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Abstract. We investigate the ground-state energy of the $\pi^-p$ atom (pionic hydrogen) in the framework of QCD+QED. In particular, we evaluate the strong energy-level shift. We perform the calculation at next-to-leading order in the low-energy expansion in the framework of the relevant effective field theory. The result provides a relation between the strong energy shift and the pion-nucleon $S$-wave scattering lengths - evaluated in pure QCD - at next-to-leading order in isospin breaking and in the low-energy expansion. We compare our result with available model calculations.
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1 Introduction

The theory of strong interactions has entered a high precision phase in recent years, both experimentally and theoretically. On the experimental side, we mention i) the muon anomalous magnetic moment measurement at Brookhaven [1]. A calculation of $(g-2)_\mu$ that matches the foreseen experimental accuracy requires that the cross section $e^+e^- \rightarrow \pi^+\pi^-$ in the low-energy region is known to better than one percent; ii) experiments that aim to determine hadronic scattering lengths with high precision are presently running at CERN [2] and at PSI [3]. On the theory side, the $\pi\pi$ scattering lengths have recently been calculated at the few-percent level in Ref. [4]. In this article, we are concerned with the ongoing experiment on the measurement of the energy levels and decays of the $\pi^-p$ atom (pionic hydrogen) at PSI [3]. It is planned to measure the strong interaction width and shift of the ground state at the percent level. These measurements can then be used to directly extract from data the $\pi N$ scattering amplitude at threshold. The aim of the experiment goes, however, further: it intends to extract from these measurements the $S$-wave $\pi N$ scattering lengths $a_0^+, a_0^-$ in pure QCD with high precision. In order to achieve this goal, the relation between the scattering lengths and the threshold amplitude must be known at an accuracy that matches the accuracy of the experiment. In other words, one has to remove isospin-breaking effects from the threshold amplitude with high precision, in the framework of QCD+QED. Isospin-breaking effects in low-energy $\pi N$ scattering have been extensively discussed in the literature on the basis of a potential model approach. The discussion relevant to the problem of pionic hydrogen can be found in Refs. [6, 7]. Here, we rely on the effective theory of QCD+QED, a method already invoked [1] in the analogous program for the $\pi^+\pi^-$ atom investigated presently at CERN [2]. For a critical comparison between the potential model and the effective theory framework, we refer the reader to Ref. [2].
In the case of pionic hydrogen considered here, the relation between the strong energy-level shift $\epsilon_{1s}$ of the ground state and the threshold $\pi^- p$ scattering amplitude has been worked out in the effective theory in Ref. 13,

$$\epsilon_{1s} = -\frac{\alpha^3 \mu^2}{2\pi M_\pi} \left\{ 1 - \frac{\alpha(\ln(\alpha - 1) - \mu^2 T_{\pi N})}{2\pi M_\pi} \right\} + \cdots .$$

(1.1)

Here, $\mu_\pi = m_p M_\pi (m_\pi + M_\pi)^{-1}$ denotes the reduced mass of the $\pi^- p$ system, and $T_{\pi N}$ is the threshold amplitude for the process $\pi^- p \to \pi^- p$, evaluated at next-to-leading order in isospin breaking. Furthermore, $\alpha \simeq 1/137.036$ denotes the fine-structure constant, and the ellipsis stands for the higher-order terms in isospin breaking (see below). In the isospin symmetry limit, the threshold amplitude is proportional to a particular combination of the S-wave pion-nucleon scattering lengths $a_{\pi N}^\pm$ (we use the notation of Ref. 14),

$$T_{\pi N} = \pi_{\pi N}^0 + \alpha T^\gamma + (m_d - m_u) T^m ,$$

$$T_{\pi N}^0 = 4\pi \left[ 1 + \frac{M_\pi}{m_p} \right] (a_{\pi N}^+ + a_{\pi N}^- ) .$$

(1.2)

The isospin breaking amplitudes $T^\gamma, m$ depend on the renormalization group invariant scale of QCD, and on the quark mass $\tilde{m} = (m_d + m_u)/2$ (we consider two-flavor QCD). Once $T^\gamma, m$ are calculated, a measurement of the shift $\epsilon_{1s}$ allows one to determine the combination $a_{\pi N}^+ + a_{\pi N}^-$. Similarly, a width measurement of the ground state provides $|a_{\pi N}^-|$. The values of these scattering lengths are correlated e.g. with the pion-nucleon sigma-term [15], with the pion-nucleon coupling constant [16], and with the Goldberger-Treiman relation, which relates the pion-nucleon coupling constant to the axial charge. It goes without saying that the scattering lengths are therefore very central objects in the analysis of pion-nucleon reactions. We refer the reader to [17] for a recent investigation of these questions. Here, we concentrate on the evaluation of the isospin breaking amplitudes $T^\gamma, m$.

The amplitudes $T^\gamma, m$ can e.g. be evaluated in the framework of chiral perturbation theory. Writing the energy shift in the form

$$\epsilon_{1s} = -2\alpha^3 \mu^2 (a_{\pi N}^+ + a_{\pi N}^-)(1 + \delta_\epsilon) ,$$

(1.3)

the leading order calculation [13] gives $\delta_\epsilon = (-4.8 \pm 2.0) \cdot 10^{-2}$, whereas the calculation by Ref. 4 in a potential model framework leads to $\delta_\epsilon = (-2.1 \pm 0.5) \cdot 10^{-2}$. How should the two calculations be compared? As has been pointed out in Ref. 13, the leading order terms in the effective theory are due to effects that are not all consistently taken into account in the potential model calculation. On the other hand, as has been emphasized in footnote 1 in Ref. 14, mass splitting effects in strong loops and $\gamma n$ intermediate states show up only at higher orders in the chiral expansion. It is the aim of the present article to carry out the calculation of $T^\gamma$ and $T^m$ at next-to-leading order, where these effects come into play. Further, the interference effect between vacuum polarization and strong interactions will be taken into account as well [2] - they occur formally at next-to-leading order in isospin breaking.

Isospin breaking effects in $\pi N$ scattering have been studied already previously [see Ref. 17 and references therein] by using heavy baryon chiral perturbation theory (HBChPT). We were not able to directly use these results, for the following reason. In Ref. 17, the authors calculate physical amplitudes in different channels, and study combinations thereof that vanish in the isospin symmetry limit. This is not what is needed for pionic hydrogen, where one has to extract isospin-breaking correction to a single amplitude ($\pi^- p$ elastic amplitude, in the case of the energy levels). Ref. 17 does not provide explicit expressions for the physical amplitudes, and we have therefore performed an independent calculation.

In Ref. 17, HBChPT was used to calculate the amplitudes. Here, we rely on the framework developed by Becher and Leutwyler [18]. This method is manifestly Lorentz invariant and preserves chiral power counting in the case where baryons and Goldstone bosons are running in the loops. In the present context, contributions from virtual photons are needed as well. We show that the method proposed in Ref. 18 can straightforwardly be adapted to this case. Individual Feynman diagrams contain ultraviolet (infrared) singularities, due to integration over large (small) momenta. We use dimensional regularization to tame both of these singularities. The counterterms from the higher order chiral Lagrangians cancel the ultraviolet poles at $d = 4$ in the final result. In order to check this cancellation, we evaluate the 1-loop divergences also with the heat-kernel method. Finally, infrared divergences disappear in physical quantities at the end of the calculation. In our case, this concerns the $\pi^- p \to \pi^- p$ scattering amplitude at threshold, with the Coulomb singularity removed. Lack of phase space forbids the emission of soft photons, as a result of which the elastic scattering amplitude must be infrared finite at threshold. Needless to say that this cancellation serves as another welcome check on our calculation.

The final result for $\delta_\epsilon$ contains, at the next-to-leading order considered here, several low-energy constants (LECs) that parameterize the structure of the effective theory at this order. All but one of these LECs are under experimental control or expected to generate a small effect. The remaining one, $f_1$, enters the expression already at leading order [18]. Whereas this constant is expected to contribute sizeably to $\delta_\epsilon$, no precise determination in terms of experimental data is available yet. We shall explain why, in our opinion, a precise determination of $a_{\pi N}^+ + a_{\pi N}^-$ from a measurement of the energy-level shift $\epsilon_{1s}$ has to await a corresponding precise determination of

1 We denote the charged pion mass (the proton mass) with $M_\pi (m_p)$.

2 We are indebted to T. Ericson for pointing out to us that this may be an important effect.
The layout of the paper is as follows. In section 2 we introduce the definition of the threshold scattering amplitude in the presence of photons, and give the relation of this quantity to the strong energy shift of the \( \pi^- p \) atom. In section 3 we display the set of the meson and meson–nucleon chiral Lagrangians, which are used in the calculations of the threshold scattering amplitude at \( O(p^3) \). In section 4 we calculate the tree–level contributions to the threshold amplitude at \( O(p^3) \). In sections 5 and 6, we outline the generalization of the infrared regularization procedure \([5,6]\), needed in the presence of virtual photons. The general procedure for the calculation of the S-matrix elements in the infrared regularization in the presence of virtual photons is described in section 7, where we also discuss the separation of infrared and ultraviolet divergences. Section 8 deals with the calculation of the vertex corrections (vertex corrections, corrections to the vacuum polarization, which arises formally at \( \alpha \)), that were omitted in Ref. \([13]\). The only unknown ingredient in Eq. (2.4) is thus the isospin–breaking correction \( \delta \epsilon \) due to the interference of vacuum polarization and strong interactions. The complete analytic result \( \delta \epsilon \) can now be readily worked out. One still has to add the correction \( \delta \epsilon_{\text{vac}} \) due to terms of order \( \delta \epsilon \) - hereafter, this is referred to as the “next–to–leading order in isospin breaking”. In the following, it is useful to introduce the notation

\[
T_{\pi N} = T_{\pi N}^0 + \delta T,
\]

\[
\delta T = \alpha T^\gamma + (m_d - m_u) T^m.
\]

The isospin–symmetric part \( T_{\pi N}^0 \) refers to pure QCD, where the pion and the nucleon masses are equal, by convention, to the charged pion and to the proton masses, respectively. From Eqs. (1.1), (1.2) and (1.3), the expression for the isospin–breaking correction \( \delta \epsilon \) can be readily worked out. One still has to add the correction \( \delta \epsilon_{\text{vac}} \) due to terms of order \( \delta \epsilon \) - hereafter, this is referred to as the “next–to–leading order in isospin breaking”. In the following, it is useful to introduce the notation

\[
T_{\pi N} = T_{\pi N}^0 + \delta T,
\]

\[
\delta T = \alpha T^\gamma + (m_d - m_u) T^m.
\]

The only unknown ingredient in Eq. (2.4) is thus the isospin–breaking part \( \delta \epsilon \) of the threshold amplitude. The chiral expansion of the amplitudes \( T^\gamma \) and \( T^m \) is performed in the variable \( r = M_E/m_p \). The expansion of \( \delta \epsilon \) therefore starts at order \( p^2 \) (counting \( \alpha \) and \( m_d - m_u \) as \( O(p^2) \), as usual),

\[
\delta \epsilon = \frac{\delta \epsilon}{4\pi(1 + M_E/m_p)(a_{0+}^+ + a_{0+}^-)} + K + \delta \epsilon_{\text{vac}}\]

\[
K = -2\alpha(\ln \alpha - 1)\mu E(a_{0+}^- + a_{0+}^-).
\]

The leading term \( \delta T_2 \) has been determined in Ref. \([13]\). Here, we evaluate \( \delta T_3 \), which amounts to a one–loop calculation of the \( \pi^- p \to \pi^- p \) amplitude. We will show below, that the chiral expansion of \( T^m \) starts at \( O(r^2) \). At the accuracy we are concerned with here, the quark mass difference does thus not enter. [The effect coming from the insertion of the quark mass difference into loops may be non-negligible \([13]\). Its evaluation requires the calculation of the threshold amplitude at order \( p^4 \), which is beyond the scope of this work.]
The contribution \( \delta_{\text{vac}} \) has been omitted in Ref. \([13]\), since formally it is higher order in the parameter \( \delta \). However, numerically it is not negligible, because of the large coefficient containing \( M_\pi/m_e \). The calculation of this correction within a non-relativistic effective Lagrangian approach has been carried out in Ref. \([20]\). Here, we use this result, contained in table II of Ref. \([20]\).

\[
\delta_{\text{vac}} = 2 \frac{\delta \Psi(0)}{\Psi(0)} = 0.48 \%,
\]

(2.6)

where \( \Psi(0) \) stands for the pionic hydrogen wave function at the origin, and where \( \delta \Psi(0) \) denotes the correction to this wave function due to vacuum polarization. The result \([2.4]\) agrees perfectly with the value \( \delta_{\text{vac}} = 0.46 \% \) obtained within the potential model of Ref. \([8]\).

We now present the exact definition of the threshold amplitude \( T_{\pi N} \) which enters the expression \((1.1)\) for the strong energy shift of the ground state. Let us consider the elastic scattering process \( \pi^- (q) + p(p) \to \pi^- (q') + p(p') \) in the vicinity of the physical threshold, at first order in the fine structure constant \( \alpha \). External momenta are on the mass shell \( p^2 = m_p^2, q^2 = q'^2 = M_\pi^2 \). The Mandelstam variables are defined in the standard manner, \( s = (p+q)^2, t = (p-p')^2, u = (p-q')^2 \), with \( s + t + u = 2(m_p^2 + M_\pi^2) \).

The 3-momentum of the pion and of the nucleon in the CM frame is given by \( \left| \mathbf{p} \right| = \sqrt{s/2} \). The contribution \( \delta_{\text{vac}} \) to the wave function due to vacuum polarization is infrared finite. It determines the threshold scattering amplitude \( T_{\pi N} \), which is the central object of our investigation.

\[
\theta_C(\left| \mathbf{p} \right|) = \frac{\mu_e}{\left| \mathbf{p} \right|} \mu^{d-4} \left\{ \frac{1}{d-4} - \frac{1}{2} \left( \Gamma'(1) + \ln 4\pi \right) + \ln \frac{2\left| \mathbf{p} \right|}{\mu} \right\}.
\]

(2.9)

Here \( \mu \) stands for the scale in dimensional regularization. After removing the Coulomb phase, the behavior of the real part of the amplitude \( \tilde{D}(\left| \mathbf{p} \right|, \cos \theta) \) in the vicinity of threshold, at order \( \alpha \), is given by \( \tilde{D} \)

\[
\tilde{D}(\left| \mathbf{p} \right|, \cos \theta) = D(\left| \mathbf{p} \right|, \cos \theta) = D(s, t) - \frac{\epsilon^2 F_\pi(t) F_1(t)}{2m_p t}, \quad \left| \mathbf{p} \to 0 \right|
\]

(2.8)

where \( F_\pi(t) \) and \( F_1(t) \) denote the pion electromagnetic form factor and the nucleon Dirac form factor, respectively.

\footnote{It is well known that the above scattering amplitude in the presence of electromagnetic interactions is infrared-singular in perturbation theory. In this paper we use dimensional regularization to tame both, infrared (IR) and ultraviolet (UV) divergences. Thus, the scattering amplitudes \( D \) and \( B \) in Eq. \((2.7)\) are meant to be evaluated at \( d \neq 4 \) (see below). We use the notation of Bjorken-Drell \([22]\) for the Dirac matrices.}

3 Lagrangians

In this section, we display the low-energy effective Lagrangians which are used in the calculation of the \( \pi^- p \) amplitude. In particular, we provide the meson–nucleon Lagrangian at order \( \epsilon^2 p \), whose divergences are consistent with the “standard” choice of the meson \( O(p^2) \) \([23]\), \( O(\epsilon^2 p^2) \) \([24]\), and nucleon \( O(p^3) \) \([25,26]\) Lagrangians. The reason for doing so is that the \( O(\epsilon^2 p) \) Lagrangian which is available in the literature \([19,27,28]\), is not consistent with this choice. The details of the derivation, which was
performed by using the Berezinian approach \[29,30\], can be found in appendix \[3\]. In this appendix, we in addition give the relation between two sets of the LECs which are defined by the choice of the \(O(p^4)\) meson Lagrangian either in form of Ref. \[23\], or Ref. \[31\]. The full Lagrangian consists of meson and nucleon parts, as well as the free photon Lagrangian together with the gauge-fixing term,

\[
\mathcal{L}_{\text{eff}} = \mathcal{L}_\pi + \mathcal{L}_N + \mathcal{L}_\gamma,
\]

\[
\mathcal{L}_\pi = \mathcal{L}_\pi^{(p^2)} + \mathcal{L}_\pi^{(e^2)} + \mathcal{L}_\pi^{(p^2)} + \mathcal{L}_\pi^{(e^2 p^2)} + \cdots,
\]

\[
\mathcal{L}_N = \mathcal{L}_N^{(p)} + \mathcal{L}_N^{(p^2)} + \mathcal{L}_N^{(e^2)} + \mathcal{L}_N^{(p^2 p)} + \cdots,
\]

\[
(3.1)
\]

where

\[
\mathcal{L}_\pi^{(p^2)} + \mathcal{L}_\pi^{(e^2)} + \mathcal{L}_\gamma = \frac{F^2}{4} \langle u^{\dagger} U^\dagger d_U + \chi^\dagger U + U^\dagger \chi \rangle
\]

\[+ Z F^4 \langle QU U^\dagger \rangle - \frac{1}{4} F_{\mu \nu} F^{\mu \nu} - \frac{1}{2 \pi} (\partial_\mu A^\mu)^2,\]  

\[
(3.2)
\]

\[
\mathcal{L}_\pi^{(p)} = \sum_{i=1}^{7} t_i O_i^{(p)}, \quad \mathcal{L}_\pi^{(e^2 p^2)} = F^2 \sum_{i=1}^{10} k_i O_i^{(e^2 p^2)},
\]

\[
\mathcal{L}_\pi^{(p)} = \bar{\Psi}(i \partial - m + \frac{1}{2} g_A \not{g}_5) \Psi,
\]

\[
\mathcal{L}_N^{(p)} = \sum_{i=1}^{7} c_i \bar{\Psi} O_i^{(p)} \Psi, \quad \mathcal{L}_N^{(e^2)} = F^2 \sum_{i=1}^{3} f_i \bar{\Psi} O_i^{(e^2)} \Psi,
\]

\[
\mathcal{L}_N^{(p^2)} = \sum_{i=1}^{23} d_i \bar{\Psi} O_i^{(p^2)} \Psi, \quad \mathcal{L}_N^{(e^2 p^2)} = F^2 \sum_{i=1}^{12} g_i \bar{\Psi} O_i^{(e^2 p^2)} \Psi,
\]

\[
(3.3)
\]

where \(\langle A \rangle\) denotes the trace of the matrix \(A\). The building blocks for the mesonic Lagrangians are

\[
d_\mu U = \partial_\mu U - i R_\mu U + i U L_\mu,
\]

\[
\left( \begin{array}{c}
\mathcal{R}_\mu \\
\mathcal{L}_\mu \end{array} \right) = v_\mu + a_\mu + Q A_\mu,
\]

\[
\mathcal{R}_{\mu \nu} = \partial_\mu \mathcal{R}_\nu - \partial_\nu \mathcal{R}_\mu - i [\mathcal{R}_\mu, \mathcal{R}_\nu],
\]

\[
\mathcal{L}_{\mu \nu} = \partial_\mu \mathcal{L}_\nu - \partial_\nu \mathcal{L}_\mu - i [\mathcal{L}_\mu, \mathcal{L}_\nu],
\]

\[
\mathcal{F}_{\mu \nu} = u^\dagger R_{\mu \nu} u + u L_{\mu \nu} u^\dagger,
\]

\[
\mathcal{F}_{\mu \nu}^+ = \mathcal{F}_{\mu \nu} - \frac{1}{2} (\mathcal{F}_{\mu \nu}^*)^2,
\]

\[
\chi = 2 B (s + i p), \quad d_\mu \chi = \partial_\mu \chi - i R_\mu \chi + i \chi L_\mu,
\]

\[
Q_\pm = \frac{1}{2} \left( u Q u^\dagger \pm u^\dagger Q u \right),
\]

\[
\mathcal{C}_R^\mu = -i [\mathcal{R}_\mu, Q], \quad \mathcal{C}_L^\mu = -i [\mathcal{L}_\mu, Q],
\]

\[
(3.4)
\]

where \(U\) is a unitary \(2 \times 2\) matrix, and \(\Psi\) is the nucleon field. As usual, \(s, p, v_\mu, a_\mu\) denote external scalar, pseudoscalar, vector and axial fields, \(B\) is a constant related to the quark condensate, and \(Q = e \text{diag}(\frac{1}{2}, -\frac{1}{2})\) is the quark charge matrix. The axial source is taken traceless, \(\langle a_\mu \rangle = 0\).

Building blocks for the meson–nucleon Lagrangians in the presence of virtual photons are

\[
D_\mu = \partial_\mu + \Gamma_\mu, \quad U = u^2, \quad u_\mu = i u^\dagger d_\mu U u^\dagger,
\]

\[
\Gamma_\mu = \frac{1}{2} [u^\dagger, \partial_\mu u] - \frac{i}{2} u^\dagger R_\mu u - \frac{i}{2} u L_\mu u^\dagger,
\]

\[
\chi_\pm = u^\dagger \chi u^\dagger \pm u \chi^\dagger u, \quad \hat{\chi}_+ = \chi_+ - \frac{1}{2} (\chi_+),
\]

\[
F_{\mu \nu} = u^\dagger R_{\mu \nu} u + u L_{\mu \nu} u^\dagger, \quad F_{\mu \nu}^+ = F_{\mu \nu} - \frac{1}{2} (F_{\mu \nu}^+),
\]

\[
Q_\pm = \frac{1}{2} (u Q u^\dagger \pm u^\dagger Q u), \quad \hat{Q}_\pm = Q_\pm - \frac{1}{2} (Q_\pm),
\]

\[
(3.5)
\]

where \(Q = e \text{diag}(1, 0)\) denotes the nucleon charge matrix, and \(R_\mu, L_\mu, R_{\mu \nu}, L_{\mu \nu}\) are defined just like their pionic counterparts \(R_\mu, L_\mu, R_{\mu \nu}, L_{\mu \nu}\), respectively, with \(Q\) replaced by \(Q\). We have set the charge matrices \(Q\) and \(Q\) to their constant physical values, and do not consider the most general expression of the effective Lagrangians containing space-dependent spurion fields \(Q_{L,R}\). Furthermore, in \(\text{(3.3)}\) we drop terms which do not contain pion fields, and terms of order \(e^4\).

We comment on the LECs \(F, g_A, Z, c_i, f_i, \cdots\). The first one, \(F\), denotes the pion decay constant in the chiral limit, and \(g_A\) is the axial charge, again at \(m_a = m_d = 0\). The quantity \(Z\) is related to the pion mass difference,

\[
M_{\pi^0}^2 = (m_a + m_d) B + O(m_q^2, e^2 m_q, e^4),
\]

\[
(3.6)
\]

The couplings \(c_i, f_i\) are finite, if the calculation of the loop diagrams is performed in a manner that respects chiral power counting. The divergences in the remaining LECs are given by

\[
l_i = \gamma_3 \lambda + l_i^r (\mu), \quad k_i = \sigma_3 \lambda + k_i^r (\mu),
\]

\[
d_i = \frac{\beta_i}{F^2} \lambda + d_i^r (\mu), \quad g_i = \frac{\eta_i}{F^2} \lambda + g_i^r (\mu),
\]

\[
(3.7)
\]

where

\[
\lambda = \frac{\mu^{d-4}}{16 \pi^2} \left( \frac{1}{d-4} - \frac{1}{2} [\Gamma'(1) + \ln 4 \pi + 1] \right).
\]

In appendix \[A\] we list the operators \(O^{(k)}\), as well as the divergent parts of the low–energy constants, and provide
references to the original literature. Since our operator basis in the mesonic sector is defined in a standard manner, numerical values of \( l_i' \), \( k_i' \) can be directly taken from the existing analyses. The definition of the finite constants \( c_i \) and \( f_i \) coincides with that from Refs. 23 and 24, respectively (in the latter, the notation \( f_i \) instead of \( f_i \) is used for the LECs in the relativistic theory). Our choice for those \( d_i' \) that contribute to the \( \pi N \) scattering amplitude, corresponds to the one of Ref. 12, modulo the relations (3.14), which display the effect of the different choice of the mesonic basis here and in Ref. 12. Finally, for the reasons given in appendix 3, it is not clear to us how we can compare the couplings \( g_i' \) used here, with the ones determined in Ref. 17.

In the actual calculation of the scattering amplitude, we invoke an exponential parameterization of the matrix \( U \),

\[
U = \exp i\pi/F, \quad \pi = \left( \begin{array}{cc} \pi^0 & \sqrt{2}\pi^+ \\ \sqrt{2}\pi^- & -\pi^0 \end{array} \right),
\]

and use \( \pi \) as an interpolating field for the pions. Further, we set

\[
\chi = 2B \text{ diag}(m_u, m_d),
\]

and perform the calculations in the Feynman gauge \( a = 1 \).

4 Tree contributions

The tree contributions to the threshold scattering amplitude \( T_{\pi N} \) include the pseudovector Born diagrams Fig. 2, and the contributions from the counterterms in the effective Lagrangians, indicated in Fig. 3. Insertions in the external lines are not displayed - they will be included through mass and wave function renormalization in section 5.

5 Two–point functions of pion fields

In Ref. 18, Becher and Leutwyler have shown how power counting in baryon chiral perturbation theory (pions and nucleons running in the loops) can be incorporated in a manifestly Lorentz invariant manner. Here, we extend this framework to include virtual photons. In addition to the question of power counting, virtual photons generate the standard problems: poles in two–point functions are transformed into branch points, wave function renormalization constants become ill-defined, and truncated on–shell Green functions in general cease to exist in four

\[ T^B = \frac{M_\pi}{2F^2} - \frac{g_A M_\pi^2}{2F^2(m_n + m_p + M_\pi)}. \]
dimensions. In order to identify these infrared singularities\(^5\), we start the discussion of the low-energy expansion of Green functions with the two-point function of pseudoscalar quark currents. In this case, power counting does not pose a problem, because one is concerned with mesons and photons only. Furthermore, ultraviolet divergences do not show up in the final result either, because Green functions of quark currents are well defined objects in the effective Lagrangian framework. Therefore, the only obstacles in this case are the infrared divergences generated by photon loops.

### 5.1 Pseudoscalar two-point function

The pseudoscalar densities \( P^\pm_5(x) = \overline{7}(x)i\gamma_5r^\pm_5 q(x) \) may be used as interpolating fields for the charged pions. To evaluate scattering matrix elements, the residue of the two-point function

\[
G(s) = i \int dx e^{-iqx} \langle 0 | T P^+_5(x) P^-_5(0) | 0 \rangle ; \quad s = q^2
\]

(5.1)

at \( s = M_\pi^2 \) is needed - it determines the wave function renormalization constant. However, in the presence of virtual photons, \( G \) develops a branch point, not a pole, and that residue does not exist. There are two standard procedures to deal with the situation: Either, one introduces a photon mass, which shifts the branch point to \( s = (M_\pi + m_\gamma)^2 \), as a result of which \( G \) indeed contains a pole at the pion mass. The photon mass is then sent to zero at the very end of the relevant calculations of physical quantities. Or one instead uses dimensional regularization to tame both, ultraviolet and infrared divergences. In the following, we use the latter method. Let us consider the low energy expansion of \( G \). Including contributions from one virtual photon as indicated in Fig. 4, and adding the counterterms from \( L^\gamma_\pi^\alpha \) in Eq. (3.6), we find

\[
G(s) = \frac{4F^2B^2 R(s)}{M_\pi^2 - s},
\]

\[
M_\pi^2 = M^2 - \frac{e^2 M^2}{16\pi^2} \left\{ 3 \ln \frac{M^2}{\mu^2} - 4 \right\}
\]

\[
r(s) = 1 - \frac{e^2}{8\pi^2} \left( r(s) + \ln \frac{M^2}{\mu^2} - 1 \right) - e^2 K_G + \ldots \,
\]

\[
r(s) = \frac{s + M^2}{s} \ln \frac{M^2 - s}{M^2},
\]

\[
K_G = \frac{20}{9} (k_1^r + k_2^r - 2k_5^r) - \frac{92}{9} k_6^r - \frac{4}{9} k_7^r - 8k_8^r.
\]

(5.2)

[Here, we have omitted the contributions from the leading electromagnetic term proportional to \( Z \) in Eq. (3.6), such that \( M_\pi^2 = M_\pi^2 \) at leading order.] The ellipses denote additional terms in the low-energy expansion. The correlator \( G(s) \) is finite at nonexceptional momenta, but the residue develops a logarithmic singularity at \( s = M_\pi^2 \), manifest in the function \( r(s) \) [at the order of the expansion considered here, we may replace \( M^2 \) in the function \( r(s) \) by \( M_\pi^2 \)].

In order to continue, we keep the dimension different from four until the very end of the calculation of physical quantities. The function \( r(s) \) becomes

\[
r(s, d) = \frac{a + 1}{a - 1} (4\pi)^\omega \Gamma(\omega) M^{-2\omega} \int_0^1 dx x^{-\omega/a} \times [x^{-\omega} - (1 - a + ax)^{-\omega}] + O(d - 4),
\]

\[
\omega = 2 - \frac{d}{2}, \quad a = s/M^2.
\]

(5.3)

At nonexceptional momenta, \( r(s, d) \) approaches \( r(s) \) as \( d \to 4 \). If \( d \) is bigger than four, one may perform the mass-shell limit,

\[
R(s, d) = 1 - \frac{e^2}{8\pi^2} \left[ -C_\text{IR}^\mu + \ln \frac{M^2}{\mu^2} \right] - e^2 K_G^\mu + O(d - 4); \quad s \to M_\pi^2,
\]

\[
C_\text{IR}^\mu = 2M_\pi^{d-4} \left\{ \frac{1}{d-4} - \frac{1}{2} \left( \Gamma'(1) + \ln(4\pi) + 1 \right) \right\}.
\]

(5.4)

The infrared singularity manifests itself in a pole at \( d = 4 \), which is due to integration over small loop momenta. We indicate the origin of this singularity with the symbol \( \text{IR} \) in the divergent quantity \( C_\text{IR}^\mu \).

We do not use pseudoscalar densities as interpolating fields - it is simpler to use the pion fields instead. In this case, additional singularities occur at \( d = 4 \), as is shown in the following subsection.

---

\(^5\) There are two types of infrared singularities in the present context: The ones associated with non-analytic terms in the chiral expansion, and singularities generated by the presence of photons. Since it will always be clear what singularities we have in mind, we do not distinguish in the following between the two, which makes notation less clumsy.
5.2 Two–point function of the pion fields

The Green functions of the pion fields depend on the parameterization used for the matrix $U(x)$ in the effective Lagrangian. Here, we use the exponential parameterization \( \Gamma(x) \), and consider the propagator of the charged fields,

\[
\frac{R_\pi(s, d)}{M_\pi^2 - s} = i \int dx e^{-iqx} \langle 0 | T \pi^- (x) \pi^+ (0) | 0 \rangle ; \quad s = q^2 .
\]

(5.5)

We again include the photon loop from Fig. 3 and the pertinent counterterms from $\mathcal{L}_\pi^{(e^2 \rho^2)}$ at $Z = 0$. The result for the pion mass is the same as before, whereas several of the counterterms $k_i$ are now absent in the residue. We find

\[
R_\pi(s, d) = 1 - \frac{e^2}{32\pi^2} \left[ 4r(s, d) + C_{\pi}^2 + 3\ln \frac{M^2}{\mu^2} - 4 \right] - e^2 K' + \cdots , \quad K' = \frac{20}{9}(k_1^2 + k_2^2) ,
\]

\[
C_{\pi}^2 = 2M_{\pi}^{d-4} \left( \frac{1}{d-4} - \frac{1}{2}(\Gamma'(1) + \ln(4\pi) + 1) \right) .
\]

(5.6)

We conclude that dimensional regularization generates two different types of poles at $d = 4$: those that are due to integrations over large loop momenta, and those that are due to considering the mass shell restriction (integrations over small loop momenta). In each graph, one may easily distinguish between the two types of singularities, and we will do so below, by denoting the corresponding singular quantities with indices UV and IR, respectively. As we shall see later, distinguishing between the two divergences serves as a powerful check on our calculation.

Later in this article, we also need the contributions from the pion loops displayed in Fig. 5. Including also the terms generated by the leading electromagnetic term proportional to $Z$ which contributes to the pion mass difference, we find

\[
Z_\pi = R_\pi (M_\pi^2, d) = 1 - \frac{e^2}{8\pi^2} (C_{\pi}^2 - C_{\pi}^2) + \frac{1}{24\pi^2 F^2} (M_\pi^2 - e^2 F Z) C_{\pi}^2 - \frac{e^2 Z}{24\pi^2} - \frac{20e^2}{9}(k_1 + k_2) + O(e^2 M^2, M^4, e^4) + O(d - 4) .
\]

Fig. 5. Pion loop contributions to the two–point function (5.5). Neutral and charged pions are running in the loop.

Here, it is convenient to use the unrenormalized couplings $k_{1,2}$.

6 Two–point function of baryon fields

6.1 Self-energy of the heavy scalar field

We now consider the case where a heavy particle interacts with the photon. To illustrate the method to preserve chiral power counting in this case, we consider the self energy diagram Fig. 6 which represents a heavy scalar particle of mass $m$, interacting with a massless field,

\[
\Sigma(s, d) = \frac{1}{i(2\pi)^d} \int \frac{d^dk}{[-k^2][m^2 - (p - k)^2]}
\]

\[
= (4\pi)^{-2-w} \Gamma(w) \int_0^1 dx z^{2-w} ,
\]

\[
z = x(m^2 - s(1 - x)) ; \quad s = p^2 .
\]

(6.1)

Fig. 6. Self-energy diagram for a heavy field of mass $m$. The solid line denotes the heavy field, and the dash-dotted line stands for a massless scalar particle.

Evaluation in the standard manner shows that $\Sigma$ is of chiral order zero, $\Sigma \sim \text{const.}$, near the mass shell, whereas power counting suggests that it is of order one, $\Sigma \sim (m^2 - s)/m^2$. In Ref. [18], it has been shown that power counting with nucleon and pion fields is preserved, if one extends the integration over the Feynman parameter - that combines the heavy and light fields - from zero to infinity.
Proceeding in the same manner for photon fields, we find that
\[
\Sigma^I(s, d) = (4\pi)^{-\frac{d}{2}} \Gamma(w) \int_0^\infty dxz^{-w} = (4\pi)^{-\frac{d}{2}} \Gamma(w) \Omega^{1-2w} s^{-w} \int_0^\infty dxz^{-w}(1 + x)^{-w};
\]
where the index \(I\) denotes the infrared part a la Becher-Leutwyler. It is seen that the self energy diagram is now of chiral order one near threshold. The mass shell constraint is performed by first continuing the result to dimensions bigger than four, as before. One finds that
\[
\Sigma^I(m^2, d) = \Sigma'^I(m^2, d) = 0, \quad d > 4,
\]
where the prime denotes a derivative with respect to \(s\). In other words, the self energy diagram Fig.6 does contribute neither to the mass nor to the residue of the two–point function in this prescription.

We found it very useful to distinguish between infrared and ultraviolet divergences also here. This may be achieved as follows. We consider the self energy and its derivative at \(s = m^2\). From Eq. (6.1), one has
\[
\Sigma^S(m^2, d) = \frac{1}{16\pi^2} (-C_{UV} + 1),
\]
\[
C_K = 2m^{d-4} \left( \frac{1}{d-4} - \frac{1}{2} (\Gamma'(1) + \ln(4\pi) + 1) \right),
\]
\[
K = UV, IR.
\]
We have indicated with the index \(S\) the standard procedure, where the integral over the Feynman parameter is performed from zero to one. We have booked the singularity at \(d = 4\) as an ultraviolet one for obvious reasons. The derivative is
\[
\Sigma'^S(m^2, d) = \frac{1}{32\pi^2m^2} (C_{IR} - 1),
\]
where the singularity at \(d = 4\) is now due to integrations over small momenta and therefore booked as an infrared singularity. The Becher-Leutwyler infrared regularized part is obtained by subtracting from these expressions the ’regular part’ of the Feynman diagram,
\[
\Sigma^R(s, d) = -(4\pi)^{-\frac{d}{2}} \Gamma(w) \int_1^\infty dxz^{-w}.
\]
This integral converges for \(d < 3\) - the relevant poles at \(d = 4\) are therefore booked as ultraviolet. We find
\[
\Sigma^R(m^2, d) = \frac{1}{16\pi^2} (-C_{UV} + 1),
\]
\[
\Sigma'^R(m^2, d) = \frac{1}{32\pi^2m^2} (C_{UV} - 1),
\]
and therefore
\[
\Sigma'(m^2, d) = \Sigma'^S(m^2, d) - \Sigma'^R(m^2, d) = 0,
\]
\[
\Sigma'^I(m^2, d) = \frac{1}{32\pi^2m^2} (C_{IR} - C_{UV})).
\]
The result for the value of the self energy on the mass shell agrees with Eq. (6.3), whereas its derivative becomes the same upon identifying \(C_{IR}\) with \(C_{UV}\).

### 6.2 The nucleon propagator

The infrared regularized nucleon propagator is evaluated in a completely analogous manner, applying infrared regularization to both, the pion and the photon field. In the following, we only need the wave function renormalization constant for the proton field. We define it in the following manner. The propagator is
\[
S^{\alpha\beta}(p, d) = i \int dxe^{ipx} \langle \bar{\psi} \gamma^\alpha T P^\alpha(x) \psi \rangle, \quad (6.10)
\]
where \(P(x)\) denotes the proton field. The \(Z\)-factor is obtained from
\[
\lim_{p^2 \to m_p^2} \langle \bar{\psi} \gamma^\alpha (p - m_p) \psi \rangle = Z_N u(p, r), \quad d > 4,
\]
where \(m_p\) denotes the physical proton mass, \(u(p, r)\) is a spinor in \(d\) dimensions with \((\bar{p} - m_p)u(p, r) = 0\), and where \(Z_N\) depends on the prescription used for performing the integration over the Feynman parameters (standard, regular or infrared). We obtain for the infrared regularized \(Z\)-factor at order \(p^2\)
\[
Z_N = 1 + \frac{e^2}{8\pi^2} (C_{IR} - C_{UV}) - \frac{g_A^2 m^2}{64\pi^2 F^2} \left( H_0^f + \frac{\Delta m}{m^2} H_1^f \right) + O(p^3),
\]
where
\[
H_0^f = r^2 (6 + 9 C_{UV} + 18 \ln r),
\]
\[
H_1^f = - (5 + 3 C_{UV} + 6 \ln r) \quad r = M_\pi/m.
\]
(6.13)

Here, we have replaced the physical nucleon mass with its chiral limit mass \(m\) - this is correct at the order of the low–energy expansion we are working. We will do this in all loop amplitudes considered below.


7 Evaluation of $S$-matrix elements

Here, we describe the evaluation of the $S$-matrix element for the process $\pi^- p \rightarrow \pi^- p$ in this framework. The basic element to be evaluated first is the truncated four-point function

$$\langle 0 | T\pi^-(x_1)\pi^+(x_2)P^\alpha(x_3)P^\beta(x_4)|0 \rangle$$  \hspace{1cm} (7.1)

in $d$ space-time dimensions. We take into account tree graphs evaluated with $\mathcal{L}_{eff}$ and one–loop graphs generated by $\mathcal{L}_p^{(2)}$, $\mathcal{L}_d^{(2)}$ and $\mathcal{L}_p^{(0)}$. The relevant diagrams are displayed in Figs. (2, 3, 9, 10, 11). At the end, one multiplies the result with the incoming and outgoing spinors for the proton field, and incorporates the contribution from the wave function renormalization constants for the pion and nucleon field, determined in sections 5, 6 in the standard manner. For general momenta of the incoming and outgoing particles, the limit $d \rightarrow 4$ does not exist due to the infrared divergences which are generated by virtual photons. As we discussed in section 4, these divergences are absent in the amplitude at threshold, provided that one has removed the infrared divergent Coulomb phase. Here, we are interested in the infrared finite quantity $\mathcal{T}_{\pi N}$ defined in Eq. (2.10). The final result depends on the manner the integration over the Feynman parameters is carried out (standard, regular or infrared). Here, we work with the prescription given in Ref. [8], which preserves chiral power counting. In order to keep track of UV and IR divergences, we found it convenient to evaluate the regular part of each diagram separately, and subtract it from the same diagrams calculated in the standard manner. The procedure was illustrated in sections 5, 6 for the two–point functions. It can straightforwardly be generalized to any of the one–loop diagrams encountered here. The schematic prescription is as follows:

i) Graphs with no virtual nucleons need no infrared regularization - graphs with closed nucleon lines vanish in infrared regularization.

ii) Graphs with pions (or photons or both) and nucleons running in the loop, are evaluated in the following manner. Heavy (nucleons) and light (pions and photons) lines in the diagrams are combined together separately by using Feynman parameterization, as described in section 6 of Ref. [8]. The pertinent denominators are then combined with a single Feynman parameter $x$ attached to the heavy and $(1-x)$ to the light line. The infrared regularization consists in extending the region of integration over this parameter, from $[0, 1]$ to $[0, \infty]$.

iii) In order to distinguish between ultraviolet and infrared divergences in graphs with a virtual photon, we evaluate the infrared regularized part as the difference between the standard and regular contribution. Symbolically,

$$M^I = \int_0^\infty dx F = M^S - M^R ,$$  \hspace{1cm} (7.2)

Here, $M^I$ stands for the final result of the calculation of any diagram in the infrared regularization, and $F$ denotes the corresponding integrand, where the integration over the remaining Feynman parameters is implicit.

iv) One may clearly distinguish UV and IR divergences in the one–loop diagrams which are contained in $M^S$, see sections 4, 5. All divergences in $M^R$ at $d \rightarrow 4$ are declared to be ultraviolet. At the end, all infrared divergences cancel in $\mathcal{T}_{\pi N}$. Ultraviolet divergences of the one–loop diagrams cancel against the divergent parts of the low–energy constants, as a result of which the quantity $\mathcal{T}_{\pi N}$ is IR and UV finite.

The calculations may be simplified considerably if one makes use of the fact that power counting is now preserved: Nucleon (meson) propagators count as $p^{-1}$ ($p^{-2}$). The numerators can then be simplified by dropping terms that generate contributions beyond the order $p^3$ considered here. The procedure is described in [2]. Here, one may use in addition that we work at threshold, where the pion momenta are proportional to the nucleon momenta, $p^\mu = p^\pi, q^\mu = q^\pi = p^\pi M_\pi/m_\pi$. Examples of such simplifications are given in section 8 where the triangle diagram is evaluated.

We add a comment on the quark mass difference $\Delta = m_u - m_d$ that occurs in the isospin violating part of the threshold amplitude. It shows up in two ways: first, through the neutron and proton masses in Feynman diagrams, and second, through vertexes in the effective Lagrangian. Consider first the latter contributions. From Eq. (1.1), it is explicitly seen that $\Delta$ does not occur at order $p^3$, once the physical masses are used in the tree diagram Fig.2a. Further, in Eq. (1.1), we may replace the neutron mass by the proton mass at order $p^3 - \Delta$ still does not occur. Next consider loop diagrams, which are evaluated with the nucleon masses in the chiral limit, $m_p = m_n = m$, and are of order $p^3$ in the framework used here. Therefore, $\Delta$ cannot contribute. [Note that there is a difference between the nucleon and pion masses in this respect: The electromagnetic contribution to the charged pion mass is of the same order in the chiral counting as the leading term. Therefore, it matters what pion is running in the loop.] We conclude that the amplitude $\mathcal{T}^{\pi N}$ in (1.2) is of order $M^2_\pi$ and therefore beyond the accuracy of the calculation considered here.

8 The triangle diagram

In this section we investigate the infrared-divergent Coulomb phase, as well as the singular terms in the real part of the amplitude that behave like $|p|^{-1}$ in the vicinity of the physical threshold. At one loop, these factors arise when one calculates radiative corrections to the strong tree–level amplitudes which are obtained from the nucleon Lagrangian $\mathcal{L}_N^{(0)}$. For illustration, we consider the strong diagram emerging from the Weinberg-Tomozawa (WT) vertex (Fig. 2a). The scattering amplitude corre-
sponding to this diagram is
\[ T_{WT} = \bar{u}(p') \frac{\not{q} + \not{q'} - \not{k}}{4F^2} u(p). \] (8.1)

The Coulomb singularities arise when one considers the virtual photon corrections to this vertex with a particular topology (v1), depicted in Fig. 3. There are two diagrams of this type, with the photon emitted and absorbed either in the initial or in the final state. The contributions of these diagrams to the amplitude at threshold are the same, so it suffices to consider one of them, and multiply the result by 2. The total contribution of these diagrams is
\[ T_{v1} = \frac{e^2}{2F^2} \int \frac{d^4k}{(2\pi)^4} \left( \bar{u}(p') \left( \not{q} + \not{q'} - \not{k} \right) \right) \times \frac{(m + p - q)(2 \not{q} - \not{k})u(p)}{[m^2 - (p + k)^2][M^2 - (q - k)^2]} \] (8.2).

The numerator can be rewritten in the following manner,
\[ \bar{u}(p') \left( \not{q} + \not{q'} - \not{k} \right)(m + p - q)(2 \not{q} - \not{k})u(p) = \bar{u}(p') \left( (2\not{q} + \not{q'}) - \not{k} \right) [m^2 - (p + k)^2] + 4 \not{q} + \not{q'} \not{k} \not{q} \not{q'} \not{k} \not{q} u(p). \] (8.3)

According to the discussion in section 3, we drop here the last term that does not contribute to the amplitude at \( O(e^2p^2) \). Then, after some algebra, one arrives at the following expression for the sum of contributions of tree (WT) and one–loop (v1) diagrams to the invariant amplitude \( D \) given by Eq. (2.7),
\[ D_{WT} + D_{v1} = \frac{s - u}{8mF^2} \left( 1 + \frac{e^2}{2M^2} J_1 \right) + \cdots, \] (8.4)
where the ellipsis stands for higher-order terms in the chiral expansion. The scalar integrals that enter the expression (8.4), are given by
\[ J_1 = \int \frac{d^4k}{(2\pi)^4} \frac{1}{M^2 - k^2} = \frac{M^2}{16\pi^2} C_{\text{UV}}, \]
\[ J_2 = \int \frac{d^4k}{(2\pi)^4} \frac{1}{|k^2|} = -\frac{1}{16\pi^2} (C_{\text{UV}} - 1), \]
\[ J_\gamma(s) = \int \frac{d^4k}{(2\pi)^4} \frac{1}{|k^2|}\left( m^2 - (p + k)^2 \right) \left( M^2 - (q - k)^2 \right). \] (8.5)

The representation (8.4) turns out to be very convenient to study the threshold behavior of the amplitude. The reason for this is that the integral \( J_\gamma(s) \) enters here with a coefficient which counts at \( O(e^2p^2) \) - so, the regular part of \( J_\gamma(s) \), which is a polynomial in the external momenta and masses, cannot contribute at \( O(e^2p^2) \) to the amplitude \( D \). Consequently, one may use the standard dimensional regularization instead of infrared regularization for calculating this integral.

Introducing Feynman parameters, the momentum integration in \( J_\gamma(s) \) can be explicitly done,
\[ J_\gamma(s) = \frac{\Gamma(3 - \frac{d}{2})}{(4\pi)^{d/2}} \int_0^1 d\alpha_1 d\alpha_2 d\alpha_3 \delta \left( 1 - \sum_{i=1}^3 \alpha_i \right) [J(\alpha)]^{d/2-3}, \]
\[ J(\alpha) = (\alpha_1 + \alpha_2)(\alpha_1 m^2 + \alpha_2 M^2) - \alpha_1 \alpha_2 s. \] (8.6)

One may single out the infrared divergence at \( d = 4 \) by rescaling the Feynman parameters according to \( \alpha_{1,2} \rightarrow (1 - \alpha_3) \alpha_{1,2} \) - the integration over the parameter \( \alpha_3 \) then factorizes, and we arrive at the following expression,
\[ J_\gamma(s) = \frac{1}{32\pi^4 m^2} \left\{ (C_{\text{IR}} + 1) \int_0^1 \frac{d\alpha_1}{R} + \int_0^1 \frac{d\alpha_1 \ln R}{R} \right\}, \]
\[ R = \alpha_1 + (1 - \alpha_1)r - \alpha_1(1 - \alpha_1)s, \quad \bar{s} = \frac{s}{m^2}. \] (8.7)

Using the formulae (C2), (C4) from appendix C, and expanding near threshold, for the sum \( D_{WT} + D_{v1} \) we finally obtain
\[ D_{WT} + D_{v1} = \frac{M_e}{2F^2} \left( 1 + 2\alpha \theta_C(\lvert\mathbf{p}\rvert) + \frac{\pi \alpha \mu_C}{\lvert\mathbf{p}\rvert} \right) + \frac{\alpha}{\pi r} I_1^{l_v} + O(\lvert\mathbf{p}\rvert) \right), \]
\[ I_1^{l_v} = \frac{r}{8} (7C_{\text{UV}} + 8C_{\text{IR}} + 30 \ln r + 16) + O(r^2) ; \]
\[ r = \frac{M_e}{m}, \] (8.8)
where the Coulomb phase \( \theta_C(\lvert\mathbf{p}\rvert) \) is given in Eq. (2.9).

From Eq. (8.8) it is evident, that the combination \( \exp[-2\alpha \theta_C(\lvert\mathbf{p}\rvert)] (D_{WT} + D_{v1}) \) [cf with Eq. (2.10)] does not contain the Coulomb phase at \( O(\alpha) \). Further, dropping the term proportional to \( \lvert\mathbf{p}\rvert^{-1} \), one may read off the corresponding contribution \( I_1^{l_v} \) to the threshold amplitude \( T_{\pi N} \), see table 6, entry \( (v_1) \). Finally, we note that in the amplitude there is no term that behaves like \( \ln \lvert\mathbf{p}\rvert \) near threshold - the coefficient \( B_2 \) in Eq. (2.10) first appears at two–loop order \( [14] \).

9 The threshold amplitude at order \( p^3 \)

We do not provide any further details of the calculations that can be done along the lines illustrated in previous sections. In this section, we combine the various pieces...
and present the final expression for the threshold scattering amplitude $\mathcal{T}_\pi N$. This quantity is given by a sum of several contributions: to the contribution of Born diagrams Eq. (1.3), multiplied by the pion and nucleon wave function renormalization factors (Eqs. (5.7) and (1.12), respectively), one has to add the contributions from vector (Fig. 3), axial (Fig. 5) and strong (Fig. 1) loops, as well as the counterterm contribution $\mathcal{T}^{\text{ct}}$ displayed in (4.2).

$$\mathcal{T}_\pi N = Z_\pi Z_N \mathcal{T}^\text{B} + \mathcal{T}^V + \mathcal{T}^A + \mathcal{T}^S + \mathcal{T}^{\text{ct}}, \quad (9.1)$$

where

$$\mathcal{T}^V = \frac{g^2 m}{8\pi^2 F^2} \sum_{i=1}^{6} I_i^V, \quad \mathcal{T}^A = \frac{g^2 m}{8\pi^2 F^2} \sum_{i=1}^{9} I_i^A, \quad \mathcal{T}^S = \frac{m^3}{\pi^2 F^2} \sum_{i=1}^{24} \left( I_i^0 + \frac{\Delta \pi}{m^2} I_i^+ \right). \quad (9.2)$$

The quantities $I_i^V$, $I_i^A$, $I_i^0$ and $I_i^+$, that correspond to the contributions from individual vector, axial and strong diagrams, are listed in tables 6 and 7 in appendix D. Not all of the diagrams that are shown in Figs. 3, 5 and 1, do contribute to the threshold amplitude at $O(p^3)$. The diagram (s24) in Fig. 1 e.g. vanishes trivially after the momentum integration. Moreover, there are two reasons for which some of the diagrams that are formally $O(p^3)$ in chiral counting, start to contribute at higher order:

i) In the one-particle reducible diagrams Fig. 3, (a1), (a2), (a3), and Fig. 1, (s1), (s2), (s3), (s4), (s5), (s6), (s7), (s8), (s9), (s10), the neutron propagator is followed by $g_\pi \gamma_5 u(p)$ (initial state), or preceded by $\bar{u}(p') g_\pi \gamma_5$ (final state), where $q_\pi$ stands either for $q$ or for $q'$. Formally, the combination $[g_\pi \gamma_5 \times \text{propagator}]$ is of chiral order zero. However, putting $\gamma_5$ through the nucleon propagator changes the sign of the nucleon momentum, and the whole expression starts to contribute at $O(p)$.

ii) Doing the simplification of numerators in a manner described in sections 5 and 6 for the diagrams (a3), (a4), (a7) and (s3), (s4), (s10), (s11), it is easy to observe that the leading-order contributions in the numerators vanish at threshold.

For this reason, in tables 6 and 7 we do not display the contributions from the above-mentioned diagrams.

Adding all pieces together in the amplitude, we have checked that all UV divergences, as expected, cancel with the divergent parts of the LECs, whereas the IR divergences cancel among themselves. The final results is thus given in terms of renormalized LECs $\delta T_2, \delta T_3$ and $\delta T_4$. Further, we split the threshold amplitude in its isospin-conserving and isospin-violating parts according to Eq. (9.6). The expressions for these parts are given by (for convenience, we use here the physical proton mass $m_p$ and the physical pion decay constant $F_\pi$)

$$\mathcal{T}_\pi N^0 = \frac{M_p}{2F_\pi^2} - \frac{g_\pi^2 M_\pi^2}{4m_p F_\pi^2} + \frac{2M_\pi^2}{F_\pi^2} (-2c_1 + c_2 + c_3) + \frac{g_\pi^2 M_\pi^2}{8m^2_p F_\pi^2} + \frac{M_\pi^3}{16\pi^2 F_\pi^4} \left( 1 + \frac{3\sigma g_\pi^2}{4} - 2 \ln \frac{M_\pi}{\mu} \right) + \frac{M_\pi^2}{F_\pi^2} \left( d_1^0 + d_2^0 + d_3^0 + 2d_5^0 \right) + O(p^4), \quad (9.3)$$

$$\delta \mathcal{T} = \delta T_2 + \delta T_3 + O(p^5), \quad \delta T_2 = \frac{4\Delta \pi}{F^2} c_1 - \frac{e^2}{2} (4f_1 + f_2), \quad \delta T_3 = \frac{M_\pi}{2\pi F^2} \sum_{i=1}^{3} \left( 3 + \frac{\sigma g_\pi^2}{4} + 2 \ln \frac{M_\pi}{\mu} \right) + \frac{8M_\pi\Delta \pi}{F^2} d_5^0 + 2e^2 M_\pi \left( g_6^0 + g_5^- \frac{5}{9F_\pi^2} (k_1^+ + k_2^-) \right), \quad (9.5)$$

where $\delta T_2, \delta T_3$ are of order $p^2$ and $p^3$, respectively. From the above equations one may easily check that the amplitude does not depend on the scale $\mu$. Note that here we have replaced the pion decay constant in the chiral limit $F$ by the physical decay constant $F_\pi$.

$$F_\pi = F \left( 1 + \frac{M_\pi}{2F_\pi^2} \left( l'_4 - \frac{1}{8\pi^2} \ln \frac{M_\pi}{\mu} \right) + O(M_\pi^4) \right). \quad (9.6)$$

This is the reason that $l'_4$ occurs in Eq. (9.3). Equations (9.4) and (9.5) represent our main result. This is a complete calculation of the isospin-breaking part of the threshold scattering amplitude at $O(p^3)$ in relativistic baryon ChPT, by using the infrared regularization method of Refs. [18,24]. The isospin-conserving part of the amplitude, given in Eq. (9.6), agrees with the one displayed in appendix A of Ref. [25]. A calculation of isospin breaking effects at order $p^3$ has been performed by the same authors in [17]. Since they do not provide a complete analytic expression of the scattering amplitude, it is not possible to compare the results.

## 10 The size of the low-energy constants

In this section, we discuss the size of the low-energy constants that occur in the isospin breaking amplitude $\delta T$. The amplitude $\delta T_2 (\delta T_3)$ contains $4f_1 + f_2, c_1 (k_1^+ + k_2^-), g_6^0 + g_5^- d_5^0$. We start the discussion with $\delta T_2$ and consider the constant $c_1$. It has been determined from threshold data [14] in Ref. [22] and the physical neutron mass $m_n$. The uncertainty in $c_1$ may be obtained from equation (20.2) in [22] using Hohler’s values [14] for the uncertainties in the threshold parameters.
and in the coupling constant $g_{pN}$. We find\footnote{We use for $M_\pi, m_p, \ldots$ in the following the values quoted in \cite{Gasser:1984gg}, in particular $F_\pi = 92.4$ MeV, $|g_A| = 1.267$.}

$$c_1 = -(0.93 \pm 0.07) \text{GeV}^{-1}.$$  \hfill (10.1)

For a comparison with other determinations of $c_1$, see table 1 in Ref. \cite{Gasser:1984gg}.

Next, consider $f_1$ and $f_2$ that occur in the order $e^2$ pion-nucleon Lagrangian. Up to terms of order $\pi^4$, that Lagrangian is

$$\mathcal{L}_N^{(e^2)} = F^2 \bar{\Psi} \partial^2 \Psi,$$

$$O = \frac{e^2}{2} [(f_1 + f_3) \cdot 1_2 + f_2 \tau_3]$$

$$- \frac{2f_1 e^2}{F^2} \pi^+ \pi^- \cdot 1_2 + \epsilon f_2 \bar{Q} + \cdots,$$

$$\bar{Q} = \frac{e}{4F^2} \left( \begin{array}{c} -2\pi^+ \pi^- - \sqrt{2\pi^0 \pi^+} \\ \sqrt{2\pi^0 \pi^-} - 2\pi^+ \pi^- \end{array} \right); \quad 1_2 = \text{diag}(1,1),$$

where $\tau_3$ denotes the Pauli-matrix. From this decomposition, it is seen that $f_1$ occurs in the chiral expansion of the nucleon mass and in elastic pion-nucleon scattering $\pi^\pm p(n) \rightarrow \pi^\mp p(n)$. The electromagnetic part of the proton-neutron mass difference is given by the constant $f_2$ at leading order in the chiral expansion,

$$-e^2 F^2 f_2 = (m_p - m_n)^{\text{em}}.$$ \hfill (10.2)

Here, we disagree with the result Eq. (12) of Ref. \cite{Gasser:1984gg} by a factor of 2. Numerically, we use $(m_p - m_n)^{\text{em}} = (0.76 \pm 0.3)$ MeV \cite{Gasser:1984gg}, or

$$f_2 = -(0.97 \pm 0.38) \text{GeV}^{-1}.$$ \hfill (10.4)

We are now left with the determination of $f_1$. The sum $m_p + m_n$ contains the combination $e^2 (f_1 + f_3)$ - the constants $f_1$ and $f_3$ can therefore not be disentangled from information on the nucleon masses. We may consider $m_p + m_n$ as a quantity that fixes $f_3$, once $f_1$ is known. Therefore, elastic pion-nucleon scattering is the only realistically accessible source of information on $f_1$. In principle, one may consider combinations of amplitudes that vanish in the isospin symmetry limit, and determine $f_1$ from those. The combination

$$X = T^{\pi^+ p \rightarrow \pi^+ p} + T^{\pi^- p \rightarrow \pi^- p} - 2T^{\pi^0 p \rightarrow \pi^0 p}$$

has this property. The tree graphs of $X$ start at order $p^2$ and contain $f_1$ - that one may try to determine hence from here. Of course, one is faced with a problem of accuracy: in order to determine $X$, one needs to consider the difference of two large numbers, quite aside from the fact that the cross section $\pi^0 p \rightarrow \pi^0 p$ is not known experimentally. It remains to be seen whether a combination of experimental data and lattice calculations could resolve the problem also in practice.

In the absence of precise experimental information on $f_1$, we can i) rely on order-of-magnitude estimates, or ii) consider model calculations. As to order-of-magnitude estimates, we follow Fettes and Meißner \cite{Fettes:1994fb} and write

$$F^2 e^2 |f_1| \simeq \frac{\alpha}{2\pi} m_p,$$

or

$$|f_1| \simeq 1.4 \text{GeV}^{-1},$$ \hfill (10.6)

because $f_1$ is due to a genuine photon loop at the quark level (we divide by $2\pi$ rather than by $4\pi$ \cite{Gasser:1984gg} to be on the conservative side). This estimate also confirms the expectation \cite{Gasser:1984gg} that $|f_1|$ has the same size as $|f_2|$, see Eq. (10.4). As to model calculations, we refer the reader to Ref. \cite{Fettes:1994fb}, where $c_1$ and $f_{1,2,3}$ have been determined in a quark model, with the result

$$c_1 = -1.2 \text{GeV}^{-1},$$

$$F^2 (f_1, f_2, f_3) = (-19.5 \pm 1.6, -8.7 \pm 0.7, 18 \pm 1.5) \text{MeV}.$$ \hfill (10.7)

Finally, we come to the low-energy constants that occur in the next-to-leading order amplitude $\delta \mathcal{F}_3$. The contributions of the relevant LECs to $\delta \mathcal{F}_3$ is suppressed by one power of the pion mass with respect to the ones from $c_1$, $f_1$ and $f_2$ that occur at leading order - therefore, we expect their effect to be substantially smaller, because they represent polynomial parts of the amplitudes, not chiral singular pieces. The value for $d_5^r$ is given in table 1 of Ref. \cite{Gasser:1984gg} (we have chosen the entry with the largest uncertainty assigned)

$$16M_\pi^2 d_5^r (\mu) = 0.04 \pm 0.06 - \frac{2M_\pi^2}{F^2} t_1^r (\mu), \quad \mu = 1 \text{GeV}.$$ \hfill (10.8)

Here, we have translated the $d_5^r$ from Ref. \cite{Gasser:1984gg} into the present scheme according to Eq. (B14). Below, we will use $t_1^r (1 \text{GeV}) = 2.9 \cdot 10^{-3}$ \cite{Gasser:1984gg}. For $k_1^r + k_2^r$, we invoke standard dimensional arguments for an estimate of its size, $|k_1^r| \simeq \frac{1}{16\pi^2}$, and apply the same rule to $g_6^r + g_8^r$,

$$|k_1^r + k_2^r| \simeq \frac{2}{16\pi^2}, \quad |g_6^r + g_8^r| \simeq \frac{2}{16\pi^2 F^2}.$$ \hfill (10.9)

In Ref. \cite{Gasser:1984gg}, $g_6^r + g_8^r$ was estimated from an analysis of pion-nucleon scattering at low energies. However, in that reference, renormalization was treated in a manner different from the framework used here, and it is not clear to us how we can compare the couplings determined there with the ones used here, see appendix \cite{Gasser:1984gg}. As a check of this procedure, we apply the same estimate to $d_5^r$, namely $|d_5^r| \simeq \frac{1}{16\pi^2}$. Comparing with Eq. (10.8), we see that this guess is a rather generous one.

11 Ground-state energy-level shift

We are now ready to provide numerical values for the correction $\delta \mathcal{F}_3$ in the strong energy-level shift $\delta \mathcal{E}$ according to
Table 1. Individual contributions to $\delta_e$. $K$ denotes the bound-state correction in Eq. (2.4). See text for details.

| source          | $\delta_e \times 10^2$ |
|-----------------|-------------------------|
| $\delta T_2|_{f_1=0}$ | -5.5                    |
| $f_1$           | $\pm 2.8$               |
| $\mu = 500\text{ MeV}$ | $\mu = 1\text{ GeV}$ |
| $\delta T_3^{\text{intr}}$ | -3.5                    |
| $\delta T_3^{\text{intr}}$ | 0.4                     |
| $d_5^*$        | $-0.3 \pm 0.3$          |
| $k_1^* + k_2^*$ | $\pm 0.2$               |
| $g_6^* + g_8^*$ | $\pm 0.4$               |
| $K$            | 0.66                    |
| vac. pol. [29] | 0.48                    |

Eqs. (1.3) and (2.4). In addition to the LECs, we need the value for the scattering lengths $a_{0^+}^\pm$. We take from Ref. [2]

$$a_{0^+}^+ + a_{0^+}^- = 0.0883 M_\pi^{-1}. \quad (11.1)$$

11.1 The correction $\delta_e$

The contribution from the leading term $\delta T_2$ was already determined in Ref. [13]. This contribution contains the three LECs $f_1$, $f_2$ and $c_1$. For $f_1$, the estimate $|f_1| < |f_2|$ was used in [13]. The corresponding contribution to $\delta_e$ is $\pm 1.9 \cdot 10^{-2}$. Here, we use the estimate (10.6), which is slightly more conservative, and display in table 1 the contribution due to $\delta T_2|_{f_1=0}$, $f_1$ and to the bound state correction $K$. We will use below this information to estimate the uncertainty in the final result.

The next order in the chiral expansion of $\delta_e$ is obtained from the second term in (2.4), evaluated with $\delta T = \delta T_3$. We split this term further into contributions that stem from the photon loop, strong loops and counterterms, as explained in (2.4). Note that the individual terms are scale dependent, whereas the full result is not, of course. In the table, we present the values obtained from the strong loops and photon loops at two values of the scale, $\mu = 500\text{ MeV}$ and $\mu = 1\text{ GeV}$. The contributions from the strong loops are substantial and of negative sign. This large contribution is mainly due to the three graphs Fig. 11 (s19), (s21) and (s22), which add

$$\delta T_3^{\text{intr}}|_{(s19),(s21),(s22)} = - \frac{33}{128\pi^2 F_\pi^4} M_\pi \Delta_\pi, \quad (11.2)$$

or $\delta_e = -3.5 \cdot 10^{-2}$. We find it amusing to see that it is the triangle graph that generates these large contributions. [In the self-energy type graph (s19), one has to expand the neutral pion mass in the propagator around the charged pion mass. This expansion generates a triangle-type graph.] A graph with triangle-topology was found to generate a large contribution to the photo production of neutral pions a long time ago [10]. In addition, that contribution is responsible for the breakdown of a so-called low-energy theorem in that process. Further, this graph also plays an important role in the low-energy analysis of pion-nucleon scattering [15,22].

One might worry that the next-to-leading order correction could be large as compared to the leading order, and jeopardize the chiral expansion also in the isospin breaking sector. However, as we already noticed, the reason for this large correction is well understood - it is due to the triangle graphs. We do therefore not consider this to be a problem.

Finally, we display in the table the contributions from the counterterms in $\delta T^{\text{ct}}$, using the estimates displayed above. It is seen that the effect of the LECs at this order is indeed suppressed with respect to the leading order ones. We then add the central values at the scale $\mu = M_\rho$, with $f_1 = g_6^* = g_8^* = 0$. For the uncertainty, we add in quadrature the contributions from $f_1$ and $\delta f_2$, $\delta c_1$, $k_1^* + k_2^*$, $g_6^* + g_8^*$ and from $\delta d_5^*$. In this manner, we obtain

$$\delta_e = (-7.2 \pm 2.9) \cdot 10^{-2}. \quad (11.3)$$

This is our final result for the correction $\delta_e$. The uncertainty in (11.3) is dominated by the largely unknown coupling $f_1$, as is seen from the third row in table 1. It does not take into account contributions from order $p^3$ in the chiral expansion of the isospin breaking amplitude $\delta T$.

We note that our numerical results for the isospin-breaking corrections in the amplitude cannot be directly confronted with those of Ref. [17], which refer to different physical quantities. Numerical values for the isospin-breaking effects given in Ref. [17] are typically of order $\sim 1 - 2\%$.

11.2 Comparison with model calculations

Here we compare our result with the potential model calculation performed in Ref. [3], and with the evaluation [39] of the couplings at leading order in a quark model, Eq. (10.7). We start with the latter. The central values in (10.7) lead - adding the bound state correction $K$ - to $\delta_e = -2 \cdot 10^{-2}$ at order $p^2$. Taken at face value, this determines the coupling $f_1$ in our calculation: $f_1 = -1.43\text{GeV}^{-1}$, in agreement with the estimate (10.6). This leads finally to $\delta_e = -3.3 \cdot 10^{-2}$ at order $p^3$.

\[7\] In Ref. [29] slightly different values for the pion masses were used. The result quoted there for the correction to the energy shift corresponds to those values. We thank V. Lyubovitskij for correspondence.
We now come to the potential model discussed in Ref. [6], which predicts
\[
\delta_\varepsilon = (-2.1 \pm 0.5) \cdot 10^{-2}. \tag{11.4}
\]

We have the following comments.

1. The aim of the present work was to evaluate the ground-state energy of pionic hydrogen in the framework of QCD+QED. We have performed the calculation at next-to-leading order in the low-energy expansion, relying on the method of effective field theories. According to the investigations of Ref. [13], all that is needed for this purpose is an evaluation of the elastic \( \pi N \) scattering amplitude at order \( p^3 \).

2. In order to achieve this goal, we have invoked relativistic baryon ChPT in manifestly Lorentz invariant form [15], and generalized the procedure to allow for virtual photons. To have a powerful check on our calculation, we have in addition performed a heat-kernel evaluation of the ultraviolet divergences at order \( p^3 \), using a consistent set of low-energy meson–meson and meson–nucleon effective Lagrangians that are used in the calculation of the \( \pi N \) scattering amplitudes at \( O(p^3) \).

3. We have then calculated the \( \pi^- p \) elastic scattering amplitude at threshold - in the presence of isospin breaking - at \( O(p^3) \) in the low-energy expansion. The result contains unitarity corrections and counterterm contributions generated by LECs. The quark mass difference \( m_u - m_d \) only enters at order \( p^1 \), which is not considered here.

4. At leading order, the contribution to the energy shift is generated [13] by three counterterms \( f_1, f_2 \) and \( c_1 \). Whereas the latter two can be determined from other sources, the size of \( f_1 \) needs yet to be determined in a model-independent manner.

5. The loop contributions, which contain mass splitting effects from diagrams with strong loops, turn out to be sizeable. Graphs with a particular topology (triangle graphs) turn out to be particularly important - their contribution to the energy shift indeed is large and negative, a sizeable fraction of the leading order term. Graphs with the same topology play an important role e.g. in photo production of neutral pions [10].

6. The LECs at next-to-leading order are suppressed by one power of \( M_\pi \) and thus expected to have a small effect on the energy shift. This expectation turns out to be correct for one of the couplings that has recently been determined [12] in a comprehensive analysis of \( \pi N \) scattering. Estimating the size of the remaining terms with dimensional arguments, it indeed turns out that their contribution is about an order of magnitude smaller than the leading order result. The final result is given in Eq. (11.3).

7. Whereas it is true that we cannot yet provide a reliable error estimate of the final result, because \( f_1 \) is not known with sufficient accuracy, it is also true that the calculation is systematic: The result (9.3)–(9.5) for the threshold amplitude allows one to evaluate the energy-level shift (at this order in the low-energy expansion) from first principles, once one has worked out a reliable estimate for the LECs.

8. A precise determination of the scattering lengths \( a_{1+} + a_{0+} \) from a precise measurement of the ground-state energy-level shift of pionic hydrogen has to await a
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![Fig. 8. An example of a QCD diagram, which is not taken into account in the potential model of Ref. [6]. Wiggly lines denote gluons.](image-url)
more precise determination of $f_1$ in our opinion. This fact is hidden in the potential model calculation \[1\], that quotes a very small uncertainty. As we outlined above, this result does not reflect all systematic uncertainties hidden in this approach: potentials in general do not incorporate the constraints from QCD+QED, unless one imposes these constraints on them \[12\]. A method different from effective field theories to perform this matching is not in sight. We conclude that one is bound to know the LECs, quite independently of the framework used.

We thank T. Becher, G. Colangelo, G. Ecker, T. Ericson, B. Kubis, H. Leutwyler, V.E. Lyubovitskij, H. Neufeld, U.-G. Meißen, and M.E. Sainio for interesting discussions, and G. Ecker, U.-G. Meißen and H. Neufeld for useful comments on the manuscript. The work was fulfilled while M.A.I., E.L. and M.M. visited the University of Bern. This work was supported in part by the Swiss National Science Foundation, and by TMR, BBW-Contract No. 97.0131 and EC-Contract No. ERBFMRX - CT980169 (EURODA#NE), and by SCOPES Project No. 7UZPJ65677. M.A.I. appreciates the partial support by the Russian Fund of Basic Research under Grant No. 01-02-17200.

A Meson–meson and meson–nucleon Lagrangians

In this appendix, we give the operator basis and the divergent parts of the LECs of the meson–meson and meson–nucleon effective chiral Lagrangians, that were used in the calculations. We set the charge matrices to their physical, constant values,

$$Q = \frac{e}{3} \text{diag} (2,-1), \quad Q = e \text{diag} (1,0), \quad (A1)$$

and use the following notation,

$$[D_\mu, X] = \partial_\mu X + [I_\mu, X],$$

$$\bar{\psi} (O + \text{h.c.}) \psi \doteq \bar{\psi} O \psi + \text{h.c.},$$

$$\bar{\psi} i(O - \text{h.c.}) \psi \doteq i(\bar{\psi} O \psi - \text{h.c.}), \quad (A2)$$

where $X$ denotes any bosonic operator, and $\psi$ is a fermionic field. We use the notation of Bjorken-Drell \[21\] for the Dirac matrices.

| $i$ | $O^{(p^2)}$ | $\gamma_i$ |
|-----|-------------|------------|
| 1   | $\frac{1}{4} \langle \mu \nu U^\dagger d_\mu U \rangle^2$ | $\frac{1}{4}$ |
| 2   | $\frac{1}{4} \langle \mu \nu U^\dagger d_\mu U \rangle \langle d_\mu U^\dagger d_\nu U \rangle$ | $\frac{2}{3}$ |
| 3   | $\frac{1}{16} \langle \chi^\dagger U + U^\dagger \chi \rangle^2$ | $-\frac{1}{4}$ |
| 4   | $\frac{1}{2} \langle \mu \nu d_\mu \chi + d_\mu \chi d_\mu d_\mu \rangle$ | $2$ |
| 5   | $\langle R_{\mu \nu} U L_{\mu \nu} U^\dagger \rangle$ | $-\frac{1}{6}$ |
| 6   | $\frac{i}{2} \langle R_{\mu \nu} d_\mu d_\nu U d_\nu U^\dagger \rangle$ | $-\frac{1}{3}$ |
| 7   | $-\frac{1}{18} \langle \chi^\dagger U - U^\dagger \chi \rangle^2$ | $0$ |

**Table 2.** Operator basis and the divergent parts of the low–energy couplings in the $O(p^2)$ meson Lagrangian \[23\] and in the $O(e^2 p^2)$ meson Lagrangian \[2\]. The terms that do not contain pion fields, and terms of order $e^4$ are not displayed.

| $i$ | $O^{(e^2 p^2)}$ | $\sigma_i$ |
|-----|----------------|-----------|
| 1   | $\langle \chi^+ \rangle$ | $\frac{27}{20}$ |
| 2   | $\langle \mu \nu d_\mu U \rangle \langle Q U U^\dagger \rangle$ | $2Z$ |
| 3   | $\langle \mu \nu U^\dagger Q \rangle \langle d_\mu U^\dagger \rangle$ | $-\frac{3}{4}$ |
| 4   | $\langle \mu \nu U^\dagger Q \rangle \langle d_\mu U^\dagger \rangle$ | $2Z$ |
| 5   | $\langle \chi^\dagger U + U^\dagger \chi \rangle (Q^2)$ | $-\frac{1}{4} - \frac{1}{4} Z$ |
| 6   | $\langle \chi^\dagger U + U^\dagger \chi \rangle (Q U U^\dagger)$ | $\frac{1}{4} + 2Z$ |
| 7   | $\langle (\chi U^\dagger + U^\dagger \chi) Q \rangle$ | $0$ |
| 8   | $\langle (\chi U^\dagger - U^\dagger \chi) Q \rangle$ | $\frac{1}{4} - Z$ |
| 9   | $\langle d_\mu U \rangle [C_{R\mu}, Q] U + d_\mu U [C_{L\mu}, Q] U^\dagger$ | $\frac{1}{4}$ |
| 10  | $\langle C_{L\mu} U C_{L\mu} U^\dagger \rangle$ | $0$ |

**Table 3.** Operator basis in the $O(p^2)$ pion-nucleon Lagrangian \[24\], and in the $O(e^2)$ pion-nucleon Lagrangian \[27\].
Table 4. Operator basis and the divergent parts of the low-energy couplings in the third-order strong pion-nucleon Lagrangian. The operator basis is the same as the one used in Ref. [23] for the relativistic operators. The divergent parts are different from Ref. [23], since we use the EOM to eliminate additional operators that arise in the HBChPT formulation, and work with a different basis in the mesonic sector. For comparison with Ref. [23], see appendix [3].

| $i$ | $O_4^{(\nu\mu)}$ | $\beta_i$ |
|-----|------------------|-----------|
| 1   | $-\frac{1}{2m}(\langle u_\mu, [D_\nu, u_\mu]\rangle D^\nu + \text{h.c.})$ | $-\frac{1}{8} g_A^3$ |
| 2   | $-\frac{1}{2m}(\langle u_\mu, [D^\nu, u_\nu]\rangle D^\nu + \text{h.c.})$ | $-\frac{1}{12} - \frac{5}{12} g_A^2$ |
| 3   | $\frac{1}{2m}(\langle u_\mu, [D_\nu, u_\nu]\rangle D^\nu + \text{h.c.})$ | $\frac{1}{2} + \frac{5}{6} g_A^4$ |
| 4   | $\frac{1}{2m}(\langle u_\mu, [D^\nu, D^\nu] D^\mu + \text{sym} \rangle + \text{h.c.})$ | 0 |
| 5   | $\frac{1}{2m}(\langle [\chi_-, u_\mu]\rangle D^\mu - \text{h.c.})$ | $-\frac{5}{24} + \frac{5}{24} g_A^2$ |
| 6   | $\frac{1}{2m}(\langle [D_\mu, \bar{F}^\mu_\nu]\rangle D^\nu - \text{h.c.})$ | $-\frac{1}{6} - \frac{5}{6} g_A^2$ |
| 7   | $\frac{1}{2m}(\langle D^\mu, \bar{D}^\nu\rceil D^\nu - \text{h.c.})$ | 0 |
| 8   | $\frac{1}{2m}(\langle u_\nu, [D^\mu, u_\mu]\rangle D^\nu + \text{h.c.})$ | 0 |
| 9   | $\frac{1}{2m}(\langle u_\nu, [\bar{D}^\mu, u_\mu]\rangle D^\nu + \text{h.c.})$ | 0 |
| 10  | $\frac{1}{2} g_A^2$ | 0 |
| 11  | $\frac{1}{2} g_A^2$ | 0 |
| 12  | $\frac{1}{2} g_A^2$ | 0 |
| 13  | $\frac{1}{2} g_A^2$ | 0 |
| 14  | $\frac{1}{2m}(\langle [\chi_+, u_\mu]\rangle D^\mu - \text{h.c.})$ | 0 |
| 15  | $\frac{1}{2m}(\langle \bar{D}^\mu, u_\mu]\rangle D^\mu - \text{h.c.})$ | 0 |
| 16  | $\frac{1}{2} g_A^2$ | 0 |
| 17  | $\frac{1}{2} g_A^2$ | 0 |
| 18  | $\frac{1}{2} g_A^2$ | 0 |
| 19  | $\frac{1}{2} g_A^2$ | 0 |
| 20  | $\frac{1}{2m}(\langle [\chi_-, u_\mu]\rangle D^\mu - \text{h.c.})$ | 0 |
| 21  | $\frac{1}{2m}(\langle [\chi_+, u_\mu]\rangle D^\mu - \text{h.c.})$ | 0 |
| 22  | $\frac{1}{2m}(\langle [\chi_-, u_\mu]\rangle D^\mu - \text{h.c.})$ | 0 |
| 23  | $\frac{1}{2m}(\langle [\chi_+, u_\mu]\rangle D^\mu - \text{h.c.})$ | 0 |

Table 5. Operator basis and the divergent parts of the low-energy couplings in the third-order electromagnetic pion-nucleon Lagrangian. The operator basis is the same as the one used in Ref. [23] for the relativistic operators (modulo signs and factors of $i$), whereas the divergent parts are different from those displayed in Ref. [23], see appendix [3].

| $i$ | $O_4^{(\nu\mu)}$ | $\eta_i$ |
|-----|------------------|-----------|
| 1   | $\frac{1}{2} (\langle Q_+^2 - Q_-^2 \rangle \gamma^\mu \gamma_5 u_\mu$ | $g_A^2 + 2g_A^2 Z + (1 + 12g_A^2 Z)$ |
| 2   | $\frac{1}{2} (\langle Q_+^2 \rangle \gamma^\mu \gamma_5 u_\mu$ | $- \frac{1}{2} g_A^2(1 + 2g_A^2 Z)$ |
| 3   | $\frac{1}{2} \gamma^\mu \gamma_5 \langle \langle Q_+ + \langle Q_+ u_\mu$ | $\frac{1}{2} g_A^2(1 - 12g_A^2 Z)$ |
| 4   | $\frac{1}{2} \gamma^\mu \gamma_5 Q_+ + \langle Q_+ u_\mu$ | $g_A(-1 + 2Z)$ |
| 5   | $\frac{1}{2} \gamma^\mu \gamma_5 Q_+ - \langle Q_- u_\mu$ | $-4g_A^2 Z$ |
| 6   | $\frac{1}{2m} \langle Q_+ \rangle \langle Q_+ u_\mu$ | $g_A(3 - 2g_A^2 Z)$ |
| 7   | $\frac{1}{2m} \langle Q_+ u_\mu$ | $-4Z + 4g_A^2 Z$ |
| 8   | $\frac{1}{2m} \langle Q_+ u_\mu$ | $-4Z + 4g_A^2 Z$ |
| 9   | $\frac{1}{2m} [Q_+, c_+^\mu] D^\mu + \text{h.c.}$ | $-2$ |
| 10  | $\frac{1}{2m} [Q_+, c_+^\mu] D^\mu + \text{h.c.}$ | $- \frac{1}{2} + \frac{5}{2} g_A^2$ |
| 11  | $\frac{1}{2} \gamma^\mu \gamma_5 [Q_+, c_+^\mu]$ | $-g_A$ |
| 12  | $\frac{1}{2} \gamma^\mu \gamma_5 [Q_- c_+^\mu]$ | $g_A$ |

B. Divergent counterterms

It is common and useful in ChPT to identify the divergent parts of counterterms not just within a calculation of a particular process, but rather in full generality, using the background field and heat-kernel methods. One of the benefits of such an approach is that it provides a nontrivial check for any particular calculation - the loop infinities must be cancelled by the a priori known counterterms.

In spite of the fact that the method of Ball [11] can accommodate large variety of regularizations, including the dimensional one, it is not straightforward to extend it to cover also the Becher-Leutwyler infrared regularization [18,32]. One may, however, utilize the fact that divergences encountered in the infrared regularization are the same as those occurring in heavy baryon ChPT [18,32].
In HBChPT the baryon field is split into velocity-dependent "heavy" and "light" components:

\[ N_v (x) = e^{imv \cdot P_v^+ \Psi (x)}, \]

\[ H_v (x) = e^{imv \cdot P_v^- \Psi (x)}, \]

\[ P_v^\pm = \frac{1}{2} (1 \pm \gamma^0 v_\mu) ; \quad v^2 = 1, \tag{B1} \]

and the heavy component \( H_v (x) \) is integrated out. The propagator of the remaining light component is a homogeneous function of the residual momentum \( k_\mu = p_\mu - m v_\mu \), leading to a consistent chiral power counting in dimensionally regularized HBChPT.

The heat-kernel method in HBChPT leads to a lengthy and cumbersome calculation. The amount of work required can be reduced significantly by introduction of the so-called super heat-kernel method in recent work of Neufeld et al.\[29,30\]. Following closely the procedure of Neufeld, we worked out the complete divergence structure of the one-loop generating functional corresponding to the Lagrangian

\[ \mathcal{L} = \mathcal{L}^{(p)}_{HB} + \mathcal{L}^{(p^2)}_\pi + \mathcal{L}^{(c2)}_\pi + \mathcal{L}_\gamma, \tag{B2} \]

where

\[ \mathcal{L}^{(p)}_{HB} = \overline{N}_v (iv^A D_\mu + gA S^\mu u_\mu) N_v \quad \tag{B3} \]

is the HB projection of \( \mathcal{L}^{(p)}_N \), with \( S^\mu = \frac{i}{2} \gamma_5 \sigma^{\mu \nu} \gamma_\nu u_\nu \).

The starting point of the background field machinery is a decomposition of fields in the Lagrangian into background fields and fluctuations. Here one has to distinguish between two different elements of the chiral coset space \( SU(2)_L \times SU(2)_R / SU(2)_V \), namely \( u_L \) and \( u_R \), occurring in the definitions of various fields appearing in chiral invariant Lagrangians,

\[ U = u_R u_L^\dagger, \]

\[ u_\mu = i \left[ u_R^\dagger (\partial_\mu - i R_\mu) u_R - u_L^\dagger (\partial_\mu - i L_\mu) u_L \right], \]

\[ \Gamma_\mu = \frac{1}{2} \left[ u_R^\dagger (\partial_\mu - i R_\mu) u_R + u_L^\dagger (\partial_\mu - i L_\mu) u_L \right]. \tag{B4} \]

Decomposing the fields into classical background fields and fluctuations

\[ u_R = u_{cl} e^{i \xi / 2 F}, \quad u_L = u_{cl}^* e^{-i \xi / 2 F}, \]

\[ N = N_{cl} + \eta, \quad A^\mu = A^\mu_{cl} + e^\mu, \tag{B5} \]

and switching to the Euclidean formulation of the theory, which is more convenient when dealing with photons, one first merges the bosonic fields into 7-component objects \( \zeta \),

\[ \zeta^T = (c^1, \xi^2, \xi^3, \xi^0, c^1, e^2, e^3), \quad \xi = \sum \xi^i i^i. \tag{B6} \]

At the next step, one expands the action up to second order in the fluctuations \( \zeta \) and \( \eta \) (Euclidean analog of the formula (3.1) in Ref.\[31\]). Once the explicit form of the fluctuations is worked out, one can use (the Euclidean version of) Neufeld’s master equations (3.19)-(3.21), Ref.\[30\].

At the end, the results are transformed back to Minkowski space.

After some straightforward, yet tedious, algebra one finds the divergent counterterm Lagrangian in a "raw" form,

\[ \mathcal{L}^{\text{raw}} = \mathcal{L}_{\pi}^{\text{raw}} + \mathcal{L}_{\pi \gamma}^{\text{raw}} + \mathcal{L}_N^{\text{raw}}. \tag{B7} \]

\[ \mathcal{L}_{\pi}^{\text{raw}} = \frac{1}{16 \pi^2 (d - 4)} \left\{ \frac{1}{12} \langle u \cdot u \rangle^2 + \frac{1}{6} \langle u_\mu u_\nu \rangle \langle u^\mu u^\nu \rangle \right\} \]

\[ + \frac{3}{32} \langle \chi_+ \rangle^2 - \frac{1}{12} \langle F_{\mu \nu} F_{\mu \nu} \rangle \]

\[ - \frac{i}{12} \langle [u_\mu, u_\nu] F_{\mu \nu} \rangle + \frac{1}{4} \langle u \cdot u \rangle \langle \chi_+ \rangle \}, \tag{B8} \]

\[ \mathcal{L}_{\pi \gamma}^{\text{raw}} = \frac{F^2}{16 \pi^2 (d - 4)} \left\{ - \frac{27 + 4Z}{20} \langle u \cdot u \rangle \langle Q^2 \rangle \right\}

\[ + 2Z \langle u \cdot u \rangle \langle Q^+_+ Q^- \rangle \]

\[ + \frac{3}{2} \left( \langle u_\mu Q_+ \rangle^2 + \langle u_\mu Q_- \rangle^2 \right) \]

\[ + 2Z \left( \langle u_\mu Q_+ \rangle - \langle u_\mu Q_- \rangle \right) \]

\[ - \frac{5 + 4Z}{20} \langle \chi_+ \rangle \langle Q^2 \rangle + \frac{1 + 8Z}{4} \langle \chi_+ \rangle \langle Q^2_+ - Q^2_- \rangle \]

\[ - \frac{i}{2} \left( \langle u_\mu [c^\mu_+, Q_+] + u_\mu [c^\mu_-, Q_-] \right) \]

\[ + \frac{75 - 80Z + 168Z^2}{50} F^2 \langle Q^2 \rangle^2 \]

\[ - \frac{15 + 2Z + 12Z^2}{5} \frac{F^2}{2} \langle Q^2_+ - Q^2_- \rangle \langle Q^2 \rangle \]

\[ + \frac{3 + 4Z + 24Z^2}{2} \frac{F^2}{2} \langle Q^2_+ - Q^2_- \rangle^2 \]

\[ + \frac{i}{2} \left( \langle [D_\mu, u^\mu] [Q_-, Q_+] \right) \}, \tag{B9} \]

\[ \mathcal{L}_N^{\text{raw}} = \frac{1}{16 \pi^2 (d - 4)} \frac{1}{F^2} \overline{N} \left\{ \frac{g_4^4}{8} \langle u_\mu, [iv \cdot D, u^\mu] \rangle \right\}

\[ - \frac{1 + 5g_4^2}{12} \langle u_\mu, [iD_\mu, v \cdot u] \rangle \]

\[ + \frac{4 - g_4^4}{8} \langle v \cdot u, [iv \cdot D, v \cdot u] \rangle \]

\[ + \frac{4g_A - g_4^5}{8} S \cdot u \langle u \cdot u \rangle \]
\[
\begin{align*}
&+ \frac{6g_A - 9g_A^3 + g_A^5}{12} u_\mu \langle u^\mu S \cdot u \rangle
+ \frac{-8g_A + g_A^3}{8} S \cdot u \langle (v \cdot u)^2 \rangle \\
&- \frac{g_A^3}{12} v \cdot u \langle v \cdot u S \cdot u \rangle + \frac{4g_A - 9g_A^3}{8} S \cdot u \langle \chi_+ \rangle \\
&- \frac{1 + 5g_A^2}{6} \left[ D_\mu, \tilde{F}_{\mu
u} \right] v_\nu + ga_i S_\mu v_\nu \left[ \tilde{F}_{\mu
u}, v \cdot u \right] \\
&- \frac{4g_A^3 + 3g_A^5}{16} iv_\nu \varepsilon^{\lambda\mu\rho\nu} (u_\mu u_\nu u_\rho) \\
&- \frac{4}{3} \frac{g_A^3}{S^\mu, S^\nu} \langle u_\mu iv \cdot D + h.c. \rangle \\
&+ \frac{8 + 9g_A^2}{16} \left( \langle (v \cdot u)^2 \rangle iv \cdot D + h.c. \right) \\
&+ \frac{9g_A^2}{3} \langle [v \cdot D, S \cdot u] v \cdot D + h.c. \rangle \\
&- \frac{9g_A^2}{16} \langle \langle \chi_+ \rangle iv \cdot D + h.c. \rangle \\
&+ \frac{4g_A^2 + g_A^4}{4} \left( [S^\mu, S^\nu] u_\mu u_\nu iv \cdot D + h.c. \right) \\
&+ \frac{1}{4} (2 + 3g_A^3 + 12Zg_A^2) \left( (Q_+^2 - Q_+^2) iv \cdot D + h.c. \right) \\
&- \frac{1}{4} (2 + 3g_A^3 + 24Zg_A^2) \left( (Q_+^2 - Q_+^2) iv \cdot D + h.c. \right) \right) N. \\
&= \frac{1}{16\pi^2} \frac{g_A^4}{2} \left( 8Z - g_A^2 \right) \langle Q_+^2 - Q_+^2 \rangle S \cdot u \\
&- \frac{g_A^2}{2} (4 + 4Z - g_A^2) \langle Q_+^2 \rangle S \cdot u \\
&- 2g_A \left( 1 + Z - Zg_A^2 \right) \langle Q_+ S \cdot u \rangle \langle Q_+ \rangle \\
&+ 4Zg_A \left( 1 - g_A^2 \right) \langle Q_+ S \cdot u \rangle Q_+ \\
&+ 2g_A \left( 1 - g_A^2 \right) \left( 1 - 2Z \right) \langle Q_+ S \cdot u \rangle Q_+ \\
&+ \left( 1 - 3g_A^2 \right) \langle Q_+ v \cdot u \rangle \langle Q_+ \rangle - 4 \langle Q_+ v \cdot u \rangle Q_+ \\
&- 2 \left( 1 - 3g_A^2 \right) \langle Q_+ v \cdot u \rangle Q_+ - 2 \langle Q_+ iv \cdot c_+ \rangle \\
&- \frac{1}{2} \left( 1 - 3g_A^2 \right) \langle Q_+ iv \cdot c_+ \rangle \\
&- 2 \langle Q_+ \rangle Q_+ iv \cdot D + h.c. \rangle \\
&- \frac{1}{4} (2 + 3g_A^3 + 24Zg_A^2) \left( (Q_+^2 - Q_+^2) iv \cdot D + h.c. \right) \\
&+ \frac{1}{4} (2 + 3g_A^3 + 12Zg_A^2) \left( (Q_+^2 - Q_+^2) iv \cdot D + h.c. \right) \right) N. \\
&= \frac{1}{16\pi^2} \frac{g_A^4}{2} \left( 8Z - g_A^2 \right) \langle Q_+^2 - Q_+^2 \rangle S \cdot u \\
&- \frac{g_A^2}{2} (4 + 4Z - g_A^2) \langle Q_+^2 \rangle S \cdot u \\
&- 2g_A \left( 1 + Z - Zg_A^2 \right) \langle Q_+ S \cdot u \rangle \langle Q_+ \rangle \\
&+ 4Zg_A \left( 1 - g_A^2 \right) \langle Q_+ S \cdot u \rangle Q_+ \\
&+ 2g_A \left( 1 - g_A^2 \right) \left( 1 - 2Z \right) \langle Q_+ S \cdot u \rangle Q_+ \\
&+ \left( 1 - 3g_A^2 \right) \langle Q_+ v \cdot u \rangle \langle Q_+ \rangle - 4 \langle Q_+ v \cdot u \rangle Q_+ \\
&- 2 \left( 1 - 3g_A^2 \right) \langle Q_+ v \cdot u \rangle Q_+ - 2 \langle Q_+ iv \cdot c_+ \rangle \\
&- \frac{1}{2} \left( 1 - 3g_A^2 \right) \langle Q_+ iv \cdot c_+ \rangle \\
&- 2 \langle Q_+ \rangle Q_+ iv \cdot D + h.c. \rangle \\
&- \frac{1}{4} (2 + 3g_A^3 + 24Zg_A^2) \left( (Q_+^2 - Q_+^2) iv \cdot D + h.c. \right) \\
&+ \frac{1}{4} (2 + 3g_A^3 + 12Zg_A^2) \left( (Q_+^2 - Q_+^2) iv \cdot D + h.c. \right) \right) N.
\end{align*}
\]
functions from table 3 are consistent with the results of Ref. [26] (the latter contains a misprint in \( \beta_{11} \), 2/3 \( g_A^2 \) \( \rightarrow \) -2/3 \( g_A^2 \)). Note that in Ref. [26] a different basis in the mesonic sector was used - consequently, in order to compare, one has to transform the \( \beta \)-functions, see below. After this is done, \( \beta \) from table 3 are equal to \( \beta_i \) (i = 1 \cdots 3) and to \( \beta_{i+1} \) (i = 4 \cdots 23) of table 1, Ref. [26]. The entries of the table 3, necessary for a coherent result, were, to best of our knowledge, not presented yet. As it has been mentioned above, the \( \beta \)-functions for the \( O(e^2p) \) Lagrangian, which were presented in Ref. [26], and were used in the numerical fits in Ref. [17], correspond to the “raw” form (11), rather than to the Lagrangian which is brought to the “standard” form in the mesonic sector by using the EOM.

Finally, we comment on the relation between the two most commonly used choices of operator basis in the \( L_{\pi}^{(1)} \) Lagrangian. Some of the \( \beta \)-functions are changed when one changes the basis from 26 to 22 (the barred quantities belong to the latter basis)

\[
\bar{\beta}_0 = \frac{1 + 5 g_A^2}{24}, \quad \bar{\beta}_{18} = 0, \\
\bar{\beta}_{19} = 0, \quad \bar{\sigma}_8 = \frac{1}{8}. \tag{B13}
\]

Furthermore, some of the renormalized LECs do differ in the two bases, namely

\[
\bar{d}_5(\mu) = d_5(\mu) + \frac{1}{8 F^2} \bar{u}_5(\mu), \\
\bar{d}_{18} = d_{18}(\mu) - \frac{3A}{2 F^2} \bar{u}_6(\mu), \\
\bar{d}_{19} = d_{19}(\mu) + \frac{3A}{4 F^2} \bar{u}_6(\mu), \\
\bar{k}_8(\mu) = k_8(\mu) + \frac{1}{2} Z \bar{u}_8(\mu). \tag{B14}
\]

C Integrals

In this appendix, we present some useful formulæ that we have used in the calculations. Note that all formulæ given here correspond to the case of standard dimensional regularization.

In the diagrams with virtual photons, the following definite integrals over the Feynman parameter \( x \) are needed [here, \( R = x + (1 - x) r^2 - x (1 - x) \bar{s} \) is a quadratic polynomial in \( x \), and \( \bar{s} \equiv s/m^2 \geq (1 + r)^2 \)],

\[
\int_0^1 dx \ln R = -2 + x \ln \frac{x}{1 - x} + x \ln \frac{x + 1}{1 - x} - i \pi \sigma_0 \\
= -2 + \frac{2 r \ln r}{1 + r} - i \pi \sigma_0 + O(\sigma_0), \tag{C1}
\]

\[
\int_0^1 dx \frac{1}{R} = \frac{1}{s \sigma_0} \left\{ \ln \frac{x}{1 - x} - \ln \frac{x + 1}{1 - x} + 2 i \pi \right\} \\
= -\frac{1}{r} + i \pi \left( \frac{2}{1 + r} \right)^2 \sigma_0 + O(\sigma_0), \tag{C2}
\]

\[
\int_0^1 dx \frac{x}{R} = \frac{1}{s \sigma_0} \left\{ x \ln \frac{x}{1 - x} - x + \ln \frac{x + 1}{1 - x} + i \pi (x + x) \right\} \\
= -\frac{1 + r + \ln r}{(1 + r)^2} + i \pi \left( \frac{2 r}{1 + r^3} \right) \sigma_0 + O(\sigma_0), \tag{C3}
\]

\[
\int_0^1 dx \ln R = \frac{1}{s \sigma_0} \left\{ 2 \text{Li}_2 \left( \frac{1 - x}{1 - x} \right) + 2 \text{Li}_2 \left( \frac{x}{x} \right) - \frac{4 \pi^2}{3} + \frac{1}{2} \ln^2 \left( \frac{1 - x}{1 - x} \right) + \frac{1}{2} \ln^2 \left( \frac{x}{x} \right) \right\} \\
+ 2 \left( \ln \bar{s} + \ln \sigma_0 \right) \left\{ \frac{1}{2} \ln \left( \frac{1 - x}{1 - x} \right) \right\} \\
+ \frac{1}{2} \ln \left( \frac{x}{x} \right) + i \pi \right\} \\
= \frac{\pi^2}{1 + r^2} \cdot \frac{2}{\sigma_0} - \frac{2 r}{\sigma_0} - \frac{2 \ln r}{(1 + r)} + \frac{4}{(1 + r)^2} \sigma_0 + O(\sigma_0 \ln \sigma_0), \tag{C4}
\]

where

\[
x_+ = \frac{\bar{s} - 1 + r^2 \pm \lambda^{1/2} (s, 1, r^2)}{2 \bar{s}},
\]

\[
\sigma_0 = x_+ - x_- = \lambda^{1/2} (s, 1, r^2) = \frac{2 |p|}{\sqrt{s}},
\]

\[
\lambda(x, y, z) = (x - y - z)^2 - 4 y z,
\]

\[
\text{Li}_2(z) = - \int_0^1 dt \ln (1 - t), \tag{C5}
\]

We also recall a useful representation [44] of the vertex functions that occur in the diagrams of Fig. 1 (11), (s13). These are UV and IR finite, so one may put \( d = 4 \) from the beginning.

\[
(1; \beta_{3a}) = \frac{1}{2\pi^2} \int d^4 k \left( \frac{1}{|m^2 - k^2|} \right) \\
\times \frac{1}{|m^2 - (k + p_1)^2| |m^2 - (k + p_1 + p_2)^2|}, \tag{C6}
\]
\[ I_{31}^\mu = I_{31}^\mu p_1^\mu + I_{32}^\mu p_2^\mu, \]

\[
I_3 = \int_0^1 dx \left\{ \frac{1}{A_1} \ln R_1 - \frac{(1 - \alpha_0)}{A_2} \ln R_2 - \frac{\alpha_0}{A_3} \ln R_3 \right\}, \tag{C7}
\]

\[
I_{31} = \int_0^1 dx \left\{ \frac{1}{A_1} \left[ x - 1 - \frac{R_1}{A_1} \right] \ln R_1 + \alpha_0 \right\} - \frac{(1 - \alpha_0)}{A_2} \left[ \left( x - 1 - \frac{R_2}{A_2} \right) \ln R_2 + \alpha_0 x \right] - \frac{\alpha_0}{A_3} \left[ \left( -1 - \frac{R_3}{A_3} \right) \ln R_3 + \alpha_0 x \right], \tag{C8}
\]

\[
I_{32} = \int_0^1 dx \left\{ \frac{1}{A_1} \left[ \frac{1}{A_1} - 1 \right] \ln R_1 + 1 \right\} - \frac{(1 - \alpha_0)}{A_2} \left[ \left( x - 1 - \frac{R_2}{A_2} \right) \ln R_2 + x \right] - \frac{\alpha_0}{A_3} \left[ \left( x - 1 - \frac{R_3}{A_3} \right) \ln R_3 + x \right], \tag{C9}
\]

\[
R_1 = x m_1^2 + (1 - x) m_2^2 - x(1 - x) p_1^2,
\]

\[
R_2 = x m_1^2 + (1 - x) m_3^2 - x(1 - x) p_2^2,
\]

\[
R_3 = x m_2^2 + (1 - x) m_3^2 - x(1 - x) p_3^2,
\]

\[
p_2^2 = (p_1 + p_2)^2, \tag{C10}
\]

\[
A_1 = \lambda^{1/2}(p_1^2, p_2^2, p_3^2) \cdot x + a_1,
\]

\[
A_2 = (1 - \alpha_0) \lambda^{1/2}(p_1^2, p_2^2, p_3^2) \cdot x + a_2,
\]

\[
A_3 = -\alpha_0 \lambda^{1/2}(p_1^2, p_2^2, p_3^2) \cdot x + a_3, \tag{C11}
\]

\[
a_1 = m_2^2 - m_3^2 + p_2^2 + \alpha_0 (m_1^2 - m_2^2 - p_1^2),
\]

\[
a_2 = a_3 = m_2^2 - m_3^2 - p_2^2 + \alpha_0 (m_1^2 - m_2^2 + p_2^2),
\]

\[
\alpha_0 = \frac{p_1^2 + p_2^2 - p_3^2 + \lambda^{1/2}(p_1^2, p_2^2, p_3^2)}{2p_1^2}. \tag{C12}
\]

The integrals \(I_3, I_{31}\) and \(I_{32}\) are not changed under scaling of the arguments of the logarithms by any arbitrary constant value. This property allows one to replace \(\ln R_i \to \ln R_i/m^2\) in the above expressions. Note that in the threshold amplitude we have \(\lambda(p_1^2, p_2^2, p_3^2) = 0\). This considerably simplifies the calculations.

### D Contributions from individual Feynman diagrams

In this appendix, we list the non–vanishing contributions to the threshold amplitude, due to the diagrams displayed in Figs. 9, 10 and 11. The notation used is the one in \(\frac{1}{D.3}, \frac{1}{D.2}\). The quantities \(C_{UV,IR}\) are defined in Eq. \(\frac{6.4}{6.4}\), and \(r = M_\pi/m\).

#### Table 6. Vector-type electromagnetic diagrams \(I_V\) in the infrared regularization, up to and including \(O(r)\).

| Fig. | \(I_V\) |
|------|--------|
| \(v_1\) | \(-\frac{1}{2} (7 C_{UV} + 8 C_{IR} + 16 + 30 \ln r)\) |
| \(v_2\) | \(\frac{1}{8} (7 C_{UV} + 8 C_{IR} + 16 + 30 \ln r)\) |
| \(v_3\) | \(\frac{1}{2} (C_{UV} - C_{IR})\) |
| \(v_4\) | \(-\frac{1}{4} (C_{UV} + 2 C_{IR} - 4 + 6 \ln r)\) |
| \(v_5\) | 0 |
| \(v_6\) | \(-\frac{1}{4} (-3 C_{UV} + 4 - 6 \ln r)\) |

#### Table 7. Axial-type electromagnetic diagrams \(I_A\) in the infrared regularization, up to and including \(O(r)\).

| Fig. | \(I_A\) |
|------|--------|
| \(a_4\) | \(-6r C_{UV} + 2r - 12r(\ln 2 + \ln r)\) |
| \(a_8\) | \(-3r C_{UV} - 2r - 3r(\pi + 2 \ln r)\) |
| \(a_9\) | \(3r C_{UV} - 2r + 2r(\pi + 2 \ln 2 + 3 \ln r)\) |
Table 8. Isospin-conserving strong contributions $I_0^s$ and isospin–breaking strong contributions $I_0^b$ in the infrared regularization, up to and including $O(r^5)$ and $O(r)$, respectively.

| Fig. | $I_0^s$ | $I_0^b$ |
|------|---------|---------|
| (s12) | $\frac{g^2}{12\pi} r^3 (3 C_{UV})$ | $-\frac{g^2}{12\pi} r (3 C_{UV})$ |
|      | $+2 + 6 \ln r$ | $+5 + 6 \ln r$ |
| (s13) | $-\frac{g^2}{64} r^3 (3 C_{UV})$ | 0 |
|      | $+2 + 6 \ln r$ | |
| (s14) | $\frac{1}{12} r^3 (C_{UV} + 2 \ln r)$ | 0 |
| (s15) | $\frac{1}{12} r^3 (-5 C_{UV})$ | $-\frac{1}{12\pi} r (3 C_{UV})$ |
|      | $+8 - 10 \ln r$ | $+11 + 6 \ln r$ |
| (s16) | $\frac{1}{256} r^3 (-5 C_{UV})$ | 0 |
|      | $+8 - 10 \ln r$ | |
| (s18) | $-\frac{g^2}{48 \pi r^3}$ | 0 |
| (s19) | $-\frac{g^2}{48 \pi r^3}$ | $\frac{g^2}{32 \pi r}$ |
| (s20) | $-\frac{1}{256} r^3 (-5 C_{UV})$ | 0 |
|      | $+8 - 10 \ln r$ | |
| (s21) | $\frac{g^2}{96} r^3 (9 C_{UV} + 6)$ | $-\frac{3g^2}{16 \pi r}$ |
|      | $+2 \pi + 18 \ln r$ | |
| (s22) | $\frac{13g^2}{192} r^3 (3 C_{UV})$ | $-\frac{13g^2}{128 \pi r}$ |
| (s23) | $-\frac{5}{32\pi} r^3 (C_{UV} + 2 \ln r)$ | $\frac{1}{32\pi} r (C_{UV})$ |
|      | $+1 + 2 \ln r$ | |
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E Figures

Fig. 9. The electromagnetic vector-type diagrams.
Fig. 10. The electromagnetic axial-type diagrams.

Fig. 11. The strong one-loop diagrams.