Analytic expression for Taylor–Couette stability boundary
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We analyze the mechanism that determines the boundary of stability in Taylor–Couette flow. By simple physical argument we derive an analytic expression to approximate the stability line for all radius ratios and all speed ratios, for co- and counterrotating cylinders. The expression includes viscosity and so generalizes Rayleigh’s criterion. We achieve agreement with linear stability theory and with experiments in the whole parameter space. Explicit formulae are given for limiting cases.
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1. Introduction

The Taylor–Couette system has been studied for more than 100 years, beginning with the first experiments by Couette [1], Mallock [2], and the pioneering work by Taylor [3]; for a recent review see Tagg [4].

We here focus on the question when and why the laminar flow becomes unstable. This can and has been evaluated with linear stability theory [3,5–9], and was evaluated with virtual motion through the surrounding flow costs kinetic energy. Neglecting momentum loss by viscosity, the angular momenta per mass $L(r) = ru_\varphi(r)$ of the rings are conserved, and with their kinetic energy per mass being $u_\varphi^2/2$ we arrive at Rayleigh’s famous stability criterion $L^2(r)'>0$ when considering the energy balance

$$-\delta E_{\text{kin}} = \frac{1}{2} \left( \frac{L(r + \delta r)}{r} \right)^2 - \frac{1}{2} \left( \frac{L(r)}{r} \right)^2.$$

$\delta r$ has been choosen infinitesimal and the prime denotes the $r$-derivative. Stability is predicted for corotation if $R_1 < R_2/\eta$, and in the case of counterrotation for $R_1 = 0$ only.

Now we take into account viscosity. During the motion to exchange the two fluid rings as described above they loose angular momentum and thus kinetic energy by dissipation. The frictional energy loss per mass is given by the viscous force per mass times the shift $\delta r$,

$$\delta E_{\text{vis}} \sim \left( \frac{\nu}{L^2} \right) \delta u_r \delta r.$$

$L$ denotes the typical diameter of the ring (in radial as well as in axial direction). $\delta u_r = \delta r/\delta t$ is the radial velocity of the shift which takes place within time $\delta t$. The ‘$\sim$’ symbol means ‘up to a factor of order unity’. For instability, $\delta E_{\text{kin}}$ has to exceed $\delta E_{\text{vis}}$. Its lower limit is related to the upper limit for $\delta t$, which is set by the diffusive time scale, on which the rings loose angular momentum, $\delta t \sim L^2/\nu$.

We now obtain from $\delta E_{\text{kin}} \sim \delta E_{\text{vis}}$

$$- \frac{L^2(r)'}{r^3} (\delta r)^2 \sim \frac{\nu^2}{L^4} (\delta r)^2$$

(3)

The radius ratio $\eta = r_1/r_2$ characterizes the geometry of the system. For counterrotation a nodal surface exists where $u_\varphi = 0$,

$$r_n = r_2 \sqrt{\frac{R_1 - \eta R_2}{R_1 - \eta^{-1} R_2}}, \quad R_2 \leq 0.$$

2. Derivation of the stability criterion

Let us start with Rayleigh’s stability argument for inviscid flow [7]. Consider two neighbouring fluid rings at $r$ and $r + \delta r$ of the laminar flow. Stability is guaranteed if their hypothetical exchange by virtual motion through the surrounding flow costs kinetic energy. Neglecting momentum loss by viscosity, the angular momenta per mass $L(r) = ru_\varphi(r)$ of the rings are conserved, and with their kinetic energy per mass being $u_\varphi^2/2$ we arrive at Rayleigh’s famous stability criterion $L^2(r)'>0$ when considering the energy balance

$$-\delta E_{\text{kin}} = \frac{1}{2} \left( \frac{L(r + \delta r)}{r} \right)^2 - \frac{1}{2} \left( \frac{L(r)}{r} \right)^2 +\frac{1}{2} \left( \frac{L(r)}{r} \right)^2 - \frac{1}{2} \left( \frac{L(r)}{r} \right)^2 = \frac{L^2(r)'}{r^3} (\delta r)^2 > 0.$$
as a relation which characterizes the stability boundary, or, after inserting the profil \([1]\), i.e., \(L = Av^2 + B\),

\[
\left[\frac{2}{1+\eta} (\eta R_1 - R_2) \right]^2 \left(\frac{r_n^2}{r_2^2} - 1 \right) \sim \left(\frac{d}{\ell} \right)^4.
\]

(4)

Here \(r_n^2 = -B/A\), which for negative \(R_2\) coincides with the squared position of the nodal surface.

In contrast to the inviscid case the timescale for the motion and the size of the rings enter here: the expression on the rhs. of \([3]\) has also been used in \([1]\). As we will see soon, the radial position of the rings is important as well.

\(\ell\) is some small but finite fraction of the part of the gap which is susceptible to instability. For positive \(R_2\) this is the whole gap between the cylinders, therefore we write \(\ell = ad\) with a constant considerably smaller than 1 [14]. We shall determine it by comparison with linear stability analysis.

In the counterrotating case \(L^2(r)\) decreases in the range from the inner cylinder up to the nodal surface only. We therefore compare \(\ell\) with \(d_n = r_n - r_1\), which is an old idea, cf also [14]. We further take into account that the flow patterns appearing at the instability line extend beyond the nodal surface [3]. This may be understood as a change in the type of boundary from solid (for \(R_2 \geq 0\)) to sort of free (for \(R_2 < 0\)). The simplest way of describing this crossover is

\[
\ell = ad \Delta \left(\frac{d_n}{d}\right) \quad \text{with} \quad \Delta(x) = \begin{cases} x & \text{if } x < 1 \\ 1 & \text{if } x \geq 1 \end{cases}.
\]

(5)

Thus, \(\ell = ad\) for \(R_2 \leq R_2^*\), where \(R_2^*\) is determined by the condition \(ad\) for \(\ell = 1\). If \(a > 1\) we get \(R_2^* < 0\). This delay in the decrease of \(\ell\) when \(R_2\) becomes negative can also be seen in Fig. 12 of Ref. [3] for the axial spacing of vortices. We expect this crossover to be even a smooth process. Therefore we demand that the stability curve \(R_1(R_2)\) is at least continuously differentiable. This will fix the parameters \(a\) and \(R_2^*\). Coles uses the same ansatz \(\ell = ad\) but for the whole range \(R_2 \leq 0\) [14], which makes the stability boundary discontinuous at \(R_2 = 0\).

Now we address the remaining question at which position \(r_\eta\) the virtual motion of the rings has to be considered. At first sight, one might think to choose it as to maximize the virtual energy gain. This leads to \(r_\eta = r_1\). But more reasonable seems a position where the fluid is able to move in radial direction if instability indeed sets in. For Taylor vortices radial fluid motion is strongest near the gap center. This suggests choosing

\[
r_\eta = r_1 + \frac{d}{2} \Delta \left(\frac{d_n}{d}\right).
\]

(6)

Experimental data [18] indicate that this might be reasonable also for flow patterns other than Taylor vortices.

Let us first evaluate the critical Reynolds number for resting outer cylinder defined as \(R_{1,c} = R_1(R_2 = 0)\). For \(R_2 = 0\) we have \(r_n = r_2\), \(\ell = ad\) and \(r_\eta = (r_1 + r_2)/2\), yielding from \([1]\),

\[
R_{1,c}(\eta) = \frac{1}{a^2} \frac{(1 + \eta)^2}{2\eta \sqrt{(1-\eta)(3+\eta)}}.
\]

(7)

where all constant factors meant by \(\sim\) have been absorbed in \(a\). We fix \(a\) by matching \(R_{1,c}(\eta)\) to linear stability theory in the narrow gap limit, because in this limit \(R_{1,c}\) is known very accurately, e.g. [3,6,10].

The combination \(4(1 - \eta)R_{1,c}^2/(1 + \eta) = T_c\) is the critical Taylor number for \(R_2 = 0\) whose value for \(\eta \to 1\) is \(2/a^2 = T_c \approx 3416\) [3]. Thus we have \(a = 0.1556\) corresponding to \(\ell = d/0.427\), a reasonable value, which was also found by the same reasoning in [4].

Since \(R_{1,c}\) diverges for \(\eta \to 1\) and \(\eta \to 0\), one better rescales \(R_1\) and \(R_2\) to discuss the stability curve \(R_1(R_2)\) for general radius ratio \(\eta\), cf also [3]. We employ \(R_1 = R_1/\eta R_{1,c}\) and \(R_2 = R_2/\eta R_{1,c}\), which will happen to be useful also in the limit when the Reynolds numbers go to infinity.

After eliminating \(a = \ell/d\) from \([4]\) with \([5]\) we arrive at the final formula for determining the stability boundary:

\[
\left(\frac{R_1 - R_2}{R_1 + R_2}\right)^2 \frac{r_n^2 - r_p^2}{r_p^2} \frac{(1+\eta)^2}{(1-\eta)(3+\eta)} = \Delta \left(\frac{d_n}{d}\right)^4.
\]

(8)

We now calculate \(a\) as explained above and get

\[
a(\eta) = (1 - \eta) \left[\frac{(1+\eta)^2}{2(1+3\eta)}\right]^{-1}.
\]

(9)

\(a\) increases weakly with \(\eta\) from \(\approx 1.4\) to 1.6. We always took this \(a(\eta)\), but differences to taking \(a = \text{const}\) within this range could hardly be noticed in our following figures. Since \(ad\) can also be understood as the radial size of a Taylor vortex for counterrotating cylinders, this range of \(a\) can be confirmed by inspecting several figures in Refs. [3,4,5].

\[
\eta_R(\eta) = -\frac{\eta^2 + 4\eta + 1}{2(1+\eta)^2} \sqrt{\frac{3+\eta}{1+3\eta}}.
\]

(10)

is also weakly dependent on \(\eta\), ranging between \(-0.75\) and \(\approx -0.90\). The continuous differentiability of the stability curve \(R_1(R_2)\) at \(adn/d = 1\) can not trivially be satisfied. But it is possible because \(\Delta\) enters twice in \([3]\), namely on the rhs. via \(\ell\), cf [14] and [18] and on the lhs. via \(r_\eta\), cf [3]. The argument of \(\Delta\) is the same in both instances. The curvature of the boundary line has opposite sign to the left and to the right of \(R_2^*\) for all \(\eta\).

Eq. (8) together with \([3]\), \([4]\), \([5]\), and \([6]\) constitute the main result of this work. It is an implicit equation determining the full stability curve \(R_1(R_2)\) for all radius ratios \(\eta\). It is easily solvable; analytically in special cases, and numerically in general.

Although we introduced several parameters, only \(a\) has been adjusted to linear stability theory. The others have been fixed by simple physical arguments and are not arbitrary fit parameters.

2
3. Comparison with data and stability theory

We now discuss the contents of (8), i.e., how the stability boundary globally looks like.

Fig. 1 shows \( R_{1,c}(\eta) \), Eq. (8), compared with \( R_{1,c}(\eta) \) from the Navier–Stokes linear stability theory and some selected experimental data. The good overall agreement for \( \eta \) approaching 1 and even for small \( \eta \) comes because Eq. (6) has the correct asymptotic behavior, cf Fig. 2 for \( \eta \to 1 \), Fig. 1 for \( \eta \to 0 \), and Fig. 3. The 1/\( \eta \) law may be considered as a consequence of our choice for \( r_p \), since with \( r_p = r_1 \), for example, it is \( R_{1,c} = \text{const} \) for \( \eta \to 0 \). Also the prefactor comes out remarkably well. We find \( \eta R_{1,c} = 11.9 \) in the limit \( \eta \to 0 \), whereas \( \eta R_{1,c} \approx 11 \) from linear stability theory (1) cf also the inset of Fig. 1. Some previous authors gave phenomenological scaling formulae which, however, do not show the correct exponents of the asymptotic laws for \( \eta \to 0 \) (4,5,3) or \( \eta \to 1 \) (2). In particular, Coles finds \( R_{1,c} \propto 1/ (\eta \sqrt{\ln 1/\eta}) \) for \( \eta \to 0 \) (4) which does not agree with linear stability theory (see the inset of Fig. 1 which clearly does not show a logarithmic singularity). The origin of this logarithmic singularity is that he took an integral mean of the figures. Choosing some other, smoother crossover function \( \Delta \) in (3) allows to modify the location and the width of the minimum.

Interestingly, for \( \eta \to 1 \) the minimum is exactly at \( R_2 = 0 \), cf Fig. 1, independent of the value of \( a \) (as long as \( a > 1 \)) and of the precise form of \( \Delta \), and nicely compatible with experiment (3,13) and theory (3,5,6,8,9). For \( R_2 \) far left of the minimum our curves calculated from (3) are clearly systematically too high. Before discussing this, we complete our analysis by looking at interesting special cases, in which explicit formulae follow.

4. Asymptotic formulae

As long as the vortex flow fills the whole gap, i.e., for \( R_2 > R_2^* \), we have \( \Delta (a d_n/d) = 1 \); then Eq. (8) can be solved for \( R_1 \):

\[
R_1 = \frac{1 - \eta}{3 + \eta} R_2 + \sqrt{1 + \left( \frac{2 + \eta}{3 + \eta} R_2 \right)^2}, \quad \text{for } R_2 > R_2^*. \tag{11}
\]

This implies a leading correction \( \propto R_2^{-2} \) relative to the Rayleigh line \( R_1 = R_2 \) for large \( R_2 \).

For \( R_2 < R_2^* \), the quantity

\[
\varepsilon = \frac{(r_n - r_1)^2}{r_1} - 1 = \frac{1 - \eta^2}{\eta^2} \frac{R_1}{R_1 - R_2} \tag{12}
\]

is a suitable parameter for discussing the strongly counterrotating case as well as the narrow and wide gap limits. For \( \varepsilon \to 0 \), corresponding to \( r_n \to r_1 \), we find from (8)

\[
-\eta^2 R_2 = \frac{R_1}{C^2} - \eta^2 R_1, \quad R_1 \gg (1 - \eta^2)^{3/2} C^{5/2}, \tag{13}
\]

\[
C(\eta) = \left( \frac{2^{5/3}(3 + \eta)}{a^2(2 - a)(1 + \eta)^{1/2}} \right)^{1/5}.
\]

The leading term for large \( |R_2| \) reads

\[
R_1 = C(\eta) |\eta^2 R_2|^{3/5}, \quad R_2 \to -\infty. \tag{14}
\]

The exponent 3/5 was already found by Donnelly and Fultz (10) by a dimensional argument. That, of course,
did not yet give the complete $\eta$ dependent prefactor $\eta^{6/5} C(\eta)$ and also not the non-trivial corrections contained in $(13)$. These turn out to be non-negligible in the range of $R_2$ accessible to experiment. Since $\varepsilon \propto |\eta^2 R_2|^{-2/5}$ for sufficiently large $|\eta^2 R_2|$, the convergence to the leading behavior $(13)$ and $(14)$ is rather bad in terms of $R_2$ for fixed $\eta$ and becomes worse with decreasing $\eta$.

Coles $(14)$ has chosen the value of $a$ by matching his analytic formula to linear stability theory for $\eta \to 1$ in the limit $R_2 \to -\infty$. This choice leads to an $\eta$ independent value of $a \approx 1.3$. This means he adjusted his formula to two values from linear stability theory whereas we only use one.

On the other hand, for $\eta \to 1$ Eq. $(13)$ becomes exact for all $R_2 \leq R_2^\ast$. In this limit we have $R_2^\ast = -3/4$ and $a = 8/5$ from $(10)$ and $(1)$. Furthermore, the position of the minimum approaches $R_{2,\text{min}} = 0$, and the stability boundary becomes symmetric for $|R_2| \leq |R_2^\ast|$, cf Fig. 1.

Therefore, in Fig. 3 the asymptotic formula $(13)$ would be indistinguishable from the full curve, whereas in Figs. 2 and 5 it would be a rather poor approximation.

Of particular interest is the wide gap limit $\eta \to 0$, since it has not yet been examined very much. It is accompanied by large $\varepsilon$ for any finite $R_2$ interval, cf $(12)$. For $\varepsilon \to \infty$ the relevant expansion parameter in $(8)$ is $\varepsilon^{-1/2}$. We keep the two leading terms and consider $\eta$ small in them:

\[
R_1 = \frac{1}{2} \sqrt{3} + \frac{3 + 2\sqrt{2}}{1 + \sqrt{2}} \eta \sqrt{1 - \frac{2}{\sqrt{3}}} R_2, \quad (15)
\]

for $-R_1/\eta^2 \ll R_2 \leq R_2^\ast$.

Here $R_2^\ast = -\sqrt{3}/2$ and $a = \sqrt{2}$ for $\eta \ll 1$, cf $(10)$ and $(1)$. Because of the bad convergence in terms of $\varepsilon^{-1/2}$ to this limiting behavior the line $R_1(R_2)$ according to $(13)$ is clearly visible only for $\eta \lesssim 0.01$. Of course, for fixed $\eta > 0$ and sufficiently large negative $R_2$ equation $(13)$ is valid again because then $\varepsilon \to 0$ instead of $\to \infty$. As can be seen from $(14)$ and $(13)$ the most reasonable variables for strongly counterrotating cylinders, i.e., $R_2 \to -\infty$, are $R_1$ and $\eta^2 R_2$. Note that the meaning of their ratio is $\eta^2 R_2/R_1 = \omega_2/\omega_1$. This frequency ratio as a parameter has already been used in $(3)$.

5. Improvements

Now we discuss possible corrections to our main result. It turns out that the precise value of $r_p$ has a surprisingly well observable influence on the stability curve.

To see this, we generalize $(1)$ to

\[
r_p = r_1 + p d A \frac{dR_1}{d} \quad (16)
\]

with the new parameter $p$ describing the position of the disturbance; $p = 1/2$ gives the previous case, cf $(1)$, to locate it in the center of the relevant gap.

Treating $p$ as a free fit parameter we find the remaining discrepancies between our stability boundary and that of experiment or linear stability calculations nearly removed for $p = 0.47, 0.46, 0.43$, corresponding to $\eta = 0.964, 0.5, 0.2$, respectively. This is exemplified in Fig. 2 by the dotted line; for the other $\eta$ values the agreement is similarly good. Position shifts of this magnitude are confirmed by several figures in Refs. $(10, 38, 3)$ which show that the center of each Taylor vortex is situated nearer towards the inner cylinder. Analytically we find roughly $a \sim 1/p$ and $C$ approximately $\sim p$ if $p$ is near $1/2$ and for $\eta$ not to small. We could not figure out a simple physical condition for fixing $p(\eta)$. For example, second order continuous differentiability of the stability boundary at $R_2^\ast$ turns out not to be realizable.

Our argument does not take into consideration non-axisymmetric perturbations of the laminar flow. As we know from experiment $(13)$ and linear stability theory $(3)$, the relevant perturbations are indeed non-axisymmetric beyond a finite negative $R_2$. They lead to a somewhat lower stability boundary than that determined with axisymmetric disturbances. The difference for the values of $R_2$ considered here is pretty small. It turns out that our deviations from the correct stability boundary are of the same order of magnitude. Furthermore these deviations start already near $R_{2,\text{min}}$. We therefore think it to be acceptable that the possibility of non-axisymmetric disturbances is neglected.

Of course, also other corrections have to be considered. For example, energy dissipation is curvature dependent. Therefore it seems natural to extend the rhs. of $(3)$ to $(\nu^2/\ell^4)(\delta r)^2(1 + b\ell/r_p)$ with $b$ a constant. $\ell/r_p$ vanishes for $\eta \to 1$ or for $R_2 \to -\infty$ and is rather small even for $\eta \to 0$; for example in the case $R_2 = 0$ we have $\ell/r_p = \alpha \approx 0.16$. Thus $(13)$ remains valid, but with a different $a$ in $C$. Note, without this curvature correction the value for $a(\eta)$, Eq. $(1)$, is close to $a = 8/5$ which minimizes $C$ for fixed $\eta$ but variable $a$. In general, this means the curvature correction shifts the stability boundary upwards if $R_2$ is well below $R_2^\ast$ counteracting the influence of the $r_p$ shift.

6. Summary

Similar arguments as are presented here for Taylor–Couette flow have been invoked to elucidate the physical mechanism of the Rayleigh–Bénard instability $(2)$. But in the Taylor–Couette system it carries much further since this has two additional parameters, $\eta$ and $R_2$, whose influence on the shape of the stability boundary we could successfully explain. At Rayleigh–Bénard instability $a$ corresponds to the ratio of the $a$’s for the two distinct cases of free and solid boundary conditions. From $(1)$ we find for this ratio $\approx 1.13$. We understand this value closer to 1 than we found here for the counterrotating Taylor–Couette system from the stronger influence of the surface tension in an open Rayleigh–Bénard system in
contrast to the completely missing surface tension at the nodal surface \( r_n \) in Taylor–Couette flow. Therefore this nodal surface is much softer, allowing for a larger extension of the Taylor vortices beyond \( r_n \). One could check this by putting another fluid layer on top of the original Rayleigh–Bénard fluid; if this diminishes the surface tension, a larger \( r \) should result.

To conclude: While accurate results for the onset of the Taylor–Couette instability derived by linear stability theory are available, in this paper we have drawn a picture that gives comprehensive physical insight into the instability mechanism and yields simple analytical expressions for the stability boundary in the full parameter space. These agree astonishingly well with experimental data and with the rigorous theory, especially in regard of how straightforward the argument is. The position where the initial perturbation occurs and the change of the type of boundary when the nodal surface moves inwards turned out to be important for the wide gap behavior and for the existence of a minimum of the stability boundary for negative \( R_2 \). The values found for the parameters \( \alpha \) and \( r \) are reasonable and agree with experiment as well. Assuming a radius ratio dependent small shift of the perturbation’s initial position towards the inner cylinder we were able to understand the remaining quantitative discrepancies.

We believe that these simple ideas should be applicable to instabilities in more complicated rotating fluid flows, where the standard linear stability analysis is too difficult.
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FIG. 4. The stability line $R_1(R_2)$ for $\eta = 0.964$ from Eq. (8) (solid line), and from experiment [12] (symbols). The vertical bar denotes the error in $R_{1,c}$ due to $\eta = 0.959 \pm 1\%$ [12]. $p = 0.47$ fits the experimental data. The arrow marks $R_2$. Inset: The same on a magnified scale.
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