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Abstract

For the diagnostic inference under uncertainty Bayesian networks are investigated. The method is based on an adequate uniform representation of the necessary knowledge. This includes both generic and experience-based specific knowledge, which is stored in a knowledge base. For knowledge processing, a combination of the problem-solving methods of concept-based and case-based reasoning is used. Concept-based reasoning is used for the diagnosis, therapy and medication recommendation and evaluation of generic knowledge. Exceptions in the form of specific patient cases are processed by case-based reasoning [24, 25]. In addition, the use of Bayesian networks allows to deal with uncertainty, fuzziness and incompleteness. Thus, the valid general concepts can be issued according to their probability. To this end, various inference mechanisms are introduced and subsequently evaluated within the context of a developed prototype. Tests are employed to assess the classification of diagnoses by the network.

1 Introduction

1.1 Medical background

Diagnostics in medicine is the assignment of a real case of illness to an ideal image or model of a case of illness. The main parameters of this assignment are anamnesis, symptoms and findings. The physician decides according to the degree of similarity whether a real case corresponds to the ideal image (generic medical knowledge) for a given disease or not.

The recognition of similarity is relatively simple when

- the clinical picture is invariant
- the disease has a short duration
- the leading symptoms are very specific or
- the diagnosis is made rather late or always at the same time within the course of the disease
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For the ideal images of a disease it is true that

- in textbooks often all characteristics attributable to the disease describe the ideal image of this disease, although in practice this ideal image is seldom found
- other diseases or characteristics (e.g. age, subjective perception) that may have an effect on the course of the disease remain unnoticed
- biological properties such as genetic variability or ontogenetic modifiability are not taken into account and
- under certain circumstances the same diseases can have very different courses and consequences.

While ideal images reduce the variability of diseases, in reality diseases are often characterized by heterogeneity. In addition, the often strict deterministic knowledge contained in medical textbooks often does not correspond to medical practice and physicians tend to develop their own individual medical concepts. In general, an older and more specialized physician also has the greater experience and competence. The physician has more knowledge regarding the variability of clinical pictures, their correct assignment, their course or the modification of their course under consideration of therapeutic interventions and depending on disease stages as well as the prediction of the future course. This problem is gaining in importance in connection with new medical paradigms. For example, early intervention by means of detection and early therapy can be used to modify the course of a disease. Such considerations play a role particularly when the diseases in question cannot be cured causally, but can be modified or require long-term treatment.

Taking these conditions into account, a medical system should be able to support physicians in their complex decisions.

1.2 Integration of case-based und concept-based reasoning

For a holistic, computer-assisted treatment of patients, both general and experience-based knowledge has to be mapped in a knowledge base. For standard medical cases\(^1\), concept-based reasoning, which is based on generic knowledge, is often sufficient. However, since in practice medical experience knowledge is of great importance, case-based reasoning is an indispensable complement. Experiences of medical cases stored in the system are used in the determination of diagnoses and therapies, based on the assumption that similar problems also have similar solutions [6]. Due to the obligation for documentation according to § 10 (1) Musterberufordnung für Ärzte (MBO-Ä) 1997 and from the treatment contract, medical patient information must be legally stored [1]. If these patient data are recorded in detail, they form a good basis for solving problems with case-based reasoning. In addition, these data occasionally are a necessary compensation for a lack of generic knowledge or for the clarification of generic dependencies [25, 24, 21].

Concept-based reasoning is used for recommending and evaluating diagnoses, therapies and medications. On the basis of represented generic knowledge the result of concept-based reasoning is the finding of the most specific concepts in the concept base [25, 24]. This is based on

\(^1\)The term standard medical case is often used in the context of evidence-based medicine and describes “normal cases” for the treatment of patients. In individual cases, the physician will deviate from this.
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concepts which usually represent generalizations of cases. Based on information about anamnesis, findings, symptoms and risk factors as well as applicable therapeutic measures, diagnoses, findings and therapy recommendations can be derived and proposed to the physician using concept-based reasoning.

For the solution of medical problems on the basis of specific instantiated knowledge case-based reasoning can be used. It relies on the assumption that similar problem situations also require similar solutions. Within this method, human behavior is imitated. If a new problem arises, comparable situations in the past are searched for. The experience is applied to the current problem completely, partially or with certain adaptations. The prerequisite for case-based reasoning is the existence of specific experiences in the form of cases that are organized in a case base.

In addition, medical knowledge is strongly characterized by fuzziness, uncertainty and incompleteness. The main reasons for this are the complexity of medicine and the individuality of patients. In their daily clinical work, physicians often have to deal with uncertainties, too. Findings and clinical data may not be completely available at the time of a medically necessary decision. Furthermore, medical knowledge is constantly renewed and physicians have difficulties in keeping their personal knowledge up-to-date in a systematical manner [31]. Through the use of case-based reasoning, uncertain knowledge in the form of patient cases that have been solved previously can provide a supplement.

For complete problem solving, case-based reasoning and concept-based reasoning are employed for the processing of case-based specific knowledge and for generic knowledge processing, respectively. An integral component of concept-based reasoning are Bayesian networks, which can also process fuzzy concepts. The handling of this uncertainty using Bayesian networks is the subject of this publication.

1.3 State of the art

There are different methods for dealing with decisions under uncertainty. The most important approaches are:

- **Bayesian networks:**
  The values of the joint distribution are calculated situation-related as a function of random variables in a subject area. The concept of conditional independence of events is pursued.

- **Dempster-Shafer theory (evidence theory):**
  The quantitative evaluation of the uncertainties is based on subjective assessments of the reliability of expert statements (measures of belief).

- **Fuzzy logic:**
  Each element is assigned a value by means of a membership function, which represents the degree to which it belongs to a fuzzy set. Predicates are thus assigned to fuzzy sets or relations as so-called possibility distributions, which subjectively assess the possibility of them being true.

In connection with support for medical decisions, Bayesian networks are preferred because medical knowledge can be mapped in a structured way and the a-priori probabilities often presented in medical systems can be used efficiently for problem solving.
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In general, uncertain knowledge can be represented by an $n$-dimensional random variable $X_1 \ldots X_n$, whose values can be interdependent. This forms the basis for the construction of high-dimensional probability distributions using Bayesian networks. These are based on local probabilistic rules that take into account statistical dependencies between characteristics and are thus closely oriented to a causal modelling of the world. Therefore, Bayesian networks can be used to model complex problems with a relatively small number of conditional probabilities 30.

The aim now is to develop methods for integrating Bayesian networks into diagnostic systems. The following requirements are to be met by the prototype agent implemented for this purpose:

1. The definition of the knowledge base should take place externally in the form of an abstract file format, since a representation in source code has proven to be difficult to handle for the modelling of larger networks.

2. Various inference packages are to be tested, whereby easy integration into existing systems is to be ensured during implementation.

3. The time complexity for the calculation should be manageable.

For the implementation, various inference algorithms for Bayesian networks were investigated. The inference package eBay/bayesian_networks is an implementation of the junction tree algorithm. It was developed by eBay, is implemented in Python and is available to the public under an open source license. A detailed description of its functionality can be found in 11 and 10.

Infer.NET is a development of Microsoft Research, which can be used for inference on different probabilistic graphical models. Therefore it can also be employed to model Bayesian networks. The representation is done by C# code, which uses the classes of the Infer.NET library. This model is translated by Infer.NET into optimized C# code on which repeated queries can be made (section 4.3). Infer.NET implements three inference algorithms 17:

1. **Expectation propagation** (EP) is an extension of loopy belief propagation (LBP, section 3.2.5) which also supports continuous normally distributed variables. Here EP is treated like an implementation of LBP, since only discrete networks are relevant for the discussed discourse area.

2. The reference algorithm of Infer.NET is variational message passing (VMP, section 3.4), which was developed for inference on complex mixed networks of continuous and discrete variables. The inferential performance of the two algorithms on the headache network (figure 8) is examined in section 5.

3. The third algorithm available is Gibbs sampling, which was not examined any further due to the high computational effort needed to achieve a sufficient accuracy.

---

2For a statistically Bayesian-optimal decision the probabilities must be known. However, the number of required probabilities can increase so far that with a large number of values the calculations are not controllable due to time complexity.

3There are also a number of other implementations for Bayesian networks, such as Analytica 2, BayesiaLab 29, Bayes Server 16, JavaBayes 9 or GeNi/SMILE 8.

4Since 2018 the source code, which can be found under the MIT license on Github, is available in addition to the compiled library.
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The following table gives an overview of the properties of the investigated inference algorithms.

| Algorithm                        | Deterministic? | Exact result? | Always converging? | Efficient?                          | Available in Infer.NET? |
|----------------------------------|----------------|---------------|--------------------|-------------------------------------|-------------------------|
| Loopy belief propagation         | Yes            | In single connected networks only | No, but sufficient for many applications | Yes (for discrete networks)        | Yes, with expectation propagation |
| Junction tree belief propagation | Yes            | Yes           | Yes                | Yes (for discrete networks that are not too complex) | No                      |
| Variational message passing      | Yes            | No            | Yes                | Yes                                | Yes                     |

Table 1: Overview of the inference algorithms for Bayesian networks considered in this report [17].

2 Representation and Inference

Bayesian networks construct a high-dimensional probability distribution based on local probabilistic rules. A Bayesian network is represented as a directed acyclic graph (DAG) in which nodes are random variables and edges describe conditional dependencies between these variables. The (directed) edges represent the causal influence of one node (parent node) on another node. The influence of the parent node on the corresponding local random variable is assigned to each node in the network by a table of conditional probabilities. Essential principles of Bayesian networks can be found in [27].

2.1 Definition of a Bayesian network

2.1.1 Definition of the structure

A Bayesian network is a probabilistic graphical model (PGM) used to map uncertain knowledge in a closed domain. It consists of a graph and local probability distributions (figure 1). The following properties apply:

- Each node represents a random variable \( X \) with a range of values that can be discrete or continuous. With \( \Pi_X \) we denote the set of parent nodes, and with \( \pi_X \) their instantiations.
- The relations between the nodes of the graph are directed and the graph is cycle free (DAG).
- Each edge describes a parent-child relationship between two nodes. The source node is called parent node, the destination node is called child node.

\footnote{In medical diagnostics, most nodes are only binary.}
Each node contains a local probability distribution. For child nodes, this probability distribution is a conditional probability distribution \( P(X | \Pi_X) \) that quantifies the effect of the parent nodes \( \Pi_X \) on the node \( X \). For nodes with \( \Pi_X = \emptyset \) unconditional a priori distributions \( P(X) \) apply.

The following figure shows an example of a Bayesian network used in medicine for calculating the probability of a stroke and heart attack. Diabetes mellitus \( D \) may result in arteriosclerosis (vascular calcification) \( A \) and hypertension (high blood pressure) \( H \), which in turn may cause the patient to have a heart attack \( I \). In addition, arteriosclerosis can lead to a stroke \( S \). The probability ratings shown in the figure are fictitious.

![Bayesian Network Diagram]

Figure 1: Example of a simple Bayesian network used in medicine.

Depending on the condition of the network, the probability can be determined a priori or a posteriori. For nodes without parents, the probability values that the random variables can take must be specified a priori, e.g. \( P(A = i) \forall i \). In figure this is the case with the node diabetes mellitus. Here, probabilities with the boolean values true or false are typically used. For nodes with parent nodes, conditional probabilities such as \( P(A = i | B = j, C = k) \forall i, j, k \) are specified. The conditional probabilities are tabulated. They result from the combination of all parental node values for all values of the target node [30, 31].

2.1.2 Representation of a complete common distribution

The complete common distribution, also called joint distribution, contains all the uncertain knowledge about a domain. A Bayesian network can be understood as a representation of such a distribution. Let \( P(x_1, \ldots, x_n) \) be a generic entry in the probability table, where \( x_1 \) to \( x_n \) are concrete value assignments to the individual nodes. The probability of this value

---

6The definition and quantification of the causal dependencies is generally done by an expert of the considered domain who fills the tables with the conditional probabilities. However, this can be difficult or even impossible, especially if a variable has many parents. In this case, often simplifying structures such as Noisy-OR (section 2.4.3) are employed.
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Assignment can be expressed as the product of the conditional probabilities of the individual nodes as follows:

\[
P(x_1, \ldots, x_n) = \prod_{i=1}^{n} P(x_i | \pi_i). \quad (1)
\]

\( \pi_i \) are the concrete instances of the parent nodes \( \Pi_i \) appearing in the distributions \( x_1, \ldots, x_n \).

2.2 Method for constructing a Bayesian network

Here a method for creating a Bayesian network shall be shown, so that the resulting network represents the domain as well as possible. This requires conditional independencies, which are implied by (1). With the product rule, (1) can also be written as follows:

\[
P(x_1, \ldots, x_n) = P(x_n | x_{n-1}, \ldots, x_1) P(x_{n-1}, \ldots, x_1).
\]

Repeated application of the product rule (also called chain rule) results in the following product:

\[
P(x_1, \ldots, x_n) = P(x_n | x_{n-1}, \ldots, x_1) P(x_{n-1} | x_{n-2}, \ldots, x_1) \ldots P(x_2 | x_1) P(x_1)
\]

\[
= \prod_{i=1}^{n} P(x_i | x_{i-1}, \ldots, x_1).
\]

Compared to (1) for every variable \( X_i \) of the network and its parent nodes \( \Pi_i \), it thus holds true that

\[
P(X_i | X_{i-1}, \ldots, X_1) = P(X_i | \Pi_i) \quad (2)
\]

provided that \( \Pi_i \subseteq \{ X_{i-1}, \ldots, X_1 \} \). From equation (2) it follows that a Bayesian network only correctly represents a domain if a node \( X_i \) with known parents \( \Pi_i \) is conditionally independent of its remaining predecessors in the node order (section 2.3.2).

The following algorithm generates a network that meets these conditions.

**Algorithm 1** (Construction of a Bayesian network)

Nodes and edges of a Bayesian network can be determined as follows.

1. **Nodes**: Determine the set of random variables \( X_i \) relevant to the domain. In order to achieve a compact network structure, sort it so that causes appear before effects. The result is \( \{ X_1, \ldots, X_n \} \).

2. **Edges**: Execute for \( i = 1 \) to \( n \):

   - Select from the set \( \{ X_1, \ldots, X_{i-1} \} \) a minimum subset of parents \( \Pi_i \) that satisfies the joint density equation.
   - For each element in \( \Pi_i \), insert a directed edge from the parent node to the node \( X_i \).
   - Define the conditional probability distribution \( P(X_i | \Pi_i) \).

In other words, \( \Pi_i \) should contain all nodes from \( \{ X_1, \ldots, X_{i-1} \} \) that directly affect \( X_i \).

The algorithm described here guarantees acyclicity, since each node is only connected to nodes that lie before it in the set of nodes sorted by causality.

---

7This ensures, among other things, that there are no cycles in the resulting directed graph.
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2.3 Structural properties

2.3.1 Local structuring and compactness

Bayesian networks belong to the class of locally structured systems. A locally structured system consists of subcomponents, with each component interacting only with a limited number of other components, regardless of the total number of components. Such a system therefore usually exhibits linear instead of exponential complexity growth.

Applied to Bayesian networks, this means that each random variable is only directly influenced by a limited number of other random variables. Let this number be denoted by the constant \( k \) and a network with \( n \) boolean variables is considered. Since a maximum of \( 2^k \) numbers are required to specify the conditional probabilities per variable, only \( n2^k \) numbers are required to specify the complete network, while the joint distribution contains \( 2^n \) numbers. So the larger the number of nodes, the more drastic this difference becomes. Thus, Bayesian networks are a particularly compact representation of a joint distribution.

These assumptions apply to most domains, but there are also issues where each variable is affected by all the others. Modelled as a Bayesian network, this results in a fully connected network in which each node is connected to all other nodes by an edge. In this case, the amount of information required to specify the conditional probabilities of the network even exceeds the amount of information required to specify a corresponding joint distribution.

In some domains, dependencies between two variables are very weak. Since the required probabilities to be calculated by the network rarely have to be very accurate, in order to obtain a more compact network these dependencies can be left out of the modelling. Simply connected networks, which are also called polytrees, have a particularly compact structure. Here for \( n \) nodes there are only \( n-1 \) edges.

![Figure 2: Different connectivities of Bayesian networks using the example network from figure 1.](image)

In figure 2 a) a simply connected network is shown. b) shows the original network from figure 1 as a multiply connected network. If, as illustrated in c), a poor node sequence is selected, the worst case scenario is a fully connected network.

---

8For a fully connected network, \( k = n - 1 \) applies and \( n2^{n-1} \) numbers are required to specify the conditional probabilities for such a network.

9A polytree is a directed graph in which a node can have several root nodes, but in which no node can be reached by another node using different paths. If the directions are removed from the edges, the result is an acyclic graph that can also be displayed as a tree.

10From the original network from figure 1, the causal relationship between \( D \) and \( H \) was omitted.
In a locally structured domain, compactness depends strongly on the node sequence. An unfavourable sequence leads to additional connections in the network, whose probability distributions are very unnatural and therefore difficult to determine. Such a network encodes the conditional independence statements between the variables rather poorly. In general it can be said that a causal sequence of nodes, i.e. from cause to effect, leads to much more compact networks than a diagnostic sequence. In the medical domain, diagnoses for diseases should therefore be placed before symptoms of diseases. Even experienced physicians prefer to specify probabilities for causal rather than diagnostic rules, which further simplifies the specification of conditional probabilities.

2.3.2 Conditional Independence

As already mentioned in the last section, a graph structure encodes a set of conditional independence statements which are not dependent on the quantification of the network.

A statement of independence in the form \( X \text{ and } Y \text{ are independent with known } Z \) means that the following equation applies to all combinations of the values \( x, y \) and \( z \):

\[
P(x|z) = P(x|yz)
\]

In other words: If \( z \) is known, the knowledge of \( y \) will not influence the value of \( x \).

The graph structure of the network encodes statements of conditional independence. Two or more independence statements may imply another independence statement. The rules applicable here are defined as graphoid axioms.\(^{11}\) D-separability (figure 3) is a graph-theoretical relation that covers all these derivable independencies. \( Z \) d-separates \( X \) and \( Y \) in a DAG if

\(^{11}\)The predicate \( \text{Independence} \ I(X, Z, Y) \) is defined as \( X \) is independent of \( Y \) with observed \( Z \) (\( Z \) is part of the evidence set \( E \)). The graphoid axioms then are:

1. Symmetry: \( I(X, Z, Y) \Rightarrow I(Y, Z, X) \).
2. Decomposition: \( I(X, Z, Y \cup W) \Rightarrow I(X, Z, Y) \land I(X, Z, W) \).
3. Weak Union: \( I(X, Z, Y \cup W) \Rightarrow I(X, Z \cup Y, W) \).
4. Contraction: \( I(X, Z, Y) \land I(X, Z \cup Y, W) \Rightarrow I(X, Z, Y \cup W) \).
5. Intersection: \( I(X, Z \cup W, Y) \land I(X, Z \cup Y, W) \Rightarrow I(X, Z, Y \cup W) \).

A graphoid is a dependency model \( M \) which is completed under rules 1-5, a semi-graphoid is completed under rules 1-4.
within the network $X$ and $Y$ are independent with respect to the graphoid axioms when $Z$ is known. From this the following relations can be derived:

- Each node is independent of its non-successors for given parents.
- Each node is independent of all other nodes in the network if its Markov blanket (figure 4) is known.

In figure 3 nodes from the set $X$ are independent of nodes from the set $Y$ if one of the three criteria is met for all paths between $X$ and $Y$. For criteria (1) and (2), $Z$ must be known (included in the evidence set $E$). For criterion (3), neither $Z$ nor any of its successors must be included in the evidence set $E$. Non-directional edges are edges for which the direction is irrelevant for the fulfillment of the criterion.

As will be explained in section 3 the independence statements in Bayesian networks are important to reduce the complexity of inference algorithms.

2.4 Representation of conditional distributions

The conditional distributions can be denoted as truth tables. However, this becomes inefficient with only a few parameters, since the combination possibilities of states of parent and child nodes and thus the number of rows in a truth table increase exponentially. More compact options for the representation of local relations between the random variables are needed instead. Canonical probability models are widely in use, which can model larger conditional distributions with few parameters. In the following, the relationships that were used to model the prototypical network and can be processed by the implemented agent are explained. An extension of the agent by other canonical models is possible with manageable effort.

2.4.1 Complete conditional probability table

The simplest case is a complete conditional probability table (CPT). For each combination of possible states of a child node and its parent nodes a probability must be found. This combination of states, together with the probability, forms a row in the table. Thus the direct notation of such a table becomes impracticable with only a few parent nodes.

Canonical probability models are a way of representing a conditional probability distribution with few parameters. Using the respective formula of the canonical distribution, a complete conditional probability table is constructed from these parameters.
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2.4.2 Deterministic node

The simplest case of a relation between parent and child nodes is a deterministic relation, i.e. one that does not contain any uncertainty. The value of the child node is determined by a function that accepts the values of the parent nodes as parameters.

**Definition 1** (Conditional probability distribution)

The conditional probability is as follows:

\[ P(y|x) = \begin{cases} 
1 & \text{if } y = f(x) \\
0 & \text{otherwise.} 
\end{cases} \]

A list of common functions is shown in table 2.

| Function type | Variable type | Name  | Definition                      |
|---------------|---------------|-------|---------------------------------|
| logical       | boolean       | NOT   | \( y \iff \neg x \)            |
| logical       | boolean       | OR    | \( y \iff x_1 \lor \ldots \lor x_n \) |
| logical       | boolean       | AND   | \( y \iff x_1 \land \ldots \land x_n \) |
| algebraic     | ordered       | MINUS | \( y \iff -x \)                |
| algebraic     | ordered       | INV   | \( y \iff x_{\text{max}} - x \) |
| algebraic     | ordered       | MAX   | \( y \iff \max(x_1,\ldots,x_n) \) |
| algebraic     | ordered       | MIN   | \( y \iff \min(x_1,\ldots,x_n) \) |

Table 2: Definitions of some deterministic functions.

2.4.3 Stochastical links (ICI models)

In practice, deterministic relationships are not very frequent, since the interaction of different influencing factors in the real world is usually characterized by uncertainty. If, however, for the parent nodes of a relationship in a Bayesian network it is assumed that they are independent in their causal influence on a child node, a number of models for probabilistic relationships which manage with only a few parameters can be formulated. From these parameters and with the corresponding formulas a complete conditional probability table can be constructed. These ICI models\(^\text{12}[9]\) can be divided into two classes: Noisy and leaky. Both function according to the same principle, whereby in the case of a noisy model it is assumed that the issue under consideration is completely covered by the model. In the leaky model, however, an additional leak parameter is estimated, which covers the not explicitly modelled cases. In the following, first the two basic ICI classes are explained and then three concrete noisy ICI models are derived.

Noisy ICI models

Noisy ICI models can be developed theoretically from deterministic models by introducing auxiliary variables \( Z_1, \ldots, Z_n \), where \( n \) is the number of parent nodes. These auxiliary variables serve only to explain the model, but are not part of the modelling. \( Y \) is a deterministic function of the \( Z_i \)'s, while each \( Z_i \) depends probabilistically on \( X_i \), represented by a CPT \( P(z_i|x_i) \) each.

\(^{12}\)Diez and Druzdzel speak of “independence of causal influence”, hence the expression “ICI”\(^\text{9}[9]\).
These CPTs are the parameters of the model. The conditional probability \( P(y|x) \) is calculated as:

\[
P(y|x) = \sum_z P(y|z) \cdot P(z|x),
\]

where \( P(z|x) \) is the product of all the \( P(z_i|x_i) \):

\[
P(z|x) = \prod_i P(z_i|x_i).
\]

For all noisy ICI models it holds true that

\[
P(y|x) = \sum_{z|f(z)=y} \prod_{i|X_i \in X} P(z_i|x_i). \tag{3}
\]

**Leaky ICI models**

The noisy ICI model assumes that all variables that influence the node \( Y \) are explicitly included in the model. However, this modelling is not always feasible or desirable for real-world problems. In a reduced model, only those variables of the system are explicitly contained for which the parameters can be determined well from the available data or which are particularly relevant for the modelled situation. The influence of implicit variables \( V_I \) on \( Y \) can be estimated by the leak parameter \( P(z_L) \), where \( Z_L \) is a virtual variable that summarizes the effect of \( V_I \).

\[
P(y|x) = \sum_{z|f(z)=y} \prod_{i|X_i \in X} P(z_i|x_i) \sum_{z_L|f(z,z_L)=y} P(z_L) \tag{4}
\]

**Noisy OR**

With the noisy OR, \( Y \) is an uncertain OR link over its parent node \( X_i \). If a noisy OR link is interpreted causally, every \( X_i \) is a possible cause of \( Y \). The conditional probabilities \( Z_i \) indicate whether \( Y \) was generated by \( X_i \). The term “noisy” thus refers to the possibility that a present cause \( x_i \) does not produce an effect \( y \). For the model described here, a \( ¬z_i \) means that \( X_i \) did not lead to \( Y \), no matter if it was not present with \( X_i = ¬x_i \) or if an inhibitor \( I_i \) prevented it from generating \( Y = y \). With \( q_i \) the probability is indicated that such an inhibitor \( I_i \) is active.\(^{13}\)

**Example 1 (Noisy OR)**

*If a heart attack (I) is the result of arteriosclerosis (calcification of the blood vessels) (A), hypertension (high blood pressure) (H) or endocarditis (inflammation of the inner lining of the heart) (E), then*

\[
q_A = P(¬i|a, ¬h, ¬e) = 0, 1,
\]

*means that the occurrence of a heart attack that was caused by vessel calcification was prevented causally independent of the other causes. The following applies to the other two causes:*

\[
q_H = P(¬i|¬a, h, ¬e) = 0, 2 \text{ and } q_E = P(¬i|¬a, ¬h, e) = 0, 6.
\]

\(^{13}\)Events become more and more probable if several conditions are fulfilled. For example, if \( A \) causes a heart attack with a probability of \( c_A = 1 - q_A \) and \( B \) causes a heart attack with \( c_B = 1 - q_B \), then a probability of \( 1 - q_A q_B \) results for a heart attack and for the presence of both diseases. This expression is greater than \( c_A \) and \( c_B \).
The probability that $Y$ was generated by $X_i$ is
\[ c_i = P(+z_i | x_i) = 1 - q_i. \] (5)
If $X_i$ does not occur, it cannot cause $Y$ either, which is why
\[ P(+z_i | \neg x_i) = 0 \] (6)
applies.
From (5) and (6) the parameter table for noisy OR follows:

| $P(z_i | x_i)$ | $+x_i$ | $\neg x_i$ |
|---------------|--------|------------|
| $+z_i$        | $c_i$  | 0          |
| $\neg z_i$    | $1 - c_i$ | 1         |

Table 3: Parameters in CPT form for noisy OR and for $X_i \rightarrow Y$

To calculate the complete CPT with equation (3), first define $I_+$ and $I_-$ as sets of the indices of the variables which in a configuration of binary parent nodes are true or false, respectively. Formally, this is expressed as follows:
\[ I_+(v) = \{i | V_i \text{ assumes } +v_i \text{ in } v \} \] (7)
\[ I_-(v) = \{i | V_i \text{ assumes } -v_i \text{ in } v \}. \] (8)

Considering the fact that $f\text{OR}(z) = \neg y$ is only valid for the configuration ($\neg z_1, \ldots, \neg z_n$), from equation (3) results:
\[ P(\neg y | x) = \prod_{i=1}^{n} P(\neg z_i | x_i) = \prod_{i \in I_+(x)} P(\neg z_i | +x_i) \cdot \prod_{i \in I_-(x)} P(\neg z_i | \neg x_i). \]

When inserting the parameters from table 3, the calculation rule for the complete conditional probability distribution of a noisy OR operation is
\[ P(\neg y | x) = \prod_{i \in I_+(x)} q_i = \prod_{i \in I_+(x)} (1 - c_i). \] (9)

The complementary event is used to calculate $P(+y | x) = 1 - P(\neg y | x)$. Table 4 shows the complete calculation of a table for the heart attack example.
2 REPRESENTATION AND INFERENCE

| Endocarditis | Hypertension | Arteriosclerosis | P(HeartAttack) | P(¬HeartAttack) |
|--------------|--------------|-----------------|----------------|-----------------|
| false        | false        | false           | 0.0            | 1.0             |
| false        | false        | true            | 0.3 = 1 - 0.7  | 0.7             |
| false        | true         | false           | 0.4 = 1 - 0.6  | 0.6             |
| true         | false        | false           | 0.6 = 1 - 0.4  | 0.4             |
| true         | false        | true            | 0.72 = 1 - 0.28| 0.28 = 0.4 - 0.7|
| true         | true         | false           | 0.76 = 1 - 0.24| 0.24 = 0.4 - 0.6|
| true         | true         | true            | 0.832 = 1 - 0.168 | 0.168 = 0.4 - 0.6 - 0.7 |

Table 4: Causes of heart attack as an example for noisy OR.

A heart attack \((I)\) can be caused causally independent of endocarditis \((E)\), hypertension \((H)\) and arteriosclerosis \((A)\). The probabilities that a heart attack will not occur under one of these causes are \(q_E = 0.4\), \(q_H = 0.6\) and \(q_A = 0.7\). These inhibitor probabilities can be used to calculate the complete CPT for \(P(I|A,H,E)\). The values that occur in a parameter-CPT of a noisy OR are marked bold in table 4.

Noisy MAX

The noisy MAX model represents a generalization of the noisy OR for a variable \(Y\) with more than two states. Here \(Z_i\) represents the value of \(Y\) caused by \(X_i\). The largest \(z_i\) yields the resulting value of \(Y\), so \(y = f_{\text{MAX}}(z)\) applies. All \(Z_i\)s must have the same domain as \(Y\). The noisy MAX parameters for the connection \(X_i \rightarrow Y\) are

\[
c_{x_i z_i} = P(z_i | x_i),
\]

(10)

where each \(c_{x_i z_i}\) can be understood as a probability that \(X_i\) with the value \(x_i\) sets the value of \(Y\) to \(y\). The complete CPT for a noisy MAX model is determined by first calculating \(P(Y \leq y|x)\) for all values of \(y\) and all configurations \(x\):

\[
P(y \leq y|x) = \sum_{z_1 f_{\text{MAX}}(z) \leq y} \prod_{i} c_{z_i x_i} = \sum_{z_1 \leq y} \ldots \sum_{z_n \leq y} \prod_{i} c_{z_i x_i} = \prod_{i} \left( \sum_{z_i \leq y} c_{z_i x_i} \right).
\]

This results in the following calculation for the accumulated parameters:

\[
C_{y x_i} = \sum_{z_i \leq y} c_{z_i x_i},
\]

(11)

and therefore

\[
P(Y \leq y|x) = \prod_{i} C_{y x_i}.
\]

(12)
The CPT values can now be calculated as follows:

\[
P(y|x) = \begin{cases} 
P(Y \leq y|x) - P(Y \leq y - 1|x), & \text{if } y \neq y_{\text{min}} \\ 
P(Y \leq y|x), & \text{if } y = y_{\text{min}} \end{cases}
\]  

(13)

Noisy AND

The parent nodes of a noisy AND link can be interpreted as conditions that must be fulfilled for \( Y \) to become true, where the uncertainty is created by the fact that any condition can be suppressed or replaced. Inhibitor probabilities work as in the case of noisy OR: \( q_i \) is the probability that \( I_i \) is active, and again \( c_i = 1 - q_i \) applies. If no inhibitor is active, then \( c_i = 1 \). The probability that the \( i \)th substitute replaces \( X_i \) if the condition is not met is called \( s_i \), and \( s_i = 0 \) if there is no substitute for \( X_i \). In general, \( c_i \equiv 1 \) and \( s_i \equiv 0 \) apply. The following CPT of a noisy AND parameter \( P(z_i|x_i) \) results:

\[
P(z_i|x_i) = \begin{cases} 
+ & c_i & s_i \\
- & 1 - c_i & 1 - s_i 
\end{cases}
\]

Table 5: Parameters in CPT form for noisy AND and the connection \( X_i \rightarrow Y \).

The total CPT is calculated according to the following formula:

\[
P(+y|x) = \prod_i P(+z_i|x_i) = \prod_{i \in I_+(x)} c_i \prod_{j \in I_-(x)} s_j.
\]

3 Inference Mechanisms

Inference is the most important operation in Bayesian networks. It is dedicated to the question which probability distribution a variable \( X \) assumes under observation of certain values for other variables. The evidence \( e \) is given as a set of variables instantiated with observed values. The variable \( X \) represents the query variable. The posteriori probability with \( P(X = x|e) \) is searched for\(^{14}\).

First, with the method of summation a simple and exact inference method is presented for illustration purposes (section 3.1). However, it will be shown that the calculation effort with this method increases exponentially with the number of variables. More efficient methods are therefore interesting for practical usage, which will be presented in the following:

- The algorithm of belief propagation (section 3.2) is efficient and exact for simply connected networks and there are approaches with the inference in cluster trees (section 3.2.4) and loopy belief propagation (section 3.2.5) which make it usable also for multiply connected networks \([22, 15]\).
- Gibbs sampling is an application of Monte Carlo Markov chain methods (MCMC) to the inference in Bayesian networks (section 3.3) \([13]\).

\(^{14}\)The calculation of the posteriori probabilities is very difficult in terms of complexity theory. The efficiency of the algorithms depends on the properties of the network. With optimal network modelling, however, for real-world problems an efficient calculation is possible.
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- Variational message passing is a modern algorithm for efficiently approximating even complex distributions (section 3.4) [14].

3.1 Inference by summation

Each conditional probability can be calculated by adding up the terms from the joint distribution. For a single query variable $X$, this is done using the equation

$$P(X|e) = \alpha P(X, e) = \alpha \sum_y P(X, e, y),$$

where $\alpha$ is a normalization factor and $y$ are instances of all unobserved variables $Y$ (without $X$).

Algorithm 2 (Inference by summation)

The algorithm runs in two steps:

1. Using the equation of the joint density and applying the product rule, the terms $P(x, e, y)$ are calculated as products from the conditional probabilities of the network for each possible assignment of the unobserved variables.

2. Subsequently the individual probabilities are summed up.

The algorithm for inference by summation can be represented in pseudo code as follows [27].

Algorithm 3 (Pseudocode for inference by summation)

1: function ENUMERATION-ASK($X, e, bn$)
2: return a distribution over $X$
3: Input $X$, the query variable
4: Input $e$, observed values for the variables $E$
5: Input $Y$, all unobserved variables
6: Input $bn$, a Bayesian network with variables $\{X\} \cup E \cup Y$
7: $P(X|e) \leftarrow$ a distribution over $X$, initially empty
8: for all Value $x$ of $X$ do
9: Expand $e$ with value $x$ for $X$
10: $P(x) \leftarrow$ ENUMERATION-ALL(VARS($bn$), $e$
11: end for
12: return NORMALIZE($P(X|e)$)
end function

1: function ENUMERATION-ALL(vars, $e$)
2: return a real number
3: if ISEMPTY(vars) then
4: return 1.0
5: end if
6: $Y \leftarrow$ FIRST(vars)
7: if $Y$ has the value $y$ in $e$ then
8: return $P(y | parents(Y)) \times$ ENUMERATION-ALL(REST(vars), $e$
9: else
10: return $\sum_{y} P(y | parents(Y)) \times$ ENUMERATION-ALL(REST(vars), $e_y$
end if
where $e_y$ equals $e$ expanded with $Y = y$
This method is equivalent to the depth search in a tree and thus has a linear storage complexity, but an exponential time complexity.

If the calculation is visualized in an expression tree, it becomes clear that many partial calculations are carried out several times. Saving the results of these calculations temporarily for later reuse significantly reduces the required computing time. Likewise, all variables that are not ancestors of a query or evidence variable are irrelevant to the query and can be removed before the calculation. An algorithm that does this is the so-called variable, which is described in [27].

3.2 Inference by belief propagation

Belief propagation is an inference method that makes it possible to efficiently calculate posteriori probabilities for all nodes of the network. However, the basic algorithm is limited in that it can only be applied to simply connected, i.e. polytree-shaped, networks. First, the core idea of the algorithm, the so-called message passing, will be shown. Then a description of how this principle can be transferred to more complex networks follows. Finally, approaches are discussed with which the limitations of the basic algorithm are partially overcome.

3.2.1 Message passing

The basic idea of belief propagation is to iteratively update the conditional probability distribution of a node based on its neighbouring nodes. This principle will first be demonstrated on a very simple network. The network has a chain-like structure, the nodes \(X_1, X_2, \ldots, X_{n-1}, X_n\) are lined up linearly.

Factorisation of the joint density distribution

The marginal distribution\(^15\) of any variable \(X_i\) can be calculated by adding up all possible values of all other variables:

\[
P(X_i) = \sum_{X_1} \sum_{X_2} \cdots \sum_{X_{i-1}} \sum_{X_{i+1}} \cdots \sum_{X_n} P(X).
\]

Definition of the messages

It is now possible to calculate \(\mu_\beta\) as the message to be transmitted between the nodes iteratively

\(^{15}\)The marginal distribution is formed by the marginal probabilities. The name originates from the marginal frequency, which is the sum of the frequencies of a characteristic at the edge of a contingency table. Marginal probabilities are calculated according to the same principle by summing the conditional probabilities of a variable. This process is also called marginalization.
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on the node chain back to the desired node \( X_i \):

\[
\mu_{\beta}(X_{n-2}) = \sum_{X_{n-1}} P(X_{n-1}|X_{n-2}) \mu_{\beta}(X_{n-1})
\]

\[
\cdots
\]

\[
\mu_{\beta}(X_i) = \sum_{X_{i+1}} P(X_{i+1}|X_i) \mu_{\beta}(X_{i+1}).
\]

The same can be done beginning from the other end of the chain:

\[
\mu_{\alpha}(X_2) = \sum_{X_1} P(X_1) P(X_2|X_1)
\]

\[
\cdots
\]

\[
\mu_{\alpha}(X_i) = \sum_{X_{i-1}} P(X_i|X_{i-1}) \mu_{\alpha}(X_{i-1}).
\]

The marginal distribution \( P(X_i) \) can now be calculated as the product of the contributions coming from both ends:

\[
P(X_i) = \mu_{\alpha}(X_i) \mu_{\beta}(X_i).
\]

Thus \( \mu_{\alpha}(X_i) \) can be interpreted as a message transmitted from node \( X_{i-1} \) to node \( X_i \), and \( \mu_{\beta}(X_i) \) as a message from node \( X_{i+1} \) to node \( X_i \).

Each outgoing message is obtained by multiplying the incoming message by the local conditional probability and summing up all possible values of the sending node.

**Complete message passing**

To calculate the marginal probabilities of all nodes \( X_i \) of the chain, the following scheme is used:

1. Sending the messages \( \mu_{\alpha} \), starting with \( \mu_{\alpha}(X_1) \) to \( \mu_{\alpha}(X_n) \)

2. Sending back messages \( \mu_{\beta} \), starting with \( \mu_{\beta}(X_n) \) and ending with \( \mu_{\beta}(X_1) \)

**Considering evidence**

If the posteriori probability is to be calculated under given observations \( e \), only the observed value is used when calculating the messages of the observed node, instead of summing up all possible values of the node. Subsequently, a normalization must be performed:

\[
P(X_i|e) = \frac{P(X_i, e)}{\sum_{X_i} P(X_i, e)}.
\]

In section 3.2.3 the message passing scheme described above is generalized to any polytree network. However, this requires a more suitable graph structure, which will be introduced in the next section.
3.2.2 Factor graphs

As already shown in the last section, belief propagation uses the factorization of Bayesian networks for an iterative calculation. Therefore it can be implemented and explained more easily on a graph structure that emphasizes this factorization.

**Definition 2 (Factor graph)**

A factor graph is a bipartite graph\(^{16}\) with the following properties:

- It consists of two different node types, variables and factors, and undirected edges between a variable and a factor\(^{17}\).
- A node of the variable set represents a random variable \(X_i\) and is represented by a circle.
- A node of the factor set represents a factor \(f_j\), represented by a square. It describes a probability distribution over the adjacent random variables. This can be a conditional probability distribution, but also a product of probability distributions or even a joint probability distribution (figure 5 b) and c)).

The Bayesian network in figure 5 a) can be converted into equivalent factor graphs. The a-priori probabilities of the nodes \(X_1\) and \(X_2\) can b) be summarized directly in a single factor or c) modelled in separate factors.

\[ f(X_1, X_2, X_3) = P(X_1)P(X_2)P(X_3|X_2, X_1) \]

\[ f_a(X_1) = P(X_1) \]
\[ f_b(X_2) = P(X_2) \]
\[ f_c(X_1, X_2, X_3) = P(X_3|X_2, X_1) \]

![Figure 5: Bayesian network and equivalent factor graphs.](image)

Every Bayesian network can be represented by a factor graph\(^{18}\). The procedure for constructing such an equivalent factor graph is as follows:

1. A variable node is created for each node of the Bayesian network.

2. For each child node of the Bayesian network, a factor node with the corresponding conditional probability distribution is generated. The factor node is then connected by undirected edges to the equivalent variable nodes of the child node’s parent node and the child node itself.

---

\(^{16}\) Bipartite graphs describe the relationships between the elements of two sets.

\(^{17}\) As with the terms node and variable in Bayesian networks, in factor graphs the terms factor and factor node are used synonymously, whereby the first term is used more commonly in a statistical context and the second one in the context of graph structures. The term variable or variable node is used for the nodes of the variable set.

\(^{18}\) The corresponding proof is based on the so-called Hammersley-Clifford theorem [3].
3 INFEREN CE MECH A N ISMS

3. For each root node, a factor is generated with the a-priori probability of the respective
root node and connects it with the equivalent variable of the root node by an undirected
edge (figure 5c).
Alternatively, the a-priori probability is added to each factor node adjacent to the variable
node which is equivalent to the root node by multiplying the probability by this factor
(figure 5b).

3.2.3 Sum-product algorithm on factor graphs

The sum-product algorithm is an efficient method for exact inference on graphs with a tree-
like structure. It is a generalization of the message-passing algorithm previously shown for the
chain-like network.
The aim is now to determine the marginal distribution of \( X \):

\[
P(X) = \sum_{X \setminus X} P(X).
\]

If the message passing scheme for chain-like graphs is generalized, the marginal probability
is calculated as the product of the messages coming from all neighbouring factors \( f_i \in \mathcal{N}(X) \)
(figure 5):

\[
P(X) = \prod_{f_i \in \mathcal{N}(X)} \mu_{f_i \to X}(X).
\]

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6}
\caption{The marginal distribution \( P(X) \) of a node \( X \) is calculated by multiplying the incoming
node messages \( \mu_{f_1 \to X}(X), \ldots, \mu_{f_n \to X}(X) \) of all neighbouring factors \( f_1, \ldots, f_n \).}
\end{figure}

In a factor graph two types of messages are distinguished: the factor message from a factor \( f_s \)
to a node \( X \) and the node message from a node \( X_j \) to a factor \( f_s \).

Factor message

A factor message to node \( X \) is the product of the incoming messages in the factor node \( f_s \) from
all neighbouring variable nodes except \( X \), multiplied by the factor summed over all possible
values of all variables occurring in the factor except \( X \):

\[
\mu_{f_s \to X}(X) = \sum_{X_1} \cdots \sum_{X_m} f_s(X, X_1, \ldots, X_m) \prod_{X_j \in \mathcal{N}(f_s) \setminus X} \mu_{X_j \to f_s}(X_j).
\] (15)
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Node message
A node message to a factor $f_s$ is the product of the incoming factor messages in the node $X$ from all other factors except $f_s$:

$$
\mu_{X \to f_s}(X) = \prod_{f_i \in \mathcal{N}(X) \setminus f_s} \mu_{f_i \to X}(X). 
$$

(16)

Initialization
Before the actual message passing algorithm starts, the messages from the leaves of the graph must be initialized. A leaf can be both a factor and a variable.

Complete message passing
To calculate the marginal probabilities for all nodes of the graph, messages must be sent over all edges of the graph in both of their directions. Similar to message passing on a node chain (section 3.2.1) the algorithm runs in two phases. After initializing the leaves, any node of the graph is selected as the root node.

1. In phase 1, starting from the leaf nodes, the messages are sent in the direction of the root node.
2. In phase 2, starting from the root node, the messages are sent back to the leaf nodes.

If the messages are stored temporarily for each variable node, the marginal probability for each variable can then be determined by multiplying these messages. For the calculation of all marginal probabilities, here again only twice as many messages are required as for the calculation of the marginal probability for a single variable.

Considering evidence
If the posterior probabilities are to be calculated under given observations, the observed values of the evidence variables are used to calculate factor messages instead of summing up all their values (analogous to section 3.2.1). Equation (15) changes under observation of the node $X_i$ with the value $e_i$ as follows:

$$
\mu_{f_s \to X}(X) = \sum_{X_1} \cdots \sum_{X_{i-1}} \sum_{X_{i+1}} \cdots \sum_{X_m} f_s(X, X_1, \ldots, e_i, \ldots, X_m) \prod_{X_j \in \mathcal{N}(f_s) \setminus X} \mu_{X_j \to f_s}(X_j).
$$

(17)

The calculation of the posterior probabilities for the individual nodes $X_i$ under given evidence $e$ is done, just as the calculation of the marginal probabilities without evidence, by multiplying the incoming factor messages, where a normalization with the factor $\sum_X P(X,e)$ must be carried out.

$$
P(X|e) = \frac{\prod_i \mu_{f_i \to X}(X)}{\sum_X \prod_i \mu_{f_i \to X}(X)}. 
$$

(18)

3.2.4 Exact inference on connected networks with junction trees
A connected Bayesian network provides a factor graph with loops. Exact inference is no longer possible with the sum-product-algorithm on such a graph (section 3.2.5). Nonetheless, it is possible to cluster the original Bayesian network into a graph structure where belief propagation

\[\text{Evidence variables are variable nodes of the graph for which a certain value is observed.}\]
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with exact results is possible. The transformation algorithm combines nodes that are part of a loop into clusters. The result is a tree-like cluster graph, the so-called junction tree, on which the message passing is then performed.

The junction tree algorithm provides very good results for smaller networks, but its complexity increases exponentially with the maximum number of variables in a cluster, making it unsuitable for large complex networks. Nevertheless, it is a fitting approach for the problem discussed in this report, which has already been shown in [11]. Since it is not implemented in Infer.NET, the practical part however uses a variant of belief propagation described in the following section.

Figure 7: Cluster graph for the network depicted in figure [11]

3.2.5 Approximate inference with loopy belief propagation

For factor graphs with loops the so-called loopy belief propagation (LBP) [12, 18] algorithm can be applied. It is an iterative procedure, where the belief propagation is repeated until a convergence criterion is reached (algorithm 4). Consequently, the results are no longer exact, but an approximation.

Algorithm 4 (Loopy belief propagation)
Iterative procedure of the loopy belief propagation algorithm:

1: function LBP
2: for all Edges between factors f and variables X do
3: Initialize $\mu_{f \rightarrow X}^{(0)}$ and $\mu_{X \rightarrow f}^{(0)}$ with uniform distribution
4: end for
5: while $\mu^{(t+1)} \neq \mu^{(t)}$ do
6: for all Edges between factors f and variables X do
7: $\mu_{f \rightarrow X}^{(t+1)} \leftarrow \text{CALCFACTORMESSAGE}(\mu_{X \in N(f)}^{(t)} \setminus X \rightarrow f)$ \hspace{1cm} \text{Equation 19}
8: $\mu_{X \rightarrow f}^{(t+1)} \leftarrow \text{CALCNODEMESSAGE}(\mu_{f \in N(X)}^{(t)} \setminus f \rightarrow X)$ \hspace{1cm} \text{Equation 20}
9: $t \leftarrow t + 1$
10: end for
11: end while
12: end function

In principle, here an iteration step is the same as for the complete message passing scheme from section 3.2.3. A message is sent through each edge of the graph in both directions. The difference is that with loopy belief propagation a message is determined by using the messages from the previous iteration step, whereas with ordinary belief propagation the calculation of a message is based on messages from the same (and only existing) iteration step. If $t$ and $t + 1$ are the previous and current iteration steps, respectively, the messages in step $t + 1$ are calculated as follows:
\[
\mu^{(t+1)}_{f \rightarrow X}(X) = \sum_{X_1} \cdots \sum_{X_m} f_\lambda(X, X_1, \ldots, X_m) \prod_{X_j \in \mathcal{N}(f) \setminus X} \mu^{(t)}_{X_j \rightarrow f}(X_j)
\]

(19)

\[
\mu^{(t+1)}_{X \rightarrow f}(X) = \prod_{f_i \in \mathcal{N}(X) \setminus f} \mu^{(t)}_{f_i \rightarrow X}(X)
\]

(20)

where \(\mu^{(t+1)}_{f \rightarrow X}(X)\) and \(\mu^{(t+1)}_{X \rightarrow f}(X)\) are the factor and node messages.

In order to calculate the messages for step \(t = 1\), they must be initialized for all edges for step \(t = 0\). Since the messages themselves are probability distributions, they are typically initialized with a uniform distribution. Then with each iteration step all messages are updated with equations (19) or (20). The iteration continues until the messages converge, i.e. until

\[
\mu^{(t+1)} = \mu^{(t)}
\]

holds true for all messages \(\mu\) or another termination criterion (e.g. a maximum number of iterations) is reached. After all, there is no guarantee that the messages will converge. In some cases it is possible that the messages start to oscillate after a certain iteration. What is more, it has been shown that the order in which messages are recalculated in an iteration step affects the convergence. Updating the messages simultaneously leads to oscillation much more often than calculating one after the other. A clever planning of the order in which the messages are calculated also improves the results in terms of their accuracy. Several procedures for this scheduling of the update order exist, some of which are described in [32]. An analysis of the conditions under which LBP converges can be found in [19].

Although the algorithm does not ensure convergence, it has proven itself in many applications\(^{20}\) and provides very good results for the type of Bayesian networks described in this thesis. LBP is implemented in Infer.NET in the form of expectation propagation [18] and is used for the practical part of this report.

### 3.3 Approximate inference by sampling

Another principle of approximative inference is the generation of random samples based on the local probability distributions modelled in the network. The relative frequency of the generated values gives an approximation of the probability. The larger the sample, the more accurate the calculated value.

- **Direct Sampling** generates the samples based on the probability distributions in topological order, i.e. from parent to child nodes. Let \(N\) be the number of all generated samples and \(N(x)\) the number of samples which are consistent with the specific event \(x\), then the approximated probability of this event amounts to:

\[
\hat{P}(x) = \frac{N(x)}{N} \approx P(x).
\]

This naive approach cannot handle evidence.

\(^{20}\)One of the most popular applications of loopy belief propagation are the turbo codes, which for the first time enabled information coding near the Shannon boundary. They were also the proof of the practical applicability of the procedure [7].
• **Rejection sampling** can provide approximations to the distributions in the form $\hat{P}(x|e)$ by using only the samples that are consistent with the observed evidence $e$. As many samples are rejected, this method is quite inefficient. The probability distribution of a variable is approximated as follows:

$$\hat{P}(X|e) = \frac{N(X,e)}{N(e)} \approx P(X|e).$$

• **Probability weighting** is more efficient than rejection sampling because it does not generate unused samples and only samples variables that are not evidence variables. Each sample is weighted according to the probability with which it corresponds to the evidence. Samples with a higher weighting are included in the calculation to a greater extent than samples with a lower weighting. Though as the number of evidence variables increases, the performance gets worse.

• **MCMC algorithms**[^21] do not create each individual sample from scratch, but by applying random changes to the previous sample. The *current state* specifies a value for each variable, and the *next state* is generated by the MCMC algorithm by randomly changing the current state. **Gibbs sampling** is a widely used MCMC algorithm, which is particularly suitable for Bayesian networks. Thereby the non-evidence variables are set to a randomly determined initial state before they are sampled. The sampling of a variable is based on the known current values of its Markov blanket variables and changing a variable corresponds to a step in the state space and thus to a new sample. Gibbs sampling is implemented in Infer.NET and can be used as an inference algorithm. However, one drawback is that it is very computationally intensive if sufficient accuracy is to be achieved. Moreover, it is difficult to determine when the algorithm converges – any additional iteration can potentially worsen the result again.

3.4 Approximate inference with variational message passing

In models with many continuous variables or discrete variables with many states, the conditional probability distributions between the individual variables become very complex. The high-dimensional sums and integrals that arise when the probabilities are calculated cannot be determined analytically and a numerical solution or estimation by MCMC sampling requires very intensive calculations. For such problems the method of variation inference was developed. It iteratively optimizes both an approximation of the model evidence $P(V)$ and the posterior distribution $P(H|V)$, where $V$ are the observed (visible) variables of the model and $H$ the hidden variables.

The core concept is a decomposition of the logarithmic model evidence:

$$\ln P(V) = \mathcal{L}(Q) + \text{KL}(Q(H) \parallel P(H|V)).$$

$\text{KL}(Q \parallel P)$ is the Kullback-Leibler divergence, a measure of the difference between the true distribution $P$ and the approximated distribution $Q$. $\mathcal{L}(Q)$ is a lower bound to $\ln P(V)$, also called *free energy*, and is defined by:

$$\mathcal{L}(Q) = \langle \ln P(V) \rangle_Q - \text{KL}(Q(H) \parallel P(H|V)),$$

[^21]: MCMC stands for Markov chain Monte Carlo. Such a procedure is also called Markov chain simulation. The term „Monte Carlo“ goes back to John von Neumann, who suggested this name in reference to the casino in Monaco, which is located in the district of the same name [3].
where the estimate $⟨\ln P(V)⟩_Q$ is made using $Q$. By determining the distribution $Q$ which maximizes the $\mathcal{L}(Q)$ function, the Kullback-Leibler divergence between $Q(H)$ and the exact posteriori distribution $P(H|V)$ is indirectly minimized. So if $Q(H) = P(H|V)$, then $\mathcal{L}(Q) = \ln P(V)$ applies. $\mathcal{L}(Q)$ is now optimized by the implication of simplifying restrictions on the functional form of $Q$. First, $Q$ should be a factorizable probability distribution with

$$Q(H) = \prod_i Q_i(H_i)$$

where the individual $Q_i$s approximate a posterior distribution of independent groups of variables $H_i$, while $\mathcal{L}(Q)$ approximates the log evidence $\ln P(V)$. Furthermore, the individual $Q_i$s must be selected from a certain family of distributions, a so-called exponential family. Members of an exponential family can be formed using a natural parameter vector $\phi$, a vector $u$ from a sufficient statistic and a normalization factor $g$:

$$P(X|Y) = \exp \left[ \phi(Y)^T u(X) + f(X) + g(Y) \right].$$

Within one exponential family, the parameter and statistic vectors each have the same form. The individual factors are efficiently optimized by exchanging the estimates of these parameter and statistics vectors between the nodes in the form of a message passing schema.

The advantage of VMP is that even very complex models from discrete and continuous distributions can be efficiently approximated. The disadvantage is that the approximation cannot be arbitrarily accurate. For observed discrete variables with more than two states, the approximation does not correspond to the exact distribution due to the functional limitation of the $Q_i$s. In small and purely discrete models, this error may propagate to such an extent that the algorithm produces worse results than other inference algorithms which are computationally still easy to handle and can deliver more accurate approximations with small model sizes and mainly binary variables. How this works in practice is described in section 5.3.2.

4 Prototypical Software Architecture

In this chapter, the approaches for the development of a practical agent investigated so far will be presented and evaluated. First of all, the Bayesian network for the diagnosis of headaches developed for this purpose will be outlined. Then the implemented agent and the procedure for translating the external format into the Infer.NET form and the inference with Infer.NET itself are explained.

4.1 Bayesian Network for the diagnosis of headaches

In order to test the inference methods, at first a Bayesian network for pain diagnosis was modelled. The model was based on the diagnoses and their hierarchy was mapped in the network structure in such a way that more specific diagnoses were modelled as parent nodes of more general ones. The prototype is limited to an example network for the diagnosis of a brain tumor and three different forms of headache (migraine, tension headache and cluster headache) with the corresponding symptoms (figure 8). The migraine was preceded by two more specific diagnoses: migraine with aura and migraine without aura.

A sufficient statistic is a sample from which the underlying distribution can be derived completely.
4.2 Representing the knowledge base

In order to have queries sent to a network via an inference package, they have to be submitted by means of an appropriate representation. Considering the above-mentioned components
any discrete Bayesian network can be constructed. Representing a Bayesian network as source code however is rather unsuitable for the construction of a knowledge base by a domain expert. It is not portable, confusing and difficult to process with external tools. Instead, a format which is clearly structured, easy to parse and also easy to edit by domain experts in an editor is desired. Additionally, it should provide a compact representation form for more complex node functions such as the canonical probabilistic models presented in chapter 2.4.3. Since there already are a number of text formats for Bayesian networks available, the development of a novel format is not necessary here. PropmodelXML was developed e.g. for the representation of various probabilistic graphical models and is suitable for use in the discourse area. A detailed description of the format can be found in [9]. The most important criterion is the full support for ICI models, which is not provided by any other format. On top of that, it is an XML format that is flexible and extensible.

4.3 Implementing a prototype using Infer.NET

In order to test the presented methods for their practicability, a prototypical agent was implemented in C#. The program is able to parse a network in the PGMX format and can convert it into an Infer.NET model definition (section 4.3.1). The execution of queries on the imported network using Infer.NET is shown in section 4.3.2. Moreover, by generating sample data sets for and processing them with a specific network, the network can be analysed in more detail.

4.3.1 Transferring the external knowledge representation

The transformation of the external network representation into a model on which the Infer.NET package can perform inferences is done step by step:

1. Parsing
   First, the elements of a Bayesian network are parsed from the XML file, converted into equivalent data structures in C# and combined to form a network structure in which each child node knows its parent nodes. The most important building block here is BayesianNode, which represents a network node.

2. Construction of conditional probability trees
   If Infer.NET-compatible C# code is to be generated from the probabilities of a node (represented by so-called potentials in the PGMX format) using this structure, the nested case distinctions of a conditional probability distribution can best be generated recursively from a tree. At the same time, a tree is a very efficient form of representing CPTs. Figure 9 depicts the CPT from table 4 in a tree structure. Each branching depth below the tree’s root represents a variable column of the CPT and thus each node level (except the root) stands for a variable in the conditional probability distribution. The last branch illustrates the conditional variable (the child node). The last branch represents the conditional variable (the child node). The edges of the tree are labelled with the respective value assignments of the underlying variable, so that each path through the tree – from the root to a leaf – results in a unique combination of assignments and therefore represents exactly one row in the CPT. The leaves are labelled with the corresponding conditional probabilities and it is very easy to navigate through the resulting data structure.

[23]Inf.NET, developed by Microsoft Research, is a library for inference on probabilistic graphical models such as Bayesian networks or Markov random fields. Expectation propagation, variational message passing and Gibbs sampling are inference algorithms that are implemented in this library.
Figure 9: Conditional probability table as a tree-like structure for the noisy OR example “Heart attack (i) with possible causes endocarditis (e), hypertension (h) or arteriosclerosis (a)”.

The path through the tree which is marked in red gives the probability $P(\neg i | e \land \neg h \land a) = 0.06$. The bold-typed probabilities are the inhibitor parameters of the noisy OR.

The probabilities from the external representation are converted into these kinds of conditional probability trees and assigned to their network nodes. With ICI models (noisy OR or similar), most of the conditional probabilities in the leaves are calculated using the corresponding formulas from section 2.4.3. In order to have each tree node related to the variable to whose column it belongs, it gets a reference to the corresponding node of the network when the tree is created.

3. Generating the Infer.NET model
Finally, corresponding Infer.NET variables are created for all network nodes, with each node receiving a reference to its associated Infer.NET variable. Now the Infer.NET variables can be linked using the conditional probability trees. This is done by recursively descending into the CPT tree and generating a case distinction within a `using` statement for the Infer.NET variable associated with the current tree level. Once the leaf level is reached, the probability distribution defined in the leaves is assigned to the associated Infer.NET variable.

4.3.2 Inference with the agent

The following paragraph explains how the implemented prototype uses Infer.NET to perform queries on the constructed model definition. It therefore describes how the Infer.NET inference engine works.
5 Evaluation

5.1 Evaluation of the network quality using real data

In order to assess how well the network classifies the modelled diagnoses, some tests based on real anamnesis data were carried out in the previous work [11]. The procedure is presented here again to compare it with the improved method in section 5.2. Data sets consisting of diagnoses and anamneses were selected and used to manually generate queries to the model. With the implemented network, probabilities for the different diagnoses were calculated from these queries and compared with the diagnoses that were obtained by physicians and are included in the data sets. High probabilities were expected for the diagnoses made and significantly lower probabilities for the diagnoses not made.
A query consists of a set of evidence variables and the associated observed values. The anamnesis data of each data set were evaluated manually. If a feature modelled in the network was sufficiently described in the anamnesis, an evidence variable was added to the query and assigned a value that matched the anamnesis description (table 6). For each query, the network was used to calculate the conditional probability distributions of all nodes. Most importantly, the probabilities of the diagnoses are listed in table 7.
Table 7: Test results: Diagnoses and expected diagnoses; CHA: cluster headache; MA: migraine with aura; MO: migraine without aura; TTHA: tension-type headache.

| Patients | Diagnoses | CHA     | Migraine | MA     | MO     | TTHA |
|----------|-----------|---------|----------|--------|--------|------|
| Patient 1 | MO        | 0.003   | 0.9997   | 0.0172 | 0.9847 | 0.9907|
| Patient 2 | MO        | 0.0086  | 0.9914   | 0.5904 | 0.4073 | 0.3892|
| Patient 3 | MO        | 0.0011  | 1        | 0.018  | 0.992  | 0.0342|
| Patient 4 | MA        | 0.0003  | 0.9997   | 0.9934 | 0.02   | 0.9289|
| Patient 5 | TTHA      | 0.0354  | 0.9768   | 0.9679 | 0.0817 | 0.5799|
| Patient 6 | TTHA      | 0.0006  | 0.1953   | 0.068  | 0.1376 | 0.9948|
| Patient 7 | CHA       | 0.9979  | 0.0399   | 0.0242 | 0.0161 | 0.008 |
| Patient 8 | CHA       | 0.1022  | 0.8951   | 0.0936 | 0.8022 | 0.0048|

The results of the tests show that in six out of eight cases the diagnosis made by the physician is predicted by the network with a high probability, although only a small part of the variables relevant for the domain were modelled in the network. Also, the diagnostic probability for the other diagnoses is usually very low. The „false“ classifications can be explained, too:

- **Patient 1 and 5:** The queries contain many symptoms that indicate both diagnoses. Various characteristics in the anamnesis data which make the tension headache distinguishable from the migraine, such as pain localisation and pain perception, but also the temporal course, are not yet modelled in sufficient detail in the network. In addition, symptoms of migraine and tension headache often occur in parallel. This is described as a combination headache. Patient 5 also reported symptoms suggesting an aura, which is why migraine is given more weight than tension headache. He is also listed as a migraine sufferer in the database.

- **Patient 2:** When evaluating the anamnesis, it was difficult to decide whether aura symptoms were present or not based on the data at hand. The network therefore correctly classifies a migraine, but cannot decide exactly which specific type of migraine it is.

- **Patient 8:** Even for an expert it is not easy to correctly distinguish cluster headache from migraine. This is why in the literature usually an explicit reference to a number of criteria for differential diagnosis can be found. Here, none of the ipsilateral symptoms typical of cluster headache, such as conjunctivitis, lacrimation and ptosis were recorded in the anamnesis. Nevertheless, the network classifies cluster headache with a probability almost three times higher than in the other cases where cluster headache was not present.

When evaluating the anamnesis data, the general phenomenon could be observed that many patients come to the physician with a fixed notion of a diagnosis. Thus patient 1 mentioned his migraine several times in the anamnesis, so that a certain bias of the physician with respect to the diagnosis cannot be excluded and perhaps a possibly existing tension headache has therefore not been diagnosed.

Though the tests provide interesting results, the sample size for the evaluation of the network with eight patients is very small. What is more, the quality of the available patient data is insufficient. On the one hand, the anamnesis characteristics are strongly over-specified, while on the other hand they are only insufficiently filled in. Also, for certain diagnoses there were very few or no example patients at all.
5 EVALUATION

5.2 Evaluation of the network quality using generated example data

In order to test the classification quality of the prototype (section 4.3) and to compare it with the prototype of the previous work [11], a new approach was taken. With the help of the network itself, a priori distributions were determined for the characteristics observed in an anamnesis and example data sets were generated on the basis of these distributions. This method of determining the quality of a network has already been used successfully in the fault diagnosis of motor vehicles [26].

First, suitable examples are generated for each diagnosis, as described below.

1. A query with the following properties is created:
   - The desired diagnosis is an observed variable with the value true.
   - All other diagnoses are observed variables with the value false.
   - All characteristics observed during diagnostics (e.g. symptoms) are query variables.

2. For all characteristics to be observed, the conditional probabilities under the given diagnosis are determined by inference on the query that has just been generated.

3. An example is generated by randomly choosing the value given the just determined probability distribution for every characteristic to be observed. This step is repeated until the desired number of examples has been generated.

4. Queries are constructed with the example values as observed variables and all diagnoses as query variables, and the diagnostic probabilities are determined by inference.

5. The expected diagnosis used to generate the example is compared with the diagnosis for which the highest probability was determined in the previous step.

The sampling was implemented for both prototypes, since the old network partly provides different distributions of the characteristics than the new revised one. Thus, it was also possible to test how robustly the new prototype and its Bayesian network, which is more specific in differentiating its characteristics, deal with examples generated by the old prototype under a less specific characteristic differentiation.

With every algorithm (junction tree belief propagation (JTBP) on the basis of the old network, expectation propagation (EP) and variational message passing (VMP) on the basis of the new network) 200 examples per diagnosis were generated and intermediately stored in a database. With each of these algorithms the diagnostic probabilities for all examples were then calculated and written to the database for evaluation.

To assess the quality of the inference, the proportion of correctly classified examples was determined for each diagnosis and each algorithm (table 8).
In three experiments with join tree belief propagation (JTBP), expectation propagation (EP) and variational message passing (VMP) 200 examples per diagnosis were generated from the headache networks ([11] and figure 8) and classified with all three algorithms. Table 8 shows the proportion of correctly classified examples, and figures 11 to 13 further illustrate the result.

| Diagnosis (200 examples each) | Sampling-algorithm | JTBP | EP | VMP |
|------------------------------|---------------------|------|----|-----|
| BrainTumor                   | JTBP                | 100  | 99 | 99  |
| ClusterHeadache              | JTBP                | 99   | 98 | 99  |
| MigraineWithAura             | JTBP                | 97   | 97 | 33  |
| MigraineWithoutAura          | JTBP                | 100  | 100| 96  |
| TensionHeadache              | JTBP                | 97   | 98 | 96  |
| BrainTumor                   | EP                  | 100  | 100| 100 |
| ClusterHeadache              | EP                  | 99   | 100| 100 |
| MigraineWithAura             | EP                  | 93   | 93 | 38  |
| MigraineWithoutAura          | EP                  | 99   | 99 | 94  |
| TensionHeadache              | EP                  | 98   | 99 | 99  |
| BrainTumor                   | VMP                 | 100  | 100| 100 |
| ClusterHeadache              | VMP                 | 98   | 98 | 100 |
| MigraineWithAura             | VMP                 | 97   | 97 | 39  |
| MigraineWithoutAura          | VMP                 | 100  | 100| 91  |
| TensionHeadache              | VMP                 | 95   | 96 | 95  |

Table 8: Percentages of correctly classified examples.

Figure 11: Percentages of correctly classified examples by inference with the three algorithms for the examples generated with EP (table 8).
Figure 12: Percentages of correctly classified examples by inference with the three algorithms for the examples generated with JTBP (table 8).

Figure 13: Percentages of correctly classified examples by inference with the three algorithms for the examples generated with VMP (table 8).
A complete depiction of the diagnostic probabilities determined for the examples is shown in figures 14 (generated with EP, inference by EP), 15 (generated with EP, inference by JTBP) and 16 (generated with EP, inference by VMP).

The probability for the occurrence of the expected diagnosis is indicated by a marker in the positive range of the y-axis from 0 to 1. For the unanticipated diagnoses, the probability that they will not occur is given by the markers in the negative range of the y-axis from -1 to 0. The marker on the x-axis shows which diagnosis was expected. The negative values were shifted by up to 0.04 to make the markers visible for every diagnosis.

What is more, the misclassifications were investigated further. It was determined to what extent the probability of the expected diagnosis differs from the probability of the classified diagnosis. In order to do so, the diagnostic probabilities for misclassified examples generated with expectation propagation were calculated. The probability distributions of the misclassifications for the examples generated with the other two algorithms show no statistically significant differences.

![Diagram](image)

Figure 14: Results of the inference with expectation propagation for the examples generated with EP.
Figure 15: Results of the inference with join tree belief propagation for the examples generated with EP.
5.3 Evaluation of the results

5.3.1 Results of the inference with junction tree belief propagation and expectation propagation

Table 8 and figures 14 to 16 show that the inferences with JTBP with the network from [11] and EP with the network from figure 8 give very good results for all example data sets, regardless of the algorithm and network they were generated with. In addition, the results of JTBP and EP hardly differ from each other. Furthermore, figures 14 to 16 show that only the range of probabilities is slightly higher for JTBP than for EP. This may also be partly due to the other network used with this algorithm, but does not change the proportion of correctly classified examples (figure 14). The few misclassified examples are mostly accounted for by randomness during sample generation, where a characteristic that is critical in terms of differential diagnostics was generated with a value that does not support the expected diagnosis. For example,
in wrongly classified examples where migraine without aura was expected, the aura symptoms characteristic was generated with the value true, and for expected migraines with aura with the value false. Besides, false classifications can be expected to occur particularly in examples where similar probabilities are calculated for two diagnoses. This case is very rare and only arises if all diagnoses have very low probabilities anyway. There are a few examples where tension headache or cluster headache is expected and brain tumour is the (relatively) most likely diagnosis, though with a very low absolute probability. Again, a typical brain tumour symptom was created with a positive value in the example generation, so that this value supports the wrong diagnosis.

5.3.2 Results of the inference with variational message passing

Variational message passing shows similarly good results as EP and JTBP for four of the five diagnoses. However, in examples where migraine with aura is expected it is more likely to classify incorrectly than correctly (table 8). A closer inspection of the symptoms indicates that the cause does not lie in the examples, since examples where the characteristic values support the expected diagnosis to a large extent are wrongly classified. After all, most of these examples could be correctly classified by EP and JTBP.

5.3.3 Conclusion

Expectation propagation and join tree belief propagation provide very good results for networks in medical diagnostics. Although VMP yields comparable results for most diagnoses, a partial quality loss is unacceptable. According to the current state of knowledge, both EP and JTBP are suitable for carrying out queries on a multiply connected discrete Bayesian network. Of the algorithms implemented in Infer.NET, expectation propagation is the method of choice for the intended application and clearly preferable to variational message passing.

6 Summary

In order to evaluate the quality of a Bayesian network and an inference algorithm, a prototypical software system was created to generate sample queries for and evaluate them with the help of the network. The software system was used to analyse the algorithms expectation propagation and variational message passing provided by Infer.NET and to compare them with join tree belief propagation. Likewise, the Bayesian network from figure 8 was built and found to provide very good results for the model domain of headache diagnostics. It was also shown that EP is more suitable as an inference algorithm for this domain than VMP and that it delivers an inference quality as high as with JTBP.

If, for example, the domain of pain diagnostics is to be covered completely, the construction of additional Bayesian networks is necessary. In [20] suitable construction methods which address these problems and can be applied in an iterative design process are described. For the determination of necessary a priori probabilities, distributions of classificatory characteristics can be obtained by the method [23].

In order to use the constructed Bayesian networks in diagnostic systems, the developed agent must be integrated into the respective system and connected to the existing interface for querying anamnesis data. The information from Bayesian networks can be used in a way that goes beyond the mere determination of diagnostic probabilities for a given anamnesis.
References

[1] (Muster-)Berufsordnung für die in Deutschland tätigen Ärztinnen und Ärzte (MBO-Ä 1997). – unter https://www.bundesaerztekammer.de/fileadmin/user_upload/downloads/pdf-Ordner/MBO/MBO-AE.pdf (accessed 20.03.2019)

[2] Analytica by Lumina Decision Systems. 2017. – http://www.lumina.com (accessed 29.01.2017)

[3] ABBEEL, P.; KOLLER, D.; NG, A. Y.: Learning Factor Graphs in Polynomial Time & Sample Complexity. In: CoRR abs/1207.1366 (2012). http://arxiv.org/abs/1207.1366; http://dblp.uni-trier.de/rec/bib/journals/corr/abs-1207-1366

[4] ANDERSON, H. L.: Metropolis, Monte Carlo, and the MANIAC. In: Los Alamos Science (1986), Feb, S. 96–107

[5] BAYESFUSION, L.: GeNiE/SMILE. 2017. – http://www.bayesfusion.com/products (accessed 29.01.2017)

[6] BEIERLE, C.; KERN-ISBERNER, G.: Methoden wissensbasierter Systeme: Grundlagen, Algorithmen, Anwendungen. 3., erweiterte Auflage. Wiesbaden: Vieweg Verlag, 2006

[7] BERROU, C.; GLAVIEUX, A.; THITIMAJSISHIMA, P.: Near Shannon limit error-correcting coding and decoding: Turbo-codes. 1. In: Communications, 1993. ICC '93 Geneva. Technical Program, Conference Record, IEEE International Conference on Bd. 2, 1993, S. 1064–1070 vol.2

[8] COZMAN, F. G.: JavaBayes - Bayesian Networks in Javs of Escola Politécnica, University of São Paulo. 2017. – http://www.cs.cmu.edu/~javabayes (accessed am 29.01.2017)

[9] DÍEZ, F. J.; DRUZDZEL, M. J.: Canonical probabilistic models for knowledge engineering. (2006)

[10] EBAY: Bayesian Belief Networks. https://github.com/eBay/bayesian-belief-networks, Aug. 2014

[11] FLÜGGE, S.; PETERSOHN, U.: Repräsentation einer Wissensbasis zu Kopfschmerzen und diagnostische Inferenz mittels Bayesscher Netze. 2015

[12] FREY, B.; MACKay, D.: A revolution: Belief propagation in graphs with cycles. In: Neural Information Processing Systems, MIT Press (1998)

[13] GEMAN, S.; GEMAN, D.: Stochastic Relaxation, Gibbs Distributions, and the Bayesian Restoration of Images. In: IEEE Transactions on Pattern Analysis and Machine Intelligence PAMI-6 (1984), Nov, Nr. 6, S. 721–741. – ISSN 0162–8828

[14] JORDAN, M. I.; GHAHRAMANI, Z.; JAAKKOLA, T. S.; SAUL, L. K.: An Introduction to Variational Methods for Graphical Models. In: HECKERMAN, D. (Hrsg.): Machine Learning Bd. 37, Kluwer Academic Publishers, 183-233

[15] KIM, J. H.; PEARL, J.: A computational model for combined causal and diagnostic reasoning in inference systems. In: Proceedings of the Eighth International Joint Conference on Artificial Intelligence Bd. IJCAI-83. Karlsruhe, 1983, S. 190–193

[16] LTD., B. S.: Bayes Server. 2017. – http://www.bayesserver.com (accessed 29.01.2017)
REFERENCES

[17] MINKA, T.; WINN, J.; GUIVER, J.; ZAYKOV, Y.; FABIAN, D.; BRONSKILL, J.: /Infer.NET 0.3. 2018. – Microsoft Research Cambridge. http://dotnet.github.io/infer

[18] MINKA, T. P.: Expectation Propagation for Approximate Bayesian Inference. In: Proceedings of the 17th Conference in Uncertainty in Artificial Intelligence. Morgan Kaufmann Publishers Inc. (UAI ’01). – ISBN 1–55860–800–1, 362–369

[19] MOOIJ, J.; KAPPEN, H.: Sufficient Conditions for Convergence of the Sum-Product Algorithm. In: Information Theory, IEEE Transactions on 53 (2007), Dec, Nr. 12, S. 4422–4437. http://dx.doi.org/10.1109/TIT.2007.909166 – DOI 10.1109/TIT.2007.909166. – ISSN 0018–9448

[20] NIKOVSKI, D.: Constructing Bayesian networks for medical diagnosis from incomplete and partially correct statistics. In: EEE Transactions on Knowledge and Data Engineering 12 (2000), July, Nr. 4, S. 509–516

[21] OERTEL, W.; PETERSOHN, U.: Managing Episodes, Cases, Concepts, and Rules - an Integration Approach for Medical Problem Solving. In: AHA, D. (Hrsg.) ; DANIELS, J. (Hrsg.): Case-Based Reasoning Integrations: Papers from the 1998 Workshop. Madison, Wisconsin, USA, Menlo Park : AAAI Press, 1998

[22] PEARL, J.: Reverend Bayes on Inference Engines - A Distributed Hierarchical Approach. In: Proceedings of the Second National Conference on Artificial Intelligence Bd. AAAI-82: Pittsburgh, PA. Menlo Park, California : AAAI Press, 1982, S. 133–136

[23] PETERSOHN, U.; DEDEK, T.; ZIMMER, S.; BISKUPSKI, H.: Causal statistical modeling and calculation of distributions by classificatory features. – arXiv 2019, in preparation

[24] PETERSOHN, U.; GUHLEMANN, S.; IWER, L.; BALZER, R.: Problem solving with Concept- and Case-based Reasoning. In: Proceedings of the Conference Developments in Artificial Intelligence Methods, 2009

[25] PETERSOHN, U.; ZIMMER, S.; LEHMANN, J.: Method for the semantic indexing of concept hierarchies, uniform representation, use of relational database systems and generic and case-based reasoning. (2019). – arXiv 2019, in preparation

[26] PRZYTULA, K. W.; DASH, D.; THOMPSON, D.: Evaluation of Bayesian Networks Used for Diagnostics. (2003), March

[27] RUSSELL, S. J.; NORVIG, P.: Artificial Intelligence: A Modern Approach. 3rd. Prentice Hall, 2009

[28] RUSSELL, S.; NORVIG, P.: Artificial Intelligence - A Modern Approach. Prentice-Hall, 1995

[29] S.A.S., B.: BayesiaLab. 2017. – http://www.bayesia.com(accessed 29.01.2017)

[30] Kapitel Entscheidungsunterstützende Systeme und wissensbasierte Methoden in der Medizin. In: SPRECKELSEN, C.; SPITZER, K.: Handbuch der Medizinischen Informatik. 2., vollständig neu bearbeitete Auflage. München, Wien : Carl Hanser Verlag, 2005, S. 483–548

[31] SPRECKELSEN, C.; SPITZER, K.: Wissensbasen und Expertensysteme in der Medizin: KI-Ansätze zwischen klinischer Entscheidungsunterstützung und medizinischem Wissensmanagement. 1. Auflage. Vieweg+Teubner Verlag, 2008

40
[32] Sutton, C. A.; McCallum, A.: Improved Dynamic Schedules for Belief Propagation. In: CoRR abs/1206.5291 (2012). \url{http://arxiv.org/abs/1206.5291}; \url{http://dblp.uni-trier.de/rec/bib/journals/corr/abs-1206-5291}