Hybrid Functional and Plane Waves based Ab Initio Molecular Dynamics Study of the Aqueous Fe$^{2+}$/Fe$^{3+}$ Redox Reaction
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Kohn-Sham density functional theory and plane wave basis set based ab initio molecular dynamics (AIMD) simulation is a powerful tool for studying complex reactions in solutions, such as electron transfer (ET) reactions involving Fe$^{2+}$/Fe$^{3+}$ ions in water. In most cases, such simulations are performed using density functionals at the level of Generalized Gradient Approximation (GGA). The challenge in modelling ET reactions is the poor quality of GGA functionals in predicting properties of such open-shell systems due to the inevitable self-interaction error (SIE). While hybrid functionals can minimize SIE, AIMD at that level of theory is typically 150 times slower than GGA for systems containing ~100 atoms. Among several approaches reported to speed-up AIMD simulations with hybrid functionals, the noise-stabilized MD (NSMD) procedure, together with the use of localized orbitals to compute the required exchange integrals, is an attractive option. In this work, we demonstrate the application of the NSMD approach for studying the Fe$^{2+}$/Fe$^{3+}$ redox reaction in water. It is shown here that long AIMD trajectories at the level of hybrid density functionals can be obtained using this approach. Redox properties of the aqueous Fe$^{2+}$/Fe$^{3+}$ system computed from these simulations are compared with the available experimental data for validation.

Introduction

Electron transfer (ET) reactions are very important in many chemical and biological processes and are subjected to numerous experimental and theoretical investigations.[1] In this regard, aqueous ferrous-ferric ET has attracted many theoretical[2–18] studies as a prototype of more complex ET processes. In water solvent, both ferrous and ferric ions remain in stable hexaaqua complex form and build a well defined solvent structure around them. Marcus has developed a very powerful theory[19–22] for describing the rate of ET from the electron donor to the electron acceptor in solution. The role of solvent polarization is very important in these ET events and the vertical energy gap was used as the reaction coordinate to estimate the redox potential and the rate of ET reactions. The reactant and product states involved in the ET process are described by two diabatic free energy surfaces. Using linear response theory, the free energy surfaces for the reactant and product states become parabolic functions of the vertical energy gap. Marcus theory has been successfully applied in many computational studies, and the linear response assumption was found to be valid.[23–27]

For applying simulation methods to model ET reactions in solution, Warshel and co-workers[28–31] have devised a strategy to use force field based classical molecular dynamics (MD) simulations. These statistical mechanics based theoretical results were fairly successful in predicting the experimentally observable redox properties. However, for a better understanding of the molecular level details of the solute-solvent structure, Kohn-Sham density functional theory (KS-DFT) based ab initio MD (AIMD) simulations are required. KS-DFT can give an accurate description of the solvent structure around the solute, leading to a better estimate of the vertical energy gap.[32] However, it is practically difficult to model the whole electron transfer process with KS-DFT due the involved technical difficulties. In an attempt to avoid this problem, Sprik and co-workers[32–39] proposed to model only half reactions instead of the full reaction. It has been shown that the Marcus theory equally holds for half reactions and the results match well with experiments.

A redox property of interest within the Marcus theory is the reorganization free energy ($\lambda$), which is defined as the free energy required to distort the ion from the most probable configuration of one state to the most probable configuration of the other state. Previous computational studies on the aqueous ferrous-ferric ET reaction reported $\lambda$ as 3.6 eV[32] and 3.57 eV.[41] Experimental value of $\lambda$ is 2.1 eV,[42] and thus these classical force field based calculations have overestimated the value of $\lambda$. One of the reasons for this discrepancy might be the lack of electronic polarization in the force field description of the solvent.[43] Thus, for a better quantitative result, KS-DFT based AIMD simulations are required, which can model the electronic polarizability of the solvent and the solute-solvent interaction more accurately. However, until now, these systems were described mostly with Generalized Gradient Approximation (GGA) functional based DFT simulations. Typically, GGA functional based AIMD simulations are inadequate in describing the electronic structure of open-shell systems, because
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they suffer from the self-interaction error (SIE).\cite{41-44} Due to this error, these functionals tend to erroneously delocalize the excess electron over the donor and acceptor, and thus produce wrong estimates of vertical energy gaps, redox potentials and reorganization energies.\cite{23,45-48} To address the problem of SIE, Marzari and co-workers formulated a penalty density-functional approach.\cite{[5]} and applied it to study the aqueous ferrous-feric ET reaction. The value of $\lambda$ was found to be 2.0 eV in their study, which has excellent agreement with the experimental result. On the other hand, Sit and co-workers\cite{157} have reported $\lambda$ as 2.28 eV from a constrained DFT study, and Blumberger and co-workers\cite{158} have found $\lambda$ to be in the range of 1.70 - 1.95 eV from DFT/continuum calculations.

In our present work, we use hybrid functionals.\cite{41,49-52} Hybrid functionals are known to reduce SIE and improve the quality of predicted redox properties.\cite{45-48,53-59} However, hybrid functional based simulations are at least two orders of magnitude slower than the GGA functional based calculations.\cite{60} Thus, AIMD simulations with hybrid functionals are rarely used\cite{57,59} to study redox reactions. Recently, we have proposed a few methods to speed up hybrid functional and plane waves (PWs) based AIMD simulations.\cite{61-65} These methods were successfully applied to model chemical reactions in explicit solvent. Here, we use one such method, namely the noise stabilized molecular dynamics (NSMD).\cite{61} Our earlier implementation is modified to take care of spin polarised systems.

We model here the ferrous-feric electron transfer process following the strategy of Sprik and co-workers. KS-DFT based AIMD simulations were performed to compute the redox potential and the solvent reorganization free energy. We benchmarked the performance of two different levels of density functionals, in particular, BLYP (GGA) and B3LYP (hybrid), for the prediction of redox properties. Additionally, for a fair comparison with the experimental results, we estimated the error due to finite size effect.

## Methods and Models

### Theory of Electron Transfer Reactions

This work focuses on the following redox reaction

$$\text{Fe}^{2+}(aq) \xrightarrow{} \text{Fe}^{3+}(aq) + e^{-}.$$  

We follow the methodology that was introduced by Sprik and co-workers\cite{32-39} employing DFT based AIMD simulations. In this approach, a half-cell redox reaction is considered and has been applied to various problems.\cite{66-77} The central quantity of our interest is the vertical energy gap, $\Delta E$, defined as

$$\Delta E(R) = E_{\text{Fe}^{3+}}(R) - E_{\text{Fe}^{2+}}(R),$$  

where $E_M(R)$, $M = \text{Fe}^{2+}$ or $\text{Fe}^{3+}$, is the ground state potential energies of the system in reduced and oxidized states for the given atomic configuration $R$. Within the framework of Marcus theory, $\Delta E$ can be used as the reaction coordinate to describe the free energy changes associated with the redox reaction.\cite{28,29,78} Further, the probability distribution of the vertical energy gap $\Delta E$, $P_M(\Delta E)$, is Gaussian shaped:

$$P_M(\Delta E) = \frac{1}{\sigma_{\Delta E} \sqrt{2\pi}} \exp \left[ - \frac{(\Delta E - \langle \Delta E \rangle_M)^2}{2\sigma_{\Delta E}^2} \right].$$  

Here, $\langle \Delta E \rangle_M$ is the average of $\Delta E$ and $\sigma_{\Delta E}^2$ is the standard deviation of the distribution, for the redox state $M$. Now, the free energy surface for the system in state $M$ can be constructed as a function of the energy gap as

$$F_M(\Delta E) = -k_B T \ln P_M(\Delta E) + \text{constant},$$  

where $k_B$ and $T$ are the Boltzmann constant and the temperature, respectively. The Gaussian shape of the probability distribution $P_M(\Delta E)$ assures that the diabatic free energy plots for different oxidation states are parabolic, in accordance with Marcus theory.

If $\Delta E^\min_M$ is the value of $\Delta E$ for which $F_M(\Delta E)$ is minimum, then the reorganization free energy for the system in the reduced state is given by

$$\lambda_{\text{Fe}^{2+}} = F_{\text{Fe}^{2+}}(\Delta E_{\text{Fe}^{2+}}^\min) - F_{\text{Fe}^{2+}}(\Delta E_{\text{Fe}^{2+}}),$$  

and for the oxidized state is

$$\lambda_{\text{Fe}^{3+}} = F_{\text{Fe}^{3+}}(\Delta E_{\text{Fe}^{3+}}^\min) - F_{\text{Fe}^{3+}}(\Delta E_{\text{Fe}^{3+}}).$$

The choice of $\Delta E$ as the reaction coordinate leads to the following equation\cite{28,78}

$$F_{\text{Fe}^{2+}}(\Delta E) - F_{\text{Fe}^{3+}}(\Delta E) = \Delta E,$$  

which relates the free energy surfaces of both states. The free energy surface for the system in state Fe$^{2+}$ (or Fe$^{3+}$) can be computed by adding (or subtracting) $\Delta E$ to (or from) the free energy surface of state Fe$^{2+}$ (or Fe$^{3+}$). On the other hand, under the linear response approximation,\cite{71,76} we can compute the reorganization free energy as,

$$\lambda = (\langle \Delta E \rangle_{\text{Fe}^{2+}} - \langle \Delta E \rangle_{\text{Fe}^{3+}})/2.$$  

Further, the redox potential for the free energy change during the oxidation reaction can be computed as

$$\Delta F = (\langle \Delta E \rangle_{\text{Fe}^{2+}} + \langle \Delta E \rangle_{\text{Fe}^{3+}})/2.$$  

Using Eqs. 8 and 9, $\lambda$ and $\Delta F$ can be computed from the ensemble average of $\Delta E$ using AIMD simulations of the solvated Fe$^{2+}$ and Fe$^{3+}$ systems.

### Theory of Hybrid Functional based AIMD Simulations using NSMD

Hybrid functional based KS-DFT calculation requires the computation of the orbital-dependent Hartree-Fock (HF) exchange energy.\cite{69}

$$E^{HF}_X = - \sum_{i<j} \left< \psi_i | v_{ij}(r_{ij}) | \psi_j \right>,$$  

with

$$v_{ij}(r_{ij}) = \left< \psi_i | \frac{1}{r_{ij}} | \psi_j \right>$$  

and $r_{ij} = |r_1 - r_2|$. For computational efficiency, $v_{ij}(r)$ is often computed in reciprocal space (or G-space) using the fast Fourier transform algorithm.\cite{60,79} If $N_{orb}$ and $N_G$ are the number of orbitals and the number of G-space grid points, respectively, the total computational cost for the HF exchange energy evaluation scales as $N_{orb}^2 N_G \log N_G$.\cite{60} As a consequence, hybrid functional and PWs based AIMD simulations require very high computational time for typical systems of our interest containing few hundreds of atoms.
In the NSMD method, we reduce the computational cost of HF exchange energy evaluation significantly by screening the KS orbital pairs in Eq. 10. In particular, we employ an unitary transformation based on the selected columns of the density matrix (SCDM) approach to localize the KS orbitals in real space, as

\[ |\phi_k\rangle = \sum_i N_{orb} |\psi_i\rangle u_{ik} \ , \tag{12} \]

where \( u_{ik} \equiv (U)_{ik} \) and \( U \) is the unitary matrix. Now, \( E^{HF}_X \) can be rewritten using the SCDM based localized orbitals as

\[ E^{HF}_X = - \sum_{i,j \text{non-\text{overlap}}} \langle \phi_i | v_{ij} | \phi_j \rangle \ , \tag{13} \]

where \( v_{ij}(r) \) is computed as per Eq. (11) using \( \{\phi_i\} \). For non-overlapping orbital pairs in real space, \( v_{ij}(r) \) will be zero and such pairs of orbitals will not contribute to the HF exchange energy. In our computations, we consider an orbital pair \( i-j \) only if the criteria

\[ \int dr |\phi_i(r)|^2 |\phi_j(r)|^2 \geq \rho_{\text{cut}} \]

is satisfied. This screening procedure (based on a pair density cutoff \( \rho_{\text{cut}} \)) allows for a substantial decrease in the number of orbital pairs entering in Eq. (13) during the HF exchange energy computation. The computational cost scales now as \( \tilde{N}_{\text{orb}}^2 N_C \log N_G \), where \( \tilde{N}_{\text{orb}} \) is the effective number of orbital products considered in the calculation after screening, and in our case \( \tilde{N}_{\text{orb}} \ll N_{\text{orb}} \).

However, during the molecular dynamics simulations, screening of orbital pairs based on \( \rho_{\text{cut}} \) introduce small errors in the wavefunctions and nuclear forces resulting in unstable dynamics with a drift in the total energy. To overcome this, following the work of Kühne et al. we employ the NSMD approach based on a noise stabilization of the dynamics by coupling a Langevin thermostat to the system. In this case, the equations of motion for the ions can be written as

\[ M_i \ddot{R}_i = F_i - \gamma \dot{R}_i + x_i \ , \quad I = 1, \ldots, N \ , \tag{14} \]

where \( M_i \) is the ionic mass, \( F_i \) is the ionic force, and \( \gamma \) is the friction coefficient of the Langevin thermostat. \( x_i \) is the random noise that obeys the following expression:

\[ (\xi_I(0),\xi_I(t)) = 6\gamma M_I k_B T \Delta t \ , \tag{15} \]

where \( T \) and \( \Delta t \) are the target temperature of the system and the MD time step. The parameter \( \gamma \) is chosen in such a way that the correct average temperature is obtained, and the average of the total energy has no drift.

Computational Details

We modelled a single Fe\(^{2+}\) or Fe\(^{3+}\) ion solvated in 64 water molecules inside a periodic simulation box of dimension 12.414 Å × 12.414 Å × 12.414 Å, corresponding to a bulk water density of \( \sim 1.0 \text{ g cm}^{-3} \). No counter ions were included in the system. Instead, a homogeneous positive background charge was added to maintain charge neutrality. In our calculations, Fe\(^{2+}\) and Fe\(^{3+}\) are considered in their high spin configurations. To simulate these open-shell systems, spin polarized periodic DFT calculations were performed. All computations were performed using a modified version of the CPMD program, where we implemented the NSMD approach.\[^{[61]}\] We employed both BLYP\[^{[84,85]}\] (GGA) and B3LYP\[^{[50]}\] (hybrid) exchange correlation functionals together with norm-conserving Troullier-Martin type pseudopotentials.\[^{[86]}\] The pseudopotential for iron includes the non-linear core correction.\[^{[87]}\] The wavefunctions were expanded in a PW basis set with a cutoff of 90 Ry. Born-Oppenheimer molecular dynamics (BOMD) simulations were carried out in the canonical (NVT) ensemble at 300 K with a time step of 0.48 fs.

In the BLYP (GGA) functional based NVT ensemble simulations, the wavefunctions were optimized every MD step till the wavefunction gradient fell below \( 10^{-6} \text{ a.u.} \). A Nose–Hoover chain thermostat\[^{[88]}\] was used to control the temperature of the system at 300 K. The always stable predictor corrector (ASPC) extrapolation scheme of order 5 was used to obtain the initial guess of wavefunctions. On the other hand, for all NVT MD simulations using the B3LYP (hybrid) functional, the wavefunctions were optimized till the magnitude of change in energy is below \( 1 \times 10^{-3} \text{ a.u.} \). Exchange integrals were calculated by the screened SCDM orbitals with a pair density cutoff of \( \rho_{\text{cut}} = 4 \times 10^{-3} \). We employed the NSMD approach to perform BOMD simulations. The Langevin thermostat parameter, the friction coefficient \( \gamma \), was set to \( 1 \times 10^{-3} \text{ a.u.}^{-1} \), and the target temperature \( T \) was set to 300 K. For the initial guess of the wavefunctions, the ASPC extrapolation scheme of order 2 was used.

For these systems, the hybrid calculations using NSMD could achieve a speed up of \( \sim 12 \) times per MD step compared to the conventional hybrid density functional based AIMD simulation on 280 cores (14 nodes, each with two Intel Xeon E5-2630v4 Broadwell chips with 10 cores running at 2.2 GHz with 64 GB of RAM).

We performed 20 ps (10 ps) of equilibration for the B3LYP (BLYP) simulations. Subsequent to this, \( \sim 20 \) ps long production simulations were carried out in all the cases. To calculate the vertical energy gap (Eq. 2), we sampled equidistant configurations from the trajectories with a time interval of 20 fs. In total, we took 1000 equally sampled configurations from each of the trajectories. For every configuration, single point energy calculations were performed for the reduced (Fe\(^{2+}\)) and the oxidized (Fe\(^{3+}\)) states.

Additionally, to estimate the finite size effects, we performed BLYP calculations with two larger unit cells: (a) one Fe\(^{2+}\)/Fe\(^{3+}\) ion solvated in 92 water molecules within a periodic cubic simulation box of side 14.010 Å; (b) one Fe\(^{2+}\)/Fe\(^{3+}\) ion solvated in 137 water molecules inside a periodic cubic simulation box of side 16.000 Å. For these two systems, we performed 5 ps NVT equilibration and 7 ps NVT production runs. The vertical energy gap was calculated by taking 500 snapshots sampled every \( \sim 14.5 \) fs.

Results and Discussion

Solvation Structure

First, we compare the solvation structure of the Fe\(^{2+}/3+\) ions with BLYP and B3LYP functionals. The radial pair distribution functions (RDFs) of the metal with oxygen and hydrogen were calculated from all the trajectories and are shown in Figure 1. In all cases, we observe two distinct solvation shells around the Fe\(^{2+}/3+\) ions. The first (second) peak of the Fe\(^{2+}\)-O distribution appears at 2.17 (4.29) Å and 2.15 (4.35) Å with BLYP and B3LYP functionals, respectively. In case of the Fe\(^{3+}\)-O distributions, the first and
the second peaks appear at nearly the same location for both functionals. The first and the second peaks of the Fe\(^{2+}\)-H distributions are 0.02 Å and 0.18 Å shorter for BLYP compared to B3LYP. On the other hand, the locations of the first and second peaks in the Fe\(^{3+}\)-H distributions are not having much effect on the choice of the functional. These results are consistent with the previously reported computational\[90–99\] as well as experimental\[100–103\] data; see also Table 1.

In all cases, the RDFs are indicating a clear separation of the first and second solvation shell. During our simulations, we did not observe any exchange of water molecules between the first and second solvation shell. Due to the higher charge of the Fe\(^{3+}\) ion compared to its reduced form, we can notice that the first and the second peaks of the Fe\(^{3+}\)-O distributions are more sharply peaked as compared to the Fe\(^{2+}\) case.

Coordination numbers (CNs) of the ions with water molecules are computed by integrating RDFs; see Figure 2. The most preferred CN for both ions in water is 6.0 (see also Table 1), which is in agreement with earlier studies. We computed the CNs for the second solvation shell, and we find that our predicted second shell CN is larger than the experimental data, but close to some of the computational studies. The computed CN of the second shell for Fe\(^{2+}\) is higher as compared to that of Fe\(^{3+}\). Interestingly, in the B3LYP simulations, we observe higher CN values for the second shell compared to BLYP, see Figure 2.

To further examine the geometry of the hexaaqua complex, we compare in Figure 3 the probability distribution of the cosine of O-Fe-O angle in the first solvation shell of the Fe\(^{2+}/^{3+}\) ions from the BLYP and B3LYP functional based AIMD simulations. The distribution functions show two peaks at −1.0 and 0.0, indicating almost perfect octahedral arrangement of the water molecules. By comparing the average O–H bond distance and H–O–H angle of the water molecules in the first and the second coordination sphere, we conclude that the solvation structure is less affected by the functionals, see Table 1.

**Electron Transfer Reaction**

We then computed the redox properties of the aqueous Fe\(^{2+}\) and Fe\(^{3+}\) systems. The vertical energy gap (Eq. 2) is calculated for the structures sampled during the MD simulations. Redox properties were calculated from the fluctuation of ∆E and are reported in Table 2. ⟨∆E⟩\(_{\text{Fe}^{2+}}\), computed from BLYP and B3LYP simulations, are almost identical. However, ⟨∆E⟩\(_{\text{Fe}^{3+}}\) from the BLYP run is 0.46 eV larger than for B3LYP. Nearly identical values of σ\(_{\Delta E}^{\text{Fe}^{2+}}\) and σ\(_{\Delta E}^{\text{Fe}^{3+}}\) show the validity of the linear response assumption underlying the Marcus theory. The standard deviations of ∆E are higher in B3LYP cases as compared to BLYP, implying a much larger spread in the ∆E values during the hybrid functional based simulations.

In Figure 5, we show the probability distributions of ∆E. Gaussian functions are used to fit these probability distributions within the range [(∆E)\(_{\text{Fe}^{2+}}\) − 2σ\(_\text{Fe}^{2+}\), (∆E)\(_{\text{Fe}^{2+}}\) + 2σ\(_\text{Fe}^{2+}\)]. The R\(^2\) values of these fits are 0.973, 0.952, 0.996 and 0.962 for the Fe\(^{2+}\) (BLYP), Fe\(^{2+}\) (B3LYP), Fe\(^{3+}\) (BLYP) and Fe\(^{3+}\) (B3LYP) systems, respectively. We notice a broader distribution in case of B3LYP results as compared to BLYP, in accordance to the values of the standard deviations we computed earlier. The consequence of this observation in the curvature of the free energy profiles will be discussed shortly. Free energy surfaces are reconstructed from the probability distributions (using Eq. 4), see Figure 6. We have aligned the minima of all free energy curves to zero. For the region far from equilibrium, we used the linear free energy relation of Eq. 7 to obtain the data points. Free energy data were then fitted with parabolic functions, and the R\(^2\) values for the fits are 0.9995, 0.9998, 0.9995 and 0.9998 for the Fe\(^{2+}\) (BLYP), Fe\(^{2+}\) (B3LYP), Fe\(^{3+}\) (BLYP) and Fe\(^{3+}\) (B3LYP) cases, respectively. This result suggests that the aqueous Fe\(^{2+}/^{3+}\) redox system behaves linearly with respect to the solvent response, as reported in earlier studies.\[5–7]
Table 1.. Comparison of structural properties of the first and second solvation shell (SS) of water around Fe$^{2+}$ and Fe$^{3+}$ ions in our simulations with other data from simulations (Sim.) and experimental (Expt.) studies.

| SS Property          | Fe$^{2+}$         | Fe$^{3+}$         | BLYP | B3LYP | Sim.$^{[a]}$ | Expt.$^{[b]}$ | BLYP | B3LYP | Sim.$^{[a]}$ | Expt.$^{[b]}$ |
|----------------------|-------------------|-------------------|------|-------|-------------|--------------|------|-------|-------------|--------------|
| $r_{Fe-O}^{max}$ (Å) | 2.17              | 2.15              | 2.09 | 2.13  | 2.10 – 2.28 |              | 2.04 | 2.03  | 1.96 – 2.10 | 1.98 – 2.05  |
| $r_{Fe-H}^{max}$ (Å) | 2.73              | 2.75              | 2.40 | 2.76  |              |              | 2.71 | 2.70  | 2.66 – 2.77 |              |
| CN                   | 6.0               | 6.0               | 6.0  | 6.0    |              |              | 6.0  | 6.0   | 6.0         | 6.0          |
| $\theta_{H-O-H}$ (°) | 106.2             | 106.3             | 102.0|       |              |              | 107.1| 107.1 | 98.8 – 107.0|              |
| $r_{O-H}$ (Å)        | 0.99              | 0.98              | 1.03 |       |              |              | 0.99 | 0.98  | 1.04        |              |
| $\theta_{H-O-H}$ (°) | 106.4             | 107.0             | 104.7|       |              |              | 106.7| 105.9 | 104.4       |              |

$^{[a]}$ Refs. 90–99. $^{[b]}$ Refs. 100–103.

Figure 2.. Coordination number (CN) distribution in the first and second solvation shells of (a) Fe$^{2+}$ and (b) Fe$^{3+}$ ions.

Interestingly, the curvature and the location of the minima in the free energy profiles differ for the two functionals.

Finally, the solvent reorganization free energies were calculated from the fitted parabolic curves (Eqs. 5 and 6) and from the vertical energy data (Eq. 8). We find that the computed reorganization energies agree well with each other. This further validates the linear response assumption of Marcus theory. We find that the B3LYP functional based calculations predict a higher λ value (1.10 eV) compared to GGA (0.88 eV). Also, we find that the calculated redox potential is 0.50 eV and 0.26 eV for BLYP and B3LYP cases, respectively.

Before comparing our results with the experimental estimates, we need to account for the errors due to the finite size effect. It has been reported that the finite size effect$^{[66,68,69,104,105]}$ contributes substantially to the reorganization free energy. Generally, the error in λ is inversely proportional to the side length of the box and is found to be as large as an eV or more$^{[66,68]}$. Sprik and co-workers$^{[68]}$ have concluded that λ is usually underestimated. These authors have shown that correction for the solvent reorganization energy is

$$
\lambda_{C} = -\frac{\Delta q^2}{2L} \xi_{EW} \left(\frac{1}{\epsilon_{op}} - \frac{1}{\epsilon_{st}}\right),
$$

where $L$, $\Delta q$ and $\xi_{EW}$ are the length of the periodic simulation cell, change in charge during the oxidation reaction and the Madelung constant ($\xi_{EW} = -2.837297$ for a cubic unit cell), respectively. Here, $\epsilon_{op} = 1.78$, $\epsilon_{st} = 78.4$ are the optical and static dielectric constant, respectively.$^{[106,107]}$ Using this, $\lambda_{C}$ for the 64 water system was found to be about 0.91 eV.

Figure 3.. Comparison of the probability distribution of the cosine of O–Fe–O angle in the first solvation shell of (a) Fe$^{2+}$ and (b) Fe$^{3+}$ ions.
In an alternative approach, one performs a series of simulations with increasing system size, and λ is computed for different system sizes, in particular, different simulation box lengths L. λ is then plotted versus 1/L and the extrapolated linear fit to 1/L → 0 gives the value of λ at infinite dilution. Blumberger and co-workers have shown that such a linear fit with 1/L can underestimate the finite size correction. As a better alternative, they proposed to fit using a regression to fit these data points with a straight line. The few data points considered here. By extrapolating to infinite dilution is 1.84 eV. Thus, in the computed reorganization free energy term of 0.96 eV, The corrected results are in good agreement with this correction, our estimates of λ are 1.84 eV and 2.06 eV for BLYP (GGA) and B3LYP (hybrid) based simulations. The experimental value of λ for this redox reaction is 2.1 eV. Thus, our hybrid functional based prediction of λ is in excellent agreement with the experimental result.

Comparison of the computed redox potential ΔF with the experimental result is also not straightforward. First, finite size correction has to be applied and the same experimentally considered zero electrostatic potential reference has to be used in computations. The finite size correction for ΔF is often evaluated by a linear fit of ΔF with (1/L)^1/2. Then, the extrapolated linear fit can be used to obtain the value of ΔF at the infinite dilution limit. However, our results suggest that the change in ΔF is minimal with the system size (see Tables 2 and 3). Thus, we refrain from computing the finite size correction for ΔF. Additionally, it is not trivial to compute the difference in the absolute electrostatic potential reference between our periodic DFT calculation and the experiment. Hence, we could not compare the computed redox potential directly with the experimental results. Regardless of the corrections, we observe that the value of ΔF for the BLYP case is 0.24 eV larger than for B3LYP, and that highlights the effect of the functional.

In an alternative approach, one performs a series of simulations with increasing system size, and λ is computed for different system sizes, in particular, different simulation box lengths L. λ is then plotted versus 1/L and the extrapolated linear fit to 1/L → 0 gives the value of λ at infinite dilution. Blumberger and co-workers[66] have shown that such a linear fit with 1/L can underestimate the finite size correction. As a better alternative, they proposed to fit using a regression to fit these data points with a straight line. The few data points considered here. By extrapolating to infinite dilution is 1.84 eV. Thus, in the computed reorganization free energy term of 0.96 eV, The corrected results are in good agreement with this correction, our estimates of λ are 1.84 eV and 2.06 eV for BLYP (GGA) and B3LYP (hybrid) based simulations. The experimental value of λ for this redox reaction is 2.1 eV. Thus, our hybrid functional based prediction of λ is in excellent agreement with the experimental result.

Comparison of the computed redox potential ΔF with the experimental result is also not straightforward. First, finite size correction has to be applied and the same experimentally considered zero electrostatic potential reference has to be used in computations. The finite size correction for ΔF is often evaluated by a linear fit of ΔF with (1/L)^1/2. Then, the extrapolated linear fit can be used to obtain the value of ΔF at the infinite dilution limit. However, our results suggest that the change in ΔF is minimal with the system size (see Tables 2 and 3). Thus, we refrain from computing the finite size correction for ΔF. Additionally, it is not trivial to compute the difference in the absolute electrostatic potential reference between our periodic DFT calculation and the experiment. Hence, we could not compare the computed redox potential directly with the experimental results. Regardless of the corrections, we observe that the value of ΔF for the BLYP case is 0.24 eV larger than for B3LYP, and that highlights the effect of the functional.
Conclusion

In this work, we studied the aqueous Fe$^{2+}$/Fe$^{3+}$ redox system employing the KS-DFT based AIMD technique. Due to the SIE, GGA functionals are known to introduce errors in the redox properties of such open-shell systems. Hybrid functional based AIMD simulations are better for such studies, as SIE is minimized because of the inclusion of some percentage of HF exchange. However, hybrid functional based AIMD simulations with PW basis set are rarely performed due to the computational cost involved. To overcome this, we performed NSMD based AIMD simulations wherein the HF exchange was computed using screened SCDM-based localized orbitals. With this approach, we are able to generate long AIMD trajectories of aqueous Fe$^{2+}$/Fe$^{3+}$ redox systems containing ~200 atoms.

Using our simulation results, we compared the accuracy of BLYP (GGA) and B3LYP (hybrid) functionals for studying this reaction. Although we observed negligible differences in the first solvation shell structure of the ions, the second solvation shell structure showed prominent differences. To compute the redox properties, we followed the half-cell reaction modelling strategy by Sprik and co-workers employing AIMD simulations. Specifically, we computed the redox potential and the solvent reorganization free energy ($\lambda$) using the vertical gap energy as the reaction coordinate to model the Fe$^{2+}$/Fe$^{3+}$ redox reaction.

We found that the free energy curves for the reduced and oxidized state of the system can be well approximated by two parabolas with the same curvature in accordance to the linear response assumption of Marcus theory. The BLYP GGA functional predicted a 0.22 eV lower solvent reorganization energy ($\lambda$) than the B3LYP hybrid functional. However, both functionals underestimate the solvent reorganization energy by $\sim$ 1 eV as compared to the experimental observations. Following the earlier reports, we computed the finite size corrections. After including this correction, amounting to 0.96 eV, the computed value of $\lambda$ at the level of the hybrid functionals agrees well with the experimental data. These results demonstrate the importance of using hybrid functional based AIMD for the accurate prediction of redox properties in open-shell systems.

The work also shows that the NSMD technique along with screened localized orbitals is a good approach for speeding up hybrid density functional based AIMD simulations of complex chemical reactions in water. The protocols used here can also be used for studying other electron transfer reactions.
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