Harmonic dual dressing of spin one-half systems
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Controlled modifications of the magnetic response of a two-level system are produced in dressed systems by one high frequency, strong and non-resonant electromagnetic field. This quantum control is greatly enhanced and enriched by a harmonic, commensurable and orthogonally oriented dual dressing, as discussed here. The secondary field enables a fine tuning of the qubit response, with control parameters amplitude, harmonic content, spatial orientation and phase relation. Our analysis mainly based on a perturbative approach with respect to the driving strength, includes also non-perturbative numerical solutions. The Zeeman response becomes anisotropic in a triaxial geometry and includes a nonlinear quadratic contribution. The long-time dynamics is described by an anisotropic effective magnetic field representing the handle for the system full engineering. Through the low-order harmonic mixing the bichromatic driving generates a synthetic static field modifying the system dynamics. The spin temporal evolution includes a micromotion at harmonics of the driving frequency whose role in the spin detection is examined. Our dressing increases the two-level energy splitting, improving the spin detection sensitivity. On the weak field direction it compensates the static fields applied in different geometries. A resonant spin exchange between two species having very different magnetic response as electron and nucleus is allowed by the dressing. The results presented here lay a foundation for additional applications to be harnessed in quantum simulations.

I. INTRODUCTION

Since the early days of quantum mechanics, spectroscopy probes the energy levels of quantum systems irradiated by electromagnetic fields. Single, bichromatic, multiple excitations are applied. More recently, those excitations target the modification and the control of quantum properties for the targeted object. Quantum variables, energies and observables are manipulated. Within the quantum simulation effort, the electromagnetic driving of simple quantum systems (mainly natural or artificial atoms) generates Hamiltonians exhibiting interesting properties hard to engineer directly. Driving a quantum system periodically in time can profoundly alter its long-time dynamics and constitutes a versatile scenario to reach unusual quantum properties [1,2]. The dynamics associated with time-dependent Hamiltonians is well captured by time-independent effective Hamiltonians accounting for the essential characteristics of the modulated system.

Within this area of Floquet engineering, a pioneer role is played by the "dressed atom" introduced by Cohen-Tannoudji and Haroche [3], i.e., the strong driving of a two-level quantum system. The application of a non-resonant and linearly polarized electromagnetic field, typically radiofrequency or microwave, allows to modify the magnetic response. The modifications of the Landé g-factor were explored and applied in various atomic vapour experiments [5–13]. The magnetic dressing was studied also with cold atoms and condensates [14–16]. It offers a powerful tool in quantum control experiments [17], high resolution magnetometry [18], and spin-exchange relaxation experiments [19]. A key feature of this single dressing is the eigenenergy dependence on the J₀ (zero-order first kind Bessel function), allowing a freezing of the quantum observables. The close connection of this J₀ freezing with the tunneling suppression was pointed out in [20], and with the dynamical localization in optical lattice reviewed in [3].

A dual dressed qubit is examined here, more precisely a two-level quantum system dressed by strong bichromatic harmonic drivings based on linearly polarized dressing fields applied along two orthogonal axes. Its theory and applications to different experimental configurations are presented. We compare our analyses to the previous single dressing experiments and to the dual-dressing Cs atom experiment of ref. [21] based on a weak secondary dressing. The dual dressing quantum control is based on the combination of key ingredients as double irradiation by the harmonic bichromatic field, large interferences in the harmonic excitation processes, strong dressed-atom driving, the generation of effective and synthetic fields controlling the spin dynamics. Even if each of these ingredients was examined previously, their combined action was not.

Double irradiations, i.e., rotary saturation, spin
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tickling, and so on, are powerful tools in magnetic resonance to disentangle complex spectra. In [22] a low order perturbation analysis of the Floquet treatment examines those regimes. Experiments in quantum optics have studied the bichromatic driving as reviewed in [23–24]. The attention was focused mainly on the absorption of atomic/molecules, and more recently also of artificial atoms in [25–29]. Multifrequency excitation has received a large theoretical attention based on the continued fraction of matrices and complex numerical solutions [30–32]. Incommensurable dual driving is used by [33] for the evaporative cooling control, by [34–35] for the shield of optical clock transitions from magnetic static field, and for the probing of atom-photon interactions in [36].

The interference in the driving of a two-level system by several harmonic fields was examined in the magnetic resonance experiments of refs. [37, 38]. The dual modulation driving in an optical lattice clock by ref. [39] evidences both the interference and the driving phase role.

The bichromatic harmonic excitation is important for the physics of ultracold atoms in optical lattices. The generated tunnelling suppression in a lattice dual well, i.e., a generalization of the $J_0$ freezing, is examined theoretically in [40–41] and experimentally in [42]. That driving allows also to engineer the nearest-neighbor interactions in [43] and the dissipation processes in [44].

The dressed atom modification by a second electromagnetic field with its frequency quasi resonant with the dressing one, was briefly explored by ref. [45] in 1983.

An effective Hamiltonian is often used to analyse the dynamics of driven quantum systems [11]. Ref [11] derives such Hamiltonian for a tight-binding model of the bichromatic driving tunnelling suppression. For the atomic trapping by rf dressed adiabatic potentials, that Hamiltonian describes the synthetic fields created by commensurable bichromatic or multiple drivings [46]. An effective Hamiltonian for the action of the bichromatic drive on a two-level system is introduced by [47].

As an equivalent of our synthetic field, the bichromatic harmonic driving produces a rectified transport when applied to external degrees of freedoms, as for quantum ratchets in [48–50]. That effective Hamiltonian is examined by [51] in an experimental driving of ultracold atoms. The rectified transport is studied in [52] for a graphene model based on the coupling between driven spin and electron momentum.

Our analysis show that a dressed spin experiences a micromotion, i.e., a temporal evolution at harmonics of the driving frequency, as for other periodically driven quantum systems in [11]. From the experimental point of view, the micromotion has received a large attention for trapped ions, and for atoms in optical lattices by [53–54]. We derive that in single and dual spin dressing the micromotion is composed by two separate components, one given by a gauge transformation and the second one by a kick operator. Their role on the dressed evolution and detection is discussed.

Owing to the combination of the above ingredients, important original features are associated to this configuration. The eigenvectors and eigenvalues of the dressed spin are described by an effective magnetic Hamiltonian, providing a simple description of the spin dynamics. Its terms are finely tuned by the dressing amplitudes, their relative phase, the spatial orientation of the dressing fields, and the driving harmonic order. At weak static fields, the lowest order Zeeman coupling with the static field is described by an effective tensorial Landé g-factor, with a triaxial magnetic control analog to the magnetic anisotropies appearing in solid-state materials. A weak tensorial nonlinear Zeeman coupling contributes to the effective Hamiltonian. The dual dressing creates an arbitrarily oriented synthetic static magnetic field, i.e., even in absence of a real external field. The underlying process, a nonlinear optical rectification of the dressing fields, is equivalent to light-shifts, even higher order ones, due to the combined action of those fields. The effective Hamiltonian components are determined by the interferences between absorption/emission processes of both fields, the interferences enhanced by the low-harmonic order of the harmonic driving. These features introduce additional original degrees of freedom in the quantum control of the spin dynamics.

Several applications for quantum technologies are presented. For instance our dressing geometry generates effective magnetic fields one thousand times larger than the externally applied static field, or produces an arbitrary compensation of external arbitrarily oriented-static fields, with a reduced sensitivity to the dressing parameters. Even if our analysis concentrates on a two-level system, the presence of external levels does not modify the listed features because the dressing is based on a non-resonant excitation. All these tools constitute an exceptional handle in a wide range of directions, from selective spectroscopic detection to quantum simulation and computation.

This paper is structured as follows. After introducing the Hamiltonian and the associated Floquet engineering, Sec. II presents the dual dressing main features. Sec. III investigates the perturbation regime with one dressing field larger than both the static field and the secondary dressing one. Sec. IV discusses the connection between experimental detection and system dynamics, including the micromotion. Sec. V explores original applications allowed by the dual-dressing. A final Section concludes our work. Short Appendices report mathematical derivations.
II. HAMILTONIAN AND EFFECTIVE FIELDS

A. The Hamiltonian

We consider a spin 1/2 system (either real or artificial atom) interacting with static and oscillating magnetic fields, as schematized in Fig. 1 for an atomic physics setup. The spin-field coupling is determined by the gyromagnetic ratio $\gamma = g \mu_B / \hbar$ with $g$ the Landé factor and $\mu_B$ the Bohr magneton. The $B_0$ static magnetic field has components $B_0(j) = (x, y, z)$ axes. The spin is driven by two time-dependent and periodic fields oriented along the $x$ and $y$ axes, respectively, with $B_i$ the maximum value and $s_i(t)$ the time dependence, where $(i = x, y)$. The Hamiltonian is

$$H = \frac{\gamma}{2} [B_0 \cdot \sigma + B_x s_x(t) \sigma_x + B_y s_y(t) \sigma_y],$$  

(1)

with $\sigma$ the Pauli matrices. We concentrate on the following time dependencies:

$$s_x(t) = \cos(\omega t), \quad s_y(t) = \cos(p \omega t + \Phi),$$  

(2)

with $p$ an integer and $\Phi$ the phase difference of the harmonic fields. The role of the $s_x$ initial phase is briefly analyzed within the detection Section.

The angular frequency $\omega$ is taken as the frequency unit. We introduce the dimensionless time $\tau = \omega t$ and the dimensionless $\omega_0 = \gamma B_0 / \omega$ and $\Omega_i = \gamma B_i / \omega$, the bare Larmor frequency and the Rabi frequencies, respectively. The $U(\tau)$ time evolution operator of the Hamiltonian results

$$iU(\tau) = \frac{1}{2} [\omega_0 \cdot \sigma + \Omega_x s_x(\tau) \sigma_x + \Omega_y s_y(\tau) \sigma_y] U(\tau),$$  

(3)

and within this rewriting the spin-field coupling is described by an effective $g$-Landé factor equal one.

The Floquet theorem allows us to write

$$U(\tau) = \mathcal{M}(\tau) e^{-i\Lambda \tau}$$  

(4)

with $\mathcal{M}(0) = 1$ and $\mathcal{M}(\tau+2\pi) = \mathcal{M}(\tau)$. The operator $\mathcal{M}$ describes the spin micromotion, and $e^{-i\Lambda \tau}$ represents the stroboscopic evolution operator. For single dressing the $\Lambda$ operator was derived in [55] up to the fourth order perturbation in the dressing amplitude.

B. Effective field

The spin dynamics is determined by the $\Lambda$ time independent Floquet Hamiltonian. This matrix is not unique since, for a given $U$ operator, one can subtract multiples of the $\omega$ frequency from its diagonal elements and compensate by multiplying $\mathcal{M}(\tau)$ with a diagonal matrix. The $\Lambda$ matrix is written as

$$\Lambda = \frac{1}{2} \hbar \cdot \sigma,$$  

(5)

with its eigenvalues limited to the $[-1/2, 1/2]$ first Brillouin zone, as in Fig. 2. The $\hbar$ vector, measured in energy units, represents an effective magnetic field. The $\lambda_{\pm}$ eigenvalues result

$$\lambda_{\pm} = \pm \sqrt{\hbar \cdot \hbar / 2}$$  

(6)

The effective magnetic field produces an energy splitting described by the dressed $\Omega_L$ Larmor frequency given by

$$\Omega_L = \lambda_+ - \lambda_- = \sqrt{\hbar \cdot \hbar}$$  

(7)

As in Fig. 2 the Larmor precession frequency may reach the maximum value of one, or in natural units the $\omega$ value. Therefore, at low $\omega_0$ values $\Omega_L$ may become larger than the bare Larmor frequency, as in the figure.

The eigenstates of the $\Lambda$ operator of Eq. (5) correspond

![Figure 1. Schematic of an atomic spin system dressed by the $B_x$ and $B_y$ oscillating fields, in presence of static field $B_0$ arbitrarily oriented. Initially the spins are optically pumped into an eigenstate.](image1.png)

![Figure 2. First Brillouin zone $\lambda_+, \lambda_-$ eigenvalues vs $\omega_0$. The $|\hbar|_z$ modulus is the energy separation at zero field. The $|g/2|$ amplitude is the absolute value for the derivative of that separation. Parameters $\omega_{0x} = \omega_{0y} = 0$, $\Omega_x = 5.11$, $\Omega_y = 3$, $p = 1$, $\Phi = \pi/2$. For this case, at $\omega_0 \approx 0$, $\Omega_L = \lambda_+ - \lambda_-$ is larger than $\omega_0$.](image2.png)
to the spin oriented parallel or antiparallel to $\mathbf{h}$ vector, i.e., the orientation unit vector $\mathbf{u} = \mathbf{h}/\Omega_L$. The spin precession takes place in the plane orthogonal to $\mathbf{u}$. The effective field definition may be rewritten as

$$\Lambda = \frac{1}{2} \Omega_L \mathbf{u} \cdot \mathbf{\sigma}.$$  

The effective field $\mathbf{h}$ depends on both $\omega_0$ and $\Omega_x$, with $(i = x, y)$. In the small $\omega_0$ limit of our interest, we introduce the following Taylor expansion:

$$h_i(\omega_0, \Omega_x, \Omega_y) = h_{s,i} + \sum_{j=x,y,z} g_{ij} \omega_{0j} + \frac{1}{2} \sum_{j,k=x,y,z} f_{ijk} \omega_{0j} \omega_{0k} + \ldots$$

(9)

The $(\Omega_x, \Omega_y)$ parameter dependence applies to all the right side quantities. A similar expansion of the Floquet eigenvalue at the zero magnetic field was derived for the Bloch-Siegert shift in [50].

The zeroth-order vector $\mathbf{h}_s$, synthetic (or fictitious) field represents a static field acting on the spin also in absence of the externally applied static field. It is given by the $\lambda_+ - \lambda_-$ energy separation at $\omega_0 = 0$ as shown in Fig. 2(a). The $\mathbf{h}_s$ field is equivalent to the light shifts [57] and to the generalized Bloch-Siegert shifts [24]. Here it contains high order shifts due to the combined action of the harmonic driving fields. The synthetic field is generated by a nonlinear optical rectification process of the harmonic driving fields.

Within the Taylor expansion of Eq. 9, the first-order Jacobian matrix denoted as $\mathbf{g}$ is given by

$$g_{ij} = \left. \frac{\partial h_i}{\partial \omega_{0j}} \right|_{\omega_0=0}.$$  

(10)

This tensor produces a linear Zeeman effect and represents the generalization of the diagonal Landé g-factor introduced by [2]. Its modulus is schematically represented in Fig. 2(a). The g-factor as a second-order tensor appears in electron spin resonance in solids. There the tensor principal axes (tensor eigenstates) are determined by the local fields. Here the $\mathbf{g}$ principal axes define the basic spatial directions of the spin magnetic response. The $P_{ij}$ for $i = (1, 3)$, principal values (tensor eigenvalues) contain phases modifying the spin temporal evolution.

The Taylor expansion leads to the $\mathbf{f}$ second-order gradient tensor defined by

$$f_{ijk} = \left. \frac{\partial^2 h_i}{\partial \omega_{0j} \partial \omega_{0k}} \right|_{\omega_0=0}.$$  

(11)

This tensor corresponds to a nonlinear and anisotropic Zeeman effect. It is equivalent to the Hessian control for the spin response in [58] and in geophysics to the full gradient tensor of a magnetic field [59].

### III. Perturbative and Numerical Solutions

A perturbative approach allows us to derive in Subsections A and B general analytical expressions for the above defined quantities for generic $s_x$, $s_y$ time dependencies. In the following Sections we focus on the cosine driving and presents plots for the values of the components for effective and synthetic fields, $g$ and $f$ tensors. In that context the results of numerical solutions for the dual-dressing Hamiltonian are also presented.

#### A. Frequency-modulated rotating field

The case $\Omega_x \gg \Omega_y$ is considered here, always in the limit of a weak $\omega_0$ static field. The opposite case would just correspond to swapping the axis labels. We define the $x$ phase accumulated by the spin for a periodic $s_x(\tau)$ driving, more general than in Eq. 2

$$\varphi_x(\tau) = \Omega_x \int_0^\tau s_x(\tau') d\tau'.$$  

(12)

For a rotating dressing field the interaction representation in a frame rotating about the static field axis simplifies the description. For our case of weak static fields such usual RWA approximation is not valid. Therefore we introduce an interaction representation with respect to the strong $\Omega_x$ dressing field, the time evolution operator being factorized as

$$U(\tau) = e^{-i\varphi_x \sigma_z/2} U_I(\tau).$$  

(13)

This gauge transformation represents a unitary change to a reference frame rotating about the $x$ axis with a rotation angle presenting a non-trivial time dependence. For the $s_x$ sinusoidal time dependence, the rotation angle experiences a frequency-modulated rotation (FMR), as denoted in [60].

The $U_I$ time evolution is given by

$$i\dot{U}_I(\tau) = \frac{1}{2} e^{i\varphi_x \sigma_z/2} [\omega_x \cdot \sigma + \Omega_y s_y(\tau) \sigma_y] e^{-i\varphi_x \sigma_z/2} U_I(\tau).$$  

(14)

We apply the explicit expression for the exponentials of Pauli matrices, use the Baker-Cambell-Hausdorff relation, and manipulate the result with the commutation rules of those matrices. After this algebra the $U_I$ operator is rewritten as

$$i\dot{U}_I(\tau) = \frac{1}{2} [h_{FMR}(\tau) \cdot \sigma] U_I(\tau),$$  

(15)

with $h_{FMR}(\tau)$ given by
The vector $h_{FMR}(\tau)$ represents the time-dependent field acting on the spin in the FMR reference frame. Because both the $s_x(\tau)$ signal of Eq. (2) and the $\varphi_x(\tau)$ are periodic functions, also the $h_{FMR}$ vector is periodic.

The time evolution of Eq. (15) being periodic, the Floquet theorem allows us to write the $U_I(\tau)$ operator as

$$U_I(\tau) = e^{-iK(\tau)} e^{-i\Lambda \tau}$$

(17)

where the kick operator $K(\tau)$ is defined as in the modulated optical lattice descriptions [11,13]. The FMR kick operator is periodic and satisfies $K(0) = 0$. Because the $U(\tau)$ lab frame operator is derived from the $U_I(\tau)$ FMR frame operator using Eq. (13), the $\Lambda$ matrix of Eq. (17) is the stroboscopic operator introduced in Eq. (4).

B. First and second order solutions

The $U_I(\tau)$ evolution in the FMR frame allows us to derive from the time-dependent $h_{FMR}(\tau)$ of Eq. (16) an analytical expression of the effective static field $h$ defined in Eq. (4), always in the limit of both $\Omega_y$ and $\omega_0$ small parameters. From appropriate time averages of $h_{FMR}(\tau)$ of Appendix D we derive the first and second order perturbation $h$ expressions defined as

$$h \approx h^{(1)} + h^{(2)}.$$  

(18)

Using Eq. (D9) the first order, given by the $h_{FMR}(\tau)$ FMR time average, results

$$h^{(1)} = \left(\omega_{0y} \cos(\varphi_x(\tau)) + \omega_{0z} \sin(\varphi_x(\tau)) + \Omega_y \langle s_y \cos(\varphi_x) \rangle, \omega_{0z} \cos(\varphi_x(\tau)) - \omega_{0y} \sin(\varphi_x(\tau)) - \Omega_y \langle s_y \sin(\varphi_x) \rangle\right).$$

(19)

Using the $\alpha_n$ and $\beta_n$ definitions in Appendix Eqs. (41), we obtain the following first order synthetic field and g-tensor:

$$h^{(1)} = \Omega_y \begin{pmatrix} 0 \\ \text{Re}(\beta_0) \\ -\text{Im}(\beta_0) \end{pmatrix},$$

(20a)

$$g^{(1)} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \text{Re}(\alpha_0) & \text{Im}(\alpha_0) \\ 0 & -\text{Im}(\alpha_0) & \text{Re}(\alpha_0) \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & |\alpha_0| & 0 \\ 0 & 0 & |\alpha_0| \end{pmatrix},$$

(20b)

where $\tan \eta_0 = \text{Im}(\alpha_0)/\text{Re}(\alpha_0)$. At this order there is no contribution to $f$.

This $g^{(1)}$ expression represents a tensor non-diagonal and non-symmetric, corresponding to a contraction and rotation of the spin response. Its $P_{ij}$ ($i, j = 1, 3$) principal values are $[1, \text{Re}(\alpha_0) \pm i\text{Im}(\alpha_0)]$. These complex conjugates ones correspond to tensor eigenvectors in the $(y, z)$ plane experiencing different phase shift with respect to the dressing fields.

The second order synthetic field derived from Eq. (D10) contains a single component as

$$h^{(2)} = \frac{\Omega_y^2}{2} \begin{pmatrix} Q_x \\ 0 \\ 0 \end{pmatrix},$$

(21)

where

$$Q_x = \sum_{n \neq 0} |\beta_n|^2 - 2 \text{Re}(\beta_n^* \beta_n).$$

(22)

The second order expression of the g-tensor reads as

$$g^{(2)} = \frac{\Omega_y^2}{2} \begin{pmatrix} 0 & Q_{xy} & Q_{xz} \\ Q_{yx} & 0 & 0 \\ Q_{zx} & 0 & 0 \end{pmatrix},$$

(23)

where

$$Q_{xy} = 2 \text{Re} \left( \sum_{n \neq 0} \frac{\beta_n \alpha_n^* - \beta_n \alpha_n^*}{n} \right),$$

$$Q_{xz} = -2 \text{Im} \left( \sum_{n \neq 0} \frac{\beta_n \alpha_n^* - \beta_n \alpha_n^*}{n} \right),$$

$$Q_{yx} = 2 \text{Re} \left( \sum_{n \neq 0} \frac{\beta_n}{n} \right),$$

$$Q_{xx} = -2 \text{Im} \left( \sum_{n \neq 0} \frac{\beta_n}{n} \right).$$

(24)

At this order the $f^{(2)}_{i,j,k}$ tensor components, with $(i = x,y,z)$, are the following ones, respectively:

$$\begin{pmatrix} 0 & 0 & 0 \\ 0 & g_s & -g_c \\ 0 & g_c & g_s \end{pmatrix},$$

(25)

where

$$g_0 = \sum_{n \neq 0} \frac{|\alpha_n|^2 - 2 \text{Re}(\alpha_n^* \alpha_n)}{n},$$

$$g_c = -\text{Im} \left( \sum_{n \neq 0} \frac{\alpha_n}{n} \right),$$

$$g_s = \text{Re} \left( \sum_{n \neq 0} \frac{\alpha_n}{n} \right).$$

(26, 27, 28)

At this order the $f$ tensor components depend only on the strong field variables, as the $g$ tensor at the first order.
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plot. Notice that the numerical analysis does not provide the synthetic field information associated to the perturbation treatment. That figure evidences the periodic structures in the spin dynamic response to the dual dressing. In this strong regime the \( h_x \) value is comparable to \( h_z \), while \( h_y \) remains identically zero.

The first order g-tensor results

\[ g^{(1)} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & J_0(\Omega_z) & 0 \\ 0 & 0 & J_0(\Omega_x) \end{pmatrix} \]  

This diagonal \( g^{(1)} \), as in the original single dressing treatment of ref. [21], denotes that the tensor principal axes are parallel to the coordinate axes. Numerical results for \( J_0 \) Bessel dependence of the \( g^{(1)} \) on \( \Omega_x \) are shown in Fig. 4(a).

The \( \alpha_n \) and \( \beta_n \) dependencies on the Bessel functions of Eqs. 18 determine the \( Q_{ij} \) amplitudes of the \( g^{(2)} \) tensor components of Eq. 23. For the \( p = 1 \) harmonic the four components different from zero are plotted vs \( \Omega_x \) in Fig. 4(b), all of them ten times weaker than the first order. The plots evidence the non-symmetric form of the tensor. The \( g^{(1)} + g^{(2)} \) tensor three principal values are either all real or one real and two complex conjugates, as presented in Figs. 4(c) and (d). While for \( (p = 1, \Phi = 0) \) the three values are all real, the \( (\Omega_x, \Omega_y) \) region of complex values increases with \( \Phi \). For \( (p = 1, \Phi = \pi/2) \) the regions with two complex values are denoted in red in the 2D plot of Fig. 4(d). Notice that, from the physical point of view, the spin response should be symmetric by swapping \( \Omega_x \) and \( \Omega_y \). This symmetry does not appear in the Fig. 4(d) plot, because for each \( \phi \) phase the gauge transformation to the FMR reference frame leads to a different eigenvalue phase shift.

Fig. 5 reports the \( q_0 \) and \( q_z \) quantities of \( f^{(2)} \) components as derived in Eqs. 14, \( q_z \) being equal zero. At this perturbation level no dependence on \( \Omega_y \) is present. The nonlinear Zeeman contribution to the effective field assumes a maximum value \( \approx 0.5(\omega_{h} + \omega_{s}) \) for both diagonal and non-diagonal components of the tensor.

\[ h_x^{(1)} = \Omega_y J_\beta(\Omega_x) \left( \cos(\Phi) \frac{1+(-1)^p}{2} \right). \]
In order to present the role played by the initial phase ψ within the FMR gauge transformation. We examine the case of the dual dressing with
\[ s_x(\tau) = \cos(\tau + \psi), \]
\[ s_y(\tau) = \cos(p(\tau + \psi) + \Phi), \]  
(32)
with again Φ the relative phase between the drivings. An equivalent role of the initial phase occurs for the Floquet gauges of periodically driven optical lattices \[61\]. In addition, the \( \Omega_y = 0 \) case with the ψ phase not properly controlled describes all the single dressing atom experiments of refs. \[6, 8, 10, 12, 13, 16\].

The first order synthetic field is given by Eq. (20) with the following \( \beta_0 \) expression
\[ \beta_0 = \begin{cases} 
J_p(\Omega_x) \cos(\tilde{\Psi}) e^{-i\xi} \sin(\psi) & p \text{ even} \\
iJ_p(\Omega_x) \sin(\tilde{\Psi}) e^{-i\xi} \sin(\psi) & p \text{ odd} 
\end{cases}. \]  
(33)
For the \( g^{(1)} \) tensor we obtain
\[ g^{(1)} = \begin{pmatrix} 1 & 0 & 0 \\
0 & J_0(\Omega_x) & 0 \\
0 & 0 & J_0(\Omega_x) \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\
0 & \cos(\tilde{\Psi}) & -\sin(\tilde{\Psi}) \\
0 & \sin(\tilde{\Psi}) & \cos(\tilde{\Psi}) \end{pmatrix} \]  
(34)
where \( \tilde{\Psi} = \Omega_x \sin(\psi) \) and the tensor is written as the product of a contraction and a rotation. The non-diagonal matrix elements depending on the \( \psi \) parameter lead to complex principal values corresponding to phase rotations in the plane orthogonal to the single dressing field. As presented in the following Section the \( \psi \) phase modifies the detected spin evolution.

IV. SPIN EVOLUTION AND DETECTION

A. Micromotion

The dressing operation modifies mean value and time evolution of the spin components. These quantities are derived from the \( U(\tau) \) time evolution operator of Eq. (13) rewritten using Eq. (17) as
\[ U(\tau) = e^{-i\varphi_\tau \sigma_x / 2} e^{-iK(\tau)} e^{-iA \tau}. \]  
(35)
leading to the micromotion operator in the lab frame
\[ M(\tau) = e^{-i\varphi_\tau(\tau) \sigma_x / 2} e^{-iK(\tau)}. \]  
(36)
The \( K \) kick operator, as derived at the first order perturbation in Appendix \[F\] is the sum of two terms, one proportional to \( \omega_0 \), and the other to \( \Omega_y \). Therefore for all the single and dual dressing experiments performed so far with low values for those fields, the spin micromotion of Eq. (36) is dominated by the first term determined by the transformation to the FMR frame.

B. Expectation values

Using the Pauli matrix exponentiation and the effective field \( \Lambda \) expression of Eq. (8), the \( \sigma_x(\tau) \) operator be-
comes
\[
\sigma_x(\tau) = U(\tau) \sigma_x(0) U(\tau) \approx \left[ (1 - u_x^2) \cos \Omega_L \tau + u_x^2 \right] \sigma_x(0) + \left[ u_x u_y (1 - \cos \Omega_L \tau) - u_y \sin(\Omega_L \tau) \right] \sigma_y(0) + \left[ u_x u_z (1 - \cos \Omega_L \tau) + u_y \sin(\Omega_L \tau) \right] \sigma_z(0),
\]
(37)
where the kick operator contribution is neglected. A similar algebra derives the \( \sigma_y(\tau) \) and \( \sigma_z(\tau) \) evolutions. For an initial \( \langle \sigma_x(0) \rangle = 1 \) eigenstate, the spin expectation values, measured by the absorption or dispersion of lasers propagating along the Fig. 1 axis, are
\[
\langle \sigma_x(\tau) \rangle = (1 - u_x^2) \cos(\Omega_L \tau) + u_x^2,
\]
\[
\langle \sigma_y(\tau) \rangle = [u_y \sin \varphi_x + u_z \cos \varphi_x] \sin(\Omega_L \tau) + [u_x u_y \cos \varphi_x - u_x u_z \sin \varphi_x] (1 - \cos(\Omega_L \tau)),
\]
\[
\langle \sigma_z(\tau) \rangle = [u_y \sin \varphi_x + u_z \cos \varphi_x] \sin(\Omega_L \tau) + [u_x u_y \cos \varphi_x + u_x u_z \sin \varphi_x] (1 - \cos(\Omega_L \tau)),
\]
(38)
where \( \varphi_x(\tau) \) is given by Eq. (29). These expressions generalize the derivation in ref. [9]. The spin coherences contain two separate time dependencies, the \( \Omega_L \) frequency precession and a more complex micromotion one determined by the \( \cos(\varphi_x(\tau)) \) and \( \sin(\varphi_x(\tau)) \) functions at the harmonics of the driving frequency.

C. Detection in shifted cosine single dressing

The spin detection in the pioneer single dressing experiment by Landré et al. [7] highlights the role of the off-diagonal elements in the \( g \) tensor of Eq. (34). No phase control is applied to the dressing field, and that experiment is described by the shifted single cosine treatment of Sec. III C 2 with \( \Omega_y = 0 \). With the \( \langle \sigma_x(0) \rangle = 1 \) mercury atoms prepared initially, at \( t = 0 \) time a weak \( \omega_0 y \neq 0 \) magnetic field is switched on. No synthetic field is created because \( \Omega_y = 0 \). The effective field \( \mathbf{h} \) vector derived from Eq. (34) is
\[
\mathbf{h} = \begin{pmatrix} 0 \\
\omega_0 y J_0(\Omega_x) \cos(\Omega_x \sin(\psi)) \\
\omega_0 y J_0(\Omega_x) \sin(\Omega_x \sin(\psi)) \end{pmatrix},
\]
(39)
leading to \( \Omega_L = \omega_0 y |J_0(\Omega_x)| \) and to the \( \mathbf{u} \) orientation vector
\[
\mathbf{u} = \begin{pmatrix} 0 \\
\text{sgn}(J_0) \cos(\Omega_x \sin(\psi)) \\
\text{sgn}(J_0) \sin(\Omega_x \sin(\psi)) \end{pmatrix},
\]
(40)
with no dependence on the static field. Using Eqs. (C5) for dealing with the \( \cos(\varphi_x(\tau)) \) and \( \sin(\varphi_x(\tau)) \) of Eqs. (38), we obtain
\[
\langle \sigma_x(\tau) \rangle = \cos(\Omega_L \tau),
\]
\[
\langle \sigma_y(\tau) \rangle = \sin(\Omega_L \tau) \sin(\Omega_x \sin(\tau + \psi))
\]
\[
= 2 \sin(\Omega_L \tau) \left[ J_1 \sin(\tau + \psi) + J_3 \sin(3\tau + 3\psi) + \ldots \right],
\]
\[
\langle \sigma_z(\tau) \rangle = -\sin(\Omega_L \tau) \cos(\Omega_x \sin(\tau + \psi))
\]
\[
= -\sin(\Omega_L \tau) \left[ J_0 + 2J_2 \cos(2\tau + 2\psi) + \ldots \right].
\]
(41)
The \( J_0 \) response in \( \langle \sigma_x(\tau) \rangle \) is produced by the \( \cos(\varphi_x(\tau)) \) dependence, as pointed out in [10]. In the Landré et al. [7] experiment the oscillations at the frequency \( \Omega_L \) of the \( \langle \sigma_x(\tau) \rangle \) and \( \langle \sigma_y(\tau) \rangle \) spin components are detected by probe beam propagating along those axes of Fig. 1. The \( xz \) plane spin evolution follows an ellipse contracted by \( J_0(\Omega_x) \) on one axis. Within that \( \Omega_L \) detection, the \( g \) tensor non-diagonal form of Eq. (34) does not play any role. In a detection sensitive to the sideband frequencies, the \( \psi \) dependence of the non-diagonal tensor terms, and also the micromotion contributions, can be detected. For an arbitrary static field orthogonal to the dressing \( x \) axis, an ellipse evolution takes place on the plane perpendicular to the static field. Such evolution matches the uniaxial cylindrical symmetry associated to the single dressing.

D. Detection in dual dressing

In ref. [21] the dual dressing is tested for optically pumped Cs atoms. Because the detection is synchronized by the \( x \) dressing field and the \( \Omega_x \) phase is fixed in the experiment, the system is described by the sinusoidal laws of Eq. (2). Optical pumping along the \( x \) axis and synchronous with the \( \Omega_L \) precession frequency is applied to the spins. Faraday detection of a probe beam propagating on the \( x \) axis of Fig. 1 monitors the \( \langle \sigma_x(\tau) \rangle \) time response at that frequency. Therefore the \( \Omega_L \) dressed Larmor frequency and the \( P_x \) peak amplitude of a signal proportional to the \( \Omega_L \) component of \( \langle \sigma_x(\tau) \rangle \) are measured. We examine here the \( p = 1 \) dual dressing detection at fixed values of \( \Omega_x, \Omega_y \) and \( \omega_0 z \), as a function of an \( \omega_0 x \) applied field. At the first perturbation order this field plays a dual role. It modifies \( \Omega_L \), given by
\[
\Omega_L^{(1)}(\omega_0 x) = \sqrt{\omega_0 x^2 + \left( J_0(\Omega_x) \omega_0 z + J_1(\Omega_x) \Omega_y \sin(\Phi) \right)^2},
\]
(42)

Figure 6. The \( \Omega_L \) Larmor frequency (left axis) and the \( P_x \) peak of the \( \Omega_L \) oscillating Faraday signal peak (right axis) vs the applied \( \omega_0 x \) magnetic field measured in the Cs dual dressing experiment [21]. Parameters: \( \omega_0 x = 0.199(2), \Omega_x = 1.833(5), p = 1, \Omega_y = 0.0118(1), \) and \( \Phi = \pi/2 \).
and the \textbf{\textit{u}} spatial orientation, given by
\[
\textbf{\textit{u}} = \frac{1}{\Omega_L^{(1)}} \begin{pmatrix} \omega_0x \\ 0 \\ J_0(\Omega_x)\omega_{0z} + J_1(\Omega_x)\Omega_y \sin(\Phi) \end{pmatrix}. \quad (43)
\]

The Faraday detection signal monitors the following \( \langle \sigma_x(\tau) \rangle \) derived from Eq. (38):
\[
\langle \sigma_x(\tau) \rangle = A_x \cos(\Omega_L \tau) + \left( \frac{\omega_0x}{\Omega_L} \right)^2, \quad (44)
\]
with the \( A_x \) oscillation amplitude
\[
A_x = \left[ 1 - \left( \frac{\omega_0x}{\Omega_L} \right)^2 \right]. \quad (45)
\]

The measured \( \Omega_L \) Larmor frequency and \( P_x \) value proportional to \( A_x \) are plotted in Fig. 6 vs the applied \( \omega_0x \) field, for the experimental parameters in the figure caption. The \( \Omega_L \) dependence is well fitted by Eq. (12). The Lorentzian shaped decrease of \( P_x \) with \( \omega_0x \), observed in the experiment but not carefully measured, is produced by the change in the spin precession plane orthogonal to the \( \textbf{\textit{u}} \) orientation vector as modified by \( \omega_0x \). These results demonstrate the triaxial symmetry of the spin response.

The micromotion does not appear on the experimental observed \( \langle \sigma_x(t) \rangle \) signal. Eqs. (38) show that it can be monitored detecting the orthogonal spin components.

V. DUAL DRESSING APPLICATIONS

The control provided by the dual dressing leads to quantum technology advances in a variety of experimental configurations. Different ones are presented here, based on the flexible effective field tuning in amplitude and direction, for either one or two different spins.

A. Increased magnetic response

Because in magnetic resonance and other spectroscopic techniques the detection sensitivity increases with the spin precession frequency, it is important to increase, at a given real static magnetic field, the \( \Omega_L \) Larmor frequency. This result, implemented by the dual dressing, is measured by the following \( a\Omega_L \) accelerated Larmor frequency:
\[
a\Omega_L = \frac{\Omega_L}{\omega_0}, \quad (46)
\]
equal to one in the absence of the dressing. Owing to the periodic structure of the eigenfrequency Brillouin zones, the maximum allowed \( \Omega_L \) value is one. Therefore in the low magnetic field range of our interest \( a\Omega_L \) becomes quite large. As shown in the numerical data of Fig. 7(a), for \( p = 3 \), \( \omega_0z = 0.001 \) and a proper choice of the \( (\Omega_x, \Omega_y) \) values, \( a\Omega_L \) reaches a maximum value around one thousand as allowed by the Brillouin zone boundary. Such high frequency response leads to a very high sensitivity in the spin detection. Brillouin zone boundary ratios are reached for all the \( \omega_0z \) values. A \( p = 3 \) perturbation treatment produces the \( a\Omega_L \) of Fig. 7(b) with a maximum value at \( \Phi = \pi/2 \). The \( \Phi \) phase dependence of the perturbation treatment applies also to the strong dressing regime. For each phase the maximum is obtained at different dressing parameters. Similar periodic maxima appear also for the \( p = 1 \), \( \Omega_x = \Omega_y \) and \( \Phi = \pm \pi/2 \) rotating dressing case where the Larmor frequency is determined by the effective field in the rotating frame. They are originated by the folding of the dressed Larmor frequency into the periodic Brillouin structure.

In atomic interferometry experiments with a Stern-Gerlach deflection, a magnetic field gradient splits the particles into spatially separated paths, for instance see [62]. The accelerated dressed Larmor frequency may be used to increase that deflection owing to the modified linear Zeeman splitting. This occurs when the bare Landé \( g \)-factor, equal one in our units, is replaced by a large principal value of the \( g \)-tensor. Such case is presented in Fig. 8 for the caption parameters. The absolute principal value of \( P_{01} \) (the largest one) increases for dressing parameters close to a transition from one real and two complex conjugates to three real ones, as those plotted in Fig. 4(c). The four
times increase produced by the dual-dressing increase is certainly useful in experiments as that quoted above. The effective negative sign of the effective Landé g-factor should be no problem for the experimentalists. In an experimental implementation, because the remaining $g$-tensor principal values remain around one or below, the dressing fields should be oriented in space in order to align the principal axis of interest with the experimentally applied Stern-Gerlach magnetic gradient.

B. Magnetic field compensation

We target here the compensation of a static field arbitrarily oriented in space by generating an opposite sign synthetic magnetic field. 3D compensation is expressed by the following expression:

$$\Omega_L = 0,$$

or equivalently

$$h_x = h_y = h_z = 0.$$  \hspace{1cm} (48)

Instead for 2D or 1D we impose $h_i = 0$ for the required dimensions. Compensations of 3D and 2D magnetic fields are required in high resolution experiments. For instance, in interferometric investigations with artificial or natural atoms as in \cite{63, 64}, the fine tuning of the magnetic response with a controlled compensation on different spatial directions produces a higher precision.

Nearly periodic zero values of the Lambor frequency appear in Figs. 2(a) and 7(a). From the $h^{(1)}_s, g^{(1)}$ expressions of Eqs. (30) and (31) we derive that the applications of dressing fields along the three spatial directions produce the compensation of an arbitrary magnetic field configuration. However the action of several strong dressings cannot be handled by a perturbation approach, and numerical solutions are required.

A more ambitious goal, denoted as second order magic compensation or magic shield, is to produce a reduced sensitivity to fluctuations of the dressing field or of the magnetic field, respectively, \cite{34, 35, 65–69}. These magic solutions are obtained by solving Eqs. (48), and simultaneously imposing zero values for their derivatives with respect to the compensation parameter/s. Second-order magic dressing requires a nonlinear dependence on the control parameters, for instance through the Bessel functions for the dressing Rabi frequencies. Nonlinear dependencies on the static magnetic fields appear at the second and higher order perturbation treatments.

We derive here the dressing parameters realizing a 2D magic compensation for the $^{87}$Rb atomic chip studies of refs. \cite{70, 71} for an applied 300 $\mu$T field. There the target was to reduce the transverse fields from the $0.3 \mu$T range into the nT one. For such 2D compensation, an $\Omega_x$ dressing field is applied parallel to the non-compensated $\omega_{0z}$ field. Within the first-order perturbation treatment we derive that $h^{(1)}_z = 0$ effective synthetic field is produced by a properly chosen $\Omega_{g_{\mu}} \cos(5\tau + \pi/2)$ driving. Instead $h^{(1)}_y = 0$ is reached adding a properly chosen $\Omega_{g_{\mu}} \cos(6\tau)$ dressing, these high harmonics being useful for the $\Omega_x$ magic compensation. Up to the second order
perturbation level the 2D compensation is given by
\[ h_y = J_0(\Omega_y)\omega_y^0 + J_0(\Omega_x)\omega_0h \\
+ \frac{1}{2}Q_{xy}(\Omega_y)\Omega_y\omega_0h + 2q_4(\Omega_x)\omega_0h\omega_yh = 0, \]
\[ h_z = J_0(\Omega_z)\omega_z^0 + J_0(\Omega_x)\omega_0z \\
+ \frac{1}{2}Q_{xz}(\Omega_x)\Omega_z\omega_0z + 2q_4(\Omega_x)\omega_0z\omega_0z = 0. \tag{49} \]

The second order contributions to these effective fields are greatly reduced by choosing a large dressing frequency, for instance 30 times greater than the bare Larmor frequency, i.e., \( \omega_{0x} = 0.1 \). The above equations contain a nonlinear dependence on the \( \Omega_x \) dressing field and therefore allow a magic compensation for that parameter, as presented in Fig. 9. The above equations not containing a nonlinear dependence on the \( (\omega_{0y}, \omega_{0z}) \) parameters, don’t support transverse field magic fluctuation shields. For those parameters as well for the \( (\Omega_{y}, \Omega_{z}) \) ones, magic compensations can be determined by numerical analyses. Multiple harmonic driving produces interesting compensation schemes to be explored.

\[ C. \text{ Inhomogeneous dressing} \]

A spatial gradient of the dressing field can increase the forces on the spins using an inhomogeneous oscillating field as for trapped ions in \[72,\ 73\] and as for the Cs experiments \[21,\ 74\] where we tested the dual dressing. Therefore the magnetometry applications with \( \Omega_x \) deliberately spatially dependent can be enlarged by the dual dressing configuration. Such spatial distribution is more easily realized by operating on the position dependence of a weak field tuning the dressing of the strong one. The atomic trapping with spatially inhomogeneous radiofrequency potentials, reviewed in \[75\], can produce new spatial configuration by replacing the single dressing by the dual one.

\[ VI. \text{ CONCLUSION AND OUTLOOK} \]

For a spin one-half system in presence of an arbitrary static magnetic field, we study the dual dressing by a primary field and a secondary one oscillating at a harmonic frequency. Within a perturbative treatment the secondary field acts as a tuning of the first strong dressing. The two fields play an equivalent role in numerical analyses. The dual dressing introduces a very rich dynamics into a quantum system. The standard spin Larmor precession around the external static field is replaced by a dressed Larmor precession, whose frequency is controlled by the dressing fields. We present dressing parameters where that frequency is, under proper conditions, either increased one thousand times or decreased down to zero. These conditions are reached in experiments operating with nT static fields, applying electromagnetic fields whose frequency, amplitude and phase are accessible experimentally. In magnetic resonance, i.e., the dressing by a rotating field, a resonant field creates in the rotating frame a spin precession around the rotating field with frequency determined by the rotating field amplitude. The dual dressing extends that feature to an arbitrary spatial orientation of the spin, and also leads to a precession frequency as large as the electromagnetic field frequency. In addition our non-resonant dressing acts not only on the resonant species, but on all spin species of the sample, as for the investigated two-species case.

The generalization of the dressed atom to the dual driving configuration enriches the spin control, produces features useful to several quantum control directions and enables new quantum technology explorations. The effective/fictitious fields, providing a simple and direct access to the qubit control, represent the dual-dressing handle. The commensurable and low harmonic driving is a key component of its great impact on the spin dynamics. For an initially symmetric spin system, the triaxial response created by the dual dressing introduces a controlled anisotropy, where the effective field orientation is the anisotropy helm. These characteristics apply also to a multiple harmonic dressing, as from a straightforward extension of our theoretical treatment.

As for other modulated systems, the micromotion represents an essential component of the spin dynamics under dual dressing driving. Its main component is associated to the FMR frame transformation, with an additional component produced by the kick operator. The influence of the kick operator can be neglected operating at low static field, as for all dressing experiments so far. The micromotion produces additional high harmonic components, easily separated by performing a spectral analysis of the detected experimental signal. This spectral separation allows an employ of the micromotion components to enhance the fidelities of quantum gates based on dual-dressed qubits, as performed for the trapped ions qubits, see \[76\] and references therein.

We have presented several dual dressing applications in spectroscopy, atomic physics, quantum simulation and computation. For spectroscopy, the controlled increase of the Larmor frequency shifts the spin detection towards higher frequencies, where the experimental sensitivity is larger. On the opposite direction, in atomic physics experiments as atom chips or atomic interferometers the externally applied magnetic field should be compensated in order to improve the experimental precision. Under the combined action of even and odd harmonics in the secondary dressing field, the synthetic field reduces drastically the magnetic splittings in all chosen directions.

For spintronics, the dual-dressing can be applied to artificial atoms, where the energy splittings produced by
the solid host are equivalent to static magnetic fields here considered. Our scheme leads to a control of those energy splitting, to be increased or compensated. A wide range of g-factor anisotropies appears in solid state physics, from less than one percent in nitrogen-vacancy colour centres for precision magnetic sensors [77–79], up to thirty percent in InSb quantum wells for topological quantum computing [80]. The bichromatic dressing can be used either to compensate the Landé g-factor anisotropy for higher precision magnetic sensors, or to increase the anisotropy and therefore the topological importance of the material.

The results of our perturbative and numerical treatments evidence the presence of symmetries for the eigenvalues and the effective/synthetic fields. These symmetries depend on harmonic order and dressing phase. In [81] the group theory of the dynamical symmetries in periodic Floquet systems is applied to the nonlinear harmonic generation. Those group operations, as rotations, reflection and different symmetries, as inversion, spatiotemporal or spatial only, should be used to analyze the response of a dual-dressed spin for a wider parameter range.

Owing to the easy experimental implementation of the double dressing, the introduction of another handle, as the time dependence of the dressing field amplitudes, with properly designed adiabatic or superadiabatic temporal evolutions, can be used to produce new quantum superposition states. On a different direction, the application of a sinusoidal modulation to the dressing fields can open new directions for the dynamical driving of ultracold atoms in optical lattices.
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Appendix A: Numerical solution

The numerical solution of the Floquet matrix requires the propagation of the operator $U(\tau)$ from $\tau = 0$ to $\tau = 2\pi$, then the diagonalization of $U(2\pi) = e^{-12\pi A}$ [2], leading to

$$U(2\pi)|\lambda_{\pm}\rangle = e^{-12\pi \lambda_{\pm}}|\lambda_{\pm}\rangle,$$

(A1)

with $\lambda_{\pm}$ eigenvalues and the Floquet $A$ matrix

$$A = \sum_{j=\pm} \lambda_{j} |\lambda_{j}\rangle \langle \lambda_{j}|.$$  

(A2)

The components of the vector $h$ are obtained as

$$h_{j} = \text{trace} (A\sigma_{j}), \quad j = x, y, z.$$ (A3)

Appendix B: FMR Floquet-Magnus expansion

The Magnus expansion writes in an exponential form the time evolution operator of a linear system [82]. When applied to the FMR $U_{t}$ time evolution operator of Eq. (13) under a generic $H_{1}$ Hamiltonian

$$i\dot{U}_{t}(\tau) = H_{1}(\tau) U_{t}(\tau),$$ (B1)

it parametrizes the operator as

$$U_{t}(\tau) = e^{-iW(\tau)}.$$ (B2)

This leads for the $W(\tau)$ exponent

$$W(\tau) = H_{1}(\tau) + \frac{i}{2}[W(\tau), H_{1}(\tau)] + \ldots$$ (B3)

If $H_{1}(\tau)$ is “small” , i.e., $H_{1} \rightarrow \epsilon H_{1}$ for a small $\epsilon$, expressing $W = \epsilon W_{1} + \epsilon^{2} W_{2} + \ldots$ one finds for the first terms

$$W_{1}(\tau) = \int_{0}^{\tau} H_{1}(\tau_{1}) d\tau_{1},$$

$$W_{2}(\tau) = -\frac{i}{2} \int_{0}^{\tau} d\tau_{1} [H_{1}(\tau_{1}), W_{1}(\tau_{1})].$$ (B4)

Within the Fourier description of Eq. (17), the Magnus expansion is applied to the $K$ and $\Lambda$ exponents. Letting $H \rightarrow \epsilon H$ as above, we write $K(\tau) = \epsilon K_{1}(\tau) + \epsilon^{2} K_{2}(\tau) + \ldots$ and $\Lambda = \epsilon \Lambda_{1} + \epsilon^{2} \Lambda_{2} + \ldots$. Thus the following formulas are obtained:

$$A_{1} = \frac{1}{2\pi} \int_{0}^{2\pi} H_{1}(\tau)d\tau,$$

$$K_{1}(\tau) = \int_{0}^{\tau} H_{1}(\tau')d\tau' - \tau A_{1},$$

$$A_{2} = -\frac{i}{4\pi} \int_{0}^{2\pi} [H_{1}(\tau') + A_{1}, K_{1}(\tau')]d\tau,$$

$$K_{2}(\tau) = -\tau A_{2} - \frac{i}{4\pi} \int_{0}^{\tau} [H_{1}(\tau') + A_{1}, K_{1}(\tau')]d\tau.$$ (B5)

Appendix C: Fourier expansions of the driving

In order to simplify the mathematical derivations, we introduce few time-dependent functions. For a generic accumulated phase introduced by Eq. (12), more general than the sinusoidal one, we define the functions $(\phi_{0} = \cos \varphi_{x}, s_{0} = \sin \varphi_{x})$, $(c_{1} = s_{y} \cos \varphi_{x}, s_{1} = s_{y} \sin \varphi_{x})$ and $(\alpha_{n}, \beta_{n})$ given by

$$e^{i\varphi_{x}(\tau)} \equiv c_{0}(\tau) + i s_{0}(\tau) = \sum_{n=-\infty}^{+\infty} \alpha_{n} e^{i n \tau},$$

$$s_{y}(\tau) e^{i\varphi_{x}(\tau)} \equiv c_{1}(\tau) + i s_{1}(\tau) = \sum_{n=-\infty}^{+\infty} \beta_{n} e^{i n \tau},$$ (C1)
From the definition, $|\alpha_0| \leq 1$ is easily derived.
In addition we introduce $C_i(\tau)$, $S_i(\tau)$ as the primitives of the lower case functions, respectively, as
\[
\int_0^{\tau} e^{i\varphi_x(\tau')} d\tau' = C_0(\tau) + i S_0(\tau) \\
= \alpha_0 \tau - i \sum_{n \neq 0} \alpha_n \frac{e^{i n \tau} - 1}{n} (\tau) \quad \text{(C2a)}
\]
\[
\int_0^{\tau} s_0(\tau') e^{i \varphi_x(\tau')} d\tau' = C_1(\tau) + i S_1(\tau) \\
= \beta_0 \tau - i \sum_{n \neq 0} \beta_n \frac{e^{i n \tau} - 1}{n} \quad \text{(C2b)}
\]
Explicitly we obtain
\[
C_0 = \text{Re}(\alpha_0) \tau + \sum_{n \geq 1} \left[ \frac{\text{Im}(\alpha_n - \alpha_{-n})}{n} (\cos(n \tau) - 1) + \frac{\text{Re}(\alpha_n + \alpha_{-n})}{n} \sin(n \tau) \right] \quad \text{(C3)}
\]
\[
S_0 = \text{Im}(\alpha_0) \tau + \sum_{n \geq 1} \left[ -\frac{\text{Re}(\alpha_n + \alpha_{-n})}{n} (\cos(n \tau) - 1) + \frac{\text{Im}(\alpha_n - \alpha_{-n})}{n} \sin(n \tau) \right] \quad \text{(C4)}
\]
and similar expression for $C_1$ and $S_1$ replacing $\alpha_n$ by $\beta_n$.

For the cosine signal drivings of Eq. 2 and the sinusoidal accumulated phase of Eq. 12 we obtain
\[
e^{i \varphi_x(\tau)} = \cos(\varphi_x(\tau)) + i \sin(\varphi_x(\tau)) = \sum_n J_n(\Omega x) e^{i n \tau}, \quad \text{(C5)}
\]
where $J_n$ are the Bessel functions of first kind. Therefore the $\alpha_n$ and $\beta_n$ functions become
\[
\alpha_n = J_n(\Omega x), \\
\beta_n = \frac{1}{2} (e^{i \phi} J_{n-p}(\Omega x) + e^{-i \phi} J_{n+p}(\Omega x)). \quad \text{(C6)}
\]
The $c_0$ and $s_0$ functions become
\[
c_0(\tau) = J_0(\Omega x) + 2 \sum_{n \geq 1} J_{2n}(\Omega x) \cos(2n \tau), \quad \text{(C7)}
\]
\[
s_0(\tau) = 2 \sum_{n \geq 0} J_{2n+1}(\Omega x) \sin((2n + 1) \tau), \quad \text{(C8)}
\]
and the $c_1$ and $s_1$ functions become
\[
2c_1(\tau) = \cos \Phi(J_{-p} + J_p) + \sum_{n \geq 1} \left[ -\sin \Phi(J_{n-p} - J_{n+p}) \sin(n \tau) + \cos \Phi(J_{n-p} + J_{n+p}) \cos(n \tau) \right], \\
\]
\[
2s_1(\tau) = \sin \Phi(J_{-p} - J_p) + \sum_{n \geq 1} \left[ \cos \Phi(J_{n-p} - J_{n+p}) \sin(n \tau) + \sin \Phi(J_{n-p} + J_{n+p}) \cos(n \tau) \right], \quad \text{(C9)}
\]
where, here and also in the following, all the Bessel functions are calculated at the $\Omega x$ value. The primitive functions become
\[
C_0(\tau) = J_0 \tau + \sum_{n \geq 1} (J_{2n}/n) \sin(2n \tau), \\
S_0(\tau) = 2 \sum_{n \geq 0} (J_{2n+1}/(2n + 1))(1 - \cos((2n + 1) \tau),
\]
\[
2C_1(\tau) = \cos \Phi(J_{-p} + J_p) + \sum_{n \geq 1} \left[ -\sin \Phi(J_{n-p} - J_{n+p}) \sin(n \tau) + \cos \Phi(J_{n-p} + J_{n+p}) \cos(n \tau) \right], \\
2s_1(\tau) = \sin \Phi(J_{-p} - J_p) + \sum_{n \geq 1} \left[ \cos \Phi(J_{n-p} - J_{n+p}) \sin(n \tau) + \sin \Phi(J_{n-p} + J_{n+p}) \cos(n \tau) \right]. \quad \text{(C10)}
\]

Appendix D: FMR effective fields

To handle the $\Omega x$ dressing through the FMR gauge transformation, we examine here the action of $\Omega y s_y(t)$ and $\omega_0$ on the spin evolution applying the Magnus perturbation approach. Using the functions defined by Eqs. (C1) we write the $h_{FM R}$ of Eq. (10) as
\[
h_{FM R}(\tau) = \Omega y \left( \begin{array}{ccc} 0 & 0 & 0 \\ 1 & c_1 & 0 \\ -s_1 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} \omega_{0x} \\ \omega_{0y} \\ \omega_{0z} \end{array} \right) \\
= h_{FM R}^{FM R}(\tau) + g_0(\tau)\omega_0, \quad \text{(D1)}
\]
with the $3 \times 3$ $g_0(\tau)$ matrix determining the static field contribution in analogy to the effective field perturbation expansion.

We define the $H^{FM R}$ vector as definite integral of $h_{FM R}$
\[
H^{FM R}(\tau) = \int_0^\tau h_{FM R}(\tau') d\tau'. \quad \text{(D2)}
\]
For the $h_{FM R}(\tau)$ and $H^{FM R}(\tau)$ quantities, also the mean values over the $(0, 2\pi)$ interval are required and denoted in the following as $\langle h_{FM R} \rangle$ and $\langle H^{FM R} \rangle$, respectively. Notice
\[
H^{FM R}(2\pi) = 2\pi \langle h_{FM R} \rangle, \quad \text{(D3)}
\]
and the following connection between mean values:
\[
\langle \tau h_{FM R} \rangle = 2\pi \langle h_{FM R} \rangle - \langle H^{FM R} \rangle. \quad \text{(D4)}
\]
Similarly for $H_{FMR}^{\tau}$, using the functions of Eqs. (C2) we write

$$H_{FMR}^{\tau} = \Omega_y \left( \begin{array}{ccc} 0 & \tau & 0 \\ C_1 & 0 & 0 \\ -S_1 & 0 & 0 \end{array} \right) \left( \begin{array}{c} \omega_{0x} \\ \omega_{0y} \\ \omega_{0z} \end{array} \right)$$

Again with the $G_0(\tau) \times 3 \times 3$ matrix characterising the static field dependence.

Replacing the above FMR quantities within the Fourier-Magnus expansions of Eqs. (D5), we find

$$\Lambda_{\text{Fourier-Magnus expansions}}$$

From the above expressions the first and second order correction results

$$A_1 = \frac{1}{2} \langle h_{FMR} \times H_{FMR} \rangle \cdot \sigma,$$ (D6)

$$K_1(\tau) = \left[ \frac{1}{2} \int_0^\tau h_{FMR}(\tau') d\tau' - \tau \frac{1}{2} \langle h_{FMR} \rangle \right] \cdot \sigma$$

Replacing these quantities within the $A_2$ expression of Eqs. (B5) and using the Eqs. (D3) and (D4), the second order correction results

$$A_2 = \frac{1}{4} \langle h_{FMR} \times H_{FMR} \rangle \cdot \sigma,$$ (D8)

From the above $A_1$ and $A_2$ expressions the first and second order effective fields of Eq. (18) result

$$h \approx h^{(1)} + h^{(2)} = \langle h_{FMR} \rangle + \frac{1}{2} \langle h_{FMR} \times H_{FMR} \rangle.$$ (D9)

Using the expressions of Eqs. (D1) and (D5) and performing some algebra, the second order contribution is rewritten as

$$h^{(2)} = \frac{1}{2} \langle h_{0}^{FMR} \times H_{0}^{FMR} \rangle$$

where the three lines give the contributions of Eqs. (21), (23) and (25), respectively.

**Appendix E: Cosine second order perturbation**

The $Q_x$ amplitude of the synthetic field $h_{syn}^{(2)}$ is derived from Eq. (22) inserting the cosine driving $\beta_n$ expressions of Eqs. (C6). It results

$$Q_x = -\frac{J_p}{2} \left( 1 + (-1)^p \cos(2\Phi) \right) \sum_{n \geq 1} \frac{J_{n+p} - J_{n-p}}{n}$$

For the $g^{(2)}$ tensor components of Eq. (23), inserting the $\alpha_n$ and $\beta_n$ expressions quoted above one finds

$$Q_{xy} = (A + B) \cos(\Phi),$$

$$Q_{xz} = -(A - B) \sin(\Phi),$$

$$Q_{yz} = C \cos(\Phi),$$

$$Q_{zx} = -D \sin(\Phi),$$ (E2)

where

$$A = \sum_{n \neq 0} \frac{1}{n} \langle J_{n+p} J_n - J_n J_{-p} - J_0 J_{n-p} \rangle,$$ $$B = \sum_{n \neq 0} \frac{1}{n} \langle J_{n+p} J_n - J_n J_{p} - J_0 J_{n+p} \rangle,$$ $$C = \sum_{n \geq 1} \frac{1}{n} \langle J_{p+n} - J_{p-n} + J_{n-p} - J_{n+p} \rangle,$$ $$D = \sum_{n \geq 1} \langle J_{p+n} - J_{p-n} + J_{n+p} + J_{p-n} \rangle.$$ (E3)

Finally from $(\alpha_n, \beta_n)$ Bessel function dependencies we obtain for the $f^{(2)}$ components of Eqs. (26)

$$q_c = 0,$$ $$q_s = \sum_{n=0}^{+\infty} J_{2n+1},$$ $$q_0 = -J_0 q_s.$$ (E4)

**Appendix F: Kick operator**

The kick operator $K_1$ given in Eq. (D7) at the first perturbation order is rewritten inserting Eq. (D5) for the $H_{FMR}$ vector and deriving $\langle h_{FMR} \rangle$ from Eq. (D1). It leads to

$$K_1(\tau) = \frac{\Omega_y}{2} \left( \begin{array}{ccc} 0 & \tilde{C}_1 & 0 \\ C_1 & -\tilde{S}_1 & 0 \\ 0 & 0 & \tilde{S}_0 \end{array} \right) \cdot \sigma + \frac{1}{2} \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & \tilde{C}_0 & \tilde{S}_0 \\ 0 & 0 & \tilde{S}_0 \end{array} \right) \langle h_{0}^{FMR} \rangle \cdot \sigma,$$ (F1)

where for the cosine driving the following combined $(\tilde{C}_1, \tilde{S}_1)$ functions are introduced:

$$\tilde{C}_0(\tau) = \sum_{n \geq 1} J_{2n+1} / n \sin(2n\tau),$$

$$\tilde{S}_0(\tau) = 2 \sum_{n \geq 0} \left( J_{2n+1} / (2n+1) \right) (1 - \cos((2n+1)\tau),$$

$$\tilde{C}_1(\tau) = C_1 - \tau (c_1) = C_1 - \tau \text{Re}(\beta_0),$$

$$\tilde{S}_1(\tau) = S_1 - \tau (s_1) = S_1 - \tau \text{Im}(\beta_0),$$ (F2)

and

$$\beta_0 = \cos(\Phi)(J_p + J_{-p}) - i \sin(\Phi)(J_p - J_{-p}).$$ (F3)

For the class of single cosine dressing experiments as the original one by Landré et al. [7] where $\Omega_y = 0$ and...
\( \omega_{kz} = \omega_{0z} = 0 \), the above kick operator reduces to
\[
K_1(\tau) = \frac{1}{2} \omega_{0y} (\tilde{C}_0 \sigma_y - \tilde{S}_0 \sigma_z). \tag{F4}
\]

For the Cs dual cosine dressing experiment of [21] where \( \omega_{0y} = 0 \), the above kick operator reduces to
\[
K_1(\tau) = \frac{\Omega_y}{2} (\tilde{C}_1 \sigma_y - \tilde{S}_1 \sigma_z) + \frac{\omega_{0z}}{2} (\tilde{S}_0 \sigma_y + \tilde{C}_0 \sigma_z). \tag{F5}
\]

For all these experiments operating with low \( \Omega_y \) and \( \omega_0 \) values, the spin micromotion of Eq. (36) is dominated by the first term due to the transformation to the FMR frame.
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