Photogrammetry has been widely used for acquiring field data, which has much more better spatial resolution than remote sensing. Also, close range aerial photogrammetry by using unmanned platforms is a new concept considering other techniques and methods. Using that technique is mainly based on the necessity for low-cost platforms, rapid results, high positioning accuracy and less labor effort in the field.

In this study, we evaluate the positioning accuracy of UAV based photogrammetry with conventional observation techniques in a sample area. Our main motivation is to examine if the final model of a low altitude UAV can reach the positioning accuracy of conventional observation techniques, especially in residential regions. For this purpose, we evaluate the results of 3 separate photogrammetric flights in a pre-observed field. Results indicate that low-altitude UAV flights can provide high accuracy both in 2D and 3D positioning in residential and densely constructed areas.
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**INTRODUCTION**

Photogrammetry has been widely used for acquiring field data, which has much more better spatial resolution than remote sensing. Also, close range aerial photogrammetry by using unmanned platforms is a new concept considering other techniques and methods. Using that technique is mainly based on the necessity for low-cost and less labor applications. Aim is to extract geo-referenced information of the interested objects and/or regions in a wide range of data diversity by automated processing with the help of stereo aerial imagery [1-7].

Considering the aim and purpose, model from a UAV flight can procure accurate data in a wide range of small to large scaled projects (Fig. 1) [1, 4]. In this concept, requirement and applications of UAV photogrammetry vary from agriculture to forestry, archeology, geology and even specific activities like measurement of the tree heights for monitoring the development of the forestland, soil displacement and such civil engineering applications [1-6, 8].

Nowadays, there are several types of those UAV platforms (fixed or rotary wings, etc.) with mounted digital sensors for different purposes that allow to model ground truth by using multiple scene data in a short-time window. Also, UAVs for photogrammetric applications generally include a GNSS (Global Navigation Satellite System) sensor combined with an INS (Inertial Navigation System) unit for automatic take-off and landing, acquiring images, calculating precise position of the imagery sensor and certain parameters at the time of the photo-shoot. Those information are inputs for constitution of an accurate photogrammetric model of the scenery. UAV platforms generally have a mounted digital camera to acquire photos but in some cases, that camera type can be rearranged to have a LIDAR (Light Detection and Ranging) or multispectral image sensors according to the pre-determined conditions of the study [1, 3, 6, 9].

A UAV-based photogrammetric model is based on some certain steps like a flight trajectory plan, observation of common points (on the ground and images), creating a point cloud and constitution of 3D models, respectively. As a result, final outputs of a UAV flight can be used for creating ortho-images, digital terrain models, gathering metric information and even 3D mo-
Those UAV-based photogrammetric models requires a pre-field study if the scenery information is essential with the ground coordinate system. That process is generally realized by using common points (Ground Control Points - GCPs) both available on the images and on the ground. A GCP is a pre- or post-observed point used for image transformation between image-ground coordinate systems, which can be defined as manual key points. Their coordinates can be estimated before or after the flight and can be chosen as distinct objects or can be manually established on the ground by the user [15]. General approach to acquire the position of the GCPs are related with RTK (Real-time kinematic) or network-based GNSS observations nowadays to increase the accuracy of the model. Later on the process, multiple GCPs are used for geo-referencing and scaling the mosaic overview of the interested area. But a more recent advance is to use a UAV with combined RTK-GNSS and INS modules which allows to estimate the coordinates of the photo-shoot point and orientation parameters on board [1, 5, 7, 10, 16].

In general, main issue to acquire data from scene photos is to establish a correlation between the photo-plane and the ground truth and that can be realized by using GCP data. In the constitution of the final 3D model, all photos from the imagery sensor evaluated together by using bundle-block adjustment, which can eliminate systematic errors with the help of a minimum number of GCPs on the scene. That step includes a coordinate transformation and there should be at least 3 known points at both images and the ground to gather information later from the photos. The number of GCPs can be increased if the elevation of the region has abrupt changes [1, 4, 5, 11, 17].

For traditional photogrammetry, the link between those coordinate systems requires parameters such as interior orientation values for the camera (calibration report) and

![Figure 1. Available techniques and sensors for data acquisition and UAV based photogrammetric model in the manner of number of points in the point cloud and magnitude of the project area (from [1]).](image1)

**METHODOLOGY FOR A UAV-BASED PHOTOGRAHMERIC MODEL**

Important variables should be considered before a UAV flight. Those are important parameters and may vary from scene to scene and should be adopted according to the analysis of the study area (Fig. 2):

- Aim of the project (emergency situation or precise model constitution),
- Required ground sampling distance (GSD) based on the subject,
- Size of the area,
- Flight trajectory and energy consumption of the platform,
- Overlap ratios for the photos [1, 5, 7-8, 11-13],
- Data process time.

![Figure 2. Workflow of a UAV based photogrammetry [2, 5, 14].](image2)
certain features (GCPs) both visible and observable on the image and on the ground for the exterior orientation variables [1, 5, 11] (Fig. 3).

It can be derived from Fig. 3 that XYZ axes are the ground coordinate system and xy axes are photo plane system. Also, c represents the principal distance, \( q_p \) is the principal point and \( X_0, Y_0, Z_0 \) are the coordinates of the camera center in terrestrial coordinate system [18]. Regarding the position of the camera and its orientation, the collinearity equation can be written as follows:

\[
x - x_p = -c \left( r_{11} (X - X_0) + r_{12} (Y - Y_0) + r_{13} (Z - Z_0) \right)
\]

\[
y - y_p = -c \left( r_{21} (X - X_0) + r_{22} (Y - Y_0) + r_{23} (Z - Z_0) \right)
\]

In the equation:

- \( x, y \): Coordinates of the image point (q)
- \( X, Y, Z \): Coordinates of the ground point (Q)
- \( x_p, y_p \): Coordinates of the principal point
- \( X_0, Y_0, Z_0 \): Coordinates of the camera center in terrestrial coordinate system
- \( r_{11} - r_{13} \): Angular orientation matrix along 3 axes between photo-ground coordinate system [11, 19].

However, with a bundle-block adjustment approach, all required parameters can be computed automatically with high precision. That procedure is known as “Structure from Motion (SfM)”, an automated model constitution from images, and such software solutions can combine SfM with bundle-block effectively. That allows using multiple imagery from different platforms and does not require specific camera orientation parameters or precise position [1, 11, 5, 14, 8, 20].

The next step, image assessment, involves the analysis of every image from the scene and estimating the common features or points to link and chain all data. That is established by calculating the camera positions and orientation parameters for each image simultaneously which is derived from SfM approach. Point cloud data in that stage does not have a scale or orientation, but that procedure is completed by using a minimum number of GCP variables [5, 7-8].

The final output of a UAV-based photogrammetric model generally includes an ortho-mosaic view of the scene and a 3D model which may used for metric calculations such as distance, volume, base map construction, etc. Accuracy of the constructed photogrammetric model may vary, but is up to centimeter-decimeter level according to the scenery variables(flight altitude, camera specifications, etc.). Such regulations limit the position accuracy to a certain level, but necessary precision can be derived by a UAV model [1, 6-9, 14, 21].

**MATERIAL AND METHODS**

**Model Area**

In this study, the research area is located in the Osmancık campus of Hitit University in Çorum, which consists of a main building with two playfields, recreational areas and parks. Vegetation is sparse considering wood density and area is suitable for both geodetic observations and UAV flights, with no significant flight obstacles around. Campus area is about 0.05 km² in total and land elevation ranges between ~420 – 445 m. That gives a height difference roughly above 20 m and 5% slope at its maximum, thus the area can be defined as low-pitched (Fig. 4).

![Figure 4. Location of the study area and Hitit University Osmancık campus general overview (after [22]).](image-url)
established two different field observations to acquire the field data for the characteristic points of that structure. First one is the terrestrial observations (joint GNSS and angle-distance surveying) and the second one is based on 3 different photogrammetric model flights with different altitudes. After acquiring the coordinates of characteristic points with two different methods, we made an evaluation considering both results (Fig. 5).

Data Acquisition

Terrestrial Observations

There are 9 benchmarks established on the field and geodetic observations are based on those points (Fig. 6). Location data for all the corners of the main building is derived using GNSS and total station observations, respectively. Because, obstacles are covering the open sky view (mainly caused by the building and fringes) and make it almost impossible to estimate the coordinates of the structure by GNSS observations.

At first, we used a Spectra SP80 GNSS receiver for 2 sessions to calculate the average coordinates of the benchmarks in the area. After that, we conducted observations with a total station for final 3D coordinate acquisition of the building’s characteristic points. The specifications of GNSS device and the observations are given at Table 1.

The locations of the benchmarks which are based on the network-RTK observations are given in Fig. 6. GNSS observations on those points completed by using TUSA-GA-Aktif, a continuously operating GNSS network. It has 158 control points all around Turkey and allows the GNSS receivers to obtain real-time coordinates of any point on the terrain which has open sky view for satellite transmissions [24]. The positioning accuracy of the real-time GNSS observations are below ±3 cm in horizontally and ±5 cm vertically while using this network [25-26].

We concentrated our observations on the main building’s corners and deep corners. Moreover, we acquired a total of 20 points’ coordinates (Fig. 7). We used the benchmarks at appropriate locations around the structure with a Spectra Focus 8 total station. That device has a 2” angle and (2 mm ± 2 ppm) distance precision and suitable for data acquisition and the construction of base maps [27]. We used that device because it also has the capability to make observations using a laser beam without a reflector and allow direct targeting to the interested points (corners of the structure) which eliminates the offset error. Thus, data acquisition for interested points were mainly based on the combined angle and the distance measurements with that instrument.

Photogrammetric Data Acquisition

We used a DJI Phantom 4 Pro UAV for photogrammetric model construction, which has a 20 M resolution camera with 1” CMOS, the ability to take-off/land vertically and a Satellite Positioning System that works with both GPS (Global Positioning System) and GLONASS (Global Navigation Satellite System) [28].
We evaluated the field data with Pix4D software and it is advised that there should be well-distributed 5-10 GCPs in the working area by the manufacturer [5, 17]. Thus, before the flight, we established 6 temporary GCPs around the sampling area according to that initial information. The locations of GCPs are selected to have a normal distribution on the field as far as possible which might have a great influence on the accuracy of whole model [8, 14]. The coordinates of those points were acquired by using Spectra SP80 GNSS receiver with network-RTK method and their locations and ground materials are given at Figs. 8 and 9.

We conducted 3 different flights at different altitudes and selected different side and front overlaps for each trajectory (Table 2).

1st flight’s front overlap ratio differs from the other flights due to the improper photo-shoot point of the UAV at deep corners. There should be at least 2 photos for each corner to estimate actual coordinates, however, at 30 m height with lower front overlap (80%), that condition did not match due to the flight trajectory of the UAV. Thus, we increased the front overlap ratio to 90% for that altitude (Fig. 10).

A drawback with photogrammetric flight plan occurs that the main construction in the campus has deep corners which makes them hard to observe from all angles at the flying altitudes of the UAV. Additionally, the building has a low fringe height (~6 m). This is another drawback for data acquisition because they can completely or partially block the view of the flying platform due to improper photo-shoot point/flight plan, height or front/side overlap ratios of the UAV. Thus, we rearranged the flying trajectories and altitudes to eliminate those concerns.

We evaluated the final data with Pix4D software, which uses the photos from UAV and GCP data as input within several steps, based on aerial triangulation and bundle block adjustment [1, 29]. Results of the Pix4D process for each flight are given at the Table 3.

We evaluated the field data with Pix4D software and it is advised that there should be well-distributed 5-10 GCPs in the working area by the manufacturer [5, 17]. Thus, before the flight, we established 6 temporary GCPs around the sampling area according to that initial information. The locations of GCPs are selected to have a normal distribution on the field as far as possible which might have a great influence on the accuracy of whole model [8, 14]. The coordinates of those points were acquired by using Spectra SP80 GNSS receiver with network-RTK method and their locations and ground materials are given at Figs. 8 and 9.

We conducted 3 different flights at different altitudes and selected different side and front overlaps for each trajectory (Table 2).

1st flight’s front overlap ratio differs from the other flights due to the improper photo-shoot point of the UAV at deep corners. There should be at least 2 photos for each corner to estimate actual coordinates, however, at 30 m height with lower front overlap (80%), that condition did not match due to the flight trajectory of the UAV. Thus, we increased the front overlap ratio to 90% for that altitude (Fig. 10).

A drawback with photogrammetric flight plan occurs that the main construction in the campus has deep corners which makes them hard to observe from all angles at the flying altitudes of the UAV. Additionally, the building has a low fringe height (~6 m). This is another drawback for data acquisition because they can completely or partially block the view of the flying platform due to improper photo-shoot point/flight plan, height or front/side overlap ratios of the UAV. Thus, we rearranged the flying trajectories and altitudes to eliminate those concerns.

We evaluated the final data with Pix4D software, which uses the photos from UAV and GCP data as input within several steps, based on aerial triangulation and bundle block adjustment [1, 29]. Results of the Pix4D process for each flight are given at the Table 3.

Table 1. Specifications of the GNSS receiver and observation limitations [23]. Used GNSS satellites are marked with (*).

| Receiver type                      | Spectra SP80 Multi-frequency GNSS receiver (compatible with GPS*, GLONASS*, BeiDou, QZSS, SBAS, IRNSS) |
|-----------------------------------|-------------------------------------------------------------------------------------------------------|
| Precision in Network RTK          | 8 mm ± 0.5 ppm horizontal                                                                            |
| Satellite cut-off angle           | 10°                                                                                                   |
| Number of epochs for both sessions/point | 20                                                                                                           |
| Epochs/second                     | 1                                                                                                      |
| Gap between sessions              | >1 hour                                                                                               |
| Final coordinates                 | Average coordinates of 2 sessions                                                                    |
| Datum                             | ITRF96                                                                                                 |
| Ellipsoid                         | GRS80                                                                                                   |
| Observation mode                  | Network RTK (VRS)                                                                                  |
| Mean meridian                     | 36                                                                                                      |
| Zone width                        | 3°                                                                                                      |
| Reference epoch                   | 2005.0                                                                                                 |
| Connected network                 | TUSAGA-Aktif                                                                                           |

Table 2. Front and side overlap ratios for 3 different flight altitudes of the UAV.

| Flight No | Height | Front overlap | Side overlap | Number of photos |
|-----------|--------|---------------|--------------|------------------|
| 1         | 30 m   | 90%           | 70%          | 500              |
| 2         | 45 m   | 80%           | 70%          | 111              |
| 3         | 60 m   | 80%           | 70%          | 65               |

Figure 8. Location of the GCPs around the model area.

Figure 9. One of the temporary GCPs established on the ground for each flight. Image on the left is from actual photo of the feature and the right one is obtained from densified point cloud.
After the full process of each flight, the characteristic points of the main structure were digitized using Pix4D interface and coordinates were acquired for further evaluation. There is a total of 20 points from the terrestrial observations and they were all matched with the Pix4D digitizing process.

At this phase, the corners are more visible in the photos (5-31 photos) then the deep corners (2-8 photos) as expected (Table 4&5), but visibility highly depends on the environmental conditions. In order to produce coordinate data from the photogrammetric model, all corners should be observed from at least 2 photos. Considering the flights, all corners are visible and match that condition. However, from three different models, we evaluated that fringes, improper photo-shoot position of the UAV, vegetation, sun light reflection on the white edges and even shadows prevent a clear view and digitizing of the characteristic points of the structure (Figs. 11 and 12). But those obstacles were obviated by using multiple photos of the interested points.

Figure 10. Flight plan for 3 different altitudes, (a) 30 m, (b) 45 m, and (c) 60 m, respectively. Red dots represents every photo-shoot point of the UAV during the flight and green lines indicates the trajectory of the platform.

Table 3. Pix4D processing results for 3 flight plans.

| Flight No | 30 m flight | 45 m flight | 60 m flight |
|-----------|-------------|-------------|-------------|
| Average Ground Sampling Distance (GSD) | 0.71 cm | 1.12 cm | 1.53 cm |
| Model Area | 0.020 km² | 0.027 km² | 0.031 km² |
| Number of images/calibrated images | 500/500 | 111/111 | 65/65 |
| Error for GCPs georeferencing (mean RMS) | 0.011 m | 0.012 m | 0.012 m |
| Mean reprojection error for Bundle Block Adjustment | 0.164 pixel | 0.164 pixel | 0.16 pixel |

Table 4. Characteristic points of the building and their visible number of photos from different altitude UAV flights (C: corner, DC: deep corner).

| Point No | Visible in number of photos |
|----------|-----------------------------|
|          | 30 m flight | 45 m flight | 60 m flight |
| C1       | 17          | 5            | 5            |
| C2       | 32          | 12           | 12           |
| C3       | 25          | 13           | 12           |
| C4       | 24          | 9            | 8            |
| C5       | 24          | 8            | 7            |
| C6       | 24          | 8            | 7            |
| C7       | 8           | 8            | 6            |
| C8       | 15          | 9            | 10           |
| C9       | 32          | 12           | 14           |
| C10      | 16          | 7            | 7            |
| C11      | 20          | 9            | 8            |
| C12      | 22          | 9            | 10           |
| DC1      | 6           | 4            | 4            |
| DC2      | 6           | 4            | 4            |
| DC3      | 6           | 4            | 2            |
| DC4      | 7           | 3            | 2            |
| DC5      | 6           | 2            | 3            |
| DC6      | 4           | 4            | 2            |
| DC7      | 8           | 4            | 4            |
| DC8      | 6           | 6            | 5            |

Table 5. Average number of photos for each flight.

|          | 30 m flight | 45 m flight | 60 m flight |
|----------|-------------|-------------|-------------|
| Average number of photos for corners (C) | 21.4 | 9.0 | 8.8 |
| Average number of photos for deep corners (DC) | 6.1 | 3.9 | 3.3 |
| Number of photos for DC/C | 0.29 | 0.43 | 0.37 |
| Overall number of photos for DC/C | 0.36 | | |
The coordinates of the characteristic points of the interested structure were all estimated by before mentioned methods. Thus, we finally had 1 set of data from terrestrial observations and 3 sets of data from 3 different photogrammetric models for further evaluation.

RESULTS AND DISCUSSION

We interpreted final data in the manner of location accuracy and evaluated every photogrammetric model results separately with terrestrial observations in 2D and 3D (Table 6 and 7).

Results indicate that the position differences ranges between 0.005 – 0.138 m in 2D and 0.02 – 0.181 m in 3D, considering all flights. In addition, the maximum positioning error at 60 m altitude is greater than other flights in 2D and 3D positioning and those differences occur especially at deep corners. At points DC1, DC3, DC4, DC5 and DC6 for 60 m flight, 2D and 3D positioning errors are roughly above a decimeter. Considering Table 4, those corners are visible only from 2 – 4 aerial photos, thus that might lead to estimate the position of the point poorly [5]. We evaluated that those certain errors may arise from certain features such as higher flight altitude and/or lower resolution due to that trajectory. However, considering overall performance of all photogrammetric models, there is no significant difference in mean error in 2D (0.039 – 0.049 m) and in 3D (0.051 – 0.069 m) and in the manner of RMS in 2D (0.038 – 0.064 m) and in 3D (0.055 – 0.084 m).

RMS values for each flight at Table 7 indicates the standard deviation of the residuals for the positioning of each point. That might give us an overlook for the results in general.

Values are below 0.07 m in 2D and 0.09 m in 3D positioning for all flights. These can be considered as statistically valid if the positioning errors are in a predefined limit. For that reason, there should be some limitations and regulations to eliminate the error sources and take the results to a certain confidence level. Considering the construction of base maps, in specific, Turkey has strict rules for that purpose [21]. After completing a photogrammetric model, values derived from it, can be controlled in such ways to find out the consistency of the observations. General process for that

| Point No | 30 m pos.  | 3D pos.  | 45 m pos.  | 3D pos.  | 60 m pos.  | 3D pos.  |
|----------|------------|----------|------------|----------|------------|----------|
|          | 2D         | 3D       | 2D         | 3D       | 2D         | 3D       |
| C1       | 0.068      | 0.073    | 0.056      | 0.067    | 0.090      | 0.090    |
| C2       | 0.070      | 0.078    | 0.057      | 0.067    | 0.091      | 0.091    |
| C3       | 0.071      | 0.077    | 0.055      | 0.067    | 0.094      | 0.094    |
| C4       | 0.077      | 0.080    | 0.057      | 0.067    | 0.097      | 0.097    |
| C5       | 0.082      | 0.084    | 0.059      | 0.067    | 0.101      | 0.101    |
| C6       | 0.078      | 0.082    | 0.059      | 0.067    | 0.103      | 0.103    |
| C7       | 0.083      | 0.086    | 0.060      | 0.067    | 0.105      | 0.105    |
| C8       | 0.085      | 0.089    | 0.062      | 0.067    | 0.107      | 0.107    |
| C9       | 0.087      | 0.091    | 0.063      | 0.067    | 0.109      | 0.109    |
| C10      | 0.088      | 0.093    | 0.064      | 0.067    | 0.111      | 0.111    |
| C11      | 0.089      | 0.095    | 0.065      | 0.067    | 0.113      | 0.113    |
| C12      | 0.090      | 0.097    | 0.066      | 0.067    | 0.115      | 0.115    |

Table 7. Statistics for each flight considering terrestrial observations.

|       | 30 m model | 45 m model | 60 m model |
|-------|------------|------------|------------|
|       | 2D         | 3D         | 2D         | 3D         | 2D         | 3D         |
| Min.  | 0.009      | 0.005      | 0.005      | 0.024      | 0.008      | 0.016      |
| Max.  | 0.085      | 0.059      | 0.059      | 0.09      | 0.138      | 0.181      |
| Mean  | 0.039      | 0.045      | 0.045      | 0.052      | 0.049      | 0.069      |
| RMS   | 0.045      | 0.066      | 0.058      | 0.064      | 0.084      | 0.084      |
purpose is established by comparing the photogrammetric results with terrestrial observations (GNSS, etc.). Actually, we have conducted that condition in our study.

While controlling our model accuracy, we used Table 6 as an outcome. According to the regulations in Turkey, coordinates of a certain percentage of detail points in a base map, derived by photogrammetry, should be controlled or compared by GNSS or total station observations. That process includes 2D position and height differences separately and leads the photogrammetric model to offer certain errors below those limits:

\[ RMS_{x,y} < \pm \left( -1.665 \times 10^{-6} \times S^2 + 0.01745 \times S - 1.166 \right) \]  
\[ RMS_z < \pm RMS_{x,y} \times 1.33 \]  

where \( S \) is the denominator of the scale of the base map [21]. Considering the equations above, RMS values can be calculated for a 1/500 scale base map as \( \pm 0.071 \) m and \( \pm 0.095 \) m, respectively. From Table 7, derived RMS values for each flight are below those calculated limitation values in both 2D and 3D positioning. Our photogrammetric models have positioning errors, but according to the results, they can supply adequate accuracy comparable with terrestrial observations. And considering the RMS values derived in this study, a photogrammetric survey model can offer high accuracy during the construction of base maps; not in only rural areas, but also in highly populated/constructed zones.

On the other hand, there is no clear evidence for an improvement in positioning when we lowered the flight altitude from 45 m to 30 m. Additionally, 45 m flight gives better performance than 30 m in this study for mean error \((0.051 \text{ m}/0.061 \text{ m})\) and RMS \((0.055 \text{ m}/0.066 \text{ m})\) values at their maximum. That might indicate that lowering the flight altitude may not contribute a significant difference in photogrammetric modeling in every situation.

In this study, we evaluated 500, 111, and 65 photos for 30 m, 45 m and 60 m flights, respectively. That is an important issue while planning the photogrammetric model because there should be much more photos with lowering the flight altitude. That concludes a significant increase in both flight and software processing time and might be an important issue if the final data is crucial in a short time window.

Main issue in this study was to estimate the proper locations of the deep corners. They are visible from a minimum number of photos considering regular corners and data acquisition might lack of accuracy at those points. During our UAV flights, we evaluated that the deep corners can only be observed with less then ~36% view angle from the sky (Table 5). Thus, for gathering full view of every structure corners, we recommend increasing the side and front overlap ratios during the flight or widening the model area with longer flight trajectory. By that way, UAV can have more photo-shoot points while advancing through the edges of the flight trajectory. Although our study area is not in a highly populated region, one might notice that this condition might emerge in every residential territory which has squeezed constructed regions.

During this study, we planned the altitude of the UAV almost 4, 6 and 8 times of the interested building height (~7 m). Heights of the structures might differ at different regions, but if there are certain features which has deep corners like our study, we recommend the flight altitude to not exceed ~45 m for a UAV flight on the field, if the specifications of the device is similar to ours [28].

In addition, positioning accuracy might depend strongly in some conditions, such as over radiated corners due to sunlight or view block by vegetation or their shadows. Our study conducted under those circumstances and we recommend to choose flight time-window during shorter shadows and lower vegetation if possible.

In conclusion, all the results indicate that UAV photogrammetry can provide high positioning accuracy as far as terrestrial observations. That condition might occur even in a highly populated and/or constructed regions while producing base maps and can reach to a centimeter and roughly decimeter level accuracy in 2D and 3D data acquisition.
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