A simple but efficient voice activity detection algorithm through Hilbert transform and dynamic threshold for speech pathologies

D. Ortiz P., Luisa F. Villa, Carlos Salazar, and O.L. Quintero
Mathematical Modeling Research Group, GRIMMAT, School of Sciences, Universidad EAFIT, Carrera 49 NO 7 Sur-50, Medellin — Colombia.
E-mail:dpuertal@eafit.edu.co

Abstract. A simple but efficient voice activity detector based on the Hilbert transform and a dynamic threshold is presented to be used on the pre-processing of audio signals. The algorithm to define the dynamic threshold is a modification of a convex combination found in literature. This scheme allows the detection of prosodic and silence segments on a speech in presence of non-ideal conditions like a spectral overlapped noise. The present work shows preliminary results over a database built with some political speech. The tests were performed adding artificial noise to natural noises over the audio signals, and some algorithms are compared. Results will be extrapolated to the field of adaptive filtering on monophonic signals and the analysis of speech pathologies on futures works.

1. Introduction

Many authors label the section of the speech as voiced, where the vocal chords vibrate and produce sound, unvoiced, where the vocal chords are not vibrating, and silenced [1] [2]. The union of these three sections is important within the tools for audio analysis because they delimit the recognition of the speech and the specific characteristics of the speaker [2]. This process of identifications of voiced/unvoiced and silenced is known as voice activity detection [3]. As this work advance, the sections of voiced/unvoiced will be named as speech and silenced sections as silences.

A silence can be defined as the absence of audible sound or as a sound with a very low intensity [4]. These silences allow identify and separate the main components inside of communication channels marking the boundaries of the prosodic units and exposes the rate at which the speaker delivers his speech. It is possible to specify the silent pauses inside of a speech as the lack of the physical perturbation of the sound wave in a medium of propagation, indicated in the audio signal as the lack of amplitude. However, the low amplitude of the silence do not imply a totally absence of sound inside of the audio signal.

It is important to provide a methodology that accomplishes to discriminate properly the silence speech sections, considering the previously mentioned about the presence of sound with low amplitude in the silent pauses. These sounds of low amplitude are known as noises, which can be described as disturbances that interfere in the signal obtained by altering their real values. From this, the following hypotheses are proposed: Is it possible to differentiate speech sections with the silent pauses in a noisy...
信号？是否有可能设计一个自适应系统来处理不同类型的噪声，这些噪声在不同的音频中可能存在，并且能够区分语音和沉默？

对于语音活动检测，通常会应用不同的技术，这些技术取决于所获得信号的信息。一些特征如能量、零交叉速率和线性预测的系数可以组合在一起，使得它们之间的距离能够指示分析的段落是语音还是静止的暂停 [1]。其他方法使用了噪声出现的静默概率分布 [2] [6]。

本工作使用信号本身的特征，如零交叉速率和信号能量在一个特定的窗口中，来确定一个动态阈值。零交叉速率指示信号在一定时间间隔内通过零的次数，给出信号频率内容的简单衡量。信号能量代表了幅度变化。一旦这些信息被获得，就使用了 [7] 中提出的方法的修改，以获得一个动态阈值，其由所计算的特性中的最大值和最小值的凸组合组成。最终，将两个阈值的凸组合进行计算。一旦阈值被获得，它就会与来自希尔伯特变换的信号覆盖进行比较，以确定语音（有声/无声）和沉默是什么。

该工作在两个目标下进行，自适应滤波的预处理来处理带有噪声的音频信号，无需参考噪声和频谱重叠 [8]，以及语音障碍的分析。第二个目标计划作为未来的工作来检测语音障碍，如口吃 [9]。

2. Methodology

如前所述，对于语音和沉默部分的检测，我们提出结合三种信号特征：零交叉速率、信号能量和信号覆盖的希尔伯特变换。

2.1. Zero-crossing rate

零交叉速率是一个简单测量频率在特定信号中的频率。在语音段落中，频率通常为高幅度和低频带；因此，率会小，不同于静默 [10]。

\[ Z_j = \sum_{i=(j-1)N+1}^{jN} |sgn[x(i)] - sgn[x(i-1)]| \]  \( N \) 是测量窗口的大小。

2.2. Mean square error of the energy

要计算能量，可以使用同一信号的均方误差，因为这能更详细地给出语音中的峰值和静默中的谷值。在时间窗口中的能量被定义为

\[ E_j = \left[ \frac{1}{N} \sum_{i=(j-1)N+1}^{jN} x^2(t) \right]^{1/2} \]  \( N \) 是测量窗口的大小。

2.3. Signal covering

对于信号覆盖，使用了分析信号定义的模

\[ |\psi(t)| = (g(t)^2 + \hat{g}(t)^2)^{1/2} \]  其中 \( g(t) \) 是原始信号，而 \( \hat{g}(t) \) 是信号的希尔伯特变换。希尔伯特变换定义为
\[ \hat{g}(t) = \mathcal{H}[g(t)] = g(t) \ast \frac{1}{\pi t} = \frac{1}{\pi} \int_{-\infty}^{\infty} g(t - \tau) \frac{d\tau}{\tau} \]  

(4)

In figure 1 it can be seen an example of the coverage of the original signal using the modulus of the analytic signal.

**Figure 1.** Signal covering for 2 different audio samples.

### 2.4. Dynamic threshold

For the calculation and implementation of the dynamic threshold, zero crossings and energy as dynamic features of the signal are used. First, both of them are extracted using overlapped time windows so non-stationary changes can be measured correctly, then, these data vectors are normalized, so the maximum value will be 1 and they can be compared with the signal information.

Once the data is normalized, a modification of the method proposed in [7] is used. This method consists in a convex combination of the maximum and minimum levels of the characteristic in each window. The zero-crossing rate and the energy threshold is defined by

\[
E_{th}(j) = (1 - \lambda_E) \cdot E_{max} + \lambda_E \cdot E_{min} \\
Z_{th}(j) = (1 - \lambda_Z) \cdot Z_{max} + \lambda_Z \cdot Z_{min}
\]

(5)

Where \( \lambda \) is a scaling factor that control the process of estimation and \( j \) indicates the window. For different types of signals this value may vary depending of its characteristics [7], then, a scaling factor that depend directly of the signal

\[
\lambda_E = \frac{E_{max} - E_{min}}{E_{max}} \quad \lambda_Z = \frac{Z_{max} - Z_{min}}{Z_{max}}
\]

(6)

It’s possible that the minimum values of these two features can change until to find a value almost zero. In this case, the thresholds don’t adapt properly to the signal changes, i.e., if it finds a value close to zero
(that is the minimum in all the information of the signal), the threshold for the energy and the zero-crossing rate, will be kept constant and low, which will give incorrect information in the case that there are silent pauses with noise of amplitude and high frequencies. To avoid this, the minimum value of (6) is increased slightly and is defined by

\[ E_{\text{min}}(j) = E_{\text{min}}(j - 1) \cdot \Delta_E(j) \]
\[ Z_{\text{min}}(j) = Z_{\text{min}}(j - 1) \cdot \Delta_Z(j) \]  

(7)

The parameter \( \Delta \) is defined as

\[ \Delta(j) = \Delta(j - 1) \cdot \alpha \]  

(8)

where \( \alpha \) is a growth factor. Once this threshold is obtained for the energy and the zero-crossing rate, it is defined the global threshold for discriminate the silent pauses in a speech like a convex combination of the two previous thresholds

\[ TH(j) = (1 - p) \cdot E_{\text{th}}(j) + p \cdot Z_{\text{th}}(j) \]  

(9)

where \( p \) is the scaling factor of the convex combination. Once the dynamic threshold is obtained of the signal it is possible to compare the coverage of the same signal obtained from (3). If the coverage is below of the limit, the audio section is considered a silence, if it is above, is considered a speech section.

3. Silence detection procedure

Once calculated the features of the signal (Zero Crossing rate, energy and signal covering) and obtained the dynamic threshold, the procedure for detecting the silences sections by comparing the threshold and coverage was established.

1. First, signal data is normalized, followed by a pre-filtering band-pass with cut frequency 100-3200 Hz.

2. For the dynamic threshold, first the maximum and minimum variables for the energy and the zero-crossing rate are determined. For the energy, the maximum will be the average of the data and the minimum variable will be the minimum value. For the zero-crossing rate, if the first value is equal to zero, it will be taken the average as maximum value, if is different to zero, will be the first value of the data. For the minimum variable, will be the minimum zero-crossing rate of the data, if these is equal to zero, this variable is taken as an epsilon \( \epsilon > 0 \) (a low number closed to 0).

3. Once the maximum and minimum are determined, it follows to determine the threshold for the energy and the zero-crossing rate for each overlapped window. In this case, the overlapping was set in 90% of the size of the window. Later, the total threshold of the window is calculated using (9).

4. The complete signal coverage is determined from of the analytic signal by using the Hilbert transform, then, a decimation over the analytic signal is made to smooth the covering.

5. Finally, the dynamic threshold is compared with the coverage obtained in step 4. If the threshold is above of the coverage this audio section is taken as silent pauses; if the threshold is below, is taken as speech.

4. Results and analysis

4.1. Test

For the test, it was made a database with different political speeches published on the internet. These speeches were recorded in noisy environments that can disturb the voice activity detection and the noise
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has spectral overlapping with the real signal of the speech. The data base has a sample rate of 8 KHz, and to analyse the correct voice activity detection, the speech and silence section where identified manually by an expert operator as shown in figure 2. To test the robustness of the algorithm it was added artificial Gaussian white noise with SNR of 5 dB, 15dB and 20dB measure using the energy of the noise and the signal, and the result was compared with a benchmark algorithm found in [11]. An error measure was used to calculate the performance of the algorithm. This measure was made by comparing the samples in the signal identified by the expert as speech or silence and results of the algorithm. Another measure used was the number of silences identified by the algorithm.

4.2. Results and analysis

For the first test, signals were used without adding synthetic noise, as it was mentioned before, audio signals have their natural noise. Results can be seen on table 1 where the percentage of error and the number of silences identified by both algorithms is presented.

![Figure 2. Silence section identified by an expert for the test.](image)

![Figure 3. Behaviour of the proposed algorithm. On green the coverage of the signal is shown. On black, the dynamic threshold. The speech section can be find on blue, and silences on red.](image)
Table 1. This table shows the results for the VAD of 10 audio signals of the data base. Method 1 is the algorithm presented in this work. Method 2 is the benchmark method found on literature [11]. Here the percentage of accuracy is presented and the number of silences identified.

| Natural noise | Method 1 | | Method 2 | |
|---------------|----------|---|---|---|
| Audios        | %        | N. Sil. | % | N. Sil. | N. Silence Real |
| Audio 1       | 16.30    | 3     | 16.30 | 3 | 4 |
| Audio 2       | 8.30     | 6     | 23.30 | 3 | 7 |
| Audio 3       | 13.50    | 6     | 31.00 | 2 | 8 |
| Audio 4       | 6.34     | 9     | 27.34 | 3 | 10 |
| Audio 5       | 31.25    | 5     | 42.91 | 1 | 12 |
| Audio 6       | 16.37    | 6     | 38.24 | 1 | 8 |
| Audio 7       | 3.52     | 7     | 28.52 | 2 | 7 |
| Audio 8       | 5.325    | 11    | 22.82 | 5 | 12 |
| Audio 9       | 9.45     | 7     | 21.12 | 3 | 6 |
| Audio 10      | 1.71     | 10    | 1.92  | 5 | 10 |

As it is shown, the performance of the proposed method is much better than the algorithm proposed on [11]. The percentage of accuracy has an average of 11.21% and the number of silences identified are closed to the values to those founded by the expert. In figure 3 can be seen the behavior of the proposed algorithm, showing the combination of the dynamic threshold and the covering of the signal to identify the silence section.

One of the objectives of using a dynamic threshold is that it can adapt to the spectral characteristics over the signal. As it can be seen on figure 3 dynamic threshold can change over time and by different kind of spectral overlapping with natural noise in this case.

The algorithm was also tested contaminating the audio signals with Gaussian white noise with SNR of 5 dB, 15 dB and 20 dB. Results can be observed on table 2 to 4.

Table 2. This table shows the results for the VAD of 10 audio signals contaminated with white Gaussian noise with SNR of 20 dB. Method 1 refers the proposed algorithm. Method 2 is the benchmark method found on literature [11].

| Gaussian Noise SNR 20 dB | Method 1 | | Method 2 | |
|--------------------------|----------|---|---|---|
| Audios                   | %        | N. Sil. | % | N. Sil. | N. Silence Real |
| Audio 1                  | 18.70    | 5     | 18.70 | 3 | 4 |
| Audio 2                  | 12.35    | 9     | 22.35 | 3 | 7 |
| Audio 3                  | 36.25    | 14    | 36.25 | 2 | 8 |
| Audio 4                  | 36.25    | 18    | 32.75 | 3 | 10 |
| Audio 5                  | 5.12     | 12    | 37.21 | 1 | 12 |
| Audio 6                  | 8.11     | 9     | 34.36 | 1 | 8 |
| Audio 7                  | 3.83     | 7     | 28.83 | 2 | 7 |
| Audio 8                  | 11.55    | 15    | 23.22 | 5 | 12 |
| Audio 9                  | 18.96    | 8     | 24.79 | 3 | 6 |
| Audio 10                 | 15.58    | 13    | 22.58 | 5 | 10 |
Table 3. This table shows the results for the VAD of 10 audio signals contaminated with white Gaussian noise with SNR of 15 dB. Method 1 refers the proposed algorithm. Method 2 is the benchmark method found on literature [11].

| Audios  | Method 1 % | N. Sil. | Method 2 % | N. Sil. | N. Silence Real |
|---------|------------|--------|------------|--------|-----------------|
| Audio 1 | 55.49      | 8      | 29.24      | 3      | 4               |
| Audio 2 | 07.27      | 8      | 22.27      | 3      | 7               |
| Audio 3 | 35.35      | 13     | 39.73      | 2      | 8               |
| Audio 4 | 49.37      | 21     | 35.37      | 3      | 10              |
| Audio 5 | 7.23       | 13     | 36.40      | 1      | 12              |
| Audio 6 | 2.26       | 8      | 32.89      | 1      | 8               |
| Audio 7 | 16.79      | 9      | 31.79      | 2      | 7               |
| Audio 8 | 26.24      | 18     | 23.32      | 7      | 12              |
| Audio 9 | 20.86      | 8      | 26.70      | 3      | 6               |
| Audio 10| 17.51      | 13     | 28.01      | 4      | 10              |

Table 4. This table shows the results for the VAD of 10 audio signals contaminated with white Gaussian noise with SNR of 5 dB. Method 1 refers the proposed algorithm. Method 2 is the benchmark method found on literature [11].

| Audios  | Method 1 % | N. Sil. | Method 2 % | N. Sil. | N. Silence Real |
|---------|------------|--------|------------|--------|-----------------|
| Audio 1 | 98.24      | 11     | 45.74      | 3      | 4               |
| Audio 2 | 13.77      | 9      | 23.77      | 3      | 7               |
| Audio 3 | 46.65      | 15     | 42.27      | 2      | 8               |
| Audio 4 | 56.43      | 22     | 38.93      | 3      | 10              |
| Audio 5 | 17.04      | 15     | 40.37      | 1      | 12              |
| Audio 6 | 3.44       | 8      | 34.07      | 1      | 8               |
| Audio 7 | 40.62      | 12     | 40.62      | 2      | 7               |
| Audio 8 | 35.69      | 20     | 26.94      | 7      | 12              |
| Audio 9 | 50.44      | 12     | 32.94      | 3      | 6               |
| Audio 10| 22.83      | 8      | 33.33      | 5      | 10              |

Table 5. Average Error comparison of the two methods

| Natural Noise | SNR 20 dB | SNR 15 dB | SNR 5 dB |
|---------------|-----------|-----------|----------|
| Method 1      | 11.21     | 16.67     | 23.84    | 38.51    |
| Method 2      | 27.08     | 28.10     | 30.57    | 35.90    |
Table 6. Standard deviation Error comparison of the two methods

|                  | Natural Noise | SNR 20 dB | SNR 15 dB | SNR 5 dB |
|------------------|---------------|-----------|-----------|----------|
| Method 1         | 8.68          | 11.52     | 17.97     | 27.20    |
| Method 2         | 11.45         | 6.65      | 5.70      | 6.95     |

Figure 4. Average percentage error comparison between the two methods.

Figure 5. Standard deviation percentage error comparison between the two methods.

By the results is clear that the proposed algorithm is robust under the different test performed. On tables 2 and 3, results shows that the algorithm is consistent with the first test where no noise was added. The low percentage of error shows that the algorithm is robust against the noise with low and middle energy. Also the number of silence section detected keeps closed to the real.

Although in test with SNR of 20 dB and 15 dB shows good result, is important to note that as energy of the signal increases, the percentage of error increases too. As shown in table 5, the performance of the proposed algorithm gets worse as the energy of the noise increase, but it remains at a low percentage.
It can be observe in Figure 5, the value of the standard deviation of error increases as the noise level in the audio, which means that the method is prone to failure in the presence of noisy signals unlike the other method in which the standard deviation of error remains constant.

5. Conclusions
Considering that noise is a natural phenomenon when getting the information, is important to build tools that can adapt to this noises without inconvenient. Comparing this test with real life, different kind of noise can be found when getting the information to analyze such other voices, short circuits and others. Voice activity detection take an important place in issues such as emotion detection in patients with diseases or emotional disorders, in remote monitoring of these patients, in pathologies of the vocal tract, and others. From the analysis carried out, it can be said that although the algorithm proposed has a simple structure, it is robust and consistent against noise of different energies so it can be implemented in different applications for the detection of pathologies related to speech.

These results could be used for establish relationships of the presence and frequency of these segments in a speech with the objective to detect deception, emotional states in social interaction, shortcomings of affective disorder or pathologies associated with speech like the stuttering.
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