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Abstract

Due to the superior performance, large-scale pre-trained language models (PLMs) have been widely adopted in many aspects of human society. However, we still lack effective tools to understand the potential bias embedded in the black-box models. Recent advances in prompt tuning show the possibility to explore the internal mechanism of the PLMs. In this work, we propose two token-level sentiment tests: Sentiment Association Test (SAT) and Sentiment Shift Test (SST) which utilize the prompt as a probe to detect the latent bias in the PLMs. Our experiments on the collection of sentiment datasets show that both SAT and SST can identify sentiment bias in PLMs and SST is able to quantify the bias. The results also prove that fine-tuning can augment existing bias in PLMs.

1 Introduction

Large-scale pre-trained language models (PLMs), such as BERT (Devlin et al., 2019), RoBERTa (Liu et al., 2019), GPT (Radford et al., 2018, 2019; Brown et al., 2020) and T5 (Raffel et al., 2020), have shown competitive performance in many downstream applications in natural language processing. The key to the success of PLMs lies in the unsupervised pre-training on massive unlabeled corpus as well as a large number of parameters in the neural models. While these PLMs have been deployed to a wide variety of products and services such as search engines and chatbots, investigating the fairness of these PLMs has become a growing urgent research agenda.

Recent studies have shown that there are various stereotypical biases related to social factors such as gender (Bhardwaj et al., 2021), race (Iandola et al., 2020), religion (Nadeem et al., 2021), age (Nangia et al., 2020), ethnicity (Groenwold et al., 2020), political identity (McGuffie and Newhouse, 2020), disability (Hutchinson et al., 2020), name (Shwartz et al., 2020) and many more, that are inherited by these PLMs. However, sentiment bias, which characterizes the bias of words towards a particular sentiment polarity, such as positive, negative, and neutral, has not been well studied. Huang et al. (2020) investigated the sentiment bias in texts generated by language models like GPT while overlooking the fact that each individual word may also have sentiment bias in the PLMs.

In this work, we focus on identifying and measuring the sentiment bias of individual words in pre-trained language models. Instead of investigating all the words in the vocabulary, we only select a list of words with confident sentiment polarities from available sentiment lexicons constructed by humans, and design two novel approaches to identify their sentiment bias based on language model prompting: (1) Sentiment Association Test (SAT), where the bias of each word is identified by detecting its association with various positive or negative reviews; (2) Sentiment Shift Test (SST), where the bias of each word is identified by predicting the sentiment polarity shift after appending it multiple times to various sentiment-oriented reviews. Based on these two approaches, we observe that 39.25% out of 400 words considered neutral in the lexicon show a sentiment bias in commonly used PLMs. In addition, by extending the Sentiment Shift Test, we further design a new metric to measure the strength of the sentiment bias for each word. Our contributions are summarized as follows:

- We design two novel sentiment test approaches, SAT and SST, to investigate the token-level sentiment bias from the PLMs, and demonstrate that 39.25% out of 400 neutral words show a sentiment bias in various PLMs.

- We also design a new metric to quantify the sentiment bias of each word by extending our Sentiment Shift Test.
## 2 Related Work

### Stereotypical Bias in Natural Language Processing

Nadeem et al. (2021) define bias based on gender, profession, race, and religion, and design formulae to quantify the stereotypical bias along with model meaningfulness of PLMs for sentence-level and discourse-level reasoning. Nangia et al. (2020) define a metric on how likely is the stereotype/anti-stereotype to generate the rest of the sentence. Hutchinson et al. (2020) use the Google Cloud Sentiment model to demonstrate more negative bias in top-k words predicted by BERT when prompted with disability tokens.

### Bias in natural language embeddings

Many studies explore bias within word embeddings. Bolukbasi et al. (2016) utilize analogy tests and demonstrate that word2vec embeddings reflect gender bias by showing that female names are associated with familial words rather than occupations. Islam et al. (2016) proposed WEAT (Word embedding association test) to show how names can be associated with entities. Zhao et al. (2019) prove that contextualized word embeddings have bias and show how bias propagates to downstream tasks.

### Identification and Measurement of Sentiment Bias

Huang et al. (2020) propose detection of sentiment bias by varying some sensitive attributes and measuring the sentiment polarity of the generated text using GPT-2. Groenwold et al. (2020) determine sentiment bias for ethnicity by comparing the sentiment of text generated by GPT-2 and find more negative sentiment generated for African American Vernacular English text as compared to Standard American English text. Compared to the above studies, our work investigates and measures the sentiment bias at token level from PLMs.

### 3 Approach

#### 3.1 Dataset Construction

Our goal is to investigate and measure the sentiment bias of each word in PLMs. Considering that many words may indicate distinct sentiment polarities in different context, we first build a highly confident sentiment lexicon where each word is annotated as positive, negative or neutral. Specifically, we draw strongly positive and negative tokens from the VADER lexicon (Hutto and Gilbert, 2014) where all the words are annotated with sentiment scores from -4 to +4 (-4 being strongly negative and +4 being strongly positive). We draw the neutral words from MPQA opinion corpus (Deng and Wiebe, 2015). We investigate the sentiment bias only on the neutral words, and use the positive and negative words to verify our approaches.

The sentiment lexicon contains a golden sentiment label of each word. Thus, to detect the sentiment bias, we need to compare the sentiment polarity of each word in PLMs with its golden sentiment label. To predict the sentiment polarity of each word in PLMs, we will leverage a set of sentiment-oriented reviews collected from IMDB (Maas et al., 2011), Amazon Reviews (He and McAuley, 2016), YELP (Asghar, 2016), and SST-2 (Socher et al., 2013). Each review is annotated as positive or negative. We collect 2000 positive reviews and 2000 negative ones. As the reviews span over diverse domains, including movies, food, and products, they can well represent each sentiment polarity.

### 3.2 Sentiment Bias Identification

#### Sentiment Association Test

Inspired by the Word Embedding Association Test (Islam et al., 2016), we first design a new Sentiment Association Test approach to predict the sentiment polarity of each word in PLMs based on their associations. Our approach is based on the assumption that if a word consistently shows a stronger association to the diverse set of positive (or negative) reviews, it should have a positive (or negative) sentiment polarity. Based on this assumption, we design a language model prompting approach to estimate the association of each word with a review. As Figure 1 shows, given each positive review \( r_p \), we concatenate it with a template-based prompt, “It was [MASK]”, and feed the whole sequence to a language model encoder. Based on the contextual representation of “[MASK]”, we predict a probability for each word in the sentiment lexicon as \( s_{ij}^p \) where \( j \) is the index of the word in the lexicon. Similarly, for each negative review \( r_n \), we apply the same prompt and use the same approach to predict a probability for each word in the lexicon as \( s_{ij}^n \). For each word indexed with \( j \), we determine its sentiment polarity by comparing \( \text{mean}_i(s_{ij}^p) \) with...
The movie was awesome. It was [MASK].

Figure 2: Overview of the prompting approach for SST.

Sentiment Shift Test Another intuitive approach to predict the sentiment bias of each word in PLMs is based on the assumption that if a word is negative in PLMs and appended multiple times to a positive review, it’s likely that the sentiment of this new sequence might be shifted to neutral or even negative. Based on this assumption, we further design a new Sentiment Shift Test approach to predict the sentiment bias of each word in PLMs. As Figure 2 shows, given a review, we first apply language model prompting to concatenate the review with a prompt “It was [MASK]”, and predict a sentiment label by comparing the probability of “great” and “terrible” based on the contextual representation of “[MASK]”. Then, for each word in the lexicon, we append it K times to the review, and use the same language model prompting approach to predict a sentiment label. We will predict the sentiment bias of each word in PLMs by analyzing the number of sentiment shifts for all positive or negative reviews, i.e., if a word is appended to positive reviews and reduces the accuracy of the model on reviews, this word will have a negative bias.

3.3 Sentiment Bias Quantification

Based on the Sentiment Shift Test, we further design a new metric to quantify the strength of the sentiment bias of each word. Our motivation is that, the less times that a word is appended and the more sentiment labels are shifted after appending it to the reviews, the stronger that the bias will be. Based on this motivation, we design the following metric:

\[ q = \frac{1}{n} \sum_{K} \text{Neg}_i \left( \frac{\text{Neg}_i - \text{Pos}_i}{K^2} \right) \]

where, \( \text{Neg}_i \) and \( \text{Pos}_i \) denote the accuracy before and after appending the word, respectively. Similarly, \( \text{Pos}_i \) is defined as the change of the accuracy on the positive sentiment set after appending a neutral word \( K \) times. \( \text{Neg}_i \) and \( \text{Pos}_i \) denote the negative and positive accuracy, respectively, \( std \) denotes the standard deviation, which in this case serves as a dynamic unit to measure the distance of the means between the positive and negative probability mass functions (PMFs) and \( m \) shows the strength of the sentiment polarity. With a fixed unit, or no dynamic unit, we can only identify the strongly biased words.

4 Experimental Results and Discussion

4.1 Experimental Setup

We select 400 words for each of positive, negative, and neutral categories from the sentiment lexicon and perform SAT and SST on the 2,000 positive and 2,000 negative reviews. The experiments are mainly on RoBERTa models as they show a significantly better understanding of sentiment presented in the text than BERT models. We analyze the word-level sentiment bias in both the pre-trained language model and prompt-based fine-tuning model. The prompt-based model follows the training framework from (Gao et al., 2021) which utilizes a set of training instances as demonstrations to help the model make predictions.

4.2 Does the Probability Predicted by the Language Model Indicate the Sentiment Polarity?

We first investigate whether the pre-trained language models are capable of sensing the sentiment in the text by predicting the probabilities on a set of words with strong sentiment polarity. To do so, we use the mean probabilities of positive and negative words on each positive and negative review. Specifically, we first compute the mean probabilities \( \text{mean}_i(s_i^p) \) of 400 positive words, and \( \text{mean}_i(s_i^n) \) of 400 negative words. Then, we find their differences \( \text{mean}_i(s_i^p) - \text{mean}_i(s_i^n) \) on each the positive review \( s_i^p \) and negative review \( s_i^n \). The results on the pre-trained language model are shown in Figure 3. One can observe that most positive reviews (blue line) have positive values, and most negative reviews have negative values. The mean value for positive reviews is 8.2e-3, and the mean value for negative reviews is -1.9e-4. We observe the same trend in the prompt-tuned language model, as shown in Figure 4, except that the fine-tuning improves the performance. The mean

---

1 We study the impact of different prompt templates and label words in Appendix A.2
value for a positive review is 1.1e-3 and the mean value for negative reviews is -7.9e-4.

Figure 3: Plot for mean_{ij} (s_{ij}^p) \text{ vs } mean_{ij} (s_{ij}^n) on positive reviews s_{ij}^p and negative reviews s_{ij}^n for RoBERTa-base.

Figure 4: Plot for mean_{ij} (s_{ij}^p) \text{ vs } mean_{ij} (s_{ij}^n) on positive reviews s_{ij}^p and negative reviews s_{ij}^n for RoBERTa-base-finetuned.

### 4.3 Sentiment Bias Identification

**Sentiment Association Test** We perform SAT on the 400 neutral words to identify their potential bias, and show the identified biased words in Table 1 in Appendix A.3. We find that: (1) 41.66% of positive-biased words and 52.7% of negative-biased words are shared by at least two models; (2) The number of negative-biased words is 96.0% higher than the number of positive-biased words; (3) After fine-tuning, the number of biased words drastically increases, 124.6% on RoBERTa-Base and 268% on RoBERTa-Large\(^2\).

**Sentiment Shift Test** For each of the 400 neutral words from the lexicon, we append it to the reviews for \(k\) times where \(k \in \{5, 10, 15\}\). Table 2 in Appendix A.3 shows the top-10 most positive and negative-biased words with \(k = 5\). The words are ranked by their SST scores. We observe that: (1) The number of identified positive and negative-biased words increase as \(k\) increases and the increasing rate decreases as \(k\) becomes larger; (2) 70.6% of positive-biased words and 56.8% of negative-biased words are shared by at least two models; (3) For RoBERTa-Large models, 2.25% neutral words simultaneously reduce or increase the accuracy of sentiment classification. We suggest those words are truly neutral. To understand the correlation between SAT and SST, we pick the set of negative and positive-biased words identified by SAT and SST respectively, and find that the two methods share 70% of the negatively biased words and 100% of positively biased words\(^3\).

### 4.4 Are SST and SAT Effective For Identifying and Measuring Bias?

A large number of overlaps between the identified sentiment-biased words from different models prove there is a shared sentiment trend among them. The large overlaps between SST and SAT show the agreement of the trend identified by two testing methods. Thus, we can claim that the identified trend is a kind of sentiment bias that persists in language models. In addition, we find that the fine-tuning can augment the existing bias in the PLMs as the number of biased words increase in both RoBERTa-Base and RoBERTa-large after prompt-tuning. To understand if the measurement can correctly quantify\(^4\) the sentiment bias, we take the top-50 and bottom-50 words from the negative-biased words from fine-tuned RoBERTa-Base ranked by SST and compare them against all the negative-biased words identified by SAT. We find 76% of the top-50 words agree with the words from SAT and 56% of the bottom-50 words agree with the word from SAT. The much higher agreement rate in the top-50 words ranked by SST proves the effectiveness of the measurement.

### 5 Conclusion

In this work, we present Sentiment Association Test and Sentiment Shift Test, two prompt-based methods to identify and measure the token level sentiment-bias in PLMs. We perform extensive experiments on collections of positive and negative reviews and prove that there is sentiment bias in PLMs and our proposed tests can identify and quantify the bias.

---

\(^2\)Averaged on positive and negative biased words.

\(^3\)The number of biased words is the union of the words identified in all models.

\(^4\)The top 10 ranked words with SST scores for RoBERTa-Base and fine-tuned RoBERTa-Base are in Tables 3,4,5,6,7,8.
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### Appendix

#### A.1 Implementation Details

We use the pre-trained RoBERTa-Base and RoBERTa-Large models from HuggingFace. We use the Adam optimizer with a learning rate of \(1e^{-5}\) and batch size 2 to train our models. Each epoch takes about 30 mins and we run the experiment on one Tesla P40.
Table 1: This table shows the top-10 most biased words identified by SAT on various PLMs. The % column shows the percentage of identified biased words in all the neutral words (400).

| Model         | Threshold          | Positive Words                                      | %   | Negative Words                                      | %   |
|---------------|-------------------|----------------------------------------------------|-----|----------------------------------------------------|-----|
| RoBERTa-Base  | 0.5*Standard Deviation | modular, shone, Tours                               | 0.75| obvious, deadly, vanilla, cheese, speculation, systematic, conjecture, sleepy, economics, vodka| 17.0|
|               | 1*Standard Deviation | shone                                               | 0.25| cheese, speculation, turkey, skeletal, outright, bacterial, carrots, tires, dialog, attitudes| 3.75|
|               | 1.5*Standard Deviation | -                                                   | 0.0 | cheese, speculation, carrots                       | 0.75|
| Finetuned     | 0.5*Standard Deviation | PEOPLE, sovereignty, embodiment, predominant, Indeed, incorporate, touch | 1.75| vanilla, skeletal, speculation, implicit, cheese, sleepy, overweight, pitched, judgement, conjecture| 36.25|
| RoBERTa-Base  | 1*Standard Deviation | sovereignty                                         | 0.25| cheese, sleepy, overweight, conjecture, rural, Possible, turkey | 24.0|
|               | 1.5*Standard Deviation | -                                                   | 0.0 | vanilla, skeletal, speculation, implicit, cheese, sleepy, overweight, conjecture, rural, Possible, turkey | 16.25|
| RoBERTa-Large | 0.5*Standard Deviation | shone                                               | 0.25| deadly, screaming, cheese, speculation, overtime, overweight, implicit, systematic, vodka, conjecture, cheese, speculation, conjecture, bacterial, tires, signals, ander, Minor | 12.5|
|               | 1*Standard Deviation | shone                                               | 0.25| bacterial, tires, signals, ander, Minor            | 2.0 |
|               | 1.5*Standard Deviation | -                                                   | 0.0 | bacterial                                           | 0.25|
| Finetuned     | 0.5*Standard Deviation | precious, shone, servings, embodiment, Indeed       | 1.25| familiar, implicit, screaming, overweight, cheese, sleepy, speculation, bacterial, turkey, conjecture | 29.5|
| RoBERTa-Large | 1*Standard Deviation | shone                                               | 0.25| implicit, overweight, sleep, speculation, bacterial, conjecture, patriarchal, Possible, vodka, glare | 16.5|
|               | 1.5*Standard Deviation | -                                                   | 0.0 | implicit, overweight, sleep, speculation, bacterial, turkey, conjecture, patriarchal, Possible, vodka | 9.0 |
Table 2: This table shows the top-10 most biased words identified by SST on various PLMs, with k=5. The % column shows the percentage of identified biased words in all the neutral words (400).

| Model           | K  | Positive Words                                                                 | %  | Negative Words                                                                 | %  |
|-----------------|----|-------------------------------------------------------------------------------|----|-------------------------------------------------------------------------------|----|
| RoBERTa-base    | 5  | shone, dominant, clout, intrigue, globalization, uncover, Saint, Circle, Beans, exercised | 57 | deadly, judgement, screaming, plight, appeal, bacterial, glare, obligations, obligation, overweight | 31 |
| RoBERTa-base    | 10 | anyways, utilizes, shone, dominant, attaching, intrigue, clout, uncover, reflecting, globalization | 58 | deadly, judgement, screaming, undergoing, glare, appeal, opinions, speculation, plight, referee | 34 |
| RoBERTa-base    | 15 | anyways, clout, dominant, intrigue, utilizes, attaches, shone, uncover, incorporate, reflecting | 59.2 | deadly, judgement, screaming, speculation, undergoing, glare, counselling, referee, subsequently, Possible | 34.5 |
| Finetuned       | 5  | shone, extensive, Saint, Indeed, systematic, Awareness, concerted, insights, dominant, renewable | 44.5 | deadly, judgement, overweight, speculation, glare, appeal, patriarchal, tobacco, adversity, notion | 17.6 |
| Finetuned       | 10 | shone, extensive, Saint, quite, dominant, concerted, renewable, Awareness, insights, Indeed | 44 | deadly, judgement, overweight, speculation, appeal, glare, tobacco, screaming, speculate, patriarchal judgement, deadly, speculation, overwight, appeal, notified, speculate, counselling, glare, screaming | 27.5 |
| Finetuned       | 15 | extensive, shone, Saint, quite, dominant, insights, incorporate, participants, concerted, entirely | 45 | deadly, judgement, specification, skeletal, patriarchal, corrective, December, systematic, convict | 30 |
| RoBERTa-large   | 5  | renewable, exercised, sovereignty, precious, Jordanian, intrigue, modular, comedy, Destiny, Episcopal | 63.2 | deadly, judgement, appeal, disposition, skeletal, patriarchal, corrective, December, systematic, convict | 23.17 |
| RoBERTa-large   | 10 | Destiny, precious, renewable, Rapid, sovereignty, Jordanian, Awareness, intrigue, incorporate, Episcopal | 60.2 | deadly, judgement, disposition, appeal, patriarchal, screaming, Pricing, skeletal, plight, glare | 23 |
| RoBERTa-large   | 15 | Awareness, Destiny, incorporate, Episcopal, precious, renewable, intrigue, Jordanian, olive | 59.5 | deadly, judgement, disposition, appeal, screaming, patriarchal, glare, counselling, skeletal, Confederate | 22 |
| Finetuned       | 5  | familiar, shone, comedy, vanilla, renewable, exercised, consistency, insights, chocolate, convertible | 44.5 | judgement, patriarchal, assumption, Minor, overweight, conjecture, distance, bacterial, appeal, stall | 44.8 |
| Finetuned       | 10 | familiar, insights, vanilla, consistency, shone, olive, chocolate, exercised, correctness, silver | 48.1 | judgement, deadly, disposition, patriarchal, assumption, distance, appeal, conjecture, overweight, impacts | 41.8 |
| Finetuned       | 15 | familiar, insights, vanilla, consistency, shone, olive, correctness, silver, incorporate, extensive | 49.8 | judgement, deadly, disposition, assumption, conjecture, distance, appeal, patriarchal, glare, overweight | 39 |
### Table 3: Neutral words obtained using SST on the fine-tuned Roberta-Base

| Word     | Score |
|----------|-------|
| Whites   | -0.0  |
| quarter  | -0.01 |
| System   | -0.04 |
| Posts    | -0.05 |
| bucks    | -0.05 |
| Religious| 0.0   |
| downright| 0.01  |
| outcome  | 0.01  |
| Count    | 0.02  |
| events   | 0.02  |

### Table 4: Top 10 most positive-biased words using SST on finetuned Roberta-Base

| Word    | Score  |
|---------|--------|
| shone   | 20.62  |
| extensive| 15.17 |
| Saint   | 13.24  |
| Indeed  | 9.67   |
| Awareness| 9.39  |
| systematic| 8.92 |
| concerted| 8.81  |
| dominant | 8.63  |
| insights | 8.62  |
| renewable| 8.18  |

### Table 5: Top 10 most negative-biased words using SST on finetuned Roberta-Base

| Word    | Score  |
|---------|--------|
| deadly  | -36.74 |
| judgement| -30.35|
| screaming| -18.26|
| plight  | -16.29 |
| glare   | -14.28 |
| bacterial| -14.24|
| appeal  | -10.89 |
| obligations| -10.87|
| referee | -10.46 |
| obligation| -10.14|

### Table 6: Top 10 most positive-biased words using SST on finetuned Roberta-Base

| Word    | Score  |
|---------|--------|
| shone   | 15.52  |
| dominant| 12.67  |
| clout   | 12.49  |
| intrigue | 11.37  |
| globalization| 10.59|
| uncover | 10.49  |
| Circle  | 9.71   |
| Saint   | 9.26   |
| Beans   | 9.03   |
| reflecting | 8.73 |

### Table 7: Top 10 most negative-biased words using SST on finetuned Roberta-Base

| Word     | Score |
|----------|-------|
| puppy    | -0.04 |
| silver   | -0.07 |
| expectation| -0.09|
| Productions| -0.1 |
| bucket   | -0.12 |
| Hindu    | 0.02  |
| Fiscal   | 0.03  |
| stances  | 0.05  |
| notion   | 0.06  |
| supplies | 0.1   |