Asymmetric Tobit analysis for correlation estimation from censored data
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Abstract: Contamination of water resources with pathogenic microorganisms excreted in human feces is a worldwide public health concern. Surveillance of fecal contamination is commonly performed by routine monitoring for a single type or a few types of microorganism(s). To design a feasible routine for periodic monitoring and to control risks of exposure to pathogens, reliable statistical algorithms for inferring correlations between concentrations of microorganisms in water need to be established. Moreover, because pathogens are often present in low concentrations, some contaminations are likely to be under a detection limit. This yields a pairwise left-censored dataset and complicates computation of correlation coefficients. Errors of correlation estimation can be smaller if undetected values are imputed better. To obtain better imputations, we utilize side information and develop a new technique, the asymmetric Tobit model which is an extension of the Tobit model so that domain knowledge can be exploited effectively when fitting the model to a censored dataset. The empirical results demonstrate that imputation with domain knowledge is effective for this task.
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1 Introduction

Contamination of water resources with pathogenic microorganisms excreted in human feces is a public health concern worldwide. Contamination of water with several types of pathogenic microorganisms, such as bacteria and viruses, causes diseases in humans. Well-known harmful enteric bacteria include \textit{Salmonella}, \textit{Shigella}, and \textit{Escherichia coli} (\textit{E. coli}) O157:H7, while \textit{enterovirus}, \textit{norovirus}, and \textit{rotavirus} are common pathogenic viruses. Oral ingestion is the primary transmission route of enteric illnesses (See Figure 1). Numerous enteric pathogens remaining in treated wastewater contaminate the environment when they are returned to seawater, rivers, lakes and groundwater [5, 22]. Pathogens in seawater condense in shellfish, leading to enteric illnesses transmitted by consumption of raw or undercooked shellfish grown in sewage-polluted seawater [6]. The microbial quality of groundwater tends to be relatively stable due to filtration through layers of soil, although it was reported that in the United States, approximately half of waterborne disease outbreaks are associated with polluted groundwater [15]. Outbreaks associated with untreated recreational waters in rivers, lakes, and ocean often occur owing to fecal contamination. Adequate assessment of microbial water quality is required in order to control public health risks related to exposure to pathogenic microorganisms.

It is almost impossible to include all pathogens in periodic routine monitoring by checking the contamination level of each pathogenic microorganism. Current measurement technologies consume considerable expense and labor for many pathogens, making routine monitoring of such pathogens prohibitive. A more feasible approach to controlling public health risk from waterborne pathogens is to routinely test for only a few selected types of pathogens. The common targets of routine monitoring of water quality are harmless indicator microorganisms and physicochemical water qualities. Commonly used indicators are total \textit{coliforms}, \textit{fecal coliforms}, \textit{enterococci}, and \textit{F-specific bacteriophage} [3, 17, 14, 23, 19, 7]. Physicochemical water quality measurements include pH (potential of hydrogen), BOD (biochemical oxygen demand), COD (chemical oxygen demand), SS (suspended solids), DO (dissolved oxygen), TN (total nitrogen), and TP (total phosphorus) [10]. However, concentrations of these indicators and physicochemical data may not necessarily be correlated strongly with the presence of pathogenic microorganisms and may not suffice to assess waterborne infectious risk. Meanwhile, with continuous efforts made by many researchers in the water engineering field, new detection technologies for pathogenic microorganisms in water are being developed [20, 21]. Establishment of statistical techniques for analyzing pathogenic measurement data [11, 12, 8, 9] is expected to enable future advancements in the design of routine monitoring approaches for pathogen
Pearson correlation coefficient (PCC) is a standard measure in the water engineering field for evaluating the relationship between concentrations of two microorganisms [24]. The microorganism concentrations that have higher correlation coefficients with concentrations of another target microorganism are more effective in predicting concentrations of the target microorganism. Computation of the PCC for indicator–pathogen pairs tends to be a challenge in attempting to measure the relationship between concentrations of two pathogenic microorganisms in water. The difficulty is caused due to the existence of detection limits, which are not included in the standard setting of statistical analysis. Many pathogens are present in low concentrations. To detect the few individuals of such a pathogen, a large volume of water must be sampled, which burdens procedures for periodic routine monitoring with a heavy workload. For monitoring based on realistic volume sampling, samples of pathogen concentrations are usually left-censored data [11, 12]. A na"ive approach to estimation of PCC between such data is to discard undetected data and to compute PCC only from data pairs in which both pathogens were detected. However, this approach suffers from a severe disadvantage in that commonly detected data amounts to be too low to infer correlation. Thus, reliable algorithms for inferring PCC from censored data need to be established to ensure safe and sustainable water resources for human societies on Earth.

In this study, we investigated the performance of several methods for inferring PCC between censored concentration data of two microorganisms in water. We examined a more sophisticated approach than the aforementioned na"ive method, exploiting side information to impute undetected concentrations before computing PCC. We fitted a Tobit model [1] to the censored data and imputed the undetected data with expected values based on the model. Then, more complete data can be used to infer PCC. The estimation accuracy of this approach depends on the imputation accuracy. To improve the imputation accuracy, we consider exploitation of domain knowledge. For water quality data, the signs of the correlations between any pair of two variables are known in advance. A third approach utilizes this knowledge by introducing the asymmetric normal distribution [13] as the prior for the regression coefficients of the Tobit model.

Another technical contribution of this study is the discovery of an efficient algorithm for fitting the Tobit model with the asymmetric normal prior. An expectation-maximization (EM) algorithm can be used for fitting the classical Tobit model. Each iteration of the EM algorithm consists of an E-step and an M-step. If the prior of the regression coefficients is the ordinary normal distribution, an M-step can be performed by simply solving a linear system. In general, M-steps tend to be challenging if the prior is changed. In this study, we found that M-steps can still be performed efficiently even if the asymmetric normal distribution is adopted as the prior of the regression coefficients.

This paper is organized as follows. The next section provides a review of three fundamental tools as preliminaries to the later sections: the PCC, a Tobit model, and the non-negative least square. In Section 3, we introduce three approaches for correlation analysis: a na"ive approach, a classical Tobit approach, and an asymmetric Tobit approach. In Section 4, we present a new algorithm for fitting the asymmetric Tobit model to censored data. In Section 5, simulation results are reported. The final section summarizes and concludes the contributions of this study.


2 Preliminaries

2.1 Pearson correlation coefficient

PCC is a statistic for paired data: \((y_{1,a}, y_{1,b}), \ldots, (y_{n,a}, y_{n,b}) \in \mathbb{R} \times \mathbb{R}\). The definition of PCC is given by

\[
R(y_a, y_b) := \frac{\sum_{i=1}^{n} (y_{i,a} - \bar{y}_a)(y_{i,b} - \bar{y}_b)}{\sqrt{\sum_{i=1}^{n} (y_{i,a} - \bar{y}_a)^2 \sum_{i=1}^{n} (y_{i,b} - \bar{y}_b)^2}}
\]  

(1)

where \(\bar{y}_a := \frac{1}{n} \sum_{i=1}^{n} y_{i,a}\) and \(\bar{y}_b := \frac{1}{n} \sum_{i=1}^{n} y_{i,b}\).

2.2 Tobit analysis

Tobit analysis [1] is a regression method for censored data. In Tobit analysis, a target variable \(y \in \mathbb{R}\) (the concentration of a microorganism, in this study) is assumed to be drawn with the following generative model:

\[
y = (w, x) + \epsilon
\]  

(3)

where \(\epsilon\) is a normal noise, \(\epsilon \sim \mathcal{N}(0, \beta^{-1})\), the vector \(x \in \mathbb{R}^d\) contains explanatory variables (including physicochemical data and possibly concentration data of another microorganism), and \(w \in \mathbb{R}^d\) is a regression coefficient vector. This is largely the same as the setting of the least square estimation; however, one important difference is that Tobit analysis allows censoring in sample data. In a case where a concentration \(y\) is undetected with detection limit \(\theta\), the expected concentration is given by

\[
E[y | y < \theta, x] = (w, x) - \beta^{-1/2}\lambda_{\text{IMR}}(\theta - \langle w, x \rangle) \sqrt{\beta}.
\]  

(4)

Herein, \(\lambda_{\text{IMR}}(\xi) = \phi(x)/\Phi(x)\) is the inverse Mills ratio where \(\phi(x)\) and \(\Phi(x)\) are the standard normal density function and its cumulative density function, respectively. Equation (4) is derived from the fact that under the condition \(y < \theta\), \(y\) follows the truncated normal distribution with the truncation of upper tail:

\[
p(y | y < \theta, x) = f_{\text{tr}}(y | \langle w, x \rangle, \beta, \theta)
\]  

(5)

where

\[
f_{\text{tr}}(y | \mu, \beta, \theta) := \begin{cases} \frac{\sqrt{\beta} \phi(\sqrt{\beta}(y - \mu))}{\Phi(\sqrt{\beta}(\theta - \mu))} & \text{for } y \in (-\infty, \theta), \\ 0 & \text{for } y \in [\theta, +\infty). \end{cases}
\]  

(6)

The second moment can also be expressed in a closed form as

\[
E[y^2 | y < \theta, x] = \frac{1 - \xi_{\text{IMR}}(\theta - \langle w, x \rangle) \sqrt{\beta}}{\beta} + \langle w, x \rangle^2 - \frac{2\lambda_{\text{IMR}}(\theta - \langle w, x \rangle) \sqrt{\beta}}{\sqrt{\beta}} \langle w, x \rangle.
\]  

(7)

Figure 3: Priors of regression coefficients for asymmetric Tobit model. In the three panels, the densities \(p(w_h)\) are plotted against a regression coefficient \(w_h\). (a) The prior is reduced to the symmetric normal distribution when \(\lambda_h^p = 1\) and \(\lambda_h^p = 1\). (b) When \(\lambda_h^p \gg \lambda_h^p\), positive regression coefficients are strongly penalized. (c) When \(\lambda_h^p \ll \lambda_h^p\), negative coefficients are likely to be avoided.

The values of the model parameters \(w\) and \(\beta\) are determined by fitting the model to a censored dataset \((x_i, y_i) \in \mathbb{R}^d \times \mathbb{R}\) for \(i = 1, \ldots, n\) in which \(y_1, \ldots, y_n\) are observed, whereas \(y_{n+1}, \ldots, y_n\) are not observed due to the detection limit \(\theta\). Fitting to the dataset is performed by maximizing the following regularized log-likelihood function:

\[
L_{\text{sym}}(w, \beta) := \log p_{\text{sym}}(w) + L_0(w, \beta),
\]  

(8)

where \(p_{\text{sym}}(w)\) is the normal prior of the regression coefficients \(w\):

\[
p_{\text{sym}}(w) = \mathcal{N}(w; 0, \lambda^{-1} I).
\]  

(9)

The second term in (8), \(L_0(w, \beta)\), is the Tobit log-likelihood function:

\[
L_0(w, \beta) := \frac{n_v}{2} \log \beta + \sum_{i=1}^{n_v} \log \phi \left( \sqrt{\beta} (y_i - \langle w, x_i \rangle) \right) + \sum_{i=n_v+1}^{n} \log \Phi \left( \sqrt{\beta} (\theta - \langle w, x_i \rangle) \right).
\]  

(10)

The EM algorithm is a standard method for maximization of \(L_{\text{sym}}\). The details of this method can be found in a paper by Amemiya [1].

2.3 Nonnegative least square

The nonnegative least square problem is a quadratic programming problem defined as

\[
\min \| A^\top x - b \| \text{ wrt } x \in \mathbb{R}^m,
\]  

(11)

where \(A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^n\).

This problem is denoted by NNLS\((A, b)\) hereinafter. For solving the NNLS problem, Lawson and Hanson’s active set algorithm presented in their book [16] is popular. Since then, many improvements have been developed, and presently, NNLS is known as an efficiently solvable convex problem [4, 18, 2].
3 Correlation analysis methods

In this study, we consider three approaches for correlation analysis: a naïve approach, a classical Tobit approach, and an asymmetric Tobit approach. The three approaches are summarized in Figure 2. The details are described below.

**Naïve approach:** Assume that a dataset contains $n$ data pairs

$$\{(y_{1,a}, y_{1,b}), \ldots, (y_{n,a}, y_{n,b})\}$$

representing concentrations of two microorganisms that may be left-censored. Let $\theta_a$ and $\theta_b$ be the detection limits of the two microorganisms, respectively. The data are such that $y_{i,a} < \theta_a$ and $y_{i,b} < \theta_b$ are not available. We use the index sets of visible entries

$$I_{v,a} := \{i \in [n] \mid y_{i,a} \geq \theta_a\} \quad \text{and} \quad I_{v,b} := \{i \in [n] \mid y_{i,b} \geq \theta_b\}.$$  

Our example of a naïve method computes PCC only from visible pairs (i.e. $(y_{i,a}, y_{i,b})$ for $i \in I_{vv} := I_{v,a} \cap I_{v,b}$). Namely, the PCC is computed as

$$R_{\text{naïve}} := R(y_{vv,a}, y_{vv,b})$$

where

$$y_{vv,a} := [y_{i,a}]_{i \in I_{vv}}, \quad y_{vv,b} := [y_{i,b}]_{i \in I_{vv}}.$$  

A shortcoming of this approach is that the cardinality of commonly visible set $I_{vv}$ tends to be small, yielding a large estimation error.

**Classical Tobit approach:** We now consider another approach to correlation analysis utilizing undetected entries of the concentrations of two microorganisms $A$ and $B$. Here, it is assumed that other physicochemical observations are available as side information. Typical physicochemical data such as water temperature, DO, SS, TN, and TP are more easily measured compared to microorganism concentrations. The approach being discussed here imputes undetected concentrations of the microorganism $A$ and then imputes the undetected concentrations of the microorganism $B$ using the side information and B’s completed concentrations. Tobit analysis is used for imputation of undetected concentrations. This method is referred to as the classical Tobit approach.

After the above procedure, the concentration data of both microorganisms are complete. PCC can be computed from the completed vectors as

$$R_{\text{sym}} := R(\hat{y}_a, \hat{y}_b),$$

where the completed vectors are denoted by $\hat{y}_a := [y_{i,a}]_{i \in [n]}$ and $\hat{y}_b := [y_{i,b}]_{i \in [n]}$, respectively. PCC is expected to be estimated well if the imputations of undetected entries are accurate.

**Asymmetric Tobit approach:** The third approach exploits domain information to improve the Tobit analysis, and consequently, the PCC estimation. In water quality engineering, it is known whether typical physicochemical data are positively correlated to each of several typical pathogens. For example, more pathogens tend to survive in warmer water, leading to positive correlation between pathogen concentration and water temperature. It can be assumed that all correlated explanatory variables have positive correlations to a target variable without loss of generality, because negatively correlated explanatory variables are negated in advance by preprocessing. For positively correlated explanatory variables, positive regression coefficients are preferred. However, in highly censored datasets, often only a few visible observations are available. In such a case, positively correlated explanatory variables may often have a negative sample correlation in small samples, which decreases the effectiveness of the Tobit model. The third approach to correlation analysis uses a modification of the Tobit model, introduced below, to impute undetected concentrations. We denote the resultant PCC by $R_{\text{asym}}$.

In the rest of this section, our proposed modification of the Tobit model is described. This modified Tobit model is called the asymmetric Tobit model, and the correlation analysis approach using the new Tobit model is called the asymmetric Tobit approach hereinafter. Asymmetric Tobit model penalizes the negative coefficient. To do so, the ordinary normal prior in (8) is replaced by the asymmetric normal distribution [13] (See Figure 3) as follows.

$$p_{\text{asym}}(w) := \prod_{h=1}^d \frac{1}{Z_h} \exp \left( -\frac{\lambda^h_1 (w_h)^2 + \lambda^h_2 (-w_h)^2}{2} \right)$$

where $(x)_+ := \max(0, x)$ and

$$Z_h := \sqrt{\frac{\pi}{2\lambda^h_1}} + \sqrt{\frac{\pi}{2\lambda^h_2}}$$

Let $I_p \subseteq [d]$ be the index set of explanatory variables correlated to the target variable. In our simulations described later, the constant vectors $\lambda^p, \lambda^b \in \mathbb{R}^d$ are set to $\lambda^p_h = (1 + 991[h \in I_p])\lambda$ and $\lambda^b_h = (1 + 991[h \in I_p])\lambda$ for $h \in [d]$. The new regularized log-likelihood function is expressed as

$$L_{\text{asym}}(w, \beta) := \log p_{\text{asym}}(w) + L_0(w, \beta).$$  

The new Tobit model is fitted to censored data by maximizing the new regularized log-likelihood function (19). In the next section, our approach to maximizing the new objective function (19) is described.

4 Fitting asymmetric Tobit model

In this study, we propose a new algorithm for fitting the asymmetric Tobit model. To find the maximizer of the regularized log-likelihood function (19), we adopted the...
expectation-maximization (EM) algorithm. Modification of the prior often gives rise to some technical difficulties. In this section, we show that each iteration of the EM algorithm can be performed efficiently even if the prior is changed from the ordinary normal distribution to the asymmetric normal distribution.

EM algorithms are a general framework for fitting a latent variable model to a dataset by repeating E-step and M-step until convergence. The EM algorithm for Tobit analysis uses the following Q-function.

\[
Q(w, \beta, q) := \log p(w) + \frac{n}{2} \log \beta + \sum_{i=1}^{n} \log \phi \left( \sqrt{\beta}(y_i - \langle w, x_i \rangle) \right) + \sum_{i=n_v+1}^{n} \mathbb{E}_{q_i(y_i)} \left[ \log \phi \left( \sqrt{\beta}(y_i - \langle w, x_i \rangle) \right) \right]
\]

(20)

where \( q \) is a set of \( (n - n_v) \) probabilistic density functions \( q_{n_v+1}(y_{n_v+1}), \ldots, q_n(y_n) \). Therein, \( p(w) \) is the prior of \( w \); \( p = p_{\text{sym}} \) for the classical Tobit model and \( p = p_{\text{asym}} \) for the asymmetric Tobit model. Let \( (w^{(t-1)}, \beta^{(t-1)}) \) denote the value of the model parameters obtained at \( (t-1) \)-th iteration. The set of the distributions \( q \) at the \( t \)-th iteration is denoted by \( q^{(t)} := \left( q_i^{(t)} \right)_{i=n_v+1}^{n} \). The \( t \)-th iteration consists of the following procedure.

1. Set the density function \( q_i^{(1)} \) to the posterior of \( y_i \) based on \( (w^{(t-1)}, \beta^{(t-1)}) \), and update each of the expected terms in the Q-function.

2. \( w^{(t)} := \arg\max_{w \in \mathbb{R}^d} Q(w, \beta^{(t-1)}, q^{(t)}) \);

3. \( \beta^{(t)} := \arg\max_{\beta \in \mathbb{R}} Q(w^{(t)}, \beta, q^{(t)}) \);

The first line is called the E-step. The other two lines are called the M-step. The E-step and the update rule of \( \beta \) are unchanged even if the prior of \( w \) is changed. Meanwhile, the change of the prior of \( w \) may complicate the update rule of \( w \). In this study, we found the following result.

**Theorem 1.** If \( p = p_{\text{asym}} \), the update rule of \( w \) in the EM algorithm for fitting the Tobit model is reduced to an NNLS problem.

This theorem implies that each iteration of the EM algorithm is performed efficiently even if the prior of the regression coefficients \( w \) is replaced with the asymmetric normal distribution.

Before discussing the update rule of \( w \), we review the E-step and the update rule of \( \beta \). Let

\[
y^v := [y_1, \ldots, y_n]^T, \quad y^h := [y_{n_v+1}, \ldots, y_n]^T, \quad X^v := [x_1, \ldots, x_n], \quad X^h := [x_{n_v+1}, \ldots, x_n].
\]

The posterior, computed at the E-step of \( t \)-th iteration, is updated as

\[
q_i^{(t)}(y_i) = f_{\text{NNLS}} \left( y_i \left| \langle w^{(t-1)}, x_i \rangle, \beta^{(t-1)}, \theta \right. \right).
\]

(21)

This allows us to update the following expected quantities.

\[
y^{(t)} := \left( y^v \hat{y}^v \right)^T, \quad \mathbb{E}_{q^{(t)}} \left[ \left( y^h \hat{y}^h \right)^T \right]^T,
\]

\[
v^{(t)} := \mathbb{E}_{q^{(t)}} \left[ ||y^h\hat{y}^h||^2 \right] - ||\mathbb{E}_{q^{(t)}} \left[ y^h \hat{y}^h \right]||^2.
\]

(22)

Each expectation in both \( y^{(t)} \) and \( v^{(t)} \) is expressed in a closed form using (4) and (7). The update rule of \( \beta \) is readily obtained by setting the derivative of the Q-function as

\[
\beta^{(t)} = \frac{n}{\|X^t w - y^{(t)}\|^2 + v^{(t)}}.
\]

(23)

We thus observe that efficient computation of the E-step and the update rule of \( \beta \) is possible.

Finally, we conclude this section by demonstrating that NNLS fitting accomplishes the update rule of \( w \), as described in Theorem 1. Define a \( 2d \times (n + 2d) \) matrix \( A^{(t)} \) and an \( (n + 2d) \)-dimensional vector \( b^{(t)} \) as

\[
A^{(t)} := \begin{bmatrix} X & \text{diag} \left( \frac{\lambda^p}{\beta^{(t-1)}} \right)^{1/2} O \\ -X & O \end{bmatrix},
\]

\[
b^{(t)} := \begin{bmatrix} \hat{y}^{(t)} \\ 0_{2d} \end{bmatrix}.
\]

The regression coefficient vector \( w \in \mathbb{R}^d \) can be decomposed with two nonnegative vectors \( w_+, w_- \in \mathbb{R}^d \) as \( w = w_+ - w_- \). Using the two vectors, the Q-function can be rewritten as

\[
Q(w_+ - w_-, \beta^{(t-1)}, q^{(t)}) = -\frac{\beta}{2} \left( ||(A^{(t)})^T \left[ w_+ - b^{(t)} \right] ||^2 + \text{const} \right)
\]

(25)

where const denotes the terms with no dependency on the regression coefficients. Equation (25) implies that the sub-problem for maximizing \( Q(w_+ - w_-, \beta^{(t-1)}, q^{(t)}) \) is reduced to the problem NNLS(\( A^{(t)}, b^{(t)} \)) defined in Subsection 2.3. From the optimal solution to the sub-problem, denoted by \( \left[ w_+^{(t)}, w_-^{(t)} \right] \), the regression coefficient vector is updated as \( w^{(t)} = w_+^{(t)} - w_-^{(t)} \).

The above discussions are summarized in Algorithm 1 that shows a pseudo-code of the EM algorithm for fitting the asymmetric Tobit model.
Algorithm 1: EM algorithm for asymmetric Tobit model.

1. \( \text{Initialize } w^{(0)} \text{ and } \beta^{(0)}; \)
2. \( \text{for } t := 1 \text{ to } T \) do
3. \( \text{Use (21) and (22) to update } q \text{ and compute } y^{(t)} \text{ and } v^{(t)}; \)
4. \( \text{Solve NNLS}(A^{(t)}, b^{(t)}) \text{ where } A^{(t)} \text{ and } b^{(t)} \)
5. \( \text{are defined as (24) to get } w_+^{(t)} \text{ and } w_-^{(t)}; \)
6. \( w^{(t)} := w_+^{(t)} - w_-^{(t)}; \)
7. \( \text{Update the inverse variance parameter by (23);} \)
8. end
9. end

5 Simulations

We carried out simulations to investigate the performance of the three correlation analysis methods described in Section 3. Three water quality datasets including an Indian water dataset, a water dataset on NY Harbor, and a water dataset on Sapporo were used. The Indian water dataset contained 1,580 data, each of which contained six variates, FC, TC, pH, Cond, N, and BOD. The NY Harbor water dataset contained 292 records, each consisting of four variates, FC, TC, WT, and pH. These two datasets are available from https://www.kaggle.com/. The Sapporo water dataset is also publicly available from the supplement of Kato et al.’s paper [10]. The Sapporo dataset had 175 data, each of which included eight variates, E.coli, TC, pH, EC, SS, TN, TP, and FR. All of these have no detection limit. To simulate censoring situations, we chose two variates to regard as concentrations of two microorganisms. A virtual detection limit was assumed for each of the two microorganisms. The detection limits were selected so that the negative ratio is 0.8 for both microorganisms. For each dataset, \( n = 50 \) records were randomly selected, and the concentration data of the two microorganisms of interest were censored. Three correlation analysis approaches were applied to the data prepared in this way. The estimated PCC \( \hat{R} \in \{ R_{\text{naive}}, R_{\text{sym}}, R_{\text{asym}} \} \) was assessed by the absolute error from the PCC computed from uncensored data. Namely, the error was defined as \( |\hat{R} - R(y_a, y_b)|, \) where \( y_a \in \mathbb{R}^n \) and \( y_b \in \mathbb{R}^n \) are the concentration data before censoring for two microorganisms, respectively. This procedure was repeated 50 times to obtain 50 errors.

Table 1, Table 2, and Table 3 report the average of the estimation errors for all choices of two microorganisms for the Indian, NY Harbor, Sapporo water datasets, respectively. The standard deviations are presented in parentheses. The minimal error among three errors in each row is bold-faced. Asym Tobit, Sym Tobit, and Naïve denote the asymmetric Tobit, classical Tobit, and naïve approaches, respectively. For the Indian dataset, the asymmetric and classical Tobit approaches obtained the minimal error for 28 pairs and two pairs, respectively, whereas the naïve approach could not obtain the minimal error for any pair. For the NY Harbor dataset, the asymmetric and classical Tobit approaches achieved the minimal errors for 12 and two pairs, respectively. For Sapporo dataset, the two Tobit approaches obtained the minimal errors for 39 and 19 pairs. The naïve approach did not obtain the minimal error for any pair. These results suggest that imputation of undetected observations leads to a better estimation performance for inferring PCC compared to the naïve approach. Let us speculate why imputation leads to a better estimation. Common visible observations \( T_v \) tend to be few when two microorganisms are correlated poorly. In such a case, the naïve method computes the PCC from a small, paired dataset, which worsens estimation. The empirical observations that the asymmetric Tobit performed better than the classical Tobit for many pairs suggested that the asymmetric Tobit exploited domain knowledge effectively to impute undetected concentrations, resulting in more precise estimations.

Moreover, the runtimes for fitting the Tobit models are reported. A major technical contribution of this study is finding that the M-step of the EM algorithm is reduced to NNLS even when the prior of the regression coefficients is

| A       | B     | Asym Tobit | Sym Tobit | Naïve |
|---------|-------|------------|-----------|-------|
| FC      | TC    | 0.105      | 0.141     | 0.171 |
| FC      | pH    | 0.134      | 0.178     | 0.213 |
| FC      | Cond  | 0.112      | 0.151     | 0.205 |
| FC      | N     | 0.116      | 0.151     | 0.205 |
| FC      | BOD   | 0.315      | 0.351     | 0.401 |
| TC      | FC    | 0.208      | 0.245     | 0.282 |
| TC      | pH    | 0.116      | 0.151     | 0.205 |
| TC      | Cond  | 0.141      | 0.178     | 0.213 |
| TC      | N     | 0.101      | 0.135     | 0.180 |
| TC      | BOD   | 0.091      | 0.127     | 0.173 |
| pH      | FC    | 0.141      | 0.151     | 0.205 |
| pH      | TC    | 0.124      | 0.151     | 0.205 |
| pH      | Cond  | 0.144      | 0.178     | 0.213 |
| pH      | N     | 0.114      | 0.151     | 0.205 |
| pH      | BOD   | 0.131      | 0.162     | 0.213 |
| Cond    | FC    | 0.098      | 0.127     | 0.173 |
| Cond    | TC    | 0.135      | 0.162     | 0.213 |
| Cond    | pH    | 0.128      | 0.162     | 0.213 |
| Cond    | N     | 0.066      | 0.099     | 0.143 |
| Cond    | BOD   | 0.066      | 0.099     | 0.143 |
| N       | FC    | 0.135      | 0.162     | 0.213 |
| N       | TC    | 0.115      | 0.145     | 0.195 |
| N       | pH    | 0.070      | 0.108     | 0.158 |
| N       | Cond  | 0.071      | 0.108     | 0.158 |
| N       | BOD   | 0.143      | 0.178     | 0.234 |
| BOD     | FC    | 0.165      | 0.195     | 0.245 |
| BOD     | TC    | 0.103      | 0.135     | 0.180 |
| BOD     | pH    | 0.111      | 0.145     | 0.195 |
| BOD     | Cond  | 0.053      | 0.095     | 0.143 |
| BOD     | N     | 0.139      | 0.178     | 0.234 |
replaced with a slightly complicated distribution named the asymmetric normal distribution. This is in contrast to the EM algorithm for fitting the classical Tobit model, in which the M-step can be performed by solving an ordinary unconstrained least square problem. NNLS is a constrained convex program. Given this, how much additional runtime is required for fitting the asymmetric Tobit model, compared to fitting the symmetric Tobit model? To answer this question empirically, the runtimes of 30 iterations of the EM algorithms for the asymmetric and symmetric Tobit models were measured with a variable sample size $n$. Table 4(a), (b), and (c) report the average CPU times over 10 trials for the Indian, NY Harbor, and Sapporo water datasets, respectively. The unit is seconds in the tables. The figures in parentheses are the standard deviations. Surprisingly, no significant differences between the two models were observed even though the M-step for the asymmetric Tobit is a constrained least square problem because the number of regression coefficients is not very large in the application of water quality analysis. The dimensionalities for the three datasets, say $d$, were only six, four, and eight, respectively, thus solving the NNLS problems quickly compared to the E-step in which the values of the cumulative density function are computed for $(n - n_c)$ data. To examine the case where the number of regression coefficients is large, an artificial dataset was generated with $d = 200$ and the computational times were examined. When $d$ was large, solving NNLS became a computationally expensive step, and thereby the differences between the computational times of the two models appeared clearly, as shown in Table 4(d). However, when the sample size $n$ was increased, the ratio of the two computational times approached one, because the computational cost of the E-step was again dominant with larger $n$. To summarize the results of our investigation of runtimes, we simply note the intended application of water quality analysis. In this application, the dimensionality $d$ is small, meaning that the additional computational cost paid for NNLS can be ignored.

| A   | B     | Asym Tobit | Sym Tobit | Na"ive |
|-----|-------|------------|-----------|--------|
| FC  | TC    | 0.102 (0.066) | 0.109 (0.074) | 0.475 (0.429) |
| FC  | WT    | 0.138 (0.099) | 0.149 (0.100) | 0.647 (0.279) |
| FC  | pH    | 0.197 (0.127) | 0.197 (0.124) | 0.567 (0.298) |
| TC  | FC    | 0.129 (0.078) | 0.139 (0.084) | 0.475 (0.429) |
| TC  | WT    | 0.136 (0.108) | 0.151 (0.116) | 0.656 (0.368) |
| TC  | pH    | 0.102 (0.066) | 0.109 (0.074) | 0.475 (0.429) |
| WT  | FC    | 0.147 (0.101) | 0.153 (0.110) | 0.647 (0.279) |
| WT  | TC    | 0.149 (0.107) | 0.157 (0.116) | 0.656 (0.368) |
| WT  | pH    | 0.149 (0.107) | 0.157 (0.116) | 0.656 (0.368) |
| pH  | FC    | 0.195 (0.128) | 0.195 (0.124) | 0.567 (0.298) |
| pH  | TC    | 0.129 (0.078) | 0.139 (0.084) | 0.475 (0.429) |
| pH  | WT    | 0.136 (0.108) | 0.151 (0.116) | 0.656 (0.368) |

6 Conclusions

In this paper, we demonstrated the favorable effects of imputation of undetected observations using side information prior to correlation computation for analysis of relationships between left-censored data pairs, with the aim of applying pathogenic concentration data to assess exposure risk to pathogens in water. The simulation results suggested that exploitation of domain knowledge for imputation of undetected data made the use of side information more effective. The asymmetric normal prior was introduced to the Tobit model as the key tool for imputation of undetected data. We showed theoretically that each iteration of the EM algorithm for Tobit fitting with the asymmetric prior can run efficiently by reducing the sub-problem for the M-step to the nonnegative least square problem, which is known as a quickly solvable convex problem. In future work, the method developed in this study will be applied to actual analysis of pathogen concentration data to redesign an improved routine to periodic monitoring, given that pathogen measurement technologies keep evolving.
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