Rough homogenization for Langevin dynamics on fluctuating Helfrich surfaces
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In this paper, we study different scaling rough path limit regimes in space and time for the Langevin dynamics on a quasi-planar fluctuating Helfrich surfaces. The convergence results of the processes were already proven in [DEPS15]. We extend this work by proving the convergence of the Itô and Stratonovich rough path lift. For the rough path limit, there appears, typically, an area correction term to the Itô iterated integrals, and in certain regimes to the Stratonovich iterated integrals. This yields additional information on the homogenization limit and enables to conclude on homogenization results for diffusions driven by the Brownian motion on the membrane using the continuity of the Itô-Lyons map in rough paths topology.
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1 Introduction

The lateral diffusion of particles is crucial for cellular processes, including signal transmission, cellular organization and the transport of matter (cf. [MP11, MHS14, LP13, AV95]). Motivated by these applications, i.e. diffusion on cell membranes, we consider the diffusion on a curved domain - a hypersurface $\mathcal{S}$, cf [Sei97]. The Brownian motion on the surface, whose generator in local coordinates is the Laplace-Beltrami operator, is a simple example of a diffusing particle on a biological surface, which is also known from physics as the overdamped Langevin dynamics on a Helfrich membrane (cf. [NB07]).

We will restrict our considerations to the classical situation of the so-called “essentially flat surfaces” $\mathcal{S}$. The standard way of representing the essentially flat surface is the Monge-gauge parametrization, where we specify the height $H$ of the hypersurface as a function of the coordinates from the flat base, namely over $[0, L]^2$ or, since we consider the periodic setting, over $\mathbb{T}^2$ (such that we take $L = 1$).

Moreover, these membranes are fluctuating both in time and space due to the spatial microstructure and thermal fluctuations or active proteins. The analysis of the macroscopic behavior of a laterally diffusive process on surfaces possessing microscopic space and time scales was derived in [Dun13, DEPS15]. Based on classical methods from homogenization theory, they prove that under the assumption of scale separation between the characteristic length and time scales of the membrane fluctuations and the characteristic scale of the diffusing particle, the lateral diffusion process can be well approximated by a Brownian motion on the plane with...
constant diffusion tensor $D$. In particular, they show that $D$ depends in a highly nonlinear way on the detailed properties of the surface. Since this work is motivated by the Helfrich elasticity membrane model, we briefly describe it here in order to better understand the form of the considered system of SDEs.

The classical description of fluid membranes $\mathcal{S}$ on the level of continuum elasticity is based on the Canham [Can70] - Helfrich [Hel73] free energy:

$$
\mathcal{E}[\mathcal{S}] = \frac{1}{2} \int_{[0,L]^2} \kappa K^2(x) dx \sqrt{\gamma(x)} dx,
$$

where $G$ is the metric tensor of $\mathcal{S}$ in local coordinates, $K$ is the mean and the constant $\kappa$ is the (bare) bending modulus. Note that the term with Gaussian curvature is omitted since we consider fluctuations of the membrane which do not change its topology. For more details about description of fluid lipid membranes see [Des15].

Utilizing the standard approach (see [DEPS15, DE88]) one can derive the dynamics of the surface fluctuations that are described by the stochastic partial differential equation (SPDE) of the type:

$$
\frac{dH(t)}{dt} = -RAH(t) + \xi(t)
$$

(1.1)

where $AH := -\kappa \Delta^2 H + \sigma \Delta H$ ($\sigma$ being the surface tension) is the restoring force for the free energy associated to $\mathcal{E}[\mathcal{S}]$. Moreover, $R$ is the operator that characterizes the effect of nonlocal interactions of the membrane through the medium (for more details see [DEPS15, section 4] or [Dun13, section 2.2]; $Rf := \Lambda * f$ for $\Lambda(x) := (8\pi \lambda |x|)^{-1}$, $f \in L^2_{\text{per}}([0,L]^2)$, where $\lambda$ is the viscosity of the surrounding medium). The last term $\xi$ is a Gaussian field, that is white in time and with spatial fluctuations having mean zero and covariance operator $2(k_B T) R$, $k_B$ being the Boltzmann constant. Next, we consider the ansatz for the height function as the truncated Fourier basis $(e_k)_{k \in \mathbb{Z}^2}$ for the truncated Galerkin-projection on the Fourier spanned space given by

$$
H(x,t) = h(x,\eta_t) = \sum_{|k| \leq K} \eta_k e_k(x), \quad (x,t) \in \mathbb{T}^2 \times \mathbb{R}^+,
$$

(1.2)

for the Fourier basis $(e_k)_{k \in \mathbb{Z}^2}$ on the torus $\mathbb{T}^2$ and fixed cut-off $K \in \mathbb{N}$. Substituting the Equation (1.2) into (1.1) we see that the SPDE diagonalizes and that coefficients $\eta = (\eta^k)_{|k| \leq K}$ with $K := \# \{ k \in \mathbb{Z}^2 \mid 0 < |k| \leq K \}$ are independent Ornstein Uhlenbeck processes given by

$$
d\eta^k_t = -\frac{\kappa |2\pi k|^3 + 4\alpha |2\pi k|}{4\lambda} \eta^k_t dt + \frac{k_B T}{2\lambda |2\pi k|} dW^k_t,
$$

where $(W^k)_k$ are independent complex-valued standard Brownian motions with constraint $\overline{W}^k = W^{-k}$, i.e. $W^k = \frac{1}{\sqrt{2}} (\text{Re}(W^k) + i \text{Im}(W^k))$ with $\text{Re}(W^k), \text{Im}(W^k)$ independent $\mathbb{R}^K$-valued Brownian motions. Moreover, using [Stu10, Lemma 6.25], we notice that without the ultra-violet cutoff $K$, the surface $H$ is almost surely Hölder-continuous with exponent $\alpha < 1$ (in $d = 2$), but not for $\alpha = 1$. Due to this irregularity, we can not define a diffusion on $H$ using the classical methods. This is the reason why most of the works that deal with the diffusion on $H$, assume the ultra-violet cutoff.

Next, we consider a particle on the surface $\mathcal{S}$ with the molecular diffusion $D_0$. After the nondimensionalisation, we can derive the equation that describes its dynamics (more comments will be given in the next section and the detailed derivation can be found in [Dun13, section 2.1]. All together, [Dun13, section 2.2] one derives the system of coupled SDEs that describes the motion of the particle and fluctuating membrane:

$$
dX^\varepsilon_t = F(X^\varepsilon_t, \eta^\varepsilon_t) dt + \sqrt{\Sigma(X^\varepsilon_t, \eta^\varepsilon_t)} dB(t)
$$

(1.3)

$$
d\eta^\varepsilon_t = -\frac{1}{\varepsilon} \Gamma \eta^\varepsilon_t dt + \sqrt{2\Pi^\varepsilon} dW(t),
$$

(1.4)
coefficients $\Gamma$, $\alpha, \beta$ different scaling regimes (convergence towards a particular lift of the homogenization limit in rough path topology for the Helfrich energy. Specifically, we extend previously mentioned results with proving the particle on a fluctuating Gaussian hypersurface with covariance given by (the ultra-violet cutoff that Markov process to rewrite the (in general unbounded) drift term of the Markov process and exploit the solution of the associated Poisson equation for the generator of functionals of Markov processes (cf. also \[KLO12\]). That is, we identify a stationary, ergodic homogenization results for diffusions driven by the Brownian motion on the membrane using path topology yields more information on the homogenization limit and enables us to conclude homogenization results for diffusions driven by the Brownian motion on the membrane using the continuity of the Itô-Lyons map in rough path topology.

As in the works by \[Dum13, DEPS15, DOP21\], we utilize martingale methods for additive functionals of Markov processes (cf. also \[KLO12\]). That is, we identify a stationary, ergodic Markov process and exploit the solution of the associated Poisson equation for the generator of that Markov process to rewrite the (in general unbounded) drift term of $X^\varepsilon$. We consider both Itô and Stratonovich rough path lifts. As already observed in \[DOP21\], for the Stratonovich lift we expect an area correction to appear if and only if the underlying Markov process is non-reversible. Indeed, in the regime $(\alpha, \beta) = (1,1)$, we have that the underlying Markov process $Y^\varepsilon := \varepsilon^{-1}X^\varepsilon$ is reversible (under its invariant measure, for each fixed, stationary realization of $\eta$), and also the Stratonovich limit is the usual Stratonovich lift of the Brownian motion $X$. Contrary to that, in the $(\alpha, \beta) = (1,2)$ regime, an area correction for the Stratonovich lift appears (which we expect is truly non-vanishing). In the regime $(\alpha, \beta) = (0,1)$ the limit is obtained by averaging over the invariant measure of the Ornstein-Uhlenbeck process $\eta$; and also the rough limit is given by the canonical lift of the Brownian motion, which follows as in this case the uniform controlled variation (UCV) condition is satisfied for $(X^\varepsilon)$.

In the regime $(\alpha, \beta) = (1, -\infty)$ and $\eta_0$ being deterministic (i.e. $H$ being a non-random periodic surface), we have that $X$ is a diffusion with periodic coefficients and the equality in law $X^\varepsilon \overset{d}{=} (\varepsilon X_{\varepsilon^{-2}t})_t$ holds. Note that this case corresponds to the quenched regime, i.e. we consider the surface to be time-independent (or fix a stationary realization $\eta_0$). Due to the functional central limit theorem for the Itô rough path lift of $X^\varepsilon$ proven in \[DOP21, section 4.3\] the rough path limit is given by a nontrivial lift of the limiting Brownian motion $X$.

Rough homogenization results are useful in combination with the continuity of the Itô-Lyons map to obtain rough homogenization results for particles whose velocity is governed by the velocity of the particle $X$. For example, processes like fusion are initiated by the velocities of particles itself. However, note that in this case the underdamped Langevin dynamics would better describe the system, and in our work we consider the overdamped Langevin dynamics. Hence, our results could be seen as a starting point for considering these more complicated systems.

The paper is structured as follows. Section \[2\] sets the model and the assumptions on the surface $H$. We also collect knowledge about the generator of the Markov process $(X, \eta)$ and the growth conditions on the coefficients, as well as recall the definition of the space of $\alpha$-Hölder rough path. Section \[3\], Section \[4\] and Section \[5\] treat the scaling regimes $(\alpha, \beta) = (0,1)$, $(\alpha, \beta) = (1,2)$ and $(\alpha, \beta) = (1,1)$, respectively. For every case we prove tightness in $\gamma$-Hölder rough path topology for $\gamma \in (\frac{1}{3}, \frac{4}{3})$. As a consequence, we derive the rough homogenization limit.
In this section we will fix the definition of the time dependent random hypersurface \( H(x, t) \) and the diffusion \( X \) on \( H \). For more details, we refer to [Dun13, DEPS15].

We will consider fluctuating hypersurfaces that can be represented as a graph of a sufficiently smooth random field \( H : [0, L]^d \times [0, \infty) \rightarrow \mathbb{R} \), i.e. it is represented via the so-called Monge gauge parametrization. More precisely, we assume that for each \( t > 0 \), \( H(x; t) \) is smooth in \( x \) and \( H(x; t) \) is periodic in \( x \) with period \( L_H \) for each \( t > 0 \). Without loss of generality, we assume that \( L_H = 1 \). Furthermore, we assume the existence of a characteristic timescale \( T_H = T \), which models the observation time of the system. The hypersurface \( \mathcal{S}(t) \) is parametrized over \([0, 1]^d\) by \( J : [0, 1]^d \times [0, \infty) \rightarrow \mathbb{R}^{d+1} \) as

\[
J(x, t) = (x, H(x, t)).
\]

The metric tensor of \( \mathcal{S}(t) \) in local coordinates \( x \in \mathbb{R}^d \) is given by

\[
G(x, t) = I + \nabla H(x, t) \otimes \nabla H(x, t)
\]

and we define

\[
|G|(x, t) := \det G(x, t) = 1 + |\nabla H(x, t)|^2.
\]

Due to the physical application of the hypersurface, we restrict the dimension to \( d = 2 \), but mathematically all results below also apply for general dimension \( d \). The dimension would become relevant if one considered taking the cutoff away, as the surface becomes rougher with increasing dimension.

Motivated by the Helfrich elastic fluctuating membrane model presented in the introduction [LJ], we assume that the random field \( H(x, t) \) is Gaussian and it can be written as \( H(x, t) = h(x, \eta_t) \) via Fourier expansion with ultra-violet cutoff (for fixed \( K \in \mathbb{N} \)). More precisely, we define

\[
H(x, t) := h(x, \eta_t) := \sum_{k \in \mathbb{Z}^2: 0 < |k| \leq K} \eta_k^t e_k(x), \quad x \in \mathbb{T}^2
\]

(without the \( k = 0 \) Fourier mode) where \((e_k)_{k \in \mathbb{Z}^2}\) is the Fourier basis on the two-dimensional torus \( \mathbb{T}^2 \), i.e. \( e_k(x) = \exp(2\pi ik \cdot x) \in \mathcal{C}^\infty(\mathbb{T}^2) \) and \( \mathbb{T}^2 \) is identified with \([0, 1]^2\). The cutoff is needed to ensure differentiability of the surface. The equation (1.1) for \( H \) then yields the dynamics of \( \eta = (\eta^k)_{k \in \mathbb{Z}^2: 0 < |k| \leq K} \), which is given by the complex-valued Ornstein Uhlenbeck processes with

\[
d\eta_t = -\Gamma \eta_t dt + \sqrt{2\Pi} dW_t
\]

for a \( K \)-dimensional standard complex-valued Brownian motion \( W \) with complex conjugate \( \overline{W}^k = W^{\overline{k}} \), where \( K := \#\{k \in \mathbb{Z}^2 \mid 0 < |k| \leq \tilde{K} \} \) and where \( \Gamma, \Pi \) are real matrices, such that \( \eta^k = \eta^{\overline{k}} \), which implies that \( H \) is real-valued as \( \overline{H} = H \). Since we work in the real-valued setting, we identify \( \eta \) with \((Re(\eta), Im(\eta))\), which is a \( 2K \)-dimensional real-valued Ornstein-Uhlenbeck process with the above dynamics for a \( 2K \)-dimensional real-valued standard Brownian motion \( W \) and with the property that \( Re(\eta^k) = Re(\eta^{\overline{k}}) \) and \( Im(\eta^k) = -Im(\eta^{\overline{k}}) \). The drift matrix \( \Gamma \) is symmetric and positive definite, defined by \( \Gamma := \text{diag}(\Gamma_k) \) with

\[
\Gamma_k = \frac{\kappa^*|2\pi k|^4 + \sigma^*|2\pi k|^2}{|2\pi k|},
\]

where \( \kappa^* = \kappa/(k_B T) \), \( \sigma^* = \sigma/(k_B T) \) are positive constants that depend on the geometry of \( \mathcal{S} \). The diffusion matrix \( \Pi \) is also symmetric and positive definite and defined as \( \Pi := \text{diag}(\Pi_k) \) with

\[
\Pi_k = \frac{1}{\kappa^*|2\pi k|^4 + \sigma^*|2\pi k|^2}.
\]
Since the symmetric, positive-definite matrices $\Gamma, \Pi$ commute, the normal distribution
\[
N(0, \Pi) =: \rho_\eta
\]  
(2.3)
is the invariant measure for the Ornstein Uhlenbeck process $\eta$. Then we have
\[
\rho_\eta(\eta) = \rho_\eta d\eta = \frac{1}{\sqrt{(2\pi)^2|\Pi|}} \exp(-\frac{1}{2} \eta \cdot \Pi^{-1} \cdot \eta) d\eta,
\]  
(2.4)
with $|\Pi| := \det(\Pi)$ (note that we use the same notation $\rho_\eta$ for the measure and its density). The generator $L_\eta$ of $\eta$ is given by
\[
L_\eta = -\Gamma \eta \cdot \nabla_\eta + \Pi \Gamma : \nabla_\eta \nabla_\eta.
\]  
(2.5)
Here and later on, we will use the notation
\[
A : \nabla_x \nabla_x f(x) := \sum_{i,j=1}^n A_{i,j} \partial_{x_i} \partial_{x_j} f(x) \quad \text{for } A \in \mathbb{R}^{n \times n}, f \in C^2(\mathbb{R}^n, \mathbb{R}), n \in \mathbb{N}.
\]
The generator $L_\eta$ is a closed, unbounded operator on $L^2(\rho_\eta)$ with domain $\text{dom}(L_\eta) = \{ f \in L^2(\rho_\eta) \mid L_\eta f \in L^2(\rho_\eta) \}$. Observe that, since $L_\eta^* \rho_\eta = 0$ for the Lebesgue adjoint $L_\eta^*$, the invariance of $\rho_\eta$, i.e.
\[
\langle (L_\eta f)_{\rho_\eta} = \int L_\eta f(x) \rho_\eta(x) dx = 0, \quad \text{for all } f \in \text{dom}(L_\eta),
\]
can be checked easily. Let us define the space
\[
H^1(\rho_\eta) := \{ f \in \text{dom}(L_\eta) \mid \langle (-L_\eta) f, f \rangle_{\rho_\eta} < \infty \}.
\]  
(2.6)
Furthermore, notice that for the Ornstein-Uhlenbeck generator $L_\eta$, spectral gap estimates hold true, that is, there exists a constant $C > 0$, such that
\[
\| f \|^2_{H^1(\rho_\eta)} = \langle (-L_\eta) f, f \rangle_{\rho_\eta} \geq C \| f - \langle f \rangle_{\rho_\eta} \|^2_{L^2(\rho_\eta)}
\]  
(2.7)
for any $f \in H^1(\rho_\eta)$ with $\langle f \rangle_{\rho_\eta} := \int f(\eta) d\rho_\eta$. Indeed, from a simple calculation using the invariance for $f^2$, it follows that $\langle (-L_\eta) f, f \rangle_{\rho_\eta} = \langle \Pi \nabla_\eta f, \nabla_\eta f \rangle_{\rho_\eta}$. Then (2.7) follows from $\min_{f^2} \rho_\eta > 0$ and the Poincaré-inequality for the Laplacian on $H^1(\mathbb{T}^2, d\eta)$.

In particular, $\rho_\eta$ is an ergodic measure for the Ornstein-Uhlenbeck process $\eta$. Furthermore, if $f$ is centered under $\rho_\eta$, then $P^\eta_t f$ is centered by invariance and thus (2.7) applied for $P^\eta_t f$ together with $\partial_t (P^\eta_t f, P^\eta_t f)_{\rho_\eta} = 2 \langle L_\eta P^\eta_t f, P^\eta_t f \rangle_{\rho_\eta}$ yield the spectral gap estimates for the semigroup $(P^\eta_t)_{t \geq 0}$ of the Ornstein-Uhlenbeck process:
\[
\| P^\eta_t f - \langle f \rangle_{\rho_\eta} \|^2_{L^2(\rho_\eta)} \leq e^{-Ct} \| f \|^2_{L^2(\rho_\eta)}
\]  
for all $t \geq 0$ and $f \in L^2(\rho_\eta)$ (sometimes also called exponential ergodicity).

We want to consider a Brownian motion $X$ on the Helfrich membrane $H$ given in (2.2). This diffusion will be driven by an independent Brownian motion $B$. For each fixed realization of the membrane, it will be the Markov process that has in local coordinates the Laplace-Beltrami operator $\mathcal{L}^H = \mathcal{L}$ as a generator. As we assume the expansion (2.2) with coefficients $\eta$, we obtain a system of SDEs for $(X, \eta)$ describing the dynamics of the diffusion $X$ on the membrane $H$. As in [DEPS15], we thus define:
Definition 2.1. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space and \(B\) a two-dimensional standard Brownian motion independent of a \(2K\)-dimensional standard Brownian motion \(W\). Let \(x_0\) be a random variable with values in \(\mathbb{T}^2\) independent of \(B\) and \(W\). Let \((X, \eta)\) be the solution of the following system of SDEs

\[
\begin{align*}
    dX_t &= F(X_t, \eta_t)dt + \sqrt{2\Sigma_X(X_t, \eta_t)}dB_t, \quad X_0 = x_0 \\
    d\eta_t &= -\Gamma \eta_t dt + \sqrt{2T}dW_t, \quad \eta_0 \sim \rho_t
\end{align*}
\]  

(2.8)

with \(\Sigma: \mathbb{T}^2 \times \mathbb{R}^{2K} \to \mathbb{R}^{2 \times 2}\), where \(\Sigma(x, \eta)\) is the inverse of the metric tensor matrix \(g(x, \eta)\) \(\in \mathbb{R}^{2 \times 2}\) defined as

\[
\Sigma(x, \eta) := g^{-1}(x, \eta) := (I + \nabla_x h(x, \eta) \otimes \nabla_x h(x, \eta))^\dagger
\]  

(2.10)

and \(F: \mathbb{T}^2 \times \mathbb{R}^{2K} \to \mathbb{T}^2\) with (notation: \(|g| = |\Sigma^{-1}| := \det(\Sigma^{-1})\))

\[
F(x, \eta) := \frac{1}{\sqrt{|g(x, \eta)|}} \nabla_x \cdot (\sqrt{|g|}g^{-1}(x, \eta)).
\]  

(2.11)

Then we call \(X\) a Brownian motion on the Helfrich membrane \(H\) (started in \(x_0\)).

One can show (cf. [Dun13 Proposition 2.3.1]) that the solution \((X, \eta)\) exists and it is a Markov process with generator on smooth, compactly supported test functions \(f: \mathbb{T}^2 \times \mathbb{R}^{2K} \to \mathbb{R}\) given by

\[
(L + L_\eta)f(x, \eta) = \frac{1}{\sqrt{|g(x, \eta)|}} \nabla_x \cdot (\sqrt{|g(x, \eta)|}\Sigma(x, \eta)\nabla_x f(x, \eta)) + L_\eta f(x, \eta)
\]  

(2.5)

\[
= F(x, \eta)\nabla_x f(x, \eta) + \Sigma(x, \eta) : \nabla_x \nabla_x f(x, \eta) + L_\eta f(x, \eta),
\]

where \(L_\eta\) is the generator of the Ornstein-Uhlenbeck process \(\eta \sim \rho_t\) given with (2.5). Moreover, from the proof of [Dun13 Proposition 2.3.1], we conclude the following uniform bounds: there exists a constant \(C_1 > 0\) such that

\[
|\Sigma(x, \eta)|_F \leq C_1, \quad \forall (x, \eta) \in \mathbb{T}^2 \times \mathbb{R}^{2K},
\]  

(2.12)

where \(|\cdot|_F\) denotes the Frobenius-norm and there exists a constant \(C_2 > 0\) such that

\[
|F(x, \eta)| \leq C_2 (1 + |\eta|), \quad \forall (x, \eta) \in \mathbb{T}^2 \times \mathbb{R}^{2K},
\]  

(2.13)

where \(|\cdot|\) denotes the usual euclidean norm.

We are interested in considering fluctuations of the membrane in time \((\varepsilon^\beta, \beta \geq 0\) or \(\beta = -\infty\)) and space \((\varepsilon^\alpha, \alpha \geq 0\) with different speeds \(\alpha, \beta\). More precisely, we consider instead of \((x_t, \eta_t)\) the fluctuating system \((\varepsilon^\alpha H(\varepsilon^{\beta t}, \varepsilon^{-\beta t}) = \varepsilon^\alpha h(\varepsilon^{-\alpha x}, \eta_{-\beta \varepsilon^t})\), which transforms the system of equations (2.8) into

\[
\begin{align*}
    dX_t^\varepsilon &= \frac{1}{\varepsilon^\alpha} F \left( \frac{X_t^\varepsilon}{\varepsilon^\alpha}, \frac{\eta_t^\varepsilon}{\varepsilon^\beta} \right) dt + \sqrt{2\Sigma \left( \frac{X_t^\varepsilon}{\varepsilon^\alpha}, \frac{\eta_t^\varepsilon}{\varepsilon^\beta} \right)} dB_t \\
    d\eta_t^\varepsilon &= -\frac{1}{\varepsilon^\beta} \Gamma \eta_t^\varepsilon dt + \sqrt{\frac{2T}{\varepsilon^\beta}} dW_t, \quad \eta_0^\varepsilon \sim \rho_{\varepsilon^t}
\end{align*}
\]  

(2.14)

Here we define the Brownian motion \(\tilde{W}_t \varepsilon^\beta W_{\varepsilon^{-\beta t}}\) and thus \((\eta_{-\beta \varepsilon^t})_{t \geq 0} = (\eta_t^\varepsilon)_{t \geq 0}\). Since we are interested in convergence in distribution, we may replace \(\tilde{W}\) by \(W\), to abuse the notation. We refer to [Dun13 section 2.3.3] for the derivation of the system and the physical background. Furthermore, note that stationarity and Gaussianity imply boundedness of all moments of \(\eta_t^\varepsilon\) in \(\varepsilon, t\).
As already indicated, we want to study the behaviour of the Itô and Stratonovich rough path lift of \((X^\varepsilon)\) for different speeds \(\alpha, \beta\) when \(\varepsilon \to 0\). More precisely, by relabeling \(\varepsilon^\alpha\), all relevant regimes to consider are \((\alpha, \beta) = (0, 1)\) and \((\alpha, \beta) \in 1 \times (-\infty, \infty)\) (i.e. all other scaling regimes for \(\alpha\) can be transformed into one of these, yielding the same limit behavior). By the considerations in [Dun13, section 6], it moreover turns out that the regimes \((\alpha, \beta)\) are the most interesting ones, in the sense that they yield, together with the quenched regime \((\alpha, \beta) = (1, -\infty)\), the four different limit behaviours that can occur (cf. [Dun13 Theorem 6.0.1]). There is one scaling regime, \(\alpha = 1\) and \(\beta \in (2, 3]\), where the limit is actually open, as certain Poisson equations needed to prove the limit might not have solutions. Considering the regimes \((\alpha, \beta) \in \{(0, 1), (1, 2), (1, 1)\}\), we prove the convergence of the rough path lift and identify the limit. In the quenched regime, \((\alpha, \beta) = (1, -\infty)\) with \(\eta_0\) being deterministic, the limit follows from the work [DOP21], cf. the rough central limit theorem for diffusions with periodic coefficients in [DOP21 section 4.3].

The convergence results will be proven in \(\gamma\)-Hölder rough path topology. Here we briefly recall the definition of a \(\gamma\)-Hölder rough path and for more details we refer the reader to [FH20]. We will write \(X_{s,t} := X_t - X_s\) and we define

\[
\Delta_T := \{(s, t) \in [0, T]^2 \mid s \leq t\}.
\]

**Definition 2.2.** [FH20 Def. 2.1] For \(\gamma \in (1/3, 1/2]\) we call \((X, X) \in C([0, T], \mathbb{R}^d) \times C(\Delta_T, \mathbb{R}^{d \times d})\) a \(\gamma\)-Hölder rough path if:

i) Chen’s relation holds, that is

\[
X_{r,t} - X_{r,s} - X_{s,t} = X_{s,u} \otimes X_{u,t}
\]

for all \(0 \leq r \leq s \leq t \leq T\) with \(X_{s,t} = 0\), where \(X_{s,t} := X_t - X_s\),

ii) the (inhomogeneous) \(\gamma\)-Hölder norms are finite, that is

\[
\| (X, X) \|_\gamma := \| X \|_{\gamma, T} + \| X \|_{2\gamma, T} := \sup_{0 \leq s < t \leq T} \frac{|X_{s,t}|}{|t-s|^{\gamma}} + \sup_{0 \leq s < t \leq T} \frac{|X_{s,t}|}{|t-s|^{2\gamma}} < \infty.
\]

We denote the nonlinear space of all such \(\gamma\)-Hölder rough paths by \(C_{\gamma, T}\) equipped with the distance

\[
\| (X^1, X^2) \|_\gamma := \| X^1 - X^2 \|_{\gamma, T} + \| X^1 - X^2 \|_{2\gamma, T}.
\]

**Remark 2.3.** For a two-dimensional Brownian motion \(B\), the Itô lift \((B, B_{\text{Itô}})\), where \(B_{\text{Itô}}(s,t) := \int_s^t B_{s,r} \otimes dB_r\) are Itô-integrals, as well as the Stratonovich lift \((B, B_{\text{Strato}})\) for \(B_{\text{Strato}}(s,t) := \int_s^t B_{s,r} \otimes \circ dB_r\), being Stratonovich integrals, are for any \(\varepsilon > 0\) almost surely \(\gamma\)-Hölder rough path for \(\gamma = 1/2 - \varepsilon\), cf. [FH20 Ch. 3]. But also \((B, (s,t) \mapsto B_{s,t} + A(t-s))\) is a \(\gamma\)-rough path, where \(A\) is a matrix \(A \in \mathbb{R}^{2 \times 2}\) and \(B = B_{\text{Itô}}\) or \(B = B_{\text{Strato}}\). The latter will be the lift of the Brownian motion that we encounter below.

We finalize this section by recalling the concept of uniform controlled variations by Kurtz and Protter ([KP91 Definition 7.3]; here for continuous semimartingales without the need of stopping times).

**Definition 2.4.** A sequence \((X^\varepsilon)\) of \(\mathbb{R}^d\)-valued continuous semi-martingales on \([0, T]\) decomposed as the sum \(X^\varepsilon = M^\varepsilon + A^\varepsilon\), where \(M^\varepsilon\) is a local martingale and \(A^\varepsilon\) is of finite variation, satisfies the UCV (Uniformly Controlled Variations) condition if and only if

\[
\langle (M^\varepsilon, i) \rangle_T \quad \text{and} \quad \text{Var}_{1, [0, T]}(A^\varepsilon) \quad \text{are tight in} \quad \mathbb{R},
\]

for \(i = 1, ..., d\) and \(\text{Var}_{1, [0, T]}(f) := \lim_{|\pi| \to 0} \sum_{s,t \in \pi} |f_t - f_s|\) denotes the one-variation of a function \(f : [0, T] \to \mathbb{R}^d\) and the limit is taken over all finite partitions \(\pi\) of \([0, T]\) with mesh size \(|\pi| = \max_{s,t \in \pi} |t - s| \to 0\).
Remark 2.5. The tightness \((2.16)\) follows from
\[
\max_{i=1,\ldots,d} \sup_{\varepsilon} \left( \mathbb{E}[(M_{\varepsilon,i})^2] + \mathbb{E} [\text{Var}_{t} (A_{\varepsilon})] \right) < \infty, \tag{2.17}
\]
which is the bound, as we will verify when showing that a semimartingale satisfies the UCV condition.

We state a version of [KP91] Definition 7.1, Theorem 7.4, that will be repeatedly exploited in the sequel in order to prove the distributional convergence of certain Itô integrals. For the proof see [KP96, Thm. 7.4] and [KP91, Thm. 2.2].

Proposition 2.6. [KP96] Thm. 7.4] A sequence \((X_{\varepsilon})_{\varepsilon}\) of \(\mathbb{R}^d\)-valued continuous semi-martingales on \([0, T]\) satisfies the UCV condition if and only if for all sequences \((Y_{\varepsilon})_{\varepsilon}\) with \((Y_{\varepsilon}, X_{\varepsilon}) \Rightarrow (Y, X)\) jointly in distribution in \(C([0, T], \mathbb{R}^d)\) and with \(Y_{\varepsilon}\) integrable against \(X_{\varepsilon}\) and \(Y\) against \(X\) in the Itô sense, it follows that \((Y_{\varepsilon}, X_{\varepsilon}, \int_{0}^{T} Y_{\varepsilon} \otimes dX_{\varepsilon}) \Rightarrow (Y, X, \int_{0}^{T} Y_{s} \otimes dX_{s})\) in distribution in \(C([0, T], \mathbb{R}^{d+2})\).

Let us furthermore state a version of the Kolmogorov criterion for rough paths, [FH20, Theorem 3.1], that we use in the sequel.

Lemma 2.7. Let \((X_{\varepsilon}, X_{\varepsilon}^{\varepsilon})_{\varepsilon}\) be a family of \(\gamma\)-Hölder rough path, \(\gamma < 1/2\). Assume that for any \(p > 2\), there exist constants \(C_1, C_2 > 0\) such that:
\[
\sup_{\varepsilon} \mathbb{E} \left[ \left| X_{t,\varepsilon}^{\varepsilon} - X_{s,\varepsilon}^{\varepsilon} \right|^p \right] \leq C_1 |t - s|^{p/2}, \quad \forall s, t \in [0, T] \tag{2.18}
\]
and
\[
\sup_{\varepsilon} \mathbb{E} \left[ \left( \int_{s}^{t} X_{s,\varepsilon}^{\varepsilon} dX_{t,\varepsilon}^{\varepsilon} \right)^{p/2} \right] \leq C_2 |t - s|^{p/2}, \quad \forall s, t \in \Delta_T \tag{2.19}
\]
for \(i, j \in \{1, \ldots, d\}\). Then for any \(\gamma' < 1/2\),
\[
\sup_{\varepsilon} \mathbb{E} \left[ \left\| (X_{\varepsilon}, X_{\varepsilon}^{\varepsilon}) \right\|_{p, \gamma'}^p \right] < \infty.
\]
If furthermore \(\sup_{\varepsilon} \mathbb{E} \left[ \left\| X_{\varepsilon}^{\varepsilon} \right\|_{p, \gamma'} \right] < \infty\) (i.e. tightness of \((X_{\varepsilon}^{\varepsilon})_{\varepsilon}\) holds true, then it follows that \((X_{\varepsilon}, X_{\varepsilon}^{\varepsilon})_{\varepsilon}\) is tight in \(C_{\gamma, T}\).

Proof. The proof follows from the proof of [FH20, Theorem 3.1] applied to \(\beta = 1/2\) and \(\gamma' = \beta - 1 - \varepsilon\), \(\varepsilon > 0\), using the fact that, according to assumption \((2.13), (2.19)\) holds for any \(p > 2\). Tightness in \(C_{\gamma, T}\) then follows utilizing the compact embedding \(C_{\gamma', T} \hookrightarrow C_{\gamma, T}\) for \(\gamma < \gamma'\).

3 Membrane with purely temporal fluctuations

In this section, we consider the scaling regime \(\alpha = 0, \beta = 1\) in \((2.14)\) and thus obtain the slow-fast system:
\[
dX_{t} = F(X_{t}, \eta_{t}) dt + \sqrt{2\Sigma(X_{t}, \eta_{t})} dB(t) \tag{3.1}
\]
\[
d\eta_{t} = -\frac{1}{\varepsilon} \Gamma \eta_{t} dt + \sqrt{\frac{2}{\varepsilon}} \Pi dW_{t}, \quad \eta_{0} \sim \rho_{\eta}, \tag{3.2}
\]
where \(B\) and \(W\) are independent Brownian motions.

From classical stochastic averaging, see also [DEPS15, Theorem 4], we know that \(X_{\varepsilon} \Rightarrow X\) in distribution in \(C([0, T], \mathbb{R}^2)\) as \(\varepsilon \to 0\). The limit \(X\) is the solution of the averaged system
\[
dX_{t} = \overline{F}(X_{t}) dt + \sqrt{2\Sigma(X_{t})} dB_{t},
\]
with

$$F(x) := \int_{\mathbb{R}^2} F(x, \eta) \rho_\eta(d\eta),$$  \hfill (3.3)

$$\Sigma(x) := \int_{\mathbb{R}^2} \Sigma(x, \eta) \rho_\eta(d\eta),$$  \hfill (3.4)

where $\rho_\eta(d\eta)$ is the invariant measure of $\eta$ given by (2.4). Utilizing the linear growth of $F$ in $\eta$ uniformly in $x$, cf. (2.13), boundedness of all moments of $\eta^\varepsilon_t$ in $\varepsilon, t$ and boundedness of $\Sigma$, cf. (2.12), we can conclude that $(X^\varepsilon)_t$ satisfies the UCV condition (2.17); see below for the detailed proof. Thus, according to Proposition 2.6, the iterated Itô integrals of $X^\varepsilon$ will converge to the iterated Itô integrals of the limit $X$. More precisely, the following theorem holds:

**Theorem 3.1.** Let $\gamma < 1/2$ and $X^\varepsilon$ and $X$ be as above. Let $X^\varepsilon_{s,t} := \int_s^t (X^\varepsilon_r - X^\varepsilon_s) \otimes dX^\varepsilon_r$ and $X_{s,t} := \int_s^t (X_r - X_s) \otimes dX_r$, where the stochastic integrals are understood in the Itô sense. Then it follows that

$$(X^\varepsilon, X^\varepsilon) \Rightarrow (X, X)$$  \hfill (3.5)

in distribution in $\gamma$-Hölder rough path topology.

**Proof.** We first prove the weak convergence of the iterated integrals $(X^\varepsilon_{0,t})$ in $\mathbb{R}^{2 \times 2}$ for any $t \geq 0$ and then show tightness of $(X^\varepsilon, X^\varepsilon)$ in $\gamma$-Hölder rough path topology.

The first aim is to apply Proposition 2.6 and show that the sequence $(X^\varepsilon)_t$ satisfies the UCV condition. We have that $X^\varepsilon = A^\varepsilon + M^\varepsilon$ for

$$A^\varepsilon_t := \int_0^t F(X^\varepsilon_s, \eta^\varepsilon_s)ds$$

$$M^\varepsilon_t := \int_0^t \sqrt{2\Sigma(X^\varepsilon_s, \eta^\varepsilon_s)}dB_s,$$

where $A^\varepsilon$ is of finite variation and $M^\varepsilon$ is a martingale. For $(X^\varepsilon)_t$ to satisfy the UCV condition, we thus have to show the bound (2.17).

By boundedness of $\Sigma$ it is immediate that the expected quadratic variation of $M^\varepsilon$ is also uniformly bounded in $\varepsilon$. For the bound on the total variation of $A^\varepsilon$ we use that (2.13) holds uniformly in $x \in T^2$, such that:

$$\sup \varepsilon E[\text{Var}_{1,0,T}(A^\varepsilon)] \leq \sup \varepsilon \mathbb{E} \left[ \int_0^T |F(X^\varepsilon_s, \eta^\varepsilon_s)|ds \right]$$

$$\leq C\sup \varepsilon \mathbb{E} \left[ \int_0^T (1 + |\eta^\varepsilon_s|)|ds \right]$$

$$= C(1 + \mathbb{E}[|\eta_0|])T,$$

where in the last equality, we used the stationarity of $\eta^\varepsilon$. As we have weak convergence of $(X^\varepsilon)_t$ to $X$ in $C([0, T], \mathbb{R}^2)$, this implies, according to Proposition 2.6, that we also have weak convergence of the Itô integrals $X^\varepsilon := \int X^\varepsilon \otimes dX^\varepsilon$ to $X := \int X \otimes dX$ in $C(\Delta_T, \mathbb{R}^{2 \times 2})$.

To prove tightness in $\gamma$-Hölder rough path topology for $\gamma < 1/2$, we utilize Lemma 2.7. Here (2.18) follows immediately from the linear growth of $F$ in $\eta$ and bounded moments of $\eta^\varepsilon_t$ in $\varepsilon, t$ by stationarity, as well as Burkholder-Davis-Gundy inequality for the martingale part and
boundedness of $\Sigma$. Moreover, (2.19) follows from (2.18) and the estimate
\[
\mathbb{E}\left[\left|\int_s^t X_{s,r}^\varepsilon, i dX_{r}^\varepsilon, j\right|^{p/2}\right] \lesssim \mathbb{E}\left[\int_s^t |X_{s,r}^\varepsilon, i dM_{r}^{\varepsilon, j}|^{p/2}\right] + \mathbb{E}\left[\left|\int_s^t X_{s,r}^\varepsilon, i dA_{r}^{\varepsilon, j}\right|^{p/2}\right]
\lesssim \mathbb{E}\left[\left(\int_s^t |X_{s,r}^\varepsilon, i|^2 dr\right)^{p/4}\right] + \mathbb{E}\left[\left(\int_s^t |X_{s,r}^\varepsilon, i F^j(X_{r}^\varepsilon, \eta_r^\varepsilon)|dr\right)^{p/2}\right]
\lesssim \left(\int_s^t \mathbb{E}[|X_{s,r}^\varepsilon, i|^{p/2}]^{4/p} dr\right)^{p/4} + \left(\int_s^t \mathbb{E}[|X_{s,r}^\varepsilon, i F^j(X_{r}^\varepsilon, \eta_r^\varepsilon)|^{p/2}]^{2/p} dr\right)^{p/2}
\lesssim |t - s|^{(2\times \frac{\alpha}{2} + 1)\times \frac{2}{p}} + \left(\int_s^t \mathbb{E}[|X_{s,r}^\varepsilon, i|^{p/2}]^{1/p} \mathbb{E}[|F^j(X_{r}^\varepsilon, \eta_r^\varepsilon)|^{p/2}]^{1/p} dr\right)^{p/2}
\lesssim |t - s|^{p/2} + \left(\int_s^t \mathbb{E}[|X_{s,r}^\varepsilon, i|^{p/2}]^{1/p} \mathbb{E}[(1 + |\eta_r^\varepsilon|)^{1/p}]^{1/p} dr\right)^{p/2}
\lesssim |t - s|^{p/2} + \left(\int_s^t \mathbb{E}[|X_{s,r}^\varepsilon, i|^{p/2}]^{1/p} dr\right)^{p/2}
\lesssim |t - s|^{p/2} + |t - s|^{p/4 + p/2} \lesssim_{T} |t - s|^{p/2}
\]
using the Burkholder-Davis-Gundy inequality for the martingale part, boundedness of $\Sigma$ in the second line and the generalized Minkowski’s inequality for integrals for both summands in the third line (and the linear growth of $F$ and stationarity of $\eta$).
Combining distributional convergence of $(X^\varepsilon, X^\varepsilon)$ to $(X, X)$ in $C([0, T], \mathbb{R}^d) \times C(\Delta T, \mathbb{R}^{d \times d})$ and tightness in $C_{\gamma,T}$, we conclude on distributional convergence in $\gamma$-H"older rough path topology for $\gamma < 1/2$.

\section{Membrane with temporal fluctuations twice as fast as spatial fluctuations}

In this section, we consider the scaling regime $\alpha = 1$, $\beta = 2$ in (2.14), that is, temporal fluctuations occur twice as fast as spatial ones. We introduce the fast process
\[
Y^\varepsilon_t := \frac{X_t^\varepsilon}{\varepsilon} \mod \mathbb{T}^2.
\]
Then the general SDE system can be written as
\[
\begin{align*}
\text{(4.1a)} & \quad dX_t^\varepsilon = \frac{1}{\varepsilon} F(Y^\varepsilon_t, \eta^\varepsilon_t) dt + \sqrt{2\Sigma(Y^\varepsilon_t, \eta^\varepsilon_t)} dB_t, \\
\text{(4.1b)} & \quad dY_t^\varepsilon = \frac{1}{\varepsilon^2} F(Y^\varepsilon_t, \eta^\varepsilon_t) dt + \frac{2}{\varepsilon^2} \Sigma(Y^\varepsilon_t, \eta^\varepsilon_t) dB_t, \\
\text{(4.1c)} & \quad d\eta_t^\varepsilon = -\frac{1}{\varepsilon^2} \Gamma \eta^\varepsilon_t dt + \sqrt{\frac{2}{\varepsilon^2}} \Gamma dW_t,
\end{align*}
\]
for independent Brownian motions $B$ and $W$, where $B$ is a two-dimensional and $W$ is a $2K$-dimensional standard Brownian motion.
Utilizing Itô’s formula, one can easily check that on smooth, compactly supported functions $f \in C^\infty_c(\mathbb{T}^2 \times \mathbb{R}^{2K}, \mathbb{R})$, the infinitesimal generator of the fast process $(Y^\varepsilon, \eta^\varepsilon)$ is $\varepsilon^{-2} \mathcal{G}$, where
\[
\mathcal{G} = \mathcal{L}_0 + \mathcal{L}_\eta \quad \text{(4.2)}
\]
for
\[
\mathcal{L}_0 f(y, \eta) = F(y, \eta) \cdot \nabla_y f(y, \eta) + \Sigma(y, \eta) : \nabla_y \nabla_y f(y, \eta), \quad \text{(4.3)}
\]
which is the generator of $Y$ (for fixed $\eta$) and $\mathcal{L}_\eta$ is the generator of the Ornstein-Uhlenbeck process $\eta$, given by \cite{Dun13}, cf. also \cite{Dun13} section 5.3. We also write $\mathcal{L}_0(\eta)$ to denote the operator $\mathcal{L}_0$ acting on functions $f : \mathbb{T}^2 \to \mathbb{R}$, stressing the dependence on fixed $\eta \in \mathbb{R}^{2K}$. The reason for introducing the fast process $Y^\varepsilon$ is that the drift term of $X^\varepsilon$ is given as an (unbounded) additive functional of the Markov process $(Y^\varepsilon, \eta^\varepsilon)$. Moreover, we have the equality in law, $(Y_t, \eta_t)_{t \geq 0} \overset{d}{=} (Y_{t\varepsilon}, \eta^\varepsilon_{t\varepsilon})_{t \geq 0}$, where $(Y, \eta)$ is the Markov process with generator $\mathcal{G}$. 

One can show (cf. \cite[Prop. 5.3.1]{Dun13}) that there exists a unique invariant measure $\rho$ for the Markov process $(Y, \eta)$, whose density is the unique, normalized solution of

$$\mathcal{G}^* \rho = 0, \quad (4.4)$$

$\mathcal{G}^*$ being the adjoint operator of $\mathcal{G}$ with respect to $L^2(dy d\eta)$. As $\rho$ is the unique invariant measure, it is in particular ergodic for $(Y, \eta)$. Furthermore, we can extend the semigroup $(P_t(Y, \eta))_{t \geq 0}$ of the Markov process $(Y, \eta)$, with $P_t(Y, \eta) f(y, \eta) = \mathbb{E}[f(Y_t, \eta_t) \mid (Y_0, \eta_0) = (y, \eta)]$ for $f \in C_0^\infty(\mathbb{T}^d \times \mathbb{R}^{2K})$, uniquely to a strongly continuous contraction semigroup on $L^2(\rho)$ (that is possible by invariance of $\rho$, cf. \cite[Theorem 1, p. 381]{Yos95}) and define the generator $\mathcal{G} : \text{dom}(\mathcal{G}) \subset L^2(\rho) \to L^2(\rho)$ with $\text{dom}(\mathcal{G}) = \{ u \in L^2(\rho) \mid \mathcal{G} u \in L^2(\rho) \}$ and $\mathcal{G} u := \lim_{t \to 0} t^{-1} (P_{t(\rho)} u - u)$ with limit in $L^2(\rho)$.

Let us define

$$V(\eta) := 1 + \frac{1}{2} |\eta|^2.$$ 

Then, according to the proof of \cite[Prop. 5.3.1]{Dun13}, $V$ is a Lyapunov function for the fast process $(Y^\varepsilon, \eta^\varepsilon)$ and we have the pointwise spectral-gap-type estimates of the form

$$|P_{t(Y, \eta)} f(y, \eta) - \int f d\rho|^2 \leq K e^{-ct} |V(\eta)|^2 \quad \text{for all } t \geq 0 \quad (4.5)$$

for constants $K, c > 0$ (not depending on $f$) and for all $f : \mathbb{T}^2 \times \mathbb{R}^{2K} \to \mathbb{R}$ such that $|f(y, \eta)| \leq V(\eta)$, $(y, \eta) \in \mathbb{T}^2 \times \mathbb{R}^{2K}$. If we integrate the pointwise inequality (4.5) over $(y, \eta)$ with respect to $\rho$, we obtain the $L^2(\rho)$-spectral-gap-type estimates for all such $f$, assuming $V \in L^2(\rho)$,

$$\|P_{t(Y, \eta)} f - \int f d\rho\|_{L^2(\rho)}^2 \leq K e^{-ct} \|V\|_{L^2(\rho)}^2 \quad \text{for all } t \geq 0. \quad (4.6)$$

We will in particular apply the spectral gap estimates to $f = F$, which satisfies (2.13). Let us, similarly as in the previous section, define the $H^1$ space with respect to the generator $\mathcal{G}$ (notation: $\mathcal{G}^S := \frac{1}{2}(\mathcal{G} + \mathcal{G}^*)$, $\mathcal{G}^*$ being the $L^2(\rho)$-adjoint),

$$H^1(\rho) := \{ u \in \text{dom}(\mathcal{G}) \mid \langle (-\mathcal{G}) u, u \rangle_\rho = \langle (-\mathcal{G}^S) u, u \rangle_\rho < \infty \}.$$ 

The scalar product in $H^1(\rho)$ is given by $\langle f, g \rangle_{H^1(\rho)} = \langle (-\mathcal{G}^S) f, g \rangle_{H^1(\rho)}$.

Then, as a consequence of the spectral gap estimates, we can solve the Poisson equation

$$(-\mathcal{G}) u = g \quad (4.7)$$

explicitly with right-hand side $g$ that has mean zero under $\rho$, $\langle g \rangle_\rho = 0$, and satisfies $|g| \leq V$ with $V \in L^2(\rho)$. The unique solution $u \in H^1(\rho)$ is given by $u = \int_{t=0}^\infty P_{t(Y, \eta)} g dt \in L^2(\rho)$. In fact, for our tightness arguments, we will need a stronger integrability condition on the solution $u$ (and $\nabla \eta u, \nabla \eta u$), that is given by the following proposition.

**Proposition 4.1.** Let $p \geq 2$ and let $g \in C^\infty(\mathbb{T}^2 \times \mathbb{R}^{2K}, \mathbb{R}^2)$ with

$$|g(y, \eta)| \leq V(\eta) \quad (4.8)$$
(i.p. \( g \in L^p(\rho) \)) and with \( (g)_\rho = \int_{T^2 \times \mathbb{R}^{2K}} g(y, \eta)\rho(dy, \eta) = 0 \). Then the Poisson equation

\[-\mathcal{G}u = g\]

has a unique strong solution \( u \in C^\infty(T^2 \times \mathbb{R}^{2K}, \mathbb{R}) \) with the property that \( (u)_\rho = 0 \). Moreover, there exists a constant \( C > 0 \), such that the solution satisfies \( |u(y, \eta)| \leq CV(\eta) \) and

\[|\nabla_{(y,\eta)}u(y, \eta)| \leq |\nabla_y u(y, \eta)| + |\nabla_{\eta} u(y, \eta)| \leq 2CV(\eta). \] (4.9)

In particular, it follows that \( u \in W^{1,p}(\rho) = \{ u \in L^p(\rho) \mid \nabla_{(y,\eta)}u \in L^p(\rho) \} \).

**Proof.** The solution \( u = \int_0^\infty P_t^{(Y_n)} g dt \) is smooth, as \( g \) is assumed to be smooth, cf. also [Dun13 Proposition A.3.1]. It satisfies an analogue growth bound as \( g \) by the pointwise spectral gap estimates (4.3) with constant \( C = K \int_0^\infty e^{-ct} dt \in (0, \infty) \), in particular \( u \in L^p(\rho) \) for any \( p \geq 1 \). For the bound on the derivative, we proceed as in part (e) of the proof of [PV01 Theorem 1] applying Sobolev embedding and the estimate (9.40) from [GT01] and the bound on \( g \) and \( u \), such that for \( p > d + 2K \) (notation: \( B_{x,R} = \{ z \in \mathbb{R}^d \times \mathbb{R}^{2K} \mid |z - x| \leq R \} \))

\[|\nabla_{(y,\eta)}u(y, \eta)| \leq C(\|u\|_{L^p(B_{(y,\eta)}, 2)} + \|\mathcal{G}u\|_{L^p(B_{(y,\eta)}, 2)}) \leq 2CV(\eta). \]

Notice also that, compared to [PV01] in our situation, we have compactness in the \( y \) variable and the bound on \( g \) and \( u, \nabla u \) is uniform in \( y \in T^d \). \( \square \)

In what follows, we will always assume the system (4.4) starts in stationarity, i.e. \((Y_0^\nu, \eta_0^\nu) \sim \rho\). In [DEPS15 Theorem 7] the authors proved the homogenization result for the process \( X^\varepsilon \) itself (cf. also [Dun13 chapter 5]), namely

\[X^\varepsilon \Rightarrow \sqrt{2DZ}, \]

where the convergence is in distribution in \( C([0,T], \mathbb{R}^2) \) when \( \varepsilon \to 0 \) with \( Z \) being a standard two-dimensional Brownian motion and

\[D = \int (I + \nabla_y \chi(y, \eta))(\nabla \Sigma(y, \eta)(I + \nabla_y \chi(y, \eta)))\rho(dy, \eta) + \int \nabla_{\eta} \chi(y, \eta)^T \Gamma \Pi \nabla_{\eta} \chi(y, \eta)\rho(dy, \eta). \]

Here \( I \in \mathbb{R}^{2 \times 2} \) is the identity matrix and \( \chi \) is the solution of the Poisson equation \(-\mathcal{G}\chi = F\). To solve the Poisson equation with right-hand-side \( F \), we furthermore need that \( F \) is centered with respect to \( \rho \), which is stated in the following lemma, and also in [Dun13 Proposition 5.3.4]. In order to obtain the homogenization result for the rough path lift of the process \( X^\varepsilon \), we will use martingale methods (cf. in the book [KLO12 Ch. 2]) applied to the stationary, ergodic Markov process \((Y^\varepsilon, \varepsilon^f)\) started in \( \rho \). In addition we will exploit the decomposition of the additive functional in terms of Dynkin’s martingale and the boundary term involving the solution of the Poisson equation (4.7).

**Lemma 4.2.** [Dun13 Proposition 5.3.4] For \( F \) from (4.4) and the invariant probability measure \( \rho \) for \( \mathcal{G} \), the following centering condition holds true

\[\int_{T^2 \times \mathbb{R}^{2K}} F(y, \eta)\rho(y, \eta)dy, \eta) = 0. \] (4.10)

We prove in the following lemma, that the density \( \rho \) that solves (4.4) is given by \( \rho(y, \eta) = g_\eta(y)f(\eta) \), where \( f \) is the density of the Normal distribution invariant for \( \eta \) and \( g \) solves the equation (4.11) below.
Lemma 4.3. Let \( \rho \) be the probability measure with the density denoted also by \( \rho \), such that it solves \( \mathcal{G}^* \rho = 0 \). Moreover, let \( g_\eta(y) \) be the unique solution, satisfying \( \int_{\mathbb{T}^2} g_\eta(y) dy = 1 \) and \( g_\eta(y) \geq 0 \), to the equation

\[
(\mathcal{L}_0^* + \mathcal{L}_\eta^*) g_\eta(y) = 0
\]

for the adjoint operator \( \mathcal{L}_0^* = \mathcal{L}_0^* (\eta) \) of \( \mathcal{L}_0 = \mathcal{L}_0 (\eta) \) with respect to \( L^2(dy) \). Then the density \( \rho \) fulfills the disintegration formula

\[
\rho(y, \eta) = g_\eta(y) f(\eta),
\]

where

\[
f(\eta) = \frac{1}{2\pi \sqrt{|\Pi|}} \exp \left( -\frac{1}{2} \eta^T \Pi^{-1} \eta \right).
\]

In particular, the marginal distribution of \( \rho \) in the \( \eta \)-variable is the normal distribution \( N(0, \Pi) \).

Proof. First we show that the form of the density \( \rho \) follows from the disintegration theorem from measure theory (see for example [CM78, chapter 3, 70 and 71]) and the invariance of \( \rho \). Let \( \pi : \mathbb{R}^{2K} \times \mathbb{T}^2 \rightarrow \mathbb{R}^{2K}, (\eta, y) \mapsto \eta \) be the projection and \( \nu := \rho \circ \pi^{-1} \) the push-forward under \( \rho \). Then the disintegration theorem implies that there exists a family of measures \( (\mu_\eta)_{\eta \in \mathbb{R}^{2K}} \) on \( \mathbb{T}^2 \), such that:

- \( \eta \mapsto \mu_\eta(A) \) is Borel measurable for each Borel measurable set \( A \in \mathcal{B}(\mathbb{T}^2) \)
- for every Borel measurable function \( h : \mathbb{T}^2 \times \mathbb{R}^{2K} \rightarrow \mathbb{R} \),

\[
\int_{\mathbb{T}^2 \times \mathbb{R}^{2K}} h(y, \eta) \rho(d(y, \eta)) = \int_{\mathbb{R}^{2K}} \int_{\mathbb{T}^2} h(y, \eta) \mu_\eta(dy) \nu(d\eta). \tag{4.12}
\]

Since by assumption \( \rho \) has a density, that we also denote by \( \rho \), it follows that \( \nu \) has a density given by

\[
\eta \mapsto \int \rho(y, \eta) dy =: f(\eta).
\]

Consequently, also \( \mu_\eta \) has a density, namely the conditional density

\[
y \mapsto 1_{\{f > 0\}} \rho(y, \eta)/f(\eta) =: g_\eta(y).
\]

In order to prove that the marginal distribution \( \nu \) under \( \rho \) is the normal distribution \( N(0, \Pi) \), consider \( h \in C_b(\mathbb{T}^2 \times \mathbb{R}^{2K}, \mathbb{R}) \) with \( h(y, \eta) = h(\eta) \) not depending on \( y \). Then if \( (Y_0, \eta_0) \sim \rho \), we have for any \( t \geq 0 \):

\[
\mathbb{E}[h(\eta_t)] = \mathbb{E}[h(Y_t, \eta_t)] = \int h(y, \eta) d\rho = \int h(\eta) f(\eta) d\eta.
\]

Hence \( f \) is given by the density of the \( N(0, \Pi) \) distribution, as this is the unique invariant distribution for \( (\eta_t)_t \).

It is left to derive the equation (4.11) for the density \( g_\eta(y) \). For that we use the invariance of \( \rho \) and write

\[
0 = \mathcal{G}^* \rho = (\mathcal{L}_0^* + \mathcal{L}_\eta^*)(g_\eta(y) f(\eta)) = f(\eta) \mathcal{L}_0^* g_\eta(y) + \mathcal{L}_\eta^* (g_\eta(y) f(\eta)) = f(\eta) (\mathcal{L}_0^* g_\eta(y) + \mathcal{L}_\eta g_\eta(y)),
\]
where we used that for any $h \in C^2(\mathbb{R}^{2K}, \mathbb{R})$,
\[
\mathcal{L}^c_\eta(h(\eta)f(\eta)) = \nabla_\eta \cdot (h(\eta)\Gamma_\eta f(\eta)) + \Gamma \Pi : \nabla_\eta \nabla_\eta(h(\eta)f(\eta))
\]
\[
= h(\eta)[\nabla_\eta \cdot (\Gamma_\eta f(\eta)) + \Gamma \Pi : \nabla_\eta \nabla_\eta f(\eta)]
+ f(\eta)[\Gamma_\eta \cdot \nabla_\eta h(\eta) + \Gamma \Pi : \nabla_\eta \nabla_\eta h(\eta)]
+ 2\nabla_\eta h(\eta) \cdot \Gamma \Pi \nabla_\eta f(\eta)
= h(\eta)\mathcal{L}^c_\eta f(\eta) + f(\eta)\mathcal{L}_\eta h(\eta)
+ 2(\nabla_\eta h(\eta) \cdot \Gamma \Pi \nabla_\eta f(\eta) + f(\eta)\Gamma_\eta \cdot \nabla_\eta h(\eta))
= h(\eta)\mathcal{L}^c_\eta f(\eta) + f(\eta)\mathcal{L}_\eta h(\eta)
= f(\eta)\mathcal{L}_\eta h(\eta),
\]
where we added and subtracted the term $f(\eta)\Gamma_\eta \cdot \nabla_\eta h(\eta)$ and then used that $\nabla_\eta f(\eta) = -f(\eta)\Pi^{-1}\eta$ and $\mathcal{L}^c_\eta f = 0$. As $f > 0$, the previous implies the equation \[\text{(4.11)}\] for $g_\eta(y)$.

The uniqueness of the solution $g_\eta(y)$ in the class of probability densities in the $y$-variable follows from the uniqueness of the density $\rho$ solving $\mathcal{F}^*\rho = 0$. Indeed, let $g^1, g^2 \in C^2(\mathbb{R}^{2K} \times \mathbb{T}^2, \mathbb{R})$ be positive such that $\int_{\mathbb{T}^2} g^i(\eta, y)dy = 1$ and they solve
\[
(\mathcal{L}^c_\eta + \mathcal{L}_\eta)g^i(\eta, y) = 0 \quad \text{for } i = 1, 2.
\]

Then setting $\rho^i(\eta, y) := g^i(\eta, y)f(\eta)$ for $i = 1, 2$ we obtain probability densities of a probability measure on $\mathbb{R}^{2K} \times \mathbb{T}^2$ solving $\mathcal{F}^*\rho^i = 0$ for $i = 1, 2$. As a consequence $\rho^1 = \rho^2 = \rho$, which implies $g^1 = g^2$. \hfill \square

### 4.1 Determining the limit rough path

In this subsection, we prove the convergence of the Itô integrals
\[
\int_s^t (X_r^\varepsilon - X_s^\varepsilon) \otimes dX_r^\varepsilon = \left( \int_s^t (X_r^{\varepsilon, i} - X_s^{\varepsilon, i})dX_r^{\varepsilon, j} \right)_{i,j=1,2}
\]
and determine the limit. In order to obtain the limit, we will use a decomposition of $X^\varepsilon(t)$ via the solution $\chi$ of the Poisson equation $\mathcal{F}\chi = -F$, which exists by Proposition \[\text{(11)}\]. Rewriting the drift term with Itô-formula for $\chi(Y_t^\varepsilon, \eta_t^\varepsilon)$, we obtain:
\[
\frac{1}{\varepsilon} \int_0^t F(Y_s^\varepsilon, \eta_s^\varepsilon)ds = -\left( \varepsilon (\chi(Y_t^\varepsilon, \eta_t^\varepsilon) - \chi(Y_0^\varepsilon, \eta_0^\varepsilon)) - \tilde{M}_t \right)
\]
where
\[
\tilde{M}_t := \tilde{M}_1^{\varepsilon, i}(t) + \tilde{M}_2^{\varepsilon, i}(t) := \int_0^t \nabla_\gamma \chi^i(Y_s^\varepsilon, \eta_s^\varepsilon) \cdot \sqrt{2\Sigma(Y_s^\varepsilon, \eta_s^\varepsilon)} dB_s + \int_0^t \nabla_\eta \chi^i(Y_s^\varepsilon, \eta_s^\varepsilon) \cdot \sqrt{2\Pi} dW_s
\]
for $i = 1, 2$. As a consequence, we have
\[
X_t^\varepsilon = X_0^\varepsilon + \varepsilon (\chi(Y_0^\varepsilon, \eta_0^\varepsilon) - \chi(Y_t^\varepsilon, \eta_t^\varepsilon)) + M_1(t) + M_2(t)
\]
where martingale terms $M^\varepsilon := M_1^\varepsilon + M_2^\varepsilon$ are given by
\[
M_1^{\varepsilon, i}(t) := \int_0^t (\nabla_\gamma \chi^i(Y_s^\varepsilon, \eta_s^\varepsilon) + \epsilon_i) \cdot \sqrt{2\Sigma(Y_s^\varepsilon, \eta_s^\varepsilon)}dB_s
\]
\[
M_2^{\varepsilon, i}(t) := \int_0^t \nabla_\eta \chi^i(Y_s^\varepsilon, \eta_s^\varepsilon) \cdot \sqrt{2\Pi}dW_s
\]
for \( i = 1, 2 \). Using the dynamics of \( X^\varepsilon \), we decompose the iterated integrals for \( i, j \in \{1, 2\} \),

\[
\int_0^t (X^\varepsilon_{s,i} - X^\varepsilon_{0,i})dX^\varepsilon_{s,j} = \int_0^t (X^\varepsilon_{s,i} - X^\varepsilon_{0,i}) \sum_{l=1}^2 \sqrt{2\Sigma(j,l)}(Y^\varepsilon_s, \eta^\varepsilon_l)dB^l_s
\]

(4.16)

\[
+ \int_0^t (X^\varepsilon_{s,i} - X^\varepsilon_{0,i}) \frac{1}{\varepsilon} F^j(Y^\varepsilon_s, \eta^\varepsilon_l)ds.
\]

(4.17)

The next step is to rewrite the terms (4.16) and (4.17) collecting the vanishing and non-vanishing terms.

First we consider the term (4.16) and plug the decomposition (4.13) of \( X^\varepsilon \). We obtain

\[
\int_0^t (X^\varepsilon_{s,i} - X^\varepsilon_{0,i}) \sum_{l=1}^2 \sqrt{2\Sigma(j,l)}(Y^\varepsilon_s, \eta^\varepsilon_l)dB^l_s
\]

\[
= \varepsilon \int_0^t \left( \chi^i(Y^\varepsilon_0, \eta^\varepsilon_0) - \chi^i(Y^\varepsilon_s, \eta^\varepsilon_l) \right) \sum_{l=1}^2 \sqrt{2\Sigma(j,l)}(Y^\varepsilon_s, \eta^\varepsilon_l)dB^l_s
\]

\[
+ \int_0^t M^\varepsilon_{s,i} \sum_{l=1}^2 \sqrt{2\Sigma(j,l)}(Y^\varepsilon_s, \eta^\varepsilon_l)dB^l_s
\]

\[
= \varepsilon \int_0^t \left( \chi^i(Y^\varepsilon_0, \eta^\varepsilon_0) - \chi^i(Y^\varepsilon_s, \eta^\varepsilon_l) \right) \sum_{l=1}^2 \sqrt{2\Sigma(j,l)}(Y^\varepsilon_s, \eta^\varepsilon_l)dB^l_s
\]

\[
+ M^\varepsilon_{s,i} \left( \int_0^t \sum_{l=1}^2 \sqrt{2\Sigma(j,l)}(Y^\varepsilon_s, \eta^\varepsilon_l)dB^l_s \right)
\]

\[
- \int_0^t \left( \int_0^s \sum_{l=1}^2 \sqrt{2\Sigma(j,l)}(Y^\varepsilon_s, \eta^\varepsilon_l)dB^l_s \right) dM^\varepsilon_{s,i} - \left( \int_0^t \sum_{l=1}^2 \sqrt{2\Sigma(j,l)}(Y^\varepsilon_s, \eta^\varepsilon_l)dB^l_s, M^\varepsilon_{s,i} \right)_t.
\]

(4.18)

By stationarity of \( (Y^\varepsilon, \eta^\varepsilon) \) and the boundedness \( \mathbb{E}(\Sigma) \) of \( \Sigma \), we notice that the first summand in the decomposition (4.18) will converge in \( L^2(P) \) to zero. Moreover, for the quadratic variation term, we can argue with the ergodic theorem for \( (Y, \eta) \), [DPZ96, Theorem 3.3.1], obtaining the convergence in probability

\[
P \left( \left| \int_0^t \sum_{l=1}^2 \sqrt{2\Sigma(j,l)}(Y^\varepsilon_s, \eta^\varepsilon_l)dB^l_s, M^\varepsilon_{s,i} \right|_t \right) \rightarrow 0,
\]

(4.19)

when \( \varepsilon \rightarrow 0 \), for any \( \delta > 0 \), using that \( (Y^\varepsilon_t, \eta^\varepsilon_t)_{t \geq 0} \overset{d}{=} (Y_{t-2\varepsilon}, \eta_{t-2\varepsilon})_{t \geq 0} \), where \( (Y_t, \eta_t)_{t \geq 0} \) is the Markov process with generator \( \mathcal{G} \) (with respect to some base probability measure \( \tilde{P} \)). To deduce the convergence of the remaining two martingale terms in (4.18), we will add them up with the decomposition of the term (4.17) below.

We decompose the term (4.17) in the following way

\[
\int_0^t (X^\varepsilon_{s,i} - X^\varepsilon_{0,i}) \frac{1}{\varepsilon} F^j(Y^\varepsilon_s, \eta^\varepsilon_l)ds = \int_0^t \left( \chi^i(Y^\varepsilon_0, \eta^\varepsilon_0) - \chi^i(Y^\varepsilon_s, \eta^\varepsilon_l) \right) F^j(Y^\varepsilon_s, \eta^\varepsilon_l)ds
\]

(4.20)

\[
+ \int_0^t M^\varepsilon_{s,i} \frac{1}{\varepsilon} F^j(Y^\varepsilon_s, \eta^\varepsilon_l)dt.
\]

(4.21)
For the second term in (4.21), we apply the integration by parts formula to further rewrite

\[ \int_0^t (\chi^i(Y_0^\varepsilon, \eta_0^\varepsilon) - \chi^i(Y_s^\varepsilon, \eta_s^\varepsilon)) F^j(Y_s^\varepsilon, \eta_s^\varepsilon) ds \]

\(= \varepsilon^2 \int_0^{t - \varepsilon^{-1} t} F^j(Y_r^\varepsilon, \eta_r^\varepsilon) dr - \varepsilon^2 \int_0^{t - \varepsilon^{-1} t} \chi^i F^j(Y_r^\varepsilon, \eta_r^\varepsilon) dr \to t(\chi^i(Y_0^\varepsilon, \eta_0^\varepsilon) E_{\rho}[F^j] - E_{\rho}[\chi^i F^j]) = t a_F(i, j), \]

where we used that \( F \) has mean zero under \( \rho \) by Lemma 4.2 and we introduced the notation \( E_{\rho}[f] := \int f(y, \eta) \rho(y, \eta) dy, \eta \).

For the second term (4.21), we apply the integration by parts formula to further rewrite

\[ \int_0^t M^{\varepsilon,i} \varepsilon^{-1} F^j(Y_s^\varepsilon, \eta_s^\varepsilon) ds = M^{\varepsilon,i}_t \int_0^t \varepsilon^{-1} F^j(Y_r^\varepsilon, \eta_r^\varepsilon) ds - \int_0^t \left( \int_0^r \varepsilon^{-1} F^j(Y_r^\varepsilon, \eta_r^\varepsilon) dr \right) dM^{\varepsilon,i}_s. \]

(4.22)

Let \( a_F^\varepsilon \) be defined as

\[ a_F^\varepsilon(i, j) := \varepsilon \int_0^t (\chi^i(Y_0^\varepsilon, \eta_0^\varepsilon) - \chi^i(Y_s^\varepsilon, \eta_s^\varepsilon)) d \left( \int_0^t \sqrt{2 \Sigma(Y^\varepsilon, \eta^\varepsilon)} dB \right)^j_s \]

\[+ \int_0^t (\chi^i(Y_0^\varepsilon, \eta_0^\varepsilon) - \chi^i(Y_s^\varepsilon, \eta_s^\varepsilon)) F^j(Y_s^\varepsilon, \eta_s^\varepsilon) ds. \]

Then, using the definition of \( a_F^\varepsilon \) and summing up the two remaining terms in (4.18) and the terms in (4.22), we get

\[ \int_0^t (X^{\varepsilon,i}_s - X^{\varepsilon,i}_0) dX^{\varepsilon,j}_s = a_F^\varepsilon(i, j) + M^{\varepsilon,i}_t (X^{\varepsilon,j}_t - X^{\varepsilon,j}_0) - \int_0^t (X^{\varepsilon,j}_s - X^{\varepsilon,j}_0) dM^{\varepsilon,i}_s \]

\[ - \left( M^{\varepsilon,i}, \left( \int_0^t \sqrt{2 \Sigma(Y^\varepsilon, \eta^\varepsilon)} dB \right)^j_s \right)_t. \]

(4.23)

To obtain the limit in distribution, we utilize the convergence of \( a_F^\varepsilon \) in probability proven above (using the convergence of the term (4.21) and the term vanishing in \( L^2(\mathbb{P}) \)), the convergence of the quadratic variation term in (4.19) and Proposition 2.6 for the remaining terms. Here Slutzky’s lemma ensures that the sum of a random variable converging in distribution and a random variable converging in probability, converges in distribution to the sum of the limits. To apply Proposition 2.6, we check that the UCV condition for \( (M^{\varepsilon,i}) \) is satisfied and that \( (M^{\varepsilon,i}, X^{\varepsilon,j}) \Rightarrow (X^i - X_0^i, X^j) \) jointly in distribution. Here, the joint convergence is due the decomposition (4.19) and the convergence for the process by [DEPS15, Theorem 7]. To show the UCV condition, we utilize the stationarity of \( (Y, \eta) \) and \( (Y^\varepsilon, \eta^\varepsilon) \overset{d}{=} (Y_{\varepsilon-2}, \eta_{\varepsilon-2}) \), such that

\[ E[(M^{\varepsilon,i})^2] = t \int (\nabla y^i)^T 2 \Sigma \nabla y^i + (\nabla \eta^i)^T 2 \Sigma \nabla \eta^i |\rho < \infty. \]

Here the right-hand-side is finite due to Proposition 4.1 and boundedness of \( \Sigma \), (24.12), and it does not depend on \( \varepsilon \), such that, utilizing again boundedness of \( \Sigma \), the UCV condition for \( (M^{\varepsilon,i})_\varepsilon \) is satisfied.
All together, we thus obtain the distributional convergence,

\[
\int_0^t (X^\varepsilon_{s,i} - X_0^\varepsilon_{s,i})dX^\varepsilon_{s,j} = a^\varepsilon_F(i, j) + \int_0^t (X^\varepsilon_{s,j} - X_0^\varepsilon_{s,j})dM^\varepsilon_{s,i} - \left( \int_0^t \sqrt{2\Sigma(Y^\varepsilon, \eta^\varepsilon)}dB_r \right)_{t=0}^{t=t}.
\]

\[
\Rightarrow ta_F(i, j) + (X^i - X_0^i)(X^j - X_0^j) - \int_0^t (X^i_s - X_0^i)dX^i_s - t \int e_j \cdot (\nabla_y \chi^i) d\rho
\]

\[
= ta_F(i, j) + \langle X^i, X^j \rangle_t - t \int (e_i + \nabla_y \chi^i) \cdot 2\Sigma e_j d\rho + \int_0^t (X^i_s - X_0^i)dX^i_s.
\]

The arguments can also be generalized to a base-point \( s > 0 \) in the same manner as for \( s = 0 \) above, such that from above we obtain the weak limit of the iterated integrals \( \mathbf{X}_{s,t}(i, j) \), which decomposes in the iterated integrals \( \mathbf{X}_{s,t}(i, j) \) of the Brownian motion \( X = \sqrt{2}DZ \) plus an area correction term. Furthermore, the joint distributional convergence of \( \langle (\mathbf{X}_{s,t}(i, j))_{i,j=1,2} \rangle \) follows from the decomposition \([123]\) and joint distributional convergence of \( \langle (M^\varepsilon_{s,i}, X^\varepsilon_{s,j})_{i,j=1,2} \rangle \), which relies on joint convergence of \( \langle (X^\varepsilon_{s,i})_{i=1,2} \rangle \) by \([DEPS15, Theorem 7]\).

We summarize our findings in the following proposition.

**Proposition 4.4.** Let \((X^\varepsilon, Y^\varepsilon, \eta^\varepsilon)\) be the solution of the system \((4.4)\) for \((Y^\varepsilon_0, \eta^\varepsilon_0) \sim \rho\). Then for all \( s, t \in \Delta_T \), the iterated Itô-integrals \( (X_{s,t}^\varepsilon) \) converge weakly in \( \mathbb{R}^{2\times 2} \), as \( \varepsilon \to 0 \)

\[
\mathbf{X}_{s,t}(i, j) := \int_s^t X^\varepsilon_{s,r}dX^\varepsilon_{s,j} \Rightarrow \mathbf{X}_{s,t}(i, j) + (t - s)\left( \langle X^i, X^j \rangle_1 + \langle \chi, \langle \theta \chi \rangle \rangle \right) \rho
\]

\[
- \int (e_i + \nabla_y \chi^i) \cdot 2\Sigma e_j d\rho, \quad i, j \in \{1, 2\}
\]

where

\[
X = \sqrt{2}DZ, \quad \theta \chi = -F, \quad e_1 = (1, 0), \quad e_2 = (0, 1)
\]

for a standard two-dimensional Brownian motion \( Z \), \( \mathbf{X}_{s,t}(i, j) := \int_s^t X^\varepsilon_{s,r}dX^\varepsilon_{r,j} \) and

\[
D = \int (I + \nabla_y \chi)^T \Sigma (I + \nabla_y \chi) \rho (dy, d\eta) + \int (\nabla_\eta \chi)^T \Pi \Pi \nabla_\eta \chi \rho (dy, d\eta).
\]

**Corollary 4.5.** Let \((X^\varepsilon, Y^\varepsilon, \eta^\varepsilon)\) be as in Proposition 4.4. Then for all \( s, t \in \Delta_T \) also the iterated Stratonovich integrals \((\mathbf{X}_{s,t}^\varepsilon)\) converge weakly in \( \mathbb{R}^{2\times 2} \) as \( \varepsilon \to 0 \):

\[
\mathbf{X}_{s,t}^\varepsilon(i, j) := \int_s^t X^\varepsilon_{s,r} \circ dX^\varepsilon_{r,j} \Rightarrow \mathbf{X}_{s,t}(i, j) + (t - s)\tilde{A}(i, j), \quad i, j \in \{1, 2\}
\]

where

\[
X = \sqrt{2}DZ, \quad \tilde{X}_{s,t}(i, j) := \int_s^t X^\varepsilon_{s,r} \circ dX^\varepsilon_{r,j}
\]

for a standard two-dimensional Brownian motion \( Z \) and \( D \) is given by \([126]\).

Furthermore, the area correction is given by

\[
\tilde{A}(i, j) = \langle \chi, \theta^A \chi \rangle_\rho + \int (e_i + \nabla_y \chi^i) \cdot \Sigma \nabla_\eta \chi^j d\rho - \int \nabla_y \chi^i \cdot \Sigma e_j d\rho.
\]

for \( \theta^A := \frac{1}{2}(\theta - \theta^*) \), where \( \theta^* \) denotes the \( L^2(\rho) \)-adjoint.
Proof. Recall the relation between the Itô and Stratonovich integral

\[ \tilde{X}_{0,t}^\epsilon(i,j) = X_{0,t}^\epsilon(i,j) + \frac{1}{2} \langle X^{\epsilon,i}, X^{\epsilon,j} \rangle_t. \]

The ergodic theorem for \((Y, \eta), \text{[DPZ96 Theorem 3.3.1]}\) together with \((Y^\epsilon_t, \eta^\epsilon_t)_{t \geq 0} \overset{d}{=} (Y_{\epsilon^{-2}t}, \eta_{\epsilon^{-2}t})_{t \geq 0}\), implies the convergence in probability of the quadratic variation:

\[ \frac{1}{2} \langle X^{\epsilon,i}, X^{\epsilon,j} \rangle_t = \int_0^t e_i \cdot \Sigma e_j (Y^\epsilon_s, \eta^\epsilon_s) ds \to t \int e_i \cdot \Sigma e_j d\rho. \]

Thus we obtain, from Proposition 4.4 and Lemma 4.3, the following convergence in distribution

\[ \tilde{X}_{0,t}^\epsilon(i,j) = X_{0,t}^\epsilon(i,j) + \frac{1}{2} \langle X^{\epsilon,i}, X^{\epsilon,j} \rangle_t \Rightarrow X_{0,t}(i,j) + t \langle \chi^i, (\mathcal{G} \chi)^j \rangle + \langle X^i, X^j \rangle_t \]

\[ = X_{0,t}(i,j) + t \langle \nabla_y \chi^i + e_i, 2 \Sigma e_j d\rho \to t \int e_i \cdot \Sigma e_j d\rho \]

\[ = X_{0,t}(i,j) + \frac{1}{2} \langle X^i, X^j \rangle_t \]

\[ + t \left( \langle \chi^i, (\mathcal{G} \chi)^j \rangle + \frac{1}{2} \langle X^i, X^j \rangle_t - t \int \nabla_y \chi^i \cdot 2 \Sigma e_j d\rho - \int e_i \cdot \Sigma e_j d\rho \right) \]

\[ = \tilde{X}_{0,t}(i,j) + t \tilde{A}(i,j). \]

The area correction can furthermore be written as

\[ \tilde{A}(i,j) = \langle \chi^i, \mathcal{G} \chi^j \rangle + D(i,j) - \int \nabla_y \chi^i \cdot 2 \Sigma e_j d\rho - \int e_i \cdot \Sigma e_j d\rho \]

\[ = \langle \chi^i, \mathcal{G}^A \chi^j \rangle + \int e_i \cdot \Sigma \nabla_y \chi^j d\rho - \int \nabla_y \chi^i \cdot \Sigma e_j d\rho, \]

using that \(\mathcal{G} = \mathcal{G}^A + \mathcal{G}^S\) for \(\mathcal{G}^S := \frac{1}{2}(\mathcal{G} + \mathcal{G}^*)\) and \(\mathcal{G}^A := \frac{1}{2}(\mathcal{G} - \mathcal{G}^*)\), where \(\mathcal{G}^*\) denotes the \(L^2(\rho)\)-adjoint, and that by \([KLO12, \text{section 2.4}]\), we have a correspondence between the quadratic variation of Dynkin’s martingale \(M^\epsilon\) and the \(\mathcal{H}^1(\rho)\)-norm of \(\chi\) (utilizing also stationarity of \((Y, \eta)\) and \((Y^\epsilon, \eta^\epsilon) \overset{d}{=} (Y_{\epsilon^{-2}}, \eta_{\epsilon^{-2}})\)), such that

\[ \langle \chi^i, \mathcal{G}^S \chi^j \rangle = - \langle \chi^i, \chi^j \rangle_{H^1(\rho)} = - \frac{1}{2} \mathbb{E}[(M^{\epsilon,i}, M^{\epsilon,j})_t] = - \int [\nabla_y \chi^i \cdot \Sigma \nabla_y \chi^j + \nabla_y \chi^i \cdot \Gamma \Pi \nabla_y \chi^j] d\rho. \]

For a base-point \(s > 0\) we can do an analogue argument. \(\square\)

**Remark 4.6.** We expect (without proof) that in fact \(\tilde{A}(i,j) = \langle \chi^i, \mathcal{G}^A \chi^j \rangle\) holds true and that \(\mathcal{G}^A\) is a non-trivial operator, such that the Stratonovich area correction is truly non-vanishing. The problem to prove this is that, although we derived the form of the density \(\rho\) in Lemma 4.3, the density \(g_\rho(y)\) remains non-explicit.

Typically (cf. [DOP21]) the area correction in the Stratonovich case can be expressed in terms of the asymmetric part of the generator of the underlying Markov process, which is a non-trivial operator if the Markov process is non-reversible.

### 4.2 Tightness in \(\gamma\)-Hölder rough path topology

For the convergence in distribution of the lift \((X^\epsilon, X^\epsilon)\) to the respective lift of \(X\) it is left to prove tightness in the rough path space utilizing Lemma 2.7. We verify the necessary moment bounds in the next proposition.
Proposition 4.7. Let $(X^\varepsilon, Y^\varepsilon, \eta^\varepsilon)$ be as in Proposition 4.4. Then the following moment bounds hold true for any $p \geq 2$

$$\sup_{\varepsilon} E[|X^\varepsilon_{t_i} - X^\varepsilon_{s_i}|^p] \lesssim |t - s|^{p/2}, \quad \forall s, t \in \Delta_T$$

and

$$\sup_{\varepsilon} E\left[\left|\int_s^t X^\varepsilon_{s_r} dX^\varepsilon_{t_r}\right|^{p/2}\right] \lesssim |t - s|^{p/2}, \quad \forall s, t \in \Delta_T$$

for $i, j \in \{1, 2\}$. In particular, tightness of $(X^\varepsilon, X^\varepsilon)$ in $C_{\gamma,T}$ for $\gamma < 1/2$ follows.

**Proof.** Let $p \geq 2$. First, utilizing the growth condition (2.13) on $F$, finiteness of moments of $\eta$, Burkholder-Davis-Gundy inequality and boundedness of $\Sigma$ in (2.12), we obtain

$$\E[|X^\varepsilon_t - X^\varepsilon_s|^p] \leq \E\left[|\varepsilon^{-1} \int_s^t F(Y^\varepsilon_s, \eta^\varepsilon_s)\, ds|^{p} \right] + \E\left[\left|\int_s^t \sqrt{2\Sigma}(Y^\varepsilon_s, \eta^\varepsilon_s)\, dB_s\right|^p\right] \lesssim \varepsilon^{-p}|t - s|^p + |t - s|^{p/2}. \quad (4.30)$$

Secondly, using the representation (4.28), we conclude

$$\E[|X^\varepsilon_{t_i} - X^\varepsilon_{s_i}|^p] \leq \varepsilon^p \E[|\chi(Y^\varepsilon(t), \eta^\varepsilon(t)) - \chi(Y^\varepsilon(s), \eta^\varepsilon(s))|^p] + \E[|M^{\varepsilon,i}(t) - M^{\varepsilon,i}(s)|^p],$$

where the martingale is given by $M^\varepsilon = M^\varepsilon_1 + M^\varepsilon_2$ with

$$M^{\varepsilon,i}_1(t) := \int_0^t (\nabla_y \chi^i + e_i) \cdot \sqrt{2\Sigma}(Y^\varepsilon(s), \eta^\varepsilon(s))\, dB_s$$

$$M^{\varepsilon,i}_2(t) := \int_0^t \nabla_\eta \chi^i(Y^\varepsilon(s), \eta^\varepsilon(s))\cdot \sqrt{2\Gamma \Pi} \, dW_s.$$ 

Burkholder-Davis-Gundy (BDG) and Minkowski inequality, together with the stationarity of $(Y^\varepsilon, \eta^\varepsilon)$ yield

$$\E[|M^\varepsilon(t) - M^\varepsilon(s)|^p] \lesssim |t - s|^{p/2} \E[|\nabla_y \chi + I|^T \Sigma (\nabla_y \chi + I) + (\nabla_\eta \chi)^T \Gamma \Pi \nabla_\eta \chi|^{p/2}].$$

Boundedness of $\Sigma$ stated in (2.12) and Proposition 4.1 i.e. $\nabla_y \chi + \nabla_\eta \chi \in L^p(p)$ for any $p \geq 2$, imply finiteness of the expectation on the right-hand-side.

Moreover, according to Proposition 4.1, $\chi$ satisfies a growth condition in $\eta$, which we use to estimate the boundary term (as well as stationarity of $\eta^\varepsilon$ and that $\eta_0$ has all moments under $\rho$, as it is the normal distribution $N(0, \Pi)$, obtaining

$$\E[|X^\varepsilon_{t_i} - X^\varepsilon_{s_i}|^p] \lesssim \varepsilon^p + |t - s|^{p/2}. \quad (4.31)$$

By combining the estimates (4.30) and (4.31), using the first one for $\varepsilon > |t - s|^{1/2}$ and the second one for $\varepsilon < |t - s|^{1/2}$, we conclude

$$\sup_{\varepsilon \in [0, 1]} \E[|X^\varepsilon_{t_i} - X^\varepsilon_{s_i}|^p] \lesssim |t - s|^{p/2}.$$ 

The estimate for the iterated integrals is then immediate by the estimate on the moments of $X^\varepsilon_{-j}$ and the decomposition of the iterated integral in (4.22), as well as the boundedness of the quadratic variation of the martingale $M^\varepsilon_{-j}$ in $L^{p/2}(\rho)$ for any $p \geq 2$.

The conclusion on tightness in $C_{\gamma,T}$ for $\gamma < 1/2$ follows from Lemma 2.7. □
4.3 Rough homogenization limit in the \((\alpha, \beta) = (1, 2)\)-regime

In this subsection, we state one of our main theorems, which is the corollary of Proposition 4.4 and Proposition 4.7.

**Theorem 4.8** (Itô-lift). Let \((X^\varepsilon, Y^\varepsilon, \eta^\varepsilon), X^\varepsilon, Y^\varepsilon, \eta^\varepsilon\) be as in Proposition 4.4. Then for any \(\gamma < 1/2\), \((X^\varepsilon, X^\varepsilon)\) weakly converges in the \(\gamma\)-Hölder rough paths space, as \(\varepsilon \to 0\)

\[
(X^\varepsilon, X^\varepsilon) \Rightarrow (X, (s, t) \mapsto X_{s,t} + A(t - s)),
\]

where \(A = (A(i, j))_{i,j \in \{1, 2\}}\) for

\[
A(i, j) = \langle \chi^i, (\mathcal{G}\chi)^j \rangle_\rho + \langle X^i, X^j \rangle_1 - \int (e_i + \nabla_y \chi^i) \cdot 2\Sigma e_j d\rho
\]

and \(\chi\) being the solution of \(\mathcal{G}\chi = -F\).

**Proof.** From Proposition 4.4, the convergence of the one dimensional distributions of \((X^\varepsilon, X^\varepsilon)\), that is of \((X^\varepsilon_t)\) and \((X^\varepsilon_{s,t})\) for any \(0 \leq s < t \leq T\), follows. By weak convergence of \((X^\varepsilon)\), it follows in particular convergence of the finite dimensional distributions. For the finite dimensional distributions of \(X^\varepsilon\), we use the same argument as for the one dimensional distributions, noticing that the convergence in (4.23) of the part for which we applied the UCV condition, is also true as weak convergence of processes in \(C(\Delta T, \mathbb{R}^{2\times 2})\) (due to the convergence of the processes from Proposition 2.6) and the remaining terms converge in probability. Furthermore, Proposition 4.7 yields the tightness in the rough path space \(C_{\gamma,T}\) for \(\gamma < 1/2\). Together, we obtain the weak convergence in \(C_{\gamma,T}\) for \(\gamma < 1/2\):

\[
(X^\varepsilon, X^\varepsilon) \Rightarrow (X, (s, t) \mapsto X_{s,t} + A(t - s)),
\]

as claimed.

**Corollary 4.9** (Stratonovich-lift). Let \((X^\varepsilon, Y^\varepsilon, \eta^\varepsilon), X^\varepsilon, Y^\varepsilon, \eta^\varepsilon\) be as in Corollary 4.7. Then for any \(\gamma < 1/2\), we have the weak convergence in the rough path space \(C_{\gamma,T}\)

\[
(X^\varepsilon, \tilde{X}^\varepsilon) \Rightarrow (X, (s, t) \mapsto \tilde{X}_{s,t} + \tilde{A}(t - s))
\]

when \(\varepsilon \to 0\), where

\[
\tilde{A}(i, j) = \langle \chi^i, (\mathcal{G}\chi)^j \rangle_\rho + \int e_i \cdot \Sigma \nabla_y \chi^j d\rho - \int \nabla_y \chi^i \cdot \Sigma e_j d\rho, \quad \mathcal{G}\chi = -F.
\]

**Proof.** The proof follows immediately from Corollary 4.5 and Theorem 4.8.

5 Diffusion on a membrane with comparable spatial and temporal fluctuations

In this section we consider the space-time scaling regime when \(\alpha = 1, \beta = 1\), which means that we observe spatial and temporal fluctuations of a membrane of comparable size. Then the general system becomes

\[
\begin{align*}
    dX^\varepsilon_t &= \frac{1}{\varepsilon} F(Y^\varepsilon_t, \eta^\varepsilon_t) dt + \sqrt{2\Sigma(Y^\varepsilon_t, \eta^\varepsilon_t)} dB_t, \\
    dY^\varepsilon_t &= \frac{1}{\varepsilon^2} F(Y^\varepsilon_t, \eta^\varepsilon_t) dt + \sqrt{\frac{2}{\varepsilon^2} \Sigma(Y^\varepsilon_t, \eta^\varepsilon_t)} dB_t, \\
    d\eta^\varepsilon_t &= -\frac{1}{\varepsilon} \Gamma \eta^\varepsilon_t dt + \sqrt{\frac{2}{\varepsilon} \Gamma W_t},
\end{align*}
\]

(5.1)
where again $B$ and $W$ are independent Brownian motions and $Y^\varepsilon := \varepsilon^{-1}X^\varepsilon$ mod $T^2$.

To determine the limit in this regime, the difficulty is that $Y$ and $\eta$ now fluctuate at different scales, which means that, compared to the previous section, we no longer have the generator $\varepsilon^{-2}\mathcal{L}$ for the joint Markov process $(Y^\varepsilon, \eta^\varepsilon)$, but the generator $\varepsilon^{-2}\mathcal{L}_0 + \varepsilon^{-1}\mathcal{L}_\eta$ for $\mathcal{L}_0 = \mathcal{L}_0(\eta)$ from (4.3) and $\mathcal{L}_\eta$ from (2.5). The idea is to first deduce a quenched result for each fixed environment $\eta$ and afterwards average over the invariant measure $\rho_\eta$ of $\eta$.

Let for $\eta \in \mathbb{R}^K$,

$$\rho_Y(dy, \eta) := C^{-1}\sqrt{\Sigma^{-1}}(y, \eta)dy$$

be a probability measure on $T^2$, where $C := \int_{T^2} \sqrt{\Sigma^{-1}}(y, \eta)dy$ is the normalizing constant. It is straightforward to check that $\rho_Y(\cdot, \eta)$ is invariant for $\mathcal{L}_0(\eta)$, that is $\langle \mathcal{L}_0(\eta)f, \rho_Y(\cdot, \eta) \rangle = 0$ for all $f \in dom(\mathcal{L}_0) \subset L^2(\rho_Y(\cdot, \eta))$, and that $\int F(y, \eta)\rho_Y(dy, \eta) = 0$ by the definition (2.11) of $F$.

Let now, by [Dun13 Proposition A.2.2], for any $\eta \in \mathbb{R}^K$, $\chi(\cdot, \eta) \in C^2(T^2, \mathbb{R}^2)$ be the unique solution of

$$\mathcal{L}_0(\eta)\chi(\cdot, \eta) = -F(\cdot, \eta), \quad (5.2)$$

with $\int \chi(y, \eta)\rho_Y(dy, \eta) = 0$. Existence of $\chi$ is based on the $L^2(\rho_Y(\cdot, \eta))$-spectral gap estimates for $\mathcal{L}_0(\eta)$ from [Dun13 Lemma A.2.1]. That is, there exists a constant $\lambda(\eta) > 0$ such that for all $f \in L^2(\rho_Y(\cdot, \eta))$,

$$\|P_t^f - \langle f \rangle_{\rho_Y(\cdot, \eta)}\|_{L^2(\rho_Y(\cdot, \eta))} \leq e^{-\lambda(\eta)t}\|f\|_{L^2(\rho_Y(\cdot, \eta))},$$

where $(P_t^f)_{t>0} = (P_t^0(\eta))_{t>0}$ denotes the semigroup on $L^2(\rho_Y(\cdot, \eta))$ associated to $\mathcal{L}_0(\eta)$. Furthermore, according to [Dun13 Proposition A.2.2], the solution $\chi$ will be smooth in the $\eta$-variable (as $F$ is smooth) and satisfies $|\nabla^k \chi(y, \eta)| \leq C_k(1 + |\eta|^{l_k})$ for $k = 0, 1, 2$ and $l_k \geq 1$ and a constant $C_k > 0$ (due to $F$ satisfying such a growth condition with a possibly different constant $C_k$).

Then, we can decompose the drift part of $X^\varepsilon$ with the help of that solution $\chi$, yielding

$$\varepsilon^{-1}\int_0^t F^i(Y^\varepsilon_s, \eta^\varepsilon_s)ds = \varepsilon(\chi^i(Y^\varepsilon_0, \eta^\varepsilon_0) - \chi^i(Y^\varepsilon_t, \eta^\varepsilon_t)) + \sqrt{\varepsilon}\int_0^t \nabla_\eta \chi^i(Y^\varepsilon_s, \eta^\varepsilon_s) \cdot \sqrt{2}\Pi dW_r + \int_0^t \nabla_y \chi^i(Y^\varepsilon_r, \eta^\varepsilon_r) \cdot \sqrt{2} \Sigma(Y^\varepsilon_r, \eta^\varepsilon_r) dB_r + \int_0^t (\mathcal{L}_0 \chi)^i(Y^\varepsilon_s, \eta^\varepsilon_s)ds \quad (5.3)$$

for $i = 1, 2$. Plugging (5.3) into the dynamics for $X^\varepsilon$, one can deduce that $(X^\varepsilon)$ converges in distribution to a Brownian motion with variance $2Dt$ plus a constant drift $L$. This was proven in [Dun13 Theorem 5.2.2], namely

$$(X^\varepsilon_t)_{t \geq 0} \Rightarrow (tL + \sqrt{2DZ_t})_{t \geq 0}$$

for a standard Brownian motion $Z$ and where

$$D = \int \int (I + \nabla_y \chi)^T \Sigma(I + \nabla_y \chi) \rho_Y(dy, \eta)\rho_\eta(d\eta)$$

and

$$L = \int \int \mathcal{L}_0\chi(y, \eta)\rho_Y(dy, \eta)\rho_\eta(d\eta).$$

Indeed, the drift term $L$ arises from the convergence of the last term in (5.3), that is

$$\int_0^t \mathcal{L}_0\chi(Y^\varepsilon_s, \eta^\varepsilon_s)ds \Rightarrow t \int \mathcal{L}_0\chi(y, \eta)\rho_Y(dy, \eta)\rho_\eta(d\eta) =: tL \quad (5.4)$$
in probability, which motivates the ergodic theorem for \((Y^\varepsilon, \eta^\varepsilon)\), Proposition 5.1 below. For completeness, we state the result here, its proof follows from the result from [Dun13, Lemma A.2.3]. One can also deduce its claim from decomposing the additive functional in terms of the solution \(G(\cdot, \eta)\) of the Poisson equation (analogously as in (5.3))

\[
\mathcal{L}_0 G(\cdot, \eta) = b(\cdot, \eta) - E_{\rho_Y(\cdot, \eta)}[b(\cdot, \eta)]
\]

for fixed \(\eta \in \mathbb{R}^{2K}\) (existence follows by the \(L^2(\rho_Y(\cdot, \eta))\)-spectral gap estimates on \(\mathcal{L}_0(\eta)\), [Dun13, Lemma A.2.1]) and utilizing the ergodic theorem for the Ornstein Uhlenbeck process \((\eta_t)_{t \geq 0}\) started in \(\rho_\eta\). The growth assumption on \(b\) in the following proposition is needed to obtain an analogue growth condition on \(G\), such that the martingale term and the drift part involving \(\mathcal{L}_0 G\) in the decomposition vanish in \(L^2(\mathbb{P})\).

**Proposition 5.1.** Let \(b : T^2 \times \mathbb{R}^{2K} \to \mathbb{R}\) be such that \(b(y, \cdot) \in C^2(\mathbb{R}^{2K})\) satisfies the growth assumption

\[
|\nabla_\eta^k b(y, \cdot)| \lesssim 1 + |\eta|^{l_k}
\]

for some \(l_k \geq 1\) and all \(k = 0, 1, 2\). Then the following convergence in probability holds true when \(\varepsilon \to 0\)

\[
\int_0^t b(Y^\varepsilon_s, \eta^\varepsilon_s) ds \to t \int E_{\rho_Y(\cdot, \eta)}[b(\cdot, \eta)]|_{\eta=\tilde{\eta}\rho_\eta(d\tilde{\eta})}.
\]

(5.6)

(Here \(E_\rho[\cdot]\) denotes integration with respect to a probability measure \(\rho\) on \(T^2\), respectively \(\mathbb{R}^{2K}\).)

**Remark 5.2.** In particular this applies for \(b(\cdot, \tilde{\eta}) := \mathcal{L}_\eta \chi(\cdot, \tilde{\eta})\), where \(\mathcal{L}_\eta\) and \(\chi\) are defined by (2.5) and (5.2). This is due to the fact that the derivatives in \(\eta\) of the solution \(\chi\) also satisfy a growth condition (5.5). This was proven in [Dun13, Proposition A.2.2] as \(F\) satisfies

\[
|(\nabla_\eta)^m F(y, \eta)| \lesssim 1 + |\eta|^{q_m}\text{ for some } q_m \geq 0.
\]

5.1 Determining the limit rough path

Similarly as in Section 4.1, we will represent \(X^\varepsilon_t\) via the solution of the Poisson equation (5.2). More precisely, from (5.3) we obtain

\[
X^\varepsilon_{t,i} - X^0_{t,i} = \varepsilon (\chi(Y^\varepsilon_0, \eta^\varepsilon_0) - \chi(Y^\varepsilon_t, \eta^\varepsilon_t)) + \sqrt{\varepsilon} \int_0^t (\nabla_\eta \chi(Y^\varepsilon_r, \eta^\varepsilon_r))^T \sqrt{2\Pi} dW_r
\]

\[
+ \int_0^t (\varepsilon_i + \nabla_y \chi(Y^\varepsilon_r, \eta^\varepsilon_r))^T \sqrt{2\Sigma(Y^\varepsilon_r, \eta^\varepsilon_r)} dB_r
\]

\[
+ \int_0^t (\mathcal{L}_\eta \chi)^i(Y^\varepsilon_s, \eta^\varepsilon_s) ds
\]

(5.7)
for $i = 1, 2$. We utilize the decomposition (5.7) to represent the iterated Itô-integrals as follows for $i, j \in \{1, 2\}$,

$$
\mathcal{X}_{0,t}^{i,j}(i, j) = \int_0^t (X^{\varepsilon,i}_s - X_0^i) dX^{\varepsilon,j}_s
$$

$$
= \int_0^t (\chi^i(Y_{0s}^\varepsilon, \eta_0^\varepsilon) - \chi^i(Y_{s}^\varepsilon, \eta_s^\varepsilon)) F^j(Y_s^\varepsilon, \eta_s^\varepsilon) ds
$$

$$
+ \sum_{l=1,2} \int_0^t \varepsilon (\chi^i(Y_{0s}^\varepsilon, \eta_0^\varepsilon) - \chi^i(Y_{s}^\varepsilon, \eta_s^\varepsilon)) \sqrt{2\Sigma(Y_{s}^\varepsilon, \eta_s^\varepsilon)} (j, l) dB_s^l
$$

$$
+ \int_0^t \varepsilon^{-1/2} \left( \int_0^s \nabla_Y \chi^i(Y_{s}^\varepsilon, \eta_s^\varepsilon) \cdot \sqrt{2\Pi} dW_r \right) F^j(Y_s^\varepsilon, \eta_s^\varepsilon) ds
$$

$$
+ \sum_{l=1,2} \int_0^t \varepsilon (\int_0^s (\varepsilon + \nabla_Y \chi^i(Y_{s}^\varepsilon, \eta_s^\varepsilon)) \cdot \sqrt{2\Sigma(Y_{s}^\varepsilon, \eta_s^\varepsilon)} dB_r + \int_0^s (\mathcal{L}_\varepsilon \chi^i(Y_{s}^\varepsilon, \eta_s^\varepsilon)) dr \right) \sqrt{2\Sigma(Y_{s}^\varepsilon, \eta_s^\varepsilon)} (j, l) dB_s^l
$$

$$
+ \int_0^t \varepsilon^{-1} \left( \int_0^s (\varepsilon + \nabla_Y \chi^i(Y_{s}^\varepsilon, \eta_s^\varepsilon)) \cdot \sqrt{2\Sigma(Y_{s}^\varepsilon, \eta_s^\varepsilon)} dB_r + \int_0^s (\mathcal{L}_\varepsilon \chi^i(Y_{s}^\varepsilon, \eta_s^\varepsilon)) dr \right) F^j(Y_s^\varepsilon, \eta_s^\varepsilon) ds.
$$

We immediately see that terms (5.9) and (5.11) will converge in $L^2(P)$ to zero by Burkholder-Davis-Gundy inequality and the growth conditions on $\nabla^k \chi$ for $k = 0, 1$ by [Dun13, Proposition A.2.2]. Furthermore, the fourth term (5.11) can be written by integration by parts as

$$
\int_0^t \varepsilon^{-1/2} \left( \int_0^s \nabla_Y \chi^i(Y_{s}^\varepsilon, \eta_s^\varepsilon) \cdot \sqrt{2\Pi} dW_r \right) F^j(Y_s^\varepsilon, \eta_s^\varepsilon) ds
$$

$$
= \int_0^t \left( \int_0^s \varepsilon^{1/2} \nabla_Y \chi^i(Y_{s}^\varepsilon, \eta_s^\varepsilon) \cdot \sqrt{2\Pi} dW_r \right) \varepsilon^{-1} F^j(Y_s^\varepsilon, \eta_s^\varepsilon) ds
$$

$$
= \int_0^t \left( \int_0^s \varepsilon^{-1} F^j(Y_s^\varepsilon, \eta_s^\varepsilon) ds \left( \int_0^t \varepsilon^{1/2} \nabla_Y \chi^i(Y_{s}^\varepsilon, \eta_s^\varepsilon) \cdot \sqrt{2\Pi} dW_r \right)_s \right.
$$

$$
+ \left( \int_0^t \varepsilon^{-1} F^j(Y_s^\varepsilon, \eta_s^\varepsilon) ds \right) \left( \int_0^t \varepsilon^{1/2} \nabla_Y \chi^i(Y_{s}^\varepsilon, \eta_s^\varepsilon) \cdot \sqrt{2\Pi} dW_s \right).
$$

and utilizing Proposition 2.6, we want to deduce that the term (5.11) converges to zero in probability. We have that

$$
\left( \varepsilon^{-1} \int_0^t F^j(Y_s^\varepsilon, \eta_s^\varepsilon) ds, \int_0^t \varepsilon^{1/2} \nabla_Y \chi^i Y_s^\varepsilon \sqrt{2\Pi} \Pi(Y_s^\varepsilon, \eta_s^\varepsilon) dW_s \right) \Rightarrow ((\hat{Z}^i + tL^i)_t, 0)
$$

jointly in distribution by the decomposition (5.3) and the arguments from [Dun13, Theorem 5.2.2.]. Here $\hat{Z}$ is the limiting Brownian motion with variance $t \int \int (\nabla_Y \chi)^2 2\Sigma \nabla_Y \chi dy \rho dy \rho_\eta$. Furthermore, the UCV condition holds for the martingale, as $\nabla_Y \chi \in L^2(\rho_Y(\eta) \rho_\eta)$ by the growth condition proven in [Dun13, Proposition A.2.2], with which the expected quadratic variation can be bounded. Together this then yields that (5.11) converges to zero in probability. Applying Proposition 5.1 for $b = \chi^i F^j$ and using that $\int F(y, \eta) d\rho_Y(dy, \eta) = 0$ by the definition of $F$ and $\rho_Y$, we obtain that the first term (5.8) will converge in probability to

$$
t \int \chi^i F^j \rho_Y(dy, \eta) \rho_\eta(d\eta) =: ta_F(i, j)
$$
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In order to deal with the remaining terms (5.12) and (5.13), we rewrite them by the integration by parts, respectively. For (5.13) we obtain by integration by parts
\[
\int_0^t \varepsilon^{-1} \left( \int_0^s (e_i + \nabla_y \chi^i(Y_r^\varepsilon, \eta_r^\varepsilon)) \cdot \sqrt{2\Sigma(Y_r^\varepsilon, \eta_r^\varepsilon)} dB_r + \int_0^s (\mathcal{L}_\eta \chi)^1(Y_r^\varepsilon, \eta_r^\varepsilon) dr \right) F^j(Y_s^\varepsilon, \eta_s^\varepsilon) ds \\
= \left( \int_0^t \varepsilon^{-1} F^j(Y_r^\varepsilon, \eta_r^\varepsilon) ds \right) \left( \int_0^s (e_i + \nabla_y \chi^i(Y_r^\varepsilon, \eta_r^\varepsilon)) \cdot \sqrt{2\Sigma(Y_r^\varepsilon, \eta_r^\varepsilon)} dB_s + \int_0^s (\mathcal{L}_\eta \chi)^1(Y_r^\varepsilon, \eta_r^\varepsilon) ds \right) \\
- \int_0^t \left( \int_0^s (e_i + \nabla_y \chi^i(Y_r^\varepsilon, \eta_r^\varepsilon)) \cdot \sqrt{2\Sigma(Y_r^\varepsilon, \eta_r^\varepsilon)} dB_s + \int_0^s (\mathcal{L}_\eta \chi)^1(Y_r^\varepsilon, \eta_r^\varepsilon) ds \right) \left( \int_0^t \varepsilon^{-1} F^j(Y_r^\varepsilon, \eta_r^\varepsilon) ds \right) \\
- \int_0^t (e_i + \nabla_y \chi^i(Y_r^\varepsilon, \eta_r^\varepsilon)) \cdot 2\Sigma(Y_r^\varepsilon, \eta_r^\varepsilon) e_j ds.
\]

According to Itô’s formula for (5.12) we have
\[
\int_0^t \left( \int_0^s (e_i + \nabla_y \chi^i(Y_r^\varepsilon, \eta_r^\varepsilon)) \cdot \sqrt{2\Sigma(Y_r^\varepsilon, \eta_r^\varepsilon)} dB_s + \int_0^s (\mathcal{L}_\eta \chi)^1(Y_r^\varepsilon, \eta_r^\varepsilon) ds \right) d \left( \int_0^t \varepsilon^{-1} F^j(Y_r^\varepsilon, \eta_r^\varepsilon) ds \right) \\
= \left( \int_0^t (e_i + \nabla_y \chi^i(Y_r^\varepsilon, \eta_r^\varepsilon)) \cdot \sqrt{2\Sigma(Y_r^\varepsilon, \eta_r^\varepsilon)} dB_s + \int_0^t (\mathcal{L}_\eta \chi)^1(Y_r^\varepsilon, \eta_r^\varepsilon) ds \right) \left( \int_0^t \varepsilon^{-1} F^j(Y_r^\varepsilon, \eta_r^\varepsilon) ds \right) \\
- \int_0^t \left( \int_0^s \sqrt{2\Sigma(Y_r^\varepsilon, \eta_r^\varepsilon)} dB_s \right) d \left( \int_0^t (e_i + \nabla_y \chi^i(Y_r^\varepsilon, \eta_r^\varepsilon)) \cdot \sqrt{2\Sigma(Y_r^\varepsilon, \eta_r^\varepsilon)} dB_s + \int_0^t (\mathcal{L}_\eta \chi)^1(Y_r^\varepsilon, \eta_r^\varepsilon) ds \right) \\
- \int_0^t (e_i + \nabla_y \chi^i(Y_r^\varepsilon, \eta_r^\varepsilon)) \cdot 2\Sigma(Y_r^\varepsilon, \eta_r^\varepsilon) e_j ds.
\]

By adding the previous two terms up, we obtain that overall
\[
\int_0^t X_s^{\varepsilon,i} d X_s^{\varepsilon,j} \\
= a_{\varepsilon}^j(i, j) + X_t^{\varepsilon,j} - \int_0^t X_s^{\varepsilon,j} d \left( \int_0^s (e_i + \nabla_y \chi^i(Y_r^\varepsilon, \eta_r^\varepsilon)) \cdot \sqrt{2\Sigma(Y_r^\varepsilon, \eta_r^\varepsilon)} dB_s + \int_0^s (\mathcal{L}_\eta \chi)^1(Y_r^\varepsilon, \eta_r^\varepsilon) ds \right) \\
- \int_0^t X_s^{\varepsilon,j} d \left( \int_0^s (e_i + \nabla_y \chi^i(Y_r^\varepsilon, \eta_r^\varepsilon)) \cdot \sqrt{2\Sigma(Y_r^\varepsilon, \eta_r^\varepsilon)} dB_s + \int_0^s (\mathcal{L}_\eta \chi)^1(Y_r^\varepsilon, \eta_r^\varepsilon) ds \right) \\
- \int_0^t (e_i + \nabla_y \chi^i(Y_r^\varepsilon, \eta_r^\varepsilon)) \cdot 2\Sigma(Y_r^\varepsilon, \eta_r^\varepsilon) e_j ds,
\]
where \(a_{\varepsilon}^j(i, j)\) denotes the sum of the terms (5.8), (5.9), (5.10) and (5.11), that will converge in probability to
\[
t_{a_{\varepsilon}^j(i, j)} := t \int \int \chi^i F^j \rho_Y(dy, \eta) \rho_\eta(\eta d\eta).
\]
For the stochastic integral and the product term in (5.14), we again apply Proposition 2.6 with
\[
\left( X_s^{\varepsilon,j}, \int_0^s (e_i + \nabla_y \chi^i(Y_r^\varepsilon, \eta_r^\varepsilon)) \cdot \sqrt{2\Sigma(Y_r^\varepsilon, \eta_r^\varepsilon)} dB_s + \int_0^s (\mathcal{L}_\eta \chi)^1(Y_r^\varepsilon, \eta_r^\varepsilon) ds \right) \Rightarrow (X^j, X^1)
\]
jointly in distribution (by [Dun13 Theorem 5.2.2]) using that the UCV condition for the semimartingales
\[
\left( \int_0^s (e_i + \nabla_y \chi^i(Y_r^\varepsilon, \eta_r^\varepsilon)) \cdot \sqrt{2\Sigma(Y_r^\varepsilon, \eta_r^\varepsilon)} dB_s + \int_0^s (\mathcal{L}_\eta \chi)^1(Y_r^\varepsilon, \eta_r^\varepsilon) ds \right) \varepsilon
\]holds (by boundedness of \(\Sigma\) and the bounds (A.7) and (A.8) of [Dun13 Proposition A.2.2], which are bounds for the expected quadratic variation). Let us define
\[
c_{i,j} := \int \int (e_i + \nabla_y \chi^i) \cdot 2\Sigma e_j d \rho_Y(\cdot, \eta) d\rho_\eta,
\]
Then according to Proposition 5.1, the last term in (5.14) (the quadratic variation term) converges in probability to \( tc_{\epsilon}^{i,j} \). Hence, together, utilizing Slutzky’s Lemma, we obtain the distributional convergence
\[
\int_0^t X_s^{\epsilon,i} dX_s^{\epsilon,j} = ta_F(i,j) + X_1^i X_1^j - \int_0^t X_s^j dX_s^i - \frac{t}{2} c_{\epsilon}^{i,j} = t(a_F(i,j) - c_{\epsilon}^{i,j} + \langle X^i, X^j \rangle_1) + \int_0^t X_s^j dX_s^i.
\]

Let us summarize our findings about the convergence of the iterated Itô integrals, as well as the iterated Stratonovich integrals, in the next proposition and corollary.

**Proposition 5.3.** Let \((X^\epsilon, Y^\epsilon, \eta^\epsilon)\) be the solution of the system (5.1) for \((Y_0^\epsilon, \eta_0^\epsilon) \sim \rho_Y(dy, \eta)\rho_\eta(d\eta)\). Moreover, let
\[
X_t = \sqrt{2D}Z_t + tL
\]
for a standard two-dimensional Brownian motion \(Z\), and
\[
D = \int \int (I + \nabla_y \chi(y, \eta))^T \Sigma(y, \eta)(I + \nabla_y \chi(y, \eta)) \rho_Y(dy, \eta) \rho_\eta(d\eta)
\]
and
\[
L = \int \int \mathcal{L}_\eta \chi(y, \eta) \rho_Y(dy, \eta) \rho_\eta(d\eta),
\]
where for each \(\eta \in \mathbb{R}^K\), \(\chi(\cdot, \eta)\) is the solution of \(\mathcal{L}_0 \chi(\cdot, \eta) = -F(\cdot, \eta)\).

Then for all \(s, t \in \Delta_T\), weak convergence in \(\mathbb{R}^{2 \times 2}\) of the iterated Itô-integrals \((X_{s,t}^\epsilon)\) holds true, where for \(i, j \in \{1, 2\}\)
\[
X_{s,t}^\epsilon(i,j) := \int_s^t X_{s,r}^\epsilon dX_{r}^{\epsilon,j} \Rightarrow X_{s,t}(i,j) + t \left( \langle X^i, X^j \rangle_1 + \chi_i^j \right) \rho_Y(dy, \eta) \rho_\eta(d\eta) - \int \int (e_i + \nabla \chi^i(y, \eta) \cdot 2 \Sigma(y, \eta) e_j \rho_Y(dy, \eta) \rho_\eta(d\eta) \right) \quad (5.15)
\]
as \(\epsilon \to 0\), where \(X_{s,t}(i,j) := \int_s^t X_{s,r}^i dX_{r}^j\).

**Corollary 5.4.** Let \((X^\epsilon, Y^\epsilon, \eta^\epsilon)\) be as in Proposition 5.3. Then for all \(s, t \in \Delta_T\), weak convergence in \(\mathbb{R}^{2 \times 2}\) of the iterated Stratonovich-integrals \((\tilde{X}_{s,t}^\epsilon)\) holds true, where for \(i, j \in \{1, 2\}\)
\[
\tilde{X}_{s,t}^\epsilon(i,j) := \int_s^t X_{s,r}^\epsilon \circ dX_{r}^{\epsilon,j} \Rightarrow \tilde{X}_{s,t}(i,j) + t \tilde{A}(i,j) \quad (5.16)
\]
weakly for \(\epsilon \to 0\), where
\[
X_t = \sqrt{2D}Z_t + tL
\]
for a standard two-dimensional Brownian motion \(Z\) and \(\tilde{X}_{s,t}(i,j) := \int_s^t X_{s,r}^i \circ dX_{r}^j\) and \(D, L\) are defined as in Proposition 5.3. The area correction is given by
\[
\tilde{A}(i,j) = \int \int e_i \cdot \nabla_y \chi^i(y, \eta) \rho_Y(dy, \eta) \rho_\eta(d\eta) - \int \int \nabla_y \chi^i(y, \eta) \cdot \Sigma e_j \rho_Y(dy, \eta) \rho_\eta(d\eta) = \int \int \chi^i(y, \eta) F^j(y, \eta) \rho_Y(dy, \eta) \rho_\eta(d\eta) - \int \int F^i(y, \eta) \chi^j(y, \eta) \rho_Y(dy, \eta) \rho_\eta(d\eta)
\]

Proof. The corollary follows from Proposition 5.3 and analogue arguments as in Corollary 4.5. We have that
\[
\frac{1}{2}\langle X^{\varepsilon,i}, X^{\varepsilon,j}\rangle_t = \int_0^t e_i \cdot \Sigma(Y_s^\varepsilon, \eta_s^\varepsilon) e_j ds \rightarrow \int e_i \cdot \Sigma(y, \eta) e_j \rho_Y(dy, \eta) \rho_\eta(d\eta).
\]
Using Proposition 5.1. Furthermore we have that
\[
\tilde{X}_0,\varepsilon^2(i, j) = X_0,\varepsilon^2(i, j) + \frac{1}{2}\langle X^{\varepsilon,i}, X^{\varepsilon,j}\rangle_t \Rightarrow \Xi_0,\varepsilon^2(i, j) + t\langle \chi^{\varepsilon}, (\mathcal{L}_0\chi^{\varepsilon})\rangle_{\rho_{\varepsilon}(\cdot, \eta)} + \langle X^{\varepsilon}, X^{\varepsilon}\rangle_t
\]
\[
- t \int (\nabla_y \chi^{\varepsilon} + e_i) \cdot 2\Sigma e_j d(\rho_{\varepsilon}(\cdot, \eta)) + t \int e_i \cdot \Sigma d(\rho_{\varepsilon}(\cdot, \eta))
\]
\[
= \Xi_0,\varepsilon^2(i, j) + \frac{1}{2}\langle X^{\varepsilon}, X^{\varepsilon}\rangle_t
\]
\[
+ t\left(\langle \chi^{\varepsilon}, (\mathcal{L}_0\chi^{\varepsilon})\rangle_{\rho_{\varepsilon}(\cdot, \eta)} + \frac{1}{2}\langle X^{\varepsilon}, X^{\varepsilon}\rangle_t
\]
\[
- \int \nabla_y \chi^{\varepsilon} \cdot 2\Sigma e_j d(\rho_{\varepsilon}(\cdot, \eta)) - \int e_i \cdot \Sigma e_j d(\rho_{\varepsilon}(\cdot, \eta)) \right)
\]
\[
= \tilde{X}_0,\varepsilon^2(i, j) + tA(i, j).
\]
The area correction can be written as
\[
\tilde{A}(i, j) = \langle \chi^i, \mathcal{L}_0\chi^j \rangle_{\rho_{\varepsilon}(\cdot, \eta)} + D(i, j) - \int \nabla_y \chi^i \cdot 2\Sigma e_j d(\rho_{\varepsilon}(\cdot, \eta)) - \int e_i \cdot \Sigma e_j d(\rho_{\varepsilon}(\cdot, \eta))
\]
\[
= \int e_i \cdot \Sigma \nabla_y \chi^j d(\rho_{\varepsilon}(\cdot, \eta)) - \int \nabla_y \chi^i \cdot \Sigma e_j d(\rho_{\varepsilon}(\cdot, \eta)),
\]
using furthermore that by the definition of $F$ and the invariant measure $\rho_{\varepsilon}(dy, \eta) = Z^{-1} \sqrt{|\Sigma(y, \eta)|} dy,$
\[
\langle \chi^i, \mathcal{L}_0\chi^j \rangle_{\rho_{\varepsilon}(\cdot, \eta)} = - \int \nabla_y \chi^i \cdot \Sigma \nabla_y \chi^j d(\rho_{\varepsilon}(\cdot, \eta)).
\]
By integrating $\nabla_y$ by parts and using once more the definition of $F$ and the invariant measure, we obtain that
\[
\int \nabla_y \chi^i \cdot e_j d(\rho_{\varepsilon}(\cdot, \eta)) = - \int_{\mathbb{R}^{2K}} \int_{\mathbb{R}^2} \chi^i(y, \eta) F^j(y, \eta) \rho_{\varepsilon}(dy, \eta) \rho_\eta(d\eta),
\]
such that the claim for $\tilde{A}$ follows.

\begin{corollary}
For $\tilde{A}$ from Corollary 5.4, it follows that $\tilde{A}(i, j) = 0$ for all $i, j = 1, 2$.
\end{corollary}

Proof. Using that $(-\mathcal{L}_0)\chi = F$, we obtain
\[
\tilde{A}(i, j) = \int \int \chi^i(y, \eta) F^j(y, \eta) \rho_{\varepsilon}(dy, \eta) \rho_\eta(d\eta) - \int \int F^i(y, \eta) \chi^j(y, \eta) \rho_{\varepsilon}(dy, \eta) \rho_\eta(d\eta)
\]
\[
= \int \int \chi^i(y, \eta) (-\mathcal{L}_0)\chi^j(y, \eta) \rho_{\varepsilon}(dy, \eta) \rho_\eta(d\eta) - \int \int (-\mathcal{L}_0)\chi^i(y, \eta) \chi^j(y, \eta) \rho_{\varepsilon}(dy, \eta) \rho_\eta(d\eta)
\]
\[
= \int \int (-\mathcal{L}_0^*)\chi^i(y, \eta) \chi^j(y, \eta) \rho_{\varepsilon}(dy, \eta) \rho_\eta(d\eta) - \int \int (-\mathcal{L}_0^*)\chi^i(y, \eta) \chi^j(y, \eta) \rho_{\varepsilon}(dy, \eta) \rho_\eta(d\eta)
\]
\[
= 0
\]
and the claim follows as $\mathcal{L}_0$ is symmetric with respect to the measure $\rho_{\varepsilon}(dy, \eta) \rho_\eta(d\eta)$, that is $\mathcal{L}_0^* = \mathcal{L}_0$, where $\mathcal{L}_0^*$ denotes the adjoint with respect to $L^2(\rho_{\varepsilon}(dy, \eta) \rho_\eta(d\eta))$. 

\hfill \Box
**Remark 5.6.** Note that for the limit of the Stratonovich integrals no area correction appears. This is due to the fact that the underlying Markov process \((Y_t)_{t \geq 0}\) (for fixed \(\eta \in \mathbb{R}^{2K}\)) is reversible when started in \(\rho_Y(\cdot, \eta)\) (meaning that the generator \(\mathcal{L}_0(\eta) = \mathcal{L}_0(\eta)^*\) is symmetric with respect to \(L^2(\rho_Y(\cdot, \eta))\)). This is a phenomenon that is observed generally, see also the discussion in the introduction of [DOP21] about the relation of a vanishing Stratonovich area correction and an underlying reversible Markov process. The conjecture from [DOP21] states that the Stratonovich area correction vanishes if and only if the underlying Markov process is reversible.

**Remark 5.7.** Via a symmetry argument utilizing the Fourier expansion of the Helfrich surface \(H\), one can show that the limiting drift \(\bar{L}\) actually vanishes, \(\bar{L} = 0\). For proof see [Dun13, Proposition 5.2.4].

### 5.2 Tightness in \(C_{\gamma,T}\) for \(\gamma < 1/2\)

The tightness is again a consequence of Lemma 2.7 once we have verified the moment bounds.

**Proposition 5.8.** Let \((X^\varepsilon, Y^\varepsilon, \eta^\varepsilon)\) be as in Proposition 5.3. Then the following moment bounds hold true for any \(p \geq 2\)

\[
\sup_{\varepsilon} \mathbb{E}[|X^{\varepsilon,1}(t) - X^{\varepsilon,1}(s)|^p] \lesssim |t - s|^{p/2}, \quad \forall s, t \in \Delta_T
\]

and

\[
\sup_{\varepsilon} \mathbb{E} \left[ \int_s^t \left| \frac{dX^{\varepsilon,i}_{s,t}}{dX_{s,t}} \right|^p \right] \lesssim |t - s|^{p/2}, \quad \forall s, t \in \Delta_T
\]

for \(i, j \in \{1, 2\}\).

In particular, tightness of \((X^\varepsilon, X^{\varepsilon})\) in \(C_{\gamma,T}\) for \(\gamma < 1/2\) follows.

**Proof.** The arguments are analogous as for Proposition 4.7. For the estimate for \(X^\varepsilon\) we use, similarly as in Proposition 4.7 a trade-off argument for the drift term using the decomposition (5.7). For the iterated integrals, we use the bound (5.17) on \(X^\varepsilon\) and the decomposition (5.14). \(\square\)

### 5.3 Rough homogenization limit in the \((\alpha, \beta) = (1, 1)\)-regime

In this subsection, we conclude on our second main theorem, which is a corollary from Proposition 5.3 and Proposition 5.8. The corollary on the Statonovich lift then follows from the result for the Itô lift (Theorem 5.9 below), Corollary 5.4 and Corollary 5.10.

**Theorem 5.9 (Itô-lift).** Let \((X^\varepsilon, Y^\varepsilon, \eta^\varepsilon)\), \(X\) and \(X^\varepsilon, \bar{X}\) be as in Proposition 5.3. Then for all \(\gamma < 1/2\), the weak convergence in the rough path space \(C_{\gamma,T}\) of

\[
(X^\varepsilon, X^\varepsilon) \Rightarrow (X, (s, t) \mapsto X_{s,t} + A(t - s))
\]

follows when \(\varepsilon \to 0\) and where \(A = (A(i,j))_{i,j \in \{1,2\}}\) denotes the matrix with elements

\[
A(i,j) = \left( \chi^i, \mathcal{L}_0 \chi^j \right)_{\rho_Y(\cdot, \eta)} + \left( X^i, X^j \right)_{1} - \int \int (e_i + \nabla Y^i(y, \eta)) \cdot 2\Sigma(y, \eta) e_j \rho_Y(dy, \eta) \rho_0(d\eta).
\]

**Corollary 5.10 (Stratonovich-lift).** Let \((X^\varepsilon, Y^\varepsilon, \eta^\varepsilon)\), \(X\) and \(X^\varepsilon, \bar{X}\) be as in Corollary 5.4. Then for all \(\gamma < 1/2\), the weak convergence in the rough paths space \(C_{\gamma,T}\) of

\[
(X^\varepsilon, \bar{X}) \Rightarrow (X, \bar{X})
\]

follows when \(\varepsilon \to 0\).
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