A Feature Extraction Method for Non-intrusive Load Identification
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Abstract—When some household appliances are running, the electrical quantities such as active power and reactive power will change slowly for a long time, which will affect the feature extraction of event-based non-intrusive load identification, resulting in low accuracy of load identification results. In view of this situation, a feature extraction method is proposed. Its core idea is that there is a certain law in the change of active power and reactive power in a very short time, and the curve can be fitted to speculate the values of these electrical quantities in the next time, so as to eliminate the influence. Based on this, a feature extraction method applied to non-intrusive load identification is realized. The test results show that this method can effectively improve the accuracy of non-intrusive load identification feature extraction data, and has good application value.

1. INTRODUCTION
With the development of the national economy, “power demand side management” has become increasingly important, which can give full play to the value of power companies and avoid unnecessary waste [1-2].

The use of load identification technology can finely analyze the characteristics of power consumption of power users, formulate energy-saving and supply-demand interaction strategies for the power grid, and provide a reference for the development of “power demand side management” [3-5].

The current load identification technology is divided into Intrusive Load Monitoring (NLM) technology and Non-Intrusive Load Monitoring (NILM) technology [6]. Compared with intrusive load identification technology, non-intrusive load identification technology has the characteristics of low cost and easy installation [7-10]. Only a device for collecting electricity consumption data is installed at
the power entrance, and the electricity consumption data is analyzed through algorithms, thus acquiring
the composition and operation of electrical equipment. In recent years, with the development of
microelectronics technology, sampling sensing technology, and machine algorithms, the research on
non-intrusive load identification technology has become increasingly widespread, mainly based on
Hidden Markov Model (HMM) [11-13], deep learning neural network [14-16], event method [17-20], etc.
Although there are many methods of NILM, event-based NILM, due to its strong operability, has been
widely used in recent studies. The load decomposition of the event-based framework includes steps
such as data measurement, data processing, event detection, feature extraction, and load identification.
The effectiveness of the feature extraction step plays a key role in the accuracy of load identification. If
the home appliances are running smoothly, when the NILM system detects the occurrence of an
event (in this case, the start-up, state switching, and shutdown of an appliance are called events), the
difference between the appliance feature quantity after the event ends and the appliance feature quantity
before the event occurs can be extracted directly as the appliance feature extraction value. When
household appliances are not all running smoothly, such as air conditioners, refrigerators, and other
appliances, there will be a long-term slow increase or slow decrease in the amount of active power,
reactive power, and other appliances (hereinafter collectively referred to as slow change). This will lead
to deviations in the extracted values of the feature quantities, which will reduce the accuracy of
subsequent steps such as load identification and matching.

Therefore, how to solve the problem of accurate feature extraction of non-intrusive load
identification appliances with a slowly changing background has become an urgent problem. This paper
introduces the compensation algorithm in the feature extraction step for the framework described above.
The core idea is that there is a certain law of in the change of active and reactive power changes in a
very short period of time when these slow transformers are operati

2. Feature Extraction Principle of Slow Transformers

It is assumed that the feature extraction method of event-based non-intrusive load identification is to
calculate the feature group $\Delta \Omega_1$ of electrical appliance feature changes from the beginning to the end of
the event, which mainly includes feature quantities such as active power, reactive power, and harmonic
content.

Among them, the feature group $\Delta \Omega_1$ is calculated by the following formula:

$$\Delta \Omega_1 = \Omega(t_{\text{event-off}}) - \Omega'(t_{\text{event-off}})$$

(1)

$\Omega(t)$ refers to the feature group used for load identification that changes over time.

$\Omega(t_{\text{event-off}})$ is the actual value of the feature group at the end of the event $t_{\text{event-off}}$.

$\Omega'(t)$ represents the value of the feature group predicted by fitting the curve to the feature group data
before the event that changes with time for load identification.

$\Omega'(t_{\text{event-off}})$ is the predicted value of the feature group at the end of the event $t_{\text{event-off}}$.

That is to say, in the context of a slowly-varying feature, when the event occurs, each appliance
feature quantity is predicted by curve fitting of all appliance feature quantities to obtain the predicted
value of each appliance feature quantity at the end of the event if the event does not occur. Finally, the
actual operating feature quantity of the electrical appliance at the end of the event is compared with the
predicted value of the appliance feature quantity, so as to compensate for the change of the electrical
feature quantity during the event period under the background of the feature quantity when the slow
transformer is operating, thereby improving the non-intrusive load identification of the electrical feature
quantity and enhancing the identification accuracy of the overall algorithm.
3. Feature Extraction Algorithm to Overcome the Influence of Slow Transformers

Based on the above principles, this paper proposes the following algorithm:

Step (1): Sample the voltage and current at a rate of 256 points per cycle and calculate according to the sampling results. Thus, a feature sequence of active power, reactive power, and harmonic content is formed, which is combined into the above-mentioned $\Omega(t)$.

Step (2): Detect whether the feature sequence $R_i(t)$ is slowly rising or slowly falling (hereinafter collectively referred to as slow change). If it is determined that the feature sequence $R_i(t)$ is slowly changing, it is needed to record the starting time $t_{slow-on}$ of the feature sequence slowly changing, go to Step (3), otherwise go to Step (1).

Among them, the method of judging that the feature sequence $R_i(t)$ is slowly changing is as below: calculate the average value $R_n$ of all the feature sequences of increasing for a period of time, calculate the increment sequence $\Delta R_n$ of the average value, and when the average increment $\Delta R_n$ is greater than a certain threshold $D_1$, and if the number $num$ is greater than a certain threshold $D_2 (num > D_2)$, it is judged that the feature quantity is slowly increasing. The calculation method of the average value $R_n$ of the feature quantity sequence and the increment sequence $\Delta R_n$ of the average value is as follows:

$$R_n = \frac{1}{t_{increase}} \sum_{t=n*t_{increase}+1}^{(n+1)*t_{increase}} R(t)$$

$$\Delta R_n = R_{n+1} - R_n$$

Step (3): Calculate the change $\Delta P_1(t)$ of active sequence $P_1(t)$ at time $t$, detect whether $\Delta P_1(t)$ is greater than the active event starting threshold $P_{start}$, if $\Delta P_1(t) \geq P_{start}$, it is needed to record the current moment as the event start moment $t_{event-on}$, and at the same time the moment is the end moment $t_{slow-off}$ of collecting the slowly-varying data interval of the active sequence. After the event starts, when detecting whether the active power sequence changes $\Delta P_1(t)$, $\Delta P_1(t-1)$, and $\Delta P_1(t-2)$ at time $t$, $t-1$, and $t-2$ are all less than the active event end threshold $P_{end}$, if yes, it is required to record the current time as the event end time $t_{event-off}$ and the actual value $\Omega(t_{event-off})$ of the feature group at this time, go to Step (4), otherwise continue to Step (3).

Step (4): Set the feature group of the slow change interval of the collected active power sequence to $\Omega_{slow}(t)$.

$$t \in \{t_{slow-on}, t_{slow-on}+1, \ldots, t_{slow-off} - 1\}$$

The variables of the feature are fitted with the following curve to obtain the curve group $\Omega(t)$.

$$\hat{y} = \hat{a} + \hat{b}t$$

Where the total time length $T_{slow}$ is calculated by the following formula:

$$T_{slow} = t_{slow-off} - t_{slow-on} + 1$$

According to the least square method of curve fitting, it is needed to set a characteristic in the feature group $\Omega_{slow}(t)$ as $\omega(t)$, which is its corresponding fitting curve.
\[ \hat{y} = p_{\omega}(t) = \hat{a}_{\omega} + \hat{b}_{\omega} t \]  

(7)

\[ \hat{b}_{\omega} = \frac{\sum_{i=t_{\text{slow}}-on}^{T_{\text{slow}}-sum} t_i y_i - \sum_{i=t_{\text{slow}}-sum}^{T_{\text{slow}}-sum} t_i y_i}{\sum_{i=t_{\text{slow}}-on}^{T_{\text{slow}}-sum} t_i^2 - \left( \sum_{i=t_{\text{slow}}-on}^{T_{\text{slow}}-sum} t_i \right)^2} \]

(8)

\[ \hat{a}_{\omega} = \sum_{i=t_{\text{slow}}-on}^{T_{\text{slow}}-sum} y_i - \hat{b}_{\omega} \sum_{i=t_{\text{slow}}-on}^{T_{\text{slow}}-sum} t_i \]

(9)

Step (5): in the curve group \( \Omega(t) \), let \( t = t_{\text{event-off}} \), then the predicted value \( \Omega'(t_{\text{event-off}}) \) of the feature group is obtained if the event does not occur at the end time of the event; the feature group \( \Delta \Omega_i \) is obtained after the electric appliance characteristic extraction and compensation, which is the result.

The changes in active power, reactive power, and current harmonic amplitude changes in the feature group are calculated by the following formulas:

\[ \Delta P_{\Omega-\Omega} = P(t_{\text{event-off}}) - P'(t_{\text{event-off}}) \]

(10)

\[ \Delta Q_{\Omega-\Omega} = Q(t_{\text{event-off}}) - Q'(t_{\text{event-off}}) \]

(11)

\[
\Delta i_{\Omega-\Omega} = \sqrt{\frac{i_{m,t_{\text{event-off}}}^2 + I_{m,t_{\text{event-off}}}^2}{2}} - 2 * I_{m,t_{\text{event-off}}} i_{m,t_{\text{event-off}}} \cos \left( \phi_{k,t_{\text{event-off}}} - \phi_{k,t_{\text{event-off}}} \right)
\]

(12)

The process steps are as follows:
Figure 1. Flow chart of feature extraction of slow transformer
4. Test and Verification
This paper uses Matlab 2019a development platform and m programming language to develop and implement the method and uses a PC with the main frequency of 2.6GHz CPU and memory of 4G to complete the test and verification of this method. The following will carry out technical verification around a household load operation scenario.

The verification background is that a fixed-frequency air conditioner in the home is turned on and the active power is slowly increasing. At the 10th second, the occurrence of the “rice cooker on” event is detected, and this time is recorded. At the 20th second, the “rice cooker on” event ends. The total active power of the household increases rapidly. At this time, it is the algebraic sum of the active power of the fixed-frequency air conditioner and the rice cooker. In the same way, the total reactive power also changes to the algebraic sum of the operating power of the fixed-frequency air conditioner and the rice cooker. Further, the change in the amplitude of the fifth harmonic is considered as the vector sum of the operating power of the fixed-frequency air conditioner and the rice cooker. The curve is used to fit each feature of the household load before the event, and predict the value of each feature at the end of the event, as shown by the thick solid line at the 20th second in Figure 2, Figure 3, and Figure 4 below.

Figure 2. Active power characteristic fitting and actual comparison diagram
The change amount of the feature group after the electrical feature extraction and compensation is calculated, and then it is compared with the data of the rice cooker under stable conditions. The results are shown in Table 1.

**Figure 3.** Reactive power characteristic fitting and actual comparison diagram

**Figure 4.** Current 5th harmonic amplitude fitting and actual comparison diagram

The change amount of the feature group after the electrical feature extraction and compensation is calculated, and then it is compared with the data of the rice cooker under stable conditions. The results are shown in Table 1.

**TABLE 1.** The value of the related variables of the feature group before and after the electrical feature extraction and compensation and the amount of change in the steady-state

| Feature quantity | The actual value when the event starts | The predicted value when the event ends | The actual value when the event ends | Original change | Compensation change | The amount of change in steady state |
|------------------|---------------------------------------|----------------------------------------|-------------------------------------|----------------|-------------------|-------------------------------------|
| a                | 1310.0                                | 1322.4                                 | 1832.9                              | 522.9          | 510.5             | 508.23                              |
| b                | 260.12                                | 257.53                                 | 268.02                              | 7.9            | 10.49             | 13.72                               |
| c                | 1.3690                                | 1.3566                                 | 1.4511                              | 0.102673       | 0.115535          | 0.112467                            |
| d                | 147.8109                              | 147.6028                               | 150.3175                            |                |                   |                                     |
Note: In the above table, a represents active power; b represents reactive power; c represents the amplitude of 5th harmonic of the current; d represents the phase angle of 5th harmonic of the current.

It can be seen from the above table that after compensation, the compensated eigenvalue is close to the eigenvalue in the steady state, which will improve the accuracy of non-intrusive load identification.

5. CONCLUSION
With respect to the load identification method based on events and probability, if the cut-off probability is increased, it is prone to misjudgment, and if the cut-off probability is reduced, it is subject to the missed judgment. Thus, this paper provides a method for accurately extracting feature quantities when a slow transformer exists. This method has obvious significance for reducing missed judgments and improving identification accuracy.
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