Inhibition of SF3B1 by molecules targeting the spliceosome results in massive aberrant exon skipping
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ABSTRACT

The recent identification of compounds that interact with the spliceosome (sudemycins, spliceostatin A, and meayamycin) indicates that these molecules modulate aberrant splicing via SF3B1 inhibition. Through whole transcriptome sequencing, we have demonstrated that treatment of Rh18 cells with sudemycin leads to exon skipping as the predominant aberrant splicing event. This was also observed following reanalysis of published RNA-seq data sets derived from HeLa cells after spliceostatin A exposure. These results are in contrast to previous reports that indicate that intron retention was the major consequence of SF3B1 inhibition. Analysis of the exon junctions up-regulated by these small molecules indicated that these sequences were absent in annotated human genes, suggesting that aberrant splicing events yielded novel RNA transcripts. Interestingly, the length of preferred downstream exons was significantly longer than the skipped exons, although there was no difference between the lengths of introns flanking skipped exons. The reading frame of the aberrantly skipped exons maintained a ratio of 2:1:1, close to that of the cassette exons (3:1:1) present in naturally occurring isoforms, suggesting negative selection by the nonsense-mediated decay (NMD) machinery for out-of-frame transcripts. Accordingly, genes involved in NMD and RNAs encoding proteins involved in the splicing process were enriched in both data sets. Our findings, therefore, further elucidate the mechanisms by which SF3B1 inhibition modulates pre-mRNA splicing.
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INTRODUCTION

The spliceosome is a macromolecular complex present within mammalian cells that is responsible for the high-fidelity editing of nascent RNAs to yield bona fide mRNAs. This involves the coordinated action of 5U snRNAs and ~150 proteins. Recently, somatic mutations have been reported in multiple spliceosome splicing factors (including SF3B1, U2AF1, and SRSF2) in tumors (Visconte et al. 2012), suggesting that accurate and efficient generation of mRNAs is crucial for maintaining transcriptome integrity. For example, the highly recurrent gain of function mutation K700E in SF3B1 has been shown to introduce alternative 3′-splice sites in a subset of genes that contributes to myelodysplastic syndrome (Darman et al. 2015). Concurrent with the above work, several groups have developed highly specific inhibitors of the spliceosome, typically targeting SF3B1, which result in significant disruption of RNA splicing. Furthermore, these agents appear to demonstrate tumor-specific cytotoxicity (Fan et al. 2011). Therefore, understanding the molecular consequences of the modulation of splicing in both normal and tumor cells following exposure to these inhibitors may yield information that will allow for the development of highly specific tumor-selective anticancer agents.

Several natural products (FR901464, pladienolide B, herboxidiene) have been identified that interact with the SF3b subunit of the spliceosome (Nakajima et al. 1996; Mizui et al. 2004; Fan et al. 2011; Hasegawa et al. 2011), and these compounds have been demonstrated to be potent antitumor agents, and minimally toxic to normal cells. As a consequence, clinical trials using E7107 (a pladienolide analog) have been initiated; however, such studies have recently been halted due to visual toxicity in treated patients (Eskens et al. 2013; Hong et al. 2014). Based upon a defined pharmacophore for these spliceosome inhibitors, we have developed a chemically tractable class of agents, termed sudemycins (Fig. 1A), that are highly potent modulators of
RNA splicing. In vitro analyses with exon junction arrays have indicated that these compounds modulate aberrant splicing (AS) in a time- and dose-dependent fashion, and that this effect was more pronounced in tumor versus normal cells (Convertini et al. 2014). These experiments evaluated the effects of the spliceosome modulators on the change in RNA splicing for a few selected genes using low throughput analyses (RT-PCR). Clear examples of changes in AS were identified (e.g., MDM2) that occurred not only in tissue culture, but also in human tumor xenografts grown in immune-deprived animals (Fan et al. 2011). Since these effects were significantly reduced (or absent) in normal cells and tissues (Fan et al. 2011), the induction of AS may potentially act as a mediator of the toxicity imparted by such agents.

To evaluate this further, we have undertaken whole-transcriptome analysis of the rhabdomyosarcoma cell line Rh18 following treatment with sudemycin D1 (Fig. 1A). We reasoned that detailing and understanding the changes in the levels of all RNAs (generated from both known and novel AS events) in drug-treated cells would provide an important data set that may identify novel mechanisms by which cytotoxicity is induced. In parallel, we also reanalyzed the two public data sets where HeLa cells have been exposed to spliceostatin A (a methylated derivative of FR901464), an event that leads to the nonproductive recruitment of U2 snRNP (GSE72055 and GSE72156 [Tseng et al. 2015; Yoshimoto et al. 2017]) to the spliceosome. Our results demonstrate that exon skipping is the major molecular effect induced by both sudemycin and spliceostatin A treatment, even in disparate cell lines, and with different spliceosome inhibitors.

**RESULTS**

Modulation of RNA splicing by sudemycins is comparable to that seen with loss of SF3B1

Treatment of the rhabdomyosarcoma cell line Rh18 with either sudemycin D1 or E (Fig. 1A) results in significant modulation of RNA splicing. This is exemplified by the change in the levels of the different MDM2 transcripts following siRNA treatment of Rh18 cells. Study was performed using a pool of siRNA molecules targeting SF3B1; 13, 14 and 15—individual siRNAs present within the SF3B1 Pool. Ubiquitin (UBQ) was used as a loading control. Since SF3B1 has been demonstrated to be the molecular target for these compounds, we evaluated whether siRNA-mediated depletion of this protein would induce changes in AS of selected RNAs in Rh18 cells. Studies were performed using a pool of siRNA molecules targeting SF3B1, as well as with the individual component RNAs. As indicated in Figure 1C, loss of SF3B1 protein induced changes in MDM2 splicing, consistent with that seen with sudemycin drug exposure. The pool of siRNAs consisted of four different RNAs, so three of the individual reagents were purchased, and we assessed the ability of these molecules to induce changes in MDM2 splicing, as well as to reduce SF3B1 protein levels. As can be seen in Figure 1C, siRNAs 13 and 14...
resulted in an alteration of the *MDM2* transcript pattern, with concomitant loss of SF3B1. Changes in the splicing pattern for a further five genes were also noted and yielded identical modifications as compared to sudemycin D1 exposure (see Supplemental Fig. S2). siRNA 15 was considerably less effective at reducing SF3B1 protein and demonstrated minimal effects on *MDM2* splicing. As expected, none of these reagents affected the levels of the control transcript (ubiquitin) or protein (β-tubulin). These results therefore indicate that exposure of Rh18 cells to sudemycins phenocopied the loss of SF3B1 protein mediated by molecular techniques.

**SF3B1 inhibition by sudemycin D1 leads to up-regulation of genes involved in splicing, nonsense mediated decay, and protein translation**

In order to examine the effects of sudemycin D1 on the whole transcriptome, we exposed Rh18 cells to 1 μM of drug for 8 h and after extraction, subjected RNA to RNA-seq analysis. Control samples were treated with the vehicle (DMSO) alone and all analyses were conducted in triplicate to eliminate variability. Differential expression analysis revealed dramatic effects induced by sudemycin D1 on the whole transcriptome at the gene level (Fig. 2). Using a twofold change as a cutoff, 1801 genes were significantly up-regulated, whereas 2264 genes were significantly down-regulated (see Supplemental Table S1A, FDR < 0.01; and Supplemental Fig. S3A). Interestingly, *MDM2*, the gene demonstrating the highest level of AS, was also the most significantly up-regulated gene (adjusted *P*-value $3.7 \times 10^{-26}$), expressed eightfold higher following drug treatment as compared to the control (Fig. 2A; Supplemental Table S1A).

Comparison of our data sets with the RNA-seq data obtained from treatment of HeLa cells with spliceostatin A (a molecule that also targets SF3B1; GSE72055) indicated that the top up-regulated genes in Rh18 were similar to those seen in HeLa cells after SF3B1 inhibition (Fig. 2B, NES = 3.7; see Supplemental Fig. S3A; Supplemental Table S1B). Other enriched gene sets included those involved in the regulation of RNA splicing (Fig. 2C,D; NES = 2.0, adjusted q-value = 0.029; Supplemental Table S2), and post-transcriptional regulation, as well as those related to 3′-UTR mediated translational regulation and NMD (Fig. 2E; Supplemental Table S2; Supplemental Fig. S4A,B). The expression of genes associated with protein translation, and both the small and large ribosomal subunits were also modulated, suggesting that the inhibition of SF3B1 by sudemycin D1 or spliceostatin A, yields a significant increase in the translational burden (Supplemental Table S2). When we compared the differentially expressed genes in HeLa cells (GSE72156 and GSE72055) with those obtained from Rh18 cells, we identified only 56 genes that were commonly up-regulated between the two samples. Similarly, only 61 were commonly down-regulated (see Supplemental Fig. S3B; Supplemental Table S1). Among the former, the splicing factors *HNRNPA1* and *SRSF2* were up-regulated (Supplemental Fig. S3D; Supplemental Table S1D), suggesting a potential feedback mechanism to ensure RNA fidelity in the presence of spliceosome inhibitors. Overall, the above data indicates that inhibition of SF3B1 function results in different changes in expression profiles, but similar cellular pathways are targeted, arguing that the response to this perturbation is mediated by common feedback mechanisms.

**Exon skipping is the predominant effect observed following SF3B1 inhibition**

To identify the various types of splicing events that occurred within these data sets (Fig. 3A), we applied rMAT5 software (v3.0.8; Shen et al. 2014) to our RNA-seq data. This revealed that exon skipping was the most common molecular effect (98.4%, 9283 cassette exons, FDR < 0.05; Supplemental Fig. 3B; Supplemental Table S3). This is consistent with what we previously observed using exon splicing arrays (Convertini et al. 2014). In order to understand if similar effects occurred following SF3B1 inhibition in HeLa and HCT-116 cells, we performed the same analyses for the three public data sets (GSE72055, GSE72156, and GSE96917). Indeed, exon skipping was the dominant event in HeLa cells treated with spliceostatin A (GSE72055 [Tseng et al. 2015], 89.1%, 2128 cassette exons, FDR < 0.05; Supplemental Fig. S5A; Supplemental Table S4). Surprisingly, there were much fewer AS events in nuclear RNA of HeLa cells following treatment by spliceostatin A, although exon skipping still predominated (GSE72156 [Yoshimoto et al. 2017] 70%, 92 cassette exons, FDR < 0.05; Supplemental Fig. S5B; Supplemental Table S5). In HCT-116 cells treated with the pladienolide derivative E7107 (GSE96917 [Teng et al. 2017]), exon skipping was dominant (Supplemental Fig. S5C). In toto, the analysis of these independent data sets confirms that this molecular event predominates, even in different cell types and with different inhibitors, following inhibition of SF3B1 function.

Next, we examined the exons that were skipped and compared them with the downstream preferred exons in the same gene. No differences were observed in the pattern of intron/exon boundary acceptor sequences (see Supplemental Fig. S5D) and no bias toward out of frame usage or GC composition (Supplemental Fig. S5E,F) was observed. Interestingly, the downstream preferred exons were significantly longer than the skipped exons in the Rh18 cells data sets (median length: 138 bp versus 108 bp; paired t-test *P*-value $<2.2 \times 10^{-16}$; Fig. 3C, Supplemental Fig. S5G), but not for the introns flanking the cassette exons (*P*-value = 0.037; Supplemental Fig. S5G). Longer downstream exons were noted in the control DMSO-treated samples; however, this observation was considerably less significant as compared to drug-treated cells (median length: 126 bp versus 120 bp; *P*-value = 0.014; Fig. 3C).
To determine the dynamics of the observed splicing events, we treated Rh18 cells with sudemycin D1 for various lengths of time (30 min to 8 h) with either 0.1 µM (low dose) or 1 µM (high dose) drug. Interestingly, the global effects of splicing showed both a time- and dose-dependent manner (Fig. 3D). At 30 min, neither low nor high dose drug exposure had a significant effect on the spliceosome. However, at the high dose, obvious changes in the RNA splicing pattern were visible at both 2 and 8 h. Consistent with our previous results, exon skipping was the most the dominant effect observed in these data sets (Fig. 3D).

The majority of aberrant splicing events involve novel exon junctions

To understand whether the AS events occurred in known splice junctions or in unannotated regions of RNA, we extracted all reads spanning exon junction sequences with an in-house pipeline (RNApeg). We then annotated these junctions to transcripts present within the RefSeq database and termed these as the “core” junction set. Remaining exon junctions identified in the ENSEMBL, UCSC, and AceView databases (collectively describing minor isoforms) were
annotated as the “extended” junction set. Any exon junction sequences that did not match those present in all four of the above databases were then classified as “novel.” For each gene, we used the average junction read counts as a proxy for gene expression levels.

Upon sudemycin D1 treatment of Rh18 cells, we noticed that the increase or decrease of most “core” junctions correlated well with the changes in gene expression level (Fig. 4A; Supplemental Table S6). This suggested that for the predominant transcripts for these genes, the relative increase in core junctions was in agreement with the actual levels of the mature RNA molecule. Among the “core” junctions differentially expressed between sudemycin D1-treated Rh18 cells and the control samples \[n = 12,727; \text{abs}(\log2FC) > 2, \text{FDR} < 0.05\], most were down-regulated \(n = 7,996; 74.5\%\), Fig. 4B; Supplemental Table S6). Conversely, most significantly up-regulated exon junctions were either “extended” \(n = 2,731, 90\%) or “novel” \(n = 2,707, 98.9\%\); Fig. 4A,B; Supplemental Table S6). These results suggest that, under these conditions, either the AS machinery prefers noncanonical isoforms, or that novel isoforms might be induced by defective branch point recognition due to the loss of SF3B1. Notably, multiple “extended” and “novel” exon junctions were observed in MDM2 (Fig. 4A), highlighting the uniqueness of the cellular response of Rh18 cells toward SF3B1 inhibition.

When we applied the same analytical method to HeLa cell RNA-seq data sets (GSE72055 [Tseng et al. 2015]), again, the majority of the down-regulated exon junctions were present within the “core” set \(n = 11,448, 93.3\%;\) Supplemental Fig. S6A,D). This implied that the intronic sequences adjacent to these junctions were recognized as branch points by SF3B1. Similar to the results seen above, the majority of the up-regulated exon junctions were “novel” \(n = 1,575, 82.6\%\); Supplemental Fig. S6A,D). Although a similar trend
was present in the nuclear RNAs of HeLa cells (see Supplemental Fig. S6B), we observed considerably fewer “novel” junctions, consistent with the rMATS analysis (Supplemental Fig. S5B). Remarkably, these splicing events were significantly reduced in the cytoplasmic RNA data sets (Supplemental Fig. S6C), suggesting that the most aberrant splice isoforms might have been subjected to NMD, and thereby eliminated from this cellular compartment. Further analysis of the novel exon junction sequences in the Rh18 data sets demonstrated that the vast majority of RNAs skipped specific exons (95%, n = 2571; see Supplemental Fig. S5D). This result is again consistent with rMATS analysis. The same held true for the RNA-seq data obtained from total HeLa RNA isolated from cells treated with spliceostatin A (55%, n = 871; Supplemental Fig. S6E).

In order to understand if the exons skipped by these “novel” junctions led to in-frame or out-of-frame transcripts, we constructed the isoforms with cufflinks2, then matched the exon-skipping junctions to the isoforms inferred from the sequence. When the up-regulated “core” junctions contained cassette exons (i.e., a naturally occurring alternative spliced isoform), the lengths of the cassette exons followed a ratio of 3:1:1 (60%:20%:20%) for the in-frame, frame+1 and frame+2 transcripts, respectively. This occurred in both Rh18 and HeLa cells (Fig. 4D; Supplemental Table S6C), suggesting that out-of-frame skipping events were negatively selected in the known isoforms. In contrast, for the “novel” exon spliced junctions, when skipping a cassette exon, the percentage of the in-frame sequences was reduced to ~50% (Fig. 4D; Supplemental Table S6C). The ratios for the three

**FIGURE 4.** Analysis of differentially expressed exon junctions in sudemycin D1-treated Rh18 cells (A) Changes in the level of exon junctions compared with the change in gene expression induced by sudemycin D1. Core—defined isoforms identified within the Refseq (NCBI) database; Extended— isoforms defined by the ENSEMBL, AceView, and UCSC databases; Novel—all novel splice junctions that are not detected in untreated samples and are absent from the reference databases. (B) The types of exon junctions observed in differentially expressed exon:intron sequences. Only those with at least a fourfold change and a FDR < 0.05 were included. (C) The distribution of novel junctions observed following sudemycin D1 treatment. Both Junctions Novel—both the 5′ and the 3′ splice junctions are not present in the four databases mentioned above; One Junction Novel—either the 5′ or the 3′ exon is novel; Read-through—the two exon junctions are from two different genes in the neighborhood; Exon skipping—the entire exon is missing from the RNA transcript, with the two exon junctions matching the known acceptor and donor sites in annotated isoforms of the same gene. (D) The relative percentage of “core” or “novel” exon junctions leading to three different reading frames (in-frame, frame+1, frame+2) in HeLa and Rh18 cells upon SF3B1 inhibition.
open reading frames was 2:1:1 (55%:22%: 23%) in Rh18 and 3:2:2 (45%:30%:25%) in HeLa cells, suggesting that the NMD machinery was functional, and that out-of-frame transcripts were recognized with approximate equal efficiency in both cell lines.

**Molecular validation of splicing events in Rh18 cells following sudemycin D1 treatment**

To confirm the presence of the AS events, and their relative fraction for different transcript isoforms, we selected several differentially expressed exon junctions and undertook semi-quantitative RT/PCR analyses. As seen in Figure 5, the estimation of the relative fraction of each transcript correlated very well with that determined by RT/PCR ($R^2 = 0.84$, Pearson correlation). In addition to exon skipping, we also validated a case of an alternative 3' splicing event, where a new acceptor site was identified in SMEK1, creating an mRNA product 18 bp shorter than the canonical isoform (see Supplemental Fig. S7). These studies provided confirmation that our bioinformatic quantitation was valid and verifiable using biochemical and molecular approaches.

**DISCUSSION**

RNA splicing has been linked to various human maladies including neuro-degenerative diseases, X-linked psychiatric disorders and neoplasia (Ward and Cooper 2010; Sterne-Weiler et al. 2011; Sterne-Weiler and Sanford 2014). The recurrent somatic mutations in SF3B1 identified in multiple cancer types suggest that this gene plays a significant role in either the genesis, and/or growth and development, of tumor cells. Recently, detailed biochemical and molecular studies have established that SF3B1 specifically interacts with U2 snRNP and is important in recognizing the branch point sequence within RNAs (Martins et al. 2011). Furthermore, it has been demonstrated that the gain of function SF3B1 mutants expressed in tumors lead to preferred recognition of cryptic 3' splice sites through alternative branch point usage (Darman et al. 2015; DeBoever et al. 2015; Alsafadi et al. 2016). Overall therefore, these results suggests that the high fidelity recognition of branch point sequences in RNA transcripts by the spliceosome is mediated by SF3B1.
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**FIGURE 5.** Validation of novel AS exon junctions by RT-PCR. (A-G) (Left panels) RNA structures for canonical (upper line) and AS isoforms (lower lines) for selected genes. The latter were identified in RNA data sets from sudemycin D1-treated Rh18 cells using in house software (RNApeg). (Middle panels) The estimation of the fraction of each splicing event based on supporting exon junction reads. (Right panels) PCR analysis for expressed transcripts of these genes following treatment with either sudemycin D1 (D1) or DMSO (C). Molecular weight markers (M) and band sizes are indicated in bp. (H) Scatter plot showing the correlation of the fraction of AS events with that obtained from agarose gel densitometric analysis of PCR samples using the same RNA. The plots were based on 10 selected genes (MDM2, HERPUD1, HNRNPR, RAC1, RAN, RAP1B, RBM39, SMEK1, SRSF7, and VDAC3).
With the recent identification of highly specific, small molecule inhibitors of SF3B1, it is now possible to dissect the molecular consequences of disrupting the function of this protein. For example, spliceostatin A was found to generate truncated p27 in cells (Kaida et al. 2007) and Furumai demonstrated that this small molecule could regulate VEGF expression by disruption of splicing of the encoding RNA (Furumai et al. 2010). Using the β-globin gene as a model, studies have also shown that spliceostatin treatment does not block the formation of the A complex, but affects the formation of catalytic forms of the spliceosome, leading to accumulation of unspliced transcripts (Roybal and Jurica 2010; Martins et al. 2011). We previously showed that SF3B1 inhibition in Rh18 cells results in aberrant splicing in MDM2 (Fan et al. 2011). However, the pleiotropic effects induced by SF3B1 inhibition, have not allowed a definitive elucidation of the general mechanisms and processes involved following small molecule exposure.

Previously, using human junction arrays, we demonstrated that cassette exons were one of the major consequences of sudemycin E treatment (1761/2771, 83% [Convertini et al. 2014]). However, due to the inherent design limitations of the exon junction arrays, we were unable to evaluate the number of intron retention events. Recently, Yoshimoto reported that in HeLa cells treated with spliceostatin A, the main aberrant splicing event was intron retention (Yoshimoto et al. 2017). This surprising result motivated us to examine the effect of sudemycin treatment of Rh18 cells using whole transcriptome sequencing. Concomitantly, we reanalyzed three public data sets of HeLa cells treated with spliceostatin A (GSE72055 and GSE72156 [Tseng et al. 2015; Yoshimoto et al. 2017]) or HCT-116 cells exposed to E7107 (GSE96917 [Teng et al. 2017]). We observed that in the RNA-seq data sets from total HeLa RNA and from HCT-116 cells, exon skipping was the major event (Supplemental Fig. S4.A,C). In Rh18 cells treated with sudemycin D1, exon skipping was even more dramatic (Fig. 3B), matching well with our previous exon junction array results (Convertini et al. 2014). The number of significant AS events in the nuclear fraction of the HeLa cell data sets was much fewer than in the total RNA and in Rh18 cells (Supplemental Fig. S4.A). Surprisingly, we did not observe more intron retention versus exon skipping events in the RNA-seq data obtained from the nuclear fraction of the HeLa cells after SF3B1 inhibition, in contrast with the previous observations (Supplemental Fig. S4.B; Yoshimoto et al. 2017). Interestingly, exon skipping was more prevalent than intron retention when Yoshimoto analyzed the data published by another group (GSE65644 [Supplemental Fig. S2.B; Yoshimoto et al. 2017]). However, intron retention became more prominent when normalized against the total number of the events in the cells (Yoshimoto et al. 2017). Therefore, it is clear that in terms of the differential splicing events observed following spliceosome inhibition, exon skipping is the most frequent molecular consequence.

To better understand the exon skipping events that we observed, we extracted the raw junction read counts from the mapped bam files, and annotated them based upon existing gene annotation databases. In both the Rh18 and total HeLa cell RNA-seq data sets, we determined that novel junctions involving exon skipping events were the main consequence of SF3B1 inhibition (Supplemental Fig. S6). This trend was less obvious in either the total RNA-seq or nuclear RNA-seq data from HeLa cells. However, to ensure that our analyses were bona fide, we selected 10 genes that demonstrated AS in Rh18 cells and validated our bioinformatic quantitation using RT-PCR analyses (Fig. 5). As seen, our methodology and predicted computational results were in very close agreement with the biological data. In addition, in an attempt to identify domains and/or features that might account for AS in particular genes, we examined both intronic and exon sequences adjacent to the skipped exons, and compared these to the same information for preferred exons. To date, we have not identified such a motif. Interestingly, our analyses indicated that preferred exons were longer than those that were skipped, although no difference was observed between the lengths of the introns flanking the skipped exons. However, since we have demonstrated that the degree of AS may depend upon the absolute levels of SF3B1 protein (Figs. 1C, 3D), we are undertaking studies to assess the likelihood of a splicing event occurring under different conditions (i.e., varying concentrations of drug, the quantitation of SF3B1, etc.). Such information may allow us to determine whether such domains and motifs can be elucidated.

We noted that the expression of other splicing factors was significantly up-regulated following exposure of Rh18 cells to sudemycin D1. This included HNRNPA1 and SRSF2, proteins that bind RNA at sequence specific locations. For HNRNPA1, this splicing factor binds to UAGGG (Ray et al. 2013) and GUAGAGU (Huelda et al. 2012). SRSF2 is predicted to recognize AGGAGA (Akerman et al. 2009), however it should be recognized that none of these domains demonstrate any homology with the branch point consensus motif CUNAN (Mercer et al. 2015). Hence, while the up-regulation of these splicing factors may represent a compensation mechanism for the loss of SF3B1 function, it is not clear how increased levels of these proteins might act in concert with the other spliceosome components.

A natural question is whether the massive exon skipping events result in transcripts with three reading frames of equal probabilities (thus a ratio close to 1:1:1 for in-frame, frame+1 and frame+2, respectively). Due to the limitation of the short read sequencing technology and RNA degradation, it is difficult to construct the full transcripts, especially when there is no coverage of the 5′-exons. To address this challenge, we undertook a multistep analysis. Firstly, we inferred the actual RNA transcripts present in each sample using an ab initio cufflinks run, which assembles the reads into transcripts without reference or annotation. Secondly, the up-regulated exon junctions were matched to the assembled transcripts,
more accurately estimating the translated consequence of the differential splicing events. Moreover, matching exon junctions to reconstructed transcripts allowed us to identify whether an exon junction skipped a single or multiple exons, thus, the effect on reading frame could be determined in an unambiguous manner. Thirdly, we made the observation that the "core" junctions captured a ratio of 3:1:1 for the three reading frames for natural isoforms, establishing that the alternatively spliced isoforms predominantly yielded in-frame transcripts. Finally, we evaluated the consequence of "novel" junctions that led to exon skipping. The ratio of the three reading frames of 2:1:1 in Rh18 cells or 1.5:1:1 (i.e., 3:2:2) in HeLa cells were cross-validated in two independent studies, despite differences in total number of "novel" junctions. Our hypothesis for the observed intermediate ratio of 2:1:1 (which is between 1:1:1 and 3:1:1) is that the initial reading frames of "novel" aberrant splicing events are randomly assigned, then out-of-frame transcripts were removed by negative selection by the NMD machinery. It should also be noted that both frame+1 and frame+2 maintain a constant ratio, supporting the role of the NMD pathway in unbiased selection of these reading frames. This further indicates the robustness of NMD in response to the dramatic perturbation of the whole transcriptome. From transcriptome expression data sets, we observed the up-regulation of the NMD pathway (3′-UTR-mediated translational regulation: hypergeometric test, BH adjusted P-value = 0.00058; NMD independent of the Exon Junction Complex: P-value = 0.0016; see Supplemental Table S2). Additionally, it is noteworthy that we only observed the up-regulation of some genes (e.g., UPF1, SMG1, SMG7, SMG8, RNPS1) in the NMD pathway, as compared to all of them. (Fig. 2E). It is unclear why this is the case, but we are currently investigating these effects in our cell systems. As a corollary to these results, we also noted that chaperones and pathways involved in protein folding were enriched, again indicating that this may act as an endogenous cellular protective mechanism to prevent damage from peptides of undesired sequence (Supplemental Table S2).

In summary, we have demonstrated that the main effect of SF3B1 inhibition in HeLa, HCT-116 and Rh18 cells is exon skipping. For most genes, the exon junctions supporting the skipping events were not present in any annotated isoforms, suggesting that AS yielded novel RNAs encoding proteins of potentially unknown function, or transcripts that were subjected to NMD. In addition, while the gene level response to spliceosome inhibition between the different cell types and drugs examined was different, commonality was observed in the pathway analyses, identifying RNA splicing and protein translation as targets. We conclude therefore, that inhibition of SF3B1 by small molecules is likely to lead to pleiotropic effects in different cell types, and delineating the response to these agents will be complex. Ultimately, a combination of RNA-seq and extensive bioinformatic analyses, coupled with in vitro molecular studies, and detailed cell biology experiments will be required.

MATERIALS AND METHODS

Cell lines, drugs, and other reagents

The pediatric alveolar RMS line Rh18 was obtained from Peter Houghton (St. Jude Children’s Research Hospital) and was grown as previously described (Petak et al. 2000). The IC50 for cell growth inhibition for sudemycin D1 in this cell line is ~90 nM. The syntheses of sudemycin D1 and E (Fig. 1) have been reported previously (Lagisetti et al. 2013). siRNAs targeting SF3B1 were purchased from Dharmacon (cat# D-001810-10-05). The sequence of PCR primers used for the analysis of RNA isoforms are included in Supplemental Information (Supplemental Table S7).

Drug and siRNA treatment

Rh18 cells were exposed to sudemycin D1 (either 0.1 or 1 μM) in serum-containing media for 8 h. Control samples contained DMSO alone. Cells were then harvested and total RNA was extracted using TRIzol (Life Technologies). For siRNA treatment, cells were transfected with Lipofectamine RNAiMax (ThermoFisher) using 30 nmol of either pooled (120 nmol for four pooled siRNAs), or individual siRNAs, and 48 h later, RNA was prepared as described above. The quality of all samples was determined using UV spectrophotometry and by agarose gel analysis.

RT/PCR analyses and quantitation

RNA (typically 200 ng) was random primed using Superscript III reverse transcriptase (Invitrogen) and subjected to PCR using sequence specific primers (see Supplemental Information for DNA sequence and annealing temperatures). Routinely, 30 cycles of amplification were performed (94C, 30 sec denaturation; 58C, 30 sec annealing; 72C, 60 sec extension) and samples were then analyzed by agarose gel electrophoresis. Images were recorded with a BioRad documenter and densitometry analysis performed with Quantity One software. The signal intensity of discrete bands was calculated by evaluating the fluorescence intensity along a line positioned within the center of the gel lane. To correct for any differences in sample loading, values for each band were expressed as a percentage of the total signal for that lane.

RNA library preparation, sequencing, and mapping

A poly(A) enriched protocol was used to prepare the RNA library for transcriptome analyses. Paired end sequencing was performed using the Illumina HiSeq platform with 101 bp read length as previously described. This data has been assigned the following GEO accession id: GSE102539.

Reads from RNA-seq were mapped by STAR (Dobin et al. 2013), as well as our in-house mapping pipeline “Strongarm.” With respect to the latter, we first aligned data sets to the following four database files using BWA (0.5.5) aligner: (i) the human GRCh37-lite reference sequence; (ii) RefSeq; (iii) a sequence file representing all possible combinations of nonsequential pairs in RefSeq exons; and (iv) the AceView database flat file downloaded from UCSC representing transcripts constructed from human ESTs. The mapping results obtained from analyses (ii) to (iv) were aligned to the human reference genome coordinates and the final BAM file was constructed by
selecting the best alignment in the four databases. The fastq files from two public HeLa cell data sets (GSE72055 and GSE72156) were downloaded and remapped with STAR against the human GRCh37-lite reference sequence.

**Differential gene expression analysis and GSEA**

Gene level quantitation values were obtained with HT-seq (Anders et al. 2015) based on GENCODE annotation and normalized using the TMM method with the “EdgeR” package (Robinson and Oshlack 2010). Differential expression analysis was performed with the “voom” method using R “limma” software (Ritchie et al. 2015). Gene set enrichment analyses were carried out using GSEA with MSigDB (Subramanian et al. 2005).

**Analysis of differential splicing events**

We applied rMATS software (v3.0.8 [Shen et al. 2014]) to RNA-seq data sets to determine significant differential splicing events, including intron retention, exon skipping, mutually exclusively used exons, alternative 5′-splice site and alternative 3′-splice site selection. Specifically, for the RH18 study, we used “–t paired -len 101 -a 8 -c 0.0001 -analysis U,” for GSE72055 (Tseng et al. 2015), we used “–t single -len 51 -a 7 -c 0.0005 -analysis U,” for GSE72156 (Yoshimoto et al. 2017), we used “–t single -len 101 -a 8 -c 0.0001 -analysis U”. Only splicing events based on junction reads reaching the significance level of FDR < 0.05 were reported.

**Quantitation of novel exon junctions**

In order to accurately quantify the splicing events based on junctions, we used a junction read quantitation pipeline developed in-house (“RNApeg”). This software identified junction sites in genomically mapped RNA-seq BAM files and corrected them for mapping ambiguity. Briefly, the read count supporting each junction was first reported after quality control correction within a sample, then corrected across all samples. This was especially useful for standardizing unanchored junctions (i.e., those not sharing a boundary with a known junction). Since unanchored junctions with ambiguous mapping could be assigned different coordinates in different files, this step was necessary to ensure that novel junctions were reported consistently across all data sets within a particular experiment. The final output was then annotated with matching transcript IDs and gene symbols. Differential analysis of exon junction reads was performed in a similar manner to that for the gene level analysis, assuming a negative binomial distribution of the read count data. The exon sequence was extracted with an in-house script for nucleotide composition analysis.

**SUPPLEMENTAL MATERIAL**

Supplemental material is available for this article.
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