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ABSTRACT

Percolation is an emblematic model to assess the robustness of interconnected systems when some of their components are corrupted. It is usually investigated in simple scenarios, such as the removal of the system’s units in random order, or sequentially ordered by specific topological descriptors. However, in the vast majority of empirical applications, it is required to dismantle the network following more sophisticated protocols, for instance, by combining topological properties and non-topological node metadata. We propose a novel mathematical framework to fill this gap: networks are enriched with features and their nodes are removed according to the importance in the feature space. We consider features of different nature, from ones related to the network construction to ones related to dynamical processes such as epidemic spreading. Our framework not only provides a natural generalization of percolation but, more importantly, offers an accurate way to test the robustness of networks in realistic scenarios.

Introduction

Classical percolation is a toy model in which one deletes nodes from a low-dimensional regular lattice and computes different properties, statistical and geometrical, of the remaining isolated clusters. Although firstly considered as a gelation problem in the context of macromolecules\textsuperscript{1}, it is not until the development of the theory of critical phenomena\textsuperscript{2} that percolation drew a great deal of attention to the physics community. The reasons were, at least, twofold. On one hand, percolation provided stimulating theoretical challenges, considered one of the simplest models displaying a phase transition, without any need of introducing dynamics or thermodynamics quantities, as it occurs in the Ising model\textsuperscript{3}, for instance. On the other hand, percolation was flexible enough in its definition to be mapped to many diverse problems, such as the dielectric response of inhomogeneous materials\textsuperscript{4}, epidemiology\textsuperscript{5} or flows in porous media\textsuperscript{6}, among many other\textsuperscript{7, 8}.

The interest on percolation is renewed with the advent of modern network theory\textsuperscript{9}. A network, broadly construed, is a set of nodes with arbitrary connections among them, contrary to lattices, that are regular structures embedded in spaces of finite dimension, with all of their nodes having the same number of edges, i.e., same degree. In this context, the fraction of removed nodes are usually thought of as failures or attacks, and the largest connected component after the perturbation has a functional interpretation, assumed to be the part of the network that is still operative. Therefore, percolation in this type of topologies has brought a deeper understanding on the robustness and resilience of real-world networked systems\textsuperscript{10–13}, as well as, from a fundamental perspective, it has provided new analytical techniques\textsuperscript{14, 15} and interesting phenomenology from the standpoint of statistical physics\textsuperscript{16–19}.

Since in networks the degree of nodes are distributed heterogeneously, one can exploit this fact to devise new physically meaningful removal strategies, such as targeting nodes from higher to lower degree\textsuperscript{14, 20}. These interventions on the networks are called attacks, since they are intentionally performed using some a priori information. Studying percolation based on degree attacks elucidates the role played by large degree nodes, the hubs, on the network robustness. For instance, graphs with long-tailed degree distributions are very weak to hub removal, that is, by removing a very small number of hubs the network is broken in many small components. This has catastrophic consequences for the security of real-world networks, since many of them display such degree distributions\textsuperscript{21}.

Degree is the most basic centrality measure in complex networks. However, there exist a plethora of alternatives to assess the importance of a node within a graph\textsuperscript{22–24}, and accordingly, we can test the importance of these variables on the network robustness by performing attacks based on them\textsuperscript{25–27} and evaluate how far is each attack strategy from being optimal\textsuperscript{28}. Moreover, nodes could be characterized by non-topological properties as well, such as age\textsuperscript{29}, biomass\textsuperscript{30} or bank credibility\textsuperscript{31}. Hence, similar networks attacks can be implemented to test percolation properties of the system when a group of nodes with certain characteristics is removed, for instance those users of online social platforms generating or spreading hateful content\textsuperscript{10}. 
Taking into account that in many relevant situations singular information is accessible at a node level, it is desirable to have a method to quantify the impact of intervening in the network following alternative protocols based on these non-topological features. We tackle therefore the challenge of developing a percolation framework that accounts for both topological and non-topological information simultaneously. The latter element will be considered as node metadata, what we call the features. We generalize standard message passing methods by introducing a joint degree-feature probability density function on the network. Several percolation quantities, such as the critical point or the size of the giant component are computed. We check the validity of our theory by confronting the analytical estimates with synthetic and real-world networks, finding an excellent agreement.

The rest of the paper is organized as follows. We first motivate the usefulness of feature-enriched percolation by presenting some examples of real-world networks with different degree-feature correlation and proposing virtual dismantling experiments on them. Next, the model is presented and we work out the analytical expression for the size of the giant component in terms of a generic degree-feature joint probability function. We then confirm the analytical predictions in synthetic networks, discussing separately the cases of uncorrelated and correlated degree-feature distributions. We also test the validity of our theory in random geometric graphs, which are known to be highly spatially correlated and therefore, message passing methods may fail to accurately predict the percolation point. A final section is devoted to the very interesting case in which the features are related to variables coming from dynamical processes running on top of networks. We investigate these latter case in both synthetic and real-world networks. We close the article by drawing conclusions.

Results

Empirical evidence of non-trivial feature distributions

In this section we report different patterns of feature distributions in real-world complex networks. The chosen examples are arbitrarily selected based on our biases, but they are not, by no means, an exception. Indeed, when collecting real data to construct network structures, most of the times the nodes have some associated properties, or metadata, that individually characterize them beyond their degree.

The first example corresponds to a board interlock network, i.e., a bipartite system of directors and companies. Links between them exist whenever a director holds a seat on the corporate board of a company, and nothing prevents a director to sit on more than one boardroom. We regard the feature as the age of the members of the board. We see that, in this case, the average age of the directors is uncorrelated with respect to their degree, see Fig. 1(a). Nevertheless, the spread of the distribution as a function of the degree is not constant. Hence, feature-enriched percolation in this example can help reveal the role played by directors of a certain age on the global connectivity structure of the system.

The second example belongs to the context of crowdsourced creation of cultural content. We take the snapshot of the current version of Wikipedia, in which nodes are articles and edges are the hyperlinks among them. Moreover, for each node we keep track the number of revisions that it has suffered since its creation, and how many unique users have participated in these edits. We see that the correlation among degree of a Wikipedia page and its number of unique editors is positive and heterogeneously distributed, see Fig. 1(b). With the framework of feature-enriched percolation we are able to remove nodes with a certain degree-feature pattern, thus, for example, one can be interested to assess how the navigability across this knowledge corpus is modified under the removal of well-connected articles that do not show enough levels of collaborative edition, i.e., that have been written by too few users.

As a final example, we present a system that displays a negative correlation among degree and feature, see Fig. 1(c). It corresponds to misinformation propagation in the online social platform Twitter. We take a sample of messages within a two-week time window during the COVID-19 pandemic, and consider only messages that share an url in the text. The nodes are users, being the degree their number of followers, and the feature is the number of fake news that they have posted. We see that the average number of fake news tend to decrease as the visibility of Twitter accounts is higher, varying broadly in this case as well. Feature-enriched percolation can be helpful, for example, to shed light on the problem of how to guarantee the information spreading while cutting off users that systematically share dysfunctional and harmful content.

The model

Let us take the ensemble of networks generated via the configurational model, with a degree sequence obtained from a degree distribution $p_k$. We assume that each node is characterized by its degree $k$ and by a set of features $\mathbf{F} = (F_1, F_2, \ldots, F_M)$, with $M \in \mathbb{N}$. The degree distribution is considered discrete and the feature distribution can be considered either discrete $p_F$ or continuous $p(\mathbf{F})$. Throughout the article we shall assume that features are continuous, but reproducing the results for a discrete domain is straightforward. The joint probability is indicated by $P(k, \mathbf{F})$. We define the occupation probability $\phi_{k, \mathbf{F}}$ as the probability that a node with degree $k$ and feature values $\mathbf{F}$ within the interval $[\mathbf{F}, \mathbf{F} + d\mathbf{F}]$ has not been removed from the original network. Our goal is to find the position of the critical point and the size of the giant component $S$ as a function of the parameters of $P(k, \mathbf{F})$ and $\phi_{k, \mathbf{F}}$.
Let \( u \) be the average probability that a node with \( k \) connections and feature values \( F \) does not belong to the giant component via one of its neighbors. The probability that it does not belong to the giant component is \( u^k \). Thus, the probability that the node belongs to the giant component due to one neighbor is \( 1 - u^k \), and has to be multiplied by \( \phi_k, F \), which determines whether or not the node itself is present in the network. Averaging this quantity over degrees and features we obtain

\[
S = g_0(1) - g_0(u),
\]

where the generating function is

\[
g_0(z) = \int dF \sum_k \phi_k, F P(k, F) z^k.
\]

To solve Equation (1) we need to obtain an expression for \( u \). This can be achieved by writing a self-consistent equation that has two contributions. On the one hand, a neighbor might not be in the giant component because it has been deleted, which occur
with probability $1 - \phi_{k,F}$. On the other hand, if the neighbor has not been removed, it should not belong to the giant component via any of its other $k_e$ neighbors. $k_e$ is called the excess degree distribution, and it is equal to $k_e = k - 1$. This happens with probability $\phi_{k_e,F} u^{k_e}$. Averaging over the distributions, we get

$$ u = \int dF \sum_{k_e=0}^{\infty} Q(k_e,F) \left[ (1 - \phi_{k_e+1,F}) + \phi_{k_e+1,F} u^{k_e} \right] $$

$$ = 1 - \frac{1}{\langle k \rangle} \int dF \sum_{k=1}^{\infty} kP(k,F) \phi_{k,F} (1 - u^{k-1}). $$

(3)

Here $Q(k_e,F)$ is the excess degree-feature distribution, which is normalized and verifies $Q(k_e,F) = (k_e + 1)P(k_e + 1,F)/\langle k \rangle$, with the mean degree computed as $\langle k \rangle = \int dF \sum_k kP(k,F)$. Introducing the generating function as

$$ g_1(z) \equiv \frac{1}{\langle k \rangle} \int dF \sum_{k=1}^{\infty} kP(k,F) \phi_{k,F} z^{k-1}, $$

(4)

Equation 3 simplifies to

$$ u = 1 - g_1(1) + g_1(u). $$

(5)

We readily obtain the size of the giant component by plugging the solutions of Equation (5) into Equation (1). Notice that $u = 1$ is always a solution for Equation (1), corresponding to $S = 0$. To observe the percolating structure we need to use the other solution, which appears when the condition $1 = g_1(1) / \langle k \rangle$ is met. The existence of an analytical expression will depend on $P(k,F)$ and $\phi_{k,F}$, otherwise it can always be solved numerically.

Notice that the relation between generating functions held in ordinary percolation is valid here as well, i.e., $g_1(z) = \partial_z g_0(z) / \langle k \rangle$. It is important to also note that our generating functions, although including the $M$-dimensional integral in the definition, depend only on one variable, since the feature enrichment does not add any new information in terms of connectivity. Therefore, our framework should not be taken equivalent, for instance, to the study of percolation in graphs with colored edges, in general multilayered graphs, in networks with multi-type nodes or in interdependent systems, where multivariable generating functions are common.

The occupation probability $\phi_{k,F}$ allows us to understand the role played by certain values of degree and/or features in the connectivity of the network. The classical percolation, where nodes are removed in a uniformly random fashion, is recovered by selecting a constant function $\phi_{k,F} = \phi \in [0,1]$. The case of removing the most connected nodes is recovered by setting $\phi_{k,F} = \theta(-(k - k_0))$, being $\theta(\cdot)$ the Heaviside step function and $k_0$ a threshold such that all nodes with degree larger than it are removed. Similarly, one can apply the same arguments in the feature space, and study the case in which all nodes with feature larger than a threshold are deleted $\phi_{k,F} = \theta(-(F - F_0))$. These 3 examples are sketched in Fig. 1.

**Applications**

To illustrate and check the validity of the theory, we investigate several examples. For the sake of simplicity we focus on unidimensional feature vectors, i.e., $F = F$. First we address the case of independent degree and feature, i.e., $P(k,F) = p_k P(F)$. We then move to consider joint distributions which are positively and negatively correlated. These latter cases leave the nature of the feature undetermined. In this section, thought, we also address problems in which the features are related to the distance in a geometrical space and to dynamical processes evolving on top of the network.

**Independent case**

Let us consider a network with degree distribution and feature distribution

\[
\begin{align*}
p_k &= (1-a) d^k, \\
p(F) &= (\alpha - 1) F^{-\alpha},
\end{align*}
\]

(6)

where $k = 0, 1, 2, \ldots$, and $F \in [1, \infty)$ and $\alpha > 1$. We take as occupation probability $\phi_F = \theta(-(F - F_0))$, that is, all nodes with feature $F > F_0$ are removed. In this case, the generating functions are

\[
\begin{align*}
g_0(u) &= (1 - F_0^1 - \alpha) \frac{1 - a u}{1 - a u} \\
g_1(u) &= (1 - F_0^1 - \alpha) \left( \frac{1 - a u}{1 - a u} \right)^2.
\end{align*}
\]

(7)
It does not exist a closed expression for the size of the giant component, but it is straightforward to obtain a numerical solution. In Fig. 2 we compare the numerical solutions with the actual process of percolation and we see that the agreement is excellent. Figure 2(a) displays $S$ against the parameter characterizing the topology and we observe, as one could expect, that the network needs to be dense enough to observe the emergence of the giant component. In Figure 2(b) we plot the dependence of $S$ on the parameter characterizing the feature distribution. In this case, we see that if the feature distribution does not decay fast enough, no giant component is possible. Notice that in Fig. 2(b) the critical point is $<2$, i.e., the feature distribution has a diverging mean value. This case might seem extreme or unrealistic, but the critical point $\alpha_c$ can be located within the interval $[2,3]$ — a much more common case — if $a$ is small enough. This evinces the important role that the feature distribution may play for the robustness of a network to, for instance, attacks that are feature-based. For completeness, we give the values of the critical points, that in this case have a closed expression, namely

\begin{align}
  a_c &= \frac{1}{3 - 2F_0^{1-\alpha}}, \\
  \alpha_c &= 1 - \log\left(\frac{2a-1}{2a}\right) / \log(F_0).
\end{align}

(8)

To show that the good agreement between theory and simulations extends to other topologies, the same analyses conducted above are presented in Supplementary Notes 1 and 2 for the Erdős-Rényi and scale-free network models.

We investigate the universality class of the percolation process for independent feature-degree distributions, in order to figure out whether the introduction of features modifies the critical properties of mean-field percolation. Here we understand mean field as the behavior of classical percolation in regular lattices of dimension $d \geq d_c = 6$. The critical properties of complex networks, which are infinite-dimensional entities, might not be the same as the mean field, if, for instance, the underlying degree distribution is power-law\(^{16}\) or the removal process is modified\(^{10}\). Note that in feature-enriched percolation we will necessarily have two parameters, one controlling the topology and another the features. Hence, for the size of the giant component, we write $S(a) \sim (a-a_c)^{\beta_a}$ and $S(\alpha) \sim (\alpha-\alpha_c)^{\beta_\alpha}$, being $\beta_a$ and $\beta_\alpha$ the corresponding critical exponents. (To be accurate, $S(\alpha)$ also depends on $\alpha$ and $S(\alpha)$ depends on $a$ too, although when studying the critical behavior, they are taken as constants, hence we do not write them for the sake of clearness.) In the Supplementary Note 3 we analytically show that $\beta_a = \beta_\alpha = 1$, i.e., it takes the mean-field value. To find other critical exponents, we can employ the finite-size scaling hypothesis

\begin{align}
  S(a,N) &= N^{-\beta_a/\nu_a} \mathcal{F}\left[(a-a_c)N^{1/\nu_a}\right], \\
  S(\alpha,N) &= N^{-\beta_\alpha/\nu_\alpha} \mathcal{F}\left[(\alpha-\alpha_c)N^{1/\nu_\alpha}\right].
\end{align}

(9)

Thus, the critical exponent $\nu$ can be immediately found by fitting the resulting power law of the size of the largest connected component against the system size, at the critical point. Note that since networks are infinite-dimensional, $\nu = d_c\nu^{29}$, where $d_c = 6$ is the percolation upper critical dimension and $\nu$ the typical critical exponent associated to the correlation length. The results are shown in Fig. 2(c), finding that $\beta_a/\nu_a = 0.347 \pm 0.015$ and $\beta_\alpha/\nu_\alpha = 0.342 \pm 0.021$. The values of $\nu_a$ and $\nu_\alpha$ agree well with the mean-field percolation exponent $\nu = 3$. We arrive at the same conclusion by employing data collapse based on the finite-size scaling relations, see Supplementary Note 4. Therefore, we conclude that the critical properties are the same as the mean-field percolation process, even though if the feature distribution is scale-free\(^{16}\).

**Positively correlated case**

Let us consider now the more interesting and realistic case of a joint distribution in which feature and degree are not separable. We take one of the simplest scale-free distributions that are positively correlated,

$$P(k,F) = \frac{\mathcal{Z}}{(k+F)^{2+\alpha}},$$

(10)

with $k \in \mathbb{N}$, $F \in [1,\infty)$, $\alpha > 1$, and normalization constant

$$\mathcal{Z} = \frac{1 + \alpha}{\zeta(1+\alpha) - 1}.$$

(11)

$\zeta(\cdot)$ is the Riemann zeta function\(^{41}\). The correlation is positive because the nodes with high degree tend to have larger values of the feature, property that can be easily checked by computing the conditional average degree ($k(F)$). The distribution (10) has been considered before in the context of transport properties on weighted networks\(^{42}\) or in temporal correlations of dynamical processes\(^{43}\).
which the correlations induce the largest robustness reduction. where we have split the dependency of the order parameter into two subsets of variables, for the sake of generality. The sign $\Phi$ where we draw a random variable from the conditioned distribution $P$. correlated system under the attack to its most prominent nodes in the feature space would be overestimated if correlations are non-percolating regime $S=0$ when $\alpha \to 1$. In the Supplementary Note 5 we give an explanation for this behavior, and show that there are no critical properties in the vicinity of $\alpha = 1$. This approach to the non-percolating phase is a genuine effect of the degree-feature correlation that would be missed if the correlation is disregarded. In other words, the robustness of this positively correlated system under the attack to its most prominent nodes in the feature space would be overestimated if correlations are

\[ \Delta(\mathbf{y}) = \int_{x_{\min}}^{x_{\max}} \mathrm{d}x [S_{\text{rand}}(\mathbf{x}, \mathbf{y}) - S_{\text{corr}}(\mathbf{x}, \mathbf{y})], \]

where $\Phi(\cdot, \cdot, \cdot)$ is the Lerch transcendent function. A closed expression for the size of the largest connected component exists, although it is long and not very enlightening, so we do not report it here.

The theoretical predictions are compared with the simulations in Figure 3(a), finding an excellent agreement. Another curve is also displayed, corresponding to the randomized version of the correlated model Equation (10), and that serves to single out the role of the degree-feature correlations in the behavior of the size of the giant component. It is immediate to observe that the critical point and the size of the giant component are smaller for the correlated case than for the randomized case. This holds true for all feature thresholds, being the separation among both the critical points and the $S$ more accentuated as $F_0$ decreases. The rationale behind this is the following: the marginal feature probability $P(F)$ is the same for both cases, so for a given threshold $F_0$ the same fraction of nodes is removed, although the chances of hitting a low-degree node are much larger in the randomized case than in the correlated case, due to, precisely, the degree-feature correlation. Since targeting hubs it is a very fast way of dismantling a network, it is natural to observe a smaller critical point and a smaller size of the giant component. A quantitative way to measure the deviations caused by degree-feature correlations with respect to the uncorrelated scenario is to compute the area between both curves,

\[ \Delta(y) = \int_{x_{\min}}^{x_{\max}} \mathrm{d}x [S_{\text{rand}}(\mathbf{x}, \mathbf{y}) - S_{\text{corr}}(\mathbf{x}, \mathbf{y})], \]

where \( \Delta \) gives information on whether the correlations reduce the robustness (positive sign) or enhance it (negative sign). In the inset of Figure 3(a) we show $\Delta(F_0)$, indicating that the behavior depicted in the main panel, and discussed above, is hold for any value of the feature threshold $F_0$. Surprisingly, $\Delta(F_0)$ is non-monotonic and presents an optimal value of the threshold for which the correlations induce the largest robustness reduction.

Figure 3(a) also shows a striking peculiarity: the non-monotonicity of the giant component and its approach to the non-percolating regime $S=0$ when $\alpha \to 1$. In the Supplementary Note 5 we give an explanation for this behavior, and show that there are no critical properties in the vicinity of $\alpha = 1$. This approach to the non-percolating phase is a genuine effect of the degree-feature correlation that would be missed if the correlation is disregarded. In other words, the robustness of this positively correlated system under the attack to its most prominent nodes in the feature space would be overestimated if correlations are

\[ g_0(u) = \left( \Phi(u, \alpha + 1, 2) - \Phi(u, \alpha + 1, F_0 + 1) \right) \zeta(\alpha + 1) u, \]

\[ g_1(u) = \frac{1}{\zeta(\alpha) - \zeta(\alpha + 1)} \left[ \Phi(u, \alpha, 2) - \Phi(u, \alpha + 1, 2) - \Phi(u, \alpha, F_0 + 1) + F_0 \Phi(u, \alpha + 1, F_0 + 1) \right], \]

In practical terms, to assign the values of the degree and the feature in the simulations, we first construct the network from the configurational model with degree sequence drawn from $p_k = \int \mathrm{d}F P(k, F)$. Then, depending on the degree of each node, we draw a random variable from the conditioned distribution $P(F|k)$. Randomized versions of the system are possible either by randomly shuffling the feature of the nodes in the correlated network or by constructing a new network from $p_k$ and assign features from $P(F)$. Considering again the removal of all nodes with feature value above a threshold $F_0$, the generating functions are

\[ \Phi(u, \alpha, \cdot) \]
Figure 3. Percolation in correlated degree-feature networks. Size of the giant connected component for (a) the positively correlated distribution Equation (10) and for (b) the negatively correlated distribution Equation (14), and their randomized counterparts. All nodes with feature $F \geq F_0 = 3$, are removed. Points are the results from simulations and the solid line comes from the theory. Network sizes are $N = 2^{16}$ and each point is averaged over 100 realizations. In the inset of the panels we display $\Delta(F_0)$, corresponding to the area between the randomized and correlated curves and defined in Equation 13, as a function of the feature threshold. The integral has been computed in the region $\alpha \in (1, 5]$.

Negatively correlated case

Contrary to the last section, there are certain situations in which peripheral, low degree nodes might be the ones carrying the largest features values. Again, we model this scenario with an adhoc negatively correlated joint distribution, one of the simplest displaying power-law behavior:

$$P(k, F) = \frac{\mathcal{Z}}{(kF + 1)^{\alpha+1}},$$

with $\alpha > 1$ and normalization constant

$$\mathcal{Z} = \alpha \left( \sum_{k=1}^{\infty} \frac{1}{k(k+1)^{\alpha}} \right)^{-1}. \tag{15}$$

When the exponent $\alpha$ is an integer, $\mathcal{Z}$ can be expressed as a combination of polygamma functions, but we were not able to find a closed expression for a non-integer exponent. Anyway, the sum is immediate to compute in any software for numerical calculations. The anticorrelation can be appreciated in the decaying dependence of the conditioned mean degree $\langle k(F) \rangle$ with the feature value.

The generating functions corresponding to Equation (14), and for the same occupation probability as the other examples, are

$$g_0(u) = \frac{\mathcal{Z}}{\alpha} \mathcal{Z} \sum_{k=1}^{\infty} \left[ \frac{1}{(1+k)^{\alpha}} - \frac{1}{(1+kF_0)^{\alpha}} \right] \frac{u^k}{k},$$

$$g_1(u) = \frac{1}{\zeta(\alpha)} \left[ \Phi(u, \alpha, 2) - F_0^{-\alpha} \Phi \left( u, \alpha, 1 + \frac{1}{F_0} \right) \right]. \tag{16}$$

The comparison between the theoretical predictions and the simulations for the negatively correlated distribution is given in Fig. 3(b), both for the correlated distribution and its randomized version, finding again a very good agreement. We observe that in this case the behavior is reversed with respect to what is found in the positively correlated case. The critical point and the size of the giant component for the anticorrelated networks is slightly higher than the one for the randomized counterparts. However, surprisingly this behavior depends on the feature threshold employed. Depending on the $F_0$, we might be in regimes in which disregarding the negative degree-feature correlations leads to an underestimation or to an overestimate of the robustness, see
the inset of Fig. 3(b). Similarly to the positively correlated case, $\Delta$ is non-monotonic and there is an intermediate threshold value for which the underestimation is maximum, but increasing $F_0$ even more we find the point at which the overestimation is maximum. This evinces the non-trivial phenomena that arise even in this simple cases of ad hoc correlations.

**Features related to the network construction**

Let us now consider a case where the degree and feature distributions is not imposed exogenously but they emerge naturally from the network construction process. As an example, we consider random geometric graphs (RGGs), which are specially useful to model situations in which there is some kind of physical contact or proximity between the units of the system, and they find applications in areas as diverse as wireless sensor architectures, population dynamics or consensus formation, to name but a few. Even though percolation has been widely studied in RGGs in the mathematical literature (see, e.g., Refs. 47, 48), critical points are known up to some bounds, and because of the strong topological correlations of random geometric graphs, tree-like approximations in general are not as accurate as in the case of infinite-dimensional networks. On this basis, we will need to quantify the discrepancy between theory and simulations and how it scales with the link density.

We consider RGGs composed by $N$ nodes, placed uniformly at random on $[0,1]^2$ with periodic boundary conditions. Two nodes are connected if they are within a distance $r$. We take the feature as the distance between a node and its closest neighbor $d_{\min}$, i.e., $F = d_{\min}$, and we delete those nodes that have a nearest neighbor at a distance smaller than a certain threshold $r_0 > 0$, i.e., $\theta_F = \theta(F - r_0)$ (see Fig. 4(a)). This scenario can be relevant, for instance, in spatial ecological models in which there is a competition for resources. Note that this particular choice of the occupation probability is made for illustrative purposes, and without much effort, one could envision other relevant scenarios, for example, with $\theta_F = \theta(-(F - r_0))$ or that take the distance to the furthest neighbor $d_{\max}$ as the feature. In all these mentioned cases, the generating functions can be calculated.

To compute the generating functions we first need the joint probability function. Its calculation is detailed in the Supplementary Note 7. Setting a maximum bound $k_{\max} = N - 1$ in the degree distributions, the generating functions are

$$g_0(u) = \left[1 + \pi r^2 (u - 1) - \pi r_0^2 u\right]^{N-1} - \left[1 - \pi r^2\right]^{N-1},$$

$$g_1(u) = \frac{(r - r_0)(r + r_0)}{r^2} \left[1 + \pi r^2 (u - 1) - \pi r_0^2 u\right]^{N-2}.$$

The analytical calculations are compared with simulations in Fig. 4(b). We keep the radius of interaction $r$ constant and discuss the results as a function of the number of nodes in the network. First of all, we see that the position of the percolation point is inversely proportional to $N$. This behavior is somehow expected: the larger the system size, the denser the network, so the probability of nodes to have neighbors at distance smaller than $r_0$ becomes high, hence the rapid network dismantling. Moreover, we see that when the system size is low, the theoretical results systematically overestimate the value of the giant component. Note that this is not a finite-size effect as it occurs in other systems displaying phase transitions, but an inherent limitation of the theory due to the topological correlations present in RGGs and not captured in their degree-feature distribution. We can quantify this discrepancy following the rationale of Equation (13), but taking the absolute value in the integrand. Thus,

$$\epsilon(y) = \int_{x_{\min}}^{x_{\max}} dx |S_{\text{theor}}(x,y) - S_{\text{simu}}(x,y)|,$$

where $S_{\text{theor}}(x,y)$ and $S_{\text{simu}}(x,y)$ are the analytical expression of the order parameter given by the theory and obtained via simulations, respectively. Note that a similar expression has been used recently. In order to understand how the size of the network affects the accuracy of the predictions we compute $\epsilon(N)$, see Fig. 4(c). We can observe that the discrepancy is reduced as the networks become larger, as already hinted in Fig. 4(b). For the range of $N$ explored, the decay trend does not change, hence suggesting that there are not different regimes where our framework works better or fail, but there is a single regime where the effects of topological correlations are gradually washed out as the link density increases.

**Features related to a dynamical process**

As a final application of the feature-enriched percolation, we investigate the case in which the features are coupled to dynamics running on top of the network. There are many situations in which the dynamical evolution of some processes on the network generates some quantity, or attribute, that might not be evenly distributed across nodes. For instance, when studying the problem of synchronization, it is known that in the desynchronized phase, the synchronization error —the time-averaged distance in the phase space between the state of a node and the average state of the system— displays a power-law decrease with the degree. In such a scenario, one might be interested to study what is the surviving network after the removal of the most synchronized nodes with respect to the mean activity of the system. Another example is found in communication networks when modelling traffic, where nodes with higher degree tend to be more congested on average.
Figure 4. Feature-based percolation in random geometric graphs. In (a), sketch showing how the removal of nodes proposed in the main text works: if a node $i$ (central orange marker in this case) has its closest neighbor at a distance smaller than $r_0$ (shaded area), then $i$ is removed. This removal condition is checked synchronously for all nodes at once, hence node $j$ in the sketch is also removed because, since the network is undirected, $i$ is a neighbor at a distance smaller than $r_0$. In (b), size of the giant connected component as a function of $r_0$. The interaction radius is set to $r = 0.1$, above which links cannot be drawn, and kept the same for all simulations. Different system size $N$ are explored, indicated in the legend. Solid lines correspond to the theoretical approximation from Equations (17) and markers are results from simulations. In (c), discrepancy between theory and simulations, Equation (18), as a function of the system size. All simulation points are averaged over 100 independent realizations.

Here we focus on the the SIS model, well-known in the context of epidemiology\textsuperscript{55}. It consists of nodes that can be in either of two states, susceptible or infected. Infected nodes transmit the disease to susceptible ones at a certain rate upon encounter, and infected nodes recover spontaneously at a different rate. The dynamical evolution of the model is written as

$$\frac{dx_i}{dr} = -\tau_1 x_i + \tau_2 \sum_{j=1}^{N} A_{ij}(1-x_i)x_j,$$

where $A$ is the adjacency matrix of the network, $\tau_1$ and $\tau_2$ are constants that we set to 1 for convenience and $x_i$ is the probability that node $i$ is infected, hence $x_i \in [0, 1]$. Integrating these equations from a random initial condition, we see that the probability of finding an infected node in the stationary state depends on the node degree. This allows us to define the feature as the probability of infection at the stationary state, i.e.,

$$F_i \equiv x_i(t \rightarrow \infty).$$

This way, by using the framework of feature-enriched percolation we can study what is the proportion of nodes with highest probability of ending up being infected need to be removed to dismantle the network. That is, we use again an occupation probability $\phi_F = \theta(-F - F_0)$, but other choices of course are possible.

For certain dynamical processes on certain types of topologies, one can calculate the exact joint degree-feature distribution and plug it into Equations (1)–(5). However, these will be marginal cases over all the ensemble of dynamical models and network architectures, and for many applications the joint distribution will not be analytically available. To illustrate how one can proceed in this latter case, here we take an agnostic approach and use only information about the node degrees and their feature value to infer an approximate $P(k, F)$. We first collect all the pairs $(k_i, F_i)$ and compute a non-normalized two-dimensional histogram, see Fig 5(a). The collapse in the $k - F$ plane tells us the type of correlation between degree and feature, that for the case of the SIS turns out to be positive. Note that for each value of the degree (recall that $k$ is considered discrete), the distribution $P(F|k)$ has a bell-shape curve, of different height, different mean value and different width, see
Figure 5. Feature-enriched percolation of the SIS model. We integrate the dynamical equations (19) for a reshuffled Barabási-Albert, with $m = 3$ and system size $N = 2000$. A non-normalized histogram of the pairs $(k, F)$, where the feature value is $F = x_i(t \to \infty)$, is shown in (a). The input data for the histogram comes from 100 independent realizations. In (b), ridge plot of the 25 first curves of the histogram, i.e., those with lowest degree and highest peaks. The bell shape behavior with varying mean, standard deviation and peak height can clearly appreciated. In (c), projection of the $k - F$ plain, together with the expressions $\mu_F(k)$ (see text) given by the Bayesian Machine Scientist method. The standard deviation $\sigma_F(k)$ is not shown because it visually overlaps $\mu_F(k)$ for large $k$. The expressions are $\mu_F(k) = \exp(a_1/(b_1 - k))$ and $\sigma_F(k) = \exp(a_2/(b_2 - k)) - \mu_F(k)$, and have been obtained imposing only one free parameter per function, namely $v = -1.1641$ and $w = 0.4317$. The constants in the exponential are given by $a_1 = -v$, $b_1 = -\cosh(v^2)$, $a_2 = 2w$ and $b_2 = -\cos^2(w)$. (d): To find the height of the probability peaks we use the BMS on the pairs of variables $(k, \max(P(F|k)))$, indicated by points, obtaining $h(k) = a_3 (x(b_3 + x))^{-1}$ where the free parameter is $t = 26.1442$ and the constants in the function are $a_3 = \tan(t)/2$ and $b_3 = t/2$, indicated by the solid line. In (e), feature-enriched percolation of the SIS model, with the simulation (points) and the theoretical curve obtained from Equation (21). Each point in (d) is averaged over 100 independent realizations of the dynamics.

$$P(F|k) \propto \exp \left[ -\frac{(F - \mu_F(k))^2}{2\sigma_F^2(k)} \right]. \quad (20)$$

To obtain the values of the mean feature at degree $k$, $\mu_F(k)$, and its standard deviation $\sigma_F(k)$, we employ the Bayesian Machine Scientist (BMS), a recent algorithm based on Bayesian probability and Monte Carlo Markov Chains that it is able to provide the most plausible closed form expression given a dataset, see Fig 5(c). To incorporate the decaying behavior of the peak height as a function of the degree, we compute the relation between degree $k$ and the maxima of $P(F|k)$ and find the most plausible expression, $h(k)$, again with the BMS, see Fig 5(d). Notice that here we are also assuming that the height of the probabilities

the ridgeline plot of Fig. 5(b) for a better appreciation. The first strong approximation is to consider that each $P(F|k)$ is proportional to a normal form

$$P(F|k) \propto \exp \left[ -\frac{(F - \mu_F(k))^2}{2\sigma_F^2(k)} \right]. \quad (20)$$

To obtain the values of the mean feature at degree $k$, $\mu_F(k)$, and its standard deviation $\sigma_F(k)$, we employ the Bayesian Machine Scientist (BMS), a recent algorithm based on Bayesian probability and Monte Carlo Markov Chains that it is able to provide the most plausible closed form expression given a dataset, see Fig 5(c). To incorporate the decaying behavior of the peak height as a function of the degree, we compute the relation between degree $k$ and the maxima of $P(F|k)$ and find the most plausible expression, $h(k)$, again with the BMS, see Fig 5(d). Notice that here we are also assuming that the height of the probabilities
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with \( k \). Insets show the data used to feed the Bayesian Machine Scientist (markers) and the resulting curves (dashed lines), used
to calculate the degree-feature joint distribution (21). The output functions of the BMS are given in the Supplementary Note 8. The feature is the value of the dynamical variable \( x_i \) at the steady state, normalized by its maximum value, i.e.,

\[ F = x_i(t \to \infty)/\max x_i(t \to \infty) \]

The range of \( F \) in all the insets is the unit interval. The range of \( \max h(k) \) is arbitrary, since its values depend on the binning to compute the histograms. All constants \( \{ \tau_i \} \) are set equal to 1. The initial condition is a uniform distribution in the unit interval. Each point of the main plot is computed as the average of 100 independent realizations of the dynamics.

Figure 6. Feature-enriched percolation of dynamical processes on top of real-world networks. In (a) mutualistic dynamics
given by Equation (22), in (b) population dynamics from Equation (23) and in (c) the biochemical dynamics (24) The main
plots display the size of the largest connected component from simulations (markers) and its approximation given by the theory
(lines). Insets show the data used to feed the Bayesian Machine Scientist (markers) and the resulting curves (dashed lines), used
to calculate the degree-feature joint distribution (21). The output functions of the BMS are given in the Supplementary Note 8. The feature is the value of the dynamical variable \( x_i \) at the steady state, normalized by its maximum value, i.e.,

\[ F = x_i(t \to \infty)/\max x_i(t \to \infty) \]

The range of \( F \) in all the insets is the unit interval. The range of \( \max h(k) \) is arbitrary, since its values depend on the binning to compute the histograms. All constants \( \{ \tau_i \} \) are set equal to 1. The initial condition is a uniform distribution in the unit interval. Each point of the main plot is computed as the average of 100 independent realizations of the dynamics.

do not depend on the feature \( F \). In summary, we have an approximate degree-feature distribution

\[ P(k, F) = \mathcal{Z} h(k) \exp \left[ -\frac{(F - \mu_F(k))^2}{2\sigma_F^2(k)} \right], \]

with \( k = k_m, k_m + 1, k_m + 2, \ldots \), and \( F \in [0,1] \), where \( k_m \) is a minimum degree seen in the data and \( \mathcal{Z} \) is the normalization constant. It is important to note that the joint distribution has been obtained with an unsupervised way and without any prior knowledge on the real degree distribution. In other dynamical processes different from the SIS model the functional expressions used here might not work, but eventually one can always follow similar steps or even apply the BMS to the two-dimensional empirical data to directly compute an approximation to \( P(k, F) \).

In Fig 5(e) we compare the results of the simulations with the curve obtained from the theory. We have employed the joint
degree-feature distribution (21) to compute the generating functions, but we proceed numerically because no closed expressions
can be found. We see that the agreement is quite good, despite the strong approximations used during the process. A small
discrepancy around the critical region can be appreciated, rooted on finite-size effects and probably a systematic deviation that
could potentially be reduced by employing more complicated functions in the process of constructing \( P(k, F) \), such as skewed
Gaussian distributions. Anyway, we have shown that with little information one can find a quite satisfactory description of the
percolation properties of systems in which the features are related to a dynamical process. This works reasonably well for
synthetic networks, and we proceed next to test the accuracy of the feature-enriched percolation in real networks, which are
characterized by topological correlations not taken into account in the theory.

To this goal we use three different dynamics on three different real networks, and proceed similarly as before, i.e., we will
find the approximate degree-feature joint distribution by means of the Bayesian Machine Scientist. The first example is a
mutualistic dynamics arisen in symbiotic ecosystems, where the time dependence of the abundance \( x_i \) of the species \( i \) is given by the equation\(^{58,59}\)

\[ \frac{dx_i}{dt} = \tau_1 x_i (1 - x_i) + \tau_2 \sum_{j=1}^{N} A_{ij} \frac{x_i x_j}{1 + x_j}. \]

(22)

\( \tau_1 \) and \( \tau_2 \) are constants, and they will be so in the subsequent models. The first term in the right hand side models the
logistic growth and the second term captures the mutualistic interaction that neighboring species have on species \( i \). The
network on which we run this dynamics is the one-mode projection\(^{56}\) of the plant-pollinator bipartite network reported in
Ref.\(^{56}\). The projection is constructed in such a way that two plants are connected if they are pollinated by the same insect.
We apply the feature-based interventions following the step occupation probability that we have been using throughout, i.e.,
we test the percolation properties of the network when the most abundant plants are removed. The results are shown in
Fig. 6(a). We observe that the theoretical expressions match very well the size of the largest connected component obtained
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from the simulations. Notice that the qualitative behavior of the functions used to construct the approximate degree-feature distribution (21) (see insets of Fig. 6(a)) is different from the previous case and it strongly depends on the dynamics employed. Indeed the feature values grow linearly with the degree, while keeping a constant and very small standard deviation, and the peak height is not monotonic with the degree, with its most noisy part located where the peaks are largest.

The second example corresponds to birth-death processes\(^\text{61}\). In the context of population dynamics, the temporal evolution of the population \(x_i\) in a site \(i\) can be described by

\[
\frac{dx_i}{dt} = -\tau_1 x_i^2 + \tau_2 \sum_{j=1}^{N} A_{ij} x_j. \tag{23}
\]

The values of the exponents 2 and 1 in the \(x_i\) and \(x_j\) terms on the right hand side are arbitrary for the present study, and other choices are of course possible. These particular ones represent pairwise depletion and linear flow between interacting populations, respectively. The dynamics is implemented on top of the one-mode pollinator projection of the previous plant-pollinator network. This network is constructed by connecting the pollinators that pollinate the same plant. The results of the feature-enriched percolation are displayed in Fig. 6(b). In this case we observe that the theory offers estimates for the critical point and for the size of the giant component that are a bit lower than the values given by the simulations. Depending on the application, this discrepancy might be tolerable or not, but anyway the theoretical calculations are fairly good at catching the response of the system to feature-based interventions.

As a final dynamics, we use the mass-action kinetics model often employed in biochemistry\(^\text{62}\). The equation

\[
\frac{dx_i}{dt} = \tau_1 - \tau_2 x_i - \tau_3 \sum_{j=1}^{N} A_{ij} x_i x_j \tag{24}
\]

gives the temporal evolution of the concentration \(x_i\) of protein \(i\). The first term represents the rate at which the protein \(i\) is synthesized, the second term stands for its degradation, and the last term accounts for the interaction between molecules. The real topology where we test the feature-enriched percolation is the \(C.\ elegans\) interactome constructed considering the interolog interactions\(^\text{63}\). The results are shown in Fig. 6(c), where we find a good agreement between theory and simulations as well.

The dynamical processes presented here are mere illustrative examples of the potential and flexibility of the theory. For all the chosen examples the microscopic rules and the time evolution of the variable of interest were known, but we could have been proceeded even without that information. There are two minimal ingredients to apply the feature-enriched percolation: the degree and the feature value for every node. If, for whatever reason, a relation between the feature and the degree cannot be obtained, one can always proceed by employing the Bayesian Machine Scientist technique, or other methods whose goal is to provide closed-form equations from data\(^\text{64–66}\).

**Discussion**

In recent years there has been an upsurge of contributions aiming at offering more realistic descriptions of the natural and sociotechnical phenomena that networks encode, e.g., via multilayer\(^\text{67, 68}\) or temporal\(^\text{69}\) networks, or via higher-order interactions\(^\text{70}\). These topological generalizations induce non-trivial consequences in network dynamics, with important implications for the stability and proper functioning of the systems when subjected to perturbations. Beyond these more accurate topological characterizations, there is a dimension that have been frequently ignored in the study of robustness and resilience, which is node metadata. Its omission is not rooted, by no means, in its irrelevance, but because node metadata is a type of information that many times is lost or disregarded in the process of constructing the networked architecture from empirical observations.

Taking percolation as the paradigmatic model to assess the robustness of a network, in this article we propose a natural generalization of this phenomenon, flexible enough to include node removal protocols based on a combination of the degree and non-topological node metadata, what we call the features. We have worked out the analytical expression for the size of the giant component and have checked its good agreement with simulations. We have discussed in some detail the phenomenology appeared in a set of examples displaying typical degree-feature relations of real systems, such as the critical exponents of the transition or the characterization of non-monotonic response of the robustness induced by the correlations. In this first part of the article the nature of the features has been left undetermined and, far from being a limitation, this is actually a strength of our model. Indeed, the origin of real node metadata can be either an exogenous or endogenous property of the nodes, can be either of constant or mutable nature, can be either numerical or non-numerical, etc. All these cases can be included in our model. In the second part of the article we have dealt with two families of problems in which the features have a physical meaning: spatial networks and dynamical processes on networks. The latter case is the most challenging problem because very frequently one cannot analytically extract the main ingredient to use the feature-enriched percolation framework, the joint degree-feature
distribution. We have shown, however, how to overcome this limitation by employing a state-of-the-art probabilistic method that gives us an approximate distribution.

A groundbreaking discovery in network robustness assessments was the realization that the response to random failures and degree attacks is radically different when the variance of the degree distribution is much larger than the mean degree. We believe that, in a similar vein, conceptualizing the possibility of attacking networks with new feature-based protocols, and providing the mathematical framework to study this process, can help unravel unexpected responses and hidden fragilities. We hypothesize that it might be possible to choose a smart occupation probability $\phi_{k,F}$ that leads to a truly discontinuous percolation phase transition, thus identifying a crucial subset of nodes (that is, from an network ensemble perspective, identifying the range of degree and feature values) that once removed cause catastrophic consequences for the robustness of the system.

Because our model builds upon traditional, well-grounded message-passing techniques that has been successfully employed in a myriad of different problems, many generalizations not treated in the present work are still possible. Some of them are the study of bond percolation based on features, which is a very relevant situation because many existing network datasets convey information about the link weight rather than node metadata. Generalizations are also possible in topologically correlated networks, i.e., those showing clustering or non-trivial assortativity mixing. Percolation in multilayer networks has also attracted a considerable extent of attention in the last decade, and feature-based protocols can be devised in these layered structures as well. The feature dimension can be relevant too when studying optimal percolation, that is, finding the sets of nodes that, when removed, cause the largest possible reduction in the giant component. Indeed, one can devise attacks that combine feature and topological information, more complex than the one studied in this article, in order to eventually outperform purely topologically-based interventions and move closer to the optimal dismantling. Finally, a conceptually similar problem but that would require a completely different mathematical approach is the one of feature-based percolation in low-dimensional lattices, where it can be addressed which traits of the feature distribution modify the well-known properties of these systems.

Last, but not least, we would like to discuss some implications of our model on the robustness of complex interconnected systems. Firstly, we are opening the doors to the possibility of assessing the behavior of a network as a function of the combination of several traits, enabling the exploration of responses in large phase spaces. This can be particularly useful not only for scientific research problems but for policy making too, where, many times, it is needed to evaluate scenarios taking into account the optimization of a multitude of factors. Think, for instance, in the current COVID-19 pandemic, where policies have required to maintain a delicate balance between the protection of public health and the sustainability of the economic system. Our model represents a first step towards the non-topological multidimensional optimization of robustness. Secondly, depending on the nature of the features, different implementations can be devised. There are some situations in which the features values can be tuned at will, e.g., resources given to certain nodes, therefore it can be explored how to modify the feature allocation, correlating it with topological information, in order to better protect the network. We learnt, for instance, that the robustness in networks with positively correlated degree-feature distributions is considerably lower than a network with uncorrelated degree-feature, and that this is not always true for negatively correlated ones. This kind of information can be exploited, of course combining it with attacking protocol. There are other situations in which the features remain fixed, e.g., the age of nodes, but the topology is flexible. Put otherwise, we can tune the strength of correlations at will by redirecting the edges in a convenient way. Here we can also take advantage of the relation between correlation and robustness to increase the system’s ability to sustain its function despite of the attacks. Finally, we can also use our formalism to infer the temporal evolution of the robustness in the case where the features evolve. For the sake of illustration, in the article we have presented several examples of dynamics with well-defined equations that display a steady-state, but none of these characteristics are actually necessary. It just suffices to have an accurate prediction for the future feature values, whatever the way we have used to obtain it. Taking snapshots at different times, we can apply the Bayesian Machine Scientist method at each of them to obtain a time dependent size of the largest connected component. This allows us to gain access to information on when a system will be most robust and most vulnerable, hence forestalling undesired behaviors. All these practical examples evince the potential of our framework, from which insightful lessons can be learnt to better protect, or dismantle, real systems. Likewise, at a fundamental level, very interesting new phenomenology can be obtained due to the inclusion of features. For all these reasons we hope our model becomes a stepping-stone on the path towards a more realistic and useful description of the process of network robustness.
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Supplementary Information for *Percolation on feature-enriched interconnected systems*

**SI.1 Uncorrelated \( P(k,F) \) in Erdős-Rényi networks**

We construct networks with the degree distribution \( p_k = e^{-c}k^\gamma/k! \), and independently we draw a feature value for each node from the distribution \( p(F) = (\alpha - 1)F^{-\alpha} \), with \( F \geq 1 \) and \( \alpha > 1 \). Recall that \( k \) is discrete and \( F \) is continuous, although it is straightforward to repeat the calculations assuming \( F \) discrete as well. The considered occupation probability is \( \phi_F = \theta(-(F - F_0)) \).

The joint distribution \( P(k,F) \) is separable, thus the \( k \) and \( F \) contributions in the generating functions can be computed separately. On the one hand we have

\[
\int dF P(F) \phi_F = 1 - F_0^{1-\alpha}.
\]

On the other hand,

\[
\sum_{k=0}^{\infty} p_k u^k = e^{-c} \sum_{k=0}^{\infty} \frac{k^\gamma}{k!} u^k = e^{(u-1)}
\]

and

\[
\sum_{k=0}^{\infty} q_k u^k = \frac{1}{\langle k \rangle} \sum_{k=0}^{\infty} (k+1)p_{k+1} u^k = \frac{e^{-c}}{\alpha} \sum_{k=0}^{\infty} (k+1) \frac{k^\gamma+1}{(k+1)!} u^k = e^{(u-1)}.
\]

Combining both results, we get

\[
g_0(u) = (1 - F_0^{1-\alpha}) e^{(u-1)}
\]

\[
g_1(u) = (1 - F_0^{1-\alpha}) e^{(u-1)}.
\]

The criticality condition \( 1 = \partial_u g_1(z) \big|_{z=1} \) yields

\[
c_c = \frac{1}{1 - F_0^{1-\alpha}}
\]

\[
\alpha_c = 1 - \log \left( \frac{1}{\log(F_0)} \right).
\]

Results comparing the analytical curves and the simulations are shown in **SI.1**, finding a good agreement between theory and simulations.

**SI.2 Uncorrelated \( P(k,F) \) in scale-free networks**

We consider networks with degree distribution \( p_k = k^\gamma/\zeta(\gamma) \), \( k \geq 1 \). The feature distribution is the same as before. Noting that \( \langle k \rangle = \zeta(\gamma-1)/\zeta(\gamma) \), where \( \zeta(\gamma) \) is the zeta Riemann function, the topological part of the generating functions read

\[
\sum_{k=1}^{\infty} p_k u^k = \frac{1}{\zeta(\gamma)} \sum_{k=1}^{\infty} k^\gamma u^k = \text{Li}_\gamma(u)/\zeta(\gamma),
\]

and

\[
\sum_{k=0}^{\infty} q_k u^k = \frac{1}{\langle k \rangle} \frac{\partial}{\partial u} \sum_{m=1}^{\infty} p_m u^m = \frac{\text{Li}_{\gamma-1}(u)}{u\zeta(\gamma-1)}.
\]

where \( \text{Li}_\gamma(u) \) is the polylogarithm function. Thus, we have

\[
g_0(u) = (1 - F_0^{1-\alpha}) \frac{\text{Li}_\gamma(u)}{\zeta(\gamma)}
\]

\[
g_1(u) = (1 - F_0^{1-\alpha}) \frac{\text{Li}_{\gamma-1}(u)}{u\zeta(\gamma-1)}.
\]
The condition for the critical point is given by
\[ \zeta(\gamma - 1) = (1 - F_0^{1-\alpha}) \left[ \text{Li}_{\gamma-2}(1) - \text{Li}_{\gamma-1}(1) \right]. \] (SI.12)

Isolating the exponent of feature distribution we get
\[ \alpha_c = 1 - \frac{1}{\log(F_0)} \log \left( 1 - \frac{\zeta(\gamma - 1)}{\text{Li}_{\gamma-2}(1) - \text{Li}_{\gamma-1}(1)} \right). \] (SI.13)

For the discussion of the behavior of \( \alpha_c \) we provide in Figure SI.2 the plots of the special functions involved in the condition of criticality. Note that \( \text{Li}_{\lambda}(1) \) diverges when \( \lambda = 1 \) and 2, and \( \zeta(\lambda) \) does so when \( \lambda = 1 \). Therefore, at these points the critical point does not exist and \( S \) is finite for any value of \( \alpha \), as far as \( \alpha > 1 \). What does occur in the range \( \lambda \in (1, 2) \)? It turns out that in this region \( \zeta(\lambda) > \text{Li}_{\lambda-1}(1) - \text{Li}_{\lambda}(1) \), condition that makes the argument of the logarithm in Supplementary Equation (SI.13) negative. Setting \( \lambda = \gamma - 1 \), we conclude then that the order parameter does not have a finite \( \alpha_c \) in \( \gamma \in [2, 3] \).

Following similar argument we can shed light on the critical behavior feature-based percolation in scale-free networks with degree exponent \( \gamma \in (1, 2) \) and \( \gamma > 3 \). In the former, one finds that \( \zeta(\gamma - 1) < 0 \) and \( \text{Li}_{\gamma-2}(1) - \text{Li}_{\gamma-1}(1) > 0 \). Since \( 1 - F_0^{1-\alpha} \) is always positive, the criticality condition is not hold, therefore there is no valid \( \alpha_c \). In the latter case, there is a small region, up to \( \gamma \approx 3.478 \), for which \( \zeta(\gamma - 1) > \text{Li}_{\gamma-2}(1) - \text{Li}_{\gamma-1}(1) \), implying a finite critical value \( \alpha_c \). For larger values of \( \gamma \), the critical point does not exist.

Results comparing the analytical curves and the simulations are shown in Figure SI.2. The agreement between theory and simulations is good. Let us remark the surprising effect that feature-enriched percolation has on scale-free networks, that is, for graphs with very broad degree distribution \( \gamma \leq 3 \) and for any value of the feature threshold \( F_0 \) and feature exponent \( \alpha \), their giant component is always macroscopic. Put otherwise, these graphs are ultra-resilient to feature-based attacks. For the same type of attacks –equal \( F_0 \)– and same \( \alpha \), vulnerability increases with the exponent of the degree distribution, since we find a region where the network can be completely dismantled. However, \( \alpha_c \) does not increase indefinitely with the degree exponent \( \lambda \), but from a certain point \( \gamma \approx 3.478 \), independent of \( F_0 \), we are back to the situation where \( \alpha_c \) does not exist.

**SI.3 Critical exponents in the independent case**

Here we sketch the steps to obtain the critical exponents associated to the size of the giant component\(^{16} \). The starting point is main text’s Equation (5). We change \( u = 1 - \varepsilon \) and \( a = a_c + \delta \) and expand for \( \varepsilon \to 0 \) and \( \delta \to 0 \), to get
\[ -\varepsilon = (1 - F_0^{1-\alpha}) \left[ \frac{2a_c}{a_c - 1} \varepsilon + \frac{3a_c^2}{(a_c - 1)^2} \varepsilon^2 - \frac{2}{(a_c - 1)^2} \varepsilon \delta + O(\varepsilon \delta^2) + O(\varepsilon^2 \delta) \right]. \] (SI.14)

Dividing both sides by \( \varepsilon \) and noticing that
\[ -1 = (1 - F_0^{1-\alpha}) \frac{2a_c}{a_c - 1}. \] (SI.15)
we obtain that, at first order, $\varepsilon \sim 2/3a_c^2\delta$. Now we proceed as before, substituting $u = 1 - \varepsilon$ and $a = a_c + \delta$ in main text’s Equation (1) and Taylor expanding around $\varepsilon \to 0$ and $\delta \to 0$:

$$S(a) = (1 - F_0^{1-\alpha}) \left[ -\frac{a_c}{a_c - 1} \varepsilon + \frac{\varepsilon \delta}{(a_c - 1)^2} + \mathcal{O}(\varepsilon^2) + \mathcal{O}(\varepsilon \delta^2) \right].$$

(SI.16)

Keeping first-order terms and using the linear relation between $\varepsilon$ and $\delta$ we obtain that

$$S(a) = \frac{(3 - 2F_0^{1-\alpha})^2}{3} \delta \sim (a - a_c).$$

(SI.17)

Therefore, we conclude that $\beta_u = 1$. The procedure to obtain $\beta_a$ is exactly the same, although it becomes a bit more tedious because the variable $\alpha$ appears as an exponent. Applying carefully the same steps, we arrive at $\beta_u = 1$.

**SI.4 Collapses in uncorrelated $P(k, F)$**

We haven shown analytically and numerically that the geometric network $p_k = (1-a)d^k$ with uncorrelated feature distribution $p(F) = (\alpha - 1)F^{-\alpha}$ have the same critical exponents as those in standard mean-field percolation. To support this result in an alternative way, we show that finite-size collapses correctly overlap when using the predicted exponents $\beta_u = \beta_u = 1$ and $\nabla_a = \nabla_u = 3$, see Figure SI.3.

**SI.5 Limit $\alpha \to 1$ for the positively correlated model**

Here we show why $S(\alpha) \to 0$ when $\alpha \to 1$ for the network model of main text’s Equation (10) when nodes with feature larger than $F_0$ are removed. Starting from the generating functions, main text’s Equations (12), the probability $u$ that a node does not belong to the giant component via one neighbor is given by the transcendent equation

$$u = 1 - \frac{1}{\zeta(\alpha) - \zeta(\alpha + 1)} [\zeta(\alpha, 2) - \zeta(\alpha + 1, 2) - \zeta(\alpha, F_0 + 1) + F_0 \zeta(\alpha + 1, F_0 + 1)] - \Phi(u, \alpha, 2) + \Phi(u, \alpha + 1, 2) + \Phi(u, \alpha, F_0 + 1) - F_0 \Phi(u, \alpha + 1, F_0 + 1)].$$

(SI.18)

Both $\zeta(\alpha)$ and $\zeta(\alpha, F_0 + 1)$ diverge for $\alpha \to 1$, so it seems that we encounter an indetermination. Luckily, they diverge at the same pace, so $\lim_{\alpha \to 1} \zeta(\alpha, F_0 + 1)/\zeta(\alpha) = 1$. Applying the limit to the entire equation we obtain that $u = 1$. By definition, $S$ is vanishes for $u = 0$, but one can take the appropriate limits to the expression of the giant component to see that the approach is continuous. Taking $u \to 1$ and $\alpha \to 1$ in

$$S(u, \alpha, F_0) = 1 - \frac{\zeta(\alpha + 1, F_0 + 1) + \Phi(u, \alpha + 1, 2) - u \Phi(u, \alpha + 1, F_0 + 1)}{\zeta(\alpha + 1)}$$

(SI.19)

we obtain 0, as shown in Figure 3.
Figure SI.3. Data collapses for the uncorrelated network model studied in the main text. $S_N$ standard for the size of the largest component in simulations with networks of size $N$. On the top we show the analysis as a function of the feature parameter $\alpha$ and below as a function of the topological parameter $a$. In all simulations is used $F_0 = 3$ and averages are computed between over 5000 realizations (smallest system sizes) and over 100 (largest system sizes).

SI.6 Universality classes for correlated $P(k,F)$

We proceed in this section to numerically check whether the correlated and anticorrelated models scenarios proposed in main text’s Equations (10) and (14) belong to the mean-field percolation class, as it occurs with the uncorrelated case, main text’s Equations (6).

Let us first focus on the positively correlated case. We show in Figure SI.4 (a) that the theoretical order parameter approaches linearly to the critical point, hence the critical exponent $\beta = 1$. Simulating the percolation process for different sizes we obtain $S_N$ (Figure SI.4 (b)), which neatly overlap when applying the finite-size scaling (Figure SI.4 (c)) with $\beta = 1$ and $\nu_\alpha = 3$. Therefore we conclude that the type of positive degree-feature correlations studied in the main text does not change the mean-field critical properties. Repeating the same procedure for the randomized version of the model, we confirm that it also belongs to the mean-field percolation class, see the bottom row of Figure SI.4.

We see that positive correlations make $S \to 0$ as $\alpha \to 1$ (Figure 3(a)). However, $\alpha = 1$ is outside the range of valid values of the control parameter. It is instructive to study what happens in the vicinity of that value in order to see if we find any signature of criticality. This is explored in Figure SI.5. Studying the behavior of theoretical solution, we observe that not only there is no clear power law decay (Figure SI.5(a)), hence not verifying the scaling hypothesis, but also the decay occurs very abruptly. Proceeding similarly as before, we simulate the process for small-to-intermediate system sizes (Figure SI.5(b)) and apply the scaling transformation. In Figure SI.5(c) we confirm that the curves do not overlap, if using the mean-field exponents. The collapse also fails if we employ the greater $\beta$ values suggested in Figure SI.5, for any value of $\nu_\alpha$. see the Supplementary Movies 1 and 2. All these results offer strong evidence that there is no critical behavior in the vicinity of $\alpha = 1$ even though $S \to 0$.

To close this section we study the universality class of the negatively correlated model, proceeding as before. The first observation is that, for both the anticorrelated and randomized cases, the exponent $\beta$ is slightly higher than its mean-field value 1 (Figures SI.6(a) and (d)). The simulated data (Figures SI.6(b) and (e)) overlaps well if using the value of $\beta$ obtained from the theoretical solution and employing $\nu_\alpha = 3$. We cannot discard, however, that the true value of the exponent of the correlation length $\nu_\alpha$ is different but close to its mean-field value 3. This requires further analysis, such as obtaining the expression of a quantity from which we can extract analytically and independently other critical exponents, e.g., the mean cluster size, and from there apply the scaling relations between critical exponents. It also remains open the question why positive correlations do
Figure SI.4. Exploring the critical exponents of the positively correlated case. In (a), points correspond to the numerical solution of the theoretical order parameter, as a function of the distance to the critical point. To guide the eye, the dashed line $(\alpha_c - \alpha)^\beta$ with $\beta = 1$. In (b), results for the size of the largest connected component from simulations with different network sizes, indicated in the legend. Each point is computed by averaging at least 1000 realizations. The solid line is the theoretical solution. In (c), same data applying the finite-size scaling with $\beta = 1$ and $\nu_{\alpha} = 3$. In (d), (e) and (f) we show the same analysis for the randomized version of the model.

Figure SI.5. Exploring the possible critical behavior the positively correlated case close to $\alpha = 1$. In (a), points correspond to the numerical solution of the theoretical order parameter, as a function of the distance to the point of interest. To guide the eye, two power laws are incorporated, the dashed line $(\alpha - 1)^\beta$ with $\beta = 1$. In (b), results for the size of the largest connected component from simulations with different network sizes, indicated in the legend. Each point is computed by averaging at least 1000 realizations. The solid line is the theoretical solution. In (c), same data applying the finite-size scaling with $\beta = 1$ and $\nu_{\alpha} = 3$.

not change the universality class but negative correlations do.

SI.7 Joint degree-feature probability function for Random Geometric Graphs

Here we show how to compute the proper joint distribution $P(k,d_{\text{min}})$, where the feature $d_{\text{min}}$ is taken as the distance between a node and its closest neighbor. The steps to follow are conceptually very simple: first we compute the degree distribution $p_k$ and the conditional feature-degree distribution $P(d_{\text{min}}|k)$ by employing purely geometrical arguments and basic probabilistic relations, and then, by definition, we readily obtain the joint distribution $P(k,d_{\text{min}}) = P(d_{\text{min}}|k)p_k$.

Let us start with the degree distribution. In a two-dimensional random geometric graph of neighborhood radius $r$, with
Figure SI.6. Critical exponents in the negatively correlated model. In (a), points correspond to the numerical solution of the theoretical order parameter, as a function of the distance to the critical point. Two power laws are shown, one with the mean-field exponent, which deviates from the theoretical solution, and another that fits better the data. In (b), results for the size of the largest connected component from simulations with different network sizes, indicated in the legend. Each point is computed by averaging 4000 realizations. The solid line is the theoretical solution. In (c), same data applying the finite-size scaling with the exponent $\beta$ obtained in (a) and $\nu_\alpha = 3$. In (d), (e) and (f), same plots for the randomized case.

periodic boundary conditions, the number of nodes $k$ distance $r$ from a randomly chosen node follows the binomial distribution with the area of circle of interaction as a parameter, i.e.,

$$p_k = \binom{N-1}{k} (\pi r^2)^k (1 - \pi r^2)^{N-1-k}.$$  \hspace{1cm} (SI.20)

Its mean degree is $\langle k \rangle = (N-1)\pi r^2$, as expected.

The computation of $P(d_{\text{min}}|k)$ is much trickier. The probability that a randomly chosen neighbor is located at a distance between $d$ and $d+dd$ from a node is given by

$$P(d) = \frac{2d}{r^2}.$$  \hspace{1cm} (SI.21)

Assume we have $k$ neighbors randomly distributed following Supplementary Equation (SI.21). Then the probability $P(d_{\text{min}}|k)$ that the closest neighbor is at distance $d_{\text{min}}$ can be obtained by employing the fact that $C(d_{\text{min}}|k) = 1 - (1 - C(d_{\text{min}}))^k$, where $C(d_{\text{min}}|k)$ and $C(d_{\text{min}})$ are the cumulative functions of the conditional probability $P(d_{\text{min}}|k)$ and of $P(d_{\text{min}})$. We immediately obtain that

$$C(d_{\text{min}}|k) = 1 - \left(1 - \frac{d_{\text{min}}^2}{r^2}\right)^k,$$  \hspace{1cm} (SI.22)

which leads to

$$P(d_{\text{min}}|k) = \frac{2d_{\text{min}}}{r^2} k \left(1 - \frac{d_{\text{min}}}{r^2}\right)^{k-1}.$$  \hspace{1cm} (SI.23)

In principle, the product of Supplementary Equation (SI.20) and Equation (SI.23) was our goal. However, note that Equation (SI.23) is well-normalized to unity for all degrees but $k = 0$. This is because these nodes, that occur with a finite probability $p_0 = (1 - \pi r^2)^{N-1}$, do not have a minimum distance $d_{\text{min}}$ to the closest neighbor because they do not have neighbors. We
overcome this problem by manually assigning $d_{\text{min}} = 0$ when $k = 0$, that will not affect the percolation properties since $k = 0$ never contribute to the giant component, but will modify the distributions making it correctly normalizable to unity.

We have now two contributions in the probability distribution, one with discrete support at 0 and the other in a continuous support $[0, r]$. The probability function is given by $P(d_{\text{min}}) = \delta(d_{\text{min}}) p_{k=0} + \sum_{k=1}^{N-1} P(d_{\text{min}}|k) p_k$, where $\delta(\cdot)$ is Dirac’s delta. The correctly normalized distributions are then

$$
P(d_{\text{min}}|k) = \delta_{k,0} \delta(d_{\text{min}}) + (1 - \delta_{k,0}) \left[ \frac{2d_{\text{min}}}{r^2} - k \left( 1 - \frac{d_{\text{min}}}{r^2} \right)^{k-1} \right],$$

$$
C(d_{\text{min}}|k) = \delta_{k,0} + (1 - \delta_{k,0}) \left[ 1 - \left( 1 - \frac{d_{\text{min}}^2}{r^2} \right)^k \right],
$$

(SI.24)

$$
P(d_{\text{min}}) = \delta(d_{\text{min}}) (1 - \pi r^2)^{N-1} + 2\pi(N-1)d_{\text{min}}(1 - \pi d_{\text{min}}^2)^{N-2},$$

$$
C(d_{\text{min}}) = 1 - (1 - \pi d_{\text{min}}^2)^{N-1} + (1 - \pi r^2)^{N-1},
$$

where we have used, moreover, the Kronecker delta to differentiate the cases $k = 0$ and $k > 0$. We finally can write the correct joint probability distribution

$$
P(k, d_{\text{min}}) = \delta_{k,0} \delta(d_{\text{min}})(1 - \pi r^2)^{N-1} + (1 - \delta_{k,0}) \left( \frac{N-1}{k} \right) (\pi r^2)^k (1 - \pi r^2)^{N-1-k} \frac{2d_{\text{min}}}{r^2} k \left( 1 - \frac{d_{\text{min}}}{r^2} \right)^{k-1}.
$$

(SI.25)

Notice that the joint distribution Supplementary Equation (SI.25) is indeed well normalized to unity, and that the term accompanied with the $\delta$-functions is necessary to be so.

**SI.8 Output functions of the Bayesian Machine Scientist**

Here we write down the functions given by the BMS that have been used to compute the joint degree-feature distribution when analysing the dynamical models on the real topologies, main text’s Equation (21). For the mutualistic dynamics, $6(a)$, the mean value is $\mu_F(k) = a_{11} + a_{12}k^{a_{12}}$ and height of the probability peaks is $h(k) = a_{21} \sin(a_{22}k^{a_{22}})$, with $a_{11} = 0.0019, a_{12} = 0.0222, a_{13} = 0.9996, a_{21} = 0.0193, a_{22} = 1.12 \cdot 10^{-38}$ and $a_{23} = 14.4823$. For the population dynamics, $6(b)$, we obtain $\mu_F(k) = b_{11} \log(2k + b_{12}k^2)^2$ and $h(k) = b_{21} + b_{22}k + k^{b_{23}}$ with $b_{11} = 0.0114, b_{12} = 0.0158, b_{21} = 0.0024, b_{22} = -2.87 \cdot 10^9$ and $b_{23} = -3.5861$. Finally, for the biochemical dynamics, $6(c)$, $\mu_F(k) = c_{11} + c_{12} \tan(k) + k^{c_{13}}, \sigma_F(k) = c_{21}^{k^{c_{22}} + \tan(k)/c_{23} - \mu_F(k)}$ and $h(k) = (c_{31} + c_{32} + h_{32} + k) / k$ with $c_{11} = -0.109, c_{12} = -0.002, c_{13} = -0.4088, c_{21} = 0.795, c_{22} = 0.6029, c_{23} = 49.7377, c_{31} = 0.15$ and $c_{32} = -13.087$. In (a) and (b), since the standard deviation $\sigma_F(k)$ is approximately constant, instead of finding it by means of the BMS we set manually the value of 0.01. The range of degrees where these functions are defined are [290, 452] for the mutualistic dynamics, [16, 826] for the population dynamics and [1, 271] for the biochemical dynamics.

Notice that some of the values of the constants given by the BMS are considerably small or large. Owing to the stochastic nature of the algorithm, the values and the functions shown above are not always stable under the repetition of the experiment. In spite of this, even if the values of the parameters and the functions cannot be guaranteed to be the same from realization to realization, the approach of using the BMS to feature-enriched percolation is still valid because we are just looking for an approximate $P(k,F)$ and the outputs will capture very well the trends in the data fed to the algorithm.