How Relevant Are Selectional Preferences for Transformer-based Language Models?

Eleni Metheniti ♣♦
IRIT (CNRS)
Université Toulouse - Paul Sabatier (UT3)
31400 Toulouse, France
firstname.lastname@univ-tlse2.fr ♣, irit.fr ♦, kuleuven.be ♠

Tim Van de Cruys ♠
KU Leuven
Faculty of Arts
Department of Linguistics
Leuven.AI institute
B-3000 Leuven, Belgium
firstname.lastname@kuleuven.be ♠

Nabil Hathout ♣
CLLE-CNRS
Université Toulouse - Jean Jaurès (UT2J)
Maison de la Recherche
31058 Toulouse, France
firstname.lastname@univ-tlse2.fr ♣, kuleuven.be ♠

Abstract

Selectional preference is defined as the tendency of a predicate to favour particular arguments within a certain linguistic context, and likewise, reject others that result in conflicting or implausible meanings. The stellar success of contextual word embedding models such as BERT in NLP tasks has led many to question whether these models have learned linguistic information, but up till now, most research has focused on syntactic information. We investigate whether BERT contains information on the selectional preferences of words, by examining the probability it assigns to the dependent word given the presence of a head word in a sentence. We are using word pairs of head-dependent words in five different syntactic relations from the SP-10K corpus of selectional preference (Zhang et al., 2019b), in sentences from the ukWaC corpus, and we are calculating the correlation of the plausibility score (from SP-10K) and the model probabilities. Our results show that overall, there is no strong positive or negative correlation in any syntactic relation, but we do find that certain head words have a strong correlation, and that masking all words but the head word yields the most positive correlations in most scenarios—which indicates that the semantics of the predicate is indeed an integral and influential factor for the selection of the argument.

1 Introduction

Motivated by their semantics, the vast majority of predicates (such as verbs) have a tendency to favour certain arguments to others. Consider the following examples:

(1) The athlete runs a marathon.
(2) The bassoon runs a banana.

Most native speakers would readily accept example (1) as a well-formed English sentence, while example (2), even though it is syntactically correct, is more likely to be judged as awkward and ill-formed. The first example is semantically felicitous (since it is perfectly normal for athletes to run, and a marathon is something that can be run), while the second example is semantically infelicitous (both a bassoon and a banana are inanimate entities without a literal capability of motion). This preference of predicates for particular arguments is known as selectional preference (Katz and Fodor, 1963). A proper understanding of this phenomenon is important within various natural language processing (NLP) applications, and selectional preferences have indeed been used as an additional knowledge source for various NLP tasks, such as word sense disambiguation (McCarthy and Carroll, 2003) and semantic role labeling (Gildea and Jurafsky, 2002).

While language processing architectures prior to the neural network paradigm primarily made use of a sequential NLP pipeline, where designated modules sequentially provide increasingly complex linguistic annotations (such as part of speech tagging and syntactic parsing), more recent approaches tend to tackle NLP problems with a single, overarching neural network architecture: words are modeled as multi-dimensional embeddings that are fed to the neural network architecture, without any additional linguistic annotations.
annotations; all the linguistic knowledge—that the neural network might exploit for its final decisions—is modeled implicitly throughout the neural network’s hidden layers. This line of research has culminated in the recent contextual embedding language architectures, such as ELMo (Peters et al., 2018), BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019), which adapt the individual word embeddings in order to yield a fine-grained representation of the meaning within the context of a specific text fragment, and these embeddings can subsequently be exploited for language prediction tasks.

The implicit nature of the linguistic knowledge contained within these recent approaches opens up a number of questions with regard to the relevance of selectional preferences in the neural network paradigm. Whereas previous NLP approaches generally considered selectional preferences as a standalone module that may be easily evaluated in vitro, this is not the case for current neural approaches: the neural network functions as a black box, and as such it is impossible to find out exactly what kind of information has led the model to make a final decision, and whether selectional preference information played a significant role in it. It is therefore necessary to design specific experimental settings in order to inspect what information the network actually made use of. Lately, there has been a great deal of interest in comprehending the way contextual language models encode linguistic knowledge. However, most work has focused on syntactic phenomena, such as the identification of constituents and dependencies, and syntactic agreement; investigating how these models encode semantics proves to be a more difficult issue, and research into the question is much less common (Mickus et al., 2020).

In this paper, our goal is to investigate whether Transformer models include selectional preference information in their embeddings and whether they rely on it in order to make their predictions—and if so, to what extent that information is relevant or vital. We focus on the BERT architecture, and consider the influence of selectional preferences for the model’s standard masked language model pretraining objective. Our sentences consist of pairs of head and dependent words from the SP-10K dataset, annotated with a plausibility score by human judges, and spanning five different types of syntactic relations (Zhang et al., 2019b). We create prompt sentences based on these word pairs and a syntactically annotated version of the ukWaC corpus (Ferraresi et al., 2008) in order to extract full sentences with said pairs. We then feed the prompt sentences masking the dependent word of the word pair to BERT. Then, we are able to observe whether there is a strong correlation between the plausibility score of a word pair (how likely it is for the head and the dependent word to exist in an utterance) and the probability of the dependent word in the context of a sentence, as assigned by BERT. Subsequently, we can make assumptions on how much the head word contributed to the prediction of the dependent word, by applying attention masks to the input sequences of the model. Our findings show that, over all sentences and word pairs, there is no strong positive or negative correlation between the plausibility score of a word pair (as retrieved from SP-10K) and the probability of the dependent word; however, we make note of some head words and phenomena that showed significant positive or negative correlation (>0.4) in some syntactic relations. Moreover, our results show that masking all words but the head word yields the most positive correlations in most scenarios, which indicates that the semantics of the predicate is indeed an integral and influential factor for the selection of the argument.

This paper is structured as follows. In Section 2, we provide an overview of related work, both with regard to selectional preference modeling and with regard to interpretability of neural architectures. In Section 3, we outline the methodology of our research. Section 4 provides an overview of the results, including a quantitative comparison of the various experimental settings as well as a qualitative discussion. Section 5 describes some of the challenges that we faced in our research, as well as a general discussion of our results. Finally, Section 6 summarizes our findings and our key points, and provides a number of avenues for future work.

2 Previous Work

2.1 Selectional Preference Induction

A seminal approach to selectional preference induction makes use of posterior probabilities: Resnik (1996) relies on WordNet synsets in order to generate generalized noun clusters. The selectional preference strength of a specific verb $v$ in a particular relation is calculated by computing the Kullback–Leibler
divergence between the posterior cluster distribution of the verb and the prior cluster distribution:

\[
S_{R(v)} = \sum_c p(c|v) \log \frac{p(c|v)}{p(c)}
\]  

(1)

where \(c\) stands for a noun cluster, and \(R\) stands for a given predicate-argument relation. The selectional association of a particular noun cluster is the contribution of that cluster to the verb’s preference strength.

\[
A_{R(v,c)} = \frac{p(c|v) \log \frac{p(c|v)}{p(c)}}{S_{R(v)}}
\]  

(2)

The model’s generalization relies entirely on WordNet, and there is no generalization among the verbs.

A number of other researchers have equally exploited WordNet for generalization (Li and Abe, 1998, Clark and Weir, 2001, Ó Séaghdha and Korhonen, 2012). Most researchers, however, acknowledge the shortcomings of hand-crafted resources, and focus on the acquisition of selectional preferences from corpus data. Rooth et al. (1999) propose an Expectation–Maximization (EM) clustering algorithm for selectional preference acquisition based on a probabilistic latent variable model. In their model, both predicate and argument are generated from a latent variable, where the latent variables represent clusters of tight verb–argument interactions.

\[
p(v,o) = \sum_{c \in C} p(c,v,o) = \sum_{c \in C} p(c)p(v|c)p(o|c)
\]  

(3)

The use of latent variables allows the model to generalize to predicate–argument tuples that have not been seen during training. The latent variable distribution—and the probabilities of predicates and argument given the latent variables—are automatically induced from data using EM.

Erk (2007) and Erk et al. (2010) describe a method that uses corpus-driven distributional similarity metrics for the induction of selectional preferences. The key idea is that a predicate-argument tuple \((v,o)\) is felicitous if the predicate \(v\) appears in the training corpus with arguments \(o'\) similar to \(o\), i.e.

\[
S(v,o) = \sum_{o' \in O_v} \frac{wt(v,o')}{Z(v)} \cdot sim(o,o')
\]  

(4)

where \(O_v\) represents the set of arguments that have been attested with predicate \(v\), \(wt(\cdot)\) represents an appropriate weighting function (in its simplest form the frequency of the \((v,o)\) tuple), and \(Z\) is a normalization factor.

Van de Cruys (2009) presents a model based on tensor factorization, which is able to model multi-way selectional preferences. Three-way co-occurrences of subjects, verbs, and objects are represented as a three-way tensor (the generalization of a matrix), and a latent tensor factorization model is applied in order to generalize to unseen instances.

A number of researchers presented models that are based on the framework of topic modeling. Ó Séaghdha (2010) describes three models for selectional preference induction based on Latent Dirichlet Allocation, which model the selectional preference of a predicate and a single argument. Ritter et al. (2010) equally present a selectional preference model based on topic modeling, but they tackle multi-way selectional preferences (of transitive predicates, which take two arguments) instead.

More recently, neural network based approaches have equally been used. Van de Cruys (2014) presents an approach based on feed-forward neural networks; predicates and arguments are represented as embeddings, and serve as input to a simple feed-forward neural network architecture, which yields a single selectional preference value. And Zhang et al. (2019a) present multiplex word embeddings for selectional preference modeling. The key idea is to create, for each word, a ‘central embedding’ that represents the word’s global semantics, and several ‘relational’ embeddings that represent how the word relates to other words within a specific syntactic relation.

For the evaluation of selectional preference models, researchers have exploited two different kinds of evaluation tasks: pseudo-disambiguation (Rooth et al., 1999, Ritter et al., 2010, Van de Cruys, 2014),
and comparison to human judgements (McRae et al., 1998; Zhang et al., 2019b). The goal of the former is to discriminate actually attested selectional preference pairs (extracted from a large corpus) from randomly-constructed, corrupted pairs. For the latter kind, selectional preference judgements of the model are compared to manually labeled datasets of human judgements, using a correlation measure. In this research, we make use of the latter kind of evaluation.

2.2 Interpretablity of Neural Models

The recent emergence of contextual embedding models such as BERT, and their subsequent application and improvement they brought on many NLP tasks, has been followed by extensive research on whether these embeddings accommodate an implicit understanding of linguistic and semantic knowledge. A great deal of research has been focused on the syntactic knowledge learned by BERT; Goldberg (2019) has found that BERT (a Transformer model) is more robust in syntactic tasks than a simple LSTM architecture (a Recurrent Neural Network), and with a series of probing tasks on different datasets he proved that there is some syntactic knowledge beyond semantic and contextual relations. BERT was especially more successful in such tasks compared to other contextual embedding models, because of its bi-directional architecture (Wolf, 2019). Further research on learned syntactic information showed that BERT captures phrase-level information in the lower layers, and learns more sophisticated relations in higher layers (Jawahar et al., 2019). Coenen et al. (2019) found that the attention matrices output by bert-base-uncased contain syntactic representations, with certain directions in space representing specific relations, and they were also able to locate similar sub-spaces for semantic relations. Petroni et al. (2019) report that BERT contains enough relational knowledge to compete with knowledge-based methods on tasks such as open-type questions, which leads them to the conclusion that the model has acquired a certain level of semantic knowledge. And Ettinger (2020) presents a number of experiments in which in many cases BERT makes good predictions with regard to semantic fit, such as hypernyms and subject-object nouns.

However, McCoy et al. (2019) question the ability of BERT—and similar pretrained models—to truly capture deep linguistic structures and semantic information, as past bibliography has suggested. Tenney et al. (2019) also investigated pretrained models on their performance on both syntactic and semantic phenomena, and concluded that simple syntactic phenomena were successfully identified, but phenomena which mostly relied on semantic relations were not as easily learned. Ettinger (2020) also pointed out that BERT performance on predictions dropped in cases of true/false statements and negations. Zhang et al. (2019c) created SemBERT, a BERT model with integrated explicit contextual semantics, supporting the fact that external semantic knowledge was more useful than manipulating inherent model knowledge to achieve better results in semantics-related tasks. Mickus et al. (2020) delve further into exploring the embeddings of BERT, and report that it is uncertain whether the embeddings are able to properly represent semantic similarities on a word-base level (as the theory of distributional semantics would suggest), due to the influence of the context sentence on the distributional semantics space (even without meaning correlates).

3 Methodology

3.1 Selectional Preference Corpus

Out of the several datasets of syntactic-semantic relations which have been released throughout the years for linguistics and NLP research, such as MST98 (McRae et al., 1998), F-Inst (Ferretti et al., 2001), P07 (Pado, 2007) and GDS-all (Greenberg et al., 2015), we decided to use SP-10K (Zhang et al., 2019b). SP-10K is the largest dataset available to date for evaluating the selectional preference abilities of natural language processing tasks. It is composed of slightly over 10K pairs of words evenly split into five different types of syntactic relations: nsubj (verb and noun as verb + subject), dobj (verb and noun as verb + direct object), amod (noun and adjective where the adjective is a modifier to the noun). nsubj_amod

The authors had initially created 2,000 word pairs for each category, and later they added 124 more word pairs for the nsubj_amod and dobj_amod categories, from the Winograd Schema Challenge dataset (Levesque et al., 2012).
(verb and adjective where the adjective is a modifier to a noun which is the verb’s subject; the noun remains undefined), and `dobj_amod` (verb and adjective where the adjective is a modifier to a noun which is the verb’s direct object; the noun remains undefined). While the first three categories deal with one-hop syntactic relations, the two latter represent higher-level, two-hop dependencies, which the authors claim to also include meaningful semantic connections in certain cases and contexts. The words composing the word pairs are 2,500 frequent words, lemmatized, and all of the word pairs are annotated with a *plausibility score*, i.e. a value between 0 and 10, which is derived from human judgements on how plausible the dependent word (noun or adjective) is as an argument or modifier to the head word (verb or noun).

### 3.2 Prompt sentence corpus

Our goal is to investigate the relative importance of selectional preference information on BERT’s predictions for a masked word within the context of a complete sentence. Therefore, the word pairs of the SP-10K corpus do not suffice; additionally, we need to find appropriate sentences that include the word pairs in the correct syntactic positions. We want grammatical sentences, with varied contexts, in order to examine in which cases selectional preferences have an influence on the prediction of the masked word. We decided not to compose our own prompt sentences, as this would be a very large-scale effort and could have introduced some unwanted biases. On the other hand, existing datasets of prompt sentences were either too small to include a sufficient amount of the SP-10K word pairs (such as the Corpus of Linguistic Acceptability, [Warstadt et al. (2018)](https://arxiv.org/abs/1803.01738)) or too specialized on semantic relations (such as the LPAQA corpus, [Jiang et al. (2020)](https://arxiv.org/abs/1912.01179)).

Thus, we decided to use a large corpus and extract sample sentences for each word pair. The ukWaC corpus was created by crawling websites in the .uk domain, and it includes a variety of texts in English (articles, titles, user reviews, etc.) and over 2 billion words ([Ferraresi et al., 2008](https://www.nrc-cnrc.gc.ca/eng/doc/2008/20081767.html)). In order to find the SP-10K word pairs in the ukWaC sentences in the correct syntactic positions and relations, we used a syntactically annotated version of the corpus, which was parsed using the Malt parser ([Nivre et al., 2006](https://www.maltparser.org/)).

Out of the 85 million sentences in the ukWaC corpus, we looked for short sentences (4 to 15 tokens), in order to stay well under BERT’s limit of 512 tokens per sequence, but also in order to ensure that the sentences would not be erroneously composed of multiple sentences (due to segmentation errors), or be composed of multiple clauses, or include complex and distant dependencies. In an effort to eliminate syntactic complexity as an extraneous factor of prediction difficulty, we considered excluding some specific dependency labels, such as `xcomp` (open clausal complement) and `acl:rel` (for relative subclauses), but our selected sentences were already short enough to not broadly include more complex syntactic phenomena. We did not exclude passive clauses, because automatic parsing is rarely able to label passive structures correctly, and we considered that for most of our syntactic relations, their existence would not cause a problem. Also, we determined that the distance between the two words of the pair in the sentence should be between one and five words, allowing enough positions for determiners and modifiers, but not too distant to raise complexity.

At this stage in the collection of sentences, we decided to investigate the quality of the selected sentences. One problem we faced was parsing errors—which inevitably occur in automatic dependency parsing, but when repeated on the same word pair, they potentially produce many false prompt sentences. Additionally, we noticed a number of problems with regard to the quality of word pairs in the SP-10K corpus. For example, we noticed that some of the word pairs, in the context of the specified syntactic relation, should have been assigned with the lowest possible score (0), but were, in several cases, considered felicitous or at least plausible. We are aware that some of the word pairs were intentionally designed to be of low frequency or low plausibility; we are referring to falsely tagged syntactic structures (e.g. “look way” is incorrectly included as a plausible `dobj` word pair, but the dependency between these words is always verb and adverbial modifier). For these reasons, we decided it was imperative to perform a quick and non-exhaustive manual evaluation of the SP-10K word pairs and the resulting extracted sentences. We provide an elaborate discussion on the challenges we faced with our datasets in Section 5.1.

In Table 1, we present the number of sentences, for each type of SP-10K word pairs, for which we
found at least one sentence containing the word pair in the given dependency relation and parts of speech, with the criteria of length and distance that we previously determined, and the final counts of the sentences after our manual evaluation.

| Type       | Word pairs in ukWaC | Found sents | Final sents | Avg. plaus. score |
|------------|---------------------|-------------|-------------|-------------------|
| nsubj      | 958 / 2,000         | 38,613      | 30,526      | 6.64              |
| dobj       | 980 / 2,000         | 70,250      | 56,777      | 7.39              |
| amod       | 1,030 / 2,000       | 29,403      | 23,110      | 7.62              |
| nsubj_amod | 956 / 2,061         | 15,265      | 12,911      | 5.75              |
| dobj_amod  | 922 / 2,063         | 28,336      | 21,839      | 6.32              |
| TOTAL      | 4,846 / 10,124      | 181,867     | 145,163     |                   |

Table 1: The number of SP-10K word pairs which were found in sentences of the ukWaC corpus (out of the total number of word pairs), the initial number of found sentences and how many of those sentences include the word pairs in the correct syntactic positions (after our evaluation). In the last column is the average value of the plausibility scores over all sentences.

3.3 BERT

BERT (Devlin et al., 2019) is a Transformer-based bi-directional encoder, which is trained by randomly sampling positions in the input sequence and learning to fill the word in the masked position. The pretrained version has been trained on the Toronto BookCorpus (Zhu et al., 2015) and the English edition of Wikipedia, and pretrained models have been made available with 12 layers of attention (bert-base) or 24 layers (bert-large), and trained on lower-cased corpora (uncased) or as is (cased).

For our experiments, we used the bert-base-uncased model for English, as provided by HuggingFace’s transformers Python library (Wolf et al., 2019); this model has been used by Goldberg (2019) for syntactic tasks and performed well, and has also been favoured by the researchers probing for the semantic tasks mentioned in Section 2 (e.g. McCoy et al. (2019)). Some preliminary experiments we performed with bert-large-uncased did not show significantly different results, thus for the sake of time-conservation we used the computationally-lighter base model. We add the special BERT tokens [CLS] (to indicate the start of a sentence) and [SEP] (to indicate the end of it). We make use of the model’s built-in tokenizer, BertTokenizer, and we do not perform any finetuning of the encoder weights, but make use of the pretrained model as it is made available.

3.4 Correlation of SP-10K score and BERT probability

For each example sentence in our corpus, we mask the dependent word of the word pair using a [MASK] token, and we retrieve the probability that is assigned to the target word in the focal position. The probability is computed by passing the last hidden state through a softmax function, a feature that is also used by Wang and Cho (2019) in the context of language modeling. We are making the assumption that this result is to be treated as the conditional probability of a bi-directional language model (similar to what a traditional language model would return) even though we are aware that BERT’s bi-directional nature means that this assumption is not self-evident.

Next, we compute the correlation of the masked word’s probability and the plausibility score of the word pair, using the Kendall rank correlation coefficient as implemented by the scipy Python library. Kendall τ (tau) correlation is a non-parametric measure of the monotonicity of the relationship between two datasets. The p-value roughly indicates the probability of an uncorrelated system producing datasets that have a correlation at least as extreme as the one computed from these datasets. Values close to 1 indicate strong positive correlation, while values close to -1 indicate strong disagreement. Intuitively, we are looking for a strong positive correlation, meaning that the higher the plausibility score of the word pair, the higher the probability of the dependent word in the context of the head word.

In the remainder of this paper, significant results are defined as $p < 0.01$. 1271
Figure 1: Illustration of the four attention mask settings, for a sentence with the word pair “tell story” (as a dobj relation). Greyed out words indicate blocked attention.

In order to determine the relative importance of selectional preference information, we compute probabilities within different attention settings by using attention masks; the attention mask is an array of 1s and 0s indicating which tokens we do not wish to incorporate in the way the model attends to the sequence. By using this feature, we are able to “block” certain tokens of the sentence from Bert’s self-attention mechanism, and examine the impact it brings to the probability scores and the correlation. We use four different settings: the standard setting does not involve any masking, thus the model can attend to the whole sequence; the head setting blocks attention to the head word of the pair, so prediction needs to be based on other context words; the context setting masks all the context words, so prediction needs to be based on the head word (and BERT’s special tokens), and the control setting masks all the words of the sequence (except for the special tokens), so that no adequate prediction should be possible (as a sanity check). A graphical illustration of the four different attention settings is given in Figure 1.

We compute correlation scores between the model’s probabilities and the plausibility scores for all sentences, and provide both micro- and macro-averaged results. As mentioned before, the number of extracted example sentences per word pair differs significantly. The micro-averaged results are computed over the entire set of sentences, without taking into account this variable number of sentences. For the macro-averaged results, we first compute the average for each word pair, and then provide a global average for all the pairs (hence treating all word pairs as equally important). We will consider as a strong positive correlation a value above 0.4, and as strong negative correlation a value below −0.4.

4 Results

As seen in Table 2, we do not observe a strong positive or negative correlation for any of the five syntactic relation categories and for any of the attention mask scenarios. Out of all the attention mask scenarios, context mask (masking attention for the entire sequence except for the head word and BERT tokens) shows the highest positive values (fair correlation up to +/- .30), while the head attention mask scenario (masking attention for the head word and attending to the context for prediction) showed no correlation but was biased to negative values. Compared to the standard setting (all tokens are attended to), we notice the effect that the head word has in predictions; the context words affect the probability of the prediction, but the absence of the head word is detrimental. This observation supports the argument that, for the syntactic relations involving verbs as the head word, the verb’s selectional preferences are relatively important and influential enough in the selection of constituents, and that BERT is aware of these preferences and constraints, and uses them to assign a proportionate probability to the dependent word.

Note that for the amod syntactic relations (noun and its modifier) the correlation scores are among the highest, reasonably so, as the noun should place stronger constraints on its modifier. The nsubj relations show slightly more positive correlations than the dobj ones, probably due to the constraint of animacy for a subject (word pairs included a variety of animate and inanimate subjects). The two-hop relations, nsubj_amod and dobj_amod show lower correlations, still relatively high for the context attention mask setting, which is in accordance with the hypothesis of Zhang et al. (2019b) that selectional preferences span further than one-hop relations.

Taking a closer look at the head words of the word pairs, we searched for strong positive or negative correlations for each head word that exists in at least two different word pairs, per syntactic relation. We
Table 2: Kendall $\tau$ (tau) correlation coefficient of masked word probability and word pair plausibility score.

|       | standard | head | context | control |
|-------|----------|------|---------|---------|
| nsubj | 0.03     | -0.02| 0.16    | -0.01   |
| dobj  | 0.05     | -0.07| 0.05    | -0.05   |
| amod  | 0.04     | -0.06| 0.24    | -0.04   |
| nsubj.amod | -0.01 | -0.13| 0.29    | -0.00   |
| dobj.amod | 0.06  | 0.01 | -0.03  | 0.02    |

(a) Micro-averaged results

|       | standard | head | context | control |
|-------|----------|------|---------|---------|
| nsubj | 0.19     | 0.15 | 0.29    | 0.08    |
| dobj  | 0.16     | 0.04 | 0.27    | 0.05    |
| amod  | 0.15     | 0.03 | 0.35    | 0.03    |
| nsubj.amod | 0.01 | -0.04| 0.22    | 0.06    |
| dobj.amod | 0.14  | 0.10 | 0.20    | 0.07    |

(b) Macro-averaged results

Examined whether specific verbs and nouns affected positively or negatively the correlation of probability and plausibility, and whether there were common features between these head words (e.g., semantic similarity, common semantic class). We grouped the probabilities and scores of sentences per head word, and calculated the correlation coefficient for head words that were present in at least two different word pairs. Overall, for all five syntactic categories of our experiment, we do not notice distinct classes, semantic or syntactic, that the words with strong correlations could be grouped with.

For nsubj relations, verbs of semantic similarity (in at least one of their meanings) did not demonstrate similar patterns of probability and correlation; for example, the verbs of violence (in some contexts) “kill”, “strike”, “grab”, “fire” show a strong positive correlation, while the verbs of the same semantic class “shoot” and “confront” have a strong negative correlation – this could be caused by the different metaphorical meanings that these two words might have, or the dependent words that they were paired with in the SP-10K dataset (favorable for “kill”, detrimental for “shoot”). Concerning the type of subjects, the animate subject “man” had a high plausibility score in the SP-10K dataset and high probability scores for “kill” and “shoot”, causing a strong positive correlation. The inanimate subjects had mid-range plausibility scores (“earthquake”, “explosion”) or low scores (“film”, “tragedy”) but the probability varied based on the sentence and metaphorical use; for the word pair “strike tragedy” which existed in many sentences of our dataset, the plausibility score was 5.25 and the assigned probability for “tragedy” was relatively low, even though the idiomatic phrase “tragedy struck” is fairly common.

Examining the dobj relations, verbs (head words) showed inconsistent correlations among the different attention mask scenarios; out of the few verbs that showed consistently positive or negative correlation, we were not able to identify semantic clusters of verbs, neither differences based on verb transitivity (monotransitive/ditransitive). The presence of a strong correlation relied more on BERT’s semantic knowledge rather than world knowledge or utterance plausibility; for example, the word pair “blame customer” has (correctly) a moderate plausibility score (6.75), is found twice in the ukWaC corpus, but the assigned probability by BERT of the word “customer” is very low in the standard and context attention mask scenarios. The word pair “blame management”, on the other hand, with slightly lower plausibility (6.25) is assigned a proportionally good probability. This leads us to the conclusion that, even though both syntactic pairs are grammatically correct and have commonly used words, the pretrained model has learned that “management” (someone in control and responsible of a service) is a more probable direct object for the verb “blame” than the word “customer (the receiver of a service), especially when the only given context is the verb. When attention to the head word was removed, there was no strong negative correlation between “blame” and the given plausibility score.

Concerning the amod word pairs, again no semantic class of nouns appear consistently in the positive or relative correlation groups. An interesting observation is that high-frequency adjectives of size and age, such as “small”, “big”, “old” and “new” were almost always assigned a high probability by BERT, but the variations in plausibility score (from 8.25 to 4.25) led to strong positive or negative correlations, especially since word pairs with these adjectives are quite frequent in our corpus, for example “new house”, “small bird” and “new face” had many occurrences in the corpus and a strong positive correlation (high plausibility/high probability), “new material” (6.5) and “old daughter” (4.25) had lower plausibility scores and subsequently lower probabilities, in all attention mask scenarios.
In the nsubj amod word pairs, again we see that high-frequency descriptive adjectives (dependent words) are still assigned higher probabilities, even though the plausibility scores are more mediocre for the word pairs of this relation, therefore high-frequency adjectives can be found in both the strong positive and negative correlation groups. We also do not notice distinctive semantic classes among the verbs (head words), and neither can we make assumptions based on the animacy of the subject, since the adjective modifiers do not follow such a constraint (“new”, “local”, “national”, “exact”, “different”) and the given verbs do not have the animacy constraint either (“bring”, “attract” had a strong positive correlation, “increase”, “reflect” a strong negative). Some verbs that do prefer animate objects were found to have a strong positive correlation (e.g. “compare”, “operate”), others to have a strong negative (e.g. “lift”). Concerning the different attention scenarios, there is a noticeable positive shift in correlations (+.30, +.20) with the context attention mask compared to no mask or masking the head word, which hints at the influence that the verb had in the predictions, and how the context (including the one-hop dependency to the verb subject) produced less polarizing probabilities.

Finally, for the dobj amod word pairs, as in the direct object word pairs, we do not notice verb grouping based on semantics or transitivity. Many of the verbs with strong positive (“teach”, “promise”) or negative correlation (“claim”, “confirm”) are verbs with varied subcategorization frames. In this syntactic category, we observe the smallest positive shifts with the use of the context attention mask, and even a decrease in correlation (-.03) in the micro-averaged results. However, the results still show a weak positive correlation similar to the ones of the other syntactic relations, for the most part; this observation supports the fact that the role of the verb is quite important for predictions.

5 Discussion
5.1 The limitations of our datasets
As mentioned in Section 3.2, we would like to elaborate on the issues we faced during the creation of our prompt sentences, how we dealt with them, and whether they could seriously impede our results. First of all, we noticed some problematic word pairs in the SP-10K corpus, which were included in a group with a certain syntactic relation, which they could not possess. For example, some word pairs under the verb-direct object relation included intransitive verbs such as laugh, walk, smile, or verbs that could not accept the dependent word as a direct object such as look way, think time, and these pairs were still assigned plausible scores when the plausibility should have been zero (e.g. look way, where way had a score of 6.5). We assume that these problematic high scores were given by naive crowdsourcing annotators, because distributionally there is indeed a strong correlation between the words of a pair (which makes them highly likely to co-occur in a text), but little attention was paid to the proposed syntactic relation. These word pairs with problematic head or dependent words were removed from our query for sentences, in order to make sure that they were not accidentally found in a sentence with a wrong parse tree.

On the other hand, some word pairs, especially the ones which were by design of low plausibility and had a low plausibility score, are not found in the corpus, as shown in Table 1 – almost half of the word pairs for all types of syntactic relation. However, some word pairs are very common in the corpus, and are found in disproportionately more sentences. For this reason, we provided both micro- and macro-averaged results in Section 4. In addition, there are several word pairs which are parts of idiomatic, lexicalized phrases, and are very frequent in the ukWaC corpus and almost exclusively found in the context of these idiomatic phrases, but were assigned a low score. As an example, for the nsubj relation, in the pairs “weather permit” (4.06) and “study find” (4.0), the subjects are inanimate (whereas the verbs generally require an animate subject) but in this specific context they are acceptable. Interestingly enough, contrary to our personal intuition, BERT seems to be in accordance with the SP-10K scores, because it does assign a moderate to low probability to the dependent words, even in the context attention mask setting. This could imply that BERT is able to capture, to some extent, a verb’s preferences and constraints, and can make predictions based on them, when the use is not metaphorical and conflicting with usual, literal cases.

The Mechanical Turk workers of the SP-10K project were presented with word pairs, without any other context, and asked to evaluate the plausibility of the second word being dependent to the first with a specific syntactic relation.
5.2 Does BERT really learn selectional preference?

In our experiment, we studied how changing the way the input sequence is attended to could shift predictions and the probability of a masked word. Our goal was to observe how much the head word affected the probability of the dependent word, and whether context played a more important role than the head word itself. The fact that the highest positive correlation values almost always came from allowing attention only to the head word (and the non-lexical BERT tokens) signifies that the head word is identified as an integral and influential part of the sequence when it comes to selecting a masked word. Interestingly enough, the nsubj_amod and dobj_amod categories showed, for the most part, similar positive correlations (especially in the context attention block scenario) as the one-hop syntactic relations. As Zhang et al. (2019b) have also mentioned, these two-hop relations also fall under the influence of a word’s selectional preferences, and the fact that the head word in these cases is the head of the sequence (the verb, in our simple prompt sentences) could have impacted the selection of a modifier to a greater extent than the context could.

6 Conclusion

In this paper, we explored whether selectional preference information makes part of the linguistic information that is learned by a Transformer model, by examining the correlation of the plausibility of a head-dependent word pair and the assigned probability of the dependent word in a sequence including the head word. Our overall results did not show a strong correlation that would definitively prove or disprove the presence of selectional preferences, but there are indications that BERT’s embeddings have captured enough syntactic-semantic information to be able to assign probability based on “the right fit” for a head word. In addition, some specific cases between syntactic relations and metaphorical uses have given us the incentive to further investigate these phenomena, and to delve deeper in the architecture of the model for answers. The code we used for our experiments will be made available at a GitHub repository.

As for future work, a further exploration of the attention output would be quite beneficial in understanding the attention weights during prediction, in each scenario, and how they differ per layer and attention head. Researchers who have attempted to thoroughly analyze BERT’s attention behavior in syntactic probing tasks have noted that the attention maps have “a fairly thorough representation of English syntax” [sic] (Clark et al., 2019), and have noticed that specific attention heads and layers specialize on learning specific linguistic knowledge, such as syntactic dependencies (Kovaleva et al., 2019). Visualizing attention for 12 layers and 12 attention heads, over 145K sentences, is a complicated task which we intend to tackle soon, with the help of visualization libraries (Vig, 2019).
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