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ABSTRACT: The Symmetries of Feynman Integrals method (SFI) associates a natural Lie group with any diagram, depending only on its topology. The group acts on parameter space and the method determines the integral’s dependence within group orbits. This paper analyzes the two-loop vacuum diagram. It is shown how the solution of the SFI equations practically reproduces the most general value of the integral. On the way certain novel derivations are found, a geometrical interpretation is described, and divergences in general dimension are analyzed. These would hopefully be useful for engaging with more involved diagrams.
1 Introduction

The Symmetries of Feynman Integrals method [1] considers a Feynman diagram of fixed topology, but varying masses, kinematical invariants and spacetime dimension. It associates to each diagram a set of differential equations in this parameter space. The equations define a Lie group $G$ naturally associated with the diagram, which acts on parameter space and foliates it into orbits. The diagram reduces to its value at some convenient base point within the same orbit plus a line integral over simpler diagrams (with one edge contracted). Given a diagram, the larger the group and the larger its orbits, the more useful the method is.

The SFI method is related to both the Integration By Parts method [2] and the Differential Equations method [3], see also the textbook [4]. The new elements include the definitions of the group and its orbits, as well as the reduction to a line integral. It allowed the determination of a novel 3-loop diagram with 3 mass scales [5].

In order to demonstrate the method and further develop it it is important to study specific diagrams. The inductive nature of the method where the value of a diagram is expressed in terms of simpler diagrams with one edge contracted suggests to (partially)
Figure 1. Hierarchy of diagrams according to SFI from left to right, namely according to ordering with respect to propagator contraction. Each column has diagrams of fixed number of vertices $V = 1, 2, 3, 4$. Since contraction reduces $V$ by unity the necessary sources for each diagram are always on its left. Each column in ordered according to the number of external legs $n$, which remains invariant under the contraction.

Not all diagrams of given $V, n$ are shown. In particular each diagram can produce others with the same values of $V, n$ by adding propagators between existing vertices. For example the bubble diagram can produce in this way the sunrise and its generalizations.

order diagrams via this relation and to proceed step by step from simple to complex. Figure 1 shows some of the simpler diagrams ordered by their inductive level. The tadpole on the leftmost of the figure is the simplest non-tree diagram and its evaluation is immediate through Schwinger parameters. The 1-loop propagator diagram, or the bubble, to its right can also be evaluated directly through the $\alpha$ variables. The SFI method was applied to it in [6]. The group was found to be the $2 \times 2$ triangular real matrices and the orbit co-dimension was found to be 0 which allows to fully reproduce the diagram’s value for general masses, kinematical invariant and spacetime dimension. The next diagram in this order is below it in the figure, namely the 2-loop vacuum diagram which we shall call the “the diameter diagram” and is the subject of this study. The above-mentioned 3-loop diagram, the vacuum seagull [5], is on the third column from the left at the bottom. And so on.

The diameter diagram was evaluated in full generality in [7] and [8] by using different methods and arriving at equivalent, yet different, expressions. Another equivalent expression was given at [9] inspired in part by the geometrical interpretation of related diagrams [10]. The diameter is known to be closely related to the triangle diagram with massless propagators [11].

Why is it interesting to apply the SFI method to the diameter diagram? In this case the $G$-orbits have co-dimension 0 and therefore the method is expected to be maximally effective and could demonstrate itself, while at the same time providing tools for solving
the SFI equations for other diagrams.

This paper is organized as follows. We start in section 2 by setting up the problem and reviewing previous work within SFI including the SFI equation set. In section 3 the equations are solved in three different ways up to mass independent terms. In the following section these terms are determined through the consideration of base points thereby arriving at a full expression for the diagram’s value (4.9-4.10), which is equivalent to the known expressions. Inspired by [9, 10] section 5 discusses the underlying geometry. Section 6 analyses this expression in terms of UV and IR divergences and on the way provides several additional tests for its correctness. Finally section 7 provides a summary of results and a discussion of the added value of the paper.

2 Setup

The two-loop vacuum diagram is shown in figure 2. For short we shall refer to it as the diameter diagram. The associated integral is defined by

$$I(x_1, x_2, x_3; d) := \int \frac{d^d l_1 \, d^d l_2}{(l_1^2 - x_1) \, (l_2^2 - x_2) \, ((l_1 + l_2)^2 - x_3)}.$$ (2.1)

The parameter space is $X := (x_1, x_2, x_3)$ consisting of the three possible masses-squared $x_i \equiv m_i^2$, and we consider a general spacetime dimension $d$. The discrete Feynman symmetry group induces a symmetry on parameters acting by $S_3$ permutations on the $x_i$ variables.

This diagram has no potential numerators (namely, all quadratics in the two loop currents $l_1, l_2$ can be expressed as linear combinations of the three edge currents $k_1^2 = l_1^2$, $k_2^2 = l_2^2$ and $k_3^2 = (l_1 + l_2)^2$). Hence the SFI group $G$ saturates the group $GL(2, \mathbb{R})$ of general linear transformations among the loop currents

$$G = GL(2, \mathbb{R}) .$$ (2.2)

The SFI equation set is given by

$$0 = x_i \frac{\partial}{\partial x_i} I - (d - 3) I$$ (2.3)

$$0 = L_3 I + (j_2 - j_1) j_3' \quad L_3 := x_1 \frac{\partial}{\partial x_1} - x_2 \frac{\partial}{\partial x_2} + (x_1 - x_2) \frac{\partial}{\partial x_3}$$ (2.4)

+2 equations gotten by cyclic permutations,
see [1], section 6. \( L_i, I = 1, 2, 3 \) are differential operators. The \( j \) functions which appear in the inhomogeneous part are defined through the value of the tadpole diagram as follows

\[
  j_i := j(x_i)
\]

\[
  j(x) := \begin{array}{c}
\end{array} = c_t x^a
\]

where \( a \) and \( c_t \), the tadpole power and prefactor are defined by

\[
  a := \frac{d}{2} - 1 \tag{2.6}
\]

\[
  c_t := -i \pi^{d/2} \Gamma \left( 1 - \frac{d}{2} \right) \tag{2.7}
\]

The equation set consists of 4 equations corresponding to the generators of \( gl(2, \mathbb{R}) = \mathbb{R} \oplus sl(2, \mathbb{R}) \). The first equation (2.3) corresponds to the \( \mathbb{R} \simeq U(1) \) generator – it is an instance of Euler’s identity for homogeneous functions and is simply a consequence of dimensional analysis. The last three equations (2.4) correspond to the \( sl(2) \) generators.

In order to solve the equation set one should first identify the homogeneous solution \( I_0 \) and then apply the variation of the constants method. The equations corresponding to the \( sl(2) \) generators are constant free (namely, \( I \) appears in the equations only through its derivatives) as well as \( d \) independent and hence the homogeneous solutions depends only on \( sl(2) \) invariants. In fact, there is a single such invariant, given by the Heron formula or Källén invariant

\[
  \lambda := x_1^2 + x_2^2 + x_3^2 - 2x_1x_2 - 2x_1x_3 - 2x_2x_3 \tag{2.8}
\]

The dimension equation (2.3) implies that the homogeneous solution is given by [1]

\[
  I_0 = |\lambda|^{\frac{d-3}{2}} \tag{2.9}
\]

Now the Feynman integral can be reduced to a line integral over the simpler diagrams (sources) through variation of the constants. The line integral is of the form

\[
  I(x) = I_0(x) \int_{x_0}^x \frac{S^a(\xi)}{T_0(\xi)} d\xi \tag{2.10}
\]

where \( \xi_\alpha \) are coordinates on the \( G \)-orbit, and the \( S^\alpha \) are the sources — in the current case \( \xi_\alpha = (x_1, x_2, x_3) \) and \( S^\alpha \) are constructed from rational functions in \( x \)’s times the simpler diagrams \( j_i j_k' \).

At \( \lambda = 0 \) the equation set (2.3,2.4) degenerates into an algebraic equation. Hence this surface was called the algebraic locus and it allows to determine \( I \) algebraically to be [12]

\[
  I|_{\lambda=0} = \frac{(x_2 - x_3) (j_2 - j_3) j_1' + \text{cyc.}}{(d - 3) (x_1 + x_2 + x_3)} \tag{2.11}
\]

Physically, \( \lambda = 0 \) implies that \( m_1 = m_2 + m_3 \) or a permutation thereof and it is a pseudo threshold of the Landau equations. The diagram’s parameter space together with the algebraic locus is depicted in fig. 3.
3 The mass dependent part

In order to evaluate the Feynman integral for the diameter diagram \( I \) defined in (2.1), in this section we solve the equation set (2.3,2.4), and describe three alternative derivation paths. This leaves a freedom to add a homogeneous solution multiplied by a mass-independent function. In the following section we add into consideration certain base points which allow us to fully determine \( I \).

We start by a minor revision of the equation set. Multiplying (2.4) by \( x_3 \) one obtains

\[
x_3 L_3 I = a c_t (j_{13} - j_{23})
\]

(3.1)

where

\[
j_{kl} := j(x_k x_l) = j_k j_l / c_t
\]

(3.2)

Two additional equations are gotten from (3.1) by cyclic permutations. This form has the advantage that each term on the right hand side (RHS) depends only on a single combination of variables, rather than two.

Let us study the differential operator \( L_3 \) (2.4) and determine its invariants, namely functions \( P = P(x_1, x_2, x_3) \) such that \( L_3 P = 0 \). Since \( X \), the parameter space is 3 dimensional, the space of invariants under single differential operator is generated by \( 3 - 1 = 2 \) invariants, and since \( L_3 \) is homogenous in \( X \) its invariants can be chosen to be homogenous. At linear order in \( X \) \( L_3 \) has a single invariant

\[
s^3 := (x_1 + x_2 - x_3)/2
\]

(3.3)

where the normalization factor was chosen for later convenience. Analogous quantities \( s^1, s^2 \) are defined by permutations. We shall give the \( s^i \)'s a geometric interpretation in section 5. The quadratic Heron / Källén invariant \( \lambda \) (2.8) is invariant by construction under all the \( L_i \)'s, namely

\[
L_i \lambda = 0 \quad i = 1, 2, 3
\]

(3.4)

so we choose it as the second invariant.

Having found the invariants \( s^i, \lambda \) we can express the quadratic variables on the RHS of (3.1) in terms of them, namely

\[
x_1 x_3 = (s^2)^2 - \lambda / 4
\]

(3.5)

and similarly for the other permutations. Moreover, the action of \( L_i \) on \( s^j \) is given by the expression

\[
L_i s^j = -\epsilon_{ijk} x_k
\]

(3.6)

Now we can state and confirm the solution for the equations set (2.3,2.4). Derivations will be discussed later. The general solution is given by

\[
I = c_d [B_1 + B_2 + B_3 + \text{const } I_0]
\]

(3.7)
where

\[ B_i := B(s^i, \lambda; \frac{d}{2} - 1), \quad i = 1, 2, 3 \]

and the diameter diagram prefactor is given by

\[ c_d := ac_t^2 = \pi^d \Gamma \left(1 - \frac{d}{2}\right) \Gamma \left(2 - \frac{d}{2}\right) \] (3.9)

and the diameter diagram prefactor is given by

\[ B(s, \lambda; a) := \int_s^s \left(s^2 - \frac{\lambda}{4}\right)^{a-1} ds' \] (3.8)

where the \( a, c_t \), the tadpole constants were defined in (2.6-2.7). In the definition of \( B \) the lower limit remains undefined, but can only be a function of \( \lambda \), which corresponds to the same freedom as adding a multiple of the homogenous solution \( I_0 \) (2.9).

It is straightforward to confirm that (3.7) solves the equation set (2.3,3.1) by using the identities (3.4,3.6). It is the general solution since it contains an arbitrary multiple of the homogenous solution.

It is more involved to derive this solution. In the following subsections we offer three derivations: the first is a straightforward solution through the method of characteristics; the second uses a symmetric ansatz; the third and final transforms the differential equations into (partially) invariant variables. Hopefully, various ingredients of these methods will be useful for a future analysis of more involved diagrams.

### 3.1 Characteristics

The first method uses the method of characteristics for solving linear first order partial differential equations (PDEs). The standard method is designed for a single PDE, while SFI defines an equation set and requires a generalization of the method.

First we note that the three \( sl(2) \) equations (2.4) define characteristic surfaces given be constant values of the Heron/Källén invariant \( \lambda \) (2.8).

Next we choose one of the \( sl(2) \) generators and attempt to integrate its characteristic curves. This equation can be chosen such that the equation set for the curves decouple. We choose the generator \( L_3 \). Its invariants are \( \lambda, s^3 \) – see (3.3-3.4).

The associated equation set for the characteristic curves is given by

\[
\frac{d}{dt} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} = \begin{bmatrix} x_1 \\ -x_2 \\ x_1 - x_2 \end{bmatrix}. \tag{3.10}
\]

It decouples and its general solution is given by

\[
x_1(t) = x_{10} e^t
\]

\[
x_2(t) = \frac{(s^3)^2 - \lambda/4}{x_1(t)}
\]

\[
x_3(t) = x_1(t) + x_2(t) - 2s^3 \tag{3.11}
\]

---

1 This \( B \) is a dimensionful version of the one defined in [6], namely \( B(s; a) = \int_s^s (1 - s^2)^{a-1} ds' \).
where $x_{10}$ is an integration constant (and so are $\lambda$ and $s^3$).

Next we solve for $I$ along the characteristic curve. Equation (3.1) has two source terms. We denote the solution for the first source by $c_d I_2$ (the diameter prefactor $c_d$ (3.9) was entered for later convenience and the notation $I_2$ will be justified later), namely

$$L_3 c_d I_2 = a c_t \frac{j_{13}}{x_3}$$

where the notation is defined in (2.4-2.7,3.2). Along the curve

$$\frac{d}{dt} I_2 = \frac{1}{c_t} \frac{j_{13}(t)}{x_3(t)}$$

and hence

$$I_2(t) = \frac{1}{c_t} \int^t dt' \frac{j_{13}(t')}{x_3(t')}.$$ (3.14)

We change parameterization (and hence the integration variable) according to

$$s^2 = \left( x_1(t) + x_3(t) - x_2(t) \right)/2 = x_{10} e^t - s^3.$$ (3.15)

The differential transforms into

$$dt = \frac{ds^2}{x_1(t)}$$

and the integral (3.14) becomes

$$I_2 = \int s^2 ds' \left( s'^2 - \lambda/4 \right)^{a-1}.$$ (3.17)

Therefore $I_2 \equiv B_2$ defined in (3.8), thereby justifying the notation $I_2$.

Similarly the other source term defines $I_1$, namely $L_3 c_d I_1 = -ac_t j_{23}/x_3$, which is found to be a permutation of $I_2$ (3.17). The remainder must be constant over the characteristic curves and therefore depends only on the $L_3$ invariants

$$I_3 = I_3(s^3, \lambda).$$ (3.18)

Altogether at this point we have

$$I = c_d \left[ I_1(s^1, \lambda) + I_2(s^2, \lambda) + I_3(s^3, \lambda) \right]$$ (3.19)

where $I_3$ is an arbitrary function of its variables. However, now we may consider one of the other equations, say $L_1$, and in a similar way one finds that $I_3$ is also given by a permutation of (3.14,3.17) thereby completing the derivation of (3.7-3.8) through the method of characteristics.

We note that, as it turns out, the same method of characteristics was used already by [7], with a different choice of a generator. Specifically, that paper chooses the compact generator of $sl(2)$, namely $(x_2 - x_3) \partial_1 + (x_3 - x_1) \partial_2 + (x_1 - x_2) \partial_3 \equiv L_1 + L_2 + L_3$, and provides a well-written derivation. The paper also comments on another possible choice involving the dimension generator (2.3) – see equation (4.2) there.
3.2 $S_3$ symmetry

This derivation makes an essential use of the $S_3$ permutation symmetry of the diagram.

As in the method of characteristics we start with (3.1) and write the solution in the form (3.19) where $I_1$, $I_2$ are particular solutions corresponding to the sources, namely

$$ c_d x_3 L_3 \begin{bmatrix} I_2 \\ I_1 \end{bmatrix} = a_c t \begin{bmatrix} j_{13} \\ -j_{23} \end{bmatrix}, $$

(3.20)

and $I_3$ is a homogenous solution, namely

$$ L_3 I_3 = 0. $$

(3.21)

$I_3$ must be a function of $L_3$ invariants (3.18), namely of the form

$$ I_3 = b(s^3, \lambda) $$

(3.22)

where here we denote by $b(s^3, \lambda)$ the yet undetermined function.

Notice that the source term $j_{13}$ is a function of $s^2, \lambda$ only, namely

$$ j_{13} = c t ((s^2)^2 - \lambda/4)^a $$

(3.23)

Guided by the $S^3$ symmetry it is reasonable to take $I_2$ to be a permutation of $I_3$, and guided by the form of the source, it is taken to be a function of $s^2, \lambda$ namely

$$ I_2 = b(s^2, \lambda). $$

(3.24)

thereby justifying the notation $I_2$.

Substituting into the first component of (3.20) the LHS becomes

$$ c_d x_3 L_3 b = c_d x_3 \left( L_3 s^2 \right) \frac{\partial}{\partial s^2} b = + c_d x_3 x_1 \frac{\partial}{\partial s^2} b $$

(3.25)

where in the last equality we used the identity (3.6). The RHS can be written as

$$ a c_t j_{13} = c_d \left( (s^2)^2 - \lambda/4 \right)^a $$

(3.26)

Equating LHS and RHS and recalling (3.5) we find that a solution is possible and is given by

$$ b(s^2, \lambda) = \int s^2 ds' \left( s'^2 - \lambda/4 \right)^{a-1} \equiv B(s^2, \lambda) $$

(3.27)

namely, the function $b(s^2, \lambda)$ is the same as the function $B(s^2, \lambda)$ defined at (3.8).

Similarly

$$ I_1 = B(s^1, \lambda) $$

(3.28)

solves the second component of (3.20).

Summarizing, we have arrived at the permutation symmetric form (3.7-3.8) and have provided another derivation of it.
3.3 Partial invariants

The idea here is to use coordinates which are compatible with the group, namely group invariants. In our case we would like to use $\lambda$ the $SL(2)$ invariant defined in (2.8). By definition $\partial/\partial \lambda$ cannot appear in the 3 $sl(2)$ equations. In order to complete $\lambda$ into a set of 3 coordinates on $X$ we must break the diagram’s $S_3$ symmetry. Inspired by a similar change of variables for the bubble diagram [6] we start by changing

$$(x_1, x_2, x_3) \rightarrow (\Delta := x_1 - x_2, x_3, \lambda) \quad (3.29)$$

These coordinates have the advantage that the inverse transformation does not involve square roots, and is given by

$$x_1 = \frac{(x_3 + \Delta)^2 - \lambda}{4x_3}$$
$$x_2 = \frac{(x_3 - \Delta)^2 - \lambda}{4x_3} \quad (3.30)$$

In these coordinates the $sl(2)$ equation set (2.4) translated to

$$\begin{bmatrix} \frac{\partial}{\partial \Delta} \\ \frac{\partial}{\partial x_3} \end{bmatrix} I = \frac{c_t}{2x_3} \begin{bmatrix} x_3 j'_{13} - x_3 j'_{23} + \Delta j'_1 \\ x_3 j'_{13} + x_3 j'_{23} - (x_1 + x_2)j'_1 \end{bmatrix} \quad (3.31)$$

where $c_t$ is defined in (2.7) and $j_{kl}$ in (3.2). The dimension equation (2.3) becomes

$$\begin{bmatrix} 2\lambda \frac{\partial}{\partial \lambda} + \Delta \frac{\partial}{\partial \Delta} + x_3 \frac{\partial}{\partial x_3} \end{bmatrix} I = (d-3)I \quad (3.32)$$

These equations in the $\lambda$, $\Delta$, $x_3$ variables can now be integrated. However, we shall choose to perform another redefinition of variables in order to gain some further simplification, and hence here it suffices to present an outline of the integration in ($\lambda$, $\Delta$, $x_3$). One starts with integrating the equation for $\partial I/\partial \Delta$, the top component of (3.31). The arguments of the $j'_{13}$ function on the RHS is written as $x_1 x_3 = ((x_3 + \Delta)^2 - \lambda)/4$ and then the first term on the RHS integrates to a function of the form $\int Q(\Delta) \frac{d}{d\Delta} d\Delta$ where $Q(\Delta)$ is some quadratic function. The second term is analogous after exchanging $x_1 \leftrightarrow x_2$, while the third term appears different, but becomes similar after changing the integration variable to be $\Delta^2$. In fact, the three terms of $I$ computed in this way transform like $x_i$ under $S_3$. This is a consequence of the $S_3$ symmetry, though it appears surprising in the ($\Delta$, $x_3$, $\lambda$) variables. The integral is unique up to a constant which could depend on $x_3$ and $\lambda$ yet the second component of (3.31) implies that it is independent of $x_3$ and finally the dimension equation (3.32) implies that it is proportional to $\lambda^{(d-3)/2}$, namely it is proportional to the homogeneous solution (2.9), which is the expected residual freedom.

Motivated by the form of the source we now proceed to redefine

$$(\Delta, x_3, \lambda) \rightarrow (s^1, s^2, \lambda) \quad (3.33)$$

through (3.3) and its permutations, namely

$$s^{1,2} = (\pm \Delta + x_3)/2 \quad (3.34)$$
In these variables the \( sl(2) \) equations become

\[
\begin{bmatrix}
\frac{\partial}{\partial s^1} \\
\frac{\partial}{\partial s^2}
\end{bmatrix}
\begin{bmatrix}
J'_{23} - \frac{(s^2)^2 - \lambda/4}{(s^1 + s^2)^2} J'_{12} (s^1, s^2, \lambda) \\
J'_{13} - \frac{(s^1)^2 - \lambda/4}{(s^1 + s^2)^2} J'_{12}
\end{bmatrix}
\]

(3.35)

The first source term in each equation integrates directly implying

\[
I = c_d \left[ B(s^1, \lambda; \frac{d}{2} - 1) + B(s^2, \lambda; \frac{d}{2} - 1) + \tilde{I} (s^1, s^2) \right]
\]

(3.36)

where \( B(s, \lambda, a) \) is defined in (3.8) and \( c_d \) in (3.9) and where finally the remaining unknown \( \tilde{I} \) satisfies

\[
\begin{bmatrix}
\frac{\partial}{\partial s^1} \\
\frac{\partial}{\partial s^2}
\end{bmatrix}
\begin{bmatrix}
\tilde{I}
\end{bmatrix}
= - \begin{bmatrix}
\frac{(s^1)^2 - \lambda/4}{(s^1 + s^2)^2} \\
\frac{(s^2)^2 - \lambda/4}{(s^1 + s^2)^2}
\end{bmatrix} J'_{12} .
\]

(3.37)

The \( S_3 \) permutation symmetry suggests that

\[
\tilde{I} = B(s^3, \lambda; \frac{d}{2} - 1)
\]

(3.38)

where \( s^3 \) is considered as a function of \( s^1, s^2, \lambda \) namely

\[
s^3 := - \frac{\lambda/4 + s^1 s^2}{s^1 + s^2} .
\]

(3.39)

Indeed the partial derivative

\[
\begin{bmatrix}
\frac{\partial s^3}{\partial s^1}
\end{bmatrix}_{s^2, \lambda} = - \frac{(s^2)^2 - \lambda/4}{(s^1 + s^2)^2}
\]

(3.40)

and similarly with \( 1 \leftrightarrow 2 \) guarantees that (3.38) satisfies (3.37).

Summarizing the general solution to the SFI equations (2.3-2.4) is

\[
I = c_d \left[ B(s^1) + B(s^2) + B(s^3) \right]
\]

(3.41)

where \( B(s, \lambda; a = \frac{d}{2} - 1) \) is defined in (3.8) and the diameter prefactor is defined in (3.9). In this expression the lower limit in the definition of \( B \) remains undefined which corresponds to the freedom to add a multiple of the homogenous solution (2.9).

4 The mass universal part

In the previous section the general solution for the SFI equations was obtained (3.7). Since it contains an arbitrary multiple of the homogeneous solution, the SFI equations must be supplemented by some boundary conditions in order to fully evaluate the integral (2.1).

Geometrically, the action of the SFI group \( G \) on the parameter space \( X \) foliates it into \( G \)-orbits, namely orbits of the group where each point on the orbit can be transformed to any other point on it through the group action. For the diameter diagram the group is

\[
G = GL(2, \mathbb{R}) \simeq SL(2, \mathbb{R}) \times \mathbb{R} .
\]

(4.1)
Figure 3. The parameter space for the diameter diagram. More precisely it is the projective version gotten by taking the section through the plane $x_1 + x_2 + x_3 = \text{const}$. The triangle vertices represent the axes, for example the top vertex (denoted by A) represents the $x_1$ axis and the bottom edge represents the $x_1 = 0$ plane. The circle represents the $\lambda = 0$ cone. The dashed line denotes the $s^1 = 0$ plane, where $s^i$ are defined in (3.3).

The $SL(2, \mathbb{R})$ subgroup preserves the Heron/Källén invariant $\lambda$ defined in (2.8), which is a quadratic form with signature (2,1). Hence we may identify $SL(2, \mathbb{R}) \equiv SO(2, 1)$, namely the $SL(2)$ factor acts on $X$ space through Lorentz transformations. Therefore the $SL(2)$ orbits are surfaces of constant $\lambda$. The $\mathbb{R}$ factor acts as radial rescaling (this is true for all diagrams).

Fig. 3 summarizes the foliation of parameter space into G-orbits. Restricting our attention to the quadrant of positive mass-squared $x_1, x_2, x_3 \geq 0$ represented by the inside of the triangle in the figure, we note the $\lambda = 0$ cone which is represented by a circle in the figure. This cone, which is a light cone of the above mentioned 2 + 1 Minkowski space is a degenerate 2d orbit of $G$. It separates the positive quadrant into the following 3d orbits

- Outside the cone, namely positive $\lambda$ ("spacelike"). This region is separated by the quadrant into three parts which are related to each other through the $S_3$ permutation symmetry.

- Inside the cone, namely negative $\lambda$ ("timelike").

The SFI equation set requires a boundary condition in order to determine for each orbit the free constant in the general solution (3.7), as we now turn to discuss.

Outside the cone
For concreteness we shall consider the upper region between the circle and the triangle in the figure, where $m_1 > m_2 + m_3$.

---

\footnote{This is a natural condition and it keeps the $j$ sources away from their branch cut, and so single valued.}
In this region we choose as base point the (projective) point $m_2 = m_3 = 0$, denoted by $A$ in the figure. At this point the diagram can be readily evaluated using direct integration in the Schwinger parameter space (see appendix A) to

$$I_A = \pi^d \mu^{d-3} \Gamma (2 - d) \frac{2\pi}{\sin \frac{d\pi}{2}} \tag{4.2}$$

where the parameter $\mu$ defines all the masses as follows

$$x_1 = \mu, \quad x_2 = x_3 = 0 \tag{4.3}$$

In order to compare with the general solution (3.7) we must specify the so-far unspecified contours of integration in the complex $s$ plane. The integrand $(s^2 - \lambda/4)^{a-1}$ has branch cuts which we choose conventionally to be where $s^2 - \lambda/4$ is real and negative. For positive $\lambda$ this determines the branch cuts in the $s$ plane to be cross-shaped as shown in figure 4, namely either $\Re (s) = 0$ or $\Im (s) = 0$ and $|\Re (s)| \leq \sqrt{\lambda}/2$.

Next we wish to locate $s_1, s_2, s_3$ relative to the branch cuts. $s^1 = 0$ determines a plane in parameter space shown as a dashed line in fig. 3 (it passes through the points $x_1 = x_2, x_3 = 0$ and $x_1 = x_3, x_2 = 0$ which are the points where the circle is tangent to the triangle). Therefore within the region under discussion we have negative $s^1$ and positive $s^2, s^3$ (more precisely $s^1 \leq -\sqrt{\lambda}/2, s^2, s^3 \geq \sqrt{\lambda}/2$).

Each $s^i$ is the end-point of a contour. The starting points are arbitrary and their choice fixes the coefficient of the homogeneous solution. On dimensional grounds the starting point can only be a multiple of $\sqrt{\lambda}$. For simplicity and with hindsight we choose all starting points to be at infinity $-\infty$ for $s^1$ and $+\infty$ for $s^2, s^3$, as shown in the figure, so that the contours do not cross the branch cut.

In summary, we have chosen the contour $C$ in the $s$ plane to be a formal sum of three segments as follows

$$\int_C : = \int_{-\infty}^{s^1} + \int_{s^2}^{+\infty} + \int_{s^3}^{+\infty} = \int_{-\infty}^{s^1} - \int_{s^2}^{+\infty} - \int_{s^3}^{+\infty} \tag{4.4}$$

In order to determine the coefficient of the homogeneous solution we evaluate the integral at point A (4.3). The values of the $s^i$ variables are $s^2 = s^3 = -s^1 = \mu/2$ and $\lambda$ is given by $\lambda = \mu^2$. Integrating

$$\tilde{I}_A : = \int_C (s^2 - \lambda/4)^{a-1} ds' = -\int_{\mu/2}^{+\infty} (s^2 - \mu^2/4)^{a-1} ds' = -\left(\frac{\mu}{2}\right)^{2a-1} \int_{s^2}^{+\infty} (s^2 - 1) \, ds = -\left(\frac{\mu}{2}\right)^{2a-1} \frac{1}{2} B \left(a, \frac{1}{2} - a\right) \tag{4.5}$$
Figure 4. Contours of integration in the $s$ plane for the upper region outside the cone in $X$ space, namely positive $\lambda$ and $m_1 > m_2 + m_3$. The branch cuts are shown by dashed lines.

where $B(a, b)$ denotes the Beta function and we changed variables $s \rightarrow \tilde{s} := 2s/\mu$ to reach the second line and then $\tilde{s} \rightarrow t := 1/\tilde{s}^2$ in order to reach the third.

Combining (3.7, 3.9, 4.2,4.5) we find

$$c_d \text{ const} I_0 = c_d \tilde{I}_A - I_A = 0 \tag{4.6}$$

and hence $\text{const} = 0$.

Summarizing, in this region

$$I = c_d \left[ \int_{-\infty}^{s_1} - \int_{s_2}^{+\infty} - \int_{s_3}^{+\infty} \right] (s^2 - \lambda/4)^{a-1} \, ds' \tag{4.7}$$

where $a$, $s'$, $c_d$, were defined in (2.6, 3.3, 3.9), respectively.

Inside the cone

We turn to the region inside the cone, shown as the inside of the circle in fig. 3. Now $\lambda$ is negative and the cut structure in $s$ space, which is determined by the locus of negative values of $s^2 - \lambda/4$, opens up to become fig. 5 where the branch cut extends along $\Re(s) = 0$ for $|\Im(s)| \geq \sqrt{-\lambda}$ (compare with fig. 4).

Now there are no cuts on the real $s$ axis and so the contour $C$ remains well-defined. However, (4.4) is not symmetric in the $s^i$. That was justified outside the cone since the variables differed in their signs, but the inside of the cone is symmetric.

Still, it is possible to rewrite the analytic continuation of $C$ in a manifestly $S_3$ symmetric way, namely

$$\int_C = \int_{-\infty}^{s_1} - \int_{s_2}^{+\infty} - \int_{s_3}^{+\infty} = \int_{-\infty}^{+\infty} - \int_{s_1}^{+\infty} - \int_{s_2}^{+\infty} - \int_{s_3}^{+\infty} \tag{4.8}$$
where now the first segment which runs all over the real $s$ axis does not cross a cut and hence is well defined.

This contour is a viable candidate for setting the constant, namely the mass universal part in the region inside the cone. However, this cannot be inferred from the differential equations alone, since they relate only values lying on the same $G$ orbit, while by construction the inside and the outside of the cone belong to different orbits.

We determine the constant by comparison with expressions in the literature. Comparison with [7] eq. (4.16) shows that (4.8) is indeed valid, see appendix B for details. In addition, we found agreement with the results of [8] obtained through the Mellin-Barnes transform, by comparing at the equal mass base-point $x_1 = x_2 = x_3$ (the center of the circle in fig. 3), see e.g. eq. (21) of [9].

We note that the constant was set through comparison with results outside the SFI method. I expect that the SFI method can be supplemented by a boundary condition for the SFI differential equations at the singular locus which would allow an alternate derivation. In fact, the current result may be helpful towards formulating such a boundary condition.

### 4.1 The full expression

Summarizing all the preceding derivations, the most general diameter integral defined in (2.1) is given by

$$ I(x_1, x_2, x_3; d) = c_d \int_C \left( s'^2 - \lambda/4 \right)^{d/2-2} ds' $$

where the diameter constant $c_d$ is given by (3.9) and the contour $C$ depends on the region in parameter space and is given by

$$ \int_C = \begin{cases} 
\int_{-\infty}^{s_1} - \int_{s_2}^{+\infty} - \int_{s_3}^{+\infty} & \text{Outside the cone where } \lambda > 0 \\
\int_{-\infty}^{+\infty} - \sum_{i=1}^{3} \int_{s_i}^{+\infty} & \text{Inside the cone where } \lambda < 0 
\end{cases} $$

(4.10)
The $s^i$ variables are defined in (3.3). Inside the cone, where both contour definitions avoid branch cuts, they coincide.

Note that (4.9) can be written as

$$I = c_t \int_C j' \left( s'^2 - \frac{\lambda}{4} \right) ds'$$

(4.11)

where $j$ is the bubble diagram (2.5), thereby stressing that (4.9) represents a line integral over simpler diagrams, just like SFI leads us to expect.

For completeness we recall that the integral

$$\int_{s'}^{\infty} \left( s'^2 - \frac{\lambda}{4} \right) ds'$$

(4.12)

can be expressed by the incomplete Beta function $B(x; a, b)$, as follows. For $\lambda \geq 0$ (4.12) is given by the following two alternative expressions

$$\frac{1}{2} \left( \frac{\lambda}{4} \right)^{\frac{d-3}{2}} \left[ B \left( \frac{d}{2} - 1, \frac{3 - d}{2} \right) - B \left( 1 - \frac{\lambda}{4s^2}, \frac{d}{2} - 1, \frac{3 - d}{2} \right) \right] =$$

$$\lambda^{\frac{d-3}{2}} \left[ B \left( \frac{d}{2} - 1, 3 - d \right) - B \left( 1 - \frac{\sqrt{\lambda}}{s + \sqrt{\lambda/4}}, \frac{d}{2} - 1, 3 - d \right) \right]$$

(4.13)

where $B(a, b) := B(1; a, b)$ is the (complete) Beta function. We note that at point A (4.3) all the incomplete Beta function vanish and $I$ is given by a complete Beta function (4.5).

For $\lambda \leq 0$ (4.12) is given by

$$\frac{1}{2} \left( \frac{|\lambda|}{4} \right)^{\frac{d-3}{2}} \left[ B \left( \frac{1}{2}, 3 - d \right) - B \left( 1 - \frac{|\lambda|}{|\lambda| + 4s^2}, \frac{1}{2}, 3 - d \right) \right]$$

(4.14)

The incomplete beta function, in turn, is a special case of the hypergeometric function $2F_1$

$$B(x; a, b) = \frac{x^a}{\Gamma(a)} \frac{\Gamma(1 - b; a + 1; x)}{\Gamma(1 - b)} .$$

(4.15)

For more properties of these functions see [6] eq.s (4.15-4.21).

5 Underlying triangle geometry

[10] introduced a geometric approach to Feynman integrals linking them to certain polyhedra, see also [13], and [9] related it to the diameter diagram. Following them we interpret the end expression (4.9) in terms of the geometry of a triangle whose sides are $m_1, m_2$ and $m_3$ as shown in fig. 6.

The case of the diameter diagram is very close to the 1-loop propagator diagram (“bubble”) which was discussed in [10], see also [6] for a treatment through SFI where the underlying triangle geometry is discussed in section 5.

When $m_1, m_2, m_3$ satisfy the triangle inequalities they define a unique triangle in Euclidean plane (in fact, since each edge is timelike, we should think of it as a 2-time plane).
Moreover, when the triangle inequality is violated, for example if \( m_1 > m_2 + m_3 \) a unique triangle is defined in a \( 1 \+ 1 \) Lorentzian space [6]. The first case occurs inside the \( \lambda = 0 \) cone in parameter space, while the second occurs outside. Altogether any point in \( X \) determines a unique triangle in a plane of a determined signature.

The quantity \( \lambda \) is related to the area \( A \) of the (Euclidean) triangle through Heron’s formula, namely

\[
A^2 = -\frac{1}{16} \lambda .
\]  

(5.1)

The quantity \( s^1 := (x_2 + x_3 - x_1)/2 \) is interpreted after recalling that \( x_i \equiv (m_i)^2 \) and using the law of cosines to be

\[
s^1 = m_2 m_3 \cos \alpha_1
\]  

(5.2)

where \( \alpha_1 \) is the angle between \( m_2 \) and \( m_3 \). In addition, \( s^i \) is proportional to the Legendre conjugate of \( x_i \) with respect to \( \lambda \), namely

\[
s^i = \frac{1}{4} \frac{\partial}{\partial x_i} \lambda
\]  

(5.3)

and the Legendre transform is

\[
\lambda = -4 (s^1 s^2 + s^1 s^3 + s^2 s^3)
\]  

(5.4)

Finally we recall that by construction

\[
(s^1)^2 - \lambda/4 = (s^1 + s^2)(s^1 + s^3) = x_2 x_3 ,
\]  

(5.5)

where the Left Hand Side is related to the integrand of the result.

6 Divergences

This section analyses the expression for the value of the diagram (4.9) focusing on divergences in various dimensions. Part of the motivation is to provide independent tests for the expression beyond the comparison with the literature.

Dimensional regularization is known to translate divergences into poles in the \( d \) plane. The current approach which strives to determine the dependence of the integral on all of its
possible parameters, allows one to clearly distinguish between different types of divergences. \textit{UV divergences} are independent of masses and kinematical invariants and hence \textit{are generic in parameter space}. Conversely, IR divergences are local in parameter space, namely they occur when some condition is met.

**Lemma.** Many of the pole series below will be derived through a uniform mechanism, which we turn to describe. Consider an integral of the form

\[ \int_{\infty}^{\infty} dy \, y^{a(d)} \left[ 1 + O\left( \frac{\mu}{y^c} \right) \right] \]  

(6.1)

where \( y \) is any integration parameter, \( d \) is the spacetime dimension, \( a(d) \) is a function of \( d \) which is normally linear in \( d \), namely \( a(d) = a \, d + b \), \( \mu \) is a parameter and finally \( \mu/y^c \), \( c > 0 \) is the expansion parameter of the integrand near \( y = \infty \). A pole appears at order \( k \) of the expansion when

\[ 1 + a(d_k) - kc = 0 \quad k = 0, 1, 2, \ldots \]  

(6.2)

namely

\[ d_k = \frac{1}{a} \left( -b - 1 + kc \right). \]  

(6.3)

A closely related case is an integral near 0 of the form

\[ \int_{0}^{\infty} \frac{dy}{y^{d(d)}} \left[ 1 + O\left( \frac{y^c}{\mu} \right) \right]. \]  

(6.4)

This time poles appear at

\[ 1 - a(d_k) + kc = 0 \quad k = 0, 1, 2, \ldots \]  

(6.5)

**UV divergences**

Here we shall study the UV divergences first from the definition of the integral (2.1) and the associated parameter representation (Schwinger parameters), and then from the expression for its value (4.9).

\textbf{1.} \( \alpha \) \textbf{plane}. Consider (2.1) and the associated parametric representation

\[ I = \int_{0}^{\infty} \, d\alpha^1 d\alpha^2 d\alpha^3 U \left( \left\{ \alpha^1 \right\}_{i=1}^{3} \right)^{-d/2} \]

\[ U := \alpha^1 \alpha^2 + \alpha^1 \alpha^3 + \alpha^2 \alpha^3 \]  

(6.6)

where \( U \) is the Kirchhoff-Symanzik polynomial.

UV divergences can arise from several regions of integration. The first region is \( l_1, l_2 \to \infty \) where the integral behaves as

\[ I \sim \int_{0}^{\infty} \frac{d(l^2)^{d/2-1}}{(l^2)^3} \left[ 1 + O\left( \frac{\mu}{l^2} \right) \right], \]  

(6.7)
and therefore (6.3) implies a series of poles at \( d = 3, 4, 5, \ldots \). Equivalently, the corresponding region in \( \alpha \) parameter space is \( \alpha^1, \alpha^2, \alpha^3 \to 0 \). Defining \( \alpha = \alpha^1 + \alpha^2 + \alpha^3 \) and rescaling to define \( \beta^i \) through \( \alpha^i = \alpha \cdot \beta^i \) the integral (6.6) is found to behave as

\[
I \sim \int_0^\infty (\alpha)^2 d\alpha (\alpha)^{-d} \exp(-\mu \alpha) \times \ldots \tag{6.8}
\]

where the ellipsis denote an integration over the \( \beta^i \) variables. Using (6.5) we reproduce the above mentioned list of poles.

The second region is \( l_1 \to \infty, l_2 \) fixed. An analogous procedure yields the pole series \( d = 4, 6, 8, \ldots \). Due to the multiplicative structure of (6.8) the two series add in multiplicity to produce \( d = 3, 4^2, 5^2, 6^2, \ldots \) where throughout this section superscripts denote pole multiplicity. Other single loop regions such as \( l_2 \to \infty, l_1 \) fixed, do not provide additional poles.

The analysis of the pole structure in the \( l/\alpha \) plane is summarized in the following table

| Region                  | pole series | comments                  |
|-------------------------|-------------|---------------------------|
| \( l_1, l_2 \to \infty \) | 3, 4, 5, \ldots | equiv. to \( \alpha^1, \alpha^2, \alpha^3 \to 0 \) |
| \( l_1 \to \infty, l_2 \) fixed | 4, 6, 8, \ldots | equiv. to \( \alpha^1, \alpha^3 \to 0 \), \( \alpha^2 \) fixed |
| Total                   | 3, 4^2, 5, 6^2, \ldots |

**s plane.** The expression (4.9) is a product of \( c_d \), the diameter constant, with a function which depends on \( s^1, s^2, s^3 \). The poles of \( c_d \) (3.9) are recognized to be \( d = 2, 4^2, 6^2, 8^2, \ldots \).

The \( s \) integral behaves as

\[
I \sim \int_0^\infty (s^2 - \lambda/4)^{d/2 - 2} ds' \sim \int_0^\infty ds' s'^{d-4} \left[ 1 + O\left( \frac{\lambda}{s^2} \right) \right] \tag{6.10}
\]

and hence has poles at 3, 5, 7, \ldots.

In order to have agreement with (6.9) \( I/c_d \) must have a zero for \( d = 2 \) at all values of the parameters. Indeed this is found to be the case. Inside the \( \lambda = 0 \) cone this zero is a consequence of the identity that the sum of angles of a (Euclidean) triangle is \( \pi \). On the cone this will be seen in the next subsection below (6.15). Finally outside the cone the \( d = 2 \) zero is a result of

\[
I/c_d \propto \log \prod_{i=1}^3 \frac{s^i + \sqrt{\lambda}/2}{s^i - \sqrt{\lambda}/2} = \log \frac{A(\{s^i\}) + 0 \cdot \sqrt{\lambda}}{A(\{s^i\}) - 0 \cdot \sqrt{\lambda}} = 0 \tag{6.11}
\]

where \( A(\{s^i\}) = s^1 s^2 s^3 + \lambda (s^1 + s^2 + s^3)/4 \) and (5.4) was used to obtain the cancellation of the coefficient of \( \sqrt{\lambda} \) in both numerator and denominator.

This zero can be represented as a negative multiplicity inside the series of poles, namely \( 2^{-1}, 3, 5, 7, \ldots \).
The following table summarizes the UV pole structure as seen in the \( s \) plane.

| component | pole series          |
|-----------|---------------------|
| \( c_d \) | \( 2, 4^2, 6^2, 8^2, \ldots \) |
| \( I/c_d \) | \( 2^{-1}, 3, 5, 7, \ldots \) |
| **Total** | \( 3, 4^2, 5, 6^2, \ldots \) |

(6.12)

The total series fully agrees with that obtained from the \( l/\alpha \) plane (6.9). It is notable that the division of the poles between the various sources works rather differently.

**The \( \lambda = 0 \) locus**

On the \( \lambda = 0 \) cone the expression for \( I \) (4.9) simplifies considerably and becomes

\[
I|_{\lambda=0} = \frac{c_d}{d-3} \sum_{i=1}^{3} (s^i)^{d-3}.
\]

(6.13)

Comparing with the available expression at \( \lambda = 0 \) (2.11), the current expression is seen to be equivalent and indeed simpler. This simplification relies on the identity

\[
\frac{x_1^2 + x_2^2 - x_3(x_1 + x_2)}{x_1 + x_2 + x_3} = s^3 \mod \lambda
\]

(6.14)

and its two permuted versions. To confirm it one may attempt \( x_1^2 + x_2^2 - x_3(x_1 + x_2) = a(x)(x_1 + x_2 + x_3) + b \lambda \) where \( a(x), b \) are yet unknown. Setting \( x_3 = -x_1 - x_2 \) allows to determine \( b \) to be \( b = 1/2 \). Now \( a(x) \) can be determined to be \( a(x) = s^3 \), thereby proving (6.14). The simplification was not manifest in (2.11) because the divisibility occurs only mod \( \lambda \).

The pole structure of (6.13) relative to the generic one (6.9, 6.12) is given by

\[
d = 5^{-1}, 7^{-1}, 9^{-1}, \ldots
\]

(6.15)

namely, the poles at \( 5, 7, 9, \ldots \) disappear locally at \( \lambda = 0 \). Note that at \( d = 2 \) the pole of \( c_d \) is still cancelled against the zero of \( I/c_d = \sum_{i=1}^{3} (s^i)^{d-3}/(d-3) = -\sum (s^i)^{-1} = \lambda/(4s^1 s^2 s^3) = 0 \), where the second to last equality uses the expression for \( \lambda \) in terms of \( s^i \) (5.4).

Analyticity. Let us comment on the analyticity of \( I(x_1, x_2, x_3) \). The expression (4.9) is analytic for all positive \( x_i \). Yet the cone \( \lambda(x_1, x_2, x_3) = 0 \) is special as the integral has a pseudo threshold over there, characterized by a solution of the Landau equations such that all momenta are collinear, yet not all of the Schwinger parameters are positive (see e.g. [14]). The prototypical example for a pseudo threshold is the bubble diagram (1-loop propagator diagram) with \( s = (m_1 - m_2)^2 \). At a pseudo threshold the diagram is analytic on the physical sheet, yet singularities exist on other sheets, for instance it may be given by a logarithm which produces an analytic function once expanded around its principal value.
IR divergences

A massless propagator. We have seen how UV divergences result in poles in the $d$-plane which are generic in the parameter space. IR divergences, on the other hand, cause additional $d$-poles to appear when some of the propagators become massless.

In this part we shall consider the case when a single propagator is massless, for concreteness $x_3 = 0$ and $x_1 \geq x_2$. In this case $s^2 = -s^1 = (x_1 - x_2)/2$, $\lambda = (x_1 - x_2)^2$ and the general expression for $I$ (4.9) simplifies to

$$I = -c_d \int_{s^3}^{\infty} (s^2 - \lambda/4)^{d/2-2} ds \quad (6.16)$$

where $s^3 = (x_1 + x_2)/2$.

A parametric evaluation (along the lines of appendix A) yields another expression in terms of a single integral

$$I = -2\pi^d \Gamma(2-d) \int_0^1 d\beta \left[ \beta x_1 + (1 - \beta)x_2 \right]^{d-3} \left[ \beta(1 - \beta) \right]^{1-d/2} \quad (6.17)$$

The two last expressions must be equivalent, though it is not apparent.

The pole structure of (6.16) differs from the generic one (6.12) by

$$d = 2 \quad (6.18)$$

namely, the addition of a pole at $d = 2$. This pole represents an IR divergence, as one might expect by inspecting the definition of the integral (2.1). The associated residue, that is, the coefficient of $1/(d - 2)$ is

$$\text{Res}_{d=2} = 2\pi^2 \frac{1}{x_1 - x_2} \log \frac{x_1}{x_2} \quad (6.19)$$

We would like to make a few comments. First, note that the general expression (4.9) is a sum of three terms, each of the same form as the one for massless $x_3$, namely (6.16). Secondly, the pole at $d = 2$ appears since $I/c_d$ no longer has a zero, which it had for generic values of the masses. Presumably this is a consequence of a change in the order of limits. Thirdly, we note that the residue (6.19) is positive for all values of $x_1, x_2$. Finally, when considering the limits of integration (4.10) and their influence on the pole structure we can identify $\infty$ as being responsible for UV divergences and hence it can be called a UV limit while by the same logic $s^1 = \sqrt{\lambda/4}$ is an IR limit.

Two massless propagators. This case is given by (4.2) and derived in appendix A. The pole structure relative to the generic one (6.12) is given by

$$d = \ldots, -4, -2, 0, 2^2 \quad (6.20)$$

Hence, the additional poles relative to the previously discussed case of a single massless propagator (6.18) are at $d = \ldots, -4, -2, 0, 2$ and describe IR divergences.
7 Summary and discussion

This paper solves the SFI equations for the diameter diagram, fig. 2. The resulting expression for the value of the diagram for the most general masses and space-time dimension is given in (4.9-4.10).

Given that the general value was already determined in 1992 by Ford Jack and Jones [7] and by Davydychev and Tausk [8] I would like to explain the value added by the current paper.

First, this paper demonstrates the utility of the SFI equations, whose solution determines the dependence of the integral on all of its parameters (since the co-dimension of the SFI group is 0), up to a determination of a base point in parameter space (two massless propagators) as well as either a boundary conditions at $\lambda = 0$ or a second base point at equal masses.

Secondly, we can compare the expression in this paper with the literature. Davydychev and Tausk (DT) used the Mellin-Barnes transform\(^3\) and obtained an expression in terms of the hypergeometric function – see eq.s (4.5,4.12) there. Ford Jack and Jones (FJJ) solved differential equations through the method of characteristics and obtained an integral expression - see eq.s (4.14,4.16) there. This expression is equivalent to that of DT, yet simpler in the sense that it is clear how to pass from the FJJ expression to the DT expression, but not vice versa. Comparing with the expression in this paper one finds that it has the same integrand as the FJJ expression, yet the integration limits (or integration contour) are different, though equivalent. The current contour has the advantage of manifest continuity at $\lambda = 0$. In addition, inspired by [9, 10] this paper provides a geometrical interpretation of elements of the result in section 5.

Thirdly, we compare methods of derivation. The SFI method defines a set of differential equations, (2.3-2.4), and uncovers its underlying geometry in parameter space. The individual differential equations are the same as those obtained in the DE method, and employed by FJJ, yet SFI stresses the equation set as a whole. In fact, FJJ do not state the equation set, even though several of the equations are mentioned and solved.

This paper supplies three derivations with the hope that different methods may be useful in future analyses of other diagrams. The first derivation shares the same method as FJJ while the other are novel and employ the $S_3$ permutation symmetry or partial invariants, which are especially inspired by the SFI perspective.

Fourth, we analyze the UV and IR divergences for this diagram in general dimension in section 6.

In summary, we demonstrate the utility of the SFI equations for evaluating the diameter diagram. Our treatment is close to that of FJJ, yet the current expression for the result differs a bit as discussed above, it is interpreted geometrically, novel derivations are provided and an analysis of divergences is given.

\(^3\) The Mellin-Barnes (MB) transform of massive propagators was introduced in [15] – see also references therein.
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A Evaluation at $m_2 = m_3 = 0$

In this appendix we detail the evaluation of the diameter diagram when two of the propagators are massless, namely $x_1 = \mu$, $x_2 = x_3 = 0$, see also figure 7.

The computation is performed in a rather standard way. First we analytically continue to the Euclidean integral

$$I_A = (i)^L \left( -i \right)^P I_A^E = +I_A^E$$  \hspace{1cm} (A.1)

where $I_A$ is the Lorentzian integral under study, $L = 2$ is the number of loops, $P = 3$ is the number of propagators and $I_A^E$ is the Euclidean integral which we proceed to define
and compute

\[ I_A^E := \int \frac{d^d l_1 d^d l_2}{((l_1)^2 + \mu) (l_2)^2 (l_1 + l_2)^2} = \]

\[ = \int_0^\infty d\alpha^1 d\alpha^2 d\alpha^3 \exp(-\alpha^1 \mu) \times \]

\[ \times \int d^d l_1 d^d l_2 \exp \left(- \left[(\alpha^1 + \alpha^3)(l_1)^2 + 2\alpha^3 l_1 \cdot l_2 + (\alpha^2 + \alpha^3)(l_2)^2 \right] \right) = \]

\[ = \pi^d \mu^{d-3} \Gamma(3 - d) \int_0^\infty d\tilde{\alpha}^2 d\tilde{\alpha}^3 \left[ \tilde{\alpha}^2 + \tilde{\alpha}^3 + \tilde{\alpha}^2 \tilde{\alpha}^3 \right]^{-d/2} = \]

\[ = \pi^d \mu^{d-3} \Gamma(2 - d) \frac{1}{\sin(\pi d/2)} . \] (A.2)

The first line is the definition of the Euclidean integral, in the 2nd the Schwinger parameters are introduced, next we integrate over the loop momenta and the Kirchhoff-Symanzik polynomial appears. In passing to the 4th equality we make use of \( x_2 = x_3 = 0 \) to define \( \tilde{\alpha}^2 := \alpha^2/\alpha^1, \tilde{\alpha}^3 := \alpha^3/\alpha^1 \) and integrate over \( \tilde{\alpha}^1 \). Next we integrate over \( \tilde{\alpha}^3 \). In passing to the last line we use \( \Gamma(3 - d)/(2 - d) = \Gamma(2 - d) \) as well as

\[ \int_0^\infty d\tilde{\alpha}^2 \frac{(\tilde{\alpha}^2)^{1-d/2}}{1 + \tilde{\alpha}^2} = \int_0^1 dy y^{d/2-2} (1 - y)^{1-d/2} = \]

\[ = B \left( d/2 - 1, 2 - d/2 \right) = \frac{\pi}{\sin(\pi d/2)} \] (A.3)

where we changed variables to \( y := 1/(1 + \tilde{\alpha}^2) \), and used the gamma function identity (C.2) to simplify the beta function.

Summarizing

\[ I_A = \pi^d \mu^{d-3} \Gamma(2 - d) \frac{2\pi}{\sin(\pi d/2)} . \] (A.4)

Test. We test the overall sign by noting that the integrand in the definition of \( I_E \) is positive, and in the range of dimensions \( 2 < d < 3 \) there are neither UV nor IR divergences, and hence \( I_E \) should be positive, as indeed (A.4) confirms.

**B** Comparison inside the cone

Here we detail how comparison with [7] allows to determine the mass-universal constant inside the cone given by the contour (4.8). This reference uses the method of characteristics to solve certain differential equations (which are included in the SFI set), at least outside the cone. Regarding the region inside the paper states that “it is possible to derive” eq. (4.16) which in the current notation reads

\[ I = -I(\sqrt{-\lambda}, 0, 0) \sin \frac{\pi d}{2} + c_d \left[ \sum_{i=1}^3 \int_0^{s_i} \right] (s^2 - \lambda/4)^{d/2-2} ds' . \] (B.1)
The first term can be evaluated through (4.2) to
\[ I(\sqrt{-\lambda}, 0, 0) \sin \frac{\pi d}{2} = \pi^d \sqrt{-\lambda}^{d-3} 2\pi \Gamma(2 - d) \] (B.2)

On the other hand the same expression equals also
\[ c_d \int_0^\infty (s'^2 - \lambda/4)^{d/2 - 2} ds' \] (B.3)

where the computation uses the integral \( \int_0^\infty (s^2 + 1)^{d/2 - 2} ds = B \left( \frac{1}{2}, \frac{3-d}{2} \right) /2. \)

Together this implies that (B.1) can be represented by the contour
\[ \int_{C_{FJJ}} = \sum_{i=1}^3 \int_0^{s_i} - \int_0^\infty \] (B.4)

which equals
\[ \sum_{i=1}^3 \left( \int_0^\infty - \int_0^{s_i} \right) - \int_0^\infty = \int_{-\infty}^{+\infty} - \sum_{i=1}^3 \int_{s_i}^\infty \equiv \int_C , \] (B.5)

namely the contour (4.8), thereby completing the computation.

C Gamma function identities

In this short appendix we collect identities of Gamma functions

\[ x\Gamma(x) = \Gamma(x + 1) \] (C.1)
\[ \Gamma(x) \Gamma(1 - x) = \frac{\pi}{\sin \pi x} \] (C.2)
\[ \Gamma(x) \Gamma \left( x + \frac{1}{2} \right) = \frac{\sqrt{\pi}}{2^{2x-1}} \Gamma(2x) \] (C.3)
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