Federated Learning (FL) has emerged as a means of distributed learning using local data stored at clients with a coordinating server. Recent studies showed that FL can suffer from poor performance and slower convergence when training data at clients are not independent and identically distributed. Here we consider a new complementary approach to mitigating this performance degradation by allowing the server to perform auxiliary learning from a small dataset. Our analysis and experiments show that this new approach can achieve significant improvements in both model accuracy and convergence time even when the server dataset is small and its distribution differs from that of the aggregated data from all clients.

I. INTRODUCTION

Federated Learning (FL) is a recent paradigm in which multiple clients collaborate under the coordination of a central server to train machine learning (ML) models [12]. A key advantage is that clients need not send their local data to any central server or share their data with each other. Performing learning where the data is generated (or collected) is becoming necessary as a large and growing amount of data is created at the network edge and cannot all be forwarded to any central location due to many factors such as network capacity constraints, latency requirements, and data privacy concerns [4].

In its basic form, FL trains a global model for all clients based on the following high-level iterative procedure. At each global round: 1) the central server selects a subset of clients and shares the current global model with them, 2) each selected client updates the model using only its local data and forwards the updated model to the central server, and 3) the central server aggregates the updated local models from the clients to update the global model. This process is repeated until certain convergence criteria are satisfied.

Background: Conventional FL techniques, such as the well-known Federated Averaging (FedAvg) algorithm [22], carry out model aggregation by averaging the model parameters received from the clients. This performs well when clients have access to independent and identically distributed (IID) training samples. In practice, however, the local data available to the clients often do not satisfy this IID assumption for different reasons. For instance, clients may collect data from different sources, using different tools, under different conditions, or only have access to partial or biased data, which can cause the distributions of the samples or features at different clients to differ considerably. Such divergences are also referred to as drifts or shifts, and can take different forms [13].

Large divergences can cause conventional FL techniques to suffer from poor model performance and slow training convergence [6], [8], [12], [14], [18], [33]. For example, feature divergence, where the distributions of features differ at different clients, may cause local models to focus on different features or even use different feature representations. Non-IID training data can also cause clients to optimize their local models toward local optima that can differ significantly from global optima. This can further cause the weights of clients’ local models to diverge [21], [33]. As a result, simply averaging local models may not move the aggregated model toward a global optimum.

Recently, growing efforts have been devoted to improving FL performance for non-IID data. The following are several representative categories of approaches.

- **Personalization:** Clients personalize their local models to perform well on their local data [6], [11], [16], [17], [26]. Personalization can be for individual clients or groups of clients (e.g., clients that have similar training data or contribute similar model updates to the server) [3], [9]. Many real-world applications, however, desire a common model for all clients. For example, consider autonomous vehicles (AVs) in different geographical regions learning to recognize stop signs. The snow-covered stop signs in northeast United States can look very different from those along the sunny southern country roads. Since cars can travel anywhere, they will benefit from a model that can work well everywhere.

- **Changing how clients learn or contribute:** Several approaches aim to better align the objectives of clients that can diverge due to non-IID training data, e.g., [24], [30]. Clients may use Batch Normalization to alleviate local model divergence caused by non-IID data [19]. Batch Normalization [10] has been used in deep learning to mitigate the impact of domain shifts (i.e., differences between training data distribution and test data distribution). Various methods have also been proposed to choose a subset of the clients to participate in each round of FL to counterbalance distribution shifts [25], [32].

- **Changing how the server aggregates local models:** This approach alters the aggregation method of local models based on, e.g., their distances to an estimated global model baseline [28], or additional client states or control variates [14].
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Our main observation is that these existing FL algorithms do not consider the central server as a learner or assume that the server has no training data. In practice, however, the server can and often have access to some training data. For example, the server may receive data from sensors and testing devices that do not participate in the learning process. It may have synthetic data obtained from simulation (or emulation) and digital twins. The server may also receive some raw data directly from the clients; this is often required to, for example, support system monitoring and diagnosis.

Consider again AVs, as an example, which need ML models to recognize objects. Today, two main sources of data are used to train and test such models. First, test vehicles are used to scout selected areas to collect real-world data. Note that this typically imposes no privacy concerns. It, however, may require large fleets of test vehicles, take years to accomplish, incur heavy costs, and yet still fail to collect enough data to cover the vast range of possible learning needs [31]. Therefore, the AV industry is increasingly relying on a second source of data – synthetic data, typically generated in the cloud – to extend model training and testing scopes. Going forward, when some AVs participate in FL, a small fleet of test vehicles, which may not all participate in FL, can still be used to collect and send data to the server to compensate the data that the FL clients can collect.

Sharing a common IID training dataset with all clients (so that each client will train its local model on its local data plus this common dataset) has been shown to improve FL performance with non-IID data [13], [17], [33]. But, this method, which we refer to as FL with data sharing or simply data sharing, also increases clients’ workload, making them less suitable for resource-constrained devices. More importantly, it is often impractical for clients to share data with each other due to privacy concerns, network bandwidth constraints, and latency requirements. We will show that it is unnecessary to share such common datasets among clients, as comparable or better performance can be achieved by having the server learn from the same dataset.

Several recent works have considered server learning with some centralized data, e.g., hybrid training [27], mixed FL [1], and FL with server learning [20]. However, [27] analyzes only the case where both clients’ data and server data are IID and their algorithm requires all clients to participate in every round. Similarly, [1] assumes IID client data and considers server’s role as a regularizer. In contrast, [20] focuses on FL with non-IID client data. In this paper, we build upon our work in [20] to study the idea of using server learning to enhance FL on non-IID data and provide both analytical and experimental results showing that this approach can be effective under certain conditions. Therefore, the primary focus of our study and reported analysis are fundamentally different from those in [1] and [27].

**Contributions:** We consider a new FL algorithm that incorporates server learning to improve performance on non-IID data. Specifically, the server collects a small amount of data, learns from it, and distills the knowledge into the global model incrementally during the FL process. We refer to this method as Federated Learning with Server Learning (FSL). Our main contributions can be summarized as follows:

- Through our analysis and experimental studies, we show that FSL can significantly improve the performance in both final accuracy and convergence time when clients have non-IID data. Also, only a small amount of data is needed at the server for FSL to improve performance, even when the server data distribution deviates from that of the aggregated data stored at the clients. As expected, the training performance improves as such distribution divergence diminishes.

- By incorporating server learning with FL in an incremental fashion, we will demonstrate that FSL significantly accelerates the learning process when the current model is far from any (locally) optimal model.

- FSL is simple and can be tuned relatively easily, even when the server dataset is relatively small. Compared to FL, FSL adds only a local learning component to the server and does not affect the clients. Thus, FSL has the same per-round communication overhead as FL while practically requiring to tune only one additional parameter, which is the weight given to server’s loss function. Our experimental studies show that the performance improvement of FSL remains significant for a relatively large range of this weight.

In our experiments, FSL consistently outperforms the data sharing method in [33], suggesting that sharing common datasets with clients might be unnecessary. We also demonstrate that by employing a small amount of data from either a few clients or other data sources (including synthetic data) for server learning, FSL can achieve similar (and often better) performance compared to FedDyn [7] and SCAFFOLD [14], while enjoying a significant boost in learning rate at the beginning.

Preliminary results of this paper appeared in [20], where only the main algorithm and limited experimental results using IID server data were reported. In this paper, we provide a theoretical analysis of FSL and more extensive experimental evaluations, including a comparison with SCAFFOLD algorithm using non-IID server data.

The rest of the paper is organized as follows. The problem formulation and our algorithm are given in § II. Main convergence results are presented in § III followed by experimental evaluations in § IV. Conclusions are given in § V. All the proofs and additional numerical results can be found in our technical report in Appendices A and B respectively.

**Notation:** For each integer $n > 0$, we use $[n]$ to denote the set $\{1, \ldots, n\}$. For a finite set $D$, $|D|$ denotes its cardinality. For any vector $x$, $\|x\|$ denotes its 2-norm. We denote by $\langle x, y \rangle$ the inner product of two vectors $x$ and $y$. A function $f : D \to \mathbb{R}$ is said to be smooth with parameter $L$, or simply $L$-smooth, if $f(x) - f(y) - \langle \nabla f(y), x - y \rangle \leq \frac{L}{2}\|x - y\|^2$ for all $x, y \in D$. For a random variable $X$, we use both $\mathbb{E}[X]$ and $\mathbb{E}X$ to denote its expected value.
II. Problem Formulation and Our Approach

In this section, we first present our problem formulation in connection with the data sharing approach, and then delineate the FSL algorithm aimed at coping with non-IID data.

A. Problem Formulation

Consider the following ML problem in which we train a model to minimize an empirical loss:

\[
\min_{x \in \mathbb{R}^d} F(x) = \frac{1}{n} \sum_{i \in [n]} \ell(x, s_i),
\]

where \( x \in \mathbb{R}^d \) is the vector of model parameters that need to be learned, \( D = \{s_1, \ldots, s_n\} \) is the set of training samples, and \( \ell(x, s_i) \) is the loss for sample \( s_i \) under model \( x \).

In FL, the goal remains the same, which is to minimize the total loss, but training data are distributed at multiple clients. Suppose that there are \( N \) clients and the dataset \( D \) is partitioned into \( \{D_1, D_2, \ldots, D_N\} \), where \( D_i \) is the local dataset at client \( i \). For each \( i \in [N] \), define \( n_i := |D_i| \) and \( f_i(x) := \frac{1}{n_i} \sum_{s \in D_i} \ell(x, s) \) to be the loss function of client \( i \) over its own dataset \( D_i \) under model \( x \). Then, problem (1) can be reformulated as follows with \( p_i = \frac{n_i}{n} \) for all \( i \in [N] \):

\[
\min_{x \in \mathbb{R}^d} F(x) = \sum_{i \in [N]} p_i f_i(x).
\]

Suppose that the server also has access to a dataset \( D_0 \) with \( n_0 = |D_0| \). In the algorithm of [33], a subset of samples in \( D_0 \) is shared with all clients and is not utilized by the server. Each client \( i \) implements the conventional FL algorithm using the augmented dataset \( D'_i = D_i \cup D_0 \). Under such data sharing, the optimization problem in (1) is modified as follows to reflect the change in clients’ datasets:

\[
\min_{x \in \mathbb{R}^d} F'(x) = \frac{1}{n + Nn_0} \left( \sum_{s \in D} \ell(x, s) + N \sum_{s' \in D_0} \ell(x, s') \right)
\]

Similar to (2), this problem can be rewritten using the weighted sum of clients’ loss functions as follows:

\[
\min_{x \in \mathbb{R}^d} F'(x) = \sum_{i \in [N]} p'_i f'_i(x),
\]

where \( f'_i(x) = \frac{1}{n_i + n_0} \sum_{s \in D_i} \ell(x, s) \) is the modified loss of client \( i \), and \( p'_i = \frac{n_i + n_0}{n + Nn_0} \) is the corresponding weight.

Define \( f_0 := n_0^{-1} \sum_{s \in D_0} \ell(x, s) \) to be the loss function for the samples in \( D_0 \). Using the definition of \( F \) in (1), the new objective function \( F' \) can be rewritten as

\[
F' = \frac{n}{n + Nn_0} \left( F + \frac{Nn_0}{n} f_0 \right).
\]

This tells us that the above data sharing method alters the objective function by adding the loss function \( f_0 \) for the shared samples with a weight of \( \frac{Nn_0}{n} \). It also suggests that the quality of the solution obtained from (3), relative to the original problem in (2), depends on how similar \( F \) and \( f_0 \) are: when \( F = f_0 \), the two problems become equivalent. More importantly, it shows that sharing the samples in \( D_0 \) with clients may be unnecessary; instead, the server can learn from \( D_0 \) and combine its learned model with clients’ models in a federated fashion. Having the server learn, rather than sharing training samples among the clients, avoids practical issues such as extra communication overheads, long and unpredictable network delays, and privacy concerns. It also allows us to choose the weight for \( f_0 \), which we denote by \( \gamma \), to be different from \( \frac{Nn_0}{n} \), based on the quality of \( D_0 \). This leads to a following (centralized) optimization problem:

\[
\min_{x \in \mathbb{R}^d} F + \gamma f_0.
\]

Note that our problem formulation above can be generalized to the case with expected losses as follows:

\[
\min_{x \in \mathbb{R}^d} \left( \sum_{i \in [N]} p_i f_i(x) \right) + \gamma f_0(x),
\]

where \( p = (p_i; i \in [N]) \) is a probability vector, and \( f_i(x) = \mathbb{E}_{z \sim D_i}[f_i(x; z)] \) is the expected loss function of the server \( (i = 0) \) and each client \( i \in [N] \), and \( D_i \) is the corresponding data distribution. In what follows, we will use (5) to facilitate our discussion and emphasize that our analysis applies directly to (6).

\footnote{For simplicity, we either assume that \( D_i \cap D_0 = \emptyset \) or consider any dataset as a multiset, allowing for possible multiple instances for each of its elements. Thus, we can write \( |P'_i| = |D_i| + |D_0| \).}
B. FSL Algorithm

We assume that the server has access to dataset \( D_0 \) and will augment FL with what the server learns over \( D_0 \). As stated earlier, we refer to this approach as \textit{Federated Learning with Server Learning} or FSL.

There are several ways to incorporate server learning (SL) into FL. One is to treat the server as a regular client that participates in every round of FL process \([29]\). During each global round, the server updates the current global model using \( D_0 \) and then aggregates it with the updated models reported by the clients. We call this approach \textit{non-incremental} SL. One issue with non-incremental SL is that the weight for the server would be very small when \( n_0 \ll n \), which means that the server’s contributions, based on its learning from \( D_0 \), to the global model will be minor. Moreover, this approach fails to exploit the good quality of \( D_0 \), especially when its distribution is close to that of \( D \). This issue can be partially alleviated by increasing the weight given to the server’s model in the aggregation step.

These observations motivate us to consider an \textit{incremental learning} scheme in which the server performs additional learning over dataset \( D_0 \) based on the aggregated model, as shown in Algorithm 1 below in more detail. In particular, lines 1–9 of Algorithm 1 are the same as in a conventional FL algorithm \([22]\), where in each global round \( t \), each selected client \( i \) (1) receives the current global model \( x_t \) from the server, (2) performs \( K \) steps of the Stochastic Gradient Descent (SGD) algorithm using its local data \( D_i \) (LOCALSGD) with learning rate \( \eta_i \), and (3) returns to the server its update \( \Delta_t^{(i)} \). The server then combines its current model \( x_t \) with the updates from the clients using some weight \( \eta_g > 0 \) (lines 8–9). It then uses the resulting updated model to learn locally by performing \( K_0 \) steps of LOCALSGD with learning rate \( \gamma \eta_0 \) (line 10). As one can see, our approach has the same computation and communication costs at the clients as the usual FL framework.

Note that our algorithm is similar to the incremental (stochastic) gradient method, which has been shown to be much faster than the non-incremental gradient method when the model is far from a (locally) optimal point \([2]\). While FL with local SGD also works in an incremental fashion, it often needs small learning rates, hence longer learning times, to ensure convergence when the distribution of clients’ data is heterogeneous.

Before presenting a formal analysis and experimental results, let us provide some insights into FSL. First, when the distributions of \( D_0 \) and \( D \) are close, server’s loss function \( f_0 \) will be similar to the overall loss function \( F \) in \([1]\). Consequently, if the current model is far from an optimal point, the gradient \( \nabla f_0 \) will track the global gradient \( \nabla F \), even when individual clients’ gradients \( \nabla f_i \) do not follow \( \nabla F \) closely. Therefore, when the updated model obtained by aggregating clients’ updated models does not make (much) progress, \( \nabla f_0 \) will help improve the updated model. In fact, it turns out that significant improvements can still be achieved even when the distributions of \( D_0 \) and \( D \) are not very similar as long as their difference is small in relation to the non-IIDness of clients’ data. We will elaborate on these points in the following section.

\begin{algorithm}

\textbf{Algorithm 1:} FSL: FL with Server Learning

\begin{algorithmic}[1]
\STATE Server:
\FOR {\( t = 0, \ldots, T - 1 \)}
\STATE sample a subset \( S \) of clients (with \(|S| = S\))
\STATE broadcast \( x_t \) to clients in \( S \)
\FORALL {clients \( i \in S \)}
\STATE \( x_{t,K}^{(i)} = \text{LOCALSGD}(x_t, \eta_i, K, D_i) \)
\STATE upload to server: \( \Delta_t^{(i)} = x_{t,K}^{(i)} - x_t \)
\ENDFOR
\STATE \( \Delta_t = \sum_{i \in S} \frac{\Delta_t^{(i)}}{|S|} \)
\STATE \( \bar{x}_t = x_t + \eta_g \Delta_t \)
\STATE \( x_{t+1} = \text{LOCALSGD}(\bar{x}_t, \gamma \eta_0, K_0, D_0) \)
\ENDFOR
\STATE \( y_0 = x \)
\FOR {\( k = 0, \ldots, K - 1 \)}
\STATE compute an unbiased estimate \( g(y_k) \) of \( \nabla f_i(y_k) \)
\STATE \( y_{k+1} = y_k - \eta g(y_k) \)
\ENDFOR
\end{algorithmic}

\end{algorithm}

III. Convergence Results

We first show in subsection III-A that SL can be viewed as a correction step for FL in the case of non-IID training data. Then the main convergence results are provided in subsection III-B.
A. SL as Corrections to FL When Far from Convergence

In order to simplify our discussion presented in this subsection which provides key intuition behind our approach, assume that the server can compute gradient \( \nabla f_0(x) \), \( x \in \mathbb{R}^d \), and consider the usual gradient descent (GD) method for SL. First, consider a single update carried out by the server using GD, starting with some model \( w_0 \), i.e., \( w_1 = w_0 - \eta_0 \nabla f_0(w_0) \). Suppose that \( \nabla F \) is Lipschitz continuous with parameter \( L \). Then,

\[
F(w_1) - F(w_0) \leq \langle \nabla F(w_0), w_1 - w_0 \rangle + 0.5L\|w_1 - w_0\|^2
\leq -\eta_0 \langle \nabla F(w_0), \nabla f_0(w_0) \rangle + 0.5L\eta_0^2\|\nabla f_0(w_0)\|^2. \tag{7}
\]

The above inequality indicates that SL can improve FL further when the second term in (7) is sufficiently negative so that

\[
2\langle \nabla F(w_0), \nabla f_0(w_0) \rangle > L\eta_0\|\nabla f_0(w_0)\|^2. \tag{8}
\]

This condition holds when \( \nabla f_0(w_0) \) makes an acute angle with \( \nabla F(w_0) \) (provided that \( \|\nabla F(w_0)\| > 0 \)), in which case progress can be made by using a sufficiently small step size \( \eta_0 \). This will likely be the case when the distribution of \( D_0 \) is similar to that of \( D \) and, when \( w_0 \) is far from a (local) minimizer, \( -\nabla f_0(w_0) \) will likely be a descent direction of \( F \) at \( w_0 \).

In order to further see the role of \( D_0 \), let us rewrite condition (8) as follows:

\[
\|\nabla F(w_0)\|^2 + (1-L\eta_0)\|\nabla f_0(w_0)\|^2 > \|\nabla F(w_0) - \nabla f_0(w_0)\|^2. \tag{9}
\]

This implies the following. First, the error \( \|\nabla F(w_0) - \nabla f_0(w_0)\|^2 \) in general depends on relationship between the server’s dataset \( D_0 \) and the aggregate dataset \( D \); the more dissimilar \( D_0 \) is to \( D \), the larger the error and thus the smaller the improvement.

In fact, SL can have negative impact if the error is sufficiently large. This suggests that the server dataset should be selected carefully in order to maximize the benefits of SL. As an example, consider \( D_0 \) consisting of IID samples. In this case, the error \( \|\nabla F(w_0) - \nabla f_0(w_0)\|^2 \) tends to decrease with the size of \( D_0 \) according to (sampling without replacement)

\[
\mathbb{E}_{D_0}\|\nabla f_0(x) - \nabla F(x)\|^2 = \left(\frac{n}{n_0} - 1\right)\frac{\sigma_0^2(x)}{n-1}, \tag{10}
\]

where \( \sigma_0^2(x) = \frac{1}{n} \sum_{s \in D} \|\nabla F_{\ell}(x, s) - \nabla F(x)\|^2 \) is the population variance. Thus, condition (9) can be satisfied by increasing \( n_0 \).

Second, for fixed \( D_0 \) (of reasonable quality), the inequality in (9) holds when \( \|\nabla F(w_0)\| \) is large, i.e., \( w_0 \) is far from being a stationary point, which is expected at the beginning of the training process. This is true even when \( \nabla f_0(x) \) is a biased estimate of \( \nabla F(x) \) as long as \( \|\nabla F(w_0) - \nabla f_0(w_0)\|^2 \) is strictly smaller than \( \|\nabla F(w_0)\|^2 + \|\nabla f_0(w_0)\|^2 \), i.e., the angle between the gradients is acute as mentioned earlier, for a sufficiently small step size \( \eta_0 \). Third, when \( \|\nabla f_0(w_0)\| \) is sufficiently small, e.g., when overfitting happens at the server, the improvement by SL is also insignificant. Finally, when \( w_0 \) is near a stationary point of \( F \) but far from that of \( f_0 \), i.e., \( \|\nabla F(w_0)\| \ll \|\nabla f_0(w_0)\| \), the inequality in (9) may be reversed, in which case SL can impair FL, pushing the model toward server’s local stationary points. In this case, our algorithm does not yield exact convergence but oscillates between stationary points of \( F \) and \( f_0 \), which is expected for an incremental gradient method [2]. Such convergence will be analyzed in details in the next subsection.

The above analysis also applies when the server performs multiple updates. In particular, suppose that the server performs \( K_0 \) updates of the model using the GD method with a fixed step size \( \eta_0 \):

\[
w_{t,k+1} = w_{t,k} - \eta_0 \nabla f_0(w_{t,k}), \quad k = 0, \ldots, K_0 - 1,
\]

with \( w_{t,0} = \bar{x}_t \) and \( x_{t+1} = w_{t,K_0} \). Then, repeating the steps above and summing over the iterations, we obtain

\[
F(x_{t+1}) - F(\bar{x}_t) \leq -0.5\eta_0 \sum_{k=0}^{K_0-1} \|\nabla F(w_{t,k})\|^2 + (1 - L\eta_0)\|\nabla f_0(w_{t,k})\|^2
+ 0.5\eta_0 \sum_{k=0}^{K_0-1} \|\nabla F(w_{t,k}) - \nabla f_0(w_{t,k})\|^2.
\]

Similarly to the single-update case discussed earlier, we can see that carrying out multiple updates at the server is beneficial when \( w_{t,k} \) is far from being a stationary point of either \( F \) or \( f_0 \), more precisely, \( \|\nabla F(w_{t,k})\|^2 + (1 - L\eta_0)\|\nabla f_0(w_{t,k})\|^2 > \|\nabla F(w_{t,k}) - \nabla f_0(w_{t,k})\|^2 \). This also suggests that when learning collaboratively with clients, the server should not overfit its own data, which could happen easily when \( n_0 \) is small.

B. Convergence Analysis

In this subsection, we study the convergence properties of FSL. Specifically, we will prove that, under suitable conditions on step sizes, FSL converges to a neighborhood of a stationary point of the following modified loss function

\[
\tilde{F} = \frac{1}{1+\gamma} F + \frac{\gamma}{1+\gamma} f_0
\]

This assumption is standard in FL and often holds when training neural networks. We will state this assumption formally in Section III-B.
which is simply the normalized version of that in 5, where the weight \( \gamma > 0 \) is chosen by the server. The value of \( \gamma \) should depend on the quality of server’s dataset \( D_0 \); when the distribution of \( D_0 \) is close to that of \( D \), a larger value would offer greater benefits. But, our analysis presented below does not assume that their distributions are close. Also, our experimental results demonstrate that the FSL algorithm can deliver significant benefits even when the two distributions differ considerably (see Section IV).

First, we state several assumptions under which our analysis of Algorithm 1 is carried out.

**Assumption 1.** The server and client’s local loss functions \( \{f_i\}_{i=0}^{N} \) are \( L \)-smooth on \( \mathbb{R}^d \).

This assumption is standard in the literature and is often satisfied in practice. It also implies that the global loss functions \( F \) and \( \tilde{F} \) are \( L \)-smooth. The second assumption is used to bound the gradient dissimilarity caused by clients’ non-IID data; see, e.g., 23.

**Assumption 2.** There exists a finite constant \( G \) such that \( \frac{1}{N} \sum_{i \in [N]} \| \nabla f_i(x) - \nabla F(x) \|^2 \leq G^2 \) for all \( x \in \mathbb{R}^d \).

Here, \( G \) bounds the average disparity between the gradients of clients’ loss functions and the empirical loss caused by non-IID samples at the clients; the IID case corresponds to \( G \to 0 \). Similarly, when the distributions of \( D_0 \) and \( D \) are different, there can be a discrepancy between \( \nabla f_0 \) and \( \nabla \tilde{F} \). We use the following assumption to characterize the quality of server dataset \( D_0 \).

**Assumption 3.** There exists a finite constant \( \xi \) such that \( \| \nabla f_0(x) - \nabla F(x) \|^2 \leq \xi^2 \) for all \( x \in \mathbb{R}^d \).

This assumption does not imply that the server data distribution is similar to that of the clients’ aggregate data (although this would be an ideal situation). In other words, \( \xi^2 \) is not necessarily small, and our analysis presented below examines how this bound affects the performance of FSL.

Note that the uniform bounds in Assumptions 2 and 3 are introduced to simplify presentation; what we need in our analysis is that the bounds hold for the sequence \( \{x_t\}_{t \geq 0} \) generated by our algorithm. This holds, for example, when \( \{x_t\} \) is bounded. Although those bounds are usually unknown, they quantify the extent of non-IIDness in clients’ and server’s data and facilitate our analysis.

Finally, we assume that the clients and the server can obtain unbiased noisy estimates of the gradient of their local loss functions for updating their local models. This assumption is also standard in stochastic optimization.

**Assumption 4.** All clients \( i \in [N] \) and the server \((i = 0)\) have access to unbiased estimates \( g_i \) of \( \nabla f_i \) with variance bounded by \( \sigma_i^2 \). For simplicity, we further assume that \( \sigma_i = \sigma \) for all \( i \in [N] \).

Here, \( \sigma_i \) only bounds the variance of noisy estimates for the clients and the server. Note that it is not uncommon in practice that the server has enough computing capability so that it can obtain gradient estimates with small variance. For example, when \( n_0 \) is sufficiently small, the server may utilize all samples to compute the exact gradient for each update, in which case we have \( \sigma_0 = 0 \).

Let us now briefly describe the idea to prove the convergence of FSL. For the special case when \( N = 1 \), \( K = 1 \), and \( \sigma_i = 0 \), FSL simply reduces to the incremental gradient method. For a general case, we can relate the sequence \( \{x_t\} \) generated by our algorithm to that of a centralized incremental stochastic gradient method applied to the global loss function \( \tilde{F} \), where the difference between the two is caused by client sampling and local learning steps. As a result, by choosing step sizes sufficiently small in connection with the bounds in Assumptions 2-3, we can bound such differences and relate the convergence of the two algorithms.

Our first result below demonstrates the progress in one global round of FSL, which resembles that of a centralized stochastic gradient algorithm. Here, we use \( E_t[\cdot] \) to denote the conditional expectation over the randomness at round \( t \) and define the following:

\[
\rho_s = \frac{N-S}{N}, \quad \Psi = \frac{\gamma^2 \sigma_0^2}{K_0} + \frac{\sigma^2}{K S} + \frac{\rho_s G^2}{S}.
\]

**Theorem 1.** Suppose that Assumptions 2-3 hold, and let the step sizes satisfy

\[
K_0^2 \eta g = K_0 \eta h \leq \frac{1}{4L} \min \{\eta g, 1/\gamma, 8/9\}.
\]

Then, the following holds for any \( t \geq 0 \):

\[
E_t[\tilde{F}(x_{t+1})] \leq \tilde{F}(x_t) - K_0 \eta h \| \nabla \tilde{F}(x_t) \|^2 + 5K_0^2 \eta g^2 L \Psi + 8K_0^3 \eta g^3 L^2 \left( \frac{\gamma \kappa}{1+\gamma} \xi^2 + \Phi \right) \tag{12}
\]

where \( h = \gamma + \frac{1}{2} - K_0 \eta h L \frac{1-\gamma}{\sqrt{2}} (3\gamma + 3 + 16\kappa K_0 \eta h L), \kappa = \max \{4\gamma^3, 2\eta g^{-2} + 3\gamma^2\} \) and \( \Phi = \gamma^2 \Psi + \frac{2\gamma^2}{S} \left( \frac{\sigma^2}{K} + \rho_s G^2 \right) + \eta g^{-2} (2G^2 + \frac{\sigma^2}{K}) \).

**Proof:** See Appendix A-A.

\(^3\)This conditional expectation is given the \( \sigma \)-algebra generated by random variables that determine \( x_t \).
We have the following remarks. First, condition 1\textsuperscript{11} means that the server and the clients use the same effective step size per round, which is sufficiently small in the order of $O(1/L(1 + \gamma))$. Second, by choosing a sufficiently small $K_0\eta_0$, we have $h \geq 1/2$; in fact, it can be shown that if
\begin{equation}
K_0\eta_0 \leq \frac{1}{6L(\gamma + 1)} \min \left\{1, \left(\frac{\gamma + 1}{2\alpha}\right)^2\right\},
\end{equation}
then $h \geq \frac{3\gamma + 1}{4}$. Thus, when the current model is far from a stationary point and $\|\nabla \hat{F}(x_t)\|^2$ is large, it is desirable to use large $\gamma$. But, if $\gamma$ is too large, the last two terms in 1\textsuperscript{12} will likely dominate and prevent the algorithm from making significant improvements, potentially causing it to diverge. Although this suggests that one could use a diminishing $\gamma$, we consider a fixed $\gamma$ in our analysis for simplicity.

Using the result above, we can quantify the overall progress of the algorithm as follows.

**Theorem 2.** Suppose Assumptions 1\textsuperscript{12} and condition 1\textsuperscript{11} hold. Let $\mathcal{E}_T = \min_{t \leq T-1} \mathbb{E}\|\nabla \hat{F}(x_t)\|^2$. Then,
\begin{equation}
h\mathcal{E}_T \leq \frac{D_0}{T K_0 \eta_0} + 5 K_0 \eta_0 L \Psi + 8 K^2 \eta^2_0 L^2 \left(\frac{2\gamma + \sigma^2}{1 + \gamma} \hat{F}^2 + \Phi\right)
\end{equation}
for any $T > 0$, where $\hat{D}_0 = \hat{F}(x_0) - \hat{F}^*$. Note that $\Phi = \frac{\gamma^2 \sigma^2}{K \eta^2} + \phi$ with $\phi = \frac{3\gamma^2}{N} (\rho_0 \sigma^2 + \frac{\sigma^2}{K}) + \frac{1}{\eta^2_0} (2G^2 + \frac{\sigma^2}{K})$. When $S \ll N$, we have $\rho_0 \approx 1$, and $\phi = \Theta\left(\frac{\gamma^2}{N} (G^2 + \frac{\sigma^2}{K})\right)$. As both $\phi$ and $\kappa$ decrease in $\eta_0$, in principle we can select large $\eta_0$ to reduce the upper bound in Theorem 2. Here, since we are interested in scenarios where $\gamma = O(1)$ and $\rho_0 \approx 1$, $\eta_0$ need not be too large either. Based on these observations, let us consider $\eta_0 = \Theta\left(\sqrt{S}\right)$, which gives $\phi = \Theta\left(\frac{\gamma^2 + 1}{8} (G^2 + \frac{\sigma^2}{K})\right)$ and thus $\Phi = O\left((\gamma^2 + 1)\Psi\right)$. Under these conditions, we have the following result.

**Corollary 1.** If $\eta_0 = \Theta\left(\sqrt{S}\right)$, $K_0 = \Theta(K)$, $K_0 \eta_0 = \Theta\left(\frac{\sqrt{KS}}{\sqrt{LT}(\gamma + 1)}\right)$, and condition 1\textsuperscript{13} hold, then
\begin{equation}
\mathcal{E}_T = O\left(\frac{\sqrt{S}}{\sqrt{KST}} \left(\hat{D}_0 + \frac{M^2}{(\gamma + 1)^2}\right) + \frac{\gamma \kappa KS^2}{(1 + \gamma)^2}\right)
\end{equation}
with $M^2 = \gamma^2 \sigma^2 S + \sigma^2 + \rho_0 K G^2$.

Let us make the following remarks. First, the above sublinear rate of $O\left(\frac{1}{\sqrt{S}}\right)$ is to be expected for FL with a nonconvex loss function and is also similar to that of the usual SGD method.

Second, the FedAvg 1\textsuperscript{22} is a special case of FSL with $\gamma = 0$, i.e., without server learning. In this case, $M^2 = \sigma^2 + \rho_0 K G^2$ and thus $\mathcal{E}_T = O\left(\frac{\sqrt{GS}}{\sqrt{KT}(1 + \gamma)^2}\right)$ is large when clients’ data is highly nonhomogeneous and $G^2$ is large. In this case, increasing $\gamma$ can alleviate the adverse effect of non-IID data, as the dependence on $G^2$ scales as $O\left(\frac{G^2}{\sqrt{T(1 + \gamma)^2}} + \frac{G^2}{T(1 + \gamma)}\right)$, assuming that the last term in 1\textsuperscript{14} is not dominant. This happens when $\hat{\xi}^2$ is small compared to $G^2$ and $\gamma$ is not too large, especially in cases of our interest where $\sigma_0 \ll \sigma$ and $\xi^2 \ll G^2$. We discuss two examples: (1) The server samples are taken from $D$ via uniform sampling without replacement 1\textsuperscript{2} (2) In the applications we target, such as AVs, the manufacturers can likely ensure that the samples collected by test vehicles are more diverse and representative (than those of a typical client) as the collection process is under their control. Thus, it is likely that the server’s data would be more representative than those of a typical “single” client and $\hat{\xi}^2$ is likely much smaller than $G^2$. We will experiment with these scenarios in the following section.

Third, note that $\hat{D}_0 = \frac{D_0 + \gamma (f_0(x_0) - f_0(\hat{x}^*))}{1 + \gamma}$, where $D_0 = F(x_0) - F(\hat{x}^*)$ and $\hat{x}^*$ is any global minimizer of $\hat{F}$. If $x_0$ is chosen far from $\hat{x}^*$ or a stationary point and the distributions of $D_0$ and $D$ are similar, it is likely that $\hat{D}_0$ is large and $\hat{D}_0 \approx D_0$. On the other hand, if the server pre-trains its model using its own data so as to minimize $f_0$, then $\hat{D}_0$ can be improved. In fact, because of small size of the server dataset, overfitting can happen and thus $f_0(x_0) \approx 0$ and $\hat{D}_0 \leq \frac{D_0}{1 + \gamma}$. This shows that both pre-training and increasing $\gamma$ help.

Forth, the first term of the bound in 1\textsuperscript{14} often dominates and scales as $O\left(\frac{D_0 + \gamma^2 \sigma^2 S + \sigma^2 + \rho_0 K G^2}{\sqrt{KST}}\right)$. This implies that while increasing $K$ helps reduce the effect of stochastic noises and initialization, it increases client and server drifts and consequently amplifies the effect of non-IIDness (via the terms $\frac{\sqrt{GS}}{\sqrt{TF}}$ and $\frac{K G^2}{\sqrt{TF}} + \frac{KS^2}{(1 + \gamma)^2}$). Similarly, increasing $S$ will reduce the dominant term, which scales as $O\left(\frac{1}{\sqrt{S}}\right)$, at the cost of slightly increasing the smaller term $O\left(\frac{GS^2}{TF}\right)$.

Finally, let us remark on the optimality of the original loss. Since $\|\nabla F(x_t)\|^2 \leq (1 + \gamma)\|\nabla \hat{F}(x_t)\|^2 + \frac{\gamma}{1 + \gamma} \hat{\xi}^2$, it follows that $\min_{t \leq T-1} \mathbb{E}\|\nabla F(x_t)\|^2 \leq (1 + \gamma)\mathcal{E}_T + \frac{\gamma}{1 + \gamma} \hat{\xi}^2$. Here, $\mathcal{E}_T$ can be bounded using Corollary 1\textsuperscript{1}, while the second term affects the neighborhood to which the model converges. Thus, in principle, one should select $\gamma$ judiciously to trade off between these two terms. However, we show numerically in the next section that this can be done fairly easily.

\footnote{In this case, $\xi$ tends to decrease with the size of $D_0$ according to $E_{D_0}\|\nabla f_0(x) - \nabla F(x)\|^2 = (\frac{n - 1}{n}) \frac{\sigma^2(x)}{n - 1}$, where $\sigma^2(x) = \frac{1}{n} \sum_{s \in D} \|\nabla f_s(x, s) - \nabla F(x)\|^2$ is the population variance.}
IV. Experimental Results

We now illustrate the benefits of FSL through experiments using two datasets CIFAR-10 [15] and EMNIST [5].

A. Setup

Data and Model: For CIFAR-10 and EMNIST, we use, respectively, 50k samples with 10 label classes and 108k samples with 45 label classes for training. Each dataset also has 10k samples for testing. For simplicity, we partition the $n$ training samples roughly evenly among $N$ clients so that each client $i$ has $n_i = \frac{N}{N_n}$ samples of $C$ label classes. Each client will have $\frac{N}{N_n}$ samples per label class, selected uniformly at random without replacement from training data. We vary $C$ to study the effect of client data heterogeneity – smaller $C$ represents more non-IID client data. We use neural networks with two convolutional layers and two dense hidden layers and cross-entropy as the loss function for training; see Appendix B-A for further details.

Methods: We compare our approach FSL against (1) Federated Learning FedAvg (FL) [22], (2) FL combined with Data Sharing (DS) [33] that requires sharing among all clients a common dataset comprising samples uniformly distributed over classes, (3) FedDyn [7] which requires additional client storage to retain their state, and (4) SCAFFOLD [14] that doubles communication overheads compared to other methods. For FSL, we assume that the server dataset $D_0$ has $n_0$ samples taken from the training data. To facilitate comparison, we use $D_0$ as the dataset shared among clients in DS. We also tested FSL with non-incremental SL (§ II), but put its results in Appendix B-B2 for reference as it underperforms FSL.

Implementation: Each client chosen by the server at each round trains its local model for $E_c$ epochs using local data with batch size $B$. In FSL, the server also updates its model for $E_s$ epochs in each round using batch size $B_0$. Here, we fix $E_c = 1$, $E_s = \lceil \frac{n}{n_0} C \rceil$, $B_0 = B$, $\eta_0 = \sqrt{S}$, and set $\eta_0 = \sqrt{S} K/K_0$.

Evaluations: We run all algorithms for $T = 1,000$ rounds, and compare their test accuracy (averaged using a rolling window of size 20) and convergence time measured by rise time, which we define as the first time the test accuracy reaches 90% of the final accuracy. The reported numbers are the averages of 3 runs.

We consider the following two scenarios (which mimic the settings in [33] and [14], respectively): (1) $N$ is small, and server data are IID and of small size compared to client’s data, and (2) $N$ is large, server data are non-IID, and client data size is relatively small.

B. Scenario 1

Consider $(N, n_i, n_0) = (10, 5000, 500)$ for CIFAR-10 and $(45, 2400, 225)$ for EMNIST. Here, $D_0$ has roughly $\frac{n_0}{n}$ samples per label class, sampled without replacement from $D$. We study the role of different parameters in FSL and compare it against FL and DS. Both DS and FSL use a pretrain step where the server trains its local model using SGD with learning rate of 0.01 for 500 epochs over its data $D_0$ with batch size $B$. We varied $\gamma \in \{\frac{N n_0}{n}, 0.5, 1, 1.5, 2\}$; note that when $\gamma = \frac{N n_0}{n}$, FSL has the same (global) objective as DS.

Effects of Client Data Distributions: Fig. 1 shows the test accuracy as we vary $C$ to create different levels of non-IIDness. We have the following observations.

First, all algorithms achieve a similar final accuracy in the IID case ($C = 45$ for EMNIST and $C = 10$ for CIFAR-10). But, when client data become more non-IID as $C$ decreases, FL suffers significantly in both accuracy and convergence time, which is expected and well reported in the literature. Second, DS greatly improves over FL, but has a similar convergence property: slower learning with wide oscillations. This is to be expected as DS is essentially FL where each client has an additional small set of shared data. Third, in all cases, FSL provides the highest accuracy and fastest convergence with considerable acceleration at the beginning and much smaller oscillations in accuracy, thanks to only a small dataset at the server (which is about 0.21% of training data for EMNIST and 1% for CIFAR-10). Fourth, FSL performs fairly consistently for a range of $\gamma$ values, suggesting that fine tuning might be unnecessary. Finally, although we use a pretrained model for FSL and DS but not FL, we show in Appendix B-B1 that similar observations can be obtained when FSL, DS, and FL all use the same initial model. In fact, FSL provides more significant acceleration, even in the IID cases, whereas DS offers little to no benefits over FL.

Benefits of Server Learning: Fig. 2 plots the accuracy and rise time of FSL when varying the weight $\gamma$, learning rate $\eta$, and server data size $n_0$.

Role of $\gamma$: First, in general, increasing $\gamma$ from 0 improves the accuracy and convergence time significantly compared to DS. The improvement is more pronounced when comparing to FL. Second, such improvements remain significant over a wide range of $\gamma$ values. For example, $\gamma$ over $[0.5, 1.5]$ provides similar performance for all considered local learning rates $\eta$, server data sizes $n_0$, and for both datasets. For CIFAR-10, it appears that a smaller $\gamma$ provides better results, while a large value may slightly degrade the performance; the opposite holds true for EMNIST (except when $C = 1$ and $\eta$ is large, increasing $\gamma > 1$ actually decreases the accuracy). This can be attributed to the fact that the client data are more non-IID and server samples are more dissimilar in CIFAR-10 than in EMNIST; see the cases $C = 2$ and $C = 5$ in Fig. 1.

Server data size: First, with a small (good quality) dataset, the server can already have a pretrained model much better than random initialization. Second, it is clear that increasing the server data size helps improve FSL further. Here, the accuracy
Fig. 1. Test accuracy for different values of $C$ and $\gamma$, where $n_0 = 225$, $S = 5$ and $\eta_l = 0.01$ for EMNIST, and $n_0 = 500$, $S = 4$ and $\eta_l = 0.01$ for CIFAR-10.

(a) EMNIST: $C = 1$, $S = 10$
(b) EMNIST: $C = 5$, $S = 5$
(c) CIFAR-10: $C = 2$, $S = 2$
(d) CIFAR-10: $C = 2$, $S = 4$

Fig. 2. Test accuracy & rise time vs. weight $\gamma$. Values at $\gamma > 0$ represent FSL and those at $\gamma = 0$ represent DS (instead of FL since DS outperforms FL).

improvement is greater for CIFAR-10 than EMNIST. The rise time improvement is significant when $\eta_l$ is small and diminishes for larger $\eta_l$. Note that increasing the local learning rate $\eta_l$ also increases the server’s effective learning rate, which is $\gamma n_0 = \gamma \eta_l \sqrt{S}$.

C. Scenario 2

Consider $(N, n_i) = (1000, 50)$ for CIFAR-10 and $(450, 240)$ for EMNIST. Unlike in Scenario 1, we now consider two different sources of data for the server.
a) Data from a few clients: The server obtains data only from a subset of \( c \) clients, each contributing \( s \) samples (selected uniformly at random without replacement). Here \( (c, s, n_0) = (10, 50, 500) \) for CIFAR-10 and \((9, 50, 450)\) for EMNIST. Note that the server data is imbalanced and non-IID (likely missing one or more label classes when \( C = 1 \)).

b) Data from other source(s): For EMNIST, we provide the server \( n_0 = 675 \) synthetic examples by generating for each label class 15 images of the corresponding letter or number using a cursive font with 5 rotation angles \([-20, -10, 0, 10, 20]\) and 3 sizes \( \) see Fig. 3 for a comparison of this synthetic data and EMNIST. For CIFAR-10, we collect \( n_0 = 504 \) images from the dataset STL-10 with 9 similar label classes as in CIFAR-10, each with 56 examples; \( \) see Fig. 4 for an illustration of this data, and note that the class frog is absent in STL-10. We refer to our algorithm in this case as \( \text{FSLsyn} \). Our goal with \( \text{FSLsyn} \) is to examine the benefits of server learning when it is performed on data with a significantly different distribution than that of clients’ data.

We compare FSL and \( \text{FSLsyn} \) (without using a pretrained model) against SCAFFOLD and FedDyn when \( S = \lceil N/100 \rceil \). We use \( \eta_g = \sqrt{S} \) for FSL, \( \text{FSLsyn} \), and SCAFFOLD. Fig. 5 shows the test accuracy after \( T = 1,000 \) rounds with varying learning rate \( \eta_l \) and non-IIDness \( C \). Here, we fix the weight \( \gamma = 1 \) in FSL and \( \text{FSLsyn} \) and regularization parameter \( \alpha = 0.01 \) in FedDyn; better performance can be obtained by tuning these parameters as we will show later. First, it shows that, compared to SCAFFOLD and FedDyn, our algorithms FSL and \( \text{FSLsyn} \) have comparable overall accuracy for EMNIST and much better for CIFAR-10, especially in very non-IID cases, even without tuning \( \gamma \). The heatmap also suggests that it is fairly easy to select learning rates for FSL and \( \text{FSLsyn} \). The results further indicate that using server learning with synthetic or other ‘good’ sources of data can provide significant benefits. In fact, \( \text{FSLsyn} \) has comparable performance to FSL for EMNIST and slightly worse performance for CIFAR-10 (but still better than FedDyn and SCAFFOLD in this case). Additional experimental results reported in Figures 10 and 11 in Appendix B-B4 also show that FSL and \( \text{FSLsyn} \) have faster rise times in most cases. Note that our algorithm can be improved further by having more (and better) data for server learning and using a pretraining step.

---

5These clients can be, for example, test vehicles in our AV example; here they are sampled without replacement once prior to training for simplicity.

6To generate synthetic data, we first plot each character or number in a 2 inch \( \times \) 2 inch figure using font sizes \{100, 110, 120\} in points with each point equal to 1/72 inch, and then resize it to a 28 pixel \( \times \) 28 pixel figure.

7STL-10 images were acquired from labeled examples on ImageNet; data available at: https://cs.stanford.edu/~acoates/stl10/
Finally, Table 1 shows that both the quantity and the quality of server’s data $D_0$ affect the performance of FSL. These results are obtained with CIFAR-10 when clients’ data is highly non-IID with $C = 2$, and we pick the learning rates according to the highest accuracy given in Fig. 5. We also tune the regularization parameter of FedDyn with $\alpha \in \{0.01, 0.05, 0.1, 0.5\}$ and the server weight $\gamma \in \{0.6, 0.8, 1.0, 1.2\}$ in FSL and FSLsyn – we report the best numbers and skip SCAFFOLD as it underperforms FedDyn. Moreover, we vary the server data size $n_0 \in \{250, 500\}$ for FSL, and $n_0 \in \{504, 720\}$ for FSLsyn. Both the rise time and the accuracy improve as $n_0$ increases, with FSL featuring a more significant improvement since the server’s data are more similar to the clients’ data compared to synthetic data (see Fig. 6). In addition, both of our algorithms require a significantly smaller number of global rounds to reach 0.5 accuracy, showcasing the benefit of server learning. It is also interesting to note that FSL with $n_0 = 250$ is still slightly better than FSLsyn with $n_0 = 720$, confirming that the synthetic data are likely taken from a different distribution.

V. CONCLUSIONS

We considered a new approach to mitigate the performance degradation of FL on non-IID data. Our approach augments FL with server learning using a small dataset, and thus is complementary in that it can be utilized in conjunction with other existing approaches in the literature. Our analysis and experiments revealed that FSL can offer significant improvements in terms of accuracy and convergence time over conventional FL algorithms, even when the server dataset is relatively small. As expected, the improvements depend not only on server data size but also on the divergence between its distribution and that of the aggregate training data. The improvements are higher when the distributional divergence is smaller. We are currently exploring the issue of choosing a suitable dataset for the server learning and the relationship between the performance improvements and the server data size/the distributional divergence.
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where $S_t$ is the random set of clients chosen to update the model at round $t$ with $S = |S_t|$, $g_t(i)$ is an unbiased estimate of $\nabla f_t(x_{t,k-1})$ for $i \in S_t$, $g_t^{(0)}$ is an unbiased estimate of $\nabla f_0(w_{t,k-1})$, and the step sizes satisfy

$$K_0 \eta_0 = K \eta \eta_t.$$  

$$A_{1.1}$$

The following hold for any $\{z_1, z_2, \ldots, z_m\}$ independent random variables with 0-mean, then

$$\mathbb{E} \left[ \left\| \sum_{i=1}^m z_i \right\|^2 \right] = \mathbb{E} \left[ \sum_{i=1}^m \left\| z_i \right\|^2 \right].$$  

$$A_{1.2}$$

(CS Inequality) The following hold for any $\{v_1, \ldots, v_m\} \subset \mathbb{R}^d$:

1. $\left\| v_i + v_j \right\|^2 \leq \left( 1 + \alpha \right) \left\| v_i \right\|^2 + \left( 1 + \frac{1}{\alpha} \right) \left\| v_j \right\|^2$ for any $\alpha > 0$, and
2. $\left\| \sum_{i=1}^m v_i \right\|^2 \leq m \sum_{i=1}^m \left\| v_i \right\|^2$.

We will refer to both inequalities above as the Cauchy-Schwarz (CS) inequality in the rest of this section.

A. Proof of Theorem 7

Recall that our approximated global loss function is $F = \frac{1}{1+\gamma}(F + \gamma f_0)$. Our training algorithm is as follows. For any $t \geq 1$

$$x_{t,k}^{(i)} = x_{t,k-1}^{(i)} - \eta g_t^{(i)}, \quad \text{with} \quad x_{t,0}^{(i)} = x_t, \quad \forall k \in [K], i \in S_t$$

$$\bar{x}_t = x_t + \frac{\eta t}{S} \sum_{i \in S_t} (x_{t,K}^{(i)} - x_t)$$

$$w_{t,k}^{(i)} = w_{t,k-1}^{(i)} - \gamma \eta_0 g_t^{(0)}$$

$$x_{t+1} = w_{t,K_0}$$

where $S_t$ is the random set of clients chosen to update the model at round $t$ with $S = |S_t|$, $g_t^{(i)}$ is an unbiased estimate of $\nabla f_t(x_{t,k-1})$ for $i \in S_t$, $g_t^{(0)}$ is an unbiased estimate of $\nabla f_0(w_{t,k-1})$, and the step sizes satisfy

$$K_0 \eta_0 = K \eta \eta_t.$$  

$$A_{1.3}$$
Define

\[ E_t^{(c)} = \mathbb{E}_t \left[ \frac{1}{KN} \sum_{i \in [N], k \in [K]} \| x_t - x_{t,k-1}^{(i)} \|^2 \right] , \]
\[ E_t^{(0)} = \mathbb{E}_t \left[ \frac{1}{K_0} \sum_{k \in [K_0]} \| x_t - w_{t,k-1} \|^2 \right] , \]

where \( E_t^{(c)} \) is known as the drift caused by the clients’ local updates, while \( E_t^{(0)} \) is the drift due to server’s updates in our algorithm. The following results are simply an application of the Lipschitz conditions of \( \nabla f_i \) for \( i = 0, 1, \ldots, N \).

**Lemma 3.** We have the following relations:

\[ \mathbb{E}_t \left[ \sum_{k \in [K_0]} \| \nabla f_0(x_t) - \nabla f_0(w_{t,k-1}) \|^2 \right] \leq K_0L^2E_t^{(0)} \]
\[ \frac{1}{N} \mathbb{E}_t \left[ \sum_{i \in [N], k \in [K]} \| \nabla f_i(x_t) - \nabla f_i(x_{t,k-1}^{(i)}) \|^2 \right] \leq KL^2E_t^{(c)} \]

From the \( L \)-smoothness of \( \bar{F} \), we have

\[ \mathbb{E}_t \left[ \bar{F}(x_{t+1}) - \bar{F}(x_t) \leq \langle \nabla \bar{F}(x_t), \mathbb{E}_t [x_{t+1} - x_t] \rangle + \frac{L}{2} \mathbb{E}_t \| x_{t+1} - x_t \|^2 , \right. \]
\[ \left. = T_1 \right) \]
\[ = T_2 \]

where the difference \( x_{t+1} - x_t \) can be expressed as

\[ x_{t+1} - x_t = x_{t+1} - \bar{x}_t + \bar{x}_t - x_t = -K_0\eta_0 \left( \frac{\sum_{k=1}^{K_0} \gamma g_{t,k-1}^{(0)}}{K_0} + \sum_{i \in S} \sum_{k=1}^{K} g_{t,k-1}^{(i)} \right) . \]

(17)

Let us now bound the terms \( T_1 \) and \( T_2 \) on the right-hand side of [16]. First, using [17], [15], and the fact that \( (1+\gamma)\bar{F} = F + \gamma f_0 \), we have

\[ T_1 = \left( \nabla \bar{F}(x_t), (1+\gamma)K_0\eta_0 \nabla \bar{F}(x_t) - \eta_0 \mathbb{E}_t \left[ \sum_{k=1}^{K_0} \gamma g_{t,k-1}^{(0)} \right] - \eta_0 \mathbb{E}_t \left[ \sum_{i \in S} \sum_{k=1}^{K} g_{t,k-1}^{(i)} \right] - (1+\gamma)K_0\eta_0 \nabla \bar{F}(x_t) \right) \]
\[ = \left( \nabla \bar{F}(x_t), \eta_0 \mathbb{E}_t \left[ \sum_{k=1}^{K_0} (\nabla f_0(x_t) - g_{t,k-1}^{(0)}) \right] + \eta_0 \mathbb{E}_t \left[ \sum_{k=1}^{K} (\nabla F(x_t) - \frac{1}{S} \sum_{i \in S} g_{t,k-1}^{(i)}) \right] \right) \]
\[ =: T_3 \]

(18)

Note that by taking expectation over \( S \) and using Assumption 4, we have \( \mathbb{E}_t \left[ \frac{1}{S} \sum_{i \in S} g_{t,k-1}^{(i)} \right] = \frac{1}{N} \mathbb{E}_t \left[ \sum_{i \in [N]} \nabla f_i(x_{t,k-1}^{(i)}) \right] \) and \( \mathbb{E}_t \left[ \sum_{k} g_{t,k-1}^{(0)} \right] = \mathbb{E}_t \left[ \sum_{k} \nabla f_0(w_{t,k-1}) \right] \). Using this, [15] and the fact that \( F = \frac{1}{N} \sum_{i \in [N]} f_i \), we can bound \( T_3 \) as follows:

\[ \frac{2T_3}{K_0\eta_0} = \mathbb{E}_t \left[ \left\| \nabla \bar{F}(x_t) \right\|^2 + \mathbb{E}_t \left[ \left\| \sum_{i,j,k} (\nabla f_i(x_t) - \nabla f_i(x_{t,k-1}^{(i)})) + \sum_{k \in [K_0]} \gamma (\nabla f_0(x_t) - \nabla f_0(w_{t,k-1})) \right\|^2 \right] \right] \]
\[ \leq \left\| \nabla \bar{F}(x_t) \right\|^2 + \mathbb{E}_t \left[ \left\| \sum_{i,j,k} (\nabla f_i(x_t) - \nabla f_i(x_{t,k-1}^{(i)})) \right\|^2 + \sum_{k \in [K_0]} \gamma (\nabla f_0(x_t) - \nabla f_0(w_{t,k-1})) \right\|^2 \right] \quad \text{(CS ineq.)} \]
\[ \leq \left\| \nabla \bar{F}(x_t) \right\|^2 + 2\mathbb{E}_t \left[ \sum_{i,j,k} \left\| \nabla f_i(x_t) - \nabla f_i(x_{t,k-1}^{(i)}) \right\|^2 \right] + \sum_{k \in [K_0]} \gamma^2 \left\| \nabla f_0(x_t) - \nabla f_0(w_{t,k-1}) \right\|^2 \quad \text{(CS ineq.)} \]
\[ \leq \left\| \nabla \bar{F}(x_t) \right\|^2 + 2L^2E_t^{(c)} + L^2E_t^{(0)} \quad \text{(Lemma 3)} \]

Using this bound for [18] yields

\[ T_1 \leq K_0\eta_0 (L^2E_t^{(c)} + \gamma^2E_t^{(0)}) - (0.5 + \gamma)\left\| \nabla \bar{F}(x_t) \right\|^2 . \]

(19)
Next, we bound the term $T_2$. Again, from (17) and the fact that $(1 + \gamma)\dot{F} = F + \gamma f_0$, we have
\[
\frac{2T_2}{3K_0^2\gamma_0^2} = \frac{1}{3} \mathbb{E}_t \left[ \frac{\sum_{k=1}^{K_0} g_{t,k-1}^{(0)}}{K_0} + \frac{\sum_{i \in S} g_{t,k-1}^{(i)}}{KS} \right]^2
\]
\[
= \frac{1}{3} \mathbb{E}_t \left[ \frac{\sum_{k=1}^{K_0} g_{t,k-1}^{(0)}}{K_0} - \gamma \nabla f_0(x_t) + \frac{\sum_{i \in S} g_{t,k-1}^{(i)}}{KS} - \nabla F(x_t) + (1 + \gamma)^2 \nabla \dot{F}(x_t) \right]^2
\]
\[
\leq \gamma^2 \mathbb{E}_t \left[ \left( \frac{1}{K_0} \sum_{k \in [K_0]} g_{t,k-1}^{(0)} - \nabla f_0(x_t) \right)^2 \right] + \mathbb{E}_t \left[ \left( \frac{1}{K_0} \sum_{i \in S} g_{t,k-1}^{(i)} - \nabla F(x_t) \right)^2 \right] + (1 + \gamma)^2 \mathbb{E}_t \left[ \nabla \dot{F}(x_t) \right]^2
\]  
(20)

where the last inequality follows from the Cauchy-Schwarz inequality. We first consider $T_4$. 
\[
\frac{T_4}{2} = \frac{1}{2} \mathbb{E}_t \left[ \left( \frac{1}{K_0} \sum_{k} g_{t,k-1}^{(0)} - \nabla f_0(x_t) \right)^2 \right]
\]
\[
= \frac{1}{2K_0} \mathbb{E}_t \left[ \left( \sum_k (g_{t,k-1}^{(0)} - f_0(w_{t,k-1})) + \sum_k (f_0(w_{t,k-1}) - \nabla f_0(x_t)) \right)^2 \right]
\]
\[
\leq K_0^{-2} \mathbb{E}_t \left[ \left( \sum_k (g_{t,k-1}^{(0)} - \nabla f_0(w_{t,k-1})) \right)^2 \right] + K_0^{-2} \mathbb{E}_t \left[ \left( \sum_k (f_0(w_{t,k-1}) - \nabla f_0(x_t)) \right)^2 \right]
\]
\[
= T_{4a} + T_{4b}
\]

Here, by Lemma 1 and Assumption 4, we have 
\[
T_{4a} = K_0^{-2} \mathbb{E}_t \left[ \left( \sum_{k \in [K_0]} g_{t,k-1}^{(0)} - \nabla f_0(w_{t,k-1}) \right)^2 \right] \leq \frac{\sigma_0^2}{K_0}
\]

Applying the Cauchy-Schwarz inequality to $T_{4b}$ yields 
\[
T_{4b} \leq \mathbb{E}_t \left[ \frac{\sum_{k \in [K_0]} \left\| \nabla f_0(w_{t,k-1}) - \nabla f_0(x_t) \right\|^2}{K_0} \right] \leq L^2 E_t^{(0)}.
\]
(Lemma 4)

Thus, from the above bounds, 
\[
T_4 \leq 2T_{4a} + 2T_{4b} = \frac{2\sigma_0^2}{K_0} + 2L^2 E_t^{(0)}.
\]  
(21)

Similarly, we can bound $T_5$ as follows: 
\[
K^2 T_5 = \mathbb{E}_t \left[ \left( \sum_{i \in S, k \in [K]} \frac{1}{3} g_{i,k-1}^{(i)} - K \nabla F(x_t) \right)^2 \right]
\]
\[
= \mathbb{E}_t \left[ \left( \frac{1}{3} \sum_{i \in S, k \in [K]} (g_{i,k-1}^{(i)} - \nabla f_i(x_t^{(i)})) + \nabla f_i(x_t^{(i)} - \nabla f_i(x_t) + \nabla f_i(x_t) - \nabla F(x_t)) \right)^2 \right]
\]

Rearranging terms and applying the Cauchy-Schwarz inequality yields 
\[
\frac{K^2 T_5}{3} \leq \mathbb{E}_t \left[ \left( \frac{1}{3} \sum_{i \in S, k \in [K]} (g_{i,k-1}^{(i)} - \nabla f_i(x_t^{(i)})) \right)^2 \right] + \mathbb{E}_t \left[ \left( \frac{1}{3} \sum_{i \in S, k \in [K]} (\nabla f_i(x_t^{(i)}) - \nabla f_i(x_t)) \right)^2 \right]
\]
\[
+ \mathbb{E}_t \left[ \left( \frac{1}{3} \sum_{i \in S, k \in [K]} (\nabla f_i(x_t) - \nabla F(x_t)) \right)^2 \right]
\]
\[
= T_{5a} + T_{5b} + T_{5c}
\]

Each term on the RHS can be bounded as follows. First, by using Lemma 1 and Assumption 4, we have 
\[
T_{5a} = \mathbb{E}_t \left[ \sum_{i \in S, k \in [K]} (g_{i,k-1}^{(i)} - \nabla f_i(x_t^{(i)})) \right] \leq \frac{\sigma_0^2}{K}
\]

(22)
\[
T_{5b} \leq \frac{K}{S} \mathbb{E}_t \left[ \sum_{i \in S, k \in [K]} \| \nabla f_i(x_{t,k-1}^{(i)}) - \nabla f_i(x_t) \|^2 \right] \quad \text{(CS ineq.)}
\]
\[
\leq \frac{KL^2}{S} \mathbb{E}_t \left[ \sum_{i \in S, k \in [K]} \| x_{t,k-1}^{(i)} - x_t \|^2 \right] \quad \text{(L-smooth.)}
\]
\[
= K^2 L^2 \frac{1}{KN} \mathbb{E}_t \left[ \sum_{i,k} \| x_{t,k-1}^{(i)} - x_t \|^2 \right] = K^2 L^2 E_t^{(c)}, \quad \text{(Exp. on } S)\]

and due to sampling without replacement,
\[
T_{5c} = K^2 \mathbb{E}_t \left[ \left\| \sum_{i \in S} \frac{\nabla f_i(x_t^{(i)})}{S} - \nabla F(x_t) \right\|^2 \right] = \frac{K^2}{S} \left( 1 - \frac{S}{N} \right) \frac{\sum_{i \in [N]} \| \nabla f_i(x_t) - \nabla F(x_t) \|^2}{N - 1} \quad \text{(Assump. 2)}
\]

where \( \tau_s = \frac{(N-S)}{S(N-1)} \). Thus,
\[
T_5 \leq 3K^{-2} (T_{5a} + T_{5b} + T_{5c}) \leq 3 \left( \frac{\sigma^2}{KS} + \tau_s G^2 + L^2 E_t^{(c)} \right). \quad \text{(22)}
\]

Combining the bounds above for \( T_4 \) and \( T_5 \), we have
\[
T_2 \leq 1.5K_0^2 \eta_0^2 \left( \frac{2\gamma^2 \sigma_0^2}{K_0} + 2L^2 \gamma^2 E_t^{(0)} + (1 + \gamma)^2 \| \nabla \tilde{F}(x_t) \|^2 + 3 \left( \frac{\sigma^2}{KS} + L^2 E_t^{(c)} + \tau_s G^2 \right) \right). \quad \text{(23)}
\]

Using this bound and (19) for (16), we obtain
\[
\mathbb{E}_t \left[ \tilde{F}(x_{t+1}) \right] \leq \tilde{F}(x_t) - K_0 \eta_0 (0.5 + \gamma - 1.5(1 + \gamma)^2 K_0 \eta_0 L) \| \nabla \tilde{F}(x_t) \|^2 + K_0 \eta_0 L^2 \gamma^2 (1 + 3K_0 \eta_0 L) E_t^{(0)} + K_0 \eta_0 L^2 (1 + 4.5K_0 \eta_0 L) E_t^{(c)} + K_0^2 \eta_0^2 L \left( \frac{3\gamma^2 \sigma_0^2}{K_0} + \frac{9\sigma^2}{2KS} + \frac{9\rho_s G^2}{2S} \right).
\]
\[
= : G_2 \quad \text{(24)}
\]

Note that the step size condition in (11) implies that \( 1 + 3K_0 \eta_0 L < 1 + 4.5K_0 \eta_0 L \leq 2 \). We then have
\[
\mathbb{E}_t \left[ \tilde{F}(x_{t+1}) \right] \leq \tilde{F}(x_t) - K_0 \eta_0 (0.5 + \gamma - 1.5(1 + \gamma)^2 K_0 \eta_0 L) \| \nabla \tilde{F}(x_t) \|^2 + K_0^2 \eta_0^2 L G_2 + 2K_0 \eta_0 L^2 \left( \gamma^2 E_t^{(0)} + E_t^{(c)} \right). \quad \text{(25)}
\]

To bound \( T_6 \), let us use the following results for bounding the drift terms above; the proofs of which are give in the next section below.

**Lemma 4.** If \( 4K \eta L \leq 1 \), then
\[
E_t^{(c)} \leq 4K^2 \eta_0^2 \left( \| \nabla F(x_t) \|^2 + \frac{\sigma^2}{2K} + G^2 \right) \quad \text{(26)}
\]

**Lemma 5.** If \( 4K \eta_0 \gamma L \leq 1 \), then
\[
E_t^{(0)} \leq 12K_0^2 \eta_0^2 \left( L^2 E_t^{(c)} + \| \nabla F(x_t) \|^2 + \frac{4}{3} \gamma^2 \| \nabla f_0(x_t) \|^2 + G_3 \right), \quad \text{(27)}
\]

where \( G_3 := \frac{\sigma^2}{KS} + \frac{\rho_s G^2}{S} + \frac{\gamma^2 \sigma_0^2}{3K_0} \).

Using the results above, we can continue to bound \( T_6 \) in (25) as follows.
\[
T_6 = \gamma^2 E_t^{(0)} + E_t^{(c)} \leq \left( 1 + 12K_0^2 \eta_0^2 L^2 \right) E_t^{(c)} + 12K_0^2 \eta_0^2 \gamma^2 \left( \| \nabla F(x_t) \|^2 + \frac{4}{3} \gamma^2 \| \nabla f_0(x_t) \|^2 + G_3 \right), \quad \text{in} \quad T_6.
\]
where \( L_0 = \gamma L \). Under condition (I), we have \( 12K_0^2\eta_0^2L_0^2 \leq 1 \). Then,
\[
T_7 \leq 2E_t(i) \leq 8K^2\eta_0^2\left(\|\nabla F(x_i)\|^2 + \frac{\sigma^2}{2K} + G^2\right). \tag{cf. (26)}
\]
As a result,
\[
T_6 = \gamma^2E_t(0) + E_t(i)
\leq 8K_0^2\eta_0^2\eta_g^{-2}\left(\|\nabla F(x_i)\|^2 + \frac{\sigma^2}{2K} + G^2\right) \tag{using \( K_0\eta_0 = K\eta_0\eta_0 \)}
+ 12K_0^2\eta_0^2\gamma^2\left(\|\nabla F(x_i)\|^2 + \frac{4}{3}\gamma^2\|\nabla f_0(x_i)\|^2 + G_3\right)
\leq K_0^2\eta_0^2\|\nabla F(x_i)\|^2\left(8\eta_g^{-2} + 12\gamma^2\right) + K_0^2\eta_0^2\gamma\|\nabla f_0(x_i)\|^2(16\gamma^3)
+ 4K_0^2\eta_0^2\left(3\gamma^2G_3 + \eta_g^{-2}(2G^2 + \sigma^2K^{-1})\right)
=: G_4
\leq 4\kappa K_0^2\eta_0^2\left(\|\nabla F(x_i)\|^2 + \gamma\|\nabla f_0(x_i)\|^2\right) + 4K_0^2\eta_0^2G_4 \tag{\( \kappa = \max\{4\gamma^3, 2\eta_g^{-2} + 3\gamma^2\} \)}
\]
Again, since \( \hat{F} = \frac{1}{(1+\gamma)}(F + \gamma f_0) \), we have
\[
\|\nabla F(x_i)\|^2 + \gamma\|\nabla f_0(x_i)\|^2 = (1 + \gamma)\|\nabla \hat{F}(x_i)\|^2 + \frac{\gamma}{1+\gamma}\|\nabla F(x_i) - \nabla f_0(x_i)\|^2.
\]
Therefore,
\[
T_6 \leq 4\kappa K_0^2\eta_0^2\left((1 + \gamma)\|\nabla \hat{F}(x_i)\|^2 + \frac{\gamma}{1+\gamma}\xi^2(x_i)\right) + 4K_0^2\eta_0^2G_4,
\]
which, in light of (25), implies
\[
E_t\left[\hat{F}(x_{t+1})\right] \leq \hat{F}(x_t) - K_0\eta_0(0.5 + \gamma - 1.5(1 + \gamma)K_0\eta_0L)\|\nabla \hat{F}(x_t)\|^2 + K_0^2\eta_0^2L^2G_2 + 2K_0\eta_0L^2T_6
\leq \hat{F}(x_t) - K_0\eta_0\left(2\gamma + 1 - K_0\eta_0L(1 + \gamma)(3(\gamma + 1) + 16\kappa K_0\eta_0L)\right)\|\nabla \hat{F}(x_t)\|^2
+ K_0^2\eta_0^2L^2G_2 + 8K_0^2\eta_0^2L^2\left(\frac{\gamma}{1+\gamma}\xi^2(x_t) + G_4\right). \tag{28}
\]
The proof is then completed by noting that \( G_4 \leq \frac{2}{9}G_2 \leq \Psi \) and \( G_4 \leq \Phi \).

**B. Proof of Lemma 4**

The proof follows the same line of arguments as in the proof of Lemma 8 in [14]; we provide it here for completeness and for later reference in the proof of Lemma 5.

For simplicity, we drop the index \( t \) in this proof, including conditional expectation \( E_t \). Clearly, the result holds for \( K = 1 \) and thus we consider only \( K \geq 2 \) below.
\[
E\left[\left\|x_k^{(i)} - x^{-}\right\|^2\right] = E\left[\left\|x_k^{(i)} - x - \eta g_k^{(i)}\right\|^2\right] \leq E\left[\left\|x_k^{(i)} - x - \eta\nabla f_k^{(i)}(x_k^{(i)})\right\|^2\right] + \eta_k^2\sigma^2
\leq \left(1 + \frac{1}{K-1}\right)E\left[\left\|x_k^{(i)} - x\right\|^2\right] + K\eta_k^2\left\|\nabla f_k^{(i)}(x_k^{(i)})\right\|^2 + \eta_k^2\sigma^2 \tag{CS ineq.)}
\leq \frac{K}{K-1}E\left[\left\|x_{k-1}^{(i)} - x\right\|^2\right] + 2K\eta_k^2\left\|\nabla f_k^{(i)}(x_{k-1}^{(i)}) - \nabla f_k(x)\right\|^2 + 2K\eta_k^2\left\|\nabla f_k(x)\right\|^2 + \eta_k^2\sigma^2 \tag{CS ineq.)}
\leq \left(\frac{K}{K-1} + 2K\eta_k^2L^2\right)E\left[\left\|x_{k-1}^{(i)} - x\right\|^2\right] + 2K\eta_k^2\left\|\nabla f_k(x)\right\|^2 + \eta_k^2\sigma^2 \tag{L smooth.)}
\leq (1 + a)E\left[\left\|x_{k-1}^{(i)} - x\right\|^2\right] + \eta_k^2(2K\left\|\nabla f_k(x)\right\|^2 + \sigma^2), \tag{a := \frac{1}{125K^{-1}}}
\]
where the last inequality holds because \( 4K\eta_L \leq 1 \) and \( 2K\eta^2L^2 = \frac{(4K\eta_L^2L^2}{8K} < \frac{1}{8(K-1)} \) for any \( K \). Unrolling the relation above
\[
E\left[\left\|x_k^{(i)} - x\right\|^2\right] \leq \eta_k^2(2K\left\|\nabla f_k(x)\right\|^2 + \sigma^2) \sum_{k=0}^{K-1} (1 + a)^k \leq 1.85K\eta_k^2(2K\left\|\nabla f_k(x)\right\|^2 + \sigma^2), \tag{29}
\]
where the last inequality holds since \( a = \frac{1}{125K^{-1}} \) and \( \sum_{k=0}^{K-1} (1 + a)^k = \frac{(1 + a)^K - 1}{aK} < \frac{e^{1/125} - 1}{1.125} < 1.85 \) for any \( K \geq 2 \). Thus, averaging the above relation over \( k \) and \( i \) yields
\[
E\left[\frac{1}{KN} \sum_{i,k} \left\|x_k^{(i)} - x\right\|^2\right] \leq 3.7K^2\eta_k^2\left(\frac{\sum_{i} \left\|\nabla f_k(x)\right\|^2}{N} + \frac{\sigma^2}{2K}\right) \leq 3.7K^2\eta_k^2\left(\left\|\nabla F(x)\right\|^2 + G^2 + \frac{\sigma^2}{2K}\right).
C. Proof of Lemma 5

Note that \( w_{t,0} = \bar{x}_t \) and

\[
E_t^{(0)} = \mathbb{E}_t \left[ \frac{1}{K_0} \sum_{k \in [K_0]} \| x_t - w_{t,k-1} \|^2 \right] \leq \mathbb{E}_t \left[ \frac{2}{K_0} \sum_{k \in [K_0]} \left( \| x_t - \bar{x}_t \|^2 + \| \bar{x}_t - w_{t,k-1} \|^2 \right) \right] \tag{CS ineq.}
\]

\[
= 2\mathbb{E}_t \left[ \| x_t - \bar{x}_t \|^2 \right] + \frac{2}{K_0} \mathbb{E}_t \left[ \sum_{k \in [K_0]} \| w_{t,k-1} - w_{t,0} \|^2 \right]. \tag{30}
\]

Following the same line of arguments to obtain (29) as in the proof of Lemma 3, we have

\[
\mathbb{E}_t \left[ \frac{1}{K_0} \sum_{k \in [K_0]} \| w_{t,k-1} - w_{t,0} \|^2 \right] \leq 4K_0^2\eta_0^2\bar{\gamma}^2 \left( \| \nabla f_0(\bar{x}_t) \|^2 + \frac{\sigma_0^2}{2K_0} \right). \tag{31}
\]

Note that

\[
\| \nabla f_0(\bar{x}_t) \|^2 = \| \nabla f_0(x_t) + \nabla f_0(\bar{x}_t) - \nabla f_0(x_t) \|^2 \leq 2\| \nabla f_0(x_t) \|^2 + 2\| \nabla f_0(\bar{x}_t) - \nabla f_0(x_t) \|^2 \tag{CS ineq.}
\]

\[
\leq 2\| \nabla f_0(x_t) \|^2 + 2L^2\| \bar{x}_t - x_t \|^2 \tag{L-smooth.)}
\]

Therefore,

\[
E_t^{(0)} \leq (2 + 4^2K_0^2\eta_0^2L^2\bar{\gamma}^2)\mathbb{E}_t \left[ \| x_t - \bar{x}_t \|^2 \right] + 4^2K_0^2\eta_0^2\bar{\gamma}^2\| \nabla f_0(x_t) \|^2 + 4K_0\eta_0^2\bar{\gamma}^2\sigma_0^2 \leq 3\mathbb{E}_t \left[ \| x_t - \bar{x}_t \|^2 \right] + 4^2K_0^2\eta_0^2\bar{\gamma}^2\| \nabla f_0(x_t) \|^2 + 4K_0\eta_0^2\bar{\gamma}^2\sigma_0^2 \tag{cf. 4K_0\eta_0^2\bar{\gamma}L \leq 1}
\]

Next, let us consider the term \( \mathbb{E}_t \left[ \| \bar{x}_t - x_t \|^2 \right] \). Note that

\[
\mathbb{E}_t \left[ \left\| \frac{1}{K^2\eta_0^2\bar{\gamma}^2} \sum_{k \in [K]} \| \bar{x}_t - x_t \|^2 \right\|^2 \right] = \mathbb{E}_t \left[ \left\| \frac{1}{K^2} \sum_{i \in S, k \in [K]} g^{(i)}_{k-1} \right\|^2 \right] \leq 4 \mathbb{E}_t \left[ \left\| \frac{1}{K^2} \sum_{i \in S, k \in [K]} g^{(i)}_{k-1} \right\|^2 \right] \tag{CS ineq.}
\]

\[
\leq 4 \left\| \frac{1}{K^2} \sum_{i \in S, k \in [K]} g^{(i)}_{k-1} \right\|^2 = T_3 \text{ in } (29). \tag{cf. (22)}
\]

Therefore, \( \mathbb{E}_t \left[ \| \bar{x}_t - x_t \|^2 \right] \leq 4K_0^2\eta_0^2 \left( \frac{\sigma_0^2}{K^2} + \tau_\gamma G^2 + L^2E_t^{(c)} + \| \nabla f(x_t) \|^2 \right) \). Thus,

\[
E_t^{(0)} \leq 12K_0^2\eta_0^2 \left( L^2E_t^{(c)} + \| \nabla f(x_t) \|^2 + \frac{4}{3}\bar{\gamma}^2\| \nabla f_0(x_t) \|^2 + G_3 \right), \quad \text{with } G_3 = \frac{\sigma_0^2}{K^2} + \tau_\gamma G^2 + \frac{\gamma^2\sigma_0^2}{3K_0}.
\]

D. Proof of Theorem 2

From (12) we obtain

\[
h\mathbb{E}_t \left[ \| \nabla F(x_t) \|^2 \right] \leq \frac{h\mathbb{E}_t[\nabla F(x_t) - \nabla F(x_{t+1})]}{K_0\eta_0} + 5K_0\eta_0L\Psi + 8K_0^2\eta_0^2L^2 \left( \frac{\gamma\bar{\gamma}}{1+\gamma} \bar{x}_t^2 + \Phi \right)
\]

\[
= \frac{\mathbb{E}_t[\nabla F(x_t) - \nabla F^*] - \mathbb{E}_t[\nabla F(x_{t+1}) - \nabla F^*]}{K_0\eta_0} + 5K_0\eta_0L\Psi + 8K_0^2\eta_0^2L^2 \left( \frac{\gamma\bar{\gamma}}{1+\gamma} \bar{x}_t^2 + \Phi \right).
\]

Summing this relation over \( t = 0, \ldots, T-1 \) and then simplifying terms yields the desired result.

E. Corollary 7 and its proof

The following results show the convergence error for different step size conditions, which subsume Corollary 1

**Corollary 2.** Assume that condition (13) is satisfied.

(a) If \( K_0\eta_0 = \Theta(1/(\gamma + 1)\sqrt{T}) \), then

\[
\min_{0 \leq t \leq T-1} \mathbb{E}_t \left[ \| \nabla F(x_t) \|^2 \right] = O \left( \frac{\tilde{D}_0}{\sqrt{T}} + \frac{L\Psi}{\sqrt{T}(1+\gamma)^2} + \frac{L^2\gamma\bar{\gamma}^2\bar{x}_t^2}{T(1+\gamma)^4} + \frac{L^2\Phi}{T(1+\gamma)^3} \right),
\]

(b) If \( K_0\eta_0 = \Theta(1/\gamma) \), then

\[
\min_{0 \leq t \leq T-1} \mathbb{E}_t \left[ \| \nabla F(x_t) \|^2 \right] = O \left( \frac{\tilde{D}_0}{\sqrt{T}} + \frac{L\Psi}{\sqrt{T}(1+\gamma)^2} + \frac{L^2\gamma\bar{\gamma}^2\bar{x}_t^2}{T(1+\gamma)^4} + \frac{L^2\Phi}{T(1+\gamma)^3} \right).
\]
where \( \bar{D}_0 = \hat{F}(x_0) - \hat{F}^* \).

(b) If \( \eta_g = \Theta(\sqrt{S}) \) and \( K_0\eta_0 = \Theta(\frac{\sqrt{S}}{\sqrt{LT(1+\gamma)}}) \), then

\[
\begin{align*}
\min_{0 \leq t \leq T-1} \mathbb{E}[\|\nabla \hat{F}(x_t)\|^2] &= \mathcal{O}\left( \frac{\sqrt{L}}{\sqrt{ST}} (\bar{D}_0 + \frac{\hat{G}^2}{(\gamma + 1)^2}) + \frac{L}{T} \left( \frac{\hat{G}^2}{1+\gamma} + \frac{\gamma KS\xi^2}{(1+\gamma)^4} \right) \right),
\end{align*}
\]

where \( \hat{G}^2 = \frac{\gamma^2 + S\gamma^2}{K_0} + \frac{\sigma^2}{K} + \rho_s G^2 \).

(c) If \( \eta_g = \Theta(\sqrt{S}) \), \( K_0 = \Theta(K) \) and \( K_0\eta_0 = \Theta(\frac{\sqrt{KS}}{\sqrt{LT(1+\gamma)}}) \), then

\[
\begin{align*}
\min_{0 \leq t \leq T-1} \mathbb{E}[\|\nabla \hat{F}(x_t)\|^2] &= \mathcal{O}\left( \frac{\sqrt{L}}{\sqrt{KST}} (\bar{D}_0 + M^2 + \frac{M^2}{(\gamma + 1)^2}) + \frac{L}{T} \left( \frac{M^2}{1+\gamma} + \frac{\gamma KS\xi^2}{(1+\gamma)^4} \right) \right),
\end{align*}
\]

with \( M^2 = \gamma^2 S\sigma^2 + \sigma^2 + \rho_s K G^2 \).

**Proof.** Note that under condition (13), we have \( h = \Omega(\gamma + 1) \). Thus, the proof follows immediately from dividing both sides of the inequality in Theorem 3 by \( h \) and then using the step size conditions in each statement. \( \square \)

### F. Special Cases

Let us show here that our FSL approach includes FedAvg and centralized SGD as special cases.

a) *FedAvg as a Special Case:* Clearly, FedAvg is the special case of our formulation with \( \gamma \to 0 \), i.e., there is no server learning. Take Corollary 3.7, for example, although the bound on the RHS is by no means tight, it's clear that using a positive \( \gamma \) will lower RHS (provided \( \xi \) small compared to \( G \)), especially the coefficient of the dominant error term \( \frac{1}{\gamma^2} \) in the bound, which is \( \frac{D_0 + \frac{G^2}{\gamma^2}}{\gamma^2} \). Note also that \( \bar{D}_0 = \mathcal{O}(\frac{D_0}{\sqrt{\gamma}}) \) for small \( \gamma \). We briefly discussed this after Corollary 3.7.

b) *Centralized SGD as a Special Case:* Consider the case where Server has access to all training data of clients and thus can just perform local/centralized learning. This extreme case can be approximated by FSL using \( \xi = 0 \) and a sufficiently large value of \( \gamma \). Since Corollary 3.7 is for \( \gamma = \Theta(1) \), we can use Theorem 3.6 instead.

For large \( \gamma \), we have \( \kappa = \Theta(\gamma^2) \). From (9), let us choose \( K_0\eta_0 L = \Theta(1/\gamma^2) \), which implies \( h = \Theta(\gamma) \), \( \Phi = \Theta(\gamma^2 \Psi) \), and \( \Psi = \Theta(\frac{\gamma^2 + S\gamma^2}{K_0} + \hat{G}) \) with \( \hat{G} = \frac{\xi^2}{2} + \frac{\sigma^2}{K} \). Let \( \alpha = \eta_0 \gamma \), which is the stepsize of server in Algorithm 1. As a result, Theorem 3.6 implies \( \mathcal{E}_T = \mathcal{O}(\frac{D_0}{\gamma^3} + L\sigma_{\alpha} + \frac{\hat{G}^2}{\gamma^2}) \). The first two terms are exactly the error bound of SGD with a fixed stepsize, and the last term is the contribution of clients, which is negligible for large \( \gamma \).

### APPENDIX B

**FURTHER NUMERICAL RESULTS**

In this section, we present detailed models and further simulation results.

### A. Neural Network Models Used in Our Experiments

In our experiments, we use networks with 2 convolutional layers followed by 2 dense layers as shown in Tables II and III. Note that these models are enough for our purpose of illustrations and comparing different algorithms; they are by no means designed to achieve the state-of-the-art accuracy.

#### TABLE II

**MODEL USED IN EMNIST EXPERIMENTS**

| Layer | Output Shape | Param. # | Activation | Hyper-param. |
|-------|--------------|----------|------------|--------------|
| Input | (28, 28, 1)  |          |            |              |
| Conv2D | (28, 28, 32) | 320      | relu       | kernel size = 3, stride = (1, 1) |
| Conv2D | (26, 26, 64) | 18,496   | relu       | kernel size = 3, stride = (1, 1) |
| MaxPooling2D | (13, 13, 64) | 128      | pool size = (2, 2) | p = 0.25 |
| Flatten |              | 10,816   |            |              |
| Dense | 128          | 1,384,576| relu       | p = 0.5      |
| Dropout | 128         |          |            |              |
| Dense | 45           | 5,805    | softmax    |              |

### B. Further Results

1) *Test Accuracy Without Using Server Pretrained Model:* Figure 6 shows the performance of FSL, FL and DS when they start from a randomly initialized model instead of a pretrained one as in Figure 1. Clearly, in this case, the acceleration provided by SL is much more significant, even in the IID cases, in which DS offers little to no benefits as one would expect.
TABLE III
MODEL USED IN CIFAR-10 EXPERIMENTS

| Layer         | Output Shape | Param. # | Activation | Hyper-param. |
|---------------|--------------|----------|------------|--------------|
| Input         | (32, 32, 3)  |          |            |              |
| Conv2D        | (32, 32, 32)| 896      | relu       | kernel size = 3, stride = (1, 1) |
| MaxPooling2D  | (13, 13, 64)|          |            | pool size = (2, 2) |
| Conv2D        | (16, 16, 64)| 18, 496  | relu       | kernel size = 3, stride = (1, 1) |
| MaxPooling2D  | (8, 8, 64)  |          |            | pool size = (2, 2) |
| Dropout       | (8, 8, 64)  | 4, 096   |            | p = 0.25     |
| Flatten       | 128          | 524, 416 | relu       | p = 0.5      |
| Dense         | 128          | 1, 290   | softmax    |              |

Fig. 6. Test accuracy of FSL, FL and DS when not using server pretrained model. Here, $n_0 = 225$, $S = 5$ and $\eta_l = 0.01$ in EMNIST experiments and $n_0 = 500$, $S = 4$, $\eta_l = 0.01$ for CIFAR-10.

2) Comparison with Non-incremental SL: Figure 7 compares the performance of FSL, DS and the non-incremental version of SL, denoted by FSL-\(p\), when varying $C$ and $S$. Clearly, FSL-\(p\) is slightly worse than DS while FSL significantly outperforms in all cases. A similar conclusion can be drawn as we vary $\gamma$ as shown in Figure 8.

Fig. 7. Test accuracy of FSL, FSL-\(p\) and DS, where $n_0 = 225$, $\eta_l = 0.01$, $\gamma = 1$ for EMNIST, and $n_0 = 200$, $\eta_l = 0.01$, and $\gamma = 1$ for CIFAR-10.
3) Quantifying the Non-IIDness of Clients and Server: In general, it is difficult to obtain uniform bounds \( \tilde{\xi} \) and \( G \) in Assumptions 2-3. Thus, in Figure 9, we show the following two related quantities in some of our experiments: \( \xi^2 = \| \nabla f_0(x_t) - \nabla F(x_t) \|^2 \) and \( G^2 = \frac{1}{N} \sum_{i \in [N]} \| \nabla f_i(x_t) - \nabla F(x_t) \|^2 \) for \( t = 0, 50, 100, \ldots, 1000 \). First, it is clear that increasing \( C \) reduces the non-IIDness considerably in our experiments with both datasets. Second, in most cases and on average, \( \xi^2 \) is much smaller than \( G^2 \) and is improved when \( n_0 \) increases. Third, perhaps somewhat surprisingly, even having access to 2 or 5 samples per label (\( n_0 = 90 \) and 225) in EMNIST dataset already offers \( \text{FSL} \) a significant advantage to combat the non-IIDness of clients’ data. To have a similar level of benefit for the case of CIFAR-10, many more samples are needed for the server’s data. This is another indication besides final accuracy that in our experiments, EMNIST dataset is easier to learn from even though it has more label classes than CIFAR-10.

4) Further Comparison with FedDyn and SCAFFOLD: Figures 10 and 11 show the test accuracy (averaged over 3 runs) of \( \text{FSL, FSLsyn, FedDyn, and SCAFFOLD} \) with server step size \( \eta_0 = \sqrt{S} \) and \( T = 1000 \). \( \text{FSL, FSLsyn} \) not only has comparable (if not better) final accuracy than \( \text{SCAFFOLD} \) in most cases but also achieves higher initial training acceleration.
Fig. 10. Test accuracy of FSL, FSLSyn, FedDyn, and SCAFFOLD in CIFAR-10 experiments when varying local learning rate $\eta = \eta_0$ and number of label classes $C$ each client has.
Fig. 11. Test accuracy of FSL, FSLsyn, FedDyn, and SCAFFOLD in EMNIST experiments when varying local learning rate $\text{lr}=\eta_l$ and number of label classes $C$ each client has.