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Abstract

A Drinfel’d algebra gives the systematic construction of generalized parallelizable spaces and this allows us to study an extended $T$-duality, known as the Poisson–Lie $T$-duality. Recently, in order to find a generalized $U$-duality, an extended Drinfel’d algebra (ExDA), called the Exceptional Drinfel’d algebra (EDA) was proposed and a natural extension of the usual $U$-duality was studied both in the context of supergravity and membrane theory. In this paper, we clarify the general structure of ExDAs and show that an ExDA always gives a generalized parallelizable space, which may be regarded as a group manifold with generalized Nambu–Lie structures. We also discuss generalized Yang–Baxter deformations that are based on coboundary ExDAs. As important examples, we consider the $E_{\nu(n)}$ EDA for $n \leq 8$ and study various aspects, both in terms of M-theory and type IIB theory.
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1 Introduction

The Poisson–Lie $T$-duality \cite{1,2} is an extension of the well-established Abelian $T$-duality. This is based on a Lie group, called the Drinfel’d double. The Drinfel’d double contains a (maximally isotropic) subalgebra $\mathfrak{g}$ and the group manifold of $G = \exp \mathfrak{g}$ plays the role of the target space of string theory. A Drinfel’d double generally contains various subalgebras $\mathfrak{g}$, and a different choice of the subalgebra yields a different target space. Since the equations of motion of supergravity or string theory are insensitive to the choice of subalgebra, arbitrariness in the choice of the subalgebra gives rise to the non-trivial target space duality.

String theory has a larger duality group called $U$-duality, and a natural question is whether there are $U$-duality analogue of the Poisson–Lie $T$-duality. In order to address this question, an extended Drinfel’d algebra was proposed in \cite{3,4}. Since the $U$-duality group is the exceptional group $E_{n(n)}$, this algebra is called the exceptional Drinfel’d algebra (EDA). Similar to the case of the Poisson–Lie $T$-duality, the EDA contains various maximally isotropic subalgebras and each subalgebra gives a target space. Whether this extended $U$-duality can be used as a solution generating technique in supergravity is still an open question, but the answer is positive as discussed in \cite{3,5} by using several examples. In addition, as was discussed in \cite{6}, the equations of motion of the (topological) membrane worldvolume theory can be expressed in a covariant way under the extended $U$-duality. Encouraged by these results, further details of the EDA have been studied recently (see \cite{7,8,9} for recent works).

In the original works \cite{3,4}, the $E_{n(n)}$ EDA was proposed for $n \leq 4$ and it was extended to $n \leq 6$ in \cite{9}. While the extension is straightforward, increasing the rank $n$ increases the dimension of the EDA and makes it more difficult to study various properties of the EDA. The main purpose of this paper is to study the properties of the $E_{n(n)}$ EDA in a unified way that is less dependent on $n$. In fact, most of the properties of the EDA do not depend on the details of the duality group $\mathcal{G}$, and thus we consider an extended Drinfel’d algebra (ExDA) associated with a general group $\mathcal{G}$. When $\mathcal{G}$ is the $O(d,d)$ $T$-duality group, the ExDA reduces to the Lie algebra of the Drinfel’d double while when $\mathcal{G}$ is the $E_{n(n)}$ $U$-duality group, the ExDA reduces to the $E_{n(n)}$ EDA. In general, other duality groups are also possible, but in this paper, we will focus on these two cases.

We also present the $E_{n(n)}$ EDA for $n \leq 8$, as an application of the general discussion of the ExDA. Previous studies of the EDA have adopted the M-theory picture, where the dimension of the subalgebra $\mathfrak{g}$ is $n$, but as discussed in a series of studies \cite{10,11,12,13}, $U$-duality covariant tensors can be decomposed into tensors in both M-theory and type IIB theory. In this paper, in addition to the M-theory picture, we also construct the EDA in type IIB picture. In the type IIB picture, the dimension of $\mathfrak{g}$ is $n - 1$ although the dimension of the whole EDA is the same as the M-theory picture (see \cite{3,5} for some comments on the type IIB picture).
1.1 A brief sketch of Non-Abelian Duality

In order to illustrate the main results, we here explain the Poisson–Lie T-duality in more detail. For this purpose, it is very useful to use the language of the Extended Field Theory (ExFT) which includes Double Field Theory (DFT) and Exceptional Field Theory (EFT) as special cases, $\mathcal{G} = O(d,d)$ and $\mathcal{G} = E_{n(n)}$, respectively. ExFT is a manifestly $G$-covariant formulation of supergravity, extending the physical space of $n$ dimensions into an extended space of $D$ dimensions. The details are reviewed in section 3, but of particular importance is that the infinitesimal diffeomorphisms are generated by the generalized Lie derivative $\hat{\mathcal{L}}_{\mathcal{V}}$, which is a modification of the usual Lie derivative $\mathcal{L}_{\mathcal{V}}$. In the following, we explain that the existence of certain frame fields $E_{AI}(A, I = 1, \ldots, D)$ in DFT that satisfy

$$\hat{\mathcal{L}}_{\mathcal{E}_A} \mathcal{E}_B = -X_{ABC} \mathcal{E}_C, \quad (1.1)$$

where $X_{ABC}$ are the structure constants of the Drinfel’d algebra, is very important in the Poisson–Lie T-duality (see [27] where this was pointed out).

Let us consider a string sigma model, known as the double sigma model [28–30],

$$S = -\frac{1}{2} \int d^2 \sigma \left[ \mathcal{M}_{IJ}(x) \partial_1 x^I \partial_1 x^J - \eta_{IJ} \partial_0 x^I \partial_1 x^J \right], \quad (1.2)$$

where $2\pi \alpha' = 1$ and $I, J = 1, \ldots, D (+= 2d)$. We decompose the index as $(x^I) = (x^m, \tilde{x}_m)$ ($m = 1, \ldots, d$) and parameterize the generalized metric $\mathcal{M}_{IJ}$ and the $O(d,d)$ metric $\eta_{IJ}$ as

$$\mathcal{M}_{IJ} \equiv \begin{pmatrix} g_{mn} - B_{mp} g^{pq} B_{qn} & B_{mp} g^{pn} \\ -g_{mp} B_{pn} & g^{mn} \end{pmatrix}, \quad \eta_{IJ} = \begin{pmatrix} 0 & \delta_m^n \\ \delta_n^m & 0 \end{pmatrix}. \quad (1.3)$$

By assuming that $\mathcal{M}_{IJ}$ depends only on $x^m$, the equations of motion reproduce the standard equations of motion for $x^m(\sigma)$, and the double sigma model is (classically) equivalent to the (bosonic) string theory (see [30] for details). In particular, when the target space is constant, the action is manifestly invariant under the $O(d,d)$ T-duality transformation

$$x^I \rightarrow (\Lambda^{-1})^I_J x^J, \quad \mathcal{M}_{IJ} \rightarrow \Lambda_I^K \Lambda_J^L \mathcal{M}_{KL} \quad (\Lambda \in O(d,d)) \quad (1.4)$$

In the canonical formalism, we define the conjugate momenta as

$$P_I = \eta_{IJ} \partial_1 x^J, \quad (1.5)$$

and define the Poisson bracket as

$$\{x^I(\sigma), P_J(\sigma')\} = 2 \delta^I_J \delta(\sigma - \sigma'), \quad \{x^I(\sigma), x^J(\sigma')\} = 0 = \{P_I(\sigma), P_J(\sigma')\}. \quad (1.6)$$

The Hamiltonian is obtained as

$$H = \frac{1}{2} \int d\sigma \mathcal{M}_{IJ}(x) \partial_1 x^I \partial_1 x^J. \quad (1.7)$$
We find that there are the second-class constraints \( \tilde{P}_I \equiv P_I - \eta_{IJ} \partial_I x^J \), and the Dirac bracket is obtained as
\[
[x^I(\sigma), x^J(\sigma')] = -\eta^{IJ} \epsilon(\sigma - \sigma'), \quad [x^I(\sigma), P_J(\sigma')] = \delta^I_J \delta(\sigma - \sigma'),
\]
\[
[P_I(\sigma), P_J(\sigma')] = \eta_{IJ} \delta'(\sigma - \sigma').
\]
(1.8)

Then the dynamics is described by this Dirac bracket and the Hamiltonian (1.7).

Now we consider the case where the generalized metric is of the form
\[
M_{IJ}(x) = E_I^A(x) E_J^B(x) \hat{H}_{AB},
\]
(1.9)
where \( \hat{H}_{AB} \) is constant and \( E_I^A(x) \) is the inverse matrix of the generalized frame fields \( E_A^I(x) \) obeying Eq. (1.1). If we define the currents
\[
j_A(\sigma) \equiv E_A^I(x(\sigma)) P_I(\sigma),
\]
(1.10)
the Hamiltonian can be expressed as
\[
H = \frac{1}{2} \int d\sigma \hat{H}_{AB} j_A(\sigma) j_B(\sigma).
\]
(1.11)

Using Eq. (1.11) and the Dirac bracket (1.8), we obtain
\[
[j_A(\sigma), j_B(\sigma')] = X_{AB}^C j_C(\sigma) \delta(\sigma - \sigma') + \eta_{AB} \delta'(\sigma - \sigma'),
\]
(1.12)
and the physical system governed by this current algebra and the Hamiltonian (1.11) is called the \( \mathcal{E} \)-model [31–33]. Under this setup, we can discuss the Poisson–Lie T-duality as follows.

Suppose that there exists another set of generalized frame fields \( E'_A^I(x) \) that satisfy
\[
\hat{F}'_{E_A^I E_B^J} = -X'_{AB}^C E'_C, \quad X'_{AB}^C \equiv C_A^A' C_B^B' (C^{-1})_C^C X_{A'B'C'},
\]
(1.13)
where \( C_A^B \in O(d, d) \) is a constant matrix and \( E'_A^I \neq E_A^I E_B^I \). Then we can define another currents \( j'_A(\sigma) \equiv E'_A^I(X(\sigma)) P_I(\sigma) \) obeying
\[
[j'_A(\sigma), j'_B(\sigma')] = X'_{AB}^C j'_C(\sigma) \delta(\sigma - \sigma') + \eta_{AB} \delta'(\sigma - \sigma').
\]
(1.14)

Introducing a new Hamiltonian
\[
H' = \frac{1}{2} \int d\sigma \hat{H}'_{AB} j'_A(\sigma) j'_B(\sigma), \quad \hat{H}'_{AB} \equiv C_A^C C_B^D \hat{H}_{CD},
\]
(1.15)
we see that the dynamics in the primed system is the same as the original one because the role of \( j_A \) is played by \( C_A^B j'_B \). This shows that string theory defined on the original background (1.9) is equivalent to that defined on another curved background
\[
\hat{H}'_{IJ} = E'_I^A(X) E'_J^B(X) \hat{H}'_{AB} (\neq \hat{H}_{IJ}).
\]
(1.16)
This is the Poisson–Lie $T$-duality. Here, whether we can actually find the generalized frame fields $E_A^I$ and $E_A'^I$ satisfying (1.1) and (1.13) is very important. As was found in [1, 2] (and in [27] in the language of DFT), by using the Drinfel’d algebra, we can systematically construct such generalized frame fields $E_A^I$ and $E_A'^I$. The systematic construction of the generalized frame fields is the great benefit of the Drinfel’d algebra.

The same discussion holds also for membrane theory [6], where the $T$-duality group is extended to the $U$-duality group. In membrane theory, the extended momenta $P_I(\sigma)$ satisfy the Poisson bracket [34]

\[ [P_I(\sigma), P_J(\sigma')] = \rho^a_{IJ}(\sigma) \partial_a \delta^2(\sigma - \sigma'), \quad (1.17) \]

where $\sigma^a = 1, 2$ are spatial coordinates over the membrane and $\rho^a_{IJ}(\sigma)$ is a certain non-constant matrix. The Hamiltonian can be expressed as

\[ H = \frac{1}{2} \int d^2\sigma \sqrt{h} M_{IJ}(x) P_I P_J, \quad (1.18) \]

similar to the double sigma model. Again, we suppose that the generalized metric has the form (1.9) and assume that the generalized frame fields satisfies

\[ \hat{\ell}_{E_A} E_B^I = -X_{AB}^C E_C, \quad (1.19) \]

by means of the generalized Lie derivative in EFT. Here, $X_{AB}^C$ are the structure constants of the EDA and, in general, the lower indices are not antisymmetric $X_{[AB]}^C \neq X_{AB}^C$ (namely, the EDA is a Leibniz algebra). Then, by defining the currents $j_A(\sigma) \equiv E_A^I(X(\sigma)) P_I(\sigma)$, the Hamiltonian and the Poisson bracket of the currents become

\[ H = \frac{1}{2} \int d^2\sigma \sqrt{h} \hat{H}^{AB} j_A(\sigma) j_B(\sigma), \]

\[ [j_A(\sigma), j_B(\sigma')] = X_{[AB]}^C j_C(\sigma) \delta^2(\sigma - \sigma') + \frac{1}{2} [\rho^a_{AB}(\sigma) - \rho^a_{AB}(\sigma')] \partial_a \delta^2(\sigma - \sigma'). \quad (1.20) \]

We thus obtain a natural extension of the $E$-model [6]. At least when the target space is three dimensional, the membrane theory has the $E_{3(3)}$ $U$-duality covariance. Then, similar to the case of $T$-duality, we can consider $E_A'^I$ satisfying (1.13) and we find that membrane theory has the symmetry under the non-Abelian $U$-duality [6].

As described above, the existence of the generalized frame fields $E_A^I$ satisfying Eq. (1.19) is very important in realizing the non-Abelian duality. When such generalized frame fields exist, the target space is called a generalized parallelizable space [30, 38] and that plays an important role in considering a dimensional reduction preserving supersymmetry. As we show in this paper, a major advantage of the ExDA is that, once an ExDA and its maximally isotropic subalgebra are specified, a generalized parallelizable space can be explicitly constructed.

---

1 When the dimension of the target space is greater than three, the rotation $P_I \rightarrow \Lambda_{IJ}^I P_J$ ($\Lambda_{IJ}^I \in E_{n(n)}$) is not a symmetry because it breaks some integrability [35], and even the Abelian $U$-duality cannot be realized.
1.2 Summary of results

Now that we have explained the importance of ExDA, we turn to the details of the ExDA and explain the main results. To discuss the general properties of the ExDA for a general duality group $G$, we shall use a notation of the embedding tensor formalism developed in gauged supergravity [39–48]. We consider a $D$-dimensional Leibniz algebra

$$T_A \circ T_B = X_{AB}^C T_C,$$

which has the structure constants of the form

$$X_{ABC} = \Theta_{A}^{\alpha} (t_{\alpha})_B^C - \left[ \frac{1}{1 + \beta} (t_{\alpha})_A^D (t_{\alpha})_B^C + \delta_B^D \delta_C^D \right] \partial_D,$$  

$$\Theta_{A}^{\alpha} \equiv P_{A}^{\alpha B} \beta F_{B}^{\beta}, \quad \partial_A \equiv F_A^0 - \beta F_A^\alpha (t_{\alpha})_A^B.$$  

Here, $\{t_{\alpha}\}$ are the generators of the duality group $G$, $\beta$ is a constant specific to $G$, $P$ is a projection on a certain representation, and the information of the structure constants is contained in $F_A \equiv F_A^\alpha t_{\alpha} + F_A^0 t_0$ ($t_0$: generator of a scale symmetry $\mathbb{R}^+$ [49, 50]).

So far, this is the general structure of the gauge algebra for maximal gauged supergravities (in the presence of the trombone gauging) [48]. The additional requirement specific to the ExDA is that this Leibniz algebra contains an $n$-dimensional subalgebra $g$, $[T_a, T_b] = f_{abc} T_c$, that is maximally isotropic with respect to some bilinear form $\langle T_a, T_b \rangle = 0$. This requirement and the consistency condition of ExFT imply that $F_A$ can be parameterized as

$$F_A = \delta_b^a (F_{bc}^d K_{cd}^e + F_b^d R_d + F_a^0 t_0),$$

where $K_{\alpha \beta}$ is the generator of the $\mathfrak{gl}(n)$ subalgebra and $\{K_{\alpha \beta}, R_d\}$ is a set of non-positive-level generators of $G$. Substituting this $F_A$ into Eq. (1.22), we obtain an ExDA.

If an ExDA and its maximally isotropic subalgebra $g$ is specified, we can construct the generalized frame fields $E_{AI}$ by following the procedure known in the Poisson–Lie $T$-duality. In the previous studies, it was very hard to check that the constructed $E_{AI}$ indeed satisfy the relation (1.19). However, thanks to the symbolic expression (1.22), here we can generally show the relation for a wide class of duality groups $G$. Namely, we show that the ExDA always constructs a generalized parallelizable space for an arbitrary choice of the subalgebra $g$. This is one of the main results and plays an important role in the non-Abelian duality.

As known in the Drinfel’d algebra or the $E_{n(n)}$ EDA ($n \leq 6$), the Leibniz identities of the ExDA consist of the cocycle conditions, fundamental identities, and some additional identities. In this paper, we provide the general form of these identities. In particular, for the cocycle conditions, we obtain the coboundary ansatz that trivially satisfies the cocycle conditions. The coboundary ansatz is characterized by certain multi-vectors, and they are closely related to a generalized classical $r$-matrix. We propose the generalized classical Yang–Baxter equation by extending the results of [3, 4, 9]. We also discuss the Yang–Baxter deformation, which is a specific example of the non-Abelian duality based on the classical $r$-matrices.
This paper is organized as follows. In section 2, we briefly review the necessary ingredients of ExFT. There, several non-standard notation for the duality algebra is also introduced. In section 3, we introduce the ExDA and explain various general properties. In section 4, we explain how to generate solutions of ExFT through the non-Abelian duality. In sections 5 and 6, we study the $E_{n(n)}$ EDA in the M-theory picture and the type IIB picture, respectively. Section 7 is devoted to summary and discussions.

2 Review of ExFT

In this section, we set up our notation by shortly reviewing ExFT (see [51] for a review). The well-studied ExFTs are DFT and EFT where the duality group $G$ is $O(d, d)$ and $E_{n(n)}$, respectively. In this paper, we particularly focus on $E_{n(n)}$ EFT with $n \leq 8$, but the extended Drinfel’d algebra can be defined for other duality groups, where various important properties of ExDA will be satisfied. We thus make a presentation in a way that does not depend on the details of the duality group $G$, as much as possible.

In ExFT, we introduce a $D$-dimensional extended space with the generalized coordinates $x^I$ ($I = 1, \ldots, D$). Diffeomorphisms in the extended space is generated by the generalized Lie derivative (see [22] for details)

$$\hat{\mathcal{L}}_V W^I \equiv V^J \partial_J W^I - W^J \partial_J V^I + Y_{KL}^{IJ} \partial_K V^L W^J,$$

(2.1)

where $Y_{KL}^{IJ}$ is some invariant tensor that is explained in section 2.3. For consistency, for all fields defined on the extended space, we impose the so-called section condition

$$Y_{KL}^{IJ} \partial_I \otimes \partial_J = 0.$$

(2.2)

According to this condition, all fields are defined on a maximally isotropic subspace (called the physical subspace) with coordinates $x^i$ ($i = 1, \ldots, n$). After choosing such a subspace, representations of the duality group can be decomposed into representations of the GL($n$) subgroup, which is associated with coordinates transformations on the physical space.

2.1 Decompsotions of generators

The set of generators $\{t_\alpha\}$ of each duality group $G$ can be decomposed as follows:

$$O(d, d) : \{t_\alpha\} = \left\{ \frac{R_{ab} a b}{\sqrt{2}}, \frac{R_{ab1} a_1 b_1}{\sqrt{2}}, a, b = 1, \ldots, d \right\},$$

(2.3)

$$E_{n(n)} : \{t_\alpha\} = \left\{ \frac{R_{ab} a b}{\sqrt{8}}, \frac{R_{ab1} a_1 b_1}{\sqrt{8}}, \frac{R_{ab12} a_1 b_1}{\sqrt{2}}, a, b = 1, \ldots, n \right\},$$

(M-theory)

(2.4)

where the multiple indices are totally antisymmetric. For $G = E_{n(n)}$, this decomposition is suitable for M-theory, but there exists another maximally isotropic subspace with $n = n - 1$.  
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There, the generators are decomposed into representations of \( \text{GL}(n-1) \times \text{SL}(2) \).\(^2\)

\[
E_{n(n)} : \{ t_{\alpha} \} = \left\{ \frac{R_{a_1 \cdots a'}}{\sqrt{2}!}, \frac{R_{a_1 \cdots a_b}}{\sqrt{6}}, \frac{R_{a_1 \cdots a_b}}{\sqrt{4}}, \frac{R_{a_1 \cdots a_b}'}{\sqrt{2}}, K^a_b, R^a_{\beta} \right\} = \left\{ \frac{R_{a_1 \cdots a_b}}{\sqrt{2}!}, \frac{R_{a_1 \cdots a_b}}{\sqrt{6}}, \frac{R_{a_1 \cdots a_b}}{\sqrt{4}}, \frac{R_{a_1 \cdots a_b}'}{\sqrt{2}}, K^a_b, R^a_{\beta} \right\}
\]

(Type IIB) \quad (a, b = 1, \ldots, n = n - 1, \quad \alpha = 1, 2). \quad (2.5)

Here, \( R^a_{\beta} (R^a_{\alpha} = 0) \) are the generators of the \( \text{SL}(2) \) which is associated with the \( S \)-duality symmetry of type IIB theory.

For generators in each decomposition, we introduce an ordering, called the level \( \ell_{\alpha} \), as

\[
[K, t_{\alpha}] = \sigma \ell_{\alpha} t_{\alpha} \quad (K \equiv K^a_a).
\]

Here, the normalization constant \( \sigma \) is given by \( \sigma = 2, 3, 2 \) for \( O(d,d) \), \( E_{n(n)} \) (M-theory), and \( E_{n(n)} \) (type IIB), respectively. This \( \sigma \) is introduced such that the level coincides with the value known in the literature \(^5\), but it is not important in our discussion. Explicitly, the level for each generator is given as follows:\(^3\)

\[
\begin{array}{c|c|c|c|c|c|c|c}
\hline
\text{type} & \text{level} & -1 & 0 & 1 & -3 & -2 & -1 & 0 & 1 & 2 & 3 & -4 & -3 & -2 & -1 & 0 & 1 & 2 & 3 & 4 \\
\hline
O(d,d) & t_{\alpha} & R_2 & K^2_1 & R^2 & R_8,1 & R_6 & R_3 & K^1_1 & R^3 & R^6 & R^{8,1} & R_7,1 & R^6_6 & R_4 & R^2 & R^6 & R^2 & R^6 & R^7,1 \\
\hline
\text{M-theory} & t_{\alpha} & & & & & & & & & & & & & & & & & & & \\
\hline
\text{Type IIB} & t_{\alpha} & & & & & & & & & & & & & & & & & & & \\
\hline
\end{array}
\]

(2.7) \quad (2.8) \quad (2.9)

Here we have denoted the \( \text{GL}(n) \) indices schematically, for example, as \( R_{a_1 \cdots a_b} \equiv R_{a_1 \cdots a_b} \). The Jacobi identity shows that the duality algebra

\[
[t_{\alpha}, t_{\beta}] = f_{\alpha \beta \gamma} t_{\gamma},
\]

respects the level, in the sense that the commutator of a level-\( p \) generator and a level-\( q \) generator is a combination of level-(\( p + q \)) generators.

For later convenience, we denote the set of positive-level generators as \( \{ R^a \} \) and the negative-level generators as \( \{ R_a \} \). We also denote the set of level-0 generators other than \( K^a_b \) as \( \{ R_{\ell} \} \). Then, for each duality group, we have

\[
\begin{align*}
\text{O}(d,d): & \quad \{ R^a \} = \{ R^2 \}, \quad \{ R_a \} = \{ R_2 \}, \quad \{ R_{\ell} \} = \emptyset, \quad (2.11) \\
\text{M-theory}: & \quad \{ R^a \} = \{ R^3, R^6, R^{8,1} \}, \quad \{ R_a \} = \{ R_3, R_6, R_{8,1} \}, \quad \{ R_{\ell} \} = \emptyset, \quad (2.12) \\
\text{Type IIB}: & \quad \{ R^a \} = \{ R^2_\alpha, R^4_\alpha, R^{7,1}_\alpha \}, \quad \{ R_a \} = \{ R^2_\alpha, R_4, R^6_\alpha, R_{7,1} \}, \quad (2.13) \\
& \quad \{ R_{\ell} \} = \{ R^{\alpha}_\beta \}.
\end{align*}
\]

\(^2\)We use the indices \( a, b \) in the type IIB picture, but also use \( a, b \) when no confusion arises.

\(^3\)By the definition, \( \sigma \ell_{\alpha} \) coincides with \( \text{(number of upper GL indices)} - \text{(number of lower GL indices)} \).
We note that the commutation relations among the $E_{n(n)}$ generators both in the M-theory and the type IIB picture are given in Appendix A. The commutation relations for the $O(d, d)$ algebra are given in Eq. (3.30). In each duality group, we see that the generators are representation of the subalgebra $\mathfrak{h}$ generated by the level-0 generators $\{K^a_b, R_I\}$.

The properties of the duality group $G$ that are important in the following discussion can be summarized as follows:

1. The generators $\{t_\alpha\}$ can be decomposed into the positive-level generators $\{R^A\}$, negative-level generators $\{R^A\}$, and the level-0 generators $\{K^a_b, R_I\}$.

2. $\{R^A\}$ and $\{R^A\}$ are representations of the subalgebra $\mathfrak{h}$ generated by $\{K^a_b, R_I\}$.

### 2.2 Vector representation $R_1$

The usual momenta $P_a$ are related to various brane central charges via duality. For example, under $T$-duality, the momenta $P_a$ are mapped to the string winding charges $P^a$, and under $U$-duality, they are mapped to brane central charges. All of the central charges are packaged to the generalized momenta $P_A$ and they transform in the vector representation of $G$ which we call the $R_1$ representation. In each duality group, we can summarize the contents of the generalized momenta as follows:

\[
\begin{align*}
\text{O}(d, d): & \quad \{P_A\} = \{P_1, P^1\}, \\
\text{M-theory:} & \quad \{P_A\} = \{P_1, P^2, P^5, P^{7,1}, P^{8,3}, P^{8,6}, P^{8,8,1}\}, \\
\text{Type IIB:} & \quad \{P_A\} = \{P_1, P^1_a, P^3, P^5, P^{6,1}, P^{7,2}, P^{7,4}, P^{7,6}, P^{7,7,1}\}.
\end{align*}
\]

(2.14)  
(2.15)  
(2.16)

Since the generalized momenta are in a representation of the duality group, we have

\[
[t_\alpha, P_A] = (t_\alpha)_A^B P_B.
\]

(2.17)

By assuming the central charges are Abelian $[P_A, P_B] = 0$ and using the Jacobi identities, the explicit forms of the matrices $(t_\alpha)_A^B$ were determined in [12, 20, 53, 54] (see also [55]). They provide the matrix representation of the generators $\{t_\alpha\}$ in the $R_1$ representation.

We can also assign the level to the central charges $P_A$ as

\[
[K, P_A] = (\sigma \ell_A - 1) P_A.
\]

(2.18)

For example, $P_a$ has level 0 and other central charges have positive levels. Then, by considering the level, we find important properties

\[
(R^A)_a^B = 0, \quad (R^A)_b^a = 0, \quad (R_I)_a^B = 0.
\]

(2.19)

\footnote{For $G = E_{6(6)}$, $P^{7,1}$ in M-theory and $P^{6,1}$ in type IIB theory are reducible. For example, $P^{7,1}$ can be decomposed into $P^{a_1 \cdots a_7, a'}$ with $P^{[a_1 \cdots a_7, a']}$ = 0 and the totally antisymmetric part $P^8$. However, this decomposition increase the matrix size of $(t_\alpha)_A^B$ and we do not consider such a decomposition.}
The first can be understood from

\[ [R_{\alpha}, P_{a}] = (R_{\alpha})^{B}_{a} P_{B} = \text{(sum of the central charges with negative level)} = 0, \]

and the second can be also understood in a similar way. The last property follows from the fact that \( P_{a} \) is a singlet under the subalgebra generated by \( \{R^{T}\} : [P_{a}, R^{T}] = 0 \). These properties are very important in the construction of ExDA, and in the following discussion we frequently use them implicitly. Moreover, since each component of the central charges are representations of \( \mathfrak{h} \), the matrices \( (K^{c}_{d})^{A}_{B} \) and \( (R_{I})^{A}_{B} \) have the block-diagonal form, which is also used frequently.

### 2.3 Y-tensor

Now we explain the definition of the \( Y \)-tensor \( Y^{I}_{KL} \). This is defined as \[22\]

\[ Y^{I}_{K L} \equiv \delta^{I}_{K} \delta^{J}_{L} + (t^{\alpha})^{K}_{J} (t^{\alpha})^{L}_{I} + \beta \delta^{I}_{L} \delta^{J}_{K}, \]

(2.21)

where \( \beta \) is given by

\[ G = O(d, d) : \beta = 0, \quad G = E_{n(n)} : \beta = \frac{1}{9-n}, \]

(2.22)

and \( \{t^{\alpha}\} \) is defined as follows. For a while, we suppose that the duality group \( G \) is simple, and define the Cartan–Killing form as

\[ \kappa^{\alpha\beta} \equiv -\frac{1}{\alpha} \text{tr}_{R_{1}} (t^{\alpha} t^{\beta}), \quad (\kappa^{\alpha\beta})^{-1}, \]

(2.23)

where the constant \( \alpha \) for each duality group is

\[ \begin{array}{c|c|c|c|c|c}
\alpha & O(d,d) & E_{4(4)} & E_{5(5)} & E_{6(6)} & E_{7(7)} & E_{8(8)} \\
2 & O(d,d) & \beta = 0 & \beta = 9-n & \beta = 1 & \beta = 8 & \beta = 6 \end{array} \]

(2.24)

Then we define \( t^{\alpha} \) as

\[ t^{\alpha} \equiv \kappa^{\alpha\beta} t^{\beta}. \]

(2.25)

In our convention, the are found as follows:

- \( O(n,n) : \{t^{\alpha}\} = \{R^{2}, K^{1}_{1}, R_{2}\} \),
- \( M\)-theory: \( \{t^{\alpha}\} = \{R^{8,1}, R^{6}, R^{3}, K^{1}_{1}, R_{3}, R_{6}, R_{8,1}\} \),
- Type IIB: \( \{t^{\alpha}\} = \{R^{7,1}, R^{6,1}, R^{4}, R^{2}, K^{1}_{1}, R_{3}, R_{6}, R_{8}, R_{7,1}\} \),

where \( K^{1}_{1} \) and \( R_{\alpha}^{\beta} \) are defined as

- \( O(n,n) : K_{a}^{b} \equiv -K_{a}^{b} \),
- \( M\)-theory: \( K_{a}^{b} \equiv -(R_{a}^{b} - \frac{1}{9} \delta_{a}^{b} K) \),
- Type IIB: \( K_{a}^{b} \equiv -(R_{a}^{b} - \frac{1}{8} \delta_{a}^{b} K), \quad R_{\alpha}^{\beta} \equiv -R_{\alpha}^{\beta} \).
For non-simple $U$-duality groups $E_{n(n)}$ ($n \leq 3$), we adopt Eq. (2.26) as the definition of $\{ t^\alpha \}$. Then, we find the identities

\begin{align}
O(d, d) : \quad & (t^\alpha)_A^B (t^\alpha)_C^D = -\alpha (P_{\text{adj}})_A^B C^D, \\
n = 2 : \quad & (t^\alpha)_A^B (t^\alpha)_C^D = -(P_3)_A^B C^D - \frac{17}{3} (P_1)_A^B C^D, \\
n = 3 : \quad & (t^\alpha)_A^B (t^\alpha)_C^D = -2 (P_{(8,1)})_A^B C^D - 3 (P_{(1,3)})_A^B C^D, \\
n \geq 4 : \quad & (t^\alpha)_A^B (t^\alpha)_C^D = -\alpha (P_{\text{adj}})_A^B C^D,
\end{align}

and $(t^\alpha)_A^B (t^\alpha)_C^D$ is always the projector on the adjoint representation (see Table A.1). Now, the right-hand side of (2.21) is defined and the $Y$-tensor is explicitly defined.

For example, when $\mathcal{G} = O(d, d)$, we can show

\begin{align}
Y_{IJ}^{KL} &= \delta^I_K \delta^J_L + (t^\alpha)_K^J (t^\alpha)_L^I = \eta^{IJ} \eta_{KL},
\end{align}

where $\eta^{IJ}$ is the inverse matrix of $\eta_{IJ}$.

For the $U$-duality group $\mathcal{G} = E_{n(n)}$, the $Y$-tensor can be expressed as a sum of projectors on the section-condition multiplet $R_{SC}$ (see Table A.1)\footnote{The representation is called the section-condition multiplet because the section condition is expressed as (2.2) by using the $Y$-tensor.}

\begin{align}
n = 2 : \quad & Y_{IJ}^{KL} = 2 (P_2)^{IJ}_{KL}, \\
n = 3 : \quad & Y_{IJ}^{KL} = 4 (P_{(3,1)})^{IJ}_{KL}, \\
n = 4 : \quad & Y_{IJ}^{KL} = 6 (P_5)^{IJ}_{KL}, \\
n = 5 : \quad & Y_{KL}^{IJ} = 8 (P_{10})^{IJ}_{KL}, \\
n = 6 : \quad & Y_{IJ}^{KL} = 10 (P_{27})^{IJ}_{KL}, \\
n = 7 : \quad & Y_{KL}^{IJ} = 12 (P_{133})^{IJ}_{KL} - 28 (P_1)^{IJ}_{KL}, \\
n = 8 : \quad & Y_{IJ}^{KL} = 14 (P_{3875})^{IJ}_{KL} - 30 (P_{248})^{IJ}_{KL} + 62 (P_1)^{IJ}_{KL}.
\end{align}

For each $n$, the projector on the largest irreducible representation in $R_{SC}$ has the symmetries $(P_{...})^{IJ}_{KL} = (P_{...})^{(IJ)}_{(KL)} = (P_{...})^{IJ}_{(KL)}$. Moreover, similar to the DFT case, they are expressed as a quadratic form of the $\eta$-symbol, $\eta_{IJ}^K = \eta_{JI}^K$\footnote{[56, 57]},

\begin{align}
2 (n - 1) (P_{...})^{IJ}_{KL} = \eta^{IJ}_{KL} \eta^{JI}_{KL}.
\end{align}

For the second largest irreducible representation in $n = 7, 8$, the indices are antisymmetric

\begin{align}
(P_{...})^{IJ}_{KL} = (P_{...})^{(IJ)}_{(KL)} = (P_{...})^{IJ}_{(KL)},
\end{align}

and for the smallest irreducible representation in $n = 8$, the indices are symmetric

\begin{align}
(P_1)^{IJ}_{KL} = (P_1)^{(IJ)}_{(KL)} = (P_1)^{IJ}_{(KL)}.
\end{align}
2.4 More on the generalized Lie derivative

Here we explain the generalized Lie derivative in more detail. In ExFT, all fields and gauge parameters should satisfy the section condition (2.2). As long as the section condition is satisfied, the algebra of the generalized Lie derivative is closed, in the sense that, for given generalized vector fields $V^I_1$, $V^I_2$, $V^I_3$, we can find a vector field $V^I_{12}$ satisfying

$$[\hat{\mathcal{L}}_{V_1}, \hat{\mathcal{L}}_{V_2}] V^I_3 = \hat{\mathcal{L}}_{V_{12}} V^I_3.$$ \hspace{1cm} (2.37)

However, the algebra is not closed in $E_8(8)$ EFT [22]. In [26], by introducing additional gauge parameter $\Sigma^I$, the generalized Lie derivative was modified as

$$\hat{\mathcal{L}}_{(V, \Sigma)} W^I \equiv \hat{\mathcal{L}}_V W^I + \Sigma^K f^{KIJ} W^J,$$ \hspace{1cm} (2.38)

where $f^{KIJ}$ corresponds to the structure constants of the $e_8(8)$ algebra. In this approach, by requiring that $\Sigma^I$ satisfies certain conditions similar to the section condition, it was shown that the modified algebra is closed in the following sense:

$$[\hat{\mathcal{L}}_{(V_1, \Sigma_1)}, \hat{\mathcal{L}}_{(V_2, \Sigma_2)}] V^I_3 = \hat{\mathcal{L}}_{(V_{12}, \Sigma_{12})} V^I_3.$$ \hspace{1cm} (2.39)

This approach has the advantage that it can be applied to any curved space. However, the geometric meaning of $\Sigma^I$ is not clear. As explained in section 1, we would like to define the structure constants $X_{ABC}^I$ of the ExDA through the relation

$$\hat{\mathcal{L}}_{E_A^I} E_B^J = -X_{ABC}^I E_C^J,$$ \hspace{1cm} (2.40)

but since the meaning of $\Sigma^I$ is not clear, it is not obvious how to extend this relation to the $E_8(8)$ case. We thus take another approach proposed in [58]. There, by assuming the existence of certain generalized frame fields $E_A^I \in \mathcal{G} \times \mathbb{R}^+$, the gauge parameter $\Sigma^I$ was chosen as

$$\Sigma^I = -\frac{1}{\alpha} f^{IJL} \tilde{\Omega}^{KL}_J V^K, \quad \tilde{\Omega}^{IK}_J \equiv \Omega^{I\dot{\alpha}}_J (t_{\dot{\alpha}}) J^K, \hspace{1cm} (2.41)$$

where $\Omega$ is the Weizenbörck connection

$$\Omega^{IK}_J \equiv E^K_A \partial_I E^A_J \equiv \Omega^{I\dot{\alpha}}_J (t_{\dot{\alpha}}) J^K + \Omega^{0}_J (t_0) J^K,$$ \hspace{1cm} (2.42)

and $(t_{\dot{\alpha}})_J^I$ is the matrix representation of the $e_8(8)$ generator in the “curved” indices. This modified generalized Lie derivative

$$\hat{\mathcal{L}}_V W^I \equiv V^J \partial_J W^I - W^J \partial_J V^I + Y_{IJK}^L \partial_K V^L W^J + \Sigma^K f^{KIJ} W^J,$$ \hspace{1cm} (2.43)

was shown to be closed in the usual sense (2.37). A disadvantage of this approach is that it requires the particular generalized frame fields $E_A^I$, but in the discussion of the ExDA, we have globally defined generalized frame fields $E_A^I$. Thus we use the corresponding Weizenbörck connection and adopt the generalized Lie derivative (2.43).
Since the expression (2.43) contains a quantity $f^{IJ}K$ that is specific to the $E_{8(8)}$ EFT, we rewrite the definition as

$$\hat{L}_V W^I \equiv V^J \partial_J W^I - W^J \partial_J V^I + Y^{IJK} \partial_K V^L W^J - \Sigma^\alpha (t_\alpha) J^I W^J,$$

$$(\Sigma^\alpha \equiv \chi^{I\hat{\alpha}} \Omega_I^\hat{\beta} \chi_{\beta K} V^K),$$

(2.44)

where the matrix $\chi_{\alpha I}$ and its inverse $\chi^{I\hat{\alpha}}$ are given in Appendix A.3. In the $E_{8(8)}$ EFT, $\chi$ is an intertwiner connecting two representations $R_1$ and $R_{\text{adj}}$, but it vanishes in the $E_{n(n)}$ EFT ($\leq 7$). In DFT, we understand that $\chi$ is not present. This generalized Lie derivative reproduces (2.43) by considering $\Sigma^\alpha (t_\alpha)$ in the $E_{8(8)}$ EFT, and reduces to the ordinary generalized Lie derivative in the $E_{n(n)}$ EFT ($\leq 7$) and DFT.

By using Eq. (2.21), it is convenient to express the generalized Lie derivative as

$$\hat{L}_V W^I \equiv V^J \partial_J W^I - [(\partial \times_{\text{ad}} V)^{\hat{\alpha}} + \Sigma^{\hat{\alpha}}] (t_\alpha) J^I W^J - \beta (\partial \cdot V) (t_0) J^I W^J,$$

$$(V \times_{\text{ad}} W)^{\hat{\alpha}} \equiv -(t^{\hat{\alpha}})_L^K V_K W^L, \quad (V \cdot W) \equiv V_I W^I, \quad (t_0) J^I \equiv -\delta^I_J.$$

(2.45)

This expression clearly shows that the generalized Lie derivative generates an infinitesimal $G$ transformation and a scale transformation $\mathbb{R}^+$ generated by $t_0$. The constant $\beta$ can be understood as the density weight of the gauge parameter $V^I$.

For a given set of generalized frame fields $E_A^I$ satisfying the section condition, we can expand the generalized Lie derivative as

$$\hat{L}_{E_A} E_B^I = -X_{AB}^C E_C^I,$$

(2.46)

where the generalized fluxes $X_{AB}^C$ are not constant in general. By using Eq. (2.45), the generalized fluxes can be expressed as

$$X_{AB}^C = \Omega_{AB}^C + (t^\alpha)_D^E (t_\alpha)_B^C \Omega_{EA}^D - \beta \Omega_{DA}^D (t_0)_B^C + \chi^{DA} \Omega_{D}^\beta \chi_{\beta A} (t_\alpha)_B^C,$$

(2.47)

where we have converted the “curved” indices $I, J, \hat{\alpha}$ to the “flat” indices $A, B, \alpha$ by using the frame fields $E_A^I$ and, for example, the Weizenb"{o}ck connection with the “flat” indices is

$$\Omega_{AB}^C \equiv E_A^I E_B^J E_K^C \Omega_{IJ}^K = E_A^I E_B^K \partial_I E_K^C.$$

(2.48)

Using the expansion of the Weizenb"{o}ck connection,

$$\Omega_{AB}^C = \Omega_A^\alpha t_\alpha + \Omega_A^0 t_0,$$

(2.49)

we find

$$X_{AB}^C = \left[ \delta^D_\alpha \delta^\beta_\alpha + (t_\beta t^\alpha)_A^D + \chi_{\beta A} \chi^{DA} \right] \Omega_{D}^\beta (t_\alpha)_B^C - \beta \Omega_{DA}^D (t_0)_B^C$$

$$- (t^\alpha)_A^D \Omega_{D}^\beta (t_\alpha)_B^C + \Omega_{A}^0 (t_0)_B^C.$$

(2.50)

The flat and curved adjoint indices are connected by $\varepsilon_\alpha^\beta$, which is defined as $E_{A}^I (t_\alpha)_J^I E_J^B = \varepsilon_\alpha^\beta (t_\alpha)_J^B$ such that the matrix elements of the $(t_\alpha)_B^C$ and $(t_\alpha)_J^I$ are the same.
By introducing
\[ \vartheta_A \equiv -\frac{1}{D} X_{A B} = (1 + \beta) \Omega_A^0 - \beta \Omega_D^\alpha (t_\alpha)_A^D, \] (2.51)
we can further rewrite the generalized fluxes as
\[ X_{A B C} = \Theta_A^\alpha (t_\alpha)_B^C - \left[ \frac{1}{1 + \beta} (t_\alpha)_A^D (t_\beta)_B^C + \delta_D^\alpha \delta_B^C \right] \vartheta_D, \] (2.52)
where
\[ \Theta_A^\alpha = \mathbb{P}_A^\beta B \Omega_B^\beta, \]
\[ \mathbb{P}_A^\alpha B \beta = \delta_A^\beta \delta_B^\alpha + (t_\beta t^\alpha)_A^B - \frac{\beta}{1 + \beta} (t_\alpha t_\beta)_A^B + \chi_\alpha \chi_\beta A^B \alpha. \] (2.53)

In DFT (where \( \beta = \vartheta = 0 \)), \( \mathbb{P} \) corresponds to the projector on the multiplet of the 3-form
\[ \mathbb{P}_A^\alpha B \beta = 3 P_2^\alpha, \] (2.54)
and the embedding tensor is a 3-form. Accordingly, the generalized fluxes (with the last index lowered with \( \eta_{AB} \)) are totally antisymmetric \( X_{ABC} = X_{[ABC]} \).

In EFT with \( n \leq 8 \), \( \mathbb{P}_A^\alpha B \beta \) is always a projector on the \( R_{10-n} \) representation (see for example the Appendix of [41] for \( n = 5, 6, 7 \)).

\[ \begin{align*}
  n = 2 & : \quad \mathbb{P}_A^\alpha B \beta = (P_3)_{A}^\alpha B \beta + \frac{17}{8} (P_2)_{A}^\alpha B \beta, \\
  n = 3 & : \quad \mathbb{P}_A^\alpha B \beta = 2 (P_{6,2})_{A}^\alpha B \beta + \frac{24}{7} (P_{3,2})_{A}^\alpha B \beta, \\
  n = 4 & : \quad \mathbb{P}_A^\alpha B \beta = 3 (P_{40})_{A}^\alpha B \beta + 4 (P_{15})_{A}^\alpha B \beta, \\
  n = 5 & : \quad \mathbb{P}_A^\alpha B \beta = 4 (P_{144})_{A}^\alpha B \beta, \\
  n = 6 & : \quad \mathbb{P}_A^\alpha B \beta = 5 (P_{351})_{A}^\alpha B \beta, \\
  n = 7 & : \quad \mathbb{P}_A^\alpha B \beta = 7 (P_{912})_{A}^\alpha B \beta, \\
  n = 8 & : \quad \mathbb{P}_A^\alpha B \beta = 14 (P_{3875})_{A}^\alpha B \beta + 62 (P_{1})_{A}^\alpha B \beta.
\end{align*} \] (2.55)

Thus, the embedding tensor \( \Theta_A^\alpha \) in each dimension transforms in the \( R_{10-n} \) representation.

Before closing this section, let us provide an additional useful information. In order to evaluate the generalized fluxes \( X_{AB}^C \), we need the explicit form of the matrix \( (t_\alpha)_A^B \). In particular, the component \( (K_c^d)_A^B \) frequently appears. In DFT and EFT both in the M-theory and the type IIB picture, \( (K_c^d)_A^B \) always has the following form:
\[ K_c^d \equiv \begin{pmatrix} -\delta_c^d & 0 \\ 0 & * \end{pmatrix}, \] (2.56)
where * depends on the details of the ExFT.

\[ ^7 \text{In [58], the modification of the generalized Lie derivative in } n = 8 \text{ was motivated by this relation.} \]
3 General structure of ExDA

3.1 Definition of ExDA

The ExDA is a Leibniz algebra with certain structure constants $X_{ABC}$, 

$$T_A \circ T_B = X_{ABC} T_C.$$  \hspace{1cm} (3.1)

As explained in section 1.1, in order to realize the non-Abelian duality, we need a set of generalized frame fields $E_A^I$ that satisfies the algebra 

$$\hat{\mathcal{L}}_{E_A} E_B^I = -X_{ABC} E_C^I.$$  \hspace{1cm} (3.2)

This determines the possible forms of the structure constants $X_{ABC}$. Recalling the general form of the generalized Lie derivative (2.52), we find that $X_{ABC}$ should be of the form 

$$X_{ABC} = \Theta_{A}^{\alpha} (t_{\alpha})_{B}^{C} - \left[ \frac{1}{1+\beta} (t_{\alpha})_{A}^{D} (t_{\alpha})_{B}^{C} + \delta_{A}^{D} \delta_{D}^{C} \right] \vartheta_{D},$$  \hspace{1cm} (3.3)

where the embedding tensors are given by the Weizenböck connection,

$$\Theta_{A}^{\alpha} \equiv \mathcal{F}_{\alpha}^{AB} \Omega_{B}^{\beta}, \quad \vartheta_{D} = (1 + \beta) \Omega_{A}^{\alpha} - \beta \Omega_{D}^{\alpha} (t_{\alpha})_{A}^{D}.$$  \hspace{1cm} (3.4)

In general, the Weizenböck connection $\Omega_{ABC}$ on the right-hand side is not constant, but it turns out that the non-constant parts are canceled out on the right-hand side (see section 3.4). Then, in order to evaluate the structure constants $X_{ABC}$, it is enough to know the value of $\Omega_{ABC}$ at a certain point $x_0$. Namely, in the embedding tensors (3.4), we can replace $\Omega_{ABC}$ with the constants 

$$F_{ABC} \equiv \Omega_{ABC} |_{x=x_0} \equiv (F_{A}^{\alpha} t_{\alpha} + F_{A}^{0} t_{0})_{B}^{C}.$$  \hspace{1cm} (3.5)

In the following, we define the ExDA by requiring additional conditions on $F_{ABC}$.

3.1.1 Requirement: Existence of maximally isotropic subalgebra

The important requirement is that the ExDA contains an $n$-dimensional subalgebra $g$ 

$$T_a \circ T_b = f_{ab}^{c} T_c,$$  \hspace{1cm} (3.6)

that satisfies the maximal isotropy 

$$\langle T_a, T_b \rangle = 0 \quad \left[ \langle T_A, T_B \rangle \equiv Y_{CD}^{AB} T_C \otimes T_D \right].$$  \hspace{1cm} (3.7)

Once the subalgebra $g$ is fixed, as explained in section 2.1 we can decompose the generators of the duality group $G$ such that the level-0 generators contain the GL($n$) generators $K_{ab}^a$. 

15
We can then decompose the $R_1$ representation into representations of the subalgebra $\mathfrak{h}$ (recall section 2.2): $\{T_A\} = \{T_a, T_C\}$ where $T_C$ are called the dual generators. In general, we have

$$T_a \circ T_b = X_{ab}^c T_c + X_{ab}^\tilde{C} T_{\tilde{C}},$$

and the requirement (3.6) is equivalent to

$$X_{ab}^c = f_{ab}^c, \quad X_{ab}^\tilde{C} = 0.$$  

(3.8)

In order to consider the second condition, let us use an expression

$$X_{ab}^C \equiv \left[ \delta_a^D \delta_b^\alpha (t_\beta t^{\alpha})_a + \chi_{\alpha\beta} \chi^D \alpha \right] F_D^\beta (t_\alpha)\tilde{C}$$

$$= \left[ 2 \delta^D [t_\alpha]_b \tilde{C} + Y_{C b}^D (t_\alpha)_a \chi^D + \chi_{\alpha\beta} \chi^D (t_\beta)\tilde{C} \right] F_D^\alpha.$$  

(3.9)

In general, the constants inside the square brackets do not vanish and in order to realize $X_{ab}^\tilde{C} = 0$, we need to impose a condition on $F_A^\alpha$. By considering $(R_k)_a^B = 0$, $Y_{eb}^CD = 0$ (i.e., the maximal isotropy), and $\chi_{K\beta a} = \chi_{R\alpha a} = \chi_{R\beta a} = 0$, the (sufficient) condition is

$$F_A^\alpha t_\alpha = F_{ab}^b K_{ac} + F_{A C} R_I^\alpha R_B^b$$  

(i.e., $F_{AB} = 0$).  

(3.10)

Under this condition, we find

$$X_{ab}^c = 2 F_{[ab]}^c,$$

and the subalgebra $\mathfrak{g}$ is a Lie algebra

$$T_a \circ T_b = -T_b \circ T_a = f_{ab}^c T_c \quad (f_{ab}^c = 2 F_{[ab]}^c).$$  

(3.11)

Now let us explain the consequences of the condition (3.11) on the generalized frame fields $E_A^I$. Initially, the generalized frame fields $E_A^I$ were supposed to be a general element of $G \times \mathbb{R}^+$ and then the Weizenböck connection $\Omega_{ABC}^C$ can be expanded as in Eq. (2.49). However, $F_{AB}^C$ and $\Omega_{AB}^C$ are related as

$$F_A^\alpha t_\alpha + F_A^0 t_0 = [\Omega_A^\alpha t_\alpha + \Omega_A^0 t_0]_{x=x_0} = E_A^J E_B^I \partial_J E_I^C |_{x=x_0},$$

and Eq. (3.11) means that $E_A^I$ should be generated by non-positive generators and $\mathbb{R}^+$.  

(3.12)

$$E_A^I = \Pi_A^B (e^{(K+a_\Delta)}_B^C \tilde{E}_C^I), \quad \Pi \equiv e^{-h R} e^{-h R \beta} e^{-h R \pi a} \Pi \equiv \prod_{\lambda} \alpha \Pi,$$

(3.13)

where $\tilde{K} \equiv \tilde{K}_a^a$ and the function $\Delta$ is associated with the scale symmetry $\mathbb{R}^+$ and the functions $h$ and $\pi$ parameterize a twist by the non-positive generators. Here, the generator

$$\tilde{K}_a^a \equiv K_a^a + \beta \delta_a^a t_0,$$  

(3.14)

Naively, it appears to be more natural to introduce $\Delta$ as $E_A^I = \Pi_A^B (e^{(K+a_\Delta)}_B^C \tilde{E}_C^I) = e^{-\Delta} \Pi_A^B \tilde{E}_B^I$ but here we introduced $\tilde{K}$ for later convenience (by following [4]).
satisfies the same $\mathfrak{gl}(n)$ algebra as $K^a_b$ and the matrix representation has the form

\[ \tilde{K}^c_d = \begin{pmatrix} \delta^c_d & \delta^b_d & 0 \\ 0 & 0 & * \end{pmatrix} . \]

(3.17)

The details of $\Delta$, $\pi^k$, and $E_A^I$ are explained later in section 3.3. Here, it is enough to know that $\Delta$ and $\pi^k$ vanish at a certain point $x_0$:

\[ \Delta|_{x=x_0} = 0, \quad \pi^k|_{x=x_0} = 0 . \]

(3.18)

According to this property, we can easily compute the constants $F_{AB}^C$ by using Eq. 3.14).

### 3.1.2 Section condition on $E_A^I$

Another condition on $F_{AB}^C$ comes from the section condition of ExFT. The derivative $\partial_J$ on the right-hand side of Eq. (3.14) should satisfy the section condition (2.2). As we explain in section 3.3, the generalized frame fields $E_A^I$ are constructed from a group element $g \equiv e^{x^n T_n}$ where $T_n$ denotes the generators of the subalgebra $g$ and $x^n (= \delta^n_i x^i)$ are the corresponding $n$ coordinates (which is sometime called the physical coordinates). Accordingly, here we suppose that $E_A^I$ depends only on the physical coordinates $x^i$, and then the section condition (2.2) is trivially satisfied because $Y_{ij}^{kl} = 0$. Then we find

\[ F_{AB}^C = E_A^J E_B^I \partial_J E_I^C|_{x=x_0} = \mathbb{E}_A^J \mathbb{E}_B^I \partial_J E_I^C|_{x=x_0} = \delta^d_A F_{dB}^C , \]

(3.19)

where we have used that $\mathbb{E}_A^J = \delta^d_A \mathbb{E}_d^J$. By using Eq. (3.15), $F_{AB}^C$ can be parameterized as

\[ F_{ab}^C = \left[ k_{ad}^c \tilde{K}^d_e + f_a^T R_I + f_a^k R_k - Z_a (\tilde{K} + t_0) \right] B^C , \]

(3.20)

\[ (k_{ad}^c \tilde{K}^d_e + f_a^T R_I) B^C = \mathbb{E}_B^I D_a \mathbb{E}_J^C|_{x=x_0}, \quad f_a^k = D_a \pi^k|_{x=x_0}, \quad Z_a = D_a \Delta|_{x=x_0} , \]

where $D_a \equiv \mathbb{E}_A^I \partial_I$. This can be equivalently expressed as

\[ F_a^\alpha t_\alpha = (k_{ab}^c - Z_a \delta_b^c) K^c_h + f_a^T R_I + f_a^k R_k , \quad F_a^0 = \beta (k_{ab}^b - Z_a \delta_b^b) - Z_a . \]

(3.21)

In the next subsection, we shall use a short-hand notation

\[ \{ R_A \} = \{ R_I, R_k \} . \]

(3.22)

### 3.1.3 Structure constants of ExDA

Now, using the above setup, we can write down the structure constants $X_{AB}^C$ of the ExDA. By using the formula (3.3) and Eq. (3.21), the embedding tensors are obtained as

\[ \Theta_A^\alpha t_\alpha = (f_{Ac}^d - 2 Z_{[A} \delta_{c]}^d) K^c_d + (k_{bc}^d - Z_b \delta_c^d) \left[ (\tilde{K}^c_d R_k)_A^b + \chi^{Kc_d A} \chi^b_k R_k \right] R^A + f_A^k R_k - f_c^b (R_b)_A^d K^c_d + f_b^\tilde{k} (R_b)_A^k R_k + f_b^\tilde{k} \chi_{\tilde{k} A}^b \chi^b_k R^A + \left( \frac{1}{1+\beta} \right) \left[ (f_{bc}^d - 2 Z_{[b} \delta_{c]}^d) (t^\alpha)_A^b - f_b^\tilde{k} (t^\alpha R_b)_A^k \right] t_\alpha , \]

(3.23)

\[ \vartheta_A = \beta (f_{Ab}^b - 2 Z_{[A} \delta_{b]}^b) - \beta f_b^k (R_k)_A^b - (1+\beta) Z_A , \]

(3.24)
where \( f_{AB} = \delta_A^B f_{ab} \), \( f_{ab} = 2 k_{[ab]} \), \( f_{\hat{A}} \equiv \{ f_A^T, f_A^B \} \equiv \delta_A^\hat{A} f_{\hat{a}} \), and \( Z_A = \delta_A^\lambda Z_{\lambda} \). Substituting these embedding tensors into Eq. (3.3), we obtain the structure constants of the ExDA as

\[
X_{ABC} = f_A^\hat{A} (R_\hat{A})_B^C + [f_{Ad} e - f_d^\hat{A} (R_\hat{A})_A^e - Z_A \delta_d^\lambda] (K^{\lambda})_B^C
\]

+ \{(k_{de} f - Z_d \delta_f^e) [\tilde{K}^{\alpha} f (R_A)_B^d + \chi_{\alpha e f} \chi^d_A]\}

\[
+ f_d^\hat{A} [(R_\hat{b} R_\hat{b})_A^d + \chi_{\hat{b} A} \chi^d_A] + (R_A)_A^d Z_d \} (R^K)_B^C
\]

+ \{ \beta (f_{Ad} e - 2 Z_A \delta_d^\lambda) - \beta f_d^\hat{A} (R_\hat{A})_A^d - (1 + \beta) Z_A \} (t_0)_B^C. \tag{3.25}
\]

In the second line, the constants \( k_{ab} \) appear without antisymmetrizing the lower indices. However, we find a general property

\[
(\tilde{K}^{\alpha} f (R_\hat{A})_B^A + \chi_{\alpha e f} \chi^d_A) = (\tilde{K}^{\alpha} f (R_\hat{A})_B^A + \chi_{\alpha e f} \chi^d_A), \tag{3.26}
\]

and \( k_{de} f \) can be replaced by its antisymmetric part \( k_{[de]} f = \frac{1}{2} f_{de} f \). We obtain the standard Drinfel’d algebra as

\[
X_{AB} = f_A^\hat{A} (R_\hat{A})_B^C + [f_{Ad} e - f_d^\hat{A} (R_\hat{A})_A^e] (K^{\lambda})_B^C
\]

+ \{(k_{de} f - Z_d \delta_f^e) [\tilde{K}^{\alpha} f (R_A)_B^d + \chi_{\alpha e f} \chi^d_A]\}

\[
+ f_d^\hat{A} [(R_\hat{b} R_\hat{b})_A^d + \chi_{\hat{b} A} \chi^d_A] + (R_A)_A^d Z_d \} (R^K)_B^C - Z_A (\tilde{K} + t_0)_B^C. \tag{3.27}
\]

This is the general formula for the structure constants.

For example, in DFT where \( \beta = 0 \) and \( Z_a = 0 \), Eq. (3.27) reduces to

\[
X_{AB} = \frac{1}{2} f_A^d d (R_{d_1 d_2})_B + [f_{Ad} e - \frac{1}{2} f_d f_{1f2} (R_{1f2})_A^e] (K^{\lambda})_B^C
\]

+ \{ \frac{1}{4} f_{de} f - Z_d \delta_f^e \} \{ \tilde{K}^{\alpha} f (R_A)_B^d + \chi_{\alpha e f} \chi^d_A \}

\[
+ f_d^\hat{A} [(R_\hat{b} R_\hat{b})_A^d + \chi_{\hat{b} A} \chi^d_A] + (R_A)_A^d Z_d \} (R^K)_B^C. \tag{3.28}
\]

Using the matrix representations of the \( \mathfrak{so}(d, d) \) generators,

\[
K^{\alpha}_d = \begin{pmatrix} \delta^{\alpha}_{a} & 0 \\ 0 & -\delta^{\alpha}_{a} \end{pmatrix}, \quad R^{c_1 c_2} = \begin{pmatrix} 0 & 2 \delta^{c_1}_{ab} \\ 2 \delta^{c_1}_{ab} & 0 \end{pmatrix}, \quad R_{c_1 c_2} = \begin{pmatrix} 0 & 0 \\ 2 \delta_{c_1 c_2} & 0 \end{pmatrix}, \tag{3.29}
\]

which satisfy

\[
[K^a_b, R^{c_1 c_2}] = 2 \delta^{c_1 c_2}_{bd} R^{ad}, \quad [K^a_b, R_{c_1 c_2}] = -2 \delta^{a}_{c_1 c_2} R_{bd},
\]

\[
[R_{a_1 a_2}, R^{b_1 b_2}] = 4 \delta^{b_1}_{[a_1} K^{b_2]}_{a_2]}, \tag{3.30}
\]

we obtain the standard Drinfel’d algebra as \( T_A \circ T_B = X_{AB} \circ T_C \),

\[
T_a \circ T_b = f_{ab} c T_c, \quad T_a \circ T^b = f_{ab} c T^c - f_{ac} T^b = -T^b \circ T_a, \quad T^a \circ T^b = f_{ab} T^c. \tag{3.31}
\]

Similarly, by considering the \( \mathbb{U} \)-duality group \( \mathcal{G} = E_{n(n)} \), we can reproduce the EDA from the general formula Eq. (3.27). In sections 5 and 6 this is worked out from the M-theory and the type IIB perspective, respectively. Before getting into the details about the EDA, we discuss a few more general aspects of ExDA.

\[\text{In } n = 8, \chi_{\alpha A} \text{ is indispensable to maintain this property.}\]
3.2 Leibniz identities

In this section, we consider the Leibniz identity

$$T_A \circ (T_B \circ T_C) = (T_A \circ T_B) \circ T_C + T_B \circ (T_A \circ T_C). \quad (3.32)$$

In terms of the structure constants $X_{AB}^C$, this is equivalently expressed as

$$X_{AC}^D X_{BD}^E - X_{BC}^D X_{AD}^E + X_{AB}^D X_{DC}^E = 0. \quad (3.33)$$

If we define

$$X_A \equiv \hat{\Theta}_A + \vartheta_A t_0, \quad \hat{\Theta}_A \equiv \hat{\Theta}_A^\alpha t_\alpha \equiv [\Theta_A^\alpha - \frac{1}{1+\beta} (t^\alpha)_A B \vartheta_B] t_\alpha, \quad (3.34)$$

the Leibniz identity can also be expressed as

$$[X_A, X_B] = -X_{AB}^C X_C \quad (\Rightarrow Z_{AB}^C X_C = 0), \quad (3.35)$$

where $Z_{AB}^C \equiv 2 X_{(AB)}^C$. Since $t_0$ commutes with all generators, the left-hand side is an element of the duality algebra. Then we can decompose (3.35) into the following two identities:

$$[\hat{\Theta}_A, \hat{\Theta}_B] = -X_{AB}^C \hat{\Theta}_C, \quad (3.36)$$

$$X_{AB}^C \vartheta_C = 0. \quad (3.37)$$

As was studied in [3,4,9], the Leibniz identity consists of several types of conditions on the structure constants $f_{abc}$, $f_{aB}$, and $Z_a$. Here, we show that the identity Eq. (3.36) contains the so-called the cocycle conditions and the fundamental identities. They are not all of the constraints on the structure constants and, in sections 5 and 6, some of additional constraints for the EDA are reproduced from $Z_{AB}^C X_C = 0$ in Eq. (3.35).

3.2.1 Cocycle conditions

Let us consider a particular component of the Leibniz identity,

$$\left[\hat{\Theta}_a, \hat{\Theta}_b\right] = -f_{ab}^c \hat{\Theta}_c. \quad (3.38)$$

For convenience, we decompose the embedding tensor into the level-0 part $\hat{\Theta}_a^{(0)}$ (that is a linear combination of $K^a_b$ and $R_I$) and the negative-level part $\tilde{\Theta}_a$:

$$\hat{\Theta}_a = \hat{\Theta}_a^{(0)} + \tilde{\Theta}_a. \quad (3.39)$$

Then the level-0 part of Eq. (3.38) gives

$$\left[\hat{\Theta}_a^{(0)}, \hat{\Theta}_b^{(0)}\right] = -f_{ab}^c \hat{\Theta}_c^{(0)}. \quad (3.40)$$
In particular, if we consider the coefficients of $K^a_b$, we find

$$f_{ac} \, f_{bd}^e - f_{bc} \, f_{ad}^e = -f_{ab} \, f_{dc}^e, \quad f_{ab}^e \, Z_e = 0.$$  \hspace{1cm} (3.41)

The former is the standard Bianchi identity $f_{[ab}^d \, f_{c]d}^e = 0$ and the latter was found in [4].

When there are additional level-0 generators $R^\Lambda$ (e.g., the type IIB case), we find additional identities that come from Eq. (3.40).

To clarify the meaning of Eq. (3.42), we introduce a notation that is similar to the one used in the Lie algebra cohomology. An $n$-cochain of $\mathfrak{g}$ is a skew-symmetric linear map $f : \mathfrak{g}^n \rightarrow N_-$ where $N_-$ denotes the subalgebra generated by the negative-level generators $R^\Lambda$,

$$f(x_1, \ldots, x_n) = x_1^{a_1} \cdots x_n^{a_n} \cdot f_{a_1 \cdots a_n} \cdot R^\Lambda_a,$$  \hspace{1cm} (3.43)

where $x_i = x_i^a \, T_a$ and $f_{a_1 \cdots a_n}^\Lambda$ are certain constants satisfying $f_{a_1 \cdots a_n}^\Lambda = f_{[a_1 \cdots a_n]}^\Lambda$. We denote the vector space of $n$-cochains by $C^n$ and define the coboundary operator $\delta_n : C^n \rightarrow C^{n+1}$ as

$$\delta_0 f(x) \equiv x^a (e^{ad_f} - 1) \, \hat{\Theta}_a^{(0)} = x \cdot f + \frac{1}{2} \left[ f, \left[ f, x^a \, \hat{\Theta}_a^{(0)} \right] \right] + \cdots \quad (f \equiv f^\Lambda \, R^\Lambda_a),$$  \hspace{1cm} (3.44)

$$\delta_1 f(x, y) \equiv x \cdot f(y) - y \cdot f(x) - f([x, y]) - [f(x), f(y)],$$  \hspace{1cm} (3.45)

$$\delta_2 f(x, y, z) \equiv x \cdot f(y, z) + y \cdot f(z, x) + z \cdot f(x, y) - f([x, y], z) - f([y, z], x) - f([z, x], y)$$

$$- [f(x), f(y, z)] - [f(y), f(z, x)] - [f(z), f(x, y)],$$  \hspace{1cm} (3.46)

where

$$x \cdot f(y_1, \cdots, y_n) \equiv \left[ f(y_1, \cdots, y_n), x^n \, \hat{\Theta}_a^{(0)} \right].$$  \hspace{1cm} (3.47)

We can check $\delta_{n+1} \delta_n = 0$ by using Eq. (3.40), namely,

$$x \cdot (y \cdot f(z_1, \ldots, z_n)) - y \cdot (x \cdot f(z_1, \ldots, z_n)) = [x, y] \cdot f(z_1, \ldots, z_n).$$  \hspace{1cm} (3.48)

The most non-trivial coboundary operator is $\delta_0$, which is defined so as to satisfy $\delta_1 \delta_0 = 0$.

By using the above definitions, the Leibniz identity (3.32) is interpreted as the cocycle condition (3.3)

$$\delta_1 f(x, y) = x \cdot f(y) - y \cdot f(x) - f([x, y]) - [f(x), f(y)] = 0,$$  \hspace{1cm} (3.49)

where we have identified the constants $f^\Lambda_a$ as the dual structure constants, and thus

$$f(x) = x^a \, f^\Lambda_a \, R^\Lambda_a = x^a \, \hat{\Theta}_a.$$  \hspace{1cm} (3.50)

In summary, the Leibniz identity (3.38) can be rewritten as Eqs. (3.48) and (3.49).
In DFT, $N_\ast$ is Abelian and we have $[f(\cdots), f(\cdots)] = 0$ and $[f, [f, x^a \hat{\Theta}^{(0)}_b]] = 0$. Then the coboundary operators reduce to the usual ones. In particular, we have

$$x \cdot f(y) = -x^a y^b f_{ac}[^1 d_i f_b^{,d_2}c] R_{d_1 d_2},$$

and the cocycle condition (3.49) becomes

$$2 f_{ac}[^1 d_i f_b^{,d_2}c] - 2 f_{bc}[^1 f_a^{,d_2}c] + f_{ab} f_c^{,d_1 d_2} = 0. \quad (3.52)$$

For completeness, it may be interesting to find the definition of the coboundary operators $\delta_n$ for $n \geq 3$ that satisfy $\delta_{n+1} \delta_n = 0$. We find that the coboundary operator can be generally defined as

$$\delta_n f(x_1, \ldots, x_{n+1}) = \sum_i (-1)^{i-1} x_i \cdot f(x_1, \ldots, \hat{x}_i, \ldots, x_{n+1})$$

$$+ \sum_{i<j} (-1)^{i+j} f([x_i, x_j], x_1, \ldots, \hat{x}_i, \ldots, \hat{x}_j, \ldots, x_{n+1})$$

$$+ \sum_i (-1)^{i} [f(x_i), f(x_1, \ldots, \hat{x}_i, \ldots, x_{n+1})], \quad (3.53)$$

where the hat $\hat{x}_i$ denotes the omission of $x_i$. By using the properties Eqs. (3.48) and (3.49), we find that this satisfies the property $\delta_{n+1} \delta_n = 0$. In the Abelian case, the 1-cocycle condition (3.49) is not necessary for the derivative of $\delta_{n+1} \delta_n = 0$ and $f(x)$ can be arbitrary. However, as we can see from the definition of $\delta_n$, $f(x)$ plays a distinguished role in the non-Abelian case, and in order to show $\delta_{n+1} \delta_n = 0$ for $n \geq 2$, $f(x)$ needs to satisfy the cocycle condition (3.49).

### 3.2.2 Fundamental identities

Here we consider the Leibniz identity

$$[\hat{\Theta}_A, \hat{\Theta}_B] + X_{AB}^C \hat{\Theta}_C = 0, \quad (3.54)$$

where $\hat{A}$ and $\hat{B}$ denotes the dual components with the same level. The fundamental identities appear as the coefficients of $K^e_d$ in this Leibniz identity. By using the property

$$\hat{\Theta}_{Ac}^d = -f_c^B (R_B)_A^d, \quad (3.55)$$

that follow from Eq. (5.27), we obtain

$$f_c^e f_e^D [(R_C)_A^e (R_B)_D^d - (R_C)_B^e (R_B)_A^d] = X_{AB}^C (R_B) C^d f_c^B. \quad (3.56)$$

This reproduces the so-called fundamental identities, although we need to specify the duality group $\mathcal{G}$ in order to obtain the more explicit form.

For example, in DFT, the fundamental identity becomes

$$f_c^{e_1 e_2} f_e^{f_1 f_2} \left[ \delta_{c_1 c_2}^a \delta_{f_1 f_2}^{b c} - \delta_{c_1 c_2}^{b c} \delta_{f_1 f_2}^{e d} \right] = X^{ab} f_c^{ed} \quad \Leftrightarrow \quad f_c^{e_1} f_c^{e_2} = 0. \quad (3.57)$$

This is the familiar Bianchi identity for the dual structure constants.
3.3 Generalized frame fields

In this section, we explain the construction of the generalized frame fields $E_A^I$ when an ExDA and its maximally isotropic subalgebra $\mathfrak{g}$ are given. Using the generators of the Lie algebra $\mathfrak{g}$, we define a group element $g = e^{x^a T_a}$. Then we define the left-/right-invariant 1-form as

$$\ell \equiv \ell_i^a \, dx^i \, T_a \equiv g^{-1} \, dg \, , \quad r \equiv r_i^a \, dx^i \, T_a \equiv dg \, g^{-1}. \tag{3.58}$$

We also define their dual vector fields as

$$v_a \equiv v_a^i \, \partial_i \, , \quad e_a \equiv e_a^i \, \partial_i \, \quad (v_a^i \, \ell_i^b = \delta_a^b = e_a^i \, r_i^b), \tag{3.59}$$

which satisfy the algebra

$$[v_a, v_b] = f_{ab}^c \, v_c \, , \quad [e_a, e_b] = -f_{ab}^c \, e_c \, , \quad [v_a, e_b] = 0. \tag{3.60}$$

These can be extended to the generalized vector fields (with the natural weight) as

$$\hat{V}_A^I \equiv (e^{-(h_L)_{cd}} \tilde{K}_{cd})_A^B \delta_B^I \, , \quad \hat{E}_A^I \equiv (e^{-(h_R)_{cd}} \tilde{K}_{cd})_A^B \delta_B^I \, , \tag{3.61}$$

where $v_a^i \equiv (e^{-(h_L)_{ab}}) \delta_b^i$ and $e_a^i \equiv (e^{-(h_R)_{ab}}) \delta_b^i$. They satisfy

$$\hat{L}_{\hat{V}_A} \hat{V}_B = \hat{X}_{AB}^C \hat{V}_C \, , \quad \hat{L}_{\hat{E}_A} \hat{E}_B = -\hat{X}_{AB}^C \hat{E}_C \, , \tag{3.62}$$

where $\hat{X}_{AB}^C$ is the structure constant $X_{AB}^C$ with vanishing dual structure constants:

$$\hat{X}_{AB}^C \equiv f_{Ad}^e (\tilde{K}^d_{ce})_B^C + \frac{1}{2} f_{de}^f \left[ (\tilde{K}^d_{ef} R_h)_A^d + \chi_K e_f A \chi^d_A \right] (R^h)_B^C. \tag{3.63}$$

Now, we consider a natural action of the group element $g$ on the generators $T_A$

$$g \triangleright T_A \equiv e^{x^b T_b} T_A = T_A + x^b T_b \circ T_A + \frac{1}{2!} x^b T_b \circ (x^c T_c \circ T_A) + \cdots \, , \tag{3.64}$$

and define a matrix $M_A^B$ as

$$g^{-1} \triangleright T_A \equiv M_A^B (g) \, T_B. \tag{3.65}$$

Since the left action of $T_a$ on $T_A$ is generated by $\tilde{K}_a^b$, $R_I$, $R_h$, and $t_0$, the exponential action can be parameterized as

$$M_A^B (g) = \left[ \Pi (x) e^{(\tilde{K} + t_0) \Delta (x)} A (x) \right]^B_A \, , \quad \Pi_A^B (x) = (\Pi_a e^{-\pi^a R_h})^B_A \, , \quad A_A^B (x) = (e^{-h^I R^I} e^{-\alpha_a \tilde{K}^a})^B_A \, . \tag{3.66}$$

In the following, we define $a_a^b \equiv A_a^b = (e^{-\alpha})_a^b$ by following the standard notation. By multiplying the matrix $M_A^B$ by $\hat{V}_A^I$, we define the generalized frame fields as

$$E_A^I (x) \equiv M_A^B (g) \hat{V}_B^I = \Pi_A^B (x) (e^{(\tilde{K} + t_0) \Delta (x)}) B^C E_C^I \, , \tag{3.68}$$

where $E_A^I = (e^{-h^I R^I}) A^B \hat{E}_B^I$ and we have used an identity $e_a^i = a_a^b v_b^i$. 

\[22\]
3.3.1 Important identities

Here, we explain several important properties of $A_A^B$, $\pi^A$, and $\Delta$. All of these properties are straightforward extensions of the ones known in the Poisson–Lie $T$-duality.

**Values at the unit element**

The first property follows from the definition (3.65). By choosing $g = e$, where $e$ is the unit element of the physical subgroup $G$, we find

$$M_A^B(e) = \delta_A^B \quad \Leftrightarrow \quad \pi^A|_{g=e} = 0, \quad \Delta|_{g=e} = 0, \quad A_A^B|_{g=e} = \delta_A^B. \quad (3.69)$$

They reproduce Eq. (3.18) if we denote the coordinate value of the unit element $e$ as $x_0$.

**Algebraic identity**

The second property comes from the Leibniz identity, which shows

$$(g \triangleright (T_A \circ T_B)) = (g \triangleright T_A) \circ (g \triangleright T_B). \quad (3.70)$$

In terms of $M_A^B$, this reads

$$(M^{-1}D^C X_{AB}^D = (M^{-1})_A^D (M^{-1})_B^E X_{DE}^C. \quad (3.71)$$

From this identity, we find non-trivial algebraic identities for $A_A^B$, $\pi^A$, and $\Delta$.

**Example**

For example, in DFT, the algebraic identity [3.71] gives

$$f_{ab}^c = a_a^a a_b^b (a^{-1})_c^c f_{a'b'}^c, \quad f_{d}^{[ab]} \pi^c|d + f_{d}^{[a} \pi^b|d \pi|c^e = 0, \quad (3.72)$$

which are presented in Appendix A of [59].

**Differential identity**

The third property follows from the identity

$$(hg)^{-1} \triangleright T_A = g^{-1} \triangleright (h^{-1} \triangleright T_A), \quad (3.73)$$

which can be shown as follows. Since $g$ is a Lie algebra, for $g = e^{g^a T_a}$ and $h = e^{h^a T_a}$, we have

$$hg = e^{h^a T_a} e^{g^b T_b} = e^{(hg)^a T_a}, \quad (3.74)$$

where $(hg)^a$ can be determined by using the Baker–Campbell–Hausdorff formula. Since $X_a$ satisfies the same algebra as $-T_a$, we find

$$(e^{-(hg)^a X_a})_A^B T_B = (e^{-h^a X_a} e^{-g^b X_b})_A^B T_B, \quad (3.75)$$

and this shows the identity [3.73].
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In terms of $M^{AB}$, the identity (3.73) is equivalent to
\[ M^{AB}(hg) = M^{AC}(h) M^{CB}(g). \] (3.76)

For example, in DFT, this relation gives
\[ a_a^b(hg) = a_a^c(h) a_c^b(g), \quad \pi^{ab}(hg) = \pi^{ab}(h) + \pi^{cd}(g) (a^{-1})_c^a(h) (a^{-1})_d^b(h). \] (3.77)

The second equation shows that the bi-vector $\pi^{ij} \equiv \pi^{ab} e_i^a e_j^b$ is multiplicative (see e.g., [60]). We thus consider that the relation (3.76) defines that the multi-vectors $\pi^A$ are multiplicative.

Now, we can derive a differential identity from the identity (3.76). Supposing $h = e + e^a T_a$, where $e$ is the unit element of $G$ and $e^a$ are infinitesimal parameters, we have
\[ M^{AB}(h) = \delta^B_A - \epsilon^c X_{cAB}. \] (3.78)

Then, since an infinitesimal left multiplication $g(x) \to (1 + \epsilon^a T_a) g(x)$ corresponds to the infinitesimal coordinate transformation $\delta x^i = \epsilon^a e^i_a$, we obtain the differential identity
\[ D_c M^{AB}(g) = \lim_{\epsilon^a \to 0} \frac{M^{AB}(hg) - M^{AB}(g)}{\epsilon^a} = -X_{cA}^D M^{AB}_D(g), \] (3.79)
\[ \Leftrightarrow M^{AB}_D D_c(M^{-1})^D_B = X_{cA}^B. \] (3.80)

Recalling the decomposition $M = \Pi e^{(K+\theta)\Delta} A$, we find that the block-diagonal components of this relation (i.e., matrix elements (•••)_{AB} with $A$ and $B$ having the same level) give
\[ A \ D_c A^{-1} = \frac{f_{cd}^e \bar{K}_d^c}{e} + \frac{\bar{F}^e_c}{I} R^I, \quad D_0 \Delta = Z_a. \] (3.81)

The other components give the differential identity for $\Pi$ as
\[ (\Pi D_c \Pi^{-1})^B_A = (\hat{\Theta}_c)^B_A - (\Pi \hat{\Theta}_c^{(0)} \Pi^{-1})^B_A. \] (3.82)

They determine the derivatives of $A^B_A$, $\Delta$, and $\pi^A$. Another useful expression that follows from (3.82) and the algebraic identity is
\[ v^k_a E^A_I (e^{-K \Delta} \partial_h \Pi^{-1} \Pi e^{K \Delta})^A_B E^J_B = \hat{V}^A_I (f_{aB} R_b^A)_B^B \hat{V}^J_B. \] (3.83)

In DFT, the differential identity (3.82) gives
\[ D_c \pi^{ab} = f_{c}^{ab} - 2 f_{cd} [a \pi]^{bd}. \] (3.84)

This leads to the condition that $\pi$ is multiplicative,
\[ \mathcal{L}_{va} \pi^{mn} = f_{bc}^{mn} v^m_c v^n_b. \] (3.85)

Here, we used the identities (3.72), but Eq. (3.85) can be directly obtained from Eq. (3.83). In the EDA, we use Eq. (3.83) when we derive the relations similar to Eq. (3.85).
3.4 Generalized parallelizability

Now we are ready to show that the generalized fluxes $E_A^I$ defined in Eq. (3.68) indeed satisfies the algebra

$$
\hat{\mathcal{P}}_{EA} E_B^I = -X_{AB}^C E_B^I.
$$

(3.86)

This property for the Drinfel’d algebra was shown in [27] by using DFT, and the same property for the $E_{n(n)}$ EDA ($n \leq 6$) was shown in [3, 4, 9]. There, the proof depends on the details of the duality group $\mathcal{G}$ and the choice of the subalgebra $\mathfrak{g}$. Consequently, the proof becomes more complicated as the dimension of the ExDA becomes larger. However, the general proof to be presented here is simple and does not depend on $\mathcal{G}$ and the choice of $\mathfrak{g}$. It can be applied even to the $E_{8(8)}$ EDA, both in the M-theory and the type IIB picture.

Before going into the details of the technical computation, let us explain the outline of our proof. The point is that, as we show below, the Weizenböck connection

$$
\Omega_{AB}^C = E_A^I E_B^K \partial_I E_K^C,
$$

(3.87)

can be expressed as a duality twist of some functions $F_{ABC}$:

$$
\Omega_{AB}^C = M_A^D M_B^E (M^{-1})_F^C \mathbb{F}_{DE} F,
$$

(3.88)

where $M_A^B$ is the matrix defined in Eq. (3.65). Since $M_A^B \in \mathcal{G} \times \mathbb{R}^+$ and the generalized fluxes $X_{AB}^C$ are constructed from $\Omega_{AB}^C$ and $\mathcal{G}$-invariant tensors (recall Eqs. (3.3) and (3.4)), this means that the generalized fluxes have the form

$$
X_{AB}^C = M_A^D M_B^E (M^{-1})_F^C X_{DE}^F,
$$

(3.89)

where $X_{AB}^C$ are the generalized fluxes [2802] with $\Omega_{AB}^C$ replaced with $F_{ABC}$.

As we show below, the non-constant part of $F_{ABC}$ does not contribute to $X_{AB}^C$ and the generalized fluxes $X_{AB}^C$ are constant. Evaluating the constants $X_{AB}^C$ at a particular point $x = x_0$ (where $M_A^B = \delta_A^B$ and $X_{AB}^C = X_{AB}^C$), we can easily see $X_{AB}^C = X_{AB}^C$. Then, the algebraic identity (3.71) shows

$$
X_{AB}^C = M_A^D M_B^E (M^{-1})_F^C X_{DE}^F = X_{AB}^C.
$$

(3.90)

By recalling the definition of the generalized fluxes, this is equivalent to the desired relation

$$
\hat{\mathcal{P}}_{EA} E_B^I = -X_{AB}^C E_B^I = -X_{AB}^C E_B^I.
$$

(3.91)

Thus, our remaining tasks are to derive Eq. (3.88) with some functions $F_{ABC}$ and to show that $X_{AB}^C$ are constant.
Using the definition of the generalized frame fields given in Eq. (3.68), and the definition of the Weizenböck connection (3.87), we obtain
\[
\Omega_{AB}^C = M_A^d \{ M_B^E (M^{-1})^F C \hat{\Omega}_{dE}^F + (a^{-1})_d^e (M D_e M^{-1})_B^C \},
\]
(3.92)
\[
\hat{\Omega}_{AB}^C \equiv \hat{V}_A^I \hat{V}_B^K \partial_I \hat{V}_K^C.
\]
(3.93)

Here, recalling Eq. (3.61) and using \(\hat{V}_{AI}^V \hat{V}_{BK}^V \partial_I \hat{V}_{K}^C\), we have
\[
\hat{\Omega}_{ABC} = \delta_A^e k_{ef}^g \tilde{K}_f^g \equiv v_b^i v_a^i \partial_i \ell_k^c.
\]
(3.94)

In general, \(k_{ab}^c\) is non-constant, but its antisymmetric part is given by the structure constants \(k_{[ab]}^c = -\frac{1}{2} f_{ab}^c\). Then, using the differential identity (3.84), we can rewrite Eq. (3.92) as
\[
\Omega_{AB}^C = M_A^d \left[ k_{de}^f (M \tilde{K}_f^e M^{-1})_B^C + (a^{-1})_d^e X_e B^C \right].
\]
(3.95)

Then, by using \(k_{[ab]}^c = -\frac{1}{2} f_{ab}^c\), \(M_A^B = \Pi_A^E a_a^b\), and the identity
\[
(a^{-1})_a^d X_{ab}^C = M_B^D (M^{-1})_E^C X_a D^E,
\]
(3.96)
which can be obtained from the algebraic identity (3.74), we obtain
\[
\Omega_{AB}^C = M_A^d M_B^B^C (M^{-1})_C^C \mathbb{F}_{aB}^C,
\]
(3.97)
\[
\mathbb{F}_{aB}^C \equiv (k_{ad})^e - \frac{1}{2} f_{ad}^e \tilde{K}^d e_B^C + X_a B^C.
\]
(3.98)

Finally, by introducing
\[
\mathbb{F}_{AB}^C \equiv \delta_A^d \mathbb{F}_{dB}^C,
\]
(3.99)
the Weizenböck connection can be expressed in the desired form
\[
\Omega_{AB}^C = M_A^D M_B^E (M^{-1})^F C \mathbb{F}_{DE}^F.
\]
(3.100)

Now, let us explain the constancy of \(X_{AB}^C\). The generalized fluxes \(X_{AB}^C\) are constructed from \(\mathbb{F}_{AB}^C\) but its non-constant part is coming only from the symmetric part \(k_{(ab)}^c\) of \(k_{ab}^c\). Namely, the non-constant part of \(X_{AB}^C\) becomes
\[
X_{AB}^C_{\text{non-constant}} = k_{(de)}^f \left[ (\tilde{K}^e f R_A)^d + \chi K^e f A \chi^d A \right] (R_A)^B C.
\]
(3.101)
Using the identity (3.55), we find that this vanishes. Namely, we have shown that \(X_{AB}^C\) is constant, and thus \(X_{AB}^C = X_{AB}^C\).

This completes the proof that for any choice of the maximally isotropic subalgebra \(g\), the ExDA always gives a generalized parallelizable space.
3.4.1 Nambu–Lie structures

In ExFT, the generalized fluxes are decomposed into representations of the subgroup \( \mathfrak{h} \). The most familiar example is the case of DFT, where \( \mathbb{X}_{AB} \) are decomposed as

\[
H_{abc} \equiv \mathbb{X}_{abc}, \quad F_{ab}^c \equiv \mathbb{X}_{ab}^c, \quad Q_a^{bc} \equiv \mathbb{X}_a^{bc}, \quad R^{abc} \equiv \mathbb{X}^{abc},
\]

(3.102)

because \( \mathbb{X}_{ABC} \) are totally antisymmetric. Using the generalized frame fields

\[
E_a = e_a, \quad E^a = -\pi^{ab} e_b + r^a \quad (r^a \equiv r^a_m dx^m),
\]

(3.103)

we can compute the fluxes as

\[
H_{abc} = 0, \quad F_{ab}^c = f_{ab}^c, \quad Q_a^{bc} = D_a \pi^{bc} + 2 f_{ad}^b \pi^{cd}, \quad R^{abc} = 3 \pi^{d[a} D_d \pi^{bc]} + 3 f_{d_1 d_2}^a \pi^{b[d_1]} \pi^{c]d_2}.
\]

(3.104)

Then, the generalized parallelizability means that

\[
Q_a^{bc} = D_a \pi^{bc} + 2 f_{ad}^b \pi^{cd} = f_a^{bc}, \quad R^{abc} = 3 \pi^{d[a} D_d \pi^{bc]} + 3 f_{d_1 d_2}^a \pi^{b[d_1]} \pi^{c]d_2} = 0.
\]

(3.105)

Namely, the dual structure constants are identified as the \( Q \)-flux (also known as the globally non-geometric flux) and the absence of the \( R \)-flux (called the locally non-geometric flux) gives a differential identity for \( \pi^{ab} \). For the bi-vector field \( \pi^{mn} = \pi^{ab} e_m^a e^p_n \), the latter reads

\[
\pi^{qm} \partial_q \pi^{np} + \pi^{qm} \partial_q \pi^{pm} + \pi^{np} \partial_q \pi^{mn} = 0,
\]

(3.106)

which shows that \( \pi^{mn} \) is a Poisson tensor.

In a general ExFT, the correspondent of the \( R \)-fluxes are \( \mathbb{X}_{AB}^c \) and we observe that they always vanish,

\[
\mathbb{X}_{AB}^c = X_{AB}^c = 0.
\]

(3.107)

The computation of the flux \( \mathbb{X}_{AB}^c \) is very hard in the \( E_{8(8)} \) EFT, and we do not compute the explicit components in this paper. Here we just show an example, a locally non-geometric flux \( \mathbb{X}^{a_1 a_2 b_1 b_2 c} \) in M-theory picture. Under some algebraic identities, this is expressed as

\[
\mathbb{X}^{a_1 a_2 b_1 b_2 c} = -\pi^{a_1 a_2 d} \nabla_d \pi^{b_1 b_2 c} + 3 \pi^{d[b_1 b_2} \nabla_d \pi^{c]a_1 a_2} + f_{d_1 d_2}^a \pi^{a_1 a_2 b_1 b_2 c d_1 d_2} = 0,
\]

(3.108)

where \( \nabla_d \pi^{a_1 a_2 a_3} \equiv D_d \pi^{a_1 a_2 a_3} - \frac{3}{2} f_{bc}^{[a_1} \pi^{c]a_2 a_3]} \). This may be further simplified by using certain relations among \( \pi \) and the structure constants, but it is obvious that this is a natural extension of the \( R \)-flux. As noted in [3], at least if we assume \( f_{ab}^c = 0 \), this is precisely the condition that the \( \pi^{a_1 a_2 a_3} \) is the Nambu–Poisson tensor. Suggested by this, we regard Eq. (3.107) as a definition that the multi-vectors \( \pi \) are the generalized Nambu–Poisson tensors. Moreover, combining this with the fact that \( \pi \) are multiplicative, we call \( \pi \) the Nambu–Lie structure [01].
3.5 Generalized classical Yang–Baxter equation

As discussed in section 3.2.1, the Leibniz identity requires that the dual structure constants $f_a^A$ satisfy the cocycle condition (3.49), $\delta_1 f(x, y) = 0$. This condition is trivially satisfied by assuming that the cocycle $f_a (x)$ is a coboundary [4, 9],

$$f_a (x) = \delta_0 r(x) \equiv x^a \tilde{\Theta}_a,$$  (3.109)

By recalling $f_a (x) = x^a \tilde{\Theta}_a$ and $\tilde{\Theta}_a = \tilde{\Theta}_a^{(0)} + \tilde{\Theta}_a$, this coboundary ansatz corresponds to

$$\tilde{\Theta}_a = e^{x^a r_a} \tilde{\Theta}_a^{(0)}.$$  (3.110)

The right-hand side can be rewritten as

$$\tilde{\Theta}_a = e^{x^a r_a} \tilde{\Theta}_a^{(0)} = \mathcal{R} \tilde{\Theta}_a^{(0)} \mathcal{R}_a^{-1}, \quad \mathcal{R} \equiv \prod_a e^{x^a r_a},$$  (3.111)

where $r_a$ is a redefinition of $\tilde{r}_a$. By comparing this with the general expression $\tilde{\Theta}_a = \tilde{\Theta}_a^{(0)} + f_a^A R_a$, the dual structure constants $f_a^A$ can be expressed symbolically as

$$f_a^A R_a = \mathcal{R} \tilde{\Theta}_a^{(0)} \mathcal{R}_a^{-1} - \tilde{\Theta}_a^{(0)} \equiv f_a^A R_a.$$  (3.112)

For example, in DFT, we have $\tilde{\Theta}_a^{(0)} = f_{abc} K_{bc}$ and $r = \frac{1}{2!} r_{a_1 a_2} R_{a_1 a_2}$, and the coboundary ansatz becomes

$$\tilde{\Theta}_a = f_{abc} K_{bc} - f_{ac} [b_1 r_{b_2}] R_{b_1 b_2}.$$  (3.113)

Comparing this with the Drinfel’d algebra

$$\tilde{\Theta}_a = f_{abc} K_{bc} + \frac{1}{2!} f_a^{b_1 b_2} R_{b_1 b_2},$$  (3.114)

we can identify the dual structure constants as

$$f_a^{b_1 b_2} = 2 f_{ac} [b_1 r_{c b_2}] \equiv f_a^{b_1 b_2}.$$  (3.115)

Since all of the dual structure $f_a^B$ are replaced by $f_a^B$, we obtain an ExDA whose structure constants $X_{ABC}^C$ are characterized by $f_{abc}, f_a^X, Z_a$, and $r^A$. We call this the coboundary ExDA. The cocycle conditions are trivially satisfied but other Leibniz identities are not satisfied in general, and we need to impose further conditions on $r^A$. Below, following the approach discussed in [3], we explain the procedure to find such additional conditions on $r^A$.

Let us note that Eq. (3.111) can be expressed as

$$X_{ABC}^C = \mathcal{R}_A^D \mathcal{R}_B^E (\mathcal{R}_A^{-1})_F X_{DE}^{(0) F} \equiv (\mathcal{X}^{(r=0)}_{AB} C, (X_{ABC}^C)^{C F}$$  (3.116)

where $\mathcal{R}_A^B$ is the matrix representation of $\mathcal{R}$ in the $R_1$ representation. This suggests us to extend this relation to define a new Leibniz algebra twisted by $\mathcal{R}$,

$$X_{ABC}^C \equiv \mathcal{R}_A^D \mathcal{R}_B^E (\mathcal{R}_A^{-1})_F X_{DE}^{(0) F}.$$  (3.117)
The untwisted structure constants $X_{AB}^{(0)} C$ satisfy the Leibniz identity (when the Bianchi identities $\Box$ are satisfied) and it is clear that $X_{AB} C$ also satisfy the Leibniz identity $\Box$. However, the algebra defined by the structure constants $X_{AB} C$ is not an ExDA in general. Only the particular components, namely, $X_{aAB}$ coincide with $X_{aB} C$ of an ExDA. Thus, to ensure that $X_{AB} C$ are the structure constants of a certain ExDA, we require

$$X_{AB} C = X_{AB} C.$$  \tag{3.118}

This requires certain conditions on $r^A$ and if these are satisfied, we obtain a coboundary ExDA that automatically satisfies the Leibniz identity.

For example, in the case of DFT, using $R = e^{\frac{1}{2} r^A a_1 a_2 R_a a_2}$ we find

$$X_{AB} C = 2 f_{df} [a r e] (R^d e)_{BC} + \frac{1}{2} f_{d_1 d_2} a_1 (R^d_1 d_2)_{BC}. \tag{3.119}$$

$$X_{AB} C = 2 f_{df} [a r e] (R^d e)_{BC} + \frac{1}{2} f_{d_1 d_2} a_1 (R^d_1 d_2)_{BC} + \frac{1}{2} f_{d_1 d_2} (R^d_{1 d_2 1})_{BC}. \tag{3.120}$$

Then the requirement (3.118) is equivalent to the classical Yang–Baxter equation (CYBE),

$$r^A a r^B r^e f_{d_1 d_2} f + r^A a r^B r^e f_{d_1 d_2} a + r^A a r^B r^d f_{d_1 d_2} e = 0. \tag{3.121}$$

The definition of the generalized CYBE $\Box$ is very simple, but in practice, we find that it is difficult to identify the full set of the independent conditions on $r^A$. In general, we can express $X^r$ and $X^R$ as

$$X_{A} = \cdots - \beta f^A_d (R^a)_A d t_0, \tag{3.122}$$

$$X_{A} = \cdots - \beta f^A_d (R^a)_A d t_0 + \text{CYBE}^{A}_A R^a + \text{CYBE}^0_A t_0, \tag{3.123}$$

where

$$\text{CYBE}^{A} B \equiv R^B_A f^A_c B + R^B_A \{ \left( \frac{1}{2} f_{dc} f - Z_{d c} \delta^d_c \right) \left[ \tilde{K}^e f R^c_B B^d + \chi_K c f B^d \right] + f_{d} T (R^e f R^c_B B^d + \chi_L B^d c) + (R^e B^d Z_d) \right\} [R^A R^{-1} B], \tag{3.124}$$

$$\text{CYBE}^0_A \equiv \beta f^B_c (R^c_B A)_A + \{ R^B_A \left[ \beta (f_{bc} c - Z_b \delta^c_c) - Z_b \right] \}, \tag{3.125}$$

and $[\cdot \cdot \cdot]^B$ denotes the coefficient of $R_B$; namely, $R^A R^{-1} B = \cdots + [R^A R^{-1} B R_B$. Then the condition (3.118) at least requires

$$\text{CYBE}^{B} A = 0, \quad \text{CYBE}^0_A = 0. \tag{3.126}$$

In general, terms including the non-negative-level generators in $X^{AB} C$ and $X_{AB} C$ do not coincide and we find additional conditions, but extensions of the quadratic equation (3.121) are contained in $\text{CYBE}^{B} A = 0$ as we see in the case of the EDA.
4 Non-Abelian duality

In this section, we explain the procedure of the non-Abelian duality. For a given ExDA, we choose a maximally isotropic subalgebra $g$ and construct the generalized frame fields $E_A^I$ as explained in the previous section. For simplicity, if we suppose $\theta_A = 0$, the generalized frame field has unit determinant and then we define the generalized metric as

$$\mathcal{M}_{IJ} = E_I^A E_J^B \hat{\mathcal{M}}_{AB} \quad (\det \hat{\mathcal{M}} = 1).$$

(4.1)

In general, $\hat{\mathcal{M}}_{AB}$ can depend on the external coordinates (see [62] for details), but here we suppose that it is constant for simplicity and consider only the internal part of the spacetime. According to the flux formulation [63], the equations of motion of the ExFT are covariant equations for the fluxes $X_{AB}^C$ and $\hat{\mathcal{M}}_{AB}$. If we find a solution for $\hat{\mathcal{M}}_{AB}$, the background (4.1) is a solution of ExFT. Since $\mathcal{M}_{IJ}$ depends only on the physical coordinates $x^i$, it is also a solution of the standard supergravity.

In general, the ExDA has another maximally isotropic subalgebra $g'$ whose generators are denoted as $T'_A$. We also identify the full set of generators $\{T'_A\} = \{T_a, \cdots \}$ such that $T'_A$ satisfy an ExDA. This is just a redefinition of generators

$$T'_A = C_A^B T_B \quad (C_A^B : \text{constant}),$$

(4.2)

and the structure constants of the new algebra are

$$X'_{AB}^C = C_A^N C_B^B (C^{-1})^C_C X_{AB'}^C.$$

(4.3)

Using the new set of generators $T'_A$, we can construct new generalized frame fields $E'_A^I$ which depend on the physical coordinates in the primed system $x'^i$. Here, the dimension of the physical space can be different, in which case $C_A^B$ is not an element of the duality group $G$.

In general, the frame fields $E'_A^I$ are completely different from the original ones $E_A^I$ and they are not related by $C_A^B$: $E'_A^I \neq C_A^B E_B^I$. However, the generalized fluxes in the original and the dualized frame are related as in Eq. (4.3) and since the equations of motion of ExFT are covariant equations of the fluxes and the constant matrix $\hat{\mathcal{M}}_{AB}$, by introducing

$$\hat{\mathcal{M}}'_{AB} \equiv C_A^{A'} C_B^{B'} \hat{\mathcal{M}}_{A'B'},$$

(4.4)

the new background

$$\hat{\mathcal{M}}'_{IJ} = E_I^{I'} E_J^{B'} \hat{\mathcal{M}}'_{AB},$$

(4.5)

is a solution of ExFT. This is a basic procedure to perform the non-Abelian duality.

10 In DFT, we also have the dilaton and we need to consider the corresponding flux $\mathcal{F}_A$ as well (see [62]).

11 When $\theta_A$ does not vanish, it will be a solution of a certain gauged supergravity.

12 The linear map of [64], which relates the M-theory and the type IIB picture, is such an example.
4.1 Yang–Baxter deformation

Let us consider the Yang–Baxter deformation \cite{65} as a particular class of non-Abelian duality. In this case, we assume that the original ExDA is a semi-Abelian algebra, meaning that the dual structure constants $f_a^A$ are absent.\footnote{Here, we suppose that the structure constants $f_a^A$, $f_a^I$, and $Z_a$ can be present.} Then the generalized frame fields are simply given by $E_A^I = e^{(K+t_0)A} E_A^I$. We now consider the redefinition \cite{12} with $C_{AB} = R_{AB}$ where $R$ is the twist matrix defined in Eq. \cite{3.111}. As long as $r^A$ satisfies the generalized CYBE, the redefined generators $T_A'$ satisfy a coboundary ExDA. Using the ExDA, we can straightforwardly compute the generalized frame fields $E_A'^I$. Since $f_{abc}$, $f_a^I$, and $Z_a$ are not deformed under the redefinition $T_A' = R_{AB} T_B$, we find

$$E_A'^I = \Pi_A^B E_B^I,$$

(4.6)

where $E_A^I$ are the original generalized frame fields. Then we obtain a new solution of ExFT,

$$\mathcal{M}'_{IJ} \equiv E_I'^A E_J'^B \mathcal{M}'_{AB} = U_I^K U_J^L \mathcal{M}_{KL},$$

(4.7)

$$U_I^J \equiv E_I^A (\Pi^{-1} R)_A^B E_B^J.$$

(4.8)

For example, in DFT, we obtain

$$(U_I^J) \equiv \begin{pmatrix} \delta^I_m & 0 \\ (\pi^{ab} + r^{ab}) e_a^I e_b^J & \delta^I_m \end{pmatrix}.$$  

(4.9)

For a general ExDA, it is a hard task to obtain $\pi^A$ because we need to compute the exponential action \cite{3.65}. However, the usefulness of the Yang–Baxter deformation is that we can generally express $\pi^A$ in terms of the classical $r$-matrix. For example, in DFT, we find

$$\pi^{mn} = r^{ab} (v^m_a v^n_b - e^m_a e^n_b).$$  

(4.10)

Indeed, this vanishes at the unit element $x = x_0$ and also satisfies the differential equation \cite{3.85}. Then, the matrix $U_I^J$ is simplified as

$$(U_I^J) \equiv \begin{pmatrix} \delta^I_m & 0 \\ \rho^{mn} & \delta^I_n \end{pmatrix}, \quad \rho^{mn} \equiv r^{ab} v^m_a v^n_b.$$  

(4.11)

Thus, for a given solution $r^{ab}$ of CYBE \cite{3.121}, we can easily obtain the deformed background $\mathcal{M}'_{IJ}$ simply by acting the coordinate-dependent matrix $U_I^J$.

The same story can be extended to a general coboundary ExDA. In sections \cite{5} and \cite{6} we find the explicit form of the Nambu–Lie structures $\pi'$ for coboundary EDAs. We then find that the matrix $U_I^J$ has a very simple form. Again, $U_I^J$ is parameterized by the multi-vectors $\rho$ which is given by the classical $r$-matrix $r^A$ and the left-invariant vector fields $v^i_a$. \footnote{Here, we suppose that the structure constants $f_a^A$, $f_a^I$, and $Z_a$ can be present.}
5 Exceptional Drinfel’d algebra: M-theory section

As explained in section 2.2, the $R_1$ representation in the M-theory picture is decomposed as

$$(T_A) = (T_a, \frac{T_{a1}a_2}{\sqrt{2}}, \frac{T_{a1}a_5}{\sqrt{6}}, \frac{T_{a1}a_7a'}{\sqrt{6}}, \frac{T_{a1}a_9a_3}{\sqrt{6}}, \frac{T_{a1}a_8a_6}{\sqrt{6}}, T^{8,8,a}) , \quad (5.1)$$

where $8$ denotes eight totally antisymmetric indices $1 \cdots 8$, e.g., $T^{8,a_1a_2a_3} = T^{1 \cdots 8,a_1a_2a_3}$. When we consider the case $n = 7$, generators including eight indices automatically disappear, and when we consider $n = 6$, $T^{a_1 \cdots a_7,a'}$ additionally disappears because it requires seven antisymmetric indices. Then we find that the dimension of the EDA coincides with the dimension of the $R_1$ representation given in Table A.1.

Using the general results given in the previous section, the embedding tensors for $E_{n(n)}$ EDA ($n \leq 8$) in the M-theory picture are obtained as follows:

$$X_a = \frac{1}{3!} f_a \beta b_1 b_3 R_{b_1 b_2 b_3} + \frac{1}{6!} f_a \beta b_1 \cdots b_6 R_{b_1 \cdots b_6} + \frac{1}{3!} f_a \beta b_{1 \cdots b_8,c} R_{b_1 \cdots b_8,c}$$

$$+ f_{ab} \tilde{K}^b c - Z_a (\tilde{K} + t_0) , \quad (5.2)$$

$$X^{a_1a_2} = - f_{c[a_1a_2} \tilde{K}^{c]} \tilde{K} - f_{c[a_1} R_{c]2} c_2 + 3 Z_d R^{a_1a_2} , \quad (5.3)$$

$$X^{a_1 \cdots a_5} = - f_{c[a_1 \cdots a_5} \tilde{K}^{c]} \tilde{K} - \frac{5!}{3!} f_{[a_1a_2a_3} R^{a_4a_5]} b$$

$$- \frac{5!}{3!} f_{c[a_1} R^{a_2 \cdots a_5]} c_1 c_2 + 6 Z_b R^{b_1 \cdots a_5} , \quad (5.4)$$

$$X^{a_1 \cdots a_7,a'} = - (f_c \delta^{a_1 \cdots a_7,a'} - \frac{1}{7} f_c \delta^{a_1 \cdots a_7,a'd} ) \tilde{K}^d$$

$$+ 7 f_b (9 \tilde{R}^{a_1 \cdots a_7,a'} + \beta \tilde{R}^{a_1 \cdots a_7,a'})$$

$$x^{a_1 \cdots a_8,a_1'a_2'a_3} = 3 f_a (a_1 \cdots a_8,a_1'a_2'a_3) R^{a_1'a_2'a_3} b - 6 f_a (a_1 \cdots a_8,a_1'a_2'a_3) R^{a_1 \cdots a_8} b$$

$$- 3 f_a (a_1 \cdots a_8,a_1'a_2'a_3) R^{a_1 \cdots a_8} b$$

$$X^{a_1 \cdots a_8} = - 6 f_a (a_1 \cdots a_8,b) R^{a_1 \cdots a_8} b + 6 f_b (a_1 \cdots a_8,b) R^{a_1 \cdots a_8} b + f_a (1 \cdots a_8,b) R^{a_1 \cdots a_8} b$$

In particular we have

$$\vartheta_a = \beta f_a b - (1 + \beta n) Z_a , \quad \vartheta^{a_1a_2} = - \beta f_b a_1 a_2 , \quad \vartheta^{a_1 \cdots a_5} = - \beta f_b a_1 \cdots a_5$$

$$\psi^{a_1 \cdots a_7,a'} = - \beta (f_b a_1 \cdots a_7,a' - \frac{1}{7} f b a_1 \cdots a_7,a' ) , \quad \vartheta^{a_1 \cdots a_8} = \vartheta^{a_1 \cdots a_8} = 0$$

By using these, we can easily write down the explicit form of the EDA,

$$T_A \circ T_B = (X_A)_{B}^{C} T_{C} . \quad (5.10)$$

We note that the vector $Z_a$ corresponds to $-L_a/9$ used in [4] (or $-Z_a/3$ of [3]).
We can easily reproduce the explicit form of the EDA for \( n \leq 7 \):

\[
T_a \circ T_b = f_{ab}^c T_c ,
\]

\[
T_a \circ T^{b_1 b_2} = f_a^{b_1 b_2 c} T_c + 2 f_{ac} [b_1 T^{b_2}]^c + 3 Z_a T^{b_1 b_2} ,
\]

\[
T_a \circ T^{b_1 ... b_5} = - f_a^{b_1 ... b_5 c} T_c - 10 f_{ac} [b_1 T^{b_2 ... b_5}]^c - 5 f_{ac} [b_1 T^{b_2 ... b_5}]^c + 6 Z_a T^{b_1 ... b_5} ,
\]

\[
T_a \circ T^{b_1 ... b_7} = 7 f_a^{[b_1 ... b_7 \ T^{b_8}]} - 21 f_{a[b_1 b_2 \ T^{b_3 ... b_7}]} - 7 f_{ac} [b_1 T^{b_2 ... b_7} c] - 5 f_{ac} [b_1 T^{b_2 ... b_7} c] + 9 Z_a T^{b_1 ... b_7} ,
\]

\[
T^{a_1 a_2} \circ T_b = - f_b^{a_1 a_2 c} T_c + 3 f_{[c_1 c_2} [a_1 \delta_{b]} T^{c_1 c_2} - 9 Z_c \delta_{b]} T^{a_1 a_2} ,
\]

\[
T^{a_1 a_2} \circ T^{b_1 b_2} = - 2 f_{a_1 a_2 [b_1 T^{b_2}]} - f_{[c_1 c_2} [a_1 T^{a_2} b_1 b_2 c_1 c_2 + 3 Z_c T^{a_1 a_2 b_1 b_2} ,
\]

\[
T^{a_1 a_2} \circ T^{b_1 ... b_5} = 5 f_e a_1 a_2 [b_1 T^{b_2 ... b_5} c] - 3 f_{[d_1 c_2} d T^{b_1 ... b_5 [c_1 c_2 c]} + 9 Z_c T^{b_1 ... b_5 [a_1 a_2 c]} ,
\]

\[
T^{a_1 a_2} \circ T^{b_1 ... b_7} = 7 f_e a_1 a_2 [b_1 T^{b_2 ... b_7} c] + f_c a_1 a_2 b_7 T^{b_1 ... b_7} ,
\]

\[
T^{a_1 ... a_5} \circ T_b = f_b^{a_1 ... a_5 c} T_c + 10 f_{[a_1 a_2 a_3 T^{a_4 a_5]}} + 20 f_{c[a_1 a_2 a_3 \delta_{b}^a T^{a_4 a_5]}}
\]

\[
\leq 5 f_{c[a_1 T^{a_2 ... a_5]}} + 10 f_{[c_1 c_2} [a_1 \delta_{b}^a T^{a_3 a_4 a_5] c_1 c_2} - 36 Z_c \delta^c T^{a_1 ... a_5} ,
\]

\[
T^{a_1 ... a_5} \circ T^{b_1 b_2} = 2 f_e a_1 a_5 [b_1 T^{b_2} c] - 10 f_{[a_1 a_2 a_3 T^{a_4 a_5] b_1 b_2 c} + 5 f_{e[c_1 c_2} [a_1 T^{a_2 ... a_5] c_1 c_2 b_1 b_2} - 12 Z_c T^{a_1 ... a_5 [b_1 b_2] ,
\]

\[
T^{a_1 ... a_5} \circ T^{b_1 ... b_5} = - 5 f_{a_1 ... a_5 [b_1 T^{b_2 ... b_5} c] - 30 f_{e[a_1 a_2 a_3 \delta_{d_1 d_2} T^{a_4 a_5] d_1 d_2} e} T^{b_1 ... b_5 d_1 d_2} ,
\]

\[
T^{a_1 ... a_5} \circ T^{b_1 ... b_7} = - 7 f_{a_1 ... a_5 [b_1 T^{b_2 ... b_7} c] + f_{c a_1 a_5 b_7 T^{b_1 ... b_7} c} + f_{c a_1 a_5 b_7 T^{b_1 ... b_7} c} ,
\]

\[
T^{a_1 ... a_7 a'} \circ T_b = - 21 f_e [a_1 ... a_6 \delta_{b_1 d_2} a' a' T^{a_7] d_1 d_2} - 126 f_{e[a_1 a_2 a_3 ... a_7] c} T^{a_1 ... a_7] d_1 d_2} ,
\]

\[
T^{a_1 ... a_7 a'} \circ T^{b_1 b_2} = 7 f_e [a_1 ... a_6 \delta_{d_1 d_2} a' a' b_1 b_2} - 42 f_{e[a_1 a_2 a_3 ... a_7] c} [b_1 b_2] ,
\]

\[
T^{a_1 ... a_7 a'} \circ T^{b_1 ... b_5} = 21 f_e [a_1 ... a_6 \delta_{d_1 d_2} a' a' b_1 b_5 d_1 d_2 e} T^{b_1 ... b_5 d_1 d_2} ,
\]

\[
T^{a_1 ... a_7 a'} \circ T^{b_1 ... b_7} = 0 .
\]

We can easily reproduce the \( E_{6(6)} \) EDA of [9] (up to sign convention) by a truncation.

Now, let us consider the Leibniz identities. If we define

\[
f^3(x) \equiv \frac{1}{3!} x^a f_a b_1 b_2 b_3 R_{b_1 b_2 b_3} , \quad f^6(x) \equiv \frac{1}{6!} x^a f_a b_1 ... b_6 R_{b_1 ... b_6} , \quad f^{8,1}(x) \equiv \frac{1}{24} x^a f_a b_1 ... b_6 b' R_{b_1 ... b_6 b'} , \tag{5.12}
\]

the cocycle conditions [34, 49] are decomposed as follows:

\[
d f^3(x, y) = 0 , \tag{5.13}
\]

\[
d f^6(x, y) - [ f^3(x), f^3(y) ] = 0 , \tag{5.14}
\]

\[
d f^{8,1}(x, y) - [ f^3(x), f^{6}(y)] - [ f^6(x), f^3(y) ] = 0 , \tag{5.15}
\]

where

\[
d f^* (x, y) \equiv x \cdot f^*(y) - y \cdot f^*(x) - f^*([x, y]) ,
\]

\[
x \cdot f^*(y) \equiv x^a [ f^*(y), f_{ab}^c K^b - Z_a K] . \tag{5.16}
\]
If we introduce
\[ r^3 \equiv \frac{1}{24} f_{a_1 a_2 a_3} R_{a_1 a_2 a_3}, \quad r^6 \equiv \frac{1}{20} r^{a_1 \ldots a_6} R_{a_1 \ldots a_6}, \quad r^{8,1} \equiv \frac{1}{88} r^{a_1 \ldots a_8, a'} R_{a_1 \ldots a_8, a'}, \]
and define \( R \equiv e^{r^3} e^{r^6} e^{r^{8,1}} \), the coboundary ansatz (3.111) are decomposed as
\[ f^3(x) = dr^3(x), \]
\[ f^6(x) = dr^6(x) + \frac{1}{2r} [r^3, f^3(x)], \]
\[ f^{8,1}(x) = dr^{8,1}(x) + [r^3, f^6(x)] - \frac{1}{3} [r^3, [r^3, f^3(x)]] , \]
where
\[ dr^a(x) \equiv x^a \left[ r^a, f_{ab} c K^b_c - Z_a K \right]. \]

More explicitly, the cocycle conditions are expressed as
\[ 0 = 6 f_{[a|d}] c_{[e|] f_{b]} d_{[c|e]} - f_{ab} d_{f_d c_{[e|} c_{[e]} - 6 Z_{[a} f_{b]} c_{c|e} c_{[e]}), \]
\[ 0 = 12 f_{[a|d}] c_{[e|} f_{b]} d_{c_{[e]} c_{[e]} - 20 f_{[a|d]} c_{[e|} c_{[e]} c_{[e]} - 12 Z_{[a} f_{b]} c_{c|e} c_{[e]}), \]
\[ 0 = 16 f_{[a|d}] c_{[e|} f_{b]} d_{c_{[e]} c_{[e]} c_{[e]} - 2 f_{[a|d]} c_{[e|} c_{[e]} d_{f_d c_{[e]} c_{[e]} c_{[e]} - 18 Z_{[a} f_{b]} c_{c|e} c_{[e]} c_{[e]}), \]
and the coboundary ansatzes are
\[ f_{a b_1 b_2 b_3} = 3 f_{ac} \left[ b_1 \right] c_{b_2 b_3] - 3 Z_{a} c_{b_1 b_2 b_3], \]
\[ f_{a b_1 b_{2-} b_3} = 6 f_{ac} \left[ b_1 \right] c_{b_{2-} b_3 - 10 f_{a b_1 b_2 b_3} b_{b_3 b_2 b_3] - 6 Z_{a} c_{b_1 b_{2-} b_3}, \]
\[ f_{a b_1 b_{2-} b_3 b'} = 8 f_{ac} \left[ b_1 \right] c_{b_{2-} b_3 b'}, + f_{ac} b' c_{b_1 b_{2-} b_3 c_{[e]} c_{[e]} + 56 f_{a b_1 b_2 b_3} c_{b_3 b_2 b_3] b'}, \]
\[ - \frac{56}{9} f_{a b_1 b_2 b_3 b_{b_3 b_2 b_3} b_{b_3 b_2 b_3]}, \]

To compute the fundamental identities (5.26), we need the explicit components of the structure constants \( X_{AB} \hat{C} \). For simplicity, if we consider the case \( n \leq 7 \), we find
\[ f_{c}^{a_1 a_2} f_{d}^{b_1 b_2 b_3} - 3 f_{d}^{a_1 a_2} f_{e}^{b_1 b_2 b_3] d} = f_{d_1 d_2} \left[ a_1 c_{a_2} b_1 b_2 b_3 d_{d_1 d_2} + 3 f_{c}^{a_1 a_2} b_1 b_2 b_3 d Z_{d}], \]
\[ f_{c}^{a_1 \ldots a_5} f_{d}^{b_1 \ldots b_6} - 6 f_{d}^{a_1 \ldots a_5 b_1 b_2 \ldots b_6] d} = -30 f_{d}^{a_1 a_2 a_3} b_{e_{1} e_{2} e_{3}} e_{c_{2}} f_{c}^{b_1 \ldots b_6 e_{1} e_{2} e_{3}}, \]
which reduce to the known results \([9]\) if we consider the reduction to \( n \leq 6 \).

As was found in \([3][4][9]\), there is an additional constraint in the \( E_{n(n)} \) EDA for \( n \leq 6 \). This comes from \( Z_{AB} \hat{C} X_{C} = 0 \) of Eq. (3.33). For example, the non-vanishing components of \( Z^{a_1 a_2 b} \hat{C} \) are determined as
\[ Z^{a_1 a_2 b_{c_1 c_2}} = 2 f_{c_1 c_2} \left[ a_1 c_{a_2} b_{b_{c_1 c_2}} - 12 f_{b_{c_1 c_2} Z_{e_{1} e_{2} e_{3}}}, \right. \]
and then we find

\[ Z^{a_1a_2 \cdots a_n} X_c = \frac{1}{n!} Z^{a_1a_2 \cdots a_n} X_c^{a_1a_2 \cdots a_n} \]

\[ = (-f_{c_1c_2} f^a + 6 Z_{a_1} \delta_{c_2} f^{a_1a_2} f_c^{de} \tilde{K}^d_c = 0 , \]  

\[ \text{where we have used the Bianchi identities } f_{[ab]} f^{c} = 0 \text{ and } f_{ab} f_{c} = 0. \]  

This is equivalent to

\[ f_{c_1c_2} f^a f_c^{de} - 6 Z_c f_a^{de} = 0 . \]  

As studied in [9], when \( n \leq 6 \) and \( Z_a = 0 \), this condition, the cocycle condition, the fundamental identities, and the usual Bianchi identity \( f_{[ab]} f^c = 0 \) are all of the Leibniz identities. In general, we will find additional identities, and in order to find the full set of identities, it may be useful to employ the results of the quadratic constraints studied in the gauged supergravity [45]. Here we do not study further on the Leibniz identities.

For a given EDA, we can compute the adjoint action (3.65) to obtain the matrix \( M_A^B \) and using that we can get the generalized frame fields \( F_A ^I \). We parameterize the matrix \( \Pi \) as

\[ \Pi = - \frac{1}{n} \pi^{a_1 \cdots a_n} R_{a_1 \cdots a_n} e^{- \frac{1}{6} \pi^{a_1 \cdots a_n} a'} R_{a_1 \cdots a_n a'}. \]

The size of \( E_A ^I \) is large, so here we show the explicit form of the generalized frame fields for \( n \leq 7 \),

\[ E_A = e_a, \]

\[ E^{a_1a_2} = - \pi^{b_1a_2} e_b + e^{-3 \Delta} \pi^{a_1a_2}, \]

\[ E^{a_1 \cdots a_5} = - (\pi^{b_1 \cdots a_5} + 5 \pi^{a_1a_2a_3a_4a_5} \pi^{a_1a_2a_3} \pi^{a_4a_5} + 10 e^{-3 \Delta} \pi^{a_1a_2a_3} \pi^{a_4a_5} + e^{-6 \Delta} \pi^{a_1 \cdots a_5}, \]

\[ E^{a_1 \cdots a_7, a'} = -(21 \pi^{b_1 \cdots a_7} \pi^{a_6a_7} a' + 35 \pi^{a_2a_3a_4a_5} \pi^{a_6a_7} b) e_b \]

\[ - 7 e^{-3 \Delta} \pi^{a_1 \cdots a_7} a' + 105 e^{-3 \Delta} \pi^{a_1a_2a_3a_4a_5} \pi^{a_6a_7} \]

\[ + 21 e^{-6 \Delta} \pi^{a_1 \cdots a_7} \pi^{a_6a_7} a' + e^{-9 \Delta} \pi^{a_1 \cdots a_7} \pi^{a_6a_7} a', \]

where \( r^{a_1 \cdots a_p} \equiv r^{a_1} \wedge \cdots \wedge r^{a_p} \) (\( r^a \equiv r^a d x^1 \)) and \( a^A \) correspond to the Nambu–Lie structures.

To find the explicit form of the differential identities (3.62), we use the identity,

\[ e^{-X} D_c e^X = D_c X - \frac{1}{2} [X, D_c X] + \frac{1}{4!} [X, [X, D_c X]] - \frac{1}{24} [X, [X, [X, D_c X]]] + \cdots, \]

and then we obtain

\[ D_a \pi^3 = f_a^3 + f_{ab} c [\pi^3, K^b_c] - 3 Z_a \pi^3, \]

\[ D_a \pi^6 = f_a^6 + f_{ab} c [\pi^6, K^b_c] + \frac{1}{2} [\pi^3, f^3] - 6 Z_a \pi^6, \]

\[ D_a \pi^{8,1} = f_a^{8,1} + f_{ab} c [\pi^{8,1}, K^b_c] + [\pi^3, f^6] + \frac{1}{3} [\pi^3, f^3] - 9 Z_a \pi^{8,1}, \]

where \( f_a^3 \equiv f^3(T_a), f_a^6 \equiv f^6(T_a), f_a^{8,1} \equiv f^{8,1}(T_a) \), and

\[ \pi^3 \equiv \frac{1}{3!} \pi^{b_1b_2b_3} R^{b_1b_2b_3}, \]

\[ \pi^6 \equiv \frac{1}{6!} \pi^{b_1 \cdots b_6} R^{b_1 \cdots b_6}, \]

\[ \pi^{8,1} \equiv \frac{1}{8!} \pi^{b_1 \cdots b_8} R^{b_1 \cdots b_8}. \]
In components, they are expressed as
\[
D_a \pi_{b_1 b_2 b_3} = f_a b_1 b_2 b_3 + 3 f_{ac} b_1 c b_2 b_3 - 3 Z_a \pi_{b_1 b_2 b_3}, \quad D_a \Delta = Z_a,
\]
\[
D_a \pi_{b_1 \ldots b_6} = f_a b_1 \ldots b_6 + 6 f_{ac} b_1 c b_2 \ldots b_6 - 6 Z_a \pi_{b_1 \ldots b_6} - 10 f_a b_1 b_2 \ldots b_6 \pi_{b_1 b_2 b_3},
\]
\[
D_a \pi_{b_1 \ldots b_8, b'} = f_a b_1 \ldots b_8 b' + 8 f_{ac} b_1 c b_2 \ldots b_8 b' + f_{abc} b_1 \ldots b_8 c - 9 Z_a \pi_{b_1 \ldots b_8, b'}
+ 56 f_a b' b_1 \ldots b_6 \pi_{b a b_7 b_8} + \frac{560}{3} f_a b_1 b_2 b_3 b_4 b_5 b_6 \pi_{b_7 b_8} b',
\]
(5.38)

For the Nambu–Lie structures (e.g., $\pi^{i_1 i_2 i_3} = \pi^a e^{i_1}_{a_1} e^{i_2}_{a_2} e^{i_3}_{a_3}$), we find
\[
\mathcal{L}_{v_a} \pi_{i_1 i_2 i_3} = e^{-3\Delta} f_a b_1 b_2 b_3 v_{i_1} b_1 v_{i_2} b_2 v_{i_3}, \quad \mathcal{L}_{v_a} \Delta = Z_a,
\]
\[
\mathcal{L}_{v_a} \pi_{i_1 \ldots i_6} = 10 \pi_{i_1 i_2 i_3} \mathcal{L}_{v_a} \pi_{i_4 i_5 i_6} = e^{-6\Delta} f_a b_1 \ldots b_6 v_{i_1} \ldots v_{i_6},
\]
\[
\mathcal{L}_{v_a} \pi_{i_1 \ldots i_8, i'} = -6 \pi_{i' i_1 \ldots i_8} \pi_{i_3 i_4 i_5} \mathcal{L}_{v_a} \pi_{i_6 i_7 i_8} = e^{-9\Delta} f_a b_1 \ldots b_8 v_{i_1} \ldots v_{i_8} v_{i'},
\]
(5.39)

by using Eq. (3.38). They are the properties for a general EDA.

In particular, for a coboundary EDA, we can find a solution of the differential equations (5.39) that satisfies $\pi = 0$ at $x = x_0$,
\[
\pi^{i_1 i_2 i_3} = r^{a_1 a_2 a_3} (e^{-3\Delta} v_{i_1}^{a_1} v_{i_2}^{a_2} v_{i_3}^{a_3} - e_{a_1}^{i_1} e_{a_2}^{i_2} e_{a_3}^{i_3}),
\]
(5.40)
\[
\pi^{i_1 \ldots i_6} = r^{a_1 \ldots a_6} (e^{-6\Delta} v_{i_1}^{a_1} \ldots v_{i_6}^{a_6} - e_{a_1}^{i_1} \ldots e_{a_6}^{i_6}) - 10 \pi^{i_1 i_2 i_3} \pi^{i_4 i_5 i_6},
\]
(5.41)
\[
\pi^{i_1 \ldots i_8, i'} = r^{a_1 \ldots a_8, a'} (e^{-9\Delta} v_{i_1}^{a_1} \ldots v_{i_8}^{a_8} v_{i'}^{a'} - e_{a_1}^{i_1} \ldots e_{a_8}^{i_8} e_{a'}^{i'} + 56 \pi^{a_1 a_2 a_3} \pi^{i_1 \ldots i_8} v_{i_1}^{a_1} v_{i_2}^{a_2} v_{i_3}^{a_3})
- \frac{280}{3} e^{-3\Delta} r^{a_1 a_2 a_3} \pi^{i_1 i_2 i_3} v_{i_4}^{a_4} v_{i_5}^{a_5} v_{i_6}^{a_6} + \frac{560}{3} \pi^{i_1 i_2 i_3 i_4 i_5} \pi^{i_6 i_7 i_8},
\]
(5.42)

where $r^{i_1 i_2 i_3} \equiv r^{a_1 a_2 a_3} e_{a_1}^{i_1} e_{a_2}^{i_2} e_{a_3}^{i_3}$ and $n \leq 8$ is assumed. Namely, in this case, we can easily get the Nambu–Lie structures without computing the adjoint action (3.38).

In order to perform the Yang–Baxter deformation, we need the matrix $U_f$ defined in (4.8).

Since the above expression for $\pi$ is intricate, one may consider that $U_f$ is also complicated, but in fact $U_f$ is surprisingly simple,
\[
U_{f} = \left( e^{-3\Delta} \rho^3 e^{-6\Delta} \rho^6 e^{-9\Delta} \rho^{8,1} \right)_{I}^{J},
\]
(5.43)

where we have defined $\rho^3 \equiv \frac{1}{3!} \rho^{i_1 i_2 i_3} R_{i_1 i_2 i_3}$, $\rho^6 \equiv \frac{1}{6!} \rho^{i_1 \ldots i_6} R_{i_1 \ldots i_6}$, and $\rho^{8,1} \equiv \frac{1}{8!} \rho^{i_1 i_2 i_3 i_4} R_{i_1 \ldots i_8}$, and the multi-vectors $\rho$ are defined, for example, as $\rho^{i_1 i_2 i_3} \equiv r^{a_1 a_2 a_3} e_{a_1}^{i_1} e_{a_2}^{i_2} e_{a_3}^{i_3}$.

This simple expression is not a coincidence and can be derived as follows. For convenience, let us define a matrix $U_{f}^B = E_A^0 I U_{f} E_J^0 B = (\Pi^{-1} \mathcal{R})_A^B$, where $E_A^0 I \equiv E_A^I |_{\pi=0}$. The differential identity (3.80) shows
\[
(\mathcal{R} U^{-1} e^{(K+b_0)\Delta} A_D^C D_c (A^{-1} e^{-(K+b_0)\Delta} U \mathcal{R}^{-1})_D^B = X_c A_B,
\]
(5.44)

and by using the coboundary ansatz, $X_c A_B = (\mathcal{R} X_c^0 \mathcal{R}^{-1}$, this becomes
\[
(U^{-1} e^{(K+b_0)\Delta} A_D^C D_c (A^{-1} e^{-(K+b_0)\Delta} U)_D^B = X_c^0.
\]
(5.45)
Using the differential identities Eq. [3126], we can easily find a solution of this differential equation. In fact, $A^{-1}e^{-(K+t_0)\Delta}U$ should coincide with $A^{-1}e^{-(K+t_0)\Delta}$ up to the left multiplication by a constant matrix. The constant matrix can be found by considering $U_A^B = R_A^B$, $A_A^B = \delta_i^B$, and $\Delta = 0$ at $x = x_0$, and then we get

$$A^{-1}e^{-(K+t_0)\Delta}U = R A^{-1}e^{-(K+t_0)\Delta}.$$  

This shows that $U_A^B = (Ae^{(K+t_0)\Delta}R e^{(K+t_0)\Delta}A^{-1})_B$ and then we find

$$U_I^J = (\Omega_\Delta)_I^J , \quad (\Omega_\Delta)_I^J \equiv \hat{\nabla}_I^A (e^{(K+t_0)\Delta}R e^{-(K+t_0)\Delta}A)_B \hat{V}_B^I. $$  

This generally explains the simple result [5.33].

Similar to the case of DFT, for a given solution of CYBE for $r^{a_1a_2a_3}$, $\rho^{a_1\cdots a_6}$, and $\rho^{a_1\cdots a_8,a'}$, we can easily generate a new solution of EFT simply by multiplying the coordinate-dependent twist matrix $U_I^J$ to the original generalized metric.

In the following, we consider the generalized CYBE by assuming $Z_a = 0$ for simplicity. Using $R = e^{r^3}e^{r^6}e^{r^8}$, we can compute some components of Eq. [3126] as

$$\text{CYBE}^{a_1a_2b_1b_2b_3} = - \left[3f_{cd}[b_1 r^{[c}b_2b_3]}r^{a_1a_2d} + f_{cd}[a_1 (r^{a_2}[cd]b_1b_2b_3) - 5r^{a_2}[cd]r^{b_1b_2b_3}] \right], \quad (5.48)$$

$$\text{CYBE}^{a_1a_20} = 2\beta f_{cd}[a_1 r^{a_2}]cd = 0. \quad (5.49)$$

The first equation is precisely the CYBE found in [9] but the second one is weaker than the known one

$$f_{cd}^{a}r^{bcd} = 0. \quad (5.50)$$

Actually, this condition comes from the non-negative-level part (coefficients of $R^a_b$) of the relation $X^{a_1a_2} = X^{a_1a_2}$ and thus the conditions [3126] are not sufficient for Eq. [3.118].

When $n \leq 6$, we find $f_{a_1b_1\cdots b_6} = 0$ and Eqs. (5.48) and (5.50) will be the only constraints on $r^{a_1a_2a_3}$ and $r^{a_1\cdots a_6}$. In $n \leq 7$, we obtain further conditions. Here, we do not try to find the full set of constraints, but consider the CYBE for $r^{a_1\cdots a_6}$. For simplicity, we truncate other multi-vectors and consider $R = e^{r^6}$. Then, we have CYBE$^{a_1a_20} = 0$, and CYBE$^{a_1a_2b} = 0$ and CYBE$^{a_1\cdots a_50} = 0$ follow from CYBE$^{a_1a_2b_1b_2b_3} = - f_{cd}[a_1 r^{a_2}]cd b_1b_2b_3 = 0$. The next non-trivial component is

$$\text{CYBE}^{a_1\cdots a_5b_1\cdots b_6} = - \left[6f_{cd}[b_1 r^{[c}b_2b_6]}r^{da_1\cdots a_5} \
+ 5f_{cd}[a_1 (9\delta_{a_2\cdots a_5}^{cd} [e_1 r^{e_2\cdots e_6}] b_1 \cdot r^{b_2\cdots b_6} - r^{a_2\cdots a_5}[cd] r^{b_1\cdots b_6})] = 0. \quad (5.51)$$

By using $f_{cd}[a_1 r^{a_2}]cd b_1b_2b_3 = 0$ this is simplified as

$$\text{CYBE}^{a_1\cdots a_5b_1\cdots b_6} = - (6f_{cd}[b_1 r^{[c}b_2\cdots b_6]}r^{da_1\cdots a_5} - 15f_{cd}[a_1 r^{a_2\cdots a_5}b_1 \cdot r^{b_2\cdots b_6}d]) = 0, \quad (5.52)$$

and this can be regarded as the generalized CYBE for $r^{a_1\cdots a_6}$. We can also do the same computation for $r^{8,1}$ but we leave further details for future work.
6 Exceptional Drinfel’d algebra: type IIB section

In this section, we consider the case where the dimension of the subalgebra $g$ is $n - 1$. In this case, we can decompose the generators as

$$(T_A) = (T_a, T^a, T^{a_1a_2}/\sqrt{6}, T^{a_1a_2}\beta g, T^{a_1a_2a_3}/\sqrt{6}, T^{a_1a_2a_3a_4}/\sqrt{4}, T^{a_1a_2a_3a_4a_5}/\sqrt{6}, T^{7,7,\ldots})$$

where 7 denotes eight totally antisymmetric indices and we also used a shorthand notation $a_1 \cdots p \equiv a_1 \cdots a_p$. Similar to the case of the M-theory picture, we can check that the dimension of the EDA coincides with the dimension of the $R_1$ representation given in Table A.1.

Similar to the M-theory case, the embedding tensors for $E_{n(n)}$ EDA ($n \leq 8$) in the type IIB picture are obtained as follows:

$$X_a = f_{ab} c \bar{K}^b_c + f_{ab\gamma} R^\beta_\gamma + \frac{1}{4} f_{ab_1b_2} R^\beta_{b_1b_2} + \frac{1}{4} f_{ab_1\cdots b_4} R_{b_1\cdots b_4}$$

$$X^a = -f_{ba} c \bar{K}^b_a - \frac{1}{4} f_{ab_1b_2} R^\beta_{b_1b_2} + \frac{1}{4} f_{ab_1\cdots b_4} R_{b_1\cdots b_4} = Z_a (K + t_0),$$

$$X^{a_1\cdots a_5} = -f_{ba_1a_2} \bar{K}^b_{a_1a_2} - 3 \epsilon^\alpha_{\gamma} f_{a_1a_2a_3} R^\beta_{a_1a_2a_3} - \frac{3}{2} f_{b_1b_2} f_{a_1a_2a_3a_4a_5} + Z_b R^{a_1\cdots a_5},$$

$$X^{a_1\cdots a_6, a'} = -\left(f_{ba_1\cdots a_6a'} - c_7,1 f_{a_1\cdots a_6a'c}\right) \bar{K}^c_{a_1\cdots a_6a'},$$

$$X^{a_1\cdots 7} = -f_{b_1b_2} R^a_{b_1b_2} + 21 f_{b_1b_2} R^a_{b_1b_2} + f_{b_1b_2} R^a_{b_1b_2} = Z_b R^{a_1\cdots 7},$$

$$X^{a_1\cdots 7, a_1a_2} = -2 f_{b_1b_2} R^a_{b_1b_2} - 7 f_{b_1b_2} R^a_{b_1b_2} + 21 f_{b_1b_2} R^a_{b_1b_2} + 2 f_{b_1b_2} R^a_{b_1b_2} = Z_b R^{a_1\cdots 7, a_1a_2},$$

$$X^{a_1\cdots 7, a_1a_2a_3} = -4 f_{b_1b_2} R^{a_1a_2a_3} + 7 \epsilon^\alpha_{\gamma} f_{b_1b_2} R^{a_1a_2a_3} + f_{b_1b_2} R^{a_1a_2a_3} = Z_b R^{a_1\cdots 7, a_1a_2a_3},$$

$$X^{a_1\cdots 7, a_1a_2a_3a_4} = -6 f_{b_1b_2} R^{a_1a_2a_3a_4} + 6 f_{b_1b_2} R^{a_1a_2a_3a_4} = Z_b R^{a_1\cdots 7, a_1a_2a_3a_4},$$

where $\epsilon^{12} = 1$ and constants $c_2, c_4, c_6$, and $c_7,1$ are defined in Appendix A.2. From this expression, we find the vector $\vartheta_A$ as follows:

$$\vartheta_a = \beta f_{ab} - Z_a (1 + \beta \delta^a_0), \quad \vartheta_a = -\beta f_{ba}, \quad \vartheta^{a_1a_2} = -\beta f_{ba_1a_2}, \quad \vartheta^{a_1\cdots a_5} = -\beta f_{ba_1\cdots a_5}, \quad \vartheta^{a_1\cdots a_6, a'} = -\beta (f_{b_1b_2a_1\cdots a_6a'} - c_7,1 f_{a_1\cdots a_6a'b}), \quad \vartheta^{a_1\cdots a_6}_a = \vartheta^{a_1}_{a_1\cdots a_6}, \quad \vartheta_a = \vartheta^{a_1}_{a_1\cdots a_6} = \vartheta^{a_1}_{a_1\cdots a_6} = \vartheta^{a_1}_{a_1\cdots a_6} = 0.$$
We show a more concise form of the EDA for a particular case, \( n \leq 7 \):

\[
T_\alpha \circ T_\beta = f_{ab}^\gamma T_\gamma ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^\gamma T_\gamma + f_{ac}^b T_\beta + f_{bc}^a T_\gamma ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^\gamma T_\gamma + f_{ac}^b T_\beta + 2Z_\alpha T_\beta ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^\gamma T_\gamma + f_{ac}^b T_\beta + 3 f_{ab}^\gamma T_\gamma - 3 f_{ac}^b T_{ab}^c ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^\gamma T_\gamma - 5 f_{ab}^\gamma T_{ab}^c + 6 Z_\alpha T_\beta ,
\]

\[
T_\alpha \circ T_\beta = - \epsilon \gamma f_{ab}^\gamma \gamma T_\gamma + 20 f_{ab}^b [ b_{b_1, b_2, b_3} T_{b_1, b_2, b_3} ] - 6 \epsilon \gamma f_{ab}^b [ b_{b_1, b_2} T_{b_1, b_2} ]
\]

\[
\quad - 6 f_{ab}^b [ b_{b_1, b_2, b_3} T_{b_1, b_2, b_3} ] + f_{ab}^b T_{b_1, b_2, b_3} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } + 8 Z_\alpha T_{b_1, b_2, b_3} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } + 2 \delta_{bc}^a f_{c_{b_1}} T_{c_{b_1}} + 4 Z_\alpha \delta_{bc}^a T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } + \epsilon_{ba} T_{c_{b_1}} - 2 \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } + 4 \epsilon_{ba} Z_\alpha T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - \epsilon_{bc} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 2 \epsilon_{bc} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 6 \epsilon_{bc} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 2 \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 6 \epsilon_{bc} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 2 \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 6 \epsilon_{bc} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 2 \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 6 \epsilon_{bc} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 2 \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 6 \epsilon_{bc} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 2 \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 6 \epsilon_{bc} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 2 \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 6 \epsilon_{bc} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 2 \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 6 \epsilon_{bc} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 2 \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 6 \epsilon_{bc} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 2 \epsilon_{ba} T_{c_{b_1}} ,
\]

\[
T_\alpha \circ T_\beta = f_{ab}^c T_{c_{b_1, b_2, b_3} } - 6 \epsilon_{bc} T_{c_{b_1}} ,
\]

\[
\]
This is complicated and it may be also useful to consider the reduction to \( n \leq 6 \):

\[
T_a \circ T_b = f_{ab}^c T_c ,
\]
\[
T_a \circ T_b^\gamma = f_{ab}^{\gamma c} T_c + f_{a\beta} T_{\gamma}\beta - f_{a\gamma} T_{\beta}\gamma + 2 Z_a T_b^\gamma ,
\]
\[
T_a \circ T_b^{\beta} = f_{ab}^{\beta} T_c + f_{a\beta} T_{\gamma}\gamma - f_{a\gamma} T_{\beta}\gamma + 2 Z_a T_b^{\beta} ,
\]
\[
T_a \circ T_b^{\alpha} = f_{ab}^{\alpha} T_c + f_{a\alpha} T_{\gamma}\gamma - f_{a\gamma} T_{\gamma}\alpha + 2 Z_a T_b^{\alpha} ,
\]
\[
T_a \circ T_b^{\gamma\beta} = f_{ab}^{\gamma\beta} T_c + f_{a\gamma\beta} T_{\gamma}\beta - f_{a\gamma\beta} T_{\gamma}\gamma + 2 Z_a T_b^{\gamma\beta} ,
\]
\[
T_a \circ T_b^{\gamma\alpha} = f_{ab}^{\gamma\alpha} T_c + f_{a\gamma\alpha} T_{\gamma}\alpha - f_{a\gamma\alpha} T_{\gamma}\gamma + 2 Z_a T_b^{\gamma\alpha} .
\]

We can obtain the lower-dimensional EDA in a similar manner by a truncation.

In the type IIB picture, the level-0 part of the embedding tensor is

\[
\hat{\Theta}_a^{(0)} = f_{ab}^c K_b^c + f_{a\alpha} R_{\gamma\alpha} - Z_a K ,
\]

and the Leibniz identity requires

\[
f_{ab}^d f_{cd}^e = 0 , \quad f_{a\beta} f_{\beta\delta} - f_{b\gamma} f_{b\gamma} + f_{ab}^c f_{c\gamma}^\delta = 0 , \quad f_{ab}^c Z_c = 0 .
\]
we can express the cocycle conditions as

\[ \begin{align*}
0 &= df^2(x), \\
0 &= df^4(x) - [f^2(x), f^2(y)], \\
0 &= df^6(x) - [f^2(x), f^4(y)] - [f^4(x), f^2(y)], \\
0 &= df^{7,1}(x) - [f^2(x), f^6(y)] - [f^4(x), f^4(y)] - [f^6(x), f^2(y)],
\end{align*} \]

where

\[ df^*(x, y) \equiv x \cdot f^*(y) - y \cdot f^*(x) - f^*(x, y), \quad x \cdot f^*(y) \equiv x^a \left[ f^*(y), \widehat{\Theta}_a^{(0)} \right]. \]

More explicitly, we find

\[ \begin{align*}
0 &= 4 f_{[d |[c_1]} f_{b |\gamma]} f_{b]} c_2] - f_{a b \gamma} f_{c_1 c_2} - 2 f_{[d |[\gamma]} f_{b]} c_2] - 4 Z_{[a} f_{b]} c_1 c_2], \\
0 &= 8 f_{[d |[c_1]} f_{b |\gamma]} f_{b]} c_2] - f_{a b \gamma} f_{c_1 c_2} - 6 c_2 \delta f_{[c_1 c_2} f_{b]} c_4] - 8 Z_{[a} f_{b]} c_1 c_4], \\
0 &= 12 f_{[d |[c_1]} f_{b |\gamma]} f_{b]} c_2] - f_{a b \gamma} f_{c_1 c_2} - 2 f_{[a \gamma]} f_{b]} c_1 c_6] \\
&\quad + 30 f_{[a c_1 c_2} f_{b]} c_1 c_6] - 12 Z_{[a} f_{b]} c_1 c_6], \\
0 &= 14 f_{[d |[c_1]} f_{b |\gamma]} f_{b]} c_2] + 2 f_{d a} f_{b]} c_1 c_7, a]} - f_{a b \gamma} f_{c_1 c_7, a]} \\
&\quad - 42 c_2 a b (f_{a c_1} f_{b]} c_3 c_7] - 35 f_{[a c_1 c_4} f_{b]} c_5 c_7] c - 16 Z_{[a} f_{b]} c_1 c_7, a].
\end{align*} \]

By introducing

\[ \begin{align*}
r^2 &= \frac{1}{4} r_{[a b] a} R_{a_1 a_2}, \\
r^4 &= \frac{1}{4} r_{[a b] a} R_{a_1 a_2}, \\
r^6 &= \frac{1}{4} r_{[a b] a} R_{a_1 a_2}, \\
r^{7,1} &= \frac{1}{4} r_{[a b] a} R_{a_1 a_2},
\end{align*} \]

and defining \( R \equiv e^{r^2} e^{r^4} e^{r^6} e^{r^{7,1}}, \) the coboundary ansatzes are decomposed as

\[ \begin{align*}
f^2(x) &= dr^2(x), \\
f^4(x) &= dr^4(x) + \frac{1}{2} [r^2, f^2(x)], \\
f^6(x) &= dr^6(x) + [r^2, f^4(x)] - \frac{1}{2} [r^2, [r^2, f^2(x)]], \\
f^{7,1}(x) &= dr^{7,1}(x) + [r^2, f^6(x)] + \frac{1}{2} [r^4, f^4(x)] - \frac{1}{2} [r^2, [r^2, f^4(x)]]
&\quad - \frac{1}{2} [r^2, [r^2, f^2(x)]],
\end{align*} \]

where \( dr^*(x) \equiv x^a [r^*, \widehat{\Theta}_a^{(0)}]. \) In components, we have

\[ \begin{align*}
f_{b_1 b_2} &= 2 f_{a c |b_1]} f_{b_2]} c_2] - f_{a b_1 \gamma} r_{b_2]} c_2] - 2 Z_{[a} r_{b_2]} b_2], \\
f_{b_1 \ldots b_4} &= 4 f_{a c |b_1]} f_{b_2]} b_2 b_1] - 4 Z_{[a} r_{b_2]} b_2 b_1], \\
f_{b_1 \ldots b_6} &= 6 f_{a c |b_1]} f_{b_2]} b_2 b_1] - f_{a b_1}} r_{b_2]} b_2 b_1] - 6 Z_{[a} r_{b_2]} b_2 b_1] \\
&\quad - 15 f_{b_1 \ldots b_4} r_{b_2]} b_2 b_1] - 30 \frac{c_2}{a c_1 c_2} r_{b_2]} b_2 b_1], \\
\end{align*} \]
\[f_{\alpha}^{b_1\ldots b_7, b'} = 7 f_{\alpha c} e^{b_1}_{b_2\ldots b_7} e^{b'}_{b_1\ldots b_7, c} - 8 Z_{\alpha} f_{\alpha}^{b_1\ldots b_7, b'} + 21 e^\gamma_2 e^{b_1}_{b_2 f a_3 b_4 b_5 b_6 b_7} \]

\[
- \frac{35}{2} e^{b_1}_{b_2 f a_3 b_4 b_5 b_6 b_7} + \frac{105}{\gamma_2} e^{a_3 b_1}_{b_2 f a_3 b_4 b_5 b_6 b_7} \]

\[
+ \frac{105}{\gamma_2} e^{\gamma_2}_{\gamma_1} e^{b_1}_{b_2 f a_3 b_4 b_5 b_6 b_7} \]

\[
+ \frac{315}{4} e^{a_3 b_1}_{b_2 f a_3 b_4 b_5 b_6 b_7} .
\]

(6.35)

For the fundamental identities, assuming \(n \leq 7\) for simplicity, we obtain

\[
f_{\alpha}^{d a} f_{\beta}^{b_1\ldots b_2} - 2 f_{\alpha}^{d a b_1} f_{\beta}^{b_2} = (e^{b_1}_{b_2 f c} e^{\gamma}_c + f_{\alpha}^{e c} Z_{\alpha}^{c b_1}) \gamma^d_{c b_1} = 0 \]

(6.36)

\[
f_{\alpha}^{d a} f_{\beta}^{b_1\ldots b_2} - 2 f_{\alpha}^{d a b_1} f_{\beta}^{b_2} = (e^{b_1}_{b_2 f c} e^{\gamma}_c + f_{\alpha}^{e c} Z_{\alpha}^{c b_1}) \gamma^d_{c b_1} = 0 \]

(6.37)

From \(Z_{AB} C X_C = 0\), we find additional identities, such as

\[
Z_{AB}^{\alpha b} C X_C = \delta^b_{\alpha} \left( f_{\alpha}^{e c} e^{\gamma}_c + f_{\alpha}^{e c} Z_{\alpha}^{c b_1} \right) K^d_{e} = 0 \iff f_{\alpha}^{b c} f_{\alpha}^{c b} + Z_{\alpha}^{b c} Z_{\alpha}^{c b} = 0 .
\]

(6.39)

Again, they are not the whole set of the Leibniz identities.

Now, let us construct the generalized frame fields. Using the level-0 generators, we define

\[
E_{a}^{I} = \left( e^{\Lambda \alpha} R_{\alpha}^{\beta} e^{-(h R)}_{a b} K^{b} \right)_{I} A .
\]

(6.40)

Here, \(h R\) is related to the right-invariant vector fields as \(e_{a}^{m} = (e^{-(h R)})_{a}^{m}\) and we also define \(\lambda_{a}^{\beta} = (e^{-h})_{\alpha}^{\beta}\). We further multiply \(e^{(K+\Lambda)\Delta}\) and

\[
\Pi^{a b} = e^{\gamma}_{a b} e^{\gamma}_{a b} R_{a b} \pi^{a b} - e^{\gamma}_{a b} e^{\gamma}_{a b} R_{a b} \pi^{a b} e^{\gamma}_{a b} \pi^{a b} \}
\]

(6.41)

to obtain the generalized frame fields \(E_{a}^{I}\). For example, when \(n \leq 7\), we find

\[
E_{a}^{I} = e_{a}^{I}, \quad E_{a}^{a} = e^{2\Delta} \lambda_{\alpha}^{\gamma} a_{\alpha},
\]

(6.42)

\[
E_{a}^{a a a_3} = e_{a}^{a a a_3} + e^{2\Delta} \lambda_{\alpha}^{\gamma} a_{\alpha},
\]

(6.43)

\[
E_{a}^{a a a a_3} = e_{a}^{a a a a_3} + e^{2\Delta} \lambda_{\alpha}^{\gamma} a_{\alpha},
\]

(6.44)

\[
E_{a}^{a a a a_3} = e_{a}^{a a a a_3} + e^{2\Delta} \lambda_{\alpha}^{\gamma} a_{\alpha},
\]

(6.45)

where \(r_{a_1 \ldots a_p} \equiv r_{a_1} \wedge \ldots \wedge r_{a_p}\).
In the general case, the differential identity gives
\[ D_a \pi^2 = f_a^2 + [\pi^2, \tilde{\Theta}(0)], \] (6.46)
\[ D_a \pi^4 = f_a^4 + [\pi^4, \tilde{\Theta}(0)] + \frac{1}{2} [\pi^2, f_a^2], \] (6.47)
\[ D_a \pi^6 = f_a^6 + [\pi^6, \tilde{\Theta}(0)] + [\pi^2, f_a^4] + \frac{1}{3} [\pi^2, [\pi^2, f_a^2]], \] (6.48)
\[ D_a \pi^{7,1} = f_a^{7,1} + [\pi^{7,1}, \tilde{\Theta}(0)] + [\pi^2, f_a^6] + \frac{1}{2} [\pi^4, f_a^4] \]
\[ + \frac{1}{4} [\pi^2, [\pi^2, f_a^4]] + \frac{1}{4} [\pi^4, [\pi^2, f_a^2]] + \frac{1}{8} [\pi^2, [\pi^2, f_a^2]], \] (6.49)
\[ D_a \Delta = Z_a, \quad (\lambda D_a \lambda^{-1})\pi^{\alpha \beta} = f_{\alpha \beta}, \] (6.50)

In components, we find
\[ D_a \pi^{b_1 b_2} = f_a^{b_1 b_2} + 2 f_{ac} [b_1 | \pi^{c b_2}] - f_{a\gamma} \pi^{b_1 b_2} - 2 Z_a \pi^{b_1 b_2}, \] (6.51)
\[ D_a \pi^{b_1 \cdots b_4} = f_a^{b_1 \cdots b_4} + 4 f_{ac} [b_1 | \pi^{c b_2 b_3 b_4}] \]
\[ - 4 Z_a \pi^{b_1 \cdots b_4} - 3 \epsilon_{\alpha \beta} f_{a \alpha [b_1 b_2 \pi^{b_3 b_4]}}, \] (6.52)
\[ D_a \pi^{b_1 \cdots b_6} = f_a^{b_1 \cdots b_6} + 6 f_{ac} [b_1 | \pi^{c b_2 b_3 b_4 b_5}] \]
\[ - f_{a \gamma} \pi^{b_1 \cdots b_6} - 6 Z_a \pi^{b_1 \cdots b_6} - 15 f_a^{[b_1 \cdots b_5 \pi] b_6} + 30 \epsilon_{\alpha \beta} \epsilon_{[a \gamma | b_1 \cdots b_5 \pi] b_6}, \] (6.53)
\[ D_a \pi^{b_1 \cdots b_7, b'} = f_a^{b_1 \cdots b_7, b'} + 7 f_{ac} [b_1 | \pi^{c b_2 \cdots b_7}] b' + f_{ac} b' \pi^{b_1 \cdots b_7, c} - 8 Z_a \pi^{b_1 \cdots b_7, b'} \]
\[ + 21 \epsilon_{\alpha \beta} f_{a \alpha b'} [b_1 \cdots b_7 \pi] \]
\[ + 35 Z_a f_{a b'} [b_1 \cdots b_7 \pi] - 105 \epsilon_{\alpha \beta} f_{a \alpha b'} [b_1 \cdots b_5 \pi] b' \]
\[ - 105 \epsilon_{\alpha \beta} f_{a \alpha b'} [b_1 \cdots b_5 \pi] b' \]
\[ - 315 \epsilon_{\alpha \beta} \epsilon_{[a \gamma | b_1 \cdots b_5 \pi] b'} f_{a b'}^{b_1 \cdots b_7}. \] (6.54)

If we define the Nambu–Lie structures as
\[ \pi^{m_1 m_2} \equiv \pi^{b_1 b_2} e^{m_1 m_2}, \quad \pi^{m_1 m_2} \equiv \pi^{b_1 b_4} e^{m_1 \cdots m_4}, \] (6.55)
\[ \pi^{m_1 \cdots m_6} \equiv \pi^{b_1 b_5} e^{m_1 \cdots m_6}, \quad \pi^{m_1 \cdots m_7, m'} \equiv \pi^{b_1 b_7} e^{m_1 \cdots m_7, m'}, \]
we find
\[ \mathcal{L}_{\alpha \beta} \pi^{m_1 m_2} = e^{-2\Delta} f_{\alpha \beta} b_{b_1 b_2} e_{m_1 m_2} b_{b_1 b_2}, \quad \Delta \Delta = Z_a, \quad (\lambda \mathcal{L}_a \lambda^{-1})_{\pi^{\alpha \beta}} = f_{\alpha \beta}, \] (6.56)
\[ \mathcal{L}_{\alpha \beta} \pi^{m_1 \cdots m_4} + 3 \epsilon_{\alpha \beta} \pi^{[m_1 m_2} \mathcal{L}_{\alpha \beta} \pi^{m_3 m_4]} = e^{-4\Delta} f_{\alpha \beta} b_{b_1 b_2} e_{m_1 m_2} b_{b_1 b_2}, \] (6.57)
\[ \mathcal{L}_{\alpha \beta} \pi^{m_1 \cdots m_6} + 15 (\delta_{\alpha \beta} \pi^{[m_1 \cdots m_4} e^{-\beta \gamma} \pi^{m_5 m_6]} \mathcal{L}_{\alpha \beta} \pi^{m_7 m_8]} = e^{-6\Delta} f_{\alpha \beta} e_{m_1 \cdots m_6} b_{b_1 b_2} \]
\[ \mathcal{L}_{\alpha \beta} \pi^{m_1 \cdots m_7, m'} - 21 \epsilon_{\alpha \beta} \pi^{m'[m_1 \cdots m_7, m'] \mathcal{L}_{\alpha \beta} \pi^{m_7 m_8]} - 35 \pi^{m_1 \cdots m_7, m'} \mathcal{L}_{\alpha \beta} \pi^{m_7 m_8]} \]
\[ + \frac{105}{2} \epsilon_{\alpha \beta} [m_1 \cdots m_7, m'] \epsilon_{\alpha \beta} \pi^{m_1 \cdots m_7, m'} \mathcal{L}_{\alpha \beta} \pi^{m_7 m_8]} - \frac{105}{2} \epsilon_{\alpha \beta} \epsilon_{\alpha \beta} \pi^{m_1 \cdots m_7, m'} \mathcal{L}_{\alpha \beta} \pi^{m_7 m_8]} = e^{-8\Delta} f_{\alpha \beta} e_{m_1 \cdots m_7, m'} b_{b_1 b_2} \]
\[ - 105 \epsilon_{\alpha \beta} \epsilon_{\alpha \beta} \epsilon_{\alpha \beta} \pi^{m_1 \cdots m_7, m'} \mathcal{L}_{\alpha \beta} \pi^{m_7 m_8]} = e^{-8\Delta} f_{\alpha \beta} e_{m_1 \cdots m_7, m'} b_{b_1 b_2} \mathcal{L}_{\alpha \beta} \pi^{m_7 m_8} \]

In the case of the coboundary EDA, we can solve for the Nambu–Lie structure by means of the classical \(r\)-matrices. Here, use the formula \(\mathbb{X}_{\alpha \beta}^{\gamma \delta} \) for simplicity. Then we find
\[ U_f^J = (e^{-2\Delta} \rho^2 e^{-4\Delta} \rho^4 e^{-6\Delta} \rho^6 e^{-8\Delta} \rho^{7,1} )^J_I. \] (6.60)
One can obtain the Nambu–Lie structure $\Pi_J^I \equiv E_I^A \Pi_A^B E_B^J$ by computing

$$\Pi_J^I = R_J^K (\Omega^{-1})_K^J, \quad R_J^K \equiv E_I^A R_A^B E_B^J.$$  \hfill (6.61)

For example, we have

$$\pi^{m_1 m_2} = \pi^{a_1 a_2} (\lambda_\alpha^\beta \ e^{-2\Delta} a^{m_1}_{a_1} a^{m_2}_{a_2} - \delta_\alpha^\beta \ e^{m_1}_{a_1} e^{m_2}_{a_2}),$$  \hfill (6.62)

$$\pi^{m_1 \cdots m_4} = r^{a_1 \cdots a_4} \left( e^{-4\Delta} a^{m_1}_{a_1} \cdots a^{m_4}_{a_4} - e^{m_1}_{a_1} \cdots e^{m_4}_{a_4} \right) - 3 e^{-2\Delta} e^{\gamma \delta} \pi^{m_1 m_2} r^{m_3 m_4},$$  \hfill (6.63)

which are similar to the relations (5.40)–(5.42) found in the M-theory picture.

In the fully general situation, for example, we obtain the generalized CYBE for $\pi^{a_1 a_2}$ as

$$\text{CYBE}_{\alpha \beta}^{a_1 b_2} = - \left[ 2 f_{cd}^{[b_1} r_{c d}^{b_2]} r_{\alpha}^{\gamma} r_{\gamma}^{a_c b_1 b_2} - 2 Z_c^{r_{\gamma}} r_{\alpha}^{a_c b_1 b_2} - \frac{1}{2} r_{\alpha}^{a_c b_1 b_2} \right] + \left( f_{cd}^{a_1} - 4 Z_c^{\alpha} \delta_{\alpha}^{a_1} r_{c d}^{b_1 b_2} - r_{c d}^{b_1 b_2} - \frac{1}{2} r_{c d}^{b_1 b_2} \right) + f_{c d}^{\gamma} \left( \epsilon^{\gamma \beta} r_{\alpha}^{a_1 b_2} = 0 \right).$$ \hfill (6.64)

By considering CYBE (3.11) for non-negative generators and CYBE$_a^0 = 0$, we find additional conditions, such as

$$r_{\alpha}^{a b} Z_b = 0, \quad r_{\alpha}^{b c} f_{b c}^a = 0, \quad r_{\alpha}^{a b} f_{b \beta}^\gamma = 0.$$ \hfill (6.65)

In particular, when $(r_{\alpha}^{a b}) = (r_{\alpha}^{a_1 b_2}) = (r_{ab}^a, 0)$ and $f_{a_1}^{a_2} = 0$ are satisfied, we find

$$\text{CYBE}_{a_1}^{a_1 b_2} = 3 f_{cd}^{a_1} r_{c d}^{b_1 b_2} + 3 r_{[b_1}^{a} r_{b_2]}^{c} (f_{c d}^{e_1} + 2 Z_c) = 0,$$ \hfill (6.66)

which reduces to the standard classical Yang–Baxter equation when the dilaton flux satisfies $f_{a_1}^a = -2 Z_a$.\footnote{From $f_{a \beta}^a = 0$, the dilaton flux satisfies $f_{a_1}^a = -f_{a_2}^a$.} The second requirement of Eq. (6.65) shows that the classical matrix should be unimodular in the terminology of [66].

We can straightforwardly compute other components of the CYBE, but this is a very hard task. Here, assuming $f_{a \beta}^a = 0$ and $Z_a = 0$, we show the main part of the CYBE for multi-vectors. For simplicity, again we consider the case of a single multi-vector. Since $r_{a_1}^{a_2}$ is already considered, let us consider $R = e^\gamma$ and $R = e^\delta$. In each case, we find

$$\text{CYBE}_{a_1 a_2}^{a_1 b_1 \cdots} = - \left[ 4 f_{cd}^{[b_1} r_{c d}^{b_2]} r_{[a_1}^{a_2 \cdots} \right] + 3 f_{cd}^{[a_1} (4 \delta_{e_1}^{a_1} [c d]_e b_{e_2} + 1 r_{a_2}^{b_3}) = 0,$$ \hfill (6.67)

$$\text{CYBE}_{a_1}^{a_1 b_1 \cdots} = - \left[ 6 f_{cd}^{[b_1} r_{c d}^{b_2]} r_{[a_1}^{a_2 \cdots} - 45 f_{cd}^{[a_1} (4 \delta_{e_1}^{a_1} [c d]_e b_{e_2} + 1 r_{a_2}^{b_3}) \right] - 5 f_{cd}^{[a_1} (4 \delta_{e_1}^{a_1} [c d]_e b_{e_2} + 1 r_{a_2}^{b_3}) = 0.$$ \hfill (6.68)
In this paper, we presented the general structure of the ExDA by using the generalized Lie derivative in ExFT. As is known in the Poisson–Lie $T$-duality, if we choose a maximally isotropic subalgebra $g$ of the ExDA, we can systematically construct the generalized frame fields $E_A^I$. We have generally shown that, for any choice of the subalgebra $g$, the constructed generalized frame fields $E_A^I$ satisfy the algebra

$$\hat{\mathcal{L}}_{E_A} E_B^I = -X_{AB}^C E_C^I,$$  \hspace{1cm} (7.1)

which means that the target space can be called a generalized parallelizable space. Here, we have considered DFT and the $E_n$ EFT ($n \leq 8$) as particular examples of ExFT, but our presentation does not depend on the details of the duality group $G$. Thus the generalized parallelizability will be realized even for other ExFTs, such as the heterotic DFT [67]. It is also interesting to consider the extension to the $E_{11}$ EFT (see for example [68]).

Among the Leibniz identities, the particularly interesting ones are the cocyle conditions. By using the duality algebra, we found a general definition of the coboundary operator $\delta_n$. In particular, the operator $\delta_0$ is non-trivial and the coboundary ansatz shows that the embedding tensor $\hat{\Theta}_a^I$ is twisted by the classical $r$-matrices. Moreover, we have provided a general formula of the Nambu–Lie structure $\pi$ for a general coboundary ExDA.

As a particular class of the non-Abelian duality, we discussed the Yang–Baxter deformations. The explicit form of the generalized CYBE needs to be clarified in future studies, but once a solution of the CYBE is found, we can easily perform the Yang–Baxter deformation, $\mathcal{M}_{IJ} \to \mathcal{M}'_{IJ} = (\Omega_\Delta \mathcal{M} \Omega_\Delta^T)_{IJ}$. \hspace{1cm} (7.2)

Here, the matrix $(\Omega_\Delta)_{IJ}^J$ is made of the multi-vector fields $e^{-(p+q)\Delta} \rho^{i_1 \cdots i_{p+1} \cdots i_{p+q}}$ where

$$\rho^{i_1 \cdots i_{p+1} \cdots i_{p+q}} = r^{a_1 \cdots a_p} v_{a_1}^{i_1} \cdots v_{a_{p+q}}^{i_{p+q}},$$  \hspace{1cm} (7.3)

and $r$ is the generalized classical $r$-matrix. Recently, the Yang–Baxter deformations have been understood as the local $\beta$-transformations which are characterized by the bi-vector $\rho^{mn} = r^{ab} v_a^m v_b^n$. As a natural extension, the tri-vector deformation in 11D supergravity has been proposed in [76,77], and our general formula supports the conjectural multi-vector deformations. In this paper, we consider that the physical space is a group manifold, but the usual Yang–Baxter deformation can be performed in more general curved spaces. It is important future work to extend the generalized Yang–Baxter deformation to a more general setup. It is also important to study the non-Abelian duality for non-coboundary ExDAs.

\[\text{When we consider concrete examples, we can easily check the CYBE by computing } X_{AB}^C = X_{AB}^C \text{ (recall Eq. (3.113)). The only difficulty is to identify the full set of independent conditions on a general } r^A \text{ from } X_{AB}^C = X_{AB}^C.\]
In this paper, we have parameterized the generators of $\mathfrak{g}$ as $T_a$ and introduced the corresponding physical coordinates $x^a (= \delta^a_i x^i)$. However, we can change this parameterization. For example, in the M-theory picture, we may find a maximally isotropic subalgebra $\mathfrak{g}$ that is spanned by a mixture of $T_a$ and $T^{a_1 a_2}$. In this case, we construct the group element $g$ by exponentiating these generators with the corresponding coordinates $x^a$ and $y_{a_1 a_2}$. In fact, even in this case, we can systematically construct the generalized frame fields by following the same procedure. By construction, ExFT has the formal duality symmetry,

$$x^I \rightarrow (\Lambda^{-1})_J^I x^J, \quad \mathcal{M}_{IJ} \rightarrow \Lambda^I_K \Lambda^J_L \mathcal{M}_{KL} \quad (\Lambda \in \mathcal{G}),$$

where $\Lambda^I_J$ is a constant matrix. Then, for an arbitrary Leibniz algebra which is generated by the generalized Lie derivative and contains a maximally isotropic algebra $\mathfrak{g}$, we can perform the formal duality transformation (7.4) such that $\mathfrak{g}$ is spanned by $T'_a$. After the duality rotation, the Leibniz algebra will have the form of an ExDA. In other words, if a Leibniz algebra generated by the generalized Lie derivative contains a maximally isotropic algebra, it will be related to an ExDA through a formal duality. In this sense, ExDA is very universal.

In this paper, we have defined the ExDA by using the generalized Lie derivative in ExFT. In this case, the structure constants have the form (1.22), which has been studied in the maximal gauged supergravities. If we consider less supersymmetric cases, the structure constants will have a more general form. It is interesting to study whether we can construct certain generalized parallelizable spaces for this generalized algebras. For example, in the case of the usual Drinfel’d double, a deformation of the structure constants $X^{ABC}$,

$$X^{ABC} \rightarrow X'^{ABC} = X^{ABC} + 2 X^{[A} \delta^{C]}_B,$$

was studied in [78, 79]. Here, the vector $X_A$ is supposed to be a null vector $\eta^{AB} X_A X_B = 0$. To be more explicit, by parameterizing ($X_A$) = ($\alpha^a$, $\beta^a$) and defining $f'_{ab}^c \equiv f_{ab}^c + 2 \alpha_{[a} \delta_{b]}^c$ and $f'_{c}^{ab} \equiv f_{c}^{ab} + 2 \beta^{[a} \delta_{b]}^c$, this deformed Lie algebra is given by

$$T_a \circ T_b = f'_{ab}^c T_c, \quad T^a \circ T^b = f'^{ab}_{cd} T^c,$$

$$T_a \circ T^b = (f'^{bc}_{a} + \beta^c \delta^b_a - 2 \beta^b \delta^a_c) T_c - (f'^{b}_{ac} - \alpha_c \delta^b_a + 2 \alpha_a \delta^b_c) T^c = -T^b \circ T_a.$$  \hspace{1cm} (7.6)

In [78, 79], the standard procedures of the Poisson–Lie $T$-duality was straightforwardly extended and the generalized duality, called the Jacobi–Lie $T$-duality, was discussed. Obviously, we find $X'_{[ABC]} \neq X'_{ABC}$ and we cannot realize this algebra by means of the generalized Lie derivative in DFT. Deformations of the generalized Lie derivative in ExFT have been studied in [80–82] and it is interesting to extend the ExDA by using such deformed Lie derivatives.
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A Conventions

We (anti-)symmetrize the indices as
\[ A_{(a_1 \cdots a_p)} = \frac{1}{p!} \left[ A_{a_1 \cdots a_p} + \text{(permutations)} \right] , \quad A_{[a_1 \cdots a_p]} = \frac{1}{p!} \left[ A_{a_1 \cdots a_p} \pm \text{(permutations)} \right] . \] (A.1)

We define the antisymmetrized Kronecker delta as
\[ \delta_{(a_1 \cdots a_p)}^{(b_1 \cdots b_p)} \equiv \delta_{[a_1}^{[b_1} \cdots \delta_{a_p]}^{b_p]} . \]

We sometimes use a short-hand notation \( A_{a_1 \cdots a_p} \equiv A_{a_1 \cdots a_p} \) and may simply denote it as \( A_{p} \).

In this Appendix, we use a further condensed notation, such as
\[ A_{\bar{a}_p \bar{b}_q} \equiv \frac{1}{\sqrt{p! q!}} A_{a_1 \cdots a_p b_1 \cdots b_q} . \] (A.2)

Namely, in order to reproduce the standard notation, each barred index \( \bar{a}_p \) is replaced by the antisymmetrized indices \( a_1 \cdots a_p \) and we additionally multiply the factor \( \frac{1}{\sqrt{p!}} \) to the expression. In this notation, the antisymmetrized Kronecker delta \( \delta_{\bar{a}_1 \cdots \bar{a}_p}^{\bar{b}_1 \cdots \bar{b}_p} \) appears with a factor \( p! \). Namely, for example, we have
\[ \delta_{\bar{a}_p}^{\bar{b}_p} \equiv \frac{1}{\sqrt{p! p!}} p! \delta_{b_1 \cdots b_p}^{a_1 \cdots a_p} , \quad \delta_{\bar{a}_p \bar{b}}^{\bar{b}_p} = \frac{1}{\sqrt{p! (p+1)!}} (p+1)! \delta_{b_1 \cdots (p+1)}^{a_1 \cdots a_p} . \] (A.3)

This notation significantly simplifies various expression.

For \( E_n(n) \) group, we define various representations as described in Table A.1.

| n | R1 | R2 | R3 | R4 | R5 | R6 | R7 | R8 | R9 | R10 | RSC |
|---|---|---|---|---|---|---|---|---|---|---|----|
| 2 | 2 | 1 | 2 | 2 | 2 | 3 | 3 | 4 | 2 | 2 | 1 |
| 3 | (3, 2) | (3, 1) | (1, 2) | (3, 1) | (3, 2) | (8, 1) | (6, 2) | (15, 1) | (3, 3) | 2 × (3, 1) | (3, 1) |
| 4 | 10 | 5 | 5 | 24 | 70 | 45 | 5 | 2 | 1 |
| 5 | 16 | 10 | 16 | 144 | 320 | 126 | 10 | 2 | 1 |
| 6 | 27 | 27 | 78 | 351 | 1728 | 27 | 27 | 27 | 3875 | |
| 7 | 56 | 133 | 912 | 8645 | 133 | 133 | 1 | 1 |
| 8 | 248 | 3875 | 147250 | 3875 | 248 | |

Table A.1: Representations of \( E_n(n) \) group. The \( R_p \) representation is the U-duality multiplet of \( p \)-form fields in \((11 - n)\) dimensions \[83, 84\]. The adjoint representation \( R_{10-n} \) of \( E_n(n) \) coincides with \( R_{9-n} \) and the embedding tensor \( \Theta_A^\alpha \) transforms in the \( R_{10-n} \) representation.
A.1 $E_{n(n)}$ algebra in the M-theory picture

In the M-theory picture, the non-vanishing commutators for the $e_{n(n)}$ algebra ($n \leq 8$) are given as follows:

\[
[K^a b, K^c d] = \delta^c_b K^a d - \delta^a_d K^c b, \quad (A.4)
\]

\[
[K^a b, R^c d] = \delta^c_b R^{ad} - \delta^a_d R^{bc} c, \quad [K^a b, R^c d] = -\delta^a_d R^{bc} c, \quad (A.5)
\]

\[
[K^a b, R^c d] = \delta^c_b R^{ad} - \delta^a_d R^{bc} c, \quad [K^a b, R^c d] = -\delta^a_d R^{bc} c, \quad (A.6)
\]

\[
[K^a b, R^{c3} d] = \delta^c_b R^{ad} - \delta^a_d R^{bc} c, \quad [K^a b, R^{c3} d] = -\delta^a_d R^{bc} c, \quad (A.7)
\]

\[
[R^{c3} d, R^a b] = \delta^{c3}_b R_{c3 b}, \quad [R^{c3} d, R^a b] = \delta^{c3}_b R_{c3 b}, \quad (A.8)
\]

\[
[R^{c3} d, R^a b] = \delta^{c3}_b R_{c3 b}, \quad [R^{c3} d, R^a b] = \delta^{c3}_b R_{c3 b}, \quad (A.9)
\]

\[
[R^{c3} d, R^a b] = \delta^{c3}_b R_{c3 b}, \quad [R^{c3} d, R^a b] = \delta^{c3}_b R_{c3 b}, \quad (A.10)
\]

\[
[R^{c3} d, R^a b] = \delta^{c3}_b R_{c3 b}, \quad [R^{c3} d, R^a b] = \delta^{c3}_b R_{c3 b}, \quad (A.11)
\]

\[
[R^{c3} d, R^a b] = \delta^{c3}_b R_{c3 b}, \quad [R^{c3} d, R^a b] = \delta^{c3}_b R_{c3 b}, \quad (A.12)
\]

\[
[R^{c3} d, R^a b] = \delta^{c3}_b R_{c3 b}, \quad [R^{c3} d, R^a b] = \delta^{c3}_b R_{c3 b}, \quad (A.13)
\]

where $K \equiv K^a b$.

The matrix representations $(t_\alpha)_{AB}$ in the $R_1$ representation are as follows:

\[
K^c d \equiv \bar{K}^c d - \beta_n \delta^c_d t_0, \quad (A.14)
\]

\[
K^c d \equiv \bar{K}^c d - \beta_n \delta^c_d t_0, \quad (A.15)
\]

\[
K^c d \equiv \bar{K}^c d - \beta_n \delta^c_d t_0, \quad (A.16)
\]

\[
R^c d \equiv \bar{R}^c d - \beta_n \delta^c_d t_0, \quad (A.17)
\]
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\[ R^c_3 \equiv \begin{pmatrix} 0 - \delta_{ab}^c & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & \delta_{bc}^d & \delta_{cd}^e - \frac{1}{2} \delta_{be}^f \\ 0 & 0 & \delta_{ba}^d & \delta_{bd}^e - \frac{1}{2} \delta_{be}^c & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad (A.18) \]

\[ R_{c_6} \equiv \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & \delta_{ba}^c & \delta_{bc}^e & \delta_{cd}^f & 0 \end{pmatrix}, \quad (A.19) \]

\[ R^{c_5} \equiv \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad (A.20) \]

\[ R_{c_8,c'} \equiv \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad (A.21) \]

\[ R^{c_8,c'} \equiv \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad (A.22) \]
A.2 $E_{n(n)}$ algebra in the type IIB picture

In the type IIB picture, the non-vanishing commutators for the $e_{n(n)}$ algebra ($n \leq 8$) are given as follows:

\[
[K^a_b, K^c_d] = \delta_b^d K^a_c - \delta_d^a K^c_b , \quad (A.23)
\]
\[
[K^a_b, R^c_{E2}] = \delta^c_{bd} R^a_{\alpha} , \quad [K^a_b, R^c_{E2}] = -\delta^c_{bd} R^a_{\alpha} , \quad (A.24)
\]
\[
[K^a_b, R^c_{E4}] = \delta^c_{bd} R^a_{\alpha} , \quad [K^a_b, R_{\epsilon_4}] = -\delta^a_{c_4} R_{bd_3} , \quad (A.25)
\]
\[
[K^a_b, R^c_{E6}] = \delta^c_{bd} R^a_{\alpha} , \quad [K^a_b, R^c_{E6}] = -\delta^a_{c_6} R^c_{bd_5} , \quad (A.26)
\]
\[
[K^a_b, R^c_{E7, E7}'] = \delta^c_{bd} R_{bd_6} + \delta^a_{bd} R_{\epsilon_7, \epsilon_7} - \delta^a_{c_7} R_{bd_6, \epsilon_7} - \delta^a_{c_7} R_{\epsilon_7, b} , \quad (A.27)
\]
\[
[R^\alpha_{\beta}, R^c_\delta] = \delta^c_{\beta \delta} R^\alpha_{\beta} - \delta^\alpha_{\beta} R^c_\delta , \quad (A.28)
\]
\[
[R^\alpha_{\beta}, R^c_{E2}] = -\left( \delta^\alpha_{\gamma} \delta^\gamma_{\delta} - \frac{1}{2} \delta^\alpha_{\beta} \delta^\delta_{\gamma} \right) R^c_{\gamma} , \quad [R^\alpha_{\beta}, R^c_{E2}] = \left( \delta^\alpha_{\gamma} \delta^\gamma_{\delta} - \frac{1}{2} \delta^\alpha_{\beta} \delta^\delta_{\gamma} \right) R^c_{\gamma} , \quad (A.29)
\]
\[
[R^\alpha_{\beta}, R^c_{E4}] = -\left( \delta^\alpha_{\gamma} \delta^\gamma_{\delta} - \frac{1}{2} \delta^\alpha_{\beta} \delta^\delta_{\gamma} \right) R^c_{\gamma} , \quad [R^\alpha_{\beta}, R^c_{E4}] = \left( \delta^\alpha_{\gamma} \delta^\gamma_{\delta} - \frac{1}{2} \delta^\alpha_{\beta} \delta^\delta_{\gamma} \right) R^c_{\gamma} , \quad (A.30)
\]
\[
[R^a_\alpha, R^c_{E2}] = c_{a\beta} R^a_{\beta} , \quad [R^a_\alpha, R^c_{E2}] = -R^a_{\alpha} R^c_{E2} , \quad (A.31)
\]
\[
[R^a_\alpha, R^c_{E4}] = R^a_{\alpha} R^c_{E4} = \delta^a_{\epsilon \gamma} R^c_{E4} , \quad [R^a_\alpha, R^c_{E4}] = \epsilon_{a\beta} \delta^c_{E4} R^c_{E4} , \quad (A.32)
\]
\[
[R^a_\alpha, R^c_{E6}] = -c_{a\beta} R^a_{\beta} R^c_{E6} , \quad [R^a_\alpha, R^c_{E6}] = -c_{a\beta} R^a_{\beta} R^c_{E6} , \quad (A.33)
\]
\[
[R^a_\alpha, R^c_{E2} R_{b_7, b_7}'] = -c_{a\beta} \delta^c_{E2} R_{c_7} , \quad (A.34)
\]
\[
[R^a_\alpha, R^c_{E4}] = c_{a\beta} \delta^c_{E4} R_{E4} , \quad (A.35)
\]
\[
[R^a_\alpha, R^c_{E6}] = c_{a\beta} \delta^c_{E6} R_{E6} , \quad (A.36)
\]
\[
[R^a_\alpha, R_{b_7}'] = -c_{a\beta} \delta^c_{E2} R_{c_7} , \quad (A.37)
\]
\[
[R^a_\alpha, R_{b_7}'] = c_{a\beta} \delta^c_{E4} R_{E4} , \quad (A.38)
\]
\[
[R^a_\alpha, R_{b_7}'] = c_{a\beta} \delta^c_{E6} R_{E6} , \quad (A.39)
\]
\[
[R^a_\alpha, R_{b_7}'] = c_{a\beta} \delta^c_{E2} R_{c_7} , \quad (A.40)
\]
\[
[R^a_\alpha, R_{b_7}'] = c_{a\beta} \delta^c_{E4} R_{E4} , \quad (A.41)
\]
\[
[R^a_\alpha, R_{b_7}'] = c_{a\beta} \delta^c_{E6} R_{E6} , \quad (A.42)
\]
\[
[R^a_\alpha, R_{b_7}'] = c_{a\beta} \delta^c_{E2} R_{c_7} , \quad (A.43)
\]
\[
[R^a_\alpha, R_{b_7}'] = c_{a\beta} \delta^c_{E4} R_{E4} , \quad (A.44)
\]

where $K \equiv K^a_a$ and $\epsilon^{12} = \epsilon_{12} = 1$. 
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The matrix representation in the $R_1$ representation are as follows:

\[ K^{c_d} = K^{c_d} - \beta_\delta K^{d_0} \quad \text{to} \quad (A.45) \]

\[
K^{c_d} = \left(\begin{array}{cccccc}
\delta_\delta^\beta & 0 & 0 & 0 & 0 & 0 \\
0 & \delta_\delta^\beta & K_1 & 0 & 0 & 0 \\
0 & 0 & \delta_\delta^\beta & K_3 & 0 & 0 \\
0 & 0 & 0 & \delta_\delta^\beta & K_5 & 0 \\
0 & 0 & 0 & 0 & \delta_\delta^\beta & K_{6,1} \\
0 & 0 & 0 & 0 & 0 & \delta_\delta^\beta K_{7,2} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}\right), \quad (A.46)
\]

\[
K_p \equiv -\delta_\delta^\beta \delta_{b_p} \delta_{b_{p-1}}, \quad K_{s,t} \equiv -\delta_\delta^\beta \delta_{b_s} \delta_{b_{t-1}} \delta_{d_{d-1}} - \delta_\delta^\beta \delta_{b_s} \delta_{d_{d-1}} \delta_{b_{t-1}}, \\
K_{7,7,1} \equiv -\delta_\delta^\beta \delta_{d_{7,6}} \delta_{b_{7,6}} \delta_{b_{7,2}} \delta_{b_{7,2}} - \delta_\delta^\beta \delta_{d_{7,6}} \delta_{b_{7,2}} \delta_{b_{7,2}} - \delta_\delta^\beta \delta_{d_{7,6}} \delta_{b_{7,2}} \delta_{b_{7,2}} - \delta_\delta^\beta \delta_{d_{7,6}} \delta_{b_{7,2}} \delta_{b_{7,2}} \\
\]

\[
R^\gamma_\delta \equiv \left(\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & R_1 \delta_\delta^\beta & 0 & 0 & 0 & 0 \\
0 & 0 & R_1 \delta_\delta^\beta & 0 & 0 & 0 \\
0 & 0 & 0 & R_1 \delta_\delta^\beta & 0 & 0 \\
0 & 0 & 0 & 0 & R_1 \delta_\delta^\beta & 0 \\
0 & 0 & 0 & 0 & 0 & R_1 \delta_\delta^\beta \\
\end{array}\right), \quad (A.48)
\]

\[
R^\gamma_e \equiv \left(\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}\right), \quad (A.49)
\]

\[
R^\gamma_2 \equiv \left(\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}\right)
\]

\[
C_2 \equiv \frac{\alpha}{2} + \frac{1}{\sqrt{2}} \quad , \quad (A.50)
\]
\[
R^2 \equiv \begin{pmatrix}
\delta^2_{\alpha \beta} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \epsilon_{\alpha \gamma} \delta^2_{\beta_3} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \delta^2_{\alpha \beta_5} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \epsilon_{\alpha \gamma} \left[ \delta^2_{\alpha \beta_2} \delta^2_{\beta_7} \right] & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \delta^2_{\alpha \beta_2} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \delta^2_{\alpha \beta_2} \delta^2_{\beta_7} \\
0 & 0 & 0 & 0 & 0 & 0 & \epsilon_{\alpha \gamma} \delta^2_{\beta_2} \delta^2_{\beta_7} \delta^2_{\beta_7} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}, \quad (A.51)
\]

\[
R_{c_4} \equiv \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\delta^2_{c_4} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \delta^2_{c_4} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & - \left[ \delta^2_{c_4} \delta^2_{c_4} \right] & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \delta^2_{c_4} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \delta^2_{c_4} \delta^2_{c_4} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \delta^2_{c_4} \delta^2_{c_4} \\
\end{pmatrix}, \quad (A.52)
\]

\[
R^\bar{c}_4 \equiv \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \delta^2_{\bar{c}_4} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \delta^2_{\bar{c}_4} \delta^2_{\bar{c}_4} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \delta^2_{\bar{c}_4} \delta^2_{\bar{c}_4} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \delta^2_{\bar{c}_4} \delta^2_{\bar{c}_4} \\
0 & 0 & 0 & 0 & 0 & 0 & \delta^2_{\bar{c}_4} \delta^2_{\bar{c}_4} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}, \quad (A.53)
\]
### A.3 Explicit matrix form of $\chi$

We here determine the explicit form of the matrices $\chi_{\alpha B}$ and $\chi^{\alpha B}$ by requiring

$$ (t_\alpha)_A^B = f_{\alpha \beta} \gamma^{\alpha} \chi^{B\beta}. $$

(A.58)

In the M-theory picture, the adjoint index $\alpha$ and the vector index $B$ are decomposed as

$$ (\chi_{\alpha B}) = (\chi_{\alpha b^1}, \chi_{\alpha b^2}, \chi_{\alpha b^3}, \chi_{\alpha b^4}, \chi_{\alpha b^5}, \chi_{\alpha b^6}, \chi_{\alpha b^7}, \chi_{\alpha b^8}), $$

(A.59)

$$ (\chi_{\alpha B}) = (\chi_{R_{8,a}^1 B}, \chi_{R_{8,a}^2 B}, \chi_{R_{8,a}^3 B}, \chi_{R_{8,a}^4 B}, \chi_{R_{8,a}^5 B}, \chi_{R_{8,a}^6 B}, \chi_{R_{8,a}^7 B}). $$

Under this decomposition, components of $(\chi_{\alpha B})$ and $(\chi^{\alpha B})$ are determined as follows:

\[
(\chi_{\alpha B}) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & \delta^b_{a_1}^6 \\
0 & 0 & 0 & 0 & 0 & 0 & \delta^b_{a_2}^{123} \\
0 & 0 & 0 & 0 & 0 & 0 & \delta^b_{a_3}^{123} \\
0 & 0 & 0 & 0 & 0 & 0 & \delta^b_{a_4}^{123} \\
0 & 0 & 0 & 0 & 0 & 0 & \delta^b_{a_5}^{123} \\
0 & 0 & 0 & 0 & 0 & 0 & \delta^b_{a_6}^{123} \\
0 & 0 & 0 & 0 & 0 & 0 & \delta^b_{a_7}^{123} \\
0 & 0 & 0 & 0 & 0 & 0 & \delta^b_{a_8}^{123} \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]

(A.60)

\[
(\chi^{\alpha B}) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

(A.61)

where $\epsilon^{1\ldots8} = 1$.

In the type IIB picture, we consider the following decomposition:

\[
(\chi_{\alpha B}) = (\chi_{\alpha b^1}, \chi_{\alpha b^2}, \chi_{\alpha b^3}, \chi_{\alpha b^4}, \chi_{\alpha b^5}, \chi_{\alpha b^6}, \chi_{\alpha b^7}, \chi_{\alpha b^8}),
\]

(A.62)

Then, the matrices $(\chi_{\alpha B})$ and $(\chi^{\alpha B})$ are determined as

\[
(\chi_{\alpha B}) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & \delta^b_{a_1}^6 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \delta^b_{a_2}^{123} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \delta^b_{a_3}^{123} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \delta^b_{a_4}^{123} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \delta^b_{a_5}^{123} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \delta^b_{a_6}^{123} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \delta^b_{a_7}^{123} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \delta^b_{a_8}^{123} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

(A.63)
\( \chi^{A\beta} = \begin{pmatrix} 
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\end{pmatrix} \), \quad (A.64)

where \( \epsilon^{1\cdots 7} = \epsilon_{1\cdots 7} = 1 \).

In both the M-theory and the type IIB pictures, we can clearly see that the matrix vanishes when \( n \leq 7 \).
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