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ABSTRACT We reveal hidden social media machinery that has allowed misinformation to thrive among mainstream users, but which is missing from current policy discussions. Specifically, we show how mainstream parenting communities on Facebook have been subject to a powerful, two-pronged misinformation machinery during the pandemic, that has pulled them closer to extreme communities and their misinformation. The first prong involves a strengthening of the bond between mainstream parenting communities and pre-Covid conspiracy theory communities that promote misinformation about climate change, fluoride, chemtrails and 5G. Alternative health communities have acted as the critical conduits. The second prong features an adjacent core of tightly bonded, yet largely under-the-radar, anti-vaccination communities that continually supplied Covid-19 and vaccine misinformation to the mainstream parenting communities. Our findings show why Facebook’s own efforts to post reliable information about vaccines and Covid-19 have not been efficient; why targeting the largest communities does not work; and how this machinery could generate new pieces of misinformation perpetually. We provide a simple yet exactly solvable mathematical theory for the system’s dynamics. It predicts a new strategy for controlling mainstream community tipping points. Our conclusions should be applicable to any social media platform with in-built community features, and open up a new engineering approach to addressing online misinformation and other harms at scale.

INDEX TERMS COVID-19, dynamical systems, misinformation, online, social computing, social media.

I. INTRODUCTION
Numerous studies have shown that social media helps feed the spread of misinformation and other harms [1]–[5]. Even before Covid-19, there were significant amounts of misinformation circulating every day—for example, against the measles vaccine [6], [7]. The pandemic further amplified this [8]–[10] because of the uncertainties surrounding Covid-19, and because people began interacting more online due to social distancing and remote working. Indeed, there was a huge jump in social media users during 2020 (13.2%) taking the total to 53.6% of the global population [11]. The top reason given by users for going online was to get information [11]. Online misinformation about Covid-19 has led to people losing their lives after rejecting vaccines and masks and drinking bleach. Furthermore, online misinformation about climate change is also now surging, with dangerous potential consequences.

Despite investing significant resources in policing their platforms, and suspending what they think are key accounts, social media companies such as Facebook still struggle with a daily deluge of new material to monitor [12]. At the same time, there are increasingly impatient calls from policymakers and governments for social media platforms to do ‘more’.
But without some system-level understanding of the online misinformation machinery at scale, what does ‘more’ actually mean?

Here we address this urgent need for a mechanistic, dynamical understanding of how misinformation thrives across the social media system—just as would be demanded when troubleshooting problems in any other large-scale, hybrid engineering system that mixes hardware, software and humans. The complexity lies in the fact that the machinery of social media is built around encouraging people to connect into communities around some shared interest (e.g. Facebook pages built around parenting topics including family health) and then having these communities connect to each other and so on. Hence it is an intertwined system that blends the business model of the social media platform with that platform’s community-building and community-connecting features, and the collective behavior of humans at scale.

We focus on Facebook since it is the largest and most widely used social media platform. Our main unit of analysis is the in-built community which is a social media platform feature (e.g. a page on Facebook) that allows people to group together online with the purpose of discussing some particular shared interest, e.g. parenting. Such in-built communities are a key driver of collective social activity on most social media platforms, including Facebook. Recent studies have shown that people (e.g. parents) increasingly rely on such communities as a source of information and advice concerning their families’ health [13]–[15]. They build up a level of trust in the community to which they belong, and hence will be more likely to pay attention to its collective advice and information since it comes from peers having the same interests, e.g. other parents who are similarly worried about particular health issues or choices for their young child and who are willing to share their own personal experiences and opinions [13]–[15].

The consequence is that misinformation that happens to be circulating within and between these in-built communities, can influence not only these parents’ decisions about their own daily practices and behaviors, but also their knock-on decisions about their children and their advice to other family members such as older parents. This includes the choice of whether to wear masks and have vaccines and booster shots—and in the case of opinions about the ability to control climate change, whether to make a determined effort to recycle goods and purchase energy-saving devices. Hence there is a large potential amplifying factor in terms of real-world impact from misinformation in these online communities, that stretches to others who may not even have an online presence themselves.

Our focus on online communities also brings an advantage of scale. Since each online community (e.g. Facebook page) can contain up to a million users or more with an average size of around 100,000, then our study of the online ecosystem of approximately 1000 communities offers insight into the collective behavior of roughly 100000 (1000 ⨉ 100 million) users. Hence our study provides a unique view of the system at scale that goes well beyond existing case studies focused on small sets of online actors.

These online communities produce and share (emit) content and also receive content from other communities to whom they are connected. If a community A links to community B (e.g. Facebook page A ‘likes’ Facebook page B), this creates an information conduit from B into A and hence can expose A’s users to B’s content (e.g. posts from Facebook page B appear on Facebook page A). Hence understanding communities and their connections at the system level is crucial. An additional advantage of our study’s focus on communities rather than individuals, is that it avoids any issues concerning access to personal information.

Given the above, this paper focuses primarily on mainstream parenting communities and how they are connected into more extreme communities from which misinformation originates, such as those built around anti-vaccination as well as more traditional conspiracy theories surrounding climate change, fluoride, chemtrails and 5G. By “mainstream parenting communities” we mean these are not communities that are actively promoting any anti-vaccination or other conspiracy views but are instead focused on everyday issues that likely preoccupy most parents with the means and ability to be active on Facebook, such as how many hours of screen-time and television should they allow, how to get their children to eat more vegetables, and what educational choices might be best. Their concerns also stretch to health of course—hence many have become observers of the online health debate around vaccines (i.e. neutrals as discussed in Sec. II). Also, we will use the term “guidance” in this paper interchangeably with information and advice, since guidance is defined in the Oxford Dictionary as “advice or information aimed at resolving a problem or difficulty”.

The open question is then: What is it about how these mainstream communities are interconnected, and their potential interaction with other more extreme communities online, that makes the engineering problem of tackling widespread misinformation so hard to solve? And what might be done to overcome it at scale?

Our results in Secs. II-V start by unraveling the granular features of the relevant Facebook community machinery at scale, and how it evolved during the Covid-19 pandemic. These findings go well beyond our previous study in Ref. 7 which ended before Covid-19 and contained no such granular structure or dynamical details. The engineering-inspired analysis that we develop, shows mainstream parenting communities getting pulled closer to extremes, and the misinformation that they produce, during Covid-19. It reveals a strengthening of the bond between mainstream parenting communities and pre-Covid conspiracy theory communities that promote misinformation about climate change, fluoride, chemtrails and 5G—and it shows that alternative health communities acted as the critical conduits. An adjacent core of tightly bonded, anti-vaccination communities injected additional Covid-19 and vaccine-specific misinformation. We explain why this resulting two-pronged machinery can generate new pieces of
misinformation without needing any new news. We also show why Facebook’s own scheme to supply reliable information about vaccines and Covid-19 was not efficient, and why targeting the largest communities does not work. We provide a simple yet exactly solvable mathematical theory for the system’s dynamics, that predicts a new strategy for controlling mainstream community tipping points. It is inspired by existing analyses of dynamical systems from across the engineering sciences.

The data collection and network construction are discussed in Sec. II, while the main empirical results and analysis are in Sec. III. Section IV derives a mathematical theory of the system dynamics. Section V contains limitations of the study and Sec. VI summarizes the main conclusions.

The main contributions of this paper are as follows.

• We show that mainstream parenting communities on Facebook were subject to a powerful, two-pronged misinformation machinery during the pandemic, that pulled them closer to extreme communities and their misinformation.

• Our mapping of the online ecosystem shows why Facebook’s own effort to post reliable information about vaccines and Covid-19 was not efficient, why targeting the largest communities will not work, and how this machinery can generate new pieces of misinformation perpetually.

• We provide a simple yet exactly solvable mathematical theory for the system’s dynamics. It predicts a new strategy for controlling mainstream community tipping points and should be applicable to any social media platform with in-built community features.

• Our results open a new engineering approach to addressing online misinformation and harms at scale.

II. DATA

Figure 1 shows a flowchart of our data compilation process. It extends the approach presented in Ref. 7. We start by using keyword searches to collect a list of Facebook communities (pages) surrounding the health debate over vaccines on Facebook [7]. This produces an initial core set of Facebook communities (pages). Then we see which pages they connect to (i.e. follow) and add these to the list. We then remove any pages that are not a self-organizing community of users, e.g. we remove businesses. Hence we obtain a final list of communities, each of which is represented as a node in our subsequent network analysis, and the links between them. These steps can be carried out automatically, but the lists obtained are in any case checked manually for errors. This online vaccine debate broadened post-Covid to also include the topic of Covid-19 and vaccines during 2020. Over the period of study from the end of 2019 (i.e. pre-Covid) to the end of 2020, the number of communities changed only slightly. The overall number is 1356 nodes (communities) with 7154 links between the nodes in the largest network component at the end of 2020. We checked that our main conclusions are robust to errors in this data collection process, by randomizing and also removing up to 10% of the nodes and links and repeating our analysis.

The subject-matter experts in our team then classified this final list of nodes (communities) as ‘pro’ (i.e. pro-vaccination), ‘anti’ (i.e. anti-vaccination), or ‘neutral’ (i.e. they had not shown a specific preference). The pro and anti classifications require that either (a) at least 2 of the most recent 25 posts dealt with the pro-vaccination or anti-vaccination debate, or (b) the page’s title or “about” section described it as pro-vaccination or anti-vaccination. Then they further sub-categorized the neutral communities into types (e.g. parenting). The subject matter experts had each had several years experience in analyzing and classifying online community content on Facebook and other platforms. At least two researchers classified each node (community) independently. If they disagreed on their suggested classification, a third researcher reviewed the content and then all three reviewers discussed these cases. Agreement was reached in each case. The self-weeding tendency within Facebook pages tends to reduce content from bots and also fake profiles. We kept the present study focused on English, though this can be easily generalized using our same procedure. Beyond that, our study was global and not limited to a particular region.

![Flowchart of our data compilation process.](image)
However, many of these other approaches have significant drawbacks in our opinion:

(1) Some studies rely on lists of communities obtained using CrowdTangle, which is a commercial application tool owned by Facebook. But researchers outside Facebook have little knowledge or quantitative explanation of how and why this tool returns the results that it does. In other words, it is effectively a black-box tool, which makes it unacceptable for academic science research in our opinion. Researchers outside Facebook do not know how the results that it returns depend on Facebook’s secret algorithms, architecture and databases, or how all this changes in time. Nor can researchers outside Facebook control any of this: they simply input search prompts and the tool spits back data. Nor do they know about the completeness of the black-box search results returned. Nor do they know if there is any bias in the search process within the black-box tool, nor what that bias might be or how big it is. Our own investigations suggest that similar searches can produce quite different results. While a larger list may indeed be obtained using such a black-box tool, that list may be significantly biased and hence less reliable than a smaller sample obtained using a non-black-box tool. The CrowdTangle search output is also not very precise. It can for example include results with different spellings that are unrelated in topic. Nor are the numbers that it returns checkable or proven to be accurate, which further calls into question the reliability of studies that use it for quantitative academic analysis. Nuancing the search terms can produce very different results, adding to concerns about how complete and robust the output is for academic research. Also, doing searches about the past cannot easily reveal communities that have removed themselves or were removed by Facebook, or have changed their name. It therefore remains unproven that such black-box tools are suitable for rigorous, reproducible scientific research as opposed to simply being used as a search tool for businesses and for qualitative exploration of a particular story. Without systematic, quantitative studies against ground truth lists, one cannot assume that findings obtained using black-box tools are reliable. Nor is the number of candidate communities that emerges an indicator of a larger sample and hence a broader or more reliable study, since it is always possible to capture many more communities by using a coarser net to capture many less relevant and potentially biased examples.

(2) After classification of the communities, whether through CrowdTangle or otherwise, different studies with slightly different classification schemes may end up with very different numbers of communities in a given category, e.g. more anti communities. Again, this does not mean that a study with a larger list is better or has more reliable results, since the classification criteria are not identical for the categories, i.e. starting from the same bag of candidate communities, the researcher-chosen criteria for the ‘anti’ label in any given study could simply allow for more objects from that bag to be assigned the anti label.

(3) Other studies may use different ways of defining links between nodes (communities), e.g. URLs listed in the content. But there is no guarantee that these URLs represent any meaningful connection between the majority of users in one community and another, nor that it influences their subsequent behavior in any significant way. This needs to be proven before any subsequent network analysis can be regarded as meaningful. By contrast, in our study the links between nodes (communities) are better defined, i.e. if page A ‘likes’ page B then this community A links to community B which creates an information conduit from B into A and hence exposes A’s users to B’s content (e.g. new posts from Facebook page B can appear on Facebook page A).

(4) Though we only focus here on Facebook pages, Facebook groups also exist as a separate in-built feature on Facebook. However, Facebook groups tend to be relied on for more private conversations, and private Facebook groups cannot be openly accessed. So, studies that include public Facebook groups can be problematic, since most of the interesting content is private. We find that a significant fraction of the Facebook pages that we study act as a public-facing vehicle for such private Facebook groups, in that a link to the private group appears within the public page (see Supplementary Information (SI) for an example). Hence the network of Facebook pages that we study likely acts as the crude skeletal structure around which the full but largely hidden network of public and private Facebook groups actually operates. Therefore, our study of the network of Facebook pages (communities) does indeed give insight into the shape of the full online ecosystem on Facebook.

In our study, the building of the list in Fig. 1 can be facilitated by automated data collection using scripts in R or Python, but can also be done manually since the final number of nodes is relatively small. The collection of the links between them can also be done manually, though obviously it is speeded up if a script is used. But we avoid using a third-party tool such as CrowdTangle because of the reasons given above, i.e. the difficulty in knowing exactly how it produces the results that it does and hence its reliability for scientific investigation. The publicly available software Gephi was used to plot the network diagrams associated with Figs. 2-5. The software Mathematica was used to plot the solutions of the differential equations in Fig. 6. We stress that our study goes well beyond the analysis of Ref. 7 because it examines the impact of adding the topic of Covid-19, by including data through 2020; and it examines the granular identity of the neutral communities’ interests, and hence classifies them beyond the single ‘neutral’ label.

### III. ANALYSIS AND RESULTS

Our categorization process summarized in Sec. II and Fig. 1 yields a network of interconnected communities (nodes) with 211 ‘pro’ communities (blue nodes in Fig. 2) comprising 13.0 million individuals, whose content actively promotes establishment health guidance (pro-vaccination); 501 ‘anti’ communities (red nodes in Fig. 2) comprising 7.5 million individuals, whose content actively opposes this guidance (anti-vaccination); and 644 ‘neutral’ communities (green...
nodes in Fig. 2) comprising 66.2 million individuals, that had community-level links with pro/anti communities pre-Covid but whose content is focused on other topics such as parenting, pets, organic food, and who have not expressed a stance. There are 7154 links between communities (nodes) in the largest network component shown in Fig. 2.

**FIGURE 2.** Ecosystem of Facebook communities in December 2020. Each node is a community (Facebook page). Red (blue) nodes are communities that were anti (pro) establishment guidance about vaccines before Covid-19: they then broadened their content to include the topic of Covid-19 during 2020. The 644 neutral communities (green nodes) totaling 66.2 million users, are not focused on such topics but are entangled with other communities that are. Illness communities focus on supporting sufferers of long term, non-Covid illnesses, e.g. autism. The ForceAtlas2 layout that we use throughout this paper, means that the proximity of nodes reflects more links and hence a higher chance of those nodes sharing the same content and hence the same misinformation. Darker shaded nodes are communities that displayed the Facebook banner promoting establishment guidance: nearly all of these are antis (red) and lie within the blue ring. Lighter shaded nodes are communities that did not display the Facebook banner.

We checked that our main conclusions are robust to errors in the categorization process, by randomizing or removing up to 10% of the categories. We also note that although our data collection in 2019 was focused around the vaccine debate, the communities that we found talking about vaccines prior to Covid-19 then broadened their discussions to include vaccines and Covid-19 afterwards. In particular, the anti communities expanded their narrative from promoting misinformation about vaccines prior to Covid-19, to promoting misinformation about Covid-19 and vaccines afterwards.

In the analysis in this paper, we plot the networks of these interconnected communities (i.e. nodes, each of which is a Facebook page) using Gephi’s ForceAtlas2 layout. This ForceAtlas2 layout algorithm follows physical rules by treating the nodes as balls and the links as springs, and then letting the system relax by itself. This means that the visual appearance of the resulting network layout is completely spontaneous. It also makes the resulting layout easy to interpret since sets of communities (nodes) that are more interconnected will appear closer together, and hence will be the ones more likely to have shared content including misinformation. The Supplementary Information available online (SI) demonstrates this explicitly, by showing quantitatively how the resulting network’s spatial appearance follows directly from its links in ForceAtlas2, and how quantitative information about the aggregated strength of links can be inferred from the layout, albeit in an approximate way.

Figure 2 (top) shows the full network, which is an end-of-2020 version of the pre-Covid 2019 one that was presented in Ref. 7. The panel below then zooms in on the portion of this network that contains the highly interconnected anti communities (red nodes). Given that the ForceAtlas2 network layout is spontaneous and agnostic to node type, the segregation that emerges between the anti communities (red nodes) and the pro communities (blue nodes) is striking, as is the high level of anti-neutrals (red-green node) entanglement. It leads to the neutrals being concentrated near the antis, hence the magnified portion includes nearly all the neutrals. By contrast, most of the pros are heavily connected to each other, which means they are primarily sharing guidance with each other and hence effectively ‘preaching to the converted’. Though this tendency already existed in 2019, it is surprising that the pros did not manage to make any discernible improvements to their segregation during 2020.

Clearly this segregation between antis and pros, together with the close proximity between the large set of neutrals and the antis, must be taken in to account by any public health or policymaking initiative that aims to expose the population to establishment guidance, including best science advice and information about health. Also, we note that when analyzing the URLs within the community content, we find that different types of nodes tend to link to outside news sources of different types and in different amounts. This in turn serves to refresh their content continually and suggests that any fact-checker or ‘inoculation’ approach to tackling misinformation among the antis and neutrals, will be very hard to maintain and update in real time and at scale.

In addition to the clustering together of antis and separately of pros, Fig. 2 also shows there is clustering together of neutral communities of a given type (e.g. mainstream parenting communities). Since the ForceAtlas2 network layout is agnostic to node type, this clustering serves as a demonstration that the network links that we define and identify in our study are indeed meaningful. Specifically, particular types of neutrals cluster together because they are more highly interlinked. For example, mainstream parenting communities are highly interlinked with other mainstream parenting communities. This suggests that parents prefer seeking and sharing advice among themselves (i.e. other parents) and do
so not only within their own parenting community, but also across parenting communities [13]–[15]. The same holds for the conspiracy communities that focus on non-Covid and non-vaccine topics (e.g. climate change, fluoride, chemtrails, 5G) but which are neutrals since they do not display an anti-vaccine stance. Illness communities—such as communities of people whose lives are affected by cancer, Parkinson’s disease or autism, but which classify as neutral—also end up clustered together.

From a broader engineering perspective, the clustering behavior in Fig. 2 is an explicit example of collective, self-organized behavior emerging at new scales within a complex dynamical system. The underlying system comprises interacting, heterogeneous objects (humans) at the smallest scale, which then self-organize into communities at a higher scale. Then treating each community as a renormalized object (node) at this higher scale, these higher-level objects (nodes) interact with each other to form self-organized clusters-of-communities (clusters of nodes) at an even higher scale. As we show later, we can then take this to an even higher scale by treating such clusters-of-communities as renormalized nodes (super-nodes) that then interact with each other. This renormalization approach will allow us to develop a tractable mathematical description of the system dynamics, as shown in Sec. IV.

The darker nodes of a given color in Fig. 2 show the communities that received one of Facebook’s own promotions against misinformation, i.e. they received a banner on their Facebook page promoting official information sources (e.g. Centers for Disease Control (CDC)). The SI shows an explicit example of this. Nearly all of the targeted nodes are antis (red nodes). Among all the anti communities, only 39% received the Facebook intervention. Moreover, most of these are confined in a small core region (darker red nodes inside the blue ellipse). This left most other communities, including all the mainstream communities (green nodes) focused on parenting, without this health guidance. Overall, less than 2% of neutral communities received the Facebook banner.

This is concerning for two reasons: (1) As emphasized in Sec. I, parents tend to turn to such Facebook communities for guidance on issues such as their family’s well-being, and did so particularly during the pandemic. (2) It has recently been shown [16] experimentally and theoretically that an online community can suddenly tip (e.g. adopt a certain piece of misinformation as true) in a reproducible way if there is a committed minority of around 25%. Since all the nodes are interconnected in Fig. 2 and most nodes did not receive Facebook’s banner promoting establishment guidance, this enhances the risk of such tipping events cascading quickly across the ecosystem. The dotted square region that we highlight in Fig. 2, is of particular concern since it includes ≈30 million users and contains mainstream parenting communities as well as those promoting long-standing non-Covid and non-vaccine conspiracy theories, primarily around climate change, fluoride, chemtrails and 5G.

Figure 3 examines in detail this dotted square region from Fig. 2, with different types of neutrals shown as different colors. As in a real molecule, the forces in the ForceAtlas2 layout pull together clusters of nodes (i.e. clusters of communities) when the overall linkages between them increase, i.e. the bond is strengthened and shortens. We therefore borrow from chemistry by defining a bond length as the
distance between the centers of two clusters of nodes, and the bond angle as the angle between two bond directions. During 2020, the bond lengths between the two clusters of non-Covid/non-vaccine conspiracy theory communities and the parenting communities shortened by approximately 22% on average while the bond angle decreased approximately 20% from 39 to 31 degrees (see SI). We recognize that these numbers are just crude proxies for the bonding, and that just as in chemistry it is hard to measure precisely the midpoint positions from which to determine angles and bond lengths. Hence these numbers are just rough estimates. We also know that one should not read too much into network layouts. But as we show explicitly in the SI, the relative changes in network layouts within the ForceAtlas2 algorithm can indeed be quantified and interpreted in terms of changes in the total link (and hence bond) strength and length.

We have therefore identified the first prong of the misinformation machinery impacting mainstream parenting communities during the pandemic, i.e. the strengthening and hence shortening of the bond between mainstream parenting communities and pre-Covid conspiracy theory communities that promote misinformation about climate change, fluoride, chemtrails and 5G. This is a significant finding for understanding the spread of misinformation since the ForceAtlas2 layout means that sets of nodes (communities) that are visually closer to each other in the network will tend to have more links between them, and hence will have a higher chance of sharing the same content and hence sharing the same misinformation.

Interestingly, the origin of this bond strengthening mechanism does not lie in an obvious place, i.e. it does not come from the numbers of direct links from mainstream parenting communities to non-Covid/non-vaccine conspiracy theory communities, nor to communities against genetically modified foods (GMO). Indeed, there are zero such direct links. Instead, it is the alternative health communities that act as the interconnecting bridge and hence conduit between them (Fig. 4a). These alternative health communities promote, discuss, and/or feature content about alternative cures and practices, including homeopathy, naturopathy, and spiritual healing, as opposed to modern medical practice. The third-party bonding that they mediate, mimics ‘superexchange’ bonding in complex biochemical molecules [17]. We recognize that applying a simple network measure such as betweenness centrality to such a multi-partite network will not properly quantify its complexity, nevertheless its popularity as a network measure makes it worth analyzing. Betweenness centrality is a standard measure of a node’s capacity to act as a conduit. We find that as a result of the rewiring during 2020, these alternative health communities showed up to a 40% increase in their betweenness centrality.

The posts in these alternative health communities are not generally about conspiracy theories or vaccines, confirming that this is not their overall focus or intention—but deep in the content of the replies to the comments on the posts, one can see new conspiracy theories and misinformation being continually generated by blending themes from broader conspiracy theories, e.g. text in Fig. 4a combines narratives about World War III, 5G, vaccines, oil rigs, and vitamins.

FIGURE 4. Panels a and b show the 2 prongs of the misinformation machinery that impacted mainstream parenting communities during Covid-19. a: First prong. Alternative health communities, which focus on the power of the immune system, provide the key binding mechanism during 2020 between mainstream parenting communities and non-Covid/non-vaccine conspiracy theory communities. Each node shown is one of the green nodes in Fig. 2. b: Second prong. It comprises a highly interconnected and active core of under-the-radar anti communities which lie in the red box from Fig. 2, just below the mainstream parenting communities. b shows the subnetwork from Fig. 2 that comprises the top 20 communities from among all those in Fig. 2, ranked by betweenness centrality, i.e. ranked by ability to act as a conduit for (mis)information and conspiracy theories. SI lists these nodes’ properties. Their ranking is shown for the top 10 nodes. The top 5 are all antis and are highly interconnected, and hence form a powerful misinformation ‘sub-engine’ sitting just below the mainstream parenting communities (red box, Fig. 2) that supplies them with Covid and vaccine misinformation. The countries where the administrators of each node (Facebook page) are located, are also shown. A yellow ring denotes a node that represents a potential net emitter of misinformation, i.e. a node for which the number of other nodes that link to it, and hence which can receive content from it, minus the number of other nodes that it links to, and hence it can receive content from, is positive. A gray ring denotes a potential net receiver of misinformation, which is when this overall number is negative (see SI).
Overall, they seem to make such narratives more palatable to mainstream audiences by appealing to the basic instinct of protecting one’s family against perceived future threats in any way possible. Psychologists have long known that people are susceptible to taking on board misinformation [18], including online misinformation related to health and policy [19–21].

The second prong of the misinformation machinery impacting mainstream parenting communities, emerges from Fig. 4b. Figure 4b shows the 20 nodes with the highest betweenness centrality within the entire network in Fig. 2 (see SI for explicit numbers). It also includes any links between them from Fig. 2. Though they have the highest betweenness centrality within the entire network, it is surprising that these top 20 nodes are linked with each other as much as they are, and what color (type) of nodes they are. Specifically, Fig. 4b shows that the top ranked nodes are all antis and that they are all highly linked to each other. The numbers on the nodes show their ranking by betweenness centrality among all the 1356 nodes in the full network comprising pros (blue nodes), antis (red nodes) and neutrals (green nodes) in the Facebook ecosystem. These highest-ranked antis hence form a ‘sub-engine’ that enables highly efficient sharing of misinformation across communities, since their high betweenness centrality means they can each act as highly efficient conduits to lower ranked nodes in Fig. 2, as well as being highly connected to each other and to other high betweenness pros and neutrals in Fig. 4b. Moreover, the antis in this sub-engine in Fig. 4b sit just below the mainstream parenting communities in Fig. 2. Given the fact that closer proximity in the ForceAtlas2 network layout favors more sharing of material and hence more sharing of misinformation, this sub-engine would have been able to continually and efficiently pump Covid and vaccine-specific misinformation into the mainstream parenting communities throughout 2020 (see SI for node details).

Remarkably, the robustness and resilience of this second prong of the misinformation machinery (Fig. 4b) does not originate from the size of the anti communities within it: i.e. the antis in Fig. 4b are not the largest anti despite being the best connected. Indeed, their relatively small size can explain how they managed to operate without being shut down by moderators during 2020, i.e. they were simply below the radar. By contrast, the largest anti communities are not the best connected (see SI for numbers) i.e. they have much lower betweenness centrality.

Specifically, the top-5 anti communities ranked by betweenness centrality (Fig. 4b) are only ranked 54th, 72nd, 64th, 473rd and 248th by size (see SI). Overall in the full network, not only do each of these 5 have more than 100 links, each of them has a huge difference between the number of inbound and outbound links: +139, −107, +67, −121, −118 yielding z-scores of 59, −48, 28, −54, −52 compared to a network with randomized links. Such a large positive (or negative) value means each of them has the potential to act as a strong net emitter (yellow ring in Fig. 4b) or net receiver (gray ring in Fig. 4b) of misinformation, and that they can fit together like lock and key akin to ions with opposite valences in chemistry. This adds to their under-the-radar resilience.

Furthermore, many of these nodes in Fig. 4b have administrators from across the globe, as shown. This helps give mainstream parenting communities, for example, the impression that any (mis)information being shared is endorsed globally and locally. It also helps them craft narratives so that they hold appeal across different continents and cultures, and yet also have local relevance. Furthermore, several have a simultaneous presence on other platforms, as indicated by the links in Fig. 4b. Indeed, their content shows them directing their users to regroup on other platforms such as MeWe, Parler, Gab and Telegram, with the purpose of continuing their conversations away from Facebook’s moderators (see SI for an example).

There are three important broader takeaways from Fig. 4b. First, it calls into question any moderation approaches that focus on the largest and hence seemingly most ‘visible’ communities, as opposed to the smaller ones that are better embedded. Second, it warns against pinning the problem of online misinformation on a top-10 or top-12 list compiled according to ‘visibility’, despite this being a popular narrative in the media. Third, it suggests that the key to an adversarial (e.g. anti-establishment health guidance) network’s long-term survival, does not lie in having several high powered individual nodes, but rather by it adapting to develop a self-organized ‘strength in depth’ where many relatively minor nodes (in terms of size) develop a high individual betweenness centrality and hence ability to act as a conduit for (mis)information, and in addition they also become highly interconnected between themselves. They hence sit under-the-radar in terms of size, but get to efficiently promote misinformation by being so well interconnected. This is a complex network generalization of the popular saying that it is not the strongest that survive, but the most adaptable. It also hints at a better way to think about and hence tackle other online harms such as hate.

So what might happen if Facebook were to cut this machinery off from outside information sources and restrict its user base? One possibility is that the remaining users would then use freely available, off-the-shelf text-generating algorithms such as GPT-2 to autonomously generate high volume streams of text narratives that look like they were entirely human made [22]. To demonstrate the serious nature of this threat concerning online misinformation in the current context, we provide examples of such AI-generated texts of Covid and anti-vaccination (mis)information in the SI which we generated using GPT-2 by inputting prior online narratives from the anti communities. Even to the expert eye, these AI-generated texts have a fresh, human-like appearance. This suggests that the remaining anti community users can indeed continue to produce and circulate fresh (mis)information indefinitely even if cut off entirely from outside information sources, i.e. GPT-2 and its more powerful successors can make up for being cut off from outside information sources and from restrictions on their user base and hence posting-power. Furthermore, the rapid way in which large volumes of
fresh, human-like texts can be automatically generated, can be used to stay one step ahead of moderation schemes that detect the spreading of already known pieces of misinformation. Similarly, they can also remain one step ahead of bot-detection schemes that rely for their performance on tell-tale machine signatures such as repetitive patterns in the output and online activity.

We have therefore identified a dangerous, two-pronged misinformation machinery that has developed during the pandemic. It brings non-Covid and non-vaccine conspiracy theory communities closer to mainstream parenting communities (prong 1) while simultaneously feeding them Covid and vaccination misinformation (prong 2). Clearly, combatting online conspiracy theories and misinformation cannot be achieved without considering these multi-community sources and conduits. Our findings also suggest why Facebook’s promotion of information banners in Facebook pages (Fig. 2) failed to stop the mainstreaming of conspiracy theories and misinformation, because their targeting was limited to an inner core (Fig. 2) and because most of the interconnected mainstream communities and non-Covid/non-vaccine conspiracy theory communities lie outside this. Targeting the largest individual communities will also not work since the major conduits do not involve the largest nodes (Fig. 4b). Finally, we note that as a simple consistency check of our findings that alternative health communities acted as critical conduits, we performed a machine-learning analysis of 60 non-Facebook websites during August, September, and October 2020. Our sentiment analysis used the lexicon of 60 non-Facebook websites during August, September, and October 2020. Our sentiment analysis used the lexicon of positive and negative words provided by Liu [23] with net sentiment defined as the number of negative words subtracted from the number of positive words (see SI for results). The website with the highest level of positive sentiment was the website with the highest level of positive sentiment was indeed alternative health. We also note that more generally, our findings are consistent in spirit with Ward et al.’s call for analysis of the granular details of the actual communities to which people belong [24], [25] and hence complement the many existing studies focused more toward individual behavior [26]–[36].

**IV. TOWARD A DYNAMICAL SYSTEMS MODEL**

Having understood these empirical aspects of the system, we now seek a mathematical model of the system dynamics—in particular, hidden system instabilities (tipping points). Our aim is to obtain a model that is the most transparent possible, yet which can also capture the overall trends in the data and hence add understanding about the mechanisms by which these patterns might have been produced. We do not seek absolute best numerical fits to the data: better fits can of course be achieved by including more parameters and using more sophisticated tools including machine learning. Yet such black-box machinery typically adds little additional mechanistic insight, and indeed may obscure the key underlying dynamical processes. Hence we will follow the simplest possible path, making approximations and assumptions that seem reasonable based on our empirical experience with the online system. We stress that all our steps, our approximations and our assumptions can be generalized at the expense of more complex equations and hence a loss in transparency. Our approach here is hence in line with existing dynamical modeling across physics and it yields equations akin to those seen across the engineering sciences.

The full system in Fig. 2 has too many objects and interactions to allow for any tractable mathematical description, hence we will simplify it as follows: (1) We aggregate nodes (i.e. communities) of the same type (e.g. all antis) into a super-node, following the renormalization approach to describing multiscale complex systems that we mentioned in Sec. III. (2) We interconnect these resulting super-nodes by weighted links whose weight is given by the total number of links between nodes of the relevant types. This yields a renormalized system containing a number $n$ of supernodes interconnected by weighted links. The value of $n$ can be chosen by the model-builder based on the desired trade-off between choosing a smaller $n$ to decrease the complexity of the equations, and a larger $n$ to increase granularity. For example, a model of interacting super-nodes comprising all antis, all pros and all neutrals aggregated together, would correspond to $n = 3$. Figure 5 provides a visual overview of the tipping point analysis that follows, using this coarse-grained (i.e. super-node and weighted link) version of the full network from Fig. 2. Figure 5a shows the specific example in which the mainstream parenting communities’ super-node is the focus. In addition, we choose to include a super-node for all antis (red box); a super-node for all pros (blue box); and a super-node for each of the 3 more prominent neutral sub-categories, while the rest of the neutrals are aggregated together into ‘other communities’. The result of counting the links between the constituent communities then yields the weighted links between the super-nodes shown in Fig. 5a. The super-node formed from the 64 mainstream parenting communities (black box in Fig. 5a) has a weighted link (information conduit) of weight 13 from the alternative health community super-node and one of weight 80 due to the links among themselves, i.e. self-loop.

We now focus on obtaining a dynamical equation for the super-node comprising the mainstream parenting communities (black box super-node in Fig. 5a) though we stress that the formulae that we show below can be applied to any category of super-node and can be generalized to any other aggregation choice and any $n$.

We introduce a variable $G(t)$ to crudely capture the collective activity of the 64 mainstream parenting communities’ super-node (black box in Fig. 5a) in the online debate over establishment health guidance. Given that these mainstream parenting communities would likely show very small relevant activity in this health debate network if they had zero concern over establishment health guidance, we can justifiably interpret $G(t)$ as the collective level of concern of the mainstream parenting community members (parents) over establishment guidance. To measure $G(t)$ empirically, we could for example measure the total number of their members or their relevant...
by solving coupled differential equations for the aggregation process of online users. We refer to the supplementary material of Ref. 37 for the full mathematical derivation, which is not of concern here. What is important, is that the resulting gel growth equation is well approximated by the solution to a much simpler growth equation $\dot{x} = a(x_0 - x)$ where $a$ is the growth rate and $x_0$ denotes a capacity. We will therefore adopt similar linear dynamical forms here for the $n$ super-node equations.

Given this, we can write down a minimal model for the time-evolution of the mainstream parenting communities’ super-node $G(t)$:

$$\frac{\partial G}{\partial t} = g_R (R - G) + g_B (B - G) + \sum_i g_{CG_i} (G_i^* - G)$$

which captures the fact that $G(t)$ will in general depend on the corresponding levels of all other super-nodes, i.e. $G(t)$ depends on $R(t)$ for the anti communities’ super-node, and on $B(t)$ for the pro communities’ super-node, and on $G_i^*(t)$ for the other neutral category super-nodes, where $i = 1, 2, \ldots$ represents the GMO communities’ super-node, the alternative health communities’ super-node, the other communities’ super node, and the non-Covid and non-vaccine conspiracy theory communities’ super-node. Though the interactions all have a linear form with constant coupling coefficients $g_R$, $g_B$ and $g_{CG_i}$, each of these interaction terms can be correctly thought of as the first term in a series expansion for a far more general functional form for the interaction. The sum over $i$ could include the category $G(t)$ itself to reflect an intrinsic growth process, e.g. current members inciting friends and family who had not so far had an online presence.

We can write down similar equations to Eq. 1 for $R(t)$, $B(t)$ and all the separate $G_i(t)$ terms for $i = 1, 2, \ldots$, hence yielding a set of $n$ coupled first-order differential equations. We could also break the antis or pros into sub-categories like the neutrals, hence adding more sums to Eq. 1 and increasing the number and complexity of the resulting coupled differential equations. It would then be fascinating to explore how the system behaves dynamically at these different levels of aggregation, and determine what the best level of aggregation actually is. We leave that for future work, and instead we first obtain the simplest incarnation of the model in Eq. 1 for $R(t)$, $B(t)$ and $G(t)$, to illustrate the case of $n = 3$. Then we will show how we can analyze the case of any $n$ exactly by assuming that all the non-$G(t)$ super-nodes are in steady state. This will give us an explicit expression for $G(t)$ for any $n$. We will then show that the resulting $G(t)$ behavior for any $n$ exhibits a tipping point that is driven by the sign of the sum of the coupling terms, not their individual values. Then we will obtain estimates of this sum in two independent ways, and show they give remarkably consistent results. Then we will use this value for a prediction of the future of $G(t)$ based on an estimate of current conditions. Then we will discuss strategies to push the system back over the tipping point into safer territory.
To start, we analyze the illustrative case of three super-nodes comprising all antis, all pros and all neutrals aggregated together, i.e. \( n = 3 \). Based on our observations of the actual empirical online content, we make the reasonable approximation that the pro communities are focused on emitting establishment guidance to the entire population, including of course the neutrals and antis. Hence they are not significantly influenced by the activity of the antis or the neutrals. So the equation for \( B(t) \) is not coupled to the equations for the pros or the neutrals. By contrast, the anti communities are significantly influenced by this guidance emitted by the pro communities, in that they turn it into their own versions (including misinformation) and then feed it to the neutrals in order to raise the neutrals’ concern about establishment guidance. They are not significantly influenced by the narratives of the neutrals themselves. Hence the equation for \( R(t) \) is coupled to the equation for the pros. Finally, the neutral communities are significantly influenced by the guidance they receive from all sides: from the pros, the anti, and from other neutrals. Hence the equation for \( G(t) \) is coupled to the equation for the pros and the anti. We then make the approximation of replacing the term \( \sum G_i G_j \) in \( \sum_i g_i (G_i - G) \) in Eq. 1 by a time-averaged version \( \bar{G} \) and we also sum all the coupling terms, yielding \( \bar{G} (G_0 - G) \). The term \( \bar{G} \) could also include the impact of the category \( G(t) \) itself, i.e. an intrinsic growth term for \( G(t) \).

Adopting these reasonable approximations, the resulting equations for this \( n = 3 \) system dynamics become:

\[
\begin{align*}
\frac{\partial R}{\partial t} &= r_R (R_0 - R) + r_B (B - R) \\
\frac{\partial B}{\partial t} &= b_B (B_0 - B) \\
\frac{\partial G}{\partial t} &= g_R (R - G) + g_B (B - G) + \bar{G} (G_0 - G). \\
\end{align*}
\]

Equation 2. The two left panels in Fig. 6 show the empirical data for two separate but different sets of the couplings in Eq. 2. While of course better fits can be achieved using AI tools, it is insightful when seeking an understanding of the system dynamics, to develop a transparent mathematical model that is minimal in terms of the number of parameters, and which can be easily interpreted, examined and understood.

We now turn to obtaining an equation for the behavior of \( G(t) \) that we can then solve exactly. Given the longevity of the Covid-19 pandemic and the current ‘steady-state’ in terms of the world now having established vaccines, we start by assuming that the current activity levels of the pros and ants have reached a steady state, i.e. we take \( R(t) \rightarrow R^* \) and \( B(t) \rightarrow B^* \) which are constants. Hence from Eq. 2

\[
\frac{\partial G}{\partial t} = g_R (R^* - G) + g_B (B^* - G) + \bar{G} (G_0 - G). \\
\]

The exact solution of Eq. 3 is then:

\[
G(t) = G^* - \left[ G^* - G (t = 0) \right] e^{-[g_R + g_B + \bar{G}] t}.
\]

with \( G^* \) given by:

\[
G^* = \frac{(g_R R^* + g_B B^* + \bar{G} G_0)}{(g_R + g_B + \bar{G})}.
\]

By adding the extra terms appearing in Eq. 1, we can easily generalize Eqs. 3-5 to provide an approximation for any number \( n > 3 \) and hence any number of neutral categories:

\[
\frac{\partial G}{\partial t} = g_R (R^* - G) + g_B (B^* - G) + \sum_i g_i (G_i^* - G).
\]

The exact solution of Eq. 6 for future times is then given by:

\[
G(t) = G^* - \left[ G^* - G (t = 0) \right] e^{-[g_R + g_B + \sum_i g_i] t}
\]

with \( G^* \) now given by:

\[
G^* = \frac{(g_R R^* + g_B B^* + \sum_i g_i G_i^*)}{(g_R + g_B + \sum_i g_i)}.
\]
reasonable empirical measures of $R(t)$, $B(t)$, and $G(t)$. The bottom left-hand panel shows the empirical number of pro (blue), anti (red), neutral (green) communities that at each timestep $t$ feature a piece of Covid-19 guidance and have a link into them from another community, hence making them active emitters at timestep $t$. Similarly, the top left-hand panel shows the empirical number of pro (blue), anti (red), neutral (green) communities that at each timestep $t$ have a link to a community that features a piece of Covid-19 guidance, hence making them active receivers at timestep $t$. The right-hand panels show that the model curves from Eq. 2 capture the general empirical trends. To make these fits more demanding, we set most of the parameter values to be the same for each case, leaving the coupling values to differ just slightly. We then use the average and spread of the two numerical estimates for the sum of the couplings (+0.5 and +0.4) to obtain a single estimate of $(g_R + g_B + g_G) = 0.45 \pm 0.05$.

A second, and entirely independent, estimate of the sum of the couplings uses the super-node link weightings shown in Fig. 5a, and hence ties together the pure network analysis approach based on counting links with the purely dynamical description in the above equations. We start by bundling together the couplings from all the neutrals so that $(g_R + g_B + \sum g_G)$ becomes $(g_R + g_B + g_G)$. We know from our empirical observations of their content that when $B(t)$ becomes larger, the concern (online activity) of the neutrals and hence $G(t)$ becomes smaller, i.e. it makes the change of $G(t)$ in time more negative. This implies $g_B < 0$. By contrast, when $R(t)$ becomes larger, the concern (online activity) of the neutrals and hence $G(t)$ becomes larger, i.e. it makes the change of $G(t)$ in time more positive. This implies $g_R > 0$. Similarly, when the activity of other neutrals which we have approximated in an average way using the constant $G_0$ becomes larger, the concern (online activity) of the neutrals and hence $G(t)$ becomes larger, i.e. it makes the change of $G(t)$ in time more positive. This implies $g_G > 0$. We hence sum the link weights in Fig. 5a with these signs for antis (+75), pros (−19), alternative health (+13) plus the 80 links between parenting communities assuming an even split of ±40, i.e. $(+75) + (-19) + (+13) + (+40) + (-40) = +69$. Normalizing by the total $(75+19+13+40+40) = 187$ gives $(g_R + g_B + g_G) = +69/187 = 0.37$.

Given the fact that these two estimates of $(g_R + g_B + g_G)$ are both very crude and independent, it is pleasing that they have similar values $(0.45 \pm 0.05$ compared to 0.37) and also have the same sign. It is also pleasing that the signs of the individual coupling terms that emerge from the fit in Fig. 6, are the same as those predicted based on our observations of the online content: i.e. $g_B < 0$, $g_R > 0$ and $g_G > 0$. These internal consistencies suggest that our model and its parameters are indeed interpretable and have sensible meanings.

We now want to use this estimate of $(g_R + g_B + g_G)$ to make a forecast for $G(t)$ into the future, based on a crude estimate of current conditions $(t = 0)$. We stress again that rather than aiming to provide the most accurate forecast, we are looking to forecast trends in behaviors while also illustrating how the same methodology could be used for more detailed sets of equations. We will assume that the sum of the couplings does not change much over time and hence $(g_R + g_B + g_G) > 0$ remains true. It also seems reasonable to infer from reports in the media and the online comments that the current level of concern (i.e. level of online activity) of the mainstream parenting communities, has not yet reached its peak, i.e. $G(t = 0)$ is below its potential peak value $G^*$ and hence $[G^* - G(t = 0)] > 0$ in Eq. 4. Since $(g_R + g_B + g_G) > 0$ in Eq. 4, this means $G(t)$ predicted by Eq. 4 will increase going forward in time toward $G^*$ as shown in Fig. 5b.

Hence our simple yet exactly solvable model predicts that $G(t)$ will become endemic based on current conditions, i.e. the concern (online activity) of the mainstream parenting communities will increase going into the future. Specifically, it predicts that $G(t)$ will eventually tend toward some potentially high endemic level $G^*$. This is not good news of course.

If we could engineer the situation $(g_R + g_B + g_G) < 0$ instead, then $G(t)$ in Eq. 4 would decrease and become zero at some time in the near future, i.e. it would move the future behavior of the concern among mainstream parenting communities leftwards across the tipping point at $(g_R + g_B + g_G) = 0$ in Fig. 5b (thick black arrow). But making $g_R$ or $g_B$ more negative to achieve this, is likely too hard since it requires making the antis less concerning or the pros even more reassuring.

A direct reward from our analysis is that one could instead achieve $(g_R + g_B + g_G) < 0$ and hence $G(t) \rightarrow 0$, by making $G_G$ more negative. This amounts to increasing the mainstream parenting communities’ coupling to other types of neutral communities that seem unconcerned despite having seen the same online material [40] (Fig. 5a). This new strategy could be referred to as ‘peer reassurance’. Using the above link analysis, the required reduction in $g_G$ of >69 means that Facebook needs to encourage the creation of at least 69 new page links per 64 parenting communities to less concerned communities (e.g. pet-lover communities), i.e. a ratio of new links to pages of at least 1.1:1. These are of course crude estimates, but hopefully can help spark more detailed analyses and discussions. They certainly go beyond existing verbal guesswork.

This new strategy of increasing mainstream parenting communities’ coupling to less concerned mainstream communities, has some additional advantages. First, it could help avoid contentious removal or censorship of content, users or communities, all of which are problematic. This is illustrated by the widely circulating conspiracy theory that Covid-19 vaccines contain tracking devices, hence allowing personal information to be read from foreheads: it turns out that this derives from a published article in a highly respected journal [41] that seems to indeed provide scientific proof-of-concept for such a technology. Hence moderator efforts to blanket label this as wrong science can backfire and inadvertently increase concern, as has already happened judging from the community
narratives that we see. Second, a much-publicized alternative approach of inoculating sets of communities within part of the machinery (Fig. 4a) could inadvertently result in some non-Covid/non-vaccine conspiracy theory communities ending up closer to mainstream parenting communities, as shown explicitly by our simulation in the SI where we mimic an intervention that temporarily decouples GMO communities within the network. Third, this new policy of increasing parenting communities’ coupling to less concerned mainstream communities, can be operated in real-time and at scale since neither the nodes nor links tend to change on a daily basis. Any sudden shifts in node type could be captured by continually feeding community narratives into standard machine-learning tools. The SI demonstrates this, with the resulting word clouds and topic lists mimicking the manual classification types.

V. LIMITATIONS OF OUR STUDY

We have tried to point out our study’s assumptions and approximations within the main text. Additional limitations are that there are many other social media platforms, apart from Facebook, that need to be explored. However, Facebook is the largest and furthermore we believe that similar behaviors will arise in any platform where communities can form. There is also the question of influence of external agents or entities [16]. However, these social media communities tend to police themselves for bot-like or troll behavior. It would of course be useful to see how our results apply at the next scale across all platforms. We hope to move beyond such limitations in future work.

VI. CONCLUSION

Our study goes beyond current approaches to misinformation that represent little more than verbal guesswork, by developing a mechanistic understanding of how misinformation manages to thrive in the online social media system. Our study is to our knowledge the first attempt to develop a generative, quantitative engineering-like theory to tackle misinformation and its dynamical evolution at scale, and hence also goes well beyond descriptive statistical studies and narratives about what has happened in the past. That is not how engineering is done, and we hope this paper helps break the current trend of discussing social media misinformation in this way. Specifically, our study revealed a strengthening of the bond between conspiracy theory communities that promote misinformation about climate change, fluoride, chemtrails and 5G, and mainstream parent communities—and showed how alternative health communities acted as critical conduits. Furthermore, it showed how an adjacent core of tightly bonded, anti-vaccination communities injects additional Covid-19 and vaccine-specific misinformation. We discussed how this provides a two-pronged machinery that can generate new pieces of misinformation without needing any new news. Our analysis also showed why Facebook’s own scheme to supply reliable information about vaccines and Covid-19 was not efficient, and why targeting the largest communities does not work.

We then developed a simple, yet exactly solvable, dynamical equation of the type studied widely in engineering, that shows how tailoring the connectivity of mainstream communities can prevent them from tipping toward such misinformation. Our conclusions should be applicable to any social media platform that has in-built community features and hence provide the basis for a new engineering approach to solving online misinformation and harms at scale.

Future extension of this work could include sentiment analysis to explore differences in characteristics within and across categories of communities. Another interesting extension would be to try to repeat all the results using an entirely AI approach. Comparing to the present analysis would then give insight into possible new results that AI could add, and where new AI tools might be usefully developed. More broadly, the relevance of social media research to engineering is entirely consistent with IEEE’s position as the world’s largest technical professional organization dedicated to advancing technology for the benefit of humanity, since social media is among the most important—but also potentially dangerous—of the new technologies impacting humanity.
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