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ABSTRACT
If nonviolent methods of resistance are effective – and perhaps even more successful than violent methods – why do opposition movements ever resort to violence? The literature on social movement and nonviolent resistance implies that expansion in an opposition movement’s size decreases the risk of violent dissent since successful recruitments improve the movement’s relative power and reduce the necessity of using violence to pressure the state. Nevertheless, a sudden and large expansion in movement size can overburden its organizational capacities and thus increase the risk of violent dissent. Therefore, this study contends while a gradual expansion in the size of the movement decreases the likelihood of violent dissent, a sudden and large expansion in its size raises the risk of violence. These theoretical arguments are evaluated empirically using Nonviolent and Violent Campaigns and Outcomes 2.1 and Mass Demonstrations and Mass Violent Events in the Former USSR datasets. The analysis of these datasets across several regression models supports the developed theoretical arguments.
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Introduction

Why do some movements adopt nonviolent methods of resistance while others use violence to achieve their objectives? Despite increased attention to nonviolent resistance by conflict and social movement scholarship, the determinants and dynamics of adopting violent versus nonviolent strategies have not yet been studied adequately. The few studies in the literature that examine the tactical choice of a dissident movement between violent and nonviolent strategies mostly explore the influence of structural conditions, such as regime type, population, and political instability (Cunningham 2013; Che-noweth and Ulfelder 2017; Cunningham, Dahl, and Fruge 2017). Although structural theories explain the conditions under which a society is prone to violence, they fail to discuss through which mechanisms a dissident movement adopts violent tactics when nonviolent resistance is a viable option.
This study offers a novel argument regarding how the dynamics of movement mobilization affect the use of violent resistance vis-à-vis nonviolent resistance as an outcome of state-dissident interactions. DeNardo (1985) and Lichbach (1987) provide two foundational and classic theories of an opposition movement’s strategic choice between violent and nonviolent resistance. The authors employ a static model to explain how a movement evaluates the costs and benefits of violent tactics vis-a-vis nonviolent strategies. Therefore, these seminal articles on movements’ tactical choice explain resorting to violence as the outcome of a rational unitary actor’s decision. This study contends that violent dissent is not always the outcome of movements’ tactical decisions. The recent literature on political violence and nonviolent resistance maintains that dissident movements do not involve unitary actors (Weinstein 2006; Pearlman 2011). Indeed, nonviolent movements include radical, emotional, and spoiler members who are prone to provoke violence on their own (Haines 1984; Chenoweth and Schock 2015). Thus, the development of monitoring and sanctioning mechanisms is required to prevent these members from deviating from nonviolent strategies. However, when a movement experiences a substantial expansion in its participation size in a short period, it might not have sufficient time to develop its monitoring and sanctioning capabilities proportionately to screen and train new members and control existing members who are likely to resort to violence. Thus, I show that while a gradual expansion in the size of the movement decreases the likelihood of violent dissent, a sudden and large expansion in the size of the movement raises the risk of violence. This theoretical argument offers a nonlinear relationship between movement size and the likelihood of violent dissent, allowing us to reconcile the seemingly contradictory predictions of rational choice and crowd behavior theories about this association.

I evaluate my theoretical arguments about the effects of the dynamics of movement mobilization on violent dissent using the Nonviolent and Violent Campaigns and Outcomes 2.1 dataset (NAVCO 2.1) and Mass Demonstrations and Mass Violent Events in the Former USSR, 1987–992 (MDMV) dataset. The empirical analysis across several statistical models supports my theoretical arguments and their robustness.

Why violence?

Over the last decade, scholars have tried to bridge the gap between the literature within the fields of security studies, conflict resolution, civil resistance, and social movements. As one of their main contributions, these studies correctly argue that society’s lack of political violence does not imply a lack of conflict. In fact, unlike what was virtually a common practice in the intra-state political conflict literature, grieved groups do not decide between remaining silent and taking up arms; rather, they employ, or at least consider employing, civil resistance as a third way of opposing the establishment. Therefore, if we are interested in explaining the use of violence by dissident movements, logical completeness necessitates describing why they do not employ other strategies, such as conventional politics and nonviolent methods of resistance (DeNardo 1985). Accepting the existence of nonviolent strategies as a method of resistance raises interesting questions and answering them can broaden our understanding of political conflict in general and political violence in particular.
In fact, violent dissent can be a puzzling observation. Why do some movements use violence despite having lower military capacity than the state? Chenoweth and Stephan’s (2012) findings make this puzzle even more complicated, as they find that civil movements are about twice more successful than violent movements in achieving their goals. Thus, why would an opposition movement adopt an ineffective strategy? To explain violent dissent, some studies have focused on state responses to dissidents, while others have emphasized the political and economic structures and capabilities of the state. Besides, the role of foreign political environment and external actors in political violence is investigated by social scientists. Some conflict scholars also underscore the characteristics of dissident movements that make them more liable to employ violence.

Despite the unquestionable impact of other factors, we cannot ignore the fact that violent dissent is directly committed, as either rational or irrational behaviour, by the members of movements. For instance, while state repression can increase the likelihood of violent opposition, there are some movements that have remained nonviolent after experiencing even severe repression. This ability to remain nonviolent is rooted in these movements’ particular traits that make such resilience a feasible option. Thus, explaining movements’ behaviour should be the core of any theory aiming to explain why dissidents resort to violence, and other factors should be discussed in relation to the movements’ actions.

Scholarship on nonviolent resistance has mainly studied the effectiveness of nonviolent movements and the diversity of their tactics but has largely ignored whether and why some opposition movements reject violent resistance and remain committed to civil resistance. The literature of political conflict also mostly examined militarized and violent disputes, and it has virtually overlooked the existence of nonviolent resistance and its relevance to political violence. Nevertheless, political conflict scholars have initiated a new wave of research and data collection efforts in recent years to explain the tactical choice of violent and nonviolent methods of resistance.

These studies, which primarily rely on structural factors, explore which political, economic, demographic, and social factors contribute to adopting violent and nonviolent tactics. However, despite their merits, these structural theories suffer from several weaknesses and shortcomings. First, structural factors, such as political, economic, and social deprivations, at best explain why individuals are dissatisfied with the status quo, but they cannot help us understand how and when dissident movements adopt violent and nonviolent tactics. Second, these factors often do not change in the short term, so it is difficult to associate them with the quantity and quality of violent incidents, which vary easily in the short term (Chenoweth and Ulfelder 2017). Finally, these structural models often focus on one actor, either the state or the movement, and overlook the interactions between the two. However, as recent studies of the dissent-repression dynamics show (Pierskalla 2010; Ritter 2014; Ritter and Conrad 2016), the state and movements are interdependent, and overlooking these interactions can weaken the explanatory power of our theories. Thus, without discounting the importance of structural theories, we need to develop strategic meso-level models to study how the interactions between the state and dissident movements, including its different segments, can lead to violent dissent. Such behavioural models can complement structural models and improve our understanding of violent dissent.

DeNardo (1985) and Lichbach (1987) employ static strategic models to explain the adoption of nonviolent and violent methods of resistance as an outcome of the interactions between the state and dissidents. DeNardo argues that dissident movements
cope with the deficiency of mass participation by directing their human resources toward violent strategies. Consequently, if state repression discourages mass participation, then the movement is more likely to resort to violence. Similarly, Lichbach explains that movements substitute nonviolent strategies with violent ones in response to state repression, aiming to demobilize opposition movements. Therefore, both deNardo and Lichbach highlight the importance of popular support in movements’ decision between methods of resistance. These classic theories of opposition movements’ tactical choice suggest that the expansion of opposition movements decreases the need for using violence to compensate for the inadequacy of pressure on the state.

However, this expectation contradicts theoretical arguments in sociology and psychology about ‘crowd behavior.’ Le Bon (1898) and Sighele (1890) are among the first sociologists who tried to reject Hobbes’s rational model of civil violence and formulated it as an irrational behaviour through offering *crowd theory*. Based on this theory, the members of a group are impulsive, irrational, and incapable of judgment because the formation of the group boosts everyone’s perceived power due to synergy (Tarde1968; Le Bon2002). In fact, while individuals had to follow society’s rules, becoming a member of a group lets them be less scared of the coercive power of the state, so they are more likely to resort to violence. Therefore, according to the crowd behaviour theories, an increase in the size of protestors makes it harder to control the violent behaviour of the crowd as a ‘wild and [irrational] beast’ (Tarde 1968, 323).

Indeed, anecdotal evidence also shows that large peaceful protests without the state’s brutal force can lead to violent dissent. For instance, during the 2009 Iranian presidential election protests, known as the Green Movement, millions of people marched silently in the streets of Tehran, Iran’s capital, on June 16, 2009, to oppose the election results and the state’s brutal response since the election day. It is still the largest anti-government protest after the 1979 Islamic Revolution in Iran, and it remained peaceful by both protestors and the state sides until toward its end. While the protest was peaceful and security forces tolerated it during the day, it turned into violent clashes between protestors and police in several places at its end. The question is why the protest led to several deadly confrontations if the Green Movement leaders could demonstrate their power by organizing a massive silent march and security forces’ primary strategy was standing aside and monitoring the protestors.

The following parts of this study develop a theoretical model to contend that there is a nonlinear association between expansion in the size of an opposition campaign and the likelihood of violent dissent. The offered theoretical framework reconciles the theoretical arguments developed by DeNardo (1985) and Lichbach (1987), on the one hand, and ‘crowd behavior’ scholarship, on the other hand.

**Violent and nonviolent resistance**

Consider a society in which a group of citizens is discontented with the status quo; however, change via democratic institutions is not an option due to either lack of efficient democratic institutions or doubt about its efficiency. Therefore, the discontented citizens form an opposition movement to compel the state to alter its current policies by causing disruptions in the governance of society. If the pressure on the state reaches a certain level, the desired adjustments in policy will be realized. Every movement has two
primary options to disrupt the government and put pressure on the state: violent and nonviolent methods of resistance.

The term ‘violence’ is commonly used in the political violence literature, and actions such as murder and physical injury are unanimously considered violent behaviour. However, there is no consensus on whether using physical forces with lower intensity or targeting non-human entities are considered violent. Following Tilly (1978), I define violence as ‘any use of physical force’ (174). Thus, any resistance tactics involving physical force, no matter how powerful the physical force is, toward whom or what it is applied, or whether it is applied with or without weapons, is considered violent resistance. For example, damaging private or public buildings is an act of violent resistance, according to this definition. On the other hand, using harsh chants in protests is not a violent act based on the definition adopted in this study, even if it is morally problematic.

Consistent with the above definition of violence, nonviolent resistance includes all tactics that do not require physical force (Sharp 1973). Thus, acts of disobedience, non-cooperation, disruption, persuasion, and so forth, to the extent that they do not involve physical force, are regarded as nonviolent resistance, regardless of whether they are legal. For example, traffic blockage is a nonviolent tactic, as long as it does not entail damaging private and public properties, although unauthorized blockage of roads is illegal in most countries.

While both violent and nonviolent actions disrupt the country’s governance for the state authorities, the intensity and the cost associated with these actions differ. Nonviolent movements mainly rely on socio-economic actions to encourage people not to cooperate or obey the state so that the government apparatus cannot function properly. On the other hand, movements that use violent means of resistance disturb the state’s functionality by employing physical forces to eliminate state officials or properties. For instance, when workers of a state-owned oil refinery strike, they deprive the state of its financial resources. Alternatively, these workers could choose to destroy the refinery to interrupt the income flow of this business. Both actions contribute to disrupting the governance of the state. However, the latter is more coercive and has a longer effect, although it requires a smaller group.16

If violent tactics are more disruptive, why do some dissident movements choose nonviolent tactics? One might argue that supplying weapons, ammunition, and explosive materials is costly. This is a valid point, but how difficult is it to actually equip a movement with violent means? Finding stone, knife, and chemical materials is not an impossible task. How complicated is it to make a Molotov Cocktail? Moreover, due to international and regional rivalries, it is not uncommon for foreign countries to assist dissidents to smuggle weapons into the country, similar to what happened in Syria and Yemen.

No doubt, the cost of resorting to violence-such as an increase in state repression and losing legitimacy and supports-affects a movement’s decision about its preferred method of resistance. By shifting to violent strategies from nonviolent ones, the movement evolves into a different political actor, and the political environment in which the movement interacts with the state significantly changes. Furthermore, it is usually difficult to reverse this decision and de-escalate a conflict. Thus, despite potentially favorable consequences of resorting to violence, such as being more disruptive, the movement also considers its negative consequences.
Dynamics of movement expansion and violent dissent

Arendt (1970), in her essay on violence, argues that we need to distinguish power from violence:

\[ I \text{t is insufficient to say that power and violence are not the same. Power and violence are opposites; where the one rules absolutely, the other is absent. Violence appears where power is in jeopardy[...] (56).} \]

Arendt maintains when a group of people has the power, they do not need to use force. Therefore, resorting to violence becomes a vital option if the group perceives losing its power. Consistent with this conceptualization of the link between power and violence, DeNardo (1985) argues that oppositional movements’ political power is in the number of people they can recruit. He relies on this argument and develops a formal model to theorize a substitution effect between violent and nonviolent resistance. According to deNardo’s model, when a movement cannot mobilize enough people, its radical fraction uses violence to disrupt the state’s governance sufficiently until state officials make concessions. In addition to deNardo, Lichbach (1987) reaches a similar finding by showing that the likelihood of violent dissent increases if state repression makes nonviolent resistance costly to participate. These propositions are consistent with theoretical implications in social movements literature (Tarrow 1993; Della Porta and Tarrow 1986). One of this literature’s main findings underlines that the loss of opportunities and the lack of progress in achieving their objectives make the members of a movement frustrated. This frustration causes demobilization and makes social movements more prone to violence.

The recent quantitative studies on nonviolent resistance similarly discuss the link between opposition movements’ size and their adopted resistance method. These studies argue that movements relying on civil resistance are even more dependent on the masses to put sufficient pressure on the state to achieve their objectives. A handful of people is sufficient to launch a terrorist attack. However, a sufficiently large number of people is necessary to stage an effective strike. Furthermore, popular mobilization plays a decisive and essential role in the success of nonviolent movements (Chenoweth and Stephan 2012; Nepstad 2011). Accordingly, if a nonviolent movement fails to recruit enough people for effective civil resistance, its members may doubt the effectiveness of this method, which makes violent resistance a viable alternative.

However, the classic theoretical expectation that the expansion of movement decreases its tendency to use violence has two flaws. These flaws prevent us from explaining why large peaceful protests turn to violence. The first one is assuming that different groups attending in oppositional movements share the same preferences. Cunningham, Dahl, and Fruge (2017) explain that the members of opposition movements debate and evaluate the available resistance strategies, and these discussions affect the coordinated resistance tactics. However, the question is what guarantees the commitment of all members of an opposition movement to the tactic that is the outcome of discussions about the costs and benefits of different options. The second flaw is overlooking the dynamics of mobilization and how the expansion paths that a movement experiences affect its tendency to resort to violence. Below, I relax the unitary actor assumption and explain how incorporating it with different dynamics of mobilization lead to a better understanding of violent dissent.
While the classic literature assumes that an opposition movement is a unitary actor, recent studies challenge this assumption. Pearlman’s (2011) theory of organizational mediation relaxes the movement homogeneity assumption to explain the effect of movement cohesion on the efficacy of nonviolent campaigns. She argues that the prevailing path to nonviolent resistance is only available when the movement is cohesive. Chenoweth and Schock (2015) also show that nonviolent movements usually have a radical flank, whose role in the movement and relationships with the other groups within the movement can change over time.

Indeed, the homogeneity assumption of social movements is far from what occurs in the real world. Some social movement members are risk-takers, and they are more radical than other members, so their preferred method of resistance is violence (Haines 1984). Some members cannot control their emotions, so they are likely to react to state repression violently (Rule 1989). Lastly, every social movement is prone to recruit spoilers who are either security agents infiltrating the movement to radicalize it or criminals joining for looting opportunities (Davenport 2014).

While individuals constitute collective groups that augment their power and resources to obtain jointly produced benefits, their egoism can imperil the collective decision and outcomes. Thus, these groups need to develop monitoring and sanctioning mechanisms to minimize the risk of deviations from the established norms and rules (Hechter 1995). Weinstein (2006) explores the necessity of monitoring and sanctioning mechanisms in rebel groups: groups relying on economic endowments are more prone to recruit ‘opportunistic’ members who are more likely to use violence to appropriate civilians’ belongings. In contrast, ideological groups mostly include ‘activist’ members who believe in the causes of movement and pursue long-term ideological and political objectives, so they are less likely to use violence because of materialistic incentives.

As discussed before, the expansion of movement is an encouraging sign that the opposition can recruit undecided sympathizers, mobilize them for its cause, and wield power to pressure the state. Therefore, the expansion of a movement is associated with more tactical commitment to nonviolent resistance and a lower probability of resorting to violence. However, not all types of expansions guarantee nonviolence. A movement can increase its size gradually over several periods. Alternatively, it can reach a large size because of a sudden and significant change in only one period. Kuran (1989, 1991) theorized the mechanism behind the rapid and large changes in the size of revolutionary movements. He argues that citizens can falsify their preferences about the status quo and keep their genuine preferences private. However, if they see enough citizens reveal their preferences publicly, for instance, by organizing protests, we should expect a cascade effect where the size of anti-government movements expands quickly within a short period.

Although a sharp expansion increases the movement’s power, and the strategic necessity of resorting to violence decreases, this expansion can challenge the screening, monitoring, and sanctioning capability of movements in at least two ways. First, the current radical, emotional, and spoiler members are more likely to find an opportunity to deviate from nonviolent resistance tactics as the rapid expansion challenges the monitoring and sanctioning capacity of movements. Movements with strong organizational capacity usually establish mechanisms to monitor members and punish those who deviate from the movements’ core strategies. For instance, during the Arab Spring in
Egypt, the opposition organized checkpoints to prevent taking weapons and violent tools to the focal point of protests, Tahrir Square. If, within a short period, a large number of discontented citizens decide to join the opposition and attend protests, the current capacity of the movement might not be robust enough to provide the same level of monitoring of compliance with nonviolent principles. This decline in organizational capacity can give an opportunity to radical and spoiler members to behave violently. These deviants can also find new sympathizers due to the fast and large expansion in movement size.

Second, there is evidence that successful nonviolent movements familiarize their members with nonviolent resistance principles and train them to remain resilient. For instance, evidence from the Civil Rights Movement in the US shows that the members of this movement received training to remain nonviolent before they participated in a protest (Cosgrove 2013). In addition, recent experimental studies confirm that providing information on the principle and success rate of nonviolent resistance improves individuals’ attitudes toward it (RezaeeDaryakenari and Asadzade 2020). A rapid and substantial increase in movement size can interrupt the training plans that movement leaders establish to enhance the coherence of their movement and their members’ commitment to nonviolent resistance.

Therefore, a significant and rapid expansion in movement size can make all movements prone to violent dissent. Opposition movements without an effective screening, monitoring, and training capacity are at a higher risk of resorting to violence in response to a rapid and large expansion. However, movements with strong organizational capacity are not fully protected against the adverse effects of these swift and significant changes. This is because not all of these movements have the capability to quickly adjust their screening, monitoring, and training capacities in proportion to their expansion. Therefore, we can expect that all movements become more prone to use violence in response to a large and rapid expansion, but the extent of this vulnerability is associated with their organizational capacities and adjustment capabilities.

The above theoretical discussions suggest that the association between an increase in movement size and violent dissent is not linear. A gradual expansion allows the movement to better screen recruits and to improve its monitoring and training capacity accordingly. This balanced growth empowers the movement and lowers the need to resort to violence due to tactical reasons. Besides, it minimizes the risk of unintentional violence as the pressure on monitoring and training capabilities is manageable. Therefore, a sufficiently small and steady expansion of movements decreases the likelihood of violent dissent.

On the other hand, since a rapid and large expansion in size is associated with weakening the monitoring and training capacity of opposition movements, we can expect that these types of expansions can increase the risk of violent dissent. This nonlinear association allows us not only to offer an explanation for why some large peaceful protests turn to violence but also to reconcile two seemingly contradictory theories: power in numbers literature that predicts an increase in movement size decreases the risk of violent dissent, and crowd behaviour theories that argue an increase in size makes movements more prone to resort to violence.
Considering the above arguments, I posit the following hypothesis:

Hypothesis: While a gradual increase in the size of a movement decreases the likelihood of resorting to violence, a large and rapid expansion of a movement raises the risk of violent resistance.

**Empirical analysis**

I estimate a series of statistical models to test my hypothesis on the association between mobilization dynamics and violent dissent. I use two datasets: the Nonviolent and Violent Campaigns and Outcomes 2.1 dataset (NAVCO 2.1) and the Mass Demonstrations and Mass Violent Events in the Former USSR, 1987–1992 (MDMV) dataset.

NAVCO 2.1 covers 384 nonviolent and violent mass movements across the world from 1945 to 2013. In addition to adding some new attributes to the dataset, NAVCO 2.1 expands the campaign cases relative to its previous version, NAVCO 2.0. The total number of campaigns increased from 250 in NAVCO 2.0 to 384 in NAVCO 2.1, and the total number of observations increased from 1,726 campaign-year in NAVCO 2.0 to 2,717 campaign-year in NAVCO 2.1. The codebook of NAVCO defines ‘[...] a campaign as a series of observable, continuous, purposive mass tactics or events in pursuit of a political objective.’ (Chenoweth and Shay 2019, 2) According to the structure of this data set and consistent with my developed hypothesis, I define campaign-year as the unit of analysis.

Since NAVCO 2.1 is not limited to a geographic location or campaign, I use it to test the generalizability of my theoretical arguments. Also, the NAVCO dataset has been widely employed in the literature, and using it for the empirical evaluation of theoretical arguments in this study allows us to compare the results with other studies on violent and nonviolent movements.

Nevertheless, some might rightfully argue that using a campaign-year dataset might be temporally too aggregate to capture the dynamics discussed in the theoretical section. I, therefore, use MDMV dataset as temporally more fine-grained data on mass violent and nonviolent events. Unlike NAVCO 2, MDMV is an event database that includes information on 6,663 protest demonstrations and 2,177 mass violent events across the entire territory of the former Soviet Union from January 1987 through December 1992. After the liberalization of Soviet politics under glasnost, the republics of the Soviet Union experienced a series of nationalist movements against Moscow’s policies and local governments in the republics (Beissinger 2009). Beissinger (1998) uses a multiple-source media sample of Western and local Soviet sources to code these events and collect them as a dataset.

While NAVCO 2.1 is an annual dataset and sets a relatively high threshold of violence, discussed below, to code a campaign as violent, MDMV reports violent and nonviolent actions by state actors and protestors at the daily level. This allows us to use a more disaggregated temporal unit of analysis for MDMV data to test the developed hypothesis empirically. I choose the week-movement as the unit of analysis for statistical analysis of the MDMV dataset. Davenport (2007) and Schrodt (2012) discuss the challenges of choosing the temporal aggregation level for daily reported conflict events. News sources can record and report daily conflict events with several days delay, and using day as the temporal level of analysis can lead to measurement error. Therefore, I
choose week-movement as the unit of analysis to balance the benefits of a disaggregated analysis and the drawbacks of using the day as the temporal unit of analysis.

**Dependent variable:** In the real world, it is difficult to find opposition movements that purely rely on either violent or nonviolent tactics while entirely ignore the other one. Thus, coding whether a movement is violent or nonviolent is challenging, particularly if the dataset is aggregated temporally to a yearly level. NAVCO 2 solves this coding problem by ‘characterizing campaigns are “primarily nonviolent” or “primarily violent” based on the primacy of resistance methods employed’ (3). I code the categorical dependent variable **violent** as ‘1’ if the primary method of resistance in a campaign year is violence and ‘0’ otherwise.

Unlike NAVCO 2.1, the MDMV dataset reports all violent attacks on people or property caused by 15 or more persons. Therefore, the dependent variable, **violent**, in this dataset is a binary variable that is coded ‘1’ if dissidents’ actions led to human casualties and property damage over the week, and ‘0’ otherwise.

**Independent variable:** NAVCO 2.1 reports the total number of campaign participants during the year, which is the highest recorded/estimated participation at the peak of the campaign-year. MDMV reports the estimation of the total number of participants in mass demonstrations and mass violent events per day, and I take the weekly mean of these reported participants in these events.

The developed hypothesis in the theoretical section explores the nonlinear association between expansion in the size of movements and the likelihood of violent dissent. Therefore, I define expansion in size as the independent variable in my statistical analysis. If the change in participation size is positive, expansion in size is equal to this positive change. However, if the change in participation size is negative, the expansion in size is coded as ‘0’. Also, I include the square of expansion in size to the estimated models since the hypothesis suggests a nonlinear association. To find support for the hypothesis, the estimated coefficient for expansion in size and its square should be negative and positive, respectively.

I also include a set of control variables to further insulate the estimated coefficients from confounding effects. Contentious cycle and resource mobilization models of dissident movements argue that any decreases in the movement size increase the risk of violent dissent (Tilly 1977; Crenshaw 1981; DeNardo 1985; Della Porta and Tarrow 1986; Tarrow 1993; Kalyvas 2006; Wood 2014). Among these studies, those that examine the rebel groups are not designed to study the transition from nonviolent strategies to violent tactics. In fact, they evaluate the association between resource loss and the escalation of rebel violence. Studies on the use of violence by nonviolent movements are also bivariate correlation analyses of a small number of cases. To evaluate these claims and control their effects, I include the size of campaigns and their negative changes relative to the previous period as control variables.

The literature on political violence also examines the effect of state repression on the likelihood of dissident. The findings regarding this association are highly inconsistent (See Davenport (2007) for a detailed discussion). While some scholars find a positive association (Francisco 2004; Ritter 2014), some studies support a negative association (Hibbs 1995). Some other studies also find both effects (Muller 1985; Rasler 1996; Moore 1998; Cunningham and Beaulieu 2010). NAVCO 2.1 reports the degree of state repression in response to campaign activity. MDMV also reports the degree of coercion used by
authorities at each event. If the authorities arrest or injure dissidents, I code it as state repression. This variable is included in the estimated models using NAVCO and MDMV datasets, and it is labelled as repression.

As discussed below, I use different estimation methods to minimize the risk of biased estimation caused due to omitted variable problems. However, the NAVCO dataset allows exploring the effects of some other commonly used factors in the literature of political violence and nonviolent conflict. I add some of these variables in the models estimated using NAVCO data to explore their effects in my analysis. The role of democratic institutions in pacifying political grievances has frequently been discussed in political conflict literature (Krain and Myers 1997; Hegre 2001; Vreeland 2008; Hendrix and Haggard 2015), and it is known as ‘domestic democratic peace’ (Davenport 2007). Therefore, I include in my model a categorical measure of democracy using polity2 from the Polity IV project (Marshall and Jaggers 2002). Following the suggestion in Polity IV, regimes with a polity2 score of 6 and higher are coded as democratic, and the democracy variable is coded as ‘1’ for these regimes and ‘0’ for others.

Also, Pearlman (2011) underlines the role of organizational cohesion in the adopted resistance tactics. I control for the structure of campaign organization and leadership among opposition groups within dissident movements by including the campaign leadership structure variable from NAVCO 2.1. This variable is coded ‘1’ if the campaign has a centralized command and control and ‘0’ otherwise. This variable is labelled as hierarchical structure. I also will use this variable to explore whether a central and strong leadership can help a movement to handle the challenges of a rapid expansion in its size. As argued in the theoretical section, I expect that movements with a centralized and hierarchical command and control structure should be able to cope with the adverse effects of a rapid expansion, and this decreases the likelihood of violent dissent.

Lastly, although all the campaigns recorded in NAVCO 2 project at one time or another held ‘maximalist’ goals, there is heterogeneity across their goals. Some movements want to overthrow an existing regime, and some others want to achieve self-determination. The differences in the success rate of nonviolent campaigns with different goals (Chenoweth and Stephan 2012) and the heterogeneity in the members of movements can affect their attitude toward violent and nonviolent resistance. I control this factor by including campaigns’ stated goals in the models estimated using NAVCO data.

Furthermore, I lag all of the independent and control variables. This helps to some extent decreases the risk of heterogeneity owing to the possibility of a simultaneous effect between resistance method and mobilization dynamics. The statistical summary of dependent, independent, and control variables is reported in the Online Appendix.

I estimate my regression models using different methods. Although the dependent variable is a binary variable, I first estimate linear probability models (LPM) to address possible concerns that some scholars raised about nonlinear probability models (NLPM) (Angrist and Pischke 2009). Then, I estimate the same regression models using logit methods.

The omitted variable problem is a source of endogeneity and biased estimations in regression analysis. For instance, Wasow (2020) discusses how campaign tactics can influence media coverage and their framing of protesters’ demands. These mechanisms indeed can affect how movements decide about their method of resistance. On the one hand, collecting this type of data for cross-national analysis can be challenging. On
the other hand, ignoring them in regression analysis can lead to biased estimations due to the omitted variable problem. I minimize the risk of the omitted variable problem by estimating fixed effects models. Including both movement and time fixed effects helps to a good extent capture time-variant and time-invariant unobserved factors that can lead to biased estimations. The time fixed effects are year and week in NAVCO and MDMV datasets, respectively.

Furthermore, to control for the possible problem of heteroskedasticity and serial correlation, I estimate robust and clustered standard errors. Across different estimated models, I cluster the standard errors by both country and campaign. To ensure that the hierarchical structure in data does not lead to a biased estimation, I also estimate several multilevel models at different levels. Specifically, two-level models allow fitting a fixed-effect model at the first step.

Lastly, some might argue that past violent and nonviolent events can affect the likelihood of resorting to violence in the current period. Consequently, I add the number of periods without violent dissent and its square and cube, labelled as nonviolent cubic spline, to the estimated model to control for temporal dependence, as suggested by Beck, Katz, and Tucker 1998.

**Estimation results and analysis**

Tables 1 and 2 report the results of estimated models using the NAVCO and MDMV datasets, respectively. Consistent with the developed hypothesis suggesting a non-linear association between expansion in size and the likelihood of violent dissent, the estimated coefficients of the expansion in size are negative while the coefficients of its square are positive. All these coefficients across different statistical models are statistically significant ($p < .05$). I first followed Angrist and Pischke (2009) and estimated a linear probability model (LPM) with campaign and year fixed effects. The estimated standard errors are robust and clustered at the country level. Then, I estimated a series of nonlinear logit model. Since some might be concerned that cross-section fixed-effects can absorb all the variations, I first estimated two models (columns 2 and 3) without campaign fixed-effects but with robust standard errors clustered at the country and campaign level, respectively. Then, I estimated a 2-level logit model with both campaign and year fixed effects (column 4) to capture unobserved factors at the campaign level using hierarchical modelling. The last column in Tables 1 and 2 presents estimation results for a 3-level logit model to explore whether factors associated with country and campaign can affect the estimated results. These results across different models are robust and consistent with proposed theoretical arguments that expansion in movement size is a sign of their power, and this decreases the likelihood of resorting to violence. However, if this expansion is sufficiently large, then the movement’s monitoring and punishment mechanisms can fail to control the radical, emotional, and spoiler members. Thus, the environment would be ready for these members to deviate from the movement’s strategy and provoke violence.

Moreover, I plotted the marginal effects of expansion in participation on violent dissent across its different values. Figure 1 shows that expansion in participation initially has a negative effect on violent dissent, but it loses its pacifying effect as the size of expansion
Table 1. The estimated effects of expansion in size on violence using NAVCO data.

|                                | (1) LPM | (2) Logit | (3) Logit | (4) Logit | (5) Logit |
|--------------------------------|---------|-----------|-----------|-----------|-----------|
| Expansion in participation (lagged) | -0.048*** (0.02) | -25.279** (10.95) | -25.279** (10.94) | -25.278** (10.94) | -25.277** (10.94) |
| Expansion in participation^2 (lagged) | 0.006*** (0.00) | 2.935** (1.32) | 2.935** (1.31) | 2.935** (1.31) | 2.935** (1.31) |
| Size (lagged) | 0.010 (0.01) | 1.794* (1.07) | 1.794* (1.07) | 1.794* (1.07) | 1.794* (1.07) |
| Size decrease (lagged) | 0.005 (0.01) | 1.963* (1.13) | 1.963* (1.14) | 1.963* (1.14) | 1.963* (1.13) |
| Repression (lagged) | -0.014 (0.03) | -2.671 (2.15) | -2.671 (2.14) | -2.670 (2.14) | -2.670 (2.15) |
| Democracy (lagged) | -0.032 (0.03) | 4.077 (2.65) | 4.077 (2.67) | 4.077 (2.67) | 4.077 (2.65) |
| Goal (lagged) significant institutional reform | 0.020 (0.04) | -15.416** (6.73) | -15.416** (6.74) | -15.418** (6.74) | -15.417** (6.74) |
| policy change | -0.242 (0.19) | -33.484* (17.23) | -33.484* (17.23) | -33.483* (17.22) | -33.481* (17.22) |
| territorial secession | 0.003 (0.04) | -0.543 (1.52) | -0.543 (1.51) | -0.543 (1.51) | -0.543 (1.52) |
| greater autonomy | -0.041 (0.03) | 6.995** (3.25) | 6.995** (3.24) | 6.997** (3.25) | 6.997** (3.26) |
| anti-occupation | 0.051 (0.05) | -5.815** (2.69) | -5.815** (2.69) | -5.814** (2.69) | -5.814** (2.69) |
| Hierarchical structure (lagged) | -0.000 (0.02) | 2.472** (0.98) | 2.472** (0.99) | 2.472** (0.99) | 2.472** (0.98) |
| Intercept | 0.999*** (0.14) | 17.671* (9.69) | 17.671* (9.67) | 17.761* (10.12) | 17.760* (10.14) |
| N | 939 | 806 | 806 | 806 | 806 |
| adj. R-squared | 0.472 | | | | |
| Log-likelihood | | -18.715 | -18.715 | -18.715 | -18.715 |
| Robust | Yes | Yes | Yes | Yes | Yes |
| Nonviolent cubic spline | Yes | Yes | Yes | Yes | Yes |
| Location-Fixed Effect | Campaign | Campaign | Campaign | Campaign | Campaign |
| Time-Fixed Effect | Year | Year | Year | Year | Year |
| Cluster | Country | Country | Campaign | Campaign | Country Campaign |

Standard errors in parentheses; * \( p < 0.10 \), ** \( p < 0.05 \), *** \( p < 0.01 \).
Table 2. The estimated effects of expansion in size on violence using MDMV data.

|                        | (1) LPM       | (2) Logit     | (3) Logit     | (4) Logit     | (5) Logit     |
|------------------------|---------------|---------------|---------------|---------------|---------------|
| Expansion in participation (lagged) | −0.810**      | −9.188***     | −9.188***     | −5.289**      | −5.289**      |
|                        | (0.35)        | (2.37)        | (2.49)        | (2.11)        | (2.26)        |
| Expansion in participation² (lagged) | 0.507**       | 4.875**       | 4.875**       | 2.506**       | 2.506**       |
|                        | (0.19)        | (2.21)        | (2.38)        | (1.09)        | (0.96)        |
| Size decrease (lagged) | −0.076***     | −1.447***     | −1.447***     | −0.591***     | −0.591***     |
|                        | (0.01)        | (0.12)        | (0.12)        | (0.08)        | (0.08)        |
| Size (lagged)          | 0.162         | 3.430*        | 3.430**       | 2.082*        | 2.082*        |
|                        | (0.20)        | (1.76)        | (1.40)        | (1.21)        | (1.21)        |
| Repression (lagged)    | 0.036*        | 1.136***      | 1.136***      | 0.398***      | 0.398***      |
|                        | (0.02)        | (0.12)        | (0.13)        | (0.12)        | (0.15)        |
| Intercept              | 1.100***      | 3.549***      | 3.549***      | 5.865***      | 5.865***      |
|                        | (0.02)        | (1.30)        | (1.21)        | (1.21)        | (1.04)        |
| N                      | 18,939        | 18,789        | 18,789        | 18,789        | 18,789        |
| adj. R-squared         | 0.067         |               |               |               |               |
| Log-likelihood         |               | −4450.38      | −4450.38      | −3783.81      | 3783.81       |
| Robust                 | Yes           | Yes           | Yes           | Yes           | Yes           |
| Nonviolent cubic spline| Yes           | Yes           | Yes           | Yes           | Yes           |
| Location-FE            | Movement      |               |               |               |               |
| Time-FE                | week          | week          | week          | week          | week          |
| Cluster                | Republic      | Republic      | Movement      | Republic      | Movement      |
| Multilevel             |               |               |               |               |               |

Standard errors in parentheses; * $p < 0.10$, ** $p < 0.05$, *** $p < 0.01$. 
increases until its effect becomes statically not different from zero. After passing the threshold of around 3.5 million expansion in a year for the NAVCO dataset and .8 million expansion in a week for the MDMV dataset, the estimated effect of expansion on the likelihood of violence turns to positive values.

I also plotted the marginal effects of expansion in participation on the predicted probability of violent dissent (Figure 2) to better visualize the theorized nonlinear association

![Figure 1](image-url)
using the estimated models. Comparing the predicted probability for NAVCO (Figure 2:a) and MDMV (Figure 2:b) reveals that the substantive effect is stronger for NAVCO analysis. This can be due to the difference in the temporal unit of analysis. NAVCO yearly analysis
makes it possible that a campaign experiences a large expansion in its size, and this increase in the number of cases reduces uncertainty about the estimated results and thus shrinks the confidence interval. On the other hand, since it is possible but not common that movements experience a large expansion in their size over a week, this smaller number of observations decreases the confidence in estimated results and increases the confidence interval. Despite a relatively weaker substantive effect in the MDMV analysis, the estimated probabilities still show that the likelihood of violent dissent first declines, but it increases after a sufficiently large expansion.

Regarding the control variables, the estimated coefficients of a decrease in the size of movements are noteworthy. The estimated models using the NAVCO dataset, consistent with literature,23 show that a decrease in campaign size increases the likelihood of violent dissent. However, the results of MDMV analysis reveal a negative association between these two variables.

Moreover, I find that repression decreases the likelihood of violent dissent in models using the NAVCO dataset, but they are not statistically significant ($p > .1$). However, the estimations of this association using the MDMV dataset are positive and statistically significant across all models. These findings support the studies that argue repression can intensify violence among protestors (DeNardo 1985; Sullivan and Davenport 2017; Davenport 2014). Similarly, the empirical results show a positive association between democracy and violent dissent (Asal and Rethemeyer 2008), but it is not statistically significant. Furthermore, campaigns with significant institutional reform, policy change, greater autonomy, and anti-occupation objectives are less prone to using violence than campaigns with regime change agendas, and secessionist movements are not different from this latter group. Finally, the estimation results show that the probability of violence is higher for campaigns with a centralized and hierarchical structure. While such a campaign can have a higher monitoring and controlling capacity, this top-to-bottom structure can lead to less satisfaction with the decisions made at the leadership level, and radical segments of the campaign deviate at some points from its primarily nonviolent strategy.

On the other hand, this capacity should help oppositional campaigns to mitigate the adverse effects of a rapid expansion in size and recruiting new members, as discussed in the theoretical section. I explored this effect as one of the robustness checks and reported its results in the online appendix (Table A2). The estimated conditional effects of hierarchical structure on the association between expansion in participation and violent dissent are negative and statistically significant. This supports the discussed arguments in the theoretical section that movements with a strong organizational capacity can better manage the adverse effects of a rapid and large expansion in their size, so they are less likely to resort to violence.

In their book, Chenoweth and Stephan (2012) ascertain that nonviolent campaigns are almost twice as successful as violent campaigns in achieving their objectives. Some might doubt these results because of the possibility of an endogeneity problem. In fact, there may be a bidirectional association between the campaign’s adopted strategy and its success. Chenoweth and Stephan address this concern by estimating a two-stage model in which the campaign in the first stage concerns the method of resistance, and the influence of the resistance method on the likelihood of success is then estimated. This two-stage model estimation also adds to the evidence for nonviolent campaigns’
higher success *vis-a-vis* violent campaigns. However, the authors do not use any theoretical framework to justify their estimated model of campaigns’ decision in the first stage.

Since this study models the adopted methods of resistance by oppositional movements, I re-estimate the effect of resistance methods on movement success in the NAVCO dataset. To do so, I estimate a simultaneous equation model (SEM) (Amemiya 1977), with two equations in which the primary method of resistance is an endogenous variable. The first equation is exactly the main empirical model of this study, and the second equation estimates the influence of the resistance method, as an endogenous variable, on the likelihood of campaign success. I control for campaign size, repression, democracy, campaign goal, and hierarchical structure accordingly. The estimations of these equations are reported in the online appendix (Table A3). These results are consistent with Chenoweth and Stephan’s (2012) findings that resorting to violence decreases campaign success. These results also suggest that larger campaigns are more successful than smaller campaigns in achieving their objectives.

**Conclusion**

The recent scholarly attention has been largely devoted to the relative effectiveness of nonviolent resistance, and there have not been enough studies on how violent and nonviolent tactics as methods of resistance emerge from state-dissident interactions. Few studies discuss the structural determinants of these resistance tactics to determine which campaigns adopt nonviolent methods of resistance. However, they do not adequately explore the dynamics of mobilization to illuminate when and why dissidents resort to violence.

This study improves our understanding of how dynamics of mobilization affect the probability of violent dissent. It offers theoretical discussion and empirical support to reconcile two seemingly contradictory theoretical expectations from rational choice and crowd behaviour literature. The article demonstrates that a moderate expansion in the size of a movement decreases violence risk because of increases in popular support. However, a large expansion of the movement overburdens its monitoring, sanctioning, and training capacities, raising the risk of violent dissent. The results across different statistical models and using NAVCO and MDMV datasets support the proposed nonlinear association.

The findings of this study provide further evidence for the scholarship that emphasizes the importance of relaxing the unitary actor assumption in conflict literature (Weinstein 2006; Pearlman 2011). Most studies on disaggregating non-state actors in conflict literature focus on rebel organization, and there have been several data collection projects to advance it (For example, see Braithwaite and Cunningham 2020). However, the literature on low-intensity conflict and nonviolent resistance still lacks proper large-N data for the cross-national study of organizational features of movements. For instance, as this article underlines, we need to better understand mechanisms that movements develop to maintain cohesion and ensure their members’ commitments to strategies. Future data collection projects dedicated to gathering data on the organizational foundations and changes of social movements and political dissent can contribute significantly to this literature. This would allow scholars to tease out underlying mechanisms linking organizational aspects of movements to their tendency to resort to violence.
In the empirical section, I employed several statistical techniques to minimize estimation bias. One of the main concerns is estimating a biased model due to an endogeneity problem. Using both movement and time fixed-effects significantly decreases the risk of endogeneity caused by the omitted variable problem. Reverse causality also is a known source of endogeneity and biased estimation. Besides, it makes interpreting the direction of estimated association difficult. However, since the independent variables are expansion in size and its square, it is hard to argue that violent dissent is causing the nonlinear association between the independent and dependent variables (See Figure 2). Therefore, we can infer that the expansion in size and its square are responsible for changes in the probability of violent dissent, not the other way round.

However, the possibility of endogeneity caused by a selection problem cannot be addressed and explored adequately considering the available data. Not all potential movements and protests make it into the conflict datasets such as NAVCO and MDMV. Indeed, the collective action problem prevents observing some potential movements. For instance, Ritter and Conrad (2016) show that expecting severe state repression prevents dissatisfied civilians from organizing a protest. If these failed movements could overcome their collective action problem, they may behave differently from what is discussed in this article. This non-randomly selection of sample can lead to biased estimations if this selection is correlated with the dependent variable, violent dissent in this study. This is a fundamental problem with conflict research using observational data to study movement tactics and their outcomes, and there is no easy solution to address this problem.

However, there are some solutions that future research can consider exploring. Moving beyond news sources and using new sources of data like social media in collecting data on conflict processes can help mitigate this problem. Currently, conflict datasets heavily rely on news sources to gather their data, and this means events that are not newsworthy do not make it to the news and thus conflict datasets (Davenport 2007). In recent years, some scholars have used social media data to analyse conflict processes by examining changes in attitudes and preferences at the individual level (King, Pan, and Roberts 2017; Stukal et al. 2019). Analysing the social media accounts of grieved citizens can help us learn when they fail to overcome their collective action problem. Combining information on these failed opposition movements from social media with data on successfully mobilized movements from news sources would significantly help to tackle the discussed selection problem using Heckman’s solutions (1976; 1979).

Notes
1. I use the terms nonviolent resistance and civil resistance interchangeably.
2. For example, see Chenoweth and Stephan 2012; Cunningham 2013; Asal et al. 2013; Braithwaite, Braithwaite, and Kucik 2015; Chenoweth and Ulfelder 2017; Cunningham, Dahl, and Fruge 2017.
3. Chenoweth and Shay 2019.
4. Beissinger 1998.
5. For example, see Chenoweth and Stephan 2012; Pearlman 2011; and Nepstad 2011.
6. Even sovereign states, equipped with military capabilities, evaluate the possibility of achieving their objectives through non-military options, such as third-party mediation and economic sanctions, before taking military action.
7. DeNardo (1985) uses ‘logical completeness’ to address this logical and theoretical issue, but a more specific term for this type of theoretical inconsistency is negation completeness or syntactically completeness, which is discussed and coined by Kurt Gödel. See Heijenoort (2002) for a detailed discussion of incompleteness theorems.
8. For example, see Lichbach 1987; Moore 1998; and Cunningham and Beaulieu 2010.
9. For example, see Crenshaw 1981 Mason and Krane 1989; Henderson 1991; Poe and Tate 1994; Davenport 1996; Eubank and Weinberg 2001; Tilly 2003; Tilly and Tarrow 2006; Asal and Rethemeyer 2008; and Shadmehr and Haschke 2016.
10. Skocpol 1979; Roberts and Ash 2009; Fair 2005; Gallo-Cruz 2012, jan. 1; and Karakaya 2018.
11. Gurr 1971; Tilly 1978; Della Porta and Tarrow 1986; Tarrow 1993; Tarrow 1989; Tarrow 1994; Mason 1996; Drake 1998; Juergensmeyer 2003; Wood 2010; Wood 2014; Pearlman 2011.
12. For example, see Sharp 1973; Ackerman and Kruegler 1993; Nepstad 2011.
13. For example, see Chenoweth and Stephan 2012; Cunningham 2013; Asal et al. 2013; Braithwaite, Braithwaite, and Kuck 2015; Chenoweth and Ulfelder 2017; Cunningham, Dahl, and Fruge 2017.
14. Although these models explore the interactions between the state and the dissidents, they assume that the state’s repression policy is exogenous. Pierskalla (2010) and Ritter (2014) are two recent studies that endogenize state repression policy, too.
15. Here, for simplicity, I assume that the movement already resolved its collective action problem. Since I study the methods of resistance adopted by opposition movements that already collectively challenged the state, discussing how they overcome their collective action problem is not within the scope of this study.
16. We can assume that nonviolent movements are more disruptive ceteris paribus, but then discussing why the movements choose nonviolent tactics would be redundant. However, it would be scientifically more interesting if we explore the underlying mechanisms through which the movements choose nonviolent methods of resistance while violent tactics are more coercive.
17. For example, see Chenoweth and Stephan (2012).
18. There have been hunger strikes historically that have resulted in mobilizing the masses. For instance, the 1981 hunger strike of Irish republican prisoners is a good example. Nevertheless, small strikes are nearly unlikely to be directly effective in changing the state’s policies, especially in non-democratic regimes.
19. http://technosociology.org/?p=448.
20. Chenoweth and Shay 2019.
21. Beissinger 1998.
22. For more details on the method, see https://www.stata.com/manuals14/memelogit.pdf.
23. For example: Arendt 1970; Crenshaw 1981; Della Porta and Tarrow 1986.
24. See Heckman (1976; 1979) for detailed mathematical discussions of the sample selection problem.
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