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Abstract: Surface electromyogram (EMG) finds many applications in the non-invasive characterization of muscles. Extracting information on the control of motor units (MU) is difficult when using single channels, e.g., due to the low selectivity and large phase cancellations of MU action potentials (MUAPs). In this paper, we propose a new method to face this problem in the case of a single differential channel. The signal is approximated as a sum of convolutions of different kernels (adapted to the signal) and firing patterns, whose sum is the estimation of the cumulative MU firings. Three simulators were used for testing: muscles of parallel fibres with either two innervation zones (IZs, thus, with MUAPs of different phases) or one IZ and a model with fibres inclined with respect to the skin. Simulations were prepared for different fat thicknesses, distributions of conduction velocity, maximal firing rates, synchronizations of MU discharges, and variability of the inter-spike interval. The performances were measured in terms of cross-correlations of the estimated and simulated cumulative MU firings in the range of 0–50 Hz and compared with those of a state-of-the-art single-kernel algorithm. The median cross-correlations for multi-kernel/single-kernel approaches were 92.2%/82.4%, 98.1%/97.6%, and 95.0%/91.0% for the models with two IZs, one IZ (parallel fibres), and inclined fibres, respectively (all statistically significant differences, which were larger when the MUAP shapes were of greater difference).
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1. Introduction

Different information on muscle activity can be collected with surface electromyograms (EMGs), e.g., concerning the muscle itself (peripheral properties) or its central control. Discriminating among peripheral and central myoelectric manifestations is very important, for example, in the investigation of fatigue [1]. Moreover, studying the central control strategy is important in many fields. Indeed, the control of motor units (MU) reflects training [2], fatigue [3], exerted force [4], and pathology [5].

Many important physiological problems can also be investigated by studying MU control, as common drive [6], muscle synergies [7], intra-muscle and inter-muscles coherence [8], corticomuscular synchronization [9]. Moreover, detailed information on MU recruitment allows improving the accuracy in many applications, such as in the estimation of the muscle force [10], contraction velocity [11], and joint angle [12] and in the control of a myoelectric prosthesis [13].

Different approaches have been attempted to extract information on MU firings. When only few EMG channels are available, the low frequency portion of the power spectral density (PSD, until about 40 Hz, i.e., the highest possible MU firing rate, FR) can be investigated [14], possibly after rectification [15]. However, the information is available only for low contraction levels [14], and the enhancement by non-linear processing, such as rectification, was questioned [16].

As an alternative, using high density acquisition systems, surface EMG can be decomposed into single MU contributions [17,18]. This approach provided important insights [19]...
but has some problems limiting its spreading: it requires a complicated detection system, it is computationally intensive, and only a portion of the EMG energy can be recovered.

Thus, focusing on single channel EMG is still important, as it is comfortable, easy to use, quick to apply, has little interference with movement, and requires a low cost in terms of memory storage and power consumption. Recently, methods have been proposed to extract information on MU activity by fast algorithms applied to simple low density recordings. One method is based on the separation of monopolar surface EMG into propagating and non-propagating components [20]. It employs a few electrodes aligned to the muscle fibres. The PSD of the non-propagating components reflects the average MU FRs in the low frequency range [21].

Another approach has been applied on a single differential (SD) channel (which is the most common acquisition modality in applied studies). It was successfully applied to simulated EMGs to extract the mean MU FR [22] and to experimental data to improve the myoelectric control [23]. It is based on a deconvolution procedure, which allows to approximate the recorded signal as the convolution of a prototype function (adapted to the signal) with an estimated firing pattern. The deconvolution problem is regularized (to enhance stability) and defined as a least L1 error problem, obtaining a sparse solution [24], which resembles the cumulative firings of MUs.

Using a single SD channel, the method can be applied in many different applications. However, it has some limitations.

- A single kernel is unlikely to be sufficient to represent a general EMG, including MUAPs corresponding to different conduction velocities (CV). Indeed, a widespread delay distribution is expected to be used to recover a MUAP with a larger support than the kernel (corresponding to a MU with a low muscle fibre CV), whereas, there will be problems in rebuilding MUAPs shorter than the kernel.
- Problems are expected if there are more innervation zones (IZs) and MUAPs are propagating in different directions under the detection point so that the single SD channel records waves with opposite phases.
- In ideal conditions, the deconvolution process would recover exactly the original data by convoluting the estimated cumulative firings with the selected kernel. As coherence is unaffected by filtering, it would be the same if applied to the original or the processed data. Thus, a generalization is needed to make the method applicable to important fields, such as intra- or inter-muscular coherence, overcoming the limitations of using the raw EMG.

These limitations ask for an improvement of the method. The purpose of the present work is thus to generalize it to include more kernels. This would allow to overcome the limitations of the previous method listed above. Indeed, a multi-kernel method could represent MUAPs with different durations (i.e., associated to different muscle fibre CVs) or corresponding to different directions of propagation. Moreover, the coherence of cumulative estimated firing patterns from two signals will be different from that of the raw data, possibly better reflecting the coupling between MU firings. In the following sections, the method is introduced, examples of applications are provided, and a comparison on simulated data with the single-kernel approach is provided.

2. Methods
2.1. Signal Processing

As in [22], the interference EMG was considered as the asynchronous summation of different MUAPs

\[ s(t) = \sum_{m=1}^{N} \sum_{j=1}^{J_m} M_{m}(t - \tau_{mj}) + n(t) \]  

where \( s(t) \) is the EMG, \( N \) is the number of active MUs, \( M_{m} \) is the \( m \)th MUAP (each firing \( J_m \) times in the considered epoch), \( \tau_{mj} \) is the \( j \)th time in which the \( m \)th MUAP fires, and \( n(t) \)
is an additive noise. Notice that the signal is assumed to be stationary and, thus, MUAP variations (e.g., induced by fatigue) are neglected within the signal epoch.

Our interpretation model can be written in the following form

$$ s(t) = \sum_{n=1}^{N} M_n(t) \ast F_n(t) + n(t) $$

where $\ast$ indicates the convolution operator, and $F_n(t) = \sum_{j=1}^{l_n} \delta(t - \tau_{mj})$ is the firing pattern of the $m$th MUAP.

In [22], a single kernel was used to approximate the waveforms of different MUAPs. On the other hand, multiple kernels are used here to fit the data

$$ \tilde{s}(t) = \sum_{i=1}^{N_k} K_i(t) \ast f_i(t) + p(t) $$

where $K_i(t)$ is the $i$th kernel, $f_i(t)$ the corresponding estimated firing pattern and $p(t)$ a perturbation, representing all approximation errors, due to noise and to the limited number $N_k$ of kernels used. Indeed, only few kernels can be included, as the problem is under-determined, and its complexity grows as the number of unknowns (kernels and firing patterns) increases.

The kernels were written as first derivatives of Gaussian functions, as this shape resembles that of MUAPs recorded in SD configuration. Three different tests were considered in the following, corresponding to two choices of kernel waveforms.

- A large spread of IZs was assumed, so that MUAPs could propagate under the electrodes in two opposite directions. This happens in many different conditions, e.g., in sphincter muscles [25], in the case of fibre pinnation or, in general, when the distribution of IZs is not perpendicular to the fibre direction [26]. As a consequence, waveforms with opposite phases are recorded by the considered SD channel. In such a case, two kernels were considered, with the same PSD resembling that of the original data but with opposite phase. Specifically, the PSD of the first derivative of a Gaussian function is

$$ \hat{G}(t) = \frac{d}{dt} e^{-\frac{t^2}{2\sigma^2}} \rightarrow F[\hat{G}(t)] = j2\pi f e^{-\frac{\pi^2}{2\sigma^2}} \rightarrow PSD = |F[\hat{G}(t)]|^2 = 4\pi^2 f^2 e^{-\frac{\pi^2}{2\sigma^2}} $$

where $F$ indicates the Fourier transform. In order to estimate the variance $\sigma^2$, the following 1D curve can be studied

$$ \Gamma(t) = \left( f^2, \log \frac{PSD}{4\pi^2 f^2} \right) = (f^2, -4\pi^2 f^2 \sigma^2) $$

It is clear that $\sigma^2$ can be estimated by the slope of this curve divided by $-4\pi^2$. This procedure was applied to the PSD of the EMG, which is more complicated than the above expression, as different waveforms are summed, none of them are exactly obtained as a derivative of a Gaussian function, and noise is present. Thus, the PSD of the EMG was considered in a frequency range in which most of the power is found, i.e., in $(F_{\text{Med}} - 2F_{\text{std}}, F_{\text{Med}} + 2F_{\text{std}})$, where $F_{\text{Med}}$ is the median frequency and $F_{\text{std}}$ the standard deviation of the PSD (preliminary tests showed that this range provided stable results). Curve (5) was approximated by a straight line within this range and its slope was used to estimate $\sigma^2$. As detailed below, two different simulators were used to test this condition: a model with parallel fibres [27] and two different IZs and a simulator of pinnate muscle with fibres inclined with respect to the skin surface [28,29].
• A single direction of propagation was assumed, such as when electrodes are placed beyond the last IZ over a muscle with parallel fibre architecture. As MUAPs are generated by MUs with different CVs, the PSD of the EMG sometimes provides a curve (5) that is not well approximated by a straight line. The curve was then fit by a parabola, and its slopes in the 15th, 50th, and 85th percentile of the frequency range mentioned above were used to estimate the variances of three kernels. Those kernels ideally reflect MUAP prototypes of MUs with small, medium, and large values of CV.

This way, the proposed method for the selection of the kernels adapts to the signal. Eventually, the method can come back to the single kernel case in the limit in which the curve (5) is linear, so that the three kernels are identical.

Given the kernels, the corresponding firing patterns were estimated, by deconvolution, which is an unstable inverse problem, calling for regularization. The Tikhonov approach was considered [30]

$$\arg \min_{f_i(t)} \| s(t) - \sum_{i=1}^{N_k} K_i(t) * f(t) \|^2_2 + \alpha \| f(t) \|^2_2$$  \hspace{1cm} (6)$$

where $\alpha$ is the regularization parameter chosen as detailed below. The problem was discretized as in [22,31], writing convolution as the multiplication of the unknown firing patterns with a matrix. Specifically, $AX \approx b$, where $A$ is the matrix collecting the samples of the kernel, $b = \{ b_i \} = \{ s(t_i) \}$ is the vector of recorded data samples, and $X$ is the unknown MU firings. Here, as more kernels are considered, the matrices discretizing the convolution with each of them were collected in blocks, and the unknowns were placed in a single vector as follows

$$A = \begin{bmatrix} K_1[1] & 0 & \cdots & 0 & K_2[1] & 0 & \cdots & 0 \\ K_1[2] & K_1[1] & \ddots & \vdots & K_2[2] & K_2[1] & \ddots & \vdots \\ \vdots & \vdots & \ddots & 0 & \vdots & \vdots & \ddots & 0 \\ K_1[M] & \cdots & K_1[2] & K_1[1] & K_2[M] & \cdots & K_2[2] & K_2[1] \end{bmatrix} \quad \quad \quad X = \begin{bmatrix} f_1(t) \\ f_2(t) \end{bmatrix}$$  \hspace{1cm} (7)$$

where the case of two kernels is considered.

The functional to be optimized in (6) can now be written as

$$\| AX - b \|^2 + \alpha \| X \|^2 = \| \begin{bmatrix} A \\ \sqrt{\alpha} I \end{bmatrix} X - \begin{bmatrix} b \\ 0 \end{bmatrix} \|^2 = \| BX - c \|^2$$  \hspace{1cm} (8)$$

where

$$B = \begin{bmatrix} A \\ \sqrt{\alpha} I \end{bmatrix}, \quad c = \begin{bmatrix} b \\ 0 \end{bmatrix}$$  \hspace{1cm} (9)$$

The solution of the regularized problem can be obtained analytically as

$$X = (B^T B)^{-1} B^T b = (A^T A + \alpha I)^{-1} A^T b$$  \hspace{1cm} (10)$$

The regularization parameter $\alpha$ was chosen as the 1% of the maximum eigenvalue of $A^T A$, so that the condition number of the matrix $A^T A + \alpha I$ to be inverted in Equation (10) is not higher than 100. As noticed in [22], the mean squared error is affected by outliers and is overly tolerant to small values. Using the $L_1$ instead of the $L_2$ norm, the solution becomes more stable to outliers and sparse values [32] resembling a firing pattern. The iterative reweighted least squares (IRLS) method was used to solve the $L_1$ problem [30], using 10 iterations. Thus, the following error functional was minimized

$$\| \begin{bmatrix} A \\ \sqrt{\alpha} I \end{bmatrix} x - \begin{bmatrix} b \\ 0 \end{bmatrix} \|_{L_1}^2 = \| W^T \cdot \left( \begin{bmatrix} A \\ \sqrt{\alpha} I \end{bmatrix} x - \begin{bmatrix} b \\ 0 \end{bmatrix} \right) \|_2^2$$  \hspace{1cm} (11)$$

where $W$ is a vector of weights that should be equal to the reciprocal of the square root of the $L_1$ error. For each iteration, such weights were defined based on the last solution available
and used to compute the new one. For each iteration, the solution was also imposed to be positive, by putting its negative values to zero.

2.2. Test Data

Two different simulation models were used to generate test EMG data: a cylindrical volume conductor [27] and a model of pinnate muscle with fibres inclined with respect to the skin surface [28]. The two volume conductors were used to simulate single fibre action potentials (SFAP).

Considering the cylindrical simulation model, data were generated as in [20–22]: fat layer thickness of either 3 or 7 mm, symmetrical fibres with average semi-length of 60 mm, spread of IZ and tendons equal to 10 mm, and sample frequency of 2048 Hz. MUAPs were built as sum of SFAPs of the closest fibres (simulated with density of 20/mm²) to their centres, randomly chosen within the muscle (400 MUAPs were generated). To simulate MUAPs with different directions of propagation, half of the SD MUAPs were reversed (i.e., multiplied by $-1$).

Except for the representative tests detailed below, MUs were listed in size order, and those corresponding to even numbers were phase reversed. Imposing a phase reversal is like assuming that two IZs were present in mirror positions with respect to the detection point. Some representative tests were performed considering three SD channels aligned to the muscle fibres to test the possibility of discriminating the two directions of propagation and computing muscle fibre CV. Moreover, representative simulations were considered in which the smallest and largest MUs were innervated under different IZs: this way, their average FRs and CVs were different and the sensitivity of the algorithm to these differences could be tested.

Concerning the pinnate muscle, the same simulator as in [29] was considered, with a sampling frequency of 2 kHz, pinnation angle of $25^\circ$, fat layer thickness of either 3 or 7 mm, symmetrical fibres with an average semi-length of 25 mm, spread of IZ and tendons of 5 mm approximately simulated by smoothing the SFAPs, which were then multiplied by the MU sizes to generate the MUAPs. SFAPs (and hence also MUAPs) were generated shifting by steps of 2 mm a single simulated fibre in the longitudinal and transverse directions (with ranges of $\pm 30$ mm and $\pm 12$ mm, respectively, obtaining 403 SFAPs).

For all considered simulation models, MU CVs had Gaussian distribution with standard deviation 0.3 m/s and a mean value in the range 3–5 m/s (with steps of 0.5 m/s).

MU recruitment was described as in [33], simulating force levels of different maximal voluntary contraction (MVC; for most tests, 80% of MVC was considered). The FR distribution provided by the simulator was linearly mapped into the range [$FR_{\text{min}}$, $FR_{\text{max}}$], where $FR_{\text{max}}$ was chosen in the range 20–40 Hz (with step 5 Hz) and $FR_{\text{min}} = 5$ Hz + 0.25 $FR_{\text{max}}$. The inter-spike interval (ISI) was randomly varied with the coefficient of variation (CoV) either 10% or 20% in different simulations. Finally, different levels of synchronization of MU discharges were simulated as in [1], with the percentage of firings synchronized in each MU train and, for each synchronization event, assumed to be equal and varied within 0 and 20% (with steps of 5%) in different sets of simulations.

A representative test on coherence was also considered: in such a case, half of the MUAPs (randomly chosen) were used to generate the EMG from a muscle and the others to simulate the EMG recorded over a second muscle. The synchronization of MU discharges was used to obtain coherent firings.

Stationary interference signals lasting 10 s were simulated and then detected by a single SD channel with an inter-electrode distance of 10 mm and the first electrode at 15 mm from the IZ. As exceptions to this default simulation, for the tests on CV, three SD channels aligned to the muscle fibres were considered (instead of a single SD channel), placing the other two electrodes at 35 and 45 mm from the IZ; moreover, for the representative tests on inter-muscular coherence, one SD channel was placed on each of the two considered muscles.
2.3. Assessment of Performance

The aim of the proposed algorithm is to estimate the cumulative weighted firings (CWF) of the simulated MUs. Specifically, the CWF is defined as the sum of MU firing trains weighted by the root mean square amplitudes of the corresponding MUAPs [22], thus, accounting for the detection volume of the considered SD channel.

The new algorithm was compared to the one including a single kernel [22] in terms of the accuracy in measuring the low frequency content of the simulated CWF. Indeed, the high frequency portion of the estimations is only related to how spiky they are, whereas the low frequency range reflects the average FRs of different MUs [21,22]. The cross-correlation was computed between the simulated and estimated CWF time series, low pass filtered at 50 Hz (Chebyshev type II filter, with a 1 dB ripple in the pass-band and 20 dB of minimum attenuation in the stop-band, starting at 55 Hz)

\[
CC = \frac{\langle S_{CWF}(t), E_{CWF}(t) \rangle}{\sqrt{\langle S_{CWF}(t), S_{CWF}(t) \rangle \langle E_{CWF}(t), E_{CWF}(t) \rangle}}
\]  

(12)

where \(\langle \cdot, \cdot \rangle\) indicates the scalar product and \(S_{CWF}(t)\), and \(E_{CWF}(t)\) are the filtered simulated and estimated CWF, respectively. For each method (either single or multi-kernel), the dataset included 500 estimations, i.e., obtained considering simulated data from the combination of two fat thicknesses, five means of MU CV distributions, five maximal MU FRs, five levels of synchronization between MU discharges, and two CoVs of ISI.

As the Kolmogorov–Smirnov and Lilliefors tests excluded the null hypothesis that the distributions of cross-correlations were Gaussian (as expected), non parametric statistics was applied to explore possible statistical differences in performances. Specifically, Wilcoxon rank sum and signed rank tests were used (considering data as either not-paired or paired, respectively) to test couples of distributions by fixing a parameter and pooling data with respect to the others. Significance was set with a p value lower than 0.05.

Additional representative examples of applications are provided, focusing on outputs that only the new algorithm can provide: discrimination of MUAPs propagating in different directions to estimate their CWFs or global CVs; inter-muscular coherence, for which the coherence of the simulated CWFs was the reference.

3. Results

Figure 1 shows two examples of applications. The same simulator with cylindrical volume conductor was used for two cases, considering a muscle with 100 MUs, obtained undersampling by a factor of 4 for the simulated MUAPs used for the following tests. A series of MU discharges were generated and were used to simulate two different EMGs by either using the simulated MUAPs or inverting the phase of the last 25% of them (the latter case simulating a muscle with two different IZs). In Figure 1A, a muscle with two IZs is considered. The overall signal and the two separated contributions (each including only MUAPs with same phase) are shown on top.

The signal was reconstructed using two kernels with opposite phase: their time scale was chosen to fit the PSD of the signal (as explained in the Methods section). The simulated and estimated CWFs are then provided: larger MUs were innervated under the second IZ and had, on average, a lower FR with respect to smaller MUs. This is reflected by the low frequency peaks of the PSDs of CWFs (at the bottom of the Figure, both simulated and estimated).

In Figure 1B, the same condition is studied: the only difference is that all MUAPs have the same phase (as a single IZ is considered). The EMG was approximated using again two kernels, which are first derivatives of Gaussian functions with different time scales: they were obtained by scaling, by factors 0.9 and 1.1, the kernel with the PSD best fitting that of the data. Those kernels should fit the behaviour of MUs with different CVs (with the first/second kernel resembling those with lower/larger CVs).
Small MUs have lower CVs and fires at higher frequencies. The overall signal is shown on top, together with two separated contributions provided by the sum of the first 75% and last 25% of MUAPs (in practice, it is the same signal as in Figure 1A, but with the second contribution with different sign). The simulated and estimated CWF are then shown, both in time and frequency domain.

**Figure 1.** Example of simulated data (on a muscle with 100 MUs) and estimation of cumulative firings. (A) EMG from a muscle with two IZs (70% MVC, fat layer thickness of 3 mm, mean CV of 4 m/s, no synchronization between MU firings, CoV of ISI 10%, maximum FR 40 Hz), showing SD MUAPs with different phases. Small and large MUs are associated to different IZs (split into 75% of small MUs and 25% of large MUs, so that the amplitude of the two contributions is similar). The total signal and those corresponding to the activation of MUs innervated at different IZs are considered, showing (from up to down) a portion of EMG (0.5 s out of the simulated 10 s), the simulated CWF and the estimated CWF (considering two kernels, with opposite phase, with PSD fit to that of the data). Finally, the PSD of the simulated and estimated CWFs are shown. (B) The same as in (A) but considering a single IZ: in practice, the red signal is the same as in (A), whereas the blue one has the opposite phase. Two kernels are considered, with the same phase but different time scales (0.9 and 1.1 rescaling with respect to the kernel fit to the data). Notice that, in the case of high level of synchronization of MU discharges, the PSD had low frequency contributions and also the kernels. Specifically, two estimated kernels were much smoother than MUAPs to fit large low frequency spikes that are generated in the signal by the superimposition of synchronized MUAPs; the third kernel includes spectral contributions of larger frequency (which is useful to fit not synchronized MUAPs).

**Figure 2** shows the estimation of the three kernels in the case of different signals from a simulated muscle with cylindrical volume conductor and a single IZ. The kernels are defined as derivatives of Gaussian functions with the standard deviations defined as slopes of a second order polynomial interpolating $\log_{10}\frac{PSD}{f^2}$ versus $f^2$, determined on specific points (as explained in the Methods section). Notice that, in the case of high level of synchronization of MU discharges, the PSD had low frequency contributions and also the kernels. Specifically, two estimated kernels were much smoother than MUAPs to fit large low frequency spikes that are generated in the signal by the superimposition of synchronized MUAPs; the third kernel includes spectral contributions of larger frequency (which is useful to fit not synchronized MUAPs).
Figure 2. Estimation of three kernels, in the cases of (A) no synchronization between MU discharges or (B) high synchronization (signal with one IZ, 80% MVC, fat layer thickness of 3 mm, mean CV of 4 m/s, CoV of ISI 10%, and maximum FR 40 Hz). From top to bottom, the following panels are shown: the signal; its PSD (black) and the ones of the three estimated kernels (in red, blue, and green, keeping the same colours for indicating the same kernels in the following panels); the function of the PSD used to estimate the kernels (in black is the data in the range of interest, in gray is the part out of this range; the interpolation line is in yellow; the points used to estimate the kernels are coloured); and the kernels (with their colour) are superimposed to the MUAPs (in gray) whose CWF best correlates with its deconvolution signal.

Figure 3 shows the possibility to discriminate between signals propagating in different directions by using deconvolution with kernels with opposite phase. Small MUs were simulated as innervated under one IZ, whereas the large ones were innervated under a second IZ. Three SD channels aligned to muscle fibres were considered. The method approximately reconstructed the two components by deconvolving the channels using kernels with opposite phase (thus without integrating information from different channels to discriminate the two directions of propagation). Positive and negative values of CV were obtained respectively for the two reconstructed components, obtained by convolution of the estimated CWFs with the corresponding kernels. Moreover, the absolute value of the estimated CV was larger for the signal corresponding to larger MUs.

Figure 4 considers the estimation of coherence. Two EMGs were simulated, produced by two separate muscles, constituted by different MUs chosen by randomly selecting MUAPs generated by the three models (muscle with two IZs, with one IZ and pinnate muscle with fibres inclined with respect to the skin surface). Coherent behaviour was obtained by introducing a 10% synchronization between MU discharges. Estimating the coherence using the raw signal is not possible when the muscles have more IZs or the fibres are pinnated, whereas deconvolution shows some coherency also in those cases.

Figure 5 shows the results of the overall tests obtained considering different simulation parameters. EMGs of 10 s duration were generated by the three simulation models with a force level of 80% and processed by either the single-kernel or the multi-kernel method. The performance parameter is the cross-correlation between simulated and estimated CWF. The distributions of the correlation coefficients obtained when using either the single- or the multi-kernel approach are compared. Considering the entire datasets for the three simulation models, i.e., with two IZs, 1 IZ (parallel fibres) and inclined fibres, the mean/median cross-correlations for the single-kernel approach were 82.5%/82.4%, 96.5%/97.6%, and 85.8%/91.0%, respectively. In the case of the multi-kernel method, the performances increased to 92.1%/92.2%, 97.0%/98.1%, and 93.0%/95.2%, respectively. The differences
were highly statistically significant for all simulation models (both considering the data as paired or not). They were larger when the MUAP shapes were more different. On the other hand, in the case of parallel fibres and 1 IZ, even the single-kernel method showed very high performances, and the improvement by the multi-kernel approach was lower.

**Figure 3.** Example of estimation of the CV from a signal with two IZs and MUAPs propagating in two directions. A contraction level of 30% MVC was simulated, considering a volume conductor with fat layer thickness of 3 mm, mean CV of 4 m/s, no synchronization between MU firings, CoV of ISI 10%, and maximum FR 40 Hz. The smallest MUs (which were the 75% of the active MUs) were innervated in one IZ and the others were under the second one. (A) A portion of signal of half a second (10 s were simulated), showing three SD channels aligned to the muscle fibers. The contributions of MUAPs propagating in either of the two directions are also shown. Under the simulated signals, those obtained by deconvolution using two kernels with opposite phase are shown. (B) CWFs, simulated (up) and estimated (down). The estimated CWFs were obtained processing the three SD channels using the same kernels (chosen based on the first of the three SD channels, i.e., the one shown above the others). (C) Estimation of CV from adjacent, non-overlapping epochs of 500 ms, using either the simulated or the estimated signals, corresponding to MUAPs propagating in single directions or to data deconvolved using each kernel, respectively. Both signed CV and its absolute value are considered.

Splitting the results by fixing specific simulated conditions (i.e., pooling all simulations with a fixed value of either fat layer thickness, or mean CV, or maximum FR, or synchronization, or CoV of ISI), the effect of a single simulation parameter can be studied. In the cases of MUAPs propagating in two directions (Figure 5A) and pinnate muscle (Figure 5C), the multi-kernel method provided a statistically significant improvement in all cases, both considering data as not-paired and paired (with all negligible p values, lower than $10^{-10}$).

In the case of simulated muscle with parallel fibres and a single IZ (Figure 5B), the performances were larger than when using the other two simulators, with correlation coefficients close to 1 for both methods (including one or three kernels, respectively). However, the multi-kernel method showed average superior performances than those of the single-kernel one also in this case. Statistical significance was always obtained considering data as paired, with the exception of the case in which the synchronization level was 20%. Moreover, there were statistically different performances even when considering data as not paired, but only in the following cases: fat layer thickness of 7 mm, level of synchronization up to 10%, and CoV of ISI equal to 20%.
Figure 4. Example of the estimation of coherence in different conditions. The same firings were generated and then applied to simulate different EMGs considering different sets of MUAPs obtained using three models. A contraction level of 40% MVC was simulated, considering a volume conductor with fat layer thickness of 3 mm, mean CV of 4 m/s, CoV of ISI 10%, maximum FR 40 Hz, and level of synchronization between MU firings of 10%. MUs were randomly split into two sets, used to generate two EMGs (as they were recorded by two SD channels, each one placed over one of the two different muscles, each constituted by 200 MUs). (A) Simulated CWFs of the two muscles (portion of half a second on the left) and coherence (right, considering signals of 10 s duration). (B) EMGs of two muscles with two IZs (left, same time range as for the CWFs in (A) and estimated coherence (right), using either the raw signals or the estimated CWFs using two kernels with opposite phase, for each muscle. (C) Same as (B), but considering a signal with a single IZ and three kernels for the deconvolution. (D) Same as (B), but considering a simulated volume conductor with fibres inclined of 25° with respect to the skin surface.

Figure 5. Cross-correlation of the low frequency contributions (up to 50 Hz) of the simulated CWF and estimated by either the single-kernel (red) or multi-kernel method (black). Each estimation was obtained considering single channel SD EMG at 80% MVC with a duration of 10 s. Data are shown after pooling with respect to specific values of fat layer thickness, mean MU CV, maximal FR, level of synchronization of MU firings, and CoV of ISI. Different simulation models are considered: (A) cylindrical volume conductor with parallel fibres and two IZs (50% of MUs innervated under each IZ; uniform distribution of MU size among different IZs); (B) same volume conductor as in (A), but considering a single IZ; (C) pinnate muscle with fibre inclined with respect to the skin surface.
4. Discussion

The large pick-up volume of surface EMG allows to detect more information than using intramuscular sensors; however, disentangling the recruitment strategy of MUs is more difficult [34], e.g., due to the lower selectivity [35], possible cross-talk [36], the smoothing effect of the volume conductor [37,38], and the large phase cancellations [39].

High density surface EMG can recover information on MU recruitment [18,19], but the recording system is cumbersome, and data storing and processing are intensive. As a result, few EMG channels are preferred in many applied fields, such as sport [40], gait analysis [41], ergonomic assessments [42], diagnosis [31,43], myoelectric control [44]. It is then important to be able to extract more information from single channel recordings, going beyond basic analysis, such as the estimation of activity intervals or amplitude and spectral indexes.

Any information that could be of great interest is indeed related to the timings of MU discharges. In this paper, previous results in this direction are deepened. Specifically, in a previous work [22], a single channel EMG was recovered as the convolution of a kernel (adapted to the signal) and a firing pattern, ideally approximating the cumulative firings of active MUs. This approach has been generalized here to include more kernels. This can be useful when the MUAPs summed in the recorded EMG are very different from each other, and a single kernel cannot represent them accurately.

Different MUAP shapes are found when complicated volume conductors are under study, such as in the case of pinnate muscles with fibres inclined with respect to the skin surface [29]. Waveforms with different polarities can be observed, depending on the relative position of the SD channel and the MUs. MUAPs with opposite phases are also obtained when different IZs are present [26]. Moreover, different MUAPs are observed when there is a large spread of CVs (determining different durations of the MUAPs).

The waveforms are also affected by the degree of synchronization of MU firings: indeed, synchronized discharges determine superimposed MUAPs, resulting in waveforms with large amplitude; moreover, a small jitter between synchronized firings makes the compound wave-shape smooth, thus, including large contributions of low frequency components (very different from MUAP shapes recorded during discharges, which are not synchronized with others).

The proposed method estimates the kernels on the basis of the signal. In the case of different directions of MUAP propagation (i.e., more IZs or pinnate muscle), a single kernel was chosen to fit the PSD of the data and it was selected together with a second one with opposite phase. On the other hand, when a muscle with parallel fibres and a single IZ was considered (so that small differences in MUAP shapes were determined only by different CVs and positions of the MUs), kernels with different time scales were selected, again based on the PSD of the signal (as shown in Figure 2).

Notice that, if the spread of MU CVs is small, the kernels are all similar. On the other hand, the estimated kernels can be different when many MUAPs are asynchronously summed in the EMG, with high contraction levels, large range of CVs and low volume conductor filtering effect (e.g., a small thickness of the subcutaneous tissue). They were quite different also when high levels of MU synchronization were simulated, as many MUAPs were superimposed and the PSD was pushed toward lower frequency ranges: superimposed MUAPs provided smooth waveforms approximated by low frequency kernels, whereas the other MUAPs (asynchronously summed) were approximated by another kernel with higher frequency contributions (Figure 2B).

This approach allowed to obtain a statistically significant improvement of performance in estimating the simulated cumulative firings with respect to the single-kernel method (see Figure 5). Clearly, the greater the differences between MUAP shapes (e.g., with pinnate muscles or MUAPs with different phases), the larger the improvements are when using the multi-kernel approach instead of the single-kernel. However, significant improvements were found even when considering a muscle with parallel fibres and a single IZ, for which the SD MUAP shapes were quite similar. In a representative example (shown in Figure 1),
the sharper kernel (representing faster MUs) showed a deconvolution signal with PSD with a peak at a lower frequency than that associated to the smoother kernel (approximating slow MUs): this proves some sensitivity to the simulated behaviour of different groups of MUs, approximated by the different kernels. However, more stable information can be obtained when MUAP shapes are more different: in Figure 3, MUs were split into two groups (of small and large MUs, respectively), with different IZs, and the algorithm was able to separate the two groups so that, considering different channels aligned to the fibres, a reliable estimation of their CVs could be obtained (i.e., with different signs for the two groups and with larger absolute value for the group with larger MUs (This should not be considered an efficient method for this application, as it would be better to integrate the information from different channels. However, the reliable results indicate the plausibility of the estimations on each channel)).

Consider also that alternative methods to optimally select the kernels can be proposed to adapt to specific applications. For example, different MUAPs could be decomposed (e.g., considering preliminary detections at low force levels and an algorithm for spike identification) and used as kernels.

The results suggest that the proposed deconvolution approach can in part compensate for different waveforms, possibly supporting a reliable estimation of muscular coherence. Figure 4 shows some representative examples, in which the same MU firings were simulated and used to generate different EMGs from two muscles, using MUAPs obtained by the three volume conductor models employed for the tests (parallel fibres with two and one IZs and pinnate muscle). The coherence in the simulated CWFs could be fairly estimated using the raw EMGs only in the case of parallel fibres including a single IZ. On the other hand, when considering MUAPs with different phases (i.e., when using either the model with two IZs or with pinnate fibres) no coherence among the raw EMGs was found, whereas deconvoluted data indicated some coherent behaviour even in those cases. MUAPs with different phases have been also simulated in [45], obtaining similar results; rectification was suggested in that case to recover some information on muscular coherence. Rectification could improve the estimation of coherence also using the simulated data shown here, but with lower performances than when using deconvolution. Indeed, deconvolution showed in the 0–100 Hz range a median coherence that was the 93% and the 54% higher than those obtained from the signals in Figure 4 after rectification, for the cases of two IZs and pinnate muscle, respectively. This indicates that, in those cases, it was important to compensate for phase cancellations and MUAP shapes beyond simply removing phase differences by rectification.

The proposed method has some limitations, mainly due to model approximations, the general instability of the inverse problem, poor recorded information, and the computational cost.

Specifically, the EMG is the asynchronous sum of different MUAPs that have different shapes due to the specific volume conductor (which could include inhomogeneities [46–48], different fibre directions [28,49,50], etc.) and the relative location with respect to the detection channel (which reflects into a different contribution of propagating and non-propagating components [20]). Representing the sum of MUAPs with different shapes with a few kernels introduces a model approximation that will reflect into mistakes in the estimation of MU firings.

A second limitation mentioned above is intrinsic to all inverse problems, whose solution is unstable. This is due to the direction of the problem to be solved, which is inverse with respect to causality: from the effect (i.e., the EMG data), the cause is estimated (i.e., the MU firings), by a single channel blind separation of the different sources, without knowing neither the kernel waveforms nor the timings of discharges. Very different solutions could provide a similar fit of the data, calling for a regularization, which introduces some a-priori information on the solution. Tikhonov regularization was chosen, which imposes a small energy, thus requiring to limit the phase cancellations. Then, as MU discharges are sparse, the $L_1$ norm was used (instead of the popular $L_2$) to define the optimization problem to be solved (as already proposed in [22]).
Moreover, limitations are imposed by the poor information that is recorded. Indeed, a single SD channel has a limited pick-up volume, so that only a portion of the muscle can be explored, with MUs closer to the detection point largely affecting the EMG. Moreover, important phase cancellations are expected, mainly with large effort levels [39]. Furthermore, considering a single channel, it is not easy to discriminate MUAPs propagating with different CVs or in different directions, especially when the interference is important, as in the case of large force levels. It is then difficult to provide a stable discrimination of the behaviors of different MUs (unless the MUAP shapes are very different or the force level is small, so that phase cancellation is limited). For example, sharpness of MUAPs is affected both by MUs CV and depth within the muscle, so that MUs with different types could be even approximated by the same kernel, impeding their discrimination.

Finally, the multi-kernel method has a larger computational cost than the single-kernel approach. Indeed, the dimension of the matrix to be pseudo-inverted increases when more kernels are included. Preliminary tests indicated that, when using two and three kernels, the computation time was, respectively, 3.6- and 7.6-times larger than when using a single kernel. This impedes the real time application with the present implementation (interpreted code in Matlab, data sampled at 2 kHz); however, by down-sampling the data to 1 kHz (as suggested in [22]) and using a compiled implementation, the computational time could be greatly decreased.

5. Conclusions and Further Work

An innovative method is introduced, extending a previous algorithm to estimate the cumulative firings of MUs from a single EMG recorded in SD configuration. As for the previous method, it deconvolves the surface EMG to estimate the cumulative MU firings; however, it uses multiple kernels fit to the data, instead of a single one. The new method outperformed the single-kernel approach in estimating simulated cumulative firings. Moreover, it extends the possible applications to cases in which a single kernel cannot approximate the different MUAPs, as when they have opposite phases or shapes that are greatly different.

Validation in experiments is needed. Future applications are expected in many conditions in which the study of MU control is of interest but high-density recording systems are not used.
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Abbreviations

The following abbreviations are used in this manuscript:

- CoV: Coefficient of Variation
- CV: Conduction Velocity
- CWF: Cumulative Weighted Firings
- EMG: ElectroMyoGram
- FR: Firing Rate
- ISI: Inter-Spike Interval
- MVC: Maximal Voluntary Contraction
- SD: Single Differential
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