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Abstract—Tomographic imaging is in general an ill-posed inverse problem. Typically, a single regularized image estimate of the sought-after object is obtained from tomographic measurements. However, there may be multiple objects that are all consistent with the same measurement data. The ability to generate such alternate solutions is important because it may enable new assessments of imaging systems. In principle, this can be achieved by means of posterior sampling methods. In recent years, deep neural networks have been employed for posterior sampling with promising results. However, such methods are not yet for use with large-scale tomographic imaging applications. On the other hand, empirical sampling methods may be computationally feasible for large-scale imaging systems and enable uncertainty quantification for practical applications. Empirical sampling involves solving a regularized inverse problem within a stochastic optimization framework to obtain alternate data-consistent solutions. In this work, a new empirical sampling method is proposed that computes multiple solutions of a tomographic inverse problem that are consistent with the same acquired measurement data. The method operates by repeatedly solving an optimization problem in the latent space of a style-based generative adversarial network (StyleGAN), and was inspired by the Photo Upsampling via Latent Space Exploration (PULSE) method that was developed for super-resolution tasks. The proposed method is demonstrated and analyzed via numerical studies that involve two stylized tomographic imaging modalities. These studies establish the ability of the method to perform efficient empirical sampling and uncertainty quantification.
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I. INTRODUCTION

Modern imaging systems are computed in nature and require an appropriate image reconstruction method for estimating an object from a collection of tomographic measurements [1]. In practice, the acquired measurement data is noisy, and at times incomplete, in which case the associated inverse problem will be ill-posed. For example, to accelerate the data-acquisition in magnetic resonance imaging, undersampled measurement data can be purposely acquired [2]. In such cases, image reconstruction methods that seek to estimate approximate but potentially useful estimates of the object property require regularization. Regularization strategies incorporate appropriate prior knowledge of the object, known as object priors in the Bayesian parlance, into the reconstruction process. For example, sparsity-promoting regularization strategies have found great success in recent years [3]–[5]. More recently, a variety of data-driven methods have been proposed whereby a more accurate object prior is learned from large databases of existing imaging data. Many data-driven methods employ deep neural networks, otherwise known as deep learning (DL) [5]–[7].

Most medical image reconstruction methods available today are designed to produce a single estimate of the object, which is known as the maximum a posteriori (MAP) point estimate when interpreted in a statistical framework. However, in the presence of data noise or incompleteness, multiple objects can exist that are consistent with a given set of measurement data. Moreover, there is generally no guarantee that the produced object estimate will be the most accurate or useful (with respect to a specific clinical task) among the multiple possible objects that are consistent with the measured data. This is especially true for many DL-based image reconstruction methods, which are often based on heuristic designs and can have an enhanced propensity for producing hallucinated structures [8]. These hallucinated structures are of particular concern for medical imaging applications because such structures may not always be readily identifiable as artifacts and therefore the images can appear plausible but are, in fact, incorrect.

The ability to identify multiple objects that are consistent with a given set of measurement data is of significant importance to the assessment and refinement of data-acquisition designs and image reconstruction procedures. For example, from a collection of distinct data-consistent objects, uncertainty maps [9], [10] can be computed. Such maps can be employed to reveal the reliability of a reconstructed image corresponding to a given data-acquisition design, or employed to estimate various figures-of-merit (FOMs) that describe the likelihood of hallucinated structures [8]. The ability to identify multiple data-consistent objects could also permit analysis of the impact of the null space of a linear imaging operator in new, problem-specific, ways and enable the design of numerical experiments to reveal image reconstruction instabilities [11]. Moreover, a new capability to generate ensembles of data-consistent objects is needed to advance task-informed adaptive imaging procedures [12], [13].
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The generation of multiple solutions to an inverse problem is consistent with the goal of Bayesian inversion methods [14]. In imaging applications, this can be conceptually achieved by sampling from the posterior distribution that describes the sought-after object conditioned on a set of measurement data [15]. This is a holy grail of image reconstruction, but it remains generally impractical in medical imaging applications due to their large scale [16]. In recent years, computational procedures for accomplishing approximate posterior sampling in limited-scale problems have been proposed that employ deep neural networks combined with Markov chain Monte Carlo (MCMC) sampling methods or Langevin dynamics [17]–[20]. While promising, the efficacy of such methods for use with large-scale medical image reconstruction problems remains a topic of investigation. To circumvent the computational challenges of posterior sampling methods, empirical sampling [17], [21], [22] can be performed to obtain multiple distinct objects that are consistent with a given set of measurement data. In an empirical sampling method, multiple data-consistent solutions are obtained by solving a regularized inverse problem within a stochastic optimization framework [23]. Empirical sampling methods, while not guaranteeing true posterior sampling, can be computationally feasible for large-scale imaging systems. Moreover, in contrast to MCMC-based posterior sampling methods in which the samples are generated sequentially, alternate solutions obtained via empirical sampling are independent of one another and can be obtained in parallel, thus providing reductions in computation times.

It may be possible that when multiple solutions are sought from a single acquisition of measurement data, the data-consistent objects may contain unrecognizable structures that are irrelevant to the medical imaging application at hand. Such situations may arise when there is no constraint imposed on the objects to ensure that they are relevant to a specified imaging application. One way to achieve empirical sampling that produces application-relevant and data-consistent objects is to constrain the process by use of a deep generative model [24] that characterizes the distribution of to-be-imaged objects. For the single image super-resolution problem (SISR), a technique called Photo Upsampling via Latent Space Exploration (PULSE) was proposed in [25] to generate diverse photorealistic high-resolution images from a single low-resolution image. A state-of-the-art deep generative model known as StyleGAN [26] was employed to characterize the distribution of high resolution images. However, there remains an important need to extend this method for general tomographic inverse problems and quantitatively investigate the data-consistency of the generated samples.

In this work, the following problem is addressed: Assume a StyleGAN describing a distribution of to-be-imaged objects, a tomographic measurement model, and a single acquisition of incomplete and noisy measurement data are provided. Find a collection of distinct objects that are consistent with the same acquired measurement data (in a to-be-prescribed sense) and reside in the range of the StyleGAN. A key motivation for formulating this problem is to establish an application-relevant empirical sampling method that can be employed in preliminary assessments and refinements of data-acquisition designs and imaging technologies via virtual imaging trials. A method for solving this problem is proposed that is referred to as the PULSE++ method. The PULSE++ method represents the first extension of the PULSE methodology for use with tomographic imaging problems. By utilizing improved assumptions about the statistics of object embeddings in the latent space of the StyleGAN, the ability of the PULSE++ method to produce diverse, application-relevant, and data-consistent objects is enhanced as compared to the original PULSE method. It should be noted that PULSE++ may be interpreted as an image reconstruction method if a single “best” image estimate is chosen from the data-consistent alternate solutions based on an appropriate image quality metric. However, the goal of this study is not to produce a single image estimate, but to find multiple alternate solutions that are all consistent with the measurement data while being relevant to the imaging application. Hence, in this study, PULSE++ is not utilized as an image reconstruction method, but rather as an efficient empirical sampling technique that can be employed to assess and refine a given data acquisition design in new, problem-specific ways, e.g. by enabling computation of reliable uncertainty maps. Two different stylized tomographic imaging modalities are systematically studied that also involve different measurement noise distributions. Uncertainty maps that quantify the degree of variability of data-consistent alternate solutions are computed.

The remainder of this paper is organized as follows. In Sec. II, salient features of the StyleGAN and empirical sampling using PULSE are introduced. Section III describes statistical tests that were performed with StyleGANs trained on medical images for scrutinizing existing assumptions about the embeddings of objects in the StyleGAN latent space. Section IV outlines the proposed PULSE++ method for efficient empirical sampling to yield application-relevant and data-consistent objects. Sections V and VI describe the numerical studies that were performed to demonstrate the ability of the proposed method to reconstruct diverse objects from the observed measurement data and perform uncertainty quantification at scale. Finally, a discussion and summary of the work is provided in VII.

II. BACKGROUND

A discrete-to-discrete (DD) model of a (possibly) nonlinear imaging system is employed that can be described as [27]

\[ g = \mathcal{H}(f) + n. \] (1)

Here, \( g \in \mathbb{E}^M \) is the observed measurements, \( f \in \mathbb{E}^N \) is a finite-dimensional approximation of the to-be-imaged object, \( n \in \mathbb{E}^M \) is the measurement noise and \( \mathcal{H} : \mathbb{E}^N \to \mathbb{E}^M \) is the imaging operator. It is assumed that the DD imaging model represented by Eq. (1) is a sufficiently accurate approximation of the true mapping from a continuous object function to discrete measurements. In this study, an “image” of an object will refer to the representation of the object as values on a two-dimensional grid of pixels. A data fidelity function \( J(g, f) \) measures the discrepancy between the output of the imaging operator \( \mathcal{H}(f) \) and the measurement data \( g \) [27].
From a statistical perspective, the data fidelity term $\mathcal{J}(g, f)$ is the negative log-likelihood function and depends on the measurement noise distribution. For example, in the presence of independent and identically distributed (i.i.d) Gaussian noise $n \sim \mathcal{N}(0, \sigma^2 I_N)$, the data fidelity term has the form $\mathcal{J}(g, f) = \frac{1}{2\sigma^2} ||g - \mathcal{H}(f)||_2^2$.

### A. Salient features of the StyleGAN latent space

State-of-the-art deep generative models such as the StyleGAN [26] hold the potential for characterizing the distribution of finite-dimensional approximations of to-be-imaged objects [28], [29]. Let $G : \mathbb{R}^k \rightarrow \mathbb{R}^N$ denote a parameterized deep generative model with $L$ layers, where $k \ll N$. The generator network $G(z)$ is trained such that it maps a $k$-dimensional latent vector $z \in \mathcal{Z}$ sampled from a known distribution, such as a standard Gaussian distribution, to an image that is representative of the distribution formed by the training images. The generator network $G$ in a StyleGAN is composed of two networks: a mapping network $G_m$ and a synthesis network $G_s$ [26]. $G_m$ is a fully connected neural network (FCNN) [24] that maps the latent vector $z$ to an intermediate latent vector $w \in \mathbb{R}^k$. Subsequently, the latent vector $w$ is replicated $L$ times, and each duplicate latent vector $w$ is passed through a learned affine transformation [30] that encodes semantic information and input to one of the $L$ layers in the synthesis network $G_s$. Each such vector that is input to $G_s$ controls a specific style or semantic attribute in the generated image. The collection of $L$ copies of the vector $w \in \mathbb{R}^k$ is represented as the latent matrix $W \in \mathbb{R}^{k \times L}$ and the corresponding intermediate latent space is denoted as $W$. Additionally, the StyleGAN contains a set of $L$ latent noise vectors $\Phi \equiv \{\phi_l\}_{l=1}^L$ such that $\phi_l \in \mathbb{R}^{p_l}$, where $p_l = 4^{(1+\frac{1}{2^l})}$ [26]. Each latent noise vector $\phi_l$ serves as an input to layer $l$ in $G_s$. These latent noise vectors are sampled from standard Gaussian distributions and multiplied by learned scaling factors [26] that enable additional stochastic variability in the fine details of the generated images.

In addition to a superior performance in image synthesis, the style-specific control that is gained with a StyleGAN generator can be leveraged to perform meaningful semantic transformations of objects in tomographic imaging applications [31]–[33]. To perform such semantic transformations, an embedding for the given object must be obtained first in the latent space of the StyleGAN. Abdal et al. [34] proposed an efficient embedding algorithm that involved solving an optimization problem in an extended latent space $W^+ \equiv \mathbb{R}^{k \times L} \supset W$. Penalty terms such as $\text{GEOCRoss}$ [25] have been proposed to promote the embedding in the extended latent space $W^+$ to be close to the latent space $W$, which in turn encourages the embedded object to be near the range of the generator network $G_s$ with the latent space $W$ [35].

Recently, a number of studies posited that the problem of embedding via optimization may be better conditioned by utilizing a modified StyleGAN latent space that possessed a more well-defined structure. It was empirically observed that the application of a certain computationally cheap and invertible transformation $\mathcal{T} : \mathbb{R}^{k \times L} \rightarrow \mathbb{R}^{k \times L}$ produced a matrix $V = \mathcal{T}(W)$ whose $k$-dimensional vectors $\{v_i\}_{i=1}^L$ approximately followed the standard Gaussian distribution $\mathcal{N}(0, I_k)$ [25], [35], [36]. In particular, $\mathcal{T}$ is the composition of a leaky rectified linear unit (ReLU) [24] with an affine whitening transformation [36]. In what follows the spaces $V \in \mathbb{R}^{k \times L}$ and $W^+ \equiv \mathbb{R}^{k \times L}$ denote the images through $\mathcal{T}$ of the spaces $W$ and $W^+$, respectively. Using this transformation, the synthesis network $G_s$ can be equivalently represented in terms of a generator network $\hat{G}(V, \Phi) := G_s(\mathcal{T}^{-1}(V), \Phi)$. It was reported in [25], [35], [36] that performing optimization in the latent space $W^+$ with the generator network $\hat{G}$ allowed for the use of simple regularizers and led to more accurate embeddings.

### B. Empirical sampling with PULSE

Menon et al. [25] employed such preferable embedding properties of the StyleGAN latent space $W^+$ in an SISR task, with the goal of mining the manifold of the generator network $\hat{G}(V, \Phi)$ to discover multiple photo-realistic high-resolution images that are consistent with the same low-resolution image. The proposed framework was termed as Photo Upsampling via Latent Space Exploration (PULSE). The PULSE algorithm belongs to a broader class of generative model-constrained methods for ill-posed inverse problems in imaging, known as compressed sensing using generative models (CSGM) [37]–[39]. The embedding problem within the CSGM framework is highly non-convex. However, gradient-based methods have been observed to find good local optima in a computationally feasible manner, thus providing solutions to the inverse problem that are compatible with the measurement data [37].

In SISR, the measured data $g \in \mathbb{E}^M$ is a low-resolution version of the sought-after image $f \in \mathbb{E}^N$, where $M \ll N$. The imaging operator $\mathcal{H} : \mathbb{E}^N \rightarrow \mathbb{E}^M$ is a degradation operator that removes the higher spatial frequencies from $f$. The CSGM optimization problem in PULSE was formulated to recover a high-resolution estimate $\hat{f} \equiv \hat{G}(V, \Phi)$ from the low-resolution image $g$, stated as

$$\hat{V}, \hat{\Phi} = \arg\min_{V, \Phi} \left\{ \mathcal{J}(g, \hat{G}(V, \Phi)) + \lambda_g \text{GEOCRoss}(V) \right\},$$

$$\text{s.t. } v_i \in S^{k-1}(\sqrt{k}), \phi_i \in S^{p_l-1}(\sqrt{p_l}) \forall i \in \{1..L\} \quad (2)$$

where $\lambda_g > 0$ is a regularization hyperparameter and $S^{d-1}(r) \equiv \{a \in \mathbb{R}^d : ||a||_2 = r\}$ denotes the spherical surface of radius $r$ in $d$-dimensions. The motivation for constraining the latent style $\{v_i\}$ and noise $\{\phi_i\}$ vectors on such surfaces was based on the “soap bubble effect” [25] observed for standard multivariate Gaussian vectors in high-dimensional spaces, as discussed in Sec. III. The data fidelity term $\mathcal{J}(g, \hat{G}(V, \Phi))$ was chosen to be a suitable $\ell_2$-norm. The penalty term $\text{GEOCRoss}(V)$ is defined as the sum of pairwise geodesic distances among the $L$ latent vectors in $V$ on $S^{k-1}(\sqrt{k})$ [25]. The optimization problem in Eq. (2) was approximately solved using projected gradient descent with the Adam optimizer [40]. Multiple runs of the optimization problem were performed, and for each run, $V$ and $\Phi$ were randomly initialized by sampling from standard Gaussian
distributions. Due to the high degree of non-convexity in Eq. (2), varying the initialization on each run produced solutions corresponding to different local minima of the optimization problem. Thus, after the completion of all the CSGM runs, a diverse set of photo-realistic high-resolution images could be obtained that were significantly different from each other while being qualitatively consistent with the same observed low-resolution image.

Despite results that were promising qualitatively, a quantitative validation of the method was omitted. First, the choice of the data fidelity function \( \mathcal{J}(g, \hat{G}(V, \Phi)) \) as an \( \ell_p \)-norm was not justified in terms of the statistics of the noise distribution in the low-resolution image. Second, the tolerance level for data consistency to accept a high-resolution image estimate was chosen in an arbitrary fashion irrespective of the measurement noise distribution. It is therefore difficult to determine the degree to which data consistency is being preserved. Third, while the PULSE method as well as previous studies such as [31], [35], [36] employed the prior assumption that the latent space vectors follow a standard multivariate Gaussian distribution, no rigorous quantitative evaluation was performed to justify the accuracy of this ansatz. While the lack of such quantitative validation may still be acceptable for a computer vision task where the objective is to obtain diverse photo-realistic face images from a given low-resolution image, quantitative assessment of the method is critical for a proper assessment of tomographic imaging systems.

III. STATISTICAL VALIDATION OF THE GAUSSIANIZED LATENT SPACE IN STYLEGAN

Restricting the latent space vectors of StyleGAN to lie on the \( S^{k-1}(\sqrt{K}) \) sphere may increase the risk of data inconsistency when searching for alternate solutions from the same measurement data with the PULSE method. In this section, a statistical study is described that demonstrates that the underlying assumption of a Gaussian structure in the StyleGAN latent space \( \mathcal{V}^+ \) in the PULSE method is, in fact, inaccurate. The validation study was performed using two StyleGAN models trained on medical image datasets (MRI-StyleGAN and CT-StyleGAN), as well as the open-sourced StyleGAN model trained on human face images of size \( 1024 \times 1024 \) [26] (Face-StyleGAN) that was employed in the PULSE method for SISR [25]. The training of StyleGANs was performed by adapting an open-sourced TensorFlow-based code [41]. MRI-StyleGAN was trained using 60,000 axial knee images of size \( 256 \times 256 \) pixels extracted from the NYU fastMRI dataset [2]. CT-StyleGAN was trained using 60,000 X-ray CT chest images of size \( 512 \times 512 \) pixels extracted from the NIH DeepLesion dataset [42]. For both the MRI and CT StyleGAN models, each image was normalized to lie in the range [0,1] prior to training. The default training hyperparameters of the open-sourced StyleGAN model were employed. The MRI-StyleGAN model was trained using 2 NVIDIA TITAN X GPUs, while training of the CT-StyleGAN model was performed using 4 NVIDIA V100 GPUs. Both the models were trained for \( \sim 1 \) day. The MRI-StyleGAN and CT-StyleGAN models along with their pre-trained weights are provided in the code repository that accompanies this paper [43]. For a quantitative assessment of the trained StyleGAN models, the Fréchet Inception Distance (FID) [44] was computed. A lower value of the FID score for a GAN indicates better generative performance. The FID score in each case was computed using 20,000 training images and 20,000 StyleGAN-generated images. The FID scores for the MRI-StyleGAN and the CT-StyleGAN were 9.71 and 38.65 respectively. These values fall within the range of FID scores observed for GANs trained on standard MRI and CT datasets [45]. The FID score for the Face-StyleGAN as reported in [26] was 4.40. It should be noted, however, that a definitive metric for the quantitative evaluation of GANs remains an active area of research [45]–[48].

After training the StyleGAN models, the validity of the Gaussian prior assumption on the latent space \( \mathcal{V}^+ \)—and thus of the norm constraint in the PULSE CSGM in Eq. (2)—was investigated. The validation study was based on the following well-known theorem on standard Gaussian distributions [49]:

**Theorem III.1.** Let \( a \in \mathbb{R}^d \) be a standard Gaussian vector, i.e. \( a \sim N(0, I_d) \). Then \( \|a\|^2 \sim \chi^2(d) \), where \( d \) is the degree of freedom of a \( \chi^2 \)-distribution.

As a corollary to Theorem III.1, a necessary condition for a latent style vector \( v_i \) to follow a standard Gaussian distribution \( N(0, I_k) \) is that \( \|v_i\|^2 \sim \chi^2(k) \). With higher values of the degree of freedom \( k \), the \( \chi^2(k) \) distribution concentrates around the mode given by \( \max(0, k-2) \). To verify whether this condition holds true for the pre-trained MRI, CT and Face StyleGAN models, \( 10^7 \) random realizations of a latent style vector \( v = TG_m(z) \) were generated by sampling \( z \sim N(0, I_k) \). The probability density function (PDF) of \( \|v\|^2 \), denoted as \( \pi(\|v\|^2) \), was then estimated from those realizations. Figure 1 shows a comparison between \( \pi(\|v\|^2) \) and the PDF of the \( \chi^2(k) \) distribution for the MRI, CT and Face-StyleGAN models, for \( k = 512 \). As expected, the \( \chi^2(k) \) distribution is highly concentrated around the mode \( k-2 \), i.e. 510. On the contrary, the estimated PDF \( \pi(\|v\|^2) \) has much heavier tails and strongly differs from the PDF of \( \chi^2(k) \) for all three StyleGAN models and hence it is evident that the soap bubble effect does not manifest in the \( \mathcal{V}^+ \) latent space.

In summary, this study invalidated the previously-held assumption that \( v_i \in \mathbb{R}^k \) is a standard Gaussian random vector, and presents a strong argument against constraining each \( v_i \) to lie on the spherical surface \( S^{k-1}(\sqrt{K}) \). Based on this finding, in the following section, an enhanced version of the PULSE method is proposed for empirical sampling. The proposed method, hereafter referred to as PULSE++, employs a more statistically principled approach to regularize the latent style vectors and thus encourages stronger data consistency in the alternate solutions.

IV. GENERATING MULTIPLE DATA-CONSISTENT SOLUTIONS USING PULSE++

To account for the heavy tails of the estimated PDF \( \pi(\|v\|^2) \), PULSE++ replaces the projection step of \( v_i \) on the \( S^{k-1}(\sqrt{K}) \) sphere with a projection operation based onto the annular region \( A := \{ v_i \in \mathbb{R}^k | \delta_{\min} \leq \|v_i\|_2 \leq \delta_{\max} \} \) while
solving the CSGM optimization problem. The inner and outer radii $\delta_{\text{min}} < \sqrt{R}$ and $\delta_{\text{max}} > \sqrt{R}$ are chosen such that the probability of $v_i$ lying inside $A$ is equal to a pre-determined parameter $c \in (0, 1)$. Specifically, $\delta_{\text{min}}$ and $\delta_{\text{max}}$ are chosen such that

$$\Pi_{\text{emp}}(\delta_{\text{min}}) = 1 - \Pi_{\text{emp}}(\delta_{\text{max}}) = \frac{\gamma}{2};$$

where $\Pi_{\text{emp}}$ is the empirical cumulative distribution function (ECDF) of $||v_i||_2$. The hyperparameter $\gamma$ can be chosen based on the desired trade-off between data consistency and the degree to which the alternate solutions are representative of the training distribution. For a latent space vector $v \in \mathbb{R}^k$, the projection operator $P_A : \mathbb{R}^k \leftrightarrow A$ is defined as

$$P_A(v) = \begin{cases} \frac{v}{||v||_2}, & \text{if } ||v||_2 < \delta_{\text{min}}, \\ v, & \text{if } \delta_{\text{min}} \leq ||v||_2 \leq \delta_{\text{max}}, \\ \frac{v}{||v||_2}, & \text{if } ||v||_2 > \delta_{\text{max}}. \end{cases}$$

The CSGM optimization problem in PULSE++ is stated as:

$$\hat{V}, \hat{\Phi} = \arg\min_{V, \Phi} L(V, \Phi) := \left\{ J(g, \tilde{G}(V, \Phi)) + R(V, \Phi) \right\},$$

s.t. $v_i \in A \forall i \in \{1, \ldots, L\},$

where the regularization term is given by

$$R(V, \Phi) = \lambda_c \text{CROSS}(V) + \frac{1}{2} \sum_{i=1}^{L} ||\phi_i||_2^2.$$ 

Above, the pairwise Euclidean distance $\text{CROSS}(V) \equiv \sum_{i=1}^{L-1} \sum_{j=i+1}^{L} ||v_i - v_j||_2^2$ [25] is used in place of the $\text{GEOCROSS}$ term in the original PULSE formulation since latent vectors in $A$ may have different norms. The hyperparameter $\lambda_c$ controls the strength of the $\text{CROSS}$-regularization to balance between ensuring consistency with the data and with the distribution of objects generated with the StyleGAN using latent vectors sampled from the original space $V$.

In a conventional CSGM formulation [37], regularization of the latent vectors for which the statistical distribution is known beforehand is performed by adding a penalty term that represents the negative log-probability of the density function. In PULSE, however, regularization on the Gaussian latent noise vectors in $\Phi$ was performed by employing the soap bubble effect and imposing a strict norm constraint, resulting in an approximate Gaussian prior. In order to use the full knowledge of the prior distribution of $\Phi$, the strict norm constraint on $\Phi$ in Eq. (2) was relaxed, and instead a penalty term was added in $R(V, \Phi)$ in the form of a negative log-probability density function of the Gaussian latent noise vectors in $\Phi$.

Similar to Eq. (2), the optimization problem in PULSE++ is highly non-convex. Accelerated projected-gradient methods such as with the Adam optimizer can be employed to find alternate approximate solutions $\hat{f} = \tilde{G}(V, \hat{\Phi})$ with multiple restarts of Eq. (5). The estimates $\hat{V}$ and $\hat{\Phi}$ that minimize the objective function $L(V, \Phi)$ in Eq. (5) are obtained iteratively as follows. The iterates $V[j]$ and $\Phi[j]$ at iteration number $j$ are first updated using one step of the Adam algorithm to obtain $V[j+\frac{1}{2}]$ and $\Phi[j+\frac{1}{2}]$ respectively. Subsequently, the projection operator in Eq. (4) is applied independently on each of the $L$ latent vectors that represent the columns of $V[j+\frac{1}{2}]$. The projection operations are performed in order to enforce the necessary constraint on the $\ell_2$-norm of each column of the latent matrix $V[j+\frac{1}{2}]$ that is defined by the annular region $A$. For notational convenience, these $L$ independent projection operations will be simply denoted as $P_A(V[j+\frac{1}{2}])$. The Adam update followed by the projection operation $P_A(V[j+\frac{1}{2}])$ constitute a single projected-gradient step of the optimization procedure that produces the next iterates $V[j+1]$ and $\Phi[j+1]$. It should be noted that the objective function in Eq. (5) may not decrease monotonically with each such projected-gradient step [50]. Thus, the current best estimates $\hat{V}$ and $\hat{\Phi}$ of Eq. (5) are updated with the iterates $V[j+1]$ and $\Phi[j+1]$ only if $L(V[j+1], \Phi[j+1]) < L(V, \Phi)$. Finally, the approximate solution $\hat{f} = \tilde{G}(V, \hat{\Phi})$ is obtained when the maximum number of iterations is reached. The approximate solution $\hat{f}$ will be considered to be data-consistent if the data fidelity term $J(g, \hat{f})$ is less than a tolerance level $\epsilon_n$ that is dependent on the measurement noise $n$. The complete procedure for performing empirical sampling with PULSE++ is detailed in Algorithm 1.

V. NUMERICAL STUDIES

Numerical studies were conducted to demonstrate the ability of the proposed PULSE++ method to produce multiple data-consistent solutions from the same tomographic measurements. Two stylized tomographic imaging systems were considered: one acquiring incomplete Fourier space measurements (Sec. V-A) and the other acquiring X-ray fan-beam CT projection data (Sec. V-B). The advantage of PULSE++ over PULSE with respect to preserving data consistency is...
Algorithm 1: Empirical sampling with PULSE++

**Input:** Measurement data $g$, forward operator $\mathcal{H}(\cdot)$, objective function $\mathcal{L}(\mathbf{V}, \hat{\Phi})$ from Eq. (5); projection operator $\mathcal{P}_A(V)$ from Eq. (4); annulus parameter $\gamma$, $CROSS$ parameter $\lambda_c$, learning rate $lr$ of Adam optimizer, number of gradient descent steps in Adam $n_{\text{steps}}$; number of alternate solutions $T$; acceptance tolerance $\epsilon_n$

**Output:** Set $\hat{\mathbf{F}}$ of data consistent object estimates

1. $\hat{\mathbf{F}} \leftarrow \{\}$
2. for $i \in \{1, \ldots, T\}$ do
3. Initialize $\mathbf{V}^{[1]}$ and $\hat{\Phi}^{[1]}$ with i.i.d. entries $\sim \mathcal{N}(0, 1)$
4. $\mathbf{V} \leftarrow \mathbf{V}^{[1]}$; $\hat{\Phi} \leftarrow \hat{\Phi}^{[1]}$
5. for $j \in \{1, \ldots, n_{\text{steps}}\}$ do
6. $\mathbf{V}^{[j+\frac{1}{2}], \hat{\Phi}^{[j+\frac{1}{2}]}} \leftarrow \text{Adam}(\mathcal{L}(\mathbf{V}^{[j]}, \hat{\Phi}^{[j]}))$
7. $\mathbf{V}^{[j+1]} \leftarrow \mathcal{P}_A(\mathbf{V}^{[j+\frac{1}{2}]})$
8. if $\mathcal{L}(\mathbf{V}^{[j+1]}, \hat{\Phi}^{[j+1]}) < \mathcal{L}(\hat{\mathbf{V}}, \hat{\Phi})$ then
9. $\mathbf{V} \leftarrow \mathbf{V}^{[j+1]}$; $\hat{\Phi} \leftarrow \hat{\Phi}^{[j+1]}$
10. end
11. $\hat{f}_i \leftarrow \hat{G}(\mathbf{V}, \hat{\Phi})$
12. if $\mathcal{J}(g, \hat{f}_i) \leq \epsilon_n$ then
13. $\hat{\mathbf{F}} \leftarrow \hat{\mathbf{F}} \cup \{\hat{f}_i\}$
14. end
15. end
16. return $\hat{\mathbf{F}}$

established from these numerical studies via an ablation study. The PULSE and PULSE++ methods were established by adapting an open-source implementation of PULSE for SISR in PyTorch [51]. Since the training of a StyleGAN does not require any knowledge of the measurement process, the same pre-trained StyleGAN was employed for different sampling conditions in the PULSE and PULSE++ methods. The network architecture and pre-trained weights of MRI-StyleGAN and CT-StyleGAN were transferred from TensorFlow to PyTorch [52].

For purposes of comparison, alternate solutions were also computed from incomplete Fourier space measurements by implementing a recently proposed approximate posterior sampling method [20] that employs a score-based generative model (SGM) and annealed Langevin dynamics [53]. This approximate posterior sampling method will be referred to as SGM-based Langevin sampling (SGMLS) in the studies below. The SGMLS method requires training a state-of-the-art score-based generative model known as NCSNv2 [54], which was performed by adapting an open-sourced implementation. The same training dataset of axial knee MRI images that was used to train MRI-StyleGAN was also employed to train the NCSNv2 model. The SGMLS method was performed by adapting a previous implementation [55]. Similar to StyleGAN, the NCSNv2 model is also trained independent of the measurement process, and hence SGMLS was implemented with the same pre-trained NCSNv2 for different sampling conditions. The code repository for the numerical studies in our paper has been published [43].

### A. Stylized imager that acquires incomplete Fourier space measurements

A stylized imaging system that acquires incomplete 2D Fourier space (or k-space) measurements was considered. It should be noted that the goal of these preliminary studies was only to demonstrate and compare the performance of the proposed PULSE++ method against the original PULSE method and score-based posterior sampling, with respect to producing multiple data-consistent solutions from the same measurement data acquired under identical conditions. Hence, there is no attempt to model the real-world complexities of data-acquisition in MRI. Two different axial knee images of size 256 × 256 that belong to the NYU fastMRI dataset were considered to serve as objects $f$, as shown in Fig. 2. It should be noted that the images representing these objects, denoted as Knee 1 and Knee 2, were not included in the training dataset for the MRI-StyleGAN and the NCSNv2 models. Incomplete and noisy k-space data were simulated from these two objects for demonstrating the numerical studies. The acceleration factor was defined as $R = N/M > 1$, where $M$ denotes the number of k-space samples measured and $N$ is the dimension of the object. The imaging operator was modeled as $\mathcal{H} = MF$, where $F$ denotes the 2D Fast Fourier Transform (FFT) and the binary matrix $M \in \{0, 1\}^{M \times N}$ represents a random Cartesian k-space sampling mask. The measurement noise $n \in \mathbb{E}^M$ was sampled from an i.i.d complex Gaussian distribution $\mathcal{C}N(0, \sigma^2 \mathbf{I}_M)$ [56]. In the numerical experiments, the size of the image was set to $N = 256^2$. Two different acceleration factors $R = 6, 8$ and two levels of noise $\sigma = 0.07, 0.05$ were investigated. The random Cartesian sampling masks were generated using open-sourced codes [57]. The MRI-StyleGAN model described in Sec. III was employed for performing empirical sampling with PULSE and PULSE++ using the same k-space data for each combination of $\sigma$ and $R$. Since the measurement noise was i.i.d. Gaussian, the data fidelity term was specified as $\mathcal{J}(g, f) = \frac{1}{2\pi^2} \|g - \mathcal{H}f\|^2_2$, where $g \in \mathbb{R}^M$ is the k-space data and $f \in \mathbb{R}^N$ denotes the estimated object. The tolerance level $\epsilon_n = \frac{M}{2}$ for accepting the data-consistent alternate solution $\hat{f}$ was determined based on Morozov’s discrepancy principle [58]. The learning rate $lr$ of the Adam optimizer in the CSGM formulation for the PULSE and PULSE++ methods was set as 0.4, similar to the original implementation of PULSE in [25]. The number of gradient descent steps $n_{\text{steps}}$ performed to obtain each alternate solution was 10,000. The initial step size $\eta$ for annealed SGMLS [53] in the score-based posterior sampling method was selected within a range $[10^{-8}, 10^{-6}]$ for each numerical experiment to prevent the divergence of the data fidelity term or generation of extremely noisy alternate solutions [59]. An alternate solution obtained using either PULSE or PULSE++ was completed in $\sim$9 minutes, while each alternate solution from the score-based posterior sampling method using the
The system matrix $H$ of a beam projector is shown in Fig. 2. The objects Knee 1 and Knee 2 with size $256 \times 256$ from which noisy and incomplete k-space measurements were simulated. The physical unit of each pixel (px) was $0.82 \text{ mm}$. The noisy intensity measurements $g \in \mathbb{R}^M$ were Poisson-distributed with a mean of $10^3$ and $I_0 = 10^3$, which correspond to measurement data that have different levels of photon noise. The data fidelity term $\mathcal{J}(g, f)$ in Eq. (5) was defined as the Kullback-Leibler (KL) divergence between the noisy measurement data $g$ and the forward projection data $\hat{g} = I_0 \exp(-Hf)$ [1]. Unlike Gaussian noise, however, the exact tolerance level $\epsilon_n$ required to apply Morozov’s discrepancy principle is not explicitly available as Poisson-distributed noise cannot be marginalized [63]. A heuristic rule was employed for accepting an alternate solution, stipulated as

$$\mathcal{J}(g, \hat{f}) \leq \mathcal{J}(g, f) := \epsilon_n,$$  

where $\hat{f} = \hat{G}(\hat{V}, \Phi)$ is the Euclidean projection (embedding) of the measured object $f$. The noisy intensity measurements $g \in \mathbb{R}^M$ from an object $f \in \mathbb{R}^N$ were modeled as [60]

$$\bar{g} = I_0 \exp(-Hf),$$  

where $H \in \mathbb{R}^{M \times N}$ is the fan-beam projector and $I_0$ is the intensity of an unattenuated beam. The fan-beam projector $H$ was implemented using the Air Tools II library [61]. The noisy intensity measurements $g \in \mathbb{R}^M$ were Poisson-distributed with a mean of $\bar{g}$ [62]. Higher values of $I_0$ result in a higher signal-to-noise ratio (SNR) in the intensity measurements. Since the aim of this simulation study was primarily to assess the ability of the PULSE++ method to perform empirical sampling with high-dimensional objects, additional physical factors required to accurately model a real-world CT imaging system such as beam spectrum, photon scattering and dark current effects were not considered. Numerical studies were conducted using simulated projection data with values of $I_0 = 10^3$ and $I_0 = 10^5$, which correspond to measurement data that have different levels of photon noise. The data fidelity term $\mathcal{J}(g, f)$ in Eq. (5) was defined as the Kullback-Leibler (KL) divergence between the noisy measurement data $g$ and the forward projection data $\hat{g} = I_0 \exp(-Hf)$ [1]. Unlike Gaussian noise, however, the exact tolerance level $\epsilon_n$ required to apply Morozov’s discrepancy principle is not explicitly available as Poisson-distributed noise cannot be marginalized [63]. A heuristic rule was employed for accepting an alternate solution, stipulated as

$$\mathcal{J}(g, \hat{f}) \leq \mathcal{J}(g, f) := \epsilon_n,$$  

where $\hat{f} = \hat{G}(\hat{V}, \Phi)$ is the Euclidean projection (embedding) of the measured object $f$ onto the range of the generator network $G$. Such a heuristic rule was designed to eliminate the contribution to data inconsistency due to representation error [37] in the StyleGAN. Here, representation error refers to the minimum Euclidean distance of an object from the true data distribution with respect to the object distribution embodied by the generator network of the StyleGAN. Each CSGM run of the PULSE++ method with the CT measurement data completed in $\sim 14$ minutes on an NVIDIA V100 GPU.

C. Ablation study

An ablation study was performed to critically assess the impact of each of the enhancements introduced on the latent variables $V$ and $\Phi$ to develop the PULSE++ method from the baseline PULSE method. Intermediate methods that represent each of these enhancements were implemented as described below:

1) (PULSE$_{1/2}$) PULSE + projection operator $P_A(v)$: The inaccurate strict norm constraint $v_i \in S^{k-1}(\sqrt{F})$ in Eq. (2) is replaced with the constraint $v_i \in A$, where $A$ is the annulus region defined using the estimated PDF $\pi(||v_i||_2^2)$ in Sec. IV:

$$\hat{V}, \hat{\Phi} = \text{argmin}_{V, \Phi} \mathcal{L}(V, \Phi) := \{ \mathcal{J}(g, \hat{G}(V, \Phi)) + \mathcal{R}(V) \},$$

$$\text{s.t. } v_i \in A, \phi_i \in S^{l-1}(\sqrt{F}) \forall i \in \{1, \ldots, L\},$$  

where $\mathcal{R}(V)$ is the incorporation of the previous $\hat{g}$.

Fig. 3: The objects Lung 1 and Lung 2 with size $512 \times 512$ from which noisy and incomplete X-ray projection data were generated. Both the objects are displayed in the grayscale range of $[0, 1]$.
where the regularization term is given by
\[ \mathcal{R}(\mathbf{V}) = \lambda_c \text{CROSS}(\mathbf{V}). \] (10)

2) \( \text{PULSE}_2 \) PULSE + log-likelihood penalty on \( \Phi \):
The constraint \( \phi_i \in S^{p-1}(\sqrt{p_i}) \) denoting an approximate Gaussian prior in PULSE is substituted with the statistically consistent log-probability density function penalty:
\[
\tilde{\mathbf{V}}, \tilde{\Phi} = \arg\min_{\mathbf{V}, \Phi} \mathcal{L}(\mathbf{V}, \Phi) := \left\{ J(\mathbf{g}, \tilde{\mathbf{G}}(\mathbf{V}, \Phi)) + \mathcal{R}(\mathbf{V}, \Phi) \right\},
\]
\[ s.t. \mathbf{v}_i \in S^{k-1}(\sqrt{\nu}) \forall i \in \{1, \ldots, L\}, \] (11)
where the regularization term is given by:
\[
\mathcal{R}(\mathbf{V}, \Phi) = \lambda_g \text{GEOCROSS}(\mathbf{V}) + \frac{1}{2} \sum_{i=1}^{L} \| \phi_i \|^2. \] (12)

Finally, combining both the enhancements in the two intermediate methods \( \text{PULSE}_1 \) and \( \text{PULSE}_2 \) results in the \( \text{PULSE}++ \) method described by Eq. (5).

VI. RESULTS

A. Empirical sampling from Fourier space measurements

1) Visual assessment: Samples of alternate solutions generated by \( \text{PULSE}++ (\gamma = 0.001, \lambda_c = 0.01) \), \( \text{PULSE} (\lambda_g = 0.1) \) and \( \text{SGMLS} (\eta = 2 \times 10^{-7}) \) from the same k-space data produced by Knee 1, corresponding to \( R = 8 \) and \( \sigma = 0.07 \), are shown in Fig. 4. For each method, the alternate solutions exhibit considerable diversity while being produced by use of the same measurement data. Additional examples of alternate solutions obtained with the \( \text{PULSE}++ \), \( \text{PULSE} \) and \( \text{SGMLS} \) methods are provided in the form of supplementary material as described in the Appendix. However, among the three methods, only the alternate solutions produced by the \( \text{PULSE}++ \) method satisfied the stipulated data-consistency criterion based on Morozov’s discrepancy principle. This establishes an advantage of the \( \text{PULSE}++ \) method over \( \text{PULSE} \) in achieving the desired data consistency by properly accounting for the heavy tails of the empirical distribution of the latent style vectors in \( \mathcal{V}^* \). This also demonstrates the superiority of \( \text{PULSE}++ \) over \( \text{SGMLS} \) in preserving data consistency of alternate solutions.

Figure 5 shows samples of data-consistent alternate solutions obtained with \( \text{PULSE}++ \) from k-space produced by Knee 1 when the sampling pattern or the noise level is varied, e.g. with sampling conditions \( \{ R = 6, \sigma = 0.07 \} \) and \( \{ R = 8, \sigma = 0.05 \} \). The corresponding \( \text{PULSE}++ \) parameters were \( \{ \gamma = 10^{-4}, \lambda_c = 0.01 \} \) and \( \{ \gamma = 10^{-5}, \lambda_c = 0.001 \} \) respectively. Additionally, using the same pre-trained StyleGAN model, data-consistent alternate solutions were obtained with \( \text{PULSE}++ (\gamma = 0.01, \lambda_c = 0.001) \) from k-space data with \( R = 8 \) and \( \sigma = 0.07 \) corresponding to Knee 2 (Fig. 2), as shown in Fig. 6.

2) Ablation study: An ablation study was performed to comprehensively assess the improvement in data consistency yielded by the \( \text{PULSE}++ \) method, as outlined in Sec. V-C, using alternate solutions from the k-space data corresponding to \( R = 8 \) and \( \sigma = 0.07 \). For evaluation, 100 alternate solutions

![Fig. 4: Samples of alternate solutions \( \hat{f} \) obtained using \( \text{PULSE}++, \text{PULSE} \) and score-based posterior sampling from the same k-space data \( g \) produced from Knee 1 for \( R = 8 \) and \( \sigma = 0.07 \), with the data consistency tolerance \( \epsilon_n = 3200.0 \). The data fidelity value \( J(g, \hat{f}) \) for each alternate solution \( \hat{f} \) is provided in the respective figure headings. Zoomed-in images of the same region indicated by a red bounding box are shown below each alternate solution that demonstrate distinct structures. However, only the alternate solutions produced by \( \text{PULSE}++ \) have data fidelity values lower than \( \epsilon_n \), while the alternate solutions obtained using \( \text{PULSE} \) and score-based posterior sampling are not data-consistent. All the alternate solutions are displayed in the grayscale range \( [0, 1] \).]
Knee 1 (R=6, σ=0.07, εn=4096.0)
\[ j(g, \hat{h}) = 3965.6 \] \[ j(g, \hat{h}) = 3967.0 \] \[ j(g, \hat{h}) = 3968.3 \]

Knee 1 (R=8, σ=0.05, εn=3200.0)
\[ j(g, \hat{h}) = 3182.2 \] \[ j(g, \hat{h}) = 3174.4 \] \[ j(g, \hat{h}) = 3188.7 \]

Fig. 5: Alternate data-consistent solutions obtained using PULSE++ from k-space data produced by Knee 1 for different sampling conditions \{R = 6, σ = 0.07\} (top) and \{R = 8, σ = 0.05\} (bottom) using the same MRI-StyleGAN model as in Fig. 4. Zoomed-in images of the same region in the alternate solutions indicated by a red bounding box show distinct structures. The alternate solutions are displayed in the grayscale range \([0, 1]\).

Knee 2, R=8, σ=0.07, εn=3200.0
\[ j(g, \hat{h}) = 3116.0 \] \[ j(g, \hat{h}) = 3119.6 \] \[ j(g, \hat{h}) = 3108.9 \]

Fig. 6: PULSE++ can produce alternate data-consistent solutions for k-space data from different objects within the same distribution on which the StyleGAN is trained, as shown here for Knee 2 using the MRI-StyleGAN model with \(R = 8\) and \(σ = 0.07\). Both the objects Knee 1 and Knee 2 belong to the NYU fastMRI dataset, but were excluded from the training set of the MRI-StyleGAN. Zoomed-in images of the same region in the alternate solutions indicated by a red bounding box show distinct structures. The alternate solutions are displayed in the grayscale range \([0, 1]\).

were computed using each of the methods PULSE (\(λ_g = 0.1\), PULSE\(_1\)(\(γ = 0.001, λ_c = 0.01\)), PULSE\(_2\)(\(λ_g = 0.1\)) and PULSE++ (\(γ = 0.001, λ_c = 0.01\)). A box plot of the data fidelity values obtained with each method is shown in Fig. 7. It was observed that as high as 92% of the alternate solutions obtained with the PULSE\(_2\) method satisfied the data fidelity tolerance \(ε_n\), whereas none of the alternate solutions produced by the original PULSE approach had a data fidelity value below \(ε_n\). This clearly demonstrates the impact of utilizing improved statistical assumptions about the \(\mathcal{Y}^+\) space by use of the projection operator \(P_A(\mathcal{Y})\). On the other hand, introducing only the log-probability density penalty term for the Gaussian noise latent vectors in \(\Phi\), as in PULSE\(_2\), resulted in similar data fidelity values on average as compared to PULSE, but with a lower variance. Empirically, there is no significant benefit to preserving data consistency by imposing an approximate Gaussian prior with a strict norm constraint on \(\Phi\) as performed in the PULSE method. Finally, it was observed that 93% of alternate solutions produced by the PULSE++ method satisfied the data fidelity tolerance. Thus, the ablation study demonstrates the impact on achieving data consistency due to the individual enhancements introduced in the PULSE method to formulate the PULSE++ approach.

3) Comparison of data consistency against SGMLS: The data fidelity from 100 samples obtained using SGMLS is shown in the box plot in Fig. 7. The data fidelity values of the SGMLS samples significantly exceed the tolerance level \(ε_n\). This observation demonstrates that SGMLS may be insufficient for achieving alternate solutions that also preserve data consistency.

4) Uncertainty quantification: Uncertainty quantification was performed from the alternate solutions obtained with the PULSE, PULSE++ and SGMLS methods for each set of k-space data corresponding to different sampling conditions. The uncertainty map \(f_{UM}^{TM}\) was computed as the pixel-wise standard deviation of the alternate solutions \(\{\hat{f}_t\}_{T=1}^T\), where \(T\) is the number of alternate solutions. Additionally, uncertainty maps were computed separately for the measurable and null space components [27] of the alternate solutions. The measurable and null space component of an object \(f \in \mathbb{R}^N\) in the domain of system matrix \(H \in \mathbb{R}^{M \times N}\) are defined as \(f_{\text{meas}} = H^+Hf\) and \(f_{\text{null}} = [I_N - H^+H]f\) respectively, where \(H^+\) is the Moore-Penrose pseudoinverse of \(H\). The null space component

Fig. 7: A box plot of the data fidelity values obtained with each method. It was observed that as high as 92% of the alternate solutions obtained with the PULSE\(_2\) method satisfied the data fidelity tolerance \(ε_n\), whereas none of the alternate solutions produced by the original PULSE approach had a data fidelity value below \(ε_n\). This clearly demonstrates the impact of utilizing improved statistical assumptions about the \(\mathcal{Y}^+\) space by use of the projection operator \(P_A(\mathcal{Y})\). On the other hand, introducing only the log-probability density penalty term for the Gaussian noise latent vectors in \(\Phi\), as in PULSE\(_2\), resulted in similar data fidelity values on average as compared to PULSE, but with a lower variance. Empirically, there is no significant benefit to preserving data consistency by imposing an approximate Gaussian prior with a strict norm constraint on \(\Phi\) as performed in the PULSE method. Finally, it was observed that 93% of alternate solutions produced by the PULSE++ method satisfied the data fidelity tolerance. Thus, the ablation study demonstrates the impact on achieving data consistency due to the individual enhancements introduced in the PULSE method to formulate the PULSE++ approach.
as observed in Fig. 7, the uncertainty maps of the measurable components of alternate solutions obtained with each of the individual enhancements introduced in PULSE to produce the PULSE++ method. It is evident that utilization of improved statistical assumptions about the style latent space \( \mathcal{V}^* \) contributes significantly to ensure that the data fidelity tolerance \( \epsilon_n \) is satisfied. Additionally, the plot establishes the superiority of PULSE++ over SGMLS in terms of preserving data consistency.

\( f_{null} \) is “invisible” to \( \mathbf{H} \), and only \( f_{meas} \) contributes to the forward projection data \( \mathbf{Hf} \). The uncertainty maps of the measurable and null space components of alternate solutions were denoted as \( \hat{f}_{meas}^{UM} \) and \( \hat{f}_{null}^{UM} \). If multiple solutions are consistent with the same measurement data, it is expected that the variability expressed by \( \hat{f}_{null}^{UM} \) will be higher than that expressed by \( \hat{f}_{meas}^{UM} \).

From each set of k-space data, uncertainty maps were computed from \( T = 100 \) alternate solutions obtained with each of the three methods. The uncertainty maps corresponding to Knee 1 and system parameters \( R = 6 \) and \( \sigma = 0.07 \) are shown in Fig. 8. For all three methods, it was observed that the diversity in the alternate solutions was primarily due to variations in the null space component. As anticipated, the uncertainty in the measurable component of the alternate solutions obtained with the PULSE method was considerably higher as compared to PULSE++ due to a less accurate projection step. Furthermore, the SGMLS method also yielded higher uncertainty in the measurable component and significantly less uncertainty in the null space component as compared to PULSE++. Combined with the reduced bias in data fidelity as observed in Fig. 7, the uncertainty maps of the measurable component further illustrate the ability of PULSE++ to enforce stronger data consistency among alternate solutions as compared to PULSE and SGMLS, while still maintaining high variability in the null space component.

Additionally, three figures-of-merit (FOMs) were computed from the uncertainty maps to characterize the degree of variability associated with the alternate solutions obtained via each method. The total uncertainty FOM \( \| \hat{f}_{meas}^{UM} \|_2 \) is the total estimated variance from all the pixels in an alternate solution. Similarly, the uncertainty FOMs associated with the measurable and null space components of alternate solutions are \( \| \hat{f}_{meas}^{UM} \|_2 \) and \( \| \hat{f}_{null}^{UM} \|_2 \) respectively. It should be noted that, in theory, \( \| \hat{f}_{meas}^{UM} \|_2^2 = \| \hat{f}_{meas}^{UM} \|_2^2 + \| \hat{f}_{null}^{UM} \|_2^2 \) since \( \hat{f}_{meas} \) and \( \hat{f}_{null} \) are orthogonal to each other. However, there may be small discrepancies between those quantities due to floating point arithmetic and numerical approximations in the iterative computation of \( \hat{f}_{meas} \) and \( \hat{f}_{null} \) [27]. Table I summarizes the uncertainty FOMs of the alternate solutions and their measurable and null space components, corresponding to...
PULSE++, PULSE and SGMLS methods for objects Knee 1 and Knee 2 with different system parameter settings. In all cases, the uncertainty FOM in the null space component was significantly higher than compared to that in the measurable component. This is consistent with the uncertainty maps in Fig. 8. As expected, when the acceleration factor $R$ was increased, there was a decrease in the uncertainty FOM in the measurable component while the uncertainty FOM in the null space component increased. Predictably, a reduction in the noise level $\sigma$ for the same value of $R$ also diminished the uncertainty FOM in the measurable component of the alternate solutions. Furthermore, for the same acceleration factor $R$ and noise level $\sigma$, both PULSE and SGMLS methods possessed a consistently higher uncertainty FOM in the measurable component as compared to PULSE++. This corroborates that the PULSE++ method significantly reduces the risk of data inconsistency for generating alternate solutions. On the other hand, the total uncertainty estimated by the SGMLS method is noticeably lower compared to both PULSE++ and PULSE. This suggests that SGMLS fails to explore the manifold of data-consistent alternate solutions and thus underestimates uncertainty.

**TABLE I: Summary of uncertainty FOMs of alternate solutions from the same k-space data for different values of $R$ and $\sigma$**

| Object | Method | $R$ | $\sigma$ | $||\hat{f}_{\text{meas}}^U||_2^2$ | $||\hat{f}_{\text{null}}^U||_2^2$ | $||f^U||_2^2$ |
|--------|--------|-----|---------|---------------------------------|---------------------------------|----------------|
| Knee 1 | PULSE++| 6   | 0.07    | 3.74                            | 152.19                          | 155.93         |
|        | PULSE  | 6   | 0.07    | 9.61                            | 133.05                          | 142.66         |
|        | SGMLS  | 6   | 0.07    | 6.24                            | 70.33                           | 76.57          |
|        | PULSE++| 8   | 0.07    | 3.46                            | 196.48                          | 199.95         |
|        | PULSE  | 8   | 0.07    | 6.55                            | 163.13                          | 169.68         |
|        | SGMLS  | 8   | 0.07    | 5.34                            | 84.07                           | 89.41          |
|        | PULSE++| 8   | 0.05    | 2.26                            | 184.11                          | 186.37         |
|        | PULSE  | 8   | 0.05    | 5.77                            | 149.01                          | 154.77         |
|        | SGMLS  | 8   | 0.05    | 4.30                            | 90.16                           | 94.46          |
| Knee 2 | PULSE++| 6   | 0.07    | 2.67                            | 76.22                           | 78.89          |
|        | PULSE  | 6   | 0.07    | 3.87                            | 60.36                           | 64.23          |
|        | SGMLS  | 6   | 0.07    | 4.86                            | 48.11                           | 52.96          |
|        | PULSE++| 8   | 0.07    | 2.44                            | 101.77                          | 104.20         |
|        | PULSE  | 8   | 0.07    | 3.25                            | 83.09                           | 86.35          |
|        | SGMLS  | 8   | 0.07    | 4.24                            | 55.93                           | 60.17          |
|        | PULSE++| 8   | 0.05    | 1.58                            | 92.84                           | 94.42          |
|        | PULSE  | 8   | 0.05    | 2.62                            | 69.76                           | 72.38          |
|        | SGMLS  | 8   | 0.05    | 3.51                            | 61.87                           | 65.38 |

**TABLE II: Summary of uncertainty FOMs of alternate solutions obtained with PULSE++ from the same projection data using different values of $I_0$.**

| Object | $I_0$ | $||\hat{f}_{\text{meas}}^U||_2^2$ | $||\hat{f}_{\text{null}}^U||_2^2$ | $||f^U||_2^2$ |
|--------|-------|---------------------------------|---------------------------------|----------------|
| Lung 1 | $10^3$| 63.72                           | 355.73                          | 420.04         |
|        | $10^5$| 49.80                           | 310.43                          | 360.74         |
| Lung 2 | $10^3$| 65.91                           | 468.35                          | 536.67         |
|        | $10^5$| 51.51                           | 408.71                          | 460.81         |

**B. Empirical sampling from limited-angle CT measurements**

1) **Visual assessment:** Samples of data-consistent alternate solutions obtained with the PULSE++ method using the same CT-StyleGAN model are shown in Fig. 9, corresponding to limited-angle projection data from Lung 1 ($I_0 = 10^5$, $I_0 = 10^5$) and Lung 2 ($I_0 = 10^5$). Additional alternate solutions are provided in the supplementary material described in the Appendix. The alternate solutions in each case displayed considerable variability in fine-scale structures. This illustrates the ability of the proposed PULSE++ method to produce diverse data-consistent solutions from the same measurement data for high-dimensional objects, which may be computationally infeasible with currently available posterior sampling methods.

2) **Uncertainty quantification:** Uncertainty maps were computed for $T = 100$ alternate solutions corresponding to projection data from Lung 1 and Lung 2 with $I_0 = 10^3$ and $I_0 = 10^5$ obtained using PULSE++, along with their measurable and null space components in the domain of the fan-beam projector $H$. The uncertainty maps for Lung 1 are shown in Fig. 10. Again, it was observed that the uncertainty in the alternate solutions was primarily due to variations in their null space component. The total uncertainty for the alternate solutions and their measurable and null space components for both Lung 1 and Lung 2 are shown in Table II. Since the projection data for $I_0 = 10^5$ had higher SNR, the uncertainty FOM in the measurable component was expectedly lower as compared to that for $I_0 = 10^3$.

**VII. SUMMARY AND CONCLUSION**

In this work, an empirical sampling method, called PULSE++, was proposed that employed generative model-constrained reconstruction with a StyleGAN to obtain multiple objects that are consistent with the same acquired tomographic measurement data. The proposed method represents an extension of the PULSE method that was originally developed for single image super-resolution applications, but employs improved statistical assumptions regarding the StyleGAN latent space. It was demonstrated that the PULSE++ method was able to find data-consistent objects whereas the PULSE method could not. Additionally, it was illustrated that a state-of-the-art posterior sampling technique that employed a score-based generative model and annealed Langevin dynamics was unable to generate data-consistent alternate solutions. Uncertainty maps were computed, and it was observed that the PULSE++ method consistently estimated higher uncertainty in the null space component and lower uncertainty in the measurable space component compared to the other methods. Moreover, the SGMLS method significantly underestimated uncertainty, which further establishes the need for new efficient empirical sampling methods such as PULSE++ to perform reliable uncertainty quantification.

The proposed PULSE++ method is general and, in principle, can be applied to any tomographic imaging system. While the studies in this paper concerned with two-dimensional imaging systems, the PULSE++ method can be extended to three-dimensional imaging systems by use of...
Lung 1, $I_0=10^3$, $\varepsilon_n=57919.0$
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\end{align*}
\]

Lung 1, $I_0=10^5$, $\varepsilon_n=1221623.0$
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Lung 2, $I_0=10^3$, $\varepsilon_n=48180.0$
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Fig. 9: Alternate data-consistent solutions obtained using the PULSE++ method using the CT-StyleGAN model under different settings, for projection data from Lung 1 ($I_0 = 10^3$, $I_0 = 10^5$) and Lung 2 ($I_0 = 10^3$). Zoomed-in images of the same region in the alternate solutions inside the red bounding box demonstrate diversity in a number of fine-scale structures. The grayscale range of the alternate solutions is $[0,1]$.

Fig. 10: Uncertainty maps (a) $\hat{f}_{\text{meas}}^{UM}$, (b) $\hat{f}_{\text{null}}^{UM}$ and (c) $\hat{f}^{UM}$ obtained with PULSE++ from CT measurements corresponding to Lung 1 for $I_0 = 10^3$ and $I_0 = 10^5$. The grayscale range of each type of uncertainty map is shown at the top of the corresponding column. It is evident that in both the cases, the uncertainty is primarily in the null space component. The variability in the measurable component is higher for $I_0 = 10^3$ due to a lower SNR in the projection data.

The use of a StyleGAN in the PULSE++ method presents certain challenges. The StyleGAN must be sufficiently well-trained and should accurately represent the to-be-imaged object distribution. This can be challenging in diagnostic imaging applications, where the objects can contain varying pathologies that may not be fully represented in the StyleGAN training data [45], [46]. As such, the representation error of the StyleGAN should be acknowledged when employing PULSE++. However, because the PULSE++ method is intended to facilitate early stage assessments of new imaging technologies, this representation error may be more tolerable than it would be if it was intended as an approximate Bayesian reconstruction method for clinical use.

There remain additional topics for future studies. In the presented studies, the true imaging operator was assumed to be known. When the goal is to facilitate the assessment of imaging technologies in virtual imaging studies, this may not be a limitation. However, the impact of modeling errors on the performance of the PULSE++ method when applied to experimental measurements remains an important topic for investigation [5]. Additionally, it will be important to explore the application of the PULSE++ method for analyzing image reconstruction instabilities [8], [11] and enabling adaptive imaging procedures [12], [13].

APPENDIX

Additional alternate solutions for each of the numerical studies in Sec. VI are available in the form of .mp4 video.
files under the “Supplementary Files” tab on ScholarOne® Manuscripts.
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