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We present results of a search for anomalous production of two photons together with an electron, muon, \( \tau \) lepton, missing transverse energy, or jets using \( pp \) collision data from 1.1–2.0 fb\(^{-1}\) of integrated luminosity collected by the Collider Detector at Fermilab (CDF). The event yields and kinematic distributions are examined for signs of new physics without favoring a specific model of new physics. The results are consistent with the standard model expectations. The search employs several new analysis techniques.
techniques that significantly reduce instrumental backgrounds in channels with an electron and missing transverse energy.
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I. INTRODUCTION

Over the last 20 years, the rapid pace of developments in phenomenology and model-building has left experimentalists at the collider energy frontier with a wide array of new physics scenarios to investigate [1]. We are also assured that the number of models which have not yet been described is large. Since each search requires substantial resources, only a few new physics scenarios can be the focus of dedicated efforts. We address this problem by performing broad searches in available data samples for any discrepancy with the standard model (SM) [2] in event yields or kinematic distributions. While this approach is not optimized for any particular scenario, it could possibly increase the chance of an unpredicted discovery.

In this article we investigate a sample of data collected by the CDF II detector in $p\bar{p}$ collisions at $\sqrt{s} = 1.96$ TeV at the Fermilab Tevatron. We restrict ourselves to a “baseline” sample with two isolated, central ($0.05 < |\eta| < 1.05$) photons ($\gamma$) with $E_T > 13$ GeV [3]. We then select subsamples which also contain at least one more energetic, isolated, and well-identified object or where two photons are accompanied by large missing transverse energy ($E_T$).

The additional object may be an electron ($e$), muon ($\mu$), or $\tau$ lepton ($\tau$). The $E_T$ is calculated from the imbalance in the energy of visible particles projected to the plane transverse to the beams. The integrated luminosity for each subsample varies from 1.1 to 2.0 fb$^{-1}$.

The $\gamma\gamma + X$ ($X = e/\mu, \tau$, and $E_T$) signatures are present in many new physics scenarios beyond the SM. Examples include models with the gauge-mediated supersymmetry breaking [4], extended Higgs sector [5], technicolor models [6], fourth generation fermions [7], and theories with large extra dimensions [8].

The CDF collaboration has previously performed a search for anomalous production of two photons and an additional energetic object ($E_T$, $e$, $\mu$, $\tau$, $\gamma$, jets, and $b$-quarks) in 85 pb$^{-1}$ of the Tevatron Run I data [9]. Apart from the observation of a single $ee\gamma\gamma E_T$ candidate event, the results were consistent with the SM predictions.
The $ee\gamma\gamma E_T$ event sparked considerable theoretical interest, because this signature is very rare in the SM and the event’s topology is consistent with that of a decay of a pair of new heavy particles. In Run II, both the CDF [10] and D0 [11] collaborations searched for production of $\gamma\gamma + E_T$ events in the context of gauge-mediated supersymmetry breaking models using data corresponding to 0.20 fb$^{-1}$ and 1.1 fb$^{-1}$ of integrated luminosity, respectively. A search for anomalous production of $\gamma\gamma + e/\mu$ events with energetic central photons and leptons ($E_T^{\gamma/\mu} > 25$ GeV and $p_T^e > 25$ GeV/c) in 0.93 fb$^{-1}$ of data was performed by the CDF collaboration as a part of a broader signature-based search for new physics in $l + \gamma + X$ ($l = e, \mu$ and $X = \gamma, l, E_T$) events [12]. Other signatures involving two photons were studied in CDF searches reported in Refs. [13–15]. The current model-independent analysis is improved upon previous diphoton searches both in terms of refined experimental techniques and of amount of data analyzed. It also probes a wider kinematic range compared to the CDF analyses reported in Refs. [12,15].

This paper is organized as follows. It begins with a description of the CDF II detector and the baseline diphoton sample. Then, each $\gamma\gamma + X$ ($X = e/\mu, \tau$, and $E_T$) subsample is discussed in separate sections where we describe the definition of the subsamples, the calculation of the SM predictions, and the comparison of the data and the predictions. The details of several techniques are postponed to appendices.

II. DETECTOR OVERVIEW

The CDF II detector is a cylindrically symmetric apparatus designed to study $p\bar{p}$ collisions at the Fermilab Tevatron. The detector has been described in detail elsewhere [16]; only the detector components that are relevant to this analysis are briefly discussed below. The magnetic spectrometer consists of tracking devices inside a 3-m radius, 5-m long superconducting solenoid magnet which provides an axial magnetic field of 1.4 T. A set of silicon microstrip detectors [17–19] and a 3.1-m long drift chamber (COT) [20] with 96 layers of sense wires measure momenta and trajectories (tracks) of charged particles in the pseudorapidity regions of $|\eta| < 2$ and $|\eta| < 1$ [3], respectively. Surrounding the magnet coil is the projective-tower-geometry sampling calorimeter, which is used to identify and measure the energy and position of photons, electrons, jets, and $E_T$. The calorimeter consists of lead-scintillator electromagnetic and iron-scintillator hadron compartments and it is divided into a central barrel ($|\eta| < 1.1$) and a pair of “end plugs” that cover the region $1.1 < |\eta| < 3.6$. The central calorimeter is composed of towers with a segmentation of $\Delta \eta \times \Delta \phi = 0.1 \times 15^\circ$. The energy resolution of the central electromagnetic calorimeter for electrons is $\sigma(E_T)/E_T = 13.5\%/\sqrt{E_T}$(GeV) $\oplus$ 1.5% [21], while the energy resolution of the central hadron calorimeter for charged pions that do not interact in the electromagnetic section is $\sigma(E_T)/E_T = 50\%/\sqrt{E_T}$(GeV) $\oplus$ 3% [22]. In the plug calorimeter, the segmentation varies from $\Delta \eta \times \Delta \phi = 0.1 \times 7.5^\circ$ for $1.1 < |\eta| < 1.8$ to $\Delta \eta \times \Delta \phi = 0.6 \times 15^\circ$ for $|\eta| = 3.6$. The corresponding plug electromagnetic and hadron calorimeter energy resolutions are $\sigma(E)/E = 14.4\%/\sqrt{E}$(GeV) $\oplus$ 0.7% and $\sigma(E)/E = 74\%/\sqrt{E}$(GeV) $\oplus$ 4%, respectively [23]. The additional system in the central region is used for identification and precise position measurement of photons and electrons. Multiwire proportional chambers with cathode-strip readout (the CES system) are located at the depth of six radiation lengths (near shower maximum) in the central electromagnetic calorimeter. Cathode strips and anode wires, with a channel spacing between 1.5 cm and 2 cm, running along the azimuthal (strips) and the beam line (wires) direction give location and two-dimensional profiles of the electromagnetic showers. The position resolution of the CES is 2 mm for a 50 GeV photon. The electromagnetic compartments of the calorimeter are also used to measure the arrival time of particles depositing energy in each tower [24].

Muons from collisions as well as cosmic rays are identified using systems which are located outside the calorimeters: the central muon detector (CMD) and the central muon upgrade detector (CMP) in the pseudorapidity region of $|\eta| < 0.6$, and the central muon extension (CMX) for the pseudorapidity region of $0.6 < |\eta| < 1.0$ [25]. The CMD system uses four layers of planar drift chambers and detects muons with $p_T > 1.4$ GeV/c. The CMP system, located behind a 0.6 m thick steel absorber outside the magnetic return yoke, consists of an additional four layers of planar drift chambers and detects muons with $p_T > 2.2$ GeV/c. The CMX detects muons with $p_T > 1.4$ GeV/c using four to eight layers of drift chambers, depending on the polar angle. A system of Cherenkov luminosity counters (CLC) [26], located around the beam pipe and inside the plug calorimeters, is used to measure a number of inelastic $p\bar{p}$ collisions per bunch crossing, and thereby the luminosity.

The online event selection at CDF is done by a three-level trigger [27] system with each level providing a rate reduction sufficient to allow for processing at the next level with minimal deadtime. The Level-1 trigger uses custom designed hardware to find physics objects based on a subset of the detector information. The Level-2 trigger consists of custom hardware to do a limited event reconstruction which can be processed in programmable processors. The Level-3 trigger uses the full detector information and consists of a farm of computers that reconstructs the data and applies selection criteria similar to the offline requirements.

III. DATA SELECTION AND EVENT RECONSTRUCTION

The search for anomalous production of $\gamma\gamma + E_T$ and $\gamma\gamma + \tau$ events is performed with data corresponding to
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0.1 fb\(^{-1}\) of luminosity integrated from the beginning of Run II. The search for anomalous \(\gamma\gamma + e/\mu\) events utilizes a smaller data set of \(1.1 \pm 0.1\) fb\(^{-1}\) of integrated luminosity. The online (trigger) requirements and offline selection criteria that are common to all three final states are discussed below. Additional requirements of each analysis are explained separately.

The inclusive \(\gamma\gamma\) events are selected online by a three-level trigger that requires two isolated electromagnetic (EM) clusters with \(E_T^\gamma > 12\) GeV (diphoton-12 trigger) or two electromagnetic clusters with \(E_T^\gamma > 18\) GeV and no isolation requirement (diphoton-18 trigger). A detailed description of diphoton triggers can be found in Appendix A1. The triggered \(\gamma\gamma\) candidate events are then subjected to the offline selection. Each event is required to have two central EM clusters (photon candidates) inside a well-instrumented region of the calorimeter (approximately \(0.05 < |\eta| < 1.05\)) with \(E_T > 13\) GeV. For each photon candidate, the transverse shower profile in the CES and the amount of energy leaked into the hadron calorimeter must be consistent with those of a single electromagnetic cluster. We distinguish photons from electrons by making sure that no high-\(p_T\) charged track points to the EM cluster. Both photon candidates are also required to be isolated energy clusters in the calorimeter in order to suppress background due to jets. More details of the standard photon identification criteria can be found in Appendix A2. To reduce contamination due to cosmic-ray, beam-related, and other noncollision backgrounds, the event must contain a well-reconstructed vertex, formed by tracks, with \(|z| < 60\) cm. If multiple vertices are reconstructed, the vertex with the largest \(\sum p_T\) of the associated tracks is selected. Unless noted otherwise, the transverse energy of all calorimeter objects is calculated with respect to this primary vertex. Finally, the arrival time of both photon candidates, corrected for average path length, has to be consistent with the \(p\bar{p}\) collision time. It should be pointed out that due to the photon timing requirements, we are only sensitive to new physics processes where photons are produced in decays of new particles with small lifetime (<1 ns).

Inclusive \(\gamma\gamma\) events satisfying the above criteria form the baseline \(\gamma\gamma\) signal sample used in all three analyses. This sample consists of real \(\gamma\gamma\) events (approximately 30\%), jet-\(\gamma\) (45\%), and jet-jet (25\%) [10] events where one or both jets are misidentified as a photon. (An object misidentified as a photon is referred to as a “fake” photon.) The \(\gamma\gamma + e/\mu, \gamma\gamma + \tau, \) and \(\gamma\gamma + E_T\) candidate events are then selected from the base signal sample by requiring additional objects of interest or significant \(E_T\) event. We also select a control sample of \(\gamma\gamma\) events by applying less stringent photon identification requirements as discussed in Appendix A2. To avoid an overlap with the signal sample, at least one photon candidate from the control sample must fail the standard photon cuts. The control sample is ideal for testing our analysis techniques because it has a similar event topology, but is dominated by background events (the fraction of real \(\gamma\gamma\) events in it is approximately 5\%).

Our baseline signal and control \(\gamma\gamma\) samples consist of 31 116 and 42 708 events, respectively, in data corresponding to \(2.0\) fb\(^{-1}\) of integrated luminosity.

IV. SEARCHES FOR ANOMALOUS PRODUCTION
OF \(\gamma\gamma + X\) EVENTS

In this section, we describe in detail three separate searches for anomalous production of \(\gamma\gamma + e/\mu, \gamma\gamma + \tau, \) and \(\gamma\gamma + E_T\) events. All analyses use the same baseline \(\gamma\gamma\) samples and utilize the same definitions of the additional objects and kinematic variables: electrons, muons, \(\tau\) leptons, jets, soft unclustered energy, \(E_T\), and \(H_T\). The \(H_T\) is defined as a scalar sum of \(E_T\) and \(E_T\) of all identified photons, leptons, and jets. The detailed descriptions of these objects can be found in Appendices A3–A8.

A. The \(\gamma\gamma + e/\mu\) final state

We search for anomalous production of events containing two photons and at least one additional electron or muon in data corresponding to \(1.1 \pm 0.1\) fb\(^{-1}\) of integrated luminosity. The events of interest are derived from the \(\gamma\gamma\) baseline sample described in Sec. III. The electron identification criteria are similar to those for the photon except that an electron candidate must have an energetic track pointing to the EM cluster. The momentum, \(p\), of this track has to be consistent with the energy deposited in the EM calorimeter. The electron identification requirements are described in detail in Appendix A3.

A well-reconstructed COT track is identified as a muon candidate if it is matched to hit segments (stubs) in the central muon detectors, and its energy deposition pattern in the EM and hadron (HAD) calorimeters is consistent with that left by a minimum ionizing particle. Details on the muon identification requirements can be found in Appendix A4.

The selected \(\gamma\gamma e\) and \(\gamma\gamma\mu\) events must have at least one electron or muon candidate with \(E_T > 20\) GeV and \(p_T^\mu > 20\) GeV/c, respectively. We compare the observed number of events and kinematic distributions in the data with those from our SM background predictions. Backgrounds for the \(\gamma\gamma e\) and \(\gamma\gamma\mu\) signatures of new physics include the following:

1. The SM production of \(Z\rightarrow l^+l^-\) and \(W\rightarrow l\nu\) in association with two photons (\(Z\gamma\gamma, W\gamma\gamma\)), where photons are radiated from either the initial-state quarks, charged electroweak boson (\(W\)), or the final-state leptons.
2. Backgrounds due to misidentified particles (fake photons or leptons)
   (i) electrons misidentified as photons (e.g., \(Z\gamma\) events),
(ii) jets misidentified as photons (e.g., $W\gamma + \text{jet}$ or $Z\gamma + \text{jet}$ events),
(iii) jets misidentified as leptons (mostly $\gamma\gamma$ candidate events with an additional jet).

We describe below how these background contributions are estimated.

The SM $Z\gamma\gamma$ and $W\gamma\gamma$ contributions are estimated from Monte Carlo (MC) simulation. The MC samples are generated using the leading-order (LO) matrix-element generator MADGRAPH [28]. The output of MADGRAPH is fed into PYTHIA [29] to carry out parton fragmentation, simulation of the underlying event and additional $p\bar{p}$ interactions in the same bunch crossing, as well as initial- and final-state radiation. The output of PYTHIA is then processed through the GEANT-based detector simulation [30] followed by the same reconstruction program as that for the data. To account for an imperfect modeling of the CDF II detector, the MC predictions are corrected for small differences (1%–10%) in photon and lepton identification and trigger efficiencies between data and MC. In addition, the LO cross sections predicted by MADGRAPH are scaled to the next-to-leading-order (NLO) cross sections according to the $K$ factors in Ref. [31]. These $K$ factors are functions of the dilepton mass and $E_T$ of the highest-$E_T$ photon, and their values range from 1.36 to 1.62 with an average of $\sim 1.4$ for the kinematic range of $Z\gamma\gamma$ and $W\gamma\gamma$ production. The uncertainty for this background prediction includes statistical uncertainty due to the finite size of MC samples, 6% systematic uncertainty on the measured integrated luminosity, and 7% systematic uncertainty on the $Z\gamma\gamma$ and $W\gamma\gamma$ cross sections due to uncertainties in the factorization and renormalization scales and parton distribution functions (PDF) [32].

The rest of the background contains at least one misidentified object. Fake photons can arise from the hard bremsstrahlung of electrons in the detector material, inefficient electron-track reconstruction, or decays of bremsstrahlung of electrons in the detector material, and muons. The probability and its associated uncertainty can be found in Appendix B 2. Also note that both $l\gamma + e$ and $l\gamma + \text{jet}$ events may contain events with fake leptons.

The last source of background is events with two real photons and a fake lepton from the direct diphoton production with additional jets. The number of “diphoton + fake lepton” events is obtained by applying $E_T$-dependent misidentification probabilities from Ref. [33] to the events with two photon candidates and an object which may fake a lepton. These objects are jets for electrons and isolated tracks for muons. The probability for a jet (isolated track) with $E_T(p_T) = 50$ GeV to fake a central electron (muon) is $\sim 0.01\%$ ($\sim 1\%$). Details of the misidentification probabilities and their uncertainties are discussed in Appendix B 3. According to earlier studies [10], only $29\% \pm 4\%$ of observed diphotons are real diphoton events. In order to avoid duplication with the fake photon contribution estimated above, the number of “diphoton + fake lepton” events is multiplied by the real diphoton fraction ($29\% \pm 4\%$), which gives the number of “real+$\gamma\gamma + \text{fake lepton}$” events.

The fake photon signature can also be produced as a result of the bremsstrahlung of cosmic muons as they pass through the calorimeters. However, the probability for a real photon event to overlap with such a cosmic event is found to be very small: $1.5 \times 10^{-8}$ (see Ref. [10]). Therefore, the cosmic backgrounds are negligible in the $\gamma\gamma e$ and $\gamma\gamma\mu$ searches.

Table I lists the expected and observed numbers of $\gamma\gamma e$ and $\gamma\gamma\mu$ events for $E_T > 13$ GeV. At this stage of event selection, we observe three $\gamma\gamma e$ events and zero $\gamma\gamma\mu$ events. The leading background in the $\gamma\gamma e$ channel is due to events where at least one of the photons is a misidentified electron. The leading background in the $\gamma\gamma\mu$ channel is the electroweak production of $Z\gamma\gamma$ events. Figures 1 and 2 show several important kinematic distributions, including invariant mass, electron and photon $E_T$, $E_T$, jet multiplicity, and $H_T$ from data and the predicted

| Source       | Electron (Expected) | Electron (Observed) | Muon (Expected) | Muon (Observed) |
|--------------|---------------------|---------------------|-----------------|-----------------|
| $Z\gamma\gamma$ | $0.90 \pm 0.09$    | $0.55 \pm 0.05$    |                 |                 |
| $W\gamma\gamma$ | $0.17 \pm 0.02$    | $0.09 \pm 0.01$    |                 |                 |
| $l\gamma + e \rightarrow \gamma$ | $5.14 \pm 0.68$ | $0.02 \pm 0.02$ |                 |                 |
| $l\gamma + \text{jet} \rightarrow \gamma$ | $0.48 \pm 0.31$ | $0.13 \pm 0.09$ |                 |                 |
| Fake $l + \gamma\gamma$ | $0.13 \pm 0.05$ | $0.004 \pm 0.004$ |                 |                 |
| Total        | $6.82 \pm 0.75$    | $0.79 \pm 0.11$    |                 |                 |
| Data         | $3$                 | $0$                 |                 |                 |
backgrounds before applying the final selection, the silicon-track rejection (described next).

The dominant source of background in the $\gamma\gamma e$ search are $\gamma + ee$ events where one of the electrons is misreconstructed as a photon. An electron may lose its track and be reconstructed as a photon because of catastrophic bremsstrahlung in the detector material in front of the COT. However, such an electron often leaves a few hits in the silicon detector and can be partially recovered by a special tracking algorithm (see Appendix A2 and Ref. [34] for more details). We further compare the data and background prediction after removing events where at least one
of the photons is matched to this type of electron track (silicon-track rejection). The silicon-track rejection suppresses ~80% of fake photons from the electron bremsstrahlung for $E_T > 45$ GeV (see Fig. 12 from Appendix B 3) while it has only ~1% inefficiency for real photons. Once this procedure is applied, the observed number of $\gamma\gamma e$ events is reduced to one. The final background predictions after the silicon-track rejection can be found in Table II.

The robustness of our background estimation technique is validated in the following three ways. First, we use an independent method to measure the misidentification
probabilities. Instead of counting electrons that satisfy standard central-electron criteria, we use the number of electrons that satisfy photon-like electron criteria in the $e \rightarrow \gamma$ fake rate denominator (see Appendix B 1). The difference in the prediction of fake photons from $ee\gamma$ events is $\sim 4\% - 11\%$. Second, we cross-check if the $ee\gamma$ data (to which the $e \rightarrow \gamma$ fake rate is applied) contain a significant number of fake electrons. We fit data with a combined likelihood of multiple electron identification variables, where the signal shapes are obtained from electrons in $Z$ decays and the background shapes are obtained from the sample enriched with fake electrons. The purity of electrons is estimated to be $97 \pm 2 \%$. In addition, we compare the yields of $ee\gamma$ and $\mu\mu\gamma$ events in data and those predicted by $Z\gamma$ MADGRAPH MC. We divide the ratio of data to MC yields in the muon channel by the same ratio in the electron channel. If the $ee\gamma$ events contain a significant amount of fake electrons, the double ratio will be inconsistent with unity. The double ratio is found to be $1.10 \pm 0.15$. Third, we examine the background estimate in larger samples, where either one photon and one electron ($e\gamma$) or one photon, one electron, and one jet ($e\gamma j$) events are required. The numbers of $e\gamma$ and $e\gamma j$ events in data are consistent with those from the background predictions within 1 standard deviation.

To summarize, we do not observe any evidence for anomalous production of $\gamma e e$ and $\gamma \gamma \mu$ events.

B. The $\gamma\gamma + \tau$ final state

We search for events with two photons and a hadronically decaying $\tau$ lepton in data corresponding to $2.0 \text{ fb}^{-1}$ of integrated luminosity. These events are a subset of the baseline diphoton sample (see Sec. III) with at least one $\tau$ lepton candidate identified using the tight requirements and passing $E_T > 15 \text{ GeV}$ (see Appendix A 5). We select $34 \gamma\gamma + \tau$ candidate events.

We consider two sources of backgrounds: the SM production of $W \rightarrow \tau \nu$ or $Z \rightarrow \tau \tau$ with photons and $\gamma\gamma$ events with jets misidentified as $\tau$ leptons. Other backgrounds are negligible.

The electroweak backgrounds are estimated from $W\gamma$ and $Z\gamma$ MADGRAPH [28] MC simulation. The LO order predictions are multiplied by the appropriate next-to-leading-order $K$ factors described in Sec. IVA and Ref. [31]. We find that these electroweak events with real leptons are dominated by events with at least one real photon, so we do not consider the case where both photons are misidentified jets. The prediction predicts the background from the cases of two real photons or one real with one fake photon to be $2.2 \pm 0.8$ events, where the uncertainty comes from MC statistics.

The dominant background in this search is from events with two reconstructed photons (which may be real or fake), and jets, where one of the jets is misidentified as a $\tau$ lepton. To estimate this background, we select events with two photons and a jet identified as a “loose” $\tau$ lepton candidate (see Appendix A 5) and apply the jet $\rightarrow \tau$ misidentification probability (see Appendix B 4). Since the misidentification probability is different for jets originated by quarks or by gluons, and the ratio of quark jets to gluon jets here may be different from the one in the sample used to derive the jet $\rightarrow \tau$ misidentification probability, we investigate a correction for the different types of jets in our sample. The probability for a quark jet to fake a $\tau$ lepton is 3 times larger than the probability for a gluon jet. The process becomes more complex because a photon candidate may also be a misidentified jet, and the probability for a quark jet to fake a photon is 10 times larger than for a gluon jet. We use PYTHIA MC samples of diphotons, inclusive single photons and dijets to investigate the quark and gluon content of our data sample. Previous studies [10] have determined that the baseline diphoton sample has approximately 30% real diphoton events, 45% events with a real photon and a jet misidentified as a photon, and 25% events with two jets misidentified as photons. The simulations indicate that the quark-to-gluon ratio is significantly higher in the case of one real photon and one fake photon (80% quarks) than either of the other cases (approximately 30% in dijet events and 40% in events with two real photons) and needs to be corrected for. We account for this effect by using two methods. In the first method, we simply apply the jet $\rightarrow \tau$ misidentification rate and then make a correction for the difference in the average quark-to-gluon ratio in the sample. In the second method, we allow for the possibility that quark jets will preferentially become misidentified photons, leaving the remaining jets to become misidentified taus. This method yields our reported central result, and the variation between the methods indicates a 13% systematic uncertainty which is added to the 20% systematic uncertainty in the misidentification probability.

The misidentified $\tau$ background is $44 \pm 10$ events and the total background estimate is $46 \pm 10$ events, consistent with the 34 observed $\gamma\gamma + \tau$ candidate events. We perform three checks of the methodology by predicting the size of

| Source | Electron | Muon |
|--------|----------|------|
| $Z\gamma\gamma$ | $0.82 \pm 0.08$ | $0.50 \pm 0.05$ |
| $W\gamma$ | $0.15 \pm 0.02$ | $0.08 \pm 0.01$ |
| $l\gamma + e \rightarrow \gamma$ | $2.26 \pm 0.46$ | $0.004 \pm 0.004$ |
| $l\gamma + \text{jet} \rightarrow \gamma$ | $0.44 \pm 0.26$ | $0.12 \pm 0.08$ |
| Fake $l + \gamma\gamma$ | $0.12 \pm 0.05$ | $0.004 \pm 0.004$ |
| Total | $3.79 \pm 0.54$ | $0.71 \pm 0.10$ |
| Data | 1 | 0 |
In summary, we do not observe any evidence for the anomalous production of $\gamma\gamma + \tau$ events.

**C. The $\gamma\gamma + E_T$ final state**

We search for the anomalous production of two photons and large missing transverse energy ($E_T$) in data corresponding to 2.0 fb$^{-1}$ of integrated luminosity. The subsample of $\gamma\gamma + E_T$ events is derived from the baseline diphoton sample described previously in Sec. III and in Appendix A2. The missing transverse energy is defined as an energy imbalance in the calorimeter (see detailed description of $E_T$ in Appendix A7) and it is an experimental signature of neutrinos or new particles that do not interact electromagnetically or strongly with the detector material. The $E_T$, however, can be mimicked by a simple energy misreconstruction in SM events. Fluctuations in jet energy measurements are the most common source of such fake $E_T$. Figure 5 shows the $E_T$ distribution in the $\gamma\gamma$ baseline sample. This figure illustrates that events with fake $E_T$ are not only the dominant background in the region up to $E_T \sim 40$ GeV, but they also have a significant contribution even to the tail of $E_T$ distribution. A better separation between events with real and fake $E_T$ can be achieved if a significance of the measured $E_T$ is considered rather than its absolute value. The $E_T$-significance is a dimensionless quantity based on the energy resolution of jets and soft unclustered particles. It also takes into account the event topology as shown in Appendix C. As it is demonstrated in Fig. 6, the $E_T$-significance distributions have very different shapes in events with fake and real $E_T$: exponentially falling (solid line) and almost flat shapes, respectively. Thus, the $E_T$-significance is an efficient tool in separating
We consider three major sources of background for the \( \gamma\gamma + E_T \) signature: QCD (\( \gamma\gamma, j\gamma, \) and \( jj \) where \( j = \text{jet} \to \gamma_{\text{fake}} \)) events with large fake \( E_T \) due to energy loss or mismeasurement in the calorimeter, electroweak (EWK) processes with real \( E_T \) from neutrinos, and noncollision events with fake photons and \( E_T \). Each of these sources is discussed below in the order of their importance. All of the background estimation techniques are tested on a control sample of loose diphoton events described in Sec. III and in Appendix A2.

Significant losses or fluctuations in energy measurements in the inclusive \( \gamma\gamma \) sample, which can lead to considerable values of fake \( E_T \), happen only in a small fraction of events. However, the large production cross sections of QCD processes make them one of the largest backgrounds. We distinguish three types of QCD backgrounds: events with energy mismeasurement due to calorimeter energy resolution effects (QCD type-1); \( \gamma\gamma \) candidate events with a wrong choice of the primary interaction vertex (QCD type-2); and \( \gamma\gamma\gamma \) events where one of the photon candidates is lost in the calorimeter cracks (QCD type-3).

The QCD type-1 background estimate is based on a \( E_T \)-resolution model (METMODEL) described in Appendix C. For each \( \gamma\gamma \) data event, we generate ten pseudoexperiments to simulate fake \( E_T \) and calculate its significance given the event kinematics. In each pseudoexperiment, we smear the energies of jets and soft unclustered particles using appropriate resolutions. The difference between the smeared and measured energy of the object is taken as its individual contribution to the total fake \( E_T \). We predict the QCD background due to energy mismeasurements by counting the number of pseudoexperiments that pass our \( E_T \)-significance requirements divided by the number of pseudoexperiments per event. Kinematic distributions from these pseudoexperiments are then used as QCD background templates for data. The systematic uncertainty (23\% for \( E_T \)-significance > 3, 47\% for \( E_T \)-significance > 4, and 130\% for \( E_T \)-significance > 5) is considerable values of fake \( E_T \) due to mismeasurement in the calorimeter, electroweak (EWK) processes with real \( E_T \) from neutrinos, and noncollision events with fake photons.

We study \( \gamma\gamma + E_T \) events which pass three \textit{a priori} \( E_T \)-significance requirements: \( E_T \)-significance > 3, 4, and 5. This choice of cut values has a straightforward motivation. If the \( \gamma\gamma \) sample were only composed of events with fake \( E_T \) due to energy misreconstruction in the calorimeter, then we would select 0.1\%, 0.01\%, and 0.001\% of the total number of events by requiring \( E_T \)-significance > 3, 4, and 5, respectively. On the other hand, studies with MC \( W\gamma \to e\nu + \gamma \) sample indicate that the \( E_T \)-significance > 3 (\( E_T \)-significance > 5) cut is ~100\% (~90\%) efficient for events with real \( E_T \) > 35 GeV (see Fig. 7).

![Graph](image)

**FIG. 6** (color online). The \( E_T \)-significance distribution in all \( \gamma\gamma \) candidate events from the baseline sample. The data (marker) is compared with the total background prediction (solid line with the gray band representing the total uncertainty). The total background prediction is a sum (shown by the stacked histograms) of the QCD, electroweak (dashed line), and noncollision (dashed-dotted line) backgrounds. The straight solid line represents the expected \( E_T \)-significance distribution if all \( \gamma\gamma \) candidate events were to have fake \( E_T \) due to the measurement fluctuations in the calorimeter (see Appendix C for more details).
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**FIG. 7** (color online). (a) the \( E_T \) distributions in MC \( W\gamma \to e\nu + \gamma \) events before and after the \( E_T \)-significance cuts. (b) the efficiency of the three \( E_T \)-significance cuts for these events.
is evaluated by comparing the METMODEL expectations obtained with the default parameters to predictions obtained by varying each parameter by 1 standard deviation ($\pm 1\sigma$). These parameters and associated sources of systematic uncertainties are discussed in Appendix C. The statistical and systematic uncertainties are added in quadrature to obtain the total uncertainty. The predictions for the QCD type-1 background and their associated uncertainties can be found in Table III.

The background contribution due to $\gamma\gamma$ candidate events with misassigned primary vertex (QCD type-2) cannot be directly estimated by the METMODEL because the energy resolution parameterization does not include this effect. The vertex misassignment occurs when a $\gamma\gamma$ pair [35] is produced by a hard scattering interaction that overlaps with another interaction producing a vertex with the highest $\sum p_T$ of tracks. As a consequence of the wrong vertex choice, the $E_T$ of both photon candidates are incorrectly calculated, thus leading to fake $E_T$. Although the effect is small, it can occasionally result in a large fake $E_T$, for example, when two vertices are far apart and the photons are sufficiently energetic. We correct for these mismeasurements by recalculating the $E_T$ of photons with respect to the vertex which gives the smallest value of $E_T$. This procedure is verified to be valid for events with no intrinsic $E_T$. It is also tested in simulated $W\gamma \rightarrow e\nu\gamma\gamma$ events [36] and data $e\gamma$ events with $E_T > 20$ GeV. The selection of $e\gamma$ events is discussed in Appendix A.9. The effect is found to be small: after the procedure is applied, the number of simulated and data events with $E_T > 20$ GeV is reduced by 1% and 2%, respectively. In some fraction of events, however, the hard interaction completely fails to produce a reconstructed vertex and the vertex reassignment cannot fix fake $E_T$. Since the METMODEL cannot account for this contribution, we employ a method based on a combination of data and Monte Carlo simulation to obtain the predictions. For this purpose, we use PYTHIA $\gamma\gamma$ events [29] passed through the detector simulation [30]. These MC events also include additional interactions in the same bunch crossing that are modeled according to the luminosity profile in data. We select only events where the hard scattering interaction resulting in a $\gamma\gamma$ pair does not produce a reconstructed vertex, and the primary vertex is created by tracks from an overlapping additional interaction. We will refer to such events as “no vertex” $\gamma\gamma$ events. The MC sample of “no vertex” events is normalized to the number of such events in real data ($4.8 \pm 0.4\%$ of the baseline $\gamma\gamma$ events). We then apply the standard analysis procedure to the sample and obtain the fraction of “no vertex” events in MC passing our $E_T$-significance cuts. The systematic uncertainties on the QCD type-2 background contribution include the MC statistical uncertainty (12%–24%), the uncertainty on the normalization factor (10%), the uncertainty due to the jet energy scale (7%–8%), and the MC-data differences in the METMODEL parameterization (40%). The predictions for the QCD type-2 background and their associated uncertainties can be found in Table III.

The $\gamma\gamma\gamma$ events are produced at a very low rate compared to that of $\gamma\gamma$ events. However a probability of losing a photon in calorimeter cracks is $\sim 10\%$, so that the probability of losing one of the candidate photons in a triphoton event is as large as $\sim 30\%$. These events (QCD type-3) could reconstruct as $\gamma\gamma + E_T$ events. To reduce this background, we reject events if the $E_T$ vector points along the direction (within $|\Delta \phi| < 0.3$) of a narrow jet [38] located close to the calorimeter cracks at $\eta \sim 0$ and $|\eta| \sim 1.1$. The remaining contribution of the QCD type-3 events is estimated using a large inclusive PYTHIA $\gamma\gamma$ MC sample. We select reconstructed triphoton events ($E_T^{1,2} > 13$ GeV and $E_T^3 > 7$ GeV) in MC and data. The numbers of reconstructed $\gamma\gamma\gamma$ candidates give us the MC-to-data normalization factor. To obtain an estimate of the remaining QCD type-3 background, we select PYTHIA triphoton events at the generator level (before detector simulation), apply the standard analysis procedure to these events, and multiply the result by the normalization factor described above. The systematic uncertainties for this background prediction is due to the following sources: (1) MC statistical uncertainty (24%–33%); (2) uncertainty on the normalization factor (19%); (3) uncertainty due to MC-data differences in the METMODEL parameterization (10%–44%); (4) jet energy

| $E_T$-significance $> 3.0$ | $E_T$-significance $> 4.0$ | $E_T$-significance $> 5.0$ |
|--------------------------|--------------------------|--------------------------|
| EWK                      | 35.4 ± 2.2               | 29.9 ± 2.0               | 25.9 ± 1.9               |
| QCD type-1               | 28.1 ± 6.8               | 3.6 ± 1.8                | 0.6 ± 0.8                |
| QCD type-2               | 4.4 ± 2.0                | 2.5 ± 1.0                | 1.5 ± 0.7                |
| QCD type-3               | 2.9 ± 1.0                | 2.2 ± 1.0                | 1.6 ± 1.0                |
| Noncollision             | 0.9 ± 0.3                | 0.8 ± 0.3                | 0.8 ± 0.3                |
| Total                    | 71.7 ± 7.5               | 39.0 ± 3.1               | 30.4 ± 2.4               |
| Data                     | 82                       | 31                       | 23                       |
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scale uncertainty (10%–11%). The predictions for all sources of QCD backgrounds and their associated uncertainties can be found in Table III.

Electroweak processes involving $W \rightarrow l \nu$ and $Z \rightarrow \nu \bar{\nu}/\tau^{+}\tau^{-}$ are the most common source of large real $E_{T}$ in $p\bar{p}$ collisions. There are three ways these processes can produce a $\gamma\gamma + E_{T}$ signature: (1) $W\gamma$ and $Z\gamma$ events with one real and one fake photon; (2) $W\gamma\gamma$ and $Z\gamma\gamma$ events where both photons are real; (3) $W +$ jet, $Z +$ jet events where both photon candidates are fake photons. We estimate the EWK backgrounds by using $W=Z + \gamma$ [36] [for (1) and (2)] and inclusive $W/Z$ [39] [for (3)] Monte Carlo events passed through the detector simulation. We consider all three leptonic decay modes of $W$ and $Z$ bosons. To avoid an overlap between $W/Z + \gamma$ and $W/Z$ samples, we remove PYTHIA $W/Z$ events where reconstructed photons are matched to generated photons originating from initial/final-state radiation of quarks or leptons. The MC-based predictions for the EWK backgrounds are then multiplied by a scale factor that diminishes possible data-MC differences and cancels out many of the systematic uncertainties (e.g., trigger efficiencies, acceptance and photon ID efficiencies, $K$ factors, modeling of initial/final-state radiation in MC, uncertainties in parton distribution functions, jet energy scale uncertainty, and luminosity uncertainty). This scale factor is obtained by comparing $e\gamma + E_{T}$ events (see Appendix A9) in data and MC. It is defined as the ratio of numbers of data and MC $e\gamma$ events satisfying all analysis requirements. The resulting EWK background predictions and the corresponding uncertainties can be found in Table III. The total uncertainties includes the MC statistical uncertainties (3.5%–4.4%) and the MC-to-data normalization factor uncertainties (5.4%–6.1%). The last uncertainty includes statistical uncertainties from data and MC $e\gamma + E_{T}$ samples and systematic uncertainties associated with the purity of the $e + \gamma$ data sample and difference between the $E_{T}$-cut efficiency (see Appendix A9) in data and MC. From Table III, one can see that the EWK processes are the dominant source of background when $E_{T}$-significance $> 4$. We find that 59%–63% (30%–40%) of the total EWK background for the $\gamma\gamma + E_{T}$ signature comes from the electron ($\tau$ lepton).

![FIG. 8](color online). The kinematic distributions for $\gamma\gamma + E_{T}$ candidate events with $E_{T}$-significance $> 3$: (a) $E_{T}$, the missing transverse energy; (b) $E_{T}$ of leading photon candidate; (c) $H_{T}$, the scalar sum of the transverse energies of photons, jets, and $E_{T}$; and (d) invariant mass, $M_{\gamma\gamma}$, of two photons. In all figures, the data (marker) is compared with the total background predictions (solid line with the gray band representing the total uncertainty). The total background prediction is a sum (shown by the stacked histograms) of the QCD and electroweak (dashed line) backgrounds. The noncollision background is too small to be visible on a plot with linear scale.
decay channels of $W$ and $Z$ bosons. Note that the $E_T$-significance cuts are rather efficient for events with large real $E_T$; for example, 84% and 68% of $W + \gamma \rightarrow e\nu + \gamma$ events pass the $E_T$-significance $> 3$ and $E_T$-significance $> 5$ requirements, respectively.

The last remaining source of background is noncollision events where both photons and $E_T$ are fake. These events may either be caused by cosmic rays (CR) or beam halo (BH) muons depositing energy in the calorimeter. CR events are suppressed by requiring the EM timing of both photon candidates ($T_1$ and $T_2$) to be consistent with the collision time: $|T_1 - T_2 | < 6.7 \text{ ns}$ and $|T_1 - T_2 | < 4.1 \text{ ns}$ (more details are given in Appendix A 2). BH events are removed by the topological cuts based on the distinct energy deposition pattern of BH muons traveling along the beam pipe. More details about CR and BH rejection cuts can be found in Appendix A 2. The number of remaining BH events is estimated from the number of identified BH candidates and known rejection power of the BH cuts. The background contribution due to CR events is estimated based on the number of these events in the $30 \text{ ns} < T_{1,2} < 120 \text{ ns}$ EM timing window and known efficiency of the cosmic rejection cuts (see Appendix A 2 and Ref. [40]). The total prediction for noncollision backgrounds can be found in Table III. The uncertainty for this estimate is dominated by the statistics in the samples of identified BH and CR events.

The results of the search are presented in Table III. The total expected SM background for three $E_T$-significance cuts ($E_T$-significance $> 3$, 4, and 5) is $71.7 \pm 7.5$, $39.0 \pm 3.1$, and $30.4 \pm 2.4$ events, respectively. These predictions agree well with the observed numbers of data events: 82, 31, and 23. We also examine various kinematic distributions in data and SM backgrounds for $E_T$-significance $> 3$ and $E_T$-significance $> 5$. Figures 8 and 9 show the $E_T$, leading photon $E_T$, $H_T$, and $M_{\gamma\gamma}$ distributions for the selected $\gamma\gamma + E_T$ candidate events and the SM background predictions. Finally, Fig. 10 illustrates multiplicities and $E_T$ distributions of extra jets and electrons in selected events. We observe good agreement between data and

![Graphs showing kinematic distributions for $\gamma\gamma + E_T$ candidate events with $E_T$-significance > 5: (a) $E_T$, the missing transverse energy; (b) $E_T$ of leading photon candidate; (c) $H_T$, the scalar sum of the transverse energies of photons, jets, and $E_T$; and (d) invariant mass, $M_{\gamma\gamma}$, of two photons. In all figures, the data (marker) is compared with the total background predictions (solid line with the gray band representing the total uncertainty). The total background prediction is a sum (shown by the stacked histograms) of the QCD and electroweak (dashed line) backgrounds. The noncollision background is too small to be visible on a plot with linear scale.](https://example.com/figure9.png)
predicted background shapes for all studied kinematic distributions that are expected to be sensitive to production of new particles.

In summary, we have searched for anomalous production of $\gamma\gamma + E_T$ events in data corresponding to 2.0 fb$^{-1}$ of integrated luminosity. No significant deviations from the SM background predictions are observed.

V. CONCLUSIONS

We performed a model-independent search for anomalous production of two photons with an electron, muon, $\tau$ lepton, or large missing transverse energy. The analysis of a $\gamma\gamma + e/\mu$ signature was performed using data corresponding to 1.1 fb$^{-1}$ of integrated luminosity. After final selection, we observed one $\gamma\gamma + e$ candidate event and zero $\gamma\gamma + \mu$ events, in agreement with the expected background of $3.79 \pm 0.54$ and $0.71 \pm 0.10$ events, respectively. The kinematic properties of the $\gamma\gamma + e$ event were consistent with the SM predictions. The silicon-track rejection technique applied in this search allows for more than 60% reduction in the bremsstrahlung background (the dominant background in the electron channel) and has a promising potential for future searches with the $\gamma + e + X$ signature.

The search for new physics in $\gamma\gamma + \tau$ was based on data corresponding to 2.0 fb$^{-1}$ of integrated luminosity. We observed 34 data events, in good agreement with the expected background of 46 ± 10 events. The kinematic distributions of the selected events did not reveal any deviations from the SM predictions.

The study of the $\gamma\gamma + E_T$ signature was performed using data from 2.0 fb$^{-1}$ of integrated luminosity. The events of interest were selected based on the $E_T$-significance, rather than a fixed $E_T$-cut. This method proved to be very effective in rejecting events with fake $E_T$, while remaining sensitive to new physics processes even with moderate values of $E_T$ ($E_T \sim 20$–40 GeV). We selected 82, 31, and 23 data events with the $E_T$-significance greater than 3, 4, and 5, respectively. These results are consistent with the expected SM background of 71.7 ± 7.5, 39.0 ± 3.1, and 30.4 ± 2.4 events, respectively.
The examined kinematic distributions for the observed events with $E_T$-significance greater than three and five are in a good agreement with the numbers of recorded events and their kinematic properties in signatures with two photons and an additional electron, muon, $\tau$, lepton, or large $E_T$. We also did not observe any new $ee\gamma\gamma + E_T$ candidate events, similar to the one reported in Ref. [9].

In summary, no significant deviations from the standard model were observed in the numbers of recorded events and their kinematic properties in signatures with two photons and a final state with two jets and $E_T$ at the Tevatron [41]. Finally, the reported in this paper model-independent analysis was later used as a basis for a search for supersymmetry with gauge-mediated breaking in the first observation of vector boson pairs in a final state with two jets and $E_T$ at the Tevatron [42]. The data samples used in these two analyses have a 60% overlap.
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APPENDIX A: DEFINITIONS

1. Diphoton triggers

There are two diphoton paths in the CDF three-level trigger: the first path requires two isolated electromagnetic clusters with $E_T > 12$ GeV (diphoton-12), and the second path requires two electromagnetic clusters with $E_T > 18$ GeV and has no isolation requirement (diphoton-18). The transverse energy of clusters is calculated with respect to the nominal center of the detector at $z = 0$ cm. The trigger requirements at each level are briefly described below.

At Level-1, events with two towers with EM $E_T > 8$ GeV each are required. For each trigger tower, the amount of energy in the hadronic compartment of the calorimeter ($E_{\text{HAD}}$) has to be consistent with that of an electromagnetic object. A trigger tower consists of two adjacent towers in the same calorimeter wedge, so that the granularity is approximately $\Delta \eta \times \Delta \phi = 0.2 \times 15^\circ$.

The Level-2 requirements are different for the two triggers. The diphoton-12 trigger selects events if there are two isolated clusters (seeds) with EM $E_T > 10$ GeV each. The isolation (ISO) energy is calculated as a sum of the transverse energy in nine towers surrounding the seed tower according to five preset patterns. The ISO energy in each of the patterns has to be less than 3 GeV or 15% of the seed energy, whichever is larger. The diphoton-18 trigger requires two towers with EM $E_T > 16$ GeV each at Level-2.

The events are fully reconstructed at Level-3. At this level, for both triggers, the energy profile at the shower maximum ($x_{\text{CES}}^2$) of each photon candidate has to be consistent with that of a single photon. The diphoton-12

| Trigger level | Diphoton-12 | Diphoton-18 |
|---------------|-------------|-------------|
| Level-1       | $E_{\text{HAD}}/E_{\text{EM}} < 0.125$ | same        |
|               | $N_{\text{cluster}} = 2$ | same        |
|               | $E_{\text{EM}} > 8$ GeV | same |
| Level-2       | $E_{\text{HAD}}/E_{\text{EM}} < 0.125$ | same        |
|               | $E_T^{\text{ISO}} < 3$ GeV or $E_T^{\text{ISO}}/E_T < 0.15$ | N/A         |
|               | $N_{\text{cluster}} = 2$ | same        |
|               | $E_{\text{EM}} > 10$ GeV | EM $E_T > 16$ GeV |
| Level-3       | $E_{\text{HAD}}/E_{\text{EM}} < 0.055 + 0.00045 \times E/GeV$ if $E < 200$ GeV | same        |
|               | $E_T^{\text{ISO}} < 2$ GeV or $E_T^{\text{ISO}}/E_T < 0.1$ | N/A         |
|               | shower profile: $x_{\text{CES}}^2 < 20$ | same        |
|               | $N_{\text{cluster}} = 2$ | same        |
trigger selects events with two isolated photon candidates with $E_T > 12$ GeV. The isolation energy at the level-3 is calculated as the sum of $E_T$ in all towers (except for photon towers) within the cone of $\Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2} < 0.4$ centered around the photon candidate. This ISO energy has to be less than 2 GeV or 10% of the photon energy, whichever is larger. The diphoton-18 trigger has no isolation requirement and accepts events with two photon candidates with $E_T > 18$ GeV. Table IV gives a summary of all trigger requirements for events with EM objects in the central calorimeter.

2. Photon identification

Photon candidates have to satisfy strict (also referred to as “tight”) photon identification requirements. The EM cluster has to be located inside the well-instrumented region of the CES chamber, away from the $\phi$-boundary of a calorimeter tower [43]. The energy deposition pattern in both transverse profiles at CES has to be consistent with that of an electromagnetic object. The ratio of the energy measured in the HAD calorimeter to the EM energy, $E_{\text{HAD}} / E_{\text{EM}}$, has to satisfy the $E_{\text{HAD}} / E_{\text{EM}} < 0.055 + 0.00045 \times E_T$ requirement. To distinguish photons from electrons, no high-$p_T$ charged track should point into the cluster ($N_{\text{track}} < 1$ with track $p_T < 1.0 + 0.005 \times E_T$). The main sources of fake photons are $\pi^0$ and $\eta^0$ produced in jets. These mesons are usually produced in association with other particles. To reduce this contamination from jets, the photon candidate must be isolated in the calorimeter and tracking chamber. To calculate the calorimeter isolation (cal-ISO), the $E_T$ deposited in the calorimeter towers within the cone of $\Delta R < 0.4$ around the EM cluster is summed, and the $E_T$ due to the EM cluster is subtracted. The cal-ISO is then corrected for the photon’s energy leakage into towers in the neighboring wedge and for the contribution from multiple interactions in the same bunch crossing. The track isolation (track-ISO) is calculated as $\sum p_T$ of tracks inside a cone $\Delta R < 0.4$ and satisfying $|z_{\text{vertex}} - z_{\text{track}}| < 5 \text{ cm}$. Both cal-ISO and track-ISO must be consistent with the amount of energy expected from the underlying event. In addition to calorimeter and tracking isolation, there should be no other significant energy ($E_T$ of 2nd CES cluster) deposited in the CES chamber containing the photon candidate. Table V provides a summary of the photon identification requirements described above.

We obtain the $\gamma \gamma$ control sample by selecting events where two photon candidates pass relaxed (loose) photon identification requirements, but at least one of them fails the tight cuts. The main difference between loose and tight photon requirements is in the amount of allowed isolation energy (see Table V). The resulting $\gamma \gamma$ control sample is dominated by jet $- \gamma$ and jet-jet events where one or both photon candidates are faked by jets. The fraction of real $\gamma \gamma$ events in the control sample is only 5%.

In addition to the photon identification requirements described above, we also apply cuts to remove contamination from noncollision sources. Muons produced in the beam halo are known to fake a photon signature [40]. These energetic muons travel parallel to the beam pipe and deposit energy in many towers of one wedge, consistent with a minimum ionizing particle. When the muon undergoes energetic bremsstrahlung, it may also create one or two fake photon candidates. Probability for a single photon BH event to overlap with a collision event with a photon candidate is very low. Therefore, events with both fake photons from one muon are a dominant source of the BH background. We use this fact to suppress such BH events. We reject events if $\Delta \phi_{\gamma \gamma} < 0.524$ and if there are more than two hadronic and four central electromagnetic towers above 0.1 GeV threshold [44]. The efficiency of these requirements for collision events is estimated with data $Z \rightarrow e^+ e^-$ events and found to be $\sim 100\%$. The rejection power of the cuts for beam halo events is found to be $90.4\% \pm 0.2\%$, as estimated using a very pure sample of beam halo events with two photon candidates located in the same calorimeter wedge. The criteria used to select this sample are discussed in detail in Ref. [40].

Muons from cosmic rays may also bremsstrahlung in the calorimeter and create fake photon candidates. To suppress

| Cuts | Tight photon ID | Loose photon ID |
|------|----------------|----------------|
| $E_T^\gamma$ | $\geq 13$ GeV | same |
| Shower profile in CES: $\chi^2$ | $\leq 20$ | same |
| $E_{\text{HAD}} / E_{\text{EM}}$ | $\leq 0.055 + 0.00045 \times E_T / \text{GeV}$ | $\leq 0.125$ |
| Cal-ISO | $\leq 0.1 \times E_T$ if $E_T < 20$ GeV or $2.0 \text{ GeV} + 0.02 \times (E_T - 20 \text{ GeV})$ | $\leq 0.15 \times E_T$ if $E_T < 20$ GeV or $3.0 \text{ GeV} + 0.02 \times (E_T - 20 \text{ GeV})$ |
| Track-ISO | $\leq 2.0 \text{ GeV} + 0.005 \times E_T$ | $\leq 5$ GeV |
| $N_{\text{tracks}}$ in cluster | $\leq 1$ | same |
| Track $p_T$ if $N_{\text{tracks}} = 1$ | $\leq 1.0 \text{ GeV} + 0.005 \times E_T$ | $\leq 0.25 \times E_T$ |
| $E_T$ of 2nd CES cluster | $\leq 0.14 \times E_T$ if $E_T < 18$ GeV | no cut |
| $\leq 2.4 \text{ GeV} + 0.01 \times E_T$ if $E_T \geq 18$ GeV | |

TABLE V. Summary of the standard (tight) and relaxed (loose) photon identification requirements for the signal and control $\gamma \gamma$ samples, respectively.
these events, we use different approaches for data collected before and after the timing system in the EM calorimeter [24] was installed. In the first 0.44 fb$^{-1}$ of integrated luminosity for which the EM timing is not available, we reject events if there is a segment of hits ("stub") in the muon drift chambers within a cone of 30° around the direction of any of the photon candidates that is not linked to a track in the COT (trackless muon stub). This requirement rejects approximately 85% of cosmic rays and is approximately 98% efficient for $\gamma\gamma$ events. In data from the later 1.6 fb$^{-1}$ of integrated luminosity for which the EM timing is available, we reject events if one of the photon candidates has arrival time $|T_{1,2}| > 4\sigma_T$ or two photons have $|\Delta T| = |T_1 - T_2| > 4\sigma_{\Delta T}$, where $\sigma_T = 1.67 \text{ ns}$ and $\sigma_{\Delta T} = 1.02 \text{ ns}$ are the timing resolutions obtained by studying the EM timing of electrons from $Z \rightarrow e^+ e^-$ events [45]. These EM timing requirements reject 99.4% of cosmic rays, while they are 99.9% efficient for prompt $\gamma\gamma$ events.

Another source of fake photons is electrons from electroweak processes which are misreconstructed as prompt photons. This occurs when either an electron undergoes a catastrophic bremsstrahlung in the detector material in front of the COT or when its track does not get reconstructed. In both cases, electrons usually leave a few hits in the silicon detectors and their tracks can be partially recovered by a special tracking algorithm [34]. This algorithm looks for silicon hits along two helix curves connecting vertex and EM cluster positions. The helix curvature is uniquely defined by the EM cluster $E_T$, and two curves correspond to a positive and negative charge hypotheses. If any of the photon candidates is matched to such a track, we reject the event. This technique is used in the $\gamma\gamma + e/\mu$ and $\gamma\gamma + E_T$ searches and it is referred to as the "silicon-track rejection" in the main text.

3. Electron identification

We select electrons using the CDF standard criteria. An electron is characterized by a narrow shower in the electromagnetic calorimeter and a matching track (either in the COT or silicon detector) originating from the primary vertex. The transverse EM energy, $E_T^{EM}$, must be greater than 20 GeV. The $E_T^{HAD}/E_T^{EM}$ ratio has to be less than 0.055. The lateral energy distribution of the shower must be consistent with that for an electron. Candidates are required to be isolated in the calorimeter and to contain at least 90% of the total transverse energy within a cone of $\Delta R = 0.4$. For an electron detected in the central region ($|\eta| < 1.05$), the matching track is required to be well reconstructed by the COT and have $p_T > 10 \text{ GeV}/c$. The ratio of the electron energy to track momentum, $E/p$, must be less than 2.0. Electrons from photon conversions are suppressed by rejecting the candidates which have an oppositely charged track with a small separation in the $xy$ plane and a minimal difference in the polar angle. For an electron detected in the forward region ($1.2 < |\eta| < 2.0$), the matching track is required to have a minimum of three hits measured in the silicon detector. We do not apply further requirements on the forward matching tracks because fewer measurements per track are available and the momentum measured in the forward region is not as reliable as that measured in the central region. More details of electron identification can be found in Ref. [46].

4. Muon identification

We select muons using the CDF standard criteria. A muon is characterized by a well-reconstructed COT track which is matched to track segments (stubs) in the central muon detectors, and an energy deposition in the EM and HAD calorimeters consistent with a minimum ionizing particle. The $p_T$, measured either with the COT only, or with the COT and the silicon detector if the silicon hits are available, must be greater than 20 GeV/$c$. Two types of muons are selected: CMUP ($|\eta| < 0.6$) and CMX ($0.6 < |\eta| < 1.0$). The CMUP muon candidate requires a match between the track and the stubs in the CMU and CMP detectors. The CMX muon candidate requires a match to a muon stub in the CMX detector. In order to reduce the background from cosmic rays or hadrons which decay in flight, we require the track to be consistent with originating along the beam line. Cosmic muons are further suppressed via their back-to-back track topology and asynchronous timing measured in the COT. More details on the muon identification can be found in Ref. [46].

5. Tau-lepton identification

The $\tau$ lepton has a $\sim 18\%$ branching fraction for decays into an electron or muon, with neutrinos. When this occurs, the event would be categorized in the $e/\mu$ final state and addressed in that study. In the $\tau$ lepton search we address only the hadronic decay modes.

To identify the hadronic decays of $\tau$ leptons [47], we require a narrow cluster of one or three tracks and calorimeter energy. This cluster must be consistent with a $\tau$ lepton in several ways, inconsistent with an electron, and isolated from other nearby calorimeter energy.

The clustering begins with a single tower with $E_T > 6 \text{ GeV}$. Up to five more towers may be added to the cluster if they are adjacent and have $E_T > 1 \text{ GeV}$. At least one high-quality track with $p_T > 6 \text{ GeV}/c$ must be associated with the cluster. This track defines the origin point of the $\tau$ lepton. The cone subtending an angle of $\theta_{\Sigma}$ from the track direction defines the signal region where the $\tau$ lepton decay products are expected. This angle is fixed to be 0.17 at low $\tau$ lepton $E_T$ and is smaller for $E_T > 30 \text{ GeV}$, shrinking to 0.05 at $E_T = 100 \text{ GeV}$, allowing for greater rejection as the $\tau$ lepton decay products become highly collimated. A second cone given by $\theta < 0.52$ defines an isolation annulus. The calorimeter and the shower maximum detector are used to define $\pi^0$ candidates in the $\tau$ lepton signal cone and
the isolation annulus. To reject electrons some hadronic energy, consistent with the observed signal-cone tracks, is required.

The $\tau$ lepton four-vector is defined by the total four-vector of the tracks and $\pi^0$ candidates in the signal cone. If the calorimeter cluster energy is significantly greater than this sum, the calorimeter cluster energy is used instead. The “visible” mass of the $\tau$ lepton is found as the magnitude of this total four-vector.

We define two levels of $\tau$ lepton identification: a loose identification (used in studies and background techniques) and the standard or tight identification, used for the signal region search.

Apart from the selection included in the reconstruction as described above, the loose identification requires only $E_T > 15 \text{ GeV}$. The tight selection also requires visible $\tau$ lepton mass less than 1.8 GeV, total track $p_T$ in the isolation cone less than 1.0 GeV, $\pi^0 E_T$ in the isolation cone less than 0.6 GeV, and one or three tracks in the signal cone, with total charge of $\pm 1$.

6. Jets

We reconstruct jets by using the cone clustering algorithm [48] with a cone radius $R = \sqrt{\Delta \phi^2 + \Delta \eta^2} = 0.4$. Identified photons and electrons are removed from a list of jets. The jet energy is corrected for a nonlinearity of the detector response and for contributions due to underlying event and multiple interactions in the same bunch crossing [49]. Unless otherwise stated, we only consider jets with $E_T > 15 \text{ GeV}$ and $|\eta| < 3.0$.

7. Missing transverse energy and $H_T$

The missing transverse energy, $E_T$, is defined as an energy imbalance in the calorimeter and it is a signature of neutrinos or new particles that do not interact with the detector material. The $E_T$ is calculated from all calorimeter towers with $E_T > 0.1 \text{ GeV}$ in the region $|\eta| < 3.6$ according to $E_T = -\sum E_T \hat{n}_i$, where $\hat{n}_i$ is a unit vector that points from the interaction vertex to the $i$th calorimeter tower in the transverse plane. To improve resolution and reduce the number of events with large fake $E_T$, we apply corrections to the $E_T$ to account for a nonlinearity of the detector response for jets with $E_T > 15 \text{ GeV}$ and for presence of reconstructed muons, which do not deposit their total energy in the calorimeter.

One of the global kinematic characteristics of any hard scattering process is the total transverse energy of final products, $H_T$. We define $H_T$ for each event as a sum of the transverse energies of all identified objects: photons, electrons, muons, visible energy of $\tau$ leptons, jets, and $E_T$. According to many theoretical models, new physics is expected to appear at large energy scales and may reveal itself in an anomalous rate of events with large values of $H_T$.

8. Unclustered energy

The activity due to the underlying event and additional interactions in the same bunch crossing is characterized by the soft unclustered energy, $\sum_{\text{soft}} E_T$. We calculate $\sum_{\text{soft}} E_T$ for each event by taking the difference between the total transverse energy in the event and transverse energies of all reconstructed photons, electrons, and jets: $\sum_{\text{soft}} E_T = \sum_{\text{all}} E_T - \sum E_T^{\text{jet}} - \sum E_T^{\gamma} - \sum E_{\text{ele}}$.

9. The $e\gamma$ events in $\gamma\gamma + E_T$ analysis

We use inclusive $e\gamma$ events to obtain a data/MC normalization factor for the MC-based estimate of the EWK backgrounds in the search for anomalous production of $\gamma\gamma + E_T$ events. To minimize differences between $e\gamma$ and $\gamma\gamma$ samples, we obtain the $e\gamma$ events in data and MC by using the same diphoton triggers (for data) and analysis selection procedures as used to derive our $\gamma\gamma$ baseline sample. In this selection, we treat an electron as a photon (i.e., we apply the same cuts as in Table V) with only one exception: we also require the presence of a track pointing to an EM cluster. This track must satisfy the $0.8 < E/p < 1.2$ requirement where $E$ is the energy of the EM cluster and $p$ is the track momentum. All additional tracks must pass the cuts listed in Table V.

APPENDIX B: FAKE RATES

1. The $e \rightarrow \gamma$ fake rate

Electrons may be misidentified as signal photons due to hard bremsstrahlung in the detector material, inefficiency of track reconstruction, or collinear final-state radiation. We measure the misidentification probability, $P(e \rightarrow \gamma)$, using Drell-Yan $Z/\gamma^*$ events. The $P(e \rightarrow \gamma)$ is defined as the ratio of the number of reconstructed $Z/\gamma^* \rightarrow e\gamma$ events to the number of reconstructed $Z/\gamma^* \rightarrow ee$ events. The $E_T$ dependence of $P(e \rightarrow \gamma)$ is obtained from the simulation. The overall normalization is scaled by the ratio of data/MC probabilities measured at $E_T = 40–50 \text{ GeV}$, around the $Z$ peak. The electrons have been selected using two types of identification: (1) standard central-electron criteria in Sec. A 3, (2) photonlike electron criteria in Sec. A 9. The result from identification-1 has been used in the $\gamma\gamma e$ and $\gamma\gamma \mu$ searches, while the result from identification-2 has been used in the cross-checks of $\gamma\gamma e$, $\gamma\gamma \mu$, and $\gamma\gamma E_T$ searches. The $P(e \rightarrow \gamma)$ for identification-1, before $[P(e \rightarrow \gamma)^B]$ and after $[P(e \rightarrow \gamma)^A]$ applying silicon-track rejection, is measured with the data and MC Drell-Yan samples and parameterized as a function of the electron $E_T$ (in GeV):

$$ P(e \rightarrow \gamma)^B = S^B \cdot (e^{-2.991 - 0.045 \cdot E_T} + 0.007), \quad (B1) $$

$$ P(e \rightarrow \gamma)^A = S^A \cdot P(e \rightarrow \gamma)^B \cdot (1 - e(E_T)), \quad (B2) $$
After silicon-track rejection and the photon ET on fit parameters. The electron ET measured in the Drell-Yan MC. The gray boxes indicate the systematic uncertainties in each ET bin due to the uncertainties on fit parameters.

FIG. 11 (color online). Probability for a CDF standard central electron to be misidentified as a standard central photon as measured in the Drell-Yan MC, without data-to-MC scaling factors applied. Figure 12 shows the ε(ET). The average P(e → γ)B is about 1.5% with an 11% fractional uncertainty, and the average P(e → γ)A is about 0.4% with a 17% fractional uncertainty. The uncertainties come from the limited size of Z data sample which determines the data-to-MC scaling factor, the variation of fitting methods which determines the number of Z candidates, and the difference between results measured in the diphoton and inclusive electron triggers.

2. The jet → γ fake rate

Hadrons in jets, such as π0, η0, and K0, may decay into multiple photons. The segmentation of the CDF EM calorimeter is not sufficiently small to separate these photons and the standard reconstruction algorithm will reconstruct these hadron daughters as a single photon candidate. The probability to misidentify a jet as a signal photon, P(jet → γ), has been measured in Ref. [31], using data collected with inclusive jet triggers. The P(jet → γ) is defined as the number of identified photon candidates times the fake photon fraction (FQCD) and divided by the number of jets. The fraction FQCD is required because the identified photon candidates in the jet data will contain real photons not relevant to the fake rate. Reference [31] has determined FQCD statistically by combining the following information: (a) the lateral shower shape measured in the wire and strip chamber (CES), (b) the extra energy in a cone of ΔR = 0.4 around the photon candidate (cal-ISO) measured in the calorimeters, and (c) the conversion rate measured in the central preshower detector. The P(jet → γ) is parameterized as a function of the jet ET (in GeV) and found to be

\[
P(\text{jet} \rightarrow \gamma) = 10^{-3} \cdot (e^{2.57 - 0.15 \cdot E_T^{(jet)}} + 0.404).
\]

The electron ET at the parton level is further translated to the photon ET at the reconstruction level using a simulation study. Figure 11 shows the P(e → γ)B and P(e → γ)A measured in the Drell-Yan MC, without data-to-MC scaling factors applied. Figure 12 shows the ε(ET). The average P(e → γ)B is about 1.5% with an 11% fractional uncertainty, and the average P(e → γ)A is about 0.4% with a 17% fractional uncertainty. The uncertainties come from the limited size of Z data sample which determines the data-to-MC scaling factor, the variation of fitting methods which determines the number of Z candidates, and the difference between results measured in the diphoton and inclusive electron triggers.

where \( S^B \) and \( S^A \) are the data-to-MC scaling factors:

\[
S^B = 1.08 \pm 0.09, \quad S^A = 1.32 \pm 0.20,
\]

and the \( \epsilon(ET) \) is the efficiency of silicon-track rejection measured with the Drell-Yan MC:

\[
\epsilon(ET) = 0.405 \cdot \frac{2}{\sqrt{\pi}} \int_0^\infty e^{-t} dt, \quad (B3)
\]

\[
z = 0.086 \cdot (24.711 - ET).
\]

The electron ET at the parton level is further translated to the photon ET at the reconstruction level using a simulation study. Figure 11 shows the P(e → γ)B and P(e → γ)A measured in the Drell-Yan MC, without data-to-MC scaling factors applied. Figure 12 shows the ε(ET). The average P(e → γ)B is about 1.5% with an 11% fractional uncertainty, and the average P(e → γ)A is about 0.4% with a 17% fractional uncertainty. The uncertainties come from the limited size of Z data sample which determines the data-to-MC scaling factor, the variation of fitting methods which determines the number of Z candidates, and the difference between results measured in the diphoton and inclusive electron triggers.

2. The jet → γ fake rate

Hadrons in jets, such as π0, η0, and K0, may decay into multiple photons. The segmentation of the CDF EM calorimeter is not sufficiently small to separate these photons and the standard reconstruction algorithm will reconstruct these hadron daughters as a single photon candidate. The probability to misidentify a jet as a signal photon, P(jet → γ), has been measured in Ref. [31], using data collected with inclusive jet triggers. The P(jet → γ) is defined as the number of identified photon candidates times the fake photon fraction (FQCD) and divided by the number of jets. The fraction FQCD is required because the identified photon candidates in the jet data will contain real photons not relevant to the fake rate. Reference [31] has determined FQCD statistically by combining the following information: (a) the lateral shower shape measured in the wire and strip chamber (CES), (b) the extra energy in a cone of ΔR = 0.4 around the photon candidate (cal-ISO) measured in the calorimeters, and (c) the conversion rate measured in the central preshower detector. The P(jet → γ) is parameterized as a function of the jet ET (in GeV) and found to be

\[
P(\text{jet} \rightarrow \gamma) = 10^{-3} \cdot (e^{2.57 - 0.15 \cdot E_T^{(jet)}} + 0.404). \quad (B4)
\]

The electron ET at the parton level is further translated to the photon ET at the reconstruction level using a simulation study. Figure 11 shows the P(e → γ)B and P(e → γ)A measured in the Drell-Yan MC, without data-to-MC scaling factors applied. Figure 12 shows the ε(ET). The average P(e → γ)B is about 1.5% with an 11% fractional uncertainty, and the average P(e → γ)A is about 0.4% with a 17% fractional uncertainty. The uncertainties come from the limited size of Z data sample which determines the data-to-MC scaling factor, the variation of fitting methods which determines the number of Z candidates, and the difference between results measured in the diphoton and inclusive electron triggers.
represented by a Gaussian distribution with a mean of 0.937 and a width of 0.048. The \( \mathcal{P}(\text{jet} \rightarrow \gamma) \) is about 0.2\% at \( E_T^\gamma = 13 \text{ GeV} \) and 0.04\% for \( E_T^\gamma > 50 \text{ GeV} \), with a systematic uncertainty ranging from 50\% to 200\%. The sources of systematic uncertainties include the differences between the methods for determining \( F_{\text{QCD}} \), the differences of results when using a loose photon candidate as the fake denominator, variation of the mixture of quark jets and gluon jets, and variation of fragmentation model in the simulation which changes the Gaussian function of \( E_T \) translation.

3. The jet \( \rightarrow e/\mu \) fake rate

Hadrons in jets may be misidentified as electrons due to inelastic charge exchange or the production of an energetic conversion electron. The inelastic charge exchange in the EM calorimeter, \( \pi^- p \rightarrow \pi^0 n \) or \( \pi^+ n \rightarrow \pi^0 p \), results in a track in the COT due to the \( \pi^\pm \) and an EM shower in the calorimeter due to the photons from \( \pi^0 \) decay. The combination of a charged track and an EM shower gives a fake electron candidate. Hadrons can also decay into muons before interacting with the calorimeter (e.g., \( K^+ \rightarrow \mu^+ \nu_\mu \)) or pass through the calorimeter into the muon chamber (punch through) with minimal interaction and give fake muon candidates. The probability to misidentify a jet as an electron or a muon, \( \mathcal{P}(\text{jet} \rightarrow e, \mu) \), has been measured in Ref. [33], using data collected with inclusive jet triggers. \( \mathcal{P}(\text{jet} \rightarrow e, \mu) \) is defined as the ratio of the number of identified electron/muon candidates to the number of "fakeable" objects (denominator). The fakeable object is a jet with uncorrected \( E_T > 4 \text{ GeV} \) for central electrons, a jet with uncorrected \( E_T > 15 \text{ GeV} \) for forward electrons, and an isolated track with \( p_T > 4 \text{ GeV}/c \) and minimal extra energy in the cone of \( \Delta R = 0.4 \) for muons.

A track is considered to be isolated if the total \( E_T \) of calorimeter towers within the cone of \( \Delta R < 0.4 \) around the track is less than 4 GeV or less than 10\% of the track’s momentum. The misidentification probabilities, parameterized as a function of the jet \( E_T \) (in GeV), for the electrons are

\[
\mathcal{P}(\text{jet} \rightarrow e^{\text{central}}) = 0.00013 + e^{-7.940 - 0.194 \cdot E_T(\text{jet})}, \quad (B5)
\]

\[
\mathcal{P}(\text{jet} \rightarrow e^{\text{forward}}) = 0.00032 + 0.00012 \cdot E_T(\text{jet}). \quad (B6)
\]

The translation of the jet \( E_T \) to the electron \( E_T \) has been studied using simulations. The ratio of electron \( E_T \) to jet \( E_T \) is represented by a Gaussian distribution with a mean of 0.89 and a width of 0.06. The misidentification probabilities, parameterized as a function of the track \( p_T \) (in GeV/c), for the muons are

\[
\mathcal{P}(\text{track} \rightarrow \mu^{\text{CMUP}}) = 0.00086 + 0.00017 \cdot p_T(\mu). \quad (B7)
\]

\[
\mathcal{P}(\text{track} \rightarrow \mu^{\text{CMX}}) = 0.00082 + 0.00020 \cdot p_T(\mu). \quad (B8)
\]

Since the misidentification probabilities were measured up to \( E_T = 50 \text{ GeV} \) and \( p_T = 50 \text{ GeV}/c \) and the misidentification probabilities are expected to reach a plateau, we assign a constant value to all misidentification probabilities for \( E_T \approx 50 \text{ GeV} \) and \( p_T \approx 50 \text{ GeV}/c \). The \( \mathcal{P}(\text{jet} \rightarrow e, \mu) \) averages \( = 0.01\% \) for central electrons, \( = 0.04\% \) for forward electrons, and \( = 1.0\% \) for central muons, with a 50\% systematic uncertainty estimate provided by the variation of results measured in different jet triggers.

4. The jet \( \rightarrow \tau \) fake rate

The probability of a quark or gluon jet to be misconstructed as an hadronically decaying \( \tau \) lepton is measured and then applied to a sample of jets to estimate the number of fake \( \tau \) leptons we expect in that sample.

We measure this misidentification rate in a sample of inclusive jet triggers [50], using only the energy clusters for which the trigger is fully efficient. This jet sample has a negligible fraction of real \( \tau \) leptons because the rates for W/Z \( \rightarrow \tau + X \) and c/b \( \rightarrow \tau + X \) processes are very small compared to the jet production rates. Therefore, the measurement of the misidentification rate is straightforward.

We identify all loose and tight \( \tau \) leptons (see Sec. A 5) and measure the rate by dividing the number of tight \( \tau \) leptons by the number of loose \( \tau \) leptons as a function of the \( \tau \) candidate \( E_T \).

We check the misidentification rate by using it to predict various distributions in the jet samples. We compare the number of \( \tau \) leptons observed and predicted as a function of the first, second, and third jet \( E_T \), the event total energy,

\[
\text{FIG. 13. The solid line represents the probability for objects passing loose } \tau \text{ lepton ID cuts to also pass tight } \tau \text{ lepton ID cuts (jet } \rightarrow \tau \text{ fake rate) as a function of } \tau \text{ lepton } E_T \text{, with the overlapping regions removed. The dashed lines are the systematic uncertainties on the } \tau \text{ fake rate (± 1 standard deviation).}
\]
the underlying event energy, the number of jets, the number of interactions in the event, and the distance to the nearest jet. The only notable discrepancy is the case where the τ lepton is close to a second jet, where the jet’s energy tends to spoil the τ lepton’s isolation and reduce the fake rate. We include this effect in the application of the misidentification rate. The assigned systematic uncertainty of 20% accounts for any other discrepancies. The resulting function is shown in Fig. 13.

Finally, we identify the primary source of each jet in inclusive PYTHIA MC jet samples by searching for the highest-\( E_T \) parton consistent with the jet direction. We then measure the misidentification rate in quark and gluon jets separately. We find the rate for gluon jets is approximately 3 times smaller than the rate for quark jets, which have a higher probability to fragment to a few energetic particles.

**APPENDIX C: THE \( E_T \) RESOLUTION MODEL**

A major source of background in the \( \gamma \gamma + E_T \) final state is diphoton candidate events with significant fake \( E_T \) due to energy mismeasurement in the calorimeter. Given the large production rates for QCD processes (\( \gamma \gamma \), \( \gamma - \) jet, and jet-jet), fluctuations in energy measurements can result in a considerable fraction of such events. We predict the shape of this fake \( E_T \) and calculate its significance on an event-by-event basis by means of the \( E_T \) resolution model denoted as METMODEL.

The METMODEL is based on a simple assumption that fluctuations in energy measurements of jets, soft unclustered particles from the underlying event, and multiple interactions are the dominant sources of fake \( E_T \). Therefore, the individual contributions of each of these components to fake \( E_T \) can be modeled, on average, by smearing their energies according to the corresponding energy resolution functions. Jets are the dominant source of fake \( E_T \) because they are collimated sprays of energetic particles in a certain direction and may have large measurement fluctuations in that direction. The unclustered energy, on the other hand, tends to be uniformly spread in the calorimeter. Therefore, the portion of \( E_T \) due to this source is usually small and mostly results in a smearing of the jet component of fake \( E_T \). Taking into account the above considerations and for reasons of simplicity, we model only the fake \( E_T \) due to mismeasurements of jets and all soft unclustered energy (rather than individual unclustered particles).

The \( E_T \) resolution due to the soft unclustered energy is studied in the \( \gamma \gamma \) control sample (see Appendix A 2) and \( Z/\gamma^* \rightarrow e^+e^- \) events with 85 GeV/c\(^2 < M_{ee} < 97.5 \) GeV/c\(^2\). We fit distributions of x and y components of the \( E_T \) for events without jets, \( N_{jet}(E_T > 15 \) GeV) = 0, in small bins of \( \sqrt{\sum E_T} \), with a sum of two Gaussian distributions. We assume that both Gaussian distributions have the same mean, but different widths (\( \sigma \) and scale \( \times \sigma \), respectively). From the individual fits of \( E_T^x \) and \( E_T^y \) distributions, we obtain the mean, \( \sigma \), scale, and relative normalization, Norm, of two Gaussians for each bin of \( \sqrt{\sum E_T} \) (bin size is 2 GeV\(^{1/2}\)). The parameters are then fitted by simple polynomial functions of \( z = \sqrt{\sum E_T}: p_0 + p_1 z \) for \( \sigma \) and the scale, \( p_0 + p_1 z^2 \) for the mean, and Norm = \( p_0 \). These functions provide a parameterization of the unclustered energy contribution into the x and y components of the fake \( E_T \) in the event. The default set of parameters is obtained from the \( \gamma \gamma \) control sample. We also use the results of fits in the data \( Z \rightarrow e^+e^- \) sample as an alternative set of parameters to study the associated systematic uncertainties. Figure 14 demonstrates an example of the \( E_T^y \) resolution parameterization due to the unclustered energy.

**FIG. 14 (color online).** Example of the fake \( E_T \) parameterization due to unclustered energy. (a) two-Gaussian fit of the \( E_T^y \) distribution for PYTHIA \( \gamma \gamma \) events from one of the bins in \( \sqrt{\sum E_T} \). (b) dependence of a width, \( \sigma \), of the leading Gaussian depends on the \( \sqrt{\sum E_T} \). On both plots, points are PYTHIA data and curves are the fit functions.
in PYTHIA $\gamma\gamma$ events. Distributions for both $x$ and $y$ components of $E_T$ look essentially identical to those shown in Fig. 14. We also do not observe any large difference in the parameterization of the $E_T$ resolution due to unclustered energy between $Z/\gamma^* \rightarrow e^+ e^-$ and loose $\gamma\gamma$ events in data as well as between data and MC.

To account for contributions from jets into the fake $E_T$, we obtain the jet energy resolution, JER, as a function of jet energy and pseudorapidity, $E$ and $\eta$. For this purpose, we use PYTHIA samples of dijet and $Z$—jet events passed through the GEANT-based detector simulation. In these events, we reconstruct jets before (hadron jet) and after (detector jet) the detector simulation by using the same cone clustering algorithm at both levels. The jet energy resolution is then defined as a ratio of the detector ($E_{\text{det}}$) and hadron level ($E_{\text{had}}$) jet energies, $\text{JER} = E_{\text{det}} / E_{\text{had}} - 1$, for hadron and detector jets with $p_T > 3$ GeV/c that are matched within a cone of $R(\phi, \eta) < 0.1$. Unlike the energy balance in dijet and $Z$-jet events, this definition of JER is mostly sensitive to detector effects and allows us to significantly minimize the dependence of resolution on the effects of initial- and final-state radiation. However, we still compare the dijet and $Z$-jet balance in data and MC to make sure that the simulation adequately describes the resolution. We fill JER histograms for jets in 5 GeV bins in jet energy and $\Delta \eta = 0.2$ bins in pseudorapidity. We fit these histograms by a linear combination of Gaussian and Landau functions of $x$, where $x = -\text{JER}/(1 + \text{JER})$ ensures stable fits in the entire range of jet energies. Examples of fits for one particular $\eta$ bin can be found in Fig. 15. These plots illustrate that our fit function successfully describes the jet energy resolution in a wide range of jet energies. It is also important to mention that the same fit function is used for all $\eta$ bins. From the individual fits for each ($E_{\text{det}}$, $\eta$) bin, we obtain a relative normalization, $C$, and parameters of a Gaussian (mean and $\sigma$) and Landau (mean and $\sigma$) fits. These parameters are plotted as a function of $E_{\text{det}}$ for each $\eta$ bin, and fit with the following functions: $\sigma = \sqrt{p_0/E + p_1}; \text{mean} = p_0 + p_1E + p_2/E$; and $C = (p_0 + p_1\sqrt{E})/E + p_2$. This provides a smooth parameterization of JER for all reconstructed jets with $E_{\text{det}} > 3$ GeV and $|\eta| < 3.6$.

We predict the shape of fake $E_T$ based on the energy resolution functions described above. For each event, we produce a probability distribution function, $P(E_T)$, of all possible values of the fake $E_T$ by smearing the energies of jets and unclustered energy according to these objects’ individual resolution functions in a large number of pseudoexperiments. Then, we sum up these individual $P(E_T)$ distributions for all events to obtain a shape of the predicted fake $E_T$ as a result of energy mismeasurements in our data sample. Technical details of how we generate $P(E_T)$ are given below. An example of this $P(E_T)$ distribution for one of the $\gamma\gamma$ baseline sample events can be found in Fig. 16. The method is validated in MC samples with and without intrinsic $E_T$. Figure 17 demonstrates that the METMODEL successfully predicts the shape of $E_T$ distributions in PYTHIA $\gamma\gamma$ and PYTHIA $Z \rightarrow e^+ e^-$ events with fake $E_T$. The technique is also cross-checked by performing the entire analysis with the data $\gamma\gamma$ control sample and data $Z \rightarrow e^+ e^-$ sample.

The $P(E_T)$ distribution for a given event can be obtained using a large number of pseudoexperiments. For each pseudoexperiemnt, we start by forming a list of all jets with $E_T > 3$ GeV and $|\eta| < 3.0$ in this event and then smear their energies according to $\text{JER}(E_{\text{det}}, \eta)$ described above. If the smeared jet energy, $E_{\text{linear}}$, is above the 15 GeV threshold, we calculate the contribution of that jet into the fake $E_T$: $E_{\text{linear}} - E_{\text{linear}} - E_{\text{linear}}$. Therefore, the METMODEL should account for a correlation between the directions of $E_T$ and $E_{\text{linear}}$. Then, we recalculate the unclustered energy based on $E_{\text{linear}}$ of all jets to avoid double-counting when one of the jets with $E_T < 15$ GeV has $E_{\text{linear}} > 15$ GeV. For the next step, we randomly generate the expected $x$ and $y$ components of the $E_T$ contribution due to the unclustered energy.
deposited in the calorimeter. This procedure also accounts, on average, for effects of energy resolution of photons and electrons as well as residual effects of the wrong vertex choice. Finally, we take a vector sum of all individual \( E_T \) components due to the soft unclustered energy and each of the jets with \( E_T^{\text{meas}} > 15 \text{ GeV} \) to obtain the final prediction of the fake \( E_T \).

The METMODEL is not designed to predict the exact value of the fake \( E_T \) in each event. Instead, it provides a two-dimensional probability density function, \( P(\sim E_T) \), for values of the fake \( E_T \) which could arise from energy mis-measurements in the calorimeter. This \( P(\sim E_T) \) can be used to determine a significance of the observed \( E_T \) in a given event according to the following formula:

\[
E_T\text{-significance} = -\log_{10}\left(1 - \int_0^6 P(\sim E_T) d\sim E_T\right) \tag{C1}
\]

where \( \sim E_T \) is the generated fake \( E_T \) and \( \sim E_T \) is the observed \( \sim E_T \). The \( E_T\)-significance defined by Eq. (C1) correctly takes into account all of the correlations between jets and the observed \( E_T \). However, the method has one significant drawback since it requires generating a large number of pseudoexperiments (e.g., \( >10^6 \) pseudoexperiments for \( E_T\)-significance = 6). To overcome this problem, we take a simplified path of calculating an upper limit on the \( E_T\)-significance ("raw" \( E_T\)-significance) according to the formula

\[
\bar{E}_T\text{-significance} = -\log_{10}(\bar{P}_\text{jets} \cdot \bar{P}_\text{uncl}),
\]

\[
\bar{P}_\text{uncl} = \prod_{i=x,y} \left(1 - \int_{-u_{i}}^{u_{i}} P_{\text{uncl}}(u) du\right) \quad u_i = E_T^x, E_T^y,
\]

\[
\tilde{P}_\text{jets} = \prod_{i,j,v>0} \int_{-v_i}^{v_i} P_i(v) dv \times \prod_{i,j,v<0} \left(1 - \int_{-v_i}^{v_i} P_i(v) dv\right) v_i
\]

\[
= E_T/(E_T \cos \Delta \phi_i) \tag{C2}
\]

where \( P_{\text{uncl}}^x(u) \) is the probability density function for unclustered energy contribution to \( E_T \) resolution [illustrated in Fig. 14(a)], \( P_i(v) \) is the probability density function for jet energy resolution (shown in Fig. 15), \( E_T \) and \( \Delta \phi_i \) are the jet and unclustered energy contributions respectively. The \( \bar{P}_\text{uncl} \) and \( \bar{P}_\text{jets} \) are the upper limits on the probability density functions for unclustered and jet contributions respectively.
The transverse energy of the $i$th jet, and $\cos \Delta \phi_i$ is the azimuthal angle between that jet and measured $E_T$. The raw $E_T$-significance obtained from Eq. (C2) is then calibrated to have a simple shape defined \textit{a priori}: $dN/dx = N_{\text{evnt}} \cdot \ln(10.0) \times 10^{-3}$, where $x$ is the $E_T$-significance and $N_{\text{evnt}}$ is the number of events in a sample. The shape of the $E_T$-significance has one important property: if all events in a data sample were to have only fake $E_T$, then $N_{\text{evnt}} \cdot 10^{-cut}$ events would pass a requirement $E_T$-significance $> \text{cut}$. This property makes it very easy to calibrate the $E_T$-significance by means of pseudoexperiments. In each pseudoexperiment, we obtain a randomly generated value of $E_T$. Then we calculate the significance of this generated $E_T$ as if it were measured $E_T$. We repeat this procedure for all events in the data sample and obtain the significance distribution for pseudoexperiments. Finally, an adjustment factor is derived for each bin of the distribution so that the corrected $E_T$-significance satisfies the $N(E_T$-significance $> \text{cut}) = N_{\text{evnt}} \cdot 10^{-cut}$ requirement.

The systematic uncertainties associated with the METMODEL predictions are evaluated by comparing the results obtained with the default set of parameters to predictions obtained with the METMODEL parameters changed by 1 standard deviation ($\pm \sigma$). In total, ten sources of the systematic uncertainties are considered: (1) difference in the unclustered energy parameterization of the $E_T$ resolution for $\gamma\gamma$ control and $Z \rightarrow e^+ e^-$ events; (2) uncertainties on four parameters of the unclustered energy parameterization; (3) uncertainties on five parameters of the JER parameterization. The correlations between these parameters are also taken into account. The statistical uncertainty that depends on the number of pseudoexperiments per event and the systematic uncertainty are added in quadrature to obtain the total uncertainty.
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The vertex misassignment mostly happens in real $\gamma\gamma$ events. However, it also occurs in $\gamma\gamma_{\text{fake}}$ or $\gamma_{\text{fake}}\gamma_{\text{fake}}$ events, but at a much lower rate because these events tend to have more tracks associated with a vertex produced by the hard primary interaction vertex.

The $W\gamma$ and $Z\gamma$ events are simulated using the leading-order (LO) event generator [37]. The initial-state radiation (resulting in additional jets or photons), underlying event, and additional interactions in the same bunch crossing are modeled with the PYTHIA [29] Monte Carlo program. The generated events are processed through a realistic GEANT-based [30] detector simulation.

Sometimes a photon or an energetic $\pi^0/\eta^0$ from a jet can hit the area very close to the calorimeter cracks at $|\eta| \sim 0$ and $|\eta| \sim 1.1$. In such cases, these objects can get reconstructed as narrow jets with just a few towers (<10) and a few tracks (<5) pointing to them. Often, most of the energy (~85%) of these narrow jets is deposited either in the electromagnetic or hadronic calorimeters.

The inclusive $W$ and $Z/\gamma^*$ events are simulated using the PYTHIA [29] Monte Carlo program and processed through a realistic GEANT-based [30] detector simulation.

When counting central electromagnetic towers, we exclude towers associated with photon candidates. To reduce the rate at which real collision events are misidentified as beam halo, the total transverse energy of all contributing towers has to be less than 0.6 GeV.

In this analysis, the EM timing is calculated with respect to the nominal center of the detector, $z = 0$ cm. This leads to a larger resolution compared to the case when the actual interaction position, $z_{\text{vertex}}$ and time, $t_{\text{vertex}}$, are taken into account [24].