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Longevity risk has a long history.

“People always live forever when there is any annuity to be paid them. [...] An annuity is a very serious business; it comes over and over every year, and there is no getting rid of it.”

— Jane Austen, Sense and Sensibility
All over the world, mortality has decreased a lot – often more than expected.

![Heat maps of log death rates for males over age and time (blue = low, red = high).](image)
Existing stochastic mortality models are not optimal in every situation.

Some standard multi-population mortality models

\[
\log m_{x,t}^i = \alpha_x^i + \beta_x^i \kappa_t^i, \quad \text{(Lee and Carter [1992], LC)}
\]

\[
\log m_{x,t}^i = \alpha_x^i + \beta_x \kappa_t + \beta_x^i \kappa_t^i, \quad \text{(Li and Lee [2005], ACF)}
\]

\[
\log m_{x,t}^i = \alpha_x + \beta_1^i \kappa_t^{i,1} + \cdots + \beta_k^i \kappa_t^{i,k}. \quad \text{(Wen et al. [2021])}
\]

with

- death rate \( m_{x,t}^i = \frac{\text{#(Deaths)}}{\text{Exposure}} \) for age \( x \) in population \( i \) and year \( t \),
- basic age structure of mortality \( \alpha_x^i \),
- period effects \( \kappa_t, \kappa_t^i \),
- age effects \( \beta_x, \beta_x^i \).
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Figure: Death rate forecasts for years 2007–2016, ages 60, 65, 71, 77, 83, 89, female population of England & Wales of LC models (trained on 10 or 20 years of data).
Previous research shows that machine learning can improve forecasts.

Previous applications of machine learning to mortality modeling and forecasting include

- Poisson regression tree boosting [Deprez et al., 2017, Levantesi and Pizzorusso, 2019, Levantesi and Nigri, 2019],
- cluster analysis [Hatzopoulos and Haberman, 2013, Debón et al., 2017, Wen et al., 2020, Schnürch et al., 2021],
- feed-forward neural networks (FFNNs) [Shah and Guez, 2009, Richman and Wüthrich, 2021],
- recurrent neural networks (RNNs) [Nigri et al., 2019, Richman and Wüthrich, 2019, Petneházi and Gáll, 2019].

→ We consider FFNNs [Richman and Wüthrich, 2021] and RNNs [Richman and Wüthrich, 2019] as benchmarks.
We propose a neural network architecture for point and interval death rate forecasts.

Accurate mortality forecasts

- are important for pension plans, insurance companies, governments, ...
- are not always achieved by classical methods,
- should give an impression of the possible distribution of future mortality rates.

We propose

- a convolutional neural network (CNN) for mortality forecasting
- along with a reliable method for quantifying its prediction uncertainty, and
- compare its performance to other neural network architectures and the LC and ACF models.
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Feed-forward neural networks have been applied successfully.

**Definition (FFNN)**

An FFNN is a collection of connected layers

\[ \varphi^l : \mathbb{R}^{n_{l-1}} \rightarrow \mathbb{R}^{n_l}, Z^{l-1} \mapsto Z^l := \sigma^l \left( W^l Z^{l-1} + b^l \right), \]

where \( l = 1, \ldots, L \).

- Trainable parameters in weight matrices \( W^l \), bias vectors \( b^l \)
- Non-linear activation function \( \sigma^l \)
- Inputs: Age, country, gender (categorical, embedded) and year (numerical)
- Adding to the contribution of Richman and Wüthrich [2021], we optimize over \( \sim 45000 \) combinations of hyperparameters via 3-fold cross validation.
- Bootstrap ensemble of 100 FFNNs to stabilize results
Recurrent neural networks are better suited for time series prediction.

- Main characteristic of RNNs: Internal state for remembering historical observations

- Long short-term memory [LSTM, Hochreiter and Schmidhuber, 1997] architecture avoids problems with vanishing gradients

- Nigri et al. [2019] combine LC and LSTM for mortality rate forecasting

- Richman and Wüthrich [2019] directly apply LSTM
  - Inputs: Age, country, gender, historical death rates
  - We re-implement their approach, comparing ~2000 hyperparameter combinations via cross validation
  - Bootstrap ensemble (size: 10) is used as well (see FFNNs)
We propose CNNs for capturing two-dimensional structure in mortality rates.

- Bai et al. [2018]: CNNs are better suited for certain sequential prediction tasks than RNNs.

- We propose to use a bootstrap ensemble of CNNs for forecasting based on two-dimensional patterns in mortality data.

- A similar approach has been successfully investigated by Perla et al. [2021].

Figure: Heat map displaying the death rates of the female population of England & Wales between 1991 and 2000 for ages 0 to 100. (blue = low, red = high).
CNNs contain different layers for different tasks.

### CNN layer types

**Convolutional:**
\[
Z^l_{k,i,j} = \sigma^l \left( \sum_{r=1}^{n_l-1} \sum_{p=1}^{f} \sum_{q=1}^{f} W^l_{k,r,p,q} Z^{l-1}_{r,i+p-1,j+q-1} + b_k \right).
\]

**Max pooling:**
\[
Z^l_{k,i,j} = \max_{p=(i-1)n_p+1,...,i\cdot n_p, q=(j-1)n_p+1,...,j\cdot n_p} Z^{l-1}_{k,p,q}.
\]

**Dense:**
\[
Z^l = \sigma^l \left( W^l Z^{l-1} + b^l \right).
\]

**Figure:** Schematic illustration of a CNN consisting of a convolutional, a pooling and a dense layer followed by another dense output layer.
Our CNN can be interpreted in terms of an LC-type modeling approach (see Perla et al. [2021]).

For fixed $x \in X_{\text{out}}, \ t \in T, \ i \in P$ our model reads

$$\log m_{x,t}^i = b_x + \langle (W_{x,j})^\top_{j=1,...,k}, Z_t^i \rangle,$$

where $Z_t^i \in \mathbb{R}^k$ is a non-linear function of $(m_{x,t}^i)_{x \in X_{\text{in}}, \ t=t-\tau,...,t-1}$. In this sense, our model generalizes the common age effect model considered by Wen et al. [2021],

$$\log m_{x,t}^i = \alpha_x + \sum_{j=1}^k \beta_{x}^{j} \kappa_{t}^{i,j},$$

with

$$\alpha_x \triangleq b_x,$$

$$\beta_{x}^{1}, ..., \beta_{x}^{k} \triangleq (W_{x,j})_{j=1,...,k},$$

$$\kappa_{t}^{i,1}, ..., \kappa_{t}^{i,k} \triangleq Z_t^i.$$
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For fixed $x \in X_{\text{out}}$, $t \in T$, $i \in P$ our model reads

$$\log m^i_{x,t} = b_x + \langle (W_{x,j})_{j=1,...,k}^\top, Z^i_t \rangle,$$

where $Z^i_t \in \mathbb{R}^k$ is a non-linear function of $(m^i_{\tilde{x},\tilde{t}})_{\tilde{x} \in \chi_m, \tilde{t} = t-\tau,...,t-1}$. In this sense, our model generalizes the common age effect model considered by Wen et al. [2021],

$$\log m^i_{x,t} = \alpha_x + \sum_{j=1}^k \beta^i_{x,k} \kappa^i_{t,j},$$

with

$$\alpha_x \triangleq b_x,$$
$$\beta^1_{x}, \ldots, \beta^k_{x} \triangleq (W_{x,j})_{j=1,...,k},$$
$$\kappa^i_{t,1}, \ldots, \kappa^i_{t,k} \triangleq Z^i_t.$$
In contrast to previous neural network applications in mortality forecasting, we include prediction uncertainty.

Goal:

\[
P \left( \hat{m}_{x,t}^{lower} \leq m_{x,t} \leq \hat{m}_{x,t}^{upper} \right) \geq a \text{ for some large } a \in [0, 1].
\]

Assumption:

\[
\log m_{x,t} = \log m_{x,t}^{true} + \varepsilon_{x,t}.
\]

Bias-variance decomposition:

\[
\mathbb{E} \left( (\log m_{x,t} - \log \hat{m}_{x,t})^2 \right) = \text{Bias} \left( \log \hat{m}_{x,t} \right)^2 + \text{Var} \left( \log \hat{m}_{x,t} \right) + \text{Var} \left( \varepsilon_{x,t} \right).
\]

We follow the approach proposed by Heskes [1997] for general FFNNs:

- Assume \( \text{Bias}(\log \hat{m}) \equiv 0. \)
- Estimate model uncertainty \( \text{Var} \left( \log \hat{m}_{x,t} \right) \) based on ensemble variance.
- Train an additional neural network to estimate noise variance \( \text{Var} \left( \varepsilon_{x,t} \right). \)
- This yields a variance estimator \( (\hat{s}_{x,t}^i)^2 \), which leads under a normal assumption to the interval bounds

\[
\log \hat{m}_{x,t}^{lower|upper} := \log \hat{m}_{x,t} \pm \phi^{-1} \left( \frac{1 + a}{2} \right) \hat{s}_{x,t}^i.
\]
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We evaluate the forecasts on real data based on different error measures.

- Data: Human Mortality Database [2019]

- Models (LC10, LC20, ACF, FFNN, RNN, CNN) calibrated on years up to 2006, ages 0 to 100

- Out-of-sample evaluation on the years 2007 to 2016, ages 60 to 89, 54 populations

- Error measures: MSE, MAE, MdAPE for point forecasts

\[
\text{MSE} := \frac{1}{N} \sum_{x,t,i} \left( \hat{m}_{x,t}^i - m_{x,t}^i \right)^2, \quad \text{MAE} := \frac{1}{N} \sum_{x,t,i} \left| \hat{m}_{x,t}^i - m_{x,t}^i \right|, \quad \text{MdAPE} := \text{median}_{x,t,i} \left\{ \frac{\left| \hat{m}_{x,t}^i - m_{x,t}^i \right|}{m_{x,t}^i} \right\} \cdot 100\%,
\]

and PICP, MPIW for interval forecasts

\[
\text{PICP} := \frac{1}{N} \sum_{x,t,i} \mathbb{1}\{m_{x,t}^i \in [\hat{m}_{x,t}^{i,\text{lower}}, \hat{m}_{x,t}^{i,\text{upper}}]\}, \quad \text{MPIW} := \frac{1}{N} \sum_{x,t,i} \left( \hat{m}_{x,t}^{i,\text{upper}} - \hat{m}_{x,t}^{i,\text{lower}} \right).
\]
The CNN yields good point forecasts and reliable interval forecasts.

- The FFNN performs well with respect to squared and absolute error but rather weakly in terms of the relative error. Its PICP is above 95%, as required.

- The CNN minimizes MAE and MdAPE and has a high PICP.

- In a robustness check on a 20-year forecasting period, the CNN clearly outperforms all other models.

### Table: Out-of-sample error measures for 54 populations, ages 60 to 89 and years 2007 to 2016 (models trained on data up to 2006).

| Model | MSE×10^5 | MAE×10^3 | MdAPE[%] | PICP[%] | MPIW |
|-------|----------|-----------|-----------|---------|------|
| LC10  | 4.9      | 3.7       | 5.7       | 74.0    | 0.012|
| LC20  | 5.5      | 4.0       | 5.8       | 74.3    | 0.011|
| ACF   | 3.4      | 3.3       | 5.5       | 77.2    | 0.010|
| FFNN  | 2.6      | 3.0       | 5.9       | 97.0    | 0.017|
| RNN   | 5.9      | 4.2       | 6.1       | 86.0    | 0.015|
| CNN   | 2.9      | 3.0       | 4.9       | 98.0    | 0.019|
Looking at specific errors reveals additional information.

Figure: MdAPE by age / year.

Figure: MdAPE by population.
The CNN achieves better point forecasts than the LC models for England & Wales.

Figure: Model forecasts and CNN prediction intervals compared to ground truth for English & Welsh females from 2007 to 2016 for ages 60, 65, 71, 77, 83, 89.

© Fraunhofer ITWM
12 April 2022 16
A surrogate model helps visualizing the global model structure.

We observe a generally sensible behavior of the CNN’s fitted death rates:

- Log-linear increase with age,
- mostly reasonable country-specific effects,
- higher fitted death rates for males,
- slow decrease over time.

Figure: Coefficients of a linear global surrogate model trained on the logarithmized fitted values of the CNN, $R^2 = 0.9698$. 
Long-term forecasts of the CNN look plausible.

Figure: Forecasts for the male (left) and female (right) populations of England & Wales for the years 2007, 2016, 2026, 2036 (including prediction intervals) and ages 60–89.
Calculating annuity values gives an impression of model risk.

Present values of 30-year temporary life annuities starting in 2007 calculated with different models, interest rate 0.9%.

| Population          | LC30 | ACF | CNN | FFNN | RNN | DAV2004R |
|---------------------|------|-----|-----|------|-----|----------|
| Lithuania (M)       | 13.3 | 13.6| 14.1| 15.4 | 13.3| –        |
| England & Wales (F) | 21.1 | 21.4| 21.1| 22.0 | 21.6| –        |
| West Germany (F)    | 21.7 | 21.8| 21.3| 22.1 | 22.3| 23.0     |
| West Germany (M)    | 19.2 | 19.3| 19.5| 19.7 | 19.2| 21.2     |
There is potential for further improvement.

Possible extensions and improvement ideas for our model include

- check assumptions made for prediction uncertainty evaluation (normal distribution assumption; out-of-sample bias $\approx 0$)
- stacking, i.e., setting up combinations of model architectures (e.g., FFNN and CNN),
- further investigating explainability of the CNN (e.g., via SHAP).

For more details, see the article at doi:10.1017/asb.2021.34 or contact me at simon.schnuerch@itwm.fraunhofer.de.
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