Phase space mixing in an external gravitational central potential
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Abstract
This article is devoted to the study of the dynamical behavior of a collisionless kinetic gas in $d = 1, 2, 3$ space dimensions which is trapped in a rotationally symmetric potential well. Although at the microscopic level the trajectories of individual gas particles are quasi-periodic and characterized by their $d$ fundamental frequencies, at the macroscopic level the gas relaxes in time to a stationary state, provided the potential satisfies a certain non-degeneracy condition. In this article, we provide a mathematically precise formulation for this relaxation process which is due to phase space mixing. In particular, we prove that a physically relevant class of macroscopic observables computed from the one-particle distribution function, such as particle and energy densities, pressure and stress tensors, converge in time to the corresponding observables associated with an averaged distribution function. The latter can be determined from the initial datum and depends only on integrals of motion. Thus, the final state of the gas is described by an effective distribution function depending only on integrals of motion, which considerably reduces the degrees of freedom of the gas configuration. We discuss some applications to gravitational physics, including the propagation of a collisionless gas in typical potentials arising in stellar dynamics and the modeling of dark matter halos, and we also generalize our results to a relativistic gas whose individual particles follow bound timelike trajectories in the exterior region of a static, spherically symmetric black hole spacetime.
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1. Introduction

One of the most fascinating subjects in physics is the emergence of irreversible macroscopic phenomena from reversible microscopic laws. In classical statistical mechanics, the passage from the microscopic to the macroscopic description is achieved by computing phase space averages. Denoting by $\Gamma$ the $2n$-dimensional phase space (with $n$ the number of degrees of freedom) and by $\rho_t: \Gamma \to \mathbb{R}$ the ensemble density at time $t$ (normalized such that $\int_\Gamma \rho_t(q,p)dqdp = 1$), the average of an observable $O: \Gamma \to \mathbb{R}$ at time $t$ is

$$\langle O \rangle_t := \int_\Gamma O(q,p)\rho_t(q,p)dqdp.$$

(1)

If the microscopic laws are described by an autonomous Hamiltonian system, inducing a phase flow $\varphi^t: \Gamma \to \Gamma$, then according to Liouville’s theorem the evolution of the ensemble density is given by $\rho_t(q,p) = \rho_0(\varphi^{-t}(q,p))$ with $\rho_0$ denoting the density at time $t = 0$. A key question is whether the macroscopic averages (1) reach an equilibrium state. This means there should exist an ensemble density $\rho_\infty: \Gamma \to \mathbb{R}$ (depending on $\rho_0$ but not on $O$) such that

$$\lim_{t \to \infty} \langle O \rangle_t = \lim_{t \to \infty} \int_\Gamma O(q,p)\rho_0(\varphi^{-t}(q,p))dqdp = \int_\Gamma O(q,p)\rho_\infty(q,p)dqdp$$

(2)

for all observables $O$. This is the definition of ‘mixing’ we shall adopt in this article.

Note that in general, the pointwise limit $\rho_t(q,p) \to \rho_\infty(q,p)$ (for fixed $(q,p) \in \Gamma$) does not exist; hence one cannot pass the limit below the integral and determine $\rho_\infty$ in this way. Note also that $\rho_\infty$ depends on the energy $E$ since the motion is restricted to the surfaces of constant energy $H(q,p) = E$ with $H$ the Hamiltonian of the system. The strongest concept of mixing (sometimes referred to as ‘chaotic mixing’) occurs when equation (2) holds with $\rho_\infty$ being constant on each energy surface and determined by averaging $\rho_0$ over each energy surface. This happens when the flow is sensitive to the initial conditions, such that two initial points in phase space which lie very close to each other become widely separated as time progresses (hence the name ‘chaotic’). For precise mathematical definitions of this concept of mixing and its relation with ergodicity, we refer the reader to references [1, 2].

The concept of mixing that is relevant for the present article is ‘phase space mixing’, which occurs for Hamiltonian systems which are integrable. For such systems, the motion is restricted to $n$-dimensional tori defined by $n$ integrals of motion (the action variables). Phase space mixing consists in showing that equation (2) holds with $\rho_\infty$ being constant on each torus, where the constant is determined by averaging $\rho_0$ over the torus. It follows that the equilibrium ensemble density $\rho_\infty$ is a function depending only on the action variables (whereas the initial ensemble density $\rho_0$ is an arbitrary function on phase space $\Gamma$), such that the number of degrees of freedom is reduced from $2n$ to $n$. This phenomenon is expected to persist for sufficiently small perturbations of integrable Hamiltonian systems, for which most trajectories are still confined to invariant tori. In some situations (including examples studied in this article) there exist more than $n$ isolating integrals of motion, and in this case phase mixing takes place on lower-dimensional invariant subspaces and the equilibrium density depends on more than $n$ variables.

---

4 See reference [3] for a definition of isolating integrals and their role for Jeans theorem.
Phase space mixing plays an important role in many areas of physics, and hence it has been studied extensively in the literature. In the context of stellar dynamics in a Galaxy, for instance, mixing has been invoked [4, 5] to provide an explanation for the approach to equilibrium, even though interactions between the individual stars are negligible compared to the mean gravitational field. Further important work on the role of mixing in stellar dynamics can be found in references [6–8], see also section 5 in reference [9] for a review on collisionless relaxation in elliptic galaxies. Of particular interest to this article is the recent work in reference [10] which performs a numerical study of the Vlasov equation in a fixed background potential \( \Phi \) motivated by well-known models for dark matter halos. In that work, it is observed that the one-particle distribution function relaxes in time to a stationary, virialized state.\(^5\) In general relativity, mixing has been observed in numerical studies of the critical collapse of the spherically symmetric Vlasov–Einstein equations [12] and discussed in our previous work [13] regarding thin disks in the equatorial plane of a Kerr black hole.

In plasma physics, mixing turns out to be a key ingredient for the Landau damping effect, in which a charged collisionless gas relaxes in time to a homogenous configuration. Rigorous results regarding this effect have been given by Mouhot and Villani [14], who proved phase space mixing for the full Vlasov–Poisson equations on a finite box with periodic boundary conditions without linearization. For an extension of these results to the special-relativistic generalization of the Vlasov–Poisson equations, see reference [15]. Phase space mixing also has interesting applications in quantum mechanics and field theory, see for instance [16–18].

In this article, we analyze phase space mixing in the context of a collisionless kinetic gas which is trapped in a potential well defined by a rotationally-symmetric external potential \( \Phi \) in \( d \) space dimensions. In this case, the role of the ensemble density \( \rho \) is played by the one-particle distribution function, \( \Gamma \) is the 2\(d\)-dimensional one-particle phase space, and the relevant integrals of motion are the energy \( E \) and the angular momentum (if \( d > 1 \)). The central result of this article is to provide a simple condition (referred to as the ‘non-degeneracy condition’ in the following) which is sufficient for phase space mixing (2) to take place in such systems. For \( d > 1 \) this condition requires the Hessian of the area function \( A(E, L) \) to be invertible for almost all values of the energy \( E \) and total angular momentum \( L \) of the orbits, where \( A(E, L) \) is defined as the area enclosed by the orbit in the two-dimensional phase space \((r, p_r)\) describing the radial motion. (For \( d = 1 \) this condition reduces to the well-known requirement for the period \( T(E) \) associated with the orbit of energy \( E \) to be nowhere constant.) As an application, we provide several examples of potentials \( \Phi \) from stellar dynamics and the modeling of dark mater halos and show that they satisfy the non-degeneracy condition for mixing to take place in \( d = 1, 2, 3 \) dimensions. In particular, our results show that the viralization process observed in [10] is due to phase space mixing. In addition, we generalize our results to the case of a general relativistic kinetic gas propagating on a static, spherically symmetric black hole spacetime, and show that mixing takes place provided (a relativistic generalization of) the area function \( A(E, L) \) satisfies a non-degeneracy condition which is analogous to the Newtonian case.

The remainder of this article is organized as follows. In section 2 we describe the mathematical models for a collisionless gas in an exterior Newtonian potential in arbitrary dimensions, introduce a class of macroscopic observables \( N_\varphi(t) \) associated with a ‘test’ function \( \varphi \) which measure a specific property of the gas at time \( t \), and formulate four theorems regarding the asymptotic limits of \( N_\varphi(t) \) as \( t \to \infty \), which establish phase space mixing for \( d = 1, 2 \) and different regularity assumptions on \( \varphi \) and the initial one-particle distribution function. Also in section 2 we introduce action-angle variables on phase space to obtain an explicit solution

\(^5\) See reference [11] for a formulation of the virial theorem in the context of kinetic theory.
representation for the one-particle distribution function, provide an intuitive explanation for the mixing phenomenon, and discuss the case \( d = 3 \). Complete proofs of our theorems, which exploit the action-angle variable representation and results from recent work by Mitchell [19], are given in appendix A. Next, in section 3 we apply our theorems to a Vlasov gas propagating in dark matter halos and other potentials relevant to stellar dynamics, providing an explanation for the virialization process observed numerically in reference [10]. In section 4 we discuss mixing for a general relativistic gas configuration trapped in the potential well of a spherically symmetric, static black hole. Conclusions and a list of open questions for future work are given in section 5. Technical, yet interesting and important issues are included in several appendices. Appendix A contains complete proofs of the main theorems regarding the mixing property of one and two-dimensional systems formulated in section 2. Appendix B summarizes known results regarding the behavior of the period function \( T(E) \) of bound orbits in one-dimensional systems, while appendix C lists analogous results for the behavior of the area function \( A(E, L) \) corresponding to a bound orbit of energy \( E \) and angular momentum \( L \) in two-dimensional systems. Finally, appendix D discusses the properties of the effective potential (relevant for the application in section 4) describing timelike geodesics for a class of static, spherically symmetric and asymptotically flat black hole spacetimes.

2. Newtonian model and mathematical results

In this section we formulate the relevant models for this article, which consist of a collisionless, simple, kinetic gas in \( d \) space dimensions which is subject to an external potential \( \Phi : U \to \mathbb{R} \) defined on the configuration space \( U \subset \mathbb{R}^d \). For simplicity, we work in units for which the mass of each particle is one. The one-particle distribution function \( f(t, x, p) \) which describes the state of the kinetic gas at time \( t \) is a nonnegative function \( f(t, x, p) : \Gamma \to \mathbb{R} \) on phase space \( \Gamma := U \times \mathbb{R}^d \) which obeys the Vlasov equation\(^6\)

\[
\frac{\partial f}{\partial t} + \{H, f\} = \frac{\partial f}{\partial t} + p \cdot \nabla_x f - (\nabla_x \Phi) \cdot \nabla_p f = 0,
\]

with the Hamiltonian \( H(x, p) = \frac{|p|^2}{2} + \Phi(x) \). Given an initial distribution \( f_0 \) (in the space \( L^1(\Gamma) \) of Lebesgue-integrable functions on \( \Gamma \), say) describing the state of the gas at time \( t = 0 \), and under suitable assumptions on \( \Phi : U \to \mathbb{R} \) (see, for instance, section X.14 in reference [20]), equation (3) possesses a unique solution \( f(t, x, p) \) for all \( t \in \mathbb{R} \) such that \( f(0, x, p) = f_0 \).

As explained in the introduction, macroscopic observables (including the particle number, energy, pressure and so on) are obtained from averaging the corresponding microscopic observable over phase space, where the distribution function enters as a weight function. More generally, let \( \varphi : \Gamma \to \mathbb{R} \) be a given test function (which, for the moment, we restrict to the space \( C^0_0(\Gamma) \) of smooth functions of compact support), then we assign to it the corresponding (time-dependent) observable

\[
N(\varphi)(t) := \int_{\Gamma} f(t, x, p) \varphi(x, p) \, dx \, dp, \quad t \in \mathbb{R}.
\]

Physically, the test function \( \varphi \) can be thought of as a device which measures the properties of the system (such as its energy, mean velocity etc) in a small region of phase space (corresponding to the support of \( \varphi \)), and \( N(\varphi) \) is the corresponding averaged value measured by this device.

\(^6\) The Vlasov equation is also often called the collisionless Boltzmann or Liouville equation in the literature.
The central problem addressed in this article is the asymptotic behavior of $N_\phi(t)$ for $t \to \infty$, under the assumption that all the particle orbits are bounded in phase space. One may naively expect that in this case $N_\phi(t)$ exhibits an everlasting oscillatory behavior. For example, for a one-dimensional gas of particles trapped in a potential well, the individual gas particles simply oscillate in time and (in the absence of dissipation) the motion on each energy surface is periodic. However, the key point is that, in general, different orbits have slightly different periods, such that an initially localized distribution function spreads in phase space, implying that the limit $\lim_{t \to \infty} N_\phi(t)$ does exist. Furthermore, as we will show for the simple linear model in equation (3) with a rotationally symmetric potential $\Phi$, this limit can even be predicted from the properties of the initial distribution function $f_0$ without performing a time evolution.

2.1. One-dimensional model

Our first model consists of a collisionless simple kinetic gas in one space dimension which is subject to an external potential $V: I \to \mathbb{R}$ defined on an open interval $I = (a, b)$, $-\infty \leq a < b \leq \infty$ of $\mathbb{R}$. (In the one-dimensional case we shall call the potential $V$ instead of $\Phi$.) We assume that $V \in C^\infty(I)$ is smooth and has non-vanishing derivative except at $x = x_0$ which is a non-degenerate global minimum of $V$, such that $V'(x) < 0$ for all $a < x < x_0$, $V'(x) > 0$ for all $x_0 < x < b$ and $V''(x_0) > 0$. Finally, we assume that $V(x) \to \infty$ when $x \to a$ or $x \to b$, implying that all the orbits with energy $E > E_0 := V(x_0)$ are bounded and periodic (see figure 1) with period

$$T(E) = 2 \int_{x_1(E)}^{x_2(E)} \frac{dx}{\sqrt{2(E - V(x))}}, \quad E > E_0. \tag{5}$$

Here, $x_1(E) < x_2(E)$ denote the turning points of the orbit. As is well-known (see for instance [21]), the period function can be computed from the first derivative of the area function

$$A(E) := \int_{C(E)} p \, dx = 2 \int_{x_1(E)}^{x_2(E)} \sqrt{2(E - V(x))} \, dx, \quad E > E_0, \tag{6}$$

representing the area enclosed in phase space by the energy curve.
\[ C(E) := \left\{ (x, p) \in \Gamma : H(x, p) = \frac{p^2}{2} + V(x) = E \right\}. \] (7)

As will be discussed in section 2.3, the solution of the Cauchy problem consisting of equation (3) with initial datum \( f_0 \in L^1(\Gamma) \) has a simple explicit representation in terms of action-angle variables; in this representation the evolution is given by a rotation by the angle \( \omega t \) along each energy curve \( C(E) \) with the \( (E\text{-dependent}) \) angular frequency \( \omega = 2\pi/T(E) \). As such, the distribution function \( f \) does not possess a pointwise limit when \( t \to \infty \), since it is periodic on each energy surface. Nevertheless, as indicated before, one can prove that under a suitable non-degeneracy condition on \( T(E) \) the macroscopic observable \( N_\varphi(t) \) possesses a well-defined limit for any \( \varphi \in C^\infty_0(\Gamma) \) as \( t \to \infty \). Moreover, this limit can be computed solely in terms of the initial datum. This is the content of the next theorem.

**Theorem 1 (one-dimensional phase space mixing).** Let \( f_0 \in L^1(\Gamma) \) and let \( f(t, x, p) \) be the unique solution of equation (3) with initial datum \( f(0, x, p) = f_0(x, p) \) for all \( (x, p) \in \Gamma \). Suppose further that for all \( E > E_0 \),

\[ \frac{dT}{dE}(E) = \frac{d^2A}{dE^2}(E) \neq 0. \] (8)

Then, for all test functions \( \varphi \in C^\infty_0(\Gamma) \) it holds that

\[ \lim_{t \to \infty} N_\varphi(t) = \int_{\Gamma} \langle f_0 \rangle_{C(E)}(x, p) \varphi(x, p) \, dx \, dp, \] (9)

where \( \langle f_0 \rangle_{C(E)} \) denotes the average of \( f_0 \) over the energy curve \( C(E) \) (see equation (29) below). Therefore, the macroscopic observable converges in time to the same observable obtained from averaging the initial distribution function \( f_0 \) over each orbit.

**Proof.** See appendix A. \( \square \)

**Remarks.**

(a) One important physical consequence of the theorem is that as far as the macroscopic observables \( N_\varphi \) are concerned, any initial gas configuration relaxes in time to a state that is described by the stationary distribution function \( \langle f_0 \rangle_{C(E)} \) which depends only on energy \( E \).

(b) This relaxation process takes place even though the underlying Vlasov equation is reversible in time! The reason for this apparent paradox relies in the fact that even though at the level of the distribution function there is no (pointwise) convergence, the convergence takes place at the level of the observables, see the discussion in section 1.4 of [14] for further details.

(c) It is possible to considerably weaken the hypothesis on the regularity and support of \( \varphi \). In fact, it is sufficient to require \( \varphi : \Gamma \to \mathbb{R} \) to be continuous and bounded, see appendix A.

(d) The satisfaction of the non-degeneracy condition (8) implies that the period function \( T(E) \) must be monotonous. Sufficient conditions on the potential \( V \) guaranteeing this property are derived in references [22, 23] and reviewed in appendix B. However, as we will show in appendix A, the conclusion of the theorem still holds in case the non-degeneracy condition (8) holds for almost all \( E \in (E_0, \infty) \), that is, if it holds for all \( E \in (E_0, \infty) \setminus Z \) with \( Z \) a set of (Lebesgue) measure zero.
(e) A relevant question is how fast the convergence (9) occurs and if there is an associated characteristic timescale. Unfortunately, this is not a simple question to answer since it depends on various factors (smoothness of $f_0$, support of the test function $\phi$, magnitude of $dT/dE$), as can be understood from the proof in appendix A.

(f) The conditions on the potential $V : I \to \mathbb{R}$ can be relaxed. For example, if $V \in C^\infty(I)$ and $V$ has a non-degenerate local minimum at $x_0 \in I$ with corresponding potential well $I_1 = (a_1, b_1) \subset I$, such that $V(a_1) = V(b_1)$, $V''(x) < 0$ for all $a_1 < x < x_0$, $V'(x) > 0$ for all $x_0 < x < b_1$ and $V''(x_0) > 0$, then the statement of the theorem still holds for any test function whose support lies inside the subset of $\Gamma$ corresponding to the well:

$$\Gamma_{\text{well}} = \{(x, p) : x \in I_1, H(x, p) < V(a_1) = V(b_1)\}. \quad (10)$$

Besides the class of observables $N_\phi(t)$ constructed from the distribution function $f$ via a smooth test function of compact support $\phi \in C^\infty_0(\Gamma)$, one might also be interested in the particular quantity

$$M_k(t, x_0) := \int_{-\infty}^{\infty} f(t, x_0, p)p^k dp, \quad t > 0, \ x_0 \in I, \quad (11)$$

corresponding to the $k$th moment of the distribution function relative to the momentum space. For example, $M_0(t, x_0)$ describes the particle density of the kinetic gas, $M_1(t, x_0)$ its linear momentum density, and $M_2(t, x_0)/2$ its kinetic energy density at the event $(t, x_0)$. Formally, the quantity $M_k(t, x_0)$ corresponds to the particular observables $N_\phi$ in equation (4) for which the test function is given by

$$\phi(x, p) := p^k \delta(x - x_0). \quad (12)$$

Since such test functions are distributional, theorem 1 cannot be applied. In fact, it is clear that the conclusion of the theorem cannot hold for an arbitrary distributional $\phi$, as is already clear from the simple example $\phi(x, p) = \delta(x - x_0)\delta(p - p_0)$ for which $N_\phi(t) = f(t, x_0, p_0)$ does not converge for $t \to \infty$ in general. However, the next theorem shows that mixing still occurs for distributional test functions of the form (12), provided extra regularity of $f_0$ is required.

**Theorem 2.** Let $f_0 \in C^\infty_0(\Gamma)$ be continuously differentiable with compact support, and let $f(t, x, p)$ be the unique solution of equation (3) with initial datum $f(0, x, p) = f_0(x, p)$ for all $(x, p) \in \Gamma$. Suppose that the non-degeneracy condition (8) is satisfied for almost all $E > E_0$.

Then, for all $x \in I$ and all $k \in \mathbb{N}_0$ it holds that

$$\lim_{t \to \infty} M_k(t, x) = \int_{-\infty}^{\infty} (f_0 \circ \phi(x, p)p^k dp. \quad \lim_{t \to \infty} M_k(t, x) = \int_{-\infty}^{\infty} (f_0 \circ \phi(x, p)p^k dp. \quad (13)$$

**Proof.** See appendix A. \square

**Remark.** As will be clear from the proof in appendix A, the statement of the theorem can be generalized to any test functions of the form $\phi(x, p) = g(p) \delta(x - x_0)$ with a continuous function $g : \mathbb{R} \to \mathbb{R}$. The compact support hypothesis of $f_0$ can also be relaxed and replaced by a suitable fall-off condition on $f_0$ and its derivatives, see appendix A.

### 2.2. Two-dimensional model

Next, we consider a collisionless kinetic gas in two space dimensions which is subject to the external potential $\Phi : U \to \mathbb{R}$ which we assume to be rotationally-invariant and defined on $U := \mathbb{R}^2 \setminus \{(0, 0)\}$. In terms of polar coordinates $(r, \varphi, p_r, p_\varphi)$ the Hamiltonian is
\[ H(x, p) = \frac{1}{2} \left( p^2 + \frac{E^2}{r^2} \right) + \Phi(r), \quad (14) \]

where from now on, for simplicity, we regard \( \Phi \) as a function of the single coordinate \( r \). More precisely, we assume \( \Phi : (0, \infty) \to \mathbb{R} \) to be \( C^\infty \)-smooth, strictly monotonously increasing and such that the function \( (0, \infty) \to (0, \infty), r \mapsto r^3 \Phi'(r) \) has positive derivative and increases monotonically from 0 to \( \infty \). These conditions imply for each \( L \neq 0 \) the existence of a unique global minimum of the effective potential

\[ V_L(r) := \frac{L^2}{2r^2} + \Phi(r), \quad r > 0, \quad (15) \]

whose location \( r = r_0 \) is determined by the equation \( r_0^3 \Phi'(r_0) = L^2 \) and corresponds to a circular trajectory with minimum energy \( E_0(L) = V_L(r_0) \). Note also that \( V_L''(r_0) = r_0^{-3} \frac{d}{dr} [r^3 \Phi'(r)]_{r=r_0} > 0 \), such that the minimum is non-degenerate.

For the following, we restrict ourselves to the invariant subset

\[ \Gamma_{\text{bound}} := \{ (x, p) \in U \times \mathbb{R}^2 : L = p_r \neq 0, E_0(L) \leq H(x, p) < \Phi_\infty \} \quad (16) \]

of phase space corresponding to non-radial bound trajectories, where \( \Phi_\infty \in (-\infty, +\infty] \) denotes the asymptotic value of the potential.\(^7\) For the statement of the following theorem the area function \( A : \Omega \to \mathbb{R} \) defined by

\[ \Omega := \{ (E, L) \in \mathbb{R}^2 : L \neq 0, E_0(L) < E < \Phi_\infty \}, \quad (17) \]

\[ A(E, L) := \frac{1}{2} \int_{r_1}^{r_2} \sqrt{2(E - V_L(r))} dr, \quad (E, L) \in \Omega, \quad (18) \]

with turning points \( r_1(E, L) < r_2(E, L) \) plays an important role.

**Theorem 3 (two-dimensional phase space mixing in rotationally symmetric potential).** Let \( f_0 \in L^1(\Gamma_{\text{bound}}) \) and let \( f(t, x, p) \) be the unique solution of equation (3) with initial datum \( f(0, x, p) = f_0(x, p) \) for all \( (x, p) \in \Gamma_{\text{bound}} \). Suppose further that the condition

\[ \det(D^2 A(E, L)) \neq 0, \quad (19) \]

holds for almost all \( (E, L) \in \Omega \), where \( D^2 A(E, L) \) denotes the Hessian matrix of the area function \( A \).

Then, for all test functions \( \varphi \in C_0^\infty(\Gamma_{\text{bound}}) \) it holds that

\[ \lim_{t \to \infty} N_{\varphi}(t) = \int_{\Gamma_{\text{bound}}} \langle f_0 \rangle(x, p) \varphi(x, p) d^2 x d^2 p, \quad (20) \]

where \( \langle f_0 \rangle \) denotes the average of \( f_0 \) over the angle variables (see equation (45) below).

**Proof.** See appendix A. \( \square \)

\(^7\) Note that we exclude from \( \Gamma_{\text{bound}} \) those trajectories which have vanishing angular momentum \( L = 0 \). This restriction can be dropped if \( \Phi \) is regular at the center, in which case one sets \( E_0(0) = \Phi(0) \), but otherwise \( L = 0 \) should be excluded since the corresponding trajectories are incomplete.
Remarks.

(a) Condition (19) is the two-dimensional generalization of the non-degeneracy condition (8). More details on the satisfaction of this condition for specific examples are discussed in section 3 and appendix C.

(b) As in the one-dimensional case, the conditions on $\varphi$ can be weakened: it is in fact sufficient to require $\varphi: \Gamma_{\text{bound}} \to \mathbb{R}$ to be a continuous and bounded function.

(c) It is interesting to ask what happens in the complementary region $\Gamma_{\text{unbounded}} = \Gamma \setminus \Gamma_{\text{bound}}$ of phase space corresponding to unbounded trajectories. Assuming that $L \neq 0$, such trajectories have the property of bouncing off the centrifugal potential; hence one expects that for $f \in L^1(\Gamma)$ and $\varphi \in C_0^\infty(\Gamma_{\text{unbound}})$ one should find

$$\lim_{t \to \infty} N_{\varphi}(t) = 0.$$  

(21)

Although in this article we leave the proof of this statement open, we point out that a related result has been established in the general relativistic setting of a collisionless kinetic gas accreted by a Schwarzschild black hole, see section 5.2 in reference [24].

As in the one-dimensional case, one can show that (under extra regularity conditions on $f_0$) the conclusion of the theorem still holds for certain distributional test functions. Specifically, let $g: \mathbb{R}^2 \to \mathbb{R}$ be continuous, and consider for $x_0 \in U$ the test function

$$\varphi(x, p) = \delta(x - x_0)g(p).$$  

(22)

Then, one can show:

**Theorem 4.** Let $f_0 \in C_0^2(\Gamma_{\text{bound}})$ be twice continuously differentiable with compact support, and let $f(t, x, p)$ be the unique solution of equation (3) with initial datum $f(0, x, p) = f_0(x, p)$ for all $(x, p) \in \Gamma_{\text{bound}}$. Suppose further that the condition (19) holds for almost all $(E, L) \in \Omega$. Then,

$$\lim_{t \to \infty} \int_{\mathcal{H}(x_0, p) < \Phi_\infty} f(t, x_0, p)g(p)d^2p = \int_{\mathcal{H}(x_0, p) < \Phi_\infty} \langle f_0 \rangle(x_0, p)g(p)d^2p$$  

(23)

for all continuous functions $g: \mathbb{R}^2 \to \mathbb{R}$.

**Proof.** See appendix A. \hfill \Box

In the following subsection, we reformulate the one and two-dimensional problems in terms of action-angle variables which provide an explicit solution representation for the one-particle distribution function and provides some intuitive ideas about the mixing phenomenon. Once this has been achieved, the proofs of theorems 1 and 3 can be established using the results in reference [19] which, for completeness, are summarized in appendix A. The proofs of theorems 2 and 4, for which the test function is distributional, are also given in appendix A, and they are based on an extension of the results in [19].

2.3. Action-angle variables and explicit solution representation for the distribution function

We start with the one-dimensional problem ($d = 1$) and introduce action-angle variables $(Q, J)$ on phase space $\Gamma$. For this, we first recall the definition of the area function $A(E)$ in

---

8 See, for instance, reference [21] for an introduction to action-angle variables and theorem V.40 in [25] for a precise statement.
equation (6) which satisfies $dA/dE = T > 0$ and $A(E) \to 0$ for $E \to E_0$ while $A(E) \to \infty$ as $E \to \infty$.\footnote{10} Therefore, $A : (E_0, \infty) \to (0, \infty)$ is a smooth, invertible function. The action variable $J$ is defined by

$$J(x, p) := \frac{A(H(x, p))}{2\pi} = \frac{1}{2\pi} \int_{C(E)} p \, dx.$$ \hfill (24)

By definition, $J$ is constant along each energy surface $C(E)$ and since $A$ is monotonical, $J$ provides a unique label for each energy surface $C(E)$. The corresponding angle variable is defined by

$$Q(x, p) := \frac{2\pi}{T(H(x, p))} \int_{\gamma_x} \frac{dx}{p},$$ \hfill (25)

where $\gamma_x$ is a curve in $\Gamma$, oriented clock-wise, which connects the left turning point $x_1(E)$ with the given point $(x, p)$ along the curve $C(E)$ with energy $E = H(x, p)$. A full revolution (in the clock-wise direction) along $C(E)$ induces the change $Q \mapsto Q + 2\pi$; hence the variable $Q$ provides an angle along each energy curve $C(E)$. It is well-defined everywhere on phase space $\Gamma$ except at the critical point $(x, p) = (x_0, 0)$ of the Hamiltonian.

By construction (and since $H$ is constant along $\gamma_x$), one has $dJ \wedge dQ = dp \wedge dx$. Hence, the pair $(Q, J)$ defines smooth symplectic coordinates on

$$\Gamma_0 := \Gamma \setminus \{(x_0, 0)\} \simeq S^1 \times (0, \infty),$$ \hfill (26)

the subset of phase space obtained by omitting the equilibrium point. In terms of the new coordinates $(Q, J)$ the Hamiltonian becomes a function of $J$ only, and hence the Vlasov equation (3) reduces to

$$\frac{\partial f}{\partial t} + \omega(J) \frac{\partial f}{\partial Q} = 0, \quad \omega(J) := \left. \frac{\partial H}{\partial J} \right|_Q = \left( \frac{1}{2\pi} \frac{dA}{dE}(E) \right)^{-1} = \frac{2\pi}{T(E)},$$ \hfill (27)

whose solution is

$$f(t, x, p) = F(Q - \omega(J)t, J),$$ \hfill (28)

where the function $F : S^1 \times (0, \infty) \to \mathbb{R}$ is determined by the initial datum, i.e. $F(Q, J) = f_0(x, p)$ for all $(x, p) \in \Gamma_0$. It follows from equation (27) that the time evolution of the distribution function consists of a rotation along each energy surface $C(E)$ with constant angular velocity $\omega(J)$. In the completely degenerate case where $\omega$ is independent of the energy surface $C(E)$, each of these rotations is in phase and there is no mixing in phase space. However, when the frequencies $\omega(J)$ are different from each other, the phase flow stretches and spreads the distribution function over the phase space, giving rise to the mixing property. Note that the condition $d\omega/dJ \neq 0$ is equivalent to $dT/dE \neq 0$. As we show in appendix A, at the level of

\footnote{A rough estimate yields, for any $E > E^* > E_0$,}

$$A(E) \geq 2 \int_{x_1^*}^{x_1^*} \sqrt{2(E - E^*)} \, dx = 2(x_1^* - x_1^*)\sqrt{2(E - E^*)}, \quad x_1^* := x_1^*(E^*),$$

which shows that $A(E) \to \infty$ as $E \to \infty$. 
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the observables, this effect allows one to replace the distribution function $f$ with its average over $C(E)$:

$$\langle f \rangle_{C(E)} = \langle f_0 \rangle_{C(E)} := \frac{1}{2\pi} \int_0^{2\pi} F(Q, J) dQ.$$  

(29)

Next, let us describe the situation in $d = 2$ dimensions. On the phase space $\Gamma_{\text{bound}}$ of bound trajectories, the action-angle variables $(Q_r, Q_\varphi, J_r, J_\varphi)$ are defined as follows. Denote by

$$\Gamma_{E,L} := \{ (x, p) \in \Gamma_{\text{bound}} : H(x, p) = E, p_\varphi = L \}$$

(30)

the invariant submanifold corresponding to the integrals of motion $(E, L) \in \Omega$, where $\Omega$ is defined in equation (17). Each of these submanifolds is topologically a two-torus $T^2$. Let $C_r(E, L)$ be the closed loop in the $(r, p_r)$ plane around $\Gamma_{E,L}$, and likewise $C_\varphi(E, L)$ the closed loop around the azimuthal direction $\varphi$. Then, we define

$$I_r(E, L) := \frac{1}{2\pi} \oint_{C_r(E, L)} p_r \, dr = \frac{A(E, L)}{2\pi}, \quad I_\varphi(E, L) := \frac{1}{2\pi} \oint_{C_\varphi(E, L)} p_\varphi \, d\varphi = L,$$

(31)

where $A(E, L)$ is the area function defined in equation (18). This provides a smooth transformation $I : \Omega \to (0, \infty) \times \mathbb{R} \setminus \{0\}$, $(E, L) \mapsto (I_r(E, L), I_\varphi(E, L)) = (A(E, L)/2\pi, L)$ whose Jacobii matrix is

$$D(I(E, L)) = \begin{pmatrix} T(E, L) & \Delta \psi(E, L) \\ 0 & \frac{2\pi}{1} \end{pmatrix},$$

(32)

with

$$T(E, L) := \frac{\partial A}{\partial E}(E, L) = 2 \int_{r_1(E, L)}^{r_2(E, L)} \frac{dr}{\sqrt{2(E - V_L(r))}} > 0,$$

(33)

$$\Delta \psi(E, L) := -\frac{\partial A}{\partial L}(E, L) = 2L \int_{r_1(E, L)}^{r_2(E, L)} \frac{1}{\sqrt{2(E - V_L(r))}} \frac{dr}{r^2},$$

(34)

describing, respectively, the period of the orbit in the $(r, p_r)$-plane and the azimuthal shift during one such period (and hence the trajectory is closed if and only if $\Delta \psi$ is a rational multiple of $2\pi$). For the following, we denote by $\Omega_I := I(\Omega)$ the image of $I$. Then, it is not difficult to see that $\Omega_I$ is open and that $I : \Omega \to \Omega_I$ is invertible since for each fixed $L \neq 0$ the period function $T(E, L)$ is positive, implying that the area function $A(E, L)$ is monotonously increasing in $E$.

The action variables are defined as:

$$J_r(x, p) := I_r(H(x, p), p_\varphi), \quad J_\varphi(x, p) := I_\varphi(H(x, p), p_\varphi),$$

(35)

while the angle variables are defined by

$$Q_r(x, p) := \frac{\partial S}{\partial J_r}(x; J(x, p)), \quad Q_\varphi(x, p) := \frac{\partial S}{\partial J_\varphi}(x; J(x, p)),$$

(36)

with the generating function

$$S(x; I) := I_\varphi \varphi + \int_{r_1}^{r_2} p_r \, dr.$$  

(37)
with \( \gamma \), a curve along \( C_r(E, L) \) which connects the left turning point \( r_l(E, L) \) with the given point \( r \). Explicit calculation using the inverse transposed of the matrix (32) gives

\[
\begin{align*}
Q_r(x, p) &= \frac{2\pi}{T(E, L)} \left. \frac{dr}{p_r} \right|_{(E,L)=(H(x,p),p_r)}, \\
Q_\varphi(x, p) &= \left[ \varphi - L \int \frac{dr}{p_r} \frac{\Delta \psi(E, L)}{T(E, L)} \right] \left. \frac{dr}{p_r} \right|_{(E,L)=(H(x,p),p_r)},
\end{align*}
\]

where the denominator \( p_r \) in the integrals is determined by the energy equation \( p_r^2/2 + V_\gamma(r) = E \). Note that along a full revolution around \( C_r(E, L) \) one has \( (Q_r, Q_\varphi) \mapsto (Q_r + 2\pi, Q_\varphi) \) while along a full revolution around \( C_r(E, L) \) one has \( (Q_r, Q_\varphi) \mapsto (Q_r, Q_\varphi + 2\pi) \), such that \( (Q_r, Q_\varphi) \) define angles parametrizing the tori \( \Gamma_{E,L} \). In this way, one obtains smooth symplectic coordinates on

\[
\Gamma_0 := \bigcup_{(E,L) \in \Omega} \Gamma_{E,L} = \Gamma_{\text{bound}} \setminus \Gamma_{\text{circ}},
\]

i.e. the phase space consisting of bound trajectories minus the circular trajectories \( \Gamma_{\text{circ}} = \{(x, p) : H(x, p) = E_0(L), L = p_r \} \).

Expressing the Hamiltonian \( H \) in terms of the action-angle variables \( (J_r, J_\varphi, Q_r, Q_\varphi) \), the Vlasov equation (3) reads

\[
\frac{\partial f}{\partial t} + \omega_r(J_r, J_\varphi) \frac{\partial f}{\partial Q_r} + \omega_\varphi(J_r, J_\varphi) \frac{\partial f}{\partial Q_\varphi} = 0,
\]

with the fundamental frequencies \( \omega_r \) and \( \omega_\varphi \) associated with the motion in the radial and azimuthal directions given by

\[
\omega_r(J_r, J_\varphi) := \frac{\partial H}{\partial J_r} \bigg|_{(E,L)=I^{-1}(J)} = \frac{2\pi}{T(E, L)},
\]

\[
\omega_\varphi(J_r, J_\varphi) := \frac{\partial H}{\partial J_\varphi} \bigg|_{(E,L)=I^{-1}(J)} = \frac{\Delta \psi(E, L)}{T(E, L)}.
\]

The general solution of equation (41) has the form

\[
f(t, x, p) = F(Q_r - \omega_r(J_r, J_\varphi)t, Q_\varphi - \omega_\varphi(J_r, J_\varphi)t, J_r, J_\varphi),
\]

with the function \( F : T^2 \times \Omega_J \rightarrow \mathbb{R} \) determined by the initial datum: \( F(Q_r, Q_\varphi, J_r, J_\varphi) = f_0(x, p) \) for all \( (x, p) \in \Gamma_0 \). If the frequencies \( \omega_r \) and \( \omega_\varphi \) are constant, all the particles wind around the invariant two-tori \( T^2 \) in phase and there is no mixing. In contrast to this, and as proven in appendix A, mixing takes place such that the distribution function can be replaced with its angle-average

\[
\langle F \rangle(Q, J) := \frac{1}{(2\pi)^2} \int_{T^2} F(Q, J) d^2Q,
\]

if the frequency map \( \omega : \Omega_J \rightarrow \mathbb{R}^2 \) satisfies the condition
for almost all $(J_r, J_\phi) \in \Omega_I$. Using equations (42) and (43) and the Jacobi matrix (32) one finds

$$\det(D^2H(J_r, J_\phi)) = \det\left(\frac{\partial^2}{\partial J_r^2} H\right) = \det\left(\frac{\partial^2}{\partial J_r \partial J_\phi} H\right) = \det\left(\frac{\partial^2}{\partial J_\phi^2} H\right) \neq 0,$$

(46)

and hence the condition (46) is equivalent to the hypothesis (19) in theorem 3.

2.4. Comments regarding the three-dimensional case

The setup described in section 2.2 can easily be generalized to $d = 3$ or higher-dimensions, including the definitions of $\Gamma_{\text{bound}}$ and the area function $A(E, L)$. However, in this case the conclusions of theorems 3 and 4 cannot be generalized in a straightforward way. To explain the reason for this, let us focus on the three-dimensional case and go back to the construction of action-angle variables $(Q_1, Q_2, \omega_1, \omega_2, J_1, J_2, J_3)$ for $d = 3$. The generalization of equation (31) is (see, for instance section 3.5.2 in reference [11])

$$I_0(E, L, L_z) = \frac{A(E, L)}{2\pi}, \quad I_\phi(E, L, L_z) = L - |L_z|, \quad I_\phi(E, L, L_z) = L_z,$$

(48)

where now $L$ refers to the total angular momentum and $L_z$ to the azimuthal one, and $0 < |L_z| < L$. Instead of $(I_r, I_\theta, I_\phi)$ it is simpler to consider the functions $I := (I_1, I_2, I_3) := (I_r, I_\theta + |I_\phi|, I_\phi) = (A(E, L)/2\pi, L, L_z)$ and the corresponding action variables $(J_1, J_2, J_3)$, which are obtained from these by the replacements

$$E \mapsto H(x, p), \quad L \mapsto \sqrt{p_\theta^2 + \frac{p_\phi^2}{\sin^2 \theta}}, \quad L_z \mapsto p_\phi.$$

(49)

The Jacobi matrix of the map $I$ is

$$DI(E, L, L_z) = \begin{pmatrix} T(E, L) & -\frac{\Delta \psi(E, L)}{2\pi} & 0 \\ \frac{2\pi}{1} & \frac{2\pi}{1} & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

(50)

with $T(E, L)$ and $\Delta \psi(E, L)$ defined as in equations (33) and (34). Since the Hamiltonian is a function of $J_1$ and $J_2$ alone, the fundamental frequencies are

$$\omega_1(J) = \frac{\partial H}{\partial J_1}(J) = \frac{2\pi}{T(E, L)} \bigg|_{(E, L_z) = I^{-1}(J)},$$

$$\omega_2(J) = \frac{\partial H}{\partial J_2}(J) = \frac{\Delta \psi(E, L)}{T(E, L)} \bigg|_{(E, L_z) = I^{-1}(J)},$$

(51)

$$\omega_3(J) = \frac{\partial H}{\partial J_3}(J) = 0.$$  

(52)

Since $\omega_3$ is identically zero, the Jacobian of the frequency function is degenerated, and hence one cannot replace $F$ by its average over all $Q$’s. However, the results in the previous subsections imply that mixing still occurs in the angle variables $Q^1$ and $Q^2$, provided the area function $A(E, L)$ satisfies the non-degeneracy condition (19). In this case, the observables con-
Table 1. List of (dimensionless) density profiles and corresponding Newtonian potentials analyzed in this section. Here, the physical density $\rho_{\text{phys}}$, potential $\Phi_{\text{phys}}$, and radius $r_{\text{phys}}$ are given by $\rho_{\text{phys}}(r_{\text{phys}}) = \rho_0(r)$, $\Phi_{\text{phys}}(r_{\text{phys}}) = (GM_0/R_0)\Phi(r)$ and $r_{\text{phys}} = R_0 r$, with $\rho_0$, $M_0$ and $R_0$ a characteristic density, mass and radius which are related to each other through the relation $M_0 = 4\pi \rho_0 R_0^3/3$. As in [10] (which uses the notation $d$ for the dimensionless radius $r$), the last four potentials have been scaled such that their densities have the same value at $r = 3$.

| Name        | Density $\rho(r)$ | Potential $\Phi(r)$ | Asymptotic value $\Phi_\infty$ |
|-------------|-------------------|----------------------|-------------------------------|
| Isochrone   | $\frac{1+2s^2+3\sqrt{1+s^2}}{3(1+s^2)^{5/2}(1+\sqrt{1+s^2})}$ | $-\frac{1}{1+\sqrt{1+s^2}}$ | 0                             |
| Isothermal  | $\frac{1}{r}$     | $3 \log(r)$          | $\infty$                     |
| Truncated   | $\frac{10}{9} \frac{1}{1+s^2}$ | $\frac{3}{2} \left(\log(1+r^2) + 2\tan^{-1}(r)\right)$ | $\infty$                     |
| isothermal  | $\frac{46}{27} \frac{1}{(1+s^2)^{3/2}}$ | $-16\frac{\log(1+r^2)}{r}$ | 0                             |
| NFW         | $\frac{40}{27} \frac{1}{(1+s^2)^{3/2}}$ | $\frac{10}{r} \left(2(1+r)\left[\tan^{-1}(r) - \log(1+r)\right] - (1-r)\log(1+r^2)\right)$ | $\frac{10\pi}{3}$          |

verge in time to a state described by averaging the initial distribution function over $(Q^1, Q^2)$. The constant angle $Q^1$ on which this average still depends describes the angle between the $x$-axis and the intersection of the orbital plane with the $xy$-plane, see section 3.5.2 in reference [11]. Therefore, mixing occurs within each orbital plane with the final state depending only on the integrals of motion (namely, the energy and the three components $(L_x, L_y, L_z)$ of the angular momentum) provided the non-degeneracy condition (19) holds.

3. Application to stellar systems and dark matter halos

After discussing the mathematical results describing the mixing phenomenon for a collisionless gas in an exterior Newtonian central potential, in this section and the next one we provide a few applications to astrophysical systems. In this section, we consider five examples of central potentials $\Phi(r)$ which arise in simple models of stellar systems or dark matter halos, and study the occurrence of mixing in $d = 1$ and $d = 2$ dimensions for each of these potentials.

Table 1 summarizes these potentials, their asymptotic values and their corresponding mass density $\rho$. The first one is the isochrone potential (see [11] and references therein), which for large distances behaves like Kepler’s potential, but is regular at the center $r = 0$ and corresponds to a localized smooth density distribution (falling off like $1/r^2$ for $r \gg 1$). An interesting property of the isochrone potential is that all orbits can be determined analytically (see section 3.5.2 in [11]). The remaining four potentials arise in the modeling of dark matter halos, and their inclusion in our list has been motivated by the work in reference [10] which numerically solves the Vlasov equation for a spherically symmetric configuration with fixed angular momentum $L$. The first of these potentials is the isothermal potential, whose circular orbits have a constant velocity profile, and hence serves as a simple model to reproduce the velocity profile in the exterior region of galaxies. However, the associated density diverges at the center; to avoid this behavior one can replace it with the truncated isothermal potential which is regular at $r = 0$ and preserves the asymptotic form of the isothermal potential for $r \gg 1$. On the other hand, the Navarro–Frenk–White (NFW) potential has been obtained from the study of N-body simulations [26, 27], providing a ‘universal’ density profile for cold dark matter halos. This profile is shallower than the isothermal $1/r^2$ density near the center but steeper than $1/r^2$ in its outer region. The Burkert model [28] has the same fitting qualities than the NFW one, but
In reference [10] the Vlasov equation (3) is solved numerically for a spherically symmetric scenario described by a one-particle distribution function proportional to $\delta(L - L_0)$, corresponding to a situation in which all particles have the same total angular momentum $L_0$. This reduces the problem to an effective one-dimensional problem described by the effective potential in equation (15) for fixed $L = L_0$, for which theorems 1 and 2 apply. The main motivation in [10] was to analyze the propagation of small matter inhomogeneities in the dark matter halos given in table 1, described by a given initial localized distribution function $f_0$ (the self-gravity generated by the kinetic gas is neglected, such that the potential $\Phi$ remains unchanged throughout the evolution). The results of the simulation show that after a transient period the distribution function reaches a 'stationary state', satisfying the virial theorem. In particular, we draw the reader's attention to figures 8–11 in [10] which show snapshots of the distribution function at different times. These figures clearly illustrate the mixing phenomenon taking place in phase space.

More precisely, the simulations in figures 8–11 of reference [10] are based on Gaussian initial data of the form

$$f_0(r, p) = \frac{N_0}{8\pi^3 L_0 \sigma_r \sigma_p} \left( e^{-\frac{(r - r_0)^2}{2 \sigma_r^2}} - e^{-\frac{(p - p_0)^2}{2 \sigma_p^2}} + e^{-\frac{(r + r_0)^2}{2 \sigma_r^2}} - e^{-\frac{(p + p_0)^2}{2 \sigma_p^2}} \right),$$

with parameter values $N_0 = 1$, $(r_0, p_0) = (3, -0.5)$, $(\sigma_r, \sigma_p) = (0.5, 0.25)$, and $L_0 = 3.5$ for the angular momentum. According to theorems 1 and 2 (see also remark (f) following theorem 1), mixing takes place provided the non-degeneracy condition (8) is satisfied for (almost) all $E \in (E_{\min}, \phi_{\infty})$, with $E_{\min}$ denoting the minimal energy and $\phi_{\infty}$ the asymptotic value of the potential. Using the methods described in appendix B to analyze the sign of the derivative of the period function $T(E)$, we have verified that in fact the period function $T(E)$ is a strictly increasing function of $E$ for the four dark matter potentials, such that condition (8) is satisfied in all cases. Figure 2 shows for each of these potentials the function $N(x)$ defined in equation (B8) (where here $x = r$), and the fact that it is positive implies the aforementioned monotonicity of $T(E)$.

Since mixing takes place, the gas configuration converges in time to a configuration that is described (in what the observables are concerned) by the averaged distribution function $\langle f_0 \rangle_{C(E)}$, obtained from the initial distribution function (53) by averaging over the energy curves $C(E)$. Since along $C(E)$ one has $dQ = (2\pi/T(E))dx/p$, equation (29) for this average yields

$$\langle f_0 \rangle_{C(E)} = \frac{1}{T(E)} \int_{C(E)} f_0(r, p) \frac{dr}{p} = \frac{1}{T(E)} \int_{r_1(E)}^{r_2(E)} [f_0(r, p) + f_0(r, -p)] \frac{dr}{p} \bigg|_{p = \sqrt{\sigma^2(E) - \frac{1}{2}}}.$$
Figure 2. A plot of the function $N(x)$ defined in equation (B8), defined for the effective potential $V_L$ with $L = L_0 = 3.5$ belonging to each of the four dark matter potentials. As is visible from the plots (and proven rigorously for the isothermal case in appendix B), the function $N(x)$ is positive in each case, implying that the period function $T(E)$ is strictly increasing.

Alternatively, one can use the representation (B3) from appendix B and compute this average by means of the formula:

$$
\langle f_0 \rangle_{C(E)} = \left. \frac{\int_0^{2\pi} f_0(\varrho \sin \alpha, \varrho \cos \alpha)H'(\varrho \sin \alpha) d\alpha}{\int_0^{2\pi} H'(\varrho \sin \alpha) d\alpha} \right|_{\varrho = \sqrt{2(E - E_0)}},
$$

which requires the computation of the function $H$ defined below equation (B2), but has the advantage over the previous formula of involving integrands which are regular and do not diverge at the turning points. We have in fact computed the average $\langle f_0 \rangle_{C(E)}$ numerically using both formulae (54) and (55) and checked that the results agree with each other within a relative error of 0.5% in the maximum norm.

In figure 3 we show the initial distribution function $f_0$ defined by equation (53) and its average $\langle f_0 \rangle_{C(E)}$ for the NFW potential. The second plot should be compared with the lower-right panel of figure 17 in [10]. Although the results agree at the qualitative level, a more detailed comparison between $\langle f_0 \rangle_{C(E)}$ and the numerical data for $f(t, \cdot)$ at the time of the final snapshot reveals some differences: the latter has a lower amplitude and a wider peak in its energy distribution, which presumably is due to numerical error and lack of resolution to resolve the mixed state (recall that the distribution function itself does not have a pointwise limit in phase space and develops large gradients; only the averaged quantities converge).

3.2. Mixing inside each orbital plane

In this section we consider a scenario in which the kinetic gas is confined to a fixed plane and is subject to one of the central potentials $\Phi(r)$ listed in table 1, and we ask in which case mixing occurs. Hence, the problem is reduced to an effective two-dimensional problem for which theorems 3 and 4 apply, and mixing takes place if the condition (19), involving the Hessian of the area function $A(E, L)$, is satisfied.
Figure 3. Contour plot of the initial (left panel) and averaged (right panel) distribution functions $f_0$ and $\langle f_0 \rangle_C(E)$ for the NFW potential. Also shown in these plots are the energy curves $C(E)$ which are indicated by the black contours. To obtain these plots we have also multiplied both $f_0$ and $\langle f_0 \rangle_C(E)$ with a factor of $4\pi$ to match the initial data used in the numerical simulation in [10].

In the first case, the isochrone potential, it turns out the area function can be computed analytically (see [11] and equation (C19) in appendix C), with the result

$$A(E, L) = 2 \pi \left[ \frac{1}{\sqrt{-2E}} - \frac{1}{2} \left| L \right| + \sqrt{4 + L^2} \right], \quad -\frac{2}{|L| + \sqrt{4 + L^2}} < E < 0,$$  

and based on the non-linear dependency on $E$ and $L$ it is simple to verify the validity of the determinant condition (19). Therefore, mixing occurs for the isochrone potential.

Next, we analyze the case of the isothermal potential $\Phi(r) = 3 \log(r)$. By setting $r = |L| x / \sqrt{3}$ we can rewrite the area function in the form

$$A(E, L) = 2 |L| \int_{x_1(E, L)}^{x_2(E, L)} \sqrt{2 \left[ \frac{E}{3} - \log \left( \frac{|L|}{\sqrt{3}} \right) - \log(x) - \frac{1}{2x^2} \right]} \, dx$$

$$= |L| A_0(\varepsilon) \bigg|_{\varepsilon = \frac{E}{3} - \log \left( \frac{|L|}{\sqrt{3}} \right)} \quad (57)$$

with

$$A_0(\varepsilon) := 2 \int_{x_1(\varepsilon)}^{x_2(\varepsilon)} \sqrt{2 \left[ \varepsilon - \log(x) - \frac{1}{2x^2} \right]} \, dx, \quad \varepsilon > \frac{1}{2}.$$  

(58)

independent of $L$. Using this observation, the determinant of the Hessian of $A(E, L)$ yields

$$\det(D^2A(E, L)) = -\frac{1}{9} A_0'(\varepsilon) [A_0'(\varepsilon) - A_0''(\varepsilon)] \bigg|_{\varepsilon = \frac{E}{3} - \log \left( \frac{|L|}{\sqrt{3}} \right)}.$$  

(59)

We already know that $A_0'(\varepsilon) > 0$ and $A_0''(\varepsilon) > 0$ for all $\varepsilon > 1/2$ (see lemma 3 in appendix B); however, it remains to analyze the sign of $A_0' - A_0''$ in order to determine the one of $\det(D^2A(E, L))$. Although we were not able to come up with a rigorous simple proof for this fact, the plot in figure 4 suggests that $A_0' - A_0'' > 0$, implying that the determinant condition is satisfied and mixing takes place also in the isothermal case.

Finally, in figure 5 we provide plots for the determinant $\det(D^2A(E, L))$ in the remaining three case. These plots were obtained by numerically computing the Hessian $D^2A(E, L)$ of the
Figure 4. A plot of the function $A'_0 - A''_0$ that determines the sign of the determinant of $D^2A(E, L)$ for the isothermal potential. As is visible from this plot, this quantity is positive, which, together with equation (59) and the fact that $A'_0 > 0$ indicates that the determinant condition (19) is satisfied.

Figure 5. Plots showing the determinant $\det(D^2A(E, L))$ as a function of $E - E_0$ and $L$, for the truncated isothermal, NFW and Burkert potentials (from left to right). These plots suggest that the determinant is negative, indicating that the determinant condition (46) is satisfied.

area function based on the formulae listed in appendix C. As these plots suggest, $\det(D^2A(E, L))$ is negative, such that mixing takes place (at least for the plotted range of parameters).

Summarizing, the results of this section show that the five potentials listed in table 1 exhibit the mixing phenomenon for a spherically symmetric configuration with fixed angular momentum $L$, as well as in the two-dimensional case of a gas confined to a specific plane. Furthermore, the comments in section 2.4 imply that in the full three-dimensional case, these potentials also yield mixing within each orbital plane, such that the final state is described by a distribution function depending only on the integrals of motion $(E, L_x, L_y, L_z)$.

4. Application to the mixing properties of relativistic gas surrounding a static, spherically symmetric black hole

In this section, we generalize the results presented so far to the case of a collisionless relativistic gas trapped in the gravitational potential of a black hole spacetime. More specifically, we consider a general class of static, spherically symmetric black hole models consisting of a
spacetime manifold $\mathcal{M}$ with metric of the form

$$
\text{d}s^2 = -S(r)^2 N(r) \text{d}t^2 + \frac{\text{d}r^2}{N(r)} + r^2 \left( \text{d}\vartheta^2 + \sin^2 \vartheta \text{d}\varphi^2 \right),
$$

with $S$ and $N$ given smooth functions of the areal radius $r$ which converge to one as $r \to \infty$ and are strictly positive for all $r > r_H$, while $N(r_H) = 0$ and $\dot{S}(r_H) > 0$ at the event horizon radius $r = r_H$. In the Schwarzschild case one has $S = 1$ and $N(r) = 1 - r_H/r$; however for what follows the precise form of these coefficient will not be needed. We assume that the individual gas particles are confined to spatially bound, timelike geodesic trajectories in the exterior region $r > r_H$. For a detailed analysis of the unbounded case in a Schwarzschild spacetime with applications to accretion problems and a summary of the formulation of the relativistic Vlasov equation we refer the reader to our previous work in [29]. See also [13] for related results regarding bound orbits confined to the equatorial plane of a Kerr spacetime.

The Hamiltonian governing the motion of the gas particles is given by

$$
\mathcal{H}(x, p) = \frac{1}{2} g^{\mu \nu}(x) p_\mu p_\nu = \frac{1}{2} \left[ \frac{-p_r^2}{S(r)^2 N(r)} + N(r) p_r^2 + \frac{1}{r^2} \left( p_\vartheta^2 + \frac{p_\varphi^2}{\sin^2 \vartheta} \right) \right],
$$

and besides $\mathcal{H}(x, p)$ itself, the system possesses the following integrals of motion:

$$
\mathcal{E}(x, p) := -p_t, \quad \mathcal{L}^2(x, p) := p_\vartheta^2 + \frac{p_\varphi^2}{\sin^2 \vartheta}, \quad \mathcal{L}_z(x, p) := p_z,
$$

corresponding, respectively, to energy, total and azimuthal angular momentum. It is simple to verify that $\mathcal{H}, \mathcal{E}, \mathcal{L}^2, \mathcal{L}_z$ Poisson-commute with each other. The orbits are confined to the invariant subsets

$$
\Gamma_m, E, L_z := \left\{ (x, p) \in T^* \mathcal{M} : \mathcal{H}(x, p) = \frac{m^2}{2}, \mathcal{E}(x, p) = E, \mathcal{L}^2(x, p) = L^2, \mathcal{L}_z(x, p) = L_z \right\},
$$

of the cotangent space $T^* \mathcal{M}$ associated with $\mathcal{M}$. More explicitly, these sets are characterized by those coordinates $(t, r, \vartheta, \varphi, p_t, p_r, p_\vartheta, p_\varphi)$ of $T^* \mathcal{M}$ for which $p_t = -E$, $p_\vartheta = L_z$ and $(r, p_r)$ satisfy the equations

$$
[S(r)N(r) p_r]^2 + V_{L_m}(r) = E^2, \quad V_{L_m}(r) := S(r)^2 N(r) \left( m^2 + \frac{L_z^2}{r^2} \right),
$$

and

$$
p_\vartheta^2 + \frac{L_z^2}{\sin^2 \vartheta} = L_z^2,
$$

respectively. As mentioned before, in this work we focus on bound trajectories, and for this it is necessary to analyze the properties of the effective potential $V_{L_m}(r)$. To understand these properties, we need to further restrict our conditions on the functions $S$ and $N$ to ensure that $V_{L_m}$ behaves qualitatively similar to the Schwarzschild case in the exterior region $r > r_H$. We specify such conditions on the function $K(r) := S(r)^2 N(r)$ in appendix D. They imply that the metric (60) describes a static, spherically symmetric and asymptotically flat black hole with a non-degenerate event horizon at $r = r_H$. Furthermore, these assumptions imply that the effective potential $V_{L_m}$ is monotonous for small enough values $L < L_m$ of the total angular
momentum, while for $L > L_{\text{ms}}$ the potential $V_{L,m}$ has a maximum at $r_{\text{max}}(L) \in (r_{\text{ph}}, r_{\text{ms}})$ and a minimum at $r_{\text{min}}(L) \in (r_{\text{ms}}, \infty)$, the radii $r_{\text{ph}}$ and $r_{\text{ms}}$ corresponding to those of the circular photon orbits and the innermost stable circular orbit, respectively. The range of parameters $(E, L, L_c)$ corresponding to bound orbits is given by the set

$$\Omega := \{ (E, L, L_c) \in \mathbb{R}^3 : L > L_{\text{ms}}, E_{\text{min}}(L) < E < E_{\text{max}}(L), 0 < |L_c| < L \},$$

with $E_{\text{min}}(L)$ and $E_{\text{max}}(L)$ defined in equation (D5). $(E_{\text{min}}(L)$ represents the energy of the stable circular orbit $r = r_{\text{min}}(L)$ and $E_{\text{max}}(L)$ is either the energy of the unstable circular orbit $r = r_{\text{max}}(L)$ or $m$, whichever of the two is smaller.) For $m > 0$ and any $(E, L, L_c) \in \Omega$ one can easily verify that the invariant set $\Gamma_{m,E,L,L_c}$ defined in equation (63) is a smooth submanifold of $T^*M$ whose topology is $\mathbb{R} \times T^3$. For the following, we focus on the phase space of bound trajectories $\Gamma_0$ consisting of the union of all these subspaces.

Next, we introduce action-angle like variables $(J_0, J_1, J_2, J_3, Q^0, Q^1, Q^2, Q^3)$ on $\Gamma_0$. Since $\Gamma_{m,E,L,L_c}$ is not compact, there is an ambiguity in the choice for $J_0$ corresponding to the non-compact dimension (see the discussion in section 2.2 in [30] and references therein). What seems to us the computationally simplest choice\(^{10}\) for the action variables is obtained after the replacements $(m, E, L, L_c) \mapsto (\sqrt{-2}\mathcal{H}(x, p), \mathcal{E}(x, p), \mathcal{L}(x, p), \mathcal{L}(x, p))$ in the map

$$I_0(m, E, L, L_c) := m, \quad I_1(m, E, L, L_c) := \frac{A_m(E, L)}{2\pi},$$
$$I_2(m, E, L, L_c) := L, \quad I_3(m, E, L, L_c) := L_c,$$

which generalize the map (48) to the relativistic case. Here, the area function $A_m$ is defined by

$$A_m(E, L) := \oint \rho \, dr = 2 \int_{r_1(E, L)}^{r_2(E, L)} \sqrt{E^2 - V_{L,m}(r)} \frac{dr}{S(r)N(r)},$$

with $r_1(E, L) < r_2(E, L)$ the turning points of the radial motion. The Jacobian of the map $I$ is given by

$$DI(m, E, L, L_c) = \begin{pmatrix}
\frac{1}{2\pi} & 1 & 0 & 0 \\
\frac{1}{2\pi} & T(E, L) & 0 & \Delta \psi(E, L) \\
0 & 0 & \frac{1}{2\pi} & 0 \\
0 & 0 & 0 & 1
\end{pmatrix},$$

where the period function $T(E, L)$ of the radial motion and the phase shift function $\Delta \psi(E, L)$ are defined as

$$T(E, L) := \frac{\partial A_m}{\partial E}(E, L) = 2E \int_{r_1(E, L)}^{r_2(E, L)} \sqrt{E^2 - V_{L,m}(r)} \frac{dr}{S(r)N(r)},$$
$$\Delta \psi(E, L) := -\frac{\partial A_m}{\partial L}(E, L) = 2L \int_{r_1(E, L)}^{r_2(E, L)} \frac{1}{\sqrt{E^2 - V_{L,m}(r)}} S(r) \frac{dr}{r^2},$$

and generalize the corresponding definitions (33) and (34) to the relativistic case.\(^{11}\) In terms of the action variables, the Hamiltonian is simply $\mathcal{H}(x, p) = -J_0^2/2$, and thus the relativistic

\(^{10}\)For a different choice for $J_0$ which leads to an equivalent representation of the distribution function, see [13, 30].

\(^{11}\)More precisely, $T(E, L)$ and $\Psi(E, L)$ represent the shifts in the coordinate $t$ and the angle $\psi$ in the orbital plane during which the radial coordinate moves from $r_1(E, L)$ to $r_2(E, L)$ and back, as can be verified by using the equations of motion $\dot{t} = E/(S^2N)$, $\dot{r} = Np$, and $\dot{\psi} = L/r^2$. 


Vlasov equation reads
\[ 0 = \{ \mathcal{H}, f \} = -J_0 \frac{\partial f}{\partial \mathbf{Q}^0}, \] (72)
which means that the one-particle distribution function should be a function depending only on \( (Q^1, Q^2, Q^3, J_0, J_1, J_2, J_3) \). Here, the angle variables are obtained by differentiating the generating function
\[ S(x; I) := -Et + L_x \phi + \int_{r_1(E,L)}^r p_r dr + \int_{\pi/2}^\theta p_\theta d\theta \] (73)
with respect to \( I \), where the two integrals on the right-hand side should be understood as line integrals along the curves defined by equations (64) and (65). Using the inverse transposed of the Jacobian in equation (69) this yields the following expressions for the relevant angle variables \( (Q^1, Q^2, Q^3) \) on which the distribution function depends:
\[
Q^1(x, p) = \left[ \frac{2\pi E}{T(E,L)} \int_{r_1(E,L)}^r \frac{dr}{r^2 N^2 p_r} - \omega^1(E, L) t \right]_{(E,L) = (E(x,p), L(x,p))},
\] (74)
\[
Q^2(x, p) = \left[ \frac{\Delta \psi(E,L) E}{T(E,L)} \int_{r_1(E,L)}^r \frac{dr}{r^2 N^2 p_r} - L \int_{r_1(E,L)}^r \frac{dr}{r^2 N p_r} \\
+ L \int_{\pi/2}^\theta \frac{d\theta}{p_\theta} - \omega^2(E, L) t \right]_{(E,L,L_z) = (E(x,p), L(x,p), L_z(x,p))},
\] (75)
\[
Q^3(x, p) = \varphi - L_x \int_{\pi/2}^\theta \frac{d\theta}{\sin^2 \varphi p_\theta} \bigg|_{(L_z,L_z) = (L_z(x,p), L_z(x,p))},
\] (76)
with the frequencies \( \omega^1(E, L) = \frac{2\pi}{T(E,L)} \) and \( \omega^2(E, L) = \frac{\Delta \psi(E,L) E}{T(E,L)} \) having the same functional form as their Newtonian counterparts, see equations (42) and (43). It follows from the arguments presented in section 2 that mixing in the angles \( (Q^1, Q^2) \) takes place if the frequency function \( \omega: \Omega_0 \to \mathbb{R}^2, (E, L) \mapsto (\omega^1(E, L), \omega^2(E, L)) \) with \( \Omega_0 := \{(E, L) \in \mathbb{R}^2 : L > L_{\text{max}}, E_{\text{min}}(L) < E < E_{\text{max}}(L) \} \) satisfies
\[
\det(\mathbf{D} \omega(E, L)) \neq 0 \tag{77}
\]
for almost all \((E, L) \in \Omega_0 \). As in the Newtonian case, this condition can be reformulated as the following determinant condition for the Hessian of the area function \( A_m(E, L) \):
\[
\det(\mathbf{D}^2 A_m(E, L)) \neq 0 \tag{78}
\]
for almost all \((E, L) \in \Omega_0 \). In contrast to \( (Q^1, Q^2) \), the angle variable \( Q^3 \) is constant in time and has the same interpretation as its Newtonian counterpart: it represents the angle between the \( x \)-axis and the intersection of the orbital plane with the \( xy \)-plane, as can be seen by setting \( \vartheta = \pi/2 \) in equation (76). Therefore, the integrals of motion \( (Q^3, L_x, L_z) \) determine the three components of the angular momentum vector \( (L_x, L_y, L_z) \) and the fulfillment of the determinant condition (78) implies that the final state is described by a distribution function depending only on \((m, E, L_x, L_y, L_z)\).

The Hessian of the area function can be computed by generalizing the analysis presented in appendix C to the relativistic case. In many relevant situations it is even possible to express \( A_m(E, L) \) and its derivatives in terms of special functions, which allows one to verify the
determinant condition using a symbolic computing package. In particular, this is true for the Schwarzschild metric in which case $A_{\mu}(E, L)$ and its derivatives can be expressed in terms of complete elliptic integrals, see the results in [13] which also compute the area function $A_{\mu}(E, L)$ for equatorial bound orbits in a Kerr spacetime.

5. Conclusions and future work

In this work, we have provided a thorough discussion of phase space mixing for a collisionless kinetic gas which is trapped in an external, $d$-dimensional, rotationally symmetric potential well. As discussed in the introduction, phase space mixing implies that the macroscopic observables converge in time to those belonging to an ‘equilibrium’ distribution function which depends only on integrals of motion and which can be computed from a suitable average of the initial distribution function. The main results of this article, whose precise statements are described in the collection of theorems in section 2 which are proven in appendix A can be summarized as follows: in the one-dimensional case ($d = 1$) mixing occurs if the period function $T(E)$ (describing the period of the orbit with energy $E$) has a first derivative which is almost everywhere different from zero (thus excluding the case of the harmonic oscillator for which $T$ is constant). In $d = 2, 3$ dimensions mixing occurs if the area function $A(E, L)$, describing the area enclosed by the orbit with energy $E$ and (total) angular momentum $L$ in phase space $(r, p_r)$ describing the radial motion, has a Hessian which is invertible for almost all admissible values of $(E, L)$ parametrizing bound orbits. While this condition excludes the harmonic and Kepler potentials (for which all bound orbits are closed), it is satisfied for many interesting examples as we have shown in this article. For $d = 2$ the resulting equilibrium distribution function depends on $(E, L)$ only, while for $d = 3$ it is a function of $E$ and the three components of the angular momentum vector $\vec{L}$. Thus, the final state is compatible with the strong Jeans theorem which states that the distribution function describing a steady state in which almost all orbits are regular can be written as a function of isolating integrals of motion [3, 31]. However, our results go beyond this theorem by proving that (at least in the systems considered in this article) any kinetic gas configuration will converge in time to an equilibrium configuration described by such a steady state.

To provide examples and applications, we have analyzed a family of potentials which are relevant in stellar dynamics and the modeling of dark matter halos, and we have shown that each of these potentials satisfy the required conditions on the area function $A(E, L)$ for mixing to take place in $d = 2, 3$ dimensions. Further, we have shown that phase space mixing occurs for a spherically symmetric gas configuration in which all the gas particles have the same value of the total angular momentum number $L > 0$ (and hence behaves like an effective one-dimensional system). This provides a qualitative understanding for the virialization phenomenon observed in [10] through phase space mixing, and offers a simple method for computing the distribution function associated with the final state from an angle average of the initial distribution function.

We have also generalized our results to the general-relativistic setting of a collisionless gas whose individual gas particles follow bound timelike geodesic trajectories in a static, spherically symmetric black hole spacetime. It has been shown that phase space mixing (with respect to static observers) takes place provided a condition on the area function is satisfied which is analogous to the Newtonian case. The results from our previous work [13], besides offering a coordinate-independent description of the mixing phenomenon, suggest that the condition on $A(E, L)$ is satisfied for a Schwarzschild black hole. In fact, the results presented in [13] also provide a generalization of this condition for equatorial orbits in a (rotating) Kerr black hole,
and they show that a thin equatorial disk made out of a collisionless gas is subject to phase space mixing, the final state being stationary and axisymmetric. It should be mentioned that the proof given in [13] required the determinant of the Hessian of $A(E, L)$ to be different from zero for all $(E, L)$ intersecting the support of the test function. This requirement led to a non-trivial restriction on the support of the test function, since it has also been observed in [13] that the determinant is zero for a certain zero-measure set $Z$ in the space of admissible $(E, L) \in \Omega_0$ leading to bound orbits. However, the results of the present article show that mixing still takes place if the determinant is everywhere non-vanishing except on such a set of measure zero in $\Omega_0$, and hence they are expected to strengthen our results in [13] by removing the requirement on the support of the test function.

In future work, we plan to analyze more general gas configurations on a Kerr spacetime, which are not necessarily confined to its equatorial plane. Since the geodesic flow on a Kerr background is described by an integrable Hamiltonian system [32, 33], this can in principle be analyzed with the same techniques as the ones used in the present article. Further interesting and relevant questions we have left open and hope to come back to in future work concern the analysis of the time scale on which the relaxation process takes place and the generalization to the self-gravitating case, where one needs to consider either the coupled Vlasov–Poisson or the coupled Vlasov–Einstein system of equations.

We conclude this article by pointing out that in recent years there has been a considerable interest in mathematical studies of the Vlasov–Einstein system, see the review article [34] and references [35–39] for recent work regarding the nonlinear stability of the Minkowski spacetime in this system. In relation to our application of the mixing phenomenon to black hole spacetimes, it is interesting to note that the works in [40, 41] prove time decay for the solutions of the massless Vlasov equation on a Schwarzschild or slowly rotating Kerr background. The decay in the massless case is related to the fact that in the Schwarzschild exterior, null geodesic bound orbits only occur for the special radius $r = 3r_H/2$ and are unstable, leading to dispersion. In contrast to this, stable timelike geodesic bound orbits exist for a whole range of radii, such that a kinetic gas configuration of massive particles does not disperse completely, but converges to a non-trivial steady state. Therefore, it is expected that phase space mixing will play a prominent role when establishing rigorous results regarding the asymptotic behavior of dynamical solutions to the massive Vlasov–Einstein system whose initial data do not necessarily lie close to Minkowski data.
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Appendix A. Proofs of the main theorems in section 2

This appendix is devoted to the proofs of the main theorems stated in section 2. These proofs are based on the explicit solution representations in terms of action-angle variables discussed in the last part of that section and use the Fourier transform in the angle variables. One then
shows that, due to the Riemann–Lebesgue lemma, all Fourier coefficients decay to zero as \( t \to \infty \), except the zero mode which is related to the angle average. The idea of this proof can already be found in the paper by Lynden-Bell [4] on stellar dynamics. Our proof is mostly based on a very recent paper by Mitchell [19] which provides all the necessary tools for the proofs of theorems 1 and 3. For completeness, we summarize these tools in this appendix and show that they can be used and generalized to prove the main theorems 1–4. To our knowledge, the proofs of theorems 2 and 4 for the distributional test functions are new.

It is also possible to provide an alternative proof for theorem 1 which is based on a two-dimensional Fourier transformation and parallels the standard proof of phase space mixing for a free gas on a torus, see for example reference [14], section 3. We will only make brief comments at the end of this appendix regarding this alternative proof.

A.1. Formal calculation and idea of the proof

Recall from section 2.3 that on the subset \( \Gamma_0 \) of phase space, the one-particle distribution function \( f \) can be represented in the following explicit form:

\[
    f(t, x, p) = F(Q(x, p) - \omega(J(x, p))t, J(x, p)), \quad (x, p) \in \Gamma_0,
\]

with \((Q, J) \in T^d \times \Omega_J\) the action-angle coordinates (which are smooth functions on \( \Gamma_0 \) as discussed in section 2.3), and where \( F: T^d \times \Omega_J \to \mathbb{R} \) is the action-angle representation of the initial datum \( f_0 \in L^1(\Gamma) \), i.e.

\[
    f_0(x, p) = F(Q(x, p), J(x, p)), \quad (x, p) \in \Gamma_0.
\]

Here and in the following, we treat the \((d = 1)\) and \((d = 2)\)-dimensional cases on the same footing, where for \( d = 1 \), \( \Omega_J = (0, \infty) \) while for \( d = 2 \) the open subset \( \Omega_J \) of \( \mathbb{R}^2 \) is defined below equation (34).

Let \( \Psi: T^d \times \Omega_J \to \mathbb{R} \) be the action-angle representation of the test function \( \varphi \), such that

\[
    \varphi(x, p) = \Psi(Q(x, p), J(x, p)), \quad (x, p) \in \Gamma_0.
\]

Because the transformation \((x, p) \mapsto (Q, J)\) is symplectic and hence volume-preserving, we have

\[
    N_{\varphi}(t) = \int_{\Gamma_0} f(t, x, p)\varphi(x, p)d^dx dp = \int_{\Omega_J T^d} F_t(Q, J)\Psi(Q, J)d^dQ d^dJ,
\]

with

\[
    F_t(Q, J) := F(Q - \omega(J)t, J).
\]

Next, we represent the functions \( F \) and \( \Psi \) in terms of their Fourier series with respect to the angle variables \( Q \). Let

\[
    \hat{F}_k(J) := \frac{1}{(2\pi)^{d/2}} \int_{T^d} F(Q, J)e^{-ik \cdot Q} d^dQ, \quad k \in \mathbb{Z}^d, \quad J \in \Omega_J,
\]

be the Fourier coefficients of \( F \), and likewise for \( \hat{\Psi}_k \). Noting that the Fourier coefficients of \( F \) are given by \( \hat{F}_k(J)e^{-ik \cdot Jp} \) and using Parseval’s identity one obtains

\[
    N_{\varphi}(t) = \int_{\Omega_J} \sum_{k \in \mathbb{Z}^d} \hat{F}_k(J)\hat{\Psi}_k(J)e^{-ik \cdot Jp} d^dJ,
\]
with \( \hat{\Psi}(J)^* \) denoting the complex conjugate of \( \hat{\Psi}(J) \). Let
\[
h_k(J) := \hat{F}_k(J) \hat{\Psi}(J)^*, \quad k \in \mathbb{Z}^d, \ J \in \Omega.
\]
We shall establish the following key properties:

(a) \( h_k \in L^1(\Omega_J) \) for each \( k \in \mathbb{Z}^d \) and
\[
\sum_{k \in \mathbb{Z}^d} \| h_k \|_{L^1(\Omega_J)} < \infty, \quad \| h_k \|_{L^1(\Omega_J)} := \int_{\Omega_J} |h_k(J)| d^d J.
\]

(b) For all \( k \in \mathbb{Z}^d \setminus \{0\} \),
\[
\lim_{t \to \infty} \int_{\Omega_J} h_k(J) e^{-ik \cdot \omega(J)t} d^d J = 0.
\]

(c) Under the hypothesis of the theorems, the equality (A7) holds for all \( t \geq 0 \) (in a strict, not just formal, sense).

Once these properties have been established, the mixing property follows immediately: properties (a) and (c) allow one to write
\[
\lim_{t \to \infty} N_\phi(t) = \sum_{k \in \mathbb{Z}^d} \lim_{t \to \infty} \int_{\Omega_J} h_k(J) e^{-ik \cdot \omega(J)t} d^d J.
\]

According to property (b), only the \( k = 0 \) term survives in the sum over \( k \), and thus
\[
\lim_{t \to \infty} N_\phi(t) = \int_{\Omega_J} \hat{F}_0(J) \hat{\Psi}_0(J)^* d^d J
\]
\[
= \frac{1}{(2\pi)^d} \int_{\Omega_J} \left( \int_{\mathbb{R}^d} F(Q, J) d^d Q \right) \left( \int_{\mathbb{R}^d} \Psi(Q, J) d^d Q \right) d^d J
\]
\[
= \int_{\Omega_J \times \mathbb{R}^d} \langle F \rangle(Q, J) \Psi(Q, J) d^d Q d^d J,
\]
where in the last step we have used the definition of the angle-average of \( F \), see equations (29) and (45).

Therefore, all that remains to be done is to establish the key properties (a), (b) and (c). In the next subsections, we will show that the hypotheses of theorems 1–4 imply the satisfaction of these properties for a dense subset of initial conditions \( F \), which allows to prove the theorems.

### A.2. The generalized Riemann–Lebesgue lemma and property (b)

We start with property (b), which is a generalization of the Riemann–Lebesgue lemma, cf lemma 0 in [19].

**Lemma 1.** Let \( \Omega \in \mathbb{R}^d \) be an open subset of \( \mathbb{R}^d \), let \( h \in L^1(\Omega, \mathbb{C}) \) and \( w \in C^2(\Omega, \mathbb{R}) \) be such that for almost all \( x \in \Omega \),
\[
\nabla w(x) \neq 0.
\]
Then,
\[
\lim_{|t|\to\infty} \int_{\Omega} h(x) e^{-i\omega(x)t} d^d x = 0. \tag{A14}
\]

**Proof.** Since \( \nabla w : \Omega \to \mathbb{R}^d \) is continuous, the set
\[
Z := \{ x \in \Omega : \nabla w(x) = 0 \} \tag{A15}
\]
is closed, and it is also a zero-measure set by assumption. Therefore,
\[
\int_{\Omega} h(x) e^{-i\omega(x)t} d^d x = \int_{\Omega \setminus Z} h(x) e^{-i\omega(x)t} d^d x, \tag{A16}
\]
and it is sufficient to establish the theorem replacing \( \Omega \) with the open set \( \Omega_0 := \Omega \setminus Z \), on which \( w \) has no critical points.

Next, we assume that \( h \in C_0^\infty (\Omega_0) \) is smooth and compactly supported in \( \Omega_0 \). Introduce the vector field \( X : \Omega_0 \to \mathbb{R}^d \) defined by
\[
X(x) := h(x) \frac{\nabla w(x)}{|\nabla w(x)|^2}, \quad x \in \Omega_0. \tag{A17}
\]
For all \( t \neq 0 \) it follows that
\[
\int_{\Omega_0} h(x) e^{-i\omega(x)t} d^d x = -\frac{1}{it} \int_{\Omega_0} X(x) \cdot \nabla e^{-i\omega(x)t} d^d x = \frac{1}{it} \int_{\Omega_0} (\nabla \cdot X)(x) e^{-i\omega(x)t} d^d x, \tag{A18}
\]
where in the last step we have used integration by parts and the fact that \( X \) is compactly supported in \( \Omega_0 \). According to the assumptions, \( \nabla \cdot X \) is continuous, and hence
\[
\left| \int_{\Omega_0} h(x) e^{-i\omega(x)t} d^d x \right| \leq \frac{1}{|t|} \int_{\Omega_0} |\nabla \cdot X(x)| d^d x \to 0, \tag{A19}
\]
as \( |t| \to \infty \). This proves the lemma for \( h \in C_0^\infty (\Omega_0) \).

Finally, if \( h \in L^1(\Omega_0) \), we use the fact that \( C_0^\infty (\Omega_0) \) is dense in \( L^1(\Omega_0) \) to approximate \( h \) by a sequence \( h_n \) in \( C_0^\infty (\Omega_0) \) such that \( h_n \to h \) in \( L^1(\Omega_0) \). Then,
\[
\left| \int_{\Omega_0} h(x) e^{-i\omega(x)t} d^d x \right| \leq \int_{\Omega_0} |h(x) - h_n(x)| d^d x + \int_{\Omega_0} h_n(x) e^{-i\omega(x)t} d^d x \leq \| h - h_n \|_{L^1(\Omega)} + \left| \int_{\Omega_0} h_n(x) e^{-i\omega(x)t} d^d x \right|. \tag{A20}
\]
Given \( \varepsilon > 0 \) we first choose \( n \) large enough such that \( \| h - h_n \|_{L^1(\Omega)} < \varepsilon/2 \). Then, by the result of the first part of the proof one can choose \( t_0 > 0 \) large enough such that the second term on the right-hand side is smaller than \( \varepsilon/2 \) for all \( |t| > t_0 \). It then follows that
which establishes the statement also for \( h \in L^1(\Omega) \).

\( \square \)

Remark. It follows from the proof that if the vector field \( X : \Omega_0 \rightarrow \mathbb{R}^d \) defined in equation (A17) has only removable singularities and can be extended to a vector field \( \nabla : \Omega \rightarrow \mathbb{R}^d \) that lies in the class \( H_{\omega_{\Omega}}^{1,1}(\Omega, \mathbb{R}^d) \), then one obtains \( 1/|t| \) decay:

\[
\left| \int_{\Omega_0} h(x)e^{-i\omega t} e^{i|\nabla f|} \, dx \right| < \varepsilon, \quad |t| > t_0,
\]

(A21)

Assuming that \( h_k \in L^1(\Omega_j) \), the previous lemma implies property (b). Indeed, for the setting of theorems 1–4, \( \Omega_j \) is open and the frequency function \( \omega : \Omega_j \rightarrow \mathbb{R}^2 \) is smooth and satisfies

\[
\det(D\omega(J)) \neq 0
\]

for almost all \( J \in \Omega_j \). For \( k \in \mathbb{Z}^d \setminus \{0\} \) it then follows that the function

\[
w(J) := k \cdot \omega(J), \quad J \in \Omega_j
\]

(A24)

is smooth and that its gradient \( \nabla w(J) = k \cdot (D\omega(J)) \) must be different from zero for almost all \( J \in \Omega_j \), since otherwise \( D\omega(J) \) would have a non-trivial kernel. Therefore, Lemma 1 implies property (b) provided \( h_k \in L^1(\Omega_j) \) for all \( k \in \mathbb{Z}^d \).

A.3. Proofs of theorems 1 and 3

After these remarks and preliminary results, it is not difficult to complete the proofs of theorem 1 and its two-dimensional generalization theorem 3. We assume first that \( F, \Psi \in C_0(T^d \times \Omega_j) \) are bounded, continuous functions and that \( F \) has compact support, such that \( F(Q, J) = 0 \) for all \( J \in \Omega_j \setminus K \) outside a compact subset \( K \) of \( \Omega_j \). It follows by Lebesgue’s dominated convergence theorem that for each \( k \in \mathbb{Z}^d \), the functions \( F_k, \hat{\Psi}_k : \Omega_j \rightarrow \mathbb{C} \) are continuous and bounded. In particular, it follows that \( h_k := F_k \hat{\Psi}_k \in L^1(\Omega_j) \) since \( F_k \) vanishes outside \( K \). Furthermore, by Parseval’s identity

\[
\sum_{k \in \mathbb{Z}^d} |F_k(J)|^2 = \int_{T^d} |F(Q, J)|^2 d^d Q, \quad \sum_{k \in \mathbb{Z}^d} |\hat{\Psi}_k(J)|^2 = \int_{T^d} |\hat{\Psi}(Q, J)|^2 d^d Q,
\]

(A25)

for all \( J \in \Omega_j \). Using the Cauchy–Schwarz inequality it follows that

\[
\sum_{k \in \mathbb{Z}^d} |h_k(J)| \leq \left( \int_{T^d} |F(Q, J)|^2 d^d Q \right)^{1/2} \left( \int_{T^d} |\hat{\Psi}(Q, J)|^2 d^d Q \right)^{1/2}
\]

\[
\leq (2\pi)^d M_1 M_2 \chi_k(J),
\]

(A26)

where \( M_1 := \max\{|F(Q, J) : (Q, J) \in T^d \times \Omega_j\} \), \( M_2 := \max\{|\hat{\Psi}(Q, J) : (Q, J) \in T^d \times \Omega_j\} \) and \( \chi_k(J) \) is the indicator function of the set \( K \) (i.e. \( \chi_k(J) = 1 \) for \( J \in K \) and \( \chi_k(J) = 0 \) for \( J \notin K \)).
otherwise). Since $K \subset \Omega$ is compact, property (a) follows. Using Parseval’s identity again reveals that
\[
\int_{T^d} F_t(Q,J)\Psi(Q,J)\,d^dQ = \sum_{k \in \mathbb{Z}} \hat{F}_k(J)\hat{\Psi}_k(J)e^{-i\omega(J)t}
\] (A27)
for all $J \in \Omega$, and because of property (a) we can integrate both sides over $J$, obtaining equation (A7), such that also property (c) holds. This proves the theorem for $F \in C_0(T^d \times \Omega_J)$ continuous with compact support.

Finally, let $F \in L^1(T^d \times \Omega)$, then we may approximate $F_n \to F$ in $L^1(T^d \times \Omega)$ by functions $F_n \in C_0(T^d \times \Omega)$ which are continuous and have compact support. Using this, we obtain
\[
\left| \int_{\Omega_J T^d} \left[ F_t(Q,J) - \langle F \rangle(Q,J) \right] \Psi(Q,J)\,d^dQ\,d^dJ \right|
\]
\[
= \left| \int_{\Omega_J T^d} \left[ F(Q,J) - \langle F \rangle(Q,J) \right] \Psi_t(Q,J)\,d^dQ\,d^dJ \right|
\]
\[
\leq \int_{\Omega_J T^d} |F(Q,J) - F_n(Q,J)| |\Psi_t(Q,J)|\,d^dQ\,d^dJ
\]
\[
+ \int_{\Omega_J T^d} \left| \langle F_n \rangle(Q,J) - \langle F \rangle(Q,J) \right| |\Psi_t(Q,J)|\,d^dQ\,d^dJ
\]
\[
+ \int_{\Omega_J T^d} \left| F_n(Q,J) - \langle F_n \rangle(Q,J) \right| |\Psi_t(Q,J)|\,d^dQ\,d^dJ
\]
\[
\leq 2M_2 \|F_n - F\|_{L^1(T^d \times \Omega_J)} + \int_{\Omega_J T^d} \left| F_n(Q,J) - \langle F_n \rangle(Q,J) \right| |\Psi_t(Q,J)|\,d^dQ\,d^dJ\right|, \quad (A28)
\]

where we have used the variable substitution $Q \mapsto Q + \omega(J)t$ and the definition $\Psi_t(Q,J) := \Psi(Q + \omega(J)t,J)$ in the first step. Given $\varepsilon > 0$, we may choose $n$ large enough, such that $\|F_n - F\|_{L^1(T^d \times \Omega_J)} \leq \varepsilon/(4M_2)$ and then $t_0 > 0$ large enough such that the last term is smaller than $\varepsilon/2$ for all $t > t_0$. This concludes the proof of theorems 1 and 3.

\[12\] Note that because of the identity
\[
\int_{\Omega_J T^d} F_t(Q,J)\,d^dQ\,d^dJ = \int_{\Gamma_0} f_0(x,p)\,dx\,dp
\]
it follows that $F \in L^1(T^d \times \Omega_J)$ if and only if $f_0 \in L^1(\Gamma_0)$. Likewise, $F \in C_0(T^d \times \Omega_J)$ is continuous and bounded if and only if $f_0 \in C_0(\Gamma_0)$ is.
A.4. Proof of theorem 2

Next, we prove theorem 2 which corresponds to a distributional test function of the form

\[ \varphi(x, p) = \delta(x - x_0)g(p), \]  

(A29)

with \( g : \mathbb{R} \to \mathbb{R} \) continuous and \( x_0 \in I \) fixed. Although \( \varphi \) and the corresponding test function \( \Psi(Q, J) \) in terms of action-angle variables are distributional, their Fourier coefficients are regular:

\[ \hat{\Psi}(J) = \frac{1}{\sqrt{2\pi}} \frac{\omega(J)}{p} \left[ g(p) e^{-i\Theta(J(x_0, p))} + g(-p) e^{i\Theta(J(x_0, p))} \right]_{p=\sqrt{2H(J) - V(x_0)}}, \]

(A30)

where \( H(J) \) is the energy as a function of the action variable \( J, \omega(J) = dH(J)/dJ \) the frequency function, \( \Theta(u) \) denotes the Heaviside function which is one if \( u > 0 \) and zero for \( u \leq 0 \), and \( Q(x, p) \) is the angle variable defined in equation (25) which satisfies \( dQ/dx = \omega(J)/p \) along the energy curve \( C(E) \). The two terms on the right-hand side of equation (A30) arise due to the fact that the line \( x = x_0 \) in phase space intersects the energy curve \( C(E) \) at two points \((x_0, \pm p) \in C(E) \) when \( E > V(x_0) \), corresponding to two angles \( Q(x_0, p) \) and \( Q(x_0, -p) \) such that \( Q(x_0, p) + Q(x_0, -p) = 2\pi \).

Equation (A30) immediately yields the estimate

\[ |\hat{\Psi}(J)| \leq \frac{1}{\sqrt{2\pi}} \frac{\omega(J)}{p} \left[ |g(p)| + |g(-p)| \right]_{p=\sqrt{2H(J) - V(x_0)}}, \]

(A31)

The next lemma provides sufficient conditions for the satisfaction of the key properties (a) and (c).

**Lemma 2.** Suppose \( F : S^1 \times (0, \infty) \to \mathbb{R} \) is continuously differentiable, and suppose there exists a non-negative continuous function \( P : (0, \infty) \to \mathbb{R} \) such that

\[ \int_{-\infty}^{\infty} P(J(x_0, p)) |g(p)| dp < \infty \]

(A32)

and such that

\[ |F(Q, J)| + \left| \frac{\partial F}{\partial Q}(Q, J) \right| \leq P(J), \quad (Q, J) \in S^1 \times (0, \infty). \]

(A33)

Then, the key properties (a), (b) and (c) are satisfied.

**Proof.** First, we note that the bound (A33) implies that

\[ |\hat{F}_k(J)| \leq \frac{1}{\sqrt{2\pi}} \int_0^{2\pi} |F(Q, J)| dQ \leq \sqrt{2\pi} P(J), \]

(A34)

for all \( k \in \mathbb{Z} \). Together with the estimate (A31) this implies that

\[ \int_0^{\infty} |\hat{F}_k(J)||\hat{\Psi}(J)| dJ \leq \int_0^{\infty} P(J(x_0, p)) \left[ |g(p)| + |g(-p)| \right] dp \]

\[ = \int_{-\infty}^{\infty} P(J(x_0, p)) |g(p)| dp < \infty, \]

(A35)
where we have used the variable substitution \( J = J(x_0, p) \) and the fact that \( \omega(J) dJ = pdp \).

Hence, it follows that \( h_k := \hat{F}_k \hat{\Psi}_k^* \in L^1(0, \infty) \). Next, by virtue of the Cauchy–Schwarz inequality one finds

\[
\sum_{k = -\infty}^{\infty} |\hat{F}_k(J)|^2 = \sum_{k = -\infty}^{\infty} \frac{1}{\sqrt{1 + k^2}} \sqrt{1 + k^2} |\hat{F}_k(J)| \leq C \left( \sum_{k = -\infty}^{\infty} (1 + k^2) |\hat{F}_k(J)|^2 \right)^{1/2}, \quad (A36)
\]

with

\[
C := \left( \sum_{k = -\infty}^{\infty} \frac{1}{1 + k^2} \right)^{1/2} < \infty. \quad (A37)
\]

Using Parseval’s identity and the hypothesis \((A33)\), this yields

\[
\sum_{k = -\infty}^{\infty} |\hat{F}_k(J)| \leq C \left[ \int_0^{2\pi} \left( |F(Q, J)|^2 + \left| \frac{\partial F}{\partial Q} Q, J \right|^2 \right) dQ \right]^{1/2} \leq \sqrt{2\pi} CP(J), \quad (A38)
\]

and thus using the estimate \((A31)\) again,

\[
\sum_{k = -\infty}^{\infty} \int_0^{\infty} |\hat{F}_k(J)| |\hat{\Psi}_k(J)| dJ \leq C \int_{-\infty}^{\infty} P(J(x_0, p)) |g(p)| dp < \infty, \quad (A39)
\]

which shows that property (a) holds. Property (b) is a consequence of lemma 1 and the fact that \( h_k \in L^1(0, \infty) \).

Finally, in order to verify property (c) we compute the absolute convergent series

\[
\sum_{k = -\infty}^{\infty} \hat{F}_k(J) \hat{\Psi}_k(J)^* e^{-i\omega(J)\gamma} = \frac{\omega(J)}{p} \frac{1}{\sqrt{2\pi}} \sum_{k = -\infty}^{\infty} \hat{F}_k(J)
\]

\[
\times \left[ g(p)e^{-i\left(Q(x_0, p) + t\omega(J)\gamma\right)} + g(-p)e^{i\left(Q(x_0, p) - \omega(J)\gamma\right)} \right]_{p = \sqrt{2\pi(J - V(x_0))}} \Theta [H(J) - V(x_0)]
\]

\[
\times \Theta [H(J) - V(x_0)],
\]

where we have used the Fourier series representation of the function \( F(\cdot, J) \) and the definition of the function \( F_t \) in the last step. Integrating both sides over \( J \), using the variable substitution \( J = J(x_0, p) \) again and noticing that \( Q(x_0, p) = 2\pi - Q(x_0, -p) \) we obtain

\[
\int_0^{\infty} \sum_{k = -\infty}^{\infty} \hat{F}_k(J) \hat{\Psi}_k(J)^* e^{-i\omega(J)\gamma} dJ = \int_{-\infty}^{\infty} g(p) F_t(Q(x_0, p), J(x_0, p)) dp
\]

\[
= \int_{-\infty}^{\infty} f(t, x_0, p) g(p) dp, \quad (A40)
\]

which shows property (c) and concludes the proof of the lemma.

The proof of theorem 2 can now be completed easily. Since \( f_0 \in \mathcal{C}_0^1(\Gamma) \) it follows that \( F \in \mathcal{C}^1(S^1 \times (0, \infty)) \) is continuously differentiable and bounded, and further \( F(Q, J) \) must vanish identically for large enough values of \( J \). Furthermore, using equations (24) and (25) (or
comparing the two representations of the Vlasov equation, equations (3) and (27), with each other one finds

\[
\frac{\partial F}{\partial Q} = p \frac{\partial f_0}{\partial x} - V'(x) \frac{\partial f_0}{\partial p},
\]

which shows that \( \frac{\partial F}{\partial Q} \) is bounded (and, in fact, converges to zero) in the vicinity of the equilibrium point \( (x_0, 0) \). Then, the function

\[
P(J) := \max_{Q \in S^1} \left[ |F(Q, J)| + \left| \frac{\partial F}{\partial Q}(Q, J) \right| \right], \quad J > 0,
\]

is continuous, bounded and vanishes identically for large \( J \), such that the hypotheses of lemma 2 are fulfilled. This concludes the proof of theorem 2.

**Remark.** It is clear that the assumption of \( f_0 \) having compact support can be relaxed. For example, it is sufficient to require that \( f_0 \in C^1(\Gamma) \) satisfies a bound of the form

\[
|f_0(x, p)| + \frac{T(H(x, p))}{2\pi} \left| p \frac{\partial f_0}{\partial x}(x, p) - V'(x) \frac{\partial f_0}{\partial p}(x, p) \right| \leq \alpha e^{-\beta H(x, p)}, \quad (x, p) \in \Gamma,
\]

for some constants \( \alpha, \beta > 0 \), then the statement of the theorem still holds for all continuous functions \( g \) satisfying

\[
\int_{-\infty}^{\infty} |g(p)| e^{-\beta H(x_0, p)} dp < \infty.
\]

**A.5. Proof of theorem 4**

The proof of theorem 4 proceeds along the same lines as its one-dimensional counterpart in the last subsection, so we only provide a sketch and mention the relevant differences. The Fourier transform of the test function yields

\[
\hat{\Psi}_k(J) = \frac{1}{T(E, L)} \sqrt{2(E - V_L(r_0))} \frac{1}{r_0} \left[ g(p_+) e^{-i k Q_{\pm}(x_0, p_+)} + g(p_-) e^{-i k Q_{\pm}(x_0, p_-)} \right] \\
\times \Theta[E - V_L(r_0)]_{l(E, L) = I^{-1}(J)},
\]

(A45)

where \( I^{-1} \) is the inverse of the map \( I \) defined in equation (31) and \( p_\pm := (\pm \sqrt{2(E - V_L(r_0))}, L) \) are the two solutions of \( J(x_0, p) = I(E, L) \) for given \( (E, L) \in \Omega \). To derive this result we have used the fact that \( dQ dQ_\varphi = \omega \varphi dr_\varphi /|p_r| = \omega^2 dp /|p_r| \). Equation (A45) implies the bound

\[
|\hat{\Psi}_k(J)| \leq \frac{1}{T(E, L)} \sqrt{2(E - V_L(r_0))} \frac{1}{r_0} \left[ |g(p_+)| + |g(p_-)| \right] \Theta[E - V_L(r_0)]_{l(E, L) = I^{-1}(J)},
\]

(A46)

for all \( k \in \mathbb{Z}^2 \) and all \( J \in \Omega_J \). Hence, if \( \hat{F}_k(J) \) satisfies a bound of the type

\[
\sum_{k \in \mathbb{Z}^2} |\hat{F}_k(J)| \leq C_1 |P(J)|,
\]

(A47)

with \( C_1 \) a constant and \( P : \Omega_J \rightarrow \mathbb{R} \) a continuous function, then it follows that

\[
\sum_{k \in \mathbb{Z}^2} \int_{\Omega_J} |\hat{F}_k(J)||\hat{\Psi}_k(J)| d^2 J \leq \frac{C_1}{2\pi} \int_{H(x_0, p) < \Phi_{\infty}} P(J(x_0, p)) |g(p)| d^2 p,
\]

(A48)
where we have used the variable substitution $J = J(x_0, p)$ and the fact that $d^2J = (|p_i|/\omega_i)dp_i dp_p = (r_0|p_i|/\omega_i)dp_i dp_p$ which can be inferred using the Jacobi matrix in equation (32). Thus, the properties (a), (b) and (c) follow again if the right-hand side of equation (A48) is finite and if $F$ satisfies the bound (A47). This, in turn can be guaranteed if $F \in C^2(T^2 \times \Omega_J)$ with a bound of the form

$$|F(Q, J)|^2 + \sum_{A, B = r, \phi} \left| \frac{\partial^2 F}{\partial Q_A \partial Q_B} (Q, J) \right|^2 \leq P(J)^2, \quad (Q, J) \in T^2 \times \Omega_J, \quad (A49)$$

which implies

$$\sum_{k \in \mathbb{Z}^2} |\hat{F}_k(J)| = \sum_{k \in \mathbb{Z}^2} \frac{1}{1 + |k|^2} \sqrt{1 + |k|^2} |\hat{F}_k(J)| \leq C \left( \sum_{k \in \mathbb{Z}^2} (1 + |k|^4) |\hat{F}_k(J)|^2 \right)^{1/2} \leq C \left[ \int_{t_2} \left( |F(Q, J)|^2 + \sum_{A, B = r, \phi} \left| \frac{\partial^2 F}{\partial Q_A \partial Q_B} (Q, J) \right|^2 \right) d^2Q \right]^{1/2} \leq 2\pi CP(J), \quad (A50)$$

with

$$C := \left( \sum_{k \in \mathbb{Z}^2} \frac{1}{1 + |k|^2} \right)^{1/2} < \infty, \quad (A51)$$

and the desired bound (A47) follows with $C_1 = 2\pi C$. As in the one-dimensional case, the bound (A49) can be guaranteed by demanding $f_0 \in C_0^2(\Gamma_{\text{bound}})$ and noting that

$$\omega \frac{\partial}{\partial Q_r} = p_r \frac{\partial}{\partial r} + \left( \frac{p_\phi}{r^2} - \omega \right) \frac{\partial}{\partial \phi} - \left( \Phi'(r) - \frac{p_\phi^2}{r^3} \right) \frac{\partial}{\partial p_r} = p_r \frac{\partial}{\partial x} + p_\phi \frac{\partial}{\partial y} - \Phi'(r) \left( \frac{x}{\partial p_x} + \frac{y}{\partial p_y} \right) - \omega \frac{\partial}{\partial Q_\phi}, \quad (A52)$$

$$\frac{\partial}{\partial Q_\phi} = \frac{\partial}{\partial \phi} = x \frac{\partial}{\partial y} - y \frac{\partial}{\partial x} + p_r \frac{\partial}{\partial p_x} - p_\phi \frac{\partial}{\partial p_y}, \quad (A53)$$

which has regular coefficients as long as one keeps away from the center $r = 0$.

### A.6. An alternative proof of theorem 1

Before concluding this appendix it is illustrative to consider the following alternative proof of theorem 1 which is based on a Fourier transformation on the whole phase space (and not just the angle variables) and is adapted from section 3 in reference [14]. For this, we go back to the action-angle representation (A44) of $N_s(t)$ and use the non-degeneracy condition (8) to label each energy curve $C(E)$ by their frequency $\omega$ instead of the action variable $J$. Accordingly,
instead of the function $F$ in equation (A1) we consider the function $G : S^1 \times \mathbb{R} \to \mathbb{R}$, defined by

$$G(Q, \omega) := \begin{cases} F(Q, J) \left| \frac{d\omega}{dJ}(J) \right|^{-1}, & \omega_{\min} < \omega < \omega_{\max}, \\ 0, & \text{otherwise}, \end{cases} \quad (A54)$$

where $(\omega_{\min}, \omega_{\max})$ denotes the image\(^{13}\) of the frequency function $\omega : (0, \infty) \to \mathbb{R}$. Since the transformation $(x, p) \mapsto (Q, J)$ is symplectic and hence volume-preserving it follows that

$$\int_{-\infty}^{\infty} \int_{0}^{2\pi} G(Q, \omega) dQ d\omega = \int_{0}^{\infty} \int_{0}^{2\pi} F(Q, J) dQ dJ = \int_{\Gamma} f_0(x, p) \, dx dp, \quad (A55)$$

such that $G \in L^1(S^1 \times \mathbb{R})$ if and only if $f_0 \in L^1(\Gamma)$ which is satisfied according to the hypothesis of the theorem. Likewise, let $\Pi : S^1 \times \mathbb{R} \to \mathbb{R}$ be the representation of the test function $\varphi$ in terms of the coordinates $(Q, \omega)$, such that $\Pi(Q(x, p), \omega(J(x, p))) = \varphi(x, p)$ for all $(x, p) \in \Gamma_0$ and $\Pi(Q, \omega) = 0$ for all $\omega \notin (\omega_{\min}, \omega_{\max})$. Then, equation (A4) can be rewritten as

$$N_{\varphi}(t) = \int_{\Gamma} f(t, x, p) \varphi(x, p) \, dx dp = \int_{-\infty}^{\infty} \int_{0}^{2\pi} G_t(Q, \omega) \Pi(Q, \omega) dQ d\omega, \quad (A56)$$

with

$$G_t(Q, \omega) := G(Q - \omega t, \omega). \quad (A57)$$

The advantage of parametrizing the distribution and test function in terms of the frequency $\omega$ instead of $J$, is that in this representation, equation (A57) is formally equivalent to the distribution function for a collisionless kinetic gas on a periodic interval, with $Q$ and $\omega$ corresponding to the position and velocity, respectively, of the particle.

Next, denote by $\tilde{G}$ the Fourier transform of $G$, defined by

$$\tilde{G}(k, \eta) := \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{0}^{2\pi} G(Q, \omega) e^{-i k Q - i \omega \eta} dQ d\omega, \quad k \in \mathbb{Z}, \ \eta \in \mathbb{R}. \quad (A58)$$

In Fourier space, the relation $G_t(Q, \omega) = G(Q - \omega t, \omega)$ reads $\tilde{G}_t(k, \eta) = \tilde{G}(k, \eta + k t)$, which shows that the rotations on the energy surfaces are converted into translations of the frequencies $\eta$ corresponding to the angular velocity variable. According to the Riemann–Lebesgue lemma $\tilde{G}_t(k, \eta)$ converges pointwise to 0 for all fixed $(k, \eta)$ with $k \neq 0$. Therefore,

$$\lim_{t \to \infty} \tilde{G}_t(k, \eta) = \delta_{t0} \tilde{G}(0, \eta) =: \tilde{G}_\infty(k, \eta). \quad (A59)$$

The right-hand side is precisely equal to the Fourier-transform of the angle average of $G$. Using Parseval’s identity one obtains, assuming sufficient regularity to justify the passing of the limit

\(^{13}\) In general, one can show that $\lim_{J \to \infty} \omega(J) = \omega_{\max}$, but the limit of $\omega(J)$ for $J \to \infty$ might be larger or smaller than $\omega_{\max}$ depending on the form of the potential, see appendix B for explicit examples. However, the precise form of the image $(\omega_{\min}, \omega_{\max})$ is irrelevant for the proof in this section.
under the integral,
\[
\lim_{t \to \infty} N_{\omega}(t) = \lim_{t \to \infty} \int_{-\infty}^{\infty} \sum_{k=-\infty}^{\infty} \tilde{G}(k, \eta)^* \tilde{H}(k, \eta) d\eta \\
= \int_{-\infty}^{\infty} \sum_{k=-\infty}^{\infty} \tilde{G}(k, \eta)^* \tilde{H}(k, \eta) d\eta \\
= \int_{-\infty}^{\infty} \int_{0}^{2\pi} (\tilde{G}(Q, \omega) \tilde{H}(Q, \omega) dQ d\omega.
\]

This proof can be generalized to the two-dimensional case, assuming the frequency function \(\omega(J)\) is locally invertible.

### Appendix B. Monotonicity properties of the period function

There is an extensive literature on the monotonicity of the period function \(T(E)\) defined in equation (5), see for instance references [22, 23]. In this appendix we briefly review some of these results and variants thereof which are used in the body of the paper. We assume that \(V: I \to \mathbb{R}\) is a \(C^\infty\)-differentiable function on the interval \(I := (a, b), -\infty \leq a < b \leq \infty\), that \(V\) has a unique, non-degenerate global minimum at \(x_0 \in I\), such that \(V'(x_0) = 0, V''(x_0) > 0\), and further assume that \(V'(x) < 0\) for all \(a < x < x_0\) and \(V'(x) > 0\) for all \(x_0 < x < b\). Additionally, we assume \(\lim_{x \to a^+} V(x) = \lim_{x \to b^-} V(x) \in (0, \infty)\) and define
\[
E_0 := V(x_0), \quad E_{\text{max}} := \lim_{x \to a^+} V(x). \tag{B1}
\]

Following [23] we introduce the function \(h: I \to \mathbb{R}\) defined by
\[
h(x) := \text{sign}(x - x_0) \sqrt{2(V(x) - E_0)}, \quad x \in I. \tag{B2}
\]

The assumed properties of \(V\) imply that \(h: I \to \mathbb{R}\) is a smooth, strictly monotonously increasing function whose image is \(h(I) = (-\sqrt{2(E_{\text{max}} - E_0)}, +\sqrt{2(E_{\text{max}} - E_0)})\) and which satisfies \(h(x_0) = 0\) and \(h'(x_0) = \omega_0 := \sqrt{V'(x_0)} > 0\). Denote by \(H = h^{-1}: h(I) \to I\) its inverse and by \(H'\) the derivative of \(H\). Then, the variable substitution \(x = H(\sqrt{2(E - E_0) \sin \alpha})\), \(-\pi/2 < \alpha < \pi/2\), leads to the following expression for the period function:
\[
T(E) = 2 \int_{-\pi/2}^{\pi/2} |H'(\sqrt{2(E - E_0) \sin \alpha})| d\alpha. \tag{B3}
\]

From this and the smoothness of the function \(H\), it follows immediately that \(T : (E_0, E_{\text{max}}) \to \mathbb{R}\) is a \(C^\infty\)-differentiable function satisfying
\[
\lim_{E \to E_0^+} T(E) = T_0 := \frac{2\pi}{\omega_0}, \tag{B4}
\]

Two useful expressions for the derivative of \(T(E)\) can be obtained from equation (B3). The first expression, derived in reference [22] by a different method, is obtained by differentiating both sides of equation (B3) with respect to \(E\) and substituting back \(x = H(\sqrt{2(E - E_0) \sin \alpha})\), which yields
\[
(E - E_0) \frac{dT}{dE}(E) = \int_{x_1(E)}^{x_2(E)} \frac{R(x)}{V'(x)^3 \sqrt{2(E - V(x))}} dx. \tag{B5}
\]
with the function
\[ R(x) := V'(x)^3 \left[ \frac{V(x) - E_0}{V'(x)^2} \right]' = V'(x)^2 - 2[V(x) - E_0]V''(x). \] (B6)

The second expression, derived in reference [23], uses integration by parts and the identity
\[ h(x)h'(x) = V'(x)^2 \] to obtain
\[ \frac{dT}{dE} = \frac{2}{\pi} \int_{-\pi/2}^{\pi/2} H'''(\sqrt{2(E - E_0)} \sin \alpha) \cos^2 \alpha \, d\alpha, \] (B7)
where
\[ H'''(y) = \frac{h(x)}{V(x)^3} N(x) \bigg|_{x = H(y)}, \]
\[ N(x) := R'(x)V'(x) - 3R(x)V''(x) \]
\[ = V'(x)^3 \left[ \frac{V(x) - E_0}{V'(x)^2} \right]'' \]
\[ = 2[V(x) - E_0][3V''(x)^2 - V'(x)V'''(x)] - 3V'(x)^3V''''(x). \] (B8)

From these expressions it follows that the period function \( T \) is monotonously increasing whenever \( R(x) > 0 \) or \( N(x) > 0 \) for all \( x \in I \setminus \{x_0\} \). (It is sufficient to verify one of these conditions.) Similarly, \( T \) is monotonously decreasing whenever \( R(x) < 0 \) or \( N(x) < 0 \) for all \( x \in I \setminus \{x_0\} \).

We end this appendix by providing two explicit examples in which the monotonicity of the period function can be established rigorously. In the first one the function \( R(x) \) has a definite sign but \( N(x) \) has not; in the second example it is \( N(x) \) that has a definite sign whereas \( R(x) \) is indefinite.

The first example is the harmonic potential with a quartic perturbation
\[ V(x) = \frac{1}{2} \omega_0^2 x^2 + \frac{1}{4} kx^4, \quad x \in \mathbb{R}, \] (B9)
with \( \omega_0 > 0 \) and \( k \geq 0 \). In this case one has \( E_0 = 0 \) and
\[ R(x) = -\frac{k}{2} x^4 (3\omega_0^2 + kx^2) \leq 0; \] (B10)

hence it follows from equation (B5) that \( T \) is constant in the harmonic case \( k = 0 \) (as expected) and monotonously decreasing in the anharmonic case \( k > 0 \).\(^{14}\)

As a second example, consider the potential
\[ V(x) := \log(x) + \frac{1}{2} kx, \quad x > 0, \] (B11)

\(^{14}\)In contrast to this,
\[ N(x) = -\frac{3k}{2} x^4 [\omega_0^2 - 4\omega_0^2 kx^2 - k^2 x^4], \]
which does not have a fixed sign, so that the monotonicity of \( T(E) \) cannot be directly inferred from equation (B7).
which corresponds to the isothermal potential in the presence of the centrifugal term (with the rescaling $r = |L|/\sqrt{3}$), see section 3. $V$ has a global minimum at $x = 1$ where $E_0 = \frac{1}{2}$; hence

$$2[V(x) - E_0] = \frac{1}{x^2}g(x^2 - 1), \quad g(z) := (z + 1)\log(z + 1) - z, \quad z > -1,$$

and we obtain

$$x^{10}N(x) = [g(z)(z^2 - 2z + 12) + 3z^2(z - 2)]_{z=x^2-1}, \quad x > 0.$$  \hspace{1cm} (B12)

**Lemma 3.** The function $N(x)$ defined by equation \( (B13) \) is strictly positive for all $x > 0$, $x \neq 1$. Consequently, the associated period function $T(E)$ is monotonously increasing. \hspace{1cm} (B13)

**Proof.** We divide the proof into two parts, corresponding to $|z| < 1$ and $z \geq 1$, respectively. For $|z| < 1$ we use the expansion

$$\log(1 + z) = \sum_{k=1}^{\infty} (-1)^{k-1}\frac{z^k}{k}$$

and find

$$g(z) = z^2\sum_{k=0}^{\infty} \frac{(-1)^k}{(k + 1)(k + 2)} z^k, \quad |z| < 1.$$  \hspace{1cm} (B14)

From this, one obtains easily

$$g(z) \geq z^2 \left( \frac{1}{2} - \frac{z}{6} \right),$$

such that

$$x^{10}N(x) \geq \frac{z^2}{2} \left[ \left(1 - \frac{z}{3}\right)(z^2 - 2z + 12) + 6(z - 2) \right] = \frac{z^4}{6}(5 - z) > 0, \quad |z| < 1, \quad z \neq 0.$$  \hspace{1cm} (B15)

On the other hand, for $z \geq 1$ one has $g'(z) = \log(z + 1) > 0$ such that $g(z) \geq g(1) = 2\log(2) - 1 = \delta > 1/3$. Furthermore, $z^2 - 2z + 12 \geq 11$ and $3z^2(z - 2) \geq -32/9$ for all $z \geq 1$; hence

$$x^{10}N(x) \geq 11\delta - \frac{32}{9} > 11 \left( \delta - \frac{1}{3} \right) > 0,$$

which completes the proof of the lemma. \hspace{1cm} (B16)

\[15\text{ On the other hand, }\]

$$\mathcal{R}(x) = [z^2 + g(z)(z - 2)]_{z=x^2-1}$$

does not have a fixed sign, since it is negative for $z$ close to $-1$ but positive for large $z$. 

\[36\]
Appendix C. Hessian of the area function

In this appendix, we analyze the properties of the area function \( A : \Omega \rightarrow \mathbb{R} \) defined in equation (18). We assume the same properties on the potential \( \Phi \) as the ones spelled out at the beginning of section 2.2, such that the effective potential \( V_L(r) \) has for each \( L \neq 0 \) a unique global non-degenerate minimum at \( r = r_0 \), corresponding to the minimal energy \( E_0(L) = V_L(r_0) \).

We base our analysis on the same method discussed in the previous appendix, the main difference being the dependency of \( L \) that enters into most of the quantities. Therefore, let \( I_L := \{ r > 0 : V_L(r) < \Phi_{\infty} \} \) and introduce the function \( h_L : I_L \rightarrow \mathbb{R} \) defined by (cf equation (B2))

\[
 h_L(r) := \text{sign}(r - r_0) \sqrt{2(V_L(r) - E_0(L))}, \quad r \in I_L. \tag{C1}
\]

For each \( L \neq 0 \), the function \( h_L \) is smooth, monotonously increasing and satisfies \( h_L(r_0) = 0 \), \( h'_L(r_0) = \omega_0(L) := \sqrt{V'_L(r_0)} > 0 \). Next, we introduce the function \( H : \mathcal{U} \rightarrow (0, \infty) \) defined by

\[
 \mathcal{U} := \{ (L, y) \in \mathbb{R}^2 : L \neq 0, y \in h_L(I_L) \},
\]

\[
 H(L, y) := h^{-1}_L(y), \quad (L, y) \in \mathcal{U}, \tag{C2}
\]

which is smooth in both \( L \) and \( y \) as can easily be verified. The variable substitution \( r = H(L, \sqrt{2(E - E_0(L)) \sin \alpha}), -\pi/2 < \alpha < \pi/2 \), leads to the following expression for the area function

\[
 A(E, L) = 4(E - E_0(L)) \int_{-\pi/2}^{\pi/2} \frac{\partial H}{\partial y}(L, \sqrt{2(E - E_0(L)) \sin \alpha}) \cos^2 \alpha d\alpha, \quad (E, L) \in \Omega. \tag{C3}
\]

Using integration by parts this can also be rewritten in the simpler form

\[
 A(E, L) = 2 \sqrt{2(E - E_0(L))} \int_{-\pi/2}^{\pi/2} H(L, \sqrt{2(E - E_0(L)) \sin \alpha}) \sin \alpha \cos \alpha d\alpha, \quad (E, L) \in \Omega, \tag{C4}
\]

from which it also becomes clear that \( A : \Omega \rightarrow \mathbb{R} \) is a smooth function. The first partial derivatives of \( A \) yield (setting \( U := 1/H \))

\[
 \frac{\partial A}{\partial E}(E, L) = 2 \int_{-\pi/2}^{\pi/2} \frac{\partial H}{\partial y}(L, \sqrt{2(E - E_0(L)) \sin \alpha}) d\alpha, \quad (E, L) \in \Omega, \tag{C5}
\]

\[
 \frac{\partial A}{\partial L}(E, L) = 2L \int_{-\pi/2}^{\pi/2} \frac{\partial U}{\partial y}(L, \sqrt{2(E - E_0(L)) \sin \alpha}) d\alpha, \quad (E, L) \in \Omega, \tag{C6}
\]

and they provide alternative expressions for the period \( T(E, L) \) of the radial motion and the azimuthal phase shift during one such period, see equations (33) and (34). In deriving this result we have used the identity \( H(L, h_L(r)) = r \) for all \( L \neq 0 \) and all \( r \in I_L \), which, upon differentiation with respect to \( L \) yields

\[
 \frac{\partial H}{\partial L}(L, y) = \frac{\partial H}{\partial y}(L, y) \frac{L}{H(L, y)^2} \frac{\partial E_0(L)}{\partial L}. \tag{C7}
\]
(Note that the right-hand side is regular at $y = 0$ because $H(L, 0) = r_0$ and $\partial E_0(L)/\partial L = L/r_0^2$.) Further differentiation leads to the following expressions for the second derivatives of $A$:

$$\frac{\partial^2 A}{\partial E^2}(E, L) = 2\int_{-\pi/2}^{\pi/2} \frac{\partial^2 H}{\partial y^2}(L, \sqrt{2(E - E_0(L))} \sin \alpha) \frac{\sin \alpha \partial \alpha}{\sqrt{2(E - E_0(L))}} \, d\alpha, \quad (E, L) \in \Omega, \tag{C8}$$

$$\frac{\partial^2 A}{\partial E \partial L}(E, L) = 2L \int_{-\pi/2}^{\pi/2} \frac{\partial^2 U}{\partial y^2}(L, \sqrt{2(E - E_0(L))} \sin \alpha) \frac{\sin \alpha \partial \alpha}{\sqrt{2(E - E_0(L))}} \, d\alpha, \quad (E, L) \in \Omega, \tag{C9}$$

$$\frac{\partial^2 A}{\partial L^2}(E, L) = 2 \int_{-\pi/2}^{\pi/2} \frac{\partial U}{\partial y}(L, \sqrt{2(E - E_0(L))} \sin \alpha) d\alpha$$

$$= \frac{2L^2}{\pi} \int_{-\pi/2}^{\pi/2} \sqrt{\partial^2 (U^L)}(L, \sqrt{2(E - E_0(L))} \sin \alpha) \frac{\sin \alpha \partial \alpha}{\sqrt{2(E - E_0(L))}} \, d\alpha, \quad (E, L) \in \Omega. \tag{C10}$$

Substituting back $r = H(L, \sqrt{2(E - E_0(L))} \sin \alpha)$ into these expressions gives

$$(E - E_0(L)) \frac{\partial^2 A}{\partial E^2}(E, L) = \int_{r_0(L, E, L)}^{r_1(L, E, L)} \frac{R_L(r)}{V_L^2(r)} \frac{dr}{\sqrt{2(E - V_L(r))}}, \quad (E, L) \in \Omega, \tag{C11}$$

$$(E - E_0(L)) \frac{\partial^2 A}{\partial E \partial L}(E, L) = L \int_{r_0(L, E, L)}^{r_1(L, E, L)} \frac{4V_L^2(r)[V_L(r) - E_0(L)] - rR_L(r)}{r^2 V_L^4(r)} \frac{dr}{\sqrt{2(E - V_L(r))}}, \quad (E, L) \in \Omega, \tag{C12}$$

$$(E - E_0(L)) \frac{\partial^2 A}{\partial L^2}(E, L) = -2(E - E_0(L)) \int_{r_0(L, E, L)}^{r_1(L, E, L)} \frac{1}{r^2 \sqrt{2(E - V_L(r))}} dr$$

$$- L^2 \int_{r_0(L, E, L)}^{r_1(L, E, L)} \frac{8V_L^2(r)[V_L(r) - E_0(L)] - rR_L(r)}{r^2 V_L^4(r)} \frac{dr}{\sqrt{2(E - V_L(r))}}, \quad (E, L) \in \Omega. \tag{C13}$$

where we have defined

$$R_L(r) := V_L^2(r)^2 - 2[V_L(r) - E_0(L)]V_L^2(r). \tag{C14}$$

The formulas (C8)–(C10) or (C11)–(C13) can be used to compute the determinant $\det(D^2 A(E, L))$ required for the verification of the non-degeneracy condition (19).

There are a few interesting examples for which the function $H(L, y)$ and the area function $A(E, L)$ can be computed explicitly, and we mention three such examples at the end of this appendix. The first example is the harmonic potential $\Phi(r) = \omega_0^2 r^2/2$ in which case $H(L, y) = (y + \sqrt{y^2 + 4\omega_0^2 L^2})/(2\omega_0)$ and $A(E, L) = \pi(E/\omega_0 - L)$. Since $A(E, L)$ is a linear function, there is no mixing.
The second example is the isochrone potential (see sections 2.2.2 and 3.5.2 in reference [11], and references therein) for which

$$\Phi_0(r) = -\frac{1}{b + \sqrt{b^2 + r^2}}, \quad r > 0,$$

(C15)

with $b > 0$ a positive parameter. Note that in the limit $b \to 0$ this potential reduces to the Kepler potential $\Phi_0(r) = -1/r$. It is not difficult to verify that this potential satisfies all the conditions listed at the beginning of section 2.2. Furthermore, the function $h_L$ defined in equation (C1) is given by

$$y = h_L(r) = \frac{\sqrt{b^2 + r^2} - a}{\sqrt{dr}}, \quad r \in [r_0, \infty),$$

(C16)

where we have defined $a := \sqrt{b^2 + r_0^2}$. Inverting the function $h_L$, one finds

$$H(L, y) = \frac{r_0^2}{\sqrt{r_0^2 + ab^2y^2}} = \frac{\sqrt{r_0^2 + ab^2y^2 + a^{3/2}y}}{1 - ay^2}, \quad |y| < a^{-1/2}.$$

(C17)

Here, the minimum of the potential $E_0(L)$ and its location $r_0$ are determined by the equations

$$E_0(L) = -\frac{2}{|L| + \sqrt{4b^2 + L^2}}, \quad r_0^2 = \frac{1}{16} (|L| + \sqrt{4b^2 + L^2})^4 - b^2.$$

(C18)

Introducing equation (C17) into equation (C4) yields the explicit expression

$$A_{b}(E, L) = 2\pi \left[ \frac{1}{\sqrt{-2E}} - \frac{1}{\sqrt{-2E_0(L)}} \right], \quad E_0(L) < E < 0.$$  

(C19)

for the area function. Interestingly, the period for the radial motion is independent of the value of $L$ and $b$, and given by the exact Kepler formula $T(E) = 2\pi/(-2E)^{3/2}$. In the Kepler limit for which $b = 0$ and $1/\sqrt{-2E_0(L)} = |L|$ it follows that $A(E, L)$ is linear in $|L|$, and hence the determinant condition (19) is violated everywhere and there is no mixing. In contrast to this, when $b > 0$, the determinant condition (19) is satisfied for all $(E, L) \in \Omega$ and according to theorems 3 and 4 mixing takes place.

The third example for which $A(E, L)$ can be computed explicitly occurs for the potential

$$\Phi_3(r) = -\frac{1}{r} - \frac{a_2}{2r^2}, \quad r > 0,$$

(C20)

16 To compute the integral one uses the symmetry of the interval and the integral identity

$$\int_{-\pi/2}^{\pi/2} \frac{d\alpha}{1 - k \sin \alpha} = \frac{\pi}{\sqrt{1 - k^2}}, \quad k^2 < 1,$$

which can be derived by elementary methods based on the variable substitution $\alpha = 2 \arctan(a)$.

17 Note that for this potential the function $r \mapsto r^2 \Phi_3'(r) = r + a_2$ does not converge to zero for $r \to 0$; still it has positive derivative and its image is $(a_2, \infty)$; hence the effective potential $V_L$ has a unique minimum for each $L^2 > a_2$.  
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with \( a_2 \) a real constant different from zero. In this case, the effective potential \( V_L(r) \) is the same as in the Kepler case with the replacement \( L^2 \mapsto L^2 - a_2 \), and hence
\[
A_r(E, L) = 2\pi \left[ \frac{1}{\sqrt{-2E}} - \sqrt{L^2 - a_2} \right], \quad \frac{1}{2(L^2 - a_2)} < E < 0, \quad L^2 > a_2. \tag{C21}
\]
Since \( A_r(E, L) \) is a nonlinear function of both \( E \) and \( L \), the determinant condition (19) is satisfied everywhere and mixing takes place.

**Appendix D. Conditions on the metric coefficients and structure of the effective potential \( V_{L,m} \)**

In this appendix we specify our precise conditions on the metric coefficient \( K(r) := S^2(r)N(r) \) (which determines the norm of the Killing vector field \( \partial/\partial t \)) belonging to the static, spherically symmetric spacetimes discussed in section 4 and show that they imply a qualitative behavior for the effective potential
\[
V_{L,m}(r) = K(r) \left( m^2 + \frac{L^2}{r^2} \right), \tag{D1}
\]
describing free-falling particles of mass \( m \) in that spacetime, which is similar to the Schwarzschild case. Following [42] we assume that \( K : (0, \infty) \to \mathbb{R} \) is a smooth function satisfying the conditions

(a) \( K(r) \to 1, \ r^2 K'(r) \to 2M > 0 \) for \( r \to \infty \),

(b) \( K(r_H) = 0 \) and \( K'(r_H) > 0 \) for some \( r_H > 0 \).

(c) \( K(r) > 0 \) and \( K'(r) > 0 \) for all \( r > r_H \).

In particular, these conditions are satisfied for any static, spherically symmetric and asymptotically flat black hole solution of total mass \( M \) with non-degenerate event horizon at \( r = r_H \). We further assume:

(d) The function \( P : [r_H, \infty) \to \mathbb{R} \) defined by
\[
P(r) := \frac{2K(r) - rK'(r)}{r^3 K'(r)}, \quad r \geq r_H \tag{D2}
\]
has a unique critical point at \( r = r_{ms} \), say.

Note that according to the the assumptions (a)–(c) the function \( P \) is well-defined, is negative at \( r = r_H \) and positive for large \( r \), behaving as \( P(r) \simeq (Mr)^{-1}(1 - 3Mr) \) for large \( r \) (which is exact in the Schwarzschild case). Therefore, condition (d) implies that \( r = r_{ms} \) is a global maximum of \( P \) and that \( P \) has a unique zero \( r_{ph} \) in the interval \( (r_H, r_{ms}) \) (the meaning of \( r_{ph} \) and \( r_{ms} \) will become clear further below). With these assumptions and notation we can draw the following conclusions about the effective potential. First, we note that \( V_{L,m}(r_H) = 0 \) while for large \( r \), \( V_{L,m} \simeq m^2(1 - 2Mr) \). For \( L = 0 \) the effective potential is clearly increasing for all \( r > r_H \). For \( L \neq 0 \), we can write its derivative as
\[
V_{L,m}'(r) = L^2 K'(r) \left[ m^2 \frac{L^2}{r^2} - P(r) \right]. \tag{D3}
\]
This implies that \( V_{L,m}'(r) \) is strictly increasing for all \( r > r_H \) as long as
\[
L < L_{ms}, \quad L_{ms} := \frac{m}{\sqrt{P(r_{ms})}}. \tag{D4}
\]
while $V'_{L,m}$ has two zeroes $r_{\max}(L), r_{\min}(L)$ (corresponding, respectively, to a local maximum and minimum of $V_{L,m}$) on the interval $[r_\ell, \infty)$ for all $L > L_{ms}$. These zeroes are further restricted by the inequalities $r_{ph} < r_{\max}(L) < r_{ms} < r_{\min}(L)$. As $L$ increases from $L_{ms}$ to $\infty$, $r_{\max}(L)$ decreases monotonically from $r_{ms}$ to $r_{ph}$ while $r_{\min}(L)$ increases monotonically from $r_{ms}$ to $\infty$ monotonically. The radii $r_{ph}$ and $r_{ms}$ correspond, respectively, to circular photon orbits and to the innermost stable circular orbit which is also an inflection point of $V_{L,m}$. (In the Schwarzschild case one has $r_{ph} = 3M$, $r_{ms} = 6M$, $L_{ms} = \sqrt{12Mm}$.)

The range of parameters characterizing bound orbits which is relevant for section 4 can be formulated as follows:

$$L > L_{ms}, \quad E_{\min}(L) := \sqrt{V_{L,m}(r_{\min}(L))} \leq E < \min \{ \sqrt{V_{L,m}(r_{\max}(L))}, m \} := E_{\max}(L),$$

where the lower limit $E = E_{\min}(L)$ corresponds to stable circular orbits of radius $r = r_{\min}(L)$.
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