ON THE SATISFIABILITY PROBLEM FOR FRAGMENTS OF TWO-VARIABLE LOGIC WITH ONE TRANSITIVE RELATION
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Abstract. We study the satisfiability problem for two-variable first-order logic over structures with one transitive relation. We show that the problem is decidable in 2-NExpTime for the fragment consisting of formulas where existential quantifiers are guarded by transitive atoms. As this fragment enjoys neither the finite model property nor the tree model property, to show decidability we introduce a novel model construction technique based on the infinite Ramsey theorem.

We also point out why the technique is not sufficient to obtain decidability for the full two-variable logic with one transitive relation, hence contrary to our previous claim, [FO² with one transitive relation is decidable, STACS 2013: 317-328], the status of the latter problem remains open.

1. Introduction

The two-variable fragment of first-order logic, FO², is the restriction of classical first-order logic over relational signatures to formulas with at most two variables. It is well-known that FO² enjoys the finite model property [23], and its satisfiability (hence also finite satisfiability) problem is NExpTime-complete [7].

One drawback of FO² is that it can neither express transitivity of a binary relation nor say that a binary relation is a partial (or linear) order, or an equivalence relation. These natural properties are important for practical applications, thus attempts have been made to investigate FO² over restricted classes of structures in which some distinguished binary symbols are required to be interpreted as transitive relations, orders, equivalences, etc. The idea to restrict the class of structures comes from modal correspondence theory, where various conditions on the accessibility relations allow one to restrict the class of Kripke structures considered, e.g. to transitive structures for the modal logic K4 or equivalence structures for the modal
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logic S5. Orderings, on the other hand, are very natural when considering temporal logics, where they model time flow, but they also are used in different scenarios, e.g. in databases or description logics.

However, the picture for $\text{FO}^2$ is more complex. In particular, both the satisfiability and the finite satisfiability problems for $\text{FO}^2$ are undecidable in the presence of several equivalence relations, several transitive relations, or several linear orders [8, 9, 25]. These results were later strengthened: $\text{FO}^2$ is undecidable in the presence of two transitive relations [12, 11], three equivalence relations [17, 18], one transitive and one equivalence relation [20], or three linear orders [14].

On the positive side it is known that $\text{FO}^2$ with one or two equivalence relations is decidable [18, 20, 16]. The same holds for $\text{FO}^2$ with one linear order [25]. The intriguing question left open by this research was the case of $\text{FO}^2$ with one transitive relation, and $\text{FO}^2$ with two linear orders.

The above-mentioned and additional related results are summarized in Figure 1. There, $\text{GF}^2$ is the two-variable restriction of the guarded fragment $\text{GF}^1$, where all quantifiers are guarded by atoms, and $\text{GF}^2+\text{TG}$ is the restriction of $\text{GF}^2$ with transitive relations, where the transitive relation symbols are allowed to appear only in guards. As shown in [30, 31] undecidability of $\text{FO}^2$ with transitivity transfers to $\text{GF}^2$ with transitivity; however, $\text{GF}^2+\text{TG}$ is decidable for any number of transitive symbols. Moreover, as noted in [12], the decision procedure developed for $\text{GF}^2+\text{TG}$ can be applied to $\text{GF}^2$ with one transitive relation that is allowed to appear also outside guards, giving 2-ExpTime-completeness of the latter fragment.

We denote by $\text{FO}^2_T$ the set of $\text{FO}^2$-formulas over any signature containing a distinguished binary predicate $T$ which is always interpreted as a transitive relation. We distinguish two fragments of $\text{FO}^2_T$ depending on how existential quantifiers are used: $\text{FO}^2_T$ with transitive witnesses, where existential quantifiers are guarded by transitive atoms (when written in negation normal form), and $\text{FO}^2_T$ with free witnesses, where existential quantifiers are guarded by negated transitive atoms (no restrictions are imposed on the usage of universal quantifiers, cf. Section 2 for precise definition).

It has already been mentioned that $\text{FO}^2$ has the finite model property. Adding one transitive relation to $\text{GF}^2$ (even restricted to guards) we can write infinity axioms, i.e. formulas that have only infinite models. However, models for this logic still enjoy the so-called tree-like property, i.e. new elements required by $\forall \exists$-conjuncts can be added independently. This property does no longer hold for $\text{FO}^2_T$ or the fragments mentioned above, where one can write arbitrary universal formulas with two variables (cf. Section 5 for some examples).

This article was originally meant to be a full version of the conference paper [32] where we announced the theorem that $\text{FO}^2_T$ is decidable. In the meantime, we have realized that one of the technical lemmas of the conference paper is flawed (Claim 10, page 323) and the technique introduced
there gives decidability only for \( \text{FO}^2_T \) with transitive witnesses. The main result of this article is that the satisfiability problem for \( \text{FO}^2_T \) with transitive witnesses is decidable in 2-NExpTime. We also discuss limitations of our technique and point out why it does not extend to give decidability of the satisfiability problem for \( \text{FO}^2_T \) with free witnesses. Accordingly, the status of the satisfiability problem for \( \text{FO}^2_T \) remains open.

| Logic   | with transitive relations: | 1                          | 2                          | 3 or more                  |
|---------|---------------------------|----------------------------|----------------------------|----------------------------|
| \( \text{GF}^2 + \text{TG} \) | 2-ExpTime-complete        |                            |                            | [31, 13]                   |
| \( \text{GF}^2 \) | 2-ExpTime-complete        | undecidable                | undecidable                | [12]                       |
| \( \text{FO}^2 \) | SAT: ???                  | FinSAT: in 3-NExpTime      | FinSAT: in 3-NExpTime      | [12, 11]                   |
|         |                           |                            |                            | [26]                       |

| Logic       | with linear orders:       |                            |                            |                            |
|-------------|---------------------------|----------------------------|----------------------------|----------------------------|
| \( \text{FO}^2 \) | NExpTime-complete        | SAT: ???                  | FinSAT: in 2-NExpTime      | [14]                       |
|             | [25]                      |                            |                            | [33]                       |

| Logic       | with equivalence relations: |                            |                            |                            |
|-------------|----------------------------|----------------------------|----------------------------|----------------------------|
| \( \text{GF}^2 \) | NExpTime-complete        | 2-ExpTime-complete        | undecidable                | [12]                       |
|             | inherited from full \( \text{FO}^2 \) |                            |                            | [12, 19]                   |
| \( \text{FO}^2 \) | NExpTime-complete        | 2-NExpTime-complete       | undecidable                | [18]                       |
|             | [18]                      |                            |                            | [18, 16]                   |

**Figure 1.** Two variable logics over transitive, linearly ordered or equivalence structures

It should be pointed out that decidability of the finite satisfiability problems for \( \text{FO}^2_T \) and for \( \text{FO}^2 \) with two linear orders has already been confirmed and the following upper bounds are known: 3-NExpTime for \( \text{FO}^2_T \) [26], and 2-NExpTime for \( \text{FO}^2 \) with two linear orders [33] (these bounds are not yet known to be tight).

It also makes sense to consider more expressive systems in which we may refer to the transitive closure of some relation. In fact, relatively few decidable fragments of first-order logic with transitive closure are known. One
exception is the logic $\text{GF}^2$ with a transitive closure operator applied to binary symbols appearing only in guards [22]. This fragment captures the two-variable guarded fragment with transitive guards, $\text{GF}^2 + \text{TG}$, preserving its complexity. Also decidable is the prefix class $\exists \forall$ (so essentially a fragment of $\text{FO}^2$) extended by the positive deterministic transitive closure of one binary relation, which is shown to enjoy the exponential model property [10]. In [15] it was shown that the satisfiability problem for the two-variable universal fragment of first-order logic with constants remains decidable when extended by the transitive closure of a single binary relation. Whether the same holds for the finite satisfiability problem is open.

Also of note in this context is the interpretation of $\text{FO}^2$ over data words and data trees that appear e.g. in verification and XML processing. Decidability of $\text{FO}^2$ over data words with one additional equivalence relation was shown in [3]. For more results related to $\text{FO}^2$ over data words or data trees see e.g. [21, 28, 4, 24, 2].

Outline of the proof. Models for $\text{FO}^2_T$-formulas, taking into account the interpretation of the transitive relation, can be seen as partitioned into cliques (for a formal definition of a clique see Subsection 2.3). As usual for two-variable logics, we first establish a “Scott-type” normal form for $\text{FO}^2_T$ that allows us to restrict the nesting of quantifiers to depth two. Moreover, the form of the $\forall \exists$-conjuncts enables us to distinguish witnesses required inside cliques (i.e. realizing a 2-type containing both $T_{xy}$ and $T_{yx}$, cf. Subsection 2.3) from witnesses outside cliques. We also establish a small clique property for $\text{FO}^2_T$, allowing us to restrict attention to models with cliques exponentially bounded in the size of the signature. Further constructions proceed on the level of cliques rather than individual elements.

Crucial to our decidability proof for $\text{FO}^2_T$ with transitive witnesses is the following property: any infinitely satisfiable sentence has an infinite narrow model, i.e. a model whose universe can be partitioned into segments (i.e. sets of cliques) $S_0, S_1, \ldots$, each of doubly exponential size, such that every element in $\bigcup_{k=0}^{j-1} S_k$ requiring a witness outside its clique has the witness either in $S_0$ or in $S_j$ (cf. Definition 3.3). As substructures of a model preserve satisfiability of universal sentences, this immediately implies that, when needed, every single segment $S_j$ ($j > 0$) can be removed from the universe of the model, and the structure restricted to the remaining part of the universe is also a (more regular) model. In particular, this property allows us to build certain regular models where every two segments of the infinite partition (except the first) are isomorphic (cf. Definition 1.2). Moreover, in regular models the connection types between segments can be further simplified to a two element set. This construction is based on the infinite Ramsey theorem [27], where segments of the models correspond to nodes in a colored graph, and connection types between segments correspond to colors of edges.

The above properties suffice to obtain a $2\text{-NExpTime}$ decision procedure for the satisfiability problem for $\text{FO}^2_T$ with transitive witnesses. We note that
the best lower bound coming from GF^2+TG is 2-ExpTime and our result leaves a gap in complexity. We also point out that our decision procedure cannot be straightforwardly generalized to solve the satisfiability problem for FO^2_T with free witnesses.

The rest of the paper is structured as follows. In Section 2 we introduce the basic notions, define the normal form for FO^2_T and show the small clique property. In Section 3 we introduce the notion of a splice and the notion of a narrow model – the most important technical notions of the paper. In Section 4 we give the main result of the paper. Section 5 contains a discussion of the limitations of the above technique; in particular we give an example of an FO^2_T-formula with free witnesses that has only infinite models but does not admit narrow models in the above sense.

2. Preliminaries

2.1. Basic concepts and notations. We denote by FO^2 the two-variable fragment of first-order logic (with equality) over relational signatures. By FO^2_T, we understand the set of FO^2-formulas over any signature σ = σ_0 ∪ {T}, where T is a distinguished binary predicate. The semantics for FO^2_T is as for FO^2, subject to the restriction that T is always interpreted as a transitive relation.

In this paper, σ-structures are denoted by Gothic capital letters and their universes by corresponding Latin capitals. Where a structure is clear from context, we frequently equivocate between predicates and their realizations, thus writing, for example, R in place of the technically correct R_A. If A is a σ-structure and B ⊆ A, then A↾B denotes the (induced) substructure of A with the universe B.

An (atomic, proper) k-type (over a given signature) is a maximal consistent set of atoms or negated atoms over k distinct variables x_1, ..., x_k, containing the atoms x_i ≠ x_j for every pair of distinct variables x_i and x_j. If β(x, y) is a 2-type over variables x and y, then β↾x (respectively, β↾y) denotes the unique 1-type that is obtained from β by removing atoms with the variable y (respectively, the variable x). We denote by α the set of all 1-types and by β the set of all 2-types (over a given signature). Note that |α| and |β| are bounded exponentially in the size of the signature. We often identify a type with the conjunction of its elements.

For a given σ-structure A and a ∈ A we say that a realizes a 1-type α if α is the unique 1-type such that A |= α[a]. We denote by tp^A[a] the 1-type realized by a. Similarly, for distinct a, b ∈ A, we denote by tp^A[a, b] the unique 2-type realized by the pair a, b, i.e. the 2-type β such that A |= β[a, b]. Assume A is a σ-structure and B, C ⊆ A. We denote by α^A (respectively, α^A[B]) the set of all 1-types realized in A (respectively, realized in A↾B), and by β^A (respectively, β^A[B]) the set of all 2-types realized in A (respectively, realized in A↾B). We denote by β^A[a, B] the set of all 2-types tp^A[a, b] with b ∈ B, and by β^A[B, C] the set of all 2-types tp^A[b, c] with b ∈ B, c ∈ C.
Let $\gamma$ be a $\sigma$-sentence of the form $\forall x \exists y \psi(x, y)$ and $a \in A$. We say that an element $b \in A$ is a $\gamma$-witness for $a$ in the structure $\mathcal{A}$ if $\mathcal{A} \models \psi[a, b]$: $b$ is a proper $\gamma$-witness, if $b$ is a $\gamma$-witness and $a \neq b$.

2.2. Scott normal form. As with FO$^2$, so too with FO$^2_T$, analysis is facilitated by the availability of normal forms.

**Definition 2.1.** An FO$^2$-sentence $\Psi$ is in Scott normal form if it is of the following form:

$$\forall x \forall y \psi_0(x, y) \land \bigwedge_{i=1}^{M} \forall x \exists y \psi_i(x, y),$$

where every $\psi_i$ is quantifier-free and includes unary and binary predicate letters only.

In the above normal form without loss of generality we suppose that for $i \geq 1$, $\psi_i(x, y)$ entails $x \neq y$ (replacing $\psi_i(x, y)$ with $(\psi_i(x, y) \lor \psi_i(x, x)) \land x \neq y$, which is sound over all structures with at least two elements).

Two formulas are said to be *equisatisfiable* if they are satisfiable over the same universe. The following lemma is typical for two-variable logics.

**Lemma 2.2** ([29, 7]). For every formula $\varphi \in$ FO$^2$ one can compute in polynomial time an equisatisfiable, normal form formula $\psi \in$ FO$^2$ over a new signature whose length is linear in the length of $\varphi$.

Suppose the signature $\sigma$ consists of predicates of arity at most 2. To define a $\sigma$-structure $\mathcal{A}$, it suffices to specify the 1-types and 2-types realized by elements and pairs of elements from the universe $A$. In the presence of a transitive relation, we classify 2-types according to the transitive connection between $x$ and $y$. And so, we distinguish $\beta^\rightarrow = \{ \beta : Txy \land \neg Tyx \in \beta \}$, $\beta^\leftarrow = \{ \beta : \neg Txy \land Tyx \in \beta \}$, $\beta^{\leftrightarrow} = \{ \beta : Txy \land Tyx \in \beta \}$ and $\beta^- = \{ \beta : \neg Txy \land \neg Tyx \in \beta \}$. Obviously

$$\beta = \beta^\rightarrow \cup \beta^\leftarrow \cup \beta^{\leftrightarrow} \cup \beta^-.$$

For a quantifier-free FO$^2_T$-formula $\varphi(x, y)$ we use superscripts $\rightarrow$, $\leftarrow$, $\leftrightarrow$ and $-$ to define new formulas that explicitly specify the transitive connection between $x$ and $y$. For instance, for a quantifier-free formula $\varphi(x, y) \in$ FO$^2_T$ we let

$$\varphi^\rightarrow(x, y) := Txy \land \neg Tyx \land \varphi(x, y).$$

This conversion of FO$^2_T$-formulas leads to the following variant of the Scott normal form that we will employ in this paper.

$$\forall x \forall y \psi_0(x, y) \land \bigwedge_{i=1}^{m} \gamma_i \land \bigwedge_{i=1}^{\overline{m}} \delta_i,$$

where $\gamma_i = \forall x \exists y \psi_i^{\delta_i}(x, y)$ with $d_i \in \{ \rightarrow, \leftarrow, - \}$, and $\delta_i = \forall x \exists y \psi_i^{\overline{\delta_i}}(x, y)$. 

(1)
When a sentence Ψ in the normal form (1) is fixed, we often write \( \gamma_i \in \Psi \) to indicate that \( \gamma_i \) is a conjunct of \( \Psi \) of the form \( \forall x \exists y \psi_i(x, y) \).

**Lemma 2.3.** Let \( \varphi \) be an \( \mathsf{FO}_2^T \)-formula over a signature \( \tau \). One can compute, in polynomial time, a formula \( \Psi \) in normal form (1), over a signature \( \sigma \) consisting of \( \tau \) together with a number of additional unary and binary predicates such that: (i) \( | = \Psi \rightarrow \varphi \); and (ii) every model of \( \varphi \) can be expanded to a model of \( \Psi \).

**Sketch.** We employ the standard technique of renaming subformulas familiar from [29] and [7], noting that any formula \( \exists y \psi \) is logically equivalent to \( \exists y \psi^+ \lor \exists y \psi^- \lor \exists y \psi^\leftrightarrow \lor \exists y \psi^- \).

The following immediate observation is helpful when showing that a structure is a model of normal form formulas.

**Proposition 2.4.** Assume \( \mathfrak{A} \) is a \( \sigma \)-structure and \( \Psi \) is a \( \mathsf{FO}_2^T \)-sentence over \( \sigma \) in normal form (1). Then \( \mathfrak{A} \models \Psi \) if and only if

(a) for each \( a \in A \), for each \( \gamma_i \) (\( 1 \leq i \leq m \)) there is a \( \gamma_i \)-witness for \( a \) in \( \mathfrak{A} \),
(b) for each \( a \in A \), for each \( \delta_i \) (\( 1 \leq i \leq m \)) there is a \( \delta_i \)-witness for \( a \) in \( \mathfrak{A} \),
(c) for each \( a, b \in A \), \( \operatorname{tp}_A[a, b] = \psi_0(x, y) \) and \( \operatorname{tp}_A[a] = \psi_0(x, x) \),
(d) \( T^\mathfrak{A} \) is transitive in \( \mathfrak{A} \).

2.3. A small clique property for \( \mathsf{FO}_2^T \). Let \( \mathfrak{A} \) be a \( \sigma \)-structure and \( T \) a transitive relation on \( A \). A subset \( B \) of \( A \) is called \( T \)-connected if \( B \subseteq \beta^+[\mathfrak{A}] \). Maximal \( T \)-connected subsets of \( A \) are called cliques. So, in this paper by a clique we always mean a maximal clique. Note that if \( \mathfrak{A} \models \neg Taa \), for some \( a \in A \), then \( \{a\} \) is a clique. It is obvious that the set of cliques forms a partition of \( A \). If \( B \) and \( C \) are distinct cliques and \( b, c \in A \) are distinct elements, then we write

- \( b <_\mathfrak{A} c \) if \( Tbc \) but not \( Tcb \),
- \( b <_\mathfrak{A} C \) if for all \( c \in C \) \( b <_\mathfrak{A} c \),
- \( C <_\mathfrak{A} b \) if for all \( c \in C \) \( c <_\mathfrak{A} b \),
- \( B <_\mathfrak{A} C \) if for all \( b \in B \) \( b <_\mathfrak{A} C \).

When it is not ambiguous we simply write \( < \) instead of \( <_\mathfrak{A} \). It is routine to show:

**Lemma 2.5.** Let \( \mathfrak{A} \) be a \( \sigma \)-structure. The interpretation of \( T \) is transitive in \( \mathfrak{A} \) iff the relation \( <_\mathfrak{A} \) is a partial order on the set of cliques of \( \mathfrak{A} \).

Now we establish the small clique property for \( \mathsf{FO}_2^T \).

**Lemma 2.6.** Let \( \Psi \) be a satisfiable \( \mathsf{FO}_2^T \)-sentence in normal form, over a signature \( \sigma \). Then there exists a model of \( \Psi \) in which the size of each clique is bounded exponentially in \( |\sigma| \).

We first show how to replace a single clique in models of normal-form \( \mathsf{FO}_2^T \)-sentences by an equivalent small one. The idea is not new (cf. [7]). It was used in [31] to show that \( T \)-cliques in models of \( \mathsf{GF}^2 + \mathsf{TG} \) can be replaced...
by appropriate small structures called $T$-petals (Lemma 17). Later, in [18] it was proved that for any structure $\mathfrak{A}$ and its substructure $\mathfrak{B}$, one may replace $\mathfrak{B}$ by an alternative structure $\mathfrak{B}'$ of a bounded size in such a way that the obtained structure $\mathfrak{A}'$ and the original structure $\mathfrak{A}$ satisfy exactly the same normal form FO$_2$ formulas. Below we present a precise statement of the latter lemma.

**Lemma 2.7** ([18], Prop. 4). Let $\mathfrak{A}$ be a $\tau$-structure, $\mathfrak{B} = \mathfrak{A}|B$ for some $B \subseteq A$, $\overline{B} := A \setminus B$. Then there is a $\tau$-structure $\mathfrak{A}'$ with universe $A' = B' \cup \overline{B}$ for some set $B'$ of size bounded polynomially in $|\beta[\mathfrak{A}]|$ such that

(i) $\mathfrak{A}'|\overline{B} = \mathfrak{A}|\overline{B}$.
(ii) $\alpha[B'] = \alpha[B]$, whence $\alpha[\mathfrak{A}'] = \alpha[\mathfrak{A}]$;
(iii) $\beta[B'] = \beta[A]$ and $\beta[B', \overline{B}] = \beta[B, \overline{B}]$, whence $\beta[\mathfrak{A}'] = \beta[\mathfrak{A}]$;
(iv) for each $b' \in B'$ there is some $b \in B$ with $\beta[b', A'] \supseteq \beta[b, A]$;
(v) for each $a \in \overline{B}$: $\beta[a, B'] \supseteq \beta[a, B]$.

The above lemma applies to arbitrary structures. We strengthen the lemma to structures with a distinguished transitive relation and show how to replace a single clique in models of normal-form FO$_2$-sentences by an equivalent small one.

**Lemma 2.8.** Let $\mathfrak{A}$ be a $\sigma$-structure, $B \subseteq A$ be a clique in $\mathfrak{A}$, $\overline{B} := A \setminus B$. Then there is a $\sigma$-structure $\mathfrak{A}'$ with universe $A' = B' \cup \overline{B}$ for some clique $B'$ with $|B'|$ bounded exponentially in $|\sigma|$, such that (i)-(iv) are as in Lemma 2.7, and (v) is strengthened to:

(v') for each $a \in \overline{B}$, $\beta[a, B'] \supseteq \beta[a, B]$, and if $\beta[a, B] \subseteq \beta^d[\mathfrak{A}]$, then $\beta[a, B'] \subseteq \beta^d[\mathfrak{A}']$, for every $d \in \{\to, \leftarrow, \sim\}$.

*Proof.* If $|B| = 1$, then we simply put $B' = B$ and we are done. Otherwise, let $\overline{U}$, $\overline{U}^\prime$, $U$ and $\overline{U}$ be fresh unary predicates. Let $\mathfrak{A}$ be the expansion of $\mathfrak{A}$ obtained by setting:

- $U$ true for all elements of $B$,
- $\overline{U}$ true for all elements $a \in \overline{B}$ such that $a <_B B$,
- $\overline{U}^\prime$ true for all elements $a \in \overline{B}$ with $B <_{\overline{B}} B$ and
- $\overline{U}$ true for all elements $a \in \overline{B}$ with $a \sim_B B$.

Let the result of the application of Lemma 2.7 to $\mathfrak{A}$ and the substructure induced by $B$ be a structure $\mathfrak{A}'$, in which $B'$ is the replacement of $B$. By $\mathfrak{A}'$ we denote the restriction of $\mathfrak{A}'$ to the original signature, i.e. the structure obtained from $\mathfrak{A}'$ by dropping the interpretations of $U$, $U^\prime$, $U$ and $\overline{U}$. Then $\mathfrak{A}'$ is a structure with universe $\overline{B} \cup B'$ and $|B'|$ is exponentially bounded in the signature. $\square$

*Proof of Lemma 2.6.* We first argue that the structure obtained as an application of Lemma 2.8 satisfies the same normal form sentences over $\sigma$ as the original structure. Let $\Psi$ be a sentence in normal form over $\sigma$, $\mathfrak{A} \models \Psi$, then...
B ⊆ A be a clique, \( \overline{B} = A \setminus B \), and \( \mathcal{A}' \) with universe \( A' = B' \cup \overline{B} \) be a result of application of Lemma 2.3 to \( \mathcal{A} \).

Observe that the formula \( \forall x \forall y \psi_0 \) is satisfied in \( \mathcal{A}' \) thanks to property (iii) of Lemma 2.3. Now, for any \( c \in \overline{B} \), properties (i) and (v) guarantee that \( c \) has all required witnesses. For any \( b \in B' \), the same thing is guaranteed by property (iv). Properties (iii) and (v) guarantee that the obtained substructure is a maximal \( T \)-connected set, so indeed it is a clique in the new model.

Let \( \mathcal{A} \) be a countable \( \sigma \)-structure. Let \( I_1, I_2, \ldots \) be a (possibly infinite) sequence of all cliques in \( \mathcal{A} \). Let \( \mathcal{A}_0 = \mathcal{A} \) and \( \mathcal{A}_{j+1} \) be the structure \( \mathcal{A}_j \) modified by replacing clique \( I_{j+1} \) by its small replacement \( I'_{j+1} \) as described above. We define the limit structure \( \mathcal{A}_\infty \) with the universe \( \bigcup_{k=1}^{\infty} I'_k \) such that for all \( k, l \) the connections between \( I_k \) and \( I'_l \) are defined in the same way as in \( \mathcal{A}_{max(k,l)} \). It is easy to see that \( \mathcal{A}_\infty \) satisfies \( \Psi \) and all cliques in \( \mathcal{A}_\infty \) are bounded exponentially in \( |\sigma| \).

2.4. Fragments of FO₂². In this paper we consider two restrictions of FO₂², depending on how the existential quantifiers are used; no restrictions are imposed on using universal quantifiers.

The fragment with transitive witnesses, \( \text{FO}^2_{T:tw} \), consists of the formulas of \( \text{FO}^2_\Sigma \) where, when written in negation normal form, existential quantifiers are ‘guarded’ by transitive atoms, i.e., they are applied to formulas with two free variables only of the form \( \xi(x,y) \land \psi \), where \( \xi(x,y) \) is one of the conjunctions: \( Txy \land Tyx, Txy \land \neg Tyx \), or \( \neg Txy \land Tyx \), and \( \psi \in \text{FO}^2_{T:tw} \).

Similarly, the fragment with free witnesses, \( \text{FO}^2_{T:fw} \), consists of these formulas where, when written in negation normal form, existential quantifiers are applied to formulas with two free variables only of the form \( \neg Txy \land \neg Tyx \land \psi \) with \( \psi \in \text{FO}^2_{T:fw} \). We will return to this fragment in Section 5.

It is clear that in the normal form formula obtained by Lemma 2.3 for an \( \text{FO}^2_{T:fw} \)-formula all existential conjuncts have the form \( \forall x \exists y \psi^d_i(x,y) \) with \( d_i \in \{-^+, -, \pm^+\} \). Similarly, after transforming an \( \text{FO}^2_{T:fw} \)-formula into a normal form all existential conjuncts have the form \( \forall x \exists y \psi^d_i(x,y) \).

3. Narrow models of sentences of FO₂²

In this section we assume \( \Psi \) is an \( \text{FO}^2_{T:tw} \)-sentence in normal form, \( \Psi = \forall x \forall y \psi_0 \land \bigwedge_{i=1}^{\alpha_0} \beta_i \land \bigwedge_{i=1}^{\alpha} \delta_i \), where each \( \gamma_i = \forall x \exists y \psi^d_i(x,y) \) with \( d_i \in \{-^+, -, \pm^+\} \), and each \( \delta_i = \forall x \exists y \psi^d_i(x,y) \). We also assume that the signature \( \sigma \) consists of all relation symbols that appear in \( \Psi \). Since \( \text{FO}^2_\Sigma \) satisfies the small clique property (Lemma 2.3) we additionally assume that whenever \( \mathcal{A} \models \Psi \) then the size of each clique in \( \mathcal{A} \) is bounded exponentially in \( |\sigma| \).

Crucial to our decidability proof for \( \text{FO}^2_{T:tw} \) is the following property: any satisfiable sentence has a narrow model, i.e., either a finite model of bounded cardinality or an infinite model whose universe can be partitioned
into segments (i.e. sets of cliques) \( S_0, S_1, \ldots \), each of doubly exponential size, such that every element from \( \bigcup_{k=0}^{j-1} S_k \) requiring a witness outside its clique has the witness either in \( S_0 \) or in \( S_j \) (cf. Definition 3.3).

To prove existence of narrow models, we first introduce new technical notions and make some useful observations. Then we show that from any narrow model we can build a regular model where the connection types between segments can be appropriately simplified. This finally leads to the algorithm deciding satisfiability for \( \text{FO}_2^{T:tw} \).

In the proof we employ the following property concerning extensions of partial orders that can be proved in a standard fashion. If \( B \) and \( C \) are distinct cliques and \( a, b \in A \) are distinct elements, then we write

- \( b \sim_A c \) iff neither \( b <_A c \) nor \( c <_A b \),
- \( b \sim_A C \) iff for all \( c \in C \), \( b <_A c \),
- \( B \sim_A C \) iff neither \( B <_A C \) nor \( C <_A B \).

In such a case we say that elements \( b \) and \( c \) are incomparable (similarly for \( B \) and \( C \)). When it is not ambiguous we simply omit the subscript \( A \).

**Proposition 3.1.** Let \( R \) be a (strict) partial order on a set \( A \), \( a, b \in A \) and \( a \sim_R b \). Let \( C = \{ c \in A : cRa \text{ or } c = a \} \) and \( D = \{ d \in A : bRd \text{ or } d = b \} \).

Then \( R' = R \cup (C \times D) \) is a partial order on \( A \), and it is a minimal partial order extending \( R \) to contain \((a, b)\).

### 3.1. Splices

In this section we analyse properties of models of \( \Psi \) on the level of cliques rather than individual elements. The key technical argument of this section is Corollary 3.13 saying, roughly speaking, that if \( \mathfrak{A} \models \Psi \) and elements of a finite subset \( F \) of the universe \( A \) have their \( \gamma_i \)-witnesses in several „similar“ cliques (similar cliques realize the same splice, see Definition 3.2 below), then it is possible to extend \( \mathfrak{A} \) by one such clique, where all the elements of \( F \) have their \( \gamma_i \)-witnesses.

First, we need to introduce some new notions and notation.

Let \( \mathfrak{A} \) be a \( \sigma \)-structure. For \( a \in A \) denote by \( \text{Cl}^\mathfrak{A}(a) \) the unique clique \( C \subseteq A \) with \( a \in C \). For \( F \subseteq A \), denote \( \text{Cl}^\mathfrak{A}(F) = \{ \text{Cl}^\mathfrak{A}(a) : a \in F \} \) and finally, \( \text{Cl}^\mathfrak{A} = \text{Cl}^\mathfrak{A}(A) \).

**Definition 3.2.** Let \( \mathfrak{A} \) be a \( \sigma \)-structure and \( B \in \text{Cl}^\mathfrak{A} \). An \( \mathfrak{A} \)-splice is a triple \( sp^\mathfrak{A}(B) = (tp^\mathfrak{A}[B], \text{In}^\mathfrak{A}(B), \text{Out}^\mathfrak{A}(B)) \), where

- \( tp^\mathfrak{A}[B] \) is the isomorphism type of the substructure induced by \( B \),
- \( \text{In}^\mathfrak{A}(B) \) is the set of all \( \mathfrak{A} \)-splices,
- \( \text{Out}^\mathfrak{A}(B) \) is the set of all \( \mathfrak{A} \)-splices,

\[
\text{Sp}^\mathfrak{A} = \{ sp^\mathfrak{A}(B) : B \in \text{Cl}^\mathfrak{A} \}.
\]

Note that the number of types of cliques is exponential w.r.t. the bound on the size of each clique in \( \mathfrak{A} \), and the number of subsets of \( \sigma \) is doubly exponential in \( |\sigma| \). Hence, in any structure with the small clique property
given by Lemma 2.6, the number \( s = |Sp^A| \) is bounded doubly exponentially in \( |\sigma| \). Define
\[
M = (m + 1) \cdot s^2 \cdot h,
\]
where \( m \) is the number of \( \gamma_i \)'s in \( \Psi \) and \( h \) is the bound on the size of each clique in \( A \) given by Lemma 2.6.

In any \( \sigma \)-structure we distinguish the set \( K(A) \subseteq Cl^A \) of cliques with unique splices:
\[
K(A) = \{ B \in Cl^A : \text{there is no } C \in Cl^A \text{ with } sp^A(B) = sp^A(C) \text{ and } B \neq C \}
\]
and the corresponding subset \( K(A) \subseteq A \) consisting of elements of the distinguished cliques:
\[
K(A) = \bigcup_{B \in K(A)} B.
\]

For every conjunct \( \gamma_i \) of \( \Psi \) and for every \( a \in A \) we define \( W^A_i(a) \) as the set of all proper \( \gamma_i \)-witnesses for \( a \) in a structure \( A \):
\[
W^A_i(a) = \{ b \in A : A \models \psi^A_i[a,b] \text{ and } a \neq b \}.
\]

As announced above, our goal in this section is to show existence of narrow models as defined below.

**Definition 3.3.** A model \( \mathfrak{A} \) of \( \Psi \) is narrow if \( A = K(\mathfrak{A}) \) or there is an infinite partition \( P_A = \{ S_0, S_1, \ldots \} \) of the universe \( A \) such that \( K(\mathfrak{A}) \subseteq S_0 \) and for every \( j \geq 0 \):

1. \( |S_j| \leq M \),
2. for every \( a \in \bigcup_{k=0}^j S_k \) and for every \( \gamma_i \in \Psi \),
   if \( W^A_i(a) \cap S_0 = \emptyset \), then \( W^A_i(a) \cap S_{j+1} \neq \emptyset \).

**Lemma 3.4.** Every satisfiable \( \text{FO}^2_{\text{tw}} \)-sentence \( \Psi \) has a narrow model.

The proof of the above lemma is deferred to Subsection 3.4. Below we first introduce the notion of a witness-saturated model, in which every element requiring a witness outside \( K(\mathfrak{A}) \) has infinitely many such witnesses, and we show existence of such models. In Subsection 3.3 we present the main technical tool that we later apply to prove Lemma 3.4.

### 3.2. Saturated models

In the definition below we introduce the notion of a witness-saturated model of a sentence \( \Psi \). Any witness saturated model that consists not just of \( K(\mathfrak{A}) \) must be infinite (while \( \Psi \) may have other finite models). More technically, all the sets of witnesses outside of \( K(\mathfrak{A}) \) are infinite.

---

1 Readers familiar with the classical papers on \( \text{FO}^2 \) might think that \( K(\mathfrak{A}) \) is a royal part of the model (cf. for example [23] or [7]).
Definition 3.5. Assume $\mathfrak{A} \models \Psi$. We say that $\mathfrak{A}$ is witness-saturated, if $\mathfrak{A}$ has the small clique property and for every $a \in A$, for every $\gamma_i \in \Psi$ \((1 \leq i \leq m)\)
\[ W_i^\mathfrak{A}(a) \subseteq \mathcal{K}(\mathfrak{A}) \quad \text{or} \quad W_i^\mathfrak{A}(a) \text{ is infinite.} \]

Observe that it is possible that a witness-saturated model $\mathfrak{A}$ is finite – then $A = \mathcal{K}(\mathfrak{A})$.

The main and rather obvious property of a witness-saturated model is that a finite subset of cliques of such a model is almost always redundant.

Definition 3.6. Let $S \subseteq A$ be a finite subset of $A$ such that $S \cap \mathcal{K}(\mathfrak{A}) = \emptyset$. We say that $S$ is a segment in $\mathfrak{A}$ if for every $a \in S$: $C^\mathfrak{A}(a) \subseteq S$. A segment $S \subseteq A$ is redundant in $\mathfrak{A}$, if for every $a \in A \setminus S$ and for every conjunct $\gamma_i$ of $\Psi$ we have:

\[ W_i^\mathfrak{A}(a) \cap S \neq \emptyset \text{ implies there exists } c \in A \setminus S \text{ such that } c \in W_i^\mathfrak{A}(a). \]

Proposition 3.7. If $\mathfrak{A} \models \Psi$, $\mathfrak{A}$ is witness-saturated and $S \subseteq A$ is a redundant segment in $\mathfrak{A}$, then $\mathfrak{A}((A \setminus S) \models \Psi$.

Proof. Every subgraph of a transitive graph is also transitive. Conditions (3)–(6) of Proposition 2.4 obviously hold for $\mathfrak{A}((A \setminus S)$.

Lemma 3.8 (Saturated model). Every satisfiable normal form $\text{FO}_{T,w}^{2}$-sentence $\Psi$ has a countable witness-saturated model.

Before giving the proof of Lemma 3.8 we introduce some more notation.

Definition 3.9. Let $\mathfrak{A}$ be a $\sigma$-structure, $B, C \subseteq A$ such that $B \cap C = \emptyset$. A connection type between $B$ and $C$ in $\mathfrak{A}$ is the structure $(B, C)^\mathfrak{A} \overset{\text{df}}{=} \mathfrak{A}((B \cup C)$.

Let $\mathfrak{A}'$ be a $\sigma$-structure, $B', C' \subseteq A'$ and $f_B : B' \rightarrow B$, $f_C : C' \rightarrow C$ be isomorphisms between corresponding substructures. We say that the connection type $(B', C')_{\mathfrak{A}'}$ in $\mathfrak{A}'$ is transferred from the connection type $(B, C)^{\mathfrak{A}}$ in $\mathfrak{A}$ w.r.t. $f_B$ and $f_C$, denoted

\[ (B', C')_{\mathfrak{A}'} \equiv_{f_B, f_C} (B, C)^{\mathfrak{A}} \text{ if} \]

for every $b' \in B'$, $c' \in C'$: $tp^{\mathfrak{A}}[b', c'] = tp^{\mathfrak{A}}[f_B(b'), f_C(c')]$.

We denote by $(B', C')_{\mathfrak{A}'} :=_{f_B, f_C} (B, C)^{\mathfrak{A}}$ an operation that transfers the corresponding connection type from $\mathfrak{A}$ to $\mathfrak{A}'$ by setting the $2$-types $tp^{\mathfrak{A}'}[b', c'] = tp^{\mathfrak{A}}[f_B(b'), f_C(c')]$ for every $b' \in B'$ and $c' \in C'$.

The operation $(B', C')_{\mathfrak{A}'} :=_{f_B, f_C} (B, C)^{\mathfrak{A}}$ does not change anything else in any of the two structures; it might be used when $\mathfrak{A}'$ is not fully defined. Whenever any of the isomorphisms is the identity function, we denote it by $id$.

Lemma 3.8 is a consequence of an iterative application of the following Claim 3.11. It states that every clique $B$ whose splice in a given model is non-unique can be properly duplicated. The copy, $D$, of $B$ is added in such a way that it also provides, for all conjuncts of the form $\gamma_i$, all $\gamma_i$-witnesses for elements outside both of the cliques $B$ and $D$, that have been provided by $B$. 

Assume $B_1$ is another clique with the same splice as $B$. The construction of $\mathfrak{A}_+ B$ (cf. Definition 3.10) transfers the connection type between $B_1$ and $B$ to the connection type between $D$ and $B_1$; and the connection type between $D$ and the rest of $\mathfrak{A}_+ B$ is transferred from the connection type between $B$ and the rest of $\mathfrak{A}$.

**Definition 3.10.** Assume $\mathfrak{A} \models \Psi$, $B, B_1 \in C^2 B$, $B_1 \neq B$ and $sp^B(B_1) = sp^B(B)$. Define $\mathfrak{A}_+ B$ as an extension of $\mathfrak{A}$ in the following way.

Let $\mathfrak{D}$ be a fresh copy of $\mathfrak{A} \upharpoonright B$, $D \cap A = \emptyset$. Let $f : D \rightarrow B$ and $f_1 : D \rightarrow B_1$ be appropriate isomorphisms of cliques. The universe of $\mathfrak{A}_+ B$ is $A_+ B = A \cup D$ and:

(i) $\langle D, B \rangle_{\mathfrak{A}_+ B} := f_1, id \langle B_1, B \rangle_{\mathfrak{A}}$.

(ii) $\langle D, A \setminus B \rangle_{\mathfrak{A}_+ B} := f, id \langle A \setminus B \rangle_{\mathfrak{A}}$.

The above construction will be used several times in the sequel and below we summarize the crucial properties of the structure $\mathfrak{A}_+ B$.

**Claim 3.11** (Simple duplicability). Let $\mathfrak{A}$, $B$, $B_1$ and $\mathfrak{A}_+ B$ be as given in Definition 3.10. Then

1. $\mathfrak{A}_+ B \models \Psi$,
2. for every conjunct $\gamma_i$ of $\Psi$, for every $a \in A \setminus B$ we have:
   
   \[ W_i^\mathfrak{A}(a) \cap B \neq \emptyset \quad \text{then} \quad W_i^{\mathfrak{A}_+ B}(a) \cap D \neq \emptyset, \]
3. $sp^{\mathfrak{A}_+ B}(D) = sp^{\mathfrak{A}_+ B}(B) = sp^B(B)$,
4. $\beta^{\mathfrak{A}_+ B}[D, B] = \beta^{\mathfrak{A}_+ B}[B_1, B] = \beta^B[B_1, B]$,
5. $\beta^{\mathfrak{A}_+ B}[D, X] = \beta^{\mathfrak{A}_+ B}[B, X] = \beta^B[B, X]$ for each $X \in C^2 B$, $X \neq B, X \neq D$.

**Proof.** Assume $\mathfrak{D}$, $f$ and $f_1$ are as in Definition 3.10 (see Figure 2, where $B_1 \prec_2 B$). First note that the clique $B$ does not change its splice in the structure $\mathfrak{A}_+ B$, namely $sp^{\mathfrak{A}_+ B}(B) = sp^B(B)$, as when defining 2-types between elements from the new clique $D$ and elements from $B$ line (i) of Definition 3.10 no new 2-types are used.

Condition (4) follows directly from line (i) of Definition 3.10 and condition (5) follows from line (ii). It should be clear that when $B \sim_2 B_1$ then $D \sim_2 B$ and line (i) of Definition 3.10 holds. In the remaining cases, $sp^B(B) = sp^B(B_1)$ implies that $\{tp^B[b] : b \in B\} \subseteq \text{In}^B(B)$ and $\{tp^B[b] : b \in B\} \subseteq \text{Out}^B(B)$, which furthermore implies

\[ \text{In}^B(B) \subseteq \text{In}^{\mathfrak{A}_+ B}(D) \subseteq \text{In}^B(B) \cup \{tp^B[b] : b \in B\} = \text{In}^B(B) \]

and, similarly,

\[ \text{Out}^B(B) \subseteq \text{Out}^{\mathfrak{A}_+ B}(D) \subseteq \text{Out}^B(B) \cup \{tp^B[b] : b \in B\} = \text{Out}^B(B). \]

So, we obtain $\text{In}^{\mathfrak{A}_+ B}(D) = \text{In}^B(B)$, $\text{Out}^{\mathfrak{A}_+ B}(D) = \text{Out}^B(B)$, and in fact $sp^{\mathfrak{A}_+ B}(D) = sp^B(B)$. This taking into account our first observation implies condition (3) for all cases.
Condition (2) also follows from Definition [3.10]: if \( a \in A \setminus B \) has its witness in \( B \), say \( b \in W^{\mathcal{A}}(a) \cap B \), then \( f^{-1}(b) \in D \) is a witness of \( a \) since \( tp^{\mathcal{A}+B}[f^{-1}(b), a] = tp^{\mathcal{A}}[b, a] \) as defined in line (ii).

It remains to prove (1). To see that \( \mathcal{A}+B \models \Psi \) we show that conditions (a)–(d) of Proposition 2.4 hold for \( \mathcal{A}+B \).

First, since \( \mathcal{A}+B \) is an extension of \( \mathcal{A} \), conditions (a) and (b) of Proposition 2.4 hold for every \( a \in A \). Condition (b) holds for \( d \in D \) since cliques \( D \) and \( B \) are isomorphic. Finally, condition (a) holds for \( d \in D \), since it was true for \( f(d) \in B \) in \( \mathcal{A} \).

Secondly, by construction, \( \beta[\mathcal{A}+B] = \beta[\mathcal{A}] \), hence condition (c) also holds.

So, it remains to show condition (d), i.e. that \( T \) is transitive in \( \mathcal{A}+B \). By construction, \( T \) is transitive in \( \mathcal{A}+B \mid A \) and in \( \mathcal{A}+B \mid (A+\mathcal{B} \setminus B) \). We have three cases: \( B_1 \sim \mathcal{A} B, B_1 < \mathcal{A} B \) or \( B_1 > \mathcal{A} B \).

**Case 1.** \( B_1 \sim \mathcal{A} B \).

Then, by (4), \( D \sim \mathcal{A}+B B \), and as \( T \) is transitive in \( \mathcal{A}+B \mid A \) and in \( \mathcal{A}+B \mid (A+\mathcal{B} \setminus B) \), \( T \) is also transitive in \( \mathcal{A}+B \).

**Case 2.** \( B_1 < \mathcal{A} B \) (see Figure 2).

![Figure 2](image_url)

**Figure 2.** Case 2 of Claim 3.11 Arrows depict ordering on cliques: single arrows depict the situation in \( \mathcal{A} \) (\( B_1 < \mathcal{A} B \)); double arrows depict the ordering obtained after transferring connection types from \( \mathcal{A} \) to \( \mathcal{A}+B \) \((D < \mathcal{A}+B \) and \( B_1 < \mathcal{A}+B D \)). The element \( a \in A+\mathcal{B} \) has its \( \gamma_i \)-witnesses, \( f^{-1}(b) \), in \( D \) as before in \( B \) (dashed lines). A dotted line indicates that the respective connection type is arbitrary. In case when \( X < \mathcal{A}+B D \) we had also that \( X < \mathcal{A} B \) and then \( X < \mathcal{A} B \) is a partial order.

By (4), \( D < \mathcal{A}+B B \). To show that \( T \) is transitive in \( \mathcal{A}+B \) we show that \( < \mathcal{A}+B \) is a partial order on the set of cliques in \( \mathcal{A}+B \) (cf. Lemma 2.5). It suffices to consider the following three subcases with \( X \in \mathcal{C}[\mathcal{A}+B], X \neq B, X \neq D \).

- **Case 3.** \( D < \mathcal{A}+B D \). Then, by (5), \( X < \mathcal{A}+B B \) as required.
- **Case 4.** \( D < \mathcal{A}+B X \) and \( X < \mathcal{A}+B B \).
   This is impossible, since by (5) \( D < \mathcal{A}+B X \) implies \( B < \mathcal{A}+B X \).
- **Case 5.** \( D < \mathcal{A}+B B \) and \( B < \mathcal{A}+B X \).
   Again by (5), \( D < \mathcal{A}+B X \), as desired.
So, $T$ is transitive in $\mathfrak{A}_{+,B}$.

**Case 3.** $B<_{\mathfrak{A}}B_1$. This case is symmetric to the previous one. □

**Proof of Lemma 3.8** Assume $\mathfrak{A} \models \Psi$, $\gamma_i \in \Psi$, $a \in A$ and $W_i(a) \notin K(\mathfrak{A})$. Then there exists $B \in Cl^W$, $B \notin K(\mathfrak{A})$ such that $W_i(a) \cap B \neq \emptyset$. Let $B_1 \in Cl^W$, $B_1 \neq B$ and $sp^W(B_1) = sp^W(B)$ (the set $B_1$ exists since $B \notin K(\mathfrak{A})$). Define $\mathfrak{A}(0) = \mathfrak{A}$ and $\mathfrak{A}(j+1) = \mathfrak{A}^{+B}$. Finally let

$$\mathfrak{A}_{(\infty,\gamma_i,a)} = \bigcup_{j=0}^{\infty} \mathfrak{A}^{+B}.$$  

By Claim 3.11 obviously $\mathfrak{A}_{(\infty,\gamma_i,a)} \models \Psi$. Iterate the above procedure for every $a \in A$ and $\gamma_i \in \Psi$. □

### 3.3. Duplicability

The key technical lemma of the paper is Corollary 3.13 below. It says that when several elements $a_1, a_2, \ldots, a_p$ of a model $\mathfrak{A}$ have $\gamma$-witnesses in several distinguished cliques that realize the same splice, one can extend $\mathfrak{A}$ by a single clique $D$ (realizing the same splice) in which all of $a_1, a_2, \ldots, a_p$ have their $\gamma$-witnesses. In the proof we essentially employ the property of simple duplicability given above in Claim 3.11.

We start with Claim 3.12 below, where we have the following situation. Cliques $C$ and $C_i$ realize the same splice, similarly cliques $B$ and $B_1$ realize the same splice, $B \neq B_1$. There are elements of the clique $C$ (and $C_i$) which have their $\gamma_i$-witnesses in the clique $B$ (and $B_1$, respectively). But it is possible that there are elements of $C_1$ which have no $\gamma_i$-witnesses in $B$ (or elements of $C$ that have no $\gamma_i$-witnesses in $B_1$). We show that one can extend the model $\mathfrak{A}$ by a clique $D$, a copy of $B$, as in Claim 3.11, but additionally in such a way, that not only elements of $A \setminus B$ (in particular elements of $C$), have their $\gamma_i$-witnesses in $D$ (as before in $B$), but also elements of $C_1$ (which had their $\gamma_i$-witnesses in $B_1 \setminus B$ before) will have their $\gamma_i$-witnesses in $D$. The cost we pay is in condition (ii): for every $a \in E \cup C$ (for any finite subset $E$ of the universe), while in Claim 3.11 we had: for every $a \in A \setminus B$, but this compromise is sufficient for our purposes and makes proofs easier.

Below, for distinct cliques $C$ and $C_1$ we employ the following abbreviation:

- $C \preceq_\mathfrak{A} C_1$ if $C \prec_\mathfrak{A} C_1$ or $C \sim_\mathfrak{A} C_1$.

Let us emphasize that the requirement $C \preceq_\mathfrak{A} C_1$ in the statement of Claim 3.12 is important, since the role of $C$ and $C_1$ is not fully symmetric (cf. conditions (ii) and (iii)).

**Claim 3.12.** Assume $\mathfrak{A} \models \Psi$ is countable witness-saturated and $\gamma_i \in \Psi$. Let $B, B_1, C, C_1 \in Cl^W$, $B_1 \neq B$, $sp^W(B_1) = sp^W(B)$, $sp^W(C_1) = sp^W(C)$ and $C \preceq_\mathfrak{A} C_1$. Additionally, assume $C \notin K(\mathfrak{A})$, $W_i(C) \cap B \neq \emptyset$ and $W_i(C_1) \cap B_1 \neq \emptyset$. Let $E$ be a finite subset of $A$. Then, there exists an extension $\mathfrak{A}_1$ of $\mathfrak{A}$ by a clique $D$ such that

(i) $\mathfrak{A}_1 \models \Psi$ and $\mathfrak{A}_1$ is witness-saturated,
Proof. Let $\mathfrak{A}$, $C$, $B$, $B_1$, $E$ be as given above, and $\gamma_i = \forall x \exists y \psi^d_i(x,y)$ with $d_i \in \{\rightarrow, \iota\}$ (recall, incomparable witnesses in $\mathrm{FO}^2_{\neg tw}$ are not allowed).

Since $sp(B) = sp(B_1)$ and $B \neq B_1$, we have $B \not\equiv \mathfrak{A}$ and $B_1 \not\equiv \mathfrak{A}$. Note that the form of $\gamma_i$ implies that it is never possible that $C \sim_\mathfrak{A} B$ or $C_1 \sim_\mathfrak{A} B_1$.

Before we proceed with the proof let us discuss the goal in more detail. Claim 3.11 allows one to extend a given model for $\Psi$ by a copy of a clique that has a non-unique splice, and this is what we also want to do in this claim; however, we need to work more.

Consider $\mathfrak{A}+B$ – the extension of $\mathfrak{A}$ as given in Definition 3.10. Then, by Claim 3.11, the following holds:

1. $\mathfrak{A}+B \models \Psi$,
2. for every $a \in A \setminus B$ we have:
   
   \begin{align*}
   &\text{if } W^\mathfrak{A}_i(a) \cap B \neq \emptyset \text{ then } W^\mathfrak{A}_i(a) \cap D \neq \emptyset, \\
   &\text{if } W^\mathfrak{A}_i(a) \cap B_1 \neq \emptyset \text{ then } W^\mathfrak{A}_i(a) \cap D_1 \neq \emptyset, \\
   &sp^\mathfrak{A}(D) = sp^\mathfrak{A}(B) = sp^\mathfrak{A}(B).
   \end{align*}

If $\mathfrak{A}$ is witness-saturated then also $\mathfrak{A}+B$ is witness-saturated. Hence, condition (1) implies (i) of our claim, and condition (2) implies (ii) for any $E \subseteq A$, and condition (3) implies (iv) of our claim. However, condition (iii) is not ensured: by construction, the connection type $\langle D, C_1 \rangle$ in $\mathfrak{A}+B$ is transferred from the connection type $\langle B, C_1 \rangle$ in $\mathfrak{A}$, and it is not guaranteed that elements of $C_1$ had their $\gamma_i$-witnesses in $B$; it is possible even that $C_1 \sim_\mathfrak{A} B_1$.

A similar problem appears when we extend $\mathfrak{A}$ by adding a simple duplicate of $B_1$. Namely, let $\mathfrak{A}+B_1$ be the (witness-saturated) extension of $\mathfrak{A}$ given by Definition 3.10 where $\langle D, B_1 \rangle_{\mathfrak{A}+B_1} := f_{i, id} \langle B, B_1 \rangle_{\mathfrak{A}}$ and $\langle D, A \setminus B_1 \rangle_{\mathfrak{A}+B_1} := f_{i, id} \langle B_1, A \setminus B_1 \rangle_{\mathfrak{A}}$. Again, condition (ii) of our claim is not ensured in $\mathfrak{A}+B_1$, as $\langle D, C \rangle_{\mathfrak{A}+B_1} = f_{i, id} \langle B_1, C \rangle_{\mathfrak{A}}$, and it is not guaranteed that elements of $C$ had their $\gamma_i$-witnesses in $B_1$.

To prove our claim we need a compromise between the two approaches described above. In particular, we restrict $E$ to finite subsets of $A$ as this is sufficient for our future purposes and yields a simpler proof. In the proof we consider several formal cases depending of the order-relationships between the cliques $C$, $C_1$, $B$ and $B_1$, as systematically listed below. Since elements of $C$ and $C_1$ have their $\gamma_i$-witnesses in, respectively, $B$ and $B_1$, in each case the relationship between $C$ and $B$ implies the same relationship between $C_1$ and $B_1$.

Case 1. $C = C_1$ and
   
   1.1. $C < B$ or
   1.2. $B < C$.

Case 2. $C < C_1$ and $C < B$ and
   
   2.1. $C_1 < B$ or
   2.2. $B < C_1$ or
2.3. $C_1 \sim B$. 

Case 3. $C < C_1$ and $B < C$. 

Case 4. $C \sim C_1$ and $C < B$.
   4.1. $C_1 < B$ or
   4.2. $C < B_1$ or
   4.3. $C \sim B$ and $C \sim B_1$.

Case 5. $C \sim C_1$ and $B < C$
   5.1. $B < C_1$ or
   5.2. $B_1 < C$ or
   5.3. $C_1 \sim B$ and $C \sim B_1$.

No other cases are possible, for example in Case 4 we do not have a subcase with $B < C_1$, as this by transitivity would imply $C_1 < C$.

In most cases we start with $\mathfrak{A}_+B$ and modify the structure to obtain $\mathfrak{A}_1$ in which elements of $C_1$ will have their $\gamma_i$-witnesses also in $D$. In some cases it is more convenient to start from $\mathfrak{A}_+B_1$ and then modify the structure to obtain $\mathfrak{A}_1$ in which elements of $C \cup E$ will have their $\gamma_i$-witnesses also in $D$. Next steps depend on the particular case and are labelled by the case (subcase) number. Note that condition (5) of Claim 3.11 ensures that in $\mathfrak{A}_+B$ the relationship between $C$ and the cliques $B$ and $D$ is also determined by $\gamma_i$. Namely we have:

(*) if $d_i = \rightarrow$, then $C < B$, $C_1 < B_1$ and $C < D$; and if $d_i = \leftarrow$, then $B < C$, $B_1 < C_1$ and $D < C$.

Let us start with the easiest Subcase 1.1.

**Subcase 1.1.** $C = C_1$ and $C < \mathfrak{A}_+B$ (see Figure 3).
To satisfy condition (iii), we modify the connection type $\langle C, D \rangle_{\mathfrak{A}_+B}$ as follows (recall $f : D \mapsto B$ and $f_1 : D \mapsto B_1$ are isomorphisms of cliques given by Definition 3.10).

\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{fig3.png}
\caption{Subcase 1.1 in the proof of Claim 3.12: $C = C_1$, $C < B$ and $D$ is a fresh copy of the clique $B$ given by Claim 3.11. Single arrows depict types from the model $\mathfrak{A}$: $C <_{\mathfrak{A}_+B} B$, and $C <_{\mathfrak{A}_+B} B_1$. Double arrow depicts the ordering obtained after transferring connection types from $\mathfrak{A}$ to $\mathfrak{A}_+B$: $C <_{\mathfrak{A}_+B} D$. Dashed arrows are to show that corresponding pairs of elements realize the same 2-type: $tp^{\mathfrak{A}_+B} [c, d]$ is replaced by $tp^{\mathfrak{A}_+B} [c, f_1(d)]$ in Step 1.1 to obtain $\mathfrak{A}_1$.}
\end{figure}

**Step 1.1.** For every $c \in C$, for every $d \in D$, if $f_1(d) \in W^\mathfrak{A}_i(c)$, then
replace \( tp^{A+B}[c, d] \) by \( tp^{A+B}[c, f_1(d)] \).

In Step 1.1, every element \( c \in C \) that has a \( \gamma_i \)-witness in \( B_1 \) (in the model \( \mathbb{A}_{A+B} \)) is attributed a \( \gamma_i \)-witness in \( D \). Note that \( tp^{A+B}[f_1(d)] = tp^{A+B}[d] = tp^A[f(d)], c<_{A+B} d, \) and \( c<_{A+B} f_1(d) \), so no incompatibility occurs. Moreover, since only types of \( \beta^+ \) are changed and they are replaced by types of \( \beta^+ \), after the modification \( T \) remains transitive in \( \mathbb{A}_1 \).

Additionally, since no type \( tp^{A+B}[c, a] \) with \( c \in C, a \in A_{A+B} \) is changed, no witness for \( a \) is stolen from \( C \). The same is true for elements of \( D \): after performing Step 1.1 every element \( d \in D \) has a \( \gamma_j \)-witness, for \( j = 1, 2, \ldots, m \). This is because \( \mathbb{A}_{A+B} \) is witness-saturated, so when \( tp^{A+B}[c, d] \) was replaced by \( tp^A[c, f_1(d)] \) and an element \( c \in C \) was a \( \gamma_j \)-witness for \( d \) in the model \( \mathbb{A}_{A+B} \), then \( d \) had another \( \gamma_j \)-witness in \( A_{A+B} \) (in fact infinitely many such witnesses as cliques are finite).

Observe that Subcase 1.2 is symmetric to 1.1. The only difference is in the order-relationship between the cliques \( C \) and \( D \) (certainly also between \( C_1 \) and \( B_1 \)).

Before proving Subcase 1.1 we have listed systematically twelve (sub)cases that should be considered. The remaining ten (sub)cases can be organised into three groups denoted \( \mathbf{A}, \mathbf{B} \) and \( \mathbf{C} \). The proofs for all cases from the same group proceed in the same way. Each group is described by a condition defining a certain order-relationship between the cliques under consideration.

A. Cliqucs \( C \) and \( C_1 \) are in the same order-relationship with \( B \).

This group consists of four subcases (cf. Figure 4). The construction in each case starts from \( \mathbb{A}_{A+B} \) and then the connection type \( (C_1, D)_{A+B} \) is modified in order to provide \( \gamma_i \)-witnesses for elements from \( C_1 \) in the newly added clique \( D \). Below we describe the construction in detail for Subcase 2.1. The argument for remaining cases from this group is similar.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Cases from group A in the proof of Claim 3.22. Cliqucs \( C \) and \( C_1 \) are in the same order-relationship with \( B \). Arrows depict the order-relationship between cliques, snake lines connect incomparable cliques.}
\end{figure}

Subcase 2.1. \( C<_{A+B} C_1, \) \( C<_{A+B} B, \) \( C_1<_{A+B} B \) (see Figure 5).

In this case by (*) we also have \( C_1<_{A+B} B_1 \) and so, by transitivity, \( C<_{A+B} B_1 \) and, by (*) we have \( C_1<_{A} B_1 \). To obtain the model \( \mathbb{A}_1 \) we modify the connection type \( (C_1, D)_{A+B} \) as follows.

Step 2.1. For every \( c_1 \in C_1 \), for every \( d \in D \), if \( f_1(d) \in W^\mathbb{A}_1(c_1) \), then replace \( tp^{A+B}[c_1, d] \) by \( tp^{A+B}[c_1, f_1(d)] \).
In Step 2.1, every element $c_1 \in C_1$ that has a $\gamma_i$-witness in $B_1$ (in the model $\mathfrak{A} + B_1$) is attributed a $\gamma_i$-witness in $D$. Note that $tp^{\mathfrak{A} + B}[f_1(d)] = tp^{\mathfrak{A} + B}[c, d]$ and $c_1 <_{\mathfrak{A} + B} f_1(d)$, so no incompatibility occurs. Moreover, since only types of $\beta^+$ are changed and they are replaced by types of $\beta^+$, after the modification $T$ remains transitive in $\mathfrak{A}_1$.

Additionally, since no type $tp^{\mathfrak{A} + B}[c, a]$ with $c_1 \in C_1$, $a \in A + B \setminus D$ is changed, no witness for $a$ is stolen from $C_1$. The same is true for elements of $D$: after performing Step 2.1 every element $d \in D$ has a $\gamma_j$-witness, for $j = 1, 2, \ldots, m$, as before in $\mathfrak{A} + B$. This is because $\mathfrak{A} + B$ is witness-saturated, so when $tp^{\mathfrak{A} + B}[c, d]$ was replaced by $tp^{\mathfrak{A} + B}[c, f_1(d)]$ and an element $c \in C$ was a $\gamma_j$-witness for $d$ in $\mathfrak{A} + B$, then another $\gamma_j$-witness can be found in $A + B$ (in fact infinitely many witnesses as cliques are of finite size).

**B. Cliques $C$ and $C_1$ are in the same order-relationship with $B_1$.**

In this group we consider only cases that do not belong to group $A$, i.e. we have also four subcases (cf. Figure 6). The construction in each case from this group starts from $\mathfrak{A} + B_1$, that is then modified in order to provide $\gamma_i$-witnesses for all elements from $C \cup E$ in the newly added clique $D$. We describe the construction in detail for Subcase 2.2. The argument for remaining cases from this group is similar.

---

**Figure 5.** Subcase 2.1 in the proof of Claim 3.12. $C <_{\mathfrak{A} + B} C_1$, $C <_{\mathfrak{A} + B} B_1$, $C_1 <_{\mathfrak{A} + B} B$ (depicted by single arrows) and $D$ is a fresh copy of the clique $B$ given by Claim 3.11. Double arrow depicts the ordering obtained after transferring connection types from $\mathfrak{A}$ to $\mathfrak{A} + B$: $C_1 <_{\mathfrak{A} + B} D$. Dashed arrows indicate that corresponding pairs of elements realize the same 2-type: $tp^{\mathfrak{A} + B}[c, d]$ is replaced by $tp^{\mathfrak{A} + B}[c, f_1(d)]$ in Step 2.1 to obtain $\mathfrak{A}_1$.

**Figure 6.** Cases from group $B$ in the proof of Claim 3.12. Cliques $C$ and $C_1$ are in the same order-relationship with $B_1$.
SUBCASE 2.2. $C <_\alpha C_1$, $C <_\alpha B$ and $B <_\alpha C_1$ (see Figure 7).

Unlike other cases, we start from the structure $\mathfrak{A} +_B$, defined by adding $D$ as a copy of $B_1$, so (recall) $\langle D, B_1 \rangle_{\mathfrak{A} +_B} \equiv f, id \langle B_1, \mathfrak{A} \rangle$ and $\langle D, A \setminus B_1 \rangle_{\mathfrak{A} +_B} \equiv f_1, id \langle B_1, A \setminus B_1 \rangle_{\mathfrak{A}}$.

In this case (similarly to subcase 2.1.) we have

- $B <_\mathfrak{A} B_1$,
- $C <_\mathfrak{A} B_1$,
- $C <_\mathfrak{A} +_B D$, $B <_\mathfrak{A} +_B D$ and $C_1 <_\mathfrak{A} +_B D$,
- $D <_\mathfrak{A} +_B B_1$,
- $\langle C, D \rangle_{\mathfrak{A} +_B} \equiv id, f_1 \langle B_1, \mathfrak{A} \rangle$.

We modify $\mathfrak{A} +_B$ to obtain a structure $\mathfrak{A}_1$ in which elements of $C \cup E$ will have their $\gamma_i$-witnesses also in $D$. This is done in two steps. First we modify the connection type $\langle C, D \rangle_{\mathfrak{A} +_B}$ to ensure required witnesses for elements in $C$ as follows.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure7}
\caption{Subcase 2.2 in the proof of Claim 3.12. $C <_\mathfrak{A} C_1$, $C <_\mathfrak{A} B$, $B <_\mathfrak{A} C_1$ and $D$ is a fresh copy of the clique $B_1$ given by Claim 3.11. Then $C <_\mathfrak{A} +_B D$, $B <_\mathfrak{A} +_B D$, $C_1 <_\mathfrak{A} +_B D$, $D <_\mathfrak{A} +_B B_1$ and $\langle C, D \rangle_{\mathfrak{A} +_B} \equiv id, f_1 \langle B_1, \mathfrak{A} \rangle$. Single arrows depict types in $\mathfrak{A}_1$ that remain as in $\mathfrak{A} +_B$. The connection type $\langle C, D \rangle_{\mathfrak{A} +_B}$ will be transferred from $\langle C, B \rangle_{\mathfrak{A} +_B}$ in Step 2.2.a (this is depicted by a double arrow). If $f(d)$ is a $\gamma_i$-witness of $e \in E$ then in $\mathfrak{A}_1$ the type $tp^{\mathfrak{A} +_B} [e, d]$ is replaced by $tp^{\mathfrak{A} +_B} [e, f(d)]$ in Step 2.2.b (for every $e \in E$, depicted by dashed and double arrows, respectively).}
\end{figure}

Step 2.2.a. Define $\langle C, D \rangle_{\mathfrak{A}_1} := id, f \langle C, B \rangle_{\mathfrak{A} +_B}$.

Note that since $D$ is a copy of $B_1$ which is isomorphic to $B$, after the modification of $tp^{\mathfrak{A}_1} [C, D]$ no incompatibility occurs. Additionally, we have ensured that every element of $C$ that has a $\gamma_i$-witness in $B$ is attributed a $\gamma_i$-witness in $D$, thus ensuring condition (ii) for $C$ of our Claim:

for every $a \in C$: if $W_i^{\mathfrak{A}_1} (a) \cap B \neq \emptyset$ then $W_i^{\mathfrak{A}_1} (a) \cap D \neq \emptyset$.

Also, since only a finite number of 2-types are changed and $\mathfrak{A} +_B$ is witness-saturated, every element of $C \cup D$ has its witness somewhere outside $C \cup D$, as it had before.
It remains to guarantee that every element \( e \in E \) has its \( \gamma_i \)-witness in \( D \) in case when it had a \( \gamma_i \)-witness in \( B \). This is done by a modification of the connection type \((E,B)\mathfrak{a}_{+B_1}\) as follows.

**Step 2.2.b.** For every \( e \in E \), for every \( d \in D \), if \( f(d) \in W_i\mathfrak{a}^A_i(e) \), then replace \( tp\mathfrak{a}^{+B_1}_{i}[e,d] \) by \( tp\mathfrak{a}^{+B_1}_{i}[e,f(d)] \).

After performing Step 2.2.b we have ensured that condition \((ii)\) of our Claim holds for \( E \). Let us note that if \( e \in E \) and \( W_i\mathfrak{a}^A_i(e) \cap B \neq \emptyset \) then \( e<\mathfrak{a}_{+B_1}B_1 \) and so by construction we have also \( e<\mathfrak{a}_{+B_1}D \) (cf. condition \((5)\) of Claim 3.11). So, in the above step no incompatibility occurs. Moreover, observe that only a finite number of 2-types are changed in Step 2.2.b, so even if an element \( d \in D \) lost a witness in \( E \), \( d \) still has another witness outside \( E \) (since \( \mathfrak{a}_{+B_1} \) was witness-saturated). Hence, the structure obtained satisfies all conditions of our claim.

**C. Remaining cases.**

Here we have two subcases: 4.3 and 5.3 (cf. Figure 8) that again can be handled in the same way. The construction proceeds by modifying the structure \( \mathfrak{a}_{+B} \). In these two cases the modification attributing required witnesses for elements from \( C_1 \) replaces some 2-types from \( \beta^- \) by 2-types from \( \beta^+ \). Hence an additional step is needed to ensure that the interpretation of \( T \) is transitive in the newly constructed structure. We give the details for Subcase 4.3, the argument for Subcase 5.3 is symmetric.

**Figure 8.** Case C in the proof of Claim 3.12 consists of two subcases: 4.3 and 5.3.

**Subcase 4.3.** \( C\sim\mathfrak{a}_{+B}C_1, C<\mathfrak{a}_{+B}B, C_1\sim\mathfrak{a}_{+B}B \) and \( C\sim\mathfrak{a}_{+B}B_1 \) (cf. Figure 8).

In this case (recalling our notation \( X \preccurlyeq Y \) if \( X < Y \) or \( X \sim Y \)) we have

a. \( B\sim\mathfrak{a}_{+B}B_1 \), (otherwise, if \( B_1<\mathfrak{a}_{+B}B \), then by transitivity \( C_1<\mathfrak{a}_{+B}B \); a contradiction with \( C_1\sim\mathfrak{a}_{+B}B_1 \), the same if \( B<\mathfrak{a}_{+B}B_1 \)),

b. \( C_1\sim\mathfrak{a}_{+B}D \) (by \((5)\) in Claim 3.11),

c. \( C<\mathfrak{a}_{+B}D \), by (*)

d. \( B\sim\mathfrak{a}_{+B}D \), by construction.

Moreover, if \( V \) and \( V_1 \) are cliques in \( \mathfrak{a}_{+B} \) such that \( D<\mathfrak{a}_{+B}V \) and \( V_1<\mathfrak{a}_{+B}C_1 \) then we have also:

e. \( C<\mathfrak{a}_{+B}V \) (since by c. \( C<\mathfrak{a}_{+B}D \)),

f. \( V_1\preccurlyeq\mathfrak{a}_{+B}B \) (otherwise, if \( B<\mathfrak{a}_{+B}V_1 \) then by transitivity we have \( B<\mathfrak{a}_{+B}C_1 \), a contradiction with \( C_1\sim\mathfrak{a}_{+B}B \)).
g. $C_1 \lesssim_{\mathfrak{A}+B} V$ (otherwise $D \lesssim_{\mathfrak{A}+B} V \lesssim_{\mathfrak{A}+B} C_1$, a contradiction with [5]),

h. $V_1 \lesssim_{\mathfrak{A}+B} D$ (by construction of $\mathfrak{A}+B$ and by [4]),

i. $V_1 \lesssim_{\mathfrak{A}+B} V$ (otherwise, if $V \lesssim_{\mathfrak{A}+B} V_1$, then by transitivity we get $D \lesssim_{\mathfrak{A}+B} V_1$; a contradiction with [4]).

\begin{figure}[h]
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\includegraphics[width=0.8\textwidth]{figure9}
\caption{Subcase 4.3 in the proof of Claim 3.12: $C \sim_{\mathfrak{A}+B} C_1$, $C \lesssim_{\mathfrak{A}+B} B$, $C \sim_{\mathfrak{A}+B} B_1$ and $D$ is a fresh copy of the clique $B$ given by Claim 3.11 so $C_1 \sim_{\mathfrak{A}+B} D$. The cliques $V$ and $V_1$ satisfy $D \lesssim_{\mathfrak{A}+B} V$ and $V_1 \lesssim_{\mathfrak{A}+B} C_1$. Single arrows depict types from $\mathfrak{B}^+$ that will remain in $\mathfrak{A}_1$ as in $\mathfrak{A}+B$. Dotted arrows mean that the according types are in $\mathfrak{B}^- \cup \mathfrak{B}^+$ (i.e. $V_1 \lesssim_{\mathfrak{A}+B} B$, $C \lesssim_{\mathfrak{A}+B} V$, and so on). Snake lines connect incomparable cliques. The connection type $\langle C_1, D \rangle_{\mathfrak{A}_1}$ will be transferred from $\langle C_1, B_1 \rangle_{\mathfrak{A}+B}$ in Step 4.3.a.}
\end{figure}

To ensure that elements of $C_1$ have their $\gamma_i$-witnesses in $D$ as they had them in $B_1$ we start by modifying the connection type $\langle C_1, D \rangle_{\mathfrak{A}+B}$ by transferring the connection type from $\langle C_1, B_1 \rangle_{\mathfrak{A}+B}$ as follows.

\textbf{Step 4.3.a.} Define $\langle C_1, D \rangle_{\mathfrak{A}_1} := \text{id, } f_1 \langle C_1, B_1 \rangle_{\mathfrak{A}+B}$ (see Figure 9).

Note that since $D$ is a copy of $B$ which is isomorphic to $B_1$, the above modification of $\langle C_1, D \rangle_{\mathfrak{A}+B}$ is well defined. Additionally we have ensured that every element of $C_1$ has its $\gamma_i$-witness in $D$ as before in $B_1$ (thus ensuring condition (iii) of Claim 3.12). Also, since only $\mathfrak{B}^-$-types are changed, no witness is stolen. However, since $C_1 \sim_{\mathfrak{A}+B} D$ and after Step 4.3.a, $C_1 \lesssim_{\mathfrak{A}_1} D$, it is not guaranteed that $T$ is transitive in $\mathfrak{A}_1$. To make $T$ transitive in $\mathfrak{A}_1$ we extend (in a minimal way) the partial order on the set of cliques in $\mathfrak{A}+B$ so that it contains the pair $(C_1, D)$, as described in Proposition 3.1. More precisely, the goal of the next step is to ensure that

for every clique $V$ such that $D \lesssim_{\mathfrak{A}+B} V$ or $V = D$, and for every clique $V_1$ such that $V_1 \lesssim_{\mathfrak{A}+B} C_1$ or $V_1 = C_1$

we will have $V_1 \lesssim_{\mathfrak{A}_1} V$ (see Figure 10).

\textbf{Step 4.3.b.} For every clique $V$ such that $D \lesssim_{\mathfrak{A}+B} V$ (see Figure 10)
Observe that if \((C_1, V) \leq_{\mathfrak{A}_1} \mathfrak{A}_1\), then \((C_1, V) \mathfrak{A}_1 := f_{C, id} \langle C, V \rangle \mathfrak{A}_{+, B}\), where \(f_C\) is any isomorphism from \(C_1\) to \(C\).

(1) If \(-(C_1, V) \leq_{\mathfrak{A}_{+, B}} V\), then \((C_1, V) \leq_{\mathfrak{A}_{+, B}} C_1\).

(a) If \(-(V_1, D) \leq_{\mathfrak{A}_{+, B}} D\) then for every \(v_1 \in V_1\), find \(v'_1 \in A_{+, B}\) such that \(v'_1 \leq_{\mathfrak{A}_{+, B}} C\) and \(tp^{\mathfrak{A}_{+, B}}[v'_1] = tp^{\mathfrak{A}_{+, B}}[v_1]\), for every \(d \in D\) define \(tp^{\mathfrak{A}_{+, B}}[v_1, d]\) as \(tp^{\mathfrak{A}_{+, B}}[v'_1, d] \in \mathcal{B}^{-}\).

(b) If \(-(V_1, V) \leq_{\mathfrak{A}_{+, B}} V\) then for every \(v_1 \in V_1\), find \(v'_1 \in A_{+, B}\) such that \(v'_1 \leq_{\mathfrak{A}_{+, B}} C\) and \(tp^{\mathfrak{A}_{+, B}}[v'_1] = tp^{\mathfrak{A}_{+, B}}[v_1]\), for every \(v \in V\) define \(tp^{\mathfrak{A}_{+, B}}[v_1, v]\) as \(tp^{\mathfrak{A}_{+, B}}[v'_1, v] \in \mathcal{B}^{-}\).

Observe that if \(-(C_1, \leq_{\mathfrak{A}_{+, B}} V)\) then \(\langle \mathbb{R}_1, V \rangle \sim_{\mathfrak{A}_{+, B} C_1}\) and by \(\mathfrak{A}_1, \leq_{\mathfrak{A}_{+, B}} V\). This implies that after performing line (1) in Step 4.3.b, \(C_1 \leq_{\mathfrak{A}_1} V\) as desired.

Now, we argue that the required elements \(v'_1\) in lines (a) and (b) can always be found. Recall that it is assumed \(sp^{\mathfrak{A}_{+, B}}(C_1) = sp^{\mathfrak{A}_{+, B}}(C)\) that in particular implies \(\mathbb{R}^{\mathfrak{A}_{+, B}}(C) = \mathbb{R}^{\mathfrak{A}_{+, B}}(C)\). Now, \(v_1 \in V_1\) implies \(tp^{\mathfrak{A}_{+, B}}[v_1] \in \mathbb{R}^{\mathfrak{A}_{+, B}}(C_1)\). Hence, the required \(v'_1\) in line (a) can be found in some clique \(V'_1 \leq_{\mathfrak{A}_{+, B}} C\). Then by \(\mathfrak{A}_1\) we have also \(V'_1 \leq_{\mathfrak{A}_{+, B}} D\), so \(v'_1 \leq_{\mathfrak{A}_{+, B}} D\) (also \(v'_1 \leq_{\mathfrak{A}_1} V\)) and each of the types \(tp^{\mathfrak{A}_{+, B}}[v'_1, d]\) belongs to \(\mathcal{B}^{-}\), as indicated. Similar argument applies to line (b).

Since \(T\) was transitive in \(\mathfrak{A}_{+, B}\), then after performing the above step, the relation \(\leq_{\mathfrak{A}_1}\) is a strict partial order on the set of cliques of \(\mathfrak{A}_1\), and by Proposition 2.5, \(T\) is transitive in \(\mathfrak{A}_1\).

Finally, observe that in \(\mathfrak{A}_{+, B}\) only types from \(\mathcal{B}^{-}\) were modified (cf. \(\mathfrak{A}_1\)), so all elements of \(\mathfrak{A}_1\) have their witnesses as before in \(\mathfrak{A}_{+, B}\) (recall, incomparable witnesses in \(\text{FO}^2_{T:tw}\) are not allowed). Moreover, whenever we replaced
a 2-type $\beta \in \beta^-$, realized by some pair $(a, b)$, by a 2-type $\beta' \in \beta^-$, then $\beta$ and $\beta'$ agreed with the 1-types contained, namely $\beta \restriction x = \beta' \restriction x$ and $\beta \restriction y = \beta' \restriction y$, so the construction preserved cliques and witnesses within cliques. All modified 2-types were replaced by 2-types realized in $\mathfrak{A}_{+B}$, so we have ensured that the structure $\mathfrak{A}_1$ fulfills conditions (a)-(d) of Proposition 2.4 i.e. $\mathfrak{A}_1 \models \Psi$. Finally, $sp^{\mathfrak{A}_1}(D) = sp^{\mathfrak{A}_1}(B) = sp^{\mathfrak{A}_{+B}}(B)$, as in line (a) every 1-type $tp^{\mathfrak{A}_{+B}}[v_1] \in In^{\mathfrak{A}_{+B}}(C_1) \subseteq In^{\mathfrak{A}_{+B}}(B_1) = In^{\mathfrak{A}_{+B}}(B)$, so $In^{\mathfrak{A}_1}(D) = In^{\mathfrak{A}_{+B}}(B)$.

Now we are ready to show the announced Corollary 3.13. It says that when several elements $a_1, a_2, \ldots, a_p$ of a model $\mathfrak{A}$ have $\gamma_i$-witnesses in several distinguished cliques that realize the same splice, one can extend $\mathfrak{A}$ by a single clique $D$ (realizing the same splice) in which $a_1, a_2, \ldots, a_p$ have their $\gamma_i$-witnesses. In the proof we iteratively apply Claim 3.12 for the cliques $C = Cl^{\mathfrak{A}}(a_1)$ and $C_1 = Cl^{\mathfrak{A}}(a_i)$, where $i = 2, \ldots, p$.

**Corollary 3.13.** Assume $\mathfrak{A}$ is countable witness-saturated, $\gamma_i \in \Psi$, $C = \{V_1, \ldots, V_P\}, B = \{U_1, \ldots, U_P\} \subseteq Cl^{\mathfrak{A}} \setminus \mathbb{K}(\mathfrak{A})$ and for every $k$ $(1 \leq k \leq p)$:

$sp(U_1) = sp(U_k), sp(V_1) = sp(V_k)$ and

there is a $a \in V_k$ such that $W_i(a) \cap U_k \neq \emptyset$.

Then, there is an extension $\mathfrak{A}'$ of $\mathfrak{A}$ by at most one clique $D \subseteq A'$ such that

(i) $\mathfrak{A}' \models \Psi$ and $\mathfrak{A}'$ is witness-saturated,

(ii) for every $k$ $(1 \leq k \leq p)$, for every $a \in V_k$, if $W_i^\mathfrak{A}(a) \cap U_k \neq \emptyset$, then $W_i^\mathfrak{A'}(a) \cap D \neq \emptyset$,

(iii) $sp^{\mathfrak{A}'}(D) = sp^\mathfrak{A}(U_1)$.

**Proof.** Iteratively applying Claim 3.12 we construct a sequence of cliques, $D^{(1)}, D^{(2)}, \ldots, D^{(p)}$ and a sequence of models $\mathfrak{A}^{(1)}, \mathfrak{A}^{(2)}, \ldots, \mathfrak{A}^{(p)}$ such that $\mathfrak{A}^{(k)} = \mathfrak{A}^{(k-1)}_{+1}$ (cf. Claim 3.12) and all the elements of the cliques $V_1, \ldots, V_k$ have their $\gamma_i$-witnesses in the clique $D^{(k)}$, $k = 1, \ldots, p$. The statement of the corollary is obtained by setting $\mathfrak{A}' := \mathfrak{A}^{(p)}$ and $D := D^{(p)}$.

The interesting case is when $p > 2$. W.l.o.g. assume that the clique $V_1$ is a minimal element in $C$ under the clique-order on $\mathfrak{A}$ and set $C := V_1$. The desired model $\mathfrak{A}'$ will be constructed in $p$ steps.

**Step 1.** Define $D^{(1)} = U_1$ and $\mathfrak{A}^{(1)} = \mathfrak{A}$.

Trivially, for every $a \in V_1$, if $W_i^\mathfrak{A}(a) \cap U_1 \neq \emptyset$ then $W_i^\mathfrak{A}^{(1)}(a) \cap D^{(1)} \neq \emptyset$ and $sp^{\mathfrak{A}^{(1)}}(D^{(1)}) = sp^\mathfrak{A}(U_1)$.

In the next steps, using Claim 3.12 we will construct a sequence of models $\mathfrak{A}^{(k)} = \mathfrak{A}^{(k-1)}_{+1}$ such that all the elements of $\bigcup_{j=1}^k V_j$ will have their $\gamma_i$-witnesses in $D^{(k)}$. The following invariant is maintained in the process:

- $\mathfrak{A}^{(k)} \models \Psi$ and $\mathfrak{A}^{(k)}$ is witness-saturated,

- $W_i^{\mathfrak{A}^{(k)}}(a) \cap D^{(k)} \neq \emptyset$, for $a \in \bigcup_{j=1}^k V_j$ such that $W_i^\mathfrak{A}(a) \cap U_j \neq \emptyset$,

- $sp^{\mathfrak{A}^{(k)}}(D^{(k)}) = sp^\mathfrak{A}(U_1)$. 


Step $k+1$ ($1 \leq k \leq p - 1$). Set $B := D^{(k)}$, $B_1 := U_{k+1}$ and $E = \bigcup_{1 \leq j \leq k} C_j$.

(1) If $B = B_1$, then all desired $\gamma_i$-witnesses are already provided by $B$. Define $D^{(k+1)} = B$ and $\mathfrak{A}^{(k+1)} = \mathfrak{A}^{(k)}$. No clique is added.

(2) Assume $B \neq B_1$. Then

(a) set $C_1 := V_{k+1}$ (observe $C_1 \not\subseteq \mathfrak{C}$, as $C$ was minimal in $C$),

(b) apply Claim 3.12 for $\mathfrak{A}^{(k)}$, $B$, $B_1$, $C_1$ and $E$: set $\mathfrak{A}^{(k+1)} := \mathfrak{A}^{(k)}$ and $D^{(k+1)} := D$.

Obviously, the invariant is maintained after performing Step $k+1$. Observe that it is possible that during the construction no clique is added ($D^{(1)} = D^{(2)} = \ldots = D^{(p)} = U_1$) and then $\mathfrak{A}' = \mathfrak{A}$.

Finally, let $D = D^{(p)}$ and $\mathfrak{A}' = \mathfrak{A}^{(p)} \upharpoonright (A \cup D^{(p)})$. It is obvious that $D$ provides all $\gamma_i$-witnesses, as required in condition (ii) and additionally, the segment $\bigcup_{k=1}^{p-1} D^{(k)}$ is redundant in $\mathfrak{A}^{(p)}$. By Proposition 3.17 and Claim 3.12 conditions (i) and (iii) of our claim also hold. □

3.4. Construction of a narrow model. We first prove a generalization of Corollary 3.13. It says, roughly speaking, that if $\mathfrak{A} \models \Psi$ and $F$ is a finite subset of $A$, then it is possible to extend $\mathfrak{A}$ by a bounded-size segment such that $\gamma_i$-witnesses for all elements of $F$ can be found in this segment, for every $i$ ($1 \leq i \leq m$). The new segment is of size bounded by $\mathcal{M}$ defined by the formula (2) and, in particular, independent of the size of $F$.

Lemma 3.14 (Witness compression). Assume $\mathfrak{A}$ is a countable witness-saturated model of $\Psi$ and $F \subseteq \mathcal{A} \setminus K(\mathfrak{A})$ is finite. There is a witness-saturated extension $\mathfrak{A}'$ of $\mathfrak{A}$ such that the universe $\mathcal{A}' = \mathcal{A} \cup S$, $S$ is a segment in $\mathfrak{A}'$ and:

(1) $\mathfrak{A}' \models \Psi$,  
(2) $|S| \leq \mathcal{M}$,  
(3) for every conjunct $\gamma_i$ of $\Psi$, for every $a \in F$, if $W_i^{\mathfrak{A}}(a) \setminus K(\mathfrak{A}) \neq \emptyset$, then $W_i^{\mathfrak{A}'}(a) \cap S \neq \emptyset$.

Proof. Let us analyse the situation. Assume $F$ is as above, $a \in F$ and $b \in W_i^{\mathfrak{A}}(a)$. Elements $a$ and $b$ realize some splices, say $sp(\text{Cl}_i^{\mathfrak{A}}(a)) = Y$ and $sp(\text{Cl}_i^{\mathfrak{A}}(b)) = X$. The idea is to distinguish a set $F_i^{Y,X} \subseteq F$ of elements that realize the splice $Y$ and have their $\gamma_i$-witnesses in cliques realizing the splice $X$. Then we can apply Corollary 3.13 to get a single clique, say $D_i^{Y,X}$, in which all the elements of $F_i^{Y,X}$ have their $\gamma_i$-witnesses. The above procedure we repeat for every $i$ ($1 \leq i \leq m$) and for every $Y, X \in Sp^{\mathfrak{A}}$. At the end we get the segment $S$ as a union of (pairwise disjoint) cliques $D_i^{Y,X}$.

First, for every $i$ ($1 \leq i \leq m$) and for every $a \in F$ denote by $\gamma_i(a)$ an arbitrarily chosen element $b \in W_i^{\mathfrak{A}}(a) \setminus K(\mathfrak{A})$ (the value of a Skolem function for the existential quantifier in $\gamma_i$). For every $Y, X \in Sp^{\mathfrak{A}}$ set:

- $F_i^{Y,X} := \{a \in F : sp(\text{Cl}_i^{\mathfrak{A}}(a)) = Y \text{ and } sp(\text{Cl}_i^{\mathfrak{A}}(\gamma_i(a)) = X\}$. 

of Lemma 3.13, we obtain
\[ W \]

Definition 3.3.
A model \( A \) recall the corresponding definition and the statement of Lemma 3.4.
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\text{to construct the required model} \( A^* \) and the segment \( S \) we proceed as follows.

For every \( i \) (\( 1 \leq i \leq m \)) for every \( Y, X \in Sp^A \):

- apply Corollary 3.13 for the sets \( C = C^Y_i \) and \( B = B^Y_i \):
  - replace \( A \) by the structure \( A' \) given by Corollary 3.13
  - set \( D^Y_i := D_i \), if a clique \( D \) was added to \( A \), otherwise set \( D^Y_i := \emptyset \).

Denote the resulting structure by \( A^* \). Condition (i) of Corollary 3.13 implies that \( A^* \models \Psi \). Let \( S \) be the segment consisting of elements of the newly added cliques:

\[ S \defeq \bigcup_{1 \leq i \leq m} \bigcup_{Y, X \in Sp^A} D^Y_i. \]

Obviously, \( |S| \leq m \cdot s^2 \cdot h < \mathbb{M} \), as the size of every clique is bounded by \( h \) and the number of pairs of splices \( Y \) and \( X \) is bounded by \( s^2 \).

To show that condition (3) of our lemma holds, assume \( \gamma_i \in \Psi, a \in F \) and \( W_i^A(a) \setminus K(A) \neq \emptyset \). Then there exists \( b \in W_i^A(a) \) such that \( b \notin K(A) \). So \( a \in F_i^Y \), where \( Y = sp(C_i^A(a)) \) and \( X = sp(C_i^B(\bar{a})) \). Now, by condition (ii) of Lemma 3.13 we obtain \( W_i^A(a) \setminus D^Y_i \neq \emptyset \), and so, \( W_i^A(a) \cap S \neq \emptyset \). \( \square \)

Now we are ready to prove existence of narrow models. For convenience we recall the corresponding definition and the statement of Lemma 3.4.

Definition 3.3.
A model \( A \) of \( \Psi \) is narrow if \( A = K(A) \) or there is an infinite partition \( P_A = \{ S_0, S_1, \ldots \} \) of the universe \( A \) such that \( K(A) \subseteq S_0 \) and for every \( j \geq 0 \):

1. \( |S_j| \leq \mathbb{M} \),
2. for every \( a \in \bigcup_{k=0}^j S_k \) and for every \( \gamma_i \in \Psi \),
   if \( W_i^A(a) \cap S_0 = \emptyset \), then \( W_i^A(a) \cap S_{j+1} \neq \emptyset \).

Lemma 3.4.
Every satisfiable \( FO_{T,\text{tw}} \)-sentence \( \Psi \) has a narrow model.

\text{Proof of Lemma 3.4.}
Assume \( A \) is a witness-saturated model of \( \Psi \) that exists by Lemma 3.8. In general our goal is to construct an infinite sequence of segments \( K(A) \subset S_0, S_1, \ldots \) and a corresponding set of structures \( A_0 = A, A_1, A_2, \ldots \) Every \( A_{j+1} \) is obtained using Lemma 3.11 for \( F = \bigcup_{k=0}^j S_k \).

In particular setting \( A' = (\bigcup_{k=0}^\infty A_k) |_{\bigcup_{k=0}^\infty S_k} \) proves the corollary.

If \( A = K(A) \) then we are done. Otherwise, for \( \gamma_i \in \Psi \) and \( a \in K(A) \) denote by \( \bar{\gamma}_i(a) \) an arbitrarily chosen element \( b \in W_i^A(a) \) (the value of a Skolem function for the existential quantifier in \( \gamma_i \)). Define \( A_0 = A \) and
\[ S_0 = K(A) \cup \bigcup_{1 \leq i \leq m} \bigcup_{a \in K(A)} Cl(A^i_{\bar{\gamma}_i(a)}). \]

Note that in this case \( K(A) \subset S_0 \) and \( |S_0| \leq s \cdot h + m \cdot s \cdot h < \mathbb{M} \).

Iterating we define a sequence of structures \( A_1, A_2, \ldots \) such that for each
$j \geq 0$ we have $\mathfrak{A}_{j+1} = \mathfrak{A}_j^+$, where $\mathfrak{A}_j^+$ is the extension of $\mathfrak{A}_j$ by a segment $S_{j+1}$ given by Lemma 3.14 for $F = \bigcup_{k=0}^{j} S_k$. This means that each $S_{j+1}$ extends $\mathfrak{A}_j$ to $\mathfrak{A}_{j+1}$, $\mathfrak{A}_{j+1} \models \Psi$ and for every $\gamma_i \in \Psi$, for every $a \in \bigcup_{k=0}^{j} S_k$, if $W^\mathfrak{A}_{j+1}(a) \setminus K(\mathfrak{A}_j) \neq \emptyset$, then $W^\mathfrak{A}_{j+1}(a) \cap S_{j+1} \neq \emptyset$. Now, define

$$\mathfrak{A}' = \bigcup_{k=0}^{\infty} \mathfrak{A}_k \bigcup_{k=0}^{\infty} S_k.$$ 

By Proposition 3.7 and Lemma 3.14 it is easy to see that $\mathfrak{A}'$ is a narrow model of $\Psi$ with partition $P_A = \{S_0, S_1, \ldots\}$. □

4. Decidability of $\text{FO}^2_{tw}$

As before we assume $\Psi$ is a normal-form $\text{FO}^2_{tw}$-formula, models of $\Psi$ have the exponential clique property and $\mathbb{M}$ defined by equation (2) is the bound on the size of segments in narrow models.

4.1. Regular models. In this section we analyze properties of models of $\Psi$ on the level of segments which consist of several cliques, and constitute a partition $S_0, S_1, \ldots$ of the universe of a model. Every segment $S_j$ has doubly exponential size and is meant to contain all $\gamma_i$-witnesses for elements from earlier segments $S_0, S_1, \ldots, S_{j-1}$. On this level of abstraction cliques and splices of a model become much less important.

**Definition 4.1.** Assume $\mathfrak{A}$ is a narrow model of $\Psi$ with a partition $P_A = \{S_0, S_1, \ldots\}$. We say that a connection type $\langle S_j, S_k \rangle_\mathfrak{A}$ is equivalent to $\langle S_j, S_k \rangle_\mathfrak{A}$, denoted

$$\langle S_j', S_k' \rangle_\mathfrak{A} \approx_\mathfrak{A} \langle S_j, S_k \rangle_\mathfrak{A}$$

iff $j' < k'$, $j < k$ and there exist isomorphisms $f_{S_j}$ and $f_{S_k}$ such that (cf. Definition 3.9)

$$\langle S_j', S_k' \rangle_\mathfrak{A} \equiv_{f_{S_j}, f_{S_k}} \langle S_j, S_k \rangle_\mathfrak{A}.$$

If it is clear from the context we skip the subscript and simply write $\langle S_j', S_k' \rangle \approx \langle S_j, S_k \rangle$ instead of $\approx_\mathfrak{A}$. It is obvious that $\approx$ is an equivalence relation on the set $\{\langle S_j, S_k \rangle_\mathfrak{A} : 0 \leq j < k\}$.

**Definition 4.2.** Assume $\mathfrak{A}$ is a narrow model of $\Psi$ with a partition $P_A = \{S_0, S_1, \ldots\}$. We say that $\mathfrak{A}$ is regular if $\mathfrak{A}$ is finite or (cf. Figure 11) for every $k \in \mathbb{N}$, $0 < k < \infty$:

$$\langle S_{k+1}, S_{k+2} \rangle \approx \langle S_k, S_{k+1} \rangle \text{ and } \langle S_0, S_{k+1} \rangle \approx \langle S_0, S_k \rangle.$$ 

Note that in a regular model $\mathfrak{A}$ we have also $\langle S_j, S_k \rangle \approx_\mathfrak{A} \langle S_{j'}, S_{k'} \rangle$, for every $j, k, j', k' \geq 1$ with $j < k$ and $j' < k'$ (see Figure 11).

**Lemma 4.3.** Every satisfiable $\text{FO}^2_{tw}$-sentence $\Psi$ has a regular model.
Figure 11. Pattern of connection types in a regular model. Solid lines depict equivalent connection types: \(\langle S_0, S_1 \rangle \approx \langle S_0, S_2 \rangle \approx \langle S_0, S_3 \rangle \ldots\). Dashed lines depict that \(\langle S_1, S_2 \rangle \approx \langle S_1, S_3 \rangle \approx \ldots \approx \langle S_2, S_3 \rangle \approx \langle S_2, S_4 \rangle \ldots\).

Proof. Let \(\mathfrak{A}\) be a narrow model of \(\Psi\) given by Lemma 3.4. If \(A = K(\mathfrak{A})\) then \(\mathfrak{A}\) is finite and there is nothing to prove. So, assume \(X = \{S_0, S_1, \ldots\}\) is an infinite partition of \(A\) given by Definition 3.3.

Observe that for every \(k > 0\), \(S_k\) is redundant in \(A\). For, assume (cf. Definition 3.6) \(b \in S_k\), \(a \in A \setminus S_k\) and \(b \in W^a_i(A)\). Assume \(a \in S_l\) and take \(j \in \mathbb{N}^+\) such that \(j > \max\{k, l\}\). By Definition 3.3, if \(W^a_i(A) \cap S_0 = \emptyset\), then \(W^a_i(A) \cap S_{j+1} \neq \emptyset\). So, there is \(c \in S_0 \cup S_{j+1}\) such that \(c \in W^a_i(A)\).

Similarly, for every infinite \(Z \subset \mathbb{N}^+\), the segment \(\bigcup_{j \in \mathbb{N}^+ \setminus Z} S_j\) is redundant in \(A\), and by Proposition 3.7, \(\mathfrak{A}|_{\bigcup_{j \in Z \cup \{0\}} S_j} \models \Psi\).

The required regular model \(\mathfrak{A}'\) of \(\Psi\) is built as follows. Let \([X]^2\) be the set of 2-element subsets of \(X\). Now, define a colouring assigning to \([X]^2\):

\[
\text{Col}(\{S_j, S_k\}) = [\langle S_{\min(j,k)}, S_{\max(j,k)} \rangle]_{\approx}.
\]

So, the set \([X]^2\), is partitioned into \(c\) classes, where \(c\) is the number of possible colours, which is finite. In this context, the infinite Ramsey theorem (cf. e.g. [5], Theorem 9.1.2) says that \(X\) has an infinite monochromatic subset, say \(Y\). At this point let us note that:

if \(\langle S_j, S_k \rangle \approx \langle S_k, S_l \rangle\) then \(\mathfrak{A}|S_j, \mathfrak{A}|S_k\) and \(\mathfrak{A}|S_l\) are isomorphic.

So, all substructures of \(\mathfrak{A}\) induced by the segments from \(Y\) are isomorphic.

In a similar way, using the basic pigeonhole principle, one can find an infinite set \(Z \subseteq Y\) such that \(\langle S_0, S_k \rangle \approx \langle S_0, S_l \rangle\), for every \(S_k, S_l \in Z\). Now define

\[
\mathfrak{A}' = \mathfrak{A}|_{(S_0 \cup \bigcup_{S \in Z} S)}.
\]

It follows from our preliminary observations that \(\mathfrak{A}'\) is as required. \(\square\)

4.2. Decidability and complexity. From Lemma 4.3 we get immediately the following theorem.

Theorem 4.4. An \(FO^{2,\text{tw}}\)-sentence \(\Psi\) is satisfiable if and only if there exist a \(\sigma\)-structure \(\mathfrak{A}\) and \(S_0, S_1, S_2, S_3 \subseteq A\), such that:

1. \(|A| \leq 4 \cdot M\),

\(\mathfrak{A}\) is a narrow model of \(\Psi\) given by Lemma 3.4.
(2) either \( S_1 = S_2 = S_3 = \emptyset \), or \( \{S_0, S_1, S_2, S_3\} \) is a partition of \( A \) and then

(a) \( \langle S_0, S_1 \rangle \approx_A \langle S_0, S_2 \rangle \approx_A \langle S_0, S_1 \rangle \),
(b) \( \langle S_1, S_2 \rangle \approx_A \langle S_2, S_3 \rangle \approx_A \langle S_1, S_3 \rangle \),

(3) for every \( a, b \in A \), \( tp^A[a, b] = \psi_0 \),

(4) \( T^A \) is transitive in \( A \),

(5) for every \( j = 0, 1, 2 \), for every \( a \in S_j \) and for every \( \gamma_i \in \Psi \),

\[ \text{if } W_i^A(a) \cap S_0 = \emptyset, \text{ then } W_i^A(a) \cap S_{j+1} \neq \emptyset, \]

(6) for every \( a \in A \) and for every \( \delta_i \in \Psi \), \( a \) has a \( \delta_i \)-witness in \( C^i(A) \).

Proof. \((\Rightarrow)\) Assume \( A' \) is a regular model of \( \Psi \) (given by Lemma 4.3) with partition \( \langle S_0, S_1, \ldots \rangle \) and for every \( 0 < k < \infty \):

1. \( \langle S_{k+1}, S_{k+2} \rangle \approx \langle S_k, S_{k+1} \rangle \),
2. \( \langle S_0, S_{k+1} \rangle \approx \langle S_0, S_k \rangle \).

Define \( A \) \( \overset{def}{=} \langle S_0 \cup S_1 \cup S_2 \cup S_3 \rangle \). Note that \( |A| \leq 4 \cdot M \).

\((\Leftarrow)\) Define a structure \( A' \) such that \( A' \overset{def}{=} S_0 \cup S_1 \cup S_2 \cup S_3 \cup \bigcup_{j=1}^\infty S_j \) and, for every \( 0 < j < k < \infty \):

- \( \langle S_j, S_k \rangle \approx_{A'} \langle S_1, S_2 \rangle \) and
- \( \langle S_0, S_j \rangle \approx_{A'} \langle S_0, S_1 \rangle \).

Obviously, \( A' = \Psi \). \( \square \)

Corollary 4.5. \( SAT(FO^2_{T,\text{tw}}) \in 2\text{-NExpTime} \).

Proof. To check whether a given \( FO^2_{T,\text{tw}} \)-sentence is satisfiable we take its normal form \( \Psi \) and follow Theorem 4.4 to obtain a nondeterministic double exponential time procedure, as described below.

1. Guess a \( \sigma \)-structure \( A \) of cardinality \( |A| \leq 4 \cdot M \),
   guess and partition \( P_A = \{S_0, S_1, S_2, S_3\} \) and
2. If not:
   a. \( \langle S_1, S_0 \rangle \approx \langle S_2, S_0 \rangle \approx \langle S_3, S_0 \rangle \) and
   b. \( \langle S_2, S_1 \rangle \approx \langle S_3, S_2 \rangle \approx \langle S_3, S_1 \rangle \)
   then reject;
3. For every \( a, b \in A \), if \( tp^A[a, b] \neq \psi_0 \) then reject;
4. For every \( a, b, c \in A \), if not \( T^A[a, b] \land T^A[b, c] \Rightarrow T^A[a, c] \) then reject;
5. For every \( j = 0, 1, 2 \), for every \( a \in S_j \), for every \( \gamma_i \in \Psi \) such that \( W_i^A(a) \cap S_0 = \emptyset \) if \( W_i^A(a) \cap S_{j+1} = \emptyset \) then reject;
6. For every \( a \in A \), for every \( \delta_i \in \Psi \) if \( a \) has no \( \delta_i \)-witness in \( C^i(A) \)
   then reject;

Accept.

5. Discussion

The small clique property for \( FO^2_T \) implies in particular that in order to extend the decidability result from the fragment with transitive witnesses,
Lemma 5.6 in [26] for a detailed proof). of the bound on the size of the cliques and in our case is exponential (see Figuring some new unary predicates and connection types between cliques by pairs of elements satisfying new binary predicates. This reduction depends of the bound on the size of the cliques and in our case is exponential (see Lemma 5.6 in [26] for a detailed proof).

We explain below that the technique from this paper does not generalise to the fragment with free witnesses, giving an example of a satisfiable FO\textsubscript{2}\text{\_\_fw} formula Φ that is an axiom of infinity and does not have narrow models in the sense of Definition \textbf{3.3}

It is perhaps worth noting first that the presumably simplest infinity axiom ∃x∀y (x < y) ∧ ∀x ¬(x < x) is not in FO\textsubscript{2}\text{\_\_fw} (where the existential quantifier is applied to a subformula not allowed in this fragment).

The formula Φ is written over a signature σ = σ\textsubscript{0}∪{<}, where σ\textsubscript{0} consists of unary symbols only and < is a binary predicate interpreted as a partial order. We will use the abbreviation x ∼ y for the formula x ≠ y ∧ ¬(y < x) and say x and y are incomparable. If x < y ∨ y < x then we say x and y are comparable.

Let I = {0, 1, 2, 3, 4}, σ\textsubscript{0} = {Ai : i ∈ I} and let Φ be a conjunction of the following sentences.

(1) \[ ∀x \sqrt{i∈I} A_i x \]
(2) \[ ∀x∀y([A_i x ∧ A_j y ∧ x ≠ y]) → (x > y ∨ y > x) \]
(3) \[ \bigwedge_{i=0}^2 \bigwedge_{j=i+3}^4 ∀x,y (A_i x ∧ A_j y) → (x > y ∨ y > x) \]
(4) \[ ∀x∀A_i x → (∃y (A_{i+1} y ∧ x ∼ y) ∧ ∃y (A_{i-1} y ∧ x ∼ y)) \]

In (1) ∨ denotes exclusive or. In (1) and below, addition and subtraction in subscripts of A\textsubscript{i}'s is always understood modulo 5.

Assume A \models Φ. The realizations of the respective predicate letters in A fulfill the following conditions:

- by (1) the sets A\textsubscript{0}, A\textsubscript{1}, A\textsubscript{2}, A\textsubscript{3} and A\textsubscript{4} constitute a partition of A,
- by (2), if a\textsubscript{i}, b\textsubscript{i} ∈ A\textsubscript{i} (i ∈ I) and a\textsubscript{i} ≠ b\textsubscript{i} then a\textsubscript{i} and b\textsubscript{i} are comparable,
- by (3) if a\textsubscript{0}, ..., a\textsubscript{4} ∈ A, where a\textsubscript{i} ∈ A\textsubscript{i} (i ∈ I), then each of the pairs (a\textsubscript{0}, a\textsubscript{2}), (a\textsubscript{0}, a\textsubscript{3}), (a\textsubscript{1}, a\textsubscript{3}), (a\textsubscript{1}, a\textsubscript{4}), (a\textsubscript{2}, a\textsubscript{4}) consists of comparable elements,
- by (4), if a ∈ A\textsubscript{i} then a has a witness b ∈ A\textsubscript{i+1} such that a ∼ b and a has a witness e ∈ A\textsubscript{i−1} such that e ∼ a, for every i (i ∈ I).

When a, b and e are as in the last item above, then we say that b is a right-witness of a and e is a left-witness of a. Note that if b is a right-witness of a, then a is a left-witness of b.

Define a σ-structure C with the universe C = (a\textsubscript{l})\textsubscript{l∈Z} such that for every l ∈ Z (see Figure 12).
Let \( (a_i) \in A \mod 5 \),
- \( a_i \sim a_{i+1} \),
- for \( m \geq l + 2 \), set \( a_l < a_m \).

It is clear that \( C \models \Phi \). Now we show that \( \Phi \) has only infinite models.

\[
\begin{array}{cccccccc}
\ldots & A_3 & A_4 & A_0 & A_1 & A_2 & A_3 & A_4 & A_0 & A_1 & \ldots \\
\ldots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ldots \\
\end{array}
\]

**Figure 12.** The model \( C \) of \( \Phi \) is a transitive closure of the directed graph above. For every \( l \in \mathbb{Z} \), \( a_l \in A \mod 5 \). Arrows connect comparable elements, in particular \( a_0 < a_2 \); dotted lines connect incomparable elements.

Let \( A \models \Phi \). We say that a sequence \( C = (a_i)_{i \in \mathbb{Z}} \) of elements of \( A \) is a *quasi-chain* in \( A \) if, for every \( l \in \mathbb{Z} \), \( a_{l+1} \) is a right-witness of \( a_l \). By clause \( [4] \), every model of \( \Psi \) contains a quasi-chain \( C \).

**Claim 5.1.** Assume \( A \models \Phi \) and \((a_i)_{i \in \mathbb{Z}}\) is a quasi-chain in \( A \) with \( a_0 < a_2 \). Then for every \( l, m \in \mathbb{Z} \) such that \( l + 2 \leq m \) we have \( a_l < a_m \).

**Proof.** Let \((a_i)_{i \in \mathbb{Z}}\) be a quasi-chain in \( A \) with \( a_0 < a_2 \). Observe that by \([1]\) and \([4]\) there is an element \( a_i \in (a_i)_{i \in \mathbb{Z}} \) such that \( a_i \in A_0 \). To simplify notation, w.l.o.g. assume \( a_0 \in A_0 \), hence by \([4]\), \( a_3 \in A_3 \). By \([3]\) we get \( a_0 < a_3 \) or \( a_3 < a_0 \). If \( a_3 < a_0 \) then \( a_3 < a_0 < a_2 \), a contradiction with \( a_2 \sim a_3 \). So we have that \( a_0 < a_3 \). Now we will show that

\[(*)\] for every \( l \in \mathbb{Z} \) \( a_l < a_{l+2} \) and \( a_l < a_{l+3} \)

For \( l > 0 \) we proceed by induction. Assume \( a_l < a_{l+2} \) and \( a_l < a_{l+3} \) for every \( l = 0, 1, \ldots, i - 1 \). Since \( a_i \in A_i \), \( a_{i+2} \in A_{i+2} \) and \( a_{i+3} \in A_{i+3} \) then by \([3]\) we get:

- \( a_i < a_{i+2} \) or \( a_{i+2} < a_i \) and
- \( a_i < a_{i+3} \) or \( a_{i+3} < a_i \).

If \( a_{i+2} < a_i \), by inductive hypothesis, we get \( a_{i-1} < a_{i+2} < a_i \); a contradiction with \( a_{i-1} \sim a_i \), so we have \( a_i < a_{i+2} \). Then, if \( a_{i+3} < a_i \) again by inductive hypothesis we get \( a_{i+3} < a_i < a_{i+2} \); a contradiction with \( a_{i+2} \sim a_{i+3} \), so we have \( a_i < a_{i+3} \).

In the same way we show \((*)\) for \( l < 0 \).

Now by transitivity of \( < \) we obtain that \( a_l < a_m \), for \( l + 2 \leq m \).

Hence we obtain the following

**Corollary 5.2.** The sentence \( \Phi \) is an axiom of infinity.

We conclude this example noting that by Claim 5.1 no model of \( \Phi \) is narrow in the sense of Definition 3.3. This is because no elements \( a_k, a_l \in A_0 \), \( a_k < a_l \) of a quasi-chain \( C \) in \( A \) (cf. \( a_0 \) and \( a_5 \) in Figure 12) can have the same right-witness (neither \( a_1 \) nor \( a_6 \) can be a candidate for the right
witness). Hence the technique presented in Section 3 cannot be applied to show decidability for FO\(_T^{2}\) with free witnesses. So, we have

**Corollary 5.3.** \(FO^{2}_{T;fw}\) has no narrow model property.

There is one more interesting observation about \(FO^{2}_{T;fw}\): the fragment enjoys the **small antichain property**. Namely, every satisfiable \(FO^{2}_{T;fw}\)-formula has a model with finite (bounded) antichains. (An **antichain** is a set of pairwise incomparable elements.) The property can be shown using similar ideas as in Lemma 2.8 exploiting the normal form for this fragment. This can be contrasted with the expressive power of \(FO^{2}_{T}\), where we can write a formula that induces an infinite antichain in a model. The formula \(\Upsilon\) below illustrates the latter claim.

Let \(\sigma_{0} = \{P, Q\}\), where \(P\) and \(Q\) are monadic. Let \(\Upsilon\) be the conjunction of the following statements:

(a) Elements of \(P\) form one infinite chain.
(b) Elements of \(Q\) are incomparable.
(c) Every element of \(P\) has an incomparable element in \(Q\).
(d) Every element of \(Q\) is smaller than some element in \(P\).

In any model satisfying \(\Upsilon\) there is an infinite chain of elements in \(P\) that induces an infinite antichain of elements in \(Q\) (see Figure 13).

\[\begin{align*}
P & \cdots \quad \circ \rightarrow \circ \rightarrow \circ \rightarrow \circ \rightarrow \circ \rightarrow \circ \rightarrow \circ \rightarrow \cdots \\
Q & \cdots \quad \bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \quad \bullet \quad \cdots
\end{align*}\]

**Figure 13.** A model for \(\Upsilon\) where<br>&lt; is the transitive closure of the edge<br>relation depicted by arrows.

**Outlook.** Our paper leaves the following questions open: is the satisfiability problem for \(FO^{2}_{T}\) with free witnesses decidable? and, is the satisfiability problem for full \(FO^{2}\) with one transitive relation decidable? We believe the answer to both questions is positive; in particular, noting the recent result by Pratt-Hartmann [26] who showed that the finite satisfiability problem for \(FO^{2}_{T}\) is decidable in 3-NExpTime, and in 2-NExpTime if the transitive predicate \(T\) is interpreted as a partial order. However, the techniques used in [26] do not generalise to the case of infinite structures.

We also remark that as noted by Kieroński and Michaliszyn [15] their technique for deciding satisfiability of the two-variable universal fragment of first-order logic with constants and a transitive closure operator of a single binary relation could be extended to a fragment corresponding to \(FO^{2}_{T}\) with transitive witnesses. However, also this approach leaves a gap in complexity between 2-NExpTime and 2-ExpTime, and does not generalize to full \(FO^{2}_{T}\).

We conclude recalling that the status of the satisfiability problem for \(FO^{2}\) with two linear orders, to the best of our knowledge, also remains open.
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