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Abstract

An algorithm for number-partitioning is called value-monotone if whenever one of the input numbers increases, the objective function (the largest sum or the smallest sum of a subset in the output) weakly increases. This note proves that the List Scheduling algorithm and the Longest Processing Time algorithm are both value-monotone. This is in contrast to another algorithm — MultiFit — which is not value-monotone.

1 Introduction

In a number partitioning problem, the input is a sequence \( x \) of positive numbers and an integer \( m \geq 2 \). The goal is to partition the numbers in \( x \) into \( m \) subsets with sums that are as nearly equal as possible. Two common objectives are minimizing the largest sum and maximizing the smallest sum. This problem is known to be NP-hard even for \( m = 2 \), and has many approximation algorithms.

Interestingly, the study of approximation algorithms for number-partitioning began with the study of anomalies of algorithms for job scheduling. In a simple job-scheduling instance, the input is a set \( S \) of jobs, each of which has a pre-specified processing-time, and a set \( m \) of identical machines. The goal is to schedule each job to one of the machines, such that the latest completion time of a machine (also called the makespan) is minimized. This problem is clearly equivalent to number-partitioning with the objective of minimizing the largest sum. An anomaly in a job-scheduling algorithm is a situation in which the jobs become shorter, but the maximum completion time becomes longer. The first two papers about approximation algorithms for scheduling (Graham 1966, 1969) were mainly concerned in bounding the size of such anomalies.

One scheduling algorithm that exhibits anomalies is the algorithm known as List Scheduling (LS). This algorithm handles scheduling problems that are more general than number-partitioning in that jobs may have dependencies — some jobs may need the output of earlier jobs in order to start. Algorithm LS processes the jobs in a fixed order. For each job \( j \in \{1, \ldots, m\} \), if all dependencies of \( j \) have finished, LS schedules \( j \) to the first machine that becomes available.
Example 1 (LS algorithm and its anomalies; based on Graham (1969)). There are \( m = 3 \) machines. There are nine jobs, their processing-times are

\[
30, 21, 22, 20, 40, 40, 40, 40, 90,
\]

and the four 40 jobs depend on the 20 job.

LS schedules 30, 21, 22 each on a different machine. The 20 is scheduled on machine \#2, since it is becomes available first. The four 40 jobs have to wait until this job finishes, in time 41. Meanwhile, LS schedules the 90 on machine \#1 when it becomes available. The final schedule is:

- Machine \#1: \( 30 + 90 = 120 \)
- Machine \#2: \( 21 + 20 + 40 + 40 = 121 \)
- Machine \#3: \( 22 + 19 \text{ idle time} + 40 + 40 = 121 \)

so the makespan is 121.

Now, suppose all jobs become shorter and their processing-times are

\[
22, 11, 12, 10, 30, 30, 30, 30, 80,
\]

where the four 30 jobs still depend on the 10 job. LS schedules 22, 11, 12 each on a different machine. The 10 is scheduled on machine \#2. It finishes in time 21, when both machines \#2 and \#3 are available. So the first two 30 jobs are scheduled to these machines, and the third one is scheduled to machine \#1. Now, machines \#2 and \#3 become available before machine \#1, so the last two jobs are assigned to them. The final schedule is:

- Machine \#1: \( 22 + 30 = 52 \)
- Machine \#2: \( 11 + 10 + 30 + 30 = 81 \)
- Machine \#3: \( 12 + 9 \text{ idle time} + 30 + 80 = 131 \)

so the makespan is 131 — an increase of 10!

While dependencies are relevant in job scheduling, they are less relevant for general number partitioning. This raises the question of whether LS has similar anomalies when there are no dependencies.\(^1\) Strangely, I could not find an answer to this question in the large literature on scheduling and number partitioning. Without dependencies, algorithm LS can be described simply as:

- Initialize \( m \) empty bins.
- For each number \( x_i \) in the input sequence: put \( x_i \) in a bin in which the current sum is smallest (if there are ties, use the bin with the smallest index).

\(^1\)One can check that, in Example II without dependencies, there are no anomalies — the initial makespan is 160 and the makespan after the decrease is 131.
To see that the question is not trivial, consider another example.

**Example 2** (LS algorithm for number-partitioning). Suppose $m = 2$ and the input sequence is 18, 10, 6, 4. Then LS returns the partition $(18), (10 + 6 + 4)$ with sums 18, 20.

Now, suppose the third input increases and the new sequence is 18, 10, 9, 4. Then LS returns the partition $(18 + 4), (10 + 9)$ with sums 22, 19. The second sum decreased! However, both the maximum and the minimum sums increased.

To state the question formally, some definitions are needed. Given an algorithm $A$, denote by $A(x, m)$ the output of $A$ on inputs $x$ and $m$. Given two sequences $x = (x_1, \ldots, x_n)$ and $y = (y_1, \ldots, y_n)$, the notation $x \geq y$ means that $x_i \geq y_i$ for all $i \in [m]$.

**Definition 1.** An algorithm $A$ for number-partitioning is called *value-monotone* if, for any integer $m \geq 2$ and for any two input sequences $x, y$ such that $x \geq y$, the maximum subset sum in $A(x, m)$ is at least the maximum subset sum in $A(y, m)$, and the minimum subset sum in $A(x, m)$ is at least the minimum subset sum in $A(y, m)$.

This note proves the following.

**Theorem 1.** Algorithm LS for number-partitioning (identical-machines scheduling with no job dependencies) is value-monotone.

A variant of algorithm LS, which has superior approximation ratios for both maximizing the largest sum and minimizing the smallest sum, is called *Longest Processing Time first* or LPT:

- Order the inputs from large to small, such that $x_1 \geq \cdots \geq x_n$.
- Run LS on the resulting sequence.

**Theorem 2.** Algorithm LPT for number-partitioning is value-monotone.

Not all number-partitioning algorithms are value-monotone. A third algorithm, called MultiFit (Coffman et al., 1978), is known not to be value-monotone even without dependencies. For completeness, an example is presented after the theorems are proved.

**Proposition 3.** Algorithm MultiFit for number-partitioning is not value-monotone.

All results are proved in Section 2.

While searching the literature on scheduling for monotonicity properties, the only one I could find is a different kind of monotonicity, called *speed-monotonicity*, that is relevant when machines may have different speeds. This property is briefly explained in Section 3.
2 Value Monotonicity

Given an input sequence $x$ and an integer $m \geq 2$, the output of a number-partitioning algorithm $A$ is denoted by $A(x, m)$. It is a sequence of $m$ subsets, $P_1, \ldots, P_n$. For all $j \in [m]$, denote by $v(P_j)$ the sum of values in $P_j$.

To prove value-monotonicity, a slightly more general property is proved first.

**Definition 2.** A real vector $(s_1, \ldots, s_m)$ dominates another vector $(t_1, \ldots, t_m)$ if there is a permutation $\pi$ of $[m]$ such that, for all $i \in [m]$, $s_{\pi(i)} \geq t_i$.

Note that, if $s$ dominates $t$, then both $\max s \geq \max t$ and $\min s \geq \min t$.

Therefore, to prove that an algorithm is value-monotone, it is sufficient to prove that, when one input increases, the new vector $(v(P_1), \ldots, v(P_m))$ dominates the old one.

2.1 List Scheduling

Theorem 1 follows from the following.

**Lemma 1.** Let $m \geq 2$ be a fixed integer, $x := (x_1, \ldots, x_j, \ldots, x_n)$ a sequence of positive numbers, and $x' := (x_1, \ldots, x_j + \epsilon, \ldots, x_n)$ for some $\epsilon > 0$.

Let $(P_1, \ldots, P_m) := LS(x, m)$ and $(P'_1, \ldots, P'_m) := LS(x', m)$. Then, the set $\{v(P'_i) | i \in [m]\}$ dominates the set $\{v(P_i) | i \in [m]\}$.

**Proof.** The proof is by induction on the number of inputs $n$. For $n = 1$ the claim is trivial. Suppose the claim is true for $n - 1$ inputs. Now there are some $n$ inputs. Consider two cases.

**Case #1:** The value that becomes larger is $x_n$. Then in the second run, LS partitions the first $n - 1$ inputs in exactly the same way as in the first run. Therefore, when the new input $x_n + \epsilon$ arrives, the situation in the second run is exactly the same as in the first run, and algorithm LS inserts this new input into the same bin into which $x_n$ was inserted in the first run. Therefore, the claimed domination holds with the identity permutation.

**Case #2:** The value that becomes larger is one of $x_1, \ldots, x_{n-1}$. By the induction assumption, the claim holds for the instance $x_1, \ldots, x_{n-1}$. Denote by $v^k$ the function that maps a part into its value after iteration $k$ of LS. By the induction assumption, the set $\{v^{n-1}(P'_i) | i \in [m]\}$ dominates the set $\{v^{n-1}(P_i) | i \in [m]\}$. Let $\pi$ be the permutation such that, for all $i \in [m]$, $v^{n-1}(P'_{\pi(i)}) \geq v^{n-1}(P_i)$.

It remains to show that domination holds after $x_n$ is added. That is, that the set $\{v^n(P'_i) | i \in [m]\}$ dominates the set $\{v^n(P_i) | i \in [m]\}$. Suppose that, in the first run, LS inserted $x_n$ into $P_i$ (for some $i \in [m]$). Consider two subcases.

**Case 2.1:** In the second run, LS inserts $x_n$ into $P'_{\pi(i)}$. Then,

$$v^n(P'_{\pi(i)}) = v^{n-1}(P'_{\pi(i)}) + x_n$$

$$\geq v^{n-1}(P_i) + x_n$$ by domination

$$= v^n(P_i),$$
and the other \( m - 1 \) bins do not change in iteration \( n \), so domination holds with the same permutation \( \pi \).

**Case 2.2:** In the second run, LS inserts \( x_n \) into \( P'_{\pi(j)} \) for some \( j \neq i \). By definition of LS, this means that \( v^{n-1}(P'_{\pi(j)}) \) is a smallest element in the vector \( P' \). In particular,

\[
v^{n-1}(P'_{\pi(i)}) \geq v^{n-1}(P'_{\pi(j)}).
\]

By domination,

\[
v^{n-1}(P'_{\pi(j)}) \geq v^{n-1}(P_j).
\]

Since in the first run, LS inserted \( x_n \) into \( P_i \), its sum was smallest then, that is,

\[
v^{n-1}(P_j) \geq v^{n-1}(P_i).
\]

Combining these three inequalities gives

\[
v^{n-1}(P'_{\pi(j)}) \geq v^{n-1}(P_i),
\]

\[
v^{n-1}(P'_{\pi(i)}) \geq v^{n-1}(P_j).
\]

Therefore,

\[
v^n(P'_{\pi(j)}) = v^{n-1}(P'_{\pi(j)}) + x_n
\geq v^{n-1}(P_i) + x_n
= v^n(P_i),
\]

\[
v^n(P'_{\pi(i)}) = v^{n-1}(P'_{\pi(i)})
\geq v^{n-1}(P_j)
= v^n(P_j).
\]

So domination holds with a permutation \( \pi' \) which is derived from \( \pi \) by swapping \( \pi(i) \) with \( \pi(j) \).

\[\square\]

### 2.2 Longest Processing Time

Theorem 2 follows from the following.

**Lemma 2.** Let \( m \geq 2 \) be a fixed integer, \( \mathbf{x} := (x_1, \ldots, x_j, \ldots, x_n) \) a sequence of positive numbers, and \( \mathbf{x}' := (x_1, \ldots, x_j + \epsilon, \ldots, x_n) \) for some \( \epsilon > 0 \).

Let \((P_1', \ldots, P_m') := \text{LPT}(\mathbf{x}, m)\) and \((P'_1, \ldots, P'_m) := \text{LPT}(\mathbf{x}', m)\). Then, the set \( \{v(P'_i) \mid i \in [m]\} \) dominates the set \( \{v(P_i) \mid i \in [m]\} \).

**Proof.** If the increase in \( x_j \) does not change the relative order between the inputs, then LPT runs exactly like LS on the ordered input sequence, so the claim is implied by Lemma 1.

Otherwise, the increase in \( x_j \) can be decomposed into several smaller increases, where in each increase, it becomes equal to the next-higher input, and in the final increase, it attains its final larger value. The claim holds for each sub-increase by Lemma 1 Since domination is a transitive relation, it holds for the grand increase too. \[\square\]
2.3 MultiFit

Coffman et al. (1978) developed another algorithm for number-partitioning. It uses as a subroutine an algorithm called First Fit Decreasing (FFD), originally developed for the bin-packing problem. FFD is parametrized by a positive number $c > 0$ called the bin-capacity.

1. Order the inputs from large to small.
2. Open a new empty bin, $B$.
3. For each number $x_i$ in the sequence:
   - If the number can be added into $B$ such that the sum remains at most $c$ — insert $x_i$ into $B$.
   - Else, skip $x_i$.
4. If some inputs remain, return to step 2.

MultiFit uses binary search to find the smallest $c$ such that FFD manages to pack all input numbers into at most $m$ bins. Then, it returns the resulting $m$-partition.

Huang and Lu (2021) [Examples 5.1, 5.2] have already shown an example in which MultiFit is not value-monotone. For completeness, a different example is presented below.

**Example 3** (MultiFit algorithm anomalies; based on Coffman et al. (1978)). Suppose $m = 3$ and the input sequence is:

$$44, 24, 22, 21, 17, 8, 8, 6, 6.$$  

With capacity $c = 60$, FFD packs all inputs into 3 bins:

- $44 + 8 + 8 = 60$
- $24 + 24 + 6 + 6 = 60$
- $22 + 21 + 17 = 60$

Clearly, packing into 3 bins is impossible with any smaller capacity, so MultiFit returns the above partition, in which the largest sum is 60.

Now, suppose input #6 decreases from 17 to 16, so the input sequence is:

$$44, 24, 24, 22, 21, 16, 8, 8, 6, 6.$$  

Now, with capacity $c = 60$, FFD needs 4 bins:

- $44 + 16 = 60$
- $24 + 24 + 8 = 56$
- $22 + 21 + 8 + 6 = 57$
so MultiFit must increase the capacity. The smallest capacity for which FFD packs all inputs into 3 bins is 62:

- $44 + 16 = 60$
- $24 + 24 + 8 + 6 = 62$
- $22 + 21 + 8 + 6 = 57$.

Thus, the largest sum increases, so MultiFit is not value-monotone.

3 Related Work: Speed Monotonicity

There is another monotonicity property, that is related to algorithms for uniform-machines scheduling. In this setting, the $m$ machines may have different speeds. When a process is scheduled on machine $i$, its actual run-time is its basic processing-time divided by the machine speed.

**Definition 3.** An algorithm $A$ for uniform-machines scheduling is called *speed-monotone* if, for any $i \in [m]$, if the speed of machine $i$ increases while all other inputs remain the same, then the total processing-time allocated to $i$ weakly increases.

Speed-monotonicity is particularly important when the speeds are private information of the machine owners, and it is required to incentivize the owners to reveal the true speeds. Such truthful algorithms were discussed by Archer and Tardos (2001); Auletta et al. (2004); Ambrosio and Auletta (2004); Andelman et al. (2005); Kovács (2005). It is clearly different than the value-monotonicity property studied in the present paper.

4 Future Work

The results in this note raise various questions for future work.

1. What other number-partitioning algorithms are value-monotone? Particularly interesting are the *differencing method* of Karmarkar and Karp (1982) and its variants, such as *Largest Differencing Method (LDM)*, *Pairwise Differencing Method (PDM)* and *Balanced LDM* (Yakir, 1996). Are they value-monotone?

2. Do LS and LPT remain value-monotone for more complex problems? Particularly, are they value-monotone for uniform-machines scheduling? Are they value-monotone for number-partitioning with cardinality constraints on the subsets, such as the *balanced number partitioning problem* (Coffman Jr et al., 1984; Tsai, 1992) or the *k-partitioning problem* (Babel et al., 1998; He et al., 2003)?
3. Define a number-partitioning algorithm $A$ as *subset-count-monotone* if increasing the number of allowed subsets ($m$) weakly decreases the largest and the smallest subset-sums. List Scheduling is not subset-count-monotone when there are dependencies between jobs; this can be shown in Example 1. If the number of machines increases from 3 to 4, then the largest sum increases from 121 to 150. What if there are no dependencies — are LS, LPT and other number-partitioning algorithms subset-count-monotone?
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