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Abstract: Widespread interference of human activities has resulted in major environmental problems, including pollution, global warming, land degradation, and biodiversity loss, directly affecting the sustainability and quality of the environment and ecosystem. The study aims to address the impact of the extraction of natural resources and globalization on the environmental quality in the South Asian countries for the period 1991–2018. A new methodology Dynamic Common Correlated Effects is used to deal with cross-sectional dependence. Most previous studies use only carbon dioxide emissions, which is an inadequate measure of environmental quality. Besides carbon dioxide emissions, we have used other greenhouse gas emissions like nitrous oxide and methane emissions with a new indicator, “ecological footprint”. Long-run estimation results indicate a positive and significant relationship of natural resources with all greenhouse gas emissions and a negative association with the ecological footprint. Globalization shows a negative association with carbon dioxide emissions and nitrous oxide emissions and a positive relationship with the ecological footprint. Institutional performance is negatively correlated with carbon dioxide emissions, methane emissions, and ecological footprint while positively associated with nitrous oxide emissions. The overall findings highlight the pertinence of reducing greenhouse gas emissions and ecological footprint, proper utilizing of natural resources, enhancing globalization, and improving institutional performance to ensure environmental sustainability.
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1. Introduction

Natural resources have a significant role for the countries, especially for underdeveloped economies that depend on extracting these resources for a substantial part of their national income [1,2]. Natural resources help improve environmental quality and play a significant role in enhancing economic growth [2]. On the other hand, human activities deteriorate the environment and reduce land’s production capacity [3,4]. Natural resources like fishing grounds, croplands, forests, and grazing lands give capital for energy production by offsetting the human-caused emissions [5]. Furthermore, the extraction of some natural resources, such as petroleum, gas, and coal, deteriorates the environmental quality [3,6].

Due to globalization, the countries of the world are economically, politically, and socially interlinked with each other. These economic, political, and social aspects affect
the environmental quality [7–9]. Globalization is explained as the shifting of isolated and self-constrained countries with investment and trade barriers and/or cultural diversities to more interdependent and integrated economies [7]. Grossman and Krueger [10] define the mechanisms of scale, composition, and technique effect by which globalization can affect the environment. The scale effect represents the expansion of economic activities through which the use of natural resources and energy deteriorates the environmental quality in the economy. The composition effect refers to structural changes, i.e., an economy that moves its production towards capital-intensive technology (dirty goods) will generate more pollution than the economy that shifts its output towards labor-intensive technology (clean products) [10,11]. According to the technique effect of globalization, the environmental quality improves in host economies due to the transfer of better and new technologies [12–14]. Another significant but somewhat neglected measure that also influences environmental quality is institutional performance [15,16]. It is suggested that specific institutional conditions like corruption, the rule of law, bureaucratic quality, and risk of expropriation affect environmental quality, and pollution can be reduced by strengthening these institutions through enforcement of environmental regulations [17–19]. It implies a sophisticated structure going through various institutional means and impacts both market and political forces [19].

Many researchers have used greenhouse gas (GHG) emissions as environmental quality measures, such as sulfur dioxide (SO₂), carbon dioxide (CO₂), methane (CH₄), nitrous oxide (N₂O), and sulfur hexafluoride [20,21]. Another new indicator, which is known as the “ecological footprint”, is also used in some new studies as a measuring method for the sustainable ecological system [17,22,23]. The ecological footprint can be considered as a significant indicator of environmental quality in biologically productive areas. It is a logical device for considering the depletion of resources. It compares the regenerative or constructive capacity of the ecological system of earth and highlights the impacts of consumption and production on the environmental quality [2,24].

2. A Snapshot of Environmental Situation in South Asia

South Asia is the world’s most heavily populated region, having just 3.4% of world land but providing shelter for nearly one-fourth of the global population. The region is confronted with environmental challenges, rendering life insufferable for over 1.8 billion people. The prevailing situation is further exacerbated by population explosion, rapid urbanization and industrialization, and is considered a disaster zone of climate change [25]. South Asia is facing the consequences of environmental degradation like erratic monsoon rains, water shortage, low agricultural products, and rising temperature. Climate change also affects the ecosystems, which results in unfavorable effects on livestock, farming, forests, grazing land, and fishing [25]. The adverse effects of climate change have risen over the past two decades in South Asia. In 2007, Pakistan was affected by an unprecedented flood. In 2017, millions of people were displaced and killed due to unexpected monsoon season in Bangladesh, India, and Nepal. It is expected that rising sea levels will dislocate 18 million people in Bangladesh and Maldives over the next 40 years [26]. South Asian region consumes only 6% of the world’s energy. Among South Asian countries, India has the largest crude oil reserves. Sri Lanka and Pakistan hold 150 and 324 million barrels of crude oil, respectively [27]. If India and Pakistan continue to consume oil at the present rate, they will run out of reserves in the next three to four decades. India, Pakistan, and Afghanistan hold natural gas reserves of 39, 33, and 15 trillion cubic meters, respectively [28].

The tremendous growth of energy consumption in South Asia has been followed by various environmental consequences. India generates approximately 75% of total regional CO₂ emissions, though per capita CO₂ emissions remain low. Since 1990, the level of GHG emissions and ecological footprint in South Asia has been increasing. In 2018, the average annual per capita CO₂ emissions was estimated at 1.92, 1.90, 1.23, 0.99, 0.58, and 0.35 metric tons in India, Bhutan, Sri Lanka, Pakistan, Bangladesh, and Nepal, respectively (see Table 1). On the other hand, in the year 2018, the per capita ecological footprint was 1.21, 0.87, 1.09,
0.85, 1.60, and 4.53 global hectares in India, Pakistan, Nepal, Bangladesh, Sri Lanka, and Bhutan, respectively (see Table 1).

Table 1. Trends of Greenhouse Gas (GHG) Emissions and Ecological Footprint in South Asian Countries.

| Year | India | Pakistan | Nepal | Bangladesh | Sri Lanka | Bhutan |
|------|-------|----------|-------|------------|-----------|--------|
| 1990 | 0.71  | 0.64     | 0.04  | 0.14       | 0.22      | 0.24   |
| 2000 | 0.98  | 0.75     | 0.13  | 0.22       | 0.55      | 0.67   |
| 2010 | 1.39  | 0.94     | 0.19  | 0.41       | 0.65      | 0.71   |
| 2012 | 1.59  | 0.90     | 0.23  | 0.44       | 0.79      | 1.19   |
| 2015 | 1.78  | 0.94     | 0.33  | 0.52       | 0.96      | 1.46   |
| 2018 | 1.92  | 0.99     | 0.35  | 0.58       | 1.23      | 1.90   |

| Year | N₂O Emissions (Thousand Metric Tons of CO₂ Equivalent) | CH₄ Emissions (kt of CO₂ Equivalent) | Ecological Footprint (Per Capita Global Hectares) |
|------|------------------------------------------------------|-------------------------------------|-------------------------------------------------|
| 1990 | 169,598.5 18,443.5 3591.3 16,201.4 1759.4 4.04   | 513,704 90,807.8 20,285.7 87,092.7 11,514.1 918.9  | 0.76 0.73 0.80 0.47 0.83 4.04    |
| 2000 | 207,700 26,350 4231.7 20,770 2044.5 4.38     | 621,480 155,232 23,512 103,080 11,630.9 1734.9 | 0.83 0.81 0.84 0.54 1.18 4.38    |
| 2010 | 234,135.9 30,050.2 4508.1 26,159.6 2131.6 4.16 | 636,395.8 158,336.6 23,982.2 105,141.6 11,863.5 1769.6 | 1.05 0.83 0.92 0.72 1.30 4.16    |
| 2012 | 239,755.1 30,651.2 4518.2 26,682.8 2174.2 4.56 | 659,538.5 165,716.9 24,732.7 111,341.8 12,389.1 2318.9 | 1.09 0.78 0.95 0.73 1.38 4.56    |
| 2015 | 256,226.4 32,231.1 4532.8 30,574.7 2197.2 4.53 | 681,817.2 172,265.2 25,443.6 116,950.8 12,912.4 2771.3 | 1.13 0.80 0.96 0.79 1.54 4.47    |
| 2018 | 271,058.5 33,680 4545.6 33,800.9 2243.1 4.53 | 513,704 90,807.8 20,285.7 87,092.7 11,514.1 918.9  | 1.21 0.87 1.09 0.85 1.60 4.53    |

Source: World Bank, World Development Indicators database, Global Footprint Network.

Although many studies have analyzed the environmental issues for various groups of countries, for South Asian countries, activities in this important field are severely limited, and the integrated research in this subject is even missing [29]. Hence, this research contributes to the existing literature by filling the existing gap in the following ways: (i) though the association between natural resources, globalization, and environmental quality has been examined by some scholars, the relationship has not yet been clear [29], which calls for further investigation. No study is available currently that has evaluated the impact of the extraction of natural resources and globalization on environmental quality in South Asian countries. (ii) Unlike previous research, the current study applies a novel methodology, Dynamic Common Correlated Effects (DCCE), which can consider various methodological problems such as cross-sectional dependence (CSD) and heteroscedasticity.(iii)As an environmental measure, the majority of current literature only uses CO₂ emissions. It can be misleading to use a single proxy to capture environmental effects [30]. This study, therefore, deals with environmental problems in a modern sense by using four proxies of environmental quality (GHG emissions, i.e., CO₂, N₂O, and CH₄ together with a novel indicator, ecological footprint) to obtain robust findings.(iv)Instead of using a single indicator of institutional performance, this study uses a composite index made up of five different institutional indicators (socioeconomic condition, government stability, corruption, investment profile, and law and order) through principal component analysis (PCA) technique.(v)Environmental issues in South Asian countries have a great interest for
governments, policymakers, and researchers due to its rising levels of GHG emissions and ecological footprint. (vi) Thus, this research gives useful proposals, which will open new doors for further research in environmental issues and its implications.

The rest of the paper is structured as follows: the empirical review of the previous literature is provided in Section 3. Data and methodology are given in Section 4, while Section 5 provides results and discussion. In the end, Section 6 concludes the study with some policy recommendations.

3. Literature Review

This section evaluates the impact of the extraction of natural resources and globalization on environmental quality by providing a brief review of the previous literature.

Since the early studies of Young [31], Sachs and Warner [32], and Auty [33], extensive consideration has been given to the extraction of natural resources and environmental quality worldwide. Recently, many studies emphasize the importance of natural resources for sustainable development and environmental quality. For instance, Neumayer [34] explained the impact of natural resources on environmental quality by using CO₂ emissions and confirmed that natural resources significantly explained the cross-country differences in CO₂ emissions. Gao and Tian [1] analyzed the ecological trade deficit and excess consumption of natural resources for China. It was indicated that, in 1986, due to excess consumption of resources, the production footprint of China surpassed its biocapacity, which was called ecological overshoot. Hassan et al. [2] observed that natural resources increased the amount of ecological footprint, while Zafar et al. [21] argued that natural resources mitigated the ecological footprint. Similarly, Bai et al. [4] found that natural factors had a positive relationship with air pollution. The risk detector analysis revealed that precipitation and elevation had a negative impact on air pollution, whereas urbanization was positively correlated with air pollution. In another study, Balsalobre-Lorente et al. [3] analyzed the impact of natural resources, electricity consumption and economic growth on CO₂ emissions for European Union countries for the years 1985–2016. The findings confirmed that both natural resources and electricity consumption improved the environment.

The globalization-environmental quality nexus has drawn much attention in recent years. Dreher et al. [35] analyzed the association between globalization and various environmental indicators, such as SO₂ emissions and CO₂ emissions, water pollution, and round wood production. After applying panel regression models, it was revealed that globalization migrated SO₂ emissions and water pollution. However, globalization did not influence CO₂ emissions and round wood production. Twerefou et al. [36] evaluated the link between globalization and carbon dioxide emissions for 36 African countries. By using the GMM method, it was disclosed that globalization degraded environmental quality in selected African countries. In another study, Mrabet and Alsamara [30] explored the validity of the Environmental Kuznets Curve (EKC) in Qatar by using ecological footprint and CO₂ emissions. After applying the ARDL model, it was found that EKC is not valid in Qatar by using CO₂ emissions, whereas EKC was found by using ecological footprint. In a recent study, Sharif et al. [37] suggested that globalization and ecological footprint had a positive impact on each other in the case of Sweden, Belgium, the Netherlands, Denmark, Norway, Switzerland, Portugal, and Canada. On the other hand, in Germany, France, and Hungary, a negative relationship was observed between globalization and ecological footprint.

The previous studies linked many institutional performance indicators to environmental quality. As pioneer studies, Deacon [38] and Torras and Boyce [39] found that good governance and democracy improved environmental quality. The positive association between institutional performance and environmental quality is verified by many scholars. For instance, Deacon [38] and Dasgupta et al. [18] identified a positive association between institutional quality and environmental quality. Cole [40], in his empirical study of 94 countries, realized that corruption had a positive association with SO₂ and CO₂ emissions. Similarly, a positive association between the control of corruption and SO₂...
emissions was also examined by Liao et al. [16] in 29 Chinese provinces. It was observed that institutional performance improved environmental quality even if an economy had a low level of income. Zeinalzadeh et al. [41] found a positive association between democracy and environmental quality in OIC countries for the period 2000–2010. Charfeddine and Mrabet [42] analyzed the energy consumption-environmental quality nexus via social and political factors in MENA countries. The outcomes of DOLS and FMOLS indicate that energy consumption and political institutions had increased the ecological footprint. Similarly, Muhammad and Long [43] found a negative and significant association between the rule of law and CO$_2$ emissions in 65 belt and road initiative (BRI) countries. Omri and Hadj [19] and Castiglione et al. [44] observed that countries that respect laws and regulations, having private property rights, and market allocation of resources were developing faster than those economies in which these freedoms were limited. Moreover, Gholipour and Farzanegan [45] and Omri and Hadj [19], in their studies, found that good governance and the rule of law significantly reduced the amount of pollution.

GDP is also one of the important determinants of environmental quality. Zambrano-Monserrate and Fernandez [46] observed that increased GDP due to the technique effect led to a quadratic association between income and N$_2$O emissions by validating the EKC hypothesis. Moreover, Copeland and Taylor [47] and Chang [48] observed that if economic growth came through trade openness, then environmental quality deteriorated with economic growth, and eventually such scale effect of income was offset by the technological changes due to changes in preferences of the people [49].

Very few studies related to environmental quality in South Asian countries have been found in previous literature. For instance, Sun et al. [25] measured the environmental sustainability performance of South Asian countries with the help of Data Envelopment Analysis (DEA). The results revealed that Bhutan outperformed the rest of South Asian countries. Nepal was second with a stable ranking, followed by the Maldives. Pakistan had shown the worst performance for environmental sustainability. For long-term environmental sustainability, the South Asian countries should boost cross-border renewable trade. Hunjra et al. [29] analyzed the impact of institutional quality and financial development on environmental degradation in five countries of South Asia (Bangladesh, Pakistan, India, Sri Lanka, and Nepal) for the years 1985 to 2018. It was found that financial development increased CO$_2$ emissions while institutional quality moderated the negative association between financial development and environmental quality. In another study, Mehmood and Tariq [50] found an inverted U-shaped association between globalization and CO$_2$ emissions in South Asian countries.

Table 2 shows the summary of previous studies, which shows the relationship between natural resources, globalization, and environmental quality.

Table 2 shows the summary of previous studies, which shows the relationship between.

It is clear from the review that a lot of studies analyzed this association for various groups of countries and provide different findings, but in the case of South Asian countries, very limited studies exist (see Mehmood and Tariq [50] and Sun et al. [25]), which leaves room for comprehensive research to examine this relationship in terms of a specific group of countries, i.e., South Asia. Hence, this issue is still disputable and will directly influence the fairness and inclusiveness of environmental governance policies.
Table 2. Summary of the Previous Empirical Literature.

| Author(s)                  | Sample Period/Countries                | Methodology                     | Dependent Variable | Findings/Relationship of Independent Variables with Dependent Variable                                      |
|----------------------------|----------------------------------------|----------------------------------|--------------------|--------------------------------------------------------------------------------------------------------|
| Neumayer [34]              | 1968–1988/106 countries                | Ordinary least squares (OLS)     | CO₂ emissions per capita | Natural resources explained the cross-country differences in CO₂ emissions                           |
| Balsalobre-Lorente et al. [3] | 1985–2016/EU countries               | Panel least squares (PLS)        | CO₂ emissions     | Natural resources (−), electricity consumption (−)                                                    |
| Ahmadov and Borg [6]       | 1997–2015/28 EU countries             | OLS/Fixed effect model           | Renewable energy production | Petroleum rents (−), total resource rents (+), GDP growth (+)                                           |
| Zafar et al. [21]          | 1970–2015/United States               | ARDL                             | Ecological footprint | Natural resources (−), human capital (−), economic growth (−), energy consumption (−)                |
| Hassan et al. [2]          | 1970–2014/Pakistan                   | ARDL                             | Ecological footprint | Natural resources (+), GDP growth (+), urbanization (−)                                                |
| Twerefou et al. [36]       | 1990–2013/Sub-Saharan African countries | System-GMM                       | CO₂ emissions per capita | Globalization (+), GDP growth (+), trade openness (+), FDI (+), EKC exists                           |
| Zaidi [14]                 | 1990–2016/Asia Pacific Economic Cooperation Countries | CUP-BC and CUP-FM methods | CO₂ emissions | Globalization (−), financial development (−), energy intensity (+), EKC exists                      |
| Figge et al. [8]           | 1990–2014/183 countries               | multivariate regression model    | Ecological footprint | Overall globalization (+), economic globalization (+), GDP per capita (+, −)                         |
| Rudolph and Figge [7]      | 1981–2009/146 countries               | Extreme bounds analysis (EBA)    | Ecological footprint | Overall Globalization (+), political globalization (+), Social globalization (−)                     |
| You and Lv [9]             | 1985–2013/83 developed and developing countries | Spatial panel method             | CO₂ emissions     | Globalization (+), GDP (+), population (+), industrialization (+), urbanization (+), EKC hypothesis exists |
| Author(s)                     | Sample Period/Countries                  | Methodology       | Dependent Variable | Findings/Relationship of Independent Variables with Dependent Variable |
|------------------------------|-----------------------------------------|-------------------|--------------------|-------------------------------------------------------------------------|
| Bhattari and Hammig [51]     | 1972–1991/66 countries of Latin America, Africa, and Asia | OLS, FGLS        | Deforestation      | For Latin America and Africa: Political institutions (−), GDP growth (+), Population growth (−), For Asia: Political institutions (+), GDP growth (−), Population growth (+) |
| Ibrahim and Law [15]         | 2000–2010/40 Sub-Sahara African countries | GMM estimation    | CO₂ emissions      | Institutional quality (−), trade openness (+), urbanization (+)         |
| Liao et al. [16]             | 1999–2012/29 Chinese provinces          | FMOLS, DOLS, Fixed effects | SO₂ emissions      | Anti-corruption cases (−), Real income (+), Energy consumption (+), EKC exists |
| Muhammad and Long [43]       | 2000–2016/65 belt and road initiative countries | GMM estimation    | CO₂ estimations    | Political stability (−), corruption control (−), rule of law (−), GDP per capita (+), Energy consumption (+), FDI (+) |
4. Data and Methodology

In this study, the relationship between extraction of natural resources, globalization, institutional performance, and environmental quality is observed for South Asian countries. Out of eight South Asian countries, six (India, Pakistan, Bangladesh, Sri Lanka, Nepal, and Bhutan) are selected for the analysis according to data availability for the period 1991–2018. Our four models have different dependent variables (three pollutants, i.e., CO$_2$, CH$_4$, and N$_2$O, along with a new indicator, ecological footprint). The independent variables are per capita natural resources, globalization, institutional performance, energy consumption, and GDP per capita. The reason for selecting the above-mentioned pollutants as environmental indicators is their significant share in GHG emissions. CO$_2$ emissions are the most significant contributors to GHG emissions, followed by CH$_4$ and N$_2$O. CO$_2$ emissions are primarily produced from the consumption of energy, transportation, and industrial output [52]. CH$_4$ is generated during the consumption of natural gas, oil and coal [53], while N$_2$O emissions are emitted from agricultural activities [54]. The ecological footprint, on the other hand, is a modern instrument to measure the environmental quality, which reflects the ecological and biological aspects of the earth.

Different conventional panel data techniques have been utilized by previous studies like PMG (pooled mean group), GMM (generalized method of movement), CCE (common correlated effects), and fixed effect (FE) models. However, these traditional methodologies consider homogeneity and ignore the issue of heterogeneity in the data, which is common in the real world in panel data [55,56]. Moreover, several times, panel data models apt to suffer from the issue of cross-sectional dependence (CSD) as the result of unobserved factors and economic shocks that arise due to globalization and economic integration of countries [56]. Hence, every country has significantly suffered from economic changes in other countries [56,57]. Therefore, nowadays, researchers across the globe are more interested in CSD between cross-sectional units. To tackle such issue of CSD, a new panel data methodology, “dynamic common correlated effects (DCCE)” by Chudik and Pesaran [58], is helpful, which can tackle the issue of CSD by assuming that a common factor can represent the variables.

The DCCE approach is created on the principles of Mean group (MG) estimation proposed by Pesaran and Smith [59], pooled mean group (PMG) technique developed by Pesaran et al. [60], and CCE (common correlated effects) methodology developed by Pesaran [61]. Blackburne and Frank [62] suggested PMG estimation with xtpmg command for non-stationary and heterogeneous large data sets. PMG estimation combines both averaging and pooling of the data. However, error variances, intercepts, and slope coefficients are allowed to change across different groups of data [62], but the main issue of PMG estimation is that it does not allow CSD between the cross-sectional units [56].

Eberhardt [63] recommended CCE estimation through xtcce command. The CCE command considers the cross-sectional average of both dependent and independent variables to attain an unobserved common factor. However, the CCE approach does not take the lag value of an endogenous variable as an explanatory variable [58]. Although CCE estimation is robust to serial correlation, nonstationarity, and structural breaks, it is inadequate for dynamic panel data due to its failure to take into account the lag of dependent variable as strictly exogenous [58]. A fixed-effects (FE) technique also considers heterogeneity by pooling the time-series observations and changing intercepts across the groups, but the main problem of FE methodology is that it generates potentially misleading and inconsistent outcomes if the slope coefficients are not identical [56,64].

On the other hand, through the DCCE approach of Chudik and Pesaran [58], the estimator becomes more persistent by adding cross-sectional lags in regression equations. This approach can deal with various critical issues that are not considered by other conventional methodologies: (i) this methodology takes the averages and logs of all cross-sectional units to tackle the problem of CSD. (ii) It can deal with heterogeneity through the mean group (MG) estimation properties. Moreover, it assesses dynamic common correlated effects by taking heterogeneous slopes and presuming that a common factor can represent the
variables. (iii) DCCE methodology can also give robust outcomes if data is small in size by initiating Jackknife command. We can use the jackknife command in STATA to estimate robust variance and robust standard error. (iv) This approach works excellently when our data suffered from structural breaks [65] or in the case of unbalanced panel data [64].

The models of our study are predicated on the findings of Grossman and Krueger [10] and Zafar et al. [21], which have recognized the impact of globalization and natural resources on environmental quality. Along with globalization and natural resources, we have incorporated other important determining factors of environmental quality, i.e., institutional performance, GDP per capita, and energy consumption, to prevent omitted variables bias. Heterogeneity and CSD issues of data are excellently dealt with DCCE methodology can also give robust outcomes if data is small in size by initiating Jackknife command. We can use the jackknife command in STATA to estimate robust variance and robust standard error. (iv) This approach works excellently when our data suffered from structural breaks [65] or in the case of unbalanced panel data [64].

On the basis of the above-mentioned specifications, we can write the DCCE equation as below:

\[ Y_{it} = \alpha_i Y_{it-1} + \delta_i X_{it} + \sum_{p=0}^{P_T} \gamma_{xip} X_{i t-p} + \sum_{p=0}^{P_T} \gamma_{yip} X_{i t-p} + \mu_{it} \]  

(1)

Here, \( t \) and \( i \) indicate time and cross-sections, respectively. \( Y_{it} \) and \( Y_{it-1} \) represent the dependent variable and its lag, respectively. \( P_T \) shows the lag of cross-sectional averages. The set of other independent variables is shown by \( X_{it} \). The unobserved common factors are represented by \( \gamma_{xip} \) and \( \gamma_{yip} \); \( \mu_{it} \) denotes the error term.

The model of Equation (1) is further extended into the following four models by using various proxies of environmental quality according to our objectives of the study.

\[ LNCO_{2it} = \alpha_i LNCO_{2i t-1} + \delta_i X_{it} + \sum_{p=0}^{P_T} \gamma_{xip} X_{i t-p} + \sum_{p=0}^{P_T} \gamma_{yip} X_{i t-p} + \mu_{it} \] (Model 1)

\[ LNCH_{4it} = \alpha_i LNCH_{4i t-1} + \delta_i X_{it} + \sum_{p=0}^{P_T} \gamma_{xip} X_{i t-p} + \sum_{p=0}^{P_T} \gamma_{yip} X_{i t-p} + \epsilon_{it} \] (Model 2)

\[ LNN_{2Oit} = \alpha_i LNN_{2Oi t-1} + \delta_i X_{it} + \sum_{p=0}^{P_T} \gamma_{xip} X_{i t-p} + \sum_{p=0}^{P_T} \gamma_{yip} X_{i t-p} + \epsilon_{it} \] (Model 3)

\[ LNECF_{it} = \alpha_i LNECF_{i t-1} + \delta_i X_{it} + \sum_{p=0}^{P_T} \gamma_{xip} X_{i t-p} + \sum_{p=0}^{P_T} \gamma_{yip} X_{i t-p} + \nu_{it} \] (Model 4)

\( LNCO_{2} \) (log of per capita CO\(_2\) emissions), \( LNCH_{4} \) (log of Methane emissions), \( LNN_{2O} \) (log of N\(_2\)O emissions), and \( LNECF \) (log of per capita ecological footprint) in Model 1, 2, 3, and 4, respectively, are dependent variables that are used as proxies of environmental quality, and the lags of these dependent variables are taken as independent variables. Log of per capita natural resources, the log of globalization, the log of institutional performance, the log of GDP per capita, and the log of per capita energy consumption are other independent variables that are represented by \( X_{it} \). Moreover, \( \mu_{it}, \epsilon_{it}, \epsilon_{it}, \) and \( \nu_{it} \) are error terms of the models.

One of the main problems of previous studies is that they take a single variable as a proxy for institutional performance, such as corruption [16,66], government stability [67], law and order [43,68], and religious tensions [69]. Using a single variable as a proxy for institutional performance could result in biased or misleading outcomes [17,70]. Moreover, including all the indicators in one equation is not an easy task [71]. Therefore, we have obtained an institutional performance index (INP) made up of five institutional indicators (socioeconomic conditions, law and order, government stability, investment profile and corruption) through the method of principal component analysis (PCA). These institutional indicators reflect different issues and factors that significantly affect environmental quality [17]. We followed Hosseini and Kaneko [72], Law et al. [70], and Ali et al. [17] for constructing PCA (the STATA command pca is used for calculating the institutional perfor-
mance index (INP)). This index duplicates all the original data of institutional indicators into one variable with minimal loss of information [73].

The $j$th factor index in PCA technique can be written as:

$$\text{INP}_j = W_{j1}X_1 + W_{j2}X_2 + W_{j3}X_3 + W_{j4}X_4 + W_{j5}X_5$$

(2)

Here, $\text{INP}_j$ represents the institutional performance index. $W_j$ denotes the respective weights of the parameters. $X_1$, $X_2$, $X_3$, $X_4$, $X_5$ show the values of institutional indicators (socioeconomic condition, government stability, corruption, investment profile, and law and order).

The previous studies of Maddala and Wu [74], Levin et al. [75], and Im et al. [76] relied on 1st generation unit root tests, which have ignored the issue of CSD. Therefore, in this study, we have applied the CIPS test, which is a 2nd generation unit root test developed by Choi and Chue [77] and Pesaran [78], and which gives more authentic results in the presence of CSD. The null hypothesis of no CSD is verified against our alternative hypothesis of CSD. A bootstrap cointegration approach by Westerlund [79] is employed to estimate long-run estimates, which is preferred on traditional cointegration tests because it considers CSD, structural breaks, and heteroscedasticity [80]. The description of variables, along with data sources, is presented in Table 3.

### Table 3. Description of Variables and Data Sources.

| Variables | Description                                      | Unit of Measurement                          | Data Sources                   |
|-----------|--------------------------------------------------|----------------------------------------------|--------------------------------|
| LNCO2     | log of per capita CO$_2$ emissions               | Kilo ton (kt)                                | World Bank                     |
| LNCH4     | log of Methane emissions                         | kt of CO$_2$ equivalent                      | World Bank                     |
| LNN$_2$O  | log of Nitrous oxide emissions                   | thousand metric tons of CO$_2$ equivalent    | World Bank                     |
| LNECF     | log of per capita ecological footprint           | Global hectares (g ha)                       | Global Footprint Network       |
| LNTNR     | log of the amount of total natural resources per capita | Composite index of per capita rents of natural gas, oil, coal, minerals, and forests(constant2010 US$) | World Bank                     |
| LNENC     | log of per capita energy consumption             | kg of oil equivalent per capita              | World Bank                     |
| LNGDP     | log of GDP per capita                            | constant 2010 US$                            | World Bank                     |
| LNINP     | Log of institutional performance index           | calculated through panel principal          | International Country Risk     |
| LNKOF     | Log of globalization                             | KOF globalization index                      | KOF Swiss Economic Institute    |

### 5. Results and Discussion

Table 4 represents the descriptive statistics of all the variables (in log form). Pair-wise correlation of variables is also given, which shows the level of association among variables. All our independent variables are significantly correlated with dependent variables.

Due to globalization and economic conditions, the panel data these days suffer from CSD. As shown in Table 5, we have employed various tests to verify the presence of CSD, i.e., Pesaran-CD (the STATA command ‘xtcd’ is used for CD test) and Pesaran-scaled LM tests presented by Pesaran [81], and bias-adjusted scaled LM test proposed by Baltagi et al. [82]. The outcomes of these tests are useful in deciding the estimation technique and also help to make a decision that whether the 1st generation unit root tests of Levin et al. [75] and Im et al. [76] are appropriate, which consider no CSD, or whether the 2nd generation unit root tests by Chang [83] and Pesaran [78] are more suitable, which assume the CSD.

The above CSD tests are checked against the null hypothesis of no CSD, and according to the outcomes of the tests, we reject the null hypothesis and confirm that CSD exists among the cross-sectional units. Due to the presence of CSD, the 2nd generation unit root tests are more suitable than the 1st generation unit root tests.

Table 6 shows the outcomes of the 2nd generation unit root test (CIPS-Test) proposed by Pesaran [78], which considers the CSD in data (the STATA command ‘xtcips’ is used for
CIPS test). All the variables are stationary at the level, and their first difference, and none of the variables are stationary at the second difference.

Table 4. Descriptive Statistics of Variables and Pair-wise Correlation.

| Variables | LNCO₂ | LNCH₄ | LNN₂O | LNECF | LNTNR | LNKOF | LNINP | LNENC | GDP |
|-----------|-------|-------|-------|-------|-------|-------|-------|-------|-----|
| Mean      | −0.29 | 3.95  | 3.33  | −0.04 | 1.08  | 1.72  | 0.54  | 2.53  | 3.01|
| Median    | −0.21 | 4.32  | 3.62  | −0.07 | 0.96  | 1.73  | 0.51  | 2.58  | 2.97|
| Minimum   | −1.55 | 1.13  | 0.32  | −0.11 | 0.25  | 1.44  | 3.76  | 2.07  | 2.56|
| Maximum   | 0.48  | 5.83  | 5.43  | 0.08  | 2.12  | 1.90  | 3.94  | 2.80  | 3.59|
| Skewness  | −0.65 | −0.67 | −0.55 | 0.48  | 0.37  | −0.43 | −0.10 | −1.16 | 0.41|
| Kurtosis  | 3.18  | 2.22  | 2.27  | 1.69  | 2.09  | 2.79  | 2.23  | 3.32  | 2.40|
| Observations | 168 | 168  | 168  | 168  | 168  | 168  | 168  | 168  | 168|

Note: * shows 1 percent level of significance.

Table 5. Results of cross-sectional dependence tests.

| Variables | Pesaran-CD Statistic | Probability | Pesaran-Scaled LM Statistic | Probability | Bias-Adjusted Scaled LM Statistic | Probability |
|-----------|----------------------|-------------|----------------------------|-------------|----------------------------------|-------------|
| LNCO₂     | 31.83                | 0.00 *      | 129.39 *                   | 0.00 *      | 128.40                           | 0.00 *      |
| LNCH₄     | 80.72                | 0.00 *      | 221.21 *                   | 0.00 *      | 220.14                           | 0.00 *      |
| LNN₂O     | 27.85                | 0.00 *      | 130.30 *                   | 0.00 *      | 129.23                           | 0.00 *      |
| LNECF     | 130.64               | 0.00 *      | 381.03 *                   | 0.00 *      | 380.13                           | 0.00 *      |
| LNTNR     | 54.14                | 0.00 *      | 196.54 *                   | 0.00 *      | 195.91                           | 0.00 *      |
| LNKOF     | 87.99                | 0.00 *      | 272.57 *                   | 0.00 *      | 271.67                           | 0.00 *      |
| LNINP     | 45.53                | 0.00 *      | 108.25 *                   | 0.00 *      | 107.39                           | 0.00 *      |
| LNENC     | 67.86                | 0.00 *      | 196.54 *                   | 0.00 *      | 195.91                           | 0.00 *      |
| LNGDP     | 129.32               | 0.00 *      | 400.37 *                   | 0.00 *      | 399.51                           | 0.02 **     |

Note: * and ** show 1 percent and 5 percent level of significance, respectively.

Table 6. Results of CIPS-Test.

| Variables | Level | 1st Difference |
|-----------|-------|----------------|
| LNCO₂     | −1.89 | −6.14 *        |
| LNCH₄     | −2.58 ** | −5.10 *        |
| LNN₂O     | −2.30 * | −4.09 *        |
| LNECF     | −2.96 * | −5.52 *        |
| LNTNR     | −2.30 ** | −4.09 *        |
| LNKOF     | −2.58 * | −5.10 *        |
| LNINP     | −2.76 * | −5.22 *        |
| LNENC     | −2.36 ** | −5.06 *        |
| LNGDP     | −2.50 * | −4.56 *        |

Note: * and ** refer to the levels of significance at 1 percent and 5 percent, respectively.

Slope Homogeneity Test

The result of the slope homogeneity test (the STATA command ‘xthst’ is used for slope homogeneity test) of Pesaran et al. [84] is presented in Table 7. This test rejects the null hypothesis that slope coefficients of the models are homogenous (no heterogeneity) and accepts the alternative hypothesis that slope coefficients are not homogenous (heterogeneity).
Table 7. Outcomes of Slope Homogeneity Test.

|                | $\Delta$ | $\Delta_{adj}$ |
|----------------|----------|-----------------|
| Model 1        | 6.63 *   | 7.12 *          |
| Model 2        | 7.17 *   | 8.13 *          |
| Model 3        | 5.40 *   | 5.97 *          |
| Model 4        | 5.38 *   | 6.19 *          |

Note: * refers to the level of significance at 1 percent.

In Table 7, $\Delta$ and $\Delta_{adj}$ show the values of t-statistics of slope homogeneity test and its bias-adjusted version, respectively. The results of this test give us sufficient indication for the presence of country-specific heterogeneity in all our models.

It is decided by slope homogeneity test whether the coefficients of cross-sections are homogeneous or heterogeneous in the long-run. In modern times, due to CSD, each country is influenced by economic changes of other economies and may have similar dynamics [84]. Assuming slope homogeneity in the case of heterogeneous panel data leads to misleading or biased outcomes [17]. As a consequence, the slope homogeneity test is useful to define the existence of cross-sectional heterogeneity while analyzing the empirical findings.

The long-run relationship among the variables is analyzed through Westerlund [79] panel cointegration test as shown in Table 8. The STATA command ‘xtwest’ developed by Persyn and Westerlund [84] is used for this test. Westerlund [79] test considers many important problems like heteroskedasticity, CSD, structural breaks, and serial correlation. These issues are ignored in traditional cointegration tests like Pedroni [85] cointegration test. Therefore, the outcomes of Westerlund [79] are more reliable.

Table 8. Westerlund panel cointegration test results.

| H$_{0}$: No Cointegration | Model 1 | Model 2 | Model 3 | Model 4 |
|---------------------------|---------|---------|---------|---------|
| Statistic                 | Value   | $p$-Value | Value   | $p$-Value | Value   | $p$-Value | Value   | $p$-Value |
| Group-$\bar{\alpha}$     | −3.04 ** | 0.01     | −3.65 * | 0.00     | −3.92 * | 0.00     | −4.19 * | 0.00     |
| Group-$\bar{\alpha}$     | −3.05 *  | 0.00     | −3.29 * | 0.00     | −2.48   | 0.00     | −4.37 * | 0.00     |
| Panel-$\bar{\alpha}$     | −7.40 *  | 0.00     | −5.80 **| 0.02     | −8.04 * | 0.00     | −3.68 * | 0.00     |
| Panel-$\bar{\alpha}$     | −3.18 *  | 0.00     | −2.64   | 0.00     | −3.04 * | 0.00     | −3.96 **| 0.02     |

Note: * and ** refer to the level of significance at 1 percent and 5 percent, respectively.

The test statistics values of Westerlund [79] cointegration test (Group-$\bar{\alpha}$, Group-$\bar{\alpha}$, Panel-$\bar{\alpha}$, and Panel-$\bar{\alpha}$) are significant according to their robust $p$-values. We have checked the null hypothesis of no cointegration against the alternative hypothesis of cointegration. According to the outcomes of test statistics, we reject the null hypothesis and confirm the existence of a long-run relationship among the variables. The outcomes of this test are aligning with the findings of Meo et al. [56] and Ali et al. [17], who also used the Westerlund cointegration test [79] to observe long-run association among the variables.

Table 9 indicates the DCCE estimation in the short-run and long-run. The STATA command xtdc2 developed by Ditzen [64] is used for DCCE estimation. We have used xtdc2 command developed by Ditzen [64] to implement the DCCE estimation of Chudik and Pesaran [58]. Independent variables in all our models have shown significant relationships with the lagged values of dependent variables (L.LNCO$_2$, L.LNCH$_4$, L.LNN$_2$O, and L.LNCEF). The short-run elasticities of globalization, natural resources, and institutional performance for GHG emissions (CO$_2$, CH$_4$, and N$_2$O) are more than long-run elasticities. It is found that globalization and energy consumption have more substantial effects on environmental indicators than other variables.
Table 9. Results of Dynamic Common Correlated Effects (DCCE) estimation.

| Regressors  | Model 1 (LNCO2) | Model 2 (LNCH4) | Model 3 (LNN2O) | Model 4 (LNECF) |
|------------|----------------|----------------|----------------|----------------|
|            | Coefficient    | Coefficient    | Coefficient    | Coefficient    |
| D.LNTNR    | 0.37 *         | 0.30 *         | 0.35 *         | −0.30 *        |
|            | (0.00)         | (0.00)         | (0.00)         | (0.01)         |
| D.LNKOF    | −1.90 *        | −2.2           | −1.10 *        | 1.17 *         |
|            | (0.01)         | (0.15)         | (0.00)         | (0.00)         |
| D.LNINP    | −0.10 **       | −0.18 **       | 0.08           | −0.05 *        |
|            | (0.02)         | (0.03)         | (0.11)         | (0.00)         |
| D.LNENC    | 0.58 **        | 0.60 *         | 0.52 **        | 0.45           |
|            | (0.02)         | (0.00)         | (0.02)         | (0.12)         |
| D.LNGDP    | 0.32 **        | 0.30 *         | 0.23 **        | 0.28 *         |
|            | (0.03)         | (0.01)         | (0.03)         | (0.01)         |
| L.LNCO2    | −0.60 **       | —              | —              | —              |
|            | (0.03)         |                |                |                |
| L.LNCH4    | —              | −0.78 *        | —              | —              |
|            |                | (0.01)         |                |                |
| L.LNN2O    | —              | —              | −0.70 *        | —              |
|            |                |                | (0.00)         |                |
| L.LNECF    | —              | —              | —              | −0.65 *        |
|            |                |                |                | (0.01)         |
| LNTNR      | 0.32 *         | 0.28 *         | 0.25 *         | −0.32 *        |
|            | (0.01)         | (0.00)         | (0.00)         | (0.00)         |
| LNKOF      | −1.50 **       | −2.10          | −0.98 *        | 1.20 *         |
|            | (0.02)         | (0.20)         | (0.00)         | (0.01)         |
| LNINP      | −0.09 *        | −0.15 ***      | 0.06 *         | −0.07 *        |
|            | (0.00)         | (0.06)         | (0.00)         | (0.01)         |
| LNENC      | 0.50 **        | 0.65 *         | 0.55 **        | 0.48 *         |
|            | (0.02)         | (0.01)         | (0.02)         | (0.00)         |
| LNGDP      | 0.30 **        | 0.28 **        | 0.20 **        | −0.32 ***      |
|            | (0.02)         | (0.02)         | (0.04)         | (0.07)         |

Note: *, **, and *** refer to the levels of significance at 1 percent, 5 percent and 10 percent, respectively. () shows the probability value.

Natural resources show a positive and significant association with all GHG emissions in South Asian countries. These outcomes are aligning with the findings of Grossman and Krueger [10] and Cole and Elliot [11], who found that the scale effect leads to the expansion of economic activities due to the use of natural resources and energy consumption, which results in the deterioration of the environmental quality in the economy. However, natural resources indicate a negative association with the ecological footprint, implying that they have a positive contribution to environmental quality. This relationship is backed up by the studies of Zafar et al. [21] and Danish et al. [86]. The transformation from old technologies (that cause the exploitation of natural resources) to advanced technologies that integrate reprocessing, recycling, value-addition, and artificial resources that replace natural resources will lead to improved environmental quality (Danish et al., 2020). Natural resource abundance decreases the dependency on the import of fossil fuel since it is sufficient to fulfill the energy requirements, and eventually, it may decrease ecological footprint [21,86]. Moreover, energy consumption demonstrates a positive and significant relationship with all GHG emissions and ecological footprint in both the short-run and long-run, which indicates that increased consumption of energy deteriorates environmental quality in South Asian countries.

The short-run and long-run estimates show that globalization indicates a significant and negative relationship with CO2 and N2O emissions, which shows that environmental quality improves with the increased globalization in South Asian countries. The results align with the studies of Zaidi [14] and Sharif et al. [37]. One of the possible reasons for this negative relationship between globalization and GHG emissions can be explained
by the theory of Antweiler et al. [87], which argues that environmental quality improves when technique effect dominates on composition and scale effects. Moreover, globalization has an insignificant relationship with CH$_4$ emissions in both the short-run and long-run. However, we find that globalization has a positive association with the ecological footprint, which shows that environmental quality deteriorates with the increase in globalization. The finding is in line with Rudolph and Figge [7]. The possible reason for the positive association between globalization and ecological footprint in South Asian countries is that ecological footprint is comprised of many components (i.e., biocapacity, cropland, grazing land, fishing land, carbon footprint, and forest product) which are seriously impacted by human and industrial activities due to globalization [7].

The institutional performance shows a significant and negative linkage with CO$_2$, CH$_4$, and ecological footprint in both the short-run and long-run. It shows that better performance of institutional determinants, i.e., socioeconomic conditions, the stability of government, law and order, and control of corruption, will increase the environmental quality in South Asian countries. The findings are aligned with Bhattacharji and Hammig [51], Zeinalzadeh et al. [41] and Liao et al. [16]. Furthermore, the association between institutional performance and N$_2$O emissions is positive but insignificant in the short-run, which becomes significant in the long-run. The possible reason for this long-run relationship between institutional performance and N$_2$O emissions is that N$_2$O emissions are primarily produced from agricultural activities (use of nitrogen-fertilizers, waterlogging and crop-tillage, etc.) [34] and South Asian countries are under-developed, having a large share of the agriculture sector that makes a significant contribution in economic activities of these countries [88]. In the development process, an increase in institutional performance (stability of government, control on corruption, a better situation of law and order, and improved socioeconomic conditions) leads to enhance agricultural activities, which causes an increase in N$_2$O emissions.

The short-run and long-run estimates demonstrate a positive and significant relationship of GDP per capita with all GHG emissions except with ecological footprint, where it shows a negative and significant association. The positive linkage of GDP per capita with environmental indicators in South Asian countries is consistent with the studies of Ahmed et al. [89] and Lin [90]. This relationship is valid in the early phase of development under the scale effect in which environmental quality deteriorates due to the increase of economic activities (transportation, deforestation, and industrial output) and energy consumption. The negative relationship between per capita GDP and ecological footprint in South Asian countries is consistent with the results of Zafar et al. [21]. There are two possible reasons for this negative association: (i) when under technique effect, the income level of the people increases, and they demand a clean environment to achieve better living standards. (ii) Under the composition effect, the production of dirty products is superseded by cleaner technologies or the services sector, which leads to improved environmental quality.

6. Concluding Remarks and Recommendations

This study has evaluated the impact of extraction of natural resources and globalization on the environmental quantity in South Asian countries for the period 1991–2018 by taking GHG emissions and ecological footprint as environmental indicators. Various CSD tests confirm the existence of CSD in cross-sectional units. The slope homogeneity test confirms the presence of heterogeneity in data. To deal with the weaknesses of traditional methods, a newly developed DCCE approach is applied, which considers the issue of CSD. Long-run results of DCCE estimation for South Asian countries indicate a positive and significant relationship of natural resources with all GHG emissions and a negative association with the ecological footprint. Globalization shows a negative relationship with CO$_2$ and N$_2$O emissions and a positive association with the ecological footprint. Institutional performance is negatively correlated with CO$_2$, CH$_4$, and ecological footprint while positively associated with N$_2$O emissions.
South Asian countries should work with indigenous communities and stakeholders for a greater understanding of the impacts of natural resources and globalization on biodiversity. They should make advanced policies that can help their communities to become more resilient, secure, and restore natural ecosystems such as wetlands, helping landscapes, ecosystems and species adapt to changes in climate. South Asian countries should move towards capital-intensive production rather than labor-intensive technology, as capital-intensive technique leads to more efficient technology which involves cleaner processes, cleaner production, and green investment. If the cost of being clean is low for new investment but high for retrofitting, it induces cleaner processes, leading to less GHG emissions. Green technology is a suitable option for sustainable development goals (SDGs) like green energy, low-cost production, better health, openness, infrastructure, responsible production and consumption, and environmental quality. Knowing about the factors which have positive or negative effects on natural resources will lead to a better understanding of the potential of the business, production, and sustainable environment. Environmental policies should also emphasize raising public awareness about the importance of less resource-intensive lifestyle since the over-extraction of resources increases GHG emissions and ecological footprint. In addition, the efficient management and utilization of natural resources would contribute to the goals of the green economy and improved environmental quality.

The negative and significant impact of globalization on CO$_2$ emissions and N$_2$O emissions in South Asian countries support the Pollution Halo Hypothesis, which states that due to globalization, foreign firms bring cleaner and advanced technologies to host economies, which will reduce GHG emissions. Hence, governments of South Asian countries can play significant roles to get the benefits of globalization by improving economic conditions, making arrangements to bring foreign investment and thus protecting the environment. However, globalization has a positive relationship with the ecological footprint, which demonstrates that the environment degrades with an increase in globalization when we consider ecological footprint as an environmental indicator. Ecological footprint consists of many factors, i.e., biocapacity, carbon footprint, grazing land, cropland, forest products, and fishing grounds, which represent the ecological and biological capacity of the countries, which is severely affected by human and industrial activities due to globalization. Hence, South Asian countries should make arrangements to preserve their biodiversity and ecosystem so that the adverse effects of globalization on ecological footprint can be minimized. Policymakers should treat globalization as an economic tool for designing sustainable and comprehensive policy frameworks to improve environmental quality. N$_2$O emissions are primarily generated from agricultural activities. So, the consensus between globalization and N$_2$O emissions is, therefore, compulsory to make agriculture policies and plans that guarantee equilibrium between globalization and the environmental impact of agricultural activities.

The institutional performance has significantly reduced CO$_2$ emissions, CH$_4$ emissions, and ecological footprint, which shows that better performance of institutional determinants, i.e., socioeconomic conditions, the stability of government, law and order, and control of corruption, increases the environmental quality in South Asian countries. The policies to strengthening the institutions in South Asian countries should be continued by improving socioeconomic conditions, better investment profile, the stability of government, control of corruption, and enforcement of law and order. It is observed from our findings that institutional performance enhances the level of N$_2$O emissions in South Asia. As previously mentioned, N$_2$O emissions are primarily produced from agricultural activities (use of nitrogen-fertilizers, waterlogging and crop-tillage, etc.) and South Asian countries have a large share of the agriculture sector, which makes a significant contribution to the economic activities of these countries. In the development process, an improvement in institutional performance in the form of stability of government, control on corruption, a better situation of law and order, and improved socioeconomic conditions lead to enhancement of agricultural activities, which causes an increase in N$_2$O emissions. So, the
government institutions in South Asian countries should make rules and regulations to mitigate the emissions from the agriculture sector (N\textsubscript{2}O emissions) by managing the use of nitrogen-fertilizers, waterlogging and crop-tillage, etc. These countries should make effective rules and regulations for the better integration of the issue of N\textsubscript{2}O emissions. N\textsubscript{2}O emissions can be reduced by making and implementing the rules about lessened use of nitrogen fertilizers, minimum tillage for cropping, prevention of waterlogging, and use of nitrification inhibitors. This will help steer transformative actions for the economic, social, and environmental sustainability in food and agriculture for many generations to come.

South Asian countries should make more integrated transport policies that include clean energy carriers such as biodiesels, hydrogen, renewable energy sources, and electricity. GHG emissions from the industrial sector can be reduced in many ways, including energy efficiency, fuel switching, combined heat and power, recycling of materials, and the use of renewable energy. Moreover, GHG emissions can also be reduced by slowing down the deforestation process, sustainable management of forests, and conservation of natural forests, biological diversity, and forest carbon stocks. Energy sector reforms are compulsory for the improvement of environmental quality in South Asia. South Asian countries should encourage effective and efficient energy use, upgrade old-fashioned technology towards modern techniques of production, and develop renewable energy sources to reduce the share of energy consumption in environmental degradation. Old climate-aggravating energy sources (hydropower is not green) should be replaced by eco-friendly energy sources like solar, small wind, oceanic, geothermal, and other projects.

The outcomes of this research are not only beneficial for South-Asian countries, which are considered developing countries but also useful for developed economies. The developed economies may be more suffered from environmental consequences due to their increased industrial activities, globalization, and extraction of natural resources. In the end, we want to give some limitations for our tested models, which will provide direction for future research in this field. First, we have skipped some GHG emissions in our models, like sulfur hexafluoride (SF\textsubscript{6}), sulfur dioxide (SO\textsubscript{2}), hydrofluorocarbons (HFCs), and perfluorocarbons (PFCs), due to the unavailability of data. Moreover, we have taken the amount of per capita ecological footprint rather than using its sub-items (carbon footprint, biocapacity, cropland, fishing grounds, forest products, and grazing lands). In future studies, we can use the above-mentioned environmental proxies to see how the findings vary across these indicators. Second, we have selected six countries out of eight South Asian economies by dropping two countries (Afghanistan and Maldives) due to the non-availability of data. The future research will clearly elaborate the models upon the availability of data about missing countries. Third, in future research, the impact of globalization can be further decomposed into economic globalization, social globalization, and political globalization for the clear elaboration of its implications on environmental quality.
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