On damping parameters of Levenberg-Marquardt algorithm for nonlinear least square problems
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Abstract. The Levenberg-Marquardt (LM) algorithm is a widely used method for solving problems related to nonlinear least squares. The method depends on a nonlinear parameter known as self-scaling parameter that affects the performance of the algorithm. In this paper we examine the effect of various choice of parameters and of relaxing the line search. Numerical results obtained are used to compare the performance using standard test problems which show that the proposed alternatives are promising.

1. Introduction

The nonlinear unconstrained least squares problem can be classified as a special case of the general optimization problem in $\mathbb{R}^n$ designed to find a global minimizer of the sum of square of the $m$ nonlinear function

\[
\min_{x \in \mathbb{R}^n} f(x) = \frac{1}{2} \sum_{i=1}^{m} f_i^2(x) = \frac{1}{2} F(x)^T F(x) = \frac{1}{2} \|F(x)\|^2
\]

(1)

where $F: \mathbb{R}^n \to \mathbb{R}^m$ ($m > n$), $f_i: \mathbb{R}^n \to \mathbb{R}$ and $F$ is a function with continuous second partial derivatives. Problem (1) frequently arises in applications including imaging problems, data assimilation, experimental design, optimal control, and curve-fitting [1-9]. In solving these types of problems, numerous researches aimed at developing specialized algorithms that attempt to exploit the nonlinear least-square objective structure.

Most algorithms for solving (1) are based on the recursion formula

\[
x_{k+1} = x_k + \alpha_k d_k
\]

(2)

where $\alpha_k$ is a positive step-size parameter calculated via a suitable line search and $d_k$ is the search direction determined by

\[(J(x)^T J(x) + B(x))^{-1} d_k = -J(x)^T F(x)\]

(3)

Equation (3) is motivated by the fact that the function is quadratic and it represents the general form of nonlinear least squares algorithm. The gradient of the objective function is given as $f(x)^T F(x)$ and...
\[ J(x) = \nabla F(x)^T \] is the Jacobian of the \( F \) at \( x \). The Hessian, \( \nabla^2 f(x) \) is given as \( f(x)^T J(x) + B(x) \) where \( B(x) = \sum_{i=1}^{m} f_i(x) \nabla^2 f_i(x) \).

The solution to (1) was suggested by Levenberg [10] and Marquardt [11] using the following iterative sequence
\[ x_{k+1} = x_k - (J_k^T J_k + \mu_k I)^{-1} g_k \tag{4} \]
where \( g_k = J_k^T f_k \) and \( \mu_k \) is a positive regularization or damping parameter that is specifically added to remedy the possibility of the Jacobian matrix in becoming rank-deficient. Most of the algorithms developed to improve (4) involves parameter \( \mu_k \) selection by nonlinear least square problems.

Levenberg [10] choose the scaling parameter \( \mu_k \) as \( \mu_k = I \) (identity matrix) or \( \mu_k = \sqrt{\text{trace}(J_k^T J_k)} \) (the square root of the diagonal of \( J_k^T J_k \)). Marquardt [11] used \( \mu_k = 1 \) for the scaling matrix. This scaling has been extensively employed as a procedure for solving ill-conditioned linear least square problems. Also, Osborne [12] used \( \mu_k = f_k^T f_k \) as the scaling parameter and Fletcher [13] uses safeguarded quadratic interpolation to increase \( \mu_k \) by choosing \( \mu_k = (J_k^T J_k)^{-1} \) or \( \mu_k = 1 / \| J_k^T J_k \|_\infty \) or \( \mu_k = 1 / \text{trace}(J_k^T J_k)^{-1} \). In this paper, we introduced a matrix norm of \( J_k^T J_k \) as an alternative self-scaling parameter for use in LM algorithm for (1). We derive the motivation because most of the damping parameters used are matrix representation. Hence, various matrix norm parameters are considered that were not used previously to determine the solution of (1). The proposed scaling parameters are extended to solve a set of nonlinear algebraic equations.

The rest parts of this paper is structured as follows. Section 2 presents the description of nonlinear square minimization model. In section 3, we present the method under consideration in which the scaling parameter is used, the algorithms, and the various types of parameters proposed. And in section 4, we give some of the test problems considered and the corresponding results. Finally, in section 5, we present the discussion and conclusion.

2. The general methods (description of the methods)
Assuming that \( F \) is the function to be minimized, and knowing that both line search and trust region methods involve the iterative minimization of a quadratic local model
\[ Q(p) = \nabla F(x_k)^T p + \frac{1}{2} p^T H_k p \]

Then from (1), and assuming that \( f(x) = \frac{1}{2} F(x)^T F(x) \), we determine the derivative of \( F(x) \) which is simply the Jacobian matrix \( f(x) \in \mathbb{F}^{m \times n} \).

\[ \nabla f(x) = \sum_{i=1}^{m} f_i(x) \nabla f_i(x) = J(x)^T F(x) \tag{5} \]
\[ \nabla^2 f(x) = \sum_{i=1}^{m} (\nabla^2 f_i(x)). \nabla f_i(x)^T + f_i(x) \nabla^2 f_i(x) \tag{6} \]
\[ = J(x)^T J(x) + S(x) \]

where \( S(x) = \sum_{i=1}^{m} f_i(x) \nabla^2 f_i(x) \). Considering the Newton direction
\[ H(x) d = -g(x) \]
and replacing \(-g(x)\) with (2.1) and \(H(x)\) with (6) and assuming that \(\sum_{i=1}^{m} f_i(x) \nabla^2 f_i(x) = 0\) we arrive at

\[
(J(x)^T J(x))d_k = -J(x)^T F(x) \tag{7}
\]

which is widely known as the Gauss-newton method. The difficulty in solving (1) as observed in Gauss-Newton method (7) arises when \(J_k^T J_k\) is singular, or equivalently when \(J\) has linearly dependent columns, because then (5) don’t have a unique minimizer.

Similarly, replacing \(-g(x)\) with (5) and \(H(x)\) with (6) and also approximating \(S(x) \approx \lambda I\) we get

\[
x_{k+1} = x_k - (J_k^T J_k + \mu I)^{-1} g_k \tag{8}
\]

which is called the Levenberg-Marquardt method. However, the issue with (8) is the choice of \(\mu\) [10-13].

We present some useful definitions as follows.

**Definition 2.1**
A norm is a function which assigns a positive length or size to all vectors in a vector space, other than the zero vector.

**Definition 2.2**
The Euclidean norm of a matrix \(A\), denoted as \(\|A\|\), is defined as

\[
\|A\| = \sqrt{\sum_{i=1}^{n} \sum_{j=1}^{n} A_{ij}^2}
\]

Notation in all cases \(\|\cdot\|\) refers to the Euclidean norm \(l_2\) vector norm or to the induced operator norm.

**Definition 2.3** [14]
Let \(M_n(R)\) denote the real \(n \times n\) matrices, \(I \in M_n(R)\) the identity matrix, \(D \in M_n(R)\) the set of diagonal matrices \(D = \text{diag}(d_1, d_2, ..., d_n)\) with \(\max |d_k| = 1\) and \(e_k \in R^n\) the vector \((0,0,...,1_k,0,...,0)^T\). A matrix norm on \(M_n(R)\) is a non-negative real valued function \(\|\|\) defined on \(M_n(R)\) satisfying:

- \(\|A\| = 0\) if and only if \(A = 0\)
- \(\|\lambda A\| = |\lambda| \|A\|\) for \(A \in M_n(R)\) and \(\lambda \in R^n\)
- \(\|A + B\| \leq \|A\| + \|B\|\) for \(A, B \in M_n(R)\).

3. **Levenberg-Marquardt method (LM)**
A popular and efficient method for solving (1) and (3) is the Levenberg-Marquardt (LM) method [10, 11]. This algorithm gives a method that depends nonlinearly on a damping parameter \(\mu_k\) and uses a search direction that is a solution of the linear set of equations defined as

\[
(J(x)^T J(x) + \mu_k I)d_k = -J(x)^T F(x) \tag{9}
\]

where \(I\) is an identity matrix and the scalar \(\mu_k\) controls both direction of \(d_k\) and the magnitude. The direction is given by

\[
d_k = -(J_k^T J_k + \mu_k I)^{-1} g_k \tag{10}
\]
where \( f = f(x) \), \( F = F(x) \), \( g_k = j_k^TF_k \) and \( \mu_k \) is a positive regularization or damping parameter that is added specifically to remedy the possibility of the Jacobian matrix being rank-deficient and has the following effects:

a) for all \( \mu > 0 \) the coefficient matrix is positive definite, thereby ensuring that \( d_k \) is a descent direction

\[
d_k^TF'(x) = d_k^T(j_k^TF_k) = -d_k^T(j_k^T(j_k^Tj_k + \mu_k I)d_k < 0
\]

(11)

b) for large values of \( \mu \), we get

\[
d_k \approx -\frac{1}{\mu}g = -\frac{1}{\mu}F'(x)
\]

that is, a little step in the direction of steepest descent. This is suitable in instances when the current iterative point is far from the solution.

c) if the value of \( \mu \) is small, then eqn(7) = eqn(10), for \( x \) close to \( x^* \), and thus, a good step in the final iteration stages.

Clearly, the \( \mu_k \) influences both the step-size and the direction. The choice of the starting value of \( \mu \) ought to be associated to the element size in \( A_0 = J(x_0)^TJ(x_0) \) e.g by allowing \( A_0 = \tau \max\{a_{ii}\} \) [15]. Since a scalar matrix \( \mu_k \) is added, the problem of choosing the \( \{\mu_k\} \) arises in such a way as to retain the Gauss-Newton method’s local convergence properties [16]. Note that the local convergence depends on the magnitude of \( f(x) \) relative to the nonlinearity of \( F \) and the spectrum of \( J(x)^TJ(x) \) [16] that is when the residuals are large. The convergence analysis is reported by [12, 17, 18].

The major drawback in the execution of the LM algorithm is an effective stratagem for controlling the size of \( \mu_k \) at every iterative point to enable it to be efficient for a broad spectrum of problems [19]. Similarly, the choice of \( \mu_k \) also affects the step-size. For further references recent approaches for nonlinear problems and applications, please see [20-22].

In order to address the problem and knowing that many variants of the LM method have been implied via numerous strategies to select \( \mu \). In this paper, we consider three different parameters for \( \mu_k \) for solving nonlinear least square problems. The anticipation is to improve on the performance of the scaling parameter in (5). \( \mu_k \) is chosen as follows and referred to as P1, P2 and P3.

\[
\mu_k = \frac{\|j_k\|^2}{\|J_k\|^2} \quad \text{P1}
\]

(12)

\[
\mu_k = \frac{\|j_k^TJ_k\|^2}{\|J_k^TJ_k\|^2} \quad \text{P2}
\]

(13)

\[
\mu_k = \|j_k^Tj_k\| \quad \text{P3}
\]

(14)

and the performance are compared. We now generate an iterative sequence \( \{x_n\} \) using the algorithm defined below.

**Algorithm:** Levenberg Marquarts (LM)

Step 1. Initialize

Step 2. Determine the starting point \( x_0 \) and for \( k = 0,1,2 \ldots \)

Step 3. Calculate the starting Jacobian matrix \( J_k \) and \( \mu_k \)
Step 4. Compute $[\frac{\partial}{\partial x_k} f_k + \mu_k I] S_k = -\frac{\partial^2}{\partial x_k^2} F_k$ where $I$ is an identity matrix
Step 5. Set $x_{k+1} = x_k$ and $f_{k+1} = f_k$
Step 6. Repeat step 3 to step 5 with $k = k + 1$ until $\epsilon \leq 10^{-5}$ are achieved.

4. Numerical results
In this section, numerical performance for various damping parameters and new proposed parameters are compared for problems of nonlinear least squares. The comparison is based on the number of iterations and execution (CPU) time. We also considered $\epsilon = 10^{-5}$ and the gradient value as stopping criteria. The algorithms are coded on MATLAB R2015a having the capacity of double precision. Below are the problems considered in the computation.

**Problem 1.** Extended Rosenbrock function [23]
- a) $c = 100$, $n = 2$, and $m = 2$
- b) $f(x) = \sum_{i=1}^{n/2} c(x_{2i-1} - x_{2i-1}^2)^2 + (1 - x_{2i-1})^2$
- c) Minimum value: $f^* = 0$ at $x^* = (1,1)$
- d) Initial guess: $x^0 = (-1.2, 1.0)$

**Problem 2.** Extended Freudenstein & Roth functions [24]
- a) $n = 2$ and $m = 3$
- b) $f(x) = \sum_{i=1}^{n/2} (-13 + x_{2i-1} + ((5 - x_{2i})x_{2i} - 2)x_{2i})^2 + (-29 + x_{2i-1} + ((x_{2i} + 1)x_{2i} - 14)x_{2i})^2$
- c) $f^* = 0$ at $x^* = (5,4)$ is the minimum value:
- d) Initial guess: $x^0 = (0.5, -2)$

**Problem 3:** Powell singular function [25]
- a) $n = 4$, $m = 4$
- b) $f(x) = (x_1 + 10x_2)^2 + 5(x_3 - x_4)^2 + (x_2 - 2x_3)^4 + 10(x_1 + x_4)^4$
- c) $f^* = 0$ at $x^* = (0, 0, 0, 0)$ is the minimum value:
- d) Initial guess: $x^0 = (3, -1, 0, 1)$

**Problem 4:** Jennrich and Sampson function [26]
- a) $n = 2, m \geq n$
- b) $f_i(x) = 2 + 2l - (\exp[ix_1] + \exp[ix_2])$
- c) $x_0 = (0.3, 0.4)$
- d) $f = 124.362 .. at x_1 = x_2 = 0.2578 .. for m = 10$

**Problem 5.** Box three-dimensional function [27]
- a) $n = 3, m \geq n$ variable
- b) $f_1(x) = \exp[-t_1x_1] - \exp[-t_1x_2] - x_3(\exp[-t_1] - \exp[-10t_1])$; where $t_i = (0.1)i$
- c) $x_0 = (0, 10, 20)$
- d) $f = 0$ at $(1,10,1), (10,1,-1)$
and wherever $x_1 = x_2$ and $x_3 = 0$

**Problem 6.** Brown and Dennis function [16]
- a) $n = 4, m \geq n$ variable
- b) $f_1(x) = \exp[-t_1x_1] + \exp[-t_1x_2] + x_3 + x_4\sin(t_i) - \cos(t_i))^2$; where $t_i = i/5$
- c) $x_0 = (25.5, 5, -1)$
- d) $f = 85822.2 .. if m = 20$

**Problem 7.** Kowalik and Osborne function [28]
a) \( n = 4, m = 11 \)

b) \( f_1(x) = y_i - \frac{x_i (u_i^2 + u_i x_2)}{(u_i^2 + u_i x_2 + x_i)} \)

where

| \( i \) | \( y_i \) | \( u_i \) | \( i \) | \( y_i \) | \( u_i \) |
|-------|-------|-------|-------|-------|-------|
| 1     | 0.1957 | 4.0000 | 7     | 0.0456 | 0.1250 |
| 2     | 0.1947 | 2.0000 | 8     | 0.0342 | 0.1000 |
| 3     | 0.1735 | 1.0000 | 9     | 0.0323 | 0.0833 |
| 4     | 0.1600 | 0.5000 | 10    | 0.0235 | 0.0714 |
| 5     | 0.0844 | 0.2500 | 11    | 0.0246 | 0.0625 |
| 6     | 0.0627 | 0.1670 |

c) \( x_0 = (0.25, 0.39, 0.415, 0.39) \)

d) \( f = 3.07505 \ldots 10^{-4} \)

\[ f = 1.02734 \ldots 10^{-3} \] at \( +\infty, -14.07 \ldots, -\infty, -\infty \)

**Problem 8.** Helical Valley function [13]

a) \( n = 3, m \geq n \) variable

b) \( f_1(x) = 100\left[ (x_3 - 10\theta(x_1, x_2))^2 + [r(x_1, x_2) - 1]^2 \right] + x_2^2 \)

where \( \theta(x_1, x_2) = \begin{cases} 
    (2\pi)^{-1}\arctan^{x_2/x_1} & \text{for } x_1 > 0 \\
    \left( \frac{1}{2} + (2\pi)^{-1}\arctan^{x_2/x_1} \right) & \text{for } x_1 < 0
\end{cases} \)

\( (x_1, x_2) = (x_1^2 + x_2^2)^{1/2} \)

c) \( x_0 = (1, -1, 0) \)

**Table 1:** A comparison of various parameter \( \mu_k \) in terms of Number of iterations.

| Problems | P1 | P2 | P3 | LEV | MARQ | FLETCHER |
|----------|----|----|----|-----|------|----------|
| 1        | 13 | 14 | 14 | 13  | 14   | 14       |
| 2        | 65 | 169| 169| 65  | 169  | 169      |
| 3        | 17 | 18 | 18 | 17  | 18   | 18       |
| 4        | 190| 20 | 20 | 190 | 20   | 20       |
| 5        | 93 | 329| 329| 93  | 329  | 329      |
| 6        | 5  | 5  | 5  | 5   | 5    | 5        |
| 7        | 12 | 12 | 12 | 12  | 12   | 12       |
| 8        | 0.055307 | 0.107589 | 0.064859 | 0.062254 | 0.116669 | 0.652948 |

**Table 2:** A comparison of various parameter \( \mu_k \) in terms of CPU time.

| Problems | P1 | P2 | P3 | LEV | MARQ | FLETCHER |
|----------|----|----|----|-----|------|----------|
| 1        | 0.120523 | 0.233917 | 0.388981 | 0.170719 | 0.207157 | 0.220070 |
| 2        | 0.069684 | 0.237261 | 0.082540 | 0.062810 | 0.057172 | 0.062623 |
| 3        | 0.140450 | 0.147964 | 0.180425 | 0.160564 | 0.157061 | 0.147887 |
| 4        | 0.447850 | 0.728587 | 0.681286 | 0.33266 | 0.693351 | 0.599557 |
| 5        | 0.170491 | 0.905273 | 0.937456 | 0.232035 | 1.19805 | 0.929092 |
| 6        | 0.226939 | 0.239796 | 0.234014 | 0.210587 | 0.213467 | 0.194045 |
| 7        | 8    | 0.132568 | 0.167880 | 0.201884 | 0.134270 | 0.151592 | 0.201089 |
The algorithm used for the implementation of the various damping parameters were successfully implemented using MATLAB 2015a. The computational results are discussed here. The tolerance level considered in the implementation of the algorithms is $10^{-5}$.

Problem one was initially discussed by [29] and is now frequently used as a test function. The solution in terms of number of iterations are described in Table 1 and that of the execution (CPU) time in Table 2 shows that (P1) and Levenberg parameter has the same number of iteration but with different CPU time in which P1 attains the solution faster. These parameters can be classified as belonging to the same category as compared to the parameters P2, P3, Marquardt and Fletcher. The performance of the new parameters compares favourably with [10,11,13].

Problem two is from [24]. The solution as presented in Table 1 number of iterations shows that P1 excellently agrees with Levenberg [10] parameter, but it attains the solution faster as seen from Table 2. P2, P3 can be categorized in the same class with Marquardt and Fletcher as seen in Tables 1 and 2. The results of the remaining Problems considered shares similar performance as that of problem 2 discussed earlier. The only significant observation is that in problem 6 the tolerance used is $10^{-3}$, and the performance is as stated in Table 1. Please, (see, [30-33]) for further discussion on least square methods.

5. Conclusion
In this paper, we present alternative damping parameters for solving least square problems. The parameters can be classified into two groups namely, group A and group B. It is evident from Tables 1 and Table 2 that the performance of Group A is far better that of group B, except problem 4 that proved otherwise. The computational results obtained has shown that the alternative damping parameters proves to compete favourably with existing parameters used in other methods for the type of test problems considered.
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