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Abstract: Despite the continuous and remarkable development of experimental techniques for the investigation of microstructures and the growth of nuclei during the solidification of metals, there are still unknown territories around this topic. The solidification in nanoscale can be effectively investigated by means of molecular dynamics (MD) simulations which can provide a deep insight into the mechanisms of the formation of nuclei and the induced crystal structures. In this study, MD simulations were performed to investigate the solidification of pure Aluminium and the effects of the cooling rate on the final properties of the solidified material. A large number of Aluminium atoms were used in order to investigate the grain growth over time and the formation of stacking faults during solidification. The number of face-centred cubic (FCC), hexagonal close-packed (HCP) and body-centred cubic (BCC) was recorded during the evolution of the process to illustrate the nanoscale mechanisms initiating solidification. The current investigation also focuses on the exothermic nature of the solidification process which has been effectively captured by means of MD simulations using 3 dimensional representations of the kinetic energy across the simulation domain.
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1. Introduction

The dependence of the mechanical properties of crystalline materials on their grain structure has been known since the early 1950s, when Hall and Petch proposed a relationship connecting the yield strength to the grain size [1,2]. Therefore, the manufacturing process selected (casting, heat treatment, welding) as well as the corresponding process parameters (e.g., cooling rate) play an important role in the final properties of the manufactured material. This is because the micro- and nano-structure of metals is dependent on the phase transformation phenomena occurring during solidification and nucleation. As reported in previous studies, nucleation can be classified into homogeneous and heterogeneous [3]. The first one occurs when nuclei form and grow within the liquid phase of the metal while the latter one involves the existence of a nucleating agent (e.g., a cold wall), providing a lower energy barrier for the formation of the solid phase. The real time observation and interpretation of the phenomena occurring during solidification in the bulk material still remains a challenging task [4].

The classical nucleation theory (CNT) proposed by Vomer and Weber [5], was the first theoretical approach used for studying homogeneous nucleation of droplets from vapour. Later on, it was extended to solidification processes. According to the CNT, when the more stable phase is formed, it is separated from the surrounding and less stable one by a thin and sharp interface. CNT states that there are 2 competing phenomena controlling the evolution of the phase change process. Taking solidification as an example, the first phenomenon is that the solid phase is more energetically...
favourable than the liquid phase. However, phase change is also associated with an additional energy penalty associated with the formation of the grain boundary interface (surface energy). As a result, there is a critical value of the nucleus radius ($r_c$) which determines whether a nucleus will shrink ($r < r_c$) or grow ($r > r_c$). CNT has been widely applied to vapour-liquid systems over the last two decades and the predicted nucleation rates are in agreement with experimental studies [6,7]. However, the nucleation in liquid-solid systems follows more complex paths and CNT fails to capture the nature and evolution of the nucleation process [8]. This is attributed to the fact that according to CNT, nucleation can commence at any point within the melt with equal probability, whereas in reality the melt is not spatially uniform. In fact, there are variations in local order parameters [9].

The shortcomings of CNT and the experimental challenges encountered when observing nucleation in liquid-solid systems led to the development of numerical models for investigating these phenomena. One of the most common computational quantum methods employed for investigating nucleation is the density functional theory (DFT) which has been employed by researchers to investigate nucleation [10]. However, DFT calculations are mostly focused on electronic structure calculations and are limited to some hundreds of atoms [11]. Mesoscale methods such as the cellular automata [12], Monte Carlo [13] and phase-field models [14] have also been employed for the investigation of crystal growth. However, these methods rely on constitutive equations and ab initio assumptions while atomistic detail is averaged out.

The molecular dynamics simulations method has been increasingly and effectively employed for modelling manufacturing processes, including nanocutting [15,16], indentation [17] and laser ablation [18], in nanoscale. This method can effectively bridge the gap between DFT scales and micro/mesoscale as the interaction between atoms is modelled using interatomic potentials and no ab initio assumptions are made. This is the reason for the extensive application of this technique for studying the nuclei formation. The first molecular dynamics (MD) simulations on nucleation contained just a few thousands of atoms [19,20]. However, according to [21], large-scale MD simulations should be performed in order to reproduce solidified geometries which are independent of the size of the simulation domain. Large-scale MD simulations have been performed by Mahata et al. [22] who investigated the crystal structure of nuclei and determined the critical nucleus size, critical temperature and nucleation rate in pure Aluminium. The effect of the cooling rate on the solidified structure was investigated by Hou et al. [23] via large scale MD simulations. They suggested that amorphous structures can be obtained for cooling rates in the order of 10 K/ps. Moreover, they found that icosahedral (ICO) structures can be dominant in the liquid and solid phases depending on the adopted cooling rate. The largest scale MD simulation ever reported was performed by Shibuta et al. [24]. They performed a 1 billion-atom MD simulation of homogeneous nucleation and observed the formation of grains. They suggested that grains with a twin boundary can be formed by heterogeneous nucleation; the surface of previously formed grains can act as a nucleating agent. Moreover, the authors proposed a local heterogeneity model according to which satellite-like grains are formed in the vicinity of previously formed grains.

In this investigation, large-scale MD simulations were performed to study the nucleation of pure Al. The number and size of grains as well as the evolution of various atom structures (face-centred cubic (FCC), hexagonal close-packed (HCP) and ICO) have been recorded over the evolution of nucleation. However, the novelty of this investigation lies on the drawn 3 dimensional kinetic energy contours which reveal the release of the latent heat of fusion in the vicinity of the formed grains during phase change. According to the authors’ best knowledge, this is the first MD investigation capturing this phenomenon.
2. Simulation Methodology

The simulation domain is a \(25 \times 25 \times 25\) nm\(^3\) rectangular box containing 1,000,188 Aluminium atoms initially arranged in a FCC lattice. The interactions between the Aluminium atoms were modelled using the Finnis-Sinclair (FS) potential \([25]\) which has been widely implemented in previous MD studies \([26,27]\). The advantage of the FS potentials compared to classical interatomic ones, such as Lennard Jones (LJ), lies on the fact that they can capture the local density dependence of atomic interactions. According to the FS formalism, the total energy of a system consisting of \(N\) atoms is given by:

\[
E_{\text{tot}} = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} V_{ij}(r_{ij}) - A \sum_{i=1}^{N} \sqrt{\rho_i} \tag{1}
\]

where \(V_{ij}\) is the potential energy for the pair \(ij\), \(r_{ij}\) the interatomic distance between atoms \(i\) and \(j\) and \(\rho_i\) the local electronic charge in the vicinity of atom \(i\) given by:

\[
\rho_i = \sum_{j=1, j \neq i}^{N} \varphi_{ij}(r_{ij}) \tag{2}
\]

In Equation (2), \(\varphi_{ij}(r_{ij})\) is the atomic charge density:

\[
\varphi_{ij}(r_{ij}) = \left\{ \begin{array}{ll}
(r_{ij} - d)^2 & r_{ij} \leq d \\
0 & r_{ij} > d
\end{array} \right.
\]

\[
V_{ij}(r_{ij}) = \left\{ \begin{array}{ll}
(f_{ij} - c)^2(c_0 + c_1 r_{ij} + c_2 r_{ij}^2) & r_{ij} \leq c \\
0 & r_{ij} > c
\end{array} \right.
\]

In Equations (1)–(4), \(A\) is the binding energy, \(c, d\) are the cutoff distances, \(c_i\) are constants used for fitting the potential to experimental data and \(\beta\) a parameter defining the maximum value of the atomic charge density within the nearest-neighbour distance.

The Al melt was prepared starting from a FCC crystal, initially equilibrated at 273 K and isothermally annealed to 1173 K. The melt was equilibrated at 1173 K for 20,000 timesteps and subsequently quenched under 5 different cooling rates, ranging from 0.5 to 12 K/ps with a 2 fs timestep. All of the simulations were performed using the NPT (isothermal-isobaric) ensemble while a Nose-Hoover thermostat and barostat were applied to control the temperature and the pressure respectively. The temperature and pressure damping parameters were set equal to 100 and 1000 timesteps (0.2 and 2 ps) respectively. The simulation parameters are summarised in Table 1.

| Number of Atoms  | 1,000,188 |
|------------------|-----------|
| Timestep (fs)    | 2         |
| Pressure (Pa)    | 0         |
| Ensemble         | NPT       |
| Al-Mass (amu)    | 26.98     |
| Cooling Rates (K/ps) | 0.5, 1, 2, 4, 8, 12 |
| Temperature Damping Parameter (ps) | 0.2 |
| Pressure Damping Parameter (ps) | 2 |

In order to investigate the local structure of the atoms in various timesteps, the radial distribution function (RDF) was employed which can be calculated as follows:
\[ g(r) = \frac{V}{N^2} \sum_i \sum_{j \neq i} \delta(r - r_{ij}) \]  

(5)

where \( N \) and \( V \) are the number of atoms and the volume of the system, respectively. The delta function \( \delta(r - r_{ij}) \) is equal to 1 if the separation distance \( r - r_{ij} \) is in the range \([r - \Delta r/2, r + \Delta r/2]\) and equal to 0 in every other case. As a result, the term \( \sum_{i \neq j} \delta(r - r_{ij}) \) is equal to the number of particles lying within a sphere cell with the atom \( i \) at its centre, having a radius equal to \( r \) and a thickness equal to \( \Delta r \).

Over the years, homogeneous nucleation has been conceived as a process which occurs stochastically in the melt and requires supercooling, while supersaturation has been considered to be the driving force of nucleation. Nucleation starts with the formation of mini particles in the melt which are also called “embryos”. It is generally considered that embryos are formed due to fluctuations in the local melt density and atomic configurations [28]. Recent advances in classical density functional theory (cDFT) have shed light on the mechanisms driving the formation of embryos and suggest that crystallisation commences from high concentration droplets which subsequently densify and gradually obtain a crystal structure as they grow [29]. Similar to the cDFT method, the results of molecular dynamics simulations depend only on the interatomic potential selected. Thus, growth kinetics and dynamics are inherently captured. However, as it is shown in the results section, during phase change the potential energy of the Al atoms decreases sharply (increases in magnitude). This is accompanied by the formation of the first nuclei (grains) which subsequently grow. In order to obtain a clear understanding of the growth kinetics and dynamics, the potential and kinetic energy distribution over the simulation domain was monitored and the corresponding 3-dimensional profiles were drawn. In order to achieve high accuracy as well as spatial resolution in the obtained 3d profiles, the per atom potential and kinetic energy were estimated and averaged over discrete time windows, as it is further elaborated in the Results section. This time averaging strategy was used to eliminate the high noise produced by per atom quantities.

The MD simulations of this study have been performed using the LAMMPS Molecular Dynamics simulator [30]. The OVITO software [31] along with the integrated modifiers and in-house post-processing scripts were used for visualising the simulation domain and monitoring the nucleation process by identifying and tracking crystalline structures over the course of solidification process. The identification of the various atom types (FCC, BCC, HCP, ICO and AMO) was performed using the common neighbour analysis (CNA) modifier of OVITO. This algorithm has been designed for the characterisation of the local atomic structure based on the identification of structural ordering in the vicinity of pairs of atoms in terms of common neighbours [32]. The identification of the grains was also performed with the help of the cluster analysis modifier embedded in the OVITO software. This algorithm decomposes a system of particles into subsystems (clusters) based on a distance criterion. More specifically, all of the atom types with the exception of the FCC type were deleted. Subsequently, the remaining FCC atoms were categorised into clusters and the grains were identified.

3. Results and Discussion

In this section, the effects of the cooling rate on the structural properties, nucleation and kinetic energy distribution over the simulation domain is discussed. The obtained results are both qualitatively and quantitatively presented. Since the average simulation domain temperature is a linear function of time (i.e., the cooling rate is constant), dynamic quantities such as the potential energy and the mean square displacement (MSD) is plotted as a function of temperature. This is a convenient way of associating abrupt changes in the obtained graph trends with specific values of temperature. Moreover, plotting against temperature instead of time allows for the comparison of the aforementioned properties between simulations with different cooling rates and consequently, a variable number of timesteps. It should be clarified that the direction of time in the simulation with respect to the plots against temperature is leftwards (quenching). Finally, the temperature variable
on the x-axes of the temperature plots refers to the average simulation domain temperature at the current timestep.

3.1. Structural Properties

The nucleation process during quenching with a cooling rate of 0.5 K/ps can be visualised in Figure 1. It can be seen that the initial structure corresponds to the liquid phase, while FCC nuclei start to form during the evolution of the process. By the time the temperature of the simulation domain reaches 507 K, solidification seems to be completed. Grains occupy almost the entire simulation domain, while grain boundaries, which consist mainly of amorphous atoms and hcp solidification defects can be clearly visualised.

![Figure 1. Atom types for a cooling rate 0.5 K/ps at (a) T = 579 K, (b) T = 543 K and (c) T = 507 K.](image)

In order to obtain a clear look at the atom type transformations during solidification, the population of each atom type was plotted over the domain temperature for various cooling rates (Figure 2). The obtained results present similar trends with [23]. It is evident that in most cases, the FCC and HCP atoms are significantly more than the body-centred cubic (BCC) and icosahedral (ICO) atoms, especially for slow cooling rates. This is because slow cooling rates favour the formation of grains and consequently the more stable FCC/HCP phases. However, the obtained results indicate that in the commencement of nucleation, there are more BCC than FCC atoms for all the cooling rates under examination. Thus, it is concluded that Al atoms pass through the BCC metastable phase and consequently undergo a transition to the FCC/HCP phase as reported by previous investigations. This in accordance with the observations of Stranksi and Totomanow [33] who suggested that the phase with the lowest free energy barrier is the one first formed. Similar observations have been made by Rein ten Wolde et al. [34] and Lü et al. [35].

In Figure 2a, it can be observed that the population of the FCC clusters starts increasing sharply at a temperature about equal to 580 K. The increase rate is apparently dependent on the cooling rate; lower cooling rates lead to a sharp increase of the FCC atoms as well as to a higher final number of FCC atoms. On the contrary, supercooling leads to a smoother increase and fewer FCC atoms in the solid phase. One of the reasons contributing to the decrease of the final number of the FCC atoms for higher cooling rates is that supercooling promotes the formation of amorphous solids [23]. However, as it is shown in the following paragraphs, higher cooling rates promote the formation of more grains within the simulation domain. This in turn leads to an increased number of amorphous grain boundary atoms, increased number of amorphous atoms and fewer FCC atoms.
Figure 2. Temperature dependence of the population of (a) face-centred cubic (FCC), (b) hexagonal close-packed (HCP), (c) icosahedral (ICO) and (d) body-centred cubic (BCC) atom clusters.

The evolution of the HCP atoms population with temperature (Figure 2b) follows a similar trend with the FCC atoms. However, it seems that for cooling rates in the range of 0.5–2 K/ps, the number of HCP atoms increases while the opposite trend is observed for higher cooling rates. This is because of the superposition of two conflicting phenomena: Higher cooling rates introduce more stacking faults but on the other hand, they also promote the formation of the amorphous phase instead of the FCC/HCP one.

Figure 2c suggests that the icosahedral short range order (ISRO) is already present in the undercooled melt before the first grains start to form and it becomes more pronounced during cooling [36]. The number of ICO atoms starts to reduce as the FCC phase becomes dominant because, as previously formed grains grow, the ICO atoms transform to FCC and HCP ones. For high cooling rates (4–12 K/ps), ICO structures can also be encountered in the solid phase, because atoms get rapidly immobilised.

As shown in Figure 2d, as the temperature decreases, the number of BCC atoms increases sharply when nucleation starts due to the formation of the crystalline phase. As is shown later on, the number of the BCC atoms is strongly associated with the nuclei formation and growth. This is because of the fact that the BCC phase is formed prior the FCC/HCP phases. Thus, the number of BCC atoms is proportional to the nucleation rate as well as to the area of the liquid-solid interface.

In order to investigate the local structure of atoms, the radial distribution function (RDF) was plotted as a function of distance for various cooling rates and for 4 different values of temperature (Figure 3). The obtained RDFs are in a good agreement with the results of Hou et al. [23]. It can be observed that as the melt cools down, the peaks in the RDF profiles become more pronounced. This
enhanced ordering is due to the densification during solidification. Moreover, it can be observed that
during cooling, some additional peaks emerge in between the initial ones, which indicate the
formation of new crystals. As expected, all of the peaks observed in the RDF profiles, including the
sub-peaks, are more pronounced for slower cooling rates, which in contrast to higher ones, promote
the FCC/HCP phase formation, as discussed above. It has also been observed that all of the peaks,
with the exception of the first one are shifted leftwards, due to the shrinkage induced during
solidification.

Figure 3. Radial distribution functions (RDFs) during solidification for various cooling rates: (a) 0.5
K/ps, (b) 4 K/ps and (c) 12 K/ps.

Figure 4 illustrates the per atom normalised potential energy as a function of temperature which
is similar to the results presented in previous studies [22,23,37]. For all cooling rates under
examination, potential energy appears to drop linearly with temperature during quenching, up to
the point of $T \approx 580 K$, where a step downwards can be identified. This step is indicative of the
commencement of crystallisation and is steeper for slower cooling rates; i.e., solidification takes place
within narrower temperature ranges for lower cooling rates. Moreover, it can be observed that the
potential energy at the end of cooling (273 K) is always lower for slower cooling rates. This is in
accordance with the results presented in Figure 2a indicating that the FCC phase, being the most
energy favourable for Aluminium, is more dominant for low cooling rates.

In order to visualise the local evolution of the potential energy distribution over the simulation
domain, the per-atom potential energy over time windows of $N_{ts}/50$ timesteps was calculated,
where $N_{ts}$ is the total number of timesteps of each simulation corresponding to a specific cooling
rate. As illustrated in Figure 5, the potential energy distribution across the simulation domain is not
uniform. As expected, the per-atom potential energy is much lower in the region of the grains, which
consist of the energetically favourable FCC/HCP phases and higher in the melt region. It can be observed that the amorphous structure in the solidified material grain boundaries has also higher potential energy compared to the grains. Due to the averaging process, the recently formed grains and the growth direction can be identified by the light blue atoms surrounding the growing grains (Figure 5a). Thus, it can be concluded that grains tend to grow as spheres in all directions, unless there are any neighbouring grains which may act as constraints.

Figure 4. Normalised potential energy as a function of temperature for various cooling rates.
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3.2. Nucleation

The nucleation process is illustrated in Figure 6. It starts from small nuclei which subsequently grow in size as sphere-like grains once their size has exceeded the critical nucleus size [22]. According to previous investigations, the critical nucleus size (diameter) is in the order of a few nanometers [22,38]. Grains grow in size as additional liquid Al atoms are attracted to their interface and eventually transform to the energy favourable FCC phase after passing through the BCC metastable phase.

Figure 5. Common neighbour analysis and potential energy distribution for a cooling rate of 0.5 K/ps at 2 successive averaging points corresponding to (a) T = 548 K and (b) T = 530 K.

Figure 6. Nucleation and solidification for a cooling rate of 0.5 K/ps at (a) 567 K, (b) 548 K, (c) 530 K and (d) 273 K.
One of the most important steps for investigating the dynamics during solidification is to plot the mean square displacement (MSD) during solidification for the atoms contained in the simulation domain. The MSD is indicative of the mobility of the Aluminium atoms and is calculated as follows:

$$MSD(t) = \langle |r_i(t) - r_i(0)|^2 \rangle = \frac{1}{N} \sum_{i=1}^{N} |r_i(t) - r_i(0)|^2$$

(6)

where $|r_i(t) - r_i(0)|$ denotes the distance between a particle’s current position and its initial one and $N$ is the total number of particles in the simulation domain. In Figure 7, the MSD is plotted as a function of temperature for various cooling rates. It is shown that for all the cases under examination, the MSD increases parabolically as the temperature decreases and subsequently obtains an approximately constant value at a temperature value which coincides with the one for which the nucleation commences (Figure 2). Consequently, the diffusion coefficient, which is proportional to the slope of the MSD profile, decreases roughly linearly as the temperature drops and becomes approximately equal to zero when solidification has taken place. Higher cooling rates decrease the mobility of the Al atoms and consequently lead to reduced MSD values. The decreased mobility observed in this case is responsible for the prevalent amorphous structure obtained at the end of quenching. Moreover, right at the point before the MSD obtains a constant value, there is a step which is more pronounced for low cooling rates. This step indicates that there is a sudden release of energy (latent heat). This observation is further discussed in the following paragraphs.

![Figure 7. Mean square displacement versus temperature for various cooling rates.](image)

In order to quantitatively study nucleation, the number of grains was plotted as a function of temperature (Figure 8). The obtained profiles follow similar trends with the ones obtained by Shibuta et al. [24] and Hu et al. [23]. It can be observed that higher cooling rates lead to the formation of more grains during solidification. This is because solidification occurs in a wider range of temperatures compared to lower cooling rates. The decreased mobility of the Al atoms (Figure 7) hinders grain growth and consequently additional nuclei can be formed within the simulation domain volume. However, this trend cannot be observed for very high cooling rates (8, 12 K/ps) due to the current temperature range and the rapid cooling.
Grain growth occurs after the point in time when an embryo’s radius surpasses its critical value. During the growth phase, additional Al atoms (previously being in liquid state) get attached to the unoccupied sites of the already formed FCC crystalline structure, which represents the energetically favourable state. Grain growth has been plotted over temperature in Figure 9. It is clear that lower cooling rates contribute towards larger grains. This is in agreement with the evolution of the population of the FCC phase as illustrated in Figure 2a. According to Figure 10, the average grain size at 273 K reduces parabolically with the cooling rate. By combining the aforementioned observations, it can be concluded that the final atomic configuration at 273 K consists of a small number of large grains for low cooling rates. On the other hand, high cooling rates lead to a high number of small grains which might coexist with an amorphous phase in the final configuration. Assuming that grains are spherical, the average grain diameter $D_g$ can be estimated as follows:

$$D_g = 2 \times \frac{3}{4} \sqrt{\frac{Nm_{Al}}{\pi \rho_{Al}}}$$

where $N$ is the number of atoms contained in a hypothetically spherical grain with diameter $D_g$, $m_{Al} = 4.48 \times 10^{-26}$ kg the mass of a single Aluminium atom and $\rho_{Al} = 2710$ kg/m$^3$ the density of pure Aluminium. By substituting $N = 3300$ into Equation (7) (Figure 10), it can be estimated that the average grain diameter for a cooling rate of 0.5 K/ps corresponds to 4.7 nm. This value is close to the grain sizes observed in [22] but quite small compared to experimental observations [39]. This is a consequence of the very high cooling rates employed in MD simulations.
3.3. Kinetic Energy and Temperature

It is well known that nucleation and crystal growth are exothermic processes [40]. The latent heat of crystallisation is released at the nuclei-melt interface and the kinetic energy in the vicinity of the formed grains is affected. In order to investigate this phenomenon via MD simulations the kinetic energy of every atom was calculated as follows:

\[ KE_i = \frac{1}{2} m_i v_i^2 \]  \hspace{1cm} (8)

In order to eliminate noise, the kinetic energy of each atom was averaged over a time window of \( N_{\text{ts}} / 50 \) timesteps, where \( N_{\text{ts}} \) is the total number of timesteps of each simulation corresponding to a specific cooling rate (similarly to the estimation of the potential energy, as illustrated in Figure 5).

In this investigation, molecular dynamics simulations were used as a tool for capturing the exothermic nature of the nucleation and grain growth processes. As illustrated in Figure 11a, the
kinetic energy rises significantly in the vicinity of the newly formed grains, while the kinetic energy of the melt is significantly lower. This sudden increase of the kinetic energy is due to the release of the latent heat of crystallisation, as previously mentioned. High kinetic energy regions also imply higher values of the local temperature. As the grain growth progresses (Figure 11b), it can be observed that the kinetic energy of the previously formed grains drops significantly. More specifically, by comparing Figure 11a,b, it is evident that the low kinetic energy regions of the latter one correspond to either grains formed in the commencement of nucleation which gradually cooled down or undercooled melt. The regions with higher kinetic energy of Figure 11b indicate the more recently formed grains.

![Common Neighbour Analysis](image)
![Kinetic energy distribution](image)

**Figure 11.** Common neighbour analysis and kinetic energy distribution for a cooling rate of 0.5 K/ps at 2 successive averaging points corresponding to (a) T = 548 K and (b) T = 530 K.

Although the results presented in Figure 11 are indicative of the exothermic nature of the nucleation and grain growth processes, it is of utmost significance to provide a quantitative estimation of the instantaneous temperature evolution of each phase over the simulation domain. For this reason, the simulation domain atoms have been categorised into (a) solid phase and (b) amorphous/melt phase atoms based on the results of the common neighbour analysis. More specifically, the FCC/HCP/BCC atoms were allocated to the solid phase group while the ICO and amorphous atoms to the liquid/amorphous phase respectively. The instantaneous temperature of each phase was measured using the equipartition theorem:

$$T = \frac{\langle KE \rangle}{\frac{dim}{2} k_B}$$
where \( k_B = 1.38 \times 10^{-23} \text{ m}^2 \text{ kg} \text{ s}^{-2} \text{ K}^{-1} \) the Boltzmann constant, \( dim = 3 \) the number of dimensions of the simulation and \( \langle KE \rangle \) the phase ensemble average of the kinetic energy. The instantaneous temperature of each phase was estimated according to Equation (9) and plotted against the temperature of the simulation domain (Figure 12).

![Figure 12](https://via.placeholder.com/150)

**Figure 12.** Phase temperature versus simulation domain temperature for cooling rates of (a) 0.5 K/ps, (b) 1 K/ps, (c) 2 K/ps and (d) 4 K/ps.

As expected, when the simulation domain temperature is higher than the temperature value at which nucleation commences, the temperatures of the two phases and the domain temperature are equal between them. However, when the first grains start to form, the solid phase temperature starts to diverge from the linear relationship between the temperature of the phases and the domain; this is due to the exothermic nature of nucleation and grain growth. This divergence cannot be noticed for cooling rates higher than 8 K/ps, as the amorphous phase becomes more dominant. It can also be observed that as the cooling rate increases, the divergence expands to a wider range of simulation domain temperatures. This is in accordance with the previous observations suggesting that for higher values of the cooling rate, nucleation takes place for a wider range of simulation domain temperatures.

It is also apparent that the divergence (peak) from the line is higher for a cooling rate of 1 K/ps. More specifically, this divergence increases for cooling rates in the range of 0.5–1 K/ps and subsequently drops for higher cooling rates. The observed behaviour is attributed to the superposition of two conflicting phenomena. Low cooling rates lead to a smoother increase of the number grains (Figure 8) but on the other hand, they foster the formation of the FCC/HCP phase (Figure 2a) and higher grain size growth rates (Figure 9). The nonmonotonous behaviour of the
divergence of the phase temperature is attributed to the aforementioned reasons. Moreover, it can be observed that the maximum divergence in Figure 12 is achieved approximately at the domain temperature range for which the corresponding number of grains versus temperature curves obtain their steeper slope. This is because the simultaneous nucleation of multiple grains leads to a higher instant temperature of the solid phase.

Finally, with a closer look at Figure 12, it can be observed that there is also a smoother and counter-directional divergence in the amorphous/liquid phase temperature as well. This divergence is due to the implementation of the isobaric-isothermal ensemble (NPT) which maintains the simulation domain temperature in steady levels over specific relaxation periods. The divergence is smoother due to the higher population of the amorphous atoms at the corresponding timesteps; i.e., the FCC phase is not dominant. The NPT ensemble was implemented in almost all of the previous MD simulations on solidification [21–24]. However, based on the preceding analysis, it appears that it can potentially induce undesirable and non-realistic alterations in the system dynamics and its use should be questioned. Therefore, future research could be directed towards the investigation of the suitability of the NPT ensemble for investigating solidification and its capability to reproduce realistic results.

4. Conclusions

In this study, molecular dynamics simulations were performed to investigate homogeneous nucleation in pure Aluminium. The Finnis-Sinclair potential was used to model the interactions of a group of 1 million Aluminium atoms quenched under various cooling rates ranging from 0.5 to 12 K/ps. The atomistic structure, grain formation and growth as well as the local and average temperature evolution of the simulation domain were investigated by means of both quantitative assessment and visual inspection. The main conclusions drawn from this investigation are listed below:

- The BCC phase is formed prior to the FCC and HCP phases. A high number of BCC atoms is indicative of high nucleation and growth rates.
- Solidification occurs in a wider range of temperatures for higher values of the cooling rate.
- High cooling rates favour the formation of a large number of small grains while low cooling rates generate fewer but larger grains. The FCC/HCP phase is dominant for low cooling rates while the amorphous phase is favoured by rapid quenching.
- The average grain size at the end of quenching drops parabolically with the cooling rate.
- Kinetic energy rises sharply in the vicinity of the newly formed grains while the melt kinetic energy remains significantly lower. This is because of the exothermic nature of the solidification process which is accompanied by the release of the latent heat of crystallisation.
- The solid phase temperature diverges from the linear cooling curve. The magnitude of the observed divergence is non-monotonous and dependent on the nucleation and growth rates. The concurrent nucleation of multiple grains increases significantly the instant temperature of the solid phase when the FCC/HCP phase is dominant.
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