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Abstract—Temporal action detection (TAD) aims to determine the semantic label and the temporal interval of every action instance in an untrimmed video. It is a fundamental and challenging task in video understanding. Previous methods tackle this task with complicated pipelines. They often need to train multiple networks and involve hand-designed operations, such as non-maximal suppression and anchor generation, which limit the flexibility and prevent end-to-end learning. In this paper, we propose an end-to-end Transformer-based method for TAD, termed TadTR. Given a small set of learnable embeddings called action queries, TadTR adaptively extracts temporal context information from the video for each query and directly predicts action instances with the context. To adapt Transformer to TAD, we propose three improvements to enhance its locality awareness. The core is a temporal deformable attention module that selectively attends to a sparse set of key snippets in a video. A segment refinement mechanism and an actionness regression head are designed to refine the boundaries and confidence of the predicted instances, respectively. With such a simple pipeline, TadTR requires lower computation cost than previous detectors, while preserving remarkable performance. As a self-contained detector, it achieves state-of-the-art performance on THUMOS14 (56.7% mAP) and HACS Segments (32.09% mAP). Combined with an extra action classifier, it obtains 36.75% mAP on ActivityNet-1.3. Code is available at https://github.com/xlliu7/TadTR.
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I. INTRODUCTION

VIDEO understanding has become more important than ever as the rapid growth of media prompts the generation, sharing, and consumption of videos. As a fundamental task in video understanding, temporal action detection (TAD) aims to predict the semantic label, the start time, and the end time of every action instance in an untrimmed and possibly long video. For its wide range of applications, including security surveillance, home care, video editing, video recommendation, and so on, temporal action detection has gained increasing attention from the community in recent years [1]–[5].

Previous methods for TAD can be roughly categorized into two groups. Top-down methods [1], [10], [11] perform classification and regression on a large amount of candidate segments. Bottom-up methods [9], [12] perform per-frame classification and group these predictions into segment-level predictions. While these methods achieve state-of-the-art performance on standard benchmarks, they have complex pipelines.

As shown in Fig. 1, these pipelines involve post-processing operations, such as non-maximum suppression (NMS) and grouping. These operations, together with anchor setting in many top-down methods, are hand-designed with prior knowledge about this task and not learnable, which restricts the flexibility. Besides, most proposal-based methods [2], [11], [13], requires a standalone classifier to classify action proposals. These issues block the gradient flow and prevent end-to-end learning. Thus, it is necessary to develop a simple end-to-end method that directly predicts action instances in a single differentiable network1 without hand-crafted components.

In this paper, we introduce an end-to-end temporal action detection framework to address the above issues. Inspired by the object detection Transformer (DETR) [15], we directly map a set of learnable embeddings, called action queries, to action instances in parallel. As the queries do not directly indicate the initial locations of actions like anchors or proposals, we are unable to extract features for each query

1The single network means the detection network upon the video encoder. Training the video encoders along with the detection head for long videos often requires excessive computing resources. Therefore, most methods use offline features (e.g., I3D [14]) trained separately with large mini-batch size on large amounts of short (around 2 seconds) videos.
from specific locations like previous methods. The detector is required to extract sufficient long-term context information before knowing which interval an action falls in. Besides, the context should be adaptive and relevant with each query, in order to differentiate between these queries. Traditional 1D convolutional neural networks cannot easily achieve them, due to a fixed receptive field and fixed weights. Recently, Transformers [16] have shown great power in sequence modeling. It is able to reason the relations between sequence elements and adaptively capture long-term context with the self-attention module. A video is naturally a sequence of frames and there is abundant context in it [2], [13], [17]. Therefore Transformer is a desirable choice for the above goals.

Based on the above motivations, we propose a Temporal Action Detection TRansformer (TadTR) that predicts actions by extracting relevant context for each action query. It has an encoder-decoder structure. The encoder models inter-snippet relations to capture snippet-level context. The decoder models action-snippet relations to enhance each action query with snippet-level context, and inter-action relations to capture instance-level context from the other action queries. In this way, we can exploit richer context than previous methods that only exploit snippet-level context [2] or instance-level context [13]. Upon the decoder, two feed-forward networks (FFNs) predict the class and the segment for each action query. During training, an action matching module dynamically determines a one-to-one ground truth assignment according to the predictions. Owing to this, our detector avoids duplicate detections and NMS is unnecessary. It produces a very sparse set of action detections ($10^3 \sim 10^4$), orders of magnitude fewer than previous methods ($10^4 \sim 10^5$).

However, due to the intrinsic difference between space and time, a direct application of Transformer is not appropriate. We observe that different frames in a video of actions are highly similar, because of the temporal redundancy and the slow changes in backgrounds or actors. Besides, the boundaries of actions are less clear than those of objects [18]. Therefore, to precisely detect actions, a detector needs to be locality-aware, which means being aware of the subtle local changes in the temporal domain. The dense attention module in primitive Transformer that attends to all elements in a sequence, is less sensitive to such local changes by design. To mitigate this issue, we draw inspiration from [19] and propose a temporal deformable attention (TDA) module as the basic building block of Transformer. It selectively attends to a sparse set of key elements around a reference location in the input sequence, where the sampling locations and attention weights are learned and dynamically adjusted in accordance with the inputs. In this way, it can adaptively extract context information while preserving locality awareness.

Besides TDA, we make two additional improvements to enhance locality awareness. First, a segment refinement mechanism is employed to refine the boundaries of predicted actions. To be concrete, we iteratively re-attend to the video according to the previous predictions and refine the boundaries with the newly extracted context. Second, we attach an actionness regression head to Transformer to predict a reliable confidence score called actionness for detection ranking. It extracts the local features with RoIAlign [20] for each predicted action and estimates its IoU with the best-matched ground truth action. This is more reliable than simply using classification scores, as the classification branch may find a shortcut from context but ignore the complete local details. Despite being seemingly small changes, they significantly improve performance.

We conduct comprehensive experiments on three datasets to evaluate TadTR. With a surprisingly simple pipeline, TadTR achieves remarkable performance with a low computation cost. Without any extra classifier, it achieves state-of-the-art performance on HACS Segments [21] and THUMOS14 [22]. When combined an extra classifier, it reaches 36.75% mAP on ActivityNet-1.3 [23], outperforming strong competitors such as G-TAD [2] and BMN [11]. In terms of run time, it takes only 155 ms per video on THUMOS14, which is much faster than recent state-of-the-art methods, as shown in Fig. 2. We believe that the simplicity, the flexibility, and the strong performance of the new method will benefit and ease future research on temporal action detection.

The contributions of this work are as follows:

- We introduce an end-to-end set prediction (SP) framework that simplifies the pipeline for temporal action detection (TAD). It can detect actions in a single differentiable network without hand-crafted components.
- We propose a Transformer architecture that is enhanced with locality awareness to better adapt to the TAD task. The core is a temporal deformable attention (TDA) module that selectively attends to a sparse set of key snippets in a video. We show that TDA is crucial for the success of the SP framework for TAD.
- Different from previous works that ignore context or only exploit snippet-level or instance-level context, we model inter-snippet, inter-action, and action-snippet relations to capture both levels of context for more accurate temporal action detection.
- Our method achieves state-of-the-art performance of self-contained detectors on HACS Segments and THUMOS14, and competitive results on ActivityNet-1.3. Besides, it requires a lower computation cost than its competitors.

II. RELATED WORK

Temporal Action Detection. Previous TAD methods can be roughly categorized into top-down methods and bottom-up methods according to the pipeline. Top-down methods can be further categorized into multi-stage, two-stage, and one-stage methods. (a) Multi-stage methods [2], [11], [24]–[27] first generate candidate segments and train a binary classifier that associates each segment with a confidence score, resulting in proposals. Those proposals with high scores are fed to a multi-class classifier to classify the actions. The candidate segments are generated by dense uniform sampling [1], [28] or grouping local frames that may contain actions [29]. Some methods [30], [31] combine multiple schemes for complementarity. (b) Two-stage methods [6], [7], [32], [33] simplify the multi-stage pipeline by adopting a one-stage proposal generator, which directly predicts the scores and boundaries of
pre-defined multi-scale anchors associated with each temporal location. These methods need to manually set multiple anchor scales, which restricts the flexibility. Note that multi-stage methods can also be seen as generalized two-stage methods. (c) **Top-down one-stage methods** [8], [36] can be seen as the class-aware variant of the one-stage proposal generator. (d) **Bottom-up methods** perform frame-level action classification and merge the frame-level results to segment-level predictions. For example, [9] first predicts the action and boundary probabilities and then groups frames with maximal structured sum as actions. Recent anchor-free methods (e.g., AFSD [35] and A2Net [36]) also belong to this group. Besides these methods, a few works (e.g., CTAP [30] and PCG-TAL [37]) combine different pipelines to enhance the performance. All the above methods require post-processing steps such as NMS or grouping, which prevent end-to-end learning. An early work by Yeung et al. [38] also proposes a TAD method without hand-crafted components. Based on recurrent neural networks (RNN) and reinforcement learning (RL), it learns action detection by training an agent that iteratively picks an observation location and deciding whether to emit or refine a candidate action after observation. However, its reward function is not differentiable. Therefore it does not meet the criteria of end-to-end in this paper. All the above methods are fully-supervised. There are also some weakly-supervised methods that only utilize single-frame supervision [39] or video-level supervision [40]–[51] during training.

**Transformers and Context in Video Understanding.** Transformers have achieved great success in natural language processing [16] and image understanding [52]–[54]. The core of Transformer is the self-attention mechanism that aggregates non-local cues through a weighted sum of features at attended locations. Compared with convolutions, self-attention can capture long-range context and dynamically adjust weights according to the input. Recently, many works have revealed the great potential of Transformers in video understanding tasks [55]–[57]. For example, VideoBERT [55] and ActBERT [58] utilize Transformers to learn an joint representation for video and text. TimeSformer [56] decouples spatial and temporal self-attention for video classification. Zhou et al. [59] capture the temporal dependency with Transformer for video captioning. Girdhar et al. [60] apply Transformer to model the relationship between spatial proposals for spatio-temporal action detection.

In this paper, Transformer is used to capture temporal context information for temporal action detection. Specifically, we employ attention modules to model the relations between video snippets, the relations actions and snippets, and the relations between actions. Several concurrent works also employ Transformer for context modeling in temporal action detection (AGT [61]) and temporal action proposal generation (RTD-Net [62] and TAPG [63]). However, these works either adopt a traditional TAD pipeline or have difficulty in training. TAPG still relies on hand-crafted anchors and post-processing steps. RTD-Net requires a three-step training scheme to optimize different parts of the network separately and relies on extra action classifiers to classify the proposals. AGT suffers from long training convergence (1000× more iterations than TadTR). In addition, different from these works that exploit the vanilla attention module, TadTR introduces a more efficient temporal deformable attention module that adaptively attends to a sparse set of key snippets in a video. As a result, it enjoys lower computation costs and easier training. Therefore, TadTR is more practical.

In the field of temporal action detection, some previous works also exploit context in other ways. For example, increasing the receptive field by a fixed ratio [7], [17]. However, this is not flexible enough and may introduce irrelevant information from unrelated frames. Another line of works exploit context by modeling the relations between different snippets [2], [64] or the relations between different proposals [13] with graph. The attention modules in this work are alternatives to them. Moreover, we model different kinds of relations and can capture richer context of different levels.

**DETR and Deformable DETR.** Temporal action detection methods [6], [8], [36] often draw inspiration from object detection methods. This work is inspired by DETR [15] and Deformable DETR [19]. DETR proposes a Transformer-based Set Prediction (SP) framework to achieve end-to-end object detection without hand-crafted components. Deformable DETR proposes multi-scale deformable attention to address the issues of slow convergence and limited feature resolution of DETR. While extending them for direct TAD is intuitive, the effectiveness remains unclear. Our main contribution over DETR and Deformable DETR is that we adapt the SP framework and deformable attention for direct TAD and validate their effectiveness. Although the high-level design of TadTR is similar to Deformable DETR, the implementation is different as TadTR aims to temporally localize actions in videos while Deformable DETR is designed for object detection in images. Besides, we reveal that deformable attention is crucial for the success of the SP framework for TAD and segment refinement is also important. Furthermore, directly extending Deformable DETR to TAD does not achieve satisfactory performance as the confidence scores predicted by the decoder are not reliable.
To relieve this issue, we add a simple yet effective actionness regression head to refine the confidence scores. To sum up, the adaptation and improvement over DETR and Deformable DETR make the SP framework practical for TAD and TadTR can serve as a strong baseline for SP-based TAD.

III. TadTR

TadTR is constructed on video features encoded with a pre-trained video classification network (e.g., I3D [14]), Fig. 3 shows the overall architecture of TadTR. TadTR takes as input the video features and a set of learnable action queries. Then it outputs a set of action predictions. Each action prediction is represented as a tuple of the temporal segment, the confidence score, and the semantic label. It consists of a Transformer encoder to model the interactions between video snippets, a Transformer decoder to predict action segments, and an extra actionness regression head to estimate the confidence score of the predicted segments. During training, an action matching module is used to determine a one-to-one ground truth assignment to the action predictions.

A. Architecture

Encoder. Let \( X_V \in \mathbb{R}^{T_S \times C} \) denotes the video feature sequence, where \( T_S \) and \( C \) are the length and dimension, respectively. Each frame in the feature sequence is a feature vector extracted from a certain snippet in the video. Here, a snippet means a sequence of a few (e.g., 8) consecutive frames. We use linear projection to make \( C = 256 \). The encoder models the relations between different snippets and outputs a feature sequence \( X_E \in \mathbb{R}^{T_S \times C} \) enhanced with temporal context. As depicted in Fig. 3, it consists of \( L_E \) Transformer encoder layers of the homogeneous architecture. Each encoder layer has two sub-layers, i.e., a temporal deformable attention (TDA) module, and a feed-forward network (FFN). Layer normalization [65] is used after each sub-layer and a residual connection is added between the input of each sub-layer and the output of the follow-up normalization layer. Except for TDA, all the other components are identical to the primitive Transformer [16].

TDA is an alternative to the dense attention module in [16]. The high similarities between different frames and the vagueness of action boundaries require a detector to possess locality awareness. In other words, the detector should be more sensitive to local changes in the temporal domain. The dense attention module that attends to all locations in an input feature sequence, is less sensitive to such local changes. Besides, it suffers from high computation cost and slow convergence [19]. To better fit the TAD task, we draw inspiration from [19] and propose a temporal deformable attention (TDA) module that adaptively attends to a sparse set of temporal locations around a reference location in the input feature sequence.

Let \( z_q \in \mathbb{R}^C \) be the feature of query \( q \) and \( t_q \in [0, 1] \) be the normalized coordinate of the corresponding reference point. Given an input feature sequence \( X \in \mathbb{R}^{T_S \times C} \), the output \( h_m \in \mathbb{R}^{T_S \times (C/M)} \) of the \( m \)-th (\( m \in \{1, 2, \ldots, M\} \)) head of a TDA module is computed by an weighted sum of a set of key elements sampled from \( X \):

\[
h_m = \sum_{k=1}^{K} a_{mq_k} W^V m X((t_q + \Delta t_{mq_k})T_S),
\]

where \( K \) is the number of sampling points, \( a_{mq_k} \in [0, 1] \) is the normalized attention weight, and \( \Delta t_{mq_k} \in [0, 1] \) is the sampling offset relative to \( t_q \). \( X((t_q + \Delta t_{mq_k})T_S) \) is...
the linear interpolated feature at \((t_q + \Delta t_{mqk})T_S\) as it is fractional. Following [19], the attention weight \(a_{mqk}\) and the sampling offset \(\Delta t_{mqk}\) are predicted from the query feature \(z_q\) by linear projection. We normalize the attention weight with softmax to make \(\sum_{k=1}^{K} a_{mqk} = 1\). \(W_m \in \mathbb{R}^{C \times (C/M)}\) is a learnable weight. The output of TDA is computed by a linear combination of the outputs of different heads:

\[
TDA(z_q, t_q, X) = W^O \text{Concat}(h_1, h_2, ..., h_m),
\]

where \(W^O \in \mathbb{R}^{C \times C}\) is a learnable weight.

When computing the \(\tau\)-th frame in the output sequence, the query and the reference point are both the \(\tau\)-th frame in the input sequence. Therefore, we refer to TDA in the encoder as temporal deformable self-attention (TDSA). The query feature is the summation of the input feature of that frame and the position embedding at that location. The position embedding is used to differentiate between different locations in the input sequence. In this paper, we use the sinusoidal position embedding following [16].

\[
X_p(\tau, \gamma) = \begin{cases} 
\sin \frac{\pi \tau}{5000} & \gamma \text{ is even} \\
\cos \frac{\pi \tau}{5000} & \gamma \text{ is odd} 
\end{cases}
\]

The feed-forward network consists of two fully connected (FC) layers and a ReLU activation in between. It is the same across different positions and can be viewed as a stack of two 1D convolution layers with kernel size 1. The dimensions of the two FC layers are \(C_F = 2048\) and \(C = 256\), respectively.

**Decoder.** The decoder takes as input the encoder features \(X_E\) and \(N_q\) action queries with learnable embeddings \(z^{(0)} = \{z_i^{(0)}\}_{i=1}^{N_q}\). It transforms these embeddings to \(N_q\) action predictions \(Y = \{\hat{y}_i\}\). As illustrated in Fig. 3, the decoder consists of \(L_D\) sequential decoder layers. Each decoder layer has three major sub-layers: a self-attention module, a temporal deformable cross-attention (TDCA) module, and a feed-forward network. Similar to each encoder layer, we add a residual connection between each sub-layer and the following layer normalization function. The output of the \(l\)-th decoder layer is denoted by \(z^{(l)}\). The self-attention module models the relation between action queries and updates their embeddings. The motivation here is that multiple actions in one video are often related. For example, a cricket shot action often appears after a cricket bowling action. To make an action prediction, each query extracts relevant context information from the video via the TDCA module. Given the encoder features \(X_E\) and the input embedding \(\hat{z}_i \in \mathbb{R}^C\), the output query embedding of TDCA is formulated as \(TDA(\hat{z}_i, \hat{t}_i, X_E)\). Here, \(\hat{t}_i\) is the coordinate of the reference point in \(X_E\). By default, it is predicted by a projection function \(f_{IR}\) from \(\hat{z}_i^{(0)}\). \(f_{IR}\) is implemented with a linear layer and a follow-up sigmoid function for normalization. The reference point can be seen as the initial estimation of the center of the corresponding action segment. FFNs in the decoder layers have the same architecture as those in the encoder layers.

Different from TDSA in the encoder, the query embedding \(\hat{z}_i^{(0)}\) and the reference point are learnable and shared by all input videos. This allows the network to learn the global distribution of the action locations in the training dataset, which is more flexible than hand-crafted anchor setting or proposal sampling. An analysis is given in Sec. IV-D.

**Prediction Heads.** Upon the output (the updated query embeddings) of each decoder layer, we apply FFNs to predict the classification probabilities \(\hat{p}_i\) and the temporal segment \(\hat{s}_i = (\hat{t}_i, \hat{d}_i)\) of the action instance \(\hat{y}_i\) corresponding to each query. Both \(\hat{t}_i\) and \(\hat{d}_i\) are normalized. To make the boundaries of the instances more accurate, a segment refinement mechanism is proposed. Besides, an additional actionness regression head is employed to refine the confidence score. They are detailed below.

**Segment Refinement.** Transformer is able to capture long-range context information. However, the predicted action boundaries might be unsatisfactory for lack of locality. Inspired by [19], we introduce a refinement mechanism to enhance locality awareness and improve localization performance. It involves two strategies. The first is the incremental refinement of segments. Instead of predicting the segments independently at each decoder layer, we adjust the segments according to previously predicted segments layer by layer. Formally, given each action segment \(\hat{s}_i^{(l-1)} = (\hat{t}_i^{(l-1)}, \hat{d}_i^{(l-1)})\) predicted at the \((l-1)\)-th decoder layer, the \(l\)-th decoder layer predicts the location offsets \((\Delta \hat{t}_i^{(l)}, \Delta \hat{d}_i^{(l)})\) relative to \(\hat{s}_i^{(l-1)}\). The corresponding refined segment \(\hat{s}_i^{(l)} = (\hat{t}_i^{(l)}, \hat{d}_i^{(l)})\) is then computed by:

\[
\hat{t}_i^{(l)} = \sigma(\Delta \hat{t}_i^{(l)} + \sigma^{-1}(\hat{d}_i^{(l-1)})), l \in \{1, 2, ..., L_D\}
\]

\[
\hat{d}_i^{(l)} = \sigma(\Delta \hat{d}_i^{(l)} + \sigma^{-1}(\hat{d}_i^{(l-1)})), l \in \{2, 3, ..., L_D\}
\]

where \(\sigma(\cdot)\) and \(\sigma^{-1}(\cdot)\) are the sigmoid and the inverse sigmoid function, respectively. Specially, \(\hat{t}_i^{(0)}\) is the initial reference point \(\hat{t}_i\) predicted by \(f_{IR}\). The initial value of \(\hat{d}_i^{(1)}\) is \(\hat{d}_i^{(0)}\) predicted at the first decoder layer. The second is iterative reference point adjustment. We update the reference points of TDCA in each decoder layer instead of always using \(\hat{t}_i^{(0)}\). Specifically, \(\hat{t}_i^{(l-1)}\), the refined segment center at the \((l-1)\)-th decoder layer, is used as the reference point of TDCA at the \(l\)-th decoder layer. In this way, TDCA can be adaptive to the input video and better aligned with the local features of the action instances. We validate the effectiveness of the two strategies in the experiments.

**Actionness Regression.** One challenge of temporal action detection is to generate reliable confidence scores for ranking. Typically, classification scores are used. However, the classification task focuses more on discriminative features and is less sensitive to the localization quality of an action. As a result, the classification score of the detections may be unreliable for ranking. An example is shown in Fig. 4.

To mitigate this issue, we employ an actionness regression head that extracts context aligned with the interval of a predicted segment and predicts an actionness score upon it. Given the encoder feature sequence \(X_E\) and a predicted segment \(\hat{s}_i\) by the decoder, we first apply temporal RoIAlign [20] upon \(X_E\) to obtain the aligned features \(X_{s_i} \in \mathbb{R}^{T_R \times C}\) within the interval defined by \(s_i\) from \(X_E\). Here, \(T_R\) is the number of bins for RoIAlign. To include a certain amount of context information around the boundaries, we slightly expand
the segment by a factor of $\epsilon$ when applying RoAlign. The expanded segment can be expressed as $(\ell_i, \epsilon d_i)$. Then, a feedforward network is used to predict the actionness score $g_i$ from the aligned feature. $g_i$ is supervised by the maximal IoU $g_i$ (intersection over union) between $s_i$ and all ground truth actions. In this way, the detector is enforced to be more sensitive to local features in order to differentiate between different segments.

**Discussion.** The actionness regression head is somewhat similar to the second stage of the traditional two-stage method, as they can both refine the confidence scores. However, the set prediction pipeline adopted by TadTR is significantly different from traditional pipelines. It is hard to categorize TadTR and its variants into one-stage or two-stage methods, as it does not need anchor setting and post-processing steps like traditional one-stage or two-stage methods. Besides, the actionness regression head is very lightweight. It only needs to predict class-agnostic confidence scores. The computation cost (in FLOPs) of this head is 6.59% of that of the full model. Differently, the second stage of a two-stage method often contributes to a major amount of computation cost (e.g., 99.98% in BMN [11]). We also note that TadTR can already make sparse and complete detections without actionness regression.

**B. Training and Inference**

**Action Matching.** The action matching module determines the targets assigned to each detection during training. Inspired by DETR [15] in object detection, we frame it as a set-to-set bipartite matching problem to ensure a one-to-one ground truth assignment.

Let $Y = \{y_j\}_{j=1}^{N_y}$ be a set of ground truth actions padded with $\emptyset$ (no action) and $\pi$ be the permutation that assigns each target $y_j$ to the corresponding detection $g_{\pi(j)}$. Bipartite matching aims to find a permutation that minimizes the overall matching cost:

$$\hat{\pi} = \arg \min_{\pi} \sum_{j=1}^{N_y} C(y_j, g_{\pi(j)})$$  \hspace{1cm} (6)

The matching cost considers the classification probabilities and the distance between ground truth and predicted segments. Specifically, $C(y_j, g_{\pi(j)})$ is defined as

$$\mathbb{I}_{c_j \neq \emptyset} [L_{cls}(p_{\pi(j)}, c_j) + L_{seg}(s_j, g_{\pi(j)})]$$  \hspace{1cm} (7)

where $c_j$ and $s_j$ are the class label and the temporal segment of $y_j$. $L_{cls}(p_{\pi(j)}, c_j)$ is the classification term. We use cross-entropy loss by default. $L_{seg}(s_j, g_{\pi(j)})$ is the distance between the predicted location and the ground truth location, defined as

$$\lambda_{iou}L_{iou}(s_j, g_{\pi(j)}) + \lambda_{coord}L_{L1}(s_j, g_{\pi(j)})$$  \hspace{1cm} (8)

where $L_{L1}$ is the $L_1$ distance and $L_{iou}$ is the IoU loss. IoU loss is defined as the the opposite number of the IoU. $\lambda_{iou}$ and $\lambda_{coord}$ are hyper-parameters. The matching problem is solved with the Hungarian algorithm.

Through the set-based action matching, each ground truth will be assigned to only one prediction, thus avoiding duplicate predictions. This brings two merits. First, TadTR does not rely on the non-differentiable non-maximal suppression (NMS) for post-processing and enjoys end-to-end training. Second, we can make sparse predictions with limited queries (e.g., 10) instead of dense predictions in many previous works (e.g., tens of thousands for BMN [11] and G-TAD [2]), which saves the computation cost.

In a way, the action matching module performs a learnable NMS. The matching cost takes the classification scores of the detections into account. In this way, those detections with lower scores are more likely to be assigned with a non-action target. As a result, their classification scores will be suppressed in the training process.

**Loss Functions.** Once the ground truth assignment is determined, we optimize the network by minimizing the following multi-part loss functions:

$$L = \sum_{j=1}^{N_y} [L_{cls}(p_{\pi(j)}, c_j) + \mathbb{I}_{c_j \neq \emptyset} L_{seg}(s_j, g_{\pi(j)})] + \lambda_{act}L_{L1}(g_{\pi(j)}, y_{\pi(j)})$$  \hspace{1cm} (9)

where the first two items optimize the detections from the decoder and the last one optimizes the outputs of actionness regression. $L_{cls}$ uses focal loss [66]. $\hat{\pi}$ is the solution of Equation 6. $\lambda_{act}$ is a hyper-parameter.

**Inference.** During inference, we ignore the action predictions from all but the last decoder layer. The confidence score for a detection $y_i$ is computed by $\sqrt{p_i(\hat{c}_i) \cdot \hat{g}_i}$. Where $\hat{c}_i$ is the predicted action label.

IV. EXPERIMENTS

A. Experimental Setup

**Datasets and Evaluation Metrics.** We conduct experiments on THUMOS14 [22], HACS Segments [21], and ActivityNet-1.3 [23]. THUMOS14 is built on videos from 20 sports action classes. It contains 200 and 213 untrimmed videos for training and testing. There are 3007 and 3358 action instances on the two sets. The average length of actions is 5 seconds. ActivityNet-1.3 and HACS Segments share the same 200 classes of daily activities. Both datasets are split into three sets: training, validation, and testing. The numbers of videos in these sets are 10024, 4926, and 5044 respectively on ActivityNet-1.3, and 37613, 5981, and 5987 on HACS Segments. The average length of actions is 48 seconds on ActivityNet-1.3 and 33 seconds on HACS Segments. On both datasets, the annotations on the testing set are reserved by the organizers. Therefore, we evaluate on the validation set.
Following conventions, the mean average precision (mAP) at different IoU thresholds is used for performance evaluation. On THUMOS14, the IoU thresholds for computing mAPs are \([0.3 : 0.7 : 0.1]\). On the other two datasets, we report mAPs at the thresholds \(\{0.5, 0.75, 0.95\}\) and the average mAP at the thresholds \([0.5 : 0.95 : 0.05]\). For simplicity, we denote mAP at the IoU threshold \(\alpha\) as mAP\(_\alpha\), and the average mAP is referred to as mAP unless specially noted.

**Video Feature Extraction.** Most TAD methods are based on offline extracted video features. For easier comparison with them, we also use video features as the input of our method. For experiments on HACS Segments, we directly use the official I3D features\(^2\), which are extracted with I3D trained on Kinetics at 2FPS. On the other datasets, we use the commonly used features in previous works. On THUMOS14, the two-stream I3D \([14]\) networks pre-trained on Kinetics \([14]\) are taken as the video encoder, and the features are extracted every 8 frames. On ActivityNet-1.3, we use the two-stream TSN \([67]\) features extracted at 5FPS. Following previous works \([2], [11]\), we resize the video features to a fixed length of 100 via linear interpolation on ActivityNet-1.3 and HACS Segments. Since the videos are long on THUMOS14, we follow \([11]\) to crop each video feature sequence with windows of length 128 and stride 64 for training. In each window, we reserve the instances contained in it and clip the instances that partially overlap with it. We ignore the instances that have less than 1-second overlap with the window during training. This strategy is called length-based instance filtering. During inference, the stride is increased to 96 and the duplicate detections in the overlapped region are merged with NMS. This strategy is called cross-window fusion (CWF). We also report the performance of TadTR tested on non-overlapping windows (with a stride of 128). In this case, we simply take the union of detections from all windows of a video.

**Implementation Details.** \(L_E\) and \(L_D\) are set to 2 and 4, respectively. The loss weights \(\lambda_{cov}, \lambda_{coord}\), and \(\lambda_{act}\) are set to 2, 5 and 5 respectively. The numbers of attention heads \(M\) and sampling points \(K\) are set to 8 and 4, respectively. The parameters of the linear layers that predict attention weights are initialized to zero. We initialize the linear layers that predict sampling offsets to make \(\{\Delta \rho_{mk}\}_{m=1}^5 = (k, 0, -k, 0, k, 0, -k, 0)\) at initialization. The expanding factor \(\epsilon\) and the number of bins \(T_R\) for RoIAlign in the actionness regression head are 1.5 and 16 respectively.

TadTR is trained using AdamW \([68]\) optimizer. The initial learning rate is \(2 \times 10^{-4}\) and scaled by a factor of 0.1 after training for a certain number of epochs. The learning rates of the linear projection layers for predicting attention weights and sampling offsets are multiplied by 0.1. We train the models for 30, 15, and 30 epochs and decrease the learning rates after 25, 12, and 25 epochs on THUMOS14, ActivityNet-1.3, and HACS Segments respectively. The batch size is set to 16.

In the experiments, we also explore an improved training setting. Following RetinaNet \([66]\) and AFSD \([35]\), we use focal loss \([66]\) for the classification term in the matching cost (Eq. 7). We find that this modification speeds up convergence. Therefore the total numbers of training epochs are reduced to 16, 12, and 20 on the three datasets, respectively. The learning rates are decreased after 14, 9, and 18 epochs, respectively. Besides, we use the integrity-based instance filtering (IBIF) strategy in G-TAD \([2]\) and AFSD \([35]\) to replace the default length-based instance filtering strategy on THUMOS14. To be specific, in each window, we only keep those ground truth instances whose integrity exceeds 0.75. Here, the integrity of an instance \(s_g\) in a window \(s_w\) is defined as \(|s_g \cap s_w|/|s_g|\), where \(|\cdot|\) means the length. It is similar to IoU but has a different denominator. Those windows without such instances are ignored during training.

The experiments are conducted on a workstation with a single Tesla P100 GPU card, and Intel(R) Xeon(R) CPU E5-2682 v4 @ 2.50GHz. It takes around 10 minutes, 36 minutes, and 150 minutes to finish training on THUMOS14, ActivityNet-1.3, and HACS Segments, respectively.

**Main Results**

**THUMOS14.** Table I demonstrates the temporal action detection performance and run time comparison on the testing set of THUMOS14. We measure the run time of these methods with publicly available implementations under the same environment (a single P100 GPU). We run methods on the full testing set with batch size set to 1 and report the average time and FLOPs per video. The average length of videos on THUMOS14 is 217 seconds. BMN \([11]\) and G-TAD \([2]\) use two-stream TSN \([67]\) features originally. For a fair comparison, we also report their performance with I3D features. For AFSD \([35]\), we have excluded the computation cost of the feature extractor. For TadTR, we report the performance with different training and inference settings. The entry with \* is with integrity-based instance filtering (IBIF). The entries with \# are with IBIF and focal loss. TadTR-lite is the variant that does not use cross-window fusion (CWF) during inference. We observe that:

1) TadTR\(^*\) achieves the best performance among all the compared methods in terms of mAP at all IoU thresholds. Even the variant without CWF can achieve state-of-the-art performance. TadTR\(^*\) is slightly better than TadTR\(^\#\) owing to focal loss.
2) TadTR\(^*\) outperforms the second-best method MUSES \([27]\) by 3.3% in terms of average mAP, which demonstrates the advantage of our method. Compared with the competitive single-network method A2Net \([36]\), TadTR achieves 15.1% higher average mAP.
3) Compared with the concurrent Transformer-based methods AGT \([61]\) and RTD-Net \([62]\), TadTR\(^*\) achieves better performance. It surpasses AGT by 9.7% in terms of mAP\(_{0.5}\). It also outperforms RTD-Net by 7.7% (56.7% vs. 49.0%) in terms of average mAP. Besides the advantage in accuracy, TadTR is easier to train. Differently, AGT requires 1000× more training iterations (3000k vs. 3k for TadTR) due to slow convergence of dense attention. RTD-Net requires a three-step training scheme to optimize different parts of the network.
4) Our results are achieved at a low computation cost. TadTR is around 11× faster than the second-best method MUSES.

\(^2\)http://hacs.csail.mit.edu/hacs_segments_features.zip
and 8× faster than the competitive single-network detector A2Net. It also requires much fewer FLOPs. The efficiency of our method is owing to the simple framework and the sparsity of predictions.

The above results indicate that our method is both accurate and efficient. We also note that many other methods are composed of multiple independently trained networks. Those proposal generation methods (BSN, MGG, BMN, G-TAD, MR, BC-GNN, and RTD-Net) are not self-contained, as they rely on an extra classifier (such as P-GCN) to accomplish the TAD task. Differently, TadTR can achieve action detection with only a single unified network.

We note that the computation cost of TadTR is not comparable with those methods that directly take video frames as input, such as R-C3D. Most previous works use video features as input and focus on the design of detection networks.

**HACS Segments.** We report the performance of TadTR, SSN [10], and the state-of-the-art method G-TAD [2] in Table II. Our method achieves an average mAP of 30.83%, which outperforms SSN (+11.86% mAP) and G-TAD (+3.35% mAP). Besides, our method requires 455× fewer GFLOPs than G-TAD. As for run time, the network inference and post-processing step of G-TAD take 33 ms and 908 ms per video, respectively. The total run time is 941 ms, 49.5× that of TadTR (19 ms). We also try the improved training setting, which results in 32.09% mAP. The results again illustrate the superiority of TadTR.

**ActivityNet-1.3.** Table III compares the performance of different methods on the validation set of ActivityNet-1.3. Some methods (e.g., G-TAD [2]) only implement action proposal generation and cannot produce action detections without external action classifiers. We divide the methods into two groups according to whether external action classifiers are used. Being simple and end-to-end trainable, TadTR achieves an average mAP of 28.21%, which is stronger than all the other methods. With the improved training setting, TadTR achieves 1.69% higher mAP. This variant is 2.56% better than the second-best method PCG-TAL [37] in terms of mAP. Compared with the second-best single-network detector TAL-Net, we improve the performance by 9.68%.

For comparison with previous methods [2], [11], [36] that are combined with an ensemble of classifiers [69], we also try such a combination. To be concrete, we pass the detections by TadTR to the classifiers and fuse the classification scores of TadTR and the classifiers by multiplication. When fused with [10], TadTR enjoys a significant performance boost, achieving an average mAP of 34.64%. It is better than the other compared methods in terms of average mAP, although some methods use the stronger I3D features. When using the

---

**TABLE I:** Comparison with state-of-the-art methods on THUMOS14. Run time is the average inference time per video, including post-processing operations, such as NMS. SN: single-network. E2E: end-to-end. TS: two-stream. ‡For proposal generation methods, the computation cost of the extra classifiers is not included (marked with >). †Results copied from [36]. ‡Our implementation. * With focal loss and IBIF. §With IBIF.

| Method          | Feature | SN | E2E | mAP| GFLOPs |
|-----------------|---------|----|-----|----|--------|
| Yeung et al. [38]| VGG16   | ✓  | -   | 36.0 | 26.4   |
| Yuan et al. [9]  | TS      | -  | -   | 36.5 | 27.8   |
| SSD [8]          | TS      | ✓  | -   | 43.0 | 35.0   |
| R-C3D [6]        | C3D     | ✓  | -   | 44.8 | 35.6   |
| SSN [69]         | TS      |    | -   | 51.9 | 41.0   |
| TAL-Net [7]      | I3D     | ✓  | -   | 53.2 | 48.5   |
| BSN [29]         | TS      | ✓  | -   | 53.5 | 47.9   |
| MGG [31]         | TS      |    | -   | 53.9 | 46.8   |
| BMN [11]         | TS      |    | -   | 56.0 | 47.4   |
| BC-GNN [64]      | TS      |    | -   | 57.1 | 49.1   |
| G-TAD [2]        | TS      |    | -   | 54.5 | 47.6   |
| BMN† [11]        | I3D     | -  | -   | 56.4 | 47.9   |
| G-TAD§ [2]       | I3D     | -  | -   | 58.7 | 52.7   |
| MR [70]          | I3D     | -  | -   | 53.9 | 50.7   |
| A2Net [36]       | I3D     | ✓  | -   | 58.6 | 54.1   |
| P-GCN [13]       | I3D     | -  | -   | 63.6 | 57.8   |
| G-TAD [2]+P-GCN [13] | I3D | ✓  | ✓  | 66.4 | 60.4   |
| AGT [61]         | I3D     | ✓  | ✓  | 65.0 | 58.1   |
| PCG-TAL [37]     | I3D     | -  | -   | 64.2 | 57.3   |
| RTD-Net [62]     | I3D     | -  | -   | 68.3 | 62.3   |
| AFSD [35]        | I3D     | -  | -   | 67.3 | 62.4   |
| MUSES [27]       | I3D     | ✓  | ✓  | 68.9 | 64.0   |
| TadTR* (Ours)    | I3D     | ✓  | ✓  | 74.8 | 69.1   |
| TadTR-lite* (Ours)| I3D | ✓  | ✓  | 71.3 | 65.9   |
| TadTR* (Ours)    | I3D     | ✓  | ✓  | 70.3 | 64.3   |
| TadTR* (Ours)    | I3D     | ✓  | ✓  | 67.1 | 61.1   |

**TABLE II:** Comparison of different methods on the validation set of HACS Segments. The results of SSN are from [21]. * With focal loss.

| Method          | mAP| GFLOPs |
|-----------------|----|--------|
| SSN [69]        | 28.82 | 3.4   |
| G-TAD [2]       | 41.08 | 3.14  |
| TadTR           | 45.16 | 3.03  |
| TadTR*          | 47.14 | 3.11  |

**TABLE III:** Comparison of different methods on the validation set of ActivityNet-1.3. Some methods (e.g., G-TAD [2]) only implement action proposal generation and cannot produce action detections without external action classifiers.

| Method          | mAP| GFLOPs |
|-----------------|----|--------|
| SSN [69]        | 18.80 | 3.4   |
| G-TAD [2]       | 27.80 | 3.14  |
| TadTR           | 30.70 | 3.03  |
| TadTR*          | 32.11 | 3.11  |

[95] 1.07

[155] 0.85

[19] 0.1
TABLE III: Comparison of different methods on ActivityNet-1.3. Methods in the second group are combined with an ensemble of action classifiers [69]. The computation costs (in FLOPs) of the action classifiers are not included. The results of BMN and G-TAD with TSP [71] features are from [71]. TS: two-stream. SN: single-network. * With focal loss.

| Method          | Feature | SN | E2E | mAP<sub>0.5</sub> | mAP<sub>0.75</sub> | mAP<sub>0.95</sub> | mAP | GFLOPs |
|-----------------|---------|----|-----|------------------|-------------------|-----------------|-----|--------|
| Self-contained methods |         |    |     |                  |                   |                 |     |        |
| R-C3D [6]       | C3D     | ✓  |    | 26.80            | -                 | -                | -   | -      |
| SSN [10]        | TS      | -  |    | 39.12            | 23.48             | 5.49             | 23.98| -      |
| TAL-Net [7]     | I3D     | ✓  |    | 38.23            | 18.30             | 1.30             | 20.22| -      |
| P-GCN [13]      | I3D     | -  |    | 42.90            | 28.14             | 2.47             | 26.99| 5.0    |
| PCG-TAL [37]    | I3D     | -  |    | 42.14            | 28.34             | 6.12             | 27.34| -      |
| TadTR (Ours)    | TS      | ✓  | ✓  | 41.40            | 28.85             | 7.86             | 28.71| 0.038  |
| TadTR* (Ours)   | TS      | ✓  | ✓  | 43.67            | 30.58             | 8.32             | 29.90| 0.038  |

Combined with an ensemble of action classifiers [69]

| Method          | Feature | SN | E2E | mAP<sub>0.5</sub> | mAP<sub>0.75</sub> | mAP<sub>0.95</sub> | mAP | GFLOPs |
|-----------------|---------|----|-----|------------------|-------------------|-----------------|-----|--------|
| CDC [72]        | C3D     | ✓  |    | 43.83            | 25.88             | 0.21            | 22.77| -      |
| BMN [11]        | TS      | -  |    | 50.07            | 34.78             | 8.29            | 33.85| 45.6   |
| G-TAD [2]       | TS      | -  |    | 50.36            | 34.60             | 9.02            | 34.09| 45.7   |
| P-GCN [13]      | I3D     | -  |    | 48.26            | 33.16             | 3.27            | 31.11| 5.0    |
| MR [70]         | I3D     | -  |    | 43.47            | 33.91             | 9.21            | 30.12| -      |
| A2Net [36]      | I3D     | -  |    | 43.55            | 28.69             | 3.70            | 27.75| 1.2    |
| PCG-TAL [37]    | I3D     | -  |    | 50.24            | 35.21             | 7.84            | 34.01| -      |
| RTD-Net [62]    | I3D     | -  |    | 47.21            | 30.68             | 8.61            | 30.83| 3.1    |
| AFSD [35]       | I3D     | -  |    | 52.38            | 35.27             | 6.47            | 34.39| 3.3    |
| TadTR* (Ours)   | TS      | ✓  | ✓  | 51.29            | 34.99             | 9.49            | 34.64| 0.038  |
| TadTR+BMN (Ours)| TS      | ✓  | ✓  | 50.51            | 35.35             | 8.18            | 34.55| 45.6   |
| TadTR* (Ours)   | I3D     | ✓  | ✓  | 52.83            | 37.05             | 10.83           | 36.11| 0.038  |
| BMN [11]        | TS      | -  |    | 51.23            | 36.38             | 9.50            | 35.67| 45.6   |
| G-TAD [2]       | TS      | -  |    | 51.26            | 37.12             | 9.29            | 35.81| 45.7   |
| TadTR* (Ours)   | TS      | ✓  | ✓  | 53.62            | 37.52             | 10.56           | 36.75| 0.038  |

TABLE IV: Comparison of different variants of TadTR.

| Method                            | HACS Segments | THUMOS14 | ActivityNet |
|-----------------------------------|---------------|----------|-------------|
|                                  | mAP<sub>0.5</sub> | mAP<sub>0.75</sub> | mAP<sub>0.95</sub> | mAP  | MFLOPs |
| TadTR                            | 45.16          | 30.70    | 11.78       | 30.83 | 100.5  | 47.92 | 28.21 |
| TadTR w/o encoder                | 39.65          | 26.99    | 9.08        | 26.94 | 95.3   | 40.09 | 27.34 |
| TadTR w/o instance-level context | 43.11          | 29.97    | 10.43       | 29.70 | 66.8   | 45.26 | 26.23 |
| TadTR with dense attention        | 22.76          | 12.52    | 4.19        | 13.58 | 564.5  | 24.15 | 23.79 |
| TadTR w/o actionness regression  | 42.10          | 28.44    | 10.23       | 28.51 | 99.4   | 45.09 | 26.13 |
| TadTR w/o segment refinement      | 39.89          | 28.03    | 9.54        | 27.65 | 99.8   | 44.07 | 27.40 |

I3D features, the average mAP is further boosted to 36.11%, outperforming the second-best method AFSD by 1.72%. Besides, the performance is achieved at a low computation cost, as indicated by the smaller FLOPs.

TadTR can also be combined with BMN. This is implemented by connecting the encoder of TadTR to the detection head of BMN. Owing to the adaptive context captured by the Transformer encoder, TadTR+BMN achieves an improvement of 0.7% over BMN, reaching 34.55% mAP. It also outperforms the recent method G-TAD. This indicates the advantage of Transformer in temporal action detection. Note that 99.98% of the computation cost is on the proposal classification branch of BMN. Therefore the total computation cost of TadTR+BMN is close to that of BMN.

With the stronger TSP [71] features, the performance of TadTR reaches 36.75% mAP. It outperforms G-TAD by 0.94% and BMN by 1.08%. This again demonstrates the superiority of TadTR.

C. Ablation Study

In this subsection, we validate the effectiveness of different components of TadTR and evaluate the effects of various hyper-parameters. Unless specially noted, all reported results are with the default training and setting. TadTR-lite is used for THUMOS14.

The importance of context information. The key of Transformer is the self-attention mechanism that incorporates the context in a video sequence. In TadTR, we leverage two kinds of context, snippet-level context from related snippets and instance-level context from related action queries, which are captured by Transformer encoder and the self-attention module in Transformer decoder respectively. By removing Transformer encoder, we get a variant “TadTR w/o encoder”. By removing the self-attention module in the decoder, we get a variant “TadTR w/o instance-level context”. We report the performance of the two variants in Table IV. It is observed that removing the encoder leads to a 3.89% drop on HACS Segments, 6.93% drop on THUMOS14, and 0.87% drop on ActivityNet in terms of average mAP. It indicates that the Transformer encoder is crucial for our model, as the decoder requires long-range and adaptive context to reason the relations between the actions and the video. Removing instance-level context, the average mAP drops by 1.13% on HACS Segments, 6.93% on THUMOS14, and 1.98% on ActivityNet. We conclude that the context information from other action instances is also helpful for action detection.
Table V: Comparison of the variants of TadTR with Transformer encoder and 1D CNN encoder on HACS Segments.

| Encoder             | Average mAP       | MFLOPs |
|---------------------|-------------------|--------|
|                     | w/o NMS | w/ NMS |        |
| Transformer         | 30.83   | 30.53  | 100.5  |
| 1D CNN              | 27.95   | 29.12  | 134.8  |

Transformer encoder v.s. CNN encoder. We try replacing the Transformer encoder with a 1D CNN encoder, which is common for temporal modeling in previous TAD methods. The 1D CNN encoder is composed of two 1D convolutional layers with 256 filters of kernel size 3 and ReLU activation. As can be observed in Table V, using 1D CNN encoder leads to 2.88% average mAP drop when NMS is not applied (the default option), and 1.41% average mAP drop when NMS is applied. Interestingly, the performance of this variant with NMS is improved by 1.17% over that without NMS. It indicates that there are many duplicate detections. One possible reason is that CNN features are locally correlated. Therefore, it is hard to differentiate between close predictions as they have similar features.

To further dissect the performance gap between TadTR with 1D CNN encoder (equipped with NMS) and TadTR, we divide the ground truth instances into 3 groups according to the normalized duration: short (0 ~ 0.1), medium (0.1 ~ 0.2) and long (0.2 ~ 1) and report the average mAP for each group in Fig. 5. Here we use the normalized duration because we resize the video features into a fixed length. For reference, the average duration per video is 148 seconds. As can be observed, TadTR with Transformer encoder achieves better performance for medium-length and long actions. 1D CNN encoder is slightly better for short actions. The result is reasonable, as 1D CNN is good at modeling short-term dependency but poor at modeling long-term dependency.

We also explore deeper CNNs and larger convolution kernels, but no improvement is observed. In terms of computation cost, this variant has much higher FLOPs than TadTR with Transformer encoder. The results show that 1D CNN is inferior to Transformer encoder.

Dense attention v.s. temporal deformable attention. We try replacing all temporal deformable attention modules in TadTR with vanilla dense attention modules. This variant is called “TadTR with dense attention”. As depicted in Table IV, the performance of this variant is far behind TadTR, especially on THUMOS14 (-23.77% mAP), even if the model is trained for 180 epochs. It means temporal deformable attention is crucial for the success of TadTR. The main reason is that the dense attention lacks locality awareness. As different frames are usually similar in background, a dense attention module tends to over-smooth input sequence at initialization (see an example in the supplementary material). As a result, it is hard to localize temporal segments with different semantics. Besides, the variant with dense attention has 5.7 \times higher computation cost than that of TadTR. Therefore, temporal deformable attention is a better choice.

The effects of actionness regression and segment refinement. We study the effects of the two components by removing them individually, resulting in 2 different model variants. Their results are presented in Table IV. Comparing TadTR w/o actionness regression and TadTR, we observe that actionness regression leads to improvements of all metrics. Specifically, the improvements are 3.06%, 2.26%, 1.55%, and 2.32% in terms of mAP at IoU 0.5, 0.75, 0.95 and the average mAP on HACS Segments. On THUMOS14 and ActivityNet, the average mAP improves by 2.83% and 2.08%. Several qualitative examples are presented in Fig. 6 to show how actionness regression helps. It can produce more reliable confidence scores for the action predictions.

Comparing TadTR w/o segment refinement and TadTR, we find this component helpful for improving the localization accuracy. On HACS Segments, it improves the mAP at the strict threshold of 0.95 by a large margin of 2.24%. The mAPs at other thresholds are also consistently improved. On THUMOS14 and ActivityNet, the average mAP improves by 3.85% and 0.81%.
TABLE VII: Effects of the numbers of encoder layers and decoder layers on HACS Segments.

| $L_E$ | $L_D$ | mAP$_{0.5}$ | mAP$_{0.75}$ | mAP$_{0.95}$ | mAP | MFLOPs |
|-------|-------|-------------|-------------|-------------|-----|--------|
| 2     | 4     | 45.16       | 30.70       | 11.78       | 30.83 | 100.5  |
| 4     | 4     | 44.63       | 30.39       | 10.76       | 30.39 | 105.6  |
| 6     | 6     | 40.55       | 27.55       | 9.88        | 27.63 | 110.8  |
| 2     | 2     | 42.10       | 29.05       | 9.57        | 28.84 | 79.6   |
| 4     | 2     | 45.16       | 30.70       | 11.78       | 30.83 | 100.5  |
| 6     | 6     | 45.20       | 30.82       | 10.67       | 30.74 | 121.3  |

TABLE VIII: Effect of the number of action queries on different datasets. The average mAPs are reported.

| #queries $N_q$ | 10   | 20   | 30   | 40   | 50   |
|----------------|------|------|------|------|------|
| THUMOS14       | 44.06| 46.48| 46.94| 47.92| 46.78|
| HACS Segments  | 29.63| 30.73| 30.83| 29.99| 29.47|
| ActivityNet-1.3| **28.21**| 26.47| 26.27| 26.29| 22.96|

To investigate how the segment refinement mechanism improves the performance, we evaluate the effect of incremental refinement and reference point adjustment. As can be observed in Table VI, disabling incremental refinement leads to a 1.31% decrease in mAP, which suggests that the incremental refinement strategy is better than independent prediction at each decoder layer. Disabling reference point adjustment in standard segment refinement mechanism also leads to a 1.85% decrease in mAP. This is reasonable, as the initial referent points associated with the queries are invariant for different input samples. The adjustment strategy makes them adaptive to the input and aligned with the local features of the target actions.

Besides the detection performance, another important aspect is the computation cost. In terms of FLOPs, adding or removing the two components has little impact, which is shown in Table IV. In terms of run time, the average time cost per video on THUMOS14 is 130 ms for TadTR-lite without the two components. Adding the actionness regression head will increase the average time cost to 141 ms. With segment refinement enabled, the average time cost per video becomes 155 ms, which is still very efficient compared with state-of-the-art methods.

The effects of the number of action queries. Table VIII compares the performance of TadTR using different numbers of action queries ($N_q$). The best performance is achieved at $N_q = 40$ on THUMOS14, $N_q = 30$ on HACS Segments and $N_q = 10$ on ActivityNet-1.3. The results are reasonable, as the average number of action instances per video on THUMOS14 (15.4) is larger than that on ActivityNet-1.3 (1.5) and HACS Segments (2.8).

The effects of the numbers of encoder layers and decoder layers. We evaluate TadTR with different numbers of encoder layers ($L_E$) and decoder layers ($L_D$) and report results in Table VII. With $L_D$ fixed, the best performance is achieved when $L_E = 2$. Larger $L_E$ gives inferior results probably due to the difficulty of training. Therefore, we set $L_E$ to 2. With $L_E$ fixed, the average mAP increases by 2.03% when $L_D$ increases from 2 to 4. Larger $L_D$ gives a slightly lower performance.

The effect of the number of sampling points. Table IX compares the performance and computation cost using different numbers of sampling points $K$ in TDA modules on HACS Segments. We observe that moderately increasing $K$ improves the performance, as more temporal details can be captured. The best performance is achieved at $K = 4$. The number of sampling points has little impact on the computation cost.

The effect of the number of attention heads. Table X compares the performance and computation cost using different number of attention heads $M$ on HACS Segments. It is observed that moderately increasing $M$ boosts the performance, as more diverse features can be learned. The performance is saturated at $M = 8$. Similar to the number of sampling points, the number of attention heads has little impact on the computation cost.

The effects of the hyper-parameters in actionness regression. In Table XI, we compare different choices of the expanding factor $\epsilon$ and the number of bins $T_R$ for actionness regression. We see that the best performance is achieved when $\epsilon = 1.5$. This result is 0.56% higher than that of the variant without RoI expansion ($\epsilon = 1$), showing the effectiveness of RoI expansion. Among different choices of $T_R$, $T_R = 16$ results in the best performance.

Therefore we suggest setting $L_D$ to 4.

The effect of the number of sampling points. Table IX compares the performance and computation cost using different numbers of sampling points $K$ in TDA modules on HACS Segments. The models are trained for half of the full training cycle (15 epochs).

| #points $K$ | mAP$_{0.5}$ | mAP$_{0.75}$ | mAP$_{0.95}$ | mAP | MFLOPs |
|-------------|-------------|-------------|-------------|-----|--------|
| 1           | 39.22       | 27.07       | 9.80        | 27.03| 99.1   |
| 2           | 40.22       | 27.62       | 10.15       | 27.61| 99.6   |
| 4           | **41.20**   | **28.52**   | **10.63**   | **28.49**| 100.5 |
| 8           | 39.77       | 27.15       | 9.86        | 27.20| 102.4  |

The effect of the number of attention heads. Table X compares the performance and computation cost using different number of attention heads $M$ on HACS Segments. The models are trained for half of the full training cycle (15 epochs).

| #heads $M$ | mAP$_{0.5}$ | mAP$_{0.75}$ | mAP$_{0.95}$ | mAP | MFLOPs |
|------------|-------------|-------------|-------------|-----|--------|
| 1          | 38.62       | 25.25       | 7.94        | 25.57| **100.2** |
| 2          | 40.30       | 26.37       | 8.09        | 26.52| 100.2   |
| 4          | 40.74       | 28.41       | 10.51       | 28.30| 100.3   |
| 8          | **41.20**   | **28.52**   | **10.63**   | **28.49**| 100.5 |
| 16         | 41.07       | 28.35       | 10.23       | 28.31| 100.9   |

The effects of the hyper-parameters in actionness regression. In Table XI, we compare different choices of the expanding factor $\epsilon$ and the number of bins $T_R$ for actionness regression. The models are trained for half of the full training cycle (15 epochs).

| $\epsilon$ | 1    | 1.25 | 1.5  | 2   |
|------------|------|------|------|-----|
| mAP        | 30.27| 30.40| **30.83**| 30.01|
| $T_R$      | 8    | 16   | 32   | -   |
| mAP        | 30.39| **30.83**| 30.26| -   |
Fig. 7: Visualization of temporal deformable attention. The first row is uniformly sampled video frames. The second row visualizes the attention at two randomly picked reference points in the last encoder layer. The third row visualizes the attention for the predicted action in the last decoder layer. We use different markers to represent sampling points in different heads and separate the points from different heads vertically. The color of a point indicates the attention weight. Best viewed in color. More examples are given in the supplementary material.

Fig. 8: Visualization of self-attention between action queries in the last decoder layer. We average the attention over all heads. The queries are represented by the predicted instances. The arrows indicate the attention that the topmost query casts on the other four queries with the largest weights. The attention weight is encoded by the color. The darker the arrow, the larger the attention weight. In the first example, the four attended instances are semantically related to the topmost instance. In the second example, the topmost instance casts the most attention to a nearby instance (#37) with the same class. The other three non-action instances are also attended, probability for context from the background. Best viewed in color.

D. Analysis

Visualization of attention. Fig. 12 visualizes temporal deformable attention of the last encoder layer and the last decoder layer. We observe that: (1) Different attention heads focus on different temporal regions and scales. For example, the sampling points marked with left-triangle and up-triangle are distributed on the left side of the reference point. In some heads, the sampling points that are farthest away from the reference point have relatively higher attention weights, to capture useful cues for action boundaries. (2) The encoder and the decoder have different preferences for context. The sampling points in the decoder almost cover the full extent of an action prediction, providing a large receptive field. Differently, the sampling points in the encoder have a relatively short temporal extent, capturing a moderate amount of context.

Fig. 8 visualizes self-attention between action queries in the last decoder layer. We find that the topmost query in each example cast the most attention on the queries whose predicted instances are semantically related to that of it. It suggests that the self-attention layer in the decoder can model the relations between action queries (or instances).

Visualization of action queries. Fig. 9 illustrates the distribution of locations and scales (lengths) of output actions associated with each action query. We observe that each query produces action predictions in certain locations and scales. Different locations and scales are covered by a small number of queries. It means that the detector learns the distribution of actions in the training dataset. This is more flexible than the hand-crafted anchor design in previous methods.

Limitations. Although TadTR achieves strong overall per-
performance, it may fail on some short actions, as depicted in Fig. 10. The quantitative results in Fig. 5 also illustrate the lower performance of TadTR on short actions. One possible reason is that Transformer is inferior to 1D CNN in modeling short-term dependency. Combing Transformer and 1D CNN might improve the performance on short actions. Another limitation is that TadTR will miss actions when the number of true actions in a video is larger than the number of queries $N_q$, although such cases might be rare. This is a common issue of DETR-alike detectors. How to maintain the performance while increasing $N_q$ is worth studying in future works.

V. CONCLUSION

We propose TadTR, a simple end-to-end method for temporal action detection (TAD) based on Transformer. It views the TAD task as a direct set prediction problem and maps a series of learnable embeddings to action instances in parallel by adaptively extracting temporal context in the video. It simplifies the pipeline of TAD and removes hand-crafted components such as anchor setting and post-processing. We make three improvements to enhance the Transformer with locality awareness to better adapt to the TAD task. Extensive experiments validate the remarkable performance and efficiency of TadTR and the effectiveness of different components. TadTR achieves state-of-the-art or competitive performance on HACS Segments, THUMOS14, and ActivityNet-1.3 with lower computation costs. We hope that this work could trigger the development of Transformers and efficient models for temporal action detection. The current implementation of TadTR is based on offline extracted CNN features for a fair comparison with previous methods. In the future, we plan to explore joint learning of the video encoder and TadTR [73], and temporal action detectors purely based on Transformers.

APPENDIX

In this supplement, we present several visualization results. Fig. 11 illustrates the smoothing effect of dense attention. Fig. 12 supplements Fig. 7 in the main document and gives more examples to demonstrate temporal deformable attention.
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