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Abstract

Unbalanced optimal transport (UOT) extends optimal transport (OT) to take into account mass variations to compare distributions. This is crucial to make OT successful in ML applications, making it robust to data normalization and outliers. The baseline algorithm is Sinkhorn, but its convergence speed might be significantly slower for UOT than for OT. In this work, we identify the cause for this deficiency, namely the lack of a global normalization of the iterates, which equivalently corresponds to a translation of the dual OT potentials. Our first contribution leverages this idea to develop a provably accelerated Sinkhorn algorithm (coined ”translation invariant Sinkhorn”) for UOT, bridging the computational gap with OT. Our second contribution focusses on 1-D UOT and proposes a Frank-Wolfe solver applied to this translation invariant formulation. The linear oracle of each steps amounts to solving a 1-D OT problems, resulting in a linear time complexity per iteration. Our last contribution extends this method to the computation of UOT barycenter of 1-D measures. Numerical simulations showcase the convergence speed improvement brought by these three approaches.

1 Introduction

Optimal transport in ML. Optimal Transport (OT) is now used extensively to solve various ML problems. For probability vectors \((\alpha, \beta) \in \mathbb{R}_+^N \times \mathbb{R}_+^M\), \(\sum_i \alpha_i = \sum_j \beta_j = 1\), a cost matrix \(C \in \mathbb{R}_+^{N \times M}\), it computes a coupling matrix \(\pi \in \mathbb{R}_+^{N \times M}\) solving

\[
\text{OT}(\alpha, \beta) \triangleq \inf_{\pi \geq 0, \sum_i \pi_i = \alpha, \sum_j \pi_j = \beta} \langle \pi, C \rangle = \sum_{i,j} \pi_{i,j} C_{i,j}
\]

where \((\pi_1, \pi_2) \triangleq (\pi 1, \pi^\top 1)\) are the marginals of the coupling \(\pi\). The optimal transport matrix \(\pi\) can be used to perform for instance domain adaptation [Courty et al., 2014] and differentiable sorting [Cuturi et al., 2019]. If the cost is of the form \(C_{i,j} = d(x_i, x_j)^p\) where \(d\) is some distance, then \(\text{OT}(\alpha, \beta)^{1/p}\) is itself a distance between probability vectors with many favorable geometric properties [Peyré et al., 2019]. This distance is used for supervised learning over histograms [Ponger et al., 2015] or unsupervised learning of generative models [Arjovsky et al., 2017].

Csiszár divergences. The simplest formulation of UOT penalizes the discrepancy between \((\pi_1, \pi_2)\) and \((\alpha, \beta)\) using Csiszár divergences [Csiszár, 1967]. We consider an “entropy” function \(\varphi : \mathbb{R}_+ \rightarrow \mathbb{R}_+\) which is positive, convex, lower semi-continuous and such that \(\varphi(1) = 0\). We define \(\varphi_\infty' \triangleq \lim_{x \rightarrow \infty} \frac{\varphi(x)}{x}\). Its associated Csiszar divergence reads, for \((\mu, \nu) \in \mathbb{R}_+^N\)

\[
D_\varphi(\mu|\nu) \triangleq \sum_{\nu_i > 0} \varphi(\frac{\nu_i}{\nu}) \nu_i + \varphi'_\infty \sum_{\nu_i = 0} \mu_i.
\]

A popular instance is the Kullback-Leibler divergence (KL) where \(\varphi(x) = x \log x - x + 1\) and \(\varphi'_\infty = +\infty\), such that \(\text{KL}(\mu|\nu) \triangleq \sum \log(\frac{\nu_i}{\mu_i}) \mu_i - m(\mu) + m(\nu)\) when \(\nu_i = 0\) ⇒ \(\mu_i = 0\), and \(\text{KL}(\mu|\nu) = +\infty\) otherwise.

Unbalanced optimal transport. Unbalanced optimal transport (UOT) is a generalization of OT which relaxes the constraint that \((\alpha, \beta)\) must be probability vectors. Defining \(m(\alpha) \triangleq \sum_i \alpha_i\) the mass of measure, we can have \(m(\alpha) \neq m(\beta)\). This generalization is crucial to cope with outlier to perform robust learning [Mukherjee et al., 2021] and avoid to perform some a priori normalization of datasets [Lee et al., 2019]. Unbalanced OT enables mass creation and destruction,
which is important for instance to model growth in cell populations [Schiebinger et al., 2017]. We refer to [Liero et al., 2015] for a thorough presentation of UOT. To derive efficient algorithms, following [Chizat et al., 2018], we consider an entropic-regularized problem

\[ \text{UOT}(\alpha, \beta) \triangleq \inf_{\pi \geq 0} \langle \pi, C \rangle + \varepsilon \text{KL}(\pi | \alpha \otimes \beta) \tag{2} \]

\[ + D_{\varphi_1}(\pi_1 | \alpha) + D_{\varphi_2}(\pi_2 | \beta). \]

Here KL(\pi | \alpha \otimes \beta) is the Kullback-Leibler divergence between \( \pi \) and \( \alpha \otimes \beta = (\alpha_i \beta_j)_{i,j} \). The original (unregularized) formulation of UOT [Liero et al., 2015] corresponds to the special case \( \varepsilon = 0 \). A popular case uses \( D_\varepsilon = \rho KL \) where \( \rho > 0 \) controls the tradeoff between mass transportation and mass creation/destruction. Balanced OT is retrieved in the limit \( \rho \to +\infty \), while when \( \rho \to 0 \) UOT(\( \alpha, \beta \)/\( \rho \)) converges to the Hellinger distance (no transport). The dual problem to \eqref{eq:regularized_uot} reads UOT(\( \alpha, \beta \) = \( \sup_{f,g} F_\varepsilon(f, g) \), where

\[ F_\varepsilon(f, g) \triangleq \langle \alpha, -\varphi_1^*(f) \rangle + \langle \beta, -\varphi_2^*(g) \rangle - \varepsilon \langle \alpha \otimes \beta, e^{\frac{f+g-C}{\varepsilon}} - 1 \rangle. \tag{3} \]

Here \( (f, g) \) are vectors in \( \mathbb{R}^N \times \mathbb{R}^M \), \( \varphi^* \) is the Legendre transform of \( \varphi \) and we use the shorthand notations \( f \oplus g - C \triangleq (f_i + g_i - C_{ij})_{i,j} \in \mathbb{R}^{N \times M} \), \( \varphi_1^*(- f) \triangleq \langle \varphi_1^*(- f_i) \rangle_i \in \mathbb{R}^N \). When \( \varepsilon = 0 \) the last term in \eqref{eq:dual_uot} becomes the constraint \( f \oplus g \leq C \).

**Sinkhorn’s algorithm and its limitation for UOT.** Problem \eqref{eq:regularized_uot} can be solved using a generalization of Sinkhorn’s algorithm, which is the method of choice to solve large scale ML problem with balanced OT [Cuturi, 2013], since it enjoys easily parallelizable computation which streams well on GPUs [Pham et al., 2020]. Following [Chizat et al., 2018] [Séjourné et al., 2019], Sinkhorn algorithm maximizes the dual problem \eqref{eq:dual_uot} by an alternate maximization on the two variables. In sharp contrast with balanced OT, UOT Sinkhorn algorithm might converge slowly, even if \( \varepsilon \) is large. For instance when \( D_\varepsilon = \rho KL \), Sinkhorn converges linearly at a rate \( (1 + \frac{\varepsilon}{\rho})^{-1} \) [Chizat et al., 2018], which is close to 1 and thus slow when \( \varepsilon \ll \rho \). One of the main goal of this paper is to alleviate this issue by introducing a translation invariant formulation of the dual problem together with variants of the initial Sinkhorn’s iterations which enjoy better convergence rates.

**Translation invariant formulations.** The balanced OT problem corresponds to using \( \varphi_1(x) = \varphi_2(x) = \ell_{i1}(x) \) (i.e. \( \varphi(1) = 0 \) and \( \varphi(x) = +\infty \) otherwise), such that \( \varphi^*(x) = x \). In this case \( F_\varepsilon \) reads

\[ F_\varepsilon(f, g) = \langle \alpha, f \rangle + \langle \beta, g \rangle - \varepsilon \langle \alpha \otimes \beta, e^{\frac{f+g-C}{\varepsilon}} - 1 \rangle. \]

A key property is that for any constant translation \( \lambda \in \mathbb{R} \), \( F_\varepsilon(f + \lambda, g - \lambda) = F_\varepsilon(f, g) \) (because \( \varphi^* \) is linear), while this does not hold in general for UOT. In particular, optimal \( (f^*, g^*) \) for balanced OT are only unique up to such translation, while for UOT with strictly convex \( \varphi^* \) (hessian \( \varphi'' > 0 \)), the dual problem has a unique pair of maximizers.

We emphasize that this lack of translation invariance is what makes UOT slow with the following example. Let \( f^* \) minimize \( F_\varepsilon \). If one initializes Sinkhorn with \( f^* + \tau \) for some \( \tau \in \mathbb{R} \), UOT-KL Sinkhorn iterates read \( f_t = f^* + (\frac{\rho}{\varepsilon + \rho})^2 \tau \). Thus iterates are sensitive to translations, and the error \( (\frac{\rho}{\varepsilon + \rho})^2 \tau \) decays slowly when \( \varepsilon \ll \rho \).

We solve this issue by explicitly dealing with the translation parameter using an overparameterized dual functional \( G_\varepsilon \) and its associated invariant functional \( \mathcal{H}_\varepsilon \)

\[ G_\varepsilon(f, g, \lambda) \triangleq F_\varepsilon(f + \lambda, g - \lambda), \]

\[ \mathcal{H}_\varepsilon(f, g) \triangleq \sup_{\lambda \in \mathbb{R}} G_\varepsilon(f, g, \lambda). \]

Note that maximizing \( F_\varepsilon, G_\varepsilon \) or \( \mathcal{H}_\varepsilon \) yields the same value \( \text{UOT}(\alpha, \beta) \) and one can switch between the maximizers using

\[ (f, g) = (\bar{f} + \lambda^*(\bar{f}, \bar{g}), \bar{g} - \lambda^*(\bar{f}, \bar{g})) \]

where \( \lambda^*(\bar{f}, \bar{g}) \triangleq \arg\max_{\lambda \in \mathbb{R}} G_\varepsilon(f, g, \lambda). \)

By construction, one has \( \mathcal{H}_\varepsilon(f + \lambda, g - \lambda) = \mathcal{H}_\varepsilon(\bar{f}, \bar{g}) \), making the functional translation invariant. When \( \varepsilon = 0 \) we will write \( (G_0, \mathcal{H}_0) \).

All our contributions design efficient UOT solvers by operating on the functionals \( G_\varepsilon \) and \( \mathcal{H}_\varepsilon \) instead of \( F_\varepsilon \). In particular, in Section 3 we define the associated \( \mathcal{G}_\varepsilon \)-Sinkhorn and \( \mathcal{H}_\varepsilon \)-Sinkhorn which performs alternate maximization on these functionals.

**Solving Unregularized UOT.** Some previous works directly adress the unregularized case \( \varepsilon = 0 \) and some specific entropy functionals. An alternate minimization scheme is proposed in [Bauer et al., 2021] for the special case of KL divergences, but without quantitative rates of convergence. In the case of a quadratic divergence \( \varphi(x) = \rho (x-1)^2 \), it is possible to compute the whole path of solutions for varying \( \rho \) using LARS algorithm [Chapel et al., 2021]. Primal-dual approaches are possible for the Wasserstein-1 case by leveraging a generalized Beckmann flow formulation [Schmitzer and Wirth, 2019][Lee et al., 2019]. In
this specific case $\varepsilon = 0$ and for 1-D problems, we take a different route in Section 4 by applying Frank-Wolfe algorithm on $\mathcal{H}_0$, which leads to a $O(N)$ approximate algorithm.

Solving 1-D (U)OT problems. 1-D balanced OT is straightforward to solve because the optimal transport plan is monotonic, and is thus solvable in $O(N)$ operations once the input points supporting the distributions have been sorted (which requires $O(N \log N)$ operations). This is also useful to define losses in higher dimension using the sliced Wasserstein distance [Bonneel et al., 2015, Rabin et al., 2011], which integrates 1-D OT problems. In the specific case where $D_\phi$ is the total variation, $\varphi(x) = |x-1|$, it is possible to develop an in $O(N \log(N)^2)$ network flow solver when $\mathcal{C}$ represents a tree metric (so this applies in particular for 1-D problem). In [Bonneel and Coeurjolly, 2019] an approximation is performed by considering only transport plan defining injections between the two distributions, and a $O(NM)$ algorithm is detailed. To the best of our knowledge, there is no general method to address 1-D UOT, and we detail in Section 4 an efficient linear time solver which applies for smooth settings.

Wasserstein barycenters. Balanced OT barycenters, as defined in [Agueh and Carlier, 2011], enable to perform geometric averaging of probability distribution, and finds numerous application in ML and imaging [Rabin et al., 2011, Solomon et al., 2015]. It is however challenging to solve because the support of the barycenter is apriori unknown. Its exact computation requires the solution of a multimarginal OT problems [Carlier, 2003, Gangbo and Swiech, 1998], it has a polynomial complexity [Altschuler and Boix-Adsera, 2021] but does not scale to large input distributions. In low dimension, one can discretize the barycenter support and use standard solvers such as Frank-Wolfe methods [Luise et al., 2019], entropic regularization [Cuturi and Doucet, 2014, Janati et al., 2020], interior point methods [Ge et al., 2019] and stochastic gradient descent [Li et al., 2015]. These approaches could be generalized to compute UOT barycenters. In 1-D, computing balanced OT can be done in $O(N)$ operations by operating once the support of the distributions is sorted [Carlier, 2003, Bach, 2019]. This approach however does not generalize to UOT, and we detail in Section 5 an extension of our F-W solver to compute in $O(N)$ operations an approximation of the barycenter.

Contributions. Our first main contribution is the derivation in Section 3 of the $\mathcal{G}_\varepsilon$-Sinkhorn algorithm (which can be applied for any divergence provided that $\varphi^*$ is smooth) and $\mathcal{H}_\varepsilon$-Sinkhorn algorithm (which is restricted to the KL divergence). We provide empirical evidence that they converge faster than the standard $\mathcal{F}_\varepsilon$-Sinkhorn algorithm: when $\varepsilon < \rho$ for $\mathcal{G}_\varepsilon$, and for any $(\varepsilon, \rho)$ for $\mathcal{H}_\varepsilon$. We prove that $\mathcal{H}_\varepsilon$ iterates converge faster than for $\mathcal{F}_\varepsilon$ in Theorem 1. Section 4 details our second contribution, which is an efficient linear time approximate 1-D UOT applying Frank-Wolfe iterations to $\mathcal{H}_0$.

To the best of our knowledge, it is the first proposal which applies FW to the UOT dual, because the properties of $\mathcal{H}_0$ allow to overcome the issue of the constraint set being unbounded. Numerical experiments show that it compares favorably against the Sinkhorn algorithm when the goal is to approximate unregularized UOT. In Section 5 we extend the Frank-Wolfe approach to compute 1-D barycenters. All those contributions are implemented in Python, and available at https://github.com/thibsej/fast_uot

2 Properties of $\mathcal{G}_\varepsilon$ and $\mathcal{H}_\varepsilon$

We first give some important properties of the optimal translation parameter, which is important to link $\mathcal{G}_\varepsilon$ and $\mathcal{H}_\varepsilon$. We recall that $m(\alpha) \triangleq \sum_i \alpha_i$.

Proposition 1. Assume that $\varphi_1$, $\varphi_2$ are smooth and strictly convex. Then there exists a unique maximizer $\lambda^*(\bar{f}, \bar{g})$ of $\mathcal{G}_\varepsilon(\bar{f}, \bar{g}, \cdot)$. Furthermore, $(\tilde{\alpha}, \tilde{\beta}) = \nabla \mathcal{H}_0(\bar{f}, \bar{g})$ satisfy $\tilde{\alpha} = \nabla \varphi_1^*(\bar{f} - \lambda^*(\bar{f}, \bar{g}) \alpha)$, $\tilde{\beta} = \nabla \varphi_2^*(\bar{g} + \lambda^*(\bar{f}, \bar{g}) \beta)$ and $m(\tilde{\alpha}) = m(\tilde{\beta})$.

Proof. From [Liero et al., 2015] we have that $\lim_{x \to +\infty} \varphi^*(x) = +\infty$. Thus for any $(\bar{f}, \bar{g})$, $\mathcal{G}_\varepsilon(\bar{f}, \bar{g}, \lambda) \to -\infty$ when $\lambda \to \pm \infty$, i.e. $\mathcal{G}_\varepsilon$ is coercive in $\lambda$. It means that we have compactness, and the maximum is attained in $\mathbb{R}$. Uniqueness is given by the strict convexity of $\varphi^*$. The expression of $(\tilde{\alpha}, \tilde{\beta})$ follows by applying the envelope theorem since $\varphi_i^*$ are smooth. Concerning the mass equality, the first order optimality condition of $\mathcal{G}_\varepsilon$ in $\lambda$ reads $\langle \alpha, \nabla \varphi_1^*(-\bar{f} - \lambda) \rangle = \langle \beta, \nabla \varphi_2^*(\bar{g} + \lambda) \rangle$. Thus by definition of $(\tilde{\alpha}, \tilde{\beta})$, this condition is rewritten as $\langle \tilde{\alpha}, 1 \rangle = \langle \tilde{\beta}, 1 \rangle$, meaning that $m(\tilde{\alpha}) = m(\tilde{\beta})$.

Closed forms for KL. The case $\varphi(x) = \rho_1(x \log x - x + 1)$ and $\varphi_2^*(x) = \rho_2(e^{-x/\rho_2} - 1)$ (corresponding to penalties $\rho_i$KL, where one can have $\rho_1 \neq \rho_2$) enjoys simple closed form expression. We start with the property that if we fix $(\bar{f}, \bar{g})$, then $\lambda^*$ can be computed explicitly.

Proposition 2. One has

$$\lambda^*(\bar{f}, \bar{g}) = \frac{\rho_1 \rho_2}{\rho_1 + \rho_2} \log \left[ \frac{\langle \alpha, e^{-f/\rho_1} \rangle}{\langle \beta, e^{-g/\rho_2} \rangle} \right].$$

(8)
Proof. The optimality of Equation 4 in \( \lambda \) reads
\[
\langle \alpha, \nabla \varphi_1^*(-f-\lambda) \rangle = \langle \beta, \nabla \varphi_2^*(-g+\lambda) \rangle,
\]
for which \( \rho_{KL} \) is
\[
\langle \alpha, e^{-\frac{|f+\lambda|}{\rho_1}} \rangle = \langle \beta, e^{-\frac{|g-\lambda|}{\rho_2}} \rangle.
\]
Solving this equation in \( \lambda \) yields Equation 8.
\( \square \)

Note that Equation 8 can be computed in \( O(N) \) time, and stabilized via a logsumexp reduction. Equation 8 is useful to rewrite \( \mathcal{H}_\varepsilon \) explicitly. It yields a formulation which is new to the best of our knowledge.

Proposition 3. Setting \( \tau_1 = \frac{\rho_1}{\rho_1+\rho_2} \) and \( \tau_2 = \frac{\rho_2}{\rho_1+\rho_2} \), one has
\[
\mathcal{H}_\varepsilon(\tilde{f}, \tilde{g}) = \rho_1 m(\alpha) + \rho_2 m(\beta) - \varepsilon(\alpha \otimes \beta, e^\frac{\tau_1}{\varepsilon} - 1)
\]
\[
- (\rho_1 + \rho_2) \left( \langle \alpha, e^{-\tilde{f}/\rho_1} \rangle \tau_1 \left( \langle \beta, e^{-\tilde{g}/\rho_2} \rangle \tau_2 \right) \right).
\]

In particular when \( \rho_1 = \rho_2 = \rho \) and \( \varepsilon = 0 \),
\[
\mathcal{H}_0(\tilde{f}, \tilde{g}) = \rho \left[ m(\alpha) + m(\beta) - 2 \sqrt{\langle \alpha, e^{-\tilde{f}/\rho} \rangle \langle \beta, e^{-\tilde{g}/\rho} \rangle} \right].
\]

3 Translation invariant Sinkhorn

We propose in this section two variants of the Sinkhorn algorithm based on an alternate maximization on \( \mathcal{G}_\varepsilon \) and \( \mathcal{H}_\varepsilon \).

\( \mathcal{F} \)-Sinkhorn (the original one). Sinkhorn’s algorithm reads, for any initialization \( f_0 \),
\[
g_{t+1}(y) = -\text{aproxF}_1(-\text{Smin}_\varepsilon(C(\cdot, y) - f_t)),
\]
\[
f_{t+1}(x) = -\text{aproxF}_2(-\text{Smin}_\varepsilon(C(x, \cdot) - g_{t+1})),
\]
where the softmin is \( \text{Smin}_\varepsilon(f) \triangleq -\varepsilon \log(\alpha, e^{-f/\varepsilon}) \),
and the anisotropic prox reads
\[
\text{aproxF}_\varphi(x) \triangleq \arg \min_{y \in \mathbb{R}} \varepsilon \frac{x-y}{\varepsilon} + \varphi^*(y).
\]

We refer to Séjourné et al., 2019 for more details. For \( \rho_{KL} \) we have \( \text{aproxF}_\varphi(x) = \frac{x}{\varepsilon^p x} \). The softmin and \( \text{aproxF}_\varphi \) are respectively 1-contractive and \( (1 + \frac{x}{\rho})^{-1} \)-contractive for the sup-norm \( \| \cdot \|_\infty \).

\( \mathcal{G} \)-Sinkhorn. Alternate maximization on \( \mathcal{G}_\varepsilon \) reads
\[
g_{t+1}(y) = -\text{aproxF}_1(-\text{Smin}_\varepsilon(C(\cdot, y) - \tilde{f}_t - \lambda_t)),
\]
\[
f_{t+1}(x) = -\text{aproxF}_2(-\text{Smin}_\varepsilon(C(x, \cdot) - \tilde{g}_{t+1} + \lambda_t)),
\]
\[
\lambda_{t+1} = \lambda^*(\tilde{f}_{t+1}, \tilde{g}_{t+1}),
\]
and the associated dual iterates are retrieved as \( (f_t, g_t) \triangleq (f_t + \lambda_t, g_t - \lambda_t) \). For smooth \( \varphi^* \), standard results on alternate convex optimization ensure its convergence [Tseng, 2001]. Note that the extra step to compute \( \lambda_{t+1} \) has \( O(N) \) complexity for KL (Equation 8). For smooth \( \varphi^* \), computing \( \lambda_{t+1} \) is a 1-D optimization problem whose gradient and hessian have \( O(N) \) cost and converges in few iterations with a Newton method.

\( \mathcal{H} \)-Sinkhorn. In the following, we denote \( \Psi_1(\tilde{g}) \triangleq \arg\max_{\mathcal{H}_\varepsilon(\tilde{g})} \) and \( \Psi_2(\tilde{f}) \triangleq \arg\max_{\mathcal{H}_\varepsilon(\tilde{f})} \). The \( \mathcal{H} \)-Sinkhorn’s algorithm is the alternate minimization on \( \mathcal{H}_\varepsilon \), it thus reads
\[
g_{t+1} = \Psi_2(f_t), \quad f_{t+1} = \Psi_1(g_{t+1}),
\]
and the associated dual iterates are retrieved as \( (f_t, g_t) \triangleq (f_t + \lambda^*(f_t, g_t), g_t - \lambda^*(f_t, g_t)) \). Contrary to \( \mathcal{G} \)-Sinkhorn, \( \mathcal{H} \)-Sinkhorn inherits the invariance of \( \mathcal{H}_\varepsilon \). One has \( \Psi_1(f_t + \mu) = \Psi_1(f_t) - \mu \) i.e. \( g_{t+1} \rightarrow g_{t+1} + \mu \). Computing \( \tilde{f} = \Psi_1(\tilde{g}) \) for some fixed \( \tilde{g} \) requires to solve the equation in \( \tilde{f} \)
\[
e^{\frac{\tilde{f}}{\varepsilon} \langle \beta, e^{\tilde{g}-\varepsilon} \rangle} = \nabla \varphi^*_1(-\tilde{f} - \lambda^*(\tilde{f}, \tilde{g})).
\]

For a generic divergence, without an explicit expression of \( \lambda^* \), there is a priori no closed form expression for \( f_t \) and one would need to re-sort to sub-iterations. However, thanks to the closed form 8 for KL, the following proposition proved in the appendices shows that it can be computed in closed form.

Proposition 4. For fixed \( (\tilde{f}, \tilde{g}) \), assuming for simplicity \( \rho_1 = \rho_2 = \rho \), denoting \( \xi \triangleq \frac{\rho_1}{1 + \frac{x}{\rho}} \), one has
\[
\Psi_1(\tilde{f}) = \tilde{g} + \xi \text{Smin}_\varepsilon^\beta(C(\cdot, \tilde{g}) - \tilde{f}), \quad \Psi_2(\tilde{g}) = \tilde{f} + \xi \text{Smin}_\varepsilon^\alpha(C(\cdot, \tilde{g}) - \tilde{f}),
\]
where
\[
\tilde{f} \triangleq \rho \left[ \text{Smin}_\varepsilon^\beta(C - \tilde{g}) - \frac{1}{2} \frac{x}{\rho^2 \varepsilon} \text{Smin}_\varepsilon^\alpha(f) \right],
\]
\[
\tilde{g} \triangleq \rho \left[ \text{Smin}_\varepsilon^\alpha(C - \tilde{f}) - \frac{1}{2} \frac{x}{\rho^2 \varepsilon} \text{Smin}_\varepsilon^\beta(g) \right].
\]

The following theorem shows that this algorithm enjoys a better convergence rate than \( \mathcal{F} \)-Sinkhorn. It involves the Hilbert pseudo-norm \( \| f \|_* \triangleq \inf_{x \in \mathbb{R}} \| f + x \|_\infty \) which is relevant here due to the translation invariance of the map \( \Psi_1 \). A key property that \( \mathcal{H} \)-Sinkhorn inherits is the contractance rate of \( \text{Smin}_\varepsilon^\varphi \) for \( \| f \|_* \), which we write \( \| \text{Smin}_\varepsilon^\varphi(C - f) - \text{Smin}_\varepsilon^\varphi(C - g) \|_* \leq \kappa_\varepsilon(\alpha) \| f - g \|_* \), where \( \kappa_\varepsilon(\alpha) \) denotes the contraction rate. Local and global estimation of \( \kappa_\varepsilon(\alpha) \) are detailed respectively in [Franklin and Lorenz, 1989] and [Franklin and Lorenz, 1989].

Theorem 1. Write \( \tilde{f}_0 \) the initialization, \( (f_t, g_t) \) the iterates of \( \mathcal{H} \)-Sinkhorn after the translation \( \lambda^*(\tilde{f}_t, \tilde{g}_t) \), and \( (\tilde{f}^*, g^*) \) the optimal dual solutions for \( \mathcal{F} \). Defining \( \kappa \triangleq \kappa_\varepsilon(\alpha) \kappa_\varepsilon(\beta)(1 + \frac{x}{\rho})^{-2} \leq 1 \), one has
\[
\| f_t - f^* \|_\infty + \| g_t - g^* \|_\infty \leq 2\kappa \| \tilde{f}_0 - f^* \|_*.
\]
Figure 1: Estimation of the contraction rate of $F$, $G$ and $H$-Sinkhorn as a function of $\rho$ for a fixed $\varepsilon$. Performed on the measures of Figure 3.

Proof. The proof is deferred in Appendix B.

The rate of $H$-Sinkhorn is improved compared to its $F$ counterpart by a factor $\kappa_c(\alpha)\kappa_c(\beta)$, hence the speed-up illustrated in Figures 1 and 2. Note that we leave a study of the overall complexity of $H$-Sinkhorn for future works.

Empirical convergence study. Figures 1 and 2 show a numerical evaluation of the the convergence rate for $F$, $G$ and $H$-Sinkhorn, respectively performed on synthetic 1D data (displayed Figure 3 and on the single-cell biology dataset of the WOT package) [Schiebinger et al., 2017]. We compute the versions $(F, G, H)$ of Sinkhorn for the KL setting. To emphasize the generality of $G$-Sinkhorn, we compute it for the Berg entropy $\varphi(x) = \rho(x - 1 - \log x)$ (and $\varphi^*(x) = -\rho \log(1 - \frac{x}{\rho})$). We observe empirically that all versions converge linearly to fixed points $(f^*, g^*)$. Thus we focus on estimating the convergence rate $\kappa$. Given iterates $f_t$, it is estimated as $\kappa = \epsilon^c$ where $c$ is the median over $t$ of $\log |f_{t+1} - f^*|_\infty - \log |f_t - f^*|_\infty$. We report those estimates as curves where $\rho$ varies while $\varepsilon$ is fixed.

We observe that $H$-Sinkhorn outperforms both $G$ and $F$-Sinkhorn, and its convergence curve appears as a translation of the $F$-Sinkhorn curve (of approximately $\log(\kappa_c(\alpha)\kappa_c(\beta)) < 0$). Note also that the overall complexity of $H$-Sinkhorn remains $O(N^2)$ because $\text{Smin}_\rho$ translations cost $O(N)$. Concerning $G$-Sinkhorn, it outperforms $F$-Sinkhorn in its slow regime $\varepsilon \ll \rho$, but is slower when $\rho \ll \varepsilon$. This behaviour is consistent with KL and Berg entropies. Thus the criteria whether $\varepsilon \ll \rho$ or not seems a correct rule of thumb to decide when $F$ or $G$-Sinkhorn is preferable.

Extensions. It is also possible to accelerate the convergence of Sinkhorn using Anderson extrapolation [Anderson, 1965]; see Appendix for details.

4 Frank-Wolfe solver in 1-D

In this section, we derive an efficient 1-D solver using Frank-Wolfe’s algorithm in the unconstrained setting $\varepsilon = 0$. Frank-Wolfe or conditional gradient method [Frank et al., 1956] minimizes a smooth convex function on a compact convex set by linearizing the function at each iteration. It is tempting to apply F-W’s algorithm to solve the UOT problem since the resulting linearized problem is a balanced OT problem, which itself can be solved efficiently in 1-D. One cannot however directly apply F-W to $F_0$ because the associated constraint set $f \oplus g \leq C$ (i.e. $f_i + g_j \leq c_{i,j}$) is a priori unbounded, since it is left unchanged by the translation $(f + \lambda, g - \lambda)$. We thus propose to rather apply it on the translation invariant functional $H_0$, which results in an efficient numerical scheme, which we now detail.

F-W for UOT. We apply F-W to the problem $\sup_{f \oplus g \leq C} H_0(f, g)$. While the constraint set is a priori unbounded, we will show that the iterates remain well defined nevertheless. The iterations of F-W read

$$(\tilde{f}_{t+1}, \tilde{g}_{t+1}) = (1 - \gamma_t)(f_t, g_t) + \gamma_t(r_t, s_t)$$
for some step size $\gamma_t > 0$ where $(f_t,g_t)$ are solutions of a Linear Minimization Oracle (LMO),

$$(r_t, s_t) \in \arg\min_{r \oplus s \in \mathcal{C}} \langle (r, s), \nabla \mathcal{H}_0(\bar{f}_t, \bar{g}_t) \rangle.$$  

Thanks to Proposition 1, this LMO thus reads

$$(r_t, s_t) \in \arg\min_{r \oplus s \in \mathcal{C}} \langle (r, \bar{\alpha}_t), (s, \bar{\beta}_t), \rangle \tag{12}$$

where

$$\begin{cases} \bar{\alpha}_t \triangleq \nabla \varphi^*_1(\bar{f}_t, \bar{g}_t) \alpha, \\ \bar{\beta}_t \triangleq \nabla \varphi^*_2(\bar{f}_t, \bar{g}_t) \beta. \end{cases} \tag{13}$$

It is the solution of a balanced OT problem between two histograms with equal masses. Hence the iteration of this F-W are well-defined. Recall that $\lambda^*$ is computable in closed form for KL (Proposition 2) or via a Newton scheme for smooth $\varphi^*$. If

Note that this approach holds for any measures defined on any space. Thus one could use any algorithm such as network simplex or Sinkhorn. While the computational gain of this approach is not clear in general, we propose to focus on the setting of 1-D data, where the LMO is particularly fast to solve.

The 1-D case. Algorithm 1 details a fast and exact $O(N+M)$ time solver for 1-D optimal transport when $C_{ij} = |x_i - y_j|^p$ ($p \geq 1$) in 1-D and the points are already sorted. It can thus be used to compute the LMO for 1-D UOT problems.

Algorithm 2 details the resulting F-W algorithm for 1-D UOT. It uses either the standard step size $\gamma_t = \frac{2}{2+t}$ or a line search optimizing

$$\gamma \in [0,1] \mapsto \mathcal{H}_0((1-\gamma)f_t + \gamma r_t, (1-\gamma)\bar{g}_t + \gamma s_t).$$

For a KL divergence, the computation of $(\bar{\alpha}_t, \bar{\beta}_t)$ is in closed form and require $O(N+M)$ operations, while for other divergences, it can be obtained using a few iterations of a Newton solver. The induced cost is in any case comparable with the one of the SolveOT1D sub-routine. We also test the Pairwise FW (PFW) variant [Lacoste-Julien and Jaggi, 2015], which we detail in the Appendix. This variant requires to store all the iterates of the algorithm (thus being memory intensive to reach high precision), but ensures a linear convergence under looser additional conditions than FW.

We provide an illustration of Algorithm 2 on Figure 3 to illustrate the optimization from the primal point of view. At optimality, in the KL setting, one has $\pi^*_1 = e^{-f^*/\rho_\alpha}$ and $\pi^*_2 = e^{-g^*/\rho_\beta}$. Thus we can estimate suboptimal marginals as $\pi_{1,t} = e^{-f_t/\rho_\alpha}$ and $\pi_{2,t} = e^{-g_t/\rho_\beta}$, where $(f_t,g_t)$ are the FW iterates. We observe that the term $e^{-f_t/\rho}$ acts as a normalization on the marginals. We also observe that on these examples, the marginals are close to $(\pi^*_{1,0}, \pi^*_{2,0}) = (\alpha, \beta)$.

We showcase a comparison of FW with and without linesearch and PFW on Figure 4. We solve the UOT problem for $\rho = 10^{-1}$ between the 1-D measures displayed Figure 5, each one having 5,000 samples. We run 10,000 iterations and compare the potential $f_t$ after we precomputed $f^*$. We report the computation time to see whether or not the gain of a line-search is worth the extra computation time. In this example we observe that FW with linesearch outperforms. We
also observe that the three variants have linear convergence.

Comparison of performance. We now compare our implementation with the Sinkhorn algorithm, which is the reference algorithm, and is especially tailored for GPU architectures. We consider two histograms of size $N = M = 200$, set $\rho = 1$, compute the optimal potentials $(f^*, g^*)$ with CVXPY [Diamond and Boyd, 2016], run 5000 iterations of FW without line-search and $H$-Sinkhorn and report $\|f_t - f^*\|_\infty$. We consider Sinkhorn only on GPU and use stabilized soft-max operations since we wish to approximate the unregularized problem where $\varepsilon$ should be small. We also perform log-stable updates in FW when we compute the translation $\lambda^*$. We display the result on Figure 5 where the horizontal axis refers to computation time. Note that even for problems of such a small size, the $O(N^2)$ cost per iteration of Sinkhorn dominates the $O(N)$ cost of FW. FW provides a better estimate of $f^*$ during all the iterations for a wide range of $\varepsilon$. Additional results in Appendix show that this behaviour is similar for other values of $\rho$.

5 Barycenters

UOT barycenters. To be able to derive an efficient F-W procedure for the computation of barycenters, we consider in this section asymmetric relaxations, where $\pi_1$ is penalized with $\rho KL$ and we impose $\pi_2 = \beta$ (where $\beta$ represents here the barycenter). To emphasize the role of the positions of the support of the histograms, we denote the resulting UOT value as

$$\text{UW}((\alpha, x), (\beta, y)) \triangleq \min_{\pi \succeq 0, \pi_2 = \beta} \langle \pi, C \rangle + D_{\rho}(\pi_1 | \alpha),$$

where the cost is $C_{i,j} = c(x_i, y_j)$ for some ground cost $c$.

We consider in this section the barycenter problem between $K$ measures $(\alpha_1, \ldots, \alpha_K) \in \mathbb{R}_{+}^{N_1} \times \ldots \times \mathbb{R}_{+}^{N_K}$, each measure being supported on a set of points $x_k = (x(k,1), \ldots, x(k,N_k))$. It reads

$$\min_{\beta, y} \sum_{k=1}^{K} \omega_k \text{UW}((\alpha_k, x_k), (\beta, y)), \quad (14)$$

where $\omega_k \geq 0$ and $\sum_k \omega_k = 1$.

Multi-marginal formulation. The main difficulty in computing such barycenters is that the support $y$ is unknown, and the problem is non-convex with respect to $y$. Proposition 5 below states that this barycenter can be equivalently computed by solving the following convex unbalanced multi-marginal problem

$$\min_{\gamma \succeq 0} \langle \gamma, C \rangle + \sum_{k=1}^{K} \omega_k D_{\rho}(\gamma_k | \alpha_k), \quad (15)$$

where $\gamma_k$ is the $k$th marginal of the tensor $\gamma \in \mathbb{R}_{+}^{N_1 \times \ldots \times N_K}$ obtained by summing over all indices but $k$. The cost of this multi-marginal problem is

$$C_{(i_1, \ldots, i_K)} \triangleq \min_b \sum_k \omega_k c(x(k,i_k), b). \quad (16)$$

For instance, when $c(x,y) = \|x - y\|^2$, then up to additive constants, one has $C_{(i_1, \ldots, i_K)} = -2 \sum_{k \neq t} (x(k,i_k), x(t,i_t))$. We consider this setting in our experiments. In the following, we make use of the barycentric map

$$B_\omega(z_1, \ldots, z_K) \triangleq \arg\min_b \sum_k \omega_k c(z_k, b).$$

For instance, one has $B_\omega(z_1, \ldots, z_K) = \sum_k \omega_k z_k$ for $c(x,y) = \|x - y\|^2$.

Proposition 5. Problems (14) and (15) have equal value. Furthermore, for any optimal multimarginal plan $\gamma^*$, with support $I = \{i : \gamma_i^* \neq 0\}$, an optimal barycenter for problem (14) is supported on the set of points $y = (B_\omega(x_{(1,i_1)}, \ldots, x_{(K,i_K)})_{i \in I}$ with associated weights $\beta = (\gamma_i^*)_{i \in I}$.

Proof. We can parameterize Program (14) with variables $(\gamma_1, \ldots, \gamma_K)$ such that $\text{UW}((\alpha_k, x_k), (\beta, y))$ amounts to solve $\text{OT}(\gamma_k, \beta)$ for an optimal choice of $(\gamma_1, \ldots, \gamma_K)$. Thus $\beta$ is the solution of a balanced barycenter problem with inputs $(\gamma_1, \ldots, \gamma_K)$. We have from [Agueh and Carlier, 2011] the equivalence with the multimarginal problem, hence the result.

While convex, Problem (15) is in general intractable because its size grows exponentially with $K$. A noticeable exception, which we detail below, is the balanced
Figure 5: Comparison of $\|f_t - f^*\|_\infty$ depending on time for 5000 iterations of Sinkhorn or FW without linesearch. The value of $\log_{10}(\varepsilon)$ is reported in the legend.

Algorithm 3 – SolveMOT($\{x_k\}_k$, $(\alpha_k)_k$, $\omega$, $C$)

Input: $K$ measures $(x_k, \alpha_k, N_k)$, $K$ weights $\omega_k$ and multimarginal cost $C$

Output: primal-dual solutions $(\gamma, \{f_k\}_k)$

1: Set $\gamma$, $f_k \leftarrow 0$, 0
2: Set $(a_k), \{i_k\}_k \leftarrow (\alpha_k, 1)_k$, $\{1\}_k$
3: Set $\bar{f}_{(k,1)} \leftarrow C(x_{(1)}, \ldots, x_{(K)})$
4: while $3k, i_k < N_k$ do
5: $p \leftarrow \arg\min\{k \rightarrow a_k s.t. i_k < N_k\}$
6: $\gamma(i_1, \ldots, i_K), \{a_k\}_k \leftarrow a_p, \{a_k - a_p\}_k$
7: $t_p \leftarrow t_p + 1$
8: $\bar{f}_{(p,i_p)} \leftarrow C(x_{(i_1)}, \ldots, x_{(K,i_K)}) - \sum_{k \neq p} f_{(k,i_k)}$
9: $a_{p} \leftarrow a_{p,i_p}$
10: end while
11: Return $(\gamma, \{f_k\}_k)$.

Solving the 1-D balanced multimarginal problem. Algorithm 3 solves the multi-marginal problem (15) in the balanced case $D_\varphi = \iota_{\{\equiv\}}$. It is valid in the 1-D case, when $c(x, y) = |x - y|^p$ for $p \geq 1$, and more generally when $C$ satisfies some submodularity condition as defined in [Bach, 2019]. We show the correctness of this algorithm in the Appendix. Note that Algorithm 3 differs from [Cohen et al., 2021] [Bach, 2019] which solves 1D multimarginal OT by computing $l_2$ norms of inverse cumulative distribution functions in the barycenter setting. While both approaches can be used to backpropagate through the multimarginal loss, Algorithm 3 holds for more general costs, and allows to compute an explicit plan and thus the barycenter.

Translation invariant multi-marginal. The dual of the multi-marginal problem (15) reads, for $f = (f_1, \ldots, f_K)$,

$$\max_{f_1 \oplus \ldots \oplus f_K \leq C} \mathcal{F}(f) \triangleq \sum_{k=1}^{K} \langle \alpha_k, -\omega_k \varphi^*(-\frac{f_k}{\omega_k}) \rangle. \quad (17)$$

Similarly to Section 2, we define a translation invariant functional for $f = (f_1, \ldots, f_K)$

$$\mathcal{H}(\bar{f}) \triangleq \sup_{\sum_k \lambda_k = 0} \mathcal{F}(\bar{f}_1 + \lambda_1, \ldots, \bar{f}_K + \lambda_K).$$

The following proposition generalizes Proposition 1.

**Proposition 6.** Assume that $\varphi^*$ is smooth and strictly convex. Then there exists a unique $\lambda^*(\bar{f}) = (\lambda_1, \ldots, \lambda_K)$ s.t. $\sum_k \lambda_k = 0$ in the definition of $\mathcal{H}$. Then $\nabla \mathcal{H}(\bar{f}) = \alpha$ where $\alpha_k \triangleq \nabla \varphi^*(-f_k - \lambda_k)\alpha_k$ is such that for any $(i, j)$ one has $m(\bar{a}_i) = m(\bar{a}_j)$.

**Proof.** For this proof we reparameterize $\lambda = (\lambda_1, \ldots, \lambda_K)$ as $\lambda = (\lambda_1 - \lambda, \ldots, \lambda_K - \lambda)$ where $\Lambda = \frac{1}{K} \sum_k \lambda_k$ such that the constraint $\sum_k \lambda_k = 0$ can be dropped. If any $\lambda_i \to -\infty$ then $\mathcal{H}(\bar{f}) \to -\infty$. If any $\lambda_i \to +\infty$ then $\Lambda \to +\infty$ and again $\mathcal{D}(\bar{f}) \to -\infty$. Thus we are in a coercive setting, and there is existence of a minimizers. Uniqueness is given by the strict convexity of $\varphi^*$. Finally, the first order optimality condition w.r.t. $\lambda_i$ reads $\lambda_i \varphi^*(-f_i - \lambda_i + \Lambda) = \sum_k (\alpha_k, \varphi^*(-f_k - \lambda_k + \Lambda))$. The r.h.s. term is the same for any $i$, thus for any $(i, j)$ one has $\langle \alpha_i, \nabla \varphi^*(-f_i - \lambda_i + \Lambda) \rangle = \langle \alpha_j, \nabla \varphi^*(-f_j - \lambda_j + \Lambda) \rangle$, which reads $m(\bar{a}_i) = m(\bar{a}_j)$.

The following proposition shows that for $\rho$KL divergences, one can compute the optimal translation in closed form.

**Proposition 7 (KL setting).** When $D_\varphi = \rho$KL, then, denoting $q_k \triangleq \log(\alpha_k, e^{-f_k/(\omega_k \rho)})$,

$$\lambda^*(\bar{f})_i = \lambda_i q_i - \frac{\omega_i}{\sum_k \omega_k} \sum_{k=1}^{K} \omega_k q_k. \quad (18)$$

Note that Equation (18) can be computed in $O(\sum_k N_k)$ time, and could be used in the multimarginal Sinkhorn algorithm to potentially improve its convergence.

**Unbalanced multi-marginal F-W.** Similarly to Sections 2 and 4, we propose to optimize the multi-marginal problem (15) via F-W applied to the problem

$$\max_{f_1 \oplus \ldots \oplus f_K \leq C} \mathcal{H}(\bar{f}).$$

Each F-W step has the form $\bar{f}^{(t+1)} = (1 - \tau_t) \bar{f}^{(t)} + \tau_t \bar{f}$ where, thanks to Proposition 6, $r = (r_1, \ldots, r_K)$ solves

$$\max_{f_1 \oplus \ldots \oplus f_K \leq C} \mathcal{H}(\bar{f}).$$
the following LMO
\[
\max_{r_1 \oplus \ldots \oplus r_K \leq C} \sum_{k=1}^{K} (\tilde{\alpha}_k^{(t)}, r_k) \quad \text{with} \quad \tilde{\alpha}_k^{(t)} \equiv \nabla \varphi_k^t(-\bar{f}_k^{(t)} - \lambda_k).
\]

Proposition 6 guarantees that all the \(\tilde{\alpha}_k^{(t)}\) have the same mass, so that the F-W iterations are well defined. In 1-D, this LMO can thus be solved in linear time using the function SolveMOT((x_k)_k, (\tilde{\alpha}_k^{(t)})_k, \omega, \mathcal{C}).

Numerical experiments. Figure 6 displays an example of computation of the balanced OT (corresponding to using \(\rho = +\infty\)) and UW barycenters of Gaussian mixtures. We consider the isobarycenter, \(\omega_k = \frac{1}{K}\). The input measures are \(K = 8\) Gaussian mixtures \(a \cdot \mathcal{N}(\mu_1, \sigma) + b \cdot \mathcal{N}(\mu_2, \sigma)\) where \(\sigma = 0.03, \mu_1 \sim \mathcal{U}([0.1, 0.4]), \mu_2 \sim \mathcal{U}([0.6, 0.9])\) and \((a, b) \sim \mathcal{U}([0.8, 0.1])\). The input measures and the barycenter are not densities, but 5,000 samples smoothed on Figure 6 using Gaussian kernel density estimation. One can observe that both OT and UW retrieve two modes. Note however that OT barycenter displays multiple undesirable minor modes between the two main modes. This highlights the ability of the unbalanced barycenter to cope with mass variations in the modes of the input distribution, which create undesirable artifact in the balanced barycenter.

6 Conclusion

We presented in this paper a translation invariant reformulation of UOT problems. While conceptually simple, this modification allows to make Sinkhorn’s iterations as fast in the unbalanced as in the balanced case. This also allows to operate F-W steps, which turns out to be very efficient for 1-D problems.
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A  Appendix of Section 2 - Translation Invariance

A.1  Detailed proof of Proposition 2

Proof. Recall the optimality condition in the KL setting which reads
\[ \langle \alpha, e^{-\frac{\lambda \alpha}{\rho_1}} \rangle = \langle \beta, e^{-\frac{\lambda \beta}{\rho_2}} \rangle, \]
\[ \Leftrightarrow e^{-\frac{\lambda^*}{\rho_1}} \langle \alpha, e^{-\frac{\lambda^*}{\rho_1}} \rangle = e^{+\frac{\lambda^*}{\rho_2}} \langle \beta, e^{-\frac{\lambda^*}{\rho_2}} \rangle, \]
\[ \Leftrightarrow -\frac{\lambda^*}{\rho_1} + \log \langle \alpha, e^{-\frac{\lambda^*}{\rho_1}} \rangle = \frac{\lambda^*}{\rho_2} + \log \langle \beta, e^{-\frac{\lambda^*}{\rho_2}} \rangle, \]
\[ \Leftrightarrow \lambda^* \left( \frac{1}{\rho_1} + \frac{1}{\rho_2} \right) = \log \left[ \frac{\langle \alpha, e^{-\frac{\lambda^*}{\rho_1}} \rangle}{\langle \alpha, e^{-\frac{\lambda^*}{\rho_2}} \rangle} \right], \]
\[ \Leftrightarrow \lambda^* (f, \bar{g}) = \frac{\rho_1 \rho_2}{\rho_1 + \rho_2} \log \left[ \frac{\langle \alpha, e^{-\frac{\lambda^*}{\rho_1}} \rangle}{\langle \alpha, e^{-\frac{\lambda^*}{\rho_2}} \rangle} \right]. \]

Hence the result of Proposition 2. \( \square \)

A.2  Proof of Proposition 3

Proof. Recall the expression of \( F \) which reads in the KL setting
\[ F(\bar{f}, \bar{g}) = \langle \alpha, e^{-\frac{\lambda \alpha}{\rho_1}} \rangle \cdot \exp \left( -\frac{\rho_2}{\rho_1 + \rho_2} \log \left[ \frac{\langle \alpha, e^{-\frac{\lambda^*}{\rho_1}} \rangle}{\langle \alpha, e^{-\frac{\lambda^*}{\rho_2}} \rangle} \right] \right). \]
\[ = \langle \alpha, e^{-\frac{\lambda^*}{\rho_1}} \rangle \cdot \langle \alpha, e^{-\frac{\lambda^*}{\rho_2}} \rangle \cdot \langle \beta, e^{-\frac{\lambda^*}{\rho_1}} \rangle \cdot \langle \beta, e^{-\frac{\lambda^*}{\rho_2}} \rangle. \]

We have that \( H(\bar{f}, \bar{g}) = F(\bar{f}, \bar{g}) \). Applying Proposition 2, we have that
\[ \langle \alpha, e^{-\frac{\lambda \alpha}{\rho_1}} \rangle = \langle \alpha, e^{-\frac{\lambda \alpha}{\rho_1}} \rangle \cdot \exp \left( -\frac{\rho_2}{\rho_1 + \rho_2} \log \left[ \frac{\langle \alpha, e^{-\frac{\lambda^*}{\rho_1}} \rangle}{\langle \alpha, e^{-\frac{\lambda^*}{\rho_2}} \rangle} \right] \right). \]
\[ = \langle \alpha, e^{-\frac{\lambda^*}{\rho_1}} \rangle \cdot \langle \beta, e^{-\frac{\lambda^*}{\rho_2}} \rangle. \]

A similar calculation for \( \langle \beta, e^{-\frac{\lambda \beta}{\rho_2}} \rangle \) yields
\[ \langle \beta, e^{-\frac{\lambda \beta}{\rho_2}} \rangle = \langle \alpha, e^{-\frac{\lambda \alpha}{\rho_1}} \rangle \cdot \langle \beta, e^{-\frac{\lambda \beta}{\rho_2}} \rangle. \]

Applying the above result in the definition of \( H \) yields the result of Proposition 3. \( \square \)

B  Appendix of Section 3 - Translation Invariant Sinkhorn algorithm

We focus in this appendix on detailing the properties of \( H \)-Sinkhorn algorithm. We recall below some notations:
\[ \Psi_1 : \bar{f} \mapsto \arg\max_{\bar{g}} H(\bar{f}, \bar{g}), \]
\[ \Psi_2 : \bar{g} \mapsto \arg\max_{\bar{f}} H(\bar{f}, \bar{g}), \]
\[ \Phi : (\bar{f}, \bar{g}) \mapsto (\bar{f} + \lambda^*(\bar{f}, \bar{g}), \bar{g} - \lambda^*(\bar{f}, \bar{g})), \]
\[ \Upsilon_1 : \bar{f} \mapsto (\bar{f}, \Psi_1(\bar{f})), \]
\[ \Upsilon_2 : \bar{g} \mapsto (\Psi_2(\bar{g}), \bar{g}). \]

In this section we focus on the properties on the map \( \Psi_1 \) (and \( \Upsilon_1 \)) which represents the \( H \)-Sinkhorn update of \( \bar{f} \). By analogy, those results hold for the map \( \Psi_2 \) which updates \( \bar{g} \).

This section involves the use of several norms, namely the sup-norm \( \| \cdot \|_{\infty} \) and the Hilbert pseudo-norm \( \| f \|_* = \inf_{\lambda \in \mathbb{R}} \| f + \lambda \|_{\infty} \) which is involved in the convergence study of the Balanced Sinkhorn algorithm [Knight, 2008].
The pseudo-norm $| \cdot |_{\infty}$ is zero iff the functions are equal up to a constant. We also define a variant of the Hilbert norm defined for two functions $| \langle f, g \rangle |_{\star}$ which is definite up to the dual invariance $| \langle f + \lambda, g - \lambda \rangle |_{\star}$ of $\mathcal{H}$. It reads $| \langle f, g \rangle |_{\star} \triangleq \min_{\lambda \in \mathbb{R}} | f + \lambda |_{\infty} + | g - \lambda |_{\infty}$.

### B.1 Generic properties of $\mathcal{H}$-Sinkhorn updates

**Proposition 8.** The map $\Psi_1(\bar{f})$ satisfies the implicit equation

$$\Psi_1(\bar{f}) = -\text{approx}_{\varphi_1^\star} \left( - \text{Smin}_\varepsilon^\alpha \left( C - \bar{f} - \lambda^*(\bar{f}, \Psi_1(\bar{f})) \right) \right) + \lambda^*(\bar{f}, \Psi_1(\bar{f})).$$

**Proof.** Recall the optimality Equation (11) transposed to optimality w.r.t. $\bar{g}$

$$e^{\bar{g}/\varepsilon}\langle \alpha, e^{(f-C)/\varepsilon} \rangle = \nabla \varphi_1^\star(-\bar{g} + \lambda^*(\bar{f}, \bar{g})).$$

Perform a change of variable $\hat{g} = \bar{g} - \lambda^*(\bar{f}, \bar{g})$, such that the above equation reads

$$e^{\hat{g}/\varepsilon}\langle \beta, e^{(\bar{f} + \lambda^*(\bar{f}, \bar{g})-C)/\varepsilon} \rangle = \nabla \varphi_1^\star(-\hat{g}).$$

One can recognize the optimality condition of $\mathcal{F}$-Sinkhorn, thus one has

$$\hat{g} = \bar{g} - \lambda^*(\bar{f}, \bar{g}) = -\text{approx}_{\varphi_1^\star} \left( - \text{Smin}_\varepsilon^\alpha \left( C - \bar{f} - \lambda^*(\bar{f}, \bar{g}) \right) \right)$$

Writing $\bar{g} = \Psi_1(\bar{f})$ and adding on both sides $\lambda^*(\bar{f}, \bar{g})$ yields the result.

**Proposition 9.** Assume $(\varphi_1^\star, \varphi_2^\star)$ are strictly convex. One has for any $\tau \in \mathbb{R}$, $\lambda^*(\bar{f} + \tau, \bar{g}) = \lambda^*(\bar{f}, \bar{g} + \tau) - \tau$.

**Proof.** The strict convexity yields the uniqueness of $\lambda^\star$. Writing $\hat{\lambda} = \lambda + \tau$, one has

$$\arg \max_{\lambda} \mathcal{F}_\varepsilon(\bar{f} + \tau + \lambda, \bar{g} - \lambda) = \arg \max_{\hat{\lambda}} \mathcal{F}_\varepsilon(\bar{f} + \hat{\lambda}, \bar{g} - \hat{\lambda} + \tau) - \tau,$$

Hence the desired relation.

**Proposition 10.** One has $\Psi_1(\bar{f} + \tau) = \Psi_1(\bar{f}) - \tau$.

**Proof.** It is a combination of the previous two propositions, and the fact that the $\mathcal{H}$-update is uniquely defined.

### B.2 Proof of Proposition 4 - Derivation of $\mathcal{H}$-Sinkhorn updates in the KL setting

**Proof.** We derive the $\mathcal{H}$-Sinkhorn optimality condition for $\bar{f}$ given $\bar{g}_t$, the equation for $\bar{g}$ are obtained by swapping the roles of $(\alpha, \bar{f}, \rho_1)$ and $(\beta, \bar{g}, \rho_2)$. Recall that thanks to Proposition 1, the optimality condition reads

$$e^{\bar{f}/\varepsilon}\langle \beta, e^{(\bar{g}_t-C)/\varepsilon} \rangle = \nabla \varphi_1^\star(-\bar{f} - \lambda^*(\bar{f}, \bar{g}_t)) = e^{-(f + \lambda^*(\bar{f}, \bar{g}_t))/\rho_1}.$$ In the KL setting, thanks to Proposition 2, by taking the log one has

$$\frac{\bar{f}}{\varepsilon} + \log(\beta, e^{(\bar{g}_t-C)/\varepsilon}) = -\frac{\bar{f}}{\rho_1} - \frac{\rho_2}{\rho_1 + \rho_2} \log \left[ \frac{\alpha}{\beta}, e^{-\bar{f}/\rho_1} \right].$$

$$\Leftrightarrow \frac{\varepsilon + \rho_1}{\varepsilon + \rho_1} \bar{f} + \frac{\rho_2}{\rho_1 + \rho_2} \log(\alpha, e^{-\bar{f}/\rho_1}) = - \log(\beta, e^{(\bar{g}_t-C)/\varepsilon}) + \frac{\rho_2}{\rho_1 + \rho_2} \log(\beta, e^{-\bar{g}_t/\rho_2}).$$

We recall the definition of the Softmin $\text{Smin}_\varepsilon^\alpha(f) \triangleq -\varepsilon \log(\alpha, e^{-f/\varepsilon})$. An important property used here is that for any $\tau \in \mathbb{R}$, one has $\text{Smin}_\varepsilon^\alpha(f + \tau) = \text{Smin}_\varepsilon^\alpha(f) + \tau$. The calculation then reads

$$\frac{\varepsilon + \rho_1}{\varepsilon + \rho_1} \bar{f} - \frac{\rho_2}{\rho_1 + \rho_2} \text{Smin}_\varepsilon^{\rho_1}(\bar{f}) = \frac{1}{\varepsilon} \text{Smin}_\varepsilon^\beta(C - \bar{g}_t) - \frac{1}{\rho_1 + \rho_2} \text{Smin}_\nu^{\rho_2}(\bar{g}_t),$$

$$\Leftrightarrow \bar{f} - \frac{\varepsilon}{\varepsilon + \rho_1} \cdot \frac{\rho_2}{\rho_1 + \rho_2} \text{Smin}_\varepsilon^{\rho_1}(\bar{f}) = \frac{\rho_1}{\rho_1 + \varepsilon} \text{Smin}_\varepsilon^\beta(C - \bar{g}_t) - \frac{\varepsilon}{\varepsilon + \rho_1} \cdot \frac{\rho_1}{\rho_1 + \rho_2} \text{Smin}_\nu^{\rho_2}(\bar{g}_t).$$
We now define the function $\hat{f}_{t+1}$ as

$$\hat{f}_{t+1} \triangleq \frac{\rho_1}{\rho_1 + \varepsilon} \text{Smin}^\beta_{\rho}(C - \bar{g}_t) - \frac{\varepsilon}{\varepsilon + \rho_1} \cdot \frac{\rho_1}{\rho_1 + \rho_2} \text{Smin}^\beta_{\rho_2}(g_t),$$

Such that the optimality equation now reads

$$\hat{\phi} - \frac{\varepsilon}{\varepsilon + \rho_1} \cdot \frac{\rho_2}{\rho_1 + \rho_2} \text{Smin}^\alpha_{\rho_1}(\hat{f}) = \hat{f}_{t+1}.$$ 

Define $k \triangleq \frac{\varepsilon}{\varepsilon + \rho_1} \cdot \frac{\rho_2}{\rho_1 + \rho_2}$. Note that $\frac{\varepsilon}{\varepsilon + \rho_1} \cdot \frac{\rho_2}{\rho_1 + \rho_2} \text{Smin}^\alpha_{\rho_1}(\hat{f})$ is in $\mathbb{R}$, thus there exists some $\tau \in \mathbb{R}$ such that $\hat{\phi} = \hat{f}_{t+1} + \tau$. Using such property in the above equation yields

$$\hat{f}_{t+1} + \tau - k\text{Smin}^\alpha_{\rho_1}(\hat{f}_{t+1} + \tau) = \hat{f}_{t+1},$$

$$\Leftrightarrow \tau - k(\text{Smin}^\alpha_{\rho_1}(\hat{f}_{t+1}) + \tau) = 0,$$

$$\Leftrightarrow \tau(1-k) = k\text{Smin}^\alpha_{\rho_1}(\hat{f}_{t+1}),$$

$$\Leftrightarrow \tau = \frac{k}{(1-k)}\text{Smin}^\alpha_{\rho_1}(\hat{f}_{t+1}).$$

We can conclude and say that

$$\hat{\phi} = \hat{f}_{t+1} + \tau = \hat{f}_{t+1} + \frac{k}{(1-k)}\text{Smin}^\alpha_{\rho_1}(\hat{f}_{t+1})$$

(21)

Note that we retrieve the map of Proposition 4 in the case $\rho_1 = \rho_2 = \rho$. Indeed one has the simplification

$$\frac{k}{1-k} = \frac{\varepsilon \rho}{2(\varepsilon + \rho) - \varepsilon \rho} = \frac{2(\varepsilon + \rho) - \varepsilon}{\varepsilon + 2 \rho}.$$ 

Thus when $\rho_1 = \rho_2 = \rho$ the full iteration from $\bar{g}_t$ to $\hat{f}_{t+1}$ reads

$$\hat{f}_{t+1} = \frac{\rho}{\rho + \varepsilon} \text{Smin}^\beta_{\rho}(C - \bar{g}_t) - \frac{\varepsilon}{2(\varepsilon + \rho)} \text{Smin}^\beta_{\rho}(\bar{g}_t),$$

$$\hat{f}_{t+1} = \hat{f}_{t+1} + \frac{\varepsilon}{\varepsilon + 2 \rho} \text{Smin}^\alpha_{\rho_1}(\hat{f}_{t+1}).$$

We reformulate the full update $\Psi_1$ with a single formula instead of the above two formulas. While the above formulas formalize the most convenient way to implement it (because we only store one vector of length N at any time), the following result will be more convenient to derive a convergence analysis.

**Proposition 11.** Assume $\rho_1 = \rho_2 = \rho$. One has

$$\Psi_1(\hat{f}) = \frac{\rho}{\rho + \varepsilon} \text{Smin}^\beta_{\rho}(C - \hat{f}) + \frac{\varepsilon}{\rho + \varepsilon} \left( \text{Smin}^\beta_{\rho}(\frac{\rho}{\rho + \varepsilon} \text{Smin}^\beta_{\rho}(C - \hat{f})) - \text{Smin}^\alpha_{\rho}(\hat{f}) \right).$$

Furthermore one has $\Psi_1(\hat{f} + \lambda) = \Psi_1(\hat{f}) + \lambda$ for any $\lambda \in \mathbb{R}$.

**B.3 Properties on $\mathcal{H}$-Sinkhorn updates in the KL setting**

We now focus on the setting of KL penalties to derive sharper results on the convergence of $\mathcal{H}$-Sinkhorn.

**Proposition 12.** In the KL setting with parameters $(\rho_1, \rho_2)$, the operator $\Psi_1$ is non-expansive for the sup-norm $\| \cdot \|_{\infty}$, i.e for any $(\hat{f}, \bar{g})$, one has

$$\|\Psi_1(\hat{f}) - \Psi_1(\bar{g})\|_{\infty} \leq \|\hat{f} - \bar{g}\|_{\infty}$$
We consider now that $\bar{x}$.

Proposition 13. We provide below additional details on the non-expansiveness of the map $\Phi$.

We use the formulas given in the proof of Proposition 4 in Appendix B.2, and reuse the same notations.

To prove such statement, first note that we can rewrite

\[
\rho_1 + \frac{\varepsilon}{\varepsilon + \rho_1} \frac{\rho_1}{\rho_1 + \rho_2} = \frac{\rho_1(\varepsilon + \rho_1 + \rho_2)}{(\varepsilon + \rho_1)(\rho_1 + \rho_2)}, \\
1 - k = \frac{(\varepsilon + \rho_1)(\rho_1 + \rho_2)}{\rho_1(\varepsilon + \rho_1 + \rho_2)}
\]

A calculation yields

Thus $\Xi = 1$, hence the nonexpansive property.

We provide below additional details on the non-expansiveness of the map $\Phi$.

Proposition 13. The map $\Phi : (\bar{f}, \bar{g}) \mapsto (\bar{f} + \lambda^*(\bar{f}, \bar{g}, \bar{g} - \lambda^*(\bar{f}, \bar{g})))$, is 1-Lipschitz from the norm $\|f, g\|_\infty$ to $\|(\bar{f}, \bar{g})\|_{\ast\ast}$, i.e. one has

\[
\|\lambda^*(\bar{f}, \bar{g}) - \lambda^*(\bar{f}_2, \bar{g}_2)\|_\infty + \|\bar{g} - \lambda^*(\bar{f}_1, \bar{g}_1) - \bar{g}_2 + \lambda^*(\bar{f}_2, \bar{g}_2)\|_\infty \leq \|\bar{f}_1 - \bar{f}_2\|_{\ast\ast},
\]

where $\|(\bar{f}, \bar{g})\|_{\ast\ast} \triangleq \min_{\lambda \in \mathbb{R}} \|\bar{f} + \lambda\|_\infty + |\bar{g} - \lambda|_\infty$.

Proof. To prove such statement, first note that we can rewrite $\lambda^*$ as

\[
\lambda^*(\bar{f}, \bar{g}) = \tau_1 \text{Smin}^\beta_{\rho_2}(\bar{g}) - \tau_2 \text{Smin}^\alpha_{\rho_1}(\bar{f}),
\]

where $\tau_1 = \frac{\rho_1}{\rho_1 + \rho_2}$ and $\tau_2 = \frac{\rho_2}{\rho_1 + \rho_2}$.

We consider now that $(\bar{f}, \bar{g})$ are discrete and concatenated to form a vector of size $N + M$. Note that the gradient of $\text{Smin}^\alpha_{\rho_1}(f)$ reads

\[
\nabla \text{Smin}^\alpha_{\rho_1}(f)_i = \frac{e^{-f_1/\rho_1} \alpha_i}{\sum_k e^{-f_k/\rho_1} \alpha_k}.
\]

Using this formula we can compute the Jacobian of $\Phi$, noted $J\Phi(\bar{f}, \bar{g})$. It reads

\[
J\Phi(\bar{f}, \bar{g}) = \begin{pmatrix}
I_N - \tau_2 \nabla \text{Smin}^\alpha_{\rho_1}(f)^\top \\
\tau_2 \nabla \text{Smin}^\alpha_{\rho_1}(f)^\top & I_M - \tau_1 \nabla \text{Smin}^\beta_{\rho_2}(g)^\top
\end{pmatrix}
\]
A key property of the Jacobian is that for any $\lambda \in \mathbb{R}$, one has $J \Phi(\vec{f}, \vec{g}) = (\lambda I_N, -\lambda I_M) = 0$. We now derive the Lipschitz bound. We define $(\vec{f}_1, \vec{g}_1) = (\vec{f}_1 + t(\vec{f}_2 - \vec{f}_1), \vec{g}_1 + t(\vec{g}_2 - \vec{g}_1))$. The computation reads

$$
\|\Phi(\vec{f}_1, \vec{g}_1) - \Phi(\vec{f}_2, \vec{g}_2)\|_\infty = \left\| \int_0^1 \frac{d\Phi(\vec{f}_1, \vec{g}_1)}{dt} dt \right\|_\infty
= \|J \Phi(\vec{f}_1, \vec{g}_1)\|_\infty
= \|J \Phi(\vec{f}_1, \vec{g}_1)\|_\infty \left( \min_{\lambda \in \mathbb{R}} |\vec{f}_2 - \vec{f}_1 + \lambda|_\infty + \|\vec{g}_2 - \vec{g}_1 - \lambda\|_\infty \right)
\leq \|J \Phi(\vec{f}_1, \vec{g}_1)\|_\infty \left( \|\vec{f}_2 - \vec{f}_1\|_\infty + \|\vec{g}_2 - \vec{g}_1\|_\infty \right)
= \|J \Phi(\vec{f}_1, \vec{g}_1)\|_\infty \|\vec{f}_2 - \vec{f}_1\|_\infty.
$$

Since $\|J \Phi(\vec{f}_1, \vec{g}_1)\|_\infty \leq 1$, we get the desired Lipschitz property.

We define $\mathcal{Y}_1(\vec{f}) \triangleq (\vec{f}, \Psi_1(\vec{f}))$ where $\Psi_1$ is detailed in Proposition 4. Similarly, one can define $\mathcal{Y}_2(\vec{g}) \triangleq (\Psi_2(\vec{g}), \vec{g})$. We present properties for $\mathcal{Y}_1$, but they analogously hold for $\mathcal{Y}_2$.

**Proposition 14.** Consider any functions $(\vec{f}, \vec{g})$. One has

$$
\|\mathcal{Y}_1(\vec{f}) - \mathcal{Y}_1(\vec{g})\|_* \leq 2\|\vec{f} - \vec{g}\|_*
$$

**Proof.** By definition of $\| \cdot \|_*$, one has

$$
\|\mathcal{Y}_1(\vec{f}) - \mathcal{Y}_1(\vec{g})\|_* = \|((\vec{f}, \Psi_1(\vec{f})), (\vec{g}, \Psi_1(\vec{g})))\|_*
= \inf_{\lambda \in \mathbb{R}} \|\vec{f} - \vec{g} + \lambda\|_* + \|\Psi_1(\vec{f}) - \Psi_1(\vec{g}) - \lambda\|_*
= \inf_{\lambda \in \mathbb{R}} \|((\vec{f} + \lambda) - \vec{g})\|_* + \|\Psi_1(\vec{f} + \lambda) - \Psi_1(\vec{g})\|_*
\leq 2 \inf_{\lambda \in \mathbb{R}} \|((\vec{f} + \lambda) - \vec{g})\|_*
= 2\|\vec{f} - \vec{g}\|_*
$$

where we use the relation $\Psi_1(\vec{f} + \lambda) = \Psi_1(\vec{f}) - \lambda$ from Proposition 10 and where the inequality is given by Proposition 12. Hence we get the desired bound, which ends the proof.

Before providing a convergence result, we detail the contraction properties of the map $\Psi_1$ w.r.t the Hilbert norm $\| \cdot \|_*$.

**Proposition 15.** Consider two functions $(\vec{f}, \vec{g})$, one has

$$
\|\Psi_1(\vec{f}) - \Psi_1(\vec{g})\|_* \leq \frac{\rho}{\rho + \varepsilon} \kappa_\varepsilon(\alpha) \|\vec{f} - \vec{g}\|_*
$$

where $\kappa_\varepsilon(\alpha) < 1$ is the contraction constant of the Softmin [Knight, 2008] which reads

$$
|\text{Smin}_\varepsilon^\alpha(\vec{f}) - \text{Smin}_\varepsilon^\alpha(\vec{g})|_* \leq \kappa_\varepsilon(\alpha) \|\vec{f} - \vec{g}\|_*
$$

**Proof.** Thanks to Proposition 11 we have

$$
\Psi_1(\vec{f}) = \frac{\rho}{\rho + \varepsilon} \text{Smin}_\varepsilon^\alpha(C - \vec{f}) + \frac{\varepsilon}{\rho + \varepsilon} \left( \text{Smin}_\varepsilon^\beta(\frac{\rho}{\rho + \varepsilon} \text{Smin}_\varepsilon^\alpha(C - \vec{f})) - \text{Smin}_\varepsilon^\alpha(\vec{f}) \right)
= \frac{\rho}{\rho + \varepsilon} \text{Smin}_\varepsilon^\alpha(C - \vec{f}) + T(\vec{f}),
$$

where $T(\vec{f}) \in \mathbb{R}$ is a constant translation (Note that the only term outputting a function is the one involving $C(x, y)$). Thus because the Hilbert norm is invariant to translations, one has

$$
\|\Psi_1(\vec{f}) - \Psi_1(\vec{g})\|_* = \|\frac{\rho}{\rho + \varepsilon} \text{Smin}_\varepsilon^\alpha(C - \vec{f}) - \frac{\rho}{\rho + \varepsilon} \text{Smin}_\varepsilon^\alpha(C - \vec{g})\|_*
$$

Thanks to the results of [Chizat et al., 2018] [Knight, 2008], one has

$$
\|\frac{\rho}{\rho + \varepsilon} \vec{f} - \frac{\rho}{\rho + \varepsilon} \vec{g}\|_* = \frac{\rho}{\rho + \varepsilon} \|\vec{f} - \vec{g}\|_*
$$

|Smin}_\varepsilon^\alpha(\vec{f}) - \text{Smin}_\varepsilon^\alpha(\vec{g})|_* \leq \kappa_\varepsilon(\alpha) \|\vec{f} - \vec{g}\|_*
$$

Which ends the proof of the contraction property of $\Psi_1$. □
We prove now a convergence result of the $H$-Sinkhorn algorithm, before providing a quantitative rate.

**Theorem 2.** The map $\Psi_2 \circ \Psi_1$ converges to a fixed point $\bar{f}^*$ such that $\bar{f}^* = \Psi_2 \circ \Psi_1(\bar{f}^*)$, where $\bar{f}$ is defined up to a translation. The function $g^* = \Psi_1(\bar{f}^*)$ also satisfies $g^* = \Psi_1 \circ \Psi_2(g^*)$. Furthermore the functions $(f^*, g^*) = \Phi(f^*, g^*)$ are fixed points of the $F$-Sinkhorn updates, and are thus optimizers of the functional $\mathcal{F}$.

**Proof.** Thanks to Proposition 15, we know that the map $\Psi_2 \circ \Psi_1$ is contractive for the Hilbert norm, thus there is uniqueness of the fixed point. Because the map $\Psi_2 \circ \Psi_1(f + \lambda) = \Psi_2 \circ \Psi_1(f) + \lambda$, one can assume without loss of generality that all iterates $\bar{f}_t$ satisfy $\bar{f}_t(x_0) = 0$ for some $x_0$ in the support of $\alpha$. Thus under similar assumptions as in [Thibault Sejourne et al., 2019], we get that the iterates lie in a compact set, which yields existence of a fixed point $\bar{f}^*$ satisfying $\Psi_2 \circ \Psi_1(f^*) = \bar{f}^*$. Defining $g^* = \Psi_1(\bar{f}^*)$ and composing the previous relation by $\Psi_1$, we get $g^* = \Psi_1 \circ \Psi_2(g^*)$.

Recall from Proposition 8 that $\bar{f}^*$ satisfies the relation

$$g^* = \Psi_1(\bar{f}^*) = \frac{\rho}{\varepsilon + \rho} \left( \text{Smin}_\rho^\alpha \left( C - \bar{f}^* - \lambda^* (\bar{f}^*, g^*) \right) \right) + \lambda^* (\bar{f}^*, g^*).$$

Thus defining $(f^*, g^*) = \Phi(f^*, g^*) = (\bar{f}^* + \lambda^* (\bar{f}^*, g^*), g^* - \lambda^* (\bar{f}^*, g^*))$, the above equation can be rephrased as

$$g^* = \frac{\rho}{\varepsilon + \rho} \left( \text{Smin}_\rho^\alpha \left( C - f^* \right) \right),$$

which is exactly the fixed point equation of $F$-Sinkhorn, thus $(f^*, g^*)$ are optimal dual potentials for $\mathcal{F}$.

Based on the above results, we can prove the following convergence rate.

**Theorem 3.** Write $\bar{f}^*$ the fixed point of the map $\Psi_2 \circ \Psi_1$. Take $\bar{f}_t$ obtained by $t$ iterations of the map $\Psi_2 \circ \Psi_1$, starting from the function $f_0$. One has

$$\|\Phi(\Upsilon_1(\bar{f}_t)(\bar{f}_t)) - \Phi(\Upsilon_1(\bar{f}^*)(\bar{f}^*))\|_{\infty} \leq \|\Upsilon_1(\bar{f}_t)(\bar{f}_t) - \Upsilon_1(\bar{f}^*)(\bar{f}^*)\|_{\infty} \leq 2\|\bar{f}_t - \bar{f}^*\|_{\star} \leq 2\bar{\kappa}_{\star}\|\bar{f}_0 - \bar{f}^*\|_{\star},$$

where $\bar{\kappa} \triangleq (1 + \frac{C}{\rho_1})^{-1}\kappa_\alpha(\alpha)(1 + \frac{C}{\rho_2})^{-1}\kappa_\beta(\beta)$.

**Proof.**

- The first inequality is proved in Proposition 13.
- The second inequality is given by Proposition 14.
- The last inequality is obtained by applying Proposition 15 to both $\Psi_1$ and $\Psi_2$ consecutively to get the contraction rate $\bar{\kappa}$ for any $(\rho_1, \rho_2)$, i.e. we have

$$\|\bar{f}_t - \bar{f}^*\|_{\star} = \|\Psi_2 \circ \Psi_1(\bar{f}_{t-1}) - \Psi_2 \circ \Psi_1(\bar{f}^*)\|_{\star} \leq \bar{\kappa}\|\bar{f}_{t-1} - \bar{f}^*\|_{\star}. $$

By iterating this bound by induction over all iterations, we get last bound of the statement, which ends the proof.

**B.4 Interesting norms and closed formulas**

We study now properties of the norm $\|\langle (f, g) \rangle\|_{\infty} \triangleq \min_{\lambda \in \mathbb{R}} \|f + \lambda\|_{\infty} + \|g - \lambda\|_{\infty}$. It will share connections with the Hilbert norm $\|f\|_{\star} \triangleq \min_{\lambda \in \mathbb{R}} \|f + \lambda\|_{\infty}$. We firsts prove the following Lemma on the Hilbert norm.

**Lemma 1.** One has $\|\bar{f}\|_{\star} = \frac{1}{2}(\max \bar{f} - \min \bar{f})$.

**Proof.** We will use the relations $\|f\|_{\infty} = \max(\max f, -\min f)$ and $\max(x, y) = \frac{1}{2}(x + y + |x - y|)$. Applying those relations to the setting of the Hilbert norm yields for any $\lambda \in \mathbb{R}$

$$\|f + \lambda\|_{\infty} = \max(\max f + \lambda, -\min f - \lambda) = \frac{1}{2}(\max f - \min f + |\max f + \min f + 2\lambda|).$$

Since the Hilbert norm is obtained by minimizing over $\lambda \in \mathbb{R}$, we see that the minimum is attained at the unique value $\lambda^* = \frac{1}{2}(\max f + \min f)$. Thus the absolute value cancels out and it yields $\|f\|_{\star} = \frac{1}{2}(\max f - \min f)$.
Proof. The proof reuses the same relations used in the previous lemma. One has for any \( \lambda \in \mathbb{R} \)
\[
|\tilde{f} + \lambda|_\infty + |\tilde{g} - \lambda|_\infty = \max(\max \tilde{f} + \lambda, -\min \tilde{f} - \lambda) + \max(\max \tilde{g} - \lambda, -\min \tilde{g} + \lambda) = \frac{1}{2}(\max \tilde{f} - \min \tilde{f} + |\max \tilde{f} + \min \tilde{f} + 2\lambda|) + \frac{1}{2}(\max \tilde{g} - \min \tilde{g} + |\max \tilde{g} + \min \tilde{g} - 2\lambda|).
\]

Thanks to Lemma 3, we have that the minimization in \( \lambda \) attains the following value
\[
|(\tilde{f}, \tilde{g})|_{**} = \frac{1}{2}(\max \tilde{f} - \min \tilde{f}) + \frac{1}{2}(\max \tilde{g} - \min \tilde{g}) + \frac{1}{2} |\max \tilde{f} + \min \tilde{f} + \max \tilde{g} + \min \tilde{g}|.
\]

Reusing Lemma 1 allows to rewrite the first two terms as Hilbert norms. To get the last equality with \( |\tilde{f} \oplus \tilde{g}|_\infty \), note that \( \max(\tilde{g} \oplus \tilde{g}) = \max \tilde{f} + \max \tilde{g} \), and that the above relation reads \( \max(x, y) \) with \( x = \max \tilde{f} + \max \tilde{g} \) and \( y = -\min \tilde{f} - \min \tilde{g} \).

We end with the proof of the Lemma we used in the previous demonstration.

**Lemma 3.** For any \((a, b) \in \mathbb{R} \), one has \( \min_{\lambda \in \mathbb{R}} |a + \lambda| + |b - \lambda| = |a + b| \), which is attained for any \( \lambda \in [\min(-a, b), \max(-a, b)] \).

**Proof.** Given that \( a \leq b \), we study all cases depending on the sign of the absolute value. We define \( V(\lambda) \triangleq |a + \lambda| + |b - \lambda| \).

**Case 1:** \((a + \lambda \geq 0) \) and \((b - \lambda \geq 0) \). It is equivalent to \( \lambda \in [-a, b] \), which is non-empty when \( \min(-a, b) = -a \) and \( \max(-a, b) = b \). One has \( V(\lambda) = a + \lambda + b - \lambda = a + b = |a + b| \) because in this case \( -a \leq b \).

**Case 2:** \((a + \lambda \leq 0) \) and \((b - \lambda \leq 0) \). It is equivalent to \( \lambda \in [b, -a] \), which is non-empty when \( \min(-a, b) = b \) and \( \max(-a, b) = -a \). One has \( V(\lambda) = -a - \lambda - b + \lambda = -(a + b) = |a + b| \) because in this case \( -a \geq b \).

**Case 3:** \((a + \lambda \geq 0) \) and \((b - \lambda \leq 0) \). It is equivalent to \( \lambda \in [\max(-a, b), +\infty) \). One has \( V(\lambda) = a + \lambda - b + \lambda = a + b + 2\lambda \), which is minimized for \( \lambda = \max(-a, b) \). It yields
\[
V(\lambda) = a + b + 2\max(-a, b) = a + b + (b - a + |a + b|) = |a + b|.
\]

**Case 4:** \((a + \lambda \leq 0) \) and \((b - \lambda \geq 0) \). It is equivalent to \( \lambda \in (-\infty, \min(-a, b)] \). One has \( V(\lambda) = -a - \lambda + b - \lambda = b - a - 2\lambda \), which is minimized at \( \lambda = \min(-a, b) \). It yields
\[
V(\lambda) = b - a - 2\min(-a, b) = b - a - (b - a - |a + b|) = |a + b|.
\]

**Conclusion.** All in all, we have from all cases altogether that the \( \min_{\lambda \in \mathbb{R}} V(\lambda) = |a + b| \), and that any \( \lambda \in [\min(-a, b), \max(-a, b)] \) attains this minimum.

**B.5 Experiments - Combining Sinkhorn with Anderson acceleration**

Anderson acceleration \cite{Anderson1965} applies to any iterative map of the form \( x_{t+1} = T(x_t) \) for \( x_t \in \mathbb{R}^d \). At a given iterate \( x_t \) consists in storing \( K \) residuals of the form \( u_k = T(x_{t+k}) - x_{t+k} \) for \( k = 0..K - 1 \) as a matrix \( U \triangleq [u_0, \ldots, u_{K-1}] \), and to find the best interpolation of the residuals which satisfy the following criteria
\[
c^* \in \arg\min_{U \in \mathbb{R}^K} \|Uc\|_2,
\]

where \( c \in \mathbb{R}^K \). Then one defines the next iterate as \( x_{t+1} = \sum_{k=0}^{K-1} c_k x_{t+k} \). Such procedure is known to converge faster to a fixed point than the standard iterations \cite{Scieur2016}. To ensure the convergence and the well-posedness of \( c^* \), it is common to regularize the problem as
\[
c^* \in \arg\min_{U \in \mathbb{R}^K} c^T (U^TU + rI)c,
\]
where $r \geq 0$ is the regularization parameter. In this case we have the following closed form

$$c^* \triangleq \frac{(U^T U + rI)^{-1}1}{1^T (U^T U + rI)^{-1}1}.$$ 

The interest of Anderson acceleration is that the above extrapolation amounts to invert a small matrix of size $K \times K$.

We provide below an experiment on the estimation of the contraction rate similar to Figure 1. We take $K = 4$ and $r = 10^{-7}$. We test the acceleration on each version of Sinkhorn, and we observe that it yields a faster convergence for all three versions $(F_\varepsilon, G_\varepsilon, H_\varepsilon)$-Sinkhorn.
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**Figure 7:** Estimation of the contraction for the Anderson acceleration applied to $(F_\varepsilon, G_\varepsilon, H_\varepsilon)$-Sinkhorn compared with the contraction rate of $(F_\varepsilon, G_\varepsilon, H_\varepsilon)$-Sinkhorn. Dashed lines represent the accelerated version and dotted lines the 'standard' algorithm. We take $K = 4$ iterations for Anderson extrapolation, and we regularize with $r = 10^{-7}$.

C Appendix of Section 4 - Frank-Wolfe solver in 1-D

C.1 Details on the Pairwise Frank-Wolfe algorithm

Frank-Wolfe or conditional gradient methods [Frank et al., 1956] aims at minimizing $\min_{x \in \text{conv}(A)} F(x)$, where $A$ is called the set of atoms. To do so one can minimize a linear minimization oracle (LMO) at the current iterate $x_t$, which reads $v_t \in \min_{v \in A} \langle \nabla F(x_t), v \rangle$. The next iterate $x_{t+1}$ is updated as a convex combination of $(x_t, v_t)$ via line-search $\gamma_t \in \min_{\gamma \in [0,1]} F(x_t + \gamma d_t)$, where $d_t = v_t - x_t$ is the descent direction. It is also possible to skip the line-search and set $\gamma_t = \frac{2}{2 + t}$, which gives a $O(\frac{1}{t})$ approximation rate of the optimizer for gradient-Lipschitz functions.

We also consider in this paper the pairwise FW (PFW) variant [Lacoste-Julien and Jaggi, 2015]. We store at each iterate the atom $v_t$ and its weight $w_t \geq 0$ in the convex combination as a dictionary $V_t$, i.e. at time $t$ one has $x_t = \sum_{k=1}^t w_k v_k$, and $\sum_{k=1}^t w_k = 1$. What changes is the descent direction in the linesearch $d_t = v_t - s_t$, where $s_t \in \arg\max_{s \in V_t} \langle \nabla F(x_t), s \rangle$. The linesearch seeks $\gamma \in [0, w_t]$ instead of $[0, 1]$ to ensure that $x_{t+1} = x_t + \gamma d_t$ remains a convex combination. One can interpret this variant as removing previous atoms which became irrelevant to replace them with more optimal ones. There is an affine-invariant analysis of this variant in [Lacoste-Julien and Jaggi, 2015] which ensures linear convergence under milder assumptions than the conditions of FW with step $\gamma_t = \frac{2}{2 + t}$.

C.2 Additional figures on the comparison FW v.s. Sinkhorn

We provide below a Figure which is in the same setting as Figure 4, except that the value is set to $\rho = 10^{-1}$ and $\rho = 10$. The results are represented in the Figure below.
Figure 8: Same experiments as in Figure 4. The center plot is Figure 4 when ρ = 1, while the left figure sets ρ = 10^{-1} and the right ones set ρ = 10.

D Appendix of Section 5 - Barycenters

D.1 Proof of Proposition 6

We provide in this section a different proof than that of the paper. It consists in completely rederiving the proof of [Agueh and Carlier, 2011] for our functional UW which has an extra KL penalty term.

Proof. First note that both problems have minima which are attained. Indeed, both problems admit finite values since respectively β = α_1 and γ = α_1 ⊗ ... ⊗ α_K are feasible. We can assume that the optimal plans have bounded mass. Assume for instance that it is not the case for the barycenter problem. Then there exists a sequence β_i approaching the infimum and such that m(β_i) → ∞, which would contradict the finiteness of the functional value. Thus, we consider without loss of generality that m(β) < M_1 and m(γ) < M_2. By Banach-Alaoglu theorem, β and γ are in compact sets. Taking a sequence approaching the infimum, one can extract a converging subsequence which attains the minimum, hence the existence of minimizers.

We prove now that the multimarginal problem upper-bounds the barycenter problem. Take γ optimal for the multimarginal problem. Define the canonical projection p_k such that p_k(x_1, ..., x_K) ≜ x_k, and γ(k) ≜ (p_k, B_λ)_γ. Note that all γ(k) have the same second marginal β ≜ B_λ γ, thus they are feasible for UW(α_k, β), and we get

\[ \text{UW}(α_k, ̂ β) ≤ \langle γ(k), C \rangle + ρ \text{KL}(γ(k)|α_k) \]
\[ = \langle γ, C[x_k, B_λ(x_1, ..., x_K)] \rangle + ρ \text{KL}(γ_k|α_k) \]

Thus by summing over k, we get

\[ \sum_k λ_k \text{UW}(α_k, ̂ β) ≤ \sum_k λ_k \left[ \langle γ, C[x_k, B_λ(x_1, ..., x_K)] \rangle + ρ \text{KL}(γ_k|α_k) \right] \]
\[ = \langle γ, \sum_k λ_k C[x_k, B_λ(x_1, ..., x_K)] \rangle + \sum_k λ_k ρ \text{KL}(γ_k|α_k) \]
\[ = \langle γ, C \rangle + \sum_k λ_k ρ \text{KL}(γ_k|α_k). \]

Hence the upper-bound on the barycenter problem.

Now prove the converse inequality. Consider the optimal barycenter ̂ β*, and write π(k)(x_k, z) the optimal plan for UW(α_k, β*). Note that all (π(k)) have the same second marginal ̂ β*. It allows to define the gluing of all plans along ̂ β* which is a (K + 1)-dimensional tensor, noted η(x_1, ..., x_K, z). Write ̂ η its marginal/summation
over the variable $z$. The plan $\tilde{\eta}(x_1, \ldots, x_K)$ is feasible for the multimarginal problem. It yields
\[
(2) \leq \langle \tilde{\eta}, C \rangle + \sum_k \lambda_k \rho \text{KL}(\tilde{\eta}_k | \alpha_k) = \langle \eta, C \rangle + \sum_k \lambda_k \rho \text{KL}(\eta_k | \alpha_k) \\
\leq \langle \eta(x_1, \ldots, x_K, z), \sum_k \lambda_k C(x_k, z) \rangle + \sum_k \lambda_k \rho \text{KL}(\eta_k | \alpha_k) = \sum_k \lambda_k \left[ \langle \pi^{(k)}(x_k, z), C(x_k, z) \rangle + \rho \text{KL}(\pi^{(k)}_1 | \alpha_k) \right].
\]
The last equality holds by construction of the gluing plan $\eta$, whose marginals with variables $(x_k, z)$ is $\pi^{(k)}$, which implies $\tilde{\eta}_k = \eta_k = \pi^{(k)}_1$. The last line is exactly the value of the barycenter problem for the barycenter $\beta^*$, which shows that it upper-bounds the multimarginal problem.

Eventually, we have that both formulation yield the same value. Reusing the first part of the proof, we have that the measure $\tilde{\beta} = B_{\lambda^*} \gamma$ yields the same value for both problems, thus it is an optimizer for the barycenter problem, which ends the proof. \qed

D.2 Correctness of the OT multimarginal algorithm

As explained, solving the 1D barycenter problem is equivalent to solving a balanced, 1D multimarginal transport problem with respect to the barycentric cost. For the Euclidean distance squared, it is well-known in the case of $K = 2$ marginals that the barycenter is characterized by its generalized inverse cumulative distribution function (icdf) equal to the mean of the icdf of the corresponding marginals. This property can be extended in 1D to multimarginal costs satisfying a submodularity condition as defined in [Bach, 2019] [Carlier, 2003]. Under this assumption, it is shown in these papers that the optimal plan $\gamma$, as defined in the corresponding multimarginal problem, is given by the distribution of $(F_{\alpha^{-1}}^{-1}(U), \ldots, F_{\alpha^{-1}}^{-1}(U))$ where $U$ is a uniform random variable on $[0, 1]$ and $F_{\alpha^{-1}}^{-1}$ denotes the icdf of $\mu$ (see [Bach, 2019] for the definition). Thus, the optimal primal variable $\gamma$ is explicitly parametrized by $t \in [0, 1]$. It is direct to prove that the algorithm computes the optimal plan. The optimal dual variables are obtained by applying the primal-dual constraint which reads
\[
\sum_{i=1}^K f_i(x_{k_i}) = C(x_1, \ldots, x_K), \quad (22)
\]
for every $(x_{k_i})_{i=1,\ldots,K}$ in the support of the optimal plan. To initialize the dual variables, one has to remark that the multimarginal OT problem is invariant by the following translations $f_i \rightarrow f_i + \lambda_i$ with $\sum_{i=1}^K \lambda_i = 0$. This implies that one can set the value of the last $K - 1$ potentials to 0 and initialize $f_1(x_1)$ with the primal dual constraint (22), which gives $f_k(x_K) = C(x_1, \ldots, x_K)$. The standard iteration of the algorithm consists in updating the current point in the optimal plan (indexed by $t$) to the next point in the support of the plan $\gamma$ and update the corresponding dual potential accordingly to the primal-dual constraint. Note that the primal-dual equality is satisfied on the support of the plan $\gamma$ and on the support of $\alpha_1 \otimes \cdots \otimes \alpha_K$ the inequality constraint
\[
\sum_{i=1}^K f_i(x_i) \leq C(x_1, \ldots, x_K) \quad (23)
\]
is satisfied, in other terms the potentials $(f_1, \ldots, f_K)$ is dual-feasible. This fact is guaranteed by a submodularity condition on the cost $C$, and it is not satisfied for a general cost (see [Bach, 2019] Proposition 4)).

D.3 Proof of Proposition 8

We provide here a more general proof where each marginal $\alpha_k$ is penalized by $\rho_k \text{KL}$. We retrieve the result of the paper for the particular setting $\rho_k = \omega_k \rho$ and $\sum_k \omega_k = 1$. We define $\rho_{\text{tot}} \triangleq \sum_k \rho_k$.

Proof. First note that $\sum_k \lambda_k = 0$ implies that $(f_1 + \lambda_1) \oplus \cdots \oplus (f_K + \lambda_K) \leq C$. In what follows we replace the parameterization $(\lambda_1, \ldots, \lambda_K)$ by $(\lambda_1 - \Lambda, \ldots, \lambda_K - \Lambda)$ where $\Lambda(\lambda_1, \ldots, \lambda_K) \triangleq \frac{1}{K} \sum_k \lambda_k$, such that the constraint
\( \sum_k \lambda_k = 0 \) is always satisfied. The first order optimality condition on \( \mathcal{F}(f_1 + \lambda_1 - \Lambda, \ldots, f_K + \lambda_K - \Lambda) \) w.r.t the coordinate \( \lambda_i \) reads

\[
\langle \alpha_i, e^{-(f_i + \lambda_i - \Lambda)/\rho_i} \rangle - \sum_{k=1}^K \frac{1}{K} \langle \alpha_k, e^{-(f_k + \lambda_k - \Lambda)/\rho_k} \rangle = 0
\]

\[\Leftrightarrow \langle \alpha_i, e^{-(f_i + \lambda_i - \Lambda)/\rho_i} \rangle = \sum_{k=1}^K \frac{1}{K} \langle \alpha_k, e^{-(f_k + \lambda_k - \Lambda)/\rho_k} \rangle \]

\[\Leftrightarrow -\frac{\lambda_i + \Lambda}{\rho_i} + \log \langle \alpha_i, e^{-f_i/\rho_i} \rangle = \log \left[ \sum_{k=1}^K \frac{1}{K} \langle \alpha_k, e^{-(f_k + \lambda_k - \Lambda)/\rho_k} \rangle \right] \triangleq v \]

\[\Leftrightarrow -\lambda_i + \Lambda + \rho_i \log \langle \alpha_i, e^{-f_i/\rho_i} \rangle = \rho_i \cdot v. \]

Summing those optimality equations for all \( i \), one has \( \sum_k (\lambda_k - \Lambda) = 0 \), thus yielding

\[
\rho_{tot} \cdot v = \sum_k \rho_k \log \langle \alpha_k, e^{-f_k/\rho_k} \rangle.
\]

Hence we get

\[
v = \frac{1}{\rho_{tot}} \sum_k \rho_k \log \langle \alpha_k, e^{-f_k/\rho_k} \rangle.
\]

Reusing the optimality condition, we set

\[
\lambda_i = \rho_i \log \langle \alpha_i, e^{-f_i/\rho_i} \rangle - \frac{\rho_i}{\rho_{tot}} \sum_{k=1}^K \rho_k \log \langle \alpha_k, e^{-f_k/\rho_k} \rangle.
\]

Note that this formula verifies \( KA = \sum_k \lambda_k = 0 \). Setting \( \tilde{\alpha}_k = e^{-(f_k + \lambda_k)/\rho_k} \alpha_k \), one has

\[
m(\tilde{\alpha}_k) = \exp \left( -\frac{1}{\rho_{tot}} \sum_k \rho_k \log \langle \alpha_k, e^{-f_k/\rho_k} \rangle \right).
\]

Hence the equality of masses \( m(\tilde{\alpha}_i) = m(\tilde{\alpha}_j) \) for any \( (i, j) \). \( \square \)