Thermal role of bound states and resonances in scalar QFT
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We study the thermal properties of quantum field theories (QFT) with three-leg interaction vertices $g\phi^3$ and $gS\phi^2$ ($\phi$ and $S$ being scalar fields), which constitute the relativistic counterpart of the Yukawa potential. We follow a non-perturbative unitarized one-loop resummed technique for which the theory is unitary, finite, and well defined for each value of the coupling constant $g$. Using the partial wave decomposition of two-body scattering we calculate the phase shifts, whose derivatives are used to infer the pressure of the system at nonzero temperature. A $\phi\phi$ bound state is formed when coupling $g$ is greater than a certain critical value. As one of the main outcomes, we show that this bound state does not count as one state in the thermal gas, since a cancellation with the residual $\phi\phi$ interaction typically occurs. The amount of this cancellation depends on the details of the model and its parameters: a variety of possible scenarios is presented. Moreover, even when no bound state occurs, we estimate the role of the interaction (including a resonance in the $gS\phi^2$ theory), which is in general non-negligible. We also show how the overall effect of interaction, including eventual resonances and bound states, can be formally described by a unique expression that makes use of the phase shift derivative below and above the threshold.
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I. INTRODUCTION

The production of hadronic bound states such as deuteron ($^2$H), tritium ($^3$H), helium-3 ($^3$He), helium-4 ($^4$He), hypertritium ($^4$H) and their antiparticles in high energy collisions has created a lot of interest in the community [1–7]. The temperature at the chemical freezeout is much larger than the binding energies of those bound states. Hence the natural question is that how such weakly bound objects can form in such a hot environment? Moreover, the size of such bound states is usually large compared to the inter-particle spacing of the fireball. It is, therefore, important to understand the mechanism of formation of those bound states in a thermal system. Further, a whole new class of objects can form in such a hot environment? Moreover, the size of such bound states is usually large compared to the inter-particle spacing of the fireball. It is, therefore, important to understand the mechanism of formation of those bound states in a thermal system. Further, a whole new class of bound states emerges as a secondary product. Till now, it is not clear which assumption is correct, although both models describe the production yields of bound states in high energy collisions quite well. Transport [30] and hybrid dynamical [31] models are also applied to describe bound states.

In Ref. [32], we investigated how to include bound states in a thermal gas in the context of quantum field theory (QFT) by using a scalar $\lambda \varphi^4$ interaction ($\lambda$ being the dimensionless coupling), which corresponds to a delta-potential in the non-relativistic limit. For that (relatively simple) QFT, it was possible to consider only the $s$-channel Feynman diagrams. The temperature dependence was incorporated by using the phase-shift (or S-matrix) approach. For $\lambda < 0$ (for which attraction occurs) and $|\lambda|$ above a certain critical value, a bound state forms. It was shown that this bound state is relevant at nonzero temperature, but it counts less than what a single state with the same mass would contribute since a partial cancellation with the residual $\varphi^4$ interaction is non-negligible. Note, this is in partial agreement with the quantum mechanical approach of Ref. [14], where a similar (but even more pronounced) cancellation was shown to occur.

A natural continuation of the work in Ref. [32] is to investigate the role of bound states in more complex QFTs, that go beyond the simple contact interaction. The next step is then to consider scalar theories that correspond to the Yukawa interaction, in which, besides the $s$-channel, also the $t$-channel and $u$-channel Feynman diagrams must be included. The simplest of such theories contains the interaction $g \varphi^3$, in which the exchanged particle is of the same type as the scattering ones. The interaction is always attractive (for any value of the coupling constant $g$) and, if strong enough, a bound state forms. The $t$- and the $u$- exchange channels are crucial for the attraction and thus for the formation of the bound state and generate also a left-handed cut in the complex plane, that must be properly taken into account in the unitarized version of the theory.

At nonzero $T$ the bound state (if it forms) must be included as an additional state in the thermal gas: its effect is typically partially cancelled by the residual $\varphi \varphi$ interaction, in a way that resembles the results of Ref. [32]. Yet, this cancellation gets smaller and smaller for increasing coupling, and in the strong coupling limit, one may also see an overall contribution that is even larger than the simple bound state thermal contribution. As expected, the pressure of the system turns out to be continuous as a function of $g$ at any given temperature, showing that the emergence of the bound state does not cause any jump in the pressure, because the abrupt contribution of the bound state is compensated by a jump in the interaction part. Adding a $\varphi^4$-interaction modifies the numerical results but not their qualitative interpretation.

The next interesting theory that we are going to study contains two distinct fields $S$ and $\varphi$ which interact via a term of the type $g S \varphi^2$. The state $S$ with mass $M$ is exchanged by the two $\varphi$-fields. Assuming that $M > 2m$, the fields $S$ corresponds to a resonance with a certain decay width into $\varphi \varphi$ and spectral function, see e.g. Ref. [33] for a detailed description. As well-known, the thermal...
properties of the resonance $S$ can be described via $\varphi^2$ phase-shift above the threshold, see e.g. Refs. [34–41] and refs. therein. As we shall see, the interaction strongly affects the role of the resonance at nonzero $T$. Moreover, besides the resonance $S$, also a bound state can form if $g$ is large enough, making this system quite interesting.

Finally, in all cases mentioned above and in agreement with the postulate of Ref. [32], one can generalize the phase-shift approach for the thermal description of the system by extending it below the threshold. In this case, (eventual) bound-state(s) and resonance(s), if present, are automatically incorporated into the finite-$T$ properties of the thermal gas.

The paper is organized as follows: in Sec. II we briefly present the vacuum’s properties of the $\varphi^3$-QFT. Here we discuss scattering phase shifts, unitarization procedure, and the formation of a bound state. Then, in Sec. III we discuss the formalism of the system at finite temperature, including the effect of an additional $\varphi^4$ interaction to the QFT potential. Further, in Sec. IV we consider a second state $S$ with the three-leg interaction $S\varphi^2$. Finally, in Sec. V we summarize and conclude the paper.

II. VACUUM PHENOMENOLOGY OF THE SCALAR $\varphi^3$-QFT

In this Section, we describe (some) vacuum properties of the $\varphi^3$ theory, with special attention on elements of scattering and on the employed unitarization approach. These properties will be used later on when presenting the results of the system at nonzero $T$.

A. Lagrangian and amplitudes

The Lagrangian under consideration reads

$$\mathcal{L} = \frac{1}{2} (\partial_\mu \varphi)^2 - \frac{1}{2} m^2 \varphi^2 - \frac{g}{3!} \varphi^3, \quad (1)$$

where the first two terms describe a free particle with mass $m$ and the last term corresponds to the interaction. The coupling constant $g$ has dimension $[\text{Energy}]$, therefore the theory is renormalizable [42]. Yet, as we shall comment later on, we shall introduce a non-perturbative unitarization procedure on top of Eq. (1) in such a way to make the theory finite and unitary at each energy.

In the centre of the mass frame the differential cross-section is given by [42]

$$\frac{d\sigma}{d\Omega} = \frac{|A(s, t, u)|^2}{64\pi^2 s}, \quad (2)$$

where $A(s, t, u)$ is the scattering amplitude as evaluated through Feynman diagrams, and $s, t$ and $u$ are Mandelstam variables:

$$s = (p_1 + p_2)^2 \geq 4m^2, \quad (3)$$
$$t = (p_1 - p_3)^2 = -\frac{1}{2} (s - 4m^2)(1 - \cos \theta) \leq 0, \quad (4)$$
$$u = (p_2 - p_3)^2 = -\frac{1}{2} (s - 4m^2)(1 + \cos \theta) \leq 0, \quad (5)$$

where $p_1, p_2, p_3$ and $p_4$ are the four-momenta of the particles ($p_1, p_2$ ingoing and $p_3, p_4$ outgoing), and $\theta$ is the scattering angle. The sum of these three variables is $s + t + u = 4m^2$.

In the particular case of our Lagrangian of Eq. (1) the tree-level scattering amplitude $A(s, t, u)$ takes the form

$$A(s, t, u) = -\frac{g^2}{s - m^2 + i\epsilon} - \frac{g^2}{t - m^2 + i\epsilon} - \frac{g^2}{u - m^2 + i\epsilon}. \quad (6)$$
The amplitude on-shell reads:

\[ A(s = 4m^2, 0, 0) = -\frac{g^2}{4m^2 - m^2} - \frac{g^2}{-m^2} = \frac{g^2}{m^2} \left( \frac{1}{3} + 1 + 1 \right) = \frac{5g^2}{3m^2} > 0 , \] (7)

thus attraction wins at the threshold because the attractive t- and u-channels overcome the s-channel repulsion. The s-wave \((l = 0, \text{ where } l \text{ is the orbital angular momentum})\) scattering length at tree-level is:

\[ ma^{\text{SL}}_0 = \frac{1}{32\pi} A(s = 4m^2, 0, 0) = \frac{1}{32\pi} \frac{5g^2}{3m^2} \Rightarrow a^\text{SL}_0 = \frac{5g^2}{96\pi m^3} . \] (8)

Next, we turn to partial wave expansion \([43]\):

\[ A(s, t, u) = A(s, \theta) = \sum_{l=0}^{\infty} (2l + 1) A_l(s) P_l(\cos \theta) , \] (9)

where \(P_l(\xi)\) with \(\xi = \cos \theta\) are the Legendre polynomials with

\[ \int_{-1}^{+1} d\xi P_l(\xi) P_l'(\xi) = \frac{2}{2l + 1} \delta_{ll'} . \] (10)

In general, the \(l\)-th wave contribution to the amplitude is given by

\[ A_l(s) = \frac{1}{2} \int_{-1}^{+1} d\xi A(s, \theta) P_l(\xi) . \] (11)

At tree-level the s-wave amplitude’s contribution takes the form:

\[ A_0(s) = \frac{1}{2} \int_{-1}^{+1} d\xi A(s, \theta) = -\frac{g^2}{s - m^2} + 2g^2 \frac{\log \left[ 1 + \frac{s - 4m^2}{m^2} \right]}{s - 4m^2} , \] (12)

which at threshold reduces to:

\[ A_0(s = 4m^2) = \frac{5g^2}{3m^2} . \] (13)

The s-wave scattering length (at tree-level) \(a^0_0\) can be re-obtained as:

\[ a^\text{SL}_0 = \frac{1}{2} \frac{A_0(s = 4m^2)}{8\pi \sqrt{4m^2}} = \frac{1}{32\pi m} \frac{5g^2}{3m^2} = \frac{5g^2}{96\pi m^3} . \] (14)

Note, in order to avoid confusion, we denote with Latin alphabet \(s, t, u, g\) ...as the partial waves with increasing \(l\). On the other hand, we employ calligraphic \(s, t, u\) when referring to the Mandelstam variables. Finally, the calligraphic \(g\) refers to the three-leg coupling constant entering into the various Lagrangian(s).

There are two important properties of \(A_0(s)\) that need to be discussed since they will be useful later on:

(i) \(A_0(s)\) contains a pole for \(s = m^2\): this is the pole of the single field in the s-channel, \(|A_0(s = m^2)| = \infty\); this simple pole (with nonzero residuum) should be preserved when unitarizing the theory. We assume that the position of the pole is not shifted by loop corrections: this can be achieved by a suitable subtraction.

(ii) \(A_0(s)\) diverges for \(s = 3m^2\). This is due to the left-hand-cut induced by the t- and the u-channels onto the s-wave. (The residuum is zero, thus no particle corresponds to this divergence). We stress that the existence of the branch cut for \(s \leq 3m^2\) is also a consequence of the single-particle pole described in the point (i) \([44, 45]\). As for (i), we will impose this feature when unitarizing the theory.
We now turn to higher waves. Clearly, $A_{2n+1}(s) = 0$, since each odd wave vanishes. For the d-wave, the corresponding amplitude reads:

$$A_2(s) = \frac{-2g^2}{(s-4m^2)^3} \left[ 3 \left( 8m^4 - 6m^2s + s^2 \right) + \left( 2m^4 + 2m^2s - s^2 \right) \log \left[ 1 + \frac{s-4m^2}{m^2} \right] \right], \quad (15)$$

which for $s$ close to the threshold is approximated by:

$$A_2(s) \simeq \frac{1}{15} \frac{g^2}{m^6} (s-4m^2)^2. \quad (16)$$

For the g-wave we have:

$$A_4(s) = \frac{-g^2}{3(s-4m^2)^5} \left[ -5 \left( 46m^4 - 2m^2s - 5s^2 \right) (s-2m^2) (s-4m^2) + 6 \left( 74m^8 - 124m^6s + 54m^4s^2 - 4m^2s^3 - s^4 \right) \log \left[ 1 + \frac{s-4m^2}{m^2} \right] \right], \quad (17)$$

which close to threshold reads:

$$A_4(s) \simeq \frac{g^2}{315m^8} (s-4m^2)^4. \quad (18)$$

Both $A_2$ and $A_4$ vanish at the threshold, like any other wave with $l > 0$. The total cross-section reads

$$\sigma(s) = \frac{1}{2} \frac{1}{64\pi^2s} \int_0^{\pi} |A(s, \theta)|^2 \sin \theta d\theta = \frac{1}{2} \frac{1}{64\pi^2s} \sum_{l=0}^{\infty} 2(2l+1) |A_l(s)|^2, \quad (19)$$

which at threshold reduces to:

$$\sigma(s_{th} = 4m^2) = \frac{1}{2} \frac{1}{64\pi^2s} 2 |A_0(s_{th})|^2 = 8\pi |a_0^{SL}|^2. \quad (20)$$

As a final step of this subsection, let us introduce the $l$-th wave phase shifts $\delta_l(s)$ as:

$$\frac{e^{2i\delta_l(s)} - 1}{2i} = \frac{1}{2} \frac{k}{8\pi \sqrt{s}} A_l(s), \quad (21)$$

where $k = \sqrt{\frac{7}{4} - m^2}$. Note, for $s$ just above threshold we have $\frac{e^{2i\delta_l(s)} - 1}{2i} \simeq \delta_0(s) \simeq k a_0^{SL}$. In general, the phase-shift $\delta_l(s)$ can be calculated as:

$$\delta_l(s) = \frac{1}{2} \arg \left[ 1 - \frac{1}{8\pi} \sqrt{\frac{4m^2}{s} - 1} A_l(s) \right]. \quad (22)$$

### B. Unitarization

First, we need to introduce the $\varphi \varphi$ loop $\Sigma(s)$. Its imaginary part above the threshold is the usual phase-space kinematic factor (see e.g. Ref. [33]):

$$I(s) = \text{Im} \Sigma(s) = \frac{1}{2} \frac{\sqrt{\frac{7}{4} - m^2}}{8\pi \sqrt{s}} \text{ for } \sqrt{s} > 2m. \quad (23)$$
FIG. 1. Energy dependence of the real and imaginary parts of the loop function Σ (see Eq. (24)). The value of the Σ at the threshold (= 1/(64√3π)) is also indicated in this plot.

We use no cutoff, hence the above equation is considered valid up to arbitrary values of the variable s. The imaginary part alone does not fix the form of Σ(s) completely. Here, the loop function Σ(s) for a complex s is chosen by considering two subtractions:

$$\Sigma(s) = -\frac{(s-m^2)(s-3m^2)}{\pi} \int_{4m^2}^{\infty} \frac{\frac{1}{\sqrt{s-m^2}}}{8\pi\sqrt{s}} \frac{1}{8\pi\sqrt{s}} \frac{1}{8\pi\sqrt{s}} \frac{1}{8\pi\sqrt{s}} ds' \ . \quad (24)$$

The subtractions guarantee that Σ(s = m^2) = 0 and Σ(s = 3m^2) = 0. In this way, the choice of Σ(s) (i) preserves the pole corresponding to s = m^2 (in other words, the tree-level mass is preserved also at the unitarized level) and (ii) assures that the unitarized amplitude diverges at the branch point s = 3m^2 generated by the single-particle pole for m^2 along the t and u channels. Interestingly, the same unitarization procedure has been used in the recent work of Ref. [46] dealing with glueball-glueball scattering in an effective dilaton model of Yang-Mills theory.

The real and the imaginary parts of Σ as function of √s/m are shown in Fig. 1. [Note: throughout this paper we consider m = 1 in arbitrary unit (a.u.) and all the variables are normalized w.r.t. m.] The function Re Σ(s) vanishes at √s/m = 1 and √3 as a consequence of the subtractions. In particular, it is positive between √s/m = √3 and the threshold √s/m = 2, where it reaches the value

$$\Sigma(s = 4m^2) = 3\pi + i \ln \left( \frac{128(3-\sqrt{3})}{(36-12\sqrt{3})\pi} \right) = \frac{1}{64\sqrt{3}\pi} \approx 0.0028715 \ . \quad (25)$$

In this way a bound state, if existent, has a mass within (√3m, 2m). Above threshold, Re Σ(s) decreases and becomes negative at large √s/m. Conversely, the imaginary part Im Σ(s) is zero (or better infinitesimally small) below threshold, while above threshold it increases according to Eq. (26).

It is also useful to re-express the imaginary part Im Σ(s) as:

$$\text{Im } \Sigma(s) = \begin{cases} \frac{1}{2} \frac{\sqrt{s-m^2}}{\pi\sqrt{s}} & \text{for } s > (2m)^2, \\ \epsilon & \text{for } s < (2m)^2 \end{cases}, \quad (26)$$

where ϵ ∝ ϵ is an infinitesimal positive quantity.

The unitarized amplitudes are obtained by a resummation of the tree-level amplitudes A_k(s) as:

$$A_k^U(s) = [A_k^{-1}(s) - \Sigma(s)]^{-1} \ . \quad (27)$$
leading to the unitarized phase shift

$$e^{2i\delta^U_l(s)} - 1 = \frac{1}{2} \cdot \frac{k}{8\pi\sqrt{s}} A^U_l(s) ,$$

(28)

hence:

$$\delta^U_l(s) = \frac{1}{2} \arg \left[ 1 - \frac{1}{8\pi} \sqrt{\frac{m^2}{s}} - \frac{1}{4} A^U_l(s) \right].$$

(29)

The unitarized scattering length reads:

$$a^U_{SL} = \frac{1}{2} \frac{1}{16\pi m} A^{-1}_0(4m^2) - \frac{1}{4} \frac{1}{\Sigma(4m^2)} \approx \frac{1}{32\pi m} \frac{\Im m^2}{4\pi^2} - \frac{1}{64\sqrt{3}\pi}. \quad (30)$$

The critical value of $g$ is given by:

$$\frac{3m^2}{8g^2} - \frac{1}{64\sqrt{3}\pi} = 0 \rightarrow \frac{g_c^2}{m^2} = \frac{192\sqrt{3}\pi}{5} \approx 208.95 ,$$

(31)

thus

$$\frac{g_c}{m} \approx 14.4551 .$$

(32)

For $g = g_c$ the divergence of the scattering length signalizes the emergence of a bound state just at the threshold, see next subsection.

Note, one can calculate $\delta^U_l(s)$ by using the equivalent expressions

$$\delta^U_l(s) = \frac{1}{2} \arcsin \left[ \frac{k}{8\pi\sqrt{s}} \Re A^U_l(s) \right] = \frac{1}{2} \arccos \left[ 1 - \frac{k}{8\pi\sqrt{s}} \Im A^U_l(s) \right].$$

(33)

In fact, when unitarization is preserved, the expressions in Eq. (33) and (29) give rise to the same result for the phase shift.
Before going into the details of the numerical results of the phase shifts, let us mention the convention adopted in this work. We impose that the phase shifts for any partial waves vanish at threshold:

$$\delta_l^{(s)}(s = 4m^2) = 0.$$  \hfill (34)

Sometimes a different convention is used, according to which the phase space at threshold equals to $n_B \pi$, where $n_B$ is the number of bound states below the threshold \[45\]. Since the physical quantities are related to the difference and derivative of the phase shifts, the results are unaffected by the choice of the convention of the phase shift at the threshold.

The left panel of Fig. 2 shows the energy dependence of the unitarized phase shifts for s-wave ($l = 0$), d-wave ($l = 2$), and g-wave ($l = 4$) at the coupling $g = 10m < g_c \approx 14.45m$. The s-wave phase shift increases rapidly just above the threshold $\sqrt{s} = 2m$ and then decreases approaching zero at large energies. The d-wave and g-wave show similar behaviour, yet their magnitudes are smaller than that of the s-wave. (Note, the degeneracy factor $(2l + 1)$ is not displayed in Fig. 2). The corresponding phase-shift derivatives are depicted in the right panel of Fig. 2.

Figure 3 shows the same quantities as Fig. 2 but for $g = 20m > g_c$. The s-wave phase shift, shown in the left panel, decreases rapidly above the threshold and saturates at $-\pi$ at large $\sqrt{s}/m$. This behaviour indicates the presence of a bound state below the threshold, see the next subsection. The phase shifts of d- and g-waves are similar to the previous case. The right panel shows the derivatives of the phase shifts, where it is visible that the s-wave contribution is sizable.

### C. Bound state

The bound state equation (s-channel, for $s$ below the threshold) reads:

$$[A^{-1}_0(s) - \Sigma(s)] = 0.$$ \hfill (35)

In Fig. 4 the mass of the bound state $M_B/m$ is plotted as function of the coupling $g$. For the critical value $g = g_c + \epsilon \approx 14.45m$ the bound state forms exactly at threshold, and for $g > g_c$ it ranges between $\sqrt{3} < \sqrt{s}/m < 2$, in which $\text{Re}\, \Sigma(s) > 0$. Note, no bound state is observed in d- and g-waves, the reason being that the tree-level amplitude is non-zero at threshold only in case of the s-wave.

In the left panel of Fig. 5 we show the energy dependence of the s-wave phase shift for $g = 20m > g_c$, in which, in addition to Fig. 3 also the sub-threshold range is displayed. For $\sqrt{s} \approx 1.968 = M_B$ there
FIG. 4. Variation of the bound state mass (Eq. 35) with the coupling $g$. The vertical line indicates the critical coupling $g_c$, for which $M_B = 2m$.

FIG. 5. (Left) Energy dependence of the s-wave phase-shift at $g = 20m > g_c$ below and above the threshold. One may note the jump from $-\pi/2$ at the bound state mass $M_B$. (Right) Corresponding energy dependence of the derivative of the phase shift. At $\sqrt{s} = M_B$ a Dirac-delta function appears.

is a sudden jump of the phase shift from $-180$ degree to zero (set as the conventional value at threshold). As a consequence, there is a delta function in the derivative of the phase shift shown in the right panel of Fig. 5.

Note, Fig. 5 is consistent with the Levinson theorem [47, 48], according to which the number of poles below threshold equals to the difference of the phase shift at infinity and at threshold:

$$n_{\text{poles-below-threshold}} = \frac{1}{\pi} \left( \delta_U^0 (s \to \infty) - \delta_U^0 (s = 4m^2) \right).$$  \hspace{1cm} (36)
III. THERMODYNAMIC PROPERTIES OF THE $\phi^3$-QFT

In this section, we study the $\phi^3$-theory at nonzero temperature. In particular, we shall concentrate on the evaluation of the different contributions to the pressure.

A. Nonzero-$T$ formalism

The non-interacting part of the pressure for a gas of interacting particles with mass $m$ reads:

$$P_{\phi,\text{free}} = -T \int_k \ln \left[ 1 - e^{-\beta \sqrt{k^2 + m^2}} \right],$$  \hspace{1cm} (37)

where $\int_k \equiv \int d^3k/(2\pi)^3$ and $\beta = 1/T$. In the scattering-matrix or the $S$-matrix formalism [53–55], the interacting part of the pressure is related to the derivative of the phase shift with respect to the energy by the following relation:

$$P_{U\phi,\text{int}} = -T \int_2^\infty \frac{2l + 1}{\pi} \sum_{l=0}^{\infty} \frac{d\delta U}{dx}(s = x^2) \int_k \ln \left[ 1 - e^{-\beta \sqrt{k^2 + x^2}} \right] = \sum_{l=0}^{\infty} P_{U\phi,\text{int},l},$$ \hspace{1cm} (38)

where $x = \sqrt{s}$.

Above the critical value $g = g_c$, a bound state is formed. The pressure corresponding to the bound state of mass $M_B$ can be written as

$$P_B = -\theta(g_c - g)T \int_k \ln \left[ 1 - e^{-\beta \sqrt{k^2 + M^2}} \right],$$ \hspace{1cm} (39)

where the theta function takes into account that for $g < g_c$ there is no bound state $B$.

The total pressure of the system is written as

$$P_{\text{tot}}^{U\phi} = P_{\phi,\text{free}} + P_{U\phi,\text{int}} + P_B.$$ \hspace{1cm} (40)

Quite interestingly, as discussed in Ref. [32], the bound-state and the interaction part can be summarized by the equation

$$P_{U\phi,\text{int}}^{\phi} + P_B = -T \int_0^\infty \frac{2l + 1}{\pi} \sum_{l=0}^{\infty} \frac{d\delta U}{dx}(s = x^2) \int_k \ln \left[ 1 - e^{-\beta \sqrt{k^2 + x^2}} \right],$$ \hspace{1cm} (41)

where the lowest range of the integral is set to zero. In this way, the bound state and the interaction part are taken into account by a unique expression that contains the derivative of the phase-shift(s) below the threshold. In other words, the bound state can be also understood as a manifestation of the interaction among the $\phi$ particles.

As a final remark, we stress that the equations presented above shall be valid for all the QFT examples that we are going to investigate.

B. Numerical results

Next, we turn to numerical examples and plots that allow showing the properties of the system at nonzero temperature.

Figure 6 shows the unitarized pressure ($P_{U\phi,\text{int},l}/T^4$) as a function of $g/m$ at $T/m = 1$ for the partial waves corresponding $l = 0, 2, 4$. The s-wave is interesting: up to $g = g_c \approx 14.45$, $P_{U\phi,\text{int},l}/T^4$ increases, then it abruptly jumps to negative values. The reason is that above $g_c$ a bound state exists.
The normalized pressure \( P_B/T^4 \) for the bound state (see Eq. 39) is also shown: it is zero below \( g_c \) and nonzero (and positive) above this value. The jump has the same magnitude but opposite sign of the s-wave interacting channel. Moreover, the variation of the normalized total pressure with \( g/m \) as evaluated via Eq. 40 is shown in Fig. 7. The normalized total pressure varies continuously with \( g \) in all four temperatures shown in this figure.

Next, Fig. 8 shows the interacting parts of the normalized pressure for the s-, d- and g-waves as a function of \( T/m \) for \( g = 10m < g_c \) (no bound state). All the contributions are positive. We observe that at low \( T \) the s-wave dominates over the d- and g-waves. However, with the increase of \( T \), the d- and g-waves become larger due to their larger degeneracy factors (5 and 9, respectively).

Figure 9 is similar to Fig. 8 but for \( g = 20m > g_c \) (for which the bound state forms). The s-wave contribution is negative and decreasing, signalizing a repulsion. Here, also the bound state contribution is plotted.

The total normalized pressure as a function of \( T/m \) is shown in Fig. 10 for three different values
FIG. 8. Temperature dependence of the interacting normalized pressure (see Eq. 38) for s-, d- and g-waves at $g = 10m < g_c$.

FIG. 9. Temperature dependence of the interacting normalized pressure (see Eq. 38) for s-, d- and g-waves at $g = 20m > g_c$ (bound state forms). Besides the interactions of s-, d- and g-waves, the normalized pressure of the bound state and of free particles are also shown.

of $g$ (the free case $g = 0$, $g/m = 10$ and $g/m = 20$). At high $T$ the massless limit $(P_{\varphi,\text{free}}/T^4)_{m=0} = \pi^2/90 \approx 0.1096$ is reached.

An important point concerns the quantification of the contribution of the interaction to the pressure. We discuss the scenarios without and with the bound state separately.

When no bound state forms ($g < g_c$), it is useful to define the quantity:

$$\eta = \frac{P_{\varphi,\text{tot}}/T^4}{P_{\varphi,\text{free}}/T^4} = 1 + \frac{P_{\varphi,\text{int}}/T^4}{P_{\varphi,\text{free}}/T^4}. \quad (42)$$

The absence of interactions ($g \to 0$) corresponds to $\eta = 1$ and departures from this value quantify the naive result that one obtains by neglecting them.

Figure 11 shows the temperature dependence of $\eta$ for two different values of $g < g_c$. For both cases $\eta \approx 1$ when $T$ is low. This indicates that the role of the interaction is negligible at low temperatures.
With the increase of $T/m$, $\eta$ increases and becomes maximal at around $T/m \approx 2$. Then, above this value, it decreases and saturates. Moreover, we notice that for $g = g_c - \epsilon$ the maximum is reached for $\eta \approx 1.23$, which indicates that the effect of interaction is non-negligible at certain intermediate temperatures. The height at the maximum decreases as expected with the decrease of $g$, since the interaction is less intense.

Let us now define an analogous quantity to be used when a bound state forms ($g > g_c$):

$$\zeta = \frac{P_{\varphi}^{U}-\text{int} + P_B}{P_B},$$  \hspace{1cm} (43)$$

out of which the total pressure of the system is given by

$$P_{\text{tot}}^{U} = P_{\varphi,\text{free}} + \zeta P_B,$$  \hspace{1cm} (44)$$

which is simply the sum of two free gases, one for the particles of the type $\varphi$ with mass $m$ and one for the bound state $B$ with mass $M_B$. Yet, the latter is rescaled by the factor $\zeta$, which quantifies
the departure from the naive result obtained by including only a simple thermal contribution of free particles with mass $M_B$. Note, the naive case corresponds to $\zeta = 1$. In particular, the ratio $\zeta$ tells us how much of the bound state contribution remains after the partial cancellation induced by the interaction has been taken into account.

In Fig. 12 we show the temperature dependence of $\zeta$ for the values $g = g_c + \varepsilon$, $g = 20m$, and $g = 100m$. For $g = g_c + \varepsilon$, the quantity $\zeta \approx 0.4$ at $T/m = 0.1$, which then decreases for increasing $T/m$ and saturates to $\approx 0.08$. For $g = 20m$, $\zeta \approx 0.7$ at low $T/m$ and decreases to $\approx 0.08$ at high $T/m$. Thus, in both cases, the joint role of the bound state and interaction can be summarized by a contribution of free gas of bound state particles which is sizably reduced by $\zeta$. A partial cancellation takes place. Moreover, the amount of reduction depends both on the value of $g$ as the value of temperature, being typically larger at small $T$ and smaller at large $T$. In general, there is not a unique simple answer to the question about the amount of cancellation between the bound state gas and the interaction contributions.

Finally, the case $g = 100m$ can be regarded as a strong-coupling limit. Here, $\zeta > 1$, shows that one has even a larger result than a simple free gas of $B$ particles. A closer inspection indicates that for large $g$ the role of the d- and g-waves is sizable and the additional pressure is due to the higher waves.

C. Adding a four-leg interaction

As the last subject of this section, we show how the results change when adding an interaction term proportional to $\varphi^4$. To this end, let us consider the Lagrangian

$$\mathcal{L} = \frac{1}{2} (\partial_{\mu} \varphi)^2 - \frac{1}{2} m^2 \varphi^2 - \frac{g}{3!} \varphi^3 - \frac{\lambda}{4!} \varphi^4,$$  \quad (45)

whose tree-level scattering amplitude reads

$$A(s, t, u) = -\lambda \left( \frac{g^2}{s - m^2 + i\epsilon} - \frac{g^2}{t - m^2 + i\epsilon} - \frac{g^2}{u - m^2 + i\epsilon} \right).$$  \quad (46)
Only the s-wave amplitude is modified by including the $\varphi^4$ term, hence we shall concentrate only on the lowest wave in the following. The new expression for the tree-level s-wave amplitude reads:

$$A_0(s) = \frac{1}{2} \int_{-1}^{+1} d\xi A(s, \theta) = -\lambda - \frac{g^2}{s - m^2} + 2g^2 \log \left[ \frac{1 + \frac{s - 4m^2}{m^2}}{s - 4m^2} \right], \quad (47)$$

out of which the tree-level scattering length takes the form:

$$a_{0,SL} = \frac{1}{2} \frac{A_0(s = 4m^2)}{8\pi \sqrt{4m^2}} = -\lambda + \frac{5g^2}{3m^2} + \frac{1}{32\pi m} \frac{5g^2}{3m^2}. \quad (48)$$

The loop function allows calculating the unitarized amplitudes in the s-channel as:

$$A_0^{U}(s) = [A_0^{-1}(s) - \Sigma(s)]^{-1}, \quad (49)$$

where $\Sigma(s)$ is the loop function reported in Eq. (24), see also Ref. [46]. The unitarized scattering length reads:

$$a_{0,SL}^{U} = a_{0}^{U}(s = 4m^2) = \frac{1}{2} \frac{1}{16\pi m} \frac{1}{A_0^{-1}(4m^2) - \Sigma(4m^2)} \quad (50)$$

$$= \frac{1}{32\pi m} \left[ -\lambda + \frac{5g^2}{3m^2} \right]^{-1} - \frac{1}{64\sqrt{3} \pi}. \quad (51)$$

For a certain fixed value of $\lambda$, the new critical value of $g$ is given by

$$-\lambda + \frac{5g^2}{3m^2} = 64\sqrt{3}\pi,$$

then:

$$g_{\lambda,c}^2 = g_c^2 + \frac{3m^2}{5\lambda} \quad (52)$$
In the left panel of Fig. 13 we show the s-wave phase shift as a function of \( \sqrt{s}/m \) for \( g/m = 10 \) and for three different values of \( \lambda \) (\( \lambda = 0 \) as reference, \( \lambda = 100 \) (repulsive) for which \( g_{\lambda,c}/m \approx 16.4 \), and \( \lambda = -100 \) (attractive) for which \( g_{\lambda,c}/m \approx 12.2 \), thus no bound state forms in any of these cases). Interestingly, the case \( \lambda = -100 \) is similar to \( \lambda = 0 \). Yet, the situation is completely different for \( \lambda = 100 \), where the phase shift decreases and saturates to \(-\pi\) at large energies. Note, this result is not in disagreement with Levinson’s theorem. Even if no physical pole is realized, there is a pole for negative \( s \) values which causes the phase shift to tend to \(-\pi\), see also Ref. [32] where this feature is discussed for the \( \phi^4 \)-theory. Indeed, this result is expected since for large energies the \( \phi^4 \)-term dominates. Finally, the phase-shift derivatives are shown in the right panel of Fig. 13.

Figure 14 is obtained for \( g = 20m > g_{\lambda,c} \), for which a bound state forms. Correspondingly, the phase shift tends to \(-\pi\) for high energies. Also here, the case \( \lambda = -100 \) is similar to \( \lambda = 0 \). A quite different behaviour is observed in the case of \( \lambda = 100 \) where at large \( \sqrt{s}/m \) the phase shift saturates to \(-2\pi\), in agreement with the presence of two poles below threshold (one of which is the physical bound state). Note that the mass of the bound state is different for different \( \lambda \) values. For \( \lambda = 0, 100 \) and
-100, bound state masses are respectively 1.968\(m\), 1.98\(m\) and 1.955\(m\). The phase-shift derivatives are plotted in the right panel. Interestingly, a deep near \(\sqrt{5}/m \approx 6\) is observed for \(\lambda = 100\).

Next, we turn to the pressure. In the left panel of Fig. 15 we show the normalized s-wave interacting pressure as a function of \(g/m\) for three values of \(\lambda\) and for \(T/m = 1\). Note, the discontinuity in the s-wave pressure corresponds to \(g_{\lambda,c}\); the larger \(\lambda\), the larger \(g_{\lambda,c}\) needed to form a bound state, see Eq. (52). The normalized pressure of the bound state is shown in the right panel of Fig. 15, which -just as before- starts abruptly at \(g_{\lambda,c}\). The total pressure is, as expected, continuous in \(g\), see Fig. 16.

In Fig. 17 we show the temperature dependence of the s-wave normalized pressure for different \(\lambda\) (left panel for \(g = 10m\) (no bound state), right panel for \(g = 20m\) (bound state present). For \(g = 10m\), the s-wave contribution to the pressure is positive for \(\lambda = 0\) and \(\lambda = -100\), but is negative for \(\lambda = 100\). On the other hand, for \(g = 20m\) the s-wave pressure is negative for all the three \(\lambda\)'s.

The temperature dependence of total normalized pressure for \(g = 10m\) and \(20m\) are shown in Fig. 18. Note, for \(\lambda = 100\) total pressure is significantly reduced w.r.t. the case \(\lambda = 0\).
In presence of the $\varphi^4$ interaction we define quantities similar to Eqs. 42 and 43 as follows:

$$\eta_\lambda = \frac{P_{\text{tot}}^U}{P_{\varphi,\text{free}}}, \quad \zeta_\lambda = \frac{P_{\varphi^4-\text{int}}^U + P_B}{P_B}. \quad (53)$$

These ratios are used to quantify the effect of the interaction. Figure 19 shows the variation of $\eta_\lambda$ with $T/m$ at $\lambda = 100$. Here we take two $g$ values below the $g_{\lambda,c} \approx 16.4m$. For both cases, $\eta_\lambda$ is very close to one at low and at large $T/m$, while a peak for $T/m \sim 1$ is realized.

In Fig. 20 we show temperature dependence $\zeta_\lambda$ for $\lambda = 100$ at $g = g_{\lambda,c} + \epsilon$ ($g_{\lambda,c} \approx 16.4m$), $g = 20m$ and $g = 100m$. Again, a partial cancellation of the single bound-state contribution is visible for $g = g_{\lambda,c} + \epsilon$ and $g = 20m$. For the strong coupling limit one observes also a ratio larger than one for intermediate temperatures.
IV. AN INTERMEDIATE STATE S

In this section, we study the case in which two distinct particles, \( \varphi \) with mass \( m \) and \( S \) with mass \( M \), are considered. Their interaction is a three-leg \( gS\varphi^2 \) vertex. Thus, the decay of \( S \) into \( \varphi\varphi \), if kinematically allowed, takes place. Then, the state \( S \) is a resonance with a certain decay width. Since two \( \varphi \) particles interact via an exchange of \( S \), and attracting Yukawa-interaction between them is induced: if it is strong enough, a bound-state forms. The main question here is how this system behaves at nonzero \( T \).

A. Vacuum’s formalism

The Lagrangian under study takes the form:

\[
\mathcal{L} = \frac{1}{2} (\partial_\mu \varphi)^2 - \frac{1}{2} m^2 \varphi^2 + \frac{1}{2} (\partial_\mu S)^2 - \frac{1}{2} M^2 S^2 + \frac{g}{2!} S\varphi^2, \tag{55}
\]

where \( g \) is the coupling constant. The tree-level decay width \( S \to \varphi\varphi \) (allowed for \( M > 2m \)) reads (e.g. Ref. [33]):

\[
\Gamma_S = \frac{g^2}{2} \sqrt{\frac{M^2}{4} - m^2}, \tag{56}
\]

and the tree-level scattering is:

\[
A(s, t, u) = \frac{-g^2}{s - M^2 + i\epsilon} + \frac{-g^2}{t - M^2 + i\epsilon} + \frac{-g^2}{u - M^2 + i\epsilon}. \tag{57}
\]

The first three tree-level partial wave amplitudes are evaluated as:

\[
A_0(s) = \frac{1}{2} \int_{-1}^{+1} d\xi A(s, \theta) = -\frac{g^2}{s - M^2 + i\epsilon} + 2g^2 \log \left[1 + \frac{s-4m^2}{M^2}\right]; \tag{58}
\]

FIG. 20. Temperature dependence of the ratio \( \zeta_\lambda \) for \( \lambda = 100 \) (Eq. [54]).
FIG. 21. (Left) Variation of phase shifts with $\sqrt{s}/m$ for s-, d-, and g-waves at $g = 10m < g_{S,c}$ when the resonance $S$ has mass $M = 3m$. The d- and g-wave phase shifts are multiplied by a factor of 100 to make them visible. (Right) Energy dependence of s-, d-, g-wave phase-shift derivatives. The d- and g-waves contributions are multiplied by a factor of 1000.

\[
A_2(s) = \frac{-2g^2}{(s-4m^2)^2} \left( 3(4m^2-s)(4m^2-2M^2-s) + (16m^4 + 6M^4 + 6M^2 s + s^2 - 8m^2(3m^2 + s)) \log \left[ 1 + \frac{s - 4m^2}{M^2} \right] \right),
\]

(59)

\[
A_4(s) = \frac{-2g^2}{3(s-4m^2)^2} \left[ 5(4m^2-s)(4m^2-2M^2-s)(80m^4-8m^2(21M^2+5s)+42M^4 + 42M^2 s + 5s^2) - 6(256m^8 - 256m^6(5M^2 + s) + 96m^4(15M^4 + 10M^2 s + s^2) - 16m^2(35M^6 + 45M^4 s + 15M^2 s^2 + s^3) + 70M^8 + 140M^6 s + 90M^4 s^2 + 20M^2 s^3 + s^4) \log(1 + \frac{s - 4m^2}{M^2}) \right].
\]

(60)

The unitarization is carried out by repeating analogous steps as in Sec. II B. As previously, the loop function for $M < 2m$ (when the state $S$ is stable) has therefore two subtractions, one at the mass $M$ and one at the branch point $4m^2 - M^2$:

\[
\Sigma(s) = \frac{(s - M^2)(s - (4m^2 - M^2))}{\pi} \int_{4m^2}^{\infty} \frac{\frac{1}{2} \sqrt{-m^2}}{8\pi \sqrt{s'}} \frac{1}{(s' - M^2)(s' - (4m^2 - M^2))} ds'.
\]

(61)

Yet, for $M > 2m$ (that is above threshold) the state $S$ is a resonance, therefore we should only require that the real part of the loop vanishes at $M^2$, thus $\text{Re}[\Sigma(s = M^2)] = 0$ (the whole loop does not, since the imaginary part, proportional to the decay width of $S$, is nonzero). Then:

\[
\Sigma(s) = \Sigma(s) + \frac{(s - (4m^2 - M^2))}{\pi} \int_{4m^2}^{\infty} \frac{\frac{1}{2} \sqrt{-m^2}}{8\pi \sqrt{s'}} \frac{1}{(s' - M^2)(s' - (4m^2 - M^2))} ds' + C,
\]

(62)

where the subtraction $C$ is such that $\text{Re}[\Sigma(s = M^2)] = 0$. 
The unitarized amplitudes are given by $$A_k(s) = [A_k^{-1}(s) - \Sigma(s)]^{-1},$$ thus the critical value of the coupling $$g$$ for obtaining a bound state in the s-channel is determined by

$$A_0^{-1}(4m^2) - \Sigma(4m^2) = 0 \quad (63)$$

with

$$A_0(s = 4m^2) = \frac{-g^2}{4m^2 - M^2} + \frac{2g^2}{M^2}; \quad (64)$$

$$\Sigma(4m^2) = \frac{\sqrt{M^2 - 4m^2} \log \left[ -1 + \frac{M(M+\sqrt{M^2-4m^2})}{2m^2} \right]}{32M\pi^2}. \quad (65)$$

Note, the fact that a critical $$g$$ is needed to obtain a bound state is well known in the quantum mechanical counterpart of the Yukawa interaction, e.g. Refs. 54, 55.

The energy dependence of the unitarized phase shifts for s-, d- and g-waves is shown in the left panel of Fig. 21 for the choice $$M = 3m$$ and $$g = 10m < g_{M,c} \approx 22.83m$$. The s-wave phase increases rapidly near $$\sqrt{s} = 3m = M$$ and tends towards $$\approx \pi$$ (from above). Compared to the s-wave, magnitudes of the d- and g-wave phase shifts are significantly smaller and hence they are multiplied by a factor of 100 to show them in this plot.

The derivative of the corresponding phase shifts with respect to $$\sqrt{s}/m$$ is shown in the right panel of Fig. 21. At the threshold, the derivative of s-wave phase shift is infinite (but the area under the curve is finite, hence there is no problem in evaluating thermodynamical quantities, see below). As expected, a resonance peak is observed near $$\sqrt{s} = 3m = M$$. The reason for this peak is the presence of the particle $$S$$ of mass $$3m$$. For d- and g- waves, the derivatives of phase shifts are multiplied by a factor of 1000 to show them in the same plot since their magnitudes are smaller compared to that of s-wave.

In the left panel of Fig. 22 the case $$g = 30m > g_{M,c}$$ is shown. A drastic change in the s-wave phase shift is observed, which is negative for $$2m < \sqrt{s} \lesssim 4m$$, as a consequence of the presence of a bound state below the threshold. In this region, the s-wave phase shift decreases and reaches $$-\pi/2$$ around $$\sqrt{s}/m \approx 3$$, then starts increasing and becomes positive above $$\sqrt{s}/m \approx 4$$. It tends to zero at large $$\sqrt{s}/m$$. For the other two waves, the behaviour is similar to Fig. 21 but somewhat larger in magnitude. The right panel of Fig. 22 shows the derivatives of phase shifts. The derivative of the s-wave phase shift starts from $$-\infty$$ at the threshold, it then increases rapidly with the increase
FIG. 23. Variation of normalized pressure of s-, d- and g-waves with \( g/m \) at fixed \( T/m \) in presence of an intermediate state \( S \) of mass \( M = 3m \). The normalized pressure of the bound state is also shown.

of \( \sqrt{s}/m \) and becomes positive. Around \( \sqrt{s}/m \approx 3.5 \) it shows a peak and starts decreasing towards zero above that. The variation of derivatives of the d- and g-waves are similar Fig. 21 but larger in magnitude.

B. Thermodynamic properties of the system in presence of \( S \)

In this subsection, we discuss the thermodynamical properties of the system in presence of an intermediate state \( S \) with mass \( M \). The pressure is evaluated via Eq. (38), that we report for convenience:

\[
P_{\varphi \varphi}^{U} + P_B = -T \int_0^{\infty} dx \frac{2l+1}{\pi} \sum_{l=0}^{\infty} \frac{d\delta_{U}^{l}(s = x^2)}{dx} \int_{k} \ln \left[ 1 - e^{-\beta \sqrt{k^2 + x}} \right],
\]

which gives the overall interacting contribution. In particular, it should be stressed that:

(i) The pressure of the bound state \( P_B \) is, as usual, nonzero only for \( g > g_{M,c} \).

(ii) The contribution of the state \( S \) is contained in the term \( P_{\varphi \varphi}^{U} \); in the limit \( g \to 0 \), one has

\[
\frac{1}{\pi} \frac{d\delta_{0}^{U}(s = x^2)}{dx} = \delta(x - M),
\]

thus \( P_{\varphi \varphi}^{U} \) reduces to the pressure of free \( S \) particles with mass \( M \).

(iii) Care is needed when \( g = 0 \). For this choice, the interaction contribution is, clearly, exactly zero. The state \( S \) is a free field that cannot be obtained form the interaction part of the \( \varphi \) field. This issue is discussed in details in Ref. [39]: Eq. (66) is valid for nonzero (even if infinitesimal) \( g \):

\[
\lim_{g \to 0} P_{\varphi \varphi}^{U} = P_{S,\text{free}} \neq (P_{\varphi \varphi}^{U})_{g=0} = 0 .
\]

Next, we turn to numerical examples for the specific choice \( M = 3m \). The interacting part of the normalized pressure of s-, d- and g-waves as a function of \( g/m \) is shown in Fig. 23 in which the temperature is taken as \( T = m \). When \( g/m \) is small, the interacting part of the pressure of the s-wave is dominated by the free particle \( S \) with mass \( M = 3m \). As the coupling \( g \) increases, the interacting part of the pressure of the s-wave contribution also increases. Up to the critical value of \( g_{M,c} \) (\( \approx 22.83m \)),
FIG. 24. Variation of the normalized total pressure (Eq. 40) with $g/m$ in presence of an intermediate state of mass $M = 3m$.

FIG. 25. Temperature dependence of the normalized pressure for s-, g-, and d-wave at $g = 10m < g_{S,c}$ in presence of an intermediate state $S$ of mass $M = 3m$. Results of d- and g-waves are multiplied by a factor of 10.

the s-wave has a positive contribution to the pressure, while it is negative above it. The interacting part of the normalized pressure of d- and g-waves are always positive, but the magnitudes are much smaller compared to that of the s-wave. In this plot, we also show the normalized pressure for the bound state (which is clearly nonzero only for $g > g_{M,c}$). As in the previous QFT examples, the pressure of the bound state exactly compensates for the abrupt jump in the s-wave pressure at the critical value $g_{M,c}$. The normalized total pressure as a function of $g/m$ for four different $T$ is shown in Fig. 24. Similar to Figs. 7 and 16, the total pressure is continuous in $g$.

Next, we calculate the temperature dependence of the pressure for s-, d- and g-waves in presence of an intermediate state $S$ of mass $M = 3m$. In Fig. 25 we show the results for $g/m = 10$. (The d- and g-waves contributions are multiplied by 10 to make them visible). For all three waves, the normalized pressure increases and saturates at large $T/m$.

Figure 26 shows the case $g = 30m > g_{M,c}$, for which a bound state forms. The pressure of the bound
state, as well as free particle $\varphi$, are also shown. Both of them saturate at the value $\pi^2/90 \approx 0.109$ at high $T/m$. The normalized pressure for the s-wave is negative up to $T/m \approx 3.5$ and, beyond that, is slightly positive. The other two waves contribute positively. The magnitudes of three partial wave contributions are small compared to contributions of the free particles $\varphi$ and the bound state $B$. The temperature dependence of the normalized total pressure as a function of $T/m$ is shown for three values of $g$ in Fig. 27.

When $g = m \ll g_{M,c}$, the attraction is very small and the resonance $S$ behaves almost like a free particle, thus basically the two free particles $\varphi$ and $S$ contribute to the pressure. At large $T$ the normalized pressure saturates to $2\pi^2/90 \approx 0.219$. For the larger coupling $g = 10m$, the state $S$ has a sizable width. As a result, the normalized total pressure is larger than the one for $g = m$. For $g = 30m$, there is, in addition, also a bound state. Although the pressure of s-wave is negative up to certain $T/m$ (see Fig. 26), the overall effect of the interaction for $g = 30m$ is, as expected, positive.
Finally, in order to study the overall effect of the interaction, we define the following ratios:

\[ \eta_S = \frac{P_U^{\text{tot}}}{P_{\psi,\text{free}} + P_{S,\text{free}}} \]  \hspace{1cm} (69)

and

\[ \zeta_S = \frac{P_{U,\text{int}}^{\psi} + P_B}{P_{S,\text{free}} + P_B} \]  \hspace{1cm} (70)

In Fig. 28 we show \( \eta_S \) as a function of \( T/m \) at two different \( g \) below the critical value \( g_{M,c} \). For both cases, \( \eta_S \) is greater than one. This implies that neglecting interaction would lead to underestimation of the overall actual pressure.
In Fig. 29 we show $\zeta_S$ with $T$ for three different $g$, one just above the critical value $g_{M,c} \approx 22.83 m$ and for $g = 30 m$ and $g = 100 m$. For the first case, $\zeta_S \approx 1$ at low temperature but, as $T/m$ increases, it decreases and reaches a minimum value $\approx 0.43$ for $T/m \approx 0.5$. With further increase of $T/m$, the ratio $\zeta_S$ slightly increases and saturates at a value $\approx 0.52$. For $g = 30 m$, the behaviour of $\zeta_S$ is qualitatively similar to the previous one, but at high $T/m$ it saturates to $\approx 0.55$. In both cases, that neglecting the interaction would lead to a quite large overestimation of the actual result. Finally, for the strong coupling $g = 100 m$, the ratio $\zeta_S$ is close to unity. Quite interestingly, the various effects compensate in such a way that the free gas with the resonance $S$ and the bound state $B$ reproduce quite well the interacting contribution to the pressure.

V. CONCLUSIONS

In this work, we have investigated the role of particle interaction in a thermal gas in the context of selected scalar QFTs that contain three-leg vertices and can lead to the formation of bound states, if the attraction is strong enough.

To this end, we have calculated the scattering phase shifts of the s-, d-, and g-waves using the partial wave decomposition of two-body scattering and we implemented a non-perturbative unitarized one-loop resummed approach for which the theory is unitary, finite and well defined for each value of the three-leg coupling constant $g$.

**TABLE I.** Estimate of the interaction’s role when no bound state forms ($g$ less than the respective critical values). In each case, the expected value in absence of the interaction is one.

| QFT     | Quantity | Total pressure $P_{tot}^{U}$ | Figure |
|---------|----------|-----------------------------|--------|
| $\frac{g}{2!} \varphi^2$ | $\zeta$ | $P_{tot}^{U} = \eta P_{\varphi,free}$ | 28     |
| $\frac{g}{3!} \varphi^3$ | $\eta$ | $P_{tot}^{U} = \eta P_{\varphi,free}$ | 11     |
| $\frac{g}{3!} \varphi^3 + \frac{\lambda}{4!} \varphi^4$ | $\eta \lambda$ | $P_{tot}^{U} = \eta P_{\varphi,free}$ | 19     |

**TABLE II.** Estimate of the interaction’s role when a bound state forms ($g$ greater than the respective critical values). In each case, the expected value in absence of the interaction is one.

| QFT     | Quantity | Total pressure $P_{tot}^{U}$ | Figure |
|---------|----------|-----------------------------|--------|
| $\frac{g}{2!} \varphi^2$ | $\zeta_S$ | $P_{tot}^{U} = P_{\varphi,free} + \zeta_S P_B$ | 29     |
| $\frac{g}{3!} \varphi^3$ | $\zeta$ | $P_{tot}^{U} = P_{\varphi,free} + \zeta P_B$ | 12     |
| $\frac{g}{3!} \varphi^3 + \frac{\lambda}{4!} \varphi^4$ | $\zeta \lambda$ | $P_{tot}^{U} = P_{\varphi,free} + \zeta \lambda P_B$ | 20     |
| $\frac{g}{2!} \varphi^2$ | $\zeta_S$ | $P_{tot}^{U} = P_{\varphi,free} + \zeta_S (P_{S,free} + P_B)$ | 29     |

In all cases, we studied the role of the interaction and realized that, in general, it is non-negligible. Even in the case when no bound state is present, a sizable role of the interaction implies that the simple inclusion of a gas of free $\varphi$ particles may not be sufficient. In general, an attractive interaction (alias, a positive phase-shift derivative) implies an increase of pressure and vice-versa. This is understandable in a gas at zero chemical potential determined only by the vacuum’s density of states (see below), but it should stress that this is quite different from the classical case, as e.g. the van der Waals gas, in which (at fixed number of particles) a repulsion induces an increase of the pressure, see also the discussion in Ref. 56.

Conversely, when a bound state forms, the simple inclusion of the bound state into the thermal gas is not enough for a correct description of the pressure of the system. Typically, a partial cancellation between the negative contribution of the interaction with the positive of the bound state occurs.
We summarize our results in Table I and Table II. In Table I, the cases in which the interaction does not lead to the formation of a bound state are presented, while in Table II the cases for which a bound state appears are listed. It is then clear that the answer to our original questions about the role of the interaction, as well as bound state and resonances, is not a simple one. The results depend on the coupling strength and eventually other parameters and on the temperature range. Yet, as a general statement, our results show that the role of the interaction can be sizable and the consideration of a simple free gas is in most cases insufficient.

In the end, we turn back to the original question formulated in the introduction about the quite peculiar production of a bound state at a nonzero temperature in thermal models, according to which the multiplicity depends solely on the mass of the bound state but is not affected by the typically large dimension of a composite object. In our approach, the phase-shift calculated in the vacuum is the quantity that is used to obtain the properties of the system at any temperature. Since the partition function \( Z = \sum e^{-E_n/T} \) is determined by the energy eigenvalues \( E_n \) calculated in the vacuum, once these are known, the quantity \( Z \) is fixed for each temperature. In other words, \( Z \) is solely fixed by vacuum’s physics. In our work, the sum over the states is replaced by an integral over the derivatives of the spectral function, but the basic idea is the same since the pressure is still determined by vacuum quantities. It is then quite natural within this context that the production is not related to the dimension of the composite objects. Yet, one may investigate this issue more in detail in the future.

When a bound state is close to threshold forms, it can be understood via non-relativistic properties, see e.g. Ref. \[57–59\].

As an additional outlook, we mention the extension of the present work to particles with spins (both bosons and fermions), with particular attention to the direct study of nuclei as bound states of nucleons. The easiest of such systems is the deuteron.
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