Direct sampling method for imaging small dielectric inhomogeneities: analysis and improvement
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Abstract. The direct sampling method (DSM) has been introduced for non-iterative imaging of small inhomogeneities and is known to be fast, robust, and effective for inverse scattering problems. However, to the best of our knowledge, a full analysis of the behavior of the DSM has not been provided yet. Such an analysis is proposed here within the framework of the asymptotic hypothesis in the 2D case leading to the expression of the DSM indicator function in terms of the Bessel function of order zero and the sizes, shapes and permittivities of the inhomogeneities. Thanks to this analytical expression the limitations of the DSM method when one of the inhomogeneities is smaller and/or has lower permittivity than the others is exhibited and illustrated. An improved DSM is proposed to overcome this intrinsic limitation in the case of multiple incident waves. Then we show that both the traditional and improved DSM are closely related to a normalized version of the Kirchhoff migration. The theoretical elements of our proposal are supported by various results from numerical simulations with synthetic and experimental data.

1. Introduction

The non-invasive and non-destructive reconstruction of location and shape of unknown targets is a popular research subject since it can be applied to various problems like, and without exhaustivity, identifying defects in bridges and concrete walls [1 2 3], through-wall imaging [4 5 6], non-destructive testing [7 8 9], and biomedical imaging for detecting breast cancer [10 11 12]. Unfortunately, because of the intrinsic difficulties related to its ill-posedness and nonlinearity, such inverse scattering problems are difficult to solve. Various reconstruction algorithms have been investigated to overcome those difficulties. The main approach of such algorithms is based on the least-squares method and Newton-type iterative schemes in order to obtain the shape of the unknown target (minimizer), which minimizes the norm between the measured scattered in the presence of true and man-made targets; see [13 14 15 16].
Generally, for an iterative scheme to be successfully applied, it has to be initialized with a initial guess that is close enough to the unknown target. In other words, we require a priori information about it. In order to have a better initialization, various non-iterative techniques have been investigated, such as Multiple Signal Classification (MUSIC) [17, 18, 19], linear sampling method [20, 21, 22], topological derivatives [23, 24, 25], and Kirchhoff and subspace migrations [26, 27, 28]. These techniques yield good results with a large number of incident waves and corresponding scattered fields whereas the efficiency decreases when the number of the incident waves is not large enough, refer to [29, 30, 19].

The recently developed direct sampling method (DSM) is a non-iterative technique for imaging the shapes and the localizations of small and extended targets using either one or a few incident fields. According to [31, 32, 33], DSM is fast because it does not require any additional operation such as singular-value decomposition (in subspace migration), generating a projection operator onto the noise space (in MUSIC), solving ill-posed integral equations (in linear sampling) or adjoint problems (in topological derivatives), and is robust with respect to some random noise. However, DSM might fail to identify an inhomogeneity that is much smaller than the others or whose permittivity is much lower. This behavior can be explained in the framework of the asymptotic theory of the scattering of small scatterers which, into our best knowledge, has not been done yet.

With the help of the expression of the scattered field obtained using the already mentioned asymptotic theory the indicator function of DSM is expressed as a function of the number, the sizes and the permittivities of the inhomogeneities and the Bessel function of order zero. Thanks to this analysis the reasons of the limitations of the original DSM are exhibited and an improved version is proposed. Then, we show that the original DSM and its alternative version are strongly connected with a normalized version of the Kirchhoff migration.

The paper is structured as follows. In Section 2 the two-dimensional direct scattering problem with small dielectric anomalies in a homogeneous medium is introduced. In Section 3 a short description of original DSM for single and multiple impinging directions is proposed. In Section 4 a theoretical analysis of the performance of the DSM is established in the framework of the asymptotic hypothesis and an alternative DSM which performs better for a multiple-transmitter configuration is proposed. Section 5 introduces the Kirchhoff migration and shows its connection with the traditional DSM and its alternative version. Section 6 is dedicated to the numerical experiments illustrating our proposal in various cases. Conclusions and perspectives are in Section 8.

2. Two-dimensional direct scattering problem

In this section, the two-dimensional direct scattering problem in the case of a set of small dielectric inclusions is briefly introduced (see Figure 1(a) for a sketch). Let us assume that an homogeneous space is affected by a collection of \( M \) inhomogeneities \( \tau_m, m = 1, \ldots, M \) and let \( \tau \) be the collection of \( \tau_m \), i.e., \( \tau = \sum_{m=1}^{M} \tau_m \).

Herein, we assume that all involved materials are non-magnetic and are characterized by their dielectric permittivity at the operating angular frequency \( \omega = 2\pi f \), \( f \) being the
frequency in Hz. Let $\mu(x) \equiv \mu_0$ be the magnetic permeability and $\varepsilon_0$ and $\varepsilon_m$ be the dielectric permittivity of $\mathbb{R}^2$ and $\tau_m$, respectively. A piecewise-constant permittivity $0 < \varepsilon(x) < +\infty$ and wavenumber $0 < k(x) < +\infty$ can then be defined as

$$\varepsilon(x) = \begin{cases} 
\varepsilon_m, & x \in \tau_m, \\
\varepsilon_0, & x \in \mathbb{R}^2 \setminus \tau
\end{cases}$$

and

$$k(x) = \begin{cases} 
 k_m = \omega \sqrt{\varepsilon_m \mu_0}, & x \in \tau_m, \\
 k_0 = \omega \sqrt{\varepsilon_0 \mu_0}, & x \in \mathbb{R}^2 \setminus \tau
\end{cases},$$

respectively. Herein, the wavenumber $k_0$ is of the form $k_0 = 2\pi/\lambda$, where $\lambda$ denotes the wavelength.

In order to be within the framework of the asymptotic formula $\tau_m$ is defined as a dielectric inhomogeneity of small size $\alpha_m \ll \lambda/2$ as

$$\tau_m = r_m + \alpha_m B_m,$$

where $B_m$ is a simply connected domain with a smooth boundary containing the origin and $r_m$ denotes the location of $\tau_m$, assumed to satisfy

$$0 < d_0 < |r_m - r_m'|, \quad \forall m \neq m'.$$

For simplicity, we assume that all $\tau_m$ are in a ball with radius $\alpha_m$, i.e., we let $B_m = B$ (Figure 1(b)).

We consider the following plane-wave illumination: let $u^i(x, d) = e^{ik_0 d \cdot x}$ be the incident field with propagation direction $d \in S^1$, where $S^1$ denotes the two-dimensional unit circle. We let $u(x, d)$ be the time-harmonic total field that satisfies the Helmholtz equation

$$\Delta u(x, d) + k^2(x)u(x, d) = 0$$

with the appropriate transmission conditions on the boundary of $\tau_m$. The total field $u(x, d)$ can be decomposed as $u^t(x, d) + u^s(x, d)$, where $u^s(x, d)$ is the scattered field that is required to satisfy the Sommerfeld radiation condition

$$\lim_{|x| \to \infty} \left( \frac{\partial u^s(x, d)}{\partial x} - ik_0 u^s(x, d) \right) = 0$$
where \( \Gamma \) is a simply connected smooth curve.

In this section, the DSM is briefly introduced (a more detailed discussion can be found in [31, 32]). The scattered-field data are measured at \( N \) points \( x_n, n = 1, 2, \ldots, N \), over the measurement curve \( \Gamma \) and \( \Omega_\Gamma \) is a domain that is enclosed by \( \Gamma \) as described in Figure 1(a).

As in [31], we assume that the total number of measurement points \( N \) is sufficiently large and that \( \Gamma \) is a simply connected smooth curve.

**Single impinging direction**

The indicator function of DSM is defined by

\[
I_{\text{DSM}}(z) := \frac{|\langle u^s(x_n, d), \Phi(z, x_n) \rangle|_{L^2(\Gamma)}}{\|u^s(x_n, d)\|_{L^2(\Gamma)} \|\Phi(z, x_n)\|_{L^2(\Gamma)}},
\]

for any search point \( z \in \Omega_\Gamma \) where

\[
\langle u^s(x_n, d), \Phi(z, x_n) \rangle_{L^2(\Gamma)} = \sum_{n=1}^{N} u^s(x_n, d) \Phi(z, x_n) dx
\]

\[
\approx \int_{\Gamma} u^s(x, d) \Phi(z, x) dx \text{ when } N \to \infty
\]

and

\[
\|u^s(x_n, d)\|_{L^2(\Gamma)}^2 = \langle u^s(x_n, d), u^s(x_n, d) \rangle_{L^2(\Gamma)}.
\]

Rewriting (9) of [31] with our notation gives the unknown scattered field \( u^s(x_n, d) \) as

\[
u^s(x_n, d) \approx \sum_{m=1}^{M} W_m(d, r_m) \Phi(x_n, r_m),
\]

where \( W_m(d, r_m) \) denotes the weight function corresponding to \( \tau_m \). Combining (8) and (11) after proper developments (see [31] for details) the following expression is obtained

\[
\langle u^s(x_n, d), \Phi(z, x_n) \rangle_{L^2(\Gamma)} \approx \frac{1}{k_0} \sum_{m=1}^{M} W_m(d, r_m) \Im(\Phi(z, x_n))
\]

\[
\approx -\frac{i}{4k_0} \sum_{m=1}^{M} W_m(d, r_m) J_0(k_0|r_m - z|)
\]
and thanks to the Hölder’s inequality, we have
\[
I_{DSM}(\mathbf{z}, \mathbf{d}) = \frac{|\langle u^s(\mathbf{x}_n, \mathbf{d}), \Phi(\mathbf{z}, \mathbf{x}_n) \rangle_{L^2(\Gamma)}|}{\|u^s(\mathbf{x}_n, \mathbf{d})\|_{L^2(\Gamma)} \|\Phi(\mathbf{z}, \mathbf{x}_n)\|_{L^2(\Gamma)}} \propto \sum_{m=1}^{M} |J_0(k_0|\mathbf{r}_m - \mathbf{z}|)|. \tag{14}
\]

Hence, if a point \( \mathbf{z} \) is in the support of one of the inclusions (i.e., \( \mathbf{z} \approx \mathbf{r}_m \in \tau \)) then \( I_{DSM}(\mathbf{z}) \approx 1 \); otherwise, if \( \mathbf{z} \notin \tau \) then \( I_{DSM}(\mathbf{z}) \approx 1 \) which allow the localization \( \mathbf{r}_m \) of \( \tau_m \) via the map of \( I_{DSM}(\mathbf{x}) \).

**Multiple impinging directions** The indicator function \( I_{DSM}(\mathbf{z}) \) is then given by
\[
I_{DSM}(\mathbf{z}) = \max \{ I_{DSM}(\mathbf{z}, \mathbf{d}_l), l = 1, \ldots, L : \mathbf{z} \in \Omega_l \}, \tag{15}
\]
where \( I_{DSM}(\mathbf{z}, \mathbf{d}_l) \) is the indicator function for an incident field of propagation direction \( \mathbf{d}_l \).

Note that (15) also works if \( L = 1 \) and provides the same result than (14) so from now on only (15) is used whatever the number of incidences \( L \) is.

However, this is restricted to the following situation: either there is only one inhomogeneity or, if several, permittivities and radii of all \( \tau_m \) are the same. In practice, (14) does not describe other situations accurately. Hence, further analysis of the structure of the indicator function is required.

### 4. Structure analysis of the direct sampling method and alternative direct sampling method

In the following the mathematical structure of the DSM indicator function is analyzed thanks to the asymptotic hypothesis on the scatterers and the corresponding scattering field formula. An alternative direct sampling method is suggested to improve efficiency of the classical method.

#### 4.1. Analysis of direct sampling method in the asymptotic hypothesis

**Single impinging direction** in this case \( I_{DSM}(\mathbf{z}) \) can be written as follows

**Theorem 4.1.** Assume that the total number \( N \) of measurement points is sufficiently large. Then \( I_{DSM}(\mathbf{x}) \) can be represented as
\[
I_{DSM}(\mathbf{z}) = \frac{|\Psi_1(\mathbf{z})|}{\max_{\mathbf{z} \in \Omega_1} |\Psi_1(\mathbf{z})|}, \quad \text{where} \quad \Psi_1(\mathbf{z}) = \sum_{m=1}^{M} \alpha_m^2 (\varepsilon_m - \varepsilon_0) e^{ik_0 \mathbf{d} \cdot \mathbf{r}_m} J_0(k_0|\mathbf{z} - \mathbf{r}_m|). \tag{16}
\]

**Proof.** Combining (5) and (9) leads to
\[
\langle u^s(\mathbf{x}_n, \mathbf{d}), \Phi(\mathbf{z}, \mathbf{x}_n) \rangle_{L^2(\Gamma)} = \int_{\Gamma} u^s(\mathbf{x}, \mathbf{d}) \overline{\Phi(\mathbf{z}, \mathbf{x})} d\mathbf{x} \tag{17}
\]
\[
= \int_{\Gamma} \frac{k_0^2(1 + i)}{4\sqrt{k_0\pi}} \sum_{m=1}^{M} \alpha_m^2 \left( \frac{\varepsilon_m - \varepsilon_0}{\sqrt{\varepsilon_0\mu_0}} \right) |\mathbf{B}| e^{ik_0 \mathbf{d} \cdot \mathbf{r}_m} \Phi(\mathbf{r}_m, \mathbf{x}) \overline{\Phi(\mathbf{z}, \mathbf{x})} d\mathbf{x}
\]
\[
= \frac{k_0^2(1 + i)}{4\sqrt{k_0\pi}} \sum_{m=1}^{M} \alpha_m^2 \left( \frac{\varepsilon_m - \varepsilon_0}{\sqrt{\varepsilon_0\mu_0}} \right) |\mathbf{B}| e^{ik_0 \mathbf{d} \cdot \mathbf{r}_m} \int_{\Gamma} \Phi(\mathbf{r}_m, \mathbf{x}) \overline{\Phi(\mathbf{z}, \mathbf{x})} d\mathbf{x}
\]
Remark 4.1. Theorem (4.1) shows that the imaging performance of the indicator function $\mathcal{I}_{\text{DSM}}(x)$ is highly dependent on the permittivity, size, and number of the inhomogeneities. If one of those has a permittivity and/or a size which is significantly larger than the others, it might be the only one to be identified, the remaining others being not or only partially seen.

Remark 4.2. If the radii and permittivities of all the inhomogeneities are the same (i.e., $\alpha_m \equiv \alpha$ and $\varepsilon_m \equiv \varepsilon$ for $m = 1, 2, \cdots, M$), and knowing that $|e^{ik_0d\cdot r_m}| = 1$ and $\alpha_m^2(\varepsilon_m - \varepsilon_0) \equiv \alpha^2(\varepsilon - \varepsilon_0)$ then $\mathcal{I}_{\text{DSM}}(x)$ becomes

$$\mathcal{I}_{\text{DSM}}(z) \propto \sum_{m=1}^{M} |J_0(k_0|z - r_m|)|$$

which is the same as (14) derived in [31].

Multiple impinging directions By combining (13) and (16), it is easy to see that

$$\mathcal{I}_{\text{DSM}}(z) \propto \max \left\{ \sum_{m=1}^{M} \alpha_m^2(\varepsilon_m - \varepsilon_0) |B| e^{ik_0d\cdot r_m} J_0(k_0|z - r_m|) \right\}, l = 1, \ldots, L : z \in \Omega$$

for which Remark 4.1 and Remark 4.2 are also verified.

4.2. Introduction and analysis of an alternative direct sampling method

Thanks to our analysis of $\mathcal{I}_{\text{DSM}}(z)$ and, in particular, $\Psi_1(z)$ (16), it can be seen that the latter (21) contains a factor of the form of $e^{ik_0d\cdot r_m}$ which generates artifacts due to the oscillating nature of the exponential function. To reduce such a behavior an alternative indicator function of DSM $\mathcal{I}_{\text{DSMA}}(z)$ is proposed

$$\mathcal{I}_{\text{DSMA}}(z) := \frac{\sum_{l=1}^{L} e^{-ik_0d\cdot z} \langle u^s(x_n, d_l), \Phi(z, x_n) \rangle_{L^2(\Gamma)} \right\rangle_{L^2(\Gamma)}}{\max_{z \in \Omega} \sum_{l=1}^{L} e^{-ik_0d_l\cdot z} \langle u^s(x_n, d_l), \Phi(z, x_n) \rangle_{L^2(\Gamma)}}.$$  (22)

**Theorem 4.2.** Assume that the number $N$ of measurement points and the number $L$ of incident fields are sufficiently large. Then, $\mathcal{I}_{\text{DSMA}}(z)$ can be represented as

$$\mathcal{I}_{\text{DSMA}}(z) = \frac{|\Psi_2(z)|}{\max_{z \in \Omega} |\Psi_2(z)|}, \quad \text{where} \quad \Psi_2(z) = \sum_{m=1}^{M} \alpha_m^2(\varepsilon_m - \varepsilon_0) J_0(k_0|z - r_m|)^2.$$  (23)
Proof. Let us note that if $L$ is sufficiently large, the following relationship holds (see [35]):

$$
\sum_{l=1}^{L} e^{ik_0d_l \cdot r_m} e^{ik_0d_l \cdot z} \approx 2\pi J_0(k_0|z - r_m|). \tag{24}
$$

Hence, by combining (17) and (24), we obtain

$$
\Psi(z) = \sum_{l=1}^{L} e^{ik_0d_l \cdot z} \langle \mu^s(x_n, d), \Phi(z, x_n) \rangle_{L^2(\Gamma)}
$$

$$
= \sum_{l=1}^{L} e^{ik_0d_l \cdot z} \left( \frac{k_0\mu_0(1-i)}{16\sqrt{k_0\pi}} \sum_{m=1}^{M} \alpha_m^2 \left( \frac{\varepsilon_m - \varepsilon_0}{\sqrt{\varepsilon_0\mu_0}} \right) |B| e^{ik_0d_l \cdot r_m} J_0(k_0|z - r_m|) \right)
$$

$$
= \frac{k_0\mu_0(1-i)\pi}{8\sqrt{k_0\pi}} \sum_{m=1}^{M} \alpha_m^2 \left( \frac{\varepsilon_m - \varepsilon_0}{\sqrt{\varepsilon_0\mu_0}} \right) |B| J_0(k_0|z - r_m|)^2. \tag{25}
$$

Finally, applying Hölder’s inequality, (23) is derived which completes the proof.

Remark 4.3. Based on the result in Theorem 4.2, we see that

$$
I_{DSM}(z) \propto |J_0(k_0|z - r_m|)| \quad \text{and} \quad I_{DSMA}(z) \propto |J_0(k_0|z - r_m|)^2. \tag{26}
$$

One-dimensional plots of (26) are shown in Figure 2 and illustrate that $I_{DSMA}(z)$ would yield better images because its oscillations are smaller than those of $I_{DSM}(z)$. Hence, any unexpected artifact in the plot of $I_{DSMA}(z)$ is mitigated by having a sufficiently large number $L$ of incident fields. This result explains theoretically why $I_{DSMA}(z)$ with large $L$ offers better results than $I_{DSM}(z)$.

![Figure 2. One-dimensional plots of $|J_0(k_0|x|)|$ and $|J_0(k_0|x|)|^2$ for $k_0 = 2\pi/0.4$.](image-url)
5. Comparison between Kirchhoff migration and direct sampling method

In the following the structures of the Kirchhoff migration, DSM and DSMA are compared. Let us assume that the total numbers of measurement $N$ and of incident fields $L$ are sufficiently large and let us define the Multi-Static Response (MSR) matrix $K \in \mathbb{C}^{N \times L}$ as

$$
K = \begin{bmatrix}
  u^s(x_1, d_1) & u^s(x_1, d_2) & \cdots & u^s(x_1, d_L) \\
  u^s(x_2, d_1) & u^s(x_2, d_2) & \cdots & u^s(x_2, d_L) \\
  \vdots & \vdots & \ddots & \vdots \\
  u^s(x_N, d_1) & u^s(x_N, d_2) & \cdots & u^s(x_N, d_L)
\end{bmatrix} .
\tag{27}
$$

For $z \in \Omega_T$, the imaging function of Kirchhoff migration is defined as (e.g., see [26])

$$
I_{\text{KM}}(z) := |\mathbf{W}_1(z)^T K \mathbf{W}_2(z)|,
$$

where

$$
\mathbf{W}_1(z) = \begin{bmatrix}
  \Phi(x_1, z), \Phi(x_2, z), \cdots, \Phi(x_N, z)
\end{bmatrix}^T ,
\quad
\mathbf{W}_2(z) = \begin{bmatrix}
  e^{ik_0 d_1 \cdot z}, e^{ik_0 d_2 \cdot z}, \cdots, e^{ik_0 d_L \cdot z}
\end{bmatrix}^T .
\tag{29}
$$

A normalized version of (28) is defined as

$$
I_{\text{NKM}}(z) := \frac{|\mathbf{W}_1(z)^T K \mathbf{W}_2(z)|}{\max_{z \in \Omega_T} |\mathbf{W}_1(z)^T K \mathbf{W}_2(z)|}
\tag{30}
$$

and will be used for our purpose. Then, the following statement is proposed:

**Theorem 5.1.** Suppose that the total numbers $L$ of incident fields and $N$ of measurement points are sufficiently large. Then, $I_{\text{NKM}}(z)$ can be represented as

$$
I_{\text{NKM}}(z) = \frac{|\Psi_3(z)|}{\max_{z \in \Omega_T} |\Psi_3(z)|}, \text{ where } \\
\Psi_3(z) = \sum_{m=1}^{M} \alpha_m^2 (\varepsilon_m - \varepsilon_0) J_0(k_0 |z - r_m|)^2.
\tag{31}
$$

**Proof.** From (28) it can be shown that

$$
\mathbf{W}_1(z)^T K = \\
\begin{bmatrix}
  \Phi(z, x_1) \\
  \Phi(z, x_2) \\
  \vdots \\
  \Phi(z, x_N)
\end{bmatrix}^T \\
\begin{bmatrix}
  u^s(x_1, d_1) & u^s(x_1, d_2) & \cdots & u^s(x_1, d_L) \\
  u^s(x_2, d_1) & u^s(x_2, d_2) & \cdots & u^s(x_2, d_L) \\
  \vdots & \vdots & \ddots & \vdots \\
  u^s(x_N, d_1) & u^s(x_N, d_2) & \cdots & u^s(x_N, d_L)
\end{bmatrix}
\tag{32}
$$

$$
= \begin{bmatrix}
  U_1(z, d_1), U_2(z, d_2), \cdots, U_L(z, d_L)
\end{bmatrix} := U(z),
$$

where

$$
U_l(z, d_l) := \sum_{n=1}^{N} \Phi(z, x_n) u^s(x_n, d_l), \quad l = 1, \cdots, L.
\tag{33}
$$
Combining the latter with (17) leads to
\[
U_l(z, d_l) = \frac{k_0\mu_0(1 - i)}{16\sqrt{k_0\pi}} \sum_{m=1}^{M} \alpha_m^2 \left( \frac{\varepsilon_m - \varepsilon_0}{\sqrt{\varepsilon_0\mu_0}} \right) |B| e^{ik_0d_l\cdot r_m} J_0(k_0|z - r_m|). \tag{34}
\]
Rewriting (28) with the use of (34) and (24) gives
\[
I_{KM}(z) = \mathbf{W}_1(z)^T \mathbf{K} \mathbf{W}_2(z) = U(z) \mathbf{W}_2(z) \\
= \left[ U_1(z, d_1), U_2(z, d_2), \ldots, U_L(z, d_L) \right] \left[ e^{-ik_0d_1\cdot z}, e^{-ik_0d_2\cdot z}, \ldots, e^{-ik_0d_L\cdot z} \right]^T \\
= \frac{k_0\mu_0(1 - i)}{16\sqrt{k_0\pi}} \sum_{m=1}^{M} \alpha_m^2 \left( \frac{\varepsilon_m - \varepsilon_0}{\sqrt{\varepsilon_0\mu_0}} \right) |B| J_0(k_0|z - r_m|) \left( \sum_{l=1}^{L} e^{ik_0d_l\cdot (r_m - z)} \right)^2, \tag{35}
\]
which completes the proof. \[\square\]

Remark 5.1. The comparison of (23) and (31) shows that the alternative DSM and normalized Kirchhoff migration are identical when the number of incident fields becomes sufficiently large. Furthermore, for a single impinging direction, DSM can be regarded as normalized Kirchhoff migration since \(|e^{ik_0d\cdot r_m}| = |e^{ik_0d\cdot (r_m - z)}| \equiv 1\), \(I_{DSM}(z)\) (16) can then be rewritten as
\[
I_{DSM}(z) = \frac{\left| \mathbf{W}_1(z)^T \mathbf{K} \right|_{\text{max} \atop z \in \Omega_T}}{\mathbf{W}_1(z)^T \mathbf{W}_2(z)} = \frac{\left| \mathbf{W}_1(z)^T \mathbf{K} \mathbf{W}_2(z) \right|_{\text{max} \atop z \in \Omega_T}}{\mathbf{W}_1(z)^T \mathbf{W}_2(z)} = I_{NKM}(z). \tag{36}
\]
where \(\mathbf{W}_1(z)\) and \(\mathbf{W}_2(z)\) are defined (29).

In summary the relationship between \(I_{NKM}(z), I_{DSM}(z)\) and \(I_{DSMA}(z)\) is given by
\[
I_{NKM}(z) = \begin{cases} 
I_{DSM}(z) (= I_{DSMA}(z)) \quad \text{when} \quad L = 1 \\
I_{DSMA}(z) \quad \text{when} \quad L \geq 2.
\end{cases} \tag{37}
\]

6. Numerical experiments

In this section, some numerical experiments are provided in order to support our theoretical proposal. Throughout this section, the applied wavenumber \(k_0\) is of the form \(k_0 = 2\pi/\lambda\) with \(\lambda = 0.4\text{m}\), the measurement curve \(\Gamma\) is chosen as the circle with radius \(7.5\lambda = 3\text{m}\) centered at the origin, and the total number of measurement points is set to \(N = 36\). The search domain \(\Omega_T\) is a square of side length \(3\text{A}\) divided into squares of equal side \(h = 0.612\lambda = 0.0245\text{m}\).

The scattered fields \(u^s(x_n, d_l)\) due to planar incident waves are generated by FEKO (EM simulation software) and a 20-dB white Gaussian random noise is added using the MATLAB function \texttt{awgn}.

In order to compare the accuracy of the results as objectively as possible the use of the Jaccard index \[36\] which measures the similarity between two finite samples sets \(A\) and \(B\) is proposed. It is defined as
\[
J(A, B)(\%) := \frac{|A \cap B|}{|A \cup B|} \times 100. \tag{38}
\]
In our case the Jaccard index is calculated by comparing \( I_{\text{exact}}^\kappa(z) \) with various index maps \( I^\kappa(z) \) defined as
\[
I^\kappa(z) = \begin{cases} 
I(z) & \forall z \text{ such that } I(z) \geq \kappa \\
0 & \forall z \text{ such that } I(z) < \kappa 
\end{cases}
\] (39)
where \( \kappa \) varies from 0 to 1 and where \( I(z) \) can be \( I_{\text{DSM}}(z) \), \( I_{\text{DSMA}}(z) \) or \( I_{\text{NKM}}(z) \) and where \( I_{\text{exact}}(z) \) is defined as
\[
I_{\text{exact}}(z) = \frac{|k(z) - k_0|}{\max |k(z) - k_0|}
\] (40)

**Example 6.1 (Small disks with the same radius and permittivity).** First, we consider small dielectric disks \( \tau_m, m = 1, 2, 3 \). The locations \( r_m \) of \( \tau_m \) are selected as \( r_1 = (0.75\lambda, -0.75\lambda) = (0.3\, \text{m}, -0.3\, \text{m}), \) \( r_2 = (-\lambda, -0.5\lambda) = (-0.4\, \text{m}, -0.2\, \text{m}), \) and \( r_3 = (-0.75\lambda, \lambda) = (-0.3\, \text{m}, 0.4\, \text{m}). \) In this example, we consider the identification of \( \tau_m \) with constant radius and permittivity \( \alpha_m \equiv 0.075\lambda = 0.03\, \text{m} \) and \( \varepsilon_m \equiv 5\varepsilon_0, \) respectively.

Figure 3 shows the map of \( I_{\text{DSM}}(x) \) for a single incident wave with \( d = (-1, 0) \). As shown by the previous results \( 31 \) and the discussion in Remark 4.2, the locations of each inhomogeneity \( \tau_m \) are identified even though the Jaccard index has not high value. It can be explain by the fact that a lot of artefacts are present in the image and a high \( \kappa \) threshold is needed to better identify the localization of the defects.

Then the imaging performance of \( I_{\text{DSM}}(z) \) and \( I_{\text{DSMA}}(z) \) is compared as a function of the number of incident fields \( L \) (Figure 4 with \( L = 1, 2, 12, \) and 36). As stated in Remark 4.3 and confirmed by the comparison of the Jaccard index, \( I_{\text{DSMA}}(z) \) is an improved version of \( I_{\text{DSM}}(z) \).

Hereafter Remark 5.1 is verified by comparing \( I_{\text{DSMA}}(z) \) and \( I_{\text{NKM}}(z) \) (Figure 4), only the maps and the corresponding Jaccard indexes for \( L = 1 \) and \( L = 36 \) incident fields being presented for brevity. As expected, the maps of \( I_{\text{DSMA}}(z) \) and \( I_{\text{NKM}}(z) \) and their corresponding Jaccard index are identical whatever the number of incidences. From now on only the Jaccard index of \( I_{\text{NKM}}(z) \) will be provided.

**Example 6.2 (Small disks with different radii but same permittivities).** Now, the imaging of \( \tau_m \) with different radii but the same permittivity \( \varepsilon_m \equiv 5\varepsilon_0 \) is dealt with. The values of \( \alpha_m \) are \( \alpha_1 = 0.0875\lambda = 0.035\, \text{m}, \alpha_2 = 0.075\lambda = 0.03\, \text{m}, \) and \( \alpha_3 = 0.0625\lambda = 0.025\, \text{m}. \) The locations \( r_m \) of \( \tau_m \) are chosen as \( r_1 = (0.75\lambda, -0.75\lambda) = (0.3\, \text{m}, -0.3\, \text{m}), r_2 = (-\lambda, -0.5\lambda) = (-0.4\, \text{m}, -0.2\, \text{m}), \) and \( r_3 = (0.75\lambda, \lambda) = (-0.3\, \text{m}, 0.4\, \text{m}). \)

As illustrated in Figure 5 when using the original DSM (Figure 5 left column) the localization of the inhomogeneity with the largest radius \( (\tau_1) \) is well identified whereas the others \( (\tau_2 \text{ and } \tau_3) \) are not. Even when the number of sources is increased the localization of the inhomogeneity \( \tau_3 \) is still difficult to identify due to the presence of important artifacts in the image. The use of DSMA (Figure 5 centered column) improves the quality of the image thanks to the smoothing of the artifacts. This illustrates the statement proposed in Theorem 4.1 and the discussions in Remark 4.1 and Remark 4.3.

Note that some numerical experiments (not presented in the following) have been done in the closely related case of small disks with the same radius but different permittivities.
Figure 3. (Example 6.1) Map of $I_{\text{DSM}}(\mathbf{z})$ (left column) $I_{\text{DSMA}}(\mathbf{z})$ (center column), and Jaccard index (right column).
and the conclusions are the same, DSMA performs better than DSM when the number of incident fields increases.

Example 6.3 (Large disk). In order to verify that our proposal still behaves properly when the small obstacle hypothesis is no longer verified, we are considering the case of a large circular single inhomogeneity $\tau$ with radius $\alpha \equiv 1\lambda = 0.4$ m and permittivity $\varepsilon = 5\varepsilon_0$. A location is chosen as $r = (-0.75\lambda, -0.75\lambda) = (-0.3$ m, $-0.3$ m). In this example, the search domain $\Omega$ is a square with side of $2.5\lambda (= 1$ m), which is divided into small squares with side $h = 0.102\lambda = 0.0408$ m.

According to Figure 6, the exact location and shape of $\tau$ with a few incident waves (one or two) is difficult to obtain both with DSM and DSMA. But, as the number of incident waves increases, the image of $\tau$ is improving with $I_{DSM}$ and with $I_{DSMA}$. From the Jaccard index it can be seen that DSMA has better performance than DSM even if we are no more within the small obstacle hypothesis.

7. Illustration with some experimental data

In the following both approaches are applied to experimental data available at [http://www.fresnel.fr/3Ddatabase/database.php](http://www.fresnel.fr/3Ddatabase/database.php) and described in [37]. In order to be as close as possible of the framework to the theoretical results the frequency is chosen as $f = 2$ GHz, which corresponds to a wavelength $\lambda = 0.1499$ m. The chosen configuration is
DSM for imaging small dielectric inhomogeneities: analysis and improvement

Figure 5. (Example 6.2) Map of $I_{DSM}(z)$ (left column) $I_{DSMA}(z)$ (center column), and Jaccard index (right column).
Figure 6. (Example 6.3) Map of $I_{\text{DSM}}(z)$ (left column) $I_{\text{DSMA}}(z)$ (center column), and Jaccard index (right column).
the one with two dielectric cylinders of radius $\alpha_m \approx \lambda/10$, $m = 1, 2$ and of permittivity of $\varepsilon_m = (3.0 \pm 0.3) \varepsilon_0$ with $r_1 \approx (-2\lambda/30, -3\lambda/10 \text{m})$ and $r_2 \approx (0 \text{m}, 3\lambda/10 \text{m})$ (experimental file name is twodielTM 8f.exp). The measurement configuration is as follows, $L = 36$ sources are at a distance of $d_s \approx 4.80\lambda$ evenly distributed from $10^\circ$ to $350^\circ$ and $N = 49$ receivers are placed at $d_l \approx 5.07\lambda$ and evenly distributed from $5^\circ$ to $355^\circ$. $\Omega_T$ is a square area of $3\lambda \times 3\lambda$ and has been discretized in $50 \times 50$ pixels. It is worth to note that

- due to experimental set-up limitations the full Multi-Static Response is not available;
- the incident field is no longer within the far field approximation and cannot be approximated by a plane wave.

The results are displayed in figure 7. For the case of a single source (figure 7 first line) neither DSM nor DSMA provides a good localization of the defect even though the two maps are almost identical. Some discrepancies can be seen between the two, thanks to the Jaccard index comparison. They are related to the fact that, as already mentioned, the incident field cannot be approximated by a plane wave. When the number of incident fields $L$ is increasing (figure 7 second and third line) the improvement provided by $I_{DSMA}$ compared to $I_{DSM}$ is still valid up to a threshold of $\kappa = 80\%$.

8. Conclusion

In this contribution, the direct sampling method (DSM) is analyzed in the case of small obstacles thanks to the asymptotic formula of the scattered field. Some drawbacks of the classical DSM are exhibited and a alternative DSM which improved the performance of the former in the case of multiple transmitters is proposed. Once the DSMA indicator function has been derived a strong connection between Kirchhoff migration and traditional and alternative DSM has been identified. Numerical simulations under various conditions are provided to support our theoretical results either with synthetic or experimental data.

It would be interesting to investigate the mathematical structure and the various properties of the DSM indicator function in a limited-view configuration. Finally, we expect that the result in this contribution could be extended to three-dimensional inverse scattering problems.
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