Soft-Sensor Modeling for Semi-Batch Chemical Process Using Limited Number of Sampling
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Batch or semi-batch processes have been of great use in various industrial chemical plants. For efficiently monitoring such processes, soft-sensor models can be employed. Many of previously proposed soft-sensor models assumed that objective variable values for model construction can be available at any time during process operation. However, in many chemical plants, it is difficult to sample product from the ongoing process due to such extreme reaction conditions as high pressure and temperature. Therefore, understanding the relationship between time-series soft-sensor model’s predictability and the number of sampling points is important. In the present work, we clarified this relationship using simulation datasets, which can be easily reproduced. When sampling points were scarce, data augmentation strategy was also found to be effective. Soft-sensor models can be effectively built using sampling points in the early phase of the process. These findings were applied to build a soft-sensor model of an industrial semi-batch process.
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Introduction

Batch or semi-batch processes are widely used in pharmaceutical, materials, and chemical industries due to their operational flexibility. Thanks to rapid advances in computational power and sensors, many in-silico techniques for online monitoring processes and controlling product quality have been developed. Among the techniques, multiway principal component analysis [1] and multiway partial least squares are robust methods, focusing on phases of these processes [2]. A phase in these processes is defined as a single processing unit caused by operational procedures, including chemical reactions. Modeling methods for each phase are also developed [3]. These methods are able to deal with the different durations of batches [4-6], and to identify the phases based on the process variables using ordinary clustering techniques [7]. When building soft-sensor models for these processes, most modeling methods assume that objective variable values, which usually represent product quality, can be obtained at any point during the ongoing process. In some chemical batch process, however, these objective variable values are not always available at any time. This is because sampling itself is sometimes dangerous under extreme operating conditions, such as high pressure and high temperature. Even when sampling is possible, the product quality may not be obtained without the time delay of the measurement. These chemical processes
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require soft-sensor or data-driven statistical models because of the high sampling cost. Furthermore, the constructed soft-sensor models should be highly predictive enough for the time-series prediction of the product quality. The attempt of constructing soft-sensor models of a batch process with a limited number of data points is fundamentally challenging because extrapolation of the models should be handled properly [8]. Only using the final product quality values, which are always accessible after the process terminates, apparently would fail to construct highly predictive time-series prediction models. Therefore, incorporating data points of the product quality during the ongoing process is inevitable for the purpose.

In this study, two topics were investigated to obtain useful insights on sampling protocol for soft-sensor modeling for batch or semi-batch chemical processes. First, we investigated in which phase and how many data points should be obtained to build soft-sensor models with high predictability. Predictability of soft-sensor models for time-series prediction of a batch process depends on the number and sampling timing of intermediate points (i.e. data points during the ongoing process). The second topic is applying a data augmentation strategy for compensating the data sparseness of intermediate points.

### Materials and Methods

#### Penicillin fermentation process

Simulated penicillin fermentation process implemented in PenSim (version 2.0) [9] was chosen as a benchmark for understanding the relationship between generalization ability of soft-sensor models and incorporation of intermediate data points including data augmentation. Flow diagram of the fed-batch penicillin fermentation process is presented in Figure 1. In this process, two Proportional-Integral-Differential controllers (PID controller) maintained pH and temperature values in the batch at some levels by adjusting related process variables. As simulation conditions, initial substrate concentration (g/L) was set to 20, pH (-) to five, feed substrate concentration (g/L) to 0.045 and feed substrate temperature (K) to 296. Gaussian noises were added to pH and temperature values measurements. The rest of the settings remained default. Simulation duration was set to 600 h by 0.5 h time step.

![Figure 1. Flow diagram of fed-batch penicillin fermentation process.](image)

#### Data preparation

In this study, various timings of sampling penicillin concentration were tested. In all the PenSim simulations, a batch cluster has been grown first, followed by a fed-batch operation by the depletion of glucose. The initial batch-process part usually took about 40 h. Therefore, sampling was conducted after the fed-batch process started. As shown in Figure 2., the sampling points during the ongoing process (termed “intermediate points”) were categorized into four phases by equally splitting the duration: very early, early, middle and late phases.
Duration for the very early phase (VEP) was from 55h to 105h, the early phase (EP) from 125h to 175h, the middle phase (MP) from 185h to 235h, and the late phase (LP) from 245h to 295h from the beginning of the process operation. For each batch process, one intermediate point was randomly sampled in each of the four phases, meaning that four intermediate points and the one final penicillin concentration (termed “end point”) were sampled for a batch. An end point for a batch was defined as the first point where penicillin concentration did not change for five consecutive time steps. For some batches, simulation reached the end point before sampling all four intermediate points. The number of batches used in this study as well as the number of intermediate points classified into the four phases are presented in Table 1. The objective variable was the concentration of penicillin, and independent variables were nine process variables, reported in Table 2. Data distributions for all the process variables including the concentration of penicillin are reported in Figure 3.

![Figure 2. Division of four phases and sampling timing.](image)

**Table 1. Penicillin data set profile.**

| No. batches | No. intermediate points |
|-------------|-------------------------|
|             | Very early phase | Early phase | Middle phase | Late phase |
| 243         | 243              | 238         | 223          | 158        |

**Table 2. Process variables in the penicillin process.**

| Variable description (Unit)         | pH (-)  | Temperature (K) | Generated heat (kcal) | Cooling water flow rate (L/h) |
|------------------------------------|---------|----------------|-----------------------|-------------------------------|
| Aeration rate (L/h)                |         |                |                       |                               |
| Substrate feed temperature (L/h)   |         |                |                       |                               |
| Dissolved oxygen concentration (g/L) |         |                |                       |                               |
| Volume (L)                         |         |                |                       |                               |
| Carbon dioxide concentration (g/L) |         |                |                       |                               |
Figure 3. Process variable distributions. Process variables of data points for model construction as well as validation are reported. Each plot represents one process variable including the concentration of penicillin as the objective variable. Data points were sorted in the descending order of the concentration of penicillin.

Soft-sensor Modeling Methods

Times-series prediction of an objective variable by soft-sensor models built with limited sampling points is fundamentally difficult because majority of data points for the prediction are not similar to the ones used for model construction. For handling these heterogeneous data properly, and understanding for which intermediate points the quality of product can be predicted with high accuracy or not, many machine learning techniques were tested including Gaussian process regression (GPR) [10]. In GPR, Gaussian distributions are assumed for any combinations of prediction functions evaluated at arbitrary set of data points, making it possible to derive a Gaussian distribution as a prediction output. Consequently, prediction uncertainty can be measured based on the width of the Gaussian (standard deviations). This feature seems suitable for fairly evaluating prediction result of product qualities for data points that are sometimes not similar to training data points. For comparing purpose, partial least squares regression (PLS) [11], and support vector regression (SVR) [12] in combination with radial basis function (RBF) as the kernel function, random forest regression (RF) [13] and gradient boosting regression (GBR) [14] were also used. PLS is a linear regression method, known for a standard soft-sensor modeling method. Applications with PLS ranged from industrial process system modeling [15,16], to fault diagnosis, [1,17] due to its capability of handling large quantity of process data with highly correlated variables. SVR is a variant of support vector machine, [18,19] which is characterized its robust prediction due to its objective function for model construction. Although SVR is originally a linear model, it can be extended to non-linear regression method through mapping by a kernel function. In this study, ν-SVR was used that employs a ν parameter representing an upper bound on the fraction of training error [20]. RF is an ensemble learning method, capable of both classification and regression tasks. In RF, a large number of decision trees are built, forming a forest, and the mean value of all the tree predictions becomes the final output of the model [21]. GBR is also an ensemble learning method, but different from RF in the way of using ensemble. GBR makes use of the boosting technique instead of bagging, which is the basis of RF. GBR is getting a standard method in the machine learning community and known for its high generalization ability [22].

Implementation

All soft-sensor models except GPR were constructed with the help of Scikit-learn (version 0.20.3) modules. For GPR, GPy (version 1.9.8) [23] was used. Hyper-
parameters for the models were optimized by 10-fold cross validation based on mean absolute error (MAE). For PLS, the number of components is the hyper-parameter, for GPR, the length scale of matérn covariance function (Matérn form with a \( \nu \) parameter of 5/2) as the kernel function and the variance of Gaussian noise for GPR, for SVR, \( \gamma \), \( \nu \) and \( C \), for RF, the maximum depth of a tree, the maximum number of features and the number of trees, and for GBR, the type of loss function, the maximum depth of a tree, the maximum number of features and the number of estimators.

Performance Measures for Time Series Prediction

In penicillin fermentation process, soft-sensor models were evaluated based on the mean absolute error (MAE) of the time-series prediction for each test batch. Batch-based MAE is defined as follow:

\[
MAE = \frac{1}{T-t_{st}+1} \sum_{t=t_{st}}^{T} |y_{t,obs} - y_{t,pred}|
\]

where \( y_{t,obs} \) denotes the observed \( y \) value at time \( t \); \( y_{t,pred} \) the predicted \( y \) value; \( T \) the time of end point; and \( t_{st} \) the time to start time-series predicting. All the batches were randomly split into test and training data sets. Proportion for training and test was chosen to 1:1. Models were evaluated on the basis of median MAE values and standard deviations for all the test batches.

Results and Discussion

Study Design

For industrial chemical batch- or semi-batch processes, sampling product in query during the ongoing process is sometimes difficult due to its extreme conditions [24]. In that case, only limited number of data for product quality (objective variable) can be acquired during operation, as well as one data point for the final product quality. This scarceness of intermediate data points makes it difficult to estimate objective variable values during batch process operation. Nevertheless, product quality should be time-series predicted during batch process operation to understand the batch and to control the termination of the process. Only simulation data enabled us to understand the relationship between the scarceness of intermediate data points for the objective variable and soft-sensor modeling predictability. This was because a fed-batch simulation process was employed in this study. Using the penicillin fermentation, fed-batch process was implemented in PenSim [9].

Two aspects of soft-sensor modeling for semi-batch processes were investigated: number of intermediate data points and sampling timings for reliable time-series prediction of the objective variable (1), and the effect of data augmentation to improve soft-sensor models’ generalization ability (2). As a demonstrative case study, a polymerization semi-batch process from the industry was analyzed. Our findings and protocols established using the penicillin fed-batch process were applied to the time-series prediction of the polymer quality for intermediate data points in the polymerization semi-batch process.

Incorporation of Intermediate Data

The first aspect of soft-sensor modeling for semi-batch process, i.e. the relationship between number of intermediate points and timings and model performance (1), was investigated with the data sets generated by PenSim. The proportion of training and test data sets was 1:1. The category of intermediate data points as well as the number of batches are presented in Table 1 according to the description in the Materials and Methods section. The ratio of intermediate data points over the final product quality points (end points) in training data sets was varied from 0% (no intermediate points) to 100% (approximately the same number of intermediate points as that of the end points) shown in Table 3. Sampling timings for these intermediate points were simultaneously altered in the four phases (VEP, EP, MP and LP). Although all the combinations of the ratio of intermediate points were tested, models incorporating VEP were generally worse in performance (not shown here). Therefore, ratios of the categorized number of intermediate points over the total number of intermediate points on the phase basis (VEP: EP: MP: LP) were set to 1:0:0:0, 0:1:0:0, 0:0:1:0, 0:0:0:1, 0:1/2:1/2:0, 0:1/2:0:1/2, 0:0:1/2:1/2, and 0:1/3:1/3:1/3.

For example, a combination of 0:1/2:1/2:0, with the ratio of the intermediate data points over the end points as 15%, indicates that out of total number of 144 training data points, 18 intermediate points were taken into account. And, nine intermediate points were assigned for each of the EP and MP. For each combination of a number of intermediate points and a ratio of phases, five trials were conducted with different splitting of training and test data sets by changing random states. Model performance in terms of the median value of batch-based MAEs for a test data set are reported in Figure 4. Starting time of the test data set was set to 150 h (center of EP) to confirm the accuracy of time-series prediction after reasonable time passed from the beginning of the fed-batch process. Overall, irrespective of modeling methods, model predictability improved with the number of intermediate data points. However, when either of VEP and LP data sets were used, performance improvement was not observed for PLS, RF and GBR by increasing the number
of intermediate points. For combinations of GPR/SVR and VEP/LP data sets, performance improved when more intermediate points were incorporated. Both these methods employed kernel functions based on distances in process variable space. This might be a point of expanding their domain of applicability to a certain extent. Incorporating intermediate data points in the EP improved the predictability of the models when comparing four lines (1:0:0:0, 0:1:0:0, 0:0:1:0 and 0:0:0:1) in each of the plots (Figure 4). When the ratio of intermediate points is less than 10%, incorporating intermediate points in the VEP gave better performance for PLS, GPR and SVR. Using intermediate data points in LP and MP (0:0:1:0, 0:0:1/2:1/2) showed worse performance. For these data sets, model performance continued to increase and saturation was not observed. Combinations of EP and MP (0:1:0:0, 0:1/2:1/2) showed the best performance for all the methods, suggesting that when sampling intermediate points for time-series prediction, the sampling should be conducted in the EP of the time-region of interest. When the percentage of intermediate points exceeded 20%, further significant performance improvement was not observed and performance looked saturated. Therefore, sampling around 20% of the number of end points is a reasonable starting point for constructing soft-sensor models for time-series prediction. Exemplary time-series predictions by models with different modeling methods and phases for intermediate points are reported in Figure 5. After the time of the intermediate points was taken into the training data set, soft-sensor models with GPR and PLS successfully predicted the concentration of penicillin, but for GBR, only the regions where intermediate points were sampled could be predicted. Furthermore, incorporating intermediate points in the EP were sufficient to predict data points in the MP and LP using PLS and GPR. On the other hand, GBR tended to overfit the incorporated points, showing poor generalization ability. GPR predicted the objective variable information as a Gaussian distribution. Shaded regions in the GPR time-series prediction plots (Figure 5) represents the three standard deviations of the distributions.

In contrast to our expectation, standard deviation values did not change much in one batch process after semi-batch operation started, irrespective of the phases of intermediate points. This implied that data points in the phases that were not incorporated in the training data set were very similar to the training data points. Soft-sensor models in a batch or semi-batch process can be used to online monitor (predict) product quality in order to control the process based on the monitored (predicted) quality values. In this case, identifying when the monitored process reaches a specific product quality value is of importance. Therefore, the time when a specific penicillin concentration was reached based on a model was compared to ground truth time for the concentration. If the time difference between model-based and ground truth was large, soft-sensor model-based operation should not be employed. Four concentrations were tested: 0.8, 1.0, 1.2 and 1.4, representative concentrations in VEP, EP, MP and LP, respectively. Proportion of the number of intermediate points to that of end points was set to 0.20. All the test data sets were used for this experiment, and median absolute error values are reported in Table 4. It is obvious that intermediate points in the VEP were necessary to identify proper time for penicillin concentrations of 0.8 and 1.0. Furthermore, for the concentrations in the MP and the LP, incorporating intermediate points in the EP or VEP into the training data penicillin concentration. Although intermediate points in the VEP did not contribute much in reducing the entire error in time-series prediction (Figure 4), it did help in making entire shape of time-series predicted concentration more accurate.

| Ratio of No. intermediate points to | Training data points |
|-----------------------------------|----------------------|
| that of end points [%]            | Total | Intermediate |
| 0                                 | 126   | 0            |
| 5                                 | 132   | 6            |
| 10                                | 138   | 12           |
| 15                                | 144   | 18           |
| 20                                | 151   | 25           |
| 25                                | 157   | 31           |
| 30                                | 163   | 37           |
| 100                               | 249   | 123          |
Figure 4. Performance of machine learning models using training data sets containing data points in different sampled timings. Machine learning models were built using training data sets containing data points during process operation (termed “intermediate points”) in various timings. For each machine learning method, median values of MAEs are plotted against the ratio of the number of “intermediate points” in the training data set over the number of data points for the final penicillin concentration (termed “end points”). Different lines represent different ratios of “intermediate points” in the four phases: very early, early, middle and late, according to Table 3.
Figure 5. Exemplary time series predictions of penicillin concentration. For each combination of a machine learning method and a ratio of the “intermediate points” in the four phases: very early, early, middle and late from left to right, time-series predictions of penicillin concentration are presented in blue dots. The red line represents the ground truth and shaded regions for GPR are predicted standard deviation from the mean value. Proportion of the number of “intermediate points” to that of “end points” was set to 0.15.
Table 4. Median value of absolute time difference [h] between ground truth and model-based determination.
For each target penicillin concentration, time difference between ground truth and the point determined by models are reported as the median value of all the test batches. The ratio of the intermediate points to that of end points was set to 20%, and the intermediate points were sampled in one of the very early (VEP), early (EP), middle (MP) and late (LP) phases.

| Target penicillin concentration [g/L] | PLS | GPR | GBR |
|--------------------------------------|-----|-----|-----|
| LP | MP | EP | VEP | LP | MP | EP | VEP | LP | MP | EP | VEP |
| 0.8 | 62.5 | 62.5 | 52.5 | **16.5** | 62.5 | 62.5 | 48.5 | **18** | 62.5 | 62.5 | 62.5 | **28.5** |
| 1.0 | 84.5 | 80.5 | 35.5 | **15.5** | 91 | 83 | 30.5 | **25** | 101 | 101 | 87.5 | **51** |
| 1.2 | 63 | 40 | 15.5 | **12.8** | 66.5 | 40.3 | **18** | 30 | 86 | 52.5 | **23** | 62.5 |
| 1.4 | 0 | 0 | 0 | 0.5 | 0 | 0 | 0.5 | 0 | 0 | 0.5 | 0.25 |

Incorporation of Pseudo Data

When there are not many intermediate points available for model construction, using pseudo data points is an option generally used for the data augmentation strategy. [25] In this strategy, pseudo data points based on a current data set are generated, and these points are incorporated into the training data set to improve the predictability of the model or expanding the domain of applicability of the model. In our study, this second issue was also investigated considering that intermediate sampling is expensive. As shown in Figure 6, pseudo data points were generated by interpolating between an intermediate point of a batch and the end point of the batch. Gaussian noise of variance 0.1 was added. From these generated data points, pre-determined number of data points were selected with an equal interval. Model performances in terms of the median value of batch-based MAEs for a test set were measured by changing the number pseudo data points incorporated in the models.

![Figure 6. Generation of pseudo data points.](image-url)
Different sampling timings for the intermediate data points were simultaneously tested as in the previous investigation for intermediate data point effects. These intermediate data points were used for pseudo data generation; hence it could affect model performance. Furthermore, two ratios (5% and 10%) of the number of intermediate data points over that of the end points were tested. Only performances associated with sampling in the early phase are presented in Figure 7 with three modeling methods (a: PLS, b: GPR and c: GBR), as exemplary results. Representation of the proportion of intermediate points is according to Table 3. In Figure 7, all machine learning models were found to reduce the median MAE by incorporating a limited number of pseudo data points, in particular, using less number of intermediate points (5%). Only single pseudo data points per batch drastically reduced the errors for this category. Incorporating more number of pseudo data points, however, did not contribute to model performance improvement. On the contrary, GPR showed performance degradation when 15 pseudo data points per batch were incorporated irrespective of the ratios of intermediate point phases (Figure 7b). This trend was also observed for SVR (not shown here), implying that the distance-based kernel functions might be sensitive to the objective variable credibility because pseudo data points for model construction contained Gaussian noises for avoiding overfitting to the objective variable values for the points. Summarizing this analysis, incorporating pseudo data points in training data enhanced the performance of time-series prediction on the condition that intermediate data points were scarce and the number of data points per batch were a few.

Figure 7a.
Figure 7. Incorporation of Pseudo data points. Model performance was monitored in terms of the median MAE for the test data set. For each one of the machine learning methods (a: PLS, b: GPR and c: GBR) and different proportion of “intermediate points”, model performance was plotted against the number of pseudo data points in the training data set. Representation of the proportion of the “intermediate points” is according to Table 3. The ratios of the number of total intermediate points over that of end points were set to 5% (orange) or 10% (green)
Application to Industrial Semi-Batch Process

As a practical application of our approach to time-series prediction of a semi-batch process, an industrial semi-batch process was selected and scrutinized. The semi-batch process was a polymerization process in a chemical plant at DAIKIN INDUSTRIES, LTD. Due to severe reaction conditions (e.g. high pressure), frequent sampling of the product during the ongoing process was not feasible. Furthermore, required quality level of the product was sometimes changed, meaning that online prediction of the product quality was needed to determine when the reaction should be terminated. Data for this process consisted of 1265 points, including 344 intermediate points. The objective variable (product quality) was melt flow rate (MFR), which represents polymer liquidity. Online monitored process variables were 27 variables, including the pressure of the batch reactor. The goal of this analysis was to build a high-predictive soft-sensor model, which enables time-series prediction of MFR values from monitored process variable values. Since there were few intermediate points in the (very) early phase, the data augmentation strategy was adopted. For evaluating predictability performance focusing on the high MFR regions, one sample with the highest MFR value was traced. This can be rationalized by the fact that true time-series MFR values could not be accessed because there were up to two data points per batch (one end point and one intermediate point) and the higher MFR values implied that the data point was in the earlier phase of the process. Therefore, the data point with the highest MFR value was in the test data set and the data points with the second to the fourth highest MFR values were in the training data set. Pseudo data points were generated, whose MFR values were more than or equal to 40. The number of pseudo data points per batch was limited up to five. Model construction and evaluation trials were repeated 10 times. The absolute prediction error for the highest MFR data point is reported in Figure 8 as box plots. Incorporating pseudo data points into the training data set reduced the absolute error irrespective of modeling methods. Correlation plots using GPR as a modeling method were shown in Figure 9 as an example, and introducing pseudo data points moved the highest MFR point to closer to the diagonal line (Figure 9b). Furthermore, both training and test data points with higher MFR points were moved toward the diagonal line by slightly compensating the data point predictability in the regions with middle or low MFR values.

![Figure 8. Absolute error of prediction for the data point with the highest MFR value.](image-url)
Conclusions

In this paper, we have proposed a scheme for time-series soft-sensor model construction when a limited number of intermediate points were available in a batch or semi-batch process. Which intermediate points should be sampled and incorporated into the training data set for soft-sensor models was investigated. Because only simulated data sets allowed us to investigate this aspect, a fed-batch process for penicillin fermentation implemented in PenSim [9] was investigated with careful experimental settings.

As results, it was found to be possible to build time-series models with high predictability using only intermediate points in the early phase (EP). Also, performance saturation was observed when the number of intermediate points were around 20% of that of the end points. Although intermediate points in the very early phase (VEP) did not contribute much in reducing error in time-series prediction, it helped in making the entire shape of time-series prediction more reasonable, supported by the fact that models built with intermediate points in the VEP predicted more accurate time for reaching a specific penicillin concentration. We also demonstrated that the data augmentation strategy was useful if there were not enough number of intermediate points. Overall, incorporating a few pseudo intermediate points per batch improved model predictability, in particular when the number of intermediate points in the model were smaller. However, more than 10 pseudo data points per batch did not show any improvement. On the contrary, for GPR, the predictability of the models decreased when incorporating more than 10 pseudo data points per batch.

As a demonstrative application of an actual chemical semi-batch process, a polymerization semi-batch process was analyzed for building a time-series soft sensor model. In this process, incorporating pseudo data points when building soft-sensor models contributed to predictability improvement, in particular predictability in the EP.
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