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ABSTRACT

In this thesis we study the worst-case complexity of constraint satisfaction problems and some of its variants. We use methods from universal algebra: in particular, algebras of total functions and partial functions that are respectively known as clones and strong partial clones. The constraint satisfaction problem parameterized by a set of relations \( \Gamma \) (\( \text{CSP}(\Gamma) \)) is the following problem: given a set of variables restricted by a set of constraints based on the relations \( \Gamma \), is there an assignment to the variables that satisfies all constraints? We refer to the set \( \Gamma \) as a constraint language. The inverse CSP problem over \( \Gamma \) (\( \text{Inv-CSP}(\Gamma) \)) asks the opposite: given a relation \( R \), does there exist a \( \text{CSP}(\Gamma) \) instance with \( R \) as its set of models? When \( \Gamma \) is a Boolean language, then we use the term \( \text{SAT}(\Gamma) \) instead of \( \text{CSP}(\Gamma) \) and \( \text{Inv-SAT}(\Gamma) \) instead of \( \text{Inv-CSP}(\Gamma) \).

Fine-grained complexity is an approach in which we zoom inside a complexity class and classify the problems in it based on their worst-case time complexities. We start by investigating the fine-grained complexity of \( \text{NP} \)-complete \( \text{CSP}(\Gamma) \) problems. An \( \text{NP} \)-complete \( \text{CSP}(\Gamma) \) problem is said to be easier than another \( \text{NP} \)-complete \( \text{CSP}(\Delta) \) problem if the worst-case time complexity of \( \text{CSP}(\Gamma) \) is no higher than the worst-case time complexity of \( \text{CSP}(\Delta) \). We first analyze the \( \text{NP} \)-complete SAT problems that are easier than monotone 1-in-3-SAT (which can be represented by \( \text{SAT}(\{R_{1/3}\}) \)) for a certain relation \( R_{1/3} \), and find out that there exists a continuum of such problems. For this, we use the connection between constraint languages and strong partial clones and exploit the fact that \( \text{CSP}(\Gamma) \) is easier than \( \text{CSP}(\Delta) \) when the strong partial clone corresponding to \( \Gamma \) contains the strong partial clone of \( \Delta \). An \( \text{NP} \)-complete \( \text{CSP}(\Gamma) \) problem is said to be the easiest with respect to a variable domain \( D \) if it is easier than any other \( \text{NP} \)-complete \( \text{CSP}(\Delta) \) problem of that domain. We show that for every finite domain there exists an easiest \( \text{NP} \)-complete problem for the ultraconservative \( \text{CSP}(\Gamma) \) problems. An ultraconservative \( \text{CSP}(\Gamma) \) is a special class of CSP problems where the constraint language contains all unary relations. We additionally show that no \( \text{NP} \)-complete \( \text{CSP}(\Gamma) \) problem can be solved in sub-exponential time (i.e. \( 2^{o(n)} \) time where \( n \) is the number of variables) given that the exponential time hypothesis is true.

Moving to classical complexity, we show that for any Boolean constraint language \( \Gamma \), \( \text{Inv-SAT}(\Gamma) \) is either in \( \mathbb{P} \) or it is \( \text{coNP} \)-complete. This is a generalization of an earlier dichotomy result, which was only known to be true for ultraconservative constraint languages. We show that \( \text{Inv-SAT}(\Gamma) \) is \( \text{coNP} \)-complete if and only if the clone corresponding to \( \Gamma \) contains essentially unary functions only. For arbitrary finite domains our results are not conclusive, but we manage to prove that the inverse \( k \)-coloring problem is \( \text{coNP} \)-complete for each \( k \geq 3 \). We exploit weak bases to prove many of these results. A weak base of a clone \( C \) is a constraint language that corresponds to the largest strong partial...
clone that contains $C$. It is known that for many decision problems $X(\Gamma)$ that are parameterized by a constraint language $\Gamma$ (such as Inv-SAT), there are strong connections between the complexity of $X(\Gamma)$ and weak bases. This fact can be exploited to achieve general complexity results. The Boolean domain is well-suited for this approach since we have a fairly good understanding of Boolean weak bases. In the final result of this thesis, we investigate the relationships between the weak bases in the Boolean domain based on their strong partial clones and completely classify them according to the set inclusion. To avoid a tedious case analysis, we introduce a technique that allows us to discard a large number of cases from further investigation.

The research presented in this thesis has been partially funded by the National Graduate School of Computer Science in Sweden (CUGS).
Populärvetenskaplig sammanfattning

Denna avhandling behandlar beräkningskomplexiteten hos villkorsproblem. Enkelt uttryckt så studerar man inom beräkningskomplexitet vilka egenskaper hos beräkningsproblem som gör att problemet är lätt eller svårt att lösa. Man kan exemplifiera med addition och multiplikation av heltal—det är mycket enklare att addera två stora tal än att multiplicera dem. Man kan förklara detta fenomen på följande sätt. Den bästa kända metoden för multiplikation av två tal, vardera innehållande $m$ och $n$ siffror, kräver många fler elementära beräkningssteg än den bästa kända metoden för addition av sådana tal. Det blir då naturligt att beskriva ett beräkningsproblems svårighet i termer av hur många beräkningssteg som i värsta fallet krävs givet indata av en viss längd. Denna parameter kallas tidskomplexitet och den ligger ofta till grund för hur problem kan indelas i lätta eller svåra problem. Vilka problem som ska betraktas som lätta och svåra är beroende på resultatens tänkta tillämpningar. I många fall har det visat sig naturligt att identifiera de lätta problemen med de problem där tidskomplexiteten är polynomiskt begränsad i indatas längd. Sådana problem kallas polynomiskt lösbara och klassen av dem betecknas med P.

I denna avhandling fokuserar vi på en klass av problem som kallas NP-fullständiga. Ett problem är i NP om en potentiell lösning kan verifieras i polynomisk tid. Notera här skillnaden mot problemen i P där en lösning kan genereras i polynomisk tid. I klassen NP finns en grupp problem som, i en viss mening, är de allra svåraste. Sådana problem kallas NP-fullständiga. Förhållandet mellan de NP-fullständiga och de polynomiskt lösbara problemen är en av de viktigaste olösta frågorna inom datalogi. Trots över femtio års arbete vet man fortfarande inte om de NP-fullständiga problemen är polynomiskt lösbara eller inte. Detta gör att de är viktigt att försöka få en förståelse för tidskomplexiteten hos NP-fullständiga problem. Man kan notera att om man lyckas visa att ett enda NP-fullständigt prob-
lem kan lösas i polynomisk tid så medför detta att alla NP-fullständiga problem kan lösas i polynomisk tid och att klassen NP är lika med klassen P. Om man däremot lyckas visa att det finns ett NP-fullständigt problem som inte är polynomiskt lösbart så har man visat att P inte är lika med NP och att det inte finns något NP-fullständigt problem som kan lösas i polynomisk tid.

Inom problemklassen NP finns en viktig delklass som kallas villkorsproblem. En instans av ett villkorsproblem består av en mängd variabler som hämtar sina värden ur en ändlig mängd, samt en mängd villkor dessa variabler ska uppfylla. Frågan man vill besvara är om variablerna kan ges värden sådana att alla villkor uppfylls samtidigt. Det allmänna villkorsproblemet är ett mycket generellt problem och ett stort antal relevanta tillämpningar kan modelleras som villkorsproblem. Ett belysande exempel är spelet sudoku där man kan betrakta varje ruta som en variabel som ska tilldelas ett värde mellan 1 och 9 tillsammans med en uppsättning villkor som beskriver vilka värden som kan placeras i vilka rutor. I avhandlingen studerar vi villkorsproblem där villkoren är begränsade till vissa givna relationer och en sådan mängd relationer kallas för ett villkorsspråk. Bland de villkorsspråk som ger upphov till NP-fullständiga problem har man märkt att det finns stora variationer gällande tidskomplexitet. Vår ansats är att analysera och försöka förklara detta fenomen genom att använda algebraiska metoder. Metoden bygger på att varje villkorsspråk kan kopplas till ett algebraiskt objekt (som kallas stark partiell klon) och att tidskomplexiteten kan analyseras genom att jämföra dessa objekt. I avhandlingen utvecklar vi nya sätt för att analysera och beskriva starka partiella kloner, vi identifierar nya sätt som de kan användas på, och vi utnyttjar dem för att studera tidskomplexiteten hos olika villkorsproblem. Ett konkret resultat av denna typ är att vi identifierar det lättaste NP-fullständiga villkorsproblemet för varje given ändlig mängd, det vill säga, ett problem som troligen inte kan lösas i polynomisk tid, men som i någon mening ligger så nära komplexitetsklassen P som möjligt.
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Part I

Introduction
The goal of theoretical computer science is to study what computers can and cannot do. Computational complexity theory is a subfield of theoretical computer science, which narrows down this objective and asks the following questions: among the problems that computers can solve, which ones are realistically solvable, i.e., tractable, and what is the mathematical structure of problems that determines their tractability? In the example below, we describe a problem that is not known to be tractable.

**Example 0.1.** Given a graph $G$, we want to know if we can color all vertices of $G$ with three colors such that no two adjacent vertices have the same color. This is known as the 3-coloring problem. A graph is said to be 3-colorable if it is possible to color it using three colors maintaining the above condition. Let us denote the complete graph\(^1\) with four vertices as $K_4$. Now we are interested to know if $K_4$ is 3-colorable. It is easy to see that if we assign a color to any of the vertices of $K_4$ then the three vertices that are adjacent to it will need three distinct colors, i.e., we need four colors in total to avoid two adjacent vertices having the same color. This implies that $K_4$ is not 3-colorable. It only took two elementary steps: i) assigning

---

\(^1\) A complete graph has an edge between any two vertices.
a color to one of the vertices, ii) finding out that we need three more colors for the rest of the vertices. However, in general, there is no efficient method for checking if a graph is 3-colorable. The best-known method for checking this needs up to an exponential number of elementary steps relative to the number of vertices of the graph [3]. To put things into perspective let us assume a computer can run $3^{10}$ such elementary steps in a second. In the worst case, this might take up to 468 days to solve a graph with 100 vertices, or 3 billion years to solve a graph with 200 vertices.

Problems like 3-coloring that are infeasible to solve are called intractable. We will get back to intractability later in this chapter. In this thesis we are going to study the computational complexity of intractable constraint satisfaction problems through the lens of partial clone theory. The purpose of this chapter is to provide the necessary background to give an intuitive meaning to the previous sentence.

The rest of the chapter has the following structure. In Section 1 we give an overview of complexity theory, in Section 2 we introduce constraint satisfaction problems (CSPs), and in Section 3 we discuss the algebraic tools that we will use to analyse the complexity of CSPs.

1 Complexity Theory

This section provides a basic overview of complexity theory.

1.1 Decision problems

In theoretical computer science, one only considers the problems that are mathematically well-defined, and by well-defined we mean that there is no ambiguity in the problem definition. For example, in Example 0.1 we wanted to determine if a graph $G$ was 3-colorable. For this to be a well-defined problem, we need to specify what a graph is. We could, e.g., define the 3-coloring problem as follows.

| 3-COLORING |
|-------------|
| **Instance:** A graph $G$ with a vertex set $V$ and an edge relation $E$, where $E$ is symmetric, i.e., $G$ is an undirected graph. |
| **Question:** Can we color the vertices of $G$ with three colors such that no two vertices that share an edge have the same color? |

This is how computational problems are defined in computer science. First, we precisely describe what an instance consists of and then we describe the objective
of the problem. Most problems defined in this way consist of an infinite number of instances. In 3-coloring the question always has a ‘yes’ and ‘no’ answer, and problems where ‘yes’ or ‘no’ answers are sufficient are called decision problems. There are decision problems that are impossible to solve [32], and these are known as undecidable [31]. However, in this thesis, we are only interested in decidable problems, i.e., decision problems that are algorithmically solvable. For the rest of this chapter whenever we mention a problem, it refers to a decidable decision problem, unless specified otherwise.

1.2 Algorithms and asymptotic complexity

Getting back to the definition of the 3-coloring problem, it is clear that the problem description only points out what should be computed. To know how it should be computed we need an algorithm. The performance of an algorithm is usually measured based on the amount of resources it uses when it runs on an idealized computer. Time and space are two important resources in this context. In this thesis, we will focus on time. The time an algorithm needs when executed by a computer is called the time complexity of the algorithm. However, because of the disparity in the performance of different computers, it becomes impractical to measure time in an absolute sense. A more practical approach is to calculate the number of basic operations the algorithm needs to perform to solve a problem instance. This is how the time complexity of an algorithm is measured.

The number of operations an algorithm needs to perform depends largely on the size of the input instance. Hence, we can represent the running time of an algorithm as a function that grows asymptotically with the instance size. There are three primary asymptotic notations: $O$, $\Omega$, and $\Theta$. The asymptotic notations $O$ and $\Omega$ bound a function from above and below, respectively, whereas $\Theta$ bounds a function from both below and above. For example, an algorithm that runs in $O(n^2)$ and $\Omega(n)$ time means that the time complexity of the algorithm is no more than quadratic and no less than linear in terms of input size, where $n$ represents the input size. Thus, the $O$ and $\Omega$ notations denote the upper bound and the lower bound of the algorithm in question.

The growth functions that determine the maximum number of operations an algorithm needs to perform are called worst-case complexity and best-case complexity, respectively. Ideally one would be interested in average-case complexity, which would tell us how an algorithm performed on average, rather than in the two extreme cases. In general, we do not have enough knowledge about the probability distributions over the set of problem instances to calculate the average case. As a result, we often settle for the worst-case complexity, which is easier to estimate.
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Hence, in general, when we mention the time complexity of an algorithm it refers to the worst-case complexity.

1.3 Complexity classes

A complexity class is formed by a set of problems that are related to each other through the amount of resources of a particular type that they require. In this section, we will introduce some problems and the complexity classes they belong to. We start with a problem from graph theory.

**ST-connectivity**

*Instance:* An undirected graph \((V, E)\), and two vertices \(s\) and \(t\) from \(V\).

*Question:* Is there a connected path between \(s\) and \(t\)?

A breadth-first search will solve the above problem in \(O(|V| + |E|)\) time. Problems that can be solved in polynomial time belong to the complexity class \(P\). If the correctness of a potential solution of a given problem can be checked in polynomial time, then this problem is said to belong to the complexity class \(NP\), where \(NP\) is the shorthand for *non-deterministic polynomial time*. Evidently, \(P \subseteq NP\). However, it is not known if \(NP \subseteq P\). This is a long-standing open problem in computer science, which is famously known as the \(P vs NP\) question. As this remains unresolved, there are many problems in \(NP\) that are not known to be in \(P\). Here is an example of such a problem, where \(k > 0\) is a positive integer.

**k-coloring**

*Instance:* An undirected graph \((V, E)\).

*Question:* Is it possible to color the graph with \(k\) colors, so that no two adjacent vertices have the same color?

For \(k \geq 3\), \(k\)-coloring is not known to be in \(P\), but is included in \(NP\). Clearly, this problem is a generalisation of the 3-coloring problem that we defined in Example 0.1. Now we are going to see a problem from propositional logic that is in \(NP\), but is not known to be in \(P\), for \(k \geq 3\). In the rest of this chapter we will denote the Boolean domain \(\{0, 1\}\) as \(\mathbb{B}\). Let \(f\) be a unary Boolean function \(f : V \rightarrow \mathbb{B}\), where \(V\) is a set of variables. Then we define a function \(h_f\) such that
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\[ h_f(x) = f(x) \text{ and } h_f(-x) = 1 - f(x). \]
For an integer \( k \), we define the \( k \)-SAT problem as follows.

**\( k \)-SAT**

**Instance:** A set of variables \( V \) and a set of clauses of the form \( (l_1 \lor \ldots \lor l_k) \), where each literal is of the form \( l_i = x \text{ or } \neg x \) for some \( x \in V \).

**Question:** Is the instance satisfiable, i.e., does there exist a function \( f : V \rightarrow \mathbb{B} \) such that \( h_f(l_1) + \ldots + h_f(l_k) \geq 1 \) for each clause \( (l_1 \lor \ldots \lor l_k) \)?

If there exists such a function \( f \) then the instance is called *satisfiable*, otherwise it is said to be *unsatisfiable*. When there is no restriction on the clause length in the above definition, then the resulting problem is typically just called the *satisfiability* problem (SAT). In 1971, Cook proved [12] that all problems in \( \text{NP} \) are polynomial time reducible to SAT. A problem \( P_1 \) is said to be reducible to a problem \( P_2 \) if there exists a function \( f \) from the instances of \( P_1 \) to the instances of \( P_2 \), such that \( I \) is a yes-instance of \( P_1 \) if and only if \( f(I) \) is a yes-instance of \( P_2 \). If this function \( f \) is computable in polynomial time then it is called a polynomial time reduction. Later, Karp [22] listed 21 problems in \( \text{NP} \) such that any problem in \( \text{NP} \) can be reduced to any of these 21 problems in polynomial time. The \( k \)-coloring (for \( k \geq 3 \)) problem belongs to this list. A longer list of such problems in \( \text{NP} \) can be found in the book by Garey and Johnson [14]. Such problems are complete in the sense that solving one of the problems in polynomial time will enable us to solve all problems in \( \text{NP} \) in polynomial time. As a result, they are called \( \text{NP} \)-complete problems.

Now we are going to describe two special cases of \( k \)-SAT that we will encounter in the subsequent discussions. One of them is *1-in-\( k \)-SAT*, which is defined as follows.

**1-in-\( k \)-SAT**

**Instance:** A set of variables \( V \) and a set of clauses of the form \( (l_1 \lor \ldots \lor l_k) \), where \( l_i = x \text{ or } \neg x \) for some \( x \in V \).

**Question:** Does there exist a function \( f : V \rightarrow \mathbb{B} \) such that \( h_f(l_1) + \ldots + h_f(l_k) = 1 \) for each clause \( (l_1 \lor \ldots \lor l_k) \)?

Essentially this says that an instance of 1-in-\( k \)-SAT is satisfiable if the sum of all literals in each clause is 1. If all literals in a 1-in-\( k \)-SAT instance are positive then the problem is called *monotone 1-in-\( k \)-SAT*, and is defined as follows.
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**monotone 1-in-k-SAT**

*Instance*: A set of variables $V$ and a set of clauses of the form $(x_1 \lor \ldots \lor x_k)$ for $x_1, \ldots, x_k \in V$.

*Question*: Does there exist a function $f : V \to \{0, 1\}$ such that $f(x_1) + \ldots + f(x_k) = 1$ for each clause $(x_1 \lor \ldots \lor x_k)$?

A computational decision problem is typically viewed as its set of yes-instances. It is not hard to see that monotone 1-in-k-SAT is a subset of 1-in-k-SAT, and that 1-in-k-SAT is a subset of k-SAT. However, even though 1-in-k-SAT and monotone 1-in-k-SAT are subsets of k-SAT they are still NP-complete for any $k \geq 3$. We wrap up this section by introducing the following related problem.

**k-UNSAT**

*Instance*: A k-SAT instance.

*Question*: Is the instance unsatisfiable?

A ‘yes’ instance of k-SAT is a ‘no’ instance of k-UNSAT and vice versa, i.e., k-SAT and k-UNSAT are complements of each other. Problems like k-UNSAT belong to a complexity class called coNP. As the name suggests, coNP only contains the complements of problems in NP. Similarly to the class NP, there are problems in coNP which are complete in the sense that giving a polynomial time algorithm for any of these problems will imply that $\text{coNP} = \text{P}$.

2 Constraint Satisfaction Problems

The constraint satisfaction problem (CSP) is the problem of determining if a given set of constraints has a solution, where a constraint is something that imposes restrictions on the values that a variable can take.

**Example 2.1.** Let us assume that we have a set of variables $\{x_1, x_2, x_3, x_4\}$ over the domain $\{0, 1, 2, 3\}$, such that $x_i \neq x_j$ for all distinct $i, j \in \{1, 2, 3, 4\}$. Then each of these inequalities is a constraint as they dictate what values the variables cannot take under certain circumstances. For instance $x_1 \neq 0$, when $x_2 = 0$ or $x_3 \neq 2$, when $x_1 = 2$.

The goal of a CSP is to determine if there exists an assignment for all variables to the domain that satisfy all constraints simultaneously. The above example tells
us that a CSP instance has three parts: i) a set of variables, ii) a domain for the variables, and iii) a set of constraints that are defined on the set of variables. The interdependence among the values of variables in a constraint can be represented with relations. An n-ary relation \( R \) over a set \( D \) is a subset of \( D^n \). For instance, in Example 2.1, the inequality \( x_1 \neq x_2 \) can be represented as \( R(x_1, x_2) \), where \( R = \{(a, b) | (a, b) \in \{0, 1, 2, 3\}^2 \text{ and } a \neq b\} \) is a relation. The arity of a relation \( R \) is denoted by \( \text{ar}(R) \). The CSP problem over a domain \( D \) can then be defined as follows.

Instance: A tuple \((V, C)\) where \( V \) is a set of variables and \( C \) is a set of constraints of the form \( R(x_1, \ldots, x_{\text{ar}(R)}) \) where \( R \) is a relation over \( D \) and \( x_1, \ldots, x_{\text{ar}(R)} \in V \).

Question: Does there exist a function \( f : V \to D \) such that \((f(x_1), \ldots, f(x_{\text{ar}(R)})) \in R \) for every \( R(x_1, \ldots, x_{\text{ar}(R)}) \in C \)?

An instance is satisfiable if such a function \( f \) exists, and it is unsatisfiable otherwise. Note that we did not restrict the domain size. However, in our subsequent discussions, we will limit ourselves to finite domains unless specified otherwise. From the general definition of CSPs the following result is probably not a surprise.

**Theorem 2.2.** CSP is NP-complete for every finite domain larger than 1.

**Proof.** If we are given an assignment to the variables of a CSP instance then we can check if all constraints satisfy the assignment in polynomial time. This implies that CSP is in NP. We show NP-hardness by a polynomial time reduction from the monotone 1-in-3-SAT problem to the CSP problem. Let \( R_{1/3} = \{(0, 0, 1), (0, 1, 0), (1, 0, 0)\} \). It is easy to see that the constraint \( R_{1/3}(x, y, z) \) is true if exactly one of the three variables is 1. This implies that we can replace each clause \((x \lor y \lor z)\) in an instance of monotone 1-in-3-SAT with \( R_{1/3}(x, y, z) \). It is then easy to see that the new instance is satisfiable if and only if the original instance is satisfiable.

From the above proof we see that the CSP that represents monotone 1-in-3-SAT uses constraints based only on the relation \( R_{1/3} \). Restricting constraints to a particular set of relations, known as constraint language, results in a subclass of CSP. Determining the complexity of such CSPs is an active field of research [24]. If \( \Gamma \) is a constraint language over \( D \), then the CSP parameterized by \( \Gamma \) is written as \( \text{CSP}(\Gamma) \), and is defined as follows.
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Instance: A tuple \((V, C)\) where \(V\) is a set of variables and \(C\) is a set of constraint applications of the form \(R(x_1, \ldots, x_{\text{ar}(R)})\) where \(R \in \Gamma\) and \(x_1, \ldots, x_{\text{ar}(R)} \in V\).

Question: Does there exist a function \(f : V \rightarrow D\) such that \((f(x_1), \ldots, f(x_{\text{ar}(R)})) \in R\) for every \(R(x_1, \ldots, x_{\text{ar}(R)}) \in C\)?

From now on, whenever we mention CSPs, we are referring to CSPs parameterized by constraint languages. If \(\Gamma\) consists of a single relation \(R\), then instead of \(\text{CSP}(R)\) we will write \(\text{CSP}(R)\). In the rest of this section we will discuss two classic results from this field. When \(\Gamma\) is a Boolean constraint language we write \(\text{SAT}(\Gamma)\) instead of \(\text{CSP}(\Gamma)\). Then, as established in Theorem 2.2, monotone 1-in-3-SAT is the same problem as \(\text{SAT}(R_{1/3})\). Similarly, it is possible to represent the 3-SAT problem as \(\text{SAT}(\Gamma_{3SAT})\), where \(\Gamma_{3SAT} = \{B^3 \setminus \{t\} \mid t \in B^3\}\). In 1978, Schaefer proved that for any Boolean constraint language \(\Gamma\), \(\text{SAT}(\Gamma)\) is either polynomial time solvable or \(NP\)-complete [29]. This result is known as Schaefer’s dichotomy theorem. This is interesting in the light of Ladner’s theorem [25], which says that if \(P \neq NP\) then there are problems in \(NP\) that are neither in \(P\) nor \(NP\)-complete, so-called \(NP\)-intermediate problems. Hence, Schaefer’s theorem therefore proves, irrespective of the relation between \(P\) and \(NP\), that there cannot exist a \(\text{SAT}(\Gamma)\) problem which is \(NP\)-intermediate. Before we describe Schaefer’s dichotomy we need to define a few Boolean relations.

**Definition 2.3.** A relation \(R\) is called 0-valid (respectively 1-valid) if it contains the constant zero (one) tuple, i.e., \((0, \ldots, 0) \in R ((1, \ldots, 1) \in R)\). A relation is called Horn (anti-Horn) if it can be represented as a conjunction of clauses such that all clauses are of the form of \((\neg x_1 \lor \ldots \lor \neg x_n \lor x)\) or \((\neg x_1 \lor \ldots \lor \neg x_n)\) \((x_1 \lor \ldots \lor x_n \lor \neg x)\) or \((x_1 \lor \ldots \lor x_n)\), where \(x_1, \ldots, x_n, x\) are the variables. If a relation can be represented as a conjunction of XORs \((x_1 \oplus \ldots \oplus x_n)\), where \(x_1, \ldots, x_n\) are the variables, then the relation is called an affine relation. If a relation can be represented as a conjunction of clauses such that each clause is of the form \((l_1 \lor l_1)\), where \(l_1, l_2\) are literals, then it is called bijunctive. A Boolean constraint language \(\Gamma\) is called 0-valid (respectively 1-valid, Horn, anti-Horn, affine, bijunctive) if every relation in \(\Gamma\) is 0-valid (respectively 1-valid, Horn, anti-Horn, affine, bijunctive).

Now we are ready to state Schaefer’s theorem.

**Theorem 2.4.** Let \(\Gamma\) be a Boolean constraint language. Then \(\text{SAT}(\Gamma)\) is polynomial time solvable if \(\Gamma\) satisfies one of the conditions below. Otherwise it is \(NP\)-complete.
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- $\Gamma$ is 0-valid,
- $\Gamma$ is 1-valid,
- $\Gamma$ is Horn,
- $\Gamma$ is anti-Horn,
- $\Gamma$ is affine, or
- $\Gamma$ is bijunctive.

Intuitively, this means that $\text{SAT}(\Gamma)$ is polynomial time solvable if $\Gamma$ has a symmetric structure. The existence of a similar dichotomy was conjectured [13] for arbitrary finite domain CSPs in the 90’s. Even though some special cases were proved [2, 8, 10, 35] the general case turn out to be difficult. Finally, in 2017, Bulatov and Zhuk individually [9, 36] settled this long standing conjecture.

**Theorem 2.5.** If $\Gamma$ is a constraint language over a finite domain $D$ then $\text{CSP}(\Gamma)$ is in $P$ or NP-complete.

Almost three decades of effort to prove this theorem has developed a rich toolbox of algebraic techniques to address complexity-theoretic questions of CSPs. In the next section, we will address a few of these techniques.

3 Algebra in CSP

We now introduce and discuss some algebraic notions and how they can help us to solve complexity theoretic questions related to CSPs. First, we will show an alternative presentation of Schaefer’s dichotomy theorem using these algebraic techniques. Then we will discuss the limitations of such techniques, and how to overcome their shortcomings.

3.1 Alternative approach to Schaefer’s dichotomy theorem

In the 90’s, Jeavons et al., [18, 19] laid the foundation for the algebraic approach of studying the complexity of CSPs. They showed that a certain algebraic connection between functions and relations is useful when studying the complexity of CSPs. In this section we describe this connection.
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3.1.1 Clones

If \( f \) is an \( n \)-ary function over a domain \( D \) and \( g_1, \ldots, g_n \) are \( m \)-ary functions over \( D \) then the function composition of \( f \) and \( g_1, \ldots, g_n \) is denoted by \( f \circ (g_1, \ldots, g_n) \), where
\[
 f \circ (g_1, \ldots, g_n)(x_1, \ldots, x_m) = f(g_1(x_1, \ldots, x_m), \ldots, g_n(x_1, \ldots, x_m))
\]
for all \( x_1, \ldots, x_m \in D \).

**Example 3.1.** Let \( f \) be a unary and \( g \) be a binary Boolean function defined as:
\[
 f(0) = 1, \quad f(1) = 0, \quad g(0, 0) = 0, \quad g(0, 1) = g(1, 0) = g(1, 1) = 1.
\]
Then \( f \circ g(x, y) = f(g(x, y)) \) represents the binary NOR function.

An \( n \)-ary projection function over \( D \) is a function which for some \( i \in \{1, \ldots, n\} \) satisfies
\[
 \pi_i(x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_n) = x_i
\]
for all \( x_1, \ldots, x_n \in D \). The set of all projection functions over \( D \) is denoted by \( \Pi_D \). We are now ready to define clones.

**Definition 3.2.** A set of functions \( F \) over a domain \( D \) is said to be a clone if it is closed under arbitrary composition and \( \Pi_D \subseteq F \).

**Example 3.3.** The set of all Boolean functions is a clone since it contains all Boolean projection functions and the composition of any number of Boolean functions is always a Boolean function. The set of projections \( \Pi_D \) over an arbitrary domain \( D \) is a clone as well.

If \( F \) is a set of functions over \( D \) then \([F]\) denotes the smallest clone over \( D \) that contains \( F \), i.e., \([F]\) is the intersection of all clones over \( D \) containing \( F \). The set \( F \) is said to be a base of \([F]\). We can think of \([F]\) as representing the expressive power of \( F \), i.e., if \([F]\) is large then many functions can be defined over \( F \) via functional composition. The operator \([\cdot]\) is a closure operator in the sense that if \( F \subseteq G \) then \([F]\) \subseteq \([G]\), \([F]\) = \([F]\) and \( F \subseteq \([F]\) \). A clone \( C \) is said to have finite order if it has a finite base, otherwise \( C \) has infinite order. It is well known that all clones over \( D \) form a lattice under set inclusion, where the meet is defined as \( X \cap Y \) and the join is defined as \([X \cup Y]\), where \( X, Y \) are two clones.

It is straightforward to see that \( \Pi_D \) is the least element of the lattice of clones over \( D \). A natural question to ask is if we can say more about the structure of this lattice. In 1941, Post [27] proved that the number of Boolean clones is countably infinite, and gave a complete classification of these clones. This lattice is known as *Post's Lattice*. However, for any larger domain \(|D| \geq 3\), it has been proved [34] that there is a continuum of clones in the clone lattice over \( D \).
3. Algebra in CSP

3.1.2 Co-clones

We will now define co-clones which may be seen as relational counterparts to clones. In order to define this we need something similar to functional composition. Before going into details, let us remark that we typically use first-order formulas to define relations. We write $R(x_1, \ldots, x_n) \equiv \phi(x_1, \ldots, x_n)$ to define the relation $R = \{ (f(x_1), \ldots, f(x_n)) \mid f \text{ is a model of } \phi(x_1, \ldots, x_n) \}$. The equality relation will be denoted by $Eq_D = \{ (x, x) \mid x \in D \}$ in the sequel.

Definition 3.4. Let $\Gamma$ be a constraint language over $D$. An $n$-ary relation $R$ has a primitive positive (pp) definition in $\Gamma$ if

$$R(x_1, \ldots, x_n) \equiv \exists y_1, \ldots, y_l, R_1(Z_1) \land \ldots \land R_m(Z_m),$$

where each $R_i \in \Gamma \cup \{Eq_D\}$ and each $Z_i$ is an $\alpha(R_i)$-ary tuple of variables over $x_1, \ldots, x_n, y_1, \ldots, y_l$. If this holds then we say that $\Gamma$ pp-defines $R$.

Example 3.5. Let us recall the relation $R_{1/3} = \{ (0, 0, 1), (0, 1, 0), (1, 0, 0) \}$ from the proof of Theorem 2.2. Then we can show that the relation $R_{1/3}$ can be pp-defined by

$$R_{1/3}^{***01} = \{ (0, 0, 1, 1, 0, 0, 1), (0, 1, 0, 1, 0, 1, 1), (1, 0, 0, 1, 1, 0, 1) \}$$

using the following definition:

$$R_{1/3}(x_1, x_2, x_3) \equiv \exists x_4, x_5, x_6, c_0, c_1. R_{1/3}^{***01}(x_1, \ldots, x_6, c_0, c_1).$$

Note that the relation $R_{1/3}^{***01}$ can be viewed as an extension of $R_{1/3}$ where the first, second and third arguments of the two relations are identical, the fourth, fifth and sixth arguments of $R_{1/3}^{***01}$ are the complement of the first, second and third arguments, and where the last two arguments of $R_{1/3}^{***01}$ are constant. The relation $R_{1/3}^{***01}$ will appear many times in the thesis. The reason behind the seemingly artificial relation $R_{1/3}^{***01}$ is that SAT($R_{1/3}^{***01}$) is known to result in the easiest NP-complete SAT problem, which we will return to in Section 3.2.

Definition 3.6. A set of relations $\Gamma$ over a domain $D$ is said to be a co-clone if $R \in \Gamma$ for every $R$ that has a pp-definition in $\Gamma$, and $\emptyset \in \Gamma$.

Co-clones are also known as relational clones. In the next section, we will see that relational clones and clones are related. When establishing this connection we will see that a co-clone necessarily contains $\emptyset$, so $\emptyset \in \Gamma$ is needed in the above definition. If $\Gamma$ is a constraint language over $D$ then the smallest co-clone that
This section will explain how clones and co-clones are related. Before jumping into the details, we need a few additional definitions. If $t$ is a tuple of length $n$ over a domain $D$, then we write $t[i]$ for the $i$th argument of $t$, where $i \in \{1, \ldots, n\}$.

**Definition 3.7.** Let $\Gamma$ be a constraint language over a domain $D$. Then an $n$-ary $R \in \Gamma$ is said to be closed (or invariant) under an $n$-ary function $f$ over $D$ if $(f(t[1], \ldots, t[n])) \in R$ for every sequence $t_1, \ldots, t_m \in R$. The constraint language $\Gamma$ is closed under $f$ if all relations in $\Gamma$ are closed under $f$. The function $f$ is called a polymorphism of $\Gamma$ if $\Gamma$ is closed under $f$.

The set of all polymorphisms of a set of relations $\Gamma$ is denoted by $\mathrm{Pol}_D(\Gamma)$. If $F$ is a set of functions over $D$ then $\mathrm{Inv}_D(\Gamma)$ denotes the set of all relations that are invariant under $F$. Whenever the domain is clear from the context we write $\mathrm{Pol}(\Gamma)$ and $\mathrm{Inv}(F)$ instead of $\mathrm{Pol}_D(\Gamma)$ and $\mathrm{Inv}_D(F)$. For convenience we will use the notation $\mathrm{Pol}(R)$ instead of $\mathrm{Pol}([R])$ when $\{R\}$ is singleton. Below we give an example of a relation that is invariant under the Boolean OR function.

**Example 3.8.** Let $f$ be the binary OR function, i.e., $f(0, 0) = 0$ and $f(x, y) = 1$ otherwise. If $R$ is the Boolean ternary relation $R = \{(0, 0, 0), (0, 0, 1), (1, 0, 1)\}$ then it is easy to verify that for all $t_1, t_2 \in R$, $f(t_1, t_2) \in R$. For example, when $t_1 = (1, 0, 0)$ and $t_2 = (0, 0, 1)$ then $f(t_1, t_2) = (f(t_1[1], t_2[1]), f(t_1[2], t_2[2]), f(t_1[3], t_2[3])) = (f(1, 0), f(0, 1), f(0, 0)) = (1, 0, 1) \in R$.

**Example 3.9.** The relation $R$ defined in Example 3.8 is not closed under the binary AND function $g$, where $g(1, 1) = 1$ and $g(x, y) = 0$ otherwise. For example, if $t_1 = (1, 0, 0)$ and $t_2 = (0, 0, 1)$ then $f(t_1, t_2) = (1, 0, 0)$.
(f(t₁[1], t₂[1]), f(t₁[2], t₂[2]), f(t₁[3], t₂[3])) = (f(1, 0), f(0, 0), f(0, 1)) = (0, 0, 0) \not\in R. \text{ This implies that } g \text{ is not a polymorphism of } R.

From the definition of a polymorphism it is clear that Pol(Γ) contains Π₃ when Γ is defined over D. It is also true that if F ⊆ Pol(Γ) then any composition of functions from F is in Pol(Γ). From this it is not hard to see that Pol(Γ) is a clone that is related to the set of relations Γ. Similarly, if Γ ⊆ Inv(F) and R is pp-definable by Γ then R ∈ Inv(F) and \emptyset ∈ Inv(F). This implies that Inv(F) is a co-clone represented by functions. The following theorem states that co-clones can be derived from clones and vice versa.

**Theorem 3.10.** (Bodnarchuk et al. [4, 5], Geiger [15]) If Γ is a constraint language and F is a set of functions over a domain D then \langle Γ \rangle = Inv(Pol(Γ)) and \{F\} = Pol(Inv(F)).

Now we are ready to state the result that describes the connection between clones and co-clones.

**Theorem 3.11.** (Geiger [15], Romov [28]) If Γ₁, Γ₂ are two constraint language over D then \langle Γ₁ \rangle ⊆ \langle Γ₂ \rangle if and only if Pol(Γ₂) ⊆ Pol(Γ₁).

This inverse relationship is known as a Galois connection. Intuitively, this theorem says that if two constraint languages are comparable under pp-definitions then the stronger constraint language has a smaller set of polymorphisms and vice versa. This theorem also says that to prove that Γ₁ and Γ₂ are incomparable under pp-definitions, it is sufficient to show that there exist two functions f, g such that f ∈ Pol(Γ₁), f \not\in Pol(Γ₂) and g ∈ Pol(Γ₂), g \not\in Pol(Γ₁).

The next theorem describes how the relative hardness of two CSP problems depends on the set of polymorphisms of the corresponding constraint languages.

**Theorem 3.12.** (Jeavons [17]) Let Γ₁ and Γ₂ be two finite constraint languages over D. If Pol(Γ₂) ⊆ Pol(Γ₁), then CSP(Γ₁) is polynomial-time many-one reducible to CSP(Γ₂).

By combining Theorem 3.11 with Theorem 3.12, we see that stronger constraint languages are related to CSPs of higher complexity. In other words constraint languages related to weaker clones results in CSPs of higher complexity.

Finally, we are ready to present the alternative representation of Schaefer’s theorem.

**Theorem 3.13.** (Jeavons. et. al. [20]) Let Γ be a Boolean constraint language. Then SAT(Γ) is polynomial time solvable if Pol(Γ) contains one of the functions below. Otherwise it is NP-complete.
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• The unary constant 0 function,
• the unary constant 1 function,
• the binary AND function,
• the binary OR function,
• the ternary majority function, or
• the ternary minority function.

Example 3.14. Let us return to the relation $R$ in Example 3.8. Since we know that binary OR is a polymorphism of $R = \{(1, 0, 0), (0, 0, 1), (1, 0, 1)\}$, we can immediately conclude that $\text{SAT}(R)$ is tractable. On the other hand it can be easily verified that the relation $R_{1/3}$ from Example 3.5 is not closed under any function listed in Theorem 3.13. Hence, $\text{SAT}(R_{1/3})$ is NP-complete.

By inspecting the table of Boolean bases in Böhler et al. [6], we can infer that Theorem 3.13 says that $\text{SAT}(\Gamma)$ is NP-complete if and only if $\text{Pol}(\Gamma) = \Pi$ or $\text{Pol}(\Gamma) = N_2$, where $N_2$ denotes the clone that contains all projection functions, and the negation of the projection functions.

3.2 Algebra in CSPs: moving beyond clones and co-clones

From the previous discussion it is evident that polymorphisms are useful to compare the complexity of CSP problems when the clone of the corresponding constraint languages are comparable. However, they fall short to explain the relative hardness of CSPs when the corresponding constraint languages have the same clone. For example, using polymorphisms we can not explain why $\text{SAT}(R_{1/3})$ is known to be solvable in $O(1.0984^n)$ time [33] whereas the current best algorithm to solve $\text{SAT}(\Gamma_{3\text{SAT}})$ takes $O(1.308^n)$ time [16], even though $R_{1/3}$ and $\Gamma_{3\text{SAT}}$ have the same clone ($\text{Pol}(R_{1/3}) = \text{Pol}(\Gamma_{3\text{SAT}}) = \Pi$) and both problems are NP-complete. When we zoom inside a complexity class and want to study the relative hardness of the problems inside the class then it is called fine-grained complexity. Here we are interested to study the fine-grained complexity of intractable CSPs.

So to study the fine-grained complexity of intractable CSPs we need to look beyond polymorphisms. A possible shortcoming of polymorphisms could be that we only consider total functions. Hence, one idea could be to loose the restriction by allowing partial functions. An $n$-ary partial function $f$ over a domain $D$ is a mapping of the form, $f : X \rightarrow D$, where $X \subseteq D^n$. Here, $X$ is called the domain
of the function, and it is denoted by \( \text{dom}(f) \). The functional composition of partial functions is defined as follows.

**Definition 3.15.** If \( f \) is an \( n \)-ary partial function over a domain \( D \) and \( g_1, \ldots, g_n \) are \( m \)-ary partial function over \( D \) then the function composition of \( f \) and \( g_1, \ldots, g_n \) is denoted by \( f \circ (g_1, \ldots, g_n) \), such that \( (f \circ (g_1, \ldots, g_n))(X) = f(g_1(X), \ldots, g_n(X)) \). If \( X = (x_1, \ldots, x_m) \) for all \( x_1, \ldots, x_m \in D \) then the domain of the function is represented as \( \text{dom}(f \circ (g_1, \ldots, g_n)) = \{ X \in \prod_{i=1}^{n} \text{dom}(g_i) \mid (g_1(X), \ldots, g_n(X)) \in \text{dom}(f) \} \).

An \( n \)-ary partial function \( f \) over \( D \) is called a subfunction of an \( n \)-ary function \( g \) if \( \text{domain}(f) \subseteq \text{domain}(g) \) and for all \( (x_1, \ldots, x_n) \in \text{domain}(f) \), \( f(x_1, \ldots, x_n) = g(x_1, \ldots, x_n) \). A set of partial functions \( F \) is called strong if \( f \in F \) implies that \( F \) contains all subfunctions of \( f \). A partial projection function is a subfunction of a total projection function. This allows us to define strong partial clones. Let \( \Pi^I_D \) denote the set of all partial projections over a domain \( D \).

**Definition 3.16.** A set of partial functions \( F \) over \( D \) is said to be a strong partial clone if it is closed under composition of partial functions and \( \Pi^I_D \subseteq F \).

For a set of partial functions \( F \) over \( D \), we let \([F]_s \) denote the smallest strong partial clone over \( D \) that contains \( F \). However, unlike clones, there are uncountably many strong partial clones in the Boolean domain \([1] \). Now, let us shift our attention to the relational side. First, we define a modified version of a pp-definition.

**Definition 3.17.** Let \( \Gamma \) be a constraint language over \( D \). An \( n \)-ary relation \( R \) has a quantifier-free primitive positive (qfpp) definition in \( \Gamma \) if \( R(x_1, \ldots, x_n) \equiv R_1(Y_1) \land \ldots \land R_m(Y_m) \), where each \( R_i \in \Gamma \cup \{ \text{Eq}_D \} \) and each \( Y_i \) is an \( \ar(R_i) \)-ary tuple of variables over \( x_1, \ldots, x_n \). If this holds, then we say that \( \Gamma \) qfpp-defines \( R \).

As the name suggests qfpp-definability is a restricted version of pp-definability, where existential quantification is not allowed. Now we are ready to define weak partial co-clones.

**Definition 3.18.** A set of relations \( \Gamma \) over a domain \( D \) is said to be a weak partial co-clone if \( R \in \Gamma \) whenever \( R \) is qfpp-definable over \( \Gamma \), and \( \emptyset \in \Gamma \).

If \( \Gamma \) is a constraint language over \( D \) then the smallest weak partial co-clone that contains \( \Gamma \) is denoted by \( \langle \Gamma \rangle_\# \), where \( \Gamma \) is said to be a base of \( \langle \Gamma \rangle_\# \), (where the \( \# \) notation implies that existential quantification is not permitted). Similar to the \( \langle \langle \cdot \rangle \rangle \)
1. Introduction

operator it can be seen that $\langle \cdot \rangle_3$ is a closure operator. A weak partial co-clone $\langle \Gamma \rangle_3$ is said to have finite order if it has a finite base, and otherwise it is said to be of infinite order. Consider the following example of a qfpp-definition.

Example 3.19. Let us recall the relations of Example 3.5. We see that $R_{1/3}^{\neq \neq 01} \in \langle R_{1/3}^{\neq \neq 01} \rangle_3$ since $R_{1/3}^{\neq \neq 01}$ can be defined as

$$R_{1/3}^{\neq \neq 01}(x_1, \ldots, x_6, c_0, c_1) = R_{1/3}(x_1, x_2, x_3) \land R_{1/3}(x_1, x_4, c_0) \land R_{1/3}(x_2, x_5, c_0) \land R_{1/3}(x_3, x_6, c_0) \land R_{1/3}(c_0, c_0, c_1).$$

At this point one might ask whether $R_{1/3} \in \langle R_{1/3}^{\neq \neq 01} \rangle_3$? At the moment, we do not have an immediate answer as to whether this inclusion holds. It may happen that the inclusion does not hold. However, so far in the thesis we have not encountered a tool which would disprove such an inclusion. That is why we need to know the concept of a partial polymorphism. We will return to the aforementioned question shortly.

Definition 3.20. Let $\Gamma$ be a constraint language over a domain $D$. Then an $n$-ary $R \in \Gamma$ is said to be closed (or invariant) under an $m$-ary partial function $f$ over $D$ if $(f(t_1[1], \ldots, t_m[1]), \ldots, f(t_1[n], \ldots, t_m[n])) \in R$ or $(\langle t_1[1], \ldots, t_m[1] \rangle, \ldots, \langle t_1[n], \ldots, t_m[n] \rangle) \notin \text{dom}(f)$ i.e., undefined, for every sequence of $t_1, \ldots, t_m \in R$. The constraint language $\Gamma$ is closed (or invariant) under $f$ if all relations in $\Gamma$ are closed under $f$. The function $f$ is a partial polymorphism of $\Gamma$ if $\Gamma$ is closed under $f$.

The set of partial polymorphisms of $\Gamma$ over $D$ is denoted by $\text{pPol}_D(\Gamma)$. If $F$ is a set of partial functions over $D$ then $\text{pInv}_D(\Gamma)$ denotes the set of all relations that are invariant under $F$. As in the case of polymorphisms when the domain is clear from the context we write $\text{pPol}(\Gamma)$ and $\text{pInv}(F)$ instead of $\text{pPol}_D(\Gamma)$ and $\text{pInv}_D(F)$. Consider the following example of a partial polymorphism.

Example 3.21. Let $f$ be a binary partial function such that dom$(f) = \{(0, 1), (1, 0), (1, 1)\}$ and $f(0, 1) = f(1, 0) = 0$ and $f(1, 1) = 1$. If $R$ is the Boolean ternary relation from Example 3.9 then it is easy to verify that for all $t_1, t_2 \in R$, $f(t_1, t_2)$ is undefined, since there exists an $i$ such that $(t_1[i], t_2[i]) = (0, 0)$, and since $f$ is undefined on $(0, 0)$. For example, when $t_3 = (1, 0, 0)$ and $t_2 = (0, 0, 1)$, then $f(t_1, t_2) = (f(t_1[1], t_2[1]), f(t_1[2], t_2[2]), f(t_1[3], t_2[3])) = (f(1, 0), f(0, 0), f(0, 1))$. This implies that $f(t_1, t_2)$ is undefined. It can then be seen that $f$ is a partial polymorphism of $R$. 
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It is not hard to see that in the above example $f$ can be viewed as a partially defined binary AND function. Note that in Example 3.9, AND is not a polymorphism of $R$, but in Example 3.21, $f$ is a partial polymorphism of $R$. At this point one may get curious of the relation between strong partial clones and weak partial co-clones. It is explained in the following theorem.

**Theorem 3.22.** (Bodnarchuk et al. [4, 5], Geiger [15]) Let $\Gamma$ be a constraint language and let $F$ be a set of partial functions defined over $D$. Then $\langle \Gamma \rangle_3 = \mathrm{pInv}(\mathrm{pPol}(\Gamma))$ and $[F]_3 = \mathrm{pPol}(\mathrm{pInv}(F))$.

The following theorem shows that there is a Galois connection between strong partial clones and weak partial co-clones.

**Theorem 3.23.** (Geiger [15], Romov [28]) If $\Gamma_1$ and $\Gamma_2$ are two constraint languages over $D$ then $\langle \Gamma_1 \rangle_3 \subseteq \langle \Gamma_2 \rangle_3$ if and only if $\mathrm{pPol}(\Gamma_2) \subseteq \mathrm{pPol}(\Gamma_1)$.

From this Galois connection it is obvious that, in order to prove $\Gamma_1 \not\subseteq \langle \Gamma_2 \rangle_3$, it is enough to show there exists a partial function $f$ such that $f \in \mathrm{pPol}(\Gamma_1)$ and $f \notin \mathrm{pPol}(\Gamma_2)$. Now, we can get back to the question of whether $R_{1/3} \in \langle \Gamma_1 \rangle_3 \setminus \langle \Gamma_2 \rangle_3$ that we asked earlier. It can be seen that there exists a function $f$ such that $f \in \mathrm{pPol}(R_{1/3}) \setminus \mathrm{pPol}(R_{1/3})$, namely the function $f$ with $\mathrm{dom}(f) = \{(0,0,1), (0,1,0), (1,0,0)\}$ and $f(x) = 0$ for each $x \in \mathrm{dom}(f)$. This implies that $R_{1/3} \notin \langle \Gamma_1 \rangle_3$. At this point it is worthwhile to note that two constraint languages $\Gamma_1$ and $\Gamma_2$ are incomparable under qfpp-definitions, if there exist two partial functions $f$ and $g$ such that $f \in \mathrm{pPol}(\Gamma_1)$, $f \notin \mathrm{pPol}(\Gamma_2)$ and $g \in \mathrm{pPol}(\Gamma_2)$, $g \notin \mathrm{pPol}(\Gamma_1)$.

This prepares us to discuss the fine-grained complexity of intractable CSP problems. We begin by defining the following function, which will be an useful parameter to measure the relative hardness of intractable CSP problems. Given a constraint language $\Gamma$ we let

$$T(\Gamma) = \inf\{c \mid \mathrm{CSP}(\Gamma) \text{ is solvable in time } 2^{cn}\}$$

where $n$ denotes the number of variables. Using this function we may state the following theorem.

**Theorem 3.24.** (Jonsson et al. [21]) Let $\Gamma_1$ and $\Gamma_2$ be two finite constraint languages over $D$. If $\mathrm{pPol}(\Gamma_2) \subseteq \mathrm{pPol}(\Gamma_1)$ then $T(\Gamma_1) \leq T(\Gamma_2)$.

The above theorem tells us that the strong partial clones can be useful to study fine-grained complexity of CSPs. A problem SAT($\Gamma$) is said to be easier than a problem SAT($\Delta$) if $T(\Gamma) \leq T(\Delta)$. Hence, if the partial polymorphisms of two
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Constraint languages are comparable, then Theorem 3.24 can be used to say whether one of the problems is easier than the other. Now let us consider the following example.

Example 3.25. Let \( f \) be a ternary Boolean function such that \( \text{dom}(f) = \{(1, 0, 0), (0, 1, 0), (0, 0, 0)\} \) and \( f(1, 0, 0) = f(0, 1, 0) = f(0, 0, 0) = 1 \). Clearly \( f \in \text{pPol}(R_{1/3}) \). However, \( f \notin \text{pPol}(\Gamma_{3\text{SAT}}) \) as \( f \notin R \) where \( R = \{(0, 0, 1), (0, 1, 0), (0, 0, 0)\} = (1, 1, 1) \). It can be easily seen that \( R_{1/3} \in (\Gamma_{3\text{SAT}}) \) i.e., \( \text{pPol}(\Gamma_{3\text{SAT}}) \subseteq \text{pPol}(R_{1/3}) \). This implies that \( \text{pPol}(\Gamma_{3\text{SAT}}) \subseteq \text{pPol}(R_{1/3}) \). Then from Theorem 3.24 we can explain why \( \text{SAT}(R_{1/3}) \) is easier than \( \Gamma_{3\text{SAT}} \).

This example shows that there may exist several strong partial clone corresponding to a total clone. More precisely, we define the set of all such strong partial clones as follows.

Definition 3.26. If \( C \) is a clone over domain \( D \) then the interval \( \text{Int}(C) \) is defined as \( \{\text{pPol}(\Delta) | \text{Pol}(\Delta) = C\} \).

The motivation behind studying the interval of a clone \( C \) is that we want to understand the fine-grained complexity of CSPs whose constraint languages correspond to \( C \). The idea of \( \text{Int}(C) \) leads to many interesting questions. For example, does \( \text{Int}(C) \) have a minimal element \( \text{pPol}(\Delta) \)? The existence of such an element implies that \( T(\Delta) \leq T(\Gamma) \) for any constraint language \( \Delta \) such that \( \text{Pol}(\Gamma) = \text{Pol}(\Delta) = C \), i.e., CSP(\( \Gamma \)) is not easier than any other problem CSP(\( \Delta \)) whenever \( \Delta \) and \( \Gamma \) correspond to the same clone. Such a \( \Gamma \) can in fact always be easily constructed by letting \( \Gamma = \text{Inv}(C) \) consist of all relations in the co-clone. Another interesting question in this context is to find the largest element in \( \text{Int}(C) \), which is known as a weak base of \( C \), and defined as follows.

Definition 3.27. A constraint language \( \Gamma \) is a weak base of the clone \( \text{Pol}(\Gamma) \) if \( \text{pPol}(\Gamma) = \bigcup_{\text{Pol}(\Gamma') = \text{Pol}(\Gamma)} \text{pPol}(\Gamma') \).

The concept of a weak base was first introduced by Schnoor and Schnoor [30]. If \( \Gamma \) is a weak base of \( C \) then \( T(\Gamma) \leq T(\Delta) \) for any constraint language \( \Delta \) such that \( \text{Pol}(\Delta) = C \). Using the idea of weak bases Jonsson. et. al. [21] proved that SAT(\( R_{1/3}^{+\#01} \)) is the easiest NP-complete SAT problem, in the sense that \( T(\Gamma_{1/3}^{+\#01}) \leq T(\Delta) \) for any \( \Delta \) such that SAT(\( \Delta \)) is NP-complete.

Note that we apply the function on each argument of the tuples.
As mentioned earlier the motivation behind studying \( \text{Int}(C) \) is to understand the fine-grained complexity of CSPs whose constraint languages result in \( C \). But the structure of the interval of the most interesting clones are very complicated. As a result it becomes impossible to study the fine-grained complexity of a whole interval, so we readjust our aim and settle for the less ambitious goal of understanding a subset of the original interval. This leads to us to the following definition.

**Definition 3.28.** If \( \Gamma_1 \) and \( \Gamma_2 \) are two constraint languages then the interval \( \text{Int}(\text{pPol}(\Gamma_1), \text{pPol}(\Gamma_2)) \) is defined as \( \{ \text{pPol}(\Gamma) \mid \text{pPol}(\Gamma_1) \subseteq \text{pPol}(\Gamma) \subseteq \text{pPol}(\Gamma_2) \} \).

Thus, \( \text{Int}(\text{pPol}(\Gamma_1), \text{pPol}(\Gamma_2)) \) contains all strong partial clones between \( \text{pPol}(\Gamma_1) \) and \( \text{pPol}(\Gamma_2) \). When \( \text{pPol}(\Gamma_1) \subseteq \text{pPol}(\Gamma_2) \) and the cardinality of the set \( \text{Int}(\text{pPol}(\Gamma_1), \text{pPol}(\Gamma_2)) \) is 2, then we say \( \text{pPol}(\Gamma_2) \) covers \( \text{pPol}(\Gamma_1) \). Similarly, a clone \( C_2 \) is said to cover a clone \( C_1 \) if \( C_1 \subseteq C_2 \) and there is no clone \( C_3 \) such that \( C_1 \subseteq C_3 \subseteq C_2 \). In the example below we see that \( \text{pPol}(R_{1/3}^{\#\#\#\#\#1}) \) does not cover \( \text{pPol}(R_{1/3}) \).

**Example 3.29.** Consider the relation

\[ R_{1/3}^{01} = \{(0,0,1,0,1), (0,1,0,1,0), (1,0,0,0,1)\} \]

Clearly \( R_{1/3}^{01} \in \langle R_{1/3}^{01}\rangle_{\frac{1}{3}} \) as \( R_{1/3}^{01} \) can be defined as

\[ R_{1/3}^{01}(x_1, x_2, x_3, c_0, c_1) = R_{1/3}(x_1, x_2, x_3) \land R_{1/3}(c_0, c_0, c_1). \]

Similarly \( R_{1/3}^{\#\#\#\#\#1} \in \langle R_{1/3}^{\#\#\#\#\#1}\rangle_{\frac{1}{3}} \) as \( R_{1/3}^{\#\#\#\#\#1} \) can be defined as

\[ R_{1/3}^{\#\#\#\#\#1}(x_1, \ldots, x_6, c_0, c_1) = R_{1/3}^{01}(x_1, x_2, x_3, c_0, c_1) \land R_{1/3}^{01}(x_1, x_4, c_0, c_0, c_1) \land R_{1/3}^{01}(x_2, x_5, c_0, c_0, c_1) \land R_{1/3}^{01}(x_3, x_6, c_0, c_0, c_1). \]

From Theorem 3.23 and Definition 3.28 we can tell that \( \text{pPol}(R_{1/3}^{01}) \) is in \( \text{Int}(\text{pPol}(R_{1/3}), \text{pPol}(R_{1/3}^{\#\#\#\#\#1})) \).

One of the main goals of the thesis is to study intervals of the form \( \text{Int}(\text{pPol}(\Gamma), \text{pPol}(\Delta)) \), in order to understand the fine-grained complexity of SAT problems between \( \text{SAT}(\Gamma) \) and \( \text{SAT}(\Delta) \). For example, can we find any interesting cases of \( \Gamma \) and \( \Delta \) where \( \text{SAT}(\Gamma) \) and \( \text{SAT}(\Delta) \) are both NP-complete, but where the interval \( \text{Int}(\text{pPol}(\Gamma), \text{pPol}(\Delta)) \) admits a reasonably simple description? Can we find examples of strong partial clones covered by \( \text{pPol}(R_{1/3}^{\#\#\#\#\#1}) \), and could we use such a classification to find a “second easiest NP-complete SAT problem”? More generally, what can we say about the fine-grained complexity for arbitrary finite-domain CSPs? These are some of the main topics that we have in mind when we now summarise the main contributions of the thesis.
2 Contributions

After discussing some preliminary concepts in the previous chapter, we are now ready to summarize the contributions of this thesis. We list the results chronologically according to their publishing order.

1 Paper 1: A Preliminary Investigation of Satisfiability Problems Not Harder than 1-in-3-SAT

Victor Lagerkvist and Biman Roy, A Preliminary Investigation of Satisfiability Problems Not Harder than 1-in-3-SAT, in Proceedings of the 41st International Symposium on Mathematical Foundations of Computer Science (MFCS-2016), volume 58, pages 64:1–64:14, 2016.

This paper studies the interval $\text{Int}(\text{pPol}(R_{1/3}), \text{pPol}(R_{1/3}^{\text{sat}}))$ where $R_{1/3}$ and $R_{1/3}^{\text{sat}}$ are defined as in Example 3.5. Jonsson et al. [21] proved that $R_{1/3}^{\text{sat}}$ is a weak base of $\Pi_B$. They also proved the SAT($R_{1/3}^{\text{sat}}$) is not harder than SAT(Γ) where Γ is a weak base of $N_2$. Using these arguments they concluded that SAT($R_{1/3}^{\text{sat}}$) is the easiest NP-complete problem i.e., if SAT(Γ) is an NP-complete problem and solvable in $O(c^n)$ time, then SAT($R_{1/3}^{\text{sat}}$) is
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solvable in $O(\alpha^n)$ time, too. In the same article they conjectured that the interval, $\text{Int}(\text{pPol}(R_{1/3}), \text{pPol}(R_{1/3}^{\text{pol}}))$ contains only five elements.

We prove that this conjecture is false by showing that there exist at least three nonoverlapping intervals of countably infinite cardinality inside $\text{Int}(\text{pPol}(R_{01}^{\text{pol}}), \text{pPol}(R_{01}^{\text{pol}}))$, where $R_{01}^{\text{pol}}$ is the relation defined in Example 3.29. For each of these three intervals we identify a countably infinite set of constraint languages such that the strong partial clones corresponding to those constraint languages i) belong to the interval, and ii) are not equal to each other. One of the major challenges in this was to find the structure of these constraint languages.

Our results imply a complex inclusion structure of the NP-complete SAT($\Gamma$) problems that are not harder than SAT($R_{1/3}$). Hence, fully characterizing SAT($\Gamma$) problems with a lower worst-case time complexity than SAT($R_{1/3}$) using partial polymorphisms is an extremely difficult task. In the process, we have also determined several algebraic properties of SAT($R_{1/3}$) and related problems, which could be helpful in finding better algorithms for these problems. However, the following questions remained unresolved: 1) does $\text{pPol}(R_{01}^{\text{pol}})$ cover $\text{pPol}(R_{1/3})$, and 2) can the cardinality of $\text{Int}(\text{pPol}(R_{1/3}), \text{pPol}(R_{1/3}^{\text{pol}}))$ equal the continuum? These are the two questions that we address in the next paper.

2 Paper 2: On the Interval of Boolean Strong Partial Clones Containing Only Projections as Total Operations

Miguel Couceiro, Lucien Haddad, Victor Lagerkvist and Biman Roy, On the Interval of Boolean Strong Partial Clones Containing Only Projections as Total Operations, in Proceedings of the 47th International Symposium on Multiple-Valued Logic (ISMVL-2017), pages 88–93. IEEE Computer Society, 2017.

We continued investigating the cardinality of $\text{Int}(\text{pPol}(R_{1/3}), \text{pPol}(R_{1/3}^{\text{pol}}))$ and find that 1) the cardinality of the interval is continuum, and 2) $\text{Int}(\text{pPol}(R_{1/3}), \text{pPol}(R_{1/3}^{\text{pol}}))$ is at least countably infinite.

For the first result, we identify a countably infinite number of constraint languages such that the strong partial clones corresponding to those constraint languages are in $\text{Int}(\text{pPol}(R_{1/3}^{\text{pol}}), \text{pPol}(R_{1/3}^{\text{pol}}))$, and then prove that the arbitrary intersection of those strong partial clones is always in $\text{Int}(\text{pPol}(R_{1/3}^{\text{pol}}), \text{pPol}(R_{1/3}^{\text{pol}}))$. Note that these newly identified constraint languages are different from the ones that we referred to in Paper 1. For the second result, we begin by presenting a countably infinite set of constraint languages. Then we show that the intersection
3. Paper 3: Time Complexity of Constraint Satisfaction via Universal Algebra

of $pPol(R_{1/3}^{01})$ and the strong partial clones corresponding to these constraint languages, belong to $\text{Int}(pPol(R_{1/3}), pPol(R_{1/3}^{01}))$.

Paper 1 and Paper 2 investigate the largely unexplored lattice of strong partial clones in the Boolean domain. These results provide more evidence for why the structure of strong partial clones even in the Boolean domain is far from well understood. The second result may be interpreted as follows: if $\Gamma_1, \Gamma_2$ are two constraint languages with almost identical structure and $pPol(\Gamma_1) \subset pPol(\Gamma_2)$, then even in this seemingly simple case there can exist an infinite number of strong partial clones that belong to the interval $\text{Int}(pPol(\Gamma_1), pPol(\Gamma_2))$.

3 Paper 3: Time Complexity of Constraint Satisfaction via Universal Algebra

In the thesis the report version of the following paper is included. It contains detailed proofs, more examples and some new results.

Peter Jonsson, Victor Lagerkvist and Biman Roy, *Time Complexity of Constraint Satisfaction via Universal Algebra*, in Proceedings of the 41st International Symposium on Mathematical Foundations of Computer Science (MFCS-2017), pages 17:1–17:15, 2017.

Jonsson et al. [21] have shown that $\text{SAT}(R_{1/3}^{01})$ is the easiest NP-complete SAT problem i.e. no NP-complete SAT($\Gamma$) can be solved strictly faster than $\text{SAT}(R_{1/3}^{01})$. We conduct a similar study for arbitrary finite domains. A constraint language $\Gamma$ over domain $D$ is called ultraconservative if $\bar{\Sigma}^D \subseteq \Gamma$. We prove that for an arbitrary finite domain $D$ there exists a constraint language $\Delta$ over $D$ such that no ultraconservative NP-complete CSP problem over $D$ can be solved faster than CSP($\Delta$) i.e., CSP($\Delta$) is the easiest NP-complete ultraconservative CSP problem over domain $D$. We give an explicit definition for such $\Delta$. However, to achieve this result it is not sufficient to use the usual pp-definitions or qfpp-definitions, and we need to use pp-interpretations. In short pp-interpretations can be thought of as a generalization of pp-definition that enable polynomial time reductions between CSPs of different domains. Our result also shows that the time complexity of these aforementioned CSP($\Delta$) decreases with an increasing domain size.

In this paper, we also show that if the exponential time hypothesis (ETH) (which says 3-SAT cannot be solved in subexponential time) is true then the existence of a subexponential algorithm for one NP-complete CSP problem is equivalent to the existence of subexponential algorithm for all NP-complete CSP problems.
4 Paper 4: A Dichotomy Theorem for the Inverse Satisfiability Problem

In the thesis the report version of the following paper is included. It contains detailed proofs, more examples and some new results.

Victor Lagerkvist and Biman Roy, A Dichotomy Theorem for the Inverse Satisfiability Problem, in Proceedings of the 37th IARCS Annual Conference on Foundations of Software Technology and Theoretical Computer Science (FSTTCS-2017), volume 93, pages 39:39–39:14, 2018.

Inverse satisfiability (as the name suggests) is the problem where we want to know for a given a Boolean relation $R$ and a Boolean constraint language $\Gamma$ if there exists an instance of $\text{SAT}(\Gamma)$ that has $R$ as its set of models, i.e., if $R \in \langle \Gamma \rangle^2$? The inverse satisfiability problem over a constraint language $\Gamma$ is denoted by $\text{Inv-SAT}(\Gamma)$. In 1998, Kavvadias and Sideri [23] showed that 1) $\text{Inv-SAT}$ is $\text{coNP}$-complete, and 2) when a Boolean constraint language $\Gamma$ is ultraconservative then $\text{Inv-SAT}(\Gamma)$ is $\text{coNP}$-complete if $\text{Pol}(\Gamma) = \Pi^B_1$, and is in $P$ otherwise. One should note here that no algebraic techniques were used in their original approach.

We generalize this dichotomy by proving that $\text{Inv-SAT}(\Gamma)$ is either in $P$ or $\text{coNP}$-complete whenever $\Gamma$ is a finite Boolean constraint language. We show that if $\Gamma$ has essentially unary functions as its only polymorphisms then there exists a ultraconservative constraint language $\Delta$ such that there is a polynomial time reduction from $\text{Inv-SAT}(\Delta)$ to $\text{Inv-SAT}(\Gamma)$, where $\text{Inv-SAT}(\Delta)$ is $\text{coNP}$-complete. A function is called essentially unary if its value depends on only one variable. For the aforementioned reduction we show that checking whether $R \in \langle \Delta \rangle^2$ or not is equivalent to checking whether $R' \in \langle \Gamma \rangle^2$ or not, where $R'$ is defined by modifying a qfpp-definition of $R$ with the help of the weak base of $\text{Pol}(\Gamma)$. Note that the use of the weak base of $\text{Pol}(\Gamma)$ in this reduction is essential. For the rest of the cases i.e., whenever $\Gamma$ has a polymorphism which is not essentially unary, we show that $\text{Inv-SAT}(\Gamma)$ is in $P$ using the original construction of Kavvadias and Sideri.

One interesting point to note here is that, unlike the dichotomy of SAT, the dichotomy of $\text{Inv-SAT}$ does not immediately hold when $\Gamma$ is infinite. That is because for some $\Gamma$ there can exist a $\Delta$ such that $\Delta \subset \Gamma$ and $\text{Inv-SAT}(\Gamma)$ is in $P$ while $\text{Inv-SAT}(\Delta)$ is $\text{coNP}$-complete, e.g., when $\Gamma$ is the set of all Boolean relations and $\Delta = R_{1/3}$. More generally, we show that when $\Gamma$ is an infinite constraint language such that $\text{pPol}(\Gamma)$ admits a finite base then $\text{Inv-SAT}(\Gamma)$ is polynomial time solvable. Using these observations we notice that the tractability
5. Paper 5: The Inclusion Structure of Boolean Weak Bases

In the thesis the report version of the following paper is included. It contains detailed proofs, more examples and some new results.

Victor Lagerkvist and Biman Roy, The Inclusion Structure of Boolean Weak Bases, in Proceedings of the 49th International Symposium on Multiple-Valued Logic (ISMVL-2019), IEEE Computer Society, 2019.

Schnoor and Schnoor [30] proved the existence of weak bases for every Boolean clone, and Lagerkvist gave a simplified list of weak bases for all Boolean clones [26]. We completely characterize the strong partial clones of weak bases according to set inclusions. The inclusions of the weak bases could, in principle, be shown by manually comparing the strong partial clones of each pair of weak bases. However, this is a very cumbersome and tedious method. To get around this we introduce a technique that reduces the case analysis significantly. Essentially this technique identifies the largest clone \( C_1 \) that is contained in \( [\text{pPol}(\Gamma_w) \cup C]_s \), where \( \Gamma_w \) is a weak base and \( C \) is a clone that covers \( \text{Pol}(\Gamma) \). As \( \text{Pol}(\Gamma) \) can be covered by more than one clone we might have more than one \( C_1 \). For each such \( C_1 \) we check if the partial polymorphisms related to the weak base of \( C_1 \) contain \( \text{Pol}(\Gamma_w) \). Whenever such containment holds we show that the weak base of \( C_1 \) is qfpp-definable by \( \Gamma_w \). Otherwise, we present a function that proves that the strong partial clones corresponding to the weak bases are incomparable. We prove that checking only such \( C_1 \) is sufficient to achieve a complete characterization of the weak bases. We also show that the strong partial clone related to a weak base of \( \Pi_B \) i.e., \( \text{pPol}(R^{+\sigma}_{1/\lambda} \sigma^{01}) \) is covered by exactly one strong partial clone of a weak base.

or intractability of Inv-SAT(\( \Gamma \)) does not really depend on whether \( \Gamma \) is finite or infinite, rather, it depends on how simple or complex the structure of \( \text{pPol}(\Gamma) \) is. Hence, we conjecture that the dichotomy of Inv-SAT still holds when \( \Gamma \) is infinite. We also consider a generalisation of inverse satisfiability, the inverse constraint satisfaction problem over \( \Gamma \) (Inv-CSP(\( \Gamma \))), and (1) prove a general co-NP-hardness results when \( \text{Pol}(\Gamma) \) consists only of projections, and (2) prove that the inverse k-coloring problem is co-NP-complete for \( k \geq 3 \). The latter resolves an open question in Chen [11].
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