Smoothing parameters of penalized spline nonparametric regression model using linear mixed model
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Abstract. Nonparametric regression is method of regression approach for data patterns of which regression curve is unknown. Meanwhile, spline is a type of segmented polynomial piecewise. Such segmented nature gives more flexibility than common polynomial models so that spline can adapt more effectively to local characteristics of function or data. The use of spline focuses on presence of behavior and patterns of data which in certain area has different characteristics from other areas. Data matching can be done by observing points on data in which an extreme change occurs in an area and consequently data patterns in each area differ. One approach using nonparametric regression is spline regression with penalized spline (P-spline). It is defined as a regression determined using method of least squares and roughness penalty. The article examines smoothing parameters of penalized spline nonparametric regression model. P-spline can be represented in linear mixed model with components of variance to control nonlinearity level of estimators of smooth functions. P-spline using linear mixed model approach can be estimated using either maximum likelihood or residual maximum likelihood. The results of research show that smooth function of best linear unbiased predictor in linear mixed model is equivalent to estimators of penalized spline regression.

1. Introduction
Regression model is used to model the correlation between response variable and one or more explanatory variables. Such method was developed from parametric regression model to nonparametric regression model. In the parametric regression model, regression curve estimation is equivalent to estimation of parameters in the model ([1]). In order to avoid the use of strict assumptions, nonparametric regression approach is an alternative that can be used. Nonparametric regression refers to a modeling method which is not bound to assumptions of certain regression equation providing high flexibility in estimating a model. Several nonparametric regression estimation methods which can be used include the Fourier series, Spline and Kernel ([2]). Spline regression is a piecewise polynomial regression analysis method, polynomial pieces with segmented nature on an interval formed on knots. Knots are join points which emerge due to the change in behavior patterns at different intervals. Spline is superior in dealing with data patterns indicating either sharp raise or drop with the help of knots, and the resulted curve is relatively smooth ([3]). Spline estimators tend to seek their estimation by themselves wherever the data move to obtain a model which is appropriate with the forms of data. A criterion which can be used in the selection of optimal knots is Generalized Cross Validation (GCV) ([1]). Spline refers to the segmented or smoothly-joined piecewise polynomial
model which can produce regression functions fit to the data. To estimate spline depends on the knots, the join points which emerge due to the change in behavior patterns of a function at different intervals. In contrast to in parametric regression approach, the shape of regression curve in nonparametric regression is assumed to be unknown. Nonparametric regression curve is only assumed to be smooth in the sense that it is contained in certain function space. Data are expected to seek their own forms of estimation without being influenced by the subjectivity factor in research design. Therefore, nonparametric regression approach has high flexibility ([2]). Spline nonparametric regression is a segmented regression giving discretion to different polynomial functions on each segment with smoothing splines to result in curve along observation x.

An approach using nonparametric regression is spline regression with penalized spline method. Spline regression refers to an approach towards data plot by taking smoothness of curve into account. Spline is a segmented polynomial model in which the characteristics of the segments contribute to better flexibility than common polynomial models. According to [1, 2], spline in nonparametric regression has high flexibility and an ability to estimate the behavior of data which tends to be different at different intervals.

There are two types of nonparametric model approach using spline: spline regression and smoothing splines. Reference [4], spline regression has excellent statistical and visual interpretations. Moreover, the spline regression is able to handle the characteristics of data and smooth functions and has less capability to handle data of which behavior changes at certain subinterval. It requires a relatively small number of knots and can be estimated using the method of least squares, while spline smoother needs a large number of knots and the smoothness of curve is determined by smoothing parameters and penalized function. Reference [5] combined the two spline approaches to be P-spline. Similarly, [6] used the term penalized spline, or P-spline. P-spline combines two advantages: parametric estimation on spline regression and flexible adaptation towards the smoothness level of curve resulted from roughness penalty on spline smoother. The penalized spline regression has a simple mathematical correlation with the linear mixed models, and therefore the smoothing parameters are directly connected to the variance components and the linear mixed models. In the article, we show that smoothing functions for Best Linear Unbiased Predictor (BLUP) in linear mixed models are equivalent to estimators of penalized spline regression.

2. Theoretical review

2.1. Spline nonparametric regression
Reference [3] points out that the nonparametric approach to estimate regression curves is intended to provide a good model to find out the correlation between two variables and to give observation model to result in appropriate prediction. Outlines that nonparametric regression is an approach for the data patterns of which regression curve is unknown and the absence of information on distribution of data patterns [2].

The idea in nonparametric regression approach is the smoothness of curve. It means that through nonparametric regression approach it is assumed that regression curve resulted from the data patterns is smooth due to certain function, and consequently the nonparametric regression has flexibility. The smoothness in nonparametric regression method aims at lowering variance in data and estimating behavior of data which tends to be different and have an influence, so the characteristics of data can be clearly seen.

2.2. Optimal knots
The best spline estimator is obtained by using optimal knots. Knots exist in the change in behavior patterns of a function. Ac- cording to [6], to select optimal knots, generalized cross validation (GCV) method is used. The formula of GCV is expressed:
Where $K_1, K_2, ..., K_l$ represent knots and matrix $A(K_1, K_2, ..., K_l)$ is obtained from the formula $X_K^T (X_K^T X_K)^{-1} X_K^T$ and mean squared error (MSE) is the average of the squares of the errors or deviations. The formula of MSE is:

$$MSE(K_1, K_2, ..., K_l) = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2$$

3. Research Method

This research is a research of theoretical study in showing that smoothing functions for Best Linear Unbiased Predictor (BLUP) in linear mixed models are equivalent to estimators of penalized spline regression. The basic material on which this research is the scientific work of several experts presented and published in journals, bulletins and books. The research method used is literature study from several literatures, by studying the scientific papers that have been collected. The research step is to derive estimation of parameter of penalized spline regression and linear mixed model, then to determine correlation between penalized spline regression and linear mixed model method. Finally, we examined the connection between smoothing splines and a linear mixed effects model, and conducted a study on best linear unbiased predictor (BLUP) from linear mixed model.

4. Result and Discussion

4.1. Penalized spline regression

Given that $(x_i, y_i)$ is measure on explanatory variable $x$ and response variable $y$ for $1 \leq i \leq n$, the functional correlation between $x$ and $y$ is modeled as:

$$y_i = s(x_i) + \varepsilon_i$$

where $s$ represents smooth function. Equation (1) is the most simple form of nonparametric regression. Given that smooth function is estimated using spline regression model:

$$s(x; \beta) = \beta_0 + \beta_1 x + \cdots + \beta_p x^p + \sum_{k=1}^{K} u_{pk} (x - x_k)_+^p$$

where $\beta = (\beta_0, ..., \beta_p, u_{p1}, ..., u_{pk})$ represents coefficient vector of spline regression, $p \geq 1$ are positive integers, $(w)_+^p = w^p I(w \geq 0)$ is $p$-degree segmented basis function.

Parameter estimator $\hat{\beta}$ is determined by minimizing the penalized sum of squares. According to [7], $J(s)$ is defined as:

$$J(s) = \sum_{i=1}^{n} (y_i - s(x_i; \beta))^2 + \lambda \beta^T D \beta$$

where $\lambda$ is a smoothing parameter, and $D = \text{diag} (O_{p+1}, I_K)$. The first term $J(s)$ represents the sum of squares error and the second term is the roughness penalty. The determination on equation (3) is the combination of spline regression model and smoothing spline model.

The smoothing parameter $\lambda \geq 0$ depicts the rate of exchange between the sum of squares error and the local variance. If $\lambda$ has a large value, then the main component $J(s)$ is the roughness penalty, and therefore curve will look smooth. In contrast, if $\lambda$ has a small value, then the main component $J(s)$ is the component of the sum of squares error, and therefore curve will seem rough. Given that $T$ is the design matrix for spline regression, where the $i^{th}$ term of matrix $T$ is:

$$T = [1, x, ..., x^p, (x - K_1)_+^p, ..., (x - K_K)_+^p]$$

in matrix notation, $J(s)$ is expressed:
\[
\|y - T\beta\|^2 + \lambda\beta'D\beta
\]

(4)

To minimize \( J(s) \), it is derived towards \( \beta \) with principle \( \frac{\partial J}{\partial \beta} = 0 \) and therefore the following equation is obtained:

\[
\begin{align*}
\frac{\partial J}{\partial \beta} &= -2T'y + 2T'T\beta + 2\lambda\beta'D\beta = 0 \\
T'T\beta + \lambda\beta'D\beta &= T'y \\
(T'T + \lambda\beta'D)\beta &= T'y
\end{align*}
\]

Minimizing equation (4) results in an estimator for parameter \( \hat{\beta} \):

\[
\hat{\beta} = (T'T + \lambda D)^{-1}T'y
\]

Thus, the estimator of penalized spline regression is obtained.

\[
\hat{y} = T\hat{\beta}(T'T + \lambda D)^{-1}T'y
\]

(5)

4.2. Linear mixed model

The linear mixed model is generally defined as:

\[
y = X\beta + Zu + \varepsilon, \quad \text{where} \quad \begin{bmatrix} u \\ \varepsilon \end{bmatrix} \sim \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} G & 0 \\ 0 & R \end{bmatrix}
\]

(6)

where \( X \) represents the design matrix of the observed effects, \( \beta \) is the vector of unknown fixed effect parameters, \( Z \) is the design matrix of observed random effects, \( u \) depicts the vector of unknown random effects, and \( \varepsilon \) is the vector of unknown errors. Thus, the median and the matrix for \( y \) are \( E(y) = X\beta \) and \( Cov(y) = V = ZGZ' + R \).

For nonsingular \( G \), the joint density of \( y \) and \( u \) is:

\[
f_{y,u} = f_{y|u}f_u = 2\pi R|^{-1/2}
\]

\[
\exp \left( -\frac{1}{2}(y - X\beta - Zu)'R^{-1}(y - X\beta - Zu) \right)
\]

\[
x|2\pi R|^{-1/2}\exp \left( -\frac{1}{2}u'G^{-1}u \right)
\]

The logarithm of the joint density function is expressed:

\[
\ln(f_{y,u}) = -\frac{1}{2}\ln|2\pi R|
\]

\[
-\frac{1}{2}(y - X\beta - Zu)'R^{-1}(y - X\beta - Zu)
\]

\[
-\frac{1}{2}\ln|2\pi R| - \frac{1}{2}u'G^{-1}u
\]

The partial derivative of \( \ln(f_{y,u}) \) towards \( u \) is:

\[
\frac{\partial f_{y,u}}{\partial u} = Z'R^{-1}(y - X\beta - Zu) + G^{-1}y
\]

and the partial derivative of \( \ln(f_{y,u}) \) towards \( \beta \) is:

\[
\frac{\partial f_{y,u}}{\partial \beta} = X'R^{-1}(y - X\beta - Zu)
\]

(7)

To determine values of \( u \) and \( \beta \), maximizing equation (7) results in the equation:

\[
Z'R^{-1}y - Z'R^{-1}X\beta - (Z'R^{-1}Z + G^{-1})u = 0
\]

(8)

\[
X'R^{-1}y - X'R^{-1}X\beta - Z'R^{-1}Zu = 0
\]

(9)

In the form of matrix, (8) and (9) are expressed:

\[
\begin{bmatrix}
X'R^{-1}X & X'R^{-1}Z \\
Z'R^{-1}X & Z'R^{-1}Z + G^{-1}
\end{bmatrix}
\begin{bmatrix}
\beta \\
\varepsilon
\end{bmatrix} =
\begin{bmatrix}
X'R^{-1}y \\
Z'R^{-1}y
\end{bmatrix}
\]

(10)

If matrix \( G \) and \( R \) were known, then the estimator for parameters \( \beta \) and \( u \) is:
Equation (9) is derived to obtain \( u \), and therefore the equation (10) is solved below:

\[
\mathbf{u} = (\mathbf{Z} \mathbf{R}^{-1} \mathbf{Z} + \mathbf{G}^{-1})^{-1} \mathbf{Z} \mathbf{R}^{-1} (\mathbf{y} - \mathbf{X} \mathbf{\beta})
\]  

(11)

Next, equation (11) is substituted into equation (8).

\[
\mathbf{X} \mathbf{R}^{-1} \mathbf{y} - \mathbf{X} \mathbf{R}^{-1} \mathbf{X} \mathbf{\beta} - \mathbf{X} \mathbf{R}^{-1} \mathbf{Z} (\mathbf{Z} \mathbf{R}^{-1} \mathbf{Z} + \mathbf{G}^{-1})^{-1} \mathbf{Z} \mathbf{R}^{-1} (\mathbf{y} - \mathbf{X} \mathbf{\beta}) = 0
\]

The following equation is obtained:

\[
\mathbf{X} (\mathbf{R}^{-1} - \mathbf{R}^{-1} \mathbf{Z} (\mathbf{Z} \mathbf{R}^{-1} \mathbf{Z} + \mathbf{G}^{-1})^{-1} \mathbf{Z} \mathbf{R}^{-1}) \mathbf{y} = \mathbf{X} (\mathbf{R}^{-1} - \mathbf{R}^{-1} \mathbf{Z} (\mathbf{Z} \mathbf{R}^{-1} \mathbf{Z} + \mathbf{G}^{-1})^{-1} \mathbf{Z} \mathbf{R}^{-1}) \mathbf{X} \mathbf{\beta}
\]

(12)

Where \( \mathbf{V} = \mathbf{Z} \mathbf{G} \mathbf{Z}' + \mathbf{R} \). From equation (12), the following equation is obtained:

\[
\mathbf{R}^{-1} - \mathbf{R}^{-1} \mathbf{Z} (\mathbf{Z} \mathbf{R}^{-1} \mathbf{Z} + \mathbf{G}^{-1})^{-1} \mathbf{Z} \mathbf{R}^{-1} = \mathbf{V}^{-1}
\]

To derive

\[
\mathbf{X} \mathbf{V}^{-1} \mathbf{y} = \mathbf{X} \mathbf{V}^{-1} \mathbf{X} \mathbf{\beta}
\]

(13)

From equation (13), the following equation is resulted:

\[
\widehat{\mathbf{\beta}} = (\mathbf{X} \mathbf{V}^{-1} \mathbf{X})^{-1} \mathbf{X} \mathbf{V}^{-1} \mathbf{y}
\]

(14)

Afterwards, equation (13) and equation (11) are paired and using some simple algebra the following equation is obtained:

\[
\widehat{\mathbf{u}} = (\mathbf{Z} \mathbf{R}^{-1} \mathbf{Z} + \mathbf{G}^{-1})^{-1} \mathbf{Z} \mathbf{R}^{-1} (\mathbf{y} - \mathbf{X} \widehat{\mathbf{\beta}}) = (\mathbf{Z} \mathbf{R}^{-1} \mathbf{Z} + \mathbf{G}^{-1})^{-1} \mathbf{Z} \mathbf{R}^{-1} \mathbf{V}^{-1} (\mathbf{y} - \mathbf{X} \widehat{\mathbf{\beta}})
\]

\[
= (\mathbf{Z} \mathbf{R}^{-1} \mathbf{Z} + \mathbf{G}^{-1})^{-1} (\mathbf{Z} \mathbf{R}^{-1} \mathbf{Z} \mathbf{G} \mathbf{Z}' + \mathbf{R})^{-1} \mathbf{V}^{-1} (\mathbf{y} - \mathbf{X} \widehat{\mathbf{\beta}})
\]

\[
= (\mathbf{Z} \mathbf{R}^{-1} \mathbf{Z} + \mathbf{G}^{-1})^{-1} (\mathbf{Z} \mathbf{R}^{-1} \mathbf{Z} + \mathbf{G}^{-1})^{-1} \mathbf{G} \mathbf{Z} \mathbf{V}^{-1} (\mathbf{y} - \mathbf{X} \widehat{\mathbf{\beta}})
\]

\[
\widehat{\mathbf{u}} = \mathbf{G} \mathbf{Z} \mathbf{V}^{-1} (\mathbf{y} - \mathbf{X} \widehat{\mathbf{\beta}})
\]

Best linear unbiased predictor (BLUP) for \( \mathbf{\beta} \) is identical to the solution of GLS, and BLUP for \( \mathbf{u} \) is BLP (\( \mathbf{u} \)) with substitution \( \widehat{\mathbf{\beta}} \) and \( \mathbf{\beta} \). One of the most simple ways to obtain BLUP is by applying Henderson’s justification with distribution assumptions ([8]), i.e. \( \mathbf{y} | \mathbf{u} \sim \mathcal{N} (\mathbf{X} \mathbf{\beta} + \mathbf{Z} \mathbf{u}, \mathbf{R}) \) and \( \mathbf{u} \sim \mathcal{N} (0, \mathbf{G}) \).

Maximizing function \( (\mathbf{y}, \mathbf{u}) \) on unknown \( \mathbf{\beta} \) and \( \mathbf{u} \) results in:

\[
(\mathbf{y} - \mathbf{X} \widehat{\mathbf{\beta}} - \mathbf{Z} \mathbf{u})^{-1} (\mathbf{y} - \mathbf{X} \widehat{\mathbf{\beta}} - \mathbf{Z} \mathbf{u}) + \mathbf{u} \mathbf{G}^{-1} \mathbf{u}
\]

(15)

Equation (15) indicates that BLUP estimation of \( (\mathbf{\beta}, \mathbf{u}) \) comprises GLS and a penalty term. BLUP of \( (\mathbf{\beta}, \mathbf{u}) \) is expressed:

\[
\mathbf{\beta} = (\mathbf{C} \mathbf{R}^{-1} + \mathbf{B})^{-1} \mathbf{C} \mathbf{R}^{-1} \mathbf{y}
\]

\[
\mathbf{u} = \mathbf{X} \widehat{\mathbf{\beta}} + \mathbf{Z} \widehat{\mathbf{u}} = \mathbf{C} (\mathbf{C} \mathbf{R}^{-1} + \mathbf{B})^{-1} \mathbf{C} \mathbf{R}^{-1} \mathbf{y}
\]

The most commonly used methods in the estimation of variance-covariance matrix on linear mixed method are ML and REML methods. REML method generates unbiased estimators for parameters of the variance-covariance matrix, while ML results in biased estimators. The estimators of ML form are determined according to distribution model \( \mathbf{y} \sim \mathcal{N} (\mathbf{X} \mathbf{\beta} + \mathbf{Z} \mathbf{u}, \mathbf{V}) \).

The log-likelihood function of \( \mathbf{y} \) according to the distribution model is:

\[
\ell_{ML}(\mathbf{\beta}, \mathbf{V}) = -\frac{1}{2} \left[ \log |\mathbf{V}| + (\mathbf{y} - \mathbf{X} \widehat{\mathbf{\beta}})^{\top} \mathbf{V}^{-1} (\mathbf{y} - \mathbf{X} \widehat{\mathbf{\beta}}) + n \log (2\pi) \right]
\]

(16)

ML estimators for \( (\mathbf{\beta}, \mathbf{V}) \) are obtained by maximizing \( \ell_{ML}(\mathbf{\beta}, \mathbf{V}) \). Optimization on \( \mathbf{\beta} \) is done given that \( \mathbf{V} \) is fixed, and results in \( \ell_{ML}(\mathbf{\beta}, \mathbf{V}) \) maximum \( \widehat{\mathbf{\beta}} = (\mathbf{X} \mathbf{V}^{-1} \mathbf{X})^{-1} \mathbf{X} \mathbf{V}^{-1} \mathbf{y} \), similar to BLUP on equation (13).

The substitution of \( \widehat{\mathbf{\beta}} \) on equation (16) generates log-likelihood for \( \mathbf{V} \):
ML estimators for parameters in can be obtained by maximizing equation (17) towards its parameters. The reduction in REML by maximizing log-likelihood function of linear combination of element which does not depend on \( \theta \). The function of REML is:
\[
\ell_{REML}(V) = -\frac{1}{2} \log|V| + \log \left| X'V^{-1}X \right| + (y - X\hat{\beta})'V^{-1}(y - X\hat{\beta}) - n \log(2\pi)
\]

The main benefit of REML compared to ML is that REML considers degrees of freedom of fixed effects in linear mixed model.

4.3. The correlation between penalized spline regression and linear mixed model method
The correlation between spline regression and linear mixed model has been discussed by [9], who examined the connection between smoothing splines and a linear mixed effects model, and [10], who conducted a study on best linear unbiased predictor (BLUP) from linear mixed model. Reference [11] extended the mixed model setup. The connection between penalized spline regression and linear mixed model includes penalty coefficient on equation equivalent to treating the coefficient as random effects on linear mixed model on equation (11). Given that parameter \( \beta = (\beta_0, \beta_1, \ldots, \beta_p) \), \( u = (u_{p1}, \ldots, u_{pk}) \) are defined, and design matrix are:
\[
X = \begin{pmatrix}
1 & t_1 & \cdots & t_{p1} \\
1 & t_1 & \cdots & t_{p2} \\
\vdots & \vdots & \ddots & \vdots \\
1 & t_1 & \cdots & t_{pn}
\end{pmatrix}
\quad \text{and} \quad
Z = \begin{pmatrix}
(t_1 - k_1)^2 & \cdots & (t_1 - k_k)^2 \\
\vdots & \ddots & \vdots \\
(t_n - k_1)^2 & \cdots & (t_n - k_k)^2
\end{pmatrix}
\]

The criterion of penalized spline on equation (9) if divided by \( \sigma^2 \) can be expressed:
\[
\frac{1}{\sigma^2} ||y - X\beta - Zu||^2 + \frac{\lambda^2}{\sigma^2} ||u||^2
\]  
Equation (18) is similar to BLUP criterion of linear mixed model on equation (14) by treating \( u \) as the coefficient of random effects with \( (u) = \sigma^2 I \), where \( \sigma^2 = \frac{\sigma^2}{\lambda^2} \), and therefore the representation of spline regression in the form of linear mixed model is:
\[
y = X\beta + Zu + \varepsilon, \quad \text{where} \quad Cov\begin{bmatrix} u \\ \varepsilon \end{bmatrix} = \begin{bmatrix} \sigma^2 I & 0 \\ 0 & \sigma^2 I \end{bmatrix}
\]
BLUP for function \( g(x) = (s(x_0), \ldots, s(x))' \) is given by:
\[
\hat{y} = X\hat{\beta} + Z\hat{u}
\]
where \( \beta = (X'(\sigma^2 ZZ' + \sigma^2 I)^{-1}X)^{-1}X'(\sigma^2 ZZ' + \sigma^2 I)^{-1}y \) and \( \hat{u} = \sigma^2 Z(\sigma^2 ZZ' + \sigma^2 I)^{-1}(y - X\hat{\beta}) \)
Solution \( \hat{y} \) on equation (18) is expressed:
\[
\hat{y} = C(C'C + \lambda D)^{-1}Cy
\]
Where \( C = [X \quad Z], D = \text{diag}(Op+1, I_k) \) and \( \lambda^2 = \frac{\sigma^2}{\sigma^2} \)

5. Conclusion
To conclude from the results and discussion, equation (20) and equation (5) indicate that equation (20) is equivalent to solution of penalized spline regression on equation (5). Such evidence reveals that smoothing function for BLUP on linear mixed model is equivalent to estimators of penalized spline regression.
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