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Abstract

In optimal control problems of control-affine systems, whose solutions are bang-bang or singular type, verification of optimality using the Hamilton-Jacobi-Bellman (HJB) equation involves the computation of partial derivatives of switching times and switching states with respect to initial conditions (time and state). In this paper, we establish a formula for the partial derivatives of ordinary differential equations (ODE) flows with respect to initial conditions, which is more suitable for using in HJB equation than such provided by the classical theory of ODE. We apply the obtained results to the sensitivity analysis of hitting time and state of a reachable set, that in an optimal control problem can represent a switching locus.
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1 Introduction

An interesting class of optimal control problems, governed by ordinary differential equations (ODE), consist in control-affine systems with control-affine cost [10], whose solutions are characterized by switching functions, obtained via Pontryagin’s maximum principle [7]. For this type of problems, optimal controls along the optimal trajectories consist of sequences of consecutive bangs and/or singular arcs. Along each bang arc, the control takes a constant extreme value. This procedure naturally induces feedback controls in the state-time space, which generates a patchy vector field [1]. Thus, if the optimal control is composed only by bangs, the dynamics of the problem along an optimal solution follow a sequence of uncontrolled ordinary differential equations (i.e., with constant controls), up to the first time that the solution of the system hits the boundary of each patch (which we refer to as hitting time), that is, the corresponding switching curve.

A usual procedure to solve an optimal control problem consists in finding extremals via Pontryagin’s maximum principle [7], and then proving that the associated controls are optimal, building a verification function (candidate to value function) using these controls, and proving that this verification function is solution of the Hamilton-Jacobi-Bellman (HJB) equation [2, 6, 11] of the problem (see, for instance, [3, Section 8.7] for a discussion on the verification of the sufficient conditions for a control to be optimal). For control-affine problems, this last step involves the computation of the partial derivatives of the times and states of switch, which in this case, correspond to the hitting times and hitting states of the boundaries of each patch. Since the dynamics of the problem, up to the hitting time of the boundary of the patch, follow an uncontrolled differential equation, the problem of finding the partial derivatives of the hitting times is reduced to compute the partial derivative of the first hitting time and state of the solution of an ODE with respect to its initial data (both time and state).

Sensitivity analysis and sufficient conditions of optimality of the switching times, in optimal control problems, has been derived with basis on the classical variational equation associated to an ODE flow, recalled in (2) below [9, 12]. However, this formulation is not suitable enough for the verification of optimality using HJB equation, since the solution of this variational equation involves the
computation of the resolvent of a non-autonomous ODE, depending on the solution of the original system. In this work, we present a different approach to obtain sensitivity formulas, based on the Calculus of Variations, that are better suited to the context of HJB techniques.

This article is structured as follows. In Section 2 we study the sensitivity of the solution of an ODE with respect to the initial data. In Section 3, we apply the obtained results to study the sensitivity of the first hitting time of a set, which we define as the first time that a trajectory, solution of an ODE, hits a specified set. We also derive formulas for the sensitivity of the first hitting state. In Section 4, we illustrate how to apply the obtained results to an optimal control problem. This method of application is then discussed in Section 5.

2 Sensitivity of an ODE flow

Consider the autonomous ordinary differential equation

\[ \dot{x} = F(x) \]  

(1)
given by the vector field \( F : O \subseteq \mathbb{R}^n \to \mathbb{R}^n \) defined on an open set \( O \subseteq \mathbb{R}^n \). If \( F \) is \( C^1 \), for \((x_0, t_0) \in O \times \mathbb{R}\) there exists an open interval \( I \subseteq \mathbb{R} \) containing \( t_0 \) and a unique solution \( x : I \to \mathbb{R}^n \) of (1) with \( x(t_0) = x_0 \) [8]. Under these assumptions, the flow \( x(t; x_0, t_0) \) is defined as the value of the unique solution of (1) at time \( t \), with \( x(t_0) = x_0 \). When \( I = \mathbb{R} \) for all \( x_0 \in O = \mathbb{R}^n \), we will say that the flow is global. In this case, the flow is continuously differentiable with respect to the initial state \( x_0 \), and its differential \( D_{x_0}x(t; x_0, t_0) \) is solution of the following variational equation [8]

\[
\begin{align*}
\frac{d}{dt}D_{x_0}x(t; x_0, t_0) &= DF(x(t; x_0, t_0))D_{x_0}x(t; x_0, t_0), \quad t > t_0, \\
D_{x_0}x(t_0; x_0, t_0) &= I_n,
\end{align*}
\]  

(2)

where \( I_n \) denotes the \( n \)-dimensional identity matrix and \( DF \) the Jacobian of the vector field \( F \).

In what follows, we present a different approach to sensitivity analysis. Through this article, we assume the following hypothesis:

**Assumption 1.** Suppose that \( F : \mathbb{R}^n \to \mathbb{R}^n \), of class \( C^1 \), defines a global flow \( x(t; x_0, t_0) = (x_i(t; x_0, t_0))_{i=1}^n \).

Under the above assumption, we establish our main result for the sensitivity analysis of system (1).

**Proposition 1.** Suppose Assumption 1 holds. Then, \( x(t; x_0, t_0) \) is differentiable with respect to \((x_0, t_0)\), and for all \( t \in \mathbb{R} \),

\[
\frac{\partial x}{\partial t_0}(t; x_0, t_0) + D_{x_0}x(t; x_0, t_0)F(x_0) = 0, \quad (x_0, t_0) \in (-\infty, t) \times \mathbb{R}^n.
\]  

(3)

**Proof.** The differentiability of \( x(t; x_0, t_0) \) with respect to \((x_0, t_0)\) is obtained from the Theorem of smoothness of flows with respect to initial conditions, and the fact that the dynamics is autonomous [8].

Now, consider a fixed time \( t \), index \( i \in \{1, \ldots, n\} \), and the family of (uncontrolled) problems parametrized by \((x_0, t_0)\), with \( t_0 \leq t \):

\[
v_{t,i}(x_0, t_0) = \min\{ \Phi_i(x(t)) = x_i(t) | \dot{x}(s) = F(x(s)), s > t_0; x(t_0) = x_0 \}. \]  

(4)

Uniqueness of solutions of (1) implies that \( v_{t,i}(x_0, t_0) = x_i(t; x_0, t_0) \) (the \( i \)-th coordinate of \( x(t; x_0, t_0) \)). On the other hand, Problem (4) can be viewed in the framework of Calculus of Variations. Define the Hamiltonian \( H(x, p) = \langle p, F(x) \rangle \) (where \( \langle \cdot, \cdot \rangle \) denotes the standard inner product in \( \mathbb{R}^n \)), and denote \( x_0 = (x_{0,1}, \ldots, x_{0,n}) \). Thus, \( v_{t,i}(\cdot) \) satisfies the Hamilton-Jacobi equation [11]

\[
\frac{\partial v_{t,i}}{\partial t_0}(x_0, t_0) + H(x_0, D_{x_0}v_{t,i}(x_0, t_0)) = 0, \quad t_0 < t, \quad v_{t,i}(x_0, t) = x_{0,i},
\]  

(5)
which translates into
\[ \frac{\partial x_i}{\partial t_0}(t; x_0, t_0) + \langle D_{x_0} x_i(t; x_0, t_0), F(x_0) \rangle = 0, \quad t_0 < t; \quad x_i(t; x_0, t) = x_{0,i}. \tag{6} \]

Notice that (6) is the componentwise version of (3), along with the condition \( x(t; x_0, t) = x_0 \), which proves the proposition.

\[ \square \]

**Remark 1.** Notice that the sensitivity via the variational equation (2) follows a Lagrangian (trajectory) approach: we follow the evolution of a given trajectory and compute how the sensitivity of said trajectory evolves along the time. Instead, in Proposition 1, we propose a Hamiltonian approach, in which the sensitivity at time \( t \) is obtained for all initial conditions \((x_0, t_0)\). The trajectories obtained following the Lagrangian approach would correspond to the characteristic curves of the Hamiltonian approach.

Notice that the sensitivity formula (3) in Proposition 1 does not require the Jacobian matrix \( DF \), but only the vector field \( F \).

Two immediate corollaries can be obtained from Proposition 1.

**Corollary 1.** Under the same hypotheses than Proposition 1, we have
\[ D_{x_0} x(t; x_0, t_0) F(x_0) = F(x(t; x_0, t_0)). \tag{7} \]

**Proof.** Since \( x(\cdot) \) is the solution of an autonomous system, it holds
\[ \frac{\partial x}{\partial t_0}(t; x_0, t_0) = - \frac{\partial x}{\partial t}(t; x_0, t_0) = -F(x(t; x_0, t_0)). \tag{8} \]
Combining (3) and (8), we conclude the result.

\[ \square \]

For the case of one-dimensional systems, we obtain:

**Corollary 2.** Suppose \( F : \mathbb{R} \to \mathbb{R} \) of class \( C^1 \), such that Assumption 1 is satisfied. Let \( x_0 \in \mathbb{R} \) such that \( F(x_0) \neq 0 \). Then, for all \( t > t_0 \),
\[ \frac{\partial x}{\partial x_0}(t; x_0, t_0) = \frac{F(x(t; x_0, t_0))}{F(x_0)}. \tag{9} \]

**Proof.** From Corollary 1, we directly obtain
\[ F(x_0) \frac{\partial x}{\partial x_0}(t; x_0, t_0) = F(x(t; x_0, t_0)). \tag{10} \]

Since \( F(x_0) \neq 0 \), dividing by \( F(x_0) \) we conclude the result.

\[ \square \]

**Remark 2.** In the one-dimensional case, when \( F(x_0) = 0 \), Corollary 2 does not give much information. However, since \( x_0 \) is an equilibrium of the dynamics, for all \( t \geq t_0 \) we have \( x(t; x_0, t_0) = x_0 \); using (2) we get
\[ \frac{\partial x}{\partial x_0}(t; x_0, t_0) = e^{F(x_0)(t-t_0)}. \tag{11} \]
3 Application to hitting times

In this section, we apply the results of the previous section to hitting times on the \((x,t)\) space. For this, we define the hitting time of a set by the solution of an ODE, and then we show that the hitting time (and the corresponding hitting state) follow a sensitivity relation given by a PDE, similar to that shown in Proposition 1.

**Definition 1.** Let \(S \subseteq \mathbb{R}^{n+1}\) be a closed set, and consider \(x(t; x_0, t_0)\) the solution of (1) with initial condition \(x(t_0; x_0, t_0) = x_0 \in \mathbb{R}^n\). We define the first hitting time of \(S\) by \(x(\cdot)\) starting from \((x_0, t_0)\) as

\[
\hat{t}_S(x_0, t_0) := \inf \{ t > t_0 \mid (x(t; x_0, t_0), t) \in S \} \in \mathbb{R} \cup \{+\infty\}.
\]  

(12) with the convention \(\inf \emptyset = +\infty\).

We say that \(S\) is reachable by \(x(\cdot)\) from \((x_0, t_0) \in \mathbb{R}^{n+1}\) if \(\hat{t}_S(x_0, t_0) < +\infty\).

If \(S\) is reachable by \(x(\cdot)\) from \((x_0, t_0)\), we define the hitting state as

\[
\hat{x}_S(x_0, t_0) := x(\hat{t}_S(x_0, t_0); x_0, t_0).
\]

(13)

Suppose that the set \(S \subseteq \mathbb{R}^{n+1}\) is defined as the zero level set of a \(C^1\) mapping \(G : \mathbb{R}^{n+1} \to \mathbb{R}\), that is, \(S = \{(x,t) \in \mathbb{R}^{n+1} \mid G(x,t) = 0\}\). Define

\[
\hat{S} = \left\{(x,t) \in S \mid \partial G/\partial t(x,t) + \langle D_x G(x,t), F(x) \rangle \neq 0 \right\}.
\]

**Remark 3.** If \(x(\cdot)\) intersects \(S\) at \((\hat{x}_S, \hat{t}_S) \in \hat{S}\), then \(DG(\hat{x}_S, \hat{t}_S) \neq 0\). As \(DG(\hat{x}_S, \hat{t}_S)\) is the normal vector to \(S\) at \((\hat{x}_S, \hat{t}_S)\), this implies that \(S\) is intersected transversally at \((\hat{x}_S, \hat{t}_S)\) (c.f. [3, Section 2.4]).

Regarding the differentiability of the hitting times \(\hat{t}_S(\cdot)\) and hitting states \(\hat{x}_S(\cdot)\), we have the following proposition:

**Proposition 2.** Suppose that \(S \subseteq \mathbb{R}^{n+1}\) is defined as a zero level set of a \(C^1\) function \(G : \mathbb{R}^{n+1} \to \mathbb{R}\). Define

\[
\mathcal{R}_S^T = \left\{(x_0, t_0) \in \mathbb{R}^{n+1} \mid (x_0, t_0) \notin S, S \text{ is reachable by } x(\cdot) \text{ from } (x_0, t_0), \right. \\
\left. \text{ } x(\cdot) \text{ intersects } S \text{ at } (\hat{x}_S(x_0, t_0), \hat{t}_S(x_0, t_0)) \in \hat{S} \right\}
\]

Then, \(\mathcal{R}_S^T\) is open, and \(\hat{t}_S(\cdot), \hat{x}_S(\cdot)\) are differentiable on \(\mathcal{R}_S^T\). Moreover, on \(\mathcal{R}_S^T\), we have the relations

\[
\frac{\partial \hat{t}_S}{\partial t_0}(x_0, t_0) + \langle D_{x_0} \hat{t}_S(x_0, t_0), F(x_0) \rangle = 0,
\]

(14)

\[
\frac{\partial \hat{x}_S}{\partial t_0}(x_0, t_0) + D_{x_0} \hat{x}_S(x_0, t_0) F(x_0) = 0.
\]

(15)

**Proof.** Since \(S = G^{-1}(\{0\})\), with \(G(\cdot)\) continuous, then \(S\) is closed, and its complement \(S^c\) is open. Let \((x_0, t_0) \in \mathcal{R}_S^T \subseteq S^c\). Then \(\hat{t}_S(x_0, t_0) < +\infty\), and \(\hat{t}_S(x_0, t_0)\) is a solution (with respect to \(t\)) of the equation

\[
\Gamma(t, x_0, t_0) := G(x(t; x_0, t_0), t) = 0.
\]

(16)

As \(\Gamma(\cdot)\) is the composition of continuously differentiable functions, \(\Gamma(\cdot)\) is \(C^1\) in a neighborhood of \((\hat{t}_S(x_0, t_0), x_0, t_0)\), and

\[
\frac{\partial \Gamma}{\partial t}(\hat{t}_S(x_0, t_0), x_0, t_0) = D_x G(\hat{x}_S(x_0, t_0), \hat{t}_S(x_0, t_0)) F(\hat{x}_S(x_0, t_0)) + \frac{\partial G}{\partial t}(\hat{x}_S(x_0, t_0), \hat{t}_S(x_0, t_0)),
\]

(17)

which is not null, because \((\hat{x}_S(x_0, t_0), \hat{t}_S(x_0, t_0)) \in \hat{S}\). Thus, by the Implicit Function theorem [5], there exists an open ball \(B\), neighborhood of \((x_0, t_0)\), not intersecting \(S\), and an open set \(A\)
containing \( \hat{I}_S(x_0, t_0) \), such that a function \( \tau_S(\cdot) \) can be defined as the unique \( C^1 \) function \( \tau_S : B \to A \) satisfying
\[
\Gamma(\tau_S(x, t), x, t) = 0, \quad (x, t) \in B, \quad \tau_S(x_0, t_0) = \hat{I}_S(x_0, t_0),
\] (18)
and
\[
D\tau_S(\cdot) = -\frac{\partial^2\Gamma(t, \cdot)}{\partial t} \bigg|_{t=\tau_S(\cdot)} \text{ on } B.
\] (19)
Moreover, for every \( (t^*, x^*_0, t^*_0) \in A \times B \) such that \( \Gamma(t^*, x^*_0, t^*_0) = 0 \), we have \( t^* = \tau_S(x^*_0, t^*_0) \).

In particular, this implies that \( \hat{I}_S(\cdot) \leq \tau_S(\cdot) < +\infty \) on \( B \). We now prove that \( \hat{I}_S(\cdot) = \tau_S(\cdot) \) on some open ball \( B' \subseteq B \) containing \((x_0, t_0)\).

Suppose, by contradiction, that \( \tau_S(\cdot) \neq \hat{I}_S(\cdot) \) in every open ball around \((x_0, t_0)\). Then, there exist \( \delta > 0 \) such that for every \( n \in \mathbb{N} \) there exists \( (x_n^0, t_n^0) \in B \cap B((x_0, t_0), 1/n) \) with
\[
\tau_S(x_n^0, t_n^0) - \hat{I}_S(x_n^0, t_n^0) > \delta > 0.
\] (20)

The existence of such \( \delta \) is guaranteed by the Implicit Function theorem. Indeed, for a point \((x_n^0, t_n^0)\) to satisfy \( \tau_S(x_n^0, t_n^0) > \hat{I}_S(x_n^0, t_n^0) \), it is necessary that \( \hat{I}_S(x_n^0, t_n^0) \notin A \). Since \( \tau_S(x_n^0, t_n^0) \in A \), with \( \tau_S(\cdot) \) continuous, for \( n \) large enough, we have \( |\tau_S(x_n^0, t_n^0) - \tau_S(x_0, t_0)| < \text{dist}(\tau_S(x_0, t_0), A^c)/2 \). We conclude the existence of such \( \delta < \text{dist}(\tau_S(x_0, t_0), A^c)/2 \).

Since \( \tau_S(\cdot) \) is continuous, for \( \epsilon > 0 \) there exists \( n_\epsilon \in \mathbb{N} \) such that
\[
-\infty < \inf\{t \mid (x, t) \in B\} \leq t_n^0 \leq \hat{I}_S(x_n^0, t_n^0) < \tau_S(x_n^0, t_n^0) < \tau_S(x_0, t_0) + \epsilon < \infty, \quad \forall n \geq n_\epsilon,
\]
which means that the sequence \( \{\hat{I}_S(x_n^0, t_n^0)\}_{n \in \mathbb{N}} \) is bounded and, thus, converges (up to a subsequence) to a finite value \( \hat{t}^* \). Taking limits in (20), using that \( \tau_S(x_0, t_0) = \hat{I}_S(x_0, t_0) \),
\[
\hat{I}_S(x_0, t_0) - \hat{t}^* \geq \delta > 0.
\] (21)

From the continuity of the flow \( x(\cdot) \), we have that \( \hat{x}_S(x_n^0, t_n^0) = \hat{x}(\hat{I}_S(x_n^0, t_n^0); x_n^0, t_n^0) \) converges to \( \hat{x}^* = x(\hat{t}^*, x_0, t_0) \). Since \( \hat{x}_S(x_n^0, t_n^0), \hat{I}_S(x_n^0, t_n^0) \in S \) converges to \( (\hat{x}^*, \hat{t}^*) \), with \( S \) closed set, then \( (\hat{x}^*, \hat{t}^*) \) is a point in \( S \), that is attained by \( x(\cdot) \) from \( (x_0, t_0) \) at the time \( t^* < \hat{I}_S(x_0, t_0) \). This contradicts the definition of \( \hat{I}_S(\cdot) \). Thus, \( \hat{I}_S(\cdot) \) coincides with \( \tau_S(\cdot) \) on some open ball \( B' \subseteq B \). Thus, \( \hat{I}_S(\cdot) \) satisfies the same properties than \( \tau_S(\cdot) \) as in (18) and (19).

Continuity of \( \tau(\cdot) \) with respect to the initial conditions implies \( (DG(\hat{x}_S(-), \hat{I}_S(\cdot)), (F(\hat{x}_S(\cdot)), 1)) \neq 0 \) on \( B' \), which proves that all initial conditions in \( B' \) belong to \( R^T_S \). This proves that \( R^T_S \) is open.

Now, evaluating (19) in \((x_0, t_0)\) (considering that \( \tau(\cdot) = \hat{I}_S(\cdot) \) in \( B' \)),
\[
\frac{\partial \hat{I}_S}{\partial t_0}(x_0, t_0) = -\frac{D_xG(\hat{x}_S(x_0, t_0), \hat{I}_S(x_0, t_0)) \frac{\partial x}{\partial t}(t; x_0, t_0)|_{t=\hat{I}_S(x_0, t_0)}}{(DG(\hat{x}_S(x_0, t_0), \hat{I}_S(x_0, t_0)), (F(\hat{x}_S(x_0, t_0)), 1))},
\] (22)
\[
D_x \hat{I}_S(x_0, t_0) = -\frac{D_xG(\hat{x}_S(x_0, t_0), \hat{I}_S(x_0, t_0)) D_x x(t; x_0, t_0)|_{t=\hat{I}_S(x_0, t_0)}}{(DG(\hat{x}_S(x_0, t_0), \hat{I}_S(x_0, t_0)), (F(\hat{x}_S(x_0, t_0)), 1))}.
\]

Then, thanks to (22) and (3) (omitting the dependency of \( \hat{I}_S(\cdot) \) and \( \hat{x}_S(\cdot) \) on \((x_0, t_0)\)),
\[
\frac{\partial \hat{I}_S}{\partial t_0} + (D_x \hat{I}_S, F(x_0)) = \frac{-D_x G(\hat{x}_S, \hat{I}_S)}{(DG(\hat{x}_S, \hat{I}_S), (F(\hat{x}_S), 1))} \left[ \frac{\partial x}{\partial t_0}(t; x_0, t_0) + D_x x(t; x_0, t_0) F(x_0) \right]|_{t=\hat{I}_S} = 0,
\] (23)
which proves (14). Now, from (13), since \( \hat{x}(\cdot) \) is composition of \( \hat{I}_S(\cdot) \) (differentiable on \( B' \)) and \( x(\cdot) \) (differentiable), it is differentiable on \( B' \). Differentiating (13) with respect to \( x_0 \) and \( t_0 \),
\[
\frac{\partial \hat{x}_S}{\partial t_0}(x_0, t_0) = F(\hat{x}_S(x_0, t_0)) \frac{\partial \hat{I}_S}{\partial t_0}(x_0, t_0) + \frac{\partial x}{\partial t_0}(t; x_0, t_0)|_{t=\hat{I}_S(x_0, t_0)},
\] (24)
\[
D_x \hat{x}_S(x_0, t_0) = F(\hat{x}_S(x_0, t_0)) D_x \hat{I}_S(x_0, t_0) + D_x x(t; x_0, t_0)|_{t=\hat{I}_S(x_0, t_0)}.
\]
From (24), (23) and (3),
\[
\frac{\partial \hat{x}_S}{\partial t_0}(x_0, t_0) + D_{x_0} \hat{x}_S(x_0, t_0) F(x_0) = F(\hat{x}_S(x_0, t_0)) \left[ \frac{\partial \hat{t}_S}{\partial t_0}(x_0, t_0) + \langle D_{x_0} \hat{x}_S, F(x_0) \rangle \right] + \left[ \frac{\partial x}{\partial t_0}(t; x_0, t_0) + D_{x_0} x(t; x_0, t_0) F(x_0) \right] \bigg|_{t = \hat{t}_S} = 0, \tag{25}
\]
which concludes (15).

**Remark 4.** Without the condition \((\hat{x}_S(x_0, t_0), \hat{t}_S(x_0, t_0)) \in \hat{S}, \hat{t}_S(\cdot)\) may fail to be continuous at \((x_0, t_0)\). Consider in \(\mathbb{R}^2\) the dynamics \(\hat{x}_1 = 1, \hat{x}_2 = 0\), and \(G((x_1, x_2), t) = -x_1^2 + x_2^2\), whose zero level set is \(S = \{(0, 0)\} \cup \{(x_1, x_2) \mid x_2 = \pm x_1 \sqrt{1 - x_1^2}, x_1 \geq 1\}\) \(\times \mathbb{R}\). Denote initial conditions \(x_0 = (x_0, 1, x_0, 0)\) at initial time \(t_0\). Consider the set \(D = \{(x_0, 1, 0, t_0) \mid x_0, 1 < 0, t_0 \in \mathbb{R}\}\). For every \((x_0, 1, 0, t_0) \in D\), we have \(\hat{x}_S((x_0, 1, 0, t_0)) = (0, 0)\), with \(DG((0, 0), t) = ((0, 0), 0)\). If \(x_{0, 1} < 0\), \(\hat{t}_S((x_0, 1, 0, t_0)) = t_0 - x_{0, 1}\) and \(\hat{t}_S((x_0, 1, 0, 2), t_0) \geq t_0 - x_{0, 1} + 1\) when \(x_{0, 2} \neq 0\). We conclude that \(\hat{t}_S(\cdot)\) is discontinuous at every point \(((x_0, 1, 0), t_0) \in D\).

4 Example of application to optimal control

In this section, we illustrate how to use the obtained results in an optimal control problem. Consider the one-dimensional system
\[
\dot{x}(t) = f(x(t)) + u(t)g(x(t)), \quad t > t_0, \quad x(t_0) = x_0, \tag{26}
\]
with \(u(\cdot)\) in the set of admissible controls
\[
\mathcal{U} := \{ u : [0, T] \rightarrow [-1, 1] \mid u(\cdot) \text{ Lebesgue measurable} \}. \tag{27}
\]
Suppose we are interested in the minimization, with respect to \(u(\cdot) \in \mathcal{U}\), of the fixed final time cost functional
\[
J(x_0, t_0; u(\cdot)) = \int_{t_0}^T l_x(x(t)) + l_u(x(t)) u(t) dt \tag{28}
\]
with \(x(\cdot)\) solution of (26) associated to \(u(\cdot)\). Define the value function associated to the family of problems with different initial conditions:
\[
V(x_0, t_0) = \min \{ J(x_0, t_0; u(\cdot)) \mid x(\cdot) \text{ solution of (26), } u(\cdot) \in \mathcal{U} \}. \tag{29}
\]
Under standard assumptions on \(f(\cdot), g(\cdot), l_x(\cdot), l_u(\cdot)\) for existence of solutions of the optimal control problems that define \(V(\cdot), V(\cdot)\) is a viscosity solution of the HJB equation
\[
- \frac{\partial V}{\partial t_0} - l_x(x_0) - f(x_0) \frac{\partial V}{\partial x_0} + \max_{u \in [-1, 1]} \left\{ -u \left( l_u(x_0) + g(x_0) \frac{\partial V}{\partial x_0} \right) \right\} = 0, \quad V(\cdot, T) = 0. \tag{30}
\]
The system is control-affine. Suppose that, via Pontryagin’s maximum principle, we are able to prove that the optimal controls are of bang-bang type, with at most one switch, and \(u = -1\) during the last part of the trajectory. Suppose that a switch locus can be identified in the state-time space, as the zero level set of a \(C^1\) function \(G(\cdot)\), that is, \(S = \{(x, t) \in \mathbb{R} \times [0, T] \mid G(x, t) = 0\}\). Define \(G^+ = \{(x, t) \in \mathbb{R} \times [0, T] \mid G(x, t) > 0\}\) and \(G^- = \{(x, t) \in \mathbb{R} \times [0, T] \mid G(x, t) < 0\}\). Suppose, without loss of generality, that \(\mathbb{R} \times \{T\} \subseteq G^-\), and that \(G^- \cup S\) is positively invariant under the dynamics (26) with \(u = -1\). Moreover, suppose that for every \((x_0, t_0) \in G^+, x(\cdot; x_0, t_0)\) generated with constant control \(u = 1\) intersects \(S\) transversally. We conjecture that the optimal feedback control is
\[
u[x, t] = \begin{cases} -1, & \text{if } (x, t) \in G^- \cup S, \\ 1, & \text{if } (x, t) \in G^+. \end{cases} \tag{31}
\]
To prove the conjecture, define \( x^+(t; x_0, t_0) \) and \( x^-(t; x_0, t_0) \) the solutions of (26) with constant controls \( u = 1 \) and \( u = -1 \), respectively. For initial time \( t_d \), initial state \( x_d \), and final time \( t_f \), the costs

\[
J^-(x_d, t_d, t_f) = \int_{t_d}^{t_f} \left( l_d(x^-(t; x_d, t_d)) - l_u(x^-(t; x_d, t_d)) \right) \, dt,
\]

\[
J^+(x_d, t_d, t_f) = \int_{t_d}^{t_f} \left( l_d(x^+(t; x_d, t_d)) + l_u(x^+(t; x_d, t_d)) \right) \, dt,
\]

and the candidate to value function associated to \( u[:] \)

\[
w(x_0, t_0) = \begin{cases} 
J^-(x_0, t_0, T), & (x_0, t_0) \in G^- \cup S, \\
J^+(x_0, t_0, \hat{t}S(x_0, t_0)) + J^-(\hat{x}S(x_0, t_0), \hat{t}S(x_0, t_0), T), & (x_0, t_0) \in G^+,
\end{cases}
\]

where \( \hat{t}S(x_0, t_0) \) and \( \hat{x}S(x_0, t_0) \) are the hitting time and hitting state of \( S \) by \( x^+(.; x_0, t_0) \). Thus, according to [3, Corollary 7.3.4], it suffices to prove that \( w(\cdot) \) is solution of (30) in \( G^- \cup G^+ \).

Notice that, for every fixed \( t_f \), since \( J^-(\cdot, t_f) \) and \( J^+(\cdot, t_f) \) use a constant control value, they satisfy the Hamilton-Jacobi equations

\[
\begin{align*}
- (l_x(x_d) - l_u(x_d)) - \frac{\partial J^-}{\partial t_d}(x_d, t_d, t_f) - (f(x_d) - g(x_d)) \frac{\partial J^-}{\partial x_d}(x_d, t_d, t_f) &= 0, & t_d < t_f, \\
- (l_x(x_d) + l_u(x_d)) - \frac{\partial J^+}{\partial t_d}(x_d, t_d, t_f) - (f(x_d) + g(x_d)) \frac{\partial J^+}{\partial x_d}(x_d, t_d, t_f) &= 0, & t_d < t_f,
\end{align*}
\]

with boundary conditions \( J^-(x_d, t_f, t_f) = 0, J^+(x_d, t_f, t_f) = 0, x_d \in \mathbb{R} \). We also have, due to Proposition 2, that for any \((x_0, t_0) \in G^+\), under the control \( u[:] \),

\[
\frac{\partial \hat{t}S}{\partial t_0} + (f(x_0) + g(x_0)) \frac{\partial \hat{t}S}{\partial x_0} = 0, \quad \frac{\partial \hat{x}S}{\partial t_0} + (f(x_0) + g(x_0)) \frac{\partial \hat{x}S}{\partial x_0} = 0.
\]

Denote \( \xi_{0T} = (x_0, t_0, T), \xi_{0S} = (x_0, t_0, \hat{t}S(x_0, t_0)), \xi_{ST} = (\hat{x}S(x_0, t_0), \hat{t}S(x_0, t_0), T) \). Thus, to prove that \( w(\cdot) \) is solution of (30) in \( G^- \cup G^+ \), it is enough to prove the inequalities

\[
l_u(x_0) + g(x_0) \frac{\partial J^-}{\partial x_0}(\xi_{0T}) > 0, \quad (x_0, t_0) \in G^-,
l_u(x_0) + g(x_0) \left( \frac{\partial J^+}{\partial x_0}(\xi_{0S}) + \frac{\partial J^+}{\partial t_f}(\xi_{0S}) \frac{\partial \hat{t}S}{\partial x_0} + \frac{\partial J^-}{\partial x_0}(\xi_{ST}) \frac{\partial \hat{x}S}{\partial x_0} + \frac{\partial J^-}{\partial t_d}(\xi_{ST}) \frac{\partial \hat{t}S}{\partial x_0} \right) < 0, \quad (x_0, t_0) \in G^+,
\]

since, if these inequalities are satisfied, then (36), along with (34) and (35), give the desired result.

It is worth to remark that, at this stage, it is necessary to compute derivatives of the hitting times and states with respect to fewer variables. In the previous expression, we have chosen to keep the derivatives of the hitting times and states with respect to \( x_0 \), but, from (35), we could have chosen to express (36) in terms of the derivatives with respect to \( t_0 \) instead, depending on which are easier to compute. Also, depending of the functions involved, some of the derivatives of \( J^+ \) and \( J^- \) can be more easily obtained; for instance,

\[
\frac{\partial J^+}{\partial t_f}(\xi_{0S}) = l_d(\hat{x}S(x_0, t_0)) + l_u(\hat{x}S(x_0, t_0)).
\]

5 Discussion

In this article, we derive a sensitivity formula for the solutions of an ODE with respect to initial data. Using the obtained result, we prove the differentiability of the hitting times of a set (given as the zero level set of a \( C^1 \) function) by the solution of an ODE, under transversality conditions and non vanishing gradient at the hitting point. This differentiability result is not true in general, since the hitting times are defined as the minimum time function of attaining a set. In general, Lipschitz-continuity results for the minimum time function can be found, in the context of optimal control,
using the Petrov’s inward pointing condition with respect to the target set \([2, 4]\). Nevertheless, in uncontrolled systems, this condition cannot be assured. We also obtain a sensitivity relation for the first hitting time and the corresponding hitting state.

These results can be applied to the verification of optimality of a control, in control-affine problems, with fixed final time or free final time. Suppose that Pontryagin’s principle allows us to characterize the behavior of extremals (among which the optimal solutions can be found, should they exist), identifying different possible switching locus and feedback controls in the \((x, t)\) space. Thus, for each of these (feedback) controls associated to a Pontryagin extremal, a candidate of value function (optimal cost depending on initial data) can be obtained via integration of the running cost, depending on the trajectory of the ODE under the corresponding control. This cost will depend of the state and time of the switches, corresponding to the hitting times and states of some set (typically, the switching locus). Thus, to verify that the candidate to value function is, in fact, optimal, we can verify that it is solution of the HJB equation in each patch (e.g. \([3, \text{Theorem 7.3.3, Corollary 7.3.4}]\)). Thus, it will be necessary to compute the derivatives of the hitting times and states with respect to their respective initial conditions. The results of the present work suit well this procedure, by simplifying these computations (even without knowing the explicit formula of these hitting times and states). This procedure is illustrated in Section 4.
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