Laser acceleration of electrons widely exists in vacuum (whether open or bounded by dielectrics, magnets, or metals) [11], gases [2], and plasmas [3], etc. In a plasma, the acceleration normally happens when the radiation pressure associated with a picosecond intense pulse expels electrons, leaving a channel of much heavier ions. The resulting charge-separation field causes transverse electron oscillation or so-called betatron motion. When the betatron frequency coincides with the witnessed laser frequency, electrons start to see greatly more synchronized laser field oscillation. The direct laser acceleration (DLA) process, distinguished from the plasma-field acceleration [4], is thus initiated by the transverse laser electric field and quickly diverted forward by the magnetic field. The above acceleration due to betatron resonance [5] has been regarded as the leading mechanism of DLA. It is akin to the dynamics in a free-electron-laser (FEL) [6] or an inverse FEL accelerator [7], where magnetic wigglers play a similar role as the focusing plasma (FEL) [6] or an inverse FEL accelerator [7], where magnetic wigglers play a similar role as the focusing plasma
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Direct laser acceleration in plasmas is mainly ascribed to the resonances between the transverse electron oscillation and the laser oscillation. Here, we relax the usual paraxial limit and parameterize the nonlinear particle resonances based on the electron propagation angle. This approach allows the complete solution of the resonance momentum for any harmonic orders to be obtained for the first time. In particular, the solution shows direct correlation with electron’s constant of motion, which permits general electron trapping conditions to be analyzed based on individual electron parameters. A wide parameter space spanned by the laser amplitude and the constant of motion is uncovered, which shows fine structures due to the complete resonances as well as the transition between the first- and high-order resonances. The elaborate parameter space built on the complete resonances will help optimize the acceleration and evaluate collective beam properties.
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Laser acceleration of electrons widely exists in vacuum (whether open or bounded by dielectrics, magnets, or metals) [11], gases [2], and plasmas [3], etc. In a plasma, the acceleration normally happens when the radiation pressure associated with a picosecond intense pulse expels electrons, leaving a channel of much heavier ions. The resulting charge-separation field causes transverse electron oscillation or so-called betatron motion. When the betatron frequency coincides with the witnessed laser frequency, electrons start to see greatly more synchronized laser field oscillation. The direct laser acceleration (DLA) process, distinguished from the plasma-field acceleration [4], is thus initiated by the transverse laser electric field and quickly diverted forward by the magnetic field. The above acceleration due to betatron resonance [5] has been regarded as the leading mechanism of DLA. It is akin to the dynamics in a free-electron-laser (FEL) [6] or an inverse FEL accelerator [7], where magnetic wigglers play a similar role as the focusing plasma expansion [12] or relativistic transparency [13]. As such, DLA has been shown crucial to broad high-power laser applications such as electron fast ignition of inertial confinement fusion [14–15], novel secondary source (X/γ-ray, neutron, positron) production [10, 16, 17], and ion acceleration [18].

Many studies with Hamiltonian analysis [19, 20], test-particle tracking [21, 22], Monte-Carlo simulations [21], and particle-in-cell simulations [5, 23] have been reported on DLA. Despite these efforts, the involved nonlinear particle resonances have not been well parameterized. In fact, the role of betatron resonance is still being debated, for example, with recent proposals of a parametric instability due to nonlinear modulation of the betatron frequency [24] and a stochastic acceleration due to very high-order harmonic resonances [25]. Currently, most theoretical modelings have been carried out in the limit of paraxial [22] or even axial condition [5]: whether non-paraxial solutions exist and what physical regimes do they point to are not clear. Even with the paraxial limit, a complete investigation into the resonance energy is still missing. The lack of these essential understandings has resulted in poor characterization of the laser-plasma and electron parameter space for electron trapping. As a consequence, low beam qualities, especially a substantial beam divergence, have been normally obtained from DLA experiments without much control [14, 26]. In this Letter, we present a systematic parameterization of the nonlinear particle resonances based on the electron propagation angle explicitly. This new approach leads to the first complete solution of the resonances, which breaks the usual paraxial limit and naturally covers the non-paraxial conditions for any harmonic orders. Based on that, we construct a framework that can treat the electron trapping over a wide parameter space in great detail. These new understandings of the resonances and the elaborate parameter space will benefit near-term experimental and theoretical studies on optimized beam generation from DLA as required for applications.

We present the central results based on a two-dimensional (2D) model of DLA, with the channel fields governed by a linear focusing electric field \( E_{y,L} = k_{y}y \). Here, the field is normalized to \( m_{e}\omega_{0}c/e \), \( y \) to \( \omega_{0} \), and \( k_{e} = \omega_{0}^{2}/2\omega_{0}^{2} \) is proportional to the plasma density with \( \omega_{p} \) being the plasma frequency and \( \omega_{0} \) the laser frequency. A plane-wave laser of electric field \( E_{y,L} = a_{0}\cos \phi \) and magnetic field \( B_{z,L} = E_{y,L}/v_{p} \) propagates along \( y \), where \( a_{0} \) is the normalized laser amplitude, \( v_{p} \) the phase velocity normalized to \( c \), and \( \phi = t - x/v_{p} \) the laser phase with \( t \) normalized to \( 1/\omega_{0} \). The model can be extended to full electromagnetic [2] and 3D (e.g., Ref. [27]) with our key results unaffected. The electron dynamics follows the equations of motion \( d\vec{p}/dt = -\vec{E} - \vec{v} \times \vec{B} \), \( d\gamma/dt = -\vec{v} \cdot \vec{E} \), \( d\vec{r}/dt = \vec{p}/\gamma \), with the kinetic mo-
mentum $\vec{p}$ normalized to $m_ec$ and $\gamma$ being the Lorentz factor. The nonlinear system has constants of motion $\gamma + U = C_0'$ when no laser is applied (i.e., inherent betatron motion), and $\gamma - p_x + U = C_0 + f(p_x)$ when the laser is switched on [3]. Here, $U = k_e y^2/2$ is the electrostatic potential, $C_0' = \gamma_0 + U_0$ and $C_0 = \gamma_0 - v_p p_x + U_0$ are related to initial electron parameters ($p_{0x}, p_{0y}, y_{0}$) with $\gamma_0 = \sqrt{1 + p_{0x}^2 + p_{0y}^2}, U_0 = k_e y_{0}^2/2$, and $f(p_x) = e p_x$ measures the effect of $e p_x$ with $\epsilon = v_p - 1 \ll 1$. For Gaussian lasers, the conservation law persists in the form albeit more complicated (e.g., Ref. [21]). A salient feature of DLA is normally found in the betatron amplitude, $y_m$, which readily approaches the asymptotic boundary $y_b = \sqrt{2C_0/k_e}$ (assuming $\epsilon = 0$). From the constant of motion, this happens when $\gamma - p_x$ sufficiently approaches zero at $p_y = 0$ mainly due to electron acceleration. Notice that in vacuum (i.e., $k_e = 0$), $\gamma - p_x$ is basically a constant and no net acceleration occurs [28]. Motivated by the simplified betatron motion $y = h y_b \cos \theta$, we transform the motion equations into

$$\frac{d\gamma}{d\theta} = a_0 h y_b \sin \theta \cos \phi + C_0 h^2 \sin 2\theta, \quad (1a)$$

$$\frac{d\phi}{d\theta} = \frac{C_0(2 - h^2 - h^2 \cos 2\theta)}{\sqrt{k_e/\gamma}}, \quad (1b)$$

where $\theta$ is the betatron phase and $h$ is usually close to unity in the course of DLA. It is seen that the laser work, $W_L = \int a_0 h y_b \sin \theta \cos \phi dt$, highly depends on the beating of the laser phase with the betatron phase which can be non-trivial. The calculation is greatly simplified by considering a strong inherent betatron motion (i.e., $p_{0y} > 0$ and $\gamma_0 \gg 1$), which we shall see is normally required for the high-harmonic resonances. Perturbing from that (see the Supplementary Material), we can arrive at $\phi = \theta + d \sin 2\theta + \phi''$, where $l, d_1$ and $\phi''$ are constants related to initial laser-plasma and electron conditions, and they satisfy $l \gg d_1$. Plugging it into $W_L$, we find that for the integral to be pronounced over a few betatron cycles, the choices of $l$ are narrowed down around odd integers. This result suggests that odd-harmonic resonances are more effective for longer interactions. Therefore, the required frequency-matching is obtained as $d\phi/dt = ld\theta/dt$ by neglecting the small term due to $d_1$. Making use of the betatron frequency $\omega_b = d\theta/dt = \sqrt{k_e/\gamma}$ and the witnessed laser frequency $\omega_d = d\phi/dt = 1 - p_x/\gamma v_p$, we recast it as

$$l \sqrt{k_e/\gamma} = \gamma - p_x + \chi f(p_x), \quad (2)$$

where $l$ can be conceived as the harmonic order and $\chi = 1/v_p$. As we have seen, this matching relation should be inherently averaged over $\theta$ if $l$ reduces to integers. Alternatively, since $\gamma - p_x$ is linked to $y$ by the constant of motion, the averaging of Eq. (2) is straightforward given that $y$ takes the sinusoidal form.

To solve for the resonance momentum, we cast $\gamma = p_x \sqrt{1 + \xi_1^2 + \xi_2^2}$ where $\xi_1 = p_y/p_x$ and $\xi_2 = 1/p_x$. Notice that $\xi_1 \equiv \sqrt{(\xi_1^2)}$ due to its dynamic signs, where $\langle \rangle$ stands for averaging over $\theta$ and is omitted throughout for simplicity. Instead of approximating $\xi_1$ and $\xi_2$ for various limits [5, 22], here we retain both and crucially treat $\xi_1$ as a free parameter. This simple approach allows to obtain complete solutions and also identify their correlation with $\xi_1$. Physically, $\xi_1$ measures the electron propagation angle or the betatron strength (akin to the $K$-parameter in FELs [3]), and it also contains key information about the divergence when applied to a beam of electrons. With this form of $\gamma$, Eq. (2) can be arranged in terms of $\xi_2$, or $p_{2x}$, as $(1 - k^2)\xi_2^2 - 4k_2 \chi \xi_1^2 \xi_2^2 + [(2 - l^4 k^2)(1 + \xi_2^2) - 2\chi^2] \xi_2^2 - 4k_2 \chi \xi_1^2(1 + \xi_1^2)\xi_2 + \xi_1^4 + (1 - \chi^2)(1 - \chi^2 + 2\xi_2) = 0$. This polynomial equation is found to give a pair of real roots for a reasonable range of $k_2, v_p$ and $\xi_1$, corresponding to two distinct branches of resonance. Figures (a) and (b) show the solution in $p_x$ for different $v_p$ and $l$. It is seen that the two branches vary differently against $\xi_1$, and they become degenerated at a cut-off, $\xi_1^ {1/2}$, beyond which the solution is prohibited. Under the paraxial limit (i.e., with $\xi_1^2 < 1$), we can also extract from Eq. (2) simple scaling relations with $\xi_1$ as

$$p_x = k_e v_p^2 l^2 \frac{1 - (\xi_1^2 + \xi_2^2)/4}{([\xi_1^2 + \xi_2^2]/2 + \epsilon^2)^2} \quad (3)$$

FIG. 1: Complete solution of the nonlinear resonances. (a) Resonance $p_x$ versus $\xi_1$ for the first-order resonance $l = 1$ and different laser phase velocities $v_p$ and (b) for $v_p = 1$ and different $l$. (c) and (d) Constant of motion $C_0$ versus $\xi_1$ at corresponding conditions of (a) and (b). The blue and orange colors represent the low and high branches, respectively. The solid lines refer to Eq. (4) in (a) and (b) and Eq. (6) in (c) and (d). In the calculations we take $\omega_p/\omega_0 = 0.1$. 

\[\text{FIG. 1: Complete solution of the nonlinear resonances. (a) Resonance } p_x \text{ versus } \xi_1 \text{ for the first-order resonance } l = 1 \text{ and different laser phase velocities } v_p \text{ and (b) for } v_p = 1 \text{ and different } l. \text{ (c) and (d) Constant of motion } C_0 \text{ versus } \xi_1 \text{ at corresponding conditions of (a) and (b). The blue and orange colors represent the low and high branches, respectively. The solid lines refer to Eq. (4) in (a) and (b) and Eq. (6) in (c) and (d). In the calculations we take } \omega_p/\omega_0 = 0.1.\]
The scaling can be further simplified in the limit of (1) \( v_p = 1, \xi_1 = 0 \) and (2) \( \xi_1 \gg \xi_2 \) as

\[
p_x^{(1)} = \frac{1}{(4e)^{1/3}}, \quad p_x^{(2)} = \frac{4e\ell^2}{(\xi_1^2 + 2e)^{2/3}}.
\] (4)

As presented by the solid curves in Figs. 1(a) and 1(b), they correspond to the low- and high-momentum branches, respectively. By comparing with the seminal work [5], it is now clear that only the limited of \( \xi_1 = 0 \) was considered in the latter; this axial condition led to the finding of only the low branch of \( p_x^{(1)} \) for the luminal condition \((\epsilon = 0)\), with the high branch being infinitely large and becoming lowered only when \( \epsilon > 0 \). However, the limit of \( \xi_1 = 0 \) corresponds to vanished betatron motion and should not be of practical interest for DLA. Here, we show for the first time that there actually exists a whole range of \( \xi_1 \) that can accommodate both the two branches simultaneously for arbitrary \( v_p \) and harmonic orders. For \( \xi_1 > 0 \), while the low branch is only slightly increased from \( p_x^{(1)} \), the corresponding high branch, \( \propto 1/\xi_1^2 \), is brought down rapidly to accessible levels. The cut-off, \( \xi_1^{cut} \approx (4e\ell^2)^{1/3} \), can thus be estimated by letting \( p_x^{(2)} = p_x^{(1)} \). This result importantly suggests that the paraxial condition only applies to low plasma densities and low harmonic orders. While at high densities or high orders, the allowed range of \( \xi_1 \) can be significantly extended and eventually fall into the non-paraxial condition, where the polynomial equation is required to find the solutions. Another feature of the non-paraxial condition occurs for the low-branch momentum, which may reduce to negligible levels following \( p_x^{(1)} = 1/\xi_1^{cut} \). This trend is clearly seen in Fig. 1(b) by the solution for \( l = 5 \), where the high branch starts to dominate the full momentum range.

Given the broad range of the allowed \( \xi_1 \), an important question next is about the accessibility to a particular \( \xi_1 \) for a given electron. Since the constant of motion has connections to initial electron conditions, we consider averaging of it near the onset of resonance. The associated betatron amplitude can be obtained as \( y_m = \sqrt{1 + f(\tilde{p}_x)/C_0 - g(\tilde{p}_x)/C_0 y_h} \), where \( g(\tilde{p}_x) = \sqrt{1 + \tilde{p}_x^2} - \tilde{p}_x \) and \( \tilde{p}_x \) denotes the value of \( p_x \) when \( y_p = 0 \) or \( y = y_m \). The factor \( g \) may not be ignored for the low branch when \( \tilde{p}_x \sim O(1) \), so is \( f \) for the high branch when \( \epsilon \) is large. Nevertheless, their impact on the variation of \( y_m \) tends to be minimized due to the nonlinear dependence of \( y_m \) on \( p_x \). Assume \( y_m \) varies little over the course, then averaging of the constant of motion over \( \theta \) gives

\[
C_0(\xi_1, p_x) = 2p_x(\sqrt{1 + \xi_1^2 + \xi_2^2 - 1} - f(p_x) - g(p_x)),
\] (5)

where we no longer distinguish \( \tilde{p}_x \) from the averaged \( p_x \) since they are differed slightly and the difference is further minimized through \( f \) and \( g \). Equation 5 crucially links particular resonance quantities \( \xi_1 \) and \( p_x \) to the initial electron conditions by the constant of motion \( C_0 \). It is worth noting that in Ref. [22], \( \xi_2 \) was dropped due to the paraxial approximation, so that only the high branch was found for \( \epsilon = 0 \) by averaging over \( y_m = y_h \) which was only good for large \( p_x \). By substituting the solution of \( p_x(\xi_1) \) from Eq. (2), we transform Eq. (5) into \( C_0(\xi_1) \) with single dependence on \( \xi_1 \) for the two branches, as presented in Figs. 1(c) and 1(d). When \( v_p > 1 \), the effective space of \( C_0 \) contracts as \( \epsilon \) increases, implying more constraints on the accessibility under superluminal conditions. While under the luminal condition, \( C_0 \) can extend to the full range, where the high branch typically has \( C_0 > 1 \) with the electron parameters dominated by large \((p_y(0), y(0))\), and the low branch has \( C_0 < 1 \) with \( p_x \) being the dominant one. By using \( p_x^{(2)} \) from Eq. 4, the high branch under the paraxial and luminal conditions has simple relations

\[
C_0 = \frac{4e\ell^2}{\xi_1^2}, \quad p_x = \frac{C_0^2}{4e\ell^2}, \quad \Delta p_x^{l+2} = \frac{C_0^2}{e\ell^2(l+2)^2},
\] (6)

where the mapping between \( p_x \) and \( C_0 \) is obtained by cancelling out their dependence with \( \xi_1 \). The resulting \( p_x \) shows discrete levels given that only integers are considered for \( l \) as required for effective DLA. These quantum-like momentum transitions have been observed at very high-order resonances as a stochastic effect [25]. Here, with our new framework built on the complete resonance, we are able to clarify such a phenomenon in good detail. As illustrated by Fig. 1(d), electrons starting from a given \( C_0 \) can be in resonance at different harmonic orders with different \( \xi_1 \). As a result, the transitions in \( p_x \) also lead to jumps in \( \xi_1 \), which under the paraxial limit follows \( \xi_1 = \sqrt{4e\ell^2/C_0} \). The momentum gap between each successive levels, \( \Delta p_x^{l+2} \), remains small at large \( l \), indicating easy transitions at very high-order resonances. However, when \( l \to 1 \) the transition may be eventually suppressed due to the substantially increased gaps.

The above framework permits to find general electron trapping conditions. The onset of DLA essentially relies on small electron dephasing relative to the laser. According to Eq. (14), we find that the averaged dephasing is \( \langle d\phi/d\theta \rangle = l \), which is proportionally larger with the harmonic order. Given that \( h \approx 1 \), the minimum dephasing \( d\phi/d\theta \approx 0 \) is only briefly reached when \( y \) hits boundaries (i.e., \( \theta = N\pi \) with \( N \) being integers). Thus, as \( l \) increases, the domain in \( \theta \) for small dephasing quickly converges towards \( \theta = N\pi \), where the momentum transition happens [25]. High-harmonic orders normally correspond to large \( C_0 \) as \( l \sim C_0^2/2\sqrt{kh} \). The associated strong inherent betatron motion thus results in \( h \approx 1 \), which can naturally trigger off DLA around \( \theta = N\pi \). However, this behaviour is absent for the first-order resonance, where the dephasing is overall small and electrons see almost continuous energy exchange. As such, the first-order resonance has to be invoked by a strong acceleration near its onset, i.e., \( \Delta p_x \sim v_ya_0\Delta t \geq p_x - p_x(0) \), where \( p_x \) is the corresponding resonance momentum. In terms of the
It is also important for the high branch when that of the constant of motion effect of individual electron parameters, rather than just By including this requirement can be cast into a threshold for branches and both the first- and high-order resonances. (a) and constant of motion a subject investigated, where we take v_p = 1 and 0 = 0 for simplic-
ity. The free choice in (p_x0, p_y0) is assessed by including a pair of constants (p_xa, p_ya) for a given distribution of C_0, i.e., p_x0 = 1 + p_xa^2 - C_0/(2C_0), p_y0 = p_ya for C_0 ≤ 1 and otherwise, p_x0 = p_xa, p_y0 = \sqrt{C_0^2 - 1 + 2p_xaC_0}. Figures 2(a) and 2(b) first present the energy gain ratio of \gamma_m/\gamma_m (i.e., the ratio of maximum energy to that achievable in vacuum [25]) for the cases p_xa = p_ya = 0 and p_xa = p_ya = 2, respectively. Although both cases have the same C_0 distribution, they give very different patterns in the energy gain via DLA. This clearly demonstrates the inadequacy of just C_0 to describe the parameter space. Typically, the space is divided into first- and high-order resonances, with also deceleration (\gamma_m/\gamma_m < 1) and vacuum-like (\gamma_m/\gamma_m ≃ 1) dynamics identified. The onset of the first-order resonance is well described by Eq. 7 with \mu = \pi/2 as seen by the solid lines. For the case p_xa = p_ya = 0, it particularly shows a segment (blue color) at small C_0 dedicated to the low-
branch resonance. While for the case p_xa = p_ya = 2, the contribution due to the low branch is greatly reduced be-
cause p_xa at small C_0 is now significantly increased, even above the lowbranch momentum. Notice that, Eq. 7 simplifies to a^2_{th}(C_0, p_x0) = \mu p_x^2 - p_x0 / \omega_x, the threshold h required to trigger off high-order resonances when p_x0 = 0 and corresponding harmonic order l at different \omega_x/\omega_x. (e) The threshold h a_0 for the high-order resonances with the shaded area indicating the variations at different C_0.

\textbf{FIG. 2.} The parameter space spanned by laser amplitude a_0 and constant of motion C_0 covering both the low- and high-
branch resonances. (a) Energy gain ratio \gamma_m/\gamma_m - for the cases p_xa = p_ya = 0 and (b) p_xa = p_ya = 2, where \omega_x/\omega_x = 0.1 is taken. (c) Averaged electron propagation angle (\theta_x) corresponding to case (b). (d) Distribution of C_0 in terms of (p_x0, p_y0) with the contours showing the ratio y_m/a_0 at different levels. (e) The threshold h required to trigger off high-order resonances when p_x0 = 0 and corresponding harmonic order l at different \omega_x/\omega_x. (f) The boundary in a_0 for the high-order resonances with the shaded area indicating the variations at different C_0.
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off the high-order resonances by having $y_{ma}/y_b = h \to 1$. This corresponds to a threshold in $C_0$ which is reduced to $C_0 = \sqrt{1 + p_{\phi 0}^2}$. It is also seen that the required $p_{\phi 0}$ or $C_0$ quickly declines as finite $p_{\phi 0}$ is involved. This explains in Figs. 2(b) with $p_{\phi 0} = 2$ why the boundary in $C_0$ already connects with that for the first-order resonance. The boundary in $C_0$ also has dependence on $\omega_p/\omega_0$ (or plasma density). At high densities, the required $h = y_{ma}/y_b$ to trigger off DLA can be reduced as presented in Fig. 2(e). This result is obtained by solving Eq. 4 for different $C_0$ with $h = \sqrt{1 - 1/C_0}$ which is the case for $p_{\phi 0} = 0$. The lowered requirement on $h$ is because of the reduced harmonic order $l \sim \sqrt{C_0/2k_e}$ at correspondingly larger $k_e$, implying transition to the first-order-type DLA. The boundary in $a_0$ is more complicated. While DLA can be triggered off with small $a_0$ at very high-order resonances, it becomes suppressed at large enough $a_0$. Physically, accessing the last few low orders would need to overcome large momentum gaps as given by Eq. 4. This requires large $a_0$, which however tends to transform the electron dynamics into vacuum-like with $h \to 0$. A parameter scan shows that the threshold $a_0$ scales proportionally with plasma density as seen in Fig. 2(f). The upper and low limits of the shaded area correspond to the boundaries at large and small $C_0$, respectively. This trend is because larger $a_0$ is needed to overcome stronger inherent betatron motion which has larger $C_0$.

The parameter space as elaborated in Fig. 2 will be useful to the control of DLA by optimizing laser-plasma parameters for potential electron injections. For example, when the electrons are dominated by large $C_0$ with large transverse energies, the high-order resonances may be more relevant since the first-order resonance typically demands very strong lasers to be switched on; while for electrons having small $C_0$, a proper choice of laser amplitude would allow most of the electrons to enter the first-order resonance which may give optimized beam collimation. Obviously, the dependence of the parameter space on individual $(p_{\phi 0}, p_{\phi 0})$ as we have emphasized in this work will be crucial to the precision of the above control.

In summary, we have obtained the first complete solution of the nonlinear particle resonances in DLA. It is achieved by treating the electron propagation angle as a free parameter. This simple approach is used to clarify the various limits found in the literature, and treat both the paraxial and non-paraxial conditions self-consistently for any harmonic-resonance orders. Built on the complete solution, we have further constructed a framework that can analyze electron trapping for a wide parameter space based on individual electron parameters. It is hoped that this capability will stimulate near-term experiments with better control. The explicit inclusion of electron angle in our modeling may also help evaluate the divergence for a beam of electrons, a key property of DLA that needs to be optimized for many applications.
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