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Abstract

Multivariate dynamical processes can often be intuitively described by a weighted connectivity graph between components representing each individual time-series. Even a simple representation of this graph as a Pearson correlation matrix may be informative and predictive as demonstrated in the brain imaging literature. However, there is a consensus expectation that powerful graph neural networks (GNNs) should perform better in similar settings. In this work we present a model that is considerably shallow than deep GNNs, yet outperforms them in predictive accuracy in a brain imaging application. Our model learns the autoregressive structure of individual time series and estimates directed connectivity graphs between the learned representations via a self-attention mechanism in an end-to-end fashion. The supervised training of the model as a classifier between patients and controls results in a model that generates directed connectivity graphs and highlights the components of the time-series that are predictive for each subject. We demonstrate our results on a functional neuroimaging dataset classifying schizophrenia patients and controls.
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1. Introduction

Study and predictive diagnostics of mental disorders have been a growing area of research Lynall et al. (2010); Khosla et al. (2019); Plis et al. (2014); Mahmood et al. (2021). The research focuses on building classification models for such disorders in the hope to learn disease specific regions and their interaction. Abnormal function of specific brain regions is often a characteristic of specific mental disorder of the subject Jones et al. (2012); Fu et al. (2021); Ebdrup et al. (2010); Andreasen and Pierson (2008). Often these two research problems—classification and brain region interactions (FNC)—are handled separately. Approaches that create a single method to handle these two problems simultaneously remain vastly unexplored.

In this paper, we use resting state functional magnetic resonance imaging (rs-fMRI)—spatio-temporal brain data—and present an approach that simultaneously classifies schizophrenia subjects from healthy controls, and learns the effective connectivity structure (graph) among different components/regions.

We present an approach to learn brain regions’ interaction as a graph learning method. In this graph, different fMRI regions/components represent nodes and their interaction/connectivity serve as edge weights. As, the underlying ground truth graph structure is missing, our method could be considered an un-supervised graph learning approach. However, as the training is supervised, although to a different task, it is more precisely classified as a self-supervised method. Our proposed approach can also be considered as graphical representation learning. The input data consist of components created using independent component analysis (ICA) on rs-fMRI data (see Section 2.4).

Existing unsupervised and self-supervised graph learning methods Kipf et al. (2018); Shang et al. (2021) often rely on predicting future values in time of the components/objects in the space they are defined using the learned graph structure. Learning is performed by maximizing similarity between prediction and the ground truth time courses. The problem with these approaches, especially for fMRI, is that predicting future very far in time is significantly more difficult for real than for simulated data because of the presence of noise, and many features which are responsible of future values, are often miss-
ing from input data. Also, the variance in input values is not that large. As shown in the experiments of Kipf et al. (2018), one gets a very small error by just keeping future values equal to current value. The error is even smaller for fMRI data as the variance is of much smaller magnitude than the simulated data used in Kipf et al. (2018). Lastly, the effect of the learned graph on classification remains unknown by just decreasing prediction loss, and because of un-supervised learning the efficacy of the learned graph in terms of classification remains unclear as the ground truth graph is not available.

We turn the problem into graph classification, and with high classification accuracy we can rely on the learned graph structure. Since classifying mental disorders is a significantly more difficult task than predicting few time points in future, the learned graph structure can be trusted with higher confidence. Finally, we use a selection method to select a sparse set of important nodes (referred as components/regions in the paper) for classification. Recently, there has been a surge of research in GNNs and many models have been proposed Zhang and Chen (2018); Parisot et al. (2018); Kazi et al. (2018); Kipf and Welling (2017); Bianchi et al. (2021); Ying et al. (2018); Zhang et al. (2018). These models are used for different tasks and can be easily modified for graph classification. GNN models are often deep and have multiple GNN layers/steps, to gather information from distant neighbors. Most of the GNNs models used for graph classification task (GCT) are supervised and assume that the underline true graph structure of data is available, which is highly unlikely in many cases. Such models can be used by assuming a complete graph, but can greatly impact classification performance.

In this paper, we show that to simultaneously learn and classify a graph structure, a traditional deep GNN model is not required. We present a relatively shallow model (in terms of learned parameters) which demonstrates remarkable performance. Our method relies on cumulative auto-regressive representations obtained from individual time series using a recurrent neural network, which are subsequently recombined via a self-attention mechanisms. We call our model CARSA for cumulative auto-regressive self-attention. An application to an fMRI dataset demonstrates its efficacy.

2. CARSA architecture

We present CARSA as an end-to-end learning architecture based on classification to learn functional connectivity between components. Our model first learns the effective connectivity between time courses of an individual component’s sequence. Learning the connectivity helps in creating a single embedding of the entire sequence which incorporates the effects a sequence through time. We use bidirectional long-short term memory (biLSTM) Schuster and Paliwal (1997) to learn these relations between time courses occurring in succession. With the learned embeddings of the sequences we apply the same concept which we used across time courses to sequence embeddings.

Unlike time courses of a sequence, different sequences are not successive, rather a sequence can have relation with any single or multiple other sequences. The connectivity between sequences can be represented as functional connectivity or graph edge weights and we capture this connectivity via self-attention based model presented in Vaswani et al. (2017). Finally, to acquire subject specific discriminating sequences we use a learnable pooling method Gao and Ji (2019); Knyazev et al. (2019). In our experiments we use encoded rsfMRI ICA time courses as our sequences, with each subject having multiple components. Refer to Figure 1 for complete architecture of our model. We explain the architecture details including hyper-parameters and importance of each important part in further sections. Our architecture is relatively a shallow network which shows high performance which we consider as an advantage over very deep neural networks.

2.1. LSTM for Single Components

We use a single layer biLSTM with hidden dimension of size 64. The LSTM receives $x_t^i$ at each time step. $x_t^i$ represents the ICA value of component $i$ at time step $t$. $x_t^i$ is dependant on many factors, one of them being the values of $x_{t-1}^i$, ...$x_{t-1}^i$. These relationships are very hard to capture and unlike many other time series, can’t be computed using a fixed method or formula. Also, it is unknown how farther in time a component’s effect remains in the time series. Learning the effective connectivity helps in identifying different time series which eventually leads to better classification. LSTMs with the help of memory and forget gates learns all these unknown factors and relationships. We learn these factors by using an end-to-end learning by classifying subjects. The two hidden vec-
Figure 1: CARSA architecture. The architecture has three distinct parts. 1) LSTM, 2) Self-Attention and 3) Pooling.

tors of the LSTM at step \( s \) representing forward and backward passes are concatenated to create a single vector \( c_i^t \) for component \( i \) at time \( t \). With \( f_\theta \) representing LSTM with parameters \( \theta \). This vector can be presented as:

\[
c_i^t = f_\theta(x_i^t \mid f_\theta(x_j^j) : j = 1 \to t - 1)
\]

Finally, to obtain a single vector for the complete sequence/time series for component \( i \) we sum all the vectors \( c_i^t \)'s.

\[
y_i = \sum_{t=1}^{n} c_i^t
\]

2.2. Self-Attention Across Components
To capture the effective connectivity between components we use a self-attention model inspired from Vaswani et al. (2017), with embedding dimension of size 64. A self-attention module computes the weights between different components and use that to create new embeddings \( z_i \) for each component \( i \). As, mentioned before the components are not just affected by their previous values but also by other components. This in terms of brain signals can be seen as different brain regions affecting one other. In our data we look to find the relationship between ICA components. This is known as functional connectivity which is usually computed using Pearson product-moment correlation coefficients (PCC) method, and can be used as edge weights for graphs. We learn the functional connectivity, via an end to end learning of classification. This provides insights into how these components interact with each other in terms of downstream classification. With function \( f_\phi \) representing the self-attention function with parameters \( \phi \) The resultant vector \( z_i \) representing component \( i \) of a subject can be represented as:

\[
z_i = f_\phi(y_i \mid y_j : j = 1 \to m)
\]

2.3. Pooling and FCN
Not all components are equally discriminating for classification. The components can vary across subjects and diseases. To learn the important components we select the top 'k' components for each subject using top-k pooling Gao and Ji (2019); Knyazev et al. (2019). We use 3 layers of such pooling dropping 20% components at each layer. To obtain a final vector for the entire subject we use average pooling summing all the components after each top-k pooling layer. In the end we sum the three vectors to create a single vector representing a subject. For classification we use two fully connected layers with size 64 and 2.

2.4. Dataset
We worked with the data from Function Biomedical Informatics Research Network (FBIRN) Keator et al. (2016) dataset including SZ patients and HC for testing our model. Resting fMRI data from the phase III FBIRN were analyzed for this project. The dataset has 368 total subjects. The fMRI data was preprocessed using statistical parametric mapping (SPM12, http://www.fil.ion.ucl.ac.uk/spm/) under MATLAB 2020 environment. After the preprocessing, subjects were included in the analysis if the subjects have head motion \( \leq 3^\circ \) and \( \leq 3 \) mm, and with functional data.
providing near full brain successful normalization Fu et al. (2019).

We selected subjects for further analysis if the subjects had head motion $\leq 3^\circ$ and $\leq 3$ mm, and with functional data providing near full brain successful normalization Fu et al. (2019).

This result in a total of 311 subjects with 151 healthy controls and 160 subjects with schizophrenia. Lastly, 100 ICA components are acquired using the same procedure described in Fu et al. (2019).

2.5. Results

In our experiments we used 4 fold cross validation with training and validation size of $\sim 80$. The division does not follow the common norm because of the low number of subjects, and any further reduction of validation or test data results in higher variance in the results but the average remains same. We perform 10 randomly seed trials for each fold.

Classification: The classification results in figure 2 show the efficacy of our model with performance better than machine learning deep learning methods Mahmood et al. (2020, 2021). BrainGNN uses region-based data, we tried using ICA data with BrainGNN but we couldn’t make it work.

Functional connectivity: Figure 3 show the functional connectivity learned via the attention part of the model. We divide the 100 components into important and noise category and further divide important components into 7 domains following Allen et al. (2011). These connectivity matrices can be used as the graph structure between components by either a) using the matrix directly as weights or b) creating a probabilistic graph structure using these matrices as parameters.

3. Discussion & Future work

We present a novel and relatively shallow deep learning architecture which provides state-of-the-art classification results for schizophrenia. Our model learns the functional connectivity between rsfMRI ICA components which can be used as a graph structure and hence result in an individual graph for each subject. Learning connectivity/graph structure in an end to end fashion helps us to not use a fixed method, as such methods does not provide high classification or interpretable results.

The high classification result we obtained provides evidence that the functional connectivity and sparse components learned by the model are correct and are important, especially for classification.

For future work, we plan to look into the final regions selected by the pooling method and compare those regions across healthy and schizophrenic patients. We also plan to apply our method directly on rs-fMRI to not only reduce but also find disease specific regions.
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