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Farshad G. Veshki
Dept. Signal Processing and Acoustics
Aalto University
Espoo, Finland
farshad.ghorbaniveshki@aalto.fi

Sergiy A. Vorobyov
Dept. Signal Processing and Acoustics
Aalto University
Espoo, Finland
sergiy.vorobyov@aalto.fi

Abstract—Simultaneous sparse approximation (SSA) seeks to represent a set of dependent signals using sparse vectors with identical supports. The SSA model has been used in various signal and image processing applications involving multiple correlated input signals. In this paper, we propose algorithms for convolutional SSA (CSSA) based on the alternating direction method of multipliers. Specifically, we address the CSSA problem with different sparsity structures and the convolutional feature learning problem in multimodal data/signals based on the SSA model. We evaluate the proposed algorithms by applying them to multimodal and multifocus image fusion problems.

Index Terms—Simultaneous sparse approximation, convolutional sparse coding, dictionary learning, image fusion

I. INTRODUCTION

Simultaneous sparse approximation (SSA) aims to reconstruct multiple input signals using sparse representations (SRs) with identical supports, i.e., using different linear combinations of the same subset of atoms in a dictionary [1], [2]. The SSA problem can be written as follows

\[
\begin{align*}
\min_{\{x_n\}_{n=1}^N} & \sum_{n=1}^N \left( \frac{1}{2} \|D x_n - s_n\|_2^2 + \lambda \|x_n\|_0 \right) \\
\text{s.t.} & \quad \text{Supp}(x_l) = \text{Supp}(x_m), \quad l, m = 1, \ldots, N,
\end{align*}
\]

where \(D\), \(\{x_n\}_{n=1}^N\), and \(\{s_n\}_{n=1}^N\) represent the dictionary, the SRs with identical supports, and the input signals, respectively. Moreover, \(\lambda > 0\) is the sparsity regularization parameter, \(\|\cdot\|_2\) is the Euclidean norm, \(\|\cdot\|_0\) is an operator that counts the nonzero entries of a vector, and \(\text{Supp}(\cdot)\) denotes the support of an array. The simultaneous sparsity model has been used in a wide range of signal and image processing applications involving multiple dependent input signals. For example, multi-measurement vectors (MMV) problems [3], image fusion [5], [6], anomaly detection [7], and blind source separation [8].

Problem (1) is non-convex and, in general, intractable in polynomial time. A common approach for addressing the SSA problem is convex relaxation using mixed-norms [2], [9]. For a matrix \(A \in \mathbb{R}^{R \times C}\), the mixed \(\ell_{p,q}\)-norm, \(p, q \geq 1\), is defined as

\[
\|A\|_{p,q} = \left( \sum_{r=1}^R \|A(r, \cdot)\|_p^q \right)^{\frac{1}{q}}
\]

where \(A(r, \cdot)\) is the \(r\)th row of \(A\), and \(\|\cdot\|_p\) denotes the \(p\)-norm of a vector. For example, the \(\ell_{2,1}\) and the \(\ell_{\infty,1}\)-norms have been used for addressing the SSA problem in [10] and [2], respectively. An unconstrained convex relaxation of (1) using the \(\ell_{2,1}\)-norm can be written as

\[
\begin{align*}
\min_X & \quad \frac{1}{2} \sum_{n=1}^N \|D x_n - s_n\|_2^2 + \lambda \|X\|_{2,1}, \\
\text{s.t.} & \quad \|x_n\|_1 + \|x_n\|_0
\end{align*}
\]

where \(X = [x_1 \ldots x_N]\). Solving (2) entails minimizing the \(\ell_2\)-norm of the rows (enforcing dense rows) and the sum of the \(\ell_2\)-norms of the rows (promoting all-zero rows) of \(X\). Thus, the resulting \(X\) is expected to be mostly zeros with only few non-zero and dense rows. This structure is referred to as row-sparse structure. A row-sparse structure with sparse rows can be enforced by embedding an additional \(\ell_1\)-norm regularization term in the objective function of (2)

\[
\begin{align*}
\min_X & \quad \frac{1}{2} \sum_{n=1}^N \|D x_n - s_n\|_2^2 + \gamma_1 \sum_{n=1}^N \|x_n\|_1 + \gamma_2 \|X\|_{2,1}, \\
\text{s.t.} & \quad \|x_n\|_1 + \|x_n\|_0
\end{align*}
\]

where \(\gamma_1 \geq 0\) and \(\gamma_2 \geq 0\) are the element-sparsity and row-sparsity regularization parameters, respectively.

In this paper, we extend the SSA problem to the convolutional sparse approximation (CSA) framework. Unlike its conventional counterpart, CSA allows local processing of large signals without first breaking them into vectorized overlapping blocks. Thus, it provides a global, single-valued, and shift-invariant model. Specifically, CSA uses a sum of convolutions instead of the matrix-vector product as in the standard sparse approximation model [11].

We first address the convolutional SSA (CSSA) problem with row-sparse structure using the \(\ell_{2,1}\)-norm regularization (the convolutional extension of problem (2)). Then, we discuss variations of the proposed method for solving problem (3) and SSA with \(\ell_{\infty,1}\)-norm regularization in the CSA framework. We use the alternating direction method of multipliers (ADMM) as a base optimization approach for solving the corresponding problems. We investigate convolutional dictionary learning (CDL), and coupled feature learning in multimodal data based on CSSA. We evaluate the proposed CSSA and CDL algorithms by applying them to the multifocus image fusion and
The near infrared (NIR) and visible light (VL) image fusion problems, specifically, a novel NIR-VL image fusion method is proposed. MATLAB implementations of the proposed algorithms are available at https://github.com/FarshadGheshki/ConvSSA-II^.

II. CONVOLUTIONAL SIMULTANEOUS SPARSE APPROXIMATION

We aim to approximate the input signals \( s^{(n)} \in \mathbb{R}^n \), \( n = 1, \ldots, N \), using the sparse feature maps with identical supports \( X^{(n)} \in \mathbb{R}^{p \times K} \), \( n = 1, \ldots, N \), and the dictionary \( D \in \mathbb{R}^{q \times K} \). The columns of \( X^{(n)} \) and \( D \) are the convolutional SR elements and the convolutional filters, respectively. For simplicity, we consider the case where the input signals are one-dimensional arrays. The proposed method can be straightforwardly generalized to handling multi-dimensional arrays.

A. Problem Formulation

The CSSA problem is formulated as follows:

\[
\begin{align*}
\text{minimize}_{\{X^{(n)}\}_{n=1}^N} & \quad \frac{1}{2} \sum_{n=1}^N \left\| D_k \ast X^{(n)}_k - s^{(n)} \right\|_2^2 + \lambda \sum_{n=1}^N \sum_{k=1}^K \left\| X^{(n)}_k \right\|_2, \\
\text{subject to} & \quad \text{Supp}(X^{(m)}) = \text{Supp}(X^{(n)}), \quad m, n = 1, \ldots, N.
\end{align*}
\]

Using the \( \ell_{2,1} \)-norm\(^1\) a convex relaxation of (4) can be written as

\[
\begin{align*}
\text{minimize}_{\{X^{(n)}\}_{n=1}^N} & \quad \frac{1}{2} \sum_{n=1}^N \left\| D_k \ast X^{(n)}_k - s^{(n)} \right\|_2^2 + \lambda \sum_{n=1}^N \sum_{k=1}^K \left\| X^{(k)}_n \right\|_{2,1}, \\
\text{subject to} & \quad X^{(n)} = Y^{(n)}, \quad n = 1, \ldots, N.
\end{align*}
\]

B. Optimization Procedure

The ADMM formulation of (5) can be written as

\[
\begin{align*}
\text{minimize}_{\{X^{(n)}, Y^{(n)}\}_{n=1}^N} & \quad \frac{1}{2} \sum_{n=1}^N \sum_{k=1}^K \left\| D_k \ast Y^{(n)}_k - s^{(n)} \right\|_2^2 + \lambda \sum_{n=1}^N \sum_{k=1}^K \left\| X^{(k)}_n \right\|_{2,1}, \\
\text{subject to} & \quad X^{(n)} = Y^{(n)}, \quad n = 1, \ldots, N.
\end{align*}
\]

Then the ADMM iterations are given as

\[
\begin{align*}
(Y^{(n)})^{i+1} = \text{argmin}_{Y^{(n)}} & \quad \frac{1}{2} \left\| \sum_{k=1}^K D_k \ast Y^{(n)}_k - s^{(n)} \right\|_2^2 \\
+ \frac{\rho}{2} \left\| Y^{(n)} - (X^{(n)})^{i} + (U^{(n)})^{i} \right\|_F^2, \quad n = 1, \ldots, N, \\
(X^{(n)})^{i+1} = \text{argmin}_{\{X^{(n)}\}_{n=1}^N} & \quad \lambda \sum_{k=1}^K \left\| X^{(k)}_n \right\|_{2,1} \\
+ \frac{\rho}{2} \sum_{n=1}^N \left\| (Y^{(n)})^{i+1} - X^{(n)} + (U^{(n)})^{i} \right\|_F^2, \\
(U^{(n)})^{i+1} = (Y^{(n)})^{i+1} - (X^{(n)})^{i+1} + (U^{(n)})^{i}, \quad n = 1, \ldots, N,
\end{align*}
\]

where \( \| \cdot \|_F \) denotes the Frobenius norm of a matrix, \( \{U^{(n)}\}_{n=1}^N \) are the scaled Lagrangian multipliers, and \( \rho > 0 \) is the ADMM penalty parameter. The \( Y \)-update step (7) entails \( N \) convolutional regression subproblems which can be addressed using existing CSA methods (e.g., [1]).

Since the \( \ell_{2,1} \)-norm is a separable sum of the \( \ell_2 \)-norms of the rows, (8) can be addressed in a row-wise manner using the proximal operator of the Euclidean norm. Using \( W^{(n)} = (Y^{(n)})^{i+1} + (U^{(n)})^{i} \), the solution to (8) can be calculated as

\[
\begin{align*}
\text{prox}_{\frac{\lambda}{2}\|\cdot\|_2}(W^{(n)}_k) & = \left( \frac{1 - \max(0, |\alpha|$|_{\tau})}{\frac{\lambda}{\tau}} \right) a, \quad 1 \leq k \leq K, \quad p = 1, \ldots, P,
\end{align*}
\]

C. Other Convex Formulations of CSSA

Problem [4] can be alternatively relaxed using the \( \ell_{\infty,1} \)-norm. To address the resulting optimization problem, we only need to modify the \( X \)-update step of the ADMM algorithm explained in Subsection II-B. Specifically, in (9), we need to replace \( \text{prox}_{\frac{\lambda}{2}\|\cdot\|_2} \) with the proximal operator of the \( \ell_{\infty,1} \)-norm \( \text{prox}_{\frac{\lambda}{2}\|\cdot\|_{\infty,1}} \), which is given as

\[
\begin{align*}
\text{prox}_{\frac{\lambda}{2}\|\cdot\|_{\infty,1}}(a) = a - \tau \Pi_{\|\cdot\|_{1,1} \leq 1}(\frac{a}{\tau}), \quad 1 \leq k \leq K, \quad p = 1, \ldots, P,
\end{align*}
\]

Then the problem corresponding to (5) can be written as

\[
\begin{align*}
\text{minimize}_{\{X^{(n)}\}_{n=1}^N} & \quad \frac{1}{2} \sum_{n=1}^N \sum_{k=1}^K \left\| D_k \ast X^{(n)}_k - s^{(n)} \right\|_2^2 \\
+ \sum_{k=1}^K \left( \gamma_1 \left\| X^{(k)} \right\|_{1,1} + \gamma_2 \left\| X^{(k)} \right\|_{2,1} \right), \quad 1 \leq k \leq K.
\end{align*}
\]

Problem (12) can be addressed using the method in Subsection II-B after modifying the \( X \)-update step (9) by replacing \( \text{prox}_{\frac{\lambda}{2}\|\cdot\|_2} \) with \( \text{prox}_{\frac{\lambda}{2}\|\cdot\|_{\infty,1}} \), which can be calculated using

\[
\begin{align*}
\text{prox}_{\frac{\lambda}{2}\|\cdot\|_{\infty,1}}(a) = \text{prox}_{\lambda\|\cdot\|_{\infty}}(S_t(a)),
\end{align*}
\]

where the (elementwise) shrinkage operator \( S_t(a) = \text{sign}(a)\max(0, |a| - \tau) \) is a proximal operator of the \( \ell_1 \)-norm.

III. CONVOLUTIONAL DICTIONARY LEARNING IN SIMULTANEOUS SPARSE APPROXIMATION SETUP

Given \( T \) sets of \( N \) dependent input signals and their simultaneous SRs \( \{s^{(t,n)}\}_{n=1}^N \) and \( \{X^{(t,n)}\}_{n=1}^N \), \( t = 1, \ldots, T \), the CDL problem can be formulated as follows

\[
\begin{align*}
\text{minimize}_{D} & \quad \frac{1}{T} \sum_{t=1}^T \sum_{n=1}^N \left\| \sum_{k=1}^K D_k \ast X^{(t,n)}_k - s^{(t,n)} \right\|_2^2 \\
\text{subject to} & \quad D_k \in \mathcal{D}, \quad k = 1, \ldots, K,
\end{align*}
\]

\(^1\)The mixed \( \ell_{2,1,\ldots,1} \)-norm can be used for multi-dimensional input signal.
where $\mathcal{D} = \{d \in \mathbb{R}^Q \mid \|d\|_2 \leq 1\}$. Problem (14) is a standard CDL problem and can be addressed using available batch [11] or online [12] CDL methods. Batch CDL requires all training data to be available at once, while online CDL is useful when the training samples are observed sequentially over time. Online CDL is also more computationally efficient when the total number of training samples (here $T \times N$) is larger than the number of filters in the dictionary (here $K$) [12].

**Convolutive Feature Learning in Multimodal Data**

If the input signals are multimodal and the order of modalities is fixed in all $T$ sets of training samples, we can extend the CDL problem (14) to learning multimodal convolutional dictionaries. This can be formulated as

$$\minimize \left\{ (D^{(n)})_{n=1}^N \right\} \frac{1}{T} \sum_{t=1}^T \sum_{n=1}^N \sum_{k=1}^K \left\| D^{(n)}_k * X^{(t,n)}_k - s^{(t,n)} \right\|_2^2$$

subject to $D^{(n)}_k, k = 1, \ldots, K, n = 1, \ldots, N$, which can be addressed as $N$ separate CDL problems. Problem (15) can be interpreted as learning correlated (coupled) features in multimodal data using the corresponding filters in the multimodal dictionaries $\{D^{(n)}_{n=1}^N\}$.

**IV. NIR-VL IMAGE FUSION BASED ON CSSA**

The NIR images are characterized by high contrast resolutions, for example, in capturing vegetation scenes and imaging in low-visibility atmospheric conditions such as fog or haze [16]. Based on these characteristics, the NIR images are used for enhancing outdoor VL images. In this section, we propose a NIR-VL image fusion method based on CSSA and CDL. The CSSA is performed using both $\ell_1$ and $\ell_2$ regularizations and also multimodal dictionaries. The steps of the proposed method for the fusion of a pair of NIR and VL images (denoted as $s_n$ and $s_v$, respectively) of the same sizes are explained as follows.

Since, the NIR images are presented in greyscale, they can be fused with the intensity components of the VL images which are usually available in the RGB (red-green-blue) format. Hence, in the first step, the VL image is converted to a color space (e.g., YCbCr), where the intensity (greyscale) component, denoted by $s_{v,g}$, is isolated from the color components of the image. Next, $s_n$ and $s_{v,g}$ are decomposed into their low-resolution components $s_n^b$ and $s_{v,g}^b$, and high-resolution components $s_n^h$ and $s_{v,g}^h$, for example, using low-pass filtering (more details are given in Subsection V-B).

Using the proposed CSSA method and a pair of pre-learned multimodal NIR-VL dictionaries (denoted as $D^n$ and $D^v$), the convolutional SRs $X^n$ and $X^v$ are obtained for $s_n^b$ and $s_{v,g}^b$, respectively. The convolutional SRs are fused using the max-absolute-value fusion rule. This can be formulated as follows

$$F^v_k(i,j) = \begin{cases} X^n_k(i,j), & \text{if } |X^n_k(i,j)| \geq |X^n_k(i,j)|, \\ 0, & \text{otherwise} \end{cases}$$

$$F^n_k(i,j) = \begin{cases} X^v_k(i,j), & \text{if } |X^v_k(i,j)| > |X^v_k(i,j)|, \\ 0, & \text{otherwise} \end{cases}$$

where $F^v_k$ and $F^n_k$ are the fused convolutional SRs containing only the most significant representation coefficients at each entry. Moreover, the points $(i,j)$ represent the locations of all pixels in $s_n^b$ and $s_{v,g}^b$, $|\cdot|$ denotes the absolute value of a number, and $k = 1, \ldots, K$ (number of filters in the dictionaries). The fused greyscale high-resolution component $s_{f,g}^h$ is then reconstructed using

$$s_{f,g}^h = \sum_{k=1}^K F^v_k * D^v_k + \sum_{k=1}^K F^n_k * D^n_k.$$

The fused greyscale image $s_{f,g}$ is formed using $s_{f,g}^b$ and the low-resolution component of the VL image

$$s_{f,v} = s_{v,g}^b + s_{f,g}^h.$$

Finally, the (YCbCr) image with $s_{f,g}$ as the intensity component and the color components of the VL image is converted back to the RGB format to form the fused color image $s_f$.

**V. EXPERIMENTS**

We first use the proposed CSSA methods with different sparsity structures for sparse approximation of a pair of NIR-VL images and compare the obtained SRs. Next, we use the proposed methods in multifocus and multimodal image fusion task and compare the results with existing image fusion methods. The convolutional dictionaries used in the experiments contain 32 filters of size $8 \times 8$ and are learned using the online CDL method of [12]. The training data consists of a NIR-VL image dataset and a multifocus image dataset, each containing 10 pairs of images. The NIR-VL and multifocus images are collected from the RGB-NIR Scene dataset [15] and the Lytro dataset [14], respectively. The fusion results are evaluated both visually and based on objective evaluation metrics. Five metrics are used for objective evaluations: average entropy (EN), average peak signal-to-noise ratio (PSNR), the structural similarity index (SSIM) [13], spatial frequency (SF) [15], and edge intensity (EI) [19].

![Fig. 1: A pair of VL and NIR images.](image)

**A. PERFORMANCE COMPARISON**

We investigate the performances of the proposed CSSA methods in capturing the underlying structures of the NIR-VL images in Fig. 1 in terms of sparsity, the overlap between supports of the SRs, and the residual power. We compare the results also with those obtained using the unstructured CSA.
The convolutional dictionaries used consist of 32 filters of size $8 \times 8$ and are learned using a set of 10 pairs of NIR-VL images. The results obtained using different values of the sparsity regularization parameters are summarized in Table I. As can be seen, the unstructured CSA leads to considerable overlaps between the supports of the convolutional SRs, indicating the fact that CSA with no structure cannot effectively capture the existing correlations between the input images. The CSSA method with $\ell_{2,1}$ regularization (CSSA-1) results in convolutional SRs with identical supports (100% overlap). However, the imposed structure leads to lower sparsity in the SRs and higher approximation errors.

CSSA using $\ell_1$ and $\ell_{2,1}$ regularizations (CSSA-2a) allows to relax the identical supports constraint. Specifically, the use of a larger element-sparsity parameter $\gamma_1$ allows for a smaller overlap between the supports of the SRs. This approximation model is more appropriate when the correlated input signals can contain (or lack) specific features. For example, in NIR-VL images, some details are visible only in one of the input images. This model can be also extended to learn the nonlinear local relationships in the multimodal data in terms of a set of multimodal dictionaries (CSSA-2b). The results in Table I show that the use of multimodal dictionaries leads to considerably more accurate approximations while achieving SRs with the same level of sparsity compared to the case where a single dictionary is used for both modalities.

### B. NIR-VL Image Fusion Results

We benchmark the performance of the proposed NIR-VL image fusion method by comparing our results with those obtained using the fusion method of [16]. There are 51 pairs of outdoor NIR-VL images labeled as "country" in the RGB-NIR Scene dataset. We use 10 pairs of these images for CDL, and the remainder 41 images are used as the test dataset. The CSSA is performed using parameters $\rho = 10$, $\gamma_1 = 0.001$ and $\gamma_2 = 0.01$. The lowpass filtering is performed using the `lowpass` function from the SPORCO library [20] with the regularization parameter of $5$.

Fig. 2 shows the fusion results for the NIR-VL images in Fig. 1. The average objective evaluation results obtained for the entire test dataset are reported in Table II. As it can be seen in Fig. 2, the proposed fusion method achieves higher contrast resolutions, which is also reflected in larger entropy, spatial frequency, and edge intensity values in Table II. However, method of [16] results in better SSIM and PSNR. This can be explained by the fact that in the proposed method, the fused images are reconstructed from sparse approximations, while the original pixel values are used in [16].

### C. Multifocus Image Fusion

In this section, we modify the multifocus image fusion method of [17] to incorporate CSSA instead of using unconstrained CSA and compare the resulting performances. The test dataset contains 10 pairs of multifocus images (different from

| Lambda | Sparsity Com. supp. App. err. | Sparsity Com. supp. App. err. | Sparsity Com. supp. App. err. |
|--------|-------------------------------|-------------------------------|-------------------------------|
| 0.001  | 0.0159 2.92% 4.2326 0.0345 100% 2.5245 | 0.0209 33.52% 6.5948 0.0248 32.91% 2.8497 0.001 0.001 | 0.01 0.0094 3.48% 40.2714 0.0183 100% 36.7564 0.0165 87.66% 40.9878 0.0201 87.30% 24.9402 0.001 0.01 |
| 0.05   | 0.0038 4.22% 148.9280 0.0073 100% 137.0919 0.0091 37.61% 72.8597 0.0140 35.31% 51.0596 0.01 0.01 |
| 0.1    | 0.0020 4.34% 241.0831 0.0040 100% 228.8148 0.0040 98.57% 223.7260 0.0045 98.74% 214.8775 0.001 0.1 |
| 0.5    | 0.0001 1.14% 657.2492 0.0004 100% 625.3224 0.0034 87.96% 240.1183 0.0038 87.77% 233.0870 0.01 0.1 |

Table I: Comparison of the convolutional SRs of the multimodal images in Fig. 1 obtained using the (unstructured) CSA method of [11], the proposed CSSA method with $\ell_{2,1}$ regularization (CSSA-1), and the proposed CSSA method with $\ell_2$ and $\ell_{1}$ regularizations using a single dictionary (CSSA-2a) and two (multimodal) dictionaries (CSSA-2b) in terms of ratio of the nonzero entries (sparsity), the percentage of overlapping nonzero entries (Com. supp.), and the residuals power (App. err.).
CSSA improves on the overall performance of the CSA-based methods. The objective evaluation results in Table II also indicate that the use of CSSA leads to considerable improvements in terms of higher contrast resolutions and better fusion results. Fig. 3 shows an example of fusion results obtained using the two methods. All other steps of the two algorithms are identical. The obtained fusion results show that the use of CSSA leads to considerable improvements in terms of higher contrast resolutions and better fusion of multifocus edges (boundaries where one side is in-focus and the other side is out of focus). Fig. 3 shows an example of fusion results obtained using the two methods. The objective evaluation results in Table II also indicate that CSSA improves on the overall performance of the CSA-based multifocus image fusion method of [17].

### Table II: Average objective evaluation results using different methods. The best results are shown in bold.

| Metrics | The method of [17] CSSA | The method of [16] CSSA |
|---------|-------------------------|-------------------------|
| EN      | 7.4273                  | 7.4371                  | 7.0630                  | 7.2649                  |
| SSIM    | 0.8491                  | 0.8498                  | 0.7629                  | 0.7574                  |
| PSNR    | 27.8952                 | 27.5895                 | 20.3470                 | 19.3590                 |

Fig. 3: Multifocus image fusion results.

### VI. CONCLUSION

Algorithms for convolutional simultaneous sparse approximation with different sparsity structures based on the alternating direction method of multipliers have been proposed. We have evaluated the effectiveness of the proposed methods by using them in two different categories of image fusion problems and compared the obtained results with those of existing image fusion methods. In particular, a novel near infrared and visible light image fusion method based on convolutional simultaneous sparse approximation has been proposed.

### REFERENCES

[1] J. A. Tropp, A. C. Gilbert, and M. J. Strauss, “Algorithms for simultaneous sparse approximation. Part I: greedy pursuit,” Signal Process., vol. 86, no. 3, pp. 572-588, 2006.
[2] J. A. Tropp, A. C. Gilbert, and M. J. Strauss, “Algorithms for simultaneous sparse approximation. Part II: convex relaxation,” Signal Process., vol. 86, no. 3, pp. 589-602, 2006.
[3] F. Bollmann, S. Krause-Solberg, J. Maly and N. Sissouno, “Structural sparsity in multiple measurements,” IEEE Trans. Signal Process., vol. 70, pp. 280-291, 2022.
[4] B. Zheng, C. Zeng, S. Li, and M. G. Liao, “The MMV tail null space property and DOA estimations by tail-$\ell_{2,1}$ minimization,” Signal Process., vol. 194, pp. 108450, 2022.
[5] B. Yang, and S. Li, “Pixel-level image fusion with simultaneous orthogonal matching pursuit,” Inf. Fusion, vol. 13, no. 1, pp. 10-19, 2012.
[6] F. G. Veshki, N. Ouzir, S. A. Vorobyov, and E. Ollila, “Coupled feature learning for multimodal medical image fusion,” arXiv:2102.08641, 2021.
[7] J. Li, H. Zhang, L. Zhang and L. Ma, “Hyperspectral anomaly detection by the use of background joint sparse representation,” IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens., vol. 8, no. 6, pp. 2523-2533, 2015.
[8] S. H. Fouladi, S. Chiu, B. D. Rao and I. Balasingham, “Recovery of independent sparse sources from linear mixtures using sparse bayesian learning,” IEEE Trans. Signal Process., vol. 66, no. 24, pp. 6332-6346, 2018.
[9] W. Chen, D. Wipf, Y. Wang, Y. Liu and I. J. Wassell, “Simultaneous bayesian sparse approximation with structured sparse models,” IEEE Trans. Signal Process., vol. 64, no. 23, pp. 6145-6159, 2016.
[10] M. F. Duarte and Y. C. Eldar, “Structured compressed sensing: from theory to applications,” IEEE Trans. Signal Process., vol. 59, no. 9, pp. 4053-4085, 2011.
[11] F. G. Veshki and S. A. Vorobyov, “Efficient ADMM-based algorithms for convolutional sparse coding,” IEEE Signal Process. Lett., vol. 29, pp. 389-393, 2022.
[12] Y. Wang, Q. Yao, J. T. Kwok and L. M. Ni, “Scalable online convolutional sparse coding,” IEEE Trans. Signal Process., vol. 27, no. 10, pp. 4850-4859, 2018.
[13] Z. Wang, A. C. Bovik, H. R. Sheikh and E. P. Simoncelli, “Image quality assessment: from error visibility to structural similarity,” IEEE Trans. Image Process., vol. 13, no. 4, pp. 600-612, 2004.
[14] M. Nejati, S. Samavi and S. Shirani, “Multi-focus image fusion using dictionary-based sparse representation,” Inf. Fusion, vol. 25, pp. 72-84, 2015.
[15] EPFL RGB-NIR scene dataset. [Online]. Available: https://www.epfl.ch/labs/ivrl/research/downloads/rgb-nir-scene-dataset/ [Accessed: Feb-2022].
[16] M. Herrera-Arellano, H. Peregrina-Barreto and I. Terol-Villalobos, “Visible-NIR image fusion based on top-hat transform,” IEEE Trans. Image Process., vol. 30, pp. 4962-4972, 2021.
[17] Y. Liu, X. Chen, R. K. Ward and Z. Jane Wang, “Image fusion With convolutional sparse representation,” IEEE Signal Process. Lett., vol. 23, no. 12, pp. 1882-1886, 2016.
[18] A. M. Eskicioglu and P. S. Fisher, “Image quality measures and their performance,” IEEE Trans. Commun., vol. 43, no. 12, pp. 2959-2965, 1995.
[19] B. Rajalingam and R. Priya, “Hybrid multimodality medical image fusion technique for feature enhancement in medical diagnosis,” Int. J. Eng. Sci., vol. 2, pp. 52-60, 2018.
[20] B. Wohlberg, “SParse Optimization Research COde (SPORCO),” Software library available from http://purl.org/brendt/software/sporco/ 2017.