Abstract

Predictive modelling is a complex process that requires a number of steps to transform raw data into predictions. Preprocessing of the input data is a key step in such process, and the selection of proper preprocessing methods is often a labour intensive task. Such methods are usually trained offline and their parameters remain fixed during the whole model deployment lifetime. However, preprocessing of non-stationary data streams is more challenging since the lack of adaptation of such preprocessing methods may degrade system performance. In addition, dependencies between different predictive system components make the adaptation process more challenging. In this paper we discuss the effects of change propagation resulting from using adaptive preprocessing in a Multicomponent Predictive System (MCPS). To highlight various issues we present four scenarios with different levels of adaptation. A number of experiments have been performed with a range of datasets to compare the prediction error in all four scenarios. Results show that well managed adaptation considerably improves the prediction performance. However, the model can become inconsistent if adaptation in one component is not correctly propagated throughout the rest of system components. Sometimes, such inconsistency may not cause an obvious deterioration in the system performance, therefore being difficult to detect. In some other cases it may even lead to a system failure as was observed in our experiments.
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1. Introduction

In online supervised learning, data-driven predictive models are built incrementally using labelled instances. Preprocessing of those instances is often needed before the predictive model learning phase. Common preprocessing methods include imputation of missing values, data normalisation, noise reduction and feature selection, to name a few. A combination of various preprocessing steps with a predictive model and possible postprocessing steps results in a so called multicomponent predictive system (MCPS) which is the subject of this paper.
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An MCPS, which converts raw data into predictions, can be represented as a WA-WF-net (Well-handled and Acyclic Workflow Petri net\textsuperscript{15,17,19}). Formally,

\[ MCPS = (P, T, F) \]  

is a directed acyclic graph where \( P \) and \( T \) are finite sets of nodes (called places) and transitions, respectively, while \( F \) are the arcs connecting nodes. In an MCPS, a place can contain a single token which is represented as a tensor (i.e. multidimensional array). Further definition and properties of an MCPS are presented in\textsuperscript{15}.

The simplest MCPS includes a predictive model as a single transition (e.g. Na"ive Bayes classifier). A more complex MCPS contains several preprocessing methods (e.g. moving average filter and PCA), an ensemble of predictive models (e.g. regression tree and neural network) and an ensemble aggregation method (e.g. majority voting). In this paper we have selected an intermediate example (see Fig. 1) consisting of three preprocessing methods (z-score normalisation, PCA, and min-max normalisation) and one classifier (GFMM neural network) as we explain further in Section 2. Please note that this example only serves as a convenient case of discussing the change propagation issues and other preprocessing steps and predictive models could have also been used.

![Fig. 1: Example of a Multicomponent Predictive System.](image-url)

Preprocessing methods are usually trained offline and therefore their parameters remain fixed during the whole model lifetime. However, in non-stationary environments, where data statistics can vary over time, parameters of preprocessing methods should be updated to avoid performance loss. In addition, the predictive model may need to be adapted to new data as well.

There are two main types of strategies to adapt predictive models: (a) incremental update\textsuperscript{5} or (b) replacement with a new model\textsuperscript{9}. The GFMM model used as an example in this paper is updated using the former strategy, although other learning/adaptation strategies are also possible\textsuperscript{6}.

Adaptation of individual preprocessing methods has been considered by different authors. Adaptive feature selection\textsuperscript{3}, recursive PCA\textsuperscript{13} and adaptive normalisation\textsuperscript{16} are some examples of adaptive preprocessing methods. To the best of our knowledge, the work of Zliobaite and Gabrys\textsuperscript{22} was the first attempt to address decoupling of adaptive preprocessing from the remaining components in a learning process with evolving data streams. One of the authors’ conclusions was that such decoupling can be highly beneficial though can cause various problems if the change resulting from adapting a preprocessing step is not correctly propagated to subsequent components of an MCPS.

While in our previous research\textsuperscript{14} we proposed autonomous adaptation strategies for the whole MCPS, in this work we concentrate on investigating and discussing the effects that an adaptation of a single preprocessing step can have on the overall predictive system behaviour, complexity and performance. We also introduce the concept of change propagation in MCPPs and highlight its importance when adapting individual components. Furthermore we show how the lack of a change propagation mechanism can lead to inconsistencies in the model representation.

The remainder of this paper has been organised as follows. Section 2 begins by introducing the adaptation of Multicomponent Predictive Systems, and presents the components of our case study. Section 3 describes four adaptation scenarios used in the experiments, followed by an experimental study with different datasets in Section 4. The paper concludes in Section 5.

2. Reactive Adaptation of Multicomponent Predictive Systems

In non-stationary data-streams, the relation between the input and the target can drift over time and predictive models have to be updated to avoid performance loss. Currently, the most common way to detect the need for
adaptation is to monitor model performance. However, such an approach means that a number of instances have to be wrongly predicted before the problem can be actually detected. In addition, true labels (correct values which are predicted) are needed to estimate the loss and they may not always be available. In an MCPS we could add detection mechanisms in the early stages to monitor and adapt to the changes of the input data distribution (e.g. measuring abrupt changes in the mean of an input attribute) therefore not completely relying on the ability to calculate prediction error. We refer to this approach as reactive adaptation to the input data distribution changes.

A possible control mechanism is to establish preconditions and postconditions in all the system components. Therefore, if any of the conditions are not fulfilled, action must be taken. For example, in the case of min-max normalisation method if an input value is not within the \([\text{min}, \text{max}]\) range, the preprocessing component should be adapted to the new range. Other methods such as recursive PCA may include a post-condition that detects if previous and current principal components differ significantly.

In order to illustrate the point discussed above, we have selected three preprocessing methods (z-score normalisation, PCA for dimensionality reduction, and min-max normalisation) and one incremental predictive model (GFMM neural network). In the following subsections we briefly describe all four components.

### 2.1. Dimensionality reduction

Many datasets include variables which might not be relevant for the prediction task, unnecessarily increasing model complexity. For that reason, reducing the number of variables is often desirable. A common technique is performing Principal Component Analysis (PCA) and then selecting the first \(k\) components that explain a given percentage of dataset variance. Let \(X\) be the \(n \times p\) input dataset where \(n\) is the number of samples and \(p\) the number of variables. Then, the reduced dataset is given by \(X' = XW_k\), where \(W_k\) is the \(p \times k\) loading matrix.

### 2.2. Z-Score normalisation

Data normalisation is recommended before performing PCA, particularly if the variables have different units. Z-score normalisation, which scales the data to a standard normal distribution with zero mean and unit variance, is a common choice (see Eq. 2).

\[ f(x) = \frac{x - \mu}{\sigma} \]  

### 2.3. Min-max normalisation

The min-max method normalises the values of each attribute of a dataset to a range \([\text{low}, \text{high}]\) using the following formula, assuming \(\text{max} > \text{min}\):

\[ f(x) = (\text{high} - \text{low}) \cdot \frac{x - \text{min}}{\text{max} - \text{min}} + \text{low} \]  

If the \(\text{max}\) and \(\text{min}\) values of an attribute are known a priori and do not change over time (e.g. they are given by the physical limitations of a measuring equipment), we can assume that all the values are going to be in the range \([\text{low}, \text{high}]\). On the other hand, if those limits are unknown, they have to be estimated from the available data.

Although we are aware of the consequences of not dealing with extreme outliers, we assume that they are being handled in a preceding preprocessing step for the sake of simplicity. For instance, Ogasawara et al. smoothen the data and remove outliers during the training phase before the normalisation. Nevertheless, detection and handling of outliers are another preprocessing components that can potentially be adapted.

### 2.4. GFMM classifier

The General Fuzzy Min-Max (GFMM) neural network is a method that can be used for both classification and clustering problems. GFMM models the density of the input space using fuzzy hyperboxes (i.e. multidimensional generalisation of a rectangle with an associated membership function) to cover all training instances, with the \(j\)-th
hyperbox being characterised by its min \((V_j)\) and max \((W_j)\) points (for an example refer to Fig. 4). The reason of selecting GFMM as model in this study is two-fold: 1) it is easy to interpret and visualise with two-dimensional data; and 2) it requires data within the \([0, 1]\) range so a min-max normalisation step is needed. For full description of the incremental learning algorithm and further details of the GFMM family, please refer to the relevant literature\(^7,6\).

2.5. Change propagation

Change propagation is a recurrent topic in complex systems where changing a component may require to adapt further parts of the system\(^10\). Understanding how components are connected is crucial for performing a correct adaptation. Some works have addressed change propagation in different type of structures such as dynamic trees\(^2\) or directed acyclic graphs\(^1\). However we are not aware of other works focusing on MCPSs.

Any parametric change in one component of an MCPS can have a knock-on effect on the data consumed by the remaining components. In this context, change propagation can be defined as the mechanism of transferring relevant information across the system to keep it consistent. For instance, if the input space is transformed, the model should be mapped to this new space. That is, any change in the preprocessing parameters transforming the input space should be reflected in the model. In our example, the three preprocessing methods perform consecutive linear transformations, so inverting such transformations should be done in the right order. In other cases however, such propagation may not be necessary.

Figure 2 illustrates how a change in the min-max component is propagated to the GFMM model via a coloured token with meta-data, using the Petri net formalism. The token triggers adaptation of GFMM using supplied information. Since our original formal definition of MCPS\(^15\) does not support this kind of token, we therefore expand it and define a coloured MCPS (or cMCPS) as an MCPS with two additional conditions: a) the places \(P \setminus \{i, o\}\) can contain up to two tokens assuming that each of them is of a different colour/type (i.e. data and meta-data) and, as a consequence, b) the Petri net is not safe (i.e. each place \(p \in P\) can contain more than one token at any given time).

Although a sequence of linear transformations can be unified into a single linear transformation, the cost of system adaptation\(^21\) can be reduced by inverting only the transformations of affected components. In our scenario, if \(\text{max}\) or \(\text{min}\) limits of Eq. 3 are updated, the hyperboxes have to be renormalised. To this end, the hyperboxes are first denormalised from the previous \([\text{min}', \text{max}']\) range using Eq. 4, and then normalised again with the new \(\text{max}\) and \(\text{min}\) values using Eq. 3.

\[
f'(x) = \frac{x - \text{low}}{\text{high} - \text{low}} \cdot (\text{max}' - \text{min}') + \text{min}'
\]  

(4)

Similarly, if the loading vectors of PCA are modified, hyperboxes have to be denormalised using Eq. 4 before reversing the PCA transformation. The reverse PCA transformation is given by \(X = X'W_k^T\). Then, the hyperboxes are transformed using the new loading vectors and normalised again to the \([0, 1]\) range.
The same situation occurs when any parameters of z-score are changing (e.g. $\mu$ is now $\mu'$ and $\sigma$ is $\sigma'$). All the transformations have to be reversed ($x' = \sigma x + \mu$) and then reapplied with the new parameters ($f(x') = \frac{x' - \mu'}{\sigma'}$). Otherwise, model representation would be inconsistent with the new input space.

While these reverse transformations may seem tedious and not always possible, in the following section we introduce four scenarios in order to investigate the severity of possible impact which may result from not propagating the changes correctly.

3. Scenarios

In this section we introduce four scenarios where data is preprocessed and then classified as shown in Fig. 1. All the scenarios share the same training phase, where a batch of data is preprocessed and then used to build the initial classifier. The main difference between the scenarios is the degree of adaptation of the predictive system, as summarised in Table 1:

\textit{#1 - No adaptation.} All the components remain fixed at all times. The parameters extracted during the training phase are then used during online preprocessing of the data stream but no adaptation is performed at any level.

\textit{#2 - No adaptive preprocessing.} The preprocessing methods are not adapted. However, this and the following scenarios assume that true labels of the instances are provided just after they are classified. Hence, the labelled instance is fed to the incremental learning algorithm that updates the classification model.

\textit{#3 - Adaptive preprocessing without propagation.} A buffer with recent instances is used for computing the PCA loadings. Then, the incoming instances are transformed into the new space formed by the principal components. In addition, scaling parameters (max and min) are constantly checked and updated if any value is out of those limits. These local changes are however not propagated further through the model.

\textit{#4 - Adaptive preprocessing with propagation.} Local changes are propagated through the system. The classification model is therefore mapped to the new input space: the hyperboxes of GFMM network are transformed to the original space by reversing the preprocessing steps, and then the updated preprocessing methods are applied to the hyperboxes.

| Scenario | Adaptive Preprocessing | Change Propagation | Adaptive Model |
|----------|------------------------|--------------------|----------------|
| #1       | No                     | No                 | No             |
| #2       | No                     | No                 | Yes            |
| #3       | Yes                    | No                 | Yes            |
| #4       | Yes                    | Yes                | Yes            |

4. Experimental study

This experimental study considers the scenarios presented in Section 3 in order to illustrate the implications of adapting some components of the preprocessing and the classifier.

To compare the system performance between the scenarios, the following values have been measured over four different datasets: a) classification error; b) maximum hyperbox membership degree (as a measure of classifier confidence); c) number of samples out of [0, 1] range; and d) number of hyperboxes.

The first 200 samples of each dataset have been selected for training and the rest for sequential testing/adaptation.
4.1. Synthetic data stream

A synthetic dataset (SYN) has been generated for illustration purposes, consisting of 2 classes that drift over time. The mean of attribute 1 is increasing over time for class 1, while the mean of attribute 2 remains constant. The opposite situation happens for class 2. Fig. 3 shows the state of the dataset at different timestamps.

The dataset contains 600 samples, 2 numerical attributes and 2 classes. Samples are randomly generated from a normal distribution with different means for each attribute but unit standard deviation. Only min-max normalisation is performed as part of preprocessing for the synthetic dataset.

![Fig. 3: SYN dataset at different timestamps.](image)

4.2. Real data streams

Three publicly available datasets have been selected. The first real dataset (ELEC$^{12}$) was collected from the Australian New South Wales Electricity Market and contains 45,312 instances, 7 attributes and 2 classes which are affected by demand and supply of the market.

The second dataset (COVERTYPE$^4$) contains the forest cover type for 30x30 meter cells obtained from US Forest Service. The task is to predict forest cover type from cartographic variables. It consists of 581,012 instances, 54 attributes and 7 classes.

The third dataset (GAS$^{20}$) contains 13,910 measurements from chemical sensors used to distinguish between different gases. It consists of 128 attributes and 6 classes.

For each dataset, the first 600 samples have been selected. First 200 samples have been used as training set for building the model and the rest for online testing. The preprocessing phase is composed of z-score normalisation, dimensionality reduction using PCA and finally, min-max normalisation.

4.3. Results for synthetic data stream

The results obtained from SYN dataset are shown in Figs. 4 and 5a. Fig. 4 shows the final snapshot of data points and hyperboxes for each scenario.

Points from class 1 (blue) are drifting to the space covered by a hyperbox of class 2 (gold) as can be seen in Fig. 4-a. This fact explains why the classification error is highest in Scenario 1, where the model is not updated. In Scenarios 2, 3 and 4 the model is evolving over time and hyperboxes are adjusted as shown in Figs. 4-(b,c,d), to capture new data points.

A direct consequence of scenarios without adaptive preprocessing (1 and 2) can be seen in Figs. 4-(a,b) where new points lie outside the [0,1] range and therefore cannot be classified by the predictive model since it only operates within the [0,1] range. Fig. 5a-c shows that the number of off-limit samples is increasing linearly over time because the data keeps drifting and the input space is not rescaled.

The adaptive normalisation carried out in Scenarios 3 and 4 guarantees that all the points are within the [0,1] range (see Figs. 4-c,d). Although the model of Scenario 3 has classified correctly most of the samples, it is actually
inconsistent. That is, the rescaling factor is not propagated to the model and therefore its representation is incorrect. Such inconsistency is however not reflected in the classification results (see Fig. 5a-a) and hence might be impossible to detect. In contrast, the model representation in Scenario 4 is correct because the hyperboxes have been rescaled to the new input space (see Fig. 4-d).

The classification errors in Fig. 5a-a show that adapting the predictive system leads to considerably better results than in the static approach. Also the maximum membership degree is decreasing over time in Scenarios 1 and 2 (see Fig. 5a-b) which indicates a lower classification confidence. The lack of forgetting mechanism for GFMM method results in increase of model complexity over time, manifesting itself in growing number of hyperboxes (see Fig. 5a-d) and thus contributing to the model becoming more difficult to understand and interpret.

4.4. Results for real data streams

In general, Scenario 4 has a lower classification error in the three datasets (see Figs. 5b, 5c, and 5d). The classification error of Scenario 4 is considerably lower in the periods where there are new samples out of the min-max limits than in scenarios without adaptive preprocessing (see Figs. 5b, 5c, and 5d).

As observed in the synthetic dataset, there seems to be a negative correlation between the classification error and the maximum membership degree. Figs. 5b, 5c, and 5d show that propagating the changes from the preprocessing methods to the model for adapting the hyperboxes increases the maximum membership degree and therefore the classification confidence. On the other hand, the fact of learning new concepts that cannot be classified by existing hyperboxes causes the creation of new hyperboxes that increases model complexity in Scenario 4 as shown in Figs. 5b, 5c, and 5d.

It is worth mentioning that the execution of Scenario 3 has failed in all three real datasets. That is, the lack of change propagation causes an inconsistency between the input data and the model when the number of principal components varies over time (see Fig. 6), leading to a runtime execution error. In such case it is easy to detect that something is going wrong. However, if the number of principal components is constant but the loading vectors actually change,
there is still an inconsistency between the input data and the model in Scenario 3 that will be more difficult to detect because it will not produce any software exception.

Fig. 5: Results for SYN (top-left) and ELEC (top-right), COVERTYPE (bottom-left) and GAS (bottom-right).
5. Conclusions

This study demonstrated that adapting individual components of an MCPS must be carried out very carefully taking into account the impact of a change on the rest of the system. In order to formalise the process of adapting components in the correct order, the concept of change propagation has been introduced. An illustrative example in which an MCPS consisting of three preprocessing methods and one classifier has been evaluated in four scenarios with different datasets.

The need of performing adaptive preprocessing is clear in all the tested datasets. The percentage of unclassified samples in scenarios without adaptive preprocessing varies between 15.5% and 51.5% (see Table 2). Consequently, the deterioration of system performance is considerable. A simple adaptive min-max normalisation method was shown to reduce the classification error when coupled with a classifier that requires such adaptation.

Modifying the input space requires however updating of model parameters. Otherwise, model representation can be inconsistent with the input data. Such inconsistency can even produce a system failure. To illustrate such adaptation, the GFMM method has been extended to react to such changes caused by the adaptive preprocessing methods. Other models will require similar type of transformations (e.g. changing node values in a decision tree).

While the paper represents an early stage of research and has been primarily intended to highlight a range of very important issues rather than provide comprehensive solutions, it has raised a number of questions in need of further investigation. Does a change in a component always need to be propagated? How to handle propagation in systems with nonlinear transformations? How to order the preprocessing methods to reduce the required propagation? How to reduce the cost of adaptation while maximising the benefits?

The above questions and the issues raised in this paper are particularly relevant and timely in the context of how easy it is to compose an MCPS in popular data analysis tools like KNIME, RapidMiner or SAS. All of these tools facilitate graphical composition of data transformation flows by linking data transformation blocks. While such ap-
proach provides a tremendous opportunity for non-expert users, as illustrated in this paper, it poses potential issues when MCPSs composed in such a way were to be deployed in non-stationary environments requiring adaptation and even more so if the preprocessing steps could be easily adapted but without awareness of a need for appropriate change propagation mechanisms currently not implemented or even available.
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