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Abstract

The most challenging aspect of particle filtering hardware implementation is the resampling step. This is because of high latency as it can be only partially executed in parallel with the other steps of particle filtering and has no inherent parallelism inside it. To reduce the latency, an improved resampling architecture is proposed which involves pre-fetching from the weight memory in parallel to the fetching of a value from a random function generator along with architectures for realizing the pre-fetch technique. This enables a particle filter using \(M\) particles with otherwise streaming operation to get new inputs more often than \(2M\) cycles as the previously best approach gives. Results show that a pre-fetch buffer of five values achieves the best area-latency reduction trade-off while on average achieving an 85% reduction in latency for the resampling step leading to a sample time reduction of more than 40%. We also propose a generic division-free architecture for the resampling steps. It also removes the need of explicitly ordering the random values for efficient multinomial resampling implementation. In addition, on-the-fly computation of the cumulative sum of weights is proposed which helps reduce the word length of the particle weight memory. FPGA implementation results show that the memory size is reduced by up to 50%.

Keywords  Particle filter · Resampling architectures · Latency reduction · Hardware implementation · ASIC · FPGA · Pre-fetched resampling

1 Introduction

In problems that involve hidden Markov models (HMM) with unobserved states and cannot be evaluated analytically, filtering refers to estimation of that state from a set of observations that are corrupted by noise. In other words, it refers to determining the state probability distribution at time instance \(n\), given observations up to \(n\). The states evolve and capturing this evolution of state enables the prediction of the state in the future [3, 9, 11–14, 27]. It can be described by the following set of equations

\[
\begin{align*}
  x(n) &= f(x(n-1), z(n-1)) \\
  y(n) &= g(x(n), v(n))
\end{align*}
\]

where \(x(n)\) is the evolving state vector of interest, \(y(n)\) is a vector of observations, \(z(n)\) and \(v(n)\) are independent noise vectors with known distributions, and \(f(.)\) and \(g(.)\) are known functions.

Particle filters track \(x(n)\) by updating a random measure \(\{x_k(n), w_k(n)\}_{k=1}^{M}\), which consists of \(M\) particles \(x_k(n)\) and their weights \(w_k(n)\) defined at time \(n\), recursively. This random measure is used to approximate the posterior density of the unknown vector [3]. Particle filtering is used when the state transition and the observation models are non-linear and noise is non-Gaussian, in contrast to Kalman filters where they are linear and Gaussian, respectively [9]. Particle filters find application in a wide variety of complex problems including target tracking [15, 26, 32], computer vision [25], robotics [22], vehicle tracking [21, 28], acoustics [2] and channel estimation in digital communication channels [29] or any application involving large, sequentially evolving data-sets [11, 13].

There are three steps involved in particle filters, as illustrated in Fig. 1:

– Time-update (particle generation/sampling)
– Measurement-update (weight computation)
– Resampling
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In the first step, samples (particles) of the unknown state are drawn or sampled from a density using the principle of importance sampling. This step can typically be considered as propagation of particles at time instant \( n - 1 \) into \( n \) through (1). Thus, this step is also termed time-update. In the second step of particle filtering, particles \( x_k(n) \) are assigned importance weights \( w_k(n) \) based on the received observations. This is typically the most computationally intensive step and can also be referred to as measurement-update [12].

Among the three steps that accomplish particle filtering, resampling is the one which is hardest to obtain a high-speed implementation of since it cannot be straightforwardly parallelized. A number of contributions have focused on different resampling algorithms [4, 6–8, 16–20, 24, 27]. An overview of resampling algorithms can be found in [8, 17, 24] and is briefly discussed in Section 3. Algorithms which are focused on hardware implementation includes [8], where an algorithm combining systematic and residual resampling is proposed with the aim of providing a shorter and distribution independent latency. In [4], different architectures and memory schemes for the sampling and the resampling steps are discussed but there is no discussion and analysis of the word length requirement for the architecture and memories. A modified systematic resampling algorithm using non-normalized weights is proposed in [7]. Implementation aspects of different algorithms are discussed in [4, 8]. In particular, resampling algorithms applicable for distributed architectures are discussed which can enable a parallel execution of the resampling step with other steps of particle filtering [6]. Implementation of resampling step using general purpose computing techniques on a graphical processing unit (GPU) to obtain a parallel resampling is reported in [16], while a compact resampling algorithm using only one threshold value and its associated hardware is presented in [19].

The current work looks into techniques for improving different aspects of the resampling step. The main contributions of this work are:

- Reduction in latency of the resampling step by prefetching weights in parallel to fetching of the next value from random function generator
- Associated hardware architectures for the above mentioned latency reduction technique
- Reduction in memory size of weights by doing cumulative sum computation on-the-fly
- A division-free architecture for multinomial, systematic, and stratified resampling, where the multinomial variant does not require explicit ordering of the values from the random function generator

Preliminary results concerning division free architecture and memory size reduction have been reported in [1].

The rest of the paper is organized as follows: in Sections 2 and 3, basic architectures for particle filters and the resampling process with different types of resampling algorithms are described, respectively. The main contributions of this work are presented in Section 4 and results showing the benefit and properties of the proposed approaches are presented in Section 5. Finally, in Section 6 some concluding remarks are given.

### 2 Architectures for Particle Filters

Particle filters consists of three main blocks; time-update, measurement-update and resampling. Resampling is considered a bottleneck because it cannot be executed in parallel with the other steps of particle filtering. A schedule depicting this situation over two iterations is shown in Fig. 2. Here, it is assumed that a new time-update computation can be started every clock cycle. After a latency of \( L_t \) cycles, the new particle is available and fed to the measurement-update. After yet \( L_m \) cycles the weight of the particle is available. After another \( M \) cycles all particles and particle weights are computed and the resampling can start. The resampling will output \( M \) particles and, as discussed in more detail later, will not output particles for a number of cycles, here denoted \( L_r \), which is the latency of the resampling step. Hence, the total time for resampling is \( L_r + M \). Here, it should be noted that although the resampling process is not finished, the next time-update step can start when there are \( M \) cycles remaining of the resampling.

It is common to implement the architecture using a memory that keeps track of which particles should be
replicated and/or discarded, as shown in Fig. 3. In this way, a single particle memory can be used.

In case of the resampling unit and the time-update unit having separate memories to store particles, the time-update unit can read the resampled particle and write to its own memory, referred to as particle allocation with index addressing in [6]. However, it requires the resampling step to read from the time-update memory for the particle to be resampled. In this case, the time-update step, and as a consequence the measurement-update step, will not be executed in a continuous manner as shown in Fig. 2. Rather it will be distributed, as shown in Fig. 4, where the resampling step finishes when the number of resampled particles is equal to the original number of particles. The latency of the resampling step, $L_r$, will be a sum of the cycles in which no particle is being replicated and hence will be distributed.

If there is only one particle memory, the resampling unit will produce a set of indices of the resampled particles. However, this scheme requires a discarded indices memory as well so that the resampled particles can be written to the position of the discarded particles [4]. In such a scenario, the output of resampling cannot be immediately used until enough discarded indices have been produced to over write them. This is highly un-deterministic and in the worst case the resampling output can only be used after $M$ cycles, after which the resampling output will be continuous and so will the execution of the subsequent steps, as earlier shown in Fig. 2.

Another alternative memory architecture is the use of alternating double buffers [6], also known as ping-pong memory [23], as shown in Fig. 5. In [6], this technique is shown to be applicable only to systematic resampling and requires an additional index memory of size $2M$. However, if the resampling output is allowed to be used in a distributed manner together with a distributed execution of the time-update and measurement-update step, as shown in Fig. 4, then there is no need of any additional index memory. This is also a natural consequence of most of standard resampling algorithms. As soon as it is known which is the next particle to resample, it is fed to the time-update unit and so on. The result is written back to the other memory. For the next iteration, the memories switch roles.

Even in the case of the resampling unit generating replication factors, the continuous or distributed execution will depend on the memory architecture. If the latency of the resampling step, $L_r$, can be reduced and together with the distributed execution, execution of each iteration can be started much earlier.
3 Resampling in Particle Filters

Resampling prevents degeneration of particles, which improves the estimation of the state of the system by modifying the weighted approximate density $\pi(x_n)$ to an un-weighted density $\hat{\pi}(x_n)$. This is achieved by eliminating particles having low importance weights and replicating those having high importance weights. This will prevent poorer approximation on the posterior density and lead to better estimates. More formally

$$\pi(x_n) = \sum_{k=1}^{M} w_k(n) \delta(x - x_k(n))$$

is replaced by

$$\hat{\pi}(x_n) = \sum_{i=1}^{M} \frac{1}{M} \delta(x - x_i(n)) = \sum_{k=1}^{M} \frac{c_k}{M} \delta(x - x_k(n)),$$

where $c_k$ is the number of copies of the original particle $x_k(n)$ in the new set of particles $x_i(n)$ [17]. In these resampling schemes, the expected number of times the $k$th particle is resampled, $c_k$, is proportional to its weight. For brevity, we assume that the number of particles is the same before and after resampling.

Different methods of resampling algorithms exist to generate $x_i(n)$ (3). However, all resampling algorithms use a normalized cumulative sum of weights which is given as:

$$w_k = \frac{W_k}{W_M}, \quad k = 1 \ldots M,$$

where $W_k = \sum_{i=1}^{k} \hat{w}_i$ and the time index is dropped for brevity. The cumulative sum can be calculated in parallel with the measurement-update step and will not add to the total execution time of particle filtering.

Different forms of distribution are used to generate random numbers to compare against normalized particle weights. In this paper, we are primarily interested in the algorithms that use various forms of random numbers from a single distribution to perform resampling [17, 24]:

- Multinomial
- Stratified
- Systematic
- Residual

Multinomial resampling is the basic approach which uses uniformly distributed random numbers to perform resampling. These numbers are generated according to [17]:

$$u_r = \tilde{u}_r, \quad \text{with} \quad \tilde{u}_r \sim U[0, 1].$$
The total time required for multinomial resampling is of the order of $M^2$ as for each iteration, up to $M$ normalized weights must be compared against the random number. However, if the random numbers are ordered, this is reduced to $2M$, and hence, the latency is $L_r = M$.

Stratified resampling divides the interval into uniform intervals, also termed as stratification, which helps the samples to be more uniformly distributed. One value is then picked from each interval with a random offset. This can be mathematically stated as [17]:

$$u_r = \frac{1}{M} (r - 1) + \tilde{u}_r, \quad \text{with } \tilde{u}_r \sim U \left[ 0, \frac{1}{M} \right].$$

(6)

Systematic resampling is an extended view of stratified resampling where the offset is the same resulting in the following formulation for generation of random numbers [17]:

$$u_r = \frac{1}{M} (r - 1) + \tilde{u}, \quad \text{with } \tilde{u} \sim U \left[ 0, \frac{1}{M} \right].$$

(7)

An example of the different random samples used by multinomial, stratified and systematic resampling methods are shown in Fig. 6.

As shown in Eq. 4, typically in the resampling process, the weights are normalized which results in $M$ divisions per resampling process incurring high hardware cost. In [7], the authors proposed a modified systematic resampling scheme whereby $M$ divisions are replaced by one division by drawing the uniform random number from a distribution spanning $\left[ 0, \frac{W_M}{M} \right]$, and then updating it by $\frac{W_M}{M}$, as given in Eq. 8. However, there is still one division, making it primarily attractive when $M$ is a power of two, in which case the division is simplified to a binary shift.

$$u_r = \frac{W_M}{M} (r - 1) + \tilde{u}, \quad \text{with } \tilde{u} \sim U \left[ 0, \frac{W_M}{M} \right].$$

(8)

The first three resampling methods mentioned above can be represented in a unified way using a flow chart, as shown in Fig. 7. In this figure, the random number generator can be based on any one of the three methods as long as the random numbers are ordered, which they automatically are for stratified and systematic resampling. In each iteration, the considered weight is compared against the current random value. If the weight is larger, then the corresponding particle is replicated and the next random value is fetched. If the weight is smaller, the next weight is fetched. It is the latter action that leads to the latency of $M$ cycles, as the complete weight sequence must be traversed and no particle is output during that iteration.

Residual resampling calculates the replication factor for each particle in two steps [17]. In the first step, the number of replications of a particle is determined by the truncated product of $M$ and $w_k$. Remaining particles are resampled in the second step using one of the earlier described resampling schemes. A modified version of this, called the residual systematic resampling (RSR), removes the second step by incorporating the systematic resampling principle to update the random number [8]. It uses the knowledge of the fixed intervals between two consecutive values generated in systematic resampling to calculate the replication factors which reduces the number of random numbers fetched. The comparison step shown in Fig. 7 is replaced by the

---

1It is sometimes claimed to be $2M - 1$. However, the exact number of cycles depends on how they are counted and the exact implementation. For simplicity, we state $2M$. 

---

**Figure 6** Standard uniformly distributed samples for $M = 10$.

**Figure 7** Flow chart of resampling.
replication factor generator which will help in reducing the number of iterations for the right sided loop in Fig. 7.

Based on the type of resampling algorithm, the random number generation unit will be modified. Multinomial resampling requires a random number generator and a memory to hold it during the resampling step while the control unit will then generate address for this memory. Stratified and systematic resampling only need a random number generator and an accumulator. For stratified, as given in Eq. 6, a new random number is produced every cycle while for systematic, in Eq. 7, one random number is produced at the start of the resampling process.

For the residual resampling algorithm the second step will require a random number generator and memory while for RSR, a similar random number generator is required as used by systematic resampling. However, for these two algorithms, the resampling unit will be different to multinomial, stratified, and systematic resampling algorithms.

4 Proposed Techniques

The main contributions in this work are techniques to improve two of the three units shown in Fig. 3:

1. Reduction in latency of the resampling unit, \( L_r \) as indicated in Fig. 2
2. A generic double multiplier division free architecture for the resampling unit and a compact memory structure for the weight and random number generation unit

The latency reduction technique is primarily applicable to the architecture shown in Fig. 5 but it can be easily adapted for the architecture shown in Fig. 3. The division free architecture and compact memory structure technique, however, is applicable to both architectures shown. Each of these technique is discussed in the proceeding sections.

4.1 Reduction in Resampling Latency – Pre-Fetch

In a typical resampling process, there is a comparison between the normalized cumulatively summed weight, \( w_k (4) \), of a particle and a random number (or a variation of it) as given by Eqs. 5–8. For simplicity, \( w_k \) will only be referred to as weight. The result of each comparison either makes the system fetch a new weight or a new random number as shown in the flow graph in Fig. 7. During the fetching of the random number, the weight of a particle is not fetched from the weight memory and as mentioned earlier these cycles contribute to the overall latency of the resampling.

This results in a variable total latency which can rise to at most \( M \) cycles and a total computation time of at most \( 2M \), where \( M \) is the number of particles. The latency and hence the total computation time can be reduced if the cycle during which the random number is fetched is used to fetch more weights and perform a parallel comparison between the random number and all the fetched weights. This is referred to here as pre-fetch. In other words, the number of iterations in the left sided loop of Fig. 7 is reduced by pre-fetching weights. This is unlike RSR, where the number of iteration in the right sided loop in reduced. In this way, the number of dedicated cycles required to fetch the weights will be significantly reduced.

In order to illustrate the pre-fetch technique, the case of pre-fetch by two is explained first. Here, at most only one extra weight is fetched leading to a three-way comparison as given by the following equations:

\[
\begin{align*}
ru_r & \leq w_k & (9) \\
w_k < u_r & \leq w_{k+1} & (10) \\
w_{k+1} < u_r, & (11)
\end{align*}
\]

where \( w_{k+1} \) is the pre-fetched weight, fetched as a result of the operations indicated by Eqs. 9 and 10. The flow of operations during the whole process is shown in Fig. 8, where the pre-fetch is shown corresponding to Eqs. 9 and 10.

In case of Eq. 11, a new weight will be fetched, indicating that a weight is always fetched from the weight memory unless the condition in Eq. 9 is satisfied and a new weight has already been pre-fetched. In case of Eq. 10, the pre-fetched weight (indicated by \( S_1 \) in the figure) is retained (copied to \( S_0 \)) and a new weight pre-fetched (into \( S_1 \)).

![Figure 8](image-url) Flow chart of pre-fetch up to \( D = 2 \) weights from memory.
For a general pre-fetching scheme, weights need to be stored in a memory structure, depth of which will be equal to the maximum number of weights being pre-fetched. This number is indicated here as \( D \). The memory structure will resemble the operation of a first in first out (FIFO) memory structure with the exception that multiple data can be removed from it. For expository convenience, this structure will be simply referred to as a buffer in the rest of the paper. For comparison with the value from the random number generator, one needs the number of weights being pre-fetched. The memory structure will be simply referred to as a buffer in the rest of the paper. For comparison with the value from the random number generator, one needs the number of weights being pre-fetched.

The generic architecture for the pre-fetch technique is shown in Fig. 11. The architecture primarily consists of a buffer with depth \( D \) which feeds a comparator array which compares each fetched \( w_k \) with \( u_r \) as given in Eqs. 12–16. Each comparator generates a logic 1 when \( u_r < w_k \) and a logic 0 otherwise. This comparator array is connected to a \( D: \lceil \log_2 D \rceil \) priority encoder which encodes the ones and zeros of the comparator array. The priority encoder is used because the comparator higher up the order have higher priority. In case of multiple ones, the priority needs to be resolved, hence the need of a priority encoder.

The buffer can either be implemented as a memory or as a network of multiplexers directly feeding the comparators. In the later case, one first needs a \( 1:D \) demultiplexer to direct the incoming fetched \( w_k \) to the correct comparator and move the already fetched weights to the appropriate comparators using multiplexers. The demultiplexer directs the incoming weight to one of its output and forces other outputs to zero. One technique will then be to use two layers of multiplexers with the first layer consisting of \( 1:1 \) multiplexers with the number of inputs successively decreasing from \( D \) to two. The second layer will then have \( D, 2:1 \) multiplexers. This will produce a regular and scalar architecture.

An example of such an architecture is shown for pre-fetch by two in Fig. 12. Since this architecture scales with \( D \), as \( D \) gets smaller, the control logic, size of multiplexers, the de-multiplexer and the priority encoder gets smaller as well. For a pre-fetch by two, the architecture gets significantly simplified. There is no need of a priority encoder and all multiplexers are reduced to having just two inputs as well as the de-multiplexer.

**Figure 9** Flow chart of proposed pre-fetch resampling using a buffer to enqueue the pre-fetched values.
4.2 Generalized, Division-Free Resampling Architecture

To perform resampling, the normalized weight $w_k$ from Eq. 4, will be compared to a random value $u_r$ based on any of the schemes introduced earlier. For systematic resampling, using (6), this becomes

$$\frac{W_k}{W_M} \geq \frac{1}{M} (r - 1) + \tilde{u}. \tag{17}$$

This can now be rewritten as

$$W_k \leq W_M \left( \frac{1}{M} (r - 1) + \tilde{u} \right) \tag{18}$$

or, similar to the resampling methods earlier:

$$u_r = W_M \left( \frac{1}{M} (r - 1) + \tilde{u} \right), \text{ with } \tilde{u} \sim U \left[0, \frac{1}{M}\right]. \tag{19}$$

The result in Eq. 19 is similar to Eq. 8 from [7]. However, the new expression avoids any division as we can accumulate $\frac{1}{M}$ to get the $\frac{1}{M} (r - 1)$ part and the random number generation (RNG) has a range independent of $W_M$. This is easily adaptable for stratified resampling, and, as will be shown later, can be adapted to multinomial resampling.

If the number of particles, $M$, is configurable, it may be required to store multiple different values for $\frac{1}{M}$ and modify the range of the random number generation accordingly (one way is to multiply a random number $\tilde{u} \sim U [0, 1]$ with $\frac{1}{M}$). Instead, it is possible to rewrite (18) as

$$MW_k \leq W_M (r - 1 + \tilde{u}) \tag{20}$$

with $\tilde{u} \sim U [0, 1]$ leading to that the random number is always in a well defined interval and that the multiplication is with $M$ instead. In this way, it is easy to change $M$ while...
avoiding any division and use a random number generator with a well defined and static range.

In earlier works, the cumulative sum of the weights has been stored. This leads to the word length increasing as the cumulative sum of the weights require a longer word length to be stored compared to the particle weights. Assuming that there are \( M \) particles and the particle weights have a word length of \( W_w \), the required word length of the memory is

\[
W_{\text{Mem},w} = \left\lfloor \log_2 M \right\rfloor + W_w
\]  

(21)

Hence, for, say, \( M = 2048 \), 11 more bits are required compared to \( W_w \). Naturally, it is possible to reduce the word length by quantization of the cumulative sum, but this will come with increased errors.\(^2\) So, in general, there will be a trade-off between accuracy and circuit area when determining the word length of the cumulative sum memory.

Instead, we suggest to compute the cumulative sum on the fly when using the \( W_k \) values. However, as \( W_M \) is required, it is required to perform this computation twice, once when storing the values in the cumulative sum memory and once when performing the resampling. An architecture combining (20) and the on-the-fly computation of cumulative sum is shown in Fig. 13. For comparison, an architecture using (18) with a static random number range without on-the-fly computation, is shown in Fig. 14.

It may be argued if multinomial resampling has any advantage over other methods [8, 10, 17]. One claimed issue is a higher computational complexity [17], either by traversing the memory for unordered random values or generating ordered random values. Here, we show that multinomial resampling can be implemented with a much lower complexity compared to what has been shown earlier.

\(^2\)Clearly, these can be kept arbitrarily small, at the expense of memory size.
where \( U_r = \sum_{i=1}^{k} \hat{a}_i \). If the random numbers are from an exponential distribution, the normalized cumulative sum will have a uniform distribution [5]. Note that the sum goes to \( M + 1 \) to avoid that the last \( u_r \) value is always 1. For FPGA implementation, a random number generator for exponential distribution such as [30] is smaller compared to a uniform distribution [31].

Now, similar to Eq. 17, the comparison can be written as

\[
\frac{W_k}{W_M} \lesssim \frac{U_r}{U_M}.
\]

To avoid divisions, it is simply rewritten as

\[
W_k \times U_M \lesssim U_r \times W_M,
\]

leading to a redefinition of \( w_k \) and \( u_r \) as:

\[
w_k = W_k U_M \\
u_r = U_r W_M.
\]

It should be noted that computing the random numbers and their cumulative sum can be executed in parallel with the particle weight computation stage. The resulting architecture for multinomial resampling with on-the-fly computation of \( U_r \) is shown in Fig. 15. A similar memory word length saving as for the cumulative sum memory is obtained by using on-the-fly-computation. Furthermore, doing the full cross multiplication, as given by Eq. 25, makes it equally efficient for non-powers-of-two number of particles. It also allows generation of random numbers in the interval \( 0 \rightarrow 1 \) without an explicit ordering.

It should be noted that the division-free schemes will also be efficient in software implementations as the latency of a division is about three times longer compared to a multiplication, both for integer and floating-point operations.
5 Results

5.1 Latency Reduction

As stated in Section 4.1, latency of the resampling step is defined as the cycles where no output is produced. The main aim of the pre-fetch technique proposed is to reduce the latency of the resampling step. To illustrate the savings obtained, the probability of latency reduction for various number of particles with buffer depth of two and five is shown in Fig. 16.

The average savings in latency is approximately 56% and 85% for $D = 2$ and $D = 5$, respectively. Also, with an increase in the number of particles, the variance of the latency reduction reduces significantly. However, increasing the buffer depth will not increase the savings proportional to the increase in the complexity to implement such a system and the rate of increase in latency reduction will decrease. This is shown in Fig. 17 for various number of particles with varying $D$.

As shown in Fig. 16, the latency reduction is a distribution with a certain variance. From a design perspective, there is a need of a worst case latency reduction due to the pre-fetch scheme so that the execution of the next iteration can be started. Based on the analysis of the latency reduction, a worst case value of $1/D$ is suggested and is shown in Fig. 17. It shows that for $D \ll M$, the $1/D$ is a safe approximation.

This reduction in the rate of increase in savings is because as $D$ is increased, the degree of utilization of each place in the buffer decreases and the whole buffer is not utilized fully. This is shown in Fig. 18 for $M = 10^3$ and $M = 10^4$ for various buffer depths. There is high degree of utilization for initial places in the buffer but it decreases significantly for the later places.

The divergence in the average percentage latency reduction between different values of $M$, as $D$ is increased in Fig. 17, is because the decrease in the buffer utilization is not linear, as shown in Fig. 18a and b. This non-linearity only appears for large values of $D$ relative to $M$, meaning that the smaller the value of $M$, the earlier this non-linearity will appear, with respect to $D$. This non-linearity accounts
for a lower utilization of the buffer with a given $D$ for less number of particles, $M$. This is shown in Fig. 19, where it can be seen that for $D = 50$, $M = 10^4$ has a high utilization of the buffer places as compared to $M = 10^3$.

However, as $D$ increases, so will the hardware complexity. This is because the size of the de-multiplexer and the size and the number of multiplexers, registers and comparators shown in Fig. 12 grows with the increase in $D$. The growth of the architecture, in terms of area, grows quadratically which is consistent with the increase in the size of the multiplexer. This increase is shown in Fig. 20 for $M = 2048$, when synthesized using standard cells on a 65 nm low power standard V7 CMOS process with a nominal working temperature of 125 °C and an operating voltage of 1.15 V. Also shown is the approximation that the hardware complexity increases quadratically as a function of the buffer depth, $D$.

It was shown earlier in Fig. 17 that the latency decreases as buffer depth is increased. However, the rate of increases drops as higher buffer depths are reached. Furthermore, increase in $D$ also quadratically increases the area. In order to determine the right trade-off between reduction in latency and increase in the area, the area latency product was computed as a function of buffer depth $D$ and plotted in Fig. 21 for $M = 2048$. It shows that the normalized area initially decreases up to $D = 5$ and then increases. Thus, a buffer depth of five gives the best trade-off between latency and area.

The consequence of the latency reduction is that the architecture can process new inputs faster. The previously fastest resampling scheme (not considering partial resampling), residual systematic resampling, RSR, can process a new sample every $2M + L$ cycles, where $M$ is the number of particles and $L$ is the pipeline latency of the computational units. Often $L \ll M$, so we assume a time of $2M$. To give a bit margin for the expected latency reduction, we assume for $D = 2$ that 50% of the cycles are removed and for $D = 5$, 80% of the cycles. The resulting time between input samples are then $1.5M$ and $1.2M$ for $D = 2$ and $D = 5$, respectively, compared to $2M$ for RSR. This can be used for increasing the sample rate or the number of particles that can be processed for a given sample rate.

5.2 Memory Usage by Generalized Division-Free Architecture for Multinomial Resampling

The original architecture proposed in [1], without on-the-fly cumulative sum will have a relatively larger memory compared to the one in Fig. 13, for multinomial resampling. However, the on-the-fly cumulative sum architecture has two extra multiplexers and associated control circuitry. Both the architectures were implemented on a Xilinx Virtex-6 FPGA, as they have specialized blocks to implement multipliers and memories.

Table 1 illustrates the resource usage by the two architectures, when implemented on the mentioned FPGA. Designs for larger number of particles were realized to reflect more practical scenarios while also using non-powers-of-two
number of particles to reflect the flexibility of the proposed architecture. Architecture based on on-the-fly cumulative sum reduces the memory requirement by half at the cost of extra logical complexity, in terms of LUT. This is due to the presence of multiplexers and associated control logic. However, memory blocks in an FPGA are far less in number than LUTs, making the on-the-fly cumulative sum option an attractive one.

6 Conclusion

In this work, a new technique of pre-fetch has been proposed to reduce the latency of the resampling step. In this technique, new particle weights are pre-fetched during the same cycle where random values are fetched. This helps in reducing the total number of cycles needed for resampling. An area latency product shows that $D=5$ achieves the best trade-off between latency reduction and hardware cost, resulting in a latency reduction of about 85%. Hence, with a conservative design assuming an 80% reduction, an implementation will be able to process a new input every 1.2 clock cycle, where $M$ is the number of particles, compared to $2M$ when using e.g. residual systematic resampling [8]. This additional speed can be used either to increase the sample rate or use more particles within the same sample rate.

Futhermore, it is shown that the size of the particle weight memory can be significantly reduced by calculating the cumulative sum on-the-fly before the resampling. When implemented on FPGA, a memory reduction of up to 50% is shown. Division-free resampling schemes for stratified, systematic, and multinomial resampling are proposed. These can be combined with the latency and memory reduction schemes, but may also be useful in software implementations as division has a higher latency compared to multiplication. As part of the division-free scheme for multinomial resampling, a new ordered random number scheme is also proposed, removing the need for n:th-root computation from earlier schemes.
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