Lindbladian Many-Body Localization
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We discover a novel localization transition that alters the dynamics of coherence in disordered many-body spin systems subject to Markovian dissipation. The transition occurs in the middle spectrum of the Lindbladian super-operator whose eigenstates obey the universality of non-Hermitian random-matrix theory for weak disorder and exhibit localization of off-diagonal degrees of freedom for strong disorder. This Lindbladian many-body localization prevents many-body decoherence due to interactions and is conducive to robustness of the coherent dynamics characterized by the rigidity of the decay rate of coherence.

Introduction. Strongly disordered potentials of isolated systems significantly alter quantum dynamics. Spectral statistics of a Hamiltonian characterize thermalizing and non-thermalizing phases. For weak disorder, the eigenvalue-spacing distribution obeys the Wigner-Dyson statistics, and the eigenstate thermalization hypothesis (ETH) [1–22] holds, reflecting the universality of Hermitian random matrix theory (RMT) [23]. For strong disorder, eigenvalues obey the Poisson distribution, and eigenstates are described by quasi-local integrals of motion, providing unique features of many-body localization (MBL) [24–48].

However, no system is immune to external dissipation [49–64], which dramatically alters the nature of MBL to an MBL Hamiltonian, the authors of Refs. [65, 66] discuss that the signature of MBL on the spectral functions of spins survives under dissipation; however, the total system becomes delocalized and satisfies the ETH. Instead, the authors of Refs. [57, 67–69] incorporate dissipation through the Lindblad equation and show that the local integrals of motion are no longer preserved, rendering the stationary state delocalized. These works mainly focus on how the signature of the Hermitian MBL is altered by dissipation. However, a question remains concerning whether a sharp localization transition exists as a unique phenomenon for a dissipative disordered many-body system. For example, is there a spectral transition described by the Lindbladian super-operator as in the Hamiltonian operator in the Hermitian MBL [73], and, if any, what is the consequence of the transition on the dynamics? Note that the non-Hermitian MBL [74] describes the post-selected dynamics of continuously measured systems via an effective non-Hermitian Hamiltonian and is inapplicable to generic Lindbladian dynamics.

In this work, we show that an unconventional localization transition occurs for dissipative systems as a spectral transition of the Lindbladian super-operator (rather than the Hamiltonian), which alters the coherent dynamics. In fact, spectral statistics in the middle of the spectrum are characterized by the universality of the non-Hermitian RMT for weak disorder and by the localization of the

![FIG. 1. Phase diagram of a dissipative many-body system with disorder. For finite dissipation $\gamma > 0$ and sufficiently strong disorder $h$, the oscillation of an observable $\hat{O}_q$ corresponding to quantum coherence attenuates slowly (red solid curve in the right inset), whereas for weak disorder it decays rapidly (blue solid curve in the left inset). Note that the decay rate is stabilized due to the Lindbladian many-body localization (see the main text). These two regimes are distinguished by the spectral statistics featuring the localization and non-Hermitian RMT of the Lindbladian super-operator, as a dissipative generalization of the Hermitian Hamiltonian case ($\gamma = 0$). The non-Hermitian RMT classes depend on the type of symmetry of the Lindblad dynamics that is determined by dephasing or damping.](https://example.com/figure1.png)
Lindbladian eigenstates for strong disorder (see Fig. 1). We call the latter unique open dissipative localization as the Lindbladian MBL. Deep in the Lindbladian MBL regime, quantum coherence exhibits a rigid decay whose rate is essentially determined by the decoherence rate for a single-spin system and stabilized at a roughly constant value against the variations of interaction terms and the magnetic field. This rigidity of the decay rate is attributed to localization of off-diagonal degrees of freedom in the Lindbladian eigenstates. The behavior is distinct from interaction-induced many-body decoherence for weak disorder, where eigenmodes with many different frequencies and decay rates govern the dynamics. Using a prototypical Ising model with a dephasing- or damping-type of dissipation, we numerically demonstrate the transition with, e.g., the complex spacing distributions of eigenvalues and the operator-space entanglement entropy (OSEE) of eigenstates.

**Dissipative spin chains with disorder.** We consider a one-dimensional Ising model with transverse and longitudinal fields under dissipation. The dynamics is described by the Lindblad equation with $\hbar = 1$ [75]:

$$\frac{d\hat{\rho}}{dt} = \mathcal{L}[\hat{\rho}] = -i[\hat{H}, \hat{\rho}] + \sum_{i=1}^{L} \frac{1}{2} \left[ 2\hat{\Gamma}_i \hat{\rho} \hat{\Gamma}_i^\dagger - \{\hat{\Gamma}_i^\dagger \hat{\Gamma}_i, \hat{\rho}\} \right].$$

(1)

Here, the Hamiltonian is given by $\hat{H} = \sum_{i=1}^{L-1} J \hat{\sigma}_i^x \hat{\sigma}_{i+1}^x + \sum_{i=1}^{L} g \hat{\sigma}_i^x + \sum_{i=1}^{L} h_i \hat{\sigma}_i^z$, where $h_i$ is taken randomly from $[-\hbar, +\hbar]$. Without dissipation, $\hat{H}$ exhibits MBL for sufficiently strong disorder [43, 44]. We consider two types of dissipation, namely dephasing $\hat{\Gamma}_i = \sqrt{\gamma} \hat{\sigma}_i^z$, and damping $\hat{\Gamma}_i = \sqrt{\gamma} \hat{\sigma}_i^{-}$ with $\hat{\sigma}_i^{-} = \hat{\sigma}_i^x - i\hat{\sigma}_i^y$. Below we mainly consider the case with weak dissipation ($\gamma < g$). The case with large dissipation ($\gamma > g$) is discussed in the Discussion section.

We first discuss the time evolution of coherence measured by $\hat{O}_q = \bigotimes_{L-q}^{L-q+1} \hat{\sigma}_k^z$ starting from an initial state $\hat{\rho}_0 = |\psi_q\rangle \langle \psi_q|$, where $|\psi_q\rangle = (|\downarrow\rangle \cdots |\downarrow\rangle)_{L-q} \left( |\uparrow\rangle_{L-q+1} \cdots |\uparrow\rangle_{L} \right)/\sqrt{2^q}$. This choice corresponds to measuring the single-spin coherence for $q = 1$ and macroscopic coherence of the Greenberger-Horne-Zeilinger state for $q = L$. In Fig. 2(a), we show the time evolution of the quantum expectation value of $\langle \hat{O}_q(t) \rangle$ (not averaged over disorder) for different values of disorder strength. While $\langle \hat{O}_q(t) \rangle$ rapidly relaxes to a stationary value for small $h$, it exhibits a slower oscillatory decay for large $h$. Only for the latter case, the decay rate is almost stabilized at around $2\gamma q$ ($\gamma q$) for dephasing (damping) [76], which is explained by the decoherence rate for a single-spin system and robust against many-body interactions (see Supplemental Materials [77]).

To understand the distinction between two regimes, we consider the spectral decomposition of the dynam-

FIG. 2. (a) Time evolution of $\langle \hat{O}_q(t) \rangle$ for $h = 1.2$ (blue) and $h = 10$ (red). While $\langle \hat{O}_q(t) \rangle$ rapidly relaxes to a stationary state for small $h$, it exhibits a slower oscillatory decay for large $h$. The orange dashed curves show $\pm e^{-2\gamma q t}$ for the dephasing and $\pm e^{-\gamma q t}$ for the damping type of dissipation, which approximate the amplitudes of the decay for large $h$. (b) The distribution of $|F_\alpha|$ as a function of the eigenvalue $\lambda_\alpha$ for the dephasing-type dissipation. While $|F_\alpha|$ in Eq. (2) spreads over many $\alpha$’s for $h = 1.2$ (blue dots), peaks appear for several eigenstates embedded in the middle of the spectrum, and the other $|F_\alpha|$ are vanishingly small for $h = 10$ (red asterisks). We use $L = 6, J = 1, g = -0.9, \gamma = 0.1$ and $q = 3$.

ics [78]:

$$\langle \hat{O}_q(t) \rangle = \sum_{\alpha} \frac{\text{Tr}[\hat{O}_q \hat{R}_\alpha] \text{Tr}[\hat{L}_\alpha^\dagger \hat{O}_q]}{\text{Tr}[\hat{L}_\alpha^\dagger \hat{R}_\alpha]} e^{\lambda_\alpha t} = \sum_{\alpha} F_\alpha e^{\lambda_\alpha t},$$

(2)

where $\hat{R}_\alpha$ ($\hat{L}_\alpha$) is a right (left) eigenstate of the Lindbladian super-operator $\mathcal{L}$ with an eigenvalue $\lambda_\alpha \in \mathbb{C}$ [79]. For weak disorder, many eigenstates for different $\lambda_\alpha$ contribute to the dynamics, i.e., $|F_\alpha|$ in Eq. (2) spreads over many $\alpha$’s (see Fig. 2(b)), indicating complicated many-body decoherence characterized by a large number of frequencies and decay rates. On the other hand, for strong disorder, peaks in $|F_\alpha|$ appear for several eigenstates in the middle of the spectrum with the other $|F_\alpha|$ being vanishingly small. These selected eigenstates lead to an oscillatory decay governed by only a few frequencies and a rigid decay rate despite many-body interactions.

Non-Hermitian random-matrix universality and many-body decoherence. The distinctive behavior of the behavior of $|F_\alpha|$ discussed above is attributed to the different regimes characterized by the spectral statistics of the Lindbladian super-operator. For weak disorder, we...
find that the statistics obey the non-Hermitian RMT. In particular, the trace factors appearing in Eq. (2) in the middle of the spectrum and away from the real axis are described as

$$\text{Tr}[\hat{O} \hat{R}_\alpha] \sim A_\alpha(\lambda_\alpha) r_\alpha,$$

$$\text{Tr}[\hat{L}_\alpha^\dagger \hat{\rho}] \sim B_\alpha(\lambda_\alpha) r_\alpha,$$

and

$$\text{Tr}[\hat{L}_\alpha^\dagger \hat{R}_\alpha]^{-1} \sim C(\lambda_\alpha) r'_\alpha,$$

where $A_\alpha$, $B_\alpha$, and $C$ are smooth functions of $\lambda_\alpha$, and $r_\alpha$ and $r'_\alpha$ are complex random variables normalized as $E[|r_\alpha|^2] = E[|r'_\alpha|^2] = 1$. These forms indicate that every eigenstate fluctuates randomly within a sufficiently small two-dimensional eigenvalue window where $A_\alpha(\lambda_\alpha)$, $B_\beta(\lambda_\alpha)$, and $C(\lambda_\alpha)$ are almost constant. In this sense, Eqs. (3)-(5) constitute a dissipative generalization of the (off-diagonal) ETH for Hermitian systems, which states that $\langle E_\alpha | \hat{O} | E_\beta \rangle$ fluctuates within the small energy windows around $E_\alpha$ and $E_\beta$ according to (Hermitian) RMT [7] for quantum chaotic systems [80].

Notably, the distributions of $r_\alpha$ and $r'_\alpha$ obey the non-Hermitian RMT universality [81–83]. Specifically, the distributions $P(r_\alpha)$ and $P(r'_\alpha)$ are described by $P_C(x) := P(|r'_\alpha| = x) = \frac{2}{\pi} x e^{-\frac{2}{\pi} x^2}$, which is obtained from the Porter-Thomas distribution, and $P_G(x) := P(|r_\alpha| = x) = \frac{e^{x^2}}{\pi x^2} e^{-\frac{1}{\pi} x^2}$, which is obtained from the results of a complex Ginibre ensemble [84, 85]. As shown in Fig. 3, these results are valid for our model with weak disorder, but invalid for strong disorder [86].

As detailed in Supplemental Material [77], $|\text{Tr}[\hat{O} \hat{R}_\alpha]|$ and $|\text{Tr}[\hat{L}_\alpha^\dagger \hat{\rho}]|$ decrease, and $|\text{Tr}[\hat{L}_\alpha^\dagger \hat{R}_\alpha]|^{-1}$ increases with increasing $L$. Furthermore, $|\text{Tr}[\hat{L}_\alpha^\dagger \hat{R}_\alpha]|^{-1}$ for small $h$ is almost proportional to the dimension $D = 2^L$ of the Hilbert space. We also find $\text{Tr}[\hat{L}_\alpha^\dagger \hat{\rho}] \propto D^{-1}$ for small $h$. These scalings agree with the prediction of the non-Hermitian RMT. On the other hand, for strong $h$, the scaling behavior differs from the RMT for both cases. Note that the scaling behavior is not simple for $|\text{Tr}[\hat{O} \hat{R}_\alpha]|$ because of the locality of the operator and that of the Lindbladian. In this case, we argue that $|\text{Tr}[\hat{O} \hat{R}_\alpha]| \sim e^{-c|\lambda_\alpha|} (c > 0)$ [77].

The above discussions indicate that, for weak disorder, eigenstates within a small eigenvalue window fluctuate randomly for $|\text{Tr}[\hat{R}_\alpha^\dagger \hat{L}_\alpha]|^{-1}$, $|\text{Tr}[\hat{L}_\alpha^\dagger \hat{\rho}]|$, and $|\text{Tr}[\hat{O} \hat{R}_\alpha]|$. Consequently, $F_\alpha$ also behaves randomly without irregular eigenstates as shown in Fig. 2(b), resulting in many-body decoherence governed by many modes with different frequencies and decay rates. The above discussion establishes the previously unknown connection between dissipative quantum chaos and many-body decoherence in terms of eigenstates with the RMT universality.

Lindbladian MBL. We next discuss the strong-disorder case. We start from the phenomenological picture with quasi-local bits [32] in the MBL phase without dissipation. Then, the Hamiltonian reads

$$\hat{H} = \sum_l \frac{\hbar}{\pi} \hat{\tau}_l^z + \sum_{lm} J_{lm} \hat{\tau}_l^z \hat{\tau}_m^z + \sum_{lmn} J_{lmn} \hat{\tau}_l^z \hat{\tau}_m^z \hat{\tau}_n^z + \cdots,$$

where $\hbar \approx h_l$, and $J_{lm}, J_{lmn}$, \ldots decay exponentially for any far apart two-site indices. The local integral of motion $\hat{\tau}_l^z$ has a large overlap with $\hat{\sigma}_l^z$. The Hamiltonian $\hat{H}$ has eigenstates labeled by the eigenvalues $\pm 1$ of $\hat{\tau}_l^z$, i.e., $|\tau_1 \cdots \tau_L\rangle$. We can express $\hat{\sigma}_l^z$ as $\hat{\sigma}_l^z = \sum_{\alpha=x,y,z} \hat{Z}_l^\alpha \hat{\sigma}_l^\alpha + \sum_{jk} \sum_{\alpha,\beta=x,y} \hat{G}_{l,jk}^{\alpha\beta} \hat{\sigma}_l^\alpha \hat{\sigma}_j^\beta$ (higher order terms), where $Z_l^\sigma = 1 - O((gh)^2)$, $Z_l^\sigma \propto O(gh)$, and $G_{l,jk}^{\alpha\beta}$ rapidly decays as a function of $|l - j|$ and $|l - k|$. Also, $G_{l,jk}^{\alpha\beta} = O((gh)^2)$ [43, 44]. A similar representation is obtained for $\hat{\sigma}_l^\alpha$. Then, the Lindbladian reads $\hat{L}[\hat{\rho}] = -i[H, \hat{\rho}] + \hat{L}_Z + \hat{L}_P$, where $\hat{L}_Z = \frac{g}{2} \sum_l \left[ 2 \hat{\Gamma}_l^z \hat{\rho} \hat{\Gamma}_l^z - \{ \hat{\Gamma}_l^z, \hat{\Gamma}_l^z \} \right]$ with $\hat{\Gamma}_l^z = \sqrt{\gamma} \hat{\tau}_l^z$ (dephasing) and $\hat{\Gamma}_l^\alpha = \sqrt{\frac{\gamma}{2}} \hat{\tau}_l^\alpha$ (damping), and $\hat{L}_P$ denotes the remaining perturbation.

We briefly discuss the case of dephasing-type dissipation here (see Supplemental Material for details and the case of damping-type dissipation [77]). The eigenstates of $-i[H, \hat{\rho}] + \hat{L}_Z$ can be written as $\hat{R}_\alpha = \hat{L}_\alpha = |\tau_1 \cdots \tau_L\rangle \hat{\sigma}_l^{\alpha_1} \otimes \hat{\sigma}_l^{\alpha_2} \otimes \cdots \otimes \hat{\sigma}_l^{\alpha_L}$. Here, $\otimes$ represents the tensor product for different localized bits $\tau_l$, and $\hat{\sigma}_l^{\alpha_l} = |\tau_l\rangle \langle \tau_l|$. Specifically, we take $\phi^1 = (\hat{\sigma}_l^z)^{\dagger} = |+\rangle \langle -1|$, $\phi^3 = |+1\rangle \langle -1|$, and $\phi^4 = |-1\rangle \langle -1|$, where $|\pm1\rangle$ is the eigenstate of $\hat{\tau}_l^z$ with an eigenvalue $\pm 1$. The corresponding eigenvalues are $-i \sum_l 2 h_l (\delta_{\alpha_1,1} - \delta_{\alpha_2,2}) -$
\[ i(\text{small terms including } J_{lm, \cdots}) - \sum_l 2Z_l^2 \gamma (\delta_{\alpha, 1} + \delta_{\alpha, 2}). \]

When we add \( L_P \), \( \hat{\phi}_3^l \) and \( \hat{\phi}_4^l \) in different eigenstates are mixed, since the eigenvalue difference is almost zero in this case. In contrast, \( \hat{\phi}_1^l \) and \( \hat{\phi}_2^l \) are typically stable under first-order perturbation, since the transition matrix elements over the eigenvalue difference are \( O(\gamma g/h^2) \ll 1 \) [77]. It follows then that while diagonal degrees of freedom (DDOF) \( \hat{\phi}_1^l \) and \( \hat{\phi}_2^l \) can delocalize, off-diagonal degrees of freedom (ODDOF) \( \hat{\phi}_l \) and \( \hat{\phi}_2^l \) can localize. Consequently, eigenstates are not fully mixed, and the RMT prediction breaks down. In the dynamics of coherence considered in Fig. 2 [87], only the modes with \( \alpha_{L-q+1} = \cdots = \alpha_L = 1 \) or 2 contribute to \( F_\alpha \), and the other modes make negligible contributions to \( F_\alpha \). The decay rate is then stabilized, and the system evades many-body decoherence. In particular, the decay rate becomes \( \sim 2q_\gamma(1 - O((g/h)^2)) \). For the damping case, the decay rate is similarly stabilized at \( \sim q_\gamma(1 - O((g/h)^2)) \).

The stabilized dynamics of the coherence (transverse relaxation) is understood from the nontrivial Lindbladian localization of the ODDOF, which cannot be captured by the classical effective rate equation [67, 69] used for describing the slow longitudinal relaxation in previous studies. Indeed, the DDOF that govern the longitudinal relaxation [67, 69] are delocalized. A detailed discussion of the difference between longitudinal and transverse relaxation is given in Supplemental Material [77].

A few remarks are in order here. First, the delocalization/localization of DDOF/ODDOF is reasonable because they undergo zero/strong random fields \( \sim 0/\pm 2h \) in the matrix representation of the Lindbladian [77]. Second, the localization of ODDOF indicates the emergence of a quasi-local weak symmetry [88, 89] \( \hat{U}_w \) of the Lindbladian, i.e., \( \hat{U}_w L[\hat{\rho}] \hat{U}_w^\dagger = L[\hat{U}_w \hat{\rho} \hat{U}_w^\dagger] \), which block-diagonalizes the Lindbladian. Third, as for the discussion of the Hermitian MBL, it is not easy to show the existence of localization and the precise transition point when we consider higher-order perturbations and resonant states [71, 72, 90]. We leave it as a future problem to investigate larger system sizes.

**Delocalization-localization transition.** To strengthen evidence for the Lindbladian MBL transition, we calculate the spacing statistics of complex eigenvalues [74, 92–108], particularly the complex spacing ratio

\[ r = \frac{\lambda_2 - \lambda_N}{\lambda_1 - \lambda_N}. \]

as a function of \( h \) in Fig. 4(a), where \( \lambda_2 \) and \( \lambda_N \) are the nearest and the next-nearest neighbor eigenvalues of \( \lambda_1 \) on the complex plane. For small \( h \), \( r \) is close to \( r_{AI} = 0.721 \) and \( r_A \approx 0.737 \) for dephasing-type and damping-type, respectively. Here, \( r_{AI} \) and \( r_A \) denote the complex spacing ratio for the non-Hermitian random matrices belonging to classes AI and A. On the other hand, \( r \) decreases with increasing \( h \) and eventually approaches the value for the Poisson distribution, \( r_{Po} = 2/3 \) [109]. Note that Ref. [110] reports a similar eigenvalue transition for different disordered models, but with no mention to eigenstates and the change in the dynamics associated with localization.

We next consider the operator-space entanglement entropy (OSEE) \( S_\alpha \) [111, 112] of the (right) eigenstate \( \hat{R}_\alpha \) for bipartition at the middle of the system \( l = L/2 \) [113]. Figure 4(b) shows the system-size dependence of \( S_\alpha \) averaged over eigenstates in the middle of the spectrum for different disorder strengths \( h = 0.6, 1.2, 1.8, 2.4, 4.0, 5.0, 10.0 \) (from red to orange). While the OSEE increases with increasing \( L \) for small \( h \), the increase is suppressed for large \( h \). We use the dephasing type of dissipation. (c) Dependence on \( h \) of the variance \( \sigma \) of the OSEE for \( 4 \leq L \leq 7 \). The peak develops as \( L \) increases, from which the transition point reads as \( h_c = 2.5 \pm 0.1 \) for dephasing (damping). For (a)-(c), we use \( J = 1, g = -0.9 \) and \( \gamma = 0.5 \) and the eigenvalues in the middle of the spectrum [91]. The error bars indicate standard errors of the quantities evaluated from samples with different disorder realizations. The number of samples is 10000 (\( L = 4, 5 \)), 800 (\( L = 6 \)), and 50 (\( L = 7 \)).
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MBL [33].

Discussion. We have discussed the transition for fixed γ with 0 < γ < g. In contrast, as detailed in Supplemental Material [77], by changing γ (including γ ≥ g), we numerically find that the critical value $h_c(\gamma)$ exhibits non-monotonic behavior. Namely, $h_c(\gamma)$ first increases and then decreases. This implies that strong dissipation facilitates the Lindbladian MBL. For sufficiently large $h$, we find the breakdown of the non-Hermitian RMT statistics even for small $h$, as shown in Fig. 1. This indicates that a localized regime appears even for the clean system; however, we leave it as a future problem to investigate this possibility for larger system sizes.

In the opposite limit $\gamma \to 0$, it is nontrivial whether the Lindbladian MBL transition point $h_c(\gamma \to 0)$ coincides with the Hermitian MBL transition point $h_{H,c}$. We conjecture that these two transition points coincide under certain conditions (see Supplemental Material [77]).

Conclusion and outlook. We have demonstrated that localization of Lindbladian eigenstates can occur in the open quantum many-body systems and stabilizes the decay rate of coherence without many-body decoherence despite interactions, if disorder is sufficiently strong. The weakly disordered phase is characterized by the spectral statistics reflecting the universality of non-Hermitian RMT, and the strongly disordered phase is characterized by the Lindbladian MBL.

Our study raises interesting questions. The nature of the transitions between the RMT and the Lindbladian MBL phases using larger system sizes needs to be investigated, which may uncover, e.g., a new type of criticality defined by the spectral statistics of super-operators in dissipative systems. It is also interesting to ask whether the delocalization-localization transitions of the spectrum found in this paper occur for models with different types of Hamiltonians (e.g., particle-number-conserving models) and dissipation (e.g., stochastic hopping [114–117]). Furthermore, it is intriguing to clarify the relation between our phases defined by the middle of the spectrum (relevant for transient-time dynamics) and the other types of MBL phenomenology under dissipation, such as the long-time thermalization [57, 67–72] and the non-Hermitian MBL [74].

The numerical calculations were carried out with the help of QUSPIN [118, 119]. M.N. is supported by JSPS KAKENHI Grant No. JP20K14383. T.H. is supported by JSPS KAKENHI Grant No. JP19J00525. M.U. is supported by JSPS KAKENHI Grant No. JP22H01152.
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I. Relaxation dynamics

A. Transverse and longitudinal relaxations

Here, we numerically demonstrate the difference between longitudinal and transverse (coherence) relaxation dynamics. We consider the time evolution from the initial state with \( q = 1 \) in the main text, i.e.,
\[
|\psi_{q=1}\rangle = (|\downarrow\rangle_1 \cdots |\downarrow\rangle_{L-1}) \left( |\uparrow\rangle_L + |\downarrow\rangle_L \right) \sqrt{\frac{2}{2}}.
\] (S-1)

B. Rigid decay rate for the dynamics of coherence

1. Rigid decay rate deep in the Lindbladian MBL
2. Comparison with the decay rate for a single-spin system
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II. Structures of \( |\text{Tr}[\hat{O}\hat{R}_\alpha]|, |\text{Tr}[\hat{L}_\alpha]|, \) and \( |\text{Tr}[\hat{R}_\alpha^\dagger\hat{L}_\alpha]|^{-1} \)

A. System-size dependences of \( \mathcal{C}, \mathcal{B}_\hat{\rho}, \) and \( \mathcal{A}_\hat{O} \)
B. Non-Hermitian random-matrix prediction of eigenstates
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III. Phenomenology of the Lindbladian MBL phase

A. Structure of the Lindblad generator
B. Case of dephasing
C. Case of damping

IV. Effects of dissipation on the Lindbladian MBL transition point

A. Phase diagram
B. Relation to the many-body localization without dissipation

References
Transverse and longitudinal dynamics from an initial state given in Eq. (S-1) for the disordered Ising model with (left) dephasing and (right) damping types of dissipation. (a) Transverse relaxation of spins. We consider the time evolutions of $\langle \hat{\sigma}_x^L(t) \rangle$ (solid) and $\langle \hat{\sigma}_x^{L-1}(t) \rangle$ (dashed) for $h = 1.2$ (blue) and $h = 10$ (red). For $\langle \hat{\sigma}_x^L(t) \rangle$, we find rapid many-body decoherence for weak disorder and slower oscillatory decay (with time scale $\propto \gamma^{-1}$) for strong disorder. On the other hand, $\langle \hat{\sigma}_x^{L-1}(t) \rangle$ does not show significant oscillations for all cases since the initial coherence at site $L-1$ is absent. (b) Longitudinal relaxation of spins. We consider time evolutions of $\langle \hat{\sigma}_z^L(t) \rangle$ (solid) and $\langle \hat{\sigma}_z^{L-1}(t) \rangle$ (dashed) for $h = 1.2$ (blue) and $h = 10$ (red). For dephasing, $\langle \hat{\sigma}_z^L(t) \rangle$ exhibits a slow decay. Similarly, $\langle \hat{\sigma}_z^{L-1}(t) \rangle$ decays slowly, although small oscillation appears. For the damping case, $\langle \hat{\sigma}_z^{L-1}(t) \rangle$ is almost constant around $-1$, and $\langle \hat{\sigma}_z^L(t) \rangle$ exhibits a decay to $-1$ with a time scale $\sim \gamma^{-1}$. We use a single disorder realization and take $L = 6, J = 1, g = -0.9$, and $\gamma = 0.1$.

Figure S-1(a) shows the dynamics of $\langle \hat{\sigma}_x^L(t) \rangle$ and $\langle \hat{\sigma}_x^{L-1}(t) \rangle$, which describe a transverse relaxation of spins. For $\langle \hat{\sigma}_x^L(t) \rangle$, we find rapid many-body decoherence for weak disorder and slower oscillatory decay (with time scale $\propto \gamma^{-1}$) for strong disorder. As discussed in the main text, the latter is attributed to the localization of off-diagonal degrees of freedom in the Lindbladian spectrum. Note that $\langle \hat{\sigma}_x^{L-1}(t) \rangle$ does not show significant oscillations for
all cases since the coherence at site $L-1$ is absent from the beginning of the dynamics.

Figure S-1(b) shows the dynamics of $\langle \hat{\sigma}_L(t) \rangle$ and $\langle \hat{\sigma}_{L-1}(t) \rangle$, which describe the longitudinal relaxation of spins. For small $h$, we find a rapid relaxation to a stationary value for both dephasing and damping cases. On the other hand, for strong disorder, the dynamics differ for these two different types of dissipation. For dephasing, $\langle \hat{\sigma}_{L-1}(t) \rangle$ exhibits slow decay, which is consistent with previous studies [1–3]. This is attributed to the delocalization of diagonal degrees of freedom in the Lindbladian spectrum (especially around the zero eigenvalue). Similarly, $\langle \hat{\sigma}_L(t) \rangle$ decays slowly, although small oscillations appear due to the small overlap between $\hat{\sigma}_z^x$ and $\hat{\tau}_x^L$ (see Appendix IIIA for the definition of $\hat{\tau}_x^i$). For the damping case, the stationary state is approximately described by a state in which spins are all down. Then, $\langle \hat{\sigma}_{L-1}(t) \rangle$ is almost constant around $-1$, and $\langle \hat{\sigma}_L(t) \rangle$ exhibits a decay to $-1$ with a time scale $\sim (2\gamma)^{-1}$. Note that this time scale for the longitudinal relaxation $\sim (2\gamma)^{-1}$ in the strong-disorder regime is twice as long as the time scale for the transverse relaxation $\sim (\gamma)^{-1}$ under damping-type dissipation. While the factor two is known in the two-level dynamics described by a quantum-optical Master equation with damping [4], it is surprising that the same factor appears even for many-body systems showing the Lindbladian MBL.

**B. Rigid decay rate for the dynamics of coherence**

1. **Rigid decay rate deep in the Lindbladian MBL**

Here, we numerically demonstrate that the decay rate for the dynamics of coherence approaches $\sim 2\gamma$ (dephasing) or $\sim \gamma$ (damping) for sufficiently strong disorder. For this purpose, let us consider the dynamics of $\langle \hat{\sigma}_L^x(t) \rangle$ discussed in the previous subsection and fit it with the following function:

$$f(t) = e^{-at}(\cos bt + (1 - c) \sin bt)$$

with fitting parameters $a$, $b$, and $c$. The fitting function is motivated as follows: (i) $\langle \hat{\sigma}_L^x(0) \rangle = 1$, and (ii) an exponential decay of $\hat{\tau}_L^x$ is accompanied by an oscillation at an almost fixed frequency (corresponding to $2\tilde{h}_i$ in Eqs. (S-36) or (S-41)) in the deep Lindbladian MBL phase. Note that the fitting may not work well for the delocalized phase. Even in the Lindbladian MBL phase, the fitting may not work (e.g., an oscillation with multiple frequencies appears) due to the difference between $\hat{\tau}_i$ and $\hat{\sigma}_i$. Nevertheless, given that the fitting works well in
the deep Lindbladian MBL phase with sufficiently strong disorder, its decay rate $a$ will be close to $\sim 2\gamma$ (dephasing) or $\sim \gamma$ (damping).

Table S-1 shows the number of samples whose coefficient of determination $R$ for the fitting satisfies $R \geq 0.9$ among 100 samples. For sufficiently large $h$, the fitting with Eq. (S-2) becomes better for many samples, as expected. Note that the fit seems to work well for small $h$ as well, but this is not due to localization, as the fitting parameter $a$ is far from $\gamma$. Indeed, as shown in Fig. S-2, the fitting parameter $a$ averaged over the samples with $R \geq 0.9$ decreases for $h \geq 2.0$ and approaches $\sim 2\gamma$ (dephasing) or $\sim \gamma$ (damping) as $h$ is increased.

| Table S-1. Number of samples whose coefficient of determination $R$ for the fitting satisfies $R \geq 0.9$ among 100 samples. For sufficiently large $h$, the fitting in Eq. (S-2) becomes better for many samples. The fitting is made with the use of the SciPy curve_fit function written in Python, and samples that fail to converge within the number of calls maxfev=800 are neglected. |
| | $h = 0.6$ | 1.2 | 2.0 | 3.0 | 4.0 | 5.0 | 7.5 | 10.0 | 20.0 |
| dephasing ($\gamma = 0.05$) | 4 | 16 | 11 | 12 | 29 | 43 | 55 | 74 | 80 |
| dephasing ($\gamma = 0.1$) | 8 | 23 | 16 | 16 | 28 | 42 | 58 | 69 | 79 |
| damping ($\gamma = 0.05$) | 18 | 31 | 12 | 8 | 13 | 27 | 46 | 65 | 77 |
| damping ($\gamma = 0.1$) | 59 | 45 | 15 | 9 | 16 | 26 | 45 | 62 | 76 |

2. Comparison with the decay rate for a single-spin system

Here, we compare the result in the previous subsection with the decay rate for a single-spin system. For a single-spin system, the Lindblad equation reads

$$\frac{d\hat{\rho}}{dt} = -i[\hat{g}\sigma_1^x + h_1\hat{\sigma}_1^z, \hat{\rho}] + \frac{1}{2} \left[ 2\hat{\Gamma}_1\hat{\rho}\hat{\Gamma}_1^\dagger - \{\hat{\Gamma}_1^\dagger\hat{\Gamma}_1, \hat{\rho}\} \right]$$ (S-3)

with $\Gamma_1 = \sqrt{\gamma}\hat{\sigma}_1^z$ for dephasing and $\Gamma_1 = \sqrt{\gamma/2}\hat{\sigma}_1^-$ for damping.

For simplicity, let us assume that $\gamma$ is small enough. In that case, the four eigenvalues of the Liouvillian super-operator are given by

$$0, \quad -\frac{2g^2}{g^2 + h_1^2}\gamma + O(\gamma^2), \quad -\frac{g^2 + 2h_1^2}{g^2 + h_1^2}\gamma \pm 2\sqrt{g^2 + h_1^2}\gamma + O(\gamma^2)$$ (S-4)

for dephasing, and

$$0, \quad -\frac{g^2 + 2h_1^2}{g^2 + h_1^2}\gamma + O(\gamma^2), \quad -\frac{3g^2 + 2h_1^2}{2(g^2 + h_1^2)}\gamma \pm 2\sqrt{g^2 + h_1^2}\gamma + O(\gamma^2)$$ (S-5)
FIG. S-2. Fitting parameter $a$ averaged over the samples with $R \geq 0.9$, where we use $\gamma = 0.05$ (dashed) and $\gamma = 1.0$ (solid). It decreases for $h \geq 2.0$ and approaches $\sim 2\gamma$ for dephasing (blue) or $\sim \gamma$ for damping (red) as $h$ is increased.

3. Stability against additional interactions

To strengthen our argument, we demonstrate that the decay rate for large $h$ is robust against additional interactions distinct from the Ising one. Here, we consider the case where the Hamiltonian is perturbed by an XY-type interaction, i.e.,

$$\hat{H}' = \hat{H} + J_{XY} \sum_{l=1}^{L-1} (\hat{\sigma}_l^x \hat{\sigma}_{l+1}^x + \hat{\sigma}_l^y \hat{\sigma}_{l+1}^y).$$ (S-6)
We can perform the same fitting procedure based on Eq. (S-2) for the dynamics of coherence under the Hamiltonian \( \hat{H}' \). First, Table S-2 shows the number of samples whose coefficient of determination \( R \) for the fitting satisfies \( R \geq 0.9 \) among 100 samples. Second, in Fig. S-3, we show the fitting parameter \( a \) averaged over the samples with \( R \geq 0.9 \). These two results are similar to the case without the XY interaction. In particular, \( a \) decreases for \( h \geq 2.0 \) and approaches \( \sim 2\gamma \) (dephasing) or \( \sim \gamma \) (damping) as \( h \) is increased, which indicates the stability of the decay rate against perturbation.

|         | \( h = 0.6 \) | 1.2 | 2.0 | 3.0 | 4.0 | 5.0 | 7.5 | 10.0 | 20.0 |
|---------|---------------|-----|-----|-----|-----|-----|-----|------|------|
| dephasing (\( \gamma = 0.05 \)) | 9   | 11  | 4   | 12  | 27  | 38  | 53  | 68   | 78   |
| dephasing (\( \gamma = 0.1 \))  | 14  | 22  | 14  | 20  | 26  | 39  | 54  | 67   | 77   |
| damping (\( \gamma = 0.05 \))   | 18  | 34  | 8   | 5   | 13  | 23  | 42  | 57   | 75   |
| damping (\( \gamma = 0.1 \))    | 58  | 57  | 21  | 14  | 15  | 23  | 41  | 57   | 74   |

TABLE S-2. Number of samples whose coefficient of determination \( R \) for the fitting satisfies \( R \geq 0.9 \) among 100 samples for the case where the Hamiltonian is perturbed by the XY interaction \( (J_{XY} = 0.2) \). The fitting is made with the use of the SciPy curve_fit function written in Python, and samples that fail to converge within the number of calls maxfev=800 are neglected.

II. STRUCTURES OF \( |\text{Tr}\[\hat{O}\hat{R}_\alpha]\]|, \( |\text{Tr}\[\hat{L}_\alpha^\dagger\hat{\rho}\]| \), AND \( |\text{Tr}\[\hat{R}_\alpha^\dagger\hat{L}_\alpha]\]|\(^{-1}\)

A. System-size dependences of \( \mathcal{C}, \mathcal{B}_\rho, \) and \( \mathcal{A}_\hat{O} \)

We here discuss the system-size dependences of \( \mathcal{C}, \mathcal{B}_\rho, \) and \( \mathcal{A}_\hat{O} \) (see Eqs. (3)-(5) in the main text) in the middle of the spectrum. Figure S-4 shows \( |\text{Tr}[\hat{O}\hat{R}_\alpha]|, |\text{Tr}[\hat{L}_\alpha^\dagger\hat{\rho}]|, \) and \( |\text{Tr}[\hat{R}_\alpha^\dagger\hat{L}_\alpha]|\(^{-1}\) for one sample for system sizes \( L = 5 \) and \( L = 7 \). While \( |\text{Tr}[\hat{O}\hat{R}_\alpha]| \) and \( |\text{Tr}[\hat{L}_\alpha^\dagger\hat{\rho}]| \) tend to decrease with \( L \), \( |\text{Tr}[\hat{L}_\alpha^\dagger\hat{R}_\alpha]|\(^{-1}\) increases for increasing \( L \). Figure S-5 shows finite-size scaling of these factors averaged over many samples, where the disorder strength \( h \) is varied. We find that \( |\text{Tr}[\hat{L}_\alpha^\dagger\hat{R}_\alpha]|\(^{-1}\) is almost proportional to \( D = 2^L \) for small \( h \), where \( D \) is the dimension of the Hilbert space. In addition, we also find \( |\text{Tr}[\hat{L}_\alpha^\dagger\hat{\rho}]| \propto D^{-1} \) for small \( h \). These scalings agree with the prediction of the non-Hermitian RMT (see Appendix IIB). On the other hand, for strong \( h \), the scaling behavior differs from the RMT for both cases. For \( |\text{Tr}[\hat{O}\hat{R}_\alpha]| \), the scaling behavior is not straightforward because of the locality of the operator and that
FIG. S-3. Fitting parameter $a$ averaged over the samples with $R \geq 0.9$ for the case where the Hamiltonian is perturbed by the XY interaction ($J_{XY} = 0.2$). Here, we use $\gamma = 0.05$ (dashed) and $\gamma = 1.0$ (solid). The parameter decreases for $h \geq 2.0$ and approaches $\sim 2\gamma$ for dephasing (blue) or $\sim \gamma$ for damping (red) as $h$ is increased.

B. Non-Hermitian random-matrix prediction of eigenstates

The expressions in Eqs. (3), (4), and (5) in the main text are motivated by the non-Hermitian random-matrix theory: Let $|R^G_{\alpha}\rangle / |L^G_{\alpha}\rangle$ be right/left eigenstates of an $N \times N$ non-Hermitian real Ginibre random matrix. Then we obtain

$$\langle O | R^G_{\alpha} \rangle, \langle L^G_{\alpha} | O \rangle \sim \frac{\sqrt{\langle O | O \rangle}}{\sqrt{N}} r^G_{\alpha}$$

(S-7)

and

$$\langle L^G_{\alpha} | R^G_{\alpha} \rangle^{-1} \sim \sqrt{N} r^G_{\alpha}$$

(S-8)

where $|O\rangle = (\langle O |)^\dagger$ is an arbitrary vector with dimension $N$, and $r^G_{\alpha}$ and $r^{G'}_{\alpha}$ are random variables with zero mean and unit variance. The non-orthogonality of eigenstates in Eq. (S-8) was studied previously in Refs. [5–9].
FIG. S-4. Structures of $|\text{Tr}[\hat{L}^\dagger\hat{R}_\alpha]|$, $|\text{Tr}[\hat{L}^\dagger\hat{\rho}]|$, and $|\text{Tr}[\hat{L}^\dagger\alpha\hat{R}_\alpha]|^{-1}$ for one sample, as a function of real and imaginary parts of $\lambda_\alpha$. While $|\text{Tr}[\hat{O}\hat{R}_\alpha]|$ and $|\text{Tr}[\hat{L}^\dagger\alpha\hat{\rho}]|$ tend to decrease with $L$, $|\text{Tr}[\hat{L}^\dagger\alpha\hat{R}_\alpha]|^{-1}$ increases with increasing $L$. We consider $L = 7$ (blue) and $L = 5$ (red) for each plot. We use the dephasing-type dissipation and set $q = 1$, $J = 1$, $g = -0.9$, $h = 1.2$, and $\gamma = 0.5$.

Let us assume that $\lambda_\alpha$ has a nonzero imaginary part. In this case, we find that the phases of $r^G_\alpha$ and $r^{G'}_\alpha$ are randomly distributed over $[0, 2\pi)$. The squared absolute value of $r^G_\alpha$, $|r^G_\alpha|^2$, is essentially given by the Porter-Thomas distribution. From this we can obtain

$$P_G(x) := P(|r^G_\alpha| = x) = \frac{\pi}{2}xe^{-\frac{\pi}{2}x^2}$$

after a normalization to set the average of $|r^G_\alpha|$ unity. Moreover, $P(|r^{G'}_\alpha| = x)$ becomes a universal distribution for non-Hermitian random matrices, and it is expected to take the form of

$$P'_{G}(x) := P(|r^{G'}_\alpha| = x) = \frac{32}{\pi^2x^5}e^{-\frac{4}{\pi^2x^2}}.$$
FIG. S-5. Average values of $|\text{Tr}[\hat{L}^\dagger R_\alpha]|^{-1}$, $|\text{Tr}[\hat{L}_{\alpha}^\dagger \hat{\rho}]|$, and $|\text{Tr}[\hat{O}R_\alpha]|$ for different values of $h (=0.6, 1.2, 1.8, 2.4, 4.0, 5.0, 10.0$ from red to orange) and for dephasing (top) and damping (bottom) types of dissipation. We see that $|\text{Tr}[\hat{L}^\dagger R_\alpha]|^{-1} \propto D = 2^L$ and $|\text{Tr}[\hat{L}_{\alpha}^\dagger \hat{\rho}]| \propto D^{-1}$ for small $h$. We use the Lindbladian with $L = 7, J = 1, g = -0.9$, and $\gamma = 0.5$. For the calculation of the average, we consider eigenvalues within the range $\text{Re}[\lambda_\alpha] \in [0.6\lambda^r_{\min}, 0.4\lambda^r_{\min}]$ and $\text{Im}[\lambda_\alpha] \in [0.6\lambda^i_{\min}, 0.4\lambda^i_{\min}]$, where $\lambda^r_{\min} = \min_\alpha \text{Re}[\lambda_\alpha]$ and $\lambda^i_{\min} = \min_\alpha \text{Im}[\lambda_\alpha]$. The number of samples used for the simulation is $10000$ ($L = 4, 5$), $800$ ($L = 6$), and $50$ ($L = 7$).

Note that this function is originally obtained from the analytical results of a complex Ginibre ensemble [6]. While the analytical formula for a real Ginibre ensemble is not known, we have numerically confirmed this distribution. If $\lambda_\alpha$ is real, then $r^G_\alpha$ and $r'^G_\alpha$ can be taken to be real, and their distributions may be different from the case of complex eigenvalues.

Now, we note that any matrix can have a vector representation through the vectorization
mapping (see, e.g., Ref. [10])

\[ \hat{A} = \sum_{ij} (\hat{A})_{ij} |i\rangle \langle j| \rightarrow |A\rangle = \sum_{ij} (\hat{A})_{ij} |i\rangle \otimes |j\rangle. \]  

(S-11)

Using this representation, we have a form similar to the left-hand sides of Eqs. (S-7) and (S-8):

\[ \text{Tr}[\hat{O}\hat{R}_\alpha] = (O|R_\alpha), \]  

(S-12)

\[ \text{Tr}[\hat{L}_\alpha^\dagger \hat{\rho}] = (L_\alpha|\rho), \]  

(S-13)

and

\[ \text{Tr}[\hat{L}_\alpha^\dagger \hat{R}_\alpha] = (L_\alpha|R_\alpha), \]  

(S-14)

where \((A) = \{|A\rangle\rangle \)}^\dagger. Then, in analogy with the eigenstate thermalization hypothesis, which states that eigenstates of generic Hamiltonians obey the statistics of a random matrix, we conjecture that Eqs. (3), (4) and (5) in the main text hold for generic super-operators with \(r_\alpha\) and \(r'_\alpha\) obeying the distributions \(P_G\) and \(P'_G\), respectively. Furthermore, owing to the \(N\)-scaling in Eq. (S-8), we can also conjecture that \(C(\lambda_\alpha) \propto \sqrt{D^2} = D\) (note that \(|R_\alpha\rangle\rangle \) and the other vectorized states have dimension \(D^2 = 2^{2L}\)). Numerical simulations indicate that the similar scaling also occurs for \(\text{Tr}[\hat{L}_\alpha^\dagger \hat{\rho}] \sim D^{-1}\) (especially for pure states, where \((\rho|\rho) = 1\)) but not for \(\text{Tr}[\hat{O}\hat{R}_\alpha]\) owing to the locality of our model (see Appendix IIC).

**C. Effect of locality on** \(\text{Tr}[\hat{O}\hat{R}_\alpha]\)

We here argue that \(|\text{Tr}[\hat{O}\hat{R}_\alpha]|\) is exponentially suppressed as a function of \(|\lambda_\alpha|\) for a local Lindbladian and a local observable \(\hat{O}\), unless many of \(|R_\alpha\rangle\rangle \) are almost parallel. To explain the idea behind this argument, we consider

\[ \sum_{|\lambda_\alpha| > \lambda} |\text{Tr}[\hat{O}\hat{R}_\alpha]|^2 \]  

(S-15)

for some positive \(\lambda\). Using \(\mathcal{L}[\hat{R}_\alpha] = \lambda_\alpha \hat{R}_\alpha\), we find

\[ |\text{Tr}[\hat{O}\hat{R}_\alpha]|^2 = \frac{|\text{Tr}[\hat{O}\mathcal{L}_k[\hat{R}_\alpha]]|^2}{|\lambda_\alpha|^{2k}} = \frac{|\text{Tr}[\mathcal{L}_k^\dagger \hat{O}\hat{R}_\alpha]|^2}{|\lambda_\alpha|^{2k}} \]  

(S-16)
for an arbitrary positive integer $k$. Here, by taking $L^\dagger k\hat{O} =: \hat{A} = \hat{A}^\dagger$, we have
\[ \sum |\text{Tr}[L^\dagger k\hat{O} \hat{R}_\alpha]|^2 \leq \sum |\text{Tr}[\hat{A} \hat{R}_\alpha]|^2 \leq D|x|_{\text{op}}^2 \leq \sum D|\hat{A}|_{\text{op}}^2. \]

Next, if $\mathcal{L}$ is a local super-operator and $\hat{\mathcal{O}}$ is a local operator, we can show that $|\mathcal{L}_{\hat{\mathcal{O}}}|_\infty$ can be bounded from above, using a technique similar to the case of the Hamiltonian formalism \cite{11}. For simplicity, we assume that $\mathcal{L}$ and $\hat{\mathcal{O}}$ are at most $s$-local. Then we have
\[ X_{\mu\nu}\delta_{\mu\nu} = \sum_{\alpha} \hat{A}^\dagger_{\mu\nu} \hat{R}_{\alpha}\hat{A}_{\mu\nu}. \]

where
\[ A_{\mu\nu} = \sum_{\alpha} \hat{A}_{\mu\nu}^\dagger \hat{R}_{\alpha}, \quad \hat{A}_{\mu\nu} = \sum_{\alpha} \hat{A}_{\mu\nu} \hat{R}_{\alpha}. \]
numerically find that $||X||_{\text{OP}}$ does not increase faster than $\propto D$ for our models. Thus, assuming this scaling and noting that the number of elements of the order of $D^2$ contributes to the sum in the left-hand side, our rough estimation becomes

$$|\text{Tr}[\hat{O}\hat{R}_\alpha]| \lesssim o e^{-\frac{|\lambda_\alpha|}{2\ell_{\text{lse}}}}.$$  \hfill (S-22)

Due to the presence of the factor $e^{-\frac{|\lambda_\alpha|}{2\ell_{\text{lse}}}}$ on the right-hand side, $|\text{Tr}[\hat{O}\hat{R}_\alpha]|$ is suppressed in the middle of the spectrum for our models, where $\text{Re}[\lambda_\alpha]$ is proportional to the volume of the system. Thus, eigenmodes in the middle of the spectrum do not contribute to the dynamics of local observables. Note that this is similar to the results in Refs. [12, 13], which focus on the local random Lindbladian without Hamiltonian terms.

D. Similar hypothesis for classical dynamics

Here, we briefly discuss that eigenstates of classical stochastic systems (i.e., eigenstates of a Markovian generator) can be described by random matrices as in the Lindblad case. For a general classical Markovian dynamics, we consider a $D \times D$ non-Hermitian matrix $M$ as a generator of the dynamics. We then obtain $\vec{p}(t) = e^{Mt} \vec{p}(0)$, where $\vec{p} = (p_1, \cdots, p_D)^T$ is the probability vector in the state space. By the spectral decomposition

$$M = \sum_a \lambda_a \frac{\vec{R}_a \vec{L}_a^\dagger}{(\vec{R}_a, \vec{L}_a)},$$  \hfill (S-23)

where $(\vec{a}, \vec{b})$ denotes the inner product and $\text{Re}[\lambda_a] \leq 0$, the time evolution for an observable $\vec{O}$ can be written as

$$\langle O(t) \rangle = (\vec{O}, \vec{p}(t)) = \sum_a e^{\lambda_a t} \frac{(\vec{O}, \vec{R}_a)(\vec{L}_a, \vec{p})}{(\vec{R}_a, \vec{L}_a)}. $$  \hfill (S-24)

For a sufficiently complex dynamics, we conjecture that assumptions similar to the Lindblad case hold true, namely

$$ (\vec{O}, \vec{R}_a) \sim A_{\vec{O}}(\lambda_a) r_\alpha, \quad (S-25) $$

$$ (\vec{O}, \vec{R}_a) \sim B_{\vec{O}}(\lambda_a) r_\alpha \quad (S-26) $$

and

$$ (\vec{L}_a, \vec{R}_a)^{-1} \sim C(\lambda_a) r_\alpha'. \quad (S-27) $$
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We note that $r_\alpha$ and $r'_\alpha$ obey non-Hermitian random matrix theory but $C(\lambda_m)$ will be proportional to $\sqrt{D}$ rather than $D$. In addition, employing a derivation similar to that for Eq. (S-22) in the Lindblad case, we conjecture that for local $M$ and $\mathcal{O}$,

$$\mathcal{A}_\mathcal{O}(\lambda_m) \propto e^{-O(|\lambda_m|)}$$

(S-28)

for a locally interacting classical Markovian generator $M$.

III. PHENOMENOLOGY OF THE LINDBLADIAN MBL PHASE

A. Structure of the Lindblad generator

To analyze the effects of dissipation in the MBL phase, we consider the matrix representation of the Lindbladian as in Appendix II. In accordance with the vector representation of the matrix in Eq. (S-11), the Lindbladian super-operator is mapped to an operator

$$\hat{\mathcal{L}} = -i(\hat{H} \otimes \mathbb{1} - \mathbb{1} \otimes \hat{H}^T) + \sum_l \left( \hat{\Gamma}_l \otimes \hat{\Gamma}_l^T - \frac{1}{2} \hat{\Gamma}_l^T \hat{\Gamma}_l \otimes \mathbb{1} - \frac{1}{2} \mathbb{1} \otimes \hat{\Gamma}_l^T \hat{\Gamma}_l^T \right).$$

(S-29)

In the fully MBL phase, the Hamiltonian part can be diagonalized by a quasi-local unitary operator $U$ as [14]

$$\hat{H} = \sum_i \hat{h}_i^2 + \sum_{lmn} J_{lm} \hat{r}_l^{x \pm} \hat{r}_m^{x \pm} \hat{r}_n^{x \pm} + \cdots,$$

(S-30)

where the coupling constants $J_{lm}, J_{lmn}, \cdots$ decay exponentially as the distance between any two sites increases. The local integral of motion $\hat{\tau}^z_l = U \hat{\sigma}^z_l U^\dagger$ has a large overlap with $\hat{\sigma}^z_l$:

$$\hat{\tau}^z_l = \sum_{\alpha=x,y,z} B_{l}^{\alpha} \hat{\tau}_l^{\alpha} + \sum_{jk} \sum_{\alpha,\beta=x,y,z} D_{l,j,k}^{\alpha\beta} \hat{\tau}_j^{\alpha} \hat{\tau}_k^{\beta} + \text{(higher order terms)},$$

(S-31)

where $D_{l,j,k}^{\alpha\beta}$ decays exponentially with respect to the distances $|l-j|$ and $|l-k|$. For the case of the transverse- and longitudinal-field Ising model, the first-order Schrieffer-Wolff transformation [15, 16] suggests that $B_{l}^{z} = 1 - O((g/h)^2)$, $B_{l}^{x,y} = O(g/h)$ and $D_{l,j,k}^{\alpha\beta} = O((g/h)^2)$, if the rare resonant sites are neglected. Conversely, we can expand $\hat{\tau}^z_l = U^\dagger \hat{\tau}_l^z U$ with the product of $\hat{\tau}^\alpha_l$, where $\hat{\tau}^\alpha_l = U \hat{\sigma}^\alpha_l U^\dagger$ and $\hat{\tau}^y_l = U \hat{\sigma}^y_l U^\dagger$, as

$$\hat{\sigma}^z_l = \sum_{\alpha=x,y,z} Z_{l}^{\alpha} \hat{\tau}_l^{\alpha} + \sum_{jk} \sum_{\alpha,\beta=x,y,z} G_{l,j,k}^{\alpha\beta} \hat{\tau}_j^{\alpha} \hat{\tau}_k^{\beta} + \text{(higher order terms)},$$

(S-32)

where $G_{l,j,k}^{\alpha\beta}$ decays exponentially with respect to the distances $|l-j|$ and $|l-k|$. $Z_{l}^{z} = 1 - O((g/h)^2)$, $Z_{l}^{x,y} = O(g/h)$, and $G_{l,j,k}^{\alpha\beta} = O((g/h)^2)$. A similar expression holds for $\hat{\sigma}^-$.
B. Case of dephasing

Let us first consider the case of dephasing. We assume that the dissipation strength \( \gamma \) is not so large. We can decompose the matrix representation of the Lindbladian as

\[
\mathcal{L} = -i(\hat{H} \otimes \hat{1} - \hat{1} \otimes \hat{H}^T) + \sum_l (Z_l^z \gamma (\hat{\tau}_l^x \otimes \hat{\tau}_l^x - \hat{1} \otimes \hat{1}) + \mathcal{L}_P,
\]

(S-33)

where \( \mathcal{L}_P \) is a perturbation term of the order of \( g/h \), which arises from the second- or higher-order terms in Eq. (S-32). Without \( \mathcal{L}_P \), the eigenstates are written as

\[
|R_\alpha\rangle = |L_\alpha\rangle = |\tau_1 \cdots \tau_L\rangle \otimes |\tau'_1 \cdots \tau'_L\rangle = |\phi_1^{\alpha_1}|\phi_2^{\alpha_2}| \cdots |\phi_L^{\alpha_L} \rangle.
\]

(S-34)

Here, \( |\phi_l^{\alpha_l} = |\tau_l, \tau'_l\rangle = |\tau_l\rangle \otimes |\tau'_l\rangle \) is the vector representation of \( \hat{\phi}_l^{\alpha_l} = |\tau_l\rangle \langle \tau'_l| \), where \( |\tau_l\rangle \) is the eigenstate of \( \hat{\tau}_l^z \) with eigenvalue \( \tau_l (= \pm 1) \). Specifically, we take \( |\phi^1\rangle = |+1, -1\rangle, |\phi^2\rangle = |-1, +1\rangle, |\phi^3\rangle = |+1, +1\rangle, \) and \( |\phi^4\rangle = |-1, -1\rangle \). The corresponding eigenvalue of \( |R_\alpha\rangle \) is given by

\[
\lambda_\alpha = -i \left( \sum_l \tilde{h}_l \tau_l + \sum_{lm} J_{lm} \tau_l \tau_m + \cdots \right) + i \left( \sum_l \tilde{h}_l \tau'_l + \sum_{lm} J_{lm} \tau'_l \tau'_m + \cdots \right) + \sum_l (Z_l^z \gamma (\tau_l \tau'_l - 1),
\]

(S-35)

which can also be written as

\[
\lambda_\alpha = -i \sum_l 2\tilde{h}_l (\delta_{\alpha_l,1} - \delta_{\alpha_l,2}) - i(\text{small terms including } J_{lm}, \cdots) - \sum_l 2Z_l^z \gamma (\delta_{\alpha_l,1} + \delta_{\alpha_l,2}).
\]

(S-36)

Let us consider the effect of \( \mathcal{L}_P \). This perturbation includes the bit flip terms, i.e., terms that can flip \(|+1\rangle \) \((-1)\rangle \) (or its product) to \(|-1\rangle \) \(|+1\rangle \) (or its product). To simplify the notation, we write \( |\phi_1^{\alpha_1}|\phi_2^{\alpha_2}| \cdots |\phi_L^{\alpha_L} \) as \( |\alpha_1\alpha_2 \cdots \alpha_L\rangle \). First, states such as \( |d_1 \cdots d_L\rangle (d_l = 3, 4) \) [\( d \) stands for diagonal degree of freedom] are unstable under perturbation and mixed with the other states in the form \( |d'_1 \cdots d'_L\rangle (d'_l = 3, 4) \), since the energy difference between these states is zero. Note that these states correspond to the long-time longitudinal relaxation of a local integral of motion, which can be treated by an effective classical rate equation \([1, 3]\). Next, consider a state that contains a large cluster of \( d_l \) with size \( c \gg 1 \), e.g., \( |d_i \cdots d_k \cdots d_{i+c-1}\rangle (d_l = 3, 4) \) with \(|i-k|, |i+c-1-k| \gg 1 \). In this case, \( d_k \) and nearby bits can be flipped to another \( d'_k \) by perturbation because the eigenvalue difference between


these states is $\sim \max\{J_{i,k}, J_{k,i} + c - 1\}$, which is exponentially small. Note that $d_l$ ($d_l = 3, 4$) corresponds to the diagonal elements $|+1\rangle \langle +1|$ or $|-1\rangle \langle -1|$ in the original density matrix before vectorization. In this sense, some eigenstates exist for which the diagonal degrees of freedom form large delocalized clusters.

On the other hand, the states $|\phi^1_l\rangle$ and $|\phi^2_l\rangle$, which correspond to the off-diagonal degrees of freedom in the density matrix, are typically stable under (first-order) perturbation. Here, we explain some of the prototypical examples for which the transition processes are suppressed by strong disorder. For the single flip from $o_l$ ($o_l = 1, 2$) [o stands for off-diagonal degree of freedom] to $d_l$ ($d_l = 3, 4$), while the transition matrix element is $\sim \gamma (Z^x/y)^l \sim g\gamma / \tilde{h}_l$, the eigenvalue difference becomes $\sim |\pm 2i\tilde{h}_l + 2(Z^z_l)^2\gamma|$, so the ratio becomes $\sim g\gamma / h^2 \ll 1$. According to perturbation theory, this indicates that the transition process is suppressed due to the large energy mismatch. For the single flip from $o_l$ ($o_l = 1, 2$) to $o'_{l'}$ ($o'_{l'} = 2, 1$) with the transition matrix element $\sim \gamma (Z^x/y)^l \sim g^2\gamma / \tilde{h}_l^2$, the eigenvalue difference becomes $\sim |4i\tilde{h}_l|$, and therefore the ratio again becomes small, of the order of $g^2\gamma / h^3 \ll 1$. For another example of the double flip from $|\cdots o_l \cdots d_m \cdots\rangle$ to $|\cdots d_l \cdots o_m \cdots\rangle$ with the transition matrix element $O(g^2\gamma / h^2)$ and exponentially small with respect to $|l - m|$, the eigenvalue difference becomes $\sim |\pm 2i(\tilde{h}_l - \tilde{h}_m) + 2\{(Z^z_l)^2\gamma - (Z^z_m)^2\gamma\}|$, and therefore the ratio is again small unless $\tilde{h}_l - \tilde{h}_m$ is accidentally small.

In conclusion, for sufficiently strong disorder, the off-diagonal degrees of freedom can be localized. The decay rate is then stabilized at

$$\text{Im}[\lambda_\alpha] = \sum_l 2\gamma (\delta_{\alpha,l} + \delta_{\alpha,l,2}) + O\left(\frac{g}{h}\right)^2. \quad \text{(S-37)}$$

If there are $q$ localized off-diagonal degrees of freedom, the decay rate is $\sim 2\gamma q$, as discussed in the main text.

The localization/delocalization of off-diagonal/diagonal degrees of freedom is intuitively understood from the matrix representation of the Lindbladian. As shown in Fig. S-6, the Lindbladian includes a term $-i\hbar_l (\hat{T}^x_l \otimes \hat{I} - \hat{I} \otimes \hat{T}^x_l)$. For off-diagonal degrees of freedom $|\phi^1\rangle$ and $|\phi^2\rangle$, they experience net disorder $\mp 2i\hbar_l$ and thus localize. On the other hand, diagonal degrees of freedom $|\phi^3\rangle$ and $|\phi^4\rangle$ do not undergo disorder and thus delocalize.

To discuss the operator-space entanglement entropy (OSEE), we notice that eigenstates in the middle of the spectrum have $\sim (1 - \alpha)L$ ($\alpha < 1$) localized off-diagonal degrees of freedom. Thus, the number of the remaining diagonal degrees of freedom in those states is
FIG. S-6. Schematic illustration of the Lindbladian in the matrix representation. Black arrows show quasi-local bits in the $\hat{\tau}^z$ basis. For diagonal degrees of freedom (surrounded by dotted lines), the net disorder vanishes and delocalization occurs. On the other hand, off-diagonal degrees of freedom (surrounded by solid lines) undergo finite net disorder $\mp 2i\hbar_l$, and localization occurs.

$\sim \alpha L$. Since the localized degrees of freedom do not contribute to the OSEE (except for the exponential tail coming from the difference between $\hat{\tau}_l$ and the physical bits $\hat{\sigma}_l$), the half-chain OSEE for strong disorder is typically bounded from above by $\sim \alpha L \log 2$. This is generally smaller than the half-chain OSEE for the weak-disorder case, where the RMT prediction leads to $\sim L \log 2$. We also note that, if the clusters of the diagonal degrees of freedom are small and kept far apart from one another by many localized off-diagonal clusters, they cannot create much entanglement. In that case, the OSEE can be further reduced from $\sim \alpha L \log 2$ and satisfy the area law $\sim O(L^0)$. Thus, depending on the number and the position of the localized off-diagonal degrees of freedom, the OSEE can satisfy either the volume law $\sim \alpha L \log 2$ or the area law $\sim O(L^0)$. In the middle of the spectrum, we expect many localized off-diagonal clusters and the area-law behavior of the OSEE. This is consistent with the numerical simulation in the main text, but we leave it for a future problem to investigate the precise evaluation for larger system sizes. In any case, at the transition between these two phases, there appears a large fluctuation of the OSEE for different eigenstates, leading to the observed peak in the main text.

We also note that, even when a large delocalized cluster of diagonal degrees of freedom
exists, it may not have the power to delocalize the localized off-diagonal degrees of freedom, which is distinct from the situation where the large bath can delocalize the localized bits in the Hermitian disordered systems [17]. To see this, let us consider a simple situation where a single localized off-diagonal bit, $|\phi_1^1\rangle$ (or $|\phi_1^2\rangle$), is coupled to a delocalized cluster of diagonal degrees of freedom $|D\rangle$. For the resonant transition from $|\phi_1^1\rangle \otimes |D\rangle$ to $|\phi_\alpha^1\rangle \otimes |D'\rangle$ ($\alpha = 2, 3, 4$) to occur under some small perturbation, where $|D'\rangle$ is another state for the delocalized cluster, the difference between the imaginary parts of the energies of $D$ and $D'$ should be of the order of $\hbar$. However, since even large delocalized clusters have almost zero imaginary parts of energies, which correspond to the eigenvalues in the original language, this resonance condition is typically not satisfied.

C. Case of damping

We briefly discuss the damping case. To do this, we decompose the Hamiltonian as $\hat{H} = \hat{H}_{NI} + \hat{H}_I$, where $\hat{H}_{NI} = \sum_l \hat{h}_l \hat{\tau}_l^z$ is the non-interacting term of $\hat{\tau}_l^z$ and $\hat{H}_I$ is the interaction term. Then, we have

$$\tilde{\mathcal{L}} = -i(\hat{H}_{NI} \otimes \hat{\mathbb{I}} - \hat{\mathbb{I}} \otimes \hat{H}_{NI}^T) + \sum_l \frac{Z_l^2 \gamma}{4} (2\hat{\tau}_l^- \otimes \hat{\tau}_l^- - \hat{\tau}_l^+ \hat{\tau}_l^- \otimes \hat{\mathbb{I}} - \hat{\mathbb{I}} \otimes \hat{\tau}_l^+ \hat{\tau}_l^-) + \tilde{\mathcal{L}}_I + \tilde{\mathcal{L}}_P,$$

(S-38)

where $\tilde{\mathcal{L}}_I = -i(\hat{H}_I \otimes \hat{\mathbb{I}} - \hat{\mathbb{I}} \otimes \hat{H}_I^T)$. We first consider $\tilde{\mathcal{L}}_I + \tilde{\mathcal{L}}_P$ as a perturbation.

The eigenstates of $\mathcal{L} - \mathcal{L}_I - \mathcal{L}_P$ can be written as

$$|R_\alpha\rangle = |\eta_1^{\alpha_1}\rangle |\eta_2^{\alpha_2}\rangle \cdots |\eta_L^{\alpha_L}\rangle$$

(S-39)

and

$$|L_\alpha\rangle = |\chi_1^{\alpha_1}\rangle |\chi_2^{\alpha_2}\rangle \cdots |\chi_L^{\alpha_L}\rangle,$$

(S-40)

where $|\eta^1\rangle = |\chi^1\rangle = |+1, -1\rangle$, $|\eta^2\rangle = |\chi^2\rangle = |-1, +1\rangle$, $|\eta^3\rangle = \left(\frac{+1,+1}-|-1,-1\rangle}{\sqrt{2}}$, $|\chi^3\rangle = |+1, +1\rangle$, $|\eta^4\rangle = |-1, -1\rangle$, and $|\chi^4\rangle = \left(\frac{+1,+1}+|-1,-1\rangle}{\sqrt{2}}$. The corresponding eigenvalue is given by

$$-i \sum_l 2\hat{h}_l(\delta_{\alpha_1,1} - \delta_{\alpha_1,2}) - i(\text{terms including } J_{lm}, \cdots) - \sum_l Z_l^2 \gamma (\delta_{\alpha_1,1} + \delta_{\alpha_1,2} + 2\delta_{\alpha_1,3}) .$$

(S-41)
Even if we add $\tilde{L}_I + \tilde{L}_P$, the states $|\eta_1^1\rangle$ and $|\eta_2^2\rangle$ are robust under the first-order perturbation. Indeed, just as the dephasing case, changing these states to other states is typically energetically costly due to strong disorder. This leads to the localization of these off-diagonal degrees of freedom and the breakdown of non-Hermitian random-matrix-type universality.

We also note that, the longest-lived modes involving $q$ off-diagonal degrees of freedom have stabilized decay rates $\sim \gamma q (1 + O((g/h)^2))$. To see this, we next consider only $\tilde{L}_P$ as a perturbation as in the dephasing case. Without perturbation, we notice that states such as

$$|\eta_1^4\rangle|\eta_2^4\rangle \cdots |\eta_{L-q}^4\rangle|\eta_{L-q+1}^1\rangle^\alpha \cdots |\eta_L^1\rangle^\alpha$$

are eigenstates of the unperturbed Lindbladian in the matrix representation with the eigenvalue $\gamma q (1 + O((g/h)^2))$. Note that the eigenstates involving $|\eta^3\rangle$ have a faster decay rate, so the states represented in Eq. (S-42) are those having the longest lifetime with $q$ off-diagonal degrees of freedom. When we introduce the perturbation $\tilde{L}_P$, the leading order of the change of the eigenvalue is $O(\gamma(g/h)^2)$, and the eigenvalue is still expressed as $\gamma q (1 + O((g/h)^2))$.

IV. EFFECTS OF DISSIPATION ON THE LINDBLADIAN MBL TRANSITION POINT

Here, we discuss how the Lindbladian MBL transition depends on the dissipation strength $\gamma$.

A. Phase diagram

We first discuss the possible phase diagram of our system. Figures S-7 and S-8 show the $h$-dependence of the complex-spacing ratio $r$ and that of the variance $\sigma$ of the OSEE for different values of $\gamma$ for the cases of dephasing and damping, respectively. We find that $r$ changes from the universal value of non-Hermitian RMT to the Poisson value as $h$ increases, as long as $\gamma$ is not too small. On the other hand, the critical value depends on $\gamma$. For small $\gamma (\lesssim 0.5)$, increasing $\gamma$ increases the critical value of the transition, which is read out from the peak of $\sigma$. On the other hand, a further increase in $\gamma$ decreases the critical value. If $\gamma$ is strong enough, the peak no longer appears, which indicates that the system belongs to the localized phase even for weak $h$. 
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FIG. S-7. Complex-spacing ratio $r$ (a) and the variance $\sigma$ of the OSEE (b) as a function of $h$ for different values of $\gamma$. We show the results for a dephasing type of dissipation. We find that $r$ changes from the universal value of non-Hermitian RMT (class AI$^\dagger$) to the Poisson value as $h$ increases, unless $\gamma$ is too small or too large. On the other hand, the critical value of $h$ depends on $\gamma$. For small $\gamma$ ($\lesssim 0.5$), an increase in $\gamma$ increases the critical value of the transition, which is read out from the peak of $\sigma$ (dotted circles in panel (b)). On the other hand, a further increase in $\gamma$ decreases the critical value. When $\gamma$ is large enough (e.g., $\gamma = 1.75$), the peak no longer appears, which indicates that the system belongs to the localized phase even for weak $h$. We use the Lindbladian with $J = 1, g = -0.9, L = 6$ and eigenvalues/eigenstates in the middle of the spectrum $[18]$. The number of samples used for the simulation is 800.

From these results, we can identify the phase diagram of our system with each type of dissipation, as shown in Fig. S-9. Two remarks are in order here. First, the transition points $h_c(\gamma)$ exhibit a non-monotonic behavior. Second, a clear quantitative difference exists for the transition points of dephasing-type and damping-type cases. These two points indicate a nontrivial interplay between dissipation and disorder in this system.

Note that the phase diagrams in Fig. S-9 are obtained for relatively small system sizes ($L = 6$). When we increase the system size, the exact values of the transition points may change. However, we conjecture that the qualitative feature of the phase diagram remains the same for larger system sizes.
Complex-spacing ratio $r$ (a) and the variance $\sigma$ of the OSEE (b) as a function of $h$ for different values of $\gamma$. We show the results for a damping type of dissipation. We find that $r$ changes from the universal value of non-Hermitian RMT (class A) to the Poisson value as $h$ increases, unless $\gamma$ is too small or too large. On the other hand, the critical value of $h$ depends on $\gamma$. For small $\gamma (\lesssim 1)$, increasing $\gamma$ increases the critical value of the transition, which is read out from the peak of $\sigma$ (dotted circles in panel (b)). On the other hand, a further increase in $\gamma$ decreases the critical value. When $\gamma$ is strong enough (e.g., $\gamma = 5.0$), the peak no longer appears, which indicates that the system belongs to the localized phase even for weak $h$. We use the Lindbladian with $J = 1, g = -0.9, L = 6$ and eigenvalues/eigenstates in the middle of the spectrum [18]. The number of samples used for the simulation is 800.

**B. Relation to the many-body localization without dissipation**

Here, we discuss the relation between the Lindbladian MBL and the conventional MBL that occurs in our Ising model $\hat{H}$ without dissipation (i.e., $\gamma = 0$). While this short-range interacting model is believed to exhibit MBL for strong disorder [15, 16], not much is investigated about the transition behavior between delocalized and localized phases (see, e.g., Ref. [19] for an exception).

We numerically investigate the MBL transition for $\hat{H}$ with the same parameters in the Hamiltonian as those used in the main text. For this purpose, we first calculate the spacing ratio of (real) energy eigenvalues of $\hat{H}$ [20], defined by $r_H = \mathbb{E}_a \left[ \frac{\min (E_{a+1} - E_{a}, E_{a} - E_{a-1})}{\max (E_{a+1} - E_{a}, E_{a} - E_{a-1})} \right]$. As shown in Fig. S-10(a), it changes from $r_{H,\text{AI}} \simeq 0.5307$ (the RMT prediction corresponding to Hermitian class AI) to $r_{H,\text{Po}} \simeq 0.3863$ (the Poisson value), as $h$ is increased.
FIG. S-9. (a) Schematic illustration of the phase diagram of dissipative disordered systems. There are two phases: a phase characterized by the non-Hermitian RMT and that characterized by the Lindbladian MBL. (b) Phase diagram for the dephasing case. Each transition point is determined from the maximum peak of the variance of the OSEE for $L = 6$, as shown in Fig. S-7(b). (c) Phase diagram for the damping case. Each transition point is determined from the maximum peak of the variance of the OSEE for $L = 6$, as shown in Fig. S-8(b). While the phase boundaries are quantitatively different for (b) and (c), both of them are qualitatively described by the non-monotonic phase boundary given in (a).

We next calculate the eigenstate variance $\sigma_H$ of the entanglement entropy $S_{H,a}(|E_a\rangle) = -\text{Tr}[\hat{\rho}_a^l \ln \hat{\rho}_a^l]$ of the energy eigenstates $|E_a\rangle$, where $\hat{\rho}_a^l$ is the reduced density matrix of $|E_a\rangle$ to a region $[1, l]$ ($l = \lfloor L/2 \rfloor$). As shown in Fig. S-10(b), $\sigma_H$ has a peak when $h$ is varied, from which we can read out the MBL transition point $h_{H,c}$ [21]. We can estimate that the transition point as $h_{H,c} = 2.4 \pm 0.2$ from the results up to $L = 12$.

A natural question is whether the Lindbladian MBL transition point $h_c(\gamma)$ coincides with the Hermitian MBL transition point $h_{H,c}$ in the dissipationless limit $\gamma \to 0$. From Fig. S-9, we can see that $h_c(\gamma \to 0) \leq 2.0 \pm 0.2$. This is different from the above estimate of $h_{H,c} = 2.4 \pm 0.2$ obtained from $L = 12$. On the other hand, since $h_c(\gamma)$ is numerically estimated from $L = 6$, it is more natural to compare the result with $h_{H,c}$ obtained from the data for $L = 6$ [22]. From Fig. S-10(b), this corresponds to $h_{H,c} = 2.2 \pm 0.2$, which is consistent with the value of $h_c(\gamma)$ with small $\gamma$.

To discuss behavior in the thermodynamic limit, let us assume that the OSEE of the Lindbladian eigenstates is continuous as a function of $\gamma$. If that is the case, the OSEE can
FIG. S-10. Many-body localization transition in the Hermitian quantum Ising model. (a) The spacing ratio \( r_H \) of (real) energy eigenvalues of \( \hat{H} \). It changes from \( r_{H,\text{AI}} \approx 0.5307 \) (the RMT prediction corresponding to Hermitian class AI) to \( r_{H,\text{Po}} \approx 0.3863 \) (the Poisson value), as \( h \) is increased. We use \( L = 11 \) (green) and 12 (blue). (b) The variance of the entanglement entropy of energy eigenstates. The value of the peak becomes larger as we increase the system size from \( L = 6 \) (red) to 12 (blue). From the peak for \( L = 12 \), we can estimate the MBL transition point as \( h_{H,c} \approx 2.4 \pm 0.2 \). On the other hand, the peak position for \( L = 6 \) is slightly shifted to \( 2.2 \pm 0.2 \). For both panels, we use the Hamiltonian with \( J = 1 \) and \( g = -0.9 \). We use the eigenstates in the middle of the spectrum (6.25%). The number of samples used for the simulation is 10000 (\( L = 6, 7, 8, 9, 10 \)) and 800 (\( L = 11, 12 \)).

We can be obtained as

\[
\lim_{\gamma \to 0} S_\alpha(\gamma) = S_\alpha(\gamma = 0) = S_{H,a} + S_{H,b},
\]

where we have assumed \( \hat{R}_\alpha(\gamma = 0) = |E_a\rangle \langle E_b| \) with \( \lambda_\alpha = -i(E_a - E_b) \). For simplicity, we focus on the statistical behavior of \( S_\alpha(\gamma = 0) \) for eigenstates satisfying \(-i\lambda_\alpha \sim \omega \in \mathbb{R}\). The total number of such eigenstates becomes \( \int dE e^{S(E)+S(E+\omega)} \), where \( S(E) \) is the thermodynamic entropy of the system. While this number contains multiple energy scales, for large system sizes, the contribution coming from \( E = \mathcal{E} \) that satisfies

\[
\frac{dS}{dE}(\mathcal{E}) + \frac{dS}{dE}(\mathcal{E} + \omega) = 0
\]

dominates within the saddle-point approximation. Then, \( S_\alpha(\gamma = 0) \) for almost all \( \alpha \) behaves as \( S_{H,a} + S_{H,b} \) with \( E_a \simeq \mathcal{E} \) and \( E_b \simeq \mathcal{E} + \omega \). For example, the average of \( S_\alpha(\gamma = 0) \) over
eigenstates satisfies $S(\lambda = i\omega) \simeq S_H(\mathcal{E}) + S_H(\mathcal{E} + \omega)$, and similarly, the variance satisfies $\sigma(\lambda = i\omega) \simeq \sigma_H(\mathcal{E}) + \sigma_H(\mathcal{E} + \omega)$, provided that there is no correlation between fluctuations of $S_{H,a}$ and $S_{H,b}$.

From the above discussion, we can relate $h_c(\gamma \to 0)$ to $h_{H,c}$ if we further make either of the following two assumptions: (i) $\omega = o(L)$, or (ii) there is no mobility edge, i.e., the MBL transition occurs for all energy scales simultaneously. If we assume (i), we have $S(\lambda = i\omega) \simeq 2S_H(\mathcal{E})$ and $\sigma(\lambda = i\omega) \simeq 2\sigma_H(\mathcal{E})$. We also have $\frac{dS}{d\mathcal{E}}(\mathcal{E}) = 0$, indicating that $\mathcal{E}$ corresponds to the energy whose entropy is maximal. Then, the MBL transition (i.e., the transition that $S_H$ changes to the area law and that $\sigma_H$ has a peak) at $\mathcal{E}$ leads to the Lindbladian MBL. In other words, $h_{H,c}$ at infinite temperature and $h_c(\gamma \to 0)$ with small $\omega = o(L)$ coincide in the thermodynamic limit. Instead, if we assume (ii), whose possibility is discussed in Ref. [23], the MBL transition point $h_{H,c}$ does not depend on $E$. Thus, in crossing $h_{H,c}$, $S_H(\mathcal{E})$ and $S_H(\mathcal{E} + \omega)$ change to the area law, and $\sigma_H(\mathcal{E})$ and $\sigma_H(\mathcal{E} + \omega)$ have a peak. This directly leads to the change from the volume to the area laws for $S(\lambda)$ and the emergence of a peak for $\sigma(\lambda)$. In other words, $h_{H,c}$ and $h_c(\gamma \to 0)$ coincide in the thermodynamic limit. It is a future problem to numerically investigate if either (or both) of the above two scenarios holds for large system sizes.
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Specifically, let us consider the real part $\lambda_r^\alpha$ and the absolute value $|\lambda_i^\alpha|$ of the imaginary part of $\lambda_\alpha$, and sort each of them independently as $a_1 \leq \cdots \leq a_{D/2} = 0$ and $0 \leq b_1 \leq \cdots \leq b_{D/2}$. We use only those modes whose eigenvalues satisfy $a_{3D/8} \leq \lambda_r^\alpha \leq a_{5D/8}$ and $b_{3D/8} \leq |\lambda_i^\alpha| \leq b_{5D/8}$.

Note that the true transition point should be determined from the limit of $L \to \infty$. We here compare the estimation of the transition points for the same system size to take account of the degree of the finite-size effects appropriately.