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Abstract. We aim to introduce a new extension of beta function and to study its important properties. Using this definition, we introduce and investigate new extended hypergeometric and confluent hypergeometric functions. Further, some hybrid representations of this extended beta function are derived which include some well known special functions and polynomials.

1. Introduction and preliminaries

Extending well known special functions have been an interesting sphere of research and several interesting extensions and generalizations for beta, hypergeometric and other functions can be found in literature [1]-[11],[13, 15] due to their tremendous applications. Following up with the investigation, we define here, a new extension of beta function and derive its integral representations, summation formula, mellin transform and some other relations. Further, we obtain beta distribution and some statistical formulæs. Finally, using our definition of extended beta function \( B_{\lambda}^{\eta_1, \eta_2} \), we extend the definitions of hypergeometric and confluent hypergeometric functions. In the last section, we obtain some interesting connections of extended beta function with other special functions and polynomials as application of our results.

Throughout the paper, the letters \( \mathbb{C} \), \( \mathbb{R} \), \( \mathbb{R}^+ \) and \( \mathbb{Z}_- \) denote the sets of complex numbers, real numbers, positive real numbers and non positive integers respectively, and let \( \mathbb{R}_0^+ := \mathbb{R} \cup \{0\} \). The definitions given below are crucial to derive results in the paper.

Definition 1.1. As is well known, the gamma function \( \Gamma(z) \) developed by Euler [1] with the intent to extend the factorials to values between the integers is defined by the definite integral

\[
\Gamma(z) := \int_0^\infty e^{-t}t^{z-1} \, dt \quad (\Re(z) > 0).
\]

Among various generalizations of gamma function, we mention here the extended gamma function [6] defined by Chaudhry and Zubair

\[
\Gamma_p(z) := \int_0^\infty t^{z-1} \exp \left(-t - \frac{p}{t}\right) \, dt \quad (\Re(p) > 0).
\]
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Definition 1.2. Euler introduced the beta function (see [1]) for a pair of complex numbers \( \eta_1 \) and \( \eta_2 \) with positive real part through the integral
\[
B(\eta_1, \eta_2) = \int_0^1 t^{\eta_1-1} (1-t)^{\eta_2-1} \, dt \quad (\Re(\eta_1) > 0, \Re(\eta_2) > 0),
\]
\[
B(\eta_1, \eta_2) = \frac{\Gamma(\eta_1)\Gamma(\eta_2)}{\Gamma(\eta_1 + \eta_2)} = \frac{(\eta_1 - 1)!}{(\eta_1 + \eta_2 - 1)!} (\eta_1, \eta_2 \notin \mathbb{Z}_0^-).
\]

In 1997, Chaudhry et al. [3] defined the extended beta function
\[
B_p^{\lambda}(\eta_1, \eta_2) = \int_0^1 t^{\eta_1-1} (1-t)^{\eta_2-1} \exp \left( -\frac{p}{t(1-t)} \right) \, dt, \quad (\Re(\eta_1) > 0, \Re(\eta_2) > 0) \quad (1.4)
\]
where \( \Re(p) > 0 \) and parameters \( \eta_1 \) and \( \eta_2 \) are arbitrary complex numbers.

Shadab et al. [13] introduced
\[
B_p^{\lambda}(\eta_1, \eta_2) = \int_0^1 t^{\eta_1-1} (1-t)^{\eta_2-1} E_\lambda \left( -\frac{p}{t(1-t)} \right) \, dt \quad (\Re(\eta_1) > 0, \Re(\eta_2) > 0), \quad (1.5)
\]
where \( E_\lambda(\cdot) \) is the classical Mittag-Leffler function defined as.
\[
E_\lambda(x) = \sum_{n=0}^{\infty} \frac{x^n}{\Gamma(\lambda n + 1)}. \quad (1.6)
\]
Note that, by putting \( \lambda = 1 \), the above definition corresponds to the extended beta function [3] and on putting \( \lambda = 1 \) and \( p = 0 \), we get the basic beta function given by (1.3).

Definition 1.3. The classical Gauss’s hypergeometric function is defined by
\[
2F_1 \left[ \begin{array}{c} a, b; \\ c \end{array} \right] z = \sum_{n=0}^{\infty} \frac{(a)_n (b)_n}{(c)_n} \frac{z^n}{n!} = 2F_1(a, b; c; z), \quad (1.7)
\]
where \( (a)_n \) \((a \in \mathbb{C})\) is the well known Pochhammer symbol.

It is a particular case of the generalized hypergeometric series \( pF_q \) \((p, q \in \mathbb{N}_0)\) defined by
\[
pF_q \left[ \begin{array}{c} a_1, \ldots, a_p; \\ b_1, \ldots, b_q \end{array} \right] z = \sum_{n=0}^{\infty} \frac{(a_1)_n \cdots (a_p)_n}{(b_1)_n \cdots (b_q)_n} \frac{z^n}{n!}.
\]

The confluent hypergeometric function (see [1]) is given by the series representation
\[
1F_1(a; b; z) = \sum_{n=0}^{\infty} \frac{(a)_n}{(b)_n} \frac{z^n}{n!}. \quad (1.8)
\]

The extended hypergeometric and confluent hypergeometric functions [4] are defined respectively by
\[
F_p(\eta_1, \eta_2, \eta_3; z) = \sum_{n=0}^{\infty} \frac{B_p(\eta_2 + n \eta_3 - \eta_2)}{B(\eta_2, \eta_3 - \eta_2)} \frac{z^n}{n!}, \quad (p \geq 0, \Re(\eta_3) > \Re(\eta_2) > 0 \text{ and } |z| < 1) \quad (1.9)
\]
and

\[ \Phi_p(\eta_2; \eta_3; z) = \sum_{n=0}^{\infty} \frac{B_p(\eta_2 + m\eta_3 - \eta_2)}{B(\eta_2, \eta_3 - \eta_2)} (\eta_1)n \frac{z^n}{n!}, \]  
\[ (p \geq 0 \text{ and } \Re(\eta_3) > \Re(\eta_2) > 0). \]

We use the relation for Mittag-Leffler function to derive results in the paper. We have

\[ \int_0^\infty t^{a-1} E_{\lambda,\gamma,\tau}^{\delta} (-wt) dt = \frac{\Gamma(a)\Gamma(\delta - a)}{\Gamma(\delta) wt\Gamma(\gamma - a\lambda)}, \]  
\[ (1.11) \]

which, for \( \gamma = \delta = w = 1 \), becomes

\[ \int_0^\infty t^{a-1} E_{\lambda,\gamma,\tau}^{\delta} (-wt) dt = \frac{\Gamma(a)\Gamma(1 - a)}{\Gamma(1 - a\lambda)}. \]

2. A NEW EXTENDED BETA FUNCTION AND ITS REPRESENTATIONS

Here, we introduce a new generalization of the extended beta function \( B_\lambda^p(\eta_1, \eta_2) \) in (1.5) and obtain its various properties and representations.

**Definition 2.1.** We define a new extension of beta function as

\[ B_{\lambda,q}^{\eta_1,\eta_2}(\eta_1, \eta_2) = \int_0^1 t^{n-1} (1 - t)^{\eta_2-1} E_{\lambda} \left( -\frac{p}{t^\sigma} \right) E_{\lambda} \left( -\frac{q}{(1-t)^\sigma} \right) dt, \]  
\[ (2.1) \]

where \( \Re(\eta_1) > 0, \Re(\eta_2) > 0, \Re(p) \geq 0, \Re(q) \geq 0, \lambda, k > 0 \) and \( E_{\lambda} \) is a Mittag-Leffler function.

**Remark 2.1.** For \( \sigma = \tau = \lambda = 1 \), (2.1) reduce to definition (1.7). For \( \lambda = 1, p = q \) and \( \sigma = \tau \), (2.1) reduce to the extended beta function (9) and for \( \sigma = \tau = \lambda = 1, p = 0 = q \), it reduces to the classical beta function given by (1.3).

**Integral Representations of** \( B_{\lambda,q}^{\eta_1,\eta_2}(\eta_1, \eta_2) \):

**Theorem 1.** For \( \Re(p) > 0, \Re(q) > 0, \Re(r) > 0, \Re(s) > 0, \Re(\eta_1 + r) > 0, \Re(\eta_2 + s) > 0 \) and \( \lambda > 0 \), the following integral representation holds:

\[ \int_0^\infty \int_0^\infty p^{r-1} q^{s-1} B_{\lambda,q}^{\eta_1,\eta_2}(\eta_1, \eta_2) dp dq = \frac{\pi^2}{\sin(\pi r) \sin(\pi s) \Gamma(1 - r\lambda) \Gamma(1 - s\lambda)} B(x + \sigma r, y + \tau s) \]  
\[ (2.2) \]

**Proof.** The proof of (2.2) is easily derivable by multiplying both sides of (2.1) by \( p^{r-1} q^{s-1} \) and integrating the resulting identity with respect to \( p \) and \( q \) \( (p \geq 0, q \leq \infty) \). We have,

\[ \int_0^\infty \int_0^\infty p^{r-1} q^{s-1} B_{\lambda,q}^{\eta_1,\eta_2}(\eta_1, \eta_2) dp dq = \int_0^\infty \int_0^\infty p^{r-1} q^{s-1} \times \left[ \int_0^1 t^{n-1} (1 - t)^{\eta_2-1} E_{\lambda} \left( -\frac{p}{t^\sigma} \right) E_{\lambda} \left( -\frac{q}{(1-t)^\sigma} \right) dt \right] dp dq \]  
\[ (2.3) \]
Theorem 2. The following representations are true:

\[ B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2) = 2 \int_0^\pi \cos^{2\eta_1-1} \theta \sin^{2\eta_2-1} \theta \, E_\lambda \left( -\frac{p}{\cos^{2\sigma} \theta} \right) \, E_\lambda \left( -\frac{q}{\cos^{2\tau} \theta} \right) \, d\theta, \quad (2.5) \]

\[ B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2) = \int_0^\infty \frac{u^{\eta_1-1}}{(1+u)^{\eta_1+\eta_2}} \, E_\lambda \left( -\frac{p(1+u)^\sigma}{u^\sigma} \right) \, E_\lambda \left( -\frac{q}{(1+u)^\tau} \right) \, du, \quad (2.6) \]

\[ B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2) = 2^{1-\eta_1-\eta_2} \times \int_{-1}^1 (1+u)^{\eta_1-1} (1-u)^{\eta_2-1} \, E_\lambda \left( -\frac{2\sigma p}{(1+u)^\sigma} \right) \, E_\lambda \left( -\frac{2\tau q}{(1-u)^\tau} \right) \, du, \quad (2.7) \]

and

\[ B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2) = (c-a)^{1-\eta_1-\eta_2} \times \int_a^c (u-a)^{\eta_1-1}(c-u)^{\eta_2-1} \, E_\lambda \left( -\frac{p(c-a)^\sigma}{(u-a)^\sigma} \right) \, E_\lambda \left( -\frac{q(c-a)^\tau}{(c-u)^\tau} \right) \, du. \quad (2.8) \]

Remark 2.2. For \( r = s = \sigma = \tau = 1 \), we get an interesting relationship between the ordinary Beta function and \((2.1)\). We have,

\[ \int_0^\infty \int_0^\infty B_{p,q}^\lambda(\eta_1, \eta_2) \, dp \, dq = B(\eta_1+1, \eta_2+1) \, (\Re(\eta_1) > -1, \Re(\eta_2) > -1). \]

Theorem 2. The following representations are true:

\[ \int_0^\infty \int_0^\infty p^{r-1} q^{s-1} \, B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2) \, dp \, dq \]

\[ = \int_0^1 t^{\eta_1-1} (1-t)^{\eta_2-1} \left\{ \int_0^\infty p^{r-1} E_\lambda \left( \frac{p}{t^\sigma} \right) \, dp \right\} \int_0^\infty q^{s-1} E_\lambda \left( \frac{q}{(1-t)^\tau} \right) \, dq \, dt \]

Now the above equation can easily be simplified with the help of \((1.11)\) to yield

\[ \int_0^\infty \int_0^\infty p^{r-1} q^{s-1} \, B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2) \, dp \, dq \]

\[ = \int_0^1 t^{\eta_1+r\sigma-1} (1-t)^{\eta_2+s\tau-1} \left\{ \frac{\Gamma(r)\Gamma(s)\Gamma(1-r)\Gamma(1-s)}{\Gamma(1-r\lambda)\Gamma(1-s\lambda)} \right\} \, dt, \quad (2.4) \]

which on using the relation \( \Gamma(x)\Gamma(1-x) = \frac{\pi}{\sin \pi x} \) leads to the result \((2.2)\). □

Proof. Let \( t = \cos^2 \theta, \ t = \frac{u}{1+u}, \ t = \frac{1-u}{c-a} \) respectively in equations \((2.1)\), we obtain the above representations. □
Remark 2.3. The above results retrieve the corresponding representations in [7] and [9] by taking $\sigma = \tau = \lambda = 1$ and $p = q$, $\lambda = 1$, $\sigma = \tau$ respectively. Further for $p = 0 = q$, $\sigma = \tau = \lambda = 1$, the results reduces to some well known results for the beta function $B(\eta_1, \eta_2)$.

3. Properties of $B_{\lambda,p,q}^{\sigma,\tau}(\eta_1, \eta_2)$

In this section, we obtain some interesting relations, summation formulas and product formulas for the generalized Beta function $B_{\lambda,p,q}^{\sigma,\tau}(\eta_1, \eta_2)$.

Theorem 3. The extended beta function satisfies the following functional relation:

$$B_{\lambda,p,q}^{\sigma,\tau}(\eta_1 + 1, \eta_2) + B_{\lambda,p,q}^{\sigma,\tau}(\eta_1, \eta_2 + 1) = B_{\lambda,p,q}^{\sigma,\tau}(\eta_1, \eta_2).$$  \hspace{1cm} (3.1)

Proof. Solving L.H.S. of (3.1), we get

$$B_{\lambda,p,q}^{\sigma,\tau}(\eta_1 + 1, \eta_2) + B_{\lambda,p,q}^{\sigma,\tau}(\eta_1, \eta_2 + 1) = \int_0^1 \left\{ t^{\eta_1} (1 - t)^{\eta_2} + t^{\eta_1 - 1} (1 - t)^{\eta_2} \right\} E_{\lambda} \left( -\frac{p}{t^\sigma} \right) E_{\lambda} \left( -\frac{q}{(1 - t)^\tau} \right) dt,$$

and a little manipulation leads us to the desired result. \hfill \Box

Theorem 4. The following summation formula is valid for $B_{\lambda,p,q}^{\sigma,\tau}(\eta_1, \eta_2)$:

$$B_{\lambda,p,q}^{\sigma,\tau}(\eta_1, 1 - \eta_2) = \sum_{n=0}^{\infty} \frac{\eta_2^n}{n!} B_{\lambda,p,q}^{\sigma,\tau}(\eta_1 + n, 1) \quad (\Re(p) > 0, \Re(q) > 0).$$  \hspace{1cm} (3.2)

Proof. To prove above result, we make use of the generalized binomial theorem

$$(1 - t)^{-\eta_2} = \sum_{n=0}^{\infty} \frac{(\eta_2)_n}{n!} t^n. \quad (|t| < 1).$$

Therefore, (2.1) can be written as

$$B_{\lambda,p,q}^{\sigma,\tau}(\eta_1, 1 - \eta_2) = \int_0^1 \sum_{n=0}^{\infty} \frac{(\eta_2)_n}{n!} t^n E_{\lambda} \left( -\frac{p}{t^\sigma} \right) E_{\lambda} \left( -\frac{q}{(1 - t)^\tau} \right) dt.$$

Now by interchanging the order of integration and summation, we can easily obtain (3.2). \hfill \Box

Theorem 5. The following infinite summation formula holds:

$$B_{\lambda,p,q}^{\sigma,\tau}(\eta_1, \eta_2) = \sum_{n=0}^{\infty} B_{\lambda,p,q}^{\sigma,\tau}(\eta_1 + n, \eta_2 + 1) \quad (\Re(p) > 0, \Re(q) > 0).$$  \hspace{1cm} (3.3)

Proof. Using the relation

$$(1 - t)^{\eta_2 - 1} = (1 - t)^{\eta_2} \sum_{n=0}^{\infty} t^n,$$
We obtain
\[
B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2) = \int_0^1 (1 - t)^{n_2} \sum_{n=0}^{\infty} t^{n+n-1} E_\lambda \left( -\frac{p}{t^\sigma} \right) E_\lambda \left( -\frac{q}{(1-t)^\tau} \right) \, dt.
\]
Interchanging the order of integration and summation in the last expression leads us to the desired result (3.3).

Theorem 6. The following relation holds true:
\[
B_{p,q}^{\lambda,\sigma,\tau}(\eta, -\eta - n) = \sum_{k=0}^{n} \binom{n}{k} B_{p,q}^{\lambda,\sigma,\tau}(\eta + k, -\eta - k), \quad (n \in \mathbb{N}_0).
\]

Proof. We have
\[
B_{p,q}^{\lambda,\sigma,\tau}(\eta_1 + 1, \eta_2) + B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2 + 1) = B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2).
\]
On substituting \( \eta_1 = \eta \) and \( \eta_2 = -\eta - n \) above, we arrive at
\[
B_{p,q}^{\lambda,\sigma,\tau}(\eta, -\eta - n) = B_{p,q}^{\lambda,\sigma,\tau}(\eta, -\eta - n + 1) + B_{p,q}^{\lambda,\sigma,\tau}(\eta + 1, -\eta - n).
\]
Writing this formula recursively with \( n = 1, 2, 3, \ldots \), we obtain
\[
B_{p,q}^{\lambda,\sigma,\tau}(\eta, -\eta - n) = \sum_{k=0}^{n} \binom{n}{k} B_{p,q}^{\lambda,\sigma,\tau}(\eta + k, -\eta - k), \quad (n \in \mathbb{N}_0).
\]
and so on. By continuing the process, we arrive at (3.4). \( \square \)

Theorem 7. The extended beta function \( B_{p,q}^{\lambda,\sigma,\tau}(x, y) \) has the following Mellin transformation formula:
\[
M \left\{ B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2); p \to r, q \to s \right\} = \frac{\pi^2}{\sin(\pi r) \sin(\pi s) \Gamma(1 - r \lambda) \Gamma(1 - s \lambda)} B(\eta_1 + r, \eta_2 + s)
\]
\[\quad (\Re(r) > 0, \Re(s) > 0, \Re(\eta_1 + r) > 0, \Re(\eta_2 + s) > 0).\]

Proof. We begin by providing Euler’s reflection formula, which we use later in theorem
\[
\Gamma(x) \Gamma(1 - x) = \frac{\pi}{\sin(\pi x)}.
\]

Now applying the usual Mellin transform on (2.1), we get
\[
M \left\{ B_{p,q}^{\lambda,\sigma,\tau}(x, y); p \to r, q \to s \right\}
= \int_0^\infty \int_0^\infty p^{r-1} q^{s-1} \left\{ \int_0^1 t^{n-1} (1 - t)^{n-1} E_\lambda \left( -\frac{p}{t^\sigma} \right) E_\lambda \left( -\frac{q}{(1-t)^\tau} \right) \, dt \right\} \, dp \, dq.
\]
Interchanging the order of integrations, we have
\[
M \left\{ B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2); p \to r, q \to s \right\}
= \int_0^1 t^{n-1} (1 - t)^{n-1} \left\{ \int_0^\infty p^{r-1} E_\lambda \left( -\frac{p}{t^\sigma} \right) \, dp \right\} \int_0^\infty q^{s-1} E_\lambda \left( -\frac{q}{(1-t)^\tau} \right) \, dq \right\} \, dt.
\]
The moment generating function of the distribution is defined by

\[ M \left\{ B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2); p \to r, q \to q \right\} = \int_0^1 t^{m+\sigma r-1} (1 - t)^{\eta_2+\tau s-1} \times \left\{ \int_0^\infty u^{r-1} E_\lambda(-u) \, du \int_0^\infty v^{s-1} E_\lambda(-v) \, dv \right\} \, dt. \]

Since we have

\[ \int_0^\infty t^{a-1} E^\eta_{\lambda,\gamma}(-wt) \, dt = \frac{\Gamma(a) \Gamma(\delta - a)}{\Gamma(\delta) w^a \Gamma(\gamma - a\lambda)}, \]

which, for \( \gamma = \delta = w = 1 \), becomes

\[ \int_0^\infty t^{a-1} E^\eta_{\lambda,\gamma}(-wt) \, dt = \frac{\Gamma(a) \Gamma(1 - a)}{\Gamma(1 - a\lambda)}. \]

Using above formula, we arrive at

\[ M \left\{ B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2); p \to r, q \to s \right\} = \frac{\Gamma(r) \Gamma(1 - r)}{\Gamma(1 - s\lambda)} \frac{\Gamma(s) \Gamma(1 - s)}{\Gamma(1 - s\lambda)} B_{p,q}^{\lambda,\sigma,\tau}(\eta_1 + \sigma r, \eta_2 + \tau s), \]

which on using (3.6) lead to the required result (3.5). \( \square \)

In statistical distribution theory, gamma and beta functions have been used extensively. We now define the beta distribution of (2.1) and obtain its mean, variance and moment generating function.

For \( B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2) \), the beta distribution is given by

\[ f(t) = \begin{cases} \frac{1}{B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2)} t^{\eta_1-1}(1 - t)^{\eta_2-1} & \text{for } 0 < t < 1, \\ 0 & \text{otherwise.} \end{cases} \]

(3.7)

For any real number \( \nu \), we have

\[ E(X^\nu) = \frac{B_{p,q}^{\lambda,\sigma,\tau}(\eta_1 + \nu, \eta_2)}{B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2)} \]

(3.8)

\[ (p > 0, q > 0, -\infty < \eta_1 < \infty, \infty < \eta_2 < \eta_2). \]

When \( \nu = 1 \), we get the mean as a particular case of (3.8)

\[ \mu = E(X) = \frac{B_{p,q}^{\lambda,\sigma,\tau}(\eta_1 + 1, \eta_2)}{B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2)}, \]

(3.9)

and the variance of the distribution is defined by

\[ \sigma^2 = E(x) - \left\{ E(X) \right\}^2 = \frac{B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2) B_{p,q}^{\lambda,\sigma,\tau}(\eta_1 + 2, \eta_2)}{\left\{ B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2) \right\}^2} \left\{ B_{p,q}^{\lambda,\sigma,\tau}(\eta_1 + 1, \eta_2) \right\}^2. \]

The moment generating function of the distribution is defined by

\[ M(t) = \sum_{n=0}^{\infty} \frac{t^n}{n!} E(X^n) = \frac{1}{B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2)} \sum_{n=0}^{\infty} B_{p,q}^{\lambda,\sigma,\tau}(\eta_1 + n, \eta_2) \frac{t^n}{n!}. \]
The cumulative distribution is given by

$$F(x) = \frac{B_{z,p,q}^{\lambda,\sigma,\tau}(\eta_1,\eta_2)}{B_{p,q}^{\lambda,\sigma,\tau}(\eta_1,\eta_2)}$$

(3.12)

where

$$B_{z,p,q}^{\lambda,\sigma,\tau}(\eta_1,\eta_2) = \int_0^x t^{\eta_1-1}(1-t)^{\eta_2-1} E_\lambda \left(-\frac{p}{t^\sigma}\right) E_{\lambda} \left(-\frac{q}{(1-t)^\tau}\right) \, dt,$$

(3.13)

$$(p > 0, \ q > 0, \ \lambda, \sigma, \tau > 0, \ -\infty < \eta_1, \eta_2 < \infty)$$

is a new extension of incomplete beta function.

4. Generalization of Extended Hypergeometric and Confluent Hypergeometric functions

Here, we introduce a generalization of extended hypergeometric and confluent hypergeometric functions in terms of $B_{p,q}^{\lambda,\sigma,\tau}(\eta_1,\eta_2)$.

$$F_{p,q}^{\lambda,\sigma,\tau}(\eta_1,\eta_2;\eta_3;z) = \sum_{n=0}^{\infty} (\eta_1)_n \frac{B_{p,q}^{\lambda,\sigma,\tau}(\eta_2+n,\eta_3-\eta_2)}{B(\eta_2;\eta_3-\eta_2)} \frac{z^n}{n!},$$

(4.1)

$$(p \geq 0, \ q \geq 0, \ |z| < 1, \ \lambda, \sigma, \tau > 0, \ \Re(\eta_3) > \Re(\eta_2) > 0)$$

and

$$\Phi_{p,q}^{\lambda,\sigma,\tau}(\eta_2;\eta_3;z) = \sum_{n=0}^{\infty} B_{p,q}^{\lambda,\sigma,\tau}(\eta_2+n,\eta_3-\eta_2) \frac{z^n}{n!}.$$

(4.2)

$$F_{p,q}^{\lambda,\sigma,\tau}(\eta_1,\eta_2;\eta_3;z)$$ and $\Phi_{p,q}^{\lambda,\sigma,\tau}(\eta_1,\eta_2;\eta_3;z)$ are the further generalizations of the extended Gauss hypergeometric function and extended confluent hypergeometric function and for $p = q$ and $\lambda = \sigma = \tau = 1$, they reduce to (1.9) and (1.10) respectively.

Integral Representations of $F_{p,q}^{\lambda,\sigma,\tau}(\eta_1,\eta_2;\eta_3;z)$ and $\Phi_{p,q}^{\lambda,\sigma,\tau}(\eta_1,\eta_2;\eta_3;z)$:

**Theorem 8.** The following integral representations for the extended hypergeometric $F_{p,q}^{\lambda,\sigma,\tau}(\eta_1,\eta_2;\eta_3;z)$ and confluent hypergeometric function $\Phi_{p,q}^{\lambda,\sigma,\tau}(\eta_1,\eta_2;\eta_3;z)$ holds true:

$$F_{p,q}^{\lambda,\sigma,\tau}(\eta_1,\eta_2;\eta_3;z) = \frac{1}{B(\eta_2,\eta_3-\eta_2)} \times \int_0^1 t^{\eta_2-1}(1-t)^{\eta_3-\eta_2-1} E_\lambda \left(-\frac{p}{t^\sigma}\right) E_{\lambda} \left(-\frac{q}{(1-t)^\tau}\right) \sum_{n=0}^{\infty} (\eta_1)_n \frac{(zt)^n}{n!} \, dt,$$

(4.3)

$$(p > 0, \ q > 0; \ \lambda > 0; \ p = 0, \ q = 0 \text{ and } |z| < 1; \ \Re(\eta_3) > \Re(\eta_2) > 0).$$
By using a similar approach, we can easily establish the representations (4.7) and (4.8).

Proof. We can easily obtain (4.3) by using the definition (2.4) in (4.1). The integral (4.1) can be obtained by using the binomial expansion

\[ F_{p,q}^{\lambda,\sigma,\tau} (\eta_1, \eta_2; \eta_3; z) = \frac{1}{B(\eta_2, \eta_3 - \eta_2)} \times \int_0^1 t^{\eta_2 - 1} (1 - t)^{\eta_3 - \eta_2 - 1} (1 - zt)^{-\eta_1} E_\lambda \left( -\frac{p}{t^\sigma} \right) E_\lambda \left( -\frac{q}{(1 - t)^\tau} \right) dt, \]  

(p > 0, q > 0; \lambda > 0; p = 0, q = 0 and |arg(1 - z)| < \pi; \Re(\eta_3) > \Re(\eta_2) > 0).  

(4.4)

(4.5)

\[ F_{p,q}^{\lambda,\sigma,\tau} (\eta_1, \eta_2; \eta_3; z) = \frac{1}{B(\eta_2, \eta_3 - \eta_2)} \times \int_0^\infty u^{\eta_2 - 1} (1 + u)^{\eta_3 - \eta_1} E_\lambda \left( -p \left( \frac{1 + u}{u} \right)^\sigma \right) E_\lambda (-q(1 + u)^\tau) du, \]

(p > 0, q > 0; \lambda > 0; p = 0, q = 0 and |arg(1 - z)| < \pi; \Re(\eta_3) > \Re(\eta_2) > 0).

(4.6)

\[ F_{p,q}^{\lambda,\sigma,\tau} (\eta_1, \eta_2; \eta_3; z) = \frac{2}{B(\eta_2, \eta_3 - \eta_2)} \times \int_0^{\pi/2} \sin^{\eta_2 - 1} v \cos^{\eta_3 - \eta_2 - 1} v \frac{E_\lambda \left( -p \csc^{2\sigma} v \right) E_\lambda (-q \sec^{2\tau} v)}{(1 - z \sin^2 v)^\eta_1} dv, \]

(p > 0, q > 0; \lambda > 0; p = 0, q = 0 and |arg(1 - z)| < \pi; \Re(\eta_3) > \Re(\eta_2) > 0).

(4.7)

\[ \Phi_{p,q}^{\lambda,\sigma,\tau} (\eta_2; \eta_3; z) = \exp(z) \times \int_0^1 t^{\eta_2 - 1} (1 - t)^{\eta_3 - \eta_2 - 1} E_\lambda \left( -\frac{p}{t^\sigma} \right) E_\lambda \left( -\frac{q}{(1 - t)^\tau} \right) dt, \]

(p > 0, q > 0; \lambda > 0; \Re(\eta_3) > \Re(\eta_2) > 0).

(4.8)

\[ \Phi_{p,q}^{\lambda,\sigma,\tau} (\eta_2; \eta_3; z) = \exp(z) \times \int_0^1 t^{\eta_2 - 1} (1 - t)^{\eta_3 - \eta_2 - 1} \exp(-zt) E_\lambda \left( -\frac{p}{t^\sigma} \right) E_\lambda \left( -\frac{q}{(1 - t)^\tau} \right) dt. \]

(p > 0, q > 0; \lambda > 0; \Re(\eta_3) > \Re(\eta_2) > 0).

(4.9)
Remark 4.1. The case $\sigma = \tau = \lambda = 1$ and $\lambda = 1$, $p = q$, $\sigma = \tau$ in equations (4.3)-(4.8) leads to the corresponding results in [7] and [9] respectively. For $p = 0 = q$ and $\sigma = \tau = \lambda = 1$, we get basic hypergeometric and confluent hypergeometric function [11].

Theorem 9. For $\Re(p) \geq 0, \Re(q) \geq 0$ and $\lambda \in \mathbb{C}$, the function $F_{p,q}^{\lambda,\sigma,\tau}$ possesses the following generating function:

$$\sum_{n=0}^{\infty} \binom{\lambda+n-1}{n} F_{p,q}^{\lambda,\sigma,\tau} (\lambda + n, \eta_2; \eta_3; z) t^n = (1 - t)^{-\lambda} F_{p,q}^{\lambda,\sigma,\tau} \left( \lambda, \eta_2; \eta_3; \frac{z}{1-t} \right) \quad (t \leq 1),$$

(4.9)

where $F_{p,q}^{\lambda,\sigma,\tau} (\eta_1, \eta_2; \eta_3; z)$ is the extended hypergeometric function defined by (4.1).

Proof. We recall the generalized binomial coefficient (for real and complex parameters $\nu$ and $\delta$) expanded as

$$\binom{\nu}{\delta} := \frac{\Gamma(\nu + 1)}{\Gamma(\delta + 1) \Gamma(\nu - \delta + 1)} =: \binom{\nu}{\nu - \delta} \quad (\nu, \delta \in \mathbb{C}),$$

(4.10)

such that for $\delta = n$ ($n \in \mathbb{N}_0$), we get

$$\binom{\nu}{\nu - n} = \frac{\nu(\nu - 1) \cdots (\nu - n + 1)}{n!} = \frac{(-1)^n (-\nu)_n}{n!} \quad (n \in \mathbb{N}_0).$$

(4.11)

Now, let $L$ be the left hand side of assertion (4.9). Using (4.1) into $L$, we get

$$L = \sum_{n=0}^{\infty} \binom{\nu+n-1}{n} \left( \sum_{k=0}^{\infty} (\nu + n)_k \frac{B_{p,q}^{\lambda,\sigma,\tau}(\eta_2 + k, \eta_3 - \eta_2)}{B(\eta_2, \eta_3 - \eta_2)} \frac{z^k}{k!} \right) t^n,$$

(4.12)

which, after a little simplification, gives

$$L = \sum_{k=0}^{\infty} (\nu)_k \frac{B_{p,q}^{\lambda,\sigma,\tau}(\eta_2 + k, \eta_3 - \eta_2)}{B(\eta_2, \eta_3 - \eta_2)} \left[ \sum_{n=0}^{\infty} \binom{\nu+n+k-1}{n} t^n \right] \frac{z^k}{k!}.$$

(4.13)

Finally, applying the generalized binomial expansion

$$\sum_{n=0}^{\infty} \binom{\nu+n-1}{n} t^n = (1 - t)^{-\nu} \quad (|t| < 1; \nu \in \mathbb{C}),$$

on the inner summation in (4.13), we get the expected result (4.9) of Theorem 9. □

5. Differentiation Formulas for $F_{p,q}^{\lambda,\sigma,\tau} (\eta_1, \eta_2; \eta_3; z)$ and $\Phi_{p,q}^{\lambda,\sigma,\tau} (\eta_1, \eta_2; \eta_3; z)$

By differentiating (4.1) and (4.2), we obtain differentiation formulas with the help of the formula:

$$B(\eta_2, \eta_3 - \eta_1) = \frac{\eta_3}{\eta_2} B(\eta_2 + 1, \eta_3 - \eta_2).$$

(5.1)
Theorem 10. For \( n \in \mathbb{N}_0 \), the following differentiation formulas holds true:

\[
\frac{d}{dz} \left \{ F_{p,q}^{\lambda,\sigma,\tau} (\eta_1, \eta_2; \eta_3; z) \right \} = \frac{\eta_1 \eta_2}{\eta_3} F_{p,q}^{\lambda,\sigma,\tau} (\eta_1 + 1, \eta_2 + 1; \eta_3 + 1; z). \tag{5.2}
\]

\[
\frac{d^n}{dz^n} \left \{ F_{p,q}^{\lambda,\sigma,\tau} (\eta_1, \eta_2; \eta_3; z) \right \} = \frac{(\eta_1)_n (\eta_2)_n}{(\eta_3)_n} F_{p,q}^{\lambda,\sigma,\tau} (\eta_1 + n, \eta_2 + n; \eta_3 + n; z). \tag{5.3}
\]

\[
\frac{d^n}{dz^n} \left \{ \Phi_{p,q}^{\lambda,\sigma,\tau} (\eta_1, \eta_2; \eta_3; z) \right \} = \frac{(\eta_1)_n (\eta_2)_n}{(\eta_3)_n} \Phi_{p,q}^{\lambda,\sigma,\tau} (\eta_1 + n, \eta_2 + n; \eta_3 + n; z). \tag{5.4}
\]

Proof. By differentiating (4.1) with repect to \( z \), we get

\[
\frac{d^n}{dz^n} F_{p,q}^{\lambda,\sigma,\tau} (\eta_1, \eta_2; \eta_3; z) = \sum_{n=1}^{\infty} \frac{B_{p,q}^{\lambda,\sigma,\tau}(\eta_2 + n, \eta_3 - \eta_2)}{B(\eta_2, \eta_3 - \eta_2)} (\eta_1)_n \frac{z^{n-1}}{(n-1)!}.
\]

On replacing \( n \) by \( n + 1 \) and using (4.4), we easily get (5.2). A recursive process of this establishes (5.3). In a similar way, we can obtain (5.4).}

Transformation formulas for \( F_{p,q}^{\lambda,\sigma,\tau} (\eta_1, \eta_2; \eta_3; z) \) and \( \Phi_{p,q}^{\lambda,\sigma,\tau} (\eta_1, \eta_2; \eta_3; z) \):

The following formulas for the extended hypergeometric and confluent hypergeometric funcion holds true:

\[
F_{p,q}^{\lambda,\sigma,\tau} (\eta_1, \eta_2; \eta_3; z) = (1 - z)^{-\alpha} F_{p,q}^{\lambda,\sigma,\tau} \left (\eta_1, \eta_3 - \eta_2; \eta_3; \frac{z}{1 - z} \right ). \tag{5.5}
\]

\((p > 0, q > 0; p = 0q = 0 \text{ and } \arg(1 - z) < \pi; \Re(\eta_3) > \Re(\eta_2) > 0)\).

\[
F_{p,q}^{\lambda,\sigma,\tau} \left (\eta_1, \eta_2; \eta_3; 1 - \frac{1}{z} \right ) = z^\alpha F_{p,q}^{\lambda,\sigma,\tau} (\eta_1, \eta_3 - \eta_2; \eta_3; 1 - z). \tag{5.6}
\]

\((p > 0, q > 0; p = 0q = 0 \text{ and } \arg(1 - z) < \pi; \Re(\eta_3) > \Re(\eta_2) > 0)\).

\[
F_{p,q}^{\lambda,\sigma,\tau} \left (\eta_1, \eta_2; \eta_3; \frac{z}{1 + z} \right ) = (1 + z)^\alpha F_{p,q}^{\lambda,\sigma,\tau} (\eta_1, \eta_3 - \eta_2; \eta_3; -z). \tag{5.7}
\]

\((p > 0, q > 0; p = 0q = 0 \text{ and } \arg(1 - z) < \pi; \Re(\eta_3) > \Re(\eta_2) > 0)\).

\[
\Phi_{p,q}^{\lambda,\sigma,\tau} (\eta_2, \eta_3; z) = e^z \Phi_{p,q}^{\lambda,\sigma,\tau} (\eta_3 - \eta_2; \eta_3; -z). \tag{5.8}
\]

Proof. Replacing \( t \) by \( 1 - t \) in (4.1) and with the help of expression

\[
[1 - z(1-t)]^{-m} = (1 - z)^{-m} \left (1 + \frac{z}{1 - z} \right )^{-m},
\]
we have
\[
F_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2; \eta_3; z) = \frac{(1-z)^{-\eta_1}}{B(\eta_2, \eta_3 - \eta_2)} \times \int_0^1 t^{\eta_2-1} (1-t)^{\eta_1-\eta_2-1} \left( 1 + \frac{z}{1-z} \right)^{-\eta_1} E_\lambda \left(-\frac{p}{t^\sigma}\right) E_\lambda \left(-\frac{q}{(1-t)^\tau}\right) dt,
\]  
(5.9)

\[(p > 0, q > 0; \lambda > 0; p = 0, q = 0 \text{ and } |\arg(1-z)| < \pi; \Re(\eta_3) > \Re(\eta_2) > 0). \]

which easily proves (5.5). Replacing \(z\) by \(1 - \frac{1}{t^\sigma}\) and \(\frac{z}{1-z}\) in (5.5) yields (5.6) and (5.7) respectively. Now the formula (5.8) can be obtained by following (4.7) and (4.8). \(\square\)

**Theorem 11.** The extended hypergeometric function \(F_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2; \eta_3; z)\) has the following Mellin transformation formula:

\[
M \left\{ F_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2; \eta_3; z); p \to r, q \to s \right\} = \frac{\pi^2}{\sin(\pi r) \sin(\pi s) \Gamma(1-r\lambda) \Gamma(1-s\lambda)} 
\times \frac{B(\eta_2 + r, \eta_3 + s - \eta_2)}{B(\eta_2, \eta_3 - \eta_2)} F(\eta_1, \eta_2 + r, \eta_3 + s; z) \]
\[(\Re(\eta_2 + r) > 0, \Re(\eta_3 + s) > 0). \]

**Proof.** We begin by providing Euler’s reflection formula, which we use later in theorem
\[
\Gamma(x) \Gamma(1-x) = \frac{\pi}{\sin(\pi x)}. \]
(5.11)

Applying the usual Mellin transform on (4.1), we get
\[
M \left\{ F_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2; \eta_3; z); p \to r, q \to s \right\} = \frac{1}{B(\eta_2, \eta_3 - \eta_2)} \int_0^\infty \int_0^\infty \frac{p^{r-1} q^{s-1}}{\sin(\pi r) \sin(\pi s) \Gamma(1-r\lambda) \Gamma(1-s\lambda)} \]
\[\times \left\{ \int_0^1 t^{\eta_2-1} (1-t)^{\eta_1-\eta_2-1} (1-zt)^{-\eta_1} E_\lambda \left(-\frac{p}{t^\sigma}\right) E_\lambda \left(-\frac{q}{(1-t)^\tau}\right) dt \right\} dp \ dq. \]

Interchanging the order of integrations, we have
\[
M \left\{ F_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2; \eta_3; z); p \to r, q \to s \right\} = \frac{1}{B(\eta_2, \eta_3 - \eta_2)} 
\times \int_0^1 \int_0^\infty t^{\eta_2-1} (1-t)^{\eta_1-\eta_2-1} (1-zt)^{-\eta_1} \left\{ \int_0^\infty p^{r-1} E_\lambda \left(-\frac{p}{t^\sigma}\right) dp \right\} \left\{ \int_0^\infty q^{s-1} E_\lambda \left(-\frac{q}{(1-t)^\tau}\right) dq \right\} dt. \]

Now substituting \(\frac{p}{t^\sigma} = u\) and \(\frac{q}{(1-t)^\tau} = v\) above, we obtain
\[
M \left\{ F_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2; \eta_3; z); p \to r, q \to s \right\} = \frac{1}{B(\eta_2, \eta_3 - \eta_2)} 
\times \int_0^1 t^{\eta_2+r\sigma-1} (1-t)^{\eta_1+r\sigma-\eta_2-1} (1-zt)^{-\eta_1} \left\{ \int_0^\infty u^{r-1} E_\lambda (-u) du \right\} \left\{ \int_0^\infty v^{s-1} E_\lambda (-v) dv \right\} dt. \]

Since we have
\[
\int_0^\infty t^{a-1} E_\lambda^{\delta,\gamma} (-wt) dt = \frac{\Gamma(a) \Gamma(\delta - a)}{\Gamma(\delta) w^a \Gamma(\gamma - a\lambda)}, \]
we have
\[
\int_0^\infty \int_0^\infty x^{\alpha-1} y^{\beta-1} e^{-z(x+y)} \ dx \ dy = \frac{\Gamma(\alpha+\beta) \Gamma(\alpha+\beta)}{\Gamma(\alpha) \Gamma(\beta)} \left(\frac{z}{1+z}\right)^{\alpha+\beta-1}. \]
which, for $\gamma = \delta = w = 1$, becomes
\[
\int_0^\infty t^{a-1} E_{\lambda,\gamma}^{\delta}(-wt)\,dt = \frac{\Gamma(a)\Gamma(1-a)}{\Gamma(1-a\lambda)},
\]
Using above formula, we get
\[
M \left\{ F_{\lambda}^{p,q}(\eta_1; \eta_2; \eta_3; z) ; p \rightarrow r, q \rightarrow s \right\} = \frac{\pi^2}{\sin(\pi r) \sin(\pi s) \Gamma(1-r\lambda) \Gamma(1-s\lambda)} B(\eta_2 + \sigma r, \eta_3 + \tau s - \eta_2) \Phi(\eta_2 + \sigma r, \eta_3 + \sigma r + \tau s; z).
\]
Taking into account the formula (5.11) leads us to the result (5.10).

6. Representations for $B_{p,q}^\lambda (\eta_1, \eta_2)$

In this section we obtain certain connections of the generalized Beta function (2.1) in terms of other special functions and polynomials. The results obtained here are interesting and can further be applied to other extensions of Beta and other functions.

- (Generalized hypergeometric representation).

The Mittag-Leffler function is connected to the generalized hypergeometric function (see [14]) by the relation
\[
E_{\lambda,\beta}^{\gamma}(z) = \sum_{n=0}^{\infty} \frac{(\gamma)_n}{(\lambda n + \beta)_n} \frac{z^n}{n!} = \frac{1}{\Gamma(\beta)} q F_{\lambda} \left[ \Delta(q; \gamma); \Delta(\lambda, \beta); \frac{z^q}{\lambda^\beta} \right],
\]
where, $\Delta(\lambda, \beta)$ is a $q$-tuple $\frac{\lambda}{q}, \frac{\lambda+1}{q}, \ldots, \frac{\lambda+q-1}{q}$.

In particular, we have
\[
E_{\lambda}^{1,1}(z) = E\lambda(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(\lambda n + 1)} = 1 F_{\lambda} \left[ \Delta(1; 1); \Delta(\lambda, 1); \frac{z}{\lambda^\lambda} \right].
\]
Now using (6.2) in (2.1), we have
\[
B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2) = \int_0^1 t^{n_1-1}(1-t)^{n_2-1} 1 F_{\lambda} \left[ \Delta(1; 1); \Delta(\lambda, 1); \frac{1}{\lambda^\lambda} \left( -\frac{q}{(1-t)^\sigma} \right) \right] dt,
\]
from which we can write
\[
B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2) = \int_0^1 \frac{t^{m-1} (1-t)^{\eta_2-1}}{(1+t)^{m+\eta_2}} F_{\lambda} \left[ \Delta(1; 1); \Delta(\lambda, 1); \frac{1}{\lambda^2} \left(-\frac{p(1+u)^{\sigma}}{u^\sigma}\right) \right] \times \Gamma_1 F_{\lambda} \left[ \Delta(1; 1); \Delta(\lambda, 1); \frac{1}{\lambda^2} \left(-q(1+u)^{\tau}\right) \right] du.
\]
(6.4)

• (Fox H-function representation)
We obtain the following relation between \(B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2)\) and Fox H-function:
\[
B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2) = \int_0^1 t^{m-1} (1-t)^{\eta_2-1} H_{0,2}^{1,1} \left[ \frac{P}{t^{\sigma}} \right] (0; 1); (0, 1), (0, \lambda) \times H_{0,2}^{1,1} \left[ \frac{q}{(1-t)^{\tau}} \right] (0; 1); (0, 1), (0, \lambda) \] dt.
(6.5)

• (Bessel-Maitland function representation)
By using the relation (see [8]) \(J_{0,1}^{\lambda,1}(z) = E_{\lambda}(z)\) and in view of (2.1), we can write
\[
B_{p,q}^{\lambda,\sigma,\tau}(\eta_1, \eta_2) = \int_0^1 t^{m-1} (1-t)^{\eta_2-1} J_{0,1}^{\lambda,1} (u) J_{0,1}^{\lambda,1} (v) dt,
\]
(6.6)

where, \(u = \frac{p}{t^{\sigma}}\) and \(v = \frac{q}{(1-t)^{\tau}}\).

7. Discussion and Conclusion

In the present paper, it appears to hold interest that the extensions so obtained are very general in nature and by being specific with parameters, can yield previously defined beta, hypergeometric and other hypergeometric functions. Hence they become quite important from application perspective. We have also shown the connections of the generalized beta function \(B_{p,q}^{\lambda,\sigma,\tau}\) with other special functions of mathematical physics, therefore, several generating functions involving generalized (and extended) forms of beta and hypergeometric functions will likely play an essential role in theory of applied mathematics. We also remark that the generating relation obtained in (4.9) is interesting due to the fact that several functions and polynomials, for in particular, Jacobi and Laguerre polynomials can be expressed in terms of hypergeometric and other related functions.

The extent to which beta and hypergeometric functions and their generalizations have contributed in mathematical physics and other fields have been a constant source of knowledge and help for researchers.
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