A SPHERICAL REARRANGEMENT PROOF OF THE STABILITY OF A RIESZ-TYPE INEQUALITY AND AN APPLICATION TO AN ISOPERIMETRIC TYPE PROBLEM
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Abstract. We prove the stability of the ball as global minimizer of an attractive shape functional under volume constraint, by means of mass transportation arguments. The stability exponent is 1/2 and it is sharp. Moreover, we use such stability result together with the quantitative (possibly fractional) isoperimetric inequality to prove that the ball is a global minimizer of a shape functional involving both an attractive and a repulsive term with a sufficiently large fixed volume and with a suitable (possibly fractional) perimeter penalization.
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1. Introduction

In recent times different works focused on shape functionals of the form

\[ \mathcal{E}(E) = P(E) + V_\alpha(E), \]

where \( P \) is the (de Giorgi) perimeter and

\[ V_\alpha(E) = \int_E \int_E \frac{1}{|x - y|^{N-\alpha}} \, dx \, dy \] (1.1)

is the Riesz potential with \( \alpha \in (0, N) \). The most famous case is given by \( N = 3 \) and \( \alpha = 2 \). It is linked with Gamow’s liquid drop model (see [29]) for the stability of atomic nuclei (see [9] for a review on the problem). Such problem has been studied independently in [32, 33] up to dimension 7 and in [31] for any dimension and \( \alpha = 2 \). In all those papers, the authors prove that, up to a critical volume, the ball is the minimizer of the mixed energy described by Gamow’s liquid drop model. In [3] the same result is obtained for general Riesz potential in any dimension. On the other hand, a non-existence result in the Coulombian case (i.e. \( \alpha = 1 \)) in dimension
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3 has been shown in [32, 33, 36] for sufficiently big volumes. Let us recall that in [3] it is shown that there exists a critical volume \( m_1 \) such that the ball is the unique minimizer of the mixed energy for \( |E| < m_1 \) and is not a minimizer for \( |E| > m_1 \), while in [36] another critical volume \( m_2 \) is found such that \( \mathcal{E} \) does not admit a minimizer for \( m > m_2 \). From now on, let us denote by \( m_1 \) and \( m_2 \) the optimal constants such that for \( |E| < m_1 \) the minimizer is a ball and for \( |E| > m_2 \) the minimizer does not exist. In [10] the two constants \( m_1 \) and \( m_2 \) are conjectured to be equal. Up to now, it has been shown in [21] that, as \( m \leq m_2 \), a minimizer still exists (but it is not proved to be a ball). The best known lower bound on \( m_2 \) has been achieved in [20]. The non-existence results have been generalized for different values of \( \alpha \in (0, N) \). As far as we know, the best bound on \( \alpha \) for which such result holds has been provided in [24].

In [18], the isoperimetric inequality for fractional perimeter has been used to prove the existence of a minimizer as \( |E| < m_2 \), with some critical volume \( m_2 > 0 \), for the functional

\[
\mathcal{E}(E) = P_s(E) + V_\alpha(E),
\]

where, for \( s \in (0, 1) \),

\[
P_s(E) = \frac{1 - s}{\omega_{N-1}} \int_E \int_{\mathbb{R}^N \setminus E} \frac{1}{|x - y|^{N+s}} dx \, dy
\]  

(1.2)

is the fractional perimeter and \( \alpha \in (0, N) \), while, for \( s = 1 \), \( P_1 := P \) is the classical perimeter. Moreover, the authors prove that there exists a critical volume \( m_1 \) such that the unique minimizer of \( \mathcal{E}(E) \) is a ball if \( |E| < m_1 \). We remark that their results provide uniform bounds for \( s \) varying in a compact subset of \((0, 1)\). Let us also recall that some variations of the liquid drop problem in presence of an attractive term have been also considered in [25, 34, 37].

Another similar problem, with both an attractive and a repulsive term, is given by the spherical flocking model. Such problem consists in the minimization of the mixed energy

\[
\mathcal{E}(E) = \mathcal{G}_\beta(E) + V_\alpha(E),
\]

where

\[
\mathcal{G}_\beta(E) = \int_E \int_E |x - y|^\beta dx \, dy
\]  

(1.3)

for \( \beta > 0 \), with fixed volume \( |E| = m > 0 \). A first approach to such problem, for \( \beta = 1 \), is given in [7]. As for the liquid drop model, the energy functional in this case presents a repulsive term \( V_\alpha \) which is maximized by the ball and an attractive term \( \mathcal{G}_\beta \) that is minimized by the ball (by Riesz’s rearrangement inequality, see also [38] for more general inequalities of such type). The interaction between attractive and repulsive potentials has been widely studied. The existence of a global minimizer for the energy \( \mathcal{E} \) when it is extended to \( L^1 \) functions has been proved in [8]. On the other hand, in [7], the existence of a minimizer is shown for \( |E| > m_1 \) where \( m_1 \) is a certain critical volume, while it is also shown that if \( |E| < m_0 \), for a certain critical volume \( m_0 > 0 \), \( \mathcal{E} \) does not admit any minimizer. Finally, in [23], it has been shown that if \( |E| > m_2 \), for a certain critical mass \( m_2 > 0 \), then the ball is a global minimizer of \( \mathcal{E} \) for \( \alpha \in (1, N) \), while the ball is not even a critical point if \( \alpha \in (0, 1) \). Last result is proved by using Christ’s theorem [11] to achieve quantitative versions of the inequalities involving the Riesz potential \( V_\alpha \) and the shape functional \( \mathcal{G}_\beta \).

Another strategy to prove a quantitative version of the isoperimetric inequality involving the Riesz potential \( V_\alpha \) has been exploited in [28]. Such strategy is made up of two main steps:

- Proving the result for nearly-spherical sets (this part is common with [23] and has been exploited in [22]);
- Using mass transportation arguments to show that, for any measurable set \( E \), \( V_\alpha(E) \) can be increased by transporting it into a nearly spherical set \( E_* \) with the same mass.
In this paper we want to prove, by using a similar strategy, a quantitative version of the isoperimetric inequality concerning $\mathcal{G}_\beta$:

$$\mathcal{G}_\beta(E) \geq \mathcal{G}_\beta(B[|E|]),$$

(1.4)

where $B[|E|]$ is a ball with the same volume as $E$. In particular, for a measurable set $E$ with $|E| = \omega_N$, denoting the Fraenkel asymmetry by

$$\delta(E) = \min_{x \in \mathbb{R}^N} |E \Delta B(x)|,$$

where $B(x)$ is the unit ball centered in $x$, and the deficit by

$$\mathcal{D}_\beta(E) = \mathcal{G}_\beta(E) - \mathcal{G}_\beta(B),$$

where $B$ is a unit ball, we propose a different proof of the following result (that is [23], Thm. 5):

**Theorem 1.1.** For any $N \geq 2$ and $\beta > 0$ there exists a constant $C(N, \beta) > 0$ such that for any measurable set $E \subseteq \mathbb{R}^N$ with $|E| = \omega_N$ it holds

$$\delta(E) \leq C(N, \beta) \sqrt{\mathcal{D}_\beta(E)}.$$

(1.5)

Although we follow closely the strategy of [28], the generalization to our case is not achieved via a direct mirror-symmetric argument. Indeed, there are two main difficulties that arise in such adaptation. First, a preliminary detailed study of the properties of the eigenvalues of a Marchaud-type integral defined on the sphere is needed. Such a study, as far as we know, was not available in the literature. Let us recall that for the Riesz operator and the hypersingular Riesz operator on the sphere, the spectral study is carried on in full details in Chapter 6 of [43] while the case $\beta = 0$ is considered in Section 5 of [22]. The latter is used to obtain the quantitative version of the Riesz inequality in [23]. On the other hand, both the Riesz operator and the hypersingular Riesz operator on the sphere have been used in [18, 28] to prove, respectively, the fractional isoperimetric inequality and Riesz inequality with the Riesz potential in the nearly-spherical setting. In these cases, the authors rely on the monotonicity of the eigenvalues of the involved operators. However, the ones of the Marchaud-type integral are not generally monotone. Hence, not only we have to explicitly evaluate them (by means of a standard application of the Funk-Hecke formula), but we also need to better understand their behaviour to overcome the lack of monotonicity. Second, in the mass transportation argument an extra difficulty in order to reduce to the nearly spherical case is due to the fact that the integrand of $\mathcal{G}_\beta$ is an increasing function of the distance between points. Despite most of the arguments of [28] can be mirrored, some of them are needed without reverting the inequality. This is solved either by proving the desired upper bounds on bounded sets, or by relying on a milder form of weak* continuity. Clearly, an additional step in the mass transportation argument is required.

Let us also stress out that the exponent $1/2$ is sharp, and it is achieved, as in [6], by considering sets constructed starting from the unit ball, by removing an annulus whose outer boundary is the unit sphere and then adding an annulus whose inner boundary is the unit sphere and whose volume is the same of the removed part.

With this result in mind, we then consider a mixed energy with two different attractive terms:

$$\mathcal{E}(E) = \mathcal{G}_\beta(E) + V_\alpha(E) + \varepsilon P_s(E)$$

with $s \in (0, 1]$, $\alpha \in (0, N)$ and $\beta > 0$. Using the result proved in [23], we have in particular that if $\alpha \in (1, N)$, there exists a critical mass $m_1 > 0$ such that, for any $\varepsilon > 0$ and any $m > m_1$, $\mathcal{E}$ admits a minimizer among
measurable sets with fixed volume $m$. Moreover, there exists another critical mass $m_2 > m_1$ such that, if $m > m_2$, the ball is the unique minimizer of $\mathcal{E}$ under the volume constraint. On the other hand, by using the result proved in [18], we have that, for any $\alpha \in (0, N)$ and $\varepsilon > 0$, there exists a mass $m_0 > 0$ such that if $m < m_0$ the ball is a minimizer of $\mathcal{E}$. Here, we complete the above picture by proving the following result:

**Theorem 1.2.** Let $N \geq 2$, $\alpha \in (0, N)$, $\beta > 0$, $s \in (0, 1]$. Then there exists a positive constant $m_1 > 0$ (depending on $\alpha, \beta, s, N$) such that for any $m > m_1$ the ball $B[m]$ of volume $m$ is the minimizer of the shape functional

$$\mathcal{E} = \mathcal{G}_\beta + V_\alpha + \varepsilon P_s,$$

under the volume constraint $|E| = m$ for $\varepsilon \geq \varepsilon_0 > 0$, where $\varepsilon_0$ depends on $m, \beta, s, N$.

To prove such result, we will follow the line of [18].

After some preliminaries on transport maps, given in Section 2, next section is devoted to a thorough study of the eigenvalue problem for a Marchaud-type fractional integral on the sphere. Then, Section 4 contains a stability result for the functional $\mathcal{G}_\beta$ of the eigenvalue problem for a Marchaud-type fractional integral on the sphere. Finally, in Section 6, we prove Theorem 1.2 for the aforementioned mixed energy.

## 2. Preliminaries and notations on transport maps

Let us introduce some notions that will be useful in what follows. First of all, let us recall the definition of transportation map between two probability measure, as given in [46].

**Definition 2.1.** Let $(\mathcal{X}, \mu)$, $(\mathcal{Y}, \nu)$ and $(\Omega, \mathbb{P})$ be probability spaces. A coupling of $\mu$ and $\nu$ on $(\Omega, \mathcal{P})$ is any random variable $(X, Y)$ defined on $(\Omega \times \Omega, \mathbb{P} \times \mathbb{P})$ with $X : \Omega \rightarrow \mathcal{X}$ and $Y : \Omega \rightarrow \mathcal{Y}$ such that the law of $X$ is $\mu$ and the law of $Y$ is $\nu$.

A coupling is said to be deterministic if there exists a measurable function $T : \mathcal{X} \rightarrow \mathcal{Y}$ such that $T(X) = Y$ and $\nu = T_* \mu$ (where $T_*$ is the push-forward of measures induced by $T$). In such case, $T$ is said to be a transport map between $\mu$ and $\nu$.

Without referring to random variables, this definition can be easily extended to any couple of finite measure spaces $(\mathcal{X}, \mu)$ and $(\mathcal{Y}, \nu)$.

A particular case is given by finite measures on $\mathbb{R}^N$ (for some $N$) that are absolutely continuous with respect to the Lebesgue measure. Let us denote by $\mathcal{L}^N$ the Lebesgue measure, while we will denote as $|E|$ the measure of any Borel set $E$. Let us consider then two non-negative $L^1$ Borel functions $f, g$ and the measures $\mu = f d\mathcal{L}^N$ and $\nu = g d\mathcal{L}^N$.

We say that a Borel function $T : \mathbb{R}^N \rightarrow \mathbb{R}^N$ is a transport map between $f$ and $g$ if it is a transport map between $\mu$ and $\nu$. In particular, $T$ is a transport map between $f$ and $g$ if and only if for any continuous non-negative function $\varphi : \mathbb{R}^N \rightarrow \mathbb{R}$ it holds

$$\int_{\mathbb{R}^N} \varphi(z) g(z) dz = \int_{\mathbb{R}^N} \varphi(T(y)) f(y) dy. \quad (2.1)$$

Formula (2.1) is called a change of variable formula induced by the transport map $T$.

Finally, we say that for any two finite measure Borel sets $H$ and $K$ of equal measure, $T : \mathbb{R}^N \rightarrow \mathbb{R}^N$ is a transport map between $H$ and $K$ if and only if it is a transport map between the characteristic functions $f = \chi_K$ and $g = \chi_H$. Actually, $T$ is also a transport map between the uniform distributions on $K$ and $H$, as they are defined as $\mathbb{P}_K := \frac{\chi_K}{|K|} d\mathcal{L}^N$ and $\mathbb{P}_H := \frac{\chi_H}{|H|} d\mathcal{L}^N$.

Now let us focus on invertibility of transport maps, referring to [1]
Definition 2.2. A transport map $T : \mathbb{R}^N \to \mathbb{R}^N$ between two non-negative $L^1$ Borel functions $f, g$ is said to be invertible if there exists a Borel function $T^{-1} : \mathbb{R}^N \to \mathbb{R}^N$ with the property that $T(T^{-1}(z)) = z$ for almost any point $z$ such that $g(z) > 0$ and $T^{-1}(T(y)) = y$ for almost any point $y$ such that $f(y) > 0$.

Given any two non-negative $L^1$ Borel functions $f, g$, there always exists at least one invertible transport map (see Sudakov’s Thm. in [1]).

Let us give an example of construction of a transport map between two finite measures on $\mathbb{R}^2$. Let us consider $\mu$ and $\nu$ two finite measures on $\mathbb{R}^2$ such that $\mu$ is absolutely continuous with respect to $\mathcal{L}^2$. First one can define the first marginal of $\mu$ and $\nu$, as for any Borel set $A \subseteq \mathbb{R}$,

$$\mu_1(A) = \mu(A \times \mathbb{R}) = \nu_1(A) = \nu(A \times \mathbb{R}).$$

Since $\mu$ is absolutely continuous with respect to $\mathcal{L}^2$, then $\mu_1$ does not admit atoms. Let us consider the distribution functions $F_1$ and $G_1$ of $\mu_1$ and $\nu_1$ and let us construct $T_1 = G_1^{-} \circ F_1$, where $G_1^{-}$ is the right-continuous inverse of $G_1$. Then $T_1$ is a transport map between $\mu_1$ and $\nu_1$ called the increasing rearrangement of $\mu_1$ over $\nu_1$.

As next step, by disintegration of measures (see, for instance, [14]), we can construct the families of conditional measures $\mu_2(\cdot|x_1)$ and $\nu_2(\cdot|y_1)$ such that for any Borel set $A \subseteq \mathbb{R}^2$, denoting by $A_{x_1} = \{x_2 \in \mathbb{R} : (x_1, x_2) \in A\}$ the section of $A$ for fixed $x_1$,

$$\mu(A) = \int_{\mathbb{R}} \int_{A_{x_1}} \mu_2(dx_2|x_1)\mu_1(dx_1) = \mathcal{F}(\mu_1) \mathcal{F}(\nu_2).$$

Finally, for any $x_1 \in \mathbb{R}$ fix $y_1 = T_1(x_1)$ and define $T_2(\cdot|x_1')$ as the increasing rearrangement of $\mu_2(\cdot|x_1)$ over $\nu_2(\cdot|y_1)$. Then the map $T(x_1, x_2) = (T_1(x_1), T_2(x_2|x_1))$ is a transport map between $\mu$ and $\nu_1$, called the Knothe-Rosenblatt rearrangement.

This kind of construction can be reproduced also in a more general context than $\mathbb{R} \times \mathbb{R}$, as we will define in what follows a sort of radial Knothe-Rosenblatt rearrangement.

3. THE FRACTIONAL INTEGRAL ON THE SPHERE AND ITS EIGENVALUES

As we stated in the introduction, we want to exploit an alternative proof (with respect to [23]) to the stability of balls as volume-constrained minimizers of the shape functional $\Theta_\beta$ defined in equation (1.3) for $\beta > 0$, which makes use of some Fuglede-type results and mass transportation. As one can see from [18, 28], some estimates on the eigenvalues of an integral transform on the sphere are mandatory.

Let us recall the definition of fractional integral (of conformal type) on a sphere $S^{N-1} \subset \mathbb{R}^N$ as given in [41]. For any function $u \in L^p(S^N)$ (in our case $p = +\infty$) we define the fractional integral of $u$ over $S^{N-1}$ of order $\beta + N - 1$ as

$$\mathcal{K}_\beta[u](\omega) = 2^{-\frac{\beta}{2}} \int_{S^{N-1}} |\omega - \xi|^\beta u(\xi) d\mathcal{H}^{N-1}(\xi)$$

for any $\beta \in (1 - N, +\infty)$. A study of the eigenvalues of $\mathcal{K}_\beta$ when $\beta \in (1 - N, 0)$ has been already carried out in [18], so let us focus on the case $\beta > 0$. In this case we have the following result.

Proposition 3.1. Let us denote by $S_k$ the space of the $k$-th spherical harmonics. Then for any $\beta > 0$ and $Y_k \in S_k$ with $k \geq 0$ it holds

$$\mathcal{K}_\beta[Y_k](\omega) = \theta_{k,\beta} Y_k(\omega)$$
where

$$\theta_{k,\beta} = (N - 1)\omega_{N-1}(-1)^k \frac{2^{\frac{\beta+N-1}{2}} \Gamma\left(\frac{\beta+N-1}{2}\right) \Gamma\left(\frac{N-1}{2}\right) \Gamma\left(\frac{\beta+2}{2}\right)}{\Gamma\left(\frac{\beta+2}{2} - k\right) \Gamma\left(\frac{\beta+2N-2}{2} + k\right)}$$

(3.1)

and \(\omega_{N-1}\) is the measure of the \(N-1\)-dimensional unit ball.

**Proof.** Let us first observe that for any \(\omega, \xi \in S^{N-1}\) it holds

$$|\omega - \xi| = 2 \left(1 - \omega \cdot \xi\right)^{\frac{\beta}{2}}$$

so that for any function \(u \in L^\infty(S^{N-1})\) we have

$$K_\beta[u](\omega) = \int_{S^{N-1}} K_\beta(\omega \cdot \xi) u(\xi) d\mathcal{H}^{N-1}(\xi)$$

(3.2)

where

$$K_\beta(t) = (1 - t)^\frac{\beta}{2}.$$  

(3.3)

Since we have expressed \(K_\beta\) in terms of an integral kernel that depends only on the scalar product between two points of the sphere, we can use Funk-Hecke formula (see, for instance, Theorem A.34 of [42] or [15]) to state that the eigenfunctions of \(K_\beta\) are the spherical harmonics and to determine the eigenvalues. Precisely, for any \(k \geq 0\) there exists a \(\theta_{k,\beta}\) such that for any \(Y_k \in S_k\) it holds

$$K_\beta[Y_k] = \theta_{k,\beta} Y_k.$$  

First of all, let us determine \(\theta_{0,\beta}\). To do this, we can use Formula 7.311.3 of [30] to obtain, recalling that \(S_0\) is the space of constant functions on the sphere

$$\theta_{0,\beta} = \int_{S^{N-1}} K_\beta(\omega \cdot \xi) d\mathcal{H}^{N-1}(\xi)$$

$$= (N - 1)\omega_{N-1} \int_{-1}^1 (1 - t)^\frac{\beta}{2} (1 - t^2)^\frac{N-2}{2} dt$$

$$= (N - 1)\omega_{N-1} \frac{2^{\frac{\beta+N-1}{2}} \Gamma\left(\frac{\beta+N-1}{2}\right) \Gamma\left(\frac{N-1}{2}\right)}{\Gamma\left(\frac{\beta+2N-2}{2}\right)}.$$  

To determine the eigenvalues \(\theta_{k,\beta}\) for \(k \geq 1\) we have to introduce the spherical polynomials \(P_k : [-1, 1] \to \mathbb{R}, \ k = 0, 1, \ldots\), defined by the Rodrigues’ formula (see [42], Cor. A.28)

$$P_k(t) = \left(-\frac{1}{2}\right)^k \frac{\Gamma\left(\frac{N-1}{2}\right)}{\Gamma\left(k + \frac{N-1}{2}\right)} (1 - t^2)^{-\frac{N-3}{2}} \left(\frac{d}{dt}\right)^k (1 - t^2)^{k + \frac{N-3}{2}}.$$  

(3.4)

Precisely, the family \(\{P_k, k \geq 0\}\) of the spherical polynomials is the unique family of functions on \([-1, 1]\) satisfying the following properties (see [42], Prop. A.27):

- \(P_k\) is a polynomial of degree \(k\);
- \(P_k(1) = 1\);
Concerning the case
To evaluate the previous integral, we need to distinguish between the cases \( \lambda > 0 \).

Let us consider \( \beta \neq 2m \) for any \( m \in \mathbb{N} \). By using Formula 7.311.3 of [30] one achieves
\[
\theta_{k,\beta} = (N - 1)\omega_{N-1} \frac{k!(N - 3)!}{(N + k - 3)!} \int_{-1}^{1} (1 - t^2)^{\beta - \frac{3}{2}} (1 - t^2)^{N-3} P_k(t) dt
\]
\[
= (N - 1)\omega_{N-1} (-1)^k 2^{\beta+2N-4} \frac{\Gamma \left( \frac{\beta+N-1}{2} \right) \Gamma \left( \frac{N-1}{2} \right) \Gamma \left( \frac{\beta+2}{2} \right)}{\Gamma \left( \frac{\beta+2N-2}{2} + k \right)}.
\]

Concerning the case \( N = 2 \), let us define the Chebyshev polynomials \( T_k(t) \) by the Rodrigues’ formula (see [42], Eq. (1.6.16))
\[
T_k(t) = \left( -\frac{1}{2} \right)^k \frac{\sqrt{\pi} C_k \sqrt{1 - t^2}}{\Gamma \left( k + \frac{1}{2} \right)} \sqrt{1 - t^2} (\frac{d}{dt} (1 - t^2)^{-\frac{1}{2}}).
\]

Again, comparing the previous formula with Formula (3.4) we get \( P_k(t) = T_k(t) \) (see also [42], Eq. (A.6.13)).
where, according to Formula 9.14.1 of [30], \( pF_q \) is the generalized hypergeometric series defined as

\[
pF_q(a_1, \ldots, a_p; b_1, \ldots, b_q; z) = \sum_{j=0}^{\infty} \prod_{h=1}^{p} a_h^j \prod_{h=1}^{q} b_h^j \frac{z^j}{j!}
\]

and \((a)_j\) is the Pochhammer symbol defined as

\[(a)_j = \frac{\Gamma(a + j)}{\Gamma(a)}.
\]

By using the definition, it is easy to check that

\[
4F_3\left(-k, k, \frac{\beta + 1}{2}, \frac{\beta + 2}{2}; \frac{1}{2}, \frac{\beta + 2}{2}, 1\right) = 3F_2\left(-k, k, \frac{\beta + 1}{2}; \frac{\beta + 2}{2}, \frac{1}{2}; 1\right).
\]

Now, by Saalschütz’s Theorem (see [44], Sect. 2.3.1) and then, by Formula 2.3.2.5 of [44] we have

\[
3F_2\left(-k, k, \frac{\beta + 1}{2}; \frac{\beta + 2}{2}, \frac{1}{2}; 1\right) = \left(\frac{1}{2}\right)_k \left(1 + \frac{\beta}{2} - k\right)_k \frac{\Gamma\left(\frac{\beta + 2}{2} + k\right)}{\Gamma\left(\frac{\beta + 2}{2}\right)}.
\]

By definition, it holds

\[
\left(\frac{\beta + 2}{2}\right)_k = \frac{\Gamma\left(\frac{\beta + 2}{2} + k\right)}{\Gamma\left(\frac{\beta + 2}{2}\right)},
\]

while, by using Euler’s reflection formula, we get

\[
\left(-\frac{\beta}{2}\right)_k = \frac{\Gamma\left(k - \frac{\beta}{2}\right)}{\Gamma\left(-\frac{\beta}{2}\right)} = (-1)^k \frac{\Gamma\left(\frac{\beta + 2}{2}\right)}{\Gamma\left(\frac{\beta + 2}{2} - k\right)}.
\]

Substituting all these equalities back to (3.6) we achieve (3.1). Finally, we can extend the formula to the case \(\beta = 2m\) for some \(m \in \mathbb{N}\) by continuity (setting \(1/\infty = 0\)).

\[\square\]

**Remark 3.2.** Let us observe that for any \(N \geq 2\) if \(\beta = 2m\) for some \(m \in \mathbb{N}\) then \(\theta_{k,\beta} = 0\) for \(k \geq m + 1\).

By exploiting the behaviour of the involved \(\Gamma\) functions, we can show a recursive formula for the eigenvalues \(\theta_{k,\beta}\).

**Proposition 3.3.** It holds

\[
\theta_{k+1,\beta} = \frac{\frac{\beta}{2} - k}{\frac{\beta + 2N - 2}{2} + k} \theta_{k,\beta}
\]

and then, for any \(k \in \mathbb{N}\), one has \(|\theta_{k+1,\beta}| \leq |\theta_{k,\beta}|\). In particular it holds \(|\theta_{k+1,\beta}| \leq |\theta_{0,\beta}|\).
Proof. First of all, by Remark 3.2, we have that if \( \beta = 2m \) for some \( m \in \mathbb{N} \) the sequence \( \theta_{k, \beta} \) is definitely 0. Thus let us suppose that \( \beta \neq 2m \) for any \( m \in \mathbb{N} \). Let us set

\[
C_{\beta} = (N - 1)\omega_{N-1} 2^{\frac{\beta + 2N - 4}{2}} \Gamma \left( \frac{\beta + N - 1}{2} \right) \Gamma \left( \frac{N - 1}{2} \right) \Gamma \left( \frac{\beta + 2}{2} \right)
\]

\[
\mu_{k, \beta} = \frac{1}{\Gamma \left( \frac{\beta + 2}{2} - k \right) \Gamma \left( \frac{\beta + 2N - 2}{2} + k \right)}
\]

(3.8)

in such a way that \( \theta_{k, \beta} = (-1)^k C_{\beta} \mu_{k, \beta} \). Hence, it is only necessary to show the recursive formula and the bounds for \( \mu_{k, \beta} \). We have

\[
\mu_{k+1, \beta} = \frac{1}{\Gamma \left( \frac{\beta + 2}{2} - k - 1 \right) \Gamma \left( \frac{\beta + 2N - 2}{2} + k + 1 \right)} = \frac{\beta - k}{\beta + 2N - 2 + 2k} \mu_{k, \beta}.
\]

Moreover, taking the absolute value, we have

\[
|\mu_{k+1, \beta}| = \frac{1}{\beta + 2N - 2 + 2k} |\mu_{k, \beta}|
\]

and we conclude the proof observing that for any \( k \in \mathbb{N} \) it holds \( |\beta - 2k| \leq |\beta + 2N - 2 + 2k| \). \( \square \)

Concerning the asymptotics of \( \theta_{k, \beta} \), we can show the following result, as a consequence of the recursive formula (3.7).

**Corollary 3.4.** It holds \( \lim_{k \to +\infty} \theta_{k, \beta} = 0 \).

**Proof.** We have

\[
\lim_{k \to +\infty} k \left( \frac{|\theta_{k, \beta}|}{|\theta_{k+1, \beta}|} - 1 \right) = \lim_{k \to +\infty} k \left( \frac{k + \beta + 2N - 2}{k - \beta} - 1 \right) = \lim_{k \to +\infty} k \frac{(\beta + N - 1)}{k - \beta} = \beta + N - 1 > 1,
\]

that, by Raabe’s test (see, for instance, [4], P. 33), implies \( |\theta_{k, \beta}| \to 0 \). \( \square \)

**Remark 3.5.** The previous Corollary is, in general, true for any spherical convolution operator (see [43], Lem. 6.2).

### 3.1. A Marchaud-type fractional integral on the sphere

Together with \( K_{\beta} \), we can consider also the fractional integral on the sphere defined as

\[
\mathcal{I}_\beta[u](\omega) = 2 \int_{S^{N-1}} |\omega - \xi|^\beta (u(\omega) - u(\xi)) d\mathcal{H}^{N-1}(\xi).
\]

Let us observe that for \( \beta \in (1 - N, 0) \), this operator reminds of Marchaud fractional derivative (see [17]) so we will refer to \( \mathcal{I}_\beta \) as a Marchaud-type fractional integral.

Since we have already determined the eigenvalues of \( K_{\beta} \), it is easy to determine the ones of \( \mathcal{I}_\beta \).
Corollary 3.6. Let us denote by $S_k$ the space of the $k$-th spherical harmonics. Then, for each $k \geq 0$ and $Y_k \in S_k$ it holds
\[
I_{\beta}[Y_k](\omega) = \lambda_{k,\beta}Y_k(\omega)
\]
where
\[
\lambda_{k,\beta} = 2^{1+\frac{\beta}{2}}[\theta_{0,\beta} - \theta_{k,\beta}].
\]

Hence, in particular, it holds $\lim_{k \to +\infty} \lambda_{k,\beta} = 2^{1+\frac{\beta}{2}}\theta_{0,\beta}$.

Proof. Just observe that for any $u \in L^\infty(S^{N-1})$ it holds
\[
I_{\beta}[u](\omega) = 2^{1+\frac{\beta}{2}}(\theta_{0,\beta}u(\omega) - K_{\beta}[u](\omega)).
\]

Now, by using the recursive formula proved in Proposition 3.3 for $\mu_{k,\beta}$ defined as in (3.8), we obtain a formula to obtain an expression of $\lambda_{k,\beta}$ in terms of $\mu_{0,\beta}$.

Lemma 3.7. Defining $\tilde{C}_\beta = 2^{1+\frac{\beta}{2}}C_\beta$, where $C_\beta$ is defined as in (3.8), it holds
\[
\lambda_{k,\beta} = \tilde{C}_\beta \left(1 + \frac{(-1)^{k+1}}{\prod_{j=0}^{k-1} \frac{\beta - 2j}{\beta + 2N - 2 + 2j}}\right) \mu_{0,\beta}.
\] (3.9)

Proof. By the recursive formula proved in Proposition 3.3, we have
\[
\mu_{k,\beta} = \prod_{j=0}^{k-1} \frac{\beta - 2j}{\beta + 2N - 2 + 2j} \mu_{0,\beta}.
\]
Thus, by recalling that for any $k \geq 0$ it holds $\theta_{k,\beta} = (-1)^kC_\beta\mu_{k,\beta}$ and $\lambda_{k,\beta} = 2^{1+\frac{\beta}{2}}(\theta_{0,\beta} - \theta_{k,\beta})$ we complete the proof.

Now let us argue concerning the supremum of the eigenvalues. We have the following result.

Proposition 3.8. For any $\beta > 0$ it holds $\lambda_{1,\beta} = \max_{k \geq 0} \lambda_{k,\beta}$. Moreover, for any $k \geq 2$ it holds
\[
\lambda_{1,\beta} - \lambda_{k,\beta} \geq D_\beta > 0
\] (3.10)
where
\[
D_\beta = \frac{\beta \mu_{0,\beta} \tilde{C}_\beta}{\beta + 2N - 2}
\begin{cases}
1 - \frac{2-\beta}{\beta + 2N} & \beta \in (0,2) \\
1 & \beta \in [2,4] \\
1 - \frac{(\beta-2)(\beta-4)}{(\beta+2N)(\beta+2N+2)} & \beta > 4
\end{cases}
\] (3.11)
and $\tilde{C}_\beta$ is defined as in Lemma 3.7.
Proof. Let us first observe that $\lambda_{0,\beta} = 0$ for any $\beta > 0$. Moreover we also have $\mu_{0,\beta} > 0$ and $\tilde{C}_\beta > 0$, thus

$$
\lambda_{1,\beta} = \tilde{C}_\beta \left( 1 + \frac{\beta}{\beta + 2N - 2} \right) \mu_{0,\beta} > 0
$$

Moreover, for any $k \geq 2$ we have, recalling (3.9),

$$
\lambda_{1,\beta} - \lambda_{k,\beta} = \tilde{C}_\beta \frac{\beta}{\beta + 2N - 2} \mu_{0,\beta} \left( 1 - (-1)^{k+1} \prod_{j=1}^{k-1} \frac{\beta - 2j}{\beta + 2N - 2 + 2j} \right)
$$

$$
\geq \tilde{C}_\beta \frac{\beta}{\beta + 2N - 2} \mu_{0,\beta} \left( 1 - \prod_{j=1}^{k-1} \frac{|\beta - 2j|}{\beta + 2N - 2 + 2j} \right) \geq 0,
$$

since $\frac{|\beta - 2j|}{\beta + 2N - 2 + 2j} \leq 1$ for any $j \leq k - 1$. Thus we have that $\lambda_{1,\beta} = \max_{k \geq 0} \lambda_{k,\beta}$.

Now let us show relation (3.10). First of all, let us work with $\beta < 2$. If $\beta \in (0, 2)$ then we can show that $(\lambda_{k,\beta})_{k \geq 1}$ is a decreasing sequence. Indeed, we have, since $\beta - 2j < 0$,

$$
\lambda_{k,\beta} - \lambda_{k+1,\beta} = (-1)^{k+1} \tilde{C}_\beta \frac{\beta}{\beta + 2N - 2} \left( \prod_{j=1}^{k-1} \frac{\beta - 2j}{\beta + 2N - 2 + 2j} \right) \times \left( 1 + \frac{2k - \beta}{\beta + 2N - 2 + 2k} \right) \mu_{0,\beta} \geq 0.
$$

Hence we have that, for $\beta \in (0, 2)$, it holds

$$
\lambda_{1,\beta} - \lambda_{k,\beta} \geq \lambda_{1,\beta} - \lambda_{2,\beta} = \frac{\beta}{\beta + 2N - 2} \tilde{C}_\beta \mu_{0,\beta} \left( 1 - \frac{2 - \beta}{\beta + 2N} \right).
$$

Now let us consider $\beta = 2$. We have $\lambda_{k,\beta} = \tilde{C}_\beta \mu_{0,\beta}$ for any $k \geq 2$ and then

$$
\lambda_{1,\beta} - \lambda_{k,\beta} \geq \lambda_{1,\beta} - \tilde{C}_\beta \mu_{0,\beta} = \frac{1}{N} \tilde{C}_\beta \mu_{0,\beta}.
$$

Let us now consider $\beta > 2$. Exploiting $\lambda_{2,\beta}$ we have

$$
\lambda_{2,\beta} = \tilde{C}_\beta \left( 1 - \frac{\beta(\beta - 2)}{(\beta + 2N)(\beta + 2N - 2)} \right) \mu_{0,\beta} \leq \tilde{C}_\beta \mu_{0,\beta}.
$$

Now let us show that the sequence $(\lambda_{k,\beta})_{k \geq 2}$ is increasing. To do this let us observe that

$$
\lambda_{k+1,\beta} - \lambda_{k,\beta} = (-1)^{k} \tilde{C}_\beta \frac{\beta(\beta - 2)}{(\beta + 2N - 2)(\beta + 2N)} \left( \prod_{j=1}^{k-1} \frac{\beta - 2j}{\beta + 2N - 2 + 2j} \right) \times \left( 1 + \frac{2k - \beta}{\beta + 2N - 2 + 2k} \right) \mu_{0,\beta} \geq 0.
$$

Let us also recall, by Corollary 3.4, that $\lambda_{k,\beta} \to \tilde{C}_\beta \mu_{0,\beta}$ as $k \to +\infty$ to achieve that, for any $k \geq 2$

$$
\lambda_{1,\beta} - \lambda_{k,\beta} \geq \lambda_{1,\beta} - \tilde{C}_\beta \mu_{0,\beta} = \frac{\beta \mu_{0,\beta} \tilde{C}_\beta}{\beta + 2N - 2}.
$$
Now let us consider $\beta = 4$. Then for any $k \geq 3$ it holds $\lambda_{k,\beta} = \tilde{C}_{\beta} \mu_{0,\beta}$ obtaining again the previous estimate. Finally, for $\beta > 4$, we have

$$
\lambda_{3,\beta} = \tilde{C}_{n,\beta} \left( 1 + \frac{\beta(\beta + 2)(\beta + 4)}{\beta + 2N - 2}(\beta + 2N)(\beta + 2N + 2) \right) \mu_{0,\beta} > \tilde{C}_{n,\beta} \mu_{0,\beta}
$$

while, with the same strategy as before, we can show that $(\lambda_{k,\beta})_{k \geq 3}$ is a decreasing sequence. Hence we have, for any $k \geq 2$,

$$
\lambda_{1,\beta} - \lambda_{k,\beta} \geq \lambda_{1,\beta} - \lambda_{3,\beta} = \frac{\beta \mu_{0,\beta} \tilde{C}_{\beta}}{\beta + 2N - 2} \left( 1 - \frac{(\beta - 2)(\beta - 4)}{(\beta + 2N)(\beta + 2N + 2)} \right),
$$

concluding the proof.

**Remark 3.9.** In the proof of the previous Proposition we exploited the initially oscillatory behaviour of the eigenvalues $\lambda_{k,\beta}$ for $\beta \leq 4$. To conclude the study of the eigenvalues of $I_{\beta}$, let us show that this initially oscillatory behaviour actually holds for any $\beta > 2$ (as opposed to what happens in the case $\beta < 0$, see [18]). Precisely, let $\lambda_{\infty,\beta} := \tilde{C}_{\beta} \mu_{0,\beta}$, where $\tilde{C}_{\beta}$ is defined in Lemma 3.7. Thus, from equation (3.9), we get

$$
\lambda_{k,\beta} - \lambda_{\infty,\beta} = (-1)^{k+1} \mu_{0,\beta} \prod_{j=0}^{k-1} \frac{\beta - 2j}{\beta + 2N - 2 + 2j}.
$$

Observing that for $k < \frac{\beta}{2} + 1$ it holds $\prod_{j=0}^{k-1} \frac{\beta - 2j}{\beta + 2N - 2 + 2j} > 0$, we have

$$
(-1)^{k}(\lambda_{k,\beta} - \lambda_{\infty,\beta}) < 0, \quad \forall k < \frac{\beta}{2} + 1,
$$

that is to say that the first $\left\lfloor \frac{\beta}{2} \right\rfloor$ eigenvalues oscillate around the limit value $\lambda_{\infty,\beta}$. If $\beta = 2n$ for some positive integer $n$, then equation (3.9) tells us that $\lambda_{k,\beta} = \lambda_{\infty,\beta}$ for any $k \geq \frac{\beta}{2} + 1$. Otherwise, for $k > \frac{\beta}{2} + 1$, setting $\tilde{k}(\beta) = \left\lceil \frac{\beta}{2} \right\rceil$, one gets

$$
\lambda_{k+1,\beta} - \lambda_{k,\beta} = \left( -1 \right)^{k+1} \frac{\beta - 2j}{\beta + 2N - 2 + 2j} \prod_{j=0}^{\tilde{k}(\beta)} \frac{\beta - 2j}{\beta + 2N - 2 + 2j} \prod_{j=\tilde{k}(\beta)+1}^{k-1} \frac{\beta - 2j}{\beta + 2N - 2 + 2j} \left( \frac{2k - \beta}{\beta + 2N - 2 + 2k} + 1 \right).
$$

Being $\beta - 2j < 0$ for any $j > \tilde{k}(\beta)$, it follows that $(-1)^{k-\tilde{k}(\beta)} \prod_{j=\tilde{k}(\beta)+1}^{k-1} \frac{\beta - 2j}{\beta + 2N - 2 + 2j} > 0$. Thus, we finally get

$$
(-1)^{\tilde{k}(\beta)+1}(\lambda_{k+1,\beta} - \lambda_{k,\beta}) > 0,
$$

that implies that the sequence $(\lambda_{k,\beta})_{k > \tilde{k}(\beta)}$ monotonically (increasing or decreasing depending on the parity of $\tilde{k}(\beta)$) converges towards $\lambda_{\infty,\beta}$. 
4. A Fuglede-type result for $\mathcal{G}_\beta$

As a first step to prove Theorem 1.1, we want to obtain a Fuglede-type result for the functional $\mathcal{G}_\beta$. Let us first recall the definition of nearly-spherical domain (see [26] for the definition or [27] for an almost complete survey on quantitative isoperimetric inequalities).

**Definition 4.1.** Let us denote by $B$ the unit ball of $\mathbb{R}^N$ centred at the origin. We say that a set $E \subset \mathbb{R}^N$ is nearly spherical if there exists $t \in (0, 1)$ and $u \in L^\infty(S^{N-1})$ with $\|u\|_{L^\infty(S^{N-1})} \leq \frac{1}{2}$ such that, up to a translation, $E = E_{t,u}$, where

$$E_{t,u} = \{ x \in \mathbb{R}^N : x = \rho z, \ z \in S^{N-1}, \ \rho \in (0, 1 + tu(z)) \}.$$  \hfill (4.1)

Let us observe that while in the usual definition of nearly spherical set (see [26]), it is required that $u \in W^{1,\infty}(S^{N-1})$, here we do not need to assume the Lipschitz continuity of the function $u$. Such assumption will be instead needed as we approach the problem with the mixed energy, as we will see later.

Concerning nearly-spherical sets, we want to show the following result, where $\mathcal{D}_\beta(E) = \mathcal{G}_\beta(E) - \mathcal{G}_\beta(B)$.

**Theorem 4.2.** Let $\beta > 0$. There exist two constants $\varepsilon_0 > 0$ and $C(N, \beta) > 0$ with the property that if $t \in (0, \varepsilon_0)$, $u \in L^\infty(S^{N-1})$ with $\|u\|_{L^\infty(S^{N-1})} \leq \frac{1}{2}$ and $E_{t,u}$ is a nearly spherical set as in (4.1), such that $|E_{t,u}| = \omega_N$ and the baricenter of $E_{t,u}$ is at the origin, then

$$\mathcal{D}_\beta(E_{t,u}) \geq C(N, \beta) t^2 \|u\|^2_{L^2(S^{N-1})}.$$  

Let us observe that Theorem 4.2 actually implies Theorem 1.1 in the nearly spherical context. To see this, let us first recall the definition of (non-normalized) Fraenkel asymmetry as, for any measurable set $E$ such that $|E| = \omega_N$, denoting by $B(x)$ the ball of radius 1 and centre $x \in \mathbb{R}^N$ and by $\Delta$ the symmetric difference,

$$\delta(E) = \inf_{x \in \mathbb{R}^N} |E \Delta B(x)|$$

Thus, for a nearly spherical set $E_{t,u}$, we have the following chain of inequalities:

$$\delta(E_{t,u}) \leq |E_{t,u} \Delta B| = \|tu\|_{L^1(S^{N-1})} \leq t \sqrt{N\omega_N} \|u\|_{L^2(S^{N-1})},$$

obtaining the desired implication.

Another quantity we will work with is the following semi-norm on $L^\infty(S^{N-1})$: for $\beta > 0$ and for any $u \in L^\infty(S^{N-1})$

$$[u]_\beta^2 = \int_{S^{N-1}} \int_{S^{N-1}} |\omega - \xi|^\beta |u(\omega) - u(\xi)|^2 d\mathcal{H}^{N-1}(\omega) d\mathcal{H}^{N-1}(\xi).$$

Let us observe that for $\beta \in (-N, 0)$, this actually reminds of a Besov semi-norm on $S^{N-1}$.

The first easy observation we can show gives us the link between this semi-norm and the Marchaud-type fractional integral.

**Lemma 4.3.** Let $\beta \in (-N, 0)$ and $u \in L^\infty(S^{N-1})$. Then

$$[u]_\beta^2 = \int_{S^{N-1}} \mathcal{I}_\beta |u| u d\mathcal{H}^{N-1}(\omega)$$  \hfill (4.2)
Proof. Let us just observe that

\[
\int_{S^{N-1}} \int_{S^{N-1}} |\omega - \xi|^\beta |u(\omega) - u(\xi)|^2 d\mathcal{H}^{N-1}(\omega) d\mathcal{H}^{N-1}(\xi)
= \int_{S^{N-1}} \int_{S^{N-1}} |\omega - \xi|^\beta (u(\omega) - u(\xi)) u(\omega) d\mathcal{H}^{N-1}(\omega) d\mathcal{H}^{N-1}(\xi)
+ \int_{S^{N-1}} \int_{S^{N-1}} |\omega - \xi|^\beta (u(\xi) - u(\omega)) u(\xi) d\mathcal{H}^{N-1}(\omega) d\mathcal{H}^{N-1}(\xi)
\]

thus equation (4.2) follows from Fubini’s theorem and the definition of $I_{\beta}[u]$. \qed

To show Theorem 4.2 we need the following preliminary result that will make use of the aforementioned seminorm.

**Lemma 4.4.** Fix $\beta > 0$. Then it holds

\[
\lambda_{1,\beta} = \frac{N(\beta + N)(\beta + 2N)}{N\omega_N} \Theta_\beta(B). \quad (4.3)
\]

**Proof.** Let us first observe that it holds

\[
\Theta_\beta(B) = \omega_N \int_B |x - y|^\beta dx
\]

by exploiting the fact that the integral $\int_B |x - y|^\beta dx$ is constant with respect to $y$.

Now let us consider $S_1$ the space of spherical 1-harmonic function. A basis for $S_1$ is given by the coordinate functions $\omega \mapsto \omega_i$ for $i = 1, \ldots, N$. In particular, it holds, by equation (4.2),

\[
[\omega_i]_\beta^2 = \lambda_{1,\beta} \int_{S^{N-1}} |\omega_i|^2 d\mathcal{H}^{N-1}(\omega).
\]

On the other hand, by definition,

\[
[\omega_i]_\beta^2 = \int_{S^{N-1}} \int_{S^{N-1}} |\omega - \xi|^\beta |\omega_i - \xi_i|^2 d\mathcal{H}^{N-1}(\omega) d\mathcal{H}^{N-1}(\xi).
\]

Hence, for any $i = 1, \ldots, N$, we obtain the identity

\[
\lambda_{1,\beta} \int_{S^{N-1}} |\omega_i|^2 d\mathcal{H}^{N-1}(\omega) = \int_{S^{N-1}} \int_{S^{N-1}} |\omega - \xi|^\beta |\omega_i - \xi_i|^2 d\mathcal{H}^{N-1}(\omega) d\mathcal{H}^{N-1}(\xi).
\]

Thus, summing over $i$, we get

\[
\lambda_{1,\beta} N\omega_N = \int_{S^{N-1}} \int_{S^{N-1}} |\omega - \xi|^\beta+2 d\mathcal{H}^{N-1}(\omega) d\mathcal{H}^{N-1}(\xi).
\]

Now let us define the function $L : S^{N-1} \to \mathbb{R}$ as

\[
L(\xi) = \int_{S^{N-1}} |\omega - \xi|^\beta+2 d\mathcal{H}^{N-1}(\omega).
\]
Let us also define $\ell(z) = \frac{1}{|z|^2} |z|^\beta z$ so that $\nabla \ell(z) = |z|^\beta z$. This leads to

$$L(\xi) = \int_{S^{N-1}} \nabla \ell(\omega - \xi) \cdot \omega d \mathcal{H}^{N-1}(\omega) - \int_{S^{N-1}} \nabla \ell(\omega - \xi) \cdot \xi d \mathcal{H}^{N-1}(\omega).$$  \hspace{1cm} (4.5)

Now let us denote by $\nabla_\tau$ the tangential gradient and with $\frac{\partial}{\partial n(\omega)}$ the normal derivative. Hence we can split

$$\nabla \ell(\omega - \xi) = \nabla_\tau \ell(\omega - \xi) + \frac{\partial \ell}{\partial n(\omega)}(\omega - \xi) \omega.$$

Thus, also recalling that $|\omega|^2 = 1$ and $\nabla (\omega \cdot \xi) = \xi$, we have, by equation (4.5),

$$L(\xi) = \int_{S^{N-1}} \frac{\partial \ell}{\partial n(\omega)}(\omega - \xi)(1 - \omega \cdot \xi)d \mathcal{H}^{N-1}(\omega) - \int_{S^{N-1}} \nabla_\tau \ell(\omega - \xi) \cdot \nabla_\tau (\omega \cdot \xi)d \mathcal{H}^{N-1}(\omega).$$  \hspace{1cm} (4.6)

Now we need to study the two integrals separately. Let us define the functions $A, B : S^{N-1} \rightarrow \mathbb{R}$ as

$$A(\xi) = \int_{S^{N-1}} \frac{\partial \ell}{\partial n(\omega)}(\omega - \xi)(1 - \omega \cdot \xi)d \mathcal{H}^{N-1}(\omega)$$

$$B(\xi) = \int_{S^{N-1}} \nabla_\tau \ell(\omega - \xi) \cdot \nabla_\tau (\omega \cdot \xi)d \mathcal{H}^{N-1}(\omega).$$

Concerning $A$, we have, by the divergence theorem,

$$A(\xi) = \int_{B} \nabla \ell(\omega - \xi) \cdot \nabla (1 - \omega \cdot \xi)d\omega + \int_{B} \Delta \ell(\omega - \xi)(1 - \omega \cdot \xi)d\omega.$$

Observing that $\Delta \ell(\omega - \xi) = (\beta + N)|\omega - \xi|^\beta$, $\nabla (1 - \omega \cdot \xi) = -\xi$ and recalling that $\nabla \ell(\omega - \xi) = |\omega - \xi|^\beta (\omega - \xi)$, it holds

$$A(\xi) = \int_{B} |\omega - \xi|^\beta (1 - \omega \cdot \xi)d\omega + (\beta + N) \int_{B} |\omega - \xi|^\beta (1 - \omega \cdot \xi)d\omega$$

$$= (\beta + N + 1) \int_{B} |\omega - \xi|^\beta (1 - \omega \cdot \xi)d\omega.$$

Concerning $B$, by integration by parts on $S^{N-1}$, we have

$$B(\xi) = -\int_{S^{N-1}} \ell(\omega - \xi) \Delta_{S^{N-1}} (\omega \cdot \xi)d \mathcal{H}^{N-1}(\omega)$$

where $\Delta_{S^{N-1}}$ is the Laplace-Beltrami operator on $S^{N-1}$. In particular, since the first eigenvalue of $-\Delta_{S^{N-1}}$ is $N - 1$ and it is achieved for functions in $\mathcal{S}_1$, we have $-\Delta_{S^{N-1}} (\omega \cdot \xi) = (N - 1)\omega \cdot \xi$. Thus, by also using the definition of $\ell$,

$$B(\xi) = \frac{N - 1}{\beta + 2} \int_{S^{N-1}} |\omega - \xi|^\beta + 2 \omega \cdot \xi d \mathcal{H}^{N-1}(\omega).$$
Hence, by using the fact that \( L(\xi) = A(\xi) + B(\xi) \), we have

\[
L(\xi) = (\beta + N + 1) \int_B |\omega - \xi|^\beta (1 - \omega \cdot \xi) d\omega - \frac{N - 1}{\beta + 2} \int_{S^{N-1}} |\omega - \xi|^{\beta+2} \omega \cdot \xi d\mathcal{H}^{N-1}(\omega).
\]

Integrating both sides on \( S^{N-1} \) and using Fubini’s theorem we have

\[
N\omega_N \lambda_{1,\beta} = (\beta + N + 1) \int_B \int_{S^{N-1}} |\omega - \xi|^\beta (1 - \omega \cdot \xi) d\mathcal{H}^{N-1}(\xi) d\omega
- \frac{N - 1}{\beta + 2} \int_{S^{N-1}} \int_{S^{N-1}} |\omega - \xi|^{\beta+2} \omega \cdot \xi d\mathcal{H}^{N-1}(\omega) d\mathcal{H}^{N-1}(\xi).
\]

Concerning the first integral, we achieve, by using the divergence theorem and recalling (4.4),

\[
\int_{S^{N-1}} |\omega - \xi|^\beta (1 - \omega \cdot \xi) d\mathcal{H}^{N-1}(\xi) = \int_{S^{N-1}} \nabla \ell(\xi - \omega) \cdot \xi d\mathcal{H}^{N-1}(\xi)
= \int_\Delta \nabla \ell(\xi - \omega) d\xi
= (\beta + N) \int_B |\omega - \xi|^\beta d\xi = \frac{(\beta + N)}{\omega_N} \mathfrak{S}_\beta(B)
\]

and then

\[
\lambda_{1,\beta} = \frac{(\beta + N)(\beta + N + 1)}{N\omega_N} \mathfrak{S}_\beta(B) - \frac{N - 1}{N\omega_N(\beta + 2)} \int_{S^{N-1}} \int_{S^{N-1}} |\omega - \xi|^{\beta+2} \omega \cdot \xi d\mathcal{H}^{N-1}(\omega) d\mathcal{H}^{N-1}(\xi).
\]  

(4.7)

Now we need to evaluate the second integral in terms of \( \mathfrak{S}_\beta(B) \). To do this, let us set \( G_1(\xi) = |\xi|^\beta \) and, observing that \( \nabla G_1(\xi) = |\xi|^{\beta-2} \xi \), we achieve, by using the divergence theorem,

\[
\int_B |\omega - \xi|^\beta d\omega = \frac{1}{\beta} \int_B \nabla G_1(\omega - \xi) \cdot (\omega - \xi) d\omega
= -\frac{1}{\beta} \int_B G_1(\omega - \xi) \text{div}(\omega - \xi) d\omega
+ \frac{1}{\beta} \int_{S^{N-1}} G_1(\omega - \xi)(\omega - \xi) \cdot \omega d\mathcal{H}^{N-1}(\omega)
= -\frac{N}{\beta} \int_B |\omega - \xi|^\beta + \frac{1}{\beta} \int_{S^{N-1}} |\omega - \xi|^\beta(\omega - \xi) \cdot \omega d\mathcal{H}^{N-1}(\omega).
\]

Integrating both sides in \( B \), multiplying by \( \beta \) and using Fubini’s theorem, we have

\[
(\beta + N) \mathfrak{S}_\beta(B) = \int_{S^{N-1}} \int_B |\xi - \omega|^\beta(\omega - \xi) \cdot \omega d\xi d\mathcal{H}^{N-1}(\omega).
\]

Setting \( G_2(\xi) = |\xi|^{\beta+2} \) and arguing as before, by the divergence theorem, we get

\[
\int_B |\xi - \omega|^\beta(\omega - \xi) \cdot \omega d\xi = -\frac{1}{\beta + 2} \int_B \nabla G_2(\xi - \omega) \cdot \omega d\xi
= -\frac{1}{\beta + 2} \int_{S^{N-1}} G_2(\xi - \omega) \xi \cdot \omega d\mathcal{H}^{N-1}(\xi)
\]
Recalling that $\omega$

Now let us recall that for any $u$

Concerning the one-dimensional integrals, we can use the change of variables $\bar{r}$

Since in the rest of the proof $E$

Proof of Theorem 4.2. Since in the rest of the proof $u$ will be fixed, we shall simply write $E_t$ instead of $E_{t,u}$.

Let $E_t$ be the nearly spherical set in consideration. Then we can write, by coarea formula,

Concerning the one-dimensional integrals, we can use the change of variables $\bar{r} = r(1 + tu(\omega))$ and $\bar{\rho} = \rho(1 + tu(\xi))$ to achieve

Recalling that $\omega^2 = \xi^2 = 1$, it is easy to check that $|\bar{r} \omega - \bar{\rho} \xi|^2 = |\bar{r} - \bar{\rho}|^2 + \bar{r} \bar{\rho} |\omega - \xi|^2$ and then

Now let us recall that for any $a, b > 0$ and any symmetric function $f(\bar{r}, \bar{\rho})$ one has

The integrand in (4.9) is symmetric in $\bar{r}$ and $\bar{\rho}$ thus we can apply the previous decomposition to achieve

Hence we finally obtain

Formula (4.3) follows by using identity (4.8) in equation (4.7). $\square$

Now we are ready to prove the main Theorem of this section.

Proof of Theorem 4.2. Since in the rest of the proof $u$ will be fixed, we shall simply write $E_t$ instead of $E_{t,u}$. Let $E_t$ be the nearly spherical set in consideration. Then we can write, by coarea formula,

\[
\mathfrak{G}_\beta(E_t) = \int_{E_t} \int_{E_t} |x - y|^\beta \, dx \, dy
\]

\[
\mathfrak{G}_\beta(E_t) = \int_B \int_B \left| x \left( 1 + tu \left( \frac{x}{|x|} \right) \right) - y \left( 1 + tu \left( \frac{y}{|y|} \right) \right) \right|^\beta \times \left( 1 + tu \left( \frac{x}{|x|} \right) \right)^N \left( 1 + tu \left( \frac{y}{|y|} \right) \right)^N \, dx \, dy
\]

\[
\mathfrak{G}_\beta(E_t) = \int_{S^{N-1}} \int_{S^{N-1}} \int_0^{1+tu(\omega)} \int_0^{1+tu(\xi)} |\bar{r} \omega - \bar{\rho} \xi|^\beta \times \bar{r}^{N-1} \bar{\rho}^{N-1} \, d\bar{\rho} \, d\bar{r} \, d\mathcal{H}^{N-1}(\xi) \, d\mathcal{H}^{N-1}(\omega).
\]

\[
\mathfrak{G}_\beta(E_t) = \int_{S^{N-1}} \int_{S^{N-1}} \int_0^{1+tu(\omega)} \int_0^{1+tu(\xi)} \left( |\bar{r} - \bar{\rho}|^2 + \bar{r} \bar{\rho} |\omega - \xi|^2 \right)^{\frac{\beta}{2}} \times \bar{r}^{N-1} \bar{\rho}^{N-1} \, d\bar{\rho} \, d\bar{r} \, d\mathcal{H}^{N-1}(\xi) \, d\mathcal{H}^{N-1}(\omega).
\]
\[- \frac{1}{2} \int_{S^{N-1}} \int_{S^{N-1}} \int_{1+tu(\omega)}^{1+tu(\xi)} (|\bar{r} - \bar{\rho}|^2 + \bar{r}\bar{\rho}|\omega - \xi|^2)^\frac{\beta}{2} \times \bar{r}^{N-1}\bar{\rho}^{N-1} \, d\bar{\rho} \, d\bar{r} \, d\mathcal{H}^{N-1}(\xi) \, d\mathcal{H}^{N-1}(\omega) := A_1(E_t) + A_2(E_t). \]

Let us work with $A_1(E_t)$. Applying again the change of variables $\bar{r} = r(1 + tu(\omega))$ and $\bar{\rho} = \rho(1 + tu(\xi))$, we obtain

\[ A_1(E_t) = \int_{S^{N-1}} (1 + tu(\omega))^{\beta+2N} \int_{S^{N-1}} \int_{0}^{1} \int_{0}^{1} (|r - \rho|^2 + r\rho|\omega - \xi|^2)^\frac{\beta}{2} \times r^{N-1}\rho^{N-1} \, dr \, d\rho \, d\mathcal{H}^{N-1}(\xi) \, d\mathcal{H}^{N-1}(\omega). \]

Observing that $|\omega - \xi|^2 = 2(1 - \omega \cdot \xi)$ we set

\[ K(\omega \cdot \xi) := \int_{0}^{1} \int_{0}^{1} (|r - \rho|^2 + r\rho|\omega - \xi|^2)^\frac{\beta}{2} r^{N-1}\rho^{N-1} \, dr \, d\rho, \]

\[ \gamma := \int_{S^{N-1}} K(\omega \cdot \xi) \, d\mathcal{H}^{N-1}(\xi) \]

and observe that $\gamma$ is a constant with respect to $\omega$ to achieve

\[ A_1(E_t) = \gamma \int_{S^{N-1}} (1 + tu(\omega))^{\beta+2N} \, d\mathcal{H}^{N-1}(\omega). \]

Now we need to evaluate $\gamma$. To do this, let us observe that $A_2(B) = 0$ and then it holds

\[ \mathfrak{G}_\beta(B) = A_1(B) = N\gamma_{\omega N} \]

and then $\gamma = \frac{\mathfrak{G}_\beta(B)}{N\omega N}$. Thus we finally achieve

\[ A_1(E_t) = \frac{\mathfrak{G}_\beta(B)}{N\omega N} \int_{S^{N-1}} (1 + tu(\omega))^{\beta+2N} \, d\mathcal{H}^{N-1}(\omega). \]

Concerning $A_2(E_t)$, we apply the change of variables $1 + t\bar{r} = \bar{r}$ and $1 + t\bar{\rho} = \bar{\rho}$ and we obtain

\[ A_2(E_t) = -\frac{t^2}{2} g(t) \]

where

\[ g(t) = \int_{S^{N-1}} \int_{S^{N-1}} \int_{u(\omega)}^{u(\xi)} \int_{u(\omega)}^{u(\xi)} f(1 + t\bar{r}, 1 + t\bar{\rho}, \omega - \xi) d\bar{\rho} \, d\bar{r} \, d\mathcal{H}^{N-1}(\xi) \, d\mathcal{H}^{N-1}(\omega) \]

and

\[ f(r, \rho, p) = (|r - \rho|^2 + r\rho|p|^2)^\frac{\beta}{2} r^{N-1}\rho^{N-1}. \]
With some cumbersome calculations, one can show that for $t$ small enough, $\omega, \xi \in S^{N-1}$ and $\beta \geq 1$ it holds
\[
\frac{d}{dt} f(1 + t \tilde{r}, 1 + t \tilde{\rho}, \omega - \xi) \leq C
\]
while, for $\beta < 1$, we have
\[
\frac{d}{dt} f(1 + t \tilde{r}, 1 + t \tilde{\rho}, \omega - \xi) \leq C_1 + C_2 t^{\beta - 1} (1 + t \tilde{r})^{N-1} (1 + t \tilde{\rho})^{N-1}.
\]
In both cases, we can differentiate inside the integral so to get $0 \leq g'(t) \leq C \|u\|_{L^\infty(S^{N-1})}^2$. Moreover, by Lagrange theorem, we know that there exists $s \in (0, t)$ such that
\[
g(t) = g(0) + t g'(s) \leq g(0) + C t \|u\|_{L^\infty(S^{N-1})}^2.
\]
However, by definition of $g$, we have
\[
g(0) = \int_{S^{N-1}} \int_{S^{N-1}} |\omega - \xi|^\beta |u(\omega) - u(\xi)|^2 d\mathcal{H}^{N-1}(\omega) d\mathcal{H}^{N-1}(\xi) = [u]_\beta^2
\]
and then
\[
A_2(E_t) \geq - \frac{t^2}{2} [u]_\beta^2 - C t^3 \|u\|_{L^\infty(S^{N-1})}^2,
\]
for a suitable constant $C > 0$ independent of $u$. Finally, we obtain that
\[
\mathcal{G}_\beta(E_t) \geq \frac{\mathcal{G}_\beta(B)}{N \omega_N} \int_{S^{N-1}} (1 + tu(\omega))^{\beta + 2N} d\mathcal{H}^{N-1}(\omega) - \frac{t^2}{2} [u]_\beta^2 - C t^3 \|u\|_{L^\infty(S^{N-1})}^2.
\]
On the other hand, it holds
\[
\mathcal{G}_\beta(B) = \frac{\mathcal{G}_\beta(B)}{N \omega_N} \int_{S^{N-1}} d\mathcal{H}^{N-1}(\omega),
\]
thus
\[
\mathcal{D}_\beta(E_t) \geq \frac{\mathcal{G}_\beta(B)}{N \omega_N} \int_{S^{N-1}} ((1 + tu(\omega))^{\beta + 2N} - 1) d\mathcal{H}^{N-1}(\omega) - \frac{t^2}{2} [u]_\beta^2 - C t^3 \|u\|_{L^\infty(S^{N-1})}^2.
\]
Moreover, we have
\[
(1 + tu(\omega))^{\beta + 2N} - 1 \geq (\beta + 2N) tu(\omega) + \frac{(\beta + 2N)(\beta + 2N - 1)}{2} t^2 u^2(\omega) - C t^3 \|u\|_{L^\infty(S^{N+1})}^3
\]
for some constant $C$, hence (being also $\|u\|_{L^\infty(S^{N-1})} \leq \|u\|_{L^\infty(S^{N-1})}^3$)
\[
\mathcal{D}_\beta(E_t) \geq \frac{\mathcal{G}_\beta(B)(\beta + 2N)}{N \omega_N} \left( t \int_{S^{N-1}} u(\omega) d\mathcal{H}^{N-1}(\omega) + \frac{\beta + 2N - 1}{2} t^2 \|u\|_{L^2(S^{N-1})}^2 \right) - \frac{t^2}{2} [u]_\beta^2 - C t^3 \|u\|_{L^\infty(S^{N-1})}^2.
\]
On the other hand, the condition $|E_t| = \omega_N$ implies
\[
\int_{S^{N-1}} ((1 + tu(\omega))^{N} - 1) \, d\mathcal{H}^{N-1}(\omega) = 0
\]
and then there exists a constant $C > 0$ independent of $u$ such that
\[
t \int_{S^{N-1}} u(\omega) \, d\mathcal{H}^{N-1}(\omega) \geq - \frac{N - 1}{2} t^2 \|u\|_{L^2(S^{N-1})}^2 - Ct^3 \|u\|_{L^\infty(S^{N-1})}^3,
\]
hence we get
\[
\mathcal{D}_\beta(E_t) \geq \frac{\mathcal{G}_\beta(B)(\beta + 2N)(\beta + N)t^2}{2N\omega_N} \|u\|_{L^2(S^{N-1})}^2 - \frac{t^2}{2} [u]_{\beta}^2 - Ct^3 \|u\|_{L^\infty(S^{N-1})}^2.
\]
Finally, by equation (4.3), we achieve
\[
\mathcal{D}_\beta(E_t) \geq \frac{t^2}{2} \left( \lambda_{1,\beta} \|u\|_{L^2(S^{N-1})}^2 - [u]_{\beta}^2 \right) - Ct^3 \|u\|_{L^\infty(S^{N-1})}^2.
\]
Now we need to estimate $[u]_{\beta}^2$ and $\|u\|_{L^2(S^{N-1})}^2$ in terms of spherical harmonics and $(\lambda_k, \beta)_{k \geq 0}$. Thus, for each $S_k$ let us consider $\mathcal{Y}_k = \{Y_{k,j}\}_{j \leq d(k)}$ orthonormal bases of $S_k$, where $d(k) = \dim S_k$, and $a_{k,j}$ the Fourier coefficients of $u$ to write
\[
u(\omega) = \sum_{k=0}^{+\infty} \sum_{j=1}^{d(k)} a_{k,j} Y_{k,j}(\omega).
\]
Since $\mathcal{Y}_k$ are orthonormal bases, we get
\[
\|u\|_{L^2(S^{N-1})}^2 = \sum_{k=0}^{+\infty} \sum_{j=1}^{d(k)} a_{k,j}^2.
\]
On the other hand, by equation (4.2), we also have
\[
[u]_{\beta}^2 = \sum_{k=1}^{+\infty} \sum_{j=1}^{d(k)} \lambda_{k,\beta} a_{k,j}^2.
\]
By using the estimate given in Proposition 3.8, we get
\[
\lambda_{1,\beta} \|u\|_{L^2(S^{N-1})}^2 - [u]_{\beta}^2 \geq \sum_{k=2}^{+\infty} \sum_{j=1}^{d(k)} (\lambda_{1,\beta} - \lambda_{k,\beta}) a_{k,j}^2
\]
\[
\geq D_{\beta} \|u\|_{L^2(S^{N-1})}^2 - D_{\beta} \left( a_0^2 + \sum_{j=1}^{n} a_{1,j}^2 \right).
\]
However, from the volume constraint $|E_t| = \omega_N$ we easily get $a_0^2 \leq Ct^2 \|u\|_{L^2(S^{N-1})}^2$ and, from the barycenter constraint (the fact that the barycenter of $E_t$ is the origin), we also have $a_{1,j}^2 \leq Ct^2 \|u\|_{L^2(S^{N-1})}^2$ for some
constant $C$. Thus, we can always choose $\varepsilon_0$ small enough to have, for any $t \in (0, \varepsilon_0)$,

$$\lambda_{1, \beta} \|u\|_{L^2(S^{N-1})}^2 - [u]_\beta^2 \geq \frac{D_\beta}{2} \|u\|_{L^2(S^{N-1})}^2.$$ 

Using last inequality in equation (4.10) we achieve

$$\mathcal{D}_\beta(E_t) \geq \frac{t^2 D_\beta}{8} \|u\|_{L^2(S^{N-1})}^2 + C t^3 \|u\|_{L^\infty(S^{N-1})}^2.$$ 

Finally, we can consider $\varepsilon_0$ small enough to obtain

$$\mathcal{D}_\beta(E_t) \geq \frac{t^2 D_\beta}{8} \|u\|_{L^2(S^{N-1})}^2,$$

concluding the proof. \hfill \Box

**Remark 4.5.** Since $C(N, \beta) = \frac{D_\beta}{8}$, by equation (3.11) it holds

$$\lim_{\beta \to +\infty} \frac{C(N, \beta)}{C_N^{\infty} 2^\beta - \frac{2N}{2}} = 1,$$

where

$$\tilde{C}_N^{\infty} = 8(N + 2)(N - 1)\omega_{N-1} \Gamma \left( \frac{N - 1}{2} \right) 2^{3N + 1},$$

$$\tilde{C}_N^0 = (N!)^{-1}(N - 1)^2 \omega_{N-1} 2^{N-2} \Gamma \left( \frac{N - 1}{2} \right),$$

and we used the asymptotics of the ratio of Gamma functions (see [45]).

5. **Reducing to a nearly-spherical set**

In this section we want to prove Theorem 1.1 by using the following strategy:

- We show that if the asymmetry is big (in the sense that there exists a constant $\mu > 0$ for which $\delta(E) > \mu$), then also the deficit is big and then Theorem 1.1 follows in such case;
- If the asymmetry is small, then we show we can construct a nearly-spherical set whose asymmetry and deficit are controlled by means of the asymmetry and the deficit of the original set: for such kind of sets we proved Theorem 4.2 and then Theorem 1.1 follows.

Let us first extend the definition of $\mathfrak{G}_\beta$ to couple of functions in $L^1(\mathbb{R}^N)$. Let $f, g \in L^1(\mathbb{R}^N)$ and define

$$\mathfrak{G}_\beta(f, g) = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f(x) g(y) |x - y|^\beta \, dx \, dy.$$ 

We will actually restrict to the case $f, g \in L^1(\mathbb{R}^N; [0, 1])$. Moreover, let us denote $\mathfrak{G}_\beta(f) := \mathfrak{G}_\beta(f, f)$ for any function $f \in L^1(\mathbb{R}^N; [0, 1])$, $\mathfrak{G}_\beta(E, H) := \mathfrak{G}_\beta(\chi_E, \chi_H)$ for any couple of Borel sets $E, H \subseteq \mathbb{R}^N$ with $\chi_E$ and $\chi_H$ their respective characteristic functions. It is also obvious that $\mathfrak{G}_\beta(E) = \mathfrak{G}_\beta(\chi_E) = \mathfrak{G}_\beta(E, E)$ for any Borel set $E \subseteq \mathbb{R}^N$. Let us also denote by $B_r(x)$ the ball centered in $x$ with radius $r > 0$, $B_r$ when $x = 0$ and $B(x)$ when $r = 1$.

Before executing our plan, we need some technical estimates on $\mathfrak{G}_\beta$ and a form of weak* continuity.
5.1. Estimates on $\mathcal{E}_\beta$

The majority of the estimates we are going to show are actually corollary of Riesz inequality (see [40]). A first easy corollary of this inequality is given by the case in which one of the involved functions is radially symmetric and decreasing with respect to the modulus. In such case, since its radial decreasing rearrangement coincides with the function itself, the inequality can be restated as follows:

**Proposition 5.1 (Riesz inequality for decreasing functions).** Let $f, g : \mathbb{R}^N \to \mathbb{R}^+$ be two measurable functions and $h : \mathbb{R}^+ \to \mathbb{R}^+$ be a decreasing function. Then, denoting by $f^*$ and $g^*$ the radial decreasing rearrangements of $f$ and $g$, it holds

$$\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f(z)g(y)h(|z - y|)dz dy \leq \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f^*(z)g^*(y)h(|z - y|)dz dy. \quad (5.1)$$

Moreover, if $h$ is strictly decreasing and $f = g \in L^1(\mathbb{R}^N)$, then equality holds in (5.1) if and only if $f = f^*$.

Let us stress that we considered in the previous Proposition only a particular equality case, while the general one is considered for instance in [5].

This is the main tool adopted in [28]. However, in our case, $h$ is an increasing function. Thus we need to prove a similar inequality in this setting.

**Proposition 5.2 (Riesz inequality for increasing functions).** Let $f, g : \mathbb{R}^N \to \mathbb{R}^+$ be two measurable functions and $h : \mathbb{R}^+ \to \mathbb{R}^+$ be an increasing function. Then, denoting by $f^*$ and $g^*$ the radial decreasing rearrangements of $f$ and $g$, it holds

$$\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f(z)g(y)h(|z - y|)dz dy \geq \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f^*(z)g^*(y)h(|z - y|)dz dy. \quad (5.2)$$

Moreover, if $h$ is strictly increasing and $f = g \in L^1(\mathbb{R}^N)$, then equality holds in (5.2) if and only if $f = f^*$.

**Proof.** Let us fix $m, n \in \mathbb{N}$ and define the following functions

$$f_n = (f \wedge n)\chi_{B_n}, \quad g_n = (g \wedge n)\chi_{B_n}, \quad h_m = h \wedge m, \quad k_m = m - h_m.$$ 

By definition, we have that $f_n, g_n \in L^1(\mathbb{R}^N; \mathbb{R}^+)$ and $k_m$ is decreasing and non-negative, thus we can use Riesz inequality in the form (5.1) to obtain

$$\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f_n(z)g_n(z)k_m(|z - y|)dz dy \leq \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f^*_n(z)g^*_n(z)k_m(|z - y|)dz dy.$$ 

Now, by using the definition of $k_m$ and the fact that any function is equimeasurable with its radial decreasing rearrangement (and $L^1$ is a rearrangement-invariant Banach space), we easily obtain

$$\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f_n(z)g_n(y)h_m(|z - y|)dz dy \geq \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f^*_n(z)g^*_n(y)h_m(|z - y|)dz dy.$$ 

Now let us observe that $f_n \uparrow f$ and so $f_n^* \uparrow f^*$ (see [39], Prop. 7.1.12), the same holds for $g$ and also $h_m \uparrow h$, thus we can send $m \to +\infty$ and $n \to +\infty$ to achieve equation (5.2) by monotone convergence theorem.

Now let us suppose that $h$ is strictly increasing, $f = g \in L^1(\mathbb{R}^N)$ and equality holds in (5.2). We want to show that $f = f^*$ by using the equality case for equation (5.1). However, since $h$ could be unbounded, we have to introduce some auxiliary functions. Being $h$ monotone, it is locally of bounded variation and then it admits
a distributional derivative $\mu$ that is a Radon measure on $[0, +\infty)$. Let us also consider a Borel function $s$ on $[0, +\infty)$ such that $0 < s(x) < 1$ $\mu$-a.e. and
\[
\int_{0}^{+\infty} s(x) d\mu(x) = 1
\]
and let us define
\[
h_1(t) = \int_{[0,t)} s(\tau) d\mu(\tau), \quad h_2(t) = \int_{[0,t)} (1 - s(\tau)) d\mu(\tau).
\]
First of all, let us observe that $h_1(t) + h_2(t) = h(t)$ for all but countably many $t$. Being $h$ strictly increasing, we know that $\mu$ is a positive measure. This, together with $0 < s < 1$ $\mu$-a.e., leads to the fact that $h_i$ is strictly increasing for $i = 1, 2$. Thus, by (5.2) we get
\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f(z) f(y) h_1(|z - y|) dz dy \geq \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f^*(z) f^*(y) h_i(|z - y|) dz dy, \quad i = 1, 2.
\]
Let us suppose that
\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f(z) f(y) h_1(|z - y|) dz dy > \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f^*(z) f^*(y) h_1(|z - y|) dz dy.
\]
Summing the previous inequality with the one in (5.3) for $i = 2$ and using the fact that $h_1 + h_2 = h$ almost everywhere, we get
\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f(z) f(y) h(|z - y|) dz dy > \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f^*(z) f^*(y) h(|z - y|) dz dy,
\]
which is a contradiction with the equality in (5.2). Hence, it holds
\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f(z) f(y) h_1(|z - y|) dz dy = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f^*(z) f^*(y) h_1(|z - y|) dz dy.
\]
Being $\mu$ a positive measure, we have
\[
h_1(t) = \int_{[0,t)} s(\tau) d\mu(\tau) < \int_{0}^{+\infty} s(\tau) d\mu(\tau) = 1,
\]
thus we can consider the strictly decreasing positive function $k(\tau) = 1 - h_1(\tau)$ to achieve
\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f(z) f(y) k(|z - y|) dz dy = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} f^*(z) f^*(y) k(|z - y|) dz dy,
\]
concluding that $f = f^*$ by Proposition 5.1.

Now that we have this result, we can show some lower bounds on the functional $\mathfrak{G}_\beta$. First of all, we have the following lower bound.
Lemma 5.3. Let $\beta > 0$. Then, for any positive measurable function $g : \mathbb{R}^N \to \mathbb{R}^+$ it holds
\[
\int_{\mathbb{R}^N} g(y)|y|^\beta dy \geq \int_{\mathbb{R}^N} g^*(y)|y|^\beta dy.
\]
(5.4)

In particular, for any finite measure Borel set $H \subseteq \mathbb{R}^N$, it holds
\[
\int_H |x - y|^\beta dy \geq \frac{N\omega_N}{\beta + N} r^{\beta + N},
\]
(5.5)

where $r = \left(\frac{|H|}{\omega_N}\right)^{\frac{1}{N}}$. Finally, for any finite measure Borel sets $G, H \subseteq \mathbb{R}^N$, it holds
\[
\mathcal{G}_\beta(G, H) \geq |G|\tau(|H|),
\]
(5.6)

where
\[
\tau(r) = \frac{N\omega_N^{1-\frac{\beta + N}{\beta + N}}}{\beta + N} r^{\frac{\beta + N}{\beta + N}}.
\]

Proof. Let us first observe that arguing as before on the sequence of functions $g_n = (g \wedge n)\chi_{B_n}$, we just have to show inequality (5.4) on bounded functions of compact support. Let us then suppose there exists a constant $M > 0$ such that $g \leq M$ and $\text{supp } g \subseteq B_M$. Fix $\varepsilon \in (0, 1)$ and define $f(z) = \frac{1}{\omega_N}\chi_{B_\varepsilon}(z)$, observing that $f^* \equiv f$. Thus, choosing $h(t) = t^\beta$ for $\beta > 0$, we can use inequality (5.2) to achieve
\[
\int_{B_M} g(y) \int_{B_\varepsilon} |y - z|^\beta dz dy \geq \int_{B_M} g^*(y) \int_{B_\varepsilon} |y - z|^\beta dz dy.
\]

By dominated convergence theorem (that we can use being $g$ and $g^*$ bounded and so $|y - z|^\beta$, since $y \in B_M$ and $z \in B_\varepsilon \subset B_1$), we have, taking $\varepsilon \to 0$,
\[
\int_{B_M} g(y)|y|^\beta dy \geq \int_{B_M} g^*(y)|y|^\beta dy,
\]

which is inequality (5.4). Formula (5.5) follows by considering $g(y) = \chi_H(x + y)$. Indeed in such case we have $g^*(y) = \chi_{B_\varepsilon}(y)$ and then
\[
\int_H |x - y|^\beta dy = \int_{\mathbb{R}^N} g(y)|y|^\beta dy \geq \int_{\mathbb{R}^N} g^*(y)|y|^\beta dy = \int_{B_\varepsilon} |y|^\beta dy.
\]

Finally, integrating both sides of equation (5.5) on $G$ we get inequality (5.6). \qed

Now we let us show a similar lower bound on the functional $\mathcal{G}_\beta$ applied on functions.

Lemma 5.4. Let $\beta > 0$. Then, for any function $g \in L^1(\mathbb{R}^N; [0, 1])$ it holds
\[
\int_{\mathbb{R}^N} g(y)|y|^\beta dy \geq \frac{N\omega_N}{N + \beta} r^{N + \beta}.
\]
(5.7)
where \( r = \left( \frac{\|g\|_{L^1(\mathbb{R}^N)}}{\omega_N} \right)^\frac{1}{N} \). Moreover, it holds

\[
\mathcal{G}_\beta(g) \geq \mathcal{G}_\beta(B_r)
\] (5.8)

and equality holds if and only if \( g \) is the characteristic function of a ball.

**Proof.** To prove inequality (5.7), we just observe that

\[
\int_{\mathbb{R}^N} g(y)|y|^\beta \, dy - \int_{B_r} |y|^\beta \, dy = \int_{\mathbb{R}^N \setminus B_r} g(y)|y|^\beta \, dy - \int_{B_r} (1 - g(y))|y|^\beta \, dy \\
\geq \int_{\mathbb{R}^N \setminus B_r} g(y)r^\beta \, dy - \int_{B_r} (1 - g(y))r^\beta \, dy \\
= r^\beta(\|g\|_{L^1} - \omega_N r^N) = 0.
\]

Concerning inequality (5.8), we need to introduce some other tools. For any function \( \theta \in L^1(\mathbb{R}^N; [0, 1]) \) we define

\[
r(\theta) = \left( \frac{\|\theta\|_{L^1(\mathbb{R}^N)}}{\omega_N} \right)^\frac{1}{N} \quad \text{and} \quad \hat{\theta} = \chi_{B_r(\theta)}.
\]

We claim that:

- For any \( f, \theta \in L^1(\mathbb{R}^N; [0, 1]) \) such that \( f = f^* \) and \( \theta = \theta^* \), it holds

\[
\mathcal{G}_\beta(f, \theta) \geq \mathcal{G}_\beta(f, \hat{\theta})
\]

and, if \( f = \hat{\theta} \), equality holds if and only if \( \theta = \hat{\theta} \).

If we show this claim, we have both inequality (5.8) and the equality condition. Indeed, let us observe that \( \hat{g} = \hat{g}^* \) since \( r(g) = r(g^*) \) and, by using Riesz inequality, we have

\[
\mathcal{G}_\beta(g) = \mathcal{G}_\beta(g, g) \geq \mathcal{G}_\beta(g^*, g^*) \geq \mathcal{G}_\beta(\hat{g}, g^*) \geq \mathcal{G}_\beta(\hat{g}, \hat{g}) = \mathcal{G}_\beta(B_r).
\]

Moreover, if equality holds, then \( \mathcal{G}_\beta(g, g) = \mathcal{G}_\beta(g^*, g^*) \), which is true if and only if \( g = g^* \) by and the characterization of the equality case in Riesz inequality (see Prop. 5.2), and \( \mathcal{G}_\beta(\hat{g}, g^*) = \mathcal{G}_\beta(\hat{g}, \hat{g}) \), which is true if and only if \( g^* = \hat{g} \); thus \( g = \hat{g} = \chi_{B_r} \).

Now let us prove the claim. To do this, let us observe that for any \( t > 0 \) and any \( |x_1| = |x_2| = t \), one has \( \int_B |y - x| |y|^\beta \, dy = \int_B |y - x_2| |y|^\beta \, dy \). Thus the function

\[
\psi(t) = \int_B |y - x| |y|^\beta \, dy, \quad |x| = t
\] (5.9)

is well defined. Since we can choose any \( x \in \mathbb{R}^N \), such that \( |x| = t \), let us consider \( x = te_1 \) to write

\[
\psi(t) = \int_B |y - te_1| |y|^\beta \, dy.
\]

From the last formulation, it is easy to observe that \( \psi(t) \) is a \( C^1 \) function and, for any \( t > 0 \),

\[
\psi'(t) = \int_B |y - te_1| |y - y_1||y - y_1| |y|^\beta - 2(t - y_1) \, dy \geq \beta \int_B |y_1 - t|^\beta - 2(t - y_1) \, dy > 0.
\]
Now, for any function \( f \in L^1(\mathbb{R}^N; [0, 1]) \) with \( f = f^* \), let us define, for \( \rho > 0 \),
\[
\zeta_f(\rho) = \int_{\partial B_\rho} \int_{\mathbb{R}^N} f(z)|z-y|^\beta \, dz \, d\mathcal{H}^{N-1}(y)
\]
and let us show that \( \zeta_f \) is increasing. To do this, let us fix \( \rho_1 < \rho_2 \) and define \( g = \chi_{B_{\rho_1}} + \chi_{B_{\rho_2+\varepsilon}} - \chi_{B_{\rho_2}} \) for some \( \varepsilon > 0 \). Let \( \delta(\varepsilon) > 0 \) be solution of the equation
\[
(\rho_1 + \delta(\varepsilon))^N = \rho_1^N + (\rho_2 + \varepsilon)^N - \rho_2^N
\]
and observe that \( \lim_{\varepsilon \to 0^+} \delta(\varepsilon) = 0 \). Let \( \chi_{B_{\rho}} \) for some \( \varepsilon \). The case \( \delta = 0 \) is increasing.

By Riesz inequality we have \( \mathcal{G}_\beta(f, g) \geq \mathcal{G}_\beta(f, g^*) \). By explicitly writing this relation and denoting \( A_{\rho_1} = B_{\rho_1+\delta} \setminus B_{\rho_1} \) and \( A_{\rho_2} = B_{\rho_2+\varepsilon} \setminus B_{\rho_2} \), we have
\[
\int_{A_{\rho_1}} \int_{\mathbb{R}^N} f(z)|z-y|^\beta \, dz \, dy \leq \int_{A_{\rho_2}} \int_{\mathbb{R}^N} f(z)|z-y|^\beta \, dz \, dy.
\]
However, by definition of \( \delta \), we have that \( |A_{\rho_1}| = |A_{\rho_2}| \) and thus we can divide both term of the previous inequality by this measure and send \( \varepsilon \to 0 \) to get \( \zeta_f(\rho_1) \leq \zeta_f(\rho_2) \). Thus we have shown that \( \zeta_f \) is increasing.

The case \( f = \hat{f} \) is more interesting, since we can actually show that \( \zeta_f \) is strictly increasing. Indeed, in such case, \( \hat{f} = \chi_{B_R} \) for some \( R > 0 \) and then we have
\[
\zeta_f(\rho) = \int_{\partial B_\rho} \int_{B_R} |z-y|^\beta \, d\mathcal{H}^{N-1}(y) = R^N \int_{\partial B_\rho} \int_{B_R} |R\omega - y|^\beta \, d\omega \, d\mathcal{H}^{N-1}(y) = R^{N+\beta} \psi \left( \frac{\rho}{R} \right).
\]
Now let us assume \( f = f^* \) and \( \theta = \theta^* \) in \( L^1(\mathbb{R}^N; [0, 1]) \) and let us fix \( r = r(\theta) \). Since \( \theta = \theta^* \), we know that \( \theta \) is radially symmetric, thus let us set \( \bar{\theta}(\rho) = \theta(\rho) \) as \( |y| = \rho \). Then, by coarea formula, we get
\[
\mathcal{G}_\beta(f, \bar{\theta}) - \mathcal{G}_\beta(f, \hat{\theta}) = \int_0^{+\infty} \int_{\partial B_\rho} \int_{\mathbb{R}^N} f(z)(\theta(\rho) - \hat{\theta}(\rho))|z-y|^\beta \, dz \, d\mathcal{H}^{N-1}(y) \, d\rho
\]
\[
= \int_0^{+\infty} \zeta_f(\rho)(\theta(\rho) - \hat{\theta}(\rho)) N^{N-1} \rho^{N-1} d\rho
\]
\[
= \int_r^{+\infty} \zeta_f(\rho) N^{N-1} \rho^{N-1} d\rho - \int_0^r \zeta_f(\rho)(1 - \theta(\rho)) N^{N-1} \rho^{N-1} d\rho
\]
\[
\geq \zeta_f(r) \left( \frac{1}{1 - \theta} \|1 - \theta\|_{L^1(B_r)} - \|\theta\|_{L^1(\mathbb{R}^N \setminus B_r)} \right) = 0,
\]
concluding that \( \mathcal{G}_\beta(f, \theta) \geq \mathcal{G}_\beta(f, \hat{\theta}) \). On the other hand, if \( f = \hat{f} \) and \( \mathcal{G}_\beta(f, \theta) = \mathcal{G}_\beta(f, \hat{\theta}) \), it holds
\[ \zeta_f(r) \left( \int_r^{+\infty} \theta(\rho) N \omega_N \rho^{N-1} d\rho - \int_0^r (1 - \theta(\rho)) N \omega_N \rho^{N-1} d\rho \right) = \int_0^{+\infty} \zeta_f(\rho) \left( \theta(\rho) - \hat{\theta}(\rho) \right) N \omega_N \rho^{N-1} d\rho \]

which is true, being \( \zeta_f \) strictly increasing, if and only if \( \theta = \hat{\theta} \), concluding the proof of the claim.

Now let us observe that, in the case we have an invertible transport map between two sets, the difference of the energy can be controlled in terms of the transport map.

**Lemma 5.5.** Let \( E_1, E_2 \subseteq B_R \) for some \( R > 0 \) be two Borel sets such that \(|E_1| = |E_2|\) and \( \beta > 0 \). Suppose \( \Phi : E_1 \to E_2 \) is an invertible transport map. Then there exists a constant \( C \) depending only on \( R, \beta \) and \( N \) such that for any Borel set \( E_3 \subseteq B_R \) it holds

\[ |\mathcal{G}_\beta(E_1, E_3) - \mathcal{G}_\beta(E_2, E_3)| \leq C(R, \beta, N)|E_3|^\alpha \int_{E_1} |y - \Phi(y)|dy, \quad \text{ (5.10)} \]

where

\[ \alpha = \min \left\{ 1, 1 + \frac{\beta - 1}{N} \right\}. \quad \text{ (5.11)} \]

**Proof.** Being \( \Phi \) an invertible transport map, we can suppose, without loss of generality, that \( \mathcal{G}_\beta(E_1, E_3) \geq \mathcal{G}_\beta(E_2, E_3) \).

Let us first assume \( \beta \geq 1 \). Then, by Lagrange’s theorem, we get

\[ |y - z|^\beta - |\Phi(y) - z|^\beta \leq \beta(2R)^{\beta-1}|y - \Phi(y)|. \quad \text{ (5.12)} \]

Integrating inequality (5.12) over \( E_3 \) and \( E_1 \) we complete the proof in the case \( \beta \geq 1 \).

Now let us consider \( \beta \in (0, 1) \). Fix \( y \in E_1 \) and observe that, if \(|y - z|^\beta - |\Phi(y) - z|^\beta \geq 0\), it holds

\[ |y - z|^\beta - |\Phi(y) - z|^\beta \leq \beta|\Phi(y) - z|^\beta \quad \text{ (5.13)} \]

Integrating over \( E_3 \) to get

\[ \int_{E_3} |y - z|^\beta dz - \int_{E_3} |\Phi(y) - z|^\beta dz \leq \beta \int_{E_3} |\Phi(y) - z|^\beta dz \leq \beta \int_{E_1} |\Phi(y) - z|^\beta dz \]

\[ \leq \beta |y - \Phi(y)| \int_{B_R} |w|^\beta - 1 dw \]

\[ = |y - \Phi(y)| \frac{\beta N}{N + \beta - 1} \omega_N \rho^{N+\beta-1} \]

\[ = |y - \Phi(y)| \frac{\beta N^\frac{1+\beta}{N}}{N + \beta - 1} |E_3|^{1 + \frac{\beta - 1}{\infty}}, \]

where we considered \( \rho > 0 \) such that \(|E_3| = \rho^N \omega_N\). Integrating both sides of the last inequality in \( E_1 \) we conclude the proof.

**5.2. The functional \( \mathcal{G}_\beta \) and the weak* convergence in \( L^\infty \)**

As we stated before, we need to obtain some form of weak* continuity. However, \( L^1 \) is not the dual of any space. To avoid this problem, let us observe that we fixed the range of the functions: indeed, we have by definition that \( L^1(\mathbb{R}^N; [0, 1]) \subset L^\infty(\mathbb{R}^N; [0, 1]) \). Thus we can use as weak* convergence the one on \( L^\infty(\mathbb{R}^N; [0, 1]) \).
However, even in this case, the eventual non-compactness of the support of the involved functions could create some problems. Hence we need to introduce the truncated functional

$$
\mathcal{G}_\beta^M (g_1, g_2) = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} g_1(x)g_1(y) |x-y|^{\frac{1}{\beta}} \, dx \, dy,
$$

with $\mathcal{G}_\beta^M (f, f)$ for any $f \in L^1(\mathbb{R}^N; [0,1])$, $\mathcal{G}_\beta^M (E, F) = \mathcal{G}_\beta^M (\chi_E, \chi_F)$ for any measurable sets $E, F \subseteq \mathbb{R}^N$ and $\mathcal{G}_\beta^M (E) = \mathcal{G}_\beta^M (E, E)$ for any measurable set $E \subseteq \mathbb{R}^N$. Moreover, let us denote its deficit by $\mathcal{D}_\beta^M (E) = \mathcal{G}_\beta^M (E) - \mathcal{G}_\beta^M (B)$. Since the function $h_M(t) = (t \wedge M^\frac{1}{\beta})^{\beta}$ is increasing, we have by Riesz rearrangement inequality that $\mathcal{D}_\beta^M (E) \geq 0$ for any Borel set $E$ such that $|E| = \omega_N$.

Concerning the truncated energy, let us observe that if $\|f\|_{L^1(\mathbb{R}^N)} > 0$ and observe that, being $\mathcal{G} \leq \mathcal{G}_\beta^M (E) \geq 0$ for any Borel set $E$ such that $|E| = \omega_N$.

By monotone convergence theorem, one also obtains $\lim_{M \to +\infty} \mathcal{G}_\beta^M (f) = \mathcal{G}_\beta (f)$, thus we can also conclude that for any $M > 0$ it holds $\mathcal{G}_\beta^M (f) \leq \mathcal{G}_\beta (f)$. Now we are ready to prove the following weak continuity Lemma.

**Lemma 5.6.** Let $\{f_n\}_{n \in \mathbb{N}} \subset L^1(\mathbb{R}^N; [0,1])$ be a sequence of functions such that $f_n \xrightarrow{\ast} f$ in $L^\infty(\mathbb{R}^N; [0,1])$ and $\|f_n\|_{L^1(\mathbb{R}^N)} \to \|f\|_{L^1(\mathbb{R}^N)}$. Then

$$
\mathcal{G}_\beta (f) = \lim_{M \to +\infty} \lim_{n \to +\infty} \mathcal{G}_\beta^M (f_n).
$$

**Proof.** Fix $\varepsilon > 0$ and observe that, being $f \in L^1(\mathbb{R}^N; [0,1])$, there exists a radius $R > 0$ such that $\int_{\mathbb{R}^N \setminus B_R} f(x) \, dx < \varepsilon$. By using both the convergence $\|f_n\|_{L^1(\mathbb{R}^N)} \to \|f\|_{L^1(\mathbb{R}^N)}$ and $f_n \xrightarrow{\ast} f$ in $L^\infty(\mathbb{R}^N)$, we get

$$
\lim_{n \to +\infty} \int_{\mathbb{R}^N \setminus B_R} f_n(x) \, dx = \lim_{n \to +\infty} \int_{\mathbb{R}^N} f_n(x) \, dx - \lim_{n \to +\infty} \int_{B_R} f_n(x) \, dx
$$

$$
= \int_{\mathbb{R}^N} f(x) \, dx - \int_{B_R} f(x) \, dx = \int_{\mathbb{R}^N \setminus B_R} f(x) \, dx < \varepsilon,
$$

hence, for $n$ big enough, we achieve $\int_{\mathbb{R}^N \setminus B_R} f_n(x) \, dx < \varepsilon$.

Now, for any function $g \in L^\infty(\mathbb{R}^N)$ let us define $\hat{g}(x, y) = g(x)g(y)$ that is a function in $L^\infty(\mathbb{R}^2N)$. We have that $\hat{f}_n \xrightarrow{\ast} \hat{f}$ and in particular $\mathcal{G}_\beta^M (f_n \chi_{B_R}) \to \mathcal{G}_\beta^M (f \chi_{B_R})$.

On the other hand, since $\int_{\mathbb{R}^N \setminus B_R} f(x) \, dx < \varepsilon$, it is easy to check that

$$
\mathcal{G}_\beta^M (f) - \mathcal{G}_\beta^M (f \chi_{B_R}) \leq 2\varepsilon \|f\|_{L^1(\mathbb{R}^N)}
$$

and the same holds for $f_n$.

We achieve, for $n$ big enough,

$$
|\mathcal{G}_\beta^M (f) - \mathcal{G}_\beta^M (f_n)| \leq 2\varepsilon M (\|f\|_{L^1(\mathbb{R}^N)} + \|f_n\|_{L^1(\mathbb{R}^N)}) + |\mathcal{G}_\beta^M (f \chi_{B_R}) - \mathcal{G}_\beta^M (f_n \chi_{B_R})|
$$

and then, sending $n \to +\infty$,

$$
\limsup_{n \to +\infty} |\mathcal{G}_\beta^M (f) - \mathcal{G}_\beta^M (f_n)| \leq 4\varepsilon M \|f\|_{L^1(\mathbb{R}^N)}.
$$
Since $\varepsilon > 0$ is arbitrary, we can send it to $0^+$ to obtain
\[
\lim_{n \to +\infty} \mathcal{G}_\beta^M(f_n) = \mathcal{G}_\beta^M(f).
\]
Finally, taking the limit as $M \to +\infty$, we conclude the proof.

5.3. The big asymmetry case

Now that we have some estimates and continuity properties for $\mathcal{G}_\beta$, we can work on the first part of our plan. As first step, we need to show a rough deficit estimate as the asymmetry is big enough.

Lemma 5.7. There exists a constant $\xi := \xi(N, \beta) > 0$ such that for any Borel set $E \subset \mathbb{R}^N$ with $|E| = \omega_N$ and $\delta(E) \geq 2(\omega_N - \xi)$ it holds
\[
\mathcal{D}_\beta(E) \geq \frac{(3^\beta - 2^\beta)}{2} \omega_N^2.
\]

Proof. Note that
\[
\mathcal{G}_\beta(B) = \int_B \int_B |x - y|^{\beta} \, dx \, dy \leq 2^\beta \omega_N^2.
\]
On the other hand, given a ball $B(x)$,
\[
|B(x) \setminus E| = \omega_N - |B(x) \cap E| = |E \setminus B(x)| = \frac{|B(x)\Delta E|}{2}.
\]
Let $k \in \mathbb{N}$ the minimum number of balls of radius 1 covering $B_3$. Then, given $x \in E$, we have from the above estimate $|B_3(x) \cap E| < k\xi$. Hence
\[
\mathcal{G}_\beta(E) \geq \int_E \frac{dx}{x \setminus B_3(x)} |x - y|^{\beta} \, dy \geq 3^\beta |E|(|E| - k\xi).
\]
Thus if $\xi$ is sufficiently small, depending on $N$ and $\beta$, we have
\[
\mathcal{G}_\beta(E) - \mathcal{G}_\beta(B) \geq 3^\beta \omega_N (\omega_N - k\xi) - 2^\beta \omega_N^2 = (3^\beta - 2^\beta) \omega_N^2 - 3^\beta \omega_N k\xi > 0
\]

Now that we have a rough deficit estimate, we can refine such estimate to show that we can reduce to the small asymmetry case.

Lemma 5.8. For any $\mu > 0$ there exists $\eta = \eta(\mu, \beta, N) > 0$ such that for any set $E \subseteq \mathbb{R}^N$ such that $|E| = \omega_N$ and $\delta(E) \geq \mu$ it holds $\mathcal{D}_\beta(E) \geq \eta$.

Proof. Let $E_n$ be such that $|E_n| = \omega_N$ and $\mathcal{D}_\beta(E_n) \to 0$. We want to show that $\delta(E_n) \to 0$.

By the concentration compactness Lemma (see [35]), there exists a non-relabeled subsequence $E_n$ such that one of the following properties hold:

- vanishing: For any $R > 0$ it holds $\lim_n \sup_{x \in \mathbb{R}^N} |E_n \cap B_R(x)| = 0$;
- **dichotomy:** There exists $\lambda \in (0, \omega_N)$ such that for every $\varepsilon > 0$ there exist $R(\varepsilon)$ and two sequences of sets $E_n^1, E_n^2 \subseteq E_n$ with $E_n^1 \subseteq B_R(\varepsilon)$ such that

$$|E_n \Delta (E_n^1 \cup E_n^2)| \leq \varepsilon$$

$$||E_n^1| - \lambda| \leq \varepsilon$$

$$\text{dist}(E_n^1, E_n^2) \to +\infty$$

(5.13)

- **tightness:** For any $\varepsilon > 0$ there exists $R = R(\varepsilon) > 0$ such that $\limsup_{n \to +\infty} |E_n \setminus B_R(0)| < \varepsilon$.

Let us exclude the case of a vanishing sequence. Indeed, if $R = 1$ we have for any $n$

$$\delta(E_n) = \inf_{x \in \mathbb{R}^N} |E_n \Delta B(x)| = 2 \inf_{x \in \mathbb{R}^N} |B(x) \setminus E_n| = 2\omega_N - 2 \sup_{x \in \mathbb{R}^N} |B(x) \setminus E_n|$$

hence $\delta(E_n) \to 2\omega_n$, which is a contradiction to $\mathcal{D}(E_n) \to 0$ by Lemma 5.7.

Let us now exclude dichotomy case. Let $\lambda \in (0, \omega_N)$ be such that (5.13) holds. Consider two balls with volume $|E_n^1|$ and $|E_n^2|$, hence with radii

$$R_{1,n} = \left(\frac{|E_n^1|}{\omega_N}\right)^{1/N}, \quad R_{2,n} = \left(\frac{|E_n^2|}{\omega_N}\right)^{1/N}.$$

In particular, since the energy is minimized on balls, we have

$$\mathcal{G}_\beta(E_n^1) \geq R_{1,n}^{2N+\beta} \mathcal{G}_\beta(B)$$

and then

$$\mathcal{G}_\beta(E_n^1) + \mathcal{G}_\beta(E_n^2) \geq (R_{1,n}^{2N+\beta} + R_{2,n}^{2N+\beta}) \mathcal{G}_\beta(B).$$

Now let us estimate $\mathcal{G}_\beta(E_n^1, E_n^2)$. Let $d_n = \text{dist}(E_n^1, E_n^2)$ and observe that

$$\mathcal{G}_\beta(E_n^1, E_n^2) \geq d_n^\beta |E_n^1||E_n^2|.$$

Thus we have

$$\mathcal{G}_\beta(E_n) \geq (R_{1,n}^{2N+\beta} + R_{2,n}^{2N+\beta}) \mathcal{G}_\beta(B) + d_n^\beta |E_n^1||E_n^2|,$$

hence $\mathcal{G}_\beta(E_n) \to +\infty$ which is a contradiction.

This proves that we are in the tightness case. By Prohorov’s Theorem (see [2]), up to a subsequence, $\chi_{E_n} \xrightarrow{*} f$ in $L^\infty$. Moreover, tightness implies also that $\|f\|_{L^1} = \lim_{n \to +\infty} \|\chi_{E_n}\|_{L^1} = \omega_N$. By Lemma 5.6 we have

$$\mathcal{G}_\beta(f) = \lim_{M \to +\infty} \lim_{n \to +\infty} \mathcal{G}_\beta^M(E_n).$$

Let us fix $M > 2$: we have

$$\mathcal{D}_\beta^M(E_n) := \mathcal{G}_\beta^M(E_n) - \mathcal{G}_\beta(B) \leq \mathcal{G}_\beta(E_n) - \mathcal{G}_\beta(B) = \mathcal{D}(E_n)$$

hence $\mathcal{D}_\beta^M(E_n) \to 0$. Thus, in particular,

$$\lim_{n \to +\infty} \mathcal{G}_\beta^M(E_n) = \mathcal{G}_\beta^M(B).$$
and then
\[ \mathcal{G}_\beta(f) = \mathcal{G}_\beta(B), \]
that implies \( f = \chi_{B(z)} \) for some \( z \in \mathbb{R}^N \).

Finally, we have
\[
\limsup_{n \to +\infty} \delta(E_n) \leq \limsup_{n \to +\infty} |E_n \Delta B(z)| = 2 \limsup_{n \to +\infty} |B(z) \setminus E_n| = 0
\]
by the \( L^\infty \) weak* convergence of \( \chi_{E_n} \) to \( \chi_{B(z)} \).

From last Lemma, we conclude that we can always reduce to the case in which asymmetry is small. Now that we have reduced to this case, we can study the construction of the better nearly-spherical set.

### 5.4. Construction of the nearly-spherical set

The second part of the plan follows the same ideas of [28]. However, since Lemma 5.5 is proved only for bounded sets, we need a preliminary step. Summarizing the plan:

- First we prove that we can trap our set in a ball of a certain radius (independent of the set itself) without changing the asymmetry and controlling in a suitable way the deficit;
- As second step we fill the holes of our set in order to obtain a new set that is uniformly close to a ball of radius 1, without changing the asymmetry and reducing the deficit;
- As third step, we show that if equation (1.5) still does not hold, then we can move some other mass of the set to construct a nearly-spherical set around a certain ball such that the deficit at most duplicates and the symmetric difference with respect to the chosen ball controls the asymmetry;
- Finally, observing that the barycentre of the previously constructed set depends continuously on the choice of the centre of the ball, we can construct it in such a way that the barycentre of the new set coincides with the centre of the chosen ball.

Let us formalize the first step of this procedure.

**Lemma 5.9.** There exist three positive constants \( R, K \) and \( \delta_0 \) depending only on \( N \) and \( \beta \) such that for any Borel set \( E \subseteq \mathbb{R}^N \) with \( |E| = \omega_N \) and \( \delta(E) < \delta_0 \) there exists a set \( \tilde{E} \subseteq B_R \) such that \( |\tilde{E}| = \omega_N, \mathcal{D}_\beta(\tilde{E}) \leq K \mathcal{D}_\beta(E) \) and \( \delta(\tilde{E}) = \delta(E) \). Moreover, \( \delta(\tilde{E}) = |\tilde{E} \Delta B| \).

**Proof.** Let us observe that since \( \delta(E) < \delta_0 \), arguing as in the proof of Lemma 5.7, we have \( |E \setminus B(z)| < \frac{\delta_0}{2} \), where \( B(z) \) is the optimal ball for the asymmetry, i.e. \( \delta(E) = |E \Delta B(z)| \). Moreover, the operator \( \mathcal{G}_\beta \) is translation-invariant, hence we may assume \( z \equiv 0 \). We also have \( |E \setminus B| \geq \omega_N - \frac{\delta_0}{2} \), thus we can choose \( \delta_0 \) to be so small such that \( |E \setminus B| \geq \frac{\omega_N}{k_R} \) where \( k_R > 1 \) is to be defined in what follows.

Now let us consider the ball \( B_R \) where \( R > 0 \) is to be specified later and the annulus \( A := B_R \setminus B \) and let us split \( E \) in three parts:

\[ E_1 = E \cap B, \quad E_2 = E \setminus B_R, \quad E_3 = E \cap A. \]

Now let us consider another annulus \( \tilde{A} = B_{1+\frac{R}{2}} \setminus B_{1+\frac{R}{3}} \). As

\[ |\tilde{A} \setminus E_3| \geq \omega_N \left( \left(1 + \frac{R}{2}\right)^N - \left(1 + \frac{R}{3}\right)^N \right) \geq \frac{\delta_0}{2}, \]
we can choose $\delta_0$ so small that
\[
\omega_N \left( \left( 1 + \frac{R}{2} \right)^N - \left( 1 + \frac{R}{3} \right)^N \right) - \frac{\delta_0}{2} > \frac{\delta_0}{2}.
\]
Thus, since $|E_2| < \frac{\delta_0}{2}$, there exists $\tilde{E}_2 \subseteq \tilde{A} \setminus E_3$ such that $|\tilde{E}_2| = |E_2|$. Then we define $\tilde{E} = (E \cup \tilde{E}_2) \setminus E_2$. Before estimating $\mathfrak{D}_\beta(\tilde{E})$, let us show that we can choose $k_R$, hence $\delta_0$, so small that $|E_2| \leq C \mathfrak{D}_\beta(E)$ where $C$ is a constant depending only on $N, \beta$.

To do this, let us recall that $\mathfrak{G}_\beta(E) = \mathfrak{D}_\beta(E) + \mathfrak{G}_\beta(B)$ and then, using the fact that $E = E_1 \cup E_2 \cup E_3$, we have
\[
\mathfrak{G}_\beta(E) \geq \mathfrak{G}_\beta(E_1 \cup E_3) + 2 \mathfrak{G}_\beta(E_2, E_1)
\]
from which we obtain
\[
\mathfrak{G}_\beta(E_2, E_1) \leq \mathfrak{D}_\beta(E) + \mathfrak{G}_\beta(B) - \mathfrak{G}_\beta(E_1 \cup E_3) - \mathfrak{G}_\beta(E_1, E_2).
\]
Now let us observe that, denoting by $\tilde{B}$ a ball with measure $|\tilde{B}| = |E_1 \cup E_3| = \omega_N - |E_2|$, we have, by minimality of the ball,
\[
\mathfrak{G}_\beta(E_1 \cup E_3) \geq \left( \frac{\omega_N - |E_2|}{\omega_N} \right)^{2+\frac{\beta}{2}} \mathfrak{G}_\beta(B)
\]
and then, since $|E_2|/\omega_N < 1$,
\[
\mathfrak{G}_\beta(E_2, E_1) \leq \mathfrak{D}_\beta(E) + \left( 1 - \left( 1 - \frac{|E_2|}{\omega_N} \right)^{2+\frac{\beta}{2}} \right) \mathfrak{G}_\beta(B) - \mathfrak{G}_\beta(E_1, E_2)
\]
\[
\leq \mathfrak{D}_\beta(E) + \left( 1 - \left( 1 - \frac{|E_2|}{\omega_N} \right)^{2} \right) \mathfrak{G}_\beta(B) - \mathfrak{G}_\beta(E_1, E_2)
\]
\[
\leq \mathfrak{D}_\beta(E) + |E_2| \left( \frac{2}{\omega_N} - \frac{|E_2|}{\omega_N^2} \right) \mathfrak{G}_\beta(B) - \mathfrak{G}_\beta(E_1, E_2).
\]
Now let us observe that, since $|E_1| \geq \frac{\omega_N}{k_R}$ and $d(E_1, E_2) \geq R$,
\[
\mathfrak{G}_\beta(E_1, E_2) \geq |E_2||E_1|R^\beta \geq \frac{R^\beta \omega_N}{k_R} |E_2|,
\]
thus it holds
\[
\mathfrak{G}_\beta(E_2, E_1) \leq \mathfrak{D}_\beta(E) + |E_2| \left( \frac{2}{\omega_N} \mathfrak{G}_\beta(B) - \frac{R^\beta \omega_N}{k_R} - \frac{|E_2|}{\omega_N} \mathfrak{G}_\beta(B) \right).
\]
Now we want
\[
\frac{2}{\omega_N} \mathfrak{G}_\beta(B) - \frac{R^\beta \omega_N}{k_R} < -1
\]
that is equivalent to say

\[ k_R < \frac{R^3 \omega_N^2}{2 \varrho \beta(B) + \omega_N}. \]

For \( k_R \) to exist, we have to ask \( \frac{R^3 \omega_N^2}{2 \varrho \beta(B) + \omega_N} > 1 \), that is to say \( R > \left( \frac{2 \varrho \beta(B) + \omega_N}{\omega_N} \right)^{\frac{1}{3}} \). We set \( R := 2 \left( \frac{2 \varrho \beta(B) + \omega_N}{\omega_N} \right)^{\frac{1}{3}} + 2 \) and choose \( k_R > 1 \) such that (5.15) holds. We have

\[ \mathcal{G}_\beta(E_2, E_1) \leq \mathcal{D}_\beta(E) + |E_2| \left( -1 - \frac{\delta_R}{\omega_N^{\frac{2}{3}}} \varrho \beta(B) \right) \leq \mathcal{D}_\beta(E). \]

By using again equation (5.14), we get

\[ |E_2| \leq \frac{k_R}{R^3 \omega_N} \mathcal{D}(E). \]

Now we can estimate \( \mathcal{D}(\tilde{E}) \). To do this, let us observe that

\[ \mathcal{G}_\beta(\tilde{E}) \leq \mathcal{G}_\beta(E) + \mathcal{G}_\beta(\tilde{E}_2) + 2 \mathcal{G}_\beta(E_1, \tilde{E}_2) + 2 \mathcal{G}_\beta(E_3, \tilde{E}_2) \]
\[ \leq \mathcal{D}_\beta(E) + \mathcal{G}_\beta(B) + 2 \mathcal{G}_\beta(\tilde{E}, \tilde{E}_2). \]

Let us recall that, by construction, \( \text{diam}(\tilde{E}) \leq 2R \), hence

\[ \mathcal{G}_\beta(\tilde{E}, \tilde{E}_2) \leq 2^\beta R^3 \omega_N |E_2| \leq 2^\beta k_R \mathcal{D}_\beta(E). \]

Thus we finally get

\[ \mathcal{G}_\beta(\tilde{E}) \leq (1 + 2^{\beta+1} k_R) \mathcal{D}_\beta(E) + \mathcal{G}_\beta(B) \]

and then \( \mathcal{D}_\beta(\tilde{E}) \leq (1 + 2^{\beta+1} k_R) \mathcal{D}_\beta(E) \). Setting \( K = (1 + 2^{\beta+1} k_R) \) we have the estimate on the deficit.

Let us observe that \( E \Delta \tilde{E} \subseteq \mathbb{R}^N \setminus B_{1+R/3} \) and, in particular, we have \( |E \Delta B| = |E \Delta \tilde{B}| = \delta(E) \). On the other hand, for any \( x \in \mathbb{R}^N \) such that \( |x| \leq R/3 \) it holds

\[ |\tilde{E} \Delta B(x)| = |E \Delta B(x)| \geq \delta(E). \]

Finally, if \( |x| > R/3 \), then, chosen any \( y \in \mathbb{R}^N \) such that \( |y| = \frac{R}{3}, |B \Delta B(x)| \geq |B \setminus B(y)| := C_1 \), where \( C_1 \) does only depend on \( R \) and \( N \). Thus we have

\[ |\tilde{E} \Delta B(x)| \geq |B \Delta B(x)| - |\tilde{E} \Delta E| - |E \Delta B(x)| \geq C_1 - 3\delta_0. \]

Since we have fixed \( R \), we can chose \( \delta_0 \) small enough to have \( C_1 - 3\delta_0 > \delta_0 \), to obtain \( |\tilde{E} \Delta B(x)| > \delta(E) \). Then, taking the infimum on \( x \in \mathbb{R}^N \) we obtain \( \delta(\tilde{E}) = \delta(E) \). □

Now that we have shown that we can reduce to the case in which \( E \subseteq B_R \) for some universal radius \( R > 0 \) (if \( \delta(E) \) is small enough), let us proceed with step 2 of our plan. So, let us show the following Lemma.
Lemma 5.10. Fix $\varepsilon \in (0, 1)$. Then there exists a positive constant $\delta_\varepsilon > 0$ such that the following property holds: if $E \subseteq B_R$, where $R$ is defined in Lemma 5.9, is a Borel set such that $|E| = \omega_N$ and $\delta(E) = |E\Delta B| < \delta_\varepsilon$, then there exists a Borel set $\tilde{E}$ such that $|\tilde{E}| = \omega_N$, $B_{1-\varepsilon^2} \subseteq \tilde{E} \subseteq B_{1+\varepsilon^2}$, $\mathcal{D}_\beta(\tilde{E}) \leq \mathcal{D}_\beta(E)$ and $\delta(\tilde{E}) = \delta(E) = |\tilde{E}\Delta B|$.

Proof. Fix $\varepsilon \in (0, 1)$ and observe, as before, that if $\delta(E) < \delta_\varepsilon$, we have $|E \setminus B| < \frac{\delta_\varepsilon}{2}$. We divide the following proof in two parts: first we move the part of $E$ that is outside $B_{1+\varepsilon^2}$ inside this ball, defining a new set $E_1$; then we use the mass in $E_1 \setminus B_{1-\varepsilon^2}$ to fill the holes in $E_1 \cap B_{1-\varepsilon^2}$, defining the set $\tilde{E}$.

Arguing as in the proof of Lemma 5.9, if we consider $G = E \setminus B_{1+\varepsilon^2}$, it holds $|G| < \delta_\varepsilon$, and, for $\delta_\varepsilon$ small enough, there is enough room to construct a set $\tilde{G} \subseteq A_1 \setminus E$, where $A_1 = B_{1+\varepsilon^2} \setminus B_{1+\varepsilon^2}$, such that $|\tilde{G}| = |G|$.

Define the set $E_1 = (E \cup \tilde{G}) \setminus G$ and observe that $|E_1| = |E|$. Now let us show that $\mathfrak{G}_\beta(E_1) \leq \mathfrak{G}_\beta(E)$. To do this let us observe that

$$
\mathfrak{G}_\beta(E_1) \leq \mathfrak{G}_\beta(E) + \mathfrak{G}_\beta(\tilde{G}) + 2 \mathfrak{G}_\beta(B, \tilde{G}) + 2 \mathfrak{G}_\beta(E \setminus B, \tilde{G}) - 2 \mathfrak{G}_\beta(B, G) + 2 \mathfrak{G}_\beta(B \setminus E, G).
$$

Now let us observe that, being $E \subseteq B_R$,

$$
\mathfrak{G}_\beta(\tilde{G}) + 2 \mathfrak{G}_\beta(E \setminus B, \tilde{G}) + 2 \mathfrak{G}_\beta(B \setminus E, G) \leq |G| \delta_\varepsilon \left(4(2R)^3 + (2 + \varepsilon^2)^3\right).
$$

Moreover, we have, recalling the definition of the function $\psi$ given in equation (5.9) and the fact that it is a strictly increasing function,

$$
\mathfrak{G}_\beta(B, \tilde{G}) = \int_{\tilde{G}} \psi(|x|)dx \leq |G| \psi\left(1 + \frac{\varepsilon^2}{2}\right),
$$

$$
\mathfrak{G}_\beta(B, G) = \int_G \psi(|x|)dx \geq |G| \psi\left(1 + \varepsilon^2\right),
$$

obtaining

$$
\mathfrak{G}_\beta(E_1) \leq \mathfrak{G}_\beta(E) + |G| \left(\psi\left(1 + \frac{\varepsilon^2}{2}\right) - \psi\left(1 + \varepsilon^2\right) + \delta_\varepsilon \left(4(2R)^3 + (2 + \varepsilon^2)^3\right)\right).
$$

Finally, we can chose $\delta_\varepsilon$ small enough to have

$$
\psi\left(1 + \frac{\varepsilon^2}{2}\right) - \psi\left(1 + \varepsilon^2\right) + \delta_\varepsilon \left(4(2R)^3 + (2 + \varepsilon^2)^3\right) < 0
$$

and then $\mathfrak{G}_\beta(E_1) \leq \mathfrak{G}_\beta(E)$.

Now we want to modify again $E_1$ in such a way to fill with some mass the holes in $B_{1-\varepsilon^2}$. To do this, let us consider the set $H = B_{1-\varepsilon^2} \setminus E_1$ with measure $|H| < \frac{\delta_\varepsilon}{2}$. Concerning the mass of $E_1$ contained in $A_2 = B_{1-\varepsilon^2} \setminus B_{1-\varepsilon^2/2}$, since $|A_2 \setminus E_1| < \delta_\varepsilon$, we have $|A_2 \cap E_1| > \omega_N - \frac{\delta_\varepsilon}{2}$. Thus we can choose $\delta_\varepsilon$ small enough such that we can define $\tilde{H} \subseteq A_2 \cap E$ with $|\tilde{H}| = |H|$.

Now let us define $\tilde{E} = (E_1 \cup H) \setminus \tilde{H}$ and observe that $|\tilde{E}| = \omega_N$. Arguing exactly as before we get $\mathfrak{G}_\beta(\tilde{E}) \leq \mathfrak{G}_\beta(E_1) \leq \mathfrak{G}_\beta(E)$.

Let us observe that, by construction, $\tilde{E}\Delta B \subseteq B_{1-\varepsilon^2} \cup \left(\mathbb{R}^N \setminus B_{1+\varepsilon^2}\right)$. By the way we modified the set, we got $|\tilde{E}\Delta B| = |E\Delta B| = \delta(E)$.

In general, for any $x \in \mathbb{R}^N$ with $|x| \leq \frac{\varepsilon^2}{3}$ we have $|\tilde{E}\Delta B(x)| = |E\Delta B(x)| \geq \delta(E)$ while for $|x| > \frac{\varepsilon^2}{3}$ we have

$$
|\tilde{E}\Delta B(x)| \geq |B\Delta B(x)| - |B\Delta E| - |\tilde{E}\Delta E| \geq |B\Delta B(x)| - 3\delta_\varepsilon
$$
hence, since $|B \Delta B(x)| \geq C$ for some constant $C$ depending only on $\varepsilon$, one can choose $\delta_\varepsilon < \frac{C}{4}$ to have $|\tilde{E} \Delta B(x)| > \delta_\varepsilon$, concluding that $\delta(\tilde{E}) = \delta(E)$ and the optimal ball is still $B$.

Now that we can construct a set that is uniformly close to a ball, let us show that if (1.5) is not verified with a sufficiently large constant, we can reduce to a nearly-spherical set. Before doing this, we need to show a preliminary result that will ultimately lead to the nearly-spherical set.

**Lemma 5.11.** There exist two constants $\varepsilon_1 \in (0, 1)$ and $\tilde{C} > 0$ depending only on $\beta > 0$ and $N$ such that for any $\varepsilon \in (0, \varepsilon_1)$, any $E \subseteq \mathbb{R}^N$ with $|E| = \omega_N$ and any $z \in \mathbb{R}^N$ such that $B_{1-\varepsilon}(z) \subseteq E \subseteq B_{1+\varepsilon}(z)$ one of the following properties holds:

- $E$ satisfies estimate (1.5) with the constant $\tilde{C}$;
- There exist two functions $u^\pm_z : \mathbb{S}^{N-1} \to [0, \varepsilon)$ such that the set
  
  $$E'_z = \{ z + tx : t \in [0, 1 - u^{-}_z(x)) \cup (1, 1 + u^{+}_z(x)), \ x \in \mathbb{S}^{N-1} \}$$

  has volume $|E'_z| = \omega_N$, satisfies $\mathcal{D}_\beta(E'_z) \leq \mathcal{D}_\beta(E)$, $\delta(E'_z) \geq \frac{\delta(E)}{2}$ and the functions $u^\pm_z$ depend continuously on the parameter $z$.

**Proof.** Let us consider the quantities, for any $x \in \mathbb{S}^{N-1} -$

\[
M^+_z(x) = \int_1^{+\infty} t^{N-1} \chi_E(z + tx) dt \quad \text{and} \quad M^-_z(x) = \int_0^1 t^{N-1} \chi_{\mathbb{R}^N \setminus E}(z + tx) dt.
\]

These two quantities are continuous functions of $z \in \mathbb{R}^N$ and then, defining $u^\pm_z$ by

$$u^+_z(x) = (NM^+_z(x) + 1)^\frac{1}{N} - 1 \quad \text{and} \quad 1 - (1 - u^-_z(x))^N = 1 - (1 - NM^-_z(x))^\frac{1}{N},$$

we know that the latter depend continuously on $z \in \mathbb{R}^N$ and

\[
\int_1^{1+u^+_z(x)} t^{N-1} dt = M^+_z(x) \quad \text{and} \quad \int_1^{1-u^-_z(x)} t^{N-1} dt = M^-_z(x).
\]

Now let us construct $E'_z$ as declared and let us consider the following sets

$$G^+ = (E \setminus E'_z) \setminus B(z) \quad \text{and} \quad \tilde{G}^+ = (E'_z \setminus E) \setminus B(z)$$

$$G^- = B(z) \cap (E'_z \setminus E) \quad \text{and} \quad \tilde{G}^- = B(z) \cap (E \setminus E'_z)$$

observing that $\tilde{G}^+ \subseteq B_{1+\varepsilon}(z) \setminus B(z)$ and $\tilde{G}^- \subseteq B(z) \setminus B_{1-\varepsilon}(z)$ by definition. It is not difficult to check that $|E'_z| = \omega_N$. Indeed, we have

\[
|E'_z| = \int_{\mathbb{S}^{N-1}} \left( \int_0^{1-u^-_z(x)} t^{N-1} dt + \int_1^{1+u^+_z(x)} t^{N-1} dt \right) d\mathcal{H}^{N-1}(x)
\]

\[
= \int_{\mathbb{S}^{N-1}} \left( 1 - \int_{1-u^-_z(x)}^1 t^{N-1} dt + \int_1^{1+u^+_z(x)} t^{N-1} dt \right) d\mathcal{H}^{N-1}
\]

\[
= \int_{\mathbb{S}^{N-1}} \left( \int_0^1 t^{N-1} (1 - \chi_{\mathbb{R}^N \setminus E}(z + tx)) dt \right.
\]


+ \int_1^{+\infty} t^{N-1} \chi_{\mathbb{R}^N \setminus E}(z + tx) \, dt \, \mathcal{H}^{N-1}(x) \\
= \int_{\mathbb{S}^{N-1}} \int_0^{+\infty} t^{N-1} \chi_E(z + tx) \, dt \, \mathcal{H}^{N-1}(x) = |E|.

Being |E'_z| = |E|, then we have |E'_z \setminus E| = |E \setminus E'_z| and, in particular |\tilde{G}^\pm| = |G^\pm|.

Let us define $H_z = \tilde{G}^+ \cup G^-$ and $K_z = G^+ \cup \tilde{G}^-$. By definition $|H_z| = |K_z|$. Now let us define the following transport map from $H_z$ to $K_z$. For $y \in H_z$, we define $\Phi_z(y) = \varphi(y) \frac{y - z}{|y - z|} + z$ where, if $|y - z| \geq 1$, we have

$$\int_1^{[y-z]} \chi_{E'_z \setminus E}(z + t \frac{y - z}{|y - z|}) \, t^{N-1} \, dt = \int_1^{\varphi(y)} \chi_{E \setminus E'_z}(z + t \frac{y - z}{|y - z|}) \, t^{N-1} \, dt$$

and if $|y - z| < 1$

$$\int_{|y-z|}^{1} \chi_{E'_z \setminus E}(z + t \frac{y - z}{|y - z|}) \, t^{N-1} \, dt = \int_{\varphi(y)}^{1} \chi_{E \setminus E'_z}(z + t \frac{y - z}{|y - z|}) \, t^{N-1} \, dt.$$

This map is actually simple to describe by words. Both $H_z$ and $K_z$ are constituted by a part that is inside the ball $B$ and a part that is outside the ball $B$. The map $\Phi_z$ actually considers the angular coordinate of $y$ with respect to the ball $B(z)$ (i.e. its projection on $\partial B(z)$) and modify its radius in such a way to send the part outside $B$ in $H_z$ to the one outside $B$ in $K_z$ and the same for the inside, while preserving the volume of the part that is moving. This is actually a generalization of a Knothe-Rosenblatt rearrangement as described in Section 2 by means of radial and angular components of the sets (hence with respect to the 1-dimensional Lebesgue measure on $\mathbb{R}$ and the $N-1$-dimensional Hausdorff measure on $S^{N-1}$). In particular, $\Phi$ is an invertible transport map between $H_z$ and $K_z$.

Now let us work with the energies of $E'_z$ and $E$. We have

$$\mathcal{G}_\beta(E'_z) = \mathcal{G}_\beta(E) + \mathcal{G}_\beta(E_z, E) + \mathcal{G}_\beta(H_z, E'_z) - \mathcal{G}_\beta(K_z, E) - \mathcal{G}_\beta(K_z, E'_z).$$

Let us split everything with respect to the ball $B(z)$ to achieve

$$\mathcal{G}_\beta(E'_z) - \mathcal{G}_\beta(E) = 2 \mathcal{G}_\beta(H_z, B(z)) - 2 \mathcal{G}_\beta(K_z, B(z))
+ \mathcal{G}_\beta(H_z, E \setminus B(z)) - \mathcal{G}_\beta(K_z, E \setminus B(z))
+ \mathcal{G}_\beta(H_z, E'_z \setminus B(z)) - \mathcal{G}_\beta(K_z, E'_z \setminus B(z))
+ \mathcal{G}_\beta(K_z, B(z) \setminus E'_z) - \mathcal{G}_\beta(H_z, B(z) \setminus E'_z)
+ \mathcal{G}_\beta(K_z, B(z) \setminus E) - \mathcal{G}_\beta(H_z, B(z) \setminus E).$$

By using equation (5.10) we obtain

$$\mathcal{G}_\beta(E) - \mathcal{G}_\beta(E'_z) \geq 2 \mathcal{G}_\beta(K_z, B(z)) - 2 \mathcal{G}_\beta(H_z, B(z)) - 2C \delta^\alpha \int_{H_z} |y - \Phi(y)| \, dy,$$

where $\alpha$ is defined in equation (5.11) and $C_1 > 0$ depends only on $\beta$ and $N$.

Now let us also observe that for $y \in H_z$ it holds $\frac{y - z}{|y - z|} = \frac{\Phi_z(y) - z}{|\Phi_z(y) - z|}$. However $|\Phi_z(y) - z| = \varphi(y) \geq |y - z|$. Being $\psi$ increasing and $C^1$ we have

$$\psi(|\Phi_z(y) - z|) - \psi(|y - z|) \geq c_z |y - \Phi_z(y)|$$
where $c_{\varepsilon} = \min_{t \in [1-\varepsilon,1+\varepsilon]} \psi'(t)$. Integrating this relation over $H_z$ we get
\[
\mathcal{G}_\beta(K_z, B(z)) - \mathcal{G}_\beta(H_z, B(z)) \geq c_{\varepsilon} \int_{H_z} |y - \Phi_\varepsilon(y)| dy
\]
and then
\[
\mathcal{G}_\beta(E) - \mathcal{G}_\beta(E'_\varepsilon) \geq 2 (c_{\varepsilon} - C_1 \delta_\varepsilon) \int_{H_z} |y - \Phi_\varepsilon(y)| dy. \quad (5.16)
\]
Being $\psi'$ continuous near 1, as $\varepsilon \to 0$ we have that $c_{\varepsilon} \to \psi'(1) > 0$, hence we can consider $\varepsilon_1$ small enough to have $c_{\varepsilon} > 0$ and then $\delta_\varepsilon$ small enough to have $c_{\varepsilon} - C_1 \delta_\varepsilon > 0$ and finally $\mathcal{G}_\beta(E) \geq \mathcal{G}_\beta(E'_\varepsilon)$.

Let us remark that up to this point we have not used the fact that $E$ does not satisfy equation (1.5). So now we have to show that one of the properties hold. In particular, let us suppose that $\delta(E'_\varepsilon) \leq \delta(E)/2$. Thus there exists a ball $B'$ such that $\delta(E'_\varepsilon) = |B' \Delta E'_\varepsilon| \leq \frac{\delta(E)}{2}$. We claim that $E$ satisfies equation (1.5).

To do this let us first observe that
\[
\delta(E) \leq |E \Delta B'| \leq |E \Delta E'_\varepsilon| + |E'_\varepsilon \Delta B'| \leq |E \Delta E'_\varepsilon| + \delta(E)/2
\]
and that
\[
|H_z| = \frac{|E \Delta E'_\varepsilon|}{2} \leq \frac{\delta(E)}{4}.
\]
Now let us argue by slicing $H_z$. Fix $\nu \in \mathbb{S}^{N-1}$ and let $G_\nu = H \cap \nu \mathbb{R}$ be the section of $H_z$ in direction $\nu$. Let us split this set in the part interior and exterior to the ball $B(z)$, i.e. $G_\nu = G_\nu^+ \cup G_\nu^-$ where $G_\nu^+ = G_\nu \setminus B(z)$ and $G_\nu^- = G_\nu \cap B(z)$. Now, let us observe that, by construction, $(E'_\varepsilon \setminus B) \cap \nu \mathbb{R}$ is the segment $(1,1+u^+_{\varepsilon}(\nu))\nu$. Thus, by construction, $\tilde{G}^+ \cap \nu \mathbb{R}$ is in this segment and $G^+ \cap \nu \mathbb{R}$ is outside the segment. A similar argument holds for $G^-$ and $\tilde{G}^-$. Thus, if we set $L_\nu = \mathcal{H}^1(G_\nu^\pm)$, since the subset of $G_\nu^\pm$ made by those points for which $|\Phi_\varepsilon(y) - y| \geq \frac{L_\nu^\pm}{2}$ has length at least $\frac{L_\nu^\pm}{2}$, we have
\[
\int_{G_\nu^\pm} |\Phi_\varepsilon(y) - y| d\mathcal{H}^1(y) \geq \left( \frac{L_\nu^\pm}{2} \right)^2.
\]
Arguing in the same way, we have
\[
\int_{G_\nu^-} |\Phi_\varepsilon(y) - y| d\mathcal{H}^1(y) \geq \left( \frac{L_\nu^-}{2} \right)^2,
\]
and then summing
\[
\int_{G_\nu} |\Phi_\varepsilon(y) - y| d\mathcal{H}^1(y) \geq \left( \frac{L_\nu^-}{2} \right)^2 + \left( \frac{L_\nu^+}{2} \right)^2 \geq \frac{L_\nu^2}{8}
\]
where $L_\nu = \mathcal{H}^1(G_\nu)$. Now let us reconstruct the measure of $H_z$ in terms of the sections. We have, by Coarea formula,
\[
|H_z| \leq (1 + \varepsilon)^{N-1} \int_{\mathbb{S}^{N-1}} L_\nu d\mathcal{H}^{N-1}(\nu)
\]
Proposition 5.12. There exists a positive constant locally constant function to construct the nearly-spherical set we are searching for. Let us suppose that any \( \delta \) small enough, there exist two locally constant functions \( u^\pm \) defined in Lemma 5.11 and \( u^\pm_i \) in such a way that \( \| u^\pm_i \|_{L^\infty(S^{N-1})} \leq \varepsilon, \) \( \mathcal{D}_\beta(E^\pm_i) \leq 2 \mathcal{D}_\beta(E) \) and \( |E_z \Delta B(z)| \geq \frac{\delta(E)}{c}. \) Moreover, the baricenter \( \text{Bar}(z) \) of \( E_z \) depends continuously on \( z. \)

Proof. Let us suppose \( E \) does not satisfy inequality (1.5) with the constant \( \tilde{C} \) defined in Lemma 5.11. Let us consider the set \( E'_z \) defined in Lemma 5.11 and \( u^\pm : S^{N-1} \rightarrow [0, \varepsilon) \) as before.

Being \( u^\pm \) non-negative, there exist two locally constant functions \( \tilde{u}^\pm \), close in \( L^\infty(S^{N-1}) \) to \( u^\pm \) as much as we want, with values \( u^\pm_{i,x} \) on a family of finitely many measurable sets \( U_i \subseteq S^{N-1} \) such that \( \text{diam}(U_i) \leq \min\{u^+_{i,x}, u^-_{i,x}\} > 0. \) Now we define \( E''_z \) as

\[
E''_z = \{ z + tx : \ t \in [0, 1 - \tilde{u}^-_z(x)] \cup (1, 1 + \tilde{u}^+_z(x)), \ x \in S^{N-1} \},
\]

Note that we can choose \( u^\pm_{i,x} \) in such a way that \( |E''_z| = \omega_N \) and so that \( \tilde{u}^\pm \) depends continuously on \( z. \)

By Lemma 1.5, we have \( \mathcal{D}_\beta(E''_z) \leq 2 \mathcal{D}_\beta(E) \), hence, since \( \tilde{u}^\pm \) can be chosen uniformly close to \( u^\pm \) as we need, we may assume that \( \mathcal{D}_\beta(E''_z) \leq 2 \mathcal{D}_\beta(E) \). For the same reason we may also assume that \( \delta(E''_z) \geq \frac{\delta(E)}{3}. \)
Now let us construct the nearly spherical set $E_z$. To do this, let us work locally on each $U_i$. If $\min\{u_{z,i}^+, u_{z,i}^-\} = 0$, then we define, for any $\omega \in U_i$, $u_z(\omega) = \pm u_{z,i}^+$ if $u_{z,i}^+ = 0$. On the other hand, if $\min\{u_{z,i}^+, u_{z,i}^-\} > 0$ we can subdivide $U_i$ in two sets $L_i$ and $R_i$ such that

$$\mathcal{H}^{N-1}(L_i)\left(1 - (1 - u_{z,i}^-)^N\right) = \mathcal{H}^{N-1}(R_i)\left((1 + u_{z,i}^+)^N - 1\right)$$

and define $u_z$ as $u_z(\omega) = \chi_L(u_{z,i}^+ - \chi_R, u_{z,i}^-)$ for $\omega \in U_i$. Moreover, since we have chosen $u_{z,i}^\pm$ in such a way that $\tilde{u}_z^\pm$ depend with continuity on $z$, also $u_z$ is continuous with respect to $z$.

Finally, let us define $E_z$ as

$$E_z = \{z + (1 + \rho)x : x \in \mathbb{S}^{N-1}, -1 \leq \rho \leq u_z(x)\}.$$

Note that $E_z$ is nearly spherical. Moreover, observe that since $u_z$ depends continuously on $z$, then also $\text{Bar}(z)$ is a continuous function of $z$.

By construction we have $|E_z| = \omega_N$. Let us first work with the symmetric difference of $E_z$ with respect to the ball $B(z)$. To do this, let us consider the different contributes of $E_z$ and $E_z'$ outside and inside the ball, as

$$F = E_z \setminus B(z), \quad D = B(z) \setminus E_z, \quad \tilde{F} = E_z' \setminus B(z), \quad \tilde{D} = B(z) \setminus E_z',$$

since the behaviour of $u_z$ is different depending on the sets $U_i$ in which it is defined, it can be useful to consider the cones $K_i$ with vertices in $z$ and such that $K_i \cap \partial B_z = z + U_i$, and define

$$F_i = F \cap K_i, \quad D_i = D \cap K_i, \quad \tilde{F}_i = \tilde{F} \cap K_i, \quad \tilde{D}_i = \tilde{D} \cap K_i.$$ 

By construction of $u_z$, we have $-\tilde{u}_z^- \leq u_z \leq \tilde{u}_z^+$ on the whole sphere, so in particular $F \subseteq \tilde{F}$ and $D \subseteq \tilde{D}$.

In particular, the same inclusions hold for any $F_i, \tilde{F}_i, D_i, \tilde{D}_i$. However, $F_i$ is empty if and only if $u_{z,i}^\pm = 0$, which implies also that $\tilde{F}_i$ is empty. If it is not, then let us distinguish two cases. If $u_{z,i}^- = 0$, then $\tilde{F}_i = F_i$. Otherwise, it holds $\min\{u_{z,i}^-, u_{z,i}^+\} > 0$, and then we have

$$\tilde{F}_i = (L_i \cup R_i) \times (1, 1 + u_{z,i}^+).$$

On the other hand, we have $u_z = -u_{z,i}^-$ for $x \in R_i$ and $u_z = u_{z,i}^+$ for $x \in L_i$, hence

$$F_i = L_i \times (1, 1 + u_{z,i}^+).$$

With the same reasoning on $D_i$ we obtain:

$$D_i = \begin{cases} 
\tilde{D}_i & \min\{u_{z,i}^+, u_{z,i}^-\} = 0 \\
R_i \times (1 - u_{z,i}^+, 1) & \min\{u_{z,i}^+, u_{z,i}^-\} > 0 
\end{cases}$$

while, if $\min\{u_{z,i}^+, u_{z,i}^-\} > 0$, $\tilde{D}_i = (L_i \cup R_i) \times (1 - u_{z,i}^-, 1)$. Hence, if $\min\{u_{z,i}^+, u_{z,i}^-\} = 0$, then we easily obtain $|D_i| = |F_i|$. If $\min\{u_{z,i}^+, u_{z,i}^-\} > 0$, then we can write

$$|F_i| + |D_i| = \mathcal{H}^{N-1}(L_i)((1 + u_{z,i}^-)^N - 1) + \mathcal{H}^{N-1}(R_i)(1 - (1 - u_{z,i}^-)^N) + \mathcal{H}^{N-1}(R_i)(1 - (1 - u_{z,i}^-)^N).$$
while
\[ |\tilde{F}_i| + |\tilde{D}_i| = (\mathcal{H}^{N-1}(L_i) + \mathcal{H}^{N-1}(R_i))((1 + u^+_{z,i})^N - 1) + (1 - (1 - u^-_{z,i})^N)). \]

From these two relations it is easy to check that
\[ |F_i| + |D_i| \geq \frac{|\tilde{F}_i| + |\tilde{D}_i|}{2} \]
for any \( i \). Finally, summing over \( i \), we obtain
\[ |E_z\Delta B(z)| \geq \frac{|E''_z\Delta B(z)|}{2} \geq \frac{\delta(E'')}{2} \geq \frac{\delta(E)}{6}. \]

Now let us work with \( \Phi_\beta(E_z) \). To do this, we need to construct an invertible transport map between \( \tilde{F}_i \setminus F_i \) and \( \tilde{D}_i \setminus D_i \) only for \( i \) such that \( \min\{u^+_{z,i}, u^-_{z,i}\} > 0 \), since in the other case we have the equalities \( \tilde{F}_i = F_i \) and \( \tilde{D}_i = D_i \). First let us remark that, by construction, \( |\tilde{F}_i \setminus F_i| = |\tilde{D}_i \setminus D_i| \). By definition of \( R_i \) and \( L_i \), we have that \( R_i \) and \( \frac{1-(1-u^-_{z,i})^N}{(1+u^+_{z,i})^N-1} \chi L_i \) admit the same \( L^1 \) norm with respect to the Hausdorff measure \( \mathcal{H}^{N-1} \), thus we can construct an invertible transport map between them. In particular, let us construct a Knothe-Rosenblatt transport map \( \tau_i \) between \( R_i \) and \( L_i \) that preserve such norms (thus by disintegration and conditioning). More precisely, defining
\[ g_i(t) = \left( \frac{\mathcal{H}^{N-1}(R_i)(t^N - 1) + \mathcal{H}^{N-1}(L_i)(1 - u^-_{z,i})^N}{\mathcal{H}^{N-1}(L_i)} \right)^\frac{1}{N} \]
we can construct the transport map \( \Phi_i : \tilde{F}_i \setminus F_i \to \tilde{D}_i \setminus D_i \) as
\[ \Phi_i(\nu) = g_i(t)\tau_i(\nu) \quad \forall \nu \in R_i, \quad t \in (1, 1 + u^+_{z,i}). \]

In particular, this is an invertible transport map and the volume distortion caused by the Knothe-Rosenblatt rearrangement \( \tau_i \) (which preserves instead the \( L^1(\mathcal{H}^{N-1}) \) norms of \( \chi_{R_i} \) and \( \frac{1-(1-u^-_{z,i})^N}{(1+u^+_{z,i})^N-1} \chi_{L_i} \)) is balanced by the distortion on the interval given by \( g_i \) (to preserve the volume of the whole set \( |\tilde{F}_i \setminus F_i| \) onto \( |\tilde{D}_i \setminus D_i| \)).

Moreover, \( \tau_i(\nu) \) is a transport map on the sphere, so \( |\tau_i(\nu)| = 1 \). Thus we have
\[ |y| - |\Phi_i(y)| = t - g_i(t) \geq \min\{u^+_{i,z}, u^-_{i,z}\} \geq \text{diam} U_i. \]

On the other hand we have, since \( g_i(t) \leq 1 \)
\[ |y - \Phi_i(y)| \leq |t - g_i(t)| + g_i(t)|\nu - \tau_i(\nu)| \leq (|y| - |\Phi_i(y)|) + g_i(t)|\nu - \tau_i(\nu)| \leq (|y| - |\Phi_i(y)|) + \text{diam} U_i \leq 2(|y| - |\Phi_i(y)|). \]

We can glue all the \( \Phi_i \) to construct a transport map \( \Phi : \tilde{F} \setminus F \to \tilde{D} \setminus D \).

Now we are ready to evaluate the energy of \( E_z \). To do this, let us observe that
\[ \mathcal{E}_\beta(E''_z) - \mathcal{E}_\beta(E_z) = 2 \mathcal{E}_\beta(B, \tilde{F} \setminus F) - 2 \mathcal{E}_\beta(B, \tilde{D} \setminus D) \]
STABILITY OF A RIESZ-TYPE INEQUALITY

\[ + \mathcal{G}_\beta(\tilde{D}, \tilde{D} \setminus D) - \mathcal{G}_\beta(\tilde{F}, \tilde{F} \setminus F) \\
+ \mathcal{G}_\beta(D, \tilde{D} \setminus D) - \mathcal{G}_\beta(D, \tilde{F} \setminus F) \\
+ \mathcal{G}_\beta(\tilde{F}, \tilde{F} \setminus F) - \mathcal{G}_\beta(\tilde{F}, \tilde{D} \setminus D) \\
+ \mathcal{G}_\beta(F, \tilde{F} \setminus F) - \mathcal{G}_\beta(F, \tilde{D} \setminus D). \]

By equation (5.10) we know that
\[
\mathcal{G}_\beta(\tilde{D}, \tilde{D} \setminus D) - \mathcal{G}_\beta(\tilde{D}, \tilde{F} \setminus F) + \mathcal{G}_\beta(D, \tilde{D} \setminus D) - \mathcal{G}_\beta(D, \tilde{F} \setminus F) \\
+ \mathcal{G}_\beta(\tilde{F}, \tilde{F} \setminus F) - \mathcal{G}_\beta(\tilde{F}, \tilde{D} \setminus D) \\
+ \mathcal{G}_\beta(F, \tilde{F} \setminus F) - \mathcal{G}_\beta(F, \tilde{D} \setminus D) \\
geq - C_1((1 + \varepsilon)^N - (1 - \varepsilon)^N)^\alpha \int_{\tilde{F} \setminus F} |y - \Phi(y)| dy,
\]
for some constant $C_1$ depending only on $\beta$ and $N$ and $\alpha$ defined in (5.11). On the other hand, denoting by $c_\varepsilon = \min_{t \in (1 - \varepsilon, 1 + \varepsilon)} \psi'(t)$, we have, arguing as in Lemma 5.11,
\[
\mathcal{G}_\beta(B, \tilde{F} \setminus F) - \mathcal{G}_\beta(B, \tilde{D} \setminus D) \geq c_\varepsilon \int_{\tilde{F} \setminus F} |y - \Phi(y)| dy
\]

hence
\[
\mathcal{G}_\beta(E''_z) - \mathcal{G}_\beta(E_z) \geq (c_\varepsilon - C_1((1 + \varepsilon)^N - (1 - \varepsilon)^N)^\alpha) \int_{\tilde{F} \setminus F} |y - \Phi(y)| dy.
\]

As $\varepsilon \to 0$ we have that $c_\varepsilon \to \psi'(1) > 0$, hence we can consider $\varepsilon$ small enough to have $c_\varepsilon - C_1((1 + \varepsilon)^N - (1 - \varepsilon)^N)^\alpha > 0$ and finally
\[
\mathcal{G}_\beta(E''_z) - \mathcal{G}_\beta(E_z) \geq 0,
\]
that implies
\[
\mathcal{D}_\beta(E_z) \leq \mathcal{D}_\beta(E''_z) \leq 2 \mathcal{D}_\beta(E).
\]

Now we turn to the fourth step of our plan. To do this, we have to show that the function $\text{Bar}(z)$ admits a fixed point. Since this can be done by means of Lemmas 2.14 and 2.15 in [28], we omit the proof.

**Lemma 5.13.** Under the hypotheses of Proposition 5.12, we can construct the set $E_z$ in such a way that $\text{Bar}(z) = z$.

**5.5. Proof of Theorem 1.1**

Now we have all the tools we need to prove Theorem 1.1.

**Proof of Theorem 1.1.** Let us consider $\varepsilon_1$ as defined in Proposition 5.12 and $\varepsilon_0$ as defined in Theorem 4.2. Fix $\varepsilon \in (0, \min \{ \varepsilon_1, \frac{\varepsilon_0}{2}, 1 \})$ and define $\delta_\varepsilon > 0$ as in Lemma 5.10. Now consider $\delta_0$ as in Lemma 5.9 and fix $\mu \in (0, \min \{ \delta_\varepsilon, \delta_0 \})$. Fix $R$ as in Lemma 5.9 and consider $\eta > 0$ as in Lemma 5.8 associated to this $\mu$. 

If \( \delta(E) \geq \mu \), then \( \mathcal{D}_\beta(E) \geq \eta \) and we have

\[
\delta(E) \leq 2\omega_N \leq \frac{2\omega_N}{\sqrt{\eta}} \mathcal{D}_\beta(E).
\]

Now suppose \( \delta(E) < \mu \). Then, since \( \delta(E) < \delta_0 \), by Lemma 5.9, we can construct a set \( \tilde{E} \subseteq B_K \) such that \( \delta(\tilde{E}) = \delta(E) \) and \( \mathcal{D}_\beta(\tilde{E}) \leq K \mathcal{D}_\beta(E) \) where \( K \) depends only on \( \beta \) and \( N \). Now, by Lemma 5.10, since \( \delta < \delta_\varepsilon \), we can construct a set \( E' \) with \( B_{1-\varepsilon} \subseteq E' \subseteq B_{1+\varepsilon}, \mathcal{D}_\beta(E') \leq \mathcal{D}(\tilde{E}) \leq K \mathcal{D}_\beta(E) \) and \( \delta(E') = \delta(\tilde{E}) = \delta(E) \).

If this set satisfies (1.5) with the constant \( \beta \) defined in Lemma 5.11, we conclude the proof. Otherwise, we can use Proposition 5.12 (since \( \varepsilon < \varepsilon_1 \)) to construct a nearly-spherical set \( E'' \) with volume \( |E''| = \omega_N \) and barycentre in the origin (by also using Lemma 5.13 and then translating the set in such a way that \( z = 0 \)). In particular, \( |E'' \Delta B| \geq \frac{\delta(E)}{6} \) and \( \mathcal{D}_\beta(E'') \leq 2K \mathcal{D}_\beta(E) \). Moreover, since \( \varepsilon < \frac{\varepsilon_0}{2} \), we can write

\[
E'' = \{ x \in \mathbb{R}^N : x = \rho z, z \in S^{N-1}, \rho \in (0, 1 + tu(z)] \}
\]

with \( \|u\|_{L^\infty(S^{N-1})} \leq 1/2 \) and \( t \in (0, \varepsilon_0) \). Thus, by Theorem 4.2, we know that there exists a constant \( C \) such that

\[
|E'' \Delta B| \leq C \sqrt{\mathcal{D}_\beta(E)}
\]

concluding the proof.

\( \square \)

**Remark 5.14.** Comparing the constant \( C(N, \beta) \) in Theorem 1.1 with the one in Theorem 4.2 we obtain, by Remark 4.5, \( C(N, \beta) \geq \sqrt{\frac{8N\omega_N}{D_\beta}} \), where \( D_\beta \) is defined in equation (3.11). The latter inequality, together with Remark 4.5, implies

\[
\lim_{\beta \to \infty} C(N, \beta) \sqrt{\frac{C_N^{N, \beta} 2^\beta \beta^{-\frac{N+1}{2}}}{N\omega_N}} \geq 1, \quad \lim_{\beta \to 0^+} C(N, \beta) \sqrt{\frac{\tilde{C}_N^{N, \beta}}{N\omega_N}} \geq 1,
\]

where \( \tilde{C}_N^{N, \beta} \) and \( C_N^{N, \beta} \) are defined in Formula (4.11).

### 6. The Minimizer of a Mixed Energy with a Perimeter Penalization

Now let us consider the mixed energy functional

\[
\mathcal{E}(E) = \mathcal{G}_\beta(E) + \varepsilon P_s(E) + V_\alpha(E)
\]

for measurable sets \( E \subseteq \mathbb{R}^N \), where \( \beta > 0, \varepsilon > 0, \alpha \in (0, N), s \in (0, 1], P_s \) is the fractional perimeter defined in equation (1.2) for \( s \in (0, 1) \), \( P_1 := P \) is the classical perimeter and \( V_\alpha \) is the Riesz potential defined in equation (1.1). We want to find a minimizer of \( \mathcal{E} \) under the volume constraint \( |E| = m \). Let us first recall that \( P_s \) (for \( s \in (0, 1] \)) satisfies the following isoperimetric inequality (see [19]), setting \( |E| = m \) and for fixed \( s \in (0, 1] \),

\[
P_s(E) \geq P_s(B[m]),
\]

while the Riesz potential is maximized by the ball, \( i.e. \) for any \( \alpha \in (0, N) \), by Riesz rearrangement inequality, it holds

\[
V_\alpha(E) \leq V_\alpha(B[m]),
\]
where $B[m]$ is the ball of volume $m$ and the equality holds in both inequality if and only if $E$ is a ball. We want to show that there exists a critical mass $m_0$ such that if $m > m_0$, the ball is a minimizer of (6.1) for $\varepsilon > \varepsilon_0$, where $\varepsilon_0$ may depend on $m$. Note that if $\alpha \in (1, N)$ this result follows from [23] where it is proved that there exists a critical mass $m_0$ such that, if $m > m_0$, then the ball of mass $m$ is a minimizer for the mixed energy $\mathcal{E}_\beta + V_\alpha$. On the other hand, by the result proved in [18] we note that the ball is a minimizer for $s \in (0, 1]$, $\alpha \in (0, N)$, $\beta > 0$ and any $\varepsilon > 0$ if the mass is sufficiently small.

However, still in [23], it has been shown that the characteristic function of a ball is not a critical point for $\mathcal{E}_\beta + V_\alpha$ when $\alpha \in (0, 1)$ for the problem when relaxed on $L^1$ functions. Thus, from this observation, by Theorem 4.4 of [7], we can conclude that the ball cannot be a minimizer for $\mathcal{E}_\beta + V_\alpha$ for any mass constraint $m$. Hence, what we aim to show is that if we add a penalization to the functional $\mathcal{E}_\beta + V_\alpha$ with the (possibly fractional) perimeter, the new penalized functional admits a minimum when the volume constraint $m$ is above a critical mass $m_0$, and that the ball is actually a minimum over a second critical mass $m_1$.

The first thing we have to show is the actual existence of the minimizer. To do this, let us consider the shape functional

$$\mathcal{E}_m(E) = \mathcal{E}_\beta(E) + V_\alpha(E) + \varepsilon(m) P_s(E)$$

where $\varepsilon(m) = \left(\frac{m}{\omega_N}\right)^{1 + \frac{\alpha}{N}}$ and let us show that there exists a minimizer for it as $m > m_0$. The same exact proof will show that there exists a minimizer for $\mathcal{E}(E)$ as $m > m_0$ if $\varepsilon > \varepsilon(m)$.

**Lemma 6.1.** Let $N \geq 2$, $\alpha \in (0, N)$, $\beta > 0$, $s \in (0, 1]$ and set $\varepsilon(m) = \left(\frac{m}{\omega_N}\right)^{1 + \frac{\alpha}{N}}$. Then there exist two positive constants $m_0$ and $R_0$ depending on $\alpha, \beta, s, N$ such that for any $m > m_0$ it holds

$$\inf\{\mathcal{E}_m(E) : |E| = m\} = \inf\left\{\mathcal{E}_m(E) : |E| = m, E \subseteq B\left(\frac{m}{\omega_N}\right)^{\frac{1}{s}}, R_0 \right\}.$$  

(6.2)

In particular problem (6.2) admits a minimizer.

**Proof.** Let us set

$$\gamma = \inf\{\mathcal{E}_m(E) : |E| = m\}$$

and $m_0 > \max\{\omega_N, 1\}$. Consider $m > m_0$ and let us recall that $\beta + N > \alpha$. Moreover, let us observe that

$$V_\alpha(B[m]) = \left(\frac{m}{\omega_N}\right)^{1 + \frac{\alpha}{N}} V_\alpha(B), \quad P_s(B[m]) = \left(\frac{m}{\omega_N}\right)^{1 - \frac{\alpha}{N}} P_s(B).$$

We have

$$\gamma \leq \mathcal{E}_m(B[m]) = \left(\frac{m}{\omega_N}\right)^{2 + \frac{\beta}{N}} \mathcal{E}_\beta(B) + \left(\frac{m}{\omega_N}\right)^{1 + \frac{\alpha}{N}} V_\alpha(B) + \left(\frac{m}{\omega_N}\right)^{2 + \frac{\beta}{N}} P_s(B) \leq \left(\frac{m}{\omega_N}\right)^{2 + \frac{\beta}{N}} \mathcal{E}_{\omega_N}(B).$$

(6.3)
Fix any Borel set $E$ such that $|E| = m$ and $\mathcal{E}_m(E) \leq \gamma + V_\alpha(B[m])$. Thus we have, by using the isoperimetric inequalities involving $V_\alpha$ and $P_\gamma$,

$$\frac{\mathcal{D}_\beta(E)}{\mathcal{G}_\beta(B[m])} \leq \frac{2\left(\frac{m}{\omega_N}\right)^{1+\frac{s}{2}} V_\alpha(B) - V_\alpha(E) + \epsilon(m)(P_\gamma(B[m]) - P_\gamma(E))}{\left(\frac{m}{\omega_N}\right)^{2+\frac{s}{2}} \mathcal{G}_\beta(B)} \leq \frac{2V_\alpha(B)}{\mathcal{G}_\beta(B)} \left(\frac{\omega_N}{m}\right)^{\frac{2+sN}{N}}. \tag{6.4}$$

Now let us consider $\lambda = \left(\frac{\omega_N}{m}\right)^{\frac{s}{N}}$ in such a way that $E_\lambda = \lambda E$ satisfies $|E_\lambda| = \omega_N$. Moreover, we can translate $E_\lambda$ so that $\delta(E_\lambda) = |E_\lambda \Delta B|$. We have, by equations (1.5), (6.4) and the fact that $\frac{\mathcal{D}_\beta(E_\lambda)}{\mathcal{G}_\beta(B)} = \frac{\mathcal{D}_\beta(E)}{\mathcal{G}_\beta(B[m])}$,

$$|E_\lambda \setminus B| \leq |E_\lambda \Delta B| \leq C_1 \left(2V_\alpha(B) \left(\frac{\omega_N}{m}\right)^{\frac{2+sN}{N}}\right)^{\frac{1}{2}},$$

for some constant $C_1$ depending only on $\beta$ and $N$. We can set

$$\eta = C_1 \left(2V_\alpha(B) \left(\frac{\omega_N}{m}\right)^{\frac{2+sN}{N}}\right)^{\frac{1}{2}} := C_2 m^{-\frac{s+N-\alpha}{2N}}, \tag{6.5}$$

where $C_2$ depends only on $\beta, \alpha, N$ and consider $m_0 > \left(\frac{2C_2}{\omega_N}\right)^{\frac{sN}{2+sN-\alpha}}$ in such a way that for any $m > m_0$ it holds $\eta < \frac{\omega_N}{2}$. By the Truncation Lemma for the fractional perimeter ([18], Lem. 4.5) if $s \in (0, 1)$ or for the classical perimeter ([18], Lem. 5.1) if $s = 1$, we know there exist two constants $C_3$ and $C_4$ depending on $N$ and $s$ and a radius $r_* \in [1, 1 + C_3 \eta^{\frac{1}{s}}]$ such that

$$P_\gamma(E_\lambda \cap B_{r_*}) \leq P_\gamma(E_\lambda) - \frac{|E_\lambda \setminus B_{r_*}|}{C_4 N \omega_N \eta^{\frac{1}{s}}}.$$

If we define $r_E = \frac{r_*}{\lambda}$ we have

$$\lambda^{N-s} P_\gamma(E \cap B_{r_E}) \leq \lambda^{N-s} P_\gamma(E) - \frac{\lambda^{N} |E \setminus B_{r_E}|}{C_4 N \omega_N \eta^{\frac{1}{s}}},$$

that is to say

$$P_\gamma(E \cap B_{r_E}) \leq P_\gamma(E) - \frac{\lambda^{s}|E \setminus B_{r_E}|}{C_4 N \omega_N \eta^{\frac{1}{s}}} \tag{6.6}.$$

Now let us set $u = \frac{|E \setminus B_{r_E}|}{m}$, $\mu = (1 - u)^{-\frac{1}{s}}$ and $F = \mu(E \cap B_{r_E})$. It holds, by definition, $|F| = m$. Let us observe, in particular, that

$$u = \frac{|E \setminus B_{r_E}|}{m} = \frac{|E_\lambda \setminus B_{r_*}|}{\omega_N} \leq \frac{\eta}{\omega_N} \leq \frac{1}{2}.$$
Let us consider any exponent \( k > 0 \). Then, by Lagrange’s theorem and the fact that \( u \leq \frac{1}{2} \) we obtain

\[
\mu^k \leq 1 + \frac{k}{N} 2^{\frac{k}{N} + 1} u.
\]

(6.7)

By using (6.7) with \( k = N - s \) and (6.6) we have

\[
P_s(E) \leq \left( 1 + \frac{N - s}{N} 2^{\frac{N-s}{N} + 1} u \right) P_s(E) - \left( 1 + \frac{N - s}{N} 2^{\frac{N-s}{N} + 1} u \right) \frac{\lambda^s |E \setminus B_{rE}|}{C_4 \omega_N \eta^\frac{1}{N}}.
\]

(6.8)

Concerning \( \mathcal{G}_\beta(F) \), we have, by using (6.7) with \( k = 2N + \beta \),

\[
\mathcal{G}_{\beta}(F) \leq \left( 1 + \frac{2N + \beta}{N} 2^{\frac{2N+\beta}{N} + 1} u \right) \mathcal{G}_\beta(E \cap B_{rE}) \leq \left( 1 + \frac{2N + \beta}{N} 2^{\frac{2N+\beta}{N} + 1} u \right) \mathcal{G}_\beta(E).
\]

(6.9)

Finally, for \( V_\alpha(F) \), we have, still by (6.7) with \( k = \alpha + N \),

\[
V_\alpha(F) \leq \left( 1 + \frac{N + \alpha}{N} 2^{\frac{N+\alpha}{N} + 1} u \right) \mathcal{V}_\beta(E \cap B_{rE}) \leq \left( 1 + \frac{N + \alpha}{N} 2^{\frac{N+\alpha}{N} + 1} u \right) \mathcal{V}_\beta(E).
\]

(6.10)

Combining inequalities (6.8), (6.9) and (6.10) we get

\[
\mathcal{E}_m(F) \leq \mathcal{E}_m(E) + C_5 u \mathcal{E}_m(E) - \varepsilon(m) \left( 1 + \frac{N - s}{N} 2^{\frac{N-s}{N} + 1} u \right) \frac{\lambda^s |E \setminus B_{rE}|}{C_4 \omega_N \eta^\frac{1}{N}},
\]

where \( C_5 \) is a constant depending on \( N, \alpha, \beta, s \). Being \( m > \omega_N \), inequality (6.3), together with the fact that \( \mathcal{E}_m(E) \leq \gamma + V_\alpha(B[m]) \), implies

\[
\mathcal{E}_m(E) \leq 2 \left( \frac{m}{\omega_N} \right)^{2 + \frac{\beta}{N}} \mathcal{E}_\omega(B).
\]

Hence, recalling that \( u = \frac{|E \setminus B_{rE}|}{m} \), \( \lambda = \omega^\frac{1}{N} m^{-\frac{1}{N}}, \varepsilon(m) = \left( \frac{m}{\omega_N} \right)^{1 + \frac{\beta}{N}} \) and \( \eta \) is defined in (6.5) we get

\[
\mathcal{E}_m(F) \leq \mathcal{E}_m(E) + 2C_5 |E \setminus B_{rE}| m^{1+\frac{\beta}{N}} \omega^{-\frac{1}{N}} \mathcal{E}_\omega(B) - C_6 m^{1+\frac{\beta}{N}} \omega^{-\frac{1}{N}} \left( 2C_5 \mathcal{E}_\omega(B) - C_6 \omega^{2+\frac{\beta}{N}} m^{\frac{(\beta + N - \alpha)}{2N^2}} |E \setminus B_{rE}| \right),
\]

where \( C_6 \) is a suitable constant depending on \( \alpha, \beta, s, N \). Choosing

\[
m_0 > \left( \frac{2C_5 \mathcal{E}_\omega(B)}{C_6 \omega^{2+\frac{\beta}{N}}} \right)^{\frac{2N^2}{\beta + N - \alpha}}
\]

and \( m > m_0 \), we conclude that

\[
\mathcal{E}_m(F) \leq \mathcal{E}_m(E).
\]
In particular it holds $F \subseteq B_{\mu r_E}$ with

$$r_E = \frac{r_1}{\chi} \leq (1 + C_3 N^{\frac{1}{s}}) \left( \frac{m}{\omega_N} \right)^{\frac{1}{s}} \leq (1 + C_3 C_2 \frac{1}{\omega_N} m_0 \frac{2^{N-\alpha}}{2^{N^2}}) \left( \frac{m}{\omega_N} \right)^{\frac{1}{s}}.$$

Moreover, we have, by (6.7) with $k = 1$,

$$\mu r_E \leq \left( 1 + \frac{1}{N} 2^{\frac{1}{s}} \right) (1 + C_3 C_2 \frac{1}{\omega_N} m_0 \frac{2^{N-\alpha}}{2^{N^2}}) \left( \frac{m}{\omega_N} \right)^{\frac{1}{s}} =: R_0 \left( \frac{m}{\omega_N} \right)^{\frac{1}{s}}$$

where

$$R_0 = \left( 1 + \frac{1}{N} 2^{\frac{1}{s}} \right) (1 + C_3 C_2 \frac{1}{\omega_N} m_0 \frac{2^{N-\alpha}}{2^{N^2}})$$

(6.11)

depends only on $N, \alpha, \beta, s$. Being also $|F| = m$, we have that

$$\gamma = \inf \left\{ \mathcal{E}_m : |E| = m, E \subseteq B \left( \frac{m}{\omega_N} \right)^{\frac{1}{s}} r_0 \right\}.$$

Now let us show that there exists a minimizer. To do this, let us consider a minimizing sequence $E_h \subseteq B \left( \frac{m}{\omega_N} \right)^{\frac{1}{s}} r_0$ with

$$\mathcal{E}_m(E_h) \leq \gamma + 1.$$

This implies in particular

$$P_s(E_h) \leq \frac{\gamma + 1}{\varepsilon(m)}.$$

By precompactness in $L^1$ of uniformly bounded sequences with respect to the classical perimeter (see [16]), for $s = 1$, and with respect to the fractional perimeter (see [13]), for $s \in (0, 1)$, and lower semicontinuity of the involved shape functionals we conclude the proof. \hfill $\square$

Now that we have proved that $\mathcal{E}_m$ admits a minimizer for $m > m_0$, let us show that such minimizer is actually a ball when $m > m_1$ (where $m_1$ is a certain critical mass). To do this, we first need to show that, up to suitable rescaling, minimizers of $\mathcal{E}_m$ are quasi-minimizers of the (possibly fractional) perimeter.

**Lemma 6.2.** Let $m_0$ be as in Lemma 6.1, $m > m_0$ and $\varepsilon(m) = \left( \frac{m}{\omega_N} \right)^{1 + \frac{\beta+s}{s}}$. Consider $E$ a minimizer of $\mathcal{E}_m$ with $|E| = m$ and such that $E \subseteq B \left( \frac{m}{\omega_N} \right)^{\frac{1}{s}} r_0$, where $R_0$ is defined in Formula (6.11). Then the set $E_* = \lambda E$ such that $|E_*| = \omega_N$ is a $\Lambda$-quasi minimizer of $P_s$ for some constant $\Lambda$ depending on $\beta, \alpha, s$, i.e. for any measurable set $F$ with $E_* \Delta F \subseteq B_R(x)$ for some $x \in \mathbb{R}^N$ and $R \in (0, 1)$ it holds

$$P_s(E_*) \leq P_s(F) + \Lambda |E_* \Delta F|.$$

(6.12)
Proof. By $|E_s| = \omega_N$ we know that $\lambda = \left(\frac{\omega_N}{m}\right)^\frac{1}{s} \leq 1$, since $m > m_0 > \omega_N$, see the proof of Lemma 6.1, and $\varepsilon(m) = \lambda^{-N-\beta-s}$. Being $E$ a minimizer of $\mathcal{E}_m$ under the volume constraint $|E| = m$, we get

$$\mathcal{E}_m(E) \leq \mathcal{E}_m(B[m]) = \lambda^{-2N-\beta} \mathcal{E}_\beta(B) + \lambda^{-N-\alpha}V_\alpha(B) + \lambda^{-N+s}\varepsilon(m)P_s(B)$$

that implies

$$\varepsilon(m)P_s(E) \leq \lambda^{-2N-\beta}(\mathcal{E}_\beta(B) - \mathcal{E}_\beta(E_s)) + \lambda^{-N-\alpha}(V_\alpha(B) - V_\alpha(E_s)) + \lambda^{-N+s}\varepsilon(m)P_s(B) \leq \lambda^{-N-\alpha}V_\alpha(B) + \lambda^{-N+s}\varepsilon(m)P_s(B),$$

where we also used the isoperimetric inequality on $\mathcal{E}_\beta$. Multiplying last relation by $\lambda^{2N+\beta}$ we have

$$P_s(E_s) \leq \lambda^{N+\beta-\alpha}V_\alpha(B) + P_s(B) \leq V_\alpha(B) + P_s(B).$$

Now let us consider any measurable set $F \subseteq \mathbb{R}^N$ with $E_s \Delta F \subseteq B_R(x)$ for some $R < 1$. If $P_s(F) \geq P_s(E_s)$ equation (6.12) is already verified. Thus, let us assume $P_s(F) < P_s(E_s)$. Then we have, from the fractional (or classical if $s = 1$) isoperimetric inequality

$$\frac{|F|}{|B|} \leq \left(\frac{P_s(F)}{P_s(B)}\right)^{\frac{N}{N-s}} \leq \left(\frac{P_s(E_s)}{P_s(B)}\right)^{\frac{N}{N-s}} \leq \left(1 + \frac{V_\alpha(B)}{P_s(B)}\right)^{\frac{N}{N-s}} := C_1.$$

Let us first consider the case $|F| \leq \frac{\omega_N}{2}$. Then $|F \Delta E_s| \geq \frac{\omega_N}{2}$ and we can find $\Lambda$ big enough and independent of $m$ in such a way to obtain

$$\Lambda \frac{\omega_N}{2} \geq \frac{\lambda^{-s-\alpha}V_\alpha(B)}{\varepsilon(m)} + P_s(B). \tag{6.13}$$

Indeed we have

$$\frac{\lambda^{-s-\alpha}V_\alpha(B)}{\varepsilon(m)} + P_s(B) = \lambda^{N+\beta-s}V_\alpha(B) + P_s(B) \leq V_\alpha(B) + P_s(B),$$

being $\lambda \leq 1$, hence

$$\Lambda \geq \frac{2(V_\alpha(B) + P_s(B))}{\omega_N}$$

satisfies inequality (6.13). In this case equation (6.12) follows.

Assume now $|F| > \frac{\omega_N}{2}$ and recall that $E_s \Delta F \subseteq B(x)$ for some $x \in \mathbb{R}^N$. Since $E_s \subseteq B_R$, if $B(x) \cap B_{R_0+1} = \emptyset$, then $E_s \Delta F$ is separated from $E_s$. If $s = 1$, this implies $P(F) \geq P(E_s)$, which is a contradiction with the assumption $P(F) < P(E_s)$. Moreover, if $s < 1$, we have, by definition of fractional perimeter,

$$P_s(F) = P_s(E_s) + P_s(F \Delta E_s) - \frac{2(1-s)}{\omega_{N-1}} \int_{F \Delta E_s} \int_{E_s} |x - y|^{-s-N} \mathrm{d}x \mathrm{d}y.$$

Concerning the last integral, since $E_s \subseteq B_R$, $F \Delta E_s \subseteq B_1(x)$ for some $x \in \mathbb{R}^N$ and $B_1(x) \cap B_{R_0+1} = \emptyset$, it holds $|z - y| \geq 1$ for any $z \in E_s$ and $y \in F \Delta E_s$. Hence, we get

$$\int_{F \Delta E_s} \int_{E_s} |x - y|^{-s-N} \mathrm{d}x \mathrm{d}y \leq \omega_N |F \Delta E_s|$$
and then

\[ P_s(E_s) \leq P_s(F_s) + \frac{2(1-s)\omega_N}{\omega_{N-1}} |F \Delta E_s|, \]

thus equation (6.12) holds for \( \Lambda \geq \frac{2(1-s)\omega_N}{\omega_{N-1}} \).

On the other hand, if \( B_1(x) \cap B_{R_0+1} \neq \emptyset \), then \( F \subseteq B_{R_0+3} \). Now let us define \( \mu = \left( \frac{m}{|F|} \right)^\frac{1}{s} \), in such a way that \( |\mu F| = m \). Being \( E \) a minimizer of \( \mathfrak{c}_m \), we have

\[ \varepsilon(m)P_s(E) \leq \varepsilon(m)\mu^{N-s}P_s(F) + \mu^{N+\alpha}V_\alpha(F) - V_\alpha(F) + \mu^{2N+\beta}\mathfrak{G}_\beta(F) - \mathfrak{G}_\beta(F) \]
\[ = \varepsilon(m)\mu^{N-s}P_s(F) + \mu^{N+\alpha}(V_\alpha(F) - V_\alpha(F_s)) + ((\lambda \mu)^{N+\alpha} - 1)V_\alpha(F) \]
\[ + \mu^{2N+\beta}(\mathfrak{G}_\beta(F) - \mathfrak{G}_\beta(F_s)) + ((\lambda \mu)^{2N+\beta} - 1)\mathfrak{G}_\beta(F). \]

Multiplying last inequality by \( \lambda^{2N+\beta} \) and using the fact that \( \lambda \leq 1 \), we get

\[ P_s(E_s) \leq P_s(F) \]
\[ + ((\lambda \mu)^{N-s} - 1)P_s(F) \]
\[ + (\lambda \mu)^{N+\alpha}(V_\alpha(F) - V_\alpha(F_s)) \]
\[ + ((\lambda \mu)^{N+\alpha} - 1)V_\alpha(F_s) \]
\[ + (\lambda \mu)^{2N+\beta}(\mathfrak{G}_\beta(F) - \mathfrak{G}_\beta(F_s)) \]
\[ + ((\lambda \mu)^{2N+\beta} - 1)\mathfrak{G}_\beta(F_s). \]  

(6.14)

First of all, observe that \( |F \cap E_s| \leq |E_s| = \omega_N \) and \( |F \setminus E_s| \leq |B_1(x)| = \omega_N \), hence \( |F| \leq 2\omega_N \) and then \( -\omega_N \leq \omega_N - |F| \leq |E_s \Delta F| \). Thus, in particular, \( -\frac{1}{2} \leq \omega_N - |F| \leq 1 \). Moreover \( |F| \geq \frac{\omega_N}{2} \), thus we get, for any \( \nu \geq N \),

\[ (\lambda \mu)^\nu = \left( 1 + \frac{\omega_N - |F|}{|F|} \right)^\frac{1}{\nu} \leq 1 + (2^\frac{\nu}{\omega_N} - 1) \frac{|E_s \Delta F|}{|F|} \]
\[ \leq 1 + 2(2^\frac{\nu}{\omega_N} - 1) \frac{1}{\omega_N} |E_s \Delta F|. \]

This leads to the following estimates

\[ (\lambda \mu)^{N+\alpha} - 1 \leq 2(2^{1+\frac{\nu}{\omega_N}} - 1) \frac{1}{\omega_N} |E_s \Delta F|, \]
\[ (\lambda \mu)^{2N+\beta} - 1 \leq 2(2^{2+\frac{\nu}{\omega_N}} - 1) \frac{1}{\omega_N} |E_s \Delta F|, \]

that are respectively used to obtain an upper bound on the fourth and sixth summand of (6.14), together with the fact that \( V_\alpha(E_s) \leq V_\alpha(B) \) and \( \mathfrak{G}_\beta(E_s) \leq 2^\beta R_{0+2N}^2 \omega_N^2 \).

On the other hand, we can use Bernoulli’s inequality to achieve

\[ (\lambda \mu)^{N-s} - 1 \leq 2^{\frac{N-s}{N}} \frac{|E_s \Delta F|}{\omega_N}, \]

that is used to obtain an upper bound on the second summand of (6.14).
Concerning the third summand of (6.14), we use equation 2.11 of [33] (see [18], Eq. 5.9 for a more precise statement involving the perimeter), obtaining

\[ V_\alpha(F) - V_\alpha(E_\ast) \leq C_1 |E_\ast \Delta F|, \tag{6.15} \]

where \( C_1 \) is a constant depending on \( N \) and \( \alpha \). Concerning the fifth summand, recall that \( F \subseteq B_{R_0 + 3} \), where \( \bar{R} = R_0 + 3 \) and \( E_\ast \subseteq B_{R_0} \), so that it holds \( F \cup E_\ast \subseteq B_{R_0 + 3} \). Thus we have

\[
\begin{align*}
\mathcal{G}_\beta(F) - \mathcal{G}_\beta(E_\ast) &= \mathcal{G}_\beta(F, F \setminus E_\ast) + \mathcal{G}_\beta(F, F \cap E_\ast) - \mathcal{G}_\beta(E_\ast) \\
&\leq \mathcal{G}_\beta(F, F \setminus E_\ast) + \mathcal{G}_\beta(F \setminus E_\ast, E_\ast) - \mathcal{G}_\beta(E_\ast) \\
&= \mathcal{G}_\beta(F, F \setminus E_\ast) + \mathcal{G}_\beta(F \setminus E_\ast, E_\ast) - \mathcal{G}_\beta(E_\ast) \\
&\leq \int_F \int_{E_\ast} |x - y|^\beta \, dx \, dy + \int_{E_\ast} \int_{F \setminus E_\ast} |x - y|^\beta \, dx \, dy \\
&\leq |F| |F \setminus E_\ast| (2(R_0 + 3))^{\beta} + \omega_N |F \setminus E_\ast| (2(R_0 + 3))^{\beta} \\
&\leq 2^{\beta}(R_0 + 3)^{\beta} ((R_0 + 3)^N + 1) \omega_N |F \setminus E_\ast| \\
&\leq C_2 |E_\ast \Delta F|,
\end{align*}
\]

where \( C_2 := 2^{\beta}(R_0 + 3)^{\beta} ((R_0 + 3)^N + 1) \omega_N > 0 \) is a constant depending on \( N, \beta, \alpha, s \). Hence, we conclude, by using all the upper bounds we obtained, that there exists a constant \( C_3 > 0 \) depending on \( N, \beta, \alpha, s \) such that

\[ P_s(E_\ast) \leq P_s(F) + C_3 |E_\ast \Delta F|, \]

thus equation (6.12) is verified by taking \( \Lambda \geq C_3 \). Finally, if we take

\[ \Lambda \geq \max \left\{ \frac{2(V_\alpha(B) + P_s(B))}{\omega_N}, \frac{2(1 - s) \omega_N}{\omega_N - 1}, C_3 \right\} \]

we conclude the proof. \( \square \)

Now that we have shown that minimizers of \( \mathfrak{c}_m \) are quasi-minimizers of the perimeter (up to a rescaling), we can use this property to improve the regularity of the minimizers of \( \mathfrak{c}_m \) and finally prove Theorem 1.2.

**Proof of Theorem 1.2.** In this proof, given \( E \) of finite measure,

\[ \tilde{\delta}(E) = \min \{ |E \Delta B_r(x)|; \ x \in \mathbb{R}^N, \ |B_r| = |E| \}. \]

First of all, let us observe that if the ball \( B[m] \) is the minimizer of \( \mathfrak{c}_m \) then, by the isoperimetric inequality, it is obviously the minimizer of \( \mathfrak{c} \) for any \( \varepsilon > \varepsilon(m) \). Thus, let us work directly with \( \mathfrak{c}_m \).

Let us argue by contradiction. Let us suppose there exists a sequence \( m_h > m_0 \) such that \( m_h \to +\infty \) and \( E_h \) are minimizers of \( \mathfrak{c}_{m_h} \) for which \( \tilde{\delta}(E_h) > 0 \) for all \( h \in \mathbb{N} \). By Lemma 6.1 we can assume \( E_h \subseteq B \left( \frac{m_h}{\omega_N} \right)^{\frac{1}{N}} R_0 \) for any \( h \in \mathbb{N} \). Being \( E_h \) minimizers of the \( \mathfrak{c}_{m_h} \), we have

\[
\frac{P_s(E_h) - P_s(B[m_h])}{P_s(B[m_h])} \leq \frac{2 \left( \frac{m_h}{\omega_N} \right)^{1 - \delta} V_\alpha(B) - V_\alpha(E_h) + (G_\beta(B[m_h]) - G_\beta(E_h))}{\varepsilon(m_h) \left( \frac{m_h}{\omega_N} \right)^{1 - \delta} P_s(B)},
\]

where \( \delta \) is a positive constant. Hence, for large \( m_h \), we have

\[ \tilde{\delta}(E_h) > 0 \]

and

\[ \frac{P_s(E_h) - P_s(B[m_h])}{P_s(B[m_h])} \leq \frac{2 \left( \frac{m_h}{\omega_N} \right)^{1 - \delta} V_\alpha(B) - V_\alpha(E_h) + (G_\beta(B[m_h]) - G_\beta(E_h))}{\varepsilon(m_h) \left( \frac{m_h}{\omega_N} \right)^{1 - \delta} P_s(B)}.
\]

This contradicts the minimality of \( E_h \). Therefore, if \( E_h \) is quasi-minimizer, then \( \tilde{\delta}(E_h) = 0 \) for all \( \varepsilon > \varepsilon(m_h) \), and finally prove Theorem 1.2.
\[ \frac{P_s(E_h) - P_s(B[m_h])}{P_s(B[m_h])} \geq C \left( \frac{\delta(E_h)}{|E_h|} \right)^2 \]

where the constant \( C \) depends only on \( s \) and \( N \). Thus, sending \( h \to +\infty \) and observing that \( \beta + N - \alpha > 0 \), we have \( \delta(E_h) \to 0 \). Being all the quantities involved translation-invariant and scaling-invariant, we may assume

\[ \frac{\delta(E_h)}{|E_h|} = \frac{\delta(E_{h,s})}{|E_{h,s}|} = \frac{|E_{h,s} \Delta B|}{\omega_N}, \]

where \( E_{h,s} \) is given by \( \lambda_h E_h \) in such a way that \( |E_{h,s}| = \omega_N \).

Since \( E_{h,s} \subset B_{R_0} \) for all \( h \) and \( P_s(E_{h,s}) \) are equibounded, by precompactness of the perimeter, up to a not relabelled subsequence, we may assume that \( E_{h,s} \to E \) with \( |E| = \omega_N \). Moreover, since \( \delta(E_{h,s}) \to 0 \) we have that \( E = B_1 \). Then, since \( E_{h,s} \) are \( \Lambda \)-quasi minimizers of \( P_s \) by Lemma 6.2, by a well known regularity result (see [18], Cor. 3.6 for \( s \in (0, 1) \) and [12], Props. 2.1 and 2.2 for \( s = 1 \)) we have that for \( h \) large \( E_{h,s} \) is an open set of class \( C^1 \) and that \( E_{h,s} \to B_1 \) in \( C^1 \). This means in particular that, for \( h \) large, \( E_{h,s} \) are nearly-spherical sets \( E_{h,s} := E_{1,h} \), as in (4.1) with \( u_h \in C^1(S^{N-1}) \) such that \( \lim_{h \to \infty} \| u_h \|_{C^1(S^{N-1})} = 0 \).

Now let us denote

\[ [u]^2 := (1 - s) \int_{\partial B} \int_{\partial B} \frac{|u(x) - u(y)|^2}{|x - y|^{N + 2s - 1}} d\mathcal{H}^{N-1}(x) d\mathcal{H}^{N-1}(y) \]

and set, for any function \( u \in W^{1,\infty}(S^{N-1}) \), \([u]^2 := \| \nabla u \|^2_{L^2(S^{N-1})} \). By Theorem 2.1 of [18] for \( s \in (0, 1) \) and Theorem 1.2 of [26] for \( s = 1 \), we know that

\[ \frac{P_s(E_{h,s}) - P_s(B)}{P_s(B)} \geq C([u]^2)^{1/2} + \| u_h \|^2_{L^2(S^{N-1})} \]  

(6.17)

for some positive constant \( C > 0 \).

On the other hand, we have, by minimality of \( E_h \) and the fact that \( \Theta_\beta(B[m_h]) - \Theta_\beta(E_h) \leq 0 \)

\[ \varepsilon(m_h)(P_s(E_h) - P_s(B[m_h])) \leq V_\alpha(B[m_h]) - V_\alpha(E_h) \]

and then,

\[ \frac{P_s(E_{h,s}) - P_s(B)}{P_s(B)} = \frac{P_s(E_h) - P_s(B[m_h])}{P_s(B[m_h])} \leq \frac{V_\alpha(B[m_h]) - V_\alpha(E_h)}{\varepsilon(m_h)P_s(B[m_h])} \leq C m_h^{\alpha - \beta - N}(V_\alpha(B) - V_\alpha(E_{h,s})) \]

(6.18)

for some positive constant \( C > 0 \).

Now, by Lemma 5.3 of [18] we have

\[ V_\alpha(B) - V_\alpha(E_{h,s}) \leq C([u]^2)^{1/2} + \| u_h \|^2_{L^2(S^{N-1})}. \]
Let us observe that, for \( s \in (0, 1) \), it holds
\[
\left\| u_h \right\|_{\frac{2}{1-s}}^2 = \frac{1 + \alpha}{2} \int_{S^{n-1}} \int_{S^{n-1}} \frac{|u(x) - u(y)|^2}{|x - y|^{n-\alpha}} \, d\mathcal{H}^{N-1}(x) \, d\mathcal{H}^{N-1}(y) \\
= \frac{1 + \alpha}{2} \int_{S^{n-1}} \int_{S^{n-1}} |x - y|^{\alpha + s} \frac{|u(x) - u(y)|^2}{|x - y|^{N+s}} \, d\mathcal{H}^{N-1}(x) \, d\mathcal{H}^{N-1}(y) \\
\leq \frac{1 + \alpha}{1 - s} 2^{\alpha+s} \left\| u_h \right\|_{\frac{2}{1-s}}^2.
\]
For \( s = 1 \) we have to use a different argument that we briefly discuss here. Precisely, if we consider the operator \( \tilde{I}_\alpha \) such that for any \( u \in C^1(S^{N-1}) \) it holds
\[
\tilde{I}_\alpha u(x) = 2 \int_{S^{n-1}} \frac{u(x) - u(y)}{|x - y|} \, d\mathcal{H}^{N-1}(y),
\]
we can rewrite
\[
\left\| u \right\|_{\frac{2}{1-s}} = \int_{S^{n-1}} u(x) \tilde{I}_\alpha u(x) \, d\mathcal{H}^{N-1}(x).
\]
Now fix \( u_h \), denote by \( \tilde{\lambda}_{k,\alpha} \) the eigenvalues of \( \tilde{I}_\alpha \), such that for each \( k \geq 0 \) and \( Y_k \in S_k \) it holds \( \tilde{I}_\alpha [Y_k](x) = \tilde{\lambda}_{k,\alpha} Y_k \), and set, for each \( S_k \), an orthonormal basis \( Y_k = \{Y_{k,j}\}_{j \leq d(k)} \). We have
\[
u_h(x) = \sum_{k=0}^{+\infty} \sum_{j=1}^{d(k)} a_{h,k,j} Y_{k,j}(x)
\]
and then
\[
\left\| u_h \right\|_{\frac{2}{1-s}}^2 = \sum_{k=0}^{+\infty} \sum_{j=1}^{d(k)} \tilde{\lambda}_{k,\alpha} a_{h,k,j}^2.
\]
The explicit form of \( \tilde{\lambda}_{k,\alpha} \) is provided, for instance, in equations (7.4) to (7.6) of [18]. Let us recall from equation (7.17) of [18] that \( \tilde{\lambda}_{0,\alpha} = 0 \) and \( \tilde{\lambda}_{k+1,\alpha} > \tilde{\lambda}_{k,\alpha} \). On the other hand, from equation (7.11) of [18], we have
\[
\left\| u_h \right\|_1^2 = \sum_{k=0}^{+\infty} \sum_{j=1}^{d(k)} \lambda_k^1 a_{h,k,j}^2,
\]
where \( \lambda_k^1 = k(k + N - 2) \). In particular, it holds \( \lim_{k \to +\infty} \lambda_k^1 \tilde{\lambda}_{k,\alpha} = +\infty \) and \( \frac{\lambda_k^1}{\tilde{\lambda}_{k,\alpha}} > 0 \) for any \( k \geq 1 \), while \( \lambda_0^1 = \tilde{\lambda}_{0,\alpha} = 0 \). Thus, there exists a constant \( C > 0 \) depending only on \( N \) and \( \alpha \) such that \( \tilde{\lambda}_{k,\alpha} \leq C \lambda_k^1 \), leading to
\[
\left\| u_h \right\|_{\frac{2}{1-s}}^2 = \sum_{k=0}^{+\infty} \sum_{j=1}^{d(k)} \tilde{\lambda}_{k,\alpha} a_{h,k,j}^2 \leq C \sum_{k=0}^{+\infty} \sum_{j=1}^{d(k)} \lambda_k^1 a_{h,k,j}^2 = C \left\| u_h \right\|_1^2.
\]
In general, we conclude, for any \( s \in (0, 1] \), that

\[
V_\alpha(B) - V_\alpha(E_{h,s}) \leq C(||u_h||_{L^2(S^{N-1})}^2 + \|u_h\|_{L^2(S^N-1)}^2).
\]

and then

\[
\frac{P_s(E_{h,s}) - P_s(B)}{P_s(B)} \leq Cm_h^{\alpha-\beta-N} (||u_h||_{L^2(S^{N-1})}^2 + \|u_h\|_{L^2(S^N-1)}^2).
\]

Thus, from (6.17) and (6.19) we get the following inequality

\[
0 < C \leq m_h^{\alpha-\beta-N}
\]

where \( C \) is a suitable constant. Sending \( h \to +\infty \) we get a contradiction.

Hence we know that there exists \( m_1 \) such that for any \( m > m_1 \) the minimizer must satisfy \( \delta(E) = 0 \), i.e. it is equivalent to a ball.
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