Magnetovolume effect, macroscopic hysteresis and moment collapse in the paramagnetic state of cubic MnGe under pressure
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Itinerant magnets generally exhibit pressure induced transitions towards non-magnetic states. Using synchrotron based X-ray diffraction and emission spectroscopy, the evolution of the lattice and spin moment in the chiral magnet MnGe was investigated in the paramagnetic state and under pressures up to 38 GPa. The collapse of spin-moment takes place in two steps. A first-order transition with a huge hysteresis around 7 GPa transforms the system from the high-spin at ambient pressure to a low-spin state. The coexistence of spin-states and observation of historydepending irreversibility is explained as effect of long-range elastic strains mediated by magnetovolume coupling. Only in a second transition, at about 23 GPa, the spin-moment collapses.

Magnetism in electronic systems is fundamentally unstable with respect to lattice compression. Spin-state instabilities and transitions between different bandmagnetic states cause thermodynamic anomalies under temperature or pressure changes. Probably, the best known anomaly of this type is the invar effect, yielding a paused thermal expansion around room-temperature in Fe-Ni alloys and various metallic materials1–3. This effect is widely employed in industrial applications. Generally, it is believed that modifications in the magnetic behavior and magnetovolume coupling underly such anomalies. An early explanation by Weiss has been based on existence of a high spin (HS) state with large volume and a metastable low spin (LS) state of reduced volume. Thermal activation of the LS state counteracts the usual expansion of the lattice with increasing temperature4. Band-theory calculations on Fe-based alloys and compounds with invar-anomalies later supported the basic assumption of a discontinuous transition and the magnetovolume effect as source of invar anomalies5. Similar effects with intermediate spin-states or reduced magnetic moments have been described in other solid-state systems, such as certain transition metal oxides6–7 or molecular complexes8–10. For the metallic invar-like systems, a coherent physical picture of such magnetovolume effects and the fundamental mechanisms could not be achieved. Especially the existence of intermediate spin-states and discontinuous transitions between magnetic states is debated11–12, while being suggested by several experiments13–18.

MnGe belongs to the family of cubic chiral helimagnets, where the dominant ferromagnetism competes with spin-orbit coupling resulting in long wavelength helical spin-structures. Among these compounds, MnGe stands out. Its B20-structure (space group P213) is metastable at room temperature and powder samples are obtained by high temperature (800-2200 K) and high pressure (2.8 GPa) quench during the synthesis. Interestingly, MnGe displays the shortest helical pitch (~30 Å) of the B20 family19–22, resulting in a giant topological Hall effect. To explain it, a complex skyrmion lattice was postulated, but its existence down to T and H ~ 0 is debated23–25. On the other hand, an inhomogeneous fluctuating chiral phase was observed over a very large temperature range24.

Following a theoretical prediction26, pressure-induced collapse of magnetism in MnGe should take place in two steps between the equilibrium HS-state towards the zero-spin (ZS) state through an intermediate LS-state. Evidence for a HS to LS transition in MnGe was indeed found by high pressure neutron diffraction27. At low temperature, the ordered Mn moment decreases with increasing pressure in the HS state up to a critical pressure Pc1 ≃ 6 GPa, then remains constant, in excellent agreement with calculations on the transition between HS and LS spin-state. The Néel temperature TN was seen to reduce at a rate of −14 K·GPa−1. At an extrapolated pressure P0 ≃ 13 GPa the magnetic long-range order should vanish, but the pressure-collapse between the LS and ZS-state was not observed, yet.

In this work, we report the observation of a clear first-order transition around 7 GPa at room-temperature, far above the magnetic ordering-temperature TN ≃ 170 K in MnGe, and the spin-collapse in the paramagnetic state.
is found at about 23 GPa. The results demonstrate a discontinuous evolution and a co-existence of two microscopic spin-states in an ordered metallic compound. This remarkable invar-like effect highlights the importance of long-range lattice strains in the spin-transition taking place in a chemically clean system. Such elastic strains mediated by magnetovolumic effect are crucial to explain the anomalous properties of MnGe.

In order to understand the spin-state-transitions in MnGe, we performed experiments to detect the collapse of the local Mn moment, and not only the ordered one. Moreover, by monitoring the evolution of the lattice parameter under pressure, we could detect magnetovolume effects induced by the different volumes and compressibilities of the HS and LS-state. Synchrotron-based X-ray techniques are ideally suited for these two tasks. Pressures well above \( P_{C1} \) can be reached by using membrane-type diamond anvil cells (DAC) with very small sample volumes. Fig. 1 is the \((P,T)\)-phase diagram combining the earlier data with results presented in this letter.
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**FIG. 1:** \((P,T)\)-phase diagram of MnGe inferred from neutron diffraction \cite{27} and synchrotron-based x-ray techniques (this letter). Two well-separated regions with high \((0.7 \leq m \leq 1.8 \mu_B, \text{in red})\) and low \((m \sim 0.7 \mu_B, \text{in blue})\) ordered moment are clearly separated below the \(T_N(P)\) (green solid) line. The value of the experimentally determined ordered moment \((\text{black squares})\) along with the DFT rescaled results for the HS (red circles) and LS (blue circles) are also added.

X-ray powder diffraction (XRD) discriminates different spin states by measuring high-resolution \((P,V)\) equations of state (EoS). XRD was performed at room temperature on the PSICHÉ beamline of the synchrotron SOLEIL. No indication of a structural phase transition was found up to the highest pressure of 30 GPa, implying the absence of symmetry change or atomic displacements within the unit-cell \cite{28}. We therefore focus on the unit cell volume \(V = a^3\) where \(a\) is the cubic lattice constant deduced from Rietveld refinements. In order to describe its pressure-dependence, we use the so-called Murnaghan equation of state \cite{29},

\[
V(P)/V_0 = \left[1 + P B_0'/B_0\right]^{-1/B_0'},
\]

where \(B_0\) is the isothermal bulk modulus, \(B_0'\) its first pressure derivative and \(V_0 = V(P \to 0)\).

In a first run, the applied pressure was increased up to \(~17\) GPa - that is deeply inside the LS state - and then progressively released. The compression curve does not display drastic change of behavior (see Fig. 2a). We attribute the EoS corresponding to this process to the initial HS-state which progressively transforms into the LS-state. Parameters from Murnaghan EoS fit to the data are gathered in Tab. 1. However, upon decompression, a remarkable structural hysteresis occurs, signaling the occurrence of a phase transition, across which a sizable LS proportion remains stabilized until pressure is fully released.
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**FIG. 2:** Experimental \((P,V)\) EoS of MnGe deduced from our high pressure diffraction experiment. Results from the first a) and second b) run are overlayed in c). Solid lines are Murnaghan EoS fits to the data. d) Volume dependence of the energy for the HS+LS and LS states of MnGe calculated from the experimental parameters of the EoS.

In order to study the metastability of the HS-LS microstructure, also observed in invar alloys \cite{30}, we have prepared a second sample that was loaded in a DAC at an initial pressure of \(~7\) GPa, maintained for about a week prior to the measurement. We have then quickly released the applied pressure and determined the EoS upon compression in the 0-30 GPa range. As seen on Fig. 2,
a clear change in the EoS slope now occurs at ca. 7 GPa. A Murnaghan fit to the whole dataset gives unphysical values, \( B_0 = 90(5) \) GPa and a very large \( B'_0 = 13.5(6) \). We conclude that the low pressure range concerns a HS-LS composition that depends on the thermal and pressure prehistory. Considering the pressure range above 7 GPa, we obtain the parameters for the EoS that can be attributed to the LS-state (Tab. I).

Our results show that a first-order transition takes place where specific volume and compressibility are discontinuously changed. A maximal pressure of 7.2(5) GPa is estimated where the two states can coexist. Following the observation on the evolution of the magnetic moments around the same pressure in the earlier magnetic neutron diffraction [27], we identify the coexisting two states as HS and LS spin-states and the estimated maximum pressure compares rather well with the previous determination of \( P_{C1} \).

TABLE I: Comparison of Murnaghan EoS parameters derived from DFT and determined experimentally.

| Model       | \( B_0 \) (GPa) | \( B'_0 \) | \( V_0 \) (\( \text{Å}^3 \)) |
|-------------|----------------|------------|-----------------------------|
| HS+LS (run 1, Fig. 2a) | 154(3) | 2.6(4) | 110.26(4) |
| HS+LS (run 2, Fig. 2b) | 119(7) | 3.4(9) | 109.48(8) |
| LS (run 2, Fig. 2a) | 237(3) | 4.3(2) | 106.6(4) |
| LS (DFT) | 148 | 2.5 | 107.9 |
| LS (DFT) | 165 | 3.7 | 103.2 |
| ZS (DFT) | 177 | 4.7 | 102.4 |

In Tab. I density functional theory (DFT) results on the \((P,V)\) equation of state (EoS) demonstrate the expected magnetovolume effects in the three different spin-states. This determination of the EoS calculation uses the full potential local orbital approach [31], and has an improved accuracy by using an extended set of basis states corresponding to the state-of-the-art [32]. These calculations yield qualitatively similar changes for the EoS between HS and LS state (see Tab. I). The lower equilibrium volumes \( V_0 \) can be explained by the fact that the DFT-results can reproduce only the homogeneous \( T = 0 \) ground-state (namely, they do not include thermal lattice expansion and also neglect certain effects of magnetic fluctuations). There are notable differences for the bulk moduli \( B_0 \), but both findings agree in that the LS state possesses a smaller \( V_0 \) than the HS state, while being much less compressible.

There is a remarkable history dependence of the effective EoS and hence the spin state composition in MnGe. The results of lattice parameter vs pressure from both experiments runs are overlayed in Fig. 2b. The difference between the compression in the first and second run proves that the internal mixed state, starting at ambient pressure, must have been different. The two cycles probed here, by the mixed nature of initial states, clearly follow minor hysteresis loops.

In order to address the magnetic collapse in MnGe on a local scale, we performed hard X-ray emission spectroscopy (XES) measurements under pressure at 300 K. Hard X-ray emission spectroscopy (XES) is sensitive to the local moment and earlier detected the pressure induced collapse of magnetism in invar alloys [33]. The emission spectra were recorded up to 38 GPa on the GALAXIES beam line of the synchrotron SOLEIL (see [34]). The element-specific photon emission at the \( K\beta \) line of Mn is bound to spin-sensitive selection rules. While the system is excited by the incoming photons, the final state is characterized by a core hole (3p) that interacts with the \( 3d^n \) electrons via intra-atomic exchange. This results in the energy splitting of the emission line, yielding a main peak \( K\beta_{1,3} \) at a photon energy of 6485 eV paired with a low-energy shoulder \( K\beta' \) located around 6475 eV (see Fig. 3b). A decrease in the local Mn moment should yield a decrease in the intensity of the \( K\beta' \) line relative to the main peak. In an itinerant magnet such as MnGe, the variation of the XES signal is however much smaller than in oxides [35]. Phenomenologically, a way to monitor the evolution of the local moment is to consider the integral of the difference between a spectrum measured at a certain applied pressure \( P \) with reference spectrum (in our case measured at \( P = 38 \) GPa), both being normalized to unity after appropriate background subtraction (28). The integral is solely performed around the satellite feature in order to get rid of pressure-dependent broadening of the main peak (36).

The result is displayed in Fig. 3a. The differential intensity \( \delta \) decreases as pressure increases, up to about \( \approx 25 \) GPa where it saturates to 0 within error bars. This is indicative of another spin transition towards a state with a moment value that is lower than that of the LS state. Based on the good correspondence with DFT results [27], we identify this transition as the local LS-ZS transition expected in this pressure range as a complete collapse of spin-polarization. To estimate the associated critical pressure, we have fitted the data by the power law, \( \delta(P) = \delta_0 \cdot (1 - P/P_{C2})^\beta \) for \( P \leq P_{C2} \) and 0 otherwise, yielding a critical pressure \( P_{C2} = 22.7(1.8) \) GPa with \( \delta_0 = 1.1(1) \cdot 10^{-3} \) and \( \beta = 0.38(15) \). Such a scaling is expected if there is a fluctuation-dominated transition from paramagnetic to non-magnetic state and should obey 3D-Ising criticality, but with pressure as control parameter that drives the transition because of the different volumes of the LS and ZS-state. On the other hand, the HS-LS transition is hardly observable using the XES technique in this metallic compound, as the fine multiplet structure is not well established in comparison to the localized spin-states of an insulator and may be influenced by temperature.
The magnetic collapse in MnGe occurs in two-steps, in the paramagnetic regime as well as in the magnetically ordered state. The direct observation of the ultimate collapse ascertains the nature of the intermediate phase, which at low temperatures is a weak itinerant band ferromagnetic state. This somewhat contrasts with high pressure studies in other B20-helimagnets like MnSi and FeGe, where quantum phase transitions towards a non-magnetic state have been found with intermediate regimes characterized by non Fermi liquid character and/or partial magnetic order. The huge pressure-hysteresis at the transition between the ambient paramagnetic and the pressure-induced intermediate phase proves the co-existence of different spin states. The thermodynamic anomalies, in particular the
strong irreversibility marking the pressure-induced transformation in MnGe, can be explained by the long-range strains through the magnetovolume effect. Anomalous non-equilibrium and transport behavior are also necessarily associated to the magnetovolume effects, as observed in classical invar alloys. Hence, the coexistence of spin-states, extending down to ambient pressure at room temperature in MnGe, should influence the anomalous helimagnetic fluctuations and transport properties of MnGe.
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SUPPLEMENTARY MATERIAL

SAMPLES

Polycrystalline MnGe was synthesized at 8 GPa in a toroidal high-pressure apparatus by melting reaction with Mn and Ge. The purity of the constituents was 99.9% and 99.999% for Mn and Ge respectively. The pellets of well-mixed powdered constituents were placed in rock-salt pipe ampoules and then directly electrically heated to T ≃ 1600°C. The samples were subsequently quenched to room temperature before releasing the applied pressure as described by Tsvyashchenko[43]. The sample quality was checked by X-ray and neutron diffraction, yielding an amount of impurity less than 2%. The samples used in the experiments described in this letter were withdrawn from the very same synthesis that was used in previous studies[20, 24, 27].

X-RAY POWDER DIFFRACTION

High resolution x-ray powder diffraction (XRD) experiment was performed at the wiggler beamline PSICHÉ (Synchrotron SOLEIL). The incident X-ray wavelength was 0.3738 Å. Pressure was applied on the sample with the help of a diamond anvil cell (DAC). Ne was used as pressure transmitter as it offers excellent homogeneity. The X-ray patterns were averaged over Debye-Scherrer cones, after suppressing few non isotropic contributions from the pressure cell (e.g. Bragg spots from the diamond anvils). The X-ray patterns were refined using the Fullprof routine[44]. The R_p values situate between 1.3 and 3.0 %. The very good refinements confirm that the sample remains in the B20 structure with negligible texture effect up to the highest pressure. Examples of refined diffractograms taken at low and high pressures are displayed in Fig. 4. Besides the change in the lattice constant, the main effect of pressure is a Lorentzian peak broadening by a factor ≲ 2, as seen in Fig. 4.

As explained in the main text, no trace of a structural transition could be found throughout the data analysis. The positional x parameters for Mn and Ge stay fairly constant and vary by less than 1 % within the pressure range we explored (see Fig. 5). Such a variation most is most likely a bias of the refinement procedure, linked with anisotropic peak broadening occurring due to the geometry of the pressure cell.

X-RAY EMISSION SPECTROSCOPY AT THE Kβ-LINE OF MN

Our x-ray emission spectroscopy (XES) measurements have been performed in a backscattering geometry (2θ = 135°) at the RIXS spectrometer of the undulator beamline GALAXIES[34] (Synchrotron SOLEIL). Emitted photon energies were determined by reflection on a Si(440) analyzer at 84° Bragg angle. Detection was ensured by an avalanche photodiode. We have used a DAC and a 4:1 methanol/ethanol mixture as pressure transmitter. The incoming photon energy was selected to be 7 keV, as a trade off between transmission through the pressure cell’s diamond and emitted photon flux, while maximizing the signal-to-background ratio. An example of a full spectrum is displayed in Fig. 6.
\[
\delta(P) = \sum_{\omega_{\text{min}}}^{\omega_{\text{max}}} \frac{(\sigma(\omega, P) - \sigma(\omega, P_{\text{ref}}))}{\sum(1(\omega, P_{\text{min}}) - I_{\text{bg}}(\omega))}
\]

where \(\omega\) is the emitted photon energy, \(\omega_{\text{min}} = 6467\) eV, \(\omega_{\text{max}} = 6480\) eV and the subscript \(\text{bg}\) refers to the linearly \(\omega\)-dependent background mainly originating from the high energy tail of the \(K\alpha\) emission line. We have checked that changing the reference spectrum simply shifts the values of \(\delta\) by a constant offset without altering its relative evolution. Moreover, extending the energy boundary to the whole measured range, we verify -as it must- that the \(\delta\) turns out to be 0 at all pressures. This validates the background subtraction and normalization procedure.

As mentioned in the main text, we have recorded some ambient pressure spectra between 5 and 300 K (see Fig. 7). The spectral difference is ca. 5 times weaker between base and room temperature as compared with the value obtained under pressure between 0 and 38 GPa. Thus, this weak spectral change at the \(K\beta'\) position doesn’t support a HS-LS transition triggered by heating. Rather, it suggests a thermal population of the multiplet structure.

**HIGH-PRESSURE GAUGE**

In both the XRD and XES experiments, pressure was measured *in situ* before and after each single measurement via recording laser-stimulated ruby fluorescence lines. We have visually inspected the position of the ruby within the cell and checked that it was centered and embedded in the same medium as the sample (see Fig. 8).
A double Lorentzian function was fitted to the obtained two-peaks spectra (see Fig. 9). The wavelength position $\lambda_m$ of the main line is then inputed into the following function

$$P \text{ [GPa]} = \frac{A}{B} \left[ \left( \frac{\lambda_m \text{ [nm]}}{\lambda_0} \right)^B - 1 \right]$$  

where $A = 1904 \text{ GPa}$, $B = 7.715\text{[46]}$ and $\lambda_0 = 694.36 \text{ nm}$, the latter being calibrated by measuring the response of a ruby at room pressure.

**FIG. 8:** Picture of the sample within the DAC taken at the end of the XES experiment.

**FIG. 9:** Example of ruby fluorescence spectrum as used for pressure determination.

**ELECTRONIC STRUCTURE CALCULATIONS BY DENSITY-FUNCTIONAL THEORY**

Theoretical calculations of the equation of state EoS have been done within the density-functional theory approach using the full-potential local-orbital approach, as implemented in the FPLO code [31]. The generalized-gradient approximation (GGA) was used for the exchange-correlation potential, and the lattice cell was optimized for each calculated volume and the different spin-states. The values of the Murnaghan EoS in table I of the main text have been determined from the theoretical (total) energy curves, $E_{\text{tot}}(V)$ in the range of volumes $98 < V < 111 \text{ Å}^3$. For the LS-state, we apply the GGA$^*$X corrections with reduction factor for the XC-potential ($\xi = 0.720$, as in Ref. 27) in order to consider some of the long-range spin-fluctuations affecting the spin-state. At equilibrium volume the net spin moment is $0.8 \mu_B$/f.u. in this spin-state which is metastable within this calculation. For the HS-state, the bare GGA results are reported which correspond to an electronic state that neglects all long-range spin-fluctuations ($\xi = 1$). This ideal spin-state has a net spin-moment of $2.0 \mu_B$/f.u.

Some quantitative deviations in the EoS and magnetic properties between present evaluation and earlier calculations [26, 27] are explained by a refinement in the one-electron local-orbital basis. For the present evaluation, we have used the doubled basis set for valence band-states that was also used in a recent determination of the EoS of the crystalline states of the elements to be reported in the bench-marking comparing various DFT-codes performed and organized by LeJaeghere, Cottenier et al. [32, 33]. Using this improved basis set of the FPLO-code yields maximum deviations of about $1 \text{ meV}$/ion for the energy curves near equilibrium states compared to other high-precision full-potential codes. In this respect, the solution of the EoS as given by the DFT Kohn-Sham equations are well converged.

**SPIN-STATE TRANSITION IN COHERENT ELASTIC LATTICES**

In this section, we discuss in more details the elementary thermodynamic picture of the transition between different spin-states that we have used to identify long-range elastic stresses as the crucial factor for the large and history-depending hysteresis in the high pressure XRD experiment.

Schwarz and Khachaturyan discussed the co-existence of two solid phases $\alpha$ and $\beta$ under hydrogen-loading when only an external partial hydrogen pressure controls the amount of interstitially dissolved H-ions in the two lattices [39, 40]. The thermodynamics of a paramagnet with a HS to LS transition with a magnetovolume-induced strains can be mapped onto the elementary...
model developed by them to explain the macroscopic hysteresis in such open two-phase systems. The elementary model used by them to explain the macroscopic hysteresis in such open two-phase systems can be mapped onto the case of a paramagnet with HS and LS transition with magnetovolume-induced strains. Here, the spin-polarization of the electronic structure can be changed by spin-lattice relaxation, which means that the system can change the local spin-polarization and the associated volume strain freely. In this sense we are discussing an open thermodynamic system where two different phases can coexist, but the nucleation causes the reduced full spin-polarization for the given spin-state. Identifying the contribution and the second term expresses the magneto-elastic coupling. To simplify the discussion of the basic mechanism, the elastic and materials coefficients are assumed to be the same in the two phases ($A_{\text{HS}} = A_{\text{LS}} = A$). It is then possible to derive the expression for the total free energy of a two phases closed system via Eqs. 4-6:

$$F_{\nu}(V, T, \bar{\mu}, \mu_{\text{HS}}, \mu_{\text{LS}}, \omega) = \omega f_{\text{LS}}(V, T, \mu_{\text{LS}}) + (1 - \omega) f_{\text{HS}}(V, T, \mu_{\text{HS}}) + A \bar{\mu} (1 - \bar{\mu})$$

In an open system, the average moment $\bar{\mu}$ is not fixed anymore and can be tuned by an appropriate external potential (in our case, the applied pressure). The corresponding Gibbs free energy reads:

$$G_{\nu}(V, T, p, \mu_{\text{LS}}, \omega) = F_{\nu}(V, T, \bar{\mu}, \mu_{\text{HS}}, \mu_{\text{LS}}, \omega) - \kappa P \bar{\mu}$$

where $P$ is the applied pressure and $\kappa$ a magneto-elastic coupling constant (in units of volume per moment) such as the average unit cell volume $V = \kappa \bar{\mu}$. By virtue of Eq. 4 Eq. 7 can be rewritten in the form of a second order polynomial function:

$$G_{\nu}(V, T, p, \mu_{\text{HS}}, \mu_{\text{LS}}, \omega) = \phi_0 (\mu_{\text{HS}}) + \phi_1 (\mu_{\text{LS}}, \mu_{\text{HS}}) \omega + \phi_2 (\mu_{\text{HS}}, \mu_{\text{LS}}) \omega^2$$

with

$$\phi_0 = f_{\text{HS}}(\mu_{\text{HS}}) + A \mu_{\text{HS}} (1 - \mu_{\text{HS}}) - \kappa P \mu_{\text{HS}}$$

$$\phi_1 = (\mu_{\text{LS}} - \mu_{\text{HS}}) \left[ \frac{f_{\text{LS}}(\mu_{\text{LS}}) - f_{\text{HS}}(\mu_{\text{HS}})}{\mu_{\text{LS}} - \mu_{\text{HS}}} + A (1 - 2 \mu_{\text{HS}}) - \kappa P \right]$$

$$\phi_2 = A (\mu_{\text{LS}} - \mu_{\text{HS}})^2$$

Depending on the relative values of the $\phi_i$ ($i = \{0, 1, 2\}$) terms, the Gibbs free energy may monotonically increase or decrease as a function of the phase fraction $\omega$, yielding a minimum at $\omega = 0$ (macroscopic HS-state) or at $\omega = 1$ (macroscopic LS-state). An interesting third possibility arises when a maximum of $G$ occurs at an intermediate value $\omega^* = \phi_1/(2 \phi_2)$ (see Fig. 1 of Ref. 39). In this case, the elastic strains create a macroscopic barrier against nucleation of a stable minority phase. For the spin transition to be triggered, the Gibbs free energy at $\omega = 0$ must cease to be a local minimum and hence, the linear term $\phi_1$ in Eq. 9 must be cancelled since $\phi_2$ is always $> 0$:

$$\frac{f_{\text{LS}}(\mu_{\text{LS}}) - f_{\text{HS}}(\mu_{\text{HS}})}{\mu_{\text{LS}} - \mu_{\text{HS}}} + A (1 - 2 \mu_{\text{HS}}) - \kappa P = 0$$

The pressure at which the HS phase is stabilized can be calculated by differentiating Eq. 7 with respect to $\mu$:

$$\kappa P (\mu_{\text{HS}}) = \frac{\partial F_{\text{HS}}}{\partial \mu} \bigg|_{\mu = \mu_{\text{HS}}} = \frac{\partial f_{\text{HS}}}{\partial \mu} \bigg|_{\mu = \mu_{\text{HS}}} + A (1 - 2 \mu_{\text{HS}})$$

|
Inserting Eq. (11) into Eq. (10) one eventually gets:

$$\frac{f_{LS}(\mu_{LS}) - f_{HS}(\mu_{HS})}{\mu_{LS} - \mu_{HS}} - \frac{\partial f_{HS}(\mu_{HS})}{\partial \mu_{HS}} = 0 \quad (12)$$

In this sense, the stability limit for the HS phase will be reached when the energy curves for the HS and LS states will have a common tangent for the first time, i.e. when the energy barrier for the stabilization of the LS phase is overcome under pressure. This reasoning may be applied to the backward LS-HS transformation. Since for the LS state:

$$\kappa P (\mu_{LS}) = \frac{\partial F_{LS}}{\partial \mu} \bigg|_{\mu=\mu_{LS}} = \frac{\partial f_{LS}}{\partial \mu} \bigg|_{\mu=\mu_{LS}} + A (1 - 2\mu_{LS}) \quad (13)$$

we anticipate the observation of a finite square-like hysteresis of width $\kappa |P (\mu_{HS}) - P (\mu_{LS})|$ in the $(P, V)$ equation of state of the material since $V$ depends on the average spin state.

Transposing these considerations to MnGe, it means that transformation between the HS and LS state will be marked by a large hysteresis of the unit cell volume through macroscopic magneto-elastic coupling, as observed in the first run of our XRD measurement (see main text). However, internal stresses like defects (originating from the high pressure synthesis of MnGe powder), but also crystallite sizes and their shapes, will massively influence the transformation processes and may favor the stable inclusion of minority LS sites in the ambient majority HS matrix. Thus, the HS-LS transition will not display a marked "jump-like" behavior at the critical pressure and will be replaced by a smooth crossover. An analogous case of macroscopic hysteresis phenomena and their dependence on microstructure are classical ferromagnets with dipolar stray-fields, as realized in the huge variability of the hysteresis in permanent magnetic materials, where intrinsic magnetic properties are not changed, but magnetization processes may yield differences in the coercive fields by orders of magnitude. In the present discussion, for the sake of simplicity, we have neglected the role of magnetic correlations which are still sizable at room temperature, as seen e.g. by neutron diffraction[27] and small-angle scattering[47]. Also, unavoidable deviation from perfect hydrostaticity in the pressure medium was neglected. Anyway, the model presented above explains the essential features of the $V(P)$ equation of state determined experimentally.