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Abstract—Principal components analysis has been used to reduce the dimensionality of datasets for a long time. In this paper, we will demonstrate that in mode detection the components of smallest variance, the pettiest components, are more important. We prove that for a multivariate normal or Laplace distribution, we obtain boxes of optimal volume by implementing “pettiest component analysis,” in the sense that their volume is minimal over all possible boxes with the same number of dimensions and fixed probability. This reduction in volume produces an information gain that is measured using active information. We illustrate our results with a simulation and a search for modal patterns of digitized images of hand-written numbers using the famous MNIST database; in both cases pettiest components work better than their competitors. In fact, we show that modes obtained with pettiest components generate better written digits for MNIST than principal components.

Index Terms—Active information, bump hunting, dimension reduction, mode hunting, principal components analysis

1 INTRODUCTION

Principal components analysis is a widely used learning tool, particularly in unsupervised learning, to reduce the dimension of the space by projecting on the orthogonal rotation that maximizes the variance, especially in datasets where the number of variables is much larger than the number of observations [1, Ch. 8]. In principal components regression, most practitioners prefer to discard the components of the input with the smallest variance, using just the first few principal components. Discarding the components of smallest variance does give satisfying results in some situations. In fact, Artemiud and Li gave conditions under which the first few leading principal components have a higher probability of correlating with the dependent variable than the small-variance ones [2]. However, even though principal components regression can be useful, some caution is needed when it is implemented.

As Jolliffe demonstrated in a classic paper, we can easily find some ordinary examples in which small-variance components become equally important, if not more, than large-variance ones [3]. Hadi and Ling have also presented three cautionary notes on using principal components regression, mainly due to issues arising from multicollinearity [4]. In the end, the strongest reason to question principal components regression is that the dependent variables are never used in principal components analysis. In the words of Cox, it is hard to see any reason “why the dependent variable should not be closely tied to the least important principal components” [5, p. 272]. Here we will call those least important principal components pettiest components.

Although these arguments are informative, to the best of our knowledge, few have tried to make a systematic use of the pettiest components in their own right. That is, most criticisms have focused on the negative aspect of finding isolated counter-examples showing that principal components regression is not desirable, based on the underlying assumption that the leading principal components are better, but the positive aspect of systematically selecting the pettiest components has received little attention. The exception seems to be a recent study by Sando and Hino where the authors propose a modal principal component analysis whose goal is to develop a robust PCA method. Through a kernel function they estimate the mode and use this estimation in order to find the pettiest components, that they call them “minor components” [6].

Our reasoning goes the other way around—we take advantage from these pettiest components in order to find modes. We will show that the smallest regions of the same probability are achieved using the pettiest components (Section 3). Intuitively, the result presented here follows this idea: In a space \( S \subset \mathbb{R}^p \), define a \( \beta \)-mode of a continuous distribution as the region of the space with the smallest volume constrained to have a probability \( \beta \). Assume the underlying distribution of a \( p \)-dimensional vector \( x \) is a multivariate normal, and that we project it to a \( p' \)-dimensional space, with \( p' < p \). Then the box that minimizes the size, among all possible boxes of probability \( \beta \), is the one projected over the subspace of the orthogonal variables with the smallest variance.
This work can be seen as a continuation of [7], where the optimality, in terms of smallest volume, of the \( p \)-dimensional box centered around the mean in the direction of the eigenvectors was proved for a multivariate normal distribution. The next obvious step, the reduction of dimensionality to \( p' \) dimensions, is accomplished here; but contrary to common practice, we show that the optimal \( p' \)-box is obtained when the \( p \)-dimensional box in the previous step is projected to the subspace of the \( p' \) pettiest components.

Why the interest in the \( \beta \)-regions with the smallest volume? An answer lies in the fact that such regions might contain a large amount of relative Shannon information among all the regions with probability \( \beta \) (see Section 2.2). Another answer is that, in spite of the \( p \)-dimensional support of a continuous distribution having uncountably infinite regions of probability \( \beta \), even when \( p = 1 \), the smallest region of probability \( \beta \) will tell us that the data is highly concentrated inside such region.

There is a vast number of applications where this is of interest. For instance, in more accurate predictions based on closeness to a given target, as in the Netflix recommendations algorithm, or in medical image recognition, where a high concentration of points around a small region can help with tumor detection. And principal components have been widely used for data compression and image reconstruction [8, pp. 536-539], [9, pp. 433-445]. This paper will exploit the link between modes, principal components analysis and image reconstruction, illustrating with the MNIST dataset that pettiest components do a better job than principal components both in finding modal patterns and in reconstructing the image through such patterns (Section 5).

Yet, mode detection continues being a difficult problem, especially in multivariate settings. One of the most famous ways to approach it, specially in computer vision, is via the mean-shift algorithm by kernel density estimation [10]. It works well when \( p = 2 \) having amenable asymptotic properties [11], [12]. However, it becomes very slow when \( p > 2 \), though the speed improves when the shape of the density is known [13]. More recently, Ruzankin and Logashov introduced a fast mode estimator with time complexity \( O(pm) \), whereas the time complexity of other estimators is not less than \( O(pn^2) \), where \( n \) is the number of observations [14].

The article is organized as follows. Section 2 will introduce principal and pettiest components, setting the notation for the rest of the article; active information will be defined and used to obtain optimality of \( \beta \)-modes; finally, we will introduce the two algorithms that are going to be used throughout the paper: the Patient Rule Induction Method (PRIM) and a modification called fastPRIM. Section 3 will prove that the \( \beta \)-mode in the direction of pettiest components is optimal. Section 4 presents a simulation using a multivariate normal distribution. Section 5 will illustrate our findings with the MNIST dataset. Section 6 ends the paper with a discussion and some open problems for future research.

## 2 Basic Notions

### 2.1 Components

Suppose there is a \( p \)-dimensional dataset of \( n \) observations \( \{x_1, \ldots, x_p\}_1^n \) with covariance matrix \( \Sigma \). The problem is to find a vector \( \mathbf{a} \) maximizing \( \mathbf{a}^T \Sigma \mathbf{a} \), subject to \( \mathbf{a}^T \mathbf{a} = 1 \). By Lagrange multipliers, the original optimization problem is equivalent to solve the eigenvalue question \( \Sigma \mathbf{a} = \lambda \mathbf{a} \). From the solution we get the eigenvectors \( \mathbf{a}_1, \ldots, \mathbf{a}_p \) and respective eigenvalues \( \lambda_1, \ldots, \lambda_p \). The original \( p \)-dimensional input space will be denoted by \( X(p) \), and the space after the rotation in the direction of its \( p \) eigenvectors, will be denoted by \( X'(p) \).

We will call these eigenvectors components, and their corresponding eigenvalue will be their variance. Then, sorting the components in order of increasing variance, the \( k \) principal components will be the \( k \) components with the largest variances; and the \( k \) pettiest components will be the \( k \) components with the smallest variance.

### 2.2 Optimality of the \( \beta \)-Mode

Several comments are in order regarding \( \beta \)-modes. First, finding a general solution for the set of minimum volume in the class \( \mathcal{C} \) of all the Borel sets with probability \( \beta \) in \( \mathbb{R}^d \) seems in general intractable; therefore we consider the next best thing: the more manageable class \( \mathcal{C}' \subseteq \mathcal{C} \) of all hyper-rectangles \( I_1 \times \cdots \times I_p \), where \( I_i \) are intervals in \( \mathbb{R} \). Second, we talk about \( \beta \)-modes in general, instead of simply modes, because we are interested on regions of positive probability.

Third, out of the previous considerations, there are no spaces without \( \beta \)-modes; i.e., even if \( S \) is of finite volume and the underlying distribution is uniform we have uncountable \( \beta \)-modes, though these will not be very informative; on the other hand, if \( S \) has infinite Lebesgue measure, a continuous distribution in \( S \) will have at least a \( \beta \)-mode. And fourth, we talk about a \( \beta \)-mode and not the \( \beta \)-mode, because there can be more than one Borel set with identical hyper-volume and probability \( \beta \) in the space; in fact, in many situations not only global but local \( \beta \)-modes are of interest. However, in the special case of unimodal distributions, with some care, it is possible to talk about the \( \beta \)-mode.

**Definition 1 (\( \beta \)-unimodality).** We say that a continuous distribution \( \phi \) is \( \beta \)-unimodal with \( \beta \)-mode \( B \) if for any other \( \beta \)-mode \( B' \) the volume of the symmetric difference \( \text{Vol}(B \Delta B') = 0 \). In this case either \( B \) or \( B' \) can be taken as the \( \beta \)-mode.

We now introduce active information to prove the optimality of the \( \beta \)-mode in terms of Shannon information. Active information represents the information change induced by \( \phi \) with respect to the baseline distribution \( \psi \) [15]. Active information was introduced in the context of search problems and has also been used to detect modes in multivariate analyses [16], [17].

**Definition 2 (Active information).** Let \( \phi \) and \( \psi \) be two continuous distributions on \( X(p) \). The active information of \( \phi \) with respect to \( \psi \) for an event \( R \subset X(p) \) is defined as

\[
I_\psi(R) = \log \frac{\phi(R)}{\psi(R)},
\]

provided \( R \) has positive probability under \( \phi \) and \( \psi \).

**Theorem 1 (Optimality of the \( \beta \)-mode).** Let \( X(p) \) be bounded. Let \( \phi \) be a continuous distribution on \( X(p) \). Then \( B \subset X(p) \) is the unique \( \beta \)-mode of \( \phi \) if and only if \( B \) maximizes the...
active information of \( \phi \) with respect to a uniform distribution \( \mathbf{U} \) among all the events of \( \mathcal{X}(p) \) with probability \( \beta \).

**Proof.** Take \( B \) and \( B' \) two events such that \( \phi(B) = \phi(B') = \beta \), with respective volumes \( v \) and \( v' \). Then the active information of \( \phi \) with respect to \( \mathbf{U} \) for the event \( B \) is

\[
I_+(B) := \log \frac{\phi(B)}{\mathbf{U}(B)} = \log \frac{\beta}{v},
\]

and the active information of \( \phi \) with respect to \( \mathbf{U} \) for the event \( B' \) is

\[
I_+(B') := \log \frac{\phi(B')}{\mathbf{U}(B')} = \log \frac{\beta}{v'}.
\]

Therefore

\[
I_+(B) - I_+(B') = \log \frac{\beta}{v} - \log \frac{\beta}{v'} = \log \frac{v'}{v},
\]

which is positive if and only if \( v' > v \).

\( \square \)

### 2.3 Patient Rule Induction Method

The patient rule induction method (PRIM) is a greedy algorithm designed for bump hunting [18]. A bump can be roughly defined as a region on the response variable with higher mean, compared to other places.

Assume we have a dataset \( \{(y, x)_i\}^n \) where \( x = \{x_1, x_2, \ldots, x_p\} \) is a continuous random vector. \( f(x) \) is the target function. The input domain \( \mathcal{X}(p) \) is here called \( S \). Defining \( \hat{f}_B \) and \( \hat{f} \) as

\[
\hat{f}_B = \frac{\int_B f(x)p(x)dx}{\int_B p(x)dx},
\]

\[
\hat{f} = \int_S f(x)p(x)dx,
\]

where \( p(x) \) is the density function of \( x \), the method aims to find a box \( B \subseteq S \) in which \( \hat{f}_B/\hat{f} \) is maximized under the constraint that \( B \) is not too small. In fact, the probability of \( B \) is defined at the outset by a tuning meta-parameter \( \beta \) for the smallest permitted box size (else one would always simply choose a zero measure set, making the numerator infinite without actually providing a useful answer). In practice, \( \hat{f}_B/\hat{f} \) will be replaced by its corresponding estimator.

The algorithm is divided in three stages. First there is a peeling: Beginning with the whole input space \( S \), a whole class of eligible boxes for removal is set up. This class is made of sets of the form

\[
b_{j^-} = \{x \mid x_j < x_{j(a)}\},
\]

\[
b_{j^+} = \{x \mid x_j > x_{j(a)}\},
\]

where \( x_{j(a)} \) is an \( \alpha \)-quantile. If a box \( b' \) is in the eligible set, and without it the remaining \( S \setminus b' \) will give the maximum average value of response variable, \( b' \) is the specific box selected to remove in this loop. Formally we write

\[
b' = \arg \max_b \text{avg}[y_i \mid x_i \in B - b],
\]

where \( \text{avg} \) is the average. Update the new box as \( B = S \setminus b' \) and run the same procedure on \( B \). The process is iterated until the final box \( B \) has probability \( \beta \). The peeling procedure is shown in Fig. 1.

After peeling, a second step called pasting is performed in order to correct for the greediness of peeling. We will not consider pasting here. Finally, the third step is called covering, which means that after the peeling stage, the final box \( B \) is deleted from \( S \), and then the whole procedure of peeling is repeated in \( S \setminus B \).

PRIM has at least three shortcomings. First, it is computationally expensive; second, it does not behave well in the presence of collinearity; and third, even in a small number of dimensions, it cannot detect multiple bumps [19]. For this reason, [20] developed a modified algorithm called local sparse bump hunting (LSBH) in which the patient rule induction method is subsumed. The LSBH algorithm uses a recursive partition algorithm, say classification and regression trees, in order to divide the space \( \mathcal{X}(p) \) in several regions \( S_1, \ldots, S_H \); then applies sparse principal components analysis inside each particular region \( S_i \) in order to reduce the dimension of each region in the partition; and finally applies the patient rule induction method to each rotated and projected subspace induced by \( S_i \). [21] applied LSBH to detect heterogeneity of colon tumors, dividing colon cancer patients into two subpopulations with different genetic/molecular profiles in all stages of cancer.

### 2.4 FastPRIM

Elaborating on LSBH, a new modified algorithm called fastPRIM was developed in order to find the minimal volume of boxes with probability \( \beta \) when the distribution is a multivariate normal [7, Algorithm 4]. More accurately, the modes can be defined as \( \beta \)-modes; i.e., contiguous regions, not necessarily unique, with the smallest volume and probability \( \beta \). Since the mode, the mean and the median of the normal distribution coincide, mode hunting in this case is equivalent to finding a box of probability \( \beta \) centered around the mean. Explicitly, for \( \alpha \) such that \((1 - \alpha)\beta = \beta \) and \( B_0 = \emptyset \), fastPRIM works modifying PRIM as follows:

1) (Rotate) Generate \( S_1 = \mathcal{X}'(p) \) (that is, rotate the space in the direction of its eigenvectors);
2) For \( j \) from 1 to \( t \),
3 Pettiest Components Analysis With fastPRIM

[7, Proposition 1] proved that fastPRIM satisfies the following optimality property: when the distribution is a multivariate normal, say \( N(0, \Sigma) \), the box with the smallest volume subject to have probability \( \beta \) is found in the direction of the rotation of the \( p \) principal components; that is, the box centered around the mean of probability \( \beta \) in \( X_i(p) \). However, they did not prove any result dealing with dimension reduction. This article goes one step further: it shows that if we are going to consider reduction of dimensionality, say to \( p' < p \), we should consider pettiest components instead of principal components.

Starting thus with the space \( X(p) \), let \( B_i \) be the final box obtained by fastPRIM on an input space \( X_i(p') \), where \( i \) indicates a specific way of choosing \( p' \) variables from \( p \) variables. The collection of all such boxes will be \( B \). The Lebesgue measure of the box \( B \in B \) with probability measure \( \beta \) is \( \text{Vol}(B|\beta) \). In the input space \( X_i(p') \) spanned by the pettiest components, we write that specific box as \( B \).

**Theorem 2.** Let \( X \) be a \( p \)-random vector such that its components \( X_1, \ldots, X_p \) are independent of each other and have normal distribution \( N(0, \sigma_j^2) \), \( j = 1, \ldots, p \), respectively. Apply fastPRIM on each possible projection space \( X_i(p') \) with same probability \( \beta \). Then,

\[
\text{arg min}_{B \in B} \text{Vol}(B|\beta) = B.
\]

**Proof.** There are \( \binom{p}{p'} \) ways to choose \( p' \) dimensions from \( p \). For \( X_1, \ldots, X_p \) following independent normal distributions, we write \( X_j \sim N(0, \sigma_j^2) \), \( j = 1, \ldots, p \). From the fact that the final box \( B \) in fastPRIM is a square in probability, the marginal probability measure of every \( B \in B \) is \( \beta^{1/p'} \). Because all boxes \( B \in B \) are centralized at zero, the Lebesgue measure of \( X_j \) subject to a probability \( \beta^{1/p'} \), can be calculated by the equation \( P\{-k\sigma_j < X_j < k\sigma_j \} = \beta^{1/p'} \). Here \( k \) only depends on \( \beta^{1/p'} \) and it has nothing to do with \( j \). Therefore, the edge length of \( B \) in the \( X_j \) direction is \( 2k\sigma_j \). Then,

\[
\text{Vol}(B|\beta) = \prod_{j=1}^{p'} 2k\sigma_j = (2k)^{p'} \prod_{j=1}^{p'} \sigma_j,
\]

where \( j^{(i)} \) denotes the \( p' \) variables in the choice of \( B \). Since a fixed \( \beta \) implies a fixed \( k \), the minimum of \( \text{Vol}(B|\beta) \) can thus be obtained by minimizing \( \prod_{j=1}^{p'} \sigma_j \). But this only requires the \( \sigma_1^{(i)}, \ldots, \sigma_{p'}^{(i)} \) to have the smallest values, which is achieved by choosing the \( X_1^{(i)}, \ldots, X_{p'}^{(i)} \) with the smallest variances. That is, the \( p' \) pettiest components. The corresponding box found by fastPRIM with pettiest components is \( B \).

The basic idea behind the proof is to reduce the box to the marginals with same probability measure and then to prove a smaller variance corresponding to a smaller Lebesgue measure. Using Theorem 2, we can easily show that the same conclusion is true for any multivariate normal distribution input under fastPRIM.

**Theorem 3.** Let \( X \) be a \( p \)-random vector distributed as \( N_p(0, \Sigma) \). Apply fastPRIM on each possible projection space \( X_i(p') \) with same probability \( \beta \). Then,

\[
\text{arg min}_{B \in B} \text{Vol}(B|\beta) = B.
\]

**Proof.** For a multivariate normal distribution input, to rotate the space in the direction of its \( p \) components is equivalent to solve the eigenvalue equation of covariance matrix \( \Sigma \). The rotation will produce a diagonal matrix \( D \) with eigenvalues as its diagonal elements. This new matrix \( D \) is the covariance matrix of the components, which implies that they are all independent of each other and follow a normal distribution. So the problem is reduced to an instantiation of Theorem 2. Thus the result holds as before.

The multivariate normal distribution and its properties suggest that a more general result is attainable. It seems clear that when we have a symmetric multivariate distribution which is unimodal, and all its marginals belong to the same family of distributions, differing maybe only on the particular values of its parameters, a similar result to Theorem 3 can be obtained. For instance, Theorem 4 below shows that a similar result is obtained for a symmetric multivariate Laplace distribution. The Laplace distribution is interesting in that even in the presence of 0 correlation of the marginals, which are univariate Laplace distributions themselves, they are not independent [22, pp. 229-245]. This fact highlights an important property about our results: they do not depend on the independence of the marginals but on their zero correlation, since we only need the variables being orthogonal.

**Theorem 4.** Let \( X \) be a \( p \)-random vector with symmetric multivariate Laplace distribution. Assume that its components \( X_1, \ldots, X_p \) being Laplace distributed, have parameters \( \mathcal{L}(0, b_j) \), \( j = 1, \ldots, p \), respectively. Assume also that \( \text{corr}(X_i, X_j) = 0 \) for all \( i \neq j \), and \( i, j \in \{1, \ldots, p\} \). Apply fastPRIM on each possible projection space \( X_i(p') \) with same
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probability $\beta$. Then,

$$\arg\min_{B \in \mathcal{B}} \text{Vol}(B|\beta) = B.$$ 

**Proof.** The proof process is the analogous to the one in Theorem 2, except that we apply it now to the Laplace distribution context. The goal is again to prove that smaller variance components will give smaller Lebesgue measures under the same probability measure $\beta^{1/p}$. The Lebesgue measure of the $j$-component can be calculated by $L_j = [Q(0, b_j; 0.5 + \beta^{1/p}) - Q(0, b_j; 0.5 - \beta^{1/p})]$, where $Q(\mu, b; p) = \mu + b\ln(2p)$ for $p \leq 1/2$ and $\mu - b\ln(2 - 2p)$ for $p > 1/2$. Observe how variances influence $L_j$: a smaller variance $2b_j^2$ demands a smaller $b_j$. Since the quantile function $Q$ increases for $p \leq 1/2$ and decreases for $p > 1/2$, $Q(0, b_j; 0.5 + \beta^{1/p})$ will decrease and $Q(0, b_j; 0.5 - \beta^{1/p})$ will increase, which makes $L_j$ decrease as a whole. \qed

**Remark 1.** Theorems 3 and 4 suggest that our theorem can be further generalized to a broad range of multivariate distributions. In fact, the MNIST example considered below also points in the same direction, since the distributions are somewhat deviating from normality. However, it is important to notice that distributions pertaining to different families cannot in general be mixed and the previous results maintained. Consider, for instance, $X_1$ having normal distribution $\mathcal{N}(0,1)$ and $X_2$ having Laplace distribution $\mathcal{L}(0,1)$ (so its variance is 2), and the two variables are independent of each other. If these two represent the marginals of some multivariate distribution and we attempt to apply our result, we will obtain that $L_1$ is going to be larger than $L_2$ when the probability measure is chosen to be small. Fig. 2 illustrates clearly this point. However, it is also clear from Fig. 2 that there is a region $R \subset [0,1]$ (not necessarily contiguous) such that for $\beta \in R$ it is better to select the normal distribution instead of the Laplace one.

**Remark 2.** Using Theorem 1, Theorems 2, 3, and 4 show that the size of the box $B$ maximizes the Shannon information among all the regions of probability $\beta$ in all projections $\mathcal{X}_i(p')$.

**Remark 3.** The results obtained are distributional. However, as a corollary, from a sampling viewpoint fastPRIM is consistent: calculating the average of all the points inside the final centered box and taking this average as the center of our box, we know by the law of large numbers that the final box will be centered around the origin.

Since the mean and the mode coincide in the normal distribution, as $n \to \infty$, the procedure is approaching a box whose center is the true mode. This is so with or without dimension reduction.

**Remark 4.** The existence of the eigenvectors and the ordering of the eigenvalues are warranted by the conditions of Theorems 3 and 4. Thus, theoretically, components of zero variance are not under consideration by the hypotheses of normal and double exponential distributions.

**Remark 5.** The number of pettiest components to be selected is an important question (as important as in principal components analysis, where it is still open). In applications, the threshold will likely require the input of the practitioner. Nonetheless, if there is geometric multiplicity for some eigenvalue producing that some vectors with the same variance are going to be left out whereas others are going to be selected, $p'$ can be modified either to include all the eigenvectors corresponding to such eigenvalue or to exclude them altogether.

**4 SIMULATION**

We generated a dataset with 300 observations and 100 dimensions, which follows the multivariate normal distribution $\mathcal{N}_p(0, \Sigma)$. The covariance matrix $\Sigma$ is assumed to have its first two diagonal elements as 1, and $\text{cov}(x_1, x_2) = 0.7$; the last two diagonal elements are 12 with $\text{cov}(x_90, x_100) = 8$; the remaining diagonal elements are 6 and all other places are 0. A pure PRIM, no rotation nor reduction, with ten iterations of covering, was then applied for contrast purposes. The result is shown in Fig. 3 for the first two dimensions. We next standardized the dataset to use the correlation matrix and apply the rotation in the direction of the eigenvectors. Once the rotation was performed, the two new variables with larger variances are the principal components, and the two variables with smaller variances are the pettiest components. The next step was to run both PRIM and fastPRIM on the two principal components and the two pettiest components, both with $\beta = 0.1$. The results are shown in Fig. 4. Each box results from a whole peeling period and the order of the boxes after ten stages of covering is shown by grading color. The fastPRIM algorithm exhibited nested rectangular boxes in contrast with the PRIM’s messy ones. There is a striking difference in the result of both algorithms (PRIM and fastPRIM) between principal and pettiest components: the final boxes obtained
by fastPRIM are almost five times smaller than those of its competitor.

Table 1 shows the quantitative results in terms of the empirical density over volume of the box. Looking at it by columns, we can compare the different methods under the same covering step. First, the classical PRIM results in too small densities, thus rendering it completely useless. This in the end comes as no surprise considering the curse of dimensionality. In this sense, Table 1 also reveals the benefits of dimension reduction, since any of the other options will do much better. That is, when using principal or pettiest components analysis to reduce dimensionality, from 100 dimensions to 2 in our example, we get much better densities. In fact, fastPRIM improves the densities even more. However, the optimal improvement comes when the pettiest components are used; in this case, the densities show an increase of an order of magnitude. Finally, looking at the table by rows, one can track the variations of the densities during covering procedures. There is an interesting contrast in that for PRIM the density starts from a really small value and then increases monotonically; whereas for all other cases, a final decrease is accomplished as expected, though it is not monotonic.

Table 2 shows empirical bias and variance for the different methods. The bias was calculated as the distance between the mean value and the origin. The results were obtained by averaging over 100 simulations from the same distribution used before. We can see that the variance of PRIM is too high, compared to the other mechanisms with the dimension reduction, corresponding to what we would expect. Also, PRIM with principal components and fastPRIM with principal components have variances that are close, but there is a huge reduction of bias between the two methods. The same is true for PRIM and fastPRIM both with pettiest components. This illustrates the superiority of fastPRIM in this scenario. Finally, notice that pettiest components is producing a tenfold decrease in variance, whether we are looking at PRIM or fastPRIM; the bias also decreases. The final outcome is that fastPRIM with pettiest components, having lowest variance and bias among all the strategies, minimizes the empirical mean squared error.

### Example: MNIST Dataset

MNIST is a famous dataset of handwritten digits widely used in machine learning [23]. Using principal components analysis with the MNIST dataset is somewhat common. In fact, a few principal components have been used to reconstruct the digits [9, pp. 433-445]. With this idea in mind, we suggest that the platonic pattern of each digit (the archetypical representation of a digit) is close to the mode. Therefore, here we use pettiest components and show that for PRIM and fastPRIM applied to MNIST, the pettiest components give a higher active information than the principal components. Thus, in words, the machine can use principal components in order to **read** a digit, learning all its variability (see [8, pp. 536-539], though with a different hand-written digits dataset). But if the machine is going to learn to **write** it, it is better to go for the mode in pettiest components. Thus it is better to work with pettiest components in order to generate the actual image.

Since our goal is the identification of modal patterns for digits, only the training dataset is used. The data consist of grey levels, from white to black, of $28 \times 28$ pixels for 60,000 observations. This results in a $60,000 \times 784$ matrix. All images are centered by the center of mass of the pixels. We first split the big dataset by digit to get 10 smaller datasets with size near $6000 \times 784$. Notice that the graphs are

### TABLE 1

| Method          | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     | 10    |
|-----------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| PRIM            | 1.07e-73 | 1.57e-73 | 1.76e-73 | 2.14e-73 | 2.59e-73 | 3.04e-73 | 3.45e-73 | 3.87e-73 | 4.26e-73 | 4.65e-73 |
| PRIM-Principal  | 15.7  | 16.7  | 14.2  | 14.7  | 14.3  | 14.2  | 14.0  | 13.9  | 13.8  | 13.0  |
| fastPRIM-Principal | 16.3  | 15.6  | 16.2  | 16.3  | 14.5  | 13.2  | 13.1  | 13.1  | 12.7  | 11.8  |
| PRIM-Pettiest   | 182   | 168   | 187   | 152   | 155   | 142   | 130   | 132   | 132   | 127   |
| fastPRIM-Pettiest | 215   | 240   | 237   | 218   | 207   | 186   | 189   | 177   | 169   | 161   |

### TABLE 2

| Method          | Variance | Bias     |
|-----------------|----------|----------|
| PRIM            | 104      | 0.310    |
| PRIM-Principal  | 2.28     | 0.145    |
| PRIM-Pettiest   | 0.204    | 0.1      |
| fastPRIM-Principal | 2.23  | 0.00579  |
| fastPRIM-Pettiest | 0.149   | 0.000653 |

Fig. 4. Simulation results by method.
comprised mostly of white pixels, corresponding to zero value. If these white pixels are not removed, the modes will obviously be biased towards those values. Therefore these zero points make mode hunting strategies unsuitable. We need to find a threshold to make sure that most observations will be colored on those pixels. The threshold will cause a reduction in dimensionality, which should have different degrees corresponding to different numbers. The relative ranking of these reductions should be stable when the threshold changes. So we measure this reduction by the percentage of pixels we choose to keep and rank it by number from high to low. The ranking plot by threshold is shown in Fig. 5, from which it is observed that the ranking is relatively stable when the threshold is lower than 60%.

In this fashion, we obtain 10 datasets corresponding to each digit, with about 6,000 observations and dimensionality smaller than 784. In order to apply PRIM and fastPRIM with principal and pettiest components analysis on each of the 10 datasets, we need first to determine for each digit the right probability $\beta$ of the region that will contain the mode. We achieve this by minimizing the mean squared error through a 10-fold cross-validation, digit by digit for fastPRIM with pettiest components (Fig. 6). Then, in order to be able to make comparisons between strategies, we use the same $\beta$-optimized value for fastPRIM with principal components, as well as for PRIM with pettiest and principal components. When the size of $\beta$ permits it, we have several iterations of the covering process for PRIM, making $\beta$ the probability of the box in each iteration of the covering process, to obtain a final region of probability $\beta = 1 - (1 - \beta)^t$ after $t$ iterations (Table 3). Thus, for instance, the digits 0 and 1 have just a single stage of covering, whereas the digits 8 and 9 have 7 and 4, respectively. The results are shown in Figs. 7–10, where the superiority of pettiest over principal components in detecting the modes is clearly observable.

To see this superiority formally, we calculate the active information (2) for each of the 10 digits considering the 4 different methods (PRIM with principal components, PRIM with pettiest components, fastPRIM with principal components, and fastPRIM with pettiest components), setting the base of the logarithm at 2. After, we rank the digits from highest to lowest in terms of the active information of the final region obtained. The results are shown in Table 4 (we recommend to look simultaneously at Fig. 11, a sample of 30 observations from the training set, to better understand this discussion).

According to (4), the $\beta$-mode is the region of the space with probability $\beta$ having the highest active information. It means that this $\beta$-mode corresponds to the region of the space with minimal hyper-volume having probability $\beta$. Taking also into account that active information was first introduced to measure how much information a

| $\beta$ | 0  | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  |
|---------|----|----|----|----|----|----|----|----|----|----|
| iterations | 1  | 1  | 1  | 1  | 1  | 1  | 3  | 1  | 7  | 4  |

**TABLE 3**

Final Region Size and Iterations Per Digit
programmer is adding to an algorithm in order for such algorithm to reach a target $T$ with respect to a blind search [24], [25], we can offer an interpretation of the findings in Table 4.

The target $T$ in the particular context of our example is the handwritten pattern of each digit, say the Platonic idealization of Arabic numerals. Since such pattern for 1 is the easiest to follow (a vertical segment), it is not surprising that the active information of the mode representing 1 is about 8. In fact, there is a difference of almost two bits of information in the ranking of the first two digits. Accordingly, it is reasonable to expect the digit 0 to rank high, since its very well defined geometric representation makes for an easy pattern to follow (a circumference); its active information is close to 6. Somewhat surprisingly the digit 5 sits second, between the digits 1 and 0. Unsurprisingly, all the last five digits (3, 4, 6, 9, 8) have active information below 5, which is easily explainable in terms of the more complex shapes they have, since all, except the digit 4, involve some circular shape plus some additional pattern. As for 4, its ranking is possibly explained by the two ways there is to represent it. Notice also that the digits 6, 9, and 8, having obtained the highest estimation of $b$ through the cross-validation, rank in the last positions. The digit 8 ranks last, being the only digit with active information around 3 bits, and a difference of 1.6 bits with respect to the digit 9, the second to last. However, it is important to notice that even with 8 we see an active information bigger than 3 for the mode of the pettiest components; this says that the mode is at least 8 times more probable than the uniform probability of the same box. Thus, even with 8 a very well defined pattern is followed; more so with all the other digits.

Observe that the ordering of several digits in Table 4 is heavily twisted when we see them first in the principal components and then in the pettiest components (both with PRIM and fastPRIM). For instance, 1 ranks first with fastPRIM pettiest components but last with fastPRIM principal components, obtaining a negative active information. Also, 4 ranks seventh with fastPRIM pettiest components but second with fastPRIM principal (5 does the opposite). Nonetheless, active information will clearly show that it will be mistaken to look for the $\beta$-mode of the projection in the principal components instead of the pettiest components. Since $\beta$ is fixed for each digit, and the active information of the final region $R$ can be written as

$$I,_{(R)} = \log \beta - \log U(R) = \log \beta + \log (\text{Vol}(S)) - \log (\text{Vol}(R)),$$

where $S$ is the sample space, the only term that is changing in determining the active information between PRIM and
fastPRIM is the last term at the RHS of the previous equation, $\log(\text{Vol}(R))$. Thus, for instance, for the digit 1 evaluated with fastPRIM the final region obtained with pettiest components is more than $2^6$ times smaller than the region found with fastPRIM principal components. Even for the digit 8, whose active information difference between fastPRIM pettiest and fastPRIM principal is minimal, we obtain that the final region with pettiest components is $\sim 2^4$ smaller than the region with principal components. The volume reduction is extremely significant. In fact, observe that many of the distributions around principal components look uniform (see, e.g., Fig. 7a and 7g for the digits 1 and 3 with principal components, with the notorious exception of the digit 1), whereas the distribution of digits with pettiest components have in general more structure that gives them starry shapes.

Notice also the interesting fact that when looking at the pettiest components, PRIM does better than fastPRIM with the digits 0, 1, and 5. This can be puzzling at the beginning.
Comparing fastPRIM and PRIM with principal components for the digit 1, the most extreme case, is enlightening here. Notice from Figs. 7c and 9c, that the projected distribution in the dimension of the two principal components is not symmetric. Since fastPRIM was developed for symmetric unimodal distributions, it is not surprising that PRIM does a better job in this case. Nonetheless, it is important to notice that there is no violation of the results obtained in our theorems, since the conditions are not satisfied. Nonetheless, it is important to highlight that in spite of the data not being normal or Laplace, PRIM with pettiest components is doing only slightly better than fastPRIM, illustrating that even in these cases little to nothing is lost if we consider fastPRIM instead of PRIM.

Finally, we propose to use pettiest components to reconstruct the number. Or, to be more accurate, we propose using the region with the highest active information in order to reconstruct the number. Our reasoning is simple. The region with the largest active information will be close to the platonic idealization of the digit (or at least a democratized version of such platonic idealization). To see this, we show in Fig. 13 how the digits for 1, 5, 0, and 8 look between fastPRIM with pettiest and principal components. Notice that the higher the difference in active information between the two procedures, the more obvious become to use of this strategy. For instance, for digit 1 the difference in active information between fastPRIM pettiest and principal components is above 9 bits, and it is very clear that the digits written with pettiest components are more homogeneous. The same is true for the digits 0 and 5, whose difference in active information between fastPRIM pettiest and principal is over 5 bits. Following this trend we end with 8, whose difference of active information between the two procedures is around 2 bits and visually the difference is not that obvious. Therefore, we claim that it is better to use the region with the highest active information to reconstruct the image, in this case any of the procedures considered with pettiest components. Fig. 12 illustrates this point comparing reconstruction between fastPRIM with pettiest, fastPRIM with principal, and, for control, digits created using the average: 0 and 1 seem bolder with pettiest; 2, 7, and even 9 look better finished with pettiest; 3 has a more defined round form in the lower part with pettiest, similar to what was discovered in [8, pp. 536-539] with principal components, but we show...
Fig. 13. Equidistant points inside the \( \beta \)-region with fastPRIM.
Spectral instability, whether small perturbations in a large matrix can lead to large fluctuations in the spectrum, is of course a point to consider. In general, the spectrum of a Hermitian matrix is stable. For non-Hermitian matrices, however, a lower bound in the least singular value is required [26, Chapters 1.3, 2.7, and 2.8]. As for numerical analyses, a QR algorithm for eigenvalues, which is numerically stable, can be used. For the particular example analyzed here, spectral instability was avoided from the beginning by the remotion of the white pixels (Fig. 5), which not only prevented bias towards these points, but also eliminated the problem of dealing with eigenvalues in the proximity of zero. Fig. 14 shows the eigenvalues for one of the digits. The last eigenvalue, corresponding to component 167 is 13.94, which is fairly large for the pettiest component. Moreover, for component 157 the eigenvalue is 16.99. The closeness between the last pettiest components deserves some attention. The worst scenario is going to be the case in which only the last pettiest component is selected, since small changes in the data are likely to produce changes in the ordering. However, since \( p' \) components are under consideration, changes in the ordering are likely to become permutations in the ordering of such components, which is enough for mode hunting. Seen in a different way, as Fig. 14 reveals, the two leading eigenvalues are very close too, their values being 532.64 and 528.58. From a principal component analysis viewpoint, this situation is problematic if no more than the first principal component is selected. But when \( p' \geq 2 \) components are chosen, the problem fades away since even if small perturbations alter the order of the two leading components, both components will likely still be part of the \( p' \) components selected.

6 Summary

Given the lack of robustness of the mean, even in low dimensions, and the prevalence of Big Data and large-dimensions analyses, mode-based statistics and learning is becoming more relevant [27]. Consequently, new theory and methods are required in order to better detect modes, but this task is difficult and elusive since kernel functions become ineffective in even not-that-high dimensions. The importance of fastPRIM in mode hunting is dictated by the central limit theorem. The setback of this approach is the curse of dimensionality, as Vapnik explains in the Introduction of his book [28, pp. 4–6]. Therefore, even though there is some optimality that is reached just by rotating the information in the direction of the eigenvalues, if mode detection methods are going to be useful they will need to reduce dimensionality.

In this sense, even though it is well known that pettiest components can sometimes explain better a response than principal components, the latter have been treated as the ideal tool whereas the former have been considered isolated counter-examples or anomalies to be avoided. However, in this article we showed that when projecting the multivariate data in the direction of a few eigenvalues, pettiest components can be systematically used in order to find the best \( \beta \)-modes, provided that the data is distributed normal or Laplace. That this had not been noted before is surprising, given the centrality of the normal distribution in statistics.

This finding goes against the general notion that principal components are more informative, since, as shown in the Introduction, the box with the smallest size also maximizes the active information relative to the uniform distribution. In fact, the theorems and the example with the MNIST dataset illustrate that principal components can totally twist the importance of the components, since active information shows that the true order is the one given by pettiest components, and this is so even when there are strong departures from normality. Using pettiest over principal components produces significant gains.

Some questions remain open. For instance, how much can Theorems 3 and 4 be extended to a more general family of distributions, involving all unimodal symmetric multivariate distributions formed by marginals corresponding to the same family?

A second extension is to consider the extent to which the marginals can depart from families of distribution (as in the counterexample in Remark 1), while our result is maintained.

A third extension in applications will be to develop numerical methods allowing the calculation of stable eigenvalues for the pettiest components. The approach taken for the MNIST example seems a good starting point, in which a pettiest components analysis was performed not for the original dataset but for an already reduced space in which decent eigenvalues were obtained even for the pettiest components. It suggests, in agreement with the theory of stability of eigenvalues, that finding a threshold above which to consider pettiest components is necessary. This procedure would be similar to the so-called “one standard error rule” for model selection [8, p. 244], [29, p. 214].

A fourth extension will be to develop a theory to distributions with multiple modes, which will require some partition of the space. A good starting point in this direction might be Dazard and Rao’s partition in their Local Sparse Bump Hunting algorithm [20].

In spite of these open questions, as the real data example shows, using pettiest components instead of principal components in order to determine the best \( \beta \)-mode in a projected space is, in general, a wise idea.
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