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Abstract. This paper studies the asymptotic distribution of descents $\text{des}(w)$ in a permutation $w$, and its inverse, distributed according to the Mallows measure. The Mallows measure is a non-uniform probability measure on permutations introduced to study ranked data. Under this measure, permutations are weighted according to the number of inversions they contain, with the weighting controlled by a parameter $q$. The main results are a Berry-Esseen theorem for $\text{des}(w) + \text{des}(w^{-1})$ as well as a joint central limit theorem for $(\text{des}(w), \text{des}(w^{-1}))$ to a bivariate normal with a non-trivial correlation depending on $q$. The proof uses Stein’s method with size-bias coupling along with a regenerative process associated to the Mallows measure.

1. Introduction

Much is known about various statistics of a uniformly random permutation. More recently, there has been interest in studying non-uniform random permutations as well, with a natural problem being to take a well-studied statistic for a uniformly random permutation, and study it under a different distribution. Many non-uniform permutations have been studied (for example, the Ewens distribution, spatial random permutations, and so on) but this paper focuses on the Mallows distribution.

The Mallows distribution was introduced by Mallows to study non-uniform ranked data [37]. It is perhaps the most widely used non-uniform distribution on permutations in applied statistics, see [39] or [45] for discussion of the statistical uses for Mallows permutations. Thus, understanding the behaviour of features of Mallows permutations is an important problem. They have also seen applications to the study of one-dependent processes [32] and stable matchings [2].

The Mallows measure on the symmetric group $S_n$ of parameter $q > 0$, denoted $\mu_q$, is defined by taking $\mu_q(w)$ proportional to $q^{l(w)}$ where $l(w)$ denotes the number of inversions in $w \in S_n$. When $q = 1$, this is simply the uniform distribution, and when $q \in (0, 1)$, the random permutation is concentrated around the identity.

Descents are one of the most well-understood statistics of a random permutation. It has long been known that the number of descents in a uniformly random permutation is asymptotically Gaussian (see for example [23]), and that the same is true under the Mallows distribution [7].

A more interesting problem is to study the joint distribution of the number of descents in $w$ and in $w^{-1}$ (the distribution of $w^{-1}$ is the same as that of $w$). This was...
first studied by Vatutin \cite{46} who showed that they are asymptotically uncorrelated Gaussian random variables. Chatterjee and Diaconis \cite{10} gave another proof using Stein’s method. This paper extends these results to the Mallows distribution.

As part of the proof, results are also obtained for the sum of the number of descents in \(w\) and \(w^{-1}\), which is known as the two-sided descent statistic. This has been well studied in the uniform case \cite{10,41,46}, where it was introduced by Chatterjee and Diaconis to study metrics on the symmetric group \cite{10}.

1.1. Main results. Let \(\text{des}(w)\) denote the number of descents in a permutation \(w\). Theorem 1.1 gives a central limit theorem for \(\text{des}(w) + \text{des}(w^{-1})\) as long as the variance goes to infinity.

**Theorem 1.1.** Let \(w \in S_n\) for \(n \geq 2\) be Mallows distributed with parameter \(q \in (0, \infty)\) and let \(\mu\) and \(\sigma^2\) denote the mean and variance of \(\text{des}(w) + \text{des}(w^{-1})\). Let \(Z\) denote a standard normal random variable. Then for all piecewise continuously differentiable functions \(h : \mathbb{R} \to \mathbb{R}\),

\[
\left| \mathbb{E} h \left( \frac{\text{des}(w) + \text{des}(w^{-1}) - \mu}{\sigma} \right) - \mathbb{E} h(Z) \right| 
\leq \left( 331 \|h\|_\infty + 167 \|h'\|_\infty \max(q^{-1/2}, q^{1/2}) \right) (n - 1)^{-1/2}.
\]

The regime where the central limit theorem is shown to hold is optimal because when \(q = O(n^{-1})\) (or \(q^{-1} = O(n^{-1})\)) then the variance is bounded. As a complement to the central limit theorem, it is shown that when \(qn \to \lambda > 0\), then \(\text{des}(w) + \text{des}(w^{-1})\) converges to \(2N\) where \(N\) is Poisson with parameter \(\lambda\), see Proposition 7.6.

The proof of Theorem 1.1 uses a size-bias coupling and Stein’s method. A size-bias coupling is constructed, which gives an upper bound on the distance to a standard normal by a version of Stein’s method due to Goldstein and Rinott \cite{31}. There are two error terms, with the main difficulty being the variance term. The variance term is controlled by decomposing the random variables and explicitly bounding various covariance terms that are obtained.

The coupling is based on a size-bias coupling of Goldstein \cite{30} developed to study pattern occurrences within random permutations, and a modification of this was previously used by Conger and Viswanath to study descents of permutations of multisets \cite{11}.

This proof is new even for the uniform case. There are now many different approaches for the uniform case, including generating functions \cite{46}, Stein’s method with interaction graphs \cite{10} and martingales \cite{41}, but none seem to extend to the Mallows distribution.

Féray has developed the method of weighted dependency graphs which is able to handle weak dependence \cite{19}. It is unclear to the author whether these techniques could be applied to this problem.

If \(q\) is fixed, the joint convergence of \(\text{des}(w)\) and \(\text{des}(w^{-1})\) to a bivariate normal with non-trivial correlation can be shown.
Theorem 1.2. Fix $q \in (0, \infty)$. Then the limiting asymptotic correlation
\[ \rho = \lim_{n \to \infty} \frac{\text{Cov}(\text{des}(w), \text{des}(w^{-1}))}{\text{Var}(\text{des}(w))} \]
exists. Moreover, if $q \neq 1$ then $0 < \rho < 1$.

Let $w_n \in S_n$ is Mallows distributed with parameter $q$, $\mu_n = \text{E}(\text{des}(w_n))$, $\sigma_n^2 = \text{Var}(\text{des}(w_n))$ and
\[ (Z_1, Z_2) \sim N \left( 0, \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix} \right). \]
Then
\[ \left( \frac{\text{des}(w_n) - \mu_n}{\sigma_n}, \frac{\text{des}(w_n^{-1}) - \mu_n}{\sigma_n} \right) \overset{d}{\to} (Z_1, Z_2). \]

In addition, if $q = q_n$ varies with $n$ with $q_n \to 0$ (or $q_n \to \infty$), then the above applies with $\rho = 1$ as long as $nq_n \to \infty$ (or $n/q_n \to \infty$). If $q_n \to 1$, then the above applies with $\rho = 0$.

Theorem 1.2 follows from the proof of Theorem 1.1 and the Cramér-Wold device after the asymptotic correlation $\rho$ is shown to exist when $q$ is fixed. The computation of the asymptotic correlation uses the Mallows process, a regenerative process associated with Mallows permutations introduced by Gnedin and Olshanski [28]. The regenerative structure was previously used by Basu and Bhatnagar [4] to study the longest increasing subsequence and Gladick and Peled to study cycles [27]. The asymptotic correlation is given in terms of the distributions defining the Mallows process, see Proposition 3.9.

Remark 1.3. Using Theorem 1.2 of [31] along with the bounds obtained in Section 6, an error bound can be given in terms of the difference between the correlation of $\text{des}(w)$ and $\text{des}(w^{-1})$ and $\rho$. Thus, getting a quantitative bound for
\[ \left| \rho - \frac{\text{Cov}(\text{des}(w), \text{des}(w^{-1}))}{\text{Var}(\text{des}(w))} \right| \]
would lead to a quantitative bound for Theorem 1.2, but this is not pursued further.

Remark 1.4. The techniques introduced in [4] to prove a central limit theorem for the longest increasing subsequence of Mallows permutations could also be used to prove Theorems 1.1 and 1.2 when $0 < q < 1$ is fixed, and indeed the computation of the asymptotic correlation in Theorem 1.2 relies on these ideas. The benefits of the Stein’s method approach of this paper are that it gives a quantitative bound, and that it allows $q$ to vary with $n$.

1.2. Related work. The central limit theorem for $\text{des}(w)$ is a classical result with many proofs, due to the simple dependency structure. The central limit theorem for $(\text{des}(w), \text{des}(w^{-1}))$ when $w$ is uniform was first studied by Vatutin [46] using generating functions. Chatterjee and Diaconis later gave a proof using Stein’s method with interaction graphs [10] and Özdemir gave a proof using martingales [41]. However, none of these techniques can be applied when $w$ is Mallows distributed.
The statistic $\text{des}(w) + \text{des}(w^{-1})$ makes sense for any finite Coxeter group. The central limit theorem for $\text{des}(w) + \text{des}(w^{-1})$ for the uniform measure on finite Coxeter groups was conjectured by Kahle and Stump [33]. It was shown to hold in a series of works [8, 20, 41, 44]. The proof relies on the classification of finite Coxeter groups to reduce the problem to analyzing certain infinite families.

Other generalizations of descents on the symmetric group have also been considered. Conger and Viswanath study descents of permutations on multisets [11], using a related size-bias coupling. There has also been work on the number of descents for a permutation chosen uniformly from a conjugacy class [22, 35], as well as jointly with other statistics [25, 34] and for peaks [24]. Finally, functional central limit theorems for the process of descents has also been considered [17].

The study of more general patterns within permutations has also been considered in [13, 14] where Poisson and central limit theorems are shown for the number of occurrences of patterns within a permutation. Here, limit theorems are easier to establish due to the simple dependency structure. These results have also been generalized to multiset permutations and set partitions [21]. There is also considerable work in the combinatorial literature on pattern avoidance which is also related, see [16] for a survey with numerous references.

A growing body of work studies the behaviour of Mallows permutations as the parameter $q$ varies. In general, it seems that for $q$ sufficiently close to 1, the model behaves very similarly to the uniform permutation, while for $q$ far enough from 1, different behaviour occurs. One interesting feature of the Mallows model is that in many cases, there is a phase sharp phase transition between these two regimes. Specifically, this has been observed in both the cycle structure [27, 40] and the longest increasing subsequence [4, 5, 38].

The Mallows model also appears as the stationary distribution of the biased interchange process on the line [36], and it’s projection to particle systems is the stationary distribution of ASEP. It also appears as the stationary distribution of random walks related to Hecke algebras [9, 15].

1.3. Further directions. The size-bias coupling constructed works very generally for Mallows models. In particular, an analogous coupling can be constructed for any local statistic of the form $\sum F_i(w) + F_i(w^{-1})$, where $F_i$ is some function of $w$ depending only on the coordinates $i, \ldots, i + k$ for some fixed $k$. The main difficulty in general is to obtain the variance and covariance estimates needed to show the upper bound given by Stein’s lemma actually goes to 0. While this seems difficult in general, the case when $k$ is small, for example the number of peaks or valleys, or when $F$ is the indicator function for $k – 1$ consecutive descents, should both be tractable.

It is also possible to define the Mallows measure on any Coxeter group (in the infinite case, $q < 1$ and may need to be small). It seems likely that a central limit theorem would hold for the Mallows distribution, as in the uniform case. The Mallows measure also makes sense on infinite Coxeter groups, and it is natural to ask whether a central limit theorem should hold for nice families of infinite Coxeter groups, such as the affine symmetric groups.
Most of the preliminary results including the independence results of Section 2 and the size-bias coupling of Section 4 continue to hold in general Coxeter groups with the appropriate modifications. It seems that the techniques developed in this paper should be able to answer these questions, although the estimates needed would have to be established on a case by case basis.

It would be very interesting to see if uniform estimates could be given depending only on simple data coming from the Coxeter group structure but this is not known even in the uniform case.

1.4. Outline. The paper is organized as follows. Section 2 explains some basic properties of Mallows permutations. Section 3 uses a regenerative process connected to Mallows permutations to compute the asymptotic correlation between $\text{des}(w)$ and $\text{des}(w^{-1})$. Section 4 reviews size-bias coupling and Stein’s method, and then constructs the size-bias coupling for descents. In Section 5 a short proof of the uniform case when $q = 1$ is given. Section 6 gives the covariance bounds needed to control the error coming from Stein’s method. Finally, Section 7 gives proofs of Theorems 1.1 and 1.2 along with a Poisson limit theorem.

1.5. Notation. Let $[n] = \{1, \ldots, n\}$. Let $[n]_q = (1 - q^n)/(1 - q)$ and let $[n]_q! = \prod_{i=1}^{n} [i]_q$, with the convention that $[0]_q! = 1$. For a set $A$, let $I_A$ denote the indicator function for that set.

2. Properties of Mallows permutations

2.1. The Mallows distribution. Many of the ideas in this paper used to study the Mallows distribution come from the theory of Coxeter groups. While no explicit results on Coxeter groups are needed, the notation and conventions mostly follows that of [6].

Fix some permutation $w \in S_n$. An inversion of $w$ is a pair $i, j \in [n]$, with $i < j$, such that $w(i) > w(j)$. The length of $w$, denoted $l(w)$, is the number of inversions in $w$.

Say that $w$ has a descent at $i \in [n - 1]$ if $w(i + 1) < w(i)$. Let $\text{des}_i(w)$ denote the indicator function for the event that $w$ has a descent at $i$. The descent statistic is defined by $\text{des}(w) = \sum \text{des}_i(w)$ and the two-sided descent statistic is given by $\text{des}(w) + \text{des}(w^{-1})$ (the name comes from the theory of Coxeter groups, where the notions of left and right descents exist).

The Mallows distribution $\mu_q$ is a one-parameter family of probability measures on $S_n$, indexed by a real parameter $q \in (0, \infty)$. A random permutation $w \in S_n$ is Mallows distributed if

$$P(w = w_0) = \frac{q^{l(w_0)}}{Z_n(q)}$$

where $Z_n(q)$ is a normalization constant, given explicitly as

$$Z_n(q) = [n]_q!.$$
i + 1 respectively. More generally, if \( W = \prod S_{n_i} \) is a product of symmetric groups, the Mallows distribution on \( W \) is given by the product of independent Mallows distributions on each factor.

Let \( S \subseteq [n-1] \). Say that \( S \) is connected if \( i, j \in S \) implies that \( k \in S \) for all \( k \) such that \( i < k < j \) (in other words, if it consists of consecutive numbers). The connected components of \( S \) are then the maximal connected subsets of \( S \). The indices associated to \( S \), denoted \( \overline{S} \), is the subset of \([n]\) defined by

\[
\overline{S} = \{k \in [n] | k \in S \text{ or } k - 1 \in S\}.
\]

Given \( S \subseteq [n-1] \), let \( S_n^S \) denote the subgroup of \( S_n \) generated by the elements \((i, i+1)\) for \( i \in S \) (this is called a parabolic subgroup in the Coxeter group literature). When \( S \) is connected, \( S_n^S \cong S_{|S|+1} \). In general, \( S_n^S \cong \prod S_{n_i} \) where the \( n_i \) are given by 1 plus the sizes of the connected components of \( S \).

Let \( w^S \) denote the induced permutation in \( S_n^S \) given by the relative order of all the numbers \( w(i) \) within each connected component \( S_i \subseteq S \). Note that for any \( w \in S_n \), \( w^S \) can be viewed to lie in a product of symmetric groups under the identification \( S_n^S \cong \prod S_{n_i} \).

Remark 2.1. Note that if \( S \) is not connected, then \( w^S \) is not the permutation of \( S_{|S|+1} \) given by the relative orders of the \( w(i) \) for \( i \in S \), but only the relative orders within each connected subset. For example, if \( w = 3251476 \), and \( S = \{2,3,5,6\} \), then \( S_n^S \cong S_3 \times S_3 \) and \( w^S = (231,132) \).

2.2. Independence results. The following results on independence of various features of Mallows permutations seem to be fairly standard, cf. [27] Lemma 3.15, but the author could not find Proposition 2.2 stated in the literature.

**Proposition 2.2.** Let \( S \subseteq [n-1] \), and let \( A \subseteq S_n \) such that for all \( w \in S_n^S \), \( Aw = A \). Then under the Mallows distribution, \( w^S \) is Mallows distributed in \( S_n^S \), and \( w^S \) and \( A \) are independent.

**Proof.** For any \( w_0 \in S_n^S \), note that \((w w_0)^S = w^S w_0 \). Then

\[
P(\{w^S = w_0\} \cap A) = P(\{w^S = e\} \cap A| w_0) \]

because \( Aw_0^{-1} = A \). Now \( l(w) = l_1(w) + l_2(w) \) where if \( S \) has connected components \( S_i \), then

\[
l_1(w) = \sum_i l_{S_{n_i}}(w^{S_i})
\]

denotes the sum of the lengths of each factor of \( w^S \), and \( l_2(w) \) is the number of remaining inversions. If \( w^S = e \), then \( l_1(w) = 0 \) and so \( l(w w_0) = l_1(w) + l(w) \) because multiplication by \( w_0 \) doesn’t affect \( l_2(w) \) and \( l_1(w) \) is a function of \( w^S \), and \( (w w_0)^S = w_0^S \). Then

\[
P(\{w^S = e\} \cap A| w_0) = q^{l(w_0)} P(\{w^S = e\} \cap A).
\]

Finally,

\[
P(\{w^S = w_0\} \cap A) = q^{l(w_0)} P(\{w^S = e\} \cap A)
\]

shows that \( w^S \) is Mallows distributed by taking \( A = S_n \), and also implies that

\[
P(\{w^S = w_0\} \cap A) = P(w^S = w_0) P(A)
\]

so \( w^S \) and \( A \) are independent. \( \Box \)
Proposition 2.2 seems fairly useful in proving a wide variety of independence results for Mallows permutations. The next two lemmas which are needed are easy corollaries.

**Lemma 2.3.** Let $S, S'$ be two connected subsets with $|i - j| > 1$ for all $i \in S$ and $j \in S'$ and let $w$ be Mallows distributed. Then $w^S$ and $w^{S'}$ are independent Mallows permutations (with the same parameter), conditioning on any distribution of $[n]$ to the sets $S, S'$ (and thus also without the conditioning). Moreover, $w^S$, $w^{S'}$ and $\{w(i)|i \in S'\}$ are mutually independent.

**Proof.** First, note that $w^{S \cup S'}$ is Mallows distributed, and the event $A$ that $w$ sends $S$ to some fixed subset of $[n]$ and $S'$ to some disjoint fixed subset of $[n]$ is invariant under $S_n^{S \cup S'}$, so by Proposition 2.2, $w^{S \cup S'}$ and $A$ are independent. Since $w^{S \cup S'} \in S_n^{S \cup S'}$, with factors $w^S$ and $w^{S'}$, this implies that $w^S$ and $w^{S'}$ are independent Mallows permutations, and also independent of conditioning on the distribution of $[n]$ to $S$ and $S'$.

The second statement follows similarly, noting that the event $A$ assigning some fixed subset of $[n]$ to $S'$ is also invariant under $S_n^{S \cup S'}$. □

**Lemma 2.4.** Let $S, S' \subseteq [n-1]$ be connected subsets and let $w$ be Mallows distributed. Then conditional on $\{w(i)|i \in S\} \cap S'$ being either empty or containing one element, $w^S$ and $(w^{-1})^{S'}$ are independent and Mallows distributed.

**Proof.** For the case of empty intersection, note that the events $A = \{w \in S_n|\{w(i)|i \in S\} \cap S' = \emptyset\}$ and $\{(w^{-1})^{S'} = w_0\} \cap A$ are all invariant under $S_n^S$, and so by Proposition 2.2,

$$P(w^S = w_0, (w^{-1})^{S'} = w'_0|A) = P(w^S = w_0|A) P((w^{-1})^{S'} = w'_0|A).$$

Also, $w^S$ is Mallows distributed because it is independent of $A$ (and by symmetry the same is true of $(w^{-1})^{S'}$).

In the case when the intersection has one element, the same argument works because $\{(w^{-1})^{S'} = w_0\} \cap A$ is still invariant, as $S$ is connected so if only one number from $S'$ is used in $S$, then $S_n^S$ cannot move that number past any other number in $S'$. □

2.3. **Probability bounds.** In general, probabilities for events like $\{w|w(i) = j\}$ are hard to compute for Mallows permutations. The following lemma gives an upper bound for these types of events.
Lemma 2.5. Let $C \subseteq [n]$ and let $a_i \in [n]$ be distinct for $i \in C$. Let $w \in S_n$ be Mallows distributed with $q \leq 1$. Let $w'$ be the permutation with $w(i) = a_i$ for $i \in C$ and $w(i) < w(j)$ for $i, j \notin C$. Then

$$P(w(i) = a_i, i \in C) \leq \frac{q^{l(w'[n - |C|]_q)}}{|n|_q!}.$$ 

Proof. Let $\overline{w}$ denote the induced permutation in $S_{n - |C|}$ given by the relative order of $w(i)$ for $i \notin C$. The map $\{w : w(i) = a_i\} \rightarrow S_{n - |C|}$ defined by $w \mapsto \overline{w}$ is bijective.

Now let $l_1(w)$ denote the inversions among indices in $C^c$ and $l_2(w)$ the remaining inversions and note that $l_1(w) = l(\overline{w})$. Note that $w'$ minimizes $l_2$ among permutations taking $i$ to $a_i$, because the number of inversions within the indices in $C$ is fixed, and for each $i \in C^c$, $w'$ minimizes the inversions between indices in $C^c$ to the left of $i$, and $i$. In addition, $l_1(w') = 0$.

Then as $q \leq 1$,

$$\sum_{w(i) = a_i} \frac{q^{l(w)}}{|n|_q!} = \sum_{w(i) = a_i} \frac{q^{l_1(w) + l_2(w)}}{|n|_q!} \leq \sum_{w(i) = a_i} \frac{q^{l(\overline{w}) + l(w')}}{|n|_q!} = \frac{q^{l(w'[n - |C|]_q)}}{|n|_q!}.$$ 

$\square$

2.4. Reversal symmetry. To simplify the arguments, it will be assumed for most proofs that $q < 1$. This can be done without loss of generality due to a reversal symmetry for Mallows permutations. Let $w^{rev} \in S_n$ be defined by $w^{rev}(i) = w(n - i + 1)$.

Proposition 2.6. Let $w \in S_n$. Then $\text{des}_i(w^{rev}) = 1 - \text{des}_{n-i}(w)$ and $\text{des}_i((w^{rev})^{-1}) = 1 - \text{des}_i(w^{-1})$. In particular,

$$\text{des}(w) = (n - 1) - \text{des}(w^{rev}),$$

$$\text{des}(w^{-1}) = (n - 1) - \text{des}((w^{rev})^{-1}).$$

Proof. Note that $w^{rev}(i) > w^{rev}(i + 1)$ if and only if $w(n - i + 1) > w(n - i)$ and so $w^{rev}$ has a descent at $i$ if and only if $w$ does not have a descent at $n - i$. Note that $(w^{rev})^{-1}(i) = n + 1 - w^{-1}(i)$. Then similarly, $(w^{rev})^{-1}(i) > (w^{rev})^{-1}(i + 1)$ if and only if $w^{-1}(i) < w^{-1}(i + 1)$ and so $(w^{rev})^{-1}$ has a descent at $i$ if and only if $w^{-1}$ does not have a descent at $i$. $\square$

Proposition 2.7. Let $w$ be distributed according to $\mu_q$. Then $w^{rev}$ is distributed according to $\mu_{q^{-1}}$.

Proof. Note that $l(w^{rev}) = \binom{n}{2} - l(w)$ and the result follows. $\square$
3. Asymptotic correlation and the Mallows process

The goal of this section is to compute the asymptotics of the first and second moments of \( \text{des}(w) \) and \( \text{des}(w^{-1}) \) and in particular show they are all of order \( n \). While the first moment computations are easy, the second moment computations are non-trivial.

The main difficulty is showing that when \( 0 < q < 1 \) is fixed, the asymptotic correlation

\[
\rho = \lim_{n \to \infty} \frac{\text{Cov}(\text{des}(w), \text{des}(w^{-1}))}{\text{Var}(\text{des}(w))}
\]

exists. The proof relies on a regenerative process which can be thought of as an infinite Mallows permutation. The induced permutation given by taking a finite segment is then distributed as a Mallows permutation. These ideas were previously used in \cite{28} to study the longest increasing subsequence problem for Mallows permutations.

To compute the asymptotic correlation, first the covariance between \( \text{des}(w) \) and \( \text{des}(w^{-1}) \) is shown to be asymptotically the same as the correlation between \( \text{des}(w^{(N)}) \) and \( \text{des}((w^{(N)})^{-1}) \), where \( w^{(N)} \) is given by taking a deterministic number of regenerations within the Mallows process, and is thus a random permutation with a random size. The key is that the regenerative structure gives a lot of independence which allows the covariance to be computed in terms of certain distributions defining the Mallows process.

3.1. The Mallows process. The Mallows process was defined by Gnedin and Olshanski \cite{28}, who later extended the definition to a two-sided process \cite{29}. A more general notion of regenerative permutation on the integers was introduced in \cite{42}. The basic properties of the Mallows process are reviewed here, see \cite{28} or \cite{4} for proofs of these facts.

Fix \( 0 < q < 1 \). The Mallows process is a random permutation \( w : \mathbb{N} \to \mathbb{N} \) defined as follows. Set \( w(1) = i \) with probability \( q^{-1}(1 - q) \) and given \( w(1), \ldots, w(i) \), set \( w(i + 1) = k \in \mathbb{N} \setminus \{w(1), \ldots, w(i)\} \) with probability \( q^{k' - 1}(1 - q) \) where \( k' - 1 \) is the number of elements in \( \mathbb{N} \setminus \{w(1), \ldots, w(i)\} \) less than \( k \). This is almost surely a bijection, and so \( w^{-1} \) is well-defined, and is also distributed as a Mallows process.

Given any \( n \in \mathbb{N} \), the relative order of \( w(1), \ldots, w(n) \) as a random element in \( S_n \), denoted \( w^{(n)} \), is Mallows distributed. Note that in general, it is not the case that \( (w^{(n)})^{-1} = (w^{-1})^{(n)} \) even though they have the same distribution.

This process has a regenerative structure defined as follows. Let \( T_1 \) be the first time \( n \) that \( w(i) \leq n \) for all \( i \leq n \). In other words, this is the first \( n \) for which \( w(1), \ldots, w(n) \) defines a permutation of \( 1, \ldots, n \). Then the process \( (w(T_1 + k) - T_1)_{k \geq 1} \) is equal in distribution to \( (w(k))_{k \geq 1} \).

Similarly, let \( T_k + \cdots + T_1 \) be the \( k \)th time that this occurs. Let \( w_1 \) be the permutation induced by \( w(1), \ldots, w(T_1) \) and let \( w_k \) be the permutation induced by \( w(T_k + 1), \ldots, w(T_k) \) for \( k \geq 1 \). Then it’s clear that the \( T_k \) and the \( w_k \) are independent and identically distributed. Call the \( w_k \) excursions in the Mallows process and \( T_k \) their sizes. Moreover, the times \( T_k \) are the renewal times of a renewal process.
Lemma 3.1. Let $w_0$ be distributed as an excursion in the Mallows process and $T_0$ its size. Then

$$E(\text{des}(w_0)) = \frac{E(T_0)q}{1 + q}.$$ 

Proof. Note that

$$\lim_{n \to \infty} \frac{\text{des}(w^{(n)})}{n - 1} = \lim_{n \to \infty} \frac{\sum_{i=1}^{n} \text{des}(w_i)}{\sum_{i=1}^{n} T_i - 1}$$

almost surely, and by the strong law of large numbers

$$\lim_{n \to \infty} \frac{\text{des}(w^{(n)})}{n - 1} = \frac{q}{1 + q}$$

and

$$\frac{\sum_{i=1}^{n} \text{des}(w_i)}{\sum_{i=1}^{n} T_i - 1} = \frac{\sum_{i=1}^{n} \text{des}(w_i)}{n} \frac{n}{\sum_{i=1}^{n} T_i - 1} \to \frac{E(\text{des}(w_0))}{E(T_0)}.$$ 

□

The following asymptotic moment computations for an arbitrary renewal process are well-known and can be found in [18, pg. 386].

Lemma 3.2. Let $L_n$ denote the number of excursions in the Mallows process by time $n$ and let $T_0$ be distributed as the size of an excursion. Then as $n \to \infty$,

$$\frac{E(L_n)}{n} \to \frac{1}{E(T_0)},$$

$$\frac{\text{Var}(L_n)}{n} \to \frac{E(T_0^2)}{E(T_0)^2}.$$ 

3.2. Markovian representation of regeneration times. The regeneration times $T_i$ can be viewed as the return times of a Markov chain. Specifically, consider the process

$$M_n = \max_{1 \leq i \leq n} w(i) - n$$

on $\mathbb{N}$. This is a recurrent Markov process with stationary distribution

$$\mu_j = \frac{1}{\prod_{k=1}^{\infty} (1 - q^k) \prod_{k=1}^{j} (1 - q^k)}.$$ 

The Markov process can be described in terms of the geometric random variables defining the Mallows process. Specifically, the walk can be described as moving from $M_n$ to $M_{n+1} = \max(M_n, Z_n) - 1$ where the $Z_n$ are independent geometric random variables. Let $R_i$ denote the hitting time of $i$ and let $R_i^+$ denote the return time at $i$. Then if the chain is started from 0, $R_0^+$ is distributed as the size of an excursion in the Mallows process.

An important fact is that the regeneration times $T_i$ have finite moments. Just third moments are enough but the general proof is no harder. The proof proceeds by induction. The following extension of Lemma 4.3 from [4] is needed.
Lemma 3.3. For all $i \geq 1$ and all $k$, $E_i(R_{i-1}^k) \geq E_{i+1}(R_i^k)$ (where no claim is made as to the finiteness of the expectations).

Proof. The proof follows that of [4]. Couple two copies of the Markov chain, one started at $i$ and one started at $i+1$, with the same underlying geometric random variables. Now if a single step is taken using some geometric random variable $Z$, then

$$E_i(R_{i-1}^k) = P(Z \leq i) + \sum_{j=i+1}^{\infty} P(Z = j) E_{j-1}((R_{i-1} + 1)^k)$$

and

$$E_{i+1}(R_i^k) = P(Z \leq i) + \sum_{j=i+1}^{\infty} P(Z = j) E_{j-1}((R_i + 1)^k).$$

But if $j \geq i$ and two copies of the chain are coupled and both start at $j$, then $R_i \leq R_{i-1}$ and so

$$E_{j-1}((R_{i-1} + 1)^k) \geq E_{j-1}((R_i + 1)^k)$$

and the lemma follows. □

Proposition 3.4. Let $T_0$ be the distribution of the excursion size of the Mallows process. Then $E(T_0^k) < \infty$ for all $k \in \mathbb{N}$.

Proof. The argument follows the proof that $E(T_0^2) < \infty$ in [4, Lemma 4.5]. Proceed by induction on $k$. The finiteness of $E_0(R_0^k)$ is given by [4, Lemma 4.5]. Assume that $E_0((R_0^+)^k) < \infty$.

First, it will be established that $E_{\mu}(R_0^k) < \infty$. Note that

$$E_{\mu}(R_0^k) = E_{\mu} \left( \sum_{i=1}^{j} T_{i-i-1} \right)^k = \sum_{j} \mu_j \sum_{l_1, \ldots, l_j} \prod_{i} E_i(R_{i-1}^l)$$

because $R_0$ can be broken up into the time it takes to reach $j-1$, then $j-2$, and so on ($T_{i-i-1}$ denotes the difference between the first time the chain hits $i-1$ and the first time it hits $i$), and these times are independent ($l_i$ denotes the number of times that the time it takes to go from $i$ to $i-1$ appears in a summand of the expansion).

Now

$$\sum_{j} \mu_j \sum_{l_1, \ldots, l_j} \prod_{i} E_i(R_{i-1}^l) \leq \sum_{j} j^k \mu_j \max \left( E_1(R_0^i), 1 \right)^k$$

using Lemma 3.3 and the fact that $R_0$ is integer-valued so $R_0^l \leq R_0^k$ for $l \leq k$. Then $\sum j^k \mu_j < \infty$ because $\mu_j \leq Aq^j$ for some $A > 0$, and $E_1(R_0^i) < \infty$ because $E_0((R_0^+)^k) < \infty$ by the inductive hypothesis, and so $E_{\mu}(R_0^k) < \infty$.

Then Lemma 2.23 of [1] states

$$P_{\mu}(R_0 = t - 1) = \mu_0 P_0(R_0^+ \geq t)$$

which gives

$$E_0(P_{k+1}(R_0^+)) = \frac{E_{\mu}((R_0 + 1)^k)}{\mu_0}$$
after multiplying by $t^k$ and summing over $t$, where

$$P_{k+1}(m) = \sum_{i=1}^{m} t^k$$

are the Faulhaber polynomials of degree $k + 1$. This implies that $E_0((R_0^*)^{k+1}) < \infty$ since all other expressions in the equation are finite by the inductive hypothesis. □

**Remark 3.5.** While the Markov chain studied in [4] is used to study the regeneration times, a related chain was studied in [27] which is equally suitable for this purpose. Specifically, the chain at time $n$ is given by the number of $i \leq n$ for which $w(i) > n$. The return times at 0 are equal to those of $M_n$.

### 3.3. Variance bounds.

To perform the comparison for $\text{des}(w(n))$ with $\text{des}(w(T))$ where $T = \sum_{i=1}^{\lfloor n/E(T_0) \rfloor} T_i$, some variance bounds are needed. First, the following easy fact about renewal processes is stated. It follows from the fact that the inter-arrival times of a renewal process are asymptotically distributed as the size-bias distribution of the arrival times (see [26] eq. 5.70 for example), and a dominated convergence argument.

**Lemma 3.6.** Let $T_i$ be renewal times for a renewal process with $E(T_i^3) < \infty$. Let $X_n$ denote the size of the interval containing $n$ (that is, the random variable $T_{L_n+1}$ where $L_n$ is the number of renewals by time $n$) and let $T_0$ be distributed as the renewal time. Then

$$E(X_n^2) \rightarrow E((T_0^*)^2) = \frac{E(T_0^3)}{E(T_0)}.$$

Now the following variance bounds may be established.

**Lemma 3.7.** Let $m = \lfloor n/E(T_0) \rfloor$ and let $N = \sum_{i=1}^{m} T_i$. Then

$$\text{Var} \left( \frac{\text{des}(w(n)) - \frac{(n-1)q}{1+q} - \left( \text{des}(w(N)) - \frac{Nq}{1+q} \right)}{n} \right) \rightarrow 0.$$

**Proof.** Note that $\text{des}(w(N)) = \sum_{i=1}^{m} \text{des}(w_i)$ and so

$$\text{des}(w(n)) - \frac{(n-1)q}{1+q} - \left( \text{des}(w(N)) - \frac{Nq}{1+q} \right)$$

is mean 0, so it is equivalent to look at

$$E \left( \frac{\text{des}(w(n)) - \frac{(n-1)q}{1+q} - \left( \text{des}(w(N)) - \frac{Nq}{1+q} \right)}{n} \right)^2.$$
Now let $L_n$ be the number of excursions by time $n$, and condition on $L_n < m$. Then if $L_n = l$,

\[
E \left( \left( \operatorname{des}(w^{(n)}) - \frac{(n-1)q}{1+q} - \left( \operatorname{des}(w^{(N)}) - \frac{Nq}{1+q} \right) \right)^2 \left| L_n = l \right. \right)
\]

\[= E \left( \sum_{k=l+2}^{m} \left( \operatorname{des}(w_k) - \frac{T_k q}{1+q} \right) + \sum_{k=n+1}^{l+1} \left( \operatorname{des}_k(w) - \frac{q}{1+q} \right) \right)^2 \left| L_n = l \right) \]

and using the fact that the $w_k$ and $T_k$ for $k \geq l + 1$ are independent (even after conditioning on $L_n = l$ since the event is $\sigma(T_1, \ldots, T_{l+1})$ measurable), this can be bounded by

(3.1)

\[
E \left( \sum_{k=l+2}^{m} \operatorname{des}(w_k) - \frac{T_k q}{1+q} \right)^2 + E(T_{l+1}^2 | L_n = l)
\]

since $(\operatorname{des}_k(w) - 1/(1+q))^2 \leq 1$.

Now let $w_0$ be distributed as an excursion in the Mallows process and $T_0$ its size and let

\[
C = \operatorname{Var} \left( \operatorname{des}(w_0) - \frac{T_0 q}{1+q} \right).
\]

Then

\[
E \left( \sum_{k=l+2}^{m} \operatorname{des}(w_k) - \frac{T_k q}{1+q} \right)^2 \leq C |m - l|.
\]

Multiplying (3.1) by $P(L_n = l)$ and summing over $l$ (where each term is positive so $l \geq m$ is fine), the bound

(3.2)

\[
E \left( C|m - L_n| + T_{L_n+1}^2 \right)
\]

is obtained.

Now $|m - \operatorname{E}(L_n)|$ is $o(n)$ and so

\[
E(|m - L_n|) \leq \sqrt{\operatorname{Var}(L_n)} + |m - \operatorname{E}(L_n)| = o(n)
\]

by Lemma 3.2. The random variable $T_{L_n+1}$ is the size of the Mallows excursion containing $n + 1$, and so by Lemma 3.6, $E(T_{L_n+1}^2)$ is bounded. Thus, (3.2) is $o(n)$.

Note that $L_n \geq m$ is equivalent to $N \leq n$. Then

\[
E \left( \left( \operatorname{des}(w^{(n)}) - \frac{(n-1)q}{1+q} - \left( \operatorname{des}(w^{(N)}) - \frac{Nq}{1+q} \right) \right)^2 \left| N \leq n \right. \right)
\]

\[= E \left( \sum_{k=N+1}^{n-1} \operatorname{des}_k(w) - \frac{(n - N - 1)q}{1+q} \right)^2 \left| N \leq n \right) \]

Now given $N = n_0 \leq n$, if $S = \{n_0 + 1, \ldots, n - 1\}$ then $w^S$ is independent of the conditioning by Lemma 2.3 and is Mallows distributed in $S_{n-n_0}$, and as the descents
des_k(w) for k ≥ n_0 + 1 are a function of w^S. Then from the variance of des(w) for a Mallows permutation (see e.g. [7, Proposition 5.2]) this is given by

\[ E(A(n - N) + B|N ≤ n) ≤ \frac{E(A|n - N| + B)}{P(N ≤ n)} \]

where A, B are constants with An + b ≥ 0 for n ≥ 2. But |E(N) − n| = O(1),

\[ E|N - E(N)| ≤ \sqrt{\text{Var}(N)} = O(n^{1/2}) \]

and P(N ≤ n) → 1/2 so the desired result follows. □

The next variance bound is needed due to the incompatibility of taking induced permutations and inversion of a Mallows process.

**Lemma 3.8.** Fix n ∈ N and let w denote a Mallows process. Then

\[ \text{Var}(\text{des}(w^{-1}(n)) - \text{des}(w^{-1}(n))) = O(1). \]

**Proof.** Although \((w^{(n)})^{-1} \neq (w^{-1})^{(n)}\) in general, it holds if \(w(i) ≤ i\) for all \(i ≤ n\). Let N be the last time before n where this occurs and let \(X_n\) denote the length of the excursion containing n. Then

\[ \text{Var}(\text{des}(w^{-1}(n)) - \text{des}(w^{-1}(n))) = \text{Var}(\sum_{i=N+1}^{n} \text{des}_i \left( (w^{(n)})^{-1} - \text{des}(w^{-1}) \right)) \leq E(X_n^2). \]

But by Lemma 3.6 this converges to a finite quantity and so in particular is bounded. □

3.4. **Asymptotic correlation computation.** The following proposition shows that the limiting correlation \(ρ\) exists if 0 < q < 1 is fixed.

**Proposition 3.9.** Fix 0 < q < 1, let \(v ∈ S_n\) be Mallows distributed, and let \(w_0\) be distributed as an excursion in the Mallows process with \(T_0\) its size. Then

\[ \frac{\text{Cov} (\text{des}(v), \text{des}(v^{-1}))}{\text{Var}(\text{des}(w))} \rightarrow \frac{\text{Cov} \left( \text{des}(w_0) - \frac{T_0q}{1+q}, \text{des}(w_0^{-1}) - \frac{T_0q}{1+q} \right)}{\text{Var} \left( \text{des}(w_0) - \frac{T_0q}{1+q} \right)}. \]

**Proof.** Let w be a Mallows process with excursion sizes \(T_i\), and couple it to v so \(w^{(n)} = v\). If \(m = \lceil n/E(T_0) \rceil\) and \(N = \sum_{i=1}^{m} T_i\),

\[ \frac{\text{Cov} \left( \text{des}(w^{(N)}) - \frac{Nq}{1+q}, \text{des}(w^{(N)^{-1}}) - \frac{Nq}{1+q} \right)}{n} \]

converges to

\[ \frac{1}{E(T_0)} \text{Cov} \left( \text{des}(w_0) - \frac{T_0q}{1+q}, \text{des}(w_0^{-1}) - \frac{T_0q}{1+q} \right) \]
by independence of the $w_k$ and $T_k$. Now
\[ \left| \text{Cov}(\text{des}(v), \text{des}(v^{-1})) - \text{Cov}\left( \text{des}(w^{(N)}) - \frac{Nq}{1+q}, \text{des}\left(\left(\frac{w^{(N)}}{1+q}\right)^{-1}\right) - \frac{Nq}{1+q}\right) \right| \]
is bounded by
\[
\begin{align*}
\mathbb{E}\left( \left| \text{des}(w^{(n)}) - \frac{(n-1)q}{1+q} \right| \text{des}\left(\left(\frac{(w^{-1})^{(n)}}{1+q}\right)^{-1}\right) - \frac{(n-1)q}{1+q} \right| \\
+ \left| \text{des}(w^{(n)}) - \frac{(n-1)q}{1+q} \right| \text{des}\left(\left(\frac{(w^{-1})^{(n)}}{1+q}\right)^{-1}\right) - \frac{(n-1-N)q}{1+q} \right| \\
+ \left| \left(\frac{w^{(N)}}{1+q}\right)^{-1} - \frac{Nq}{1+q} \right| \text{des}(w^{(n)}) - \text{des}(w^{(N)}) - \frac{(n-1-N)q}{1+q} \right| \right). 
\end{align*}
\]

Now apply Cauchy-Schwarz and note that $\text{Var}(\text{des}(w)) = O(n)$ and $\text{Var}(\text{des}(w^{(N)}) - Nq/(1+q)) = O(n)$, and then Lemma 3.8 gives an $o(n)$ bound for the first term and Lemma 3.7 gives an $o(n)$ bound for the other two terms. Thus,
\[
\frac{\text{Cov}(\text{des}(w), \text{des}(w^{-1}))}{n} \rightarrow \frac{1}{\mathbb{E}(T_0)} \text{Cov}\left( \text{des}(w_0) - \frac{T_0q}{1+q}, \text{des}(w_0^{-1}) - \frac{T_0q}{1+q} \right).
\]

Similarly,
\[
\frac{\text{Var}(\text{des}(w))}{n} \rightarrow \frac{1}{\mathbb{E}(T_0)} \text{Var}\left( \text{des}(w) - \frac{T_0q}{1+q} \right)
\]
and the desired result follows. \qed

**Remark 3.10.** While Proposition 3.9 gives the existence of the asymptotic correlation, it does not give an explicit formula. In particular, it seems hard to understand the behaviour of excursions in the Mallows process, and even sampling such excursions becomes difficult when $q$ is close to 1.

See Figure 1 for some simulations of the relationship between $\rho$ and $q$. Note that as $q \to 1$, the expected size of Mallows excursions goes to infinite so excursions are only sampled up to $q = 0.8$.

One non-trivial consequence is that because $\text{des}(w_0)$ and $\text{des}(w_0^{-1})$ are not equal, the asymptotic correlation between $\text{des}(w)$ and $\text{des}(w^{-1})$ is strictly less than 1.

### 3.5. Moment computations

The following moment bounds are relatively straightforward. Note that although Proposition 3.9 gives the asymptotic correlation, for the proof of Theorem 1.1 quantitative bounds are needed for finite $n$.

**Proposition 3.11.** Let $w \in S_n$ be Mallows distributed with parameter $q < 1$ and $n \geq 2$. Then
\[
\mathbb{E}(\text{des}(w) + \text{des}(w^{-1})) = \frac{2q(n-1)}{1+q},
\]
\[
\text{Cov}(\text{des}(w), \text{des}(w^{-1})) \geq \frac{q(n-1)(1-q)^2 \prod_{k=1}^{\infty} (1-q^k)}{(1+q)}
\]
\[
\text{Cov}(\text{des}(w), \text{des}(w^{-1})) \leq \frac{q(n-1)(1-q)(1+q)^2}{(1-q^n)}
\]
and

\[ \text{Var}(\text{des}(w) + \text{des}(w^{-1})) \geq \frac{2nq(1-q+q^2)}{(1+q)^2(1+q+q^2)} - \frac{2q(1-3q+q^2)}{(1+q)^2(1+q+q^2)}. \]

**Proof.** For the expectation, note that \( \text{des}(w) + \text{des}(w^{-1}) \) is a sum of \( 2(n-1) \) identically distributed random variables \( \text{des}_i(w) \) or \( \text{des}_i(w^{-1}) \), each of which has mean \( q/(1+q) \).

Now, consider \( \text{Cov}(\text{des}_i(w), \text{des}_j(w^{-1})) \) for some \( i, j \in [n-1] \). First, condition on the size of \( \{w(i), w(i+1)\} \cap \{j, j+1\} \). If the intersection is empty or has one element, then \( \text{des}_i(w) \) and \( \text{des}_j(w^{-1}) \) are independent and both Bernoulli with parameter \( q/(1+q) \) by Lemma 2.4.

Finally, suppose that the intersection has two elements. Then of course \( \text{des}_i(w) = \text{des}_j(w^{-1}) \), and moreover \( \text{des}_i(w) \) is Bernoulli with parameter \( q/(1+q) \) (because by Lemma 2.3, it's independent of the conditioning). Then

(3.3)

\[ \text{Cov}(\text{des}_i(w), \text{des}_j(w^{-1})) = \left( \frac{q}{1+q} - \frac{q^2}{(1+q)^2} \right) \text{P}(\{w(i), w(i+1)\} = \{j, j+1\}). \]

Now the upper bound can be obtained by applying Lemma 2.5, giving

\[ \text{P}(\{w(i), w(i+1)\} = \{j, j+1\}) = (1+q) \text{P}(w(i) = j, w(i+1) = j+1) \leq \frac{(1+q)q^{2|i-j|(1-q)^2}}{(1-q^n)(1-q^{n-1})}. \]
and summing (3.3) over $i,j$ gives the bound

$$\text{Cov}(\text{des}(w), \text{des}(w^{-1})) \leq \frac{q(n-1)(1-q)(1+q)^2}{(1-q^n)}.$$ 

The lower bound is giving by summing over $i = j$. Note

$$P(\{w(i), w(i+1)\} = \{i, i+1\}) \geq (1+q)\frac{[i-1]_q! [n-i-1]_q!}{[n]_q!}$$

$$\geq (1-q)(1-q^{i-1})(1-q)^2(1+q)$$

$$\geq (1+q)(1-q)^2 \prod_{k=1}^{\infty} (1-q^k)$$

independent of $i$, and summing (3.3) over $i = j$ gives the desired lower bound.

For the variance, first note that

$$\text{Var}(\text{des}(w)) = \frac{1}{n} \left( 1 - q + q^2 \right) \frac{q(1-3q+q^2)}{(1+q)^2(1+q+q^2)} - \frac{q(1-3q+q^2)}{(1+q)^2(1+q+q^2)},$$

see [7, Proposition 5.2], and since the covariance is non-negative the lower bound follows.

In particular, the bounds on the covariance imply that if $q \to 1$, then $\text{des}(w)$ and $\text{des}(w^{-1})$ are asymptotically uncorrelated and if $q \to 0$, then $\text{des}(w)$ and $\text{des}(w^{-1})$ are asymptotically perfectly correlated.

**Corollary 3.12.** If $q_n \to 1$ and $w$ is Mallows distributed with parameter $q_n$, then

$$\frac{\text{Cov}(\text{des}(w), \text{des}(w^{-1}))}{\text{Var}(\text{des}(w))} \to 0$$

and if $q_n \to 0$ (or $q_n \to \infty$), then

$$\frac{\text{Cov}(\text{des}(w), \text{des}(w^{-1}))}{\text{Var}(\text{des}(w))} \to 1.$$ 

**Proof.** It suffices to check that the corresponding bounds given by Proposition 3.11 go to either 0 or 1 respectively.

The covariance is positive, so for the upper bound it suffices to check that

$$\frac{1 - q_n}{1 - q_n^{n}} \to 0.$$ 

For $q_n \leq 1 - 1/n,$

$$\frac{1 - q_n}{1 - q_n^{n}} \leq \frac{1 - q_n}{1 - e^{-1}}$$

and for $q_n \geq 1 - 1/n,$

$$\frac{1 - q_n}{1 - q_n^{n}} \leq \frac{4}{n}$$

when $n \geq 2.$

The lower bound converges to 1 and the case when $q_n \to \infty$ can be handled by symmetry. 

\(\square\)
4. SIZE-BIAS COUPLING FOR TWO-SIDED DESCENTS

In this section, size-bias couplings and their relation to Stein’s method are reviewed. Then a size-bias coupling for the two-sided descent statistic is constructed, based on a coupling due to Goldstein [30] which was also used by Conger and Viswanath [11] to study descents in multiset permutations.

4.1. Size-bias coupling and Stein’s method. Let $X$ be a non-negative discrete random variable with positive mean. Say that $X^*$ has the size-bias distribution with respect to $X$ if

$$P(X^* = x) = \frac{xP(X = x)}{E(X)}.$$ 

A size-bias coupling is a pair $(X, X^*)$ of random variables, defined on the same probability space such that $X^*$ has the size-bias distribution of $X$.

The following version of Stein’s method using size-bias coupling is the main tool used to prove Theorem 1.1.

**Theorem 4.1** ([31], Theorem 1.1). Let $X$ be a non-negative random variable, with $E(X) = \mu$ and $\text{Var}(X) = \sigma^2$ and let $(X, X^*)$ be a size-bias coupling. Let $Z$ denote a standard normal random variable. Then for all piecewise continuously differentiable functions $h : \mathbb{R} \to \mathbb{R},$

$$\left| E h \left( \frac{X - \mu}{\sigma} \right) - E h(Z) \right| \leq 2\|h\|_{\infty} \frac{\mu}{\sigma^2} \sqrt{\text{Var}E(X - X^*|X)} + \|h'\|_{\infty} \frac{\mu}{\sigma^3} E(X - X^*)^2.$$ 

This theorem implies a central limit theorem if both error terms can be controlled. For the application to two-sided descents, the relevant error term will be the first one, because $|X - X^*|$ will be bounded, and $\mu, \sigma^2$ are both of order $n$.

The following construction of a size-bias coupling for sums of random variables is also crucial.

**Lemma 4.2** ([3], Lemma 2.1). Let $X = \sum X_i$ be a sum of non-negative random variables. Let $I$ be a random index with the distribution $P(I = i) = E \frac{X_i}{\sum E \cdot X_j}$. Let $X^* = \sum X'_i$ where conditional on $I = i$, $X'_i$ has the size-bias distribution of $X_i$ and

$$P((X'_1, \ldots, X'_n) \in A|I = i, X'_i = x) = P((X_1, \ldots, X_n) \in A|X_i = x).$$

Then $X^*$ has the size-bias distribution of $X$.

4.2. Construction. Let $w \in S_n$ be a permutation. For $i \in [n - 1]$, let $w^*_i$ be the permutation with $w^*_i(j) = w(j)$ for $j \neq i, i + 1$ and $w^*_i(i) > w^*_i(i + 1)$. Call this process reverse sorting $w$ at $i$. Write $((w^{-1})^*_i)^{-1} = w^*_i$. This corresponds to reverse sorting not the numbers at the locations $i, i + 1$ but the numbers $i, i + 1$ themselves.

Consider the random permutation $w^*$ obtained from $w$ by taking a random integer $i \in [n - 1]$ and a sign $\pm$ uniformly at random, and taking $w^* = w^*_\pm i$. The claim is that this gives a size-bias coupling for two-sided descents.

**Proposition 4.3.** Let $w \in S_n$ be Mallows distributed. Then the random variable $\text{des}(w^*) + \text{des}((w^*)^{-1})$ has the size-bias distribution of $\text{des}(w) + \text{des}(w^{-1})$. 

Proof. The proof proceeds by showing that it coincides with the construction given by Proposition 4.2.

Write
\[ \text{des}(w) + \text{des}(w^{-1}) = \sum_{i=1}^{n-1} \text{des}_i(w) + \text{des}_i(w^{-1}). \]

Note that each \( \text{des}_i(w) \) and \( \text{des}_i(w^{-1}) \) is identically distributed (although they are not independent), with \( P(\text{des}_i(w) = 1) = q/(1 + q) \). The size-bias distribution of \( \text{des}_i(w) \) is the constant 1. Then \( \text{des}(w^*) + \text{des}((w^*)^{-1}) \) can be described as picking a summand uniformly at random, and replacing it with its size-bias distribution.

Thus, it remains to check that conditional on picking some index \( i \), and either \( w \) or \( w^{-1} \), which by symmetry can be taken to be \( w \), the distribution of all other summands \( \text{des}_j(w_i^*) \), \( j \neq i \), and \( \text{des}_j((w_i^*)^{-1}) \) is the same as that of \( \text{des}_j(w) \), \( j \neq i \) and \( \text{des}_j(w^{-1}) \) conditioned to have \( \text{des}_i(w) = 1 \) (note that the conditioning gives \( w^* = w_i^* \)).

In fact, it can be shown that the distribution of \( w_i^* \) is equal to that of \( w \) conditioned to have \( \text{des}_i(w) = 1 \). To see this, note that
\[
P(w_i^* = w_0) = P(w = w_0 | \text{des}_i(w) = 1) P(\text{des}_i(w) = 1) \\
+ P(w_i^* = w_0 | \text{des}_i(w) = 0) P(\text{des}_i(w) = 0)
\]

and so it suffices to show that the distribution of \( w_i^* \) given that \( \text{des}_i(w) = 0 \) and the distribution of \( w \) given that \( \text{des}_i(w) = 1 \) are the same. Note that on the event that \( \text{des}_i(w) = 0 \), \( w_i^* = w(i, i+1) \). But the map \( w \mapsto w(i, i+1) \) is a bijection from \( \{w | \text{des}_i(w) = 0\} \) to \( \{w | \text{des}_i(w) = 1\} \) and \( P(w(i, i+1)) = q P(w) \) if \( \text{des}_i(w) = 0 \). Thus, the relative probabilities are unchanged and so the distributions are the same. \( \square \)

While the main goal is to prove a central limit theorem, size-bias couplings are quite powerful, and in particular the fact that the above coupling satisfies
\[ \text{des}(w^*) + \text{des}((w^*)^{-1}) \leq \text{des}(w) + \text{des}(w^{-1}) + 2 \]
immediately implies the following tail bounds, see \([12 \text{ Theorem 3.3}]\).

**Proposition 4.4.** Let \( w \in S_n \) be Mallows distributed and let \( \mu = 2(n-1)q/(1+q) \). Then
\[
P(\text{des}(w) + \text{des}(w^{-1}) - \mu \geq x) \leq \exp\left(-\frac{x^2}{4(x/3 + \mu)}\right)
\]

for \( x \geq 0 \) and
\[
P(\text{des}(w) + \text{des}(w^{-1}) - \mu \leq -x) \leq \exp\left(-\frac{x^2}{4\mu}\right)
\]

for \( 0 \leq x < \mu \).
Table 4.1. The types of terms and multiplicities in the variance bound

| Type | Multiplicity | Term |
|------|--------------|------|
| 1    | 2            | $\sum \text{Cov} (\text{des}(w) - \text{des}(w_i^*), \text{des}(w) - \text{des}(w_j^*))$ |
| 2    | 4            | $\sum \text{Cov} (\text{des}(w) - \text{des}(w_i^*), \text{des}(w^{-1}) - \text{des}((w_j^*)^{-1}))$ |
| 3    | 4            | $\sum \text{Cov} (\text{des}(w) - \text{des}(w_i^*), \text{des}(w) - \text{des}(w_{i-j}^*))$ |
| 4    | 2            | $\sum \text{Cov} (\text{des}(w) - \text{des}(w_i^*), \text{des}(w^{-1}) - \text{des}((w_{i-j}^*)^{-1}))$ |
| 5    | 2            | $\sum \text{Cov} (\text{des}(w) - \text{des}(w_{-i}^*), \text{des}(w) - \text{des}(w_{-j}^*))$ |
| 6    | 2            | $\sum \text{Cov} (\text{des}(w) - \text{des}(w_{-j}^*), \text{des}(w^{-1}) - \text{des}((w_i^*)^{-1}))$ |

4.3. Decomposition of the variance term. The idea is to now use this coupling to apply Theorem 4.1 to obtain a quantitative bound. The main focus will be on the first error term, which will be called the variance term.

First, note that

$$\text{Var} \ E(\text{des}(w) + \text{des}(w^{-1}) - \text{des}(w^*) - \text{des}((w^*)^{-1})| \text{des}(w^{-1}) + \text{des}(w)) \leq \text{Var}(E(\text{des}(w) + \text{des}(w^{-1}) - \text{des}(w^*) - \text{des}((w^*)^{-1})|w)).$$

Writing

$$E(\text{des}(w^*)|w) = \frac{1}{2(n-1)} \sum_{i, \pm} \text{des}(w_{\pm i}^*)$$

and similarly for $(w^*)^{-1}$, the variance can be written as

$$\text{Var} \left( \frac{1}{2n} (\Sigma_1 + \Sigma_2 + \Sigma_3 + \Sigma_4) \right)$$

where

$$\Sigma_1 = \sum_i \text{des}(w) - \text{des}(w_i^*)$$
$$\Sigma_2 = \sum_i \text{des}(w) - \text{des}(w_{-i}^*)$$
$$\Sigma_3 = \sum_i \text{des}(w^{-1}) - \text{des}((w_i^*)^{-1})$$
$$\Sigma_4 = \sum_i \text{des}(w^{-1}) - \text{des}((w_{-i}^*)^{-1}).$$

The variance can be split into 16 types of covariance terms. These can be reduced by symmetry and the fact that $w$ and $w^{-1}$ have the same distribution to 6 types of terms. For example,

$$\text{Cov}(\text{des}(w) - \text{des}(w_i^*), \text{des}(w) - \text{des}(w_j^*)) = \text{Cov}(\text{des}(w^{-1}) - \text{des}((w_i^*)^{-1}), \text{des}(w^{-1}) - \text{des}((w_{i-j}^*)^{-1})).$$

The types of terms are summarized in Table 4.1 along with their multiplicities.
5. The uniform case

In this section, a new proof of Theorem 1.1 is given in the uniform case when \( q = 1 \). While this follows from Theorem 1.1 the constant can be sharpened considerably and the proof simplifies greatly and so is included.

The following lemma is straightforward.

Lemma 5.1. Let \( X \) and \( Y \) be random variables with \( |X| \leq C_1 \) and \( |Y| \leq C_2 \). Let \( A \) be some event such that conditional on \( A \), \( X \) and \( Y \) are uncorrelated. Then
\[
|\text{Cov}(X, Y)| \leq 4C_1C_2 P(A^c).
\]

The following moment computations are also needed, see for example [10].

Proposition 5.2. Let \( w \in S_n \) be a uniform random permutation with \( n \geq 2 \). Then
\[
E(\text{des}(w) + \text{des}(w^{-1})) = n - 1,
\]
\[
\text{Var}(\text{des}(w) + \text{des}(w^{-1})) = \frac{n+7}{6} - \frac{1}{n}.
\]

Theorem 5.3. Let \( w \in S_n \) be a uniform random permutation. Then
\[
\left| E h \left( \frac{\text{des}(w) + \text{des}(w^{-1}) - \mu}{\sigma} \right) - E h(Z) \right| \leq \left( 24\sqrt{37} \|h\|_\infty + 24\sqrt{6} \|h'\|_\infty \right) (n-1)^{-\frac{1}{2}},
\]
with \( \mu = E(\text{des}(w) + \text{des}(w^{-1})) \) and \( \sigma^2 = \text{Var}(\text{des}(w) + \text{des}(w^{-1})) \).

Proof. The second term is easy to control since \( |X - X'| \leq 2 \). To see this, note that reverse sorting the numbers at \( i, i+1 \) can only introduce at most one descent (at \( i \)) and the effect on the inverse is to reverse sort the numbers \( i, i+1 \), which also can add at most one descent. Conversely, it can remove at most two descents from \( w \) (at \( i-1 \) and \( i+1 \)), and cannot remove any descents from \( w^{-1} \), since \( j > i \) if and only if \( j > i+1 \) and \( j < i \) if and only if \( j < i+1 \) for \( j \neq i, i+1 \).

First, consider the terms of types 2, 3, 5, 6. These all contain either \( \text{des}(w) - \text{des}(w_{i,j}^*) \) or \( \text{des}(w^{-1}) - \text{des}(w_{i,j}^*) \), which are equal in distribution. Without loss of generality, consider \( \text{des}(w) - \text{des}(w_{i,j}^*) \). Note that this random variable is either 0 or \( -1 \), and it is \( -1 \) if and only if \( i, i+1 \) are adjacent and \( i \) appears before \( i+1 \) in the permutation. But this happens with probability bounded by \( n^{-1} \), and the other argument in the covariance is bounded by 2, and so
\[
|\text{Cov}(\text{des}(w^{-1}) - \text{des}(w_{i,j}^*) \}, X)| \leq 2n^{-1}
\]
by the Cauchy-Schwarz inequality. Together, there are \( 12(n-1)^2 \) such terms, and so this contributes \( 6n^{-1} \) to the variance.

Next, consider terms of type 1. Note that \( \text{des}(w) - \text{des}(w_{i,j}^*) \) and \( \text{des}(w) - \text{des}(w_{j,i}^*) \) are independent if \( |i-j| > 3 \). To see this, note that \( \text{des}(w) - \text{des}(w_{i,j}^*) \) depends only on the relative order of \( w(i), w(i+1), w(i+2) \). But the relative orders of disjoint subsets of \( w(i) \) for \( i \in S \) and \( w(j) \) for \( j \in S' \) are independent if \( S, S' \) are disjoint. The condition \( |i-j| > 3 \) ensures this is the case. Since these are also bounded by 2, each term contributes at most 4. There are at most \( 14(n-1) \) such terms, this contributes \( 14(n-1)^{-1} \) to the variance.
Finally, consider terms of type 4. This time, des\((w) - des(w^*_j)\) and des\((w^{-1}) - des((w^*_{-j})^{-1})\) are independent conditional on the sets \(\{w(i-1), w(i), w(i+1), w(i+2)\}\) and \(\{j-1, j, j+1, j+2\}\) being disjoint (call this event \(A\)). To see this, note that for any set \(\{a, b, c, d\}\) disjoint from \(\{j-1, j, j+1, j+2\}\), conditioning on \(\{w(i-1), w(i), w(i+1), w(i+2)\} = \{a, b, c, d\}\), the joint distribution of the relative order of \(w(i-1), w(i), w(i+1)\) and of \(w(i+2) j-1, j, j+1\) and \(j+2\) is independent uniform. Thus, the same is true on the union of these events over subsets disjoint from \(\{j-1, j, j+1, j+2\}\).

Now \(P(A) \geq 1 - 16(n-1)^{-1}\) since the complement is contained the union of the events \(\{w(k) = l\}\) for \(k \in \{i-1, i, i+1, i+2\}\) and \(l \in \{j-1, j, j+1, j+2\}\). Then

\[
\text{Cov}(\text{des}(w) - \text{des}(w^*_j), \text{des}(w^{-1}) - \text{des}((w^*_{-j})^{-1})) \leq 16P(A^c)
\]

by Lemma 5.1 since both arguments for the covariance are bounded by 2. This gives a bound of \(128(n-1)^{-1}\) on the contribution from these terms.

Combining these computations, the variance is bounded by \(148(n-1)^{-1}\) which gives the claimed bound. \(\square\)

### 6. Covariance bounds

The structure of the proof of Theorem 1.1 is similar to the one given for the uniform case but the bounds are more involved. This section is devoted to obtaining the necessary bounds on the terms of types 1 up to 6 as defined in Table 4.1. While terms of types 1 up to 4 are relatively straightforward, terms of types 5 and 6 require some delicate analysis.

For the rest of this section, \(w \in S_n\) is Mallows distributed.

#### 6.1. Covariance bounds: types 1, 2, 3, and 4.

**Lemma 6.1.** The type 1 terms are bounded by \(56(n-1)\).

*Proof.* The proof is the same as the uniform case. Note \(\text{des}(w) - \text{des}(w^*_j)\) depends only on \(w^{(i-1), i, i+1}\). Thus, if \(|i-j| > 3\), then by Lemma 2.3, \(\text{des}(w) - \text{des}(w^*_j)\) and \(\text{des}(w) - \text{des}(w^*_j)\) are independent. As they are bounded by 2, each term contributes at most 4 and there are \(14(n-1)\) terms, giving the \(56(n-1)\) bound. \(\square\)

**Lemma 6.2.** The type 2 terms are bounded by \(56(n-1)\).

*Proof.* Note that \(\text{des}(w^{-1}) - \text{des}((w^*_j)^{-1})\) is equal to \(-1\) if and only if \(w(j) > w(j+1)\) and \(|w(j) - w(j+1)| = 1\) (because reverse sorting at position \(j\) only matters if \(w\) is sorted at \(j\) and swapping \(j, j+1\) in \(w^{-1}\) only affects descents if \(j, j+1\) are adjacent in \(w^{-1}\)) and is 0 otherwise. If \(|i-j| > 3\), then \(\text{des}(w) - \text{des}(w^*_j)\) depends only on \(w^{(i-1), i, i+1}\) and \(\text{des}(w^{-1}) - \text{des}((w^*_j)^{-1})\) depends only on \(w(j)\) and the set \(\{w(j), w(j+1)\}\). Then by Lemma 2.3, they are independent if \(|i-j| > 3\).

Then similar to the type 1 case, there are at most \(14(n-1)\) terms which contribute, each bounded by 4 and this gives the desired bound. \(\square\)

**Lemma 6.3.** The type 3 terms are bounded by \(128(n-1)\).
Proof. Consider a term \( \text{Cov}(\text{des}(w) - \text{des}(w^*_i), \text{des}(w) - \text{des}(w^*_j)) \). Note that after conditioning on the event

\[
A = \{ w| \{w(i - 1), w(i), w(i + 1), w(i + 2) \} \cap \{ j, j + 1 \} = \emptyset \},
\]

the covariance vanishes by Lemma 2.4 since \( \text{des}(w) - \text{des}(w^*_i) \) is a function of \( w^{i-1,i,i+1} \) and \( \text{des}(w) - \text{des}(w^*_j) \) is a function of \( w^{j-1,j,j+1} \). Thus, by Lemma 2.4 after conditioning on \( \{w(i - 1), w(i), w(i + 1), w(i + 2) \} \cap \{ j - 1, j, j + 1, j + 2 \} = \emptyset \) (call this event \( A \)), the two are independent. Then Lemma 5.1 gives a bound of 16P(\( A^c \)).

Now note that \( A^c \) is contained in the union of the events \( w(k) = l \) for \( k \in \{i - 1, i, i + 1, i + 2\} \) and \( l \in \{j, j + 1\} \). Thus, the total contribution after summing over \( i, j \) is

\[
16 \sum_{i,j} \sum_{k,l} P(w(k) = l) \leq 128(n - 1)
\]

and this gives the desired bound.

\[\square\]

Lemma 6.4. The type 4 terms are bounded by 256\((n - 1)\).

Proof. Similar to the previous case, \( \text{des}(w) - \text{des}(w^*_i) \) depends only on \( w^{i-1,i,i+1} \) and \( \text{des}(w^{j-1,j,j+1}) - \text{des}(w^*_j) \) depends only on \( w^{j-1,j,j+1} \). Thus, by Lemma 2.4 after conditioning on \( \{w(i - 1), w(i), w(i + 1), w(i + 2) \} \cap \{ j - 1, j, j + 1, j + 2 \} = \emptyset \) (call this event \( A \)), the two are independent. Then Lemma 5.1 gives a bound of 16P(\( A^c \)).

Now note that \( A^c \) is contained in the union of the events \( w(k) = l \) for \( k \in \{i - 1, i, i + 1, i + 2\} \) and \( l \in \{j - 1, j, j + 1, j + 2\} \) and so after summing over \( i, j \), the bound

\[
16 \sum_{i,j} \sum_{k,l} P(w(k) = l) \leq 256(n - 1)
\]

is obtained.

\[\square\]

6.2. Covariance bounds: types 5 and 6. The terms of types 5 and 6 are similar, so focus on terms of type 5. Then a bound is needed for

\[
\sum_{i,j} \text{Cov}(\text{des}(w) - \text{des}(w^*_i), \text{des}(w) - \text{des}(w^*_j)).
\]

Now let \( A_i \) denote the event that \( w(i + 1) - w(i) = 1 \). Then \( \text{des}(w) - \text{des}(w^*_i) = -I_{A_i} \), and so the covariance is equal to

\[
\sum_{i,j} P \left( \frac{w(i + 1) - w(i) = 1}{w(j + 1) - w(j) = 1} \right) - P(w(i + 1) - w(i) = 1) P(w(i + 1) - w(i) = 1).
\]

In almost all cases, it will suffice to just bound

\[
P \left( \frac{w(i + 1) - w(i) = 1}{w(j + 1) - w(j) = 1} \right)
\]

but in Lemma 6.8 more care is needed to take advantage of the cancellations that occur.
The strategy to obtain the necessary bounds will be to consider two regimes, one where \( q \approx 1 \) and one where \( q \ll 1 \). In the second regime, separate bounds for the terms close to the diagonal \( i = j \) and those far from the diagonal are needed.

6.2.1. **Bounds for \( q \approx 1 \).**

**Lemma 6.5.** Let \( |i - j| > 1 \) and let \( n \geq 4 \). Then

\[
P \left( \frac{w(i+1) - w(i)=1}{w(j+1) - w(j)=1} \right) \leq \frac{12(1-q)^2}{(1-q^n-3)^2}.
\]

**Proof.** Note that

(6.1) \[
P \left( \frac{w(i+1) - w(i)=1}{w(j+1) - w(j)=1} \right) \leq \sum_{k,l} P \left( \frac{w(i)=k, w(i+1)=k+1}{w(j)=l, w(j+1)=l+1} \right)
\]

and by Lemma 2.5

(6.2) \[
P \left( \frac{w(i)=k, w(i+1)=k+1}{w(j)=l, w(j+1)=l+1} \right) \leq \frac{q^{\max(2|i-k|+2|j-l|-4,0)}(1-q)^4}{(1-q^n)(1-q^n-1)(1-q^n-2)(1-q^n-3)}
\]

since

\[ l(w') \geq \max(2|i-k|+2|j-l|-4,0) \]

because if \( i < k \), then \( w(i) = k \) forces at least \( k - i \) inversions by the pigeonhole principle, and similarly if \( i > k \), and so the total number of inversions forced by setting \( w(i) = k \), \( w(i+1) = k+1 \), \( w(j) = l \) and \( w(j+1) = l+1 \) is \( 2|i-k|+2|j-l|-4 \), where the \(-4\) comes from the fact that \( k, k+1, l \) and \( l+1 \) might be double-counted and the quantity is at least \( 0 \).

Summing over \( k \) and \( l \) gives

\[
\sum_{k,l} q^{\max(2|i-k|+2|j-l|-4,0)} \leq 4 \frac{1-q^{n-1}}{1-q^2} + 8
\]

and the result follows. \( \square \)

**Lemma 6.6.** Fix \( q \geq 1 - (n-1)^{-1/2} \) with \( n \geq 4 \). Then

(6.3) \[
\sum_{i,j} P \left( \frac{w(i+1) - w(i)=1}{w(j+1) - w(j)=1} \right) \leq 111(n-1).
\]

**Proof.** First, sum over the terms with \( |i - j| \leq 1 \) giving \( 3(n-1) \). Then using Lemma 6.5 to bound the terms in the sum (6.3) and then summing over \( i, j \) gives the desired result, noting that

\[
\frac{1-q}{1-q^{n-3}} \leq \frac{(n-1)^{-1/2}}{1 - (1 - (n-1)^{-1/2})^{n-3}} \leq 3(n-1)^{-1/2}
\]

if \( n \geq 4 \). \( \square \)
6.2.2. Bounds for $q \ll 1$. The strategy to bound the covariance contribution for the type 5 and type 6 terms when $q \leq 1 - (n-1)^{-1/2}$ is as follows. Consider the sum over $i, j$ and break the sum up into two parts: a band around the diagonal $i = j$ of size $m$ and the rest. Then use two different strategies and optimize over the parameter $m$.

First, begin with the lemma to control the diagonal.

**Lemma 6.7.** Fix some $0 \leq m \leq n - 1$ and $q \leq 1 - (n-1)^{-1/2}$ with $n \geq 4$. Then

\[
\sum_{|i-j| < m} P\left(\frac{w(i+1)-w(i)=1}{w(j+1)-w(j)=1}\right) \leq 216m(n-1)(1-q)^2 + 3(n-1).
\]

**Proof.** First, sum over the terms with $|i-j| \leq 1$ giving $3(n-1)$. Then using Lemma 6.5 to bound the terms in the sum (6.4) and summing over $i, j$ gives the desired result, noting that

\[
\begin{align*}
\frac{1}{1-q} &\leq \frac{1}{1-(n-1)^{-1/2}} \quad \text{if } n \geq 4.
\end{align*}
\]

Next, deal with the remaining terms when $|i-j| \geq m$.

**Lemma 6.8.** Fix some $2 \leq m \leq n - 1$ and $q \leq 1 - (n-1)^{-1/2}$. Let $A_i$ denote the event that $w(i+1) - w(i) = 1$. Then

\[
\sum_{|i-j| \geq m} Cov(I_{A_i}, I_{A_j}) \leq \frac{(200m + 1000)q^{m-13}m(n-1)}{1-q} + 96q^{m-1}(n-1).
\]

**Proof.** Note that

\[
Cov(I_{A_i}, I_{A_j}) = \sum_{k,l} P\left(\frac{w(i)=k, w(i+1)=k+1}{w(j)=l, w(j+1)=l+1}\right) - P\left(\frac{w(i)=k}{w(i+1)=k+1}\right) P\left(\frac{w(j)=l}{w(j+1)=l+1}\right).
\]

Assume that $i < j - 1$. Then

\[
P\left(\frac{w(i)=k, w(i+1)=k+1}{w(j)=l, w(j+1)=l+1}\right) = \sum_{C} q^{l(C)} \frac{[j-i-2]q!}{[n]q!}
\]

where the sum is over assignments $C$ of numbers to indices less than $i$ and greater than $j + 1$ (from $[n] \setminus \{k, k+1, l, l+1\}$) and $l(C)$ denotes the number of inversions caused by this assignment. More formally,

\[
C : \{1, \ldots, i-1, j+1, \ldots, n\} \rightarrow [n] \setminus \{k, k+1, l, l+1\}
\]

is an injective function and $l(C) = l(w_C)$ where $w_C$ is the permutation given by extending $C$ by taking $w(i) = k, w(i+1) = k+1, w(j) = l, w(j+1) = l+1$, and such that for all $a, b \in \{i+2, \ldots, j-1\}, w(a) < w(b)$.

Similarly,

\[
P\left(\frac{w(k)=i}{w(k+1)=i+1}\right) P\left(\frac{w(l)=j}{w(i+1)=j+1}\right) = \sum_{C', C''} q^{l(C') + l(C'')} \frac{[n-i-1]q! [j-1]q!}{[n]q!^{12}}
\]
where the sum is over \( C' \) assignments of numbers to indices less than \( i \) from \( [n] \setminus \{k, k + 1\} \) and \( l(C') \) denotes the number of inversions caused by this assignment (in the same sense as defined above), and \( C'' \) is over assignments of numbers to indices right of \( j + 1 \) from \( [n] \setminus \{l, l + 1\} \) and \( l(C'') \) is defined similarly.

Notice that every assignment \( C \) induces assignments \( C' \) and \( C'' \), and if assignments \( C' \) and \( C'' \) are such that they share no numbers in common and \( C' \) does not use \( l \) or \( l + 1 \) and \( C'' \) does not use \( k \) or \( k + 1 \), then they induce an assignment \( C \). Moreover, if \( C \) satisfies \( C(a) < C(b) \) for all \( a < i \) and \( b > j + 1 \), then \( C' \) and \( C'' \) are the induced assignments, \( l(C) = l(C') + l(C'') \).

Then the sum can be further split into three terms. There is a sum over the \( C' \) inducing \( C'' \), \( C'' \) such that \( l(C) = l(C') + l(C'') \), a sum over the \( C' \) inducing \( C'' \), \( C'' \) where \( l(C) \neq l(C') + l(C'') \) and a sum over \( C', C'' \) that do not induce an assignment \( C \), giving

\[
\sum_C q^{l(C)} \left( \frac{[j - i - 2]q! [n]q! - [n - i - 1]q! [j - 1]q!}{[n]q!^2} \right)
+ \sum_C q^{l(C)} \left( \frac{q^{l(C)}[j - i - 2]q! [n]q! - q^{l(C)}[n - i - 1]q! [j - 1]q!}{[n]q!^2} \right)
- \sum_{C,C'} q^{l(C) + l(C')} \left( \frac{n - i - 1}q! [j - 1]q! \right).
\]  

(6.5)

The first sum in (6.5) gives

\[
\sum_C q^{l(C)} \left( \frac{[j - i - 2]q! [n]q! - [n - i - 1]q! [j - 1]q!}{[n]q!^2} \right)
= \sum_C q^{l(C)} \frac{[j - i - 2]q!}{[n]q!} \left( 1 - \frac{[n - i - 1]q! [j - 1]q!}{[n]q! [j - i - 2]q!} \right).
\]

where the sum is over \( C \) such that \( C(a) < C(b) \) for all \( a < i \) and \( b > j + 1 \). Note that

\[
\sum_C q^{l(C)} \frac{[j - i - 2]q!}{[n]q!} \leq P \left( \frac{w(i) = k, w(i+1) = k+1}{w(j) = l, w(j+1) = l+1} \right)
\]

and

\[
1 - \frac{[n - i - 1]q! [j - 1]q!}{[n]q! [j - i - 2]q!} = 1 - \frac{(1 - q^{i-1}) \cdots (1 - q^{i-j-1})}{(1 - q^n) \cdots (1 - q^{n-i})}
\leq 1 - (1 - q^{i-1}) \cdots (1 - q^{i-j-1})
\leq \frac{q^{j-i-1}(1 - q^{i+j+1})}{1 - q}
\]

where \( 1 - \prod(1 - x_i) \leq \sum x_i \) for \( 0 < x_i < 1 \), and so the first term has a bound of

\[
P \left( \frac{w(i) = k, w(i+1) = k+1}{w(j) = l, w(j+1) = l+1} \right) q^{i-j-1}
\]
after using symmetry to consider the case $j < i$ and noting that $1 - q^{i+1} \leq 1 - q^n$ as $i \leq n - 1$.

Summing $q^{i-j}$ over $i$ and $j$ (with the restriction that $|i-j| \geq m$) gives

$$\sum_{i,j} q^{i-j} \leq 2(n-1)q^{m-1} \frac{1 - q^{n-1}}{1 - q}$$

and combining this with Lemma 6.5 and the fact that

$$\frac{1 - q^{n-1}}{1 - q^{n-3}} \leq 4$$

when $n \geq 4$ gives a bound for the first term of

$$96(n-1)q^{m-1}.$$

For the second term of (6.5), first note that since only an upper bound is needed, the negative part can be thrown away.

Now the remaining terms give the probability that $w(i) = k$, $w(i+1) = k+1$, $w(j) = l$, $w(j+1) = l+1$ and there is some $a < i$, $b > j+1$ such that $w(a) > w(b)$. To compute this, sum over the possible values of $w(a)$ and $w(b)$ with a union bound, giving

$$\sum_{k,l} \sum_{a<i} \sum_{b>j+1} \sum_{x>y} P \left( \begin{array}{c} w(i)=k, w(i+1)=k+1 \\ w(j)=l, w(j+1)=l+1 \\ w(a)=x, w(b)=y \end{array} \right).$$

Then by Lemma 2.5

$$P \left( \begin{array}{c} w(i)=k, w(i+1)=k+1 \\ w(j)=l, w(j+1)=l+1 \\ w(a)=x, w(b)=y \end{array} \right) \leq \frac{q^{2|a-i|+2|j-l|+|a-x|+|b-y|-13}(1-q)^6}{(1-q^{n-1})^2(1-q^{n-5})^4}$$

for similar reasons as in Lemma 6.5.

First, use (6.7) to sum (6.6) over $k, l$ as above, giving a bound of

$$\sum_{a<i} \sum_{b>j+1} \sum_{x>y} q^{a-x+b-y-13} \frac{4(1-q)^4}{(1-q^{n-5})^4}.$$

Now compute the sum in (6.8) over $x > y$ over three regions. In the region $y < x < a$, $|a-x| + |b-y| = a - x + b - y$ and so

$$\sum_{a>x>y} q^{a-x+b-y-13} \leq \sum_{a>x, a>y} q^{a-x+b-y-13} \leq \frac{q^{b-a-13}(1-q^a)^2}{(1-q)^2}.$$
Finally, the middle region gives

$$\sum_{a<x,y<b,x>y} q^{x-a+b-y-13} \leq q^{b-a-13} \sum_k (b - a + k) q^k$$

(6.11)

$$\leq (b - a) q^{b-a-13} \frac{1 - q^n}{1 - q} + q^{b-a-13} \frac{1}{(1 - q)^2}.$$

In total, combining the bounds (6.9), (6.10) and (6.11), the bound

$$\sum_{x>y} q^{a-x+b-y-13} \leq (b - a) q^{b-a-13} \frac{1 - q^n}{1 - q} + 3 q^{b-a-13} \frac{1}{(1 - q)^2}$$

(6.12)

is obtained.

Now

$$\sum_{a<i,b>j} (b - a) q^{b-a} \leq \sum_{a=1}^{i-1} \sum_{b=j+1}^{\infty} (b - a) q^{b-a}$$

(6.13)

$$= \frac{(j - i)q^{j-i+2} - (j + 1)q^{j+1}}{(1 - q)^2} + \frac{2q^{j-i+2} - 2q^{j+2}}{(1 - q)^3}$$

$$\leq \frac{(j - i)q^{j-i}}{(1 - q)^2} + \frac{2q^{j-i}}{(1 - q)^3}$$

and

$$\sum_{a<i,b>j} q^{b-a} \leq \frac{q^{j-i}(1 - q^n)^2}{(1 - q)^2}$$

(6.14)

and so combining (6.13) and (6.14) gives a bound of

$$\frac{(j - i)q^{j-i-13}}{(1 - q)^3} + \frac{2q^{j-i-13}(1 - q^n)}{(1 - q)^4} + \frac{3q^{j-i-13}(1 - q^n)^2}{(1 - q)^4}$$

(6.15)

for (6.12). Finally, (6.15) needs to be summed over $i,j$ with $|i - j| \geq m$, which by symmetry can be reduced to a sum over $j - i \geq m$. Now

$$\sum_{j-i \geq m} (j - i)q^{j-i} \leq (n - 1) \sum_{c=m}^{\infty} cq^c \leq m(n - 1)q^n \frac{1}{(1 - q)^2}$$

(6.16)

and

$$\sum_{j-i \geq m} q^{j-i} \leq (n - 1) \sum_{c=m}^{n} q^c \leq nq^m \frac{1 - q^n}{1 - q}.$$

(6.17)

and so using (6.16) and (6.17) to bound (6.15) gives

$$\sum_{|i-j| \geq m} \sum_{a<i,b>j+1} \sum_{x>y} q^{a-x+b-y-13} \leq \frac{2m(n - 1)q^{m-13}}{(1 - q)^5} + \frac{10(n - 1)q^{m-13}(1 - q^n)^2}{(1 - q)^5}.$$
Then the sum of (6.6) over $|i - j| \geq m$ is bounded by
\begin{equation}
(200m + 1000)(n - 1)q^{m-13}
\end{equation}

noting that
\begin{equation}
\frac{1}{(1 - q^{n-5})} \leq \frac{1}{(1 - (1 - (n - 1)^{-1/2})^{n-5}} \leq 5^{1/2}
\end{equation}

when $q \leq 1 - (n - 1)^{-1/2}$ and $n \geq 6$.

Finally, the third term of (6.5) can be discarded as it's negative. □

6.2.3. Unconditional bounds. Finally, optimize over the parameter $m$ to obtain the desired bounds.

Lemma 6.9. The type 5 terms are bounded by $6507(n - 1)$.

Proof. When $q \geq 1 - (n - 1)^{-1/2}$, Lemma 6 gives the desired bound, so assume $q \leq 1 - (n - 1)^{-1/2}$.

Note that des($w^{-1}$) - des($w_1^{-1}$) is $-1$ if $w(i + 1) - w(i) = 1$ and 0 otherwise, so if $A_i$ denotes this event, the total contribution is given by
\begin{equation}
\sum_{i,j} \text{Cov}(I_{A_i}, I_{A_j}).
\end{equation}

Now picking $0 \leq m \leq n$, Lemmas 6.8 and 6.7 gives a bound of
\begin{equation}
\left(99 + 216m(1 - q)^2 + \frac{(200m + 1000)q^{m-13}}{1 - q}\right)(n - 1).
\end{equation}
Take
\begin{equation}
m = 3 \frac{\log(1 - q)}{\log(q)} + 13.
\end{equation}

Now
\begin{equation}
m \leq 3(n - 1)^{1/2} \log((n - 1)^{1/2}) + 13 \leq n - 1
\end{equation}

if $n \geq 65$ since $q \leq 1 - (n - 1)^{-1/2}$. If $n \leq 65$, the desired bound holds, so it can be assumed that $0 \leq m \leq n - 1$.

By the choice of $m$, $q^m = (1 - q)^3q^{13}$, and substituting this into (6.20) gives a bound of
\begin{equation}
(n - 1)(99 + 416m(1 - q)^2 + 1000) \leq 6507(n - 1)
\end{equation}

as $m(1 - q)^2 \leq 13$ when $q \in (0, 1)$. □

Lemma 6.10. The type 6 terms are bounded by $6507(n - 1)$.

Proof. The proof proceeds similarly to Lemma 6.9. Let $A$ be the event that $i$ and $i+1$ are adjacent in $w$ and $i$ appears before $i+1$, and $B$ be the event that $w(i + 1) - w(i) = 1$. As in Lemma 6.6, des($w$) - des($w_1^{-1}$) and des($w^{-1}$) - des($w_1^{-1}$) are equal to $-I_A$ and $-I_B$ respectively. Then the terms of type 6 give a contribution of
\begin{equation}
\sum_{i,j} \sum_{k,l} P \left(\begin{array}{c}
w(k)=i, w(k+1)=i+1 \\
w(j)=l, w(j+1)=l+1
\end{array}\right) - P \left(\begin{array}{c}
w(k)=i \\
w(k+1)=i+1
\end{array}\right) \sum_{l} P \left(\begin{array}{c}
w(j)=l \\
w(j+1)=l+1
\end{array}\right)
\end{equation}
which is the same sum as appears in Lemma 6.9 after reordering the summation and so the same bound is obtained.

7. Limit theorems

7.1. Proof of Theorem 1.1

Proof of Theorem 1.1. The proof is an easy consequence of the computations done in Lemmas 6.1, 6.2, 6.3, 6.4, 6.6, 6.9 and 6.10.

By Theorem 4.1, it suffices to bound

\[ \frac{\mu}{\sigma^2} \sqrt{\text{Var} \ E(\text{des}(w) + \text{des}(w^{-1}) - \text{des}(w^*) - \text{des}((w^*)^{-1})|w)} \]

and

\[ \frac{\mu}{\sigma^3} E(\text{des}(w) + \text{des}(w^{-1}) - \text{des}(w^*) - \text{des}((w^*)^{-1}))^2. \]

Now by Proposition 3.11

\[ \mu = \frac{2q(n-1)}{1+q} \]

and

\[ \sigma^2 \geq \frac{q(n-1)(1-q+q^2)}{(1+q)^2(1+q+q^2)}. \]

Then

\[ \frac{\mu}{\sigma^3} \leq 24\sqrt{5}q^{-\frac{1}{2}}(n-1)^{-\frac{1}{2}} \]

and as \( |\text{des}(w) + \text{des}(w^{-1}) - \text{des}(w^*) - \text{des}((w^*)^{-1})| \leq 2 \), the second term is bounded by \( 167q^{-1/2}(n-1)^{-1/2} \).

For the first term, combining Lemmas 6.1 6.2 6.3 6.4 6.6 6.9 and 6.10 with the multiplicities in Table 4.1 and the prefactor of \((2(n-1))^{-1}\) from the conditional expectation gives a variance bound of

\[ 6847(n-1)^{-1}. \]

Then

\[ \frac{\mu}{\sigma^2} \leq \frac{2(1+q)(1+q+q^2)}{1-q+q^2} \leq 2 \]

and so the first term is bounded by

\[ 331(n-1)^{-\frac{1}{2}}. \]

Finally, if \( q > 1 \), then \( w^{rev} \) is distributed as Mallows with parameter \( q^{-1} \) by Proposition 2.7. This corresponds to negating

\[ \frac{\text{des}(w) + \text{des}(w^{-1}) - \mu}{\sigma} \]

by Proposition 2.6 and so the same bound holds for \( q > 1 \), except \( q \) is replaced with \( q^{-1} \). □
7.2. **Proof of Theorem 1.2.** With the computation of the asymptotic correlation, the joint central limit theorem for \( \text{des}(w) \) and \( \text{des}(w^{-1}) \) follows easily from the Cramér-Wold theorem.

**Proof of Theorem 1.2.** Note that the coupling in Proposition 4.3 can easily be adapted to the random variable \( a \text{des}(w) + b \text{des}(w^{-1}) \) for \( a, b > 0 \). Furthermore, with this coupling, the covariance bounds obtained in Section 6 still hold with some constants depending on \( a, b \). Then if \( Z \) is a standard normal random variable, by Theorem 4.1,

\[
\frac{a \text{des}(w) + b \text{des}(w^{-1}) - \frac{(a+b)(n-1)q}{1+q}}{\text{Var}(a \text{des}(w) + b \text{des}(w^{-1}))} \overset{d}{\to} Z
\]

as long as \( qn \to \infty \).

Now assume that the limit

\[
\rho = \lim_{n \to \infty} \frac{\text{Cov}(\text{des}(w), \text{des}(w^{-1}))}{\text{Var}(\text{des}(w))}
\]

exists. Then

\[
\frac{a \text{des}(w) + b \text{des}(w^{-1}) - \frac{(a+b)(n-1)q}{1+q}}{\text{Var}(\text{des}(w))} \overset{d}{\to} (a^2 + b^2 + 2ab\rho)Z,
\]

and so by the Cramér-Wold theorem,

\[
\left( \frac{\text{des}(w_n) - \mu_n}{\sigma_n}, \frac{\text{des}(w_n^{-1}) - \mu_n}{\sigma_n} \right) \overset{d}{\to} (Z_1, Z_2)
\]

where

\[
(Z_1, Z_2) \sim N \left( 0, \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix} \right).
\]

If \( 0 < q < 1 \) is fixed, the limit exists by Proposition 3.9. The bound on \( \text{Cov}(\text{des}(w), \text{des}(w^{-1})) \) in Proposition 3.11 shows that \( 0 < \rho \), and \( \rho < 1 \) as discussed in Remark 3.10.

If \( q_n \to 0 \) or \( q_n \to 1 \), then the limit exists and \( \rho = 0 \) or \( \rho = 1 \) respectively by Corollary 3.12.

Finally, by Proposition 2.6 and Proposition 2.7, the result for \( q \leq 1 \) immediately extends to all \( q \). \( \square \)

7.3. **Poisson limit theorem.** In this section, it is shown that in the regime \( qn \to \lambda \), \( \text{des}(w) + \text{des}(w^{-1}) \) has Poisson behaviour. This is much easier than the central limit theorem because in this regime \( \text{des}(w) \) and \( \text{des}(w^{-1}) \) are asymptotically equal and so it suffices to study \( \text{des}(w) \).

**Proposition 7.1.** Let \( w \in S_n \) be Mallows distributed. Then

\[
P(|w(i) - i| > 1) \leq q^2
\]

**Proof.** Note that

\[
P(|w(i) - i| > 1) = \sum_{j \notin \{i-1, i, i+1\}} P(w(i) = j).
\]
Now by Lemma 2.5, this is bounded by
\[ \sum_{j \notin \{i-1, i, i+1\}} q^{|j-i|} \frac{1-q}{1-q^n} \leq 2q^2. \]
\[ \square \]

**Lemma 7.2.** Suppose \( w \in S_n \) satisfies \( |w(i) - i| \leq 1 \) for all \( i \). Then \( \text{des}(w) = \text{des}(w^{-1}) \), and in fact \( \text{des}_i(w) = \text{des}_i(w^{-1}) \) for all \( i \).

**Proof.** First, note that if \( |w(i) - i| \leq 1 \) for all \( i \), then the same is true for \( w^{-1} \). If \( |w(i) - i| \leq 1 \) for all \( i \), then the only way to have a descent at \( i \) is to have \( w(i) = i + 1 \) and \( w(i + 1) = i \). But then \( w^{-1}(i) = i + 1 \) and \( w^{-1}(i + 1) = i \) so \( w^{-1} \) also has a descent at \( i \). By symmetry, \( w \) can have a descent at \( i \) if and only if \( w^{-1} \) does. \( \square \)

These two results imply that \( \text{des}(w) = \text{des}(w^{-1}) \) with high probability and reduces the study of \( \text{des}(w) + \text{des}(w^{-1}) \) to simply studying \( 2 \text{des}(w) \).

**Corollary 7.3.** If \( w \in S_n \) is Mallows distributed, then
\[ \mathbb{P}\left( \text{des}_i(w) = \text{des}_i(w^{-1}) \text{ for all } i \right) \geq 1 - q^2 n. \]

**Proof.** By Proposition 7.1, a union bound gives that \( |w(i) - i| \leq 1 \) with probability at least \( 1 - q^2 n \). On this event, \( \text{des}(w) = \text{des}(w^{-1}) \) by Lemma 7.2. \( \square \)

Let \( d_{TV} \) denote the total variation distance between probability measures.

**Corollary 7.4.** If \( w \in S_n \) is Mallows distributed, then
\[ d_{TV}(\text{des}(w) + \text{des}(w^{-1}), 2 \text{des}(w)) \leq 2q^2 n. \]

**Proof.** Note that
\[ d_{TV}(\text{des}(w) + \text{des}(w^{-1}), 2 \text{des}(w)) \leq \mathbb{P}(\text{des}(w) \neq \text{des}(w^{-1})) \]
\[ \leq 2q^2 n. \]
\[ \square \]

The next result bounds the total variation distance between \( \text{des}(w) \) and a Poisson random variable. It follows from a special case of Theorem 4.13 in [13]. The size-bias coupling given by Proposition 4.3 could be used to give another proof of this, using Stein’s method for Poisson approximation with size-bias couplings (see [43, Theorem 4.13] for example).

**Theorem 7.5** ([13, Theorem 3.8]). Let \( w \) be Mallows distributed and let \( \lambda = \mathbb{E}(\text{des}(w)) \). Let \( N \) denote a Poisson random variable of mean \( \lambda \). Then
\[ d_{TV}(\text{des}(w), N) \leq 10nq^2. \]

The following result on Poisson approximation for \( \text{des}(w) + \text{des}(w^{-1}) \) follows easily from the triangle inequality.

**Proposition 7.6.** Fix \( 0 < q \leq 1 \) and let \( w \in S_n \) be Mallows distributed. Let \( \lambda = (n-1)q/(1+q) \) and let \( N \) be Poisson with mean \( \lambda \). Then
\[ d_{TV}(\text{des}(w) + \text{des}(w^{-1}), 2N) \leq 12q^2 n. \]
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