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Variational hybrid quantum-classical algorithms are promising candidates for near-term implementation on quantum computers. In these algorithms, a quantum computer evaluates the cost of a gate sequence (with exponential speedup over classical cost evaluation), and a classical computer uses this information to adjust the parameters of the gate sequence. Here we present such an algorithm for quantum state diagonalization. State diagonalization has applications in condensed matter physics (e.g., entanglement spectroscopy) as well as in machine learning (e.g., principal component analysis). For a quantum state $\rho$ and gate sequence $U$, our cost function quantifies how far $U\rho U^\dagger$ is from being diagonal. We introduce novel short-depth quantum circuits to quantify our cost. Minimizing this cost returns a gate sequence that approximately diagonalizes $\rho$. One can then read out approximations of the largest eigenvalues, and the associated eigenvectors, of $\rho$. As a proof-of-principle, we implement our algorithm on Rigetti’s quantum computer to diagonalize one-qubit states and on a simulator to find the entanglement spectrum of the Heisenberg model ground state.

I. INTRODUCTION

The future applications of quantum computers, assuming that large-scale, fault-tolerant versions will eventually be realized, are manifold. From a mathematical perspective, applications include number theory [1], linear algebra [2–4], differential equations [5, 6], and optimization [7]. From a physical perspective, applications include electronic structure determination [8, 9] for molecules and materials and real-time simulation of quantum dynamical processes [10] such as protein folding and photoexcitation events. Naturally, some of these applications are more long-term than others. Factoring and solving linear systems of equations are typically viewed as longer term applications due to their high resource requirements. On the other hand, approximate optimization and determining electronic structure may be nearer term applications, and could even serve as demonstrations of quantum supremacy in the near future [11, 12].

A major aspect of quantum algorithms research is to make applications of interest more near term by reducing the quantum resource requirements including qubit count, circuit depth, numbers of gates, and numbers of measurements. A powerful strategy for this purpose is algorithm hybridization, where a fully quantum algorithm is turned into a hybrid quantum-classical algorithm [13]. The benefit of hybridization is two-fold, both reducing the resources (hence allowing implementation on smaller hardware) as well as increasing accuracy (by outsourcing calculations to “error-free” classical computers).

Variational hybrid algorithms are a class of quantum-classical algorithms that involve minimizing a cost function that depends on the parameters of a quantum gate sequence. Cost evaluation occurs on the quantum computer, with exponential speedup over classical cost evaluation, and the classical computer uses this cost information to adjust the parameters of the gate sequence. Variational hybrid algorithms have been proposed for Hamiltonian ground state and excited state preparation [14–16], approximate optimization [7], error correction [17], quantum data compression [18], quantum simulation [19], and quantum compiling [20]. A key feature of such algorithms is their near-term relevance, since only the subroutine of cost evaluation occurs on the quantum computer, while the optimization procedure is entirely classical, and hence standard classical optimization tools can be employed.

In this work, we consider the application of diagonalizing quantum states. In condensed matter physics, diagonalizing states is useful for identifying properties of topological quantum phases—a field known as entanglement spectroscopy [21]. In data science and machine learning, diagonalizing the covariance matrix (which could be encoded in a quantum state [2, 22]) is frequently employed for principal component analysis (PCA). PCA identifies features that capture the largest variance in one’s data and hence allows for dimensionality reduction [23].

Classical methods for diagonalization typically scale polynomially in the matrix dimensions [24]. Similarly, the number of measurements required for quantum state tomography—a general method for fully characterizing a quantum state—scales polynomially in the dimension. Interestingly, Lloyd et al. proposed a quantum algorithm for diagonalizing quantum states that can potentially perform exponentially faster than these methods [2]. Namely, their algorithm, called quantum principal component analysis (qPCA), gives an exponential speedup for low-rank matrices. qPCA employs quantum phase estimation combined with density matrix exponentiation. These subroutines require a significant number of qubits and gates, making qPCA difficult to implement in the near term, despite its long-term promise.

Here, we propose a variational hybrid algorithm for
quantum state diagonalization. For a given state $\rho$, our algorithm is composed of three steps: (1) Train the parameters $\alpha$ of a gate sequence $U_p(\alpha)$ such that $\tilde{\rho} = U_p(\alpha_{\text{opt}})\rho U_p(\alpha_{\text{opt}})^\dagger$ is approximately diagonal, (2) Read out the largest eigenvalues of $\rho$ by measuring in the eigenbasis (i.e., by measuring $\tilde{\rho}$ in the standard basis), and (3) Prepare the eigenvectors associated with the largest eigenvalues. We call this the variational quantum state diagonalization (VQSD) algorithm. VQSD is a near-term algorithm with the same practical benefits as other variational hybrid algorithms. Employing a layered ansatz for $U_p(\alpha)$ (where $p$ is the number of layers) allows one to obtain a hierarchy of approximations for the eigenvalues and eigenvectors. We therefore think of VQSD as an approximate diagonalization algorithm.

We carefully choose our cost function $C$ to have the following properties: (1) $C$ is faithful (i.e., it vanishes if and only if $\tilde{\rho}$ is diagonal), (2) $C$ is efficiently computable on a quantum computer, (3) $C$ has an operational meaning such that it upper bounds the eigenvalue error (the discrepancy between the inferred and the exact eigenvalues), and (4) $C$ scales well for training purposes in the sense that its gradient does not vanish exponentially in the number of qubits. The precise definition of $C$ is given in Sec. II A and involves a difference of purities for different states. To compute $C$, we introduce novel short-depth quantum circuits that likely have applications outside the context of VQSD.

To illustrate our method, we implement VQSD on Rigetti’s 8-qubit quantum computer. We successfully diagonalize one-qubit pure states using this quantum computer. To highlight future applications (when larger quantum computers are made available), we implement VQSD on a simulator to perform entanglement spectroscopy on the ground state of the one-dimensional Heisenberg model composed of 8 spins.

Our paper is organized as follows. Section II outlines the VQSD algorithm and presents its implementation. In Sec. III, we discuss the complexity of the VQSD algorithm for particular example states, we give a comparison to the qPCA algorithm, and we elaborate on future applications. Section IV presents our methods for quantifying diagonalization and for optimizing our cost function.

II. RESULTS

A. The VQSD Algorithm

1. Overall Structure

Figure 1 shows the structure of the VQSD algorithm. The goal of VQSD is to take, as its input, an $n$-qubit density matrix $\rho$ in quantum form and then output approximations of the $m$-largest eigenvalues and their associated eigenvectors. Here, $m$ will typically be much less than $2^n$, the total number of eigenvectors, although the user is free to increase $m$ with increased algorithmic complexity (discussed below). The outputted eigenvalues will be in classical form, i.e., will be stored on a classical computer. In contrast, the outputted eigenvectors will be in quantum form, i.e., will be prepared on a quantum computer. This is necessary because the eigenvectors would have $2^n$ entries if they were stored on a classical computer, which is intractable for large $n$. Nevertheless, one can characterize important aspects of these eigenvectors with a polynomial number of measurements on the quantum computer.

Similar to classical eigensolvers, the VQSD algorithm is an approximate or iterative diagonalization algorithm. Classical eigenvalue algorithms are necessarily iterative, not exact [25]. Iterative algorithms are useful in that they allow for a trade-off between run-time and accuracy. Higher degrees of accuracy can be achieved at the cost of more iterations (equivalently, longer run-time), or short run-time can be achieved at the cost of lower accuracy. This flexibility is desirable in that it allows the user of the algorithm to dictate the quality of the solutions found.

The iterative feature of VQSD arises via a layered ansatz for the diagonalizing unitary. This idea similarly appears in other variational hybrid algorithms, such as the Quantum Approximate Optimization Algorithm [26]. Specifically, VQSD diagonalizes $\rho$ by variationally updating a parameterized unitary $U_p(\alpha)$ such that

$$\tilde{\rho}_p(\alpha) := U_p(\alpha)\rho U_p(\alpha)^\dagger$$

is (approximately) diagonal at the optimal value $\alpha_{\text{opt}}$. (For brevity we often write $\tilde{\rho}$ for $\tilde{\rho}_p(\alpha)$.) We assume a layered ansatz of the form

$$U_p(\alpha) = L_1(\alpha_1)L_2(\alpha_2)\cdots L_p(\alpha_p).$$

Here, $p$ is a hyperparameter that sets the number of layers $L_i(\alpha_i)$, and each $\alpha_i$ is a set of optimization parameters that corresponds to internal gate angles within the layer. The parameter $\alpha$ in (1) refers to the collection of all $\alpha_i$ for $i = 1, \ldots, p$. Once $\alpha_{\text{opt}}$ is found, one can run a particular quantum circuit (shown in Fig. 1(c) and discussed below) $N_{\text{readout}}$ times to approximately determine the eigenvalues of $\rho$. The precision (i.e., the number of significant digits) of each eigenvalue increases with $N_{\text{readout}}$ and with the eigenvalue’s magnitude. Hence for small $N_{\text{readout}}$ only the largest eigenvalues of $\rho$ will be precisely characterized, so there is a connection between $N_{\text{readout}}$ and how many eigenvalues, $m$, are determined. The hyperparameter $p$ is a refinement parameter, meaning that the accuracy of the eigenvalues typically increases as $p$ increases. We formalize this argument as follows.

Let $C$ denote our cost function, defined below in (9), which we are trying to minimize. In general, the cost $C$ will be non-increasing (i.e., will either decrease or stay constant) in $p$. One can ensure that this is true by taking the optimal parameters learned for $p$ layers as the starting point for the optimization of $p+1$ layers. Next, we argue that $C$ is closely connected to the accuracy of the eigenvalues. Specifically, it gives an upper bound
FIG. 1. Schematic diagram showing the steps of the VQSD algorithm. (a) The quantum state $\rho$ is provided as an input. This state is sent to the parameter optimization loop (b) where a hybrid quantum-classical variational algorithm approximates the diagonalizing unitary $U_p(\alpha_{\text{opt}})$. Here, $p$ is a hyperparameter that dictates the quality of solution found. This optimal unitary is sent to the eigenvalue readout circuit (c) to obtain bitstrings $z_i$, the frequencies of which provide estimates of the eigenvalues of $\rho$. Along with the optimal unitary $U_p(\alpha_{\text{opt}})$, these bitstrings are sent to the eigenvector preparation circuit (c) to prepare the eigenstates of $\rho$ on a quantum computer. Both the eigenvalues and eigenvectors are the outputs (d) of the VQSD algorithm.

on the eigenvalue error. So while $C$ is not directly a measure of eigenvalue error, one obtains an increasingly tighter upper bound on the eigenvalue error as $C$ decreases (equivalently, as $p$ increases). We introduce the following quantity to quantify eigenvalue error, i.e., the discrepancy between the inferred eigenvalues $\tilde{\lambda}$ and the actual eigenvalues $\lambda$,

$$\Delta(\lambda, \tilde{\lambda}) := \sum_{i=1}^{d} (\lambda_i - \tilde{\lambda}_i)^2,$$

where $d = 2^n$. Here the vectors $\tilde{\lambda} = (\tilde{\lambda}_1, ..., \tilde{\lambda}_d)$ and $\lambda = (\lambda_1, ..., \lambda_d)$ are both ordered in decreasing order. As proven in Sec. IV A, our cost function upper bounds the eigenvalue error up to a proportionality factor $q$,

$$\Delta(\lambda, \tilde{\lambda}) \leq C/q.$$  

(4)

Because $C$ is non-increasing in $p$, the upper bound in (4) is non-increasing in $p$ and goes to zero if $C$ goes to zero.

The various steps in the VQSD algorithm are shown schematically in Fig. 1. There are essentially three main steps: (1) an optimization loop that minimizes the cost $C$ via back-and-forth communication between a classical and quantum computer, where the former adjusts $\alpha$ and the latter computes $C$ for $U_p(\alpha)$, (2) a readout procedure for approximations of the $m$ largest eigenvalues, which involves running a quantum circuit and then classically analyzing the statistics, and (3) a preparation procedure to prepare approximations of the eigenvectors associated with the $m$ largest eigenvalues. In the following subsections, we elaborate on each of these procedures.

2. Parameter Optimization Loop

Naturally, there are many ways to parameterize $U_p(\alpha)$. Ideally one would like the number of parameters to grow polynomially in both $n$ and $p$, so that the search space is not exponentially large. Figure 2 presents an example ansatz that satisfies this condition. Each layer $L_i$ is broken down into layers of two-body gates that can be performed in parallel. These two-body gates can be further broken down into parameterized one-body gates, for example, with the construction in Ref. [27].

For a given ansatz, such as the one in Fig. 2, parameter optimization involves evaluating the cost $C$ on a quantum computer for an initial choice of parameters and then modifying the parameters on a classical computer in an iterative feedback loop. The goal is to find

$$\alpha_{\text{opt}} := \arg\min_{\alpha} C(U_p(\alpha)).$$

(5)

The classical optimization routine used for updating the parameters can involve either gradient-free or gradient-based methods. In Sec. IV B, we explore this further and
discuss our optimization methods.

In Eq. (5), \( C(U_p(\alpha)) \) quantifies how far the state \( \tilde{\rho}_p(\alpha) \) is from being diagonal. There are many ways to define such a cost function, and in fact there is an entire field of research on coherence measures that has introduced various such quantities [28]. We aim for a cost that is efficiently computable on a quantum computer, and hence we consider a cost that can be expressed in terms of purifications.

The layered structure ansatz for the diagonalizing unitary \( U_p(\alpha) \). Each layer \( L_i, i = 1,\ldots,p \), consists of a set of optimization parameters \( \alpha_i \). Increasing the number of layers \( p \) yields a better approximation to the eigenvalues and eigenvectors of the state \( \rho \).

(b) The two-qubit gate structure ansatz for the ith layer, shown on four qubits. Here we impose periodic boundary conditions on the top/bottom edge of the circuit so that \( G_1 \) wraps around from top to bottom.

3. Eigenvalue Readout

After finding the optimal diagonalizing unitary \( U_p(\alpha_{\text{opt}}) \), one can use it to readout approximations of the eigenvalues of \( \rho \). Figure 1(c) shows the circuit for this readout. One prepares a single copy of \( \rho \) and then acts with \( U_p(\alpha_{\text{opt}}) \) to prepare \( \tilde{\rho}_p(\alpha_{\text{opt}}) \). Measuring in the standard basis \( \{|z\rangle\} \), where \( z = z_1z_2\ldots z_n \) is a bitstring of length \( n \), gives a set of probabilities \( \{\lambda_z\} \) with

\[
\lambda_z = \langle z|\tilde{\rho}_p(\alpha_{\text{opt}})|z\rangle.
\]

We take the \( \lambda_z \) as the inferred eigenvalues of \( \rho \). We emphasize that the \( \lambda_z \) are the diagonal elements, not the eigenvalues, of \( \tilde{\rho}_p(\alpha_{\text{opt}}) \). Note that the squared error between the inferred eigenvalue and the corresponding true eigenvalue is bounded by the final cost that one obtained in the parameter optimization loop. That is,

\[
(\lambda_z - \hat{\lambda}_z)^2 \leq C/q.
\]

Each run of the circuit in Fig. 1(c) generates a bitstring \( z \) corresponding to the measurement outcomes. If one obtains \( z \) with frequency \( f_z \) for \( N_{\text{readout}} \) total runs, then

\[
\hat{\lambda}_z = f_z/N_{\text{readout}}
\]
gives an estimate for \( \tilde{\lambda}_z \). The statistical deviation of \( \tilde{\lambda}_z^{\text{est}} \) from \( \tilde{\lambda}_z \) goes with \( 1/\sqrt{N_{\text{readout}}} \). The relative error \( \epsilon_z \) (i.e., the ratio of the statistical error on \( \tilde{\lambda}_z^{\text{est}} \) to the value of \( \tilde{\lambda}_z^{\text{est}} \)) then goes as

\[
\epsilon_z = \frac{1}{\sqrt{N_{\text{readout}}\tilde{\lambda}_z^{\text{est}}}} = \frac{\sqrt{N_{\text{readout}}}}{f_z}.
\]

This implies that events \( z \) with higher frequency \( f_z \) have lower relative error. In other words, the larger the inferred eigenvalue \( \tilde{\lambda}_z \), the lower the relative error, and hence the more precisely it is determined from the experiment. When running VQSD, one can pre-decide on the desired values of \( N_{\text{readout}} \) and a threshold for the relative error, denoted \( \epsilon_{\text{max}} \). This error threshold \( \epsilon_{\text{max}} \) will then determine \( m \), i.e., how many of the largest eigenvalues that get precisely characterized. So \( m = m(N_{\text{readout}}, \epsilon_{\text{max}}, \{ \tilde{\lambda}_z \}) \) is a function of \( N_{\text{readout}} \), \( \epsilon_{\text{max}} \), and the set of inferred eigenvalues \( \{ \tilde{\lambda}_z \} \). Precisely, we take \( m = |\tilde{\lambda}^{\text{est}}| \) as the cardinality of the following set:

\[
\tilde{\lambda}^{\text{est}} = \{ \tilde{\lambda}_z^{\text{est}} : \epsilon_z \leq \epsilon_{\text{max}} \},
\]

which is the set of inferred eigenvalues that were estimated with the desired precision.

4. Eigenvector Preparation

The final step of VQSD is to prepare the eigenvectors associated with the \( m \)-largest eigenvalues, i.e., the eigenvalues in the set in Eq. (14). Let \( Z = \{ z : \tilde{\lambda}_z^{\text{est}} \in \tilde{\lambda}^{\text{est}} \} \) be the set of bitstrings \( z \) associated with the eigenvalues in \( \tilde{\lambda}^{\text{est}} \). (Note that these bitstrings are obtained directly from the measurement outcomes of the circuit in Fig. 1(c), i.e., the outcomes become the bitstring \( z \).) For each \( z \in Z \), one can prepare the following state, which we take as the inferred eigenvector associated with our estimate of the inferred eigenvalue \( \lambda_z^{\text{est}} \),

\[
|\tilde{v}_z\rangle = U_p(\alpha_{\text{opt}})^\dagger |z\rangle
= U_p(\alpha_{\text{opt}})^\dagger (X^{z_1} \otimes \cdots \otimes X^{z_n}) |0\rangle.
\]

The circuit for preparing this state is shown in Fig. 1(d). As noted in (16), one first prepares \( |z\rangle \) by acting with \( X \) operators raised to the appropriate powers, and then one acts with \( U_p(\alpha_{\text{opt}})^\dagger \) to rotate from the standard basis to the inferred eigenbasis.

Naturally, the inferred eigenvector \( |\tilde{v}_z\rangle \) will be an approximation of the true eigenvector \( |v_z\rangle \) of \( \rho \). Unlike the case of eigenvalue error, we do not have a simple bound that relates eigenvector error (i.e., how far \( |\tilde{v}_z\rangle \) is from \( |v_z\rangle \)) to our cost function. Nevertheless, it is clear that the eigenvector error must vanish as our cost function goes to zero.

Once they are in quantum form, each inferred eigenvector \( |\tilde{v}_z\rangle \) can be characterized by measuring expectation values of interest. That is, important physical features such as energy or entanglement (e.g., entanglement witnesses) are associated with some Hermitian observable \( M \), and one can evaluate the expectation value \( \langle \tilde{v}_z | M | \tilde{v}_z \rangle \) to learn about these features.

B. Implementations

Here we present our implementations of VQSD, first for a one-qubit state on a cloud quantum computer to show that it is amenable to currently available hardware. Then, to illustrate the scaling to larger, more interesting problems, we implement VQSD on a simulator for the 8-spin ground state of the Heisenberg model.

1. One-Qubit State

We now discuss the results of applying VQSD to the one-qubit plus state \( |+\rangle\langle+| \) on the 8Q-Agate quantum computer provided by Rigetti. Because the problem size is small (\( n = 1 \)), we set \( q = 1 \) in the cost function (9). Since \( \rho \) is a pure state, the cost function is

\[
C(U_p(\alpha)) = C_1(U_p(\alpha)) = 1 - \text{Tr}(\tilde{\rho}(\hat{p})^2).
\]

For \( U_p(\alpha) \), we take \( p = 1 \), for which the layered ansatz becomes an arbitrary single qubit rotation.

The results of VQSD for this state are shown in Fig. 3. In Fig. 3(a), the solid curve shows the cost versus the number of iterations in the parameter optimization loop, and the dashed curves show the inferred eigenvalues of \( \rho \) at each iteration. As can be seen, the cost decreases to a small value near zero and the eigenvalue estimates simultaneously converge to the correct values of zero and one. Hence, VQSD successfully diagonalized this state.

Figure 3(b) shows the landscape of the optimization problem on Rigetti’s 8Q-Agate quantum computer, Rigetti’s noisy simulator, and a noiseless simulator. Here, we varied the angle \( \alpha \) in the diagonalizing unitary \( U(\alpha) = R_z(\pi/2)R_x(\alpha) \) and computed the cost at each value of this angle. The landscape on the quantum computer has local minima near the optimal angles \( \alpha = \pi/2, 3\pi/2 \) but the cost is not zero. This explains why we obtain the correct eigenvalues even though the cost is nonzero in Fig. 3(a). The nonzero cost can be due to a combination of decoherence, gate infidelity, and measurement error. As shown in Fig. 3(b), the 8Q-Agate quantum computer retuned during our data collection, and after this retuning, the landscape of the quantum computer matched that of the noisy simulator significantly better.

2. Heisenberg Model Ground State

While current noise levels of quantum hardware limit our implementations of VQSD to small problem sizes,
we can explore larger problem sizes on a simulator. An important application of VQSD is to study the entanglement in condensed matter systems, and we highlight this application in the following example.

Let us consider the ground state of the one-dimensional Heisenberg model, whose Hamiltonian is

$$H = \sum_{j=1}^{n} S^{(j)} \cdot S^{(j+1)},$$

(18)

with $S^{(j)} = (1/2)(\sigma_{x}^{(j)} \hat{x} + \sigma_{y}^{(j)} \hat{y} + \sigma_{z}^{(j)} \hat{z})$ and periodic boundary conditions, $S^{(n+1)} = S^{(1)}$. Performing entanglement spectroscopy on the ground state $|\psi\rangle_{AB}$ involves diagonalizing the reduced state $\rho = \text{Tr}_{B}|\psi\rangle_{AB}\langle\psi|$. Here we consider a total of 8 spins ($n = 8$). We take $A$ to be a subset of 4 nearest-neighbor spins, and $B$ is the complement of $A$.

The results of applying VQSD to the 4-spin reduced state $\rho$ via a simulator are shown in Fig. 4. Panel (a) plots the inferred eigenvalues versus the number of layers $p$ in our ansatz (see Fig. 2). One can see that the inferred eigenvalues converge to their theoretical values as $p$ increases. Panel (b) plots the inferred eigenvalues resolved by their associated quantum numbers ($z$-component of total spin). This shows that our VQSD implementation is getting roughly the correct values for both the eigenvalues and their quantum numbers, particularly for large eigenvalues. Resolving not only the eigenvalues but also their quantum numbers is important for entanglement spectroscopy [21], and clearly VQSD can do this.
III. DISCUSSION

A. General Complexity Remarks

We emphasize that VQSD is meant for states $\rho$ that have either low rank or possibly high rank but low entropy $H(\rho) = -\text{Tr}(\rho \log \rho)$. This is because the eigenvalue readout step of VQSD would be exponentially complex for states with high entropy. In other words, for high entropy states, if one efficiently implemented the eigenvalue readout step (with $N_{\text{readout}}$ polynomial in $n$), then very few eigenvalues would get characterized with the desired precision.

In what follows we discuss some simple examples of states to which one might apply VQSD. There are several aspects of complexity to keep in mind when considering these examples, including:

(C1) The gate complexity of the unitary that diagonalizes $\rho$. (It is worth remarking that approximate diagonalization might be achieved with a less complex unitary than exact diagonalization.)

(C2) The complexity of searching through the search space to find the diagonalizing unitary.

(C3) The statistical complexity associated with reading out the eigenvalues.

Naturally, (C1) is related to (C2). However, being efficient with respect to (C1) does not guarantee that (C2) is efficient.

B. Example States

In the simplest case, suppose $\rho = |\psi_1\rangle\langle\psi_1| \otimes \cdots \otimes |\psi_n\rangle\langle\psi_n|$ is a tensor product of pure states. This state can be diagonalized by a depth-one circuit $U = U_1 \otimes \cdots \otimes U_n$ composed of $n$ one-qubit gates (all done in parallel). Each $U_j$ diagonalizes the associated $|\psi_j\rangle\langle\psi_j|$ state. Searching for this unitary within our ansatz can be done by setting $p = 1$, i.e., with a single layer $L_1$ shown in Fig. 2. A single layer is enough to find the unitary that exactly diagonalizes $\rho$ in this case. Hence, for this example, both complexities (C1) and (C2) are efficient. Finally, note that the eigenvalue readout, (C3), is efficient because there is only one non-zero eigenvalue. Hence, $\lambda_{\text{min}} \approx 1$ and $\epsilon_2 \approx 1/\sqrt{N_{\text{readout}}}$ for this eigenvalue. This implies that $N_{\text{readout}}$ can be chosen to be constant, independent of $n$, in order to accurately characterize this eigenvalue.

A generalization of product states are classically correlated states, which have the form

$$\rho = \sum_k p_k |b_k^{(1)}\rangle\langle b_k^{(1)}| \otimes \cdots \otimes |b_k^{(n)}\rangle\langle b_k^{(n)}|$$

where $\{ |b_0^{(j)}\rangle, |b_1^{(j)}\rangle \}$ form an orthonormal basis for qubit $j$. Like product states, classically correlated states can be diagonalized with a depth-one circuit composed of one-body unitaries. Hence (C1) and (C2) are efficient for such states. However, the complexity of eigenvalue readout depends on the $\{p_k\}$ distribution; if it is high entropy then eigenvalue readout can scale exponentially.

Finally, we consider pure states of the form $\rho = |\psi\rangle\langle\psi|$. For such states, eigenvalue readout (C3) is efficient because $N_{\text{readout}}$ can be chosen to be independent of $n$, as we noted earlier for the example of pure product states.

Next we argue that the gate complexity of the diagonalizing unitary, (C1), is efficient. The argument is simply that VQSD takes the state $\rho$ as its input, and $\rho$ must have been prepared on a quantum computer. Let $V$ be the unitary that was used to prepare $|\psi\rangle = V|0\rangle$ on the quantum computer. For large $n$, $V$ must have been efficient to implement, otherwise the state $|\psi\rangle$ could not have been prepared. Note that $V^\dagger$, which is constructed from $V$ by reversing the order of the gates and adjoining each gate, can be used to diagonalize $\rho$. Because $V$ is efficiently implementable, then $V^\dagger$ is also efficiently implementable. Hence, $\rho$ can be efficiently diagonalized. A subtlety is that one must compile $V^\dagger$ into one’s ansatz, such as the ansatz in Fig. 2. Fortunately, the overhead needed to compile $V^\dagger$ into our ansatz grows (at worst) only linearly in $n$. An explicit construction for compiling $V^\dagger$ into our ansatz is as follows. Any one-qubit gate directly translates without overhead into our ansatz, while any two-qubit gate can be compiled using a linear number of swap gates to make the qubits of interest to be nearest neighbors, then performing the desired two-qubit gate, and finally using a linear number of swap gates to move the qubits back to their original positions.

Let us now consider the complexity (C2) of searching for $U$. Since there are a linear number of parameters in each layer, and $p$ needs only to grow polynomially in $n$, then the search space dimensionality grows only polynomially in $n$. But this does not guarantee that we can efficiently minimize the cost function, since the landscape is non-convex. In general, search complexity for problems such as this remains an open problem. Hence, we cannot make a general statement about (C2) for pure states.

C. Comparison to Literature

Diagonalizing quantum states with classical methods would require exponentially large memory to store the density matrix, and the matrix operations needed for diagonalization would be exponentially costly. VQSD avoids both of these scaling issues.

Another quantum algorithm that extracts the eigenvalues and eigenvectors of a quantum state is qPCA [2]. Similar to VQSD, qPCA has the potential for exponential speedup over classical diagonalization for particular classes of quantum states. Like VQSD, the speedup in qPCA is contingent on $\rho$ being a low-entropy state.

We performed a simple implementation of qPCA to get a sense for how it compares to VQSD (see Appendix for details). In particular, just like we did for Fig. 3, we considered the one-qubit plus state $\rho = |+\rangle\langle+|$. We implemented qPCA for this state on Rigetti’s noisy simulator.
(whose noise is meant to mimic that of their 8Q-Agate quantum computer). The circuit that we implemented applied one controlled-exponential-swap gate (in order to approximately exponentiate ρ, as discussed in [2]). With this circuit we inferred the two eigenvalues of ρ to be approximately 0.8 and 0.2. Hence, for this simple example, it appears that qPCA gave eigenvalues that were slightly off from the true values of 1 and 0, while VQSD was able to obtain the correct eigenvalues, as discussed in Fig. 3.

D. Future Applications

Finally we discuss various applications of VQSD.

As noted in Ref. [2], one application of quantum state diagonalization is benchmarking of quantum noise processes, i.e., quantum process tomography. Here one prepares the Choi state by sending half of a maximally entangled state through the process of interest. One can apply VQSD to the resulting Choi state to learn about the noise process, which may be particular useful for benchmarking near-term quantum computers.

A special case of VQSD is variational state preparation. That is, if one applies VQSD to a pure state ρ = |ψ⟩⟨ψ|, then one can learn the unitary U(α) that maps |ψ⟩ to a standard basis state. Inverting this unitary allows one to map a standard basis state (and hence the state |0⟩⊗n) to the state |ψ⟩, which is known as state preparation. Hence, if one is given |ψ⟩ in quantum form, then VQSD can potentially find a short-depth circuit that approximately prepares |ψ⟩. (We will explore the special case of variational state preparation in future work.)

In machine learning, PCA is a common subroutine in supervised and unsupervised learning algorithms and also has many direct applications. PCA inputs a data matrix X and finds a new basis such that the variance is maximal along the new basis vectors. One can show that this amounts to finding the eigenvectors of the covariance matrix E[XXT] with the largest eigenvalues, where E denotes expectation value. Thus PCA is reduced to diagonalizing a positive-semidefinite matrix, E[XXT]. Hence VQSD can perform this task provided one has access to QRAM [22] to prepare the covariance matrix as a quantum state. PCA can be used to reduce the dimension of X as well as to filter out noise in data. It is a subroutine in multidimensional scaling—a machine learning algorithm that reconstructs an approximate “map” of vectors x; given only pairwise distances ||x_i - x_j||^2 between them—as well as the isomap algorithm [31] in manifold learning. By generalizing the Euclidean inner product to a positive semi-definite kernel, nonlinear (kernel) PCA can be used on data that is not linearly separable.

Perhaps the most important near-term application of VQSD is to study condensed matter physics. In particular, we propose that one can apply the variational quantum eigensolver [14] to prepare the ground state of a many-body system, and then one can follow this with the VQSD algorithm to characterize the entanglement in this state. Ultimately this approach could elucidate key properties of condensed matter phases. In particular, VQSD allows for entanglement spectroscopy, which has direct application to the identification of topological order [32]. Extracting both the eigenvalues and eigenvectors is useful for entanglement spectroscopy [32], and we illustrated this capability of VQSD in Fig. 4.

IV. METHODS

A. Diagonalization Test Circuits

Here we elaborate on the cost functions C_1 and C_2 and present short-depth quantum circuits to compute them.

1. C_1 and the DIP Test

The function C_1 defined in (6) has several intuitive interpretations. These interpretations make it clear that C_1 quantifies how far a state is from being diagonal. In particular, let D_HS(A, B) := Tr ((A - B)†(A - B)) denote the Hilbert-Schmidt distance. Then we can write

\begin{align}
C_1 &= \min_{\sigma \in \mathcal{D}} D_{HS}(\hat{\rho}, \sigma) \\
&= D_{HS}(\hat{\rho}, \mathcal{Z}(\hat{\rho})) \\
&= \sum_{z, z' \neq z} |\langle z | \hat{\rho} | z' \rangle|^2.
\end{align}

In other words, C_1 is (1) the minimum distance between \( \hat{\rho} \) and the set of diagonal states \( \mathcal{D} \), (2) the distance from \( \hat{\rho} \) to \( \mathcal{Z}(\hat{\rho}) \), and (3) the sum of the absolute squares of the off-diagonal elements of \( \hat{\rho} \).

In addition, C_1 bounds the eigenvalue error defined in (3). Let \( \hat{\lambda} = (\lambda_1, \ldots, \lambda_d) \) and \( \lambda = (\lambda_1, \ldots, \lambda_d) \) denote the inferred and actual eigenvalues of \( \rho \), respectively, both arranged in decreasing order. In this notation we have

\begin{align}
\Delta(\lambda, \hat{\lambda}) &= \lambda - \hat{\lambda} - \hat{\lambda} \cdot \hat{\lambda} - 2\lambda \cdot \hat{\lambda} \quad (23) \\
C_1 &= \lambda \cdot \hat{\lambda} - \hat{\lambda} \cdot \hat{\lambda} \\
&= \Delta(\lambda, \hat{\lambda}) + 2(\lambda \cdot \hat{\lambda} - \hat{\lambda} \cdot \hat{\lambda}). \\
\end{align}

Since the eigenvalues of a density matrix majorize its diagonal elements, \( \lambda \succ \hat{\lambda} \), and the dot product with an ordered vector is a Schur convex function, we have

\begin{equation}
\lambda \cdot \hat{\lambda} \geq \hat{\lambda} \cdot \hat{\lambda}. \quad (26)
\end{equation}

Hence from (25) and (26) we obtain the bound

\begin{equation}
\Delta(\lambda, \hat{\lambda}) \leq C_1. \quad (27)
\end{equation}

For computational purposes, we use the difference of purities interpretation of \( C_1 \) given in (6). The Tr(\( \rho^2 \)) term is independent of \( U_p(\alpha) \). Hence it only needs to be evaluated once, outside of the parameter optimization...
loop. It can be computed via the expectation value of the swap operator $S$ on two copies of $\rho$, using the identity

$$\text{Tr}(\rho^2) = \text{Tr}((\rho \otimes \rho)S).$$

(28)

This expectation value is found with a depth-two quantum circuit that essentially corresponds to a Bell-basis measurement, with classical post-processing that scales linearly in the number of qubits [33, 34]. This is shown in Fig. 5(a). We call this procedure the Destructive Swap Test, since it is like the Swap Test, but the measurement occurs on the original systems instead of an ancilla.

Similarly, the $\text{Tr}(Z(\tilde{\rho})^2)$ term could be evaluated by first dephasing $\tilde{\rho}$ and then performing the Destructive Swap Test, which would involve a depth-three quantum circuit with linear classical post-processing. This approach was noted in Ref. [35]. However, there exists a simpler circuit, which we call the Diagonalized Inner Product (DIP) Test. The DIP Test involves a depth-one quantum circuit with no classical post-processing. An abstract version of this circuit is shown in Fig. 5(b), for two states $\sigma$ and $\tau$. For our application we will set $\sigma = \tau = \tilde{\rho}$, although we discuss the general case below.

Let $\sigma$ and $\tau$ be states on the $n$-qubit systems $A$ and $B$, respectively. Let $\omega_{AB} = \sigma \otimes \tau$ denote the initial state. The action of the CNOTs in Fig. 5(b) gives the state

$$\omega'_{AB} = \sum_{z,z'} X^z \sigma X^{z'} \otimes |z\rangle\langle z| z'\rangle\langle z'|,$$

(29)

where the notation $X^z$ means $X^{z_1} \otimes X^{z_2} \otimes \cdots \otimes X^{z_n}$. Partially tracing over the $B$ system gives

$$\omega'_A = \sum_z \tau_{z,z} X^z \sigma X^z,$$

(30)

where $\tau_{z,z} = \langle z | \tau | z \rangle$. The probability for the all-zeros outcome is then

$$\langle 0 | \omega'_A | 0 \rangle = \sum_z \tau_{z,z} \langle 0 | X^z \sigma X^z | 0 \rangle = \sum_z \tau_{z,z} \sigma_{z,z},$$

(31)

which follows because $X^z |0 \rangle = | z \rangle$. Hence the probability for the all-zeros outcome is precisely the diagonalized inner product. Note that in the special case where $\sigma = \tau = \tilde{\rho}$, we obtain the sum of the squares of the diagonal elements, $\sum_z \tau_{z,z}^2 = \text{Tr}(\tilde{\rho}^2)$.

In summary, $C_1$ is efficiently computed by using the Destructive Swap Test for the $\text{Tr}(\rho^2)$ term and the DIP Test for the $\text{Tr}(Z(\tilde{\rho})^2)$ term.

2. $C_2$ and the PDIP Test

Like $C_1$, $C_2$ can also be rewritten in terms of the Hilbert-Schmidt distance. Namely, $C_2$ is the average distance of $\tilde{\rho}$ to each locally-dephased state $Z_j(\tilde{\rho})$:

$$C_2 = \frac{1}{n} \sum_{j=1}^n D_{\text{HS}}(\tilde{\rho}, Z_j(\tilde{\rho})).$$

(32)

where $Z_j(\cdot) = \sum_i (|i\rangle\langle i| \otimes 1_{\not= j}) (|i\rangle\langle i| \otimes 1_{\not= j})$. Naturally, one would expect that $C_2 \leq C_1$, since $\tilde{\rho}$ should be closer to each locally dephased state than to the fully dephased state. Indeed this is true and can be seen from:

$$C_2 = C_1 - \frac{1}{n} \sum_{j=1}^n \min_{\sigma \in D} D_{\text{HS}}(Z_j(\tilde{\rho}), \sigma).$$

(33)

However, $C_1$ and $C_2$ vanish under precisely the same conditions, as noted in Eq. (8). One can see this as follows. The condition $\tilde{\rho} = Z_j(\tilde{\rho})$ for all $j$ corresponds to $C_2 = 0$. This implies that $\tilde{\rho} = (Z_1 \otimes \cdots \otimes Z_n)(\tilde{\rho}) = Z(\tilde{\rho})$, which follows by repeatedly acting with local dephasing channels. Thus, $C_2$ is faithful, vanishing iff $\tilde{\rho}$ is diagonal.

Writing $C_2$ in terms of purities, as in (7), shows how it can be computed on a quantum computer. As in the case of $C_1$, the first term in (7) is computed with the Destructive Swap Test. For the second term in (7), each purity $\text{Tr}(Z_j(\tilde{\rho})^2)$ could also be evaluated with the Destructive Swap Test, by first locally dephasing the appropriate
qubit. However, we present a slightly improved circuit to compute these purities that we call the Partially Diagonalized Inner Product (PDIP) Test. The PDIP Test circuit is shown in Fig. 5(c) for the general case of feeding in two distinct states $\sigma$ and $\tau$ with the goal of computing the inner product between $Z_j(\sigma)$ and $Z_j(\tau)$. For generality we let $l$, with $0 \leq l \leq n$, denote the number of qubits being locally dephased for this computation. If $l > 0$, we define $j = (j_1, \ldots, j_l)$ as a vector of indices that indicates which qubits are being locally dephased.

The PDIP Test is a hybrid of the Destructive Swap Test and the DIP Test, corresponding to the former when $j$ and $\sigma$ are being locally dephased for this computation. If $j'\neq j$, we let $z = (z_1, \ldots, z_n)$ be such that $z_j \neq z_j'$, and obtaining the all-zeros outcome would leave systems $A_jB_{j'}$ in two distinct states $A_jB_{j'}$ and $B_{j'}A_j$, respectively. Measuring system $A_jB_{j'}$ in the (unnormalized) conditional state:

$$\text{Tr}((|z\rangle\langle z| \otimes \mathbb{I} )\tau),$$

where $X^z$ and $|z\rangle\langle z|$ act non-trivially only on the $j$ subsystems of $A$ and $B$, respectively. Measuring system $A_j$ and obtaining the all-zeros outcome would leave systems $A_jB_{j'}$ in the (unnormalized) conditional state:

$$\text{Tr}_{A_j}(|0\rangle\langle 0| \otimes \mathbb{I})\omega_{AB_{j'}} = \sum_z \sigma^z_j \otimes \tau^z_{j'},$$

with $X^z$ and $|z\rangle\langle z|$ act non-trivially only on the $j$ subsystems of $A$ and $B$, respectively. Measuring system $A_j$ and obtaining the all-zeros outcome would leave systems $A_jB_{j'}$ in the (unnormalized) conditional state:

$$\text{Tr}_{A_j}(|0\rangle\langle 0| \otimes \mathbb{I})\omega_{AB_{j'}} = \sum_z \sigma^z_j \otimes \tau^z_{j'},$$

where $\sigma^z_j := \text{Tr}_{A_j}(|z\rangle\langle z| \otimes \mathbb{I})\sigma$ and $\tau^z_{j'} := \text{Tr}_{B_{j'}}(|z\rangle\langle z| \otimes \mathbb{I})\tau$. Finally, computing the expectation value for the swap operator (via the Destructive Swap Test) on the state in (35) gives

$$\sum_z \text{Tr}(\sigma^z_j \otimes \tau^z_{j'})S = \sum_z \text{Tr}(\sigma^z_j \otimes \tau^z_{j'}) = \text{Tr}(Z_j(\sigma)Z_j(\tau)).$$

The last equality can be verified by noting that $Z_j(\sigma) = \sum_z |z\rangle\langle z| \otimes \sigma^z_j$, and $Z_j(\tau) = \sum_z |z\rangle\langle z| \otimes \tau^z_{j'}$. Specializing (36) to $\sigma = \tau = \hat{\rho}$ gives the quantity $\text{Tr}(Z_j(\hat{\rho})^2)$.

3. $C_1$ versus $C_2$

Here we discuss the contrasting merits of the functions $C_1$ and $C_2$, hence motivating our cost definition in (9).

As noted previously, $C_1$ has an operational meaning as an upper bound on eigenvalue error, whereas $C_2$ does not share this interpretation. In addition, the circuit for computing $C_1$ is more efficient than that for $C_2$. The circuit for computing the second term in $C_1$, shown in Fig. 5(b) has a gate depth of one, with $n$ CNOT gates, $n$ measurements, and no classical post-processing. The circuit for computing the second term in $C_2$, shown in Fig. 5(c) has a gate depth of two, with $n$ CNOT gates, $2n-1$ measurements, and classical post-processing whose complexity scales linearly in $n$. So in every aspect (gate depth, gate count, number of measurements, and classical post-processing), the circuit for computing $C_1$ is less complex than that for $C_2$. Hence, this implies that $C_1$ can be computed with greater accuracy than $C_2$ on a noisy quantum computer.

On the other hand, consider how the landscape for $C_1$ and $C_2$ scale with $n$. As a simple example, suppose $\rho = |0\rangle\langle 0| \otimes \cdots \otimes |0\rangle\langle 0|$ is a tensor product of $n$ copies of the $|0\rangle\langle 0|$ state. Suppose one takes a single parameter ansatz for $U$, such that $U(\theta) = R_X(\theta) \otimes \cdots \otimes R_X(\theta)$, where $R_X(\theta)$ is a rotation about the $X$-axis of the Bloch sphere by angle $\theta$. For this example, $C_1$ is

$$C_1(\theta) = 1 - \text{Tr}(Z(\hat{\rho})^2) = 1 - x(\theta)^n$$  (37)

where $x(\theta) = \text{Tr}(Z(R_X(\theta)|0\rangle\langle 0| R_X(\theta)^\dagger)^2) = (1 + \cos^2 \theta)/2$. If $\theta$ is not an integer multiple of $\pi$, then $x(\theta) < 1$, and $x(\theta)^n$ will be exponentially suppressed for large $n$. In other words, for large $n$, the landscape for $x(\theta)^n$ becomes similar to that of a delta function: it is zero for all $\theta$ except for multiples of $\pi$. Hence, for large $n$, it becomes difficult to train the unitary $U(\theta)$ because the gradient vanishes for most $\theta$. This is just an illustrative example, but this issue is general. Generally speaking, for large $n$, the function $C_1$ has a sharp gradient near its global minima, and the gradient vanishes when one is far away from these minima. Ultimately this limits $C_1$’s utility as a training function for large $n$.

In contrast, the function $C_2$ does not suffer from this issue. For the example in the previous paragraph, we have

$$C_2(\theta) = 1 - x(\theta),$$  (38)

which is independent of $n$. So for this example the gradient of $C_2$ does not vanish as $n$ increases, and hence $C_2$ can be used to train the parameter $\theta$. More generally, the landscape of $C_2$ is less barren than that of $C_1$ for large $n$. We can argue this, particularly, for states $\rho$ that have low rank or low entropy. The second term in (7), which is the term that provides the variability with $\alpha$, does not vanish even for large $n$, since (as shown in Appendix D):

$$\text{Tr}(Z_j(\hat{\rho})^2) \geq 2^{-H(\rho)-1} \geq \frac{1}{2r}.$$  (39)

Here, $H(\rho) = -\text{Tr}(\rho \log_2 \rho)$ is the von Neumann entropy of $\rho$, and $r$ is the rank of $\rho$. So as long as $\rho$ is low entropy or low rank, then the second term in $C_2$ will not vanish. Note that a similar bound does not exist for second term in $C_1$, which does tend to vanish for large $n$.

Due to these issues, we proposed a weighted average of $C_1$ and $C_2$ for our cost $C$ in (9). This allows one to weight $C_1$ moreso for small $n$ and $C_2$ moreso for large $n$. 
B. Optimization Methods

Finding $\alpha_{\text{opt}}$ in (5) is a major component of VQSD. While many works have benchmarked classical optimization algorithms (e.g., Ref. [36]), the particular case of optimization for variational hybrid algorithms [37] is limited and needs further work [38]. Both gradient-based and gradient-free methods are possible, but gradient-based methods may not work as well with noisy data. Additionally, Ref. [39] notes that gradients of a large class of circuit ansatze vanish when the number of parameters becomes large. These and other issues (e.g., sensitivity to initial conditions, number of function evaluations) should be considered when choosing an optimization method.

In our preliminary numerical analyses (see Appendix B), we found that the Powell optimization algorithm [40] performed the best on both quantum computer and simulator implementations of VQSD. This derivative-free algorithm uses a bi-directional search along each parameter using Brent’s method. Our studies showed that Powell’s method performed the best in terms of convergence, sensitivity to initial conditions, and number of correct solutions found. The implementation of Powell’s algorithm used in this paper can be found in the open-source Python package SciPy Optimize [41].
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FIG. 6. Circuit used to implement VQSD for $\rho = |+\rangle\langle+|$ on Rigetti’s 8Q-Agave quantum computer. Vertical dashed lines separate the circuit into logical components.

Appendix A: Details on VQSD Implementations

Here we provide further details on our implementations of VQSD in Sec. II B.

First, we discuss our implementation on a quantum computer (data shown in Fig. 3). Figure 6 displays the circuit used for this implementation. This circuit is logically divided into three sections. First, we prepare two copies of the plus state $\rho = |+\rangle\langle+| = H|0\rangle\langle0|H$ by doing a Hadamard gate $H$ on each qubit. Next, we implement one layer of a unitary ansatz, namely $U(\theta) = R_z(\theta)R_x(\pi/2)$. This ansatz was chosen because each gate can be natively implemented on Rigetti’s quantum computer. To simplify the search space, we restricted to one parameter instead of a universal one-qubit unitary. Last, we implement the DIP Test circuit, described in Fig. 5, which here consists of only one CNOT gate and one measurement.

For the parameter optimization loop, we used the Powell algorithm mentioned in Sec. IV B. This algorithm found the minimum cost in less than ten objective function evaluations on average. Each objective function evaluation (i.e., call to the quantum computer) sampled from 10,000 runs of the circuit in Fig. 6. As can be seen in Fig. 3(b), 10,000 runs was sufficient to accurately estimate the cost function (9) with small variance. Because the problem size was small, we took $q = 1$ in (9), which provided adequate variability in the cost landscape.

Because of the noise levels in current quantum computers, we limited VQSD implementations on quantum hardware to only one-qubit states. Noise affects the computation in multiple areas. For example, in state preparation, qubit-specific errors can cause the two copies of $\rho$ to actually be different states. Subsequent gate errors (notably two-qubit gates), decoherence, and measurement errors prevent the cost from reaching zero even though the optimal value of $\theta$ is obtained.

Next, we discuss our VQSD implementation on a simulator (data shown in Fig. 4). For this implementation we again chose $q = 1$ in our cost function. Because of the larger problem size (diagonalizing a 4-qubit state), we employed multiple layers in our ansatz, up to $p = 5$. The simulator directly calculated the measurement probability distribution in the DIP Test, as opposed to determining the desired probability via sampling. This allowed us to use a gradient-based method to optimize our cost function, reducing the overall runtime of the optimization. Hence, our simulator implementation for the Heisenberg model demonstrated a future application of VQSD while alleviating the optimization bottleneck that is present for all variational quantum algorithms on large problem sizes, an area that needs further research [38].

We explore optimization methods further in Appendix B.

Appendix B: Comparison of Optimization Methods

As emphasized previously, numerical optimization plays a key role in all variational hybrid algorithms, and further research in optimization methods is needed. In VQSD, the accuracy of the inferred eigenvalues are closely tied to the performance of the optimization algorithm used in the parameter optimization loop. This issue becomes increasingly important as one goes to large problem sizes (large $n$), where the number of parameters in the diagonalizing unitary becomes large.

Here, we compare the performance of six different optimization algorithms when used inside the parameter optimization loop of VQSD. These include Powell’s algorithm [40], Constrained Optimization BY Linear Approximation (COBYLA) [42], Bound Optimization BY Quadratic Approximation (BOBYQA) [43], Nelder-Mead [44], Broyden-Fletcher-Goldfarb-Shanno (BFGS) [45], and conjugate gradient (CG) [45]. As mentioned in
In this study, as well as others, we found that the Powell algorithm is the best method for VQSD. For other variational quantum algorithms, this may not necessarily be the case. In particular, we emphasize that the optimization landscape is determined by both the unitary ansatz and the cost function definition, which may vary drastically in different algorithms. While we found that gradient-based methods did not perform well for VQSD, they may work well for other applications. Additionally, optimizers that we have not considered here may also provide better performance. We leave these questions to further work.

Appendix C: Implementation of qPCA

In the main text we compared VQSD to the qPCA algorithm. Here we give further details on our implementation of qPCA. Let us first give an overview of qPCA.

1. Overview of qPCA

The qPCA algorithm exploits two primitives: quantum phase estimation and density matrix exponentiation. Combining these two primitives allows one to estimate the eigenvalues and prepare the eigenvectors of a state \( \rho \).

Density matrix exponentiation refers to generating the unitary \( V(t) = e^{-i\rho t} \) for a given state \( \rho \) and arbitrary time \( t \). For qPCA, one actually needs to apply the controlled-\( V(t) \) gate (\( C_{V(t)} \)). Namely, in qPCA, the \( C_{V(t)} \) gate must be applied for a set of times, \( \{ t, 2t, 2^2t, \ldots, 2^\text{tmax} \} \), as part of the phase-estimation algorithm. Here we define \( \text{tmax} := 2^\text{t} \).

Ref. [2] noted that \( V(t) \) can be approximated with a sequence of \( k \) exponential swap operations between a target state \( \sigma \) and \( k \) copies of \( \rho \). That is, let \( S_{JK} \) be the swap operator between systems \( J \) and \( K \), and let \( \sigma \) and \( \rho^{\otimes k} \) be
be states on systems $A$ and $B = B_1...B_r$, respectively. Then one performs the transformation

$$\tau_{AB} = \sigma \otimes (\rho^\otimes k) \quad \rightarrow \quad \tau'_{AB} = W(\sigma \otimes (\rho^\otimes k))W^\dagger, \quad (C1)$$

where

$$W = U_{AB_k} \cdots U_{AB_1}, \quad \text{and} \quad U_{JK} = e^{-iS_{JK} \Delta t}. \quad (C2)$$

The resulting reduced state is

$$\tau'_A = \text{Tr}_B(\tau'_{AB}) \approx V(t)\rho V(t)^\dagger \quad (C3)$$

where $t = k\Delta t$. Finally, by turning each $U_{JK}$ in (C2) into a controlled operation:

$$C_{U_{JK}} = |0\rangle\langle 0| \otimes 1 + |1\rangle\langle 1| \otimes e^{-iS_{JK} \Delta t}, \quad (C4)$$

and hence making $W$ controlled, one can then construct an approximation of $C_{V(i)}$.

If one chooses the input state for quantum phase estimation to be $\rho = \sum_z \lambda_z |v_z\rangle\langle v_z|$ itself, then the final state becomes

$$\sum_z \lambda_z |v_z\rangle\langle v_z| \otimes |\hat{\lambda}_z\rangle \langle \hat{\lambda}_z| \quad (C5)$$

where $\hat{\lambda}_z$ is a binary representation of an estimate of the corresponding eigenvalue $\lambda_z$. One can then sample from the state in (C5) to characterize the eigenvalues and eigenvectors.

The approximation of $V(t)$ in (C3) can be done with accuracy $\epsilon$ provided that one uses $O(t^2 \epsilon^{-1})$ copies of $\rho$. The time $t_{\text{max}}$ needed for quantum phase estimation to achieve accuracy $\epsilon$ is $t_{\text{max}} = O(\epsilon^{-1})$. Hence, with qPCA, the eigenvalues and eigenvectors can be obtained with accuracy $\epsilon$ provided that one uses $O(\epsilon^{-3})$ copies of $\rho$.

2. Our Implementation of qPCA

Figure 8 shows our strategy for implementing qPCA on an arbitrary one-qubit state $\rho$. The circuit shown corresponds to the quantum phase estimation algorithm with one bit of precision (i.e., one ancilla qubit). A Hadamard gate is applied to the ancilla qubit, which then acts as the control system for the $C_{V(i)}$ gate, and finally the ancilla is measured in the $x$-basis. The $C_{V(i)}$ is approximated (as discussed above) with $k$ applications of the controlled-exponential-swap gate.

To implement qPCA, the controlled-exponential-swap gate in (C4) must be compiled into one- and two-body gates. For this purpose, we used the machine-learning approach from Ref. [34] to obtain a short-depth gate sequence for controlled-exponential-swap. The gate sequence we obtained is shown in Fig. 8 and involves 7 CNOTs and 8 one-qubit gates. Most of the one-qubit gates are $z$-rotations and hence are error-free (implemented via a clock change), including the following gates:

$$u_1 = u_5 = u_7 = R_z(-\pi + \Delta t)/2 \quad (C6)$$
$$u_3 = R_z((\pi - \Delta t)/2) \quad (C7)$$
$$u_4 = R_z(\Delta t/2) \quad (C8)$$
$$u_8 = R_z(\pi/2). \quad (C9)$$

The one-qubit gates that are not $z$-rotations are:

$$u_2 = \frac{1}{\sqrt{2}} \begin{pmatrix} e^{-i(\pi-\Delta t)/2} & 1 \\ 1 & e^{i(\pi+\Delta t)/2} \end{pmatrix} \quad (C10)$$
$$u_6 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & e^{-i(\pi+\Delta t)/2} \\ -i & e^{-i\pi/2} \end{pmatrix}. \quad (C11)$$

We implemented the circuit in Fig. 8 using both Rigetti’s noisefree simulator, known as the Quantum Virtual Machine (QVM), as well as their noisy QVM that utilizes a noise model of their 8Q-Agave chip. Because
the latter is meant to mimic the noise in the 8Q-Agave chip, our qPCA results on the noisy QVM can be compared to our VQSD results on the 8Q-Agave chip in Fig. 3. (We remark that lack of availability prevented us from implementing qPCA on the actual 8Q-Agave chip.)

For our implementation, we chose the one-qubit plus state, \( \rho = |+\rangle \langle +| \). Implementations were carried out using both one and two controlled-exponential-swap gates, corresponding to \( k = 1 \) and \( k = 2 \). The time \( t \) for which the unitary \( e^{-\mathrm{i}pt} \) was applied was increased.

Figure 9 shows the raw data, i.e., the largest inferred eigenvalue versus \( t \). In each case, small values of \( t \) gave more accurate eigenvalues. In the noiseless case, the eigenvalues of \( \rho = |+\rangle \langle +| \) were correctly estimated to be \( \approx \{1, 0\} \) already for \( k = 1 \) and consequently also for \( k = 2 \). In the noisy case, the eigenvalues were estimated to be \( \approx \{0.8, 0.2\} \) for \( k = 1 \) and \( \approx \{0.7, 0.3\} \) for \( k = 2 \), where we have taken the values for small \( t \).

Table II summarizes the different cases.

Already for the case of \( k = 1 \), the required resources of qPCA (3 qubits + 7 CNOT gates) for estimating the eigenvalue of an arbitrary pure one-qubit state \( \rho \) are higher than those of the DIP test (2 qubits + 1 CNOT gate) for the same task. Consequently, the DIP test yields more accurate results as can be observed by comparing Fig. 3 to Fig. 9. Increasing the number of copies to \( k = 2 \) only decreases the accuracy of the estimation, since the \( C_{V(t)} \) gate is already well approximated for short application times \( t \) when \( k = 1 \) in the noiseless case. Thus, increasing the number of copies does not offer any improvement in the noiseless case, but instead leads to poorer estimation performance in the noisy case. This can be seen for the \( k = 2 \) case (see Fig. 9 and Table II), due to the doubled number of required CNOT gates relative to \( k = 1 \).

Appendix D: Proof of Eq. (39)

Let \( H_2(\sigma) = -\log_2[\text{Tr}(\sigma^2)] \) be the Renyi entropy of order two. Then, noting that \( H_2(\sigma) \leq H(\sigma) \), we have

\[
\text{Tr}(\hat{Z}_j(\hat{\rho})) = 2^{-H_2(\hat{Z}_j(\hat{\rho}))} \geq 2^{-H(\hat{Z}_j(\hat{\rho}))},
\]

Next, let \( A \) denote qubit \( j \), and let \( B \) denote all the other qubits. This allows us to write \( \rho = \rho_{AB} \) and \( \hat{\rho} = \hat{\rho}_{AB} \). Let \( C \) be a purifying system such that \( \rho_{ABC} \) and \( \hat{\rho}_{ABC} \) are both pure states. Then we have

\[
H(\hat{Z}_j(\hat{\rho})) = H(\hat{Z}_j(\hat{\rho}_{AB}))
\]
\[
= H(\hat{Z}_j(\hat{\rho}_{AC}))
\]
\[
\leq H(\hat{Z}_j(\hat{\rho}_{A})) + H(\hat{\rho}_{C})
\]

where the inequality in (D4) used the subadditivity of von Neumann entropy. Finally, note that

\[
H(\hat{\rho}_{C}) = H(\hat{\rho}_{AB}) = H(\rho_{AB}) = H(\rho)
\]

and \( H(\hat{Z}_j(\hat{\rho}_{A})) \leq 1 \), which gives

\[
H(\hat{Z}_j(\hat{\rho})) \leq 1 + H(\rho).
\]

Substituting (D6) into (D1) gives

\[
\text{Tr}(\hat{Z}_j(\hat{\rho})) \geq 2^{-1-H(\rho)},
\]

and (39) follows from \( H(\rho) \leq \log_2 r \).