ON A SINGULAR PERTURBATION
OF THE NAVIER-STOKES EQUATIONS

ALEXANDER SHLAPUNOV AND NIKOLAI TARKHANOV

Abstract. The paper is aimed at analysing a singular perturbation of the
Navier-Stokes equations on a compact closed manifold. The case of compact
smooth manifolds with boundary under the Dirichlet conditions is also in-
cluded. Global existence and uniqueness is established for the weak solutions
of the Cauchy problem. The solution of the regularised system is shown to
converge to the solution of the conventional Navier-Stokes equations provided
it is uniformly bounded in parameter.
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The classical Navier-Stokes equations for the incompressible viscous fluid in a
domain $\mathcal{X}$ of $\mathbb{R}^n$ have the form

$$
\begin{align*}
\partial_t v - \nu \Delta v + N(v) + \text{grad } p &= f, \\
\text{div } v &= 0
\end{align*}
$$

(0.1)

for $(x, t) \in \mathcal{X} \times I$, where $I = (0, T)$ is finite or infinite time interval. Here, $v$ stands for the velocity vector of the flow, $p$ for the pressure and $f$ for the outer force field, all of them being functions of $(x, t)$. The quantity $\nu$ is the so-called kinematic viscosity of the fluid and $\nu$ is assumed to be a positive constant. The resistance of system (0.1) to mathematical study is caused by the nonlinear term $N(v) = v' \cdot x v$, where $v' \cdot x$ is the Jacobi matrix of the mapping $\mathcal{X} \to \mathbb{R}^n$ given by $x \mapsto v(x, t)$ at any instant $t \in I$. Being a bidifferential operator, $N$ fails to be Lipschitz continuous on unbounded subsets of fit function spaces. There is a huge literature devoted to the Navier-Stokes equations, for which we refer the reader to [Tem79], [Lad03] and [Tao16].

As the Navier-Stokes equations are nonlinear, one needs a specific trick to introduce the concept of a weak solution for them. To wit, a locally square integrable vector $v$ on $\mathcal{X} \times I$ is called a weak solution of (0.1) if it is weakly divergence-free and if

$$
\iint_{\mathcal{X} \times I} \left( (v, \partial_t w)_{x,t} - \nu (v, \Delta w)_{x,t} - (v, w'_x v)_{x,t} \right) \, dx \, dt = \iint_{\mathcal{X} \times I} (f, w)_{x,t} \, dx \, dt
$$

(0.2)

for all smooth vector fields $w$ with compact support in $\mathcal{X} \times I$ satisfying $\text{div } w = 0$. This definition is due to [Hop51] who specified it for solutions of the first mixed problem for the Navier-Stokes system in the cylinder $\mathcal{X} \times I$ with initial data at $t = 0$ and zero Dirichlet data on the lateral surface $\partial \mathcal{X} \times I$ and established the existence of a weak solution to the first mixed problem with finite energy norm. In [Lad70], [Lio69] and [Tem79] one uses a slightly different concept of a weak solution which refines that of [Hop51] in the case where the weak solution belongs to $H^1(I, L^2(\mathcal{X}, \mathbb{R}^n)) \cap L^2(I, H_0^1(\mathcal{X}, \mathbb{R}^n))$. It does not apply to define weak solutions in $L^2_{\text{loc}}(\mathcal{X} \times I, \mathbb{R}^n)$. Note that, under finite energy norm, the uniqueness property for the classical Navier-Stokes equations takes place first in $L^r(I, L^q(\mathcal{X}, \mathbb{R}^n))$ with $q > n$ and $2/r + n/q \leq 1$, see ibid.

Suppose $f = 0$. Then a direct calculation shows that $v = c(t)\text{grad } h(x)$ is a solution of (0.2), provided only that $c$ is a square integrable function and $h$ is harmonic. The vector field $v$ is infinitely differentiable so far as the space variables are concerned but need not possess any time derivatives whatever. The conclusion which we draw from this example is that the order of time differentiability of a weak solution is intimately tied to the amount of time regularity which is originally assumed. On the other hand, quite modest assumptions concerning the spatial regularity of a weak solution are enough to guarantee $C^\infty$ with respect to the space variables, see [Ser62].

As usual the velocity $v$ is subject to an initial condition $v = v_0$ on the lower base of $\mathcal{X} \times I$ and a Dirichlet condition $v = v_l$ on the lateral boundary of the cylinder. If one wants to work in a framework where the boundary conditions are understood in the sense of traces, and not just weakly, then one can choose an $L^q$ setting and require that the solution $v$ belongs to the space $W^{1,q}(I, L^q(\mathcal{X}, \mathbb{R}^n)) \cap L^q(I, W^{2,q}(\mathcal{X}, \mathbb{R}^n))$.
for some $q \in (1, \infty)$. In order to obtain the optimal spaces for the data, one needs sharp trace results for the space. It is known that the trace $v_0$ of $v$ at $t = 0$ belongs to $W^{2-2/q}(\mathcal{X}, \mathbb{R}^n)$ and the restriction $v_l$ of $v$ to the lateral boundary belongs to the anisotropic space $W^{1-1/2q}(I, L^q(\partial \mathcal{X}, \mathbb{R}^n)) \cap L^q(I, W^{2-1/q}(\partial \mathcal{X}, \mathbb{R}^n))$, cf. [Slo58]. Observe that the restriction to the lateral boundary still retains some time regularity. Moreover, one has $f \in L^q(I, L^q(\mathcal{X}, \mathbb{R}^n))$, the latter space being $L^q(\mathcal{X} \times I, \mathbb{R}^n)$, and the compatibility condition $v_0 = v_l$ should hold at $t = 0$, if $v_l$ has a trace at $t = 0$, which happens for $q > 3$. One often takes a large $q$ to simplify the treatment of the nonlinearity. Thus, the norm of $W^{2-2/q}(\mathcal{X}, \mathbb{R}^n)$ is far away from the norms one can control by the usual a priori estimates, such as the norms of $H^1$ or $L^\infty$.

Since [Hop51] much efforts were made to prove the uniqueness and regularity of the weak solution to the first mixed problem for the Navier-Stokes equations. However, there has been no breakthrough unless $n = 2$, in which case the results are due to [Ler34a, Ler34b] and independently [Lad70]. In [Lad03] one finds certain indirect evidence to the fact that the weak solution of [Hop51] might be not unique, and so fail to be regular. The paper [Tao16] establishes a finite time blowup for an averaged three-dimensional Navier-Stokes equation. Our starting point in [ST16] is to give the Navier-Stokes equations a regular domain to have got the uniqueness from the very beginning. We proved in [ST16] that the Cauchy problem for (0.1) in all of $\mathbb{R}^n$ is stable in weighted Hölder spaces, i.e., the corresponding mapping is open. On the other hand, the proof of the range closedness requires hard a priori estimates which we have not been able to prove. They seem to be closely tied to the indirect evidence to the fact that the weak solution of [Hop51] might be not unique, and so fail to be regular. The paper [Tao16] establishes a finite time blowup for an averaged three-dimensional Navier-Stokes equation. Our starting point in [ST16] is to give the Navier-Stokes equations a regular domain to have got the uniqueness from the very beginning. We proved in [ST16] that the Cauchy problem for (0.1) in all of $\mathbb{R}^n$ is stable in weighted Hölder spaces, i.e., the corresponding mapping is open. On the other hand, the proof of the range closedness requires hard a priori estimates which we have not been able to prove. They seem to be closely tied to the specific form of the nonlinear term $v^2 v$ in (0.1). As mentioned, on replacing $v^2 v$ away from a ball of any radius by a mapping which is Lipschitz continuous we immediately get existence. To understand to what extent it is physically meaningful to perturb the nonlinear term we introduced in [MST15] generalised Navier-Stokes equations related to elliptic complexes.

The first paper to consider the Navier-Stokes equations on Riemannian manifolds is the classical paper [EM70]. There, the authors employ the Hodge Laplacian but add a note in the proof emphasizing that the “correct” Laplacian for Navier-Stokes should be constructed from the Bochner Laplacian, referring to [Sto59]. This point is reiterated by [Tay10] and taken up again in [CC13] and [Lec16], the last papers dealing precisely with the issue of non-uniqueness for the Navier-Stokes equations on manifolds.

In this paper we analyse a regularised form of the conventional Navier-Stokes equations. More precisely, we consider the first mixed problem for solutions of the system

$$
\begin{align*}
\partial_t v + \varepsilon (-\Delta)^m v - \nu \Delta v + N(v) + \text{grad} p &= f, \\
\text{div} v &= 0
\end{align*}
$$

(0.3)

in the cylinder $\mathcal{X} \times I$, where $m$ is a natural number satisfying $2m - 1 \geq n/2$ and $\varepsilon$ a small positive parameter. Given any data $f \in L^2(\mathcal{X} \times I, \mathbb{R}^n)$ and $v_0 \in H^m_0(\mathcal{X}, \mathbb{R}^n)$, we show the existence of a weak solution $v \in L^\infty(I, L^2(\mathcal{X}, \mathbb{R}^n)) \cap L^2(I, H^m_0(\mathcal{X}, \mathbb{R}^n))$ to the problem with zero data on the lateral surface of the cylinder. Moreover, the solution fulfills an energy estimate, it is unique and inherits the regularity from $f$ and $u_0$.

If the solution $u$ is bounded in $L^2(I, H^m_0(\mathcal{X}, \mathbb{R}^n))$ uniformly in $\varepsilon$, then it approaches the unique weak solution to the conventional problem in the norm of
$L^\infty(I, L^2(\mathcal{X}, \mathbb{R}^n)) \cap L^2(I, H^1_0(\mathcal{X}, \mathbb{R}^n))$. The conclusion which we might draw from these results is that system (0.3) with $m \geq (n + 2)/4$ is an adequate regularisation of the equations of dynamics of incompressible viscous fluid in an $n$-dimensional space. We focus on the case where $\mathcal{X}$ is a compact $C^\infty$ manifold without boundary. The case of compact smooth manifolds with boundary under the zero Dirichlet conditions is also included.

Part 1. The generalised Navier-Stokes equations

1. The Navier-Stokes equations for elliptic complexes

Let $\mathcal{X}$ be a compact closed Riemannian manifold of dimension $n$. Consider an elliptic complex

$$0 \to C^\infty(\mathcal{X}, F^0) \xrightarrow{A^0} C^\infty(\mathcal{X}, F^1) \xrightarrow{A^1} \ldots \xrightarrow{A^{N-1}} C^\infty(\mathcal{X}, F^N) \to 0$$

of first order differential operators $A^i$ on $\mathcal{X}$ acting between sections of smooth vector bundles $F^i$ over $\mathcal{X}$. As usual, we write $A$ for the graded operator associated with sequence (1.1), which is defined by $Au = A^i u$ for sections $u$ of $F^i$. The operator $A$ is called the differential of complex (1.1) and its square $A^2$ vanishes, for the composition of any two neighbouring operators in (1.1) is zero by the definition of a complex.

Remark 1.1. Slight changes in the proofs actually show that the theory still applies to complexes of pseudodifferential operators. But it is not our purpose to develop this point here.

Choosing a volume form $dx$ on $\mathcal{X}$ and a Riemannian metric $\langle \cdot, \cdot \rangle_x$ in the fibres of $F^i$, we equip each bundle $F^i$ with a smooth bundle homomorphism $\ast : F^i \to F^{i\ast}$ defined by $\langle \ast u, v \rangle = \langle u, v \rangle_x$ for $u, v \in F^i_x$, and the space $C^\infty(\mathcal{X}, F^i)$ with the unitary structure

$$\langle u, v \rangle = \int_{\mathcal{X}} \langle u, v \rangle_x dx$$

giving rise to the Hilbert space $L^2(\mathcal{X}, F^i)$. Write $A^{i\ast}$ for the formal adjoint of $A^i$ and $A^\ast$ for the corresponding graded operator given by $A^\ast u = A^{i\ast} u$ for sections $u$ of $F^i$. By analogy with the terminology used in hydrodynamics, we call divergence-free those sections $u$ of $F^i$ which satisfy $A^\ast u = 0$, by the vorticity of $u$ is meant the section $A\pi u$, and any section $\pi$ of $F^{i-1}$ satisfying $A^\pi u = u$ is said to be a potential of $u$.

The ellipticity of complex (1.1) proves to be equivalent to saying that the Laplacian $\Delta = A^\ast A + AA^\ast$ is an elliptic pseudodifferential operator of order two on sections of $F^i$, for every $i = 0, 1, \ldots, N$, see [Tar95]. The Laplacian $\Delta$ is nonnegative on $C^\infty(\mathcal{X}, F^i)$, for $(\Delta u, u) = \|A u\|^2 + \|A^\ast u\|^2$ for all sections $u \in C^\infty(\mathcal{X}, F^i)$. In the sequel we tacitly assume that $i$ is fixed, thus restricting our attention to complex (1.1) at step $i$.

Let $m$ be a nonnegative integer. Our standing assumption on $m$ will be that $m \geq (n + 2)/4$. The system

$$\begin{align*}
\partial_t v + \varepsilon \Delta^m v + \nu \Delta v + N(v) + Ap &= f, \\
A^\ast v &= 0
\end{align*}$$

(1.2)

in the cylinder $C = \mathcal{X} \times I$ for the unknown sections $v$ and $p$ of $F^i$ and $F^{i-1}$, respectively, is an obvious reformulation of (0.3) within the framework of elliptic...
complexes. If (1.1) is the de Rham complex on $\mathcal{X}$ and $i = 1$, then (1.2) just amounts to (0.3) up to the duality between one-forms and vector fields on $\mathcal{X}$. In the general case, by $N$ is meant any nonlinear cochain mapping of complex (1.1) given by a sequence of first order bidifferential operators $N^i(u,v)$ on $\mathcal{X}$, and $N^i(u)$ stands for $N^i(u,u)$.

Remark 1.2. One can take specifically $m = (n + 2)/4$ but we did not so to avoid considering the fractional powers of pseudodifferential operators, see [Shu87] and elsewhere.

Note that system (1.2) is equivalent to the generalised Navier-Stokes equations in the sense of [MST15] corresponding to the elliptic complex of (1.1) whose differential is changed to $\sqrt{I + (\varepsilon/\nu)\Delta^{m-1}}A$.

If $s \in \mathbb{Z}_{\geq 0}$, we use the designation $s(s)$ for the pair $(2ms,s)$. Let $H^{s(s)}(\mathcal{C}, F^i)$ stand for the Hilbert space of all sections of the bundle $F^i$ over $\mathcal{C}$ of Slobodetski class $H^{s(s)}$, see [Slo58]. A section $u$ is said to belong to $H^{s(s)}(\mathcal{C}, F^i)$ if, for any coordinate patch $\mathcal{U}$ in $\mathcal{X}$ over which the bundle $F^i$ is trivial, the derivatives $\partial_x^a \partial_t^j u$ are locally square integrable in $\mathcal{U} \times \mathcal{T}$ whenever $|\alpha| + 2mj \leq 2ms$. On choosing a finite covering of $\mathcal{X}$ by such patches and a $C^\infty$ partition of unity on $\mathcal{X}$ subordinate to the covering we introduce a scalar product in $H^{s(s)}(\mathcal{C}, F^i)$. The corresponding norm is independent on the choice of coordinates and local trivialisations up to the norm equivalence. It is well known that each section of $H^{s(s)}(\mathcal{C}, F^i)$ possesses a trace on the base of the cylinder which belongs to $H^{2m(s-1/2)}(\mathcal{X}, F^i)$, the result being due to [Slo58].

To specify a solution $v$ to system (1.2) we prescribe initial values at $t = 0$ to $v$. To wit,

$$v(\cdot, 0) = v_0$$  \hspace{1cm} (1.3)

on $\mathcal{X}$, where $v_0$ is a given section of $F^i$. We will look for a velocity in $H^{s(1)}(\mathcal{C}, F^i)$, hence $v_0$ is assumed to be in $H^m(\mathcal{X}, F^i)$ unless otherwise stated. One imposes no initial condition on the pressure, for (1.2) does not contain any time derivative of $p$. Equations (1.2) supplemented with initial condition (1.3) constitute the Cauchy problem for the generalised Navier-Stokes equations. For the existence of a solution to the Cauchy problem it is necessary that $A^*v_0 = 0$ on $\mathcal{X}$, which we will always assume. While the velocity $v$ seems to be uniquely determined by the data $f$ and $v_0$, the pressure $p$ is determined only up to solutions of the homogeneous equation $Ap = 0$ on $\mathcal{X}$. The non-uniqueness of $p$ is evaluated by the dimension of the cohomology of complex (1.1) at step $i - 1$. Since the complex is elliptic, the cohomology is finite dimensional, see [Tar95]. We make use of this fact in the next section.

2. Elimination of the pressure

The approach of [ST16] which consists in applying the differential $A$ to the both sides of (1.2) and passing to the equation for the vorticity of $v$ requires the cohomology of (1.1) to be zero at step $i$. If this is the case, then the Hodge decomposition theorem for elliptic complexes on compact closed manifolds implies readily $v = A^*G(Av)$ for all divergence-free sections $v$ of $F^i$, where $G$ is the so-called Green operator related to the Laplacian $\Delta$, see [Tar95]. Hence it follows that $AN(v) = ANA^*G(Av)$, and so we can choose $N^{i+1} = ANA^*G$ as the $(N + 1)$-th component of a new cochain mapping of complex (1.1). This mapping satisfies the
The commutativity relation $AN(v) = N(Av)$ for all divergence-free sections $v$ of $F^i$ and bears moreover the property that $(N(w), z) = 0$ for all divergence-free sections $z$ of $F^{i+1}$. Since pseudodifferential operators are involved in the very formulation of (1.2), we focus on the classical approach which exploits the Helmholtz projection, cf. [MST15].

The idea is to project the first equation of (1.2) onto the space of divergence-free sections of $F^i$. Denote by $H$ the orthogonal projection onto the null-space of $\Delta$ in $L^2(\mathcal{X}, F^i)$.

**Lemma 2.1.** For $H$ and $G$ defined above, the operator $P v := Hv + A^*AGv$ is an orthogonal projection in $L^2(\mathcal{X}, F^i)$.

**Proof.** Since the Laplacian is elliptic, the space of all $h \in L^2(\mathcal{X}, F^i)$ satisfying $\Delta h = 0$ in $\mathcal{X}$ is finite dimensional. The elements of this space are called harmonic sections and they actually satisfy both $Ah = 0$ and $A^*h = 0$ in $\mathcal{X}$. The harmonic sections are $C^\infty$ sections of $F^i$, and so the orthogonal projection $H$ onto the space is a smoothing operator. Moreover, the Green operator is a formally selfadjoint pseudodifferential operator of order $-2$ on sections of $F^i$, such that $HG = 0$ and $AG = GA$, and the identity operator on sections of $F^i$ splits into $H + A^*AG + AA^*G$. The decomposition $v = Hv + A^*AGv + AA^*Gv$ valid for all $v \in L^2(\mathcal{X}, F^i)$ is usually referred to as the generalised Hodge decomposition. Since $A^2 = 0$, the summands are pairwise orthogonal, and so both $A^*AG$ and $AA^*G$ are orthogonal projections, too. For a thorough discussion of Hodge theory we refer the reader to [Tar95, Ch. 4]. □

The projector $P$ is an analogue of the Helmholtz projector onto vector fields which are divergence-free. A slightly different approach to this decomposition is presented in [Lad70].

**Lemma 2.2.** In order that $Pv = v$ be valid it is necessary and sufficient that $A^*v = 0$ in $\mathcal{X}$.

**Proof.** Suppose that $Pv = v$. Then $A^*v = A^*(Hv + A^*AGv)$ vanishes in $\mathcal{X}$. On the other hand, if $A^*v = 0$ in $\mathcal{X}$, then $A^*(Gv) = 0$ whence $Pv = v$, as desired. □

From Lemma 2.2 it follows that $P$ vanishes on sections of the form $Ap$ with $p \in L^2(\mathcal{X}, F^{i-1})$ and $Ap \in L^2(\mathcal{X}, F^i)$. Indeed, to prove this it suffices to show that $Ap$ is orthogonal to all sections $v$ satisfying $A^*v = 0$ in $\mathcal{X}$. For such a section $v$ we get

$$
(Ap, v)_{L^2(\mathcal{X}, F^i)} = (p, A^*v)_{L^2(\mathcal{X}, F^{i-1})} = 0,
$$

as desired.

On applying the Helmholtz projector to the first equation of system (1.2) one obtains

$$
(Pv)'_t + \varepsilon P(\Delta^n v) + \nu P(\Delta v) + P(Ap) + PN(v) = Pf
$$

while the second equation of (1.2) means that $Pv = v$ in $C$. Since $P(Ap) = 0$, this allows one to eliminate the pressure from the first equation, thus obtaining an equivalent form

$$
(Pv)'_t + \varepsilon P\Delta^n(Pv) + \nu P(\Delta v) + PN(Pv) = Pf,
$$

$$(I-P)Ap + (I-P)N(Pv) = (I-P)f$$

of equations \([1.2]\), for \((I - P)P = 0\) and
\[
(I - P) \Delta^m P = (I - H - A^* AG) \Delta^m (H + A^* AG) = AA^* (A^* A)^{m+1} G,
\]
the last equality being due to the fact that \(A^* G = G A^*\).

In other words, we separate the Cauchy problem \([1.2], [1.3]\) into two single problems
\[
(Pv)'_t + \varepsilon P \Delta^m (Pv) + \nu P(\Delta v) + PN(Pv) = Pf
\]
in \(C\) under the initial condition
\[
Pv(\cdot, 0) = v_0
\]
on \(X\) and
\[
Ap = (I - P)(f - N(Pv)) \quad \text{in} \quad C,
\]
\[
(p, u)_{L^2(X, F^{r-1})} = 0 \quad \text{for} \quad u \in \ker A. \quad (2.1)
\]

The operator \(P \Delta^m\) is sometimes called the Stokes operator. It is a pseudodifferential operator of order \(2m\) on sections of \(F^i\). The only solution of problem \((2.1)\) is given by
\[
p = A^* G (I - P)(f - N(Pv)).
\]

**Lemma 2.3.** Suppose that \(u \in H^s(1)(C, F^i)\) is a solution of the Cauchy problem
\[
\begin{align*}
\tag{2.2}
\frac{d}{dt} u + \varepsilon P \Delta^m u + \nu P(\Delta u) + PN(u) &= Pf \quad \text{in} \quad C, \\
\tag{2.2}
\begin{cases}
\frac{d}{dt} u(\cdot, 0) = Pf \quad \text{on} \quad X, \\
u(\cdot, 0) = v_0 \quad \text{on} \quad X,
\end{cases}
\end{align*}
\]
in the cylinder. Then \(A^* u = 0\) in \(C\).

**Proof.** Indeed, from the differential equation of \((2.2)\) it follows that
\[
\frac{\partial}{\partial t} A^* u = 0
\]
in \(C\). Since \(A^* u = A^* v_0 = 0\) for \(t = 0\), we deduce readily that \(A^* u = 0\) for all \(t \in I\), as desired. \(\square\)

On summarising what has been said we choose the following way of solving equations \([1.2]\). We first construct a solution \(u\) of Cauchy problem \((2.2)\). According to Lemma \((2.3)\) \(u\) satisfies \(A^* u = 0\) in \(C\), and so \(Pu = u\). Substitute the section \(v := u\) into equation \((2.1)\) for \(p\). From this equation the pressure \(p\) is determined uniquely and bears the appropriate regularity of the canonical solution of the inhomogeneous equation related to complex \((1.1)\) at step \(i\). Finally, on combining equations \((2.2)\) and \((2.1)\) we conclude that the pair \((v, p)\) is a solution of \((1.2)\) under condition \((1.3)\).

In the sequel we focus on the study of operator equation \((2.2)\) by Hilbert space methods.
3. Fundamental solution to the heat equation

For sections of $F^i$, consider the equation of evolution

$$\frac{\partial u}{\partial t} = -\varepsilon \Delta^m u - \nu \Delta u \tag{3.1}$$

on the semiaxis $t > 0$. It is easily seen that the endomorphism of $F^i_x$ given by the principal symbol $-\varepsilon (\sigma^2(\Delta)(x,\xi))^m$ of the operator on the right-hand side of (3.1) at any nonzero vector $\xi \in T^*_x X$ has only real eigenvalues strictly less than zero. Therefore, the equation (3.1) is actually one of the well-known type of partial differential equations, called parabolic, which enjoy a behaviour essentially like that of the classical equation of the heat conduction. For instance, one has as a smoothing operator the fundamental solution $\exp(-t\Delta)$ of the classical equation of the heat conduction. For example, one has as a solution for parabolic operators, and state certain basic estimates for them, only to represent the corresponding graded operator.

We recall briefly the Hilbert-Levi procedure for constructing the fundamental solution $u_0$, satisfies (3.1) and has initial value $u_0$. The fundamental solution $\Psi^i$ is here unique by virtue of the compactness of $\mathcal{X}$. We write $\Psi$ for the corresponding graded operator.

Denote by $L = \partial_t + \varepsilon \Delta^m + \nu \Delta$ the parabolic operator of (3.1) on sections of the induced bundle $F^i$ over $\mathcal{X} \times \mathbb{R}_{>0}$. We can cover $\mathcal{X}$ by a finite number of coordinate patches $U$ such that over each $U$ the bundle $F^i$ is trivial, i.e., the restriction $F^i |_U$ is isomorphic to the trivial bundle $U \times \mathbb{C}^{k_i}$, where $k_i$ is the fibre dimension of $F^i$. Let $x = (x^1, \ldots, x^n)$ be local coordinates in $U$. Then any section of $F^i$ over $U$ can be regarded as a $k_i$-column of complex-valued functions of coordinates $x$. Under this identification, for any $u \in C^\infty(U, F^i)$, the $k_i$-column $\Delta^m u$ of functions in $U$ is represented by

$$\Delta^m u = \left( \sum_{|\alpha| \leq 2} \Delta_\alpha(x) \partial^\alpha \right)^m u,$$

where $\Delta_\alpha(x)$ are $(k_i \times k_i)$-matrices of $C^\infty$ functions of $x$, by $\partial^\alpha$ is meant the derivative $(\partial/\partial x^1)^{\alpha_1} \ldots (\partial/\partial x^n)^{\alpha_n}$, and the upper index $m$ refers to the power with respect to the composition of operators. So, the principal symbol of $\Delta^m$ is given by

$$\sigma^{2m}(\Delta^m)(x, \xi) = \left( - \sum_{|\alpha| = 2} \Delta_\alpha(x) \xi^\alpha \right)^m$$

for $(x, \xi) \in U \times \mathbb{R}^n$, where $\xi^\alpha = \xi_1^{\alpha_1} \ldots \xi_n^{\alpha_n}$. As already mentioned, $\sigma^{2m}(\Delta^m)(x, \xi)$ has only strictly negative eigenvalues for each nonzero vector $\xi$, and hence the matrix

$$p_{\xi}^U(x, y, t) = \frac{1}{(2\pi)^n} \int \exp \left( t \varepsilon \sigma^{2m}(\Delta^m)(x, \xi) + \sqrt{-1} \langle x - y, \xi \rangle I \right) d\xi \tag{3.2}$$

is well defined for all $x, y \in U$ and $t > 0$, where $I$ stands for the unity matrix of type $k_i \times k_i$. 
It will be seen below that $p_U$ describes the principal part of singularity for the fundamental solution of the parabolic operator $L$ in $U$. For that reason $p_U$ is said to be a local parametrix for this operator. Letting now

$$
\sum \varphi_U^2 \equiv 1
$$

be a quadratic partition of unity on $X$ subordinate to a covering $\{U\}$, and considering the expression $\varphi_U(x)p_U(x,y,t)\varphi_U(y)$ as a section of $F^i \otimes (F^i)^*$ with support in $U \times U$, we define a global parametrix for (3.1) by

$$
p(x,y,t) = \sum_U \varphi_U(x)p_U(x,y,t)\varphi_U(y).
$$

The fundamental solution $\psi(x,y,t)$ of $L$ will then be given as the unique solution of the integral equation of Volterra type

$$
\psi(x,y,t) = p(x,y,t) - \int_0^t dt' \int_X (Lp(\cdot,y,t'), *^{-1}\psi(x, \cdot, t-t'))_y dz,
$$

the operator $L$ acting in $z$. Since the singularities of $p$ and $Lp$ are relatively weak, we can solve the integral equation by the standard method of successive approximation.

The kernel $\psi(x,y,t)$ obtained in this way is easily verified to be of class $C^\infty$, when $t > 0$, and,

$$
\frac{\partial}{\partial x} \frac{\partial}{\partial y} \psi(x,y,t) \leq c \frac{1}{t^{n+||\alpha||+||\beta||}} \exp \left( -c' \frac{d(x,y)}{(2m)'} \right),
$$

locally on $X'$ and for each entry of the matrix, where $(2m)'$ is the conjugate number for $2m$ given by $1/(2m) + 1/(2m)' = 1$. Also, as can be inferred and in fact easily proved from (3.2) and (3.3), we get

$$
|\psi(x,y,t) - p_U(x,y,t)| \leq c \frac{1}{t^{n-2m}} \exp \left( -c' \frac{d(x,y)}{(2m)'} \right)
$$

uniformly on each compact subset of $U \times U$, showing that locally $p_U$ yields a first approximation to the fundamental solution $\psi(x,y,t)$.

**Lemma 3.1.** Suppose that $u$ is a section of $F^i$ over $C$ of Slobodetskij class $H^{s(1)}(C)$. Then

$$
u(x,t) = (\Psi u(\cdot,0))(x,t) + \int_0^t dt' \int_X (Lu(\cdot,t'), *^{-1}\psi(x, \cdot, t-t'))_y dy
$$

for all $(x,t) \in C$. 

Proof. Since $C^\infty(\mathcal{C}, F^i)$ is dense in $H^{s(1)}(\mathcal{C}, F^i)$, it suffices to establish the formula for those sections $u$ which are $C^\infty$ in the closure of $\mathcal{C}$. As is well known, the Cauchy problem
\[
\begin{cases}
Lu = f \text{ in } \mathcal{C}, \\
u(\cdot, 0) = u_0 \text{ on } \mathcal{X}
\end{cases}
\] (3.5)
has a unique solution in $C^\infty(\mathcal{C}, F^i)$ for all smooth data $f$ in $\mathcal{C}$ and $u_0$ on $\mathcal{X}$. By the above, the first term on the right-hand side of (3.4) is a solution of the Cauchy problem with $f = 0$ and $u_0 = u(\cdot, 0)$. Hence, we shall have established the lemma if we prove that the second term is a solution of the Cauchy problem with $f = Lu$ and $u_0 = 0$. To this end, we rewrite the second summand on the right-hand side of (3.4) in the form
\[
\int_0^t \Psi (Lu(\cdot, t')) (x, t - t') dt'
\]
for $(x, t) \in \mathcal{C}$. Obviously, the initial value at $t = 0$ of this integral vanishes, and so it remains to calculate its image by $L$. We get
\[
L \int_0^t \Psi (Lu(\cdot, t')) (x, t - t') dt'
= \Psi (Lu(\cdot, t)) (x, 0) + \int_0^t L \Psi (Lu(\cdot, t')) (x, t - t') dt'
= Lu(x, t),
\]
as desired. □

4. REDUCTION TO AN INTEGRAL EQUATION

Given integrable sections $f$ and $u_0$ of $F^i$ over $\mathcal{C}$ and $\mathcal{X}$, respectively, we introduce two potentials
\[
P_v(f) (x, t) = \int_0^t \Psi (f(\cdot, t')) (x, t - t') dt',
\]
\[
P_i(u_0) (x, t) = \Psi u_0 (x, t)
\]
for $(x, t) \in \mathcal{C}$. They are said to be parabolic volume and initial value potentials, respectively.

Lemma 4.1. As defined above, the parabolic potentials induce continuous linear mappings
\[
P_v : L^2(\mathcal{C}, F^i) \rightarrow H^{s(1)}(\mathcal{C}, F^i),
\]
\[
P_i : H^m(\mathcal{X}, F^i) \rightarrow H^{s(1)}(\mathcal{C}, F^i).
\]

Proof. Let $f \in L^2(\mathcal{C}, F^i)$. Define $u = P_v(f)$. The proof of Lemma 3.1 shows that $u$ is a solution of problem (3.5) with $u_0 = 0$. By the maximal regularity theorem of [Slo88], we get $u \in H^{s(1)}(\mathcal{C}, F^i)$. Moreover, $u$ depends continuously of $f$, which proves the continuity of $P_v$. Analogously one establishes the continuity of the initial value potential. □

In terms of potentials formula (3.4) looks like $u = P_i(u(\cdot, 0)) + P_v(Lu)$ in the cylinder $\mathcal{C}$. This leads immediately to a reformulation of the Cauchy problem of Lemma 2.3.
Theorem 4.2. A section \( u \in H^{s(1)}(\mathcal{C}, F^i) \) is a solution of Cauchy problem (2.2) if and only if it satisfies
\[
u + \mathcal{P}_V (PN(u)) = \mathcal{P}_V (v_0) + \mathcal{P}_V (Pf)
\] (4.1)
in \( \mathcal{C} \).

Proof. Necessity Suppose that \( u \in H^{s(1)}(\mathcal{C}, F^i) \) is a solution of the Cauchy problem
\[
u' + \varepsilon P \Delta^m u + \nu P(\Delta u) + PN(u) = Pf \quad \text{in} \quad \mathcal{C},
\]
\[
u(\cdot, 0) = v_0 \quad \text{on} \quad \mathcal{I}.
\]
in the cylinder. Then \( A^* u = 0 \), which is due to Lemma 2.3, and so on applying Lemma 2.2, we see that \( Pu = u \). Since the operators \( \Delta \) and \( P \) commute, it follows that \( Lu = Pf - PN(u) \) in \( \mathcal{C} \). By (3.1), \( u = \mathcal{P}_V (v_0) + \mathcal{P}_V (Pf - PN(u)) \) in \( \mathcal{C} \), showing (4.1).

Sufficiency Let \( u \in H^{s(1)}(\mathcal{C}, F^i) \) satisfy equation (4.1). By the very definition of parabolic potentials, we get
\[
u = Pf - PN(u) \quad \text{in} \quad \mathcal{C},
\]
\[
u(\cdot, 0) = v_0 \quad \text{on} \quad \mathcal{I}.
\]
Since \( v_0 \) satisfies \( A^* v_0 = 0 \) on \( \mathcal{I} \), we conclude that \( Pu_0 = v_0 \). Therefore, applying the projection \( P \) to both sides of the above equalities yields \( L(u - Pu) = 0 \) in \( \mathcal{C} \) and \( (u - Pu)(\cdot, 0) = 0 \) on \( \mathcal{I} \). By uniqueness, \( Pu = u \) in the cylinder, and so \( u \) is a solution of Cauchy problem (2.2). \( \square \)

Note that (4.1) is a nonlinear integral equation of Volterra type for the unknown section \( u \) in \( H^{s(1)}(\mathcal{C}, F^i) \). The nonlinear operator \( N \) maps \( H^{s(1)}(\mathcal{C}, F^i) \) continuously and compactly into \( L^2(\mathcal{C}, F^i) \) while \( P \) is a continuous mapping of \( L^2(\mathcal{C}, F^i) \) into itself and \( \mathcal{P}_V \) maps \( L^2(\mathcal{C}, F^i) \) continuously into \( H^{s(1)}(\mathcal{X}, F^i) \), the latter being due to Lemma 2.1. Hence it follows that the composition \( K = \mathcal{P}_V \circ P \circ N \) is a compact continuous operator in \( H^{s(1)}(\mathcal{C}, F^i) \). Thus, equation (4.1) is of the Leray-Schauder type \( (I + K)u = f \), where moreover \( K \) is differentiable. Our next concern will be to show that the mapping \( I + K \) is actually a diffeomorphism of \( H^{s(1)}(\mathcal{C}, F^i) \) for each \( \varepsilon > 0 \).

5. Comments on the Navier-Stokes equations for quasicomplexes

For any complex \( \mathcal{C} \), the composition \( A^i A^{i - 1} \) of any two neighbouring operators vanishes. Using the language of differential geometry one can think of the composition \( A \circ A \) as the curvature of \( \mathcal{C} \). In this way the complexes are flat sequences of topological vector spaces and their continuous mappings. Differential geometry gives a convincing motivation to those sequences which fail to be flat but whose curvature is small in some sense. Let alone the extended sequence of connections associated to any smooth vector bundle, whose curvature proves to be a bundle morphism. More generally, we call \( \mathcal{C} \) a quasicomplex if each composition \( A^i A^{i - 1} \) is actually a pseudodifferential operator of order one. Given any quasicomplex, the sequence of principal symbols still constitutes a complex, and so the ellipticity survives under “small” perturbations of complexes. The Laplacians \( \Delta^i = A^i A^i + A^{i - 1} A^{i - 1} \) of an elliptic quasicomplex are nonnegative symmetric second order elliptic operators between sections of vector bundles \( F^i \), for \( i = 0, 1, \ldots, N \). Therefore, we are in a position to introduce the generalised Navier-Stokes equations also for elliptic quasicomplexes in much the same way as in (1.2).
Note, however, that neither $A$ nor $A^*$ commute with $\Delta$, and so the elimination of the pressure is no longer possible using the Neumann problem after Spencer, as it is done in Section 2.

Part 2. Solvability of regularised Navier-Stokes equations

We now return to problem (0.3). For this problem it is possible to prove global existence and uniqueness of the weak as well as strong solutions. The characterisation of weak solutions is analogous to that of [Hop51]. The description of strong solutions is similar to that of [KL57]. The characterisation of strong solutions to the conventional system in [KL57] can be improved using the eigenfunctions of the Stokes operator

$$
\begin{pmatrix}
\nu \Delta & A \\
A^* & 0
\end{pmatrix}
$$

and taking the estimates of [Pro62] but we will not develop this point here. A regularisation similar to (0.3) was first studied by Ladyzhenskaya in [Lad62]. She established a convergence theorem for the strong solutions of this system to those of the Navier-Stokes equation as the regularisation parameter tends to zero. Lions proposed a regularisation of the Navier-Stokes equations by adding a higher order viscosity term $\varepsilon (-\Delta)^m u$ and requiring the solution to vanish up to order $m$ on the lateral boundary of the cylinder, see Remark 6.11 in [Lio69]. For this problem he proved the global existence of unique weak solutions. The paper [Vei85] concerns regularisations of this type in the whole space $\mathbb{R}^n$ and establishes convergence theorems as the regularisation parameter approaches zero, see also [Vei85].

6. Governing equations and functional framework

To proceed we first make more precise our assumptions on the structure of nonlinearity in problem (0.3). Namely, we consider $N(u, v) := T(v)u$ for differentiable sections $u$ and $v$ of $F^i$, where $T$ is a first order differential operator on $\mathcal{X}$ mapping sections of $F^i$ into sections of the bundle $\text{Hom} F^i$ of homomorphisms of $F^i$. Our standing assumption on the differential operators $T$ under study is that there is a sesquilinear mapping $Q(v, w)$ of $C^\infty (\mathcal{X}, F^i) \times C^\infty (\mathcal{X}, F^i)$ into $C^\infty (\mathcal{X}, F^{i-1})$, such that $(T(v))^* v = AQ(v, v)$ for all smooth sections $v$ of $F^i$. For the conventional nonlinearity, we get $T(v) = v'$ and

$$Q(v, w) = \frac{1}{2} (v, w)_x,$$

as is easy to check. As usual, we abbreviate $N(u, v)$ to $N(u)$, and similarly for $Q(v, v)$.

**Lemma 6.1.** As defined above, the differential operator $T$ satisfies the anticommutativity relation

$$(T(v))^* w + (T(w))^* v = A (Q(v) - Q(v - w) + Q(w))$$

(6.1)

for all $v, w \in C^\infty (\mathcal{X}, F^i)$.

**Proof.** Since $T$ is linear, it follows that

$$(T(v))^* w + (T(w))^* v = (T(v))^* v - (T(v - w))^* (v - w) + (T(w))^* w = A (Q(v) - Q(v - w) + Q(w)),$$

as desired. $\square$
The following lemma clarifies why (6.1) is referred to as an anticommutativity relation.

**Corollary 6.2.** Assume that $u \in C^{\infty}(\mathcal{X}, F^i)$ satisfies $A^* u = 0$ and has zero Cauchy data on the boundary of $\mathcal{X}$ with respect to the differential operator $A^*$. Then, one has

$$(N(u, v), w) = -(N(u, w), v)$$

for all $v, w \in C^{\infty}(\mathcal{X}, F^i)$.

**Proof.** Indeed, we get

$$(N(u, v), w) + (N(u, w), v) = (T(v) u, w) + (T(w) u, v)$$
$$= (u, (T(v))^* w) + (u, (T(w))^* v)$$
$$= (u, A (Q(v) - Q(v - w) + Q(w)))$$
$$= 0,$$ as desired. \hfill \Box

The equality $(N(u, v), w) = -(N(u, w), v)$ is actually a crucial property characterising those nonlinear terms $N(u, v)$ which are permitted in this work. In particular, we see that $(N(u), u) = 0$ holds for any smooth solenoidal section $u$ of the bundle $F^i$.

**Example 6.3.** For the conventional Navier-Stokes equations on a compact Riemannian manifold with boundary $\mathcal{X}$ one chooses $N(u, v) = \partial_u v$, see [EM70]. Here, we interpret $u$ and $v$ as one-forms on $\mathcal{X}$ and $\partial$ stands for a connection on (the tangent bundle of) the manifold, so that $\partial_u v$ is the derivative of $v$ in the direction $u$. By definition we get $\partial_u v = \iota(u) \partial v$, where by $\iota(u)$ is meant the interior multiplication by $u$. Show that if $\partial$ is compatible with the Riemannian metric of $\mathcal{X}$, then the equality $(N(u, v), w) = -(N(u, w), v)$ is fulfilled. Indeed, let $u$ be a differentiable one-form on $\mathcal{X}$ satisfying $d^* u = 0$ in $\mathcal{X}$ and whose normal part on the boundary vanishes. Then

$$(N(u, v), w) = \int_{\mathcal{X}} (N(u, v), w) dx$$
$$= \int_{\mathcal{X}} (\iota(u) \partial v, w) dx$$
$$= \int_{\mathcal{X}} \iota(u) (\partial v, w) dx$$
$$= \int_{\mathcal{X}} \iota(u) ((\partial v, w) + (v, \partial w)) dx$$
$$= \int_{\mathcal{X}} \iota(u) (\partial v, w) dx$$
$$= \int_{\mathcal{X}} d^* u (v, w) dx - (N(u, w), v)$$
$$= -(N(u, w), v)$$

for all $v, w \in \Omega^1(\mathcal{X})$, as desired. In particular, this is the case for the Levi-Civita connection on $\mathcal{X}$. 
Denote by $S$ the space of all sections $u \in C^\infty(X, F^i)$ which vanish up to the infinite order on the boundary of $X$ and satisfy $A^* u = 0$ in $X$. Note that while studying the problem for compact closed manifolds we present the framework to suit to compact manifolds with boundary as well. Let $H$ stand for the closure of $S$ in $L^2(X, F^i)$. When equipped with the induced unitary structure, $H$ is a Hilbert space. The elements of $H$ are still solenoidal and inherit the property $n(u) = 0$ on the boundary of $X$ in a weak sense, $n(u)$ being the Cauchy data of $u$ with respect to $A^*$. Furthermore, we write $S = S^m$ for the closure of $S$ in $H^m(X, F^i)$. Using spectral synthesis in Sobolev spaces one sees that $S$ coincides with the subspace of $H^m(X, F^i)$ consisting of those solenoidal sections $u$ which vanish up to order $m$ on the boundary of $X$.

**Lemma 6.4.** The norm in $S$ inherited from $H^m(X, F^i)$ is equivalent to that determined by the energy (or Dirichlet) inner product

$$D(u, v) = \varepsilon (\Delta^{m/2}u, \Delta^{m/2}v) + \nu ((Au, Av) + (A^* u, A^* v)) + (u, v)$$

for $u, v \in S$.

**Proof.** This follows immediately from the fact that the Dirichlet problem for the differential operator $\Delta = \varepsilon \Delta^m + \nu \Delta$ is elliptic in the classical setting of Sobolev spaces. □

The space $S$ is contained in $H$, it is dense in $H$, and the embedding is continuous. Let $H'$ and $S'$ denote the dual spaces of $H$ and $S$, respectively, and let $\iota$ denote the embedding of $S$ into $H$. The transposed operator $\iota'$ maps $H'$ continuously into $S'$, and it is one-to-one since $\iota(S) = S$ is dense in $H$, and $\iota'(H')$ is dense in $S'$ since $\iota$ is one-to-one. Moreover, by the Riesz representation theorem, we can identify $H$ and $H'$, and so we arrive at the continuous inclusions $S \hookrightarrow H \cong H' \hookrightarrow S'$, each space being dense in the subsequent one. As a consequence of these identifications, the inner product in $H$ can be specified within the pairing of $S'$ and $S$. More precisely, there is a sesquilinear pairing $S' \times S \to \mathbb{C}$ (for which we continue to write $(f, v)$), such that

$$(f, \iota(v)) = \langle \iota' *_H f, v \rangle$$

for all $f \in H$ and $v \in S$, where $*_H : H \to H'$ is the conjugate linear isomorphism given by the Riesz theorem.

For each $u \in S$, the form $v \to D(u, v)$ is conjugate linear and continuous on $S$. Therefore, there is an element of $S'$ (which we denote by $(V + I)u$) with the property that

$$((V + I)u, v) = D(u, v)$$

for all $v \in S$. In this way we get what is known as the Friedrichs extension of the differential operator $\varepsilon \Delta^m + \nu \Delta$, cf. [AS80]. The mapping $u \mapsto (V + I)u$ is linear and continuous and so is $u \mapsto Vu$. Moreover, $V + I$ is an isomorphism from $S$ onto $S'$.

Let $\mathcal{B}$ be any Banach space. For a finite real number $p \geq 1$, we denote by $L^p(I, \mathcal{B})$ the space of all measurable functions $u$ on the interval $I$ with values in $\mathcal{B}$, such that

$$\left( \int_I \|u(t)\|_\mathcal{B}^p \, dt \right)^{1/p} < \infty.$$  

(6.4)

This space is Banach under the norm (6.4). The space $L^\infty(I, \mathcal{B})$ is defined to consist of all essentially bounded functions $u$ of $t \in I$ with values in $\mathcal{B}$. As usual, this space
is given the norm obtained from \( \| u \|_{C(I,B)} \) by passing to the limit as \( p \to \infty \). It is a Banach space.

By \( C(I,B) \) is meant the space of all continuous functions on \( I \) with values in \( B \). If \( I \) is bounded, the space is topologised under norm induced by the embedding into \( L^\infty(I,B) \), i.e.,
\[
\| u \|_{C(I,B)} = \sup_{t \in I} \| u(t) \|_B.
\]

The following technical lemma concerns the derivatives of functions with values in Banach spaces.

**Lemma 6.5.** Assume \( U \) and \( u \) are two functions of \( L^1(I,B) \). Then, the following are equivalent:

1) \( U \) is a.e. equal to a primitive function of \( u \), i.e.,
\[
U(t) = U_0 + \int_0^t u(t')dt' \text{ for a.a. } t \in I.
\]

2) \( U' = u \) weakly in \( I \), i.e.,
\[
\int_I U(t)\phi'(t)dt = -\int_I u(t)\phi(t)dt \text{ is valid for each } \phi \in C^\infty_0(0,T).
\]

3) For each \( f \in B' \), the equality \( \frac{d}{dt}\langle f, U \rangle = \langle f, u \rangle \) holds weakly in \( I \).

If one of the conditions 1)-3) is satisfied, then \( u \) is, in particular, a.e. equal to a continuous function on \( I \) with values in \( B \).

**Proof.** See for instance [Tem79, p. 169]. \( \square \)

### 7. The Basic Linear Problem

The basic linear problem relating to the generalised Navier-Stokes equations of (1.2) consists in finding sections \( u \) and \( p \) of \( F_i \) and \( F_{i-1} \) over \( C \), respectively, such that
\[
\partial_t u + (\varepsilon \Delta^m + \nu \Delta)u + Ap = f, \quad A^*u = 0 \tag{7.1}
\]
in the cylinder \( C \) and
\[
u(\cdot,0) = u_0 \text{ on } \mathcal{X}, \quad u = 0 \text{ up to order } m \text{ on } \partial \mathcal{X} \times I, \tag{7.2}
\]
where \( f \) is a section of \( F^i \) over the cylinder and \( u_0 \) a section of \( F^i \) over its bottom \( \mathcal{X} \). Conditions (7.2) specify the first mixed problem for evolution equations (7.1). In the case of conventional Navier-Stokes equations this problem is referred to as the Stokes problem.

Let \((u,p)\) be a classical solution of problem (7.1), (7.2), say \( u \in C^{2m}(\overline{C},F^i) \) and \( p \in C^1(\overline{C},F^{i-1}) \). Then
\[
(u',v) + (Vu,v) = (f,v) \tag{7.3}
\]
for each element \( v \) of \( S \), as is easy to see. By continuity, this equation holds also for each \( v \in S \). Since \((u',v) = \partial_t(u,v)\), we are led to the following weak formulation of problem (7.1), (7.2). Given sections \( f \in L^2(I,S^i) \) and \( u_0 \in \mathcal{H} \), find \( u \in L^2(I,S) \) satisfying
\[
\partial_t (u,v) + (Vu,v) = (f,v) \text{ for all } v \in S, \quad u(0) = u_0. \tag{7.3}
\]
(By (2.22), any solution to this problem leads to a solution in some weak sense of problem (7.1), (7.2).)
For \( u \) belonging to \( L^2(I, S') \), the condition \( u(0) = u_0 \) need not make any sense in general. However, if \( u \in L^2(I, S) \) satisfies the first equation of (7.3), then the value \( u(0) \) is well defined. Indeed, we can write the first equality of (7.3) as \( \partial_t (u, v) = (f - Vu, v) \) for all \( v \in S \). Since \( V \) is linear and continuous from \( S \) into \( S' \) and \( u \in L^2(I, S) \), the function \( Vu \) belongs to \( L^2(I, S') \). Hence it follows that \( f - Vu \in L^2(I, S') \), and Lemma 6.5 shows that \( u' \in L^2(I, V') \) and that \( u \) is a.e. equal to an (absolutely) continuous function on \( I \) with values in \( S' \). Thus, any function of \( L^2(I, S) \) satisfying the first equation of (7.3) is, after modification on a set of measure zero, a continuous mapping of \( I \) into \( S' \), and so the condition \( u(0) = u_0 \) makes sense.

If \( f \in L^2(I, S') \) and \( u \in L^2(I, S) \) satisfies the first equation of (7.3) then, as observed, \( u' \in L^2(I, S') \) and \( \partial_t (u, v) = (f - Vu, v) \) for all \( v \in S \). According to Lemma 6.5 this equality is equivalent to \( u' + Vu = f \) a.e. on \( I \). Conversely, if \( u \) satisfies the latter equation, then \( u \) obviously satisfies the first equation of (7.3). In this way we arrive at an alternative formulation of weak problem (7.3). Namely, given sections \( f \in L^2(I, S') \) and \( u_0 \in H \), find \( u \in L^2(I, S) \), such that \( u' \in L^2(I, S') \) and

\[
\begin{align*}
\tag{7.4} u' + Vu &= f \quad \text{a.e. on } I, \\
\tag{7.7} u(0) &= u_0.
\end{align*}
\]

**Theorem 7.1.** For any data \( f \in L^2(I, S') \) and \( u_0 \in H \), there exists a unique function \( u \in L^2(I, S) \) which satisfies \( u' \in L^2(I, S') \) and (7.4). Moreover, we get \( u \in C(\bar{I}, H) \).

**Proof of the existence.** We use the Faedo-Galerkin method. Since \( S \) is separable, there is a sequence of linearly independent elements \( (e_i)_{i=1,2,...} \) which is complete in \( S \). For every \( k = 1, 2, \ldots \) we define an approximate solution of problem (7.4) or (7.3) by

\[
\tag{7.5} u_k = \sum_{i=1}^{k} c_{k,i}(t)e_i
\]

and

\[
\begin{align*}
\tag{7.6} (u'_k, e_j) + (Vu_k, e_j) &= (f, e_j) \quad \text{for all } \ j = 1, \ldots, k, \\
u_k(0) &= u_{0,k},
\end{align*}
\]

where \( u_{0,k} \) is, for example, the orthogonal projection in \( H \) of \( u_0 \) on the space spanned by the elements \( e_1, \ldots, e_k \). (Note that \( u_{0,k} \) can be any element of the space spanned by \( e_1, \ldots, e_k \), such that \( u_{0,k} \to u_0 \) in the norm of \( H \), as \( k \to \infty \).)

The coefficients \( c_{k,i} \), \( 1 \leq i \leq k \), are scalar-valued functions on the interval \( I \), and (7.6) is a system of linear ordinary differential equations for these functions. Indeed, we obtain

\[
\sum_{i=1}^{k} (e_i, e_j) c'_{k,i}(t) + \sum_{i=1}^{k} (V e_i, e_j) c_{k,i}(t) = (f, e_j)
\]

for all \( j = 1, \ldots, k \). Since the elements \( e_1, \ldots, e_k \) are linearly independent, the matrix with entries \( (e_i, e_j) \), where \( 1 \leq i, j \leq k \), is regular. Hence, on inverting this matrix we reduce the above system to a system of linear ordinary equations with constant coefficients

\[
\tag{7.7} c'_{k,i}(t) + \sum_{j=1}^{k} a_{i,j} c_{k,j}(t) = \sum_{j=1}^{k} b_{i,j} (f, e_j)
\]
for $i = 1, \ldots, k$, where $a_{i,j}$ and $b_{i,j}$ are complex numbers. Furthermore, the condition $u_k(0) = u_{0,k}$ is equivalent to $k$ equations $c_{k,i}(0) = \pi_i(u_{0,k})$, where $\pi_i$ is the projection of $u_{0,k}$ on the one-dimensional space spanned by $e_i$. System (7.7) together with the initial conditions determines uniquely the coefficients $c_{k,i}$ on the whole interval $I$.

Since the scalar functions $t \mapsto (f(t), e_j)$ are square integrable, so are the functions $c_{k,i}$. Hence it follows that $u_k \in L^2(I, S)$ and $u_k' \in L^2(I, S)$ for each $k$. We will obtain a priori estimates independent of $k$ for the functions $u_k$ and then pass to the limit.

A priori estimates. To this end, we multiply the first equation of (7.6) by $c_{k,j}(t)$ and sum up these equations for $j = 1, \ldots, k$. We get

$$
(u'_k(t), u_k(t)) + (V u_k(t), u_k(t)) = (f(t), u_k(t)).
$$

Since $\partial_t (u_k(t), u_k(t)) = 2 \Re (u_k'(t), u_k(t))$, it follows that

$$
\partial_t \|u_k(t)\|_H^2 + 2(D(u_k(t)) - \|u_k(t)\|_H^2) = 2 \Re (f(t), u_k(t)),
$$

where $D(u) := D(u, u)$ and $\sqrt{D(u)}$ is the equivalent norm in $S$. The right-hand side of this equality is majorised by

$$
2 \|f(t)\|_S \|u_k(t)\|_S \leq c \|f(t)\|_S^2 + \frac{1}{c} D(u_k(t))
$$

with arbitrary constant $c > 0$. We choose $c$ in such a way that $2 - 1/c > 0$. On the other hand,

$$
\partial_t \|u_k(t)\|_H^2 - 2\|u_k(t)\|_H^2 = e^{2t} \partial_t \left( e^{-2t} \|u_k(t)\|_H^2 \right),
$$

as is easy to check. Therefore,

$$
\partial_t \left( e^{-2t} \|u_k(t)\|_H^2 \right) + \left( 2 - \frac{1}{c} \right) e^{-2t} D(u_k(t)) \leq c e^{-2t} \|f(t)\|_S^2. \tag{7.8}
$$

Integrating the inequality from 0 to $t$, where $t$ is a fixed point of $I$, we readily deduce that

$$
\|u_k(t)\|_H^2 \leq e^{2t} \|u_{0,k}\|_H^2 + c \int_0^t e^{2(t-t')} \|f(t')\|_S^2 dt'
$$

$$
\leq e^{2t} \|u_{0,k}\|_H^2 + c \int_0^t e^{2(t-t')} \|f(t')\|_S^2 dt'
$$

for almost all $t \in I$. Therefore,

$$
\sup_{t \in I} \|u_k(t)\|_H^2 \leq e^{2T} \left( \|u_{0,k}\|_H^2 + c \int_0^T \|f(t)\|_S^2 dt \right).
$$

the right-hand side being finite and independent of $k$. We have thus proved that the sequence $u_k$ remains in a bounded subset of $L^\infty(I, H)$, i.e., there is a constant $C$ such that

$$
\|u_k\|_{L^\infty(I, H)} \leq C \tag{7.9}
$$

for all $k$.

Furthermore, on integrating inequality (7.8) in $t$ over all of $I$ we arrive at the estimates

$$
\|u_k(T)\|_H^2 + \left( 2 - \frac{1}{c} \right) \int_0^T e^{2(T-t)} D(u_k(t)) dt \leq e^{2T} \|u_{0,k}\|_H^2 + c \int_0^T e^{2(T-t)} \|f(t)\|_S^2 dt
$$

$$
\leq e^{2T} \|u_{0,k}\|_H^2 + c \int_0^T e^{2(T-t)} \|f(t)\|_S^2 dt
$$
for each \( k = 1, 2, \ldots \). This shows that the sequence \( u_k \) remains in a bounded subset of \( L^2(I, S) \), i.e.,

\[
\|u_k\|_{L^2(I, S)} \leq C
\]  

(7.10)

for all \( k \), with \( C \) a constant independent of \( k \).

**Passage to the limit.** The a priori estimate of (7.9) implies that there is a subsequence of \( u_k \) which converges in the weak* topology of \( L^\infty(I, H) \). By abuse of notation, we continue to write \( u_k \) for this subsequence. Thus, there is an element \( u \in L^\infty(I, H) \) such that

\[
\int_I (u_k(t) - u(t), v(t)) \, dt \to 0
\]

for all \( v \in L^1(I, H) \). By (7.9), the subsequence \( u_k \) belongs to a bounded set in \( L^2(I, S) \). Therefore, another passage to a subsequence shows the existence of some \( \tilde{u} \in L^2(I, S) \) and a subsequence (still denoted by \( u_k \)) which converges to \( \tilde{u} \) in the weak* topology of \( L^2(I, S) \). (Note that the weak* and weak topologies of \( L^2(I, S) \) coincide.) This means

\[
\int_I (u_k(t) - \tilde{u}(t), v(t)) \, dt \to 0
\]

for all \( v \in L^2(I, S^\prime) \). This latter relation is fulfilled, in particular, if \( v \in L^2(I, H) \). Since \( L^2(I, H) \hookrightarrow L^1(I, H) \), it follows that

\[
\int_I (u(t) - \tilde{u}(t), v(t)) \, dt = 0
\]

whenever \( v \in L^2(I, H) \). Hence, \( u = \tilde{u} \) belongs to \( L^\infty(I, H) \cap L^2(I, S) \).

In order to pass to the limit in equations (7.6), we will consider scalar functions \( \phi \) of \( t \in I \), which are continuously differentiable and satisfy \( \phi(T) = 0 \). Given such a function \( \phi \), we multiply the first equality of (7.6) by \( \phi(t) \), integrate in \( t \in I \) and use the formula

\[
\int_0^T (u'_k(t), e_j) \phi(t) \, dt = -\int_0^T (u_k(t), e_j) \phi'(t) \, dt - (u_k(0), e_j) \phi(0).
\]

In this way we find

\[
-\int_0^T (u_k(t), e_j) \phi'(t) \, dt + \int_0^T (Vu_k(t), e_j) \phi(t) \, dt = (u_{0,k}, e_j) \phi(0) + \int_0^T (f(t), e_j) \phi(t) \, dt
\]

for all \( j = 1, \ldots, k \).

The passage to the limit for \( k \to \infty \) in the integrals on the left-hand side is easy, for the sequence \( u_k \) converges to \( u \) in the weak* topology of both \( L^\infty(I, H) \) and \( L^2(I, S) \). We recall that \( u_{0,k} \) converges to \( u_0 \) strongly in \( H \). Therefore, we find in the limit

\[
-\int_0^T (u(t), e_j) \phi'(t) \, dt + \int_0^T (Vu(t), e_j) \phi(t) \, dt = (u_{0}, e_j) \phi(0) + \int_0^T (f(t), e_j) \phi(t) \, dt.
\]

This equality, which holds for each \( j \), allows one to write by a linearity argument

\[
-\int_0^T (u(t), v) \phi'(t) \, dt + \int_0^T (Vu(t), v) \phi(t) \, dt = (u_{0}, v) \phi(0) + \int_0^T (f(t), v) \phi(t) \, dt
\]

(7.11)

for all \( v \) which are finite linear combinations of functions \( e_j \). Since every term of (7.11) depends linearly and continuously in the norm of \( V \) on \( v \), the equality (7.11) is still valid, by continuity, for all \( v \) in \( V \).
On writing (7.11), in particular, with any $\phi \in C_{\text{comp}}^\infty(0,T)$, we arrive at the equality

$$\partial_t(u,v) + (Vu,v) = (f,v)$$

for all $v \in V$. This is precisely (7.3) which is valid in the sense of distributions on $(0,T)$. As is shown immediately after (7.3), this equality together with $u \in L^2(I,S)$ implies that $u'$ belongs to $L^2(I,S')$ and $u' + Vu = f$ a.e. on $I$.

Finally, it remains to check that $u(0) = u_0$. (The continuity of $u$ will be proved after the proof of existence.) For this purpose we multiply the first equation of (7.3) by $\phi(t)$ with the same $\phi(t)$ as before, integrate in $t \in I$ and use the integration by parts formula

$$\int_0^T \partial_t (u(t),v) \phi(t) dt = -\int_0^T (u(t),v) \phi'(t) dt - (u(0),v) \phi(0).$$

We get

$$-\int_0^T (u(t),v) \phi'(t) dt + \int_0^T (Vu(t),v)\phi(t) dt = (u(0),v) \phi(0) + \int_0^T (f(t),v) \phi(t) dt,$$

and so comparing this with (7.11) yields $(u(0) - u_0, v) \phi(0) = 0$ for all $v \in S$ and for each function $\phi$ of the type considered. Choose $\phi$ such that $\phi(0) \neq 0$, then $(u(0) - u_0, v) = 0$ for all $v \in S$. This equality implies $u(0) = u_0$ and completes the proof of the existence. \hfill \Box

**Proof of the continuity and uniqueness.** The proof is based on a lemma which is a particular case of a general interpolation theorem of [LM72].

**Lemma 7.2.** Let $S$, $H$ and $S'$ be three Hilbert spaces, each space being densely included into the subsequent one, and $S'$ being the dual of $S$. If $u$ is a function in $L^2(I,S)$ and its derivative $u'$ belongs to $L^2(I,S')$, then $u$ is equal a.e. to a continuous function on $I$ with values in $H$. Moreover, $\partial(u,u)_H = 2\Re(u',u)_H$ holds in the sense of distributions on $(0,T)$.

Note that the equality $\partial(u,u)_H = 2\Re(u',u)_H$ is meaningful since the functions $t \mapsto \|u(t)\|^2_H$ and $t \mapsto (u'(t),u(t))_H$ are both integrable on $I$.

**Proof.** For a more elementary proof than that of [LM72] we refer the reader to [Tem79] p. 177. \hfill \Box

By Lemma 7.2 the continuity of the mapping $u : I \to H$ in Theorem 7.1 becomes obvious. It only remains to check the uniqueness. Suppose $u_1$ and $u_2$ are two solutions of problem (7.4) which bear the desired properties. Set $u = u_1 - u_2$, then

$$u \in L^2(I,S),$$
$$u' \in L^2(I,S')$$

and

$$u' + Vu = 0 \quad \text{a.e. on } I,$$
$$u(0) = 0.$$

Taking the scalar product of the first equality with $u(t)$ yields

$$(u'(t),u(t)) + (Vu(t),u(t)) = 0.$$
a.e. on \(I\). Using Lemma 7.2 we get
\[
\frac{1}{2} \partial_t (u(t), u(t)) = -(Vu(t), u(t)) \leq 0
\]
whence \(\|u(t)\|_H^2 \leq \|u(0)\|_H^2 = 0\) for all \(t \in I\). Hence, \(u_1(t) = u_2(t)\) for each \(t \in I\), as desired.

On using the solution \(u\) of problem (7.1) given by Theorem 7.1 we determine the pressure \(p\) from (2.1). This leads to a solution \((u, p)\) of linearised problem (7.1).

Assuming that both \(f\) and \(u_0\) are sufficiently smooth, we can actually obtain as much regularity as desired for \(u\) and \(p\). We establish only a simple result of this type.

**Theorem 7.3.** Suppose \(f \in L^2(I, H)\) and \(u_0 \in S\). Then \(u \in L^2(I, H^{2m}(\mathcal{X}, F^i))\) and \(u' \in L^2(I, H), \) i.e.,
\[
\begin{align*}
  u & \in H^{s(1)}(\mathcal{C}, F^i), \\
p & \in L^2(I, H^1(\mathcal{X}, F^{i-1})).
\end{align*}
\]

Here, we tacitly assume that the Neumann problem after Spencer for complex (1.1) at step \(i\) satisfies the Shapiro-Lopatinskij condition on the boundary of \(\mathcal{X}\), if there is any.

**Proof.** The first point is to establish that \(u' \in L^2(I, H)\), i.e., \(u' \in L^2(\mathcal{C}, F^i)\). This is proved by deriving another a priori estimate for the approximate solution \(u_k\) constructed by the Galerkin method.

Using the notation of the proof of Theorem 7.1 we multiply the first equality of (7.6) by the derivative \(c_{k,j}'(t)\) and sum up these equalities for \(j = 1, \ldots, k\). This gives
\[
(u_k'(t), u_k'(t)) + (Vu_k(t), u_k'(t)) = (f(t), u_k'(t)).
\]
Since \(\partial_t (Vu_k(t), u_k(t)) = 2 \Re (Vu_k(t), u_k'(t))\), we get
\[
2 \|u_k'(t)\|_H^2 + \partial_t (D(u_k(t)) - \|u_k(t)\|_H^2) = 2 \Re (f(t), u_k'(t))
\]
for almost all \(t \in I\).

We then integrate the latter equality in \(t \in I\) and use the Schwarz inequality, obtaining
\[
2 \int_0^T \|u_k'(t)\|_H^2 dt + D(u_k(T)) + \|u_k(0)\|_H^2
= \quad D(u_k(0)) + \|u_k(T)\|_H^2 + 2 \Re \int_0^T (f(t), u_k'(t)) dt
\leq \quad D(u_0,k) + \|u_k(T)\|_H^2 + \int_0^T (\|f(t)\|_H^2 + \|u_k'(t)\|_H^2) dt
\]
whence
\[
\int_0^T \|u_k'(t)\|_H^2 dt \leq C + D(u_0,k) + \int_0^T \|f(t)\|_H^2 dt,
\]
which is due to (7.9).

The basis \(e_j\) used in the Galerkin method may be chosen so that \(e_j \in S\) for all \(j\) and we can take \(u_0,k\) to be the projection in \(S\) of \(u_0\) on the space spanned by \(e_1, \ldots, e_k\). Hence it follows that \(u_0,k\) converges to \(u_0\) strongly in \(S\), as \(k \to \infty\), and
\[ D(u_{0,k}) \leq D(u_0). \] With these choices of the basis \( e_j \) and initial data \( u_{0,k} \), estimate \((7.13)\) shows that the sequence \( u'_k \) belongs to a bounded set in \( L^2(I, H) \), and so \( u' \in L^2(I, H) \), as desired.

Having disposed of this preliminary step, we come back to equalities \((7.1), (7.2)\) and apply the regularity theorem in the stationary case. More precisely, we get
\[
(\varepsilon \Delta^m + \nu \Delta) u + A p = f - u', \\
A^* u = 0
\]
in \( X \) and \( u = 0 \) up to order \( m \) on the boundary of \( \mathcal{X} \) (if there is any) for almost all \( t \in I \). Since \( f - u' \in L^2(I, H) \), we deduce that \( u(t) \) belongs to \( H^{2m}(\mathcal{X}, F^i) \) and \( p(t) \) belongs to \( H^1(\mathcal{X}, F^{i-1}) \). Moreover, since \( f(t) - u'(t) \rightarrow (u(t), p(t)) \) is a continuous linear mapping from \( H \) into \( H^{2m}(\mathcal{X}, F^i) \times H^1(\mathcal{X}, F^{i-1}) \), it is clear that \((7.12)\) is satisfied.

8. Compactness theorems

The compactness theorems of this section go back at least as far as [Lio69]. They are included for the sake of self-contained presentation. The proofs are based on the following well-known lemma.

Lemma 8.1. Suppose that \( \mathcal{B}_0, \mathcal{B} \) and \( \mathcal{B}_1 \) are three Banach spaces with the property that \( \mathcal{B}_0 \hookrightarrow \mathcal{B} \hookrightarrow \mathcal{B}_1 \), the embedding of \( \mathcal{B} \) into \( \mathcal{B}_1 \) being continuous and the embedding of \( \mathcal{B}_0 \) into \( \mathcal{B} \) being compact. Then for each \( \epsilon > 0 \) there is a constant \( c(\epsilon) \) depending on \( \epsilon \), such that
\[
\|v\|_{\mathcal{B}} \leq \epsilon \|v\|_{\mathcal{B}_0} + c(\epsilon) \|v\|_{\mathcal{B}_1}
\]
for all \( v \in \mathcal{B}_0 \).

Proof. The proof is by contradiction. Saying that the lemma is not true amounts to saying that there exists some \( \epsilon > 0 \) with the property that for each \( \epsilon \in \mathbb{R} \) one has
\[
\|v\|_{\mathcal{B}} \geq \epsilon \|v\|_{\mathcal{B}_0} + c \|v\|_{\mathcal{B}_1}
\]
for at least one \( v \in \mathcal{B}_0 \). Taking \( \epsilon = k \) we obtain a sequence of elements \( v_k \) in \( \mathcal{B}_0 \) which satisfies
\[
\|v_k\|_{\mathcal{B}} \geq \epsilon \|v_k\|_{\mathcal{B}_0} + k \|v_k\|_{\mathcal{B}_1}
\]
for all \( k = 1, 2, \ldots \). We consider then the normalised sequence \( w_k = \frac{v_k}{\|v_k\|_{\mathcal{B}_0}} \) satisfying
\[
\|w_k\|_{\mathcal{B}} \geq \epsilon + k \|w_k\|_{\mathcal{B}_1}
\]
(8.1)
for all \( k \). Since \( \|w_k\|_{\mathcal{B}_0} = 1 \), the sequence \( w_k \) is bounded in \( \mathcal{B} \), and so \((8.1)\) shows that \( \|w_k\|_{\mathcal{B}_1} \rightarrow 0 \), as \( k \rightarrow \infty \). Furthermore, since the embedding of \( \mathcal{B}_0 \) into \( \mathcal{B} \) is compact, the sequence \( w_k \) is relatively compact in \( \mathcal{B} \). Hence, we can extract from \( w_k \) a subsequence \( w_{k_j} \) strongly convergent in \( \mathcal{B} \). By the above, the limit of \( w_{k_j} \) must be zero, however, this contradicts estimate \((8.1)\) because \( \|w_k\|_{\mathcal{B}} \geq \epsilon > 0 \) for all \( k \).

Let \( \mathcal{B}_0, \mathcal{B} \) and \( \mathcal{B}_1 \) be three Banach spaces such that \( \mathcal{B}_0 \hookrightarrow \mathcal{B} \hookrightarrow \mathcal{B}_1 \), the embeddings being continuous. We moreover assume that \( \mathcal{B}_0 \) and \( \mathcal{B}_1 \) are reflexive and the embedding of \( \mathcal{B}_0 \) into \( \mathcal{B} \) is compact. Given any real numbers \( p_0 \) and \( p_1 \) both greater than 1, we consider the space \( \mathcal{F} \) which consists of all functions \( v \in L^{p_0}(I, \mathcal{B}_0) \) whose
weak derivative $v' = \partial_t v$ belongs to $L^{p_1}(I, B_1)$. The space $\mathcal{F}$ is provided with the norm
\[
\|v\|_\mathcal{F} = \|v\|_{L^{p_0}(I, B_0)} + \|v'\|_{L^{p_1}(I, B_1)},
\]
which makes it a Banach space. It is obvious that $\mathcal{F} \subset L^{p_0}(I, \mathcal{B})$, the embedding being continuous. We are actually going to prove that this embedding is compact.

**Theorem 8.2.** Under the above assumptions, the embedding of $\mathcal{F}$ into $L^{p_0}(I, \mathcal{B})$ is compact.

**Proof.** Let $u_k$ be a bounded sequence in $\mathcal{F}$. We have to show that this sequence contains a subsequence which converges strongly in $L^{p_0}(I, \mathcal{B})$.

Since the spaces $B_0$ and $B_1$ are reflexive and both $p_0$ and $p_1$ are not extreme, the spaces $L^{p_0}(I, B_0)$ and $L^{p_1}(I, B_1)$ are likewise reflexive, and hence $\mathcal{F}$ is reflexive. Therefore, there exists a subsequence of $u_k$ (for which we continue to write $u_k$ by abuse of notation) such that $u_k$ converges to $u \in \mathcal{F}$ weakly in $\mathcal{F}$, as $k \to \infty$, which means that $u_k$ converges to $u$ weakly in $L^{p_0}(I, B_0)$ and $u'_k$ converges to $u'$ weakly in $L^{p_1}(I, B_1)$. It suffices to prove that $v_k = u_k - u$ converges to zero strongly in $L^{p_0}(I, \mathcal{B})$.

We shall have established the theorem if we prove that $v_k$ converges to zero strongly in $L^{p_0}(I, B_1)$. In fact, due to Lemma 8.1 we get
\[
\|v_k\|_{L^{p_0}(I, B_1)} \leq \epsilon \|v_k\|_{L^{p_0}(I, B_0)} + c(\epsilon) \|v_k\|_{L^{p_0}(I, B_1)}
\]
for all $k$. Since the sequence $v_k$ is bounded in $\mathcal{F}$, it follows that
\[
\|v_k\|_{L^{p_0}(I, B_1)} \leq \epsilon C + c(\epsilon) \|v_k\|_{L^{p_0}(I, B_1)},
\]
with $C$ a constant independent of $k$. On passing to the limit in this inequality we get
\[
\limsup_{k \to \infty} \|v_k\|_{L^{p_0}(I, B_1)} \leq \epsilon C,
\]
for $v_k \to 0$ strongly in $L^{p_0}(I, B_1)$. Since $\epsilon > 0$ is arbitrary small in Lemma 8.1, the upper limit is equal to zero, as desired.

To prove that $v_k$ converges to zero strongly in $L^{p_0}(I, B_1)$, we observe that $\mathcal{F}$ is embedded continuously into $C(\overline{I}, B_1)$. This follows from Lemma 6.3, the continuity of the embedding is easy to check. We infer from this embedding that there is a constant $C > 0$ with the property that
\[
\|v_k(t)\|_{B_1} \leq C
\]
for all $t \in I$ and all $k$. By the Lebesgue theorem, the strong convergence of $v_k$ to zero in $L^{p_0}(I, B_1)$ is now proved if we show that $v_k(t) \to 0$ in the norm of $B_1$ for almost all $t \in I$.

Pick $t_0 \in I$. Write
\[
v_k(t_0) = v_k(t') - \int_{t_0}^{t'} v'_k(s) ds
\]
and by integration
\[
v_k(t_0) = \frac{1}{t - t_0} \left( \int_{t_0}^{t} v_k(t') dt' - \int_{t_0}^{t} dt' \int_{t_0}^{t'} v'_k(s) ds \right)
\]
for all $t \in I$. Hence it follows that $u_k(t_0) = I'_k + I''_k$, where

$$I'_k = \frac{1}{t-t_0} \int_{t_0}^{t} v_k(t') dt', \quad I''_k = \frac{1}{t-t_0} \int_{t_0}^{t} (t-s) v'_k(s) ds.$$  

For a given $\epsilon > 0$, we choose $t$ in such a way that

$$\|I''_k\|_{L^1} \leq \int_{t_0}^{t} \|v'_k(s)\|_{L^1} ds \leq \frac{\epsilon}{2}.$$  

Then, for this fixed $t$, we observe that $I'_k \to 0$ weakly in $B_0$, and so strongly in $B_1$, as $k \to \infty$. For sufficiently large $k$, we thus obtain $\|I'_k\|_{L^1} \leq \epsilon/2$ whence $\|v_k(t_0)\|_{L^1} \leq \epsilon$, as desired. \hfill \Box

As usual, the most efficient compactness theorem can be formulated within the framework of Hilbert spaces and it is based on the notion of fractional derivatives of a function. Assume that $B_0$, $B$ and $B_1$ are Hilbert spaces with continuous embeddings $B_0 \hookrightarrow B \hookrightarrow B_1$, where moreover the embedding of $B_0$ into $B$ is compact. If $v$ is a function of $t \in \mathbb{R}$ with values in $B_1$, we denote by $\hat{v}$ its Fourier transform, i.e.,

$$\hat{v}(\tau) = \int_{-\infty}^{+\infty} e^{-i\tau t} v(t) dt$$  

for $\tau \in \mathbb{R}$. Given any $\lambda$ with $0 < \lambda \leq 1$, by the derivative of $v$ of order $\lambda$ in $t$ is meant the inverse Fourier transform of $(i\tau)^\lambda \hat{v}$, or

$$\hat{\partial_\tau^\lambda v}(\tau) = (i\tau)^\lambda \hat{v}(\tau).$$

Following [Tem79] p. 185] we define the space $H^\lambda$ (depending on $B_0$, $B_1$ and $\lambda$) to consist of all functions $v \in L^2(\mathbb{R}, B_0)$ such that $\hat{\partial_\tau^\lambda v} \in L^2(\mathbb{R}, B_1)$. This is a Hilbert space under the norm

$$\|v\|_{H^\lambda} = \left( \|v\|_{L^2(\mathbb{R}, B_0)}^2 + \|\tau^\lambda \hat{v}\|_{L^2(\mathbb{R}, B_1)}^2 \right)^{1/2}.$$

For a closed set $K \subset \mathbb{R}$, we denote by $H^\lambda_K$ the (closed) subspace of $H^\lambda$ consisting of all functions with support in $K$. The following theorem is contained in [Tem79] p. 186].

**Theorem 8.3.** Under the above hypotheses, if moreover $K$ is a compact subset of $\mathbb{R}$ and $\lambda > 0$, the embedding of $H^\lambda_K$ into $L^2(\mathbb{R}, B)$ is compact.

**Proof.** Let $u_k$ be a bounded sequence in $H^\lambda_K$. We must show that $u_k$ contains a subsequence strongly convergent in $L^2(\mathbb{R}, B)$.

Since $H^\lambda$ is a Hilbert space, the sequence $u_k$ contains a subsequence which converges weakly in this space. To shorten notation, we continue to write $u_k$ for this subsequence. It is clear that the limit function $u$ also belongs to $H^\lambda$. Therefore, on setting $v_k = u_k - u$ we see that $v_k$ is a bounded sequence in $H^\lambda$, which converges to zero weakly in $H^\lambda$. This means that $v_k$ converges to zero weakly in $L^2(\mathbb{R}, B_0)$, and $|\tau^\lambda \hat{v}_k|$ converges to zero weakly in $L^2(\mathbb{R}, B_1)$. The theorem is proved if we show that $u_k$ converges to $u$ strongly in $L^2(\mathbb{R}, B)$, which is the same as $v_k \to 0$ strongly in $L^2(\mathbb{R}, B)$.  


Our next goal is to show that if $v_k$ converges to zero strongly in $L^2(\mathbb{R}, B_1)$ then the same is true in the norm of $L^2(\mathbb{R}, B)$. Due to Lemma 8.1 for each $\epsilon > 0$ there is a constant $c(\epsilon)$ such that
\[
\|v_k\|_{L^2(\mathbb{R}, B)} \leq \epsilon \|v_k\|_{L^2(\mathbb{R}, B_0)} + c(\epsilon) \|v_k\|_{L^2(\mathbb{R}, B_1)}
\]
for all $k$. Since the sequence $v_k$ is bounded in $L^2(\mathbb{R}, B_0)$, it follows that
\[
\|v_k\|_{L^2(\mathbb{R}, B)} \leq \epsilon C + c(\epsilon) \|v_k\|_{L^2(\mathbb{R}, B_1)},
\]
with $C$ a constant independent of $k$. On passing to the limit in this inequality we obtain
\[
\limsup_{k \to \infty} \|v_k\|_{L^2(\mathbb{R}, B)} \leq \epsilon C.
\]
Since $\epsilon > 0$ is arbitrary small in Lemma 8.1, the upper limit must be equal to zero, as desired.

It remains to establish that $v_k$ converges to zero strongly in $L^2(\mathbb{R}, B_1)$. To this end, write
\[
I_k = \int_{-\infty}^{+\infty} \|v_k(t)\|_{B_1}^2 dt = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \|\hat{v}_k(\tau)\|_{B_1}^2 d\tau,
\]
which is due to the Plancherel theorem. We have to show that $I_k$ tends to zero, as $k \to \infty$. We get
\[
I_k \leq \frac{1}{2\pi} \int_{|\tau| \leq R} \|\hat{v}_k(\tau)\|_{B_1}^2 d\tau + \frac{1}{2\pi} \int_{|\tau| > R} \frac{(\tau)^{2\lambda}}{(\tau)^{2\lambda}} \|\hat{v}_k(\tau)\|_{B_1}^2 d\tau
\]
\[
\leq \frac{1}{2\pi} \int_{|\tau| \leq R} \|\hat{v}_k(\tau)\|_{B_1}^2 d\tau + \frac{C}{(R)^{2\lambda}},
\]
for $v_k$ is bounded in $\mathcal{H}^\lambda$. Here, $(\tau) := (1 + |\tau|^2)^{1/2}$. Given any $\epsilon > 0$, we choose $R$ sufficiently large, so that
\[
\frac{C}{(R)^{2\lambda}} \leq \frac{\epsilon}{2}.
\]
Then
\[
I_k \leq \frac{1}{2\pi} \int_{|\tau| \leq R} \|\hat{v}_k(\tau)\|_{B_1}^2 d\tau + \frac{\epsilon}{2},
\]
and the proof is completed by showing that, for this fixed $R$,
\[
\int_{|\tau| \leq R} \|\hat{v}_k(\tau)\|_{B_1}^2 d\tau \to 0,
\]
as $k \to \infty$. This is proved by the Lebesgue theorem. If $\chi$ denotes the characteristic function of $K$, then $v_k = \chi v_k$ and
\[
\hat{v}_k(\tau) = \int_{-\infty}^{+\infty} e^{-i\tau t} \chi(t)v_k(t) dt.
\]
Thus,
\[
\|\hat{v}_k(\tau)\|_{B_1} \leq \|e^{-i\tau t}\chi\|_{L^2(\mathbb{R})} \|v_k\|_{L^2(\mathbb{R}, B_1)}
\]
which is dominated by a constant independent of both $\tau$ and $k$. On the other hand, if $\tau$ is fixed and $w$ an arbitrary element of $B_0$, then
\[
(\hat{v}_k(\tau), w)_{B_0} = \int_{-\infty}^{+\infty} (v_k(t), e^{-i\tau t}\chi(t)w)_{B_0} dt,
\]
which tends to zero, as \( k \to \infty \), for \( v_k \to 0 \) weakly in \( L^2(\mathbb{R}, \mathcal{B}_0) \). It follows that the sequence \( \hat{v}_k(\tau) \) converges to zero weakly in \( \mathcal{B}_0 \), and so strongly in \( \mathcal{B} \) and \( \mathcal{B}_1 \). With this latter remark, the Lebesgue theorem on dominated convergence implies (8.2), as desired.

Using the methods of the last theorem, we are in a position to prove another compactness theorem similar to Theorem 8.2. Nevertheless, this theorem is not contained in nor itself contains Theorem 8.3.

**Theorem 8.4.** Assume that \( \mathcal{B}_0, \mathcal{B} \) and \( \mathcal{B}_1 \) are Hilbert spaces with continuous embeddings \( \mathcal{B}_0 \hookrightarrow \mathcal{B} \hookrightarrow \mathcal{B}_1 \), the embedding of \( \mathcal{B}_0 \) into \( \mathcal{B} \) being compact, and \( I = (0, T) \) a finite interval. Then the embedding of \( \mathcal{F} \) with \( p_0 = 2 \) and \( p_1 = 1 \) into \( L^2(I, \mathcal{B}) \) is compact.

**Proof.** Let \( u_k \) be a bounded sequence in the space \( \mathcal{F} \). Denote by \( v_k \) the function defined on all of \( \mathbb{R} \), which is equal to \( u_k \) on \( [0, T] \) and to zero outside this interval. By Theorem 8.3 we shall have established the theorem if we show that the sequence \( v_k \) remains bounded in the space \( \mathcal{H}^\lambda \) with some \( \lambda > 0 \). By Lemma 6.3 each function \( u_k \) is, after possible modification on a set of measure zero, continuous on \([0, T] \) with values in \( \mathcal{B}_1 \). More precisely, the embedding of \( \mathcal{F} \) into \( C(T, \mathcal{B}_1) \) is continuous. Since \( v_k \) has two discontinuities at 0 and \( T \), the distribution derivative of \( v_k \) is given by

\[
v'_k = w_k + u_k(0)\delta_0 - u_k(T)\delta_T,
\]

where \( \delta_0 \) and \( \delta_T \) are the Dirac distributions at 0 and \( T \), and \( w_k \) the derivative of \( u_k \) on \([0, T] \) extended by zero to the complement of \([0, T] \). After a Fourier transformation we get

\[
(\tau) \hat{v}_k(\tau) = \hat{w}_k(\tau) + u_k(0) - u_k(T) \exp(-i\tau T)
\]

for all \( \tau \in \mathbb{R} \).

Since the functions \( u_k' \) remain bounded in \( L^1(I, \mathcal{B}_1) \), the functions \( w_k \) are bounded in \( L^1(\mathbb{R}, \mathcal{B}_1) \) and the functions \( \hat{w}_k \) are bounded in the space \( L^\infty(\mathbb{R}, \mathcal{B}_1) \), i.e.,

\[
\|\hat{w}_k(\tau)\|_{\mathcal{B}_1} \leq C
\]

for all \( \tau \in \mathbb{R} \) and all \( k \). As mentioned, the embedding of \( \mathcal{F} \) into \( C(T, \mathcal{B}_1) \) is continuous whence

\[
\|u_k(0)\|_{\mathcal{B}_1} \leq c,
\]

\[
\|u_k(T)\|_{\mathcal{B}_1} \leq c
\]

and (8.3) implies that

\[
|\tau|^2 \|\hat{v}_k(\tau)\|_{\mathcal{B}_1^2} \leq (C + 2c)^2
\]

for all \( \tau \in \mathbb{R} \) and all \( k \).

Fix any positive \( \lambda \) satisfying \( \lambda < \frac{1}{2} \). From the inequality

\[
|\tau|^{2\lambda} \leq c(\lambda) \frac{1 + |\tau|^2}{1 + |\tau|^{2(1-\lambda)}}
\]

for all \( \tau \in \mathbb{R} \), the constant \( c(\lambda) \) depending on \( \lambda \), it follows that

\[
\begin{align*}
\int_{-\infty}^{+\infty} |\tau|^{2\lambda} \|\hat{v}_k(\tau)\|_{\mathcal{B}_1^2} d\tau & \leq c(\lambda) \int_{-\infty}^{+\infty} \frac{1 + |\tau|^2}{1 + |\tau|^{2(1-\lambda)}} \|\hat{v}_k(\tau)\|_{\mathcal{B}_1^2} d\tau \\
& \leq c(\lambda) \left( \int_{-\infty}^{+\infty} \|\hat{v}_k(\tau)\|_{\mathcal{B}_1^2}^2 d\tau + \int_{-\infty}^{+\infty} \frac{(C + 2c)^2}{1 + |\tau|^{2(1-\lambda)}} d\tau \right).
\end{align*}
\]
By the Plancherel theorem, we see that
\[ \int_{-\infty}^{+\infty} \| \hat{v}_{k}(\tau) \|^2_{B_{1}} d\tau = \int_{0}^{T} \| v_{k}(t) \|^2_{B_{1}} dt \]
and these integrals are bounded uniformly in $k$. On the other hand, since $\lambda < \frac{1}{2}$, the integral
\[ \int_{-\infty}^{+\infty} \frac{1}{1 + |\tau|^{2(1-\lambda)}} d\tau \]
is convergent. Summarising we conclude that
\[ \int_{-\infty}^{+\infty} |\tau|^{2} \| \hat{v}_{k}(\tau) \|^2_{B_{1}} d\tau \leq C, \]
where $C$ depends on $\lambda$. It is now clear that the sequence $v_{k}$ is bounded in $H^{\lambda}$ and each $v_{k}$ has support in $[0,T]$. □

Assuming only that $B_{0}$ and $B$ are Banach spaces and $B_{1}$ a Hilbert space, it can be proved in a similar way that the embedding of $F$ with $1 < p_{0} < \infty$ and $p_{1} = 1$ into $L^{p_{0}}(I,B)$ is compact.

9. Existence of a weak solution

This section is concerned with existence theorem for a weak solution of the regularised Navier-Stokes equations. We start with a weak formulation of these equations, following [Ler34a], and state an existence theorem for such solution. The proof of this theorem is due to [Lio69], see also [Lad70]. It is based on the construction of an approximate solution by the Galerkin method, followed by a passage to the limit using, in particular, an a priori estimate for a fractional derivative in time of the approximate solution and a compactness theorem contained in Section 8. Then we develop the uniqueness theorem for weak solutions provided that $\varepsilon > 0$. If $\varepsilon = 0$, the arguments still go in the case $n \leq 2$. In the case of $n > 2$ there is a gap between the class of functions where existence is known, and the smaller classes where uniqueness is proved. For $\varepsilon > 0$, we show the existence of more regular solutions, assuming more regularity on the data. A similar result holds in the conventional case $\varepsilon = 0$ for local solutions, i.e., those defined on a “small” time interval.

Recall that we define on $H^{m}_{0}(X,F^{i})$, and in particular on $S$, a trilinear form by setting
\[ (N(u,v),w) = \int_{X} (T(v)u,w)_{x} dx. \]

Lemma 9.1. The form $(N(u,v),w)$ is defined and trilinear continuous on the Cartesian product $H^{m}_{0}(X,F^{i}) \times H^{m}_{0}(X,F^{i}) \times H^{m}_{0}(X,F^{i})$, if $m \geq (n+2)/4$, $n$ being the dimension of $X$.

Proof. We use here a well-known result on pointwise multiplication of functions in Sobolev spaces. Namely, let $s$ and $s_{1}$, $s_{2}$ be real numbers satisfying $s_{1} + s_{2} \geq 0$, $s_{1}, s_{2} \geq s$ and $s_{1} + s_{2} - s > n/2$, where the strictness of the last two inequalities can be interchanged if $s = 0, 1, \ldots$. Then the pairwise multiplication of functions extends to a continuous bilinear mapping $H^{s_{1}} \times H^{s_{2}} \rightarrow H^{s}$. We apply this result with $s = 0$ and $s_{1} = s_{2} = m$. The condition $s_{1} + s_{2} - s \geq n/2$ is obviously fulfilled,
for $m \geq (n + 2)/4$. In coordinate patches on $\mathcal{X}$, over which the bundle $F^i$ is trivial, we get

\[
(T(v)u, w)_x = \sum_{j=1}^{\ldots} T_{jk}(v)u_k w_j,
\]

where $k_i$ is the rank of $F^i$, $u_k$ and $v_j$ are coordinates of $u$ and $v$ relative to a local frame of $F^i$, respectively, and $T_{jk}$ are first order scalar differential operators in local coordinates. Hence,

\[
|\langle N(u, v), w \rangle| \leq c \|T(v)\|_{L^2(\mathcal{X}, \text{Hom } F^i)} \|u\|_{H^m(\mathcal{X}, F^i)} \|w\|_{H^m(\mathcal{X}, F^i)} \\
\leq c \sqrt{D(u)} \sqrt{D(v)} \sqrt{D(w)}
\]

for all $u, v, w \in H^m_0(\mathcal{X}, F^i)$, where $c$ is a constant independent of $u, v$ and $w$ and not necessarily the same in diverse applications. This estimate ensures the continuity of the trilinear form.

In particular, the form $\langle N(u, v), w \rangle$ is well defined and trilinear continuous on $S \times S \times S$, if $m \geq (n + 2)/4$.

If $A^*u = 0$ in $\mathcal{X}$ and $n(u) = 0$ on the boundary of $\mathcal{X}$, then $\langle N(u, v), v \rangle = 0$ for all $v \in H^m_0(\mathcal{X}, F^i)$, which is due to Corollary 6.2. For $u, v \in S$, the section $N(u, v)$ can be thought of as a continuous linear functional on $S$. Set $N(u) = N(u, u) \in S'$ for $u \in S$.

In the classical formulation the first mixed problem for the generalised Navier-Stokes equations consists in finding sections $u$ and $p$ of $F^i$ and $F^{i-1}$ over $\mathcal{C}$, respectively, such that

\[
\partial_t u + (\varepsilon \Delta^u + \nu \Delta)u + N(u) + Ap = f, \\
A^*u = 0
\]

in the cylinder $\mathcal{C}$ and

\[
u(\cdot, 0) = u_0 \quad \text{on} \quad \mathcal{X}, \\
u = 0 \quad \text{up to order} \ m \quad \text{on} \quad \partial \mathcal{X} \times I,
\]

where $f$ and $u_0$ are given sections of $F^i$ over the cylinder and its bottom $\mathcal{X}$ respectively. Conditions (6.2) specify the first mixed problem for evolution equations (6.1).

Let $(u, p)$ be a classical solution of problem (6.1), (6.2), say $u \in C^{2m}(\mathcal{C}, F^i)$ and $p \in C^1(\mathcal{C}, F^{i-1})$. Then one can check easily that

\[
u(\cdot) + (Vu, v) + (N(u), v) = (f, v)
\]

for each element $v$ of $S$. By continuity, this equation holds also for each $v \in S$. Since $\langle u, v \rangle = \partial_t (u, v)$, this suggests the following weak formulation of problem (6.1), (6.2), cf. [Ler33a, Ler34a, Ler34b]. Given sections $f \in L^2(I, S')$ and $u_0 \in H$, find $u \in L^2(I, S)$ such that

\[
\partial_t (u, v) + (Vu, v) + (N(u), v) = (f, v) \quad \text{for all} \quad v \in S, \\
u(0) = u_0.
\]

(By 6.2, any solution to this problem leads to a solution in some weak sense of problem (6.1), (6.2).)

If a section $u$ merely belongs to $L^2(I, S)$, the condition $u(0) = u_0$ need not make sense. But if $u$ belongs to $L^2(I, S)$ and satisfies the variational equation of (6.3) then we can argue as in the linear case (using Lemma 5.5) to see that $u$ is equal
a.e. to some continuous function, so that \( u(0) = u_0 \) is meaningful. Before showing this, we prove a lemma.

**Lemma 9.2.** Suppose that \( u \in L^2(I, S) \). Then the function \( N(u) \) defined by 
\[
( N(u)(t), v ) = ( N(u(t), u(t)), v ),
\]
for almost all \( t \in I \) and all \( v \in S \), belongs to \( L^1(I, S') \).

**Proof.** For almost all \( t \in I \), the value \( N(u)(t) \) is an element of \( S' \), and the measurability of the function \( N(u) \) of \( t \in I \) with values in \( S' \) is easily verified. Moreover, since \( ( N(u, v), w ) \) is a continuous trilinear form on the space \( S \), we conclude immediately that 
\[
\| N(v) \|_{S'} \leq c D(v)
\]
for all \( v \in S \). Therefore,
\[
\int_0^T \| N(u)(t) \|_{S'} dt \leq c \int_0^T D(u)(t) dt < \infty,
\]
and the lemma is proved.

Now, if \( u \in L^2(I, S) \) satisfies (9.3), then, according to the above lemma, one can write (9.3) as
\[
\partial_t (u, v) = ( f - V u - N(u), v )
\]
for all \( v \in S \). Since \( Vu \) belongs to \( L^2(I, S') \), as in the linear case, the function \( f - V u - N(u) \) belongs to \( L^1(I, S') \). Lemma 6.5 implies that \( u' \in L^1(I, S') \) and \( u' = f - V u - N(u) \), and that \( u \) is equal a.e. to a continuous function of \( t \in \mathcal{T} \) with values in \( S' \). This remark makes the initial condition \( u(0) = u_0 \) meaningful, as desired.

An alternative formulation of problem (9.3) reads as follows. Let \( f \in L^2(I, S') \) and \( u_0 \in H \) be given sections. Find a section \( u \in L^2(I, S) \) such that \( u' \in L^1(I, S') \) and
\[
\begin{align*}
 u' + Vu + N(u) &= f \quad \text{a.e. on } I, \\
 u(0) &= u_0.
\end{align*}
\]  
(9.4)
We have shown that any solution of problem (9.3) is a solution of problem (9.4). The converse is very easily checked and these problems are thus equivalent. The existence of solutions of these problems is ensured by our next theorem, cf. Theorem 3.1 of [Tem79, p. 191].

**Theorem 9.3.** Assume that \( f \in L^2(I, S') \) and \( u_0 \in H \) are arbitrary data. Then there exists at least one function \( u \in L^2(I, S) \) satisfying \( u' \in L^1(I, S') \) and (9.4). Moreover, \( u \in L^\infty(I, H) \) and \( u \) is a weakly continuous function of \( t \in \mathcal{T} \) with values in \( H \).

Note that by the weak continuity of \( u \) is meant that, for each \( v \in H \), the function \( t \mapsto (u(t), v) \) is continuous on \( I \). The weak continuity result is a direct consequence of \( u \in L^\infty(I, H) \), the continuity of \( u \) in \( t \in \mathcal{T} \) with values in \( S' \), and of Lemma 1.4 of [Tem79, p. 178].

**Proof.** Approximate solution. We apply the Galerkin procedure as in the linear case. Since \( S \) is separable and \( S \) is dense in \( S \), there is a sequence of linearly independent elements \( (e_i)_{i=1,2,...} \) of \( S \), which is complete in \( S \). (It should be noted that the \( e_i \) are chosen in \( S \) for simplicity. With some technical modifications we
could take these elements in \( S \).) For every \( k = 1, 2, \ldots \) we define an approximate solution of problem (9.3) by

\[
 u_k = \sum_{i=1}^{k} c_{k,i}(t)e_i
\]

and

\[
\begin{aligned}
 (u_k', e_j) + (Vu_k, e_j) + (N(u_k), e_j) &= (f, e_j) & \text{for all } j = 1, \ldots, k, \\
 u_k(0) &= u_{0,k},
\end{aligned}
\]

(9.5)

where \( u_{0,k} \) is the orthogonal projection in \( H \) of \( u_0 \) onto the space spanned by the elements \( e_1, \ldots, e_k \). (We could take for \( u_{0,k} \) any element of the space spanned by \( e_1, \ldots, e_k \), such that \( u_{0,k} \to u_0 \) in the norm of \( H \), as \( k \to \infty \).)

Equations (9.5) form a system of nonlinear ordinary differential equations for the unknown scalar-valued functions \( c_{k,i} \) on the interval \( I \), where \( 1 \leq i \leq k \). Indeed, we get

\[
\sum_{i=1}^{k} (e_i, e_j) c_{k,i}'(t) + \sum_{i=1}^{k} (Ve_i, e_j) c_{k,i}(t) + \sum_{i=1}^{k} \sum_{m=1}^{k} (N(e_i, e_m), e_j) c_{k,i}(t)c_{k,m}(t) = (f, e_j)
\]

for all \( j = 1, \ldots, k \). On inverting the regular matrix with entries \( (e_i, e_j) \), where \( 1 \leq i, j \leq k \), we rewrite the differential equations in the usual form

\[
\begin{aligned}
 c_{k,i}'(t) + \sum_{j=1}^{k} a_{i,j} c_{k,j}(t) + \sum_{i=1}^{k} \sum_{m=1}^{k} a_{i,l,m} c_{k,l}(t)c_{k,m}(t) &= \sum_{j=1}^{k} b_{i,j} (f, e_j) & \text{for } i = 1, \ldots, k, \\
\end{aligned}
\]

(9.6)

for \( i = 1, \ldots, k \), where \( a_{i,j}, a_{i,l,m} \) and \( b_{i,j} \) are constant complex numbers. Furthermore, the condition \( u_k(0) = u_{0,k} \) is equivalent to \( k \) equations \( c_{k,i}(0) = \pi_i(u_{0,k}) \), where \( \pi_i \) is the projection of \( u_{0,k} \) on the one-dimensional space spanned by the element \( e_i \).

The system of nonlinear equations (9.6) with initial conditions \( c_{k,i}(0) = \pi_i(u_{0,k}) \) has a maximal solution defined on some interval \( [0, T(k)] \). If \( T(k) < T \), then \( \|u_k(t)\|_S \) must tend to \( +\infty \) as \( t \to T(k) \). However, the a priori estimates we go to prove show that this does not happen, and so \( T(k) = T \), showing that the coefficients \( c_{k,i}(t) \) are defined on all of \( [0, T] \).

A priori estimates. The first a priori estimates are established as in the linear case. We multiply the first equation of (9.5) by \( c_{k,j}(t) \) and sum up these equations for \( j = 1, \ldots, k \). From the properties of the nonlinear term we deduce that \( (N(u_k), u_k) = 0 \) whence

\[
(u_k'(t), u_k(t)) + (Vu_k(t), u_k(t)) = (f(t), u_k(t)).
\]

Since \( \partial_t (u_k(t), u_k(t)) = 2 \Re (u_k'(t), u_k(t)) \), we write

\[
\begin{aligned}
 \partial_t \|u_k(t)\|_H^2 &+ 2 \|D(u_k(t)) - \|u_k(t)\|_H^2\|_F^2 &\leq 2 \Re (f(t), u_k(t)) \\
 &\leq 2 \|f(t)\|_S \|u_k(t)\|_S \\
 &\leq \ c \|f(t)\|_S^2 + \frac{1}{c} D(u_k(t))
\end{aligned}
\]

with arbitrary constant \( c > 0 \). We choose \( c \) in such a way that \( 2 - 1/c > 0 \). On the other hand,

\[
\partial_t \|u_k(t)\|_H^2 - 2\|u_k(t)\|_H^2 = e^{2t} \partial_t (e^{-2t}\|u_k(t)\|_H^2),
\]

so

\[
\begin{aligned}
 \partial_t \|u_k(t)\|_H^2 &+ 2 \|D(u_k(t)) - \|u_k(t)\|_H^2\|_F^2 \\
 &\leq \ c \|f(t)\|_S^2 + \frac{1}{c} D(u_k(t))
\end{aligned}
\]
as is easy to check. Therefore,
\[ \partial_t \left( e^{-2t} \| u_k(t) \|_H^2 \right) + \left( 2 - \frac{1}{c} \right) e^{-2t} D(u_k(t)) \leq c e^{-2t} \| f(t) \|_S^2. \] (9.7)

Integrating the inequality from 0 to \( t \), where \( t \) is a fixed point of \( I \), we obtain, in particular,
\[ \| u_k(t) \|_H^2 \leq e^{2t} \| u_{0,k} \|_H^2 + c \int_0^t e^{2(t-t')} \| f(t') \|_S^2 \, dt'. \]
\[ \leq e^{2t} \| u_0 \|_H^2 + c \int_0^t e^{2(t-t')} \| f(t') \|_S^2 \, dt' \]
for almost all \( t \in I \). Therefore,
\[ \sup_{t \in I} \| u_k(t) \|_H^2 \leq e^{2T} \left( \| u_0 \|_H^2 + c \int_0^T \| f(t) \|_S^2 \, dt \right). \]

the right-hand side being finite and independent of \( k \). We have thus proved that the sequence \( u_k \) remains in a bounded subset of \( L^\infty(I, H) \), i.e., there is a constant \( C \) such that
\[ \| u_k \|_{L^\infty(I, H)} \leq C \] (9.8)
for all \( k \).

Furthermore, on integrating inequality (9.7) in \( t \) over all of \( I \) we arrive at the estimates
\[ \| u_k(T) \|_H^2 + \left( 2 - \frac{1}{c} \right) \int_0^T e^{2(T-t)} D(u_k(t)) \, dt \leq e^{2T} \| u_{0,k} \|_H^2 + c \int_0^T e^{2(T-t')} \| f(t') \|_S^2 \, dt'
\[ \leq e^{2T} \| u_0 \|_H^2 + c \int_0^T e^{2(T-t')} \| f(t') \|_S^2 \, dt' \]
for each \( k = 1, 2, \ldots \). This shows that the sequence \( u_k \) remains in a bounded subset of \( L^2(I, S) \), i.e.,
\[ \| u_k \|_{L^2(I, S)} \leq C \] (9.9)
for all \( k \), with \( C \) a constant independent of \( k \).

Estimates for fractional derivative. Let \( v_k \) denote the function of \( t \in \mathbb{R} \) with values in \( S \), which is equal to \( u_k \) on \([0, T]\) and to zero in the complement of this interval. The Fourier transform of \( v_k \) is denoted by \( \hat{v}_k \). In addition to the previous inequalities, which are similar to the estimates in the linear case, we want to show that
\[ \int_{-\infty}^{+\infty} |\tau|^{2\lambda} \| \hat{v}_k(\tau) \|_H^2 d\tau \leq C \] (9.10)
for some \( \lambda > 0 \), both constants \( \lambda \) and \( C \) being independent of \( k \). Along with (9.9) this will imply that \( v_k \) belongs to a bounded set of \( H^\lambda \) corresponding to \( B_0 = S \) and \( B_1 = H \), and this will enable us to apply the compactness result of Theorem 8.3.

In order to prove (9.10) we observe that equations (9.5) can be written in the form
\[ \partial_t (v_k, e_j) = (w_k, e_j) + (u_{0,k}, e_j) \delta_0 - (u_k(T), e_j) \delta_T \]
for all \( j = 1, \ldots, k \), where \( w_k \) is equal to \( f - Vu_k - N(u_k) \) on \([0, T]\) and zero outside this interval. (Compare this with the proof of Theorem 8.3). On applying the
Fourier transform we get

\[(\tau \hat{v}_k(\tau), e_j) = (\hat{w}_k(\tau), e_j) + (u_{0,k}, e_j) - (u_k(T), e_j) \exp(-i\tau T) \quad (9.11)\]

for all \( \tau \in \mathbb{R} \).

We multiply (9.11) by (the complex conjugate of) the Fourier transform of the function equal to \( c_{k,j}(t) \) for \( t \in [0, T] \) and zero for \( t \in \mathbb{R} \setminus [0, T] \), and sum up the resulting equalities for \( j = 1, \ldots, k \). This yields

\[(\tau \| \hat{v}_k(\tau) \|^2_H = (\hat{w}_k(\tau), \hat{v}_k(\tau)) + (u_{0,k}, \hat{v}_k(\tau)) - (u_k(T), \hat{v}_k(\tau)) \exp(-i\tau T). \quad (9.12)\]

By inequality \( \| N(v) \|_{S'} \leq c \| D(v) \| \) for all \( v \in S \) (see the proof of Lemma 9.2), we obtain

\[
\int_0^T \| w_k(t) \|_{S'} dt \leq \int_0^T \left( \| f(t) \|_{S'} + \sqrt{D(u_k(t))} + cD(u_k(t)) \right) dt,
\]

and the right-hand side remains bounded uniformly in \( k \) according to (9.9). It follows that

\[
\sup_{\tau \in \mathbb{R}} \| \hat{w}_k(\tau) \|_{S'} \leq C
\]

for all \( k \), the constant \( C \) being different in diverse applications.

By (9.8)

\[
\| u_k(0) \|_H \leq c,
\]

\[
\| u_k(T) \|_H \leq c,
\]

and so we deduce from (9.12) that

\[
|\tau| \| \hat{v}_k(\tau) \|^2_H \leq C \sqrt{D(\hat{v}_k(\tau))} + 2c \| \hat{v}_k(\tau) \|_H
\]

or

\[
|\tau| \| \hat{v}_k(\tau) \|^2_H \leq (C + 2c) \sqrt{D(\hat{v}_k(\tau))}
\]

for all \( \tau \in \mathbb{R} \).

Choose any positive \( \lambda \) satisfying \( \lambda < \frac{1}{4} \). From the inequality

\[
|\tau|^{2\lambda} \leq c(\lambda) \frac{1 + |\tau|}{1 + |\tau|^{1-2\lambda}}
\]

for all \( \tau \in \mathbb{R} \), the constant \( c(\lambda) \) depending on \( \lambda \), it follows that

\[
\int_{-\infty}^{+\infty} |\tau|^{2\lambda} \| \hat{v}_k(\tau) \|^2_H d\tau
\]

\[
\leq c(\lambda) \int_{-\infty}^{+\infty} \frac{1 + |\tau|}{1 + |\tau|^{1-2\lambda}} \| \hat{v}_k(\tau) \|^2_H d\tau
\]

\[
\leq c(\lambda) \left( \int_{-\infty}^{+\infty} \| \hat{v}_k(\tau) \|^2_H d\tau + (C + 2c) \int_{-\infty}^{+\infty} \frac{\sqrt{D(\hat{v}_k(\tau))}}{1 + |\tau|^{1-2\lambda}} d\tau \right).
\]

By the Plancherel theorem, we see that

\[
\int_{-\infty}^{+\infty} \| \hat{v}_k(\tau) \|^2_H d\tau = \int_0^T \| v_k(t) \|^2_H dt
\]

and these integrals are bounded uniformly in \( k \). Hence, we shall have established (9.10) if we show that the integral

\[
\int_{-\infty}^{+\infty} \frac{\sqrt{D(\hat{v}_k(\tau))}}{1 + |\tau|^{1-2\lambda}} d\tau
\]
is bounded uniformly in $k$. By the Schwarz inequality and the Plancherel theorem we can bound these integrals by
\[
\left( \int_{-\infty}^{+\infty} \frac{dt}{(1 + |\tau|^{1-2\lambda})^2} \right)^{1/2} \left( \int_{-\infty}^{+\infty} D(v_k(t)) \, dt \right)^{1/2},
\]
the first factor being finite, for $\lambda < 1/4$, and the second factor is bounded uniformly in $k$ by (9.9). The proof of (9.10) is complete.

**Passage to the limit.** Estimates (9.8) and (9.9) enable us to assert that there is a subsequence of $u_k$ which converges to an element $u \in L^\infty(I, H) \cap L^2(I, S)$ both in the weak* topology of $L^\infty(I, H)$ and in the weak topology of $L^2(I, S)$. It will cause no confusion if we continue to write $u_k$ for this subsequence. By (9.10) and the compactness result of Theorem 8.3 there is no loss of generality in assuming that $u_k$ converges to $u$ strongly in $L^2(I, H)$. The former of the convergence results allows us to pass to the limit. We argue essentially in the same way as in the linear case.

Let $\phi$ be a continuously differentiable scalar-valued function of $t \in [0, T]$ satisfying $\phi(T) = 0$. We multiply (9.5) by $\phi(t)$ and then integrate by parts. This leads to the equations
\[
- \int_0^T (u_k(t), e_j) \phi'(t) \, dt + \int_0^T (V u_k(t), e_j) \phi(t) \, dt + \int_0^T (N(u_k(t)), e_j) \phi(t) \, dt = (u_{0,k}, e_j) \phi(0) + \int_0^T (f(t), e_j) \phi(t) \, dt
\]
for $j = 1, \ldots, k$. Passing to the limit with the subsequence of $u_k$ is easy for the linear terms. For the nonlinear term we apply Lemma 9.4 to be proved below. In the limit we find that the equality
\[
- \int_0^T (u(t), v) \phi'(t) \, dt + \int_0^T (V u(t), v) \phi(t) \, dt + \int_0^T (N(u(t)), v) \phi(t) \, dt = (u_0, v) \phi(0) + \int_0^T (f(t), v) \phi(t) \, dt
\]
holds for $v = e_1, e_2, \ldots$. Hence it follow that the equality is valid for any element $v \in S$ which is a finite linear combination of the $e_k$. And by the continuity argument (9.13) is still true for any $v \in S$. In particular, on writing (9.13) with arbitrary functions $\phi \in C^\infty_{\text{comp}}(I)$ we conclude readily that $u$ satisfies (9.5) in the sense of distributions.

Finally, it remains to prove that $u$ satisfies $u(0) = u_0$. For this purpose we multiply (9.5) by $\phi$ and integrate in $t \in I$. After integrating the first term by parts we get
\[
- \int_0^T (u(t), v) \phi'(t) \, dt + \int_0^T (V u(t), v) \phi(t) \, dt + \int_0^T (N(u(t)), v) \phi(t) \, dt = (u_0, v) \phi(0) + \int_0^T (f(t), v) \phi(t) \, dt
\]
for all $v \in S$. On comparing this with (9.13) we see that $(u(0) - u_0, v) \phi(0) = 0$ for all $v \in S$ and for each function $\phi$ of the type considered. We can choose $\phi$ with
\( \phi(0) = 1 \). Thus, \((u(0) - u_0, v) = 0\) for all \( v \in S \). This equality implies \( u(0) = u_0 \), as desired.

The proof of Theorem 9.3 will be complete once we show the lemma mentioned above.

**Lemma 9.4.** Assume that \( u_k \) converges to \( u \) weakly in \( L^2(I, S) \) and strongly in \( L^2(I, H) \). Then

\[
\int_0^T (N(u_k(t)), w(t)) \, dt \to \int_0^T (N(u(t)), w(t)) \, dt
\]

for any section \( w \in C^1(\mathbb{T}, F^t) \).

**Proof.** We write

\[
\int_0^T (N(u_k(t)), w(t)) \, dt = -\int_0^T (N(u_k(t), w(t)), u_k(t)) \, dt
\]

which is due to Corollary 6.2. The right-hand side converges to

\[
-\int_0^T (T(w(t))u_k(t), u(t)) \, dt = -\int_0^T (N(u(t), w(t)), u(t)) \, dt
\]

and the lemma is proved. \( \square \)

The solution \( u \) given by Theorem 9.3 satisfies an energy estimate. In order to show it we integrate the equality

\[
\partial_t \|u_k(t)\|_H^2 + 2 \left( D(u_k(t)) - \|u_k(t)\|_H^2 \right) = 2 \Re (f(t), u_k(t))
\]

to conclude that

\[
\|u_k(t)\|_H^2 + 2 \int_0^t \left( D(u_k(t')) - \|u_k(t')\|_H^2 \right) dt' = \|u_{0,k}\|_H^2 + 2 \Re \int_0^t (f(t'), u_k(t')) dt'
\]

for all \( t \in [0, T] \). Multiplying this equality by a nonnegative function \( \phi \in C^\infty_{\text{comp}}(I) \) and integrating in \( t \in I \) yields

\[
\int_0^T \left( \|u_k(t)\|_H^2 + 2 \int_0^t \left( D(u_k(t')) - \|u_k(t')\|_H^2 \right) dt' \right) \phi(t) \, dt
\]

\[
= \int_0^T \left( \|u_{0,k}\|_H^2 + 2 \Re \int_0^t (f(t'), u_k(t')) dt' \right) \phi(t) \, dt.
\]

Since \( u_k \) converges to \( u \in L^\infty(I, H) \cap L^2(I, S) \) in the weak* topology of \( L^\infty(I, H) \), weakly in \( L^2(I, S) \) and strongly in \( L^2(I, H) \), we can pass to the lower limit in this relation and obtain

\[
\int_0^T \left( \|u(t)\|_H^2 + 2 \int_0^t \left( D(u(t')) - \|u(t')\|_H^2 \right) dt' \right) \phi(t) \, dt
\]

\[
\leq \int_0^T \left( \|u_0\|_H^2 + 2 \Re \int_0^t (f(t'), u(t')) dt' \right) \phi(t) \, dt
\]
for all \( \phi \in C^\infty_{\text{c}}(I) \) satisfying \( \phi \geq 0 \). (We have used the fact that if \( v_k \to v \) weakly in a normed space \( V \) then \( \|v\|_V \leq \liminf \|v_k\|_V \).) The last inequality amounts to saying that

\[
\|u(t)\|_H^2 + 2 \int_0^t (V(u(t')) , u(t')) \, dt' \leq \|u_0\|_H^2 + 2 \Re \int_0^t (f(t'), u(t')) \, dt'
\]

(9.14)

for almost all \( t \in I \).

### 10. Regularity and uniqueness

As but one generalisation of Lemma 9.1 we note that on applying the Hölder inequality and the Sobolev embedding theorem one establishes immediately that the form \( (N(u,v),w) \) is actually trilinear continuous on the Cartesian product \( H^{s_1}(\mathcal{X}, F^i) \times H^{s_2+1}(\mathcal{X}, F^i) \times H^{s_3}(\mathcal{X}, F^i) \), where \( s_1 + s_2 + s_3 \geq n/2 \), if each of \( s_1, s_2 \) and \( s_3 \) is different from \( n/2 \), and \( s_1 + s_2 + s_3 > n/2 \), if some of the \( s_1, s_2 \) and \( s_3 \) just amounts to \( n/2 \). That is, there is a constant \( c \) depending on \( s_1, s_2 \) and \( s_3 \), such that

\[
|(N(u,v),w)| \leq c \|u\|_{H^{s_1}(\mathcal{X}, F^i)} \|v\|_{H^{s_2+1}(\mathcal{X}, F^i)} \|w\|_{H^{s_3}(\mathcal{X}, F^i)}
\]

(10.1)

provided \( s_1, s_2, s_3 \geq 0 \).

Moreover, if \( \mathcal{X} \) is compact, which is the case indeed, then the interpolation inequality

\[
\|u\|_{H^{(1-\vartheta)s_1+\vartheta s_2}(\mathcal{X}, F^i)} \leq c \|u\|_{H^{s_1}(\mathcal{X}, F^i)}^{1-\vartheta} \|u\|_{H^{s_2}(\mathcal{X}, F^i)}^\vartheta
\]

(10.2)

holds for all \( u \in H^{s_2}(\mathcal{X}, F^i) \), where \( s_1 \leq s_2, \vartheta \in [0,1] \), and \( c \) is a constant independent of \( u \), see [LM72] Ch. 1.

Clearly, various estimates for the trilinear form \( (N(u,v),w) \) can be obtained by using (10.1) and (10.2). We mention one of these.

**Lemma 10.1.** Assume that \( m \geq (n+2)/4 \). Then there is a constant \( c \) with the property that

\[
|(N(u,v),w)| \leq c \|u\|_H^{1/2} D(u)^{1/4} \|v\|_H^{1/2} D(v)^{1/4} D(w)^{1/2}
\]

for all \( u,v,w \in H_0^m(\mathcal{X}, F^i) \).

**Proof.** Choose

\[
s_1 = \frac{1}{2}0 + \frac{1}{2}m,
\]

\[
s_2 + 1 = \frac{1}{2}0 + \frac{1}{2}m,
\]

\[
s_3 = m
\]

and apply both (10.1) and (10.2) with \( \vartheta = \frac{1}{2} \). \( \square \)

In particular,

\[
|(N(u),w)| \leq c \|u\|_H D(u)^{1/2} D(w)^{1/2}
\]

for all \( u,w \in S \), and hence \( \|N(u)\|_{S'} \leq c \|u\|_H D(u)^{1/2} \) for all \( u \in S \). If now \( u \in L^\infty(I, H) \cap L^2(I, S) \), then \( N(u(t)) \) belongs to \( S' \) for almost all \( t \in I \) and the estimate

\[
\|N(u(t))\|_{S'} \leq c \|u(t)\|_H D(u(t))^{1/2}
\]

shows that \( N(u) \) belongs to \( L^2(I, S') \) and implies

\[
\|N(u)\|_{L^2(I, S')} \leq c \|u\|_{L^\infty(I, H)} \|u\|_{L^2(I, S)}
\]

(10.3)
with \( c \) a constant independent of \( u \).

We are now in a position to prove the main result of this section, cf. Theorem 3.2 of [Tem79, p. 198].

**Theorem 10.2.** Assume that \( m \geq (n+2)/4 \). Then the solution \( u \) of problem (9.3) (or (9.4)) given by Theorem 9.3 is unique. Moreover, \( u \) is equal almost everywhere to a function continuous of \( t \in [0,T] \) with values in \( H \), and \( u(t) \to u_0 \) in \( H \), as \( t \to 0 \).

**Proof. Regularity.** We first prove the result of regularity. According to the first equality of (9.4) we get

\[
u' = f - Vu - N(u)
\]

almost everywhere on \( I \). By (10.3), each term on the right-hand side of this equality belongs to \( L^2(I, S') \). This remark improves the condition \( u' \in L^1(I, S') \), showing that \( u' \in L^2(I, S') \). This improvement enables us to apply Lemma 10.1 which states exactly that \( u \) is almost everywhere equal to a continuous function of \( t \in [0,T] \) with values in \( H \). Thus, \( u \in C(I,H) \), and the last part of Theorem 10.2 follows immediately.

We also recall that Lemma 10.1 asserts that for any function \( u \in L^2(I, S) \), such that \( u' \in L^2(I, S') \), the equality

\[
\partial_t \|u\|^2_H = 2 \Re (u', u)_H
\]

holds in the sense of distributions on \( I \). This result will next be used in the proof of uniqueness which we now start.

**Uniqueness.** Suppose \( u_1 \) and \( u_2 \) are two solutions of (9.4). Consider the difference \( u = u_1 - u_2 \). By the above, both \( u_1' \) and \( u_2' \), and thus \( u' \), belong to \( L^2(I, S') \). The difference satisfies

\[
u' + Vu = N(u_2) - N(u_1) \quad \text{a.e. on } I, \\
u(0) = 0.
\]

(10.5)

For almost all \( t \in I \) we take the scalar product of the first equality in (10.5) with \( u(t) \) in the duality between \( S \) and \( S' \). Using (10.4) yields

\[
\partial_t \|u(t)\|^2_H + 2 \left( D(u(t)) - \|u(t)\|^2_H \right) = 2 \Re \left( (N(u_2(t)), u(t)) - (N(u_1(t)), u(t)) \right).
\]

(10.6)

From Corollary 6.2 it follows that the right-hand side of this equality just amounts to

\[-2 \Re (N(u(t)), u_2(t)), u(t)) = 2 \Re (N(u(t)), u_2(t)).
\]

On applying Lemma 10.1, we can majorise this expression by

\[2c \|u(t)\|_H D(u(t))^{1/2} D(u_2(t))^{1/2} \leq c \|u(t)\|^2_H D(u_2(t)) + \frac{1}{\epsilon} D(u(t)),
\]

where \( \epsilon > 0 \) is an arbitrary constant. We choose \( \epsilon \) in such a way that \( 2 - 1/\epsilon \geq 0 \). Substituting this into (10.6) we conclude that

\[
\partial_t \|u(t)\|^2_H \leq (2 + c \epsilon^2 D(u_2(t))) \|u(t)\|^2_H
\]

for almost all \( t \in I \). Since the function \( t \mapsto D(u_2(t)) \) is integrable, this shows readily that

\[
\partial_t \left( \exp \left( - \int_0^t (2 + c \epsilon^2 D(u_2(t'))) \, dt' \right) \|u(t)\|^2_H \right) \leq 0.
\]
On integrating and applying the equality \( u(0) = 0 \) we find \( \|u(t)\|_H^2 \leq 0 \) for all \( t \in [0,T] \). Hence, \( u_1 = u_2 \), and the solution is unique, as desired. \( \square \)

Note that if \( n = 2 \) then \( m = 1 \) satisfies the condition \( m \geq (n+2)/4 \). Hence, we recover the classical result on the existence and uniqueness of a weak solution to the Navier-Stokes equations in dimension 2, see for instance Theorem 3.2 of [Tem79] p. 198.

It is also worth pointing out that

\[
L^\infty(I,H) \cap L^2(I,S) \hookrightarrow L^{\frac{3}{2}\vartheta}(I,H^{(1-\vartheta)m}(X,F^i))
\]

for all \( \vartheta \in [0,1] \), see [LM72] for an interpolation argument. The reader may also consult [BB67].

**Part 3. Limit to the Navier-Stokes equations**

### 11. More regular solutions

Our purpose in this section is to prove that on assuming more regularity of the data \( f \) and \( u_0 \) we can obtain more regular solutions to the regularised Navier-Stokes equations, cf. Theorem 3.5 of [Tem79] p. 202.

The domain \( D_V \) of the closed unbounded operator \( V \) in \( H \) is well known to consist of all sections \( u \in H^{2m}(X;F^i) \) which satisfy \( A^*u = 0 \) in \( X \) and vanish up to order \( m \) on the boundary of \( X \).

**Lemma 11.1.** Suppose \( m \geq (n+2)/4 \). If \( u \in D_V \) then \( N(u) \in H \) and

\[
\|N(u)\|_H \leq c \|u\|_H^{1/2} D(u)^{1/2} \| (V + I)u \|_H^{1/2}
\]

with \( c \) a constant independent of \( u \).

**Proof.** We exploit the estimate of (10.1) with \( s_1 = \frac{1}{2} m, s_2 + 1 = \frac{1}{2} m + \frac{1}{2} 2m \) and \( s_3 = 0 \), obtaining

\[
\| (N(u,v),w) \| \leq c \| u \|_{H^{s_1}(X,F^i)} \| v \|_{H^{s_2+1}(X,F^i)} \| w \|_{H^{s_3}(X,F^i)}
\]

for all \( u \in H^{s_1}(X,F^i), v \in H^{s_2+1}(X,F^i) \) and \( w \in H^{s_3}(X,F^i) \), where \( c \) is a constant independent of \( u, v \) and \( w \). By the interpolation inequality of (10.2), the norm of \( u \) in \( H^{s_1}(X,F^i) \) is dominated by \( \| u \|_H^{1/2} D(u)^{1/4} \). If moreover \( v \) belongs to \( H^{2m}(X,F^i) \), then on applying inequality (10.2) with \( s_1 = m, s_2 = 2m \) and \( \vartheta = 1/2 \), we deduce that the norm of \( v \) in \( H^{s_2+1}(X,F^i) \) is majorised by \( D(v)^{1/4} \| v \|_{H^{2m}(X,F^i)}^{1/2} \). Since the Dirichlet problem for the operator \( V + I \) in \( X \) is elliptic and has unique solution, the norm \( \| v \|_{H^{2m}(X,F^i)} \) is in turn majorised by \( \| (V + I)v \|_H \), provided that \( v \in D_V \).

On summarising we see immediately that there is a constant \( c \) with the property that

\[
\| (N(u,v),w) \| \leq c \| u \|_H^{1/2} D(u)^{1/4} D(v)^{1/4} \| (V + I)v \|_H^{1/2} \| w \|_H
\]

for all \( u \in S, v \in D_V \) and \( w \in H \). By the Riesz representation theorem it follows readily that \( \| N(u,v) \|_H \leq c \| u \|_H^{1/2} D(u)^{1/2} \| (V + I)u \|_H^{1/2} \) for all sections \( u \in D_V \), as desired. \( \square \)

The following lemma is usually referred to as Gronwall’s inequality, see [Gro19]. It is an important tool to obtain various estimates in the theory of ordinary differential equations. In particular, it provides a comparison theorem that can be used
to prove the uniqueness of a solution to the initial value problem. There are two forms of the lemma, a differential form and an integral form. We adduce here the integral form.

**Lemma 11.2.** Let $a$, $b$ and $y$ be real-valued functions on an interval $I = (0, T)$. Assume that $a$ and $y$ are continuous on the closed interval $\overline{I}$ and the negative part of $b$ is locally integrable in $I$. If $a$ is nonnegative and if $y$ satisfies the integral inequality

$$y(t) \leq b(t) + \int_0^t a(t')y(t')dt'$$

for all $t \in I$, then

$$y(t) \leq b(t) + \int_0^t b(s)a(s)\exp\left(\int_s^t a(t')dt'\right)ds$$

for all $t \in I$.

If, in addition, the function $b$ is nondecreasing, then

$$y(t) \leq b(t) \exp\left(\int_0^t a(t')dt'\right)$$

(11.2)

for all $t \in I$.

**Proof.** See [Bel43]. □

It is worth pointing out that there are no assumptions on the signs of the functions $b$ and $y$. Compared to the differential form, the differentiability of $y$ is not needed for the integral form. There are also versions of Gronwall’s inequality which need not any continuity of $a$ and $y$.

The lemma is very useful when establishing a uniform estimate in a priori estimates.

**Theorem 11.3.** Suppose $m \geq (n+2)/4$. Let $f \in L^2(I, H)$ and $u_0 \in S$. Then there is a unique solution $u$ of problem (9.3) (or (9.4)) which satisfies $u \in L^2(I, D_V)$ and $u' \in L^2(I, H)$, i.e.,

$$u \in H^{s(1)}(C, F^1),$$

$$p \in L^2(I, H^1(\mathcal{X}, F^{-1})).$$

(11.3)

Moreover, the proof shows that the solution $u$ given by this theorem belongs to $C(\overline{T}, S)$.

**12. Proof of Theorem 11.3**

**Proof.** Consider the Galerkin approximation used in the proof of weak solutions in Theorem 9.3. In order to obtain further regularity properties of solutions, we choose the basis functions $e_i$ as the eigenfunctions of the operator $V + I$ in (9.4). We get $e_i \in D_V$ and $(V + I)e_i = \lambda_i e_i$ for all $i = 1, 2, \ldots$, where $\lambda_i \geq 1$, for $V$ is nonnegative. Write $u_{0,k}$ for the orthogonal projection in $S$ of $u_0$ onto the space spanned by the elements $e_1, \ldots, e_k$. Hence it follows that $u_{0,k}$ converges to $u_0$ strongly in $S$ as $k \to \infty$.

The first equations of (9.3) read

$$(u_{k}', e_j) + (Vu_k, e_j) + (N(u_k), e_j) = (f, e_j)$$
for all $j = 1, \ldots, k$. On multiplying both sides of these equalities by $\lambda_j$ we obtain immediately

\[(u_k', (V + I)e_j) + (Vu_k, (V + I)e_j) + (N(u_k), (V + I)e_j) = (f, (V + I)e_j),\]

and so multiplying the latter equalities by $c_{k,j}(t)$ and summing up over $j = 1, \ldots, k$ yields

\[(u_k', (V + I)u_k) + (Vu_k, (V + I)u_k) + (N(u_k), (V + I)u_k) = (f, (V + I)u_k) \quad (12.1)\]

ea.e. on $I$. Since

\[\Re(u_k', (V + I)u_k) = \frac{1}{2} \partial_t D(u_k)\]

and

\[
\left\vert (N(u_k), (V + I)u_k) \right\vert \leq \|N(u_k)\|_H \|(V + I)u_k\|_H \\
\quad \leq c \|u_k\|_H^{1/2} D(u_k)^{1/2} \|(V + I)u_k\|_H^{3/2}
\]

which is due to Lemma 11.1. Therefore, from (12.1) we conclude by the Schwarz inequality that

\[
\frac{1}{2} \partial_t D(u_k) + \|(V + I)u_k\|_H^2 \\
\quad \leq \left(\|f\|_H + \|u_k\|_H\right)\|(V + I)u_k\|_H + c \|u_k\|_H^{1/2} D(u_k)^{1/2} \|(V + I)u_k\|_H^{3/2}
\]

ea.e. on $I$.

By Young’s inequality,

\[
2\left(\|f\|_H + \|u_k\|_H\right)\|(V + I)u_k\|_H + 2c \|u_k\|_H^{1/2} D(u_k)^{1/2} \|(V + I)u_k\|_H^{3/2} \\
\quad \leq a_k(t)D(u_k) + b_k(t) + \|(V + I)u_k\|_H^2,
\]

where

\[
a_k(t) = \frac{27}{2} c^4 \|u_k\|_H^2 D(u_k), \\
b_k(t) = 2\left(\|f\|_H + \|u_k\|_H\right)^2.
\]

We thus arrive at the differential inequality

\[
\partial_t D(u_k) + \|(V + I)u_k\|_H^2 \leq a_k(t)D(u_k) + b_k(t) \quad (12.2)
\]

for almost all $t \in I$. Since $u_k$ are bounded uniformly in $k$ both in $L^\infty(I, H)$ and $L^2(I, S)$, it follows that

\[
\int_t^{t+r} a_k(t')dt' \leq \frac{27}{2} c^4 \sup_{t' \in I} \|u_k(t')\|_H^2 \int_t^{t+r} D(u_k(t'))dt' \leq A
\]

for all $t \in I$ satisfying $t + r \leq T$, the constant $A$ being independent of $k$. Similarly we obtain

\[
\int_t^{t+r} b_k(t')dt' \leq 4 \int_t^{t+r} \left(\|f(t')\|_H^2 + \|u_k(t')\|_H^2\right)dt' \leq B
\]

for all $k$, with $B$ a constant independent of $k$. We now drop the term $\|(V + I)u_k\|_H^2$ in (12.2) and apply the uniform Gronwall inequality of Lemma 11.2 to the resulting inequality to get

\[
\sup_{t \in [0, T]} D(u_k(t)) \leq C \quad (12.3)
\]

uniformly in $k$. This just amounts to saying that the sequence $\{u_k\}$ belongs to a bounded set in $L^\infty(I, S)$. 
Now go back to inequality (12.2) and integrate it in $t$ over the interval $I$. This gives
\[
D(u_k(T)) + \int_0^T \|(V + I)u_k(t)\|^2_H dt \leq D(u_0) + \int_0^T a_k(t)D(u_k(t))dt + \int_0^T b_k(t)dt
\]
for all $k = 1, 2, \ldots$. Hence,
\[
\int_0^T \|(V + I)u_k(t)\|^2_H dt \leq D(u_0) + AC + B
\]
holds uniformly in $k$, where $C$ is a constant from (12.3). We have thus proved that \{u_k\} belongs to a bounded set in $L^2(I, D_V)$.

The passage to the limit and the uniqueness is established as above. We can conclude that some subsequence of \{u_k\} converges to the solution $u$ which belongs to $L^\infty(I, S) \cap L^2(I, D_V)$.

Our next goal is to show that $u' \in L^2(I, H)$. For this purpose we use Lemma 11.1 to estimate

\[
\int_0^T \|N(u)\|^2_H dt \leq c \int_0^T \|u\|^2_H D(u)^2 \|(V + I)u\|^2_H dt
\]

\[\leq c \|u\|_{L^\infty(I, H)} \|u\|_{L^\infty(I, S)} \|u\|_{L^2(I, D_V)},\]

where $c$ is a constant independent of $u$. This implies $N(u) \in L^4(I, H)$. On the other hand, since $V + I$ is an isomorphism of $D_V$ onto $H$, it follows easily that $Vu \in L^2(I, H)$. Therefore, the derivative $u' = f - Vu - N(u)$ belongs to $L^2(I, H)$, as desired.

Now $u \in L^\infty(I, S) \cap L^2(I, D_V)$ and $u' \in L^2(I, H)$ imply $u \in C(\overline{T}, S)$ due to the lemma below. This establishes the strong convergence $u(t) \to u(0)$ in $S$, as $t \to 0$.

**Lemma 12.1.** Suppose that $u \in L^\infty(I, S) \cap L^2(I, D_V)$ and $u' \in L^2(I, H)$. Then $u \in C(\overline{T}, S)$.

**Proof.** Fix an arbitrary point $t_0 \in [0, T]$. We have to show that $D(u(t) - u(t_0)) \to 0$, as $t \to t_0$. That is,

\[
\lim_{t \to t_0} \left( D(u(t)) - 2\Re D(u(t), u(t_0)) + D(u(t_0)) \right) = 0.
\]

A direct calculation shows that $D(u(t), u(t_0))$ reduces to

\[\varepsilon (\Delta^{m/2}u(t), \Delta^{m/2}u(t_0)) + \nu ((Au(t), Au(t_0)) + (A^*u(t), A^*u(t_0)) + (u(t), u(t_0))).\]

By Lemma 12.2 the function $u$ is equal a.e. to a continuous function on $I$ with values in $H$, for $u \in L^2(I, S)$ and $u' \in L^2(I, S')$. Since moreover $u \in L^\infty(I, S)$ and the embedding $S \hookrightarrow H$ is continuous and has dense range, it follows that $u$ is weakly continuous from $[0, T]$ into $S$, i.e., the function $t \mapsto D(u(t), v)$ is continuous for all $v \in S$, see Lemma 1.4 in [Tem79], p. 178. In particular, $D(u(t), u(t_0)) \to D(u(t_0))$, as $t \to t_0$.

We will now show that $D(u(t)) \to D(u(t)), \quad t \to t_0$. To this end, we first establish that

\[\partial_t D(u(t)) = 2\Re \langle u', (V + I)u \rangle\]

holds in the sense of distributions on $(0, T)$. Note that both $t \mapsto D(u(t))$ and $t \mapsto \langle u'(t), (V + I)u(t) \rangle$ are integrable functions on the interval $I$, for $u \in L^2(I, D_V)$ and $u' \in L^2(I, H)$. 

\[\int_0^T \|(V + I)u_k(t)\|^2_H dt \leq D(u_0) + AC + B\]
Choose any sequence of smooth functions $u_\iota \in C^\infty(\mathbb{R}, \mathcal{D}_V)$ which is obtained by mollifying the function which is equal to $u$ on the interval $[0, T]$ and to zero outside this interval. (Mollifiers are also known as approximations to the identity.) Since $u \in L^2(I, \mathcal{D}_V)$, the sequence $\{u_\iota\}$ converges to $u$ in the norm of this space. Similarly, as $u' \in L^2(I, H)$, the sequence of derivatives $\{u'_\iota\}$ converges to $u'$ in the $L^2(I, H)$-norm. This implies that

$$
D(u_\iota(t)) \to D(u(t)),
$$

$$(u'_\iota(t), (V + I)u_\iota(t)) \to (u'(t), (V + I)u(t))$$

in $L^1(I)$, as $\iota \to \infty$. To clarify the second limit passage, we argue in the following way. We get

$$
\int_0^T |(u', (V + I)u) - (u'_\iota, (V + I)u_\iota)| \, dt
$$

$$
\leq \int_0^T (\|u' - u'_\iota\|_H (V + I)u\|_H + \|u'_\iota\|_H (V + I)u - (V + I)u_\iota\|_H) \, dt
$$

$$
\leq \|u' - u'_\iota\|_{L^2(I, H)} (V + I)u\|_{L^2(I, H)} + \|u'_\iota\|_{L^2(I, H)} (V + I)u - (V + I)u_\iota\|_{L^2(I, H)}
$$

for all $\iota$. Since $u \in L^2(I, \mathcal{D}_V)$, the norms $\|u'_\iota\|_{L^2(I, H)}$ are bounded uniformly in $\iota$ and $(V + I)u_\iota$ converges to $(V + I)u$ in the $L^2(I, H)$-norm, we see immediately that $(u'_\iota, (V + I)u_\iota) \to (u', (V + I)u)$ in $L^1(I)$ and, in particular, in the sense of distributions on $I$, as $\iota \to \infty$.

Note that from $D(u_\iota(t)) \to D(u(t))$ in the sense of distributions on $I$ it follows that $\partial_t D(u_\iota(t)) \to \partial_t D(u(t))$ in the same sense on $I$. Thus, $\partial_t D(u(t)) = 2\Re (u'(t), (V + I)u(t))$ is valid in the sense of distributions on $(0, T)$. Since $(u'(t), (V + I)u(t))$ is integrable on $I$, we write

$$
D(u(t)) - D(u(t_0)) = 2\Re \int_{t_0}^t (u'(t'), (V + I)u(t')) \, dt'
$$

and conclude that $D(u(t)) \to D(u(t_0))$, as $t \to t_0$, showing the lemma. □

13. Estimates for the solution uniform in parameter

When comparing to the conventional Navier-Stokes equations, the regularised equations of (9.34) contain a higher order viscosity term $\Delta^m u$ multiplied by a small parameter $\varepsilon > 0$. Theorem 9.3 asserts that, given any data $f \in L^2(I, S')$ and $u_0 \in H$, problem (9.34) possesses at least one solution $u \in L^2(I, S) \cap L^\infty(I, H)$ satisfying $u' \in L^1(I, S')$. Moreover, if $m$ is large enough, to wit $m \geq (n + 2)/4$, then this solution is unique. From now on we write $u_\varepsilon$ for this solution to point out its dependence upon $\varepsilon$. Our next concern will be the behaviour of $u_\varepsilon$ when $\varepsilon \to 0$. One might expect naively that the family $u_\varepsilon$ converges to a weak solution of the conventional equations. However, the problem under study is specified within the framework of singularly perturbed boundary value problems, let alone nonlinear, see CKHKT18. If $\varepsilon = 0$, then the order of the regularised Navier-Stokes equations in $x$ reduces to 2. This corresponds to $m = 1$, in which case the condition $m \geq (n + 2)/4$ is fulfilled only for small dimensions $n = 1$ and $n = 2$. While the existence of a weak solution $u \in L^2(\mathcal{C}, F^1)$ is still known for all $n > 2$, see Hop51, there have been indirect plausible arguments showing that the solution fails to be unique. Hence, there seems to be no natural weak solution of the conventional Navier-Stokes
Theorem 9.3 satisfies for almost all \( t \) for almost all obtaining \( N \) to (10.3), and (10.3).

**Proof.** Since \( u_\varepsilon \in L^2(I,S) \), we can multiply both sides of (9.4) by this section, obtaining

\[
(u'_\varepsilon(t), u_\varepsilon(t)) + (V u_\varepsilon(t), u_\varepsilon(t)) + (N(u_\varepsilon(t)), u_\varepsilon(t)) = (f(t), u_\varepsilon(t))
\]

for almost all \( t \in I \). Using the equality \( \partial_t ||u_\varepsilon(t)||_H^2 = 2\Re (u'_\varepsilon(t), u_\varepsilon(t)) \), which is due to (10.3), and \( (N(u_\varepsilon(t)), u_\varepsilon(t)) = 0 \) we get

\[
\partial_t ||u_\varepsilon(t)||_H^2 + 2(V u_\varepsilon(t), u_\varepsilon(t)) = 2\Re (f(t), u_\varepsilon(t)) \leq 2 ||f(t)||_H ||u_\varepsilon(t)||_H \leq c ||f(t)||_H^2 + \frac{1}{c} ||u_\varepsilon(t)||_H^2
\]
a.e. on \( I \), where \( c \) is an arbitrary positive constant. On the other hand, one easily checks that

\[
\partial_t ||u_\varepsilon(t)||_H^2 - \frac{1}{c} ||u_\varepsilon(t)||_H^2 = e^{(1/c)t} \partial_t (e^{-(1/c)t} ||u_\varepsilon(t)||_H^2)
\]

whence

\[
\partial_t (e^{-(1/c)t} ||u_\varepsilon(t)||_H^2) + 2 e^{-(1/c)t} (V u_\varepsilon(t), u_\varepsilon(t)) \leq c e^{-(1/c)t} ||f(t)||_H^2
\]
a.e. on the interval \( I \). Integrating this inequality from 0 to \( t \), where \( t \) is a fixed point of \( I \), we obtain

\[
||u_\varepsilon(t)||_H^2 + 2 \int_0^t e^{(1/c)(t-t')} (V u_\varepsilon(t'), u_\varepsilon(t')) dt' \leq e^{(1/c)t} ||u_0||_H^2 + c \int_0^t e^{(1/c)(t-t')} ||f(t')||_H^2 dt'.
\]

As

\[
(V u_\varepsilon(t'), u_\varepsilon(t')) \geq (\nu \Delta u_\varepsilon(t'), u_\varepsilon(t')) \geq \nu (||Au_\varepsilon(t')||_H^2 + ||A^* u_\varepsilon(t')||_H^2),
\]

the lemma follows. 

Perhaps the choice \( c = 1 \) is optimal.
14. A uniqueness theorem for the conventional equations

We now consider the unperturbed equations corresponding to \( \varepsilon = 0 \), which are the classical Navier-Stokes equations. Recall that \( S^1 \) stands for the closure of \( S \) in \( H^1(\mathcal{X}, F^i) \). Given \( f \in L^2(I, S^1) \) and \( u_0 \in H \), we look for \( u \in L^\infty(I, H) \cap L^2(I, S^1) \) satisfying

\[
(u', v) + \nu(\Delta u, v) + (N(u), v) = (f, v) \quad \text{for all } v \in S^1 \cap L^3(\mathcal{X}, F^i),
\]

and \( u(0) = u_0 \) on \( \mathcal{X} \).

Note that the condition \( u(0) = u_0 \) is interpreted in the same way as in problem (14.3). The additional condition \( v \in S^1 \cap L^3(\mathcal{X}, F^i) \) is used to make the trilinear form \( (N(u, v), w) \) continuous on \( S^1 \times S^1 \times (S^1 \cap L^3(\mathcal{X}, F^i)) \), cf. Lemma 6.1 of [Lio69] p. 79.

By the above, there is at least one solution \( u \in L^\infty(I, H) \cap L^2(I, S^1) \) to problem (14.1). The question if this solution is unique remains still open. One may ask what additional conditions on \( u \) guarantee its uniqueness. The following theorem is due to [Lad70].

**Theorem 14.1.** The solution of (14.1) in \( L^r(I, L^q(\mathcal{X}, F^i)) \), if exists, is unique, provided that \( q > n \) and

\[
\frac{2}{r} + \frac{n}{q} \leq 1.
\]

**Proof.** We consider the most interesting case where \( 2/r + n/q = 1 \). Using the Hölder inequality, we get

\[
|(N(u, v), w)| \leq c \|u\|_{L^r(\mathcal{X}, F^i)} \|v\|_{H^1(\mathcal{X}, F^i)} \|w\|_{L^q(\mathcal{X}, F^i)}
\]

(14.2)

where \( 1/q + 1/s = 1/2 \). On the other hand, if \( \phi \) is a function with scalar values, then

\[
\|\phi\|_{L^2(\mathcal{X})} \leq \|\phi\|_{L^2(\mathcal{X})} \|\phi\|_{L^2(n/(n-2)(\mathcal{X})},
\]

for

\[
\frac{1}{s} = \frac{2}{r} + \frac{n}{q} - \frac{2n/(n-2)}{2}.
\]

We have used here the inequality \( \|\phi\|_{L^2(\mathcal{X})} \leq \|\phi\|_{L^{s_1/p}(\mathcal{X})} \|\phi\|_{L^{s_2/p}(\mathcal{X})} \) where \( p' \) is the dual exponent for \( p \) and \( s_1 + s_2 = s \). Since \( H^1_0(\mathcal{X}, F^i) \hookrightarrow L^{2n/(n-1)}(\mathcal{X}, F^i) \), it follows that

\[
\|w\|_{L^q(\mathcal{X}, F^i)} \leq c \|u\|_{L^r(\mathcal{X}, F^i)} \|v\|_{H^1(\mathcal{X}, F^i)} \|w\|_{H^2(\mathcal{X}, F^i)}^{n/q}
\]

with \( c \) a constant independent of \( w \) and different in diverse applications. Hence, (14.2) implies that

\[
|(N(u, v), w)| \leq c \|u\|_{L^r(\mathcal{X}, F^i)} \|v\|_{H^1(\mathcal{X}, F^i)} \|w\|_{H^1(\mathcal{X}, F^i)}^{2/r} \|w\|_{H^2(\mathcal{X}, F^i)}^{n/q}.
\]

(14.3)

Our next objective is to show that if \( u \) is a solution of problem (14.3), satisfying \( u \in L^r(I, L^q(\mathcal{X}, F^i)) \) with \( q > n \) and \( 2/r + n/q \leq 1 \), then \( u' \in L^2(I, S^1) \). Indeed, from (14.3) it follows that

\[
|\left( (N(u), v) \right) = | - (N(u, v), u)|
\]

\[
\leq c \|u\|_{L^r(\mathcal{X}, F^i)} \|v\|_{H^1(\mathcal{X}, F^i)} \|w\|_{H^1(\mathcal{X}, F^i)}^{2/r} \|w\|_{H^2(\mathcal{X}, F^i)}^{n/q}
\]

\[
\leq c \|u\|_{L^r(\mathcal{X}, F^i)} \|v\|_{H^1(\mathcal{X}, F^i)} \|w\|_{H^2(\mathcal{X}, F^i)}^{n/q},
\]
for the norm $\|u\|_H$ is bounded uniformly in $u$. Since the function $t \mapsto \|u(t)\|_{L^q(X,F^i)}$ belongs to $L^r(I)$ and the function $t \mapsto \|u(t)\|^{n/q}_{H^1(X,F^i)}$ belongs to $L^{2r/n}(I)$, we see that their product

$$ t \mapsto \|u(t)\|_{L^q(X,F^i)}\|u(t)\|^{n/q}_{H^1(X,F^i)} $$

belongs to $L^2(I)$. By the Riesz representation theorem, the section $t \in N(u(t))$ is of class $L^2(I,S^{1/r})$. Hence it follows that $u' = f - \nu \Delta u - N(u)$ belongs to $L^2(I,S^{1/r})$, as desired.

In particular, on applying Lemma 7.2 we conclude that the mapping $u : I \to H$ is continuous.

Having disposed of this preliminary step, we can now establish the uniqueness of the solution $u$. Suppose that $u_1$ and $u_2$ be two solutions of problem (14.3) of class $L^r(I,L^q(X,F^i))$, where $q > n$ and $2r + n/q \leq 1$. Write $u = u_1 - u_2$. Then we obtain

$$(u',v) + \nu(\Delta u,v) + (N(u,u_1),v) + (N(u_1,u),v) - (N(u),v) = 0$$

for all $v \in S^{1} \cap L^n(X,F^i)$. On substituting $u$ for the test section $v$ (which is allowed, for $u' \in L^2(I,S^{1/r})$) we get

$$\frac{1}{2} \partial_t \|u(t)\|_H^2 + \nu(\Delta u(t),u(t)) = -\Re(N(u(t),u_1(t)),u(t)) = \Re(N(u(t)),u_1(t))$$

for almost all $t \in I$.

Using a version of inequality (14.3) yields

$$\|(N(u(t)),u_1(t))\| \leq c \|u_1(t)\|_{L^q(X,F^i)}\|u(t)\|^{2/r}_{H} \|u(t)\|^{n/q+1}_{H^1(X,F^i)}$$

where $c$ is a constant independent of both $u_1$, $u_2$ and $t$. Set

$$a(t) = \|u_1(t)\|_{L^q(X,F^i)}^{r'},$$

then $a \in L^1(I)$ and

$$\|(N(u(t)),u_1(t))\| \leq \left(c(a(t))^{1/r} \|u(t)\|^{2/r}_{H}\|u(t)\|^{n/q+1}_{H^1(X,F^i)} \right) \leq \left(cC(a(t))^{1/r} \|u(t)\|^{2/r}_{H}\right) \left(\frac{1}{C} \|u(t)\|^{n/q+1}_{H^1(X,F^i)}\right),$$

where $C$ is an arbitrary positive constant to be determined. By Young’s inequality for the product we obtain

$$\|(N(u(t)),u_1(t))\| \leq \left(cC\right)^{r'} \|u(t)\|^{2/r}_{H} + \frac{1}{r'\nu C^{r'}} \|u(t)\|^{2}_{H^1(X,F^i)}$$

where $r' = r/(r - 1)$ is the dual exponent for $r$. We have used here the inequality $2/r + n/q \leq 1$.

On summarising we deduce that

$$\frac{1}{2} \partial_t \|u(t)\|_H^2 + \nu((\Delta + I)u(t),u(t)) - \frac{1}{r'\nu C^{r'}} \|u(t)\|^{2}_{H^1(X,F^i)} \leq \left(cC\right)^{r'} \|u(t)\|^{2/r}_{H} + \nu \|u(t)\|^{2}_{H^1(X,F^i)}$$

for almost all $t \in I$. Since the Dirichlet problem for the differential operator $\Delta + I$ is elliptic, there is a sufficiently large constant $C > 0$ independent of $u$ and $t \in I$, ...
with the Sobolev embedding theorem we see that
\[ \nu((\Delta + I)u(t), u(t)) \geq \frac{1}{r^2C_r} \|u(t)\|_{H^1(\mathcal{X}, F)}^2. \]

It follows that
\[ \frac{1}{2} \partial_t \|u(t)\|_H^2 \leq \left( \frac{(\nu C)^r}{r} a(t) + \nu \right) \|u(t)\|_H^2 \]
for almost all \( t \in I \). Since \( u(0) = 0 \), on arguing as in the proof of Theorem 10.2 we see that \( u \equiv 0 \), as desired.

\[ \square \]

15. LIMIT TO THE CONVENTIONAL NAVIER-STOKES EQUATIONS

In this section we establish that the weak solution \( u_\varepsilon \in C(\overline{T}, H) \cap L^2(I, S) \) to the regularised Navier-Stokes equations has a strong limit to a weak solution to the Navier-Stokes equations. We will consider a limit passage for the weak solution of problem (9.3) whose existence and uniqueness have been proved in Theorems 9.3 and 10.2.

By Theorem 11.3, if \( f \in L^2(I, H) \) and \( u_0 \in S \), then the unique solution \( u_\varepsilon \) of problem (9.3) belongs to the space \( u_\varepsilon \in L^2(I, D_V) \). Since \( m \geq (n + 2)/4 \) is greater than \( n/4 \), we conclude by the Sobolev embedding theorem that \( D_V \hookrightarrow C(\mathcal{X}, F^\varepsilon) \). Therefore, Theorem 14.1 implies that the family \( u_\varepsilon \) belongs to a uniqueness class for problem (14.1). However, the family need not be bounded in this class uniformly in \( \varepsilon \).

On the other hand, Lemma 13.1 shows that the family \( u_\varepsilon \) is bounded uniformly in \( \varepsilon \) both in \( L^\infty(I, L^2(\mathcal{X}, F^\varepsilon)) \) and \( L^2(I, H^1(\mathcal{X}, F^\varepsilon)) \). By Theorem 14.1 the former space is a uniqueness class for the conventional problem, if \( n \leq 2 \), while the second one is such merely for \( n < 2 \). More generally, on combining Theorem 14.1 with the Sobolev embedding theorem we see that \( L^2(I, H^m(\mathcal{X}, F^\varepsilon)) \) is a uniqueness class for problem (14.1), provided that \( m > n/2 \). Although the latter condition is stronger than \( m \geq (n + 2)/4 \), the authors find the boundedness of the family \( u_\varepsilon \in L^2(I, H^m(\mathcal{X}, F^\varepsilon)) \) an optimal condition for the singular perturbation under consideration.

**Theorem 15.1.** Suppose \( m > n/2 \). Let \( u_\varepsilon \) be the weak solution of problem (9.3) given by Theorem 11.3 with \( f \in L^2(I, H) \) and \( u_0 \in S \). If the family \( u_\varepsilon \) is bounded uniformly in \( \varepsilon \) in \( L^2(I, H^m(\mathcal{X}, F^\varepsilon)) \), then it approaches the unique weak solution \( u \) to the conventional problem of (14.1) in the norm of \( L^\infty(I, H) \cap L^2(I, S^1) \) and weakly in \( L^2(I, S) \).

**Proof.** We first estimate the difference \( u_\varepsilon - u_\delta \) for any positive \( \delta \) and \( \varepsilon \). To be specific, consider \( 0 < \delta < \varepsilon \).

By Theorem 11.3 the difference \( u_\varepsilon - u_\delta \) belongs to \( C(\overline{T}, H) \cap L^2(I, D_V) \) and vanishes at \( t = 0 \). Moreover, on subtracting equality (9.4) for \( u_\delta \) from that for \( u_\varepsilon \) we obtain
\[
(u_\varepsilon - u_\delta)' + (\varepsilon \Delta^m u_\varepsilon - \delta \Delta^m u_\delta) + \nu \Delta(u_\varepsilon - u_\delta) + (N(u_\varepsilon) - N(u_\delta)) = 0
\]
a.e. on \( I \).

In order to find appropriate estimates for the difference \( u_\varepsilon - u_\delta \) we take the duality pairing of the latter equality with the special test section \( v(t) = u_\varepsilon(t) - u_\delta(t) \), and integrate it from 0 to \( t \) for arbitrary fixed \( t \in I \). A trivial verification leads to the
equality
\[
\int_0^t ((u_\varepsilon - u_\delta)'(t), v) dt' + \varepsilon \int_0^t (\Delta^m (u_\varepsilon - u_\delta), v) dt' + \nu \int_0^t (\Delta (u_\varepsilon - u_\delta), v) dt' = -(\varepsilon - \delta) \int_0^t (\Delta^m u_\delta, v) dt' - \int_0^t (N(u_\varepsilon) - N(u_\delta), v) dt'
\]
which is valid for all \( t \in I \). Since
\[
\Re((u_\varepsilon - u_\delta)', u_\varepsilon - u_\delta) = \frac{1}{2} \frac{\partial}{\partial t'} \|u_\varepsilon - u_\delta\|_{L^2}^2,
\]
\[
(\Delta^m (u_\varepsilon - u_\delta), u_\varepsilon - u_\delta) = \|\Delta^{m/2} (u_\varepsilon - u_\delta)\|_{L^2}^2,
\]
\[
(\Delta^m u_\delta, u_\varepsilon - u_\delta) = (\Delta^{m/2} u_\delta, \Delta^{m/2} (u_\varepsilon - u_\delta))
\]
and
\[
(N(u_\varepsilon) - N(u_\delta), u_\varepsilon - u_\delta)
= (N(u_\varepsilon - u_\delta, u_\varepsilon) + N(u_\delta, u_\varepsilon) - N(u_\varepsilon, u_\delta - u_\varepsilon) - N(u_\delta, u_\varepsilon), u_\varepsilon - u_\delta)
= (N(u_\varepsilon - u_\delta, u_\varepsilon) + N(u_\delta, u_\varepsilon - u_\delta), u_\varepsilon - u_\delta)
= -(N(u_\varepsilon - u_\delta), u_\varepsilon)
\]
a.e. on \( I \), the last equality being a consequence of Corollary 6.2. we arrive at the equality
\[
\frac{1}{2} \|u_\varepsilon(t) - u_\delta(t)\|_{L^2}^2 + \varepsilon \int_0^t \|\Delta^{m/2} (u_\varepsilon - u_\delta)\|_{L^2}^2 dt' + \nu \int_0^t \|\Delta^{1/2} (u_\varepsilon - u_\delta)\|_{L^2}^2 dt'
= -(\varepsilon - \delta) \Re \int_0^t (\Delta^{m/2} u_\delta, \Delta^{m/2} (u_\varepsilon - u_\delta)) dt' + \Re \int_0^t (N(u_\varepsilon - u_\delta), u_\varepsilon) dt'
\]
(15.1)
for almost all \( t \in I \). Here, we write \( \|\Delta^{1/2} v\|_{L^2}^2 = \|Av\|_{L^2}^2 + \|A^* v\|_{L^2}^2 \) to shorten notation.

Using the inequality \( ab \leq \frac{c}{2} a^2 + \frac{1}{2c} b^2 \) with \( c = \frac{1}{2} \) we estimate the first term on the right-hand side of (15.1) by
\[
\left| -(\varepsilon - \delta) \Re \int_0^t (\Delta^{m/2} u_\delta, \Delta^{m/2} (u_\varepsilon - u_\delta)) dt' \right| 
\leq \frac{\varepsilon - \delta}{4} \int_0^t \|\Delta^{m/2} u_\delta\|_{L^2}^2 dt' + (\varepsilon - \delta) \int_0^t \|\Delta^{m/2} (u_\varepsilon - u_\delta)\|_{L^2}^2 dt'
\]
for all \( t \in I \).

In order to estimate the second term on the right-hand side of (15.1), we apply inequality (14.2) with \( q = 2 \) and \( s = \infty \). Namely, there is a constant \( c \) independent of \( \delta \) and \( \varepsilon \), such that
\[
|(N(u_\varepsilon - u_\delta), u_\varepsilon)| \leq c \|u_\varepsilon - u_\delta\|_{L^2(X,F^1)} \|u_\varepsilon - u_\delta\|_{H^1(X,F^1)} \|u_\varepsilon\|_{L^\infty(X,F^1)}
\]
a.e. on \( I \) for all \( \delta \) and \( \varepsilon \). As the Dirichlet problem for the Laplacian \( \Delta \) is elliptic, it follows that
\[
\|u_\varepsilon - u_\delta\|_{H^1(X,F^1)}^2 \leq C \left( \|\Delta^{1/2} (u_\varepsilon - u_\delta)\|_{L^2(X,F^1)}^2 + \|u_\varepsilon - u_\delta\|_{L^2(X,F^1)}^2 \right)
\]
with $C$ a constant independent of $\delta, \varepsilon$ and $t \in I$. Hence, on arguing as above we obtain
\[
\begin{align*}
\mathcal{P} \int_0^t (N(u_\varepsilon - u_\delta), u_\varepsilon) \, dt' \\
\leq \frac{c}{2} \int_0^t \left( \left( \frac{1}{C'} u_\varepsilon - u_\delta \right)^2 \right) \, dt' + \left( C' \| u_\varepsilon \|_{L^\infty(X,F')} \| u_\varepsilon - u_H \|_H \right)^2 \, dt' \\
\leq \frac{\nu}{2} \int_0^t \| \Delta^{1/2}(u_\varepsilon - u_\delta) \|^2_H \, dt' + \int_0^t \left( \frac{\nu}{2} + \frac{c C C}{\nu} \| u_\varepsilon \|_{L^\infty(X,F')} \right) \| u_\varepsilon - u_\delta \|^2_H \, dt',
\end{align*}
\]
where $(C')^2 = \frac{Cc}{\nu}$.

Substituting these estimates into (15.1) yields
\[
\begin{align*}
\| u_\varepsilon(t) - u_\delta(t) \|^2_H &+ 2 \delta \int_0^t \| \Delta^{m/2}(u_\varepsilon - u_\delta) \|^2_H \, dt' + \nu \int_0^t \| \Delta^{1/2}(u_\varepsilon - u_\delta) \|^2_H \, dt' \\
&\leq \frac{\varepsilon - \delta}{2} \int_0^t \| \Delta^{m/2} u_\delta \|^2_H \, dt' + \int_0^t \left( \frac{\nu}{2} + \frac{c C C}{\nu} \| u_\varepsilon \|_{L^\infty(X,F')} \right) \| u_\varepsilon - u_\delta \|^2_H \, dt',
\end{align*}
\]
for all $t \in I$. We now apply the Gronwall inequality for continuous functions (11.2) to obtain
\[
\begin{align*}
\| u_\varepsilon(t) - u_\delta(t) \|^2_H &\leq \frac{\varepsilon - \delta}{2} \int_0^t \| \Delta^{m/2} u_\delta \|^2_H \, dt' \exp \int_0^t \left( \frac{\nu}{2} + \frac{c C C}{\nu} \| u_\varepsilon \|_{L^\infty(X,F')} \right) \, dt' \\
&\leq B
\end{align*}
\]
for all $t \in I$ and $\delta > 0$. Furthermore, since $m > n/2$, we deduce from the Sobolev embedding theorem that
\[
\begin{align*}
\int_0^t \left( \nu + \frac{c C C}{\nu} \| u_\varepsilon(t) \|^2_{L^\infty(X,F')} \right) \, dt' &\leq \nu T + \frac{c C C}{\nu} \int_0^T \| u_\varepsilon(t) \|^2_{H^m(X,F')} \, dt' \\
&\leq A
\end{align*}
\]
for all $t \in I$ and $\varepsilon > 0$, where $A$ is a constant independent of $t$ and $\varepsilon$. It follows that
\[
\begin{align*}
\sup_{t \in I} \| u_\varepsilon(t) - u_\delta(t) \|^2_H + \nu \int_0^T \| \Delta^{1/2}(u_\varepsilon - u_\delta) \|^2_H \, dt' &\leq \frac{B}{2} \left( 1 + A \exp A \right) |\varepsilon - \delta|
\end{align*}
\]
whenever $\delta, \varepsilon > 0$.

Estimate (15.2) shows that $u_\varepsilon$ is a uniformly continuous function of parameter $\varepsilon > 0$ with values in both $L^\infty(I,L^2(X,F^i))$ and $L^2(I,L^1(X,F^i))$. Since these are Banach spaces, $u_\varepsilon$ converges in both the spaces to a section $u$ which lies in $L^\infty(I,L^2(X,F^i))$ and $L^2(I,L^1(X,F^i))$, as $\varepsilon \to 0$. Moreover, the limit $u$ belongs to $L^2(I,L^m(X,F^i))$, for the family $u_\varepsilon$ is bounded in $L^2(I,L^m(X,F^i))$ uniformly in $\varepsilon$ and so it contains a subsequence $u_{\varepsilon_k}$ which converges in the weak topology of this space to $u$. 


It remains to show that $u$ is a solution of the conventional Navier-Stokes equations with initial data $u_0$ and zero Dirichlet data on the lateral boundary of $C$. Since $S$ lies dense in $S^1 \cap L^n(\mathcal{X}, F^3)$, it suffices to prove the first equality of (14.11) for all $v \in S$.

Let $v \in S$. Since $u_\varepsilon$ is a solution of the regularised Navier-Stokes equations, we get

\[
(u_\varepsilon(t), v) - (u_0, v) + \nu \int_0^t (\Delta^{1/2}u_\varepsilon(t'), \Delta^{1/2}v)dt' = \int_0^t (f(t'), v)dt' - \varepsilon \int_0^t (\Delta^{m/2}u_\varepsilon(t'), \Delta^{m/2}v)dt' - \int_0^t (N(u_\varepsilon(t')), v)dt'
\]

for all $t \in I$. The second summand on the right-hand side converges to zero, for the family $u_\varepsilon$ in bounded uniformly in $\varepsilon$ in the space $L^2(I, H^m(\mathcal{X}, F^3))$. On the other hand,

\[
\int_0^t (N(u_\varepsilon(t')), v)dt' \rightarrow \int_0^t (N(u(t')), v)dt'
\]

as $\varepsilon \rightarrow 0$, which is due to Lemma 9.4. Hence, letting $\varepsilon \rightarrow 0$ in the above equality yields

\[
(u(t), v) - (u_0, v) + \nu \int_0^t (\Delta^{1/2}u(t'), \Delta^{1/2}v)dt' + \int_0^t (N(u(t')), v)dt' \rightarrow \int_0^t (f(t'), v)dt'
\]

for almost all $t \in I$. Since the integrands in (15.3) are integrable functions of $t' \in I$, we may differentiate this equality in $t$, thus achieving

\[
(u'(t), v) + \nu (\Delta^{1/2}u(t), \Delta^{1/2}v) + (N(u(t)), v) = (f(t), v)
\]

for almost all $t \in I$ and all $v \in S^1$. As $u \in L^\infty(I, H) \cap L^2(I, S^1)$, we establish as in Section 9 that $u$ coincides with a continuous function of $t \in [0, T]$ with values in $H$. Hence, yet another consequence of (15.3) is that $u(0) = u_0$, and so $u$ is a solution of (14.11), as desired. \hfill \square

As mentioned, problem (9.9) is a singular perturbation of the conventional Navier-Stokes equations. Hence, its solution need not converge to a solution of the conventional problem in any strong topology even if this latter is unique. For instance, the family $u_\varepsilon(t) = (u_0 - 1) \exp(-t/\varepsilon) + 1$ of solutions to the singularly perturbed initial problem

\[
\varepsilon u' + u = 1 \quad \text{for } t \in I,
\]

\[
u(0) = u_0
\]

converges to the solution of the unperturbed equation $u = 1$ uniformly on $T$ if and only if $u_0 = 1$.
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The following lemma is needed to obtain the weak form of the singularly perturbed Navier-Stokes equations satisfied by the weak solution. This lemma is also used to describe the behaviour of the solution of the regularised equations as $\varepsilon \to 0+$.

**Lemma** Suppose $m \geq (n + 2)/4$. Let $\{u_k\}$ be a sequence of sections of $F^i$ over $C$ which converges in the weak* topology of $L^\infty(I,H)$, weakly in $L^2(I,S)$ and strongly in $L^2(I,H)$. Then

\[
\lim_{k \to \infty} \int_0^T (u_k(t), v'(t)) dt = \int_0^T (u(t), v'(t)) dt,
\]

\[
\lim_{k \to \infty} \int_0^T (\Delta^{m/2} u_k(t), \Delta^{m/2} v(t)) dt = \int_0^T (\Delta^{m/2} u(t), \Delta^{m/2} v(t)) dt,
\]

\[
\lim_{k \to \infty} \int_0^T (N(u_k(t)), v(t)) dt = \int_0^T (N(u(t)), v(t)) dt
\]

for all sections $v \in C(I,S)$ satisfying $v' \in L^2(I,H)$.

**Proof.** The first equality follows from the facts that $u_k \to u$ strongly in $L^2(I,H)$ and $v' \in L^2(I,H)$.

To prove the second equality we use the fact that $u_k \to u$ in the weak topology of $L^2(I,S)$. That is,

\[
\lim_{k \to \infty} \int_0^T (u_k - u, w) dt = 0
\]

for all $w \in L^2(I,S')$. On the other hand, the operator $\Delta^m$ maps $S$ continuously into $S'$. Hence it follows that

\[
\int_0^T (\Delta^{m/2} u_k(t), \Delta^{m/2} v(t)) dt \to \int_0^T (u(t), \Delta^m v(t)) dt
\]

\[
= \int_0^T (\Delta^{m/2} u(t), \Delta^{m/2} v(t)) dt,
\]

as desired.

Finally, in order to show the last equality of the lemma we observe that the difference

\[
\int_0^T (N(u_k(t)), v(t)) dt - \int_0^T (N(u(t)), v(t)) dt
\]

just amounts to

\[
\int_0^T (N(u_k(t) - u(t), u_k(t)), v(t)) dt + \int_0^T (N(u(t), u_k(t) - u(t)), v(t)) dt.
\]
Consider the first integral and recall the estimate of the trilinear form given by Lemma 10.1. Since \( v \in C(T, S) \), we get

\[
| \int_0^T (N(u_k - u, u_k), v) \, dt | 
\]

\[
\leq c \int_0^T \| u_k - u \|_{H}^{1/2} D(u_k - u)^{1/4} \| u_k \|_{H}^{1/4} D(u_k)^{1/4} D(v)^{1/2} \, dt 
\]

\[
\leq c \left( \int_0^T \| u_k - u \|_{H} \, dt \right)^{1/2} \left( \int_0^T \| u_k \|_{H} D(u_k)^{1/2} \, dt \right)^{1/2} 
\]

\[
\leq c \left( \| u_k - u \|_{L^2(I, H)} \| u_k - u \|_{L^2(I, S)} \right)^{1/2} \left( \| u_k \|_{L^2(I, H)} \| u_k \|_{L^2(I, S)} \right)^{1/2}, 
\]

where \( c \) stands for a constant independent of \( k \) and different in diverse applications. Since \( u_k \in L^2(I, S) \) and \( u_k \to u \) in the norm of \( L^2(I, H) \), the right-hand side converges to zero, as \( k \to \infty \). Convergence arguments for the second integral are similar. \( \square \)
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