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Abstract

Dictionary learning aims to find a dictionary under which the training data can be sparsely represented, and it is usually achieved by iteratively applying two stages: sparse coding and dictionary update. Typical methods for dictionary update focuses on refining both dictionary atoms and their corresponding sparse coefficients by using the sparsity patterns obtained from sparse coding stage, and hence it is a non-convex bilinear inverse problem. In this paper, we propose a Rank-One Matrix Decomposition (ROMD) algorithm to recast this challenge into a convex problem by resolving these two variables into a set of rank-one matrices. Different from methods in the literature, ROMD updates the whole dictionary at a time using convex programming. The advantages hence include both convergence guarantees for dictionary update and faster convergence of the whole dictionary learning. The performance of ROMD is compared with other benchmark dictionary learning algorithms. The results show the improvement of ROMD in recovery accuracy, especially in the cases of high sparsity level and fewer observation data.
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1. INTRODUCTION

Sparse signal representation has drawn extensive research interests in recent decades, and it has found a wide range of applications including signal denoising [1, 2], restoration [3, 4], source separation [5, 6], classification [7, 8], recognition [9, 10, 11], image super-resolution [12, 13] to name a few. The basic idea of sparse signal representation is that an observed signal can be approximated as a linear combination of a few number of codewords selecting from a certain dictionary. Thus, a resulting topic from this observation namely dictionary learning has drawn numerous researchers’ attention.

As a bilinear inverse problem, typical dictionary learning algorithms alternate between two stages: sparse coding and dictionary update. The principle is to fix one variable and optimize the other. Accordingly, in the sparse coding stage, the purpose is to find the sparse coefficients based on the fixed dictionary. Its solutions can be generally divided into two categories, greedy algorithms and \( \ell_1 \)-norm relaxation. Greedy algorithms include matching pursuit (MP) [14], orthogonal matching pursuit (OMP) [15, 16], subspace pursuit (SP) [17], CoSaMP [18], that sequentially select the support set from the sparse coefficients. \( \ell_1 \)-norm relaxation, also known as basis pursuit (BP) [19], convexifies the problem using a surrogate \( \ell_1 \)-norm, the variants of which consist of its unconstrained version named Lasso [20] and iterative shrinkage-thresholding algorithms (ISTA) [21, 22, 23].

The other stage dictionary update aims to refine the dictionary using the sparse coefficients obtained from the previous stage. In this stage, columns of dictionary, or namely dictionary atoms, are updated either simultaneously [24, 25] or sequentially [26, 27, 28]. Method of optimal directions (MOD) [25] is one of the earliest approaches that iteratively alternate between two stages, and the whole dictionary is updated in one step. In the dictionary update stage of MOD, whole sparse coefficient matrix is fixed and then the problem is formulated as a least squares problem. In many other methods including K-SVD [26], SimCO [27] and BLOTLESS [28], only the sparsity pattern (the positions of non-zeros) of sparse coefficients is preserved, and both the dictionary and the sparse coefficients are updated. Specifically, K-SVD fixes all but one atom and the corresponding row of sparse coefficients, and obtains their difference to the input signal. Only the elements of the residual at the sparsity pattern is considered, and the dictionary atom and the corresponding sparse coefficients is updated by using singular value decomposition (SVD). SimCO updates multiple dictionary atoms and the corresponding sparse coefficients by viewing the coefficients as a function of the dictionary and performing a gradient descent with respect to dictionary. BLOTLESS recasts the dictionary update as a total least squares problem, and updates the blocks of the dictionary and the corresponding elements of sparse coefficients sequentially. However, these methods update only one atom or a block of the dictionary and the corresponding elements in sparse coefficients at a time, and then sequentially update the whole dictionary.

In the paper, we focus on the dictionary update stage, where only sparse patterns are given. We recast the whole dictionary update problem as a convex optimization programming. We decompose the product of two variable into a set of rank-one matrices and use nuclear norm relaxation to promote the low-rankness. By considering the non-smoothness of the nuclear norm, an ADMM framework is applied. Nu-
merical tests compare the performance of ROMD with other benchmark dictionary learning algorithms in both synthetic data and real image tests. The results show the improvement of ROMD in higher recovery accuracy and fewer learning iterations.

2. BACKGROUND

A dictionary learning problem can be formulated as

\[
\min_{\mathbf{D}, \mathbf{X}} \| \mathbf{Y} - \mathbf{D} \mathbf{X} \|_F^2 \\
\text{s.t.} \| \mathbf{D}_n \|_2 = 1, \| \mathbf{X}_n \|_0 \leq S, \forall n \in [N], \forall k \in [K].
\]

where \( \mathbf{Y} \in \mathbb{R}^{M \times N} \) denotes the observed data, \( \mathbf{D} \in \mathbb{R}^{M \times K} \) represents the unknown dictionary, \( \mathbf{X} \in \mathbb{R}^{K \times N} \) refers to the sparse representation coefficient matrix, \( \mathbf{x}_{n} \) is the \( n \)-th column of \( \mathbf{X} \), \( \| \cdot \|_F \) represents the Frobenius norm, \( \| \cdot \|_0 \) indicates the number of non-zeros elements and \( [N] := 1, 2, \ldots, N \). The constraint of unit norm of the dictionary atom is added to avoid scaling ambiguity, and it is typical that \( M < K \), i.e., the dictionary is over-complete. The sparsity of each column of \( \mathbf{X} \) is assumed at most \( S \) such that \( S \ll K \). Most algorithms address (1) by alternating between two stages: sparse coding and dictionary update.

In sparse coding stage, the dictionary \( \mathbf{D} \) is fixed, and the columns of \( \mathbf{X} \) are obtained by

\[
\min_{\mathbf{X}_{:, n}} \| \mathbf{Y}_{:, n} - \mathbf{D} \mathbf{X}_{:, n} \|_2^2 \quad \text{s.t.} \quad \| \mathbf{X}_{:, n} \|_0 \leq S, \forall n \in [N],
\]

which can be solved by the pursuit algorithms [14,15,16,17,18].

In dictionary update stage, one can fix either the whole sparse coefficients, e.g., MOD [23], or the sparsity patterns, e.g. K-SVD [26], SimCO [27], and Blotless [28], to update the dictionary. In this paper, we focus on the dictionary update problem with given only the sparsity patterns.

3. DICTIONARY LEARNING VIA ROMD

3.1. Problem formulation

The dictionary update problem can be formulated as

\[
\min_{\mathbf{D}, \mathbf{X}} \| \mathbf{Y} - \mathbf{D} \mathbf{X} \|_F^2 \\
\text{s.t.} \mathcal{R}_\Omega(\mathbf{X}) \neq 0,
\]

where \( \Omega \) denotes the support set of \( \mathbf{X} \), and the operator \( \mathcal{R}_\Omega(\mathbf{X}) \) retrieves the values of the entries of \( \mathbf{X} \) in the support set of \( \Omega \). Before we introduce ROMD, we first reformulate the matrix multiplication \( \mathbf{D} \mathbf{X} \) as

\[
\mathbf{D} \mathbf{X} = \sum_k \mathbf{D}_{:, k} \mathbf{X}_{k,:} = \sum_k \mathbf{Q}_k^0
\]

\[
= \sum_k \mathcal{P}_k^*(\mathbf{Q}_k),
\]

where \( \mathbf{D}_{:, k}, \mathbf{X}_{k,:}, \) and \( \mathbf{Q}_k^0 \) represent the \( k \)-th column of \( \mathbf{D} \), the \( k \)-th row of \( \mathbf{X} \) and the rank-one matrix equals to \( \mathbf{D}_{:, k} \mathbf{X}_{k,:} \), respectively. Note that a zero entry in \( \mathbf{X} \), say \( \mathbf{x}_{k,n} \), results in a zero column in \( \mathbf{Q}_k \), i.e., \( (\mathbf{Q}_k)_{n} = \mathbf{D}_{:, k} \mathbf{x}_{k,n} = 0 \). To preserve the non-zero columns in \( \mathbf{Q}_k^0 \), we express a projection operator \( \mathcal{P}_k \) which is formulated as

\[
\mathbf{Q}_k = \mathcal{P}_k(\mathbf{Q}_k^0) := \mathbf{Q}_k^0, \quad \Omega_k := \{ n : (\mathbf{Q}_k^0)_{n} \neq 0 \},
\]

and the operator \( \mathcal{P}_k^* \) in (4) denotes the adjoint operator of \( \mathcal{P}_k \).

According to the rank-one property of the matrix \( \mathbf{Q}_k \), we can apply the formulation in (4) to recast the dictionary update problem (3) into

\[
\min_{\mathbf{Q}_k} \sum_k \text{rank}(\mathbf{Q}_k) \\
\text{s.t.} \quad \mathbf{Y} = \sum_k \mathcal{P}_k^*(\mathbf{Q}_k),
\]

which is an optimization problem with respect to a set of matrices \( \mathbf{Q}_k \), and is NP-hard regarding to the Rank function. Instead of solving (5) directly, we consider the following convex relaxation problem

\[
\min_{\mathbf{Q}_k} \sum_k \| \mathbf{Q}_k \|_* \\
\text{s.t.} \quad \mathbf{Y} = \sum_k \mathcal{P}_k^*(\mathbf{Q}_k),
\]

by replacing the rank function with nuclear norm \( \| \cdot \|_* \).

It is worth noticing that the bilinear inverse problem (3) is recast as an optimization problem w.r.t. one variable, which is a set of matrices, in (7). Furthermore, ROMD formulation (7) is convex and update the whole dictionary simultaneously.

3.2. An ADMM Solver for ROMD

As the nuclear norm is non-smooth, we solve the optimization problem (7) via alternating direction method of multipliers (ADMM) [29]. For (7) involves \( K \) variables \( \mathbf{Q}_k \)'s, we introduce another \( K \) auxiliary variables \( \mathbf{Z}_k \in \mathbb{R}^{M \times N} \) and rewrite (7) into the standard ADMM form as

\[
\min_{\mathbf{Q}_k, \mathbf{Z}_k} \sum_k \| \mathbf{Z}_k \|_* \quad \text{s.t.} \quad \mathbf{A} \mathbf{x} + \mathbf{B} \mathbf{z} = \mathbf{c},
\]

where \( \mathbf{x} = \text{vec}(\{\mathbf{Q}_1, \ldots, \mathbf{Q}_K\}) \in \mathbb{R}^{M \sum_k n_k} \) and \( \mathbf{z} = \text{vec}(\{\mathbf{Z}_1, \ldots, \mathbf{Z}_K\}) \in \mathbb{R}^{M \sum_k n_k} \) are the vectors formed by stacking the columns of matrices \( \mathbf{Q}_k \) and \( \mathbf{Z}_k \) respectively, and \( n_k \) is the number of elements in \( k \)-th sparsity patterns \( \Omega_k \). The matrices \( \mathbf{A}, \mathbf{B} \) and the vector \( \mathbf{c} \) are in the form of

\[
\mathbf{A} = \begin{bmatrix}
\mathbf{I}_{\Omega_1} \otimes \mathbf{I}_M & \cdots & \mathbf{I}_{\Omega_k} \otimes \mathbf{I}_M & \cdots & \mathbf{I}_M \sum_k n_k
\end{bmatrix} \in \mathbb{R}^{M(N + \sum_k n_k) \times m \sum_k n_k},
\]
$B = \begin{bmatrix} 0 \\ -I_M \sum_k n_k \end{bmatrix} \in \mathbb{R}^{M(\sum_k n_k) \times m \sum_k n_k}$, and
\[
c = \begin{bmatrix} \text{vec}(Y) \\ 0 \\ \vdots \\ 0 \end{bmatrix} \in \mathbb{R}^{M(\sum_k n_k)},
\]
where $\otimes$ denotes the Kronecker product, $I_M \in \mathbb{R}^{M \times M}$ represents the identity matrix and $I_{\Omega_k} \in \mathbb{R}^{n_k \times n_k}$ expresses the truncated identity matrix by removing all the rows in $I_N$ indexed by $j \notin \Omega_k$.

For readability, instead of using the standard ADMM form (8), we write in the equivalent form as
\[
\text{min}_{Q_k, Z_k} \sum_k \|Z_k\|_* \quad \text{s.t.} \quad Y = \sum_k P_k^\perp (Q_k) \quad \text{and} \quad Z_k = Q_k, \forall k \in [K]. \tag{9}
\]
As there are $MN + M \sum_k n_k$ many equality constraints in (9), we denote the corresponding scaled Lagrange multipliers (see [29] §3.1.1 for details) by $\Lambda_0 \in \mathbb{R}^{M \times N}$ and $\Lambda_k \in \mathbb{R}^{M \times n_k}$, corresponding to the equality constraints $Y = \sum_k P_k^\perp (Q_k)$ and $Z_k = Q_k$, respectively. Then the augmented Lagrangian is given by
\[
\mathcal{L}_\rho (Q_k, Z_k, \Lambda_0, \Lambda_k) = \sum_k \left( \|Z_k\|_* + \frac{\rho}{2} \|Q_k - Z_k + \Lambda_k\|^2_F \right) + \frac{\rho}{2} \sum_k P_k^\perp (Q_k) - Y + \Lambda_0\tilde{F} - \frac{\rho}{2} \sum_k \|\Lambda_k\|_F^2 + \frac{\rho}{2} \sum_k \|\Lambda_k\|_F^2, \tag{10}
\]
where $\rho > 0$ is the penalty parameter. Then the ADMM iterations are given by
\[
Q_{k+1}^{l+1} = \arg\min_{Q_k} \sum_k \|Q_k - Z_k^l + \Lambda_k^l\|^2_F + \|Q_k^* - Z_k^l + \Lambda_k^l\|_F^2, \tag{11}
\]
\[
Z_{k+1}^{l+1} = \arg\min_{Z_k} \|Z_k\|_* + \frac{\rho}{2} \|Q_{k+1}^{l+1} - Z_k + \Lambda_k^l\|^2_F, \tag{12}
\]
\[
\Lambda_{k+1}^l = \Lambda_k^l + \rho (Q_{k+1}^{l+1} - Z_{k+1}^{l+1}), \tag{13}
\]
\[
\Lambda_{0+1} = \Lambda_0 + \rho \sum_k P_k^\perp (Q_{k+1}^{l+1}) - Y, \tag{14}
\]
where $l$ denotes the iteration number.

The optimization problem (11) is a quadratic programming in the form of $\|Ax - b\|^2_F$. The vector $x$ and the matrix $A$ here are the same as in the standard ADMM formulation of ROMD [8], and $b = \text{vec}([B_0, B_1, \ldots, B_K])$, where $B_0 = Y - \Lambda_0^l$ and $B_k = Z_k^l - \Lambda_k^l$. For this quadratic problem involves a linear mapping of a huge dimension, it takes a long runtime for using fundamental solvers. According to the specific structure in (11), we develop a conjugate gradient (CG) method [30] solver to address this problem. The standard algorithm of which can be found in Algorithm 1. Instead of directly calculating the matrix-vector products, which cost the most computation in the original CG method, we resolve them into efficient calculations based on the structure of the matrix $A$. Specifically, in order to simplify the matrix-vector products $Ap$ and $A^T (Ap)$, we derive the computations based on the structure of matrix $A$ as follows. Let $b' = Ap \in \mathbb{R}^{M(\sum_k n_k + N)}$. Define $B' \in \mathbb{R}^{M \times (\sum_k n_k + N)}$ such that $b' = \text{vec}(B')$ and write $B' = [B'_1, \ldots, B'_K, B'_0]$, where $B'_k \in \mathbb{R}^{M \times n_k}$, $\forall k \in [K]$ and $B'_0 \in \mathbb{R}^{M \times n}$. The vector $p$ is in the form of $p = \text{vec}(P) = \text{vec}([P_1, \ldots, P_K])$, where $P_k \in \mathbb{R}^{M \times n_k}$. Then, by the definition of $A$, $B'$ can be obtained by $B'_k = P_k, \forall k \in [K]$, and $B'_0 = \sum_k P_k^\perp (P_k)$ which can be calculated efficiently using the following iterative process:

\[
\begin{align*}
(B')^0 &= 0 \\
\text{for} \ k = 1, \ldots, K: \quad & (B')^0_{\Omega_k} = (B')^0_{\Omega_k} + B_k' \\
\text{end}
\end{align*}
\]

To compute $w' = A^T (Ap) = A^T b'$, we define $W'$ such that $w' = \text{vec}(W')$ and write $W' = [W'_1, \ldots, W'_K] \in \mathbb{R}^{M \times (\sum_k n_k)}$. Again, according to the definition of $A$, it is straightforward to attain that
\[
W'_k = B_k + P_k (B_0) = B_k + (B_0)_{\Omega_k}.
\]

The optimization problem (12) can be addressed by soft-thresholding algorithm. Define $\hat{Z}_k = Q_{k+1}^{l+1} - \Lambda_k^l$ and its singular value decomposition (SVD) $\hat{Z}_k = U \text{diag}(\sigma)V^T$. The standard algorithm of which can be found in Algorithm 1.
Then the augmented Lagrangian can be derived as
\[
\mathcal{L}_\rho (Q_k, Z_k, W, \Lambda_0, \Lambda_k) = \sum_k \left(\|Z_k\|_* + \frac{\rho}{2}\|Q_k - Z_k + \Lambda_k\|_F^2\right) + \mathbb{1}_{\|\cdot\|_F \leq \epsilon} (Y - W) + \frac{\rho}{2} \sum_k \|Q_k\|_F^2 - \frac{\rho}{2} \sum_k \|\Lambda_k\|_F^2 - \frac{\rho}{2} \sum_k \|\Lambda_0\|_F^2 - \frac{\rho}{2} \sum_k \|\Lambda_k\|_F^2,
\]
and the ADMM iterations are hence given by
\[
\begin{align*}
Q_k^{l+1} &= \arg\min_{Q_k} \sum_k \|Q_k - Z_k^l + \Lambda_k^l\|_F^2 \\
&\quad + \|\sum_k P_k^* (Q_k) - W + \Lambda_0^l\|_F^2, \\
Z_k^{l+1} &= \arg\min_{Z_k} \|Z_k\|_* + \frac{\rho}{2}\|Q_k^{l+1} - Z_k + \Lambda_k^l\|_F^2, \\
W^{l+1} &= \arg\min_W \|\cdot\|_F \leq \epsilon (Y - W) + \|\sum_k P_k^* (Q_k^{l+1}) - W + \Lambda_0^l\|_F^2, \\
\Lambda_0^{l+1} &= \Lambda_0^l + \left(\sum_k P_k^* (Q_k^{l+1}) - W\right), \\
\Lambda_k^{l+1} &= \Lambda_k^l + \left(\sum_k P_k^* (Q_k^{l+1}) - Z_k^{l+1}\right).
\end{align*}
\]  
(18)

where \(l\) denotes the iteration number. The key difference between the noisy case and the noise-free case is the updating step of \(W\) in (21). Define \(\hat{W} := \sum_k P_k^* (Q_k^{l+1}) + \Lambda_0^l\), and the solution of (21) can be straightforwardly obtained by
\[
W^{l+1} = \frac{\hat{W} - Y}{\|\hat{W} - Y\|_F} + Y.
\]  
(24)

### 4. Numerical Tests

In this section, we first compare the performance of only dictionary update stage using different dictionary learning algorithms. The performance of whole dictionary learning in both noise-free and noisy cases is also tested.

The observation signal \(Y\) is formed by \(Y = \hat{D}X\), where \(\hat{D} \in \mathbb{R}^{M \times N}\) denotes the ground-truth dictionary and \(X \in \mathbb{R}^{K \times N}\) represents the ground-truth sparse coefficients. The values of entries in dictionary \(\hat{D}\) are generated by independent standard Gaussian distribution, and each dictionary atom \(\hat{D}_{:,k}\) is with unit \(\ell_2\)-norm, i.e. \(\|\hat{D}_{:,k}\|_2 = 1 \forall k \in [K]\). Here we assume the number of measurements is \(N\) and the number of nonzero coefficients in the \(n\)-th column of \(X^0\) is \(S_n\). The index set of the nonzero coefficients are randomly generated from the uniform distribution on \([K]\) and the values of the nonzero coefficients are independently generated from the standard Gaussian distribution. In our simulations, we set \(S_n = S \in \mathbb{N}, \forall n \in [N]\).

Performance of a dictionary learning algorithm is evaluated by dictionary recovery error. Consider the permutation

### Algorithm 2: Dictionary learning with convex dictionary update (ROMD)

**Input:**
- Measurement \(Y\) and initial dictionary \(D^0\).

**Output:**
- Dictionary \(\hat{D}\) and Sparse coefficient \(\hat{X}\).

**Repeat** until convergence (stopping rule)

- Sparse coding stage: Update the sparsity patterns \(\Omega_l\) in the sparse coefficients \(X_l\).

- Dictionary learning stage:
  **Repeat** until \(\|\sum_k P_k^* (Q_l) - Y\|_F \leq \epsilon\)
  - Update \(Q_l\) using CG method.
  - Update \(Z_l\) using soft-thresholding.
  - Update \(\Lambda_l\) via (13).
  - Update \(\Lambda_0\) via (14).

Update dictionary \(\hat{D}\) and sparse coefficients \(\hat{X}\): \(Q_l = U \Sigma V^T, \hat{D}_{:,l} = u_1, \hat{X}_{l,\Omega_l} = \sigma_l v_1\).

According to the above analysis, we propose our dictionary learning algorithm described in Algorithm 2.

### 3.3. ROMD with noise

Consider the noisy case, that is the equality constraint in the ROMD formulation (2) does not hold exactly. Specifically, we assume \(\|Y - \sum_k P_k^* (Z_k)\|_F \leq \epsilon\). For the simplicity of composing, we define the indicator function regarding to the noisy power \(\epsilon\) as
\[
\mathbb{1}_{\|\cdot\|_F \leq \epsilon} (X) := \begin{cases} 0, & \text{if } \|\cdot\|_F \leq \epsilon, \\ +\infty, & \text{otherwise.} \end{cases}
\]  
(16)

By introducing another auxiliary variable \(W \in \mathbb{R}^{M \times N}\), the noisy form of the optimization problem (9) can be formulated as
\[
\begin{align*}
\min_{Q_k, Z_k} & \sum_k \|Z_k\|_* + \mathbb{1}_{\|\cdot\|_F \leq \epsilon} (Y - W) \\
\text{s.t. } & W = \sum_k P_k^* (Q_k) \text{ and } Z_k = Q_k, \forall k \in [K].
\end{align*}
\]  
(17)
ambiguity of the trained dictionary and denote the estimated
dictionary as $\hat{D}$. As the columns of both ground-truth
and estimated dictionaries are normalized, the inner product of
a ground truth dictionary atom and the corresponding column
of a successfully estimated dictionary tends to be 1. Thus, to
evaluate the dictionary recovery error, we formulate it as

$$\text{Error} := \frac{1}{K} \sum_{k=1}^{K} (1 - \hat{D}_{:,k}^T \hat{D}_{:,i_k}),$$

where

$$i_k := \arg \max_{i \in I_k} (\hat{D}_{:,k}^T \hat{D}_{:,i}),$$

$$I_k := [K] \setminus \{i_1, \ldots, i_{K-1}\},$$

$\hat{D}_{:,k}$ denotes the $k$-th column of estimated dictionary, and
$\hat{D}_{:,i_k}$ represents the $i_k$-th column of ground truth dictionary.

### 4.1. Dictionary update test

In the first test, we only focus on the dictionary update stage,
and compare ROMD with two typical dictionary learning
algorithms, K-SVD and MOD. We fix the dictionary size to
$M = 16$ and $K = 32$. To have a more comprehensive view of
the performance of these three algorithms, we vary both sparsity
level ratio $S/M$ and number of samples ratio $N/M$ from
1/16 to 1/4 and from 4 to 20, respectively. We repeat each
test for 100 trials to acquire an average value. The phase tra-
nsition figures of three approaches are depicted in Figure 1.

**Fig. 1**: Comparison of dictionary learning methods with vary-
ing sparsity levels and number of measurements. Results are averages of 100 trials.

Another test compares different dictionary learning meth-
ods with varying number of measurements. There are totally
two simulations, including two settings of dictionary sizes
and sparsity levels of the sparse coefficients. To make ev-
ery algorithm stop at a stable point even with few samples,
we set the stopping iteration number at 500 for the benchmark algorithms and set 50 iterations for ROMD. Again, we set the penalty parameter $\rho = 0.8$ in ROMD for both simulations, and we run 100 trails to get an average value. Figure 3 demonstrates that for both tests, ROMD requires fewer samples to reconstruct the dictionary and can obtain a lower error level than the other benchmark algorithms.

### 4.3. Noisy dictionary learning test

In this test, we compare different dictionary learning methods in noisy cases. We fix the dictionary size and sparsity level as $M = 16$, $K = 32$, $S = 3$ respectively, and we test the noisy cases with SNR= 30dB and SNR= 20dB. Here, as there is a noise in observations, we set a relatively small value for penalty parameter $\rho = 0.02$ to ensure that the denoised term can be decomposed into rank-one matrices. Again, we vary the number of samples and run each test for 100 trails. The results are illustrated in Figure 4 which indicate that ROMD still outperforms the benchmark algorithms.

### 5. CONCLUSION

In this paper, we propose a dictionary learning algorithm rank-one matrix decomposition (ROMD), that recasts the dictionary update stage into a convex optimization problem by matrix decomposition technique. By using ROMD formulation, the whole dictionary can be updated at a time. For the non-smoothness of nuclear norm, we apply an ADMM solver. In numerical tests, we compare ROMD with other benchmark algorithms in both noise-free and noisy cases. The results demonstrate that ROMD outperforms the other benchmarks in terms of the fewer learning iterations, fewer required number of samples and lower dictionary recovery error.
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