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Abstract—Swarm behavior using Boids-like models has been studied primarily using close-proximity spatial sensory information (e.g., vision range). In this study, we propose a novel approach in which the classic definition of boids’ neighborhood that relies on sensory perception and Euclidian space locality is replaced with graph-theoretic network-based proximity mimicking communication and social networks. We demonstrate that networking the boids leads to faster swarming and higher quality of the formation. We further investigate the effect of adversarial learning, whereby an observer attempts to reverse engineer the dynamics of the swarm through observing its behavior. The results show that networking the swarm demonstrated a more robust approach against adversarial learning than a local-proximity neighborhood structure.
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1 INTRODUCTION

COLLECTIVE behaviors of swarms have normally been explained through aggregation of individual behaviors that were assumed to be based on local information perceived through biological sensors, especially vision. This has been evident in a variety of literature including animal swarming behavior [1], classic boids of Reynolds [2], and recent swarm intelligence research [3], [4].

Reynolds, in his classic boids model [2], explains collective swarm behaviors through aggregation of individual behaviors that use three rules - cohesion, separation and alignment. The neighborhood is spatially defined and includes other individuals situated in the visual range of each individual, where a visual range is defined by a vision angle and a vision distance.

An assumption in these models is that spatial proximity is the primary basis for defining neighborhood structures. Individual behaviors such as speed and direction of movements are derived from local information about the neighboring boids, which is acquired in the limits of the spatial Euclidian distance within the range of the biological sensors used. As such, the resultant interaction and the subsequent collective behavior depend on the perceived neighborhood and is bounded by the spatial limits of vision or localized sensors.

We conjecture that swarm performance will improve through networking. A particle in the swarm may behave using a set of rules similar to those described by classic boids [2], but the neighborhood is not established by vision range and distance, instead it is established by a direct connectivity to other particles. This, in turn, leads inevitably to network topology playing an essential role in the emerging behaviors. This begs the question of whether networks with different topological features, e.g., a random network and a scale-free network, will impact swarm dynamics.

In this study, we investigate the effect of defining neighborhood using graph theoretical relations. We first show that exchange of information via network relations between individuals is superior to individual spatial perception such as vision range. Then, we show that inferring individual behavioral rules based on observed activity of the swarm is significantly more difficult in the case of network-based swarming, compared to classic distance-based relations. Thus, a swarm operating based on network relations is more robust to potential attacks from external entities that intend to learn the swarm’s behavioral rules.

The remaining of the paper is organized as follows. In Section 2, we provide a background on swarm intelligence, in which we highlight the main aspects that generated the hypotheses presented above. In Section 3, we describe the methodology we employed for this investigation, then we present and discuss the results of the experiments in Section 4. In Section 5, we summarize the findings and conclude the paper.

2 BACKGROUND ON SWARM BEHAVIOR

Swarm behavior has strong roots in biology, where the purpose was to understand the underpinnings of the self-organised collective behavior exhibited by various, apparently simple, species. Examples date back as early as 1930’s [1], investigating collective behavior over vast biological domains, from organisms as simple as bacteria [5] to ant colonies [3], fish schools [6] and bird flocks [1], and further to large mammals herds [7] and even humans [8].

Bird flocks generated theoretical ramifications in artificial intelligence and related disciplines, and practical applications in various fields of engineering [9]. There are two major types of flocking behavior in birds. First, the large birds, usually following seasonal migrating life-cycles, display grouping behaviors that optimise the way the group uses the air currents in order to minimise aerodynamic drag and subsequent fatigue. Popular flocking behaviors observed and investigated in this direction are the so-called line formations, which include patterns like V-shape, J-shape, echelon, straight line, waved line, and others [1].

Second, the small non-migrating birds, adopt grouping behaviors that facilitate aspects like food search, security against predators, territorial ownership, or breeding [10].

The pioneering work of Reynolds [2] established the concept of boids for the individuals in a swarm. Reynolds’ study isolated...
the well-known set of three simple fundamental forces - cohesion, separation and alignment - which when applied to individuals allows a vast range of complex behaviors at swarm level. However, while stepping away from the animal behavior grounds, Reynolds also intended to keep plausibility; thus, the resultant animats still kept the vision-based neighboring mechanism of the biologic counterparts of artificial agents (i.e. boids).

Subsequent studies proposed various refinements of the forces. Heppner and Grenader [11] considered homing, velocity regulation and interaction as the three governing rules, while later Bajec and colleagues [12] proposed attraction, repulsion and polarisation. Reynolds too continued with the refinement of models of individual behavior, with a series of studies that introduced enhanced definitions of the rules [13], [14]. In addition to rules refinement, various setups for their parameters have been also investigated, mostly from an optimisation point of view. Various authors [15], [16] proposed methods for optimising the parameters of the boids rules, in order to obtain swarms with higher behavioral stability with respect to certain designer purposes. Also, aspects related to emergence and evolution of leadership within swarms have been intensely investigated in order to understand the underpinnings of, and further design and model, coherent collective behaviors [17], [18].

A first example of research derived from boids is the significant interest and success in creating computationally effective animations of collective behavior [19], where boids have been used in motion pictures for special effects [20], as well as in computer games for both motion of crowds and implementation of massively parallel activity of characters [19], [21]. Later, the concept of particle swarm optimisation (PSO) emerged (in-depth reviews of this direction can be found in [22], [23]), in which boids in a swarm can be associated to solutions of a problem, and their movements with a search for optimal solutions in the solution space. Thus, guiding swarms’ motion through the solution space based on various methods/biases can lead to finding the optimal solution (i.e. target). Refinements of standard PSO have been also proposed in directions that focus on behaviors inspired from certain types of social animals, such as migrating birds optimisation (MGO) [24], [25], or ant colony optimisation (ACO), reviewed in detail in [26], [27]. Another important field emerging from the field of swarm behavior is swarm robotics, reviewed in [4], which transfers to real engineering problems the methods and the findings of the research on both theoretical abstract boids and their optimization-related fields.

The concept of networking the swarm for improving its dynamics and robustness against adversarial attacks is only in its infancy. One pioneering work is to reveal the effect of network structure on swarm behavior from an optimization perspective [28], [29], [30], in which the authors found that a heterogeneous network can facilitate information transmission and dissemination. In this paper, we focus on these two dimensions. First, we propose the idea of networking the boids, where the neighborhood in Boids is defined using a network. Second, we study the robustness of this approach against adversarial attacks, whereby an observer attempts to reverse engineer the factors influencing the dynamics of the swarm through external observations.

3 Methodology

We perform the investigation by comparing classic boids, which consider neighbors using visual perception, with network-based boids, which consider neighbors using network connectivity. The investigation is conducted in two stages.

In the first stage, classic boids and network-based boids are simulated successively in the same environment in order to evaluate the resultant collective swarm behavior under various communication mechanisms. The purpose of this direction is to reveal potential advantages and/or disadvantages in the quality of the collective behavior achieved by network-based boids in comparison with classic vision-based boids. The focus here is on the ability of the network-based boids to generate stable swarming behavior, and a number of metrics for swarm behavior quality will be used, as explained later in this section.

In the second stage, classic boids and network-based boids are simulated in the same environment. The collective behavior becomes subjected to observations from an external entity that attempts to learn in real-time the individual boids rules. Thus, a (desirably real-time) learning algorithm to be used by an external AI observer has to be employed. Once the learning algorithm is in place, the focus is on the ability of the same learner to extract the parameters of the individual boids rules, when the swarms operate under different neighbor perception mechanisms.

3.1 Definition of Boids and Environment

We define the population of boids as a set $B$ that operates in a bounded 2-D space ($S$) defined by a given width ($s_W$) and a given length ($s_L$). Individual behavior of boids in this space is governed by (1) the three classic boids rules [2] - cohesion, separation and alignment - and (2) the neighborhood. We use for investigation classic boids, where neighborhood is defined by vision range and the proposed network-based boids, where neighborhood is defined by network connectivity between them. Thus, the two categories of boids, vision-based and network-based, have a set of common features, which are related to motion rules and position update, and a set of own (distinct) features, which are related to the way the neighborhood is defined.

3.2 Common Features

The features common to both types of boids are as follows:

- Position ($p$), $p \in S$, is a 2-D coordinate. The initial position of each boid is randomly assigned.
- Velocity ($v$) is a 2-D vector representing boid’s movement (heading and speed) in a time unit. The initial velocity of each boid is randomly assigned.
- Cohesion Velocity ($\text{cohesion}_V$) of a boid is the velocity calculated based on the center of mass of all boids in its neighborhood.
- Alignment Velocity ($\text{alignment}_V$) of a boid is the velocity calculated based on the average velocity of all its neighbors.
- Separation Velocity ($\text{separation}_V$) of an boid is the velocity that forces the boid to keep a minimum distance from its neighbors, in order to avoid collision.
- Safe Distance ($d_s$) is the minimum Euclidean distance between two boids, and drives the Separation Velocity.
- Velocity weights [2]:
  - Cohesion weight ($w_c$): a scaler for the cohesion velocity.
  - Alignment weight ($w_a$): a scaler for the alignment velocity.
3.2.1 Cohesion
The cohesion velocity vector describes the tendency of boids to move towards their neighbors’ location. The Cohesion Velocity (cV) of a boid is the velocity calculated based on the center of mass (average position) of all boids in its neighborhood. For a boid \( B_i \), we denote its neighbors as a set \( N \). Then, \( cV_i \) of boid \( B_i \) at time \( t \) can be derived from the position of its neighbors as in Equation (1):

\[
cV_i = \frac{\sum_{j=0}^{N_i} P_j}{|N|} - p_i \quad \text{where } i \neq j
\]

where, \( |N| \) is the cardinality of \( N \).

3.2.2 Alignment
The tendency of boids to align with the direction of movement of their neighbors is described by the alignment velocity vectors. Alignment Velocity (aV) of a boid is the velocity calculated based on the average heading of all its neighbors. The alignment vector of a boid \( B_i \) at time \( t \) is derived from the velocities of all its neighbors \( N \), as in Equation (2):

\[
aV_i = \frac{\sum_{j=0}^{N_i} v_j}{|N|} - v_i \quad \text{where } i \neq j
\]

3.2.3 Separation
Separation expresses the tendency of boids to steer away from their neighbors in order to avoid crowding them or colliding with them, and is described by the Separation Velocity (sV) vector. Separation velocity of a boid \( B_i \) at time \( t \) is calculated using its neighbors \( N_i \) that are closer than a minimum Euclidean distance \( d_s \), called Safe Distance. Equation (3) steers boids from each other, in order to avoid collisions.

\[
sV_i = -\sum_{j=0}^{N_i} (p_j - p_i) \quad \text{where } i \neq j
\]

3.2.4 Velocity Update
Velocity (v) is a vector representing the movement of a boid (heading and speed) in a time unit. Velocity of a boid \( B_i \) at time \( t \) is updated according to Equation (4):

\[
v_i(t) = v_i(t-1) + w_c \times cV_i(t) + w_a \times aV_i(t) + w_s \times sV_i(t) \quad (4)
\]

where \( cV \), \( aV \), and \( sV \) are normalized vectors.

3.2.5 Position Update
Position \( p_i \) of a boid \( B_i \) is a 2-D coordinate in the operating space \( p_i \in S \). Based on the velocity calculated in Equation (4), the position at time \( t \) of each boid \( B_i \) can be updated as in Equation (5). If the new position of a boid is outside the boundary of space \( S \), then reflection rule is applied.

\[
p_i(t) = p_i(t - 1) + v_i(t)
\]

3.3 Distinct Features - Neighborhood Definition

3.3.1 Vision-based Neighborhood
For the classic boids, we use vision range as the basis for defining boids’ neighborhoods. Thus, the boids present in current boid’s neighborhood are given by the vision range \( \text{vision}_r \) and vision angle \( \text{vision}_a \). An example of classic vision-based boids is illustrated in Figure 1.

3.3.2 Network-based Neighborhood
In network-based neighborhood, a boid establishes its neighbours based on a one-hop connectivity with other boids. Cohesion and alignment rules are updated based on network connectivity. However, the safe distances between boids are still maintained by Euclidean distance in order to avoid boids collisions in the given space. Thus, even though neighborhood is different, the principle is the same, i.e. the safety distance is still considered for the purpose of proper implementation of separation force. In addition, collision avoidance is implemented for all network boids based on this distance, given that in the networked swarm disconnected boids cannot be part of the respective neighborhood. In Figure 2 we illustrate through a simple example the network-based neighborhood of a boid in a swarm.

Since neighbors are established based on connectivity, various network topologies, such as scale-free [31], random [32], ad-hoc [33], and small-world [34], influence the dynamics. Of these, scale-free, small-world and Erdős–Rényi are most prominent in the literature. We investigate these topologies, which are illustrated in Figure 2.

3.4 Measuring the Quality of the Swarming Behavior
We adopt two classic measures used for evaluating swarming: Order and grouping.

Order represents the average of the normalized boids’ velocities \( |v_i| \), and can be mathematically formalized as in Equation (6). According to this equation, all boids are perfectly aligned when the average of their normalized velocities equals 1, and all boids are heading to totally different directions when this equals 0.

\[
\text{order} = \frac{1}{N} \sum_{i=1}^{N} |v_i|
\]
3.5 Adversarial Learning of Observed Swarm Behavior

The second objective of this paper is to understand the complexity of the learning problem if an adversary attempts to learn and predict in real-time the behaviors of boids for both vision-based and network-based situations, using pure observational measures on the boids. First, the parameters of individual behaviors are learned from past behaviors of the swarm by minimizing the error between the observed behaviors and the outputs from the learning algorithm. Then, the future is predicted by using the learned parameters to project collective behavior onto time.

We assume that the learning algorithm has no prior knowledge of the topological structure underpinning the swarming behavior. However, we assume that the learning algorithm knows the boids rules (cohesion, alignment and separation) and update mechanism, but does not know:

- the parameters of the boid rules: cohesion weight $w_c$, alignment weight $w_a$, separation weight $w_s$, and safe distance ($d_s$);
- the actual vision range ($vision_r$) and vision angle ($vision_a$).

Consequently, the learning algorithm uses the basic Boids model as the governing rules for the dynamics and attempts to learn the set of parameters of the Boids model. Thus, the aim of the learning algorithm is to approximate the actual values of the parameters, $\{w_c, w_a, w_s, d_s, vision_r, vision_a\}$, in order to be able to predict the future position of the Boids.

3.5.1 The Learning Process

Let us assume that the learning algorithm uses observed boids behaviors from time $(t - \Delta t)$ to $t$. With respect to boids simulation, the behaviors observed in the past $\Delta t$ are actually observed from a number of boids updates in $\Delta t$, so they depend on the updating rates of boids. For example, if $\Delta t = 60s$ and boids are updated every $50ms$, there are 1200 updates during $\Delta t$. Therefore, the number of updates actually affect the time constraint on the learning algorithm to observe the Boids and run, that is, the learning algorithm runs within a time window of $\Delta t$.

The outcomes from the learning algorithm are then used to predict future boids behavior at $(t + \Delta t')$. Then, the learning period of the learning algorithm should be also less than the prediction period, so that $\Delta t < \Delta t'$.

In general, learning period can be different from the look-back period ($\Delta t$) and prediction period. If learning period is equal or lower than the cumulated look-back period and prediction periods, then true real-time learning and prediction are possible. This case is illustrated in Figure 3. The trade-off for on-line learning is that learning time must be truncated to the maximum duration that allows real-time learning and prediction, hence the learning algorithm may not reach the end of the learning process and, thus, may produce imperfect results. In the context of this paper, where we investigate the ability of an external observer to infer individual behavioral rules of various boid types in real-time, these imperfections are acceptable for two reasons: (1) they allow real-time learning and prediction and (2) they apply to both vision-based and network-based boids, thus the comparison of learning ability for the two cases is consistent.

However, in order to provide a solid validation of the learning process, and complete the investigation of the learning ability for the two types of boids, we also consider the case of off-line learning, which allows the learning algorithm to run as long as it needs in order to reach the end of the learning process. This case is obtained by pausing the boids simulation after the learning samples are achieved, performing the entire learning process as needed, and then resuming the boids simulation after the learning is finished. The off-line learning case is illustrated in Figure 4.

3.5.2 The Learning Algorithm

In this paper, we use Differential Evolution to approximate Boids’ parameters based on collected observations. Differential Evolution (DE) [36] is an efficient evolutionary algorithm that searches for global optimal solutions over continuous spaces, and has been used successfully for on-line learning in problems where speed of learning is essential [37], [38], proving to be superior to classic GAs [39].

We use the standard DE proposed by [36], in which we represent the chromosome using a vector that contains boids’ parameters as genes, as follows: cohesion weight ($w_c$), alignment weight ($w_a$), separation weight ($w_s$), safe distance ($d_s$), vision angle ($vision_a$), vision range ($vision_r$). We use the standard DE proposed by [36], in which we represent the chromosome using a vector that contains boids’ parameters as genes, as follows: cohesion weight ($w_c$), alignment weight ($w_a$), separation weight ($w_s$), safe distance ($d_s$), vision angle ($vision_a$), vision range ($vision_r$).
weight \((w_a)\), separation weight \((w_s)\), separation distance \((d_s)\), vision range \((vision_r)\), and vision angle \((vision_a)\). Thus, the \(i\)th individual in each generation \(G\) can be formalized as in Equation 7:

\[
x_{i,G} = [w_{c,i}, w_{a,i}, w_{s,i}, d_{s,i}, vision_{r,i}, vision_{a,i}] \quad i = 1, 2, \ldots, N
\]

(7)

where, \(N\) is the total number of individuals in the population.

The initial population is generated by randomly initializing individuals’ chromosomes. Then, for each target vector \(x_{i,G}\) in each generation, three different individuals, \(x_{r1}, x_{r2},\) and \(x_{r1}\) get randomly selected from the population and are treated as vectors. Based on Equation [3], a donor vector \(v_{i,G+1}\) is produced by the sum of one vector and the weighted difference of other two vectors. As suggested in [56], \(F\) is a scalar factor that controls the amplification of the differential variation \((x_{r2,G} - x_{r3,G})\). The value of \(F\) is usually in the interval \([0, 2]\).

\[
v_{i,G+1} = x_{r1,G} + F \times (x_{r2,G} - x_{r3,G})
\]

(8)

Further, a trial vector \(u_{i,G+1}\) is generated by combining the elements from both the donor vector \((v_{i,G+1})\) and the target vector \((x_{i,G})\) based on Equation [9]

\[
\begin{align*}
    u_{j,G+1} &= v_{j,G+1} & \text{if rand}([0, 1]) \leq CR \\
    &= x_{j,G} & \text{if rand}([0, 1]) > CR
\end{align*}
\]

(9)

where, \(j\) is the index of the parameter inside a vector, and \(CR\) is the crossover rate which is within \([0, 1]\). The \(j^*\)th element in the trial vector is replaced by the \(j^*\)th element in the donor vector if a generated uniform random number is less than or equal to the crossover rate. Otherwise, the \(j^*\)th element of the target vector is used.

Once the trial vector is evaluated against the target vector, the one with better fitness becomes a member of the next generation \(G + 1\). The fitness function used here is the distance between boids locations resulting from DE and boids locations obtained from observation, which is, the learning error \(\epsilon_L\) as explained in Equation [10]

\[
\epsilon_L = \sum_{i=1}^{[B]} \| p_i(t) - p_i(t) \|
\]

(10)

where \(p_i(t)\) represents boids locations observed at time step \(t\), \(p_i'(t)\) represents boids locations produced by the learning algorithm at time step \(t\), \(i\) is the index of a boid, and \([B]\) is the total number of boids.

To generate \(p'\), the learning algorithm takes two samples from the observation of boids: \(p(t_0)\) and \(p(t_1)\) for all boids. \(p(t_0)\) is used by the learning algorithm as the initial boids locations directly. Then, the learning algorithm applies the three boids rules with the parameters \(X_{t,G}\) to estimate boids locations at \(t_1\), starting from \(p(t_0)\). In this way, the estimated \(p'(t_1)\) can be generated and the difference between \(p(t_1)\) and \(p'(t_1)\) for each boid can be calculated. The vector with smaller \(\epsilon_L\) is the better one. Consequently, the DE learner minimizes the learning errors.

As explained earlier in [3.5.3], we treat the case where learning happens off-line in order to validate the learning concept. However, the desired operation mode for the learning algorithm is real-time, where learning and prediction take place on the fly, while the swarm evolves. In this case, the DE learner described above can only generate some acceptable solutions which can produce collective behaviors approximating the actual observed behaviors. Hence, differences \((\epsilon_L)\) between the learning outcome and observations may exist. This type of errors can further generate errors.
in prediction ($\epsilon_P$), which are calculated in the same manner the learning error is, as in Equation 11:

$$
\epsilon_P = \sum_{i=1}^{B} \| p_i(t) - p''_i(t) \| 
$$

(11)

where $p''_i(t)$ represents the future boids locations predicted by the best parameter estimations resultant from the learning algorithm.

### 4 Experimental Results and Discussion

Experiments are designed to evaluate the quality of swarm behavior and the ability of an external learner to infer boids behavior under classic and network-based neighboring mechanisms. Below, we describe the experimental setup for the two investigations.

#### 4.1 Setup of Boids Parameters

In order to proceed with the comparison between classic boids and the proposed network-based boids, we first need to establish the actual parameters for boids and their environment. For ensuring traceability, consistency and validity of results, we searched the literature for classic boids simulation setups with proven results. A very recent study of Harvey et al. [40] presented a simulation of classic vision-based boids which was based on previous studies of Reynolds [2] and Parker [41]. The simulation showed remarkable results in terms of swarming behavior and was well documented. Thus, we adopt the same parameter settings for the classic boids in our study, in order to have a solid baseline for the comparison with network-based boids. Table 1 summarizes the simulation parameters and the parameters of the classic boids.

| Parameter     | Variable name | Value     |
|---------------|---------------|-----------|
| space size    | spaceW        | 1000 units|
|               | spaceH        | 1000 units|
| number of boids | n            | 100       |
| velocity weights | $w_c$      | 0.01      |
|               | $w_a$         | 0.125     |
|               | $w_s$         | 1         |
| vision range  | vision_r      | 50 units  |
| vision angle  | vision_a      | $2\pi$    |
| separation distance | $d_s$   | 10 units  |

**TABLE 1: Classic boids: summary of parameter settings**

Whole simulation, and we randomly assign boids’ initial positions and orientations.

Further, we establish the parameters for network-based boids, corresponding to the three types of topologies to be investigated. Table 2 summarizes these parameters.

| Topology type         | Model parameter   | Value  |
|-----------------------|-------------------|--------|
| scale-free network    | initial number of nodes | 6      |
|                       | rewire probability | 0.05   |
| small-world network   | connection probability | 1.1   |
| Erdős–Rényi network   | number of edges    | 300    |

**TABLE 2: Network-based boids: Summary of parameter settings**

For the learning algorithm, the six genes in the chromosome are randomly initialized within a given range, as in Table 3.

| Parameter | min | max | Parameter | min | max |
|-----------|-----|-----|-----------|-----|-----|
| $w_c$     | 0   | 1   | $d_s$     | 0   | 1   |
| $w_a$     | 0   | 1   | vision_r | 10  | 150 |
| $w_s$     | 0   | 1   | vision_a | $\frac{\pi}{2}$ | 2$\pi$ |

**TABLE 3: Value ranges of the genes in DE chromosome**
4.2 Evaluating Swarm Behavior

All simulations run for 10000 time-steps to allow the boids to stabilize in a consistent swarm behavior. Boids are initialized at random locations at the beginning of the simulation. We conducted 10 runs for each communication method. In each run, the initial locations of boids are randomly initialized.

Figure 5 shows the order metric for boids with different communication methods. It can be observed in Figure 5 that all types of network-base boids converge from the initial states towards high level values of the order metric more rapidly than the classic boids. It can be seen that swarm behavior, from the point of view of order metric, becomes consistent after around 5000 time-steps. There are some noticeable periodic upside-down spikes shown in the figure, which are caused by the reflection rules described earlier in the paper, in Section 3.2.5. When ordered boids hit the boundary of the given space, they start readjusting their headings, fact that causes a sudden drop in the resultant order value. However, results show that network-based boids are able to recover from the order drop, and the evolution of the order measure shows faster convergence of network-based boids, despite the large spikes in the early stages.

In Figure 5 we illustrate a statistical summary of the order metric corresponding to the whole simulation period (from $t = 0$ to $t = 10000$). This figure shows again that all three types of network-based boids have better order values than classic boids. The mean values of network-based boids are all close to “1”, while classic boids have a mean value visibly lower. In addition, the bottom 5 percentile of classic boids order is also lower than all types of network-based boids. Based on the two sample t-test results, the mean order value of classic boids is statistical different from the mean order values of all three network based boids at the significant level of 5%.

The values of grouping metric are illustrated in Figure 6. It can be seen in Figure 6 that all boid types, both classic and network-based, achieve high quality swarm behavior from the grouping point of view from around 8000 time-steps. However, the grouping behavior can be considered consistent from around 4000-5000 iterations for all boids except Small-world type, which converges slightly slower. For consistency with the results of order metric, we illustrate in Figure 6 the grouping metric summary at 5000 iterations, even though Small-world type is expected to have a worse summary compared to the other three. It can be seen that in terms of mean value, network-based boids perform visibly better than classic boids, except Small-world type, which is actually almost at the same mean with classic boids, and only deviation slightly higher.

Overall, the internally-focused investigation shows that network-based boids can perform overall better than classic boids in terms of convergence to a stable swarm behavior. We conjecture that these results can be explained by the very nature of the neighborhood. For network-based boids, neighborhoods of each agents remain constant over the simulation, since network connections to other boids are not changing over time. In addition, if the network has only one cluster, or at least a giant component, then a diffusion phenomenon exists through the network, which facilitates faster convergence. If one boid $B_i$ is connected to a number of neighbors, and these neighbors are further connected to their neighbors, then all boids, including the $n-th$ order neighbors, carry an influence of the boid $B_i$. Aggregating the influences of all boids on each-other, both direct and through neighbors of various orders, and considering that these connections are constant in time, then we can suggest that the bond between network-based boids is tighter than that of the classic vision-based boids. We note that vision based boids do not have fixed neighbors. For a vision-based boid $B_i$, the other boids enter and exit its visual range continuously, hence the neighborhood composition is variable, and subsequently the bonds to other boids are lower and the diffusion of influence throughout the group does not manifest.

4.3 Evaluate Learning by External Observer

In order to evaluate the capability of an external learner to infer the individual rule parameters of boids from the observed collective behavior, we perform the learning in both off-line and on-line modes. First, the off-line mode will allow us to evaluate the learning algorithm, which can operate without time constraints, and hence reveal the maximal learning capabilities achievable. Then, the on-line mode will ensure plausibility with potential real-world applications, where an external observer must act in real-time so that its learning outcome is meaningful. In this mode, the learning algorithm must be constrained to a fixed and short learning window, hence learning may be imperfect. However, this mode will demonstrate the realistic robustness of the swarm against external observers and the afforded opportunity by the observer to predict the dynamics.

For both learning modes the procedure consists of acquiring sets of samples from the observation of the whole swarm and then feeding these into the learning algorithm to learn individual boids parameters. In the DE learning algorithm, the population size is set to 100, and the number of generations is set to 300.
order to ensure statistic validity of the DE, which is a heuristic method, we run each experimental instance for 30 times (i.e. with 30 seeds corresponding to the random initialization of individuals’ genes in the first generation).

4.3.1 Off-line Learning
We investigate the off-line learning capabilities in two cases. In the first case, observation takes place at the beginning of swarm simulation, when swarm behavior is not yet established. In the second case, observation takes place at time-step 5000, when swarm behavior already becomes consistent.

For the first case, observation samples are taken at the very beginning of boids simulation, using four different sampling intervals (i.e. look-back periods): 2, 4, 8 and 16 time-steps. Running experiments using observation windows of different lengths allows us to investigate the impact of different look-back periods on the performance of our learning algorithm.

Figures 7, 8, 9 and 10 show the learning error ($\epsilon_L$) of the learning algorithm for all boid types when observation samples are taken from the first 2, 4, 8 and 16 time-steps, respectively. It can be seen that for all four look-back periods considered, the algorithm is able to learn well the parameters of the classic vision-based boids, i.e. error is reduced almost to 0 regardless of the length of observation. This shows on the one hand that the learning algorithm is consistent in terms of concept, implementation, and convergence, and on the other hand that classic boids have reduced robustness to external learning of their behavioral rule parameters, even when the observer only takes the minimum possible sample set, i.e. 2 time-steps.

In contrast, for the network-based boids, the algorithm is unable to reduce the learning error to the level of the classic boids one. Not only that the error for network-based boids remains at significantly higher level, but also it seems that the learner becomes more confused as the length of the observation increases. That is, for all network-based boid types if error level decreases to roughly 20-25 for observation containing 2 iterations, this error increases significantly for 4, 8 and 16 iterations, reaching only around 400 in the latest case.

To complement the visual indications given by the figures, in Tables 3, 4, 5 and 6 we provide the values of the learned parameters corresponding to the best estimations for all boids types, for observation windows of 2, 4, 8, and 16 iterations, respectively. An interesting, but somewhat expected aspect revealed by the data in the tables is that the errors are influenced greatly by the learning of all parameters except the safe distance $d_s$. This is, we suggest, due to the fact the safe distance is a crisp parameter solely used for collision avoidance, and is independent of neighborhood type or boids motion rules/forces; hence it can be easily inferred.

For the second case, observation samples are taken at $t = 5000$, where swarm behavior is already established, as shown earlier in the paper in Section 4.2. For this case the expectation is that the learning will be easier, since boids are already ordered and grouped consistently in a good quality swarm motion; thus, learning errors should reach lower levels than in the first case. Since classic vision-based boids already achieved errors close to zero in the first case, when learning at the beginning of the simulation, there is no room left for improvement in the second case. For this reason, we only consider the network-based boids for this second case. Results of learning the network-based boids behaviors are illustrated in Figure 11. As expected, the DE learner is able to reach lower errors than the first case, for all three network-based boids and for all observation periods. However, while an improvement in learning performance can be seen, we also note that learning has the same trend like in the first case, where the ability of the learning algorithm to reduce error level decreased as the observation period increased. This shows that even if the swarm behavior is established and boids are well ordered and grouped, the external observer still gets confused when observing multiple iterations of the swarm behavior. From a different point of view, when swarm behavior is well established, the learner can learn from network-based boids better than in the first case, where boids behaviors were still ‘unstable’ with respect to the observer, but this is still significantly below what it can learn from the classic vision-based boids.

In summary, the proposed DE-based learning algorithm is able to learn well the classic boids behavior in any situation, but is not able to learn well enough the behavior of network-based boids, even when boids are well ordered and grouped, at 5000 iterations.

4.3.2 On-line Learning Mode
The next stage is to investigate the real-time learning and prediction, where the learning algorithm operates in an on-line mode, in which it repeats for the whole duration of the boids simulation the following cycle: sample-learn-predict (as explained in Figure 3).

In order to perform the investigation, we need an insight into the computational cost of learning. Figure 12 shows the time needed for learning classic boids behavior based on different observation periods. Based on this, we decide on how long the learning algorithm run in an on-line learning mode, i.e. how many generations can the DE-based learner evolve in order to ensure real-time performance of the sample-learn-predict cycle.

Taking into account that an increase in the observation period leads to an increase in the necessary running time for DE-based learning algorithm, we try to make the algorithm suitable as much as possible for all observation periods (look-back time) we used in the previous experiments, i.e. 2, 4, 8 and 16 time-steps. Thus, we adopt the following settings:

- learning period is 600 time-steps, that is, 60 seconds for an update rate of 10ms;
- prediction period is set to 1200 time-steps in order to ensure a relevant comparison base between predicted and actual swarm movement;
- maximum number of generations in each on-line learning cycle is set to 50. Based on the results discussed earlier in Section 4.3.1 this will allow the learning algorithm to finish learning when observation periods are 2 or 4 time-steps but learning for 8 and 16 time-steps observation periods will be slightly truncated.

With the settings established as above, in a swarm simulation of 10000 steps there are 15 complete sample-learn-predict cycles. We run simulations for all boid types, vision-based and network-based, for all four observation periods (2, 4, 8 and 16 time-steps), and we repeat simulations 10 times with different seeds for each case in order to ensure statistical consistency of results.

Figures 13, 14, 15 and 16 illustrate the average over 10 runs of the learning errors in each on-line learning-prediction cycle for all boid types and observation periods. It can be seen that the DE learning algorithm can always reduce the error to zero for classic boids in every learning cycle throughout the simulation. On the contrary, the algorithm is unable to reduce the error for
any of the network-based boid types. In addition, for all network-based boid types we observe the same trend we observed in the off-line learning results, i.e. the learning performance actually decreases as the observation period increases. The reason for this is nevertheless the same like for the off-line learning case. Results suggest that the learner which targets vision-based parameters unaware of the existence of network-based neighborhoods will get more confused when observation periods increase, since an increased number of samples assumed to account for vision-based relations will approximate with less accuracy the actual network-based relations.

Further, in Figures 17, 18, 19 and 19 we illustrate the prediction outcomes corresponding to the learning cycles throughout the swarm simulation, for all boid types and observation periods. The errors for each learning cycle represent the cumulated error over the whole population of 100 boids, and the figures display the average value of the cumulated errors over 10 runs of each case. The graphical presentation of the cumulated error versus time of simulation shows the magnitude of this error versus time, for each learning-prediction cycle throughout the swarm simulation. Based on these graphs it can be seen that the prediction error tends to be lower for classic boids, when compared to all network-based boids. However, this is not resulting unequivocally from this representation. For this reason, we also provide in the focused insights of insight of each figure an alternate representation of the cumulated errors, in which temporal information was suppressed.
in order to reveal errors’ magnitude over their respective 1200
time-steps more clearly. The insight views show how from a
magnitude point of view the prediction errors of classic boids tend
to stabilize at lower values when compared to the network-based
boids.

In summary, the investigation of both learning and prediction
errors show that, similar to the off-line learning case, in the case of
on-line learning the same trends are retained, i.e. the external
observer can produce better learning and prediction results when
observing the classic vision-based boids. This confirms once more
that a swarm of network-based boids is more robust against
external learners that try to infer the individual boids parameters
underpinning the observable swarm behavior.

4.4 Discussion
First, we investigated how network-based neighbouring mecha-
nisms in boids influences the resultant collective swarm behavior.
For the proposed network-based boids, we used three well-known
network topologies: scale-free, small-world and Erdős–Rényi, and
compared them with one model of classic vision-based boids
recently reported in the literature [40] as exhibiting stable and
consistent behavior. Results presented in Section 4.2 reproduced
for classic vision-based boids the expected swarming quality, as
reported in [40], and also showed that all network-based boids
were able to produce swarming quality above that of the vision-
based counterpart.

Then, we investigated the robustness of both classic and
network-based swarms, under the assumption that an external
observer attempts to learn the underlying parameters of their
individual rules. Thus, we intended to show that the ability to learn
and predict is lower in the case of network-based boids. Results
demonstrated this in two situations. First, we used off-line learning
to show the maximal learning capability of the DE algorithm, in
order to (1) validate the algorithm and (2) show how the external
learner would perform in the ideal case when it has enough time
to perform the learning off-line. Results showed that maximal
learning capability was lower when applied against all network-
based boids. Second, we investigated the realistic situation in
which the external observer must learn and predict in real-time in
a continuous and cyclic process of acquiring samples, learning and
predicting. On-line learning enforced fixed periods for each step
in the cycle, calculated with respect to DE computational cost and
swarm simulation parameters, which truncated the learning and
produced imperfect results. While ensuring consistency through an
appropriate comparison base, results showed that the observer
was able to learn and predict accurately the behavior of vision-
based boids, but not that of the network-based ones.

| Communication | $\epsilon_L$ | $w_s$ | $w_a$ | $d_s$ | vision$_c$ | vision$_e$ |
|----------------|-------------|-------|-------|-------|-----------|-----------|
| Classic        | 0.000000    | 0.010000 | 0.125000 | 1.000000 | 10.000155 | 100.001520 |
| Small-world    | 15.416319   | 0.039641 | 0.019789 | 10.000155 | 100.001520 | 360.001520 |
| Scale-free     | 23.763753   | 0.039641 | 0.019789 | 10.000155 | 100.001520 | 360.001520 |
| Erdos-renyi    | 17.921862   | 0.039641 | 0.019789 | 10.000155 | 100.001520 | 360.001520 |

| TABLE 5: The best estimations of the boids parameters generated by off-line learning when the observation period is 4 iterations (from $t = 0$ to $t = 3$). |TABLE 6: The best estimations of the boids parameters generated by off-line learning when the observation period is 8 iterations (from $t = 0$ to $t = 7$). |
|----------------|-------------|-------|-------|-------|-----------|-----------|
| Communication | $\epsilon_L$ | $w_s$ | $w_a$ | $d_s$ | vision$_c$ | vision$_e$ |
|----------------|-------------|-------|-------|-------|-----------|-----------|
| Classic        | 0.000000    | 0.010000 | 0.125000 | 1.000000 | 10.000155 | 100.001520 |
| Small-world    | 72.437123   | 0.014750 | 0.019789 | 10.000155 | 100.001520 | 360.001520 |
| Scale-free     | 109.808123  | 0.169959 | 0.019789 | 10.000155 | 100.001520 | 360.001520 |
| Erdos-renyi    | 88.760579   | 0.169959 | 0.019789 | 10.000155 | 100.001520 | 360.001520 |

| TABLE 7: The best estimations of the boids parameters generated by off-line learning when the observation period is 16 iterations (from $t = 0$ to $t = 15$). |Fig. 10: Average fitness evolution of 30 runs (presented by colored curves) for all boid types when the observation period is 16 iterations (from $t = 0$ to $t = 15$). |
In summary, we believe that the proposed concept of network-based neighboring in swarms is a significant contribution, equally important to both Boids and their derived fields of applications. Since the nature of this study touched the fundamental aspects of Boids, and relied on graph theoretical aspects, we envisage that significant amount of further work can take place in the direction of the foundations of swarms, where existing studies on sensory-based swarms can be rethought in the dimension of network connectivity. However, if the foundation of swarm behavior is touched, subsequent fields like PSO or massively parallel crowds simulation can certainly benefit from the proposed changes. We also mentioned earlier in the paper the field of swarm robotics, which inspired us somewhat in relation to the second objective of the paper. However, we did not put much emphasis on this aspect in the current paper to maintain the scope of the paper within the theoretic abstract swarms. We do believe though that network-based neighboring in swarms is going to be useful for swarm robotics, where the embodiment of the particles and the information and communication technologies that enable them are the ‘testbed’ where network relations between individuals can achieve maximum potential.
5 CONCLUSIONS

In this study, we proposed a network-based approach to Boids behavior in which we stepped away from classic definition of boids neighborhoods through sensory perception and Euclidian space locality, and considered graph theoretical network relations instead of sensory-based relations. We intended to demonstrate that if collective behavior is based on network relations between individuals rather than on sensory-based relations in Euclidean space, then the resultant collective behavior of the swarm can be improved in two directions: (1) the network-based behavior leads to faster swarming and higher quality of the formation, and (2) the resultant swarm is more robust against adversarial learning which intends to infer its underlying individual behavior rules based on observation of its whole behavior.

The results confirmed both hypotheses, offering substantial evidence to believe that this novel view on swarms can open doors for significant amount of future work in both directions. Thus, we conclude this paper by proposing to extend the work to other form of swarming, such as Schooling and Fishing.
Fig. 17: Average prediction errors (10 runs, top 5 individuals, observation period 2, online learning) for each communication method.

Fig. 18: Average prediction errors (10 runs, top 5 individuals, observation period 4, online learning) for each communication method.

Fig. 19: Average prediction errors (10 runs, top 5 individuals, observation period 8, online learning) for each communication method.

Fig. 20: Average prediction errors (10 runs, top 5 individuals, observation period 16, online learning) for each communication method.
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