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Abstract

Based on the manifold hypothesis, real-world data often lie on a low-dimensional manifold, while normalizing flows as a likelihood-based generative model are incapable of finding this manifold due to their structural constraints. So, one interesting question arises: “Can we find sub-manifold(s) of data in normalizing flows and estimate the density of the data on the sub-manifold(s)?” In this paper, we introduce two approaches, namely per-pixel penalized log-likelihood and hierarchical training, to answer the mentioned question. We propose a single-step method for joint manifold learning and density estimation by disentangling the transformed space obtained by normalizing flows to manifold and off-manifold parts. This is done by a per-pixel penalized likelihood function for learning a sub-manifold of the data. Normalizing flows assume the transformed data is Gaussianizationed, but this imposed assumption is not necessarily true, especially in high dimensions. To tackle this problem, a hierarchical training approach is employed to improve the density estimation on the sub-manifold. The results validate the superiority of the proposed methods in simultaneous manifold learning and density estimation using normalizing flows in terms of generated image quality and likelihood.

1 Introduction

There are a variety of well-known deep likelihood-based generative methods, like Variational Autoencoders (VAEs) [12], Normalizing Flows (NFs) [17], Auto-Regressive (AR) models [16], Energy Base (EB) models [16], and Diffusion Models (DMs) [20]. But among the mentioned models, only ARs and NFs can exactly compute the likelihood. VAEs and DMs find a lower bound of the likelihood, and EB models approximate it. Sampling in common AR models is computationally expensive, due to sequential nature of these models. Sampling
in NFs is not sequential, but they have a structural limitation that limits their applicability and generating power.

The important structural limitation of common NFs is that they cannot learn the embedded sub-manifolds of the data. Real data are usually embedded in a low-dimension sub-manifold, and powerful generating models make use of this assumption. NFs use bijective transformation, and therefore they preserve dimensionality between the input and transformed spaces. One can think that this can be easily solved by using non-bijective transformation that can transform the data space to a lower dimensional space, and maximizing the likelihood of the data on the low-dimensional sub-manifold obtained by such a transformation. But unfortunately, this optimization problem can not be solved exactly. There have been several attempts to solve this problem, but they have shortcomings.

Recently, several researchers proposed solutions to the problem of maximizing the likelihood of the data on a sub-manifold using NFs. Some use an injecting transformation in NFs [1] [2] [3]. By using injective transformations, non-square Jacobian matrices appear in the log-likelihood making the optimization very computationally expensive. The authors in [1] used two-step training procedure, first the manifold is learned using a NF, then the density is estimated using another NF. This procedure simplifies the training, but it can lead to poor density estimation. Overcoming the two-step training with a linear algebra trick in an optimization method was proposed in [2]. However, it is computationally expensive in high dimensions. In [3], the authors introduced a method that learns a low-dimensional representations from NFs in a single-step training procedure without using injective transformations. The transformed space of the NF is split into two parts, manifold and noise, modeled by another NF and a low-variance Gaussian distribution, respectively. They also add this low-variance noise to the input. We use the structure similar to [3] but with a different loss function and training procedure, which leads to significantly better results. Before stating the key components of our procedure leading to its success, we discuss the objective function of likelihood-based models which is the main reason of their inferior generating power compared with non-likelihood-based models.

The aforementioned likelihood-based generative methods such as NFs optimize the Kullback-Leibler (KL) divergence between the model and the true underlying distribution. They assign equal weights to samples. Consequently, the model spreads the density to learn nearly all modes. Therefore, minimizing KL-divergence (or equally maximizing likelihood) over the entire high-dimensional space is challenging [21]. As a result, generated samples in these methods have high diversity and are prone to low quality. In contrast, non-likelihood-based generative models, like Generative Adversarial Network (GAN) [7], minimize the Jensen-Shannon (JS) divergence between the model and the true underlying distribution. They can learn fewer modes of the data density well and generate samples with higher quality. The graphical intuition of the above discussion is presented in Figure [4]
To address the main question of the current research, that is joint learning the density and a submanifold of data, we propose two approaches: finding a good sub-manifold in NFs by penalizing the loss function and better estimating the likelihood of the sub-manifold by a hierarchical method.

The first method overcomes the aforementioned inherent shortcoming of NFs as a likelihood-based generative model in order to estimate a better sub-manifold, particularly in high dimensions. Estimating such a sub-manifold is done by penalizing the usual loss function of NFs with a per-pixel Huber function. In this approach that we call pixel rejection, some pixels are considered to lie on the main sub-manifold and the rest are considered to be off-manifold. Using per-pixel Huber function, the manifold pixels are penalized more than off-manifold pixels. Therefore, the inverse mapping is trained to reconstruct the original data using the main sub-manifold of data. For a better understanding, the main idea of the pixel rejection method for an image data is shown in Figure 2. Briefly, the transformed data by an NF can be disentangled into the manifold and off-manifold spaces. The main structure of the face is considered the main manifold, and other external factors (like skin color, beard, glass, hats, background, etc.) can be considered as off-manifold.

Figure 2: Pixel rejection method. The last transformed space by an NF is disentangled into a manifold part (pixels belong to facial structure) and an off-manifold part (pixels belong to objects that cause facial variations).
The second method to answer the main question of this study is providing a hierarchical training approach for a more accurate likelihood estimation of the sub-manifold. NFs actually learn a bijective transformation for Gaussianizing the data, meaning that the transformed data have Gaussian density. When the dimensionality of the data is high, the transformed space would be far from Gaussian, because of the KL-divergence problem we discussed beforehand. We tackle this problem with a hierarchical learning procedure on a hierarchical NF structure. In the first level of the hierarchy, we jointly learn the sub-manifold of the data and the density of the data. But since the density is fitted on the whole space, the dimensionality is high and we do not have a good fit. In the next step of the hierarchy, the learned manifold from the first step is considered as the input for the NF of the next step. Therefore, the density is fitted on a much lower dimension (i.e. the dimensionality of the resulting sub-manifold of the first stage) and the transformed density of the second stage would be much closer to Gaussian. This procedure can be repeated in several stages, and in each stage we can reduce the dimensionality of the sub-manifold. Therefore, this hierarchical training strategy pays more attention to fitting a Gaussian density on the transformed low-dimensional sub-manifold than on the transformed whole space, which we know it can not be well fitted. Based on the intuition of this structure and training procedure, it is expected to have better generating power.

The paper is arranged as follows. Sec. 2 reviews the recently proposed methods related to manifold learning in NFs. The prerequisites are introduced in Sec. 3. Sec. 4 introduces the proposed method. Experimental results are presented in Sec. 5. In the end, the conclusion is discussed in Sec. 6.

2 Related Works

**Flows on prescribed manifolds** Some studies considered learning flows on manifolds that are already known [6, 15]. Mainly, flows on tori and sphere spaces are learned in [18]. When the manifold is known, computation of the density's log Jacobian determinant may be easy, but this method can only be used when the data manifold is known beforehand.

**Flows on learnable manifolds** Recently, solutions to the problem of manifold learning and density estimation with NFs have been proposed [10, 13, 4, 11, 2, 8, 9, 19]. In the following, we review the most related works to our research and highlight their key properties. A proposed scientific path is about separating manifold learning and density estimation. The pioneer of this study in NF is a method named M-flow [1]. In M-flow, an injective transformation is used to transform the transformed space of an NF into a lower dimensional space (a sub-manifold). After that, another NF is used to estimate the density on the sub-manifold. Manifold learning and density estimation are done separately to avoid the computation of Jacobian term induced by injective transformation (two-phase training). An extension of this study called multi-chart flow employs multiple mapping instead of one [19]. This paper aims to find a multiple-chart manifold, and also suffers from two-phase training. Another followed research
of M-flow, named Rectangular flows [2], overcomes the calculation of injective transformation by relying on automatic differentiation and linear algebra tricks. A recent study, named Denoising Normalizing Flow (DNF) [8] overcomes the limitation of using injective transformation and separating model training by splitting the transformed space of an NF into two parts, noise-insensitive and noise-sensitive. These parts are modeled by another NF and a low-variance Gaussian distribution, respectively. The noise is also added to the input data. Using this structure, two-phase training is no longer needed and the NFs are trained simultaneously.

3 Preliminaries

This section introduces our notations and related preliminary works to make it easier for the reader to follow the subject. The rest of this section is arranged as follows: At first, the standard normalizing flow is discussed in Sec. 3.1. After that, a robust reconstruction loss function is presented in Sec. 3.2.

3.1 Normalizing Flow

Normalizing flow is a parametric diffeomorphism transformation, \( f_\phi : \mathbb{R}^D \rightarrow \mathbb{R}^D \). So, it is a two-side differentiable bijective transformation. By choosing a random variable from a pre-defined distribution in \( \mathbb{R}^D \) and transferring it by \( f_\phi^{-1} \), the distribution of transformed data can be found by a change-of-variable formula like

\[
p_X(X) = p_Z(f_\phi(X))|\det G(f_\phi(X))|^{-\frac{1}{2}},
\]

where \( G \in \mathbb{R}^{D \times D} \) is defined by \( G = \frac{J}{f_\phi}, \frac{J}{f_\phi}^T \). It is clear that the practical computability constraint for this term is the implicit constraint imposed on flow models. All in all, the model parameters are estimated by the maximum log-likelihood criterion, like \( \phi^* = \arg \max \phi \log p_X(x) \) where \( x = \{x_n\}_{n=1}^{N} \) is the available data from the distribution \( p_X(x) \).

3.2 Reconstruction loss functions

During the training of normalizing flow on a manifold, all off-manifold samples have a likelihood of 0. Penalizing the off-manifold part through a quadratic reconstruction function (Mean Square Error (MSE)) is the common approach to tackle this problem in the literature [1, 2, 8, 19]. A weakness of a quadratic function is its sensitivity to off-manifolds. It switches between a linear and quadratic function based on comparing the error value with a threshold \( \delta \). Accordingly, this switching leads the off-manifolds are not penalized as much as on-manifold data. Eq. (2) defines the Huber function.

\[
H_\delta(x, y) = \begin{cases} 
0.5(x - y)^2, & \text{if } |x - y| < \delta \\
\delta(|x - y| - 0.5\delta), & \text{otherwise}
\end{cases}
\]
4 Proposed method

As mentioned earlier, the main goal of this paper is to answer to "Is it possible to learn the likelihood of the embedded sub-manifold(s) in NFs?" through two approaches. At first, we propose a method in Sec. 4.1 to disentangle the transformed space of NFs to manifold and off-manifold. After that, a hierarchical learning method is presented in Sec. 4.2 that helps estimating the density on the sub-manifold, by making the transformed sub-manifold closer to the Gaussian density in several stages.

4.1 Pixel rejection

Likelihood-based generative models tend to learn all modes of data distribution because of minimizing the KL-divergence between the true underlying distribution and the model distribution. Capturing all data variations, especially in high dimensional data, makes it difficult to estimate the density accurately by the model [21]. Relying on the manifold hypothesis, we pursue finding a dominant embedded low dimensional manifold of the data. The data dominant sub-manifold is appraised as manifold space \( M \subseteq \mathbb{R}^d \), while its normal space is considered as off-manifold space \( M \subseteq \mathbb{R}^{D-d} \). A common objective in the literature is to maximize the likelihood of data while penalizing the off-manifold components of the data.

Existing methods such as M-flow, DNF, and Rectangular flow penalize the whole data with a quadratic loss function. An important characteristic of a quadratic function is its sensitivity to outliers, that can be interpreted as off-manifold parts of the data. Applying a linear or a quadratic loss to each components of data (which is pixel in images), depending on the distance to the manifold, is the main contribution of our proposed pixel rejection. This switching is modeled with a Huber function. In the pixel rejection method, an element-wise Huber function with threshold \( \delta \), denoted \( H_\delta \), is applied to the difference between the input data and the reconstructed one. The reconstructed data is a function of manifold rather than joint manifold and off-manifold parts. More precisely, suppose that \( x = (x_1, x_2, ..., x_D) \) and \( \tilde{x} = f^{-1}(f_u(x)) = (\tilde{x}_1, \tilde{x}_2, ..., \tilde{x}_D) \) are the input data and its reconstruction (computed through the inverse of normalizing flow \( f \)), respectively. Moreover, \( f_u \) is the first \( d^{th} \) components of the output of \( f \) corresponding to the data manifold. Therefore, the penalization term is computed by averaging the element-wise Huber function like \( H_\delta(x, \tilde{x}) = \frac{1}{D} \sum_{i=1}^{D} H_\delta(|x_i - \tilde{x}_i|) \). Accordingly, a constrained optimization problem on Negative Log-Likelihood (NLL) appears like

\[
\min_{\varphi} \text{NLL}(x) \text{ s.t. } H_\delta(x, \tilde{x}) \leq \epsilon.
\]

(3)

Inspired by the Lagrange multipliers method, the proposed constrained optimization problem can be converted to its unconstrained equivalent one. By penalizing the common objective function of NFs according to the mentioned method, we achieve a trade-off between the quality and the diversity of generated samples.
by varying $\delta$. With a higher $\delta$, generated sample diversity will increase, but the quality will decrease, and vice versa. Therefore, the pixel rejection method is an algorithmic solution to overcome the problem of minimizing KL-divergence when data is embedded in a low-dimension manifold. It prevents generating poor samples by decreasing paying attention to all the space.

Details of the proposed method are as follows. Let $f_{\phi} : \mathbb{R}^D \rightarrow \mathbb{R}^D$ be a standard NF. We denote the first $d$ components of the output of $f$ as $u$ and the remaining ones as $v$ where $u$ stands for on-manifold part of data and $v$ for off-manifold part. Formally, $z = f_{\phi}(x) = (z_1, z_2, ..., z_D), u = (z_1, z_2, ..., z_d), v = (z_{d+1}, z_{d+2}, ..., z_D)$, where $x$ is the input, and $z$ is the corresponding transformed data by the NF. We choose $P_z(z) = N(0, I_D)$ and factorize $P_z(z)$ such that $P_z(z) = P_u(u)P_v(v)$. Therefore, we have $P_u(u) = N(0, I_d)$ and $P_v(v) = N(0, I_{D-d})$. Our goal is to re-arrange the transformed data of a normalizing flow in such a way that a part corresponds to a manifold and another one is off-manifold. We achieve this goal by adding a penalization term to our objective. First we pad $u$ by a zero vector as $\tilde{z} = (u, \hat{0}_{D-d})$. Our penalization loss term is now defined using the Huber function as

$$r = \frac{1}{D} \sum_{i=1}^{D} H_\delta(|x_i - f^{-1}_\phi(\tilde{z}_i)|),$$

where $H_\delta$ is a Huber function with threshold $\delta$. All in all, our proposed loss function is defined as

$$\ell = -\log P_u(u) - \log P_v(v) + \frac{1}{2} \log |\det G_{f_u}(x)| + \lambda r,$$

where $\lambda$ is the penalization term hyper-parameter, and the first three terms are the objective of a standard NF. For generating sample, first we sample $u \sim P_u(u)$, then pad $u$ with $\hat{0}_{D-d}$ to obtain $\tilde{z}$, and eventually set $\tilde{x} = f^{-1}_\phi(\tilde{z})$.

The pseudo-code of the pixel rejection algorithm is given in Alg. 1.

In the end, it should be mentioned that we can use another NF $h_\theta$ to fit a more complex distribution on the sub-manifold instead of only the Gaussian distribution. This idea was followed by DNF [8] and Mflow [1] to density estimation, too. Briefly, in this case, $\log P_u(u)$ in Eq. 5 is replaced by $\log P_u(u') + \frac{1}{2} \log |\det G_{f_u}(x)|$, where $u'$ is the transformed space by $h_\theta$, and $P_{u'}(u') = \tilde{N}(0, I_d)$. For generating sample it is enough to first we sample $u' \sim P_{u'}(u')$, then we compute $\tilde{x} = f^{-1}_\phi(h^{-1}_\theta(u'), \hat{0}_{D-d})$.

### 4.2 Hierarchical learning

NFs assume that their transformed space is Gaussianized. But this assumption is not true in high dimensions. Since fitting a Gaussian distribution to the entire high-dimensional transformed data space is difficult, we propose a hierarchical learning procedure which tries to concentrate on the sub-manifolds of data. For this purpose, we pass the data through several single-step sub-manifold(s) leaning NFs like the pixel rejection method. We fix the previously learned manifold in
Algorithm 1 The pseudo-code of Pixel Rejection method. The used notation $\ell$ is computed as:
\[
\ell \leftarrow \frac{1}{N} \sum_{n=1}^{N} \left( -\log P_u(u_n) - \log P_v(v_n) + \frac{1}{2} \left| \det G_{f_\phi}(u_j, v_j) \right| + \frac{1}{2} \sum_{i=1}^{D} H_\delta(|x_{n,i} - \tilde{x}_{n,i}|) \right).
\]

1: procedure TRAINING
2: Require: Manifold dimension $d$, Huber function threshold $\delta$, Penalization term coefficient $\lambda$, Learning rate $\alpha$, data $X = \{x_n\}_{n=1}^{N} \sim p_X(x)$.
3: while has not converged do
4: for $n \leftarrow 1$ to $N$ do Batch size
5: $(u_n, v_n) \leftarrow f_\phi(x_n)$
6: $\tilde{x}_n \leftarrow f_{\phi^{-1}}(u_n, \tilde{0}_{D-d})$
7: end for
8: compute $\ell$
9: $\phi \leftarrow \phi - \alpha \nabla_\phi \ell$
10: end while
11: end procedure

12: procedure GENERATION
13: output: $\tilde{x} \in \mathbb{R}^D$
14: $u \sim p_u(u) = N(0, I_d)$
15: $\tilde{z} \leftarrow (u, \tilde{0}_{D-d})$
16: $\tilde{x} \leftarrow f^{-1}(\tilde{z})$
17: end procedure

In this section, the results of each of the two proposed methods are presented in Sec. 5.1 and Sec. 5.2. Due to page limitations, experiments on another dataset, information about architecture, and hyper-parameters are available in the appendix.

5.1 Single-step method
The single-step method results for CelebA dataset are shown in Table 1 and Figure 3 respectively. As discussed earlier, among related research in the literature, only DNF has a single-step training manifold learning and density...
Algorithm 2 The pseudo-code of the hierarchical dimension reduction method.

1: procedure Training
2: Require: Number of manifolds $M$, Manifold dimensions $d_1, ..., d_k$, Huber functions thresholds $\delta_1, ..., \delta_k$, Penalization terms coefficients $\lambda_1, ..., \lambda_k$, Learning rates $\alpha_1, ..., \alpha_k$, data $X = \{x_n\}_{n=1}^N \sim p_X(x)$.
3: $X_0 = X$
4: for $m \leftarrow 1$ to $M$ do
5: $\phi_m^* = \text{PixelRejection}(d_m, \delta_m, \lambda_m, \alpha_m, X_{m-1})$ \triangleright train a single-step dimension reduction
6: $X_m \leftarrow f^{-1}_{\phi_m^*}(X_{m-1})$ \triangleright project $X_{m-1}$ to $\mathcal{M}_m$
7: end for
8: end procedure

9:

10: procedure Generation
11: output: $\tilde{x} \in \mathbb{R}^D$
12: $u \sim p_{u_M}(u) = N(0, I_{d_M})$
13: for $m \leftarrow M - 1$ to 2 do
14: $u \leftarrow f^{-1}_{\phi_m^*}(u, \tilde{0}_{d_{m-1} - d_m})$
15: end for
16: $\tilde{x} \leftarrow f^{-1}_{\phi_1^*}(u)$
17: end procedure

estimation for NFs with a tractable likelihood. We choose all its backbone models the same as ours in all experiments for a fair comparison. Briefly, we employ two blocks together (a three layers (each having 32 flows) Glow model [11] followed by a three layers RealNVP model [5]) as an NF to be more comparable in structure with DNF. Therefore, the two-block single-step method means using a dimension preserving NF (RealNVP in our setting) to estimate the density of the manifold part instead of Gaussian distribution. Also, all input images are resized to $32 \times 32$ images. Based on the reported results for CelebA dataset by DNF, we also consider $|\mathcal{M}| = 500$. More details of backbone models are presented in the appendix.

The main goal of the single-step method is to find the main sub-manifold for generating data as long as it does not decrease the likelihood of data. The reported results in Table 1 confirm that our single-step methods (PR-H: two-blocks pixel rejection method penalized by a Huber function, PR-M: two-blocks pixel rejection method penalized by MSE, and PR-D: one block (only Glow without RealNVP) pixel rejection method penalized by a Huber function) outperform DNF in terms of BPD, whereas their generated images look visually similar, according to Figure 3. Moreover, since the Huber function leads off-manifold pixels are penalized with a linear function instead of a quadratic one, it was to be expected that the MSE be greater in the penalized models with the Huber function. Another strength is that the proposed method PR-D achieves better (or same as) images to DNF and other two-blocks proposed method, with fewer parameters while maintaining the likelihood. As mentioned above, PR-D has only one block (Glow
Table 1: The best BPD/MSE scores of single-step methods for data lie in \(\mathcal{M} \subset \mathbb{R}^{500}\). Dimension changing of the one-block (PR-D) and two-block (DNF, PR-M, PR-H) methods are \(\mathbb{R}^{3072} \rightarrow \mathbb{R}^{500}\) and \(\mathbb{R}^{3072} \rightarrow \mathbb{R}^{500} \rightarrow \mathbb{R}^{500}\). #Params means the number of trainable parameters.

| criterion | DNF       | PR-M       | PR-H       | PR-D       |
|-----------|-----------|------------|------------|------------|
| MSE       | 0.004 ± 0.0002 | 0.005 ± 0.0003 | 0.01 ± 0.001 | 0.02 ± 0.001 |
| BPD       | 3.98 ± 0.03  | 3.52 ± 0.04  | 3.51 ± 0.04  | 3.52 ± 0.04  |
| #Params   | ≈ 59M       | ≈ 59M       | ≈ 59M       | ≈ 44M       |

Figure 3: Generated CelebA images for single-step methods corresponding to experiments in Table 1.

not followed by RealNVP).

The pixel rejection method can be considered as a pixel-level outlier detection method. An interesting case in the pixel rejection method is the effect of \(\delta\) on results. The important point is that \(\delta\) is a boundary transition from a quadratic penalization to a linear one. The results of this experiment on the CelebA dataset are shown in Figure 3. As observed from the results, reducing \(\delta\) leads to a decrease in the accuracy of the reconstruction images, especially in noisy pixels (like pixels belong to the glasses), by not learning off-manifold pixels. At the same time, the sample quality remains good.

5.2 Hierarchical training method

In this section, we provide experiments on hierarchy in structure and training. Hierarchy in training means sequentially training blocks of a multi-block model each step by freezing previously trained blocks, while hierarchy in the structure means having a multi-block structure with end-to-end training. It is worth noting that all reported models in this section include two blocks (Glow followed by a RealNVP model). Accordingly, the used abbreviations are introduced. H-XY is a hierarchical training method in which the first and second models are penalized by X and Y loss functions, respectively. As loss function suffixes (X or Y), M and H are used for MSE and Huber function. EE-H and EE-M stand for end-to-end
Figure 4: Original, reconstructed, and generated images by one-block single-step pixel rejection method (PR-D) with $|\mathcal{M}| = 500$ for different Huber function parameter $\delta$. 
training with Huber function and MSE, respectively. In other words, EE-H and EE-M have hierarchical structures without hierarchical training.

Hierarchical method experiments for CelebA dataset with in a two-blocks hierarchical method \((\mathbb{R}^{3072} \rightarrow \mathbb{R}^{1000} \rightarrow \mathbb{R}^{500})\) are presented in Table 2 and Figure 5. Based on the results, the differences in the hierarchical methods are negligible. Still, the important point is that the likelihood improves considerably compared to single-step methods reported in Table 1. Still, the important point is that the sub-manifold likelihood improves considerably compared to single-step methods. Based on the reported results in Figure 5, it is exciting that in the hierarchical training method, the quality of the generated samples is much better than the end-to-end training (hierarchy in structure only) with the same architecture and the single-step methods (Figure 3). All in all, it seems that the hierarchical training, not just a hierarchical structure, focuses on the main sub-manifold by removing off-manifold parts like the background. Compared to the single-step results in Table 1, the key point is that the hierarchical training methods prefer the generation quality to the reconstruction one.

Table 2: The best MSE/BPD scores of hierarchical methods, hierarchical structure (EE-H and EE-M), and hierarchical training (H-HH, H-HM, H-MM, and H-MH methods). These experiments are for a two-block model on CelebA dataset when \(\mathbb{R}^{3072} \rightarrow \mathbb{R}^{1000} \rightarrow \mathbb{R}^{500}\).

| criterion | EE-H | EE-M | H-HH | H-HM | H-MM | H-MH |
|-----------|------|------|------|------|------|------|
| MSE       | 0.02 ± 0.001 | 0.005 ± 0.0002 | 0.05 ± 0.004 | 0.05 ± 0.004 | 0.05 ± 0.004 | 0.05 ± 0.004 |
| BPD       | 3.53 ± 0.05  | 3.51 ± 0.05  | 3.51 ± 0.05  | 3.51 ± 0.05  | 3.47 ± 0.05  | 3.48 ± 0.05  |

Based on the above discussion, it is reinforced that hierarchical training methods for dimension reduction lead to better manifold learning compared to hierarchy in the structure (end-to-end training). In order to further evaluate, the performance of the hierarchy in structure and the hierarchy in training for significantly dimension reduction (a two-blocks model, \(\mathbb{R}^{3072} \rightarrow \mathbb{R}^{500} \rightarrow \mathbb{R}^{100}\)) is presented in Figure 6. The generated images indicate that the hierarchical training method helps prevent blurring. In addition to the excellent performance of the hierarchical training method, optimizing the end-to-end training (only hierarchy in structure) for very low-dimensional manifolds such as \(\mathcal{M} \subset \mathbb{R}^{100}\) is associated with instability. In contrast, hierarchical training helps to facilitate optimization. On the contrary, the hierarchical training method’s diversity of the generated images is reduced when the target manifold is embedded in a very low dimension. In our opinion, this is a good achievement that the model learns a limited but perfectly sub-manifold.

6 Conclusion

In this paper, we pursued a solution to the problem of simultaneous manifold learning and density estimation using normalizing flows. We proposed two new
Figure 5: Generated CelebA images for hierarchical methods corresponding to reported experiments in Table 2 include hierarchical structure and hierarchical training, when $\mathbb{R}^{3072} \rightarrow \mathbb{R}^{1000} \rightarrow \mathbb{R}^{500}$.

methods to address the mentioned problem, a single-step method (called pixel rejection) and a hierarchical method. We used a per-pixel penalization function to penalize off-manifold pixels in the pixel rejection method. The Huber function was employed here due to its transition mode from linear to quadratic. It causes to penalize off-manifold parts linearly, and the model focuses on learning the sub-manifold well. Our experiments showed the capability of pixel rejection in finding a sub-manifold of data and estimating its likelihood. pixel rejection can also generate samples similar to the latest state-of-the-art manifold learning in normalizing flows in terms of visual quality. Furthermore, we introduced a new framework called hierarchical structure. We considered two hierarchical approaches: hierarchy in structure which means that we can cascade different blocks of pixel rejection with each other and hierarchy in training which means that we can train different blocks in a hierarchical procedure. Our results showed the superiority of these approaches compared to the single-step strategies in terms of generating high-quality samples. The latter is especially useful when we want to project high-dimensional data to a very lower-dimensional manifold. We observed hierarchical training facilitates optimization in this case.

A primary assumption of the current study is embedding data on a manifold with one chart. This assumption has also been used in similar works such as M-flow, DNF, and Rectangular flow. However, it is not true, especially for high-dimensional data such as images. We want to extend a multi-manifold version of the pixel rejection method in future work. Finding sub-manifolds
Figure 6: Generated images by the hierarchical method (end-to-end: training means hierarchy in structure, hierarchical training: hierarchy in both structure and training) for significant dimension reduction of CelebA dataset, $\mathbb{R}^{3072} \rightarrow \mathbb{R}^{500} \rightarrow \mathbb{R}^{100}$.

instead of one is easy to develop in our framework, and we postpone it as future work.
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Due to page limitations in the paper, the introduction of used datasets (Sec. A), experiment setups (Sec. B), the rest of the experiments, and the experiments on another dataset (Sec. C) are provided as follows.

A Datasets

The two used datasets in the current study are introduced below. It should be noted that we can increase the number of layers and parameters in proportion to the original image’s dimensions. Still, due to resource allocation constraints, we had to change the size of the images to $32 \times 32$ in our experiments.

A.0.1 CelebA dataset

CelebFaces Attributes (CelebA\footnote{https://mmlab.ie.cuhk.edu.hk/projects/CelebA.html}) dataset \cite{1} contains 202,599 face images of 10,177 persons. It covers backgrounds with different variations in addition to diversity in faces. Our paper used 200782 randomly selected images from this dataset as a train set.

A.0.2 LSUN dataset

This collection\footnote{https://www.yf.io/p/lsun} includes a variety of large-scale images categorized into ten different classes \cite{2}. In this study, we only used bedroom class images. This class comprises more than 3 million images in the original dataset, but we used only 303125 of them\footnote{https://www.kaggle.com/datasets/jhoward/lsun_bedroom}. We considered 284128 of them as a train set.

B Experiments Setups

The proposed methods architecture along with training settings are introduced in this section. The implementation codes of the proposed methods are attached to this file.

B.1 Single-step method

Architectures: We considered four structures in this part of the experiment, DNF, PR-M, PR-H, and PR-D. In the first three, two NFs (named $f_\phi$ and $f_\theta$) are used, and in the last structure, a single NF (named $f_\phi$) is used. We choose the Glow model \cite{11} for $f_\phi$ and the RealNVP model \cite{5} for $f_\theta$. Our Glow model has three blocks, each with 32 steps of the flow. Each step consists of an actnorm layer, an invertible $1 \times 1$ convolution layer, and an affine coupling layer (see \cite{11} for the details of each layer). There is also a squeeze layer before each step and a split layer after each step. The RealNVP model comprises six affine coupling layers and six masking layers before each affine coupling.
**Training:** All implementations are done in the PyTorch\footnote{https://pytorch.org/} framework. We used Adam as our optimization algorithm with a learning rate of 1e-5 and a batch size of 64, and we set the value of the penalization term coefficient ($\lambda$) to one. All training experiments were done on a single GPU (GTX 1080 Ti), with Cuda version 11.4 and 11019GB memory.

### B.2 Hierarchical method

**Architectures:** For this method, we presented several experiments in the paper. All of them are composed of two NFs $f_\phi$ and $f_\theta$, whose architectures have already been introduced in the above section (Sec. B.1).

**Training:** The best configuration for training the hierarchical method (hierarchy in structure or hierarchy in training) is similar to the single-step method.

### C Additional experiments

Due to page limitations, only experiments related to the CelebA dataset were reported in the paper. This section presents the remaining experiments and new experiments on another dataset (LSUN).

Before providing the experiments, it should be noted that the FID score was not reported for CelebA dataset in the main paper, but we will report it in the following experiments for the LSUN dataset. Despite many indicators measuring the quality of the images in generative models, no ideal one is not ideal like human perception. In the case of CelebA dataset, although the quality of images was good visually, the evaluated FID (a Wasserstein-based metric for generative model) for the proposed methods was a little high. So, we did not report numerical results.

#### C.1 The effect of the pixel rejection method on pixels

In order to further intuition on the performance of the pixel rejection method, the differences between the original images and the reconstructed ones are illustrated in Figure\textsuperscript{7}. Moreover, applying an edge detection method (Laplacian) to differences indicates the most important patterns. As it is known, in images that have outlier pixels (like pixels that belong to glasses), outlier pixels removal is quite obvious in the difference between the two images. Because our main goal was to improve the generation, we significantly differ between the original image and the reconstruction. Therefore, the details of the face in the original images are lost. In other words, the proposed model seeks to learn the image’s outline and does not learn the details (especially the details that are less present in the scene).
Figure 7: Original, reconstruction, difference, and edges of difference CelebA images for reported PR-D with $d = 500$ method in the paper. The two rows contain randomly selected images from the results. Each row includes the original image, the corresponding reconstruction, the difference between the original and reconstructed images, and the differences’ edges.

C.2 LSUN (bedroom) dataset

Previously reported results in the paper included a well-defined face manifold dataset. However, it is also necessary to evaluate the model’s performance in crowded and cluttered manifolds. The class of bedrooms in the LSUN dataset is our choice for following experiments.

C.2.1 Comparing hierarchy in structure and training

The corresponding results for the LSUN dataset for different configurations such as hierarchy in structure (EE-M, EE-H), hierarchy in training (H-MM, H-HH), and DNF are presented in Table 3 and Figure 8. All target manifolds lie in $\mathbb{R}^{1000}$. The numerical result confirms that hierarchical structure leads to better manifold learning (less reconstruction error) in all cases, such as hierarchy in structure or hierarchy in training. Moreover, its density estimation can reach a better likelihood in terms of BPD. It seems that hierarchical training is prone to better density estimation compared to end-to-end training. However, the FID score indicates a slight superiority of the DNF method. This is not unexpected because our loss function penalizes diversity, as discussed in the main paper. However, our FID scores are also relatively good.
Figure 8: The randomly generated images for corresponding reported experiments in Table 3.
Table 3: The best FID, MSE, and BPD scores for hierarchical methods (hierarchy in structure and training) and DNF on the LSUN dataset for target manifold embedded in $\mathbb{R}^{1000}$.

| criterion | EE-M | EE-H | H-MM | H-HH | DNF |
|-----------|------|------|------|------|-----|
|           | (3072 → 2000 → 1000) | (3072 → 2000 → 1000) | (3072 → 2000 → 1000) | (3072 → 2000 → 1000) | (3072 → 1000 → 1000) |
| FID       | 63.96 | 82.5 | 64.40 | 71.53 | 55.45 |
| MSE       | 0.0003 ± 9e-6 | 0.0008 ± 2e-5 | 0.0007 ± 2e-5 | 0.0008 ± 2e-5 | 0.001 ± 9e-5 |
| BPD       | 3.65 ± 0.05 | 3.7 ± 0.05 | 3.62 ± 0.0 | 3.62 ± 0.05 | 4.10 ± 0.04 |

In the hierarchical approach, sub-manifolds in each stage should be well-learned. So, adjusting $\lambda$’s value is crucial. Instead of varying $\lambda$, we can multiply the likelihood term in our loss function by a coefficient. The smaller coefficient value means that the model focuses on manifold learning (reconstruction error). We examine the effect of this coefficient value on the LSUN (bedroom) dataset for two values of 0.5 and 1 for density estimation and manifold learning, respectively. It should be noted that we have used this coefficient only in the loss function of the first NF ($f_\phi$), and for the second NF ($f_\theta$), we have always considered this value equal to 1. The corresponding results of this experiment are available in Table 4 and Figure 9. Based on the results, the FID score is improved compared to corresponding previous results reported in Table 3. An important point about changing the proportion of likelihood and penalization in the first NF in hierarchical training is that graduation helps to adjust the manifold learning process. In other words, to avoid the complexity of the joint cost function (equal proportion for likelihood and penalization), it is sufficient to estimate the relative density at each step while being precise with the manifold learning in that step.

Table 4: The best FID, MSE, and BPD scores for hierarchical training in case of changing the proportion of likelihood and penalization (0.5 to 1) on the LSUN dataset when the target manifold is embedded in $\mathbb{R}^{1000}$. * means changed ratio in the first module.

| criterion | H-MM* | H-MH* |
|-----------|-------|-------|
|           | (3072 → 2000 → 1000) | (3072 → 2000 → 1000) |
| FID       | 62.72 | 62.79 |
| MSE       | 0.0007 ± 2e-5 | 0.0007 ± 2e-5 |
| BPD       | 3.62 ± 0.05 | 3.62 ± 0.05 |
C.3 The effect of manifold’s dimension on the LSUN dataset

The target manifold in the previous experiment is in the 1000-dimensional space. Although the LSUN dataset is more complex than CelebA, it seems possible to reach a manifold with a smaller dimension. The results of this experiment are presented in Table 5 and Figure 10. The important point is that the proposed methods, regardless of their configuration, achieve better results than DNF and the previous experiments in terms of numerical and visual results. Moreover, this experiment confirms that the proposed framework, despite its structural similarity to DNF, leads to relatively better results in the case of lower dimensions.

Table 5: The best FID, MSE, and BPD scores for hierarchical structure and DNF on the LSUN dataset for target manifold embedded in $\mathbb{R}^{700}$.

| criterion | EE-M (3072 → 1000 → 700) | EE-H (3072 → 1000 → 700) | DNF (3072 → 700 → 700) |
|-----------|--------------------------|--------------------------|-------------------------|
| FID       | 62.01                    | 71.56                    | 80.43                   |
| MSE       | 0.0004 ± 1e-5            | 0.0009 ± 2e-5            | 0.003 ± 0.0002          |
| BPD       | 3.66 ± 0.06              | 3.62 ± 0.06              | 4.14 ± 0.04             |

Figure 9: The randomly generated images for corresponding reported experiments in Table 4.
Figure 10: The randomly generated images for corresponding reported experiments in Table 5.