Reproductive and non-reproductive solutions of the matrix equation $AXB = C$
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Abstract. In this article we consider a consistent matrix equation $AXB = C$ when a particular solution $X_0$ is given and we represent a new form of the general solution which contains both reproductive and non-reproductive solutions (it depends on the form of particular solution $X_0$). We also analyse the solutions of some matrix systems using the concept of reproductivity and we give a new form of the condition for the consistency of the matrix equation $AXB = C$.
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1 Reproductive equations

The concept of the reproductive equations was introduced by S. B. Prešić [4].

Definition 1.2. The reproductive equations are the equations of the following form:

$$x = f(x),$$

(1)

where $x$ is an unknown, $S$ is a given set and $f : S \rightarrow S$ is a given function which satisfies the following condition:

$$f \circ f = f.$$  

(2)

The condition (2) is called the condition of reproductivity. The most important statements in relation to the reproductive equations are given by the following two theorems (see also [5], [6] and [12]):

Theorem 1.1. (S. B. Prešić) For any consistent equation $J(x)$ there is an equation of the form $x = f(x)$, which is equivalent to $J(x)$ being in the same time reproductive as well.

Theorem 1.2. (S. B. Prešić) If a certain equation $J(x)$ is equivalent to the reproductive one $x = f(x)$, the general solution is given by the formula $x = f(y)$, for any value $y \in S$.

The concept of the reproductive equations allows us to analyse the solutions of some matrix systems (see Application 2.1. and Application 2.2. in the following section of this paper). In [7], [8] and [11] authors considered the general applications of the concept of reproductivity.
2 The matrix equation \( AXB = C \)

Let \( m, n \in \mathbb{N} \) and \( \mathbb{C} \) is the field of complex numbers. The set of all matrices of order \( m \times n \) over \( \mathbb{C} \) is denoted by \( \mathbb{C}^{m \times n} \). For the set of all matrices from \( \mathbb{C}^{m \times n} \) with a rank \( a \) we use denotement \( \mathbb{C}^{m \times n}_a \). Let \( A = [a_{i,j}] \in \mathbb{C}^{m \times n} \). By \( A_{i,:} \) we denote the \( i \)-th row of \( A \), \( i = 1, ..., m \). For the \( j \)-th column of \( A \), \( j = 1, ..., n \), we use denotement \( A_{:j} \).

A solution of the matrix equation

\[
AXA = A
\]

is called \( \{1\}\)-inverse of the matrix \( A \) and it is denoted by \( A^{(1)} \). The set of all \( \{1\}\)-inverses of the matrix \( A \) is denoted by \( A^{(1)} \). For the matrix \( A \), let regular matrices \( Q \in \mathbb{C}^{m \times m} \) and \( P \in \mathbb{C}^{n \times n} \) be determined so that the following equality is true.

\[
QAP = E_a = \begin{bmatrix} I_a & 0 \\ 0 & 0 \end{bmatrix},
\]

where \( a = \text{rank}(A) \). In [3] C. Rohde showed that the general \( \{1\}\)-inverse \( A^{(1)} \) can be represented in the following form:

\[
A^{(1)} = P \begin{bmatrix} I_a & X_1 \\ X_2 & X_3 \end{bmatrix} Q,
\]

where \( X_1, X_2 \) and \( X_3 \) are arbitrary matrices of suitable sizes.

Let \( A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{p \times q} \) and \( C \in \mathbb{C}^{m \times q} \). In the paper [1] R. Penrose proved the following theorem related to the matrix equation

\[
AXB = C.
\]

Theorem 2.1. (R. Penrose) The matrix equation (6) is consistent iff for some choice of \( \{1\}\)-inverses \( A^{(1)} \) and \( B^{(1)} \) of the matrices \( A \) and \( B \) the condition

\[
AA^{(1)}CB^{(1)}B = C
\]

is true. The general solution of the matrix equation (6) is given by the formula

\[
X = f(Y) = A^{(1)}CB^{(1)} + Y - A^{(1)}AYBB^{(1)},
\]

where \( Y \) is an arbitrary matrix of suitable size. ♦

If a particular solution \( X_0 \) of the matrix equation (6) is given, the formula of general solution is given in the following theorem.

Theorem 2.2. If \( X_0 \) is a particular solution of the matrix equation (6), then the general solution of the matrix equation (6) is given by the formula

\[
X = g(Y) = X_0 + Y - A^{(1)}AYBB^{(1)},
\]

where \( Y \) is an arbitrary matrix of suitable size. The function \( g \) satisfies the condition of reproductivity (2) iff \( X_0 = A^{(1)}CB^{(1)} \).

Proof. See [14] and [16] (where different proofs are given). ♦
The formula (9) contains both reproductive and non-reproductive solutions. It depends on the form of particular solution $X_0$.

**Remark 2.1.** In the paper [14] authors proved that there is a matrix equation (6) and a particular solution $X_0$ so that:

$$X_0 \neq A^{(1)}CB^{(1)}, \quad (10)$$

for any choice of $\{1\}$-inverses $A^{(1)}$ and $B^{(1)}$. In that case the formula (9) gives the general non-reproductive solution. Otherwise, the formula (9) gives the general reproductive solution.

**Example 2.1.** Compared to [14], we give a simpler example of the matrix equation (6) and a particular solution $X_0$ so that (10) is valid. Let’s consider the matrix equation:

$$\begin{bmatrix} 1 & 2 \\ \end{bmatrix} X \begin{bmatrix} 1 \\ 3 \\ \end{bmatrix} = [12], \quad (11)$$

with $A = \begin{bmatrix} 1 & 2 \\ \end{bmatrix}$, $B = \begin{bmatrix} 1 & 3 \\ \end{bmatrix}^T$, $C = [12]$. Then, there is a particular solution:

$$X_0 = \begin{bmatrix} 84 & -24 \\ -36 & 12 \\ \end{bmatrix} \quad (12)$$

due to the previous matrix equation. It is easy to show that $A^{(1)} = [1 - 2a & a]^T$ ($a \in \mathbb{C}$), $B^{(1)} = [1 - 3b & b]$ ($b \in \mathbb{C}$). So, $X_1 = A^{(1)}CB^{(1)} = \begin{bmatrix} 12 - 24a - 36b + 72ab & 12b - 24ab \\ 12a - 36ab & 12ab \end{bmatrix}$. (13)

From $AXB - C = 0 \iff x_{1,1} + 3x_{1,2} + 2x_{2,1} + 6x_{2,2} - 12 = 0$, where $X = [x_{i,j}]$, we get that the matrix of general solution is given by the following form:

$$X = \begin{bmatrix} 12 - 3p - 2q - 6r & p \\ q & r \end{bmatrix}, \quad (p, q, r \in \mathbb{C}). \quad (14)$$

For $p = -24$, $q = -36$ and $r = 12$, we obtain the particular solution $X_0$ of the matrix equation (11), but $X_0 \neq X_1 = A^{(1)}CB^{(1)}$ for any choice of $\{1\}$-inverses $A^{(1)}$ and $B^{(1)}$, because from $X_0 = X_1$ we obtain the contradiction ($ab = 1$ and $a = 1, b = 0$).

In [2] S. B. Prešić analysed the matrix equation (3) and he proved the following theorem:

**Theorem 2.3.** For any square matrix $A \in \mathbb{C}^{n \times n}$ and any general $\{1\}$-inverse $A^{(1)}$ the following equivalences are true:

- $(E_1) \quad AX = 0 \iff (\exists Y \in \mathbb{C}^{n \times n}) X = Y - A^{(1)}AY,$
- $(E_2) \quad XA = 0 \iff (\exists Y \in \mathbb{C}^{n \times n}) X = Y - YAA^{(1)},$
- $(E_3) \quad AXA = A \iff (\exists Y \in \mathbb{C}^{n \times n}) X = A^{(1)} + Y - A^{(1)}AYAP^{(1)},$
- $(E_4) \quad AX = A \iff (\exists Y \in \mathbb{C}^{n \times n}) X = I + Y - A^{(1)}AY,$
- $(E_5) \quad XA = A \iff (\exists Y \in \mathbb{C}^{n \times n}) X = I + Y - YAA^{(1)}.$

In the general case the general solutions $(E_3) - (E_5)$ of Theorem 2.3 do not directly appear according to Penrose’s theorem. In [7] M. Haverić showed that we can get Penrose’s solutions from Prešić’s solutions. She proved the following statement.

\[1\] with the first appearances of non-reproductive solutions (see $(E_3) - (E_5)$)
Theorem 2.4. For any square matrix \( A \in \mathbb{C}^{n \times n} \) and any general \( \{1\} \)-inverse \( A^{(1)} \) the following equivalences are true.

\begin{align*}
(E_1) \quad AX &= 0 \iff (\exists Y \in \mathbb{C}^{n \times n}) \quad X = Y - A^{(1)}AY, \\
(E_2) \quad XA &= 0 \iff (\exists Y \in \mathbb{C}^{n \times n}) \quad X = Y - YAA^{(1)}, \\
(E_3') \quad AXA &= A \iff (\exists Y \in \mathbb{C}^{n \times n}) \quad X = A^{(1)}A + Y - A^{(1)}AYA^{(1)}, \\
(E_4') \quad AX &= A \iff (\exists Y \in \mathbb{C}^{n \times n}) \quad X = A^{(1)}A + Y - A^{(1)}AYA^{(1)},
\end{align*}

\( \blacklozenge \)

Let’s note that the previous two theorems are special case of Theorem 2.2.

For a consistent matrix equation (6) the following equivalence is true:

\[ AXB = C \iff X = f(X) = X - A^{(1)}(AXB - C)B^{(1)}. \] (15)

Therefore, based on Theorem 1.2., we have a short proof of the generality of formula (7) in Theorem 2.1. (see [16]).

In the following applications we analysed the solutions of some matrix systems using the concept of reproductivity.

Application 2.1. Let \( A, B, D \) and \( E \) be given complex matrices of suitable sizes. If the following matrix system is consistent:

\[ AX = B \quad \land \quad XD = E, \] (16)

then the general solution is given by the formula ([13], A. Ben-Israel and T. N. E. Greville)

\[ X = g(Y) = X_0 + (I - A^{(1)}A)Y(I - DD^{(1)}), \] (17)

where \( Y \) is an arbitrary matrix of suitable size.

In [16] authors proved that if the matrix system (16) is consistent, the general reproductive solution is given by the formula

\[ X = f(Y) = A^{(1)}B + ED^{(1)} - A^{(1)}AED^{(1)} + (I - A^{(1)}A)Y(I - DD^{(1)}), \] (18)

where \( Y \) is an arbitrary matrix of suitable size. The proof is based on the equivalence

\[ (AX = B \land XD = E) \iff X = f(X) \] (19)

and Theorem 1.2. A more detailed proof can be found in [16]. \( \blacklozenge \)

Application 2.2. Let \( A \in \mathbb{C}^{n \times n} \) be a singular matrix. If the following matrix system is consistent:

\[ AXA = A \quad \land \quad AX = XA, \] (20)

then the general solution is given by the formula ([10], J. D. Kečkić)

\[ X = f(Y) = Y + \tilde{A}A\tilde{A} - \tilde{A}AY - Y\tilde{A}\tilde{A} + \tilde{A}AY\tilde{A}, \] (21)

where \( Y \) is an arbitrary matrix of suitable size and \( \tilde{A} \) is a commutative \( \{1\} \)-inverse.

In [10] authors proved that (21) represents the general solution of (20) using the concept of reproductivity. Further applications of the concept of reproductivity for some matrix equations and systems is considered in paper [15]. \( \blacklozenge \)
The following theorem gives the new form of the condition for the consistency of the matrix equation (3). In the formulation of the theorem we use the following matrices
\[ \mathbf{\hat{A}} = T_A A, \quad \mathbf{\hat{B}} = B T_B, \quad \text{and} \quad \mathbf{\hat{C}} = T_A C T_B \] (22)
where \( T_A \) is a permutation matrix which permutes linearly independent rows of the matrix \( A \) at the first \( a \) positions and \( T_B \) is a permutation matrix which permutes linearly independent columns of the matrix \( B \) at the first \( b \) positions.

Therefore, the matrix \( \mathbf{\hat{A}} \) has linearly independent rows at the first \( a \) positions and the matrix \( \mathbf{\hat{B}} \) has linearly independent columns at the first \( b \) positions. Let
\[ \mathbf{\hat{A}}_{i \rightarrow} = \sum_{l=1}^{a} \alpha_{i,l} \mathbf{\hat{A}}_{l \rightarrow}, \quad i = a + 1, \ldots, m \] (23)
and
\[ \mathbf{\hat{B}}_{j \downarrow} = \sum_{k=1}^{b} \beta_{k,j} \mathbf{\hat{B}}_{k \downarrow}, \quad j = b + 1, \ldots, q. \] (24)
for some scalars \( \alpha_{i,l} \) and \( \beta_{k,j} \). Then, the following theorem is true.

**Theorem 2.5.** Let \( A \in \mathbb{C}^{m \times n} \), \( B \in \mathbb{C}_{b}^{p \times q} \) and \( C \in \mathbb{C}^{m \times q} \). Suppose that \( \mathbf{\hat{A}}, \mathbf{\hat{B}} \) and \( \mathbf{\hat{C}} \) are determined by (22) and that (23) and (24) are satisfied. Then, the condition (7) is true for any choice of \( \{1\} \) -inverses \( A^{(1)} \) and \( B^{(1)} \) iff
\[
\mathbf{\hat{C}} = \begin{bmatrix}
c_{1,1} & \ldots & c_{1,b} & \sum_{l=1}^{b} \beta_{k,b+1} c_{1,k} & \ldots & \sum_{k=1}^{b} \beta_{k,q} c_{1,k} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\sum_{l=1}^{a} \alpha_{a+1,l} c_{l,1} & \ldots & \sum_{l=1}^{a} \alpha_{a+1,l} c_{l,b} & \sum_{l=1}^{b} \beta_{k,b+1} c_{a,k} & \ldots & \sum_{k=1}^{b} \beta_{k,q} c_{a,k} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\sum_{l=1}^{n} \alpha_{m,l} c_{l,1} & \ldots & \sum_{l=1}^{n} \alpha_{m,l} c_{l,b} & \sum_{l=1}^{b} \beta_{k,b+1} c_{m,l} & \ldots & \sum_{k=1}^{b} \beta_{k,q} c_{m,l} \\
\end{bmatrix},
\]
where \( c_{i,j} \) are arbitrary elements of \( \mathbb{C} \).

**Proof.** The proof can be found in [16]. ♦

**Acknowledgements.** The research is partially supported by the Ministry of Education and Science, Serbia, Grant No. 174032.

**References**

[1] R. Penrose: *A generalized inverses for matrices*, Math. Proc. Cambridge Philos. Soc. 51 (1955), 406-413.

[2] S. B. Prešić: *Certaines équations matricielles*, Publ. Elektrotehn. Fak. Ser. Mat.-Fiz. N\textnumero{} 121, Beograd, 1963. (http://pefmath.etf.rs/)
[3] C. A. Rohde: Contribution to the theory, computation and application of generalized inverses, Doctoral dissertation, University of North Carolina at Raleigh, May 1964.

[4] S. B. Prešić: Une classe d’équations matricielles et l’équation fonctionnelle \( f^2 = f \), Publications de l’institut mathematique, Nouvelle serie, T. 8 (22), Beograd 1968, 143-148. (http://publications.mi.sanu.ac.rs/)

[5] S. B. Prešić: Ein Satz Über Reproduktive Lösungen, Publications de l’institut mathematique, Nouvelle serie, T. 14 (28), Beograd 1972, 133-136.

[6] M. Božić: A Note On Reproductive Solutions, Publications de l’institut mathematique, Nouvelle serie, T. 19 (33), Beograd 1975, 33-35.

[7] J. D. Kečkić: Reproductivity of some equations of analysis I, Publications de l’institut mathematique, Nouvelle serie, T. 31 (45), Beograd 1982, 73-81.

[8] J. D. Kečkić: Reproductivity of some equations of analysis II, Publications de l’institut mathematique, Nouvelle serie, T. 33 (47), Beograd 1983, 109-118.

[9] M. Havarić: Formulae for general reproductive solutions of certain matrix equations, Publications de l’institut mathematique, Nouvelle serie, T. 34 (48), Beograd 1983, 81-84.

[10] J. D. Kečkić: Commutative weak generalized inverses of a square matrix and some related matrix equations, Publications de l’institut mathematique, Nouvelle serie, T. 38 (52), Beograd 1985, 39-44.

[11] J. D. Kečkić and S. B. Prešić: Reproductivity – A general approach to equations, Facta Universitatis (Niš), Ser. Math. Inform. 12 (1997), 157-184.

[12] S. B. Prešić: A generalization of the notion of reproductivity, Publications de l’institut mathematique, Nouvelle serie, T. 67 (81), Beograd 2000, 76-84

[13] A. Ben-Israel and T. N. E. Greville: Generalized Inverses: Theory and Applications, Springer, 2003.

[14] B. Malešević and B. Radičić: Non-reproductive and reproductive solutions of some matrix equations, Proc. of Inter. Conf. "Mathematical and Informational Technologies", MIT-2011, http://www.mit.rs/, Vrnjačka Banja, Serbia, August 2011. (http://arxiv.org/abs/1106.3818)

[15] B. Malešević and B. Radičić, Some considerations of matrix equations using the concept of reproductivity, appear in Kragujevac Journal of Mathematics. (http://arxiv.org/abs/1110.3519)

[16] B. Radičić and B. Malešević: Some considerations in relation to the matrix equation \( AXB = C \), preprint. (http://arxiv.org/abs/1108.2485)