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Abstract. In a random intersection graph \(G_{n,m,p}\), each of \(n\) vertices selects a random subset of a set of \(m\) labels by including each label independently with probability \(p\) and edges are drawn between vertices that have at least one label in common. Among other applications, such graphs have been used to model social networks, in which individuals correspond to vertices and various features (e.g. ideas, interests) correspond to labels; individuals sharing at least one common feature are connected and this is abstracted by edges in random intersection graphs.

In this paper, we consider the problem of finding maximum cliques when the input graph is \(G_{n,m,p}\). Current algorithms for this problem are successful with high probability only for relatively sparse instances, leaving the dense case mostly unexplored. We present a spectral algorithm for finding large cliques that processes vertices according to respective values in the second largest eigenvector of the adjacency matrix of induced subgraphs of the input graph corresponding to common neighbors of small cliques. Leveraging on the Single Label Clique Theorem from \([15]\), we were able to construct random instances, without the need to externally plant a large clique in the input graph. In particular, we used label choices to determine the maximum clique and then concealed label information by just giving the adjacency matrix of \(G_{n,m,p}\) as input to the algorithm. Our experimental evaluation showed that our spectral algorithm clearly outperforms existing polynomial time algorithms, both with respect to the failure probability and the approximation guarantee metrics, especially in the dense regime, thus suggesting that spectral properties of random intersection graphs may be also used to construct efficient algorithms for other NP-hard graph theoretical problems as well.
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1 Introduction

A clique in an undirected graph $G$ is a subset of vertices any two of which are connected by an edge. The problem of finding the maximum clique in an arbitrary graph is fundamental in Theoretical Computer Science and appears in many different settings. As an example, consider a social network where vertices represent people and edges represent mutual acquaintance. Finding a maximum clique in this network corresponds to finding the largest subset of people who all know each other. More generally, the analysis of large networks in order to identify communities, clusters, and other latent structure has come to the forefront of much research. The Internet, social networks, bibliographic databases, energy distribution networks, and global networks of economies are some of the examples motivating the development of the field.

From a computational complexity point of view, it is well known that determining the size of the largest clique of an arbitrary graph of $n$ vertices is NP-complete [12]. This fact is further strengthened in [10], showing that, if $k$ is the size of the maximum clique, then the clique problem cannot be solved in time $n^{o(k)}$, unless the exponential time hypothesis fails. Additionally, there are several results on hardness of approximation which suggest that there can be no approximation algorithm with an approximation ratio significantly less than linear (see e.g. [9]).

The intractability of the maximum clique problem for arbitrary graphs lead researchers to the study of the problem for appropriately generated random graphs. In particular, for Erdős-Rényi random graphs $G_{n,\frac{1}{2}}$ (i.e. random graphs of $n$ vertices, in which each edge appears independently with probability $\frac{1}{2}$), there are several greedy algorithms that find a clique of size about $\log_2 n$ with high probability (whp, i.e. with probability that tends to 1 as $n$ goes to infinity), see e.g. [8,13]. Since the clique number of $G_{n,\frac{1}{2}}$ is asymptotically equal to $2\log_2 n$ with high probability, these algorithms approximate the clique number by a factor of 2. It has been conjectured that finding a clique of size $(1+\Theta(1))\log_2 n$, in a random graph instance $G_{n,\frac{1}{2}}$, in which we have planted a randomly chosen clique of size $n^{0.49}$, with at least constant probability, would require techniques beyond the current limits of complexity theory. This conjecture seems to identify a certain bottleneck for the problem; finding the maximum clique in the case where the planted clique has size at least $\sqrt{n}$ can be done in polynomial time by using spectral properties of the adjacency matrix of the graph (see [1]).

In this paper, we consider random instances of the random intersection graphs model (introduced in [11,18]) as input graphs. In this model, denoted by $G_{n,m,p}$, each one of $m$ labels is chosen independently with probability $p$ by each one of $n$ vertices, and there are edges between any vertices with overlaps in the labels chosen. One of the most interesting results regarding this model is that, when the number of labels is sufficiently large (in particular, when $m = n^\alpha, \alpha \geq 3$) the random intersection graphs model is equivalent to the Erdős-Rényi random...
graphs model (in the sense that the total variation distance between the two spaces tends to 0; see [6,17]). Random intersection graphs are relevant to and capture quite nicely social networking. Indeed, a social network is a structure made of nodes (individuals or organizations) tied by one or more specific types of interdependency, such as values, visions, financial exchange, friends, conflicts, web links etc. Social network analysis views social relationships in terms of nodes and ties. Nodes are the individual actors within the networks and ties are the relationships between the actors. Other applications include oblivious resource sharing in a (general) distributed setting, efficient and secure communication in sensor networks [14], interactions of mobile agents traversing the web etc. For recent research related to random intersection graphs we refer the interested reader to the surveys [4,3] and references therein.

1.1 Previous work on maximum cliques in random intersection graphs.

In [18], the authors used the first moment probabilistic method to provide a lower bound on the clique number of random instance of $G_{n,m,p}$ in the case where $mp^2$ tends to a constant as $n \to \infty$. In [15,16] this range of values was considerably extended and a precise characterization of maximum cliques was given in the case where $m = n^\alpha, \alpha < 1$ and $p = O(m^{-1/2})$. In particular, the Single Label Clique Theorem was proved, indicating that, with high probability any clique $Q$ of size $|Q| \sim np$ in a random instance of $G_{n,m,p}$ (and thus also the maximum clique) is formed by a single label. However, these structural results are existential and thus do not lead to algorithms for finding the maximum clique. It is worth noting that, the equivalence results between the random intersection graphs model and the Erdős-Rényi random graphs model for large number of vertices suggest that the problem of finding a maximum clique in a random instance of $G_{n,m,p}$ in this range of values should not be any easier in the former that it is in the latter. On the other hand, in the range of values $m = n^\alpha, \alpha < 1$ and $p = O(m^{-2/3})$, greedy algorithms for finding large cliques in random intersection graphs were presented in the work [5]. The first algorithm in that paper, referred as GREEDY-CLIQUE, finds a clique of the optimal order in a random instance of $G_{n,m,p}$ with high probability, in the case where the asymptotic degree distribution is a power-law with exponent within $(1, 2)$. The algorithm considers vertices in decreasing order of degree and greedily constructs a clique by extending by a vertex if and only if the latter is connected to all other vertices already included; it can be implemented to run in expected time $O(n^2)$. In the same paper [5], in the case where the input graph is a random instance of $G_{n,m,p}$ with bounded degree variance, a second greedy algorithm, named MONO-CLIQUE, was suggested, which can be implemented to run in expected time $O(n)$. The main idea of this algorithm is to try and construct a large clique directly by considering common neighbours of endpoints of every edge in the graph. The pseudocodes for GREEDY-CLIQUE and MONO-CLIQUE can be found in Appendixes 7.1 and 7.2 respectively.
In [2] a more general greedy algorithm was presented, namely the Maximum-
Clique Algorithm, which constructs a large clique by considering the common
neighborhood of vertex subsets of fixed size $k$ (i.e. independent of $n$) and checking
whether it forms a clique. From the cliques found in this way, it takes the largest
ones in order to cover the graph. This algorithm finds maximum cliques whp for
a wider range of parameters of the model (but still within the sparse regime)
than both algorithms GREEDY-CLIQUE and MONO-CLIQUE, at the cost of
larger running time. In particular, the Maximum-Clique Algorithm outputs a
maximum clique in a random instance of $G_{n,m,p}$ with $m = n^\alpha, \alpha < 1$ and
$\ln^2 n/n \leq p = O(m^{-2/3})$, with high probability. Since in this paper we consider
metrics regarding the ability of an algorithm to find large cliques (namely failure
probability and approximation guarantee), we use the Maximum-Clique Algorithm
as a benchmark in relation to which we evaluate our spectral algorithm. In fact,
we use a slightly more efficient version where we directly exclude $k$-subsets of
vertices that are not complete, in order to significantly reduce the $\binom{n}{k}$ factor
(corresponding to the number of all $k$-sets) in the running time. The pseudocode
of the benchmark algorithm is shown in Appendix 7.3. Different pruning ideas for
reducing the running time of greedy algorithms for finding large cliques through
the reduction of the size of the input graph, have been considered in [7].

2 Our contribution

In this paper we consider the problem of finding maximum cliques when the input
graph is $G_{n,m,p}$. We present a spectral algorithm for finding large cliques that
processes vertices according to respective values in the second largest eigenvector
of the adjacency matrix of carefully selected induced subgraphs of the input
graph created by common neighborhoods of small (constant size) $k$-cliques.
Because of the computation of the spectral decomposition, the running time
of our algorithm is larger than greedy algorithms in the relevant literature, but
it succeeds with higher probability in finding large cliques. In particular, we
compared our algorithm with the most efficient version of the Maximum-Clique
Algorithm from [2]. Leveraging on the Single Label Clique Theorem from [15],
we were able to avoid the construction of artificial input graph instances with
known planted large cliques. In particular, we used label choices to determine
the maximum clique and then concealed label information by just giving the
adjacency matrix of $G_{n,m,p}$ as input to the algorithm. Our experimental evaluation
showed that, as we move from sparse instances to denser ones, both metrics
regarding the failure probability of our algorithm as well as the approximation
guarantee (when the maximum clique is not found) are much better than the
(corresponding values for the Maximum-Clique algorithm. This difference is
especially highlighted as we move from sparser instances to denser ones, in which
there is no guarantee that greedy algorithms will succeed (but the Single Label
Clique Theorem still holds) and also as the size of the $k$-cliques used for creating
induced subgraphs increases (yet remains a relatively small constant, e.g. $k = 6, 7, 8$). We believe that our current paper suggests that spectral properties of
random intersection graphs may be used to construct efficient algorithms for other NP-hard graph theoretical problems as well.

3 Definitions, notation and useful results

Given an undirected graph $G$, we denote by $V(G)$ and $E(G)$ the set of vertices and the set of edges respectively. Edges of $G$ will be denoted as 2-sets; two vertices $v, u$ are connected in $G$ if and only if $\{u, v\} \in E(G)$. For any vertex $v \in V(G)$, we denote by $N(v) = N_G(v)$ the set of neighbours of $v$ in $G$, namely $N(v) \overset{\text{def}}{=} \{u \in V(G) : \{u, v\} \in E(G)\}$. In addition, for any subset of vertices $S \subseteq V$, we denote by $N(S)$ the set of vertices having at least one neighbor in $S$. We denote by $\deg(v) = |N(v)|$ the degree of $v$. For any subset $S \subseteq V$, we denote by $G[S]$ the induced subgraph of $G$ on $S$, namely $G[S] = (S, \{\{u, v\} \in E(G) : u, v \in S\})$. Given an arbitrary ordering of the vertices, say $v_1, v_2, \ldots, v_{|V|}$, the adjacency matrix $A_G$ of $G$ is an $|V| \times |V|$ matrix where $A_G[i, j] = 1$ if $\{v_i, v_j\} \in E(G)$ and $A_G[i, j] = 0$ otherwise. An eigenvector of $A_G$ with corresponding eigenvalue $\lambda$ is a vector $x$ for which $A_Gx = \lambda x$. Since by definition $A_G$ is symmetric, it has $|V|$ real eigenvalues $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{|V|}$, with orthogonal corresponding eigenvectors $x^{(1)}, x^{(2)}, \ldots, x^{(|V|)}$.

The formal definition of the random intersection graphs model is as follows:

**Definition 1 (Random Intersection Graph - $G_{n,m,p}$ [11,13])**. Consider a universe $\mathcal{M} = \{1, 2, \ldots, m\}$ of labels and a set of $n$ vertices $V$. Assign independently to each vertex $v \in V$ a subset $S_v$ of $\mathcal{M}$, choosing each element $\ell \in \mathcal{M}$ independently with probability $p$ and draw an edge between two vertices $v \neq u$ if and only if $S_v \cap S_u \neq \emptyset$. The resulting graph is an instance $G_{n,m,p}$ of the random intersection graphs model.

In this model we also denote by $L_\ell$ the set of vertices that have chosen label $\ell \in M$. Given $G_{n,m,p}$, we refer to $\{L_\ell : \ell \in M\}$ as its label representation. Furthermore, the bipartite graph with vertex set $U \cup M$ and edge set $\{(v, \ell) : \ell \in S_v, v \in L_\ell\}$ is the bipartite random graph $B_{n,m,p}$ associated to $G_{n,m,p}$. Notice that the associated bipartite graph is uniquely defined by the label representation.

Given a graph $G$, a clique is a set of vertices every two of which are connected by an edge; the size of the maximum clique in $G$ is its clique number. Notice that, by definition, for any $\ell$ the set of vertices within $L_\ell$ forms a clique in $G_{n,m,p}$. Furthermore, the expected size of such a clique is $E[|L_\ell|] = np$. Observe that edges of cliques in $G_{n,m,p}$ may be formed by different labels. However, when the number of labels is smaller than the number of vertices, the following theorem states that, under mild conditions, with high probability, in any large enough clique of $G_{n,m,p}$, edges are formed by a single label.

**Theorem 1 (Single Label Clique Theorem [16])**. Let $G_{n,m,p}$ be a random instance of the random intersection graphs model with $m = n^\alpha, 0 < \alpha < 1$ and $mp^2 = O(1)$. Then whp, any clique $Q$ of size $|Q| \sim np$ in $G_{n,m,p}$ is formed by a single label. In particular, the maximum clique is formed by a single label.
Leveraging on the above theorem, in our experiments we avoid the artificial construction of graph instances with planted cliques. In particular, during the construction of the random intersection graph, we use its label representation to find a set $L_\ell$ of maximum cardinality; by the above theorem, this will correspond to a maximum clique, and its size will be the clique number of $G_{n,m,p}$ with high probability. Subsequently, we hide the label representation and give the constructed graph $G_{n,m,p}$ as input to the algorithms that we consider in our experimental evaluation (i.e. just the vertex and edge sets).

### 3.1 Range of values for $m, n, p$

It follows from the definition of the model that the edges in $G_{n,m,p}$ are not independent. In particular, the (unconditioned) probability that a specific edge exists is $1 - (1 - p^2)^m$. Therefore, when $mp^2 = o(1)$, the expected number of edges of $G_{n,m,p}$ is $(1 + o(1))(\binom{n}{2})mp^2$. For the range of values $p = O(m^{-2/3}), m = n^\alpha, \alpha < 1$, where the Maximum-Clique Algorithm of [2] is guaranteed to output a large enough clique whp, this becomes $O(n^2 m^{-1/3}) = O(n^2 - \alpha/3)$. On the other end, when $mp^2 = \omega(1)$ then the graph is almost complete. In view of this, we will refer to the range of values $m = n^\alpha, \alpha < 1, mp^2 = \Omega(m^{-2/3})$ as the dense regime, noting that the Single Label Clique Theorem continues to hold in this range of values.

### 4 The spectral algorithm

We can now give the details of *Spectral-Max-Clique* algorithm. Inspired by the algorithm in [1], our algorithm takes as input the graph $G_{n,m,p}$, the size $k$ of a witness $k$-clique (i.e. a small clique that is assumed to belong to the maximum clique) and a parameter $t$, which is a lower bound on the maximum clique size in $G_{n,m,p}$ (recall that, by Theorem[1] when $m = n^\alpha, \alpha < 1$, any clique $Q$ with size $|Q| \sim np$ in $G_{n,m,p}$ is formed only by a single label; since $np$ is the expected size of $E[L_\ell]$, for any $\ell \in \mathcal{M}$, we set $t = np$). The main difference between our algorithm and the algorithm of [1] is a kind of preprocessing on the input graph, which is done at step 3 of the algorithm; in particular, since the input graph $G_{n,m,p}$ has many large cliques of size $np$ (in fact, by Theorem[1] it has exactly $m$ whp), we work on the induced graph $H$ which has fewer (ideally exactly one) large cliques, namely the ones including $S$.

At the beginning of the execution, we initialize an empty set $M$, which at the end of the execution will be the output of the algorithm (the maximum clique of the graph). The algorithm enters a for-loop to be repeated as many times as the number of subsets $S \subseteq V$ of size $k$ in the $G_{n,m,p}$. At every iteration of the for-loop, we construct the induced graph $H$ which contains all the vertices of the subset $S$ of the original graph $G_{n,m,p}$ as well as all the neighbors of the vertices in subset $S$ (namely $H = G[S \cup N(S)]$). We then find the adjacency matrix $A_H$ of $H$ and we find the eigenvector corresponding to the second largest eigenvalue, namely $\mathbf{x}^{(2)}$; the latter can be done in polynomial time. The algorithm
then sorts the vertices of $H$ in decreasing order of the absolute values of the corresponding coordinates in the second eigenvector $x^{(2)}$, where equalities are broken arbitrarily. Subsequently, we consider only the first $t$ vertices in this ordering and store them in an empty set $W$. We then define an empty set $Q$, where the clique (not necessarily the maximum) will be added. Afterward, for every vertex $v$ in $H$, the algorithm checks whether $v$ has at least $3np/4$ neighbors in the set $W$ and exactly $|Q|$ neighbors in the set $Q$. If the two conditions are true, $v$ is included in the set $Q$. In the end, we check if the size of the newly added clique $Q$ is largest from the size of the existing clique in set $M$ ($|Q| \geq |M|$) and finally the maximum clique $M$ is returned by the algorithm. The main heuristic idea why this algorithm works as intended is that, most of the time, the second eigenvector $x^{(2)}$ of $A_H$ can be used to find a big portion of the largest clique; intuitively this happens because the maximum clique will be by far the largest most dense induced subgraph of the graph, and this will be depicted in the (absolute) values of the corresponding positions of the second eigenvector (in the extreme case where the $n$-vertex graph consists only of a $k$-sized clique $Q$, the only positions where an eigenvector corresponding to the second largest eigenvalue can have non-zero elements is on the positions corresponding to the vertices of $Q$); see also [1] for a theoretical explanation why this heuristic works in the planted clique model. Therefore, since the algorithm checks all of the subsets of $V$ of size $k$, in some step it will reach a subset $S$, which belongs to the maximum clique $M$. Our experimental evaluation shows that at this iteration our algorithm succeeds in finding the largest clique of the graph in most cases. The pseudocode of our algorithm is shown below.

Algorithm 1 Spectral-Max-Clique

**Input:** Random instance of $G_{n,m,p}$, parameters $k \in \mathbb{N}$, $t = np$

**Output:** Clique $M$ of $G_{n,m,p}$

1: $M = \emptyset$
2: foreach subset $S \subseteq V, |S| = k$ do
3: Construct the induced graph $H = G[S \cup N(S)]$
4: Compute the eigenvector $x^{(2)}$ corresponding to the second largest eigenvalue of $A_H$
5: Sort the vertices of $H$ in decreasing order of the absolute values of corresponding coordinates in $x^{(2)}$
6: Let $W$ be the first $t$ vertices in this ordering
7: Set $Q = \emptyset$
8: foreach $v \in H$ do
9: if $v$ has at least $3np/4$ neighbors in $W$ and $|Q|$ neighbors in $Q$ then
10: $Q = Q \cup \{v\}$
11: end if
12: end for
13: if $|Q| > |M|$ then
14: Set $M = Q$
15: end if
16: end for
4.1 Running time of our algorithm

We note that the outer for-loop of our algorithm runs for \( \binom{n}{k} \) times. Furthermore, for a given \( k \)-set \( S \), steps 3, 4 and 5 take \( O(n^3) \) time, with step 4 regarding spectral decomposition being the most expensive (in theory, spectral decomposition can be done more efficiently in \( O(n^{2.4}) \), but here we use the time complexity of most practical implementations). Finally, it is easy to see that the for-loop in steps 8 to 12 runs in \( O(n^3) \) time, while all other steps are either direct assignments, definition of easily checked conditions and thus take \( O(1) \) time.

Overall, the running time of our algorithm is \( \binom{n}{k} \cdot O(n^3) \). Clearly the most time consuming factor is the number of times that the outer for-loop is running in order to find a good enough starting \( k \)-set \( S \). A similar situation arises also in the algorithm Maximum clique (see Appendix 7.3), whose running time is \( \binom{n}{k} \cdot O(n^2) \). To allow for the algorithms considered and evaluated in our paper to run for larger values of \( k \) in the experimental evaluation, we assume, without loss of generality, that a suitable \( k \)-set is known from the start, thus avoiding the \( \binom{n}{k} \) factor in the running time. This is where Theorem 1 becomes useful, since a suitable \( k \)-set \( S \) can be any subset of a (single label) maximum clique.

5 Experimental evaluation

This section is devoted to the presentation of our experimental results regarding the comparison of the algorithms \textit{Spectral-Max-Clique} and \textit{Maximum-Clique} with respect to two metrics, namely failure probability and approximation guarantee. In particular, the failure probability is defined as the probability that an algorithm fails to find the maximum clique; in our experimental evaluation this probability is approximated by the fraction of the number of independent instances of random intersection graphs where an algorithm fails to find a maximum clique. The approximation guarantee is defined as the fraction of the clique found by an algorithm over the size of a maximum clique; in our experimental evaluation this is approximated by the average of the corresponding fractions achieved by an algorithm for various independent instances of random intersection graphs.

The number of \( G_{n,m,p} \) graph instances that have been given as input to the algorithms for small values of \( k \) (\( k = 1, 2, 3 \)) were 2000. However, it is worth noting that, as we increase the value of \( k \), the computational resources required also increases, because the dependency on \( k \) becomes more prevalent even for straightforward steps of the algorithm (as for example in step 3 for constructing the induced subgraph \( H \)). In particular, the number of independent graph instances used for \( k = 4, 5, 6, 7, 8 \) were 1600, 1400, 800, 700, 500 respectively.

This section is devoted firstly to show our experimental results between the two algorithms for finding the maximum clique that we have considered and secondly we show an approximation guarantee (denoted by fraction variable in
the figs. 4 to 6 and 10 to 12) of the output maximum clique found by each algorithm over the maximum clique of the graph. We present a comparison between Spectral-Max-Clique and Maximum-Clique algorithm. Further experimental results are also shown in the Appendix 7.4.

Our computing platform is a machine with AMD Ryzen Threadripper 3970X at 3.7GHz, 32 cores, 256 GB RAM, GPU with 2x NVIDIA GeForce RTX 3080 10GB and running Ubuntu Linux version 20.04.2 LTS. The code has been written in Python 3. The code for repeating the experiments is available here.

The goal of our experimental evaluation is to verify whether the Spectral-Max-Clique algorithm performs better, meaning that it succeeds to find the maximum clique in a $G_{n,m,p}$, in comparison with the Maximum-Clique. As we already mentioned, this happens for dense graphs. In our experiments, we ran both algorithms for different instances of $G_{n,m,p}$. Specifically, we use three different values of parameter $\alpha$, with $\alpha = 1/3, 2/3, 1$ and for the number of nodes ($n$), we set $n$ equal to 1000 and 3000. Regarding parameter $p$, we cover a different range of values for each experiment in order to test sparse instances as well as dense ones. It is important to explain how we understand that the output of each algorithm is actually the maximum clique in the graph. We take a $G_{n,m,p}$ instance with the above parameters and find the heaviest label (i.e. the label with the largest number of vertices), call it $\ell_{\text{max}}$. By Theorem 1, the set of vertices in $L_{\ell_{\text{max}}}$ form a maximum clique in $G_{n,m,p}$ whp, so in this way there is no need to externally plant a known large enough clique in the graph. Then, we run the algorithms on this instance, but we give only the graph as input (i.e. the algorithm is unaware of the specific label choices). We say that the algorithms fail if they do not find a clique at least as large as $|L_{\ell_{\text{max}}}|$. Note that this is a strict condition, namely, even finding a clique of size $|L_{\ell_{\text{max}}}| - 1$ is considered a failure. In each case, we gradually increase the selection probability $p$, in order to highlight that the failure probability curve of Spectral-Max-Clique is much lower than the failure probability curve of Maximum-Clique, especially when the input graphs become denser.

It is worth noting that, the selection of a correct starting set $S$ of $k$ vertices in Step 1 of Spectral-Max-Clique pseudocode, implies a multiplicative $\Theta(n^k)$ factor on the running time of our algorithm. Even though for constant $k$ this remains polynomially bounded, in order to allow our experiments to run for large values of $n$ and $k$, we have assumed that the initial set of $k$ vertices is always chosen from those in the maximum clique.

The figs. 1, 2 and 3 show the failure probability of each algorithm, when $p$ increases, meaning that the $G_{n,m,p}$ becomes denser. These experiments show that for smaller values of $k$ and $p$, the two algorithms perform in a similar manner: they both find successfully the maximum clique in the graph. This is true for all the different values of parameter $a$. Nevertheless, for the case $a = 1$ and $k = 1$, fig. 9a, where the graph is relatively sparse, Spectral-Max-Clique algorithm fails to find the maximum clique but strictly improves when $k$ gets larger or when the graph is more dense. Indeed, as it is demonstrated in fig. 2b when $k = 7$, the Spectral-Max-Clique algorithm has failure probability close to 0 for the smaller
values of $p$, while $Maximum-Clique$ fails to find the maximum clique in almost all the cases, with failure probability close to 100%. One more example is fig. 1b, where the failure probability of $Maximum-Clique$ starts at $p \approx 0.17$ and increases as the graph gets denser, and fails in all of the cases to find the maximum clique when $p \approx 0.27$. On the other hand, the probability of failure of $Spectral-Max-Clique$ begins when $p \approx 0.25$ and fails in all cases when $p \approx 0.36$. From all the figures it is obvious that the failure probability of the spectral algorithm also increases but slower than the failure probability of $Maximum-Clique$.

It is also interesting to demonstrate how far the resulting clique of each algorithm is from the maximum clique of the graph. For that reason, we ran experiments in the cases where both algorithms fail. In particular, figs. 4, 5 and 6 show the curves of the average of the fraction of the clique size found by the algorithms over the maximum clique size of the input graph. By studying these figures, we can observe that for all the different values of parameters $\alpha$ and $k$, the output clique of $Spectral-Max-Clique$ algorithm is closer to the maximum clique.
of the graph with respect to the output clique of Maximum-Clique algorithm; the size of the clique that the Spectral-Max-Clique algorithm finds is closer to the size of the maximum clique of the graph. For instance, for the case $\alpha = 1/3$ and $k = 3$, fig. 4a, when $p \approx 0.250$ and the graph is denser, the approximation guarantee for Spectral-Max-Clique is $\text{fraction} \approx 0.82$ while for Maximum-Clique is $\text{fraction} \approx 0.57$. One more apparent example is fig. 4b, when $\alpha = 1$ and $k = 8$. In this case, $\text{fraction} \approx 0.6$ for Spectral-Max-Clique algorithm, although for Maximum-Clique, $\text{fraction} \approx 0.15$. Therefore, the former algorithm finds more than half of the maximum clique while the latter fails to find approximately 85% of the maximum clique of the graph.

It should be noted that, as the value of $\alpha$ gets closer to 0, we were only able to run our experiments for smaller values of $n$, because random graph instances are denser and choosing the right $k$-clique $S$ that leads to the maximum clique is more time consuming.
We conclude that for the cases when the graph gets more dense or when parameter $k$ gets larger, Spectral-Max-Clique has a lower failure probability as well as it succeeds to find a larger portion of the maximum clique of the graph. The spectral algorithm performs better in dense instances, while the other algorithms for dense graphs do not perform well, meaning that they fail to find the maximum clique for each instance of the graph. Hence, spectral algorithm works for a larger interval of $p$ than the other algorithms.

6 Conclusions

In this paper, we considered the problem of finding maximum cliques when the input graph is a random instance of the random intersection graphs model. Current algorithms for this problem are successful with high probability only for relatively sparse instances, leaving the dense case mostly unexplored. We presented a spectral algorithm for finding large cliques that processes vertices
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according to respective values in the second largest eigenvector of the adjacency matrix of induced subgraphs of the input graph corresponding to common neighbors of small cliques. Our experimental evaluation showed that our spectral algorithm clearly outperforms existing polynomial time algorithms, especially in the dense regime. A precise characterization of the performance guarantees of our algorithm using formal methods remains open for future work. We believe that spectral properties of random intersection graphs may be also used to construct efficient algorithms for other NP-hard graph theoretical problems as well.
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7 Appendix

7.1 Greedy-Clique Algorithm

The pseudocode of the GREEDY-CLIQUE Algorithm from [5] is shown below.

Algorithm 2 GREEDY-CLIQUE [5]
Input: Random instance $G$ of $\mathcal{G}_{n,m,p}$
Output: Clique $Q$
1: Let $v_1, \ldots, v_2$ the vertices of $G$ in order of decreasing degree;
2: $Q = \emptyset$;
3: foreach $i = 1$ to $n$ do
4: if $v_i$ is adjacent to each vertex in $Q$ then
5: $Q = Q \cup \{v_i\}$;
6: end if
7: end for
8: return $Q$

7.2 Mono-Clique Algorithm

The pseudocode of the MONO-CLIQUE Algorithm from [5] is shown below.

Algorithm 3 MONO-CLIQUE [5]
Input: Random instance $G$ of $\mathcal{G}_{n,m,p}$
Output: Clique $Q$
1: foreach $\{u,v\} \in E(G)$ do
2: $D(\{u,v\}) = |N(u) \cap N(v)|$;
3: end for
4: foreach $\{u,v\} \in E(G)$ in order of decreasing $D(\{u,v\})$ do
5: $S = N(u) \cap N(v)$;
6: if $S$ is a clique then
7: return $Q = S \cup \{u,v\}$
8: end if
9: end for
10: return any vertex $v \in V(G)$
7.3 Maximum-Clique Algorithm

The pseudocode of the Maximum-Clique Algorithm from [2] is shown below.

Algorithm 4 Maximum-Clique [2]

Input: Random instance $G$ of $G_{n,m,p}$ and (fixed) parameter $k \in \mathbb{N}$
Output: Clique $Q$ of $G$

1: $\mathcal{L} = \emptyset$
2: foreach $U_k = \{v_1,\ldots,v_k\} \subseteq V$ such that $G[U_k]$ is complete do
3:     if $\exists L \in \mathcal{L} : U_k \subseteq L$ then
4:         continue to the next $U_k$
5:     end if
6:     Let $Z = Z(U_k) := \cap_{i=1}^{k} N(v_i)$;
7:     if $G[Z]$ is complete then
8:         $\mathcal{L} = \mathcal{L} \cup \{Z\}$;
9:     end if
10: end for
11: $\mathcal{M} = \emptyset$
12: $Y = \emptyset$
13: foreach $Z \in \mathcal{L}$ in decreasing order $|Z|$ do
14:     if $E(G[Z]) \nsubseteq Y$ then
15:         $Y = Y \cup E(G[Z])$;
16:         $\mathcal{M} = \mathcal{M} \cup \{Z\}$;
17:     end if
18: end for
19: Sort $\mathcal{M}$ by decreasing order;
20: return largest $Q \subset \mathcal{M}$

7.4 Further Experiments

In the figs. 7 to 9 we show more of our experimental results, regarding the failure probability curve, while figs. 10 to 12 show the approximation guarantee curve, for different values of $k$. 
Fig. 7: Failure probability curves for $\alpha = 1/3$, $n = 1000$ and $k = 1, 2, 4, 5$. 
Fig. 8: Failure probability curves for $\alpha = 2/3$, $n = 1000$ and $k = 1, 2, 3, 5, 6$. 
Fig. 9: Failure probability curves for $\alpha = 1$, $n = 3000$ and $k = 1, 2, 3, 5, 6, 7$. 
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Fig. 10: Approximation guarantee curves for \( \alpha = 1/3, n = 1000 \) and \( k = 1, 2, 4, 5 \).
Fig. 11: Approximation guarantee curves for $\alpha = 2/3$, $n = 1000$ and $k = 1, 2, 3, 5, 6$. 
Fig. 12: Approximation guarantee curves for $\alpha = 1$, $n = 3000$ and $k = 1, 2, 3, 5, 6, 7$. 

(a) $k = 1$  
(b) $k = 2$  
(c) $k = 3$  
(d) $k = 5$  
(e) $k = 6$  
(f) $k = 7$