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Although there doesn’t exist the Lebesgue measure in the ball $M$ of $C[0,1]$ with $p-$norm, the average values (expectation) $EY$ and variance $DY$ of some functionals $Y$ on $M$ can still be defined through the procedure of limitation from finite dimension to infinite dimension. In particular, the probability densities of coordinates of points in the ball $M$ exist and are derived out even though the density of points in $M$ doesn’t exist. These densities include high order normal distribution, high order exponent distribution. This also can be considered as the geometrical origins of these probability distributions. Further, the exact values (which is represented in terms of finite dimensional integral) of a kind of infinite-dimensional functional integrals are obtained, and specially the variance $DY$ is proven to be zero, and then the nonlinear exchange formulas of average values of functionals are also given. Instead of measure, the variance is used to measure the deviation of functional from its average value. $DY = 0$ means that a functional takes its average on a ball with probability 1 by using the language of probability theory, and this is just the concentration without measure. In addition, we prove that the average value depends on the discretization.
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1 Introduction

In complexity science and statistical physics in special, we often need to deal with high dimensional data and a large number of free degrees. Sometimes these data and free degrees can be considered as infinite-dimensional variables, and some physical quantities can be represented by infinite dimensional integrals. Therefore, we need study the infinite-dimensional integrals. The computations of integrals on functions with infinite number of variables is still an important and interesting topic in quantum and statistical physics or even in finance(see,
In 1920’s, in the works of Gâteaux and Lévy [4], the infinite-dimensional integrals had been considered and computed from the view of the point of probability theory. Further, Wiener integral became an important tool in stochastic processes theory [5-16]. Today, there exist a large number of papers devoting to the computations and applications of functional integrals. In particular, recently, some new algorithms such as multilevel and changing dimension algorithms or dimension-wise quadrature methods, are proposed to approximate such integrals efficiently [17-29]. From the popular viewpoint, the foundation of functional integration such as Wiener’s integral should be obtained on the theory of measure. However, Feynman’s path integral is still lacking of a satisfied measure theory. On the other hand, there are some interesting problems in infinite dimensional space so that we have to consider infinite dimensional integrations under the condition of nonexistence of Lebesque measure, while other measure such as Gauss measure is not suitable to our aims. For example, if we randomly take a continuous function \( x(t) \in M \) where \( M = \{ x|a \leq x(t) \leq b, x(t) \in C[0,1] \} \), what is the average value of area \( Y = \int_0^1 x(t)dt \)? Here the randomness means that we take the points in \( M \) by equal possibility, and hence we need a Lebesque measure on \( M \). But it is well-known that there doesn’t exist the Lebesque measure on \( M \) at all. While, conceptually, this problem is rather natural. Without measure theory, we can also use a limit procedure to give a rigorous definition of the average value (see below definition 1), and the average value of \( Y \) is easily solved. In the paper, we consider a more complex case in which \( M \) is taken as the ball in \( C[0,1] \) with \( p \)-norm, that is, \( M = \{ x| \int_0^1 |x^p(t)|dt \leq R, x(t) \in C[0,1] \} \).

Although there doesn’t exist the Lebesque measure and then the density of points in \( M \) doesn’t exist, we show that the probability densities of coordinates of points in the ball \( M \) do exist and are derived out with forms of high order normal and exponent distributions. Further, we define and compute the exact average values (which are represented by the finite dimensional integrals)(expectation) and variances of some functionals. If we formally consider these functionals as the infinite-dimensional random variables, the considered infinite-dimensional integral is just the expectation of the infinite-dimensional random variable. We show that the variances are zeros to prove that these functionals satisfy the property of the complete concentration of "measure". This is because if the measure exists, \( DY = 0 \) means that a functional takes its average value on an infinite-dimensional ball with probability 1. In our cases of no Lebesque measure, we use \( DY = 0 \) to replace the complete concentration of measure under the probability meaning. Corresponding, we give the non-linear exchange formulas for averages of functionals. The usual concentration of measure is described by some inequalities such as Lévy lemma [30-32], which is different with the complete concentration of "measure" which is shown by variance being zero.

Abstractly, a functional \( f(x) \) is a function of \( x \) where \( x \) is an element in an infinite-dimensional space such as \( C[0,1] \). In general, there are two basic ways to construct functionals. One method is to use the values of \( x(t) \) on some points...
t_1, \ldots, t_m \text{ such that } f(x) = g(x(t_1), \ldots, x(t_m)),

where \( g \) is a usual function in \( \mathbb{R}^n \). Essentially, such functionals all are finite dimensional functions. Another method is to use integral of \( x(t) \) on some sets such that

\[
Y = f(x) = \int_{I_1} \cdots \int_{I_m} g(x(t_1), \ldots, x(t_m)) dt_1 \cdots dt_m,
\]

where \( I_1, \ldots, I_m \) are subsets of the interval \([0, 1]\). Such functionals all are really infinite-dimensional functions. Therefore, there are two kinds of basic elements \( x(t_i) \) and \( \int_{I_i} g(x(t)) dt \) such that many interesting functionals can be constructed in terms of them by addition, subtraction, multiplication, division, composition and limitation.

For the first kind of functionals, the functional integral is just the usual finite-dimensional integral. Thus we only consider the second kind of functionals \( f(x) \). If the domain of the functional \( f \) is \( M \), the integral of \( f \) on \( M \) can be formally written as

\[
\int_M f(x) D(x),
\]

where \( D(x) \) represents formally the differential element of the volume of \( M \). But, in general, under the meaning of Lebesque’s measure, the volume \( \int_M D(x) \) of \( M \) is zero or infinity, and the infinite-dimensional integral \( \int_M f(x) D(x) \) is also respectively zero or infinity. However, the average value of functional \( f \) on \( M \),

\[
Ef = \frac{\int_M f(x) D(x)}{\int_M D(x)}
\]

perhaps exists and is finite or infinite in general. Firstly, we need a reasonable definition of the average value of functional. Since there doesn’t exist the Lebesque measure in infinite-dimensional space in general, our approach is to use a limit procedure to define the average value of functionals. For example, similar to Gâteaux and Lévy (see, [4]), we give the following definition.

**Definition 1:** For \( M = \{x|a \leq x(t) \leq b, x(t) \in C[0, 1]\} \) and \( Y = f(x) = \int_0^1 g(x(t)) dt \) where \( g(x) \) is a continuous function on \([a, b]\), we can define the average value of \( f \) as

\[
Ef = \lim_{n \to \infty} \frac{\int_a^b \cdots \int_a^b \frac{1}{n} \sum_{k=1}^n g(x_k) dx_1 \cdots dx_n}{\int_a^b \cdots \int_a^b dx_1 \cdots dx_n}
\]

where \( x_k = x(\frac{k}{n}) \). If the limitation exists and is finite or infinite, we call it the average value of functional \( f \) on \( M \).

**Remark 1.** Since \( g(x) \) is continuous on \([a, b]\), for any \( x_k = x(t_k) \) where \( t_k \in \left[\frac{k}{n}, \frac{k+1}{n}\right] \), the above limitation is independent to the choice of \( t_k \). Of important is that \( Y \) and \( M \) must take the same \( t_k \) and \( x_k \). From theorem 7 in section 4, we can see that the average value depends on the discretization!
In addition, for $m$ variables function $g(x_1, \ldots, x_m)$, the average value of the functional $Y = f(x) = \int_0^1 \cdots \int_0^1 g(x(t_1), \ldots, x(t_m)) dt_1 \cdots dt_m$ can be defined similarly. More general, if $a = a(t), b = b(t)$ are two fixed continuous functions, we can give corresponding definition of the average value of $f$ for $M = \{x\mid a(t) \leq x(t) \leq b(t), x(t) \in C[0,1]\}$,

\[
Ef = \lim_{n \to \infty} \frac{\int_{a_1}^{b_1} \cdots \int_{a_n}^{b_n} \frac{1}{n} \sum_{k=1}^{n} g(x_k) dx_1 \cdots dx_n}{\int_{a_1}^{b_1} \cdots \int_{a_n}^{b_n} dx_1 \cdots dx_n},
\]

where $a_i = a(t_i), b_i = b(t_i), x_k = x(t_k)$.

Here, we must point out that the equiprobability (or equal possibility) hypothesis is implicated in the definition, that is, the points in $M$ are taken by equiprobability. This is a natural assumption. For example, for the aforementioned problem, if we take randomly a continuous function $x(t) \in M = \{x\mid 0 \leq x(t) \leq 1\}, t \in [0,1]$, what is the average value of its area $Y = \int_0^1 x(t) dt$? In the problem, we have implicitly supposed that we take the function $x(t)$ in $M$ by equiprobability. However, this is just an intuitive and formal explanation in infinite-dimensional cases because in general there exists no Lebesque measure on $M$ as the probability measure to give the meaning of equiprobability ([16]). But in finite dimensional cases this assumption has strict mathematical foundation since there exists the Lebesque’s measure as the corresponding probability measure such that we can talk about reasonably equiprobability. In the whole paper, when we say equiprobability, it is just the meaning here. Below we give such definition.

**Definition 2.** Let $M$ be a bounded set in the space of all continuous functions on $[0,1]$ with some norm. If for any finite-dimensional subset $M_0$ of $M$, the points in $M_0$ are taken by equiprobability, we say that the points in $M$ are taken by equiprobability (or equal possibility).

In the paper, since we consider the average values of functionals on infinite-dimensional ball, we need a definition of the average value on the ball. Below we give such definitions.

**Definition 3.** For $M = \{x\mid ||x||_p \leq R, x(t) \in C[0,1]\}$ where $C[0,1]$ is equipped $p$–norm $||x||_p = (\int_0^1 |x(t)|^p dt)^{\frac{1}{p}}$ for $p \geq 1$ and $Y = f(x) = \int_0^1 g(x(t)) dt$ where $g(x)$ is a continuous function, and $p = \frac{2n}{q_0}$ where $p_0$ is even and $(p_0, q_0) = 1$, we can define the average value of $Y$ on $M$ as

\[
EY = \lim_{n \to \infty} \frac{\int_{M_n} \frac{1}{n} \sum_{k=1}^{n} g(x_k) dv_n}{\int_{M_n} dv_n}
\]

where $x_k = x(t_k), M_n = \{(x_1, \ldots, x_n) | x_1^p + \cdots + x_n^p \leq nR^p\}$ and $dv_n = dx_1 \cdots dx_n$ is the volume element of $M_n$. If the limitation exists and is finite or infinite, we call it the average value of functional $f$ on $M$. We often use $EY$ to denote the average value of functional $Y = f(x)$.

**Definition 4.** For $M^+ = \{x\mid ||x||_p \leq R, x(t) \geq 0, x(t) \in C[0,1]\}$ where $C[0,1]$ is equipped $p$–norm and $Y = f(x) = \int_0^1 g(x(t)) dt$ where $g(x)$ is a continuous function, and $p \geq 1$ or specially $p = \frac{2n}{q_0}$ where $p_0$ is odd and $(p_0, q_0) = 1$,
we can define the average value of $Y$ on $M^+$ as

$$EY = \lim_{n \to \infty} \frac{\int_{M^+} \frac{1}{n} \sum_{k=1}^{n} g(x_k) dv_n}{\int_{M^+} dv_n} \quad (5)$$

where $x_k = x\left(\frac{k}{n}\right)$, $M^+_n = \{(x_1, \ldots, x_n) | x_1^p + \cdots + x_n^p \leq nR^p, x_k \geq 0, k = 1, \ldots, n\}$ and $dv_n = dx_1 \cdots dx_n$ is the volume element of $M^+_n$. If the limitation exists and is finite or infinite, we call it the average value of functional $f$ on $M^+$.

For $m$ variables function $g(x_1, \ldots, x_m)$, the average value of the functional $f(x) = \int_0^1 \cdots \int_0^1 g(x(t_1), \ldots, x(t_m)) dt_1 \cdots dt_m$ on infinite-dimensional balls can be defined similarly.

In addition, since there doesn’t exist the Lebesque measure on $M$, the probability theory based on the lebesque measure also doesn’t exist. Therefore, under the rigorous mathematical meaning, we cannot say what is the probability of the functional $Y$ deviating its average value $EY$. However, in order to measure the deviation of $Y$ from $EY$, we can still define the variance $DY$ to do this because the variance $DY$ is also average value of the functional $(Y - EY)^2$, that is, $DY = E(Y - EY)^2 = E(Y^2) - E^2Y$.

For the purpose of discussion on nonlinear exchange formula, we need the definition of average value of $h(Y)$ where $h(Y)$ is a continuous or analytic function of $Y$.

**Definition 5.** Denote $M$ as the previous $M$ or $M^+$, $Y = f(x) = \int_0^1 g(x(t)) dt$ where $g(x)$ is a continuous function, then for a continuous function $h(Y)$, we can define the average value of $h(Y)$ on $M$ as

$$Eh(Y) = \lim_{n \to \infty} \frac{\int_{M_n} h\left(\frac{1}{n} \sum_{k=1}^{n} g(x_k)\right) dv_n}{\int_{M_n} dv_n} \quad (6)$$

where $x_k = x\left(\frac{k}{n}\right)$, and $M_n$ is also previous $M_n$ or $M^+_n$. If the limitation exists and is finite or infinite, we call it the average value of functional $h(Y)$ on $M$.

This paper is outlined as follows. In section 2, we drive out some probability densities of coordinates of points in infinite-dimensional balls by two ways of analysis and geometry. In section 3, we give the exact values of some infinite-dimensional integrals. Furthermore, we discuss the concentration without measure, and obtain the nonlinear exchange formulas for infinite-dimensional integrals. In section 4, we give some further results and definitions. The last section is short conclusion.

## 2 The probability densities of the coordinates of points in infinite-dimensional balls

We first derive several interesting probability densities from a geometrical way based on the consideration in infinite dimensional space. These results have also independent values.
Consider the continuous functions space $C[0,1]$ and define some norms such as $||x||_0 = \max_{t \in [0,1]} |x(t)|$, and $||x||_p = \left( \int_0^1 |x(t)|^p \, dt \right)^{\frac{1}{p}}$ for $p \geq 1$. For $p = \frac{m}{q_0}$ where $p_0$ is even and $(p_0, q_0) = 1$, we consider the whole ball $M = \{x||x||_p \leq R\}$, while for $p \geq 1$ being a general real number or specially $p = \frac{m}{q_0}$ where $p_0$ is odd and $(p_0, q_0) = 1$, we only consider the "first quadrant" of $M$, that is $M^+ = \{x|x \geq 0, ||x||_p \leq R\}$.

The following lemma is important.

**Lemma 1** ([33]). The following generalized Dirichlet formula holds

$$\int \cdots \int_{B^+} x_1^{p_1-1} x_2^{p_2-1} \cdots x_n^{p_n-1} \, dx_1 \cdots dx_n = \frac{1}{2^n \Gamma(1 + \frac{n-1}{p})} \frac{\Gamma(\frac{m}{p}) \cdots \Gamma(\frac{m}{q})}{\Gamma(1 + \frac{m}{q})},$$

where $p_i > 0$ for $i = 1, \cdots, n$ and $B^+ = \{(x_1, \cdots, x_n) | x_1^2 + \cdots + x_n^2 \leq 1, x_k \geq 0, k = 1, \cdots, n\}$.

Next we give the following results.

**Theorem 1** (Version of analysis). For the set $M_n = \{(x_1, \cdots, x_n) | x_1^p + \cdots + x_n^p \leq nR^p\}$ where $p = \frac{m}{q_0}$ and $p_0$ is even and $(p_0, q_0) = 1$, when we suppose that the points in $M_n$ are taken by equiprobability, the density of every coordinate $x_k$ of $x$ as a random variable is given by

$$\rho_n(x_k) = \frac{p \Gamma(1 + \frac{n}{p})}{2^n R^p \Gamma(\frac{m}{p})} \left(1 - \frac{x_k^p}{nR^p}\right)^{\frac{n-1}{p}}.$$

In particular, the limitation of $\rho_n(x)$ as $n$ tending to infinity is given by

$$\rho(x) = \frac{1}{2^p R^p \Gamma(\frac{m}{p})} \exp{-\frac{x^p}{R^p}}, x \in (-\infty, +\infty).$$

In general, for any $k$ distinct coordinates $x_{i_1}, \cdots, x_{i_k}$, where $(i_1, \cdots, i_k) \subset \{1, \cdots, n\}$, their union density is given by

$$\rho_n(x_{i_1}, \cdots, x_{i_k}) = \frac{p^k \Gamma(1 + \frac{n}{p})}{2^n R^{np} \Gamma\left(\frac{k}{p}\right) \Gamma(1 + \frac{n-k}{p})} \left(1 - \frac{x_{i_1}^p + \cdots + x_{i_k}^p}{nR^p}\right)^{\frac{n-k}{p}},$$

and the limitation of $\rho_n(x_{i_1}, \cdots, x_{i_k})$ as $n$ approaching to infinity is

$$\rho(x_{i_1}, \cdots, x_{i_k}) = \frac{1}{2^k R^p \Gamma\left(\frac{k}{p}\right) \Gamma\left(\frac{p-k}{p}\right)} \exp{-\frac{x_{i_1}^p + \cdots + x_{i_k}^p}{R^{np}}}, x_{i_j} \in (-\infty, +\infty), j = 1, \cdots, k,$$

that is,

$$\rho(x_{i_1}, \cdots, x_{i_k}) = \rho(x_{i_1}) \cdots \rho(x_{i_k}),$$

which means that when $n$ tends to infinity, any finite coordinates of point in $M_n$ as random variables are independent.
Proof. By symmetry, we only consider the density of \((x_1, \cdots, x_k)\). Denote \(M_n = \{(x_{k+1}, \cdots, x_n) | x_{k+1}^p + \cdots + x_n^p \leq nR^p - x_1^p - \cdots - x_k^p\}\). According to the assumption of equiprobability, we have

\[
\rho_n(x_1, \cdots, x_k) = \frac{\int_{M_n} dx_{k+1} \cdots dx_n}{\int_{M_n} dx_1 \cdots dx_n}.
\]  

(13)

Further, by taking the transformation \(x_k = Rn^{\frac{1}{p}}y_k^2\), we have from the lemma 1,

\[
\rho_n(x_1, \cdots, x_k) = \frac{p^k \Gamma(1 + \frac{n}{p})}{2^k R^k \Gamma(k(\frac{1}{p})^\frac{n}{p}) \Gamma(1 + \frac{n-k}{p})} (1 - \frac{x_1^p + \cdots + x_k^p}{nR^p})^{\frac{n-k}{p}}.
\]  

(14)

Taking the limitation of \(n\) approaching to \(+\infty\), and using the Stirling’s asymptotic formula of Gamma function, \(\Gamma(s) \sim \sqrt{2\pi s^{s-\frac{1}{2}}} e^{-s}\), we get,

\[
\rho(x_1, \cdots, x_k) = \lim_{n \to +\infty} \frac{p^k \sqrt{2\pi} \left(\frac{n}{p}\right)^\frac{n}{2} e^{-\frac{n}{2}}}{2^k R^k \Gamma(k(\frac{1}{p})^\frac{n}{p}) \sqrt{2\pi} \left(\frac{n-k}{p}\right)^\frac{n-k}{2} e^{-\frac{n-k}{2}} (1 - \frac{x_1^p + \cdots + x_k^p}{nR^p})^{\frac{n-k}{p}}} = \frac{1}{2^k R^k \rho^p \Gamma(k(\frac{1}{p})^\frac{n}{p})} e^{-\frac{x_1^p + \cdots + x_k^p}{R^p}}.
\]  

(15)

The proof is completed.

Now we consider the infinite-dimensional ball \(M = \{x | \int_0^1 x^p(t) dt \leq R^p\}\) in \(C[0, 1]\) with \(p\)-norm. Although a uniform distribution mathematically does not exist on the ball \(M\) because the dimension on \(M\) is infinite, the density of coordinates of points in \(M\) does exist! Fortunately, we needn’t this uniform distribution to derive our the result. What we only need is a limit procedure from finite dimension to infinite dimension so that we can avoid the trouble of nonexistence of uniform distribution. The following is the version of geometry of theorem 1 under the meaning of definition 2. In other words, this is just a probability "explanation" in formal.

Theorem 1 (Version of geometry). For the ball \(M = \{x | \int_0^1 x^p(t) dt \leq R^p\}\) in \(C[0, 1]\) where \(p = \frac{m}{p_0}\) and \(p_0\) is even and \((p_0, q_0) = 1\), when we suppose that the points in the ball \(M\) are taken by equiprobability under the meaning of definition 2, the density of \(x(t)\) as a random variable for fixed \(t\) is given by

\[
\rho(x) = \frac{1}{2R^p} \rho^{-\frac{1}{p}} e^{-\frac{x^p}{R^p}}, x \in (-\infty, +\infty).
\]  

(16)
In general, for any $k$ distinct coordinates $x_1, \ldots, x_k$, where $0 < t_1 < \cdots < t_k < 1$, their union density is given by

$$\rho(x_1, \ldots, x_k) = \frac{1}{2^k R^k \Gamma^k \left(\frac{1}{p}\right) p^{\frac{k}{p} - k}} e^{-\frac{x_1^p + \cdots + x_k^p}{p}} , \quad x_j \in (-\infty, +\infty), j = 1, \ldots, k,$$

(17)

that is,

$$\rho(x_1, \ldots, x_k) = \rho(x_1) \cdots \rho(x_k),$$

(18)

which means that any finite coordinates of point $X$ in $M$ as random variables are independent.

**Proof.** Firstly, by discretization (it is reasonable by the continuity of $x(t)$), we have $M_n = \{(x_1, \ldots, x_n) | x_1^p + \cdots + x_n^p \leq nR^p \}$ where $x_k = x(k_n)$. We directly compute the density $\rho_n(x_1, \ldots, x_k)$ of $(x_1, \ldots, x_k)$ as the random variables in the ball $M_n$. According to the assumption of equiprobability and the version of analysis of the theorem 1, the theorem is proven.

This result is different to the finite case essentially. In finite ball, coordinates are not independent each other since they are constrained on the ball and there exists a certain relation. But in infinite dimensional ball, for any finite number of coordinates of point in the ball, from its discretization $M_n = \{(x_1, \cdots, x_n) | x_1^p + \cdots + x_n^p \leq nR^p \}$, we can easily see that as $n$ tending to infinity, the radius tends to also infinity, so, for any finite number of coordinates such as $x_1, \cdots, x_k$, their value ranges will become the whole $n$ dimensional space $R^n$. This means that the constraint has disappeared and hence these coordinates are really independent. In other words, essentially, the ball $M$ contains all finite dimensional linear spaces $R^n$ for any positive integer $n$.

Similarly, we have the following theorems.

**Theorem 2** (Version of analysis). For the "first quadrant" $M_n^+ = \{(x_1, \cdots, x_n) | x_1^p + \cdots + x_n^p \leq nR^p, x_i \geq 0, k = 1, \cdots, n \}$ where $p$ is a general real number and $p \geq 1$ or specially $p = \frac{2q_0}{q_0}$ where $\rho_0$ is odd and $(\rho_0, q_0) = 1$, when we suppose that the points in $M_n^+$ are taken by equiprobability, the density of every coordinate $x_k$ of $x$ as a random variable is given by

$$\rho_n(x_k) = \frac{p \Gamma(1 + \frac{q_0}{p})}{Rn^{\frac{1}{p}} \Gamma\left(\frac{1}{p}\right) \Gamma\left(1 + \frac{n-1}{p}\right)} \left(1 - \frac{x_k^p}{nR^p}\right)^{\frac{n-1}{p}}. \quad (19)$$

In particular, the limitation of $\rho_n(x)$ as $n$ tending to infinity is given by

$$\rho(x) = \frac{1}{R \Gamma\left(\frac{1}{p}\right) p^{\frac{1}{p} - 1}} e^{-\frac{x^p}{p R^p}}, \quad x \in [0, +\infty). \quad (20)$$

In general, for any $k$ distinct coordinates $x_{i_1}, \cdots, x_{i_k}$, where $(i_1, \cdots, i_k) \subset \{1, \cdots, n\}$, their union density is given by

$$\rho_n(x_{i_1}, \cdots, x_{i_k}) = \frac{p^k \Gamma(1 + \frac{n}{p})}{R^k n^{\frac{k}{p}} \Gamma\left(\frac{k}{p}\right) \Gamma\left(1 + \frac{n-k}{p}\right)} \left(1 - \frac{x_{i_1}^p + \cdots + x_{i_k}^p}{nR^p}\right)^{\frac{n-k}{p}}. \quad (21)$$
and the limitation of $\rho_n(x_1, \cdots, x_k)$ as $n$ approaching to infinity is

$$\rho(x_1, \cdots, x_k) = \frac{1}{R^k \Gamma(k(\frac{1}{p})) p^{\frac{k}{p}-k}} e^{-\frac{x_1^p + \cdots + x_k^p}{p^{\frac{k}{p}}}}, x_j \in [0, +\infty), j = 1, \cdots, k, \quad (22)$$

that is,

$$\rho(x_1, \cdots, x_k) = \rho(x_1) \cdot \cdots \cdot \rho(x_k), \quad (23)$$

which means that when $n$ tends to infinity, any finite coordinates of point in $M_n$ as random variables are independent.

**Proof.** According to the assumption of equiprobability, we have from the lemma 1,

$$\rho_n(x_1, \cdots, x_k) = \frac{\int \cdots \int_{M_n^+} dx_{k+1} \cdots dx_n}{\int_{M_n^+} dx_1 \cdots dx_n}$$

$$= \frac{p \Gamma(1 + \frac{n}{p})}{\Gamma(\frac{1}{p}) \Gamma(1 + \frac{n-1}{p})(nR^p - x_1^p)^{\frac{n}{p}}} (1 - \frac{x_1^p}{nR^p})^{\frac{n}{p}} \cdot \cdots \cdot (1 - \frac{x_k^p}{nR^p})^{\frac{n}{p}}, \quad (24)$$

where $M_n^+ = \{(x_{k+1}, \cdots, x_n) | x_{k+1}^p + \cdots + x_n^p \leq nR^p - x_1^p - \cdots - x_k^p, x_k \geq 0, k = 1, \cdots, n\}$. Taking the limitation of $n$ approaching to $+\infty$, and using the Stirling’s asymptotic formula of Gamma function, we get,

$$\rho(x_1, \cdots, x_k) = \lim_{n \to +\infty} \frac{p^k \sqrt{2\pi n^{\frac{n}{2}(\frac{n}{2} - k)}} e^{-\frac{x_1^p + \cdots + x_k^p}{p^{\frac{k}{p}}}} n^{\frac{k}{p} - 1} \cdot (1 - \frac{x_1^p}{nR^p})^{\frac{n}{p}}}{2^k \Gamma(k(\frac{1}{p})) (n-k)^{\frac{n-k}{2}} n^{\frac{k}{p} - 1} e^{-\frac{x_1^p + \cdots + x_{k-1}^p}{p^{\frac{k}{p}}}} \cdot (1 - \frac{x_k^p}{nR^p})^{\frac{n}{p}}} = \frac{1}{R^k p^{\frac{k}{p} - k} \Gamma(k(\frac{1}{p}))} e^{-\frac{x_1^p + \cdots + x_k^p}{p^{\frac{k}{p}}}}. \quad (25)$$

The proof is completed.

Similar to the theorem 1, we have the version of geometry of the theorem 2.

**Theorem 2 (Version of geometry).** For the "first quadrant" $M^+ = \{x | x(t) \geq 0, \int_0^1 x^p(t) dt \leq R^p\}$ of $M$ where $p$ is a general real number and $p \geq 1$ or specially $p = \frac{m}{q_0}$ where $p_0$ is odd and $(p_0, q_0) = 1$, when we suppose that the points in $M^+$ are taken by equiprobability, the density of $x(t)$ as a random variable on $M^+$ for fixed $t$ is given by

$$\rho(x) = \frac{1}{R^{p^{\frac{k}{p}-1}} \Gamma(\frac{1}{p})} e^{-\frac{x^p}{R^{p^{\frac{k}{p}}}}}, x \in [0, +\infty). \quad (26)$$

In general, for any $k$ distinct coordinates $x_1, \cdots, x_k$, where $0 < t_1 < \cdots < t_k < 1$, their union density is given by

$$\rho(x_1, \cdots, x_k) = \frac{1}{R^k \Gamma(k(\frac{1}{p})) p^{\frac{k}{p} - k}} e^{-\frac{x_1^p + \cdots + x_k^p}{p^{\frac{k}{p}}}}, x_j \in [0, +\infty), j = 1, \cdots, k, \quad (27)$$
that is,
\[ \rho(x_1, \cdots, x_k) = \rho(x_1) \cdots \rho(x_k), \] (28)
which means that any finite coordinates of point \( X \) in \( M \) as random variables are independent.

**Remark 2.** If we take some special values of \( p \) and suitable variable transformation, we will gain some interesting and important probability distributions. When \( p \) is even, the density looks like a normal distribution, and thus we call it high order normal distribution or normal-like distribution. If \( R = 1 \), a simple form is
\[ \rho(x) = \frac{1}{2\Gamma(\frac{1}{p}p)} e^{-\frac{x^p}{p}}, x \in (-\infty, +\infty). \] (29)
Further, for example, if \( p = 2 \), we get the standard normal distribution
\[ \rho(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}, x \in (-\infty, +\infty), \] (30)
which gives the Gâteaux and Lévy’s result [4]. If \( p = 4 \), we get a 4-order normal distribution
\[ \rho(x) = \frac{\sqrt{2}}{\Gamma(\frac{1}{4})} e^{-\frac{x^4}{4}}, x \in (-\infty, +\infty). \] (31)
When \( p \) is odd, the density looks like an exponent distribution, and thus we call it high order exponent distribution or exponent-like distribution. For example, if \( p = 1 \) and \( R = \lambda^{-\frac{1}{p}} \), we get the usual exponent distribution
\[ \rho(x) = \frac{1}{\lambda} e^{-\lambda x}, x \in [0, +\infty). \] (32)
If \( p = 3 \) and \( R = (3\lambda)^{-\frac{1}{p}} \), we get the 3-order exponent distribution
\[ \rho(x) = \frac{3\lambda^\frac{1}{3}}{\Gamma(\frac{1}{3})} e^{-\lambda x^3}, x \in [0, +\infty). \] (33)
By a simple transformation, we can obtain the famous Gamma distribution in statistics. Indeed, we take a transformation
\[ Z = \frac{x^p}{p\beta}, \] (34)
then the density of \( Z \) is just
\[ \rho(z) = \frac{\beta^\frac{1}{p}}{\Gamma(\frac{1}{p})} z^\frac{1}{p} e^{-\beta y}. \] (35)
Further, taking \( \alpha = \frac{1}{p} \) gives the Gamma distribution
\[ \rho(z, \alpha, \beta) = \frac{\beta^\alpha}{\Gamma(\alpha)} z^{\alpha - 1} e^{-\beta y}. \] (36)
This is a geometrical origin of the Gamma distribution. We can see that this is a rather natural way to derive the Gamma distribution.

Based on the maximum non-symmetrical entropy principle, we can also derive out some distributions [34,35]. But the above geometrical origin is more natural.

3 The average values of some functionals and the concentration without measure

In the section, according to the above results, we study a kind of infinite-dimensional functionals with the form of integral. Our main results are summarized in theorems 3 and 4. The considered infinite-dimensional integrals arise from the infinite-dimensional probability theory[36]. An elementary and rough introduction on such topic can be seen in [36] in which we give more examples and another way to compute the exact average values of some functionals.

**Lemma 2.** If \( f(x) \) satisfies one of the following two conditions,

\begin{align*}
H_1. \ (\text{Differential condition}): & \ f(x) \in C^k[0, +\infty), \ \lim_{x \to +\infty} f^{(j)}(x)e^{-x} = 0 \\
& \text{for } j = 0, \ldots, k - 1, \ \text{and there is a positive constant number } A \text{ such that } |f^{(k)}(x)| \leq A;

H_2. \ (\text{Integral condition}): & \int_0^{+\infty} |f(x)|e^{-\frac{x}{n}} dx < +\infty, \ \int_0^{+\infty} x^2|f(x)|e^{-\frac{x}{n}} dx < +\infty; \quad (37)
\end{align*}

then we have

\[
\lim_{n \to +\infty} \int_0^n f(x)(1 - \frac{x}{n})^\frac{n-a_0}{p} dx = \int_0^{+\infty} f(x)e^{-\frac{x}{n}} dx. \quad (38)
\]

In general, for any finite integer \( n_0 \), we also have

\[
\lim_{n \to +\infty} \int_0^n f(x)(1 - \frac{x}{n})^\frac{n-a_0}{p} dx = \int_0^{+\infty} f(x)e^{-\frac{x}{n}} dx. \quad (39)
\]

**Proof.** **Case (i).** We prove the general formula. Under the condition \( H_1 \).

From integration by parts, we have

\[
\int_0^n f(x)(1 - \frac{x}{n})^\frac{n-a_0}{p} dx = \frac{pn}{n - n_0 + p} f(0) + \frac{pn}{n - n_0 + p} \int_0^n f'(x)(1 - \frac{x}{n})^\frac{n-a_0}{p} + 1 dx
\]

\[= \frac{pn}{n - n_0 + p} f(0) + \frac{p^2n^2}{(n - n_0 + p)(n - n_0 + 2p)} f'(0) + \cdots + \frac{p^{k-1}n^{k-1}}{(n - n_0 + p) \cdots (n - n_0 + kp)} f^{(k-1)}(0)
\]

\[+ \frac{p^{k}n^{k}}{(n - n_0 + p) \cdots (n - n_0 + kp)} \int_0^n f^{(k)}(x)(1 - \frac{x}{n})^\frac{n-a_0}{p} + k dx, \quad (40)
\]
\[
\int_0^{+\infty} f(x)e^{-\hat{\Psi}} \, dx = p f(0) + p^2 f'(0) + \cdots + p^k f^{(k-1)}(0) + p^k \int_0^{+\infty} f^{(k)}(x)e^{-\hat{\Psi}} \, dx.
\] (41)

It is easy to see that we only need to prove
\[
\lim_{n \to +\infty} \int_0^n f^{(k)}(x)(1 - \frac{x}{n})^{\frac{n-n_0}{p} + k} \, dx = \int_0^{+\infty} f^{(k)}(x)e^{-\hat{\Psi}} \, dx.
\] (42)

Indeed, by mean value theorem of integral, we have
\[
\lim_{n \to +\infty} \left| \int_0^n f^{(k)}(x)((1 - \frac{x}{n})^{\frac{n-n_0}{p} + k} - e^{-\hat{\Psi}}) \, dx \right|
= A \lim_{n \to +\infty} \left| \int_0^n \{(1 - \frac{x}{n})^{\frac{n-n_0}{p} + k} - e^{-\hat{\Psi}}\} \, dx \right|
= A \lim_{n \to +\infty} \left| \frac{np}{n-n_0 + (k+1)p} - p + pe^{-\hat{\Psi}} \right| = 0,
\] (43)

where \(\xi_n \in (0, n)\). The lemma is proven under the first condition (i).

**Case (ii).** Under the condition \(H_2\). For \(0 \leq x \leq n\), we know
\[
1 + \frac{x}{n} \leq e^{\hat{\Psi}} \leq \frac{1}{1 - \frac{x}{n}},
\] (44)

and then for \(p > 0\)
\[
(1 + \frac{x}{n})^\frac{1}{p} \leq e^{\hat{\Psi}}, (1 - \frac{x}{n})^\frac{1}{p} \leq e^{-\hat{\Psi}}.
\] (45)

Therefore,
\[
0 \leq e^{-\hat{\Psi}} - (1 - \frac{x}{n})^\frac{1}{p} = e^{-\hat{\Psi}}\left\{1 - e^{\hat{\Psi}}\left(1 - \frac{x}{n}\right)^\frac{1}{p}\right\}
\leq e^{-\hat{\Psi}}\left\{1 - (1 - \frac{x^2}{n^2})^\frac{1}{p}\right\}
= e^{-\hat{\Psi}}\left\{1 - (1 - \frac{x^2}{n^2})^\frac{1}{p}\right\}\left\{1 + (1 - \frac{x^2}{n^2})^\frac{1}{p} + \cdots + (1 - \frac{x^2}{n^2})^{\frac{n-1}{p}}\right\}
\leq ne^{-\hat{\Psi}}\left(1 - (1 - \frac{x^2}{n^2})^\frac{1}{p}\right).
\] (46)

In addition, we have
\[
\lim_{n \to +\infty} \frac{1 - (1 - \frac{x^2}{n^2})^\frac{1}{p}}{\frac{x^2}{pn^2}} = 1,
\] (47)
and hence for arbitrary \(0 < \epsilon < 1\), there exists constant \(N_1\), such that for \(n > N_1\),

\[
|1 - \left(1 - \frac{x^2}{pn^2}\right)^{\frac{n}{n}}| < \epsilon. \tag{48}
\]

by which, we have for \(n > N_1\),

\[
|\int_0^n f(x)(e^{-\frac{x}{n}} - (1 - \frac{x}{n})^{\frac{n}{n}})dx| \\
\leq \frac{1}{pn} \int_0^n x^2|f(x)|e^{-\frac{x}{n}}dx + \frac{1}{pn} \int_0^n x^2|f(x)|e^{-\frac{x}{n}}\left|\frac{1 - (1 - \frac{x}{n})^{\frac{n}{n}}}{\frac{x^2}{pn^2}} - 1\right|dx \\
\leq \frac{1}{pn} \int_0^{+\infty} x^2|f(x)|e^{-\frac{x}{n}}dx + \frac{\epsilon}{pn} \int_0^{+\infty} x^2|f(x)|e^{-\frac{x}{n}}dx. \tag{49}
\]

Since there exists an enough large number \(N_2\) such that for \(n > N_2\), we have

\[
\frac{1}{pn} \int_0^{+\infty} x^2|f(x)|e^{-\frac{x}{n}}dx < \frac{\epsilon}{2}, \tag{50}
\]

taking \(N = \max\{N_1, N_2\}\), for \(n > N\), we get

\[
|\int_0^n f(x)(e^{-\frac{x}{n}} - (1 - \frac{x}{n})^{\frac{n}{n}})dx| < \frac{\epsilon}{2} + \frac{\epsilon^2}{2} < \epsilon. \tag{51}
\]

Since \(\lim_{n \to +\infty} (1 - \frac{x}{n})^{-\frac{na}{n}} = 1\) and \(\int_0^{+\infty} |f(x)|e^{-\frac{x}{n}}dx < +\infty\), there exists an enough number \(N_3\) such that for \(n > N_3\),

\[
|\int_0^n f(x)(1 - \frac{x}{n})^{\frac{n}{n}}\left((1 - \frac{x}{n})^{-\frac{na}{n}} - 1\right)dx| \leq \int_0^n |f(x)|e^{-\frac{x}{n}}\left((1 - \frac{x}{n})^{-\frac{na}{n}} - 1\right)dx < \epsilon. \tag{52}
\]

Thus, we have for \(n > \max\{N_1, N_2, N_3\}\)

\[
|\int_0^n f(x)(e^{-\frac{x}{n}} - (1 - \frac{x}{n})^{\frac{n}{n}}\frac{n-na}{n})dx| \\
\leq |\int_0^n f(x)(e^{-\frac{x}{n}} - (1 - \frac{x}{n})^{\frac{n}{n}})dx| \\
+ |\int_0^n f(x)(1 - \frac{x}{n})^{\frac{n}{n}}\left((1 - \frac{x}{n})^{-\frac{na}{n}} - 1\right)dx| < 2\epsilon. \tag{53}
\]

The lemma is proven.

It is easy to generalize the lemma 2 to the case of \(f(x)\) depending on \(n\).

**Lemma 3.** Suppose \(f_n(x)\) satisfies one of the following two conditions:

- **H1.** (Differential condition): \(\lim_{n \to +\infty} f_n^{(j)}(x) = f^{(j)}(x)\) for \(j = 0, \ldots, k\), \(f_n(x) \in C^k[0, +\infty)\), \(\lim_{x \to +\infty} f_n^{(j)}(x)e^{-x} = 0\) for \(j = 0, \ldots, k - 1\), and there is a positive constant number \(A\) such that \(|f_n^{(k)}(x)| \leq A\);
For example, only replacing $f$ by $f_n(x)$. In the condition $H_2$, we have

$$\int_0^{+\infty} |f(x)|e^{-\frac{x}{n}} dx < +\infty,$$

and

$$\int_0^{+\infty} x^2 |f(x)|e^{-\frac{x}{n}} dx < +\infty.$$  

(54)

Then we have for any finite $n_0$,

$$\lim_{n \to +\infty} \int_0^n f_n(x)(1 - \frac{x}{n}) \frac{n-n_0}{n} dx = \int_0^{+\infty} f(x)e^{-\frac{x}{n}} dx.$$  

(55)

**Proof.** The proof in the condition $H_1$ is similar completely to the lemma 2, only replacing $f(x)$ by $f_n(x)$. In the condition $H_2$, we have

$$\left| \int_0^n \left\{ f(x)e^{-\frac{x}{n}} - f_n(x)(1 - \frac{x}{n}) \frac{n-n_0}{n} \right\} dx \right|$$

$$\leq \left| \int_0^n f(x)(e^{-\frac{x}{n}} - (1 - \frac{x}{n}) \frac{n-n_0}{n}) dx \right| + \left| \int_0^n (f(x) - f_n(x))(1 - \frac{x}{n}) \frac{n-n_0}{n} dx \right|.$$  

(56)

The first term is the same as that in lemma 2, and the second term tends to zero by the assumption of uniform convergence of $f_n(x)$ and $\int_0^n (1 - \frac{x}{n}) \frac{n-n_0}{n} dx = \frac{n-n_0}{n}$. The proof is complete.

Now, for convenience, we define a symmetrization operator $S$ for $m$ variables function $g(x_1, \cdots, x_m)$ by

$$(Sg)(x_1, \cdots, x_m) = \sum_{x \in S(m)} g(x),$$  

(57)

where

$$S(m) = \{x_1, -x_1\} \times \{x_2, -x_2\} \times \cdots \times \{x_m, -x_m\}.$$  

(58)

For example,

$$S(1) = \{x_1, -x_1\}, (Sg)(x) = g(x) + g(-x)$$  

(59)

$$S(2) = \{(x_1, x_2), (x_1, -x_2), (-x_1, x_2), (-x_1, -x_2)\},$$  

(60)

$$(Sg)(x_1, x_2) = g(x_1, x_2) + g(x_1, -x_2) + g(-x_1, x_2) + g(-x_1, -x_2).$$  

(61)

**Theorem 3.** Denote for $m$ variables function $g$

$$G(z_1, \cdots, z_{m-1}, z) = (Sg)(R_{z_1}^{\frac{1}{\beta}}, \cdots, R(z - z_1 - \cdots - z_{m-1})^{\frac{1}{\beta}}) \times \{z_1(z_2 - z_1) \cdots (z - z_1 - \cdots - z_{m-1})\}^{\frac{1}{\beta} - 1},$$  

(62)

and

$$f_n(z) = \int_0^n \cdots \int_0^n G(z_1, \cdots, z_{m-1}, z) dz_1 \cdots dz_{m-1},$$  

(63)

$$f(z) = \int_0^{+\infty} \cdots \int_0^{+\infty} G(z_1, \cdots, z_{m-1}, z) dz_1 \cdots dz_{m-1}.$$  

(64)
Suppose that \( g \) satisfies one of the following two conditions

\((H_1)\). (Differential condition): \( \lim_{n \to +\infty} f_n^{(j)}(x) = f^{(j)}(x) \) for \( j = 0, \cdots, k \), \( f_n(x) \in C^k[0, +\infty) \), \( \lim_{x \to +\infty} f_n^{(j)}(x)e^{-x} = 0 \) for \( j = 0, \cdots, k - 1 \), and there is a positive constant number \( A \) such that \( |f_n^{(k)}(x)| \leq A \);

\((H_2)\). (Integral condition): Suppose that \( \lim_{n \to +\infty} f_n(x) = f(x) \) uniformly for \( x \), and

\[
\int_0^{+\infty} |f(x)|e^{-\frac{x}{p}}dx < +\infty, \quad \int_0^{+\infty} x^2|f(x)|e^{-\frac{x}{p}}dx < +\infty. \tag{65}
\]

Take the ball \( M = \{ x \int_0^1 x^p(t)dt \leq Rp \} \) in \( C[0, 1] \) with norm \( ||x||_p \) when \( p = \frac{m}{q_0} \) where \( p_0 \) is even and \( (p_0, q_0) = 1 \). Then for functional

\[
Y = \int_0^1 \cdots \int_0^1 g(x(t_1), \cdots, x(t_m))dt_1 \cdots dt_m, \tag{66}
\]

the average value of \( Y \) on \( M \) satisfies

\[
EY = \frac{1}{2n\Gamma(m(\frac{1}{p})^{p-m})} \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} g(Rx_1, \cdots, Rx_m)e^{-\frac{x_1^p}{p} - \cdots - \frac{x_m^p}{p}}dx_1 \cdots dx_m. \tag{67}
\]

**Proof.** By discretization of \( Y \), we have

\[
Y_n = \frac{1}{n^m} \sum_{i_1=1}^{n} \cdots \sum_{i_m=1}^{n} g(x_{i_1}, \cdots, x_{i_m}). \tag{68}
\]

By symmetry and consideration in combinatorics, we get

\[
\lim_{n \to +\infty} EY_n = Eg(x_1, \cdots, x_m). \tag{69}
\]

On the other hand, we know that

\[
Eg(x_1, \cdots, x_m) = \lim_{n \to +\infty} \frac{\int_{M_n} g(x_1, \cdots, x_m)dx_1 \cdots dx_n}{\int_{M_n} dx_1 \cdots dx_n}. \tag{70}
\]

According to the theorem 1, we have

\[
Eg(x_1, \cdots, x_m) = \lim_{n \to +\infty} \int_{M'} g(x_1, \cdots, x_m)\rho_n(x_1, \cdots, x_m)dv_m, \tag{71}
\]

where \( M' = \{ (x_1, \cdots, x_m)|x_1^p + \cdots + x_m^p \leq nR^p \} \). Therefore, we need to prove

\[
\lim_{n \to +\infty} \int_{M'} g(x_1, \cdots, x_m)\frac{p^k\Gamma(1 + \frac{n}{p})}{2^mR^m\Gamma(m(\frac{1}{p})^{p-m})} \left( \frac{1}{nR^p} \right)^{\frac{m-1}{p}} dx_1 \cdots dx_m = \frac{1}{2^mR^m\Gamma(m(\frac{1}{p})^{p-m})} \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} g(x_1, \cdots, x_m)e^{-\frac{x_1^p + \cdots + x_m^p}{nR^p}}dx_1 \cdots dx_m. \tag{72}
\]
It is equivalent to prove

$$\lim_{n \to \infty} \int_{M'} g(x_1, \ldots, x_m) \frac{p^m \frac{n}{n-m} \left(\frac{n}{n-m} \right)^{\frac{m}{p}}} {2^m R \Gamma \left(\frac{1}{p}\right) \left(\frac{n-m}{n}\right)^{\frac{m}{p}}} e^{\frac{1}{n} \left(\frac{x_1^p + \cdots + x_m^p}{n R^p}\right)} \left(1 - \frac{x_1^p + \cdots + x_m^p}{n R^p}\right)^{\frac{n-m}{p}} \nu_m \, dx_1 \cdots dx_m.$$

$$= \frac{1}{2^m R \Gamma \left(\frac{1}{p}\right) \left(\frac{n-m}{n}\right)^{\frac{m}{p}}} \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} g(x_1, \ldots, x_m) e^{-\frac{x_1^p + \cdots + x_m^p}{n R^p}} \nu_m \, dx_1 \cdots dx_m. \quad (73)$$

It is enough to prove

$$\lim_{n \to \infty} \int_{M'} g(x_1, \ldots, x_m) \left(1 - \frac{x_1^p + \cdots + x_m^p}{n R^p}\right)^{\frac{n-m}{p}} \nu_m \, dx_1 \cdots dx_m,$n

$$= \int_{M'} (Sg)(x_1, \ldots, x_m) \left(1 - \frac{x_1^p + \cdots + x_m^p}{n R^p}\right)^{\frac{n-m}{p}} \nu_m \, dx_1 \cdots dx_m. \quad (74)$$

For the purpose of simplicity, we reduce the integration on the whole ball $M'$ to the first quadrant $M'^+ = \{(x_1, \ldots, x_m) | x_1^p + \cdots + x_m^p \leq n R^p, x_j \geq 0, 1 \leq j \leq m\}$. By the symmetrization operator $S$, we have

$$\int_{M'} g(x_1, \ldots, x_m) \left(1 - \frac{x_1^p + \cdots + x_m^p}{n R^p}\right)^{\frac{n-m}{p}} \nu_m \, dx_1 \cdots dx_m,$n

$$= \int_{M'^+} (Sg)(x_1, \ldots, x_m) \left(1 - \frac{x_1^p + \cdots + x_m^p}{n R^p}\right)^{\frac{n-m}{p}} \nu_m \, dx_1 \cdots dx_m. \quad (75)$$

Further, we take the transformation $x_j = R y_j^\frac{1}{p}$ for $j = 1, \ldots, m$, and hence

$$\frac{R^m}{p^m} \int_{\Delta_m} (Sg)(R y_1^\frac{1}{p}, \ldots, y_m^\frac{1}{p}) (y_1^\cdot \cdot \cdot y_m^\cdot) ^{\frac{1}{p}-1} \left(1 - \frac{y_1^p + \cdots + y_m^p}{n}\right)^{\frac{n-m}{p}} \, dy_1 \cdots dy_m,$n

$$= \frac{R^m}{p^m} \int_{0}^{+\infty} \cdots \int_{0}^{+\infty} (Sg)(y_1, \ldots, y_m) (y_1^\cdot \cdot \cdot y_m^\cdot) ^{\frac{1}{p}-1} e^{-\frac{y_1^p + \cdots + y_m^p}{n}} \, dy_1 \cdots dy_m. \quad (76)$$

where $\Delta_m = \{(y_1, \ldots, y_m) | y_1 + \cdots + y_m \leq n, y_j \geq 0, 1 \leq j \leq m\}$.

By the same transformation and symmetrization, we reduce the integration from $R^m$ to $R^{+n}$

$$\int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} g(x_1, \ldots, x_m) e^{-\frac{x_1^p + \cdots + x_m^p}{n R^p}} \nu_m \, dx_1 \cdots dx_m,$n

$$= \frac{R^m}{p^m} \int_{0}^{+\infty} \cdots \int_{0}^{+\infty} (Sg)(y_1, \ldots, y_m) (y_1^\cdot \cdot \cdot y_m^\cdot) ^{\frac{1}{p}-1} e^{-\frac{y_1^p + \cdots + y_m^p}{n}} \, dy_1 \cdots dy_m. \quad (77)$$

Further, by variables transformations $z_j = y_1 + \cdots + y_k, 1 \leq j \leq m$ and denoting $z = z_m$, we have

$$\int_{\Delta_m} (Sg)(R y_1^\frac{1}{p}, \ldots, y_m^\frac{1}{p}) (y_1^\cdot \cdot \cdot y_m^\cdot) ^{\frac{1}{p}-1} \left(1 - \frac{y_1^p + \cdots + y_m^p}{n}\right)^{\frac{n-m}{p}} \nu_m \, dy_1 \cdots dy_m,$
and \( s \) satisfy
\[
\{ z_1(z_2 - z_1) \cdots (z - z_1 - \cdots - z_{m-1}) \}^{\frac{1}{p}} - 1 \left( 1 - \frac{z}{n} \right) \frac{d z_1 \cdots d z_{m-1} d z}{n^p}, \quad (78)
\]
and
\[
\int_{0}^{+\infty} \cdots \int_{0}^{+\infty} (Sg)(y_1, \ldots, y_m)(y_1 \cdots y_m)^{\frac{1}{p} - 1} e^{-\frac{y_1 + \ldots + y_m}{n}} dy_1 \cdots dy_m.
\]
\[
= \int_{0}^{+\infty} \cdots \int_{0}^{+\infty} (Sg)(Rz_1^\frac{1}{p}, \ldots, R(z - z_1 - \cdots - z_{m-1})^\frac{1}{p})
\times \{ z_1(z_2 - z_1) \cdots (z - z_1 - \cdots - z_{m-1}) \}^{\frac{1}{p} - 1} e^{-\frac{z}{p}} dz_1 \cdots d z_{m-1} d z, \quad (79)
\]

Denote \( f_n(z) \) and \( f(z) \) by
\[
f_n(z) = \int_{0}^{n} \cdots \int_{0}^{n} (Sg)(Rz_1^\frac{1}{p}, \ldots, R(z - z_1 - \cdots - z_{m-1})^\frac{1}{p})
\times \{ z_1(z_2 - z_1) \cdots (z - z_1 - \cdots - z_{m-1}) \}^{\frac{1}{p} - 1} dz_1 \cdots d z_{m-1}, \quad (80)
\]
\[
f(z) = \int_{0}^{+\infty} \cdots \int_{0}^{+\infty} (Sg)(Rz_1^\frac{1}{p}, \ldots, R(z - z_1 - \cdots - z_{m-1})^\frac{1}{p})
\times \{ z_1(z_2 - z_1) \cdots (z - z_1 - \cdots - z_{m-1}) \}^{\frac{1}{p} - 1} dz_1 \cdots d z_{m-1}. \quad (81)
\]

Under the conditions and by the lemma 3, we get the conclusion. The proof is completed.

**Theorem 4.** Suppose that \( g \) satisfies one of the following two conditions:

**H\(_1\):** Let \( g(x) \in C^k(-\infty, +\infty) \). Denote \( r(x) = x^{\frac{1}{p} - 1} \{ g(Rx^\frac{1}{p}) + g(-Rx^\frac{1}{p}) \} \), and \( r(x) \in C^0[0, +\infty) \), and \( \lim_{x \to +\infty} r^{(j)}(x) e^{-x} = 0 \) for \( j = 0, \ldots, k - 1 \), and there is a positive number \( A \) such that \( |r^{(k)}(x)| \leq A \).

**H\(_2\):** \( \int_{0}^{+\infty} x^{\frac{1}{p} + 1} |g(Rx^\frac{1}{p}) + g(-Rx^\frac{1}{p})| e^{-x} dx < +\infty \).

Take the ball \( M = \{ x | \int_{0}^{1} x^p(t) dt \leq R^p \} \) in \( C^0[0, 1] \) with norm \( ||x||_p \) when \( p = \frac{m}{m_0} \) where \( p_0 \) is even and \((p_0, q_0) = 1 \). Then we have

1. The average value and variance on \( M \) of the functional
\[
Y = \int_{0}^{1} g(x(t)) dt,
\quad (82)
\]
satisfy
\[
EY = \frac{1}{2 \Gamma(\frac{1}{p})} \int_{-\infty}^{+\infty} g(Rx)e^{-x^p} dx,
\quad (83)
\]
\[
DY = 0.
\quad (84)
\]
2. For the functionals \( Y_1, \cdots, Y_n \) with the form
\[
Y_k = \int_{I_k} g(x(t)) dt,
\quad (85)
\]
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where $I_k$ for $k = 1, \cdots, n$ are subintervals of the interval $[0, 1]$, then

$$EY_k = \frac{l(I_k)}{2\Gamma(\frac{1}{p})^p} \int_{-\infty}^{+\infty} g(Rx)e^{-\frac{x^p}{n}} dx,$$

(86)

$$DY_k = 0,$$  

(87)

where $l(I_k)$ is the length of interval $I_k$.

(iii) Given a function $h \in C^k(-\infty, +\infty)$, and there is a positive constant $A$ such that $|h^{(k)}(y)| < A$, we have the nonlinear exchange formula for the average value of $h(Y)$ on $M$,

$$Eh(Y) = h(EY).$$

(88)

**Proof.** By the theorem 3, we can derive the first conclusion. Here we give a proof for the first result by lemma 2. We only consider the first case of $H_1$, while the second condition can be similarly proven according to the case (ii) in lemma 2.

(i) We direct use the theorem 1 and the lemma 2 to give a simple proof. In fact, by definition 3, we take the same partition of $t$ for both $M$ and $Y$, we have

$$EY = \lim_{n \to \infty} \frac{\int_{M_n} \frac{1}{n} \sum_{k=1}^{n} g(x_k)dv_n}{\int_{M_n} dv_n},$$

(89)

where $M_n$ is the same that in theorem 1. By symmetry and theorem 1, we know that

$$EY = \lim_{n \to \infty} \int_{0}^{R_n} \frac{g(x)\rho_n(x)dx}{\int_{0}^{R_n} \rho_n(x)dx} = \lim_{n \to \infty} \int_{0}^{R_n} \{g(x) + g(-x)\}\rho_n(x)dx$$

$$= \lim_{n \to \infty} \int_{0}^{R_n} \{g(x) + g(-x)\} \frac{\rho \Gamma(1 + \frac{a}{p})}{2\Gamma(\frac{1}{p})\Gamma(1 + \frac{a-1}{p})(nR^p - x^p)\frac{1}{p}}(1 - \frac{x^p}{nR^p})^\frac{a}{p} dx$$

$$= \lim_{n \to \infty} \int_{0}^{R_n} \{g(Rx^\frac{1}{p}) + g(-Rx^\frac{1}{p})\} \frac{x^\frac{1}{p} - \Gamma(1 + \frac{a}{p})}{2\Gamma(\frac{1}{p})\Gamma(1 + \frac{a-1}{p}n^\frac{1}{p})n^\frac{a-1}{p}} (1 - \frac{x}{n})^\frac{a-1}{p} dx.$$  

(90)

Further, by Stirling formula of Gamma function and the lemma 2 in which we take $n_0 = 1$, we obtain

$$EY = \frac{1}{2p^\frac{1}{p}\Gamma(\frac{1}{p})} \int_{0}^{+\infty} x^\frac{1}{p} - 1 \{g(Rx^\frac{1}{p}) + g(-Rx^\frac{1}{p})\}e^{-\frac{x^p}{n}} dx$$

$$= \frac{1}{2p^\frac{1}{p} - 1 \Gamma(\frac{1}{p})} \int_{0}^{+\infty} \{g(Rx) + g(-Rx)\}e^{-\frac{x^p}{n}} dx$$

$$= \frac{1}{2p^\frac{1}{p} - 1 \Gamma(\frac{1}{p})} \int_{-\infty}^{+\infty} g(Rx)e^{-\frac{x^p}{n}} dx.$$  

(91)
In the last step, we use the property of \( x^p \) being even function by the value of \( p \). Then we have proven the first conclusion. This also means the linearity of the expectation \( E \),

\[
EY = \int_0^1 E(g(x(t)))dt = E(g(x(t))) = \frac{1}{2R\Gamma\left(\frac{1}{p}\right)p^{\frac{1}{p}-1}} \int_{-\infty}^{+\infty} g(x)e^{-\frac{x^p}{p}}dx. \tag{92}
\]

Similarly,

\[
E(Y^2) = \lim_{n \to +\infty} E(Y_n^2) = \lim_{n \to +\infty} \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} E(g(x_i)g(x_j))
\]

\[
= \lim_{n \to +\infty} \left\{ \frac{n-1}{n} E(g(x_1)g(x_2)) + \frac{1}{n} E(g^2(x_1)) \right\}
\]

\[
= E(g(x_1)g(x_2)). \tag{93}
\]

By the theorem 3 in which we take \( m = 2 \) and \( g(x_1, x_2) = g(x_1)g(x_2) \), we get

\[
E(g(x_1)g(x_2)) = E(g(x_1))E(g(x_2)) = E^2(Y), \tag{94}
\]

which means \( DY = 0 \).

**Note:** Formally, this conclusion is obvious. Indeed, by the two-dimensional measure of the set \( \{(t, s)|t = s\} \) as a subset of \([0, 1]^2\) being zero, and the independence of \( x(t) \) and \( x(s) \) for \( t \neq s \), we have from the theorem 1,

\[
E(Y^2) = \int_0^1 \int_0^1 E(g(x(t))g(x(s)))dtds = E(g(x(t)))E(g(x(s))) = E^2(Y).
\]

(ii) Next we prove the formula of \( EY_k \). Without loss of generality, we only discuss the case \( k = 1 \), and suppose \( I = [0, a] \) where \( a \) is a rational number or an irrational number. When \( a \) is an rational number, that is, \( a = \frac{r}{s} \), \((r, s) = 1\), we divide \([0, 1]\) by \( sn \) equal parts, and hence the discretization of the functional \( Y = \int_0^1 g(x(t))dt \) is given by \( Y_n = \frac{1}{sn} \sum_{i=1}^{sn} g(x_i) \). So we have

\[
EY_n = \frac{1}{sn} \sum_{i=1}^{rn} Eg(x_i) = \frac{r}{s} E(g(x_1)). \tag{95}
\]

When \( a \) is an irrational number, we can use the rational numbers sequence \( \{a_r\} \) to approach it, and then by limitation, we get the result.

Further we have \( DY_k = 0 \) by the same reason with the case (i).

(iii) Similar to case (i), with operations of combinatorics, by the theorem 3, we have \( E(Y^k) = E^k(Y) \) for any positive integer \( k \). Therefore, we have for any \( m \geq 1 \),

\[
\lim_{n \to +\infty} E(Y_n - EY)^m = 0. \tag{96}
\]

In fact, we have

\[
(Y_n - EY)^m = \sum_{j=0}^{m} \binom{m}{j} (-1)^j (EY_n)^{m-j} (EY)^j, \tag{97}
\]
and hence from $E(Y^k) = \lim_{n \to +\infty} E(Y_n^k) = E^k(Y)$,

\[ \lim_{n \to +\infty} E(Y_n - EY)^m = \sum_{j=0}^{m} \binom{m}{j} (-1)^j (EY)^{m-j} (EY)^j = (1 - 1)^m = 0. \]  

(98)

Next, by definition 5,

\[ Eh(Y) = \lim_{n \to +\infty} Eh(Y_n) = \lim_{n \to +\infty} Eh\left(\frac{1}{n} \sum_{k=1}^{n} g(x_k)\right). \]  

(99)

Further, from the mean value theorem, there is a point $\xi_n \in (Y_n, EY)$ or $\xi_n \in (EY, Y_n)$ such that

\[ h(Y_n) = h(EY) + h'(EY)(Y_n - EY) + \cdots \]

\[ + \frac{h^{(k-1)}(EY)}{(k-1)!} (Y_n - EY)^{k-1} + \frac{h^{(k)}(\xi_n)}{(k)!} (Y_n - EY)^k, \]  

(100)

and then

\[ Eh(Y_n) = Eh(EY) + h'(EY)E(Y_n - EY) + \cdots \]

\[ + \frac{h^{(k-1)}(EY)}{(k-1)!} E(Y_n - EY)^{k-1} + E\left(\frac{h^{(k)}(\xi_n)}{(k)!} (Y_n - EY)^k\right). \]  

(101)

For the last term, we have as $n \to +\infty$,

\[ |E(\frac{h^{(k)}(\xi_n)}{(k)!} (Y_n - EY)^k)| < A|E(Y_n - EY)^k| \to 0. \]  

(102)

So, taking the limitation as $n$ tending to $+\infty$, and using $\lim_{n \to +\infty} E(Y_n - EY)^m = 0$, we get $Eh(Y) = h(EY)$. The proof is completed.

In general, we have the following theorem.

**Theorem 5.** For $n$ functions $g_i$ of $m$ variables, suppose that every function $G_i$ of $g_i$ satisfies the same conditions in theorem 3. Take the ball $M = \{ x | \int_0^1 x^p(t)dt < R^p \}$ in $C[0,1]$ with norm $||x||_p$ where $p \geq 1$ when $p = \frac{m}{p_0}$ where $p_0$ is even and $(p_0, q_0) = 1$. Consider the functionals $Y_1, \cdots, Y_n$ with the form

\[ Y_k = \int_{I_{k1}} \cdots \int_{I_{km_k}} g_k(x(t_1), \cdots, x(t_{m_k}))dt_1 \cdots dt_{m_k}, \]

(103)

where $I_{kj}$ for $j = 1, \cdots, m_k, k = 1, \cdots, n$ are subintervals of $[0,1]$. We have

(1) The average values satisfy

\[ EY_k = \frac{vol(I_{k1} \times \cdots \times I_{km_k})}{2^m \Gamma^m\left(\frac{1}{p}\right) p^{\frac{m}{p}} - m} \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} g_k(Rx_1, \cdots, Rx_m)e^{-\frac{r}{p^2}} \cdots e^{-\frac{r^m}{p^m}} dx_1 \cdots dx_m, \]  

(104)

\[ DY_k = 0, \]  

(105)

where $vol(I_{k1} \times \cdots \times I_{km_k}) = l(I_{k1}) \times \cdots \times l(I_{km_k})$.  
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(ii). Given a function $h$ of $n$ variables, $h \in C^k(-\infty, +\infty)^n$, and there is a positive constant $A$ such that $|\frac{\partial^k h}{\partial x_j^k}| < A$, we have the nonlinear exchange formula for the average value of $h(Y_1, \cdots, Y_n)$ on $M$,

$$Eh(Y_1, \cdots, Y_n) = h(EY_1, \cdots, EY_n). \quad (106)$$

**Proof.** (i). Without loss of generality, we only take $n = 2$. The proofs of (i) in the theorem can be give by the theorem 3 and the similar method in theorem 4. For the general case of $I_k$ being subinterval of $[0, 1]$, we only need a proof of the following formula for $Y_1 = \int_{I_1} g_1(x(t))dt$ and $Y_2 = \int_{I_2} g_2(x(t))dt$ where $I_1 = [0, r/s]$ and $I_2 = [r/s, s]$ being the intervals of $[0, 1]$ where $r, r_1, r_2, s$ all are positive integers,

$$E(Y_1Y_2) = E(Y_1)E(Y_2). \quad (107)$$

Indeed, we divide $[0, 1]$ into $sn$ equal parts, and then

$$Y_{1n} = \frac{1}{sn} \sum_{i=1}^{rn} g_1(x_i), \quad (108)$$

$$Y_{2n} = \frac{1}{sn} \sum_{j=r_1n}^{rn} g_2(x_j). \quad (109)$$

Therefore,

$$Y_{1n}Y_{2n} = \frac{1}{s^2n^2} \sum_{i=1}^{rn} \sum_{j=r_1n}^{rn} g_1(x_i)g_2(x_j). \quad (110)$$

Without loss of generality, suppose $r_1 < r < r_2$. By symmetry, we have

$$E(Y_{1n}Y_{2n}) = \frac{1}{s^2n^2} \sum_{i=1}^{rn} \sum_{j=r_1n}^{rn} E(g_1(x_i)g_2(x_j))$$

$$= \frac{1}{s^2n^2} \{ (r(r_1-r_2)n^2 + r_2n - 1)E(g_1(x_i)g_2(x_j)) + (rn-r_2n+1)E(g_1(x_1)g_2(x_1)) \} \quad (111)$$

By theorem 3 and taking limitation as $n$ approaching to infinity, we get the result. For the case of the endpoints of $I_k$ being irrational numbers, we can prove it by using rational numbers to approach irrational number.

(ii). Here in order to prove the nonlinear exchange formula, we only consider the case of $n = 2$ and $I_1 = I_2 = [0, 1]$, while general case can be similarly proven. By definition 5,

$$Eh(Y_1, Y_2) = \lim_{n \to +\infty} Eh(Y_{1n}, Y_{2n}) = \lim_{n \to +\infty} Eh(\frac{1}{n} \sum_{i=1}^{n} g_1(x_i), \frac{1}{n} \sum_{j=1}^{n} g_2(x_j)). \quad (112)$$
Further, from the mean value theorem, there are $\xi_{1n}$ and $\xi_{jn}$ being respectively between $EY_j$ and $Y_{jn}$ for $j = 1, 2$, that is $\xi_n \in (Y_n, EY)$ or $\xi_n \in (EY, Y_n)$ such that

$$h(Y_{1n}, h_{2n}) = h(EY_1, EY_2) + \frac{\partial h}{\partial Y_1}(EY_1, EY_2)(Y_{1n} - EY_1) + \frac{\partial h}{\partial Y_2}(EY_1, EY_2)(Y_{2n} - EY_2)$$

$$+ \cdots + \frac{1}{(k - 1)!} \sum_{i=0}^{k-1} \frac{\partial^{k-1}h(EY_1, EY_2)}{\partial Y_1^i \partial Y_2^{k-1-i}}(Y_{1n} - EY_1)^i (Y_{2n} - EY_2)^{k-1-i}$$

$$+ \frac{1}{(k)!} \sum_{i=0}^{k} \frac{\partial^k h(\xi_{1n}, \xi_{2n})}{\partial Y_1^i \partial Y_2^{k-i}}(Y_{1n} - EY_1)^i (Y_{2n} - EY_2)^{k-i}. \quad (113)$$

And then

$$Eh(Y_{1n}, h_{2n}) = h(EY_1, EY_2) + \frac{\partial h}{\partial Y_1}(EY_1, EY_2)E(Y_{1n} - EY_1) + \frac{\partial h}{\partial Y_2}(EY_1, EY_2)E(Y_{2n} - EY_2)$$

$$+ \cdots + \frac{1}{(k - 1)!} \sum_{i=0}^{k-1} \frac{\partial^{k-1}h(EY_1, EY_2)}{\partial Y_1^i \partial Y_2^{k-1-i}}E((Y_{1n} - EY_1)^i (Y_{2n} - EY_2)^{k-1-i})$$

$$+ \frac{1}{(k)!} \sum_{i=0}^{k} E\left\{ \frac{\partial^k h(\xi_{1n}, \xi_{2n})}{\partial Y_1^i \partial Y_2^{k-i}}(Y_{1n} - EY_1)^i (Y_{2n} - EY_2)^{k-i}, \right\} \quad (114)$$

Firstly, by the similar method of proving $\lim_{n \to +\infty} E(Y_n - EY)^m = 0$, we can easily prove $\lim_{n \to +\infty} E((Y_{1n} - EY_1)^i (Y_{2n} - EY_2)^j) = 0$. Then, for the last term, we have as $n \to +\infty$,

$$\left| \sum_{i=0}^{k} E\left\{ \frac{\partial^k h(\xi_{1n}, \xi_{2n})}{\partial Y_1^i \partial Y_2^{k-i}}(Y_{1n} - EY_1)^i (Y_{2n} - EY_2)^{k-i} \right\} \right|$$

$$\leq A \left| \sum_{i=0}^{k} E\left\{ (Y_{1n} - EY_1)^i (Y_{2n} - EY_2)^{k-i} \right\} \right| \to 0. \quad (115)$$

Therefore, taking the limitation as $n$ tending to $+\infty$, and using $\lim_{n \to +\infty} E((Y_{1n} - EY_1)^i (Y_{2n} - EY_2)^j) = 0$, we get the nonlinear exchange formula $Eh(Y_1, Y_2) = h(EY_1, EY_2)$. The proof is completed.

Similarly, we can prove the following theorem and omit its proof.

**Theorem 6.** Denote for $m$ variables function $g$

$$G(z_1, \cdots, z_{m-1}, z) = g(Rz_1^{\frac{1}{p}}, \cdots, R(z - z_1 - \cdots - z_{m-1})^{\frac{1}{p}})$$

$$\times \{ z_1(z_2 - z_1)\cdots (z - z_1 - \cdots - z_{m-1}) \}^{\frac{1}{p} - 1}, \quad (116)$$

and

$$f_n(z) = \int_0^n \cdots \int_0^n G(z_1, \cdots, z_{m-1}, z)dz_1 \cdots dz_{m-1} \quad (117)$$
Suppose that $g$ satisfies one of the following two conditions

$H_1$. (Differential condition): $\lim_{n \to +\infty} f_n^{(j)}(x) = f^{(j)}(x)$ for $j = 0, \cdots, k$, $f_n(x) \in C^k[0, +\infty)$, $\lim_{x \to +\infty} f_n^{(j)}(x)e^{-x} = 0$ for $j = 0, \cdots, k - 1$, and there is a positive constant number $A$ such that $|f_n^{(k)}(x)| \leq A$;

$H_2$. (Integral condition): Suppose that $\lim_{n \to +\infty} f_n(x) = f(x)$ uniformly for $x$, and

$$
\int_0^{+\infty} |f(x)|e^{-\frac{x}{2}}dx < +\infty, \quad \int_0^{+\infty} x^2|f(x)|e^{-\frac{x}{2}}dx < +\infty. \quad (119)
$$

Take the "first quadrant" $M^+ = \{x| x(t) \geq 0, \int_0^1 x^p(t)dt \leq R^p \}$ of $M$ where $p \geq 1$ or in special $p = \frac{nq}{p_0}$ where $p_0$ is odd and $(p_0,q_0) = 1$. Then the average value and variance on $M$ of the functional

$$
Y = \int_{I_1} \cdots \int_{I_m} g(x(t_1), \cdots, x(t_m))dt_1 \cdots dt_m, \quad (120)
$$

satisfy

$$
\begin{align*}
EY &= \frac{l(I_1) \times \cdots \times l(I_m)}{\Gamma^m(\frac{1}{p})p^m} \int_0^{+\infty} \cdots \int_0^{+\infty} g(Rx_1, \cdots, Rx_m)e^{-\frac{p}{r}x_1^p - \cdots - \frac{p}{r}x_m^p}dx_1 \cdots dx_m, \\
DY &= 0, \quad (121) \tag{122}
\end{align*}
$$

where $I_i$ for $i = 1, \cdots, m$ are subintervals of $[0, 1]$, $l(I_i)$ is the length of $I_i$. Further, given a function $h$ of $n$ variables, $h \in C^k(-\infty, +\infty)^n$, and there is a positive constant $A$ such that $|\frac{\partial^k h}{\partial x_j^k}| < A$, we have the nonlinear exchange formula for the average value of $h(Y_1, \cdots, Y_n)$ on $M$,

$$
Eh(Y_1, \cdots, Y_n) = h(EY_1, \cdots, EY_n), \quad (123)
$$

where $Y_k$ is the same with that in theorem 5.

Formally, the above theorems 3-6 show the complete concentration of measure phenomenon which means that a functional takes its average value on an infinite-dimensional ball with probability 1. However, we have no measure and hence no corresponding probability. Therefore, instead of measure, we use $DY = 0$ to characterize the so-called concentration of measure phenomenon.

If we consider infinite-dimensional sphere as the limitation of finite dimensional balls, we have formally the routine concentration of measure. Indeed, for the sphere $M(R) = \{x| \int_0^1 x^p(t)dt \leq R^p \}$ ($p = \frac{2n}{m}$ where $p_0$ is even and $(p_0,q_0) = 1$) or $M(R) = \{x| \int_0^1 x^p(t)dt \leq R^p, x(t) \geq 0 \}$ ($p = \frac{2n}{m}$ where $p_0$ is odd and $(p_0,q_0) = 1$) in $C[0, 1]$ with $p$-norm, we can easily see that the measure concentrates completely on the surface of sphere $M$ since $V(M(R)) = \lim_{n \to +\infty}(\frac{2}{R})^n = 0$ for $r < R$. Therefore, the average value of the functional in
the set $M$ (or $M^+$) can be reduced to and equal to the average value on the surface of $M$ (or $M^+$).

It is easy to see that other functionals don’t always satisfy $DY = 0$. For example, for the functional

$$Y = f(x) = \int_{I_1} \cdots \int_{I_m} g(x(t_1), \cdots, x(t_m), t_1, \cdots, t_m) dt_1 \cdots dt_m, \quad (124)$$

in general, the average value on $M$ or $M^+$ will be respectively

$$E(Y) = \frac{l(I_1) \times \cdots \times l(I_m)}{2^m \Gamma^m \left( \frac{1}{p} \right) \rho^{p-m}} \int_{I_1} \cdots \int_{I_m} \int_0^{+\infty} \int_{-\infty}^{+\infty} g(Rx_1, \cdots, Rx_m, t_1, \cdots, t_m)$$

$$\times e^{-\frac{x_1^p}{\pi} \cdots \frac{x_m^p}{\pi}} dx_1 \cdots dx_m dt_1 \cdots dt_m, \quad (125)$$

or

$$E(Y) = \frac{l(I_1) \times \cdots \times l(I_m)}{\Gamma^m \left( \frac{1}{p} \right) \rho^{p-m}} \int_{I_1} \cdots \int_{I_m} \int_0^{+\infty} \int_0^{+\infty} g(Rx_1, \cdots, Rx_m, t_1, \cdots, t_m)$$

$$\times e^{-\frac{x_1^p}{\pi} \cdots \frac{x_m^p}{\pi}} dx_1 \cdots dx_m dt_1 \cdots dt_m. \quad (126)$$

But in general $DY \neq 0$ and then the complete concentration of measure don’t hold.

**Remark 3.** How to compute the average value is dependent to how to define it. From the theorems 1 and 2, we have obtained the densities of the coordinates of the points in $M$ and $M^+$, thus it seems that a natural way of getting the average value of $Y$ is just to define it as the formulas (125) and (126) respectively only if the integrals in the right sides exist and are finite or infinite. However, from the above theorems 3-6, we can see that we need some restrictive conditions on $g$ to prove the corresponding formulas of average values for integral form functionals. This is because that we use the same discretization of interval $[0, 1]$ of $t$ in both $M$ and $Y$ such that we must deal with simultaneously the limitation of $n$ appearing in integrand and upper limit of integral, according to the definitions 3 and 4. For the purpose of consistency, this is a necessary step.

## 4 Further results and discussions

In the section, I will give some further results and discussions on average values of functionals for some general cases, including the average value depending on discretization, the definition of average values of the general continuous functionals, and the definition of average values on the whole space $C[0, 1]$ with $p$-norm. Our discussions will focus on the $M$, while it is similar for $M^+$. In addition, we mainly discuss the case of $g$ is a single variable function, and the general case can be easily given. Specially, we prove an important result which means that the average value depends on the partition of $[0, 1]$. 
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4.1 The average value depends on the discretization

From these definitions of average value of functionals, it seems that the average value should be independent to the partition of \([0,1]\). But it is not the case.

It is well known that the stochastic integral \(\int_a^b X(t)\,dW(t)\) is defined by the mean square limitation of the following summation

\[
\sum_{k=1}^n X(t'_k)(W(t_k) - W(t_{k-1})),
\]

where \(a = t_0 < t_1 < \cdots < t_n = b\), and \(t'_k \in [t_{k-1}, t_k)\). However, if \(t'_k\) is taken arbitrarily, the limitation doesn’t exist. Therefore, in general, we take \(t'_k = t_{k-1}\) to give the Ito integral, and take \(t'_k = \frac{t_k + t_{k-1}}{2}\) to give Stratonovich integral. Being analogous to the stochastic integral, our definition of average values of functionals also depends on the discretizations.

For any partition of \([0,1]\), \(0 = t_0 < t_1 < \cdots < t_{n-1} < t_n = 1\), we use discrete summation \(\sum_{k=1}^n g(x_k)\Delta t_k\) as \(\lambda \to 0\) to replace the integral \(Y = f(x) = \int_0^1 g(x(t))\,dt\) where \(\Delta t_k = t_k - t_{k-1}\), \(\lambda = \max_{1\leq k \leq n} \Delta t_k\) and \(x_k = x(\xi_k)\) for arbitrary number \(\xi_k \in (t_{k-1}, t_k)\). This is reasonable by the continuity of \(g\). The discretization \(M_n\) of the ball \(M\) is given by \(M_n = \{(x_1, \cdots, x_n)|x_1^p\Delta t_1 + \cdots + x_n^p\Delta t_n \leq R^p\}\). We will obtain a theorem and then give an example to show that the different discretization yields the different average value.

**Theorem 7.** Take the ball \(M = \{x|\int_0^1 x^p(t)\,dt \leq R^p\}\) in \(C[0,1]\) with norm \(\|x\|_p\) where \(p \geq 1\) when \(p = \frac{p_0}{q_0}\) where \(p_0\) is even and \((p_0, q_0) = 1\). Suppose that the partition \(0 = t_0 < t_1 < \cdots < t_{n-1} < t_n = 1\) of \([0,1]\) satisfies the following conditions: \(\Delta t_k = \frac{r_j}{n}\) for \(k = s_{j-1}n + 1, \cdots, s_jn, j = 1, \cdots, m\), where \(s_0 = 0, s_j > 0, r_j > 0, s_1 + \cdots + s_m = 1\) and \(s_1r_1 + \cdots + s_m r_m = 1\). Then the average value of functional \(Y = \int_0^1 g(x(t))\,dt\) on the ball \(M\) is given by

\[
EY = \frac{1}{2\Gamma\left(\frac{1}{p}\right)p^{\frac{1}{p}-1}} \int_{-\infty}^{+\infty} \left\{ \sum_{k=1}^m s_k r_k g(r_k^{-\frac{1}{p}} x) \right\} e^{-\frac{x^{2}}{2\sigma^2}}\,dx,
\]

where \(g\) satisfies the same conditions in theorem 4. This means that the average values of functionals depend on the discretizations.

**Proof.** The main ideas and steps of the proof are similar to the theorem 4, so we only give main steps without detailed process. By the simultaneous discretization of \(Y\) and \(M\) as above, we have the average value of \(Y_n\) as

\[
EY_n = \lim_{\lambda \to 0} \frac{\int_{M_n} \sum_{k=1}^n g(x_k)\,dv_n \Delta t_k}{\int_{M_n} dv_n}
\]

Since \(\lambda \to 0\) implying \(n \to \infty\), we have

\[
EY = \lim_{n \to \infty} \frac{\sum_{k=1}^n \int_{M_n} g(x_k)\,dv_n \Delta t_k}{\int_{M_n} dv_n}.
\]
Firstly, we need the following theorem. Its proof is similar to the theorem 4, so we omit it for simplicity.

By the similar process with the theorem 4, we get

\[
EY_n = \frac{1}{2R\Gamma\left(\frac{1}{p}\right)p^{-\frac{1}{p}}} \sum_{k=1}^{m} \int_{0}^{R(\Delta t_k)^{-\frac{1}{p}}} \left\{ g(x_k) + g(-x_k) \right\} \left( 1 - \frac{x_k^p}{R^p} \Delta t_k \right)^{\frac{n}{p} - 1} (n\Delta t_k)^{\frac{n}{p}} \, dx_k \Delta t_k
\]

\[
= \frac{1}{2R\Gamma\left(\frac{1}{p}\right)p^{-\frac{1}{p}}} \sum_{j=1}^{m} \int_{0}^{Rn^{-\frac{1}{p}}} \left\{ g(x_k(n\Delta t_k)^{-\frac{1}{p}}) + g(-x_k(n\Delta t_k)^{-\frac{1}{p}}) \right\} \left( 1 - \frac{x_k^p}{nR^p} \right)^{\frac{n}{p} - 1} \, dx_k \Delta t_k
\]

\[
= \frac{1}{2R\Gamma\left(\frac{1}{p}\right)p^{-\frac{1}{p}}} \int_{0}^{Rn^{-\frac{1}{p}}} \sum_{j=1}^{m} s_k r_k \left\{ g(x_k r_k^{-\frac{1}{p}}) + g(-x_k r_k^{-\frac{1}{p}}) \right\} \left( 1 - \frac{x_k^p}{nR^p} \right)^{\frac{n}{p} - 1} \, dx_k.
\]

By lemma 2, we take the limitation as \( n \) tending to infinity and get the conclusion. The proof is completed.

From the above theorem, if \( g(x) \neq \sum_{j=1}^{m} s_j r_j g(r_j^{-\frac{1}{p}} x) \), we will obtain two different average values of \( EY \). For example, we take \( m = 2, s_1 = s_2 = \frac{1}{2}, r_1 = \frac{1}{2}, r_2 = \frac{3}{2} \), then we get from theorem 7

\[
(EY)_1 = \frac{1}{2R\Gamma\left(\frac{1}{p}\right)p^{-\frac{1}{p}}} \int_{-\infty}^{+\infty} \left\{ \frac{1}{4} g(2^{\frac{1}{p}} x) + \frac{3}{4} g((\frac{2}{3})^{\frac{1}{p}} x) \right\} e^{-\frac{p}{R^p}} \, dx,
\]

and from theorem 4 or from theorem 7 for \( m = 1, s_1 = r_1 = 1 \),

\[
(EY)_2 = \frac{1}{2R\Gamma\left(\frac{1}{p}\right)p^{-\frac{1}{p}}} \int_{-\infty}^{+\infty} g(x) e^{-\frac{p}{R^p}} \, dx.
\]

In general \( (EY)_1 \neq (EY)_2 \).

In the paper, the reason of taking uniform partition is based on the symmetry and simplicity and maybe esthetics. From the theorem, we also see the complexity of the topic.

4.2 The average values of analytic functionals

Firstly, we need the following theorem. Its proof is similar to the theorem 4, so we omit it for simplicity.

**Theorem 8.** Suppose that the function \( a(t_1, \cdots, t_m) \) is integrable, and \( g \) satisfies the same conditions in theorem 5. Take the ball \( M = \{ x | \int_{0}^{1} x^p(t) \, dt \leq R^p \} \) in \( C[0, 1] \) with norm \( ||x||_p \) where \( p \geq 1 \) when \( p = \frac{m}{q_0} \) where \( p_0 \) is even and \( (p_0, q_0) = 1 \). Then for the functional

\[
Y = \int_{0}^{1} \cdots \int_{0}^{1} a(t_1, \cdots, t_m) g(x(t_1), \cdots, x(t_m)) \, dt_1 \cdots dt_m,
\]

we have

\[
EY = \frac{1}{2^m \Gamma^m\left(\frac{1}{p}\right)p^{-m}} \int_{0}^{1} \cdots \int_{0}^{1} a(t_1, \cdots, t_m) \, dt_1 \cdots dt_m
\]
\[
\times \int_{-\infty}^{+\infty} \cdots \int_{-\infty}^{+\infty} g(Rx_1, \cdots, Rx_m) e^{-\frac{x_1^p}{p} - \cdots - \frac{x_m^p}{p}} \, dx_1 \cdots dx_m. \quad (135)
\]

Next we consider the average values of analytic functionals on the ball \( M \). According to [4], the analytic functional \( Y = f(x) \) can be expanded as the power series

\[
f(x) = \sum_{m=0}^{+\infty} \frac{1}{m!} \int_0^1 \cdots \int_0^1 \frac{\delta^m f(0)}{\delta x(t_1) \cdots \delta x(t_m)} x(t_1) \cdots x(t_m) \, dt_1 \cdots dt_m, \quad (136)
\]

where \( \frac{\delta f}{\delta x(t)} \) is the Fréchet derivative. By discretization, we have

\[
Y_n = f_n(x_1, \cdots, x_n) = \sum_{m=0}^{+\infty} \frac{1}{m! m^n} \sum_{i_1=1}^{n} \cdots \sum_{i_m=1}^{n} a(t_{i_1}, \cdots, t_{i_m}) x(t_{i_1}) \cdots x(t_{i_m}),
\]

where we denote \( a(t_{i_1}, \cdots, t_{i_m}) = \frac{\delta^m f(0)}{\delta x(t_{i_1}) \cdots \delta x(t_{i_m})} \). If we suppose that \( Y_n \) satisfies some strict conditions such as uniform convergence and uniform continuousness, from the theorem 8, we can get the formula of the average value of \( Y \) on the ball \( M \)

\[
EY = \sum_{m=0}^{+\infty} \frac{1}{m!} \int_0^1 \cdots \int_0^1 \frac{\delta^m f(0)}{\delta x(t_1) \cdots \delta x(t_m)} \, dt_1 \cdots dt_m \\
\times \left\{ \frac{1}{2R \Gamma(p/2)^p} \int_{-\infty}^{+\infty} xe^{-\frac{p}{2} x^p} \, dx \right\}^m. \quad (138)
\]

In fact, if for any fixed \( n \), \( Y_n = f_n(x_1, \cdots, x_n) \) as the functions series is uniform convergent in \( M_n \) on the variables \((x_1, \cdots, x_n)\), we can exchange the order of summation and expectation operations, that is

\[
EY_n = \sum_{m=0}^{+\infty} \frac{1}{m! m^n} \sum_{i_1=1}^{n} \cdots \sum_{i_m=1}^{n} a(t_{i_1}, \cdots, t_{i_m}) E(x(t_{i_1}) \cdots x(t_{i_m})), \quad (139)
\]

and then if \( EY_n \) as a constant series is uniform convergent for all \( n \), we have

\[
\lim_{n \to +\infty} EY_n = \sum_{m=0}^{+\infty} \lim_{n \to +\infty} \frac{1}{m! m^n} \sum_{i_1=1}^{n} \cdots \sum_{i_m=1}^{n} a(t_{i_1}, \cdots, t_{i_m}) E(x(t_{i_1}) \cdots x(t_{i_m})))
\]

\[
= \sum_{m=0}^{+\infty} \frac{1}{m!} \int_0^1 \cdots \int_0^1 \frac{\delta^m f(0)}{\delta x(t_1) \cdots \delta x(t_m)} \, dt_1 \cdots dt_m \\
\times \left\{ \frac{1}{2R \Gamma(p/2)^p} \int_{-\infty}^{+\infty} xe^{-\frac{p}{2} x^p} \, dx \right\}^m. \quad (140)
\]
4.3 The average values on bounded set and the whole space

From the average values on the ball $M$, we can compute the average values on the bounded set $M_0 = \{x | r \leq ||x||_p \leq R \}$ and define the average values on the whole space $C[0,1]$. Denote $E_M Y$ to be the average value of $Y$ on $M$. In fact, we have

**Theorem 9.** Take the ball $M_0 = \{x | r \leq \int_0^1 x^p(t) dt \leq R^p \}$ in $C[0,1]$ with norm $||x||_p$ where $p \geq 1$ when $p = \frac{m}{q_0}$ where $p_0$ is even and $(p_0, q_0) = 1$, and denote $M_R = \{x | \int_0^1 x^p(t) dt \leq R^p \}$ and $M_r = \{x | \int_0^1 x^p(t) dt \leq r^p \}, r < R$.

Suppose $g$ satisfies the same conditions in theorem 4. Then for the functional

$$Y = \int_0^1 g(x(t)) dt,$$

we have

$$E_{M_0} Y = E_{M_R} Y.$$  \hfill (142)

**Proof.** By the same discretization of $x(t)$ on $[0,1]$, we have $Y_n = \frac{1}{n} \sum_{k=1}^{n} g(x_k)$, $M_{0n} = \{(x_1, \cdots, x_n)| |r|^p \leq x_1^p + \cdots + x_n^p \leq nR^p \}$, $M_{1n} = \{(x_1, \cdots, x_n)| x_1^p + \cdots + x_n^p \leq nR^p \}$ and $M_{1n} = \{(x_1, \cdots, x_n)| x_1^p + \cdots + x_n^p \leq nR^p \}$. Then

$$E_{M_{0n}} = \frac{\int_{M_{0n}} Y_n dv_n}{\int_{M_{0n}} dv_n} = \frac{\int_{M_{2n}} Y_n dv_n - \int_{M_{1n}} Y_n dv_n}{\int_{M_{2n}} dv_n - \int_{M_{1n}} dv_n}$$

$$= \frac{\frac{\int_{M_{2n}} Y_n dv_n}{\int_{M_{2n}} dv_n} - \frac{\int_{M_{1n}} Y_n dv_n}{\int_{M_{1n}} dv_n}}{1 - \frac{\int_{M_{1n}} dv_n}{\int_{M_{2n}} dv_n}}.$$

\hfill (143)

From as $n \to +\infty$,

$$\int_{M_{1n}} dv_n = \left( \frac{r}{R} \right)^n \to 0,$$

we have

$$E_{M_0} Y = \lim_{n \to +\infty} E_{M_{0n}} Y_n = E_{M_R} Y.$$ \hfill (145)

The proof is completed.

From the theorem, we can see that the integrations on the ball is the most basic, by which we not only compute the average values on bounded set, but also we can define and compute the integrations on the whole space $C[0,1]$. Indeed, a natural definition for the average value of functional $Y$ on the whole space $C[0,1]$ is given as

$$E_{C[0,1]} Y = \lim_{R \to +\infty} E_{M_R} Y.$$ \hfill (146)

In other words, we first find the average value on the ball with radius $R$, and then let $R$ to tend to infinity.
4.4 The definition of average value of a general continuous functional

In previous sections, all results are about the functionals with integral forms. Here we will discuss how to define the average values for a general continuous functional on the ball $M$. From the theorem 7, we have known that the average values depend on the discretizations, therefore, we only consider the uniform discretization. We take the uniform partition $0 = t_0 < t_1 < \cdots < t_{n-1} < t_n = 1$ of $[0, 1]$, and $t_k = \frac{k}{n}$ for $0 \leq k \leq n$. For any $x(t) \in C[0, 1]$, we use the piecewise linear function $\tilde{x}_n(t)$ to replace it, where

$$\tilde{x}_n(t) = \frac{x(t_k) - x(t_{k-1})}{t_k - t_{k-1}}(t - t_{k-1}) + x(t_{k-1}), t_{k-1} \leq t \leq t_k, 0 \leq k \leq n. \quad (147)$$

Then a continuous functional $f(x)$ can be discretized as $Y_n = f_n(x_1, \cdots, x_n) = f(\tilde{x}_n)$. Now we can define the average value of $f$ on the ball $M$ as follows,

$$EY = \lim_{n \to +\infty} \frac{\int_{M_n} f_n(x_1, \cdots, x_n) dv_n}{\int_{M_n} dv_n}, \quad (148)$$

where $M_n$ is the discretization of $M$ in terms of the same partition of $[0, 1]$.

If we take the limitation as the radius $R$ of $M$ tending to infinity, we can define the average value of $f$ on the whole space. Although we can give the definition, we cannot give the general method to compute exactly the average values for general continuous functionals. For the concrete functional, we can always find method to compute its average value exactly or approximately.

For those functionals of $x(t)$ and $x'(t)$, such as $Y = f(x, x', \cdots)$, by discretization and replacing derivative $x'$ by difference quotient, we can define and compute their average value on $M$ and $C[0, 1]$.

5 Conclusion

Essentially, the concept of average value depends on how to define it. Without measure, we also give such definitions on infinite dimensional balls. In particular, we prove that the average value depends on the discretization. This is an important and interesting result from which we know that the definition and computation of average values of functional on $C[0, 1]$ with $p$-norm is subtle. In addition, we use variance to describe the deviation of functional from its average value. Borrowing the language of probability, we give versions of geometry for main theorems, and we can also see that it is just the geometrical versions to provide more convenient and simple viewpoint for understanding the infinite dimensional problem. Among those, we use the variance being zero to character concentration without measure. However, a puzzled problem for me is how to give an exact explanation for $DY = 0$. The simplicity of the result is unexpected but reasonable, and hence it is interesting for us. It is well known that in general few dimension means simple. However, from the above results,
we can see that in some degree infinite-dimensional integrals are more easy to compute than the finite dimensional integrals. This also means that sometimes infinite dimension contains simplicity. In other words, more free and more simple! This is also the essence of statistical physics. On the other hand, since the average values of functionals depend on the discretizations, there exist subtle complexity in infinite dimensional cases.

Acknowledgments: Thanks to Professor Erich Novak for his helpful comments on theorems 1 and 2 in the first version so that I can improve the whole manuscript. In particular, due to his valuable comments to each version, I can think about the whole topic and then find more results.
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