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ABSTRACT

We introduce a novel problem of scene sketch zero-shot learning (SSZSL), which is a challenging task, since (i) different from photo, the gap between common semantic domain (e.g., word vector) and sketch is too huge to exploit common semantic knowledge as the bridge for knowledge transfer, and (ii) compared with single-object sketch, more expressive feature representation for scene sketch is required to accommodate its high-level of abstraction and complexity. To overcome these challenges, we propose a deep embedding model for scene sketch zero-shot learning. In particular, we propose the augmented semantic vector to conduct domain alignment by fusing multi-modal semantic knowledge (e.g., cartoon image, natural image, text description), and adopt attention-based network for scene sketch feature learning. Moreover, we propose a novel distance metric to improve the similarity measure during testing. Extensive experiments and ablation studies demonstrate the benefit of our sketch-specific design.

Index Terms— Scene Sketch, Zero-Shot Learning, Deep Embedding Model.

1. INTRODUCTION

Sketch is abstract yet highly illustrative. With the increasing popularity of touch-screen devices, more and more free-hand sketches are used for human-computer interaction (e.g., people can draw sketch as query to search specific shoe, chair, hand-bag). The application conveniences of sketches have raised a flourish of sketch-related research, including recognition [2], sketch-based image retrieval [3, 11], sketch hashing [4], generation [5, 6], abstraction [7], etc. However, most of the existing works focus on single-object sketches (e.g., apple, clock), leaving the scene sketches under-studied. Scene sketches are more abstract and complicated due to multiple objects and their interactions. In this paper, we propose a novel problem of scene sketch zero-shot learning (SSSZL), which is more challenging than scene sketch understanding [5, 9] and single-object sketch zero-shot learning [10].

Zero-shot learning methods rely on a labelled training set of seen classes and the knowledge about how an unseen class is semantically related to the seen classes. Seen and unseen classes are usually related in a high dimensional semantic knowledge domain, where the knowledge from seen classes can be transferred to unseen classes [11]. In previous computer vision works, word vector [12, 13], attribute vector [14, 15, 16, 17, 18] or text description [19] are widely studied as semantic knowledge, which is also used in the existing zero-shot learning methods engineered for photos. Different from photo, the gap between these semantic domains and sketch is too huge to exploit common semantic knowledge as the bridge for knowledge transfer. Moreover, we aim to solve the scene sketch zero-shot classification. Therefore, the main challenge to SSZSL is how to choose a reasonable semantic knowledge. In this work, we exploit a novel semantic knowledge, termed as augmented semantic vector, which can be obtained by fusing common semantic knowledge with the information from other modalities (e.g., cartoon image, natural image, text description). Based on our augmented semantic vector, we propose a deep embedding model to solve scene sketch zero-shot learning, in which we adopt visual feature space of scene sketch as the embedding space to alleviate hubness problem [20]. Moreover, considering the high-level abstraction and complexity of scene sketch, we use attention-based technique to obtain discriminative feature representations for scene sketch. Most of the existing zero-shot learning (ZSL) methods use either Euclidean distance [20] or cosine similarity [21] as feature distance metric for testing. We define a new distance metric by combining Euclidean distance and cosine distance simultaneously, and achieved better evaluation results.

The contributions in this paper can be summarized as fol-
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3.1. Problem Formulation

We now provide a formal denition of the scene sketch zero-shot learning (SSZSL). Let \( S_{tr} = \{(S_i, x_i, y^u_i, y^v_i)\}_{i=1}^M \) denote a labelled training set of \( M \) training samples, where \( x_i \in \mathbb{R}^{J \times 1} \) is the visual feature vector of the \( i \)-th training scene sketch \( S_i \), \( y^u_i \in \mathbb{R}^{L \times 1} \) and \( t^u_i \in T_{se} \) denote the semantic representation vector and class label of \( S_i \), which belongs to the \( u \)-th training class.

Given a new test sketch \( S_j \) with its feature visual vector \( x_j \), the goal of SSZSL is to predict a class label \( t^u_j \) by learning a classifier \( f : x_j \rightarrow t^u_j \), where \( t^u_j \in T_{se} \) is the class label of the \( j \)-th test instance \( S_j \) belonging to \( u \)-th test class. The training (seen) classes and test (unseen) classes are disjoint, i.e., \( T_{tr} \cap T_{te} = \emptyset \). Note that each class label \( t^u \) or \( t^v \) is associated with a pre-defined semantic representation \( y^u \) or \( y^v \).

3.2. Deep Embedding Model

As is shown in Fig. 2 there are two branches in our model. The first branch is the visual feature extraction branch for scene sketch, composed of a attention-based network. It takes a scene sketch \( S_i \) as input and outputs a visual feature vector \( x_i \). To alleviate hubness problem, we will use this \( J \)-dimensional visual feature space as embedding space, where both the scene sketch and its corresponding semantic representation vector will be embedded. The second branch is the semantic embedding branch, which will embed the semantic knowledge into our embedding space to conduct the domain alignment. Considering the huge domain gap between common semantic domain (e.g., word vector, text description) and high-level abstract scene sketch, we propose the augmented semantic vector for SSZSL. In particular, our semantic embedding branch takes semantic representations from different modalities as input and it is implemented by three fully connected (FC) + Rectified Linear Unit (ReLU) layers with \( \ell_2 \) parameter regularization, where the first two FC+ReLU layers are used to obtain our augmented semantic vector (see Sec. 3.3) and it will be embedded to the embedding space by the third FC+ReLU layer.

Then the outputs of two branches are connected by a mean square error (MSE) loss which aims to minimize the difference between visual feature vector \( x_i \) and its embedded semantic vector in the visual feature space. Our loss function is

\[
J(W) = \frac{1}{M} \sum_{i=0}^{M} ||x_i - \Phi(y_i^u : W)||^2 + \lambda ||W||^2,
\] (1)

Fig. 2: The network architecture of our SSZSL model.
where $W$ contains the weights of the semantic embedding branch. $\lambda$ is the hyperparameter to weight the strength of the $\ell_2$ parameter regularization loss against the MSE loss. $\Phi(\cdot)$ denotes the feature extraction by our semantic branch.

After training, to predict label $t^i_j$, we can calculate the distance between the embedded semantic vectors and $x_j$ as

$$t^i_j \leftarrow v = \arg \min D(\Phi(y^v), x_j),$$

where $D$ is a distance metric function defined by us (see Sec. [3,4]), and $y^v$ is the embedded semantic vector of the $v$-th unseen class.

### 3.3. Augmented Semantic Vector for Scene Sketch

In this work, we exploit a novel semantic knowledge for SSZSL, termed as augmented semantic vector. As illustrated in Fig. 2, our semantic embedding branch takes in semantic representations from different modalities (i.e., word vector (W), natural image vector (I), cartoon image vector (C), text description vector (T)), and after the first two FC+ReLU layers, it outputs the augmented semantic vector $\tilde{v}_i$ by element-wise addition and non-linear fusing

$$\tilde{v}_i = \Phi^W((y_i^W)^T) + \Phi^C((y_i^C)^T) + \Phi^I((y_i^I)^T) + \Phi^T((y_i^T)^T),$$

where $\Phi^W$, $\Phi^C$, $\Phi^I$, and $\Phi^T$ denote the mapping of the first two FC layers of our semantic branch (See Fig. 2). $(y_i^W)^T$, $(y_i^C)^T$, $(y_i^I)^T$, and $(y_i^T)^T$ denote the representation vectors from four modalities. To obtain natural image vector, we train a deep classifier network based on natural images and calculate a vector representation for each sample class by averaging the deep features by category. For cartoon image vector and text description vector, the similar process is used. For word vector, we adopt the word2vec model (based on model library in Gensim), which was trained with over 8,000,000 text documents from Wiki-pedia, to represent each class (including seen and unseen classes).

### 3.4. Distance Metric

Euclidean distance is a frequently-used distance metric, how-

ever it will fail for the case shown in Fig. 3. $\Phi(\cdot)$

$$\Phi(\cdot)$$

and $\Phi^T$ denote the corresponding two categories. $v$ is a visual feature vector belonging to $c_1$, where $\|v - c_1\|^2 > \|v - c_2\|^2$ and $\theta_1 < \theta_2$. If only using Euclidean distance, $v$ will be classified to $c_2$. However, if only use Cosine distance, $v$ will be classified to $c_1$. Therefore we propose a new distance metric termed as Euclidean Cosine (EC) distance to alleviate this problem. Our EC distance metric is defined as follows:

$$D(\alpha, \beta) = (1 - \eta \cos(\alpha, \beta))^\alpha + \beta^\beta,$$

where $\alpha$ and $\beta$ are vectors, and $\eta(0 \leq \eta \leq 1)$ is a weighting coefficient that controls the importance of cosine distance. Assuming that $\eta = 0.9$, in Fig. 3 we can obtain $D(v, c_1) < D(v, c_2)$, where $D(v, c_1)$ and $D(v, c_2)$ are approximately 0.2758 and 0.3036, respectively.

![Fig. 3: Illustration for distance metric.](image)

### 4. EXPERIMENT

#### 4.1. Dataset

In the following experiments, CMPlaces [22] serves as the benchmark for our SSZSL experiment, which contains hundreds of natural scene categories across five modalities, including natural images, sketches, cartoons images, text descriptions, and spatial text images[4]. Some samples of CM-Places are illustrated in Fig. 1 and we can observe that the scene sketches are abstract and have rich information. All the following zero-shot experiments are performed for scene sketch, while natural images (I), cartoons images (C) and text descriptions (T) are used to obtain our augmented semantic vector. Ignoring some classes that are too messy to recognize, we selected approximate 15,000 scene sketches from 174 classes. In particular, 144 classes were used as seen classes and the remaining 30 classes were used as unseen classes.

#### 4.2. Experimental Settings

All our experiments are implemented in PyTorch, and on a single GEFORCE GTX 1080 Ti GPU card.

**Visual Feature Extraction Branch** We use ImageNet pretrained SE-ResNet-50 [22] as our attention-based CNN model to conduct visual feature extracting for scene sketches, and only modify its fully connected layers to fine-tune it on the scene sketches from 144 seen classes. The output dimension of our visual feature extraction branch is 2048. We use SGD optimizer with a initial learning rate $lr$ of 0.001, momentum of 0.9 and a mini-batch size of 16. We decrease $lr$ by 0.9 every epoch and terminate the optimization after 30 epochs. All input sketches or images are resized to $3 \times 224 \times 224$. The loss weighting factor $\lambda$ in Eq. 4 and hyperparameter $\eta$ in Eq. 4 are experimentally set to 0.0005 and 0.9, respectively.

**Semantic Embedding Branch** In our semantic embedding branch, the outputs of three FC layers are set to 512, 1024, and 2048, respectively. Adam is used to optimise our semantic embedding branch with a initial learning rate of 0.0001 and a mini-batch size of 256.  

$^1$Spatial text images are not available in current online CMPlaces dataset.
Table 1: SSZSL (Top1/Top5) accuracy (%) comparison with state-of-the-art ZSL models on CMPlaces.

| Model                          | Default Metric | EC Distance Metric |
|-------------------------------|---------------|-------------------|
|                              | W  | C  | T  | W+C+I+T | W  | C  | T  | W+C+I+T |
| DEM (V → S) [20]             | 23.5/39.9 | 30.9/70.5 | 26.8/61.4 | 38.2/71.2 | 38.8/78.6 | 30.2/58.3 | 34.8/71.2 | 27.3/62.2 | 39.3/77.1 | 40.4/79.5 |
| DEM (S → V) [20]             | 23.9/54.4 | 41.7/79.6 | 36.9/78.3 | 41.3/82.1 | 47.8/84.1 | 30.9/67.5 | 44.6/81.4 | 37.7/80.7 | 42.5/82.6 | 48.1/84.7 |
| SAE [29]                     | 25.9/58.9 | 34.1/72.5 | 27.5/71.1 | 33.1/76.7 | 45.5/84.1 | 30.7/66.2 | 34.5/73.8 | 29.7/73.6 | 35.3/77.1 | 48.7/86.2 |
| f-CLSWGAN [30]               | 18.1/44.1 | 39.9/73.3 | 32.5/70.5 | 37.3/70.9 | 48.7/84.3 |
| RELATION NET [31]            | 30.6/66.1 | 40.3/76.4 | 35.8/74.5 | 40.5/79.1 | 47.6/82.5 |
| Ours                         | 30.4/61.5 | 45.2/80.5 | 38.9/81.6 | 43.4/82.9 | 52.1/85.7 |

Table 2: Ablation study for our proposed model: SSZSL (Top1/Top5) accuracy (%) on CMPlaces.

| Semantic Representation | EC Distance | Euclidean Distance |
|-------------------------|-------------|--------------------|
|                         | S → V       | V → S              |
| W                       | 35.6/70.2   | 33.6/61.3          |
| C                       | 46.9/81.8   | 36.5/74.6          |
| I                       | 40.1/82.8   | 29.4/63.9          |
| T                       | 45.2/83.7   | 42.5/78.9          |
| CY                      | 31.8/68.3   | 44.8/81.0          |
| I+C                     | 49.4/85.6   | 44.6/81.1          |
| I+C+I                   | 47.9/84.6   | 36.7/78.0          |
| W+C                     | 47.5/82.4   | 41.9/75.6          |
| W+T                     | 46.7/84.1   | 44.4/79.7          |
| W+I                     | 45.1/83.4   | 39.1/68.4          |
| W+C+I                   | 52.8/86.4   | 42.8/80.4          |
| W+C+I+T                 | 50.9/86.4   | 43.6/81.4          |

Competitors. As aforementioned state, SSZSL is a novel problem, thus there is no existing methods can perform as our baselines. Therefore, we have to compare with state-of-the-art ZSL methods, including DEM [20], SAE [29], f-CLSWGAN [30] and RELATION NET [31].

4.3. Results and Discussion

First of all, we compare our proposed model with the state-of-the-art ZSL models on CMPlaces dataset, as illustrated in Tab. 1. For a fair comparison, we use Resnet-50 as their visual feature extractor. These selected competitors have performed well using word vector (W) as semantic input [20, 29, 30, 31], thus we also evaluate them based on word vector. Moreover, in order to demonstrate the importance of semantic knowledge for SSZSL, other semantic knowledge (i.e., natural image vector (I), cartoon image vector (C), text description vector (T)), and their fused vector (W+C+I+T) are also evaluated as semantic input. In our experiments, we find that our proposed distance metric outperforms both of Euclidean distance and cosine distance for SSZSL testing, and cosine distance performs really poor. Therefore, if our proposed metric can be applied to these ZSL baselines in Tab. 1, they are also calculated on our proposed metric. In Tab. 1, we can observe that: (i) Our proposed model outperforms all the competitors by a large margin based on different semantic knowledge. This is benefit from that we choose sketch feature space as a reasonable embedding space and our attention-based network achieves better feature representation. (ii) When using the augmented semantic vector based on four modalities, our model obtains a obvious performance improvement, and our augmented semantic vector also improves the performances of all the selected baselines. This demonstrates the superiority of our sketch-specific augmented semantic vector.

The results of our ablation study are reported in Tab. 2. As aforementioned state, our semantic embedding branch is scalable that can be adaptive to combinations of semantic vectors from different modalities, thus we evaluate our proposed model based on these combinations. In Tab. 2, we can make following observations: (i) For SSZSL, our augmented semantic vector performs better than single-modal semantic vector. (ii) Choosing a reasonable embedding space is important. Using sketch visual feature space as embedding space (S → V) obtains better performance than using semantic space as embedding space (V → S). This interesting phenomenon can be explained by the hubness issue discussed in [20]. (iii) Our proposed EC distance outperforms Euclidean distance for zero-shot testing on CMPlaces. (iv) When using single-modal semantic vector for our model, cartoon image vector outperforms word vector by a clear margin (46.9% vs. 35.6%), since the domain gap between cartoon images and sketch is smaller.

5. CONCLUSION

In this paper, we introduce a novel problem of scene sketch zero-shot learning (SSZSL). We have proposed a deep embedding model for scene sketch zero-shot learning. The model differs from existing ZSL model in that we propose the augmented semantic vector to conduct domain alignment by fusing multi-modal semantic knowledge, and adopt attention-based network for scene sketch feature learning. What’s more, a new distance metric is used instead of Euclidean distance. Experimental results on CMPlaces validated the effectiveness of the proposed method.
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