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Abstract

In this paper we study the Kummer extensions of a power series field $K = k((X_1, ..., X_r))$, where $k$ is an algebraically closed field of arbitrary characteristic.

1 Terminology and notation

Let $k$ be an algebraically closed field, $X_1, ..., X_r$ indeterminates formally independent over $k$, and let $K$ and $L_m$ be the fields

$$K = k((X_1, ..., X_r)), L_m = k \left( \left( \frac{X_1}{m}, ..., \frac{X_r}{m} \right) \right),$$

where $m$ is a non negative integer, not divisible by the characteristic of $k$.

The extension $K \subset L_m$ is trivially normal, finite and separable, its Galois group being $G \simeq (C_m)^r$, where $C_m$ stands for the cyclic group of $m$ elements. The elements of $G$ will be noted

$$(a_1, ..., a_r) : L_m \rightarrow L_m, \quad 0 \leq a_i < m$$

$$X_l \mapsto \omega^{a_l} X_l$$

where $\omega \in k$ is an $m$-th primitive root of the unity.

Let $R$ and $S_m$ be the rings

$$R = k [[X_1, ..., X_r]], \quad S_m = k \left[ \left[ \frac{X_1}{m}, ..., \frac{X_r}{m} \right] \right].$$
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The elements of $S_m$ will be called Puiseux power series.

Our field of study will be Kummer extensions of $K$. In order to do that, recall ([1]) that a Kummer extension of exponent $n$ of a field $F$ (which must containing a primitive $n$–th root of the unity and hence its characteristic cannot divide $n$), is the splitting field of a polynomial

$$(Z^n - \alpha_1) ... (Z^n - \alpha_q), \text{ with } \alpha_1, ..., \alpha_q \in F.$$  

Our purpose is to prove the following result:

**Theorem.**– Let $K \subset K'$ be an algebraic separable extension. Then $K'$ can be generated by a set of monomials lying in some $S_m$ if and only if there exists a Puiseux power series $\zeta \in S_m$ such that $K' = K[\zeta]$.

It becomes obvious that all separable extensions of $K$ generated by monomials lying in some $S_m$ are Kummer extensions; so this proves that all subextensions of $L_m$ are Kummer.

Notice that an extension generated by monomials in $S_m$ should contain a Puiseux power series which generates it (using the primitive element theorem, as $k$ must be infinite). In the next section, we will prove the converse. Finally we will make some general remarks about Kummer extensions not contained in any $L_m$.

2 Distinguished exponents of a Puiseux power series

If $\zeta \in S_m$ is written as

$$\zeta = \sum c_{i_1...i_r} X_1^{i_1/m} ... X_r^{i_r/m}, c_{i_1...i_r} \in k,$$

then the set

$$\Delta (\zeta) = \{(i_1, ..., i_r) \mid c_{i_1...i_r} \neq 0 \} \subset \mathbb{N}^r$$

will be called (a bit carelessly) the set of exponents of $\zeta$.

**Definition.**– Given $\zeta \in S_m$, a finite subset

$$\left\{ \left( i_1^{(1)}, ..., i_r^{(1)} \right), ..., \left( i_1^{(s)}, ..., i_r^{(s)} \right) \right\} \subset \Delta (\zeta)$$

will be called a set of distinguished exponents of $\zeta$ if

$$K (\zeta) = K \left( X_1^{i_1^{(1)}}/m ... X_r^{i_r^{(1)}}/m, ..., X_1^{i_1^{(s)}}/m ... X_r^{i_r^{(s)}}/m \right).$$
In order to prove that all separable extensions of $K$ generated by a Puiseux power series are Kummer extensions, it suffices to check that all Puiseux power series in $S_m$, where $m$ is not divisible by $\text{ch}(k)$, possess a set of distinguished exponents.

We will describe here a process for obtaining such a set for a given series $\zeta \in S_m$. First of all we fix a total ordering in $\mathbb{N}^r$, say $\prec$, and assume that $m$ is the minimal denominator for $\zeta$ (that is, $\zeta \notin S_q$ for all $q < m$).

For a given matrix $A$ of $t$ rows and $u$ columns, whose elements are integers, we will write

$$(l) \gcd(A) = \gcd(\text{minors of order } l \text{ in } A),$$

for all $l = 1, ..., \min\{t, u\}$.

**Step 1.**– Consider the $r \times r$ matrix

$$M_0 = \begin{pmatrix}
  m & 0 & \cdots & 0 \\
  0 & m & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & m
\end{pmatrix},$$

which obviously verifies $(r) \gcd(M_0) = m^r$.

**Step 2.**– Define the sets $\Delta_0 = \Delta(\zeta)$ and

$$\Delta'_0 = \left\{(i_1, ..., i_r) \in \Delta_0 \mid (r) \gcd(M_0) = (r) \gcd \begin{pmatrix}
  i_1 \\
  \vdots \\
  i_r
\end{pmatrix} \right\}.$$

(These exponents are trivially those representing monomials of $\zeta$ which lie in $R$).

**Step 3.**– Write $\Delta_1 = \Delta_0 \setminus \Delta'_0$, define the first distinguished pair by

$$\left(i_1^{(1)}, ..., i_r^{(1)}\right) = \min_{\prec} (\Delta_1);$$

and consider the matrix

$$M_1 = \begin{pmatrix}
  i_1^{(1)} \\
  \vdots \\
  i_r^{(1)}
\end{pmatrix}. $$

**Step 4.**– Once the distinguished pairs

$$\left(i_1^{(1)}, ..., i_r^{(1)}\right), ..., \left(i_1^{(l)}, ..., i_r^{(l)}\right), $$

are obtained, the process can be repeated to get additional distinguished pairs in $\Delta_1 \setminus \Delta'_1$, and so on.
the set $\Delta_l$ and the matrix $M_l$ are defined, consider

$$\Delta'_l = \left\{ (i_1, ..., i_r) \in \Delta_l \mid (r) \gcd(M_l) = (r) \gcd \left( \begin{array}{c} i_1 \\ \vdots \\ i_r \end{array} \right) \right\}.$$

**Step 5.** Write $\Delta_{l+1} = \Delta_l \setminus \Delta'_l$, define the $(l+1)$–th distinguished pair by

$$\left( i_1^{(l+1)}, ..., i_r^{(l+1)} \right) = \min_{\prec} (\Delta_{l+1});$$

and consider the matrix

$$M_{l+1} = \begin{pmatrix} M_l \\ \vdots \\ i_r^{(l+1)} \end{pmatrix}.$$

**Remark.** The previous procedure must give a finite number of distinguished pairs, as for every $l > 0$ we have

$$(r) \gcd(M_{l-1}) > (r) \gcd(M_l),$$

so we must end up with a finite set

$$P = \left\{ \left( i_1^{(1)}, ..., i_r^{(1)} \right), ..., \left( i_1^{(s)}, ..., i_r^{(s)} \right) \right\}.$$

From now on we will write for short

$$K[P] = K\left[ X_i^{j_l} ... X_r^{j_l} \mid (1, ..., s) \right].$$

Now $K[P] \subset K[\zeta]$, as every element of $G$ leaving $\zeta$ fixed, does so with the monomials having exponents in $P$. So, for proving that $P$ is a set of distinguished monomials, it suffices proving the following result:

**Proposition.** Let there be

$$P_1 = \left\{ X_1^{j_1^{(1)}} / m ... X_r^{j_r^{(1)}} / m, ..., X_1^{j_1^{(t)}} / m ... X_r^{j_r^{(t)}} / m \right\},$$

$$P_2 = P_1 \cup \left\{ X_1^{j_1^{(t+1)}} / m ... X_r^{j_r^{(t+1)}} / m \right\}$$

two sets of monomials in $S_m$ (not in any $S_q$, with $q < m$), such that

$$(r) \gcd(M_1) = (r) \gcd(M_2).$$
where

\[
M_1 = \begin{pmatrix}
m & \cdots & 0 & j_1^{(1)} & \cdots & j_1^{(t)} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & m & j_r^{(1)} & \cdots & j_r^{(t)}
\end{pmatrix},
\]

\[
M_2 = \begin{pmatrix}
m & \cdots & 0 & j_1^{(1)} & \cdots & j_1^{(t)} & j_1^{(t+1)} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & m & j_r^{(1)} & \cdots & j_r^{(t)} & j_r^{(t+1)}
\end{pmatrix}.
\]

Then \( K[P_1] = K[P_2] \).

**Proof.**– The point is proving \( K[P_1] \supseteq K[P_2] \) and, for this, it is necessary and sufficient showing that, if we call \( G_k = \text{Gal}(L_m/K[P]) \), for \( l = 1, 2 \); then \( G_1 = G_2 \).

Define the set

\[
H_1 = \left\{(i_1, \ldots, i_r) \in \left(\mathbb{Z}/m\mathbb{Z}\right)^r \mid X_1^{i_1/m} \cdots X_r^{i_r/m} \in K[P_1] \right\}.
\]

So, \( H_1 \) contains, up to multiples of \( m \) in all coordinates, those monomials which remain fixed by the elements of \( G_1 \). Writing up these elements in the form \((a_1, \ldots, a_r)\) it means that

\[
(i_1, \ldots, i_r) \in H_1 \iff \sum_{l=1}^r a_l i_l = 0 \pmod{m}, \quad \forall (a_1, \ldots, a_r) \in G_1,
\]

and also, in particular,

\[
H_1 = \left\langle \left(j_1^{(1)}, \ldots, j_r^{(1)}\right), \ldots, \left(j_1^{(t)}, \ldots, j_r^{(t)}\right) \right\rangle.
\]

Therefore \( H_1 \) is clearly a subgroup of \( G \) (non–canonically identified with \( (\mathbb{Z}/m\mathbb{Z})^r \)), but it also admits another interpretation. In fact,

\[
H_1 \simeq \text{Hom}(G/G_1, \mathbb{Z}/m\mathbb{Z})
\]

identifying \((i_1, \ldots, i_r) \in H_1\) with

\[
f_{(i_1, \ldots, i_r)} : G/G_1 \rightarrow \mathbb{Z}/m\mathbb{Z}
\]

\[
(x_1, \ldots, x_r) + G_1 \mapsto \sum_{l=1}^r x_l i_l
\]

As \( G \) is the direct sum of \( r \) cyclic groups of order \( m \), we have that \( G/G_1 \) can be written up as

\[
G/G_1 = C_{a_1} \oplus \cdots \oplus C_{a_c}, \text{ where } a_l|m, \quad \forall l = 1, \ldots, c.
\]
This leads to
\[ H_1 \cong \text{Hom}(G/G_1, \mathbb{Z}/\mathbb{Z}m) \cong \bigoplus_{l=1}^{c} \text{Hom}(C_{a_l}, \mathbb{Z}/\mathbb{Z}m) \cong \bigoplus_{l=1}^{c} C_{a_l} \cong G/G_1, \]
as \( a_l | m \), for all \( l \).

On the other hand \( |G/G_1| \) (that is, \( [K[P_1] : K] \)), is precisely \( |H_1| \) and hence,
\[ |G_1| = |G/H_1|. \]

Let us calculate \( |G/H_1| \). First of all, instead of writing the group as \( (\mathbb{Z}/\mathbb{Z}m)^r \langle (j^{(1)}_1, \ldots, j^{(r)}_r), \ldots, (j^{(1)}_1, \ldots, j^{(r)}_r) \rangle \), we will do it as \( \mathbb{Z}^r/\hat{H}_1 \), where
\[ \hat{H}_1 = \langle (m, 0, \ldots, 0), \ldots, (0, 0, \ldots, m), (j^{(1)}_1, \ldots, j^{(r)}_r), \ldots, (j^{(1)}_r, \ldots, j^{(r)}_r) \rangle. \]

Let us write \( \varphi \) a generic element of \( \text{Hom}(\mathbb{Z}^r, \mathbb{Q}/\mathbb{Z}) \) with \( \hat{H}_1 \subset \ker(\varphi) \), and \( \tilde{\varphi} \) its factorization through \( \mathbb{Z}^r/\hat{H}_1 \). According to [3], prop. 8;
\[ \mathbb{Z}^r/\hat{H}_1 \cong \text{Hom}(\mathbb{Z}^r/\hat{H}_1, \mathbb{Q}/\mathbb{Z}), \]
and each of these morphisms is characterized by the images of the canonical generating set of \( \mathbb{Z}^r/\hat{H}_1 \), say
\[ \alpha_l = \tilde{\varphi} (e_l + \hat{H}_1), \]
where \( e_l \) stands for the \( l \)-th element of the canonical basis of \( \mathbb{Z}^r \).

But \( \hat{H}_1 \subset \ker(\varphi) \) is equivalent to
\[ \begin{pmatrix} m & \ldots & 0 & j^{(1)}_1 & \ldots & j^{(r)}_r \\ \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ 0 & \ldots & m & j^{(1)}_r & \ldots & j^{(r)}_r \end{pmatrix} = (0 \ldots 0). \]

Again by [3], cor. 1, we can find some linear forms \( L_1, \ldots, L_r \) with coefficients on \( \mathbb{Z} \) such that the previous relations are equivalent to
\[ (L_1(\alpha_1, \ldots, \alpha_r) \ldots L_r(\alpha_1, \ldots, \alpha_r)) \begin{pmatrix} \eta_1 & \ldots & 0 & 0 & \ldots & 0 \\ \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ 0 & \ldots & \eta_r & 0 & \ldots & 0 \end{pmatrix} = (0 \ldots 0), \]

where \( \eta_l \) stands for the \( l \)-th element of the canonical basis of \( \mathbb{Z}^r \).
where $\eta_1 = (1) \gcd (M_1) = 1$ and $\eta_1 \ldots \eta_l = (l) \gcd (M_1)$. Therefore, as this equality must hold in $\mathbb{Q}/\mathbb{Z}$, it is plain that there are exactly $(r) \gcd (M_1)$ different morphisms in $\text{Hom} \left( \mathbb{Z}^r / \hat{H}_1, \mathbb{Q}/\mathbb{Z} \right)$, hence

$$|G_1| = \frac{m^r}{|H_1|} = \frac{m^2}{m^2/(r) \gcd (M_1)} = (r) \gcd (M_1).$$

Doing exactly the same with $G_2$ we find

$$|G_2| = (r) \gcd (M_2) = (r) \gcd (M_1) = |G_1|.$$

This finishes the proof, as $G_1 \subset G_2$.

**Corollary.**— If $\zeta \in S_m$, having a set of distinguished exponents

$$P = \left\{ \left( i_1^{(1)}, \ldots, i_r^{(1)} \right), \ldots, \left( i_1^{(s)}, \ldots, i_r^{(s)} \right) \right\} \subset \Delta (\zeta),$$

then

$$\Delta (\zeta) \subset \sum_{l=1}^s \mathbb{Z} \left( i_1^{(l)}, \ldots, i_r^{(l)} \right) \mod \mathbb{Z} m \times \ldots \times \mathbb{Z} m.$$

**Remark.**— This process enables to compute (on equal footing) two well–known (sets of) arithmetic data which are most useful in algebraic geometry, as are the Puiseux pairs of a plane curve ([3]) and the characteristic pairs of a quasi–ordinary surface ([3]) (both of them for $k = \mathbb{C}$).

We will do the Puiseux pairs case. So, assume we have a plane algebroid curve given by $f(X,Y) \in \mathbb{C}[[X,Y]]$ and a Puiseux branch, which can always be represented (up to a change of variables) as

$$Y = \zeta \left( X^{1/m} \right) = c_{\beta_1} X^{\beta_1/m} + \sum_{l=1}^{h_1} c_{\beta_1+le_1} X^{(\beta_1+le_1)/m} + \ldots$$

$$\ldots + c_{\beta_g} X^{\beta_g/m} + \sum_{l=1}^{\infty} c_{\beta_g+le_g} X^{(\beta_g+le_g)/m},$$

where we can assume $m < \beta_1 < \ldots < \beta_g$, $\beta_k \notin \mathbb{Z} m$ for all $k = 1, \ldots, g$ and, in addition, if we call

$$\beta_1 = p_1 e_1, \ m = q_1 e_1, \ \gcd (p_1, q_1) = 1$$

$$e_{l-1} = q_l e_l, \ \beta_l = p_l e_l, \ \gcd (p_l, q_l) = 1; \ \forall l = 2, \ldots, g.$$
then the pairs $((p_1, q_1), ..., (p_g, q_g))$ are called the Puiseux pairs of the curve. Note that these pairs are determined (and they determine as well) by the set

$$\{m, \beta_1, ..., \beta_g\},$$
called by Zariski the characteristic of the branch $\zeta$. Also is direct from the formulae above that

$$e_1 = \gcd (m, \beta_1), \quad e_l = \gcd (e_{l-1}, \beta_l), \quad \forall l = 2, ..., g.$$

If we apply our process to the set of exponents on $\Delta (\zeta)$ using, for instance, the natural ordering on $\mathbb{N}$, we start up with

$$M_0 = (m)$$

and then choose the smaller element on $\Delta$, that is, $\beta_1$, which, by the above conditions, happens to verify $\gcd (m, \beta_1) < m$, so $i^{(1)}(1) = \beta_1$.

Assume we have already computed the first $l$ distinguished exponents, which coincide with $\beta_1, ..., \beta_l$ (necessarily in this order because of our choosing of the ordering on $\mathbb{Z}$). Then we have the matrix

$$M_l = (m \beta_1 ... \beta_l),$$

and $\gcd (m, \beta_1, ..., \beta_l) = e_l$, by the above considerations. We have discarded in previous steps those monomials which can be written as a combination of some $\beta_t$ and $e_t$, for $t < l$. In the same way, then, we discard now those elements in $\Delta$ which do not make smaller the previous gcd, which are, precisely, those which can be written up as a combination of $\beta_l$ and $e_l$.

By definition of $\beta_{l+1}$, it has to be the minimal element not yet discarded, and this proves that our procedure must end up computing the set $\{\beta_1, ..., \beta_g\}$.

The quasi–ordinary surface case is similar; in fact there are no substantial differences between the two cases. However, note that in order to obtain the characteristic monomials, one has to take into account that the chosen total ordering must be graded, as the characteristic monomials of a quasi–ordinary branch $\zeta$ (up to normalization) are determined by the following facts (3):

(1) They are the minimal elements of $\Delta (\zeta)$ for the natural partial order.

(2) They generate (irredundantly) the same extension field than the branch itself.
3 General Kummer extensions

We will make now some remarks about Kummer extensions of \( K \) of any kind. In order to do that observe that we can reduce the problem to that of the splitting field of a polynomial \( F(Z) = Z^n - \zeta \), where \( \zeta \in R \).

Remark.– First of all, mind that, if \( \zeta \) is an irreducible power series not associated with any of the \( X_i \), we cannot hope the splitting field of \( F \) to be a subextension of some \( L_m \). In fact, \( \zeta \) defines a valuation \( v_\zeta \) of \( K \) that is unramified over \( L_m \), as \( v_\zeta (X_i) = 0 \), for all \( i \), but it is obviously ramified over the splitting field. However, we can prove a resembling result.

Proposition.– In the above situation, there are \( \alpha_1, \ldots, \alpha_r \in \mathbb{N} \) such that the splitting field of \( F \) is a subextension of

\[
K \left( \left( X_1^{\alpha_1/n} \right) \ldots \left( X_r^{\alpha_r/n} \right) \right).
\]

Proof.– We will do the proof by induction on \( r \), being the case \( r = 1 \) direct from the so–called Newton–Puiseux Theorem. So assume that, for all \( \eta \in R \), there exists a set of positive integers \( \{ \alpha_1, \ldots, \alpha_r \} \) such that

\[
K \left[ \sqrt[n]{\eta} \right] = K \left( \left( X_1^{\alpha_1/n} \right) \ldots \left( X_r^{\alpha_r/n} \right) \right);
\]

and fix a power series \( \zeta \in R[[X_{r+1}]] \), with \( \nu(\zeta) = \lambda_0 \geq 0 \), where \( \nu \) is the usual order with respect to \( X_{r+1} \). We want to find a root of \( Z^n - \zeta \in K'[Z] \), where \( K' = k((X_1, \ldots, X_{r+1})) \).

Let us call from now on \( \zeta_i \) the approximate \( n \)–th root of \( \zeta \) (up to order \( i \) in \( X_{r+1} \)), which will be constructed in what follows. The term with minimal degree on \( X_{r+1} \) of a \( \sqrt[n]{\zeta} \), must be of the form \( c_{\lambda_0/n} X_{\lambda_0/n}^{\lambda_0/n} \), where it must hold

\[
c_{\lambda_0/n} = a_{\lambda_0},
\]

So there must be a set of monomials \( \left\{ X_1^{\alpha_1/n}, \ldots, X_r^{\alpha_r/n} \right\} \subset S_n \) such that

\[
K' \left[ \sqrt[n]{a_{\lambda_0}} \right] = K' \left[ c_{\lambda_0/n} \right] \subset K' \left( \left( X_1^{\alpha_1/n} \right) \ldots \left( X_r^{\alpha_r/n} \right) \right).
\]

Hence we can write \( \zeta_{\lambda_0} = c_{\lambda_0/n} X_{r+1}^{\lambda_0/n} \), which verifies

\[
\zeta_{\lambda_0} \in K' \left( \left( X_1^{\alpha_1/n} \right) \ldots \left( X_r^{\alpha_r/n} \right) \right) \left[ X_{r+1}^{\lambda_0/n} \right], \quad \nu(\zeta_{\lambda_0} - \zeta) = \lambda_1 > \lambda_0.
\]
Now, in the same way, the following term with minimal degree on \( X_{r+1} \) of any \( \sqrt[n]{\zeta} \), must be of the form \( c_{\lambda_1-[\lambda_0(\alpha-1)/\alpha]} X_{\lambda_1-[\lambda_0(\alpha-1)/\alpha]} \), where it must hold now

\[
n c_{\lambda_1-[\lambda_0(\alpha-1)/\alpha]} c^{(\alpha-1)/\alpha}_{\lambda_0/n} = a_{\lambda_1},
\]

with \( a_{\lambda_1} \) the initial form (with respect to \( X_{r+1} \)) of \( \zeta_{\lambda_0}^n - \zeta \) and hence

\[
c_{\lambda_1-[\lambda_0(\alpha-1)/\alpha]} \in K' \left( \left( X_{1/\alpha}^{\alpha_1/n} \right) \ldots \left( X_{r/\alpha}^{\alpha_r/n} \right) \right).
\]

We write \( \zeta_{\lambda_1} = c_{\lambda_0/n} X^{\lambda_0/n} + c_{\lambda_1-[\lambda_0(\alpha-1)/\alpha]} X^{\lambda_1-[\lambda_0(\alpha-1)/\alpha]} \) and, as above, it holds

\[
\zeta_{\lambda_1} \in K' \left( \left( X_{1/\alpha}^{\alpha_1/n} \right) \ldots \left( X_{r/\alpha}^{\alpha_r/n} \right) \right) \left[ X^{\lambda_0/n}_{r+1} \right], \quad \nu \left( \zeta_{\lambda_1}^n - \zeta \right) = \lambda_2 > \lambda_1.
\]

Note that, though \( \zeta_{\lambda_1} \) is a Puiseux power series, all the exponents in \( X_{r+1} \) of \( \zeta_{\lambda_1}^n \) are positive integers: in fact, they are \( \{\lambda_0, \lambda_1, 2\lambda_1 - \lambda_0, \ldots, n\lambda_1 - (n-1)\lambda_0\} \). In particular, this shows \( \lambda_2 \in \mathbb{N} \).

Assume now we have constructed \( \zeta_{\lambda_s} \), verifying

- \( \zeta_{\lambda_s} \in K' \left( \left( X_{1/\alpha}^{\alpha_1/n} \right) \ldots \left( X_{r/\alpha}^{\alpha_r/n} \right) \right) \left[ X^{\lambda_0/n}_{r+1} \right] \),

- \( \nu \left( \zeta_{\lambda_s}^n - \zeta \right) = \lambda_{s+1} > \lambda_s > \ldots > \lambda_0 \), with all \( \lambda_i \in \mathbb{N} \).

The series \( \zeta_{\lambda_s} \) has the form

\[
\zeta_{\lambda_s} = \sum_{j=0}^{s} c_{L_j(\lambda_1, \ldots, \lambda_j)} X^{\lambda_j - \lambda_0 + \lambda_0/n}_{r+1},
\]

where \( L_j \) is a linear form with positive coefficients and \( \alpha_j \) a positive integer, for \( j = 1, \ldots, s \); being \( L_0 = \alpha_0 = 0 \).

If we call \( a_{\lambda_{s+1}} \) the initial form of \( \zeta_{\lambda_s}^n - \zeta \) then it is clear that we have to define

\[
\zeta_{\lambda_{s+1}} = \zeta_{\lambda_s} + c_{\lambda_{s+1}-[\lambda_0(n-1)/n]} X^{\lambda_{s+1}-[\lambda_0(n-1)/n]}_{\lambda_1-[\lambda_0(n-1)/n]},
\]

where it must hold

\[
n c_{\lambda_{s+1}-[\lambda_0(n-1)/n]} c^{(n-1)/n}_{\lambda_0/n} = a_{\lambda_{s+1}},
\]

and therefore

\[
c_{\lambda_{s+1}-[\lambda_0(n-1)/n]} \in K' \left( \left( X_{1/\alpha}^{\alpha_1/n} \right) \ldots \left( X_{r/\alpha}^{\alpha_r/n} \right) \right).
\]
Moreover, it is plain that \( \nu \left( \zeta_{n+1}^n - \zeta \right) = \lambda_{s+2} > \lambda_{s+1} \). Finally, note that all the exponents in \( X_{r+1} \) appearing in the development of \( \zeta_{n+1}^n \) are of the type

\[
\sum_{j=0}^{s} i_j \left[ L_j (\lambda_1, ..., \lambda_j) - \alpha_j \lambda_0 + \frac{\lambda_0}{n} \right] + i_{s+1} \left( \lambda_{s+1} - \lambda_0 + \frac{\lambda_0}{n} \right),
\]

with \( i_0 + ... + i_{s+1} = n \). This implies that all these exponents are positive integers of the form \( L(\lambda_1, ..., \lambda_{s+1}) - \beta \lambda_0 \), with \( L \) a linear form with positive coefficients, \( \beta \in \mathbb{N} \).

In this way it is shown that

\[
\sqrt[n]{\xi} \in K' \left( \left( X_1^{\alpha_1/n} \right) ... \left( X_r^{\alpha_r/n} \right) \right) \left[ X_{r+1}^{\lambda_0/n} \right].
\]

This finishes the proof of the proposition.

4 Final comments

All the arguments given here can be completely translated word–by–word to the analytic context. We hope that this work will be useful as a step to understand the geometry of algebroid (analytic) hypersurfaces which admit a Puiseux–like parametrization. In fact, distinguished exponents have proved to be a useful tool for the surface case (characteristic 0), as shown in [4]. This results have led us to expect that some deeper application of class field theory tools may help to the study of the geometry and the topology of these varieties.
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