Transcriptional Switches: Chemical Approaches to Gene Regulation
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Given the role of transcriptional misregulation in the pathogenesis of human disease, there is enormous interest in the development of molecules that exogenously control transcription in a defined manner. The past decade has seen many exciting advancements in the identification of molecules that mimic or inhibit the interactions between natural transcriptional activators and their binding partners. In this minireview, we focus on four activator-target protein complexes, highlighting recent advances as well as challenges in the field.

Just as specific transcriptional patterns signify the differentiation of stem cells into individual tissues, unique transcriptional signatures are associated with every human disease either as a cause or an effect. For example, >50% of human cancers exhibit loss-of-function mutations in the tumor suppressor and transcriptional activator p53 (1, 2). There is thus enormous interest in identifying exogenous agents that one can use to influence transcriptional events in a predefined manner. One attractive strategy is the design or discovery of molecules that reconstitute the function of a natural transcription factor that can then be used to directly impact the transcriptional state of predefined genes. A second, related approach is to identify molecules that mimic one aspect of the structure of a particular transcription factor and in doing so serve as competitive inhibitors of important binding interactions. For both of these strategies, transcriptional activators of the amphipathic class have served as the inspiration, and molecules that reconstitute one or more of the functions of these complex transcription factors have been outstanding mechanistic tools with considerable therapeutic promise. As a visible and rapidly evolving field, progress in this area is frequently reviewed (3–8). In this minireview, we focus on four examples of activator-target protein complexes to highlight recent successes as well as the significant challenges remaining in the field.

Transcriptional Activators

Transcriptional activators participate in a remarkably complex web of binding interactions as they regulate their cognate gene(s). After initiation of a signal transduction cascade, transcriptional activators are often post-translationally modified and, if not already in the nucleus, must translocate there. Once in the nucleus, activators localize to their cognate DNA-binding sites and recruit chromatin-remodeling enzymes; transcriptional activators utilize an additional series of interactions to stimulate the assembly of the preinitiation complex (RNA polymerase II holoenzyme and its associated cofactors) (9). Despite the need to interact with many different partners, transcriptional activation can be accomplished with only two domains: a DBD and a TAD. These domains can be present in a single polypeptide chain or associate through non-covalent interactions. As the name suggests, the DBD confers much of the gene-targeting specificity to the protein, localizing it to particular sites within genomic DNA. In contrast, it is the TAD that participates in many of the protein-protein interactions (and post-translational modifications) that dictate the timing and extent of transcription. The largest class of eukaryotic transcriptional activators is the amphipathic class, exemplified by TADs containing hydrophobic amino acids interspersed with polar residues. An ever-growing number of amphipathic activators are identified as aberrantly functioning in disease states (10, 11). For example, the transcription factor HIF-1α regulates a number of genes in cancer metastasis (12, 13). In another example, ESX (ESE/ELF3/ERT1/en), an epithelium-specific transcription factor, regulates expression of ErbB2 (HER2), an oncogenic protein that is overexpressed in ~30% of all breast cancers (11, 14, 15). Perhaps the most widely studied member of this class is p53, an amphipathic activator that is misregulated in >50% of all human cancers (1, 2). A wealth of mechanistic and structural information exists regarding the interactions between p53 and its various binding partners, and thus, p53 is a particularly useful example with which to discuss transcriptional intervention strategies.

The activity of transcriptional activators can be modulated through interference of DBD-DNA interactions or by TAD mimics that block binding interactions with protein-binding partners (Fig. 1). In the former case, several classes of non-natural DNA-targeting molecules have successfully been used to inhibit activator-stimulated transcription in both cell-free and cellular systems, and this area has been extensively reviewed (3–8). More difficult has been the discovery of molecules that competitively inhibit the TAD binding interactions, and it is the latest developments in this arena on which we will largely focus. A single TAD typically utilizes several distinct binding modes, ranging from binding interactions that are of high affinity and specificity to those that are more modest in strength and are not particularly specific. An example of the former case is the masking interaction, an intermolecular or, more rarely, intramolecular complex that blocks the TAD from activating transcription in a signal-responsive fashion. Using p53 as an example, the masking protein MDM2 (human DM2)
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A variety of inhibitor scaffolds, including chalcones, spiro-oxin-, have been employed in the discovery of MDM2 inhibitors, leading to library screening and structure-based design of p53-MDM2 inhibitors (33, 34). Strategies such as computational methods to identify inhibitors with improved potency/selectivity, yielding β3-16, which has a K_d of 155 nM. Embedding cationic motifs within the β3-peptide improved cell permeability (41). The Verdine laboratory (42) successfully reactivated p53 activity in osteosarcoma cells using a “stapled” peptide in which an all-hydrocarbon cross-link was used to enforce the α-helical structure of a p53 TAD mimic. The stapled peptide showed dose-dependent inhibition of cell viability with an EC_{50} of 8.8 μM. As in the earlier example, the incorporation of cationic residues improved cell permeability.

The success to date in targeting the p53/MDM2 complex highlights the advantages of regulating the transcriptional activators through inhibiting masking interactions. Not surprisingly, a number of other activator-masking protein interactions have been identified as potential targets for the development of novel therapeutics, including the E2F-Rb complex, which is implicated in neuroblastomas and the AR-FOXO1 interaction (prostate cancer) (43, 44). Continued structural studies and advancements in improving cell permeability and specificity will lead to the next generation of inhibitors.

**Disrupting Transcriptional Activator-Coactivator Complexes**

Because transcriptional activators utilize binding interactions between their TADs and coactivators in the transcriptional machinery to initiate transcription, molecules that directly block the formation of these complexes would then function as transcriptional inhibitors. Thus, any TAD mimic, small molecule or peptide-based, should be able to competitively inhibit its natural counterpart. In practice, this simple idea has proven quite difficult to realize, with only a handful of TAD inhibitors reported in recent years (8). An enormous stumbling block has been difficulties in obtaining high-resolution structural information on the binding partners individually or in complex. Thus, it is not surprising that the most successful efforts in identifying TAD inhibitors are with activators that interact with the coactivator CBP/p300, a histone acetyltransferase that has been uniquely tractable for structural characterization.
Inhibiting TAD-CBP/p300 Complexes

The global coactivator CBP and its homolog p300 interact with >100 transcription factors, many of which have been implicated in human cancers; thus, CBP/p300 is a target of high interest for therapeutic intervention (25). CBP/p300 interacts with transcription factors through several distinct binding domains that each interact with multiple transcription factors (45). One such transcription factor, HIF-1α, regulates expression of hypoxia-adaptive related genes such as vascular endothelial growth factor, matrix metalloproteinases, and lysyl oxidase and contributes to cancer progression. HIF-1α interacts with the CH1 domain of CBP/p300; therefore, inhibition of HIF-1α transcriptional activity, through inhibition of the HIF-1α-CBP/p300 interaction, may lead to an effective strategy in combating cancer metastasis. Indeed, inhibiting the HIF-1α-CBP/p300 interaction via overexpression of the HIF-1α TAD in human tumor cells in a mouse xenograft model resulted in attenuated tumor growth (13). NMR structural analysis revealed that the HIF-1α TAD is significantly buried in the CH1 domain, utilizing extensive hydrophobic contacts with HIF-1α forming a clamp around the CH1 domain (12). The structural information will facilitate the optimization and refinement of lead inhibitors.

In 2004, high-throughput screening identified the natural product chetomin as an inhibitor of the HIF-1α-CBP/p300 interaction (46). Chetomin inhibited HIF-1α-mediated transcription in vitro and in a cellular context but showed necrosis, anemia, and leukocytosis in animal models. Recently, Olenyuk and co-workers (47) synthesized ETP-3, inspired by chetomin and designed to retain the 10-Å distance between the disulfide bridges found in chetomin (Fig. 2B). The disulfide bridges appear to be important for the biological activity of ETPs, as the corresponding ETP metabolite diketopiperazine, which lacks disulfide bridges, did not bind to the p300 CH1 domain or exhibit effects on cell viability. In contrast, ETP-3 and chetomin bind to the p300 CH1 domain and alter its global fold, as observed using NMR and CD spectroscopy, suggesting that the altered structure prevents high-affinity binding to HIF-1α. Additionally, ETP-3 disrupted the HIF-1α-CBP/p300 complex in vitro via binding to the CH1 domain with an IC50 of 1.5 ± 0.2 μM and lower toxicity than chetomin as determined by cell viability assays. Furthermore, ETP-3 down-regulated HIF-1α target genes as evaluated by quantitative real-time PCR; however, global analysis of gene expression using microarrays showed that ETP-3 affected 403 genes, with 113 known to be directly controlled by HIF-1α. This is not surprising given the role of CBP/p300 as a master coactivator.

A second well characterized activator-binding motif within CBP/p300 is the KIX domain, a module that integrates signals of >12 transcriptional activators through at least two binding sites. Ground-breaking NMR spectroscopic work from the Wright and Lumb groups (48–53) have provided relatively high-resolution images of amphipathic TADs bound to this key target. Consistent with the prevailing model of TAD-coactivator interactions, the TADs of CREB, Myb, and MLL form amphipathic helices upon interacting with the KIX domain, with hydrophobic residues making the bulk of the contacts. The amenability of the KIX domain to NMR spectroscopic characterization has facilitated the discovery of transcriptional inhib-
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itors. Using an NMR screening approach, Montminy and co-workers (54) identified a small molecule (KG-501) that bound to the KIX domain of CBP, inhibited the CREB-CBP interaction in vitro and in live cells (Fig. 2C), and down-regulated CREB target genes; however, KG-501 also inhibited other transcription factors such as NF-kB, highlighting the challenges of achieving small molecule modulators with the desired specificity. Overexpression of CBP has been linked to variety of human cancers, including breast cancer and prostate cancer (55, 56); therefore, inhibiting the CREB-CBP interaction via blocking of binding sites within the KIX domain with small molecule inhibitors may lead to novel anticancer agents. More recently, we described a group of amphipathic TAD mimics that interact with the MLL/Tat/c-Jun-binding site within this domain and competitively inhibit the activity of KIX domain-targeting activators (Fig. 2C) (57–59). Additionally, Li and Xiao (60) re-examined KG-501 and discovered that the dephosphorylated version of KG-501, naphthol AS-E, exhibited greater binding and a significantly lowered IC_{50} of 2.90 μM (Fig. 2C); they postulated that naphthol AS-E is the active form of KG-501.

Inhibiting TAD-Med23 Complexes

Beyond CBP/p300, there is very little coactivator structural information on or detailed characterization of the TAD-coactivator complexes, rendering the design of molecules or even effective screens quite challenging. One such complex is that between the Ras-linked coactivator Med23 (Sur2/DRIP130/CRSP130) and the TAD of the activator ESX. ESX is an epithelium-specific transcription factor that regulates expression of ErbB2 (HER2), an oncogenic protein that is over-expressed in ~30% of all breast cancers (11, 14, 15). ESX interacts with multiple coactivators, presenting a significant challenge in the development of small molecule TAD mimics that exhibit a similar multipartner binding profile. Several lines of evidence suggest that the ESX-Med23 complex is an important contributor to ErbB2 expression (61), making it a target with great therapeutic potential. NMR studies of a minimal region of the ESX TAD (positions 129–145) suggested that it forms an amphipathic helix upon binding to Med23, and these data, in combination with mutagenesis studies, revealed that several hydrophobic residues (Trp^{138}, Ile^{140}, Leu^{142}, Ile^{139}, and Leu^{145}) make the bulk of the contacts with the coactivator. On the basis of this information, Uesugi and co-workers (62) carried out a cell-based screen of a small molecule library biased toward indole-like compounds thought to mimic Trp^{138}. Follow-up studies produced a second generation inhibitor named “wrenchnolol” (Fig. 2D) (63). In vitro studies demonstrated inhibition of the ESX-Med23 complex, and ErbB2-overexpressing breast cancer cells treated with wrenchnolol showed a reduction in ErbB2 expression and proliferation inhibition. Perhaps because of its large size and overall hydrophobicity, wrenchnolol exhibited limited nuclear distribution. More recently, a third generation version of this scaffold was reported, one with improved activity (3–4-fold greater than wrenchnolol) and affinity (2.6-fold greater than wrenchnolol) for Med23 (64). In an alternative approach, our group recently reported an isoazolidine mimic of the ESX TAD that down-regulates ErbB2 expression in ErbB2-overexpressing cells (BT-474 and SKBR-3) at low micromolar concentrations (Fig. 2D) (81). Additionally, it attenuates cell proliferation of ErbB2-overexpressing cells, and gene expression analysis via quantitative real-time PCR showed down-regulation of erbB2 transcripts, consistent with lowered ErbB2 protein levels.

For both the ESX-Med23 inhibitors and the molecules targeting the KIX domain of CBP/p300, micromolar IC_{50} values for transcriptional inhibition are observed, despite considerable optimization in some examples. The origin of this moderate activity is not entirely clear. One contributing factor may be the nature of native TAD-coactivator interactions, interactions that often have K_{d} values in the micromolar range. Indeed, the reported dissociation constant for the minimal ESX TAD in complex with Med23 is 12 μM, suggesting that this surface may be difficult to recognize with high affinity. An additional challenge for all of the TAD-coactivator inhibitors is specificity. TAD-binding domains/surfaces within coactivators are often used by several activators, and thus, an inhibitor targeting a particular TAD-binding domain has the potential to interfere with more than one activator. For example, the KIX domain of CBP interacts with CREB in addition to c-Myb, c-Jun, and Stat1α, among others (25, 45). Defining the extent of this challenge awaits further genome-wide characterization of these and next-generation transcriptional inhibitors. Finally, although many other coactivators are of great therapeutic interest, the lack of structural data significantly hampers the identification of novel inhibitors.

Targeting a Third Domain: Nuclear Receptor-Coactivator Complexes

Although transcription can be minimally reconstituted with just a DBD and a TAD, many transcription factors have additional regulatory domains that also present attractive targets for the development of transcriptional modulators. Nowhere has this been more evident than with NRs. NRs contain an N-terminal amphipathic TAD (AF-1) and a C-terminal TAD (AF-2); AF-2 resides within a LBD that modulates AF-2 activity. Agonist binding induces a rearrangement of helix 12 of the LBD, creating a hydrophobic groove with which coactivators bind and activate transcription of specific genes. Thus, modulation of NR activity with exogenous molecules can be achieved by targeting AF-1, AF-2, or the LBD. AF-1 is unstructured in solution and closely resembles other amphipathic TADs; hence, to date, there are no reported small molecule regulators of AF-1. In contrast, AF-2 and the LBD are well defined and have been amenable to structural studies (65–67). Additionally, unlike the previously discussed activator-coactivator interactions, coactivators utilize a highly conserved and structurally well characterized α-helical LXXLL motif (NR box) to bind to AF-2 (68, 69). The wealth of structural information has resulted in many advancements in the development of NR regulators that either directly inhibit NR-coactivator interactions via targeting the hydrophobic groove with LXXLL helix mimics or allosterically inhibit NR-coactivator interactions by binding to the LBD within the ligand-binding pocket (70).

One particularly exciting example is the recent identification of small molecule inhibitors of the TR and AR. A variety of diseases have been linked to aberrant TR and AR activity. For example, the
AR has been shown to play a role in androgen-dependent prostate cancer, and anti-androgenic drugs have been used successfully against these cancers; however, these are not without significant side effects. Therefore, the development of novel small molecule modulators of NRs is of great therapeutic interest. A library screen for potential inhibitors of TR-coactivator interactions discovered a β-aminoketone, L3, which had an IC\textsubscript{50} value of ~0.9 μM for the TRβ isoform (Fig. 2E) (71). L3 acts irreversibly, exhibiting cell permeability and nearly full inhibition of transcription in a cell-based reporter assay at 4 μM. Structure-function analysis of this lead compound provided insight into properties contributing to potency, solubility, toxicity, and permeability, with the most potent inhibitors consisting of an electrophilic head, hydrophobic core, and a hydrophobic alky tail (72). Additionally, it appears that the hydrophobicity plays a role in the high selectivity (50-fold) of L3 for TRβ over TRα.

Similarly, library screening methods were also used to identify lead compounds that blocked AR transcriptional activity, which were then subjected to X-ray structural analysis. These studies identified FLF, a nonsteroidal anti-inflammatory drug, as an allosteric inhibitor of the AR (73). Interestingly, structural analysis revealed that FLF binds to a previously unidentified hydrophobic cleft in the AR, termed BF3, which appears to be necessary for AR function. Indeed, mutations at this site are involved in androgen-insensitivity syndromes (74). Interactions at BF3 abrogate binding of coactivators to the AR through an allosteric mechanism. Further derivatization of FLF produced analogs that antagonized the AR via binding at the hormone-binding site instead of at the BF3 site yet still inhibited AR transcriptional activity and AR target genes (Fig. 2E) (75).

The well defined nature of AF-2 and the LBD of NRs, in combination with the highly conserved LXXLL motif of NR coactivators, has greatly facilitated the identification of small molecule modulators of NR activity, in particular NR inhibitors. These exciting advancements may open the door to novel therapeutics and alternative strategies in the treatment of NR-related disorders such as prostate cancer and hyperthyroidism.

**Putting It All Together: Activator Artificial Transcription Factors**

Molecules that can reconstitute activator function are interesting as potential therapeutics aimed at replacing malfunctioning transcription factors. The predominant strategy for the development of ATFs has been to reconstitute activator function through replacement of either or both domains with synthetic or non-natural counterparts (Fig. 1) (8, 76, 77). Protein-based activator ATFs are at a more advanced development stage relative to ATFs constructed from one or more small molecule components, with, for example, designer zinc-finger ATFs in clinical trials (78). One of the primary reasons that small molecule ATFs have lagged behind is the considerable difficulty associated with recapitulating the multipartner binding profile of natural TADs with a small molecule, particularly given the many open questions surrounding activator-coactivator interactions. Despite this, there have been several advancements in ATFs in recent years. The Mapp laboratory reported the first small molecule TAD, an amphipathic isoxazolidine that was designed to generically mimic the amphipathic helices of natural TADs, and this and related molecules function in cell-free and cellular experiments; recent studies indicate that isoxazolidine 1 displays a multipartner binding profile analogous to that of natural TADs and in particular binds to the KIX domain of CBP using the same binding site utilized by MLL, Tat, and Tax (58, 59). A second class of TADs has emerged from the Kodadek laboratory (79, 80) through a screen of peptoids for binding to CBP, and from this, a number of peptoid TADs that function in cells have emerged. Uesugi and co-workers (64) were also able to up-regulate reporter and endogenous genes by targeting a wrnchnolol derivative to DNA. The next challenge is to be able to use the small molecule TADs to affect endogenous genes, a transition that would greatly increase their utility.

**Future Directions**

The past decade has seen many exciting advances in the development of synthetic modulators of transcriptional activation. Both screening and directed design strategies have been effective in identifying mimics of TADs that can be used as inhibitors or activators of transcription, depending on the context. However, the long-standing debate over the identity of functionally important activator-binding partners, coupled with limited structural data for activator-target protein complexes, continues to hinder the field. Advances in either of these areas will be enormously important for the discovery and characterization of transcriptional modulators with increased effectiveness and specificity.
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