Influence of bone-conducted vibration on simulator sickness in virtual reality
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Abstract

Use of virtual reality (VR) technology is often accompanied by a series of unwanted symptoms, including nausea and headache, which are characterised as ‘simulator sickness’. Sensory mismatch has been thought to lie at the heart of the problem and recent studies have shown that reducing cue mismatch in VR can have a therapeutic effect. Specifically, electrical stimulation of vestibular afferent nerves (galvanic vestibular stimulation; GVS) can reduce simulator sickness in VR. However, GVS poses a risk to certain populations and can also result in negative symptoms in normal, healthy individuals. Here, we tested whether noisy vestibular stimulation through bone-vibration can also reduce symptoms of simulator sickness. We carried out two experiments in which participants performed a spatial navigation task in VR and completed the Simulator Sickness Questionnaire over a series of trials. Experiment 1 was conducted using a high-end projection-based VR display, whereas Experiment 2 involved the use of a consumer head mounted display. During each trial, vestibular stimulation was either: 1) absent; 2) coupled with large angular accelerations of the projection camera; or 3) applied randomly throughout each trial. In half of the trials, participants actively navigated using a motion controller, and in the other half they were moved passively through the environment along pre-recorded motion trajectories. In both experiments we obtained lower simulator sickness scores when vestibular stimulation was coupled with angular accelerations of the camera. This effect was obtained for both active and passive movement control conditions, which did not differ. The results suggest that noisy vestibular stimulation can reduce simulator sickness, and that this effect appears to generalize across VR conditions. We propose further examination of this stimulation technique.

Introduction

Recently, technological advances have supported a proliferation of inexpensive and powerful consumer-oriented virtual reality (VR) hardware devices. This advancement creates an urgent need to solve some of the key problems of VR exposure. Perhaps the principle problem is a
phenomenon known as ‘simulator sickness’ (also known as ‘cybersickness’ [1–2]). Around 80% of VR users typically experience some symptoms of sickness, with as many as 50% experiencing symptoms with such severity that they are compelled to terminate a session of VR early [3]. The most common adverse effects of virtual environment immersion include nausea, headache, sweating, and vomiting. These symptoms can persist for several hours following exposure to the environment [4–5]. The symptoms are often sufficient to compel users to avoid further use of VR entirely [6–7]. Given that VR technology offers a valuable method for use in skills training, education, and clinical rehabilitation, there has been a substantial amount of research into the causes of simulator sickness in VR [3].

Causes of simulator sickness

A number of contributing factors have been implicated in the etiology of simulator sickness, including visual flicker, low refresh-rate, and high motion-to-photon latency [6,8–10]. As tracking and display technology continues to develop, user comfort is expected to increase—although some display improvements may in fact exacerbate symptoms, such as increases in the field-of-view [11]. Frequently, VR experiences simulate self-motion through an environment using optic flow, and this manner of simulation appears to be a particular trigger for sickness [10–13]. It is well known that optic flow is sufficient to specify motion of an observer through their environment [14–15]. However, if the vestibular sense does not receive stimulation at the moment of motion onset and offset to indicate body accelerations, sensory information is incongruent. Symptoms are thought to occur as a result of the nervous system attempting to respond appropriately to sensory mismatch, which is a situation that might have been caused internally (e.g., as the results of accidental ingestion of a neurotoxic substance [13,16–17]). In that case, nausea and the emptying of the stomach could be considered an adaptive function, although the response becomes severely maladaptive when the sensory conflicts result from curve navigation in a driving simulator. Another explanation for simulator sickness has focused on the postural instability produced by exposure to VR technology [18–19]. It is possible that decreased postural stability in VR increases the number and magnitude of cue-conflicts that may underlie symptoms of discomfort, although empirical evidence is as of yet unclear [20–21].

Techniques for reducing simulator sickness

Despite the understanding acquired about the causes of simulator sickness, its prevention and treatment have received less attention. One preventative approach has been to avoid situations that generate sensory mismatch: For example, Dorado and Figueroa [22] implemented camera movement in VR that avoids accelerations as much as possible. They showed that using ramps instead of staircases for changing elevation in the environment can reduce the degree of simulator sickness experience by the user. Recently a ‘point and teleport’ method for moving in a virtual world has gained popularity, where a user specifies a position to which they will relocate upon a button press [23]–this technique also minimizes the accelerations of the visual scene. Another method has focused on preventing sensory mismatch by ‘recoupling’ the visual and vestibular systems during navigation of a VR environment. Some approaches involve using motion platforms to move the body along with visually-simulated motion [24–25], and several consumer-oriented motion simulators are beginning to emerge. The efficacy of motion base simulators in reducing simulator sickness is not clear, however. While studies show improved comfort for moving base compared to fixed base simulators [26–27], others indicate no effect of motion cueing [28], or even an exacerbating effect on symptom severity [29]. Compared to their significant expense and technical complexity, the current balance of research shows little evidence that motion platforms effectively reduce symptom severity compared to stationary
conditions [9,30–31]. Another technique, galvanic vestibular stimulation (GVS), has been effective in preventing symptoms of simulator sickness in virtual environments. This technique involves applying an electrical current to electrodes near the mastoid processes in order to stimulate vestibular afferent nerves. Applying GVS to recouple visual and vestibular cues was shown to reduce the incidence of simulator sickness in a flight simulator task [32]. The technique has found additional support in a study by Reed-Jones and colleagues [33], where simulator sickness was reduced by using GVS in a driving simulator. This is also supported by additional evidence, showing a preventive effect of galvanic stimulation on simulator sickness in a driving task, regardless of whether stimulation is applied during curve maneuvers or intermittently throughout the task [34].

The visual-vestibular recoupling approach to simulator sickness has led to the development of preliminary consumer-oriented GVS devices [35]. Nonetheless, a series of practical issues remain in terms of the use of GVS in VR experiences. Previous research indicates that GVS use is associated with symptoms of discomfort in some healthy users [36]. For certain individuals, such as pacemaker users, there are serious risks involved in applying direct current stimulation to the surface of the body, as is the case with GVS [37]. An additional obstacle to the widespread adoption of GVS is the precise match between vision and vestibular stimulation required in order to accurately replace the expected vestibular signals. Small errors between directional cues derived from vision and those that are applied using GVS could engender sensory mismatches that impact performance and comfort significantly [37].

Recent research from our group has employed a vestibular stimulation method that presents a possible solution to both the problem of invasiveness and the problem of precision described above. The method we have used involves applying noisy stimulation to the vestibular system using bone-conducted vibration (BCV) that is applied at the mastoid processes. This technique has been shown to evoke the oculomotor and myogenic responses similar to those produced by linear accelerations of the otolith organs [38–42]. Unlike with GVS, there are no known populations for whom BCV produces adverse effects, according to evidence obtained with well over 3000 participants [43]. At the same time, we contend that the use of BCV to reduce sensory mismatch does not require a precise mapping between the expected vestibular signal and the applied vestibular signal, given that the intention of the approach is to add sensory noise to the vestibular system. This reduced constraint therefore renders BCV easier to implement than GVS, where the aim is typically to ‘recouple’ vision and vestibular cues [32–34]. In addition, we recently proposed that BCV reduces the sensory reliability of the vestibular system, which has the consequence of upweighting visual self-motion information that is obtained during stimulation. This theory was presented on the basis of evidence that visually evoked illusions of self-motion (vection) are facilitated by noisy stimulation of the vestibular system with both BCV and noisy GVS [44]. The idea builds on a Bayesian cue integration framework where sensory cues are inversely weighted by their reliability [45–47].

The results of previous work conducted by our group [44] provided strong evidence that BCV—an otolith stimulation [38, 43]—facilitates quicker vection when it is applied in conditions in which no otolith stimulation would be expected (e.g., yaw rotation about the vertical axis). This finding points towards a general effect of BCV on vestibular processing, which we attributed to a reduction in vestibular reliability. The same study also disputes the possibility that noisy vestibular stimulation simply masks the input to vestibular organs, since we observed similar effects between BCV (otolith) and noisy GVS (non-specific vestibular afferent stimulation [48]). In the context of the relationship between sensory conflict and simulator sickness proposed by Reason and Brand [13], we expected that reducing vestibular reliability in this manner would give rise to reduced conflict and improved comfort in VR. We designed the current study to test this possibility.
Study aims

The aim of the current study was to employ BCV as a novel technique for reducing simulator sickness. We tested the effect of two versions of BCV on simulator sickness while participants completed a path navigation task which was rich in simulated self-motion. We coupled the timing of BCV stimulation to visual angular accelerations in one condition, and in the other condition we applied BCV at random intervals.

Our main prediction was that when BCV is applied during large visual accelerations (that is, when significant vestibular cues would normally be expected to occur), simulator sickness will be reduced compared to control conditions. We reasoned that the absence of vestibular motion cues accompanying large visual acceleration contributes significantly to simulator sickness, as has been proposed by several previous studies [10–13]. Applying BCV along with large visual accelerations should therefore encourage visual self-motion cues to be upweighted against the noisy and therefore unreliable vestibular input. On the other hand, BCV that is applied randomly throughout a trial should have little effect on simulator sickness scores as it is not directly associated with visual acceleration cues. While linear acceleration of the head and tilt with respect to gravity are also adequate vestibular cues, we only coupled the timing of BCV stimulation to angular accelerations of the camera in the present study. If BCV causes a general reduction in vestibular reliability, coupling BCV to any adequate vestibular stimuli should produce similar results. However, given that coupling the timing of BCV to linear accelerations or tilt would have resulted in a near-constant vibration, and for the purposes of time, we decided to test BCV coupled only to the timing of angular acceleration.

In addition to our main objective, there were two secondary objectives of the current study. First, we aimed to test if BCV reduced simulator sickness in both active and passive movement control conditions; that is, when participants control their own movement in the VR environment, and when they move passively through the environment. The degree of movement-control participants exert in VR is typically related to measures of simulator sickness [49–51]. We were mainly interested in this factor because of the prevalence of passive simulated self-motion in consumer-oriented VR experiences [23]. Second, we wanted to assess if the typical linear increase in symptom severity observed over time during VR exposure [52–54] would be affected by BCV stimulation.

In Experiment 1, we designed a VR navigation task to test the effect of BCV on simulator sickness. Given the proposed link between simulator sickness and errors in visual and vestibular self-motion estimates [12–13], we designed a spatial navigation task that involved simulated observer motion. We used a high-end projection-based VR system with motion tracking to present the task. Across three groups we either: 1) applied BCV when visual flow implied angular accelerations greater than 3 deg/s², 2) applied BCV randomly throughout the trial, or 3) applied no stimulation. In all conditions, participants conducted both active trials (participant controlled the movement) and passive trials (automatic movement). After each trial we measured simulator sickness using the SSQ. We were interested in an overall effect of stimulation on SSQ scores, but we also wanted to assess if the increase in simulator sickness over a series of trials would differ for the participants who received BCV stimulation.

In Experiment 2, we closely replicated the task conditions of Experiment 1 with an off-the-shelf head-mounted display. Our aim was to characterize the degree to which noisy vestibular stimulation is effective at preventing simulator sickness across different VR display technologies.

Ethics statement

The Queen’s University General Research Ethics Board (GREB) approved this research and all methods were in accordance with the Declaration of Helsinki. Upon arriving at the lab, each
participant provided verbal and written informed consent before completing any questionnaires. At the end of the experiment, participants were verbally debriefed and given a written debriefing form complete with contact information for the Queen’s University GREB. In line with the Queen’s University GREB and Canadian federal law, we did not require parental consent from participants who were under the age of 18 at the time of their participation in this study, as post-secondary students are considered able to provide their own consent in Canada. The Queen’s University GREB approved this consent procedure. All relevant variables and analyses conducted on the data are reported in the article.

**Experiment 1**

**Methods**

**Participants.** Participants were recruited from a student mailing list at Queen’s University. A-priori, we chose a desired sample size of thirty participants and elected to replace participants who could not complete the experiment until this sample size was met. Thirty participants (22 women) completed the experiment. Four participants terminated the experiment early due to a high level of simulator sickness, and their data were not included in the final analyses. Each participant received $10 per hour. Mean age was 19.80 years (SD = 2.46, range = [18, 27]). All participants had normal or corrected to normal vision.

Participants were asked the following question prior to attending the study: “In daily life, how likely are you to experience motion sickness? (e.g., when traveling in a car or plane)”. Responses were given by indicating a point on a scale from 0 to 10 with anchors of “Not at all likely” and “Extremely likely”. Those who marked 9 or 10 would have been advised not to take part in the study as we considered it likely that such participants would experience severe discomfort in the experiment. However, we obtained no responses above 8 in this study.

**Vestibular stimulus.** We secured bone vibrators (Radioear B-71, New Eagle, PA) to the left and right mastoid processes using an elasticated head-band. The voltage signal used to drive the vibrators was delivered using a sound card attached to a custom-built audio amplifier.

There is a well-defined frequency tuning range for BCV: vibration between 200 and 500 Hz produces the largest myogenic potentials [40]. In our experiments, the vibrators operated at a frequency of 500 Hz. Each burst of stimulation lasted 250 ms. We selected a standard BCV magnitude based on the magnitude of stimulation that produced an effect on self-motion perception in a previous study we conducted on self-motion perception [44]. If the intensity of the BCV stimulation was uncomfortable for the participant, we reduced it incrementally until it reached the level that the participant verbally rated as ‘tolerable’. This was important given that the vibration magnitude at the level of the bone depends on a variety of factors, including the shape and size of the head of the participant [38–39].

**Visual stimulus.** We created the task and visual stimulus in Vizard (Version 5.0, WorldViz LLC, Santa Barbara, CA) using the Python programming language (version 2.7). The ground plane was textured with grass (dimensions: 350 x 100 metres). An airport runway was positioned in the centre of the ground plane (dimensions: 350 x 5 metres) to act as a reference frame for participants. We generated a path for participants to navigate by positioning 30 spherical targets in the environment (Fig 1). The targets were coloured randomly, each had a diameter of 1 metre, and each was positioned 3 metres above the ground plane. The path consisted of two lateral cycles of a sine wave (dimensions: 315 x 80 metres, the formula for the path can be specified as: \( y = 40 \sin(2 \pi x/157.5) \), where \( y \) is left-right and \( x \) is fore-aft).

Participants navigated their way through the virtual environment using a handheld controller (Flystick3, Advanced Realtime Tracking, Weilheim i.OB, Germany) that was tracked by an
optical motion tracking system. The projection camera maintained a constant velocity of 5.5 m/s in the direction of heading, and the heading direction was controlled by the orientation of the handheld controller. The rotation angle of the controller in pitch, roll, and yaw measured in degrees in world coordinates directly specified the angular velocity of the camera (measured in degrees per second) in each axis. For example, if the controller was held at an angle of 10 deg in pitch, the angular velocity of the camera in pitch was set to 10 deg/s. Participants were familiarised with the control method in a single practice trial before the experiment.

Virtual reality system. The virtual environment was rendered using a high end projection-based VR system (HoloStation, Christie Digital Systems Inc., Cypress, CA). The apparatus contained four projectors (Christie Mirage WU-L DLP, resolution per projector: 1920 x 1200) that were controlled by a high-end computer (Z820, HP Inc., Palo Alto, CA) with two NVIDIA Quadro K6000 graphic cards and an NVIDIA G-SYNC (NVIDIA, Santa Clara, CA) card for frame synchronization. An optical motion capture system (4 x Trackpack, Advanced Realtime Tracking, Weilheim i.OB, Germany) tracked the position and orientation of markers mounted on stereo shutter glasses at a frequency of 120 Hz in order to couple position and orientation of the observer’s head to the projected view of the 3D environment. The same system was also used to track the hand-held controller. The projectors displayed the virtual environment on four screens: fronto-parallel, left, right and bottom screen (Fig 2). The fronto-parallel screen was 173 cm x 109 cm (width x height); the left and right screens were 108 cm x 109 cm; and the bottom screen was 173 cm x 108 cm. The stimulus was rendered at 120 FPS and was viewed stereoscopically using polarising LCD shutter glasses (Christie Digital Systems Inc.) with a 60 Hz asynchronous refresh rate for each eye. This setup allowed us to project the scene to a large part of the lateral and ventral peripheral field of view (FOV; approximately 90 deg vertical and 160 deg horizontal).

Design. The type of BCV experienced was designed as a between-subjects factor with three levels. In the control group, we applied no stimulation to the vestibular system. In the first experimental group we applied stimulation to the vestibular system when the angular acceleration of the projection camera reached a threshold (3 deg/s $^2$). (From here we will refer to this as the ‘coupled group’, since BCV was coupled to the angular acceleration of the camera.) In the second experimental group we applied stimulation to the vestibular system at random intervals with an average frequency of occurrence of 0.9 Hz. We selected this frequency to match the occurrence frequency of stimulation for participants in the ‘coupled’ group during a pilot experiment. As a result, participants in this group received approximately 80 pulses.
of BCV during a single trial. (From here we will refer to this as the ‘random’ group; that is, BCV at random intervals). In this experiment, the number of vibration pulses experienced by participants in this group was not significantly different to 80 (one sample $t$-test, $p = .29$).

Whether or not participants were given control over their flight path was designed as a within-subjects factor with two levels. In half of the trials the participant actively navigated the path using the motion controller (we term this the ‘active’ condition). In the other half of the trials the participant traveled passively through the environment according to pre-recorded motion trajectories that we obtained from a pilot experiment (we term this the ‘passive’ condition).

**Procedure.** The participant entered the room and was told the goal of the task and instructed how to use the motion controller to navigate. The participant was seated on a chair such that the eyes of the participant were positioned approximately 148 cm from the fronto-parallel projection screen, and approximately 50 cm above the bottom screen. The experimenter positioned the bone vibrators on the skin at the mastoid processes and ensured symmetrical placement on both sides of the head. An elasticated headband was used to keep the vibrators stationary. At this stage the participant was presented with the standard magnitude of BCV, and the experimenter adjusted and recorded the magnitude if necessary.

A trial began with the presentation of a static view of the visual scene. The experimenter then pressed a button on the keyboard to commence the movement of the projection camera. Depending on whether the block contained ‘active’ or ‘passive’ trials, the participant would begin to navigate the path using the motion controller, or would begin to travel passively through the environment.

The experiment commenced with the practice trial, which lasted approximately two minutes. Following the practice, each trial lasted approximately 90 seconds. During the trial, BCV was either coupled with angular accelerations of the camera (‘coupled’ condition), applied randomly at 0.9 Hz average frequency of occurrence (‘random’ condition), or was absent (‘control’ condition) based on the random group assignment of the participant. A target disappeared if the projection camera came within 0.5 m of the edge of the target. Once the path was complete, the experimental program terminated. Trials where the participant missed targets were not repeated, given that doing otherwise would have required an increased duration of
exposure to the VR conditions compared to other participants. Data obtained following these trials were included in analyses. For each of the two levels of movement control (active or passive) we presented 5 trials. Each of the passive trials adhered to a different pre-recorded motion trajectory, and the order of these was uniquely randomized for each participant. This resulted in a total of 10 trials per participant. We blocked the design of the study by the type of trial (active or passive). Half of the participants experienced active trials first and the other half experienced passive trials first. There was a 5 minute break included following the first block of trials, after which the participant commenced the second block.

Participants completed a Simulator Sickness Questionnaire (SSQ) after every trial. This involved a checklist of 16 symptoms such as ‘nausea’, ‘fatigue’, and ‘headache’. For each item on the checklist, we asked participants to indicate the amount to which they currently experienced that symptom using the options ‘none’, ‘slight’, ‘moderate’, or ‘severe’. The experiment lasted approximately 45 minutes to 1 hour in total including introduction and debriefing.

**Data analysis.** After the experiment the responses for items on the SSQ were used to compute a total SSQ score according to the guidelines of Kennedy and colleagues [1]. This total score exhibited a high degree of variability which was non-homogeneously distributed across groups, and as such we conducted a square root transformation on the data which resulted in homogeneity of variance. These transformed data were subjected to statistical analyses, as in Experiment 1.

We characterized the number of ‘sick’ participants in each condition by calculating average SSQ score across trials in a block and classifying ‘sickness’ as an average score of 20 or higher [55].

**Results**

Participants displayed a high level of performance on the task. Out of the 30 participants who completed the study, 27 completed the task without missing a target, while the remainder missed an average of 3 targets across the 10 trials. Of the four participants who elected to terminate the experiment early due to high simulator sickness, two were from the random group, one was from the coupled group, and one was from the control group.

The most commonly reported symptom across all groups was ‘fatigue’ (percentage of participants who reported the symptom at least once: 93%). The next most common symptoms were ‘difficulty concentrating’ in the coupled group (73%), and ‘general discomfort’ in the random and control groups (73% and 83% respectively).

We ran a mixed-factor 2 X 3 analysis of variance (ANOVA) on transformed SSQ scores for the within subjects factor of movement control (active or passive) and the between subjects factor of stimulation type (coupled, random, or none). Results revealed a main effect of stimulation type on the transformed SSQ scores, $F(2, 27) = 3.46, p = .046, \eta^2_p = 0.20$ (Fig 3). We conducted a follow-up analysis using estimated marginal means on the factor stimulation type. The results showed that coupled vibration trials were associated with significantly lower transformed SSQ scores than control trials ($p = .017$). However, transformed SSQ scores in the random trials did not differ from those in the coupled trials ($p = .08$) or the control trials ($p = .47$). We found no main effect of movement control, $F(1, 27) = 3.86, p = .06, \eta^2_p = 0.13$, although the active condition was related to slightly lower transformed SSQ scores than the passive condition.

There was no interaction between the factors stimulation type and movement control, $F(2, 27) = 1.70, p = .20, \eta^2_p = 0.11$.

To establish the degree to which simulator sickness increased across trials, we calculated linear trends for each group. We found a significant overall linear increase in the transformed
SSQ scores over the five trials in a block, $F(1, 27) = 5.41, p = .028, \eta^2_p = 0.17$ (Fig 4). This linear trend did not differ as a function of the levels of stimulation type ($F(2, 27) = 0.51, p = .61, \eta^2_p = 0.05$) or movement control ($F(1, 27) = 0.04, p = .84, \eta^2_p = 0.01$).

The number of participants who were classified as ‘sick’ in each condition is presented in Fig 5. The frequency of ‘sick’ participants was highest for the control group, second highest for the random group, and lowest for the coupled vibration group.
Discussion

The data revealed an effect of vestibular stimulation on simulator sickness scores. A follow-up analysis showed that transformed simulator sickness scores were lower when BCV was coupled with large angular accelerations of the projection camera. Our initial hypothesis was supported, in that the effectiveness of noisy vestibular stimulation imparted a benefit when it was applied concurrently with expected vestibular signals. The results show that comfort in a high-end virtual reality experience can be improved by the application of noisy vestibular stimulation, which is relatively cheap, non-invasive, and easy to use.

The results show that the type of movement control used had little effect on simulator sickness scores. The degree of vestibular stimulation applied had much more of an impact on the pattern of data we obtained. We note that multiple studies have reported that passive movement tends to produce higher simulator sickness than active movement [49–51]. We were unable to corroborate these findings. However, it is possible that this result could be related to differences in movement variability between the passive and active trials that we discuss in detail below (see General discussion).

The data support the idea that simulator sickness can be reduced through the use of noisy vestibular stimulation in a high-end, projection based virtual reality system. However, most users of VR do not have access to such high performance equipment. On the other hand, the use of head-mounted displays is becoming widespread with the release of technology such as the Oculus Rift, the HTC Vive, and the FOVE head-mounted display. This hardware can be purchased at a low-cost and maintains good standards in terms of display refresh rate, head tracking, and motion-to-photon latency. At the same time, devices such as the Oculus Rift are known to produce simulator sickness [56]. Our next question was about the degree to which the stimulation technique used in Experiment 1 reduces simulator sickness in visual display.

Fig 5. Experiment 1, number of participants classified as ‘sick’ in each condition. ‘Sickness’ corresponds to average SSQ scores ≥ 20 [55].

https://doi.org/10.1371/journal.pone.0194137.g005
conditions that are more relevant to consumer practices. In order to answer this question we conducted Experiment 2 where we closely replicated the task of Experiment 1 using an off-the-shelf head-mounted display, and applied noisy vestibular stimulation during the task.

**Experiment 2**

**Methods**

**Participants.** Participants were recruited from a student mailing list and an undergraduate Psychology course credit pool at Queen’s University. There were 78 participants (51 women) who completed the experiment. As in Experiment 1, sample size was selected a-priori and participants who terminated the study early were replaced until the desired sample size was met. One participant terminated the experiment early due to a high level of simulator sickness, and her data were not included in the final analyses. We compensated each participant $10 per hour, or 1 course credit per hour for an undergraduate psychology course. Mean age was 18.18 years ($SD = 0.66$, range = [17, 21]). All participants had normal or corrected to normal vision: Corrective glasses were used in the head-mounted display if they were required by the participant.

We screened participants for motion sickness susceptibility similarly to Experiment 1 (rated from 0 to 10), and as in Experiment 1 we received no scores that required the participant to be excluded (maximum score of 7).

**Visual stimulus.** The visual stimulus was rendered using the Oculus software developer kit (version 0.8.0) and Oculus plugin in Unity3D (version 5.0; Unity Technologies SF, San Francisco, CA). The internal head tracking of the device (translation and rotation) was used to update the viewpoint of the observer, so that the virtual environment appeared to be stable. The stimulus was designed such that it appeared as visually identical as possible to the task in Experiment 1 (that is, a 350 by 100 meters grassy plane; a 350 by 5 meter runway for visual reference; 30 target spheres positioned at points along a sinusoidal specified as: $y = 40 \sin(2 \pi x/157.5)$, where $y$ is left-right and $x$ is fore-aft; a target diameter of 1 metre and a target height of 3 metres above the ground plane; Fig 6).

Although the virtual environment was the same in both experiments, participants in Experiment 1 had the ability to see their arm and hand while controlling movement of the projection camera. For participants using the head-mounted display in Experiment 2, this was not possible. Therefore, in Experiment 2 we asked participants to hold their left hand in front of their body, and motion captured the position and orientation of the hand. We projected a visual representation of the hand into the virtual environment (Fig 6A). In addition, we used the

![Fig 6. Virtual environment in Experiment 2. A) The virtual environment seen by participants. B) The head-mounted display that was used to visualise the environment. The Leap Motion Controller was mounted on the front of the display device.](https://doi.org/10.1371/journal.pone.0194137.g006)
rotation of the left hand to control the heading of the projection camera. Motion capture of
the hand was achieved using a low-cost infrared hand-tracking camera (Leap Motion Controller,
Version 3.0.0, Leap Motion Inc., San Francisco, CA) and the pre-built Unity Asset Package.
The hand and forearm were visually represented by a skeleton that was included in the Unity
Asset Package for the hand-tracking camera.

The projection camera maintained a constant velocity of 5.5 m/s in the direction of head-
ing, and the heading direction was controlled by the orientation of their left hand. Note that,
similarly to Experiment 1, heading was de-coupled from gaze direction such that the partici-
 pant could rotate their head while maintaining their heading direction. The rotation angle of
the hand in pitch, roll, and yaw in world coordinates was used to set the angular velocity of the
camera in each axis (as in Experiment 1, the orientation of the hand in degrees defined angular
velocity in degrees per second for pitch, roll, and yaw).

Virtual reality system. The virtual environment was rendered using a low-cost head-
mounted display running at 75 FPS (Oculus Rift DK2; Oculus VR, Menlo Park, CA; resolution
per eye: 960 x 1080). The presentation of the virtual environment was delivered by a high-end
graphics computer (HP Z820; NVIDIA Quadro K6000 graphic card).

Design. The experimental design reproduced Experiment 1. The type of BCV was a
between-groups factor (conditions were identical to Experiment 1: ‘Coupled’, vibration
applied with 3 deg/s² angular acceleration of the camera; ‘Random’, applied at 0.9 Hz; or ‘Con-
trol’, no vibration). Motion control was a within-subjects factor with two levels (‘active’ or
‘passive’; hand-controlled navigation or automatic navigation, respectively).

Procedure. The participant entered the room and was introduced to the goal of the task
and instructed how to use their hand to navigate. The participant was seated on a chair approx-
imately 50 cm in front of the positional tracking camera of the head-mounted display, and
approximately 100 cm above the ground. The experimenter positioned the bone vibrators on
the skin at the mastoid processes and ensured symmetrical placement on both sides of the
head. An elasticsated headband was used to keep the vibrators stationary. At this stage the par-
ticipant was presented with the standard magnitude of BCV, and the experimenter adjusted
and recorded the magnitude if necessary.

The task progression was similar to Experiment 1. Before the experiment, participants were
familiarised with the control method in a single practice trial which lasted approximately two
minutes. Trials began with the presentation of a static view of the visual scene. The experim-
enter then pressed a button on the keyboard to commence the movement of the projection
camera. Depending on whether the block was an ‘active’ or ‘passive’ trials, the participant would
begin to navigate the path by rotating their hand, or would begin to travel passively through the
environment. Each of the passive trials adhered to a different pre-recorded motion trajectory,
and the order of these was uniquely randomized for each participant. Each participant com-
pleted 10 trials (blocks of 5 active and 5 passive, the order of which was counterbalanced).

Each trial lasted approximately 90 seconds. During the trial, BCV was applied based on the
random group assignment of the participant. A target disappeared if the projection camera
came within 0.5 m of the edge of the target. Once the participant had completed the path, the
experimental program terminated. Participants then removed the head mounted display and
completed the SSQ. Trials involving missed targets were not repeated and data following these
trials were included in statistical analyses. There was a 5 minute break following the first block
of trials, after which the participant commenced the second trial block. The experiment lasted
approximately 45 minutes to 1 hour in total including introduction and debriefing.

Data analysis. As in Experiment 1, responses for items on the SSQ were used to compute
a SSQ total score. We conducted a square root transformation on the data to correct for het-
erogeneity of variance before statistical analyses were performed. These transformed data were
subjected to statistical analyses. We again grouped participants as ‘sick’ or ‘not sick’ using the criterion of 20 or higher for the average total SSQ score across trials in a block [55].

Results

The majority of participants completed the experiment without any tracking failures. Of the 78 participants who completed the experiment, 45 did so without missing a target, while the remainder missed an average of 2 targets across the 10 trials. Most of these misses were produced when the motion capture system momentarily failed to track the orientation of the hand. The participant who elected to terminate the experiment early due to high simulator sickness was from the coupled group. A one-sample t-test confirmed that the frequency of vibration pulses in the coupled group across the two experiments was similar (p = .11).

The most commonly reported symptoms across all groups were ‘fatigue’ and ‘general discomfort’ (percentage of participants who reported the symptom at least once was 85% and 72% respectively). The next most common symptom was ‘dizziness eyes closed’ in the coupled group (64% of participants), ‘headache’ in the random group (67% of participants), and ‘eye-strain’ in the control group (71% of participants).

We ran a mixed-factor 2 X 3 ANOVA on SSQ scores for the within subjects factor of movement control (active or passive) and the between subjects factor of stimulation type (coupled, random, or control). We observed a main effect of stimulation type on transformed SSQ scores, $F(2, 75) = 3.59, p = .033, \eta^2_p = 0.09$ (Fig 7) and conducted a follow-up analysis using estimated marginal means on the factor stimulation type. The results showed that coupled trials were associated with significantly lower transformed SSQ scores than control trials (p = .012). Transformed SSQ scores in the random trials did not differ from those in the coupled trials (p = .06) or the control trials (p = .53).

We found no effect of movement control on transformed SSQ scores, $F(1, 75) = 2.73, p = .10, \eta^2_p = 0.03$, which replicated the result of Experiment 1 where the difference between active and passive trials was also non-significant.

![Fig 7. Experiment 2, square-root transformed SSQ for participants in different movement control and stimulation conditions. Error bars represent standard error of the mean. * p < .05.](https://doi.org/10.1371/journal.pone.0194137.g007)
There was no interaction between the factors of stimulation type and movement control, $F(2, 75) = 1.20, p = .31, \eta^2_p = 0.03$.

To establish the degree to which simulator sickness increased across trials, we calculated linear trends for each group. We found a significant linear increase in transformed SSQ scores over the five trials in a block, $F(1, 75) = 46.29, p < .001, \eta^2_p = 0.39$ (Fig 8). This linear trend did not differ as a function of the levels of stimulation type ($F(2, 75) = 0.63, p = .94, \eta^2_p = 0.02$) or movement control ($F(2, 75) = 1.30, p = .26, \eta^2_p = 0.02$).

As in Experiment 1, the number of participants who were classified as ‘sick’ (SSQ scores of 20 or higher) was highest in the control group, second highest for the random vibration group, and lowest for the coupled vibration group. The data are presented in Fig 9.

Discussion

Similarly to Experiment 1, the data supported our hypothesis that noisy vestibular stimulation can influence simulator sickness in VR if it is applied when vestibular signals are expected (i.e., coupled with large visual acceleration). As well, we found no dependency of simulator sickness on the type of movement control used, as in Experiment 1. Although the effect of coupled BCV was small (Exp. 1, $\eta^2_p = 0.20$; Exp. 2, $\eta^2_p = 0.09$), the fact that we obtained the result in both experiments suggests this may be a reliable effect.

General discussion

Comparison of display conditions

We tested the effect of noisy vestibular stimulation on simulator sickness scores for a large field-of-view screen-projected VR system (Christie Holostation) and an off-the-shelf head-mounted display (Oculus DK2). In general we observed a subtle, yet statistically significant effect of stimulation that was similar across the two display conditions. In both Experiments 1 and 2, participants exhibited less simulator sickness in the condition where vibration was...
coupled with angular accelerations of the camera compared with control (fewer than half experienced SSQ scores of 20 or above). Control conditions in both experiments evoked a large degree of simulator sickness on average (more than half experienced SSQ scores of 20 or above). And, in both cases vibration applied at random intervals was not statistically different to either the coupled or control groups (approximately half of participants in this group experienced SSQ scores of 20 or above).

While the current study was not designed to compare the difference in symptom severity between the display conditions, it is worth noting that the average outcome measures tended to be similar between Experiment 1 and 2. The results also provide evidence that the vestibular stimulation we applied here generalizes well across display conditions. By replicating the task between the two experiments, we gained a first exploratory insight about the possible modulation of the effect of BCV on simulator sickness by any of the factors that varied between the two conditions (e.g., refresh rate, field-of-view). The fact that the effect was replicated suggests that the technique has potential for use in generalized VR display conditions.

**Noisy vestibular stimulation and simulator sickness**

We observed that transformed SSQ scores were significantly lower for participants who received coupled vestibular stimulation compared to control, and we found a non-significant tendency for scores in the coupled stimulation group to be lower than scores in the random stimulation group. Therefore, the results provide some limited support for our theory that noisy vestibular stimulation reduces the weight of vestibular signals through a process of changing vestibular sensory reliability [44]. Building on the sensory conflict account of simulator sickness [13], our motivation was to manipulate relative cue reliability between vestibular and visual cues and encourage visual cues to dominate self-motion perception. However, we
did not measure sensory conflict in our experiments, and cannot rule out the possibility of other influences that we did not measure here (e.g., postural instability [18–21]).

Significant trends obtained in Experiments 1 and 2 indicated that simulator sickness scores tended to increase linearly over blocks of trials. We did not find any interaction between this increase and the type of stimulation used. This suggests that BCV coupled with angular acceleration may be effective for reducing the average simulator sickness experienced by a participant, but that the rate of increase in symptom severity is unaffected. Therefore, while long sessions of VR exposure may still lead to intolerable levels of simulator sickness, the technique described here might affect the length of time for which a user can tolerate VR.

The effect of coupled BCV on simulator sickness was small, particularly in Experiment 2. While the technique might be improved and refined in the future (see discussion below), the small effects we observed may limit the practical appeal of the method for improving comfort in VR. This is especially true given that the current method involves careful initial adjustment of the location of the bone vibration devices, which is undoubtedly impractical for use with VR when the purpose is entertainment. On the other hand, there may be practical utility to such a technique in settings outside of consumer entertainment, where learning and task performance can be diminished by simulator sickness (e.g., training of pilots in flight simulations) [3].

Passive and active movement control

Our data indicate that the degree of simulator sickness experienced was relatively similar regardless of whether or not the participants had control over the motion trajectory of the projection camera. We were unable to provide support for the results of previous literature that has linked control of movement to the likelihood of experiencing simulator sickness [49–51]. Anecdotal reports from the research assistants suggest that the active trials tended to exhibit higher variability in heading direction than the trajectories we used for the passive trials. We noted that although the passive trajectories contained a large amount of variability in their motion trajectory, they did not reach the extreme variability experienced by some participants who had difficulty maintaining a smooth course during the navigation task. In future experiments it would be interesting to yoke the movement of one participant (active) to another participant (passive), as in other studies [49–50] so as to maintain a constant level of variability in both the active and passive conditions. As well, there might have been an additional increase to simulator sickness scores in active trials caused by hand-motion tracking problems. Particularly in Experiment 2, there were several occasions where the hand tracking of participants failed momentarily, causing the camera to be unresponsive to movements.

Overall, the fact that simulator sickness was reduced equally for active and passive conditions adds to the promise of the technique used here. VR applications such as driving and flight simulation tend to include passive motion that often leads to increased symptom severity [49–51]. Other types of passive movement that are associated with a high degree of simulator sickness (such as simulated walking with head bob) should be studied in order to assess the task-generalizability of the effect we observed here.

Future direction

The findings present the possibility that BCV could operate as a cheap and effective way to alleviate or even prevent simulator sickness in VR. However, significant further testing will need to be carried out on this technique given both the novelty and relatively specific set of parameters tested so far. We find it encouraging that we observed an effect of BCV on simulator sickness, even though our method of coupling stimulation to the angular acceleration of the
camera was in some ways arbitrary. Our general rationale was that angular accelerations are one of the primary stimuli for the vestibular system, and as such we added vestibular noise at these critical times when significant vestibular cues should be expected to occur. We did not include a condition where vibration was coupled to linear accelerations, which are equally adequate for vestibular stimulation. It would also have been possible to apply BCV continuously, given that tilt is a constant source of information used by the vestibular system to judge head orientation. Constant BCV stimulation during VR use might be too unpleasant or intrusive for many practical applications. Nonetheless, it would be useful to conduct a similar experiment in the future that contains the addition of a constant vibration condition. Such a study would add to our understanding of whether coupled stimulation is a necessary aspect of the use of BCV to reduce simulator sickness. There could also be much to learn from an experiment that employs BCV for an extended duration prior to—not during—exposure to VR. It may be reasonable to assume that there are both short term effects of BCV, as we have documented here, and sustained effects on sensory reweighting and simulator sickness that can be observed over a longer period. This study marks the first test of BCV to approach simulator sickness reduction in VR, and we are positive that variations of the technique could show large improvements over the subtle effects we observed here.

Our conclusions about the effect of BCV on sickness symptoms are qualified by the fact that transformed SSQ scores in the random group did not differ from scores in the control or coupled groups. At this point, we are limited to speculation about why the random group was not different to either group. Given an increased experimental duration, we might have observed a difference between the random and control groups. The result could suggest that noisy vestibular stimulation reduces simulator sickness irrespective of the nature of stimulation. This finding again shows the need for future, high-powered studies intended to replicate the effects observed here.

The various aspects of the technique that we did not manipulate here include the duration of stimulation, the frequency and magnitude of the vibration, and the way it is coupled to the different kind of vestibular stimulation which the brain might expect in a simulated environment. Given that the task was the same in both experiments, we cannot state whether the effect observed here would generalize to other tasks (e.g., Does the effect of BCV generalize to driving simulators?) or more nauseogenic conditions (e.g., Does the effect persist when optic flow speed is much higher?). Similar questions surround the individual differences in the effectiveness of stimulation (e.g., Why might some participants benefit from coupled BCV, while others might not?). We provided evidence that the effect of stimulation generalized across two display conditions, but there are a multitude of other VR display technologies that may or may not benefit from this technique. Another aspect that is crucial to investigate is the degree to which the vibration can be presented unobtrusively (e.g., utilizing vibration frequency which is inaudible), or embedded within another auditory stream. Such a method might reduce the amount of distraction caused by the BCV technique—certainly, all participants in our study noticed the vibration that was applied, and this might reduce immersion into the VR experience. While the technique might prove useful in training or rehabilitation settings where skills acquisition is limited by simulator sickness, the issue of intrusiveness undoubtedly limits the use of BCV in VR entertainment experiences. Finally, the degree to which this technique could be applied to reducing motion sickness outside of VR is unknown. Since both simulator sickness and motion sickness are likely related to sensory mismatches [12–13], the technique might also prove effective in reducing the severity of common symptoms of travel sickness and sea sickness. Resolving these open questions will move the field closer to the development of a consumer-oriented therapy for sensory mismatch-induced sickness that can be used in a broad range of conditions.
Conclusion

We have outlined evidence from two experiments showing that simulator sickness in virtual reality can be reduced by time-coupling BCV to the occurrence of visual angular accelerations. At the same time, we found no difference between conditions where vibration was random or time-coupled to angular accelerations. While the effects we obtained were small, the current study constitutes the first research to implement this technique with the aim of reducing the negative side-effects of VR experiences. More research will be needed to determine if refinements to the technique will result in increased effects. Future experiments should also assess factors such as the effect of long-term BCV application on simulator sickness, how individual differences modulate the effectiveness of the technique, and whether the intrusiveness of application can be reduced while retaining (and improving) efficacy.

Acknowledgments

We would like to thank Sophie Kenny, Randy Flanagan, and Laurence Harris, as well as the editor and reviewers for their thoughtful comments on the manuscript.

Author Contributions

Conceptualization: Séamas Weech, Jae Moon, Nikolaus F. Troje.

Data curation: Séamas Weech.

Formal analysis: Séamas Weech, Jae Moon.

Funding acquisition: Séamas Weech, Nikolaus F. Troje.

Investigation: Séamas Weech, Jae Moon, Nikolaus F. Troje.

Methodology: Séamas Weech, Nikolaus F. Troje.

Project administration: Séamas Weech, Jae Moon, Nikolaus F. Troje.

Resources: Séamas Weech, Nikolaus F. Troje.

Software: Séamas Weech, Jae Moon, Nikolaus F. Troje.

Supervision: Séamas Weech, Nikolaus F. Troje.

Validation: Séamas Weech.

Visualization: Séamas Weech, Jae Moon.

Writing – original draft: Séamas Weech.

Writing – review & editing: Séamas Weech, Jae Moon, Nikolaus F. Troje.

References

1. Kennedy RS, Lane NE, Berbaum KS, Lilienthal MG. Simulator sickness questionnaire: An enhanced method for quantifying simulator sickness. Int J Aviat Psychol. 1993 Jul 1; 3(3): 203–20.

2. Keshavarz B, Hecht H. Validating an efficient method to quantify motion sickness. Hum Factors. 2011 Aug 1; 53(4): 415–26. https://doi.org/10.1177/0018720811403736 PMID: 21901938

3. Stanney KM, Kennedy RS, Drexler JM, Harm DL. Motion sickness and proprioceptive aftereffects following virtual environment exposure. Appl Ergon. 1999 Feb 1; 30(1):27–38. PMID: 10098814

4. Eisenman LM. Motion sickness may be caused by a neurohumoral action of acetylcholine. Med Hypotheses. 2009 Nov 30; 73(5): 790–3. https://doi.org/10.1016/j.mehy.2009.04.031 PMID: 19497682

5. Stanney KM, Kennedy RS, Dreier JM, Harm DL. Motion sickness and proprioceptive aftereffects following virtual environment exposure. Appl Ergon. 1999 Feb 1; 30(1):27–38. PMID: 10098814
6. Kolasinski EM. Simulator Sickness in Virtual Environments. ARI Technical Report 1027. Alexandria, VA: US Army Research Institute for the Behavioral and Social Sciences. 1995, May.

7. Lawson BD, Kass S, Muth E, Sommers J, Guzy L. Development of a scale to assess signs and symptoms of sopite syndrome in response to mild or nonsickening motion stimuli. In: Proceedings of the 72nd Annual Meeting of the Aerospace Medical Association, Reno, NV 2001 May.

8. Flanagan MB, May JG, Dobie TG. The role of vection, eye movements and postural instability in the etiology of motion sickness. J Vestib Res. 2004 Jan 1; 14(4): 335–46. PMID: 15328447

9. LaViola JJ Jr. A discussion of cybersickness in virtual environments. ACM SIGCHI Bulletin. 2000 Jan 1; 32(1): 47–56.

10. Rebenitsch L, Owen C. Review on cybersickness in applications and visual displays. Virtual Real. 2016 Jun 1; 20(2): 101–25.

11. Lin JW, Duh HB, Parker DE, Abi-Rached H, Furness TA. Effects of field of view on presence, enjoyment, memory, and simulator sickness in a virtual environment. In IEEE Proceedings, Virtual Reality. 2002 (pp. 164–171).

12. Duh HB, Parker DE, Philips JO, Furness TA. “Conflicting” motion cues to the visual and vestibular self-motion systems around 0.06 Hz evoke simulator sickness. Hum Factors. 2004 Mar; 46(1): 142–53. https://doi.org/10.1518/hfes.46.1.142.30384 PMID: 15151161

13. Reason JT, Brand JJ. Motion sickness. Academic press; 1975.

14. Gibson JJ. The perception of the visual world. Oxford, England: Houghton Mifflin. 1950.

15. Gibson JJ. The senses considered as perceptual systems. Oxford, England: Houghton Mifflin. 1966.

16. Treisman M. Motion sickness: an evolutionary hypothesis. Science. 1977 Jul 29; 197(4302): 493–5. PMID: 301659

17. Money KE. Motion sickness and evolution. In: Crampton G, editor. Motion and space sickness (pp. 1–7). Boca Raton, Florida, USA: CRC Press. 1990.

18. Chardonnet JR, Mirzaei MA, Méritienne F. Features of the postural sway signal as indicators to estimate and predict visually induced motion sickness in virtual reality. International Journal of Human–Computer Interaction. 2017 Feb 25:1–5.

19. Riccio GE, Stoffregen TA. An ecological theory of motion sickness and postural instability. Ecol Psychol. 1991 Sep 1; 3:195–240.

20. Sadiq O, McIlroy R, Izadi SS, Chung W, Wise A, Basharat A, Varghese JP & Barnett-Cowan M. Balance control and motion sickness in real and virtual environments. In: Southern Ontario Neuroscience Association (SONA), 2017. St. Catherine’s, Ontario, Canada.

21. Dennison MS, D’Zmura M. Cybersickness without the wobble: Experimental results speak against postural instability theory. Appl Ergon. 2017 Jan 31; 58:215–23. https://doi.org/10.1016/j.apergo.2016.06.014 PMID: 27633216

22. Dorado JL, Figueroa PA. Ramps are better than stairs to reduce cybersickness in applications based on a HMD and a gamepad. In: 3D User Interfaces (3DUI), 2014 IEEE Symposium on 2014 Mar 29 (pp. 47–50). IEEE.

23. Bozgeyikli E, Raij A, Katkoori S, Dubey R. Point & Teleport Locomotion Technique for Virtual Reality. In: Proceedings of the 2016 Annual Symposium on Computer-Human Interaction in Play. 2016 Oct 16 (pp. 205–216). ACM.

24. Riecke BE, Schulte-Pelkum J, Caniard F. Visually induced linear vection is enhanced by small physical accelerations. In: 7th International Multisensory Research Forum (IMRF). 2006 Jun.

25. Roston GP, Peurach T. A whole body kinesthetic display device for virtual reality applications. In: IEEE International Conference Proceedings on Robotics and Automation. 1997 Apr 20 (Vol 4 pp. 3006–3011).

26. Curry R, Artz B, Cathey L, Grant P, Greenberg J. Kennedy SSQ results: fixed-vs motion-based FORD simulators. In: Proceedings of DSC 2002 Sep (pp. 289–300).

27. Aykent B, Merienne F, Guillet C, Paillot D, Kemeny A. Motion sickness evaluation and comparison for a static driving simulator and a dynamic driving simulator. In Proceedings of the Institution of Mechanical Engineers, Part D: Journal of Automobile Engineering. 2014 Jun; 228(7):818–29.

28. McCauley ME. Do Army helicopter training simulators need motion bases? Monterey, California. Naval Postgraduate School. 2006.

29. Dziuda L, Biernacki MP, Baran PM, Truszczyński OE. The effects of simulated fog and motion on simulator sickness in a driving simulator and the duration of after-effects. Appl Ergon. 2014 May 31; 45:406–12. https://doi.org/10.1016/j.apergo.2013.05.003 PMID: 23726466
30. Klüver M, Herrigel C, Heinrich C, Schönner HP, Hecht H. The behavioral validity of dual-task driving performance in fixed and moving base driving simulators. Transportation research part F: Traffic psychology and behaviour. 2016 Feb 29; 37: 78–96.

31. Klüver M, Herrigel C, Preuß S, Schönner HP, Hecht H. Comparing the incidence of simulator sickness in five different driving simulators. In: Proceedings of Driving Simulation Conference. 2015.

32. Cevette MJ, Stepanek J, Cocco D, Galea AM, Pradhan GN, Wagner LS, et al. Oculo-vestibular recoupling using galvanic vestibular stimulation to mitigate simulator sickness. Aviat Space Environ Med. 2012 Jun 1; 83(6): 549–55.

33. Reed-Jones RJ, Reed-Jones JG, Trick LM, Vallis LA. Can galvanic vestibular stimulation reduce simulator adaptation syndrome. In: Proceedings of the 4th International Driving Symposium on Human Factors in Driver Assessment, Training and Vehicle Design 2007 (pp. 534–540).

34. Gálvez-García G, Hay M, Gabaude C. Alleviating simulator sickness with galvanic cutaneous stimulation. Hum Factors. 2015 Jun; 57(4): 649–57. https://doi.org/10.1177/0018720814554948 PMID: 25977323

35. Zao JK, Jung TP, Chang HM, Gan TT, Wang YT, Lin YP, et al. Augmenting VR/AR applications with EEG/EOG monitoring and oculo-vestibular recoupling. In: International Conference on Augmented Cognition 2016 Jul 17 (pp. 121–131). Springer International Publishing.

36. Utz KS, Koruss K, Schmidt L, Rosenthal A, Oppenländer K, Kieffer K, Kerckhoff G. Minor adverse effects of galvanic vestibular stimulation in persons with stroke and healthy individuals. Brain Inj. 2011 Oct 1; 25:1058–69. https://doi.org/10.3109/02699052.2011.607789 PMID: 21879800

37. Lenggenhager B, Lopez C, Blanke O. Influence of galvanic vestibular stimulation on egocentric and object-based mental transformations. Exp Brain Res. 2008 Jan 1; 184(2): 211–21. https://doi.org/10.1007/s00221-007-095-9 PMID: 17717649

38. Curthoys IS, Vulovic V, Burgess AM, Manzari L, Sokolic L, Pogson J, et al. Neural basis of new clinical vestibular tests: otolithic neural responses to sound and vibration. Clin Exp Pharmacol Physiol. 2014 May 1; 41(5): 371–80. https://doi.org/10.1111/1440-1681.12222 PMID: 24754528

39. Reed-Jones RJ, Reed-Jones JG, Trick LM, Vallis LA. Can galvanic vestibular stimulation reduce simulator adaptation syndrome. In: Proceedings of the 4th International Driving Symposium on Human Factors in Driver Assessment, Training and Vehicle Design 2007 (pp. 534–540).

40. Dong X, Yoshida K, Stoffregen TA. Control of a virtual vehicle influences postural activity and motion sickness. Journal of Experimental Psychology: Applied. 2011 Jun; 17(2):128. https://doi.org/10.1037/a0024097 PMID: 21604911

41. Rolnick A, Lubow RE. Why is the driver rarely motion sick? The role of controllability in motion sickness. Ergonomics. 1991 Jul 1; 34(7): 867–79. https://doi.org/10.1080/00140139108964831 PMID: 1915252

42. Stanney KM, Hash P. Locus of user-initiated control in virtual environments: Influences on cybersickness. Presence-Teleop Virt. 1998 Oct; 7(5): 447–59.

43. Kennedy RS, Stanney KM, Dunlap WP. Duration and exposure to virtual environments: sickness curves during and across sessions. Presence-Teleop Virt. 2000 Oct; 9(5):463–72.
53. Min BC, Chung SC, Min YK, Sakamoto K. Psychophysical evaluation of simulator sickness evoked by a graphic simulator. Appl Ergon. 2004 Nov 30; 35(6):549–56. https://doi.org/10.1016/j.apergo.2004.06.002 PMID: 15374762

54. Park JR, Lim DW, Lee SY, Lee HW, Choi MH, Chung SC. Long-term study of simulator sickness: differences in EEG response due to individual sensitivity. Int J Neurosci. 2008 Jan 1; 118(6):857–65. https://doi.org/10.1080/00207450701239459 PMID: 18465429

55. Stanney KM, Kennedy RS, Drexler JM. Cybersickness is not simulator sickness. In: Proceedings of the Human Factors and Ergonomics Society annual meeting 1997 Oct (Vol. 41, No. 2, pp. 1138–1142). Sage CA: Los Angeles, CA: SAGE Publications.

56. Munafo J, Diedrick M, Stoffregen TA. The virtual reality head-mounted display Oculus Rift induces motion sickness and is sexist in its effects. Exp Brain Res. 2017 Mar 1; 235(3):889–901. https://doi.org/10.1007/s00221-016-4846-7 PMID: 27915367