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Abstract

Bayesian optimization (BO) has been widely used in machine learning and simulation optimization. With the increase in computational resources and storage capacities in these fields, high-dimensional and large-scale problems are becoming increasingly common. In this study, we propose a model aggregation method in the Bayesian optimization (MamBO) algorithm for efficiently solving high-dimensional large-scale optimization problems. MamBO uses a combination of subsampling and subspace embeddings to collectively address high dimensionality and large-scale issues; in addition, a model aggregation method is employed to address the surrogate model uncertainty issue that arises when embedding is applied. This surrogate model uncertainty issue is largely ignored in the embedding literature and practice, and it is exacerbated when the problem is high-dimensional and data are limited. Our proposed model aggregation method reduces these lower-dimensional surrogate model risks and improves the robustness of the BO algorithm. We derive an asymptotic bound for the proposed aggregated surrogate model and prove the convergence of MamBO. Benchmark numerical experiments indicate that our algorithm achieves superior or comparable performance to other commonly used high-dimensional BO algorithms. Moreover, we apply MamBO to a cascade classifier of a machine learning algorithm for face detection, and the results reveal that MamBO finds settings that achieve higher classification accuracy than the benchmark settings and is computationally faster than other high-dimensional BO algorithms.

Keywords— Bayesian optimization, high-dimensional large-scale problem, embedding uncertainty, Gaussian process, model aggregation

1 Introduction

Global optimization problems are of immense interest in various fields, including machine learning, computer science, and engineering. Many problems can be formulated as global optimization problems, such as hyperparameter tuning problems for machine learning algorithms (Snoek et al., 2012), the performance optimization of the controller for a physical robot (Guzman et al., 2020), and price optimization problems in revenue management (Phillips, 2021). Among
these, the hyperparameter tuning problem is of considerable interest in machine learning. Recent machine learning models have become increasingly complex with a large set of hyperparameters, and the values of the parameters may have a significant impact on the algorithm’s performance. In hyperparameter tuning, we aim to determine a set of hyperparameter values that can achieve the best performance. However, hyperparameter tuning problems still face several challenges because the parameter space is usually high-dimensional, and each evaluation may be extremely computationally expensive for complex models. This motivates us to design an efficient global optimization algorithm that could potentially be applied to such a problem.

Formally, let us consider the following optimization problem

$$\min_{x \in \mathcal{X}} \mathbb{E}[y(x)],$$

where $x$ is the input, $\mathcal{X} \subset \mathbb{R}^d$ is the search space, which is usually assumed to be compact, and $y(x)$ is the observed output at $x$. Typically, we assume $y(x) = f(x) + \xi(x)$, where $f(x)$ is the true objective function and $\xi(x)$ represents the stochastic noise, which is normally distributed with mean 0. In this study, we consider a general heteroscedastic noise, that is, the variance of the noise can vary across different inputs.

In problems such as hyperparameter tuning, the objective function $f(x)$ can be viewed as a black-box function, implying that there is no closed-form expression of $f$, and the cost for each evaluation of $f$ may be expensive. Owing to the high cost of these evaluations, it is generally difficult or impossible to estimate the derivative information for $f$. Therefore, the use of traditional gradient-based optimization methods is limited. Several optimization methodologies can be applied to solve (1) under this black-box, derivative-free setting, including evolutionary algorithms (Yu and Gen, 2010), random search methods (Zhigljavsky, 2012), and surrogate-based simulation optimization (see Hong and Zhang (2021) for an overview). Each method exhibits unique advantages and shortcomings under different settings. Among these methods, Bayesian optimization (BO), which is a surrogate-based method, has recently been widely used owing to its mathematical convenience and flexibility (Frazier, 2018). BO uses the Gaussian process (GP) model as a surrogate with a probabilistic framework that helps query the search space efficiently. Furthermore, BO does not require strict assumptions on the output $y$ and is easy to apply.

In this study, we propose an efficient BO algorithm to solve problem (1) in a high-dimensional and large-scale setting.

1.1 Motivation

From hyperparameter tuning problems for machine learning or even deep learning models to complex simulation optimization problems for complex industrial systems, the need for an efficient high-dimensional and large-scale optimization algorithm has become ubiquitous. Although there have been many successful applications of BO algorithms, the optimization problem (1) can still be challenging when the input dimension $d$ (i.e., the dimension of $x$) and number of observations $n$ are large.

As systems become increasingly complex, many real applications require the solution of a high-dimensional optimization problem. For example, Wang et al. (2018) described a rover trajectory-planning problem in which 30 location
points need to be optimized with respect to a reward for the rover trajectory. To optimize such high-dimensional systems, it is difficult to directly apply BO. The number of evaluations required to find the global optimum increases exponentially in \(d\), thereby resulting in poor scaling of the BO to high-dimensional problems with limited budgets.

Large-scale systems have also been applied in various fields, for example, optimizing the simulation model for scheduling semiconductor factories (Hildebrandt et al., 2014), which employs a complex simulation model that contains more than 3000 jobs per run. However, for large-scale problems (large \(n\)), a computational effort of \(O(n^3)\) in time is required to obtain the posterior predictive distribution of the GP model in BO (because we need to compute the inverse of the covariance matrix). This cubic time complexity makes the BO not scale well when \(n\) increases to the thousands (Williams and Rasmussen, 2006).

Moreover, problems with large \(d\) and large \(n\) may occur simultaneously as the computational capacity and storage capacity increase, for example, in the parameter tuning task for large-scale machine learning algorithms. This type of task is essential as well as challenging, as many of those algorithms today contain a large number of hyperparameters to tune, where the different values of hyperparameters can significantly impact the performance of such algorithms. For example, the Viola & Jones Cascade (VJ) classifier (Viola and Jones, 2001) is a machine learning algorithm that detects whether a given image contains a face, and the aim is to optimize its classification accuracy. As there are more than 20 parameters to tune in the VJ classifier for optimization, and several hundreds of iterations are needed to make the optimization procedure converge, this can be considered a high-dimensional large-scale optimization problem (a more detailed description of this problem is mentioned in Section 5.4). In such cases, it is of interest to address the large \(d\) and large \(n\) problems simultaneously to optimize the models more efficiently.

Owing to these challenges, high-dimensional large-scale optimization algorithms can be designed to solve (1). In this study, we also consider this high-dimensional large-scale scenario and propose an efficient BO algorithm to solve the optimization problem given by (1). In the next section, we review the existing BO algorithms designed to solve either the high dimensional or large scale scenarios, and the few designed for both.

1.2 Related Work

In this subsection, we introduce related literature that addresses the dimensionality (large \(d\)) and scalability (large \(n\)) issues mentioned in Section 1.1.

There are two main streams of work for solving problem (1) with a large \(d\). The first assumes a low-dimensional intrinsic structure of the objective function \(f\). Wang et al. (2016) proposed the REMBO algorithm, which assumes that \(f\) only varies along a lower dimensional subspace, and GP-EI is performed in a stochastic subspace generated via random embedding. Djolonga et al. (2013) implemented a variant of REMBO with a detailed analysis of the regret with the upper confidence bound acquisition function. Many other extensions of REMBO were subsequently proposed later; for example, (Binois et al., 2015; Nayebi et al., 2019; Letham et al., 2020; Cartis and Otemissov, 2022). The second stream assumes an additive structure on \(f\): Kandasamy et al. (2015) proposed the Add-GP-UCB algorithm, in which \(f\) is considered as a summation of functions, each of which only depends on a disjoint subset of dimensions. Li et al. (2016) extended the idea of Add-GP-UCB to non-disjoint cases. In addition to these two main streams, several other methods have been proposed to address high dimensionality. In Oh et al. (2018), cylindrical kernels in the GP
are adopted to transform the geometry of the search space to avoid extensive searching at the boundary. The method of Li et al. (2017) adopts a dropout technique, so that only a subset of variables is optimized in each iteration. Eriksson and Jankowiak (2021) proposed the sparse axis-aligned subspace Bayesian optimization (SAASBO) algorithm, which places a hierarchical sparse prior over the kernel parameters of the GP model to ensure that most of the unimportant dimensions are “turned off” during the optimization procedure.

Separately, several studies have attempted to address the large $n$ issue. One common approach is to select candidate design points in batches such that $f$ can be simulated in parallel (Marmin et al., 2015; González et al., 2016; Wang et al., 2020). Another technique involves the use of a sparse GP when constructing a GP model. The sparse GP uses an additional set of inducing points to approximate the stochastic GP model. Nickson et al. (2014) and McIntire et al. (2016) adopted sparse GP in the BO framework. Recently, Meng et al. (2022) proposed a combined global and local search for optimization (CGLO) algorithm, where the optimization procedure is built upon the additive global and local GP (AGLG) model. This AGLGP model originates from the sparse GP and combines the modelling of a global trend and several local trends in different local regions. Moreover, several studies have replaced the GP model with other surrogates, such as a neural network (Snoek et al., 2015), to improve the scalability to a large number of observations.

Furthermore, some studies have aimed to address both the large $d$ and large $n$ problems simultaneously. Wang et al. (2018) uses an ensemble of additive GP models to build the ensemble Bayesian optimization (EBO) algorithm. The additive structure makes the algorithm search more efficient in a high-dimensional space. It also adopts a blocked approximation of the covariance matrix with a parallel query that scales the EBO to deal with large-scale problems with tens of thousands of observations. Eriksson et al. (2019) proposed the trust region Bayesian optimization (TuRBO) algorithm, which uses a set of trust regions that are centered around the current best to provide an improved local modeling. This local modeling strategy with random restart makes the TuRBO scale effective for large $n$ and large $d$ problems by focusing only in a small region at each iteration.

### 1.3 Illustration and Contributions

Although several BO algorithms have been designed for high-dimensional large-scale problems, the computational time for non-embedding-based methods is typically much longer than that for embedding-based methods. This issue becomes more severe when the budget is limited. Therefore, in this study, we develop an embedding-based algorithm to solve the above problem.

The majority of existing studies that apply dimension reduction through embedding assume that the number of active dimensions is known. However, this is unrealistic in practice, because the active dimensions are typically unknown. Furthermore, in many of the proposed algorithms, it is further assumed that, based on embedding onto an unknown active dimension from a limited set of data, the resulting embedded model is considered as the “true” model that describes the high-dimensional process. When the dataset is small and limited, especially at the beginning of the iterative algorithms, the embedding or projection method is highly sensitive and dependent on the dataset, resulting in high uncertainty in the “best” embedded model to describe the high dimensional process. Applying a single embedded model from a small dataset ignores this uncertainty and can potentially misinform the high-dimensional process, and decisions that are made during the process can be suboptimal. In Example 1, we illustrate the impact of ignoring the
embedding uncertainty in an optimization problem for a simplified 100 dimensional example.

**Example 1.** Suppose that the objective function $f$ is the Hartman-6 function embedded in a 100 dimensional space with the search space $X = [0, 1]^{100}$, and the noisy response of $f$ obtained is denoted as $y$. We collect five independent datasets (i.e. five different initial designs) from this process, each with 20 input locations and observations taken at those locations. Then, for each dataset, we apply PCA embedding onto six dimensions and proceed to optimize the function using a straightforward BO (with the EI acquisition function) in this lower-dimensional space.

| trial | dim 1 | dim 2 | dim 3 | dim 4 | dim 5 | dim 6 | simple regret |
|-------|-------|-------|-------|-------|-------|-------|---------------|
| trial 1 | 0.1334 | 0.1265 | 0.2380 | 0.0009 | 0.3624 | 0.8090 | 2.2432 |
| trial 2 | 0.2205 | 0.3672 | 0.3668 | 0.0971 | 0.3310 | 0.6597 | 1.3160 |
| trial 3 | 0.2134 | 0.3049 | 0.2999 | 0.3861 | 0.2422 | 0.4781 | 1.4737 |
| trial 4 | 0.5000 | 0.1119 | 0.4844 | 0.4953 | 0.2538 | 0.8224 | 2.0502 |
| trial 5 | 0.2452 | 0.2508 | 0.0933 | 0.1727 | 0.1923 | 0.6838 | 1.5086 |
| true minimal point ($x^*$) | 0.2017 | 0.1500 | 0.4769 | 0.2753 | 0.3117 | 0.6573 | - |

Table 1: Performance for Hartman-6 function with five different initial designs

![Scatter plot of $\hat{x}^*$ and $x^*$ in dim 3 and dim 4](image_url)

**Figure 1:** Scatter plot of $\hat{x}^*$ and $x^*$ in dim 3 and 4

The optimization results for the five different models from the five datasets are shown in Table 1. In Table 1, each row shows the returned minimal point (\(\hat{x}^*\)) in the six original active dimensions for a single trial, with the last row showing the true minimal point (\(x^*\)) in the original six active dimensions, and the last column provides the simple regret for 5 different trials. Here, the simple regret is defined as the gap between the returned minimum and true minimum ($|f(\hat{x}^*) - f(x^*)|$), and the returned minimal points (\(\hat{x}^*\)) for the five models are obtained after 80 iterations. From Table 1, we see that each model from each of the 5 datasets returns a different final optimum point $\hat{x}^*$ and responses $f(\hat{x}^*)$. Figure 1 plots the different $\hat{x}^*$ and $x^*$ for active dimensions 3 and 4, and it illustrates how varied the estimated optimal points can be depending on the data sampled, and how they can be suboptimal when the sample size is limited. For all 5 datasets, there is a gap between $\hat{x}^*$ and $x^*$. 
The results from this simple example clearly demonstrate that although all five datasets are drawn from the same underlying process and the same embedding method is applied, the resulting lower-dimensional model may differ, and more importantly, the decisions drawn from these models may be suboptimal.

To reduce the impact of embedding uncertainty on our decisions, as illustrated in Example 1, in this study, we propose to mitigate this risk by developing a model aggregation and optimization approach. In our approach, we first apply subsampling to the dataset to train a more robust set of submodels and then use a Bayesian model aggregation approach to combine the models.

The main contributions of this study can be summarized as follows:

1. We propose a Bayesian aggregated model that utilizes a subsampling technique and subspace embedding to reduce computational effort when dealing with large-scale and high-dimensional problems. This model generalizes the earlier work proposed in Xuereb et al. (2020) from an averaged predictor to an aggregated Gaussian process. More importantly, we adopt a model aggregation framework to reduce the embedding uncertainty, which has been largely ignored in previous studies. We also provide an asymptotic bound for the predictor of the Bayesian aggregated model to control the information loss due to subspace embedding.

2. With this Bayesian aggregated model, we further propose a model aggregation method in Bayesian optimization (MamBO) algorithm to solve problem (1) with large $d$ and large $n$. We also provide theoretical proof of the convergence of this algorithm.

3. We finally provide a numerical comparison against state-of-the-art benchmark algorithms. We also apply our approach to a well-known real problem in computer vision for face detection to illustrate the practical use of our approach.

The advantages of such a modeling approach are twofold. First, subsampling and embedding greatly facilitate model development for large $d$ and $n$. Second, model aggregation mitigates embedding uncertainty and enhances overall model robustness and predictive performance. With this aggregated model, a BO algorithm is proposed to address large $d$ and large $n$.

The remainder of this paper is organized as follows: In Section 2, we provide an overview of the stochastic GP model and BO. In Section 3, we introduce the Bayesian aggregated model and propose the MamBO algorithm in detail. In Section 4, we present the convergence analysis of the MamBO algorithm. In Section 5, we conduct a numerical comparison of MamBO with the most commonly used benchmark algorithms. Section 6 concludes the paper.

2 Background

2.1 Stochastic GP Model

In this study, we assume that the observed output of a black-box function can be modeled with the stochastic GP model in the following form:

$$Y(x) = F(x) + \xi(x),$$  \hspace{1cm} (2)
where $Y(x)$ represents the GP for the output $y(x)$, $F(x)$ represents the GP for the objective function $f(x)$, and $\xi(x)$ is the GP for heteroscedastic noise with mean 0. We treat $f(x)$ as a realization of a GP $F(x)$ with mean $l(\cdot)^T \beta$ and covariance function $\Sigma_F(\cdot, \cdot)$, where $l(\cdot)$ is a vector of known basis functions. If we further assign a prior distribution for $\beta$ to $\mathcal{N}(b, \Omega)$, then the stochastic model for $f(x)$ becomes

$$F(x) \sim \mathcal{GP}(l(x)^T b, l(x)^T \Omega l(x') + \Sigma_F(x, x'))$$

This model helps capture the prior information on the objective function (Xie et al., 2014).

For an optimization problem with stochastic noise, replicates are typically taken at each input $x_i$ for $i = 1, \cdots, n$. Let $\bar{Y}(x_i)$ be the sample mean and $s^2(x_i)$ be the sample variance of all replicates at $x_i$. For any input point $x$, the posterior distribution of $F(\cdot)$ is given by:

$$F(x) \mid \bar{Y}(x_1), \cdots, \bar{Y}(x_n) \sim \mathcal{GP}(m(x), C(x, x')),$$

where $m(x)$ is the conditional mean function

$$m(x) = l(x) \hat{\beta} + \Sigma_F(x, \cdot) [\Sigma_F + \Sigma_\xi]^{-1} (\bar{Y} - L^T \hat{\beta}),$$

and $C(x, x')$ is the conditional covariance function

$$C(x, x') = \Sigma_F(x, x') - \Sigma_F(x, \cdot)^T [\Sigma_F + \Sigma_\xi]^{-1} \Sigma_F(x', \cdot)$$

$$+ u(x)^T \left[ \Omega^{-1} + L(\Sigma_F + \Sigma_\xi)^{-1}L^T \right]^{-1} u(x'),$$

where $\Sigma_F(x, \cdot)$ is the covariance vector between $x$ and other input points, $\Sigma_F$ is the $n \times n$ covariance matrix of $(F(x_1), \cdots, F(x_n))$, $\Sigma_\xi$ is the $n \times n$ covariance matrix of $(\xi(x_1), \cdots, \xi(x_n))$, $\bar{Y} = [\bar{Y}(x_1), \cdots, \bar{Y}(x_n)]^T$, $L = [l(x_1), \cdots, l(x_n)]$, $\hat{\beta} = \left[ \Omega^{-1} + L(\Sigma_F + \Sigma_\xi)^{-1}L^T \right]^{-1} u(x')$, and $u(x) = l(x) - L(\Sigma_F + \Sigma_\xi)^{-1} \Sigma_F(x, \cdot)$.

In practice, we must also specify the form of $\Sigma_F(x, x')$ in advance. For example, we can use $\Sigma_F(x, x') = \sigma_F^2 R_F(x, x')$, where $R_F(x, x') = \sum_{i=1}^d \exp\{-\theta_i (x_i - x'_i)^2\}$ is the squared exponential correlation function (also known as the kernel function). For the kernel parameters $\theta_i$ and process variance $\sigma_F^2$, we can also place a conjugate prior on them, which makes the resulting posterior predictive distribution a non-central student-t distribution (Ng and Yin, 2012). In such cases, we can still use a stochastic GP model as a reasonable approximation of the unknown response surface when the degree of freedom of the posterior predictive model tends to infinity.

### 2.2 Bayesian Optimization (BO)

In this subsection, we briefly introduce the BO framework (see Frazier (2018) for a comprehensive review). We summarize the general BO algorithm for noisy observations in Algorithm 1.

There are two key components of BO: the surrogate model and the acquisition function. The GP model is typically used as the surrogate, which provides an approximation of the unknown objective function, and the acquisition function is the sampling criterion to guide the location of the next observation. The concept of BO is as follows: Based on the
current observations, we first construct a GP surrogate model that reflects our current belief in the objective function. The acquisition function is then applied to help determine the next point \( x \in X \) where we obtain a new observation. Once we obtain a new observation, we can update the GP model iteratively. As the number of iterations increases, the GP model approximation of the objective function improves. In the final step, the input point with the lowest sample mean is reported as the final solution.

**Algorithm 1:** Bayesian Optimization for noisy observations

**Input:** Acquisition function \( \alpha \)

1. Sample the initial points using some initial design of experimental criteria, such as Latin hypercube design, and obtain the initial observations \( D_0 = \{(x_1, \bar{y}(x_1)), \ldots, (x_{n_0}, \bar{y}(x_{n_0}))\} \)
2. Fit an initial GP model with \( D_0 \) and use cross-validation to check whether this initial model is valid
3. for \( i = 0, 1, \ldots, I \) do
   4. Set \( x_{n_0+i+1} = \text{arg max}_x \alpha(x|D_i) \);
   5. Data augmentation: \( D_{i+1} = D_i \cup \{(x_{n_0+i+1}, \bar{y}(x_{n_0+i+1}))\} \);
   6. Update the GP with \( D_{i+1} \);
4. end
5. return The sampled point with the lowest sample mean

The general algorithm described in Algorithm 1 is applicable to both the noisy and noiseless cases. For the noiseless case, \( \bar{y}(x_i) \) is a single observation taken at \( x_i \), and the final value returned by the algorithm is the point with the lowest observation.

The purpose of the acquisition function in the algorithm is to determine the next point to evaluate, and it is typically designed to balance exploration and exploitation (Frazier, 2018). The popular choices for the acquisition function include expected improvement (EI) (Jones et al., 1998), upper/lower confidence bounds (Srinivas et al., 2010), Thompson sampling (Thompson (1933) & Russo et al. (2018) for a review), entropy search (Hennig and Schuler, 2012), and knowledge gradient (Frazier et al., 2009).

### 3 Model Aggregation Method in Bayesian Optimization (MamBO)

As we consider the case when both \( n \) and \( d \) are large, it will be challenging to adopt the regular BO (Algorithm 1) directly, as the modeling and update of GP will be computational infeasible. Many previous works solve the high dimensional problem by adopting an embedding matrix to reduce the dimensionality. This type of embedding-based method works by utilizing a subspace embedding to the data, which results in a lower dimensional model, and applying BO only on the single embedded model. Here, lines 1 and 6 are modified in Algorithm 1 to include an embedding procedure on the data collected before the GP model is (re)-fitted with the lower dimensional data. However, as illustrated in Example 1, when the initial data set is small or data is noisy, the embedded model can be inaccurate, and hence when using it to drive the search and optimization, it can result in suboptimal results (as shown in Table 1). Further, although the embedding approach does overcome the challenge with large \( d \), it however still does not address the computational issues when \( n \) gets large.

In this section, we propose the model aggregation method in Bayesian optimization (MamBO) algorithm to solve problem (1) when \( n \) and \( d \) are large, that also accounts for the model uncertainty when using embedding to drive the
3.1 Overview of MamBO

The key idea of MamBO is to modify the stochastic GP model in Algorithm 1, such that the resulting optimization algorithm can efficiently deal with the dimensionality and scalability issues, and also the embedding uncertainty. Following this idea, we propose a Bayesian aggregated model (which will be discussed in detail in Section 3.2) in this study. This Bayesian aggregated model also belongs to the class of GP model, which leverages on subspace embedding and subsampling to address the dimensionality and scalability issues of large \( n \) and \( d \), and a model aggregating approach to account for the embedding uncertainty. More specifically, to address the large \( n \) issue, we first divide the data into different subsets, and train a separate GP model for each subset (with the use of embedding to address large \( d \)). As each of these models is plausible based on the data sampled, a Bayesian approach is then taken to combine the individual GP models together into an aggregated model that can better account for the model uncertainty due to the limited data and uncertainty in embedding. Once this Bayesian aggregated model is built in each iteration, a searching criterion can be applied to continue the optimization procedure (line 4 in Algorithm 1).

Overall, MamBO adopts the general iterative BO approach in Algorithm 1, but adapts for large \( n \) and \( d \), and also the embedding uncertainty, by developing the Bayesian aggregated model (replacing the standard GP model in lines 2 and 6) to drive the BO search. The details of the MamBO algorithm with its components will be developed in the following subsections.

3.2 Bayesian Aggregated Model

In this section, we extend the idea of Xuereb et al. (2020) and propose a novel GP surrogate model when \( d \) and \( n \) are large. In Xuereb et al. (2020), a stochastic GP model averaging (SGPMA) predictor was proposed to solve high-dimensional large-scale prediction problem of some noisy black-box function \( f(x) \). The SGPMA predictor adopts the subspace embedding and subsampling technique to tackle the dimensionality and scalability issues (which will be discussed in detail later), and then uses the Bayesian model averaging approach (an overview is provided in Fragoso et al. (2018)) to combine the predictor of the subsampled lower dimensional GP models. However, in the context of global optimization, a GP surrogate model is needed instead of a single predictor. As the Bayesian model averaging approach focuses on the posterior distribution of the observations, instead of the process itself, here we propose to build a novel GP model in a model aggregation framework as the surrogate in BO to solve problem (1). To address the dimensionality and scalability issues, we still adopt the subspace embedding and subsampling approach as in Xuereb et al. (2020). Furthermore, to mitigate the risk of embedding uncertainty with limited data, instead of using a single embedded model as the surrogate in BO, here we further propose a Bayesian aggregated model in lieu of a single “best” stochastic GP model. More specifically, random embedding is applied to solve the large \( d \) problem, subsampling is applied to solve the large \( n \) problem, and finally, model aggregation is applied to reduce the embedding uncertainty when applying these techniques on a finite dataset. To outline, the initial sampled points with observations are divided into subsets, and on each subset, we train a GP model defined on a random projected subspace. The resulting model
The idea of model aggregation is to aggregate submodels that rely only on a subset of data, with each submodel being faster to compute. More precisely, we first construct \( m \) GP models \( M_1, \ldots, M_m \), with each \( M_i \) built from a subset \( X_i \in \mathbb{R}^{n_i \times d} \) of the design matrix \( X \). Because \( n_i < < n \), the computational cost for constructing each \( M_i \) is greatly reduced compared with the direct construction of a GP with all data. We then combine the submodels \( M_1, \ldots, M_m \) to obtain an aggregated model:

\[
F_n = \sum_{i=1}^{m} w_i(X_i)M_i, \tag{7}
\]

where the weights \( w_i \) satisfy \( w_i \geq 0 \) and \( \sum_{i=1}^{m} w_i = 1 \).

The aggregated model \( F_n \) is still a GP because it is a finite sum of GPs, and the GPs are closed under linear operations (Williams and Rasmussen, 2006). Suppose each submodel \( M_i \sim \mathcal{GP}(m_i, C_i) \); then, according to Tanaka et al. (2019), we have \( F_n \sim \mathcal{GP}(\mu_n, k_n) \), where \( \mu_n(x) = \sum_{i=1}^{m} w_i m_i(x) \), and \( k_n(x, x') = \sum_{i=1}^{m} w_i^2 C_i(x, x') \).

**Remark 1.** The conditional mean function (also the predictor) \( \mu_n \) of the Bayesian aggregated model is the same as that proposed by Xuereb et al. (2020). Xuereb et al. (2020) aims to obtain a robust estimator for the predictive mean. In this work, as the model drives the BO search, we focus on obtaining a more computationally efficient GP model \( F_n \) of the objective function \( f(x) \) and proceed the optimization procedure with this GP model.

An important component of the aggregated model is the weight \( w_i(X_i) \). We consider the Bayes weight in our setting, that is, the weight is chosen to be the posterior model probability \( P(M_i \mid X_i, Y_i) \), and it is proportional to the product of the model prior and the likelihood function. This Bayes weight considers both our prior knowledge of the model and our current belief and can be continually updated when more observations become available. We describe
Algorithm 3: Bayes Weight Estimation

**Input:** GP model $M_i$, design matrix $X_i$, observation $Y_i$, a parameter $\eta$

1. for $i = 1, \cdots, m$ do
   2. Set the model prior for each $M_i$, $P(M_i) = \left(\frac{n_i}{n}\right)^{\text{dim}(X_i)} \eta^{\sum_{j=1}^{m} \left(\frac{n_j}{n}\right)^{\text{dim}(X_j)}}$;
   3. Compute the Bayes weight $w_i(X_i) = \frac{P(Y_i | M_i) P(M_i)}{\sum_{j=1}^{m} P(Y_j | M_j) P(M_j)}$;

For the choice of model prior $P(M_i)$, a commonly used choice in literature is a vague prior (i.e. $P(M_i) \propto 1$), which assumes that we have no prior knowledge on which model is better, and the model posterior will be proportional to the marginal likelihood. However, model characteristics, such as model size, will affect the model prediction power; hence, a uniform assumption in our case is not reasonable. Here we adopt the same model prior as in Xuereb et al. (2020), $P(M_i) \propto \left(\frac{n_i}{n}\right)^{\text{dim}(X_i)} \eta^{\sum_{j=1}^{m} \left(\frac{n_j}{n}\right)^{\text{dim}(X_j)}}$. This model prior includes the information of both the number of observations $n_i$ used and the reduced dimension $d_i$. The terms $\frac{n_i}{n}$ and $\frac{d_i}{d}$ measure the fraction of the $i$-th sample size and dimension compared with the whole dataset, respectively, and the parameter $\eta$ adjusts the relative importance of the dimension compared with the sample size in each submodel. Because $\eta$ is an unknown hyperparameter, we propose setting it using cross-validation. (Specifically, $\eta$ is selected from a discretized set of size $k$, and we choose the best $\eta$ with the lowest simple regret using $k$-fold cross-validation.) Moreover, to efficiently compute $P(Y_i | M_i)$, we adopt the well-known BIC approximation (Konishi and Kitagawa, 2008), in which the error caused by this approximation is $O_p(1)$ (Wasserman, 2000).

Remark 2. Other common choices for $w_i(X_i)$ include uniform weights, likelihood values, and some information criterion-based weights such as BIC weights (Burnham and Anderson, 2004). Uniform weights crudely treat all the submodels equally and ignore the fitted information. Compared to the likelihood weights and BIC weights, the Bayes weights additionally consider an important and intuitive piece of information about the submodels: the more in-sample data and features used for training a submodel, the more weights should be assigned to the submodel. The parameter $\eta$ helps to adjust the weights for different submodels with different model characteristics. Moreover, the Bayes weights can be treated as a generalization of BIC weights. BIC weight is also a posterior model probability when the prior probability of each model is the same.

Remark 3. An important advantage of adopting the Bayesian aggregated model is that the computational complexity is significantly reduced from $O(n^3)$ to $O(n_1^3 + \cdots + n_m^3)$ with $\sup \{n_1, \ldots, n_m\} \ll n$, compared with the stochastic GP model.

At the end of this section, we prove an asymptotic bound for the predictor (also the conditional mean function) $\mu_n$ of the Bayesian aggregated model. This bound ensures that the information loss due to subspace embedding will
not be extensive, as the number of iterations tends to infinity. To begin our analysis, we formally define ϵ′-subspace embedding.

**Definition 1 (ϵ′-subspace embedding).** Given a matrix V with orthonormal columns, an embedding Π is called an ϵ′-subspace embedding for V if, for ∀x,

\[(1 - ϵ′)∥Vx∥^2 ≤ ∥ΠVx∥^2 ≤ (1 + ϵ′)∥Vx∥^2\]

Or equivalently, \(\|V^TΠ^TΠV - I\|_2 ≤ ϵ′\). (Paul et al., 2014)

An example of this ϵ′-subspace embedding is a Gaussian random matrix, where each entry is a rescaled standard normal random variable. With this definition, we can conclude the asymptotic property of the predictor in Theorem 1. The proof is provided in the appendix.

**Theorem 1.** Suppose the kernel parameters in the Bayesian aggregated model are known, and Πi is an ϵ′-subset embedding for all i; then, as \(n → ∞\),

\[P \left( \left| \mu_n - f(x) \right| ≥ ϵ′∥x∥_B \right) → 0,\]

where B is a fixed constant.

### 3.3 Acquisition Function

In this section, we summarize how this Bayesian aggregated model can be applied to commonly used acquisition functions.

Suppose our initial set of input points with corresponding observations is \(D_0 = \{(x_1, \bar{y}(x_1)), \ldots, (x_{n_0}, \bar{y}(x_{n_0}))\}\), where \(\bar{y}(x_i)\) is the mean observed output at \(x_i ∈ \mathbb{R}^d\) for \(i = 1, \ldots, n_0\). Here, we assume that both \(n\) and \(d\) are sufficiently large to emphasize the high dimensionality and scalability of the problem.

Based on the Bayesian aggregated model, we can use \(F_n := \sum_{i=1}^{m} w_iM_i\) as the GP model for the objective function \(f(x)\). To proceed with BO using \(F_n\), we need to detail the acquisition function we use.

There are various types of acquisition functions. Among them, EI has been widely applied since Jones et al. (1998). The two main advantages of EI are that it has a closed-form expression; hence, it is easier to compute and optimize. Second, EI can automatically balance the trade-offs between exploration (which tends to select design points with a high posterior mean) and exploitation (which tends to select design points with a high posterior variance). Owing to computational and sample efficiency, we chose EI as an example in this paper. EI is defined as the expected value between the current best and posterior GP models, and the detailed form of EI is given by Equation (8).

\[
EI_T(x) = E \left[ (T - F_n(x))^+ \mid D_n \right] = \Delta \Phi \left( \frac{\Delta}{\sqrt{k_n(x,x)}} \right) + \sqrt{k_n(x,x)} \phi \left( \frac{\Delta}{\sqrt{k_n(x,x)}} \right),
\]

where \(T = \min(\bar{y}(x_1), \ldots, \bar{y}(x_{n_0+n}))\) is the approximated best current value for \(f(x)\), \(\Delta = T - \mu_n(x)\). For more details of the EI acquisition function, please refer to Jones et al. (1998).
In addition to EI, other acquisition functions can be used, such as upper confidence bound (UCB) (Srinivas et al., 2010) and Thompson sampling (Thompson, 1933). The UCB acquisition function is defined based on the statistical bound of the GP model, and it includes information on both the posterior mean and posterior variance of the GP. In Thompson sampling, we simply draw a random sample \( \tilde{f}(x) \) of the current GP posterior as the acquisition function, which is computationally efficient.

### 3.4 MamBO

With the proposed Bayesian aggregated model, we detail our proposed MamBO algorithm to solve problem (1) with large \( n \) and \( d \). In Table 2, we define the key notations used in MamBO, and an outline of the MamBO algorithm is summarized in Algorithm 4.

| Definition                    |
|-------------------------------|
| \( N \)                      | total budget                  |
| \( n_0 \)                    | size of the initial space filling design |
| \( A \)                      | remaining number of replications |
| \( i \)                      | current iteration             |
| \( B_i \)                    | available number of replications for iteration \( i \) |
| \( r_{\min} \)              | minimum number of replications for any new point |
| \( D^N_i \)                 | Set of all sampled points at iteration \( i \) |

**Algorithm 4: MamBO**

**Input:** \( D_0 = \{(x_1, \bar{y}(x_1)), \cdots, (x_{n_0}, \bar{y}(x_{n_0}))\} \), some general acquisition function \( \alpha(x) \)

1. Fit an initial Bayesian aggregated model (7) with \( D_0 \) and use cross-validation to check whether this initial model is valid.
2. Set \( i \leftarrow 0, A \leftarrow N - n_0 \cdot r_{\min}; \)
3. **while** \( A > 0 \) **do**
   4. **Search stage:** select \( x_{n_0 + i + 1} = \arg\max_{x \in X \setminus D^N_i} \alpha(x); \)
   5. **Observe** \( (x_{n_0+i+1}, \bar{y}(x_{n_0+i+1})) \) with \( r_{\min} \) replications and augment \( D_{i+1} = D_i \cup \{(x_{n_0+i+1}, \bar{y}(x_{n_0+i+1}))\}; \)
   6. **Allocation stage:** decide \( B_i \) and allocate additional replicates in sampled points;
   7. **Build** \( F_{i+1} \sim \mathcal{GP}(\mu_{i+1}, k_{i+1}) \) using the Bayesian aggregated model with \( D_{i+1}; \)
   8. \( A \leftarrow A - r_{\min} - B_i, i \leftarrow i + 1; \)
9. **end**
10. **return** The sampled point with the lowest sample mean

At each iteration \( i \), the next point to be observed is determined by the acquisition function \( \alpha(x) \) and a noisy response is observed at that point. The training dataset is then augmented with this new observation, and the Bayesian aggregated model is updated. As new outputs are observed, different submodels are trained from different subsets of the augmented data. This can mitigate the risks of continuously using some of the earlier models (where fewer data are observed), which can have a poorer fit and are less accurate. The weight of each submodel is also updated in each round, which helps reduce the embedding uncertainty in the model.
To address heteroscedastic noise, we add an additional allocation stage to Algorithm 4. This method was first proposed in Quan et al. (2013) and further modified in Pedrielli et al. (2020). It aims to reduce the uncertainty due to the variability at the sampled points. To guarantee the convergence of MamBO, we make the following assumption of the noise and the allocation rule. Essentially, this assumption requires that we allocate sufficient budget to each design point in the first $i$ iterations.

**Assumption 1.** The noise variance function $\sigma^2_\xi(x)$ is bounded, that is, $\max_{x \in X} \sigma^2_\xi(x) < \infty$. Additionally, there exists a sequence $\{s_i\}$ such that $s_{i+1} \geq s_i$, $s_i \to \infty$ as $i \to \infty$, and $\sum_{i=1}^{\infty} i \exp(-as_i) < \infty$ for any positive $a$. The allocation rule ensures that $M_i(x) \geq s N_i$ for the selected points $x$, where $M_i(x)$ is the total number of replications for $x$ in the first $i$ iterations and $N_i$ is the number of points selected in the first $i$ iterations.

As seen from lines to 5-6, each iteration budget is distributed between exploration and exploitation and managed by the acquisition function; the search stage and replication evaluation are managed by the allocation stage criteria. In the search stage (line 4), we sample the new design point with $r_{\min}$ replications by optimizing the acquisition function. In the allocation stage (line 6), we further allocate the available budget $B_i$ among the sampled design points. For the choice of $B_i$, we adopted the choice in Pedrielli et al. (2020) and set $B_i = \sum_{i=1}^{N_i} \max\{0, s N_i - M_i(x)\}$. For the allocation rule, some commonly used rules such as the optimal computing budget allocation (OCBA) technique (Chen et al., 2000) and equal allocation satisfying Assumption 1 can be applied. In this work, we distribute an additional number of replicates using the OCBA technique (Chen et al., 2000). The OCBA rule is given by

$$\frac{N_{OCBA}^i}{N_{OCBA}^j} = \left(\frac{s(x_i)/d_{b,i}}{s(x_j)/d_{b,j}}\right)^2, \quad i \neq j \quad (9)$$

$$N_{OCBA}^b = s(x_b) \sqrt{\sum_{i \neq b} \frac{(N_{OCBA}^i)^2}{s^2(x_i)}} \quad (10)$$

where $x_b$ is the sampled point with the lowest $\bar{y}(x_b)$, $s^2(x_i)$ is the sample variance for $x_i$, $d_{b,i}$ is the distance between $\bar{y}(x_i)$ and $\bar{y}(x_b)$, and $N_{OCBA}^i$ is the number of new replicates allocated to $x_i$. By adding the allocation stage to the algorithm, we can better manage the number of replications required for each sampled point when faced with heteroscedastic simulation noise.

## 4 Convergence Analysis of MamBO

In this section, we present the convergence results of our proposed algorithm. Here, we apply the EI acquisition function. First, we list the general assumptions.

**Assumption 2.** The objective function $f$ is bounded.

**Assumption 3.** The kernel parameters $\theta_i$ and the process variance $\sigma^2_F$ in the Bayesian aggregated model are known.

**Assumption 4.** The noise variances $\sigma^2_\xi(x)$ are known.

Assumptions 2-3 are general assumptions that are also applied in the convergence proof of BO with EI for noiseless outputs (Jones et al., 1998). Assumptions 1 and 4 were used in Pedrielli et al. (2020) for the convergence proof of BO.
with EI and the allocation step for the stochastic response. The convergence result for MamBO is subsequently stated in Theorem 2.

**Theorem 2.** Under Assumptions 1-4, the optimal value returned by MamBO at iteration $t$, $y^*_t$, converges to the true global optimum $f(x^*)$ as $t \to \infty$, where $x^* = \arg\min_{x \in X} f(x)$.

To prove Theorem 2, we separate the derivation into two steps. The first step is summarized in Lemma 1, where we aim to show that the points visited by MamBO are dense. In the second step, we prove the convergence of MamBO based on Lemma 1.

**Lemma 1.** Under Assumptions 1-4, the sequence of points $\{x_n\}$ visited by MamBO becomes dense in $X$ as the number of observations $n \to \infty$.

All the proof details can be found in the appendix.

**Remark 4.** We also note here that although the predictor $\mu_n$ is not a consistent estimator of $f(x)$ in general, the convergence of MamBO is still guaranteed. This is because we return the point with the lowest sample mean in each iteration, and the sample means are normally distributed with mean $f(x)$ and variance depending on the number of replicates at $x$. When the budget increases to infinity, according to Lemma 1, the point sequence visited by MamBO becomes dense in the original $d$-dimensional space. Eventually, all points will be visited. Because we allocate an additional budget to sampled points, the variance of sample means tends to 0 as $n \to \infty$. As the algorithm proceeds, it follows that all points in the high-dimensional space will be accurately observed. Hence, MamBO can return the optimal function value when the number of iterations approaches infinity.

5 **Numerical Experiments**

In this section, we demonstrate the empirical performance of the MamBO algorithm. We compare this with five commonly used algorithms for high-dimensional and large-scale problems, and test them across different test problems. We first test them across a suite of standard test functions typically used in global optimization. Next we test MamBO on a more practical price optimization problem in revenue management. Finally, we also include a real face recognition (image recognition) problem to demonstrate another practical application of MamBO. Both $d$ and $n$ in these problems range from the twenties to hundreds, covering problems on both high dimensional and large scales.

5.1 **Benchmark Algorithms**

We compared our MamBO algorithm with the following common baseline algorithms: REMBO, HesBO, TuRBO, ALEBO, and SAASBO. REMBO (Wang et al., 2016) is a high-dimensional BO algorithm that utilizes GP-EI in a randomly embedded subspace. HesBO (Nayebi et al., 2019) is a recently proposed variant of REMBO. Unlike the original REMBO embedding matrix (a random matrix with entries being standard normal distributed), HesBO adopts a sparse count-sketch projection and hence requires less computational effort. HesBO outperformed REMBO in several numerical examples (Nayebi et al., 2019). ALEBO (Letham et al., 2020) is another recent variant of REMBO. Several
refinements have been adopted in ALEBO, including the Mahalanobis kernel function and an inequality constraint when optimizing the acquisition function. These refinements are better suited to the structure of the embedded subspace. In addition to these three embedding based algorithms, we also include two non-embedding based algorithms in the benchmark. TuRBO (Eriksson et al., 2019) is a BO algorithm that is designed for large-scale high-dimensional problems. Instead of building a global GP surrogate model for the entire search space, TuRBO maintains several trust regions centered around the current best and builds local probabilistic models. This helps avoid exploring highly uncertain regions, and by limiting the volume of the search region, TurBO can avoid the curse of dimensionality. SAASBO (Eriksson and Jankowiak, 2021) is a recently proposed algorithm. The main idea to SAASBO is to adopt a variable selection approach. It places a structured sparse prior for the kernel parameters in the GP model, which then “turns on” only a subset of important dimensions during the optimization process, facilitating the computations and avoiding the overfitting of the model.

Other algorithms based on additive structures, such as Add-GP-UCB (Kandasamy et al., 2015) and EBO (Wang et al., 2018), lack scalability to large datasets, resulting in extremely long computational times when the input dimension \(d\) is large. The computation generally becomes extremely slow when \(d\) gets into the low hundreds.\(^1\) Hence, we excluded this from our numerical experiments.

5.2 Synthetic Data

We compare our MamBO with the 5 benchmark algorithms on the following test functions: (1) Branin, (2) Camel, (3) Eggholder with input dimension \(d = 100\). The exact forms of all test functions are provided in the appendix. For all test functions, 20 initial points are generated, and 200 additional points are selected by the algorithms. We run 50 independent macroreplications in the comparisons. All test functions are set to lie in a 2 dimensional active space. The Branin, Camel and Eggholder functions are all commonly used test functions for optimization, with varying characteristics. The Branin function has three global minima with a flat surface. The Camel function contains 6 local minima, two of which are global. And the Eggholder function has 1 global minimum and is highly multimodal. These test functions can cover a large class of objective functions with different scenarios. In the experiments, the simple regret (\(|f(\hat{x}^*) - f(x^*)|\)) is chosen as the performance measure. We consider the heteroscedastic noise in our experiments, and use the Griewank function (divided by the number of active dimensions) as the noise function. The results of the simple regret for all test functions are shown in Figure 2. We use \(t\)-tests with a significant level of 0.05 to test whether there exist significant differences between the mean simple regret of the different algorithms. From here on, we use the term “similar performance” to mean that there is no significant difference, and “outperform” to mean statistically better when comparing two algorithms. We also report the average running time for each algorithm in Table 3.

For the Branin function, from Figure 2(a), MamBO, ALEBO and SAASBO converge to the true optimum within 50 iterations, whereas TurBO achieves convergence after about 175 iterations. The boxplot (Figure 2(b)) shows that HesBO and REMBO may converge to a suboptimal or even a wrong optimal point with a wide interquartile range. As the average running time was extremely long for ALEBO and SAASBO, we excluded these two from further

\(^1\)We used an HPC cluster (CPU E5-2690 v3 @ 2.60 GHz with 24 cores) to run Add-GP-UCB for the Branin function with \(d = 100\), which terminated after 24 h with only 88 iterations.
Figure 2: Performance for Branin, Camel and Eggholder. (Left) The $x$-axis is the number of iteration, and the $y$-axis is the average simple regret. The 95% confidence region is provided by 50 macroreplications. (Right) Boxplot of the simple regret after 50 and 220 iterations.

| Test problems     | Algorithm | MamBO | REMBO | HesBO | TurBO | ALEBO | SAASBO |
|-------------------|-----------|-------|-------|-------|-------|-------|--------|
| Branin            | 13.99     | 19.54 | 13.74 | 19.08 | 133.57| 3186.62|
| Camel             | 8.61      | 22.09 | 10.38 | 9.00  | -     | -     |
| Eggholder         | 6.44      | 24.24 | 9.12  | 7.01  | -     | -     |
| Price Optimization| 8.16      | 10.76 | 7.90  | 7.26  | -     | -     |
| VJ                | 68.43     | 68.29 | 103.72| 180.67| 1121.07| -      |

Table 3: Average running time per iteration in seconds for different problems.

test problems. For the Camel function, from Figure 2(e), REMBO performs the worst. This poor performance is likely caused by the large information loss due to the large scale random embedding. The confidence interval of the simple regret for REMBO is also very wide, indicating that variability of the solution from REMBO is also high. Our MamBO outperforms both REMBO and HesBO. The boxplot (Figure 2(d)) shows that the final performance for
TurBO and MamBO are quite similar. For the Eggholder function, from Figure 2(e), all four algorithms are stuck at some suboptimal points, and there still remains a gap between the returned value and the true optimal function value. However we can still see a downward trend for MamBO, which indicates its potential for convergence. The boxplot (Figure 2(f)) shows that MamBO achieves a lowest simple regret and a shortest interquartile range among the four algorithms. From these results, we can see that MamBO can achieve a performance better or comparable to that of other commonly used algorithms. From Table 3, we further observe that the computational time required for MamBO is generally less than or at least comparable to that of the other algorithms.

From the results of the above test functions, we see that no single algorithm consistently performs the best. The performance of an algorithm depends on its functional properties. For a flat function, such as the Branin function, each submodel $\mathcal{M}_i$ in MamBO can approximate the true response surface well, and their aggregation reinforces and improves the prediction. From Figure 2(b) we see that even in the low budget case (after 50 iterations), MamBO can still return a relatively good result. For a function with moderate number of local minimum like the Camel function, MamBO and TurBO can find the true optimal if we have sufficient budget. Also, from Figure 2(d) we clearly see that for other embedding based methods including HesBO and REMBO, the variability of the returned optimum is quite large (larger interquartile range). This is consistent with Example 1, and the embedding-based methods may return suboptimal points when only finite observations are present due to the embedding uncertainty. Our experimental result shows that MamBO can better account for the embedding uncertainty and provide a better result compared to HesBO and REMBO. For highly multimodal functions like the Eggholder function, with a limited budget, it is very likely for all algorithms to get stuck at some suboptimal point (see from Figure 2(f)). In general, a larger amount of budget is required to achieve global convergence when faced with highly multi-modal functions. In such cases, embedding-based algorithms can perform poorly when the initial design is limited. This is because the initial design for the optimization procedure is selected only in a limited low-dimensional space, and if the embedding obtained is not sufficient for the construction an accurate GP model in this space, the resulting points selected by BO may not enable sufficient and efficient exploration in the original search space. Consequently, the returned optimum is likely to be inaccurate. For algorithms that on local modeling like TurBO, it naturally is more efficient in a local region, and trades that off with less global search. TurBO adopts a local trust region approach with restarts to induce global search in the local approach. However, when the budget is limited, the trust region restarts are likely insufficient to discover the true global optimum area, resulting in TurBO to also be locally stuck too.

5.3 A Price Optimization Problem

In this section, we study a specific type of price optimization problem in revenue management from van de Geer and den Boer (2022). The input $p = (p_1, \ldots, p_n)$ is the price for a set of products, and the objective is to find the optimal selling price $p^*$ which maximizes the revenue function $\Pi(p)$. Existing studies have shown that such a price optimization problem is typically challenging because $\Pi(p)$ can be highly non-convex and multimodal, and most existing algorithms lack a theoretical guarantee for such problems. Here, we consider a simplified version of the revenue function $\Pi(p)$ as
in van de Geer and den Boer (2022) with number of products $n = 10$. The objective function is defined as

$$f(p_1, \cdots, p_{10}) = -\prod_{i=1}^{n} \frac{\exp(a_i - b_ip_i)}{1 + \sum_{j=1}^{n} \exp(a_j - b_jp_j)},$$

where

$$a = [4.42, 2.06, -5.32, 0.61, -4.41, 1.90, -5.96, -6.41, -1.82, 3.60],$$

$$b = [0.0010, 0.0024, 0.0023, 0.0057, 0.0065, 0.0021, 0.0080, 0.0056, 0.0064, 0.0087],$$

and a minus sign is added to the original revenue function as we consider here a minimization problem. This function is further embedded into a 100 dimensional space to simulate a high dimensional problem.

![Pricing](image)

Figure 3: Performance for the price optimization problem. (Top) The $x$-axis represents the number of iterations, and the $y$-axis represents the average simple regret. The 95% confidence region is provided by 50 macroreplications. (Bottom) Boxplot of the simple regret after 50 and 220 iterations

In this problem, 20 initial points are generated, and 200 additional points are selected by the algorithms. We run 50 independent macroreplications in the comparison. We use the Griewank function (divided by the number of active dimensions) as the noise function to make the objective function heteroscedastic. Figure 3 shows the performance of the price optimization problem. We choose simple regret as the performance measure. MamBO and REMBO can find the true optimum after approximately 70 iterations, whereas TurBO can find it after about 130 iterations. HesBO gets
trapped in this problem. We also note that, particularly for the starting period, the confidence interval of the simple regret for REMBO is much larger than those of the others. Moreover, from the boxplot after 220 iterations, there are more outliers over the upper quartile for HesBO and REMBO, indicating higher variability in the result returned by these algorithms, several of which can be very poor. MamBO’s performance on the other hand appear quite robust, likely due to its ability to account for the embedding uncertainty that is ignored by the other algorithms.

5.4 Viola & Jones Cascade Classifier (VJ)

The Viola & Jones cascade classifier (VJ) (Viola and Jones, 2001) is a machine learning algorithm for face detection. The VJ classifier can be used to determine whether an image contains a face. The VJ classifier is built using the AdaBoost tree algorithm. To reduce computation time, the VJ classifier employs a cascade system in which the process of identifying a face is divided into $K = 22$ stages. Images that fail to pass in the early stages are immediately classified as “non-face”, which can significantly reduce the computational effort. Each stage is associated with a threshold, requiring 22 parameters to be optimized. Data used in this problem are image files, where some contain a face and others do not. Examples of the image files are shown in Figure 4. Here, we focus on minimizing the classification error for the VJ classifier, which requires optimization of 22 parameters. The data are split into training and test datasets in a ratio of 4:1. During the optimization procedure, we randomly select 25% of the training images to evaluate the classification error for different parameters. Owing to the randomness in the selection of the data used for performance evaluation, the observations are heteroscedastic. To apply the BO algorithms, the GP model is built on the observed classification error (in percentage) on the training data and the corresponding parameter values. To solve this problem, 20 initial points are generated (i.e., 20 initial evaluations of the classification error with 20 different sets of parameter values), and 200 additional points are selected by the algorithms. We run 50 independent macroreplications in the comparison. In Figure 5 and Figure 6, we report the classification error on the training data and test data as the number of iterations increases.

In Figure 5, except for REMBO, the other four algorithms achieve a simple regret near 0 after 50 iterations on the training data, with a reasonably short interquartile range in the boxplots.

For real problems however, we are more interested in the algorithms’ performance on the test data. On the test data (as shown in Figure 6), the performance of MamBO is very similar to that of HesBO, and they outperform the other three algorithms. MamBO achieves a classification error of less than 1% after 220 iterations on the test data,

2The data are available at https://www.kaggle.com/prasunroy/natural-images

![Figure 4: Some faces images and non-faces images in the dataset](image-url)
Figure 5: Performance for VJ face detection on the training data. (Top) The x-axis represents the number of iterations, and the y-axis represents the classification error for the training data. The 95% confidence region is provided by 50 macroreplications. (Bottom) Boxplot of the classification error after 50 and 220 iterations.
Figure 6: Performance for VJ face detection on the test data. (Top) The $x$-axis represents the number of iterations, and the $y$-axis represents the classification error for the test data. The 95% confidence region is provided by 50 macroreplications. (Bottom) Boxplot of the classification error after 50 and 220 iterations.
which is smaller than the accuracy under the default setting provided by the OpenCV package (2.61%). Although the performances of MamBO and HesBO are similar, from Table 3 we see that MamBO is almost twice as fast as HesBO. For the VJ problem, the performance for TurBO is not efficient as observed from the test functions. This is probably because the objective for the VJ is quite complicated, and with the limited budget constraint, not all regions can be searched, and hence, TurBO is trapped locally. ALEBO can achieve a relatively good initial performance because of the adoption of the Mahalanobis kernel, which can capture the non-stationarity induced by the embedding, and it provides a better initial fit of the GP model. However, the running time of ALEBO is much longer than the others, which is less desirable when the computational resource is limited. For MamBO, the Bayesian aggregated model provides a better global fit with fewer computational resources. We also see that the interquartile range of the classification error for MamBO is the smallest compared to the others, which highlights the robustness of our proposed algorithm when facing complicated real problems.

In summary, for test functions, MamBO can return reasonably good result if the number of local minimum is small to moderate. It is difficult for all algorithms to achieve convergence to the true optimum with a limited budget when we are facing complicated multimodal functions like the Eggholder function. However, for all test problems, the running time for MamBO was quite fast, and the returned optimum was close to the true optimum. For the practical problems (price optimization and VJ problem), MamBO can still perform effectively and is computationally efficient. In addition, the interquartile range of the simple regret for MamBO was short for all test problems with less or no outliers compared to other embedding-based algorithms. This shows that the Bayesian aggregated model can better account for the embedding uncertainty which in turn can provide a more robust and consistent solution.

6 Conclusions

In this study, we propose the MamBO algorithm, which is an aggregated model-based Bayesian optimization algorithm for high-dimensional large-scale optimization problems. The algorithm first divides the large-scale data into subsets, and in each subset of data, we fit individual GPs with the subspace embedding technique to deal with high dimensionality. Thereafter, we proceed to our optimization procedure based on an aggregated model that combines the information we have on individual GPs. These techniques can efficiently solve high-dimensional large-scale problems, and also reduce the embedding uncertainty that are largely ignored by other embedding-based BO algorithms. To better address heteroscedastic noise, MamBO introduces an additional allocation stage to allocate computation budgets to sampled points. Furthermore, we prove the convergence of MamBO and study its empirical performance on both synthetic data and real-world computer vision problems. Our numerical results show that MamBO can achieve a comparable performance compared to other commonly used benchmark algorithms.

There are several directions for future work. First, we adopted random embedding in this study. However, for different types of problems, other embedding methods may lead to better performance. It is of interest to further investigate data-adaptive embedding methods. Second, although we apply only the OCBA allocation rule in MamBO, other more sophisticated allocation schemes that satisfy Assumption 1 (which is quite general) can be explored to potentially speed up the convergence of the algorithm. Third, we can further investigate how to train different GP
models in parallel to improve the computational efficiency of MamBO further.
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A Proof of Theorem 1

For each submodel $M_i \sim \mathcal{GP}(m_i, C_i)$, we have $\mu_n = \sum_{i=1}^{m} w_i m_i$. Since $|\mu_n - f(x)| \leq |\mu_n - \sum_{i=1}^{m} w_i M_i| + |\sum_{i=1}^{m} w_i M_i - f(x)|$ from triangular inequality, for all $\epsilon > 0$, we have

$$\mathbb{P} \left( |\mu_n - f(x)| \geq 2\epsilon \right) \leq \mathbb{P} \left( \left| \mu_n - \sum_{i=1}^{m} w_i M_i \right| + \sum_{i=1}^{m} w_i (M_i - f(x)) \geq 2\epsilon \right)$$

$$\leq \mathbb{P} \left( \sum_{i=1}^{m} w_i (m_i - M_i) \geq \epsilon \right) + \mathbb{P} \left( \sum_{i=1}^{m} w_i (M_i - f(x)) \geq \epsilon \right) . \quad (11)$$

By Chebyshev’s Inequality and Propositions 3.3, 3.4 and 3.5 of Stuart and Teckentrup (2018) we have for all $i$

$$\mathbb{P} \left( |m_i - M_i| \geq \epsilon \right) \leq \frac{C_i(x, x)}{\epsilon^2} \to 0 \text{ uniformly in } x,$$

i.e. $|m_i - M_i| \rightarrow_p 0$ uniformly in $x$. Hence,

$$\sup_i \sum_{i=1}^{m} w_i (m_i - M_i) \leq m \sup_i \sup_x |w_i (m_i - M_i)| \rightarrow_p 0 \quad \text{for fixed } m,$$

i.e. $\left| \sum_{i=1}^{m} w_i (m_i - M_i) \right| \rightarrow_p 0$ uniformly in $x$.

Based on Theorem 2 and Corollary 8 of Nayebi et al. (2019), there exists a constant $B$ such that $|m_i(x) - f(x)| \leq 5\epsilon' \|x\| B$, where $\epsilon' \in (0, \frac{1}{2})$ is an approximation parameter, which reflects the information lose for each subspace embedding. And in general, the constant $B$ depends on the choice of the kernel function.

Hence,

$$\mathbb{P} \left( |M_i - f(x)| \geq 10\epsilon' \|x\| B \right) \leq \mathbb{P} \left( |M_i - m_i(x)| \geq 5\epsilon' \|x\| B \right) + \mathbb{P} \left( |m_i(x) - f(x)| \geq 5\epsilon' \|x\| B \right) \leq \frac{C_i(x, x)}{25\epsilon'^2 \|x\|^2 B^2} + 0 \rightarrow 0.$$

Therefore, based on triangle inequality, it is not difficult to see

$$\mathbb{P} \left( \sum_{i=1}^{m} w_i (M_i - f(x)) \geq 10\epsilon' \|x\| B \right) \leq \mathbb{P} \left( \sum_{i=1}^{m} w_i |(M_i - f(x))| \geq 10\epsilon' \|x\| B \right) \leq \sum_{i=1}^{m} \mathbb{P} \left( w_i |(M_i - f(x))| \geq 10\epsilon' \|x\| B \right) \leq \sum_{i=1}^{m} \mathbb{P} \left( |(M_i - f(x))| \geq 10\epsilon' \|x\| B \right) \rightarrow 0 \quad \text{for fixed } m.
In view of the above display and Equation (11) and taking \( \epsilon = 10\epsilon' \|x\| B \), we conclude

\[
P \left( \|\mu_n - f(x)\| \geq 20\epsilon' \|x\| B \right) \to 0 \quad \text{as } n \to \infty.
\]

Replacing \( 20B \) by a new constant, we get exactly the same form as in Theorem 1.

**B Proof of Lemma 1**

In this section, we will prove that the points visited by the algorithm is dense. The proof is divided into three steps. First, we will construct an upper bound of \( EI_T(x) \) for any unsampled points. Second, we will construct a region around any design point where \( EI_T(x) \) is bounded above by a threshold \( c \). Third, we will conclude the dense result for the visited points.

### B.1 Upper bound for \( EI_T(x) \)

Recall that in iteration \( n - n_0 \)

\[
EI_T(x) = \Delta \Phi \left( \frac{\Delta}{\sqrt{k_n(x,x)}} \right) + \sqrt{k_n(x,x)} \phi \left( \frac{\Delta}{\sqrt{k_n(x,x)}} \right),
\]

where \( T = \min \{ \bar{y}(x_1), \cdots, \bar{y}(x_n) \}, \Delta = T - \mu_n(x), k_n(x,x) = \sum_{i=1}^{n_n} w_i^2 C_i(x,x) \). Without loss of generality, suppose \( \|x\| = 1 \). Based on Assumption 2 and Theorem 1, there exists a large value \( M \) such that for large enough \( n \) the noisy observation \( \bar{y}(x) \) is bounded in \((-M,M)\), and predictor \( \mu_n(x) \) is bounded in \((-M' B, M + M'B)\) for all \( x \). Therefore,

\[
-2M - M'B \leq \Delta \leq 2M + M'B
\]

As \( EI_T(x) \) is an increasing function of \( \Delta \), we have

\[
EI_T(x) \leq (2M + M'B) \Phi \left( \frac{2M + M'B}{\sqrt{k_n(x,x)}} \right) + \sqrt{k_n(x,x)} \phi \left( \frac{2M + M'B}{\sqrt{k_n(x,x)}} \right) := P_n(x)
\]

(14)

Let \( x_0 \) be the design point with the largest correlation with \( x \). We next aim to get an upper bound for \( k_n(x,x) \). Denote

\[
\Sigma = \Sigma_F + \Sigma_\xi = \begin{bmatrix}
\Sigma_{11} & \Sigma_{12} \\
\Sigma_{21} & \Sigma_{22}
\end{bmatrix},
\]

where \( \Sigma_{11} \) is the variance at \( x_0 \), \( \Sigma_{22} \) is the the variance-covariance matrix at all other design point except for \( x_0 \), and \( \Sigma_{21} = \Sigma_{12}^T \) is the covariance between \( x_0 \) and other design points. Further denote

\[
\Sigma_F(x,\cdot) = (\sigma_F^2 \text{corr}(x,x_0), t(x)^T)^T.
\]

For large enough \( n \), we have

\[
C_i(x,x) = \sigma_F^2 - \Sigma_F(x,\cdot)^T \Sigma^{-1} \Sigma_F(x,\cdot) + u(x)^T \left[ \Omega^{-1} + L \Sigma^{-1} L^T \right]^{-1} u(x)
\]

\[
= \sigma_F^2 - \sigma_F^2 \frac{\text{corr}^2(x,x_0)}{\Sigma_{11}} - \Gamma^T P \Gamma + u(x)^T \left[ \Omega^{-1} + L \Sigma^{-1} L^T \right]^{-1} u(x)
\]

\[
\leq \sigma_F^2 - \sigma_F^2 \frac{\text{corr}^2(x,x_0)}{\Sigma_{11}} + u(x)^T \left[ \Omega^{-1} + L \Sigma^{-1} L^T \right]^{-1} u(x),
\]

(15)

where \( \Gamma = \Sigma_{21} \Sigma_{11}^{-1} \sigma^2 \text{corr}(x,x_0) - t(x) \) and \( P^{-1} = \Sigma_{22} - \Sigma_{21} \Sigma_{11}^{-1} \Sigma_{12} \). For the last term, recall that \( u(x) = l(x) -
For the commonly used \( l(x) = 1 \), \( L^{-1} \Sigma_F(x, \cdot) \) is the GP prediction given \( L \). According to the argument in Wang et al. (2021), we have \( |u(x)| = O(|x - x_0|) \). Hence, there exists \( M_1 \) such that \( |u(x)| < M_1(|x - x_0|) \). Also, \( L^{-1}L^T > \frac{1}{\sigma_F^2 + \sigma_u^2} \), so we have \( u(x)^T \left[ \Omega^{-1} + L^{-1}L^T \right]^{-1} u(x) = |u(x)|^2 \left[ \Omega^{-1} + L^{-1}L^T \right]^{-1} < M_1^2|x - x_0|^2 \). Hence,

\[
C_i(x, x) \leq \sigma_F^2 - \sigma_F^2 \text{corr}(x, x_0)^2 + M_2|x - x_0|^2
\]

(16)

And

\[
k_n(x, x) = \sum_{i=1}^{m} u_i^2 C_i(x, x) \\
\leq m \sup_{x} C_i(x, x) \\
\leq m \left\{ \sigma_F^2 - \sigma_F^2 \text{corr}(x, x_0)^2 + M_2|x - x_0|^2 \right\} \\
:= mk_0(x; x_0)
\]

(17)

We can check that \( k_0(x; x_0) \) is an increasing function of \( |x - x_0| \), so we have

\[
\text{EI}_T(x) \leq P_n(x) \leq (2M + \epsilon'B)\Phi \left( \frac{2M + \epsilon'B}{\sqrt{mk_0(x; x_0)}} \right) + \sqrt{mk_0(x; x_0)}\phi \left( \frac{2M + \epsilon'B}{\sqrt{mk_0(x; x_0)}} \right) := G_n(x; x_0)
\]

(18)

We can check that \( G_n(x; x_0) \) is also an increasing function of \( |x - x_0| \).

### B.2 Region construction

For any design point \( x_0 \), we can construct

\[
R(x_0, c) = \{ x \in \mathcal{X} \mid G_n(x; x_0) < c \}
\]

which contains \( x_0 \). Since \( G_n(x; x_0) \) is a monotonic increasing function of \( |x - x_0| \) and it will tends to 0 as \( x \to x_0 \). Hence, \( R(x_0, c) \) is a region centered at \( x_0 \), such that for all \( x \) in this region, \( \text{EI}_T(x) < c \).

### B.3 Proof of density

Consider the stopping rule that stops the algorithm when \( \text{EI}_T(x_{n+1}) \leq c \), where \( c \) is a pre-specified threshold. With this stopping rule, the points in \( R(x_0, c) \) will never be selected. However, if we let the total budget tends to infinity, then MamBO will never stop in finite number of iterations. To achieve this, we will decrease \( c \) once \( \text{EI}_T(x) < c \). By Theorem 1 and Lemma 1 in Locatelli (1997), we can show that the visited points will eventually be dense over the decision space if \( c \) keeps decreasing to zero.

### C Proof of Theorem 2

In iteration \( t \), let \( N_t \) be the total number of design points, and \( D_t \) be the whole design points set, \( \hat{x}_t \) be the current best such that \( \hat{y}_{\hat{x}_t} = \hat{y}_t(\hat{x}_t) = \min_{x \in D_t} \hat{y}_t(x) \), and \( x_0 \) is the true best in \( D_t \) such that \( f(x_0) = \min_{x \in D_t} f(x) \). We aim
to prove that \( \bar{y}_t^* \to f(x^*) \) w.p.1 as \( t \to \infty \). This can be divided into three steps. First, we prove that \( \bar{y}_t^* - f(x_0^*) \to 0 \) w.p.1, then prove \( f(x_0^*) - f(x^*) \) w.p.1. Then we can conclude the result.

### C.1 \( \bar{y}_t^* - f(x_0^*) \to 0 \) w.p.1 as \( t \to \infty \)

The sufficient condition is that \( \sum_{t=1}^{\infty} P \left[ \left| \bar{y}_t^* - f(x_0^*) \right| > \delta \right] < \infty \), for any \( \delta > 0 \). Note that

\[
\mathbb{P} \left[ \left| \bar{y}_t^* - f(x_0^*) \right| > \delta \right] = \mathbb{P} \left[ \bar{y}_t(\hat{x}_t) - f(\hat{x}_t) + f(\hat{x}_t) - f(x_0^*) > \delta \right] \\
< \mathbb{P} \left[ \bar{y}_t(\hat{x}_t) - f(\hat{x}_t) > \frac{\delta}{2} \right] + \mathbb{P} \left[ f(\hat{x}_t) - f(x_0^*) > \frac{\delta}{2} \right] 
\]

(19)

We first bound the term (i). Define \( \sigma_0^2 := \max_{x \in X} \sigma_t^2(x) \).

For any \( x \in D_t, \bar{y}(x) - f(x) \sim \mathcal{N} \left( 0, \sigma_t^2(x)/M_t(x) \right) \), and thus by Gaussian tail inequality,

\[
\mathbb{P} \left[ \bar{y}_t(x) - f(x) > \frac{\delta}{2} \right] \leq 2 \exp \left( -\frac{\delta^2 M_t(x)}{8\sigma_t^2(x)} \right) \leq 2 \exp \left( -\frac{\delta^2 s_{N_t}}{8\sigma_0^2} \right) 
\]

(20)

Therefore,

\[
\mathbb{P} \left[ \max_{x \in D_t} \left| \bar{y}_t(x) - f(x) \right| > \frac{\delta}{2} \right] \leq \sum_{i=1}^{N_t} \mathbb{P} \left[ \left| \bar{y}_t(x_i) - f(x_i) \right| > \frac{\delta}{2} \right] \leq 2N_t \exp \left( -\frac{\delta^2 s_{N_t}}{8\sigma_0^2} \right) 
\]

(21)

Hence,

\[
(i) = \mathbb{P} \left[ \left| \bar{y}_t(\hat{x}_t) - f(\hat{x}_t) \right| > \frac{\delta}{2} \right] < \mathbb{P} \left[ \max_{x \in D_t} \left| \bar{y}_t(x) - f(x) \right| > \frac{\delta}{2} \right] \leq 2N_t \exp \left( -\frac{\delta^2 s_{N_t}}{8\sigma_0^2} \right) 
\]

(22)

We next bound the term (ii). Let \( A := \left\{ \left| \bar{y}_t(\hat{x}_t) - f(\hat{x}_t) \right| < \frac{\delta}{2} \right\} \), \( B := \left\{ \left| \bar{y}_t(x_0^*) - f(x_0^*) \right| < \frac{\delta}{2} \right\} \), and \( C := A \cap B \).

Then,

\[
(ii) = \mathbb{P} \left[ \left| f(\hat{x}_t) - f(x_0^*) \right| > \frac{\delta}{2} \right] \\
= \mathbb{P} \left[ \left\{ \left| f(\hat{x}_t) - f(x_0^*) \right| > \frac{\delta}{2} \right\} \cap C \right] + \mathbb{P} \left[ \left\{ \left| f(\hat{x}_t) - f(x_0^*) \right| > \frac{\delta}{2} \right\} \cap \overline{C} \right] 
\]

(23)

We first show that (iii) is zero by contradiction. When both \( A, B \) hold, and \( \left| f(\hat{x}_t) - f(x_0^*) \right| > \frac{\delta}{2} \), we can conclude that \( \bar{y}_t(\hat{x}_t) > \bar{y}_t(x_0^*) \). This contradicts with the fact that \( \bar{y}_t(\hat{x}_t) \) is the current best. To bound (iv), using a similar inequality of (22), we have

\[
(iv) < \mathbb{P}(C^\overline{C}) = 1 - \mathbb{P}(A \cap B) < 2 - \mathbb{P}[A] - \mathbb{P}[B] < 4N_t \exp \left( -\frac{\delta^2 s_{N_t}}{50\sigma_0^2} \right) 
\]

(24)

Hence,

\[
(ii) = 0 + (iv) < 4N_t \exp \left( -\frac{\delta^2 s_{N_t}}{50\sigma_0^2} \right) 
\]

(25)

\[
\mathbb{P} \left[ \left| \bar{y}_t^* - f(x_0^*) \right| > \delta \right] < (i) + (ii) < 6N_t \exp \left( -\frac{\delta^2 s_{N_t}}{50\sigma_0^2} \right) 
\]

(26)
By Assumption 1,
\[
\sum_{t=1}^{\infty} P\left[ |\bar{y}_t^* - f(x_t^0)| > \delta \right] < 6 \sum_{t=1}^{\infty} N_t \exp\left( -\frac{\delta^2 s_N t}{50 \sigma_0^2} \right) < \infty
\]  
(27)

**C.2** \( f(x_t^0) - f(x^*) \rightarrow 0 \) \text{w.p.1 as } t \rightarrow \infty

If we assume the mean response \( f \) is continuous, then for any \( \delta > 0 \), we can select a region \( S \) near \( x^* \), such that for all \( x \in S \), \( |f(x) - f(x^*)| \leq \delta \). From the density of the design points, for any \( \varepsilon > 0 \), there is a large \( K \) such that there exists at least one design point selected in \( S \) before \( K \)-th iteration. It follows that
\[
P\left[ |f(x_t^0) - f(x^*)| > \delta \text{ i.o.} \right] = 0
\]  
(28)

Hence, \( f(x_t^0) - f(x^*) \rightarrow 0 \) \text{w.p.1 as } t \rightarrow \infty.

**C.3** \( \bar{y}_t^* - f(x^*) \rightarrow 0 \) \text{w.p.1}

Since both \( \bar{y}_t^* - f(x_t^0) \rightarrow 0 \) and \( f(x_t^0) - f(x^*) \rightarrow 0 \) \text{w.p.1 as } t \rightarrow \infty, \text{from the property of convergence with probability 1, we directly have } \bar{y}_t^* - f(x^*) \rightarrow 0 \text{ w.p.1, which completes our proof.}

**D** Test Functions

1. Branin: \( f(x_1, x_2) = a \left( x_2 - bx_1^2 + cx_1 - r \right)^2 + s(1-t) \cos (x_1) + s, \) with \( a = 1, b = \frac{1}{\pi}, c = \frac{5}{\pi}, r = 6, s = 10, t = \frac{1}{8} \)
2. Camel: \( f(x_1, x_2) = \left( 4 - 2.1x_1^2 + \frac{x_1^4}{3} \right)x_1^2 + x_1x_2 + \left( -4 + 4x_2^2 \right)x_2^2 \)
3. Eggholder: \( f(x_1, x_2) = -(x_2 + 47) \sin \left( \sqrt{|x_2 + \frac{x_1}{2} + 47|} \right) - x_1 \sin \left( \sqrt{|x_1 - (x_2 + 47)|} \right) \)