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We use Pseudo Quantum Electrodynamics (PQED) in order to describe the full electromagnetic interaction of the p-electrons of graphene in a consistent 2D formulation. We first consider the effect of this interaction in the vacuum polarization tensor or, equivalently, in the current correlator. This allows us to obtain the dc conductivity after a smooth zero-frequency limit is taken in Kubo’s formula. Thereby, we obtain the usual expression for the minimal conductivity plus corrections due to the interaction that bring it closer to the experimental value. We then predict the onset of an interaction-driven spontaneous Quantum Valley Hall effect (QVHE) below a critical temperature of the order of 0.05 K. The transverse (Hall) valley conductivity is evaluated exactly and shown to coincide with the one in the usual Quantum Hall effect. Finally, by considering the effects of PQED, we show that the electron self-energy is such that a set of P- and T-symmetric gapped electron energy eigenstates are dynamically generated, in association with the QVHE.

PACS numbers: 11.15.-q, 11.30.Rd, 73.22.Pr

Introduction.— The experimental realization of graphene has opened the fascinating possibility of observing in a condensed matter system a number of interesting effects previously considered to occur exclusively in relativistic particle physics. The Klein paradox and the Zitterbewegung are well-known examples. Graphene is also the first concrete realization of the Dirac sea, the concept which has led Dirac to predict the existence of antimatter. Indeed, Schwinger’s effect of pair creation out of the vacuum by an electric field is expected to occur in this material, thus providing another beautiful connection between condensed matter and particle physics.

Graphene exhibits quite a few unconventional transport phenomena. These include an anomalous integer quantum Hall effect (QHE) and a puzzling finite (“minimal”) dc conductivity at half-filling, even in the absence of any dissipation and with a zero density of states. The theoretical determination of the minimal dc conductivity and its dependence on interactions is still a challenge, in part due to the ambiguities associated with the $\omega \to 0$ limit in Kubo’s formula. Attempts to include the effect of interactions in the calculation of the optical conductivity were recently made, however this effect disappears in the limit $\omega \to 0$ and therefore no corrections to $\sigma_{dc}$ due to the interactions can be obtained.

Nevertheless, optical conductivity measurements yielded results that in the dc limit are in agreement with earlier theoretical calculations in the approximation of non-interacting electrons, namely $\sigma_{dc} = (\pi/2)e^2/h$. Analogously, the integer QHE has been understood in terms of relativistic Landau levels occupied by non-interacting electrons, similarly to the results for GaAs. The unexpected validity of the single-particle description has risen the issue of how relevant are the electronic interactions in graphene, leading to a vivid debate in the community. Nonetheless, the recent measurement of the renormalization of the Fermi velocity was an indication that interaction should be important. The direct measurement of the dc conductivity, which yielded a result that is in disagreement with the theoretical calculation in the absence of interactions, provided additional evidence for the relevance of these. The experimental observation of the fractional QHE in ultra-clean samples subject to a perpendicular magnetic field has closed the debate, undeniably demonstrating that the electronic interactions are indeed important, at least for a certain energy (temperature) scale.

Another intriguing transport property that has been investigated in graphene is the possibility of observing a quantized transverse (Hall) conductivity under unconventional circumstances. First, Haldane has shown that the sufficient condition for the existence of the integer QHE is a broken time-reversal symmetry (TRS) and not a net magnetic field, as was previously supposed. Later, even more unexpected results emerged, such as the experimental observation of the integer QHE at room temperature and the proposal for the existence of a quantum spin Hall effect in the presence of a sizable spin-orbit coupling in a system which preserves time-reversal symmetry.

Most of the previous approaches, however, rely on a single-particle description and the role of interactions, as well as the proper theoretical framework to include them, has been often neglected or only partially included.
From first principles, the relevant electronic interaction in graphene is the full electromagnetic interaction described by the minimal coupling of the electronic current to the U(1) electromagnetic gauge field. This, however, is not easily incorporated in the model because the electrons in graphene are confined to a plane and therefore require a 2D description, whereas the electromagnetic field is 3D. Should we use Maxwell electrodynamics in 2D for describing the interaction of the electrons in graphene, we would get a wrong result (for instance the electrostatic potential would be $-\ln r$ instead of the correct $1/r$). The solution for this problem consists in the use of a full 2D U(1) gauge field theory, which describes, within the 2D framework, the full physics contained in the 3D Maxwell theory. Such 2D theory was derived in [3] in the static limit. Subsequently a full dynamical derivation was provided [22] and the theory was called Pseudo Quantum Electrodynamics (PQED) (in part because it involves the so-called pseudo-differential operators) [22,24].

In this letter, we employ PQED in order to describe the electronic interactions in graphene and explore some of the consequences of these. We firstly determine the corrections to the minimal dc-conductivity produced by such interactions, thus obtaining a value at $T = 0$, which is the closest to the measured experimental one [13]. We then evaluate the effects of PQED in the valley dc-conductivity and show that, below a temperature $T_c$, it exhibits a nonzero transverse component, which is quantized in the same way as in the usual QHE. This effect is dynamically generated in graphene, when the full electromagnetic interaction is completely taken into account. In this case, we show that the individual valley contribution to the conductivity contains a P,T-violating transverse (Hall) component, which has opposite sign for each valley and consequently leads to a Quantum Valley Hall Effect (QVHE), rather than the usual QHE. Finally, we investigate the Schwinger-Dyson equation for the electron self-energy in PQED and show that the latter satisfies a differential equation, which has solutions that shift the poles of the electron propagator to gapped energy states, when the interaction coupling is larger than a certain critical value. The temperature scale is set by the gap: thermal activation will destroy the plateaus for temperatures larger than the gap.

All the phenomena described here only occur within an SU(2) description of graphene, which is valid when there is no backscattering connecting the different valleys. We also show that the use of PQED, contrary to other attempts to describe the electronic interactions in graphene, yields a current correlator that renders Kubo’s formula free from any ambiguities. In the last section, we show that our results are independent of the fact that the Fermi velocity is different from the speed of light.

The Model. – The $p$-electrons of the carbon atoms in the honeycomb lattice of graphene are usually described as 4-component massless Dirac fermions, each component corresponding to the two sublattices (A and B) and the two inequivalent valleys (K and K’). If we neglect backscattering between the valleys, however, an equivalent description would consist of two massless 2-component Dirac fermion fields. Backscattering involves momenta of order $h/a$, hence this process must be triggered by lattice displacements of order $a$, which in the quantum version are phonons. In any description that does not consider phonon effects, actually one should, for consistency, neglect backscattering. We assume that these Dirac electrons will interact through the electromagnetic interaction, which in 2D is described by PQED [22]. The corresponding Lagrangian reads

$$\mathcal{L} = \frac{1}{4} F_{\mu\nu} \left[ \frac{4}{\sqrt{-g}} \right] F^{\mu\nu} + \bar{\psi}_a (i \partial + c \gamma^0 A_\mu) \psi_a, \quad (1)$$

where $\psi$ is a two-component Dirac field, $\bar{\psi} = \psi^\dagger \gamma^0$ is its adjoint, $F_{\mu\nu}$ is the usual field intensity tensor of the U(1) gauge field $A_\mu$, which intermediates the electromagnetic interaction in 2D (pseudo electromagnetic field), $\gamma^\mu$ are rank-2 Dirac matrices, and $a = 1, ..., N_f$ is a flavor index, specifying the spin component and the valley to which the electron belongs. An SU(4) version of this model has recently been used to study dynamical gap generation and chiral symmetry breaking in graphene [23].

A few remarks are in order here: i) the natural velocity appearing in the gauge field sector is that of light, $c$, whereas the one occurring in the electronic sector is the Fermi velocity $v_F$, hence Lorentz invariance is broken. For the time being we shall take $v_F = c = 1$. Later on we shall return to the physical value of the Fermi velocity; ii) the gauge field propagator in momentum space contains the speed of light $c$ rather than $v_F$, hence there will be no retardation effects due to the fact that $v_F \sim c/300$; iii) the two valleys (K and K’) are related by TRS. In spite of the fact that we are using 2-component Dirac spinors, however, we do not break TRS ab initio because we are summing over the two species (as we may infer from the physical value of $N_f$).

The current-current correlation function. – We are going to determine the dc conductivity of graphene by using the Kubo formula, which requires the evaluation of the irreducible two-points current correlation function $\langle j^\mu j^\nu \rangle$. This is most conveniently obtained as a second functional derivative of the generating functional of 1PI Green function $\Gamma[A_\mu^p]$

$$\langle j^\mu j^\nu \rangle_{1PI} = \frac{1}{e^2} \frac{\delta^2}{\delta A_\mu^p \delta A_\nu^p} \Gamma[A_\mu^p] \bigg|_{A_\mu^p = 0} = \Pi_{\mu\nu}, \quad (2)$$

where $\Pi_{\mu\nu}$ is the full vacuum polarization tensor.

For two-component fermions this tensor was carefully calculated in Ref. [26]. The one-loop result for a single massless fermion in Euclidean space is

$$\Pi_{\mu\nu}^{(1)}(p) = -\frac{\sqrt{p^2}}{16} P_{\mu\nu} + \frac{1}{2\pi} \left( \frac{n + 1}{2} \right) \epsilon_{\mu\alpha\nu\beta} p^\beta, \quad (3)$$
where $n$ is an integer (see Supplemental Material). Even though this result was derived for PQED, it also holds for PQED because it only involves fermion internal lines. Notice the occurrence of a P,T-breaking term, which is topological and according to the Coleman-Hill theorem \[27\] has no higher order corrections.

The two-loops correction is exclusive of PQED and was calculated in Ref. \[8\] for a single massless fermion, yielding

\[ \Pi^{(2)}_{\mu\nu}(p) = -\frac{\sqrt{p^2}}{16} C_\alpha \alpha g P_{\mu\nu}, \]

where $C_\alpha = (92 - 9\pi^2)/18\pi \approx 0.056$ and $\alpha_g \approx 300/137 = 2.189$. It follows that $C_\alpha \alpha_g < 1$, hence the perturbation expansion is justified.

The dc conductivity $\sigma^{ij}$. The dc conductivity can be derived, within the linear response regime, from Kubo’s formula, which for real time is:

\[ \sigma^{jk} = \lim_{\omega \to 0, p \to 0} \frac{i \langle (j_j^k)^{\text{ret.}} \rangle}{\omega} = \sigma^{xx} \delta^{jk} + \sigma^{xy} \epsilon^{ik0}. \]

However, we must sum over the spin components and over the valleys $K$ and $K'$. The sum over spins just contributes a factor 2 to $N_f$. Since the P,T-symmetries are preserved, the contributions from the two valleys are clearly identical and the conductivity reads

\[ \sigma^{jk} = \lim_{\omega \to 0, p \to 0} \left\{ \frac{i \langle (j_j^k)^{\text{ret.}} \rangle}{\omega} + \frac{i \langle (j_j^k)^T \rangle}{\omega} \right\}, \]

where $\langle (j j)^T \rangle$ is the time-reversed correlator and, before summing on the valleys we are using $N_f = 2$ (see the Supplemental Material for more details). Using Eq. \[4\] and Eq. \[1\] and taking the limits in Eq. \[6\] we get

\[ \sigma^{xx} = \left( \frac{\pi \epsilon^2}{2 \hbar} \right) \left[ 1 + \left( \frac{92 - 9\pi^2}{18\pi} \right) \alpha_g + \mathcal{O}(\epsilon^4) \right] \]

and

\[ \sigma^{xy} = 0. \]

Eq. \[7\] displays the dc conductivity, which has the usual minimal value plus corrections due to the interaction. We emphasize that the corrections above are to the dc conductivity, rather than to the optical conductivity $\sigma(\omega)$ usually found in the literature \[28\]. To the best of our knowledge, the value we find for the dc conductivity, namely $\sigma^{xx} = 1.76 \epsilon^2/\hbar$ is the closest to the experimental result extrapolated to zero temperature, $\sigma^{xx} = 2.16 \epsilon^2/\hbar$ \[13\].

Quantum Valley Hall Effect. The average valley current is defined by

\[ \langle J^i_V \rangle = \langle 0|j^i_K|0 \rangle - \langle 0|j^i_K'|0 \rangle. \]

We can therefore define a dc “valley conductivity”, through

\[ \sigma^{ik}_V = \lim_{\omega \to 0, p \to 0} \left\{ \frac{i \langle (j_j^k)^{\text{ret.}} \rangle}{\omega} - \frac{i \langle (j_j^k)^T \rangle}{\omega} \right\}, \]

for $n = \text{integer}$. The longitudinal component, conversely, vanishes:

\[ \sigma^{xx}_V = 0. \]

The above result is exact, as a consequence of the Coleman-Hill theorem. The existence of a transverse valley conductivity characterizes the occurrence of a QVHE. It is caused, ultimately, by the presence of the anomalous P,T violating term appearing in the vacuum polarization tensor or, equivalently, in the current correlator.

The valley Hall effect has been earlier predicted to occur in graphene systems subject to a staggered sublattice potential that breaks inversion symmetry \[30, 31\], or to strained graphene, where according to recent experiments pseudomagnetic fields oppositely oriented in the valleys can be as large as 300 T \[32\]. In addition, a fractional valley Hall effect was proposed to arise in artificial graphene systems, by fine tuning the short-range part of interactions \[33\]. Notice that here no symmetry is broken a priori and no fine-tuning of model parameters are required to generate the QVHE. A similar TRS breaking was recently proposed to occur for bilayer graphene in the presence of static Coulomb interactions, when fluctuations are taken into account \[34\].

The anomalous terms found here are related to electron masses that are dynamically generated. These, however, appear in pairs of opposite signs and, for an even number of flavors, cancel when summed, according to the Vafa-Witten theorem \[35\]. There is, consequently no overall P,T violation and for this reason the QHE does not occur. The existence of individually violating terms, nevertheless, is sufficient to produce a QVHE. This is the central result of this work.

Dynamically generated discrete energy states and $T_c$. Recently, it has been shown that the model described by Eq. \[1\] dynamically generates a gap in the SU(4) case due to a breaking of the chiral symmetry \[29\]. The result is obtained by a non-perturbative solution of the Schwinger-Dyson equation \[36\]

\[ S_F^{-1}(p) = S_{0F}^{-1}(p) - \Sigma(p), \]

where $S_{0F}$ and $S_F$ are, respectively, the free and interacting electron propagators and $\Sigma(p)$, the electron self-energy calculated in PQED \[27\]. Here, we investigate...
the SU(2) case and show that an infinite sequence of discrete energy eigenstates is dynamically generated. For the two-component Dirac fields considered here, the associated gap generation breaks the parity and TRS symmetries instead of the chiral one. The generation of this set of eigenstates, which according to Eq. 13 is a consequence of the interactions, is therefore another manifestation of the dynamical symmetry breaking found in the vacuum polarization tensor, which has led to the spontaneous QHE for each valley below $T_c$.

By imposing the eigenenergy ($\epsilon$) to satisfy

$$\Sigma(p = \epsilon) = \epsilon,$$

we guarantee, according to Eq. 13, that they will be zero-momentum poles of the complete electron propagator, thus renormalizing the tight-binding eigenenergy $\epsilon = |\vec{k}|$. The energy levels are discrete and given by

$$\epsilon_n^{(\pm)} = \pm \Lambda \exp \left\{ -\frac{Z_n}{\gamma} \right\},$$

where

$$\gamma = \frac{1}{2} \sqrt{\frac{N_c}{N_f}} - 1, \quad N_c = \frac{4\Lambda}{\pi^2(4 + \Lambda^2)},$$

$$\Lambda \sim \pi/a$$

is an ultraviolet cutoff, $n = 0, 1, 2, \ldots$, and $Z_n = n\pi + \delta_n$ are solutions of the transcendental equation

$$\exp \left( -\frac{3}{2\gamma} z \right) = \cos z,$$

such that

$$0 \leq \delta_n \leq \frac{\pi}{2} \quad n = 0, 2, 4, \ldots$$

$$\frac{\pi}{2} \leq \delta_n \leq \pi \quad n = 1, 3, 5, \ldots$$

Inversion of Eq. 13 allows us to determine a critical interaction $\lambda_c$ above which the phenomena described here will occur.

For all $n$, $\delta_n \rightarrow \pi/2$ for $n \rightarrow \infty$, whereas $\delta_n \rightarrow 0$ (even) and $\delta_n \rightarrow \pi$ (odd) for $\gamma \rightarrow \infty$ (an unphysical limit, in which $N_f \rightarrow 0$, see Supplemental Material). Since $\gamma$ is small, $Z_n \approx (2n + 1)\pi/2$.

Notice that $\gamma$ is real for $N_f < N_c$ and all the $\epsilon_n$ collapse to zero as $N_f \rightarrow N_c$. Observe also that the sequence of negative levels labeled by $n = 0, 1, 2, \ldots$ have increasing energies and accumulate at zero for $n \rightarrow \infty$, whereas the positive levels labeled by $n = 0, 1, 2, \ldots$ have decreasing energies and accumulate at zero for $n \rightarrow \infty$, being therefore symmetric with respect to zero.

We finally remark that the existence of a one-to-one mapping between the energy bands with the respective gaps and the valley Hall conductivity plateaus, which count the number of edge states, is simply a manifestation of the bulk-boundary correspondence, known to apply for topological insulators.

We may now estimate the critical temperature $T_c$ for the observation of the effect we found. This must correspond to the thermal activation energy, which is of the order of the maximal gap $\Delta_\infty = \epsilon_0^{(+) - \epsilon_\infty} = \epsilon_\infty - \epsilon_0^{(-)}$ (this is of the same order as the first gap $\Delta_1 = |\epsilon_0^{(+) + \epsilon_1^{(+) + \epsilon_1^{(-)}}| \approx \Delta_\infty$, especially for small $\gamma$).

Supposing that a fraction $1 - x$ of the electrons in the ground state are promoted to higher levels by thermal activation, we would have (see Supplemental Material)

$$T_c \sim \frac{\Lambda}{k_B x} \exp \left[ -\frac{\pi}{2\gamma} \right],$$

where we used Eq. 13 and the fact that $\delta_0 \approx \pi/2$. Observe that $T_c \rightarrow 0$ as $N_f \rightarrow N_c$. In Fig. 1, we plot $T_c$ as a function of the coupling $\alpha$ for $N_f = 4$ and $x = 0.01$. We estimate the upper temperature threshold for observation of the spontaneous QVHE in suspended graphene in the vacuum ($\alpha_g \approx 2.189$) to be of the order of 0.05 K. Note that we have used the physical value of the Fermi velocity in the expression of the fine-structure constant of graphene to plot Fig. 1.

![FIG. 1. (Color online) Critical temperature $T_c$ as a function of the coupling $\alpha$ for $N_f = 4$, $x = 0.01$ and $\Lambda \sim \hbar v_F/a$.](image)

**Fermi velocity.** Let us discuss now the consequences of the fact that the Fermi velocity is different from $c$. For describing this effect, one must make the replacements $\gamma^i \rightarrow \gamma^i v_F$ in the Dirac kinetic term. Because of the linear dependence of the Dirac Lagrangian on $p = (p_0, \mathbf{p})$, it follows that all dependence on $v_F$ will appear in the form $v_F \mathbf{p}$. In an analogous way, the current will change as $j_{\mu} = (j_0, j_i) \rightarrow j_{\mu} = (j_0, v_F j_i)$ and the current correlation function we used in Eq. 2 is actually $v_F^2(j j)$. The whole dependence of the conductivity on $v_F$ comes through the insertion of the current correlator in the Kubo formula, after the corresponding limits are taken. The current correlator dependence on the Fermi velocity, on its turn, comes through the vacuum polarization tensor, as we may infer from Eqs. 2. Now, the different components of $\Pi_{\mu\nu}$ depend on $v_F$ only through the combination $v_F \mathbf{p}$. When taking the limit $\mathbf{p} \rightarrow 0$ in
Kubo’s formula, therefore, any dependence on $v_F$ shall completely disappear (see Supplemental Material).

The net effect of reinstating the physical values of $v_F$ and $c$ in the self-energy can be shown to be a rescaling of the rhs of Eq. (17) by a dimensionless factor $f_1(c, v_F)$. Yet, since $\gamma$ is small the lhs is practically equal to zero and consequently the zeros of the transcendental equation coincide with the ones of the $\cos z$ function irrespective of the value of $f_1$.

Summary. — Experimental and theoretical results suggest that electronic interactions must be important in graphene, at least for a certain temperature range. The observation of the fractional QHE at zero momentum. In addition, the interaction generates a dynamical TRS breaking through one-loop vacuum fluctuations. This produces, below a critical temperature $T_c$, a transverse (Hall) valley conductivity quantized exactly as if there was an external magnetic field in the QHE. Discrete states corresponding to the Hall plateaus, and analogous to the Landau levels of the rhs of Eq. (17) by a dimensionless factor $f_1$. The quantization of our valley currents is emergent, exact and universal, contrarily to the results obtained in the literature for a QVHE driven by inversion symmetry breaking (staggered chemical potential). Even though our calculations are made at $T = 0$, we may estimate the critical temperature for observing the effect by identifying $T_c$ with the gap. This follows from the fact that, when the temperature reaches this level, most of the states would be populated by thermal activation and, thereby, the plateaus would be washed out by thermal activation.

The electrons from different valleys are sensitive to the circular polarization of light, thus producing a circular dichroism whenever they are spatially separated. Scattering of unpolarized light at $T \approx 0.05$ K, therefore, should be an experimental way for observing this fascinating effect.
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The current-current correlation function

The accurate description of the electromagnetic interaction among the electrons in graphene is given by the following Lagrangian

\[ \mathcal{L} = \frac{1}{4} F_{\mu\nu} \left[ \frac{4}{\sqrt{-\Box}} \right] F^{\mu\nu} + \bar{\psi} \left( i \partial_\mu + e \gamma^\mu A_\mu \right) \psi. \tag{20} \]

Here, $\psi$ is a two-component Dirac field, $\bar{\psi} = \psi^\dagger \gamma^0$ is its adjoint, $F_{\mu\nu}$ is the usual field intensity tensor of the U(1) gauge field $A_\mu$, which intermediates the electromagnetic interaction in 2D (pseudo electromagnetic field), $\gamma^\mu$ are rank-2 Dirac matrices, $a = 1, \ldots, N_f$ is a flavor index, specifying the spin component and the valley to which the electron belongs. The coupling constant $e^2 = 4\pi\alpha$ is conveniently written in terms of $\alpha$, the fine-structure constant in natural units. The Lagrangian described by Eq. (20) was derived within the pseudo-QED formalism, which appropriately takes into account the fact that the electromagnetic field is 3D, whereas the dynamics of electrons in graphene is 2D.

We will determine the dc conductivity of graphene by using the Kubo formula, which describes the linear response to a static external electric field. In real time, it is given by

\[ \sigma_{ik} = \lim_{\omega \to 0, \mathbf{p} \to 0} \frac{i \langle j^i j^k \rangle}{\omega}. \tag{21} \]

where the current correlation function is meant to contain only one-particle-irreducible (1PI) diagrams.

The current correlator is most conveniently obtained from the corresponding generating functional. Starting from the generating functional of arbitrary correlators,

\[ Z[J] = \mathcal{N} \int DA_\mu D\bar{\psi} D\psi e^{-\int d^2x \left( \mathcal{L} + e \psi J_\mu \right)}, \tag{22} \]

where $J$ is a vector functional variable and $\mathcal{N} = \mathcal{N}_A \mathcal{N}_\phi$ are constants chosen in such a way that $Z[0] = 1$, we have that the generator of connected correlation functions is given by

\[ W[J] = -\ln Z[J]. \tag{23} \]
The generating functional of 1PI correlation functions can then be obtained by the following Legendre transformation

$$\Gamma[A_c^\mu] = \int d^3x J_\mu(x) A_c^\mu(x) - W[J],$$  \hspace{1cm} (24)

where

$$A_c^\mu(x) = \frac{\delta W[J]}{\delta J_\mu(x)}. \hspace{1cm} (25)$$

Thus, the current-current correlation function that is needed for the Kubo formula can be obtained by taking the second derivative of the generating functional,

$$\langle j_\mu j_\nu \rangle = \left. \frac{\delta^2}{\delta A_c^\mu \delta A_c^\nu} \Gamma[A_c] \right|_{A_c=0}. \hspace{1cm} (26)$$

It turns out, however, that the above expression is nothing but the $A_\mu$-field self-energy $\Pi_{\mu\nu}$, also known as the vacuum polarization tensor, which is given by

$$G^{-1}_{\mu\nu} - G_{0\mu\nu}^{-1} = -\epsilon^2 \Pi_{\mu\nu}, \hspace{1cm} (27)$$

where $G$ is the exact $A_\mu$-field Euclidean propagator and $G_0$ is the free one,

$$G_{0\mu\nu} = \frac{1}{4\sqrt{p^2}} P_{\mu\nu}. \hspace{1cm} (28)$$

In this expression, $P_{\mu\nu} = \delta_{\mu\nu} - p_\mu p_\nu/p^2$, and $p^2 = p_3^2 + p^2$, where $p_3$ is the third component of the energy-momentum vector in the Euclidean space. We, therefore, come to the conclusion that

$$\langle j_\mu j_\nu \rangle_{1PI} = \Pi_{\mu\nu}. \hspace{1cm} (29)$$

$\Pi_{\mu\nu}$ has been calculated up to the order of two-loops in PQED, for the case of two-component fermions. The Euclidean one-loop contribution for a single massless fermion, which is the same for QED3, is \cite{6}

$$\Pi_{\mu\nu}^{(1)}(p) = A(p) P_{\mu\nu} + B \epsilon_{\mu\nu\alpha} p^\alpha, \hspace{1cm} (30)$$

where $A(p) = -\sqrt{p^2}/16$, and $B = (1/2\pi) (n + 1/2)$, with $n$ integer. Notice that the second term contains the P and T anomaly. Accordingly to the Coleman-Hill theorem \cite{7}, if the parity anomaly occurs, it will appear only in one loop fermion integration, i.e, only $\Pi_{\mu\nu}^{(1)}$ could have a term $\epsilon_{\mu\nu\alpha} p_\alpha$.

The two-loops contribution to the vacuum polarization tensor in PQED was calculated in Ref.\cite{8} and reads

$$\Pi_{\mu\nu}^{(2)} = A(p) C_\alpha \alpha_g P_{\mu\nu}, \hspace{1cm} (31)$$

with $C_\alpha = (92 - 9\pi^2)/18\pi$. Indeed, there is no correction for the B-term. Note that $C_\alpha = 0.056$ and the fine structure constant for graphene is $\alpha_g \sim 300/137 = 2.189$. It follows that $C_\alpha \alpha_g < 1$, thus justifying our perturbative calculation.

According to Eq.\cite{9}, the irreducible current-current correlation function is given by

$$\langle j_\mu j_\nu \rangle = j_1(p) P_{\mu\nu} + j_2 \epsilon_{\mu\nu\alpha} p_\alpha, \hspace{1cm} (32)$$

with

$$j_1(p) = -N_f A(p)(1 + C_\alpha \alpha_g + O(\epsilon^3)) \hspace{1cm} (33)$$

and

$$j_2 = -N_f B, \hspace{1cm} (34)$$

where $N_f$ arose from the sum over all fermions.

**THE DC CONDUCTIVITY**

Observe that the current correlator \cite{10} is proportional to the number of flavors $N_f$, consisting of spin $\uparrow, \downarrow$ and valleys $K, K'$. We have, therefore $N_f = N_S + N_V$. The two spin components give identical contributions to Eq. 21, therefore $N_S = 2$. We must be careful, however, when summing the contributions from the two valleys $K$ and $K'$. For symmetry reasons, it is reasonable to expect that both valleys will contribute identically. Nevertheless, the valleys $K$ and $K'$ are related to each other by TRS and, consequently their contribution will depend on whether this symmetry is spontaneously broken or not. When TRS symmetry is preserved, both valleys clearly give identical contributions and $N_V = 2$ or $N_f = 4$.

Indeed, in linear response theory, for each valley we have

$$\langle 0| j_i | 0 \rangle_K = \frac{\delta}{\delta J_{K\uparrow}^{(1)}} A^j, \hspace{1cm} \omega$$

and

$$\langle 0| j_i | 0 \rangle_{K'} = \frac{\delta}{\delta J_{K'\downarrow}^{(1)}} A^j, \hspace{1cm} \omega$$

The contribution from the two valleys to the average total current is given by $\langle 0| j_i^K + j_i^{K'} | 0 \rangle$. According to the result above, this can be expressed as

$$\langle 0| j_i^K | 0 \rangle_K + \langle 0| j_i^{K'} | 0 \rangle_{K'} = \left\{ \frac{\delta}{\delta J_{K\uparrow}^{(1)}} \frac{\delta}{\delta J_{K'\downarrow}^{(1)}} \right\} A^j, \hspace{1cm} (37)$$

Therefore, when the TRS is not spontaneously broken, the sum of the contributions from the two valleys to the conductivity is

$$\sigma^{ik} = \lim_{\omega \rightarrow 0, p \rightarrow 0} \left\{ \frac{\delta}{\delta J_{K\uparrow}^{(1)}} \frac{\delta}{\delta J_{K'\downarrow}^{(1)}} \right\}, \hspace{1cm} (38)$$

where $\langle j j \rangle^T$ is the time-reversed correlator and the sum over spins is assumed to have been done, namely, at this level $N_f = N_S = 2$. 

Now, observe that, according to Eqs. (33) and (34), $j_2$ is a constant, whereas $j_1$ is a function of $p^2 + (i p_0)^2$ in Euclidean space. When we go back to the real time, we must analytically continue $p_3$ to the imaginary axis. Hence, $j_1$ becomes a function of $p^2 + (i p_0)^2$. This is invariant under time-reversal ($i 	o -i$, $p_0 	o -p_0$ and $p 	o -p$) and, consequently, so is $j_1$.

In the limit $p \to 0$, the current correlator and its time-reversed version are given, respectively, by expressions of the form

$$\langle j^i j^k \rangle = j_1((i p_0)^2) \delta^{ik} + j_2 \epsilon^{ik0}(i p_0), \quad (39)$$

and

$$\langle j^i j^k \rangle^T = j_1((-i p_0)^2) \delta^{ik} + j_2 \epsilon^{ik0}(-i p_0). \quad (40)$$

The first term is clearly invariant, since $(i p_0)^2 = (-i p_0)^2$. The second term, conversely, is clearly non-invariant and derives from the anomalous part of the vacuum polarization tensor, which is generated by vacuum fluctuations. The $p_0$ variable above, in the unit system that we are using, must be identified with the frequency $\omega$ in the Kubo’s formula (21).

We may now take the limit $\omega \to 0$, in order to get the dc conductivity. It is worth mentioning that this limit in Kubo formula can be taken unambiguously when PQED is used to describe the interactions, unlike the usual QED. This occurs due to the peculiar structure of the gauge field propagator of the theory, which produces a linear $\omega$-dependence in the current correlator for $p \to 0$, that will cancel the $\omega$ in the denominator in the Kubo’s formula.

Using Eqs. (39) and (40), we see that the conductivity has the general form

$$\sigma^{ik} = \sigma^{xx} \delta^{ik} + \sigma^{xy} \epsilon^{ik0}. \quad (41)$$

Inserting Eqs. (39) and (40) into Eq. (38), we find that for an unbroken TRS phase only the longitudinal part survives. It is easy to see that we have equal contributions from the two valleys, hence $N_V = 2$ or $N_f = 4$. The $p_0$ dependence cancels nicely and we can take the zero frequency limit without hurdles. Using Eq. (44), we obtain

$$\sigma^{xx} = \frac{\pi \epsilon^2}{2 \hbar} \left[ 1 + \left( \frac{92 - 9\pi^2}{18 \pi^4} \right) \alpha_g + O(\epsilon^4) \right] \quad (42)$$

and

$$\sigma^{xy} = 0. \quad (43)$$

### Valley Conductivity and the Quantum Valley Hall Effect

The average valley current is defined by

$$\langle J^i_V \rangle = \langle 0| j^i_K |0 \rangle - \langle 0| j^i_{-K} |0 \rangle. \quad (44)$$

It vanishes whenever the two valleys contribute the same amount to the electric current. From Eq. (44) it is clear that

$$\langle J^i_V \rangle = \left\{ \frac{i \langle 0| j^i_{-K} |0 \rangle}{\omega} - \frac{i \langle 0| j^i_K |0 \rangle}{\omega} \right\} A^i. \quad (45)$$

We can therefore define a dc “valley conductivity”, which is given by

$$\sigma_V^{ik} = \lim_{\omega \to 0, p \to 0} \left\{ \frac{i \langle j^i j^k \rangle}{\omega} - \frac{i \langle j^i j^k \rangle^T}{\omega} \right\}. \quad (46)$$

Now, using Eqs. (39) and (40) with $N_f = N_S = 2$ as before, one immediately concludes that the longitudinal parts cancel, whereas the transverse component survives. The valley conductivity, therefore, is given by

$$\sigma^{xy}_V = 4 \left( n + \frac{1}{2} \right) \frac{e^2}{\hbar}, \quad (47)$$

for $n = \text{integer}$. The above result is exact, as a consequence of the Coleman-Hill theorem.

The longitudinal component, conversely, vanishes:

$$\sigma^{xx}_V = 0. \quad (48)$$

The existence of a transverse valley conductivity characterizes the occurrence of a quantum valley Hall effect. It is caused, ultimately, by the presence of the anomalous P,T violating term that appears in the vacuum polarization tensor or, equivalently, in the current correlator.

The anomalous terms are related to electron masses that are dynamically generated. These, however, arise in pairs of opposite signs and, for an even number of flavors, cancel when summed, according to the Vafa-Witten theorem. There, is, consequently no overall P, T violation and for this reason the quantum Hall effect does not occur. The existence of individually violating terms, nevertheless, is sufficient to produce a quantum valley Hall effect, which is analogous to the quantum spin Hall effect, but with spins replaced by valleys.

### Dynamically Generated Discrete Energy States

It was recently shown in Ref. [11] that a dynamical fermion mass generation occurs in PQED. In that context, where four-component massless fermions were used, the mass term breaks the chiral symmetry. For the two-component fermions considered here, however, the mass terms would break the parity symmetry instead. This non-symmetric phase may be investigated considering non-perturbative solutions of the Schwinger-Dyson equation [11], given by

$$S_F^{-1}(p) = S_{0F}^{-1}(p) - \Sigma(p), \quad (49)$$
where $S_F(p)$ is the full fermion propagator, $S_{0F}(p)$ is the bare fermion propagator and $\Sigma(p)$ is the self-energy, which is given by

$$
\Sigma(p) = \frac{e^2}{2} \text{tr} \int \frac{d^3k}{(2\pi)^3} \gamma^\mu S_F(k)\gamma^\nu G_{\mu\nu}(p-k), \quad (50)
$$

where $G_{\mu\nu}$ is the full field propagator of the gauge field and $\text{tr}$ is the trace over Dirac indexes.

By making a Taylor expansion around $\epsilon$

$$
\Sigma(p) = \Sigma(p = \epsilon) + (\gamma^\mu p_\mu - \epsilon) \frac{\partial \Sigma(p)}{\partial p} |_{p=\epsilon} + \ldots \quad (51)
$$

and imposing

$$
\Sigma(p = \epsilon) = \epsilon, \quad (52)
$$

we may write the full fermion propagator as

$$
S_F(p) = \frac{1}{\gamma^\mu p_\mu - \Sigma(p)} = \frac{1}{(\gamma^\mu p_\mu - \epsilon)(1 - \frac{\partial \Sigma(p)}{\partial p} |_{p=\epsilon} + \ldots)} = \frac{\gamma^\mu p_\mu}{(p^2 - \epsilon^2)(1 - \frac{\partial \Sigma(p)}{\partial p} |_{p=\epsilon} + \ldots)}. \quad (53)
$$

We see that $\epsilon$ is the pole of the full physical electron propagator at zero momentum, being therefore an eigen-energy. Using an $\epsilon^2$-expansion, the gauge field propagator can be written as

$$
G_{\mu\nu} \approx \frac{1}{\sqrt{p^2(4 + \frac{\Lambda}{16})}} P_{\mu\nu}, \quad (54)
$$

where $\lambda = e^2 N_f$.

Inserting Eq. (41) and Eq. (54) into Eq. (50), we obtain the integral equation

$$
\Sigma(p) = \frac{2\lambda}{N_f} \int \frac{d^3k}{(2\pi)^3} \frac{\Sigma(k)}{k^2 + \Sigma^2(k)} \frac{1}{\sqrt{(p-k)^2(4 + \frac{\Lambda}{16})}}. \quad (55)
$$

Introducing an ultraviolet cutoff $\Lambda$, we can transform the integral equation into a differential equation (Euler’s equation),

$$
\frac{d}{dp} \left( p^2 \frac{d\Sigma(p)}{dp} \right) + \frac{N_c}{4N_f} \Sigma(p) = 0, \quad (56)
$$

where

$$
N_c = \frac{4\lambda}{\pi^2(4 + \frac{\Lambda}{16})} \quad (57)
$$

is a critical number of flavors. The self-energy also obeys

$$
\lim_{p \to \Lambda} \left( 2p \frac{d\Sigma(p)}{dp} + \Sigma(p) \right) = 0, \quad (58)
$$

and

$$
\lim_{p \to 0} p^2 \frac{d\Sigma(p)}{dp} = 0, \quad (59)
$$

representing the ultraviolet (UV) and infrared (IR) boundary conditions, respectively.

The solutions of Euler’s differential equation are

$$
\Sigma(p) = \tilde{C}p^{+\gamma} + \tilde{D}p^{-\gamma}, \quad (60)
$$

where $a_\pm = -1/2 \pm 1/2\sqrt{1 - N_c/N_f}$ and $\tilde{C}$ and $\tilde{D}$ are constants. The solution Eq. (60) can, without loss of generality, be rewritten as

$$
\Sigma(p) = \frac{(C+D)}{\sqrt{p}} \cos \left( \gamma \ln \frac{p}{\Lambda} \right) + i\frac{(C-D)}{\sqrt{p}} \sin \left( \gamma \ln \frac{p}{\Lambda} \right), \quad (61)
$$

where $C = \tilde{C}\Lambda^{+\gamma}$, $D = \tilde{D}\Lambda^{-\gamma}$, and the constant

$$
\gamma = \frac{1}{2} \sqrt{\frac{N_c}{N_f} - 1} \quad (62)
$$

is real in the range of couplings such that $N_f < N_c$.

Insertion of Eq. (61) into the boundary condition (58) provides us with the constraints on the values of $C$ and $D$, namely

$$
\lim_{p \to \Lambda} \frac{\gamma}{\sqrt{p}} \left[ \frac{(C+D)}{\sqrt{p}} \cos \left( \gamma \ln \frac{p}{\Lambda} \right) \right] = 0 \quad (63)
$$

$$
+ i(D - C) \cos \left( \gamma \ln \frac{p}{\Lambda} \right) = 0. \quad (64)
$$

There are two possible solutions that obey the constraint: either $C = D$ and $\sin \left( \gamma \ln \left( \Lambda/\bar{\Lambda} \right) \right) = 0$ or $C = -D$ and $\cos \left( \gamma \ln \left( \Lambda/\bar{\Lambda} \right) \right) = 0$.

By assuming $2C = \Lambda^{3/2}$ to regularize the constraint, we can rewrite Eq. (61) as

$$
\Sigma(p) = \Lambda^{3/2} \sin \left( \gamma \ln \frac{p}{\Lambda} \right), \quad C = -D \quad (65)
$$

$$
\Sigma(p) = \Lambda^{3/2} \cos \left( \gamma \ln \frac{p}{\Lambda} \right), \quad C = D \quad (66)
$$

where the constant $\bar{\Lambda}$ can be obtained from Eq. (58), namely

$$
\bar{\Lambda} = \Lambda \exp \left[ \frac{(2l+1)\pi}{2\gamma} \right], \quad C = -D, \quad (67)
$$

$$
\bar{\Lambda} = \Lambda \exp \left[ \frac{-k\pi}{\gamma} \right], \quad C = D, \quad (68)
$$

with $k$ and $l$ integers. Now, we choose these integers to have a value as small as possible, but in a way to guarantee that $\Lambda \geq \bar{\Lambda}$. This choice fixes $l = k = 0$.

In order to obtain the physical eigenenergies $\epsilon$, we must solve Eq. (52). Using the Eqs. (65) and (66) for the self-energy, we have

$$
\epsilon = -\Lambda^{3/2} \cos \left( \gamma \ln \frac{|\epsilon|}{\Lambda} \right), \quad \epsilon < 0, \quad (69)
$$

$$
\epsilon = \Lambda^{3/2} \cos \left( \gamma \ln \frac{|\epsilon|}{\Lambda} \right), \quad \epsilon > 0. \quad (70)
$$
Let us now define
\[ z = -\gamma \ln (|\epsilon|/\Lambda), \quad (z > 0) \]  
(71)
or, equivalently,
\[ |\epsilon| = \Lambda \exp \left( -\frac{z}{\gamma} \right). \]  
(72)

Then, after inserting Eq. (72) into Eqs. (69) and (70), we find that the dimensionless quantity \( z(\gamma) \) is given by the solutions of the transcendental equation
\[ \exp \left( -\frac{3z}{2\gamma} \right) = \cos z, \]  
(73)
which holds for both, \( \epsilon \) positive or negative. Its solutions depend on \( \gamma \), which on its turn is determined by the coupling and the number of flavors \( N_f \).

Let us call \( z_n = Z_n \), \( n = 0, 1, 2, \ldots \) the solutions of Eq. (73). It is not difficult to infer, from the graphic representation of the functions in Eq. (73), that
\[ Z_n = n\pi + \delta_n \]  
(74)
where
\[ 0 \leq \delta_n \leq \frac{\pi}{2} \quad n = 0, 2, 4, \ldots \]
\[ \frac{\pi}{2} \leq \delta_n \leq \pi \quad n = 1, 3, 5, \ldots \]  
(75)

For all values of \( n \), \( \delta_n \to \pi/2 \) for \( n \to \infty \) whereas \( \delta_n \to 0 \) (\( n \) even) and \( \delta_n \to \pi \) (\( n \) odd) for \( \gamma \to \infty \) (an unphysical limit, in which \( N_f \to 0 \)).

The energy levels are then
\[ \epsilon_n^{(\pm)} = \pm \Lambda \exp \left\{ -\frac{Z_n}{\gamma} \right\} = \pm \Lambda \exp \left\{ -\frac{1}{\gamma} (n\pi + \delta_n) \right\}. \]  
(76)

Observe that the negative energy levels increase and the positive ones decrease with \( n = 0, 1, 2, \ldots \), in such a way that both of them accumulate in zero for \( n \to \infty \). In the situation when \( \gamma \to 0 \), which occurs when \( N_c \to N_f \), all energy levels \( \epsilon_n^{(\pm)} \) collapse to zero, thus destroying the effect. Therefore, \( N_c \) is a critical quantity for the phenomenon we described: this will only occur for \( N_c > N_f \) or equivalently for \( \lambda > \lambda_c \) (see Eq. (57)). Since \( \gamma \) is small, the LHS of the Eq. (73) tends to zero and the solutions are the zeros of the cosine function, which are \( Z_n \approx (2n + 1)\pi/2 \).

Since the eigenenergies are zero-momentum poles of the corrected electron propagator, they become dynamically generated electron masses. Notice that all flavors will acquire a mass
\[ M = \epsilon_0^{(\pm)} \simeq \pm \Lambda \exp \left\{ -\frac{\pi}{2\gamma} \right\}. \]  
(77)

We may now estimate the maximal energy gap, namely, \( \Delta = \epsilon_0^{(\pm)} - \epsilon = \epsilon_\infty - \epsilon_0^{(-)} \). This is given by
\[ \Delta_\infty = |\epsilon_0^{(\pm)}| \simeq \Lambda \exp \left\{ -\frac{\pi}{2\gamma} \right\}, \]  
(78)
where we used the fact that \( \delta_0 \simeq \pi/2 \). The first gap is \( \Delta_1 = |\epsilon_0^{(\pm)}| - |\epsilon_1^{(\pm)}| \approx \Delta_\infty \), since \( \gamma \) is small.

The energy gap \( \Delta_\infty \) determines the critical temperature \( T_c \) for observing the quantum valley Hall conductivity that we have predicted: for \( T > T_c \) the plateaus will be washed out by thermal activation. Assuming that a fraction \( 1 - x \) of the electrons in the ground state are promoted to higher levels by thermal activation \( (N/N_0 = 1 - x) \), we have
\[ N = N_0 \exp \left\{ -\frac{\Delta_\infty}{k_B T} \right\}, \]  
(79)
or equivalently
\[ T_c = \frac{\Delta_\infty}{k_B \ln(N/N_0)} \simeq \frac{\Delta_\infty}{k_B x}. \]  
(80)

We find, therefore
\[ T_c \simeq \frac{\Lambda}{k_B x} \exp \left\{ -\frac{\pi}{2\gamma} \right\}. \]  
(81)

Notice that \( k_B T_c \) is of the order of the modulus of the electron masses and hence \( T_c \sim 0.05 \) K.

It is worth to emphasize that the study of dynamical mass generation for electrons in graphene has been investigated in the literature in different contexts, by considering only the static Coulomb interaction with screening effect. In this case, the quantum corrections in the gauge propagator contain only the “00” component of the vacuum polarization [12, 13]. The influence of the renormalization of the Fermi velocity for the gap equation was investigated in reference [14].

We will see in the next section that the fact that there are positive and negative masses is crucial for guaranteeing that the system obeys the Vafa-Witten theorem, although individually each valley breaks the P and T symmetries.

### The Vafa-Witten Theorem

Here, we examine our results in the light of the Vafa-Witten theorem [3]. Let us start by reviewing the proof of the theorem. Consider the partition function of a gauge field with a vector minimal coupling to a Dirac field of mass \( M \) in Euclidean space. Integration over the Dirac field yields
\[ Z[\xi] = N \int DA_\mu e^{-\frac{S}{2}[A_\mu]} Det[D + M][A_\mu], \]  
(82)
On general grounds, the bosonic part of the action may be decomposed into a P (and T) invariant part \( S_0 \) and a P (and T) non-invariant part \( i \xi X \), which in Euclidean space is purely imaginary. Indeed, in the expression above \( S_\xi = S_0 + i \xi X \), where \( \xi \) is a real parameter.

The theorem follows from the fact that, for a real and positive fermionic determinant, evidently, we have a bound \( Z[\xi] \leq Z[0] \). Defining \( Z[\xi] = e^{-V[\xi]} \), we have \( V[\xi] \geq V[0] \). Hence, the energetically most stable state is the one with \( \xi = 0 \), implying \( \langle X \rangle = 0 \), which means that there is no spontaneous breakdown of P and T symmetries. This completes the proof.

A key ingredient for the demonstration of the Vafa-Witten theorem is the fact that the fermionic determinant must be real and positive. This is guaranteed by the following lemma: Suppose the anti-hermitian operator \( \mathcal{D} \) has eigenvalues \( i\lambda \):

\[
[\mathcal{D} + M] \psi = [M + i\lambda] \psi. \tag{83}
\]

Since the \( \gamma^5 \)-matrix anticommutes with \( \mathcal{D} \), it follows that for each eigenstate \( \psi \) there will be another one given by \( \gamma^5 \psi \), with eigenvalue \( [M - i\lambda] \). The fermionic determinant, accordingly will be \( \Pi_\lambda [M^2 + \lambda^2] \), which is real and positive, thus completing the proof of the lemma.

We now come to the system we are using for describing graphene. A great difference with respect to the framework where the Vafa-Witten theorem has been demonstrated is the fact that there is no \( \gamma^5 \)-matrix for two-component Dirac fermions in two spatial dimensions, hence the above lemma, which forced the fermionic determinant to be real and positive, does not apply.

The fermionic determinant was actually calculated in Ref. [6] for a single two-component fermion in two-dimensional space and indeed, it presents a complex phase. This is proportional to a Chern-Simons term, for each flavor. By summing over the even number of flavors, the anomalous terms do cancel as a consequence of the fact that the masses are generated in pairs of opposite signs. This form of mass generation, despite ruling out a regular Quantum Hall effect, however does imply a Quantum Valley Hall effect.

### Fermi Velocity

For \( v_F \neq c \), we must rewrite the electronic kinetic term and the current, respectively as

\[
i \partial = i \gamma^0 \partial_0 + i v_F \gamma^i \partial_i, \tag{84}
\]

and

\[
j^\mu = e \bar{\psi} \gamma^\mu \psi = e (\bar{\psi} \gamma^0 \psi, v_F \bar{\psi} \gamma_i \psi). \tag{85}
\]

Now, when evaluating the current correlation function given by Eqs. (29-31), we must replace \( \gamma_i \rightarrow v_F \gamma_i \) in the vertices.

The one-loop result in momentum space is

\[
\Pi^{00}(p_0, p) = -\frac{1}{16} \frac{p^2}{\sqrt{v_F^2 p^2 + p_0^2}}, \tag{86}
\]

\[
\Pi^{0i}(p_0, p) = \frac{1}{16} \frac{p^0 p_i}{\sqrt{v_F^2 p^2 + p_0^2}} + \frac{1}{2\pi} \left( n + \frac{1}{2} \right) \epsilon^{0ij} p_j, \tag{87}
\]

and

\[
\Pi^{ij}(p_0, p) = -\frac{1}{16} \left[ \frac{\delta^{ij} (v_F^2 p_0^2 + p_0^2) - v_F^2 p_ip_j}{\sqrt{v_F^2 p^2 + p_0^2}} \right] + \frac{1}{2\pi} \left( n + \frac{1}{2} \right) \epsilon^{i0j} p_0. \tag{88}
\]

The generating functional \( Z[J] \) is obtained by performing different gaussian integrals over \( A_0 \) and \( A_i \). Then, it is easy to see from Eq. (20) that the current correlator will be expressed in terms of \( \Pi_{ij}, \Pi_{00} \) and \( \Pi_{0i} \). After taking the limit \( p \rightarrow 0 \) in the Kubo formula, we conclude
that the only contribution comes from Π_{ij}, since Π_{00} and Π_{ij} vanish in this limit. From the equation above, however, we see that all dependence on v_F disappears in the limit when the external momentum p → 0. Note that the above argument also holds for the two-loops contribution.

It is quite interesting to note that all dependence on v_F coming from the momentum integration of the internal fermion lines is completely removed by a scale transformation, which is possible because the fermions are massless. This explains why all v_F dependence comes from the external lines.

Let us consider now the effects of v_F ≠ 1 and c ≠ 1 on the self-energy Σ(p), on the dynamically generated gaps ε_n, and on the transition temperature T_c. Now, the previous argument with the scale transformation cannot be used despite the fact that the propagators are massless, because each of them contains a different velocity.

In the relativistic case (v_F = c = 1) the self-energy is a function Σ(√p^2 + p^2). When we reinstate the physical values of v_F and c, it happens that the self-energy becomes a function Σ(f_1(p_F, c)p_0, F_2(p_F, c)p)[15], where the coefficient f_1(p_F, c) is dimensionless, whereas f_2(p_F, c) has dimension of velocity. Note that p_0 has dimension of energy when we use the physical units.

We are interested in the dynamically generated gap, i.e., the mass spectrum; hence, we only need to evaluate Σ(f_1p_0, F_2p = 0). Therefore, we make the Taylor expansion of the self-energy in the variable p_0 around the gap ε, namely

Σ(f_1p_0) = Σ(f_1ε) + (ε^0p_0 - ε)\frac{∂Σ(f_1p_0)}{∂p_0}|_{p_0=ε} + ... \tag{89}

Now, we must impose the condition

Σ(f_1ε) = ε, \tag{90}

instead of [12].

The full fermion propagator at zero momentum becomes

S_F(p_0, P = 0) = \frac{1}{\gamma^0 p_0 - Σ(f_1p_0)}

= \frac{1}{(ε^0p_0 - ε)(1 - \frac{∂Σ(f_1p_0)}{∂p_0}|_{p_0=ε} + ...) + γ^0 p_0 + ε}

(\epsilon^2 - ε^2)(1 - \frac{∂Σ(f_1p_0)}{∂p_0}|_{p_0=ε} + ...) \tag{89}

and the dynamically generated gap is still ε. This is determined by Eq. (90), which yields the solutions

ε_n^{(±)} = ±\lambda \exp\left\{-\frac{Z_n}{γ}\right\}, \tag{91}

where Z_n are solutions of the equation

\exp\left(\frac{-3}{2γ}\right) = f_1(v_F, c)\cos z. \tag{92}

For physical values of the coupling constant of graphene, γ is rather small. It follows that the left hand side of Eq. (92) is close to zero, as before. Consequently, the solutions of Eq. (92) are effectively given by the zeros of the cosine function, independently of the value of f_1(v_F, c). Hence, we conclude that Z_n coincide with Z_n and the dynamically generated gaps ε_n^{(±)} are the same as before. This fact implies that our estimate for the transition temperature T_c remains unchanged when the physical values of v_F and c are used.

**NON-RELATIVISTIC LIMIT**

Now, let us investigate the small v_F/c limit of the Dirac equation, assuming we are in the phase where the energy states ε_n^{(±)} are present and give a mass to the electrons. Then, the Foldy-Wouthuysen transformation can be applied to the Dirac equation coupled to the pseudo-electromagnetic field. This result can be easily obtained from the corresponding transformation in QED[16], simply by constraining the particle to move only in the x - y plane with J_z = 0 (no current matter in the z direction).

Using the Fermi velocity divided by the light velocity as an expansion parameter, the non-relativistic limit of the Dirac equation in the lowest approximation yields the Pauli equation, which contains: (a) the minimal coupling with the vector potential ∝ (p - A) \cdot B, (b) an electron-spin interaction with the magnetic field ∝ (σ \cdot B), and (c) the static Coulomb interaction ∝ (1/r).

In the absence of a magnetic field, the second order term in the expansion gives other interactions related to the electric field: (a) a Darwin interaction ∝ ρ(r) and (b) a spin-orbit term which, taking J_z = 0, reduces to a Rashba-like spin-orbit coupling. By applying an electric field in the z-direction, for instance, we obtain a spin-orbit coupling ∝ (σ_x p_y - σ_y p_x). It was recently shown that it is possible to generate quantum Hall states in the presence of a Rashba spin-orbit coupling and static interactions [17, 18]. Since the spin-orbit coupling is included in the full electromagnetic interaction and this produces the QVHE, there could be a relation between the two effects. We shall explore this connection elsewhere.

**UNITARITY**

Here, we study the properties of the gauge field propagator in PQED, given by Eq. (28) and show, in particular, that unitarity is preserved.

First of all, let us observe that this propagator has no poles, just a cut, hence the pure gauge field of PQED has no particle content, as should be expected. Evidently there are no photons in two-dimensional space.
Pure PQED gauge theory, however is the bosonized version of the free massless Dirac field in 2D \[2\]. It has no particle content itself, in the same way as its counterpart in 1D, namely, the massless scalar field, which is the bosonic field associated to the massless Dirac field in this case.

As usual, we use the Feynman prescription \( p^2 \to p^2 + i\epsilon \) \((p^2 = \omega^2 - p^2)\), in order to define the Feynman propagator

\[
C_{0,F}^{\mu\nu}(t, x) = \frac{1}{4} P^{\mu\nu} D_F(t, x),
\]

(93)

where \( P^{\mu\nu} \) is the transverse projector and \( D_F(t, x) \) is the corresponding scalar propagator, namely

\[
D_F(t, x) = \int \frac{d\omega}{2\pi} \int \frac{d^2k}{(2\pi)^2} \frac{e^{-i\omega t} e^{ikx}}{\omega^2 - k^2 + i\epsilon}^{1/2}.
\]

(94)

This integral has been carefully calculated in Ref. \[3\] (see Appendix 1 therein). The result is

\[
D_F(t, x) = \frac{C}{|t^2 - r^2 - i\epsilon|},
\]

(95)

where \( r = |x| \) and \( C = -1/2\pi^2 \).

Unitarity of the \( S = 1 + iT \) operator, i.e., \( S^\dagger S = 1 \), implies

\[
i(T - T^\dagger) = T^\dagger T,
\]

(96)

We first consider the scalar field case. Considering the amplitude corresponding to the previous operator equation evaluated between states \( |i\rangle \) and \( |f\rangle \) and introducing a complete set of intermediate states \( |x\rangle \) on the RHS, the above unitarity condition becomes

\[
D_{if} - D^\dagger_{if} = -i \sum_x d\Pi (2\pi)^3 \delta^3(p_i - p_x) (D^\dagger_{ix} D_{xf}),
\]

(97)

where \( D_{if} \) is given by \( \langle f|T|i \rangle = (2\pi)^3 \delta^3(p_i - p_f) D_{if} \) and \( d\Pi \) is the phase space factor, which is needed to ensure that the sum over the intermediate states corresponds to the identity. The equation above is known as the generalized optical theorem. In the limit \( i \to f \), we have that the Feynmann propagator of the scalar field reads

\[
D_{ii} = D_F(\omega, k) = \frac{1}{|\omega^2 - k^2 + i\epsilon|^{1/2}},
\]

(98)

and obeys the equation

\[
D_{ii} - D^\dagger_{ii} = -i \sum_x d\Pi (2\pi)^3 \delta^3(0) (D^\dagger_{ix} D_{xi}).
\]

(99)

or

\[
D_F(\omega, k) - D^\dagger_F(\omega, k) = -i \int d\Pi (2\pi)^3 \delta^3(0) \int \frac{d\omega_x}{2\pi} \int \frac{d^2k_x}{(2\pi)^2} \frac{1}{|\omega - \omega_x|^2 + k^2 + i\epsilon}^{1/2}.
\]

(100)

We now Fourier transform the above equation back to coordinate space and, using Eq. \[95\] and the fact that the Fourier transform of a convolution is a product, we obtain

\[
iC \frac{\varepsilon}{|t^2 - r^2|^2 + \varepsilon^2} = -iC^2 \int d\Pi \delta^3(0) \frac{1}{|\omega - \omega_x|^2 + k^2 + i\epsilon}^{1/2}.
\]

(101)

The phase space integral above yields \( \tau/L^2 \), whereas \( \delta^3(0) = \tau L^2 \), where \( L \) and \( \tau \) are the characteristic length and time of the system, respectively. By choosing \( \varepsilon = -C^2 \tau^2 / 2\pi^2 \) (notice that \( \varepsilon \) has dimension of \( \tau^2 \)), the two sides above coincide and unitarity is, therefore, demonstrated. The corresponding result for the vector field \( A_{\mu} \) follows by making \( C \to C^4 \) and from the transverse projector property: \( P^2 = P \).
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