Observational constraints on inflationary potentials within the quantum collapse framework
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The physical mechanism responsible for the emergence of primordial cosmic seeds from a perfect isotropic and homogeneous Universe has not been fully addressed in standard cosmic inflation. To handle this shortcoming, D. Sudarsky et al have developed a proposal: the self-induced collapse hypothesis. In this scheme, the objective collapse of the inflaton’s wave function generates the inhomogeneity and anisotropy at all scales. In this paper we analyze the viability of a set of inflationary potentials in both the context of the collapse proposal and within the standard inflationary framework. For this, we perform a statistical analysis using recent CMB and BAO data to obtain the prediction for the scalar spectral index $n_s$ in the context of a particular collapse model: the Wigner scheme. The predicted $n_s$ and the tensor-to-scalar ratio $r$ in terms of the slow roll parameters is different between the collapse scheme and the standard inflationary model. For each potential considered we compare the prediction of $n_s$ and $r$ with the limits established by observational data in both pictures. The result of our analysis shows in most cases a difference in the inflationary potentials allowed by the observational limits in both frameworks. In particular, in the standard approach the more concave a potential is, the more is favored by the data. On the other hand, in the Wigner scheme, the data favors equally all type of concave potentials, including those at the border between convex and concave families.

I. INTRODUCTION

According to most recent data reported by the Planck mission [1,3], the early Universe is consistent with the description provided by cosmic inflation, which assumes an accelerated expansion of the primordial Universe [4–7]. In the simplest scenario, the matter driving the inflationary stage is characterized by a single scalar field, called the inflaton, with canonical kinetic term minimally coupled to gravity [8]. Moreover, the standard paradigm considers that the inflationary expansion amplifies the quantum fluctuations of the scalar field and converts them into classical perturbations which leave their imprint as temperature and polarization anisotropies in the Cosmic Microwave Background (CMB) [9–14]. The observational data from CMB anisotropies constrain the parameters associated to the spectra of primordial fluctuations. Those parameters characterize the amplitude and shape of the scalar/tensor spectra. In particular, Planck 2015 data [2] yield the values $\ln(10^{10} A_s) = 3.094 \pm 0.034$ and $n_s = 0.9645 \pm 0.0049$ at 68% confidence level corresponding to the scalar amplitude $A_s$ and spectral index $n_s$ respectively. On the other hand, a measurement of the tensor amplitude $A_t$ and spectral index $n_t$ requires the B–mode polarization of the CMB, which has not been detected. In fact, it is not known if the tensor spectrum is consistent with a perfect scale invariant spectrum or exhibits some degree of tilt. Regarding the tensor spectrum amplitude, current data can only establish an upper bound, this information is encoded in the so called tensor–to–scalar ratio $r$. The joint analysis of the BICEP2/Keck Array and Planck 2015 data set the bound $r < 0.12$ at 95% confidence level [15].

In order to achieve an inflationary expansion, the potential energy of the inflaton must dominate over its kinetic energy. If there is a region in the potential which is sufficiently flat and the inflaton is located in that region, the accelerated expansion is known as slow roll inflation. Given observational constraints and theoretical predictions for
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1 The values are obtained from Table 3 of Ref. [2] considering only temperature (TT), plus polarization (TE,EE) for high multipoles and (TE,EE,BB) for low multipoles.
the inflationary parameters, namely $A_s$, $n_s$ and $r$, one can determine the specific inflationary potentials consistent with the data (see [16] for a review). Furthermore, it is also argued that, in order to analyze which potentials are allowed by observations, not only inflation has to be considered but the reheating era as well [17–18]. A comprehensive list of potentials have been analyzed in such a manner in Refs. [19–20] based on the slow roll inflationary model. Those analysis resulted in precise constraints, allowed by the data, on the parameters characterizing each type of potential. The importance of finding out the specific shape of the inflationary potential arises because inflation is supposed to take place at very high energies ($\sim 10^{15} \text{ GeV}$) in a regime unreachable by particle accelerators. Hence, the knowledge about the potential and its characteristics can contribute to our understanding of physical processes at such scales.

In spite of the successful predictions made by the inflationary paradigm, there exists an issue in the standard lore of the model. In particular, there is no consensus on the physical mechanism which transforms quantum fluctuations of the inflaton into actual real inhomogeneities that eventually become imprinted in the CMB anisotropies. This particular issue is usually known as the quantum to classical transition of primordial perturbations [21–26]. Various attempts that have helped to obtain a major understanding of such an issue have been proposed, the most popular ones are based on decoherence [21, 23–29], many–worlds interpretation of quantum mechanics [30–32] and evolution of the inflaton’s vacuum state into a squeezed state [22, 23, 33] or some combination of those (in Refs. [34, 35] the interested reader can find our posture on the prior proposals). Nevertheless, a common pragmatic view is to argue that whatever resolves the quantum–to–classical transition of primordial quantum fluctuations, the usual predictions remain unchanged. We think such a view is misguided and in fact, as we will show in the present work, when facing the aforementioned problem and finding a possible solution, the predictions do change (evidently new predictions must be consistent with the data). In particular, we will show in Sec. II that the predictions obtained in our model regarding the shape and spectral index of the scalar power spectrum, as well as the amplitude of the tensor power spectrum, are different from the traditional ones.

The orthodox interpretation of quantum mechanics requires a crucial element, namely, an observer who performs a measurement using a measurement device. In the early Universe, there is of course no measuring apparatus nor any observer; consequently, there is nothing that can justifiably be considered as a measurement. One might argue that it is us–humans–on Earth, right now, who are performing the measurement in question. However, arguing that it is our observation what leads to the emergence of primordial inhomogeneities, would be tantamount to saying that we humans create the conditions that bring about our own existence. In any case, the issue we have described is directly related to the measurement problem of quantum mechanics. In other words, in standard quantum theory, there is no clear definition of what constitutes a measurement (performed by an observer), but this element is required for extracting predictions from the mathematical formalism of quantum mechanics. That, in fact, is achieved through the postulate known as the Born rule. In the case of the early Universe (and in any cosmological context) the trouble of defining unambiguously such a measurement, i.e. the measurement problem, appears in an exacerbated manner.

In our view, a more precise characterization of the problem regarding the origin of primordial inhomogeneities and anisotropies can be summarized as follows. Starting from a completely homogeneous and isotropic initial setting, characterizing both the vacuum state of the inflaton and the spacetime background, the evolution given by inflationary dynamics, somehow transmutes the initial setting into a final one that is inhomogeneous and anisotropic. Obviously, this is not simply the result of quantum unitary evolution, since, in this case, the dynamic does not break the initial symmetries of the system. In addition, quantum fluctuations cannot be taken as indicating the existence of inhomogeneities and thus cannot be taken as characterizing them either. In the orthodox interpretation of quantum mechanics, quantum fluctuations are only fluctuations on measurements performed by an observer; the state of the system, and thus its symmetries, are encoded in the state vector or wave function. For the inflaton’s vacuum, the symmetries are homogeneity and isotropy.

One proposal to deal with the above problem is to invoke an objective (i.e. without observers or measurement devices) collapse of the wave function, corresponding to the inflaton, which can break the quantum state’s initial symmetries [35, 39]. The proposal was inspired in early ideas by R. Penrose and L. Diósi [40, 12] which regarded the collapse of the wave function as an actual physical process (instead of just an artifact of the description of Physics) and it is assumed to be caused by quantum aspects of gravitation. Furthermore, the application of an objective reduction
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2 We consider that characterizing the problem as the “quantum to classical transition” is not completely accurate. The fundamental description is always quantum mechanical, for instance, quantum mechanics is also valid for macroscopic systems. However, for some physical systems there are certain conditions that allow us to describe specific quantities, to a satisfactory accuracy, by their quantum expectation values. Those can then be identified with their classical counterparts.

3 It is worthwhile to mention there exist inflationary models that make use of decoherence to explain the quantum to classical transition, and that also change the standard predictions of the inflationary observables [36–37].

4 That is a simply unacceptable closed causal loop, as our own existence here and now, requires as a prerequisite, the formation of galaxies, stars and planets, that must come before even life can emerge.
of the wave function to the inflationary Universe has been analyzed by several authors within different frameworks \cite{43-48}. The way we treat the collapse process is by assuming that at a certain stage during the inflationary epoch there is an induced jump in a state describing a particular mode of the quantum field, in a manner that is similar to the quantum mechanical reduction of the wave function associated with a measurement, but with the difference that in our scheme no external measuring device or observer is called upon as triggering such collapse. The self-induced collapse proposal could be regarded as an alternative explanation to the “quantum to classical transition” occurring at the time of collapse, which in principle can be any time during the inflationary expansion (however see footnote\(^2\)). The issue that then arises concerns the characteristics of the post-collapse quantum state. In particular, what determines the expectation values of the field and momentum conjugate variables for the after-collapse state. Previous works by people in our group have extensively discussed both the conceptual and formal aspects of that problem \cite{34, 35, 38, 49-54}, and the present manuscript will not dwell further into those aspects, except for a very short review. The observational consequences of our proposal have also been analyzed in previous works. Specifically, we have found that the self-induced collapse proposal implies a different prediction with respect to the standard one for the shape and spectral index corresponding to the scalar power spectrum \cite{55-58}. Additionally, the predicted amplitude of the tensor power spectrum is very small generically (i.e. undetectable by current experiments), that is, the B–mode polarization spectrum is strongly suppressed \cite{59-61}.

Motivated by the fact that predictions of the inflationary parameters are different between the standard inflationary model and our proposal, in the present work, we have analyzed the feasibility of various inflationary potentials within the self-induced collapse framework. These potentials are of the single slow roll inflation type. Also, we have made use of the public code ASPIC\(^6\) \cite{19} which contains 74 slow roll inflationary potentials. However, we considered only 10 potentials of the one parameter kind. The criteria to select the potentials is based on their popularity among cosmologists and the ones that are consistent with the conceptual basis of our model. The output of the ASPIC code allowed us to express our new set of predictions, corresponding to the inflationary parameters, in terms of the potential’s parameters. On the other hand, we performed a statistical analysis using recent CMB \cite{3} and Baryon Acoustic Oscillations (BAO) data to obtain the limits on the inflationary parameters in the context of the collapse models. In such way, we were able to compare the new predicted inflationary parameters with the observational constraints for those same parameters. As a consequence, we can find a range of values for the potential’s parameters that are consistent with the data. The novel aspect of this work is that inflationary potentials that were disfavored by observations in the standard framework become viable within the self-induced collapse framework using the same data.

The paper is organized as follows: In Sec. \(\text{II}\) we provide a brief review of the collapse proposal based on Wigner’s collapse scheme. We also present there the theoretical results that will be of interest for the rest of the paper. In Sec. \(\text{III}\) we present the steps that we will follow regarding our analysis, which involves the observational data and the theoretical predictions in terms of each inflationary potential. In Sec. \(\text{IV}\) we present the results of our analysis and the constraints on the parameters of each inflationary potential considered. We also introduce the computational tools and the data set used in our analysis. Finally, in Sec. \(\text{V}\) we summarize the main results of the paper and present our conclusions.

II. INFLATION AND THE WIGNER COLLAPSE SCHEME

The objective of this section is to present the results of previous works that will be of interest for the article’s purpose. We only provide a brief review of the collapse inflationary model; thus, there is no original content in this section. For a complete analysis and motivation we invite the reader to consult our past works (in particular see Refs. \cite{34, 35, 38, 49, 56}).

A. General framework of the self-induced collapse proposal

Before addressing the self-induced collapse proposal and its connection with inflation, we present our view regarding the relation between gravitational degrees of freedom and matter fields. In particular, we will rely on the semiclassical

\(^{5}\) The prediction of a strong suppression of the B–modes amplitude was obtained in the context of semiclassical gravity. If the inflaton’s quantization is performed using the Mukhanov-Sasaki variable, as in the standard inflationary model, there is no such suppression.

\(^{6}\) The ASPIC name stands for “Accurate Slow-roll Predictions for Inflationary Cosmology”, the library is publicly available at http://cp3.irmp.ucl.ac.be/~ringeval/aspic.html.
gravity approximation. The crucial feature of this framework is to provide a quantum characterization of the matter fields only, while the metric degrees of freedom remain classical. This approach contrast with the usual procedure in which metric and matter fields perturbations are quantized. In the ensuing paragraphs we expose some arguments which suggest that it is not completely settled that the standard approach is the only option to follow.

There is of course indisputable evidence of the quantum nature of matter, from which it follows that a theory of gravity that acknowledges the quantum character of matter, unlike general relativity, is necessary. However, even if we agree that, at the fundamental level, gravitation itself is quantum mechanical in nature, that does not automatically mean that the metric degrees of freedom are the ones that need to be treated quantum mechanically. There are various arguments suggesting that the spacetime geometry might emerge from deeper, non-geometrical and fundamentally quantum mechanical degrees of freedom (see e.g. Refs. [62–66]); and, just as one does not directly quantize macroscopic, thermodynamic variables, one would not think of quantizing the metric if it were non-fundamental.

Classical gravity is a good effective field theory and one may say that it is straightforward to quantize its linear perturbations. But the fact that a theory is a good effective description classically does not guarantee that quantizing it in a canonical fashion will yield something that accurately describes nature. For instance, nobody believes that quantizing the heat equation is a reasonable thing to do (even though the equation provides a good effective theory). Similarly, few people would think that quantizing sound waves in the air (in contrast with waves in a solid) is something that would yield reasonable results. The important point is that, in the end, it is always experiments that determine the correct answer. In the particular case of the spacetime metric, the fact is that we simply do not know for sure as we do not have anything as an established theory of quantum gravity. In any event, before such theory becomes available and before definite experimental evidence, we simply do not know with absolute certainty if one should canonically quantize the metric perturbations or not.

We agree that small fluctuations around a classical solution can be quantized (in a technical sense) and specially if the theory is represented by a quadratic action. However, it is crucial to notice that there are serious issues that would arise when attempting to give a physical interpretation of the obtained results. For instance, what is the meaning of a spacetime that is in a state of quantum superposition of two states sharply peaked about two spatial metrics? One could claim that such situation is no different than what we face with an electric field. Well, maybe it is, but maybe it is not. In the case of an electric field on a fixed spacetime, we at least know what the superposition implies regarding measurements of the electric field at a certain point. In contrast, with the metric superposition, we encounter the added difficulty of not even knowing how to identify spacetime points. In any case, as we argued above, we cannot know whether or not quantizing the metric is the way to obtain correct description of nature. We simply cannot know that in absence of an established theory of quantum gravity.

In our view, everything ought to be described quantum mechanically at its basic level. However, since there is not a complete and workable quantum theory of gravity, one can rely on the semiclassical gravity framework and take it as an approximation, in the appropriate regime, to relate the degrees of freedom of gravity and matter. In fact, the semiclassical framework has provided a suitable approximation when one wants to take into account quantum effects provided by matter but the gravitational sector can still be characterized by General Relativity, e.g. to derive the thermal radiation emitted by black holes (i.e. Hawking’s radiation). On the other hand, we equally expect that, in the quantum gravity theory, one will be able to find many situations in which the semiclassical Einstein’s equations would be completely inappropriate; but it seems quite likely that those would correspond to situations where the concept of spacetime itself becomes meaningless. In the case presented in the paper, we are using the semiclassical gravity approximation as suitable description in which one can observe (as will be shown in subsection 2.4) how the curvature perturbation (which again is always classical) is born from the quantum collapse. 7

Semiclassical gravity is encoded in Einstein’s semiclassical equations

$$R_{ab} - (1/2)Rg_{ab} = 8\pi G \langle \hat{T}_{ab} \rangle .$$

(1)

Having adopted a point of view whereby the spontaneous collapse is the underlying mechanism behind the breakdown of homogeneity and isotropy in the inflationary epoch, and given that spontaneous collapse is, at the basic level, a modification of the temporal quantum evolution, it seems natural to work in a setting where time and, more generally speaking, spacetime notions, appear as playing their standard roles. That is, it seems natural to work in contexts where the spacetime metric is taken as well-defined and subject to a classical treatment. Thus, our program seems best framed where the spacetime metric is treated classically while matter fields are described quantum mechanically.

7 We note that although the prevailing perception is that combining a classical theory of gravity with a quantum theory of matter would be inconsistent, the issue is still an open one. In fact, there are a number of arguments in the literature against the viability of a half-and-half theory. Nevertheless, as shown in Refs. [67–73], none of those arguments are really conclusive.
We of course do not claim that this is the only choice. As a matter of fact, one might choose instead to rely on the standard idea of quantizing perturbations of both matter and metric fields, and to incorporate in that setting the collapse proposal.\footnote{Such approach is followed, for instance, in Refs.\cite{44,46,70,75}.} We note, however, that in the absence of a workable theory of quantum gravity (and considering the fact that canonical approaches to quantum gravity invariably face the “problem of time”), such approach can at best be attempted in a perturbative setting (where the causal structure is taken as that of the unperturbed background spacetime metric). On the other hand, using a spontaneous collapse within the semiclassical setting, is, in principle, susceptible to a non-perturbative treatment using, for instance, the formalism developed in Refs.\cite{52,54}.

Let us now focus on the theory. The action of a single scalar field minimally coupled to gravity is

\[
S[\phi, g_{ab}] = \int d^4x \sqrt{-g} \left[ \frac{1}{16\pi G} R[g] - \frac{1}{2} \nabla_a \phi \nabla_b \phi g^{ab} - V[\phi] \right].
\]

\[(2)\]

Next one splits the scalar field and metric into background plus perturbations, i.e. \( g_{ab} = g_{ab}^{(0)} + \delta g_{ab} \) and \( \phi(x, \eta) = \phi_0(\eta) + \delta \phi(x, \eta) \).

The background metric is described by a spatially flat FRW spacetime. In conformal coordinates, the components of the background metric are \( g_{\mu\nu}^{(0)} = a(\eta) \eta_{\mu\nu} \), with \( a(\eta) \) the scale factor, \( \eta \) the conformal cosmological time and \( \eta_{\mu\nu} \) the components of the Minkowskian metric. The Hubble slow roll parameters, are defined as \( \epsilon_1 \equiv 1 - \mathcal{H}^2/\dot{\mathcal{H}}^2, \epsilon_2 \equiv \dot{\epsilon}_1/\epsilon_1 \), here \( \mathcal{H} \equiv aH \) is the conformal Hubble factor and primes over functions \( f' \) denote derivative with respect to \( \eta \). Using Friedman’s equation for the background, one can write \( \mathcal{H} \) as a function of \( \phi_0 \). In that case, if the slow roll parameters are small, i.e. \( \epsilon_1 \ll 1 \) and \( \epsilon_2 \ll 1 \), then slow roll inflation is guaranteed. The slow roll approximation implies \( 3\mathcal{H}\dot{\phi}_0 \sim -a^2 \partial_x V \) and \( \mathcal{H}^2 \sim (8\pi G/3)a^2 V \).

Moreover, the slow roll parameters can be related to the inflaton’s potential through,

\[
\epsilon_1 \simeq \frac{M_P^2}{2} \left( \frac{\partial_\phi V}{V} \right)^2,
\]

\[(3a)\]

\[
\epsilon_2 \simeq 2M_P^2 \left[ \left( \frac{\partial_\phi V}{V} \right)^2 - \left( \frac{\partial_{\phi\phi} V}{V} \right) \right],
\]

\[(3b)\]

where \( M_P^2 \equiv 1/(8\pi G) \) is the reduced Planck’s mass.

At this point we should focus on a particular subject of cosmological perturbation theory, i.e. the gauge issue. In classical GR perturbation theory, the problem of gauge is connected to the fact that one is comparing two pseudo-Riemannian manifolds: the background \( \{ M, g_{ab}, \phi \} \) (that is manifold, metric and field) and a perturbed one \( \{ M', g'_{ab}, \phi' \} \). Moreover, when focusing on the perturbations: \( \delta g_{ab} = g'_{ab} - g_{ab} \) or \( \delta \phi = \phi' - \phi \), one must deal with the arbitrariness of choice of which point of \( M' \) is to be identified with each one of \( M \) (in order to evaluate the differences defining the aforementioned \( \delta \)-fields ). There are two approaches used generically to deal with this problem:

1. To fix the gauge,

2. To work with the so called “gauge invariant quantities”.

Approach 2 is traditionally favored in this particular branch of cosmology, and is based on the fact that certain combinations of metric components (associated with a previous selection of preferential coordinates correlated with the homogeneous and isotropic background) and of the field variations, have the property of being invariant under infinitesimal coordinate transformations. We stress this fact because confusion might arise in these matters, and mistakenly lead one to entertain the notion that somehow geometry and matter fields become “inexorably mixed” to the degree that they only acquire meaning in those, so called, gauge invariant combinations. This is not correct, as geometry and matter fields are quite different physical objects (one can be measured for instance by analyzing the geodesic deviations in a neighborhood, and the other by placing a suitable detector that interacts with the fields in question).
In any event, as we are treating geometry and fields in a very different fashion in our approach (the perturbations of the inflaton field is treated quantum mechanically–QFT in curved spacetime–, while the metric description of geometry–which we are regarding as emergent–is treated classically), we cannot hope to use the second approach. That is we choose Approach 1 and work in a fixed gauge. Nonetheless, we expect gauge invariance of our answers to the same degree that one has gauge invariance of any analysis carried out in a particular gauge, and we do expect all those choices that represent real physical alternatives, to modify the results accordingly. In particular, a notion of the “time” at which collapse of certain mode takes place, might change with a different of gauge (this “time” of course being just a index or label, with no physical significance). However, physically relevant quantities, e.g. the actual mean density, as hypothetically measured by comoving observers at the onset of the collapse, would not depend on the gauge. We will get back to this issue after a small but necessary digression.

The choice of gauge implies that the time coordinate is attached to some specific slicing of the perturbed spacetime, and thus our identification of the corresponding hypersurfaces (those of constant time) as the ones associated with the occurrence of collapses–something deemed as an actual physical change–turns what is normally a simple choice of gauge into a choice of the distinguished hypersurfaces, tied to the putative physical process behind the collapse. This naturally leads to tensions with the expected general covariance of a fundamental theory, a problem that afflicts all known collapse models, and which in the non-gravitational settings becomes the issue of compatibility with Lorentz or Poincare invariance of the proposals. We must acknowledge that this generic problem of collapse models is indeed an open issue for the present approach. One would expect that its resolution would be tied to the uncovering of the actual physics behind what we treat here as the collapse of the wave function (which we view as a merely an effective description). As has been argued in related works, and in following ideas originally exposed by Penrose [40], we hold that the physics that lies behind all this, ties the quantum treatment of gravitation with the foundational issues afflicting quantum theory in general, and in particular those with connection to the “measurement problem.”

Let us now turn back to the connection of those issues with the choice of gauge in our approach: The “choice of gauge” determines among other things which hypersurfaces of the perturbed spacetime are labeled as surfaces of constant time (where “time” would be that preferred time-like coordinate of the unperturbed FRW spacetime, defined trough the pull–back on the perturbed spacetime), and as such, in our situation, they determine on which hypersurfaces does the collapse occur (we have been working under the assumption that collapse occurs on these “equal time hypersurfaces”). Thus, this choice is no longer just a gauge choice, but an actual assumption about which hypersurfaces are the ones one can associate with the quantum collapse or reduction. This seems inescapable, and in fact a desired feature. After all, if the physical condition of a system is to be represented by a quantum state, and if the initial state is homogeneous and isotropic, and the final one is not. Then, any development interpolating between the two, will require the selection of a time—in our case hypersurface—where the transition occurs (perhaps a more developed method will involve a full series of times, or a continuous period of time). In this sense, once we identify the surface of collapse, a change of gauge would involve a complicated re–specification of the “times” at which each comoving observer crosses the collapse hypersurface. These arguments have been formally developed in what is named the Semiclassical Self–consistent configuration (SSC) framework, see Refs. [52, 54] for a full analysis. In the present article, we make use of the results of the aforementioned works, without dwelling to much into the full mathematical formalism.

Given the discussion above, we choose to work in the longitudinal (or Newtonian) gauge. The advantage of working with this gauge is that the action at second order involving the matter and metric perturbations is mathematically equivalent as the one using gauge invariant quantities. Therefore, we can be certain that the field perturbations are actual physical degrees of freedom and not pure gauge. Thus, assuming no anisotropic stress and working in the longitudinal gauge, the line element associated to scalar metric perturbations is

$$ds^2 = a^2(\eta) \left[-(1 + 2\Psi)d\eta^2 + (1 - 2\Psi)\delta_{ij}dx^i dx^j\right].$$

As we have mentioned, the semiclassical approximation implies that only the inflaton will be described by a quantum field theory; in contrast, the metric (background and perturbations) is always classical. We will focus first on the classical dynamics of the perturbations and then proceed to the quantum theory of the inflaton’s inhomogeneous part

In Appendix A of Ref. [56] it is shown that combining the perturbed Einstein equations with components \(\delta G_0^0 = 8\pi G \delta T^0_0\), \(\delta G_i^0 = 8\pi G \delta T^0_i\), \(\delta G_i^j = 8\pi G \delta T^j_i\) and the slow–roll motion equation, one obtains:

$$\nabla^2 \Psi + \mu \Psi = 4\pi G \phi' \delta \phi'$$

where \(\mu \equiv \mathcal{H}^2 - \mathcal{H}'\). In Fourier space, and applying the slow roll equations once again, Eq. [5] reads

$$\Psi_k(\eta) = \sqrt{c_1 \frac{\mathcal{H}}{2M_P(k^2 - \mu)}} \delta \phi'_k(\eta)$$
Generalizing the above equation using the semiclassical gravity approximation we have
\[ \Psi_k(\eta) = \sqrt{\frac{\epsilon_1}{2 M_T (k^2 - \mu)}} \langle \hat{\phi}_k^\dagger(\eta) \rangle. \] (7)

It is important to mention that we are not indicating that there are inhomogeneities of any definite size in the inflationary Universe, but merely we are analyzing the dynamics if such inhomogeneities existed. In particular, the fundamental description corresponding to the inhomogeneous part of the matter field \( \delta \phi \) is dealt at the quantum level, where \( \delta \phi \) is a quantum field in a given quantum state. In fact that will be our next task. But before analyzing the QFT of \( \delta \phi \), we would like to mention that Eq. (7) was obtained by working in the longitudinal gauge. However, as has been shown in Ref. [56] the same equation is obtained by working with gauge invariant quantities. Therefore, we can assure that Eq. (7) truly reflects the connection between the physical degrees of freedom associated to matter and geometry. In particular, in the longitudinal gauge, \( \Psi \) is the curvature perturbation, i.e. it is the intrinsic spatial curvature on hypersurfaces on constant conformal time for a flat Universe.

B. Quantum theory of perturbations and Wigner’s collapse scheme

Next, we focus on the quantum description of \( \delta \phi \). Our treatment is based on the quantum theory of \( \delta \phi(x, \eta) \) in a curved background described by a quasi–de Sitter spacetime. It is convenient to work with the rescaled field variable \( y = a \delta \phi \). Expanding the action \([2]\) up to second order in the \( y \) variable, we obtain \( \delta^{(2)} S = \int d^4 x \delta^{(2)} L \), where
\[
\delta^{(2)} L = \frac{1}{2} \left[ y'^2 - (\nabla y)^2 + \left( \frac{a'}{a} \right)^2 y^2 \right. \\
\left. - 2 \left( \frac{a'}{a} \right) yy' - y^2 a^2 \partial y \partial \phi V \right].
\] (8)

Note that in \( \delta^{(2)} S \) there are no terms containing metric perturbations since it is only after the self–induced collapse that the spacetime is no longer homogeneous and isotropic.

Next, the field \( y \) and the canonical conjugated momentum \( \pi \equiv \partial \delta^{(2)} L / \partial y' = y' - (a' / a) y = a \delta \phi' \) are promoted to quantum operators so that they satisfy the following equal time commutator relations: \([\hat{y}(x, \eta), \hat{\pi}(x', \eta)] = i \delta(x - x')\) and \([\hat{y}(x, \eta), \hat{y}(x', \eta)] = [\hat{\pi}(x, \eta), \hat{\pi}(x', \eta)] = 0\). We can expand the field operator in discrete Fourier’s modes (at the end of the calculation we take the limit \( L \to \infty \) and \( k \) continuous)
\[
\hat{y}(\eta, x) = \frac{1}{L^3} \sum_k \hat{y}_k(\eta) e^{i k \cdot x},
\] (9)

with an analogous expression for \( \hat{\pi}(\eta, x) \). Note that the sum is over the wave vectors \( \vec{k} \) satisfying \( k_i L = 2 \pi n_i \) for \( i = 1, 2, 3 \) with \( n_i \) integer and \( \hat{y}_k(\eta) \equiv y_k(\eta) \hat{a}_k + y_k^*(\eta) \hat{a}_k^\dagger \) and \( \hat{\pi}_k(\eta) \equiv g_k(\eta) \hat{a}_k + g_k^*(\eta) \hat{a}_k^\dagger \), with \( g_k(\eta) = y_k^*(\eta) - \hat{H} y_k(\eta) \). The field’s mode equation of motion is
\[
y_k''(\eta) + \left( k^2 - \frac{a''}{a} + a^2 \partial \partial \phi V \right) y_k(\eta) = 0.
\] (10)

At first order in the slow roll parameters, we have
\[
- \frac{a''}{a} + a^2 \partial \partial \phi V \simeq - \frac{2 + 3 \epsilon_1 - (3/2) \epsilon_2}{\eta^2}.
\] (11)

The selection of \( y_k(\eta) \) reflects the choice of a vacuum state for the field. We proceed as in standard fashion and choose the Bunch-Davies vacuum:
\[
y_k(\eta) = \left( \frac{-\pi \eta}{4} \right)^{1/2} e^{i \nu + 1/2(\pi/2)} H^{(1)}_{\nu}(\eta),
\] (12)

where \( \nu \equiv 3/2 - \epsilon_1 + \epsilon_2 / 2 \) and \( H^{(1)}_{\nu}(-\eta) \) is the Hankel function of first kind and order \( \nu \).

To describe the collapse of the state associated to the scalar field, we use the decomposition of the field into modes. It is necessary that these modes are independent, i.e. that they give a corresponding decomposition of the field
operator into a sum of commuting “mode operators,” an orthogonal decomposition of the one-particle Hilbert space and a direct-product decomposition for the Fock space. Furthermore, we require that the initial state of the field is not an entangled state with respect to this decomposition, i.e. it can be written as a direct product of states for the mode operators. This ensures that the notion of “collapse of an individual mode” will make sense.

Let us be more precise: the collapse hypothesis assumes that at a certain time $\eta_c$ the part of the state characterizing the mode $k$ randomly “jumps” to a new state, which is no longer homogeneous and isotropic. The collapse is considered to operate similar to an imprecise “measurement”, even though there is no external observer or detector involved. Therefore, it is reasonable to consider Hermitian operators, which are susceptible of a direct measurement in ordinary quantum mechanics. Hence, we separate $\hat{y}_k(\eta)$ and $\hat{\pi}_k(\eta)$ into their real and imaginary parts $\hat{y}_k(\eta) = \hat{y}_k^R(\eta) + i\hat{y}_k^I(\eta)$ and $\hat{\pi}_k(\eta) = \hat{\pi}_k^R(\eta) + i\hat{\pi}_k^I(\eta)$, such that the operators $\hat{y}_k^R(\eta)$ and $\hat{\pi}_k^R(\eta)$ are Hermitian operators. Thus,

$$\hat{y}_k^R(\eta) = \sqrt{2}\text{Re}[\hat{y}_k(\eta)\hat{a}_k^R],$$

$$\hat{\pi}_k^R(\eta) = \sqrt{2}\text{Re}[\hat{y}_k(\eta)\hat{a}_k^R],$$

where $\hat{a}_k^R \equiv (\hat{a}_k + \hat{a}_{-k})/\sqrt{2}$, $\hat{a}_k^I \equiv -i(\hat{a}_k - \hat{a}_{-k})/\sqrt{2}$.

The commutation relations for the $\hat{a}_k^{R,I}$ are non-standard $[\hat{a}_k^{R,I}, \hat{a}_{k'}^{R,I}] = L^3(\delta_{k,k'} \pm \delta_{k,-k'})$, the + and the − sign corresponds to the commutator with the $R$ and $I$ labels respectively; all other commutators vanish.

Now we specify the rules according to which the collapse happens. Again, our criteria is simplicity and naturalness. In particular, we will proceed in a purely phenomenological manner by introducing a general parameterization of the quantum state after collapse; we will refer to this approach as a collapse scheme. Specifically, the collapse scheme serves to characterize the post–collapse state by the quantum expectation values of the field and its conjugated momentum at the time of collapse. As a consequence of the collapse, those expectation values change from being zero, when evaluated in the vacuum state, to having non–vanishing value in the post–collapse state. The particular collapse scheme used leads to an expression for the post–collapse expectation values, leaving an imprint in the primordial power spectrum (the details will be shown in subsection 2.5).

We now introduce the Wigner’s collapse scheme (this scheme was first introduced in [49] and subsequently analyzed in great detail [51, 55, 58]): In non-relativistic QM, Heisenberg’s uncertainty principle indicates that quantum uncertainties of position and momentum operators are not independent. Specifically, momentum and position of a quantum system cannot be determined simultaneously and independently. The self-induced collapse acts as a sort of spontaneous “measurement” (of course without relying on observers/measurements devices) of some variable involving both position and momentum. Consequently, as suggested by the uncertainty principle, the collapse might involve correlations between position and momentum. Generalizing this fact to our inflationary model seems to indicate that the self-induced collapse could correlate the field $\hat{y}$ and its conjugated momentum $\hat{\pi}$.

One possible manner to characterize the correlation is to use Wigner’s distribution function. In non-relativistic QM, Wigner’s function can be considered, under certain special circumstances, as a probability distribution function for a quantum system, i.e. it allows us to visualize the momentum-position correlations and quantum interferences in “phase space.” For the vacuum state of each mode of the inflaton, the corresponding Wigner’s function is a bi-dimensional Gaussian. As a consequence, in this scheme we will characterize the post-collapse expectation values as:

$$\langle \hat{y}_k^{R,I}(\eta_c^R) \rangle = x_k^{R,I} \Lambda_k(\eta_c^R) \cos \Theta_k(\eta_c^R),$$

$$\langle \hat{\pi}_k^{R,I}(\eta_c^R) \rangle = x_k^{R,I} \Lambda_k(\eta_c^R) \sin \Theta_k(\eta_c^R),$$

where $x_k^{R,I}$ is a random variable with a Gaussian probability distribution function, centered at zero with spread one. The variable $\eta_c^R$ represents the conformal time of collapse. The quantity $\Lambda_k(\eta_c^R)$ represents the major semi–axis of the ellipse in the $\hat{y}$–$\hat{\pi}$ plane where the Wigner function has magnitude 1/2 of its maximum value. The other variable $\Theta_k(\eta_c^R)$ is the angle between $\Lambda_k(\eta_c^R)$ and the $\hat{y}_k^{R,I}$ axis. The explicit expressions for $\Lambda_k$ and $\Theta_k$ are very cumbersome and do not contain much information for our present interest.9

9 The interested reader can consult Refs. [56, 58] for the exact expressions of $\Lambda_k(\eta_c^R)$, $\Theta_k(\eta_c^R)$ and their derivation.
C. Emergence of curvature perturbation within the collapse scheme

Here we illustrate how the collapse process generates the seeds of cosmic structure. We proceed by recalling that the conjugated momentum is $\hat{p}_k = a\delta_{k}^{'},$ therefore Eq. (17) can be expressed as

$$\Psi_k(\eta) = \sqrt{\frac{\epsilon_1}{2}} \frac{H}{M_F(k^2 - \mu)} \langle \hat{\pi}_k(\eta) \rangle.$$  

(15)

Given that we are working in the longitudinal gauge, then the scalar $\Psi_k$ represents the curvature perturbation. Moreover, the primordial curvature perturbation $\Psi_k$ is related to the quantum expectation value of the conjugated momentum $\langle \hat{\pi}_k(\eta) \rangle$. It follows from the above equation that in the vacuum state $\langle \hat{\pi}_k \rangle_0 = 0$, which implies $\Psi_k = 0$, i.e., there are no perturbations of the symmetric background spacetime. It is only after the collapse has taken place ($|\Theta| \neq |\Theta_0|$) that $\langle \hat{\pi}_k(\eta) \rangle \neq 0$ generically and $\Psi_k \neq 0$; thus, the primordial inhomogeneities and anisotropies arise from the quantum collapse.

As we observe from (15), the time evolution of $\Psi_k(\eta)$ is driven by the dynamics of $\langle \hat{\pi}_k(\eta) \rangle$ evaluated in the post-collapse state. The corresponding expression of $\langle \hat{\pi}_k(\eta) \rangle$ is of the form

$$\langle \hat{\pi}_k(\eta) \rangle = F(k \eta, z_k) \langle \hat{y}_k(\eta \eta_k^{'}) \rangle + G(k \eta, z_k) \langle \hat{\pi}_k(\eta \eta_k^{'}) \rangle.$$  

(16)

The parameter $z_k$ is defined as $z_k \equiv k \eta_k^{'}$. The deduction of such equation and its explicit function is shown in Appendix B of [56]. The important point is that $\langle \hat{\pi}_k(\eta) \rangle$ depends linearly on the expectation values $\langle \hat{y}_k(\eta \eta_k^{'}) \rangle$ and $\langle \hat{\pi}_k(\eta \eta_k^{'}) \rangle$ evaluated at the time of collapse. Those expectations values are the ones characterized by the Wigner’s collapse scheme presented in Eqs. (14).

Substituting (16) in (15), and making use of the Wigner’s scheme, we find the expression for the primordial curvature perturbation (given in the longitudinal gauge)

$$\Psi_k(\eta) = \sqrt{\frac{\epsilon_1}{2}} \frac{H}{M_F(k^2 - \mu)} \times X_k \Lambda_k(z_k) \left[ F(k \eta, z_k) \cos \Theta_k(z_k) \right.$$  

$$+ G(k \eta, z_k) k \sin \Theta_k(z_k) \right],$$  

(17)

where $X_k \equiv x_k^R + ix_k^I$.

Up to this point we have proceeded in with no approximations in order to obtain $\Psi_k(\eta)$. In the present work, we will be only interested in the case where the time of collapse occurs well before the “horizon crossing,” i.e. when the time of collapse satisfies $-k\eta_k^{'} \gg 1$ or equivalently, with the definition of $z_k$, when $|z_k| \gg 1$. We remind the reader that before the time of collapse there are no perturbations whatsoever, that is $\Psi_k = 0$. After the time of collapse, when the primordial perturbation is born, $\Psi_k(\eta)$ evolves. Hence, for any given mode, $\Psi_k(\eta)$ originates well inside the horizon, then it continues to evolve until horizon crossing, and finally enters into the super–horizon regime.

In particular, the time evolution of $\Psi_k(\eta)$ is dictated by the functions $F$ and $G$. The time dependence of those functions are given by linear combination of Bessel’s functions $J_{\nu}(k \eta)$ and $Y_{\nu}(k \eta)$ (see Appendix B of Ref. [56]). Therefore, when the modes are sub-horizon ($k \eta \gg 1$), the curvature perturbation $\Psi_k(\eta)$ oscillates. For super-horizon modes ($k \eta \ll 1$) the curvature perturbation is approximated by

$$\Psi_k(\eta) \approx A W(z_k) \eta^{3/2 - \nu} k^{-\nu} X_k,$$  

(18)

with $A$ some amplitude which includes numerical factors, $H$ and $\epsilon_1$; the function $W(z_k)$ is a cumbersome function of the time of collapse $z_k \equiv k \eta_k^{'}$; also we recall from [12] that $\nu \equiv 3/2 - \epsilon_1 + \epsilon_2/2$. Furthermore, as shown in Ref. [56], the quantity $\Psi_k(\eta)$ given by (18) is constant up to second order in slow roll parameters (one needs to take into account that the time dependence appears not only in the factor $\eta^{3/2 - \nu}$ but also implicitly in the $H$ and $\epsilon_1$ parameters which are not strictly constant, i.e. they do not describe an exact de–Sitter spacetime).

D. Primordial scalar power spectrum

Having discussed the origin of the primordial curvature perturbation, we now focus on the scalar power spectrum. The scalar power spectrum in Fourier space is defined as

$$\langle \Psi_k(k') \rangle = \frac{2\pi^2}{k^3} \rho_s \delta(k - k'),$$  

(19)
where \( \mathcal{P}_s(k) \) is the dimensionless power spectrum. The bar appearing in \( \text{(19)} \) denotes an ensemble average over possible realizations of the stochastic field \( \Psi_k \). In our approach, the realization of a particular \( \Psi_k \) is given by the self-induced collapse according to the Wigner’s scheme.

Using expression \( \text{(15)} \), one can compute \( \Psi_k \Psi^*_k \). Furthermore, since \( \Psi_k \) is a constant (up to second order in the slow roll parameters), we can evaluate \( \Psi_k(\eta) \) at the time \( \eta = 1/k_s \), i.e. at the conformal time of horizon crossing corresponding to a particular \( k_s \) called the pivot scale. Note that we are following the same method as the traditional one when evaluating the power spectrum at the horizon crossing even if the expression for the curvature perturbation considered was obtained in the super-horizon regime (the error induced is of higher order in the slow roll parameters, see \( \text{(76)} \) for a useful discussion on this subject). Also we further assume that the random variables are uncorrelated, that is, they satisfy, \( x_k^T \tilde{X} \tilde{X}^T = \delta_{kk'} \pm \delta_{k-k'} \); the + corresponds to the real part \( x_k^R \) and the − corresponds to the imaginary part \( x_k^I \). Consequently, \( \sum_k \Psi_k^* \Psi_k = 2\delta(k-k') \) (in the continuous limit of \( k \)).

Taking into account the above discussion, it is straightforward to obtain \( \Psi_k(\eta) \Psi^*_k(\eta) \) from \( \text{(17)} \). That is,

\[
\Psi_k(\eta) \Psi^*_k(\eta) = A^2 W(z_k)^2 k_s^{-3+2\nu} k^{-2\nu} \delta(k-k').
\]

From the latter expression and the definition \( \text{(19)} \), we can extract the scalar power spectrum

\[
\mathcal{P}_s(k) = \frac{A^2}{2\pi^2} W(z_k)^2 \left( \frac{k}{k_s} \right)^{3-2\nu}.
\]

Finally, we re-express the obtained power spectrum in a more familiar manner, i.e. (for more technical details see \( \text{(50)} \))

\[
\mathcal{P}_s(k) = A_s \left( \frac{k}{k_s} \right)^{n_s-1} Q(z_k)
\]

with \( A_s = H^2/8\pi^2\epsilon_1 M_p^2 \) (the parameters \( H \) and \( \epsilon_1 \) are evaluated at the horizon crossing of the pivot scale, i.e. at \( \eta = 1/k_s \)) and

\[
n_s - 1 = +2\epsilon_1 - \epsilon_2
\]

Expression \( \text{(22)} \) is our predicted scalar primordial power spectrum (at first order in the slow roll parameters), using the Wigner collapse scheme (within the semiclassical gravity framework).

Note that the obtained amplitude \( A_s \) is exactly the same as in the standard treatment while the spectral index is different. The traditional prediction of the scalar spectral index is \( n_s^\text{std} - 1 = -2\epsilon_1 - \epsilon_2 \).

Another main difference introduced by the collapse model, as compared with the traditional prediction, is an extra \( k \) dependence in the spectrum reflected in the function

\[
Q(z_k) = \left\{ \left[ \frac{2\nu}{|z_k|^{3/2}} - \frac{|\sin \beta(\nu, |z_k|)| \Gamma(\nu + 3/2)}{2|z_k| \Gamma(\nu - 1/2)} \right] - \left( \frac{\sin \beta(\nu, |z_k|)}{2|z_k| \Gamma(\nu + 1/2)} \right) \cos \Theta_k + \left( \frac{\sin \beta(\nu, |z_k|)}{2|z_k| \Gamma(\nu - 1/2)} \right) \sin \Theta_k \right\}^2,
\]

where \( \Gamma(x) \) is the Gamma function, \( \nu = 2 - n_s/2 \), \( \beta(\nu, |z_k|) \equiv |z_k| - (\pi/2)(\nu + 1/2) \) and \( \tan 2\Theta_k \approx -4|z_k| \).

The model’s parameter is the time of collapse \( \eta^c_k \) or equivalently the quantity \( z_k \equiv k\eta^c_k \). We parameterize the time of collapse as

\[
\eta^c_k = \frac{A}{k} + B.
\]

The motivation regarding that specific parameterization has been discussed in previous works \( \text{(38, 49, 55, 56, 58)} \). We can see that if \( B = 0 \) then \( Q(z_k) \) is a constant, and our model’s power spectrum has the same shape as the standard prediction, i.e. \( k^{n_s-1} \).

Another important aspect is that, in order to obtain the spectrum \( \text{(22)} \), the approximation |\( z_k \| \gg 1 \) was used. This means, we are assuming that the time of collapse takes place before the so called “horizon crossing,” at least for modes that contribute the most to the observed CMB anisotropies. In other words, we take \( A \) and \( B \) such that \( -k\eta^c_k \gg 1 \) with \( k \) between \( 10^{-6} \) Mpc\(^{-1} \) and \( 10^{-1} \) Mpc\(^{-1} \).
E. Primordial tensor power spectrum

Regarding tensor perturbations of the metric, the line element corresponding to the perturbed flat FRW metric (at first-order) is given by

\[ ds^2 = a(\eta)^2[-d\eta^2 + (\delta_{ij} + h_{ij})dx^idx^j]. \]  

Therefore, Einstein’s perturbed equations (at first-order) with \( i, j \) components yield

\[ h''_{ij} + 2\mathcal{H}h'_{ij} - \nabla^2 h_{ij} = 0 \]  

(27)

In the traditional inflationary scenario, the metric perturbations are quantized. Hence, whatever drives the quantum to classical transition in the scalar sector, must also do the same for tensor modes. As a consequence, one can associate a tensor power spectrum to the quantum two-point function (in Fourier’s space) \( \langle 0|\hat{h}^i_j(k, \eta)\hat{h}^j_i(k', \eta)|0 \rangle \). \[32\]. In fact, in the standard approach, one expects that the tensor power spectrum acquires an amplitude that in principle can be detected in the CMB B–mode polarization spectrum.

On the other hand, in our proposal based on the semiclassical framework, Eq. (27) does not contain matter sources; this contrast with the scalar perturbation in which \( \Psi_k \) is sourced by the quantum expectation value \( \langle \hat{\pi}_k \rangle \), see Eq. \[15\]. Therefore, in our approach, there are no primordial tensor modes at first order in the perturbations. Thus, in the self–induced collapse proposal based on the semiclassical gravity approximation, we need to consider second-order perturbation theory in order to deal with the primordial gravitational waves.

The analogous expression to (15) obtained from Einstein’s perturbed equations (at second-order) is (see Refs. \[59\] [61])

\[ h''_{ij} + 2\mathcal{H}h'_{ij} - \nabla^2 h_{ij} = 16\pi G \langle (\partial_i \delta \phi)(\partial_j \delta \phi) \rangle^{tr-tr}, \]  

(28)

where the superscript \( tr-tr \) stands for the transverse-traceless part of the expression. Note that as before, even though \( \langle (\partial_i \delta \phi)(\partial_j \delta \phi) \rangle \) vanishes when evaluated in the Bunch-Davies vacuum, it will become non-vanishing in the quantum state of the field that results from the spontaneous collapse.

The fact that the scalar metric perturbations are seeded by the linear terms in perturbations of the scalar field [see, Eq. \[15\]], while the tensor perturbations are seeded by quadratic terms, represents a major difference between our approach and the standard one. In particular, an equivalent tensor power spectrum can be obtained from \( \hat{h}^i_j(k, \eta)\hat{h}^j_i(k', \eta) \), where the bar above the expression represents an ensemble average over possible realizations, each one associated to the stochastic collapse. Therefore, from (28), the tensor power spectrum will involve 4-products of linear perturbations, e.g. \( \langle \hat{y}(k_1, \eta)\rangle \langle \hat{y}(k_2, \eta)\rangle \langle \hat{y}(k_3, \eta')\rangle \langle \hat{y}(k_4, \eta')\rangle \) (recall that \( \hat{y} = a\delta \phi \)). Thus, our model’s prediction for the tensor power spectrum is (we invite the interested reader to consult Refs. \[59\] [61] for more technical details):

\[ P_t(k) \simeq \epsilon^2_{s}P_s^2, \]  

(29)

which implies an essentially undetectable amplitude of primordial B–modes. In fact, our estimate for the tensor-to-scalar ratio is \( r \sim 10^{-9} \). We can compare that expression with the standard one \( r^{std} = 16\epsilon_1 \). Thus, in our model any inflationary potential results in a very small amplitude of tensor modes. Consequently, in our approach we can safely neglect the \( r \) parameter in any data analysis.

We end this section by mentioning that we have proposed and analyzed other different collapse schemes. However, a Bayesian evidence analysis showed a moderate preference for Wigner’s collapse scheme model over the ΛCDM model using recent CMB and BAO data \[55\]. For other collapse schemes the results of the statistical analysis showed preference for the ΛCDM model or inconclusive preference. That is the reason for choosing Wigner’s collapse scheme in the present analysis.

III. INFLATIONARY POTENTIALS AND THE THEORETICAL PREDICTIONS

The standard analysis regarding the viability of inflationary potentials mainly relies on the scalar spectral index \( n_s^{std} \) and tensor-to-scalar ratio \( r^{std} \). From the predicted values in terms of slow roll parameters \( n_s^{std} = 1 - 2\epsilon_1 - \epsilon_2 \), \( r^{std} = 16\epsilon_1 \), and given a particular potential \( V \) with some parameter \( \lambda \), it is then straightforward to write \( n_s^{std} \) and \( r^{std} \) as a function of the potential parameter \( \lambda \) using \[3\] (since slow roll parameters are not exactly constant, they have an extra dependence on the number of e-foldings). Then, observational constraints on \( n_s \) and \( r \) are compared with their predicted values as a function of \( \lambda \). In this way, one explores a range of \( \lambda \) values allowing us to accept (or not) the feasibility of a potential \( V \) \[19\] [20].
In the preceding section we have seen that the predicted inflationary parameters given by Wigner’s collapse scheme are different from standard inflation. In particular, the spectral index $n_s$ and tensor-to-scalar ratio $r$ are not related anymore (at first order in the slow roll parameters) because of the generic predicted smallness in $r$. Additionally, the spectral index as a function of slow roll parameters is also different from the traditional one, namely $n_s = 1 + 2\epsilon_1 - \epsilon_2$.

One may conclude that given the limits on $n_s$ established with Planck data, the predicted $n_s$ given by Wigner’s scheme must be within that interval. Nonetheless that conclusion assumes that the usual observational constraints on $n_s$ are different from standard inflation. In particular, the spectral index must perform first a statistical analysis using recent observational data to obtain the constraints on $n_s$ in the context of the collapse models. In fact, as we will show in next section, the extra $k$ dependence in $P_s(k)$ introduced by the function $Q(z_k)$, see (22), enlarges current observational bounds $n_s$ consistent with data. In the following, we provide the steps detailing the analysis process.

- **Step 1**: Given the scalar power spectrum in Eq. (22), we perform a statistical analysis using recent CMB and BAO data. The parameters we are interested in are: the Wigner scheme parameters $A_s, B_s$ and the inflationary parameters $n_s, A_s$. For a fixed set of $A_s$ values, we find the posterior probability densities corresponding to the cosmological parameters, which include $A_s, n_s$ and the collapse parameter $B_s$.

- **Step 2**: For a given particular potential $V(\phi)$, with a single parameter $\lambda$, it is convenient to calculate $\phi$ as a function of the number of e-folds from the “horizon crossing” [that is from the time $\eta_s$ such that the pivot scale $k_s$ satisfies $k_s = a(\eta_s)H(\eta_s)$] to the end of inflation; we denote such period of e-foldings as $\Delta N_{\ast}$. Therefore, one needs to solve the equation of motion for the homogeneous part of the field $\phi(\eta)$ in the slow roll approximation together with Friedmann’s equation. That is, after a change of variables $N(\eta)$, where $N$ is the number of e-folds from the beginning of inflation to some time $\eta$, the equations to solve are: $3H^2 \simeq a^2 V/M_P^2$ and $3H^2 \dot{\phi}^2 = -a^2 \partial_\phi V$. Those equations can be combined to yield

$$ \frac{d\phi}{dN} = -M_P^2 \frac{d \ln V}{d\phi}, \quad (30) $$

note that for ease of notation we have omitted the subindex 0 from the background field $\phi_0$. Denoting by $I$ the primitive

$$ I_\lambda(\phi) \equiv \int^\phi d\varphi V_\lambda(\varphi), \quad (31) $$

equation (30) can be solved

$$ N = -\frac{1}{M_P^2} [I_\lambda(\phi) - I_\lambda(\phi_{\text{ini}})]. \quad (32) $$

Therefore one has

$$ N_{\text{end}} = -\frac{1}{M_P^2} [I_\lambda(\phi_{\text{end}}) - I_\lambda(\phi_{\text{ini}})], \quad (33a) $$

$$ N_s = -\frac{1}{M_P^2} [I_\lambda(\phi_s) - I_\lambda(\phi_{\text{ini}})], \quad (33b) $$

formally $\phi_s$ represents the vacuum expectation value of the field evaluated when the pivot scale crosses the Hubble radius; $N_{\text{end}}$, represents the number of e-folds from the beginning to end of inflation; and $N_s$ represents the number e-folds from the beginning of inflation to the conformal time $\eta_s$ where the pivot scale $k_s$ crossed the horizon. From the latter expressions, it follows that

$$ \phi_s = I_\lambda^{-1}[I_\lambda(\phi_{\text{end}}) + M_P^2 \Delta N_s] \quad (34) $$

where $\Delta N_s \equiv N_{\text{end}} - N_s$. Equation (34) explicitly yields $\phi_s$ as a function of the potential’s parameter $\lambda$ and $\Delta N_s$.

- **Step 3** For the particular potential given $V_\lambda(\phi)$, we express the slow roll parameters in terms of $\lambda$ and $\Delta N_s$, i.e. we need to find the explicit expressions: $\epsilon_1(\lambda, \Delta N_s)$, $\epsilon_2(\lambda, \Delta N_s)$.
In order to achieve that, we first use the definition of the slow roll parameters in terms of the potential $V$ and its derivatives $\partial_\phi V$ and $\partial_{\phi \phi} V$, eqs. [3]. After inserting the explicit form of the potential evaluated at $\phi_*$, i.e. $V_*(\phi_*)$, into eqs. [3], that operation yields $\epsilon_1(\lambda, \phi_*)$, $\epsilon_2(\lambda, \phi_*)$. Finally, we use solution (34) to obtain $\epsilon_1(\lambda, \Delta N_*)$, $\epsilon_2(\lambda, \Delta N_*)$. Recall that we can find the value of the field at the end of inflation by using the condition $\epsilon_1(\phi_{end}) \approx \epsilon_2(\phi_{end}) \approx 1$.

- **Step 4** With the expression for the slow roll parameters at hand $\epsilon_1(\lambda, \Delta N_*)$, $\epsilon_2(\lambda, \Delta N_*)$, we write $n_s$ also as a function of $\lambda$ and $\Delta N_*$, i.e.

$$n_s(\lambda, \Delta N_*) = 1 + 2\epsilon_1(\lambda, \Delta N_*) - \epsilon_2(\lambda, \Delta N_*)$$  \hspace{1cm} (35)

We remind the reader that our model’s prediction for $r$ is extremely small, so we neglect it from the analysis.

- **Step 5**: For distinct values of $\Delta N_*$ and $\lambda$ we obtain different predicted values of $n_s(\lambda, \Delta N_*)$. Therefore, we can compare our predicted values with the ones obtained in *Step 1* from the data analysis. Since our predicted $n_s$ and $r$ are generically different from the usual one, we expect a difference in the type of inflationary potentials that are allowed between our approach and the standard one.

As shown in Refs. [17][18], in *Step 5* we need to take into account the reheating era in order to choose a $\Delta N_*$ that is physically possible. One can define the reheating parameter as

$$\ln R_{rad} = \frac{1 - 3\bar{w}_{reh}}{12(1 + \bar{w}_{reh})} \ln \left( \frac{\rho_{reh}}{\rho_{end}} \right)$$  \hspace{1cm} (36)

where $\bar{w}_{reh}$ is the mean equation of state parameter during reheating, $\rho_{reh}$ is the energy density at the end of the reheating era, and $\rho_{end}$ is the energy density at the end of inflation. Consequently, it has been shown [17][18] that the quantities $\Delta N_*$ and $R_{rad}$ are related by

$$\Delta N_* = \ln R_{rad} - N_0 - \frac{1}{4} \ln \left( \frac{9}{2\epsilon_{1s} V_s} \right) + \frac{1}{4} \ln (8\pi^2 A_\gamma)$$  \hspace{1cm} (37)

with

$$N_0 \equiv \ln \left( \frac{k_*/a_0}{\rho_0^{1/4}} \right),$$  \hspace{1cm} (38)

the quantity $\rho_0$ denotes the energy density of radiation today, and $k_*/a_0$ the pivot scale normalized at the scale factor today. Taking the pivot scale $k_*/a_0 = 0.05$ Mpc$^{-1}$ and recent bounds on $\rho_0, \Pi$ implies that $N_0 \approx -61.7$.

From the definition of the reheating parameter, we see that $\ln R_{rad}$ is not arbitrary since $-1/3 < \bar{w}_{reh} < 1$ and $\rho_{nuc} < \rho_{reh} < \rho_{end}$. Consequently, the quantity $\Delta N_*$ is also constrained to vary in the range $\Delta N_* \in [\Delta N_*^{nuc}, \Delta N_*^{end}]$. That is, $\Delta N_*^{end}$ corresponds to assume $\rho_{reh} = \rho_{end}$ which means that reheating takes place instantaneously after inflation ends. And $\Delta N_*^{nuc}$ corresponds to assume that $\rho_{reh} = \rho_{nuc}$, i.e. that the reheating era extends up to the nucleosynthesis epoch. Moreover, that range is model-dependent since $\rho_{end}$ or $V_{end}/V_*$ differ for different inflationary scenarios. It is shown that $\Delta N_*^{nuc}$ and $\Delta N_*^{end}$ are given by [17][18]

$$\Delta N_*^{nuc} = -N_0 + \ln \left( \frac{H_*}{M_P} \right) - \frac{1}{3(1 + \bar{w}_{reh})} \ln \frac{\rho_{end}}{M_P^4}$$

$$+ \frac{1 - 3\bar{w}_{reh}}{12(1 + \bar{w}_{reh})} \ln \frac{\rho_{nuc}}{M_P^4},$$  \hspace{1cm} (39)

with $\rho_{nuc} \approx (10 \text{ MeV})^4$, and

$$\Delta N_*^{end} = -N_0 + \ln \left( \frac{H_*}{M_P} \right) - \frac{1}{4} \ln \frac{\rho_{end}}{M_P^4}.$$  \hspace{1cm} (40)

Note that these equations are algebraic for $\Delta N_*$ since $H_*$ and $\rho_{end}$ depend on $\Delta N_*$.

Fortunately enough, with help of the ASPIRE code, we automatize *Steps 2, 3, 4* and *5* for each inflationary potential. Additionally, in order to be able to compare our results and the standard ones, we repeat all steps but considering the traditional predictions from inflation, that is, we consider the usual $n_s^{std}$ and $r^{std}$ (so in *Step 4* we use $n_s^{std} = 1 - 2\epsilon_1 - \epsilon_2, \ r^{std} = 16\epsilon_1$).
Table I: List of analyzed inflationary potentials

| Inf. Model | Potential $V(\phi)$ | Parameter |
|------------|---------------------|-----------|
| HI         | $M^4(1 - e^{-\sqrt{2\alpha/M_P}})^2$ | NA        |
| LFI        | $M^4\left(\frac{\phi}{M_P}\right)^p$ | $p$       |
| RCQI       | $M^4\left(\frac{\phi}{M_P}\right)^4[1 - \alpha \ln\left(\frac{\phi}{M_P}\right)]$ | $\alpha$ |
| RCHI       | $M^4\left[1 - 2e^{-\sqrt{2\alpha/M_P}} + \frac{1}{4e^{\alpha/M_P}}\right]$ | $A_I$   |
| RCI        | $M^4\left(\frac{\phi}{M_P}\right)^2[1 - 2\alpha\left(\frac{\phi}{M_P}\right)^2 \ln\left(\frac{\phi}{M_P}\right)]$ | $\alpha$ |
| NI         | $M^4\left[1 + \cos\left(\frac{\phi}{M_P}\right)\right]$ | $f$    |
| ESI        | $M^4\left(1 - e^{-\phi/M_P}\right)$ | $q$    |
| PLI        | $M^4e^{-\alpha\phi/M_P}$ | $\alpha$ |
| DWI        | $M^4\left[\left(\frac{\phi}{M_P}\right)^2 - 1\right]^2$ | $\phi_0$ |
| LI         | $M^4\left[1 + \alpha \ln\left(\frac{\phi}{M_P}\right)\right]$ | $\alpha$ |

In Table I, we show a list of the inflationary potentials considered in our analysis, depicting their specific shape and characteristic parameter. The potentials correspond to popular inflationary models found in literature, these models are: Higgs Inflation (HI) also known as Starobinsky’s or $R^2$ inflation; Large Field Inflation (LFI), Radiatively Corrected Massive Inflation (RCMI), Radiatively Corrected Quartic Inflation (RCQI), Radiatively Corrected Higgs Inflation (RCHI), Natural Inflation (NI), Exponential SUSY Inflation (ESI), Power Law Inflation (PLI), Double Well Inflation (DWI) and Loop Inflation (LI). For the theoretical motivation of these models we refer the reader to Ref. [19] (and references therein), where a brief review of each model is given.

All the potentials we have chosen for our analysis contain a “mass” term $M$ associated to the characteristic energy scale of inflation, which in turn is related to the spectra’s amplitude. However, we do not treat $M$ as a potential’s parameter. As a matter of fact, the first potential on the list corresponds to Higgs Inflation (HI) which only contains $M$ and no other parameter, hence HI is parameterless. All the rest of potentials considered contain a single parameter.

IV. RESULTS AND DISCUSSION

For Step 1, we used a modified version of the CAMB [77] code to include the primordial power spectrum of the Wigner’s scheme. Therefore, we considered an extension of the minimal $\Lambda$CDM model, adding the collapse parameters $A$ and $B$ to the usual set of cosmological parameters: the baryon density $\Omega_b h^2$, the cold dark matter density $\Omega_c h^2$, the ratio between the sound horizon and the angular diameter distance at decoupling $\theta$, the optical depth $\tau$, the primordial scalar amplitude $A_s$ and the scalar spectral index $n_s$. Concerning the data analysis we work with flat priors for the cosmological parameters. We use the CMB anisotropy and polarization spectrum reported by the Planck Collaboration [1] together with data from Baryonic Acoustic Oscillation (BAO). In particular, we consider the high-$\ell$ Planck temperature data from the 100-, 143-, and 217-GHz half-mission T maps, and the low-$\ell$ data by the joint TT, EE, BB and TE likelihood. Also, we consider BAO data by the 6dF Galaxy Survey (6dFGS) [78], SDSS DR7 Main Galaxy Sample (SDSS-MGS) galaxies [79], BOSS galaxy samples, LOWZ and CMASS [80].

It follows from [22] and [25] that the scalar spectrum amplitude $A_s$ is degenerated with the collapse $A$ parameter. Therefore, we test several values of $A$ by taking $B = 0$. We analyze the full interval $-10^8 \leq A \leq -10^2$ and divide it in subintervals of 1 order of magnitude. For all $A$ in such an interval, the condition $-k\eta_k^2 \gg 1$ is satisfied, with $k$ between $10^{-6}$ Mpc$^{-1}$ and $10^{-1}$ Mpc$^{-1}$. Moreover, for each subinterval $-10^{i+1} \leq A \leq -10^i$ (with $i$ an integer such that $i \in [2, 7]$), we select the value of $A$ which minimizes the variation of $A_s$ with respect to the value obtained in the statistical analysis with observational data for the standard $\Lambda$CDM model.

For each fixed value of $A$ chosen in the aforementioned manner, we now include the $B$ parameter as a free parameter in our analysis along with the rest of cosmological parameters. We perform a Monte Carlo Markov chain analysis using the available package COSMOMC [81].

In Fig. 1 we show the 68% confidence limits on $n_s$ from the data analysis obtained for each value of $A$. For comparison purposes, we also include the respective limits on $n_s$ for the minimal $\Lambda$CDM model. Since the modification of the standard cosmological model that we are studying in this paper involves only a change in the standard inflationary model, we will refer to it in what follows as the standard framework or standard inflationary model. It follows from Fig. 1 that the estimated confidence intervals are very similar for all the values of $A$ selected previously, which covers an interval of several orders of magnitude. In Fig. 2 we show the 1σ and 2σ confidence regions of the inflationary parameters $n_s$ and $A_s$ for two values of $A$; other values of $A$ result in similar plots. Also, we include the same confidence regions for the standard $\Lambda$CDM model. As we can observe, the effect of including Wigner’s collapse
Figure 1: Estimated 68% confidence limits on \( n_s \) for distinct fixed values of \( A \) using Planck 2015 + BAO data set. The \( A \) parameter is negative. The shadowed area corresponds to the 68 % confidence limits of \( n_s \) for the ΛCDM model using the same data set.

Figure 2: 68% and 95% two dimensional confidence regions and posterior probability density of \( n_s \) and \( A_s \) for two values of \( A \) using Planck 2015 + BAO data set. We also show the same confidence regions of the ΛCDM model (red) in the two plots. Other values of \( A \) exhibit the same behavior.

Scheme is to enlarge the estimated interval of \( n_s \) with respect to the standard model. Furthermore, the analysis above indicates that the estimated value of \( n_s \) is independent of the specific value associated to the time of collapse. As we will see next, that result, together with the generically predicted smallness of the \( r \) parameter, will modify the usual conclusions regarding the type of potentials allowed by observations.

Following Steps 1–5, we analyze the viability of all inflationary potentials listed in Table I. In order to provide a more detailed picture of the analysis made, we focus on three particular potentials that serve as an example: LFI, PLI and RCQI.

Let us begin by analyzing the LFI potential with varying parameter \( p \). In Figs. 3 and 4 we show the predicted values of \( n_s \) as a function of \( \Delta N_* \) for Wigner’s collapse scheme and the standard framework respectively. In each figure we also include the 2σ confidence interval resulting from the statistical analysis using recent CMB and BAO
Figure 3: The predicted spectral index $n_s$ as a function of $\Delta N_*$ with varying parameter $p$ for the LFI potential in Wigner’s scheme. The shadowed region corresponds to the estimated $n_s$ at $2\sigma$ CL using Planck 2015 + BAO data set.

Figure 4: The predicted spectral index $n_s$ as a function of $\Delta N_*$ with varying parameter $p$ for the LFI potential in the standard framework. The shadowed region corresponds to the estimated $n_s$ at $2\sigma$ CL using Planck 2015 + BAO data set.

data. As we observe from the figures, the predicted interval for the standard framework is different from the respective one in Wigner’s scheme. In the standard inflationary model we see that for $p \in [1, 2]$, the predicted values of $n_s$ for some particular values of $\Delta N_*$ lie within the $2\sigma$ confidence interval allowed by the data set. Moreover, it follows from Fig. 5 that including the $r$ parameter in the analysis restricts the viability of the standard framework to a smaller interval of $\Delta N_*$. Meanwhile, in Wigner’s scheme, we observe from Fig. 3 that the LFI potential is only viable for $p \approx 1$ and some particular values of $\Delta N_*$. Let us recall that in Wigner’s scheme we do not include in the analysis the $r$ parameter since the model generically predicts a strong suppression of primordial tensor modes. In brief, the allowed values of the free parameter $p$ and $\Delta N_*$ for the Wigner collapse scheme are different from the respective ones for the standard inflationary model.

Another interesting potential to use as an example is the RCQI model with $\omega_{\text{reh}} = -\frac{1}{3}$. Fig. 6 shows the predicted values of $n_s$ as a function of $\Delta N_*$ in Wigner’s collapse scheme together with the $2\sigma$ confidence interval determined from the statistical analysis using CMB and BAO data. We observe that the predicted value of $n_s$ for some values of the free parameters $\log \alpha$ and $\Delta N_*$ lie in the region allowed by the observational data. On the other hand, it follows from Figs. 7 and 8 that all predicted values of $n_s$ and $r$ in the context of the standard framework lie outside the allowed region by the data set. In summary, the RCQI potential is ruled out by the data in the context of the
standard inflationary model while for the Wigner collapse scheme there is a set of values of the free parameter $\log \alpha$ and $\Delta N_*$ for which the prediction of $n_s$ is in agreement with the observational data.

We choose as a final example of our analysis the historical potential given by PLI with varying parameter $\alpha$. For the standard inflationary model, we observe from Figs. 9 and 10 that there is no value of $\alpha$ and $\Delta N_*$ that makes the predicted $n_s$ and $r$ to lie inside the $2\sigma$ confidence region in the $n_s$–$r$ plane. Furthermore, Fig. 11 shows that there is no value of the $\alpha$ parameter for which the prediction of $n_s$ lies in the allowed region by the data in the collapse framework. Thus, we conclude that the PLI potential is not viable for both the Wigner scheme and the standard framework.

The results obtained for all the potentials considered are summarized in Tables II and III. In Table II we indicate for each inflationary potential considered in this paper the values of the potential’s parameter and $\Delta N_*$ such that the predicted value of $n_s$ for Wigner’s collapse scheme lies inside the estimated $1\sigma$ and/or $2\sigma$ confidence interval obtained from the statistical analysis with recent CMB and BAO data. In Table III for the standard inflationary model, we indicate for each inflationary potential the values of the potential’s parameter and $\Delta N_*$ such that the predicted
Figure 7: The predicted spectral index $n_s$ as a function of $\Delta N_*$ with varying parameter $f$ for the RCQI potential with $\omega_{reh} = -\frac{1}{3}$ in the standard framework. The shadowed region corresponds to the estimated $n_s$ at 2$\sigma$ CL using Planck 2015 + BAO data set.

Figure 8: The predicted $n_s$ and $r$ as a function of $\Delta N_*$ with varying parameter $\alpha$ for the RCQI potential with $\omega_{reh} = -\frac{1}{3}$ in the standard framework. The shadowed region corresponds to the marginalized 68% and 95% CL regions for $n_s$ and $r$ from Planck 2015 + BAO data set.

value of the pair $n_s - r$, lie inside the estimated 1$\sigma$ and/or 2$\sigma$ confidence regions obtained from the CMB/BAO data analysis. We can distinguish different type of situations: (i) Potentials that are ruled out both in the collapse and in the standard inflationary model context; this is the case of the PLI model discussed above; (ii) Potentials that are ruled out in the context of the standard framework, but not in Wigner’s scheme; here we refer to the RCQI potential for both cases of $\omega_{reh}$ considered in this paper; (iii) Potentials whose predictions are in agreement with the data but this happens for different values of the free parameters in the context of the collapse models and the standard model: this is the case of NI, LFI, DWI, RCMI models and finally; (iv) similar to (iii) but the difference in the allowed range of the free parameters is small: here we refer to the HI, RCHI, LI with $\alpha < 0$ and ESI for both values of $\omega_{reh}$ considered in this paper. In summary, in this section we have shown, that the analysis of viable potentials for inflation in the context of Wigner’s collapse model is different from the one performed for the standard inflationary model in most of the cases studied in this work.
Table II: Results: The first column details the inflationary potential considered; the second column refers to the potential’s parameter; the third column reports the parameter values for Wigner’s collapse scheme that are not discarded by recent CMB and BAO data; the fourth column reports the ΔN_\text{\scriptsize{\textast}} values for Wigner’s collapse scheme that are not discarded by recent CMB and BAO data; the fifth column refers to the confidence level for which the values reported in columns 3,4 are in agreement with recent CMB and BAO data.

| Inf. model | Parameter | Param. values | ΔN_\text{\scriptsize{\textast}} | Conf. region |
|------------|-----------|---------------|-------------------------------|--------------|
| HI         | -         | -             | [42.10, 55.68]               | 2σ-1σ        |
| LFI        | p         | 1             | [15.10, 56.81]               | 2σ-1σ        |
| RCQI (ω_{\text{\scriptsize{\textast}}} = 0) | log α | -0.55, -0.50 | [44.36, 56.49] | 2σ-1σ |
| RCQI (ω_{\text{\scriptsize{\textast}}} = -1/3) | log α | [-0.57, -0.51] | [57.53, 58.03] | 2σ-1σ |
| RCHI       | A_I       | [-3.86, 100]  | [41.96, 56.47] | 2σ-1σ |
| RCMI       | log α     | -6,-4.3,-4,-3.7 | [43.46, 56.71] | 2σ-1σ |
| NI         | log(f/M_P) | 0.69,0.85,1  | [43.54, 57.49] | 2σ-1σ |
| ESI (ω_{\text{\scriptsize{\textast}}} = 0) | log q | -3.1,3,-1,-0.6 | [41.35, 56.81] | 2σ-1σ |
| ESI (ω_{\text{\scriptsize{\textast}}} = -1/3) | log q | -3.1,3,-1,-0.6 | [30.41, 56.81] | 2σ-1σ |
| PLI        | log α     | None          | None                         | None         |
| DWI        | log(φ_0/M_P) | [1.18, 3]   | [43.12, 57.40] | 2σ-1σ |
| LI (α > 0) | log α     | -2.52,-2.15,-1.77 | [41.20, 56.16] | 1σ |
| LI (α < 0) | α         | [-0.29, -0.10] | 43.46,50 | 53,57,61 | 2σ-1σ |

Table III: Results: The first column details the inflationary potential considered; the second column refers to the potential’s parameter; the third column reports the parameter values for the standard inflationary model that are not discarded by recent CMB and BAO data; the fourth column reports the ΔN_\text{\scriptsize{\textast}} values for the standard inflationary model that are not discarded by recent CMB and BAO data; the fifth column refers to the confidence level for which the values reported in columns 3,4 are in agreement with recent CMB and BAO data.

| Inf. model | Parameter | Param. values | ΔN_\text{\scriptsize{\textast}} | Conf. region |
|------------|-----------|---------------|-------------------------------|--------------|
| HI         | -         | -             | [49.96, 55.68]               | 2σ-1σ        |
| LFI        | p         | 1             | [39.29, 52.43];[57.39]       | 2σ-1σ        |
| RCQI (ω_{\text{\scriptsize{\textast}}} = 0) | log α | None          | None                         | None         |
| RCQI (ω_{\text{\scriptsize{\textast}}} = 1/3) | log α | None          | None                         | None         |
| RCHI       | A_I       | [-0.29,23.86] | [42.81, 55.68]               | 2σ-1σ        |
| RCMI       | log α     | -4.3,-4   | 55.21,56.65,56.71          | 2σ           |
| NI         | log(f/M_P) | 0.85,1  | [53.02, 57.20] | 2σ |
| ESI (ω_{\text{\scriptsize{\textast}}} = 0) | log q | -3.1,3,-1,-0.6 | [42.51, 56.87] | 2σ-1σ |
| ESI (ω_{\text{\scriptsize{\textast}}} = -1/3) | log q | -3.1,3,-1,-0.6 | [39.17, 54.77] | 2σ-1σ |
| PLI        | log α     | None          | None                         | None         |
| DWI        | log(φ_0/M_P) | [1.18, 3]   | [50,57.48]       | 2σ           |
| LI (α > 0) | log α     | -2.52,-2.15,-1.77 | [41.20, 56.16] | 2σ-1σ |
| LI (α < 0) | α         | [-0.35, -0.10] | 43.46,50 | 53,57,61 | 2σ-1σ |
In this paper we have analyzed the feasibility of a representative set of inflation potentials in the context of both the standard inflationary framework and the self-induced collapse of the inflaton’s wave function proposal. For this, we have performed a statistical analysis using recent CMB and BAO data to obtain the confidence interval for \( n_s \) in the context of a particular collapse model: the Wigner scheme. Then, we have compared the predictions of each potential for \( n_s \) given by Wigner’s collapse scheme with the 2\( \sigma \) confidence interval resulting from the statistical analysis with observational data. The same analysis was also performed for the prediction of \( n_s \) in the standard inflationary model, but in this case, the comparison was also performed considering confidence regions in the \( n_s - r \) plane. The reason for not including the latter in the analysis of the collapse model is that these models predict a strong suppression of primordial tensor modes.

In Wigner’s scheme, the predicted scalar spectral index is given by \( n_s = 1 + 2\epsilon_1 - \epsilon_2 \), and the observational data suggests that \( n_s \leq 1 \) (at 2\( \sigma \) CL). Henceforth, any inflationary potential that satisfies \( 2\epsilon_1 \leq \epsilon_2 \) will be consistent with the data at 2\( \sigma \) CL within Wigner’s collapse scheme. This result, together with the generically predicted smallness of
$r$, relaxes the constraints on allowed potentials with respect to the standard inflationary model. Specifically, within the collapse framework, constraints from observational data allow for inflationary potentials that are not as concave as the ones required by the standard model.

In particular, the corresponding potentials of DWI, RCMI and NI (see Table I) are very well motivated models from the theoretical point of view and in good agreement with the data when considering Wigner’s scheme (see Table II). On the other hand, in the standard scenario, those same potentials are barely consistent with the data (and possibly will be discarded if future data sets bound $r \leq 0.01$ see Table III). Notably, the three aforementioned potentials are not particularly as concave as the ones in HI, RCHI, ESI and LI (with $\alpha > 0$), which are in perfect agreement with the data in the standard model and in Wigner’s scheme. In contrast, full convex potentials such as LFI for $p \geq 2$ and PLI are not favored by the data in any approach.

The fact that full concave potentials (instead of convex ones) are favored by the data in the standard scenario can be explained as follows. The data indicates that $n_s \leq 1$, hence the contribution of $\epsilon_2$ should dominate in the predicted expression $n_s^{\text{std}} = 1 - 2\epsilon_1 - \epsilon_2$ because $2\epsilon_1$ is required by the data to be as small as $r^{\text{std}}$ (recall that $r^{\text{std}} = 16\epsilon_1$). From the expression of $\epsilon_1$ and $\epsilon_2$ in terms of the potential and its derivatives (see Eqs. [3]), one can see that as observational bounds on $r$ decrease, the potentials’ concavity should increase. In Wigner’s scheme concave potentials are favored by the data as well but also potentials whose shape satisfies $2\epsilon_1 \leq \epsilon_2$. That condition enlarges the families of potentials allowed, including the ones in the border between convex and concave type. In particular, the RCQI model is ruled out in the context of the standard framework while the prediction of the Wigner collapse model is in agreement for a range of the free parameters.

We end our work by stressing that the difference in the predicted expressions for $n_s$ and $r$ with respect to the standard model is due to the self–induced collapse proposal and the semiclassical gravity assumption. This shows that when facing conceptual issues such as the quantum measurement problem in the early Universe, the possible solutions might lead to novel predictions that can be compared with observational data.

**Acknowledgments**

The authors are supported by PIP 11220120100504 (CONICET) and grant G140 (UNLP).

---

[1] P. A. R. Ade et al. (Planck), A & A 594, A13 (2016).
[2] P. A. R. Ade et al. (Planck), A & A 594, A20 (2016).
[3] N. Aghanim et al. (Planck), A & A 594, A11 (2016).
[4] A. A. Starobinsky, Phys. Lett. B91, 99 (1980).
T. Markkanen, S. Rasanen, and P. Wahlman, Phys. Rev. D91

G. Leon, A. De Unanue, and D. Sudarsky, Class. Quant. Grav. 28

G. Leon and D. Sudarsky, Classical and Quantum Gravity D94

S. Alexander, D. Jyoti, and J. Magueijo, Phys. Rev. D90

G. Leon and G. R. Bengochea, Eur. Phys. J. 114, 101301 (2015), 1502.00612.

D. Baumann and L. McAllister, Inflation and String Theory, Cambridge Monographs on Mathematical Physics (Cambridge University Press, 2015), ISBN 9781107089693, 9781316237182, 1404.2601, URL https://inspirehep.net/record/1289899/files/arXiv:1404.2601.pdf

J. Martin and C. Ringleval, Phys. Rev. D82, 023511 (2010), 1004.5525.

J. Martin, C. Ringeval, and V. Vennin, Phys. Rev. Lett. 114, 081303 (2015), 1410.7958.

J. Martin, C. Ringeval, and V. Vennin, Phys. Dark Univ. 5-6, 75 (2014), 1303.3787.

J. Martin, C. Ringeval, R. Trotta, and V. Vennin, JCAP 1403, 039 (2014), 1312.3529.

L. P. Grishchuk and Yu. V. Sidorov, Phys. Rev. D42, 3413 (1990).

L. Grishchuk, H. A. Haus, and K. Bergman, Phys. Rev. D46, 1440 (1992).

D. Polarski and A. A. Starobinsky, Class. Quant. Grav. 13, 377 (1996), gr-qc/9504030.

J. Lesgourges, D. Polarski, and A. A. Starobinsky, Nucl. Phys. B497, 479 (1997), gr-qc/9611019.

L. P. Grishchuk and J. Martin, Phys. Rev. D56, 1924 (1997), gr-qc/9702018.

C. Kiefer and D. Polarski, Adv. Sci. Lett. 2, 164 (2009), 0810.0087.

C. Kiefer, I. Lohman, D. Polarski, and A. A. Starobinsky, Class. Quant. Grav. 24, 1699 (2007), astro-ph/0610700.

I. L. Eguquisquía, A. Feinstein, M. A. Perez Sebastian, and M. A. Valle Basagóiti, Class. Quant. Grav. 15, 1927 (1998), gr-qc/9709061.

C. P. Burgess, R. Holman, and D. Hoover, Phys. Rev. D77, 063534 (2008), astro-ph/0601646.

Y. Nomura, JHEP 11, 063 (2011), 1104.2324.

Y. Nomura, Found. Phys. 43, 978 (2013), 1110.4630.

V. Mukhanov, Physical Foundations of Cosmology (New York: Cambridge University Press, 2005).

A. Albrecht, P. Ferreira, M. Joyce, and T. Prokopec, Phys. Rev. D50, 3891 (1994), astro-ph/9303001.

D. Sudarsky, International Journal of Modern Physics D 20, 509 (2011), 0906.0315.

S. J. Landau, G. Leon, and D. Sudarsky, Phys. Rev. D88, 023526 (2013), 1107.3054.

J. Martin and V. Vennin, JCAP 1805, 063 (2018), 1801.09949.

J. Martin and V. Vennin, JCAP 1806, 037 (2018), 1805.05609.

A. Perez, H. Sahlmann, and D. Sudarsky, Class. Quant. Grav. 23, 2317 (2006), gr-qc/0508100.

P. Cañate, P. Pearle, and D. Sudarsky, Phys. Rev. D87, 104024 (2013), 1211.3463.

R. Penrose, Gen.Rel.Grav. 28, 581 (1996).

L. Diosi, Phys.Lett. A120, 377 (1987).

L. Diosi, Phys.Rev. A40, 1165 (1989).

J. Martin, V. Vennin, and P. Peter, Phys.Rev. D 86, 103524 (2012), 1207.2086.

S. Das, K. Lochan, S. Sahu, and T. P. Singh, Phys. Rev. D88, 085020 (2013), [Erratum: Phys. Rev.D89,no.10,109902(2014)], 1304.5094.

S. Das, S. Sahu, S. Banerjee, and T. P. Singh, Phys. Rev. D90, 043503 (2014), 1404.5740.

G. Leon and G. R. Bengochea, Eur. Phys. J. C76, 29 (2016), 1502.04907.

S. Alexander, D. Jyoti, and J. Magueijo, Phys. Rev. D94, 043502 (2016), 1602.01216.

T. Markkanen, S. Rasanen, and P. Wahlman, Phys. Rev. D91, 084064 (2015), 1407.4691.

A. de Unamue and D. Sudarsky, Phys.Rev. D 78, 043510 (2008), arXiv:0801.4702.

G. Leon and D. Sudarsky, Classical and Quantum Gravity 27, 225017 (2010), 1003.5950.

G. Leon, A. De Unanue, and D. Sudarsky, Class. Quant. Grav. 28, 155010 (2011), 1012.2419.

A. Diez-Tejedor and D. Sudarsky, JCAP 7, 045 (2012), 1108.4928.

B.A. Juárez-Aubry, B. S. Kay, and D. Sudarsky, Phys. Rev. D97, 025010 (2018), 1708.09371.

P. Cañate, E. Ramirez, and D. Sudarsky, JCAP 1808, 043 (2018), 1802.02238.

S. J. Landau, C. G. Scoccola, and D. Sudarsky, Phys. Rev. D85, 123001 (2012), 1112.1830.

G. Leon, S. J. Landau, and M. P. Piccirilli, Eur. Phys. J. C75, 393 (2015), 1502.00921.

M. Benetti, S. J. Landau, and J. S. Alcaniz, JCAP 1612, 035 (2016), 1610.03091.

M. P. Piccirilli, G. Leon, S. J. Landau, M. Benetti, and D. Sudarsky, Int. J. Mod. Phys. D28, 1950041 (2018), 1709.06237.

G. Leon, L. Kraiselbund, and S. J. Landau, Phys. Rev. D92, 083516 (2015), 1509.08399.

G. Leon, A. Majhi, E. Okon, and D. Sudarsky, Phys. Rev. D96, 101301 (2017), 1607.03523.

G. Leon, A. Majhi, E. Okon, and D. Sudarsky, Phys. Rev. D98, 023512 (2018), 1712.02435.

J. A. Wheeler, in Relativity, Groups, and Topology, edited by B. S. DeWitt and C. DeWitt (Gordon and Breach, 1964).

D. Finkelstein, Phys. Rev. 184, 1261 (1969).

T. Konopka, F. Markopoulou, and S. Severini, Phys. Rev. D 77, 104029 (2008).
[65] D. Oriti, in Approaches to Quantum Gravity, edited by D. Oriti (Cambridge University Press, 2009).
[66] H. Steinacker, Class. Quant Grav. 27, 133001 (2010).
[67] K. Eppley and E. Hannah, Foundations of Physics 7, 51 (1977), ISSN 1572-9516, URL https://doi.org/10.1007/BF00715241.
[68] J. Mattingly, Phys. Rev. D73, 064025 (2006), gr-qc/0601127.
[69] N. Huggett and C. Callender, Philosophy of Science 68, S382 (2001).
[70] M. Albers, C. Kiefer, and M. Reginatto, Phys. Rev. D78, 064051 (2008), 0802.1978.
[71] A. Kent, Simple Refutation of the Eppley-Hannah argument (2018), 1807.08708.
[72] D. N. Page and C. D. Gellker, Phys. Rev. Lett. 47, 979 (1981).
[73] S. Carlip, Class. Quant. Grav. 25, 154010 (2008), 0803.3456.
[74] A. Diez-Tejedor, G. Leon, and D. Sudarsky, Gen.Rel.Grav. 44, 2965 (2012), 1106.1176.
[75] M. Mariani, G. R. Bengochea, and G. León, Phys. Lett. B752, 344 (2016), 1412.6471.
[76] W. H. Kinney, Phys. Rev. D72, 023515 (2005), gr-qc/0503017.
[77] A. Lewis, A. Challinor, and A. Lasenby, Astrophys. J. 538, 473 (2000), astro-ph/9911177.
[78] F. Beutler, C. Blake, M. Colless, D. H. Jones, L. Staveley-Smith, L. Campbell, Q. Parker, W. Saunders, and F. Watson, Mon. Not. Roy. Astron. Soc. 416, 3017 (2011), 1106.3366.
[79] A. J. Ross, L. Samushia, C. Howlett, W. J. Percival, A. Burden, and M. Manera, Mon.Not.Roy.Astron.Soc. 449, 835 (2015), 1409.3242.
[80] L. Anderson et al. (BOSS), Mon. Not. Roy. Astron. Soc. 441, 24 (2014), 1312.4877.
[81] A. Lewis and S. Bridle, Physical Review D 66, 103511 (2002), astro-ph/0205436.