Gravitational-wave observations of binary black holes: Effect of non-quadrupole modes
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We study the effect of non-quadrupolar modes in the detection and parameter estimation of gravitational waves (GWs) from non-spinning black-hole binaries. We evaluate the loss of signal-to-noise ratio and the systematic errors in the estimated parameters when one uses a quadrupole-mode template family to detect GW signals with all the relevant modes, for target signals with total masses $20M_\odot \leq M \leq 250M_\odot$ and mass ratios $1 \leq q \leq 18$. Target signals are constructed by matching numerical-relativity simulations describing the late inspiral, merger and ringdown of the binary with post-Newtonian/effective-one-body waveforms describing the early inspiral. We find that waveform templates modeling only the quadrupolar modes of the GW signal are sufficient (loss of detection rate < 10%) for the detection of GWs with mass ratios $q \leq 4$ using advanced GW observatories. Neglecting the effect of non-quadrupole modes will introduce systematic errors in the estimated parameters. The systematic errors are larger than the expected 1σ statistical errors for binaries with large, unequal masses $(q \geq 4, M \geq 150M_\odot)$, for sky-averaged signal-to-noise ratios larger than 8. We provide a summary of the regions in the parameter space where neglecting non-quadrupole modes will cause unacceptable loss of detection rates and unacceptably large systematic biases in the estimated parameters.

1. INTRODUCTION AND SUMMARY

The first direct detection of gravitational waves (GWs) from a ground-based observatory is expected to happen in the next few years. A worldwide network of laser interferometric GW detectors comprising of Advanced LIGO in the USA, Advanced Virgo in Italy, the upcoming KAGRA in Japan and possibly a third LIGO detector in India will soon be operating in conjunction. One of the most promising sources of GWs for ground based detectors is the coalescence (inspiral, merger and ringdown) of binary black holes (BBHs). These systems lose energy and angular momentum through gravitational radiation and inspiral toward each other until they eventually coalesce.

The search for GW signals from BBHs is performed by matched filtering, which uses template models of the expected signal to comb through the data from the detector. However, the GW signal is buried deeply in noise and the ability of matched filtering to detect the signal and to determine the properties of the source depends crucially on how accurately the template models the signal present in the data. If the template is a poor approximation of the true signal, this can affect matched filtering in two ways: (i) it can reduce the signal-to-noise ratio (SNR), potentially causing non-detection, (ii) even if the signal is detected, the estimated parameters of the source can be systematically biased. As the goal of GW astronomy is not just detection of GWs but to extract astrophysical information about the source, the waveform templates should be not only effective in detection (small loss in the SNR), but also faithful in parameter estimation (small systematic biases) [1].

Gravitational waves, being a tensor field, can be decomposed in terms of the spin –2 weighted spherical harmonic basis functions $Y^{\ell m}_2$. GW searches in the past [2, 3] employed templates [4–8] that consisted of only the dominant modes ($\ell = 2, m = \pm 2$) in this expansion. While quadrupole modes are indeed the dominant modes, actual signals will in general have contributions from all the modes and the sub-dominant modes may play an important role in detection and parameter estimation of BBHs, particularly for binaries with high mass ratios and those highly inclined with respect to the detector.

A. Summary of past studies

The effect of non-quadrupole modes in the context of post-Newtonian (PN) inspiral waveforms (which appears as higher order corrections to the amplitude) was first studied by Sintes & Vecchio [9] and explored in detail by Van Den Broeck & Sengupta [10, 11]. They found that the higher order corrections typically decrease the amplitude of the PN waveforms, causing a reduction in the SNR. Nevertheless, the high frequency content introduced by the higher harmonics (the $m > 2$ modes) can significantly reduce the statistical errors in the parameter estimation for binaries with large ($M \geq 50M_\odot$) masses, observed by advanced ground-based detectors [10]. However, in this mass range, the effect of merger-ringdown becomes non-negligible; in the mass range ($M \leq 15M_\odot$) where it suffices to consider only the inspiral stage, recent studies have shown that the effect of higher harmonics is marginal [12–14]. On the other hand, in the context of the space-borne detector LISA, higher harmonics are expected to bring significant reduction in statistical errors [15, 16].

While the earlier work discussed above considered only the inspiral part of the GW signal, in the recent past, when numerical relativity (NR) simulations have become routine, several groups have investigated the effect of sub-dominant modes in the detection of BBHs using waveforms describing the complete inspiral, merger and ringdown stages of the coalescence. Pekowsky et al [17] studied how well quadrupole-mode waveforms match waveforms that include sub-dominant modes for different orientations of the binary with respect to the detector. The matches were evaluated by using NR waveforms as both target and template waveforms at the same point in the parameter space. For non-spinning BBHs with mass ratios $q \equiv m_1/m_2 \leq 15$ and total masses $M \equiv m_1 + m_2 > 100M_\odot$ they
find that the match (that was not maximized over the masses of the templates) can be lower than 0.97 for up to 65% of source orientations. However, orientations that correspond to the least matches also correspond to those with least intrinsic luminosity, therefore the effect of sub-dominant modes is suppressed. While Pekowsky et al calculated matches using the same parameters for the target and template waveforms, actual GW searches employ a template bank over which the match is maximized. Brown et al [18] studied the same problem using a template bank of quadrupole-mode-only effective-one-body waveforms calibrated to numerical relativity simulations (EOBNRv2) [5]. This study, which employed EOBNRv2 waveforms that include sub-dominant modes as the “target signals”, concluded that for non-spinning BBHs with component masses $3M_\odot \leq m_1, m_2 \leq 25M_\odot$, the maximum loss in the detection rate for a binary with given mass parameters (after averaging over other parameters) is less than ~10%. While Brown et al’s investigation considered only binaries with $m_1, m_2 \leq 25M_\odot$, non-quadrupole modes are expected to be more important for binaries with even higher masses. Capano et al [19] recently extended this study to $m_1, m_2 \leq 200M_\odot$. While the study by Brown et al characterized only the loss of SNR of the quadrupole-mode template bank, Capano et al studied, in addition to this, the effect of non-quadrupole modes on the “$\chi^2$” signal-based veto. They also compared the efficiency of a search employing “full-mode” templates with a search using only quadrupole-mode templates after considering the increased false alarm probability (due to the increase in the number of templates). They conclude that, a search employing a full-mode template bank will actually result in a worse sensitivity than one employing a quadrupole-mode-only bank for $q \leq 4$ due to the increase in threshold SNR required to keep the false alarm probability fixed. For binaries with $q > 4$, inclusion of higher modes in the waveform templates can produce a moderate improvement in the detection volume.

While the studies mentioned above investigated the effect of non-quadrupole modes on the detection of GWs, Littenberg et al [20] studied the systematic errors in the estimated parameters and compared them against the expected statistical errors using a parameter estimation algorithm employing Markov-Chain Monte-Carlo (MCMC) technique. Because of the computational cost of the MCMC algorithm, the study had to be restricted to a few sample points in the parameter space. They concluded that, for binaries in the range $1 \leq q \leq 6$ and $M < 60M_\odot$ with a fixed inclination angle $\iota = \pi/3$, the systematic errors introduced by neglecting non-quadrupole modes are smaller than the expected statistical errors at $\text{SNR} \leq 12$. However, for larger masses ($M \geq 120M_\odot, q = 6, \iota = \pi/3$), they have found that neglecting higher modes will cause systematic biases larger than the statistical errors at $\text{SNR} \approx 12$.

### B. Summary of this study

While the study by Pekowsky et al uses NR waveforms as target signals, it was rather incomplete in taking into account all the relevant aspects of the GW searches. The studies by Brown et al and Capano et al, while being exhaustive in considering the relevant aspects of the GW searches, use a semi-analytical waveform family (EOBNRv2, which models only 4 sub-dominant modes) to describe the target signals. Here we supplement the earlier work by revisiting this problem: As our target signals, we use “hybrid waveforms” containing all the relevant modes (with $\ell \ll 4$). The hybrid waveforms are constructed by matching NR simulations describing the late inspiral, merger and ringdown of the binary with PN/EOB waveforms describing the early inspiral. We consider the effective volume of a search ($1$ loss of detection rate) using quadrupole-mode template banks after averaging over all the relative inclinations of the binary with respect to the detector. Our results are broadly in agreement with those obtained by Capano et al. In addition to the detection aspect, we also study the effect of sub-dominant modes in parameter estimation by characterizing the systematic errors in estimating the binary parameters using a quadrupole-only template family. While Littenberg et al studied the systematic and statistical errors at a handful of points in the parameter space (assuming fixed orientation for target binaries), we compare the systematic biases averaged over all angles describing the relative orientation of the binary and compare them against the sky-averaged statistical errors. While Littenberg et al used an MCMC algorithm to compute statistical and systematic errors, we compute the systematic errors by maximizing the match of the quadrupole-only template bank with the target signals including all modes. Statistical errors are computed using the Fisher matrix formalism employing quadrupole-only templates. Wherever comparisons are possible, our results are broadly in agreement with those of Littenberg et al.

We consider non-spinning BBHs with total masses $20M_\odot \leq M \leq 250M_\odot$ and mass ratios $1 \leq q \leq 18$. Hybrid waveforms with $q \leq 8$ are constructed by matching NR waveforms computed by the SpEC code [21–33], kindly made public by the SXS collaboration [34], with PN/EOB waveforms describing
the early inspiral. The phase of the inspiral waveforms is computed in the EOB method and the amplitude of the spherical harmonics modes are computed in the PN approximation accurate to 3PN order. For \( q = 18 \), the NR simulation is performed using the BAM code [35, 36]. We include all modes up to \( \ell = 4 (m = -\ell \text{ to } \ell, \text{ except } m = 0) \) in the hybrid waveforms. As template waveforms (quadrupole mode only) we use EOBNRv2 [5], an effective-one-body waveform calibrated to numerical relativity simulations. The match between the hybrid waveforms and quadrupole mode templates is maximized over the two mass parameters of the templates by the Nelder-Mead down-hill simplex algorithm.

Figure 1 provides an executive summary of the main results. The plot shows the region in the parameter space where contribution from non-quadrupole modes are important for detection and parameter estimation. The horizontal axis reports the symmetric mass ratio \( \eta \) of the binary and the vertical axis reports the total mass \( M \). Shaded areas show the regions in the parameter space where the loss of detection rate due to neglecting non-quadrupole modes is larger than 10\% and/or the systematic bias in the estimated parameters (averaged over all orientations of the binary) are larger than the expected statistical errors for a SNR of 8 (averaged over all sky-locations and orientations of the binary). We have found that neglecting non-quadrupole modes causes large systematic errors (larger than the corresponding statistical errors) in the estimation of \( M \), while the estimation of \( \eta \) is largely unaffected by this.

The rest of this paper is organized as follows: Sec. II gives a brief introduction to the observation of GWs from BBHs and introduces the figures of merit used for this study. Section III provides further details of the methodology, such as details of the NR simulations, construction of the hybrid waveforms, the choice of the template family and the detector model used in this study. Section IV discusses our results. This is followed by some concluding remarks which also lists the limitations of this study and possible future work. Throughout this paper, we follow the convention \( G = c = 1 \). We refer to waveforms that include contributions from sub-dominant modes (\( \ell = 2 \) to 4, \( m = -\ell \text{ to } \ell, \text{ except the } m = 0) \) as “full” waveforms, and waveforms that include only quadrupole modes (\( \ell = 2, m = \pm 2 \)) as “quadrupole” waveforms.

II. OBSERVING GRAVITATIONAL WAVES FROM BINARY BLACK HOLES

The two polarizations \( h_+(t) \) and \( h_\times(t) \) of GWs can be conveniently represented as a complex time-series \( h(t) \equiv h_+(t) - i h_\times(t) \), which can be decomposed into spin \(-2\) weighted spherical harmonics modes \( \hat{h}_{lm}(t) \), so that the radiation along any direction \((t, \varphi_0)\) w.r.t. the source is given by

\[
\hat{h}(t, t, \varphi_0) = \sum_{\ell=2}^{\infty} \sum_{m=-\ell}^{\ell} Y_{\ell m}^{-}(t, \varphi_0) \hat{h}_{lm}(t).
\]  

(2.1)

Above, \( Y_{\ell m}^{-}(t, \varphi_0) \) are the spin \(-2\) weighted spherical harmonic basis functions where \( \ell \) denotes the angle between the line-of-sight from the detector to the source and the total angular momentum of the binary, and \( \varphi_0 \) denotes the initial phase angle of the binary (see Fig. 2). The waveform \( h(t) \) observed at the detector is a linear combination of the two polarizations \( h_+(t) \) and \( h_\times(t) \):

\[
h(t - t_0) = \frac{1}{d_L} \left[ F_+(\theta, \phi, \psi) h_+(t) + F_\times(\theta, \phi, \psi) h_\times(t) \right].
\]  

(2.2)

where \( d_L \) is the luminosity distance to the source, \( t_0 \) is the time of arrival of the signal at the detector, and \( F_+(\theta, \phi, \psi) \) and \( F_\times(\theta, \phi, \psi) \) are the antenna pattern functions of the detector:

\[
F_+ = \frac{1}{2} \left( 1 + \cos^2 \theta \right) \cos 2\phi \cos 2\psi - \cos \theta \sin 2\phi \sin 2\psi, \\
F_\times = \frac{1}{2} \left( 1 + \cos^2 \theta \right) \cos 2\phi \sin 2\psi + \cos \theta \sin 2\phi \cos 2\psi.
\]  

(2.3)

Angles \( \theta \) and \( \phi \) denote the polar and azimuth angles of the binary on the sky measured in the detector frame, and \( \psi \) is the polarization angle (see Fig. 2). The signal observed in a detector depends on the following set of parameters (assuming that the compact objects have negligible spin angular momenta):

\[ \lambda = \{ m_1, m_2, t_0, \varphi_0, \theta, \phi, \psi, d_L \} .\]

GW signals \( h(t) \) from binary black holes, buried in the background noise \( n(t) \), are extracted using the technique of matched filtering, which is the optimal filtering to extract signals of known shapes buried in stationary Gaussian noise. Matched filtering involves maximizing the correlation of the data \( \tilde{d}(t) \equiv d(t) + n(t) \) with a (normalized) template waveform \( \tilde{x} \). This provides a detection statistic, the signal-to-noise ratio (SNR), which is maximized over a “bank” of templates corresponding to different parameters:

\[ \rho = \max_\lambda \left\{ d, \tilde{x}(\lambda) \right\} ,
\]  

(2.4)

where the angular brackets denote the following inner product of two time series \( a(t) \) and \( b(t) \):

\[ \langle a, b \rangle \equiv 4 \text{Re} \int_{f_0}^{\infty} \frac{\tilde{a}(f) \tilde{b}^\ast(f)}{S_n(f)} df .
\]  

(2.5)

Above, \( S_n(f) \) is the one-sided power spectral density (PSD) of the noise \( n(t) \), \( \tilde{a}(f) \) denotes the Fourier transform of \( a(t) \), and \( a^\ast \) indicates complex conjugation. The lower cutoff frequency \( f_0 \) is determined by the seismic wall of the detector noise. The normalized template waveforms is defined as \( \tilde{x} \equiv x / \sqrt{\langle x, x \rangle} .\)

If the detector noise is well approximated by a stationary Gaussian process, a threshold on the SNR \( \rho \) can be used to claim a detection corresponding to a certain false alarm probability. The optimal SNR \( \rho_{\text{opt}} \) in detecting a signal is achieved when the template exactly matches with the signal. Thus,

\[ \rho_{\text{opt}} = \langle h, h \rangle .
\]  

(2.6)

However, in an actual search it is unlikely that the template bank will contain a template waveform that matches exactly with the signal in the data. This can be due to the inaccuracies in modelling the template waveforms, discreteness of the template bank, etc. Thus, the SNR obtained is suboptimal:

\[ \rho_{\text{subopt}} \equiv \rho_{\text{opt}} \cdot \text{FF} ,
\]  

(2.7)

where FF is called the fitting factor [37], defined as:

\[ \text{FF} \equiv \max_\lambda \left\{ \tilde{h}, \tilde{x}(\lambda) \right\} .
\]  

(2.8)

Thus, the fitting factor describes the fraction of optimal SNR that can be obtained using a suboptimal template family/bank, and is thus a useful quantity in characterizing the effectiveness [1] of a template family/bank \( x(\lambda) \) in detecting a target.
signal $h$. Note that, for a fixed SNR threshold, FF is directly related to the “distance reach” of a search, and $\text{FF}^3$ to the “volume reach”.

It is evident [see, e.g., Eqs. (2.2), (2.6) and (2.7)] that the distance/volume reach is a function of not only the intrinsic parameters $(m_1, m_2)$ of the binary, but also some of the extrinsic parameters $(\theta, \phi, t, \psi, \varphi_0)$. For example the SNR, and hence the distance/volume reach is the largest towards “face-on” $(i = 0, \pi)$ binaries and the lowest for “edge-on” $(i = \pi/2)$ binaries. It is useful to define the effective volume of a search, defined as the fraction of the volume reach by an optimal search, averaged over the angles $\theta, \phi, t, \psi, \varphi_0$ after choosing appropriate distributions for these angles:

$$V_{\text{eff}}(m_1, m_2) = \frac{\rho_{\text{subopt}}}{\rho_{\text{opt}}},$$

where the bars indicate averages over $\theta, \phi, t, \psi, \varphi_0$. We can also define the effective fitting factor $\text{FF}_{\text{eff}}$, defined as the cube root of the effective volume

$$\text{FF}_{\text{eff}}(m_1, m_2) = V_{\text{eff}}(m_1, m_2)^{1/3}. \quad (2.10)$$

If a template family has $\text{FF}_{\text{eff}} \geq 0.965$, this means that the (average) loss of search volume due to the mismatch between the template family and the actual signal is less than $\sim 10\%$. In this paper, we will use $\text{FF}_{\text{eff}} = 0.965$ as a benchmark for deciding the effectiveness of a template family.

If we interpret the parameter set $\lambda_{\text{max}}$ that maximizes the inner product in Eq. (2.8) as the parameters of the binary, which can be in general different from the true parameters $\lambda_{\text{true}}$, this will result in the following systematic bias in the estimated parameters:

$$\Delta \lambda = |\lambda_{\text{max}} - \lambda_{\text{true}}|, \quad (2.11)$$

where $| |$ denotes the absolute value.

Similar to the FF and SNR, the systematic biases also depend on the parameters $\lambda$. We would like to use a single number (similar to $\text{FF}_{\text{eff}}$) that quantifies the average bias in estimating the parameters of the binaries that are detectable.

For this purpose we use the $\rho_{\text{subopt}}^3$ weighted average of the systematic biases and call it the effective bias.

$$\Delta \lambda_{\text{eff}}(m_1, m_2) = \frac{\Delta \lambda \cdot \rho_{\text{subopt}}^3}{\rho_{\text{opt}}^3}, \quad (2.12)$$

where the bars indicate averages over $\theta, \phi, t, \psi, \varphi_0$. We use $\rho_{\text{subopt}}^3$ as the weighting factor as it is proportional to the volume accessible to the search using quadrupole templates and is therefore proportional to the number of detectable sources.

GW measurements, like any other measurement in the presence of noise, will also have an associated statistical error. In the limit of high SNR, one reasonable way of estimating the expected statistical error (see, e.g., [38] for caveats) is by using the Cramer-Rao inequality: the error covariance matrix $C_{\alpha \beta}$ is given by

$$C_{\alpha \beta} \geq \Gamma_{\alpha \beta}^{-1}, \quad (2.13)$$

where $\Gamma_{\alpha \beta}$ is the Fisher information matrix:

$$\Gamma_{\alpha \beta} = \left\langle \partial_{\alpha} \lambda, \partial_{\beta} \lambda \right\rangle. \quad (2.14)$$

Above, $\partial_{\alpha} \lambda$ denotes the partial derivative of the waveform $x(f)$ with respect to the parameter $\lambda_\alpha$, and the angle brackets denote the inner products defined in Eq. (2.5). The rms error in measuring the parameter $\lambda_\alpha$ is $\sigma_\alpha = \sqrt{C_{\alpha \alpha}}$. A template family can be considered faithful [1] to the signal if the systematic bias is considerably smaller than the expected statistical error. In this paper, we will take $\langle \Delta \lambda_{\text{eff}} \rangle_\alpha \leq \sigma_\alpha$ as the benchmark for the faithfulness of a template family.

### III. METHODOLOGY

#### A. Numerical-relativity simulations

We use two sets of NR waveforms: For mass ratio $q \leq 8$ we use waveforms computed by the SpEC code [21–33], kindly
made public by the SXS collaboration [34]. The SpEC code evolves conformally flat quasi-equilibrium initial data [33, 39–42] with the generalized harmonic formulation of general relativity [43–45], using a pseudospectral multi-domain method for spatial discretization, and implements co-rotating coordinate system via the dual frame method [27].

For mass ratio $q = 18$, new NR simulations have been performed with the BAM code [35, 36]. This code evolves black-hole-binary puncture initial data [46, 47] generated using a pseudo-spectral elliptic solver [48]. Initial parameters for low-eccentricity inspiral were produced using integrations of the PN equations of motion, as described in [49–51]. The numerical evolution is carried out with the $\chi$-variant of the moving-puncture [52–54] version of the BSSN [55, 56] formulation of the 3+1 Einstein evolution equations. Spatial finite-difference derivatives are sixth-order accurate in the bulk [36], Kreiss-Oliger dissipation terms converge at fifth order, and a fourth-order Runge-Kutta algorithm is used for the time
evolution. A grid hierarchy of 15 levels of refinement boxes is used, where the innermost cubic mesh refinement boxes are roughly a factor 1.5 larger than the black hole horizons, and correspond to 96³ grid-points (not counting buffer zones and a reduction by a factor of 2 by using manifest equatorial symmetry). The free function \( \eta \) in the gamma-freezing shift condition (see Eq. (27) in \[35\]), which controls the size of the black holes, is set to \( \eta = 1 \).

The GWs emitted by the binary are calculated from the Newman-Penrose scalar \( \Psi_4 \). For the SpEC waveforms, \( \Psi_4 \) was extrapolated to future null infinity, while in the case of the BAM waveform, we used the \( \Psi_4 \) extracted at the largest available extraction radius (160M). GW strain is computed from \( \Psi_4 \) using the fixed-frequency-integration algorithm described in \[57\]. Recent comparative discussion of the SpEC and BAM codes, together with other numerical codes used for evolving black hole binaries, are given in \[58, 59\]. Parameters of the NR waveforms used in this paper are summarized in Table 1.

### Table 1: Summary of the parameters of the NR waveforms used

| Simulation ID | \( q \) | \( M_{\text{orb}} \) | \( e \) | # orbits |
|---------------|-------|----------------|------|----------|
| SX5-BBH:0090  | 1     | 0.011          | 9.9 \times 10^{-3} | 32.4    |
| SX5-BBH:0169  | 2     | 0.018          | 1.2 \times 10^{-3} | 15.7    |
| SX5-BBH:0167  | 4     | 0.021          | 9.9 \times 10^{-3} | 15.6    |
| SX5-BBH:0166  | 6     | 0.019          | 4.4 \times 10^{-3} | 21.6    |
| SX5-BBH:0063  | 8     | 0.019          | 2.8 \times 10^{-3} | 25.8    |
| BAM:q18a0a0   | 10    | 0.041          | 2.8 \times 10^{-3} | 6.6     |

### B. Post-Newtonian inspiral waveforms

The spherical harmonics modes (scaled to unit total mass and unit distance) of the PN inspiral waveforms, 3.5PN accurate in phase and 3PN accurate in amplitude can be written as

\[
h_{\ell m}^{\text{PN}}(t) = 2 \mu^2 \sqrt{\frac{16\pi}{5}} H_{\ell m} e^{-i\varphi_{\text{orb}}(t)},
\]

where the mode amplitudes \( H_{\ell m} \) are computed up to 3PN accuracy by \[60\] while the 3.5PN orbital phase \( \varphi_{\text{orb}}(t) \) can be computed in the adiabatic approximation using inputs given in \[61\] and references therein.

However, we have found that, for higher mass ratios (\( q \geq 8 \)) the phase evolution predicted by the standard PN approximants differ appreciably from the template family (EOBNRv2) used in this study, during the late inspiral. Since EOBNRv2 is used as the template waveform, the mismatch due to the difference in phase evolution can be misinterpreted as an effect of non-quadrupole modes. In order to avoid this, we compute the phase evolution of the inspiral part from the \( \ell = m = 2 \) mode of the EOBNRv2 waveforms. That is,

\[
h_{\ell m}^{\text{PN}}(t) = 2 \mu^2 \sqrt{\frac{16\pi}{5}} H_{\ell m} e^{-i\varphi_{\text{EOB22}}(t)/2},
\]

where \( \varphi_{\text{EOB22}} \) is the phase of the \( \ell = m = 2 \) mode of the EOBNRv2 waveform. Note that, for \( m = 2 \) modes, \( H_{\ell m} \) contains imaginary terms at order 2.5PN and above, which can be absorbed into the phase. However, since this correction appears at order 5PN and above in the phase, we neglect these corrections and use \( H_{\ell m} \) instead of \( H_{\ell m}^{\text{PN}} \) for the \( m = 2 \) modes.

### C. Construction of hybrid waveforms

We construct a set of hybrid waveforms containing all the relevant modes by matching NR waveforms with PN waveforms with the same intrinsic binary parameters, using a generalization of the method introduced in \[62\]. Note that the frames with respect to which the NR and PN waveforms are decomposed into spherical harmonics modes can be different (see Sec. II). These frames need to be aligned with each other before matching the NR modes \( h_{\ell m}^{\text{NR}}(t) \) with PN modes \( h_{\ell m}^{\text{PN}}(t) \).

In general three Euler rotations \( (\iota, \varphi_0, \psi) \) can be performed between the two frames. However, one angle \( (\iota) \) is fixed by the choice of aligning the \( z \) axis of both (PN and NR) frames along the direction of the total angular momentum of the binary, which is uniquely defined (while different conventions can be followed in defining the other two angles). Note that the two Euler angles \( \varphi_0 \) and \( \psi \) can be absorbed into one if we are only considering one value of \( m \), as in previous work on quadrupole modes.

We match the PN modes with NR modes by a least square fit over two rotations \( (\varphi_0, \psi) \) on the NR waveform and the time-difference between NR and PN waveforms:

\[
\delta = \min_{\varphi_0, \psi} \int dt \sum_{\ell m} |h_{\ell m}^{\text{NR}}(t - t_0) e^{i\varphi_0 + \psi} - h_{\ell m}^{\text{PN}}(t)|^2.
\]

Note that \( \delta \) represents the integrated difference between NR and PN waveforms over an appropriately chosen matching interval \((t_1, t_2)\), where the NR and PN calculations are assumed to be accurate. The hybrid waveforms are constructed by combining the NR waveform with the “best matched” PN waveform in the following way:

\[
h_{\ell m}^{\text{hyb}}(t) \equiv \tau(t) h_{\ell m}^{\text{NR}}(t - t_0) e^{i\varphi_0 + \psi} + (1 - \tau(t)) h_{\ell m}^{\text{PN}}(t),
\]

where \( t_0, \varphi_0, \psi \) and \( \psi' \) are the values of \( t_0, \varphi_0 \) and \( \psi \) that minimizes the difference \( \delta \) between PN and NR waveforms. Above, \( \tau(t) \) is a weighting function defined by:

\[
\tau(t) = \begin{cases} 
0 & \text{if } t < t_1 \\
\frac{t - t_1}{t_2 - t_1} & \text{if } t_1 \leq t < t_2 \\
1 & \text{if } t_2 \leq t.
\end{cases}
\]

For \( q \leq 8 \), the matching region \((t_1, t_2)\) was chosen to be \((1000M, 2000M)\), where \( t = 0 \) is defined as the start time of “clean” NR data after the junk radiation. The orbital frequencies corresponding to the start and the end of the matching region range from \( M_{\text{orb}} \in (0.012, 0.023) \) and \( M_{\text{orb}} \in (0.012, 0.029) \), depending on the length of the NR waveform. The NR waveform was shorter for \( q = 8 \). Hence the matching region was chosen to be \((100M, 400M)\), corresponding to \( M_{\text{orb}} = 0.042 \) and \( M_{\text{orb}} = 0.048 \).

We consider spherical harmonic modes up to \( \ell = 4 \) and \( m = -\ell \) to \( \ell \) in this analysis, except the \( m = 0 \) modes. An example of the hybrid waveform modes for a non-spinning binary with \( q = 8 \) is shown in Fig. 3. It can be seen that higher modes are excited only during the very late inspiral, merger and ringdown. The effect of higher modes will be appreciable only in the mass range where the SNR contributed by the merger-ringdown is a significant fraction of the total SNR. This is the reason we restrict our study to the mass range \( 20M_\odot \leq M \leq 250M_\odot \).
FIG. 4: Optimal SNR averaged over polarization angle $\psi$ for binaries located at 1 Gpc. The y-axis shows the inclination angle $i$ in radians and the x-axis shows the initial phase of the binary $\varphi_0$ in radians. The left (right) corresponds to binaries with mass ratio $q = 1$ ($q = 8$) and total mass $M = 100M_\odot$.

FIG. 5: Fitting factor of quadrupole templates for different orientation angles, averaged over polarization angle $\psi$. The y-axis shows the inclination angle $i$ in radians and the x-axis shows the initial phase of the binary $\varphi_0$ in radians. The left (right) panel correspond to binaries with mass ratio $q = 1$ ($q = 8$) and $M = 100M_\odot$. It may be noted that the fitting factor is smallest (largest) at $i = \pi/2$ ($i = 0, \pi$) where contribution from the non-quadrupolar modes is the largest (smallest).

D. Choice of template waveforms

We use the quadrupole modes ($\ell = 2, m = \pm 2$ modes) of the EOBNRv2 [5] waveform family as detection templates for this study. These waveforms have very good agreement with the quadrupole modes of the hybrid waveforms discussed in the previous section. Note the EOBNRv2 also includes the effect of non-quadrupole modes. However, since this study aims to understand the effect of neglecting the non-quadrupole modes, we take only the quadrupole modes of EOBNRv2 as templates. The waveforms are generated in time-domain using the LALSimulation [63] software package.

E. Detector model, computation of the fitting factor

In our study we use the “zero-detuned, high-power” design noise PSD [64] of Advanced LIGO with a low frequency cut-off of 20 Hz. To compute the fitting factor [see Eq. (2.8)], the maximization of the inner product over the two template parameters $\varphi_0$ and $t_0$ is performed using the standard techniques – by taking the absolute value of the inner product defined in Eq. (2.5) and by maximizing the correlation function by means of a Fast Fourier Transform. Maximization of the inner product over the mass parameters is performed using the Nelder-Mead down-hill simplex maximization algorithm as implemented in SciPy [65]. We choose to do this maximization in the two dimensional space of chirp mass $M \equiv M\eta^{3/5}$ and symmetric mass ratio $\eta \equiv m_1m_2/M^2$.

IV. RESULTS AND DISCUSSION

A. Effectualness of quadrupole-mode templates

In this section, we evaluate the effectualness of the quadrupole-mode templates by computing the fitting factor of a quadrupole-mode-only inspiral-merger-ringdown template family, EOBNRv2 against the hybrid waveforms described in Section III C.

It is evident from Eqs. (2.1) and (2.2) that the observed GW signal $h(t)$ depends on angles $\iota, \varphi_0, \psi, \theta$ and $\phi$. However, the dependence of $h(t)$ on $\theta$ and $\phi$ comes as an amplitude scaling and a constant phase shift (see, e.g., [17]). While the observed SNR has a strong dependence on $\theta$ and $\phi$, since the match between the signal and template is computed using normalized waveforms, the match has only very weak dependence on these angles. Hence we set $\theta = \phi = 0$ in this study. The error introduced by this restriction is very small ($\sim 0.1\%$) due the weak dependence of the matches on $\theta, \phi$ and the strong se-
FIG. 6: Thick lines show the “ineffectualness” (1 - FF$_{\text{eff}}$) of quadrupole mode templates towards hybrid waveforms including sub-dominant modes, while the thin lines show the same towards hybrid waveforms including only the quadrupole ($\ell = 2, m = \pm 2$) modes. The horizontal axis reports the total mass of the binary while the mass ratio is shown in the legend. The horizontal dashed black line corresponds to $1 - \text{FF}^3_{\text{eff}} = 10\%$. Note that some of the thin lines are not visible in this plot as their values are $\ll 10^{-3}$.

Selection bias towards binaries with $\theta = 0, \pi$ (where the antenna pattern function peaks).

Fig. 4 shows the optimal SNR of the hybrid waveforms at different values of $\iota$ and $\varphi_0$ (averaged over the polarization angle $\psi$). We see that the SNR is the largest for “face-on” orientations ($\iota = 0, \pi$; poles in the plots) and smallest for “edge-on” orientations ($\iota = \pi/2$; equator in the plots). This is due to the fact that contribution from the quadrupole modes (which are the dominant modes) are the largest for face-on orientations and the smallest for edge-on orientations. It can be seen from the right plot of Fig. 4 (which corresponds to a $q = 8$ binary) that the SNR drops less as $\iota \to \pi/2$, as compared to the left plot (which corresponds to a $q = 1$ binary). This is a reflection of the fact that the contribution from sub-dominant modes increases with increasing mass ratio.

Figure 5 shows the FF of the EOBNRv2 templates towards hybrid waveforms constructed at different values of $\iota$ and $\varphi_0$ (averaged over the polarization angle $\psi$). It is clear that for the case of the equal-mass binary (left panels) there is practically no loss of the SNR for all orientations of the binary, while for the binary with mass ratio 8 (right panels), the FF can be as low as $\sim 0.84$ for binaries that are highly inclined with the detector. Note that the FF is still high near the face-on orientations and low near the edge-on orientation. This is explained by the fact that the face-on orientation is almost entirely comprised of quadrupole mode, and the template is a good representation of the true signal at this orientation. In contrast, the relative contribution from the sub-dominant modes is the highest for the edge-on case, resulting in low FFs.

From these results we see that the orientations that are modeled least (most) faithfully by the quadrupole mode are also the orientations that have the least (most) luminosity, therefore mitigating the effect of sub-dominant modes and inherently reducing their importance, as noted by previous studies [17–19].

As the FF varies significantly with different orientations, we evaluate the FF at all possible orientations of the binary with respect to the detector by varying $\cos \iota, \varphi_0$ and $\psi$ uniformly in $[-1, 1], [0, 2\pi]$ and $[0, 2\pi]$ respectively. We then compute the effective fitting factor FF$_{\text{eff}}$ by doing a weighted average of the FF values as defined in Eq. (2.10). Figure 6 shows the difference between the two cases indicates the effect of sub-dominant modes on the detection problem.

From the thick lines we see that the ineffectualness increases with increasing mass ratio, due to the fact that higher order modes are excited by a larger extent for binaries with high mass ratios. Also note the trend that the ineffectualness increases with the total mass of the binary. The sub-dominant modes are excited more prominently during the merger and ringdown stages of the coalescence and are therefore more important for high-mass binaries, for which the observed signal is dominated by the merger and ringdown. We set FF$_{\text{eff}} \geq 0.965$ (which corresponds to a $\sim 10\%$ loss in detection volume) as the benchmark for the relative importance of non-quadrupole modes in the detection. We see that FF$_{\text{eff}} > 0.965$ for binaries with $q \leq 4$. However for higher mass ratios ($q > 4$) the effective fitting factor falls below 0.965 for “high-mass” binaries. Figure 1 summarizes the region in the parameter space where the loss of detection rate due to neglecting non-quadrupole modes is greater than 10%.

B. Systematic errors in estimating parameters

In this section we study the systematic errors in the estimated parameters (total mass $M$ and symmetric mass ratio $\eta$) of BBHs due to neglecting non-quadrupole modes. We evaluate the fractional systematic biases at all possible orientations of the binary with respect to the detector after varying $\cos \iota, \varphi_0$ and $\psi$ uniformly in $[-1, 1], [0, 2\pi]$ and $[0, 2\pi]$ respectively. As an example, the relative systematic bias in estimating the total mass $M$ for different values of $\iota$ and $\varphi_0$ (averaged over the polarization angle $\psi$) is shown in Fig. 7.

The effective bias [see Eq. (2.12)] in estimating the parameters $M$ and $\eta$ as a function of the total mass of the binary for different mass ratios is plotted in Fig. 8. As before, the thick lines correspond to the systematic errors assuming that the target signals are “full” hybrid waveforms. The corresponding thin lines show the systematic errors assuming that target waveforms are “quadrupole” hybrid waveforms (i.e., the systematic errors due to the inaccurate modeling of the quadrupole modes). The difference between the two cases gives an indication of the systematic errors introduced due to neglecting the non-quadrupole modes in the templates. If the solid lines are well above the corresponding thin lines, this indicates that the error budget is dominated by the effect of non-quadrupole modes. The systematic errors in estimating $M$ are generally dominated by the errors in neglecting non-quadrupole modes, for binaries with $q > 1$ and $M \gtrsim 70M_\odot$. On the other hand, the systematic errors in estimating $\eta$ are dominated by the same effect only in a small, intermediate mass range ($70M_\odot \lesssim M \lesssim 120M_\odot$).

Let us note that, as long the systematic errors are significantly lower than the statistical errors, it is safe to ignore the
systematic errors. Statistical errors are fundamental limits to a measurement due to the intrinsic stochasticity of the noise. In order to gauge the relative importance of the systematic errors discussed above, we compare them against the expected statistical errors from a search using quadrupole templates. The statistic errors are evaluated using a Fisher matrix analysis, taking the sources at a constant SNR of 8 averaged over all angles ($\theta, \phi, t, \psi, \varphi$). Figure 9 compares the 1σ statistical errors (dashed lines) in estimating $M$ and $\eta$ using quadrupole mode templates with the effective systematic bias (solid lines) in parameter estimation of the same assuming that target waveforms contain all the relevant modes. It can be seen that the error budget in the parameter estimation of $M$ is, in general, dominated by systematic errors for high-mass ($M \gtrsim 150M_\odot$) binaries with large mass ratio ($q \gtrsim 4$), while the estimation of $\eta$ is in dominated by the statistical errors over almost the entire parameter space under consideration. Figure 1 summarizes the region in the parameter space where the error budget is dominated by the systematic errors.

The fact that there is a region in the parameter space (bottom left region in Fig. 1) where non-quadrupole modes are important for detection, but not for parameter estimation may seem surprising. A closer look at Figs. 4, 5, 7 will reveal the cause: For the case of highly unequal-mass binaries, a search using quadrupole-only templates preferentially selects binaries with face-on orientation (due to the low fitting factor of quadrupole-only templates towards highly inclined binaries). Among the observed binaries the contribution from non-quadrupole modes is negligible, and hence they make little impact on parameter estimation. There is also a region in the parameter space (top right region in Fig. 1) where non-quadrupole modes are important for parameter estimation, but not for detection. In this high-mass region, due to the small number of cycles in the detector band, quadrupole-mode templates are able to mimic the full-mode signal at the cost of introducing a large systematic bias in the estimated total mass.

V. CONCLUSION

We studied the effects of sub-dominant modes in the detection and parameter estimation of non-spinning BBHs using advanced GW detectors. As target signals we used hybrid waveforms constructed by matching NR simulations de-
scribing the late inspiral, merger and ringdown of the coalescence with PN/EOB waveforms describing the early inspiral. These signals contained contributions from all modes up to \( \ell = 4 \) and \( m = -\ell \) to \( \ell \) except the \( m = 0 \) modes. Our study considered non-spinning BH binaries with total masses \( 20M_\odot \leq M \leq 250M_\odot \), mass ratios \( 1 \leq q \leq 18 \) and all angles describing the orientation of the binary. We quantified the effect of non-quadrupole modes on detection in terms of the effective fitting factor (cube root of the fractional detection volume) and the effect on parameter estimation in terms of the effective bias in the estimated parameters. Although several of these aspects have been studied in the past, we believe that this paper provides a comprehensive summary of the effect of non-quadrupole modes in the detection and parameter estimation of binary black holes. Figure 1 shows the regions in the parameter space where the contribution from non-quadrupole modes is important for GW detection and parameter estimation.

Let us also list the limitations of this work. While our study was restricted to the case of non-spinning BBHs, we expect the searches and parameter estimation in Advanced LIGO/Virgo data to employ spinning waveform models, most likely aligned-spin models for searches, and generic-spinning models for parameter estimation [66]. It is unclear how our conclusions will change in the presence of spins. The precision and accuracy with which the mass ratio can be measured is severely diminished by a partial degeneracy with the spin components parallel to the orbital angular momentum [67–70], but this can be mitigated somewhat when parameter estimation is performed with a generic spinning waveform model [71] and also when the binary’s orientation makes precession effects detectable [14]. However, since the main contributor to higher modes is the mass ratio (the dominant modes in precessing systems are still confined to \( \ell = 2 \)), we expect our broad conclusions to continue to hold. Also, while we studied the loss of SNR due to neglecting non-quadrupole modes, we did not study their effect on signal-based vetoes such as the “chisquare” veto. Note that we estimated the expected statistical errors using the Fisher matrix formalism. Since the errors given by the Cramér-Rao bound are lower limits, our estimates on the region of the parameter space where the systematic errors due to neglecting non-quadrupole modes are negligible should be treated as conservative estimates.

Employing search templates including the effect of non-quadrupole modes is likely to improve the detection rates of BBHs in certain regions in the parameter space. However, in order to quantify this we need to consider the possible increase in the false alarm rate due to the change in the distribution of the “background” (noise-generated triggers) when the detection statistic is maximized over additional parameters describing the relative orientation of the binary (see, e.g., Appendix A of [19]). In addition, we note that employing “full-mode” templates in parameter estimation is likely to reduce not only the systematic errors but also the statistical errors (due to the increased information content in the waveform). We leave some of these investigations as future work.
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