Dark-bright solitons in coupled NLS equations with unequal dispersion coefficients
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We study a two-component nonlinear Schrödinger system with repulsive nonlinear interactions and different dispersion coefficients in the two components. We consider states that have a dark solitary wave in the one-component. Treating it as a “frozen” one, we explore the possibility of the formation of bright solitonic bound states in the other component. We identify bifurcation points of such states in the linear limit for the bright component, and explore their continuation in the nonlinear regime. An additional analytically tractable limit is found to be that of vanishing dispersion of the bright component. We numerically identify regimes of potential stability not only of the single-peak ground state (the dark-bright solitary wave), but also of excited states with one or more zero crossings in the bright component. When the states are identified as unstable, direct numerical simulations are used to investigate the outcome of the instability manifestation.

I. INTRODUCTION

Atomic Bose-Einstein condensates (BECs) [1,2] constitute a platform which is ideal for the study of numerous nonlinear wave phenomena; see, e.g., the recent reviews [3–6]. One of the particularly interesting directions in that regard, has been the study of multi-component BEC systems and solitary waves therein. This is a subject of broad interest, not only in the realm of atomic BECs, but also in nonlinear optics [7], as well as in studies of integrable systems in mathematical physics [8]. Arguably, one of the most intriguing coherent structures in the multi-component settings under the presence of defocusing nonlinearities (in terms of optical systems), or repulsive inter-atomic interactions (in BECs), are the dark-bright (DB) solitons. In particular, exact solutions for such states are available in the well-known integrable self-defocusing two-component Manakov system [9]. Generally, the DB solitons are ubiquitous in two-component systems, i.e. the nonlinear Schrödinger or Gross-Pitaevskii equations (NLSE or GPE), in which both the self- and cross-phase modulations (SPM and XPM) are represented by cubic terms.

In the DB structures, the customary dark soliton of the defocusing NLSE induces an effective potential, via the XPM interaction, in the other component, which, in turn, produces self-trapping of bright-soliton states in the latter component. This possibility has been studied extensively in atomic BECs; see, e.g., Refs. [10–19]. Such waveforms have been reported in experiments, both in two-component BEC mixtures, which make use of two different atomic states of $^{87}$Rb [20–25], and in nonlinear optics [26–28]. The BEC experimental studies have examined the dynamics of a single DB soliton in a trap [20,22], the generation of multiple DB solitons in a counterflow experiment [21], the study of their interactions [23], as well as the creation of $SU(2)$-rotated DB solitons, in the form of beating dark-dark solitons [24,25].

Our aim in the present work is to attempt to carry this fundamental structural idea for the existence of DB solitary waves a bit further, i.e., beyond the integrable or very close to integrable limit of the Manakov model. In fact, the nearly-integrable setting has been studied extensively in atomic BECs; see, e.g., Refs. [10,19]. Such waveforms have been reported in experiments, both in two-component BEC mixtures, which make use of two different atomic states of $^{87}$Rb [20–25], and in nonlinear optics [26,28]. The BEC experimental studies have examined the dynamics of a single DB soliton in a trap [20,22], the generation of multiple DB solitons in a counterflow experiment [21], the study of their interactions [23], as well as the creation of $SU(2)$-rotated DB solitons, in the form of beating dark-dark solitons [24,25].

Our aim in the present work is to attempt to carry this fundamental structural idea for the existence of DB solitary waves a bit further, i.e., beyond the integrable or very close to integrable limit of the Manakov model. In fact, the nearly-integrable setting has been studied extensively useful and relevant to the experiment, due to the fact that the ratios of inter- and intra-species interactions between different hyperfine atomic states of $^{87}$Rb in the BEC mixtures (|1, 0⟩ and |2, 0⟩, as well as |1, −1⟩ and |2, −2⟩) are very close to unity. The “dispersion” coefficients in this setting are equal too, as they are determined by the same atomic weight. It is relevant to note in passing that, quite recently [29], the studies of spin-orbit-coupled BECs [30] have lead to a set of coupled GPEs (via a multiple-scale reduction scheme) where the effective dispersion coefficients could differ substantially (and controllably), as they depend on the curvature of the
The dark-soliton solution is given by

\[ \Phi_\pm = \Phi_{\text{fix}} \pm \sqrt{g} \exp(\mu \pm x), \]

where \( \Phi_{\text{fix}} \) are associated with the local curvature of the different branches of the dispersion relation. The fields \( \Phi_\pm \) play the role of the inverse masses, while in the spin-orbit BECs application of [29], they fix the dispersion coefficients \( D_\pm \), nonlinearity constant \( \gamma \) and interaction coefficients \( g_{jk} \) \( (j, k = 1, 2 \text{ and } g_{21} \equiv g_{12}) \). In BECs of different species, \( D_\pm \) play the role of the inverse masses, while in the spin-orbit BECs application of [29], they are associated with the local curvature of the different branches of the dispersion relation. The fields \( \Phi_\pm = \Phi_\pm(x, t) \) in Eqs. (1) will correspond to the dark (with “−” sign) and bright (with “+” sign) -soliton components, respectively. We fix \( g_{jk} = 1 \) for all \( j, k = 1, 2 \) (motivated by the actual situation for the BEC mixtures in \(^{87}\text{Rb}\)) and \( D_- = \gamma = 1 \) (which is always possible upon rescaling), while we set \( D_+ = D (\geq 0) \). Stationary solutions of Eqs. (1) can be found using the ansatz \( \Phi_\pm(x, t) = \phi_\pm(x) \exp(-i\mu_\pm t) \), where \( \phi_\pm(x) \) are real-valued functions, and \( \mu_\pm \) are the effective chemical potentials. Then, Eqs. (1) reduce to the coupled system of stationary equations

\[ i\partial_t \Phi_- = -\frac{D_-}{2} \partial_{xx} \Phi_- + \gamma \left( g_{11} |\Phi_-|^2 + g_{12} |\Phi_+|^2 \right) \Phi_-, \]

\[ i\partial_t \Phi_+ = -\frac{D_+}{2} \partial_{xx} \Phi_+ + \gamma \left( g_{21} |\Phi_-|^2 + g_{22} |\Phi_+|^2 \right) \Phi_+, \]

with dispersion coefficients \( D_\pm \), nonlinearity constant \( \gamma \) and interaction coefficients \( g_{jk} \). Stationary solutions of Eqs. (1) can be found using the ansatz \( \Phi_\pm(x, t) = \phi_\pm(x) \exp(-i\mu_\pm t) \), where \( \phi_\pm(x) \) are real-valued functions, and \( \mu_\pm \) are the effective chemical potentials. Then, Eqs. (1) reduce to the coupled system of stationary equations

\[ \mu_- \phi_- = -\frac{1}{2} \partial_{xx} \phi_- + \left( \phi_-^2 + \phi_+^2 \right) \phi_-, \]

(2a)

\[ \mu_+ \phi_+ = -\frac{D_+}{2} \partial_{xx} \phi_+ + \left( \phi_-^2 + \phi_+^2 \right) \phi_+, \]

(2b)

for the unknown steady state solutions \( \phi_\pm \). In the absence of the bright component, i.e. \( \phi_+ = 0 \), an obvious dark-soliton solution is given by

\[ \phi_-(x) = \sqrt{\mu_-} \tanh \left( \sqrt{\mu_-} x \right). \]

(3)

With this solution playing the role of the background for the small bright component \( \phi_+ \), the linearized form of equation (2b) in the field \( \phi_+ \) for given \( \mu_- \) leads to an eigenvalue problem in the form of

\[ L \phi_+ = \lambda \phi_+, \]

(4)
where \( \mathcal{L} = \frac{D}{2} \partial_{xx} + \mu_+ \sech^2 (\sqrt{\mu_-} x) \) is a linear operator, and \((\lambda, \phi_+)\) is the eigenvalue-eigenvector pair with \( \lambda = \mu_+ - \mu_\). According to standard results from quantum mechanics for this well-known Pöschl-Teller potential, Eq. (4) gives rise to the bound state of order \( n \) (\( n = 0 \) corresponds to the ground spatially even state, \( n = 1 \) to the first odd state, etc.) which exists under the following condition

\[
D < D_{\text{crit}}^{(n)} = 2/ |n(1+n)|.
\]

In particular, the ground state is always present, while the first odd state exists at \( D < 1 \), the first excited even state at \( D < 1/3 \), the next excited odd state \((n = 3)\) exists at \( D < 1/6 \) and so on.

It can thus be expected that nonlinear solutions corresponding to the ground and excited states of the linear limit will bifurcate at these critical values of \( D \) with the corresponding eigenvalues \( \mu_+ \) of the linear problem [4]; on the other hand, \( \mu_- \) is a given amplitude of the background for the dark soliton which is set to unity in our numerical computations below.

As explained in the Introduction, \( D = 0 \) is an additional limit of the problem that can be treated analytically. In that case, Eqs. (2a) and (2b) degenerate into

\[ \frac{1}{2} \phi''_\pm + (\mu_+ - \mu_-) \phi_\pm = 0, \quad \phi^2_\pm (x) = \mu_+ - \phi^2_\pm (x), \quad \text{at} \quad \phi^2_\pm < \mu_+, \quad (6a) \]

\[ \mu_- \phi_- = \frac{1}{2} \phi''_- + \phi^3_-, \quad \phi_+ = 0, \quad \text{at} \quad \phi^2_- > \mu_-., \quad (6b) \]

This is a case reminiscent of the well-known Thomas-Fermi approximation for \( \phi_- \) in the context of atomic BECs, with the difference that the role of the potential here is played by the component \( \phi_+ \). Solutions to Eqs. (6a) and (6b) exist for \( \mu_- > \mu_+ \), like in the case of Eq. (4). Odd solutions are built as

\[
\phi_-(x) = \phi_0 \sin \left( \sqrt{2(\mu_+ - \mu_-)} x \right), \quad \phi^2_+(x) = \mu_+ - \phi^2_-(x), \quad \text{at} \quad |x| < \xi,
\]

\[
\phi_-(x) = \text{sgn}(x) \sqrt{\mu_-} \tanh \left( \sqrt{\mu_-} (|x| - x_0) \right), \quad \phi_+ = 0, \quad \text{at} \quad |x| > \xi. \quad (7)
\]

where constants \( \phi_0, \xi, \) and \( x_0 \) are determined by the three matching conditions,

\[
\phi_0 \sin \left( \sqrt{2(\mu_+ - \mu_-)} \xi \right) = \sqrt{\mu_+}, \\
\sqrt{\mu_-} \tanh \left( \sqrt{\mu_-}(\xi - x_0) \right) = \sqrt{\mu_+}, \\
\phi_0 \sqrt{2(\mu_+ - \mu_-)} \cos \left( \sqrt{2(\mu_+ - \mu_-)} \xi \right) = \frac{\mu_-}{\cosh^2 \left( \sqrt{\mu_-} (\xi - x_0) \right)}. \quad (8)
\]

An exact analytical solution of Eq. (8) can be found in the form

\[
\phi_0 = \sqrt{\frac{1}{2} (\mu_+ + \mu_-)}, \\
\xi - x_0 = \left( 1/\sqrt{\mu_-} \right) \tanh^{-1} \left( \sqrt{\frac{\mu_+}{\mu_-}} \right), \\
\xi = \frac{1}{\sqrt{2(\mu_+ - \mu_-)}} \left[ \sin^{-1} \left( \sqrt{2\mu_+ \mu_-} + 2\pi n \right) \right], \quad (9)
\]

where \( n = 0 \) represents the single DB soliton, while higher values of \( n \) correspond to a larger number of DBs, e.g., \( n = 1 \) corresponds to 5 etc. It is clear that via this approach exact analytical formulas can be derived for the various branches of solutions for \( D = 0 \) (although, given the cumbersome nature of the formulas, we will not discuss such higher order analytical forms here).

### III. THE COMPUTATIONAL ANALYSIS

#### A. Numerical Methods

Throughout this section, numerical results are presented for the coupled NLS system [1]. Our investigation addresses three basic issues: existence, stability and dynamical evolution. The first two are considered by performing one-parameter continuation of the steady-state solution, varying the chemical potential \( \mu_+ \), for different values of the
dispersion coefficient $D$. When the solutions are found to be unstable/stable, their dynamical evolution is monitored by means of direct numerical simulations to explore/corroborate the outcome of the instability/stability.

Initially, we employ a one-dimensional uniform spatial grid consisting of $N$ points labeled by $x_j = -L + 2jL/(N+1)$ and $j = 1, \ldots, N$ with lattice spacing (resolution) $\delta x$ and half-width $L$. The left and right boundary points are located at $j = 0$ and $j = N + 1$, respectively. In all the cases studied herein we fix $\delta x = 0.1$ and $L = 30$ (except for the evolution of the first excited symmetric state with $D = 0.25$ and $\mu_+ = 0.99$, where we use $L = 60$). This way, both fields $\phi_{\pm}(x)$ and $\Phi_{\pm}(x, t)$ are replaced by their discrete counterparts on the spatial grid, i.e. $\phi_{\pm}(x_j)$ and $\Phi_{\pm}(t) = \Phi_{\pm}(x_j, t)$, respectively. Then, the second-order spatial derivatives in Eqs. (1) and (2) (as well as in Eqs. (A3a) and (A3c) in the Appendix [A]) are replaced by second-order central-difference formulas. Finally, the no-flux boundary conditions are applied at the edges of the spatial grid, i.e. $\partial_x \phi_{\pm}|_{x = \pm L} = 0$ and $\partial_x \Phi_{\pm}(t)|_{x = \pm L} = 0$, for all $t$. The latter are coupled into the internal discretization scheme using first-order forward and backward difference formulas at the left and right boundaries, respectively. Thus, the no-flux boundary conditions are enforced by explicitly requiring $\phi_{0, \pm} = \phi_{1, \pm}$ and $\Phi_{N, \pm} = \Phi_{N+1, \pm}$, as well as $\Phi_{0, \pm}(t) = \Phi_{1, \pm}(t)$ and $\Phi_{N, \pm}(t) = \Phi_{N+1, \pm}(t)$.

As far as the existence part is concerned, steady-state solutions of Eqs. (2) are identified by employing a Newton-Krylov method [38], together with a suitable initial guess in order to ensure convergence. To that end, our starting point is the eigenvalue problem (4) which is solved numerically. In particular, we focus on a bound state of order $n$ and we pick a value of $D$ satisfying the threshold condition (5). Then, we determine the value of $\mu_+$ corresponding to one of the lowest eigenvalues $\lambda$ (although the choice made here is adjusted appropriately to the particular bound state studied) and the corresponding eigenvector (or bright component) $\phi_+$ is obtained afterwards. As a result, the “seed” fed into our nonlinear solver consists, essentially, of the pair $(\mu_+, \phi_+)$ together with the dark component $\phi_-$ given by Eq. (5). Next, we trace steady-state solutions, for a given value of dispersion coefficient $D$, by performing a single-parameter numerical continuation, with chemical potential $\mu_+$ to be the continuation parameter. Our approach is based on the sequential continuation method, i.e., providing the solution for given $\mu_+$ found by the nonlinear solver, as the “seed” for the next continuation step. We corroborate our results using the pseudo-arclength continuation method (see, for instance, [39] and references therein), although numerical results using the sequential method are reported throughout this section.

Furthermore, we investigate the stability of the steady states obtained by our Newton solvers at each continuation step, using linearized equations for small perturbations (see Appendix [A]). In particular, an eigenvalue problem (cf. Eq. (A2)) is obtained (at order $O(\varepsilon)$) and solved numerically afterwards. The steady state is classified as a stable one if none of the eigenfrequencies $\omega = \omega_r + i \omega_i$ has a non-vanishing imaginary part $\omega_i$. If the steady state possesses at least one eigenfrequency with $\omega_i \neq 0$, this signals the presence of an instability. Two types of instabilities can be thus identified: i) exponential instabilities characterized by a pair of eigenfrequencies with zero real part, and ii) oscillatory instabilities characterized by a complex eigenfrequency quartet.

Finally, the spectral stability results obtained from the eigenvalue problem are checked against direct dynamical evolution of the coupled NLS system (1) forward in time. To this end, the Dormand and Prince method (DOP853) with an automatic time-step adaption procedure (see, the appendix in [10]) and tolerance $10^{-13}$ is employed. We have also corroborated our results using the standard fourth-order Runge-Kutta method (RK4) with a fixed time-step of $\delta t = 10^{-4}$, although numerical results are presented throughout this section using only the DOP853 method. Thus, we initialize the dynamics at $t = 0$ using the steady states obtained, although two distinct initialization approaches can be discerned. On the one hand, we initialize the dynamics under the presence of a small (uniformly distributed) random perturbation with amplitude $10^{-3}$ for the class of stable steady states studied herein. An alternative approach utilized is to initialize the dynamics using the linearization ansatz given by Eqs. (A1) for the unstable solutions with $\varepsilon = 10^{-2}$ (except for the first excited antisymmetric steady state with $D = 0.2$ and $\mu_+ = 0.77$, while $\varepsilon = 10^{-1}$) where we pick the eigenvector $V$ corresponding to the (complex) eigenfrequency having a maximal imaginary part. The latter approach is useful towards seeding the relevant instability and observing the ensuing dynamics.

B. Numerical Results

In this subsection, numerical results are presented for the coupled NLS system (1) and organized following the reasoning mentioned in the previous subsection. First, Figs. [11] and [12] summarize the results on the existence of steady-state solutions and the corresponding parametric continuations (using $\mu_+$ as the continuation parameter, at different fixed values of $D$) for bound states of order $n = 0$ (ground states with a single-hump bright component, corresponding to a generalization of the DB solitary waves), $n = 1$ (the first excited odd states), $n = 2$ (the second excited states, which are spatially even), and $n = 3$ (the third excited states overall, and second excited odd ones), respectively. Specifically, panels (a) illustrate examples of dark and bright soliton solutions (black and blue solid lines, respectively) which, according to our stability analysis, are stable (see panels (c) in Figs. [6-9] below). Next, panels (b) complement the existence results and present stability characteristics, namely, the dominant unstable eigenfrequency.
FIG. 1: (Color online) Bound states and continuation results corresponding to \( n = 0 \) (i.e. ground states). Top row: Steady state profiles (a) of the dark (black line) and bright (blue line) soliton solutions for values of the parameters of \( D = 1 \) and \( \mu^+ = 0.51 \). Maximal imaginary eigenfrequency (b) as a function of the continuation parameter \( \mu^+ \) and for various fixed values of \( D \). Middle row: Solution measures, i.e., the power associated with the solution branches, namely \( \int_{-L}^{L} [\mu - |\phi_-|^2] dx \) (c) and \( \int_{-L}^{L} |\phi_+|^2 dx \) (d), respectively, both as functions of the continuation parameter \( \mu^+ \) and for various (fixed) values of \( D \). Bottom row: Dark (e) and bright (f) soliton solutions analytically predicted \(^7\) (blue line) and numerically obtained (black circles) for \( D = 0 \) and \( \mu^+ = 0.51 \).

Furthermore, panels (c) and (d) summarize our existence results by presenting \( \int_{-L}^{L} [\mu - |\phi_-|^2] dx \) and \( \int_{-L}^{L} |\phi_+|^2 dx \), respectively, as functions of \( \mu^+ \) and for various fixed values of \( D \). These integrals correspond to the total power in optics or the atom number in the atomic BEC, considered as a function of the propagation constant or chemical potential, respectively.

In particular, it can be inferred from Fig. 1(b) that solutions corresponding to the ground state are stable for values of \( D = 0.4 \) through \( D = 1.0 \) and for all values of \( \mu^+ \), within the range of interest. On the contrary, the solution branch corresponding to \( D = 0.2 \) is stable till a critical point \( \mu^+ \) \text{crit} \approx 0.69, while past this value an exponential instability, in terms of an imaginary eigenfrequency pair with zero real part, emerges (see also Fig. 6(f)). Similar arguments can be applied to panels (b) of Figs. 2, 4 and 5, although the description is somewhat different. In particular, it can be discerned in Fig. 2(b) that the solution branch corresponding to \( D = 0.2 \) possesses a number of instability intervals for \( \mu^+ > 0.71 \). However, in the present case the instability manifests itself by a complex eigenfrequency quartet, i.e., an oscillatory instability corresponding to a Hamiltonian Hopf bifurcation (see also Fig. 7(i) below as a case example); for a recent discussion of relevant bifurcations, see e.g. \(^{11}\). While instabilities of this type are present as shown
in Fig. 3(a)] past the value of $\mu_+ \approx 0.8252$ an additional imaginary eigenfrequency pair appears too, as depicted in Fig. 3(b)] and is initially marked with a red dashed-dotted line in Fig. 2(b). As $\mu_+$ further increases, the exponentially unstable mode grows (cf. Fig. 3(c)] and becomes dominant (cf. Fig. 3(d)]. While the oscillatory one follows a smaller growth rate, as depicted in Fig. 2(b) with a red dash-dotted line (the crossing of the solid with the dash-dotted line marks the exchange of the dominant form of instability). This is also the case for the solution branches with $D = 0.4$ and $D = 0.6$ depicted in Fig. 2(b) with green and blue dashed-dotted lines, respectively. This transition effect between the exponentially and oscillatory unstable modes also arises for the bound states of order $n = 2$ (cf. Fig. 4(b)] and $n = 3$ (cf. Fig. 5(b)]. An additional feature that arises in the latter figures is well-known in the context of discrete systems as a finite-size effect, and it was introduced in Refs. [42] and [43]. This involves the fact that the continuous spectrum of background (phonon) excitations is “discretized” on our spatial grid, hence complex eigenfrequencies may return to the real eigenfrequency axis temporarily before colliding with another pair to exit again as quartets. It is expected (cf. Refs. [42] and [43]) that these discrete effects gradually disappear as the spectrum becomes more dense, i.e., in the infinite-domain limit. It is the combination of the above-mentioned exchanges of the dominant instability type and of the temporary restabilizations that gives rise to the spikes in panels (b) in Figs. 4 and 5. In such cases, only the dominant instability growth rate is shown; recall that Fig. 4 presents the results for the second excited (first excited even) branch, and Fig. 5 those for the third excited (second excited odd) branch.

![FIG. 2: (Color online) Same as Fig. 1 but for bound states of order $n = 1$ (i.e. first excited spatially odd states). Top row: Steady state profiles (a) of the dark (black line) and bright (blue line) soliton solutions for values of the parameters of $D = 0.6$ and $\mu_+ = 0.96$. Maximal imaginary eigenfrequency (b) as a function of the continuation parameter $\mu_+$ and for various (fixed) values of $D$. Notice that the second highest instability growth rates are also shown with dash-dotted lines (see text, for details). Bottom row: Solution branch measures, i.e., the power associated with the solution branches, namely $\int_{-L}^{L} |\mu_+ - |\phi_-|^2| dx$ (c) and $\int_{-L}^{L} |\phi_+|^2| dx$ (d), respectively, both as functions of the continuation parameter $\mu_+$ and for various (again, fixed) values of $D$.](image)

As a general comment, it is worthwhile to note that the branches with higher $n$ are generally more prone to instability than branches with lower $n$. The ground state single-hump solution is generally fairly robust, as is suggested by the observability of the DB soliton in both atomic and optical settings [20–22, 26]. Our results reveal that only at very lower values of $D$ does an instability arise for this state. On the other hand, branches with $n = 1$ to $n = 3$ are less robust. Among them, our results suggest that the $n = 1$ branch attains the highest instability growth rates. However, examining the parametric intervals of the instability (i.e., widths of the intervals of $\mu_+$ over which the branches remain stable), we observe that the higher the $n$, the narrower the corresponding stability interval becomes. Nevertheless, it should be noted that the instability growth rates are relatively weak, typically $\sim 10^{-2}$, which suggests that the solutions should be long-lived ones, as the dynamical simulations which we now turn, will corroborate.
Finally, we present results on the evolution of perturbed steady-state solutions of orders \( n = 0, n = 1, n = 2 \) and \( n = 3 \) (for various values of \( D \) and \( \mu_+ \)) in Figs. 6-9, respectively. In particular, the first and second columns correspond to the spatio-temporal evolution of the dark and bright components, respectively, while the corresponding eigenfrequency spectra of perturbations around the steady states (for which the evolution is examined) are presented in the third columns. For the stable steady states at hand, see panels (a) in Figs. 1-2 and Figs. 4-5, the corresponding dynamical evolution of the dark (panels (a)) and bright (panels (b)) components are depicted in the top rows of Figs. 6-9, respectively. Clearly, the stable solutions are indeed persistent, in the presence of small-in-amplitude random perturbations, within the reported time range of the simulations.

On the contrary, a number of different scenarios are observed for the unstable solutions depending upon the corresponding dominant unstable eigenmode, as predicted by computations of the eigenfrequencies. Specifically, steady states perturbed along the unstable eigendirection corresponding to an exponential eigenmode typically appear lead to soliton mobility. This is the case in panels (d)-(e) of Figs. 6-8 and panels (g)-(h) of Fig. 9, where motion of the solitons is observed. While for the fundamental branch this type of the mobility may be persistent, for the higher excited states the acceleration induced by the instability eventually leads to a breakdown of the solution (an apparent “merging” of the dark-in-bright solitons therein [32]) after a sufficient amount of time has elapsed.

A number of additional possibilities appears to emerge when unstable steady states are perturbed along oscillatory eigenmodes. This leads to oscillatory growth eventually translating into an apparent “jerky” motion of the corresponding dark and bright components. This behavior is presented in Figs. 7(g)-7(h) (for \( n = 1 \)) [here it is clear that the instability wipes out the initial dark-in-bright solitary wave, transforming the bright component into a fundamental single-peak mode]. It also appears in Figs. 8(g)-8(h) (for \( n = 2 \)), where an explosion breaks apart the entire solitary wave. In Figs. 8(j)-8(k) (i.e. for \( n = 2 \)), we observe a progression through the instability from a two-node solution in the bright component to a single-node state, and, eventually, to a fundamental one. Lastly, in Figs. 9(d)-9(e) a rapid destruction of the \( n = 3 \) state occurs again, now directly transforming it into the fundamental state. In Figs. 9(j)-9(k), a more complex scenario arises with the dark soliton splitting off into apparently gray ones, the fastest of which is not accompanied by a bright counterpart. As a result, the bright component appears to disperse, maintaining, however, some of its nodal structure. Finally, in Figs. 9(m)-9(n) (once again, for \( n = 3 \)), the third excited state (the second spatially odd one) transforms itself into the corresponding first excited state.

It is worth noting that, for the fundamental branch, there is at most a “translational” (imaginary) eigenfrequency responsible for the instability. It is thus rather natural that its manifestation in direct simulations involves mobility. However, as we progressively move to higher excited states, the number of potentially unstable modes increases,
creating an oscillatory instability for \( n = 1 \), two for \( n = 2 \), and so on, as \( n \) increases, in accordance with Figs. 7, 8 etc. It is the intricate interplay of these distinct dynamical instabilities (often with comparable growth rates) that is responsible for the resulting complex dynamics.

IV. CONCLUSIONS

In the present work, we have revisited the two-component, nonlinear Schrödinger equation with the defocusing nonlinearity, which is relevant for nonlinear optics, as well as for the description of repulsively interacting binary BEC mixtures. We have re-examined the fundamental dynamical features of DB (dark-bright) solitons, namely, the formation of the effective potential well for the bright component induced by the dark one. Utilizing the dispersion coefficient of the bright component as a control parameter, we modified the depth of the effective well, enabling the formation of higher-order excited bound states within this well, including \( n = 1 \), \( n = 2 \) and \( n = 3 \) nodes. The latter can be thought of as states with dark-in-bright solitary structures [32], or as excited states trapped in the potential well. We saw that, while the ground single-peak state is generally very robust (except for the case of a high difference between the dispersion coefficients of the two components), this is not true for the excited states, which are subject to progressively wider intervals of both monotonously growing and oscillatory instabilities. The instability of the ground state leads to motion of the DB soliton, but does not destroy it. For the excited states with progressively increasing \( n \), the complexity of the evolution scenarios also increases, resulting from the interplay of the increasing number of instability modes. Exotic scenarios involve the fusion of the dark-in-bright solitary waves, the explosion of the waveforms towards multiple splinters, and their transformation – either abruptly or progressively – to less excited states.

The present analysis suggests a number of paths for future studies. On the one hand, one can extend the present considerations to the quite important (e.g. in BEC) and widely studied class of spinor systems, involving more than two components [33]. Following this possibility, one can envision, in the spirit of Ref. [34], one dark component creating a potential for the other two bright components, which could find themselves either in the same or, for suitable parametric regimes, possibly in different states of their respective potential wells. This would be a particularly
FIG. 5: (Color online) Same as Fig. 1 but for bound states of order \( n = 3 \) (i.e. second excited antisymmetric states). Top row: Steady state profiles (a) of the dark (black line) and bright (blue line) soliton solutions for values of the parameters of \( D = 0.12 \) and \( \mu = 0.977 \). The rest of the panels are similar in Fig. 4.

intriguing setup to explore, both at the level of existence but also at that of stability properties. Furthermore, we note that the possibility of one component forming a well for another is independent of the spatial dimension. For instance, in two dimensions the notion of vortex-bright solitons [35, 36] is a by-product of the same type of potential approach (the topological charge of the vortices is not “felt” by the bright component, when the interaction is incoherent, i.e., the potential well is solely determined by the density distribution in the vortex). Here, it would be interesting to explore what type of excited states could be created, such as a dark-in-bright ring and associated multi-ring states, inter alia. Such states are currently under examination and will be presented in future publications.
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Appendix A: The linearization ansatz and stability matrix

In this appendix, we shortly discuss the linearization ansatz employed for the investigation of the stability of the stationary solutions, together with the formulation of the stability matrix. We start with the perturbation ansatz around stationary solutions \( \phi_{k}^{0}(x) \) (which may be complex, in principle)

\[
\Phi_{-} = e^{-i\mu_{-}t} \left[ \phi_{-}^{0} + \varepsilon \left( a(x)e^{i\omega t} + b^{*}(x)e^{-i\omega^{*}t} \right) \right],
\]

\[
\Phi_{+} = e^{-i\mu_{+}t} \left[ \phi_{+}^{0} + \varepsilon \left( c(x)e^{i\omega t} + d^{*}(x)e^{-i\omega^{*}t} \right) \right],
\]

where \( \omega \) is the (complex) eigenfrequency and \( \varepsilon \) is a small amplitude of the perturbation, while the superscript asterisk \((*)\) stands for the complex conjugation. Then, we insert Eqs. (A1) into Eqs. (1) and thus obtain (at order \( O(\varepsilon) \) an
FIG. 6: (Color online) Spatio-temporal evolution of the densities $|\Phi_-(x,t)|^2$ (first column) and $|\Phi_+(x,t)|^2$ (second column) corresponding to (perturbed) soliton solutions of order $n = 0$, as well as the eigenfrequency spectrum of the identified steady states (third column). Top and bottom rows correspond to values of the parameters of $D = 1$ with $\mu_+ = 0.51$ and $D = 0.2$ with $\mu_+ = 0.7$, respectively.

eigenvalue problem in the following matrix form

$$
\rho \begin{pmatrix} a \\ b \\ c \\ d \end{pmatrix} = \begin{pmatrix} A_{11} & A_{12} & A_{13} & A_{14} \\ -A_{12}^* & -A_{11} & -A_{14} & -A_{13} \\ A_{13}^* & A_{14} & A_{33} & A_{34} \\ -A_{14}^* & -A_{13} & -A_{34} & -A_{33} \end{pmatrix} \begin{pmatrix} a \\ b \\ c \\ d \end{pmatrix},
$$

(A2)

with eigenvalues $\rho = -\omega$, eigenvectors $V = (a, b, c, d)^T$ and matrix elements given by

$$
A_{11} = -\frac{D_+}{2} \frac{\partial^2}{\partial x^2} + \gamma (2g_{11} |\phi_-^0|^2 + g_{12} |\phi_+^0|^2) - \mu_1,
$$

(A3a)

$$
A_{12} = \gamma g_{11} (\phi_-^0)^2,
$$

(A3b)

$$
A_{13} = \gamma g_{12} \phi_-^0 (\phi_+^0)^*,
$$

(A3c)

$$
A_{14} = \gamma g_{12} \phi_-^0 \phi_+^0,
$$

(A3d)

$$
A_{33} = -\frac{D_-}{2} \frac{\partial^2}{\partial x^2} + \gamma (g_{12} |\phi_-^0|^2 + 2g_{22} |\phi_+^0|^2) - \mu_2,
$$

(A3e)

$$
A_{34} = \gamma g_{22} (\phi_+^0)^2.
$$

(A3f)
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