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Abstract
We address the aircraft conflict resolution problem under trajectory prediction uncertainty. We consider that aircraft velocity vectors may be perturbed due to weather effects, such as wind, or measurement errors. Such perturbations may affect aircraft trajectory prediction which plays a key role in ensuring flight safety in air traffic control. Our goal is to solve the aircraft conflict resolution problem in the presence of such perturbations and guarantee that aircraft are separated for any realization of the uncertain data. We propose an uncertainty model wherein aircraft velocities are represented as random variables and the uncertainty set is assumed to be polyhedral. We consider a robust optimization approach and embed the proposed uncertainty model within state-of-the-art mathematical programming formulations for aircraft conflict resolution. We then adopt the approach of Bertsimas and Sim (2004) to formulate the robust counterpart. We use the complex number reformulation and the constraint generation algorithm proposed by Dias et al. (2020a) to solve the resulting nonconvex optimization problem on benchmarking instances of the literature. Our numerical experiments reveal that perturbations of the order of $\pm5\%$ on aircraft velocities can be accounted for without significantly impacting the objective function compared to the deterministic case. Our tests also show that for greater levels of uncertainty, several instances fail to admit conflict-free solutions, thus highlighting existing risk factors in aircraft conflict resolution. We attempt to explain this behavior by further analyzing pre- and post-optimization aircraft trajectories. Our findings show that most infeasible instances have both a relatively low total aircraft pairwise minimal distance and a high number of conflicts.
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1. Introduction
The usage of airspace has been increasing steadily in the last decades and even with recent challenges, current air traffic management (ATM) systems are working under pressure. Safety stands at the heart of Air traffic control (ATC) which operates within a constrained environment to ensure air space and flight safety. One of the missions of ATC is to guarantee that aircraft respect separation standards at all times to ensure that risks of collision are avoided. This requires the prediction of aircraft trajectories in the near future, typically within the next 30 minutes (Rey et al., 2016). This limitation is largely due to the uncertainty inherent to aircraft trajectory prediction.
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Weather conditions such as wind, pressure and temperature, and its associated measurement errors may affect the velocity of aircraft thus potentially compromising the accuracy of the trajectory prediction task. The vast majority of exact approaches for aircraft conflict resolution methods do not take into account this uncertainty. This makes their solutions, i.e. conflict-free aircraft trajectories, potentially sensitive to perturbations and an increased risk of violating separation standards.

ATC procedures are largely operated by Air Traffic Controllers which face an increasing workload in dense traffic conditions. Decision-support and automation in conflict resolution procedures are emerging alternatives to traditional methods that may help to balance controller workload and increase airspace capacity. The regulations related to civil aviation and the usage of airspace are controlled by the ICAO (ICAO, 2010). The ICAO is responsible for defining the standards for commercial and civil aviation and the minimum required separation between aircraft. During cruise stage, which is the focus of this paper, the minimum separation is established as 5 NM horizontally and 1000 ft vertically. Any pair of aircraft within less than those requirements is assumed to be in a conflict. Airspace is typically configured such that aircraft are assigned to flight levels separated by at least 1000 ft, hence vertical separation is guaranteed by design. Congested air traffic networks can lead to loss of separation between aircraft which impairs flight safety and may result in eventual collisions. The aircraft conflict resolution problem (ACRP) is typically formulated as an optimization model in which the objective is to find conflict-free trajectories for a set of aircraft with conflicting trajectories. Different strategies have been used to address this problem based on the type of deconfliction manoeuvres available, i.e. speed control (acceleration or deceleration), heading control, vertical control (flight level reassignment) or a combination of these manoeuvres.

In this paper, we consider the ACRP in the presence of uncertainty onto aircraft velocities. We propose a robust optimization approach which aims to guarantee that aircraft are separated for any realization of the random data and to identify minimum-deviation trajectories. We adopt the robust optimization approach proposed by Bertsimas and Sim (2004) to control the level of robustness in the formulation and adapt state-of-the-art solution methods to the deterministic ACRP to solve the resulting robust ACRP. We make the following methodological contributions to the field: i) we propose a model of aircraft trajectory prediction uncertainty based on aircraft velocity components; ii) we show that the proposed uncertainty model can be incorporated in a robust optimization formulation for the ACRP; iii) we adapt the complex number formulation of Rey and Hijazi (2017) and the proposed exact algorithm of Dias et al. (2020b) to solve the robust ACRP; iv) we conduct numerical experiments on benchmarking instances to test the proposed robust ACRP formulation. Our tests reveal that increasing the level of robustness or the size of the uncertainty set rapidly increase the likelihood of infeasibility; and, v) re- and post-optimization analyzes reveal that the number of conflicts and the total minimal pairwise distance between aircraft trajectories can explain the behaviour of the model.

The paper is organized as follows. We review the state-of-the-art on aircraft conflict resolution, highlight existing research gaps and position our contributions to the field in Section 2. We present a deterministic nonconvex formulation for the ACRP in Section 3. We then introduce the uncertainty model and present the robust ACRP in Section 4. Numerical results are provided in Section 5 and concluding remarks are discussed in Section 6.
2. Literature Review

Shone et al. (2020) provides a recent and comprehensive review of stochastic modeling in ATM. We next focus on works which have addressed the problems of aircraft trajectory prediction under uncertainty and approaches for conflict resolution under uncertainty.

2.1. Aircraft trajectory prediction under uncertainty

Most of the efforts for trajectory prediction under uncertainty assume that weather is the primary source of randomness, considering that wind, rain and fog may affect aircraft trajectory prediction. More generally, adverse weather conditions can cause delays due to lower visibility, loss of friction in take-off and arrivals, etc, and has been the focus of several works in ATM. In Nilim et al. (2001), a dynamic routing mechanism was proposed to account for expected delays if the nominal trajectory is inaccessible due to weather conditions. By modelling the uncertainty using a statistical analysis of forecast data, Hentzen et al. (2018) calculated the probability of an aircraft reaching its destination given that some action is taken to avoid the area affected by adverse weather. Similarly, Clarke et al. (2009) used available stochastic weather information into a dynamic model to determine the route capacity for each aircraft. Pepper et al. (2003) presented a Bayesian model to incorporate uncertainty from weather into air traffic flow to understand capacity behaviour under weather conditions. A sequential optimization approach was developed by Grabbe et al. (2009) to adapt route capacity to account for varying weather conditions. Zheng and Zhao (2011) developed a statistical model of wind uncertainty and trajectory prediction using constant speed. The authors used curated data from previous years, to estimate and calibrate the parameters in their statistical model and used that knowledge to determine optimal manoeuvres. In a more generic uncertainty context, Murça (2017) presented a robust approach for optimizing runway usage and taxi-out time and Radmanesh et al. (2018) solved the problem of path planning for unmanned air vehicles under random circumstances. Different sources of uncertainty were explored by Kim et al. (2009) who discretized flight speed uncertainty using a white Gaussian function and removing the crosswind effect to assess the efficiency of traffic flow. González Arribas et al. (2016) analyzed flight paths determined via pseudo-spectral methods by assessing wind-optimal trajectories. Franco et al. (2017) created a structured space and applied the Dijkstra algorithm to obtain optimal paths under wind uncertainty. Rivas et al. (2017) and Valenzuela et al. (2017) analyzed the effects of wind uncertainty in fuel consumption and demand.

2.2. Aircraft conflict resolution under uncertainty

At an operational level, stochastic approaches to air traffic modeling have mainly focused on calculating the probability of conflict or collision. Paielli and Erzberger (1997) proposed an approach to calculate the probability of conflict in cross-track and along-track trajectories. Krozel and Peters (1997) presented a stochastic model assuming that velocity, speed and heading follow Gaussian distributions. Blin et al. (2000) discussed the role of accounting for uncertainty by evaluating its impact on the error on position, speed and acceleration of aircraft. Prandini et al. (2000) proposed two models to track perturbations on aircraft trajectories: one for calculating the probability of conflict, and a second which combines a deterministic motion with a Brownian motion perturbation. A similar perturbation model was proposed by Jacquemart and Morio (2016) where the authors calculated the probability of conflict and, using rare event probabilities, the probability of collision. Irvine (2002) proposed a geometrical approach for estimating conflict
probabilities. Lygeros and Prandini (2002) incorporated Gaussian winds into a discrete-time probabilistic model while Hu et al. (2005) applied the same technique by assuming they are spatially correlated. Chaloulos and Lygeros (2007) analyzed how wind affects conflict probability through spatial and temporal correlations. Matsuno et al. (2016) and Matsuno et al. (2015) developed probabilistic models under the assumption of spatial uncertainty while Rodionova et al. (2016) evaluated strategic maneuvers for conflict resolution over the North Atlantic oceanic airspace.

Initial approaches for solving conflict resolution problems under uncertainty focused on metaheuristics. Durand et al. (1996) and Durand et al. (1997) proposed genetic algorithms to solve aircraft conflict resolution problems with heading control and trajectory recovery under speed uncertainties. In the latter, a conflict solver is proposed and its performance is reported realistic air traffic scenarios in France. In addition, Durand and Alliot (2009) presented an ant colony optimization approach as a solution for larger conflict resolution problems under uncertainty involving up to 30 aircraft using a limited number of pheromone trails by assigning multiple ants for each aircraft. Recently, Wang et al. (2020) proposed a generic framework based on altitude, speed and heading control and accounting for uncertainties on aircraft positions. The proposed framework combines a memetic algorithm with integer-linear programming formulations. While several works explored the impact of accounting for uncertainty on aircraft trajectories and the associated probability of a loss of separation, only a few studies proposed methods which accounts for aircraft trajectory prediction uncertainty within mathematical programming approaches for the ACRP, as highlighted in a recent survey (Pelegrín and d’Ambrosio, 2020). Vela et al. (2009) proposed a two-stage stochastic optimization approach to identify the optimal trade-off between deviation costs and conflict probabilities under wind uncertainty. In a first stage, aircraft speeds are determined based on expected costs, and in a second stage manoeuvres necessary to compensate wind modelling errors are identified. A multi-aircraft model for conflict detection based on aircraft dynamics, flight plan and flight management system were proposed by Glover and Lygeros (2004), where statistics properties from wind field were extracted from weather data. Rey et al. (2016) examined the behaviour of a deterministic conflict resolution optimization formulation in the presence of random perturbations onto aircraft velocity but did not incorporate uncertainty within the optimization formulation.

As highlighted in this review of the literature, most efforts are either focused on probabilistic models to calculate conflict rates and to improve the accuracy of decision-support systems for ATC by providing a more comprehensive model of reality; or on (meta-)heuristic approaches that aim to solve the ACRP under uncertainty. To the best of knowledge, no attempts have been made to solve the ACRP to optimality without any form of discretization while accounting for uncertainty in a robust optimization framework. We address this research gap in this work by considering a simple uncertainty model on aircraft velocities and proposing a scalable robust counterpart formulation.

3. Aircraft Conflict Resolution Problem

In this section, we recall the premises of the aircraft conflict resolution problem (ACRP) and present a non-convex formulation for the ACRP. We consider a set of aircraft and assume that all aircraft are initially separated and that their initial positions and velocities are known. This sets the context of the optimization problem of interest: given a set of aircraft in their initial configuration, find least-deviating conflict-free trajectories for all aircraft. To address this problem, we propose a
two-dimensional conflict resolution formulation based on heading changes and speed control which are the most widely separation maneuvers in for aircraft conflict resolution (Omer, 2015; Hassan et al., 2020). This formulation is based on the formulations proposed by Rey and Hijazi (2017) and Dias et al. (2020a).

3.1. Separation Conditions

Consider a set of aircraft $A$ sharing the same flight level. For each aircraft $i \in A$, assuming uniform motion laws apply, its position is: $p_i(t) = [x_i(t) = \hat{x}_i + q_i \hat{v}_i \cos(\theta_i + \hat{\theta}_i)t, y_i(t) = \hat{y}_i + q_i \hat{v}_i \sin(\theta_i + \hat{\theta}_i)t]^\top$ in which $v_i$ is the speed, $\hat{x}_i$ and $\hat{y}_i$ are the initial coordinates of $i$ at the time of optimization, $\hat{\theta}_i$ is its initial heading angle, $\theta_i$ is its deviation angle and $q_i$ is the speed deviation. The relative position vector of $i$ and $j$, denoted $\hat{v}_{ij}$, can be expressed as:

$$\hat{v}_{ij} = [v_{ij,x}, v_{ij,y}]^\top = [v_{i,x} - v_{j,x}, v_{i,y} - v_{j,y}]^\top,$$

where:

$$v_{i,x} = q_i \hat{v}_i \sin(\hat{\theta}_i + \theta_i),$$

$$v_{i,y} = q_i \hat{v}_i \cos(\hat{\theta}_i + \theta_i).$$

The relative position of aircraft $i$ and $j$ at time $t$ can be represented as $p_{ij}(t) = p_i(t) - p_j(t)$. Let $d$ be the horizontal separation norm, typically $d = 5$ NM. Two aircraft $i, j \in A$ are horizontally separated if and only if: $||p_{ij}(t)|| \geq d$, for all $t \geq 0$. Incorporating these elements into the equation of motion gives:

$$x_i(t) = \hat{x}_i + v_{i,x}t,$$

$$y_i(t) = \hat{y}_i + v_{i,y}t.$$

Let $P$ be the set by the pairs of aircraft, i.e. $P = \{i \in A, j \in A, i < j\}$. For each pair $(i, j) \in P$, the relative position vector $p_{ij}(t)$ is:

$$p_{ij}(t) = [x_{ij}(t), y_{ij}(t)]^\top,$$

and the relative velocity vector $v_{ij} = [v_{ij,x}, v_{ij,y}]^\top$, is:

$$v_{ij,x} = q_i \hat{v}_i \cos(\hat{\theta}_i + \theta_i) - q_j \hat{v}_j \cos(\hat{\theta}_j + \theta_j),$$

$$v_{ij,y} = q_i \hat{v}_i \sin(\hat{\theta}_i + \theta_i) - q_j \hat{v}_j \sin(\hat{\theta}_j + \theta_j).$$

Imposing the separation condition, gives for each pair $(i, j) \in P$:

$$||p_{ij}(t)|| \geq d \Rightarrow \sqrt{(x_{ij}(t) - y_{ij}(t))^2 + (y_{ij}(t) - y_{ij}(t))^2} \geq d, \quad \forall t \geq 0.$$

Let $\hat{x}_{ij} = \hat{x}_i - \hat{x}_j$ and $\hat{y}_{ij} = \hat{y}_i - \hat{y}_j$. Squaring both sides in Eq. (7), we obtain:

$$f_{ij}(t) \equiv ((v_{ij,x})^2 + (v_{ij,y})^2)t^2 + (2v_{ij,x}\hat{x}_{ij} + 2v_{ij,y}\hat{y}_{ij})t + \hat{x}_{ij}^2 + \hat{y}_{ij}^2 - d^2 \geq 0.$$
The function $f_{ij}(t)$ is a second-order polynomial in $t$ which is minimal for $f'_{ij}(t) = 0$:

$$f'_{ij}(t) = 0 \Rightarrow t_{ij}^{\text{min}} = \frac{-\ddot{x}_{ij}v_{ij,x} + \ddot{y}_{ij}v_{ij,y}}{(v_{ij,x})^2 + (v_{ij,y})^2}. \quad (9)$$

The time instant $t_{ij}^{\text{min}}$ represents the time of minimal separation of aircraft $i$ and $j$. As noted in several studies (Cafieri and Rey, 2017; Cafieri and Omheni, 2017; Rey and Hijazi, 2017), if $t_{ij}^{\text{min}} \leq 0$ then aircraft $i$ and $j$ are diverging and, assuming aircraft are separated at $t = 0$, they are thus separating for any $t \geq 0$. Further, substituting $t_{ij}^{\text{min}}$ in $f_{ij}(t)$ yields:

$$g_{ij} \equiv f_{ij}(t_{ij}^{\text{min}}) = (v_{ij,y})^2(\ddot{x}_{ij} - d^2) + (v_{ij,x})^2(\ddot{y}_{ij} - d^2) - (2\ddot{x}_{ij}\ddot{y}_{ij}v_{ij,x}v_{ij,y}). \quad (10)$$

Hence, if $g_{ij} \geq 0$ then $f_{ij}(t)$ for all $t \geq 0$ and aircraft $i$ and $j$ are separated. Writing the terms $g_{ij}$ and $t_{ij}^{\text{min}}$ as functions of the relative velocity variables $v_{ij,x}$ and $v_{ij,y}$, we obtain the following disjunctive pairwise aircraft separation conditions:

$$||p_{ij}(t)|| \geq d, \forall t \geq 0 \Leftrightarrow g_{ij}(v_{ij,x}, v_{ij,y}) \geq 0 \vee t_{ij}^{\text{min}}(v_{ij,x}, v_{ij,y}) \leq 0. \quad (11)$$

The separation condition (11) can be further linearized following the approach described by Rey and Hijazi (2017) and Dias et al. (2020a). By alternatively fixing variables $v_{ij,x}$ and $v_{ij,y}$ and solving the resulting quadratic equations, we can obtain the solution for $g_{ij}(v_{ij,x}, v_{ij,y}) = 0$. By isolating each variable, we obtain the discriminants:

$$\begin{cases}
\Delta_{v_{ij,x}} = 4d^2(v_{ij,y})^2(\ddot{x}_{ij}^2 + \ddot{y}_{ij}^2 - d^2), \\
\Delta_{v_{ij,y}} = 4d^2(v_{ij,x})^2(\ddot{x}_{ij}^2 + \ddot{y}_{ij}^2 - d^2). 
\end{cases} \quad (12)$$

Assuming aircraft are initially separated, then $\ddot{x}_{ij}^2 + \ddot{y}_{ij}^2 - d^2 \geq 0$ holds and thus the discriminants are positive and the roots of equation $g(v_{ij,x}, v_{ij,y}) = 0$ are the lines defined by the system of equations:

$$\begin{align*}
(\ddot{y}_{ij}^2 - d^2)v_{ij,x} - (\ddot{x}_{ij}\ddot{y}_{ij} + d\sqrt{\ddot{x}_{ij}^2 + \ddot{y}_{ij}^2 - d^2})v_{ij,y} &= 0, \\ (\ddot{x}_{ij}^2 - d^2)v_{ij,x} - (\ddot{x}_{ij}\ddot{y}_{ij} - d\sqrt{\ddot{x}_{ij}^2 + \ddot{y}_{ij}^2 - d^2})v_{ij,y} &= 0, \\ (\ddot{x}_{ij}^2 - d^2)v_{ij,y} - (\ddot{x}_{ij}\ddot{y}_{ij} + d\sqrt{\ddot{x}_{ij}^2 + \ddot{y}_{ij}^2 - d^2})v_{ij,x} &= 0, \\ (\ddot{x}_{ij}^2 - d^2)v_{ij,y} - (\ddot{x}_{ij}\ddot{y}_{ij} - d\sqrt{\ddot{x}_{ij}^2 + \ddot{y}_{ij}^2 - d^2})v_{ij,x} &= 0. 
\end{align*} \quad (13)$$

Considering that if all coefficient in Eq. (13) are non-zero, they define two lines, denoted $R_1$ and $R_2$, in the plane $\{(v_{ij,x}, v_{ij,y}) \in \mathbb{R}^2\}$ and the sign of $g_{ij}(v_{ij,x}, v_{ij,y})$ can be characterized based on the position of $(v_{ij,x}, v_{ij,y})$ relative to these lines (see Figure (??)). Recall that according to Eq. (9), the sign of the dot product $\hat{p}_{ij} \cdot v_{ij}$ indicates aircraft convergence or divergence. Let $(P)$ be the equation of the line corresponding to the dot product $\hat{p}_{ij} \cdot v_{ij}$.

$$v_{ij,x}\ddot{x}_{ij} + v_{ij,y}\ddot{y}_{ij} = 0. \quad (P)$$
Figure 1: Illustration of a two-aircraft conflict in the plane \( \{(v_{ij,x}, v_{ij,y}) \in \mathbb{R}^2\} \). The red lines represent the lines \( P \) and \( N \). The dashed blue lines correspond to the linear equations \( R_1 \) and \( R_2 \) that are the roots of \( g(v_{ij,x}, v_{ij,y}) = 0 \). The sign of \( g(v_{ij,x}, v_{ij,y}) \) is shown by the + and - pink symbols. The hashed orange region represents \( g(v_{ij,x}, v_{ij,y}) \geq 0 \). The hashed blue half-plane represents diverging trajectories, i.e. \( t_{ij}^{\min}(v_{ij,x}, v_{ij,y}) \leq 0 \).

The line defined by \( (P) \) splits the plane \( \{(v_{ij,x}, v_{ij,y}) \in \mathbb{R}^2\} \) in two half-planes, each of which representing converging and diverging trajectories, respectively. Consider the line normal to \( (P) \), denoted \( (N) \):

\[
v_{ij,y} \hat{x}_{ij} - v_{ij,x} \hat{y}_{ij} = 0.
\]

Recall that any point \( (v_{ij,x}, v_{ij,y}) \) such that \( t_{ij}^{\min} \leq 0 \) or \( g_{ij}(v_{ij,x}, v_{ij,y}) \geq 0 \) corresponds to a pair of conflict-free trajectories. Hence, the conflict-free region is nonconvex. According to Figure 2, we can observe that the dashed purple lines divide the solution space into two regions: the region hashed in red corresponds to the conflict region \( C_{ij} \) while the complement of this region represents conflict-free trajectories. We recall the formal definition of the conflict region.

**Definition 1** (Conflict region, Dias et al. (2020a)). Consider a pair of aircraft \( (i, j) \in \mathcal{P} \). Let \( \mathcal{C}_{ij} \) be the subset of \( \mathbb{R}^2 \) defined as:

\[
\mathcal{C}_{ij} = \left\{(v_{ij,x}, v_{ij,y}) \in \mathbb{R}^2 : v_{ij,x} \gamma_{ij}^{l} - v_{ij,y} \phi_{ij}^{l} \geq 0 \land v_{ij,x} \gamma_{ij}^{u} - v_{ij,y} \phi_{ij}^{u} \leq 0 \right\}.
\]

\( \mathcal{C}_{ij} \) is the conflict region of \( (i, j) \in \mathcal{P} \).

The conflict region of pair of aircraft represents the set of relative velocity vectors \( (v_{ij,x}, v_{ij,y}) \).
the disjunction conflict region is convex and can be defined by reversing the inequalities (15c)-(15d) and omitting of the relative velocity box set of conflict-free trajectories of a pair of aircraft \((i,j)\) on the available 2D deconfliction resources, i.e. speed and heading controls. To characterize the set of 2D conflict-free trajectories, we examine the relative velocity vector \(v_{ij}\) as a function of trajectory control bounds. For each aircraft \(i \in A\), we assume that the speed rate variable is lower bounded by \(q_i\) and upper bounded by \(\overline{q}_i\), i.e.:

\[
q_i \leq q_i \leq \overline{q}_i, \quad \forall i \in A.
\]  

We assume that the heading deviation is lower bounded by \(\theta_i\) and upper bounded by \(\overline{\theta}_i\), i.e.:

\[
\theta_i \leq \theta_i \leq \overline{\theta}_i, \quad \forall i \in A.
\]  

To derive lower and upper bounds on relative velocity components \(v_{ij,x}\) and \(v_{ij,y}\), we re-arrange Eq. (6) using trigonometric identities:

\[
v_{ij,x} = q_i \hat{v}_i \cos(\hat{\theta}_i) \cos(\theta_i) - q_j \hat{v}_j \cos(\hat{\theta}_j) \cos(\theta_j) + q_j \hat{v}_j \sin(\hat{\theta}_j) \sin(\theta_j), \quad (18a) \\
v_{ij,y} = q_i \hat{v}_i \sin(\hat{\theta}_i) \cos(\theta_i) + q_j \hat{v}_j \cos(\hat{\theta}_j) \sin(\theta_j) - q_j \hat{v}_j \sin(\hat{\theta}_j) \cos(\theta_j) - q_j \hat{v}_j \cos(\hat{\theta}_j) \sin(\theta_j). \quad (18b)
\]

Let \(\underline{v}_{ij,x}, \overline{v}_{ij,x}\) and \(\underline{v}_{ij,y}, \overline{v}_{ij,y}\) be the lower and upper bounds for \(v_{ij,x}\) and \(v_{ij,y}\), respectively. These bounds can be determined using Eq. (18) and the bounds on speed and heading control provided in Eqs. (16) and (17). The derived bounds on the relative velocity components can be used to define a box in the plane \(\{(v_{ij,x}, v_{ij,y}) \in \mathbb{R}^2\}\), as noted by Dias et al. (2020a).

**Definition 2** (Relative velocity box, Dias et al. (2020a)). Consider a pair of aircraft \((i,j) \in P\). Let \(B_{ij}\) be the subset of \(\mathbb{R}^2\) defined as

\[
B_{ij} = \left\{(v_{ij,x}, v_{ij,y}) \in \mathbb{R}^2 : \underline{v}_{ij,x} \leq v_{ij,x} \leq \overline{v}_{ij,x}, \underline{v}_{ij,y} \leq v_{ij,y} \leq \overline{v}_{ij,y}\right\}. \quad (19)
\]

\(B_{ij}\) is the relative velocity box of \((i,j) \in P\).

The relative velocity box \(B_{ij}\) characterize all possible trajectories for the pair \((i,j) \in P\) based on the available 2D deconfliction resources, i.e. speed and heading controls. To characterize the set of conflict-free trajectories of a pair of aircraft \((i,j) \in P\), we compare the relative position of the relative velocity box \(B_{ij}\) with the conflict region of this pair of aircraft. Observe that the conflict region is convex and can be defined by reversing the inequalities (15c)-(15d) and omitting the disjunction \(z_{ij} \in \{0,1\}\).
The objective function is based on the deviation angle and the speed variation. To design the objective function, we introduce a preference weight $w \in [0, 1]$ to balance the trade-offs among velocity controls, i.e., speed and heading. Using the definitions above, the nonconvex formulation of the ARCP is summarized in Model 1.

Model 1 (Nonconvex Formulation).

Minimize $\sum_{i \in A} (1 - w) (1 - q_i)^2 + w \theta_i^2$,

Subject to:

\[ v_{ij,x} = q_i \hat{v}_i \sin(\hat{\theta}_i + \theta_i) - q_j \hat{v}_j \sin(\hat{\theta}_j + \theta_j), \quad \forall (i, j) \in P, \tag{20a} \]
\[ v_{ij,y} = q_i \hat{v}_i \cos(\hat{\theta}_i + \theta_i) - q_j \hat{v}_j \cos(\hat{\theta}_j + \theta_j), \quad \forall (i, j) \in P, \tag{20b} \]
\[ v_{ij,x} \hat{x}_{ij} - v_{ij,y} \hat{y}_{ij} \leq 0, \quad \text{if } z_{ij} = 1, \quad \forall (i, j) \in P, \tag{20c} \]
\[ v_{ij,x} \hat{x}_{ij} - v_{ij,y} \hat{y}_{ij} \geq 0, \quad \text{if } z_{ij} = 0, \quad \forall (i, j) \in P, \tag{20d} \]
\[ v_{ij,y} \gamma_{ij}^l - v_{ij,x} \phi_{ij}^l \leq 0, \quad \text{if } z_{ij} = 1, \quad \forall (i, j) \in P, \tag{20e} \]
\[ v_{ij,y} \gamma_{ij}^u - v_{ij,x} \phi_{ij}^u \geq 0, \quad \text{if } z_{ij} = 0, \quad \forall (i, j) \in P, \tag{20f} \]
\[ v_{ij,x}, v_{ij,y} \in B_{ij}, \quad \forall (i, j) \in P, \tag{20g} \]
\[ z_{ij} \in \{0, 1\}, \quad \forall (i, j) \in P, \tag{20h} \]
\[ q_i \leq q_i \leq \overline{q}_i, \quad \forall i \in A, \tag{20i} \]
\[ \underline{\theta}_i \leq \theta_i \leq \overline{\theta}_i, \quad \forall i \in A. \tag{20j} \]

Model 1 provides a compact formulation for the ACRP with speed and heading control which requires a single binary variable per pair of aircraft. This reformulation does not require the introduction of auxiliary variables and is proved to provide the tightest continuous relaxation for each On/Off constraint. Note that coefficients $\gamma_{ij}^l, \phi_{ij}^l, \gamma_{ij}^u$ and $\phi_{ij}^u$ (present in (15)) can be pre-processed based on the sign of $\hat{x}_{ij}$ and $\hat{y}_{ij}$. For implementation details, a fully reproducible formulation can be found at: https://github.com/acrp-lib/acrp-lib.

Model 1 is a deterministic formulation of the ACRP with speed and heading control. We next extend this formulation using robust optimization to account for the impact of aircraft trajectory prediction with the conflict resolution procedure.

4. Robust Aircraft Conflict Resolution Problem

In this section, we introduce formulations for the robust aircraft conflict resolution problem. We first define the uncertainty model before discussing how it can be incorporated within the ACRP. We then propose a tractable robust counterpart formulation for the robust ACRP.

4.1. Uncertainty Model

We assume that each aircraft has a source of randomness and this affects its current velocity and position. Let $\epsilon_i = [\epsilon_{i,x}, \epsilon_{i,y}]^T$ be a vector of random variables representing the uncertainty on the velocity components of aircraft $i \in A$. We next use this vector of random variables to define aircraft-based uncertainty sets.
Definition 3 (Uncertainty set of aircraft). The uncertainty set of aircraft \( i \in \mathcal{A} \), is defined as:

\[
\mathcal{U}_i \equiv \{ \epsilon_i \in \mathbb{R}^2 \mid -\tau_{i,x} \leq \epsilon_{i,x} \leq \tau_{i,x}, -\tau_{i,y} \leq \epsilon_{i,y} \leq \tau_{i,y} \},
\]

where \( \tau_{i,x} \geq 0 \) and \( \tau_{i,y} \geq 0 \) represent the maximum perturbations on the velocity components \( v_{i,x} \) and \( v_{i,y} \), respectively, of aircraft \( i \).

We denote \([\hat{v}_{i,x}, \hat{v}_{i,y}]^\top\) the vector of random aircraft velocity components where the random variables \( \hat{v}_{i,x} \) and \( \hat{v}_{i,y} \) take values in \( \hat{v}_{i,x} \in [-v_{i,x}(1 + \tau_{i,x}), v_{i,x}(1 + \tau_{i,x})] \) and \( \hat{v}_{i,y} \in [-v_{i,y}(1 + \tau_{i,y}), v_{i,y}(1 + \tau_{i,y})] \), respectively. Accordingly, for each pair of aircraft \((i, j) \in \mathcal{P}\), the random relative velocity components \( \hat{v}_{ij,x} \) and \( \hat{v}_{ij,y} \) are:

\[
\begin{align*}
\hat{v}_{ij,x} &= v_{i,x}(1 + \epsilon_{i,x}) - v_{j,x}(1 + \epsilon_{j,x}) = v_{ij,x} + v_{i,x}\epsilon_{i,x} - v_{j,x}\epsilon_{j,x}, \quad (22a) \\
\hat{v}_{ij,y} &= v_{i,y}(1 + \epsilon_{i,y}) - v_{j,y}(1 + \epsilon_{j,y}) = v_{ij,y} + v_{i,y}\epsilon_{i,y} - v_{j,y}\epsilon_{j,y}. \quad (22b)
\end{align*}
\]

Let \( \tilde{v}_{ij,x}, \bar{v}_{ij,x} \) and \( \tilde{v}_{ij,y}, \bar{v}_{ij,y} \) be the lower and upper bounds for \( \hat{v}_{ij,x} \) and \( \hat{v}_{ij,y} \), respectively. These bounds can be determined using Eq. (22) and the bounds on speed and heading control provided in Eqs. (16) and (17). The derived bounds on the random relative velocity components can be used to define the random relative velocity box which characterizes all possible trajectories for the pair \((i, j) \in \mathcal{P}\) under uncertainty.

Definition 4 (Random relative velocity box). Consider a pair of aircraft \((i, j) \in \mathcal{P}\). Let \( \mathcal{U}_i \) and \( \mathcal{U}_j \) be the uncertainty sets of aircraft \( i \) and \( j \), respectively. Let \( \mathcal{B}_{ij}(\mathcal{U}_i, \mathcal{U}_j) \) be the parametric subset of \( \mathbb{R}^2 \) defined as

\[
\mathcal{B}_{ij}(\mathcal{U}_i, \mathcal{U}_j) \equiv \{ (\tilde{v}_{ij,x}, \tilde{v}_{ij,y}) \in \mathbb{R}^2 : \tilde{v}_{ij,x} \leq \hat{v}_{ij,x} \leq \bar{v}_{ij,x}, \tilde{v}_{ij,y} \leq \hat{v}_{ij,y} \leq \bar{v}_{ij,y} \}.
\]

\( \mathcal{B}_{ij}(\mathcal{U}_i, \mathcal{U}_j) \) is the random relative velocity box of \((i, j) \in \mathcal{P}\) under the uncertainty sets \( \mathcal{U}_i \) and \( \mathcal{U}_j \).

The random relative velocity box is illustrated in Figure 2 for a two-aircraft conflict. To ensure that a pair of aircraft \((i, j) \in \mathcal{P}\) is separated for any realization of the random variables \( \epsilon_i \in \mathcal{U}_i \) and \( \epsilon_j \in \mathcal{U}_j \), we redefine (20d)-(20g) using the random velocity variables \( \hat{v}_{ij,x} \) and \( \hat{v}_{ij,y} \):

\[
\begin{align*}
\hat{v}_{ij,y}\hat{x}_{ij} - \hat{v}_{ij,x}\hat{y}_{ij} &\leq 0, \quad \forall (i, j) \in \mathcal{P}, \quad (N_1) \\
\hat{v}_{ij,y}\hat{x}_{ij} - \hat{v}_{ij,x}\hat{y}_{ij} &\geq 0, \quad \forall (i, j) \in \mathcal{P}, \quad (N_0) \\
\hat{v}_{ij,y}\hat{y}_{ij} - \hat{v}_{ij,x}\hat{x}_{ij} &\leq 0, \quad \forall (i, j) \in \mathcal{P}, \quad (S_1) \\
\hat{v}_{ij,y}\hat{y}_{ij} - \hat{v}_{ij,x}\hat{x}_{ij} &\geq 0, \quad \forall (i, j) \in \mathcal{P}. \quad (S_0)
\end{align*}
\]

To find robust aircraft trajectories under uncertainty sets \( \mathcal{U}_i \) and \( \mathcal{U}_j \), we require that the pairwise separation constraints \( (N_0), (N_1), (S_1) \) and \( (S_0) \) hold for any \( (\hat{v}_{ij,x}, \hat{v}_{ij,y}) \in \mathcal{B}_{ij}(\mathcal{U}_i, \mathcal{U}_j) \). We next use state-of-the-art approaches in robust optimization to integrate these constraints into a robust counterpart formulation.

4.2. Robust Counterpart Formulation

The constraints \( (N_0), (N_1), (S_1) \) and \( (S_0) \) are function of the random variables \( \hat{v}_{ij,x} \) and \( \hat{v}_{ij,y} \). We use the approach of Bertsimas and Sim (2004) to reformulate these robust separation constraints as integer-linear constraints with regards to deterministic relative velocity variables \( v_{ij,x} \) and \( v_{ij,y} \). The
Figure 2: Illustration of a two-aircraft conflict in the plane \( \{(v_{ij,x}, v_{ij,y}) \in \mathbb{R}^2\} \). The inner box with black lines corresponds to the velocity bounds \( B_{ij} \) in the deterministic scenario while the box with purple dots \( \tilde{B}_{ij}(U_i, U_j) \) is the random relative velocity box. The region is hashed in red corresponds to the conflict region \( C_{ij} \). If the uncertainty sets \( U_i \) and \( U_j \) of aircraft \( i \) and \( j \) are empty, i.e., aircraft trajectories are deterministic, then aircraft \( i \) and \( j \) are conflict-free. In turn, if the uncertainty sets \( U_i \) and \( U_j \) are such that the random relative velocity \( \tilde{B}_{ij} \) intersects with the conflict region \( C_{ij} \), then there exists a risk of conflict.

Constraints \((N_0), (N_1), (S_1) \) and \((S_0) \) are of the form \( a \tilde{v}_{ij,x} + b \tilde{v}_{ij,y} \leq 0 \) (omitting the disjunction), and can be rearranged by separating deterministic and random elements as follows:

\[
a(v_{i,x} - v_{j,x}) - b(v_{i,y} - v_{j,y}) + av_{i,x}\epsilon_{i,x} - av_{j,x}\epsilon_{j,x} - bv_{i,y}\epsilon_{i,y} + bv_{j,y}\epsilon_{j,y} \leq 0. \tag{25}
\]

We introduce new variables \( \nu_{i,x} \geq 0 \) and \( \nu_{i,y} \geq 0 \) for each \( i \in A \) through constraints (26) to impose artificial bounds on aircraft velocity components \( v_{i,x} \) and \( v_{i,y} \):

\[
\begin{align*}
-\nu_{i,x} & \leq v_{i,x} \leq \nu_{i,x}, & \forall i \in A, \tag{26a} \\
-\nu_{i,y} & \leq v_{i,y} \leq \nu_{i,y}, & \forall i \in A. \tag{26b}
\end{align*}
\]

Let \( R \mathcal{S} \equiv \{N_1, N_0, S_1, S_0\} \) be a set of indices corresponding to constraints \((N_0), (N_1), (S_1), (S_0) \) respectively. Further, let \( \alpha_k = 1 \) if \( k = N_1 \) or \( k = S_1 \), and let \( \alpha_k = 0 \) if \( k = N_0 \) or \( k = S_0 \). Let \( \Gamma \) be a real parameter that takes values in the range \([0,4]\), where the upper bound is given by the number of decision variables in constraint (25). The parameter \( \Gamma \) determines the level of robustness for each robust separation constraint. To link the level of robustness \( \Gamma \) with each robust separation constraint \( k \in R \mathcal{S} \) and each aircraft pair \((i,j) \in \mathcal{P}\), we introduce real decision variables \( \psi^{k}_{ij} \geq 0 \). Further, each constraint of the form (25) involves four decision variables, hence for each constraint \( k \in R \mathcal{S} \) and \((i,j) \in \mathcal{P}\), we introduce associated variables \( \rho^{l,k}_{ij,x} \geq 0 \) and \( \rho^{l,k}_{ij,y} \geq 0 \) for \( l \in \{i,j\} \). These artificial variables reflect the consumption of robustness resources of each velocity variable in (25). The following constraints link variables \( \psi^{k}_{ij} \) \( \rho^{l,k}_{ij,x} \) and \( \rho^{l,k}_{ij,y} \) with \( \nu^x_i \) and \( \nu^y_i \):

\[
\begin{align*}
\psi^{k}_{ij} + \rho^{l,k}_{ij,x} & \geq \nu_{i,x}\tau_{i,x}, & \text{if } z_{ij} = \alpha_k, & \forall (i,j) \in \mathcal{P}, \forall l \in \{i,j\}, \forall k \in R \mathcal{S}, \tag{27a} \\
\psi^{k}_{ij} + \rho^{l,k}_{ij,y} & \geq \nu_{i,y}\tau_{i,y}, & \text{if } z_{ij} = \alpha_k, & \forall (i,j) \in \mathcal{P}, \forall l \in \{i,j\}, \forall k \in R \mathcal{S}. \tag{27b}
\end{align*}
\]
Constraints of the form (25) can then be rewritten as:

\[ a(v_{i,x} - v_{j,x}) - b(v_{i,y} - v_{j,y}) + \psi^k_{ij} \Gamma + \sum_{l \in \{i,j\}} (\rho^l_{ij,x} + \rho^l_{ij,y}) \leq 0, \text{ if } z_{ij} = \alpha_k, \forall (i,j) \in \mathcal{P}, \forall k \in \mathcal{RS}. \quad (28) \]

Combining the above constraints and artificial real variables, we obtain a tractable formulation of the robust separation constraints.

**Proposition 1.** The set robust separation constraints \((N_0), (N_1), (S_1)\) and \((S_0)\) are equivalent to the following set of integer-linear constraints and real variables:

\[
\begin{align*}
& a(v_{i,x} - v_{j,x}) - b(v_{i,y} - v_{j,y}) + \psi^k_{ij} \Gamma + \sum_{l \in \{i,j\}} (\rho^l_{ij,x} + \rho^l_{ij,y}) \leq 0, \quad \text{if } z_{ij} = \alpha_k, \forall (i,j) \in \mathcal{P}, \forall k \in \mathcal{RS}, \quad (29a) \\
& \psi^k_{ij} + \rho^l_{ij,x} \geq \nu_{i,x} \xi_{i,x}, \quad \text{if } z_{ij} = \alpha_k, \forall (i,j) \in \mathcal{P}, \forall l \in \{i,j\}, \forall k \in \mathcal{RS}, \quad (29b) \\
& \psi^k_{ij} + \rho^l_{ij,y} \geq \nu_{i,y} \xi_{i,y}, \quad \text{if } z_{ij} = \alpha_k, \forall (i,j) \in \mathcal{P}, \forall l \in \{i,j\}, \forall k \in \mathcal{RS}, \quad (29c) \\
& \rho^l_{ij,x}, \rho^l_{ij,y} \geq 0, \quad \text{if } z_{ij} = \alpha_k, \forall (i,j) \in \mathcal{P}, \forall k \in \mathcal{RS}, \quad (29d) \\
& \psi^k_{ij} \geq 0, \quad \text{if } z_{ij} = \alpha_k, \forall (i,j) \in \mathcal{P}, \forall k \in \mathcal{RS}, \quad (29e) \\
& -\nu_{i,x} \leq v_{i,x} \leq \nu_{i,x}, \quad \forall i \in \mathcal{A}, \quad (29f) \\
& -\nu_{i,y} \leq v_{i,y} \leq \nu_{i,y}, \quad \forall i \in \mathcal{A}, \quad (29g) \\
& \nu_{i,x}, \nu_{i,y} \geq 0, \quad \forall i \in \mathcal{A}. \quad (29h)
\end{align*}
\]

The proof of Proposition 1 follows from Theorem 1 of Bertsimas and Sim (2004). Proposition 1 establishes the equivalency between constraints \((N_0), (N_1), (S_1)\) and \((S_0)\), which are expressed in terms of random relative velocity variables \(\tilde{v}_{ij,x}\) and \(\tilde{v}_{ij,y}\), and a tractable integer-linear reformulation of these constraints which uses additional real variables. Using this reformulation, we propose the following robust counterpart formulation of the ACRP.

**Model 2** (Robust Counterpart Formulation of the ACRP).

Minimize \( \sum_{i \in \mathcal{A}} (1 - w)(1 - q_i)^2 + w \theta_i^2 \),

Subject to:

- Motion Equations (6),
- Robust Separation Constraints and Variables (29),
- Speed and Heading Control Constraints (16), (17),
- \( v_{ij,x}, v_{ij,y} \in B_{ij} \), \quad \forall (i,j) \in \mathcal{P}, \quad (30a) \\
- \( z_{ij} \in \{0,1\} \), \quad \forall (i,j) \in \mathcal{P}, \quad (30b) \\
- \( q_i \leq q_i \leq \bar{q}_i \), \quad \forall i \in \mathcal{A}, \quad (30c) \\
- \( \theta_i \leq \bar{\theta}_i \), \quad \forall i \in \mathcal{A}. \quad (30d)
4.3. Solution Method for the Robust ACRP

The formulation presented in Model 2 is nonconvex due to trigonometric functions and nonlinear components. To solve the robust optimization problem represented by Model 2, we adopt the approach proposed by Dias et al. (2020a). This approach solves the deterministic ACRP by using the so-called complex number formulation of the ACRP (Rey and Hijazi, 2017) and embedding it within a cut generation algorithm. We next recall the main elements of the complex number formulation for the ACRP and outline how we adapt this formulation for the robust ACRP.

We use artificial variables $\delta_{i,x}$ and $\delta_{i,y}$ defined as: $\delta_{i,x} = q_i \cos(\theta_i)$ and $\delta_{i,y} = q_i \sin(\theta_i)$ to reformulate the expression of aircraft velocities. Specifically, we obtain:

$$v_{i,x} = \delta_{i,x} \hat{v}_i \cos(\hat{\theta}_i) - \delta_{i,y} \hat{v}_i \sin(\hat{\theta}_i),$$

$$v_{i,y} = \delta_{i,y} \hat{v}_i \cos(\hat{\theta}_i) - \delta_{i,x} \hat{v}_i \sin(\hat{\theta}_i).$$

Bounds on variables $\delta_{i,x}$ and $\delta_{i,y}$ can be derived as:

$$q_i \cos(\max\{|\theta_i|, |\bar{\theta}_i|\}) \leq \delta_{i,x} \leq q_i, \quad \forall i \in \mathcal{A},$$

$$q_i \sin(\theta_i) \leq \delta_{i,y} \leq q_i \sin(\bar{\theta}_i), \quad \forall i \in \mathcal{A}.\quad (32a, 32b)$$

The speed control constraint (16) can be reformulated in quadratic form as:

$$q_i^2 \leq \delta_{i,x}^2 + \delta_{i,y}^2, \quad \forall i \in \mathcal{A},$$

$$q_i^2 \geq \delta_{i,x}^2 + \delta_{i,y}^2, \quad \forall i \in \mathcal{A}.\quad (33a, 33b)$$

The heading control constraint (17) can be reformulated in linear form as:

$$\delta_{i,y} \geq \delta_{i,x} \tan(\bar{\theta}_i), \quad \forall i \in \mathcal{A},$$

$$\delta_{i,y} \leq \delta_{i,x} \tan(\bar{\theta}_i), \quad \forall i \in \mathcal{A}.\quad (34a, 34b)$$

The objective function of the complex number reformulation of the ACRP is:

$$\text{Minimize } \sum_{i \in \mathcal{A}} (1 - w)(1 - \delta_{i,x})^2 + w\delta_{i,y}^2. \quad (35)$$

Objective function (35) is an approximation of the one used in Model (2) which is minimal for $q_i = 1$ and $\theta_i = 0$, thus preserving the optimality conditions of the original objective function (20a), as detailed in Dias et al. (2020a).

The complex number reformulation of the robust is then constructed by substituting the original motion equations (6) with the reformulated aircraft velocities constraints (31); replacing the speed and heading control constraints and variables bounds with (33), (34) and (32), respectively; and substituting the original objective function (20a) with (35). Observe that the robust separation constraints (29) remain unchanged since aircraft velocity variables $v_{i,x}$ and $v_{i,y}$ are linked to variables $\delta_{i,x}$ and $\delta_{i,y}$ via constraints (31). We refer to the resulting formulation as the robust complex number formulation and use Algorithm 2 from Dias et al. (2020a) to solve this problem. This solution method initially relaxes the nonconvex quadratic constraint in (33) and uses a cut generation procedure to iteratively solve the relaxed problems until global optimality is reached.
5. Numerical Experiments

We first introduce the experimental framework used to test the proposed mixed-integer formulation for the robust problem in Section 5.2. We then present a detailed analysis of four instances of the ACRP in Section 5.1. We explore the computational performance of the proposed approach and conduct sensitivity analyzes on the level of robustness and the size of aircraft uncertainty sets in Section 5.3 and Section 5.4, respectively. We attempt to further analyze the behavior of the robust ACRP by examining specific sets of instances in Section 5.5.

5.1. Experiments Design

We test the performance of the proposed approach using two benchmarking problems from the literature: the Circle Problem (CP) and the Random Circle Problem (RCP). The two types of benchmark instances are illustrated in Figure 3. The CP instances consist of a set of aircraft uniformly positioned on a circle and heading towards its centre. Aircraft speeds are assumed to be identical, hence the problem is highly symmetric (see Fig. 3a). The CP instances are notoriously difficult due to the geometry of aircraft initial configuration. To break the symmetry of CP instances, Vanaret et al. (2012) introduced the RCP which builds on the same framework, but aircraft initial speeds and headings are randomly deviated within specified ranges to create randomized instances (see Fig. 3b). Both benchmarking instances have been widely used in CD&R algorithms in the literature (Durand and Alliot, 2009; Cafieri and Omheni, 2017; Cafieri and Rey, 2017; Rey and Hijazi, 2017). CP and RCP instances are named CP-N and RCP-N-ID, respectively, where N is the total number of aircraft and ID is the identifier of the corresponding RCP instance with N aircraft.

![Figure 3: Example of benchmarking instances for the Circle Problem (CP) and Random Circle Problem (RCP). Aircraft initial positions are represented with black dots.](image-url)

In all experiments, we use a circle of radius 200NM. For CP instances, all aircraft have an initial speed of 500 NM/h. For RCP instances, aircraft initial speeds are randomly chosen in the range 486-594 NM/h and their initial headings are deviated from a radial trajectory (i.e. towards the centre of the circle) by adding a randomly chosen angle between $-\frac{\pi}{6}$ and $+\frac{\pi}{6}$.
We report numerical results for problems with a subliminal speed control range of \([-6\%, +3\%]\) (Bonini et al., 2009). We consider a heading control range of \([-30^\circ, +30^\circ]\) as commonly used in the literature (Cafieri and Omheni, 2017; Rey and Hijazi, 2017). We assume that the maximum uncertainty on aircraft velocity components is uniform across directions and aircraft, and define \(\bar{\epsilon} = \bar{\epsilon}_x = \bar{\epsilon}_y\) for all aircraft \(i \in A\). In our experiments we consider the following maximum levels of uncertainty: \(\bar{\epsilon} = 2.5\%, 5\%, 7.5\%\) and \(10\%\), and we consider varying levels of robustness \(\Gamma = 0, 1, 2, 3\) and \(4\). The proposed robust formulations are compared against its deterministic counterpart, which corresponds to \(\Gamma = 0\) and/or \(\bar{\epsilon} = 0\).

All problems are solved with a relative optimality gap of 1\% and a time limit of 10 minutes. All models are implemented using Python on a personal computer with 16 GB of RAM and an Intel i7 processor at 2.9GHz, solved with CPLEX v12.10 (Cplex, 2009) API for Python using default options. For reproducibility purposes, all instances used are available at https://github.com/acrp-lib/acrp-lib.

5.2. Analysis of the robust ACRP

To analyze and illustrate the behavior of the proposed formulation for the robust ACRP, we focus on four instances: CP-1, RCP-10-1, RCP-20-1 and RCP-30-1. We set the maximum uncertainty to \(\bar{\epsilon} = 5\%\) and we plot the optimal solutions obtained using the robust complex number formulation as described in section 4.3 in Figure 4: black lines represent aircraft nominal trajectories, blue lines represent aircraft optimal trajectories using \(\Gamma = 0\) (which corresponds to the deterministic case), and green lines represent optimal trajectories using \(\Gamma = 4\) (which corresponds to the maximum level of robustness).

Figure 4 shows that there are significant differences between deterministic and robust aircraft trajectories, especially for instances with a high number of conflicts, such as CP-10 (Figure 4a) and RCP-30-1 (Figure 4d). For RCP instances, this difference increases with the number of aircraft. To further analyze the behavior of the robust ACRP, we examine the distribution of post-optimization aircraft minimal separation distances, which is the distance \(d_{ij}(t_{ij}^{\text{min}})\) between each pair of aircraft \((i,j) \in P\) after optimization, against the level of robustness (\(\Gamma\)) and size of the uncertainty set (\(\bar{\epsilon}\)), in Figures 5 and 6, respectively. For CP-10 (see Figure 5a), we observe that the average post-optimization minimal separation distance increases with \(\Gamma\). Because this instance is symmetrical and all pairs are in conflict, the minimal separation to avoid conflict tends to grow rapidly with \(\Gamma\). For RCP-10-1, RCP-20-1 and RCP-30-1 (see Figures 5b, 5c, 5d, which have a higher density of pairs of aircraft and less conflicts, we find that increasing the level of robustness does not significantly affect the distribution of aircraft minimal separation which remains near the minimal 5 NM mark. However, RCP-30-1 is found to be infeasible for \(\Gamma = 3\) and \(\Gamma = 4\), which suggests that even though trajectories may not substantially affected overall, such highly robust configurations fail to admit feasible solutions. Examining the same instances for a varying maximum uncertainty reveals an overall similar pattern although with more significant changes. Figure 6 shows that the average minimum separation distance increases in all instances, particularly for CP-10. This puts in evidence that increasing the value of \(\bar{\epsilon}\) has a higher impact on the behaviour of the solution obtained. For RCP-10-1, RCP-20-1 and RCP-30-1 (see Figures 6b, 6c and 6d), we find that the distribution of aircraft pairwise minimal distances tends to increase for \(\bar{\epsilon} \geq 5\%\). Further, we find that RCP-30-1 is infeasible for \(\bar{\epsilon} = 7.5\%\) and 10\%.
Figure 4: Illustration of aircraft optimal trajectories using the robust complex number formulation with a maximum uncertainty of $\bar{\epsilon} = 5\%$. Black lines represent aircraft initial trajectories. Blue lines represent optimal trajectories obtained using $\Gamma = 0$. Red lines represent avoidance trajectories obtained using $\Gamma = 4$. 
Figure 5: Distribution of aircraft pairwise minimal separation distances after optimization for varying level of robustness $\Gamma$. The maximum uncertainty is set to $\bar{\epsilon} = 5\%$. The red dots correspond to individual values for each pair $(i,j) \in \mathcal{P}$. The black dashed line correspond to the minimal separation requirement of 5 NM.

Figure 6: Distribution of aircraft pairwise minimal separation distances after optimization for varying maximum uncertainty $\bar{\epsilon}$. The level of robustness is set to $\Gamma = 4$. The red dots correspond to individual values for each pair $(i,j) \in \mathcal{P}$. The black dashed line correspond to the minimal separation requirement of 5 NM.
For RCP instances, we further examine the minimum separation distance between aircraft before optimization in Figure 7. Figures 7a, 7b and 7c correspond to instances RCP-10-1, RCP-20-1 and RCP-30-1, respectively. To be more specific, around 55%, 50% and 45% of the pair of aircraft are less than 5 NM of minimum separation (represented by the red dashed line on the plots) for RCP-10, RCP-20 and RCP-30, respectively. Most of the remaining pairs are within close distance to the minimum separation distance. This suggests that introducing robustness can make such instances harder to solved. For RCP-10-1, RCP-20-1 and RCP-30-1, we can extrapolate that the distribution of aircraft initial minimal separation distance follows a chi-square distribution with small mean value. This confirms that in most instances, the mean value is close to 5 NM and a substantial number of aircraft pairs are in conflict or are only separated by a marginal amount in addition to the minimum separation distance.

We next conduct a comprehensive computational benchmarking of the proposed solution method for the robust ACRP.

5.3. Sensitivity analysis on the level of robustness

In this section, we analyze the performance of the robust complex number formulation for a varying level of robustness ($\Gamma$) for a fixed maximum uncertainty of $\bar{\epsilon} = 5\%$. We present the results for 7 CP instances ranging from 4 to 10 aircraft in Table 1. Results for RCP instances are reported in Table 2 for 3 instance sizes with 10, 20 and 30 aircraft per group. For each instance group, 100 RCP instances are randomly generated and we report the average performance along with the standard deviation in parenthesis. For all instances, we compare the performance of the proposed formulations for varying level of robustness where $\Gamma = 0$ corresponds to the deterministic case and $\Gamma = 4$ corresponds to the most robust configuration.

Each row in the results tables represents an instance (CP) or a group of instances (RCP). The header of the results tables is presented from left to right: $\Gamma$ is the level of robustness; $UB$ is the objective function value; Gap is the optimality gap in percent; Time is the total runtime in seconds, $n_i$ is the number of MIQCP iterations where $n_i = 0$ means that an optimal solution was found or the time limit was reached during the initial MIQP solve, $n_t$ represents the proportion of instances that could not be solved within the time limit (10 minutes), i.e. the number of time-outs and $n_\phi$ indicates the number/proportion of infeasible instances.
| Γ | Instance | UB | Gap (%) | Time (s) | n_i | n_t | n_∅ |
|---|----------|----|---------|----------|-----|-----|-----|
| 0 | CP-4     | 6.25e^{-4} | 0.00 | 0.02 | 0 | 0 | 0 |
|   | CP-5     | 1.14e^{-3} | 0.00 | 0.05 | 0 | 0 | 0 |
|   | CP-6     | 1.81e^{-3} | 0.00 | 0.05 | 0 | 0 | 0 |
|   | CP-7     | 2.37e^{-3} | 0.04 | 0.17 | 0 | 0 | 0 |
|   | CP-8     | 3.46e^{-3} | 0.03 | 1.05 | 0 | 0 | 0 |
|   | CP-9     | 4.31e^{-3} | 0.02 | 32.1  | 0 | 0 | 0 |
|   | CP-10    | 5.55e^{-3} | 0.02 | 354   | 0 | 0 | 0 |
| 1 | CP-4     | 1.07e^{-3} | 0.03 | 0.16 | 0 | 0 | 0 |
|   | CP-5     | 1.33e^{-3} | 0.00 | 0.05 | 0 | 0 | 0 |
|   | CP-6     | 2.63e^{-3} | 0.00 | 0.13 | 0 | 0 | 0 |
|   | CP-7     | 3.37e^{-3} | 0.00 | 0.45 | 0 | 0 | 0 |
|   | CP-8     | 5.44e^{-3} | 0.01 | 3.73 | 1 | 0 | 0 |
|   | CP-9     | 6.93e^{-3} | 0.01 | 68.9  | 4 | 0 | 0 |
|   | CP-10    | 8.81e^{-3} | 0.01 | 51.1  | 1 | 0 | 0 |
| 2 | CP-4     | 1.21e^{-3} | 0.00 | 0.03 | 0 | 0 | 0 |
|   | CP-5     | 1.49e^{-3} | 0.00 | 0.14 | 0 | 0 | 0 |
|   | CP-6     | 3.13e^{-3} | 0.01 | 0.75 | 2 | 0 | 0 |
|   | CP-7     | 4.18e^{-3} | 0.00 | 0.38 | 1 | 0 | 0 |
|   | CP-8     | 6.93e^{-3} | 0.01 | 7.72 | 4 | 0 | 0 |
|   | CP-9     | 8.92e^{-3} | 0.00 | 54.6  | 6 | 0 | 0 |
|   | CP-10    | 1.39e^{-2} | 0.03 | 103   | 6 | 0 | 0 |
| 3 | CP-4     | 1.22e^{-3} | 0.00 | 0.02 | 0 | 0 | 0 |
|   | CP-5     | 1.59e^{-3} | 0.00 | 0.05 | 0 | 0 | 0 |
|   | CP-6     | 3.38e^{-3} | 0.07 | 0.92 | 2 | 0 | 0 |
|   | CP-7     | 4.64e^{-3} | 0.01 | 0.67 | 1 | 0 | 0 |
|   | CP-8     | 8.98e^{-3} | 0.03 | 32.2  | 10 | 0 | 0 |
|   | CP-9     | 1.09e^{-2} | 0.01 | 54.1  | 6 | 0 | 0 |
|   | CP-10    | 2.08e^{-2} | 0.00 | 174   | 8 | 0 | 0 |
| 4 | CP-4     | 1.22e^{-3} | 0.00 | 0.03 | 0 | 0 | 0 |
|   | CP-5     | 1.63e^{-3} | 0.00 | 0.05 | 0 | 0 | 0 |
|   | CP-6     | 3.49e^{-3} | 0.04 | 0.80 | 0 | 0 | 0 |
|   | CP-7     | 4.77e^{-3} | 0.01 | 3.87 | 3 | 0 | 0 |
|   | CP-8     | 9.20e^{-3} | 0.00 | 26.7 | 9 | 0 | 0 |
|   | CP-9     | 1.24e^{-2} | 0.00 | 142   | 10 | 0 | 0 |
|   | CP-10    | 2.38e^{-2} | 0.02 | 215   | 9 | 0 | 0 |

Table 1: Summary of results for CP instances with a speed control range of $[-6\%, +3\%]$ and a heading control range of $[-30^\circ, +30^\circ]$ using a maximal uncertainty of $\bar{\epsilon} = 5\%$.

The experiments on the CP instances (Table 1) show that, as expected, the best objective value (UB) increases with the number of aircraft. Further, we find that UB increases with the level of robustness. Specifically, for CP-4, the objective value increases over 90\% from $\Gamma = 0$ to $\Gamma = 4$; while
for CP-10 this figure is greater than 300%. On average, we find that compared to the deterministic case, introducing a maximum level of robustness in CP instances yields an increase of 143.62% in the objective value. While the runtime increases exponentially with the number of aircraft, increasing $\Gamma$ does not significantly impact runtime, even when compared to the deterministic case of $\Gamma = 0$. We find that increasing $\Gamma$ tends to increase the number of iterations of the solution algorithm, which suggests that the higher levels of robustness require more deconfliction resources, i.e. speed or heading change.

| $\Gamma$ | Instance | UB          | Gap     | Time             | $n_i$ | $n_t$ | $n_0$ |
|----------|----------|-------------|---------|------------------|-------|-------|-------|
| 0        | RCP-10   | $2.2e^{-4}$ | 0.00    | 0.05 (0.0)       | 0     | 0     |
|          | RCP-20   | $1.7e^{-3}$ | 0.00    | 0.26 (0.10)      | 0     | 0     |
|          | RCP-30   | $7.1e^{-3}$ | 0.17    | 135 (239)        | 0.4   | 0     | 3     |
| 1        | RCP-10   | $1.0e^{-2}$ | 0.00    | 0.24 (0.06)      | 0     | 0     |
|          | RCP-20   | $9.8e^{-2}$ | 0.00    | 10.2 (4.84)      | 0     | 0     |
|          | RCP-30   | $7.5e^{-1}$ | 0.17    | 287 (116)        | 0.4   | 0     | 10    |
| 2        | RCP-10   | $2.7e^{-2}$ | 0.00    | 0.34 (0.13)      | 0     | 0     |
|          | RCP-20   | $2.8e^{-2}$ | 0.00    | 25.1 (16.8)      | 0     | 8     | 34    |
|          | RCP-30   | -           | -       | -                | -     | -     | 100   |
| 3        | RCP-10   | $4.2e^{-2}$ | 0.00    | 0.54 (0.18)      | 0     | 0     |
|          | RCP-20   | $7.4e^{-1}$ | 0.00    | 134 (55.6)       | 0     | 10    | 46    |
|          | RCP-30   | -           | -       | -                | -     | -     | 100   |
| 4        | RCP-10   | $5.3e^{-2}$ | 0.00    | 0.59 (0.19)      | 0     | 0     |
|          | RCP-20   | $8.8e^{-1}$ | 0.00    | 201 (144)        | 0     | 15    | 67    |
|          | RCP-30   | -           | -       | -                | -     | -     | 100   |

Table 2: Summary of results for RCP instances with a speed control range of $[-6\%, +3\%]$ and a heading control range of $[-30^\circ, +30^\circ]$ using a maximal uncertainty of $\bar{\epsilon} = 5\%$.

The results of the experiments on RCP instances are summarized in Table 2. Increasing the level of robustness in RCP instances also tends to increase the objective value (UB), and the effect is on average magnified on instances with a large number of aircraft. For RCP-10 instances, the average objective value for $\Gamma = 4$ is two orders of magnitude greater than that obtained using a deterministic configuration. For RCP-20 instances, the average objective values obtained are one order of magnitude greater than those obtained for RCP-10. We observe that RCP-10 instances can be solved within less than a second using for any level of robustness. RCP-20 instances require less than a minute for $\Gamma \leq 2$, on average, but using $\Gamma$ equal to 3 and to 4, requires around 2 and 3 minutes, respectively. We also find that $34\%$, $46\%$ and $67\%$ of RCP-20 instances cannot be solved when $\Gamma$ is equal to 2, 3 and 4, respectively. The results for RCP-30 instances reveal that all problems with $\Gamma \geq 2$ are infeasible, while only $40\%$ of these instances can be solved with $\Gamma = 1$ and all 100 RCP-30 instances are feasible in the deterministic case.

5.4. Sensitivity analysis on the size of the uncertainty set

For this experiment, we compare the performance of the proposed formulation for a maximum level of robustness, i.e. $\Gamma = 4$ under varying maximum uncertainty $\bar{\epsilon}$: 0% (for the deterministic
| $\bar{\epsilon}$ (%) | Instance | UB       | Gap (%) | Time (s) | $n_i$ | $n_e$ | $n_0$ |
|----------------------|----------|-----------|---------|----------|-------|-------|-------|
| 0.0                  | CP-4     | $6.25e^{-4}$ | 0.00    | 0.20     | 0     | 0     | 0     |
|                      | CP-5     | $1.14e^{-3}$ | 0.00    | 0.40     | 0     | 0     | 0     |
|                      | CP-6     | $1.81e^{-3}$ | 0.00    | 0.64     | 0     | 0     | 0     |
|                      | CP-7     | $2.37e^{-3}$ | 0.00    | 0.39     | 0     | 0     | 0     |
|                      | CP-8     | $3.46e^{-3}$ | 0.02    | 3.04     | 0     | 0     | 0     |
|                      | CP-9     | $4.31e^{-3}$ | 0.02    | 7.97     | 0     | 0     | 0     |
|                      | CP-10    | $5.55e^{-3}$ | 0.02    | 72.3     | 0     | 0     | 0     |

| 2.5                  | CP-4     | $1.22e^{-3}$ | 0.00    | 0.03     | 0     | 0     | 0     |
|                      | CP-5     | $1.63e^{-3}$ | 0.00    | 0.05     | 0     | 0     | 0     |
|                      | CP-6     | $3.49e^{-3}$ | 0.04    | 0.80     | 2     | 0     | 0     |
|                      | CP-7     | $4.77e^{-3}$ | 0.01    | 3.87     | 4     | 0     | 0     |
|                      | CP-8     | $9.20e^{-3}$ | 0.00    | 26.7     | 9     | 0     | 0     |
|                      | CP-9     | $1.24e^{-2}$ | 0.00    | 142      | 10    | 0     | 0     |
|                      | CP-10    | $2.38e^{-2}$ | 0.02    | 215      | 8     | 0     | 0     |

| 5.0                  | CP-4     | $1.70e^{-3}$ | 0.00    | 0.03     | 0     | 0     | 0     |
|                      | CP-5     | $3.94e^{-3}$ | 0.02    | 0.65     | 2     | 0     | 0     |
|                      | CP-6     | $1.00e^{-2}$ | 0.00    | 4.12     | 6     | 0     | 0     |
|                      | CP-7     | $2.12e^{-2}$ | 0.00    | 16.2     | 9     | 0     | 0     |
|                      | CP-8     | $4.01e^{-2}$ | 0.53    | 12.9     | 5     | 0     | 0     |
|                      | CP-9     | $6.35e^{-2}$ | 2.13    | 31.9     | 5     | 0     | 0     |
|                      | CP-10    | $8.45e^{-2}$ | 3.23    | 20.4     | 2     | 0     | 0     |

| 7.5                  | CP-4     | $3.80e^{-3}$ | 0.00    | 1.28     | 4     | 0     | 0     |
|                      | CP-5     | $1.14e^{-2}$ | 0.00    | 4.56     | 11    | 0     | 0     |
|                      | CP-6     | $3.02e^{-2}$ | 0.00    | 3.14     | 5     | 0     | 0     |
|                      | CP-7     | $6.12e^{-2}$ | 0.46    | 9.44     | 8     | 0     | 0     |
|                      | CP-8     | $9.53e^{-2}$ | 7.55    | 5.88     | 3     | 0     | 0     |
|                      | CP-9     | $1.52e^{-1}$ | 1.99    | 9.36     | 3     | 0     | 0     |
|                      | CP-10    | -          | -       | -        | -     | -     | 100   |

| 10.0                 | CP-4     | $7.45e^{-3}$ | 0.00    | 4.15     | 12    | 0     | 0     |
|                      | CP-5     | $2.14e^{-2}$ | 0.00    | 2.81     | 8     | 0     | 0     |
|                      | CP-6     | $6.24e^{-2}$ | 0.00    | 3.92     | 6     | 0     | 0     |
|                      | CP-7     | $1.09e^{-1}$ | 0.25    | 4.68     | 5     | 0     | 0     |
|                      | CP-8     | $1.98e^{-1}$ | 3.52    | 4.14     | 3     | 0     | 0     |
|                      | CP-9     | $3.48e^{-1}$ | 18.8    | 5.57     | 3     | 0     | 0     |
|                      | CP-10    | -          | -       | -        | -     | -     | 100   |

Table 3: Summary of results for CP instances with a speed control range of $[-6\%,+3\%]$ and a heading control range of $[-30^\circ,+30^\circ]$ using a level of robustness of $\Gamma = 4$.  
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Table 4: Summary of results for RCP instances with a speed control range of $[-6\%, +3\%]$ and a heading control range of $[-30^\circ, +30^\circ]$ using a level of robustness of $\bar{\epsilon} = 4$.

| $\bar{\epsilon}$ (%) | Instance | UB | Gap (%) | Time (s) | $n_i$ | $n_t$ | $n_0$ |
|-----------------------|----------|----|---------|---------|------|------|------|
| 0.0                   | RCP-10   | $2.2e^{-4}$ | $(2e^{-4})$ | 0.00 (0.0) | 0.05 (0.01) | 0.0 (0.0) | 0 0 |
|                       | RCP-20   | $1.7e^{-3}$ | $(9e^{-4})$ | 0.01 (0.0) | 0.24 (0.1) | 0.0 (0.0) | 0 0 |
|                       | RCP-30   | $7.2e^{-3}$ | $(2e^{-3})$ | 0.01 (0.1) | 66.3 (135) | 1.4 (0.8) | 3 0 |
| 2.5                   | RCP-10   | $1.6e^{-2}$ | $(1e^{-2})$ | 0.00 (0.0) | 0.47 (0.15) | 0.0 (0.0) | 0 1 |
|                       | RCP-20   | $8.9e^{-1}$ | $(2e^{-1})$ | 0.00 (0.0) | 193 (138) | 0.0 (0.0) | 12 4 |
|                       | RCP-30   | -            | -        | -       | -       | -       | 100 |
| 5.0                   | RCP-10   | $5.3e^{-2}$ | $(3e^{-2})$ | 0.00 (0.0) | 0.60 (0.18) | 0.0 (0.0) | 0 1 |
|                       | RCP-20   | $8.8e^{-1}$ | $(2e^{-1})$ | 0.00 (0.0) | 200 (144) | 0.0 (0.0) | 2 93 |
|                       | RCP-30   | -            | -        | -       | -       | -       | 100 |
| 7.5                   | RCP-10   | $1.3e^{-1}$ | $(6e^{-2})$ | 0.00 (0.0) | 0.76 (0.24) | 0.0 (0.0) | 0 9 |
|                       | RCP-20   | -            | -        | -       | -       | -       | 100 |
|                       | RCP-30   | -            | -        | -       | -       | -       | 100 |
| 10.0                  | RCP-10   | $3.0e^{-1}$ | $(1e^{-1})$ | 0.00 (0.0) | 0.89 (0.20) | 0.0 (0.0) | 0 26 |
|                       | RCP-20   | -            | -        | -       | -       | -       | 100 |
|                       | RCP-30   | -            | -        | -       | -       | -       | 100 |

The experiments on the CP instances (Table 3) show that, as expected, the objective value (UB) increases with the maximum uncertainty. For CP-4, we observe a growth in 1000% of the objective value when using a maximal uncertainty of $\bar{\epsilon} = 10\%$ compared to the deterministic case. For CP-10, this growth is of the order of 7000%. We find that CP instances with up to 9 aircraft can be solved with up $\bar{\epsilon} = 10\%$, however CP-10 is infeasible for $\bar{\epsilon} = 7.5\%$ and $\bar{\epsilon} = 10\%$. All deterministic CP problems can be solved without any iteration ($n_i = 0$) of the algorithm. In turn, introducing uncertainty in the robust ACRP triggers several iterations of the solution algorithm which suggests that the relaxed mixed-integer convex programs are generating more violations due to the required robustness. Using $\bar{\epsilon} = 2.5\%$, the instances can be solved within 0.03 s for CP-4 and up to 215 seconds for CP-10. Increasing $\bar{\epsilon}$ results in a reduced runtime for all instances compared to the deterministic case.

The results obtained using RCP instances (Table 4) reveal that while all problems are feasible under deterministic conditions, the proportion of infeasible problems increase with the maximum uncertainty and the number of aircraft. Notably, all RCP-30-1 instances are found to be infeasible for $\bar{\epsilon} \geq 2.5\%$ (recall that a maximal level of robustness is used). Examining the change in the objective value, for RCP-10 instances we observe that on average the total deviation of aircraft increases by three orders of magnitude. In terms of runtime, RCP-10 instances, are solved within 1 s using any value of $\bar{\epsilon}$. RCP-20 instances, require on average 0.24 s in the deterministic case. Using $\bar{\epsilon} = 5\%$, 93 instances are infeasible, 2 timed-out and among the remaining 5 instances solved to optimality the average runtime is 200 s.
The results of the sensitivity analyses conducted highlight that while the robust ACRP can be solved without significantly increasing the level of computational resources required, the impact of on system costs (total deviation) increase rapidly with the level of robustness and/or uncertainty, and the number of aircraft. Further, these analyses revealed that the likelihood of infeasibility increased rapidly along the same directions. We next attempt to explain this behavior of the robust ACRP.

5.5. Feasibility analysis

In this section, we explore the correlation between instance feasibility and infeasibility and the characteristics of the instance. Our goal is to identify which features of conflict resolution instances can explain the existence of feasible solutions to the robust ACRP. Since CP instances are fully symmetric we do not examine these instances. Further, since most RCP-30 instances are infeasible, we focus the analysis to RCP-10 and RCP-20 instances. For each group of 100 instances, we generate two-dimensional scatter plots where the x-axis dimension represents the number of conflicts \( n_c \) of this instance and the y-axis represents the total minimal pairwise distance \( D_{\text{min}} = \sum_{(i,j) \in P} d_{ij}(t_{ij}^{\text{min}}) \) (in NM) of this instance. Each dot in the plots represents one of the 100 instances of the corresponding group (RCP-10 or RCP-20) and the color of the dot indicates whether this instance is feasible (blue) or infeasible (red). We seek to verify that instances with a low total minimal pairwise distance and a high number of conflicts are more likely to be infeasible when increasing the level of robustness or the maximum uncertainty in the system. The results of this experiment are reported in Figures 8, 9, 10 and 11: Figures 8 and 9 illustrate the outcome for varying level of robustness for RCP-10 and RCP-20 respectively; while Figures 10 and 11 illustrate the outcome for varying maximum uncertainty for RCP-10 and RCP-20, respectively.

In Figure 8, we observe that for all values of \( \Gamma \), all RCP-10 instances but one (out of 100) with \( n_c = 3 \) conflicts and \( D_{\text{min}} \approx 10 \) NM can be solved. Figure 9 reveals that for RCP-20 instances and \( \Gamma = 1 \) only 3 infeasible instances. Increasing \( \Gamma \), we observe that the proportion of infeasible instances increase more rapidly the bottom-right quadrant of the plot, suggesting that on average instances with a high number of conflict and low total minimal pairwise distance are more likely to be infeasible. Examining RCP-10 instances, we observe in Figure 10 that only a single instance is infeasible for \( \bar{\epsilon} = 2.5\% \) and \( \bar{\epsilon} = 5.0\% \). Increasing the maximum uncertainty to \( \bar{\epsilon} = 7.5\% \) and \( 10\% \), reveal that more instances are infeasible and those instances exhibit a smaller total pairwise minimal distance and a higher number of conflicts. As shown in Figure 11, the proportion of infeasible RCP-20 instances increases rapidly with the maximum uncertainty. Using \( \bar{\epsilon} = 2.5\% \), only 5 instances (out of 100) are infeasible and they mostly represent cases where the total minimal distance is small relative other instances, and the number of conflicts is above 15 which is relatively high. Using \( \bar{\epsilon} = 5.0\% \) value, 94% of instances are infeasible and the feasible instances tend to have a large total minimal pairwise distance (above 70 NM) which suggests that aircraft have enough “room” to accommodate robust conflict-free trajectories. We find that for \( \bar{\epsilon} \geq 7.5\% \) all RCP-20 instances are infeasible.

6. Conclusion

6.1. Summary of Findings

In this study, we proposed a new formulation for the robust Aircraft Conflict Resolution Problem (ACRP) under trajectory prediction uncertainty. We introduced an aircraft trajectory prediction uncertainty model based on aircraft velocity components and showed that this approach
can be incorporated into a robust optimization formulation for the ACRP. We considered the ACRP with continuous speed and heading control maneuvers and showed that robust separation constraints can be reformulated as tractable integer-linear constraints using state-of-the-art approaches in robust optimization. We adapted the complex number formulation for the ACRP and an exact algorithm to solve the resulting robust complex number formulation model to optimality. We conducted a series of numerical experiments on benchmarking instances of the literature to explore the behavior of the robust ACRP and test the computational performance of the proposed approach. A total of 1535 benchmarking instances were used. These instances include two types of ACRPs with up to 30 aircraft per instance for different levels of randomness reflected by the level of robustness and the size of the uncertainty sets. The performance of the proposed solution method highlights the scalability of the approach compared to existing deterministic methods in the literature. We find that increasing the level of robustness and/or the maximum uncertainty in the model may lead to infeasible problems, notably when the number of aircraft and conflicts is significant. Further, pre- and post-optimization analyses reveal that the number of conflicts and the total pairwise minimal distance between aircraft can explain the behaviour of the proposed robust ACRP in terms of instance feasibility. To the best of our knowledge, this is the first exact robust optimization formulation for the ACRP.

6.2. Future Research and Perspectives

The proposed approach for the robust ACRP relies on several assumptions which may be limiting and could be further relaxed. First, the proposed formulation assumes that uniform
Figure 9: Feasibility of 100 RCP-20 instances based on the number of conflict $n_c$ and the total pairwise minimal distance between all pairs of aircraft $D_{\text{min}}$ using $\epsilon = 5\%$.

motion laws apply, which translate into infinite acceleration and deceleration rates. Although this is a common assumption in the literature, dedicated efforts are required to generate more accurate models. Second, aircraft trajectory recovery is not taken into account. Changing aircraft heading angles may require subsequent maneuvers to return aircraft to their target trajectory, which may translate into significant penalties for airlines. Since the determination of aircraft recovery trajectories is function of aircraft predicted trajectories, accounting for uncertainty is critical to ensure safe recovery trajectories.

In terms of computational experiments, our analysis has focused on uniform uncertainty model across aircraft. More realistic air traffic scenarios, possibly generated from weather data, should be explored so as to gain more practical insights into the impact of robustness in aircraft conflict resolution. Unfortunately, such data is not publicly available and future research efforts may be needed to augment existing data repositories for conflict resolution problems. The coordination of aircraft conflict resolution maneuvers also presents considerable operational challenges. As in the vast majority of exact methods for the ACRP, the proposed approach assumes that all maneuvers start at the same time, which may not always be feasible in practice. Hence, there is a need to develop exact methods that are able to account for asynchronous conflict resolution maneuvers. Exploring the role of robust and stochastic optimization approaches to develop such rich formulations is a promising avenue of research in aircraft conflict resolution.
Feasibility of 100 RCP-10 instances based on the number of conflict $n_c$ and the total pairwise minimal distance between all pairs of aircraft $D_{min}$ using $\Gamma = 4$.
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