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Abstract. We consider a gradient approximation scheme 
that is based on applying needle shaped inputs. By using ideas 
known from the classic proof of the Pontryagin Maximum Prin-
ciple we derive an approximation that reveals that the considered 
system moves along a weighted averaged gradient. Moreover, 
based on the same ideas, we give similar results for arbitrary 
periodic inputs. We also present a new gradient-based optimiza-
tion algorithm that is motivated by our calculations and that can 
be interpreted as a combination of the heavy ball method and 
Nesterov’s method.

1 Introduction

Extremum seeking is a well-known technique that has success-
fully been used in several applications (see e.g. [5], [17], [18]) 
in order to operate a system at an a priori unknown setpoint that 
is optimal with respect to some objective function. In a typical 
extremum seeking problem this objective function is unknown 
such that gradient-based methods do not apply. The majority 
of the extremum seeking schemes relies on approximating the 
gradient by the excitation of the system with a so called dither 
signal. Although a much larger class of periodic signals is ap-
propriate in principle, in most cases sinusoidal dither signals are 
used. The effect of the choice of the dither has been studied in 
[15] where the authors conclude that dither signals other than 
sinusoidal ones could be beneficial.

In the present paper we introduce periodic needle-shaped dither 
signals for gradient approximation. In particular we consider 
the case where the period length is large compared to the pulse 
length. This is in contrast to standard averaging results ([2]) or 
Lie bracket averaging results ([7]) where the period length is 
also assumed to be small. Our main objective is not to present a 
new extremum seeking scheme here but to get insight into the 
extremum seeking process using needle-shaped dither signals.

Nevertheless, this class of dithers could also be of interest in 
certain applications, e.g. when it is only possible to apply inputs 
in a short period of time.

Our contributions are as follows: For the case of needle-shaped 
dither signals we show that the extremum seeking system ap-
proximates a weighted averaged gradient descent. Secondly, we 
use that a large class of dither signals is well approximated by 
a summation of multiple needle-shaped signals and we show 
how extremum seeking systems with such dither signals can be 
analyzed with the presented theory as well. We establish new 
results for finite period length that are in the limit in accordance 
with existing results. We further propose a new gradient-based 
itimization algorithm that is indeed motivated by the results 
on gradient approximation via needle variations but can also be 
regarded separately. The algorithm can be seen as a combina-
tion of a continuous-time version of Nesterov’s method and the 
heavy ball method and is of interest on its own.

Our analysis relies on well-known results established in the con-
text of the Pontryagin Maximum Principle where the effects 
of needle-shaped variations of the optimal inputs are studied. 
Since the Maximum Principle is well-established in a very broad 
setup we hope that our ideas can be used for much more general 
problems. However, our results should be seen as a first step and 
in the present paper we only consider basic cases.

The structure of the present paper is as following: In Section 2 
we give a brief introduction to needle variations and the vari-
ational equations. In Section 3 we present our main results. 
We first consider the case of two needles with opposite sign, 
then we show how this can be generalized to a superposition 
of many needles and third we present the new continuous-time 
algorithm. In Section 4 we illustrate our approximation formulas 
for the particular case of a quadratic objective function and give 
simulation results for the proposed new algorithm. We conclude 
our work in Section 5.
2 Preliminaries

2.1 Notation

We denote by $\mathbb{N}$ the set of natural numbers, by $\mathbb{Z}$ the set of integer numbers and by $\mathbb{R}$ the set of real numbers. We denote by $\mathcal{C}^n$ the set of $n$ times continuously differentiable functions. The gradient of a function $f : \mathbb{R}^p \to \mathbb{R}$, $f \in \mathcal{C}^1$ is denoted by $\nabla f(x) = [\frac{\partial f}{\partial x_1}(x) \frac{\partial f}{\partial x_2}(x) \ldots \frac{\partial f}{\partial x_p}(x)]^T$. Moreover, we make use of the Landau notation: For $f, g : \mathbb{R}^n \to \mathbb{R}$ we write $f(x) = O(g(x))$ meaning that there exists some $M > 0$ and some $\delta > 0$ such that $|f(x)| \leq M|g(x)|$ for all $|x| \leq \delta$.

2.2 Needle variations and the variational equation

In the following we briefly repeat well-known results on the effect of so called needle variations in the control inputs to trajectories of dynamic systems. Our overview follows closely the lines of [11, Chapter 4] but is adapted to the special needs for the argumentation of our main results. Consider

$$\dot{x}(t) = g_1(x(t))u_1(t) + g_2(x(t))u_2(t)$$

(1)

where $g_1, g_2 : \mathbb{R} \to \mathbb{R}$ and $u_1, u_2 : \mathbb{R} \to \mathbb{R}$. Further, suppose that $g_1, g_2 \in \mathcal{C}^1$ and $u_1, u_2$ are piecewise continuous such that at least local existence and uniqueness of a solution to (1) is ensured. Let $x^\varepsilon(t)$ denote the solution of (1) for $u_1(t) = u_1^\varepsilon(t)$ and $u_2(t) = u_2^\varepsilon(t) \equiv 0$. We are interested in how the solution $x^\varepsilon(t)$ will change when we perturb the input $u_2^\varepsilon$ by a so called needle variation, also known as Pontryagin-McShane variation, where the perturbed input is defined as

$$u_2(t) = \begin{cases} u_2^\varepsilon & \text{if } t \notin \lbrack \bar{t} - \varepsilon, \bar{t} \rbrack \\ \alpha & \text{if } t \in \lbrack \bar{t} - \varepsilon, \bar{t} \rbrack \end{cases}$$

(2)

with some constant $\alpha \in \mathbb{R}$ and $\varepsilon > 0$. Thus, the input is perturbed on an interval of length $\varepsilon$ by some constant value $\alpha$, see Figure 1. In the following we will investigate the effect of such a perturbation for small $\varepsilon$. Let $x(t)$ denote the solution of (1) when applying the perturbed input and suppose that $u_1^\varepsilon(t)$ is continuous at $t = \bar{t}$. By some Taylor expansions one can show that (see e.g. [11])

$$x(t) = x^\varepsilon(\bar{t}) + \varepsilon g_1(x^\varepsilon(\bar{t}))u_1^\varepsilon(\bar{t}) + g_2(x^\varepsilon(\bar{t}))\alpha$$

$$- g_1(x^\varepsilon(\bar{t}))u_1^\varepsilon(\bar{t}) + O(\varepsilon^2)$$

$$= x^\varepsilon(\bar{t}) + \varepsilon g_2(x^\varepsilon(\bar{t}))\alpha + O(\varepsilon^2).$$

(3)

We will now investigate how the perturbed solution $x(t)$ is propagated after time $\bar{t}$ in comparison to the unperturbed solution $x^\varepsilon(t)$. This can be studied using perturbation theory ([9]) where one is interested in how the solution of a differential equation evolves when starting from a perturbed initial condition compared to the solution when starting from a nominal initial condition. Here, $x^\varepsilon(\bar{t})$ plays the role of the nominal initial condition whereas the perturbed one is given by (3). The basic idea is to do a Taylor expansion of the perturbed solution in $\varepsilon$ about $\varepsilon = 0$ which leads to

$$x(t) = x^\varepsilon(t) + \varepsilon v_1(t) + O(\varepsilon^2)$$

(4)

where $v_1(t)$ is some unknown function that can be determined as following. Since $x(t)$ must fulfill the unperturbed differential equation one can put $x(t)$ as given by (4) into (1) with $u_1 = u_1^\varepsilon$, $u_2 = u_2^\varepsilon$ and compare the terms linear in $\varepsilon$ which then gives ([11],[9])

$$v_1(t) = g_2(x^\varepsilon(t))u_1^\varepsilon(t)$$

(5)

with $v_1(\bar{t}) = g_2(x^\varepsilon(\bar{t}))\alpha$. This is known as the variational equation ([11]) and it is the same as the linearization of (1) with $u_1(t) = u_1^\varepsilon(t), u_2(t) = u_2^\varepsilon(t)$ about the trajectory $x^\varepsilon(t)$.

3 Main results

We consider the following nonlinear input-affine system

$$\dot{x}(t) = F(x(t))u_1(t) + u_2(t)$$

(6)

with $x(0) = x_0 \in \mathbb{R}$ and where $F : \mathbb{R} \to \mathbb{R}, F \in \mathcal{C}^1$. In extremum seeking problems the usual approach is to choose the inputs $u_1, u_2$ such that the trajectories of (6) approximately move along those of the gradient flow $\dot{x}(t) = -\nabla F(x(t)), x(0) = x_0$, such that $x$ converges to a solution of the optimization problem $\min F(x)$ (see e.g. [2] or [7]). Here, we want to investigate the averaged behavior of (6) for a new class of inputs: We first consider needle-shaped inputs and then give a generalization thereof. We consider the scalar case here such that, strictly speaking, we are only treating derivative approximation. However it should be noted that one can expect similar results for the multidimensional case.

3.1 Dither signals composed of two needles

Define the following $T$-periodic input sequence

$$u_1(t) = \begin{cases} 1 & \text{for } t \in \lbrack 0, \frac{T}{2} \rbrack \\ -1 & \text{for } t \in \lbrack \frac{T}{2}, T \rbrack \end{cases}$$

(7)

and

$$u_2(t) = \begin{cases} \alpha & \text{for } t \in \lbrack 0, \varepsilon \rbrack \\ 0 & \text{for } t \in \lbrack \varepsilon, \frac{T}{2} \rbrack + \varepsilon \rbrack \\ -\alpha & \text{for } t \in \lbrack \frac{T}{2}, \frac{T}{2} + \varepsilon \rbrack \end{cases}$$

(8)

where $T > 0, 0 < \varepsilon < \frac{T}{2}$ and $-\infty < \alpha < \infty$. The input sequence is illustrated in Figure 2. The following theorem reveals how this input sequence affects (6) for $\varepsilon$ being small.
Figure 1. Illustration of the needle variation as defined by (2) (left) as well as the optimal and the varied trajectory (right).

Figure 2. Illustration of the input sequence as defined by (7) and (8). The upper plot shows $u_1(t)$, the lower one shows the needle variation $u_2(t)$.

**Theorem 1.** Consider (6) together with the input sequence as defined by (7) and (8). Let $x^*(t)$ denote the solution of (6) when $u_1(t)$ as defined by (7) and $u_2(t) = 0$ and suppose that $x^*(t)$ exists on $[0, T]$. Let $\Phi(t, s)$ denote the state-transition matrix at time $t$ corresponding to the variational equation

$$
\dot{v}_1(t) = \frac{\partial E}{\partial x}(x^*(t))v_1(t)
$$

with initial time $t_0$. Then

$$
x(T) = x_0 + \varepsilon\alpha \Phi(0, \varepsilon) \int_0^{T} \frac{\partial E}{\partial x}(x^*(\tau)) \Phi(\tau, \frac{T}{2} - \varepsilon) d\tau + O(\varepsilon^2).
$$

**Proof.** We use the results presented in Section 2.2 where $u_2$ plays the role of the needle variation. With (3) we have after the first needle, i.e. at $t = \varepsilon$, $x(\varepsilon) = x^*(\varepsilon) + \varepsilon\alpha + O(\varepsilon^2)$. Using (4) we have at the point where the second needle is applied, i.e. at $t = \frac{T}{2}$,

$$
x(\frac{T}{2}) = x^*(\frac{T}{2}) + \varepsilon v_1(t) + O(\varepsilon^2). 
$$

where $v_1(t)$ is the solution of (9) with initial condition $v_1(\varepsilon) = \alpha$. Since $\Phi(t, s)$ denotes the state-transition matrix corresponding to (9) we have that $v_1(t) = \Phi(t, \varepsilon)v_1(\varepsilon) = \Phi(t, \varepsilon)\alpha$ for $t \in [\varepsilon, \frac{T}{2}]$ such that

$$
x(\frac{T}{2}) = x^*(\frac{T}{2}) + \varepsilon\Phi(\frac{T}{2}, \varepsilon)\alpha + O(\varepsilon^2).
$$

We will now repeat the same procedure for the second needle. Let $\bar{x}(t)$ denote the solution when only applying the first but not the second needle, i.e. we have $\bar{x}(t) = x^*(t) + \varepsilon\Phi(t, \varepsilon)\alpha + O(\varepsilon^2)$ where $\Phi(t, s)$ denotes the state-transition matrix corresponding to

$$
\dot{v}(t) = \frac{\partial E}{\partial x}(x^*(t))u_1(t)v(t)
$$

with initial time $t_0$. In comparison to the previous calculations $\bar{x}(t)$ now plays the role of $x^*(t)$ in (3) such that

$$
x(\frac{T}{2} + \varepsilon) = \bar{x}(\frac{T}{2} + \varepsilon) - \varepsilon\alpha + O(\varepsilon^2).
$$

Hence, propagating the second needle, we obtain by (4)

$$
x(t) = \bar{x}(t) + \varepsilon\Phi(t, \varepsilon)v_2(t) + O(\varepsilon^2) = x^*(t) + \varepsilon(\Phi(t, \varepsilon)\alpha + v_2(t)) + O(\varepsilon^2)
$$

for $\frac{T}{2} + \varepsilon \leq t \leq T$. Let $v(t) = \Phi(t, \varepsilon)\alpha + v_2(t)$. Notice that $v(t)$ fulfills (13) such that

$$
x(T) = x^*(T) + \varepsilon\Phi(T, \frac{T}{2} + \varepsilon)v(T) + O(\varepsilon^2)
$$

$$
= x^*(T) + \varepsilon\Phi(T, \frac{T}{2} + \varepsilon)(\Phi(\frac{T}{2} + \varepsilon, \varepsilon)\alpha - \alpha) + O(\varepsilon^2).
$$

We will now investigate how $\Phi(t, t_0)$ and $\Phi(t, s)$ are related. Let $\Phi_2(t, t_0)$ denote the state-transition matrix corresponding to (13) when $u_1(t) = -1$ and notice that $\Phi(t, t_0)$ is the state-transition matrix for the case of $u_1(t) = 1$. Then we have

$$
\Phi(t, t_0) = \begin{cases} 
\Phi(t, t_0) & \text{if } t \in [0, \frac{T}{2}], t_0 \in [0, \frac{T}{2}]
\Phi(t, \frac{T}{2})\Phi_2(\frac{T}{2}, t_0) & \text{if } t \in [\frac{T}{2}, T], t_0 \in [0, \frac{T}{2}]
\Phi_2(t, t_0) & \text{if } t \in [\frac{T}{2}, T], t_0 \in [\frac{T}{2}, T]
\end{cases}
$$

Now, since (13) is a scalar linear time varying differential equation, we have $\Phi(t, t_0) = \exp(\int_{t_0}^{t} \frac{\partial E}{\partial x}(x^*(\tau))d\tau)$. Similarly

$$
\Phi_2(t, t_0) = \exp(-\int_{t_0}^{t} \frac{\partial E}{\partial x}(x^*(\tau))d\tau) = \exp(-\int_{t_0}^{T} \frac{\partial E}{\partial x}(x^*(T - \tau))d\tau)
$$

where we used that $x^*(t) = x^*(T - t)$ since $x^*(t)$ is just going back and forth along $F(x)$. Using (17) and (18) in (16) we obtain
where \( x^\ast(T) = x_0 \)

\[
x(t) = x_0 + \varepsilon \alpha (\Phi_1(T, \frac{T}{\varepsilon}) - \Phi_2(T, \frac{T}{\varepsilon}) + \mathcal{O}(\varepsilon^2))
\]

\[
= x_0 + \varepsilon \alpha (\Phi(0, \varepsilon) - \Phi(0, \frac{T}{\varepsilon}) + \mathcal{O}(\varepsilon^2))
\]

\[
= x_0 + \varepsilon \alpha (1 - \Phi(0, \frac{T}{\varepsilon}) + \mathcal{O}(\varepsilon^2))
\]

\[
= x_0 + \varepsilon \alpha \Phi(0, \varepsilon) \int_{\frac{T}{\varepsilon}}^{T} \frac{\tau - \varepsilon}{\varepsilon} \Phi(\tau, \frac{T}{\varepsilon} - \varepsilon) d\tau + \mathcal{O}(\varepsilon^2)
\]

\[
= x_0 + \varepsilon \alpha \Phi(0, \varepsilon) \int_{\frac{T}{\varepsilon}}^{T} \frac{\tau - \varepsilon}{\varepsilon} \frac{\partial F}{\partial x}(x^\ast(\tau)) \Phi(\tau, \frac{T}{\varepsilon} - \varepsilon) d\tau + \mathcal{O}(\varepsilon^2)
\]

\[
\quad + \mathcal{O}(\varepsilon^2)
\]

where in the last step we used the differentiation property of the state-transition matrix, see e.g. [8].

\[\square\]

**Remark 1.** Equation (10) gives an approximation at \( t = T \). However, due to the periodicity, it can as well be extended to arbitrary integer multiples of \( T \) which leads to

\[
x((k+1)T) = x(kT) + \varepsilon \alpha \Phi(kt, t_0) \int_{t_k}^{t_{k+1}} \frac{\partial F}{\partial x}(x^\ast(\tau)) \Phi(\tau, t_2) d\tau + \mathcal{O}(\varepsilon^2)
\]

where \( k \in \mathbb{N}, t_k := kt + \varepsilon, t_{k+1} := kt + \frac{T}{\varepsilon} - \varepsilon \).

Eq. (10) gives insight into the gradient approximation process and shows that system (6) with inputs (7) and (8) approximately moves along a weighted average of the gradient of \( F \). Thus, depending on the sign of \( \alpha \), this system does a modified gradient descent or ascent. This is also comparable to what is done in stochastic approximation ([13]) where one uses the sum of several gradients.

Notice that the approximation (10) is valid for small \( \varepsilon \) but \( T \) does not have to be small which is in contrast to existing results. In the following we consider the case where \( T \) is of the same order of magnitude as \( \varepsilon \). In particular, we consider \( T = 8\varepsilon \).

**Lemma 1.** Consider (6) together with the input sequence as defined by (7) and (8). Let \( x^\ast(t) \) denote the solution of (6) when \( u_1(t) \) as defined by (7) and \( u_2(t) \equiv 0 \). Suppose \( T = 8\varepsilon \). Then

\[
x(T) = x_0 + \varepsilon^2 \alpha (\frac{\partial F}{\partial x}(x^\ast(\frac{T}{\varepsilon})) + \frac{\partial F}{\partial x}(x_0)) + \mathcal{O}(\varepsilon^3).
\]

**Proof.** In case of \( T = 8\varepsilon \) we have from (10)

\[
x(T) = x_0 + \varepsilon \alpha \Phi(0, \varepsilon) \int_{\frac{T}{\varepsilon}}^{T} \frac{\partial F}{\partial x}(x^\ast(\tau)) \Phi(\tau, 3\varepsilon) d\tau + \mathcal{O}(\varepsilon^2).
\]

(22)

Expanding the integrand into a Taylor series about \( \tau = 4\varepsilon \) we obtain

\[
\int_{\varepsilon}^{3\varepsilon} \frac{\partial F}{\partial x}(x^\ast(\tau)) \Phi(\tau, 3\varepsilon) d\tau
\]

\[
= \int_{\varepsilon}^{3\varepsilon} \frac{\partial F}{\partial x}(x^\ast(4\varepsilon)) \Phi(4\varepsilon, 3\varepsilon) + \mathcal{O}(\varepsilon - 4\varepsilon) d\tau
\]

\[
= 2\varepsilon \frac{\partial F}{\partial x}(x^\ast(4\varepsilon)) \Phi(4\varepsilon, 3\varepsilon) + \mathcal{O}(\varepsilon^2).
\]

Moreover, a Taylor expansion of \( \Phi(4\varepsilon, t_0) \) about \( t_0 = 4\varepsilon \), it is

\[
\Phi(4\varepsilon, 3\varepsilon) = \Phi(4\varepsilon, 4\varepsilon) - \frac{\partial}{\partial u} \Phi(4\varepsilon, t_0)|_{t_0=4\varepsilon} = 0 + \mathcal{O}(\varepsilon^2).
\]

Equivalently, we have

\[
\Phi(0, \varepsilon) = \Phi(0, 0) + \frac{\partial}{\partial u} \Phi(0, t_0)|_{t_0=0} = 0 + \mathcal{O}(\varepsilon^2).
\]

Hence we obtain using (23) - (25) in (22)

\[
x(T) = x_0 + 2\varepsilon^2 \alpha \frac{\partial F}{\partial x}(x^\ast(4\varepsilon)) + \mathcal{O}(\varepsilon^3).
\]

By (11) it is \( x^\ast(4\varepsilon) = x(\frac{T}{\varepsilon}) + \mathcal{O}(\varepsilon) \) but also \( x^\ast(4\varepsilon) = x_0 + \mathcal{O}(\varepsilon) \). Thus

\[
x(T) = x_0 + 2\varepsilon^2 \alpha \frac{\partial F}{\partial x}(x(\frac{T}{\varepsilon})) + \mathcal{O}(\varepsilon^3)
\]

\[
= x_0 + 2\varepsilon^2 \alpha \frac{\partial F}{\partial x}(x_0) + \mathcal{O}(\varepsilon^3)
\]

such that – by adding both expressions – we finally arrive at (21).

\[\square\]

**Remark 2.** Lemma 1 is consistent with the well-known fact that an input-affine system \( \dot{x} = g_1(x)u_1(t) + g_2(x)u_2(t) \) with \( u_1, u_2 \) as defined by (7) and (8) when \( T = 8\varepsilon \) approximately moves into the direction of the Lie bracket \([g_1, g_2](x)\), see e.g. [4] or [7] in terms of extremum seeking. Here, it is \( g_1(x) = F(x) \) and \( g_2(x) = 1 \) such that we obtain for the Lie bracket

\[
[g_1, g_2](x) = \frac{\partial F}{\partial x}(x)g_1(x) - \frac{\partial F}{\partial x}(x)g_2(x) = -\frac{\partial F}{\partial x}(x).
\]

\[\text{Remark 3.}\] In case of \( T = 4\varepsilon \) the integral in (10) vanishes such that there are no first order terms. Thus, the ratio between \( \varepsilon \) and \( T \) is important but nevertheless \( T \) does not necessarily have to be \( 8\varepsilon \).

In comparison to common approximation formulas our result (21) not only includes the gradient of \( F \) evaluated at the start point but also at the point where \( u_1 \) changes its sign, i.e. at the two points where \( x^\ast \) reverses its direction. Usually, this term disappears by including it in the higher order terms.

### 3.2 Dither signals composed of infinitely many needles

Up to now we have considered the very special input sequence given by (7) and (8). In the following we consider the same nonlinear input-affine system (6) with more general inputs \( u_1 \)
and \( u_2 \). More precisely, we impose the following assumptions on the input functions \( u_1, u_2 : \mathbb{R} \to \mathbb{R} \):

**A1** The functions \( u_1, u_2 \) are piecewise continuous and bounded.

**A2** The functions \( u_1, u_2 \) are \( T \)-periodic and have zero mean. For example, this includes the well-known case of trigonometric input functions, i.e. \( u_1(t) = \sqrt{\omega} \cos(\omega t) \) and \( u_2(t) = \sqrt{\omega} \sin(\omega t) \) that was considered e.g. in [10] or more recently in [7] in the context of extremum seeking. Loosely spoken, the idea is to approximate the input \( u_2 \) by infinitely many needles to go along the same lines as in the previous case, see Figure 3.

**Theorem 2.** Suppose that Assumptions A1 and A2 hold. Consider (6) together with \( u_2(t) \) defined by

\[
u_2(t) = u_2(t_{i+1}) \quad \text{for} \quad t \in [t_i, t_{i+1}], t_{i+1} \leq T
\]

where \( t_i = \epsilon i, \epsilon = \frac{T}{N}, N \in \mathbb{N}, i = 0, 1, \ldots, N - 1 \). Let \( x^*(t) \) denote the solution of (6) for \( u_2(t) = 0 \) and \( u_1(t) \) as defined by Assumptions A1 and A2 and suppose that \( x^*(t) \) exists on \([0, T]\). Let further \( \Phi(t, t_0) \) denote the state-transition matrix corresponding to

\[
\psi_1(t) = \frac{\partial \Phi}{\partial \xi}(x^*(t_0))u_1(t_0)v_1(t) \tag{30}
\]

with initial time \( t_0 \). Then, if \( N \) is finite,

\[
x(T) = x^*(T) + \mathcal{O}\left(\epsilon^2\right) \tag{31}
\]

\[
+ \epsilon \sum_{i=0}^{N-1} \left( \int_{t_i}^{t_{i+1}} \frac{\partial \Phi}{\partial \xi}(x^*(\tau))u_1(\tau)\Phi(\tau, t_{i+1})d\tau + 1 \right) u_2(t_{i+1}).
\]

Moreover,

\[
\lim_{N \to \infty} x(T) = x^*(T) + \int_0^T \int_0^T \frac{\partial \Phi}{\partial \xi}(x^*(\tau))u_1(\tau)\Phi(\tau, t)u_2(t)d\tau dt. \tag{32}
\]

**Proof.** We use again the results presented in Section 2.2. With (3) we have at the end of the first needle \( x(\epsilon) = x^*(\epsilon) + \epsilon u_2(\epsilon) + \mathcal{O}(\epsilon^2) \). Let \( \bar{x}(\epsilon) \) denote the solution in case we would not apply the second needle at \( t = \epsilon \). Then

\[
\bar{x}(2\epsilon) = x^*(2\epsilon) + \epsilon v_1(2\epsilon) + \mathcal{O}(\epsilon^2)
\]

\[
= x^*(2\epsilon) + \epsilon \Phi(2\epsilon, \epsilon)u_2(\epsilon) + \mathcal{O}(\epsilon^2) \tag{33}
\]

and hence when the second needle is applied we obtain using again (3)

\[
x(2\epsilon) = \bar{x}(2\epsilon) + \epsilon u_2(2\epsilon) + \mathcal{O}(\epsilon^2)
\]

\[
= x^*(2\epsilon) + \epsilon \Phi(2\epsilon, \epsilon)u_2(\epsilon) + \epsilon u_2(2\epsilon) + \mathcal{O}(\epsilon^2). \tag{34}
\]

Here, the first term involving the state-transition matrix is the propagation of the first needle whereas the other term linear in \( \epsilon \) is the second needle. Going on along these lines we obtain

\[
x(3\epsilon) = x^*(3\epsilon) + \epsilon \Phi(3\epsilon, 2\epsilon)\Phi(2\epsilon, \epsilon)u_2(\epsilon) + \epsilon u_2(2\epsilon)
\]

\[
+ \epsilon u_1(3\epsilon) + \mathcal{O}(\epsilon^2)
\]

\[
= x^*(3\epsilon) + \epsilon \Phi(3\epsilon, \epsilon)u_2(\epsilon) + \epsilon \Phi(3\epsilon, 2\epsilon)u_2(2\epsilon)
\]

\[
+ \epsilon u_2(3\epsilon) + \mathcal{O}(\epsilon^2). \tag{35}
\]

Generalizing this we have

\[
x(k\epsilon) = x^*(k\epsilon) + \epsilon \sum_{i=0}^{k-1} \Phi(k\epsilon, t_{i+1})u_2(t_{i+1}) + \mathcal{O}(\epsilon^2) \tag{36}
\]

where \( k \in \mathbb{N} \) and \( t_i = \epsilon i \). Thus, we have after one period, i.e. at \( T = N\epsilon \),

\[
x(T) = x^*(T) + \epsilon \sum_{i=0}^{N-1} \Phi(T, t_{i+1})u_2(t_{i+1}) + \mathcal{O}(\epsilon^2). \tag{37}
\]

We will now take a closer look at the sum. It is

\[
\epsilon \sum_{i=0}^{N-1} \Phi(T, t_{i+1})u_2(t_{i+1}) \tag{38}
\]

\[
= \epsilon \sum_{i=0}^{N-1} \left( \int_{t_i}^{t_{i+1}} \frac{\partial \Phi}{\partial \xi}(\tau, t_{i+1})d\tau + 1 \right) u_2(t_{i+1})
\]

\[
= \epsilon \sum_{i=0}^{N-1} \left( \int_{t_i}^{t_{i+1}} \frac{\partial \Phi}{\partial \xi}(x^*(\tau))u_1(\tau)\Phi(\tau, t_{i+1})d\tau + 1 \right) u_2(t_{i+1})
\]

where we used in the last step that the state-transition matrix \( \Phi \) fulfills the variational equation (30). This, together with (37), proves (31). Next we look at the case when \( N \) tends to infinity. We consider first the part without he integral, i.e.

\[
\lim_{N \to \infty} \sum_{i=0}^{N-1} \epsilon u_2(t_{i+1}) = \lim_{N \to \infty} \sum_{i=0}^{N-1} (t_{i+1} - t_i)u_2(t_{i+1}). \tag{39}
\]

This is the limit of a Riemann sum (see e.g. [16, Chapter 3]) with
algorithm. The algorithm is presented in the following Theorem

**Theorem 3.3** An accelerated gradient algorithm

\[
\Phi(t_{i+1}) = \frac{1}{\gamma} \left( \Phi(t_i) + \nabla F(z_{i+1}) \right) + \frac{1}{\gamma} \nabla F(z_{i+1})
\]

Following the rest of the proof of Theorem 1, the \(\Phi\) matrix can be seen by evaluating (31) for \(u\) functions, we skip the calculations here. Notice also that the related \(T\) verify using (32) the result as presented in [7] where the case of trigonometric functions is assumed to be locally convex, and hence, the invariance principle of Krasovskii-LaSalle we conclude that \(\epsilon^2, 0\) is locally asymptotically stable.

**Proof.** It is straightforward to verify that \(\bar{z}_{1} = z^*, \bar{z}_{2} = 0\) is an equilibrium of (42) since \(\nabla F(\bar{z}_{1}) = \nabla F(z_{1} + \gamma z_{2}) = 0\). Consider now the Lyapunov function candidate

\[
V = \frac{1}{2} \bar{z}_{2}^2 + (c_1 + c_2) F(z_{1}) - (c_1 + c_2) F(z^*)
\]

which is positive definite for \(\bar{z}_{1} \in \mathcal{D}, \bar{z}_{2} \in \mathbb{R}^n\) and attains its minimum at the considered equilibrium. The derivative of \(V\) along the trajectories of (42) is given by

\[
V = \bar{z}_{2}^2 + (c_1 + c_2) \bar{z}_{2} \nabla F(z_{1}) + (c_1 + c_2) \bar{z}_{2} \nabla F(z_{1} + \gamma z_{2})
\]

\[
= - k \| \bar{z}_{2} \|^2 - c_2 \bar{z}_{2} \nabla F(z_{1} + \gamma z_{2}) - \nabla F(z_{1}).
\]

Since \(F\) is assumed to be locally convex, we have that

\[
(\alpha - \beta)^T (\nabla F(\alpha) - \nabla F(\beta)) \geq 0 \quad \text{for all } \alpha, \beta \in \mathcal{D}.
\]

This inequality holds for an equilibrium of (42) since \(\nabla F(z_{1} + \gamma z_{2}) = 0\). Thus, \(V \leq 0\) for \(\bar{z}_{1} \in \mathcal{D}, \bar{z}_{2} \in \mathbb{R}^n\). In particular, \(V = 0\) for \(z = 0\). However, putting \(z_{2} \equiv 0\) into (42), it follows that \(z_{1} \equiv z^*\) such that by the invariance principle of Krasovskii-LaSalle we conclude that \((z^*, 0)\) is locally asymptotically stable for (42).

**Remark 7.** The algorithm is motivated by the result of Lemma 1 as we will show in the following. Consider again (21) and let \(x^{(k)} := x(k/\xi), k \in \mathbb{N}\). Then we have as a generalization of (21)

\[
x^{(k+2)} = x^{(k)} + \xi^2 \alpha \left( \frac{\partial F}{\partial x} (x^{(k+1)}) + \frac{\partial F}{\partial x} (x^{(k)}) \right) + O(\xi^3)
\]

where \(k, c_1, c_2, \gamma > 0\) and \(z_{1}, z_{2} \in \mathbb{R}^n\). Suppose \(F : \mathbb{R}^n \to \mathbb{R}\), \(F \in \mathcal{C}^1\) is locally convex on an open convex set \(\mathcal{D} \subseteq \mathbb{R}^n\) and has a unique isolated minimum on \(\mathcal{D}\) at \(z^* \in \mathcal{D}\). Then the equilibrium \([z^*^T, 0]^T\) of (42) is locally asymptotically stable. Moreover, if \(\mathcal{D} = \mathbb{R}^n\) and \(F\) is radially unbounded, then the equilibrium is globally asymptotically stable for (42).

**Remark 4.** Theorem 2 also applies with a slight modification if Assumption A2 is not fulfilled. However, periodicity is required to extend the approximation as explained in Remark 1. Further, the mean of \(u(t)\) appears in (32) if it does not vanish.

**Remark 5.** For the standard case of trigonometric functions \(u_1(t) = \sqrt{2} \cos(\omega t)\) and \(u_2(t) = \sqrt{2} \sin(\omega t)\), one can verify using (32) the result as presented in [7] where the case of \(T\) tends to zero is considered. However, due to space limitations, we skip the calculations here. Notice also that the related functions \(u_1(t) = \left( \sin (\frac{2\pi t}{T}) \right)^{N+1}\) and \(u_2(t) = \left( \cos (\frac{2\pi t}{T}) \right)^{N+1}\) are a smooth approximation of \(u_1, u_2\) as defined by (7) and (8) for \(N \in \mathbb{N}\) sufficiently large.

**Remark 6.** Theorem 1 is a special case of Theorem 2. This can be seen by evaluating (31) for \(u_1, u_2\) as given by (7) and (8) and using the differentiation property of the state-transition matrix \(\Phi\) to get rid of the integral. Notice that \(\Phi\) plays the role of \(\Phi\) as defined in the proof of Theorem 2. By that, one ends up with (16) and following the rest of the proof of Theorem 1 the relation becomes clear.

### 3.3 An accelerated gradient algorithm

In the following we present a new continuous-time optimization algorithm. The algorithm is presented in the following Theorem and is motivated by Lemma 1 as we will explain in Remark 7.

**Theorem 3.** Consider

\[
\dot{z}_{1} = z_{2}
\]

\[
\dot{z}_{2} = - k z_{2} - c_{1} \nabla F(z_{1}) - c_{2} \nabla F(z_{1} + \gamma z_{2})
\]

where \(k, c_{1}, c_{2}, \gamma > 0\) and \(z_{1}, z_{2} \in \mathbb{R}^n\). Suppose \(F : \mathbb{R}^n \to \mathbb{R}\), \(F \in \mathcal{C}^1\) is locally convex on an open convex set \(\mathcal{D} \subseteq \mathbb{R}^n\) and has a unique isolated minimum on \(\mathcal{D}\) at \(z^* \in \mathcal{D}\). Then the equilibrium \([z^*^T, 0]^T\) of (42) is locally asymptotically stable. Moreover, if \(\mathcal{D} = \mathbb{R}^n\) and \(F\) is radially unbounded, then the equilibrium is globally asymptotically stable for (42).
This is the Euler discretization (with step size 1) of
\[
\begin{align*}
\dot{\xi}_1 &= \xi_2 - \xi_1 \\
\dot{\xi}_2 &= \xi_1 - \xi_2 + \varepsilon^2 \alpha (\frac{\partial F}{\partial x}(\xi_1) + \frac{\partial F}{\partial x}(\xi_2)) + \mathcal{O}(\varepsilon^3).
\end{align*}
\] (47)

With \(z_1 := \xi_1, z_2 := \xi_2 - \xi_1, c_1 = c_2 = \varepsilon^2 \alpha, \gamma = 1\) and neglecting the \(\mathcal{O}(\varepsilon^3)\)-terms we arrive at (42). Thus, loosely speaking, (42) can be interpreted as the averaged system corresponding to the extremum seeking system discussed in Lemma 1. This relationship suggests that in certain cases extremum seeking algorithms do not mimic a simple gradient flow but the more advanced method presented in Theorem 3.

Remark 8. The continuous-time algorithm (42) can be interpreted as a combination of the continuous-time heavy ball method (see e.g. [3]) and a continuous-time version of Nesterov’s method as presented in [6]. In the heavy ball method only the term \(\nabla F(z_1)\) is present whereas in Nesterov’s method only the term \(\nabla F(z_1 + \gamma z_2)\) occurs. To be more precise, these are given by
\[
\begin{align*}
\dot{z}_1 &= z_2 \\
\dot{z}_2 &= u
\end{align*}
\] (48)
where \(u = -kz_2 - c_1 \nabla F(z_1)\) for the heavy ball and \(u = -kz_2 - c_2 \nabla F(z_1 + \gamma z_2)\) for Nesterov’s method. Notice that if \(F\) is quadratic, i.e. the gradient is linear, there is no difference between Nesterov’s method and (42) up to the choice of parameters.

Remark 9. The algorithm (42) uses the gradient at two different points which can be interpreted as a simple way of averaging. Moreover, the term \(\nabla F(z_1 + \gamma z_2)\) uses knowledge about the derivative of \(z_1\) which implements some kind of preview. For small \(z_1\), it is also \(\nabla F(z_1 + \gamma z_1) \approx \nabla F(z_1) + \gamma \nabla^2 F(z_1) z_1\) such that, close to the critical point, this term may also be interpreted as a curvature dependent damping.

4 Example

In the following we illustrate the results from Theorem 1 and Theorem 3 by means of an example and simulations.

4.1 The case of quadratic \(F(x)\)

Suppose that \(F\) in (6) is a scalar, quadratic function, i.e.
\[
F(x) = x^2 + bx + c,
\] (49)
where \(b, c \in \mathbb{R}\) and \(F : \mathbb{R} \to \mathbb{R}\). The quadratic case is important since many convex functions are locally quadratic in a region around their minimum. For the input sequence defined by (7) and (8) one can compute \(x^t(t)\) and \(\Phi(t_0)\) in (10) analytically. In particular, in case of \(4c - b^2 \neq 0\) one obtains
\[
x^t(t) = \frac{1}{2} \left( \tan \left( p(t + K_j(x_j)) \right) \sqrt{4c - b^2} - b \right)
\] (50)
and
\[
\Phi(t, t_j) = \left| \frac{\cos \left( p(t_j + K_j(x_j)) \right)}{\cos \left( p(t + K_j(x_j)) \right)} \right|^2
\] (51)
for \(t \in [jT + \varepsilon, jT - \varepsilon + \frac{T}{2}]\) with
\[
p := \frac{1}{2} \sqrt{4c - b^2}
\] (52)
and
\[
K_j(x_j) := -jT - \varepsilon + \frac{1}{p} \arctan \left( \frac{b + 2c}{\sqrt{4c - b^2}} \right).
\] (53)

A derivation of these equations is given in the Section 6. Notice that this also includes the case of \(4c - b^2 < 0\), i.e. \(p\) is a complex number, by the definition of the trigonometric functions for complex arguments but we do not discuss this in detail here. The case of \(4c - b^2 = 0\) can be handled similarly and is not treated here as well. Notice further that \(x^t(t)\) has finite escape time at \(t_{esc, j} = \frac{2m+1}{2p} \pi - K_j(x_j)\) with \(m \in \mathbb{Z}\). However, in most cases this is no problem in the implementation of the approximation from Theorem 1. We implemented the iteration
\[
x((j+1)T) = x(jT)
\] (54)
\[
+ \varepsilon \alpha \Phi(jT, jT + \varepsilon) (1 - \Phi(jT + \varepsilon, jT + \frac{T}{2} - \varepsilon))
\]
which is another representation of (20) and where we neglected the higher order terms. Thus, if \(t_{esc, j} \neq jT\) and \(t_{esc, j} \neq jT + \varepsilon\), the evaluation makes no problem. As shown in the Section 6, the iteration (54) has fix points at
\[
\tilde{x}_{1/2} = \frac{1}{2} \left( \sqrt{4c - b^2} \cos \left( \frac{pT}{2} - 2\varepsilon \right) \mp 1 \right) \sin \left( \frac{pT}{2} - 2\varepsilon \right) - b.
\] (55)

Notice that the minimum of the function \(F = x^2 + bx + c\) is at \(x_{min} = -\frac{b}{2}\). Thus, since \(\cos \left( \frac{pT}{2} - 2\varepsilon \right) \mp 1 \neq 0\) for \(\sin \left( \frac{pT}{2} - 2\varepsilon \right) \neq 0\), it is \(\tilde{x}_{1/2} \neq x_{min}\) such that the iteration never converges to the minimum of \(F\). However, we can get arbitrarily close. Secondly, it is worth to mention that (54) possesses two fix points. Simulations suggest that one is asymptotically stable and the other one is unstable where the stability depends on the chosen period length \(T\).

In our simulations we compared the approximative iteration (54) with a fixed step simulation of the original system, i.e. (6) with inputs (7) and (8), and a simple gradient descent. The simulation results are depicted in Figure 4. At the respective time points \(jT\) our approximation is much closer to the original system as the gradient descent which seems to correspond to an average of the original system. This is to be expected since here the period length is large compared to the length of the needle which is also the reason for the large jumps to be seen on the right hand side of Figure 4. In the considered example our approximation seems to be a good measure for the lower “boundary” of the trajectory of the original system. Notice that also an approximation of the upper boundary can be computed similarly.
Figure 4. A comparison between the original system (green), i.e. system (6) with inputs (7) and (8), the approximation (10) (orange) and a gradient descent algorithm (blue) in the case of quadratic $F(x) (b = 2, c = 3, \varepsilon = 0.00001, T = 1.3, x_{\text{min}} = -1, \alpha = -10)$. On the left hand side the thick green line depicts the original system evaluated at multiples of the period length; the shaded area shows the original system jumping up and down very fast. A zoomed plot that illustrates this jumping can be seen on the right hand side.

4.2 Simulative analysis of the algorithm (42)

We compared the proposed algorithm (42) to the heavy ball method and a continuous-time version of Nesterov’s method (see also Remark 8). Simulation results for the case of $F(x) = |x|^3$ are depicted in Figure 5. In the considered case the proposed algorithm shows a fast convergence without overshoot in comparison to both other algorithms. Further simulations with different objective functions or varied parameters show a similar behavior. However, the simulation results should be interpreted with care when it comes to performance or convergence speed since all three algorithms include parameters and it is not clear how to choose them in a way such that direct comparisons are possible.

5 Conclusions and outlook

In this work we introduced needle-shaped dither signals for gradient approximation and extremum seeking. We derived formulas that give insight into the averaging process of extremum seeking schemes with needle-shaped dither signals. We further showed how this can be generalized to arbitrary periodic dither signals by superposition. Thus, needle-shaped dithers can be seen as basis functions for a wide range of more general signals. Motivated by these results we also proposed a new gradient-based optimization algorithm. The algorithm is related to well-known accelerated gradient methods and is of interest on its own. By taking two gradients into account the behavior of the proposed algorithm is similar to the averaged behavior of the extremum seeking scheme with needle-shaped dither signals. This might be one hint why extremum seeking schemes often perform relatively well in practice despite their simplicity. Since our approach relies on well-established ideas from the Maximum Principle we hope that we can extend our setup using existing generalizations of the Maximum Principle ([14]). As already mentioned before, we also expect that our results can be extended to the multidimensional case. Moreover, we aim to use our new knowledge about the gradient approximation process to design dither signals that are in some terms optimal.

References

[1] Milton Abramowitz, Irene A. Stegun, et al. Handbook of mathematical functions, volume 1. Dover New York, 1972.
6 Appendix

6.1 Derivation of (50), (51)

For $F$ as defined by (49) and $t \in [jT + \varepsilon, jT - \varepsilon + \frac{\varepsilon}{2}]$, $j \in \mathbb{N}$, $x^*(t)$ is the solution of

$$\dot{x}^*(t) = x^{12}(t) + bx^*(t) + e, \quad x(jT + \varepsilon) =: x_j. \quad (56)$$

We will now solve this differential equation via separation of variables. Resorting and integrating gives

$$\int_{x_j}^{x^*} \frac{1}{\xi - \varepsilon} d\xi = \int_{jT + \varepsilon}^{t} \frac{1}{\tau - \varepsilon}. \quad (57)$$

These integrals can be solved using standard formulas for elementary functions, see e.g. [1]. If $4c - b^2 \neq 0$ we have that

$$\left[\frac{2}{\sqrt{4c - b^2}} \arctan\left(\frac{b + 2\varepsilon}{\sqrt{4c - b^2}}\right)\right]_{x_j}^{x^*} = t - jT - \varepsilon. \quad (58)$$

Notice that this also includes the case of $4c - b^2 < 0$ by the definition of the arctan as $\arctan(z) = \frac{1}{2} \ln\left(\frac{1+z}{1-z}\right)$ (see [1]) where $i = \sqrt{-1}$ is the imaginary unit. Thus, solving this equation for $x^*$ we obtain the solution as given by (50). To obtain the transition matrix $\Phi(t, t_j)$ we use that the variational equation (9) here is a scalar linear time varying differential equation such that (see e.g. [8]) $\Phi(t, t_j) = \exp\left(\int_{t_j}^{t} \frac{\partial F}{\partial x}(x^*(\tau)) d\tau\right)$. Putting the solution (50) into this equation we obtain

$$\Phi(t, t_j) = \exp\left(\int_{t_j}^{t} \sqrt{4c - b^2} \tan\left(p(\tau + K_j(x_j))\right) d\tau\right)$$

$$= \exp\left(\sqrt{4c - b^2} \left[- \frac{\ln\left(\frac{|\cos(p(\tau + K_j(x_j)))|}{p}\right)}{p}\right]_{t_j}\right)$$

$$= \left[\frac{\cos\left(p(t + K_j(x_j))\right)}{\cos\left(p(t_j + K_j(x_j))\right)}\right]^{t - t_j}. \quad (59)$$

6.2 Fix points of the iteration (54)

We briefly analyze the iteration (54). Let $t_{j1} := jT + \varepsilon$ and $t_{j2} := jT + \frac{\varepsilon}{2} - \varepsilon$. Since $\varepsilon > 0$, $\alpha > 0$, (54) has a fix point at $\tilde{x}$ implicitly given by the equation

$$1 - \Phi(t_{j1}, t_{j2}) = 1 - \frac{\cos\left(p(t_{j1} + K_j(\tilde{x}))\right)^2}{\cos\left(p(t_{j2} + K_j(\tilde{x}))\right)^2} = 0. \quad (60)$$

By (51) we have with (52) and (53)

$$\Phi(t_{j1}, t_{j2}) = \left|\frac{\cos\left(\frac{\varepsilon}{2} - 2p\varepsilon + \arctan\left(\frac{b + 2\varepsilon}{\sqrt{4c - b^2}}\right)\right)}{\cos\left(\arctan\left(\frac{b + 2\varepsilon}{\sqrt{4c - b^2}}\right)\right)}\right|^2 \quad (61)$$
and using the trigonometric identity
\[
\frac{\cos(\alpha + \beta)}{\cos(\beta)} = \cos(\alpha) + \sin(\alpha) \frac{\sin(\beta)}{\cos(\beta)}
\]  
(62)
we obtain
\[
\Phi(t_{j1}, t_{j2}) = \left| \cos(\alpha) - \sin(\alpha) \frac{b + 2x_j}{\sqrt{4c - b^2}} \right|^2
\]  
(63)
with \(\alpha := \frac{pT}{2} - 2pe\). We compute further
\[
1 - \Phi(t_{j1}, t_{j2})
= 1 - \cos^2(\alpha) + 2 \sin(\alpha) \cos(\alpha) \frac{\alpha}{\sqrt{4c - b^2}} + \sin^2(\alpha) \frac{(b + 2x_j)^2}{4c - b^2}
= \sin^2(\alpha) \left(1 - \frac{(b + 2x_j)^2}{4c - b^2}\right) + 2 \sin(\alpha) \cos(\alpha) \frac{b + 2x_j}{\sqrt{4c - b^2}}.
\]  
(64)
In the following we assume that \(\sin(\alpha) \neq 0\). Then, using the previous results, the equation for the fix point is given by
\[
\sin(\alpha) \left(1 - \frac{(b + 2x_j)^2}{4c - b^2}\right) + 2 \cos(\alpha) \frac{b + 2x_j}{\sqrt{4c - b^2}} = 0.
\]  
(65)
Let \(w := \frac{(b + 2x_j)}{\sqrt{4c - b^2}}\). Then this is a quadratic equation in \(w\) and its solutions are given by \(w_{1,2} = \frac{\cos(\alpha) \pm 1}{\sin(\alpha)}\). Thus, with \(\alpha = \frac{pT}{2} - 2pe\), the fix points are given as in (55).