Abstract. For the hypergeometric spectral curve and its confluent degenerations, we obtain a simple formula expressing the topological recursion free energies as a sum over BPS states (degenerate spectral networks) for an appropriate quadratic differential. In doing so, we provide a complete description of the corresponding BPS structures over a generic locus in the parameter space. In particular, we count degenerations of spectral networks occurring for the nine examples considered. We conjecture that a similar relation should hold more generally whenever the corresponding BPS structure is uncoupled.
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1. Introduction

The purpose of this paper and its sequel is to describe a relationship between two enumerative theories of a priori different origins — the theory of BPS structures and the formalism of topological recursion — in the special case where the former is uncoupled. Throughout, our testing ground will be concrete examples coming from spectral curves related to the Gauss hypergeometric equation and its confluent degenerations, which we refer to as spectral curves of hypergeometric type, depicted in Figure 1.1 below. In short, we will find that in all examples we consider:

(1) The topological recursion free energies $F_g$ can be written as a sum of powers of central charges of BPS cycles $\gamma_{\text{BPS}}$, weighted by their BPS indices $\Omega(\gamma_{\text{BPS}})$, times a simple explicit expression involving Bernoulli numbers,

(2) The Borel-resummed topological recursion partition function coincides with Bridgeland’s $\tau$-function associated to the solution of a BPS Riemann-Hilbert problem, up to a simple factor.

The present paper deals with the former of these two results. To make the statement meaningful, let us begin by recalling both the notions of BPS structure and of topological recursion.

1.1. BPS structure. The notion of BPS structure was introduced by Bridgeland [Br1] by axiomatizing the structure of Donaldson-Thomas (DT) invariants of a Calabi-Yau 3 triangulated category with a stability condition. This is a special case of a stability structure in the sense of Kontsevich-Soibelman [KoSo1]. A BPS structure $(\Gamma, Z, \Omega)$ consists of

- a lattice $\Gamma$ equipped with an anti-symmetric pairing $\langle \cdot, \cdot \rangle$,
- a group homomorphism $Z : \Gamma \to \mathbb{C}$ called the central charge, and
- a map $\Omega : \Gamma \to \mathbb{Q}$ or $\mathbb{Z}$, called the BPS invariants which has a close relationship to DT invariants,

satisfying certain conditions. We may also discuss a variation of BPS structures by considering a family of these data parametrized by a complex manifold, which also axiomatizes the behavior of DT invariants/BPS invariants under a variation of the stability condition (i.e., the Kontsevich-Soibelman wall-crossing formula).

Given a BPS structure, Bridgeland also associated a Riemann-Hilbert type problem on $\mathbb{C}^*$, which we call the BPS Riemann-Hilbert problem. The Riemann-Hilbert jump contour here is a collection of straight half-lines, called BPS rays, of the form $\ell = \mathbb{R}_{>0} e^{i\vartheta} \subset \mathbb{C}^*$ for some $\vartheta \in \mathbb{R}$. In sufficiently nice situations, the jump factor across a BPS ray $\ell$, which is called the BPS automorphism, is given by a cluster-like birational transformation of a (twisted) algebraic torus, and encodes the BPS invariants $\Omega(\gamma)$ of those $\gamma \in \Gamma$ satisfying $Z(\gamma) \in \ell$. The BPS Riemann-Hilbert problem is closely related to the one studied by Gaiotto-Moore-Neitzke in [GMN1, GMN2], where the BPS spectra for a class of four-dimensional $\mathcal{N} = 2$ supersymmetric gauge theories (class $S$ theories) were investigated. We note also that similar Riemann-Hilbert problems were studied in [BrTL, FFS].

In the present paper, we will focus on the BPS structure itself, rather than the Riemann-Hilbert problem, which will be the subject of the second paper. Furthermore, we will consider a specific class of BPS structures arising in a natural way from meromorphic quadratic differentials $\varphi = Q(x) dx^2$ on the Riemann surface $X = \mathbb{P}^1$ (c.f., [Br1, Av2]). The corresponding BPS structure is described through the geometry of the associated...
Figure 1.1. Confluence diagram of the Gauss hypergeometric equation/spectral curves. A straight line (resp., a wiggly line) in the figure denotes the confluence of singular points (resp., the coalescence of a brach point and a singular point). The number of mass parameters is reduced by 1 at each confluence.

\[ \Sigma = \{ \lambda \mid \lambda^2 - \varphi = 0 \} \subset T^*X, \quad (1.1) \]

which is the Riemann surface on which the square root \( \sqrt{\varphi} \) is well-defined. The lattice \( \Gamma \) is a sublattice of the homology group \( H_1(\Sigma; \mathbb{Z}) \) of the spectral cover, and the central charge \( Z \) is the period map; i.e., \( Z(\gamma) = \oint_\gamma \lambda = \oint_\gamma \sqrt{\varphi} \) for \( \gamma \in \Gamma \). The BPS invariants are given by a weighted counting of saddle trajectories or ring domains on \( X \) associated to \( \varphi \); this is based on the idea of Gaiotto-Moore-Neitzke [GMN2] in which they find a combinatorial algorithm to describe the BPS spectra of certain four-dimensional supersymmetric QFTs through a spectral network (known as a Stokes graph in WKB literature such as [KT, IN1]).

The algorithm developed by Gaiotto-Moore-Neitzke outputs BPS structures given a quadratic (or higher) differential. In §4, we will give a complete description of the BPS structures arising in this fashion for all nine examples of hypergeometric type, over generic loci in their respective parameter spaces. In particular, we give an explicit description of parameter values for which the spectral network of \( \varphi(m) \) degenerates, and prove the existence of the saddle trajectory at these values. We also determine the corresponding BPS cycles, central charges, and BPS invariants, and summarize our computation in Tables 3-9.

These examples all correspond to spectral covers of degree 2. Although the theory of Gaiotto-Moore-Neitzke [GMN3] is on much less solid footing mathematically when the spectral cover has degree 3 or higher (corresponding to \( k \)-differentials for \( k > 2 \)), we will

---

\[ \text{spectral cover} \]

In the literature, \( \Sigma \) is usually called a spectral curve, owing to its role in the theory of Hitchin systems. It is closely related but distinct from the notion of spectral curve in topological recursion. We stick with the terminology of “spectral cover” to keep the distinction clear.
Equation (label) | \( Q_\bullet(x) \) | Assumption
--- | --- | ---
Gauss (HG) | \[ \frac{m_\infty^2 x^2 - (m_\infty^2 + m_0^2 - m_1^2)x + m_0^2}{x^2(x-1)^2} \] | \( m_0, m_1, m_\infty \neq 0, \) 
                          | \( m_0 \pm m_1 \pm m_\infty \neq 0. \) |
Degenerate Gauss (dHG) | \[ \frac{m_\infty^2 x + m_1^2 - m_\infty^2}{x(x-1)^2} \] | \( m_1, m_\infty \neq 0, \) 
                          | \( m_1 \pm m_\infty \neq 0. \) |
Kummer (Kum) | \[ \frac{x^2 + 4m_\infty x + 4m_0^2}{4x^2} \] | \( m_0 \neq 0, \) 
                          | \( m_0 \pm m_\infty \neq 0. \) |
Legendre (Leg) | \[ \frac{m_\infty^2}{x^2 - 1} \] | \( m_\infty \neq 0. \) |
Bessel (Bes) | \[ \frac{x + 4m_0^2}{4x^2} \] | \( m_0 \neq 0. \) |
Whittaker (Whi) | \[ \frac{x - 4m_\infty}{4x} \] | \( m_\infty \neq 0. \) |
Weber (Web) | \[ \frac{1}{4x^2} - m_\infty \] | \( m_\infty \neq 0. \) |
Degenerate Bessel (dBes) | \[ \frac{1}{x} \] | \( - \) |
Airy (Ai) | \[ x \] | \( - \) |

Table 1. Quadratic differentials corresponding to hypergeometric type spectral curves, where \( \bullet \in \{ HG, dHG, Kum, Leg, Bes, Whi, Web, dBes, Ai \} \) labels the equation in Figure 1.1 to which \( Q_\bullet \) is related.

also consider some higher degree examples experimentally. We find evidence that in both of these cases, our main result continues to hold.

1.2. Topological recursion. Topological recursion (TR) was introduced by Eynard-Orantin \[ \text{EO1} \] and Chekhov-Eynard-Orantin \[ \text{CEO} \] as a generalization of the loop equations in the theory of matrix models, describing random matrices and physical applications thereof. To a given algebraic curve, TR constructs a doubly-indexed sequence \( \{ W_{g,n} \}_{g \geq 0, n \geq 1} \) of meromorphic multidifferentials on the curve, called the Eynard-Orantin correlators, satisfying a number of nice properties. In the TR formalism, the curve taken as the input for TR is called the spectral curve since it generalizes the spectral curve of matrix models. The Eynard-Orantin correlator \( W_{g,n} \) is closely related to the coefficients of the topological expansion of \( n \)-point correlation functions of the matrix model. The analogue of the genus \( g \) contribution \( F_g \) to the topological expansion of the free energy is also introduced by integrating the Eynard-Orantin correlators. We call the generating formal series \( Z_{TR}(h) := \exp(\sum_{g \geq 0} h^{2g-2} F_g) \) the TR partition function for the given spectral curve, which is the most fundamental output of TR. Note that if there is a family of spectral curves parametrized by a complex manifold \( M \), then the TR invariants (i.e., \( W_{g,n} \) and \( F_g \)) depend also on \( m \in M \); in that situation, we will write the genus \( g \) free energy as \( F_g(m) \) to indicate the parameter dependence.
Since its introduction, it has been noted that TR often produces various enumerative invariants such as Gromov-Witten invariants, Hurwitz numbers, Mirzakhani’s Weil-Petersson volume, etc. [EO2, E1, DMNPS, DN]; see the review article [EO3] for more information. In the context of the mirror symmetry, the topological recursion is regarded as the higher genus theory of the B-model. Due to its wide range of applications, TR continues to attract many researchers including both mathematicians and physicists.

As represented by the celebrated Kontsevich-Witten theorem [Kon, W], the generating series of such enumerative invariants are expected to be related to the \( \tau \)-functions of various integrable systems. In fact, at the level of formal power series of \( \hbar \), Korteweg-de Vries (KdV) and Painlevé \( \tau \)-functions have been constructed via the TR partition function for certain spectral curves; see [EO1] for details. However, the actual \( \tau \)-function should then be given as the Borel sum of those formal series. Although the Borel summability of the TR partition function is not proved in full generality (see [E2] for the growth estimate of the coefficients), those which appear in this paper are Borel summable except for finitely many singular directions, and we will discuss their properties in the sequel to this paper.

On the other hand, the formalism of quantum curves, which was developed relatively recently in [CS, DM, DMNPS, DN, BoE2, KoSo2] etc., relates topological recursion to WKB analysis. It claims that, under certain conditions, a generating series of (integrals of) Eynard-Orantin correlators gives a WKB solution of a Schrödinger-type differential (or difference) equation whose classical limit recovers the original spectral curve; therefore, observe may be viewed as a consequence of the quantum curve machinery (both theories are related through the exact WKB analysis [Vo, KT]). We will return to this in the second paper.

1.3. Main results for the hypergeometric spectral curve. Let us state the main result of the present paper for the family of (Gauss) hypergeometric spectral curves \( \Sigma_{HG} \) defined by the quadratic differentials \( \varphi_{HG} = Q_{HG}(x)dx^2 \) on \( X = \mathbb{P}^1 \) with

\[
Q_{HG}(x) = \frac{m_0^2 x^2 - (m_0^2 - m_1^2 + m_0^2) x + m_0^2}{x^2(x-1)^2}.
\]

Here \( m = (m_0, m_1, m_\infty) \) is a tuple of complex numbers parametrizing \( \Sigma_{HG} \). We assume that \( m \) lies in \( M_{HG} \subset \mathbb{C}^3 \) defined by the condition

\[
m_0 m_1 m_\infty (m_0 + m_1 + m_\infty)(m_0 + m_1 - m_\infty)(m_0 - m_1 + m_\infty)(m_0 - m_1 - m_\infty) \neq 0. \tag{1.3}
\]

The curve \( \Sigma_{HG} \) is equivalent to the classical limit of the hypergeometric equation with a small parameter \( \hbar \) which is introduced appropriately (see [AT, KoOt2]).

Let us summarize the properties of the BPS structure/TR invariants arising from \( \Sigma_{HG} \).

BPS side. We define the lattice

\[
\Gamma = \{ \gamma \in H_1(\Sigma_{HG};\mathbb{Z}) \mid \sigma_\ast \gamma = -\gamma \}, \tag{1.4}
\]

where \( \sigma_\ast \) is the action induced by the covering involution of \( \Sigma_{HG} \). \( \Gamma \) is a rank three lattice whose generators are written as a \( \mathbb{Z} \)-linear combinations of \( \{ \gamma_{0+}, \gamma_{0-}, \gamma_{1+}, \gamma_{1-}, \gamma_{\infty+}, \gamma_{\infty-} \} \), where \( \gamma_{s\pm} \) denote the homology classes represented by two preimages of a positively oriented small circle around \( s \in \{0, 1, \infty\} \) by the natural projection \( \Sigma_{HG} \to \mathbb{P}^1 \). The corresponding central charge is given explicitly by \( Z(\gamma_{s\pm}) = \pm 2\pi im_s \).
Several properties of the spectral networks (Stokes graphs) defined by $\Sigma_{HG}$ were studied by Aoki-Tanda [AT]. If we look at spectral networks with phase $\vartheta \in [0, 2\pi)$, we can show that, for any generic $m \in M$, there are always 8 (resp., 6) phases for which the spectral networks of $e^{-2i\vartheta}$ contain a saddle trajectory between distinct branch points (resp., a saddle trajectory of loop-type). We assign the BPS invariants $\Omega(\gamma) = 1$ (resp., $\Omega(\gamma) = -1$) for the class $\gamma \in \Gamma$ which encircles the saddle trajectory (resp., the saddle trajectory of loop-type). More concretely, the eight cycles
\[ \pm (\gamma_0 + \gamma_1 + \gamma_{\infty} + \cdots), \pm (\gamma_0 + \gamma_1 + \gamma_{\infty} - \cdots), \pm (\gamma_0 + \gamma_1 - \gamma_{\infty} + \cdots), \pm (\gamma_0 + \gamma_1 - \gamma_{\infty} - \cdots) \in \Gamma \]
give $\Omega(\gamma) = 1$, and the six cycles
\[ \pm (\gamma_0 - \gamma_0), \pm (\gamma_1 - \gamma_1), \pm (\gamma_{\infty} - \gamma_{\infty}) \in \Gamma \]
give $\Omega(\gamma) = -1$, and $\Omega(\gamma) = 0$ for other classes $\gamma \in \Gamma$. Like all of our examples in this paper, this BPS structure is uncoupled; i.e., any pair $\gamma, \gamma' \in \Gamma$ with $\Omega(\gamma), \Omega(\gamma') \neq 0$ satisfy $\langle \gamma, \gamma' \rangle = 0$, which follows in this case from the triviality of the intersection pairing.

The associated BPS structure has fourteen BPS rays in $\mathbb{C}^*$, and among them, there are seven BPS rays on any generic half plane (four of them come from the cycles in (1.5) which give $\Omega(\gamma) = 1$, while the other three come from (1.6) which give $\Omega(\gamma) = -1$).

**TR side.** Let $W_{g,n}^{HG}$ and $F_g^{HG}$ be the TR invariants of of the spectral curve $\Sigma_{HG}$. Properties of these TR invariants (and those for the spectral curves appearing in Table 1) were studied in [IKoT1, IKoT2]. This example also appears in [CPT]. One of the main results of these papers gives an explicit expression for all free energies of hypergeometric type spectral curves. In particular, $F_g^{HG}$ was obtained:

\[
F_g^{HG}(m) = \frac{B_{2g}}{2g(2g-2)} \left( \frac{1}{(m_0 + m_1 + m_{\infty})^{2g-2}} + \frac{1}{(m_0 + m_1 - m_{\infty})^{2g-2}} \right.
+ \frac{1}{(m_0 - m_1 + m_{\infty})^{2g-2}} - \frac{1}{(m_0 - m_1 - m_{\infty})^{2g-2}}
\left. - \frac{1}{(2m_0)^{2g-2}} - \frac{1}{(2m_1)^{2g-2}} - \frac{1}{(2m_{\infty})^{2g-2}} \right).
\]  

(1.7)

Here, $B_{2g}$ denotes the $2g$-th Bernoulli number, whose definition is recalled below. This expression is valid for $g \geq 2$ and $m$ satisfying (1.3), and we refer the reader to [IKoT2, Theorem 3.1] for further details. The explicit formulas of the free energies for the other spectral curves are summarized in Table 2.

Once we know the BPS structure for $\Sigma_{HG}$, comparing both sides we obtain the following result:

**Theorem 1.1 (Theorem 3.3).** For $g \geq 2$, the $g$-th free energy $F_g^{HG}$ for $\Sigma_{HG}$ has the following expression

\[
F_g^{HG}(m) = \frac{B_{2g}}{2g(2g-2)} \sum_{\gamma \in \Gamma} \Omega(\gamma) \left( \frac{2\pi i}{Z(\gamma)} \right)^{2g-2},
\]

(1.8)

where $\mathbb{H}$ is any half plane whose boundary rays are not BPS.

In other words we find that for BPS structures corresponding to spectral curves of hypergeometric type (in Table 1), we may express the $(g \geq 2)$ free energy as a sum over
BPS states, times some well-known sequence (in this case, \( \frac{B_{2g}}{2(2g+1)} \)). We will also give similar statements in Theorem 5.3 for the other spectral curves appearing in Table 1.

We will make a conjecture in Section 5.2 which claims that our result (Theorem 5.3) for the spectral curves of hypergeometric type should be generalized to spectral curves (possibly with higher degrees) whose corresponding BPS structure is uncoupled. See also [CLT, §10.2] for a related discussion in the context of topological strings.

Although TR is applicable to higher degree spectral curves ([BHLMR, BoE1, BoE2]), the existence of the associated BPS structure remains conjectural: we expect that Gaiotto-Moore-Neitzke’s approach in [GMN3] allows us to define a natural BPS structure for spectral curves which may come from higher differentials (e.g., \( SL(N, \mathbb{C}) \) Hitchin spectral curves with \( N \geq 3 \)). In particular, our conjecture suggests that, at least for uncoupled BPS structures, it should be possible to deduce the BPS invariants without ever drawing a spectral network, avoiding the intensive computations required by the algorithm of [GMN3]. While other such methods have been known previously [ACCERV1, ACCERV2], our approach is distinct, and we hope it may provide new insight. In this direction, we will look at two higher degree examples (whose free energy was recently computed in [Ta] by Y. M. Takei) for which the conjecture is testable and appears to hold.

1.4. Organization. The paper is structured as follows. In §2 we review the topological recursion formalism, and review its application to the spectral curves of hypergeometric type. We will recall the relevant results on the free energies from [IKoT1, IKoT2]. In §3 we recall the notion of BPS structures and spectral networks, and describe the construction of BPS structures from meromorphic quadratic differentials. Our main technical results computing the BPS structure are contained in §4. Finally, in §5 we will assemble the pieces into the formula for \( F_g \). We will also propose a conjectural statement generalizing our main result for a wider class of spectral curves, and consider two examples of higher degree spectral curves experimentally as evidence.

1.5. Acknowledgements. We thank Dylan Allegretti, Tom Bridgeland, Aaron Fenyes and Yumiko Takei for helpful conversations. O.K.’s work was supported by a JSPS Postdoctoral Fellowship Research (Standard) in Japan. This work was also supported by JSPS KAKENHI Grant Numbers 16K17613, 16H06337, 17H06127, 19F19738 and 20K14323.
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2. Topological recursion for spectral curves of hypergeometric type

Here we briefly recall several facts from Eynard-Orantin’s theory ([EO1]), and recall the explicit form of the free energies for our examples computed recently in [IKoT1, IKoT2].

2.1. Definition of correlators and partition function. Let us recall the notion of spectral curves which are input for the topological recursion.

Definition 2.1. A spectral curve is a tuple \((C, x, y, B)\) of the following data:

- a compact Riemann surface \( C \),
- a pair of non-constant meromorphic functions \( x, y \) on \( C \) such that \( dx \) and \( dy \) never vanish simultaneously, and
- a symmetric meromorphic bidifferential\(^2\) \( B \) on \( C \) having a second order pole with no residue along the diagonal, and holomorphic elsewhere.

\(^2\)A bidifferential is a multidifferential with \( n = 2 \).
We usually denote by \( z \) a local coordinate of \( \mathcal{C} \), and by \( z_i \) a copy of the coordinate when we consider multidifferentials. Here, a meromorphic multidifferential is a meromorphic section of the line bundle \( \pi^* (T^* \mathcal{C}) \otimes \cdots \otimes \pi_n^* (T^* \mathcal{C}) \) on \( \mathcal{C}^n \), where \( \pi_j : \mathcal{C}^n \to \mathcal{C} \) is the \( j \)-th projection map [DN]. We often drop the symbol \( \otimes \) when we express multidifferentials.

We denote by \( R \) the set of ramification points of \( x \), that is, \( R \) consists of zeros of \( dz \); here we consider \( x \) as a branched covering map \( \mathcal{C} \to \mathbb{P}^1 \), and we call the images of ramification points by \( x \) the branch points. We also assume that all ramification points of \( x \) are simple so that the local conjugate map \( z \mapsto \bar{z} \) near each ramification point is well-defined. Then, the topological recursion (TR) is formulated as follows.

**Definition 2.2** ([EO1 Definition 4.2]). The Eynard-Orantin correlator \( W_{g,n}(z_1, \cdots, z_n) \) for \( g \geq 0 \) and \( n \geq 1 \) is defined as a meromorphic multidifferential on \( \mathcal{C} \) by the recursive relation

\[
W_{g,n+1}(z_0, z_1, \cdots, z_n) := \sum_{r \in R} \text{Res} \left( \frac{1}{r} \right) K_r(z_0, z) \left[ W_{g-1,n+2}(z, z_1, \cdots, z_n) \right. \\
+ \sum_{g_1 + g_2 = g} \left. W_{g_1,|I_1|+1}(z, z_{I_1}) W_{g_2,|I_2|+1}(\bar{z}, z_{I_2}) \right]
\]

for \( 2g + n \geq 2 \) with initial conditions given by

\[
W_{0,1}(z_0) := y(z_0)dx(z_0), \quad W_{0,2}(z_0, z_1) := B(z_0, z_1).
\]

Here we set \( W_{g,0} \equiv 0 \) for a negative \( g \), \( K_r \) denotes the so-called “recursion kernel” given by

\[
K_r(z_0, z) := \frac{1}{2(y(z) - y(\bar{z}))} \int_{\zeta = \bar{z}}^{\zeta = z} B(z_0, \zeta)
\]

defined near a ramification point \( r \in R \), \( \sqcup \) denotes the disjoint union, and the prime ‘ \( \upprime \) on the summation symbol in (2.1) means that we exclude terms for \( (g_1, I_1) = (0, \emptyset) \) and \( (g_2, I_2) = (0, \emptyset) \) (so that \( W_{0,1} \) does not appear) in the sum. We have also used the multi-index notation: for \( I = \{ i_1, \cdots, i_m \} \subset \{ 1, 2, \cdots, n \} \) with \( i_1 < i_2 < \cdots < i_m \), \( z_I := (z_{i_1}, \cdots, z_{i_m}) \).

For \( 2g - 2 + n \geq 1 \), it is known that the correlators \( W_{g,n}(z_1, \cdots, z_n) \) are symmetric meromorphic multidifferential on \( \mathcal{C}^n \). As a differential in each variable \( z_i \), it has poles only at ramification points with no residue; that is, it is a second kind differential on \( \mathcal{C} \). We refer the reader to [EO1] for further properties of \( W_{g,n} \). See also [BILMR, BoE1] for the generalized topological recursion which admits non-simple ramification points.

One of the central objects in Eynard-Orantin’s theory is the genus \( g \) free energy \( F_g \) \((g \geq 0)\) associated to the spectral curve:

**Definition 2.3** ([EO1 Definition 4.3]). For \( g \geq 2 \), the genus \( g \) free energy \( F_g \) is defined by

\[
F_g := \frac{1}{2 - 2g} \sum_{r \in R} \text{Res} \left( \frac{1}{r} \right) \Phi(z) W_{g,1}(z),
\]

where \( \Phi(z) \) is any primitive of \( y(z)dx(z) \).

The free energies \( F_0 \) and \( F_1 \) for \( g = 0 \) and \( 1 \) are also defined, but in a different manner which we omit (see [EO1] §4.2.2 and §4.2.3 for the definition). Their expressions in the
case of hypergeometric type spectral curves are given in \[2.3\]. We note that the right-hand side of \[2.4\] indeed does not depend on the choice of the primitive \(\Phi(x)\).

**Definition 2.4.** The generating series

\[
F_{\text{TR}}(h) := \sum_{g=0}^{\infty} h^{2g-2} F_g
\]

of \(F_g\) is called the *free energy* of the spectral curve. Its exponential

\[
Z_{\text{TR}}(h) := e^{F_{\text{TR}}(h)}
\]

is called the *partition function* of the spectral curve.

The free energy and the partition functions are regarded as formal series in \(h\). It is known that, usually, these formal series are divergent (see [E2] for the growth estimate for the coefficients). Nonetheless, the series arising in our examples turn out to be Borel summable in any direction except for finitely many singular directions.

### 2.2. Structure of hypergeometric type curves

Our main examples are the *spectral curves of hypergeometric type* which are tabulated in Table 1. Each of them is the classical limit of a certain 2nd order Schrödinger-type ODE which is equivalent to one of the members in the confluent diagram in Figure 1.1. In this section, we recall relevant facts about these spectral curves which were already found in [IKoT2], Section 2.3, though we use slightly different notations from [IKoT1] and [IKoT2]. We also sometimes borrow terminology from exact WKB analysis; see [KT] for background.

In the rest of Section 2, we denote by \(Q(x)\) one of the rational functions \(Q_\bullet(x)\) for \(\bullet \in \{\text{HG}, \text{dHG}, \text{Kum}, \text{Leg}, \text{Bes}, \text{Whi}, \text{Web}, \text{dBes}, \text{Ai}\}\), and by \(\varphi = Q(x)dx^2\) the associated meromorphic quadratic differential on \(X = \mathbb{P}^1\). We also introduce the following important loci:

- \(P \subset X\) is the set of poles of \(\varphi\). It has a decomposition \(P = P_{\text{ev}} \cup P_{\text{od}}\) into the subsets of even order poles and odd order poles of \(\varphi\). Note that all our examples in Table 1 satisfy \(\infty \in P\).
- \(T \subset X\) is the set of zeros and simple poles of \(\varphi\). Borrowing terminology from the WKB literature, we call elements in \(T\) *turning points*.
- \(\text{Crit} = P \cup T\) is called the set of *critical points* of \(\varphi\). Its subset \(\text{Crit}_\infty = P \setminus T\) consists of *infinite critical points* of \(\varphi\); that is, the poles of \(\varphi\) of order \(\geq 2\). The points in \(T = \text{Crit} \setminus \text{Crit}_\infty\) are also called *finite critical points* in this context.

We will use the notation \(P_\bullet\) etc. when we consider a specific example in Table 1.

The quadratic differential \(\varphi\) is parametrized by a tuple of parameters \(m = (m_s)_{s \in P_\text{ev}}\) which we call *mass parameters* (or *temperatures* in TR language). In what follows, we assume the following condition on the mass parameters:

**Assumption 2.5.** The mass parameters lie in the following set \(M = M_\bullet:\)

\[
M_{\text{HG}} := \{(m_0, m_1, m_\infty) \in \mathbb{C}^3 \mid m_0 m_1 m_\infty \Delta_{\text{HG}}(m) \neq 0\},
\]

\[
M_{\text{dHG}} := \{(m_1, m_\infty) \in \mathbb{C}^2 \mid m_1 m_\infty (m_1 + m_\infty) (m_1 - m_\infty) \neq 0\},
\]

\[
M_{\text{Kum}} := \{(m_0, m_\infty) \in \mathbb{C}^2 \mid m_0 (m_0 + m_\infty) (m_0 - m_\infty) \neq 0\}.
\]

---

3In the WKB analysis, \(Q(x)\) plays the role of the potential function of a Schrödinger-type ODE. Traditionally, zeros of \(\varphi\) are called turning points in WKB literature. It was pointed by [Ko1] that simple poles of \(\varphi\) also play similar roles to the usual turning points (called turning points of simple pole type). Taking this into account, in this paper, by a turning point we mean a zero or a simple pole of \(\varphi\).
\begin{equation}
M_{\text{Leg}} := \{m_\infty \in \mathbb{C} \mid m_\infty \neq 0\}.
\end{equation}
\begin{equation}
M_{\text{Bes}} := \{m_0 \in \mathbb{C} \mid m_0 \neq 0\}.
\end{equation}
\begin{equation}
M_{\text{Web}} := \{m_\infty \in \mathbb{C} \mid m_\infty \neq 0\}.
\end{equation}
where we set
\begin{equation}
\Delta_{\text{HG}}(m) = (m_0 + m_1 + m_\infty)(m_0 + m_1 - m_\infty)(m_0 - m_1 + m_\infty)(m_0 - m_1 - m_\infty).
\end{equation}
For the degenerate Bessel curve (dBes) and Airy curve (Ai), we set \(M_{\text{dBes}} = M_{\text{Ai}} = \emptyset\) since they have no mass parameters.

We can verify that no collision of a pair of turning points or a pair of a turning point and a pole of \(\varphi\) occur on \(M\). Namely, a turning point is either a simple zero or a simple pole of \(\varphi\) under the Assumption 2.5.

Let us consider the corresponding \textit{spectral cover}:
\begin{equation}
\Sigma := \{(x, y) \in \mathbb{C}^2 \mid y^2 - Q(x) = 0\},
\end{equation}
associated with the quadratic differential \(\varphi\). This is a branched double cover of \(X \setminus P\) with the projection map \(\pi : (x, y) \mapsto x\). We denote by \(\sigma : (x, y) \mapsto (x, -y)\) the covering involution of \(\Sigma\). We will mainly use \(x\) as a local coordinate of \(\Sigma \setminus \pi^{-1}(T)\). We note that, the Riemann surface \(\Sigma\) for all the examples in Table 1 are of genus 0, and hence topologically it is a sphere with several punctures, corresponding to poles of \(\varphi\). As we will see below, \(\Sigma\) has a parametrization by a pair of rational functions, making \(\Sigma\) into a spectral curve in the sense above, which allows us to apply the TR formalism.

\textbf{Remark 2.6.} It is natural to regard \(\Sigma\) as a subvariety of the holomorphic cotangent bundle \(T^*X\) of \(X\) defined by the equation \(\lambda^2 - \varphi = 0\), where \(\lambda\) is the fiber coordinate of \(T^*X\). The presentation \(2.15\) can be understood as a local expression in a coordinate chart \((x, y) \in \mathbb{C}^2\) of \(T^*X\) on which the tautological 1-form is expressed as \(\lambda = ydx\). \(T^*X\) has another coordinate chart \((\tilde{x}, \tilde{y}) \in \mathbb{C}^2\) on which \(\Sigma\) is expressed as \(\{(\tilde{x}, \tilde{y}) \in \mathbb{C}^2 \mid \tilde{y}^2 - \tilde{Q}(\tilde{x}) = 0\}\) according to the gluing rule \((\tilde{x}, \tilde{y}) = (x^{-1}, -x^2y)\) in \(T^*X\). Here \(\tilde{Q}(\tilde{x}) = Q(\tilde{x}^{-1})\tilde{x}^{-4}\) appears in the expression of \(\varphi = \tilde{Q}(\tilde{x})d\tilde{x}^2\) with respect to the coordinate \(\tilde{x} = x^{-1}\) on \(X = \mathbb{P}^1\). This perspective will be important on the BPS side of our correspondence.

We denote by \(\Sigma\) the compactification of \(\Sigma\), obtained by adding preimages of poles of \(\varphi\), on which the square root \(\sqrt{\varphi} = \sqrt{Q(x)}\, dx\) gives a meromorphic differential. More precisely, to obtain \(\Sigma\), we add to \(\Sigma\) a single point for each \(s \in P_{\text{od}}\), and add a pair \(s_{\pm}\) of two points for each \(s \in P_{\text{ev}}\):
\begin{equation}
\Sigma = \Sigma \cup P_{\text{od}} \cup \{s_+, s_- \mid s \in P_{\text{ev}}\}.
\end{equation}
Here we identify \(s \in P_{\text{od}}\) with its unique lift on \(\Sigma\). We keep using the same notations \(\pi : \Sigma \to X\) and \(\sigma : \Sigma \to \Sigma\) for the projection map and the covering involution. The sign in the notation for the two points \(s_{\pm}\), both of which are mapped to \(s \in P_{\text{ev}}\) by \(\pi\), is chosen so that the following residue formula holds:
\begin{equation}
\text{Res}_{x=s_{\pm}} \sqrt{Q(x)}\, dx = \pm m_s.
\end{equation}

\footnote{Technically speaking, we must fix branch cuts and identify the coordinate \(x\) of the base \(\mathbb{P}^1\) with a coordinate of \(\Sigma \setminus \pi^{-1}(T)\) on the first sheet (then, \(\sigma(x)\) gives a coordinate in the second sheet).}
For later use, we also introduce a partial compactification $\Sigma$ of $\Sigma$ obtained by filling in punctures corresponding to simple poles of $\varphi$:

$$\Sigma := \Sigma \cup (P_{\text{od}} \cap T) = \Sigma \setminus D_\infty.$$ (2.18)

Here we set

$$D_\infty := \pi^{-1}(\text{Crit}_\infty) \subset \Sigma.$$ (2.19)

If $\varphi$ has no simple poles, then $\Sigma = \Sigma$. The homology classes on $\Sigma$ are important in constructing a BPS structure associated with $\varphi$ in §4. They will also be used when we define the Voros coefficients in the second part.

To apply TR to these curves, we should regard them as spectral curves in the sense of Definition 2.1. This was done in [IKoT2, Section 2.3.1], where an explicit rational parametrization of $\Sigma$ was given. That is, for each $\bullet$ in Table 1, there exists a pair of rational functions $(x(z), y(z)) = (x_\bullet(z), y_\bullet(z))$ such that we have an isomorphism

$$C \setminus \mathcal{P} \xrightarrow{\psi} \Sigma$$

$$z \mapsto (x(z), y(z))$$ (2.20)

of punctured Riemann surfaces, with the choice $C = \mathbb{P}^1$ and the set $\mathcal{P}$ of poles of $x(z)$ and $y(z)$. We will give examples of these rational functions in Example 2.7 and Example 2.8 for Gauss and degenerate Gauss curves, respectively (see [IKoT2 Section 2.3] for other examples). To avoid confusions, we also keep using the symbol $C$ for $\mathbb{P}^1$ to distinguish it from the target $X = \mathbb{P}^1$ of the map $x(z)$.

The set $\mathcal{P}$ is of the form

$$\mathcal{P} = \{p_s \mid s \in P_{\text{od}}\} \cup \{p_{s_+}, p_{s_-} \mid s \in P_{\text{ev}}\} \subset C,$$ (2.21)

where the notation means that, for each $s \in \mathcal{P}$, either $x(p_s) = s$ or $x(p_{s_{\pm}}) = s$ is satisfied depending on the parity of the pole order of $\varphi$ at $s$. We chose the sign so that

$$\text{Res}_{z = p_{s_{\pm}}} y(z) dx(z) = \pm m_s = \text{Res}_{x = s_{\pm}} \sqrt{Q(x)} dx$$ (2.22)

holds for any $s \in P_{\text{ev}}$. Hence, the set $\mathcal{P}$ is in bijection with the set $\Sigma \setminus \Sigma$, and hence, (2.20) can be extended to an isomorphism $C \cong \Sigma$ of compact Riemann surfaces. Together with the canonical choice

$$B(z_1, z_2) = \frac{dz_1 dz_2}{(z_1 - z_2)^2}$$ (2.23)

of the bidifferential $B$ when $C = \mathbb{P}^1$, we obtain a spectral curve $(C, x, y, B)$ in the sense of Definition 2.1. We will identify $\Sigma$ defined in (2.15) (or its compactification $\Sigma$) with the spectral curve $(C, x, y, B)$ through the isomorphism. Under the isomorphism, the set $\mathcal{R} \subset C$ of ramification points is mapped to $\pi^{-1}(T) \subset \Sigma$ bijectively.

**Example 2.7** (Gauss curve [IKoT2 Section 2.3.1]). The Gauss curve $\Sigma_{\text{HG}}$ is defined from the meromorphic quadratic differential $\varphi_{\text{HG}} = Q_{\text{HG}}(x) dx^2$ with the rational function

$$Q_{\text{HG}}(x) := \frac{m^2 \infty x^2 - (m_0^2 - m_1^2 + m_0^2)x + m_0^2}{x^2(x - 1)^2}.$$ (2.24)

Under the assumption $m = (m_0, m_1, m_\infty) \in M_{\text{HG}}$, $P_{\text{HG}} = P_{\text{HG,ev}} = \{0, 1, \infty\}$ and $T_{\text{HG}} = \{b_1, b_2\}$ consists of two simple zeros of $Q_{\text{HG}}(x)$. Topologically, $\Sigma_{\text{HG}}$ is a sphere with six punctures, and the compactification is given by

$$\Sigma_{\text{HG}} := \Sigma_{\text{HG}} \cup \{0_+, 0_-, 1_+, 1_-, \infty_+, \infty_-\}.$$ (2.25)
We note that \( \tilde{\Sigma}_{HG} = \Sigma_{HG} \) holds, and we have \( D_{HG,\infty} = \{0_+, 0_-, 1_+, 1_-, \infty_+, \infty_-\} \). A rational parametrization [2.20] of \( \Sigma_{HG} \) is given by the pair of explicit rational functions

\[
\begin{align*}
\begin{cases}
x(z) = x_{HG}(z) := & \frac{\sqrt{\Delta_{HG}(m)}}{4m_\infty} (z + z^{-1}) + \frac{m_\infty^2 + m_0^2 - m_1^2}{2m_\infty^2}, \\
y(z) = y_{HG}(z) := & \frac{4m_\infty\sqrt{\Delta_{HG}(m)}}{(z - p_{0+})(z - p_{0-})(z - p_{1+})(z - p_{1-})}.
\end{cases}
\end{align*}
\]

(2.26)

where \( \Delta_{HG}(m) \) is given in [2.14], and the set \( \mathcal{P}_{HG} = \{p_{0+}, p_{0-}, p_{1+}, p_{1-}, p_{\infty+}, p_{\infty-}\} \) of poles consists of

\[
p_{0\pm} := -\frac{(m_0 \pm m_\infty)^2 - m_1^2}{\sqrt{\Delta_{HG}(m)}}, \quad p_{1\pm} := \frac{(m_1 \pm m_\infty)^2 - m_0^2}{\sqrt{\Delta_{HG}(m)}}, \quad p_{\infty\pm} = \infty, \quad p_{\infty\mp} = 0.
\]

(2.27)

The points \( p_{s\pm} \in \mathbb{C} \) are the two preimages of \( s \in \{0, 1, \infty\} \) by \( x_{HG}(z) \), and the labels are chosen so that the residue formula [2.22] holds. The point \( p_{s\pm} \) is mapped to \( s_{\pm} \) through the isomorphism \( \mathbb{C} \cong \tilde{\Sigma}_{HG} \). The set of ramification points is given by \( \mathcal{R}_{HG} = \{\pm 1\} \subset \mathbb{C} \), and these two points are mapped to the turning points \( b_1, b_2 \in \mathbb{P}^1 \) by \( x_{HG}(z) \). The conjugate map is given by \( \overline{z} = 1/z \), which corresponds to the covering involution of \( \tilde{\Sigma}_{HG} \).

**Example 2.8** (Degenerate Gauss curve [IKoT2, Section 2.3.2]). The degenerate Gauss curve \( \Sigma_{dHG} \) is defined from

\[
Q_{dHG}(x) := \frac{m_\infty^2 x - (m_0^2 - m_1^2)}{x(x - 1)^2}.
\]

(2.28)

We have \( P_{dHG} = \{0, 1, \infty\} \), \( P_{dHG,od} = \{0\} \) and \( P_{dHG,ev} = \{1, \infty\} \) under the assumption \( m = (m_1, m_\infty) \in M_{dHG} \). The turning point set \( T_{dHG} = \{(m_\infty^2 - m_1^2)/m_0^2, 0\} \) consists of two points; \( (m_\infty^2 - m_1^2)/m_0^2 \) is a simple zero, while \( 0 \) is a simple pole of \( \varphi_{dHG} = Q_{dHG}(x)dx^2 \). Topologically, \( \Sigma_{dHG} \) is a sphere with 5 punctures, and we have

\[
\tilde{\Sigma}_{dHG} := \Sigma_{dHG} \cup \{0\} \subset \Sigma_{dHG} := \Sigma_{dHG} \cup \{0, 1_+, 1_-, \infty_+, \infty_-\}.
\]

(2.29)

The set \( D_{dHG,\infty} \) is given by \( \{1_+, 1_-, \infty_+, \infty_-\} \). The rational parametrization [2.20] of \( \Sigma_{dHG} \) is given by the pair

\[
\begin{align*}
\begin{cases}
x(z) = x_{dHG}(z) := & \frac{m_1^2 - m_\infty^2}{z^2 - m_\infty^2}, \\
y(z) = y_{dHG}(z) := & -\frac{z(z^2 - m_\infty^2)}{z^2 - m_1^2},
\end{cases}
\end{align*}
\]

(2.30)

where \( \mathcal{P}_{dHG} = \{p_0, p_1+, p_1-, p_{\infty+}, p_{\infty-}\} \) with

\[
p_0 := \infty, \quad p_{1\pm} := \pm m_1, \quad p_{\infty\pm} := \pm m_\infty.
\]

(2.31)

Again, the set \( \mathcal{P}_{dHG} \) is bijectively mapped to the set \( \tilde{\Sigma}_{dHG} \setminus \Sigma_{dHG} = \{0, 1_+, 1_-, \infty_+, \infty_-\} \) through the isomorphism \( \mathbb{C} \cong \tilde{\Sigma}_{dHG} \). The labels are chosen so that the residue formula [2.22] holds for each \( s \in P_{dHG, ev} \). The set of ramification points is given by \( \mathcal{R}_{dHG} = \{0, \infty\} \subset \mathbb{C} \), and these two points are mapped to the turning points by \( x_{dHG}(z) \). The conjugate map is given by \( \overline{z} = -z \), which corresponds to the covering involution of \( \tilde{\Sigma}_{dHG} \).
2.3. Free energy of hypergeometric type spectral curves. In [IKoT1, IKoT2], an explicit expression of free energies of hypergeometric type spectral curves were obtained. For example, the $g$-th free energy $F^\text{HG}_g$ of the Gauss hypergeometric curve is given as follows.

**Theorem 2.9** ([IKoT2 Theorem 3.1 (iii)]). The $g$-th free energy of the Gauss hypergeometric curve $\Sigma^\text{HG}_g$ are given explicitly as follows:

\[
F^\text{HG}_0(m) = \sum_{\epsilon, \epsilon' \in \{\pm\}} \left( m_0 + \epsilon m_1 + \epsilon' m_\infty \right)^2 \log(m_0 + \epsilon m_1 + \epsilon' m_\infty) \quad - \sum_{s \in \{0, 1, \infty\}} \frac{(2m_s)^2}{2} \log(2m_s),
\]

\[
F^\text{HG}_1(m) = -\frac{1}{12} \log \left( \frac{\Delta^\text{HG}(m)}{m_0 m_1 m_\infty} \right),
\]

\[
F^\text{HG}_g(m) = \frac{B_{2g}}{2g(2g-2)} \left( \sum_{\epsilon, \epsilon' \in \{\pm\}} \frac{1}{(m_0 + \epsilon m_1 + \epsilon' m_\infty)^{2g-2}} - \sum_{s \in \{0, 1, \infty\}} \frac{1}{(2m_s)^{2g-2}} \right) (g \geq 2).
\]

Here $B_k$ is the $k$-th Bernoulli number defined through its generating series

\[
\frac{w}{e^w - 1} = \sum_{k=0}^{\infty} B_k \frac{w^k}{k!}.
\]

In Table 2, we summarize the full expression of $F_g$’s for the other examples in Table 1.

We have excluded the Airy and degenerate Bessel cases since the free energy is trivial. We note that the Weber curve appears as the spectral curve of the Gaussian matrix model, where the $g$-th free energy $F^\text{Web}_g$ computes the Euler characteristic of the moduli space of genus $g$ Riemann surfaces [HZ, P].

**Remark 2.10.** In [EO1], the genus 0 free energy $F_0$ was defined through a regularization of a divergent integral of $W_{0,1}(z)$. The regularization process has an ambiguity because we must choose branches of logarithms in the quantity $\mu_\alpha$ appearing in the definition of $F_0$ (see [EO1 eq. (4.14)]). For our spectral curves of hypergeometric type, we can verify that the ambiguity disappears if we mod out $F_0$ by polynomials of mass parameters at most degree two. Similarly, the genus 1 free energy $F_1$ is defined up to additive constants since the Bergman $\tau$-function appearing in its definition is too. Our Table 2 shows expressions of $F_0$ and $F_1$ modulo these ambiguities, hence there are discrepancies between our presentations and the ones in [IKoT1, IKoT2].

From Table 2, we can observe that the free energies $F^\text{TR}_g(m, h)$ have a superposition structure. That is, the free energy is described in the following schematic form

\[
F^\text{TR}_g(m, h) \equiv \sum_{j \text{Web}} F^\text{Web}_j(m_{j \text{Web}}, h) + \sum_{j \text{Whi}} F^\text{Whi}_j(m_{j \text{Whi}}, h) + \sum_{j \text{Bes}} F^\text{Bes}_j(m_{j \text{Bes}}, h).
\]

modulo the ambiguities in the first two terms $h^{-2}F_0 + h^0F_1$. For example, we have

\[
F^\text{HG}^\text{TR}_g(m, h) \equiv \sum_{\epsilon, \epsilon' \in \{\pm\}} F^\text{TR}_g(m_0 + \epsilon m_1 + \epsilon' m_\infty, h) + \sum_{s \in \{0, 1, \infty\}} F^\text{Bes}^\text{TR}_g(m_s, h).
\]

This expression will be effectively used when we compute the Borel sum of the free energy of the partition function in the second paper.
Table 2. \(F_0, F_1\) and \(F_g\) \((g \geq 2)\) for the spectral curves \(\Sigma\) in Table 1. \(B_{2g}\) denotes the 2g-th Bernoulli number (see (2.35) for the definition).
3. BPS structures and spectral networks

We now turn to the BPS side of the story. Let us recall several facts regarding BPS structures which are relevant for our paper, following [Br1].

3.1. Definition of BPS structure.

Definition 3.1 ([Br1, Definition 2.1]). A BPS structure is a tuple \((\Gamma, Z, \Omega)\) of the following data:

- a free abelian group of finite rank \(\Gamma\) equipped with an antisymmetric pairing \(\langle \cdot, \cdot \rangle : \Gamma \times \Gamma \to \mathbb{Z}\),
- a homomorphism of abelian groups \(Z : \Gamma \to \mathbb{C}\), and
- a map \(\Omega : \Gamma \to \mathbb{Q}\),

satisfying the conditions

- Symmetry: \(\Omega(\gamma) = \Omega(-\gamma)\) for all \(\gamma \in \Gamma\).
- Support property: for some (equivalently, any) choice of norm \(\| \cdot \|\) on \(\Gamma \otimes \mathbb{R}\), there is some \(C > 0\) such that
  \[
  \Omega(\gamma) \neq 0 \implies |Z(\gamma)| > C \cdot \|\gamma\|.
  \]

We call \(\Gamma\) the charge lattice. The homomorphism \(Z\) is called the central charge. The rational numbers \(\Omega(\gamma)\) are called the BPS indices or BPS invariants.

Let us recall some useful terminology [Br1] for discussing BPS structures.

- An active class is an element \(\gamma \in \Gamma\) which has nonzero BPS invariant, \(\Omega(\gamma) \neq 0\).
- A BPS ray (or an active ray) is a subset of \(\mathbb{C}^*\) which can be written as \(\ell_\gamma = Z(\gamma) \mathbb{R}_{>0}\) for some active class \(\gamma\).

We note that the central charge \(Z(\gamma)\) for an active class \(\gamma\) is nonzero due to the support property.

We can also consider certain classes of BPS structures with nice properties: A BPS structure \((\Gamma, Z, \Omega)\) is said to be

- finite if there are only finitely many active classes,
- uncoupled if \(\langle \gamma_1, \gamma_2 \rangle = 0\) holds whenever \(\gamma_1, \gamma_2\) are both active classes,
- coupled if it is not uncoupled, and
- integral if the BPS invariant \(\Omega\) takes values in \(\mathbb{Z}\).

In order to formulate the BPS Riemann-Hilbert problem in the next section, we may weaken these conditions. We call a BPS structure ray-finite if there are finitely many active classes \(\gamma\) with \(Z(\gamma) \in \ell\) for a given BPS ray \(\ell\), and generic if \(\langle \gamma_1, \gamma_2 \rangle = 0\) whenever \(\gamma_1, \gamma_2\) are active and \(Z(\gamma_1)\) and \(Z(\gamma_2)\) lie on the same BPS ray.

The analysis of the BPS structures and the corresponding Riemann-Hilbert problem given in the next section is much more difficult in the coupled case, and all our calculations in this paper will be for finite, uncoupled and integral BPS structures.

3.2. BPS Riemann-Hilbert problem. Given a BPS structure, we may consider a certain Riemann-Hilbert type problem on \(\mathbb{C}^*\), which we call the BPS Riemann-Hilbert problem, following [Br1] (see also [Br2, Ba, BaBrS, Sto, Br3, Al2, Br4] for further studies). Roughly speaking, this involves seeking a collection of functions \(X_\gamma\), one for each \(\gamma \in \Gamma\), that jumps whenever \(h\) crosses a BPS ray. The jump factor on a BPS ray \(\ell\) is given by a certain BPS automorphism which encodes the BPS invariants \(\Omega(\gamma)\) of those \(\gamma \in \Gamma\) whose
central charge $Z(\gamma)$ lies along $\ell$. More precisely, we seek a function $X$ with values in the twisted torus
\[ T_- := \left\{ g : \Gamma \to \mathbb{C}^* \mid g(\gamma_1 + \gamma_2) = (-1)^{\langle \gamma_1, \gamma_2 \rangle} g(\gamma_1) g(\gamma_2) \right\} \] (3.3)
and denote $X_\gamma := X(\gamma)$.

Here we give a condensed formulation of the BPS Riemann-Hilbert problem associated with a ray-finite, generic, integral BPS structure, following [Br1]. Defining the BPS automorphism needs careful analysis of convergence issues, and we need to work with some completion of the twisted torus in general. However, thanks to [Br1, Proposition 4.2], the BPS automorphisms for ray-finite, generic, and integral BPS structures are given by explicit birational automorphisms.

**Problem 3.2 (Br1 Problem 3.1).** Let $(\Gamma, Z, \Omega)$ be a ray-finite, generic, and integral BPS structure, and fix a “constant” $\xi \in T_-$. Find a piecewise holomorphic map $X : \mathbb{C}^* \to T_-$ such that for any $\gamma \in \Gamma$, we have:

(i) **Jumping.** As $h \in \mathbb{C}^*$ crosses a BPS ray $\ell$ in the clockwise direction, $X_\gamma$ jumps according to the BPS automorphisms:
\[ X_\gamma^+ = X_\gamma^- \prod_{\gamma' \in \Gamma, Z(\gamma') \in \ell} (1 - X_{\gamma'}^-)^{\Omega(\gamma') \langle \gamma', \gamma \rangle}, \] (3.4)
for $0 < |h| \ll 1$, where $X_\gamma^\pm$ denotes the function before and after the jump.

(ii) **Asymptotics at 0.** As $h \to 0$, the leading asymptotics are controlled by $Z(\gamma)$:
\[ e^{Z(\gamma)/h} X_\gamma(h) \to \xi(\gamma) \] (3.5)

(iii) **Growth at $\infty$.** The function $X_\gamma$ grows at most polynomially as $h \to \infty$.

This type of Riemann-Hilbert problem has been considered in Gaiotto-Moore-Neitzke’s works [GMN1, GMN2, GMN3], where the *Fock-Goncharov coordinates* of the moduli space of framed local system solve the jump condition. In this context, the solution was used to construct semi-explicitly the hyperkahler metric on a Hitchin moduli space associated to the given theory. As is mentioned in [Br1, §7], the BPS Riemann-Hilbert problem is also closely related to the Stokes structure of the *Voros symbols* in the theory of exact WKB analysis of a Schrödinger-type ODE discussed in [IN1, IN2]. See [II, AJ, Ku] for a relation between Fock-Goncharov coordinates and Voros symbols, and see also [Al2] for the further development in this direction. In our context, the BPS structure for the BPS Riemann-Hilbert problem arises from the meromorphic quadratic differential which appears in the classical limit of the ODE.

In the rest of this section, we will focus on how the BPS structures are constructed from a given meromorphic quadratic differential. We will discuss in greater detail the corresponding BPS Riemann-Hilbert problem (with a precise formulation) together with its relation to the Voros coefficient of the quantum curves in the sequel to this paper.

### 3.3. WKB spectral networks (Stokes graphs)

We recall the notion of a *WKB spectral network* [GMN3] associated to a quadratic differential on a compact Riemann surface $X$, also called a *Stokes graph* in WKB literature (e.g., [KT]).

---

5 A more general construction can be made for arbitrary tuples of meromorphic $k$-differentials, but it is more complicated. We only consider quadratic differentials in this paper, so we omit the details.
3.3.1. Trajectories of meromorphic quadratic differentials. Fix a meromorphic quadratic differential \( \varphi = Q(x)dx^2 \) on \( X \) with at least one pole of order greater than one. We also assume that \( \varphi \) has only simple zeros, and has at least one zero or one simple pole (i.e., we assume that \( \varphi \) is a GMN differential in the sense of \([\text{BrS}, \text{Definition 2.1}]\)). We will also use the same notations (\( \Sigma, P, T, \text{Crit} \) etc.) for the notions used in §2.2.

**Definition 3.3.** For a given \( \vartheta \in \mathbb{R} \), the equation

\[
\text{Im} e^{-i\vartheta} \int_{-\infty}^{x} \sqrt{Q(x)}dx = \text{constant} \quad (3.6)
\]
defines a foliation \( F_\vartheta \) on \( X \setminus \text{Crit} \). A trajectory of phase \( \vartheta \) is any maximal leaf of the foliation \( F_\vartheta \). The trajectories of phase \( \vartheta = 0 \) are called horizontal trajectories, and trajectories of phase \( \vartheta = \pi/2 \) are called vertical trajectories.

At any point on \( X \setminus \text{Crit} \), there exists a distinguished local coordinate \( w \) defined (up to the sign) by

\[
w(x) := \int_{-\infty}^{x} \sqrt{Q(x)}dx, \quad (3.7)
\]
and trajectories are pullbacks of straight lines of phase \( \vartheta \) in the \( w \)-plane by (3.7). In other words, trajectories of phase \( \vartheta \) are the curves along which the integrand of (3.7) has constant phase; \( \sqrt{Q(x)}dx = e^{i\vartheta} \sqrt{Q(x)}|dx| \). The general structure of trajectories of quadratic differentials is described in detail in the classic book \([\text{Str}]\) by K. Strebel (see also \([\text{BrS}]\)). Note that two non-overlapping trajectories of the same phase may never intersect; furthermore, any two trajectories of phases \( \vartheta_1, \vartheta_2 \) that intersect will always do so at an angle of \( \vartheta_2 - \vartheta_1 \) for some choice of orientation.

It is known that every trajectory falls into exactly one of the following types (\([\text{Str}]\); see also \([\text{BrS}] \S3.4\)):

i) saddle trajectories approach finite critical points at both ends;

ii) separating trajectories approach critical points at each end, one finite and one infinite;

iii) generic trajectories approach infinite critical points at both ends;

iv) closed trajectories are simple closed curves in \( X \setminus \text{Crit} \);

v) recurrent trajectories are “recurrent” in at least one direction.

Since \( X = \mathbb{P}^1 \) and the number of poles of \( \varphi \) are at most three in our examples, the Jenkins three pole theorem guarantees that recurrent trajectories do not appear (c.f., \([\text{J}1, \text{Str}] \text{Theorem 15.2}\)), so we omit their precise definition.

We will be primarily interested in trajectories with at least one end approaching a turning point (i.e., saddle and separating trajectories). We call these critical trajectories.

It turns out the local structure of trajectories around any given point in \( X \) can be classified fully. Here we summarize these local structures, following \([\text{Str}]\). If \( x \) is not a critical point of \( \varphi \), we call it a regular point. We consider a zero of order \( k \) to be a critical point of order \( k \), a pole of order \( k \) a critical point of order \( -k \), and may regard a regular point as a “critical point” of order 0. Then, we have the following normal forms:

**Proposition 3.4 (\([\text{Str}]\)).** Around any critical point (or regular point) of order \( k \), there exists a neighbourhood \( U \) and a holomorphic coordinate \( z \) such that locally on \( U \),

\[
\varphi = \begin{cases} 
z^k dz^2, & k \geq -1 \text{ or } k \text{ odd} \\
\frac{z^k}{r} dz^2, & k = -2 \\
(z^{k/2} + \frac{r}{z})^2 dz^2, & k < -2 \text{ and } k \text{ even} 
\end{cases} \quad (3.8)
\]
where \( r \in \mathbb{C}^*, s \in \mathbb{C} \).
It is easy to see the structure of the trajectories of these normal forms, some examples of which are depicted in Figures 3.1, 3.2 and 3.3. We depict the behaviour of both horizontal (green) and vertical (blue) foliations, and draw the critical trajectories in black. At poles of order greater than \( k > 2 \), all horizontal trajectories asymptote to one of \( k - 2 \) asymptotic directions (which are themselves trajectories), which we depict in red.

**Figure 3.1.** Trajectory structure around simple zeroes and simple poles of \( Q(x) \). Green and blue curves are horizontal and vertical trajectories respectively, the black curve are critical trajectories.

(a) Local behaviour around a simple zero, where three critical trajectories emanate. \( Q(x) = x \) is plotted here.

(b) Trajectories around a simple pole, where a single critical trajectory emanates. \( Q(x) = 1/x \) is plotted here.

Given a quadratic differential \( \varphi \) on a Riemann surface \( X \), call a \( \varphi \)-polygon any polygon whose sides are trajectories (of possibly different phases \( \vartheta \)) and whose vertices are points in \( X \) (so they may be poles, zeroes, or regular points). Then

**Proposition 3.5** (Teichmüller’s lemma [Str Theorem 14.1]). Let \((X, \varphi)\) be a compact Riemann surface equipped with a meromorphic quadratic differential \( \varphi \). For any \( \varphi \)-polygon with vertices \( \{v_k\} \), denote by \( \beta_k \) the following quantity associated to a vertex \( v_k \):

\[
\beta_k := 1 - \frac{\theta_k}{2\pi} (n_k + 2)
\]  

(3.9)
where $\theta_k$ is the interior angle of the $\phi$-polygon at the vertex and $n_k$ is the order of the (critical or regular) point $v_k$. Then we have

$$\sum_{i \in \text{verts}} \beta_i = 2 + \sum_{j \in \text{int}} n_j$$

(3.10)

where the sum on the left goes over all vertices of the $\phi$-polygon, and the sum on the right over all (critical or regular) points on the interior of the $\phi$-polygon.

We will use the result in determining whether a given set of curves can occur as trajectories or not.

3.3.2. Definition of spectral networks and its properties.

**Definition 3.6.** For any fixed $\vartheta \in \mathbb{R}$, we define the (WKB-) spectral network $W_\vartheta(\phi)$ of phase $\vartheta$ as the subset of $X$ which consists of all critical trajectories of $\phi$ of phase $\vartheta$.

The spectral network agrees with the notion of Stokes graph in the WKB literature (c.f., [KT]), and the critical trajectories are called Stokes curves (these turn out to be the locus where the Borel resummed WKB solutions have a discontinuity). Note that we have

$$W_\vartheta(\phi) = W_0(e^{-2i\vartheta}\phi),$$

(3.11)

and hence, varying $\vartheta$ is equivalent to staying at a fixed $\vartheta$ and moving in a certain family of quadratic differentials. Thus, when we discuss properties of spectral networks, we may assume $\vartheta = 0$ without loss of generality.

It is well known that the each connected component of the complement $X \setminus W_0(\phi)$ of the spectral network are one of the following (c.f., [BRS] §3.4):

i) A **half plane** is equivalent to a domain

$$\{w \in \mathbb{C} \mid \text{Im } w > c\}$$

(3.12)

for some $c \in \mathbb{R}$ equipped with the quadratic differential $dw^2$, through the map (3.7). A half plane only appears around a pole of $\phi$ of order $\geq 3$; there are always $k - 3$
half planes around a pole of order $k$. Its boundary consists of saddle and separating trajectories.

ii) A horizontal strip is equivalent to a domain
\[
\{ w \in \mathbb{C} \mid c_1 < \text{Im} w < c_2 \}
\] (3.13)
for some $c_1, c_2 \in \mathbb{R}$ ($c_1 < c_2$) equipped with the quadratic differential $dw^2$, through the map (3.7). Its boundary consists of saddle and separating trajectories.

iii) A ring domain is a domain consisting of any point $x \in X \setminus \text{Crit}$ such that the trajectory passing through $x$ is a closed trajectory. It is equivalent to \[
\{ z \in \mathbb{C} \mid c_1 < |z| < c_2 \}
\]
for some $c_1, c_2 \in \mathbb{R}$ ($a < b$) equipped with the quadratic differential $rdz^2/z^2$ for some $r \in \mathbb{C}^*$. We call a ring domain degenerate if $a = 0$, and nondegenerate otherwise.

The boundary of a ring domain consists of unions of saddle trajectories, or saddle trajectories and isolated points when the ring domain is degenerate.

iv) A spiral domain is defined to be the interior of the closure of a recurrent trajectory.

A degenerate ring domain has two boundary components; a (chain of) saddle trajectory and a single point which must be a second order pole $s$ of $\varphi$ due to the Teichmüller’s lemma (Proposition 3.5). It follows from the definition of trajectories that, if a degenerate ring domain appears in the spectral network $W_\vartheta(\varphi)$ around a second order pole $s$, then
\[e^{-i\vartheta} \text{Res}_{x=s} \sqrt{Q(x)} dx \in i\mathbb{R} \neq 0 \] (3.14)
must be satisfied. Conversely, if $s$ is a double pole of $\varphi$ satisfying the condition (3.14), then $s$ is one of the boundary component of a degenerate ring domain (c.f., [BrS, §3.4]).

For our examples, we can conclude the following:

**Lemma 3.7.** Let $\varphi_\bullet = Q_\bullet(x) dx^2$ be the one of the quadratic differentials in Table 1. Then, the nondegenerate ring domain and spiral domain never appear in the complement of the spectral networks $W_\vartheta(\varphi)$ for any $\vartheta \in \mathbb{R}$.

**Proof.** If there is a non-degenerate ring domain, its complement consists of two domains which we denote $D_1$ and $D_2$. Since the quadratic differentials in our examples have at most two turning points, both of $D_1$ and $D_2$ must contain poles so that the total pole orders in each $D_1$ and $D_2$ is three due to Teichmüller’s lemma (Proposition 3.5). This cannot happen in our examples in Table 1.

On the other hand, Jenkins’ three pole theorem guarantees that recurrent trajectories do not appear in our examples, so we can conclude that the spiral domains never appear either.

### 3.4. Central charge

In constructing a BPS structure, we must define the lattice $\Gamma$ as well as the central charge $Z$. We define them following [GMN2, BrS]. Recall in §2.2 we defined a branched double cover $\pi: \Sigma \to X$, the spectral cover $\Sigma$ associated to $\varphi$ as
\[
\Sigma = \{ \lambda \in T^*X \mid \lambda^2 - \varphi = 0 \} \subset T^*X
\]
and we denoted $\widetilde{\Sigma}$ as the spectral cover with simple poles filled in.

First, we define the central charge $Z(\gamma)$ for any $\gamma \in H_1(\widetilde{\Sigma}, \mathbb{Z})$. It is given by the period integral of $\sqrt{\varphi}$:
\[
Z(\gamma) := \oint_{\gamma} \sqrt{Q(x)} dx.
\]
Then we take $\Gamma$ as the sublattice of $H_1(\widetilde{\Sigma}, \mathbb{Z})$ given by anti-invariant cycles,
\[
\Gamma := \{ \gamma \in H_1(\widetilde{\Sigma}, \mathbb{Z}) \mid \sigma_* \gamma = -\gamma \}
\] (3.17)
equipped with the intersection pairing $\langle \cdot \cdot \rangle : \Gamma \times \Gamma \to \mathbb{Z}$. The lattice $\Gamma$ is called the hat-homology group in [BrS]. We then define the central charge as the restriction of $Z$ to $\Gamma$, and continue to denote it by the same letter.

Suppose we have a horizontal strip $D$ in the spectral network $W_0(\varphi)$ whose boundary consists of only separating trajectories. For such $D$, we associate a homology class $\gamma_D \in H_1(\bar{\Sigma}, \mathbb{Z})$, which we call the dual cycle as follows. First, in the description (3.13) of $D$, we take the straight line $l$ on the $w$-plane connecting the images of turning points on the different sides of the strip. $l$ is realized as a path on $X$ connecting two (possibly the same) turning points lying on the boundary of $D$, and its pullback by $\pi : \bar{\Sigma} \to X$ defines a closed cycle, up to its orientation. Then, the dual cycle $\gamma_D$ is defined (up to the sign) to be the homology class represented by the cycle (see Figure 3.4 (A)). The dual cycle $\gamma_D$ is an element in $\Gamma$.

\begin{figure}[ht]
\centering
\includegraphics[width=0.8\textwidth]{figure3.4.png}
\caption{Elements in $\Gamma$ obtained from a horizontal strip or a saddle trajectory. These homology classes are defined up to sign (orientation of the representatives).}
\end{figure}

\textbf{Lemma 3.8.} Suppose $W_0(\varphi)$ is non-degenerate. Then, the collection $\{ \gamma_D \}$ of dual cycles for all horizontal strips in $W_0(\varphi)$ forms a basis of $\Gamma$. Moreover, for each dual cycle $\gamma_D$, the central charge $Z(\gamma_D)$ has a non-zero imaginary part.

\textit{Proof.} See for example [BrS, Section 3.6]. \hfill $\square$

\subsection{3.5. Saddle trajectories and BPS indices.}

For generic $\vartheta$, saddle trajectories are absent and the spectral network $W_{\vartheta}(\varphi)$ consists only of separating trajectories of phase $\vartheta$. We say the spectral network $W_{\vartheta}(\varphi)$ degenerate if it contains a saddle trajectory of phase $\vartheta$. These degenerate spectral networks are of paramount importance in this paper and many applications. In the physics of 4d $\mathcal{N} = 2$ QFTs, they correspond to BPS states in the spectrum of the theory [GMN1, GMN3]. From a mathematical point of view, they correspond to stable objects in a 3-Calabi-Yau category associated with a quiver with potential determined by $\varphi$ [BrS].

The saddle trajectories can be classified into the following five types:

- A type I saddle connects two distinct simple zeros of $\varphi$.
- A type II saddle connects a simple zero and a simple pole of $\varphi$.
- A type III saddle connects two distinct simple poles of $\varphi$.

\footnote{This is called a standard saddle class in [BrS].}
• A type IV saddle is a closed curve which forms a boundary of a degenerate ring domain.

• A type V saddle is a closed curve which forms one of the boundary components of a non-degenerate ring domain.

Since the type IV and type V saddles are closed curves, we simply call them loop-type saddles. Lemma 3.7 guarantees that, among the loop-type saddles, the type V saddles never appear in the spectral network \( \mathcal{W}_\vartheta(\varphi) \) associated with the quadratic differentials \( \varphi = \varphi_\bullet \) in Table 1. Hence the loop-type saddles discussed in this paper are always of type IV, and they appear in the spectral network \( \mathcal{W}_\vartheta(\varphi) \) if and only if \( \varphi \) has a second order pole \( s \) satisfying (3.14).

Given a degenerate spectral network with a saddle trajectory, we can associate a homology class \( \gamma_{\text{BPS}} \in H_1(\Sigma, \mathbb{Z}) \) represented by the closed cycle (up to orientation) on \( \Sigma \) obtained as the pullback by \( \pi : \Sigma \to X \) of the saddle trajectory (see Figure 3.4 (B)).

In particular, if the degeneration is a type IV saddle around a second order pole \( s \) of \( \varphi \), then the associated class is \( \gamma_{\text{BPS}} = \gamma_{s_+} - \gamma_{s_-} \), where \( \gamma_{s_\pm} \) are the residue cycles around the distinct preimages \( s_\pm \in \Sigma \) of \( s \) by the projection map \( \pi : \Sigma \to X \). We regard that the cycle \( \gamma_{\text{BPS}} \) thus obtained is associated with the degenerate ring domain itself (i.e., not the loop-type saddle). This viewpoint will be important when we discuss the Legendre example in 4.3.3.

The cycles \( \gamma_{\text{BPS}} \) obtained in this manner are also anti-invariant under the action induced by the covering involution of \( \Sigma \) (that is, \( \gamma_{\text{BPS}} \in \Gamma \); see [BrS, §3.2]).

**Definition 3.9.** We refer to homology classes \( \gamma_{\text{BPS}} \in \Gamma \) from saddle trajectories or ring domains as above as *BPS cycles*, and the collection of all BPS cycles as the *BPS spectrum*.

Since the real-valued function \( \text{Re} \left( e^{-i\vartheta} \int_x^\infty \sqrt{Q(x)} \, dx \right) \) is monotone along trajectories of phase \( \vartheta \), the central charge \( Z(\gamma_{\text{BPS}}) \) for BPS cycles never vanish. By definition, if a BPS cycle \( \gamma_{\text{BPS}} \) is associated with a saddle trajectory in \( \mathcal{W}_\vartheta(\varphi) \), then the phase must satisfy \( \vartheta \equiv \text{arg} \, Z(\gamma_{\text{BPS}}) \mod \pi \), and we sometimes say that \( \gamma_{\text{BPS}} \) “appears at the phase \( \text{arg} \, Z(\gamma_{\text{BPS}}) \)”.

Note that if \( \gamma_{\text{BPS}} \) is a BPS cycle appearing at \( \vartheta \) (mod \( 2\pi \)), then \( -\gamma_{\text{BPS}} \) is also a BPS cycle and appears at \( \vartheta = \vartheta + \pi \) (mod \( 2\pi \)) since \( \mathcal{W}_\vartheta(\varphi) = \mathcal{W}_{\vartheta + \pi}(\varphi) \) holds. Thus, when determining the BPS spectrum, we may safely restrict our attention to those \( \gamma_{\text{BPS}} \) appearing in the range \( \vartheta \in [0, \pi) \).

### 3.6. Construction of BPS structures.

So far, we have summarized a several properties of trajectories of general meromorphic quadratic differentials and spectral networks. We now restrict our attention to the examples in Table 1, that is, the “hypergeometric type” quadratic differentials which appear in the WKB analysis of the Gauss hypergeometric differential equation and its confluent degenerations, and explain how BPS structures are constructed from these examples. In what follows, the symbol \( \bullet \) denotes any of: HG, dHG, Kum, Leg, Bes, Whi, Web, dBes, or Ai. Let \( \varphi_\bullet(\boldsymbol{m}) = Q_\bullet(x) \, dx^2 \) denote the corresponding quadratic differential as in Table 1 for a given value of the parameters \( \boldsymbol{m} \in \mathcal{M} \) satisfying Assumption 2.5. We also denote by \( \Gamma_\bullet \) and \( Z_\bullet \) the lattice and the central charge defined from \( \varphi_\bullet \) in §3.4. We sometimes write the central charge as \( Z_{\boldsymbol{m}}(\gamma) \) when we emphasize the dependence on the mass parameter \( \boldsymbol{m} \).

Since \( \Sigma_\bullet \) is a sphere with several punctures, the homology group \( H_1(\Sigma_\bullet, \mathbb{Z}) \) is generated by the *residue classes* \( \gamma_\alpha \) (i.e., the class represented by a positively oriented small circle).
around the puncture \( a \in \Sigma_\bullet \setminus \Sigma_\bullet = D_{\bullet, \infty} \). They satisfy
\[
\sum_{s \in P_{\bullet, \text{od}} \cap D_{\bullet, \infty}} \gamma_s + \sum_{s \in P_{\bullet, \text{ev}}} (\gamma_{s_+} + \gamma_{s_-}) = 0.
\] (3.18)
See (2.17) for the sign convention, and recall that we identify a point in \( P_{\bullet, \text{od}} \) with its unique preimage in \( \Sigma_\bullet \). We note that the intersection pairing \( \langle \cdot, \cdot \rangle \) on \( \Gamma_\bullet \) is identically 0 since the residue cycles do not intersect each other.

In some part of our discussion, we will require that all our parameters \( m \) in this paper satisfy an additional genericity condition

**Definition 3.10.** We say the parameter \( m \) is **generic** if it lies on the complement \( M_\bullet \setminus W_\bullet \) of the set \( W_\bullet \) defined by
\[
W_\bullet = \{ m \in M_\bullet \mid \text{there exist BPS cycles } \gamma, \gamma' \text{ with } \gamma \pm \gamma' \neq 0 \text{ and } Z_m(\gamma)/Z_m(\gamma') \in \mathbb{R}_{\neq 0} \}
\] (3.19)
for \( \bullet \neq \text{Leg} \), and \( W_{\text{Leg}} = \emptyset \) for the Legendre case. Otherwise, we say \( m \) is **non-generic**.

We denote by \( M'_\bullet = M_\bullet \setminus W_\bullet \) the locus of generic parameters.

This genericity condition implies, in particular, that no two BPS cycles appear at the same phase \( \vartheta \) except for the Legendre case\(^7\). In particular, we do not have a ring domain whose boundary component consists of a chain of type I saddle trajectories (e.g., the “eyeball” in Figure 3.5(b)) on the generic locus. Thus, together with the results from previous subsections, the following holds in all our examples:

**Proposition 3.11.** If \( m \in M'_\bullet \), then, for any \( \vartheta \), a ring domain appearing in the spectral network \( W_\vartheta(\varphi_\bullet) \) must be a degenerate ring domain. For any second order pole \( s \) of \( \varphi_\bullet \), a degenerate ring domain appears around \( s \) if and only if \( \vartheta = \arg m_s + \pi/2 \pmod{\pi} \) holds, and then, the BPS cycle associated to the degenerate ring domain is given (up to sign) by
\[
\gamma_{\text{BPS}} = \gamma_{s_+} - \gamma_{s_-},
\] (3.20)
where \( s_\pm \in \Sigma_\bullet \) are the preimages of \( s \).

![Degenerations around a second order pole.](image)

(a) Type IV saddle. (b) The forbidden “eyeball” degeneration.

**Figure 3.5.** Degenerations around a second order pole.

Now we introduce the BPS indices which partially generalize the ones considered in [GMN2, GMN3, BrS] by including the contributions from BPS cycles associated with saddle trajectories attached to a simple pole.

---

\(^7\)The Legendre case is exceptional; that is, the degenerate spectral network in the Legendre case always contains both a type III saddle and a degenerate ring domain simultaneously (see §4.3.3 below).
**Definition 3.12.** For each \( m \in M'_\bullet \), we define the *BPS indices* \( \Omega(\gamma) \) \( \gamma \in \Gamma \) as a collection of integers defined as follows:

\[
\Omega(\gamma) = \begin{cases} 
+1 & \text{if } \gamma \text{ is a BPS cycle associated with a type I saddle}, \\
+2 & \text{if } \gamma \text{ is a BPS cycle associated with a type II saddle}, \\
+4 & \text{if } \gamma \text{ is a BPS cycle associated with a type III saddle}, \\
-1 & \text{if } \gamma \text{ is a BPS cycle associated with a degenerate ring domain}, \\
-2 & \text{if } \gamma \text{ is a BPS cycle associated with a non-degenerate ring domain}, 
\end{cases}
\]

and we set \( \Omega(\gamma) = 0 \) for any non-BPS cycles \( \gamma \in \Gamma \).

**Remark 3.13.** There is a discrepancy between our definition (3.21) of BPS indices and the one used in [Br1, §7]; that is, [Br1] gives \(-2\) not only for type V saddles (or non-degenerate ring domains) but also for type IV saddles (or degenerate ring domains). This discrepancy does not affect the results of [Br1, §7] since the associated BPS cycles from type IV saddles are in the kernel of the intersection pairing; thus there is no contribution in the BPS automorphism, defined only in terms of \( \Omega(\gamma) \langle \gamma, \cdot \rangle \), from such BPS cycles. We decided to use the modified definition (including the contributions from simple poles) since it agrees with the jump property for the Borel resummed Voros symbols of the quantum curves, which will be discussed in the sequel to this paper. It would be interesting to ask if the \( \Omega(\gamma) \) in definition (3.21) satisfy the Kontsevich-Soibelman wall-crossing formula, or the Gaiotto-Moore-Neitzke’s 2d/4d wall-crossing formula in [GMN3] in general (see [PIMS, §6] for a relevant discussion).

### 4. Computation of the BPS spectrum

In the following sections we will compute the BPS structures associated to the spectral curves of hypergeometric type. While all examples are degenerations of the hypergeometric, we will follow a pedagogical order. We will begin with the simple examples of Weber, Whittaker, and Bessel (together with degenerate Bessel, and Airy), which may be viewed as local models for the behaviour of more complicated ones. We then consider the main example of this paper, the hypergeometric spectral curve, before turning to the behaviour of its confluent degenerations — the Kummer, degenerate hypergeometric, and Legendre curves.

**4.1. Simple examples – Weber, Whittaker, and Bessel.** Since we already have the lattice \( \Gamma_\bullet \) and the central charge \( Z_\bullet \), the remaining task is to compute the BPS indices for our examples.

Here we compute the BPS indices for three of the simplest non-trivial examples, all of which have exactly one BPS cycle (up to sign). We will use the same notations for homology classes used in §3.6 in what follows.

**4.1.1. BPS structure from the Weber curve.** The simplest example with a nontrivial degeneration is the Weber curve, corresponding to the quadratic differential \( \varphi_{\text{Web}} = Q_{\text{Web}}(x)dx^2 \) where

\[
Q_{\text{Web}}(x) = \frac{1}{4}x^2 - m_\infty.
\]

Under Assumption 2.5 (i.e., \( m_\infty \in M_{\text{Web}} = \mathbb{C}^* \)), \( \varphi_{\text{Web}} \) has two simple zeros at \( b_1 := 2\sqrt{m_\infty} \) and \( b_2 = -b_1 \), and a unique pole of order 6 at \( \infty \). The spectral cover \( \Sigma_{\text{Web}}(= \tilde{\Sigma}_{\text{Web}}) \) is of

\[8\text{Although we have Lemma 3.7, we keep the last line in (3.21) with the general case in mind.}\]
genus 0 with two punctures \( \infty_{\pm} \), and the \( H_1(\Sigma_{\text{Web}}, \mathbb{Z}) \) is generated by the corresponding residue cycles \( \gamma_{\infty_{\pm}} \) with the relation \( \gamma_{\infty_{+}} + \gamma_{\infty_{-}} = 0 \). Since the covering involution exchanges \( \gamma_{\infty_{\pm}} \mapsto \gamma_{\infty_{\mp}} \), we have \( \Gamma_{\text{Web}} = \mathbb{Z}\gamma_{\infty_{+}} \) (\( = \mathbb{Z}\gamma_{\infty_{-}} \)) which coincides with the whole \( H_1(\Sigma_{\text{Web}}, \mathbb{Z}) \) in this case.

\( \vartheta \approx 2.03 \)  
(a) \( \vartheta \approx 2.13 \)  
(b) Type I saddle, \( \vartheta \approx 2.23 \)  
(c) \( \vartheta \approx 2.25 \)

Figure 4.1. Spectral networks for \( \varphi_{\text{Web}} \) with \( m_{\infty} \approx 0.4 + 0.25i \).

We can draw the spectral network at a generic value \( m_{\infty} \in \mathbb{C}^* \), plotted in Figure [4.1] where we can observe a degenerate spectral network, which includes a type I saddle, appearing in Figure [4.1(b)]. In this simple setup, we may prove explicitly the following

**Proposition 4.1.** Fix \( m_{\infty} \in M_{\text{Web}} = \mathbb{C}^* \). Then, \( \varphi_{\text{Web}} \) has exactly one degenerate spectral network in the range \( \vartheta \in [0, \pi) \). It occurs at \( \vartheta = \text{arg } m_{\infty} + \pi/2 \) (mod \( \pi \)) and contains a type I saddle whose associated BPS cycle is \( \gamma_{\infty_{\pm}} \).

**Proof.** Let \( \gamma(t) = (1 - t)b_1 + tb_2 \) be the straight line connecting \( b_1 \) and \( b_2 \). It is easy to see that

\[
\sqrt{Q_{\text{Web}}(\gamma(t))} \, d\gamma(t) = \pm 8i \, m_{\infty} \sqrt{t(1-t)} \, dt,
\]

(4.2)

(where \( \pm \) depends on the choice of the branch) which has a constant phase \( \text{arg } m_{\infty} + \pi/2 \) (mod \( \pi \)) for any \( t \in [0, 1] \). This means that the straight line \( \gamma(t) \) is a geodesic for the metric (defined away from critical points) given by \( |Q_{\text{Web}}(x)| \, |dx|^2 \), and hence, it gives a saddle trajectory of phase \( \vartheta = \text{arg } m_{\infty} + \pi/2 \). Since the saddle trajectory is the unique geodesic among all paths on \( X \setminus P_{\text{Web}} = \mathbb{C} \) connecting \( b_1 \) and \( b_2 \) (c.f., [Str, Theorem 16.2]), we can conclude that there is no other saddle connection. \( \square \)

The central charge is computed by using (2.17). Thus, we have the BPS structure whose BPS spectrum and BPS indices are summarized in Table 3. Since we have only one BPS cycle (up to sign), the set \( W_{\text{Web}} \) is empty and we have \( M_{\text{Web}} = M'_{\text{Web}} \).

| \( \vartheta_{\text{BPS}} \) | \( \text{arg } m_{\infty} \pm \pi/2 \) |
| \( \gamma_{\text{BPS}} \) | \( \gamma_{\infty_{\pm}} \) |
| \( Z(\gamma_{\text{BPS}}) \) | \( \pm 2\pi i m_{\infty} \) |
| \( \Omega(\gamma_{\text{BPS}}) \) | \( +1 \) |

**Table 3.** The BPS spectrum of \( \varphi_{\text{Web}} \). The phase of the BPS ray is denoted by \( \vartheta_{\text{BPS}} \).
4.1.2. BPS structure from the Whittaker curve. The Whittaker curve \( \tilde{\Sigma}_{\text{Whi}} \) is defined by the quadratic differential \( \varphi_{\text{Whi}} = Q_{\text{Whi}}(x)dx^2 \) with

\[
Q_{\text{Whi}}(x) = \frac{1}{4} - \frac{m_\infty}{x} \tag{4.3}
\]

This differential has a simple zero together with a simple pole at 0 and a pole of order 4 at infinity, under the assumption \( m_\infty \in M_{\text{Whi}} = \mathbb{C}^* \). It is easy to see that \( \tilde{\Sigma}_{\text{Whi}} \) is of genus 0 with two punctures at \( \infty_\pm \). We can observe that a degenerate spectral network with a type II saddle appears in Figure 4.2(c).

![Spectral networks for \( \varphi_{\text{Whi}} \) with \( m_0 \approx 0.3 + 0.4i \).](image)

**Figure 4.2.** Spectral networks for \( \varphi_{\text{Whi}} \) with \( m_0 \approx 0.3 + 0.4i \).

**Proposition 4.2.** Fix \( m_\infty \in M_{\text{Whi}} = \mathbb{C}^* \). Then, \( \varphi_{\text{Whi}} \) has exactly one degenerate spectral network in the range \( \vartheta \in [0, \pi) \). It occurs at \( \vartheta = \arg m_\infty + \pi/2 \pmod{\pi} \) and contains a type II saddle whose associated BPS cycle is \( \gamma_{\infty_\pm} \).

**Proof.** Suppose that the spectral network \( \mathcal{W}_\vartheta(\varphi_{\text{Whi}}) \) with phase \( \vartheta \) is nondegenerate; that is, all trajectories are separating. Then all four separating trajectories, which we denote by \( \gamma_1, \gamma_2, \gamma_3, \gamma_4 \), must terminate at \( \infty \). Teichmüller’s lemma implies that any two separating trajectories emanating from the same simple zero bounding a region without any pole inside must approach \( \infty \) with different angles, which must be \( \pi \) in this case. Therefore, the only possible configuration, topologically, is that of Figure 4.3 (up to the labeling of the four separating trajectories). It contains a unique horizontal strip with dual cycle \( \gamma_{\infty_\pm} \), and the associated central charge is \( Z(\gamma_{\infty_\pm}) = \pm 2\pi \text{Im} m_\infty \). Therefore, due to Lemma
3.8 (and the equality (3.11)), we must have $\text{Im}(\pm e^{-i\vartheta} 2\pi i m_{\infty}) \neq 0$, which is equivalent to 
$\vartheta \neq \arg m_{\infty} + \pi/2 \pmod{\pi}$, when the spectral network $W_\vartheta(\varphi_{\text{Whi}})$ is nondegenerate.

Conversely, if $W_\vartheta(\varphi_{\text{Whi}})$ degenerates, then it must contain a saddle trajectory of type II which connects 0 and $4m_{\infty}$. By a similar argument given in the proof of Proposition 4.1 for the Weber case, we may prove that the saddle trajectory has phase $\arg m_{\infty} + \pi/2 \pmod{\pi}$, with the associated BPS cycle $\gamma_{\infty \pm}$ and central charge $Z(\gamma_{\infty \pm}) = \pm 2\pi i m_{\infty}$. □

Figure 4.3. The only possible nondegenerate spectral network for $\varphi_{\text{Whi}}$.

In summary, we have the BPS structure whose BPS spectrum and BPS indices are listed in Table 4 ($M_{\text{Whi}} = M'_{\text{Whi}}$).

| $\vartheta_{\text{BPS}}$ | $\arg m_{\infty} \pm \pi/2$ |
|-------------------------|-----------------------------|
| degeneration            | type II saddle              |
| $\gamma_{\text{BPS}}$  | $\gamma_{\infty \pm}$     |
| $Z(\gamma_{\text{BPS}})$| $\pm 2\pi i m_{\infty}$   |
| $\Omega(\gamma_{\text{BPS}})$| +2                         |

Table 4. The BPS spectrum of $\varphi_{\text{Whi}}$.

4.1.3. BPS structure from the Bessel curve. For $m_0 \in M_{\text{Bes}} = \mathbb{C}^*$, the quadratic differential $\varphi_{\text{Bes}} = Q_{\text{Bes}}(x) dx^2$ with

$$Q_{\text{Bes}}(x) = \frac{x + 4m_0^2}{4x^2} \quad (4.4)$$

has a single simple zero, a second order pole at the origin, and an order 3 pole at $\infty$. The associated Bessel curve $\Sigma_{\text{Bes}} (= \Sigma_{\text{Bes}})$ is of genus 0 with three punctures, at $0_{\pm}$ and $\infty$.

We can draw the spectral network at some chosen value $m_0 \in \mathbb{C}^*$. The result is a single BPS cycle beginning and terminating at the branch point, projecting to a loop around the origin as in Figure 4.4.

We may show

Proposition 4.3. Fix $m_0 \in M_{\text{Bes}}$. Then, $\varphi_{\text{Bes}}$ has exactly one degenerate spectral network in the range $\vartheta \in [0, \pi)$, appearing at $\vartheta = \arg m_0 + \pi/2 \pmod{\pi}$. At this phase, a degenerate ring domain appears around the origin, and the associated BPS cycle is $\gamma_{0_{\pm}} - \gamma_{0_{\mp}}$. 
Proof. Since there is only one branch point, any saddle trajectory must be of loop type. According to Proposition 3.11, a loop can appear around a second order pole if and only if the residue is imaginary, which is equivalent to \( \vartheta = \arg m_0 + \pi/2 \) (mod \( \pi \)) in the Bessel case. The rest of the claim also follows from Proposition 3.11. \( \square \)

In summary, we have the BPS structure whose BPS spectrum and BPS indices are summarized in Table 5 (\( M_{\text{Bes}} = M'_{\text{Bes}} \)). We used \( Z(\gamma_{0\pm}) = \pm 2\pi im_0 \) to compute the central charge.

\[
\begin{array}{|c|c|}
\hline
\vartheta_{\text{BPS}} & \text{arg } m_0 \pm \pi/2 \\
\hline
\gamma_{\text{BPS}} & \gamma_{0\pm} - \gamma_{0x} \\
\hline
Z(\gamma_{\text{BPS}}) & \pm 4\pi im_0 \\
\hline
\Omega(\gamma_{\text{BPS}}) & -1 \\
\hline
\end{array}
\]

Table 5. The BPS spectrum of \( \varphi_{\text{Bes}} \).

4.1.4. Degenerate Bessel and Airy curves. For completeness, we record the trivial cases:

\[ Q_{\text{Ai}}(x) = x, \quad Q_{\text{dBes}}(x) = \frac{1}{x}. \] (4.5)

**Proposition 4.4.** Let \( \bullet = \text{dBes or Ai} \). Then there are no degenerate networks for any \( \vartheta \in [0, \pi) \), and the BPS spectrum of \( \varphi_\bullet \) is empty.

Proof. Both of the spectral covers \( \tilde{\Sigma}_{\text{Ai}}(= \Sigma_{\text{Ai}}) \) and \( \tilde{\Sigma}_{\text{dBes}} \) have trivial homology groups. Thus in both cases the lattice and therefore the central charge and \( \Omega \), are trivial. \( \square \)

4.2. Main example – BPS structure from the Gauss hypergeometric curve. We turn now to the main example of this paper, the quadratic differential arising from the celebrated Gauss hypergeometric equation. It is explicitly given by \( \varphi_{\text{HG}}(m) = Q_{\text{HG}}(x)dx^2 \) where

\[ Q_{\text{HG}}(x) = \frac{m_{\infty}^2x^2 - (m_{\infty}^2 - m_1^2 + m_0^2)x + m_0^2}{x^2(x-1)^2}. \] (4.6)

Under the assumption \( m \in M_{\text{HG}} \), it has two simple zeros, and second order poles at 0, 1 and \( \infty \). Thus, the associated Gauss hypergeometric curve \( \Sigma_{\text{HG}}(= \Sigma_{\text{HG}}) \) is of genus 0 with six punctures at \( 0_\pm, 1_\pm \) and \( \infty_\pm \).
Choosing a generic value for the parameters $m$, the degenerations that appear are depicted in Figure 4.5.

(a) Type IV saddle, $\vartheta \approx 0.19$
(b) Type IV saddle, $\vartheta \approx 0.338$
(c) Type I saddle, $\vartheta \approx 0.554$
(d) Type I saddle, $\vartheta \approx 1.088$
(e) Type IV saddle, $\vartheta \approx 1.122$
(f) Type I saddle, $\vartheta \approx 1.148$
(g) Type I saddle, $\vartheta \approx 2.866$

Figure 4.5. Degenerations of $W_{\vartheta}(\varphi_{HG})$ with $m_0 \approx 0.72 + 0.14i$, $m_1 \approx$

It is easy to compute the homology classes of each corresponding $\gamma_{BPS}$, so we observe the existence of saddle trajectories with the given classes at seven values of $\vartheta \in [0, \pi)$. Among the seven degenerate spectral networks, four of them (i.e., Figure 4.5(c), 4.5(d), 4.5(f), and 4.5(g)) contain a type I saddle, while the other three (i.e., Figure 4.5(a), 4.5(b), and 4.5(e)) contain a type IV saddle bounding a degenerate ring domain around 0, 1 and $\infty$, respectively. We note that the appearance of four type I saddles was already observed in [GLPY, Figure 6]. We collect the classes appearing as $\gamma_{BPS}$ in Tables 6.

We can once again prove that this is in fact exactly the BPS spectrum, for any value of $m \in M'_{HG}$. First, we show
Lemma 4.5. For each $s \in \{0, 1, \infty\}$, the spectral network $\mathcal{W}_\vartheta(\varphi_{HG})$ contains a degenerate ring domain around $s$ if and only if $\vartheta = \arg m_s + \pi/2 \pmod{\pi}$. The associated BPS cycle is $\gamma_{s_-} - \gamma_{s_+}$.

Proof. This is a consequence of Proposition 3.11

In what follows, we assume that $\arg m_0$, $\arg m_1$ and $\arg m_\infty$ are pairwise distinct (mod $\pi$) in order to work on the generic locus. Since $\varphi_{HG}$ has no simple poles, the only other possible degenerations arise from type I saddles. The following lemma describes the candidate BPS cycles associated with type I saddles.

Lemma 4.6. The only possible BPS cycles associated with a type I saddle appearing in the spectral network of $\varphi_{HG}$ are in

\[
\{\gamma_0 + \gamma_{1,\epsilon} + \gamma_{\infty,\epsilon} \mid \epsilon, \epsilon', \epsilon'' \in \{\pm\}\} \subset \Gamma_{HG}.
\]

(4.7)

Proof. It is clear that possible BPS cycles must be represented by pullback of a path on $\mathbb{P}^1 \setminus \{0, 1, \infty\}$ connecting two simple zeros of $Q_{HG}(x)$. Since $\Sigma_{HG}$ is of genus 0, any such cycles are decomposed as a sum of residue cycles at the punctures of the form $\gamma_0 + \gamma_{1,\epsilon} + \gamma_{\infty,\epsilon}$ with some signatures $\epsilon, \epsilon', \epsilon'' \in \{\pm\}$, up to sign. The signature depends on how the path avoid the poles 0, 1, $\infty$, and the orientation of the cycle. The relation (3.18) of cycles implies that $\gamma_0 + \gamma_{1,\epsilon} + \gamma_{\infty,\epsilon} = -(\gamma_0 - \gamma_{1,\epsilon} - \gamma_{\infty,\epsilon})$, and hence, we have the above list of possible classes. (This observation also shows that the above chosen cycles belong to the lattice $\Gamma_{HG}$.) This completes the proof.

Then we have:

Lemma 4.7. Let $\gamma$ be any of the eight cycles in (4.7), and set $\vartheta = \arg Z(\gamma)$. We assume that $\vartheta \neq \arg m_s + \pi/2 \pmod{\pi}$ for all $s \in \{0, 1, \infty\}$. Then, the spectral network $\mathcal{W}_\vartheta(\varphi_{HG})$ with phase $\vartheta$ contains a type I saddle with class $\pm \gamma$.

Proof. Thanks to (3.11), it suffices to prove the claim when $\vartheta = 0$; that is, when $Z(\gamma) \in \mathbb{R}_{>0}$ and all mass parameters are not pure imaginary.

Suppose for contradiction that the spectral network $\mathcal{W}_0(\varphi_{HG})$ is nondegenerate. Then, as is shown in (A.1), it is known that possible topological types of $\mathcal{W}_0(\varphi_{HG})$ are one of the graph of type $(2, 2, 2)$, $(1, 1, 4)$, $(1, 4, 1)$ or $(1, 1, 4)$. Here $(n_0, n_1, n_\infty)$ denotes the tuple number of critical trajectories which approach to 0, 1, and $\infty$, respectively. Figure 4.6(a) shows a graph of type $(2, 2, 2)$, while Figure 4.7(a) depicts a graph of type $(1, 1, 4)$ for example. It is easy to see that these nondegenerate spectral networks always contain three horizontal strips, and the associated dual cycles are also shown in these figures.

To show that these graphs cannot appear under our assumption, we need a careful treatment of the sign (orientation) of the dual cycles associated with the horizontal strips in these spectral networks. For the purpose, it is convenient to use several properties of trajectories with orientations which are naturally equipped after choosing a branch cuts which trivializes the covering $\pi : \Sigma \rightarrow X = \mathbb{P}^1$, and label the sheets as sheets 1 and 2. That is, we can equip an orientation to each part of trajectories on $X \setminus \{\text{cut}\}$. Namely, identifying $X \setminus \{\text{cut}\}$ with the first sheet of $\Sigma \setminus \pi^{-1}(\text{cut})$, we orient each part of the trajectory so that the real part of the integral appearing in (3.6) increases along it. Since the integrand in (3.6) has different signs on different sheets, the orientation is reversed before and after the branch cuts. Figure 4.6(b) and Figure 4.7(b) shows an example of the oriented trajectories on the first sheet; where we wrote the branch cut as the wiggly line (orange). The main property we will use is that, any second order pole $s$ is either
“source” or “sink” for the oriented trajectories. Here we attach the symbol \( \ominus \) (resp. \( \oplus \)) for the second order poles if it is a source (resp. sink) on the first sheet (see Figure 4.6(b) and Figure 4.7(b)). In our sign convention (2.17), we attach \( \oplus \) to \( s \) if its preimage on the first sheet is \( s_\text{−} \), and attach \( \ominus \) otherwise.

Let us look at the graph of type \((2, 2, 2)\), which has three dual cycles \( \gamma_a \), \( \gamma_b \) and \( \gamma_c \) as shown in Figure 4.6(a). Although the dual cycles are defined up to sign, here we take one of them so that its central charge lies on the upper half plane \( \mathbb{H}_+ \) (recall that Lemma 3.8 guarantees that the central charges have a non-zero imaginary part). This condition is satisfied if we equip the orientation to each dual cycle \( \gamma_D \) so that \((\gamma_D, \beta_D) = −1\) holds, where \( \beta_D \in H_1(\Sigma, D_\infty, \mathbb{Z}) \) is the relative homology class represented by the preimage of
any generic trajectory in $D$ with the orientation given as above, and $(\cdot, \cdot)$ is the intersection pairing normalized as $(x$-axis, $y$-axis) $= +1$. In the choice of the first sheet indicated in Figure 4.6(b), we have

$$\gamma_a = \gamma_0 + \gamma_{1+} + \gamma_{\infty+}, \quad \gamma_b = \gamma_0 + \gamma_{1+} + \gamma_{\infty-}, \quad \gamma_c = \gamma_0 + \gamma_{1+} + \gamma_{\infty+}. \quad (4.8)$$

Now, we set $\gamma_d := \gamma_a + \gamma_b + \gamma_c = \gamma_0 + \gamma_{1+} + \gamma_{\infty+}$. The central charge $Z(\gamma_d)$ also lies in the upper half plane $\mathbb{H}_+$ by construction. However, since the set $\{\pm \gamma_a, \pm \gamma_b, \pm \gamma_c, \pm \gamma_d\}$ coincides with the above set (4.7) of candidate of all BPS cycles, we have a contradiction to the original assumption (i.e., reality of one of the central charges of the cycles (4.7)). Thus we have proved that the graph of type (2, 2, 2) never appears as $W_0(\varphi_{HG})$ under the assumption.

Next, let us look at the graph of type (1, 1, 4) in Figure 4.7. Then, we may find that the dual cycles are explicitly given as follows:

$$\gamma_a = \gamma_0 + \gamma_{1-} - \gamma_{\infty-}, \quad \gamma_b = -\gamma_0 + \gamma_{1+} - \gamma_{\infty-}, \quad \gamma_c = \gamma_{1+} - \gamma_{1-}. \quad (4.9)$$

Here the orientations are determined in the same manner as before, that is, they are chosen so that their central charge has positive imaginary part under the choice of the first sheet indicated in Figure 4.7(b). Then, we can express all eight cycles in (4.7) as a $Z$-linear combination with all positive or all negative coefficients, as follows:

$$\begin{cases}
\gamma_{0\pm} + \gamma_{1\pm} + \gamma_{\infty\pm} = \pm (\gamma_a + \gamma_b + \gamma_c), \\
\gamma_{0\pm} + \gamma_{1\mp} + \gamma_{\infty\mp} = \pm (\gamma_a + \gamma_b), \\
\gamma_{0\pm} + \gamma_{1\pm} + \gamma_{\infty\mp} = \mp \gamma_b, \\
\gamma_{0\pm} + \gamma_{1\mp} + \gamma_{\infty\pm} = \mp (\gamma_b + \gamma_c).
\end{cases} \quad (4.10)$$

Thus, we have again the contradiction to the reality of one of the central charges of the cycles (4.7). This kills the possibility of the graph of type (1, 1, 4). By a similar computation, we can also verify that other possible cases never appear as well.

Therefore, we must have a degenerate spectral network at $\vartheta = 0$. Since we have also assumed that all mass parameter are not pure imaginary, $W_0(\varphi_{HG})$ does not contain any loop-type saddle. Therefore, we can conclude that it contains a saddle trajectory whose type must be I. \hfill \Box

**Remark 4.8.** The condition that the central charges of the cycles appearing in (4.8) (resp., (4.9)) have a positive imaginary part gives a necessary condition for appearance of a graph of type (2, 2, 2) (resp., of type (1, 1, 4)) in terms of the mass parameters. This agrees with the classification of the Stokes graphs (= spectral network in our language) of the Gauss hypergeometric equation given by Aoki-Tanda [AT].

It also follows from the proof of Lemma 4.7 that, if we further assume that $\arg Z(\gamma') \neq \arg Z(\gamma'')$ holds for any pair $\gamma', \gamma''$ of distinct elements in (4.7), then the BPS cycle associated with the type I saddle thus obtained must be $\pm \gamma$. That is, the set (4.7) completely agrees with the set of all BPS cycles associated with a type I saddle, and we have a concrete description of the generic locus $M'_{HG}$ in terms of the mass parameter. Together with the BPS cycles associated with degenerate ring domains (c.f., Lemma 4.5), we have

**Proposition 4.9.** Fix $m \in M'_{HG}$. Then, there are exactly seven degenerations in the range $\vartheta \in [0, \pi)$: four type I saddles, and three loop-type saddles. The BPS spectrum of $\varphi_{HG}$ consists of exactly the fourteen $\gamma_{BPS}$ described in Table 6.
Table 6. The BPS spectrum of $\varphi_{HG}$, where $\epsilon, \epsilon', \epsilon'' \in \{\pm\}$ and $s \in \{0, 1, \infty\}$.

| $\vartheta_{\text{BPS}}$ | $\arg(\epsilon m_0 + \epsilon' m_1 + \epsilon'' m_\infty) + \pi/2$ | $\arg m_s \pm \pi/2$ |
|--------------------------|-------------------------------------------------|--------------------------|
| degeneration             | type I saddle                                   | degenerate ring domain   |
| $\gamma_{\text{BPS}}$   | $\gamma_0 + \gamma_1 + \gamma_\infty$         | $\gamma_s \pm \gamma_s'$ |
| $Z(\gamma_{\text{BPS}})$ | $2\pi i(\epsilon m_0 + \epsilon' m_1 + \epsilon'' m_\infty)$ | $\pm 4\pi i m_s$         |
| $\Omega(\gamma_{\text{BPS}})$ | $+1$                             | $-1$                     |

4.3. BPS structure from degenerations of the Gauss hypergeometric curve.

4.3.1. BPS structure from the Kummer curve. The Kummer differential is

$$Q_{\text{Kum}}(x) dx^2 = \frac{x^2 + 4m_\infty x + 4m_0^2}{4x^2}$$

which defines the Kummer curve $\Sigma_{\text{Kum}} (= \bar{\Sigma}_{\text{Kum}})$. It has two simple zeroes, a second order pole at 0 and a pole of order 4 at $\infty$ under the assumption $m \in M_{\text{Kum}}$. It is easy to see that $\Sigma_{\text{Kum}}$ is of genus 0 with four punctures, at $0_\pm$ and $\infty_\pm$.

We can draw the spectral network for a generic value of the parameters $m \in M'_{\text{Kum}}$. As a result, there are three BPS cycles, with two type I saddles and a single loop, as depicted in Figure 4.8 below.

Let $Z_a = 2\pi i(m_0 + m_\infty)$, $Z_b = 2\pi i(m_0 - m_\infty)$. We have
Proposition 4.10. Let \( \vartheta = \arg Z \) with \( Z \) being one of \( Z_a \) or \( Z_b \), and assume \( \vartheta \neq \arg m_0 + \pi/2 \) (mod \( \pi \)). Then, the spectral network \( W_\vartheta(\varphi_{Kum}) \) with the phase \( \vartheta \) contains a type I saddle. If we further assume that \( \arg Z_a \neq \arg Z_b \) (mod \( \pi \)), then the associated BPS cycle is \( \gamma_{0\pm} + \gamma_{\infty\pm} \) when \( Z = Z_a \), or \( \gamma_{0\pm} + \gamma_{\infty\pm} \) if \( Z = Z_b \).

Let \( m \in M'_{Kum} \). Then \( \varphi_{Kum} \) has a type I saddle exactly when \( Z_a \) or \( Z_b \) vanish. The saddles have class \( \gamma_a = \pm (\gamma_{0+} + \gamma_{\infty+}) \) or \( \gamma_b = \pm (\gamma_{0+} + \gamma_{\infty-}) \), respectively.

Proof. It is easy to check combinatorially, using Teichmüller’s lemma and the normal forms, that there are only two possible topological types of spectral networks as in Figure 4.9. In both cases, we may proceed by a similar argument to proof of Lemma 4.7 in the hypergeometric case, so we omit the details: carefully computing the BPS cycles with orientation determined by the oriented trajectories, we can verify that both of Figures 4.9(a) and 4.9(b) do not appear under our assumption. The rest of the claim can also be proved by a similar argument to the hypergeometric case.

Together with the contribution of the degenerate ring domain around the second order pole 0, we have the complete list of the BPS spectrum summarized in Table 7.

| \( d_{BPS} \) | \( \arg (m_0 + m_\infty) \pm \pi/2 \) | \( \arg (m_0 - m_\infty) \pm \pi/2 \) | \( \arg m_0 \pm \pi/2 \) |
| --- | --- | --- | --- |
| degeneration | type I saddle | type I saddle | degenerate ring domain |
| \( \gamma_{BPS} \) | \( \gamma_{0\pm} + \gamma_{\infty\pm} \) | \( \gamma_{0\pm} + \gamma_{\infty\pm} \) | \( \gamma_{0\pm} - \gamma_{0\mp} \) |
| \( Z(\gamma_{BPS}) \) | \( \pm 2\pi i (m_0 + m_\infty) \) | \( \pm 2\pi i (m_0 - m_\infty) \) | \( \pm 4\pi i m_0 \) |
| \( \Omega(\gamma_{BPS}) \) | +1 | +1 | -1 |

Table 7. The BPS spectrum of \( \varphi_{Kum} \).

4.3.2. BPS structure from the degenerate Gauss curve. The degenerate Gauss equation is the confluent limit of the hypergeometric equation in the limit when \( m_0 \) vanishes, leaving a simple pole at the origin. The corresponding quadratic differential is \( \varphi_{dHG} = Q_{dHG}(x) dx^2 \) where

\[
Q_{dHG}(x) = \frac{m_0^2 x + m_1^2 - m_\infty^2}{x(x-1)^2}.
\] (4.12)
Under the assumption $m \in M_{\text{dHG}}$, $\varphi_{\text{dHG}}$ has two simple zeros, a simple pole at the origin, a second order pole at 1 and $\infty$. The associated (partially compactified) degenerate Gauss curve $\tilde{\Sigma}_{\text{dHG}}$ is of genus 0 with four punctures at $1_{\pm}$ and $\infty_{\pm}$.

We can compute the BPS spectrum at a generic value of the parameters $m = (m_1, m_\infty)$. As the result, we will have four BPS cycles, with two type II saddles and two loops, depicted in Figure 4.10.

![Spectral networks for $\varphi_{\text{dHG}}, m_1 \approx -0.53 - 0.28i, m_\infty \approx -0.32 - 0.63i$.](image)

**Figure 4.10.** Spectral networks for $\varphi_{\text{dHG}}, m_1 \approx -0.53 - 0.28i, m_\infty \approx -0.32 - 0.63i$.

**Proposition 4.11.** Fix $m \in M'_{\text{dHG}}$. The BPS spectrum of $\varphi_{\text{dHG}}$ consists of exactly the eight BPS cycles given in Table 8.

**Proof.** It is easy to check combinatorially that the only possible nondegenerate spectral network, up to permutation of 0 and $\infty$, is as shown in Figure 4.11.
This is because the separating trajectory attached to the simple pole must be a boundary of a horizontal strip; thus the two of separating trajectories attached to the simple zero must have the same endpoint (either 1 or ∞). Then the last separating trajectory must end at the other pole, hence we have the topological type shown in Figure 4.11.

Similar to the previous examples, we may carefully compute the central charges of dual cycles and conclude that if neither $2\pi i(m_1 \pm m_\infty)$ is real, there must be a saddle. The result follows since $m$ was generic. □

Together with the contribution from second order poles, we have Table 8, which summarizes the BPS spectrum of $\varphi_{dHG}$.

| $\gamma_{BPS}$ | $\arg(\epsilon m_1 + \epsilon' m_\infty) + \pi/2$ | $\arg m_s \pm \pi/2$ |
|----------------|---------------------------------|---------------------|
| $Z(\gamma_{BPS})$ | $2\pi i(\epsilon m_1 + \epsilon' m_\infty)$ | $\pm 4\pi i m_s$ |
| $\Omega(\gamma_{BPS})$ | +2 | -1 |

Table 8. The BPS spectrum of $\varphi_{dHG}$, where $\epsilon, \epsilon' \in \{\pm\}$, and $s \in \{1, \infty\}$.

4.3.3. BPS structure from the Legendre curve. Finally, let us consider the quadratic differential $\varphi_{\text{Leg}} = Q_{\text{Leg}}(x)dx^2$ obtained from the Legendre equation, where

$$Q_{\text{Leg}}(x) = \frac{m_\infty^2}{x^2 - 1}. \quad (4.13)$$

Under the assumption $m_\infty \in M_{\text{Leg}} = \mathbb{C}^*$, $\varphi_{\text{Leg}}$ has two simple poles at ±1, and a second order pole at infinity. The associated (partially compactified) Legendre curve $\tilde{\Sigma}_{\text{Leg}}$ is of genus 0 with two punctures at $\infty_{\pm}$.

This example contains the most unusual behaviour of the degenerations. The BPS spectrum in this case is slightly unfamiliar from typical examples in physics. In the range $\vartheta \in [0, \pi)$, we may observe that there is a unique phase $\vartheta$ for which the spectral network is degenerate. This degeneration is shown in Figure 4.12(d), in which a type III saddle appears between the two simple poles ±1. Not only that, a family of closed trajectories fill the complement of the type III saddle; that is, a degenerate ring domain around infinity also appears at the same phase. We understand that the simultaneous degeneration is a special feature of the Legendre example; this is the reason why we treat this example separately in Definition 3.10. We arrived at this understanding thanks to the work [KKT] where the WKB-theoretic transformation to the Legendre equation was discussed.

We have

Figure 4.11. The only possible non-degenerate spectral network for $\varphi_{dHG}$, up to permutation of 1 and ∞.
TOPOLOGICAL RECURSION AND UNCOUPLED BPS STRUCTURES I

(a) $\vartheta \approx 0.471$
(b) $\vartheta \approx 1.100$
(c) $\vartheta \approx 1.414$
(d) Type III saddle, $\vartheta \approx 1.571$
(e) $\vartheta \approx 1.728$
(f) $\vartheta \approx 2.670$

**Figure 4.12.** Spectral networks for $\varphi_{\text{Leg}}$ with $m_\infty \approx i$

**Proposition 4.12.** Fix $m_\infty \in M_{\text{Leg}} = M'_{\text{Leg}}$. Then, $\varphi_{\text{Leg}}$ has exactly one degenerate spectral network in the range $\vartheta \in [0, \pi)$, appearing at $\vartheta = \text{arg } m_\infty + \pi/2 \pmod{\pi}$. It contains a type III saddle with the associated BPS cycle $\gamma_{\infty\pm}$, and a degenerate ring domain around $\infty$ with the associated BPS cycle $\gamma_{\infty\pm} - \gamma_{\infty\mp}$, simultaneously.

**Proof.** A similar technique used in the Weber case allows us to show that the straight line between two simple poles is the unique saddle trajectory of the phase $\text{arg } m_\infty + \pi/2 \pmod{\pi}$. The phase coincides with the argument of $2\pi i \text{Res}_{x=\infty} \sqrt{Q_{\text{Leg}}(x)} \, dx = \pm 2\pi i m_\infty \pmod{\pi}$, and hence, a degenerate ring domain must appear around the infinity (c.f., Proposition 3.11). This proves that degeneration of the spectral network only occurs at the single phase which is given above.

In summary, we have Table 9.

| $\vartheta_{\text{BPS}}$ | $\text{arg } m_\infty \pm \pi/2$ | $\text{arg } m_\infty \pm \pi/2$ |
|-------------------------|---------------------------------|---------------------------------|
| $\gamma_{\text{BPS}}$  | $\gamma_{\infty\pm}$           | $\gamma_{\infty\pm} - \gamma_{\infty\mp}$ |
| $Z(\gamma_{\text{BPS}})$| $\pm 2\pi i m_\infty$          | $\pm 4\pi i m_\infty$          |
| $\Omega(\gamma_{\text{BPS}})$| $+4$                           | $-1$                           |

**Table 9.** The BPS spectrum of $\varphi_{\text{Leg}}$. 

5. Free energy and BPS spectrum

We may now present our main result on the relationship between the BPS indices $\Omega(\gamma)$ and the TR free energies for spectral curves of hypergeometric type.

5.1. Formula for the free energy. In the previous section, we gave a description of the BPS structure arising from the spectral curves of hypergeometric type. It remains only to compare these values with Table 2 of expressions of genus $g$ free energies, which yields

**Proposition 5.1.** For any $\bullet \in \{\text{HG, dHG, Kum, Leg, Bes, Whi, Web}\}$, fix $m \in M'_{\bullet}$, and any half plane $\mathbb{H}$ whose boundary rays are not BPS. Then we have the following:

1. The genus 0 free energy $F_0 = F_0^\bullet$ computed from TR is expressed as
   \[ F_0(m) \equiv \sum_{\gamma \in \Gamma} \frac{1}{2} \left( \frac{Z_m(\gamma)}{2\pi i} \right)^2 \log \left( \frac{Z_m(\gamma)}{2\pi i} \right) \]
   modulo degree two polynomials of the mass parameter $m$.

2. The genus 1 free energy $F_1 = F_1^\bullet$ computed from TR is expressed as
   \[ F_1(m) \equiv -\frac{1}{12} \log \left( \prod_{\gamma \in \Gamma} \left( \frac{Z_m(\gamma)}{2\pi i} \right)^{\Omega(\gamma)} \right) \]
   modulo additive constants.

**Remark 5.2.** The expression (5.1) of $F_0$ essentially agree with the prepotential defined from the linear data of the Joyce structure associated with a finite uncoupled BPS structures (see [Br3, §8.7]). The expression is also strikingly similar to the solution of the WDVV equation arising from Veselov’s $\vee$-systems [Ve1, Ve2] (when $\Omega(\gamma_{BPS}) \in \{0, 1\}$).

The rest of the free energies have a uniform definition and expression. Again, we simply inspect the Table 2 and observe each piece of the sum in the expression for the free energies $F_{g, \text{TR}}$ is just $(2\pi i/Z(\gamma_{BPS}))^{2g-2}$ for a BPS cycle $\gamma_{BPS}$, weighted by $\Omega(\gamma)$. Then in all our examples, we have:

**Theorem 5.3.** For any $m \in M'_{\bullet}$ and their corresponding BPS structures $(\Gamma, Z, \Omega)$, the equality

\[ F_g(m) = \frac{B_{2g}}{2g(2g-2)} \sum_{\gamma \in \Gamma} \Omega(\gamma) \left( \frac{2\pi i}{Z_m(\gamma)} \right)^{2g-2} \]
holds for all $g \geq 2$ and any half plane $\mathbb{H}$ whose boundary rays are not BPS.

**Proof.** The claim follows immediately from Table 2 of the free energies and Tables 3–9 of the BPS spectrum. \[\square\]

5.2. Conjectures. So far, we only discussed BPS structures arising from a very specific collection of quadratic differentials. We may extend our considerations in two directions.

One the one hand, we may consider more general quadratic differentials. In this case, it is well-known that the wall-crossing phenomenon may occur. In such a case, we likely cannot expect our result continues to hold, since the free energies themselves are continuous in the parameters $m$, whereas $Z$ and $\Omega$ jump. On the other hand, we may expect that
for quadratic differentials whose BPS structure is \textit{uncoupled}, the formula (5.3) continues to hold. This expectation follows from the superposition structure of formula (5.3), which applies on the BPS side to the general solution of the Riemann-Hilbert problem in the uncoupled case (cf. [Br1]).

The other direction is to consider the generalization to higher degree spectral curves. According to the work [GMN3] by Gaiotto-Moore-Neitzke, it is natural to expect that a tuple of \textit{higher} differentials (or a higher degree spectral curve) also defines a BPS structure. Although many examples of BPS invariants appearing for higher degree spectral curves are studied in [GMN3], we still do not have mathematically rigorous description of the BPS structure in these cases because a higher analogue of Bridgeland-Smith’s theory [BrS] is missing. Nonetheless, studies of higher rank spectral networks and their degenerations have been made which offer starting points for further investigation [BNR, AKT1, AKT2, GMN4, KNPS, MPY, LP, GLPY, Sal, HK]. On the other hand, TR is applicable to higher degree spectral curves [BHLMR, BoE1], and its relationship to WKB analysis is also discussed in [BoE2] (under a certain admissibility assumption on spectral curves).

Now, let us make a conjectural statement which generalizes our main results to this class of spectral curves. Suppose we are given a tuple
\[
(\varphi_1, \ldots, \varphi_N) = (Q_1(x)dx, \ldots, Q_N(x)dx^N)
\]  
(5.4)
of meromorphic differentials on \( \mathbb{P}^1 \). Here \( \varphi_r = Q_r(x)dx^r \) is an \( r \)-differential for each \( r \in \{1, \ldots, N\} \). Then, we have an associated spectral curve defined by
\[
\Sigma := \{ \lambda \mid \lambda^N + \sum_{r=1}^{N} \varphi_r \lambda^{N-r} = 0 \} \subset T^* \mathbb{P}^1.
\]  
(5.5)

We also define the central charge by the same formula \( Z(\gamma) = \oint_{\gamma} \lambda \) as before, and the BPS invariants \( \Omega : \Gamma \to \mathbb{Q} \) (or \( \mathbb{Z} \)) are obtained by the weighted counting of degeneration in the associated spectral network as discussed in [GMN3]. Then, we expect

\textbf{Conjecture 5.4.} Suppose the BPS structure obtained from (5.5) is uncoupled, and \( \mathbb{H} \) is any half plane whose boundary rays are not BPS. Then, we have the following expression of the \( g \)-th TR free energy of the spectral curve \( \Sigma \):

\[
F_0 \equiv \sum_{\substack{\gamma \in \Gamma \\ Z(\gamma) \in \mathbb{H}}} \Omega(\gamma) \left( \frac{Z(\gamma)}{2\pi i} \right)^2 \log \left( \frac{Z(\gamma)}{2\pi i} \right),
\]  
(5.6)

\[
F_1 \equiv -\frac{1}{12} \log \left( \prod_{\gamma \in \Gamma, Z(\gamma) \in \mathbb{H}} \left( \frac{Z(\gamma)}{2\pi i} \right)^{\Omega(\gamma)} \right),
\]  
(5.7)

\[
F_g = \frac{B_{2g}}{2g(2g-2)} \sum_{\gamma \in \Gamma, Z(\gamma) \in \mathbb{H}} \Omega(\gamma) \left( \frac{2\pi i}{Z(\gamma)} \right)^{2g-2} \quad (g \geq 2)
\]  
(5.8)

\footnote{Since the topological types of degenerate and nondegenerate spectral networks are not fully classified if the degree is greater than 2, the notion of “degeneration” in the spectral networks is not mathematically rigorous at this moment. It will take further effort to formulate our conjecture more precisely.}
modulo the ambiguities in $g = 0$ and $g = 1$.

In particular, at least for uncoupled BPS structures, this approach suggests an alternative route to the computation of BPS invariants, without using a spectral network, thus bypassing the need to solve any differential equation. While we do not know how much more complicated the story may be for general (coupled) BPS structures may be, we hope that this approach may offer a starting point for understanding the relationship to the topological recursion side.

Remark 5.5. We formulated our conjecture with the hypothesis that the BPS structure be uncoupled. On the other hand, we are unsure what class of spectral curves should be considered, or what condition on a spectral curve ensures it corresponds to an uncoupled BPS structure. It seems such a property should be closely related to the genus of the spectral curve, but further investigation is needed to understand any details.

5.3. Degree 3 examples. In this last section, we will briefly look at two examples of degree 3 spectral curves (i.e., $N = 3$ in (5.5)) for which the conjectures are numerically testable and appear to hold. The reader may require some terminology about the higher degree situation that can be found in e.g. [AKT1, AKT2, GMN3].

Recently, Y. M. Takei computed the TR free energies $F_g$ for some examples of degree 3 spectral curves ([Ta]). Here, by observing several figures of spectral networks, we give numerical evidence that our conjectures continue to hold in these cases.

5.3.1. The $(1, 4)$ curve. Let us consider the spectral curve arising as the classical limit of the 3rd order hypergeometric differential equation of type $(1, 4)$, studied in [OK, H, Sa], which is explicitly given as follows:

$$
\Sigma_{(1,4)} : 3y^3 + 2ty^2 + xy - m_{\infty} = 0.
$$

(5.11)

Here $m_{\infty}$ is a parameter assumed to be non-zero, and we regard $t$ as a constant\footnote{The parameter $t$ plays the other independent variable when we view the hypergeometric equation as a system of PDEs; see [OK]}. The curve $\Sigma_{(1,4)}$ is a genus 0 curve with two punctures at $\infty_{\pm}$, and we can verify that $\text{Res}_{x=\infty_{\pm}} ydx = \pm m_{\infty}$.

According to [Ta, Theorem 4.6] the $g$-th free energy is given explicitly by

$$
F_0(m_{\infty}, t) = \frac{m_{\infty}^2}{4} \log(-3m_{\infty}^2) - \frac{3m_{\infty}^2}{4} + \frac{2t^3m_0}{27} - \frac{t^2}{972} \equiv \frac{m_{\infty}^2}{2} \log m_{\infty},
$$

(5.12)

$$
F_1(m_{\infty}, t) = -\frac{1}{12} \log m_{\infty},
$$

(5.13)

$$
F_g(m_{\infty}, t) = \frac{B_{2g}}{2g(2g-2)} \frac{1}{m_{\infty}^{2g-2}} \quad (g \geq 2).
$$

(5.14)

We performed a crude numerical experiment choosing values $t \approx -1.4 - 1.4i$, $m_{\infty} \approx -1.4 - 1.4i$, and obtained the networks in Figure 5.1. In this figure, we see there is a degenerate spectral network in Figure 5.1(n), which is the so-called “three-string web” observed in [GMN3]. Indeed, the spectral networks in this example have already been studied in [GMN3, §7.3] (See also [H, Sa]). According to their result, the associated BPS cycle is nothing but the residue class $\gamma_{\infty_{\pm}}$, and the BPS index assigned so that $\Omega(\gamma_{\infty_{\pm}}) = 1$. These observations agree with the statements of Conjecture 5.4 at least numerically.
Figure 5.1. Spectral networks at various $\vartheta$ for the (1,4) spectral curve with $t \approx -1.4 - 1.4i$ and $m_\infty \approx -1.4 - 1.4i$. Exactly one degeneration occurs.

5.3.2. The (2,3) curve. Our last example is the spectral curve arising as the classical limit of the 3rd order hypergeometric differential equation of type (2,3), which was also studied in [OK]. The curve is explicitly given as follows:

$$
\Sigma_{(2,3)} : 4y^3 - 2xy^2 + 2m_\infty y - t = 0.
$$

(5.15)

Again, it is a genus 0 curve with two punctures at $\infty_\pm$, and $\text{Res}_{x=\infty_\pm} y dx = \pm m_\infty$ is also satisfied. According to [Ta, Theorem 4.6] the free energy for $g \geq 2$ is given by
\[
F_0(m_\infty, t) = \frac{m_\infty^2}{4} \log(-2t) \equiv 0, \quad (5.16)
\]
\[
F_1(m_\infty, t) = -\frac{1}{8} \log t \equiv 0, \quad (5.17)
\]
\[
F_g(m_\infty, t) = 0 \quad (g \geq 2). \quad (5.18)
\]

Thus, if we believe Conjecture [5.4], we may expect to see no degenerations at all phases in the spectral network.

![Figure 5.2. Spectral networks at various \(\vartheta\) for the (2, 3) spectral curve with \(t \approx -1.44 - 1.1i\) and \(m_\infty \approx -1.8 - 1.6i\).](image)
Again, we can choose values for the parameters and check the numerical evidence. Using the values $t \approx -1.4 - 1.1i$, $m_\infty \approx -1.8 - 1.6i$, we obtained the networks in Figure 5.2. We show values of $\vartheta$ surrounding what appear to be degenerations, but by the general rules for spectral networks and BPS states predicted from physics (e.g. [GMN3]) and studied by others, these do not count as degenerate due to the “type” of the trajectories colliding. Thus, if we agree with the physics definition of $\Omega$ for this particular family of networks, our expectation is true, and we have verified numerically the Conjecture 5.4 in this case as well.
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