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Abstract

It is shown that the stochastic model of Fényes and Nelson can be generalized in such a way that the diffusion constant of the Markov theory becomes a free parameter. This extra freedom allows one to identify quantum mechanics with a class of Markov processes with diffusion constants varying from 0 to \( \infty \).

1 Introduction

In 1952 Imre Fényes discovered that Schrödinger’s equation could be interpreted as a diffusion equation for a continuous Markov process [1]. This result occurred in the wake of the great debates over the interpretation of quantum mechanics of the 1920’s and 30’s. It crystallized earlier and decidedly stochastic concepts found in the works of Schrödinger, Bopp, De Broglie, Einstein, and many others, who questioned the completeness of Bohr’s complementarity interpretation of quantum mechanics. In the 1960’s, Edward Nelson rederived the Fényes result and expanded it considerably, using the rigorous and powerful tools of modern probability theory [2, 3]. This elegant and important work influenced successive developments in the field. Following Nelson’s work, de la Pena-Auerbach made numerous significant contributions to the field [4, 5]. The extraordinary book of Max Jammer [6] has a good review of the subject, as does an article by Claverie and Diner [7]. More recent contributions include the work of Dankel [8] on spin, Guerra [9] and Albeverio [10] on relativistic fields, and Shucker [11] on the asymptotic behavior of sample trajectories. Moyal mechanics [12] is the main competitor to the Fényes-Nelson model as a stochastic basis for quantum mechanics. A Langevin approach to the problem of an electron in stochastic electrodynamics [13] supports the Moyal picture, and both models deserve serious study.

A peculiarity of the process which Nelson and Fényes studied is that the acceleration of the diffusing particle cannot be uniquely defined. This allows many possibilities when constructing a dynamical theory. Nelson showed that a particular dynamical assumption, equating the ‘mean acceleration’ to the external force, leads to Schrödinger’s equation as a solution to the Markov diffusion problem. The point of this paper is to show that this
procedure is not unique, and to illustrate a whole class of possible dynamics, all of which yield Schrödinger’s equation. The result is that the diffusion constant of the Markov theory is not determined, but rather can take on any positive value. Moyal mechanics can consequently be viewed as a limit of Fényes-Nelson type models. This was reported earlier using a new mathematical formalism [14]. Here it is proved using Nelson’s formalism.

2 Generalized stochastic dynamics

We begin the discussion with a theorem about Schrödinger’s equation:

\[ \left[ -\frac{\hbar^2}{2m}\Delta + V \right] \exp(R + iS) = i\hbar \frac{\partial}{\partial t} \exp(R + iS). \]  

Consider the following equation, where \( z \) is a real parameter:

\[ \left[ -\frac{(zh)^2}{2m}\Delta + \left( V + \frac{\hbar^2}{2m} \left( z^2 - 1 \right) \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}} \right) \right] \exp(R + iS/z) \]

\[ = i(z\hbar) \frac{\partial}{\partial t} \exp(R + iS/z) \]  

(2)

where \( \rho = \exp(2R) \)  

is the probability density for the particle.

**Theorem 1.** Let \( R \) and \( S \) be bounded, continuous, real functions of \( \vec{x} \) and \( t \) with first and second space derivatives and first time derivatives in a region \( \Omega \) in \((\vec{x},t)\) space. Let \( z \neq 0 \) in eqn. (2) above. Then eqns. (1) and (2) are equivalent for \((\vec{x},t)\) in \( \Omega \).

**Proof.** Let \((\vec{x},t)\) be in \( \Omega \). Divide eqn. (1) by \( \exp(R+iS) \) and divide eqn. (2) by \( \exp(R+iS/z) \). Equation (1) becomes:

\[ -\frac{\hbar^2}{2m} \left\{ \Delta R + (\vec{\nabla} R)^2 - (\vec{\nabla} S)^2 + i\Delta S + i2\vec{\nabla} R \cdot \vec{\nabla} S \right\} + V = -\hbar \dot{R} + i\dot{S} \]  

(4)

and eqn. (2) becomes:

\[ -\frac{(zh)^2}{2m} \left\{ \Delta R + (\vec{\nabla} R)^2 - \frac{(\vec{\nabla} S)^2}{z^2} + i\Delta S/z + i2\vec{\nabla} R \cdot \vec{\nabla} S/z \right\} \]

\[ + V + (z^2 - 1) \frac{\hbar^2}{2m} \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}} = i(z\hbar)(\dot{R} + i\dot{S}/z). \]  

(5)

The real part of eqn. (4) is

\[ -\frac{\hbar^2}{2m} \left\{ \Delta R + (\vec{\nabla} R)^2 - (\vec{\nabla} S)^2 \right\} + V = -\hbar \dot{S}. \]  

(6)
The real part of eqn. (5) is
\[ -\frac{(zh)^2}{2m} \left\{ \Delta R + (\vec{\nabla} R)^2 - \frac{(\vec{\nabla} S)^2}{z^2} \right\} + V + (z^2 - 1)\frac{\hbar^2}{2m} \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}} = -\hbar \dot{S} \quad (7) \]
but,
\[ \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}} = \Delta R + (\vec{\nabla} R)^2. \quad (8) \]
Equations (8) and (7) are seen to be identical. The imaginary part of (4) is:
\[ -\frac{\hbar^2}{2m} \left\{ \Delta S + 2\vec{\nabla} R \cdot \vec{\nabla} S \right\} = \hbar \dot{R}. \quad (9) \]
The imaginary part of eqn. (5) is
\[ -\frac{(zh)^2}{2m} \left\{ \Delta S \frac{z}{z} + 2\vec{\nabla} R \cdot \vec{\nabla} S/z \right\} = z\hbar \dot{R}. \quad (10) \]
Equations (9) and (10) are also identical, and therefore eqns. (3) and (4) are equivalent. The theorem follows immediately.

The stochastic process which is used to model quantum mechanics is defined as follows [2, 3]:
\[ d\vec{x} = \vec{b}(\vec{x},t)dt + d\vec{W}. \quad (11) \]
In this Langevin equation, \( \vec{W} \) is a Wiener process. The solution to (11) is a continuous Markov process provided certain conditions on \( \vec{b} \) are met. The sample trajectories are nowhere differentiable functions of time almost surely, and as a consequence, velocities, accelerations, and higher time derivatives cannot be introduced unambiguously. One way of proceeding to a dynamical theory is to introduce operators on a Hilbert space corresponding to velocity, acceleration, etc. [14]. Another way is to introduce forward and backward time derivatives \( D \) and \( D_* \), respectively. Following Nelson (Ref. 2, p. 104), we may define
\[
D f(x,t) = \lim_{h \to 0+} E \left( \frac{f(x(t+h),t+h) - f(x(t),t)}{h} \bigg| x(t) = x \right), \\
D_* f(x,t) = \lim_{h \to 0+} E \left( \frac{f(x(t),t) - f(x(t-h),t-h)}{h} \bigg| x(t) = x \right),
\]
and then it may be shown:
\[
D = \frac{\partial}{\partial t} + \vec{b} \cdot \vec{\nabla} + \nu \Delta, \\
D_* = \frac{\partial}{\partial t} + \vec{b}_* \cdot \vec{\nabla} - \nu \Delta,
\]
where \( \vec{b}_* \) is defined by:
\[ (\vec{b} - \vec{b}_*)/2 = 2\nu \vec{\nabla} R = \nu \vec{\nabla} \ln(\rho). \quad (14) \]
Clearly the fact that $D$ and $D_*$ are different operators is intimately connected to the fact that the sample trajectories are not differentiable. If the sample trajectories were smooth, then $D$ and $D_*$ would have to be the same. Thus it is impossible to ascribe an instantaneous acceleration to the diffusing particle. As a proxy, one may consider quadratic expressions in $D$ and $D_*$ operating on $\vec{x}$. For example, Nelson chose the following dynamical assumption:

$$\frac{m}{2} [DD_* + D_*D] \vec{x} = -\vec{\nabla}V$$  \hspace{1cm} (15)

where $V$ is the external potential. He showed (Ref. 2, Chap. 15) that (15) leads to the equation

$$\left[-\frac{(2m\nu)^2}{2m} \Delta + V\right] \exp(R + iS_N) = i(2m\nu) \frac{\partial}{\partial t} \exp(R + iS_N)$$  \hspace{1cm} (16)

provided that

$$\vec{\nabla} \times (\vec{b} + \vec{b}_*) = 0,$$  \hspace{1cm} (17)

and where

$$\vec{b} = 2\nu\vec{\nabla}(R + S_N)$$  \hspace{1cm} (18)

defines $S_N$ up to an arbitrary additive function of $t$. If $\nu = \hbar/2m$ then (16) is just Schrödinger’s equation.

There are other possibilities besides eqn (15). Consider the dynamical equation:

$$(m/2) [DD_* + D_*D] \vec{x} + m(\beta/8)(D - D_*)^2 \vec{x} = \vec{\nabla}V$$  \hspace{1cm} (19)

where $\beta$ is an arbitrary real constant. In the limit $D = D_*$, $\nu \to 0$, eqns. (15) and (19) become equivalent. Since $D$ and $D_*$ appear symmetrically in (19) there is no preferred direction in time implicit in this equation. The extra term in (19) may be reexpressed using (12) and (13):

$$m(\beta/8)(D - D_*)^2 \vec{x} = \vec{\nabla} \left[ m\beta\nu^2 \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}} \right],$$  \hspace{1cm} (20)

so that (19) becomes:

$$\frac{m}{2} [DD_* + D_*D] \vec{x} = -\vec{\nabla} \left( V + m\beta\nu^2 \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}} \right).$$  \hspace{1cm} (21)

This has the same form as eqn. (15) except that there is an extra term in the potential. Using the result (16), eqn. (21) yields:

$$\left[-\frac{(2m\nu)^2}{2m} \Delta + \frac{\beta}{2} \frac{(2m\nu)^2}{2m} \frac{\Delta \sqrt{\rho}}{\sqrt{\rho}} \right] \exp(R + iS_N) = i(2m\nu) \frac{\partial}{\partial t} \exp(R + iS_N).$$  \hspace{1cm} (22)

Now compare this equation with eqn. (2) and Theorem 1. If $z$ satisfies:

$$zh = 2m\nu$$  \hspace{1cm} (23)

and also

$$\frac{\hbar^2}{2m} (z^2 - 1) = \frac{\beta}{2} \frac{(2m\nu)^2}{2m}$$  \hspace{1cm} (24)
or equivalently
\[ z = 1/\sqrt{1 - \beta/2} \] (25)
then by Theorem 1, eqn (22) is equivalent to:
\[ \left[-\frac{\hbar^2}{2m} \frac{\Delta}{\Delta} + V\right] \exp(R + izS_N) = i\hbar \frac{\partial}{\partial t} \exp(R + izS_N). \] (26)
Defining:
\[ \psi = \exp(R + izS_N) \] (27)
then (26) is just Schrödinger’s equation. The parameter \( \nu \) can be chosen to be any positive constant. If \( \beta = 0 \), then \( \nu = \hbar/2m \) which is Nelson’s result. In Ref. 14, a similar result was presented (\( \nu \) in (14) differs from Nelson’s definition, used here, by a factor of 2).
The fact that \( zS_N \) appears in \( \psi \) rather than simply \( S_N \) does not appear to cause conceptual difficulties. For example, the expected value of the momentum is:
\[ \int d^3x \psi^\ast \left( -i\hbar \vec{\nabla} \right) \psi = \int d^3x \rho z \hbar \vec{\nabla} S_N = \int d^3x \rho z 2\nu \hbar \vec{\nabla} S_N \] (28)
which is consistent with the interpretation of \( 2\nu \vec{\nabla} S_N \) as a mean flow velocity. Thus the identification of \( -i\hbar \vec{\nabla} \) as a momentum operator in the Schrödinger representation is possible, regardless of the value of \( \nu \). The initial conditions on \( \psi \) at \( t = 0 \), say, would be the same regardless of \( \nu \).
Although in general difficult, it is in principle possible to calculate the Markov transition function given \( \psi \) at \( t = 0 \) and given \( \nu \). The problem becomes much easier for stationary states. The transition function, expressed as a density, must satisfy the forward equation:
\[ \frac{\partial}{\partial t} P(x, t; y, s) + \vec{\nabla}_x \cdot \vec{b}(x, t) P(x, t; y, s) - \nu \Delta_x P(x, t; y, s) = 0. \] (29)
For stationary states, this becomes:
\[ \frac{\partial}{\partial t} P_{t-s}(x, y) + \vec{\nabla}_x \cdot \nu (\vec{\nabla} \ln(\rho)) P_{t-s}(x, y) - \nu \Delta_x P_{t-s}(x, y) = 0 \] (30)
with initial conditions following from continuity:
\[ P_0(x, y) = \delta^3(\vec{x} - \vec{y}). \] (31)
The solutions to (30) will clearly depend on \( \nu \) except in the limit \( t \to \infty \) where:
\[ P_\infty(x, y) = \rho(x). \] (32)
If Nelson’s argument [2], that Schrödinger’s equation contains all of the experimental content of quantum mechanics, is accepted, then the fact that the Markov transition functions are different will not lead to experimentally measurable differences. In fact, since the Markov transition function depends on \( R \) and \( S_N \), and since any attempt to measure the transition function will inevitably change \( R \) or \( S_N \), it is impossible to determine the transition function.
from experiment. It must be concluded that if the process which Nelson or Fényes proposed can yield a consistent and satisfactory model of quantum mechanics, then any of the infinite class of models presented here are equally satisfactory.

These results may be generalized to systems with any number of degrees of freedom, including many particle systems and fields. They may also be generalized to include magnetic forces. The result remains true. Any value of $\nu$ greater than 0 is suitable for a stochastic model of the quantized system.

3 Conclusion

The diffusion parameter is not uniquely determined when constructing Markov models of quantum mechanics. The stochastic interpretation of quantum mechanics must be amended by identifying quantum mechanics with a whole family of Markov processes which have different diffusion constants $\nu$. If $\nu$ is very small, then the Markov theory is approximately a phase space description in the sense that $D$ and $D^*$ are approximately equal. In this way phase space models of quantum mechanics, such as Moyal mechanics [12, 13], can be included within this interpretation as a limiting case ($\nu \to 0$) of the Markov description.

Whether these results hinder or help the stochastic interpretation of quantum mechanics is a matter of taste. On the one hand, it would have been nice to associate quantum mechanics with a unique stochastic process. On the other hand, the extra freedom presented here may make it easier to construct relativistically invariant theories, and to extend the stochastic interpretation to more general dynamical systems.

References

[1] Fényes, Imre, Z. Physik 132, 81–106 (1952).

[2] Nelson, E., Dynamical Theories of Brownian Motion, Princeton University Press, Princeton, New Jersey, 1967.

[3] Nelson, E., Phys. Rev. 150, 1079 (1966).

[4] de la Pena-Auerbach, L., Revista Mexicana de Fisica 19, 133–145 (1970); Phys. Letters 31A, 403–404 (1970).

[5] de la Pena-Auerbach, L., and Cetto, A.M., Phys. Rev. D3, 795–800 (1971); Phys. Letters 29A, 562–563 (1969); Revista Mexicana de Fisica 18, 253–264 (1969).

[6] Jammer, M., The Philosophy of Quantum Mechanics, Wiley, New York, 1974.

[7] Claverie, P., and Diner, S., ‘Statistical and Stochastic Aspects of the Delocalization Problem in Quantum Mechanics’. In O. Chalvet et al. (Eds.), Localization and Delocalization in Quantum Chemistry, Vol. II, D. Reidel, Dordrecht, Holland, 1976.

[8] Dankel, T.G., Arch. Rational Mech. Anal. 37, 192–221 (1970).
[9] Guerra, F., and Ruggiero, P., *Phys. Rev. Lett.* **31**, 1022 (1973).

[10] Albeverio, S., and Hoegh-Krohn, R., *J. Math. Phys.* **15**, 1745–1747 (1974).

[11] Shucker, D.S., ‘Stochastic Mechanics’, Thesis, Dept. of Mathematics, Princeton University, October 1978.

[12] Moyal, J.E., *Proc. Camb. Phil. Soc.* **45**, 99–124 (1949).

[13] de la Pena-Auerbach, L., and Cetto, A.M., *J. Math. Phys.* **18**, 1612–1622 (1977).

[14] Davidson, M., ‘A Dynamical Theory of Markovian Diffusion’, to appear in *Physica A*, 1979.

*(Received February 15, 1979)*