Dynamic parallelism for synaptic updating in GPU-accelerated spiking neural network simulations
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A B S T R A C T

Graphical processing units (GPUs) can significantly accelerate spiking neural network (SNN) simulations by exploiting parallelism for independent computations. Both the changes in membrane potential at each time-step, and checking for spiking threshold crossings for each neuron, can be calculated independently. However, because synaptic transmission requires communication between many different neurons, efficient parallel processing may be hindered, either by data transfers between GPU and CPU at each time-step or, alternatively, by running many parallel computations for neurons that do not elicit any spikes. This, in turn, would lower the effective throughput of the simulations. Traditionally, a central processing unit (CPU, host) administers the execution of parallel processes on the GPU (device), such as memory initialization on the device, data transfer between host and device, and starting and synchronizing parallel processes. The parallel computing platform CUDA 5.0 introduced dynamic parallelism, which allows the initiation of new parallel applications within an ongoing parallel kernel. Here, we apply dynamic parallelism for synaptic updating in SNN simulations on a GPU. Our algorithm eliminates the need to start many parallel applications at each time-step, and the associated lags of data transfer between CPU and GPU memories. We report a significant speed-up of SNN simulations, when compared to former accelerated parallelization strategies for SNNs on a GPU.
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1. Introduction

1.1. Neurocomputing on GPUs

Early GPUs were initially developed and produced for computer graphics, and in particular for video processing and computer gaming. They were built to maximize the device throughput by computing the same function on large quantities of data in parallel. GPUs can speed up computations by running a single instruction on multiple data points simultaneously (SIMD). As such, GPUs have been shown to accelerate computationally demanding complex problems, ranging from game physics to computational biophysics [1]. Theoretical neuroscientists have exploited the opportunity to use GPUs in neural field model computations and spiking neural network simulations [2]. Using GPUs as vector processors has recently been adopted for SNN simulations, in order to speed up large-scale simulations, such as NeMo [3], NCS6 [4], and GeNN [5]. However, the advancements in general purpose GPU computing is not yet fully adopted by these simulators.

Time-driven SNN simulations follow a simple routine at every time-step that can be broken down into three major steps: (i) state update, (ii) spike thresholding, and (iii) spike propagation. The state update changes the time-dependent variables of all neurons in the network, according to a set of differential equations, in which the changes in membrane potential is computed on the basis of its internal dynamics, synaptic inputs and externally applied currents. Spikes are detected from the updated membrane potentials: if a neurons membrane potential exceeds its spiking threshold, it is reset to its resting state, and a spike event is stored in memory. The spike-propagation step calculates the post-synaptic effect of each spike on the connected neurons. Usually, this step is implemented by a weight-matrix multiplication to the synaptic input values of the post-synaptic neurons.

Parallel computing can vastly accelerate the calculations, when these processes are carried out simultaneously. In the optimal scenario, the calculated variables are independent of each other. For SNN simulations, the membrane-potential update and the spike thresholding steps are so-called embarrassingly parallel problems.
The state-update and thresholding functions (kernels) can therefore readily run in parallel for individual neurons with different input values or parameters that specify each neurons biophysical properties. However, synaptic communication across the network is considered to be the bottleneck in parallelization [6,7], as it requires a pass through all synapses of the network to update the effect of spikes on the post-synaptic neurons.

Different parallelization strategies have been designed for GPUs (reviewed in [8]) with the aim to vectorize these calculations: across neurons [9], or across spikes and synapses [3]. However, these strategies all have in common that they run many obsolete operations in each time-step, as they typically include also the silent (non-spiking) neurons in the network. Especially, since spikes are relatively infrequent events compared to the size of the network and to the number of time-steps, most computations in existing algorithms introduce substantial additional idle time that merely keeps the computing cores busy. The same problem exists in spiking neural network simulations on other parallel computing architectures [10].

This problem has partly persisted as a result of technical limitations in GPU programming. General-purpose GPUs have become common for large-scale computational problems. Yet, they pose limitations on the implementation of parallel algorithms as a consequence of the hardware architecture. In particular, memory-handling on the GPU differs from the serial applications that run on the central processing unit (CPU). As GPUs have their own memory, they require that all the data, used for the computations, are available on the devices memory. Even though the GPU (device) parallelizes the computations, the CPU (host) manages the applications, such as the data transfer between host and device, memory initialization on the device, the initiation of new parallel processes, and the synchronization between parallel processes. This task requires either the device-to-host memory transfer of the spiking neurons; indices at each time-step, and to initiate the synaptic update kernels for spikes, or to check all synapses in the network to update the spike effects, in case there was a presynaptic spike.

CUDA (Compute Unified Device Architecture) allows the implementation of dynamic parallelism [11], which allows a CUDA kernel to create nested parallel processes on the GPU. When applied to a SNN, this would allow the start of a new parallel operation to update the synaptic values of post-synaptic neurons, only if a neuron emitted a spike. In this way, it would potentially speed-up the simulations, by eliminating idle calculations.

Here, we test an implementation of dynamic parallelism, applied to spike propagation across a SNN. We demonstrate a significant speed-up from dynamic parallelism in a pulse-coupled network of Izhikevich neurons [12]. The network consists of randomly connected excitatory and inhibitory neurons, which are driven by stochastic input. The same network has recently been used as a benchmark to test the SNN simulator GeNN [5] on different GPU devices.

1.2. Parallel computing on GPUs

A GPU comprises of a GPU chip, and a synchronous graphics RAM (SGRAM, Fig. 1A). The GPU chip contains organized sets of streaming multiprocessors, coupled with on-chip registers and read-only texture memories that are private to each processor. The shared memory can be read and written by all processors belong to the same multiprocessor. The SGRAM is used for processor-specific local memory, and for global memory to which each processor has access rights. The access speed and allotted size of these memories will differ. While global memory has the largest space, it has the narrowest bandwidth. Yet, the host can only access the global memory on the SGRAM.

General purpose GPUs typically use C-language programming with application programming interfaces (APIs). Commonly used APIs are NVIDIA CUDA and OpenCL. Here, we will focus on CUDA terminology, for consistency. CUDA provides a set of extension functions to allow the programmer to use computing and memory resources of the GPU. These helper functions allow programmers to allocate memory on the device, transfer memory between device and host, and manage the parallel execution of kernels written in C++.

Parallel computing follows SIMD parallelism (single-instruction multiple data points), where the individual processors run the same instructions on different data points. The instruction code is termed a kernel, as it is the building block of a parallel application. A kernel executes its code simultaneously across a set of parallel threads. A threading structure consists of the arguments and data addresses on the device that will be used by the kernel, and determines a hierarchy of grids of blocks (Fig. 1B) that run in parallel. Each thread runs the same kernel, with its unique id, which is used to access and manipulate unique elements in an array or matrix. A thread block is a set of threads that can cooperate through barrier synchronization and access a shared memory (private to that block). A grid is a set of thread blocks that can be executed independently, and only share access to the global memory. Different thread blocks can be executed independently, in arbitrary order. However, within each block, 32 threads (warps) run in parallel, and multiprocessors regulate their execution. When a warp is stuck, the multiprocessor can quickly switch to another available warp to reduce idle time. The GPU scheduler will map the thread blocks onto the multiprocessors, based on the threading structure, and it maintains task efficiency by keeping busy as many cores as possible at any given time [13].

These conceptual differences introduce new challenges that affect programming style. For instance, a race condition arises when concurrent threads need to write to the same memory address. Hypothetically, both may read the same value at the same time, do their own computations on the data, and write one after another to the same location (Fig. 1C). In this case, the result from the thread that wrote last will survive, and the computations by earlier threads will be discarded, leading to erroneous results. Such conflicts should be foreseen during code development; writing into a given memory location should thus be sequenced. CUDA API provides atomic operations and memory locks to handle such often-encountered programming problems.

Coalesced memory access refers to combining multiple memory accesses into a single transaction (Fig. 1D). When data is organized in the global memory such that the concurrent threads in a warp access contiguous memory locations, then, the whole chunk of memory can be called at once for all threads in a warp. While on earlier GPUs the computing capabilities required aligned and sequential memory calls from a warp (128 bytes for 32 threads), for coalesced memory access, compute capability 3.0 also supports non-sequential accesses if they are aligned (Fig. 1D, bottom). Unaligned access patterns do not benefit from memory coalescing for efficient memory calls. Further, coalesced memory access may not always be applied for all algorithms, while un-coalesced access may not be critical for enhanced performance. Yet, especially the algorithms that require repetitive memory accesses will benefit from coalesced memory accesses to improve performance.

In the optimal scenario, (1) the calculated variables would be independent of each other, (2) the data size handled by each processor, and the computational load on the functions (kernels) that process the data, would be balanced, (3) memory access within the device, and memory transfers between device and host would be optimized.
1.3. Parallel synaptic updating schemes

We propose a novel parallelization strategy, which utilizes dynamic parallelism for synaptic updating in SNN simulations. To evaluate performance of our algorithm, we compared it to two earlier applied parallel updating algorithms (Fig. 2): (1) parallelization across neurons, in which the synaptic currents are calculated for individual neurons in parallel [N-algorithm; Fig. 2A; 9,14], and (2) parallelization across synapses, which updates the synaptic currents for each synapse in parallel [S-algorithm; Fig. 2A; 15]. In contrast, our new algorithm updates all post-synaptic currents for each action potential in parallel (AP-algorithm; Fig. 2B). We compared the performance of the three algorithms for different network sizes, by varying the number of neurons (N), and the number of synapses per neuron (S) in the network, and for different spiking regimes, by varying the activity states in the networks.

Each algorithm updates the neural states by N threads. Based on the total current acting on a neuron at a time-step, membrane potential is updated by the differential equation describing the neuron model. If the membrane potential crosses spiking threshold, the spike is recorded to be propagated to the postsynaptic connections. While N- and S-algorithms update synapses at a separate step after state updates are finished for all the neurons, AP-algorithm starts nested processes (Fig. 2). This paradigm difference already decreases computation time, because the neural state update computations must be completed for all neurons to continue with spike propagation in N- and S-algorithms. The threads which complete their calculations earlier wait for the rest of the threads to finish. Therefore, synchronization between neural state update and synaptic update steps hurts throughput. However, the main novelty of the AP-algorithm is the use of dynamic parallelism for spike propagation and decreasing number of running threads per time-step.

Both the N-algorithm and the S-algorithm parallelize the matrix multiplication for synaptic updates. They both calculate an update for each existing synapse in the network (Fig. 2A). The N-algorithm starts N threads (across neurons), which each iterate over S synapses to update postsynaptic currents for the neurons that elicit a spike. The S-algorithm recruits N × S threads (across synapses), which each updates the postsynaptic current if there was a presynaptic spike. It is apparent that these two algorithms allot the work in different ways to individual threads. Yet, both algorithms check if there was a presynaptic spike at a connection, and update the postsynaptic current for each synapse with a presynaptic spike. The difference is; the N-algorithm updates the postsynaptic currents with fewer threads, but with more computations per thread, when compared to the S-algorithm. Therefore, the computation duration increases with the number of synapses.

The AP-algorithm combines neuron state update and postsynaptic update steps. It utilizes dynamic parallelism to update all postsynaptic currents from a neuron, whenever it produces an action potential. Each time a neurons membrane potential crosses the spiking threshold, a new set of children threads are triggered (Fig. 2B). Postsynaptic updates are delivered by S threads, each updating one synaptic end. Therefore, the number of spikes become the main determinant of the number of calculations to be done. AP-algorithm starts S × (# of spikes) threads in total per time-step. Each thread updates a postsynaptic current as in S-algorithm. Compared to the N- and S-algorithms, the AP-algorithm combines spike thresholding with synaptic updating, and thus eliminates the overhead synchronization delays as well. AP-algorithm executes synaptic updates as the spikes occur.

We will demonstrate that each algorithm will have its own optimal performance conditions. As we define algorithm performance by the computation time needed to update the postsynaptic currents, the fastest algorithm is considered the best. The execution
time of each time-step is determined by two factors: (i) the time needed for a thread to complete its task, and (ii) the occupancy of GPU multiprocessors. A thread’s runtime depends on the computational load of its kernel; when a kernel must perform many calculations and memory accesses per time-step, it increases processing time. The occupancy of GPU multiprocessors deduces to how well the task is distributed over the streaming cores to increase throughput. Since the threads are mapped onto the multiprocessors by the GPU scheduler, the more threads there are, the longer it takes for the network to finish.

2. Methods

2.1. Network architecture

Performance of the three different algorithms was tested on a SNN that consisted of pulse-coupled Izhikevich neurons, which were driven by stochastic input [12]. The change in each neuron’s membrane potential is updated by the following differential equation:

\[ u' = 0.04v^2 + 5v + 140 - u + I \]  \hspace{1cm} (1)

where \( u' \) designates the time derivative of \( u \), \( v(t) \) is the cells membrane potential, \( u(t) \) is the so-called recovery variable, \( I(t) \) is the external (stochastic) input; parameter \( a \) (in \( s^{-1} \)) is the recovery time scale, and \( b \) (dimensionless) is the recovery sensitivity to sub-threshold fluctuations of the membrane potential. A neuron emits a spike if its membrane potential crosses its spiking threshold (here set to \( v = 30 \)). At the next time step, the membrane potential, \( v \), is reset to its resting value, \( c \), and the recovery variable, \( u \), is increased by a spike-triggered recovery reset, \( d \):

\[ \text{when } v > 30 : \quad v = c \quad \text{and} \quad u = u + d \]  \hspace{1cm} (3)

Because the recovery variable, \( u \), acts on the membrane potential change, \( v' \), as an inhibitory current (Eq. (1)), its increase is bounded by the internal dynamics of the neuron. When \( u \) reaches high values, the neuron will be hyperpolarized and will require more synaptic input to elicit another spike. While the neuron is silent, \( u \) will decay exponentially (following Eq. (2)).

The input current, \( I(t) \), for each neuron in the network consists of two sources: a stochastic input current, and the synaptic currents that it receives from active presynaptic neurons. Formally:

\[ I_f(t_{n+1}) = g_{\text{exc, inh}} \cdot q_j(t_n) + W_s \sum_i S_i \delta_i(t_n) \]  \hspace{1cm} (4)
where \( q_i \) is a random input to the neuron scaled by an excitatory or inhibitory conductance \( b_{exc,inh} \), which determines the networks activity state (either quiet, balanced or irregular, see below). The total synaptic current is determined by summation over the connectivity matrix elements \( S_{ij} \) from neuron \( i \) to \( j \) for all presynaptic neurons \( i \) that have elicited a spike \( \delta_i(t_n) \) at the previous time step (\( \delta_i = 1 \) if there was a spike at \( t_n \), and 0 otherwise). \( w_{ij} \) is a fixed synaptic scaling factor that modulates the synaptic input current based on the total number of synapses in the network. Note that N-S randomly selected entries in the connectivity matrix, \( S_{ij} \), had been set to 0 for each input neuron \( i \); the remaining \( S \) entries were drawn at random from a uniform distribution for the excitatory and inhibitory neurons.

In the simulations, we varied the number of neurons, \( N \), and the number of synaptic connections, \( S \), per neuron, with \( S \leq N \), to compare the performance of the three algorithms for different network sizes and activity states. While the neuronal parameters \((a, b, c, d)\) determine the spiking regimes of the individual neurons, the network dynamics are configured by the randomly distributed input conductances \( b_{exc,inh} \); the synaptic scaling, \( w_{ij} \), ensures that the activity of each neuron remains stable for different numbers of input synapses.

To set up the network, the initial values of the neuronal variables \((v, u)\), the neural parameters \((a, b, c, d)\), and the connectivity strengths, \( S_{ij} \), were selected at random [12, see Table 1]. Excitatory cells were tuned for regular spiking and bursting activity with \((a, b) = (0.02, 0.2)\) and \((c, d) = (-65, 8) + (15, -6) r_i^2\), where \( r_i \) is a random variable, uniformly distributed on the interval \([0,1]\). \( r_i = 0 \) corresponds to a regular spiking regime, whereas \( r_i = 1 \) corresponds to a bursting cell. Taking \( r_i^2 \) instead of, e.g., \( |r_i| \) introduces a bias towards regular spiking neurons in the network. Inhibitory cells, on the other hand, were tuned by parameters \((a, b) = (0.02, 0.25) + (0.08, -0.05)\) and \((c, d) = (-65, 2)\). Therefore, inhibitory neurons are fast spiking (fast-recovery with \( a = 0.1 \) for \( r = 1 \)) and low-threshold spiking (with \( b = 0.25 \) for \( r_i = 1 \)). In this way, we constructed a heterogeneous network, with different dynamics for each neuron.

In the default network \((N = 2500)\), all neurons were connected to \( S = 1000 \) randomly selected postsynaptic neurons, and the \( N \times S \) values in \( S_{ij} \) were initialized randomly from a uniform distribution on \([0, 0.5]\) for excitatory neurons and on \([-1, 0]\) for inhibitory neurons. The ratio of excitatory to inhibitory neurons was kept fixed at \( 4:1 \); when we varied the total number of neurons in the network (default SNN: 2000:500), for varying numbers of synapses, we scaled the connectivity matrix with the factor \( w_S = 10^3/S \), in order to keep the total input strength to the postsynaptic neurons (Eq. (4)) constant, and having the default \( w_S = 1 \) for \( S = 1000 \) synapses [12].

At each time-step, each neurons membrane potential was calculated by Eq. (1) based on its input current and internal state. The randomly selected input current inputs were drawn from a uniform distribution on the interval \([0, 1]\) and scaled by \([S_{exc, inh}]\) for excitatory and inhibitory neurons, respectively. Different \([S_{exc, inh}]\) values result in different firing regimes in the network. \([S_{exc, inh}] = [2.5, 1.0]\) for quiet networks, \([5.0, 2.0]\) for balanced networks, and \([7.5, 3.0]\) for irregularly firing networks [5].

### 2.2. Parallelization algorithms

The pseudo-codes for the three algorithms are provided below. The state update and thresholding steps were kept identical for all three algorithms. All simulations were performed on a Tesla K40 GPU; the code is made available as open access under

https://bitbucket.org/bkasap/dynamicparallelismsnn.

**start timer**

**start a thread for each neuron:**

update state variables:

\[
V_i(t_{n+1}) \text{ based on } V_i(t_n), u_i(t_n) \text{ and } I_i(t_n)
\]

if \( V_i(t_{n+1}) > V_S \):

add \( i \) to spike list

**synchronize:** wait until all threads are finished, and ensure that the spike list is complete

**1) N-algorithm**

start a thread for each presynaptic neuron:

for each postsynaptic neuron \( j \) (sequentially over \( S \) synapses):

if there is a spike:

update \( I_j(t_{n+1}) \) by \( S_{ij} \)

**synchronize:** wait until all threads finish their calculations to proceed to the next time-step

**end timer for N-algorithm**

**2) S-algorithm**

start a thread for each synapse \( ij \):

if there is a spike from the presynaptic neuron:

update \( I_j(t_{n+1}) \) by \( S_{ij} \)

**synchronize:** wait until all threads finish their calculations to proceed to the next time-step

**end timer for S-algorithm**

**3) AP-algorithm**

**start timer**

**start a thread for each neuron:**

update state variables:

\[
V_i(t_{n+1}) \text{ based on } V_i(t_n), u_i(t_n) \text{ and } I_i(t_n)
\]

if \( V_i(t_{n+1}) > V_S \):

add \( i \) to spike list

**start a thread for each postsynaptic neuron:**

update \( I_j(t_{n+1}) \) by \( S_{ij} \)

**synchronize:** wait until all threads finish their calculations to proceed to the next time-step

**end timer for AP-algorithm**

### 2.3. Quantifying performance

To quantify algorithm performance, we calculated the total simulation duration, as function of the three different spiking regimes (quiet, balanced, and irregular), spike-propagation algorithm (the N-, S-, or AP-method), and the total number of spikes emitted in the simulation for different network sizes \((N: \) the number of neurons, \( S: \) the number of synapses per neuron). The execution times of the time-steps are measured by the time-stamp differences between the start of the state update calculations, until all synaptic currents in the network have been calculated for the next time-step. Even though the neurons were driven by stochastic input, for a given number of neurons and spiking regime, the total number of spikes was fixed. Therefore, a direct comparison is possible between the algorithms by considering their throughput as the number of spikes processed within a millisecond.

### 3. Results

**start timer**

**start a thread for each neuron:**

update state variables:

\[
V_i(t_{n+1}) \text{ based on } V_i(t_n), u_i(t_n) \text{ and } I_i(t_n)
\]

if \( V_i(t_{n+1}) > V_S \):

add \( i \) to spike list

**synchronize:** wait until all threads are finished, and ensure that the spike list is complete

**1) N-algorithm**

start a thread for each presynaptic neuron:

for each postsynaptic neuron \( j \) (sequentially over \( S \) synapses):

if there is a spike:

update \( I_j(t_{n+1}) \) by \( S_{ij} \)

**synchronize:** wait until all threads finish their calculations to proceed to the next time-step

**end timer for N-algorithm**

**2) S-algorithm**

start a thread for each synapse \( ij \):

if there is a spike from the presynaptic neuron:

update \( I_j(t_{n+1}) \) by \( S_{ij} \)

**synchronize:** wait until all threads finish their calculations to proceed to the next time-step

**end timer for S-algorithm**

**3) AP-algorithm**

**start timer**

**start a thread for each neuron:**

update state variables:

\[
V_i(t_{n+1}) \text{ based on } V_i(t_n), u_i(t_n) \text{ and } I_i(t_n)
\]

if \( V_i(t_{n+1}) > V_S \):

add \( i \) to spike list

**start a thread for each postsynaptic neuron:**

update \( I_j(t_{n+1}) \) by \( S_{ij} \)

**synchronize:** wait until all threads finish their calculations to proceed to the next time-step

**end timer for AP-algorithm**
In the quiet regime (A), the network was silent for the major- 
ity of time steps. The entire network elicited only 194 spikes 
during a full second of neural simulation. In that scenario, the 
execution time for the N-algorithm (D) depends only on the existence 
of a spike at a given time-step. Whenever a neuron spikes, the N-
algorithm (Eq. (3) and Table 1) starts N threads, each of which 
passes sequentially through the S postsynaptic neurons. There-
fore, this algorithm is the slowest of the three when there is a 
spike, taking about 2.2 ms to complete the cycle. For the bal-
anced and irregular firing regimes (B and C), the execution times 
of a simulation time-step are not affected for the N-algorithm. 
In case of many active neurons at a given time-step (as in E and F), 
the individual threads run sequentially over distinct postsynaptic 
connections. Thus, the time spent to update the postsynaptic neu-
ron’s current inputs remain the same in the few milliseconds of 
high-intensity neuronal firing. When there are no spikes at a 
time step, as for most time-steps in the quiet regime, or during 
the silent period after the initial high firing rate in the irregular 
regime (e.g., between 25–90 ms in Fig. 3C and F), this algorithm 
takes around 0.8 ms to complete a cycle.

The S-algorithm starts an application with a higher number of parallel processes (given by \( N \times S \)). Each thread works on an indi-
vidual synapse and updates the input current of its postsynaptic 
neuron, whenever the presynaptic neuron is active. Thus, also this 
algorithm is insensitive to the number of spikes at a given time-
step (light-blue lines). Rather, it is bounded by the number of par-
allel processes that a GPU device can handle simultaneously. In all 
three firing regimes, the execution time of the S-algorithm stabi-
lizes at around 0.5 ms per time-step.

The AP-algorithm (dark-blue lines) initiates a parallel applica-
tion with \( S \) threads to update the current input to all postsynaptic 
nerves, whenever a neuron elicits a spike (Fig. 2C). Each thread 
in this case will update a postsynaptic neurons input current. The 
total execution time of this algorithm is most sensitive to the num-
er of active neurons, as compared to the other two algorithms, as 
each spike will trigger a new parallel process. Yet, taken together, 
the execution times of each time-step for the three different al-
gorithms show that the dynamic parallelism algorithm is overall the 
fasted method for spike propagation in the SNN, under all three 
regimes. The differences become also pronounced in the total 
execution times.

We noted that the execution times could fluctuate substantially, 
depending on the number of spikes at a time-step. In the balanced 
spiking regime, between 30 and 50 ms simulation time (in Fig. 3B 
and E), both the N-algorithm and the AP-algorithm take longer 
than their mean execution time. Especially, in the beginning of 
the simulation for irregular firing, where half of the neurons resulted 
to be active between 0 and 25 ms (in Fig. 3C and F), even the S-
algorithm took a longer time. However, this initial high activity 
in the irregular firing regime seems to be atypical. It is not real-
istic to have more than half of the neurons active at a time-step 
in spiking neural network simulations. We therefore investigated 
the underlying cause for this high-level transient activity through 
a phase-plot analysis of the temporal dynamics of a single neuron 
in the network.

Fig. 4 shows the dynamics of an excitatory neuron at the first 
300 ms of simulation in the irregular firing regime. The transient 
high firing activity of the network (Fig. 3C) results from a high dis-
charge of the neurons in the beginning of the simulation, which re-
sulted to be due to the stochastic input to individual neurons. The 
temporal dynamics of the three neuronal variables (Fig. 4A) show 
that the initial burst at the start of the simulation results from the 
high synaptic current input to the network. Nulllines of the neu-

---

**Table 1**

Overview of parameters to set up a heterogeneous network with distinct neu-
rons, \( r_i \) and \( q_i \) are random numbers drawn from a uniform distribution on 
[0, 1].

| Excitatory neurons | Inhibitory neurons |
|--------------------|--------------------|
| \( a_i \)          | 0.02               |
| \( b_i \)          | 0.2                |
| \( c_i \)          | \(-65+15 r_i^2\)   |
| \( d_i \)          | \(8-6 r_i^2\)      |
| \( t_i \)          | \(2.5 q_i\) (quiet) |
|                    | \(-1.0 q_i\) (quiet) |
|                    | \(-2.0 q_i\) (balanced) |
|                    | \(-3.0 q_i\) (irregular) |

---

**Fig. 3.** (A–C) Example raster plots and (D–F) algorithm performance for a network of \( N=2500\) neurons, each with \( S=1000\) synapses, simulated under three firing regimes 
during one second: (A) Quiet (194 spikes in the network), (B) balanced (18762 spikes), and (C) irregular firing (41895 spikes). (D–F) The total number of spikes per time-step 
for the different regimes and algorithms is displayed in the top panels. Results are shown for the first 300 ms of the simulations under (D) quiet, (E) balanced, and (F) irregular firing in the network. Panel D only shows the spike counts for the S-algorithm, for clarity. A comparison of the measured execution times of each time-step for the 
different algorithms is shown by lines in different shades of blue in the bottom panels.
ron model for \( u(t) \) and \( v(t) \) are shown in Fig. 4B. These nullclines (defined by \( v' = 0 \) and \( u' = 0 \), Eq. (1) and (2)) intersect at the stable and unstable fixed points of a dynamical system, and describe how the state variables would evolve at a given state. The neurons stable point (resting state) lies at \( (u, v) = (-68, -15) \) where the \( u \) and \( v \)-nullclines intersect below the rest value of the membrane potential, \( c \). The nullclines depict a snapshot of the neurons dynamics at a given time for \( l = 0 \). However, the external current input is also a time-dependent variable, \( I(t) \), and is directly added to the membrane potential change, \( \nu' \) (Eq. (1)), at each time-step. As a result, the input current shifts the \( v \)-nullcline along the \( u \)-axis. For a positive input current, the \( v \)-nullcline shifts upwards, and the nullclines can lose their intersection points for sufficiently high current values. In this way, the system can become unstable, and the membrane potential starts to increase towards the spiking threshold. With the increase in the recovery variable, \( u(t) \), and the associated membrane-potential reset after each spike, the neurons state variables follow a trajectory in the phase plane shown by the blue dots (connected by thin lines for spikes and by dashed lines for decay to the resting potential).

With the initial high rise in the input current, the \( v \)-nullcline shifts upward and drives the neuron into a repetitive firing state. Therefore, the first 5 spikes are accompanied by an increased recovery variable, \( u \), within the first 25 ms of the simulation. The high firing rate is followed by a decay of \( u \) to its resting value, and the following spikes, which occur at irregular intervals, do not increase \( u \) as much as during the initial transient firing. For repeated simulations with different initial parameters in this firing regime the transient high-frequency bursts re-occurred each time, but they were absent if simulations were continued after a deliberate interruption. Thus, the high firing rates at the start of the simulations result from the initial network configuration, rather than from an interesting network effect. In what follows, we therefore discarded this abnormal, transient firing pattern at the start of the simulation, when quantifying the performance of the different algorithms.

Fig. 5 quantifies the performance of the three algorithms for SNNs with two different numbers of synapses \((S=1000 \text{ and } \bar{S}=2000 \text{ outbound synapses})\) per neuron, as function of network size (number of neurons, \( N \), from \(2.5 \cdot 10^3\) to \(5 \cdot 10^3\) neurons). For all three algorithms and firing regimes, the simulation runtime increases with the number of neurons, albeit at different rates. The N-algorithm takes relatively longer for networks with fewer neurons (below \( N = 2.5 \cdot 10^4\)) and starts to become slower with increasing \( N \), in the same way as the S-algorithm (i.e. according to a power law), for the balanced and irregular firing regimes. For the quiet firing regime, the N-algorithm is faster than the S-algorithm for \( N > 10^4 \) neurons. Note that the simulation execution times are not affected by the different firing regimes, for either the N-algorithm, or the S-algorithm. In the quiet regime, the N-algorithm outperforms the S-algorithm, since it is faster when there are no spikes at a given time step (Fig. 3D). However, both algorithms become slower with increasing number of synapses per neuron. In contrast, the AP-algorithm is insensitive to the variation in \( \bar{S} \), but is strongly affected by the spike count, as it starts new parallel child processes for each spike. Yet, up to networks with \( N = 2 \cdot 10^5 \), the AP algorithm outperforms the other two computational schemes, when they are densely connected (high \( \bar{S} \)). When the number of processes exceeds the capacity of the CPU, they have to wait for each other to complete, which will increase the simulation time, also for the AP algorithm.

In Fig. 6 we compared the performance of the three algorithms (their throughput, and mean execution time), as function of the number of synapses per neuron (between \( S=256 \) and \( 8192 \)), under the three activity regimes, for networks with \( N = 10^4 \) (blue) and \( 10^5 \) (green) neurons, respectively, and for a total neural simulation of 5 s. We ensured that the spike counts and neural dynamics of the networks did not vary with the number of synapses, by keeping the total synaptic current fixed in the network. This was achieved by scaling the range of the uniform weight distributions according to \( w_s = 1000/S \). which also ensured that the neural dynamics of the network remained unaffected. Only for networks with a few synapses per neuron some fluctuations in the spike counts may be expected, since the post-synaptic effect of the spikes, and the associated effects of the stochastics, on the postsynaptic currents will be coarser.

The simulations in Fig. 6 show that for the AP algorithm the mean execution time per time-step, and total simulation duration were independent of the number of synapses. In contrast, this performance indicator increased steadily with \( S \) for the N- and S-methods. Note, that since we kept the spike count fixed for the different configurations, the throughput (top panels) is inversely
related to the simulation duration. Taken together, the AP algorithm outperformed the N- and S-algorithms for the smaller networks under all conditions. As the networks grew in size, the AP-algorithm resulted in the best performance for highly connected networks (large S).

As our goal was to speed-up the SNN simulations through parallelism, we considered the fastest algorithm for a given simulation condition (determined by the number of neurons, synapses, and spikes) as the winner for that condition. Figs. 5 and 6 indicate that none of the three algorithms wins for all simulation conditions. To provide an overview of the optimal conditions for each algorithm under a wide range of network settings, we varied both the number of the neurons, and the number of synapses per neuron in the network, and simulated the networks for the three different firing regimes (Quiet, Balanced and Irregular). For each (N, S) bin we then determined the fastest algorithm, and assigned the associated winners color code at that bin. Fig. 7 shows the results. From these simulations, it is clear that in the quiet regime (Fig. 7A), the AP algorithm performs best, regardless the network size and its connectivity. In line with the simulations shown in Figs. 5 and 6, the AP method is the most efficient algorithm for sparse spiking activity, because it does not trigger the synaptic updating computations when there are no spikes. But when the network activity increases, as in the balanced and irregular network states (Fig. 7B and C), the AP algorithm outperforms the N and S methods especially for the highly-connected networks. In contrast, the N-method is the winner for large networks with relatively sparse connectivity (up to S=1024 synapses/neuron in Fig. 7B, and up to S=2048 synapses/neuron in Fig. 7C, for networks with N=250,000 neurons), whereas the S-method best suits small and sparsely connected networks. As the S-algorithm requires more threads to be completed at each cycle to update synaptic currents (Fig. 2A), the device queues their execution, and start a new batch each time the processors finish their calculations. This introduces additional overhead, because each thread should access memory even when the computation is cheap (in this case, only addition). For the same reason, also the AP-algorithm is hindered by high spike counts per time-step. Instead, the N-method runs fewer threads, as each thread loops over S synapses. As a result, the N-algorithm performs best for lower S, although its performance is sensitive to the computational load. Thus, if more calculations per synapse were to be required, the AP algorithm would outperform the N algorithm also.
in these cases. This happens, for example, when synaptic plasticity would be included in the network, as such a mechanism would require additional calculations to account for the synaptic dynamics at each updating time step.

4. Discussion

In this paper, we quantified the performance of three different parallelization algorithms for the simulation of spike propagation within spiking neural networks on a GPU. We showed that the simulation runtimes were highly susceptible to the number of synapses for simulations with the N- and S-algorithms, whereas the spike count was the prominent determinant of simulation runtime for the AP-algorithm. As a result, the AP-algorithm outperforms the other two algorithms when the spike occurrence is sparse in relation to the network size (the total number of neurons and synapses), and to the number of simulation time-steps.

We employed a network architecture of pulse-coupled Izhikevich neurons for the SNN simulations [using the same implementation on CUDA as in 12], because this approximate network model allows for easy scalability by varying the number of neurons (N) and synapses (S), while preserving sufficient complexity and variation of different neural states within the network, and easy control of the total spike counts.

However, the simulations had a relatively poor time-resolution (time-steps at 1 ms intervals), while at the same time this simple neuronal model had already been computationally optimized [12] to explain a variety of complex physiological behaviors of neurons under different input and biophysical conditions. The network is thus able to capture different states of synchrony within populations of randomly connected neurons (as coupled nonlinear oscillators).

Note that alternative neural models, which require much higher time precision, will result in many more computations per thread for the neural-state updating steps. This would happen, for instance, when the research question demands more computations per time-step, by including ion-channel-specific computations as in Hodgkin–Huxley model neurons [4,16], or when considering current propagation through geometrically complex dendritic trees [17,18]. Such architectures and models would require more computations per time-step simply because of the increasing complexity of the models to update neural states or synaptic propagation. Accounting for spike-time-dependent plasticity [19], or when modeling the high-frequency bursting behavior of neurons in the midbrain Superior Colliculus [20,21] would also require additional computations or fine-grained time resolutions, and thus more computations and performance. Also the new class of evolving SNNs require additional computations per time-step [22] and multiple network classes. As long as the spike propagation follows delivery of discrete pulses to a subset of the all neuron population in the network, dynamic parallelism would accelerate GPU based simulations. Because, also under these more demanding dynamic requirements, spikes would be elicited more sparsely during the whole simulation. Because the AP-algorithm eliminates the need to compute synaptic updates for neurons that do not elicit a spike, it will readily speed-up such more demanding simulations. However, this is only valid for spiking neural network implementations. Most of the other neural network modeling frameworks for deep neural networks and machine learning applications are already utilizing GPUs (Torch [23], Tensorflow [24], supported by CUDA cuDNN library in the backend talking to GPU devices [25]).

We explored the idea of dynamic parallelism for synaptic updating in SNN simulations, by comparing its performance to the two parallelization strategies that are currently available in the literature. However, it should be noted that the actual simulation durations for all three algorithms were longer than reported here because of the considerable time needed for the random number generations, and memory transfers prior to, and following the main simulation loops. The generation of random numbers to initialize the neural parameters and their connectivity within the network introduced considerable latencies, and depended strongly on the number of neurons and synapses in the network. Furthermore, the random number generators that were used for each time-step to provide the time-varying stochastic input current to each neuron, occupied a large portion of the device memory. However, since here we focused on performance differences between the three algorithms, we merely considered the execution time of each time-step from the start of the state updates until all synaptic currents had been calculated for the next time-step.

Our proposed algorithm can readily speed up the computer simulations on GPU where the spike propagation is the limitation factor. Also, the simulation code can be further improved by optimizing the use of device memory during the simulations. However, in this simple network implementation, the comparative performance of the different algorithms would not be affected, since an ongoing thread reads the connectivity matrix element, and writes the synaptic input current only once. Using shared memory and coalesced memory access will potentially accelerate the simulations for repetitive computations on the same data point.
This would be the case when GPUs are used to speed-up the neuro-computational simulations with more computations at each synapse updating step, for instance, under synaptic plasticity calculations [19], or for current propagation within complex dendritic tree geometries [17].

For computationally demanding SNN simulations, different GPU-based simulation frameworks have been introduced: CARLsim [26], Nemo [15], NC6 [4], and GeNN [27]. The GeNN simulator was developed to implement different SNN architectures with the least amount of code on a GPU [5]. The simulator contains a code-generation process: the user defines a network model, and specifies the neural parameters by a set of predefined functions, upon which the simulator generates and compiles the associated C++/CUDA code for a GPU. Memory usage and access on the device are optimized for various example cases. The GeNN simulator is independent of the operating system and of the GPU device model, and can also be used to generate C++ code for the same network configuration on CPUs. These characteristics make GeNN a versatile simulation tool. However, it limits the user friendliness in easy extensions with new neuron models, in manually specifying the neural dynamics, or in changing the simulator source code. In addition, the GeNN simulator can be optimized by utilizing dynamic parallelism for its synaptic updates.

All GPU devices produced from 2013 onward support dynamic parallelism as described in this study, and thus allow developers to employ this programming paradigm to overcome various programming problems. In terms of spiking neural network simulations, dynamic parallelism substantially accelerates the massive neural computations, by implementing the spike-triggered calculations at each synaptic updating step. In previous parallel SNN implementations, this step was considered to be the bottleneck of the simulations, because the developed algorithms kept running obsolete calculations for spike propagation, even when the presynaptic neuron did not elicit any spike. Especially, the simulations of densely connected neurons operating under sparse spiking regimes (like observed experimentally in the cerebral cortex, or when simulating the neural dynamics at a high temporal resolution) benefit from the considerable speed up via dynamic parallelism. We therefore foresee that spike propagation will no longer be the major determinant of simulation duration of large-scale dynamic neural networks.

The premise of parallel computing is: parallelization accelerates computations. However, parallelization is only possible if the same exact computations are performed again and again on different data points; and these computations are not dependent on each others results. Modern GPU’s can run millions of threads in parallel, therefore millions of neural state update and synaptic update can be parallelized. However, the computations can be parallelized only if the calculations are exactly the same, even if with different parameters. Therefore, N- and S- algorithms require to finish all neural state updates to start synaptic propagation. If the neural network architecture requires many small sets of different neuron types, whose behaviors are defined by different equations, GPU utilization would decrease. That would mean, not many calculations are done in parallel and many processors are waiting to be assigned to a calculation. Such scenario would not optimize throughput, thus the architecture of the network is also a consideration for GPU. For full utilization of GPU in calculations, the number of calculations running in parallel should cover the number of threads started at a parallel block.
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