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Abstract—In this paper, we present a wideband subspace estimation method that characterizes the signal subspace through its orthogonal projection matrix at each frequency. Fundamentally, the method models this projection matrix as a function of frequency that can be approximated by a polynomial. It provides two improvements: a reduction in the number of parameters required to represent the signal subspace along a given frequency band and a quality improvement in wideband direction-of-arrival (DOA) estimators such as Incoherent Multiple Signal Classification (IC-MUSIC) and Modified Test of Orthogonality of Projected Subspaces (MTOPS). In rough terms, the method fits a polynomial to a set of projection matrix estimates, obtained at a set of frequencies, and then uses the polynomial as a representation of the signal subspace. The paper includes the derivation of asymptotic bounds for the bias and root-mean-square (RMS) error of the projection matrix estimate and a numerical assessment of the method and its combination with the previous two DOA estimators.

I. INTRODUCTION

In array processing, the estimation of the subspace spanned by several sources is a fundamental step in DOA estimation [1, Ch. 9]. This estimation relies on the so-called narrowband condition, i.e., the array response must be constant in the spectral band covered by the sources. In practice, however, this condition is often unrealistic in applications involving high data rates or acoustic or seismic signals, in which the array response varies with frequency significantly. In the literature on DOA estimation, these cases are classified as “wideband” and addressed by dividing the signals’ band into bins in which the array response is approximately constant. The problem is then the way the data from all bins should be combined in order to produce a single set of DOA estimates. In the literature, there are fundamentally two approaches for this combination. The first is the coherent approach in which the data from all bins are linearly combined [2–5], and the second is the incoherent approach in which the combination is performed by other means, such as averaging the DOA narrowband estimates from each bin or adding up the bin pseudo-spectrum functions (as is done in IC-MUSIC), [6]. Additionally, there exist other ways to process the bin data derived from general principles such as Maximum Likelihood (ML) [7–11], polynomial matrix decompositions [12–15], or group sparsity [16–18].

There is a relevant feature in this estimation problem that seems to be overlooked in the literature, which is the fact that the array response varies smoothly along the band covered by the impinging signals, and the same happens with the corresponding signal subspace. This smooth variation is a consequence of two basic facts. First, for any sensor array, there is an upper bound for the distance among sensors that can be measured as a delay $\tau_{\text{max}}$ at the propagation speed. And second, if the array is viewed as a vector Linear Time-Invariant system, then its spectrum is a band-limited function of bandwidth at most $\tau_{\text{max}}$. Thus, the array response variation with frequency is smooth (a band-limited function) and we may even bound any of its derivatives using standard results; (see Bernstein’s inequality [19, Th. 6.7]). Additionally, if we consider a number of impinging waves from different DOAs, then the subspace spanned by the array response spectrum varies smoothly with frequency. To be more precise, the orthogonal projection matrix of the subspace varies smoothly with frequency and can be approximated in any given frequency band using a polynomial. This is a consequence of the fact that this projection matrix is analytic [20, Ch. 2, Th. 1.10] and Weiertrass theorem [21, Th. 2.4.1].

The purpose of this paper is to present a method for exploiting this last subspace smoothness in order to improve wideband subspace estimation. The method is based on a polynomial approximation and its input is the set of projection matrices that is usually computed in the binning approach. Fundamentally, the method consists of fitting a polynomial to these last matrices using weighted least squares, and then evaluating the polynomial at any frequency for obtaining an approximate projection matrix.

The next section is a extended introduction in which we justify the smooth variation of the signal subspace, outline the proposed method, and describe the organization of the paper.

A. Notation and main symbols

We use the following notation and basic concepts:

- We write vectors in lower case ($a$, $x$) and matrices in upper case, ($A$, $X$).
- $I_M$ is an identity matrix of size $M \times M$ and $0_M$ the $M \times M$ zero matrix.
- $[a]_m$ and $[A]_{m,k}$ respectively denote the $m$th and $(m,k)$ components of $a$ and $A$. Also, $[A]_{:k}$ denotes the $k$th column of $A$ and $[A]_{:,m:k}$ denotes the matrix form by its columns $m$ to $k$.
- $A^H$ is the Hermitian of $A$ and $A^\dagger$ its pseudo-inverse.
- The operator ‘$\equiv$’ introduces new symbols.
- ‘$*$’ denotes convolution: $(a * b)(t)$ is the convolution of $a(t)$ and $b(t)$.
- ‘$\mathcal{E}\{\cdot\}$’ and ‘$\text{Var}\{\cdot\}$’ denote the expectation and variance operators.
- $\delta(t)$ and $\delta_n$ respectively denote Dirac and Kronecker delta.
In the paper, a given $M \times M$ matrix $P$ is said to be a projection matrix if $P = P^H$ and $P^2 = P$.

- $\|B\|_F$ and $\|B\|_2$ denote the Frobenius and 2-norm of a given matrix $B$, respectively.
- $O(\cdot)$ is the big-O notation. A function $g(N)$ is $O(1/N)$ if there are positive numbers $N_0$ and $A$ such that $|g(N)| \leq A/N$ if $N > N_0$.
- $o(\cdot)$ is the little-o notation. A function $g(N)$ is $o(1/N)$ if for any $\epsilon > 0$ there is positive $N_0$ such that $|g(N)| \leq \epsilon/N$ if $N > N_0$.
- In some contexts, ‘$\approx$’ marks an equality that holds if an $o(1/N)$ term is added.

The main symbols in the paper are the following matrix functions:

- $R(f_r)$: expected covariance matrix at the $r$th bin, (14).
- $\hat{R}(f_r)$: sample covariance matrix at $r$th bin, (15).
- $P(f)$: expected signal projection matrix function, (1).
- $\hat{P}_0(f_r)$: initial signal projection matrix estimate at $r$th frequency bin, (16).
- $\hat{P}_1(f)$: polynomial estimate of signal projection matrix, (25).
- $\hat{P}_2(f)$: correction of $\hat{P}_1(f)$ to the closest projection matrix, (30).

II. CHARACTERIZATION OF THE SIGNAL SUBSPACE FOR WIDEBAND SUBSPACE ESTIMATION, METHOD’S OUTLINE, AND PAPER ORGANIZATION

Given a sensor array, the estimation of the subspace spanned by several impinging waves is, in principle, a well-posed problem only in narrow spectral bands, given that the array response varies with frequency. This implies that any extension to wide bands of subspace estimation must take into account the response variation in some way. A relevant feature of this variation is that it is smooth along the band covered by the incoming signals, and the same happens with the subspace spanned by several DOAs. Let us justify this assertion by performing the following analysis, valid for a generic sensor array.

Consider an array of $M$ sensors and $K$ impinging waves. Also, place the origin of coordinates at the center of the smallest circle or sphere containing all sensors, and let $\tau_{\text{max}}$ denote its diameter but measured as a delay at the propagation speed. The response of any of the sensors to any of the DOAs consists of the convolution with a response of the form $ae^{-j2\pi f \tau}$ for some factor $a$ and delay $\tau$ following $|\tau| \leq \tau_{\text{max}}/2$. Thus, the spectrum of this response is $a e^{-j2\pi f \tau}$, which is a band-limited signal in the $f$ variable with spectrum inside the interval $[-\tau_{\text{max}}/2, \tau_{\text{max}}/2]$. This is a smooth function of $f$ and there exist bounds on its derivatives of any order, (Bernstein’s inequality [19, Th. 6.7]). So, if $A(f)$ is the $M \times K$ matrix whose $(m,k)$ component is the response of the $m$th sensor to the $k$th DOA, the whole matrix $A(f)$ is formed by band-limited functions with spectrum inside $[-\tau_{\text{max}}/2, \tau_{\text{max}}/2]$, i.e., by smooth functions. In turn, this smoothness of $A(f)$ translates into a smooth variation of its span with $f$. To see this point, we must resort to a result in Perturbation Theory, [20, Ch.2, Th. 1.10]. The span of $A(f)$ is uniquely represented by an orthogonal projection matrix $P(f)$, whose components are analytic functions. Note that $P(f)$ is the projection matrix that is usually obtained through the normal equations if $A(f)$ has full column rank, i.e.,

$$P(f) = A(f)(A(f)^H A(f))^{-1} A(f)^H.$$  \(1\)

However, since $P(f)$ is analytic, it is well defined by continuity even at the isolated frequencies at which the column rank of $A(f)$ is smaller than $K$ and, additionally, it is approximable in any band $[f_A, f_B]$ by a polynomial of the form

$$P(f) \approx \sum_{q=0}^{Q} G_q f^q$$  \(2\)

where $Q$ is the polynomial order and $G_q$ are $M \times M$ coefficient matrices (Weierstrass theorem, [21, Th. 2.4.1]). Besides, there is an order $Q$ for which the mismatch in (2) is negligible for any possible selection of the DOAs. This is so, because the DOAs can be parameterized using a finite set of variables, say angles of arrival $\theta_1, \theta_2, \ldots, \theta_K$, and the domains of these variables are closed sets (usually finite intervals). The order $Q$ required depends on the specific array geometry and tolerable mismatch and, in principle, must be determined numerically. We may expect the value of $Q$ to increase with $f_B - f_A$, being equal to zero for short bands (narrowband case). [In Sec. VII-B we assess the selection of $Q$ for a uniform linear array (ULA) formed by 10 sensors.]

In order to see the relevance of the smooth variation of $P(f)$, consider a value of $Q$ for which the mismatch of (2) is negligible, and recall the usual binning approach in wideband subspace estimation. In this approach, there is a set of sample covariance matrices $\hat{R}(f_r)$, computed at a set of $R$ frequency bins with central frequencies $f_r$, lying inside $[f_A, f_B]$, $r = 1, 2, \ldots, R$, and each of them provides a subspace estimate at its corresponding frequency. More precisely, the span of the $K$ eigenvectors associated with the $K$ largest eigenvalues of each $\hat{R}(f_r)$ approximates the span of $P(f_r)$. But we can describe this approximation in terms of projection matrices. Specifically, if $\hat{Q}_K(f_r)$ is the $M \times K$ matrix formed by these last eigenvectors and following $\hat{Q}_K(f_r)\hat{Q}_K(f_r)^H = I_K$, then the matrix

$$\hat{P}_0(f_r) \equiv \hat{Q}_K(f_r)\hat{Q}_K(f_r)^H$$  \(3\)

approximates $P(f_r)$ component-wise, i.e., $[\hat{P}_0(f_r)]_{m,m'}$ is an estimate of $[P(f_r)]_{m,m'}$ for all $m, m' = 1, 2, \ldots, M$. Now if $P(f)$ is oversampled, i.e., if $R$ is larger than the number of coefficient matrices in (2), $Q + 1$, then we may estimate $G_q$ in (2) using a simple procedure, such as least squares. This would give a set of estimates $\hat{G}_q$ that could then be used to estimate the signal subspace at any frequency in $[f_A, f_B]$, simply by evaluating (2) with $\hat{G}_q$ in place of $G_q$.

In the sections that follow, we develop this approach in detail. First, we present the signal model in the next section, including the usual binning approach whose output is a set of

$$1^1P(f)$$ is the eigenprojector associated with the $K$ eigenvalues of $A(f)A(f)^H$. Since this last matrix is Hermitian and all its components are entire functions, we may apply Theorem 1.10 (Chapter 2) in [20] to conclude that $P(f)$ is analytic.
projection matrix estimates. Then, we present the method in Sec. [IV] which is based on weighted least squares, and show that it is asymptotically consistent. We justify this last fact in Sec. [V] where we present asymptotic expressions for the bias and for a bound on the RMS error of the projection matrix function estimate. Finally, we assess the method’s quality in Sec. [VI] numerically, both for the estimation of $P(f)$ and for DOA estimation.

III. SIGNAL MODEL FOR WIDEBAND SUBSPACE ESTIMATION

Consider the generic scenario, presented in the previous section, consisting of $M$ sensors and $K$ waves impinging from different directions of arrival. Let $s_{bp,k}(t)$ denote the received band-pass signal from the $k$th direction and assume that the receiver’s demodulators operate at a frequency $f_o$, so that the lowpass equivalent of $s_{bp,k}(t)$ is

$$s_k(t) = e^{-j2\pi f_o t} s_{bp,k}(t).$$

(4)

For any array geometry, the effect of the $m$th sensor on $s_k(t)$ can be described through the convolution with an unknown impulse response $\tilde{a}_{m,k}(t)$; i.e., the signal received at the $m$th sensor is

$$(\tilde{a}_{m,k} \ast s_k)(t).$$

(5)

$\tilde{a}_{m,k}(t)$ models the geometry of the $k$th impinging wave relative to the array and is a time-limited response with support lying inside $[-\tau_{\text{max}}/2, \tau_{\text{max}}/2]$ for the delay $\tau_{\text{max}}$ discussed in the previous section. Besides, since we may transfer any constant factor from $\tilde{a}_{m,k}(t)$ to $s_k(t)$ in the convolution in (5), we may assume that the Fourier transform of $\tilde{a}_{m,k}(t)$ is bounded by one; i.e., denoting the Fourier transform of $\tilde{a}_{m,k}(t)$ by $a_{m,k}(f)$, we have $|a_{m,k}(f)| \leq 1$. Note that this model of the sensor array includes, as a particular case, the usual scenario in which the effect of the $m$th sensor on the $k$th signal is just a delay $\tau_{m,k} \in [-\tau_{\text{max}}/2, \tau_{\text{max}}/2]$, just by taking

$$\tilde{a}_{m,k}(t) = e^{-j2\pi f_o t \tau_{m,k}} \delta(t - \tau_{m,k}).$$

(6)

Now, if $x_m(t)$, $m = 1, 2, \ldots, M$, denotes the lowpass signal from the $m$th sensor, we have by superposition

$$x_m(t) = \sum_{k=1}^{K} (\tilde{a}_{m,k} \ast s_k)(t) + \eta_m(t),$$

(7)

where we have included a set of noise processes $\eta_m(t)$ that we model as circularly-symmetric, complex-white and of zero mean and variance $\sigma^2$.

Next, we proceed to take this last signal model to the frequency domain. For doing this, we assume the following:

- The signals $s_k(t)$ have significant spectral content inside a band $[f_A, f_B]$.
- At each sensor, the receiver filters the signals $x_m(t)$ using $R$ pass-band filters with impulse response $h(t; f_r)$, $r = 1, 2, \ldots, R$, where $f_r$ is the filter’s central frequency. The frequencies $f_r$ are distinct, lie in $[f_A, f_B]$, and the filters’ pass bands are $[f_r - \Delta f/2, f_r + \Delta f/2]$ for a fixed bandwidth $\Delta f$. Besides, the frequencies form an increasing sequence with spacing at least $\Delta f$, $(f_r \leq f_{r+1}$, $r = 1, 2, \ldots, R - 1)$. For simplicity, we assume unit-energy responses $h(t; f_r)$, so that the noise power at the output of the corresponding filters have the same power, denoted $\sigma^2$.
- $\Delta f$ is selected to ensure the narrowband condition relative to the possible spectra $a_{m,k}(f)$ in the following sense: for any possible DOA and any sensor, it must be $a_{m,k}(f_1) \approx a_{m,k}(f_2)$ for any two frequencies following $|f_2 - f_1| \leq \Delta f$. Since the responses $a_{m,k}(f)$ are time-limited to $[-\tau_{\text{max}}/2, \tau_{\text{max}}/2]$, from Bernstein’s inequality [22] Th. 11.1.2 we have

$$|a_{m,k}(f)| \leq \pi \tau_{\text{max}}.$$  

(8)

Besides this bound is attained by any sensor with delay $\tau_{\text{max}}/2$ as can be readily inferred from (10). Thus, $\Delta f$ must be much smaller than $1/(\pi \tau_{\text{max}})$ to ensure a negligible variation of $a_{m,k}(f)$.

- The scenario is wideband in the sense that $f_B - f_A > \Delta f$.

From (7), the output of the $r$th filter at the $m$th sensor follows the model

$$\{h(\cdot; f_r) \ast x_m(t)\}(t) = \sum_{k=1}^{K} (h(\cdot; f_r) \ast \tilde{a}_{m,k} \ast s_k)(t) + (h(\cdot; f_r) \ast \eta_m)(t)$$

(9)

and, since $a_{m,k}(f_r)$ has a negligible variation in any band of width $\Delta f$, we may approximate the convolution in (9) in the following way

$$\{h(\cdot; f_r) \ast \tilde{a}_{m,k}(t)\}(t) \approx a_{m,k}(f_r)h(t; f_r),$$

(10)

and, in turn, write (9) as

$$\{h(\cdot; f_r) \ast x_m(t)\}(t) = \sum_{k=1}^{K} a_{m,k}(f_r)(h(\cdot; f_r) \ast s_k)(t) + (h(\cdot; f_r) \ast \eta_m)(t).$$

(11)

Here is where we can see the subspace structure of $x_m(t)$, given that the signal component on the right-hand side is a linear combination of array response signatures $a_{m,k}(f_r)$ for any $m$. We may write this model employing the usual notation in narrowband subspace estimation. For this define $(m = 1, 2, \ldots, M, k = 1, 2, \ldots, K)$,

$$[A(f)]_{m,k} \equiv a_{m,k}(f),$$

$$[x(t; f_r)]_m \equiv (h(\cdot; f_r) \ast x_m)(t),$$

$$[s(t; f_r)]_k \equiv (h(\cdot; f_r) \ast s_k)(t),$$

$$[\epsilon(t; f_r)]_m \equiv (h(\cdot; f_r) \ast \eta_m)(t).$$

Then, (11) can be written as

$$x(t; f_r) = A(f_r)s(t; f_r) + \epsilon(t; f_r), r = 1, 2, \ldots, R.$$  

(13)

This is a set of $R$ independent narrowband models that allow for the computation of subspace estimates [1] Sec. 9.3. Specifically, for each output $x(t; f_r)$, we have the following processing:

1) If we model the components of $s(t; f_r)$ as wide-sense stationary processes which are independent of
\( e(t; f_r) \), then the expected covariance of \( x(t; f_r) \),
\( \mathcal{E} \{ x(t; f_r) x(t; f_r)^H \} \), is given by
\[
R(f_r) \equiv A(f_r) R_s(f_r) A(f_r)^H + \sigma^2 I_M, \tag{14}
\]
where \([R_s(f_r)]_{k,k'}\) is the cross-power density spectrum
of components \( k \) and \( k' \) of \( s(t; f_r), (k, k' = 1, 2, \ldots, K) \).

2) The ML estimator of \( R(f_r) \) can be readily computed from
\( N \) samples of \( x(t; f_r) \) and is given by
\[
\hat{R}(f_r) \equiv \frac{1}{N} \sum_{n=0}^{N-1} x(nT; f_r) x(nT; f_r)^H. \tag{15}
\]

3) Let \( \hat{Q}_K(f_r) \) denote the \( M \times K \) matrix formed by
the \( K \) eigenvectors associated with the \( K \) largest eigenvalues of
\( \hat{R}(f_r) \). The span of \( \hat{Q}_K(f_r) \) is the ML estimate of
the corresponding span of \( R(f_r) \) which, in turn, is the
span of \( A(f_r) \) if \( R_s(f_r) \) is non-singular.

\( \hat{Q}_K(f_r) \) provides an estimate of \( P(f_r) \) which is
\[
\hat{P}_0(f_r) = \hat{Q}_K(f_r) \hat{Q}_K(f_r)^H. \tag{16}
\]

The set of matrices \( \hat{P}_0(f_r), r = 1, 2, \ldots, R \), is the data
from which we proceed to estimate the whole function \( P(f) \)
in \([f_A, f_B]\) in the next section.

IV. ESTIMATION OF THE PROJECTION MATRIX FUNCTION

Let us assume that an order \( Q \) has been selected such that
there exist polynomials of the form in \((2)\) with negligible
mismatch and that \( Q < R \). \((2)\) and the narrowband estimates
\( \hat{P}_0(f_r) \) in \((16)\) allow us to pose a linear regression model for
an arbitrary component \((m, m')\) of \( P_0(f_r) \),
\[
[\hat{P}_0(f_r)]_{m,m'} \approx \sum_{q=0}^{Q} [G_q]_{m,m'} f_q^r, \quad r = 1, 2, \ldots, R, \tag{17}
\]
in which \([G_q]_{m,m'}\), \( q = 0, 1, \ldots, Q \), is the set of unknown
parameters. The estimates \([\hat{P}_0(f_r)]_{m,m'}\) are independent given
that \( f_{r+1} - f_r \geq \Delta f, \quad r = 1, 2, \ldots, R - 1 \). Besides, we prove in
the next section that \( \hat{P}_0(f_r) \) is a consistent estimator of
\( P(f_r) \), given that
\[
\mathcal{E} \{ \hat{P}_0(f_r) \} = P(f_r) + O(1/N) \tag{18}
\]
\[
\operatorname{Var} \{ \hat{P}_0(f_r) \} = O(1/N), \tag{19}
\]
where the variance is taken component-wise. All this suggests
to pose a weighted least-squares cost function for the estimation
of the coefficients \([G_q]_{m,m'}\) with weights \( w_r \), i.e., the function
\[
\sum_{r=1}^{R} w_r^2 \left\| [\hat{P}_0(f_r)]_{m,m'} - \sum_{q=0}^{Q} [G_q]_{m,m'} f_q^r \right\|^2, \tag{19}
\]
For a possible set of coefficients \( w_r \), see \((20)\). Its minimizer
is the estimate
\[
[G_q]_{m,m'} = \sum_{r=1}^{R} [B]_{q,r} [\hat{P}_0(f_r)]_{m,m'}, \tag{20}
\]
where \((r,r' = 1, 2, \ldots, R; q = 0, 1, \ldots, Q)\)
\[
B \equiv (V^H A^2 V)^{-1} V^H A^2, \quad [V]_{r,q+1} \equiv f_q^r, \tag{21}
\]
\( [A]_{r,r'} \equiv w_r \delta_{r-r'} \). \tag{22}

Since \( B \) is independent of \( m \) and \( m' \), we may write \((20)\) as
\[
\hat{G}_q = \sum_{r=1}^{R} [B]_{q,r} [\hat{P}_0(f_r)] \tag{23}
\]
and the estimate of \( P(f) \) at any \( f \) is
\[
[\hat{P}_1(f)]_{f} = \sum_{q=0}^{Q} \hat{G}_q f^q. \tag{24}
\]

\( \hat{P}_1(f) \) can be written in terms of \( \hat{P}_0(f_r) \) by substituting \((25)\)
into \((24)\). We have
\[
\hat{P}_1(f) = \sum_{r=1}^{R} d_r(f) \hat{P}_0(f_r). \tag{25}
\]

Let us now analyze the quality of the estimate \( \hat{P}_1(f) \) by
considering its mean and variance. Since the mismatch of
the polynomial approximation is negligible, \( R > Q \) and the
weights \( w_r \) are positive, we have that \((25)\) holds for \( P(f) \),
\[
P(f) = \sum_{r=1}^{R} d_r(f) P(f_r). \tag{27}
\]

So, from \((18), (25)\) and this last equation, we have
\[
\mathcal{E} \{ \hat{P}_1(f) \} = P(f) + O(1/N) \tag{28}
\]
\[
\operatorname{Var} \{ \hat{P}_1(f) \} = O(1/N). \tag{29}
\]

Thus, \( \hat{P}_1(f) \) is a consistent estimate of \( P(f) \).

For any \( f \) in \([f_A, f_B]\), \( \hat{P}_1(f) \) is a projection matrix only
approximately and it may be necessary to provide an exact
projection matrix in some applications. This drawback can be
solved by taking the rank-\( K \) projection matrix lying closest to
\( \hat{P}_1(f) \) as the final signal projection matrix estimate at each
frequency; i.e., the final signal projection matrix estimate is

\[
\bar{P}_2(f) = \operatorname{arg \min}_{\text{proj. matrix } P} \| \hat{P}_1(f) - P \|^2_F. \tag{30}
\]

It can be easily checked that \( \bar{P}_2(f) \) is just the signal projection
matrix of \( \hat{P}_1(f) \), [i.e., the projection matrix associated with
the \( K \) largest eigenvalues of \( \hat{P}_1(f) \)]. Though the computation
of \( \bar{P}_2(f) \) from \( \hat{P}_1(f) \) requires an additional eigenvalue
decomposition, we may expect that the number of such
decompositions is small in practice, given that \( \hat{P}(f) \) can be
well approximated in \([f_A, f_B]\) by a \( Q \)-order polynomial. We
assess this point in Secs. \((7)\) and \((8)\) numerically.
V. ASSESSMENT OF THE FIRST TWO MOMENTS OF \( \hat{P}_0(f_r) \)

In this section, we present asymptotic expressions for the mean and for a bound on the variance of \( \hat{P}_0(f_r) \). These expressions prove (18) as a corollary and provide a possible set of coefficients \( w_r \) in (19). For simplicity, let us suppress the dependency on \( f_r \) in writing in the rest of this section, i.e., let us write \( R \) rather than \( R(f_r) \) and \( \hat{R} \) rather than \( \hat{R}(f_r) \), etc. Let us start by recalling the existing results on the perturbation of the eigenvalues of a sample covariance matrix [23], [24]. For this, write the eigenvalue decomposition of \( R \) as

\[
R = \sum_{m=1}^{M} \lambda_m q_m q_m^H,
\]

where \( \lambda_m \) is the \( m \)th eigenvalue in decreasing order and \( q_m \) is a corresponding eigenvector, \( q_m^H q_{m'} = \delta_{m,m'} \), \( (m, m' = 1, \ldots, M) \). Due to the model in (14), we have \( \lambda_m = \sigma^2, m = K+1, \ldots, M \). For the sample covariance matrix \( \hat{R} \) in (15), this same decomposition takes the form

\[
\hat{R} = \sum_{m=1}^{M} \lambda_m \hat{q}_m \hat{q}_m^H,
\]

where "\( \hat{\} \)" marks the estimates of the corresponding parameters. Let \( \hat{e}_m \) denote the estimation error for \( q_m \), i.e., \( \hat{q}_m = q_m + \hat{e}_m \).

In order to recall the asymptotic expressions for the first two moments of \( \hat{e}_m \), define first the coefficients

\[
b_{m,\ell} \equiv \frac{\lambda_m \lambda_{\ell}}{N (\lambda_m - \lambda_{\ell})^2} \text{ if } m \neq \ell
\]

\[= 0 \text{ otherwise.}
\]

From Eqs. (12) to (14) in [24], we have the following asymptotic expressions, where "\( \equiv \)" denotes \( o(1/N) \) equalities \((m, m' = 1, 2, \ldots, M)\):

\[
\mathcal{E} \{ \hat{e}_m \} \equiv \left( - \frac{1}{2} \sum_{\ell=1}^{M} b_{m,\ell} \right) q_m,
\]

\[
\mathcal{E} \{ \hat{e}_m \hat{e}_m^T \} \equiv \delta_{m-m'} \sum_{\ell=1}^{M} b_{m,\ell} q_{\ell} q_{\ell}^T,
\]

\[
\mathcal{E} \{ \hat{e}_m \hat{e}_m^T \} \equiv -(1-\delta_{m-m'}) b_{m,m'} q_m q_{m'}^T.
\]

In App. A, we use these expressions to prove the formula

\[
\mathcal{E} \{ \hat{P}_0 \} = P + QA_b Q^H + o(1/N),
\]

where \( |Q|_m = q_m \) \((m = 1, 2, \ldots, M)\) and \( A_b \) is the diagonal matrix

\[
[A_b]_{m,m'} \equiv \left\{ \begin{array}{ll}
- \delta_{m-m'} \sum_{m=K+1}^{M} b_{m,\ell} & \text{if } m \leq K \\
\delta_{m-m'} \sum_{k=1}^{K} b_{k,\ell} & \text{if } K < m \leq M.
\end{array} \right.
\]

Since \( b_{k,\ell} \) is \( O(1/N) \), (38) implies that \( \hat{P}_0 \) is asymptotically unbiased provided there is some separation between the signal and noise subspaces, i.e., \( \lambda_K - \lambda_{K+1} > 0 \). To see this last point, note that all coefficients \( b_{k,\ell} \) in (39) depend on one signal eigenvalue and one noise eigenvalue and, therefore, we have

\[
b_{k,\ell} = \frac{\lambda_k \lambda_{\ell}}{N (\lambda_k - \lambda_{\ell})^2} \leq \frac{\lambda_1 \lambda_{K+1}}{N (\lambda_K - \lambda_{K+1})^2}.
\]

The variance of the components of \( \hat{P}_0 \) can be computed using the results in [23], [24] through a laborious derivation and the result seems to depend on \( P \). However, we may proceed in an indirect way by bounding \( ||\hat{P}_0 - P||^2 \), given that

\[
\max_{m,m'} \left| \hat{P}_0 - P \right|_{m,m'}^2 \leq ||\hat{P}_0 - P||^2.
\]

In App. B we prove the following asymptotic bound

\[
\mathcal{E} \{ ||\hat{P}_0 - P||^2 \} \leq \frac{8}{N (\lambda_K - \lambda_{K+1})^2} \sum_{k=1}^{K} \lambda_{k} \sum_{\ell=1}^{M-K} \lambda_{K+\ell} + o \left( \frac{1}{N} \right).
\]

Recalling that \( \lambda_m = \sigma^2 \) if \( K < m \leq M \), we may combine the last two inequalities to obtain a bound on the quadratic error for any component \((m, m')\),

\[
\mathcal{E} \{ ||\hat{P}_0 - P||_{m,m'}^2 \} \leq \frac{8 (M-K) \sigma^2}{N (\lambda_K - \sigma^2)^2} \sum_{k=1}^{K} \lambda_{k} + o \left( \frac{1}{N} \right).
\]

This inequality provides a possible choice of coefficients \( w_r \) in (19), if we eliminate the factors independent of either the eigenvalues \( \lambda_k \) or \( \sigma^2 \). Specifically, we have the possible coefficients

\[
\hat{w}_r \equiv \frac{\lambda_K - \sigma^2}{\sigma} \left( \sum_{k=1}^{K} \lambda_{k} \right)^{-1/2},
\]

where \( \hat{\sigma} \) is a deviation estimate obtained from the covariance matrix \( \hat{R} \) of one or more frequency bins. For a single frequency bin, this estimate would be

\[
\hat{\sigma} \equiv \left( \frac{1}{M-K} \sum_{m=K+1}^{M} \lambda_{m} \right)^{1/2}.
\]

Since, from (38), the mean of \( \hat{P}_0 - P \) at \( m,m' \) is \( O(1/N) \), (43) is also valid for the variance, i.e.,

\[
\text{Var} \{ ||\hat{P}_0 - P||_{m,m'} \} \leq \frac{8 (M-K) \sigma^2}{N (\lambda_K - \sigma^2)^2} \sum_{k=1}^{K} \lambda_{k} + o \left( \frac{1}{N} \right).
\]

The bound in (42) has an interesting interpretation. Since \( \lambda_K - \sigma^2 \) is the power gap between the signal and noise subspaces, the factor

\[
\frac{1}{\lambda_K - \sigma^2} \sum_{k=1}^{K} \lambda_{k}
\]

is the signal power measured in number of gaps and

\[
\frac{(M-K) \sigma^2}{\lambda_K - \sigma^2}
\]

is the noise power again measured in number of gaps. Therefore, the bound in (46) is proportional to the product of these two relative powers and decreases as \( 1/N \).
VI. APPLICATION OF THE PROPOSED METHOD TO WIDEBAND DOA ESTIMATION

In this section, we apply the method in Sec. [VI] to wideband DOA estimation in a ULA. Let us first particularize the signal model in Sec. [III] to this type of array, then recall two wideband DOA estimators, IC-MUSIC and MTOPS, and finally adapt these estimators to the method proposed in this paper.

In a ULA, the time-domain response of the $m$th sensor to the $k$th DOA in (5) is

\[ a_{k,m}(t) = e^{-j2\pi f_0 \gamma_k \delta(t - \tau_m)} \]  

(49)

where

- $f_0$ is the array’s central frequency, so that the sensor spacing is $c/(2f_0)$ where $c$ is the propagation speed.
- $\gamma_k \equiv \sin(\theta_k)$ and $\theta_k$ is the angle of arrival relative to the broadside.
- $\tau_m$ is the delay associated with the $m$th sensor along the array. If $\tau_{\text{max}}$ denotes the array diameter, measured as a delay, then

\[ \tau_m = -\frac{\tau_{\text{max}}}{2} + (m - 1) \frac{\tau_{\text{max}}}{M - 1}, \quad m = 1, 2, \ldots, M. \]  

(50)

The array response $A(f)$ in (12) is just the Fourier transform of (49), $(m = 1, 2, \ldots, M, k = 1, 2, \ldots, K)$,

\[ [A(f, \gamma)]_{m,k} = e^{-j2\pi (f_0 + f) \tau_m \gamma_k}, \]  

(51)

where \([\gamma]_k \equiv [\gamma], \quad k = 1, 2, \ldots, K,\)

and where we have written $A(f, \gamma)$ rather than $A(f)$ to show the dependency on the parameters $\gamma_k$ explicitly. Finally, we may write the model in (14) for $R(f)$ as

\[ R(f_r) = A(f_r, \gamma) F A(f_r, \gamma)^H + \sigma^2 I_M. \]  

(53)

The problem of estimating the angles of arrival $\theta_k$ can now be cast as the problem of estimating the parameters $\gamma_k$, given that there is a one-to-one relationship between $\theta_k$ and $\gamma_k$, $\gamma_k = \sin(\theta_k)$.

In this paper, we consider the estimation of the DOA parameters $\gamma_k$ by means of the following two methods:

- **IC-MUSIC, [25 Sec. 4.4.3].** In this estimator, the $K$ DOA estimates are given by the abscissa of the main $K$ local maxima of the pseudo-spectrum

\[ \phi(\gamma) \equiv \sum_{r=1}^{R} \| \hat{P}_0(f_r) a(f_r, \gamma) \|^2, \]  

(54)

where

\[ [a(f, \gamma)]_m = e^{-j2\pi (f_0 + f) \gamma_m}, \quad m = 1, 2, \ldots, M. \]  

(55)

- **MTOPS, [26].** This estimator starts by computing a set of $M \times K$ matrices $\hat{U}(f_r)$ and another set of $M \times (M - K)$ matrices $\hat{V}(f_r)$, $r = 1, 2, \ldots, R$, whose columns are orthonormal bases of the signal and noise subspaces respectively; i.e., the columns of $\hat{U}(f_r)$ span the subspace associated with $\hat{P}_0(f_r)$ and

\[ [\hat{U}(f_r), \hat{V}(f_r)]^H [\hat{U}(f_r), \hat{V}(f_r)] = I_M. \]  

(56)

Note that we may view the matrix pair $(\hat{U}(f_r), \hat{V}(f_r))$ as a function of $P_0(f_r)$, given that one such pair can be easily computed from $P_0(f_r)$. The MTOPS estimator uses the pseudo-spectrum

\[ \mu(\gamma) \equiv \left\| E_2(\gamma), E_3(\gamma), \ldots, E_R(\gamma) \right\|^2_F, \]  

(57)

where $(r = 2, 3, \ldots, R)$

\[ E_r(\gamma) \equiv \hat{U}(f_r) \text{diag}(a(f_r - f_1, \gamma)) \hat{V}(f_r). \]  

(58)

The MTOPS DOA estimates are the smallest $K$ local minima of $\mu(\gamma)$.

These estimators can be easily adapted to the method proposed in this paper, simply by applying them to a set of samples of the projection function estimate $\hat{P}_0(f)$; i.e., the matrices $\hat{P}_0(f_r), (r = 1, 2, \ldots, R)$, in IC-MUSIC and MTOPS would be replaced by a set of matrices $\hat{P}_0(f'_r), (r = 1, 2, \ldots, R')$, where the frequencies $f'_r$ are regularly spaced in $[f_A, f_B]$ and $R'$ is close to $Q + 1$. Note that the computation of the matrices $\hat{P}_0(f'_r)$ involves $R'$ eigenvalue decompositions. However, this additional complexity is small if $R \gg Q$, given that we may expect $R'$ to be close to $Q$.

VII. NUMERICAL EXAMPLES

We have carried out several numerical examples for a 10-sensor ULA following the model in Sec. [VI]. The sub-sections that follow contain the main results:

- Sec. [VII-A] contains a list of the main parameters in the numerical examples.
- In Sec. [VII-B] we assess the selection of $Q$ using Chebyshev interpolation in order to upper-bound the mismatch of the polynomial approximation in (2) for several values of $Q$.
- In Sec. [VII-C] we evaluate the approximation error of one component of $P(f)$ using the corresponding component of $\hat{P}_1(f)$.
- In Sec. [VII-D] we evaluate the same error but for the whole matrix $\hat{P}_1(f)$ using the error measure in (65) and in the RMS sense.
- Finally, in Secs. [VII-E] and [VII-F] we combine the proposed method with IC-MUSIC and MTOPS for DOA estimation.

A. Main parameters in the numerical examples

The parameters in the numerical examples were the following:

**Sensor array.** Linear array of $M = 10$ sensors with half wavelength spacing.

**Central frequency.** $f_0 = 2.4$ GHz.

**Maximum delay along the array.**

\[ \tau_{\text{max}} = \frac{M - 1}{2f_0} = 1.875 \text{ nsec.} \]

**DOA parameters.** The DOA was parameterized in terms of $\gamma$ rather than $\theta$, where $\gamma = \sin(\theta)$, following the approach in Sec. [VI].
Received signals. Linearly-modulated signals of the form
\[ \sum_{n=-\infty}^{\infty} a_n g(t - nT_{ch}) \] (59)
where
- \(a_n\) are zero-mean, independent complex Gaussian noise samples of variance equal to 1.
- \(g(t)\) is a raised-cosine pulse with chip period \(T_{ch} \equiv 2.6\) nsec and roll-off factor \(\beta \equiv 0.25\).

Sampling period. \(T \equiv T_{ch}/2\).

Signals’ bandwidth relative to \(f_o\). The signals’ two-sided bandwidth \(B\) followed \(B/f_o = 0.2\), i.e., \(B = 0.48\) GHz. However, in the numerical examples, only the band in which \(g(t)\) has flat spectrum was used, i.e., the band \([-B_1/2, B_1/2]\), where \(B_1 = 1 - \beta)/T_{ch} \equiv 0.288\) GHz. So, the relative bandwidth employed was \(B_1/f_o = 0.12\).

Number of slots, \(N_s = 50\).

Number of samples per slot, \(N = 1024\).

Number of frequency bins. The number of frequency bins was fixed to \(R = 41\) and they were equally spaced in \([-B_1/2, B_1/2]\).

Directions of arrival (DOAs). Two cases have been assessed:
- Three DOAs given by
  \[ \gamma = [0.1, 0.27, 0.82]^T. \] (60)
- Two DOAs of the form
  \[ \gamma = [0.1, 0.1 + \Delta \gamma]^T, \] (61)
where the increment \(\Delta \gamma\) is a simulation parameter.

Signal-to-noise ratio (SNR). The SNRs in the numerical examples are equal to the total signal energy at frequency \(f_o\) divided by the corresponding noise energy.

Least squares weights \(w_j\). Equal to 1.

Generation method for numerical trials. The numerical trials were generated using the frequency domain model in [13] for reducing the simulation time. However, the results were validated by generating these trials in the time domain and checking that the results are consistent if \(N \to \infty\).

Number of Monte Carlo trials. 2200.

B. Polynomial order \(Q\) versus mismatch for a ten-sensor uniform linear array

We have computed an upper bound for the approximation error in (2) by means of Chebyshev interpolation applied to \(P(f)\) in range \(f \in [f_A, f_B]\) with \(Q + 1\) nodes, where the array response matrix is given by [51, 27] Ch. 6]. This interpolation scheme delivers a polynomial approximation in the \(f\) variable of the form
\[ P(f) \approx \sum_{q=0}^{Q} G_q(Q, \gamma_1, \ldots, \gamma_K) f^q \] (62)
for \(f \in [f_A, f_B]\) and fixed \(Q, \gamma_1, \ldots, \gamma_K\). Specifically, we have evaluated the error in (62) for any value of the variables involved. Table I shows the maximum error in (62) for several values of \(Q\) and \(K\), i.e. the error measure
\[ \max_{m,m',f} \|P(f) - \sum_{q=0}^{Q} G_q(Q, \gamma_1, \ldots, \gamma_K) f^q\|_{m,m'} \] (63)
Note that, since the components of \(P(f)\) are bounded by one, this interpolation scheme provides significant accuracy even for small values of \(Q\). Table II shows the error measure
\[ \sup_{f,\gamma_1,\ldots,\gamma_K} \|P(f) - \sum_{q=0}^{Q} G_q(Q, \gamma_1, \ldots, \gamma_K) f^q\|_F \] (64)
where, again, the supremum is taken over all variables involved. This is the maximum error that would be incurred if \(P(f)\) were replaced by its polynomial approximation in the computation of \(P(f)x\) for unit-norm vectors \(x\). The conclusion is the same.

C. Approximation of \(\hat{P}_1(f)\) and \(\hat{P}_2(f)\) to \(P(f)\)

In this section, we assess qualitatively the error in approximating the true projection matrix \(P(f)\) using either \(P_0(f)\), \(\hat{P}_1(f)\) or \(\hat{P}_2(f)\) for a single component of these matrices and the DOAs in [60]. The objective of this assessment is to show the improvement that can be achieved graphically. Fig. 1 shows the real and imaginary parts of component \([P(f)]_{1,10}\) and the state-of-the-art estimate \([P_0(f)]_{1,10}\) in one realization of the numerical example for SNR = 8 dB. The smooth thick curves are the components of \([P(f)]_{1,10}\) and the noisy thin curves the corresponding components of \([P_0(f)]_{1,10}\). Note that \([P_0(f)]_{1,10}\) approximates \([P(f)]_{1,10}\) but with some error, fundamentally due to the variation of the received signals’ sample spectra. Though this figure only shows one component of \(P(f)\) and \(P_0(f)\), the trends also hold for the rest of components, i.e, the whole matrix \(P(f)\) is a smooth function of \(f\) and \(P(f) \approx \hat{P}_0(f)\).
Fig. 1. Real and imaginary part of component $[P(f)]_{1,10}$ (thick lines) and its associated noisy estimates from $[\hat{P}_0(f)]_{1,10}$ (thin lines).

Fig. 2. Result of fitting a polynomial of order $Q = 3$ to $R = 41$ equally-spaced estimates $\text{Re}\{[\hat{P}_0(f_r)]_{1,10}\}$. The continuous curve is the true value $[P(f)]_{1,10}$ and the dashed curve the fitted value $[\hat{P}_1(f)]_{1,10}$. Note that the fitted value is a significantly better estimate of $[P(f)]_{1,10}$ along the frequency band than the initial estimates (dots). The final correction in (30) for obtaining $\hat{P}_2(f)$ from $\hat{P}_1(f)$ produces a slight variation, that can be readily seen in Fig. 3 for the real part of component $(1,10)$. This figure shows the error in approximating $P(f)$ using either $\hat{P}_1(f)$ or $\hat{P}_2(f)$ for component $(1,10)$. Note that the curve is smooth for $\hat{P}_1(f)$ and $\hat{P}_2(f)$ and that the approximation error is small in both cases.

D. RMS approximation error of $\hat{P}_1(f)$ versus the number of sample covariance matrices $R$

Fig. 4 shows the approximation error for the whole projection matrix in the example of the previous sub-section, where the error norm is

$$\left(\frac{1}{R} \sum_{r=1}^{R} \|P(f_r) - \hat{P}_1(f_r)\|^2\right)^{1/2}.$$  \hspace{1cm} (65)

Note that, except for $Q = 0$, $\hat{P}_1(f)$ outperforms $\hat{P}_0(f)$ by a significant margin that can reach 17 dB for a high number of bins $R$. Fig. 5 shows the curves in Fig. 4 for $Q \neq 2$ minus the curve for $Q = 2$ in dBs. This figure allows us to see what value of $Q$ performs best versus the number of bins $R$. As can be readily seen, $Q = 1$ is the best choice up to $R = 10$ (value below zero in “$Q = 1$” curve), while $Q = 2$ is the best choice between $R = 11$ and $R = 250$, and $Q = 3$ is the best choice for $R > 250$.

E. Improvement in DOA separation

In order to assess the effect of the proposed method on the separation of DOA estimates, we have evaluated the RMS error...
in the estimation of \( \gamma_1 \) for varying \( \Delta \gamma \) in (61) using several variants of IC-MUSIC and MTOPS for SNR = -10 dB. The variants were the following:

- **Standard IC-MUSIC.** Standard IC-MUSIC estimator using the pseudo-spectrum in (54).
- **41-bin IC-MUSIC.** Standard IC-MUSIC estimator but with projection matrices \( P_0(f_r) \) replaced with their estimates \( P_2(f_r) \).
- **5-bin IC-MUSIC.** IC-MUSIC estimator applied to \( R' = 5 \) projection matrices \( P_2(f'_r) \) as proposed at the end of Sec. VI. The frequencies \( f'_r \) formed a regular grid covering the band \([f_o - B_1/2, f_o + B_1/2]\) and the IC-MUSIC pseudo-spectrum was (54) but with frequencies \( f'_r, r = 1, 2, \ldots, R' \).
- **1-bin IC-MUSIC.** The same estimator but computed from the single projection matrix \( P_2(f_o) \), i.e., with \( f'_r = f_o \) and \( R' = 1 \).

And the MTOPS estimators were:

- **Standard MTOPS.** MTOPS estimator computed from the pseudo-spectrum in (57). Since this pseudo-spectrum has numerous local peaks, the peak lying closest to 1-bin IC-MUSIC was selected as estimate. (See [26] for comments on this drawback of MTOPS.)
- **41-bin MTOPS.** Standard MTOPS estimator but with projection matrices \( P_0(f_r) \) replaced with their estimates \( P_2(f_r) \).
- **5-bin MTOPS.** MTOPS estimator applied to \( R' = 5 \) projection matrices \( P_2(f'_r) \). (Sec. VI), where the frequencies \( f'_r \) formed a regular grid covering the band \([f_o - B_1/2, f_o + B_1/2]\).

Fig. 6(a) shows the performance of 41-bin IC-MUSIC versus that of standard IC-MUSIC. Note that the proposed method improves the smallest \( \Delta \gamma \) for which the two DOAs are separable. With the standard estimator, we have \( \Delta \gamma = 0.15 \), while the adapted method with \( Q = 1 \) provides \( \Delta \gamma = 0.11 \) roughly. Larger values of \( Q \) imply a larger threshold for \( \Delta \gamma \).

Figs. 6(b) and 6(c) show the same comparison for 5-bin IC-MUSIC and the behavior is the same, but with a more noticeable degradation with increasing \( Q \).

**F. Performance improvement in SNR threshold**

We have repeated the numerical example in the previous subsection, but for the three DOAs in (60) and assessed the RMS error of \( \gamma_1 \) for varying SNR. Fig. 8(a) shows the performance of 41-bin IC-MUSIC. Note that the behavior.
VIII. CONCLUSIONS

We have presented a method for characterizing the signal subspace through a polynomial approximation of the signal projection matrix, valid in a given frequency band. Fundamentally, the method consists of fitting a polynomial to a set of sample signal projection matrices, obtained through the usual binning approach in wideband subspace estimation. The resulting polynomial provides an approximate signal projection matrix at any frequency in the band, which can then be used to improve the quality of wideband DOA estimators such as IC-MUSIC and MTOPS. We have presented asymptotic bounds for the bias and RMS error of the polynomial estimate and we have assessed its performance in several numerical examples.

APPENDIX A

FIRST- AND SECOND-ORDER MOMENTS OF SAMPLE COVARIANCE MATRIX EIGENVECTORS

Let us first compute the first- and second-order moments of \( \hat{q}_m \). From (35), we have

\[
\mathcal{E}\{\hat{q}_m\} \approx q_m + \left(-\frac{1}{2} \sum_{\ell=1}^{M} b_{m,\ell}\right) q_m = c_m q_m,
\]

(66)
where we define the coefficients

\[ c_m = 1 - \frac{1}{2} \sum_{\ell=1}^{M} b_{m,\ell}. \]  

(67)

From (36) and (66), we have

\[ \mathcal{E}\{\hat{q}_m q^H_m\} = \mathcal{E}\{(q_m + \tilde{\epsilon}_m)(q_{m'} + \tilde{\epsilon}_{m'})^H\} \]

\[ = q_m q^H_m + q_m E\{\tilde{\epsilon}_{m'}\} + E\{\tilde{\epsilon}_m\} q^H_{m'} + E\{\tilde{\epsilon}_m \tilde{\epsilon}_{m'}^H\} \]

\[ = (1 + c_m + c_{m'}) q_m q^H_m + \delta_{m-m'} \sum_{\ell=1}^{M} b_{m,\ell} q^H_q q^H_\ell. \]  

(68)

If \( m = m' \) this expression reduces to

\[ \mathcal{E}\{\hat{q}_m q^H_m\} = (1 + 2c_m) q_m q^H_m + \sum_{\ell=1}^{M} b_{m,\ell} q^H_q q^H_\ell. \]  

(69)

Adding up (69) for \( m = 1, 2, \ldots, K \), we obtain a formula for \( \mathcal{E}\{\hat{P}_0\} \), noting that \( P = \sum_{k=1}^{K} q^H_k q_k \):

\[ \mathcal{E}\{\hat{P}_0\} \cong \sum_{k=1}^{K} \left( (1 + 2c_k) q^H_k q_k + \sum_{\ell=1}^{M} b_{k,\ell} q^H_\ell q^H_\ell \right) \]

\[ = \sum_{k=1}^{K} \left( 1 - \sum_{\ell=1}^{M} b_{k,\ell} \right) q^H_k q_k + \sum_{\ell=1}^{M} b_{k,\ell} q^H_\ell q^H_\ell. \]  

(70)

And doing the same for \( m = K + 1, \ldots, M \), we obtain

\[ \mathcal{E}\{\hat{P}_0\} \cong I_{M} - P \]

\[ - \sum_{m=K+1}^{M} \sum_{\ell=1}^{M} b_{m,\ell} q_m q^H_\ell + \sum_{m=K+1}^{M} \sum_{\ell=1}^{M} b_{m,\ell} q^H_\ell q^H_\ell. \]  

(71)

The last two formulas involve coefficients \( b_{k,\ell} \) in which both \( k \) and \( \ell \) are either smaller than \( K + 1 \) or larger than \( K \), i.e., coefficients computed from pairs of eigenvalues associated to either the signal or noise subspace. Such coefficients \( b_{k,\ell} \) can be arbitrarily large, given that the only condition on the eigenvalues \( \lambda_m \) is that there is a significant gap \( \lambda_K - \lambda_{K+1} \) between the signal and noise eigenvalues. We solve this drawback by writing \( \mathcal{E}\{\hat{P}_0\} \) in terms of \( \mathcal{E}\{(I_{M} - P)\hat{P}_0\} \) and \( \mathcal{E}\{P(I_{M} - \hat{P}_0)\} \). We have from (70),

\[ \mathcal{E}\{(I_{M} - P)\hat{P}_0\} \cong \sum_{k=1}^{K} \sum_{\ell=K+1}^{M} b_{k,\ell} q^H_\ell q^H_\ell. \]  

(72)

and from (71),

\[ \mathcal{E}\{P(I_{M} - \hat{P}_0)\} \cong \sum_{m=K+1}^{M} \sum_{\ell=1}^{K} b_{m,\ell} q^H_\ell q^H_\ell. \]  

(73)

Finally, combining the last two equations, we have

\[ \mathcal{E}\{\hat{P}_0\} = \mathcal{E}\{P + (I_{M} - P)\hat{P}_0 - P(I_{M} - \hat{P}_0)\} \]

\[ = \mathcal{E}\{(I_{M} - P)\hat{P}_0\} - \mathcal{E}\{P(I_{M} - \hat{P}_0)\} \]

\[ \cong P + \sum_{\ell=K+1}^{M} \left( \sum_{k=1}^{K} \right) b_{k,\ell} q^H_\ell q^H_\ell \]

\[ - \sum_{\ell=1}^{K} \left( \sum_{m=K+1}^{M} b_{m,\ell} \right) q^H_\ell q^H_\ell. \]  

(74)

The matrix form of this expression is (38).

**APPENDIX B**

**DERIVATION OF BOUND ON EXPECTED QUADRATIC ERROR**

The eigenvalue decomposition of \( R \) in (31) can be written as

\[ R = Q \Lambda Q^H \]  

(75)

where \( Q \) is unitary, \( [Q]_m = q_m \), and \( \Lambda \) is a diagonal matrix with components \( [\Lambda]_{m,m'} = \delta_{m-m'} \lambda_m \). \( m, m' = 1, 2, \ldots, M \). The sample covariance matrix \( \hat{R} \) can be described as the average of \( N \) independent, complex normal \( M \times 1 \) vectors \( x_n \), of zero mean and covariance \( R \),

\[ \hat{R} = \frac{1}{N} \sum_{n=1}^{N} x_n x_n^H. \]  

(76)

Next, consider the vectors \( s_n \equiv Q^H x_n \) which are also independent, complex normal and of zero mean, but of covariance matrix \( \Lambda \). The sample covariance matrix of these vectors is

\[ \hat{C} = \frac{1}{N} \sum_{n=1}^{N} s_n s_n^H. \]  

(77)
Given a realization $\hat{R}$ and its corresponding $\hat{C}$, let us bound the error in approximating $P$ using $\hat{P}_0$ by resorting to a perturbation theory result in [28]. First, define the following measure for the dissimilarity between the spans of $P$ and $\hat{P}_0$:

$$\tilde{\eta} \equiv \frac{\|\hat{C}_{sn}\|^2_2}{(\lambda_K - \lambda_{K+1})^2},$$

(78)

where $\hat{C}_{sn}$ is the block formed by the intersection of the first $K$ rows and last $M - K$ columns of $\hat{C}$, i.e., $\hat{C}_{sn} \equiv [\hat{C}]_{1:K,K+1:M}$. Combining theorems 2.1 and 3.1 of [28], we have that if $\tilde{\eta} < 1/4$ then

$$\|\hat{P}_0 - P\|_F^2 \leq 8 \tilde{\eta},$$

(79)

(See also comments on page 232 of [28].)

In order to turn (79) into an asymptotic inequality, let us first compute the first two moments of the components of $\hat{C}_{sn}$ and then the mean and variance of $\tilde{\eta}$. For simplicity, let $c_{k,\ell}$ and $s_{n,k}$ denote $[\hat{C}]_{k,\ell}$ and $[s_{n}]_{k}$ respectively. For any indices $k$, $\ell$, $p$, and $q$, lying between 1 and $M$ and following $k \neq \ell$ and $p \neq q$, we have:

- $\mathcal{E}\{c_{k,\ell}\} = 0$ given that $k \neq \ell$ and $\mathcal{E}\{c_{k,\ell}\} = [\mathcal{E}\{\hat{C}\}]_{k,\ell} = [A]_{k,\ell} = 0.$

(80)

- The formula

$$\mathcal{E}\{c_{k,\ell}c_{p,q}\} = \frac{1}{N} \delta_{k-q} \delta_{\ell-p} \lambda_k \lambda_\ell.$$  

(81)

To prove this result, recall the formula for the expectation of the product of four complex normal random variables $a_{k}$. [29]:

$$\mathcal{E}\{a_{k}a_{2}a_{3}a_{4}\} = \mathcal{E}\{a_{1}a_{2}\} \mathcal{E}\{a_{3}a_{4}\} + \mathcal{E}\{a_{1}a_{3}\} \mathcal{E}\{a_{2}a_{4}\}$$

$$+ \mathcal{E}\{a_{1}a_{4}\} \mathcal{E}\{a_{2}a_{3}\} - \mathcal{E}\{a_{1}\} \mathcal{E}\{a_{2}\} \mathcal{E}\{a_{3}\} \mathcal{E}\{a_{4}\}.$$  

(82)

The proof is the following. We have

$$\mathcal{E}\{c_{k,\ell}c_{p,q}\} = \mathcal{E}\{\left[\frac{1}{N} \sum_{n=1}^{N} s_{n,k}s_{n,l}\right] \left[\frac{1}{N} \sum_{n'=1}^{N} s_{n',l}'s_{n',p}\right]\}$$

$$= \frac{1}{N^2} \sum_{n=1}^{N} \sum_{n'=1}^{N} \mathcal{E}\{s_{n,k}s_{n,l}'s_{n',l}'s_{n',p}\}$$

$$= \frac{1}{N^2} \sum_{n=1}^{N} \sum_{n'=1}^{N} \left[\mathcal{E}\{s_{n,k}s_{n,l}'s_{n',l}'s_{n',p}\}\right]$$

$$+ \mathcal{E}\{s_{n,k}s_{n,l}'s_{n',l}'s_{n',p}\} + \mathcal{E}\{s_{n,k}s_{n,l}'s_{n',l}'s_{n',p}\}$$

$$- \mathcal{E}\{s_{n,k}\} \mathcal{E}\{s_{n,l}'\} \mathcal{E}\{s_{n',l}'\} \mathcal{E}\{s_{n',p}\}.$$  

In this parenthesis, we have:

- The first term is zero because $\mathcal{E}\{s_{n,k}s_{n,l}\} = [A]_{k,\ell} = 0$.

- If $n \neq n'$ the second term is zero because $s_{n}$ and $s_{n'}$ are independent and $\mathcal{E}\{s_{n}\} = 0$. If $n = n'$ this term is zero because $\mathcal{E}\{s_{n}s_{n}'\} = 0_M$.

- The third term is zero if $n \neq n'$ because $s_{n}$ is independent of $s_{n'}$ and $\mathcal{E}\{s_{n}\} = 0$. And, if $n = n'$, then it is also zero if $k \neq q$ or $\ell \neq p$, because

$$\mathcal{E}\{s_{n}s_{n}'\} = \Lambda$$ is a diagonal matrix. Thus, we have that the third term is equal to

$$\delta_{n-n'}\delta_{k-q}\delta_{\ell-p} \mathcal{E}\{s_{n,k}s_{n,l}'s_{n',l}'s_{n',p}\}$$

$$= \delta_{n-n'}\delta_{k-q}\delta_{\ell-p} \lambda_k \lambda_\ell.$$  

(84)

- The fourth term is zero because $\mathcal{E}\{s_{n}\} = 0$.

So, in summary, we have

$$\mathcal{E}\{c_{k,\ell}c_{p,q}\} = \frac{1}{N^2} \sum_{n=1}^{N} \sum_{n'=1}^{N} \delta_{n-n'}\delta_{k-q}\delta_{\ell-p} \lambda_k \lambda_\ell$$

$$= \frac{1}{N^2} \delta_{k-q}\delta_{\ell-p} \lambda_k \lambda_\ell.$$  

(85)

- Also we have

$$\mathcal{E}\{c_{k,\ell}c_{p,q}\} = \frac{1}{N} \delta_{k-q}\delta_{\ell-p} \lambda_k \lambda_\ell.$$  

(86)

The proof is the following. We have

$$\mathcal{E}\{c_{k,\ell}c_{p,q}\} = \mathcal{E}\{\left[\frac{1}{N} \sum_{n=1}^{N} s_{n,k}s_{n,l}\right] \left[\frac{1}{N} \sum_{n'=1}^{N} s_{n',l}'s_{n',p}\right]\}$$

$$= \frac{1}{N^2} \sum_{n=1}^{N} \sum_{n'=1}^{N} \mathcal{E}\{s_{n,k}s_{n,l}'s_{n',l}'s_{n',p}\}$$

Comparing this expression with the second line of (83), we can readily see that

$$\mathcal{E}\{c_{k,\ell}c_{p,q}\} = \mathcal{E}\{c_{k,\ell}c_{p,q}\}.$$  

(87)

Therefore, from (85), we obtain (86).

Let us now compute the mean of $\tilde{\eta}$. From (78) and (86), we have

$$\mathcal{E}\{\tilde{\eta}\} = \frac{1}{(\lambda_K - \lambda_{K+1})^2} \sum_{k=1}^{K} \sum_{l=K+1}^{M} \mathcal{E}\{c_{k,\ell}c_{p,q}\}$$

$$= \frac{1}{N(\lambda_K - \lambda_{K+1})^2} \sum_{k=1}^{K} \sum_{l=K+1}^{M} \lambda_k \lambda_\ell.$$  

(88)

Regarding the second-order moment, it follows the formula:

$$\mathcal{E}\{\tilde{\eta}^2\} = \frac{1}{(\lambda_K - \lambda_{K+1})^4} \sum_{k=1}^{K} \sum_{l=K+1}^{M} \sum_{\ell=K+1}^{k} \mathcal{E}\{c_{k,\ell}c_{k,\ell}c_{k',\ell'}c_{k',\ell'}\}.$$  

(89)

Expanding the summand using (82), we have

$$\mathcal{E}\{c_{k,\ell}c_{k,\ell}c_{k',\ell'}c_{k',\ell'}\} = \mathcal{E}\{c_{k,\ell}c_{k',\ell'}\} \mathcal{E}\{c_{k',\ell'}c_{k',\ell'}\}$$

$$+ \mathcal{E}\{c_{k,\ell}c_{k',\ell'}\} \mathcal{E}\{c_{k,\ell'}c_{k,\ell'}\} + \mathcal{E}\{c_{k,\ell'}c_{k,\ell'}\} \mathcal{E}\{c_{k',\ell}c_{k',\ell'}\}.$$  

(90)

Note that this is a sum of products consisting of factors of the form in either (81) or (86). As a consequence, all these products are $O(1/N^2)$ and we have

$$\mathcal{E}\{\tilde{\eta}^2\} = O(1/N^2).$$  

(91)
Finally, let us derive the asymptotic inequality. Start by decomposing the expectation of $\| \hat{P}_0 - P \|^2_F$ by conditioning on $\tilde{\eta}^2 < 1/4$:

$$
\mathbb{E}\{\| \hat{P}_0 - P \|^2_F \} = \mathbb{E}\{\| \hat{P}_0 - P \|^2_F \mid \tilde{\eta}^2 < 1/4\} \left(1 - \mathbb{P}(\tilde{\eta}^2 > 1/4)\right) + \mathbb{E}\{\| \hat{P}_0 - P \|^2_F \mid \tilde{\eta}^2 > 1/4\} \mathbb{P}(\tilde{\eta}^2 > 1/4) \quad (92)
$$

$$
= \mathbb{E}\{\| \hat{P}_0 - P \|^2_F \mid \tilde{\eta}^2 < 1/4\} + \mathbb{E}\{\| \hat{P}_0 - P \|^2_F \mid \tilde{\eta}^2 > 1/4\} - \mathbb{E}\{\| \hat{P}_0 - P \|^2_F \mid \tilde{\eta}^2 < 1/4\} \mathbb{P}(\tilde{\eta}^2 > 1/4).
$$

From (79), we have that the first term follows

$$
\mathbb{E}\{\| \hat{P}_0 - P \|^2_F \mid \tilde{\eta}^2 < 1/4\} \leq 8 \mathbb{E}\{\tilde{\eta}\}.
$$

Regarding the second term, the expectations inside the parenthesis are bounded, because projection matrices have components bounded by one. Besides, we may apply Markov’s inequality and use (91) to obtain

$$
\mathbb{P}(\tilde{\eta} > 1/4) = \mathbb{P}(\tilde{\eta}^2 > 1/16) < 16 \mathbb{E}\{\tilde{\eta}^2\} = O(1/N^2).
$$

So, we have that the whole second term in (92) is $O(1/N^2)$. And, therefore, is $o(1/N)$. In summary, recalling (88), we obtain the asymptotic inequality

$$
\mathbb{E}\{\| \hat{P}_0 - P \|^2_F \} \leq \frac{8}{N(\lambda_K - \lambda_{K+1})^2} \sum_{k=1}^{K} \sum_{\ell=K+1}^{M} \lambda_k \lambda_\ell + o\left(\frac{1}{N}\right). \quad (95)
$$

REFERENCES

[1] Harry L. van Trees, *Detection, Estimation, and Modulation Theory, Part IV, Optimum array processing*, John Wiley & Sons, Inc, first edition, 2002.

[2] H. Wang and M. Kaveh, “Coherent signal-subspace processing for the detection and estimation of angles of arrival of multiple wideband sources,” *IEEE Transactions on Acoustics, Speech, and Signal Processing*, vol. 33, no. 4, pp. 823–831, Aug 1985.

[3] S. Valaee and P. Kabal, “Wideband array processing using a two-sided correlation transformation,” *IEEE Transactions on Signal Processing*, vol. 43, no. 1, pp. 160–172, Jan 1995.

[4] T. K. Yasar and T. E. Tuncer, “Wideband DOA estimation for nonuniform linear arrays with Wiener array interpolation,” in *2008 5th IEEE Sensor Array and MUltichannel Signal Processing Workshop*, July 2008, pp. 207–211.

[5] W. J. Zeng and X. L. Li, “High-resolution multiple wideband and nonstationary source localization with unknown number of sources,” *IEEE Transactions on Signal Processing*, vol. 58, no. 6, pp. 3125–3136, June 2010.

[6] M. Wax, Tie-Jun Shan, and T. Kailath, “Spatio-temporal spectral analysis by eigenstructure methods,” *IEEE Transactions on Acoustics, Speech, and Signal Processing*, vol. 32, no. 4, pp. 817–827, Aug 1984.

[7] M. A. Doron, A. J. Weiss, and H. Messer, “Maximum-likelihood direction finding of wide-band sources,” *IEEE Transactions on Signal Processing*, vol. 41, no. 1, pp. 414–411, Jan 1993.

[8] Lean Yip, Joe C. Chen, Ralph E. Hudson, and Kung Yao, “Cramer-Rao bound analysis of wideband source localization and DOA estimation,” in *International Symposium on Optical Science and Technology*. International Society for Optics and Photonics, 2002, pp. 304–316.

[9] Joe C. Chen, Ralph E. Hudson, and Kung Yao, “Maximum-likelihood source localization and unknown sensor location estimation for wideband signals in the near-field,” *IEEE Transactions on Signal Processing*, vol. 50, no. 8, pp. 1843–1854, 2002.