GLOBAL EXISTENCE AND STABILITY OF NEARLY ALIGNED FLOCKS
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Abstract. We study regularity of a hydrodynamic singular model of collective behavior introduced in [10]. In this note we address the question of global well-posedness in multi-dimensional settings. It is shown that any initial data \((u, \rho)\) with small velocity variations \(|u(x) - u(y)| < \varepsilon\) relative to its higher order norms, gives rise to a unique global regular solution which aligns and flocks exponentially fast. Moreover, we prove that the limiting flocks are stable.

1. Introduction

In this note we study a hydrodynamic model of collective behavior given by

\[
\begin{cases}
\rho_t + \nabla \cdot (\rho u) = 0, \\
u_t + u \cdot \nabla u = [\mathcal{L}_\phi, u](\rho),
\end{cases}
\quad (x, t) \in \mathbb{T}^n \times \mathbb{R}_+.
\]

where the commutator \([\mathcal{L}_\phi, u](\rho) \coloneqq \mathcal{L}_\phi(\rho u) - \mathcal{L}_\phi(\rho) u\) involves a non-negative communication kernel \(\phi\), and \(\mathcal{L}_\phi\) is given by

\[
\mathcal{L}_\phi(f) \coloneqq \int_{\mathbb{T}^n} \phi(|x-y|) (f(y) - f(x)) dy.
\]

This model represents a macroscopic description of an agent-based Cucker-Smale dynamics. The basic objective of such models is to explain emergence of flocking and alignment in a wide range of biological and social systems, see [1, 4, 8, 13] and references therein. The system is driven by a self-organization process where agents exert influence on each other’s momenta through the kernel \(\phi\). The long time behavior is characterized by alignment, i.e. convergence of velocities \(u\) to a single value \(\bar{u}\), and flocking, which in our context is defined by convergence of the density \(\rho\) to a traveling wave \(\rho_{\infty}(x - \bar{u} t)\). A common deficiency of existing models is the use of long range connections expressed, for example, by \(\int_1^\infty \phi(r) dr = \infty\). Such connections, albeit necessary for the alignment, should be less dominant in a realistic system. In a new class of models introduced by E. Tadmor and the author in [9, 10, 11] and independently by T. Do, et al [5], we proposed to use the singular kernel of the fractional Laplacian given by

\[
\phi_\alpha(x) \coloneqq \sum_{k \in \mathbb{Z}^n} \frac{1}{|x + 2\pi k|^{n+\alpha}}, \quad 0 < \alpha < 2.
\]

which puts more emphasis on local interactions. Global well-posedness theory for these singular models has been developed only in 1D mainly due to presence of an additional
conserved quantity
\[ e = u_x + \mathcal{L}_\phi \rho. \]
It establishes control over higher order terms by means of a pointwise bound \(|e| < C\rho\). In
multi-dimensional settings the corresponding quantity is given by
\[ e = \nabla \cdot u + \mathcal{L}_\phi \rho, \]
and satisfies
\[ e_t + \nabla \cdot (ue) = (\nabla \cdot u)^2 - \text{Tr}(\nabla u)^2, \]
see [7] and Section 2 below for derivation. Lack of control on \(e\) in this case is part of the
reason why in multiple dimensions the model has no developed regularity theory. The two
notable exceptions are the result of Ha, et al [6] demonstrating global existence in the case
of smooth communication kernel \(\phi\) with small initial data in higher order Sobolev spaces,
\[ \|u\|_{H^{s+1}} < \varepsilon_0, \] where \(\varepsilon_0\) depends on \(\|\rho_0\|_{H^s}\); and He and Tadmor, [7] with global existence
in 2D under a smallness assumption only on the initial amplitude of \(u\), spectral gap of the
stretch tensor \(\nabla u + \nabla^\top u\), and under the threshold condition \(e \geq 0\) (also necessary in 1D for
smooth kernels, [1]).

The goal of this note is to address global existence of smooth solutions for singular models
(1) – (3) in any dimension under periodic boundary conditions. We establish a small initial
data result where smallness is expressed only in terms of the initial amplitude of the solution.
To be precise, let us introduce some notation and terminology. We define the amplitude by
\[ A(t) = \sup_{x \in \mathbb{T}^n} |u(x, t) - \bar{u}|, \]
where \(\bar{u} = \mathcal{P}/\mathcal{M}, \mathcal{P} = \int_{\mathbb{T}^n} u \rho \, dx, \mathcal{M} = \int_{\mathbb{T}^n} \rho \, dx\). Observe that the momentum \(\mathcal{P}\) and mass
\(\mathcal{M}\) are conserved. Exactly the same argument as in [10] applied to each component of \(u\)
proves the following a priori bound:
\[ A(t) \leq A_0 e^{-\phi_{\min} \mathcal{M} t}, \quad \phi_{\min} = \min_{x \in \mathbb{T}^n} \phi(x). \]
Hence, global solutions automatically align exponentially fast. Note that \((\bar{u}, \bar{\rho})\), where \(\bar{\rho} = \rho_\infty (x - t\bar{u})\) and \(\bar{u}\) is constant, is a traveling wave solution to (1). We call it a flocking state.
As shown in [9, 11] any solution to (1) in 1D for any \(0 < \alpha < 2\) converges exponentially fast
to some flocking state in smooth regularity classes.

We use \(| \cdot |_X\) to denote standard metrics and \([\cdot]\)\(_s\) to denote the homogeneous metric of \(\dot{W}^{s,\infty}\). We now state our main result.

**Theorem 1.1.** Let \(0 < \alpha < 2\). There exists an \(N \in \mathbb{N}\) such that for any sufficiently large
\(R > 0\) any initial condition \((u_0, \rho_0) \in H^m(\mathbb{T}^n) \times H^{m-1+\alpha}(\mathbb{T}^n), m \geq n + 4\), satisfying
\[ |\rho_0|_\infty, |\rho_0^{-1}|_\infty, [u_0]_3, [\rho_0]_3 \leq R, \]
\[ A_0 \leq \frac{1}{R^N}, \]
gives rise to a unique global solution in class \(C([0, \infty) : H^m \times H^{m-1+\alpha})\). Moreover, the
solution converges to a flocking state exponentially fast at least in \(C^1\):
\[ |\rho(t) - \bar{\rho}(t)|_{C^1} < Ce^{-\delta t}. \]
Finally we note that the argument of Theorem 1.1 establishes a uniform control on $C^{2}$-norms of $u$ and the distance between the initial density $\rho_{0}$ and its final distribution $\rho_{\infty}$. As a consequence we obtain a stability result for flocking states.

**Theorem 1.2.** Let $(\bar{u}, \bar{\rho})$ be a flocking state, where $\bar{\rho}(x) = \rho_{\infty}(x - t\bar{u})$, and let $(u_{0}, r_{0})$ be an initial data satisfying the conditions of Theorem 1.1. Suppose $|u_{0} - u|_{\infty} + |r_{0} - \rho_{\infty}|_{\infty} < \varepsilon$. Then the solution will converge to another flock $r_{\infty}$ with $|r_{\infty} - \rho_{\infty}|_{\infty} < \varepsilon^{\theta}$, where $\theta \in (0, 1)$ depends only on $\alpha$.

2. Proof of the main result

**Local existence and regularity criterion.** First, to see (4), we take the divergence of the momentum equation, denoting $d = \nabla \cdot u$,

$$d_{t} + u \cdot \nabla d + \text{Tr}(\nabla u)^{2} = \mathcal{L}_{\phi}(\nabla \cdot (u\rho)) - u \cdot \nabla L_{\phi}\rho - dL_{\phi}\rho.$$ 

Replacing $L_{\phi}(\nabla \cdot (u\rho)) = -L_{\phi}\rho\phi$ and collecting the terms we obtain (4).

The proof of local existence in space $u, \rho \in H^{m}$ for $m \geq n + 4$ carries over ad verbatim from 1D case, see [10]. Although the right hand side of (4) is not zero, it is quadratic in $\nabla u$. This results in the same a priori bound on the $e$-quantity:

$$\partial_{t}|e|_{H^{m-1}}^{2} \leq C(|e|_{H^{m-1}}^{2} + |u|_{H^{m}}^{2})(|\nabla u|_{\infty} + |e|_{\infty}).$$

The bound on $u$ is also the same as in [10]. We still have the Riccati bound $Y = |u|_{H^{m}} + |e|_{H^{m-1}} + |\rho|_{2} \sim |u|_{H^{m}} + |\rho|_{H^{m-1+n}}$:

$$Y_{t} \leq CY^{2}.$$ 

Along with the local existence estimates comes a Beale-Kato-Mayda type regularity criterion: as long as $|\nabla u|_{\infty}$ is bounded on an interval $[0, T]$, all the higher order norms remain bounded as well, and hence the solution can be extended beyond $T$. The only difference being the $\nabla u$-term in the $e$-equation, which under BKM condition remains bounded, and hence so is $|e|_{\infty}$, which closes the estimate (8).

In order to control $|\nabla u|_{\infty}$ it is sufficient to establish control over a higher order Hölder metric. We choose to work with the $C^{2+\gamma}$-norm as opposed to, say, $C^{1+\gamma}$-norm for two technical reasons. First, it will be necessary to overcome the singularity of the kernel for values of $\alpha$ greater than 1, for which $C^{1+\gamma}$ is insufficient. Second, as a byproduct we establish control over $|\nabla^{2} u|_{\infty}$ as well, which will lead us to the proof of strong flocking as in [11].

From now on we will fix an exponent $0 < \gamma < 1$ to be identified later but dependent only on $\alpha$. The following notation will be used throughout:

$$\delta_{h} u(x) = u(x + h) - u(x), \quad \tau_{z} u(x) = u(x + z)$$

$$\delta_{h}^{2} u = \delta_{h}(\delta_{h} u), \quad \delta_{h}^{3} u = \delta_{h}(\delta_{h}(\delta_{h} u)).$$

We use the Hölder metric defined via third order finite differences

$$[u]_{2+\gamma} = \sup_{x, h \in \mathbb{T}^{n}} \frac{|\delta_{h}^{3} u(x)|}{|h|^{2+\gamma}}.$$ 

The equivalence of (9) to the classical norm $[\nabla^{2} u]_{\gamma}$ is a well known result in approximation theory, see [12].

**Breakthrough scenario.** We assume that we are given a local solution $(u, \rho) \in C([0, \infty) : H^{m} \times H^{m-1+n})$ satisfying the assumptions of the Theorem. Note that in view of the smallness assumption on $A_{0}$, the norm $[u(t)]_{2+\gamma}$ will remain smaller than 1 at least for a short
period of time. We thus study a possible critical time $t^* < T$ at which the solution reaches size $R$ for the first time:

(10) \[ [u(t^*)]_{2+\gamma} = R, \quad [u(t)]_{2+\gamma} < R, \quad t < t^*. \]

A contradiction will be achieved if we show that $\partial_t [u(t^*)]_{2+\gamma} < 0$. This would establish the bound $[u(t)]_{2+\gamma} < R$ on the entire interval of existence, and hence extension to a global solution.

Preliminary estimates on $[0, t^*]$. First we observe two simple bounds:

(11) \[ [u(t)]_1, [u(t)]_2 < R^{1-\frac{\alpha}{2}} e^{-\frac{c_0 t}{R}}, \text{ for all } t \leq t^*, \]

provided $R$ and $N$ are sufficiently large. Indeed, in view of (6) and $\mathcal{M} \geq 1/R$,

\[ [u]_1 \leq A^{\frac{1+\gamma}{2+\gamma}} [u]^{\frac{2}{2+\gamma}} \leq R^{1-N/2} e^{-c_0 t/R} < R^{1-\frac{\alpha}{2}} e^{-\frac{c_0 t}{R}}, \]

and similarly,

\[ [u]_2 \leq A^{\frac{2}{2+\gamma}} [u]^{\frac{2}{2+\gamma}} \leq R^{1-N} \frac{2}{2+\gamma} e^{-c_0 t/R} \leq R^{1-\frac{\alpha}{2}} e^{-\frac{c_0 t}{R}}. \]

Next, we provide bounds on the density. Let us denote $\underline{\rho}$ and $\overline{\rho}$ the minimum and maximum of $\rho$, respectively. Denote $d = \nabla \cdot u$. The classical estimates imply

\[ \rho_0 \exp \left\{ - \int_0^t |d(s)|_\infty \, ds \right\} \leq \underline{\rho}(t), \quad \overline{\rho}(t) \leq \rho_0 \exp \left\{ \int_0^t |d(s)|_\infty \, ds \right\}. \]

By (11), $|d|_\infty \leq R^{-3} e^{-c_0 s/R}$. Thus,

\[ \int_0^t |d(s)|_\infty \, ds \leq c R^{-2} \leq \ln 2, \]

Hence, we obtain the estimates

(12) \[ \frac{1}{2R} \leq \underline{\rho}(t), \quad \overline{\rho}(t) \leq 2R. \]

To get similar bounds for higher order derivatives of $\rho$ we resort to the $e$-quantity. Note that the right hand side of the $e$-equation is bounded by

\[ |(\nabla \cdot u)^2 - \text{Tr}(\nabla u)^2| \leq c |u|^2_1 \leq R^{-6} e^{-c_0 t/R}. \]

From (4) we thus obtain

\[ \frac{d}{dt} |e|_\infty \leq R^{-3} e^{-c_0 t/R} |e|_\infty + R^{-6} e^{-c_0 t/R}. \]

Again, by Grönwall, and using that $|e_0|_\infty < R$,

(13) \[ |e|_\infty \leq 2R, \]

The estimate for $\nabla e$ follows similar calculation. Differentiating and performing standard estimates we obtain

\[ \frac{d}{dt} [e]_1 \leq [u]_1 [e]_1 + [u]_2 |e|_\infty + c [u]_1 [u]_2. \]

Using (11) we obtain

\[ \frac{d}{dt} [e]_1 \leq R^{-3} e^{-c_0 t/R} [e]_1 + 2 R^{-2} e^{-c_0 t/R} + c R^{-3} e^{-c_0 t/R}. \]
Note that initially \(|e_0|_1 \leq [u_0]_2 + [\rho_0]_3 < 2R\). So, by Grönwall,
\[ [e]_1 \leq 4R, \]
and hence, for \(\alpha \neq 1\), we obtain
\[ [\rho]_{1+\alpha} \leq 5R, \]
while for \(\alpha = 1\),
\[ |\mathcal{L}_1 \rho|_1 \leq 5R. \]
The latter does not guarantee a bound in \(W^{2,\infty}\), however it implies bounds in other borderline classes such as Zygmund or Besov \(B^2_{\infty,\infty}\). It will be sufficient for what follows to reduce the exponent 2 by \(\gamma > 0\), which will ultimately depend on \(\alpha\) only, and quote the case \(\alpha \geq 1\) as
\[ [\rho]_{1+\alpha-\gamma} \leq C_\alpha R. \]

**Nonlinear bound on dissipation.** We establish another auxiliary bound on the dissipation term similar to the nonlinear maximum principle estimate of Constantin and Vicol [3], see also [2]. Denote
\[ D_\alpha f(x) = \int_{\mathbb{R}^n} |f(x + z) - f(x)|^2 \frac{dz}{|z|^{n+\alpha}}. \]

**Lemma 2.1.** There is an absolute constant \(c_0 > 0\) such that
\[ D_\alpha \delta_h^3 u(x) \geq c_0 \frac{|\delta_h^3 u(x)|^{2+\alpha}}{|u_0|_2 |h|^{3\alpha}}. \]

**Proof.** Let us fix a smooth cut-off function \(\psi\), and fix an \(r > 0\). We obtain
\[
D_\alpha \delta_h^3 u(x) \geq \int |\delta_z \delta_h^3 u(x)|^2 \frac{1 - \psi(z/r)}{|z|^{n+\alpha}} \, dz \\
\quad \geq \int (|\delta_h^3 u(x)|^2 - 2|\delta_h^3 u(x)\delta_h^3 u(x + z)|) \frac{1 - \psi(z/r)}{|z|^{n+\alpha}} \, dz \\
\quad \geq |\delta_h^3 u(x)|^2 \frac{1}{r^\alpha} - 2\delta_h^3 u(x) \int \delta_h^3 u(x + z) \frac{1 - \psi(z/r)}{|z|^{n+\alpha}} \, dz.
\]
Notice that
\[ \delta_h^3 u(x + z) = \int_0^1 \int_0^1 \int_0^1 \nabla_z^3 u(x + z + (\theta_1 + \theta_2 + \theta_3) h)(h, h, h) \, d\theta_1 \, d\theta_2 \, d\theta_3. \]
Integrating by parts in \(z\) once, and using the bound
\[
\left| \nabla_z \frac{1 - \psi(z/r)}{|z|^{n+\alpha}} \right| \leq \frac{c}{|z|^{n+\alpha+1}} \chi_{|z| \geq r},
\]
we obtain
\[
\left| \int \delta_h^3 u(x + z) \frac{1 - \psi(z/r)}{|z|^{n+\alpha}} \, dz \right| \leq C[u]_2 \frac{|h|^3}{r^{\alpha+1}}.
\]
We continue with the estimate:
\[ D_\alpha \delta_h^3 u(x) \geq |\delta_h^3 u(x)|^2 \frac{1}{r^\alpha} - C[u]_2 |\delta_h^3 u(x)| \frac{|h|^3}{r^{\alpha+1}}. \]
Optimizing in \(r\) yields the result. \(\square\)
In view of the preliminary estimates we established and the assumption of the breakthrough scenario, we consequently obtain

\[
\frac{1}{|h|^{4+2\gamma}} D_\alpha \delta_h^3 u(x) \geq \frac{R^{8+\alpha}}{|h|^{\alpha(1-\gamma)}}.
\]

**Main estimates.** With all ingredients at hand we are now ready to use the equation to make estimate on the derivative of \(|u|_{2+\gamma}^2\). Let \((x, h) \in \mathbb{T}^n\) be a pair for which the supremum (9) is attained. We write the equation for the third order difference:

\[
\partial_t \delta_h^3 u + \delta_h^3 (u \nabla u) = \int_\mathbb{R} \delta_h^3 [\rho(\cdot + z)(u(\cdot + z) - u(\cdot))] \frac{dz}{|z|^{\alpha+\alpha}}.
\]

Denote

\[
B = \delta_h^3 (u \nabla u),
\]

\[
I = \int_\mathbb{R} \delta_h^3 [\rho(\cdot + z)(u(\cdot + z) - u(\cdot))] \frac{dz}{|z|^{\alpha+\alpha}}.
\]

We will be testing the equation with \(\delta_h^3 u(x)/|h|^{4+2\gamma}\). To expand the bilinear terms we make use of the product formula

\[
\delta_h^3(fg) = \delta_h^3(f\tau_{3h}\nabla u + 3\delta_h^2 f \delta_h \tau_{3h} u + 3\delta_h f \delta_h^2 \tau_{3h} u + f \delta_h^3 u).
\]

For the B-term we obtain

\[
B = \delta_h^3 u \tau_{3h} \nabla u + 3\delta_h^2 u \delta_h \tau_{3h} \nabla u + 3\delta_h u \delta_h^2 \tau_{3h} \nabla u + u \nabla \delta_h^3 u.
\]

Note that the last term vanishes due to criticality. Thus, we can estimate

\[
\frac{1}{|h|^{2+\gamma}} |B| \leq |u|_{2+\gamma} |u|_1 + 3|h|^{-\gamma} |u|_2^2 + 3|u|_1 |u|_{2+\gamma} \lesssim |u|_{2+\gamma} |u|_1 + |h|^{-\gamma} |u|_2^2.
\]

Multiplying by another \([u]_{2+\gamma} = R\) and using (11) we obtain

\[
\frac{|u|_{2+\gamma}^2}{|h|^{2+\gamma}} |B| \lesssim R^{-1} + R^{-5} < 1.
\]

We now turn to the I-term which contains dissipation. The integrand is given by \(\delta_h^3 [\tau_{z\rho} \delta_z u]\). So, we expand similarly using commutativity \(\delta_h \delta_z = \delta_z \delta_h\):

\[
\delta_h^3 [\tau_{z\rho} \delta_z u] = \delta_h^3 \tau_{z\rho} \tau_{3h} \delta_z u + 3\delta_h^2 \tau_{z\rho} \tau_{2h} \delta_h \delta_z u + 3\delta_h \tau_{z\rho} \tau_{h} \delta_h^2 \delta_z u + \tau_{z\rho} \delta_z \delta_h^3 u.
\]

Multiplying upon \(\delta_h^3 u\) the last term becomes dissipative:

\[
\tau_{z\rho} \delta_z \delta_h^3 u \delta_h^3 u \leq -\frac{1}{2\rho} |\delta_z \delta_h^3 u|^2.
\]

Dividing by \(|h|^{4+2\gamma}\) and using (17) we obtain

\[
\frac{1}{2|h|^{4+2\gamma}} D_\alpha \delta_h^3 u(x) \geq \frac{R^8}{|h|^{\alpha(1-\gamma)}}.
\]

At this point it is clear that the transport term estimated in (20) is completely absorbed into dissipation at the critical time \(t^*\):

\[
\partial_t [u]^2_{2+\gamma} \leq -\frac{R^7}{|h|^{\alpha(1-\gamma)}} + \frac{\delta_h^3 u(x)}{|h|^{4+2\gamma}} II.
\]
Here $II$ contains all the remaining three terms of $I$:

$$II = \int_{\mathbb{R}^n} \left| \delta_h^3 \tau_\sigma \tau_{3h} \delta_z u + 3 \delta_h^2 \tau_\sigma \tau_{2h} \delta_z u + 3 \delta_h \tau_\sigma \tau_h \delta_z^2 u \right| \frac{dz}{|z|^{n+\alpha}} = II_1 + 3II_2 + 3II_3.$$ 

Let us now turn to estimates on each of the remaining $II_i$ terms. Specifically, we will be aiming to obtain bounds of the form

$$\frac{1}{|h|^{2+\gamma}} |II_i| \lesssim \frac{|h|^\varepsilon}{|h|^{\alpha(1-\gamma)}}$$

for some $\varepsilon > 0$ provided $\gamma$ is sufficiently small. This consequently makes the dissipation term absorb all the remaining terms in the equation.

We start with $II_2$. For $\alpha < 1$, we use (11) and (14) to obtain

$$|\delta_h^2 \tau_\sigma \rho| \leq |\rho|_{1+\alpha} |h|^{1+\alpha} \lesssim R|h|^{1+\alpha}$$

$$|\tau_{2h} \delta_\delta \delta_z u| \leq |u|_2 |h| \min\{|z|, 1\} \lesssim R^{-1} |h| \min\{|z|, 1\}.$$ 

Thus, the singularity is removed and we obtain

$$\frac{1}{|h|^{2+\gamma}} |II_2| \lesssim |h|^{\alpha-\gamma},$$

which clearly implies (23) for sufficiently small $\gamma$. In the case $\alpha \geq 1$ we first symmetrize

$$II_2 = \frac{1}{2} \int_{\mathbb{R}^n} \left| \delta_h^2 (\tau_z - \tau_{-z}) \rho \tau_{2h} \delta_\delta \delta_z u + \delta_h^2 \tau_\sigma \rho \tau_{2h} \delta_\delta (\delta_z + \delta_{-z}) u \right| \frac{dz}{|z|^{n+\alpha}}.$$ 

For the first part we use (15):

$$|\delta_h^2 (\tau_z - \tau_{-z}) \rho| \leq R \min\{|h|^{1+\alpha-\gamma}, |h|^{\alpha-\gamma} |z|\}$$

$$|\tau_{2h} \delta_\delta \delta_z u| \leq R^{-1} |h| \min\{|z|, 1\}.$$ 

Hence,

$$\frac{1}{|h|^{2+\gamma}} \int_{\mathbb{R}^n} \left| \delta_h^2 (\tau_z - \tau_{-z}) \rho \tau_{2h} \delta_\delta \delta_z u \right| \frac{dz}{|z|^{n+\alpha}} \leq \frac{|h|^{1+\alpha-\gamma}}{|h|^{2+\gamma}} \leq \frac{|h|^{\alpha-2\gamma-1+\alpha(1-\gamma)}}{|h|^{\alpha(1-\gamma)}}.$$ 

Clearly, $\alpha - 2\gamma - 1 + \alpha(1-\gamma) > 0$. Lastly, using that $(\delta_z + \delta_{-z})u$ is the second difference,

$$|\delta_h^2 \tau_\sigma \rho \tau_{2h} \delta_\delta (\delta_z + \delta_{-z}) u| \leq |h|^{2-\gamma} \min\{|z|^2, 1\}$$ 

we obtain

$$\frac{1}{|h|^{2+\gamma}} \int_{\mathbb{R}^n} \left| \delta_h^2 \tau_\sigma \rho \tau_{2h} \delta_\delta (\delta_z + \delta_{-z}) u \right| \frac{dz}{|z|^{n+\alpha}} \leq \frac{|h|^{2-\gamma}}{|h|^{2+\gamma}} \leq \frac{h^{\alpha(1-\gamma)-2\gamma}}{|h|^{\alpha(1-\gamma)}}.$$ 

This completes the bounds on $II_2$.

As to $II_3$ we proceed similarly. For $\alpha < 1$, we use

$$|\delta_h \tau_\sigma \rho \tau_h \delta_h^2 \delta_z u| \leq |h|^2 \min\{|z|, 1\}.$$ 

Hence,

$$\frac{1}{|h|^{2+\gamma}} |II_3| \lesssim \frac{|h|^2}{|h|^{2+\gamma}} \leq \frac{h^{\alpha(1-\gamma)-\gamma}}{|h|^{\alpha(1-\gamma)}}.$$ 

The power in the numerator is positive for sufficiently small $\gamma$. For $\alpha \geq 1$, we again symmetrize first

$$II_3 = \frac{1}{2} \int_{\mathbb{R}^n} \left| \delta_h (\tau_z - \tau_{-z}) \rho \tau_h \delta_h^2 \delta_z u + \delta_h \tau_\sigma \rho \tau_h \delta_h^2 (\delta_z + \delta_{-z}) u \right| \frac{dz}{|z|^{n+\alpha}}.$$
Thus,
\[
|\delta_h (\tau_z - \tau_{-z}) \rho \tau_h \delta^2_{\tau} u| \leq \min \{|h|^3, |h|^1 \}
\]
\[
|\delta_h \tau_z \rho \tau_h \delta^2_{\tau} (\delta_z + \delta_{-z}) u| \leq \min \{|h|^3, |h||z|^2\}
\]
The first term results in an estimate as before. For the second we split the integration into regions $|z| < r$ and $|z| > r$ to obtain the bound by $|h|r^{-\alpha} + |h|^3 r^{-\alpha}$. Setting $r = |h|$ leads to a further bound by $|h|^3 - \alpha$ which implies the desired (23).

Estimates on $II_1$ are somewhat more involved. For the case $\alpha \geq 1$ we symmetrize:
\[
II_1 = \frac{1}{2} \int_{\mathbb{R}^n} \delta^3_h (\tau_z \rho - \tau_{-z} \rho) \tau_3h \delta_z u + \delta^3_h \tau_z \rho \tau_3h (\delta_z u + \delta_{-z} u)] \frac{dz}{|z|^{n+\alpha}}.
\]
For the first half we use
\[
|\delta^3_h (\tau_z \rho - \tau_{-z} \rho) \tau_3h \delta_z u| \leq |h|^\alpha \min \{|z|^2, |h|\}.
\]
For the second half we use
\[
|\delta^3_h \tau_z \rho \tau_3h (\delta_z u + \delta_{-z} u)| \leq |h|^{1+\alpha} \min \{|z|^2, 1\},
\]
so, this is estimated as before. One can see that in fact the estimates above extend to the range $\alpha > \frac{1}{2}$, but not all the way to zero. The problem is that the density takes all the variations in $h$ and not fully uses them, while $u$ cannot directly contribute. So, we will swap one $h$-difference back onto $u$. We start from the original formula
\[
II_1 = \int_{\mathbb{R}^n} \delta^3_h \tau_z \rho (x) \tau_3h \delta_z u(x) \frac{dz}{|z|^{n+\alpha}}.
\]
Over the region $|z| < 10|h|$ we estimate directly using the same cut-off function $\psi$ as earlier:
\[
\int_{\mathbb{R}^n} |\delta^3_h \tau_z \rho (x) \tau_3h \delta_z u(x)| \psi \left( \frac{z}{10|h|} \right) \frac{dz}{|z|^{n+\alpha}} \leq \int_{|z| < 10|h|} |h|^{1+\alpha} \frac{dz}{|z|^{n+\alpha-1}} \lesssim |h|^2,
\]
this results in (23). For the remaining part, let us denote for clarity $f = \delta^3_h \rho$. So, $\delta^3_h \tau_z \rho (x) = f(x + h + z) - f(x + z)$. We write
\[
\int_{\mathbb{R}^n} (f(x + h + z) - f(x + z)) \tau_3h \delta_z u(x) \frac{(1 - \psi \left( \frac{z}{10|h|} \right))}{|z|^{n+\alpha}} dz
\]
\[
= \int_{\mathbb{R}^n} f(x + z) \left( \tau_3h \delta_{z-h} u(x) \frac{(1 - \psi \left( \frac{z-h}{10|h|} \right))}{|z-h|^{n+\alpha}} - \tau_3h \delta_z u(x) \frac{(1 - \psi \left( \frac{z}{10|h|} \right))}{|z|^{n+\alpha}} \right) dz
\]
\[
= \int_{\mathbb{R}^n} f(x + z) \tau_3h (\delta_{z-h} u(x) - \delta_z u(x)) \frac{(1 - \psi \left( \frac{z-h}{10|h|} \right))}{|z-h|^{n+\alpha}} dz
\]
\[
- \int_{\mathbb{R}^n} f(x + z) \tau_3h \delta_z u(x) \left( \frac{(1 - \psi \left( \frac{z-h}{10|h|} \right))}{|z-h|^{n+\alpha}} - \frac{(1 - \psi \left( \frac{z}{10|h|} \right))}{|z|^{n+\alpha}} \right) dz
\]
Note that the integrals are still supported on $|z| > 9|h|$, where $|z - h| \sim |z|$. Estimating the first part we use
\[
|\delta_{z-h} u(x) - \delta_z u(x)| = |u(x + z - h) - u(x + z)| \leq |h|
\]
\[
|f(x + z)| \leq |h|^{1+\alpha}.
\]
thus,
\[ \left| \int_{\mathbb{R}^n} f(x + z)\tau_{3h}(\delta_{z-h}u(x) - \delta_zu(x)) \frac{(1 - \psi(\frac{z-h}{10|h|}))}{|z - h|^{n+\alpha}} \, dz \right| \leq |h|^{2+\alpha} \int_{|z|>|h|} \frac{dz}{|z|^{n+\alpha}} \leq |h|^2, \]
which implies (23). Finally, for the second part we use
\[ \left(1 - \psi(\frac{z-h}{10|h|})\right) - \left(1 - \psi(\frac{z}{10|h|})\right) \leq |h| \frac{I_{|z|>9|h|}}{|z|^{n+\alpha+1}} \leq \frac{|h| I_{|z|>9|h|}}{|z|^{n+\alpha+1}}, \]
and
\[ |f(x+z)\tau_{3h}\delta_zu(x)| \leq |h|^{1+\alpha}|z|. \]
Integration produces the same estimate as for the first part.

We have established that \( \partial_t[u(t^*)]^2_{2+\gamma} < 0 \) at the critical time, which finishes the proof.

**Flocking.** We have constructed solutions which enjoy the global bounds (11) and (15), which in turn implies \( |\nabla \rho|_\infty < CR \). Arguing as in [11], we denote \( \tilde{\rho}(x,t) := \rho(x+t\tilde{u},t) \):
\[ \partial_t \tilde{\rho} = -(u - \tilde{u}) \cdot \nabla \tilde{\rho} - \tilde{d}, \]
where all the \( u \)'s are evaluated at \( x + t\tilde{u} \). According to the established bounds, the right hand side is exponentially decaying quantity in \( L^\infty \):
\[ |(u - \tilde{u}) \cdot \nabla \tilde{\rho} + \tilde{d}|_\infty \leq Ce^{-\delta t}. \]
Hence, \( \tilde{\rho}(t) \) is Cauchy as \( t \to \infty \), and hence there exists a unique limiting state, \( \rho_\infty(x) \), such that
\[ |\tilde{\rho}(\cdot,t) - \rho_\infty(\cdot)|_\infty < C_1 e^{-\delta t}. \]
Shifting back to labels \( x \), \( \tilde{\rho}(x,t) = \rho_\infty(x-t\tilde{u}) \), we have
\[ |\rho(\cdot,t) - \tilde{\rho}(\cdot,t)|_\infty < C_1 e^{-\delta t}. \]
We also have \( \tilde{\rho} \in W^{1+\alpha-\gamma,\infty} \) by compactness. Using again (15) and by interpolation we have convergence in the \( W^{1,\infty} \)-metric as well:
\[ [\rho(\cdot,t) - \tilde{\rho}(\cdot,t)]_1 < C_2 e^{-\delta t}. \]

**Stability.** The computation above shows that in fact the limiting flock \( r_\infty \) differs little from initial density \( r_0 \) under the conditions of Theorem 1.2. Indeed, setting \( R \) such that \( \varepsilon = 1/R^N \) (here \( \varepsilon > 0 \) is small), we obtain via (11),
\[ |\partial_t r|_\infty \leq CR^{-2}e^{-\alpha t/R}. \]
Hence, \( |r_\infty - r_0|_\infty \leq \frac{C}{c_0 R} = \varepsilon^\beta \). Since \( |r_0 - \rho_\infty| < \varepsilon \), this finishes the result.
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