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Abstract—Semi-Non-negative Matrix Factorization is a technique that learns a low-dimensional representation of a dataset that lends itself to a clustering interpretation. It is possible that the mapping between this new representation and our original data matrix contains rather complex hierarchical information with implicit lower-level hidden attributes, that classical one level clustering methodologies can not interpret. In this work we propose a novel model, Deep Semi-NMF, that is able to learn such hidden representations that allow themselves to an interpretation of clustering according to different, unknown attributes of a given dataset. We also present a semi-supervised version of the algorithm, named Deep WSF, that allows the user of (partial) prior information for each of the known attributes of a dataset, that allows the model to be used on datasets with mixed attribute knowledge. Finally, we show that our models are able to learn low-dimensional representations that are better suited for clustering, but also classification, outperforming Semi-Non-negative Matrix Factorization, but also other state-of-the-art methodologies variants.
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1 INTRODUCTION

Matrix factorization is a particularly useful family of techniques in data analysis. In recent years, there has been a significant amount of research on factorization methods that focus on particular characteristics of both the data matrix and the resulting factors. Non-negative matrix factorization (NMF), for example, focuses on the decomposition of non-negative multivariate data matrix $X$ into factors $Z$ and $H$ that are also non-negative, such that $X \approx ZH$. The application area of the family of NMF algorithms has grown significantly during the past years. It has been shown that they can be a successful dimensionality reduction technique over a variety of areas including, but not limited to, environmental metrics [1], microarray data analysis [2], [3], document clustering [4], face recognition [5], [6], blind audio source separation [7] and more. What makes NMF algorithms particularly attractive is the non-negativity constraints imposed on the factors they produce, allowing for better interpretability. Moreover, it has been shown that NMF variants (such as the Semi-NMF) are equivalent to a soft version of $k$-means clustering, and that in fact, NMF variants are expected to perform better than $k$-means clustering particularly when the data is not distributed in a spherical manner [8], [9].

In order to extend the applicability of NMF in cases where our data matrix $X$ is not strictly non-negative, [8] introduced Semi-NMF, an NMF variant that imposes non-negativity constraints only on the second factor $H$, but allows mixed signs in both the data matrix $X$ and the first factor $Z$. This was motivated from a clustering perspective, where $Z$ represents cluster centroids, and $H$ represents soft membership indicators for every data point, allowing Semi-NMF to learn new lower-dimensional features from the data that have a convenient clustering interpretation.

It is possible that the mapping $Z$ between this new representation $H$ and our original data matrix $X$ contains rather complex hierarchical and structural information. Such a complex dataset $X$ is produced by a multi-modal data distribution which is a mixture of several distributions, where each of these constitutes an attribute of the dataset. Consider for example the problem of mapping images of faces to their identities: a face image also contains information about attributes like pose and expression that can help identify the person depicted. One could argue that by further factorizing this mapping $Z$, in a way that each factor adds an extra layer of abstraction, one could automatically learn such latent attributes and the intermediate hidden representations that are implied, allowing for a better higher-level feature representation $H$. In this work, we propose Deep Semi-NMF, a novel approach that is able to factorize a matrix into multiple factors in an unsupervised fashion – see Figure 1, and it is therefore able to learn multiple hidden representations of the original data. As Semi-NMF has a close relation to $k$-means clustering, Deep Semi-NMF also has a clustering interpretation according to the different latent attributes of our dataset, as demonstrated in Figure 2. Using a non-linear deep model for matrix factorization also allows us to project data-points which are not initially linearly separable into a representation...
A preliminary version of this work has appeared in [14].
2.1 Semi-NMF

In turn, Semi-NMF [8] relaxes the non-negativity constraints of NMF and allows the data matrix $X$ and the loadings matrix $Z$ to have mixed signs, while restricting only the features matrix $H$ to comprise of strictly non-negative components, thus approximating the following factorization:

$$X^{±} ≈ Z^{±} H^{±}.$$  

(1)

This is motivated from a clustering perspective. If we view $Z = [z_1, z_2, \ldots, z_k]$ as the cluster centroids, then $H = [h_1, h_2, \ldots, h_n]$ can be viewed as the cluster indicators for each datapoint.

In fact, if we had a matrix $H$ that was not only non-negative but also orthogonal, such that $HH^{T} = I$ [8], then every column vector would have only one positive element, making Semi-NMF equivalent to $k$-means, with the following cost function:

$$C_{k-means} = \sum_{i=1}^{n} \sum_{j=1}^{k} h_{kj} \| x_i - z_k \|^2 = \| X - ZH \|^2_F.$$  

(2)

where $\| \cdot \|$ denotes the $L_2$-norm of a vector and $\| \cdot \|_F$ the Frobenius norm of a matrix.

Thus Semi-NMF, which does not impose an orthogonality constraint on its features matrix, can be seen as a soft clustering method where the features matrix describes the compatibility of each component with a cluster centroid, a base in $Z$. In fact, the cost function we optimize for approximating the Semi-NMF factors is indeed:

$$C_{\text{Semi-NMF}} = \| X - ZH \|^2_F.$$  

(3)

We optimize $C_{\text{Semi-NMF}}$ via an alternate optimization of $Z^{±}$ and $H^{±}$: we iteratively update each of the factors while fixing the other, imposing the non-negativity constraints only on the features matrix $H$:

$$Z \leftarrow XH^{†}$$  

(4)

and

$$H \leftarrow H \odot \begin{bmatrix} Z^{†} X^{\text{pos}} + Z^{†} Z^{\text{neg}} H^{\text{pos}} \\ Z^{†} X^{\text{neg}} + Z^{†} Z^{\text{pos}} H^{\text{pos}} \end{bmatrix}.$$  

(5)

where $\epsilon$ is a small number to avoid division by zero, $A^{\text{pos}}$ is a matrix that has the negative elements of matrix $A$ replaced with 0, and similarly $A^{\text{neg}}$ is one that has the positive elements of $A$ replaced with 0:

$$\forall i,j, A^{\text{pos}}_{ij} = \frac{|A_{ij}| + A_{ij}}{2}, \quad A^{\text{neg}}_{ij} = \frac{|A_{ij}| - A_{ij}}{2}.$$  

(6)

2.2 State-of-the-art for learning features for clustering based on NMF-variants

In this work, we compare our method with, among others, the state-of-the-art NMF techniques for learning features for the purpose of clustering. [19] proposed a graph-regularized NMF (GNMF) which takes into account the intrinsic geometric and discriminating structure of the data space, which is essential to the real-world applications, especially in the area of clustering. To accomplish this, GNMF constructs a nearest neighbor graph to model the manifold structure. By preserving the graph structure, it allows the learned features to have more discriminating power than the standard NMF algorithm, in cases that the data are sampled from a submanifold which lies in a higher dimensional ambient space.

Closest to our proposal is recent work that has presented NMF-variants that factorize $X$ into more than 2 factors. Specifically, [20] have demonstrated the concept of Multi-Layer NMF on a set of facial images and [21], [22], [23] have proposed similar NMF models that can be used for Blind Source Separation, classification of digit images (MNIST), and documents. The representations of the Multi-layer NMF however do not lend themselves to a clustering interpretation, as the representations learned from our model. Although the Multi-layer NMF is a promising technique for learning hierarchies of features from data, we show in this work that our proposed model, the Deep Semi-NMF outperforms the Multi-layer NMF and, in fact, all models we compared it with on the task of feature learning for clustering images of faces.

2.3 Semi-supervised matrix factorization

For the case of the proposed Deep WSF algorithms, we also evaluate our method with previous semi-supervised non-negative matrix factorization techniques. These include the Constrained Nonnegative Matrix Factorization (CNMF) [24], and the Discriminant Nonnegative Matrix Factorization (DNMF) [25]. Although both take label information as additional constraints, the difference between these is that CNMF uses the label information as hard constrains on the resulting features $H$, whereas DNMF tries to use the Fisher Criterion in order to incorporate discriminant information in the decomposition [25]. Both approaches only work for cases where we want to encode the prior information of only one attribute, in contrast to the proposed Deep WSF model.

3 Deep Semi-NMF

In Semi-NMF the goal is to construct a low-dimensional representation $H^{S}$ of our original data $X^{S}$, with the bases matrix $Z^{S}$ serving as the mapping between our original data and its lower-dimensional representation (see Equation 1). In many cases the data we wish to analyze is often rather complex and has a collection of distinct, often unknown, attributes. In this work for example, we deal with datasets of human faces where the variability in the data does not only stem from the difference in the appearance of the subjects, but also from other attributes, such as the pose of the head in relation to the camera, or the facial expression of the subject. The multi-attribute nature of our data calls for a hierarchical
A Deep Semi-NMF model learns a hierarchical structure of features, with each layer learning a representation suitable for clustering according to the different attributes of our data. In this simplified, for demonstration purposes, example from the CMU Multi-PIE database, a Deep Semi-NMF model is able to simultaneously learn features for pose clustering ($H_1$), for expression clustering ($H_2$), and for identity clustering ($H_3$). Each of the images in $X$ has an associated colour coding that indicates its memberships according to each of these attributes (pose/expression/identity).

We therefore propose here the Deep Semi-NMF model, which factorizes a given data matrix $X$ into $m+1$ factors, as follows:

$$X^± ≈ Z_1^± Z_2^± \cdots Z_m^± H_m^+$$

This formulation, as shown directly in Equation 9 with respect to Figures 1 and 2 allows for a hierarchy of $m$ layers of implicit representations of our data that can be given by the following factorizations:

$$H_{m-1}^+ ≈ Z_{m}^± H_{m}^+$$

$$H_2^+ ≈ Z_3^± \cdots Z_m^± H_m^+$$

$$H_1^+ ≈ Z_2^± \cdots Z_m^± H_m^+$$

As one can see above, we further restrict these implicit representations ($H_1^+, \ldots, H_{m-1}^+$) to also be non-negative. By doing so, every layer of this hierarchy of representations also lends itself to a clustering interpretation, which constitutes our method radically different to other multi-layer NMF approaches [21], [22], [23].

By examining Figure 2, one can better understand the intuition of how that happens. In this case the input to the model, $X$, is a collection of face images from different subjects (identity), expressing a variety of facial expressions taken from many angles (pose). A Semi-NMF model would find a representation $H$ of $X$, which would be useful for performing clustering according to the identity of the subjects, and $Z$ the mapping between these identities and the face images. A Deep Semi-NMF model also finds a representation of our data that has a similar interpretation at the top layer, its last factor $H_m$. However, the mapping from identities to face images is now further analyzed as a product of three factors $Z = Z_1 Z_2 Z_3$, with $Z_3$ corresponding to the mapping of identities to expressions, $Z_2 Z_3$ corresponding to the mapping of identities to poses, and finally $Z_1 Z_2 Z_3$ corresponding to the mapping of identities to the face images. That means that, as shown in Figure 2 we are able to decompose our data in 3 different ways according to our 3 different attributes:

$$X^± ≈ Z_1^± H_1^+$$

$$X^± ≈ Z_1^± Z_2^± H_2^+$$

$$X^± ≈ Z_1^± Z_2^± Z_3^± H_3^+$$

More over, due to the non-negativity constrains we enforce on the latent features $H_{(\cdot)}$, it should be noted that
this model does not collapse to a Semi-NMF model. Our hypothesis is that by further factorizing $Z$ we are able to construct a deep model that is able to (1) automatically learn what this latent hierarchy of attributes is; (2) find representations of the data that are most suitable for clustering according to the attribute that corresponds to each layer in the model; and (3) find a better high-level, final-layer representation for clustering according to the attribute with the lowest variability, in our case the identity of the face depicted. In our example in Figure 2 we would expect to find better features for clustering according to identities $H^+_1$ by learning the hidden representations at each layer most suitable for each of the attributes in our data, in this example: $H^+_1 ≈ Z^+_1 Z^+_2 H^+_3$ for clustering our original images in terms of poses and $H^+_2 ≈ Z^+_1 H^+_3$ for clustering the face images in terms of expressions.

In order to expedite the approximation of the factors in our model, we pretrain each of the layers to have an initial approximation of the matrices $Z_i, H_i$ as this greatly improves the training time of the model. This is a tactic that has been employed successfully before [15] on deep autoencoder networks. To perform the pre-training, we first decompose the initial data matrix $X ≈ Z_1 H_1$, where $Z_1 ∈ \mathbb{R}^{P \times k_1}$ and $H_1 ∈ \mathbb{R}^{k_1 \times n}$. Following this, we decompose the features matrix $H_1 ≈ Z_2 H_2$, where $Z_2 ∈ \mathbb{R}^{k_1 \times k_2}$ and $H_2 ∈ \mathbb{R}^{k_2 \times n}$, continuing to do so until we have pre-trained all of the layers. Afterwards, we can fine-tune the weights of each layer, by employing alternating minimization (with respect to the objective function in Equation 10) of the two factors in each layer, in order to reduce the total reconstruction error of the model, according to the cost function in Equation 10.

$$C_{\text{deep}} = \frac{1}{2} \| X - Z_1 Z_2 \cdots Z_m H_m \|_F^2$$

$$= \| X - XZ_1 Z_2 \cdots Z_m H_m + H_m Z_m^T Z_{m-1} \cdots Z_1 Z_2 \cdots Z_m H_m \|_F^2$$

Update rule for the weights matrix $Z$ We fix the rest of the weights for the $i_{th}$ layer and we minimize the cost function with respect to $Z_i$. That is, we set $\frac{\partial C_{\text{deep}}}{\partial Z_i} = 0$, which gives us the updates:

$$Z_i = (\Psi^T \Psi)^{-1} \Psi^T X \tilde{H}_i^T (\tilde{H}_i \tilde{H}_i^T)^{-1}$$

$$Z_i = \Psi^T X \tilde{H}_i^T$$

where $\Psi = Z_1 \cdots Z_{i-1}$, $\dagger$ denotes the Moore-Penrose pseudo-inverse and $\tilde{H}_i$ is the reconstruction of the $i_{th}$ layer’s feature matrix.

Update rule for features matrix $H$ Utilizing a similar proof to [8], we can formulate the update rule for $H_i$ which enforces the non-negativity of $H_i$:

$$H_i = H_i \odot \sqrt{\frac{\Psi^T X^\text{pos} + \|[\Psi^T \Psi]^\text{neg} H_i\|_F^2}{\|\Psi^T X^\text{neg} + \|[\Psi^T \Psi]^\text{pos} H_i\|_F^2}}$$

### Algorithm 1

**Suggested algorithm for training a Deep Semi-NMF model**

**Input:** $X ∈ \mathbb{R}^{P \times n}$, list of layer sizes

**Output:** weight matrices $Z_i$ and feature matrices $H_i$ for each of the layers

**Initialize Layers**

**for all layers do**

$Z_i, H_i ← \text{SEMINMF}(H_{i-1}, \text{layers}(i))$

**end for**

**repeat**

**for all layers do**

$$\tilde{H}_i ← \begin{cases} H_i & \text{if } i = k \\ Z_{i+1} \tilde{H}_{i+1} & \text{otherwise} \end{cases}$$

$$\Psi ← \prod_{k=1}^{i} \tilde{Z}_k$$

$$Z_i ← \Psi^T X \tilde{H}_i$$

$$H_i ← H_i \odot \left(\frac{\Psi^T X^\text{pos} + \|[\Psi^T \Psi]^\text{neg} H_i\|_F^2}{\|\Psi^T X^\text{neg} + \|[\Psi^T \Psi]^\text{pos} H_i\|_F^2}\right)^{\frac{1}{2}}$$

**end for**

**until Stopping criterion is reached**

### Complexity

The computational complexity for the pre-training stage of Deep Semi-NMF is of order $O\left(nt(\text{pos}k + \text{neg}k^2 + \text{neg}kn^2)\right)$, where $n$ is the number of layers, $t$ the number of iterations until convergence and $k$ is the maximum number of components out of all the layers. The complexity for the fine-tuning stage is $O\left(nt_f(\text{pos}k + (p + n)k^2)\right)$ where $t_f$ is the number of additional iterations needed.

#### 3.1 Non-linear Representations

By having a linear decomposition of the initial data distribution we may fail to describe efficiently the non-linearities that exist in between the latent attributes of the model. Introducing non-linear functions between the layers, can enable us to extract features for each of the latent attributes of the model that are non-linearly separable in the initial input space. This is motivated further from neurophysiology paradigms, as the theoretical and experimental evidence suggests that the human visual system has a hierarchical and rather non-linear approach [26] in processing image structure, in which neurons become selective to process progressively more complex features of the image structure. As argued by Malo et al. [27], employing an adaptive non-linear image representation algorithm results in a reduction of the statistical and the perceptual redundancy amongst the representation elements.

3. The implementation and documentation of Algorithm 1 can be found at [http://trigeorgis.com/deepseminmf](http://trigeorgis.com/deepseminmf).
From a mathematical point of view, one can use a non-linear function \(g(\cdot)\), between each of the implicit representations \((H_1^+, \ldots, H_m^+)\), in order to better approximate the non-linear manifolds which the given data matrix \(X\) originally lies on. In other words by using a non-linear squashing function we enhance the expressibility of our model and allow for a better reconstruction of the initial data. This has been proved in [28] by the use of the Stone-Weierstrass theorem, in the case of multilayer feedforward network structures, which Semi-NMF is an instance of, that arbitrary squashing functions can approximate virtually any function of interest to any desired degree of accuracy, provided sufficiently many hidden units are available.

To introduce non-linearities in our model we modify the \(i^{th}\) feature matrix \(H_i\) by setting

\[
H_i \approx g(Z_{i+1}H_{i+1}).
\]

which in turns changes the objective function of the model to be:

\[
C^* = \frac{1}{2} \| X - Z_1 g (Z_2 g (\cdots g (Z_m H_m))) \|^2_F
\]

In order to compute the derivative for the \(i^{th}\) feature layer, we make use of the chain rule and get:

\[
\frac{\partial C^*}{\partial H_i} = Z_i^\top \odot \nabla g (Z_i H_i) \odot \frac{\partial g}{\partial Z_i} (Z_i H_i)
\]

\[
= Z_i^\top \frac{\partial C^*}{\partial H_{i-1}} (Z_i H_i) \odot \nabla g (Z_i H_i)
\]

The derivation of the first feature layer \(H_1\) is then identical to the version of the model with one layer.

\[
\frac{\partial C^*}{\partial H_1} = \frac{1}{2} \partial Tr \left[ -2X^\top Z_1 H_1 + (Z_1 H_1)^\top Z_1 H_1 \right]
\]

\[
= Z_1^\top Z_1 H_1 - Z_1^\top X
\]

Similarly we can compute the derivative for the weight matrices \(Z_i\),

\[
\frac{\partial C^*}{\partial Z_i} = \frac{\partial C^*}{\partial Z_i H_i} \odot H_i^\top
\]

\[
= \left[ \frac{\partial C^*}{\partial g (Z_i H_i)} \odot \nabla g (Z_i H_i) \right] H_i^\top
\]

\[
= \left[ \frac{\partial C^*}{\partial H_{i-1}} \odot \nabla g (Z_i H_i) \right] H_i^\top
\]

and

\[
\frac{\partial C^*}{\partial Z_1} = \frac{1}{2} \partial Tr \left[ -2Z_1 H_1 + (Z_1 H_1)^\top Z_1 H_1 \right]
\]

\[
= (Z_1 H_1 - X) H_1^\top
\]

Using these derivatives we can make use of gradient descent optimizations such as Nesterov’s optimal gradient [29], to minimize the cost function with respect to each of the weights of our model.

## 4 Weakly-Supervised Attribute Learning

As before, consider a dataset of faces \(X\) as in Figure 2. In this dataset, we have a collection of subjects, where each one has a number of images expressing different expressions, taken by different angles (pose information). A three layer Deep Semi-NMF model could be used here to automatically learn representations in an unsupervised manner \((H_{\text{pose}}, H_{\text{expression}}, H_{\text{identity}})\) that conform to this latent hierarchy of attributes. Of course, the features are extracted without accounting (partially) available information that may exist for each of the these attributes of the dataset.

To this effect we propose a Deep Semi-NMF approach that can incorporate partial attribute information that we named Weakly-Supervised Deep Semi-Nonnegative Matrix Factorization (Deep WSF). Deep WSF is able to learn, in a semi-supervised manner, a hierarchy of representations; each level of this hierarchy corresponding to a specific attribute for which we may have only partial labels for. As depicted in Figure 3, we show that by incorporating some label information via graph regularization techniques we are able to do better than the Deep Semi-NMF for classifying faces according to pose, expression, and identity. We also show that by initializing a Deep Semi-NMF with the weights learned by a Deep WSF we are able to improve the performance of the Deep Semi-NMF for the task of clustering faces according to identity.

### 4.1 Incorporating known attribute information

Consider that we have an undirected graph \(G\) with \(N\) nodes, where each of the nodes corresponds to one data point in our initial dataset. A node \(i\) is connected to another node \(j\) iff we have a priori knowledge that those samples share the same label, and this edge has a weight \(w_{ij}\).

In the simplest case scenario, we use a binary weight matrix \(W\) defined as:

\[
W_{ij} = \begin{cases} 1 & \text{if } y_i = y_j \\ 0 & \text{otherwise} \end{cases}
\]

Instead one can also choose a radial basis function kernel

\[
W_{ij} = \begin{cases} \exp\left(-\frac{\|x_i - x_j\|^2}{2\sigma^2}\right) & \text{if } y_i = y_j \\ 0 & \text{otherwise} \end{cases}
\]

or a dot-product weighting, where

\[
W_{ij} = \begin{cases} x_i^\top x_j & \text{if } y_i = y_j \\ 0 & \text{otherwise} \end{cases}
\]

Using the graph weight matrix \(W\), we formulate the loss function \(L\), which denotes the Graph Laplacian [30] that stores our prior knowledge about the relationship of our samples and is defined as \(L = D - W\), where \(D\) is a diagonal matrix whose entries are column (or row, since \(W\) is
where \( h \) that we obtain from the decomposed model.

Minimizing this term \( \mathcal{R} \), we ensure that the euclidean difference between the final level representations of any two data points \( h_i \) and \( h_j \) is low when we have prior knowledge that those samples have a relationship, producing similar features \( h_i \) and \( h_j \). On the other hand, when we do not have any expert information about some or even all the class information about an attribute, the term has no influence on the rest of the optimization.

Before deriving the update rules and the algorithm for the multi-layer Deep WSF model, we first show the simpler case of the one layer version, which will come into use for pre-training the model, as Semi-NMF can be used to pre-train the purely unsupervised Deep Semi-NMF. We call this model Weakly Supervised Semi-NMF WSF.

By combining the term \( \mathcal{R} \) introduced in Equation 18, with the cost function of Semi-NMF we obtain the cost function for Weakly-Supervised Factorization (WSF).

\[
C_{WSF} = \|X - Z H^\top\|^2_F + \lambda \text{Tr}(H^\top L H)
\]

s.t. \( H \geq 0 \). (19)

The update rules, but also the algorithm for training a WSF model can be found in the supplementary material.

We incorporate the available partial labelled information for the pose, expression, and identity by forming a graph Laplacian for pose for the first layer \( (L_{pose}) \), expression for the second layer \( (L_{expression}) \), and identity for the third layer \( (L_{identity}) \) of the model. We can then tune the regularization parameters \( \lambda \) accordingly for each of the layers to express the importance of each of these parameters to the Deep WSF model. Using the modified version of our objective function Equation 20, we can derive the Algorithm 2.

\[
C_{Deep WSF} = \frac{1}{2} \|X - Z g(\ldots g(Z_m H_m))\|^2_F + \frac{1}{2} \sum_{i=1}^{m} \lambda_i \text{Tr}(H_i^\top L_i H_i)
\]

(20)

In order to compute the derivative for the \( i_{th} \) feature layer, we make use of the chain rule and get:

\[
\frac{\partial C_{dwsf}}{\partial H_i} = Z_i^\top \frac{\partial C_{deep}}{\partial Z_i H_i} + \frac{1}{2} \lambda_i \text{Tr}(H_i^\top L_i H_i)
\]

\[
= Z_i^\top \left[ \frac{\partial C_{deep}}{\partial H_{i-1}} \odot \nabla g(Z_i H_i) \right] + \lambda_i L_i H_i
\]

And the derivation of the first feature layer \( H_1 \) is then:

\[
\frac{\partial C_{dwsf}}{\partial H_1} = \frac{\partial C_{deep}}{\partial Z_1 H_1} + \frac{1}{2} \lambda_1 \text{Tr}(H_1^\top L_1 H_1)
\]

\[
= Z_1^\top (Z_1 H_1 - X) + \lambda_1 L_1 H_1.
\]
Algorithm 2 Proposed algorithm for training a Deep WSF model. Initially we approximate the factors greedily using WSF or Semi-NMF and we fine-tune the factors until we reach the convergence criterion.

Input: $X \in \mathbb{R}^{p \times n}$, list of layer sizes $\textit{layers}$
Output: weight matrices $Z_i$ and feature matrices $H_i$ for each of the layers

Initialize Layers
for all layers do
$Z_i, H_i \leftarrow \text{WSF}(H_{i-1}, \textit{layers}(i), \lambda_i)$
end for
repeat
for all layers do
$\tilde{H}_i \leftarrow \left\{ \begin{array}{ll}
H_i & \text{if } i = k \\
Z_{i+1} \tilde{H}_{i+1} & \text{otherwise}
\end{array} \right.$
$\Psi \leftarrow \prod_{k=1}^{i-1} Z_k$
$Z_i \leftarrow \Psi X \tilde{H}_i$
$F \leftarrow [\Psi^T X]^{\text{pos}} + [\Psi^T \Psi]^{\text{neg}} H_i + \lambda_i H_i W_i$
$H_i \leftarrow H_i \odot F^\eta$
end for
until Stopping criterion is reached

Similarly we can compute the derivative for the weight matrices $Z_i$,
\[
\frac{\partial C_{\text{dwesf}}}{\partial Z_i} = \frac{\partial C_{\text{deep}}}{\partial Z_i} H_i^T = \left[ \frac{\partial C_{\text{deep}}}{\partial H_i^{\text{pos}}} \odot \nabla g(Z_i H_i) \right] H_i^T
\]
and
\[
\frac{\partial C_{\text{dwesf}}}{\partial Z_1} = \frac{\partial C_{\text{deep}}}{\partial Z_1} = \left( Z_1 \tilde{H}_1 - X \right) \tilde{H}_1^T
\]
Using these derivatives we can make use of gradient descent optimizations as with the non-linear Deep Semi-NMF model, to minimize the cost function with respect to each of the factors of our model. If instead use the linear version of the algorithm where $g$ is the identity function, then we can derive a multiplicative update algorithm version of Deep WSF, as described in Algorithm 2.

4.2 Weakly Supervised Factorization with Multiple Label Constraints
Another approach we propose within this framework is a single-layer WSF model that learns only a single representation based on information from multiple attributes. This Multiple-Attribute extension of the WSF, the WSF-MA, accounts for the case of having multiple number of attributes $\xi$ for our data matrix $X$, by having a regularization term $\lambda_i \text{Tr}[H_i^T H_i]$. This term uses the prior information from all the available attributes to construct $\xi$ Laplacian graphs where each of them has a different regularization factor $\lambda_i$.

This constitutes WSF-MA, whose cost function is
\[
C_{\text{mawesf}} = \|X - Z H\|^2_F + \sum_{i=1}^{\xi} \lambda_i \text{Tr}(H_i^T L_i H)
\]
s.t. $H \geq 0 \quad (21)$

The update rules used, and the algorithm can be found in the supplementary material.

5 Out-of-Sample Projection
After learning an internal model of the data, either using the purely unsupervised Deep Semi-NMF or to perform semi-supervised learning using the Deep WSF model with learned weights $Z$, and features $H$ we can project an out-of-sample data point $x^*$ to the new lower-dimensional embedding $h^*$. We can accomplish this using one of the two presented methods.

Method 1: Basis matrix reconstruction.
Each testing sample $x^*$ is projected into the linear space defined by the weights matrix $Z$. Although this method has been used by various previous works [34], [35] using the NMF model, it does not guarantee the non-negativity of $h^*$.

For the linear case of Deep WSF, this would lead to
\[
h^* \approx [Z_1 Z_2 \ldots Z_l] x^*.
\]
and for the non-linear case
\[
h^* \approx g^{-1} \left( Z_1^T \left( \cdots \left( Z_l^T g^{-1} \left( Z^T x^* \right) \right) \right) \right)
\]

Method 2: Using non-negativity update rules.
Using the same process as in Deep Semi-NMF, we can intuitively learn the new features $h^*$, by assuming that the weight matrices $\forall i. Z_i$ remain fixed.

\[
\forall l. h^*_l = \arg \min_{h_l} \|x^* - \prod_{i=1}^{l} Z_i h_i\| \quad (24)
\]
such that $h_i \geq 0.$

and for the non-linear case
\[
\forall l. h^*_l = \arg \min_{h_l} \|x^* - Z_1 g(Z_2 \cdots g(Z_l h_l))\| \quad (25)
\]
such that $h_l \geq 0.$

where $h_i$, corresponds to the $l_{th}$ feature layer for the out-of-sample data point $x^*$. This problem is then solved by using Algorithm 1 as Deep Semi-NMF, but without updating the weight matrices $Z_i$. 
6 Experiments

Our main hypothesis is that a Deep Semi-NMF is able to learn better high-level representations of our original data than a one-layer Semi-NMF for clustering according to the attribute with the lowest variability in the dataset. In order to evaluate this hypothesis, we have compared the performance of Deep Semi-NMF with that of other methods, on the task of clustering images of faces in two distinct datasets. These datasets are:

- **CMU PIE:** We used a freely available version of CMU Pie [36], which comprises of 2,856 grayscale 32 × 32 face images of 68 subjects. Each person has 42 facial images under different light and illumination conditions. In this database we only know the identity of the face in each image.

- **XM2VTS:** The Extended Multi Modal Verification for Teleservices and Security applications (XM2VTS) [37] contains 2,360 frontal images of 295 different subjects. Each subject has two available images for each of the four different laboratory sessions, for a total of 8 images. The images were eye-aligned and resized to 42 × 30.

In order to evaluate the performance of our Deep Semi-NMF model, we compared it against not only Semi-NMF [8], but also against other NMF variants that could be useful in learning such representations. More specifically, for each of our two datasets we performed the following experiments:

- **Pixel Intensities:** By using only the pixel intensities of the images in each of our datasets, which of course give us a strictly non-negative input data matrix X, we compare the reconstruction error and the clustering performance of our Deep Semi-NMF method against the Semi-NMF, NMF with multiplicative update rules [18], Multi-Layer NMF [23], GNMF [19], and NeNMF [38].

- **Image Gradient Orientations (IGO):** In general, the trend in Computer Vision is to use complicated engineered features like HoGs, SIFT, LBFs, etc. As a proof of concept, we choose to conduct experiments with simple gradient orientations [39] as features, instead of pixel intensities, which results into a data matrix of mixed signs, and expect that we can learn better data representations for clustering faces according to identities. In this case, we only compared our Deep Semi-NMF with its one-layer Semi-NMF equivalent, as the other techniques are not able to deal with mixed-sign matrices.

In subsection 6.6, having demonstrated the effectiveness of the purely unsupervised Deep Semi-NMF model we show next how pretraining a Deep WSF model on an auxiliary dataset and using the learned weights to perform unsupervised Deep Semi-NMF can lead to significant improvements in terms of the clustering accuracy.

Finally, in subsection 6.7, we examine the classification abilities of the proposed models for each of the three attributes of the CMU Multi-PIE dataset (pose/expression/identity) and use this to test more on our secondary hypothesis, i.e. that every representation in each layer is in fact most suited for learning according to the attributes that corresponds to the layer of interest.

6.1 An example with multi-modal synthetic data

As previously mentioned images of faces are multi-modal distributions which are composed of multiple attributes such as pose and identity. A simplified example of such dataset is Figure 4 where we have two subjects depicting two poses each. This example two-dimensional dataset X_{XOR} was generated using 100 samples from four normal distributions with σ = 1.

As previously discussed in subsection 3.1, Semi-NMF is an instance of a single layer neural network. As such there can not exist a linear projection Z_{XOR} which maps the original data distribution X_{XOR} into a sub-space such as the two subjects (red and blue) of the dataset are linearly separable.

![Fig. 4. Visualisation of X_{XOR}, where ● (+) are samples of Subject #1 (Subject #2) and red (blue) data points denote the samples of each subject with Pose #1 (Pose #2).](image)

Instead by employing a deep factorization model using the labels for the pose and identity for the first and second layer respectively we can find a non-linear mapping which separates the two identities as shown in Figure 5.

6.2 Implementation Details

To initiate the matrix factorization process, NMF and Semi-NMF algorithms start from some initial point (Z^0, H^0), where usually Z^0 and H^0 are randomly initialized matrices.

A problem with this approach, is not only the initialization point is far from the final convergence point, but also makes the process non deterministic.

The proposed initialization of Semi-NMF by its authors is instead by using the k-means algorithm [40]. Nonetheless, k-means is computationally heavy when the number of components k is fairly high (k > 100). As an alternative we implemented the approach by [41] which suggests exact and heuristic algorithms which
solve Semi-NMF decompositions using an SVD based initialization. We have found that using this method for Semi-NMF, Deep Semi-NMF, and WSF helps the algorithms to converge a lot sooner.

Similarly, to speed up the convergence rate of NMF we use the Non-negative Double Singular Value decomposition (NNDSDV) suggested by Boutsidis et al. [42]. NNDSDV is a method based on two SVD processes, one to approximate the initial data matrix $X$ and the other to approximate the positive sections of the resulting partial SVD factors.

For the GNMF experimental setup, we chose a suitable number of neighbours to create the regularizing graph, by visualizing our datasets using Laplacian Eigenmaps [43], such that we had visually distinct clusters (in our case 5).

### 6.3 Number of layers

Important for the experimental setup is the selected structure of the multi-layered models. After careful preliminary experimentation, we focused on experiments that involve two hidden layer architectures for the Deep Semi-NMF and Multi-layer NMF. We specifically experimented with models that had a first hidden representation $H_1$ with 625 features, and a second representation $H_2$ with a number of features that ranged from 20 to 70. This allowed us to have comparable configurations between the different datasets and it was a reasonable compromise between speed and accuracy. Nonetheless, in Figure 6 we show experiments with more than two layers on our two datasets. In the latter experiment we generated two hundred configurations of the Deep Semi-NMF with a variant number of layers, and we evaluated the the final feature layer $H_m$ according to its clustering accuracy for the XM2VTS (left) and CMU PIE (right) datasets. To make these models comparable we keep a constant number of components for the last layer (40), and we generated the number of components for the rest of the layers according to an exponential distribution with a mean of 400 components.

![Fig. 6. Number of layers vs. clustering accuracy](image)

We generated two hundred configurations of the Deep Semi-NMF with a variant number of layers, and we evaluate the the final feature layer $H_m$ according to its clustering accuracy for the XM2VTS (left) and CMU PIE (right) datasets. To make these models comparable we keep a constant number of components for the last layer (40), and we generated the number of components for the rest of the layers according to an exponential distribution with a mean of 400 components.

#### 6.4 Reconstruction Error Results

Our first experiment was to evaluate whether the extra layers, which naturally introduce more factors and are therefore more difficult to optimize, result in a lower quality local optimum. We evaluated how well the matrix decomposition is performed by calculating the reconstruction error, the Frobenius norm of the difference between the original data and the reconstruction for all the methods we compared. Note that, in order to have comparable results, all of the methods have the same stopping criteria rules. We have set the maximum amount of iterations to 1000 (usually ~100 iterations are enough) and we use the convergence rule $E_i - E_{i-1} \leq \kappa \max(1, E_{i-1})$ in order to stop the process when the reconstruction error $(E_i)$ between the current and previous update is small enough. In our experiments we set $\kappa = 10^{-6}$, subsection 6.4 shows the change in reconstruction error with respect to the selected number of features in $H_2$ for all the methods we used on the Multi-PIE dataset.

The results show that Semi-NMF manages to reach a much lower reconstruction error than the other methods consistently, which would match our expectations as it does not constrain the weights $Z$ to be non-negative.
6.5 Clustering Results

After achieving satisfactory reconstruction error for our method, we proceeded to evaluate the features learned at the final representation layer, by using $k$-means clustering, as in [19]. To assess the clustering quality of the representations produced by each of the algorithms we compared, we take advantage of the fact that the datasets are already labelled. The two metrics used were the accuracy (AC) and the normalized mutual information metric (NMI), as those are defined in [44]. For a cleaner presentation we have included all the experiments that use NMI in the supplement.

We made use of two main non-linearities for our experiments, the scaled hyperbolic tangent $\text{stanh}(x) = \alpha \text{atanh}(\beta x)$ with $\alpha = 1.7159, \beta = \frac{2}{3}$, and a square auxiliary function $sq(x) = x^2$.

Figures 7-8 show the comparison in clustering accuracy when using $k$-means on the feature representations produced by each of the techniques we compared, when our input matrix contained only the pixel intensities of each image. Our method significantly outperforms every method we compared it with on all the datasets, in terms of clustering accuracy.

By using IGOs, the Deep Semi-NMF was able to outperform the single-layer Semi-NMF as shown in Figures 9-10. Making use of these simple mixed-signed features improved the clustering accuracy considerably. It should be noted that in all cases, with the exception of the CMU PIE Pose experiment with IGOs, our Deep Semi-NMF outperformed all other methods with a difference in performance that is statistically significant (paired t-test, $p < 0.01$).

6.6 Supervised pre-training

As the optimization process of deep architectures is highly non-convex, the initialization point of the process is an important factor for obtaining good final representation for the initial dataset. Following trends in deep learning [46], we show that supervised pretraining of our model on a auxiliary dataset and using the learned weights as initialization points for the unsupervised...
Deep Semi-NMF algorithm can lead to significant performance improvements in regards to clustering accuracy.

As an auxiliary dataset we use XM2VTS where we resize all the images to a 32x32 resolution to match the CMU PIE image resolution, which is our primary dataset. Splitting the XM2VTS dataset to training/validation sets, we learn weights $Z_{1,2}^{\text{xm2vts}}$ using a Deep WSF model with (625–$a$) layers and regularization parameters $\lambda = \{0, 0.01\}$.

We then use the obtained weights $Z_{1,2}^{\text{xm2vts}}$ from the supervised task as an initialization point and perform unsupervised fine-tuning on the CMU PIE dataset. To evaluate the resulting features, we once again perform clustering using the $k$-means algorithm.

In our experiments all the models with supervised pre-training outperformed the ones without, as shown in Figure 11, in terms of clustering accuracy. Additionally this validates our claim of how pretraining can be exploited to get better representations out of unlabelled data.

6.7 Learning with Respect to Different Attributes

Finally, we conducted experiments for classification using each of the three representations learned by our three-layered Deep WSF models when the input was the raw pixel intensities of our images of a larger subset of the CMU Multi-PIE dataset. CMU Multi-PIE contains around 750,000 images of 337 subjects, captured under laboratory conditions in four different sessions. In this work, we used a subset of 7,905 images of 147 subjects in 5 different poses and expressing 6 different emotions, which is the amount of samples that we had annotations and were imposed to the same illumination conditions. Using the annotations from [47], [48], we aligned these images based on a common frame. After that, we resized them to a smaller resolution of $40 \times 30$. The database comes with labels for each of the attributes mentioned above: identity, illumination, pose, expression. We only used CMU Multi-PIE for this experiment since we only had identity labels for our other datasets. We split this subset into a training and validation set of 2025 images, and the rest for testing.

We compare the classification performance of an SVM classifier (with a penalty parameter $\gamma = 1$) using the data representations of the NMF, Semi-NMF, and Deep Semi-NMF models that have no attribute information. The
| Model        | Pose | Expression | Identity |
|--------------|------|------------|----------|
| Semi-NMF     | 99.73 | 81.50      | 36.46    |
| NMF          | 100.00 | 80.68      | 49.12    |
| Deep Semi-NMF | 99.86  | 80.54      | 61.22    |
| Semi-CNMF    | 89.21  | 33.88      | 28.30    |
| DNMF         | 100.00 | 82.22      | 55.78    |
| Proposed     |       |            |          |
| WSF          | 100.00 | 81.50      | 63.81    |
| WSF-MA       | 100.00 | 81.50      | 64.08    |
| Deep WSF     | 100.00 | 82.90      | 65.17    |

**TABLE 2**
The performance in accuracy on the CMU Multi-PIE dataset using an SVM classifier on top of the features learned. For the multi-layer models we used 3 layers corresponding to each of the attributes, and performed classification using the features learned for the corresponding attribute. For the one-layer models, we learned three different representations, one for each layer.

We also compared the performance of our Deep WSF with that of WSF and WSF-MA to see whether the different levels of representation amount to better performance in classification tasks for each of the attributes represented. In both cases, but also in comparison with the rest state-of-the-art unsupervised and semi-supervised matrix factorization techniques, our proposed solution manages to extract better features for the task at hand as seen in Table 2 for classification.

![Fig. 12. A three layer Deep WSF model trained on CMU MultiPIE with only frontal illumination (camera 5). The bars depict the accuracy levels for the pose (■), emotion (●), and identity (○) respectively, for each layer, with a linear SVM classifier.](image)

that our technique is able to learn a high-level, final-layer representation for clustering with respect to the attribute with the lowest variability in the case of two popular datasets of face images, outperforming the considered range of typical powerful NMF-based techniques.

We further proposed Deep WSF, which incorporates knowledge from the known attributes of a dataset that might be available. Deep WSF can be used for datasets that have (partially) annotated attributes or even are a combination of different data sources with each one providing different attribute information. We have demonstrated the abilities of this model on the CMU Multi-PIE dataset, where using additional information provided to us during training about the pose, emotion, and identity information of the subject we were able to uncover better features for each of the attributes, by having the model learning from all the available attributes simultaneously. Moreover, we have shown that Deep WSF could be used to pretrain models on auxiliary datasets, not only to speed up the learning process, but also uncover better representations for the attribute of interest.

Future avenues include experimenting with other applications, e.g. in the area of speech recognition, especially for multi-source speech recognition and we will investigate multilinear extensions of the proposed framework [49], [50].
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