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Abstract
We investigate the effects of competition in a problem of resource extraction from a common source with diffusive dynamics. In the symmetric version with identical extraction rates we provide conditions for the existence of a Nash equilibrium where the strategies are of threshold type, and we characterize the equilibrium threshold. Moreover, we show that increased competition leads to lower extraction thresholds and smaller equilibrium values. For the asymmetric version, where each agent has an individual extraction rate, we provide the existence of an equilibrium in threshold strategies, and we show that the corresponding thresholds are ordered in the same way as the extraction rates.

Keywords De Finetti’s control problem · Optimal dividend problem · Optimal resource extraction · Nash equilibrium · Stochastic game

Mathematics Subject Classification 93E20 · 60J70 · 91A10 · 91A25 · 91B51

1 Introduction

With roots in the classical Faustmann problem of forest rotation (for modern references, see [1, 2, 23]), the research on resource extraction problems in random environments is vast. In this literature, a trade-off between profitable resource extraction and sustainability is an underlying theme: a business wants to extract resources at a reasonable rate to gain profit, while a too aggressive extraction strategy may lead to extinction. Many articles focus on the single-player problem, where a single agent extracts resources from a stochastically fluctuating population (see [10, 12, 16, 17]).
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The problem is closely connected with the dividend problem in finance, also known as the De Finetti problem (see [5, 24]), where the objective is to maximize the expected value of dividend payments up to default. However, there are also application specific differences in the model set-ups, such as different dynamics used for the underlying process, different boundary conditions at extinction/default, differences regarding whether exerting control is costly or not, and whether the extraction rate is controlled directly or indirectly via an effort control.

In many applications, however, several agents are present and thus strategic considerations need to be taken into account. In [13, 22], the specific case of competitive resource extraction from a common pool of fish is considered in particular diffusion models, and with specific choices of market prices and extraction costs. In such a framework, [13] obtains an explicit feedback Nash equilibrium in which extraction rates are proportional to the current stock of biomass. In an extended model allowing for a two-species fish population with interaction, [22] shows that the corresponding results also hold in higher dimensions. Related literature includes [11, 14] where cooperative equilibria are discussed, and [20] in which a myopic setting is used. On the financial side, dividend payments from a common source is not so natural, and the literature on strategic considerations for the dividend problem is more sparse; the reference that is closest in spirit that we have found is [25], in which a non-zero-sum game between insurance companies is studied where the control of each company is a dividend flow as in the De Finetti problem.

The objective of the present paper is to study the effect of strategic considerations for resource extraction in a random environment. In particular, we introduce a stylized dynamic model for markets with competition and study the qualitative behavior of agents in this market. Our model is intended as a theoretical starting point for more realistic, and complicated, models suitable for the study of more specific situations; this could for example include modeling of regulated international fishing waters. To isolate the effects of the introduction of strategic elements, we work in a diffusion model with absorption stripped from most application specific features (such as costly controls and effort controls), and with the objective functions being simply the value of discounted accumulated resource extraction until extinction. In this setting, we show that if the derivative of the drift function is bounded by the discount rate and the agents have identical maximal extraction rates, then a symmetric feedback Nash equilibrium in threshold strategies (i.e. strategies where maximal extraction is employed above a certain threshold and no extraction is employed below it) is obtained. Moreover, we demonstrate the natural result that increased competition lowers the equilibrium threshold and the individual equilibrium value. Furthermore, the total equilibrium value decreases in the number of agents if the individual extraction rates are decreased so that the total extraction rate is kept constant, and extinction is accelerated. Added competition is thus inhibiting both for total profitability and for sustainability. Finally, an asymmetric version is studied, in which each agent is equipped with an individual maximal extraction rate. Again, an equilibrium in threshold strategies is obtained, and the corresponding thresholds are shown to be ordered in the same way as the extraction rates.
2 Mathematical Setup

On a family of complete filtered probability spaces \( \{ (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}_x), x \geq 0 \} \) satisfying the usual conditions we consider a one-dimensional process \( X = (X_t)_{t \geq 0} \) corresponding to the total value of a scarce resource—given under \( \mathbb{P}_x \) by

\[
dX_t = \left( \mu(X_t) - \sum_{i=1}^{n} \lambda_{it} \right) dt + \sigma(X_t) dB_t, \quad X_0 = x, \tag{2.1}
\]

where \( \mu \) and \( \sigma \) are given functions (satisfying certain conditions, see Assumption 2.2 below), \( B = (B_t)_{t \geq 0} \) is a one-dimensional Wiener process, and \( \lambda_i = (\lambda_{it})_{t \geq 0}, i = 1, \ldots, n \) are non-negative controls that satisfy \( \lambda_{it} \leq K \) at all times, where \( K > 0 \) is a given maximal extraction rate. In view of the given Markovian structure, we focus on Markovian controls of the type \( \lambda_{it} = \lambda_i(X_t) \), where \( \lambda_i : [0, \infty) \to [0, K] \) is measurable. We refer to such a Markovian control as an admissible (resource extraction) strategy, and an \( n \)-tuple \( \lambda = (\lambda_1, \ldots, \lambda_n) \) of admissible strategies is said to be an admissible strategy profile. We note that the conditions on the coefficients \( \mu \) and \( \sigma \) specified in Assumption 2.2 below guarantee that (2.1) has a unique strong solution for any given admissible strategy profile, cf. [15, Proposition 5.5.17]. For a given admissible strategy profile \( \lambda \), the reward of each agent \( i \) is given by

\[
J_i(x; \lambda) := \mathbb{E}_x \left( \int_0^\tau e^{-rt} \lambda_{it} dt \right), \tag{2.2}
\]

where \( r > 0 \) is a constant discount rate, \( \tau := \inf\{t \geq 0 : X_t \leq 0\} \) is the extinction time and \( \lambda_{it} := \lambda_i(X_t) \).

In this setting we allow each agent \( i \) to select the strategy \( \lambda_i \). Naturally, each agent \( i \) seeks to make this choice in order to maximize the reward (2.2), and we define a Nash equilibrium accordingly. Note that while our main emphasis is on the strictly competitive case \( n \geq 2 \), our results also hold for the one-player game with \( n = 1 \). In that case, the strategic element is eliminated, and the set-up reduces to a classical problem of stochastic control.

**Definition 2.1 (Nash equilibrium)** For a fixed initial value \( x \geq 0 \), an admissible strategy profile \( \hat{\lambda} = (\hat{\lambda}_1, \ldots, \hat{\lambda}_n) \) is a Nash equilibrium if, for each \( i = 1, \ldots, n \),

\[
J_i(x; \hat{\lambda}) \geq J_i(x; (\lambda_i, \hat{\lambda}_{-i}))
\]

for any admissible strategy profile \( (\lambda_i, \hat{\lambda}_{-i}) \), which is the strategy profile obtained when replacing \( \hat{\lambda}_i \) with \( \lambda_i \) in \( \hat{\lambda} \). The corresponding equilibrium values are \( J_i(x; \hat{\lambda}) \), \( i = 1, \ldots, n \).

**Assumptions and Preliminaries**: Throughout the paper we rely on the following standing assumption.
Assumption 2.2

(A.1) The functions $\sigma, \mu \in C^1([0, \infty))$.

(A.2) $\sigma^2(x) > 0$ and $|\sigma(x)| + |\mu(x)| \leq C(1 + x)$ for some $C > 0$, for all $x \geq 0$.

(A.3) The function $\mu$ satisfies $\mu'(x) < r$ for all $x \geq 0$. Moreover, there exists a constant $c > 0$ such that $\mu(x) \leq rx - c^{-1}$ for $x \geq c$.

Remark 2.3 The aim of the present paper is to investigate Nash equilibria corresponding to threshold strategies. A main finding is that the conditions in Assumption 2.2, which are parallel to the conditions in, e.g., [18] and [21] for non-competitive cases, are sufficient for the existence of such equilibria; cf. Theorem 3.4. In view of the proof of Theorem 3.4 it can however be seen that it would be enough, in order to guarantee the existence of such equilibria, to instead impose appropriate conditions on the functions $\psi$ and $\varphi_{n,k}$ below. In line with much of the literature on the optimal dividend problem for diffusions (cf. e.g. the discussion and the references in Appendix A, Remark 3.9 and Remark 3.10 in [9]) we choose however to present our main results under assumptions placed directly on the model primitives (as in Assumption 2.2). The most interesting assumption to relax is perhaps (A.3), without which threshold strategies are no longer necessarily optimal; see e.g [3] and [7] for results in the non-competitive setting. We also remark that there are studies, again in the non-competitive setting, showing that if $\mu'(x) - r$ is positive on an interval $(0, x_0)$ and negative on $(x_0, \infty)$, then threshold strategies are optimal provided the condition $\mu(0) \geq 0$ is also imposed, cf. [4] and [7].

For any fixed constant $A \geq 0$ we define the downwards shifted drift function $\mu_A(x) = \mu(x) - A$, and we denote by $\psi_A$ ($\varphi_A$) a positive and increasing (decreasing) solution to

$$\frac{1}{2} \sigma^2(x) f''(x) + \mu_A(x) f'(x) - rf(x) = 0$$

with $\psi_A(0) = \varphi_A(\infty) = 0$. Then, $\psi_A$ and $\varphi_A$ are unique up to multiplication with positive constants, cf. [8, p. 18-19], and $C^3([0, \infty))$. Moreover,

$$\frac{\varphi_A(y)}{\varphi_A(x)} = \mathbb{E}_y \left[ e^{-r \tau_x} \right] \quad \& \quad \frac{\psi_A(x)}{\psi_A(y)} = \mathbb{E}_x \left[ e^{-r \tau_y} \right] \quad (2.3)$$

for $x < y$, where $\tau_z := \inf \{ t \geq 0; Y_t = z \}$ and $Y$ is defined up to absorption at 0 by

$$\begin{cases} dY_t = \mu_A(Y_t) \, dt + \sigma(Y_t) \, dW_t, \\ Y_0 = y. \end{cases} \quad (2.4)$$

We use the normalization given by $\psi_A'(0) = 1$ and $\varphi_A(0) = 1$. If $A = 0$ so that $\mu_A = \mu$, then we for notational convenience write $\psi$ and $\varphi$ instead of $\psi_0$ and $\varphi_0$.

Most parts of the following lemma are well-known, compare [19, Lemma 2.2], [6, Proposition 2.5] and [21, Lemma 4.1]. For the convenience of the reader, however, we provide a full proof.
Lemma 2.4  Under (A.1)–(A.3):

(i) \( \psi'(x) > 0 \) for \( x \geq 0 \) and \( \psi \) is (strictly) concave-convex on \([0, \infty)\) with a unique inflection point \( b^* \in [0, \infty) \). In fact, if \( \mu(0) > 0 \) then \( b^* > 0 \), and \( \psi''(b^*) = 0 \), \( \psi''(x) < 0 \) for \( x < b^* \) and \( \psi''(x) > 0 \) for \( x > b^* \); and otherwise \( b^* = 0 \) and \( \psi''(x) > 0 \) for \( x > 0 \).

(ii) \( \varphi_A(x) < 0 \) and \( \varphi_A(x) > 0 \) for \( x \geq 0 \), for all \( A \geq 0 \).

Proof  First we show that \( \psi' > 0 \) everywhere. To see this, note that \( \psi'(0) = 1 \), and if \( \psi'(x) = 0 \) at some \( x > 0 \), then \( \psi' \) has a local minimum at \( x \) so that \( \psi''(x) = 0 \). Consequently,

\[
0 = \frac{\sigma^2}{2} \psi'' = -\mu \psi' + r \psi = r \psi > 0
\]

at \( x \), which is a contradiction, so \( \psi' > 0 \) everywhere.

Next assume that \( \psi''(x) \leq 0 \) at some point \( x > 0 \), and assume that \( y \) is a point in \((0, x)\) such that \( \psi''(y) = 0 \) and \( \psi'' \leq 0 \) on \((y, x)\). Then \( \psi''(y) \leq 0 \), but we also have

\[
\frac{\sigma^2}{2} \psi''' = -(\mu + \sigma \sigma') \psi'' + (r - \mu') \psi' = (r - \mu') \psi' > 0
\]

at \( y \) by (A.3). The existence of a unique inflection point \( b^* \) (possibly taking degenerate values \( 0 \) or \( \infty \)) thus follows.

To rule out \( b^* = \infty \), note that in that case \( \psi \) is concave on \([0, \infty)\), so

\[
0 \geq \frac{\sigma^2}{2} \psi'' = -\mu \psi' + r \psi \geq -\mu^+ \psi' + r \psi \geq (r x - \mu^+) \frac{\psi}{x} > 0
\]

for \( x \) large, where \( \mu^+ = \max\{\mu, 0\} \). Consequently, \( b^* < \infty \). Moreover, \( \frac{\sigma^2}{2} \psi''(0) = -\mu(0), \) so \( b^* > 0 \) if \( \mu(0) > 0 \) and \( b^* = 0 \) if \( \mu(0) < 0 \). If \( \mu(0) = 0 \), then \( \psi''(0) = 0 \), but then \( \psi'''(0) = \frac{2(r - \mu(0))}{\sigma^2(0)} > 0 \) so that \( b^* = 0 \) also in this case.

For (ii), first note that if \( \varphi_A'(x) = 0 \) at some \( x \geq 0 \), then \( \varphi_A''(x) = \frac{2r}{\sigma(x)} \varphi_A(x) > 0 \) so that \( \varphi_A' > 0 \) in a right neighborhood of \( x \), which contradicts the monotonicity of \( \varphi_A \). Thus \( \varphi_A' < 0 \) everywhere.

Now, assume that there exists a point \( x \geq 0 \) with \( \varphi_A'(x) = 0 \). Then

\[
\frac{\sigma^2}{2} \varphi_A''' = -(\mu + \sigma \sigma') \varphi_A'' + (r - \mu') \varphi_A' = (r - \mu') \varphi_A' < 0
\]

at \( x \), so then \( \varphi_A \) is concave on \([x, \infty)\). This is, however, impossible, since \( \varphi_A \) is strictly decreasing and bounded. It follows that \( \varphi_A' > 0 \) everywhere. \( \square \)

Remark 2.5  It is well-known that the inflection point \( b^* \) is the level at which \( X \) should be reflected in the single-agent version \((n = 1)\) of the game described above when allowing for unbounded extraction rates (i.e. singular control). Specifically, consider the problem an agent would face if she were alone \((n = 1)\) and could instead of
\[ \int_0^t \lambda_1(s) ds, \text{ cf. (2.1)}, \]
select any non-decreasing adapted RCLL process \( \Lambda \) (satisfying admissibility in the sense that \( \Lambda_{0-} = 0 \) and \( X_T \geq 0 \) in order to maximize the reward
\[
\mathbb{E}_x \left( \int_0^r e^{-rt} d\Lambda_t \right),
\]
(cf. (2.2)); see [21] for the original formulation. In the present setting and in case \( \mu(0) > 0 \) this problem has the value function
\[
U(x) = \begin{cases} 
  C^* \psi(x), & 0 \leq x \leq b^*, \\
  x - b^* + C^* \psi(b^*), & x \geq b^*,
\end{cases}
\]
where \( C^* = (\psi'(b^*))^{-1} \) so that \( U'(b^*) = 1 \) and \( U''(b^*) = 0 \), with \( b^* > 0 \), and the optimal policy is to reflect the state process \( X \) at a barrier consisting of the inflection point \( b^* \), with an immediate dividend of \( x - b^* \) in case \( x > b^* \), and in case \( \mu(0) \leq 0 \) the optimal policy is immediate payout of all surplus \( x \); see [21, Theorem 4.3] and [9, Proposition 2.6].

### 3 A Threshold Nash Equilibrium

The main objective of the present paper is to find and study Nash equilibria (Definition 2.1) of threshold type, i.e. Nash equilibria where each extraction rate \( \lambda_i \) has the form
\[
\lambda_{it} = K I_{X_t \geq b_i} \text{ for some constant } b_i \geq 0 \text{ and all } t \geq 0.
\]

With a slight abuse of notation we write a strategy profile comprising only threshold strategies as \( \lambda = (b_1, \ldots, b_n) \).

#### 3.1 Deriving a Candidate Nash Equilibrium

In this section we derive a candidate Nash equilibrium of threshold type. We remark that this section is mainly of motivational value and that a verification result is reported in Sect. 3.2.

Since the agents are identical it is natural to search for a symmetric Nash equilibrium, i.e. an equilibrium of the kind \( \hat{\lambda} = (\hat{\lambda}, \ldots, \hat{\lambda}) \) for some admissible strategy \( \hat{\lambda} = (\hat{\lambda}_i)_{t \geq 0} \). Clearly, if \( \hat{\lambda} \) is such a symmetric equilibrium, then the corresponding equilibrium values are all identical, and we will denote this shared equilibrium value function by \( V = \{V(x), x \geq 0\} \).

Now, if agent \( n \) (who is singled out without loss of generality) deviates from such an equilibrium by using an alternative strategy \( \lambda \), then the corresponding state process is given by
\[
dX_t = \left( \mu(X_t) - (n - 1)\hat{\lambda}(X_t) - \lambda(X_t) \right) dt + \sigma(X_t)dB_t. \tag{3.1}
\]
For \( \hat{\lambda} \) to be a Nash equilibrium it should be the case that setting \( \lambda = \hat{\lambda} \) in (3.1) maximizes the corresponding reward for agent \( n \) and that this strategy gives the equilibrium value \( V \). Hence, from standard martingale arguments it follows that \( V \) should satisfy
\[
\frac{1}{2} \sigma^2(x) V''(x) + \left( \mu(x) - (n - 1) \hat{\lambda}(x) - \lambda \right) V'(x) - r V(x) + \lambda \leq 0 \quad (3.2)
\]
fors all \( \lambda \in [0, K] \) and \( x > 0 \), and that equality in (3.2) should be obtained when \( \lambda = \hat{\lambda} \), i.e.
\[
\frac{1}{2} \sigma^2(x) V''(x) + \left( \mu(x) - n \hat{\lambda}(x) \right) V'(x) - r V(x) + \hat{\lambda}(x) = 0. \quad (3.3)
\]
Subtracting Equation (3.3) from Equation (3.2) yields
\[
(V'(x) - 1) (\hat{\lambda}(x) - \lambda) \leq 0
\]
for all \( \lambda \in [0, K] \). Hence one finds that
\[
\hat{\lambda}(x) = \begin{cases} 
0, & x \in \{ x : V'(x) > 1 \} \\
K, & x \in \{ x : V'(x) < 1 \},
\end{cases} \quad (3.4)
\]
i.e.
(i) each agent extracts resources according to the maximal extraction rate \( K \) when \( V'(x) < 1 \),
(ii) no resources are extracted when \( V'(x) > 1 \).

Since we seek a Nash equilibrium of threshold type we now make the Ansatz
\( \hat{\lambda}(x) = K I_{\{x \geq \hat{b}\}} \) for some threshold \( \hat{b} \geq 0 \). In this case it should hold, cf. (3.3), that
\[
\frac{1}{2} \sigma^2(x) V''(x) + \mu(x) V'(x) - r V(x) = 0, \text{ for } 0 < x < \hat{b} \quad (3.5)
\]
and
\[
\frac{1}{2} \sigma^2(x) V''(x) + (\mu(x) - n K) V'(x) - r V(x) + K = 0, \text{ for } x > \hat{b} \quad (3.6)
\]
as well as \( V'(<\hat{b}) = 1 \) in case \( \hat{b} > 0 \). We treat the cases \( \hat{b} = 0 \) and \( \hat{b} > 0 \) separately.

Suppose first that \( \hat{b} = 0 \). Solving (3.6) then yields \( V(x) = C_1 \psi_{nK}(x) + C_2 \varphi_{nK}(x) + \frac{K}{r} \) for constants \( C_1 \) and \( C_2 \). Imposing \( V(\infty) = K/r \) (corresponding to maximal extraction for an infinite time) and \( V(0) = 0 \) yields \( C_1 = 0 \) and \( C_2 = -K/r \) so that
\[
V(x) = \frac{K}{r} (1 - \varphi_{nK}(x)). \quad (3.7)
\]
Moreover, in view of (3.4), we find that $V'(x) \leq 1$ must hold for all $x \geq 0$. In view of the convexity of $\varphi_{nK}$, we conclude that the case $\hat{b} = 0$ requires that

$$\varphi'_{nK}(0) \geq -r/K.$$  

(3.8)

Next, if instead

$$\varphi'_{nK}(0) < -r/K,$$  

(3.9)

then we expect that $\hat{b} > 0$ and a corresponding equilibrium value function of the form

$$V(x) = \begin{cases} 
D_1 \psi(x) + D_2 \varphi(x), & 0 < x < \hat{b}, \\
D_3 \varphi_{nK}(x) + D_4 \varphi_{nK}(x) + \frac{K}{r}, & x \geq \hat{b}, 
\end{cases}$$  

(3.10)

for some constants $D_i$, $i = 1, \ldots, 4$ and $\hat{b}$ to be determined. Imposing the boundary conditions $V(0) = 0$ and $V(\infty) = K/r$ gives $D_2 = 0$ and $D_3 = 0$. We also make the Ansatz that $V(x)$ is differentiable at $\hat{b}$, which determines $D_1$ and $D_4$. We thus obtain

$$V(x) = \begin{cases} 
D_1 \psi(x), & 0 < x \leq \hat{b}, \\
D_4 \varphi_{nK}(x) + \frac{K}{r}, & x > \hat{b}, 
\end{cases}$$  

(3.10)

where

$$D_1 = \frac{-\frac{K}{r} \varphi'_{nK}(\hat{b})}{\varphi_{nK}(\hat{b}) \psi'(\hat{b}) - \varphi'_{nK}(\hat{b}) \psi(\hat{b})},$$  

(3.11)

and

$$D_4 = \frac{-\frac{K}{r} \psi'(\hat{b})}{\varphi_{nK}(\hat{b}) \psi'(\hat{b}) - \varphi'_{nK}(\hat{b}) \psi(\hat{b})}.$$

(3.12)

Finally, in line with the arguments above, we determine $\hat{b}$ by imposing the condition

$$V'(\hat{b}) = 1.$$  

(3.13)

Differentiating (3.10) thus gives the equation

$$\frac{K}{r} \frac{\psi'(\hat{b}) \varphi'_{nK}(\hat{b})}{\varphi_{nK}(\hat{b}) \psi'(\hat{b}) - \varphi'_{nK}(\hat{b}) \psi(\hat{b})} = 1,$$

which can be rewritten as

$$\frac{\psi(\hat{b})}{\psi'(\hat{b})} - \frac{\varphi_{nK}(\hat{b})}{\varphi'_{nK}(\hat{b})} = \frac{K}{r}.$$  

(3.14)
**Remark 3.1** Using

\[
(\mu(0) - nK)\varphi_nK'(0) - r\varphi_nK(0) = -\frac{\sigma^2(0)}{2}\varphi_nK''(0) \leq 0,
\]

it can be shown that if (3.9) holds then \(\mu(0) > 0\) (equivalently, if \(\mu(0) \leq 0\) then (3.8) holds). Hence, if (3.9) holds then \(b^* > 0\) and if \(b^* = 0\) then (3.8) holds (see Lemma 2.4). In view of Remark 2.5 and Theorem 3.4 (below) we thus find that the Nash equilibrium is for each agent to always extract maximally \((\hat{b} = 0)\) whenever the optimal policy in the singular extraction \((K = \infty)\) single-agent \((n = 1)\) version of the game is immediate payout of all surplus \((b^* = 0)\). The dependence of \(\hat{b}\) on \(n\) and \(K\) is further analyzed in Sect. 3.3.

**Lemma 3.2** Suppose (3.9) holds. Then Eq. (3.14) has a unique positive solution \(\hat{b}\). Moreover, \(0 < \hat{b} \leq b^*\), where \(b^*\) is the unique inflection point of \(\psi\) (see also Remark 2.5).

**Proof** Define the function \(f : [0, \infty) \rightarrow \mathbb{R}\) by

\[
f(b) = \frac{\varphi_nK(b)}{\psi'(b)} - \frac{\varphi_nK'(b)}{\varphi''_nK(b)}, \quad (3.15)
\]

and note that \(f(0) = -1/\varphi_nK'(0) < K/r\) by (3.9). Thus any solution to the equation \(f(\hat{b}) = K/r\) satisfies \(\hat{b} > 0\). Differentiation shows that

\[
\frac{\sigma^2(b)}{2} f'(b) = \frac{\sigma^2(b)}{2} \left( \frac{\varphi_nK(b)\varphi''_nK(b)}{(\varphi'_nK(b))^2} - \frac{\psi(b)\psi''(b)}{(\psi'(b))^2} \right)
= \frac{f(b)}{\varphi_nK(b)}(\mu_nK(b)\varphi_nK'(b) - r\varphi_nK(b)) + \frac{\psi(b)}{\psi'(b)}(nK - rf(b))
\geq \frac{\psi(b)}{\psi'(b)}(nK - rf(b)), \quad (3.16)
\]

where we have used the ODEs that \(\varphi_nK\) and \(\psi\) satisfy and, in the last inequality, that \(\varphi_nK\) is convex so that

\[
\mu_nK(b)\varphi_nK'(b) - r\varphi_nK(b) = -\frac{\sigma^2(b)}{2}\varphi_nK''(b) \leq 0.
\]

It follows that \(f\) is increasing as long as \(f \leq nK/r\). Consequently, the equation \(f(\hat{b}) = K/r\) has at most one positive solution. Moreover, by similar calculations as in (3.16),

\[
\frac{\sigma^2(b)}{2} f'(b) = \frac{f(b)}{\psi'(b)}(\mu \psi'(b) - r \psi(b)) + \frac{\varphi_nK(b)}{\varphi''_nK(b)}(nK - rf(b))
\]
so at the inflection point \( b^* \) of \( \psi \) we have

\[
\frac{\sigma^2(b^*)}{2} f'(b^*) = \frac{\varphi_{nK}(b^*)}{\varphi'_{nK}(b^*)} (nK - rf(b^*)),
\]

Comparing with (3.16) we find that

\[
\frac{\psi(b^*)}{\psi'(b^*)} (nK - rf(b^*)) \leq \frac{\varphi_{nK}(b^*)}{\varphi'_{nK}(b^*)} (nK - rf(b^*)),
\]

which implies that \( f(b^*) \geq nK/r \). Thus, by continuity there exists a point \( \hat{b} \in (0, b^*] \) such that \( f(\hat{b}) = K/r \), which completes the proof. \( \square \)

Note that if \( \hat{b} = 0 \), then \( D_4 = -K/r \) and the representation of \( V \) in (3.7) yields (3.10). Let us summarize the above discussion by specifying the candidate equilibrium threshold \( \hat{b} \) and the corresponding equilibrium value function \( V \). If (3.8) holds, then we define \( \hat{b} = 0 \). If instead (3.9) holds, then we define \( \hat{b} \) as the unique positive solution of (3.14). In both cases

\[
V(x) = \begin{cases} 
D_1 \psi(x), & 0 < x \leq \hat{b}, \\
D_4 \varphi_{nK}(x) + \frac{K}{r}, & x \geq \hat{b}, 
\end{cases}
\]

(3.17)

with \( D_1 \) and \( D_4 \) specified in (3.11)–(3.12). Note that \( V \in C^1([0, \infty)) \cap C^2([0, \infty) \setminus \{\hat{b}\}) \) and that it satisfies (3.5)–(3.6). Moreover, if \( \hat{b} > 0 \) then also (3.13) holds.

**Lemma 3.3** The function \( V \) is concave.

**Proof** If (3.8) holds, then \( D_4 = -K/r \) and so \( V(x) = \frac{K}{r} (1 - \varphi_{nK}(x)) \). The concavity of \( V \) thus follows from convexity of \( \varphi_{nK} \). If instead (3.9) holds, then the claim is verified using (3.17), Lemma 3.2 and Lemma 2.4. \( \square \)

### 3.2 A Verification Theorem for the Threshold Nash Equilibrium

**Theorem 3.4** A Nash equilibrium of threshold type exists. In particular, define \( \hat{b} = 0 \) if (3.8) holds, and let \( \hat{b} \) be the unique solution to (3.14) if instead (3.9) holds. Then, \( \hat{\lambda} = (\hat{b}, \ldots, \hat{b}) \) is a Nash equilibrium and the corresponding equilibrium value functions are identical and given by \( V \) defined in (3.17).

**Proof** Suppose an arbitrary agent \( i \) deviates from \( \hat{\lambda} = (\hat{b}, \ldots, \hat{b}) \). More precisely, consider the strategy profile \( (\lambda, \hat{\lambda}_{-i}) \) (cf. Definition 2.1), where \( \lambda \) is an arbitrary admissible strategy. Then \( X \) is given by

\[
dX_t = \left( \mu(X_t) - \lambda(X_t) - (n - 1)K I_{\{X_t \geq b\}} \right) dt + \sigma(X_t) dB_t.
\]
Using Itô’s formula we obtain
\[
e^{-r(\tau \wedge \theta_t)} V(X_{\tau \wedge \theta_t}) = V(x) + \int_0^{\tau \wedge \theta_t} e^{-rs} \left( \mu(X_s) - \lambda(X_s) - (n-1)K I_{\{X_s \geq \hat{b}\}} \right) V'(X_s) \, ds \\
+ \int_0^{\tau \wedge \theta_t} e^{-rs} \left( \frac{1}{2} \sigma^2(X_s) V''(X_s) I_{\{X_s \neq \hat{b}\}} - r V(X_s) \right) \, ds \\
+ \int_0^{\tau \wedge \theta_t} e^{-rs} \sigma(X_s) V'(X_s) \, dB_s,
\]
where \( \theta_t := \inf \{ s \geq 0 : X_s \geq t \} \wedge t \) (with the standard convention that the infimum of the empty set is infinite). It is directly verified, cf. (3.5)–(3.6), that
\[
\frac{1}{2} \sigma^2(x) V''(x) + \left( \mu(x) - n K I_{\{x \geq \hat{b}\}} \right) V'(x) - r V(x) + K I_{\{x \geq \hat{b}\}} = 0
\]
for all \( x \neq \hat{b} \), which implies that
\[
e^{-r(\tau \wedge \theta_t)} V(X_{\tau \wedge \theta_t}) = V(x) + \int_0^{\tau \wedge \theta_t} e^{-rs} \left( (V'(X_s) - 1) \left( K I_{\{X_s \geq \hat{b}\}} - \lambda(X_s) \right) - \lambda(X_s) \right) \, ds \\
+ \int_0^{\tau \wedge \theta_t} e^{-rs} \sigma(X_s) V'(X_s) \, dB_s. \tag{3.18}
\]
In case (3.8) holds, we have \( V(x) = \frac{K}{r} (1 - \varphi_{nK}(x)) \). By concavity of \( V \) (cf. Lemma 3.3) we thus obtain \( V'(x) \leq V'(0) \leq 1 \), so
\[
(V'(x) - 1) \left( K I_{\{x \geq \hat{b}\}} - \lambda \right) \leq 0, \text{ for all } \lambda \in [0, K]. \tag{3.19}
\]
Similarly, if (3.9) holds, then it follows by concavity of \( V \) and \( V'(\hat{b}) = 1 \) that (3.19) holds. Hence
\[
V(x) \geq - \int_0^{\tau \wedge \theta_t} e^{-rs} \sigma(X_s) V'(X_s) \, dB_s + e^{-r(\tau \wedge \theta_t)} V(X_{\tau \wedge \theta_t}) + \int_0^{\tau \wedge \theta_t} e^{-rs} \lambda(X_s) \, ds.
\]
Taking expectation yields
\[
V(x) \geq \mathbb{E}_x \left( e^{-r(\tau \wedge \theta_t)} V(X_{\tau \wedge \theta_t}) \right) + \mathbb{E}_x \left( \int_0^{\tau \wedge \theta_t} e^{-rs} \lambda(X_s) \, ds \right),
\]
where we used that \( V'(\cdot) \) and \( \sigma(\cdot) \) are bounded on the stochastic interval \([0, \theta_t]\) so that the expectation of the stochastic integral vanishes. Since \( V \geq 0 \), using monotone convergence we find that
\[
V(x) \geq \mathbb{E}_x \left( \int_0^\tau e^{-rs} \lambda(X_s) \, ds \right) = J_i(x; (\lambda_i, \hat{\lambda}_{-i})).
\]
Furthermore, using the threshold strategy \( KI_{\{X_t \geq \hat{b}\}} \) instead of the arbitrary strategy \( \lambda(X_t) \) from the beginning of the proof yields, from (3.18),

\[
V(x) = \mathbb{E}_x \left( e^{-r(\tau \wedge \theta_1)} V(X_{\tau \wedge \theta_1}) \right) + \mathbb{E}_x \left( \int_0^{\tau \wedge \theta_1} e^{-rs} KI_{\{X_t \geq \hat{b}\}} \, ds \right). \tag{3.20}
\]

Let us now consider what happens if we send \( t \to \infty \), so that \( \tau \wedge \theta_t \to \tau \). In this case, the first term in the right hand side of (3.20) converges to zero; to see this we use that the limit is \( \lim_{t \to \infty} e^{-r(\tau \wedge \theta_t)} V(X_{\tau \wedge \theta_t}) = 0 \) (note that the function \( V \) is bounded and that \( V(0) = 0 \)), so we obtain that the limit of the first term is zero using dominated convergence. Moreover, using monotone convergence we find that the second term in the right hand side of (3.20) converges to \( \mathbb{E}_x \left( \int_0^\tau e^{-rt} KI_{\{X_t \geq \hat{b}\}} \, dt \right) \). Hence,

\[
V(x) = \mathbb{E}_x \left( \int_0^\tau e^{-rt} KI_{\{X_t \geq \hat{b}\}} \, dt \right) = J_i(x; \hat{\lambda}).
\]

Consequently, \( \hat{\lambda} = (\hat{b}, \ldots, \hat{b}) \) is a Nash equilibrium. \( \square \)

### 3.3 Properties of the Threshold Nash Equilibrium

To understand the effect of competition, we also provide a study of the dependence on the number \( n \) of agents for the equilibrium threshold and for the corresponding equilibrium value. Our first result in this direction shows that increased competition lowers the equilibrium threshold and decreases each agent’s equilibrium value.

**Theorem 3.5** (The effect of increased competition.) With all other parameters being held fixed, the threshold \( \hat{b} = \hat{b}(n) \) in the symmetric threshold strategy \( \hat{\lambda} = (\hat{b}, \ldots, \hat{b}) \) is decreasing in \( n \). In fact, there exists a number \( \bar{n} \) such that \( \hat{b} \) is decreasing for \( n < \bar{n} \) and \( \hat{b} = 0 \) for \( n \geq \bar{n} \). Moreover, the equilibrium value \( V(x) = V(x; n) \) is decreasing in \( n \).

**Proof** First note that the stochastic representation (2.3) gives that

\[
\varphi_{nK}(y) = \mathbb{E}_y[e^{-r\tau_0}],
\]

where \( \tau_0 \) is the first hitting time of 0 by a process \( Y \), cf. (2.4), with drift \( \mu_{nK} \). Since the drift of \( Y \) decreases in \( n \), this implies that \( \varphi_{nK}(y) \) is increasing in \( n \), and therefore \( \varphi_{nK}(0) = 1 \) yields that \( \varphi'_{nK}(0) \) is increasing in \( n \). Thus there exists \( \bar{n} \) such that condition (3.8) holds if \( n \geq \bar{n} \) (so that \( \hat{b} = 0 \) for such \( n \)), and (3.9) holds if \( n < \bar{n} \). Moreover, (2.3) also yields that the expression

\[
\frac{\varphi_{nK}(y)}{\varphi_{nK}(x)}
\]

is decreasing in \( n \).
is increasing in \( n \) for \( x < y \). Therefore, \( \frac{\psi_n (x)}{\psi_m (x)} \) is increasing in \( n \), so \( \frac{\psi_m K}{\psi_n K} \leq \frac{\psi_m K}{\psi_m K} \) if \( m \leq n \). Consequently, the function \( f = f_n \) in (3.15) is increasing in \( n \), so it follows that \( \hat{b}(n) \) is decreasing in \( n \) for \( n < \hat{n} \) (cf. the proof of Lemma 3.2).

To show that \( V \) is decreasing in \( n \), let \( m \leq n \) and denote by \( \hat{b}_m, \hat{b}_n \) and \( V_m, V_n \) the corresponding thresholds and equilibrium values, respectively. By the above, \( \hat{b}_m \geq \hat{b}_n \).

If \( \hat{b}_m \geq \hat{b}_n > 0 \), then \( V_m = A_m \psi \) and \( V_n = A_n \psi \) on \([0, \hat{b}_m]\) and \([0, \hat{b}_n]\), respectively, so \( V'_n(\hat{b}_n) = 1 \leq V'_m(\hat{b}_n) \) by the concavity of \( V_m \). Thus \( A_m \geq A_n \), and

\[
V_m \geq V_n \text{ on } [0, \hat{b}_n].
\]

Clearly, (3.21) holds also (trivially) in the case \( \hat{b}_n = 0 \).

As a consequence of (3.21), we also have \( V_m \geq V_n \) on \([0, \hat{b}_m]\) since \( V'_n \leq 1 \leq V'_m \) on \([\hat{b}_n, \hat{b}_m]\). On the interval \([\hat{b}_m, \infty)\), the function \( u := V_m - V_n \) satisfies

\[
\frac{\sigma^2}{2} u'' + (\mu - nK) u' - ru = -(n - m)K V'_m \leq 0
\]

with boundary conditions \( u(\hat{b}_m) \geq 0 \) and \( u(\infty) = 0 \). The maximum principle then yields \( u \geq 0 \) on \([\hat{b}_m, \infty)\). Consequently, \( V_m \geq V_n \) everywhere, which completes the proof. \( \square \)

Intuitively, the effect in Theorem 3.5 of adding more agents of the same type is negative as it both adds competition and also increases the maximal total push rate \( nK \) (while the individual push rate \( K \) is constant). In the following result we isolate the effect of increased competition by studying the case with a fixed maximal total push rate \( \bar{K} \).

**Theorem 3.6** (The effect of increased competition with constant total extraction rate.)

*Let the maximal individual extraction rate be \( \bar{K} = \bar{K}/n \) (so that the total maximal extraction rate \( \bar{K} \) is independent of \( n \)). Then the equilibrium threshold \( \hat{b} = \hat{b}(n) \) and the total equilibrium value \( nV(x) \) are both decreasing in \( n \).*

**Proof** The function \( f \) in (3.15) is in this case given by \( f(b) = \frac{\psi(b)}{\psi'(b)} - \frac{\psi_{\bar{K}}(b)}{\psi'_{\bar{K}}(b)} \), which is independent of \( n \), and the threshold \( \hat{b} = \hat{b}(n) \) is given as the unique solution of \( f(\bar{b}) = \bar{K}/r = \bar{K}/(rn) \) provided \( \psi'_{\bar{K}}(0) < -r/n/\bar{K} \), and \( \hat{b}(n) = 0 \) otherwise. Since \( f \) is increasing as long as \( f < \bar{K}/r \) (cf. the proof of Lemma 3.2), the solution of \( f(\bar{b}(n)) = \bar{K}/(nr) \) is decreasing in \( n \).

It remains to show that \( nV(x) \) decreasing. Recall that

\[
V(x) = \begin{cases} 
D_1(n) \psi(x), & 0 < x \leq \hat{b}(n), \\
D_4(n) \psi_{\bar{K}}(x) + \frac{\bar{K}}{nr}, & x \geq \hat{b}(n), 
\end{cases}
\]
where \( \hat{b}(n) \) solves
\[
f (\hat{b}(n)) := \frac{\psi(\hat{b}(n))}{\psi'(\hat{b}(n))} - \frac{\varphi'_{K}(\hat{b}(n))}{\varphi'_{K}(\hat{b}(n))} = \frac{\mathcal{K}}{nr}
\]
if (3.9) holds, and \( \hat{b}(n) = 0 \) otherwise. Moreover,
\[
D_1(n) = \frac{-\frac{\mathcal{K}}{nr} \varphi'_{K}(\hat{b}(n))}{\varphi'_{K}(\hat{b}(n)) \psi'(\hat{b}(n)) - \varphi'_{K}(\hat{b}(n)) \psi(\hat{b}(n))}
\]
and
\[
D_4(n) = \frac{-\frac{\mathcal{K}}{nr} \psi'(\hat{b}(n))}{\varphi'_{K}(\hat{b}(n)) \psi'(\hat{b}(n)) - \varphi'_{K}(\hat{b}(n)) \psi(\hat{b}(n))}.
\]

In order to show that \( nV(x; n) \) is decreasing in \( n \) we now show that \( nD_1(n) \) and \( nD_4(n) \) are decreasing in \( n \). We begin with \( nD_1(n) \). Since \( \hat{b}(n) \) is decreasing in \( n \) (Theorem 3.5), it suffices to show that \( \frac{\varphi'_{K}(x)}{\varphi'_{K}(\hat{b}(n)) \psi'(\hat{b}(n)) - \varphi'_{K}(\hat{b}(n)) \psi(\hat{b}(n))} \) is decreasing for \( x \in (0, \hat{b}(1)) \), which is equivalent to
\[
\frac{\psi''(x)}{\psi'(x)} \varphi''_{K}(x) - \frac{\varphi''_{K}(x)}{\varphi'_{K}(x)} \varphi'_{K}(x) \leq 0.
\]
However,
\[
\frac{\sigma^2(x)}{2} \left( \frac{\psi'(x)}{\varphi'_{K}(x)} \right) \frac{\psi''(x)}{\psi'(x)} \varphi''_{K}(x) - \frac{\varphi''_{K}(x)}{\varphi'_{K}(x)} \varphi'_{K}(x) = rf(x) - \mathcal{K} \leq 0 \quad (3.22)
\]
for \( x \in (0, \hat{b}(1)) \) (cf. the proof of Lemma 3.2), so \( nD_1(n) \) is decreasing in \( n \). For \( nD_4(n) \) we want to show for \( x \in (0, \hat{b}(1)) \), that \( \frac{\sigma^2(x)}{2} \frac{\psi'(x)}{\varphi'_{K}(x)} \frac{\psi''(x)}{\psi'(x)} \frac{\psi''_{K}(x)}{\varphi'_{K}(x)} \) is decreasing, which is equivalent to
\[
\frac{\varphi'_{K}(x)}{\psi'(x)} \frac{\psi''_{K}(x)}{\psi'(x)} \frac{\psi''(x)}{\varphi'_{K}(x)} \varphi'_{K}(x) \leq 0.
\]
Hence, also in this case (3.22) gives us what is needed.

Now, since \( nD_1(n) \) and \( nD_4(n) \) are decreasing in \( n \), it follows that \( mV(x; m) \geq nV(x; n) \) for \( x \in [0, \hat{b}(n)] \cup [\hat{b}(m), \infty) \) if \( m < n \). Moreover, on \([\hat{b}(n), \hat{b}(m)]\) we have that the function \( H(x) := mV(x; m) - nV(x; n) \) satisfies
\[
\frac{\sigma^2}{2} H'' + (\mu - \mathcal{K}) H' - r H = -\mathcal{K} (mV'(x; m) - 1) \leq 0
\]
since \( V'(x; m) \geq 1 \) on \([\hat{b}(n), \hat{b}(m)]\). Since \( H > 0 \) at the boundary points \([\hat{b}(n), \hat{b}(m)]\), a maximum principle gives \( H \geq 0 \), so \( mV(x; m) \geq nV(x; n) \) everywhere. \( \square \)
Remark 3.7 In the single-agent game, the optimal threshold (given by $\hat{b} = \hat{b}(K)$ determined with $n = 1$) can be shown to be increasing as a function of the maximal extraction rate $K$. Indeed, implicit differentiation of the relation $f(\hat{b}(K)) = K/r$ yields

$$\hat{b}'(K) = \frac{\sigma^2(\hat{b})\psi'(\hat{b})}{2K(\mu(\hat{b})\psi'(\hat{b}) - r\psi(\hat{b}))} \geq 0,$$

where the inequality is a consequence of $\psi''(\hat{b}) \leq 0$. In the competitive setting of the current paper (where we may have $n \geq 2$), however, the effect of an increase in the extraction rate is ambiguous as it facilitates fast extraction not only for you but also for your competitors. We therefore do not expect any monotone relationship between $\hat{b}$ and $K$; see Fig. 3 for an illustration of this relationship in the case of constant coefficients.

3.4 The Case of Constant Coefficients

Consider the case of constant drift and diffusion coefficients $\mu > 0$ and $\sigma > 0$. In this case

$$\psi(x) = \frac{e^{\alpha x} - e^{\beta x}}{\alpha - \beta} \quad \text{and} \quad \varphi_{nK}(x) = e^{\gamma x}$$

where

$$\alpha := -\frac{\mu}{\sigma^2} + \sqrt{\frac{\mu^2}{\sigma^4} + \frac{2r}{\sigma^2}} > 0, \quad \beta := -\frac{\mu}{\sigma^2} - \sqrt{\frac{\mu^2}{\sigma^4} + \frac{2r}{\sigma^2}} < 0, \quad \text{and}$$

$$\gamma := -\frac{\mu - nK}{\sigma^2} - \sqrt{\frac{(\mu - nK)^2}{\sigma^4} + \frac{2r}{\sigma^2}} < 0.$$

Let us use Theorem 3.4 to find the Nash equilibrium for this model. First note that condition (3.9) is equivalent to

$$\frac{K}{r} \left( \frac{\mu - nK}{\sigma^2} + \sqrt{\frac{(\mu - nK)^2}{\sigma^4} + \frac{2r}{\sigma^2}} \right) > 1. \quad (3.23)$$
Fig. 1 Left: The individual equilibrium value function $V(x)$ (same for each agent) when the number of competitors $n$ is varied and the individual maximal extraction rate $K$ is fixed. Right: The total equilibrium value function $nV(x)$ when $n$ is varied and the total maximal extraction rate $\bar{K}$ is fixed. (Larger $n$ correspond to lower equilibrium values.)

Hence, if (3.23) does not hold, then $\hat{b} = 0$ is the equilibrium threshold, and if (3.23) holds, then the equilibrium threshold is strictly positive and determined by the equation

$$\frac{e^{\alpha \hat{b}} - e^{\beta \hat{b}}}{\alpha e^{\hat{b}} - \beta e^{\hat{b}}} - \frac{1}{\gamma} = \frac{K}{r},$$

cf. (3.14). In the latter case, we find

$$\hat{b} = \frac{\ln \left( \frac{1 - (K/r+1/\gamma)\beta}{1 - (K/r+1/\gamma)\alpha} \right)}{\alpha - \beta}.$$

Moreover, (3.17) yields a closed formula for the equilibrium value function $V$. Figures 1, 2 and 3, illustrate the monotonicities in $K$ and $n$ obtained in Theorem 3.5 and Theorem 3.6, as well as the non-monotonicity of $\hat{b}$ in $K$, cf. Remark 3.7. The remaining parameters are held fixed, with $\mu = 4$, $\sigma^2 = 2$ and $r = 0.05$.

Let us further interpret the relationship between the maximal individual push rate $K$ and the equilibrium threshold $\hat{b}$ indicated by Fig. 3. The non-monotone behavior is a consequence of the double role of the maximal push rate $K$: firstly, a large $K$ gives larger freedom for each agent, thereby pushing up the threshold level, and secondly, it gives more freedom for the competitors, which is likely to reduce the threshold. The overall effect is therefore a non-monotone relationship as depicted in Fig. 3. These two effects are separated in Sect. 4 below, where agents are equipped with individual extraction rates, cf. Fig. 5. Note that one may explain the general hump form a follows. First, a very small maximal rate $K$ implies that (3.8) holds, so then $\hat{b} = 0$ by Theorem 3.4. Second, the strictly competitive game ($n \geq 2$) with unbounded extraction rates would degenerate into immediate depletion of resources; this indicates that $\hat{b}(K)$ is small for large values of $K$. 

\textcopyright Springer
Fig. 2 The equilibrium threshold \( \hat{b} \) as a function of the number of competitors \( n \) when the individual maximal extraction rate \( K \) is fixed (left), and when the total maximal extraction rate \( \bar{K} \) is fixed (right), respectively.

Fig. 3 The equilibrium threshold \( \hat{b} \) as a function of the individual extraction rate \( K \), with the number of competitors fixed at \( n = 30 \). The non-monotone dependence is a consequence of competing effects, where a larger individual maximal extraction rate gives more freedom both to you and to your competitors.

4 Individual Extraction Rates

In this section we consider the asymmetric case when maximal extraction rates are not necessarily identical. In particular, a Markovian control \( \lambda_{it} = \lambda_i(X_t) \) is in this section an admissible strategy for agent \( i \) if it takes values in \( [0, K_i] \), where \( K_1, \ldots, K_n \) are given positive constants. Again we will search for Nash equilibria of threshold type, which in this section means that for all \( i = 1, \ldots, n \) we have

\[
\lambda_{it} = K_i I_{\{X_t \geq b_i\}} \quad \text{for some constant} \ b_i \geq 0 \ \text{and all} \ t \geq 0.
\]
In Sect. 4.1 we report a verification type result for the asymmetric game. In Section 4.2 we establish the existence of a Nash equilibrium of threshold type using a fixed-point argument. The corresponding thresholds are shown to be ordered in the same way as the maximal extraction rates.

4.1 A Single-Agent Problem and a Verification Result

By definition a threshold strategy \((\hat{b}_1, \ldots, \hat{b}_n)\) is a Nash equilibrium if the threshold strategy corresponding to \(\hat{b}_i\) is optimal (in the usual sense) for any agent \(i\) in case the other agents use the fixed threshold strategy \((\hat{b}_1, \ldots, \hat{b}_{i-1}, \hat{b}_{i+1}, \ldots, \hat{b}_n)\) (we use this notation to mean the threshold strategy obtained when removing the threshold of agent \(i\) also in case \(i = 1\) or \(i = n\)). Thus, all we need in order to verify that a proposed threshold equilibrium is indeed an equilibrium is to solve a single-agent version of the problem investigated in the previous section, but with the complication of a drift function with negative jumps; in particular, the problem of selecting an admissible strategy \(\hat{\lambda}_i = (\hat{\lambda}_{it})_{t \geq 0}\) for agent \(i\) in

\[
dX_t = \left(\mu(X_t) - \sum_{j \neq i} K_j I_{[X_t \geq b_j]} - \hat{\lambda}_{it}\right) dt + \sigma(X_t) dB_t, \tag{4.1}
\]

in order to maximize the reward

\[
\mathbb{E}_x \left( \int_0^\tau e^{-rt}\lambda_{it} \, dt \right), \tag{4.2}
\]

for fixed constants \(b_1, \ldots, b_{i-1}, b_{i+1}, \ldots, b_n \in [0, \infty), K_1, \ldots, K_n \in (0, \infty)\).

In line with Sect. 3.1, we thus denote by \(\psi^{(i)}(x) = \psi^{(i)}(x; b_1, \ldots, b_{i-1}, b_{i+1}, \ldots, b_n)\) the increasing positive solution of

\[
\frac{1}{2} \sigma^2(x) h''(x) + \left(\mu(x) - \sum_{j \neq i} K_j I_{[x \geq b_j]}\right) h'(x) - rh(x) = 0, \tag{4.3}
\]

and by \(\phi^{(i)}(x) = \phi^{(i)}(x; b_1, \ldots, b_{i-1}, b_{i+1}, \ldots, b_n)\) the decreasing positive solution of

\[
\frac{1}{2} \sigma^2(x) h''(x) + \left(\mu(x) - K_i - \sum_{j \neq i} K_j I_{[x \geq b_j]}\right) h'(x) - rh(x) = 0, \tag{4.4}
\]

with the boundary specifications \(\psi^{(i)}(0) = \psi^{(i)}(\infty) = 0, \psi^{(i)'}(0) = 1 \) and \(\phi^{(i)}(\infty)(0) = 1\). Note that these functions are analogous to \(\psi\) and \(\varphi_{nK}\) of the previous section, but due to the discontinuities of the drift function we now merely have that \(\psi^{(i)}, \phi^{(i)} \in C^1(0, \infty) \cap C^2([0, \infty) \setminus \{b_1, \ldots, b_{i-1}, b_{i+1}, \ldots, b_n\})\). However, since the jumps of the drift are negative, we may use approximation by drift coefficients for...
which (A.1) and (A.3) are valid. More specifically, consider drift coefficients \( \{ \mu_k \}_{k=1}^{\infty} \) satisfying (A.1) and (A.3), and with \( \mu_k \uparrow \mu - \sum_{j \neq i} K_j I_{|b_j|} \) pointwise. We then see that the conclusions of Lemma 2.4 still hold. In fact, the corresponding fundamental solutions converge pointwise from above to \( \psi(i) \) and \( \varphi(i) \), as \( k \to \infty \). Using that the pointwise limit of concave/convex functions is again concave/convex, Lemma 2.4 extends as follows.

**Lemma 4.1** (i) Each function \( \psi(i) \) is (strictly) concave-convex on \( [0, \infty) \) with a unique inflection point \( b_i^{**} \in [0, \infty) \). In particular, if \( \mu(0) - \sum_{j \neq i} K_j I_{|b_j|} > 0 \) then \( b_i^{**} > 0 \), and otherwise \( b_i^{**} = 0 \) and \( \psi(i) \) is convex everywhere.

(ii) Each function \( \varphi(i) \) is convex.

**Remark 4.2** In practice, each \( \psi(i) \) can be found by (i) identifying the fundamental increasing and decreasing solutions to (4.3) separately on the intervals on which the drift function does not jump, (ii) on each interval forming linear combinations of the increasing and decreasing fundamental solutions, (iii) pasting the linear combinations together to form a function \( \mathbb{R}_+ \to \mathbb{R} \), (iv) choosing the constants of the linear combinations so that the resulting \( \mathbb{R}_+ \to \mathbb{R} \) function is continuously differentiable and the boundary conditions are satisfied; this function is then \( \psi(i) \). We can similarly obtain \( \varphi(i) \).

**Remark 4.3** As in Remark 2.5, the inflection point \( b_i^{**} \) corresponds to the optimal barrier policy in case the maximal push rate of agent \( i \) is \( K_i = \infty \).

Relying on Lemma 4.1, the reasoning in Sect. 3.1 extends to the present case. In particular, by relying on a single-agent version of Theorem 3.2 for the present setting, we can verify if it is optimal for any agent \( i \) to comply with a proposed threshold equilibrium. We thus obtain the following verification type result.

**Theorem 4.4** Suppose a threshold strategy \( (\hat{b}_1, \ldots, \hat{b}_n) \) satisfies \( V_i'(\hat{b}_i) = 1 \) if \( \hat{b}_i > 0 \) and \( V_i'(\hat{b}_i) \leq 1 \) if \( \hat{b}_i = 0 \), for \( i = 1, \ldots, n \), where

\[
V_i(x) := \begin{cases} 
E_{1,i} \psi(i)(x) & 0 \leq x \leq \hat{b}_i \\
E_{4,i} \varphi(i)(x) + \frac{K_i}{r} & x \geq \hat{b}_i,
\end{cases}
\]  

and

\[
E_{1,i} := -\frac{K_i}{r} \psi(i)'(\hat{b}_i) \psi(i)'(\hat{b}_i) - \psi(i)'(\hat{b}_i) \psi(i)'(\hat{b}_i),
\]

\[
E_{4,i} := \frac{-K_i \psi(i)'(\hat{b}_i)}{\varphi(i)(\hat{b}_i) \psi(i)'(\hat{b}_i) - \varphi(i)'(\hat{b}_i)}.
\]

Then, \( (\hat{b}_1, \ldots, \hat{b}_n) \) is a threshold Nash equilibrium and \( V_i(x), i = 1, \ldots, n \) are the corresponding equilibrium value functions.
We will now report a boundedness and continuity result that is essential for the
fixed-point argument in Sect. 4.2. Consider the problem stated in the beginning of this
section, see (4.1)–(4.2). Relying again on Lemma 4.1 and reasoning similar to that of
Sect. 3.1 we find, as noted above, that the solution is a threshold strategy. In particular,
if agents 1, . . . , i − 1, i + 1, . . . , n use a fixed strategy (b1, . . . , bi−1, bi+1, . . . , bn),
then the optimal strategy of agent i is a threshold strategy, which we denote by bZ
= bZ(b1, . . . , bi−1, bi+1, . . . , bn). This induces mappings

\[(b_1, \ldots, b_{i-1}, b_{i+1}, \ldots, b_n) \in \mathbb{R}^{n-1}_+ \mapsto b_i^Z = b_i^Z(b_1, \ldots, b_{i-1}, b_{i+1}, \ldots, b_n),\]  

(4.7)

for i = 1, . . . , n. The interpretation is that b_i^Z is the optimal threshold strategy for
agent i under the assumption that the other agents use a fixed threshold strategy
(b1, . . . , bi−1, bi+1, . . . , bn).

**Proposition 4.5** For each i = 1, . . . , n, the mapping (4.7) is bounded by c and con-
tinuous.

**Proof** Suppose without loss of generality that i = n. Let us first show that the function
(b1, . . . , b_{n-1}) \mapsto b_{n*}^n is bounded. Consider any x > 0 with x \neq b_i for all i < n
and suppose \(\psi^{(n)''}(x) < 0\). The function \(\psi^{(n)}(y) - y\psi^{(n)'}(y)\) is zero for y = 0 and
increasing on [0, x], so \(\psi^{(n)}(x) \geq x\psi^{(n)'}(x)\) for such x. This implies that

\[\frac{1}{2}\sigma^2(x)\psi^{(n)''}(x) = r\psi^{(n)}(x) - \left(\mu(x) - \sum_{i \leq n-1} K_i I_{[x \geq b_i]}\right)\psi^{(n)'}(x)\]

\[\geq \left( -r \right) x - \sum_{i \leq n-1} K_i I_{[x \geq b_i]} \right)\psi^{(n)'}(x).\]

By Assumption 2.2(A.3), the last expression above is positive whenever x \geq c; thus,
in order for \(\psi^{(n)''}(x) < 0\) to hold we must have x < c. Consequently, \(b_{n*}^n \leq c\), and
since c does not depend on b1, . . . , b_{n-1}, it follows that (b1, . . . , b_{n-1}) \mapsto b_{n*}^n is
bounded.

It can now be seen (cf. the single-agent, n = 1, version of Theorem 3.2), that the
optimal value function corresponding to \(b_{n}^Z = b_{n}^Z(b_1, \ldots, b_{n-1})\) is

\[Z(x) := \begin{cases} E_1\psi^{(n)}(x) & 0 \leq x \leq b_{n}^Z \\ E_4\psi^{(n)}(x) + \frac{K_n}{r} & x \geq b_{n}^Z. \end{cases}\]  

(4.8)

(where E_1 and E_4 are defined so that Z is C^1 at b_{n}^Z, i.e. analogously to the constants
in Theorem 4.4) and \(b_{n}^Z \in (0, b_{n*}^n]\) is the unique threshold satisfying \(Z'(b_{n}^Z) = 1\) in case

\(\varphi^{(n)'}(0) < -\frac{r}{K_n}\).
and \( b_{n}^{**} > 0 \) hold, and \( b_{n}^{Z} = 0 \) otherwise. We thus find (i) since \( b_{n}^{Z} \leq b_{n}^{**} \), it holds that \( b_{n}^{Z} \) is bounded, and (ii) since the solutions \( \psi_{(n)}^{(i)} \) and \( \phi_{(n)}^{(i)} \) to the ODEs (4.3) and (4.4) (with \( i = n \)) depend continuously on the parameters \( b_{1}, \ldots, b_{n-1} \), it holds that the continuity of \( b_{n}^{Z} \) can be obtained from the explicit defining relations above, see e.g. (4.8).

\[ \square \]

4.2 Existence of Asymmetric Threshold Nash Equilibrium

**Theorem 4.6** Suppose, without loss of generality, that \( K_{n} \geq \ldots \geq K_{1} \geq 0 \). Then, there exists a threshold type Nash equilibrium \( \hat{\lambda} = (\hat{b}_{1}, \ldots, \hat{b}_{n}) \) that satisfies \( \hat{b}_{n} \geq \ldots \geq \hat{b}_{1} \geq 0 \). Moreover, the corresponding equilibrium value functions are given by (4.5) and satisfy \( V_{n}(x) \geq \ldots \geq V_{1}(x) \) for all \( x \geq 0 \).

**Proof** For any fixed \( i \), the mapping \( b_{i}^{Z} \) defined in (4.7) produces the optimal threshold strategy for agent \( i \) under the assumption that the other agents use a fixed threshold strategy \( (b_{1}, \ldots, b_{i-1}, b_{i+1}, \ldots, b_{n}) \). Recall that each \( b_{i}^{Z} \) is a bounded and continuous mapping by Proposition 4.5; in fact, \( b_{i}^{Z} \leq c \) for all \( i \) and \( (b_{1}, \ldots, b_{n}) \). Define the hyper-cube \( \mathcal{K} = [0, c]^{n} \) and the composite mapping

\[ \mathcal{K} \ni (b_{1}, \ldots, b_{n}) \mapsto (b_{1}^{Z}, \ldots, b_{n}^{Z}). \]

Note that this is a continuous mapping from \( \mathcal{K} \) to \( \mathcal{K} \) and with Brouwer’s fixed-point theorem we conclude that it has a fixed-point \( (\hat{b}_{1}, \ldots, \hat{b}_{n}) \). Clearly, the threshold strategy profile \( (\hat{b}_{1}, \ldots, \hat{b}_{n}) \) is then a Nash equilibrium and the corresponding equilibrium value functions are given by (4.5).

For the ordering result, it suffices to consider the case \( n = 2 \) since the strategies of the remaining agents can be considered already locked in. Assume that \( K_{1} \leq K_{2} \) and consider a threshold type equilibrium \( (\hat{b}_{1}, \hat{b}_{2}) \) as obtained above. Now assume (to reach a contradiction) that \( \hat{b}_{1} > \hat{b}_{2} \). If \( \hat{b}_{2} > 0 \), then

\[ V_{i}(x) = A_{i} \psi(x), \ x \leq \hat{b}_{2}. \]

Using strict concavity of \( \psi \) (on the interval \( (0, \hat{b}_{2}) \)) and \( V_{i}'(\hat{b}_{i}) = 1 \) we obtain \( A_{1} > A_{2} > 0 \), so \( V_{1}(\hat{b}_{2}) > V_{2}(\hat{b}_{2}) \). Moreover, \( V_{i}'(x) \geq 1 \) for \( x \leq \hat{b}_{i} \) and \( V_{i}'(x) \leq 1 \) for \( x \geq \hat{b}_{i} \), so

\[ V_{i}'(\hat{b}_{1}) > V_{2}'(\hat{b}_{1}) \text{ and } V_{1}(\hat{b}_{1}) > V_{2}(\hat{b}_{1}). \]  

(4.9)

A similar reasoning shows that (4.9) also holds in the case \( 0 = \hat{b}_{2} < \hat{b}_{1} \). Define

\[ x_{0} = \inf \{ x \geq \hat{b}_{1} : V_{1}'(\hat{b}_{1}) - V_{2}'(\hat{b}_{1}) \leq 0 \}. \]
If \(x_0 < \infty\), then \(V_1 - V_2 \geq 0\), \(V_1' - V_2' = 0\) and \(V_1'' - V_2'' \leq 0\) at \(x_0\). Consequently,

\[
0 = \frac{\sigma^2}{2} (V_1'' - V_2'') + (\mu - K_1 - K_2)(V_1' - V_2') - r(V_1 - V_2) + (K_1 - K_2) \\
\leq -r(V_1 - V_2) + (K_1 - K_2) < 0.
\]

Thus \(x_0 = \infty\), so \(V_1(x) - V_2(x) \geq V_1(\hat{b}_1) - V_2(\hat{b}_1) > 0\) for all \(x \geq \hat{b}_1\), which contradicts \(V_1(\infty) = \frac{K_1}{r} \leq \frac{K_2}{r} = V_2(\infty)\). It follows that \(\hat{b}_1 \leq \hat{b}_2\).

Now that \(\hat{b}_1 \leq \hat{b}_2\), a similar reasoning as above shows that \(V_1 \leq V_2\) on \((0, \hat{b}_2)\). Since \(u := V_2 - V_1\) on \((\hat{b}_2, \infty)\) satisfies

\[
\frac{\sigma^2}{2} u'' + (\mu - K_1 - K_2)u' - ru = K_1 - K_2 \leq 0,
\]

and \(u \geq 0\) for \(x \in (\hat{b}_2, \infty)\), the maximum principle (see, e.g., [19, Chapter 1.1]) shows that \(u = V_2 - V_1 \geq 0\) everywhere.

\[\Box\]

### 4.3 The Case of Constant Coefficients

We consider two agents \(i = 1, 2\) with maximal extraction rates \(K_2 \geq K_1 > 0\) and constant drift and diffusion coefficients \(\mu > 0\) and \(\sigma > 0\). Then existence of a threshold equilibrium \((\hat{b}_1, \hat{b}_2)\) satisfying \(\hat{b}_2 \geq \hat{b}_1 \geq 0\) follows from Theorem 4.6. Hence, an equilibrium of either of the following kinds can be found (i) \((\hat{b}_1, \hat{b}_2) = (0, 0)\), (ii) \((0, \hat{b}_2)\) with \(\hat{b}_2 > 0\), and (iii) \((\hat{b}_1, \hat{b}_2)\) with \(\hat{b}_2 \geq \hat{b}_1 > 0\). We will now describe how to determine if an equilibrium of the last kind exists and how it can be found. Equilibria of the other kinds can be investigated similarly.

Using the program in Remark 4.2 we find that

\[
\psi^{(1)}(x) = \frac{e^{\alpha x} - e^{\beta x}}{\alpha - \beta},\ 0 \leq x \leq b_1 \\
\psi^{(2)}(x) = \begin{cases} 
\frac{e^{\alpha x} - e^{\beta x}}{\alpha - \beta}, & 0 \leq x \leq b_1 \\
F_1 e^{\alpha_1 x} - F_2 e^{\beta_1 x}, & b_1 \leq x \leq b_2,
\end{cases}
\varphi^{(1)}(x) = \begin{cases} 
F_3 e^{\alpha_1 x} - (F_3 - 1) e^{\beta_1 x}, & 0 \leq x \leq b_2 \\
F_4 e^{\beta_2 x}, & x \geq b_2
\end{cases}
\varphi^{(2)}(x) = C \varphi^{(1)}(x), \ x \geq b_2
\]

for some constant \(C > 0\) implying that the boundary condition \(\varphi^{(2)}(0) = 1\) is satisfied (there is no need to determine these functions outside the specified intervals and the constant \(C\) will cancel in the relevant calculations); here \(\alpha\) and \(\beta\) are as in Sect. 3.4, and
From Theorem 4.4 we know that if the system \( V_i'(\hat{b}_i) = E_{1,i} \psi^{(i)}'(\hat{b}_i) = 1, i = 1, 2, \) (with \( E_{1,i} \) as in (4.6)) has a solution \( (\hat{b}_1, \hat{b}_2) \) then it is an equilibrium. Using the definition of \( E_{1,i} \) in (4.6), we rewrite the equation system as

\[
\frac{K_i}{r} = \frac{\psi^{(i)}(\hat{b}_i)}{\psi^{(i)}(\hat{b}_i)} - \frac{\varphi^{(i)}(\hat{b}_i)}{\varphi^{(i)}(\hat{b}_i)}, \quad i = 1, 2,
\]

which, in the present case with constant coefficients, is equivalent to

\[
\begin{align*}
K_1 &= \frac{e^{a_1 b_1} - e^{b_1 b_1}}{\alpha e^{a_1 b_1} - e^{b_1 b_1} - F_3 e^{a_1 b_1} - (F_3 - 1) e^{b_1 b_1}}, \\
K_2 &= \frac{e^{a_1 b_2} e^{b_1 b_2} F_1 - e^{b_1 b_2} F_2}{\alpha_1 e^{a_1 b_2} F_1 - e^{b_1 b_2} F_2} - \frac{1}{\beta_2}.
\end{align*}
\] (4.12)

Determining expressions for \( F_1(\hat{b}_1) \) and \( F_2(\hat{b}_1) \) (using (4.10)), using these in the second equation of (4.12), and solving for \( \hat{b}_2 \) yields

\[
\hat{b}_2(\hat{b}_1) = \frac{\ln \left( \frac{e^{-b_1 \hat{b}_1} \left( e^{a_1 b_1} - e^{b_1 b_1} - a_1 \left( e^{b_1 b_1} - e^{b_1 b_1} \right) \right) 1 - (K_2/r + 1/\beta_2)\beta_1}{e^{-a_1 b_1} \left( e^{a_1 b_1} - e^{b_1 b_1} \right) - \beta_1 \left( e^{a_1 b_1} - e^{b_1 b_1} \right) 1 - (K_2/r + 1/\beta_2)\alpha_1} \right)}{\alpha_1 - \beta_1}.
\] (4.13)
The problem of finding a Nash equilibrium \((\hat{b}_1, \hat{b}_2)\) is thus effectively transformed to a one-dimensional problem. Indeed, relying on (4.11) we find

\[
F_3 = \frac{-(\beta_1 - \beta_2)e^{\beta_1\hat{b}_2}}{e^{\alpha_1\hat{b}_1}(\alpha_1 - \beta_2) - e^{\beta_1\hat{b}_1}(\beta_1 - \beta_2)}.
\] (4.14)

This expression together with (4.13) induces an explicit mapping \(\hat{b}_1 \mapsto F_3\). In particular, using (4.13) and (4.14) we find

\[
F_3 = F_3(\hat{b}_1) := \frac{-(\beta_1 - \beta_2)}{e^{\alpha_1\hat{b}_1}(\alpha_1 - \beta_1 - \beta_2)}.
\] (4.15)

On the other hand, solving for \(F_3\) in the first part of (4.12) yields another explicit mapping \(\hat{b}_1 \mapsto F_3\)

\[
F_3 = \tilde{F}_3(\hat{b}_1) := \frac{\left(\frac{e^{\alpha_1\hat{b}_1} - e^{\beta_1\hat{b}_1}}{\alpha e^{\alpha_1\hat{b}_1} - \beta e^{\beta_1\hat{b}_1}} - \frac{K_1}{r}\right)\beta_1 e^{\beta_1\hat{b}_1} - e^{\beta_1\hat{b}_1}}{e^{\alpha_1\hat{b}_1} - e^{\beta_1\hat{b}_1}}.
\] (4.16)

Now \(\hat{b}_1\) can be determined by considering the equation

\[
F_3(\hat{b}_1) = \tilde{F}_3(\hat{b}_1)
\] (4.17)

(where the left and right hand side are given in (4.15) and (4.16)) which can be easily studied numerically. In particular, if the Eq. (4.17) has a solution \(\hat{b}_1\), then \((\hat{b}_1, \hat{b}_2)\),

---

**Fig. 4** The individual equilibrium value functions with \(K_1 = 0.1\) and \(K_2 = 0.2\)
Fig. 5 Left: The equilibrium thresholds when $K_2$ is varied and $K_1 = 0.1$. Right: The equilibrium threshold $\hat{b}_2(K_2)$ when $K_2$ is varied and $K_1 = 0.1$ (solid). For comparison we have also included the optimal thresholds in the corresponding one-player game (dashed), which are determined according to Sect. 3.4. The straight line is the optimal barrier in the corresponding one-player singular stochastic control problem, cf. Remark 2.5.

with $\hat{b}_2 = \hat{b}_2(\hat{b}_1)$ determined according to (4.13), is an equilibrium; if no solution exists then an equilibrium of either of the other kinds mentioned above can be found using methods similar to that described above.

Let $\mu = 4$, $\sigma^2 = 2$, and $r = 0.05$, and consider the individual maximal extraction rates $K_1 = 0.1$ and $K_2 = 0.2$. Using the program above we determine a Nash equilibrium $(\hat{b}_1, \hat{b}_2) = (0.521229, 0.704502)$. The corresponding equilibrium value functions are illustrated in Fig. 4. In Fig. 5, the equilibrium thresholds are illustrated when varying one of the maximal extraction rates. At least for the chosen parameter values, the effect of a change in $K_2$ on $\hat{b}_1$ is relatively small.

**Funding** Open access funding provided by Uppsala University. The first author gratefully acknowledges funding from Vetenskapsrådet and from the Knut and Alice Wallenberg foundation.

**Declarations**

**Conflict of interest** The authors have not disclosed any competing interests.

**Open Access** This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.
References

1. Alvarez, L.H.: Stochastic forest stand value and optimal timber harvesting. SIAM J. Control Optim. 42(6), 1972–1993 (2004)
2. Alvarez, L.H., Koskela, E.: Optimal harvesting under resource stock and price uncertainty. J. Econ. Dyn. Control 31(7), 2461–2485 (2007)
3. Alvarez, L.H.R.: Optimal harvesting under stochastic fluctuations and critical depensation. Math. Biosci. 152(1), 63–85 (1998)
4. Alvarez, L.H.R., Virtanen, J.: A class of solvable stochastic dividend optimization problems: on the general impact of flexibility on valuation. Econ Theory 28(2), 373–398 (2006)
5. Asmussen, S., Takasaki, M.: Controlled diffusion models for optimal dividend pay-out. Insur. Math. Econ. 20(1), 1–15 (1997)
6. Bai, L., Hunting, M., Paulsen, J.: Optimal dividend policies for a class of growth-restricted diffusion processes under transaction costs and solvency constraints. Financ. Stoch. 16(3), 477–511 (2012)
7. Bai, L., Paulsen, J.: Optimal dividend policies with transaction costs for a class of diffusion processes. SIAM J. Control Optim. 48(8), 4987–5008 (2010)
8. Borodin, A.N., Salminen, P.: Handbook of Brownian Motion-Facts and Formulae. Birkhäuser, Basel (2012)
9. Christensen, S., Lindensjö, K.: Moment constrained optimal dividends: precommitment & consistent planning. To appear in Adv. Appl. Probab. 54(2), 404–432 (2022). (arXiv preprint arXiv:1909.10749)
10. Elsanosi, I., Øksendal, B., Sulem, A.: Some solvable stochastic control problems with delay. Stochastics 71(1–2), 69–89 (2000)
11. Haurie, A., Krawczyk, J.B., Roche, M.: Monitoring cooperative equilibria in a stochastic differential game. J. Optim. Theory Appl. 81(1), 73–95 (1994)
12. Hening, A., Nguyen, D.H., Ungureanu, S.C., Wong, T.K.: Asymptotic harvesting of populations in random environments. J. Math. Biol. 78(1–2), 293–329 (2019)
13. Jørgensen, S., Yeung, D.W.: Stochastic differential game model of a common property fishery. J. Optim. Theory Appl. 90(2), 381–403 (1996)
14. Kaitala, V.: Equilibria in a stochastic resource management game under imperfect information. Eur. J. Oper. Res. 71(3), 439–453 (1993)
15. Karatzas, I., Shreve, S.E.: Brownian Motion and Stochastic Calculus. Graduate Texts in Mathematics, vol. 113, 2nd edn. Springer-Verlag, New York (1991)
16. Lande, R., Engen, S., Saether, B.-E.: Optimal harvesting, economic discounting and extinction risk in fluctuating populations. Nature 372(6501), 88–90 (1994)
17. Lungu, E., Øksendal, B.: Optimal harvesting from interacting populations in a stochastic environment. Bernoulli 7(3), 527–539 (2001)
18. Paulsen, J.: Optimal dividend payments until ruin of diffusion processes when payments are subject to both fixed and proportional costs. Adv. Appl. Probab. 39(3), 669–689 (2007)
19. Protter, M.H., Weinberger, H.F.: Maximum Principles in Differential Equations. Prentice-Hall Inc, Englewood Cliffs, N.J. (1967)
20. Sandal, L.K., Steinshamn, S.I.: Dynamic Cournot-competitive harvesting of a common pool resource. J. Econ. Dyn. Control 28(9), 1781–1799 (2004)
21. Shreve, S.E., Lehoczky, J.P., Gaver, D.P.: Optimal consumption for general diffusions with absorbing and reflecting barriers. SIAM J. Control Optim. 22(1), 55–75 (1984)
22. Wang, W.-K., Ewald, C.-O.: A stochastic differential fishery game for a two species fish population with ecological interaction. J. Econ. Dyn. Control 34(5), 844–857 (2010)
23. Willansen, Y.: The stochastic rotation problem: a generalization of Faustmann’s formula to stochastic forest growth. J. Econ. Dyn. Control 22(4), 573–596 (1998)
24. Zhanebl-Pike, M., Shiryaev, A.N.: Optimization of the flow of dividends. Uspekhi Mat. Nauk 50(2(302)), 25–46 (1995)
25. Zhang, J., Chen, P., Jin, Z., Li, S.: On a class of non-zero-sum stochastic differential dividend games with regime switching. Appl. Math. Comput. 397(125956), 17 (2021)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.