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I. INTRODUCTION

Molecular dynamics are astonishingly complex, and occur on a wide range of length and timescales. To elucidate the mechanisms by which different parts of a molecular system interact and how macroscopic properties arise from these interactions, molecular dynamics (MD) simulations have become an indispensable tool. Because the timescales covered by MD simulations are often orders of magnitude lower than the slowest timescale of the system, a wide variety of enhanced sampling techniques have been developed which distort the dynamics of the simulation such that rare molecular transitions occur more frequently. This can be achieved by raising the temperature, or by adding a bias to the potential energy function. How to extract the correct values of dynamical properties (mean-first passage times, residence times, binding rates or transition probabilities) from these accelerated dynamics is an open question, and a very active field of research.

The goal of dynamical reweighting methods is to estimate dynamical properties of the system at a target state $\tilde{S}$ from a trajectory generated a simulation state $S$. $S$ could correspond to a higher temperature, or to a biased potential. Starting points for the derivation of dynamical reweighting methods are Kramers rate theory, the likelihood function for estimating the transition probabilities from MD trajectories, or a discretization of the Fokker-Planck equation. The methods differ in the ease of use and the severity of the assumptions they make.

A principally exact formalism to reweight dynamic properties are path reweighting methods, which have been reported already early on. In path reweighting methods the trajectory generated at state $S$ is split into short paths $\omega$. Then the path probability $\tilde{P}_L(\omega; \Delta t|(x_0, v_0))$ of a given $\omega$ at the target state $\tilde{S}$ is calculated by reweighting the path probability $P_L(\omega; \Delta t|(x_0, v_0))$ of $\omega$ at the simulation state $S$

$$\tilde{P}_L(\omega; \Delta t|(x_0, v_0)) \approx M \cdot P_L(\omega; \Delta t|(x_0, v_0)).$$

$(x_0, v_0)$ is the initial state of the path $\omega$, and $\Delta t$ is the integration time step. $M(\omega)$ is the path probability ratio or reweighting factor. Eq. (1) is exact if the path probability ratio $M = \tilde{P}_L(\omega; \Delta t|(x_0, v_0))/P_L(\omega; \Delta t|(x_0, v_0))$ is derived from the numerical integration scheme used to generate $\omega$. The mathematical basis for path reweighting methods is the Girsanov theorem, or else they can be derived from the Onsager-Machlup action. A pre-
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requisite for path reweighting is that a stochastic integrator is used in the MD simulation, e.g. a Langevin thermostat.

However, it has been challenging to apply path reweighting to simulations of large molecular systems. For example, the variance of the reweighting estimators increase rapidly with increasing path length, such that for long paths reweighting becomes inefficient compared to direct simulation of the target state. Combining path reweighting techniques with Markov state models (MSMs) alleviates this problem. In MSMs the dynamics of the system is represented by transitions between discrete states in the conformational space of the molecular system, where the lag time $\tau$ of the transition is much shorter than the slow timescales of the system. Thus, only short paths of length $\tau$ are needed to estimate and reweight the transition probabilities.

A second challenge is the calculation of the path probability ratio $M$. Because $M$ is derived from the stochastic integration scheme used to simulate the system, one cannot readily apply a path probability ratio derived for one integration scheme to a simulation generated by another integration scheme.

In temperature reweighting, i.e. when simulation and target state differ in the temperature, only the random term of the stochastic integrator is effected by the change in temperature. Path probability ratios for temperature reweighting have been constructed by rescaling the normal distributions of the random or noise terms of the stochastic integration scheme.

In potential reweighting, i.e. when simulation and target state differ in the potential energy function, one needs to account for changes in the drift terms of the stochastic integration scheme. The path probability ratio $M_o$ for the Euler-Maruyama scheme for overdamped Langevin dynamics has been reported multiple times. However, the dynamics of large molecular systems is better reproduced by Langevin dynamics, and MD programs implement a wide variety of Langevin integration schemes. The time-continuous Onsager-Machlup action for Langevin dynamics has been reported, but to the best of our knowledge path probability ratios for Langevin integration schemes $M_L$ have not yet been reported.

In refs. we demonstrated that path reweighting can be applied to biased simulations of large molecular systems nonetheless. We used an approximate path probability ratio $M_{approx}$ which is based on the path probability ratio for the Euler-Maruyama scheme, but uses the random numbers that are generated during the Langevin MD simulation. We
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tested $M_{\text{approx}}$ extensively, and for low-dimensional model systems and for molecular systems this approximate path probability ratio yielded very accurate results.

In this contribution, we derive the path probability ratio $M_L$ for Langevin dynamics propagated by a variant of the Langevin Leapfrog integrator\cite{47}. $M_L$ allows for exact reweighting of Langevin dynamics (section \[VI\]). We analyze why $M_{\text{approx}}$ is an excellent approximation to $M_L$ (section \[VI\]), and we discuss whether there are scenarios in which $M_o$ is a viable approximation to $M_L$ (section \[V\]). The general framework of the path reweighting equations, and the corresponding equations for the Euler-Maruyama scheme are summarized in sections \[II\] and \[III\]. Section \[VII\] reports the computational details.

II. PATH REWEIGHTING

The path probability $P(\omega; \Delta t|(x_0, v_0))$ is the probability to generate a time-discretized path $\omega = (x_0, x_1, \ldots x_n)$ starting in a pre-defined initial state $(x_0, v_0)$. The notation emphasizes that the probability is conditioned on an initial state $(x_0, v_0)$ and that the path has been generated with a fixed time step $\Delta t$. $P(\omega; \Delta t|(x_0, v_0))$ maps a path in position space to a probability. Its functional form depends on the integration scheme used to generate $\omega$ and the potential energy function.

The path probability ratio is the ratio between the probability $\widetilde{P}(\omega; \Delta t|(x_0, v_0))$ to generate a path $\omega$ at a target potential

$$\widetilde{V}(x) = V(x) + U(x)$$

and the probability $P(\omega; \Delta t|(x_0, v_0))$ to generate the same path $\omega$ at the simulation potential $V(x)$

$$M(\omega; \Delta t|(x_0, v_0)) = \frac{\widetilde{P}(\omega; \Delta t|(x_0, v_0))}{P(\omega; \Delta t|(x_0, v_0))}.$$  

The potential energy function $U(x)$ is usually called perturbation or bias.

In integration schemes for stochastic dynamics, random numbers are used to propagate the system. If a single random number is drawn per integration step, then the probability to generate $\omega$ is equal to the probability $P(\eta)$ to generate the corresponding random number sequence $\eta = (\eta_0, \eta_1, \ldots, \eta_{n-1})$

$$P(\omega; \Delta t|(x_0, v_0)) = P(\eta),$$
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where \( \omega \) and \( \eta \) are linked by the equations for the integration scheme. Since the random numbers \( \eta_k \) are drawn from a Gaussian distribution with zero mean and unit variance, the functional form of \( P(\eta) \) is

\[
P(\eta) = N \exp\left(-\frac{1}{2} \sum_{k=0}^{n-1} \eta_k^2\right), \quad N = \left(\frac{1}{2\pi}\right)^{\frac{n}{2}}.
\]  

Suppose \( \eta \) is the random number sequence needed to generate \( \omega \) at a simulation potential \( V(x) \). To generate the same path at a target potential \( \tilde{V}(x) \), one would need a different random number sequence \( \tilde{\eta} = (\tilde{\eta}_0, \tilde{\eta}_1, \ldots, \tilde{\eta}_{n-1}) \) with

\[
\tilde{\eta}_k = \eta_k + \Delta \eta_k.
\]  

\( \Delta \eta_k \) is the random number difference, and it depends on the integration scheme and the difference between the two potentials. The random number probability ratio is the ratio between the probability of drawing \( \eta \) and the probability of drawing \( \tilde{\eta}_k \)

\[
\frac{P(\tilde{\eta})}{P(\eta)} = \frac{N \exp\left(-\frac{1}{2} \sum_{k=0}^{n-1} (\eta_k + \Delta \eta_k)^2\right)}{N \exp\left(-\frac{1}{2} \sum_{k=0}^{n-1} \eta_k^2\right)} = \exp\left(-\sum_{k=0}^{n-1} \eta_k \cdot \Delta \eta_k\right) \cdot \exp\left(-\frac{1}{2} \sum_{k=0}^{n-1} (\Delta \eta_k)^2\right).
\]  

The random number difference \( \Delta \eta_k \) can be expressed as a function of \( \omega \), and we will therefore use the notation

\[
M(\omega, \eta; \Delta t|(x_0, v_0)) = \frac{P(\tilde{\eta})}{P(\eta)}
\]  

to denote the random number probability ratio. For a path \( \omega \) and the corresponding random number sequence \( \eta \) that was used to generate this path, the two probability ratios are equal

\[
M(\omega, \eta; \Delta t|(x_0, v_0)) = M(\omega; \Delta t|(x_0, v_0)).
\]  

The functional form and the value of the properties introduced in this section depend strongly on the integration scheme. In section III we summarize the equations for the Euler-Maruyama scheme for overdamped Langevin dynamics. In section IV we derive the corresponding equations for the ISP integration scheme for Langevin dynamics. (See Table I). Throughout the manuscript, properties associated to Langevin dynamics are subscripted with \( L \), and properties associated to overdamped Langevin dynamics are subscripted with \( o \).
III. OVERDAMPED LANGEVIN DYNAMICS

A. Equation of motion and integration scheme

Consider a one particle system that moves in a one-dimensional position space with temperature $T$ and potential energy function $V$. The overdamped Langevin equation of motion is

$$\dot{x}(t) = -\frac{\nabla V(x(t))}{\xi_m} + \sqrt{\frac{2k_B T}{\xi_m}} \eta(t), \quad (10)$$

with particle mass $m$, position $x$, velocity $v = \dot{x}$ and Boltzmann constant $k_B$. $x(t) \in \Omega_o$ is the state of the system at time $t$, where $\Omega_o \subset \mathbb{R}$ is the state space of the system. The collision rate $\xi$ (in units of $s^{-1}$) models the interaction with the thermal bath. $\eta(t) \in \mathbb{R}$ describes an uncorrelated Gaussian white noise with unit variance centered at zero, which is scaled by the volatility $\sqrt{\frac{2k_B T}{\xi_m}}$.

A numerical algorithm to calculate an approximate solution to eq. (10) is the Euler-Maruyama integration scheme:\footnote{\cite{8529812}}

$$x_{k+1} = x_k - \frac{\nabla V(x_k)}{\xi_m} \Delta t + \sqrt{\frac{2k_B T}{\xi_m}} \sqrt{\Delta t} \eta_{o,k}, \quad (11)$$

where $\Delta t$ is the time step, $x_k$ is the position, and $\eta_{o,k}$ is the random number at iteration $k$. The random numbers are drawn from a Gaussian distribution with zero mean and unit variance. For $k = 0, \ldots, n - 1$, eq. (11) yields a time-discretized overdamped Langevin path $\omega_o = (x_0, x_1, \ldots, x_n)$ which starts at the pre-defined initial position $x_0$. Note that, while the
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state of the system at iteration $k$ is defined by the position $x_k$ the progress to $x_{k+1}$ depends on $x_k$, and on the value of the random number $\eta_{o,k}$. The random number sequence that was used to generate a specific $\omega_o$ is denoted by $\eta_o = (\eta_{o,0}, \ldots, \eta_{o,n-1})$.

B. Path probability and path probability ratio

The probability to observe a path $\omega_o$ generated by the Euler-Maruyama scheme (eq. 11) is

$$P_o(\omega_o; \Delta t|x_0) = \left[\sqrt{\frac{\xi m}{4\pi k_B T \Delta t}}\right]^n \exp \left( -\frac{\xi m}{4k_B T \Delta t} \sum_{k=0}^{n-1} \left( x_{k+1} - x_k + \frac{\Delta t}{\xi m} \nabla V(x_k) \right)^2 \right).$$

(12)

For the Euler-Maruyama scheme, the path probability $P_o(\omega_o; \Delta t|x_0)$ does not depend on the initial velocity, hence we dropped $v_0$ in the notation. But it does depend on the potential energy function $V(x)$ that has been used in eq. 11 to generate the path $\omega_o$.

The path probability that the same path $\omega_o$ has been generated at a target potential $\tilde{V}(x)$ (eq. 2) is $\tilde{P}_o(\omega_o; \Delta t|x_0)$, which is obtained by replacing the potential $V(x)$ with $\tilde{V}(x)$ in eq. 12. The ratio between the two path probabilities is

$$M_o(\omega_o; \Delta t|x_0) = \frac{\tilde{P}_o(\omega_o; \Delta t|x_0)}{P_o(\omega_o; \Delta t|x_0)} = \exp \left( -\frac{\sum_{k=0}^{n-1} (x_{k+1} - x_k) \left( \nabla \tilde{V}(x_k) - \nabla V(x_k) \right)}{2k_B T} \right)$$

$$\times \exp \left( -\frac{\sum_{k=0}^{n-1} \left( \nabla \tilde{V}^2(x_k) - \nabla V^2(x_k) \right) \Delta t}{4k_B T \xi m} \right).$$

(13)

Eq. 13 is a function of the path $\omega_o$ and and does not depend on the random number sequence $\eta_o$. It is equivalent to eq. B4 in ref. 32.

C. Random numbers and random number probability ratio

Given $\omega_o$, the sequence of random numbers $\eta_o$ that was used to generate $\omega_o$ at the simulation potential $V(x)$ can be back-calculated by rearranging eq. 11 for $\eta_{o,k}$

$$\eta_{o,k} = \sqrt{\frac{\xi m}{2k_B T \Delta t}} \left( x_{k+1} - x_k + \frac{\nabla V(x_k)}{\xi m} \Delta t \right).$$

(14)
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We remark that the path-probability (eq. 12) can formally be derived by inserting eq. 14 into eq. 5. Since eq. 14 defines a coordinate transformation from \( x_k \) to \( \eta_{o,k} \), one needs to normalize with respect to the new coordinates in order to obtain the correct normalization constant. The random number sequence \( \tilde{\eta}_o \) needed to generate \( \omega_o \) at a target potential \( \tilde{V}(x) \) is calculated by inserting eq. 2 into eq. 14

\[
\tilde{\eta}_{o,k} = \sqrt{\frac{\xi_m}{2k_B T \Delta t}} (x_{k+1} - x_k + \frac{\nabla V(x_k)}{\xi_m} \Delta t) + \sqrt{\frac{\Delta t}{2k_B T \xi_m}} \nabla U(x_k) \\
= \eta_{o,k} + \Delta \eta_{o,k}.
\]  

(15)

The random number difference is

\[
\Delta \eta_{o,k} = \sqrt{\frac{\Delta t}{2k_B T \xi_m}} \nabla U(x_k). 
\]  

(16)

It depends on the perturbation \( U(x) \), but not on the simulation potential \( V(x) \). Inserting \( \Delta \eta_{o,k} \) (eq. 16) into eq. 7 yields the random number probability ratio

\[
M_o(\omega_o, \eta_o; \Delta t|x_0) = \exp \left( -\sum_{k=0}^{n-1} \sqrt{\frac{\Delta t}{2k_B T \xi_m}} \nabla U(x_k) \cdot \eta_{o,k} \right) \cdot \exp \left( -\frac{1}{2} \sum_{k=0}^{n-1} \frac{\Delta t}{2k_B T \xi_m} (\nabla U(x_k))^2 \right). 
\]  

(17)

Because of eq. 9, eq. 13 and eq. 17 are equal. However, the two probability ratios use different time-series and different information on the system to evaluate the path probability ratio. To evaluate eq. 13, one needs the path \( \omega_o \), the simulation potential \( V(x) \), and the target potential \( \tilde{V}(x) \). To evaluate eq. 17, one needs the path \( \omega_o \), the random number sequence for the simulation potential \( \eta_o \), and the perturbation \( U(x) \). Because \( U(x) \) often only affects a few coordinates of the systems, i.e. it is low-dimensional, eq. 17 is computationally more efficient. Besides the force calculation \( -\nabla V(x) \) needed to generate the path \( \omega_o \), it requires an additional force calculation \( -\nabla U(x) \) only along the coordinates that are affected by the perturbation. By contrast, eq. 13 requires an additional force calculation on the entire system \( -\nabla \tilde{V}(x) \).
IV. LANGEVIN DYNAMICS

A. Equation of motion and integration scheme

Consider a one particle system that moves in a one-dimensional position space with temperature $T$ and potential energy function $V$. The Langevin equation of motion is

$$m \ddot{x}(t) = -\nabla V(x(t)) - \xi m \dot{x}(t) + \sqrt{2k_B T \xi m} \eta(t),$$

with particle mass $m$, position $x$, velocity $v = \dot{x}$, acceleration $a = \ddot{x}$, and Boltzmann constant $k_B$. The state of the system at time $t$ is determined by the position and the velocity $(x(t), \dot{x}(t)) \in \Omega_L$, where $\Omega_L \subset \mathbb{R}^2$ is the state space of the system. The collision rate $\xi$ (in units of $s^{-1}$) models the interaction with the thermal bath. $\eta \in \mathbb{R}$ describes an uncorrelated Gaussian white noise with unit variance centered at zero, which is scaled by the volatility $\sqrt{2k_B T \xi m}$.

A numerical algorithm to calculate an approximate solution to eq. (18) is the ISP scheme

$$x_{k+1} = x_k + \exp(-\xi \Delta t) v_k \Delta t - \left[1 - \exp(-\xi \Delta t)\right] \frac{\nabla V(x_k)}{\xi m} \Delta t$$

$$v_{k+1} = \frac{x_{k+1} - x_k}{\Delta t},$$

where $\Delta t$ is the time step, $x_k$ is the position, $v_k$ is the velocity, and $\eta_{L,k}$ is the random number at iteration $k$. The random numbers are drawn from a Gaussian distribution with zero mean and unit variance. For $k = 0, \ldots, n - 1$, eqs. (19) and (20) yield a time-discretized Langevin path $\omega_L = ((x_0, v_0), (x_1, v_1), \ldots, (x_n, v_n))$ which starts at the pre-defined initial state $(x_0, v_0)$. Note that, while the state of the system at iteration $k$ is defined by the tuple $(x_k, v_k) \in \Omega_L$, the progress to $(x_{k+1}, v_{k+1})$ depends on $(x_k, v_k)$, and on the value of the random number $\eta_{L,k}$. The random number sequence that was used to generate a specific $\omega_L$ is denoted by $\eta_L = (\eta_{L,0}, \ldots, \eta_{L,n-1})$. The ISP scheme is a variant of the Langevin Leapfrog integration scheme developed by J. A. Izaguirre, C. R. Sweet, and V.S. Pande, and is implemented in OpenMM (see appendix A).

The position $x_{k+1}$ is treated as a random variable, because it directly depends on a random number (eq. 19), while the velocity $v_{k+1}$ is calculated from the new position $x_{k+1}$ and the
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preceding position $x_k$. Because the velocity $v_k$ in eq. 19 is determined by the positions $x_k$ and $x_{k-1}$ (eq. 20), it carries a small memory effect into the time-evolution of $x$.

B. Path probability and path probability ratio

The probability to generate a path $\omega_L$ by the ISP scheme (eqs. 19 and 20) at the simulation potential $V(x)$ is

$$P_L(\omega_L; \Delta t | (x_0, v_0)) = \left[ \prod_{k=0}^{n-1} \delta \left( v_{k+1} - \frac{x_{k+1} - x_k}{\Delta t} \right) \right] \cdot \left[ \sqrt{\frac{m}{2\pi k_B T \Delta t^2 (1 - \exp(-2\xi \Delta t))}} \right]^n \times \exp \left( -\frac{n-1}{2k_B T \xi (1 + \exp(-\xi \Delta t)) \Delta t^2} \sum_{k=0}^{n-1} m \left( x_{k+1} - x_k - \exp(-\xi \Delta t) v_k \Delta t + (1 - \exp(-\xi \Delta t)) \frac{\nabla V(x_k) \Delta t}{\xi m} \right)^2 \right).$$  (21)

The derivation of eq. 21 is shown in appendices B and C. Appendix B explains the strategy for the derivation, and appendix C shows how to solve the integrals that appear in the derivation.

The path probability $\tilde{P}_L(\omega_L; \Delta t | (x_0, v_0))$ to generate a path $\omega_L$ by the ISP scheme at the target potential is obtained by inserting $\tilde{V}(x)$ (eq. 2) into eq. 21. The path probability ratio for overdamped Langevin dynamics is

$$M_L(\omega_L; \Delta t | (x_0, v_0)) = \frac{\tilde{P}_L(\omega_L; \Delta t | (x_0, v_0))}{P_L(\omega_L; \Delta t | (x_0, v_0))}$$

$$= \exp \left( \frac{-n-1}{k_B T \xi (1 + \exp(-\xi \Delta t)) \Delta t} \sum_{k=0}^{n-1} m \left( \nabla \tilde{V}(x_k) - \nabla V(x_k) \right) \right) \cdot \exp \left( \frac{-n-1}{k_B T \xi (1 + \exp(\xi \Delta t))} \sum_{k=0}^{n-1} v_k \left( \nabla \tilde{V}(x_k) - \nabla V(x_k) \right) \right) \times \exp \left( -\frac{\exp(\xi \Delta t) - 1}{\exp(\xi \Delta t) + 1} \cdot \frac{\sum_{k=0}^{n-1} \nabla \tilde{V}^2(x_k) - \nabla V^2(x_k)}{2k_B T \xi^2 m} \right).$$  (22)

Analogous to eq. 13, eq. 22 is a function of the path $\omega_L$ and and does not depend on the random number sequence $\eta_L$. 
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C. Random numbers and random number probability ratio

Given $\omega_L$, the sequence of random numbers $\eta_L$, that was used to generate $\omega_L$ at the simulation potential $V(x)$, can be back-calculated by rearranging eq. 19 for $\eta_{L,k}$

$$\eta_{L,k} = \sqrt{\frac{m}{k_B T (1 - \exp(-2\xi \Delta t)) \Delta t^2}} \times \left( x_{k+1} - x_k - \exp(-\xi \Delta t) v_k \Delta t + (1 - \exp(-\xi \Delta t)) \frac{\nabla V(x_k)}{\xi m} \Delta t \right). \quad (23)$$

The random number sequence $\tilde{\eta}_L$ needed to generate $\omega_L$ at a target potential $\tilde{V}(x)$ is calculated by inserting eq. 2 into eq. 23

$$\tilde{\eta}_{L,k} = \sqrt{\frac{m}{k_B T (1 - \exp(-2\xi \Delta t)) \Delta t^2}} \times \left( x_{k+1} - x_k - \exp(-\xi \Delta t) (x_k - x_{k-1}) + (1 - \exp(-\xi \Delta t)) \frac{\nabla V(x_k)}{\xi m} \Delta t \right) + \sqrt{\frac{1}{k_B T \xi^2 m}} \cdot \frac{1 - \exp(-\xi \Delta t)}{\sqrt{1 - \exp(-2\xi \Delta t)}} \nabla U(x_k) = \eta_{L,k} + \Delta \eta_{L,k}. \quad (24)$$

The random number difference is

$$\Delta \eta_{L,k} = \sqrt{\frac{1}{k_B T \xi^2 m}} \cdot \frac{1 - \exp(-\xi \Delta t)}{\sqrt{1 - \exp(-2\xi \Delta t)}} \nabla U(x_k). \quad (25)$$

Again, the random number difference depends on the perturbation potential $U(x)$, but not on the simulation potential $V(x)$. Inserting $\Delta \eta_{L,k}$ (eq. 25) into eq. 7, yields the random number probability ratio

$$M_L(\omega_L, \eta_L; \Delta t | (x_0, v_0)) = \exp \left( -\frac{1 - \exp(-\xi \Delta t)}{\sqrt{1 - \exp(-2\xi \Delta t)}} \frac{\sum_{k=0}^{n-1} \nabla U(x_k) \eta_{L,k}}{\sqrt{k_B T \xi^2 m}} \right) \times \exp \left( -\frac{(1 - \exp(-\xi \Delta t))^2}{1 - \exp(-2\xi \Delta t)} \cdot \frac{\sum_{k=0}^{n-1} \nabla U^2(x_k) \eta_{L,k}}{2k_B T \xi^2 m} \right). \quad (26)$$

Analogous to the path probability ratio for overdamped Langevin dynamics, $M_L(\omega_L; \Delta t | (x_0, v_0))$ (eq. 22) and $M_L(\omega_L, \eta_L; \Delta t | (x_0, v_0))$ (eq. 26) yield the same path probability ratio for a given path $\omega_L$ that has been generated using the random number sequence $\eta_L$, but they use different arguments. Again, the path probability from random numbers $M_L(\omega_L, \eta_L; \Delta t | (x_0, v_0))$
Path probability ratios for Langevin dynamics requires an additional force calculation $-\nabla U(x)$ only along the coordinates that are affected by the perturbation, making it computationally more efficient than $M_L(\omega_L; \Delta t|x_0, v_0)$ in most cases.

V. COMPARING LANGEVIN AND OVERDAMPED LANGEVIN DYNAMICS

A. Test system

![Graph of potential functions](image)

**FIG. 1.** Simulation potential $V(x)$ (orange) and target potential $\tilde{V}(x)$ (black).

Our test system is a one-dimensional one particle system at the simulation potential $V(x)$ (fig. 1 orange line) and at the target potential $\tilde{V}(x)$ (fig. 1 black line). The trajectories generated at $V(x)$ will be reweighted to the target potential $\tilde{V}(x)$. The black lines in Fig. 1B represent the first three dominant MSM eigenfunctions\cite{38} associated to the target potential. The implied timescales\cite{35} are $t_0 = \infty$, $t_1 = 20.5$ s, and $t_2 = 6.0$ s, which are shown as black lines in Fig. 1C. Computational details are reported in section VII.

B. From random numbers $\eta$ to paths $\omega_o$ and $\omega_L$

Given a random number sequence $\eta = (\eta_0, \ldots, \eta_{n-1})$ and a starting state $(x_0, v_0)$, one can use the Euler-Maruyama scheme to generate an overdamped Langevin path $\omega_o$, or else one can use the ISP scheme to generate a Langevin path $\omega_L$. We discuss briefly how the difference
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between $\omega_o$ and $\omega_L$ depends on the combined parameter $\xi \Delta t$, which can be interpreted as the number of collisions per time step.

In the limit of high friction $\xi m \dot{x} \gg m \ddot{x}$, the Langevin dynamics (eq. 18) approaches the overdamped Langevin dynamics (eq. 10). More specifically: in eq. 18 set $m \ddot{x} = 0$, rearranging yields eq. 10. However, even though the equation of motion for Langevin dynamics converges to the equation of motion for overdamped Langevin dynamics, the ISP scheme (eq. 19 and 20) does not converge to the Euler-Maruyama scheme (eq. 11) in the limit of high friction. By “high friction” we denote the range of collision rates $\xi$ for which $e^{-\xi \Delta t} \approx 0$ in eq. 19, but $\left| \nabla V \right|_{\xi m} > 0$. (As reference: $e^{-0.1} = 0.904$, $e^{-1} = 0.368$, and $e^{-5} = 0.007$.) If $e^{-\xi \Delta t} \approx 0$, then also $e^{-2\xi \Delta t} \approx 0$, and eq. 19 becomes

$$x_{k+1} \approx x_k - \frac{\nabla V(x_k)}{\xi m} \Delta t + \sqrt{\frac{k_B T}{m}} \eta_{L,k} \Delta t. \quad (27)$$

The first two terms on the right-hand side are identical to the Euler-Maruyama scheme (eq. 11), but the random number term differs from the Euler-Maruyama scheme. Thus, even in the limit of high friction the two algorithms yield different paths for a given random number sequence $\eta$. The difference between a Langevin path $\omega_L$ and an overdamped Langevin path $\omega_o$ can be scaled by the combined parameter $\xi \Delta t$. For some value $\xi \Delta t > 1$ the difference between the two paths becomes minimal before increasing again, but for no value of $\xi \Delta t$ the two paths fully coincide.

When Langevin integration schemes are used as thermostat in MD simulations, the optimal friction coefficient should reproduce the expected temperature fluctuations, and therefore depends on the system and the simulation box. Reported collision rates (while keeping the time step at $\Delta t = 0.002$ ps) range from 0.1 ps$^{-1}$ to $\sim 100$ ps$^{-1}$, corresponding to $\xi \Delta t = 0.0002$ to $\xi \Delta t = 0.2$. But even for a large collision rate of 100 ps$^{-1}$, $e^{-\xi \Delta t} = e^{-0.2} = 0.819 \neq 0$. For these two reasons - MD simulations are not conducted in the high-friction regime, and even in the high-friction regime $\omega_o$ differs from $\omega_L$ - a simulation with the ISP scheme yields a materially different path ensemble than a simulation with the Euler-Maruyama scheme.

C. From a path $\omega$ to random numbers $\eta_o$ and $\eta_L$

In the previous section, we showed that, given a random number sequence $\eta$, the path generated by the Euler-Maruyama integration scheme for overdamped Langevin dynamics
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FIG. 2. Overview of path probabilities and path probability ratios for a sample path \( \omega = (x_0, \ldots x_n) \).

differs from the path generated by the ISP integration scheme for Langevin dynamics. More relevant for path reweighting is the reverse situation: Given a sample path \( \omega = (x_0, \ldots x_n) \) in position space and the parameters of the dynamics \((m, V, T, \xi, k_B, \text{and } \Delta t)\), how does the random number sequence \( \eta_o \) needed to generate \( \omega \) with the Euler-Maruyama scheme (eq. \[11\]) differ from the random number sequence \( \eta_L \) needed to generate the same \( \omega \) with the ISP scheme (eqs. \[19\] and \[20\])? An equivalent question is: How does the path probability that \( \omega \) has been generated by the Euler-Maruyama scheme differ from the path probability that \( \omega \) has been generated by the ISP scheme, and how does this difference affect the path probability ratios between the simulation and a target potential. Fig. [2] gives an overview of the quantities we will compare. Note that we dropped the index \( o \) or \( L \) from the path \( \omega \), because \( \omega \) is a given data set which will be analyzed using various approaches to calculate the path probabilities.

First, we need to discuss whether such a comparison between ISP scheme and Euler-Maruyama scheme is even possible. From an algorithmic view point this is clearly possible,
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FIG. 3. A The acceleration term $m\ddot{x}$ and the friction $\xi m\dot{x}$ for the test system at $V(x)$; B Example path $\omega$ of length $n = 10$; C Random number sequences $\eta_L$ (solid green), $\eta_o$ (solid blue), $\tilde{\eta}_L$ (dashed green) and $\tilde{\eta}_o$ (dashed blue) that correspond to $\omega$; D Path probabilities $P_L(\omega; \Delta t|(x_0, v_0))$ (solid green), $P(\omega; \Delta t|x_0)$ (solid blue), $\tilde{P}_L(\omega; \Delta t|(x_0, v_0))$ (dashed green) and $\tilde{P}_o(\omega; \Delta t|x_0)$ (dashed blue); E Path probability ratios: $M_L(\omega, \Delta t|(x_0, v_0))$ (green) and $M_o(\omega, \Delta t|x_0)$ (blue).

because both integrators (eq. 11 and eq. 19) use a single random number per integration time step. The path probabilities are then equal to the probability of the different random number sequences $\eta_L$ and $\eta_o$ needed to generate $\omega$. From a physical view point the answer is not as clear, because overdamped Langevin dynamics evolves in position space ($x_k$), whereas Langevin dynamics evolves in phase space ($x_k, v_k$). The velocity $v_k$ enters the integration scheme (eq. 19) as well as the path probability (eq. 21). However, $v_k$ is fully determined by the current position $x_k$ and the previous position $x_{k-1}$ (eq. 20). Thus, if the initial velocity $v_0$ is known, the position trajectory is enough to evaluate the path probability (eq. 21), and the comparison to overdamped Langevin dynamics is possible.
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We consider the test system described in section V A at the simulation potential $V(x)$ (double-well potential) simulated by the ISP scheme for Langevin dynamics. With $\xi = 50 \text{s}^{-1}$ and $\Delta t = 0.01 \text{s}$, we have $e^{-\xi \Delta t} = e^{-0.5} = 0.607 \not\approx 0$, meaning the system is not in the high-friction limit. Fig. 3.A additionally shows that with these parameters $O(\xi m \dot{x}) \approx O(m \ddot{x})$, and also according to the criterion for the stochastic differential equation the system is not in the high-friction limit.

Fig. 3.B shows a sample path $\omega = (x_0, x_1, \ldots, x_{10})$. Fig. 3.C shows the random numbers $\eta_o$ needed to generate $\omega$ with the Euler-Maruyama scheme (solid blue line, calculated using eq. 14) and the random numbers $\eta_L$ needed to generate $\omega$ with the ISP scheme (solid green line, calculated using eq. 23). As expected for the the low-friction regime, these two random number sequences differ markedly.

Consequently, the path probabilities differ. Fig. 3D shows the unnormalized path probability for generating $\omega$ with the Euler-Maruyama scheme (blue solid line) 

$$P_o(\omega; \Delta t|x_0) \sim \exp \left( -\frac{\xi m}{4k_B T \Delta t} \sum_{k=0}^{n-1} \left( x_{k+1} - x_k + \frac{\Delta t}{\xi m} \nabla V(x_k) \right)^2 \right),$$

and for generating $\omega$ with the ISP scheme (green solid line) 

$$P_L(\omega; \Delta t|(x_0, v_0)) \sim \exp \left( -\sum_{k=0}^{n-1} \frac{m \left( x_{k+1} - x_k - \exp(-\xi \Delta t) v_k \Delta t + (1 - \exp(-\xi \Delta t)) \frac{\nabla V(x_k) \Delta t}{\xi m} \right)^2}{2k_B T \left( 1 - \exp(-2\xi \Delta t) \right) \Delta t^2} \right),$$

where we omitted those factors from eqs. 12 and 21 that cancel in the path probability ratio. We checked that the path probabilities are consistent with $P_o(\eta_o)$ and $P_L(\eta_L)$. The two path probabilities diverge from the first simulation step on. After ten integration time steps they differ by two orders of magnitude. Clearly, $P_L(\omega; \Delta t|(x_0, v_0))$ cannot be used as an approximation for $P_o(\omega; \Delta t|x_0)$.

However, an interesting observation arises when we consider reweighting $\omega$ to the target potential $\tilde{V}(x)$ (triple-well potential). Fig. 3.C shows the random numbers $\tilde{\eta}_o$ needed to generate $\omega$ with the Euler-Maruyama scheme at $\tilde{V}(x)$ (dashed blue line, calculated using eq. 15), and the random numbers $\tilde{\eta}_L$ needed to generate $\omega$ with the ISP scheme at $\tilde{V}(x)$ (dashed green line, calculated using eq. 24). The corresponding unnormalized path probabilities $\sim \tilde{P}_o(\omega; \Delta t|x_0)$ and $\sim \tilde{P}_L(\omega; \Delta t|(x_0, v_0))$ are shown as dashed lines in Fig. 3D. Strikingly, a change of the integration scheme from Euler-Maruyama to ISP
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has a much stronger influence on the random numbers and the path probability than the modification of the potential energy function. Fig. 3.E shows the path probability ratios, i.e. the ratio between the dashed and the solid lines in Fig. 3.D, for the Euler-Maruyama scheme $M_o = M_o(\omega; \Delta t|x_0) = M_o(\omega, \eta_0; \Delta t|x_0)$ (blue line) and the ISP scheme $M_L = M_L(\omega; \Delta t|(x_0, v_0)) = M_L(\omega, \eta_L; \Delta t|(x_0, v_0))$ (green line). Because, within an integration scheme, the path probability does not change drastically when going from the simulation potential $V(x)$ to the target potential $\tilde{V}(x)$, both path probability ratios remain at $\approx 1$ throughout the path and follow similar curves. That is, the path probability ratios for Langevin and overdamped Langevin dynamics are much more similar than the underlying path probabilities.

D. Path reweighting

![Graphs showing path probability ratios and eigenfunctions](image)

**FIG. 4.**  **A** Reference and approximate reweighted path probabilities for $\omega$ for Langevin dynamics; **B** Reference and reweighted first three dominant MSM left eigenfunctions $l_1, l_2$ and $l_3$ associated to $\tilde{V}(x)$ for Langevin dynamics; **C** Reference and reweighted implied timescales corresponding to $l_2$ and $l_3$.

We return to the scenario described in the introduction, and ask: are the two path probability ratios similar enough that we can use $M_o$ as an approximation to $M_L$ in eq. [1]? Fig. 4.A compares different ways to calculate the path probability $\tilde{P}_L(\omega; \Delta t|(x_0, v_0))$, i.e. the
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probability with which example path $\omega$ would have been generated at the target potential $\tilde{V}(x)$. The black line is the reference solution calculated by inserting $\tilde{V}(x)$ into eq. 21. It is identical to the dashed green line in Fig. 3.D. The green line in Fig. 4.A shows the reweighted path probability, where we used the exact path probability ratio for the ISP scheme, $M_L(\omega; \Delta t | (x_0, v_0))$ (eq. 22), in eq. 1. As expected, this reweighted path probability coincides with the directly calculated path probability. The blue line shows the reweighted path probability, where we used the path probability ratio for the Euler-Maruyama scheme, $M_o(\omega; \Delta t | x_0)$ (eq. 13), as an approximation to $M_L$ in eq. 1. The path probability deviates from the reference solution, but overall follows a similar curve.

Fig. 4.A merely serves to illustrate the concepts. With only ten steps the example path $\omega$ is far too short to judge the accuracy of the two path probability ratios for reweighting dynamic properties. We therefore constructed MSMs for the target potential $\tilde{V}(x)$. The reference solution has been generated from simulations at the target potential $\tilde{V}(x)$ using the ISP scheme. The dominant MSM eigenfunctions and associated implied timescales are shown as black lines in Fig. 4.B and 4.C. Next, we ran simulations at the simulation potential $V(x)$ using the ISP scheme and constructed a reweighted MSM using the exact reweighting factor $M_L(\omega; \Delta t | (x_0, v_0))$ (eq. 22). The dominant MSM eigenfunctions are shown as green lines in Fig. 4.B. They exactly match the reference solution. The reweighted implied timescales are shown as green lines in Fig. 4.C and are in good agreement with the reference solution. Finally, we used the simulation at $V(x)$ to construct a reweighted MSM using the reweighting factor for the Euler-Maruyama scheme $M_o(\omega; \Delta t | x_0)$ (eq. 13). The dominant MSM eigenfunctions are shown as blue lines in Fig. 4.B. The eigenfunctions differ considerably from the reference solution. Most notably, the stationary distribution is not reproduced correctly (blue line in the upper panel in Fig. 4.B). The left peak is reduced to a shoulder of the central peak, and the relative heights of central peak and the right peak do not match those of the reference solution. Likewise, the implied timescales (blue line in Fig. 4.C) are severely underestimated. This indicates that using the path probability ratio for overdamped Langevin dynamics, $M_o(\omega; \Delta t | x_0)$, to reweight Langevin trajectories does not yield acceptable results.
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FIG. 5. A Sketch of a step \( x_k \rightarrow x_{k+1} \) and the quantities of influence for Langevin and overdamped Langevin dynamics.; B Prefactors of \( \Delta \eta_{L,k} \) and \( \Delta \eta_{o,k} \) as a function of \( \xi \Delta t \); C Absolute difference (absolute error) between the random numbers \( \langle |\eta_{o,k} - \eta_{L,k}| \rangle \) and the random number differences \( \langle |\Delta \eta_{o,k} - \Delta \eta_{L,k}| \rangle \) as a function of \( \xi \Delta t \); D Relative difference (relative error) between the random numbers \( \langle (\eta_{o,k} - \eta_{L,k})/\eta_{L,k} \rangle \) and the random number differences \( \langle (\Delta \eta_{o,k} - \Delta \eta_{L,k})/\Delta \eta_{L,k} \rangle \) as a function of \( \xi \Delta t \).

VI. APPROXIMATE PATH PROBABILITY RATIO

A. Derivation and numerical results

With the results from section IV, the exact random number probability ratio (eq. 7) for the ISP scheme is straightforward to evaluate from a simulation at \( V(x) \): the random number sequence \( \eta = \eta_L \) can be recorded during the simulation, and the random number difference \( \Delta \eta = \Delta \eta_L \) is given by eq. 25. Inserting \( \eta_L \) and \( \Delta \eta_L \) into eq. 7 yields \( M_L(\omega, \eta_L; \Delta t |(x_0, v_0)) \). However, \( \Delta \eta_{L,k} \) in eq. 25 is specific to the ISP scheme. If one uses a different Langevin integration scheme to simulate the dynamics at \( V(x) \), one needs to adapt eq. 25 via the strategy outlined in section IV.

Fortunately, the random number difference for overdamped Langevin dynamics \( \Delta \eta_{o,k} \)
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(eq. 16) is approximately equal to $\Delta \eta_{L,k}$ for any given perturbation $U(x)$. Fig. 3.C already suggests that. In appendix D we show that the difference between $\Delta \eta_{L,k}^2$ and $\Delta \eta_{o,k}^2$ is in fact only of $O(\xi^4 \Delta t^4)$, so that for $\xi \Delta t < 1$ we can assume with high accuracy that

$$
\Delta \eta_{L,k} \approx \Delta \eta_{o,k}
$$

(30)

The difference between $\Delta \eta_{L,k}$ and $\Delta \eta_{o,k}$ is determined by the prefactors in front of $\nabla U(x_k)$ in eq. 30, which are shown as a function of $\xi \Delta t$ in Fig. 5.B. For $\xi \Delta t < 1$, the two curves are virtually identical.

With the approximation in eq. 30 we can derive an approximate random number probability ratio, by using the recorded $\eta_L$, but substituting $\Delta \eta_{L,k}$ (eq. 25) by $\Delta \eta_{o,k}$ (eq. 16) in eq. 7:

$$
M_{L}(\omega, \eta_L; \Delta t|\eta_L) \approx M_{L,\text{approx}}(\omega, \eta_L; \Delta t|x_0) = \exp \left( -\sum_{k=0}^{n-1} \frac{\Delta t}{2k_B T \xi m} \cdot \nabla U(x_k) \cdot \eta_L, k \right) \cdot \exp \left( -\frac{1}{2} \sum_{k=0}^{n-1} \frac{\Delta t}{2k_B T \xi m} (\nabla U(x_k))^2 \right). 
$$

(31)

Eq. 31 has the same functional form as the random number probability ratio for the Euler-Maruyama scheme $M_o(\omega, \eta_o; \Delta t|x_0)$ (eq. 17), but it uses $\eta_L$, the random numbers generated during the ISP simulation, instead of $\eta_o$. Eq. 31 is the approximation that we used in refs. 32 and 33 because we had not yet derived $M_L(\omega, \eta_L; \Delta t|\eta_L)$ (eqs. 22 and 26).

Fig. 4 demonstrates the accuracy of the approximate random number probability ratio $M_{L,\text{approx}}(\omega, \eta_L; \Delta t|x_0)$ (eq. 31) for our test system. The dashed orange line in Fig. 4.A shows the reweighted path probability for the short example path, where we used $M_{L,\text{approx}}(\omega, \eta_L; \Delta t|x_0)$ (eq. 31), in eq. 1. It exactly matches the reference solution (black line).

Next, we constructed a reweighted MSM for the target potential $\tilde{V}(x)$ based on our simulations at the simulation potential $V(x)$ using $M_{L,\text{approx}}(\omega, \eta_L; \Delta t|x_0)$ (eq. 31) to reweight the transition counts. The dominant MSM eigenfunctions of the reweighted MSM are shown as dashed orange lines in Fig. 4.B. They exactly match the reference solution. The reweighted implied timescales are shown as dashed orange lines in Fig. 4.C and seem to match the reference solution even better than the ones calculated using the exact path probability ratio (green line in Fig. 4.C). However, the difference between the dashed orange line and
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the green line is likely within statistical uncertainty. In summary, $M_{L,\text{approx}}(\omega, \eta_L; \Delta t | x_0)$ is a highly accurate approximation to $M_L(\omega, \eta_L; \Delta t | x_0)$ for $\xi \Delta t < 1$.

B. Intuition

We discuss why $M_{L,\text{approx}}(\omega, \eta_L; \Delta t | x_0)$ is a better approximation to $M_L(\omega, \eta_L; \Delta t | x_0)$ than $M_o(\omega; \Delta t | x_0) = M_o(\omega, \eta_o; \Delta t | x_0)$. Fig. 5.A shows one integration time step of a stochastic integration scheme from $x_k$ to $x_{k+1}$ (black line). From $k$ to $k+1$ the system has progressed by $\Delta x = x_{k+1} - x_k$. In the ISP scheme, this progress is composed of a progress

$$\Delta x_{\text{drift},L} = \exp(-\xi \Delta t) v_k \Delta t - \left[1 - \exp(-\xi \Delta t)\right] \frac{\nabla V(x_k)}{\xi m} \Delta t$$

(32)
due to the drift force and the velocity of the system (2nd and 3rd term on the right-hand side of eq. 19), and a progress

$$\Delta x_{\text{random},L} = \sqrt{\frac{k_BT}{m} \left[1 - \exp(-2\xi \Delta t)\right]} \eta_{L,k} \Delta t$$

(33)
due to the random force (4th term on the right-hand side of eq. 19), such that $\Delta x = \Delta x_{\text{drift},L} + \Delta x_{\text{random},L}$. $\Delta x_{\text{drift},L}$ and $\Delta x_{\text{random},L}$ are illustrated as solid green lines in Fig. 5.A. The probability of generating the step $x_k \to x_{k+1}$ is determined by $\Delta x_{\text{random},L}$ which is proportional to the random number $\eta_{L,k}$ (solid green arrow).

With a different potential energy function $\tilde{V}(x)$ at $x_k$, the displacement due to the drift force differs from the original $\Delta x_{\text{drift},L}$. To achieve the same overall displacement $\Delta x$, $\Delta x_{\text{random},L}$ needs to be adjusted (dotted green line). The corresponding random number $\tilde{\eta}_{L,k}$ is shown as a dotted green arrow, and the difference between the two random numbers $\Delta \eta_{L,k}$ is shown as a red line. In path reweighting, one constructs $\tilde{\eta}_{L,k}$ by adding $\Delta \eta_{L,k}$ to $\eta_{L,k}$

$$\tilde{\eta}_{L,k} = \eta_{L,k} + \Delta \eta_{L,k}$$

(34)
(analogous to eq. 6), which then yields the general form of the random number probability ratio in eq. 7.

An analogous analysis applies to the Euler-Maruyama scheme, where the progress due to the drift force is

$$\Delta x_{\text{drift},o} = -\frac{\nabla V(x_k)}{\xi m} \Delta t$$

(35)
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(2nd term on the right-hand side of eq. 11), and the progress due to the random force is

\[ \Delta x_{\text{random},o} = \sqrt{\frac{2k_B T}{\xi_m}} \sqrt{\Delta t} \eta_{o,k} \]  

(36)

(3rd term on the right-hand side of eq. 11). In Fig. 5.A \( \Delta x_{\text{drift},o} \) and \( \Delta x_{\text{random},o} \) are illustrated as solid blue lines, and the random number as a solid blue arrow. With a different potential energy function \( \tilde{V}(x) \) at \( x_k \), the progress due to the drift force differs from the original \( \Delta x_{\text{drift},o} \). To achieve the same overall progress \( \Delta x \), \( \Delta x_{\text{random},o} \) needs to be adjusted (dotted blue line). The corresponding random number \( \tilde{\eta}_{o,k} \) is shown as a dotted blue arrow, and the difference between the two random numbers \( \Delta \eta_{o,k} \) is shown as an orange line.

In section VI A we have shown that \( \Delta \eta_{L,k} \approx \Delta \eta_{o,k} \) (for \( \xi \Delta t < 1 \)). Thus, approximating \( \Delta \eta_{L,k} \) by \( \Delta \eta_{o,k} \) in eq. 34 or visually: approximating the red line by the orange line in Fig. 5.A, is valid. However, the displacement due to the drift \( \Delta x_{\text{drift},o} \) in the Euler-Maruyama scheme can differ strongly from the \( \Delta x_{\text{drift,L}} \) in the ISP scheme, and consequently the random numbers needed to generate the same overall progress \( \Delta x \) differ

\[ \eta_{L,k} \neq \eta_{o,k} \]  

(37)

(solid blue and solid green arrow in Fig. 5.A). Consequently, approximating \( \eta_{L,k} \) by \( \eta_{o,k} \) in eq. 34 or visually: approximating the solid green arrow by the solid blue arrow in Fig. 5.A, is not valid.

The exact random number probability ratio \( M_L(\omega, \eta_L; \Delta t|x_0) \) (eq. 26) uses the exact \( \eta_L \) recorded during the simulation and the exact \( \Delta \eta_L \) (eq. 25). It therefore yields results that exactly match the reference solutions (green lines in Fig. 4). \( M_{L,\text{approx}}(\omega, \eta_L; \Delta t|x_0) \) uses the exact \( \eta_L \) recorded during the simulation, but approximates \( \Delta \eta_{L,k} \) by \( \Delta \eta_{o,k} \). This introduces only a small error, but still yields excellent reweighting results in our test system (dashed orange lines in Fig. 4). However, in \( M_o(\omega; \Delta t|x_0) = M_o(\omega, \eta_o; \Delta t|x_0) \) one additionally approximates \( \eta_L \) by \( \eta_o \). The difference between \( \eta_L \) and \( \eta_o \) is much larger than the difference between \( \Delta \eta_L \) and \( \Delta \eta_o \), and this additional approximation leads to the distorted reweighting results we observed as the blue lines in Fig. 4.

The proportions in Fig. 5.A are not exaggerated. The black line in Fig. 5.C shows the average absolute difference between the random numbers \( \langle |\eta_{o,k} - \eta_{L,k}| \rangle \) as a function of \( \xi \Delta t \). Visually this is the difference between the solid green arrow and the solid blue arrow in Fig. 5.A. The orange line in Fig. 5.C shows the average absolute difference between the
random number differences $\langle |\Delta \eta_{o,k} - \Delta \eta_{L,k}| \rangle$, i.e. the difference between the orange and the red line in Fig. 5A. The graph has been calculated by averaging over a path with $10^6$ time steps. The standard deviations are shown as vertical bars. $\langle |\Delta \eta_{o,k} - \Delta \eta_{L,k}| \rangle$ is close to zero for all values of $\xi \Delta t$, whereas there is a substantial difference between $\eta_L$ and $\eta_o$. $\langle |\eta_{o,k} - \eta_{L,k}| \rangle$ has a minimum at $\xi \Delta t \approx 2$, because the difference between the Euler-Maruyama scheme and the ISP scheme is minimal for $\xi \Delta t \approx 2$ (see discussion in VB). Fig. 5D shows the corresponding average relative errors. For $\xi \Delta t > 1$, $\langle |(\eta_o - \eta_L)/\eta_L| \rangle$ (black line) decreases in accordance with the decrease of the absolute difference $\langle |(\eta_o - \eta_L)| \rangle$, and $\langle |(\Delta \eta_o - \Delta \eta_L)/\Delta \eta_L| \rangle$ (orange line) increases, reflecting the fact that the approximation (eq. 30) does not hold for $\xi \Delta t > 1$. However, for $\xi \Delta t < 1$, the region in which MD simulations are conducted, the relative error for the random numbers is much larger than the relative error for the random number difference. This reinforces that the random numbers $\eta_{L,k}$ should not be approximated in the path probability ratio, but instead should be recorded from the simulation at $V(x)$. By contrast, the random number difference $\Delta \eta_{L,k}$ can reliably be approximated by eq. 30.

VII. METHODS

A. Simulations of the test system

The test system is a one-dimensional one particle system with mass $m = 1$ kg and $k_B T = 2.494$ J (corresponding to $k_B = 0.008314$ J/K and $T = 300$ K). The simulation potential (orange line in Fig. 1) is

$$V(x) = (x^2 - 1)^2$$

and the target potential (black line in Fig. 1) is

$$\tilde{V}(x) = 4(x^3 - \frac{3}{2}x)^2 - x^3 + x.$$  (39)

For the results in Figs. 3 - 5, we simulated the system using the ISP scheme (eqs. 19 and 20) with a time step of $\Delta t = 0.01$ s. The initial conditions were $x_0 = 1.50$ m, $v_0 = 0$ m/s. The number of time steps $N_t$, the collision rate $\xi$, and the potential energy function used are summarized in Table II.

In Fig. 3A, we computed the acceleration $\ddot{x} = a$ as

$$a_{k+1} = \frac{v_{k+1} - v_k}{\Delta t}. $$

Fig. 3B displays the first ten steps of the simulation as example path $\omega$, and all quantities displayed in Fig. 3C-E are calculated from this short path.
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| Fig. | \(N_t\)  | \(\xi\)   | Potential |
|------|----------|-----------|-----------|
| 3A   | \(10^5\) | 50 s\(^{-1}\) | \(V(x)\) |
| 4B-C | \(10^7\) | 50 s\(^{-1}\) | \(V(x)\) |
| 4B-C | \(10^7\) | 50 s\(^{-1}\) | \(\tilde{V}(x)\) |
| 5C-D | \(10^7\) | 0.1 s\(^{-1}\) - 1000 s\(^{-1}\) | \(V(x)\) |

TABLE II. Simulation parameters

The absolute and relative difference of the random numbers in Fig. 5 were calculated as

\[
\langle |\eta_{o,k} - \eta_{L,k}| \rangle = \frac{1}{N_t - 1} \sum_{k=0}^{N_t-1} |\eta_{o,k} - \eta_{L,k}|, \tag{40}
\]

and

\[
\left\langle \frac{|\eta_{o,k} - \eta_{L,k}|}{\eta_{L,k}} \right\rangle = \frac{1}{N_t - 1} \sum_{k=0}^{N_t-1} \left| \frac{\eta_{o,k} - \eta_{L,k}}{\eta_{L,k}} \right|. \tag{41}
\]

Analogous equations were used for \(\langle |\Delta \eta_{o,k} - \Delta \eta_{L,k}| \rangle\) and \(\langle |(\Delta \eta_{o,k} - \Delta \eta_{L,k})/\Delta \eta_{L,k}| \rangle\). \(\eta_{L,k}\) was recorded during the simulation. We used eq. \(25\) to calculate \(\Delta \eta_{L,k}\), eq. \(14\) to calculate \(\eta_{o,k}\), and eq. \(16\) to calculate \(\Delta \eta_{o,k}\).

The reference MSM in fig. 4.B-C has been constructed from the simulation at the target potential \(\tilde{V}(x)\). The state space has been discretized using a regular grid of 100 microstates \((S_1, \ldots, S_{100})\) in the range \(-1.7 \leq x \leq 1.6\). Transition counts between microstates were calculated as

\[
c_{ij}(\tau) = \frac{1}{N_t - \tau} \sum_{k=0}^{N_t-\tau} \chi_i(x_k) \chi_j(x_{k+\tau}) \tag{42}
\]

with

\[
\chi_i(x) = \begin{cases} 
1 & \text{if } x \in S_i \\
0 & \text{else,}
\end{cases} \tag{43}
\]

where \(x_k\) is the trajectory, and lag time \(\tau = 200\) steps. The resulting count matrix \(C(\tau)\) was symmetrized as \(C(\tau) + C^\top(\tau)\) to enforce detailed balance, and row-normalized to obtain the MSM transition matrix \(T(\tau)\). The dominant MSM eigenvectors \(l_i\) and associated eigenvalues \(\lambda_i(\tau)\) were calculated from \(T(\tau)\) using a standard eigenvalue solver, and the implied timescales were calculated as \(t_i = -\tau/\ln(\lambda_i(\tau))\).
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The reweighted MSMs in fig. 4.B-C have been constructed from the simulation at the simulation potential \( V(x) \) using the same grid and lag time as for the reference MSM. Transition counts between microstates were counted and reweighted as

\[
\tilde{c}_{ij}(\tau) = \frac{1}{N_t - \tau} \sum_{k=0}^{N_t-\tau} W((x_k, x_{k+1}, \ldots, x_{k+\tau}); \Delta t|(x_k, v_k)) \chi_i(x_k) \chi_j(x_{k+\tau}).
\] (44)

The weight \( W \) is defined as

\[
W((x_k, x_{k+1}, \ldots, x_{k+\tau}); \Delta t|(x_k, v_k)) = g(x_k) \cdot M((x_k, x_{k+1}, \ldots, x_{k+\tau}); \Delta t|(x_k, v_k))
\] (45)

with \( M \) being the path probability ratio (eq. 3) and \( g \) being

\[
g(x_k) = \exp\left(-\frac{U(x_k)}{k_B T}\right),
\] (46)

where the perturbation \( U \) is defined in eq. 2. The remaining procedure was analogous to the reference MSM.

VIII. CONCLUSION AND OUTLOOK

We have presented two strategies to derive the path probability ratio \( M_L \) for the ISP scheme. In the first strategy, the position a time \( t = (k+1)\Delta t, x_{k+1}, \) is formulated as a function of the previous position \( x_k, \) the previous velocity \( v_k \) and the random number \( \eta_{L,k} \) using the equations for the ISP integration scheme. The random number is then integrated out using the fact that the random numbers are drawn from a normal distribution. This yields the correctly normalized path probability \( P_L(\omega_L; \Delta t|(x_0, v_0)) \) as a function of the path \( \omega \) conditioned on the initial state \( (x_0, v_0) \) (eq. 21). In the second strategy, the random number \( \eta_{L,k} \) is formulated as a function of \( x_{k+1}, x_k \) and \( v_k \) by rearranging the equations for the ISP integration scheme. This functions is then inserted into the probability density for the random numbers, i.e. into the normal distribution. This yields an unnormalized path probability. (To normalize this function, one would have to solve similar integrals as in the first approach.) The path probability ratio \( M_L \) is then calculated as the ratio between the path probability at the target potential \( \tilde{P}_L(\omega_L; \Delta t|(x_0, v_0)) \) and the path probability at the simulation potential \( P_L(\omega_L; \Delta t|(x_0, v_0)) \). Because the normalization constants cancel, one can also use the unnormalized path probability to construct \( M_L \).
With $M_L$ we are now able to perform exact path reweighting for trajectories generated by the ISP integration scheme. Moreover, the two strategies serve as a blueprint for deriving path probability ratios for other Langevin integration schemes which use Gaussian white noise. Thus, path reweighting can now readily be applied to MD simulation conducted at the NVT ensemble thermostatted by a stochastic thermostat (assuming that the stochasticity is generated by a Gaussian white noise). To apply path reweighting to MD simulations conducted at the NPT ensemble using stochastic thermostats and barostats, one would have to extend the formalism to integration schemes that use two random numbers per integration step.

We compared the approximate path probability ratio $M_{\text{approx}}$ that we used in earlier publications to the exact path probability ratio $M_L$, both analytically and numerically. We showed that the two expressions only differ by $O(\xi^4 \Delta t^4)$. Thus, $M_{\text{approx}}$ is an excellent approximation to $M_L$ for Langevin MD simulations, for which usually $\xi \Delta t \ll 1$ holds. To understand why the approximation is so good, we reformulated the argument of the path probability ratio as $\eta_k$, the random number used in the simulation at $V(x)$, and $\Delta \eta_k$, the difference to the random number that would have been used in the simulation at $\tilde{V}(x)$. For a given step $x_k \rightarrow x_{k+1}$, $\eta_k$ is highly dependent on the integration scheme, whereas $\Delta \eta_k$ has about the same value in the ISP scheme and in the Euler-Maruyama scheme. In $M_{\text{approx}}$, one uses the random numbers directly recorded during the simulation at $V(x)$, which does not introduce any error, and approximates $\Delta \eta_k$ by the expression from the Euler-Maruyama scheme $\Delta \eta_o,k$.

We suspect that $\Delta \eta_k$ for other Langevin integration schemes also have about the same value as $\Delta \eta_o,k$ for the Euler-Maruyama scheme. This would open up a route to a general approximate path probability ratio $M_{\approx}$ and would eliminate the problem that the path probability needs to be adapted for each integration scheme. The general approximate path probability ratio would be constructed like this: formulate the path probability ratio as a random number probability ratio (eq. 7), simulate the system using the Langevin integration scheme of your choice and record the random numbers $\eta_k$, approximate $\Delta \eta_k$ by $\Delta \eta_o,k$ (eq. 16). $M_{\approx}$ could even be numerically more stable than the exact path probability ratio, because the calculation of $\Delta \eta_o,k$ is presumably numerically less demanding than the exact $\Delta \eta_k$. Whether this route indeed works like envisioned needs to be tested in future work.

Our one-dimensional test system showed that the accuracy of the reweighting sensitively
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depends on an accurate representation of $\eta_k$ in the path probability ratio. E.g. reweighting a Langevin path by the path probability ratio for the Euler-Maruyama scheme yielded very distorted results. Neither the MSM eigenvectors nor the implied timescales were reproduced correctly. It is however possible that the distortion is less severe in the limit of infinite sampling of the combined space of molecular states and random numbers (probably less relevant to actual applications), or if the dynamics is projected onto a reaction coordinate before the reweighted dynamical properties are evaluated (probably very relevant to actual applications).

We used path reweighting to reweight MSMs. The dynamical property which is reweighted to estimate a transition probability is a correlation function. It is important to point out that correlation functions are a combination of path ensemble averages, where the path is conditioned on a particular initial state $(x_0, v_0)$ and a phase-space ensemble average for the initial states. Thus, the total reweighting factor for MSMs is combined of the path probability ratio $M$ for the path ensemble average, and the Boltzmann probability ratio for the phase-space ensemble average $g(x)$ (eq. 46). Even though the reweighting of the path ensemble average can be made exact, by averaging over the initial states within a microstate one assumes local equilibrium within this microstate. Beyond local equilibrium, the formalism has been extended to reweighting transition probabilities from non-equilibrium steady-state simulations.

Path reweighting is closely related to path sampling techniques, in particular path sampling techniques that aim at optimizing the path action. The combination of enhanced sampling, path sampling, and path reweighting might change the way we explore the molecular state space and investigate rare events.
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Appendix A: Langevin Leapfrog and the ISP scheme

J. A. Izaguirre, C. R. Sweet, and V.S. Pande developed the following Langevin Leapfrog algorithm

\[
\begin{align*}
\frac{v_{k+\frac{1}{2}}}{2} &= \exp \left( -\frac{\xi \Delta t}{2} \right) v_k - \left[ 1 - \exp \left( -\frac{\xi \Delta t}{2} \right) \right] \frac{\nabla V(x_k)}{\xi m} \\
&\quad + \sqrt{\frac{k_B T}{m}} \left[ 1 - \exp(-\xi \Delta t) \right] \eta_k \\
x_{k+1} &= x_k + v_{k+\frac{1}{2}} \Delta t \\
v_{k+1} &= \exp \left( -\frac{\xi \Delta t}{2} \right) v_{k+\frac{1}{2}} - \left[ 1 - \exp \left( -\frac{\xi \Delta t}{2} \right) \right] \frac{\nabla V(x_{k+1})}{\xi m} \\
&\quad + \sqrt{\frac{k_B T}{m}} \left[ 1 - \exp(-\xi \Delta t) \right] \eta_{k+1}
\end{align*}
\]

(eqs. 14-16 in ref. [47]). First, the velocity \( v_{k+\frac{1}{2}} \) is updated by a half step using \( v_k, x_k \) and a random number \( \eta_k \) (eq. A1). Then, the position update to \( x_{k+1} \) is computed from \( x_k \) assuming constant velocity \( v_{k+\frac{1}{2}} \) in the interval \([k, k+1]\) (eq. A2). Finally, the remaining half step of the velocities to \( v_{k+1} \) is computed using \( x_{k+1}, v_{k+\frac{1}{2}} \) and a new random number \( \eta_{k+1} \) (eq. A3).

This Langevin Leapfrog algorithm has been converted to the following full-step scheme
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in the C++ CpuLangevinDynamics class of OpenMM. The Path probability ratio \( v_{k+1} = \exp(-\xi \Delta t)v_k - \left[ 1 - \exp(-\xi \Delta t) \right] \frac{\nabla V(x_k)}{\xi m} + \sqrt{\frac{k_B T}{m}} \left[ 1 - \exp(-2\xi \Delta t) \right] \eta_k \) (A4)

\( x_{k+1} = x_k + v_{k+1}\Delta t \),

(A5)

where the velocities are propagated by a full step (i.e. \( \Delta t/2 \) in eq. A1 is replaced by \( \Delta t \) and \( \Delta t \) in eq. A1 is replaced by \( 2\Delta t \)), and the position update is based on \( v_k \) rather than on \( v_{k+1/2} \). The second half-step for the velocities (eq. A3) is omitted. This integration scheme only uses a single random number per iteration. Eqs. A4 and A5 is the integration scheme we used in refs. 32 and 33. To distinguish it from the original Langevin Leapfrog scheme (eqs. A1, A3) we will refer to eqs. A4 and A5 as the “ISP scheme”.

To be able to analyze the path probability as a function of the positions, we rearrange eqs. A4 and A5 such that we first update the positions using a stochastic step (replace \( v_{k+1} \) in eq. A5 by eq. A4) and then update the velocity as finite difference (rearrange eq. A5 with respect to \( v_{k+1} \)). This yields eqs. 19 and 20.

Appendix B: Path probability for Langevin dynamics

We derive the closed-form expression for \( P_L(\omega_L; \Delta t|(x_0, v_0)) \) in eq. 21 from the integration scheme (eqs. 19 and 20) by following the approach in ref. 54. As a first step, we derive a closed-form expression for the one-step probability \( P_L(x_{k+1}, v_{k+1}; \Delta t|(x_k, v_k)) \) of observing a step \( (x_k, v_k) \to (x_{k+1}, v_{k+1}) \). According to eqs. 19 and 20 the tuple \( (x_{k+1}, v_{k+1}) \) at iteration step \( k+1 \) is entirely determined by the tuple \( (x_k, v_k) \) at iteration step \( k \) if additionally the random number \( \eta_k \) is known. Thus, \( P_L(x_{k+1}, v_{k+1}; \Delta t|(x_k, v_k, \eta_k)) \), i.e. the one-step probability with fixed random number \( \eta_k \), is a Dirac delta function centered at \( (x_{k+1}, v_{k+1}) \). Our strategy is to derive a closed-form expression for this Dirac delta function using eqs. 19 and 20 and to integrate out the dependency on \( \eta_k \). In this appendix we omit the index \( L \) in \( \eta_{L,k} \) to simplify the notation.

We reformulate the two-dimensional probability \( P_L(x_{k+1}, v_{k+1}; \Delta t|(x_k, v_k, \eta_k)) \) as a product of two one-dimensional probabilities

\( P_L(x_{k+1}, v_{k+1}; \Delta t|(x_k, v_k, \eta_k)) = P_L(v_{k+1}; \Delta t|(x_{k+1}, x_k, v_k, \eta_k)) \cdot P_L(x_{k+1}; \Delta t|(x_k, v_k, \eta_k)) \) (B1)

using the rule \( P(A,B|C) = P(A|B,C) \cdot P(B|C) \) with \( A = v_{k+1}, B = x_{k+1}, \) and \( C = (x_k, v_k, \eta_k) \). This rule is the extension of the conditional probability \( P(A, B) = P(A|B) \cdot P(B) \).
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to an additional condition $C$. The first factor is a Dirac delta function constrained to eq. 20

$$P_L(v_{k+1}; \Delta t|(x_{k+1}, x_k, v_k, \eta_k)) = P_L(v_{k+1}; \Delta t|(x_{k+1}, x_k)) = \delta \left( v_{k+1} - \frac{x_{k+1} - x_k}{\Delta t} \right), \quad (B2)$$

where the first equality emphasizes that $v_{k+1}$ does not depend on $\eta_k$ or $v_k$ in eq. 20. Note, that the probability of the velocity $v_{k+1}$ (eq. B2) does not depend on a random number, which mirrors our previous observation that $v_{k+1}$ is not treated as a random variable in eq. 20. The second factor in eq. B1 is a Dirac delta function constrained to eq. 19.

$$P_L(x_{k+1}; \Delta t|(x_k, v_k, \eta_k)) = \delta \left( x_{k+1} - x_k - \exp(-\xi \Delta t) v_k \Delta t + \left[ 1 - \exp(-\xi \Delta t) \right] \frac{\nabla V(x_k)}{\xi m} \Delta t \right. \left. - \sqrt{\frac{k_B T}{m} \left[ 1 - \exp(-2\xi \Delta t) \right]} \eta_k \Delta t \right). \quad (B3)$$

Reinserting the two factors into eq. B1 yields the desired closed-form expression for

$$P_L(x_{k+1}, v_{k+1}; \Delta t|(x_k, v_k, \eta_k)).$$

Since we know that the random numbers $\eta_k$ are drawn from a Gaussian distribution $P(\eta_k)$ with zero mean and unit variance

$$P(\eta_k) = N^{-1} \exp \left( -\frac{\eta_k^2}{2} \right), \quad N = \sqrt{2\pi}, \quad (B4)$$

we can average out the random number dependency in eq. B1 to obtain the one-step probability

$$
\begin{align*}
P_L(x_{k+1}, v_{k+1}; \Delta t|(x_k, v_k)) &= \int_{-\infty}^{\infty} d\eta_k P(\eta_k) P_L(x_{k+1}, v_{k+1}; \Delta t|(x_k, v_k, \eta_k)) \\
&= \delta \left( v_{k+1} - \frac{x_{k+1} - x_k}{\Delta t} \right) \cdot \int_{-\infty}^{\infty} d\eta_k P(\eta_k) P_L(x_{k+1}; \Delta t|(x_k, v_k, \eta_k)). \quad (B5)
\end{align*}
$$

The challenge lies in solving the integral in this equation. The solution, which is detailed in appendix C, yields the closed-form expression for the one-step probability

$$
\begin{align*}
P_L(x_{k+1}, v_{k+1}; \Delta t|(x_k, v_k)) &= \delta \left( v_{k+1} - \frac{x_{k+1} - x_k}{\Delta t} \right) \cdot \sqrt{\frac{m}{2\pi k_B T \Delta t^2 (1 - \exp(-2\xi \Delta t))}} \times \exp \left( -\frac{m \left( x_{k+1} - x_k - \exp(-\xi \Delta t) v_k \Delta t + (1 - \exp(-\xi \Delta t)) \frac{\nabla V(x_k)}{\xi m} \Delta t \right)^2}{2k_B T (1 - \exp(-2\xi \Delta t)) \Delta t^2} \right). \quad (B6)
\end{align*}
$$

Applying the Chapman-Kolmogorov equation\(^{[24]}\) recursively to the one-step probability yields the closed-form expression for the path probability $P_L(\omega_L; \Delta t|(x_0, v_0))$, shown in eq. 21.

30
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Appendix C: Solving the double integral

We compute the integral

\[ P_L(x_{k+1}; \Delta t|(x_k, v_k)) = \int_{-\infty}^{\infty} d\eta_k P(\eta_k) P_L(x_{k+1}; \Delta t|(x_k, v_k, \eta_k)) \]  

from eq. B5. First, we replace \( P(\eta_k) \) according to eq. B4. Second, we substitute \( P_L(x_{k+1}; \Delta t|(x_k, v_k, \eta_k)) \), which is a \( \delta \)-function (eq. B3), with its Fourier transform

\[ \delta(z - z') = \int_{-\infty}^{+\infty} \frac{dw}{2\pi} \exp(iw(z - z')) , \]  

where \( z = x_{k+1} \) and \( z' \) is equal to the right-hand side of eq. 19. This yields a double integral, whose outer integral is with respect to \( w \), while the inner integral is with respect to \( \eta_k \)

\[ P_L(x_{k+1}; \Delta t|(x_k, v_k)) = \int_{-\infty}^{+\infty} \frac{dw}{2\pi} \int_{-\infty}^{+\infty} \frac{d\eta_k}{N} \exp \left( -\frac{\eta_k^2}{2} \right) \times \exp \left( iw \left[ x_{k+1} - x_k - \exp(-\xi \Delta t) \ v_k \Delta t + \left[ 1 - \exp(-\xi \Delta t) \right] \ \frac{\nabla V(x_k)}{\xi m} \Delta t \right. \right. \]  

\[ \left. \left. - \sqrt{\frac{k_B T}{m}} \left[ 1 - \exp(-2\xi \Delta t) \right] \ \eta_k \Delta t \right] \right) = \int_{-\infty}^{+\infty} \frac{dw}{2\pi} \exp(iwB) \int_{-\infty}^{+\infty} \frac{d\eta_k}{N} \exp \left( -\frac{\eta_k^2}{2} - iwR \eta_k \right) , \]  

where we moved all terms that do not depend on \( \eta_k \) out of the inner integral and defined the abbreviations

\[ B = \left[ x_{k+1} - x_k - \exp(-\xi \Delta t) \ v_k \Delta t + \left[ 1 - \exp(-\xi \Delta t) \right] \ \frac{\nabla V(x_k)}{\xi m} \Delta t \right] \]  

\[ R = \Delta t \sqrt{\frac{k_B T}{m}} \left[ 1 - \exp(-2\xi \Delta t) \right] . \]  

Both integrals in eq. C3 can be solved with the completing-the-square technique for Gaussian integrals. The goal of this technique is, to expand and rearrange the inner integral such that we can use the analytic solution

\[ \int_{-\infty}^{\infty} dx \ \exp(-a(x \pm b)^2) = \sqrt{\frac{\pi}{a}} \quad \text{for } a, b \in \mathbb{R} . \]
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This can be achieved by a systematic step-to-step procedure, that can be applied to all Gaussian integrals of this type:

\[
\int_{-\infty}^{+\infty} \frac{d\eta_k}{N} \exp \left( -\frac{\eta_k^2}{2} - iwR\eta_k \right) = \int_{-\infty}^{+\infty} \frac{d\eta_k}{N} \exp \left( -\frac{1}{2} \left[ \eta_k^2 + 2iwR\eta_k + i^2w^2R^2 - i^2w^2R^2 \right] \right)
\]

\[
= \exp \left( -\frac{w^2R^2}{2} \right) \int_{-\infty}^{+\infty} \frac{d\eta_k}{N} \exp \left( -\frac{1}{2} \left( \eta_k + iwR \right)^2 \right)
\]

\[
= \exp \left( -\frac{w^2R^2}{2} \right) \frac{1}{N} \sqrt{2\pi}
\]

\[
= \exp \left( -\frac{w^2R^2}{2} \right).
\]

(C6)

In the first line, we isolate \( \eta_k^2 \) by factoring out \(-\frac{1}{2}\), and complete the first binomial formula by adding a zero. Then we separate the exponent into the binomial formula and the term \( \exp \left( -\frac{w^2R^2}{2} \right) \), which can be moved in front of the integral because it does not depend on \( \eta_k \). In the third line, we solve the remaining integral using eq. C5, which can be further simplified by inserting the normalization constant of the Gaussian distribution: \( N = \sqrt{2\pi} \).

Inserting eq. C6 into eq. C3 yields the outer integral

\[
\int_{-\infty}^{+\infty} \frac{dw}{2\pi} \exp (iwB) \exp \left( -\frac{w^2R^2}{2} \right) = \int_{-\infty}^{+\infty} \frac{dw}{2\pi} \exp \left( -\frac{w^2R^2}{2} + iwB \right)
\]

which is solved using the same procedure:

\[
\int_{-\infty}^{+\infty} \frac{dw}{2\pi} \exp \left( -\frac{w^2R^2}{2} + iwB \right) = \int_{-\infty}^{+\infty} \frac{dw}{2\pi} \exp \left( -\frac{R^2}{2} \left[ w^2 + 2iwB - i^2B^2 \right] \right)
\]

\[
= \exp \left( -\frac{B^2}{2R^2} \right) \int_{-\infty}^{+\infty} \frac{dw}{2\pi} \exp \left( -\frac{R^2}{2} \left( w + iB \right)^2 \right)
\]

\[
= \exp \left( -\frac{B^2}{2R^2} \right) \frac{1}{2\pi} \sqrt{\frac{2\pi}{R^2}}
\]

\[
= \sqrt{\frac{1}{2\pi R^2}} \exp \left( -\frac{B^2}{2R^2} \right).
\]

(C7)
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Inserting the expressions for the constants \( R \) and \( B \) (eq. C4) yields

\[
P_L(x_{k+1}; \Delta t | (x_k, v_k)) = \frac{m}{\sqrt{2\pi k_B T \Delta t^2(1 - \exp(-2\xi \Delta t))}} \times \exp \left( -\frac{m}{2k_B T(1 - \exp(-2\xi \Delta t))} \frac{(x_{k+1} - x_k - \exp(-\xi \Delta t) v_k \Delta t + (1 - \exp(-\xi \Delta t)) \nabla V(x_k) \Delta t)^2}{\xi m} \right). \tag{C8}
\]

This is inserted into eq. B5 to yield eq. B6.

Appendix D: Proof of eq. 30

To simplify the calculation we square eq. 30

\[
\frac{1}{k_B T \xi^2 m} \frac{(1 - e^{-\xi \Delta t})^2}{1 - e^{-2\xi \Delta t}} (\nabla U(x_k))^2 \approx \frac{\Delta t}{2k_B T \xi m} (\nabla U(x_k))^2
\]

\[
\Delta \eta^2_{L,k} \approx \Delta \eta^2_{o,k}. \tag{D1}
\]

**Statement:** The difference between \( \Delta \eta^2_{L,k} \) (eq. 25) and \( \Delta \eta^2_{o,k} \) (eq. 16) is of order \( \mathcal{O}(\xi^4 \Delta t^4) \).

**Proof:**

\[
(1 - e^{-\xi \Delta t})^2 \approx \frac{\xi \Delta t}{2} \cdot (1 - e^{-2\xi \Delta t})
\]

\[
(1 - e^{-x})^2 \approx \frac{x}{2} \cdot (1 - e^{-2x})
\]

\[
1 - 2e^{-x} + e^{-2x} \approx \frac{x}{2} \cdot (1 - e^{-2x})
\]

\[
x^2 - x^3 + \frac{7}{12} x^4 + \mathcal{O}(x^5) \approx x^2 - x^3 + \frac{2}{3} x^4 + \mathcal{O}(x^5), \tag{D2}
\]

where we rearranged eq. D1 (first line), substituted \( x = \xi \Delta t \) (second line), expanded the binomial formula on the left-hand side (third line) and substituted the exponential functions by their Taylor expansion

\[
e^{-x} = 1 - x + \frac{x^2}{2} - \frac{x^3}{6} + \frac{x^4}{24} + \mathcal{O}(x^5)
\]

\[
e^{-2x} = 1 - 2x + 2x^2 - \frac{4}{3} x^3 + \frac{2}{3} x^4 + \mathcal{O}(x^5), \tag{D3}
\]

and simplified (fourth line). The left-hand side and the right-hand side in eq. D2 differ only by a term of \( \mathcal{O}(x^4) = \mathcal{O}(\xi^4 \Delta t^4) \). \( \square \)
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