Metrological Traceability and Crucial Detector Characteristics for UVC Metrology in UVGI Applications
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Abstract: Ultraviolet-C (UVC) radiation-based sanitization has globally gained enormous importance in the current COVID-19 (caused by SARS-COV-2 virus) pandemic situation. The effectiveness of radiation sanitization is quantified in terms of ‘radiation dose’, which in turn is derived from a radiometric parameter ‘irradiance’, measured using UVC radiometer. Metrological traceability of irradiance/dose measurement is essentially required for achieving requisite accuracy of measurements, and hence germicidal efficacy. In the present article, the derivation of traceability for irradiance measurement using UVC radiometer is demonstrated. The critical conditions to be considered while using detector/radiometer for measuring UVC irradiance/dose in practical conditions are elaborated, avoiding which, significant errors in the UVC irradiance/dose may arise, and hence, may compromise the performance of the Ultraviolet Germicidal Irradiation (UVGI) devices.
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1. Introduction

In the current scenario of global COVID-19 pandemic, ultraviolet (UV) radiation-based disinfection procedures have gained significant momentum for mitigation of the spread of Coronavirus through exposed surface and airborne transmission [1–3]. Human-to-human spread of virus/bacteria not only occurs through direct or close contacts but also through indirect interactions like contaminated objects and surfaces [4]. In the case of Novel Coronavirus, the indirect modes contribute equally to viral transmission among humans [5]. Chemical-based sanitization is commonly recommended for disinfecting the surfaces for breaking the transmission chain [7]. Disinfectants range from common soap to chemicals like sodium hypochlorite and alcohol [6]. However, chemical disinfectants are known to be noxious for people’s health and cause eye, respiratory and skin irritation or damage [7, 8]. Moreover, the contact base liquid chemical disinfectants are not suitable for sanitization of surfaces of electronic devices. Though, being in use for water disinfection for a considerable amount of time now, but in the era of the COVID-19 pandemic UV radiation has emerged as a suitable non-contact-based method for sanitization of object surfaces, especially those which cannot be immersed in liquid biocides [9, 10]. Moreover, UV sanitization is most suitable for disinfection of large areas like rooms and halls as it is known not only to disinfect the surfaces but also the ambient environment [2].

UV light is a small portion of spectrum (100–400 nm), below the visible light, which is not sensed by human eye. Based on the physical and physiological effects, UV light is further subdivided in mainly three ranges, 100–280 nm, 280–315 nm, and 315–400 nm, called UVC, UVB and UVA, respectively. The UVC band of the UV region is known to have germicidal properties and impedes the spread of infection through incapacitating microorganisms and viruses through their structural modification [11]. In this regard, the UV dose imparted to a surface, for disinfection, is of prime importance as a lower dose of UV radiation will not be able to incapacitate the viral load completely [3, 11]. UV dose is quantified through the measurement of irradiance. Irradiance is a radiometric parameter which quantifies the radiant flux irradiating a unit surface area. To ascertain germicidal nature of a UV
irradiation, the measurement of the irradiance becomes utmost important.

Optical detector/radiometer is, in general, used to measure irradiance. Detector is a device that produces a measurable electrical signal on being exposed to optical radiation. When radiation illuminates the active area of a detector, an electrical signal is generated, which in turn is proportional to the radiant flux incident on the detector surface or irradiance. Various types of detectors such as pyroelectric detectors, bolometers, semiconductor photodiode, phototransistors, etc., are used for radiometric measurements [12, 13]. Moreover, the majority of the commercial semiconductor-based radiometric detectors are wavelength selective. Thus, being of different types, the detectors are required to be calibrated for irradiance in the wavelength range of interest before being used for measurements. To ensure accurate measurements, unbroken chain of traceability has to be ensured through documented calibration steps. However, incorrectly calibrated detectors and measurements performed in unsuitable conditions may arise large measurements errors.

In the present article, we present the establishment of the radiometric traceability for UVC detectors for irradiance. Currently, both mercury vapor lamps and UVC LED sources are being used for Ultraviolet Germicidal Irradiation (UVGI) devices [14]. The calibration of detector, however, is strongly dependent on the spectral profile of the source. Being a traditional UV source, mercury vapor lamp was chosen to establish the traceability of irradiance.

In the current communication, in addition to present the source, being a traditional UV source, mercury vapor lamp was chosen to establish the traceability of irradiance.

2. Radiation Dose, Irradiance and Spectral Irradiance

UV dose, a deciding parameter for germicidal efficacy, is related to the Irradiance (E) through the relation:

\[
\text{Dose (J/m}^2\text{)} = E (W/m}^2\text{)} \times \text{Time(s)}
\]  

(1)

Irradiance is defined as the radiant flux (radiant power falling normal to a surface of definite area) incident on a unit surface area. In the SI (International System) system of units, it is expressed in W/m² (watts per square meter). In other words, it is the irradiation power delivered to a unit surface area by a radiation source (Fig. 1a).

If a radiation of radiant power (called radiant flux ($\Phi_e$)) is normally incident on a detector (as shown in Fig. 1a) of active surface area, $A$, then the irradiance, $E_e$, as measured by the detector is mathematically defined as

\[
E_e = \frac{d\Phi_e}{dA} \text{cos} \theta
\]  

(2)

Instead of normal incidence, if the radiation is obliquely incident at an angle $\theta$ (Fig. 1b) then the measured irradiance is mathematically defined as

\[
E_{e,\theta} = E_{e,0}\cos \theta = \frac{d\Phi_e}{dA}\cos \theta
\]  

(3)

Irradiance can be measured directly using a detector whose output parameter is calibrated against a standard incident radiant flux value. An ideal radiometric detector must show a decrease in measured irradiance by a factor of $\text{cos} \theta$ as the incidence direction of radiation changes from normal to an oblique incidence at an angle $\theta$, hence, should follow the cosine law. According to cosine law, irradiance measured by a detector should be directly proportional to the cosine of the angle between the direction of the incident light and the normal to the surface of the detector active area.

In the present discussion, it is important to point out that the response of the detectors is limited by the wavelength range. Hence, the irradiance measured by the detector is also affected by its spectral response. The issue of selective spectral response in radiometric detectors can be overcome by using a spectroradiometer in which irradiance is measured individually over the wavelength spectrum. This parameter of spectral irradiance can be mathematically described as

\[
E_{e,\lambda} = \frac{d^2\Phi_e}{dA d\lambda} \cos \theta
\]  

(4)

The total irradiance, $E_e$, in the wavelength range $\lambda_1$ to $\lambda_2$ can be mathematically derived from the spectral irradiance by integrating the spectral irradiance over the wavelength $\lambda_1$ to $\lambda_2$.

\[
E_e = \int_{\lambda_1}^{\lambda_2} \frac{d^2\Phi_e}{dA d\lambda} \cos \theta d\lambda
\]  

(5)

However, employing a spectroradiometer for regular measurements, especially in the field measurements, is
relatively tedious, and detectors being of small size, come in handy for routine measurements.

3. Establishing Metrological Traceability of Irradiance for UVC Detector Calibration

The radiometric measurements are dependent on the measurement of irradiance, and for accurate measurements, establishment of traceability to SI (International System of Unit) is essential. National Metrology Institutes (NMIs) all over the world realize and maintain metrological traceable physical standard for various radiometric parameters like radiant flux, irradiance, radiant intensity, etc. [15–19].

Irradiance is the radiometric parameter which can be directly measured by a calibrated sensor or detector. A SI traceable calibration of detectors is even more important for their application in the measurement of UVGI as it directly impacts the well-being of the society. In radiometry, primary standards are of two types: radiation source-based primary standard and detector-based primary standard. As the name suggests, the source-based primary standards are radiation sources based on some physical phenomenon with known radiation spectral output. Radiation sources like synchrotron and blackbody radiation sources are widely used as radiation-based primary standards [20, 21]. On the other hand, the detector-based standards are based on radiation-absorbing receivers whose temperature rises when they are exposed to radiation. They work on the principle of ESR (electrical substitution radiometry) [22] and the incident radiant power is enumerated through its comparison with an electrical power which produces the same rise in temperature. Thus, the optical power and electrical power are equated on the basis of their respective thermal effect. Cryogenic radiometer establishes the equivalence of radiation and electrical power at cryogenic temperatures and is used as standards for detector-based radiometry at various NMIs [21]. Cryogenic radiometers are used to establish detector spectral responsivity scale. Usually using a laser source or a broadband source, a cryogenic radiometer calibrates a trap detector which in turn is used to calibrate the filter radiometer. The filter radiometer transfers the measurement scale to blackbody through its temperature measurement. The blackbody spectrum is then used to establish the scale of spectral irradiance.

NPLI derives its traceability of spectral irradiance (250–2500 nm) from a set of three 1000 W (8A, 110 V) Quartz Halogen Lamps (commonly known as spectral irradiance standard FEL lamps) calibrated from leading NMIs. Presently, NPLI has set of lamps calibrated against reference standard lamps of PTB Germany in 2012, and against primary standard blackbody of NPL UK in 2018. Figure 2a–c shows the spectral irradiance values provided by PTB Germany and NPL UK, for these sets of lamps, respectively. As shown in Fig. 2, FEL lamp has comparatively low spectral irradiance values in the wavelength region 250–400 nm. The uncertainty in the spectral irradiance measurements of reference standard lamps in the

![Spectral irradiance of FEL type reference standard lamps recorded at a distance of 50 cm](image1)

![Spectral irradiance of working standard lamps at a distance of 70 cm](image2)
The FEL lamps calibrated for spectral irradiance are, in turn, employed to transfer the spectral irradiance scale to a DTMs-300 Spectroradiometer (Bentham, UK) as explained in reference [23]. The DTMs-300 is a double monochromator-based spectroradiometer having three detectors spanning over a wide wavelength range of 200 nm to 3000 nm. It employs a lead sulfide detector for the infrared range, silicon photodiode for the near-infrared and visible range and photomultiplier tube for the UV range, which are automatically selected depending on the wavelength region being measured. The entrance port of the spectrometer is coupled with a 150 mm diameter PTFE-based integrating sphere. The spectroradiometer is employed to measure spectral irradiance of light sources based on the method of comparison. The spectroradiometer is first calibrated with a standard lamp of known spectral irradiance. Based on the calibration, spectral irradiance of the lamp under test is obtained from the electrical signal generated by the detectors. The initial calibration of the spectroradiometer was made using one of the reference lamps over the wavelength range 250–2500 nm.

To minimize the burning hours of reference standard lamp, the spectral irradiance scale is transferred to a set of working standard lamps. Presently, a total of five numbers of FEL standard lamps, calibrated against the reference standard lamp, were then recalibrated against the CL3 lamp over the same wavelength range and their spectral irradiance values were derived. The measured spectral irradiance for the working standard lamps with the CL3 calibration are shown in Fig. 4b.

Thus, two sets of spectral irradiance data were obtained for the set of five FEL working standard lamps. One set was over the wavelength range of 250–2500 nm with respect to the reference FEL lamp, while the second set was over 200–400 nm with respect to CL3 lamp. It is evident that the obtained spectral irradiance values for the overlapping wavelength range of 250–400 nm for the set of working standard lamps were well comparable. Thus, the spectral irradiance values of the CL3 lamp were validated through an indirect traceability chain.

The CL3 lamp was further used to calibrate the DTMs-300 spectroradiometer and the spectral irradiance was measured for a 11 W mercury vapor working standard lamp (Hg-W-1). The irradiance spectrum for the Hg-W-1 mercury lamp within the wavelength range 250–260 nm is shown in Fig. 5 along with the measured signal current at a distance of 50 cm. The spectral irradiance data were used to calculate the total/integrated irradiance of Hg-W-1.
Integrated Irradiance $H_{g-W-1}$ in the range of 200–280 nm. The Integrated Irradiance $H_{g-W-1}$ was calculated to be 1.1 W/m$^2$ at a distance of 50 cm. The irradiance of the mercury lamp was in turn used to calibrate a PRC UVC radiometer. The mercury lamp was made to illuminate the PRC UVC detector and the photocurrent ($\text{Photocurrent}_{\text{Hg-W-1}}$) was recorded and thus the integrated responsivity ($\text{Integrated Responsivity}_{\text{PRC}}$) was obtained for the detector for the 254 nm line of Hg Source.

\[
\text{Integrated Responsivity}_{\text{PRC}} = \frac{\text{Photocurrent}_{\text{Hg-W-1}}}{\text{Integrated Irradiance}_{\text{Hg-W-1}}} \tag{6}
\]

The detector was then used to measure UVC content of the lamps under test. The photocurrent generated by the PRC detector ($\text{Photocurrent}_{\text{DUT}}$), on being illuminated by the lamps under test, was recorded and the irradiance was obtained as:

\[
\text{Irradiance}_{\text{DUT}} = \left(\frac{\text{Integrated Responsivity}_{\text{PRC}}}{\times \text{Photocurrent}_{\text{DUT}}}\right)^{-1} \tag{7}
\]

Thus, the validity of measurement as well as traceability of the measured irradiance is ensured. The schematic chart of the traceability obtained for the detector is shown in Fig. 6.

4. Detector Characteristics Affecting Irradiance Measurements

Detector is a device whose output (usually electrical) is directly proportional to the radiant flux of the radiation incident normally on its active surface. Two important characteristics of a detector viz. Detector Responsivity and Cosine correction require special attention while using a detector for irradiance measurement.

4.1. Detector Responsivity

In general, responsivity is the ratio of output to input of a detector system. For a radiometric detector, responsivity quantifies the electrical output with respect to the radiometric input. Responsivity of a detector is the ratio of the current generated in response to the amount of radiometric power incident on the detector. Hence, detector responsivity is generally expressed in the unit Ampere per Watt (A/W).

Detectors are sensitive to specific spectral region. For example, the detector used in the present study is most sensitive to the UVC band of the electromagnetic spectrum. As the quantum efficiency of the detector depends on the wavelength of radiation, the detector’s response is not constant over the entire wavelength range. The responsivity of the detector thus further depends on the wavelength. This variation in the responsivity with changing wavelength of incident radiation is termed as detector spectral responsivity.

The calculation of the responsivity over an extended wavelength spectrum inherently assumes a flat spectral
response of the detector as spectral variation of the detector is not considered in the calculations. For example, if a UVC detector shows a current of $I$ Ampere on being exposed to a known radiation (spanning over certain UVC wavelength region) containing total power $C$ W incident on the detector, then the responsivity can be calculated as $I/C$ A/W. This value of integrated responsivity does not consider the spectral profile of detector responsivity. This may lead to serious errors in observations taken with the detector in presence of different radiation having diverse spectra.

To elucidate the concept of introduction of errors due to wavelength-selective responsivity, theoretical calculations were carried out. We considered three detectors having different spectral responsivity profiles (Fig. 7a). The spectral responsivity profile of Detector A is assumed to be an ideal, i.e., flat response between 200 and 280 nm, while that of Detector B is considered to be of a near-ideal detector. The spectral responsivity of Detector C is considered as of commercially available UVC detector. Three quasi-monochromatic UVC sources are assumed (shown in Fig. 7b) and their spectral power distribution is generated theoretically in the UVC range with FWHM of about 20 nm and peaks at 220 nm ($S_1$), 250 nm ($S_2$), and 260 nm ($S_3$) having same peak power. Figure 7b also depicts a source ($S_4$) having a peak at 220 nm, however, with lower spectral power as compared to the other sources. The wavelength peak is chosen keeping in mind the UVC line of KrCl-based Excimer source, Mercury vapor lamp, and UV LED source, respectively. The source $S_1$ with peak at 220 nm having larger spectral power (Fig. 7b) is considered as the calibrating source, while the other three sources ($S_2$, $S_3$ and $S_4$ in Fig. 7b) are taken as the test sources.

The integrated responsivity of all the three detectors ($A$, $B$ and $C$) considering the source $S_1$ as the standard can be calculated using the following expression:

$$R_i(A/W) = \frac{\int_{200}^{280} R_i(\lambda) \phi_i(\lambda)d\lambda}{\int_{200}^{280} \phi_i(\lambda)d\lambda}$$  \hspace{1cm} (8)$$

where, $R_i$ and $R_i(\lambda)$ are the integrated responsivity and spectral responsivity of given detector. $\phi(\lambda)$ is the spectral radiant flux of the source $S_1$ used as standard for detector calibration, incident normally on the detector placed at certain distance from $S_1$. The calculated values of the integrated responsivities of the three detectors are shown in Table 1.

These detector responsivities can then be used to measure the radiant flux of the sources $S_2$ and $S_3$. The current produced by the given detector, $I_{ph}$, on being exposed to a radiation of spectral radiant flux $\phi(\lambda)$ is given by

$$I_{ph}(A) = \int_{200}^{280} R_i(\lambda) \phi(\lambda)d\lambda$$  \hspace{1cm} (9)$$

The radiant flux incident on the detector can further be calculated using the respective detector integrated responsivities calibrated using the source $S_1$. Thus, the amount of radiant flux ($\phi$) incident on the detector can be evaluated as:

**Table 1** Calculated values of the calibrated responsivities of the detectors under study

| Detector | $R$ (nA/W) |
|----------|------------|
| $A$      | 1.000      |
| $B$      | 0.913      |
| $C$      | 0.158      |

![Fig. 7 a Spectral Responsivity of detectors under study b Spectral Power Distribution of the light sources](image)
Further, the irradiance $E$ or the flux density on the surface of detector can then be obtained as:

$$E(W/m^2) = \frac{\phi}{\text{DetectorArea}} \quad (11)$$

The radiant flux from the two light sources $S_2$ and $S_3$ incident on the detectors $A$, $B$ and $C$, which are calibrated against the light source $S_1$, are shown in Table 2. As the detector $A$ exhibits ideal flat response in the wavelength region 200–280 nm, the radiant flux read by the Detector $A$ does not show any error. Further, the radiant flux read by the Detector $B$ exhibiting near ideal response, for source $S_3$ gives correct value; however, for source $S_2$ gives error of about 8%. This is attributed due to the fact that the peaks of the calibration source $S_1$ and the test source $S_3$ are almost symmetrically placed with respect to the leading edge and the falling edge of the spectral responsivity curve of the detector $B$. The Detector $C$, which has skew-shaped spectral responsivity as exhibited by different commercially available detectors fabricated for particular type of light source, shows error in reading the radiant flux of more than 300% and 400% for the sources $S_2$ and $S_1$, respectively. However, for the test source $S_4$ with peak at 220 nm having smaller irradiance, the radiant flux read by all the three detectors show good correspondence with the actual radiant flux of the source. This is due to the fact that the calibrating source of the detectors and the test source have similar spectrum.

Thus, it can be inferred that the detectors with flat response (like Detector $A$) provide correct measurement irrespective of the calibration source, test source or their spectra. However, as we deviate toward a non-ideal flat spectral responsivity, the spectrum of the calibrating source and test source start playing role in the measurements. The near-ideal detector (Detector $B$) shows error depending on the source, while the real detector (Detector $C$) shows a large error for both the measurements owing to a difference in the spectrum of the calibrating and test sources. Further, on measuring a test source having a similar spectrum as that of the calibrating source, all the three detectors confirm to the actual value of radiant flux. The results clearly indicate that for correct measurements the calibration the detectors should be carried out using a source having a similar spectrum as that of the test source.

As, in general, the detectors, especially UVC detectors, do not have a flat spectral response, the integrated responsivity is specific for a source and cannot be used to measure UVC irradiance for any other type of sources. The detector would require calibration with a source which has a similar spectrum as that of the lamp under test [24]. It is important to note the fact that calibration is ‘not only calibration but calibration according to the specific application.’

However, in practical situations, measurements may be required to be made for sources whose spectrum is absolutely different from that of the source used for calibration. In such a situation a mathematical correction may be applied to correct the measured irradiance by modifying the formula for calculating spectral mismatch. It is evident from Table 2 that the detector $A$ would not show any error due to spectral mismatch of the calibrating source and the source under test. However, the measurements with detector $C$ show considerable error for sources with different spectral profiles. A measurement value correction factor $f$ may be applied which corrects the measured irradiance for mismatch in the spectrum of the calibrating and the measured source [25]. The correction factor $f$ can be calculated as:

$$f = \frac{\int_{200}^{280} R_{Re\text{l}}(\lambda) \phi_{1Re\text{l}}(\lambda) d\lambda}{\int_{200}^{280} \phi_{1Re\text{l}}(\lambda) d\lambda} \div \frac{\int_{200}^{280} R_{Re\text{l}}(\lambda) \phi_{jRe\text{l}}(\lambda) d\lambda}{\int_{200}^{280} \phi_{jRe\text{l}}(\lambda) d\lambda} \quad (12)$$

where, $R_{Re\text{l}}(\lambda)$ is the spectral responsivity of given detector, $\phi_{1Re\text{l}}(\lambda)$ is the normalized spectral radiant flux of the calibrating standard source $S_1$, while $\phi_{jRe\text{l}}(\lambda)$ is the normalized spectral radiant flux of the source being measured. The correction factor calculated for the measurements using detector $C$ is presented in Table 3.

It may be observed that the factor $f$ corrects the measured flux and hence an accurate measure of irradiance can be obtained if the relative detector spectral responsivity, and relative spectra of the calibration and the measurand source are known.

| Table 2 Theoretical power and measured power of the test sources (all the detectors are calibrated with calibration source $S_1$) |
|---------------------------------------------------------------|
| Test source $S_2$ | Test source $S_3$ | Test source $S_4$ |
|-------------------|-------------------|-------------------|
| Actual calculated Radiant flux value | 250.63 mW | 249.52 mW | 124.76 mW |
| Radiant flux considering detector A | 250.63 mW (error: 0%) | 249.52 mW (error: 0%) | 124.76 mW (error: 0%) |
| Radiant flux considering detector B | 270.13 mW (error: 7.78%) | 249.52 mW (error: 0%) | 124.76 mW (error: 0.00001%) |
| Radiant flux considering detector C | 1037.76 mW (error: 314.06%) | 1273.19 mW (error: 458.73%) | 124.76 mW (error: 0.0001%) |
4.2. Cosine Correction of Detectors for UV Measurement

During calibration of detectors, the UV-radiation is normally incident on the detector placed at a significant distance to fulfill inverse square law, and hence, cosine errors of detector don’t influence results. However, in the large number of practical scenarios, especially in UV sanitization boxes, radiations at any point inside the box are incident from all the directions and hence, cover broad angles. In these cases, the cosine correction of the detector becomes very important to measure irradiance accurately. According to the cosine law, irradiance at any sectional area is directly proportional to the cosine of the angle between the direction of the incident light and the normal to the sectional area. Hence, for radiometric measurements, cosine correctors are attached in front of sensors. A detector with a poor cosine response gives a lower value of irradiance for oblique incidence, which may mislead evaluating the correct dose requirement for UVGI disinfection.

Figure 8 shows three detectors having different cosine responses (P, Q and R). The P curve (red) represents a perfect cosine response, while the Q (green) and R (blue) curves are that of a typical poorer cosine response of detector, R one being inferior to the Q. In case of normal incidence there is no difference in reading of the detectors (point A in Fig. 8). However, on being irradiated with a radiation at an angle $\theta$, the detector with cosine responses $P$ and $R$ shows a difference of $e_{\text{cos}}$ (points $B_1$ and $B_2$ in Fig. 8) in the measurements. Thus, a detector with a poor cosine response records a lower irradiance value.

To expound the effect of cosine correction on irradiance measurements, we consider a cubical box of length, breadth and height of 55 cm (Fig. 9). An isotropic radiation point source is considered to be placed at the center of the top face. We assume to place three detectors in various positions, placed one at a time, on the bottom face and measure the irradiance. One of the detectors has a perfect cosine correction ($P$), while the other two detectors have been assumed to have a poor cosine response ($Q$ and $R$) with a cosine error of $f_2 = 7\%$ ($Q$) and $f_2 = 36\%$ ($R$).

Figure 10 shows the relative difference between the irradiance measurements of the detectors with perfect cosine response and those with $f_2 = 36\%$ (Fig. 10a) and $f_2 = 7\%$ (Fig. 10b). It can be observed that, though the errors are quite lesser at places closer to points of normal incidence, while error of almost 25% creeps in the measurements at the corners of the enclosure for detector with $f_2$ error of 36%. However, this error falls below to 2% value with a detector having $f_2$ error of 7%. It is important to mention that the height of the assumed cubical box plays

\[
\begin{array}{|c|c|c|}
\hline
\text{Test source } S_2 & \text{Test source } S_1 & \text{Test source } S_4 \\
\hline
\text{Actual calculated Radiant flux value} & 250.63 \text{ mW} & 249.52 \text{ mW} & 124.76 \text{ mW} \\
\text{Radiant flux considering detector C} & 1037.76 \text{ mW (error: 314.06\%)} & 1273.19 \text{ mW (error: 458.73\%)} & 124.76 \text{ mW (error: 0.0001\%)} \\
\text{Correction factor ($f$)} & 0.2407 & 0.1955 & 1 \\
\text{Corrected radiant flux considering detector C} & 249.79 \text{ mW (error: 0.34\%)} & 248.91 \text{ mW (error: 0.24\%)} & 124.76 \text{ mW (error: 0.0001\%)} \\
\hline
\end{array}
\]
a major role in the error, which increases with decrement in the height of the enclosure.

In field/application measurements, it is not always possible to ensure normal incidence. Hence, while making UV measurements it is of utmost importance to warrant that the detector has an adequate cosine corrector to ensure the reliability of the irradiance measurement, which in turn confirms estimation of correct dose of radiation thus avoiding adverse implication of inadequate UVGI treatment.

5. Uncertainty in UVC Irradiance Measurement

Uncertainty evaluation is an integral part of any measurements or calibrations. The actual uncertainty in calibration largely depends on the method of calibration, measurement set-up and standards used [24]. The uncertainty can be evaluated by the method recommended by the JCGM [26].

The detector-based traceability for UVC measurement can be provided through calibration of test detectors against a standard UV lamp (Hg-W-1) in our case which derives its traceability from a Deuterium reference standard lamp (CL3 lamp). On the other hand, the calibration of UVC source is provided by its spectral calibration against the CL3 lamp through the standard spectroradiometer.

A schematic diagram of the setup for calibration of the Hg-W-1 lamp is shown in Fig. 11. A similar setup is used to calibrate any UVC lamp for disseminating traceability to the user. The calibration uncertainty of the CL3 lamp is 5.2% at a coverage factor of $k = 2$. The typical uncertainty in transferring the calibration to the Hg-W-1 lamp is about 2.86% which is calculated as per standard budget published elsewhere [23].

Fig. 10 Relative irradiance measurement error for the detectors having poor cosine response (a: $f_2$ error = 36% b: $f_2$ error = 7%) with respect to the detector having perfect cosine response

Fig. 11 Schematic diagram of the setup for calibration of Hg-W-1 lamp

The integrating sphere in the setup plays the role of a diffuser and ensures an angularly and spatially uniform radiation input to the monochromator. Integrating sphere produces illumination with uniform irradiance, by multiple reflection from a diffused surface, for the entry port of the monochromator due to the fact that the solid angle projected from any point on sphere surface to any area element of the sphere remains the same, regardless of location. The exit port of the sphere couples this uniform illumination with the monochromator [27]. Thus, the input to the monochromator depends on the imaging of the exit port on the input of the monochromator. Hence, imaging of the exit port becomes a source of uncertainty in measurements being carried out using integrating sphere. The image of the exit port on the monochromator input, in turn, depends on the spatial and spectral properties of the illumination sources. In the current calibration setup, the measurements are made at a distance of 70 cm which is fairly large as compared to the dimension of the light-emitting window of
the calibration and the test light sources. This combined with the fact that the windows for light throughput are kept similar for the two sources causes the calibration source and the test source to behave as a nearly point source. The other factor affecting the imaging of the output port on the monochromator slit is the spectral mismatch of the two sources. In the calibration setup, a PTFE-based integrating sphere has been used. Owing to the flat reflectance of PTFE in the UV region the imaging of the output port of the sphere will not be affected substantially due to spectral mismatch of the calibration and test sources [28]. The spectral measurements carried out for the calibration of Hg-W-1 lamp further reduce the effect of the spectral mismatch of the sources on the imaging of the output port of the sphere on the monochromator input. Further, in the present work, the calibration is performed on relative scale with respect to the standard lamp without intermittent realignment or change in the setup. Hence, the sources of uncertainty relating to the setup (like alignment, and geometry) will be correlated and spectrally flat [29]. Hence, the uncertainties in measurements due to spatial and spectral mismatch of the sources in the present calibration setup are quite small in comparison to other sources of uncertainties. However, it is important to point out that this factor requires consideration when extended sources are used for calibration.

A typical uncertainty budget for the lamp calibration is shown in Table 4. It is important to point out that the calibration of the reference standard lamp is a major contributor to the uncertainty. The uncertainty in the calibration of the Hg-W-1 lamp comes out to be 5.93% at a coverage factor of $k = 2$. A test UVC source from the user may be calibrated in the same way but the uncertainty may vary depending on the stability of the lamp under test.

The test detectors requiring calibration are measured against the calibrated working standard, i.e., the Hg-W-1 lamp. A schematic diagram of the calibration setup is shown in Fig. 12. The main sources of uncertainty to be considered by a testing laboratory are as follows:

- Uncertainty in irradiance of the working standard lamp due to its calibration (Type B)
- Uncertainty due to stability of UV radiation from the working standard lamp (Type A)
- Uncertainty due to stability of the test detector (Type A)
- Uncertainty due to reproducibility of the test detector (Type B)
- Uncertainty in position of the test detector with respect to the working standard (Type B)
- Uncertainty due to optical alignment of the detector (Type B)

Apart from the mentioned sources, uncertainty in measurement is also caused by variations in the electrical input to the working standard. Moreover, environmental factors like temperature and humidity are known to cause changes in spectral responsivity of UV detectors [30]. Additionally, the optical components of the detector are prone to degradation due to exposure to UV radiation [30]. The contributions from these factors are very small and hence not included. A typical uncertainty budget for detector calibration is shown in Table 5.

### Table 4: Typical uncertainty budget for calibration of Hg-W-1 lamp

| Uncertainty sources                        | Relative standard uncertainty (%) | Relative contribution (%) |
|--------------------------------------------|----------------------------------|---------------------------|
| Uncertainty in calibration of reference standard lamp | 2.6                              | 76.8                      |
| Uncertainty in distance of reference standard lamp | 0.04                             | 0.02                      |
| Uncertainty in distance of working standard lamp | 0.04                             | 0.02                      |
| Uncertainty in alignment of reference standard lamp | 0.8                              | 7.3                       |
| Uncertainty in alignment of working standard lamp | 0.8                              | 7.3                       |
| Uncertainty in stability of standard spectrometer | 0.12                             | 0.2                       |
| Uncertainty in stability of reference standard lamp | 0.5                              | 2.8                       |
| Uncertainty in stability of working standard lamp | 0.5                              | 2.8                       |
| Uncertainty in reproducibility of working standard lamp | 0.5                              | 2.8                       |
| Expanded uncertainty ($k = 2$)              | 5.93%                            |                           |
the current setup has an uncertainty of 7.02% at a coverage factor of $k = 2$.

The detectors calibrated at CSIR-NPL can be used by the testing laboratories for further dissemination of traceability for UVC measurement. The detectors calibrated by the above method are used as reference standards against which the test detectors from the users can be further calibrated. A schematic diagram of a typical setup for calibrating test detectors against a reference detector is shown in Fig. 13. The major sources of uncertainty to be considered by a testing laboratory carrying out detector calibrations against a standard detector are as follows:

- Uncertainty in responsivity of the detector due to its calibration (Type $B$)
- Uncertainty due to stability of the calibrated detector (Type $A$)
- Uncertainty due to stability of the UV lamp used in the setup (Type $A$)
- Uncertainty due to stability of the test detector (Type $A$)
- Uncertainty due to reproducibility of the test detector (Type $B$)
- Uncertainty in position of standard detector (Type $B$)
- Uncertainty in position of test detector (Type $B$)
- Uncertainty due to optical alignment of the standard detector (Type $B$)
- Uncertainty due to optical alignment of the test detector (Type $B$)

Here, it is important to point out that the detector-based calibration should be carried out using a similar source (mercury vapor lamp in the present discussion), as used in calibration of the standard detector. Use of different UVC sources will lead to errors due to spectral mismatch [24, 31]. A typical uncertainty budget for calibration of a test detector against a calibrated detector is shown in Table 6. The test detector calibration has an uncertainty of 8.21% at a coverage factor of $k = 2$.

### Table 5 Typical uncertainty budget for calibration of test detector against calibrated lamp

| Uncertainty sources                              | Relative standard uncertainty (%) | Relative contribution (%) |
|--------------------------------------------------|----------------------------------|--------------------------|
| Uncertainty in irradiance of working standard lamp | 2.97                             | 71.49                    |
| Uncertainty due to stability of working standard lamp | 0.5                              | 2.03                     |
| Uncertainty due to detector repeatability        | 1.0                              | 8.12                     |
| Uncertainty due to detector reproducibility      | 1.5                              | 18.27                    |
| Uncertainty in position of detectors             | 0.04                             | 0.01                     |
| Uncertainty due to alignment of the detector     | 0.1                              | 0.08                     |
| Expanded uncertainty ($k = 2$)                   | 7.02%                            |                          |

### Table 6 Typical uncertainty budget for calibration of test detector against calibrated detector

| Uncertainty sources                              | Relative standard uncertainty (%) | Relative contribution (%) |
|--------------------------------------------------|----------------------------------|--------------------------|
| Uncertainty in responsivity of calibrated detector | 3.51                             | 73.1                     |
| Uncertainty due to stability of calibrated detector | 1.0                              | 5.9                      |
| Uncertainty due to stability of UV lamp           | 0.5                              | 1.5                      |
| Uncertainty due to repeatability of test detector | 1.0                              | 5.9                      |
| Uncertainty due to reproducibility of test detector | 1.5                              | 13.4                     |
| Uncertainty in position of standard detector      | 0.04                             | 0.01                     |
| Uncertainty in position of test detector          | 0.04                             | 0.01                     |
| Uncertainty due to alignment of the calibrated detector | 0.1                             | 0.06                     |
| Uncertainty due to alignment of the test detector  | 0.1                              | 0.06                     |
| Expanded uncertainty ($k = 2$)                   | 8.21%                            |                          |
6. Conclusion

Considering the increasing demand for accurate UVC measurements for UVGI applications during the current pandemic period, a traceability chain for UVC irradiance measurements using radiometer was established. The UVC irradiance of a mercury vapor lamp was measured using double monochromator-based spectroradiometer, calibrated against FEL type spectral irradiance reference standard lamps and deuterium lamp in UVC spectral band. UVC radiometer was then calibrated against low-pressure mercury vapor lamp, emitting prominent characteristic line at 254 nm in UVC band. The study clearly highlighted the important fact that the detector should be calibrated against the source of similar spectral profile for which it is expected to be used. Further, crucial characteristics of the detector, namely spectral responsivity and cosine response, and their role in irradiance measurement, especially in application conditions, were briefly illustrated with qualitative study. It was also demonstrated that only calibration is not sufficient to ensure correct measurements. Even calibrated detectors having poor cosine response may give erratic measurements in various measurement conditions. Thus, good detector characteristics are also among the few crucial requirements of correct measurements other than its calibration and, therefore, require attention before dissemination of scale of measurement.
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