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Abstract—This paper proposes a distributed algorithm to find the Nash equilibrium in a class of non-cooperative convex games with partial-decision information. Our method employs a distributed projected gradient play approach alongside consensus dynamics, with individual agents minimizing their local costs through gradient steps and local information exchange with neighbors via a time-varying directed communication network. Addressing time-varying directed graphs presents significant challenges. Existing methods often circumvent this by focusing on static graphs or specific types of directed graphs or by requiring the stepsizes to scale with the Perron-Frobenius eigenvectors. In contrast, we establish novel results that provide a contraction property for the mixing terms associated with time-varying row-stochastic weight matrices. Our approach explicitly expresses the contraction coefficient based on the characteristics of the weight matrices and graph connectivity structures, rather than implicitly through the second-largest singular value of the weight matrix as in prior studies. The established results facilitate proving geometric convergence of the proposed algorithm and advance convergence analysis for distributed algorithms in time-varying directed communication networks. Numerical results on a Nash-Cournot game demonstrate the efficacy of the proposed method.
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I. INTRODUCTION

Game theory presents a systematic approach to comprehending decision-making in strategic situations involving multiple agents striving to optimize their individual, yet interdependent, objectives. Non-cooperative games, in particular, have received considerable attention across various engineering domains such as wireless networks [1], electricity markets [2], power systems [3], sensor networks [4], [5], and crowdsourcing [6]. The Nash equilibrium (NE) concept plays a crucial role in identifying stable and desirable solutions, representing a joint action from which no agent has an incentive to unilaterally deviate. Consequently, developing efficient NE-seeking algorithms has become increasingly imperative.

In non-cooperative games, each agent’s payoff is determined by its actions and the actions of other agents. The existing body of work, utilizing best-response or gradient-based methods, requires each agent to possess complete information regarding the actions of its competitors to search for NE [7]. However, this assumption of full-decision information is often impractical in real-world engineering systems [9], as seen in the Nash-Cournot competition [10]. Recent research has thus shifted focus towards fully distributed algorithms that rely solely on local information to compute the NE (i.e., partial-decision information setting [4]). These algorithms are predominantly built upon projected gradient approaches and consensus dynamics, and exist in both continuous-time [11], [12] and discrete-time [13]–[20] forms.

Reference [9] presents a gradient-based gossip algorithm for distributed NE seeking, which converges almost surely to an NE under strict convexity, Lipschitz continuity, and bounded gradient assumptions, employing a diminishing stepsize. With the additional assumption of strong convexity, convergence to an $O(\alpha)$ neighborhood of the NE is ensured with a constant stepsize $\alpha$. In [16], an inexact-ADMM algorithm is developed, and its convergence rate of $o(1/k)$ is established for a fixed stepsize under the co-coercivity assumption of the game mapping. Reference [17] proposes Acc-GRANE, an accelerated version of the gradient play algorithm for solving variational inequalities. The analysis is based on the strong monotonicity of an augmented mapping, which integrates both the gradients of the cost functions and the communication settings. Although this algorithm is restricted to a subclass of games, reference [18] shows that assuming restricted strong monotonicity of the augmented mapping enables Acc-GRANE to apply to a broader class of games and achieve geometric convergence to an NE. Alternatively, leveraging contractivity properties of doubly stochastic matrices, [14] develops a distributed gradient-based scheme whose convergence properties are independent of augmented mapping. However, all these methods are designed for undirected communication networks.

Handling time-varying directed graphs is essential in many applications where communication networks frequently change due to user mobility, communication delays, or straggler effects. Additionally, information flow may be directed by factors such as unilateral transmission capabilities, heterogeneous power levels, or bandwidth limitations. Early works [13] and [21] consider aggregate games over time-varying, jointly connected, and undirected graphs, with this result extended in [22] to games with coupling constraints. In [23], an asynchronous gossip algorithm is developed to find an NE over a directed graph, assuming each agent can update all estimates of agents interfering with its cost function. In [20], a projected pseudo-gradient algorithm is proposed for time-varying directed graphs with weight-balanced mixing matrices. However, constructing weight-balanced matrices, even in a
directed static graph, is non-trivial and computationally expensive [24]. The weight-balanced assumption is relaxed in [19], where a modified algorithm is proposed for a static directed graph. However, this relaxation necessitates the computation of the Perron-Frobenius (PF) eigenvector of the adjacency matrix, a requirement further relaxed in [25]. Deviating from monotonicity assumptions, reference [26] establishes geometric convergence towards an NE under a locally verifiable diagonal dominance property of the game mapping; additionally, explicit bounds for constant stepsize are provided independent of the communication structure and computable in a totally decentralized manner. Nevertheless, [26] considers a static directed network, and its extension to time-varying networks is still an open research question.

Contributions. This paper addresses NE seeking for non-cooperative games in a partial-decision information setting, where each agent has access only to their own cost function and action set, and engages in nonstrategic information exchange with neighboring agents. Our contributions include:

1) Distributed NE seeking algorithm in time-varying directed communication networks: We propose a distributed algorithm for NE computation over time-varying directed communication networks. This approach extends beyond previous works that restrict communication networks to static undirected graphs [14]. [16]–[18], static directed graphs [19]. [25], or undirected/weight-balanced directed time-varying graphs [20]. [21]. Additionally, unlike previous works on directed graphs, such as [19], which require scaling stepsizes with the PF eigenvector—a process that can be impractical and computationally expensive, especially in distributed settings—our algorithm eliminates the need for such computations.

2) Novel contraction property and convergence analysis: Our convergence analysis directly addresses the complexities that arise from the loss of properties associated with doubly-stochastic matrices when dealing with directed graphs and the dynamic nature of mixing matrices in time-varying graphs. We employ time-varying weighted averages and norms, with weights defined based on stochastic vector sequences that are linked to the sequences mixing matrices. We introduce two novel results, namely Lemma 1 and Lemma 2 and establish a new contraction property for row-stochastic matrices linked to strongly connected, time-varying directed graphs, detailed in Lemma 6. Unlike previous works that characterize the contraction coefficient in terms of the second-largest singular value of the weight matrix [14], [19], our approach provides an explicit coefficient based on graph connectivity. Under the commonly-used strong convexity and Lipschitz continuity assumptions [15]–[20], we show that our algorithm achieves geometric convergence to the NE. Our analysis does not rely on the augmented mapping as in previous works [14], [18].

3) Generality of proposed approach: Our algorithm generalizes several existing methods, including those in [14], [19], [20] as special cases. Our novel results extend to convergence analysis in other settings involving time-varying directed networks, including these special cases; see Remark 11.

4) Performance evaluation: Simulation results for a Nash-Cournot game with time-varying directed communication networks demonstrate the performance and effectiveness of the proposed algorithm and its advantages over prior works.

The paper is organized as follows: Section III outlines the problem formulation; Section IV presents the distributed algorithm; Sections V and VI cover auxiliary results and convergence analysis, respectively; Section VII showcases simulation results; and Section VIII concludes with key points.

II. Notations and Terminologies

All vectors are viewed as column vectors unless stated otherwise and the time index is denoted by $k$. For $u \in \mathbb{R}^n$, $u'$ is the transpose of $u$. We write $0$ and $1$ to denote the vectors with all entries equal to $0$ and $1$, respectively. The $i$-th entry of a vector $u$ is denoted by $u_i$, while it is denoted by $|u_k|_i$ for a time-varying vector $u_k$. We denote $\min(u) = \min_i u_i$ and $\max(u) = \max_i u_i$. We write $u > 0$ to indicate that the vector $u$ has positive entries. A vector is said to be a stochastic vector if its entries are nonnegative and sum to $1$.

For a set $S$ with finitely many elements, we use $|S|$ to denote its cardinality. To denote the $i$-th entry of a matrix $A$, we write $A_{ij}$, and we write $[A_k]_{ij}$ when the matrix is time-dependent. For any two matrices $A$ and $B$ of the same dimension, we write $A \leq B$ to denote that $A_{ij} \leq B_{ij}, \forall i, j$. A matrix is said to be nonnegative if all its entries are nonnegative. For a nonnegative matrix $A$, we denote $\min^+(A) = \min_{i,j} A_{ij}$, and $A_j$. A nonnegative matrix is said to be row-stochastic if each row’s entries sum to $1$.

The largest eigenvalue in modulus of a matrix $A$ is denoted as $\lambda_{\max}(A)$. For matrix $A \in \mathbb{R}^{n \times n}$, we use $\text{diag}(A)$ to denote its diagonal vector, i.e., $\text{diag}(A) = (a_{11}, \ldots, a_{nn})'$. For any vector $u \in \mathbb{R}^n$ we use $\text{Diag}(u)$ to denote the diagonal matrix with the vector $u$ on its diagonal. Given a vector $u \in \mathbb{R}^m$ with positive entries $\pi_1, \ldots, \pi_{m}$, the $\pi$-weighted inner product and $\pi$-weighted norm are defined, respectively, as follows:

$$\langle u, v \rangle_\pi = \sum_{i=1}^{m} \pi_i (u_i, v_i) \quad \text{and} \quad \|u\|_\pi = \sqrt{\sum_{i=1}^{m} \pi_i \|u_i\|^2},$$

where $u = [u_1, \ldots, u_m]'$, $v = [v_1, \ldots, v_m]' \in \mathbb{R}^{n \times n}$, and $u_i, v_i \in \mathbb{R}^n$. Also, let $\text{col}(u_i, v_i) = [u_1, \ldots, u_m]' \in \mathbb{R}^{mn}$, which denotes the column vector formed by vertically stacking the individual column vectors $u_i$ for $i \in [m]$. When $\pi = 1$, we simply write $\langle u, v \rangle$ and $\|u\|$, for which we have:

$$\frac{1}{\min(\pi)} \|u\|_\pi \leq \|u\| \leq \frac{1}{\max(\pi)} \|u\|_\pi. \quad (1)$$

The Cauchy–Schwarz inequality gives: $\langle u, v \rangle_\pi \leq \|u\|_\pi \|v\|_\pi$.

We consider real normed space $E$, which is either the space of real vectors $E = \mathbb{R}^n$ or the space of real matrices $E = \mathbb{R}^{n \times n}$. We use $\Pi_{\Omega}[u]$ to denote the projection of $u \in E$ to a set $\Omega \subseteq E$. A mapping $g : E \rightarrow E$ is said to be strongly monotone on a set $Q \subseteq E$ with the constant $\mu > 0$, if $\langle g(u) - g(v), u - v \rangle \geq \mu \|u - v\|^2$ for any $u, v \in Q$. A mapping $g : E \rightarrow E$ is said to be Lipschitz continuous on a set $Q \subseteq E$ with the constant $L > 0$, if $\|g(u) - g(v)\| \leq L\|u - v\|$.

Let $[m]$ denote the set $\{1, \ldots, m\}$ for an integer $m \geq 1$. A directed graph $G = ([m], E)$ is specified by the set of edges $E \subseteq [m] \times [m]$ of ordered pairs of nodes. Given two distinct nodes $j, \ell \in [m]$ ($j \neq \ell$), a directed path from node $j$ to node $\ell$ in the graph $G$ is a finite (ordered) sequence of edges
{(i₀, i₁), . . . , (iₜ₋₁, iₜ)} passing through distinct nodes, where
i₀ = j, iₜ = ℓ, and (iₜ₋₁, iₜ) ∈ E for all s = 1, . . . , t.

Definition 1 (Graph Connectivity). A directed graph is strongly
calculated if there is a directed path from any node
to all the other nodes in the graph.

The length of a path is the number of edges in the path.

Definition 2 (Graph Diameter). The diameter of a strongly
connected directed graph G is the length of the longest path
in the collection of all shortest directed paths connecting all
ordered pairs of distinct nodes in G.

We denote the diameter of the graph G by D(G). Let p_{jℓ}
denote a shortest directed path from node j to node ℓ, where
j ≠ ℓ. Special collections of such paths, referred to as the
shortest-path covering of the graph, are defined as follows:

Definition 3 (Shortest-Path Graph Covering). A collection
\mathcal{P} = \{p_{jℓ} \mid j, ℓ \in [m], j \neq ℓ\} of directed paths in G is
called a shortest-path graph covering.

Denote by S(G) the collection of all possible shortest-path
coverings of the graph G. Given a shortest-path covering
\mathcal{P} ∈ S(G) and an edge (j, ℓ) ∈ E, the utility of the edge (j, ℓ) with
respect to the covering \mathcal{P} is the number of shortest paths in \mathcal{P}
that pass through the edge (j, ℓ). Define K(\mathcal{P}) as the maximum
edge-utility in \mathcal{P} taken over all edges in the graph, i.e.,

\[ K(\mathcal{P}) = \max_{(j, ℓ) \in E} \sum_{p \in \mathcal{P}} \chi((j, ℓ) \in p), \]

where \chi((j, ℓ) \in p) is an indicator function that equals 1 when
(j, ℓ) \in p and 0 otherwise.

Definition 4 (Maximal Edge-Utility). For a strongly con-
nected directed graph G = ([m], E), the maximal edge-utility
K(G) is defined as the maximum value of K(\mathcal{P}) over all
possible shortest-path coverings \mathcal{P} ∈ S(G), i.e.,

\[ K(G) = \max_{\mathcal{P} \in S(G)} K(\mathcal{P}). \]

As an example, consider a directed-cycle graph G = ([m], E). Then, K(G) = \frac{m(m-1)}{2}.

Given a directed graph G = ([m], E), we define the in-
eighborhood and out-neighborhood set for every agent i, as follows:

\[ N^\text{in}_i = \{ j \in [m] \mid (j, i) \in E \} \]

and \[ N^\text{out}_i = \{ ℓ \in [m] \mid (i, ℓ) \in E \}. \]

When the graph varies over time, we use a subscript to
indicate the time instance. For example, E_k denotes the edge-
set of a graph G_k, while N^\text{in}_ik and N^\text{out}_ik denote the in-neighbors
and the out-neighbors of a node i, respectively.

### III. Problem Formulation

We consider a non-cooperative game between m agents.
For each agent i ∈ [m], let J_i(⋅) be the cost function,
X_i ⊆ \mathbb{R}^{n_i} be the action set and x_i \in X_i be the action
of the agent. Define the joint action vector (action profile) as
x := \text{col}((x_i)_{i \in [m]}), which aggregates the decisions of all
agents. This vector belongs to the joint decision set X :=
X_1 × . . . × X_m ⊆ \mathbb{R}^n, where n := \sum_{i=1}^{m} n_i is the size of x.
Each function J_i(x_i, x_{-i}) depends on the agent’s own action
x_i and the joint action x_{-i} of all agents except agent i, where

\[ x_{-i} \in X_{-i} = X_1 × . . . × X_{i-1} × X_{i+1} × . . . × X_m \subseteq \mathbb{R}^{n_i}. \]

We denote the game by Γ = ([m], \{J_i\}, \{X_i\}).

A solution x^* ∈ X to the game Γ is an NE if and only if
for every agent i ∈ [m], we have:

\[ J_i(x^*_i, x^*_{-i}) ≤ J_i(x_i, x^*_{-i}), \quad \forall x_i \in X_i. \]

When, for every agent i, the action set X_i is closed
and convex, and the cost function J_i(x_i, x_{-i}) is also convex
and differentiable in x_i for each x_{-i} ∈ X_{-i}, an NE x^* ∈ X
of the game can be alternatively characterized using the first-
order optimality conditions. Specifically, x^* ∈ X is an NE of the
game if and only if, for all i ∈ [m]:

\[ \langle \nabla_i J_i(x^*_i, x^*_{-i}), x_i - x^*_i \rangle ≥ 0, \quad \forall x_i \in X_i. \]

Using the Euclidean projection property yields:

\[ x^*_i = \Pi_X [x^*_i - \alpha_i \nabla_i J_i(x^*_i, x^*_{-i})], \quad \forall i \in [m], \]

where \alpha_i > 0 is an arbitrary scalar. Stacking the relations
in (4), we can rewrite them in a compact form. Consequently,
x^* is an NE for the game Γ if and only if:

\[ x^* = \Pi_X [x^* - F_\alpha(x^*)]. \]

Here, F_\alpha(⋅) is the scaled gradient mapping of the game,

\[ F_\alpha(x) = \text{col} \left( (\alpha_i \nabla_i J_i(x_i, x_{-i}))_{i \in [m]} \right), \]

with \nabla_i J_i(x_i, x_{-i}) = \nabla x_i J_i(x_i, x_{-i}) for all i ∈ [m].

In the absence of constraints on the agents’ access to other
agents’ actions, an NE point can be computed through a simple
iterative algorithm [27]. Starting with some initial point x_i^0 ∈
X_i, each agent i updates its decision at time k as follows:

\[ x_i^{k+1} = \Pi_X [x_i^k - \alpha_i \nabla_i J_i(x_i^k, x_{-i}^{k})]. \]

This algorithm is guaranteed to converge to an NE under
suitable conditions but it requires that every agent i has access
to all other agents’ decisions x_{-i} at all time k.

### A. Graph-constrained Agents’ Interactions

This paper focuses on the partial-decision information sce-
nario, where a sequence of directed time-varying communica-
tion graphs constrains agents’ interactions over time. At time
k, agents’ interactions are constrained by the directed graph
G_k = ([m], E_k), where [m] is the agent set and E_k is the set
of directed links. The directed link (j, i) ∈ E_k indicates that
agent i can receive information from agent j at time k. We
assume that every node has a self-loop in each graph G_k, so
that the neighbor sets N^\text{in}_ik and N^\text{out}_ik contain agent i at all
times. Specifically, we use the following assumption.

Assumption 1. Each graph G_k = ([m], E_k) is strongly
connected and has a self-loop at every node i ∈ [m].

Intuitively, Assumption 1 implies that each agent can com-
unicate with itself (self-loops) and that the graph is not
fragmented into disconnected components, since every node
is reachable from every other node (strongly-connected).

Remark 1. Assumption 1 can be relaxed by considering a B-
strongly-connected graph sequence, where it is assumed that
there exists an integer $B \geq 1$ such that the graph with edge set $E_k^B = \bigcup_{i=k-B}^{k-1} E_i$ is strongly connected for every $k \geq 0$.

Associated with each graph $G_k$ is the weight matrix $W_k$ that is compliant with the connectivity structure of $G_k$, as follows:

$$
[W_k]_{ij} = \begin{cases} 
|W_k|_{ij} > 0, & \text{when } j \in \mathcal{N}_ik, \\
|W_k|_{ij} = 0, & \text{otherwise}.
\end{cases}
$$

(8)

We make the following assumption regarding the matrices $W_k$:

**Assumption 2.** For each $k \geq 0$, the weight matrix $W_k$ is row-stochastic and compatible with the graph $G_k$ i.e., it satisfies relation (8). Moreover, there exists a scalar $w > 0$ such that $\min^+(W_k) \geq w$ for all $k \geq 0$.

**Remark 2.** The knowledge of $w$ can be ensured as follows: each agent needs to know the total number $m$ of agents in the system. Without additional graph information, agents can be instructed to use the minimal weight $w = 1/m$. If more information is available, such as the maximum in-degree $d$ of the nodes (agents) in any of the communication graphs, then agents can be instructed to use $w = 1/(d+1)$.

**Remark 3.** Every agent $i$ controls the entries in the $i$th row of $W_k$, which does not require any coordination of the weights among the agents. In fact, balancing the weights [20] would require some coordination among the agents, which we avoid imposing in this paper.

### B. Partial-Decision Information Scenario

To address the lack of global knowledge, each agent $i \in [m]$ maintains an estimate vector $z_i^k = \text{col} \left( (z_{ij}^k)_{j \in [m]} \right) \in \mathbb{R}^m$ where $z_{ij}^k \in \mathbb{R}^n$ is agent $i$’s estimate of the action $x_j$ of agent $j \neq i$ at time $k$, while $z_{ii}^k = x_i^k$. We define $z_{j-1}^k = \text{col} \left( (z_{ij}^k)_{i \neq j} \in [m] \right) \in \mathbb{R}^{m-1}$ as the estimate of agent $j$ without the $i$-th block-component.

Given that the game $\Gamma$ has constraints on agents’ access to the actions of other agents, we adapt the basic algorithm (7) to comply with the information access dictated by the graph $G_k$ at time $k$. In the partial-decision information scenario, agent $i$ will utilize an estimate $v_i^{k+1}$, leading to the following update:

$$
v_i^{k+1} = \Pi_{X_i} \left[ v_i^{k+1} - \alpha_i \nabla_i J_i \left( v_i^{k+1} \right) \right], \quad \forall i \in [m].
$$

Here, $v_i^{k+1} = \text{col} \left( (v_{ij}^{k+1})_{j \in [m]} \right) \in \mathbb{R}^m$ is agent $i$’s aggregated estimate of the action profile $z$ at time $k+1$. This estimate is a weighted average of its own previous estimate $z_i^k$ and the estimates $z_j^k$ received from its neighbors $j \in \mathcal{N}_ik$, through information exchange dictated by the graph $G_k$.

In this scenario, $v_i^{k+1}$ needs not belong to $X_i$ at any time $k$, as other agents may not know this set. Also, since agent $i$ lacks knowledge of $X_{-i} = \bigcup_{i \neq j \in [m]} \mathcal{N}_ik$ and $v_i^{k+1}$ need not belong to $X_{-i}$. Thus, $J_i(\cdot)$, $\forall i \in [m]$, should be defined on $\mathbb{R}^n$. Specifically, regarding cost functions and action sets, we assume:

**Assumption 3.** Consider the game $\Gamma$, assume for all $i \in [m]$:

(a) The mapping $\nabla_i J_i(\cdot, x_{-i})$ is Lipschitz continuous on $\mathbb{R}^{n-n_i}$ for every $x_{-i} \in \mathbb{R}^{n-n_i}$ with a uniform constant $L_{-i} > 0$.

(b) The mapping $\nabla_i J_i(\cdot, x_{-i})$ is Lipschitz continuous on $\mathbb{R}^{n-n_i}$ for every $x_{-i} \in \mathbb{R}^{n-n_i}$ with a uniform constant $L_{-i} > 0$.

**Algorithm 1 Distributed Nash Equilibrium Seeking**

1. **Initialization:** Each agent $i \in [m]$ initializes with $z_i^0 \in X_i$ and $z_{i,-i}^0 \in \mathbb{R}^{n-n_i}$
2. **for** $k = 0, 1, \ldots$, **every** agent $i \in [m]$ **do**
3. **receives** $z_j^k$ from in-neighbors $j \in \mathcal{N}_ik$.
4. **Chooses** the weights $|W_k|_{ij}, \forall j \in [m]
5. **Sends** $z_i^k$ to out-neighbors $\ell \in \mathcal{N}_ik$.
6. **Performs** consensus update:

$$
v_i^{k+1} = \sum_{j \in \mathcal{N}_ik} [W_k]_{ij} z_j^k
$$

(10)

7. **Updates** action:

$$
x_i^{k+1} = \Pi_{X_i} \left[ v_i^{k+1} - \alpha_i \nabla_i J_i \left( v_i^{k+1} \right) \right]
$$

(11)

8. **Updates** estimates:

$$
z_i^{k+1} = x_i^{k+1} = v_i^{k+1} + z_i^{k+1}
$$

9. **end for**

(c) The set $X_i$ is nonempty, convex, and closed.

**Assumption 4.** The game mapping $F(x) : \mathbb{R}^n \rightarrow \mathbb{R}^n$,

$$
F(x) = \text{col} \left( (\nabla_i J_i(x_i, x_{-i}))_{i \in [m]} \right),
$$

is strongly monotone with the constant $\mu$.

**Remark 4.** The Lipschitz continuity of $\nabla_i J_i(\cdot, x_{-i})$ in both $x_i$ and $x_{-i}$ in Assumption 3 ensures that $F(x)$ is continuous on $\mathbb{R}^n$. Assumption 4 further implies strong convexity of each cost function $J_i(x_i, x_{-i})$ on $\mathbb{R}^{n-n_i}$ for every $x_{-i} \in \mathbb{R}^{n-n_i}$ with the constant $\mu$, as noted in Remark 1 of [18]. Additionally, under Assumptions 3 and 4, an NE point exists and it is unique (Theorem 2.3.3 of [27]). This NE point can also be equivalently represented as a fixed-point solution (see [5]).

**Remark 5.** The monotonicity assumption is prevalent in the literature on distributed algorithms for NE seeking. Gradient-based methods typically require strong monotonicity for fixed stepizes [4], [7]. [14]–[20], [28], strict monotonicity for vanishing stepizes [27], [29], or monotonicity with diminishing Tikhonov regularization [29]. Several practical applications satisfy Assumptions 3–4, including Nash-Cournot game, [14]–[20], [23], [28], [29], mobile sensor networks [4], [5], crowdsourcing [6] and multi-product assembly problems [28].

### IV. DISTRIBUTED ALGORITHM

We consider the distributed algorithm over a sequence $\{G_k\}$ of directed communication graphs. At time $k$, every agent $i$ sends its estimate $z_i^k$ to its out-neighbors $\ell \in \mathcal{N}_ik$ and receives estimates $z_j^k$ from its in-neighbors $j \in \mathcal{N}_ik$. After exchanging information, agent $i$ performs an average consensus update based on the estimates received from its in-neighbors (see (10)). Subsequently, agent $i$ updates its own action according to (11). Agent $i$ then updates its estimate of the action profile $z_i^{k+1}$, setting $z_i^{k+1} = x_i^{k+1}$ (its updated action) and $z_i^{k+1} = v_i^{k+1}$ (aggregated estimates of other agents’ actions). Note that the vectors $z_i^k$ and $v_i^{k+1}$, for all $k \geq 0$, are almost identical, except at element $i$ (meaning $z_i^k \neq v_i^k$ and $z_i^{k+1} = v_i^{k+1}$). The procedure is summarized in Algorithm 1.
Remark 6. In the convergence analysis, particularly in relation (27), we demonstrate that under Assumption 2 the agents’ estimates of the action profile $x$ become more closely aligned with the average estimate after the information is mixed using (10). This motivates substituting $x_i^k$ in (7) with $v_{ii}^k$ in (11).

Remark 7 (Initial Value Selection). The initialization of the estimate vector, including $z_0^i \in X_i$ and $z_0^i, i \in \mathbb{R}^{-n}$, can be random while ensuring convergence, as will be shown in Theorem 1. While closer initial values can enhance convergence speed, in distributed settings with limited information, the tradeoff is between the benefits of improved convergence and the effort required for more precise initialization.

V. PRELIMINARY RESULTS

This section presents preliminary results on vector norms, graphs, stochastic matrices, and the gradient method.

A. Linear Combinations and Graphs

Since the mixing term $\sum_{j=1}^m W_{kj} z_j^k$ used in Algorithm 1 represents a linear combination of $z_j^k$, we begin by deriving a relation for the squared norm of such linear combinations, which will be used in our analysis with various identifications.

Lemma 1. Let $\{u_i, i \in [m]\} \subset \mathbb{R}^n$ be a collection of $m$ vectors and $\{\gamma_i, i \in [m]\}$ be a collection of $m$ scalars.

(a) We have:
$$\sum_{i=1}^m \gamma_i u_i = \left( \sum_{j=1}^m \gamma_j \right) \sum_{i=1}^m \gamma_i u_i - \frac{1}{2} \sum_{i=1}^m \sum_{j=1}^m \gamma_i \gamma_j \|u_i - u_j\|^2.$$ 

(b) If $\sum_{i=1}^m \gamma_i = 1$ holds, then for all $u \in \mathbb{R}^n$ we have:
$$\sum_{i=1}^m \gamma_i u_i - u = \left( \sum_{j=1}^m \gamma_j \right) \sum_{i=1}^m \gamma_i u_i - \frac{1}{2} \sum_{i=1}^m \sum_{j=1}^m \gamma_i \gamma_j \|u_i - u_j\|^2.$$

Proof: See Appendix A.

The following relations are immediate results of Lemma 1(b):

Corollary 1. Choosing $u = \sum_{i=1}^m \gamma_i u_i$ in Lemma 1(b) yields
$$\frac{1}{2} \sum_{i=1}^m \sum_{j=1}^m \gamma_i \gamma_j \|u_i - u_j\|^2 = \sum_{i=1}^m \gamma_i \|u_i - \sum_{\ell=1}^m \gamma_{\ell} u_{\ell}\|^2.$$

Substituting (12) into Lemma 1(b) we obtain for all $u \in \mathbb{R}^n$:
$$\sum_{i=1}^m \gamma_i u_i - u = \sum_{i=1}^m \gamma_i \|u_i - u\|^2 - \frac{1}{2} \sum_{i=1}^m \sum_{j=1}^m \gamma_i \gamma_j \|u_i - u_j\|^2.$$ 

If additionally, $\gamma_i \geq 0$ for all $i \in [m]$, then (13) coincides with the well known relation for weighted averages of vectors.

There are certain contraction properties of the distributed method, which are inherited from the use of the mixing term $\sum_{j=1}^m W_{kj} z_j^k$ and the compliance of $W_k$ with the directed strongly connected graph $G_k$. Lemma 1 provides a critical result to capture these properties. However, Lemma 1 alone is not sufficient, since it does not make any use of the structure of the matrix $W_k$ associated with the underlying graph $G_k$.

The graph structure is exploited in the forthcoming lemma for a generic graph. The lemma establishes an important lower bound on the quantity $\sum_{(j,k) \in E} \|z_j - z_k\|^2$ for a given directed graph $G = ([m], E)$, where $z_i \in \mathbb{R}^n$ is a vector associated with node $i$. This lower bound will be applied to the graph $G_k$ at time $k$, which provides the second critical step leading us towards the contraction properties of the iterate sequences.

Lemma 2. Let $G = ([m], E)$ be a strongly connected directed graph, where a vector $z_i \in \mathbb{R}^n$ is associated with node $i$ for all $i \in [m]$. We then have:
$$\sum_{(j,k) \in E} \|z_j - z_k\|^2 \geq \frac{2}{D(G) K(G)} \sum_{j=1}^m \sum_{k=j+1}^m \|z_j - z_k\|^2,$$

where $D(G)$ is the diameter of the graph and $K(G)$ is the maximal edge-utilty in the graph (see Definitions 2 and 4).

Proof: See Appendix B.

B. Implications of the Stochastic Nature of Matrix $W_k$

We provide some basic relations due to the row-stochasticity of the matrices. In the forthcoming lemma, we state some convergence properties of the transition matrices $W_k W_{k-1} \ldots W_1$, which are valid under the assumptions of strong connectivity of the graphs $G_k$ and the graph compatibility of the matrices $W_k$. These properties are known for such a sequence of matrices (see (30) Lemma 2).

Lemma 3. Let Assumption 7 hold and let $\{W_k\}$ be a matrix sequence satisfying Assumption 2 for all $k \geq 0$, we have
(a) There exists a sequence $\{\pi_k\}$ of stochastic vectors such that $\pi^i_{k+1} W_k = \pi^i_k$.
(b) The entries of each $\pi_k$ have a uniform lower bound, i.e., $[\pi_k]^i \geq \frac{w}{m}$ for all $i \in [m]$ and all $k \geq 0$.

Proof: See Appendix C.

The stochastic vector $\pi_k$ in Lemma 3 will be used to define an appropriate Lyapunov function associated with the method. The sequence $\{\pi_k\}$ is an absolute probability sequence (31), which has also been used in (12) to study the ergodicity properties of more involved random matrix sequences.

C. Contraction Property of Gradient Method

In this section, we analyze the contraction property of the gradient mapping $F(\cdot)$ of the game.

Lemma 4. (13, Lemma 1). Let Assumptions 3(a) and 3(b) hold. For all $x, y \in \mathbb{R}^n$, we have
$$\|\nabla_i J_i(x) - \nabla_i J_i(y)\|^2 \leq (L^2_i + L_i^2) \|x - y\|^2,$$

where $L_{-i}$ and $L_i$ are the Lipschitz constants.

In our analysis, we use a mapping $F_\alpha(\cdot) : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m \times n}$ to capture the updates for all agents $i \in [m]$ at any time $k$. Given a matrix $z \in \mathbb{R}^{m \times n}$, let $z_{ik}$ be the vector in the $i$th row of $z$. The $i$th row of the matrix $F_\alpha(z)$ is defined by
$$[F_\alpha(z)]_{ik} = (0_{n_1}, \ldots, 0_{n_i-1}, \alpha_i (\nabla_i J_i(z_{ik})), 0_{n_i+1}, \ldots, 0_{n_m}).$$
Lemma 5. Let Assumptions \(3(a)\) and \(3(b)\) hold. Consider the mapping \(F_\alpha(\cdot)\) defined by \(15\). For any weighted norm defined by a stochastic vector \(\pi > 0\), we have for \(x, y \in \mathbb{R}^{m \times n}\),

\[
\|F_\alpha(x) - F_\alpha(y)\|_\pi^2 \leq \max_{i \in [m]} \left(\alpha_i^2 \left( L_1^2 + L_2^2 \right) \right) \|x - y\|_\pi^2.
\]

**Proof:** See Appendix [3].

VI. CONVERGENCE ANALYSIS

A. Contraction Property of Weighted Dispersion

We begin our analysis by considering generic vectors of the form \(r_i = \sum_{j=1}^{m} W_{ij} z_j\), \(i \in [m]\), where \(W\) is an \(m \times m\) row-stochastic matrix and \(z_j \in \mathbb{R}^n\) for all \(j \in [m]\). Noting that each vector \(r_i\) is a convex combination of the vectors \(z_j\), \(j \in [m]\), we make use of Lemma 1 [1] and Lemma 2 to obtain an upper bound of some weighted dispersion of the vectors \(r_1, \ldots, r_m\) in terms of a weighted dispersion of the original vectors \(z_1, \ldots, z_m\), as seen in the forthcoming lemma.

Lemma 6. Let \(G = ([m], \mathcal{E})\) be a strongly connected directed graph, and let \(W\) be an \(m \times m\) row-stochastic matrix that is compatible with the graph and has positive diagonal entries, i.e., \(W_{jj} > 0\) when \(j = i\) and \((i, j) \in \mathcal{E}\), and \(W_{ij} = 0\) otherwise. Also, let \(\pi\) be a stochastic vector and let \(\phi\) be a nonnegative vector such that \(\phi^T W = \pi^T\).

Consider a collection of vectors \(z_1, \ldots, z_m \in \mathbb{R}^n\) and consider the vectors \(r_i\) given by \(r_i = \sum_{j=1}^{m} W_{ij} z_j\) for all \(i \in [m]\). Then, for all \(u \in \mathbb{R}^n\), we have:

\[
\sum_{i=1}^{m} \phi_i \|r_i - u\|^2 \leq \sum_{i=1}^{m} \pi_j \|z_j - u\|^2 - \eta \sum_{i=1}^{m} \phi_i \|z_j - \hat{z}_\pi\|^2,
\]

where \(\hat{z}_\pi = \sum_{i=1}^{m} \pi_i z_i\) and \(\eta = \frac{\min(\phi)(\min(\nu(W)))^2}{\max^2(\pi) D(G) K(G)}\).

**Proof:** For any \(u \in \mathbb{R}^n\), by the definition of \(r_i\), we have:

\[
\|r_i - u\|^2 = \left\| \sum_{j=1}^{m} W_{ij} z_j - u \right\|^2
\]

\[= \sum_{j=1}^{m} W_{ij} \|z_j - u\|^2 - \frac{1}{2} \sum_{j=1}^{m} \sum_{\ell=1}^{m} W_{ij} W_{i\ell} \|z_j - z_\ell\|^2,
\]

where we use Lemma [1] b) with \(u_j = z_j\) for all \(j\), and \(\gamma = W_i\), where \(W_i\) is the ith row-vector of the matrix \(W\).

Multiplying the inequality by \(\phi_i\) and summing over all \(i\) yields:

\[
\sum_{i=1}^{m} \phi_i \|r_i - u\|^2 = \sum_{i=1}^{m} \phi_i \sum_{j=1}^{m} W_{ij} \|z_j - u\|^2
\]

\[-\frac{1}{2} \sum_{i=1}^{m} \phi_i \sum_{j=1}^{m} \sum_{\ell=1}^{m} W_{ij} W_{i\ell} \|z_j - z_\ell\|^2.
\]

In the first term on the right-hand side (RHS) of the preceding inequality, we exchange the order of the summation and use the relation \(\phi^T W = \pi^T\), which yields:

\[
\sum_{j=1}^{m} \sum_{i=1}^{m} \phi_i \sum_{j=1}^{m} W_{ij} \|z_j - u\|^2 = \sum_{j=1}^{m} \left( \sum_{i=1}^{m} \phi_i W_{ij} \right) \|z_j - u\|^2
\]

\[= \sum_{j=1}^{m} \pi_j \|z_j - u\|^2.
\]

Hence,

\[
\sum_{i=1}^{m} \phi_i \|r_i - u\|^2 = \sum_{j=1}^{m} \pi_j \|z_j - u\|^2
\]

\[-\frac{1}{2} \sum_{i=1}^{m} \phi_i \sum_{j=1}^{m} \sum_{\ell=1}^{m} W_{ij} W_{i\ell} \|z_j - z_\ell\|^2.
\]

To estimate the last term in \(17\), we exchange the order of the summation and write:

\[
\sum_{i=1}^{m} \phi_i \sum_{j=1}^{m} \sum_{\ell=1}^{m} W_{ij} W_{i\ell} \|z_j - z_\ell\|^2
\]

\[= \sum_{j=1}^{m} \sum_{\ell=1}^{m} \|z_j - z_\ell\|^2 \left( \sum_{i=1}^{m} \phi_i W_{ij} W_{i\ell} \right)
\]

\[\geq \sum_{j=1}^{m} \sum_{\ell=1}^{m} \|z_j - z_\ell\|^2 \left( \sum_{i=1}^{m} \phi_i W_{ij} W_{i\ell} \right).
\]

Since the graph \(G\) is strongly connected, every node \(j\) must have a nonempty in-neighbor set \(N_j\). Moreover, by Assumption [1] we have that \(W_{jj} > 0\) for every \(j \in [m]\) and \(W_{ij} > 0\) for all \(i \in N_j\). Hence,

\[
\sum_{i=1}^{m} \phi_i W_{ij} W_{i\ell} \geq \phi_j W_{jj} W_{i\ell} \geq \phi_j \left( \min_{i: W_{ij} > 0} W_{ij} \right)^2 > 0.
\]

Therefore, using the notation \(\min(\phi) = \min_{i \in [m]} \phi_i\) and \(\min^+(W) = \min_{i \in [m]} W_{ij}\), we have:

\[
\sum_{i=1}^{m} \phi_i \sum_{j=1}^{m} \sum_{\ell=1}^{m} W_{ij} W_{i\ell} \|z_j - z_\ell\|^2
\]

\[\geq \min(\phi) \left( \min^+(W) \right)^2 \sum_{j=1}^{m} \sum_{\ell=1}^{m} \|z_j - z_\ell\|^2
\]

\[= \min(\phi) \left( \min^+(W) \right)^2 \sum_{(i, j) \in \mathcal{E}} \|z_j - z_\ell\|^2.
\]

Next, we use Lemma 2 [2] to bound from below the sum \(\sum_{(i, j) \in \mathcal{E}} \|z_j - z_\ell\|^2\). Since \(G = ([m], \mathcal{E})\) is a strongly connected directed graph, by Lemma 1 it follows that

\[
\sum_{(i, j) \in \mathcal{E}} \|z_j - z_\ell\|^2 \geq \frac{2}{D(G) K(G)} \sum_{j=1}^{m} \sum_{\ell=1}^{m} \|z_j - z_\ell\|^2,
\]

where \(D(G)\) is the graph diameter and \(K(G)\) is the maximal edge utility. From the preceding relation and (18), we obtain

\[
\sum_{i=1}^{m} \phi_i \sum_{j=1}^{m} \sum_{\ell=1}^{m} W_{ij} W_{i\ell} \|z_j - z_\ell\|^2
\]

\[\geq 2 \min(\phi) \left( \min^+(W) \right)^2 \sum_{j=1}^{m} \sum_{\ell=j+1}^{m} \|z_j - z_\ell\|^2.
\]

To get to the \(\pi\)-weighted average of the vectors \(z_j\), we write

\[
\sum_{j=1}^{m} \sum_{\ell=j+1}^{m} \|z_j - z_\ell\|^2 = \frac{1}{2} \sum_{j=1}^{m} \sum_{\ell=1}^{m} \|z_j - z_\ell\|^2
\]

\[\geq \frac{1}{2} \max^2(\pi) \sum_{j=1}^{m} \sum_{\ell=1}^{m} \pi_j \pi_\ell \|z_j - z_\ell\|^2.
\]
Finally, by using the weighted average dispersion relation (12), with $\gamma_i = \pi_i$ and $u_i = x_i$ for all $i$, we have
\[
\frac{1}{2} \sum_{j=1}^{m} \sum_{k=1}^{m} \pi_j \pi_k |z_j - z_k|^2 = \sum_{j=1}^{m} \pi_j \|z_j - \hat{z}_i\|^2,
\]
with $\hat{z}_i = \sum_{j=1}^{m} \pi_j z_j$. Using the preceding two relations and relation (19), we observe
\[
\sum_{i=1}^{m} \phi_i \sum_{j=1}^{m} \sum_{k=1}^{m} W_{ij} W_{ik} \|z_j - z_k\|^2 \geq \eta \sum_{j=1}^{m} \pi_j \|z_j - \hat{z}_i\|^2. \tag{20}
\]
By substituting the estimate (20) into relation (17), we obtain the desired relation.

\[\text{Remark 8. Let } \pi > 0 \text{ and } \phi > 0 \text{ in Lemma 2. By applying the lemma with } r_i = \sum_{j=1}^{m} W_{ij} z_j \text{ and an arbitrary vector } u \in \mathbb{R}^n, \text{ the resulting inequality can be compactly written as:}
\]
\[\|Wz - 1_m u\|^2 \leq \|z - 1_m u\|^2 - \eta \|z - 1_m \hat{z}\|^2,
\]
where $z$ is an $m \times n$ matrix with rows $z'_i$ and $\hat{z}_z = \sum_{i=1}^{m} \pi_i z_i$. \]

\[\text{Corollary 2. Applying Lemma 2 to the time-varying matrix } W_k \text{ associated with the graph } G_k \text{, and stochastic vectors } \pi_k > 0 \text{ satisfying } \pi_{k+1} = \pi_k \text{ yields, for all } u \in \mathbb{R}^n,
\]
\[\|W_k z - 1_m u\|^2 \leq \|z - 1_m u\|^2 - \eta \|z - 1_m \hat{z}\|^2,
\]
where $\hat{z}_z = \sum_{i=1}^{m} \pi_i z_i$ and $\hat{z}_z = \sum_{i=1}^{m} \pi_i z_i$. The parameter $\eta$ is given by
\[\eta = \frac{\max_i (\pi_i u_i)^2}{\max_i (\pi_i u_i)} \in (0, 1).
\]
Proof: See Appendix F. \]

\[\text{Remark 9. To handle the time-varying graphs } G_k \text{ and their associated matrices } W_k, \text{ we will employ Lemma 8 with the absolute probability sequence } \{\pi_k\} \text{ from Lemma 8 as indicated by Remark 2. In doing so, we will use a lower bound on the constants } \eta_k, \text{ defined as } \eta = \min_{k \geq 0} \eta_k. \text{ We note that } \eta \in (0, 1) \text{ holds under Assumption 1 and Assumption 2. Generally, the worst bounds for } D(G_k) \text{ and } K(G_k) \text{ are }
\]
\[D(G_k) \leq m - 1, \quad K(G_k) \leq m - 1 \quad \text{for all } k \geq 0.
\]
By Lemma 8, the smallest positive entry of $\pi_{k+1}$ is uniformly bounded by $\frac{1}{m}$, while $\max \pi_k \leq 1$. This yields the following extremely pessimistic lower bound for $\eta_k$:
\[\eta_k \geq \frac{m^{m+2}}{m^{m-1}}, \quad \text{for all } k \geq 0.
\]
If the graphs $G_k$ are more structured, a tighter bound can be obtained. For example, if each graph $G_k$ is a directed cycle and has self-loops at every node, then
\[D(G_k) = m - 1, \quad K(G_k) = \frac{(m-1)^2}{2} \quad \text{for all } k \geq 0.
\]
However, in this case, each graph $G_k$ is 2-regular, and if the diagonal entries of $W_k$ are all equal to 1, with $w \in (0, 1)$, then we would have $\pi_k = \frac{1}{m}$ for all $k$, yielding:
\[\eta_k \geq \frac{2w^{m}}{m^{m-1}}, \quad \text{for all } k \geq 0.
\]
By choosing $w = \frac{m^{m-1}}{m^{m-1}}$, we would obtain $\eta_k \geq \frac{2}{m^2}$ for all $k \geq 0$. While exploring the graph structures that yield tighter lower bounds for $\eta_k$ is interesting on its own, it is not further addressed in this paper. For the remainder, we simply use the fact that a lower bound $\eta_k \in (0, 1)$ for $\eta_k, k \geq 0$, exists.

\[\text{B. Convergence of Algorithm 1}
\]

Consider Algorithm 1, and let $z_k = \Phi \left( (z_k^0)_{i \in [m]} \right) \in \mathbb{R}^n$ for all $k \geq 0$. Let $\{\pi_k\}$ be the sequence of stochastic vectors satisfying $\pi_{k+1} W_k = \pi_k$ with $\pi_k > 0$ for all $k$. We define $z_k = [z_1, \ldots, z_m]'$, $\hat{z}_{\pi_k} = 1_m (\hat{z}_{\pi_k})'$, $x^* = 1_m (x^*)'$, (22) where $\hat{z}_{\pi_k} = \sum_{i=1}^{m} \pi_i z_i$ and $x^*$ is the NE of the game. We denote $\alpha_k = \sum_{i=1}^{m} \pi_i^2$ and $\alpha = \max \{\alpha_k\}$ and $\alpha_i = \max \{\alpha_i\}$. We denote $\alpha_k = \alpha_k \pi_{k+1}$. Let $\alpha_k = \max \{\alpha_k\}$ and $\alpha_k \pi_{k+1}$ and $\alpha_k = \max \{\alpha_k\}$. We further define the following constants:
\[L = \sqrt{\max_i (L_{i-1}^2 + L_i^2)}, \quad L_\alpha = \alpha L, \quad B_\alpha = (\mu - L_\alpha) Q. \tag{23}
\]

Our next result provides a basic relation for the time-varying $\pi_k$-weighted norm of the difference between $z_k$ and $x^*$.

\[\text{Lemma 7. Let Assumption 1, Assumption 2, Assumption 3, and Assumption 4 hold. Consider Algorithm 1, the notations in (22) and (23). We have for all } k \geq 0,
\]
\[\|z_k - x^*\|^2 \leq (1 + \frac{2}{L_\alpha}) \|W_k z_k - x^*\|^2 + 2 \frac{L_\alpha}{\|z_k - x^*\|^2} \|W_k z_k - \hat{z}_{\pi_k}\|^2 + 2 \frac{L_\alpha}{\|z_k - x^*\|^2} \|W_k z_k - \hat{z}_{\pi_k}\|^2.
\]
Proof: See Appendix F. \]

\[\text{Then we provide the convergence result for Algorithm 1.}
\]

\[\text{Theorem 1. Let Assumption 1, Assumption 2, Assumption 3, and Assumption 4 hold. Consider Algorithm 1 and the notations in (22) and (23). For all } k \geq 0, \text{ the following holds:}
\]
\[\|z_k - x^*\|^2 \leq \lambda \max \{Q_{\alpha}\} \|z_k - x^*\|^2,
\]
where the matrix $Q_{\alpha}$ is given by
\[Q_{\alpha} = \begin{bmatrix}
1 - 2\beta_\alpha + L_\alpha^2 & 2\sqrt{1 - \eta} L_\alpha \\
2\sqrt{1 - \eta} L_\alpha & (1 + 2L_\alpha + L_\alpha^2)(1 - \eta)
\end{bmatrix}
\]
If the stepsizes are chosen such that $\lambda \max \{Q_{\alpha}\} < 1$, then
\[\lim_{k \to \infty} \|z_k - x^*\| = 0, \quad \lim_{k \to \infty} \|x_k - x^*\| = 0.
\]
Proof: The definitions of $\hat{z}_{\pi_k}$ and $x^*$ in (22) imply that
\[\|z_k - x^*\|^2 = \|z_k - x^*\|^2 .
\]
Substituting (23) into Lemma 7, we have for all $k \geq 0$,
\[\|z_k - x^*\|^2 \leq (1 + \frac{2}{L_\alpha}) \|W_k z_k - x^*\|^2 + 2 \frac{L_\alpha}{\|z_k - x^*\|^2} \|W_k z_k - \hat{z}_{\pi_k}\|^2 + 2 \frac{L_\alpha}{\|z_k - x^*\|^2} \|W_k z_k - \hat{z}_{\pi_k}\|^2.
\]
The main idea of the remainder of the proof is to establish the evolution relation for the quantity $\|z_k - x^*\|^2$ in terms of $\|z_k - \hat{z}_{\pi_k}\|^2$ and $\|\hat{z}_{\pi_k} - x^*\|^2$. To achieve this, we apply Corollary 2 with $u = x^*$, yielding:
\[\|W_k z_k - x^*\|^2 \leq \|z_k - x^*\|^2 - \eta \|z_k - \hat{z}_{\pi_k}\|^2 + \|\hat{z}_{\pi_k} - x^*\|^2 .
\]
Using relation (21) in Corollary 2 with $u = \hat{z}_{\pi_k}$, we obtain:
\[\|W_k z_k - \hat{z}_{\pi_k}\|^2 \leq (1 - \eta) \|z_k - \hat{z}_{\pi_k}\|^2 .
\]
Finally, using Corollary 1 with \( \gamma_i = [\pi_k]_i \) and \( u_i = z^k_i \), we observe that for any \( u \in \mathbb{R}^n \),
\[
||z_k - u||^2 = ||z_k - \Pi_k u^*||^2_{\Pi_k} - ||z_k - \bar{z}_{\Pi_k}||^2_{\Pi_k}.
\]

Letting \( u = x^* \) and noting \( ||z_k - x^*||^2 = ||z_k - x^*||^2_{\Pi_k} \), yields:
\[
||z_k - x^*||^2_{\Pi_k} = ||z_k - \bar{z}_{\Pi_k}||^2_{\Pi_k} + ||\bar{z}_{\Pi_k} - x^*||^2_{\Pi_k}.
\] (28)

Using relation (28) for the first term in (26), we obtain:
\[
||W_k z_k - x^*||^2_{\Pi_k} \leq ||W_k z_k - \bar{z}_{\Pi_k}||^2_{\Pi_k} + ||\bar{z}_{\Pi_k} - x^*||^2_{\Pi_k} + \frac{1}{\sqrt{1 - \eta}}||z_k - \bar{z}_{\Pi_k}||^2_{\Pi_k} \leq \sqrt{1 - \eta}||z_k - \bar{z}_{\Pi_k}||_{\Pi_k} + ||\bar{z}_{\Pi_k} - x^*||_{\Pi_k}.
\] (29)

Moreover, by the triangle inequality, (24) and (27), we have:
\[
||W_k z_k - x^*||_{\Pi_k} \leq ||W_k z_k - \bar{z}_{\Pi_k}||_{\Pi_k} + ||\bar{z}_{\Pi_k} - x^*||_{\Pi_k} + \sqrt{1 - \eta}||z_k - \bar{z}_{\Pi_k}||_{\Pi_k}.
\] (30)

Substituting relations (27), (29), and (30) into (25), yields:
\[
||z_{k+1} - x^*||_{\Pi_{k+1}} \leq \lambda_{\max} \{Q_{\alpha}\} ||\bar{z}_{\Pi_k} - x^*||^2_{\Pi_k} + \sqrt{1 - \eta}||z_k - \bar{z}_{\Pi_k}||_{\Pi_k}.
\]

Hence,
\[
||z_{k+1} - x^*||_{\Pi_{k+1}} \leq \lambda_{\max} \{Q_{\alpha}\} \left( ||\bar{z}_{\Pi_k} - x^*||^2_{\Pi_k} + ||z_k - \bar{z}_{\Pi_k}||^2_{\Pi_k} \right) = \lambda_{\max} \{Q_{\alpha}\} ||z_k - \bar{z}_{\Pi_k}||^2_{\Pi_k},
\]

where the last equality is derived from (28). The rest of the statement follows immediately from the previous relation.

Remark 10. \( \lambda_{\max} \{Q_{\alpha}\} < 1 \) if and only if the matrices \( Q_{\alpha} \) and \( I - Q_{\alpha} \) are positive definite. According to Sylvester’s criterion, the following inequalities should hold: \( \{Q_{\alpha}\}_{1,1} > 0, \det(Q_{\alpha}) > 0, |I - Q_{\alpha}|_{1,1} > 0, \) and \( \det(I - Q_{\alpha}) > 0 \). These conditions can be satisfied by choosing appropriate stepsizes, and an explicit upper bound can be obtained as presented in [20] Lemma 2, noting that \( \beta_\alpha > 0 \) when the stepsizes satisfy \( \epsilon_\alpha \leq \frac{\alpha}{2} \). The constants related to the communication graph in \( Q_{\alpha} \) can be estimated using Lemma 3 and by exploring the graph structures as discussed in Remark 9. It is worth noting that while theoretical bounds offer convergence guarantees and serve as foundational guidelines for stepsize selection, they can be conservative [33] and often require global information, which is impractical in distributed settings. In practice, empirical tuning and adaptive techniques are commonly used to optimize performance [34].

Remark 11. Algorithm 1 and its convergence analysis generalizes many existing results [14], [19], [20]. Firstly, Theorem 7 applies to the case where the communication network is directed and static [19], with \( W_k = W \) for all \( k \geq 1 \). When the underlying graph is strongly connected and \( W \) is compliant with the graph, it is well-known that \( W \) has a unique stochastic left-eigenvector \( \pi > 0 \), associated with the simple eigenvalue 1, i.e., \( \pi W = \pi \). In this case, the convergence result for Algorithm 1 follows immediately from Theorem 7 with \( \pi = \pi \).

Further, Theorem 7 also addresses the scenario where the communication network is either a static undirected graph [14] or a sequence of time-varying undirected graphs [20]. Here, the matrix \( W_k \) is doubly stochastic for all \( k \), and the left eigenvector associated with the eigenvalue 1 is \( \pi_k = \frac{1}{m}1_m \). Thus, by choosing identical constant stepsizes \( \alpha_k = \alpha \) for all \( k \), then \( \epsilon_\alpha = 0 < \frac{\alpha}{2} \) and hence \( \beta_\alpha > 0 \) (see Remark 10), thereby recovering the result presented in [19]. Alg. 1, i.e., \( \alpha_k = \frac{\alpha}{m} \) for all \( k \) and \( k \geq 1 \), we ensure \( \bar{c}_\alpha > 0 < \frac{\alpha}{2} \) and hence \( \beta_\alpha > 0 \) (see Remark 10), thereby recovering the result presented in [19]. Alg. 1. The values of \( \alpha \) ensuring \( \lambda_{\max} \{Q_{\alpha}\} < 1 \) can be determined using the conditions given in Remark 10 as detailed in [20] Lemma 2.

Remark 12. Theorem 7 uses the assumption that the sequence \( \{G_i\} \) consists of strongly connected graphs. When this assumption is relaxed (see Remark 1), the analysis can make use of Theorem 4.20 in [31] stating that there exist a set of absolute probability vectors \( \{\pi_k\} \), for all \( k \geq 0 \), such that \( \pi_k + \epsilon \) (\( W_k + I \)) \( \pi_k = \pi_k \) for all \( k \). Also, Lemma 3(b) can be extended to show that \( \pi_k \geq \frac{w_n}{m} \) for all \( i \in [m] \) and \( k \geq 0 \). Using these results, the convergence analysis of Algorithm 1 follows similarly to our analysis for strongly connected graphs.

VII. NUMERICAL RESULTS

In this section, we evaluate the performance of the distributed algorithm through a Nash-Cournot game, as described in [35], over several types of communication networks. Specifically, consider a set of \( m \) firms (i.e., agents) involved in the production of a homogeneous commodity. The firms compete over \( N \) markets, \( M_1, \ldots, M_N \). Denote the market index by \( n \), where \( n \in [N] \). Firm \( i \in [m] \) participates in the competition in \( n_i \) markets, \( n_i \leq N \) is a non-negative integer number, by deciding the amount of commodity \( x_i \in \Omega_i = [0, C_i] \), where \( C_i \in \mathbb{R}_{+} \), to be produced and delivered. A local matrix \( B_i \in \mathbb{R}^{N \times n_i} \) indicating which markets firm \( i \) participates in:
\[
[B_i]_{ij} = \begin{cases} 1, & \text{if agent } i \text{ delivers } [x_i]_{j} \text{ to } M_h, \\ 0, & \text{otherwise.} \end{cases}
\]

Let \( n = \sum_{i=1}^{m} n_i \), \( x = [x_i]_{i \in [m]} \in \mathbb{R}^n \), and \( B = [B_1, \ldots, B_m] \in \mathbb{R}^{N \times n} \). Then, given an action profile \( x \) of all firms, the vector of the total product supplied to the markets can be expressed as \( Bx = \sum_{i=1}^{m} B_i x_i \in \mathbb{R}^N \).

Similar to [35], we consider a setting with \( m = 20 \) firms, \( N = 7 \) markets and \( n = 32 \), as presented in Fig. 1. The
commodity’s price in market $M_h$ is given by: $p_h(x) = \bar{P}_h - \chi_h[Bx]_h$, $\forall h$, where $\bar{P}_h > 0$ and $\chi_h > 0$. This function implies that the price decreases as the amount of supplied commodity increases. Let $P = [\bar{P}_h]_{h=1}^N \in \mathbb{R}^N$ and $\Xi = \text{diag}([\chi_h]_{h=1}^N) \in \mathbb{R}^{N \times N}$. Then, the price vector function $P = [p_h]_{h=1}^N$ that maps the total supply of each market to the corresponding price, has the form: $P = \bar{P} - \Xi Bx$, and $P'B_i x_i$ is the return of firm $i$ obtained by selling $x_i$ to the markets that it connects with. Firm $i$’s production cost $c_i(\cdot): \Omega_i \mapsto \mathbb{R}$ is a strongly convex, quadratic function: $c_i(x_i) = x_i' Q_i x_i + q'_i x_i$, with $Q_i \in \mathbb{R}^{n_i \times n_i}$ symmetric and $Q_i > 0$, and $q_i \in \mathbb{R}^{n_i}$.

The local objective function of firm $i$, which depends on the other firms’ production profile $x_{-i}$, is given as:

$$J_i(x_i, x_{-i}) = c_i(x_i) - (\bar{P} - \Xi Bx)'B_ix_i, \quad \forall i,$$

and $\nabla_i J_i(x) = 2Q_ix_i + q_i + B'_i \Xi B_ix_i - B'_i(\bar{P} - \Xi Bx)$.

We uniformly sample each entry of $C_i$ from the interval $[5, 10]$. The matrix $Q_i$ is diagonal with its entries chosen from $[5, 8]$, and each $q_i$ is randomly drawn from $[1, 2]$. We set $\bar{P}_h$ uniformly within $[10, 20]$ and $\chi_h$ within $[0.01, 0.02]$. We consider a partial-decision information scenario and firms may communicate with a local subset of neighbors via a directed network $G_k$ at time $k$. Fig. 2 depicts the communication topologies used in our experiments.

We define the row-stochastic weight matrix $W_k$ such that:

$$[W_k]_{ij} = \begin{cases} 0, & \text{if } j \not\in N_{ik}^n, \\ \zeta, & \text{if } j \in N_{ik}^n \text{ and } i \not= j, \\ 1 - \zeta d_k(i), & \text{if } i = j, \end{cases}$$

where $d_k(i) = |N_{ik}^n|$. Additionally, let $\zeta = \frac{0.5}{\max_{i,j} d_k(i) d_k(j)}$.

The exact NE $x^*$ can be determined using the update in Fig. 4 with full information access. In the partial-decision information scenario, Algorithm 1 and [19, Alg. 1] are implemented. The algorithms terminate when either $\|z_{k+1} - z_k\|_{\infty}$ is sufficiently small or the number of iterations exceeds thresholds.

Fig. 3 and Table II illustrate the convergence properties of Algorithm 1 over different static communication graphs as depicted in Fig. 2. We use an identical constant stepsize of $\alpha = 0.0005$. The convergence rate is observed to be fastest for the ring connectivity and slowest for the star-shaped network. This aligns with expectations as, in the star-shaped network, all information must pass through a central firm before reaching other agents, thus increasing the number of communications required for information exchange among the firms.

For time-varying directed networks, Fig. 5 illustrates the convergence performance of Algorithm 1 compared to [19, Alg. 1] for a single setting. Table IV presents the average performance across 1000 simulations with varying settings. A key advantage of our algorithm is that it does not require scaling the stepsizes by the PF eigenvector, a necessity for [19]. This advancement significantly reduces computational overhead, as shown in both Fig. 5 and the computational time in Table IV. In fact, computing the PF eigenvector as in [19] requires certain global knowledge at every iteration, which can be impractical, particularly in distributed settings.

The error $\|z_{k+1} - z_k\|_{\infty}$ (right panel of Figs. 3, 5) quantifies the variation between consecutive iterations. In the early iterations, this error displays more pronounced fluctuations as the algorithm performs more substantial corrections. Such fluctuations are expected and indicative of the algorithm’s refinement process. Conversely, the error $\|x^k - x^*\|_{\infty}$ (left panel) measures the deviation from the NE and demonstrates a monotonically decreasing trend without fluctuations.

VIII. CONCLUSION

We proposed a distributed algorithm integrating the projected gradient method with decision estimation alignment through consensus for NE seeking under a partial-decision information scenario. In this approach, each agent performs a gradient step to minimize its cost function utilizing the information exchanged locally with neighbors over a time-varying directed communication network. We rigorously established the geometric convergence of the algorithm towards the NE by introducing two novel auxiliary results, followed...
TABLE I: Average performance of Algorithm 1 compared across different communication topologies.

| Graph Type     | # Iterations | Run Time (s) | $\|x^k - x^\ast\|_\infty$ |
|----------------|--------------|--------------|---------------------------|
| Static Random  | 28754        | 13.291       | 9.4 x 10^{-7}             |
| Static Ring    | 20173        | 6.251        | 1.2 x 10^{-6}             |
| Static Star    | 42298        | 14.020       | 7.1 x 10^{-7}             |
| TV Random      | 11206        | 5.215        | 1.0 x 10^{-8}             |

TABLE II: Comparison of average performance between the proposed algorithm and [19, Alg. 1].

| α     | Proposed, Alg. 1 | [19] Alg. 1 | Run Time (s) | Proposed, Alg. 1 | [19] Alg. 1 |
|-------|-------------------|-------------|--------------|-------------------|-------------|
| 0.0005| 10303.90          | 20585.25    | 4.0151       | 20585.22          | 19.838054   |
| 0.001 | 18043.91          | 32082.22    | 8.1066       | 32082.22          | 40.838054   |
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Substituting the preceding equality into relation (32), we find:

\[
P(b) \quad \text{Suppose now that}
\]

Using the relation from part (a) with \(P_j\ell\), we have:

\[
\chi_{(i,q)\in p} \leq \frac{1}{P_{j\ell}^*} \|z_i - z_q\|^2
\]

By Assumption 1, the sequence \(\{W_k\}\) of row-stochastic matrices is ergodic. Thus, Theorem 4.20 of [31] on backwards products implies that there exists a unique sequence of absolute probability vectors \(\{\pi_k\}\), i.e., a sequence \(\{\pi_k\}\) of stochastic vectors such that \(\pi_{k+1} W_k = \pi_k\) for all \(k \geq 0\). This shows the result in part (a). The statement in part (b) follows from Lemma 4 and Remark 2 of [30]. Specifically, in the proof of [30] Lemma 4], using the lower bound \(|W_{k+1}|_{ii} \geq w\) and \(B = 1\), we obtain \(\delta' \geq w^m\). Noting that the vector sequence \(\{\phi(k)\}\) in [30] coincides with the sequence \(\{\pi_k\}\) in this work (see the proof of [36] Lemma 1), [30] Remark 2 then gives \(\|\pi_k\|_{ii} \geq w^m\) for all \(i \in [m]\) and all \(k \geq 0\).
D. Proof of Lemma 5

Proof: We apply Lemma 4 as follows

$$\|F_\alpha(x) - F_\alpha(y)\|_\pi^2 = \sum_{i=1}^{m} \pi_i \alpha_i^2 \|\nabla_i J_i(x_i) - \nabla_i J_i(y_i)\|^2$$

$$\leq \sum_{i=1}^{m} \pi_i \alpha_i^2 (L_{i+1}^2 + L_i^2)\|x_i - y_i\|^2 \leq \max_{i \in [m]}(\alpha_i^2 (L_{i+1}^2 + L_i^2))\|x - y\|^2$$

which completes the proof.

E. Proof of Corollary 2

Proof: Since all components in $\eta_k$ are positive, $\eta_k > 0$ holds trivially. To establish that $\eta_k < 1$, we note:

- $0 < \frac{w_m}{m} \leq \min(\pi_k + 1) \leq \frac{1}{m} \leq \max(\pi_k) < 1$.
- As $\mathcal{G}_k$ is strongly connected, we have: $1 \leq D(\mathcal{G}_k) \leq m - 1$.
- Since $W_k$ is row-stochastic and the maximum out-degree in the graph, $\max_{i \in [m]}(\alpha_i^2)$, is at least the average out-degree per node, $s_k = \frac{1}{m} \|x_\pi\|_F$, we have: $w \leq \frac{1}{m} \|x_\pi\|_F \leq 1$.
- $K(G_k)$ is at least the average number of shortest paths passing through an edge. With $(m-1)$ shortest paths and $|E_k| - m$ edges (excluding self-loops): $K(G_k) \geq \frac{m(m-1)}{|E_k|-m}$. Using these bounds, we have:

$$\eta_k \leq \frac{1}{m} \left(\frac{1}{\alpha_i^2}\right)^2 \|x_\pi\|_F \leq \frac{s_k}{(m-1)s_k^2} < 1,$$

where $s_k = \frac{1}{m} \|x_\pi\|_F$ implies $|E_k| - m < m \pi_k - 1$, and

$$(m-1)s_k^2 - (m-1) \geq s_k(m-1) - 1 > 0,$$

for $m \geq 2$ and $s_k \geq 2$ (since $\mathcal{G}_k$ is strongly connected and has self-loops at every node).

F. Proof of Lemma 7

Proof: According to Algorithm 1 and notations in (22):

$$\|z_k^{-1} - x^*\|_{\pi_k^{-1}}^2 = \sum_{i=1}^{m} [\pi_k^{-1} \|x_i^{-1} - x_i^*\|^2 + \|x_i^{-1} - x_i^*\|^2].$$

(35)

From relation (4) and projection non-expansive follows:

$$\|z_k^{-1} - x^*\|_{\pi_k}^2$$

$$= \|x_k^{-1} - x^*\|_{\pi_k}^2$$

$$\leq \|x_k^{-1} - x^*\|_{\pi_k}^2$$

$$\leq \sum_{i=1}^{m} [\pi_k \|x_i^{-1} - x_i^*\|^2 + \|x_i^{-1} - x_i^*\|^2].$$

(36)

Combining (35), (36), and the updates for $v_k^{-1}$ yields

$$\|W_k z_k - x^*\|_{\pi_k}^2$$

$$\leq \|W_k z_k - x^*\|_{\pi_k}^2$$

$$+ 2 \|W_k z_k - x^*\|_{\pi_k}^2$$

$$\leq \sum_{i=1}^{m} [\pi_k \|x_i^{-1} - x_i^*\|^2 + \|x_i^{-1} - x_i^*\|^2].$$

(37)

where the last inequality follows from Lemma 5.

To estimate the inner product in (37), we write

$$\langle W_k z_k - x^*, F_{\alpha_1} + (W_k z_k) - F_{\alpha_1} + (x^*) \rangle_{\pi_k}^2$$

$$= \langle W_k z_k - x^*, F_{\alpha_1} + (W_k z_k) - F_{\alpha_1} + (x^*) \rangle_{\pi_k}^2$$

$$+ \langle W_k z_k - x^*, F_{\alpha_1} + (W_k z_k) - F_{\alpha_1} + (x^*) \rangle_{\pi_k}^2$$

$$+ \langle W_k z_k - x^*, F_{\alpha_1} + (W_k z_k) - F_{\alpha_1} + (x^*) \rangle_{\pi_k}^2.$$ 

(38)

Applying the Cauchy–Schwarz inequality and Lemma 5 yields

$$\|W_k z_k - x^*\|_{\pi_k}^2$$

$$\leq \|W_k z_k - x^*\|_{\pi_k}^2$$

$$\leq \|W_k z_k - x^*\|_{\pi_k}^2$$

$$\leq \frac{1}{m} \|x_\pi\|_F \|W_k z_k - x^*\|_{\pi_k}^2.$$ 

(39)

Similarly,

$$\|W_k z_k - x^*\|_{\pi_k}^2$$

$$\leq \|W_k z_k - x^*\|_{\pi_k}^2$$

$$\leq \|W_k z_k - x^*\|_{\pi_k}^2$$

$$\leq \frac{1}{m} \|x_\pi\|_F \|W_k z_k - x^*\|_{\pi_k}^2.$$ 

(40)

To estimate the last inner product in (38), we write

$$\langle W_k z_k - x^*, F_{\alpha_1} + (W_k z_k) - F_{\alpha_1} + (x^*) \rangle_{\pi_k}^2$$

$$= \sum_{i=1}^{m} (\pi_k \|x_i^{-1} - x_i^*\|^2 + \|x_i^{-1} - x_i^*\|^2).$$

(41)

For the first term in (41), we have

$$\sum_{i=1}^{m} \|x_i^{-1} - x_i^*\|^2 + \|x_i^{-1} - x_i^*\|^2$$

$$\geq \sum_{i=1}^{m} \|x_i^{-1} - x_i^*\|^2 + \|x_i^{-1} - x_i^*\|^2$$

$$\geq \sum_{i=1}^{m} \|x_i^{-1} - x_i^*\|^2 + \|x_i^{-1} - x_i^*\|^2$$

$$\geq \sum_{i=1}^{m} \|x_i^{-1} - x_i^*\|^2 + \|x_i^{-1} - x_i^*\|^2.$$ 

(42)

where (a) applies the Cauchy-Schwarz inequality, $u \langle u, v \rangle \leq \|u\| \langle u, v \rangle \geq -\|u\| \|v\| \langle u, v \rangle$; (b) uses Lemma 4 with $L$ as defined in (23); (c) follows from the Cauchy-Schwarz inequality $\langle u, v \rangle \leq \|u\| \|v\|$; and (d) uses the definition of $c_k$. For the second term in (41), using Assumption 4 gives

$$\alpha_{\pi_k} \sum_{i=1}^{m} \|x_i^{-1} - x_i^*\|^2 + \|x_i^{-1} - x_i^*\|^2.$$ 

(43)

Combining the relations in (41)-(43) and noting that $\|z_k - x^*\|^2 = \|z_k - x^*\|^2$, we have the following relation for the last inner product in (39):

$$\langle W_k z_k - x^*, F_{\alpha_1} + (W_k z_k) - F_{\alpha_1} + (x^*) \rangle_{\pi_k}^2 \geq \beta \|z_k - x^*\|^2.$$ 

(44)

By substituting the estimates (38)-(43) and the preceding relation back into (37), we derive the desired relation.