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Abstract

We present a framework for cross-lingual transfer of sequence information from a resource-rich source language to a resource-impoverished target language that incorporates soft constraints via posterior regularization. To this end, we use automatically word aligned bitext between the source and target language pair, and learn a discriminative conditional random field model on the target side. Our posterior regularization constraints are derived from simple intuitions about the task at hand and from cross-lingual alignment information. We show improvements over strong baselines for two tasks: part-of-speech tagging and named-entity segmentation.

1 Introduction

Supervised systems for NLP tasks are available for a handful of languages. These systems achieve high accuracy for many applications; a variety of robust algorithms to train them from labeled data have been developed. Here, we focus on learning sequence models for the languages that lack annotated resources. For a given resource-poor target language of interest, we assume that parallel data with a resource-rich source language exists. With the help of this bitext and a supervised system in the source language, we infer constraints over the label distribution in the target language, and train a discriminative model using posterior regularization (Ganchev et al., 2010).

Cross-lingual learning of structured prediction models via parallel data has been applied for several natural language processing problems, including part-of-speech (POS) tagging (Yarowsky and Ngai, 2001), syntactic parsing (Hwa et al., 2005) and named-entity recognition (Kim et al., 2012). These methods are useful in several ways. First, they help in fast prototyping of natural language systems for new languages that do not boast human annotations. Second, the output of such systems could be used to bootstrap more extensive human annotation projects (Vlachos, 2006). Finally, they are significantly more accurate than purely unsupervised systems (McDonald et al., 2011; Das and Petrov, 2011).

Recently, Täckström et al. (2013) presented a technique for coupling token constraints derived from projected cross-lingual information and type constraints derived from noisy tag dictionaries to learn POS taggers. Although this technique resulted in state-of-the-art weakly supervised taggers, the authors used a heuristic to combine the aforementioned two sources of constraints: the dictionary constraints pruned the tagger’s search space, and the intersected token-level projections were treated as hard observations. On the other hand, Ganchev et al. (2009) presented a framework for learning weakly-supervised systems (in their case, dependency parsers) that incorporated alignment-based information too, but used the cross-lingual information only as soft constraints, via posterior regularization. The advantage of this framework lay in the fact that the projections were only trusted to a certain degree, determined by a strength hyper-parameter, which unfortunately the authors did not have an elegant way to tune. In this paper, we exploit the better aspects of these two lines of work: first, we extend the framework of Täckström et al. by treating the alignment-based projections only as soft constraints (see §3.4); second, we choose the constraint strength by utilizing the tag ambiguity of tokens for a given resource-poor language (see §6.1).

Other than validating our framework on part-of-speech tagging, we experiment on named-entity segmentation in a cross-lingual framework. For this...
task, we present a novel method to perform high-
precision phrase-level entity transfer (§5.2.2); we
also provide ways to balance precision and recall
with posterior regularization (§6.2) by incorporating
intuitive soft constraints during learning. We mea-
sure performance on standard benchmark datasets for
both of these tasks, and report improvements over
state-of-the-art baselines.

2 Prior Work

Cross-lingual projection methods can be classified
by their use of two very broad ideas. The first idea
utilizes parallel data to create full or partial annota-
tions in the low-resource language and trains from
this data. This was popularized by Yarowsky and
Ngai (2001) who applied this to POS tagging and
shallow parsing. It was later applied to parsing (Hwa
et al., 2005) and named entity recognition (Kim et
al., 2012). The second idea, first proposed by Ze-
man and Resnik (2008) and applied more broadly
by McDonald et al. (2011), is to train a model on
a resource-rich language and apply it to a resource-
poor language directly. The disparity between the
languages is mitigated by the choice of features. In
addition to cross-lingual projection, purely unsuperv-
sed methods have been explored but with limited
success (Christodoulopoulos et al., 2010). Here, we
resort to cross-lingual projection and incorporate the
first idea; we also follow Li et al. (2012) and use
Wiktionary to further constrain the POS tagging task.

Our learning setup is similar to that of Ganchev et
al. (2009), who also use posterior regularization but
focus on dependency parsing alone. Our work differs
with respect to the tasks, the learning algorithm and
also in that we use corpus-wide constraints, while
Ganchev et al. use one constraint per sentence. For
the part-of-speech tagging task, our approach is simi-
lar to that of Täckström et al. (2013), who use an
almost identical learning setup but only make use of
hard constraints. By relaxing these constraints, we
allow the model to identify and ignore inconsistently
labeled parts of sentences, and achieve better results
using identical training and test data.

3 Approach

We give an overview of our approach, and present the
details of our model used for cross-lingual learning.

Algorithm 1 Cross-Lingual Learning with Posterior
Regularization

**Require:** Parallel source and target language data
$D^e$ and $D^f$, source language model $(M)^e$, task-
specific target language constraints $C$.

**Ensure:** $\Theta^f$, a set of target language parameters.

1: $D^{e\leftrightarrow f} \leftarrow$ word-align-bitext($D^e$, $D^f$)
2: $\hat{D}^e \leftarrow$ label-supervised($D^e$)
3: $\hat{D}^f \leftarrow$ project-and-filter-labels($D^{e\leftrightarrow f}$, $\hat{D}^e$)
4: $\Theta^f \leftarrow$ learn-posterior-constrained($\hat{D}^f$, $C$)
5: Return $\Theta^f$

3.1 General Overview

The general overview of our framework is provided
in Algorithm 1. The process of learning parameters for a target language for a given task involves
four subtasks. First, we run word alignment over a
large corpus of parallel data between the resource-
rich source language and the resource-impoverished
target language (see §4.3). In the second step, we
use a supervised model to label the source side of
the parallel data (see §5.1.1 and §5.2.1). The third
step involves a task-specific word-alignment filter-
ing step; this step involves heuristics for which we
use cues from prior state-of-the-art (Das and Petrov,
2011; Täckström et al., 2013, see §5.1.2) and also
introduce some novel ones for the NE segmentation
problem (see §5.2.2). In the fourth step, we train a
linear chain conditional random field (Lafferty et al.,
2001, CRF henceforth) using posterior regularization.
In the next subsection, we turn to a brief summary of
this final step of estimating parameters of a discrimi-
native model with posterior regularization.

3.2 Learning with Posterior Regularization

In this work, we utilize discriminative CRF mod-
els, and use posterior regularization (PR) to optimize
their parameters. As a framework, posterior regular-
zation is described in detail by Ganchev et al. (2010).
However in our work, we adopt a different optimiza-
tion technique; in what follows, we summarize the
optimization algorithm in the context of CRF models.

Let $x$ be an input sentence with a set of possible
labelings $\mathcal{Y}(x)$ and let $y \in \mathcal{Y}(x)$ be a particular
labeling for sentence $x$. We use bold capital letters
$X = \{x_1 \ldots x_n\}$ and $Y = \{y_1 \ldots y_n\}$ to denote
a corpus of sentences and labelings for the corpus respectively. A CRF models the probability distribution over possible labels for a sentence $p_\theta(y | x)$ as:

$$p_\theta(y | x) \propto \exp(\theta \cdot f(x, y))$$

(1)

where $\theta$ are the model parameters and $f(\cdot)$ is a feature function. The model examines sentences in isolation, and the probability of a particular labeling for a corpus is defined as a product over the individual sentences:

$$p_\theta(Y | X) = \prod_{(x, y) \in (X, Y)} p_\theta(y | x).$$

(2)

Traditionally, CRF models have been trained to optimize the regularized log-likelihood of the training data

$$\max_\theta J(\theta) = \max_\theta \log(p_\theta(Y | X)) - \gamma ||\theta||$$

(3)

In our setting, we do not have a fully labeled corpus, but we have constraints on the distribution of labels. For example, we may know that a particular token could be labeled only by a label inventory licensed by a dictionary, or that a labeling projected from a source language is usually (but not always) correct. We define these constraints in terms of feature expectations. Let $q(Y)$ be a distribution over all possible labelings of our corpus $Y(X)$. Let $Q$ be a set of distributions defined by:

$$Q = \{q(Y) : E_q[\phi(X, Y)] \leq b\},$$

(4)

where $\phi$ is a constraint feature function and $b$ is a vector of non-negative values that serve as upper bounds to the expectations of every constraint feature. The vector $b$ is used to encode our prior knowledge about desirable distributions $q(Y)$. Note that the constraint features $\phi$ are not related to the model features $f$. The model features, together with the model parameters $\theta$ define the CRF model; the model features need to be computed at inference time for prediction. By contrast, the constraint features and their corresponding constraint values are used to define our training objective function (and are only used during learning). The PR objective with no labeled data is defined with respect to $Q$ as:

**PR:** $\max_\theta J_Q(\theta) =$

$$\max_\theta -KL(Q || p_\theta(Y | X)) - \gamma ||\theta||$$

(5)

where $KL(Q || p) = \min_{q \in Q} KL(q || p)$ is the KL-divergence (Kullback and Leibler, 1951) from a set to a point. Note that as we add more constraints, $Q$ becomes a smaller set. In the limit, $Q = \{q(Y) : q(\hat{Y}) = 1\}$ contains just one distribution concentrated on a single labeling $\hat{Y}$. In this limit, posterior regularization degenerates to the convex log-likelihood objective normally used for supervised data $J_Q(\theta) = L(\theta)$. However, in the general case, the PR objective $J_Q$ is not necessarily convex. Prior work, including that of Ganchev et al. propose an algorithm similar to Expectation-Maximization (Dempster et al., 1977, EM henceforth) to optimize $J_Q$, but we follow Liang et al. (2009) in using a stochastic update-based algorithm described below.

**Note:** To make it easier to reason about constraint values $b$, we scale constraint features $\phi(X, Y)$ to lie in $[0, 1]$ by computing $\max_Y \phi(X, Y)$ for the corpus to which $\phi$ is applied.

### 3.3 Optimization

The optimization procedure proposed by Ganchev et al. is similar to the EM algorithm, and computes the minimization $\min_{q \in Q} KL(q || p)$ at each step, using its dual form; this minimization is convex, so there is no duality gap. They show that the optimal primal variables $q^*(Y)$ are related to the optimal dual variables $\lambda^*$ by:

$$q^*(Y) = \frac{p_\theta(Y|X)e^{-\lambda^*\cdot\phi(X,Y)}}{Z(\lambda^*)}.$$  

(6)

where $Z(\lambda^*)$ is the normalizer. The dual problem is given by:

$$\max_{\lambda \geq 0} -b \cdot \lambda - \log Z(\lambda).$$

(7)

Substituting Eq. 7 into the objective in Eq. 5, we get the saddle-point problem:

$$\max_{\theta} \min_{\lambda \geq 0} b \cdot \lambda + \log \sum_Y p_\theta(Y|X)e^{-\lambda^*\cdot\phi(X,Y)} - \gamma ||\theta||.$$  

(8)

To optimize the above objective function, we need to compute partial derivatives with respect to both $\theta$ and $\lambda$. First, to compute the partial derivatives of Eq. 8...
with respect to $\theta$, we need to find expectations of the model features $f$ given the current distribution $p_\theta$ and the constraint distribution $q$. To perform tractable inference, a linear-chain CRF model assumes that the feature function factorizes according to smaller parts; in particular the factorization uses the following structure:

$$f(x, y) = \sum_i f(x, y_i, y_{i-1})$$

where $i$ ranges over the tokens in the sentence. This factorization allows us to efficiently compute expectations over the labels $y_i$ and label-pairs $(y_i, y_{i+1})$. To compute the partial gradient of Eq. 8 with respect to $\lambda$, we need to find the expectations of the constraint features $\phi$. In order to be tractable here too, we ensure that $\phi$ also factorize according to the same structure as $f$. Therefore, the gradient computation w.r.t. $\lambda$ turns out to be straightforward.

For all the experiments in this paper, we optimize Eq. 8 using stochastic projected gradient. For each training sentence, we compute the gradient of $\theta$ and $\lambda$ with respect to Eq. 8, take a gradient step in each one, and truncate the negative entries in $\lambda$ to zero. We use a step size of 1 for all experiments.\(^1\)

### 3.4 Relationship with Täckström et al. (2013)

In this subsection, we focus briefly on the relationship between this work and the work of Täckström et al. (2013), who focused on constrained learning of POS taggers. Täckström et al. define constrained lattices and train by optimizing marginal conditional log-likelihood. In our notation, they define their objective as:

$$\max_\theta \log \sum_{Y \in \hat{Y}(X)} p_\theta(Y|X) - \gamma \|\theta\|$$

where $\hat{Y}(X)$ are the constrained lattices of label sequences that agree with both a dictionary and cross-lingually projected POS tags for each sentence of the training corpus. Let us define a constraint feature $\phi(X, Y)$ which counts the number of tags in $Y$ which are outside the constraint set $\hat{Y}(X)$ and require $\phi(X, Y) \leq 0$. Note that,

$$\arg\min_q KL(q||p_\theta(Y|X)) \text{ s.t. } \phi(X, Y) \leq 0$$

gives the same distribution as Eq. 10. Given this equivalence, it is easy to see that the gradient of Eq. 5 with respect to $\theta$ is the same as that of Eq. 10. By using such constrained lattices, Täckström et al. avoid maintaining a parameter for the constraint, but lose the ability to relax the constraint value and allow some probability mass outside the pruned lattice. Their paper also differs from ours in that they use L-BFGS (Liu and Nocedal, 1989), while we use an online optimization procedure. Since the objectives are non-convex, the two optimization techniques could lead to different local optima even when the constraint is not relaxed ($b = 0$).

### 4 Tasks and Data

In this section, we focus on the nature of the two tasks that we attempt to solve, describe the source language datasets we use to train our supervised models for transfer, the target language datasets on which we evaluate our models and the parallel data we use for cross-lingual transfer.

#### 4.1 Part-of-Speech Tagging

First, we focus on the task of part-of-speech tagging. Following previous work on cross-lingual POS tagging (Das and Petrov, 2011; Täckström et al., 2013), we adopt the POS tags of Petrov et al. (2012), version 1.03;\(^2\) we use the October 2012 version of Wiktionary\(^3\) as our tag dictionary.

After pruning the search space with the dictionary, we place soft constraints derived by projecting POS tags across word alignments. The alignments are filtered for confidence (see §5.1.2), but we also filter any projected tags that are not licensed by the dictionary. The example in Figure 1 illustrates why this dictionary filtering step is important. Consider the English-Spanish phrase pair from Figure 1, which we observed in our training data. Our supervised tagger correctly tags *Asian* with the ADJ tag as shown in the figure. *Asian* is aligned to the Spanish word *Asia*, which should be tagged NOUN. Because the Spanish Wiktionary only allows the NOUN tag for *Asia*, we do not project the ADJ tag from the English word *Asian*. By contrast, we do project the NOUN tag from the English word *sponges* to the Spanish

\(^1\)Note that we did not implement regularization of $\theta$ in the stochastic optimizer, hence our PR objective (Eq. 8) was unregularized; however, the baseline models use $\ell_2$ regularization.

\(^2\)http://code.google.com/p/universal-pos-tags

\(^3\)http://meta.wikimedia.org/wiki/Wiktionary
word *esponjas* because this tag is in our dictionary for the latter word.

For all our POS experiments, we evaluate on seventeen target languages. Fifteen of these languages were part of the experiments conducted by Täckström et al. (2013); we add Arabic and Hungarian to the set. The first column of Table 1 lists all seventeen languages using their two-letter abbreviation codes from the ISO 639-1 standard. The evaluation datasets correspond to the test sets from the CoNLL shared tasks on dependency parsing (Buchholz and Marsi, 2006; Nivre et al., 2007). For French we use the treebank of Abeillé et al. (2003). English serves as our source language and we use the Penn Treebank (Marcus et al., 1993, with tags mapped to the universal tags) to train our supervised source-side model.

4.2 Named-Entity Segmentation

Second, we investigate the task of named-entity segmentation. The goal of this task is to identify the boundaries of named-entities for a given language without classifying them by type. This is the *unlabeled* version of named-entity recognition, and is more amenable to cross-lingual supervision. To understand why that is, consider again the example from Figure 1. The English supervised NE tagger correctly identifies *Asian* as a named entity of type MISC (miscellaneous). The word-alignments suggest we should transfer this annotation to the Spanish word *Asia* which is also an entity. However, this should be labeled LOC (location) according to the CoNLL annotation guidelines (Tjong Kim Sang and De Meulder, 2003). Because syntactic variations of this kind are common, it makes cross-lingual detection of NE boundaries as well as types hard. In this paper, we focus on named-entity segmentation alone, consider the full NER task out of scope. We use English as a source language and train a supervised English named-entity tagger with the labels in place, using the CoNLL 2003 shared task data (Tjong Kim Sang and De Meulder, 2003). We project the spans using the maximal-span heuristic (Yarowsky and Ngai, 2001). We project into Dutch, German and Spanish and evaluate on the standard CoNLL 2002 and 2003 shared task data sets (Tjong Kim Sang, 2002; Tjong Kim Sang and De Meulder, 2003).

5 Experimental Details

In this section, we provide details about task-specific implementations of the supervised source-side model and the word-alignment filtering techniques (steps 2 and 3 in Algorithm 1 respectively); we also briefly describe the setup of the cross-lingual experiments for each task.

5.1 Part-of-Speech Tagging

We first focus on the experimental setup for the POS tagging task. When describing feature sets we refer to features conjoined with just a single tag as *emission features* and with consecutive tag pairs as *transition features*.

---

4We tried using English and German gazetteers from the CoNLL 2002 and 2003 shared tasks as a label dictionary similar to the way we use Wiktionary for POS tagging. This did not work well because the CoNLL gazetteers do not have good coverage on our parallel datasets, which we use for training.
5.1.1 Supervised Source-Side Model

We tag the English side of our parallel data with a supervised first-order linear-chain CRF POS tagger. We use standard features for tagging. Our emission features are a bias feature, the current word, its suffixes up to length 3, its capitalization shape, whether it contains a hyphen, digit or punctuation and its cluster identity. Our transition features are a bias feature and the cluster identities of each word in the transition. For the cluster-based features, we use monolingual word clusters induced with the exchange algorithm of Uszkoreit and Brants (2008), which implements the same objective as Brown et al. (1992); these clusters have shown improvements for sequence labeling tasks (Turian et al., 2010; Täckström et al., 2012). We set the number of clusters to 256 for both the source side tagger and all the other languages. On Section 23 of the WSJ section of the Penn Treebank, the source side tagger achieves an accuracy of 96.2%.

5.1.2 Word Alignment Filtering

Following Täckström et al. (2013), we tag the English side of our parallel data using the source-side POS tagger, intersect the word alignments and filter alignments with confidence below 0.95. We sample 500,000 tokens of target side sentences for each language, and use this as training data for learning weakly-supervised taggers.

5.1.3 Setup for Cross-Lingual Experiments

Following Täckström et al. (2013) we use a reduced feature set for the cross-lingual models. The emission features are the same as the supervised model but without the punctuation feature, and we use only the bias transition feature. Because this limits the ability of the model to use context, we also experiment with an extended feature set that has transition features for the clusters of each word in the transition, and their suffixes up to length 3. We refer to the extended-feature models as “BASE+” and “PR+” to distinguish them from the models with fewer features, labeled “BASE” and “PR”.

We train BASE and BASE+ using L-BFGS with an $\ell_2$ regularization weight of 1 for 100 iterations to reproduce the setup used by Täckström et al. (2013). We have only one constraint feature in our posterior regularization models that fires for the unpruned projected tags on words $x_i$. This feature controls how often our model trusts a projected tag; we explain how its strength is chosen in §6.1. The PR and PR+ models are trained using the stochastic gradient method described in §3.3.

5.2 Named-Entity Segmentation

In this subsection, we turn to the experimental details of the named-entity segmentation system.

5.2.1 Supervised Source-Side Model

To train our supervised source-side NER model, we implemented a linear-chain first order CRF model. Our feature set was inspired by the model of Kazama and Torisawa (2007, §6.1); we used all the local features from their model except the gazetteer features, and added cluster emission features for offsets in the range [-2, 2] and transition features for offsets in the range [-1, 1] as well as a sentence-start feature. We use automatic POS tags for all the experiments.

We use a BIO encoding of the four NER labels (PER, LOC, ORG and MISC). We also experimented with omitting the NE labels from the tagger, still with a BIO encoding for segments, but the results were worse on average than what we report in Table 2. We train the source-side model on the CoNLL 2003 English training set with log-loss using L-BFGS for 100 iterations with $\ell_2$ regularization weight of 0.1. The model gets 90.9% and 87.5% labeled $F_1$ on the CoNLL development and test sets respectively.6

5.2.2 Word-Alignment Filtering

Projecting named entities across languages can be error prone for several reasons. Mistakes introduced by the automatic word aligner is one of them. Word alignment errors are particularly problematic for entity mentions because of the garbage collector effect (Brown et al., 1993); due to differences in the word order between languages, a few alignment errors can result in many errors in the other language. Additionally, entities can occur on just one side of the bitext.7 Another source of error is the automatic

---

6 These performance values would place us among the top three competitors of the CoNLL 2003 shared task.

7 For example, “It’s all Greek to me.” in one language and “I don’t understand it.” in another.

---

5 The dictionary licenses punctuations, only by the ‘.’ tag.
labeling on the source side, which is inaccurate if the parallel corpus is out of domain. To mitigate these errors, we aggressively filter the training data for this task. We discard sentence pairs where more than 30% of the source language tokens are unaligned, where any source entities are unaligned or where any source entities are more than 4 tokens long. We also compute a confidence score over entity annotations as the minimum posterior over the tags that comprise the entity and discard sentence pairs that have an entity with confidence below 0.9. Finally, we discard any sentences that contain no projected entities. These filtering steps allow us to keep 7.4%, 9.7% and 10.4% of the aligned sentence pairs for German, Spanish and Dutch, respectively, resulting in very high-precision named-entity projections (see Table 2). For comparison, we also perform experiments without this filtering step.

5.2.3 Setup for Cross-Lingual Experiments

We use a CRF with the same feature set and BIO encoding for the cross-lingual models as the source-side NER model. We compare our approach (“PR” in Table 2) to a baseline (“BASE” in Table 2) which treats the projected annotations as fully observed. The PR model treats the projected NE spans of a sentence as observed, and allows all labels on the remaining tokens. Since the “O” tag is never seen, an unconstrained model would learn to never predict it. We add two features that fire when the current word is tagged “O”: a bias feature and a feature that fires when the automatic POS tag is a proper noun. We set up Q so the desired expectations are at least 0.98 and at most 0.1 for these constraint features respectively.

6 Results

In this section, we turn to our experimental results; first, we focus on POS tagging and then turn to the NE segmentation task.

6.1 Part-of-Speech Tagging

Constraint Strength: As discussed in §4.1, it is important to filter out projected annotations not licensed by Wiktionary. Thus, the quality of weakly-supervised POS taggers learned from projections is closely correlated with the coverage of the Wiktionary. To quantify the effect of Wiktionary coverage, we counted the expected number of possible tags per token (TpT) for our unlabeled corpora. Specifically, for each token, we counted the number of tags licensed by the dictionary, or all tags for word forms not in the dictionary. For each language, we also ran our system with constraint strengths in \{0.7, 0.75, 0.8, 0.85, 0.9, 0.92, 0.95, 0.98, 1.00\}, and computed the optimal constraint strength from this set. We found that the best constraint strength is closely correlated with the average number of tags available for each token. Figure 2 shows the best constraint strength as a function of the inverse of the number of unpruned tags per token. As observed in the figure, the relationship between the optimal strength and 1/TpT is roughly linear. Figure 2 also shows a linear approximation to the data plotted. When applying this technique to a new language, we would not be able to estimate the optimal constraint strength, but we could use the linear approximation and knowledge of 1/TpT to estimate it. For our experiments below, we perform this estimation for each language using the linear approximation computed from the remaining languages.

Results: The results for our part-of-speech tagging experiments are in Table 1. We compare our results to BASE, which corresponds to reruns of the best model of Täckström et al. (2013, Column 9 of Table 2), and closely aligns with the numbers reported by the authors. We see in Table 1 that for both feature sets (i.e., with and without the ‘+’ extension), our estimated constraint strength is usually better than using a constraint strength of 1. The results in the column labeled PR are better than BASE for 12 out of 17 languages, and the results for PR+ are
Table 1: POS tagging results. BASE represents the best model of Täckström et al. (2013). PR is a system with the same features but with relaxed constraints. BASE+ and PR+ add additional model features (see §5.2.3). * indicates improvements over the previous state of the art (BASE), and bold values indicate the best score for a language. “Avg” indicates averaged results for all 17 languages, while “-zh-ar” shows averaged results without Chinese and Arabic.

| Language | BASE   | BASE+  | PR    | PR+   |
|----------|--------|--------|-------|-------|
| ar       | 37.84  | 44.96  | 49.04 | 50.10 |
| bg       | 88.04  | 87.93  | 88.02 | 88.42 |
| cs       | 79.67  | 80.01  | 80.20 | 80.68 |
| da       | 88.14  | 87.92  | 88.24 | 87.90 |
| de       | 90.32  | 89.97  | 90.41 | 90.29 |
| el       | 90.03  | 89.03  | 90.63 | 90.24 |
| es       | 86.99  | 86.81  | 87.20 | 87.21 |
| fr       | 87.07  | 87.53  | 87.44 | 87.48 |
| hu       | 82.05  | 82.05  | 82.14 | 83.13 |
| it       | 89.48  | 89.89  | 89.52 | 87.92 |
| ja       | 80.63  | 78.54  | 80.02 | 79.68 |
| nl       | 85.89  | 85.77  | 85.59 | 85.98 |
| pt       | 90.93  | 91.60  | 91.48 | 91.56 |
| sl       | 82.46  | 82.08  | 83.16 | 83.49 |
| sv       | 89.06  | 88.72  | 89.25 | 88.77 |
| tr       | 64.39  | 65.74  | 63.88 | 66.47 |
| zh       | 73.98  | 72.82  | 74.51 | 68.43 |
| Avg      | 81.59  | 81.85  | 82.40 | 82.33 |
| -zh-ar   | 85.01  | 84.91  | 85.15 | 85.40 |

Table 1 shows the results for the named entity segmentation experiments. First, we observe that the word alignment filtering step (§5.2.2) improves results for all three languages by significant margins, for both the BASE and PR models. Both with and without filtering, we observe that the baseline models are very strongly biased towards precision. The filtering step tends to help with recall more than precision for both models. By having a soft constraint via PR and allowing some segmentations to fall outside of the transferred one, we get an increase in recall,
Table 2: Result for the named-entity segmentation experiments. The highest score in each category is shown in bold. Note that “No Filtering” still discards sentences with no projected entities.

| Lang | Metric | No Filtering | Filtering (§5.2.2) |
|------|--------|--------------|-------------------|
|      | BASE   | PR           | BASE   | PR           |
| de   | Prec   | 74.29        | 73.85  | 75.36        | 76.47        |
|      | Recall | 41.69        | 54.50  | 54.71        | 64.61        |
|      | F₁     | 53.41        | 62.71  | 63.39        | 70.04        |
|      | Prec   | 74.53        | 62.10  | 82.50        | 70.22        |
|      | Recall | 56.39        | 78.33  | 67.27        | 81.10        |
|      | F₁     | 64.20        | 69.28  | 74.11        | 75.27        |
| es   | Prec   | 81.90        | 75.12  | 86.39        | 76.09        |
|      | Recall | 50.54        | 76.11  | 65.45        | 79.11        |
|      | F₁     | 62.51        | 75.61  | 74.47        | 77.57        |
| nl   | Prec   | 73.23        | 71.67  | 69.90        | 70.94        |
|      | Recall | 39.70        | 51.81  | 52.52        | 61.42        |
|      | F₁     | 51.49        | 60.14  | 59.97        | 65.84        |
|      | Prec   | 75.38        | 65.40  | 83.50        | 73.68        |
|      | Recall | 56.00        | 80.30  | 67.55        | 83.31        |
|      | F₁     | 64.26        | 72.09  | 74.68        | 78.20        |
|      | Prec   | 79.45        | 73.55  | 86.01        | 77.05        |
|      | Recall | 47.45        | 75.37  | 65.16        | 80.11        |
|      | F₁     | 59.42        | 74.45  | 74.14        | 78.55        |

Above: dev, below: test

In Table 2, it is clear that the most common errors for the baseline models are missing entities. From our analysis of the CoNLL development data, we found that the entities that occur with little context (such as the location and publisher of an item) at the onset of news articles are most frequently missed. For

German, dpa (Deutsche Presse-Agentur) and Reuter are the two most common missing segmentations; the Spanish counterparts are Gobierno (Government) and Barcelona, while for Dutch they are De Morgen and Brussel. While filtering parallel sentences and using a soft constraint both increase recall, even our strongest model does not get enough information to predict these entities, and they continue to be major sources of error. By contrast, the names mentioned in context are the ones that are most frequently added to the analysis when PR is used. In a sense this is desirable, since a machine-learned named-entity segmentation system is most useful for the long tail of entity mentions.

If we filter the training data and use the PR model to further increase recall, precision errors tend to become relatively more frequent (this trend is observable in Table 2). For German, the most frequent precision error is Mark referring to the Deutsche Mark. For Spanish, the most frequent precision errors are due to boundary errors. The Spanish annotation guidelines include enclosing quotes as part of the entity name, and failing to include them accounts for just under 1% of the precision errors of the PR system that uses filtering. The second most frequent error is failing to segment Inter de Milán. The model segments out either Inter or Milán or both by themselves depending on context.

7 Conclusions

In this paper, we presented a framework for cross-lingual transfer of sequence information from a resource-rich source language to a resource-poor target language. Our framework incorporates soft constraints while training with projected information via posterior regularization. We presented the efficacy of our framework on two very useful natural language tasks: POS tagging and named-entity segmentation. The soft constraints used in our work model intuitions about a given task. For the POS tagging problem, we designed constraints that also incorporate projected token-level information, and presented a principled method for choosing the extent to which this information should be trusted within the PR framework. This approach generalizes the state of the art in cross-lingual projection work in the context of POS tagging, and improves upon it.
Across seventeen languages, our models outperform the previous state of the art by an average of 0.8% (greater than 4% error reduction), and outperforms it on twelve out of seventeen languages. For named-entity segmentation, our model results in 3.6% and 4.6% absolute improvements in $F_1$-score on our development and test sets respectively, when averaged across three languages.
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