Double grating shearing interferometry for X-ray free-electron laser beams
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The advancements in bright and coherent X-ray free-electron lasers (XFEL) have in the last decade revolutionized diverse fields of study, leading to an ever-increasing demand in more intense X-ray pulses. The accurate knowledge of the wavefront and the focal profile of such pulses ultimately dictates much of the experimental outcome. Here we present a single-shot shearing interferometry method to measure the wavefront of a focused hard XFEL pulse. Two identical transmission gratings are placed near the focus, and the interference pattern of overlapping diffraction orders is analyzed, resulting in a two-dimensional reconstruction of the X-ray wavefront. The spatial resolution and wavefront sensitivity can be tuned in situ during the measurement. The method is non-invasive (i.e., the zeroth order or transmitted pulse is not modified in intensity or profile), allowing for either a simultaneous intensity measurement at high resolution or a fully characterized transmitted pulse for general experimental use. © 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement
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1. INTRODUCTION

The knowledge of focus parameters of X-ray free-electron lasers (XFEL) plays a pivotal role, not only for machine operators, but also in the fields that rely on the highest X-ray intensities and fluences. Relevant fields include anomalous nonlinear X-ray Compton scattering [1], the formation of hollow atoms [2], radiation damage studies on protein micro-crystals [3], and dense plasma science [4], to name a few. Therefore, a significant effort has gone into characterizing the wavefront and focal spot of X-ray pulses at FELs. Methods relying on imprints and ablations of material have been developed and are routinely used [5]. For hard X-rays, several methods were developed, such as scanning coherent diffraction microscopy or ptychography [6], Ronchi shearing interferometry [7,8], and Talbot interferometry [9–13].

In this report, we present a method called double grating shearing interferometry (DGSI), where two gratings are used to interfere with the first-order diffraction of each grating. The resulting fringes can be analyzed for full wavefront reconstruction of a single XFEL pulse. The reconstruction resolution and sensitivity depend on the grating positioning and orientation, and on the fringe period. These parameters can easily be tuned and optimized in situ. We demonstrate this technique for nano-focused 8 keV X-rays at the coherent X-ray imaging endstation (CXI) [14,15] at Linac Coherent Light Source (LCLS).

2. EXPERIMENTAL CONCEPT

A schematic of the setup is shown in Fig. 1. The focus of the X-ray beam is defined as the origin of the \( z \)-axis. At \( z_1 \), a two-dimensional checkerboard phase grating is placed in the beam. A second identical grating is placed at a small distance \( \ell \) from the first grating. The spatial frequency of the gratings is such that the first diffraction orders are well separated from the transmitted pulse. The second diffraction grating is rotated around the optical axis by an angle \( \alpha \). Due to this rotation, the incoming X-ray beam sees two distinct two-dimensional spatial frequencies (i.e., same magnitude but different direction), and the first diffraction orders from the two gratings are displaced with respect to each other on the X-ray camera, which we place at position \( z_2 \) (see Fig. 1). The concept is similar to the one described in [16,17]. The interference fringe where the diffracted beams overlap can be analyzed in straightforward manner to reconstruct the wavefront profile of the X-ray beam. Similar to [7], we retrace the first-order diffracted beams of the grating back to their virtual foci. The two foci are displaced in both \( x \) and \( y \), and they can be viewed as two point sources that will interfere in the far-field in the same way as the well-known Young’s two-slit experiment. This analogy shows there is a linear phase between the two beams at the detector plane equal to

\[
\Delta \phi = \frac{2\pi}{\lambda z_2} \tan \beta (s z_1 \alpha + n \ell) + \hat{S}_1 (\phi_0(x,y)),
\]
Fig. 1. Schematic of the setup. Two identical checkerboard gratings, separated by a distance $\ell$, are placed at distance $z_1$ behind the focal plane of the X-rays. The second grating is rotated around the optical axis by a small angle $\alpha$ with respect to the first grating (0.31 degrees in the data presented here). At a distance $z_2$ behind the focal plane, an X-ray detector is placed, which captures the transmitted beam and the diffraction orders of the gratings (only the first-order diffractions of each grating are shown for clarity). Due to the rotation $\alpha$ and the separation $\ell$, the first orders of different gratings are separated. Interference fringes, which contain the differential phase information of the beam, are seen where the first-order diffractions overlap (figure not to scale).

where $s$ and $n$ are the coordinates of a local axis system, as shown in Fig. 1: $s$ is oriented along the shear direction due to the rotation of the second grating, and $n$ is perpendicular to it.

In Eq. (1), $\lambda$ is the wavelength of the X-rays, $\beta$ is the first-order diffraction angle from the gratings, $\alpha$ is the rotational angular difference between the two gratings, and $\ell$ is the distance between the two gratings. The values of $\alpha$ and $\ell$ can be either measured or derived from the fringe frequency and orientation, or both.

Aberrations in the phase of the beam, $\phi_0(x, y)$, lead to distortions in the linear fringe pattern, as shown by the last term in Eq. (1). These distortions can be analyzed using standard Fourier transform methods [18] to yield the differential phase. It is important to note that the differential phase retrieved in this way is not the phase of the X-ray beam, but the phase difference of the two diffracted beams (i.e., the first orders of both gratings), as described by the shearing operator:

$$\hat{S}(\phi_0(x, y)) = \phi_0(x, y) - \phi_0(x - s_x, y - s_y),$$

with the shear values determined by the rotation of the second grating versus the first and the separation between both gratings. For example, for the top interference pattern in Fig. 1 this would lead to

$$s_x = \alpha(z_2 - z_1) \tan \beta,$$

$$s_y = \ell \tan \beta,$$

and similar equations can easily be derived for the other interferograms and shear directions. The method is a form of shearing interferometry, which is well described in the literature, and many methods exist to analyze the interferograms [19–23]. We opt to use a variation of the method previously employed in [7] and optimize the wavefront using two orthogonal differential phase maps, originating from the top-right and bottom-right interferograms in Fig. 2. A more mathematically rigorous, albeit laborious and sleep-inducing, approach to justify Eqs. (1)–(3), and a full explanation of the optimization algorithm used, can be found in Supplement 1.

3. RESULTS

The experiment was carried out at the Coherent X-ray imaging endstation (CXI) [14,15] at LCLS. The LCLS X-ray beam of photon energy 8.5 keV is focused by a silicon-carbide-coated KB pair [24] with focal lengths of 900 mm in the horizontal and 500 mm in the vertical direction. Two transmission gratings were placed 35 mm behind the focus, with a separation of 0.68 mm between each other. An X-ray detector (Princeton Instrument PIXIS) was placed 1.72 m downstream the focus, which records both the transmitted beam and the diffraction orders of the gratings. Both gratings consist of identical checkerboard patterns, which are binary structures of a 96 nm pitch in both the $x$- and $y$-axis, etched into a diamond membrane and filled with Ir [25]. More details about the grating can be found in Supplement 1. The second grating was mounted on a rotation stage that allowed us to rotate the grating around the optical axis with respect to the first grating. In this way, the shearing fringe patterns were tuned in-situ by monitoring them directly on the detector. The optimum shearogram was judged based on the fringe frequency (about 10 pixels between the fringe pitch maxima to minima), and the intensity contrast of the fringes.

The recorded raw data on the X-ray camera can be seen in Fig. 2, where both the transmitted beam, as well as the first orders are clearly distinguished, and even other higher diffraction orders are visible. Due to the rectangular input aperture of the KB pair (the horizontal mirror has an aperture that is approximately 10% larger...
form methods introduced by Takeda et al. after the Fourier treatment of the shearograms, albeit only at the scintillator of the camera), the intensity information can be derived (e.g., it is used for an experiment after passing through a hole in the phase information. In case the transmitted beam is not recorded with a high resolution, while the first-order diffractions provide the location or focal length of the original beam can be retrieved from the transmitted pulse. The transmitted beam was attenuated with 50 µm of Cu tared on the camera scintillator to avoid saturation and keep the intensity levels comparable to those of the first orders.

than the vertical one), and the rather large difference in focal length of both mirrors, the beams on the detector have a rectangular intensity profile. We oriented the lateral axis of the checkerboard so that the first orders appear at 45° and therefore are separated maximally from the transmitted beam on the detector. In addition, we added a strip of 50 µm of copper on the detector face to attenuate the transmitted pulse to the same intensity level as the first orders, so that it can be recorded with the first-order pulses without saturating the camera. In this way, in the same shot, an intensity profile of the original beam can be retrieved from the transmitted pulse with a high resolution, while the first-order diffractions provide the phase information. In case the transmitted beam is not recorded (e.g., it is used for an experiment after passing through a hole in the scintillator of the camera), the intensity information can be derived after the Fourier treatment of the shearograms, albeit only at the same resolution as the phase.

The fringes of the top-right and bottom-right first-order diffractions in Fig. 2 are analyzed using standard Fourier transform methods introduced by Takeda et al. [18] to retrieve the differential phase in two orthogonal directions. Due to the high-quality, low noise data, phase unwrapping can be done using the one-dimensional phase unwrapping routines available in most computer languages, in both the vertical and horizontal direction, taking the center of the image as the starting point. To invert the shear operator, the two orthogonal differential phase maps are combined to retrieve the phase of the beam itself, using the optimization algorithm described in Supplement 1. All algorithms were implemented in Python. The calculated wavefront of the actual X-ray beam at the camera position is shown in Fig. 3(a).

We then tested the result in the following way. We calculated the differential phase of the reconstructed wavefront of the beam, in the same orthogonal directions as in the experimental data in Fig. 2. These calculated differential phases were compared with the actual measured differential phases, and we call their difference the residual differential phase error. This residual differential phase error is shown in Fig. 3(b) for the top-right interferogram, and in Fig. 3(c) for the bottom-right interferogram. The residual differential phase error is a measure of how well the reconstruction algorithm can find a wavefront that matches the measured data, and it is therefore a good indication of the overall (minimal) error of the whole phase retrieval procedure. The RMS value of the residual differential phase error over the beam aperture is λ/70 for both Figs. 3(b) and 3(c).

With the wavefront and the intensity profile known to achieve great accuracy, the beam can be back propagated to the focal plane using a standard Fresnel propagator. The results, showing a beam focus with a full width at half maximum of 79 nm by 113 nm with a the peak intensity of 2.6 × 10²⁰ W/cm², are presented in Fig. 4.

4. DISCUSSION AND CONCLUSION

To the best of our knowledge, we have presented a new method that uses two checkerboard diffraction gratings to perform shearing interferometry and reconstructed the full wavefront of a focused hard X-ray FEL pulse. From a single shot, the method allows for wavefront retrieval (to the resolution of a fraction of the X-ray wavelength) using the first-order diffraction pulses, as well as the the intensity profile of the beam using transmitted pulse. The method compares favorably with many of the methods that have been used to determine the wavefront at XFEL and Synchrotron facilities in the last decade, such as scanning coherent diffraction microscopy or ptychography [6], Ronchi shearing interferometry [7,8], speckle tracking [26], and Talbot interferometry [9–13]. In ptychography, a nanostructured target is scanned through (or raster scanned close to the focus) in nanometer steps, and the resulting diffraction patterns are recorded and used in a phase-reconstruction algorithm. It is a very powerful microscopic technique that allows for the reconstruction of the sample, which is generally the main goal of X-ray microscopy and imaging beamlines. However, purely from the focus determination point of view, it has several disadvantages in particular for XFELs. For example, for sub µm foci, high-resolution stages with nanometer precision are required, as well as a beam pointing stability of the similar order. Furthermore, multiple shots are needed for the reconstruction, and therefore shot-to-shot changes in the wavefront cannot be detected and will result in calculation errors. Similarly, the previously reported Ronchi shearing interferometry [7] is also not a single-shot technique, but it requires averaging over numbers of shots for wavefront reconstruction and would not allow the intensity profile retrieval at the same time.

In speckle tracking [26], the propagation in space of the speckles introduced by a scattering object is recorded, using two cameras that are placed at different distances from the scattering object. The camera placed closest to the target generally consist of a thin scintillator, so that a significant portion of the beam is transmitted and detected by the second camera. When it comes to wavefront reconstruction, the method can be very accurate (i.e., 100 nrad), with a spatial resolution limited to the speckle size at each detector. However the intensity profile of the original beam is not recorded. Furthermore, the detection requires two cameras separated by a meter or more, each of them mounted on its own X-ray microscope.
Fig. 3. (a) Reconstructed wavefront of the X-ray beam at the camera position, using two orthogonal differential phase measurements (i.e., top-right and bottom-right interference patterns in Fig. 2, and the algorithm described in Supplement 1. The X-ray beam has an RMS wavefront aberration of 0.16 waves. The residual differential phase errors (b and c), corresponding to the top-right and bottom-right shearograms in Fig. 2, respectively. The RMS of the residual differential phase error over the full-beam aperture is $\lambda/70$ for both (b and c).

Fig. 4. Top: propagation of the X-ray beam around the focus. There is a 100 $\mu$m distance in z between the images. (a) Image of the X-ray beam at the best focus and (b) line-out in the vertical (blue) and horizontal (red) direction, showing a full width at half maximum of 79 and 113 nm, respectively. With typical LCLS operation performance of 3 mJ and 50 fs, the peak intensity would be $2.6 \times 10^{20}$ W/cm$^2$.

imaging system; thus, the setup can become space demanding compared to Talbot or DGSI.

Another method, which has in the last few years become a standard at FEL facilities, uses Talbot interferometry: a two-dimensional-patterned transmission grating is placed in the beam, and a camera records the diffraction at the Talbot distance where the grating self-image reappears. Modulations in this image are used to retrieve the wavefront aberrations. The method has reported highly accurate wavefront measurements [10] (i.e., up to $\lambda/100$), and it uses a fairly easy setup, with a single grating and a camera. For the optics used, Talbot gratings typically have pitches in the order of microns and larger, which are relatively easy to fabricate. On the contrary, the grating pitch for DGSI needs to be much smaller (i.e., order of 100 nm in our experiment) since the diffraction orders need to separate from the straight-through beam, and it requires even smaller pitches as the X-ray wavelength becomes shorter. This particular point may become burdensome in a situation where very small spot sizes at high (e.g., >16 keV) photon energies need to be characterized. On the other hand, considering the setup and alignment constraints, Talbot method requires the grating-to-detector distance to be exactly at the Talbot distance. Thus, motorized positioning for a sufficient length along the optical axis, either for the grating or for the detector, is a prerequisite. Since this Talbot distance is photon-energy dependent, changes to the setup and interruption of experiment may be necessary when the photon energy of the beam is changed. This is usually not the case for the DGSI method described in this paper, where physical limitations are only mainly realized when the grating pitch is no longer sufficient to separate the transmitted beam from the diffracted beams.

In terms of the resolution and wavefront sensitivity, both Talbot and DGSI are shearing interferometry techniques, and thus, it is
well known that the precisions by these processes are highly dependent on the degree and contrast of the shear fringes [27]. Indeed, for DGSI, when the shear approaches zero, the interferograms start to consist of nearly perfect linear fringes, even though the underlying beam may contain large aberrations. The more shear applied, the stronger the distortion of the fringes: the distortion in the interferograms due to second-order wavefront aberration scales linearly with the amount of shear, that of third-order aberrations scales quadratically with the amount of shear, etc. Therefore, larger shear values are desirable to achieve the highest sensitivity to the wavefront modulations. In DGSI, this can be changed and optimized in-situ by changing the relative angle $\alpha$ of the two gratings, or by changing the distance $\ell$ between the gratings. In contrast, in the Talbot method, the shear is fixed by the grating pitch and relative distances of the grating and detectors to the focus, as mentioned above. Therefore, fine-tuning of such shear values may or may not be physically realizable in different experiment configurations. One must note that increasing the shear (i.e., increasing the angle $\alpha$) will also increase the fringe frequency of the carrier (on the camera), as can be seen from Eq. (1), and obviously the fringes still need to be resolvable by the camera system. The DGSI method in this manuscript allows one to tune the amount of shear (i.e., tune $\alpha$) to achieve an ideal compromise between these two constraints for every particular setup. At the same time, the DGSI method allows for a simultaneous measurement of the beam intensity profile with a resolution only limited by the detector pixel size, a versatility that none of the other methods has. Alternatively, if the direct beam is not captured on the camera (e.g., by using a scintillator with a hole), it can be used in a subsequent experiment with fully characterized wavefront on every shot with accuracy down to a fraction of the wavelength.
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