A LANDAU–GINZBURG MIRROR THEOREM
WITHOUT CONCAVITY
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ABSTRACT. We provide a mirror symmetry theorem in a range of cases where the state-of-the-art techniques relying on concavity or convexity do not apply. More specifically, we work on a family of FJRW potentials named after Fan, Jarvis, Ruan, and Witten’s quantum singularity theory and viewed as the counterpart of a non-convex Gromov–Witten potential via the physical LG/CY correspondence. The main result provides an explicit formula for Polishchuk and Vaintrob’s virtual cycle in genus zero. In the non-concave case of the so-called chain invertible polynomials, it yields a compatibility theorem with the FJRW virtual cycle and a proof of mirror symmetry for FJRW theory.
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In the last two decades, mirror symmetry has been a central statement in theoretical physics and a fundamental driving force for several developments in mathematics. For instance it can be phrased mathematically as a prediction on Gromov–Witten invariants, namely the intersection numbers attached to curves traced on a Calabi–Yau variety. In this form, it has been proven in a vast range of concrete cases: the most famous example provides a full computation of the genus-zero invariants enumerating rational curves on the quintic threefold ([25] and [34]). Even in this case, it is often pointed out how we still lack a complete computation in higher genus (only the genus-one case was completely proven by Zinger [41]).

But even in genus zero the problem of computing Gromov–Witten invariants of projective varieties is far from being completely solved; indeed, most known techniques focus on computing Gromov–Witten invariants attached to cohomology classes which lie in the so-called ambient part of cohomology: the restriction to classes from the ambient projective space. For the quintic threefold, working with ambient cohomology classes turns out to determine the entire theory; however, in general, this scheme covers only a tiny portion of quantum cohomology. Remarkably, even the ambient cohomology classes may pose problem as soon as we work with orbifolds.

It is interesting to notice that these gaps in Gromov–Witten computation all arise from the same phenomena: as we argue below, certain positivity or negativity conditions named convexity and concavity are not always satisfied (see Remarks 0.1 and 0.2), making the virtual cycle\footnote{It is a crucial cycle of the moduli space of the theory, since Gromov–Witten invariants are intersection numbers of cohomological classes against the virtual cycle.} challenging to compute. In genus one, this difficulty was overcome by Zinger after a great deal of hard work, but we still lack a comprehensive approach for higher genus. Guided by the frame of ideas of mirror symmetry and the Landau–Ginzburg/Calabi–Yau correspondence, we switch to the quantum theory of singularities introduced by Fan, Jarvis, and Ruan ([21], [22]) based on ideas of Witten [40] (FJRW theory). Single non-concave quantum invariants were inferred from concave ones using tautological relation (e.g. using WDVV equation as in [21], [31], or [20]), but so far no systematic approach tackling directly the virtual cycle has been taken. Polishchuk and Vaintrob recently opened the way to an algebraic computation: their construction [37] of a virtual cycle is given by applying the Chern character to a universal object, the fundamental matrix factorization.

In this paper we build upon this work an effective method for computing this algebraic cycle in genus zero. In a range of non-concave singularities — the so-called chain potentials — we provide a systematic computation of the genus-zero intersection numbers within Givental’s quantum Riemann–Roch formalism. We
also prove a compatibility theorem between Polishchuk and Vaintrob’s cycle and FJRW virtual cycle. Altogether, we end with a mirror symmetry theorem for FJRW theory. By casting this non-concave computation within Givental formalism, this paper takes a step forward in FJRW theory computing the virtual cycle and ultimately quantum invariants even beyond ambient cohomology. Next step would be to seek an extension of this genus-zero non-concave result to higher genus, and possibly to Gromov–Witten theory.

0.1. Non-convexity in genus zero. Consider a degree- \(d\) hypersurface \(X\) within the projective space \(\mathbb{P}^{d-1}\). Convexity holds in genus-\(g\) if for every stable map \(f: C \to \mathbb{P}^{d-1}\), from a genus-\(g\) curve \(C\), we have \(H^1(C, f^* \mathcal{O}(d)) = 0\) (see [14, Example B]). When satisfied, this condition allows us to deduce the Gromov–Witten theory of \(X\) from the known Gromov-Witten theory of \(\mathbb{P}^{d-1}\) via the quantum Lefschetz principle [16]. For Calabi–Yau hypersurfaces, the condition holds in genus-zero as soon as the ambient projective space is Gorenstein, which is of course always the case for ordinary projective spaces. But convexity can fail in genus-zero for (Calabi–Yau) hypersurfaces in the orbifold setting, as the weighted projective space \(\mathbb{P}(w_1, \ldots, w_N)\) is Gorenstein if and only if \(w_j\) divides \(\sum_k w_k\) for all \(j\).

| \(\forall j, \ w_j \mid \sum_{k=1}^N w_k\) | \(\exists j \text{ s.t. } w_j \not\mid \sum_{k=1}^N w_k\) |
|--------------------------------|---------------------------------|
| \(\mathbb{P}(w_1, \ldots, w_N)\) is Gorenstein | \(\mathbb{P}(w_1, \ldots, w_N)\) is not Gorenstein |
| Convexity holds in genus-zero | Convexity can fail in genus-zero |

**Remark 0.1.** To highlight that convexity can fail in the orbifold setting for a degree-\(d\) Calabi–Yau hypersurface, we consider a smooth curve \(\mathcal{C}\) of genus zero with stack-theoretic markings \(\sigma_1, \ldots, \sigma_n\) and a stable map \(f: \mathcal{C} \to \mathbb{P}(w_1, \ldots, w_N)\). The Calabi–Yau condition reads \(d = w_1 + \cdots + w_N\), the coarse space of \(\mathcal{C}\) is \(\mathbb{P}^1\) and we denote by \(\pi: \mathcal{C} \to \mathbb{P}^1\) the projection. The line bundle \(f^* \mathcal{O}(d)\) equals \(\mathcal{O}_\mathcal{C}([M])\), where \(M\) is a divisor on the smooth curve \(\mathcal{C}\). This divisor is a sum \([M] + [M']\) of two divisors, where \([M]\) is a pull-back from the coarse space and \([M]\) is a fractional divisor coming from the markings. Explicitly, we have

\[
[M] = (\deg(f)d - \langle du_1 \rangle - \cdots - \langle du_n \rangle) \cdot \pi^* [pt] \in \mathbb{Z} \cdot \pi^* [pt],
\]

\[
[M] = \langle du_1 \rangle \cdot [\sigma_1] + \cdots + \langle du_n \rangle \cdot [\sigma_n],
\]

where \(pt \in \mathbb{P}^1\), \((\cdot)\) is the fractional part and \(u_1, \ldots, u_n\) lie in

\[\{0 \leq u < 1 \mid \exists j \text{ s.t. } w_j \cdot u \in \mathbb{N}\}\.
\]

The numbers \(u_1, \ldots, u_n\) correspond to the characters of the restriction of \(f\) to the marked points (see [1] and [14]). Since \(H^*(\mathcal{C}, \mathcal{O}_\mathcal{C}([M] + [M])) = H^*(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}([M]))\), convexity depends on the sign of \([M]\). Indeed, under the condition

\[
\deg(f)d - \langle du_1 \rangle - \cdots - \langle du_n \rangle \geq 0,
\]

Serre duality gives

\[
H^1(C, f^* \mathcal{O}(d))^\vee = H^1(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}([M]))^\vee \\
\simeq H^0(\mathbb{P}^1, \omega_{\mathbb{P}^1} \otimes \mathcal{O}_{\mathbb{P}^1}([-M])) \hookrightarrow H^0(\mathbb{P}^1, \omega_{\mathbb{P}^1}) = 0.
\]

For a Gorenstein ambient space \(\mathbb{P}(w_1, \ldots, w_N)\), inequality (1) holds because \(\langle du_i \rangle = 0\) for all \(u_i\). Without the Gorenstein condition, the divisor \([M]\) can be negative and
the obstruction \(H^1(\mathcal{C}, f^*\mathcal{O}(d))\) to the quantum Lefschetz principle does not necessarily vanish. Coates et al discuss extensively the possibility of stable genus-zero maps with nontrivial obstruction in “The Quantum Lefschetz Hyperplane Principle Can Fail for Positive Orbifold Hypersurfaces” [15].

0.2. Invertible polynomials. Berglund–Hübsch’s treatment [4] of hypersurfaces via the so-called invertible polynomials provides illuminating examples of non-Gorenstein ambient space. Invertible polynomials are characterized for having as many monomials as variables

\[ W(x_1, \ldots, x_N) = x_1^{m_1} \cdots x_N^{m_N} + \cdots + x_1^{m_{N,1}} \cdots x_N^{m_{N,N}} \]

and are naturally encoded by an invertible matrix of exponents \(E_W = (m_{k,j})\). In this way \(W\) is quasi-homogeneous with respect to a unique choice of the weights, and we further impose non-degeneracy: \(\partial W(x)/\partial x_j = 0, \forall j \implies x_j = 0, \forall j\). Thus, the zero locus \(\{W = 0\}\) in the corresponding weighted projective space is a smooth (stack-theoretic) hypersurface and is Calabi–Yau as soon as the degree of \(W\) equals the sum of the weights. These polynomials were completely classified by Kreuzer and Skarke [33] as Thom–Sebastiani sums\(^2\) of terms of type Fermat, chain or loop

\begin{align*}
\text{(a) } & x_{a+1}, \\
\text{(b) } & x_1^{a_1}x_2 + \cdots + x_1^{a_{c-1}}x_c + x_1^{a+c} \\
\text{(c) } & x_1^{a_1}x_2 + \cdots + x_l^{a_{l-1}l}x_l + x_1^{a_l}1 \\
& \text{ with } c \geq 2; \quad \text{ with } l \geq 2.
\end{align*}

Clearly, if only Fermat terms occur, the weights \(w_j\) divide the degree \(d\). On the other hand, the Gorenstein condition may fail when chain terms appear, consider for instance the chain polynomial \(W = x_1^2x_2 + x_1^3x_3 + x_1^{10}x_5 + x_1^{11}\) with weights \((4,3,2,1,1)\) and degree 11. We further develop this example in Sect. 3.5 and in Sect. 4.3.

Under the Calabi–Yau assumption, these polynomials allow an explicit and elementary construction of the (conjectural) mirror:

\[
\begin{array}{c|c}
\text{A-side} & \{W = 0\} \\
\hline
\text{B-side} & [\{W^\vee = 0\}/\text{SL}(W^\vee)]
\end{array}
\]

where the quotient on the B-side is a stack quotient, \(W^\vee\) is the invertible polynomial encoded by the transposed matrix \((E_W)^T = (m_{j,k})\) and \(\text{SL}(W^\vee)\) is a group containing automorphisms of \(W^\vee\) of determinant 1, see Remark 1.1. Since mirror symmetry yields explicit Gromov–Witten theory predictions, these examples are ideal for developing new techniques in non-convex cases.

0.3. LG/CY correspondence. As mentioned above, precisely as in Witten [40, §3.1], we look at Calabi–Yau via singularities; namely we pass from a Calabi–Yau (CY) hypersurface \(\{W = 0\} \subset \mathbb{P}(w)\) to the Landau–Ginzburg (LG) model \(W: \mathbb{C}^N \to \mathbb{C}\) whose monodromy around at the origin is given by the group \(\mu_d = \langle j \rangle\) of order \(d\) generated by the grading element

\[ j := \text{diag}(\exp(2i\pi w_1/d), \ldots, \exp(2i\pi w_N/d)). \]

\(^2\)A Thom–Sebastiani sum is a sum of terms with disjoint sets of variables.
This quantum theory of singularities was recently introduced under the name of FJRW theory by Fan, Jarvis, and Ruan ([21], [22]) building upon Witten’s initial analytic construction [40]. Polishchuk and Vaintrob have provided in [37] an algebro-geometric counterpart. The compatibility between [21] and [37] is only partly proven, for instance for simple singularities [37, Theorem 7.6.1] or for invariants with so-called narrow entries [5, Theorem 1.2]. We establish it also for chain polynomials, see Theorem 3.24.

This paper is the first proof of one of the numerous conjectures beyond concavity casted by Chiodo and Ruan [11] within the unified framework of global mirror symmetry, made precise in the case of Fermat polynomials by Chiodo, Iritani, and Ruan in [8]. In this framework the above LG/CY correspondence is pictured as the mirror of the pencil deforming \(\{W^\vee = 0\}\) along a weighted projective line \(\mathbb{P}(d,1)\).

| GW theory of CY | FJRW theory of LG |
|-----------------|-------------------|
| \(\{W = 0\}\)  | \(W : [\mathbb{C}^N/\mu_d] \to \mathbb{C}\) |

| \(t = \infty\) | \(\{W^\vee - t \cdot \prod x_j = 0\}/\text{SL}(W^\vee)\) |
| \(t = 0\)     | \(\text{SL}(W^\vee)\) |

Figure 1. Global Mirror Symmetry.

More precisely, two identifications of local systems over \(\mathbb{P}(d,1)\) are expected: one at \(t = \infty\) and the other at the orbifold point \(t = 0\). On the B-side of the mirror, the local system is given over a Zariski open set in the projective line by the primitive cohomology of the quotient stack \(\{W^\vee - t \cdot \prod x_j = 0\}/\text{SL}(W^\vee)\), together with the Gauss–Manin connection. On the A-side, there are two local systems, defined over two punctured disks, induced by GW and FJRW theories and their respective quantum products. We show mirror symmetry at the point \(t = 0\) for every chain polynomial. We hope this technique will shed new light on other non-convex cases that occur systematically in the global mirror symmetry conjecture.

0.4. Landau–Ginzburg side and concavity, a change of perspective. The FJRW theory of \(W : [\mathbb{C}^N/\mu_d] \to \mathbb{C}\) is radically different from the GW theory of \(\{W = 0\}\), but they have some aspects in common. For instance, the dichotomy between ambient cohomology classes and primitive cohomology classes for \(\{W = 0\}\) emerges also on the LG side. Usually referred as states, the cohomology classes of an LG model are cohomology classes (relative to the Milnor fiber, see Sect. 1.5) of the inertia stack

\[
I_{[\mathbb{C}^N/\mu_d]} = \bigsqcup_{0 \leq m < d} \text{Fix}(\mathbb{C}^N, y^m)/\mu_d,
\]

where \(\text{Fix}(\cdot, \gamma)\) is the fixed point set with respect to \(\gamma\). The counterpart of ambient classes simply corresponds to narrow states: cohomology classes on the zero-dimensional sectors of the inertia stack. The remaining higher dimensional sectors produce the counterpart to primitive cohomology: broad states (see [10]).

Interestingly, the counterpart of the convexity \((H^1 = 0)\) of Gromov–Witten theory is the concavity \((H^0 = 0)\) of FJRW theory. More precisely, the geometric object considered by FJRW theory of \(W : [\mathbb{C}^N/\mu_d] \to \mathbb{C}\) is an \(n\)-pointed curve \(C\) with
a line bundle \( \mathcal{L} \) such that \( \mathcal{L}^\otimes d \simeq \omega_{C, \log} := \omega_C(\sigma_1 + \cdots + \sigma_n) \), where \( \sigma_1, \ldots, \sigma_n \) are the marked points. Using the weights of \( W \), we define line bundles \( \mathcal{L}_1 := \mathcal{L}^w_1, \ldots, \mathcal{L}_N := \mathcal{L}^w_N \). Concavity in genus-g means

\[
H^0(C, \mathcal{L}_j) = 0, \quad \forall j,
\]

for every genus-g objects.

| \( \forall j \), \( w_j \mid d \) | \( \exists j \text{ s.t. } w_j \nmid d \) |
|---------------------------------|---------------------------------|
| Concavity holds in genus-zero for polynomial singularities with weights \( (w_1, \ldots, w_N) \) and degree \( d \) | Concavity always fails in genus-zero for polynomial singularities with weights \( (w_1, \ldots, w_N) \) and degree \( d \) |

**Remark 0.2.** To highlight that concavity always fails when \( \mathbb{P}(w_1, \ldots, w_N) \) is not Gorenstein (with \( d = w_1 + \cdots + w_N \)), we consider a smooth curve \( C \) of genus zero with stack-theoretic markings \( \sigma_1, \ldots, \sigma_n \) (as in Remark 0.1) and a line bundle \( \mathcal{L} \) such that \( \mathcal{L}^\otimes d \simeq \omega_{C, \log} \). The restriction of the line bundle \( \mathcal{L} \) to the marked points yields possibly nontrivial characters \( v_1, \ldots, v_n \) lying in

\[
\{ v \in [0,1] \mid d \cdot v \in \mathbb{N} \}.
\]

The characters of the line bundle \( \mathcal{L}_j \) on the marked points are then \( \langle w_j, v_1 \rangle, \ldots, \langle w_j, v_n \rangle \). Note that a state \( v_i \) is broad if and only if there is some \( j \) such that \( \langle w_j, v_i \rangle = 0 \). The line bundle \( \mathcal{L}_j \) is the sum of two divisors \( [M_j] \) and \( \langle M_j \rangle \) (as in Remark 0.1) and we have

\[
[M_j] = \left( (n-2) \frac{w_j}{d} - \langle w_j, v_1 \rangle - \cdots - \langle w_j, v_n \rangle \right) \cdot \pi^* [pt],
\]

\[
\langle M_j \rangle = \langle w_j, v_1 \rangle \cdot [\sigma_1] + \cdots + \langle w_j, v_n \rangle \cdot [\sigma_n],
\]

where \( pt \in \mathbb{P}^1 \) is a point of the coarse space of \( C \), \( \pi : C \to \mathbb{P}^1 \) is the projection and the first equality follows from \( \mathcal{L}_j^\otimes d \simeq (\omega_{C, \log})^{\otimes w_j} \). Since \( H^0(C, \mathcal{L}_j) = H^0(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(\langle M_j \rangle)) \), we see that concavity depends on the sign of \( [M_j] \). When every weight \( w_j \) divides the degree \( d \) and every state is narrow, then we have

\[
\langle w_j, v_i \rangle \in \left( \frac{w_j}{d} \right) \cdot \mathbb{N}^* \quad \text{and thus} \quad \frac{w_j}{d} \leq \langle w_j, v_i \rangle
\]

for all \( i \) and \( j \). Therefore \( [M_j] \) is a negative divisor and concavity holds. When one of the weights does not divide \( d \) or when one of the states is broad, the inequality

\[
0 \leq \langle w_j, v_i \rangle < \frac{w_j}{d}
\]

always occurs for some choice of \( v_i \) and \( j \). For instance, we consider the polynomial \( W = x_1^3 x_2 + x_2^3 x_3 + x_3^3 x_4 + x_4^{10} x_5 + x_5^3 \) with weights \( (4,3,2,1,1) \) and degree 11, a genus-zero curve with three marked points and the line bundle \( \mathcal{L} \) whose restriction to the marked points yields the characters \( 3/11, 3/11 \) and \( 6/11 \). In this situation, all the marked points are narrow and we have \( \dim H^0(C, \mathcal{L}_1) = 1 \).

**0.5. An invertible limit to the Euler class.** The virtual cycle is central to FJRW theory. It is a well-defined cycle whose construction is non-trivial, but, at least when restricted to narrow states, it provides in a very special case the answer to a natural algebro-geometric question which is open in general: what is an Euler class of a push-forward of a vector bundle?

In FJRW theory, we are confronted with the following situation. Consider a family of curves \( \pi : C \to S \) over a smooth and proper base \( S \), together with a universal
line bundle $\mathcal{L}$ satisfying $\mathcal{L}^{\otimes d} \simeq \omega_{\pi, \log}$. As before we take $\mathcal{L}_1 := \mathcal{L}, \ldots, \mathcal{L}_N := \mathcal{L}^{w_N}$ and we set $\mathcal{E} := \mathcal{L}_1 \oplus \cdots \oplus \mathcal{L}_N$. The push-forward $\pi_\ast \mathcal{E}$ is not a vector bundle in general. But, under the concavity assumption, the sheaf $R^1 \pi_\ast \mathcal{E}$ is a vector bundle and $R^0 \pi_\ast \mathcal{E}$ vanishes. Therefore we define the virtual cycle as the Poincaré dual of the Euler class of the vector bundle $R^1 \pi_\ast \mathcal{E}$, that is

$$c_{\text{vir}} := c_{\text{top}}(R^1 \pi_\ast \mathcal{E}).$$

Without concavity, we have to deal with both $R^0 \pi_\ast \mathcal{E}$ and $R^1 \pi_\ast \mathcal{E}$, and none of them is a vector bundle in general. Remarkably, the condition $\mathcal{L}^{\otimes d} \simeq \omega_{\pi, \log}$ on the universal line bundle gives us the opportunity to extend the definition of Euler class to the K-theoretic element $R^\ast \pi_\ast \mathcal{E}$, in a way that respects the multiplicative property\(^3\) of Euler class. Namely, we use Polishchuk–Vaintrob’s algebraic class, revisited as the cohomology of a recursive complex (see Definition 3.1) and computed as the limit of a specific characteristic class, that we now explain.

For a vector bundle $V$ on $S$ and a parameter $t \in \mathbb{C}$, let us define the class

$$c_t(V) := \text{Ch}(\lambda_{-t} V^\vee) \cdot \text{Td}(V) \in H^\ast(S)[t],$$

where $\lambda_{-t}$ denotes the $\lambda$-ring structure of K-theory according to [23], that is

$$\lambda_k V := \sum_{k \geq 0} \Lambda^k V \cdot t^k \in K(S)[t].$$

The classes $\lambda_k V$ and $c_t(V)$ are invertible in $K(S)[t]$ and in $H^\ast(S)[t]$ and, by [23, Proposition 5.3], we have

$$\lim_{t \to 1} c_t(V) = c_{\text{top}}(V).$$

For a complex $[A \to B]$ of vector bundles over $S$, let us define

$$c_t([A \to B]) := \frac{c_t(B)}{c_t(A)} = \text{Ch} \left( \frac{\lambda_{-t} B^\vee}{\lambda_{-t} A^\vee} \right) \cdot \frac{\text{Td} B}{\text{Td} A} \in H^\ast(S)[t].$$

We check that the definition (4) depends only on the K-theory class $[A] - [B]$. In general, the limit $t \to 1$ diverges.

**Remark 0.3.** The class $c_t(V)$ differs from the equivariant Euler class of $V$ appearing in previous similar approaches to quantum cohomology (e.g. [16]). In terms of the roots $\alpha_1, \ldots, \alpha_v$ of the vector bundle $V$, the class is

$$c_t(V) = \prod_{k=1}^v \frac{e^{\alpha_k} - t}{e^{\alpha_k} - 1} \cdot \alpha_k.$$

We state straight away the main technical result of the paper in the case of a chain polynomial with narrow states. We refer to Theorem 3.21 for a complete statement, including broad states and other invertible polynomials.

**Theorem 0.4** (See Theorem 3.21). In the narrow sector and for a chain polynomial $W = x_1^{a_1} x_2 + \cdots + x_{N-1}^{a_{N-1}} x_N + x_N^{a_N+1}$, the following limit converges and equals the virtual class

$$c_{\text{vir}} = \lim_{t \to 1} \prod_{j=1}^N c_{t_j}(R\pi_\ast(\mathcal{L}_j))$$

with $t_j := t^{(-a_1)\cdots(-a_{j-1})}$.

---

\(^3\)The multiplicative property $c_{\text{top}}(V + W) = c_{\text{top}}(V) \cdot c_{\text{top}}(W)$ is the starting point of cohomological field theory, namely the factorization property.
When broad entries are involved, Theorem 3.21 still bears information on the 
computation of Polishchuk and Vaintrob’s algebraic class. On the other hand, the 
compatibility with FJRW virtual class is still an open question. With regard to 
chain invertible polynomials, we prove the following compatibility theorem.

**Theorem 0.5** (See Theorem 3.24). For every chain polynomials in every genus, 
Polishchuk and Vaintrob’s algebraic class coincides with Fan–Jarvis–Ruan–Witten 
virtual class, up to a rescaling of the broad sector.

### 0.6. Mirror symmetry

We go further and prove mirror symmetry for chain polynomials. Let $W$ be a chain polynomial

$$W = x_1^{a_1} x_2 + \cdots + x_{N-1}^{a_{N-1}} x_N + x_N^{a_N+1},$$

with weights $(w_1, \ldots, w_N)$ and degree $d$. The mirror polynomial $W^\vee$ is defined by

$$W^\vee = y_1^{a_1} + y_1 y_2^{a_2} + \cdots + y_{N-1} y_N^{a_N+1},$$

with different weights and degree in general. We look at two local systems.

On the B-side, we already mentioned that the local system is given by the primitive cohomology of the fibration $\{W^\vee - t \cdot \prod x_j = 0\}/\SL(W^\vee) \to \Delta^*$ over a pointed disk $\Delta^*$ of $\mathbb{C}$ around 0, together with the Gauss–Manin connection $\nabla^B$.

Then, we have the sub-local system $(\mathcal{E}^B, \nabla^B)$ attached to the Picard–Fuchs equation of the polynomial $W^\vee$ (see Definition 1.13 or e.g. [36]), that is

$$\left[ t^d \prod_{j=1}^N \prod_{c=0}^{w_j-1} \left( \frac{w_j}{d} \frac{\partial}{\partial t} + c \right) - \prod_{c=1}^{d} \left( \frac{\partial}{\partial t} - c \right) \right] \cdot f(t) = 0.$$

Observe that the integers $w_j$ and $d$ in the Picard–Fuchs equation above are the 
weights and the degree of the polynomial $W$. A fundamental solution of the Picard–
Fuchs equation is given by the I-function (105).

On the A-side, we take the trivial vector bundle given by the state space over itself, equipped with a connection $\nabla^A$ induced by the quantum FJRW invariants (see (25) and (26)). This local system can be entirely recovered by the J-function

$$J(h, -z) = -z e_j + h + \sum_{n \geq 0} \sum_{l \geq 0}^{\gamma_1, \ldots, \gamma_n, \tilde{\gamma}} \langle e_{\gamma_1}, \ldots, e_{\gamma_n}, \tilde{\gamma} (e_{\tilde{\gamma}}) \rangle_{0, n+1} \frac{h^{\gamma_1} \cdots h^{\gamma_n}}{n! (-z)^{l+1} \tilde{\gamma}},$$

where $h = \sum h^2 e_{\gamma_1}$ is the decomposition of an element of the state space on a basis
and $e_{\tilde{\gamma}}$ is dual to $e_{\gamma}$ via the pairing of the state space.

**Theorem 0.6** (See Theorem 1.15). Let $W$ be a Calabi–Yau chain polynomial and
$\Delta^*$ be a sufficiently small pointed disk of $\mathbb{C}$ around 0. There exists an explicit 
embedding $\tau$ of the pointed disk $\Delta^*$ into the state space of FJRW theory, such that we 
have an isomorphism of local systems

$$\tau^*(\mathcal{E}^A, \nabla^A) \simeq (\mathcal{E}^B, \nabla^B)$$

over $\Delta^*$, where $(\mathcal{E}^A, \nabla^A)$ is the local system over $\tau(\Delta^*)$ entirely determined by the 
restriction of the J-function to $h \in \tau(\Delta^*)$ (see Definition 1.12). Moreover, the rank of 
the vector bundles $\mathcal{E}^A$ and $\mathcal{E}^B$ equals the dimension of the narrow sector.

---

4 The J-function is a fundamental solution of the scalar differential equation of the local system, 
see [29, Definition 4.6].

5 Precisely, we prove in Theorem 1.15 that the I-function is proportional to the restriction of 
the J-function to $\tau(\Delta^*)$. The embedding $\tau$ is called the mirror map.
Structure of the paper. In Sect. 1, we reformulate Kreuzer’s and Krawitz’s explicit description of the state space of invertible polynomials (see [32] and [30]) using a natural bookkeeping device of decorated graphs. We present mirror symmetry at the state space level and we introduce it at the quantum cohomology level (this involves the moduli space of $W$-spin curves). Using D-module structures, we give in Theorem 1.15 the geometric signification of the mirror symmetry Theorem 4.2. In Sect. 2, we present Polishchuk–Vaintrob’s construction [37] of their algebraic class for the quantum singularity theory. In Sect. 3, we introduce the notion of a recursive complex which in several cases allows us to compute Polishchuk–Vaintrob’s class, see Theorem 3.21. We also check the compatibility between this class and FJRW virtual class for every chain polynomials in every genus, see Theorem 3.24. In Sect. 4, we cast our computation within Givental’s quantization formalism and we prove the mirror symmetry statement for FJRW theory of chain polynomials, see Theorem 4.2.
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1. Quantum singularity theory

Any Landau–Ginzburg (LG) orbifold carries a cohomological field theory, first introduced by Fan–Jarvis–Ruan ([21], [22]) inspired by Witten [40]. We have two motivations to focus on invertible polynomials with diagonal automorphisms: there is a complete description of the state space and a definition for the (conjectural) mirror LG orbifold. In Sect. 1.2, we encode any invertible polynomial into an oriented graph; in Sect. 1.3, we write a basis of the state space by means of decorations on such graph. In Sect. 1.4, we introduce the moduli space of $W$-spin curves and the quantum singularity theory. In Sect. 1.5, we state our mirror symmetry Theorem 1.15, which is the geometric content of Theorem 4.2. In particular, we explain the D-module structures on the A-state space of an LG orbifold and on the B-state space of the mirror LG orbifold.

1.1. Conventions and notations. With respect to FJRW theory, two cohomological classes have been recently introduced: the FJRW virtual class by Fan, Jarvis, and Ruan ([21], [22]) on one side and an algebraic class by Polishchuk and Vaintrob [37] on the other side. Fan, Jarvis, and Ruan view this class analytically and follow Witten’s initial sketched idea [40] formalized for A-singularities by Mochizuki. Polishchuk and Vaintrob provide an algebraic construction, which generalizes their previous construction and that of Chiodo [6] in the A-singularities case. So far little is known on the compatibility between these two approaches: Faber, Shadrin, and Zvonkine’s work may be regarded as a check of compatibility of all approaches in the A-singularities case. Polishchuk and Vaintrob push forward this check to all simple singularities in [37]. Chang, Li, and Li prove the match when only narrow
entries occur in [5, Theorem 1.2]. Theorem 3.24 establishes the compatibility between the two approaches for all chain polynomials. However, the equivalence is still unresolved for invertible polynomials in general.

Both cycles lead to cohomological field theories, see [21, Theorem 4.1.8] for the FJRW virtual cycle and [37, Sect. 5] for Polishchuk and Vaintrob’s cycle. Therefore, we also call Polishchuk and Vaintrob’s class a virtual class and denote it by \( c_{\text{PV}}^\text{vir} \), while \( c_{\text{FJRW}}^\text{vir} \) stands for the FJRW virtual class. Quantum invariant with the upper-script PV (resp. FJRW) refers to an intersection number against \( c_{\text{PV}}^\text{vir} \) (resp. \( c_{\text{FJRW}}^\text{vir} \)).

We work in the algebraic category and over \( \mathbb{C} \). All stacks are smooth and proper Deligne–Mumford stacks; we use also the term “orbifold” for this type of stacks. We denote orbifolds by curly letters, e.g. \( \mathcal{C} \) is an orbifold curve and the scheme \( C \) is its coarse space. We remind that vector bundles are coherent locally free sheaves and that the symmetric power of a two-term complex is the complex

\[
\text{Sym}^k ([A \to B]) = [\text{Sym}^k A \to \text{Sym}^{k-1} A \otimes B \to \cdots \to A \otimes \Lambda^{k-1} B \to \Lambda^k B]
\]

with morphisms induced by \( A \to B \).

All along the text, the index \( i \) varies from 1 to \( n \) and refers exclusively to the marked points of a curve whereas the index \( j \) varies from 1 to \( N \) and corresponds to the variables of the polynomial. We represent tuples by overlined notations, e.g. \( \overline{\gamma} = (\gamma(1), \ldots, \gamma(n)) \), or by underlined notations, e.g. \( \underline{p} = (p_1, \ldots, p_N) \).

1.2. Landau–Ginzburg orbifold. Let \( w_1, \ldots, w_N \) be coprime positive integers and let \( W \) be a quasi-homogeneous polynomial of degree \( d \) with weights \( w_1, \ldots, w_N \). For any \( \lambda, x_1, \ldots, x_N \in \mathbb{C} \), we have

\[
W(\lambda^{w_1} x_1, \ldots, \lambda^{w_N} x_N) = \lambda^d W(x_1, \ldots, x_N).
\]

We call charges of the polynomial \( W \) the rational numbers \( q_j := w_j / d \) for all \( j \).

The group of diagonal automorphisms of the polynomial \( W \) consists of diagonal matrices \( \text{diag}(\lambda_1, \ldots, \lambda_N) \) satisfying

\[
W(\lambda_1 x_1, \ldots, \lambda_N x_N) = W(x_1, \ldots, x_N) \quad \text{for every } (x_1, \ldots, x_N) \in \mathbb{C}^N.
\]

In this paper we write \( \text{Aut}(W) \) for this group; it contains the grading element: the matrix

\[
j := \text{diag}(e^{2i\pi q_1}, \ldots, e^{2i\pi q_N}) , \quad q_j := \frac{w_j}{d}
\]

of order \( d \). Any subgroup containing this matrix is called admissible.

We say that a quasi-homogeneous polynomial \( W \) is non-degenerate if it has an isolated singularity at the origin and if its weights are uniquely defined. Then the dimension of the Jacobian ring

\[
\mathcal{Q}_W := \mathbb{C} [x_1, \ldots, x_N] / (\partial_1 W, \ldots, \partial_N W)
\]

is finite over \( \mathbb{C} \) and so is the group \( \text{Aut}(W) \). The zero locus \( \{W = 0\} \) of a non-degenerate polynomial \( W \) is a smooth hypersurface within the weighted projective space \( \mathbb{P}(w_1, \ldots, w_N) \). By the adjunction formula, its canonical bundle vanishes when \( d = w_1 + \cdots + w_n \). Under this condition we refer to \( W \) as a Calabi–Yau polynomial.

**Remark 1.1.** Under the Calabi–Yau condition, the group \( \text{SL}(W) \) of diagonal automorphisms with determinant 1 is admissible and we set \( \overline{\text{SL}}(W) := \text{SL}(W) / \langle j \rangle \).
**Definition 1.2.** A Landau–Ginzburg (LG) orbifold is a pair \((W, G)\) with \(W\) a non-degenerate (quasi-homogeneous) polynomial and \(G\) an admissible group. We regard \((W, G)\) as a morphism \(W \colon \mathbb{C}^N \to \mathbb{C}/G\) where \([\mathbb{C}^N/G] \) is a quotient stack.

Consider a non-degenerate polynomial
\[
W(x_1, \ldots, x_N) = c_1 x_1^{m_{1,1}} \cdots x_N^{m_{1,N}} + \cdots + c_R x_1^{m_{R,1}} \cdots x_N^{m_{R,N}},
\]
and write \(E_W := (m_{k,j})\) for the matrix of exponents. For \(R = N\), this matrix is invertible (the weights are uniquely defined), hence we have the following definition.

**Definition 1.3** (Berglund–Hübsch, [4]). An invertible polynomial is a non-degenerate (quasi-homogeneous) polynomial with as many variables as monomials.

Up to a change of coordinates of \(\mathbb{C}^N\), we may assume \(c_1 = \cdots = c_N = 1\), so that an invertible polynomial is determined by the matrix of exponents. According to Kreuzer–Skarke [33], every invertible polynomial is a Thom-Sebastiani (TS) sum of invertible polynomials, with disjoint sets of variables, of the following three types

\[
\begin{align*}
\text{Fermat:} & \quad x_1^{a+1} \\
\text{chain of length } c : & \quad x_1^{a_1} x_2 + \cdots + x_{c-1}^{a_{c-1}} x_c + x_c^{a_c+1} \quad (c \geq 2), \\
\text{loop of length } l : & \quad x_1^{a_1} x_2 + \cdots + x_{l-1}^{a_{l-1}} x_l + x_l^{a_l} x_1 \quad (l \geq 2).
\end{align*}
\]

Let us point out to the reader our non-standard choice for the exponent of Fermat polynomial and for the last exponent of chain polynomials. This will become clear in the next paragraph. Once for all, we assume

\[
\text{(7)} \quad \text{every diagonal entry of } E_W \text{ is greater or equal to } 2.
\]

This is a slight restriction, especially for Calabi–Yau polynomials, where only the polynomials \(xy + y^k\) are excluded.

We attach to the invertible polynomial \(W\) an oriented graph \(\Gamma_W\) (possibly containing loops, i.e. oriented edges starting and ending at the same vertex), whose vertices \(v_1, \ldots, v_N\), in one-to-one correspondence with the variables, are decorated by a positive integer via \(f_W : v_j \mapsto a_j\) as follows. Given an index \(j\), there is a unique index \(t(j)\), possibly equal to \(j\), such that
\[
x_j^{a_j} x_{t(j)} \text{ is a monomial of } W;
\]
we draw an arrow from \(v_j\) to \(v_{t(j)}\), set \(f_W(v_j) := a_j\) and say that \(v_{t(j)}\) follows \(v_j\). There is a bijection between connected components and the terms of the TS sum.

\[
\begin{align*}
\text{Fermat} & \quad \text{chain} \\
\text{as a consequence, it is convenient to write any invertible polynomial as}
\end{align*}
\]

\[
W = x_1^{a_1} x_{t(1)} + \cdots + x_N^{a_N} x_{t(N)}
\]
and to define a sort of going-back function

$$s: \{1, \ldots, N\} \rightarrow \{-\infty, 1, \ldots, N\}$$

$$k \mapsto \begin{cases} j & \text{if } t(j) = k \text{ and } j \neq k, \\ -\infty & \text{otherwise.} \end{cases}$$

1.3. State space. We focus on the LG orbifold \((W, \text{Aut}(W))\) where \(W\) is an invertible polynomial, and we give a basis of the state space. This case embodies the relevant information for the LG mirror symmetry Theorem 1.15 for Calabi–Yau hypersurfaces of chain-type.

Following the established FJRW terminology, for any \(\gamma \in \text{Aut}(W)\) there is a dichotomy between broad and narrow variables (or vertices), where the set of broad variables is

$$\mathcal{B}_\gamma = \{x_j \mid \gamma_j = 1\}.$$ 

In the graph \(\Gamma_W\), any broad vertex is followed by a broad vertex. The restriction \(W_\gamma\) of the polynomial \(W\) to the invariant space \((\mathbb{A}^N)^\gamma\) under the action of \(\gamma\) yields

$$H_\gamma := (Q_{W_\gamma} \otimes d\mathcal{L}_\gamma)^{\text{Aut}(W)} \quad \text{with } d\mathcal{L}_\gamma := \bigwedge_{x_j \in \mathcal{B}_\gamma} dx_j.$$ 

This is the invariant part of \(Q_{W_\gamma} \otimes d\mathcal{L}_\gamma\) under the induced action of \(\text{Aut}(W)\).

**Definition 1.4.** The A-state space for the LG orbifold \((W, \text{Aut}(W))\) is the vector space

$$H = \bigoplus_{\gamma \in \text{Aut}(W)} H_\gamma$$

equipped with a bidegree and a natural non-degenerate symmetric bilinear pairing, an orbifolded version of the residue pairing. We refer to [8, Equation (4)] or [37, Equation (5.12)] for further details, and to (13) and (14) for expressions with respect to a chosen basis.

We now show how certain decorations of \((\Gamma_W, \mathcal{B}_\gamma)\) can be used as a bookkeeping device classifying vectors of the A-state space. A decoration of the graph \(\Gamma_W\) is simply a subset \(\mathcal{E}_\gamma\) of \(\mathcal{B}_\gamma\). On the graph, we represent the variables contained in \(\mathcal{E}_\gamma\) by a crossed vertex (see the figure below). To fix ideas, a variable (or a vertex) can be

(a) narrow,
(b) broad and crossed, or
(b’) broad and uncrossed.

We lighten terminology by omitting “broad” and writing “crossed” and “uncrossed”.

**Definition 1.5.** A decoration \(\mathcal{E}_\gamma\) is admissible if every uncrossed vertex is followed by a crossed vertex and every crossed vertex is followed by itself or by an uncrossed vertex (every vertex with a loop is crossed). A decoration \(\mathcal{E}_\gamma\) is balanced if in each connected component of the graph there are as many uncrossed vertices as crossed vertices.

For an admissible decoration, one alternates between uncrossed and crossed vertices, and if the decoration is balanced, the number of broad vertices in each connected component is even.
To any admissible and balanced decoration $\mathcal{C}_\gamma$, we associate the element

$$e(\mathcal{C}_\gamma) := \prod_{k=1}^{m'} \left( \prod_{x_j \in (\mathcal{B}_\gamma \setminus \mathcal{C}_\gamma) \cap L_k} a_j x_j^{a_j-1} - \prod_{x_j \in \mathcal{C}_\gamma \cap L_k} -x_j^{a_j-1} \right) \cdot \prod_{k=1}^{m} \left( \prod_{x_j \in (\mathcal{B}_\gamma \setminus \mathcal{C}_\gamma) \cap C_k} a_j x_j^{a_j-1} \right) \cdot \bigwedge_{x_j \in \mathcal{B}_\gamma} dx_j$$

of the space $\mathbf{H}_\gamma$, with $a_j := f_W(v_j)$. In this formula, the sets of vertices $L_1, \ldots, L_m$ correspond to the loop-type (connected) components of the graph $\Gamma_W$, the sets $C_1, \ldots, C_{m'}$ correspond to the chain-type components and the order of the variables in the wedge product is taken in the direction of the arrows of the graph, always starting with an uncrossed vertex. Notice the absence of Fermat components in (11), as the vertex of a Fermat component is narrow for every admissible and balanced decorations. A straightforward argument using the anti-symmetric property of the wedge product shows that (11) is well-defined (it does not matter which uncrossed vertex, nor which connected component, one starts from).

By [30, Lemma 1.7], the set of all the elements $e(\mathcal{C}_\gamma)$, with a diagonal automorphism $\gamma$ and an admissible and balanced decoration $\mathcal{C}_\gamma$, forms a basis of the state space,

$$\mathbf{H} = \bigoplus_{\gamma \in \text{Aut}(W)} \bigoplus_{\mathcal{C}_\gamma \subset \mathcal{B}_\gamma \text{ admissible, balanced}} \mathbb{C} \cdot e(\mathcal{C}_\gamma).$$

By convention, we take $e(\mathcal{C}_\gamma) = 0$ for every non-balanced and admissible decoration; we never consider non-admissible decorations.

Remark 1.6. In [30, Lemma 1.7], the basis is given by the elements

$$\prod_{x_j \in \mathcal{B}_\gamma \setminus \mathcal{C}_\gamma} x_j^{a_j-1} \cdot \bigwedge_{x_j \in \mathcal{B}_\gamma} dx_j,$$

with a diagonal automorphism $\gamma$ and an admissible and balanced decoration $\mathcal{C}_\gamma$. As for every loop-type components $L_1, \ldots, L_m$ we have

$$\prod_{x_j \in L_k} a_j \neq 1,$$

then the set of all the elements $e(\mathcal{C}_\gamma)$ forms a basis of the state space. The reason why we prefer the basis given by (11) will become clear in Sect. 2.4, where we construct some matrix factorizations with Chern characters equal to (11) (see (43)). Another reason is that the matrix of the bilinear pairing of $\mathbf{H}$ is easy to compute in the basis given by (11).
The grading of the state space is given by

\[ \text{deg}(e(C)) = \text{card} \{ 1 \leq j \leq N \mid \gamma_j = 1 \} + 2 \sum_{j=1}^{N} (\Gamma_j - q_j), \]

where \( \Gamma_j \) is determined by \( \gamma_j = \exp(2i\pi \Gamma_j) \), \( \Gamma_j \in [0, 1[. \) The bilinear pairing is given by

\[ (e(C_{\gamma}), e(C'_{\gamma})) = \begin{cases} \prod_{x \in \mathcal{B}_{\gamma} \setminus (\mathcal{C}_{\gamma} \cup \mathcal{C}'_{\gamma})} (-a_j) & \text{if } \gamma' = \gamma^{-1}, \\ 0 & \text{otherwise}, \end{cases} \]

with \( \mathcal{C}'_{\gamma} \) an admissible and balanced decoration for \( \gamma' \) and \( \mathcal{B}_{\gamma} = \mathcal{B}_{\gamma^{-1}} \).

**Remark 1.7.** By [37, Lemma 6.1.1], a computation of the three-point Polishchuk and Vaintrob’s correlators yields the bilinear pairing, so that we will deduce equation (14) from Theorem 3.21. It seems difficult to obtain this explicit formula directly from the definition via the residue pairing [8, Equation (4)] or via the canonical pairing on matrix factorizations [37, Equation (2.24)].

**Example.** Consider the polynomial \( W = x_1^2 x_2 + x_1^4 + x_2^3 x_4 + x_3^4 x_3 \) with weights \( (3, 2, 2, 2) \) and degree 8, and illustrate three cases, where \( dx := dx_1 \wedge \cdots \wedge dx_4 \).

| Automorphism \( \gamma \) \( \{e^{3\pi i/4}, i, 1, i\} \) | \(-1, 1, 1, 1\) | \(1, 1, 1, 1\) |
|---|---|---|
| Broad set \( \mathcal{B}_{\gamma} \) | \( \emptyset \) | \( \{x_2, x_3, x_4\} \) |
| Decoration \( \mathcal{C}_{\gamma} \) | \( \emptyset \) | \( \{x_2, x_4\}, \{x_2, x_3\} \) |
| State \( e(C_{\gamma}) \) | 1 | 0 |

\[ \zeta_r \cdot (x, y) = (\zeta_{r}x, \zeta_{r}^{-1}y). \]

Throughout this section we set \( r \) to be the smallest integer \( l \) such that \( r = 1 \) for every element \( \gamma \in \text{Aut}(W) \), and further restrict to \( r \)-stable curves, i.e. smoothable orbifold curves whose stabilizers (at the nodes and at the markings) have fixed order \( r \) and whose coarse nodal pointed curve is stable.

**Definition 1.8.** The moduli space \( \mathcal{S}_{g,n} \) classifies all \( W \)-spin curves

\[ (\mathcal{C}; \sigma_1, \ldots, \sigma_n; \mathcal{L}_1, \ldots, \mathcal{L}_N; \phi_1, \ldots, \phi_N), \]

where \( (\mathcal{C}; \sigma_1, \ldots, \sigma_n) \) is an \( r \)-stable genus-\( g \) curve, \( \mathcal{L}_1, \ldots, \mathcal{L}_N \) are line bundles on the curve \( \mathcal{C} \) and

\[ \phi_j : \mathcal{L}_j^{\otimes a_j} \otimes \mathcal{L}_{\ell(j)} \longrightarrow \omega_{\mathcal{C}, \log} := \omega_{\mathcal{C}}(\sigma_1 + \ldots + \sigma_n) \]

are isomorphisms.
Remarks. The twisted canonical line bundle $\omega_C^{\text{log}}$ equals the pull-back via $\rho$ of the line bundle $\omega_C(\sigma_1 + \ldots + \sigma_n)$ on the coarse curve. A preliminary less general definition of FJRW moduli objects has been already given in Sect. 0.4. It involved the moduli space of the LG orbifold $(W,\mu_d)$, where every line bundle $L_j$ comes from the same line bundle $L$ satisfying $L^d \simeq \omega_C^{\text{log}}$; this moduli space is naturally embedded in $S_{g,n}$. The notion of $W$-spin curves can be generalized to families over a base scheme $S$ and the moduli space $S_{g,n}$ is therefore a smooth and proper Deligne–Mumford stack. It is finite over the moduli space $\mathcal{M}_{g,n}$ of stable curves. Moreover, this definition of $S_{g,n}$, owing to [21] and [2], is compatible with the definition via $\Gamma$-spin curves of [37, Proposition 3.2.2].

Locally at the marked point $\sigma_i$ of a $W$-spin curve, the group of $r$th-roots of unity acts on the line bundle $L_j$ by

$$
\zeta_r \cdot (x, \xi) = (\zeta_r x, \zeta_r^m \xi), \quad \text{with } m_j(i) \in \{0, \ldots, r-1\}
$$

called the multiplicity of the line bundle $L_j$ at the marked point $\sigma_i$. We write $\gamma_j(i) := \zeta_r^m(i)$ and $\gamma(i) := (\gamma_1(i), \ldots, \gamma_N(i)) \in (\mathbb{U}(1))^N$ to define the type

$$
\gamma := (\gamma(1), \ldots, \gamma(n)) \in (\text{Aut}(W))^n
$$

de a $W$-spin curve, yielding a decomposition

$$
S_{g,n} = \bigcup_{\gamma \in (\text{Aut}(W))^n} S_{g,n}(\gamma(1), \ldots, \gamma(n)),
$$

where $S_{g,n}(\gamma)$ is an empty component when the selection rule

$$
\gamma(1) \cdots \gamma(n) = j^{2g-2+n}
$$

is not satisfied (see [21, Proposition 2.2.8]). In each component lies a homology cycle whose Poincaré dual is called the FJRW virtual class

$$
c_{\text{vir}}^{\text{FJRW}} : H^n \to H^*(S_{g,n}).
$$

The cohomological degree of $c_{\text{vir}}^{\text{FJRW}}(e(\mathcal{C}(\gamma(1))), \ldots, e(\mathcal{C}(\gamma(n))))_{g,n}$ is

$$
\deg(e(\mathcal{C}(\gamma(1))) + \cdots + \deg(e(\mathcal{C}(\gamma(n)))) + 2\hat{c}_W \cdot (g-1),
$$

where $\hat{c}_W := \sum_{j=1}^N (1 - 2q_j)$ is the central charge of the polynomial $W$.

Besides, Polishchuk and Vaintrob constructed another virtual class

$$
c_{\text{vir}}^{\text{PV}} : H^n \to H^*(S_{g,n})
$$

with the same cohomological degree. The relation between $c_{\text{vir}}^{\text{PV}}$ and $c_{\text{vir}}^{\text{FJRW}}$ is explained in Sect. 1.1. We do not give a definition for the FJRW virtual class; the interested reader is referred to [21] and [2]. Nevertheless, Sect. 2 is entirely devoted to the construction of $c_{\text{vir}}^{\text{PV}}$. As already mentioned in the introduction, in the narrow sector (where $c_{\text{vir}}^{\text{FJRW}} = c_{\text{vir}}^{\text{PV}}$) and under the genus-zero concavity property, that is

$$
H^0(\mathcal{C}, \mathcal{L}_j) = 0 \quad \text{for all } j \text{ and all genus-zero } W\text{-spin curves } \mathcal{C},
$$

the genus-zero virtual class $c_{\text{vir}}^{\text{FJRW}}$ is determined by linearity via

$$
c_{\text{top}}(R^1 \pi_*(\mathcal{L}_1 + \cdots + \mathcal{L}_N)) \quad (\text{Euler class of a vector bundle}),
$$

where $\mathcal{L}_1, \ldots, \mathcal{L}_N$ are the universal line bundles on the universal space of $S_{0,n}(\gamma)$ and where $\pi$ is the projection to $S_{0,n}(\gamma)$. 


Each virtual class forms a cohomological field theory, see [21, Theorem 4.1.8] for $c^\text{FJRW}_\text{vir}$ and [37, Sect. 5] for $c^\text{PV}_\text{vir}$, and the cohomological field theory for $c^\text{FJRW}_\text{vir}$ is called FJRW theory. The invariants (also called correlators) are respectively

\begin{equation}
\langle \tau_{b_1}(u_1) \cdots \tau_{b_n}(u_n) \rangle^{\text{FJRW}}_{g,n} := \int_{\overline{M}_{g,n}} \psi_1^{b_1} \cdots \psi_n^{b_n} \cup o_* c^\text{FJRW}_\text{vir}(u_1, \ldots, u_n)_{g,n}
\end{equation}

and

\begin{equation}
\langle \tau_{b_1}(u_1) \cdots \tau_{b_n}(u_n) \rangle^{\text{PV}}_{g,n} := \int_{\overline{M}_{g,n}} \psi_1^{b_1} \cdots \psi_n^{b_n} \cup o_* c^\text{PV}_\text{vir}(u_1, \ldots, u_n)_{g,n}
\end{equation}

with $\psi_1, \ldots, \psi_n$ the usual psi-classes in $H^2(\overline{M}_{g,n})$, $u_1, \ldots, u_n \in H$ and

$$ o: S_{g,n} \rightarrow \overline{M}_{g,n} $$

the morphism forgetting $W$-spin and orbifold structures. We omit $\tau_b$ when $b_i = 0$.

1.5. D-modules and mirror symmetry. In this section, we aim to explain the geometric content of Theorem 4.2. This can be read independently of Sect. 4.

Mirror symmetry at the level of state spaces. According to [4] and [30], any LG orbifold $(W, G)$, with $W$ a Calabi–Yau invertible polynomial and $G$ an admissible group, has a (conjectural) mirror LG orbifold $(W', G')$.

**Definition 1.9** (Berglund–Hübsch, [4]). Let $W$ be a Calabi–Yau invertible polynomial with each charge less than $1/2$ and with the matrix of exponents $E_W$. The mirror of $W$ is the unique invertible polynomial $W'$ defined by $E_{W'} := (E_W)^T$, that is,

\begin{equation}
W(x_1, \ldots, x_N) = \sum_{k=1}^N \prod_{j=1}^N x_j^{m_{k,j}} \quad \text{then} \quad W'(y_1, \ldots, y_N) = \sum_{k=1}^N \prod_{j=1}^N y_j^{m_{j,k}}.
\end{equation}

Clearly the mirror of a Calabi–Yau polynomial is always Calabi–Yau, with different weights in general. The charges are less than $1/2$ to exclude the Calabi–Yau polynomials $xy + y^k$ whose mirror is not defined by (21).

The construction of mirror group is the following (see [30] or [3]): the canonical identification $\text{Hom}(\text{Aut}(W), \mathbb{C}^*) = \text{Aut}(W^\vee)$ allows us to attach the mirror group

$$ G' := \ker(i^*: \text{Aut}(W^\vee) \rightarrow \text{Hom}(G, \mathbb{C}^*)) \hookrightarrow \text{Aut}(W^\vee) $$

to any subgroup of (diagonal) automorphisms $i: G \hookrightarrow \text{Aut}(W)$. This completely defines the mirror LG orbifold $(W^\vee, G')$ of $(W, G)$. By [30], we have the following mirror symmetry in terms of Chen–Ruan (CR) cohomology

\begin{equation}
H^{p,q}_{\text{CR}}([\mathbb{C}^N/G], F_W; \mathbb{C}) \simeq H^{p,q}_{\text{CR}}([\mathbb{C}^N/G'], F_{W^\vee}; \mathbb{C}),
\end{equation}

where $F_W$ and $F_{W^\vee}$ are the (Milnor) fibers $W^{-1}(t)$ and $(W^\vee)^{-1}(t)$ over $t \in \mathbb{C}^*$.

An important case in this paper is the mirror group of $G = \text{Aut}(W)$, which by definition is the trivial subgroup of $\text{Aut}(W^\vee)$; then (22) reads

\begin{equation}
H \simeq Q_{W^\vee}.
\end{equation}

Indeed, $H$ is the relative cohomology $H^p_{\text{CR}}([\mathbb{C}^N/G], F_W; \mathbb{C})$ (see [10, Theorem 14] and [39]) and $Q_{W^\vee}$ is the ordinary relative cohomology $H^*(\mathbb{C}^N, F_{W^\vee})$, which coincides with $H^p_{\text{CR}}([\mathbb{C}^N/G'], F_{W^\vee}; \mathbb{C})$ since $G'$ is trivial.
Introduce the family
\[ W^\vee(y_1, \ldots, y_N) = W^\vee(y_1, \ldots, y_N) - t \cdot y_1 \cdots y_N, \quad t \in \Delta^*. \]
By the Calabi–Yau condition for \( W^\vee \), the polynomial \( W^\vee \) is quasi-homogeneous and we take \( \Delta^* \) to be a sufficiently small pointed disk of \( \mathbb{C} \) around 0 to assume that \( W^\vee \) is non-degenerate. The fibration of weighted projective hypersurfaces
\[ \{ W^\vee_t = 0 \} \xrightarrow{t} \Delta^* \]
induces a local system \( R_{\text{prim}} \pi_* (\mathbb{Z}) \subset R_{\text{prim}} \pi_* (\mathbb{C}) \) over \( \Delta^* \), whose flat sections are given by the lattice
\[ H^*_{\text{prim}}(\{ W^\vee_t = 0 \}; \mathbb{Z}) \subset H^*_{\text{prim}}(\{ W^\vee_t = 0 \}; \mathbb{C}) \]
inside the primitive cohomology. We set \( \nabla^B \) to be the corresponding flat connection.

**Definition 1.10.** The D-module \( M_B \) is the module over \( D \) associated to the local system \( R_{\text{prim}} \pi_* (\mathbb{Z}) \subset R_{\text{prim}} \pi_* (\mathbb{C}) \) over \( \Delta^* \).

**D-module structure on the A-side.** Consider two elements \( e_1 \) and \( e_2 \) in \( H \) and define the quantum product
\[ e_1 \bullet_h e_2 = \sum_{n \geq 0} \sum_{\gamma \in \text{Aut}(W)} \sum_{\mathcal{C}_\gamma \subset \mathcal{B}_\gamma \text{admissible, balanced}} \langle e_1, e_2, e(\mathcal{C}_\gamma), h, \ldots, h \rangle_{\text{FJR}} W^{\mathcal{C}_\gamma}_0, n+3 e^{(\mathcal{C}_\gamma)^*} n!, \]
where \( h \) is a formal parameter in \( H \) and \( e(\mathcal{C}_\gamma)^* \) is the dual element to \( e(\mathcal{C}_\gamma) \) with respect to the bilinear pairing on \( H \).

The quantum product defines a family of ring structures on \( H \). Indeed, it is a formal power series in the parameter \( h \), and by the factorization properties defining a cohomological field theory (see [21, Theorem 4.1.8]), this is associative and commutative.

Take the trivial bundle \( H \times H \to H \) over the base \( H \). The quantum product yields a flat connection on this trivial bundle, explicitly given by
\[ \nabla^A k, \alpha(h) = \partial_k \alpha(h) + \frac{1}{z} k \bullet_h \alpha(h), \quad z \in \mathbb{C}^*, \]
where \( \alpha : H \to H \) is a section of the trivial bundle, \( k \) is in \( H \), \( \partial_k \) is the derivative along the vector \( k \) and \( z \in \mathbb{C}^* \) is an additional parameter.

For now on to the end of this section, the Calabi–Yau invertible polynomial \( W \) is a chain polynomial. We aim to match the local system on the A-side with the local system defined above on the B-side. Therefore, we have to restrict the base \( H \) to the pointed disk \( \Delta^* \).

Theorem 4.2 claims the existence of an injective map
\[ \tau : \Delta^* \to H_2 \subset H \]
\[ t \mapsto \frac{\omega_1(t)}{\omega_0(t)} \]
where \( H_2 \) is the part of degree 2 in \( H \) and the functions \( \omega_0 : \mathbb{C}^* \to \mathbb{C}^* \) and \( \omega_1 : \mathbb{C}^* \to H_2 \) are defined via (106). The map \( \tau \) provides an embedding of \( \Delta^* \) into \( H \).
**Definition 1.11.** The D-module $\mathcal{M}_A$ is the module over $\mathcal{D}$ associated to the pullback via $\tau$ of the local system given by the trivial bundle $\mathcal{H} \times \mathcal{H} \to \mathcal{H}$ equipped with the connection $\nabla^A$.

**Sub-D-modules.** On the A-side, consider the constant section $e_j$ over $\Delta^*$ of the vector bundle $\mathcal{H}$, where $e_j$ stands for the unique element $e(C_j)$ (every decoration $C_j$ is empty) associated to the grading element (5). The iterate derivatives

$$e_j, \nabla^A(e_j), (\nabla^A)^2(e_j), \ldots$$

generate a sub-vector bundle $\mathcal{E}^A \to \Delta^*$. The connection $\nabla^A$ is well-defined on this sub-vector bundle.

**Definition 1.12.** The D-module $\mathcal{M}'_A$ is the sub-module of $\mathcal{M}_A$ over $\mathcal{D}$ associated to the local system $(\mathcal{E}^A, \nabla^A)$.

On the B-side, consider a volume form $\Omega(t)$ of the Calabi–Yau hypersurface \( \{W^\vee_t = 0\} \). It defines a global section of the sheaf $R_{\text{prim}}\pi_\ast(\mathcal{C})$. The iterate derivatives

$$\Omega, \nabla^B(\Omega), (\nabla^B)^2(\Omega), \ldots$$

generate a sub-vector bundle $\mathcal{E}^B \to \Delta^*$. The connection $\nabla^B$ is well-defined on this sub-vector bundle.

**Definition 1.13.** The D-module $\mathcal{M}'_B$ is the sub-module of $\mathcal{M}_B$ over $\mathcal{D}$ associated to the local system $(\mathcal{E}^B, \nabla^B)$.

**Remark 1.14.** On the one hand, let $\mu_d$ be the group generated by the grading element $j$ and set

$$\mathcal{H}_{\mu_d} := \bigoplus_{\gamma \in \mu_d} \mathcal{H}_\gamma.$$ 

It turns out that the connection $\nabla^A$ is well-defined on the vector bundle $\Delta^* \times \mathcal{H}_{\mu_d} \to \Delta^*$, leading to a sub-module $\mathcal{M}'_A$ of the D-module $\mathcal{M}_A$. Since the section $e_j$ and the image of $\tau$ are in $\mathcal{H}_{\mu_d}$, then the D-module $\mathcal{M}'_A$ is a sub-module of $\mathcal{M}'_A$.

On the other hand, the group $\text{SL}(W^\vee)$ (see the definition in Remark 1.1) preserves each hypersurface $\{W^\vee_t = 0\}$ and the fibration (24) induces a fibration

$$\left[\{W^\vee_t = 0\}/\text{SL}(W^\vee)\right]_t \to \Delta^*.$$ 

Thus, it induces a sub-module $\mathcal{M}'_B$ of the D-module $\mathcal{M}_B$. Over a point $t \in \Delta^*$, the corresponding local system is

$$H^\ast_{\text{prim}}([\{W^\vee_t = 0\}/\text{SL}(W^\vee)]; \mathbb{Z}) \subset H^\ast_{\text{prim}}([\{W^\vee_t = 0\}/\text{SL}(W^\vee)]; \mathbb{C}) \simeq (Q_{W^\vee})^{\text{SL}(W^\vee)};$$

the corresponding connection is the Gauss-Manin connection. Since the group $\text{SL}(W^\vee)$ acts trivially on the canonical bundle of each hypersurface $\{W^\vee_t = 0\}$, the volume form $\Omega$ is invariant under this action, that is

$$\Omega \in (Q_{W^\vee})^{\text{SL}(W^\vee)}.$$ 

Therefore, the D-module $\mathcal{M}'_B$ is a sub-module of $\mathcal{M}'_B$. Moreover, similarly to (23), Krawitz [30] proved the following isomorphism

$$\mathcal{H}_{\mu_d} \simeq (Q_{W^\vee})^{\text{SL}(W^\vee)},$$

so that the rank of the two local systems given by $\mathcal{M}'_A$ and $\mathcal{M}'_B$ coincides.
Mirror symmetry. The iterate derivatives (29) are linearly dependent, i.e. the section $\Omega$ satisfies a differential equation with respect to $\nabla^B$. The calculation was first made by Dwork [18] and is based on Griffiths’ method [28]. This method was extended to weighted projective spaces by Steenbrink [39] and Dolgachev [17]. Other references are [36] and [24], which we follow. By [24, Equation 3.8 or Theorem 3.6], it is the Picard–Fuchs equation

\begin{equation}
\left[t^d \prod_{j=1}^N w_j^{-1} \prod_{c=0}^{d} (q_j t \frac{\partial}{\partial t} + c) - \prod_{c=1}^{d} (t \frac{\partial}{\partial t} - cz) \right] \cdot I(t) = 0,
\end{equation}

where $w_1, \ldots, w_N$ and $d$ are the weights and degree of the polynomial $W$ of the A-side. The I-function (104) generates all the solutions of (30) and therefore determines the D-module $M'_B$. Moreover, the dimension of the space of solutions of (30) equals the rank of the local system associated to $M'_B$. By [24, Sect. 2.2], we easily obtain that the rank equals the dimension of the narrow sector in $H_{\mu}$.

The iterate derivatives (28) are also linearly dependent, i.e. the constant section $e_j$ satisfies a differential equation with respect to $\nabla^A$. The space of solutions of this differential equation is generated by the so-called J-function (see [29, Sect. 5.2]), defined on the state space $H$ in Sect. 4.1 and computed on the pointed disk $\Delta^*$ in (107). Therefore, the J-function (restricted to $\Delta^*$) determines the D-module $M'_A$. Theorem 4.2 states that the restriction of the J-function of FJRW theory to the pointed disk $\Delta^*$ coincides, up to a rescaling, with the I-function. As a consequence, we deduce the following theorem.

**Theorem 1.15** (LG-Mirror Symmetry for chain polynomials). *Let $W$ be a Calabi–Yau chain polynomial. We have an isomorphism of D-modules

$$M'_A \simeq M'_B,$$

or equivalently, of local systems

$$(\mathcal{E}^A, \nabla^A) \simeq (\mathcal{E}^B, \nabla^B)$$

over the base $\Delta^*$. The constant unit section $e_j \in H$ corresponds to the volume form $\Omega \in (Q_{W^*})^{SL(W^*)}$. Moreover, the rank of the vector bundles $\mathcal{E}^A$ and $\mathcal{E}^B$ equals the number of narrow states in $\{e_j\}_{0 \leq k < d}$.\end{proof}

2. **Virtual class from matrix factorizations**

By focusing on the relevant LG orbifold $(W, \text{Aut}(W))$, we illustrate the algebraic construction of the virtual class from [37]. In Sect. 2.1, we set-up some material for the treatment of broad marked points. In Sect. 2.2, we present matrix factorizations of Koszul type, which are ideally suited to the LG orbifolds. In Sect. 2.3, we introduce Polishchuk–Vaintrob’s matrix factorization $\mathbf{PV}$, a universal object over the moduli stack. In Sect. 2.4, we construct Koszul matrix factorizations $K(\mathcal{F}_r)$ which lift every elements $e(\mathcal{F}_r)$ of the state space. In Sect. 2.5, by coupling $\mathbf{PV}$ with $K(\mathcal{F}_r)$ we get a two-periodic complex and ultimately a class in cohomology: the virtual class appearing in (20). We point out that this two-periodic complex may be regarded as a generalization of Chiodo’s complex (see [6]) yielding the virtual class in the case of Fermat monomial $x^r$ (i.e. $r$-spin curves).
2.1. Combinatorics of $W$-spin curves. Consider a component $\mathcal{S}_{g,n}(\gamma)$ of type $\gamma = (\gamma(1), \ldots, \gamma(n)) \in (\text{Aut}(W))^n$. We write

$$
\begin{array}{c|c|c|c}
\gamma & L_1 & \cdots & L_N \\
\hline
\gamma(1) & \gamma(1) & \cdots & \gamma(1) \\
\vdots & \vdots & & \vdots \\
\gamma(n) & \gamma(n) & \cdots & \gamma(n)
\end{array}
$$

and keep record of the sets

$$
\mathcal{B}_\gamma = \{(\sigma_i, x_j) \mid \gamma_j(i) = 1\}, \quad \mathcal{B}_{\gamma_j} = \{\sigma_i \mid (i, j) \in \mathcal{B}_\gamma\}, \quad \mathcal{B}_{\gamma(i)} = \{x_j \mid (i, j) \in \mathcal{B}_\gamma\}.
$$

The set $\mathcal{B}_\gamma$ is an analog of (10) with marked points and labels the coordinates $\{x_j(i)\}_{(\sigma_i, x_j) \in \mathcal{B}_\gamma}$ of the affine space

$$
(31) \quad \mathbb{A}_\gamma := \prod_{i=1}^n (\mathbb{A}^N)^{\gamma(i)},
$$

where $(\mathbb{A}^N)^{\gamma(i)}$ denotes the invariant part under $\gamma(i)$. We consider the invertible polynomial $W_\gamma$ on $\mathbb{A}_\gamma$ given by

$$
W_\gamma := W_{\gamma(1)}(x_1(1), \ldots, x_N(1)) + \cdots + W_{\gamma(n)}(x_1(n), \ldots, x_N(n)),
$$

where $W_{\gamma(i)}$ stands for the invariant part of $W$ under the action of $\gamma(i)$. Observe that we obtain the graph $\Gamma_{W_{\gamma(i)}}$ from $\Gamma_W$ by erasing all narrow vertices for $\gamma(i)$ and all edges starting or ending at a narrow vertex. Then the graph $\Gamma_{W_\gamma}$ is the disjoint union of $\Gamma_{W_{\gamma(1)}}, \ldots, \Gamma_{W_{\gamma(n)}}$. For any scheme $S$, we set

$$
\mathcal{O}_S^{\mathcal{B}_\gamma} := \bigoplus_{(\sigma_i, x_j) \in \mathcal{B}_\gamma} \mathcal{O}_S = \bigoplus_{j=1}^N \mathcal{O}_S^{\mathcal{B}_j} \quad \text{with canonical basis } \{e_j(i)\}_{(\sigma_i, x_j) \in \mathcal{B}_\gamma}.
$$

2.2. Category of matrix factorizations. Let $w$ be a function on a stack $X$. A matrix factorization $E := (E, \delta_E)$ of potential $w$ is a $\mathbb{Z}/2$-graded vector bundle $E = E_0 \oplus E_1$ on $X$ together with an endomorphism $\delta_E$ satisfying $E_0 \cong E_1$ and $\delta_E \circ \delta_E = w \cdot \text{id}_E$. The category $\text{MF}(X, w)$ of matrix factorizations of $w$ on $X$ is a dg-category. The tensor product of a matrix factorization of $w$ with a matrix factorization of $w'$ yields a matrix factorization of $w + w'$; the dual of a matrix factorization of $w$ is a matrix factorization of $-w$. A matrix factorization of $w = 0$ is a two-periodic complex and it makes sense to look at its cohomology.

Let $V$ be a vector bundle on a stack $X$ and $\alpha \in H^0(X, V)$, $\beta \in H^0(X, V^\vee)$ be global sections whose pairing equals $\beta(\alpha) = w$.

**Definition 2.1.** The Koszul matrix factorization $\{\alpha, \beta\}$ of $w$ on $X$ consists of a $\mathbb{Z}/2$-graded vector bundle $\{\alpha, \beta\}_0 \oplus \{\alpha, \beta\}_1$,

$$
\begin{align*}
\{\alpha, \beta\}_0 &= \bigwedge \text{even } V = \mathcal{O}_X \oplus \bigwedge^2 V \oplus \cdots \\
\{\alpha, \beta\}_1 &= \bigwedge \text{odd } V = V \oplus \bigwedge^3 V \oplus \cdots,
\end{align*}
$$

together with the morphism $\delta_{\alpha, \beta} := \iota(\beta) + \alpha \wedge \cdot$, where the notation $\iota(\beta)$ stands for the contraction by $\beta$. 

\[ \]
These objects behave well under tensor products. For global sections $\alpha, \alpha', \beta, \beta'$ of vector bundles $V, V', V^\vee, (V')^\vee$, we have

$$\{\alpha, \beta\} \otimes \{\alpha', \beta'\} = \{\alpha \oplus \alpha', \beta \oplus \beta'\}$$

where $\alpha \oplus \alpha' \in H^0(X, V \oplus V')$ and $\beta \oplus \beta' \in H^0(X, (V \oplus V')^\vee)$.

In [38], Polishchuk and Vaintrob provide an explicit description of the Hochschild homology of matrix factorizations for the affine space $X = \mathbb{A}^N$ with an invertible polynomial $W$ and show

$$HH_\ast(MF(\mathbb{C}^N, W)) \simeq Q_W \cdot dx_1 \wedge \cdots \wedge dx_N$$

In particular, for any $\gamma \in \text{Aut}(W)^n$, we have

$$(32) \quad H_{\gamma(1)} \otimes \cdots \otimes H_{\gamma(n)} \subset HH_\ast(MF(\mathbb{A}^N, W_\gamma)).$$

**Remark 2.2.** In [37], Polishchuk and Vaintrob work in the category of equivariant matrix factorizations and define a more general cohomological field theory than we need here. Their state space is

$$\bigoplus_{\gamma \in \text{Aut}(W)} HH_\ast(MF(\text{Aut}(W)(\mathbb{A}^N, W_\gamma))) \simeq \bigoplus_{\gamma \in \text{Aut}(W)} \bigoplus_{\gamma' \in \text{Aut}(W)} Q^{\text{Aut}(W)}_{\gamma, \gamma'}.$$

Following Polishchuk and Vaintrob (see [37, Equation (5.15)]), we consider in this paper the specialization of PV’s theory which consists in keeping only

$$(33) \quad \gamma' = 1$$

in the expression of the PV’s state space and we observe that this specialization gives the state space $H$.

In the way any matrix factorization on $\mathbb{A}^\gamma$ is a matrix $U$ with coefficients in $\mathbb{C}[x_j(i)](i, x_j) \in \mathfrak{B}_\gamma$ of the form

$$\begin{pmatrix} 0 & U_1 \\ U_0 & 0 \end{pmatrix}, \quad U^2 = W_\gamma \cdot \text{Id},$$

we can figure out (see for instance [38, Theorem 3.2.3]) the Chern character

$$\text{Ch}(U) = \bigotimes_{i=1}^n \text{Ch}(U)^{\gamma(i)}$$

with

$$(34) \quad \text{Ch}(U)^{\gamma(i)} = \text{str} \left( \prod_{x_j \in \mathfrak{B}_\gamma} \frac{\partial U}{\partial x_j} \right) \cdot \bigwedge_{x_j \in \mathfrak{B}_\gamma} dx_j \in H^{\gamma(i)}.$$

We take the same order for the variables of $\mathfrak{B}_\gamma$ in the multiplication of matrices and in the wedge product, so that the result is well-defined because super-trace and wedge product are both anti-commutative. Moreover we notice that $\text{Ch}(U)$ vanishes whenever the number of (broad) variables in some connected component of the graph $\Gamma_{W_\gamma}$ is odd.
2.3. Polishchuk–Vaintrob’s matrix factorization. Take a family \( \pi: C \to S \) of \( W \)-spin curves over a base scheme \( S \) and consider a resolution of any \( R\pi_*(\mathcal{L}_j) \) by a complex \([A_j \to B_j]\) of vector bundles. Observe that for any geometric point \( s \in S \), we have
\[
\ker(A_j \to B_j)_s = H^0(C_s, L_{j,s}) \quad \text{and} \quad \coker(A_j \to B_j)_s = H^1(C_s, L_{j,s}).
\]

Denote by \( A \) and \( B \) the vector bundles
\[
A := A_1 \oplus \cdots \oplus A_N \quad \text{and} \quad B := B_1 \oplus \cdots \oplus B_N
\]
on \( S \) and by \( X \) the total space of \( A \) with projection \( p \) to \( S \),
\[
X := \text{Spec}(\text{Sym}^A) \quad \text{and} \quad p: X \to S.
\]

In [37, Sect. 4.2], Polishchuk and Vaintrob construct a morphism \( Z: X \to \mathbb{A}_{\overline{T}} \) and two sections
\[
\alpha \in H^0(X, p^* B') \quad \text{and} \quad \beta \in H^0(X, p^* B), \quad \text{with} \quad \alpha(\beta) = Z^* W_{\overline{T}}.
\]
These sections are sums \( \alpha := \alpha_1 + \cdots + \alpha_N \) and \( \beta := \beta_1 + \cdots + \beta_N \), where \( \beta_j \) is induced by the differential of the complex \([A_j \to B_j]\). By a slight abuse of notation, we write
\[
(35) \quad \beta_j: A_j \to B_j.
\]
The section \( \alpha_j \) is a sum of two morphisms
\[
(36) \quad \alpha_j': \text{Sym}^{a_j} A_j \to B'_{i(j)}, \quad \alpha_j'': \text{Sym}^{a_j-1} A_j \otimes A_{i(j)} \to B'_{j}.
\]
This yields Polishchuk–Vaintrob’s matrix factorization \(-\alpha, \beta\) on \( X \),
\[
(37) \quad \text{PV} := \{-\alpha, \beta\} \in \text{MF}(X, -Z^* W_{\overline{T}}).
\]

The tensor product of \( \text{PV} \) with matrix factorizations from the affine space \( \mathbb{A}_{\overline{T}} \) of potential \( Z^* W_{\overline{T}} \) produces a two-periodic complex, whose support is included in the zero section \( S \hookrightarrow X \) (see [37, Sect. 4.2, Step 4; Proposition 1.4.2]); we apply the push-forward functor and obtain
\[
(38) \quad \Phi: \text{MF}(\mathbb{A}_{\overline{T}}, W_{\overline{T}}) \quad \longrightarrow \quad \text{MF}(S, 0)
\]
\[
\quad U \quad \longmapsto \quad p_*(Z^*(U) \otimes \text{PV}).
\]

Remark 2.3. The functor \( \Phi \) matches the functor obtained from [37, Equation (5.5)] once we forget the equivariance. Indeed, this is a direct application of the projection formula [37, Proposition 1.5.5]. As a consequence, the morphism \( \Phi_* \) induced on the Hochschild homology coincides with the specialization (33) of the morphism defined in [37, Equation (5.8)]. In Sect. 2.5, we will use the Chern character \( \text{Ch}(\Phi(U)) \) of the two-periodic complex \( \Phi(U) \) to define the virtual class.
For sake of clarity, let us illustrate the construction of the morphisms $Z$ and $\alpha$ over $S = \text{Spec}(\mathbb{C})$. Consider a $W$-spin curve of type $\overline{\tau}$. In the broad case, i.e. for $\gamma_j(i) = 1$, we choose an isomorphism

$$ H^0(\sigma_i, L_j|_{\sigma_i}) \simeq \mathcal{O}_S = \mathbb{C}, $$

while in the narrow case, the space of sections $H^0(\sigma_i, L_j|_{\sigma_i})$ vanishes. Then we denote by $Z_j(i)$ the evaluation of a section of $L_j$ at a marked point $\sigma_i$, with $(\sigma_i, x_j) \in \mathcal{B}_{\gamma}$; this is a morphism

$$ Z_j(i): H^0(S, L_j) \to \mathbb{C} $$

and we assemble the morphisms $Z_j(i)$ for every $(\sigma_i, x_j) \in \mathcal{B}_{\gamma}$ to get

$$ Z: H^0(S, L_1) \oplus \cdots \oplus H^0(S, L_N) \to \mathbb{A}_{\overline{\tau}}. $$

**Remark 2.4.** The construction of the morphism $Z$ depends on the choice of an isomorphism (39), called a rigidification of the $W$-spin curve. The approach of both Fan–Jarvis–Ruan and Polishchuk–Vaintrob is to work on the moduli space parametrizing $W$-spin curves alongside with such rigidification; this amounts to work over a finite étale cover of the moduli space considered here. However, the final computation of the virtual class provided in Theorem 3.21 does not depend on this choice.

A crucial and yet elementary ingredient of our explicit realization of the virtual class is the twisting of the line bundles by the marked points, that is

$$ L'_j := L_j(-\sigma_1 - \cdots - \sigma_n). $$

Using the isomorphism (15), we obtain

$$ L'_j \otimes a_j \otimes L'_{t(j)}(j) \hookrightarrow \omega_C \quad (\text{orbifold canonical bundle of } C). $$

By (orbifold) Serre duality, we get morphisms

$$ \text{Sym}^a_j H^0(C, L'_j) \to H^0(C, L'_j \otimes a_j) \hookrightarrow H^0(C, \omega_C \otimes L'_{t(j)})^\vee \simeq H^1(C, L'_{t(j)})^\vee, $$

and similarly

$$ \text{Sym}^{a_j-1} H^0(C, L'_j) \otimes H^0(C, L'_{t(j)}) \to H^1(C, L'_j)^\vee. $$

These morphisms are related to $\alpha'_j$ and $\alpha''_j$ of (36).

In [37, Sect. 4.2], Polishchuk and Vaintrob lift all these constructions over a base scheme $S$, with appropriate vector bundles $A$ and $B$. In particular, for each monomial we have a commutative diagram

$$ \begin{array}{ccc}
\text{Sym}^{a_j} A_j \otimes A_{t(j)} & \longrightarrow & (\text{Sym}^{a_j} A_j \otimes B_{t(j)}) \oplus (\text{Sym}^{a_j-1} A_j \otimes A_{t(j)} \otimes B_j) \\
\downarrow & & \downarrow \\
\mathcal{O}_S^{\langle j \rangle} & \longrightarrow & \mathcal{O}_S,
\end{array} $$

the morphisms are defined as follows. The vertical arrow on the left is induced by $Z$ and by the algebra structure on the sheaf $\mathcal{O}_S^{\langle j \rangle}$, the vertical arrow on the right is induced by $\alpha_j$, the first horizontal arrow is induced by $\beta_j$ and by $\beta_{t(j)}$ and the second horizontal arrow is the trace.
2.4. Lifting up the state space. Let $\gamma \in \text{Aut}(W)^n$ and fix admissible decorations $e_{\gamma(1)}, \ldots, e_{\gamma(n)}$, one for each marked point. We assemble them in an admissible decoration of the graph $\Gamma_{\ast \gamma}$

$$e_{\gamma(1)} := \{(\sigma, x_j) \in B_{\gamma(1)} | x_j \in e_{\gamma(1)} \} \subset B_{\gamma(1)},$$

and take

$$e(e_{\gamma(1)}) := e(e_{\gamma(1)}) \otimes \cdots \otimes e(e_{\gamma(n)}) \in H_{\gamma(1)} \otimes \cdots \otimes H_{\gamma(n)}.$$

Consider on $A^{\gamma}$ the free sheaf

$$\bigoplus_{j=1}^{N} \mathcal{O}^{e_j} =: \mathcal{O}^{e_{\gamma}} \subset \mathcal{O}^{\gamma}$$

with basis $\{e_j(i)\}_{(\sigma, x_j) \in e_{\gamma}}$.

For any $(\sigma, x_j) \in e_{\gamma}$, form the sections

$$a_j(i) := x_s(i,j)(i) a_{s(i,j)} + x_j(i) a_j - 1 x_t(i,j)(i) \cdot e_j(i) \in \mathcal{O}^{e_j} \subset \mathcal{O}^{e_{\gamma}},$$

$$b_j(i) := x_j(i) \cdot e_j(i)^{\vee} \in \mathcal{O}^{e_j} \subset \mathcal{O}^{e_{\gamma}}.$$

Here, the notations $s(i, j)$ and $t(i, j)$ are applied to the vertices of $\Gamma_{\ast \gamma}$ (see (9) for the definition) and we take the convention $x_{-\infty}(i) = 0$ and $a_{-\infty} = 1$. Since the decoration $e_{\gamma}$ is admissible, the Koszul matrix factorization given by

$$a_{\gamma} := \sum_{(\sigma, x_j) \in e_{\gamma}} a_j(i) \quad \text{and} \quad b_{\gamma} := \sum_{(\sigma, x_j) \in e_{\gamma}} b_j(i)$$

is in $MF(A^{\gamma}, W_{\gamma})$; we denote it by $K(e_{\gamma})$ and compute its Chern character via (34).

**Lemma 2.5.** For any $\gamma \in \text{Aut}(W)^n$ and any admissible decoration $e_{\gamma}$ of the graph $\Gamma_{\ast \gamma}$, we have

$$\text{Ch}(K(e_{\gamma})) = e(e_{\gamma}) \in H_{\gamma(1)} \otimes \cdots \otimes H_{\gamma(n)}.$$

In particular, the Chern character vanishes when the decoration is not balanced.

**Proof.** Equation (43) is a direct computation from (34), so we only give the main steps. First, we derive the differential of $K(e_{\gamma})$ along $x_j(i)$; and denote it

$$\partial_j(i) := \frac{\partial(a_{\gamma} \wedge + b_{\gamma}(\cdot))}{\partial x_j(i)}.$$

There are two cases: if $(\sigma, x_j) \in e_{\gamma}$, we get

$$\partial_j(i) = \left\{ \begin{array}{ll}
(a_j - 1) x_j(i)^{a_j - 2} x_t(i,j)(i) \cdot e_j(i)^{\vee}(\cdot) & \text{if } x_t(i,j)(i) \neq x_j(i), \\
- \delta_j x_j(i)^{a_j - 2} x_t(i,j)(i) \cdot e_j(i) & \text{otherwise},
\end{array} \right.$$  

and if $(\sigma, x_j) \in B_{\gamma} - e_{\gamma}$, we get

$$\partial_j(i) = x_s(i,j)(i) a_{s(i,j)} - 1 x_s(i,j)(i) \cdot + a_j x_j(i)^{a_j - 1} e_t(i,j)(i) \cdot.$$

To get the supertrace of (34), we have to compute

$$\epsilon_K \wedge \left( \bigcap_{(\sigma, x_j) \in K} \partial_j(i) \right)(e_K),$$

for every element

$$e_K := \bigwedge_{(\sigma, x_j) \in K} e_j(i), \quad K \subset e_{\gamma}.$$
Observe that, for any \((\sigma_i, x_j) \in \mathcal{C}_\gamma\), the only non-zero contribution from \(\partial_j(i)\) to (44) is given by the contraction \(e_j(i)\) if (we take the wedge product by \(e_j(i)\), then we cannot contract anymore via \(e_j(\gamma)\) and we obtain zero by \(e_K\)). Thus, there are two possibilities. If \((\sigma_i, x_j) \notin K\), then we apply \(\partial_j(i) \circ \partial_j(i)\) and the only non-zero contribution to (44) is
\[
x_j(i) e_j(i) - e_j(i) e_K = x_j(i) e_j(i) e_K.\]
If \((\sigma_i, x_j) \in K\), then we apply \(\partial_j(i) \circ \partial_j(i)\) and the non-zero contribution is
\[
e_j(i) \sigma_s(i,j) x_s(i,j) (i)^{a_{s(i,j)}} e_j(i) e_K = a_s(i,j) x_s(i,j) (i)^{a_{s(i,j)}} e_K.\]
Finally, the only non-zero values for (44) are given by the elements \(e_K\) where \(K\) is the set of all the crossed vertices of some loop-type components of the graph. Then it is straightforward to recover the formula (11).

\[\square\]

**Example.** Consider a 3-pointed \(W\)-spin curve with \(W = x_1^2 x_2 + x_2^4 + x_3^2 x_4 + x_4^3 x_3\), of type
\[
\gamma = \begin{pmatrix} \e^{3\pi i/4} & 1 & 1 & 1 \\
-1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \end{pmatrix} \in \langle \text{Aut}(W) \rangle^3.
\]
Let us choose the decoration \(\mathcal{C}_\gamma = \{ (\sigma_2, x_2, (\sigma_2, x_4, (\sigma_3, x_2), (\sigma_3, x_3)) \};\) then we obtain
\[
a_{\mathcal{C}_\gamma} = x_2(2)^3 \cdot e_2(2) + (x_3(2)^3 + x_4(2)^2 x_3(2)) \cdot e_4(2) + (x_1^2(3) + x_2(3)^3) \cdot e_2(3) + (x_4(3)^2 x_3(3)) \cdot e_3(3),
\]
\[
b_{\mathcal{C}_\gamma} = x_2(2) \cdot e_2(2)^\vee + x_4(2) \cdot e_4(2)^\vee + x_3(3) \cdot e_2(3)^\vee + x_3(3) \cdot e_3(3)^\vee,
\]
and \(\text{Ch}(K(\mathcal{C}_\gamma)) = e(\mathcal{C}_\gamma(1)) \otimes e(\mathcal{C}_\gamma(3)) \otimes e(\mathcal{C}_\gamma(3)) = 0\) (see the example of Sect. 1.3).

### 2.5. Two-periodic complex and virtual class

The tensor product of the matrix factorization \(PV\) with the pull-back \(Z^*K(\mathcal{C}_\gamma)\) yields a two-periodic complex on \(X\). More precisely, we write
\[
a'_{s(j)} + a'_j : \text{Sym}^a(s(j)) A_s(j) \oplus (\text{Sym}^a(j)^{-1} A_j \otimes A_{i(j)}) \rightarrow B_j^\vee,
\]
\[
\beta_j : A_j \rightarrow B_j,
\]
with the convention \(A_{-\infty} = 0\) and \(a_{-\infty} = 1\), we add these morphisms to
\[
Z^*a_j : \text{Sym}^a(s(j)) A_s(j) \oplus (\text{Sym}^a(j)^{-1} A_j \otimes A_{i(j)}) \rightarrow O_S^\vee,
\]
\[
Z^*b_j : A_j \rightarrow (O_S^\vee)^\vee,
\]
and we obtain
\[
\tilde{\alpha}_j : \text{Sym}^a(s(j)) A_s(j) \oplus (\text{Sym}^a(j)^{-1} A_j \otimes A_{i(j)}) \rightarrow \tilde{B}_j^\vee,
\]
\[
\tilde{\beta}_j : A_j \rightarrow \tilde{B}_j,
\]
where \(\tilde{B}_j\) is the vector bundle \(B_j \oplus (O_S^\vee)^\vee\). Consider the direct sum
\[
\tilde{B} := \tilde{B}_1 \oplus \cdots \oplus \tilde{B}_N
\]
and the morphisms
\[
\tilde{\alpha} := \tilde{\alpha}_1 + \cdots + \tilde{\alpha}_N,
\]
\[
\tilde{\beta} := \tilde{\beta}_1 + \cdots + \tilde{\beta}_N.
\]
We end with the two-periodic complex
\[
(\tilde{\alpha}, \tilde{\beta}) = PV \otimes Z^*K(\mathcal{C}_\gamma) \in \text{MF}(X, 0).
\]
According to (38), it is well-defined to push-forward this two-periodic complex via the projection \( p \), then we get
\[
p_* \{ \tilde{\alpha}, \tilde{\beta} \} = \Phi(K(C_\gamma)).
\]
By [37, Remark 1.5.1], in the case of two-periodic complexes we have a quasi-isomorphism
\[
p_* \{ \tilde{\alpha}, \tilde{\beta} \} \simeq p^\text{naive}_* \{ \tilde{\alpha}, \tilde{\beta} \}
\]
where \( p^\text{naive}_* \) is the naive push-forward, i.e. the push-forward for quasi-coherent sheaves instead of matrix factorizations. We denote by \( T \) the two-periodic complex
\[
(47) \quad T := p^\text{naive}_* \{ \tilde{\alpha}, \tilde{\beta} \}
\]
of quasi-coherent sheaves on \( S \), with
\[
T^+ := \text{Sym}(A^\vee) \otimes \bigwedge_{\text{even}} \tilde{B}^\vee,
\]
\[
T^- := \text{Sym}(A^\vee) \otimes \bigwedge_{\text{odd}} \tilde{B}^\vee,
\]
and the differential \( \delta \) induced by (45).

**Definition 2.6.** The virtual class evaluated at \( e(C_\gamma) \) is
\[
(48) \quad c_{\text{vir}}^{PV}(e(C_\gamma)) = \operatorname{Ch}\left( (H^+(T) - H^-(T)) \frac{\operatorname{Td}(\tilde{B})}{\operatorname{Td}(A)} \right) \in H^*(S, \mathbb{C})
\]
and it extends in a linear map
\[
c_{\text{vir}}^{PV} : H^\otimes n \rightarrow H^*(S; \mathbb{C}).
\]

By [38, Lemma 1.2.1], any matrix factorization \( U \) in \( \text{MF}(A_\gamma, W_\gamma) \) satisfies
\[
(49) \quad \Phi_* (\operatorname{Ch}(U)) = \operatorname{Ch}(\Phi(U)),
\]
so that the following diagram is commutative.

Thus Definition 2.6 is compatible with [37, Equation (5.15)] on any base scheme \( S \), and yields a morphism
\[
c_{\text{vir}}^{PV} : H^\otimes n \rightarrow H^*(S_{g,n}; \mathbb{C}).
\]

3. **Recursive complexes**

This section has six parts. The first four parts introduce a new structure called the recursive complex. They may be read independently from the rest of the paper, but we can keep in mind the two-periodic complex we have just constructed. These four parts are the setup of the recursive complex (Sect. 3.1), the main technical property about its cohomology (Sect. 3.2, Theorem 3.5), its proof (Sect. 3.3), and its application yielding the formula (78) for the virtual class in terms of characteristic classes. In Sect. 3.5, we get back to the quantum singularity theory of invertible polynomials and compute Polishchuk–Vaintrob’s class in Theorem 3.21. In Sect. 3.6, we prove Theorem 3.24 on the compatibility between Polishchuk–Vaintrob and Fan–Jarvis–Ruan–Witten theories for every chain polynomials.
3.1. Definition and non-degeneracy. Consider two vector bundles $A$ and $B$ on a smooth scheme $S$, and a two-periodic complex 
\[ T = (\cdots \to T^+ \xrightarrow{\delta} T^- \xrightarrow{\delta} T^+ \to \cdots) \]
of quasi-coherent sheaves on the base space $S$, with 
\[ T^+ := \text{Sym} \ A^\vee \otimes \bigwedge_{\text{even}} B^\vee \]
and $T^-$ replacing “even” by “odd”.

**Definition 3.1.** Let $a_1, \ldots, a_N$ be positive integers greater than or equal to 2. We say that $(T, \delta)$ is a recursive complex with respect to $(a_1, \ldots, a_N)$ if the sheaves $A$ and $B$ can be decomposed into a direct sum of coherent locally free sheaves 
\[ A := A_1 \oplus \cdots \oplus A_N \quad \text{and} \quad B := B_1 \oplus \cdots \oplus B_N \]
such that there are morphisms 
\[
\begin{align*}
\alpha_j : & \quad O_S \to (\text{Sym}^{a_j} A_j^\vee \otimes B_{j+1}^\vee) \oplus (\text{Sym}^{a_j-1} A_j^\vee \otimes A_{j+1}^\vee \otimes B_j^\vee), \\
\beta_j : & \quad B_j^\vee \to A_j^\vee,
\end{align*}
\]
whose sum $a_1 + \cdots + a_N + \beta_1 + \cdots + \beta_N$ induce the differential $\delta$. We use the cyclic convention $A_{N+1} = A_1$ and $B_{N+1} = B_1$.

**Remark 3.2.** The data of a recursive complex embodies a $\mathbb{Z}^{N+1}$-grading, as we explain later in Sect. 3.3. In particular, we recover the two-periodic complex from this $\mathbb{Z}^{N+1}$-graded complex in the usual way.

**Example.** Let $W = x_1^{a_1} x_2 \cdots + x_N^{a_N} x_1$ be a loop polynomial. For any genus, any type $\tau \in \text{Aut}(W)^n$ and any decoration $\mathcal{E}_\tau$, the naive push-forward (47) 
\[ p^\text{naive}_*(PV \otimes K(\mathcal{E}_\tau)) \]
over a base scheme $S$ is a recursive complex.

**Example.** Let $W = x_1^{a_1} x_2 \cdots + x_N^{a_N-1} x_N^{a_N+1}$ be a chain polynomial. In genus $g = 0$, for any type $\tau \in \text{Aut}(W)^n$ and any decoration $\mathcal{E}_\tau$, the naive push-forward 
\[ p^\text{naive}_*(PV \otimes K(\mathcal{E}_\tau)) \]
over a base scheme $S$ is a recursive complex, because the vector bundle $A_N$, the morphism $\alpha_N$ and the morphism $\beta_N$ vanish (see (88) and [8, Proposition 3.1] for an explanation of this vanishing condition).

**Remark 3.3.** For a chain polynomial in higher genus, the two-periodic complex (47) is not recursive, but satisfies a similar definition, where we adopt the convention $A_{N+1} = 0$ and $B_{N+1} = B_N$ instead of the cyclic convention.

Consider a recursive complex $T$ with integers $a_1, \ldots, a_N \geq 2$. Remark that each morphism $\alpha_j$ is a sum of two morphisms $\alpha_j'$ and $\alpha_j''$ with 
\[ \begin{align*}
\alpha_j' : & \quad O_S \to \text{Sym}^{a_j} (A_j)^\vee \otimes (B_{j+1})^\vee, \\
\alpha_j'' : & \quad O_S \to \text{Sym}^{a_j-1} (A_j)^\vee \otimes (A_{j+1})^\vee \otimes (B_j)^\vee.
\end{align*} \]

**Definition 3.4.** For any $j$, let us denote by $\overline{A}_{j,s}$ the kernel of the map $\beta_{j,s}$ over a geometric point $s$ in $S$, and by $\overline{B}_{j,s}$ its cokernel. Each morphism $\alpha_j'$ over the point $s$ induces a morphism 
\[ \overline{\sigma}_{j,s} : C \to \text{Sym}^{a_j} (\overline{A}_{j,s})^\vee \otimes (\overline{B}_{j+1,s})^\vee \]
and we say that the morphism $\alpha'_j$ is non-degenerate if for every geometric point $s$ and every $v \in \mathfrak{B}_{j,s}$, the condition
\[ \forall w \in \mathfrak{B}_{j+1,s}, \quad (\alpha'_j)^\vee (v^a_i \otimes w) = 0 \]
implies $v = 0$. A recursive complex is non-degenerate if each morphism $\alpha'_j$ is non-degenerate.

This definition is equivalent to [6, Definition 3.1.5] where one requires the morphism $\alpha'_j$ to induce a base-point free linear system
\[ \mathfrak{B}_{j+1,s} \to \text{Sym}^a(\mathfrak{A}_{j,s})^\vee = H^0(\mathbb{P}(\mathfrak{A}_{j,s}), \mathcal{O}(a_j)). \]

### 3.2. Computation of cohomology.

A recursive complex is multi-graded; the term of multi-degree $(p,q) \in \mathbb{N}^2$ is
\[ T(p,q) := \text{Sym}^{a_1}(A_1)^\vee \otimes \cdots \otimes \text{Sym}^{a_N}(A_N)^\vee \otimes (\Lambda^{b_1}(B_1)^\vee \otimes \cdots \otimes \Lambda^{b_N}(B_N)^\vee) \]
and we have
\[ T^+ := \text{Sym} A^\vee \otimes \bigwedge_{\text{even}} B^\vee = \bigoplus_{(p,q) \in \mathbb{N}^2 \atop q_1 + \cdots + q_N \text{ even}} T(p,q), \]
and $T^-$ replacing “even” by “odd”. To state the following theorem on the cohomology $H^\pm(T, \delta)$, we need to introduce for any positive integers $R_1, \ldots, R_N$ the polytope
\[ P(R_1, \ldots, R_N) := P^+ \cap \bigcap_{j=1}^N P_j(R_j), \]
where
\[ P^+ := \{(p,q) \in \mathbb{N}^2 | q_j \leq \text{rank}(B_j)\} \subset \mathbb{Z}^2 \quad \text{and} \quad \]
\[ P_j(R_j) := \left\{ (p,q) \in \mathbb{Z}^2 \mid (p_j + q_j) + \sum_{k=j+1}^N (-a_j) \cdots (-a_{k-1})(p_k + q_k) \leq R_j \right\}. \]

Observe that the vector bundle $T(p,q)$ vanishes (when $(p,q)$ is) outside of $P^+$ and the polytope $P(R_1, \ldots, R_N)$ is a finite subset of $\mathbb{Z}^2$.

**Theorem 3.5.** Let $T$ be a non-degenerate recursive complex, with the vanishing of the vector bundle
\[ A_N = 0. \]

Then the cohomology groups $H^+(T)$ and $H^-(T)$ are coherent and, for any sufficiently large integers $R_1 \gg \cdots \gg R_N \gg 1$, the evaluation of the two-periodic complex $T$ in $K_0(S)$ equals
\[ \sum_{(p,q) \in P(R_1, \ldots, R_N)} (-1)^{q_1 + \cdots + q_N} [T(p,q)]. \]

We emphasize that the result does not depend on the values of the integers $R_1, \ldots, R_N$, provided the integers $R_1 - R_2, \ldots, R_{N-1} - R_N$, and $R_N$ are large enough. We leave the proof to the Sect. 3.3.
**Definition 3.6.** For a two-periodic complex \((T, \delta)\) with coherent cohomology, we define the virtual class as in (48) by

\[
c \text{vir}(T, \delta) = C h \left( H^+(T, \delta) - H^-(T, \delta) \right) \frac{T d(B)}{T d(A)} \in H^*(S, \mathbb{C}).
\]

**Corollary 3.7.** Let \(T\) be a non-degenerate recursive complex, with the vanishing condition \(A_N = 0\), as in the above theorem. Denote by \(R_j\) the class of \([A_j \to B_j]\) in the derived category \(D(S)\). Then the virtual class is

\[
c \text{vir}(T) = \sum_{(z_1, \ldots, z_N) \in \mathbb{N}^N} \left( -1 \right)^{q_1 + \cdots + q_N} C h(T^{(p, q)}) \prod_{j=1}^N \frac{1}{T d(R_j)},
\]

where the sum is taken over all \((z_1, \ldots, z_N) \in \mathbb{N}^N\) such that for each \(j\) we have

\[
z_j - a_j z_{j+1} + \cdots + (-a_j) \cdots (-a_{N-1}) z_N \leq R_j
\]

and where \(C h^\vee\) stands for \((-1)^l C h_l\).

In particular, the result is independent of the choice of a representative \([A_j \to B_j]\) for the derived element \(R_j\).

**Proof.** By Theorem 3.5, the virtual class equals

\[
c \text{vir}(T) = \sum_{(p, q) \in \cap_{j=1}^N P_j(R_j)} (-1)^{q_1 + \cdots + q_N} C h(T^{(p, q)}) \prod_{j=1}^N \frac{1}{T d(R_j)},
\]

where the sum is taken over \(\cap_{j=1}^N P_j(R_j)\) because the vector bundle \(T^{(p, q)}\) vanishes outside of \(P^+\). Consider the function \(f: \mathbb{N}^{2N} \to \mathbb{N}^N\) which sends \((p, q)\) to \((z)\) with \(z_j = p_j + q_j\), and observe that \(f(P_j(R_j))\) is exactly the subset delimited by the equation

\[
z_j - a_j z_{j+1} + \cdots + (-1)^{N-1} a_j \cdots a_{N-1} z_N \leq R_j.
\]

Thus the virtual class is

\[
c \text{vir}(T) = \sum_{(z) \in f(\cap_{j=1}^N P_j(R_j))} \sum_{(p, q) \in f^{-1}(z)} (-1)^{q_1 + \cdots + q_N} C h(T^{(p, q)}) \prod_{j=1}^N \frac{1}{T d(R_j)}.
\]

The corollary follows from the equality (see Sect. 1.1)

\[
C h^\vee(Sym^k R_j) = C h^\vee(Sym^k [A_j \to B_j]) = \sum_{p+q=k} (-1)^q C h(Sym^p(A_j)^\vee) C h(A_q(B_j)^\vee).
\]

**Corollary 3.8 (Concave case).** Assume that all the vector bundles \(A_1, \ldots, A_N\) vanish. Then the virtual class reduces to

\[
c \text{vir}(T) = \sum_{q \geq 0} (-1)^q C h(A^q B^\vee) T d(B) = c_{top}(B).
\]
3.3. Proof of Theorem 3.5. Our strategy is to write the quasi-coherent sheaf $T$ as a direct sum (of sheaves and not of two-periodic complexes)

$$T = T_0 \oplus T_1 \oplus \cdots \oplus T_N$$

with $T_0$ a coherent locally free sheaf. For any $j \geq 1$, the subsheaf $T_j$ satisfy a stability condition (see Definition 3.13) with respect to the morphisms $\alpha_j$ and $\beta$, and vanishes in cohomology, that is,

$$H(T_j, \alpha_j + \beta) = 0.$$ We take advantage of this situation to remove each piece $T_j$ but $T_0$. The remaining evaluation in K-theory is exactly (53). The proof is in four steps.

In Step 1, we change the natural $\mathbb{Z}^{2N}$-grading of the sheaf $T$ into a $\mathbb{Z}^{N+1}$-grading so that the multi-degrees of the morphisms $\alpha_1, \ldots, \alpha_N$ and $\beta$ form the canonical basis of $\mathbb{Z}^{N+1}$. Although only the grading is changing and not the sheaf, we prefer to write $K$ instead of $T$ when we deal with the $\mathbb{Z}^{N+1}$-grading.

In Step 2, we use a result of Green [27, Theorem 2] to find for each $j$ some planes in $\mathbb{Z}^{N+1}$ with the following property. The sheaf of elements with multi-degree in $\mathbb{Z}^{N+1}$ form the canonical basis of $\mathbb{Z}^{N+1}$ and do not overlap. The subsheaf whose element have multi-degree in $\mathbb{Z}_j$ is $K_j$ (or $T_j$ if we work with the $\mathbb{Z}^{2N}$-grading). We illustrate the case $N=3$ (see Example 3.11).

In Step 3, we cut $\mathbb{Z}^{N+1}$ into a puzzle with pieces $Q_0, \ldots, Q_N$ where, for $j \geq 1$, each $Q_j$ is made of some exact planes with respect to the morphisms $\beta$ and $\alpha_j$. Altogether, the pieces cover $\mathbb{Z}^{N+1}$ and do not overlap. The subsheaf whose element have multi-degree in $Q_j$ is $K_j$, or $T_j$ if we work with the $\mathbb{Z}^{2N}$-grading). We illustrate the case $N=3$ (see Example 3.12).

In Step 4, we use an argument relying on spectral sequences (see Lemma 3.16) to remove the subsheaf $T_1$. Then we remove the subsheaf $T_2$ and so on, until there remains only $T_0$ and $T_N$. To conclude, we need the vanishing condition $A_N = 0$ which implies that $T_N$ is empty.

Step 1: a change of grading. Let $\vec{u}_1, \ldots, \vec{u}_N, \vec{v}_1, \ldots, \vec{v}_N$ be the canonical basis of $\mathbb{Z}^{2N}$ with the coordinates $(p, q)$ and let $\vec{e}_1, \ldots, \vec{e}_{N+1}$ be the canonical basis of $\mathbb{Z}^{N+1}$ with the coordinates $(k, l)$. The quasi-coherent sheaf $T$ is $\mathbb{Z}^{2N}$-graded and the degrees of the morphisms $\beta_j$, $\alpha_j'$ and $\alpha_j''$ are

$$\deg(\beta_j) = \vec{u}_j - \vec{v}_j,$$

$$\deg(\alpha_j') = a_j \vec{u}_j + \vec{v}_{j+1},$$

$$\deg(\alpha_j'') = (a_j - 1)\vec{u}_j + \vec{v}_{j+1} + \vec{v}_j,$$

where we use the cyclic convention $\vec{u}_{N+1} = \vec{u}_1$ and $\vec{v}_{N+1} = \vec{v}_1$. The lattice $L$ generated by these $3N$ vectors is a sub-lattice of $\mathbb{Z}^{2N}$ and we fix a finite subset $\mathcal{E}$ of $\mathbb{Z}^{2N}$ such that

$$\mathbb{Z}^{2N} = \bigsqcup_{e \in \mathcal{E}} (e + L) \quad \text{and} \quad (p, q) \in \mathcal{E} \implies q \text{ is even}.$$

For simplicity, we prefer to work with a $\mathbb{Z}^{N+1}$-grading on $T$ such that each morphism $\beta_j$ has degree $\vec{e}_{N+1}$ and each morphism $\alpha_j = \alpha_j' + \alpha_j''$ has degree $\vec{e}_j$. Notice that a grading assigning the same degree to $\alpha_j'$ and $\alpha_j''$ should assign the same degree to $\beta_j$ and $\beta_{j+1}$. This happens because

$$\deg(\alpha_j') + \deg(\beta_{j+1}) = \deg(\alpha_j'') + \deg(\beta_j).$$
For any $e \in E$ and $(k, l) \in \mathbb{Z}^{N+1}$, we consider the direct sum

$$(56) \quad (K_e)^{k,l} := \bigoplus_{(\Delta) \in \mathbb{Z}^{N-1}} T^{e, A \cdot (k, l, \Delta)}$$

where $A \cdot (k, l, \Delta)$ is (with only non-zero entries represented)

| $a_1$ | $\cdots$ | $a_N$ |
|-------|----------------|-------|
| $1$    | $\cdots$ | $1$    |
| $\vdots$ | $\ddots$ | $\vdots$ |
| $1$    | $\cdots$ | $1$    |

Observe that the determinant of the matrix $A$ is

$$\det A = 1 - (-1)^N a_1 \cdots a_N \neq 0,$$

with the integers $a_1, \ldots, a_N$ larger than 2. By looking at the columns of $A$, it is straightforward to check that for each $j$

$$\beta_j: (K_e)^{k,l} \to (K_e)^{k,l+e_{N+1}}$$

and

$$\alpha_j: (K_e)^{k,l} \to (K_e)^{k,l+e_j}.$$  

Notice that the direct sum (56) is finite because the sheaf $T(p,q)$ is nonzero only when $0 \leq q_j \leq \text{rank } B_j$ for each $j$ and because we have

$$q_1 = k_N - l + \lambda_1$$

$$q_2 = k_1 - \lambda_1 + \lambda_2$$

$$\ldots$$

Thus the locally free sheaf $(K_e)^{k,l}$ is coherent. The total complex $K_e^{\text{tot}}$ is

$$(57) \quad (K_e^{\text{tot}})^m := \bigoplus_{k_1 + \cdots + k_N + l = m} (K_e)^{k_1, \ldots, k_N, l}, \quad \delta: (K_e^{\text{tot}})^m \to (K_e^{\text{tot}})^{m+1}$$

and the associated two-periodic complex

$$\bigoplus_{m \in \mathbb{Z}} (K_e^{\text{tot}})^{2m} \xrightarrow{\delta} \bigoplus_{m \in \mathbb{Z}} (K_e^{\text{tot}})^{2m+1}$$

equals $(T, \delta)$.

We define a surjective function

$$\Psi: \mathbb{Z}^{2N} \to \mathbb{Z}^{N+1} \times E$$

which sends $(p, q)$ to the unique $(k, l, e)$ such that there is $\Delta \in \mathbb{Z}^{N-1}$ with

$$A \cdot (k, l, \Delta) = (p, q) - e.$$  

For any $(p, q) \in \mathbb{Z}^{2N}$ and $(k, l, e) \in \mathbb{Z}^{N+1} \times E$, we have

$$k_j - 1 + a_j k_j = p^e_j + q^e_j$$

for any $j$,
where \((p^e,q^e) := (p,q) - e\) and with the convention \(k_0 = k_N\). We define the subset \(Q\) of \(\mathbb{Z}^{N+1}\) by

\[
Q := \left\{ (k,l) \mid 0 \leq k_{j-1} + a_j k_j \text{ and } 0 \leq \sum_{j=1}^{N} k_j - l \leq \sum_{j=1}^{N} \text{rank}(B_j), \forall j \right\}. 
\]

Since the set \(\Psi(P^+)\) is included in \(Q \times E\) by (58), the vector bundle \((K_\alpha)^{(k,l)}\) vanishes outside \(Q\).

**Lemma 3.9.** If we have \(a_j \geq 2\) for every \(j\), then the direct sum (57) is finite.

**Proof.** Fix the integer \(m\). We show there is a finite number of \((k,l) \in Q\) satisfying (60)

\[
k_1 + \cdots + k_N + l = m.
\]

For any \((k,l) \in Q\), we have

\[
0 \leq k_1 + \cdots + k_N - l \leq \text{rank}(B_1 \oplus \cdots \oplus B_N),
\]

so that the number of possible values for \(l\) under (60) is finite.

For any \((k,l) \in Q\), consider the sum \(k^+\) of all positive integers among \(k_1, \ldots, k_N\) and the sum \(k^-\) of all negative integers among them. The condition (60) becomes \(k^+ + k^- = m\), and if there is a finite number of possible values for \(k^+\) or for \(k^-\) under (60), then it is clear that the subset of \(Q\) satisfying (60) is finite. For any \((k,l) \in Q\), observe

\[
k_{j-1} \geq -a_j k_j \geq -2k_j,
\]

so that if \(k_j\) contributes to \(k^-\) (i.e. \(k_j\) is negative), then \(k_{j-1}\) contributes to \(k^+\) (i.e. \(k_{j-1}\) is positive). Thus we get \(k^+ \geq -2k^-\) and

\[
k_1 + \cdots + k_N := k^+ + k^- \geq -k^-.
\]

Consequently, the set of values for \(k^-\) under (60) is finite. \(\square\)

**Step 2: exact sequences.** When we fix all the coordinates of \(\mathbb{Z}^{N+1}\) but \(k_j\) and \(l\), we get a double complex \((K_\alpha^{(k,l)}; \alpha_j, \beta)\). Over a geometric point \(s \in S\), denote its cohomology along \(\beta_s\) and then along \(\alpha_j, s\) by

\[
H(H((K_\alpha^{(k,l)}), \beta_s), \alpha_j, s).
\]

**Lemma 3.10.** For each \(j\), there is a constant \(R_j \geq 0\) such that for every geometric point \(s \in S\) and for every \((k,l,e) \in \mathbb{Z}^{N+1} \times E\) with \(k_{j-1} + a_j k_j > R_j\), we have

\[
H(H((K_\alpha^{(k,l)}), \beta_s), \alpha_j, s) = 0.
\]

**Proof.** We omit the index \(e\) in \((K_\alpha^{(k,l)})_s\) to simplify notations. We have

\[
H_{\beta_s}(K_\alpha^{(k,l)}) = \overline{K_s^{(k,l)}},
\]

where \(\overline{K_s^{(k,l)}}\) is the subspace of \(K_\alpha^{(k,l)}\) obtained when we replace the vector space \(A_{js}\) (resp. \(B_{js}\)) by \(\overline{A}_{js}\) (resp. \(\overline{B}_{js}\)) in the construction of \(K_\alpha^{(k,l)}\). We recall that \(\overline{A}_{js}\) is the kernel of \(\beta_{js}^e\) and \(\overline{B}_{js}\) is its cokernel. As in the proof of [6, Theorem 3.3.1], (62) comes from the general fact that for a linear map \(f: F \rightarrow E\) between two vector spaces, the middle cohomology of

\[
\text{Sym}^{p-1} E \otimes \Lambda^q F \xrightarrow{f} \text{Sym}^p E \otimes \Lambda^q F \xrightarrow{f} \text{Sym}^{p+1} E \otimes \Lambda^q F
\]
equals

\[
\text{Sym}^p \text{coker}(f) \otimes \Lambda^q \text{ker}(f).
\]
We deduce from [27, Theorem 2] that since  
\[ \alpha'_{j,s} : \overline{B}_{j+1,s} \to \text{Sym}^{a_j}(\overline{A}_{j,s})^\vee \]
 is a base-point free linear system (by the non-degeneracy condition), the complex  
\[ (\text{Sym}^{p_j+a_j}(-B_{j+1,s})^\vee \otimes \Lambda^t(\overline{B}_{j+1,s})^\vee)_t \]
 with differential \( \alpha'_{j,s} \)
is exact if \( p_j \) is larger than \( R'_{j,s} := a_j + \text{rank}(\text{Sym}^{a_j}(\overline{A}_{j,s})). \) Thus by (58), the complex  
\[ ((K_s^{(k_j,t)} + t e)^t_{(\lambda_1,\ldots,\lambda_{N-1})})(\overline{B}_{j+1,s})^\vee)_{(\lambda_1,\ldots,\lambda_N)} \]
is exact whenever  
\[ k_{j-1} + a_j k_j > R_{j,s} := R'_{j,s} + a_j \text{rank}(\overline{B}_{j+1,s}) + \text{rank}(\overline{B}_{j,s}) + e_j + e_{N+j}, \]
where \( e_j \) and \( e_{N+j} \) are the \( j \)-th and \((N+j)\)-th coordinates of \( e \in \mathbb{Z}^N \).

Consider the double complex  
\[ C^{u,v} := \bigoplus_{(\lambda_1,\ldots,\lambda_N) \in \mathbb{Z}^{N-2}} T^{\alpha^j_{(k_j,t)}}_{(\lambda_1,\ldots,\lambda_{N-1})} \]
with \( k_j := u + v, \lambda_j := v, \)
where the horizontal differential is \( f := \alpha'_{j,s} \) and the vertical differential is \( g := \alpha''_{j,s} \) (this double complex depends on the parameters \( k_1,\ldots,k_N \) but \( k_j \)). Fix \( k_j \) such that \( k_{j-1} + a_j k_j > R_{j,s} \). We have just proved that the total cohomology of the double complex \((C; f, 0)\) vanishes,  
(63)  
\[ H^{k_j}(C^{\text{tot}}, f) = 0 \]
and we want to prove that the total cohomology of \((C; f, g)\) also vanishes,  
(64)  
\[ H^{k_j}(C^{\text{tot}}, f + g) = 0. \]

Take an element  
\[ c = \sum_{v \in \mathbb{Z}} c_v \quad \text{with } c_v \in C^{k_j-v,v,} \]
such that \( f(c) + g(c) = 0. \) Since the direct sum (56) is finite, then there is an integer \( w \) such that \( c_v = 0 \) for \( v < w. \) Observe that \( f(c) + g(c) = 0 \) reads  
\[ f(c_v) + g(c_{v-1}) = 0, \quad \text{for all } v. \]
Thus, we obtain \( f(c_w) = 0, \) and by (63), there is \( c'_w \) such that \( f(c'_w) = c_w. \) Then, we have  
\[ 0 = f(c_{w+1} + g(c_w)) = f(c_{w+1} + g(f(c'_w))) = f(c_{w+1} - g(f(c'_w))) = f(c_{w+1} - g(c'_w)), \]
and by (63), there is \( c'_{w+1} \) such that \( f(c'_{w+1}) = c_{w+1} - g(c'_w). \) By induction we construct \( c'_v \) for all \( v \geq w \) and we set  
\[ c' = \sum_{v \geq w} c'_v \]
to get \( (f + g)(c') = c. \) This proves (64) and we conclude with the following value for \( R_j, \) which is independent from the geometric point \( s, \)
\[ R_j := a_j + \text{rank}(\text{Sym}^{a_j}(A_j)) + a_j \text{rank}(B_{j+1}) + \text{rank}(B_j) + p_j(e) + q_j(e). \]
Example 3.11. We illustrate Lemma 3.10 when $N = 2$. Since the vanishing condition (52) imposes $A_2 = 0$, there are three vector bundles $A_1, B_1$, and $B_2$ together with two morphisms $\beta_1$ and $\alpha_1$. Here, $T$ decomposes into a direct sum over $r \in \mathbb{Q}$ of double complexes

$$
\bigoplus_{p_1 + q_1 - a_1 q_2 = r} (T^{p_1, q_1, q_2}, \alpha_1, \beta_1).
$$

given by planes directed by the vectors $(a_1, 0, 1)$ and $(1, -1, 0)$ (see the next figure).

Since the integers $p_1, q_1$, and $q_2$ must be non-negative, the set of rational numbers $r$ contributing to this sum is bounded below.

Lemma 3.10 tells us that for any $r > R_1$, the corresponding two-periodic complex is exact on any geometric point $s \in S$. Since this is a two-periodic complex of coherent locally free sheaves, this is exact over the base scheme $S$. Thus, the cohomology of $T$ is given by

$$
\bigoplus_{r \leq R_1} H \left( \bigoplus_{p_1 + q_1 - a_1 q_2 = r} T^{p_1, q_1, q_2}, \alpha_1 + \beta_1 \right).
$$

Since the direct sum is finite, the evaluation in K-theory of $T$ equals

$$
\bigoplus_{r \leq R_1} \bigoplus_{p_1 + q_1 - a_1 q_2 = r} (-1)^{q_1 + q_2} [T^{p_1, q_1, q_2}]
$$

and this coincides with (53).

Step 3: the puzzle. In general, the two-periodic complex $T$ is not a direct sum of two-periodic complexes. To understand how to manage it, we begin with an example.

Example 3.12. When $N = 3$, the vanishing condition (52) implies $A_3 = 0$ and there remains five vector bundles, $A_1, A_2, B_1, B_2$, and $B_3$, with four morphisms. Consider the coordinates $z_j = p_j + q_j$ for $j = 1, \ldots, 3$ and assume for simplicity that the morphism $\alpha_j''$ in (50) is zero (this is not the case in general). Since the coordinate $z_j$ corresponds to

$$
\bigoplus_{p_j + q_j = z_j} \text{Sym}^{p_j} A_j \otimes \bigwedge^{q_j} B_j,
$$

we impose the condition $z_3 \leq R_3 := \text{rank}(B_3)$. We interpret Lemma 3.10 as follows.

We have two kind of exact lines, in the sense that the corresponding double complex is exact:

1. for all $z_1 > R_1$ and for all $z_3$, the line $(z_1, 0, z_3) + t \cdot (a_1, 1, 0)$ is exact,
2. for all $z_2 > R_2$ and for all $z_1$, the line $(z_1, z_2, 0) + t \cdot (0, a_2, 1)$ is exact.
The idea is to get rid of a maximal set of exact and disjoint lines. First, we fix $\tilde{R}_3 \geq R_1$ and we consider all the exact lines of the first kind with $z_3 > \tilde{R}_1$ and $z_3 = 0$. Then we accept only the exact lines of the second kind with the extra condition $z_1 - a_1 z_2 \leq \tilde{R}_1$, in order to avoid the overlaps. Finally we consider all the lines of the first kind with $z_3 > 0$ and $z_1 + a_1 a_2 z_3 > \tilde{R}_1$, in order to stick with the previous lines. Notice that if $\tilde{R}_1$ is greater than $R_1 + a_1 a_2 R_3$, then the last lines we have drawn are exact. We sum up this construction by defining two sets

$$Q_1 := \left\{ (z_1, 0, z_3) + t \cdot (a_1, 1, 0) \in \mathbb{N}^3 \mid z_1 + a_1 a_2 z_3 > R_1 + a_1 a_2 R_3, \quad z_3 \leq R_3 \text{ and } t \in \mathbb{N} \right\},$$

$$Q_2 := \left\{ (z_1, z_2, 0) + t \cdot (0, a_2, 1) \in \mathbb{N}^3 \mid z_1 - a_1 z_2 \leq R_1 + a_1 a_2 R_3, \quad z_2 > R_2, \quad z_3 \leq R_3 \text{ and } t \in \mathbb{N} \right\}.$$  

The complement of the subsets $Q_1$ and $Q_2$ is the finite polytope represented in
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and coincides with the subset of Theorem 3.5,

$$Q_0 := \left\{ (z_1, z_2, z_3) \in \mathbb{N}^3 \mid z_1 - a_1 z_2 + a_1 a_2 z_3 \leq R_1 + a_1 a_2 R_3 \right\}.$$  

We go back to the proof of Theorem 3.5 and we give a formal definition of the subsets $Q_j$ in terms of the coordinates $(k_1, \ldots, k_N, \ell)$. Let $R_1, \ldots, R_N$ be the integers from Lemma 3.10 and define recursively $\tilde{R}_1, \ldots, \tilde{R}_N$ by

$$\tilde{R}_N = R_N, \quad \tilde{R}_{N-1} = R_{N-1} \quad \text{and} \quad \tilde{R}_k = R_k + a_k a_{k+1} \tilde{R}_{k+1}.$$  

For any $(\ell) := (\epsilon_1, \ldots, \epsilon_N)$ in $\{-1, 1\}^N$, we define the subset $Q_{(\ell)}$ of $Q$ delimited by

$$k_{j-1} + (-1)^{N-j} a_j \cdots a_N k_N \leq \tilde{R}_j \quad \text{if } \epsilon_j = 1 \quad \text{and} \quad k_{j-1} + (-1)^{N-j} a_j \cdots a_N k_N > \tilde{R}_j \quad \text{if } \epsilon_j = -1,$$

for every $j$ and with the cyclic convention $k_0 = k_N$. These subsets form the pieces of our puzzle

$$Q = \bigcup_{(\ell) \in \{-1, 1\}^N} Q_{(\ell)}.$$  

**Definition 3.13.** Let $f : T \to T$ be a linear endomorphism and $Z \subset \mathbb{Z}^{N+1}$. We say that $f$ ends in $Z$ if the image of every element with degree in $Z$ has degree in $Z$ or vanishes. On the contrary, we say that $f$ starts from $Z$ if every pre-image of every element with degree in $Z$ has degree in $Z$ or vanishes. When a morphism $f$ starts from $Z$ and ends in $Z$, we say that $Z$ is stable under $f$.

For instance, for any $j \neq N$, the morphism $\alpha_j$ starts from any $Q_{(\epsilon_1, \ldots, \epsilon_N)}$ with $\epsilon_{j+1} = 1$ and ends in any $Q_{(\epsilon_1, \ldots, \epsilon_N)}$ with $\epsilon_{j+1} = -1$. We see the special role of the morphism $\alpha_N$, because of the asymmetry between $k_N$ and the other coordinates in (65). Moreover, any subset $Q_{(\epsilon_1, \ldots, \epsilon_N)}$ is stable under the morphism $\beta$.  

Proof. For \( j = N \), since \( \epsilon_N = -1 \) reads
\[
k_{N-1} + a_N k_N > R_N,
\]
this is Lemma 3.10. For \( j = N-1 \), we have
\[
k_{N-2} + a_{N-1} k_{N-1} - a_{N-1}(k_{N-1} + a_N k_N) = k_{N-2} - a_{N-1} a_N k_N > R_{N-1},
\]
with \( k_{N-1} + a_N k_N \geq 0 \) inside the set \( Q \) (see (59)), so this is again Lemma 3.10.

Let \( j \leq N-2 \). The conditions \( \epsilon_j = -1 \) and \( \epsilon_{j+2} = 1 \) mean
\[
k_{j-1} + (-1)^{N-j} a_j \cdots a_N k_N > \tilde{R}_j\quad \text{and}\quad k_{j+1} + (-1)^{N-j} a_{j+2} \cdots a_N k_N \leq \tilde{R}_{j+2}.
\]
Since \( a_{j+1} k_{j+1} + k_j \geq 0 \) inside the set \( Q \), the inequality
\[
k_{j-1} + a_j k_j - a_j (a_{j+1} k_{j+1} + k_j) + a_j a_{j+1} (k_{j+1} + (-1)^{N-j} a_{j+2} \cdots a_N k_N) > \tilde{R}_j
\]
yields
\[
k_{j-1} + a_j k_j > \tilde{R}_j - a_j a_{j+1} \tilde{R}_{j+2} = R_j
\]
and we apply again Lemma 3.10. \( \square \)

The previous proposition inspires the definition of the subsets \( \omega_1, \ldots, \omega_N \) of \( \{-1, 1\}^N \). We set
\[
\omega_1 = \left\{(\epsilon_1, \ldots, \epsilon_N) \in \{-1, 1\}^N \mid \epsilon_1 = -1 \text{ and } \epsilon_3 = 1\right\}
\]
and for \( j \geq 2 \), the set \( \omega_j \) is the maximal subset of \( \{-1, 1\}^N - \omega_1 - \cdots - \omega_{j-1} \) with the properties
\begin{enumerate}
\item \( \epsilon_j = -1 \),
\item \( \epsilon_{j+2} = 1 \) (not required for \( \omega_{N-1} \) and \( \omega_N \)),
\item \( (\epsilon_1, \ldots, \epsilon_{j+1}, \ldots, \epsilon_N) \in \omega_j \implies (\epsilon_1, \ldots, -\epsilon_{j+1}, \ldots, \epsilon_N) \in \omega_j \) (not required for \( \omega_N \)).
\end{enumerate}
The first and the second points are motivated by Proposition 3.14 and the third point by the stability condition for the morphism \( \alpha_j \) (see Lemma 3.15). We also define
\[
\omega_\Omega = \{-1, 1\}^N - \omega_1 - \cdots - \omega_N.
\]
By construction, we have
\[
\{-1, 1\}^N = \omega_\Omega \sqcup \omega_1 \sqcup \cdots \sqcup \omega_N.
\]
Observe that if \((\epsilon_1, \ldots, \epsilon_N)\) is in \( \omega_k \subset \{-1, 1\}^N \), then in \( \{-1, 1\}^{N+1} \) we get
\begin{itemize}
\item \((\epsilon_1, \ldots, \epsilon_N, 1)\) is in \( \omega_k \)
\item \((\epsilon_1, \ldots, \epsilon_N, -1)\) is in \( \omega_k \) when \( k \neq N-1 \) and \( k \neq \Omega \)
\item \((\epsilon_1, \ldots, \epsilon_N, -1)\) is in \( \omega_{N+1} \) when \( k = N-1 \) or \( k = \Omega \)
\item \((1, \ldots, 1, -1)\) is in \( \omega_N \).
\end{itemize}
We illustrate the behavior of the sets $\omega_j$ under the insertion of $\pm 1$ as 

\[
\begin{array}{c}
\omega_N + 1 \\
\downarrow \quad 1 \\
\omega_N \\
\downarrow \\
\omega_N - 1 \\
\quad \vdots \\
\omega_{N-2} + 1 \\
\downarrow \\
\omega_{N-2} \\
\downarrow \\
\omega_{N-1} \\
\downarrow \\
\omega_{N-1} \\
\downarrow \\
\omega_1 \\
\downarrow \\
\omega_1 \\
\downarrow \\
\omega_{\Omega} \\
\downarrow \\
N \\
\quad \vdots \\
N + 1 \\
\end{array}
\]

and it becomes easy to prove

(67) \[ \omega_\Omega = \{(1, \ldots, 1)\}. \]

At last, we define the subsets

\[ Q_j := \bigsqcup_{(\omega) \in \omega_j} Q_{(\omega)} \subset \mathbb{Z}^{N+1} \quad \text{with } 1 \leq j \leq N, \]

and $Q_\Omega$ stands for the finite subset $Q_{(1, \ldots, 1)}$.

**Lemma 3.15.** For any $j \geq 1$, the subset $Q_j$ is stable with respect to the morphisms $\alpha_j$, $\beta$ and $\alpha_k$ with $j+1 < k < N$. Moreover, the morphism $\alpha_{j+1}$ starts from $Q_j$.

**Proof.** The stability condition is clear for the morphisms $\alpha_j$ and $\beta$. Let us prove it for $\alpha_k$ with $j+1 < k < N$. Fix $(\epsilon_1, \ldots, \epsilon_N)$ in $\omega_j$. By the figure above, we see that $(\epsilon_1, \ldots, \epsilon_j, \pm 1, \pm 1, \ldots, \pm 1) \in \omega_j$.

Since $k \neq N$, the morphism $\alpha_k$ can only change the sign of $\epsilon_{k+1}$ with $k+1 \geq j+3$, hence the stability condition holds for $\alpha_k$.

Since the morphism $\alpha_{j+1}$ can only change the sign of $\epsilon_{j+2}$ and since $\epsilon_{j+2} = 1$ for the set $Q_j$, the morphism $\alpha_{j+1}$ starts from $Q_j$. \qed

Remind that when we fix all the coordinates of $\mathbb{Z}^{N+1}$ but $k_j$ and $l$, we get a double complex $(K_{k,l}^j; \alpha_j, \beta)$. By Lemma 3.15, the subset $Q_j$ is stable with respect to these morphisms. Thus those double complexes can be of two kinds:

1. all the multi-degrees of the sheaves are in $Q_j$,
2. all the multi-degrees of the sheaves are in the complement of $Q_j$.

In the first case, Proposition 3.14 implies that the total cohomology over any geometric point vanishes. As the sheaves are coherent and locally free, the total cohomology over the base scheme $S$ vanishes also, which we write

(68) \[ H(K_{k,l}^j, \alpha_j + \beta) = 0 \quad \text{on } Q_j. \]

**Step 4: spectral sequences.** For each $j$, we define the sheaves

(69) \[(K_{k,l}^j)_j = \begin{cases} 0 & \text{if } (k,l) \in Q_1 \sqcup \cdots \sqcup Q_j, \\ K_{k,l}^j & \text{otherwise}, \end{cases} \]

yielding the total complexes $K_1, \ldots, K_N$; the notation $K_0$ stands for $K$. By Lemma 3.9, they are complexes of coherent sheaves.
Lemma 3.16. Let \((C; f, g)\) be a double complex and \(E\) be a subset of \(\mathbb{Z}^2\). We define a double complex \((C_0; f_0, g_0)\) by
\[
C_0^{r,s} = \begin{cases} 
0 & \text{if } (r, s) \in E, \\
C^{r,s} & \text{otherwise},
\end{cases}
\]
with the induced morphisms.
If the morphisms \(f\) and \(g\) start from the subset \(E\), then the natural injection of sheaves \(C_0^{r,s} \hookrightarrow C^{r,s}\) induces an injective morphism \((C_0; f_0, g_0) \hookrightarrow (C; f, g)\) of double complexes.
If the morphisms \(f\) and \(g\) end in the subset \(E\), then the natural surjection of sheaves \(C^{r,s} \twoheadrightarrow C_0^{r,s}\) induces a surjective morphism \((C; f, g) \twoheadrightarrow (C_0; f_0, g_0)\) of double complexes.
Moreover, in both cases, if, for any \(n \in \mathbb{Z}\), there is an integer \(r_0\) such that
\[
(70) \quad C_0^{r,n-r} = 0 \text{ for any } r \geq r_0
\]
and if we have
\[
(71) \quad H^r(C^{r,s}, f) = H^r(C_0^{r,s}, f) \quad \text{for any } (r, s) \in \mathbb{Z}^2,
\]
then the total complexes are quasi-isomorphic.

Remark 3.17. If the subset \(E\) is stable by the morphism \(f\) and if
\[
H^r(C^{r,s}, f) = 0 \quad \text{for any } (r, s) \in E,
\]
then the equation (71) follows.

Proof. It is easy to check the injection and the surjection between the double complexes. To prove the quasi-isomorphism, we treat the case of the injection; the other case is similar. Consider the spectral sequences given by the filtration induced by the columns
\[
F^pC^n = \oplus_{r \geq p} C_0^{r,n-r} \quad \text{and} \quad F^pC_0^n = \oplus_{r \geq p} C_0^{r,n-r}.
\]
The injection induces a morphism from the spectral sequence \(E_r(C_0; f_0, g_0)\) to the spectral sequence \(E_r(C; f, g)\), and by (71), we have \(E_1(C_0; f_0, g_0) = E_1(C; f, g)\). Then the two spectral sequences coincide,
\[
E_r(C_0; f_0, g_0) = E_r(C; f, g) , \text{ for any } r \geq 1.
\]
By (70), the spectral sequences abut to the total cohomology of the complexes,
\[
H(C_0^{\text{tot}}, f_0 + g_0) = H(C^{\text{tot}}, f + g).
\]
\[\square\]

For any \(1 \leq j \leq N - 1\), Lemma 3.15 implies
\[
(K_j, \alpha_j + \beta, \alpha_{j+1} + \cdots + \alpha_{N-1}) \hookrightarrow (K_{j-1}, \alpha_j + \beta, \alpha_{j+1} + \cdots + \alpha_{N-1}),
\]
with the convention \(K_0 := K\). We have
\[
H((K^j_{k,l})_{j-1}, \alpha_j + \beta) = 0 \text{ by (68)},
H((K^j_{k,l})_j, \alpha_j + \beta) = 0 \text{ by construction},
\]
for any \((k, l)\) in \(Q_j\). By Lemma 3.9, the condition (70) is satisfied and we apply Lemma 3.16 to get
\[
(72) \quad H(K_j, \alpha_j + \cdots + \alpha_{N-1} + \beta) = H(K_{j-1}, \alpha_j + \cdots + \alpha_{N-1} + \beta) , \text{ for } 1 \leq j \leq N-1.
\]
According to the assumption of Theorem 3.5, the vector bundle $A_N$ is zero, thus the set $Q_N$ is empty and
\[ \alpha_N = 0, \]
\[ K_{N-1} = K_N. \]
Since the morphisms $\alpha_1, \ldots, \alpha_{N-1}$ and $\beta$ start from the subset $Q_\Omega$, there is a surjection
\[ (K_j, \beta + \alpha_{j+1} + \cdots + \alpha_N, \alpha_j) \rightarrow (K_N, \beta + \alpha_{j+1} + \cdots + \alpha_N, \alpha_j), \]
for any $j \leq N - 1$. Consequently, following Lemma 3.9, we need
\[ H(K_j, \alpha_{j+1} + \cdots + \alpha_N + \beta) = H(K_N, \alpha_{j+1} + \cdots + \alpha_N + \beta) \]
to show
\[ H(K_j, \alpha_j + \cdots + \alpha_N + \beta) = H(K_N, \alpha_j + \cdots + \alpha_N + \beta). \]
The equality (72) for $j = N - 1$ coincides with (73) for $j = N - 2$, so that we get (74) for $j = N - 2$. The following implications are
\[ (74) \text{ for } j \rightarrow (73) \text{ for } j - 1 \rightarrow (74) \text{ for } j - 1. \]
By a decreasing induction on the index $j$, we end with (73) for $j = 0$,
\[ H(K, \alpha_1 + \cdots + \alpha_N + \beta) = H(K_N, \alpha_1 + \cdots + \alpha_N + \beta). \]
By construction, $(K_N, \delta)$ is a bounded complex, as it vanishes outside of $Q_{(1, \ldots, 1)}$.
Its evaluation in K-theory gives
\[ \left[(K^{\text{tot}})^\bullet, \delta\right] = \sum_{(\mathcal{I}) \in \mathcal{Q}_{(1, \ldots, 1)}} (-1)^{k_1 + \cdots + k_N + l} [K^{\mathcal{I}}] \]
\[ = \sum_{(\mathcal{I}) \in \mathcal{Q}_{(1, \ldots, 1)}} (-1)^{k_1 + \cdots + k_N - l} [K^{\mathcal{I}}] \]
\[ = \sum_{(p, q) \in P(R_1, \ldots, R_N)} (-1)^{q_1 + \cdots + q_N} [T^p_{\mathbb{Q}}], \]
by the change of variables
\[ \Psi(P(R_1, \ldots, R_N)) = Q_{(1, \ldots, 1)} \times \mathcal{E} \text{ and } \left(\Psi^{-1}(Q_{(1, \ldots, 1)}) \times \mathcal{E}\right) \cap P^+ = P(R_1, \ldots, R_N). \]
This ends the proof of Theorem 3.5. \[ \square \]

3.4. Explicit formula for the virtual class. Let $(T, \delta)$ be a non-degenerate recursive complex with the vanishing property $A_N = 0$. We want to derive from Theorem 3.5 a formula suitable to Givental’s theory (see Sect. 4). Take the formal series
\[ F(x_1, \ldots, x_N) := \sum_{(\mathcal{Q}) \in \mathcal{N}} \text{Ch}^\vee(\text{Sym}^{\mathcal{Q}} \mathcal{R}_1) \cdot x_1^{\mathcal{Q}_1} \cdots \text{Ch}^\vee(\text{Sym}^{\mathcal{Q}} \mathcal{R}_N) \cdot x_N^{\mathcal{Q}_N} \prod_{j=1}^N \frac{1}{\text{Td}(\mathcal{R}_j)}, \]
and by Corollary 3.7, observe that we get the virtual class by the following rules:
1. choose sufficiently large integers $R_1 \gg \cdots \gg R_N \gg 1$ (we could estimate lower bounds for these values),
2. develop the formal virtual class with respect to the variables $x_1, \ldots, x_N$, \[ \cdots \]
(3) eliminate every monomial \( x_1^{h_1} \cdots x_N^{h_N} \) with
\[
h_j + \sum_{k=j+1}^{N} (-a_j) \cdots (-a_{k-1})h_k > R_j \quad \text{for some index } j,
\]
(4) evaluate the remaining polynomial at \((x_1, \ldots, x_N) = (1, \ldots, 1)\).

**Lemma 3.18.** The formal series \( F \) equals
\[
F(x_1, \ldots, x_N) = \prod_{j=1}^{N} c_{x_j}(\mathfrak{R}_j) = \exp \left( \sum_{j=1}^{N} \sum_{l \geq 0} s_l(x_j) \text{Ch}_l(\mathfrak{R}_j) \right) \in H^*(S)[[x_1, \ldots, x_N]]
\]
with the characteristic class \( c \) defined by (4) and
\[
s_0(x) = -\ln(1-x) \quad \text{and} \quad s_l(x) = \frac{B_l(0)}{l} + (-1)^l \sum_{k=1}^{l} (k-1)! \left( \frac{x}{1-x} \right)^k \gamma(l,k), \ l \geq 1.
\]
Here, the number \( \gamma(l,k) \) is defined by the generating function
\[
\sum_{l \geq 0} \gamma(l,k) \frac{x^l}{l!} := \frac{(e^x - 1)^k}{k!}.
\]

We notice that \( \gamma(l,k) \) vanishes for \( k > l \) and that the sum over \( l \) in (76) is finite because \( \text{Ch}_l \) vanishes for \( l > \text{dim}(S) \).

**Proof.** More generally, for a vector bundle \( E \) of rank \( s \) with roots \( r_1, \ldots, r_s \), we have
\[
\sum_{m \geq 0} (-1)^m \text{Ch}(\Lambda^m(E)) = \prod_{k=1}^{s} (1 - e^{r_k})
\]
\[
\sum_{m \geq 0} \text{Ch}(\text{Sym}^m(E)) \cdot x^m = \frac{1}{\prod_{k=1}^{s} (1 - x \cdot e^{r_k})}
\]
and in the ring \( \mathbb{C}[x,y]/(y^R) \), we have
\[
1 - x \cdot e^y = (1 - x) \exp \left( - \sum_{l \geq 1} \sum_{k \geq 1} (k-1)! \left( \frac{x}{1-x} \right)^k \gamma(l,k) \frac{y^l}{l!} \right)
\]
\[
\frac{y}{1-e^{-y}} = \exp \left( - \sum_{l \geq 1} \frac{B_l(0) y^l}{l!} \right).
\]
\[\square\]

For any \( \lambda \in \mathbb{C} - \{0, 1\} \), we define a Laurent series with values in \( H^*(S) \) by
\[
F(\lambda) := F(x_1, \ldots, x_N) \mid_{(x_1, \ldots, x_N) = (\lambda, \lambda^{-1}, \ldots, \lambda^{-(a_1-1)}, \ldots, \lambda^{-(a_N-1)})}.
\]

**Theorem 3.19.** Under the hypothesis of Theorem 3.5, the Laurent series \( F(\lambda) \) is a polynomial in \( \lambda, \lambda^{-1} \) and we have
\[
c_{\text{vir}}(T, \delta) = F(\lambda = 1).
\]
In particular, we get

\[ c_{\nu}(T, \delta) = \lim_{\lambda \to 1} \prod_{j=1}^{N} c_{\nu_j}(\mathfrak{O}_j) = \lim_{\lambda \to 1} \left( \prod_{j=1}^{N} (1 - \lambda_j)^{-\chi_{\nu}(\mathfrak{O}_j)} \right) \exp \left( \sum_{j=1}^{N} \sum_{l \geq 1} s_l(\lambda_j) \chi_l(\mathfrak{O}_j) \right), \]

with the characteristic class \( c \) defined by (4) and where \( \lambda_j = (\lambda_{-a_1}) \cdots (\lambda_{-a_d}) \).

**Proof.** For \( l \geq 1 \), the polynomial

\[ \tilde{s}_l(X) := \frac{B_l(0)}{l} + (-1)^l \sum_{k=1}^{l} (k-1)! X^k \gamma(l, k) \]

is of degree \( l \) and we develop

\[ \exp \left( \sum_{j=1}^{N} \sum_{l \geq 1} \tilde{s}_l(X_j) \chi_l(\mathfrak{O}_j) \right) = \sum_{k \geq 0} P_k(X_1, \ldots, X_N) \]

where \( P_k \) is a polynomial with values in \( H^k(S) \) and with degree less than \( k \). By (75), the meromorphic function \( F_k \) from \( \mathbb{C}^N \) to \( H^k(S) \) defined by

\[ F_k(x_1, \ldots, x_N) = P_k \left( \frac{x_1}{1-x_1}, \ldots, \frac{x_N}{1-x_N} \right) \cdot \prod_{j=1}^{N} \left( \frac{1}{1-x_j} \right)^{\chi_j \mathfrak{O}_j} \]

is of the form

\[ \sum_{(k_1, \ldots, k_N) \in \mathbb{N}^N} \tilde{f}(k_1, \ldots, k_N) x_1^{k_1} \cdots x_N^{k_N}. \]

Change variables to

\[ \sum_{(l_1, \ldots, l_N) \in \mathbb{Z}^N} f(l_1, \ldots, l_N) x_1^{l_1} (x_2 x_1^{a_1})^{l_2} \cdots (x_N x_N^{-1})^{l_N}, \]

where \( f(l_1, \ldots, l_N) = 0 \) when the corresponding vector \((k_1, \ldots, k_N)\) is not in \( \mathbb{N}^N \), then we have to eliminate all monomials with \( l_j > R_j \) for some \( j \), and get a finite sum

\[ G_k(x_1, \ldots, x_N) = \sum_{l_j \leq R_j, \forall j} \sum_{l_1, \ldots, l_N} f(l_1, \ldots, l_N) x_1^{l_1} (x_2 x_1^{a_1})^{l_2} \cdots (x_N x_N^{-1})^{l_N}. \]

By a decreasing induction on \( k \), we prove for every \( l_k \in \mathbb{Z} \) that

\[ \sum_{l_{k+1} \in \mathbb{Z}} \cdots \sum_{l_N \in \mathbb{Z}} f(l_k, \ldots, l_N) = \sum_{l_{k+1} \leq R_{k+1}} \cdots \sum_{l_N \leq R_N} f(l_k, \ldots, l_N) \]

and that it vanishes when \( l_k > R_k \). The main ingredient is the independence of \( G_k(1, \ldots, 1) \) from sufficiently big integers \( R_1 \gg \cdots \gg R_N \) (see Theorem 3.5).

For \( k = N - 1 \), the vanishing property \( A_N = 0 \) implies \( f(l_{N-1}, l_N) = 0 \) for every \( l_N > R_N \) and we deduce (80) from

\[ \sum_{l_{N-1} \leq R_{N-1}} \sum_{l_N \leq R_N} f(l_{N-1}, l_N) = \sum_{l_{N-1} \leq R_{N-1}} \sum_{l_N \leq R_N} f(l_{N-1}, l_N) = 0. \]
Assume that (80) is true for $k = 2$. Since (76) implies
\[ f(l_1, \ldots, l_N) = f(l_1 + a_1 \cdot l_2) \cdot f(l_2, \ldots, l_N), \]
we have
\[
\sum_{l_2 \in \mathbb{Z}} \cdots \sum_{l_N \in \mathbb{Z}} f(l_1, \ldots, l_N) = \sum_{l_2 \in \mathbb{Z}} \cdots \sum_{l_N \in \mathbb{Z}} f(l_1 + a_1 \cdot l_2) \cdot f(l_2, \ldots, l_N)
\]
\[
= \sum_{l_2 \in \mathbb{Z}} \cdots \sum_{l_N \in \mathbb{Z}} f(l_1 + a_1 \cdot l_2) \cdot \sum_{l_3 \leq R_3} \cdots \sum_{l_N \leq R_N} f(l_2, \ldots, l_N)
\]
\[
= \sum_{l_2 \leq R_2} \cdots \sum_{l_N \leq R_N} f(l_1 + a_1 \cdot l_2) \cdot \sum_{l_3 \leq R_3} \cdots \sum_{l_N \leq R_N} f(l_2, \ldots, l_N)
\]
\[
= \sum_{l_2 \leq R_2} \cdots \sum_{l_N \leq R_N} f(l_1, \ldots, l_N).
\]
The sum over $\{l_1 \leq R_1 + h\}$ of this expression is independent of $h \geq 0$ and vanishes for $l_1 > R_1$. In particular, we obtain
\[
\sum_{l_1 \in \mathbb{Z}} \cdots \sum_{l_N \in \mathbb{Z}} f(l_1, \ldots, l_N) = \sum_{l_1 \leq R_1} \cdots \sum_{l_N \leq R_N} f(l_1, \ldots, l_N) = G_k(1, \ldots, 1)
\]
and we have equality of the Laurent series
\[
F_k(\lambda_1, \ldots, \lambda_N) = \sum_{l_1 \in \mathbb{Z}} t_1 \cdot \sum_{(l_2, \ldots, l_N) \in \mathbb{Z}^{N-1}} f(l_1, \ldots, l_N) \quad \text{and}
\]
\[
G_k(\lambda_1, \ldots, \lambda_N) = \sum_{l_1 \leq R_1} \cdots \sum_{l_N \leq R_N} f(l_1, \ldots, l_N) \cdot t_1.
\]
\[
\square
\]
We call virtual degree the integer
\[
\text{degvir} := -\sum_{j=1}^{N} \text{Ch}_0(\mathfrak{R}_j).
\]
Since the non-degeneracy condition implies $\text{rank}(A_j) \leq \text{rank}(B_{j+1})$ for any $j$, we obtain
\[
\text{degvir} \geq 0.
\]
Consider $\epsilon_j := \lambda_j^{-1} - 1$ and write the function $F_k$ (see (79)) as
\[
F_k(\epsilon_1, \ldots, \epsilon_N) = \prod_{j=1}^{N} \left( \frac{\epsilon_j}{1 + \epsilon_j} \right)^{-\text{Ch}_0(\mathfrak{R}_j)} \cdot P_k(\epsilon_1^{-1}, \ldots, \epsilon_N^{-1}).
\]
The relation $\lambda_j = \lambda(-a_j) \cdots (-a_{j-1})$ with $\lambda \to 1$ yields
\[
\epsilon_j^{-1} \overset{\epsilon \to 0}{=} \frac{\epsilon^{-1}}{(-a_1) \cdots (-a_{j-1})} + O(1) \quad \text{and} \quad \frac{\epsilon_j}{1 + \epsilon_j} \overset{\epsilon \to 0}{=} (-a_1) \cdots (-a_{j-1}) \cdot \epsilon + O(\epsilon^2).
\]
Let $\mathfrak{d}_t e^{-t}$ be the dominant term in $P_k(\epsilon_1^{-1}, \ldots, \epsilon_N^{-1})$, with $\mathfrak{d}_t \in H^k(\overline{\mathcal{M}_{0,n}})$ a non-zero cohomology class, and write
\[
F_k(\epsilon_1, \ldots, \epsilon_N) \overset{\epsilon \to 0}{=} h_k \cdot \mathfrak{d}_t \cdot e^{\text{degvir} - t} + O(e^{\text{degvir} - t + 1}), \quad \text{with} \ h_k \in \mathbb{Q}^*.
\]
We have $\text{degvir} \geq t$ because this equivalent must converge (see Theorem 3.19) and $h_k \cdot \mathfrak{d}_t \neq 0$. Furthermore, we have already noticed that the degree of the polynomial
\[ P_k(X_1, \ldots, X_N) \text{ is less than } k, \text{ hence we have } \mathfrak{f} \leq k \]. Finally, when \( \deg \text{vir} > \mathfrak{f} \), we obtain \( F_k(\epsilon_1, \ldots, \epsilon_N) \rightarrow 0 \).

**Corollary 3.20.** Under the hypothesis of Theorem 3.5, the virtual class \( c_{\text{vir}}(T, \delta) \) lies in
\[ c_{\text{vir}}(T, \delta) \in \bigoplus_{k \geq \deg \text{vir}} H^{2k}(S, \mathbb{Q}). \]

\[ \square \]

### 3.5. Computing Polishchuk and Vaintrob’s virtual class.

We return to the quantum singularity theory of LG orbifolds \((W, \text{Aut}(W))\), with an invertible polynomial \( W \), and we will adapt Theorem 3.19 to compute the virtual class of the two-periodic complex
\[ (T, \delta) := p_{\text{naive}}^*(PV \otimes K(\mathcal{C}_\forall)) \] over \( S \) (see Sect. 2.5).

Here, we fix an element \( \gamma \in (\text{Aut}(W))^n \), a family \( \pi : \mathcal{C} \rightarrow S \) of \( W \)-spin curves of genus zero with sections \( \sigma_1, \ldots, \sigma_n \) of type \( \gamma \) over a smooth base scheme \( S \) and an admissible decoration \( \mathcal{C}_\gamma \) of the graph \( \Gamma_W \).

As the invertible polynomial \( W \) is not just a loop polynomial, the two-periodic complex \((T, \delta)\) is not recursive. We have to modify this complex and to assume extra conditions to apply Theorem 3.19; we proceed in three steps. First, we construct another two-periodic complex \((T_C, \delta_C)\). Then we prove
\[ c_{\text{vir}}^{PV}(T_C, \delta_C) = c_{\text{vir}}^{PV}(T, \delta). \]

Finally we assume extra conditions (see Theorem 3.21), so that \((T^\mathbb{E}, \delta^\mathbb{E})\) turns into a non-degenerate and recursive complex with vanishing condition (52); we conclude with Theorem 3.19.

**Step 1:** Remind that the two-periodic complex \((T, \delta)\) is built on the vector bundles \( A_1, \ldots, A_N \) and \( \tilde{B}_1, \ldots, \tilde{B}_N \) on the scheme \( S \) and observe that \([A_j \rightarrow \tilde{B}_j]\) is quasi-isomorphic to \( R\pi_*\mathcal{L}_j^\mathbb{E} \) with
\[ \mathcal{L}_j^\mathbb{E} := \mathcal{L}_j \left( - \sum_{(\sigma_i, x_j) \in \mathcal{C}_\gamma} \sigma_i \right). \]

As each marked point \( \sigma_i \) is in \( \mathcal{C}_{x_j} \cup \mathcal{C}_{\tau_{ij}} \), the isomorphism (15) induces
\[ \mathcal{L}_j^\mathbb{E} \otimes \mathcal{L}_{(j)}^\mathbb{E} \hookrightarrow \omega_{\mathcal{C}}. \]

Thus the construction of Polishchuk–Vaintrob [37, Sect. 4.2] produces vector bundles
\[ A^\mathbb{E} := A_1^\mathbb{E} \oplus \cdots \oplus A_N^\mathbb{E} \] and \[ B^\mathbb{E} := B_1^\mathbb{E} \oplus \cdots \oplus B_N^\mathbb{E}, \]
with morphisms
\[ \alpha^\mathbb{E} := \alpha_1^\mathbb{E} + \cdots + \alpha_N^\mathbb{E} \] and \[ \beta^\mathbb{E} := \beta_1^\mathbb{E} + \cdots + \beta_N^\mathbb{E}, \]
yielding a Koszul matrix factorization \(-\alpha^\mathbb{E}, \beta^\mathbb{E}\) of potential zero on the total space of \( A^\mathbb{E} \). The naive push-forward gives a two-periodic complex
\[ p_{\text{naive}}^\mathbb{E}\{ -\alpha^\mathbb{E}, \beta^\mathbb{E}\} = (T^\mathbb{E}, \delta^\mathbb{E}) \] on \( S \).

Compare the construction of \((T^\mathbb{E}, \delta^\mathbb{E})\) with the construction of \((T, \delta)\) (see [37, Section 4.2, Step 2]) and observe that
\[ B_j^\mathbb{E} = B_j \] and \[ A_j^\mathbb{E} = \ker Z_j^\mathbb{E}. \]
where $Z^\xi_j : A_j \to O^\xi_j$. Then the morphisms

$$
\begin{align*}
(\alpha'_j)^\xi & : \text{Sym}^{a_j} A^\xi_j \to B^\gamma_{(j)}, \\
(\alpha''_j)^\xi & : \text{Sym}^{a_j-1} A^\xi_j \otimes A^\xi_{t(j)} \to B^\gamma_j,
\end{align*}
$$

(84)

are naturally induced by the morphisms $\alpha'_1, \ldots, \alpha'_n$, $\alpha''_1, \ldots, \alpha''_n$ and $\beta_1, \ldots, \beta_N$. To fix ideas, over a geometric point $s \in S$, we have

$$
\begin{align*}
(\alpha'_j)^\xi|_{s} & : \text{Sym}^{a_j} H^0(C_s, L^\xi_{j,s}) \to H^1(C_s, L^\xi_{t(j),s}) \quad \text{and} \\
(\alpha''_j)^\xi|_{s} & : \text{Sym}^{a_j-1} H^0(C_s, L^\xi_{j,s}) \otimes H^0(C_s, L^\xi_{t(j),s}) \to H^1(C_s, L^\xi_{j,s}) \\
\end{align*}
$$

(85)

induced by (82) (and similarly to (41)) and the morphism $Z^\xi_{j,s} : H^0(C, L_{j,s}) \to O^\xi_{j,s}$ comes from the exact sequence

$$
0 \to L^\xi_{j,s} \to L_{j,s} \to L_{j,s}|_{\sum_{(s, x) \in C} \sigma_s} \to 0.
$$

Step 2: We go back to the base scheme $S$ and observe

$$
R\pi_* (\mathcal{L}^\xi_j) = [A_j \to B_j] = [A^\xi_j \to B_j] \quad \text{in } \mathcal{D}(S).
$$

(86)

Denote by $X^\xi$ the total space of $A^\xi$ and by $i : X^\xi \hookrightarrow X$ the inclusion in $X$. The section $\bar{\beta}$ induces the regular section $Z^\xi \vert_{C_{\mathcal{R}}}$ of the sheaf

$$
p^* \tilde{\mathcal{B}} / p^* \mathcal{B} \simeq Z^* (O^\xi \vert_{C_{\mathcal{R}}}),
$$

whose zero locus is $X^\xi$. The sections $\bar{\alpha}$ and $\bar{\beta}$ induce $\alpha^\xi$ and $\beta^\xi$ on $X^\xi$. The zero loci of $\{\alpha^\xi, \beta^\xi\}$ and $\{\alpha, \beta\}$ coincide with the zero section $S$ in $X^\xi \subset X$, so they are proper. By [37, Proposition 4.3.1], we obtain $\{\alpha, \beta\} \simeq i_* \{\alpha^\xi, \beta^\xi\}$, and via the naive push-forward,

$$
(T, \delta) \simeq (T^\xi, \delta^\xi).
$$

(87)

Step 3: According to the FJRW terminology, we say that a variable $x_j$ is concave for the decoration $\mathcal{C}_{\mathcal{R}}$ if

$$
H^0(C, L^\xi_j) = 0,
$$

for every $W$-spin curve $C$ of genus-zero and type $\mathcal{R}$, with $L^\xi_j$ defined by (81).

By [8, Proposition 3.1], if

$$
w_j | d \quad \text{and} \quad \mathcal{C}_{\mathcal{R}} = 2 \mathcal{R},
$$

(88)

i.e. the weight divides the degree and all the broad marked points are crossed for the line bundle $\mathcal{L}_j$, then the variable $x_j$ is concave for the decoration $\mathcal{C}_{\mathcal{R}}$.

**Example.** For each index $j$ satisfying $t(j) = j$, the variable $x_j$ is concave for every admissible decoration. Indeed, the monomial $x_j^{a_j} x_{t(j)}$ of $W$ gives $w_j | d$, and by definition of an admissible decoration, any vertex followed by itself is crossed.

**Theorem 3.21.** Consider an invertible polynomial $W$, an element $\mathcal{R} \in Aut(W)^n$ and admissible decorations $\mathcal{C}_{\gamma(1)}, \ldots, \mathcal{C}_{\gamma(n)}$ of the graph $\Gamma_W$. Assume that each connected component of $\Gamma_W$ contains a concave variable $\mathcal{C}_{\mathcal{R}} := \mathcal{C}_{\gamma(1)} \sqcup \cdots \sqcup \mathcal{C}_{\gamma(n)}$. Then this is unambiguous to define

$$
\begin{align*}
\lambda_{t(j)} & = \lambda_{a_j}^{-1} & \text{if } x_j \text{ is non-concave for } \mathcal{C}_{\mathcal{R}}, \\
\lambda_j & = \lambda & \text{for every remaining index } j,
\end{align*}
$$

(89)
and the evaluation of Polishchuk–Vaintrob’s virtual class (48) in genus zero on the state $e(C_{\tau})$ equals

$\nu^\PV(e(C_{\tau})) = \lim_{\lambda \to \infty} \prod_{j=1}^{N} \nu_j(Rp_* (L^x_j))$

$= \lim_{\lambda \to \infty} \prod_{j=1}^{N} (1 - \lambda_j)^{r_j} \nu_j(Rp_* (L_j))$

(90)

$= \lim_{\lambda \to \infty} \left( \prod_{j=1}^{N} (1 - \lambda_j)^{-\text{Ch}_0(Rp_* (L_j)) + r_j} \right)$

$\cdot \exp \left( \sum_{j=1}^{N} \sum_{l \geq 1} s_l(\lambda_j) \text{Ch}_l(Rp_* (L_j)) \right)$

$\in \bigoplus_{k \geq \text{deg}_{\nu}} H^{2k}(S, \mathbb{Q})$,

with the characteristic class $\nu$ defined by (4), the function $s_j(x)$ by (77) and the virtual degree by

$\text{deg}_{\nu} = \sum_{j=1}^{N} -\text{Ch}_0(Rp_* (L_j)) + r_j \in \mathbb{N}, \quad \text{with } r_j := \text{card}(C_{\tau})$.

Proof. First, we observe

$\text{Ch}_0(Rp_* (L_j)) - r_j = \text{Ch}_0(Rp_* (L^x_j))$.

Then we prove that $(T^x, \delta^x)$ is a non-degenerate recursive complex with vanishing condition. Indeed, let us alter the graph $\Gamma_W$ as follows. For each concave variable $x_j$, erase the arrow from $v_j$ to $v_{i(j)}$. As every connected component contains a concave variable, we get a disjoint union of oriented graphs, which are lines from a tail to a head (in the direction of arrows). Once we draw an arrow from the head to the tail, each oriented graph corresponds to a recursive complex with vanishing condition, as follows. The vertex $v_j$ corresponds to the vector bundles $A^x_j$ and $B_j$, with the morphism $\beta^x_j$: the arrow from $v_j$ to $v_{i(j)}$ corresponds to the morphisms $(\alpha^x_j)$ and $(\alpha^x_{i(j)})$: the vector bundle $A^x_j$ which corresponds to the head is zero. With this representation, this is clear that $(T^x, \delta^x)$ decomposes as a tensor product of recursive complexes with vanishing condition, corresponding to the connected components of the modified graph. If we prove the non-degeneracy conditions for $(T^x, \delta^x)$, then we apply Theorem 3.19 for each term of the tensor product, and the product of the resulting formulae gives the virtual class $c^{PV}_{\nu^x}(T^x, \delta^x)$.

Over a geometric point $s \in S$, the morphism $(\alpha^x)^{\nu}_{j,s}$ is given by

$\text{Sym}^a: H^0(C_s, L^x_{j,s}) \to H^0(C_s, (L^x_{j,s})^a) \simeq H^0(C_s, \omega_{C_s} \otimes (L^x_{i(j),s})^\vee) \simeq H^1(C_s, L^x_{i(j),s})^\vee$,

and we see that the morphism $(\alpha^x)^{\nu}_{j,s}$ is non-degenerate (see Definition 3.4).

Remark 3.22. Theorem 3.21, together with the expression of the Chern character of $Rp_* L_j$ (see [7, Theorem 1.1.1]) and the algorithm of Carel Faber [19], leads to a computer program expressing Polishchuk–Vaintrob’s virtual class in terms of psi-classes and boundary terms, and giving numerical values for the invariants of
the cohomological field theory (20). When at least one of the decorations at the marked points is not balanced, the formula of Theorem 3.21 vanishes.

The factorization and index zero properties of [37, Sect. 5] constitute applications of Theorem 3.21. As the latter requires \( n = 3 \) and the dimension of \( S_{0,3} \) is zero, Polishchuk–Vaintrob’s virtual class equals

\[
\langle \alpha \rangle^{PV}_{vir}(\epsilon(C\gamma))_{0,3} = \lim_{\lambda \to 1} \prod_{j=1}^{N} (1 - \lambda_j)^{-\text{Ch}_0(R\pi_*(\mathcal{L}_j))} = \lim_{\lambda \to 1} \prod_{j=1}^{N} (1 - \lambda_j)^{-\text{Ch}_0(R\pi_*(\mathcal{L}_j)) + r_j}.
\]

A straightforward computation yields

\[-1 \leq -\text{Ch}_0(R\pi_*(\mathcal{L}_j)) + r_j \leq 1,
\]

and for any \( W \)-spin curve \( \mathcal{C} \) of genus zero, the equality

\[\text{rank}(H^0(\mathcal{C}, \mathcal{L}_j^\xi)) \leq \text{rank}(H^1(\mathcal{C}, \mathcal{L}_j))\]

follows from the non-degeneracy of the morphism \((\alpha')^\xi_j\). Moreover, for a smooth genus-zero curve \( \mathcal{C} \) we have

\[H^0(\mathcal{C}, \mathcal{L}_j^\xi) = 0 \quad \text{or} \quad H^1(\mathcal{C}, \mathcal{L}_j^\xi) = 0.
\]

Therefore, every three-point correlator is a product of terms

\[
\frac{1 - \lambda_{(i)}}{1 - \lambda_j} \rightarrow -a_j
\]

and possibly of terms \( 1 - \lambda_j \rightarrow 0 \). Observe that the virtual class \((\epsilon^{PV}_{vir})_{0,3}\) vanishes if and only if its degree degvir is non-zero.

**Example.** By [37, Lemma 6.1.1], the bilinear pairing of the state space satisfies

\[
\langle e(\mathcal{C}_\gamma), e(\mathcal{C}'_{\gamma'}) \rangle = \langle e(\mathcal{C}_\gamma), e(\mathcal{C}'_{\gamma'}), e_j \rangle^{PV}_{0,3},
\]

where \( e_j \) is the unit element corresponding to the unique admissible decoration for the grading element \( j \), defined in (5) (this decoration is empty). The component \( S_{0,3}(\gamma, \gamma', j) \) is non-empty only if \( \gamma' = \gamma^{-1} \), then for any index \( j \) we have

\[-\text{Ch}_0(R\pi_*(\mathcal{L}_j)) = \begin{cases} -1 & \text{if } \gamma_j = 1, \\ 0 & \text{otherwise}. \end{cases}
\]

Finally, we recover (14).

**Example.** Consider the polynomial \( W = x_1^2 x_2 + x_2^3 x_3 + x_3^5 x_4 + x_4^10 x_5 + x_5^{11} \) with weights \((4, 3, 2, 1, 1)\) and degree 11. For the type \((\tilde{3}, \tilde{3}, \tilde{1})\) at the marked points, where \( j \) is the grading element defined in (5), the only admissible decorations are empty because \( \Delta_x \) is empty, and we simply denote \( e_{\tilde{3}}, e_{\tilde{3}}, \text{and } e_{\tilde{1}} \) for the state elements. By (2), we compute

\[
\text{rank}(H^0(\mathcal{C}, \mathcal{L}_1)) = 1 + (3 - 2) \cdot \frac{4}{11} - \frac{3 \cdot 4}{11} - \frac{6 \cdot 4}{11} = 1,
\]

\[
\text{rank}(H^1(\mathcal{C}, \mathcal{L}_2)) = -1 + (2 - 3) \cdot \frac{3}{11} + \frac{3 \cdot 3}{11} = 1
\]

and the other vector spaces are zero. Then we get

\[
\langle e_{\tilde{3}}, e_{\tilde{3}}, e_{\tilde{1}} \rangle = -2.
\]
Remark 3.23. A virtual class with a broad entry can be non-zero. For instance, let
\[ D = \varepsilon_0 \text{ and that } \Ch \]
and obtain the computation
\[ R_\pi \text{ for every elements } u \in \mathbf{u}. \]
Let
\[ \Phi: \text{There exists an isomorphism } \Phi: \mathbf{H} \rightarrow \mathbf{H} \]
rescaling the broad sectors which preserves the pairing (and the grading) of the state space such that
\[ \langle e_2^4 e_{\mu} \rangle = \frac{-1}{121}. \]
Observe that \( R^1_\pi \mathcal{L}_2 \) is a vector bundle of rank 1, so that we have
\[ (\Ch_1 R^1_\pi \mathcal{L}_2)^2 - 2 \cdot \Ch_2 R^1_\pi \mathcal{L}_2 = 0. \]
But the element \( R_\pi \mathcal{L}_1 \) is not equal to a vector bundle in K-theory, as
\[ (\Ch_1 R_\pi \mathcal{L}_1)^2 \neq 2 \cdot \Ch_2 R_\pi \mathcal{L}_1. \]

Example. Consider again the polynomial \( W = x_1^2 x_2 + x_3^3 x_4 + x_5^{10} x_5 + x_6^{11} \)
and compute the five-point correlator \( \langle e_2^4 e_{\mu} \rangle \). We see easily that \( R_\pi \mathcal{L}_3, R_\pi \mathcal{L}_4, \) and \( R_\pi \mathcal{L}_5 \) are zero, then
\[ \Ch R_\pi \mathcal{L}_3 = \Ch R_\pi \mathcal{L}_4 = \Ch R_\pi \mathcal{L}_5 = 0, \]
and that \( \Ch_0 R_\pi \mathcal{L}_1 = \Ch_0 R_\pi \mathcal{L}_2 = -1. \) Develop the formula (90) as a series in \( \varepsilon_j := \lambda_j^{-1} - 1 \) and obtain
\[ \langle e_2^4 e_{\mu} \rangle = \lim_{\varepsilon_j \rightarrow 0} \prod_{j=1}^2 \varepsilon_j \left( 1 - \frac{1}{2} \frac{1}{\varepsilon_j} \right) \Ch_1 R_\pi \mathcal{L}_1 + \left( \frac{1}{8} \frac{1}{2 \varepsilon_j} + \frac{1}{2 \varepsilon_j^2} \right) (\Ch_1 R_\pi \mathcal{L}_1)^2 \]
with \( \varepsilon_2 := (-2) \cdot \varepsilon_1 + \frac{(-2)(-3)}{2} \varepsilon_1^2 + \frac{(-2)(-3)(-4)}{3!} \varepsilon_1^3 + \cdots. \) Notice that we stop at the second Chern character because \( \dim(S_{0,5}) = 2. \) Thus, we get
\[ \langle e_2^4 e_{\mu} \rangle = 0 \cdot ((\Ch_1 R_\pi \mathcal{L}_2)^2 + 2 \cdot \Ch_2 R_\pi \mathcal{L}_2). \]
By [7, Theorem 1.1.1], we compute
\[ (\Ch_1 R_\pi \mathcal{L}_1)^2 = -\frac{7}{121}, \quad \Ch_2 R_\pi \mathcal{L}_1 = \frac{13}{2 \cdot 121}, \]
\[ (\Ch_1 R_\pi \mathcal{L}_2)^2 = \frac{12}{121}, \quad \Ch_2 R_\pi \mathcal{L}_2 = -\frac{6}{121} \]
and obtain
\[ \langle e_2^4 e_{\mu} \rangle = \frac{-2}{121}. \]

Remark 3.23. A virtual class with a broad entry can be non-zero. For instance, consider the \( D_5 \)-singularity \( x_1^2 x_2 + x_2^4 \) with weights \((3, 2)\) and degree 8; we leave as an exercise the computation
\[ c_{\text{vir}}^\text{FJRW}(e_{\nu}^0, e_{\nu^2}, e_{\nu^3}, e_{\nu^3})_{0,5} = \psi_1 \in H^1(\overline{M}_{0,5}). \]

3.6. Compatibility of virtual classes for chain polynomials. We prove in this section the compatibility between Polishchuk–Vaintrob’s class and FJRW virtual class for every chain polynomials in every genus. In Sect. 4, this compatibility is used to deduce mirror symmetry for FJRW theory from Theorem 3.21.

Theorem 3.24. Let \( W \) be a chain polynomial \( W = x_1^{a_1} x_2 + \cdots + x_N^{a_{N-1}} x_N + x_N^{a_N + 1}. \)
There exists an isomorphism \( \Phi: \mathbf{H} \rightarrow \mathbf{H} \) rescaling the broad sectors which preserves the pairing (and the grading) of the state space such that
\[ c_{\text{vir}}^\text{FJRW}(u_1, \ldots, u_n)_{n+1} = c_{\text{vir}}^\text{PV}(\Phi(u_1), \ldots, \Phi(u_n))_{n+1} \]
for every elements \( u_1, \ldots, u_n \) of the state space and for every genus \( g. \)
Remarks. When we deal with chain polynomials, we observe that for a given automorphism $\gamma \in \text{Aut}(W)$, there is a unique admissible decoration $\mathcal{C}_\gamma$; we lighten notation as $e_\gamma := e(\mathcal{C}_\gamma)$. By rescaling the broad sectors, we mean that we multiply every broad state $e_\lambda$ by a constant $c_\lambda \in \mathbb{C}^*$. This rescaling preserves the grading when $c_\lambda \cdot e_{\lambda-1} = 1$.

Proof. The compatibility between PV and FJRW theories when all the entries are narrow is proved in [5, Theorem 1.2]. Here we also have to deal with broad states.

Let $\lambda \in \text{Aut}(W)$ be an automorphism such that $e_\lambda$ is a broad state and set $m := N + 1 - \min \{1 \leq j \leq N \mid \lambda_j = 1\}$. Recall that $\lambda_j = 1$ for $j \geq N + 1 - m$ and that the state $e_\lambda$ vanishes if $m$ is odd.

Consider the diagonal automorphism

$$u := \text{diag}\left(\exp \frac{2i\pi}{a_1 \cdots a_N}, \exp \frac{-2i\pi}{a_1 \cdots a_N}, \exp \frac{2i\pi}{a_3 \cdots a_N}, \ldots, \exp \frac{(-1)^{N-1}2i\pi}{a_N}\right).$$

This element generates the group $\text{Aut}(W)$.

Lemma 3.25. For any broad state $e_\lambda \neq 0$, the genus-zero virtual class

$$c_{\text{vir}}^{\text{PV}}(e_\lambda, e_{u,\lambda^{-1}}, e_{j, u^{-1}})_{0,3} \in H^0(\mathcal{M}_{0,3}) \simeq \mathbb{C}$$

does not vanish and the states $e_{u,\lambda^{-1}}$ and $e_{j, u^{-1}}$ are narrow.

Proof. We see immediately that the selection rule (17) is satisfied and that the two states above are narrow. Since a genus-zero Polishchuk–Vaintrob’s class of degree zero with three insertions never vanishes (see the formula (91)), we have to compute the degree of that class. In this proof, we set $u_j := \frac{(-1)^{j-1}}{a_j \cdots a_N}$ and we write $\lambda = \text{diag}(\exp 2\pi l_1, \ldots, \exp 2\pi l_N)$, with $l_j \in [0, 1]$. By (18), we get

$$\frac{1}{2} \text{deg } c_{\text{vir}}^{\text{PV}}(e_\lambda, e_{u,\lambda^{-1}}, e_{j, u^{-1}})_{0,3} = \text{deg } (e_\lambda) + \text{deg } (e_{u,\lambda^{-1}}) + \text{deg } (e_{j, u^{-1}}) - \hat{c}_W$$

$$= \frac{m}{2} + \sum_{j=1}^N l_j + \langle a_j \rangle - \langle u_j \rangle + \langle u_j - l_j \rangle - 3a_j - 1 + 2q_j$$

$$= \frac{m}{2} + \sum_{j=1}^N l_j + a_j - u_j + p_j + u_j - l_j + p'_j - q_j - 1$$

$$= \frac{m}{2} - N + \sum_{j=1}^N p_j + p'_j,$$

where we have

$$p_j = \begin{cases} 0 & \text{if } u_j \leq a_j \\ 1 & \text{if } u_j > a_j \end{cases} \quad \text{and} \quad p'_j = \begin{cases} 1 & \text{if } u_j < l_j \\ 0 & \text{if } u_j \geq l_j \end{cases}.$$

It is easy to see that if $j$ is odd, then $u_j < a_j$ and

$$u_{j+1} = 1 - a_j \cdot u_j > 1 - a_j \cdot a_j = a_j.$$

Similarly, if $j$ is odd, then $u_j < l_j$ unless $l_j = 0$. If $l_j \neq 0$, then

$$u_{j+1} = 1 - a_j \cdot u_j > 1 - a_j \cdot l_j \geq (1 - a_j \cdot l_j) = l_{j+1}.$$
Consequently, we have
\[ \sum_{j=1}^{N} p_j + p'_j = \lceil N/2 \rceil + \lfloor N/2 - m/2 \rfloor = N - m/2, \]
since \( m \) is even, so that the degree of the virtual class is zero. \( \square \)

Let \( e_{\alpha_1}, \ldots, e_{\alpha_p} \) be narrow states and \( e_{\lambda_1}, \ldots, e_{\lambda_q} \) be broad states. By the factorization properties [37, Sect. 5], Polishchuk and Vaintrob’s class satisfies
\[
\begin{align*}
&c_{\text{vir}}^{\text{PV}}(e_{\alpha_1}, \ldots, e_{\alpha_p}, e_{\lambda_1}, \ldots, e_{\lambda_q})_{g,p+q} \cdot \prod_{k=1}^{q} c_{\text{vir}}^{\text{PV}}(e_{\lambda_k^{-1}}, e_{u}, e_{j_1}^{-1})_{0,3} \\
&= \prod_{k=1}^{q} (e_{\lambda_k}, e_{\lambda_k^{-1}}) \cdot j^* c_{\text{vir}}^{\text{PV}}(e_{\alpha_1}, \ldots, e_{\alpha_p}, e_{u}, e_{\lambda_1}, \ldots, e_{u}, e_{\lambda_q}, (e_{1}^{-1})^q)_{g,p+2q}
\end{align*}
\]
and, by the factorization properties [21, Theorem 4.1.8], FJRW virtual class satisfies
\[
\begin{align*}
&c_{\text{vir}}^{\text{FJRW}}(e_{\alpha_1}, \ldots, e_{\alpha_p}, e_{\lambda_1}, \ldots, e_{\lambda_q})_{g,p+q} \cdot \prod_{k=1}^{q} c_{\text{vir}}^{\text{FJRW}}(e_{\lambda_k^{-1}}, e_{u}, e_{j_1}^{-1})_{0,3} \\
&= \prod_{k=1}^{q} (e_{\lambda_k}, e_{\lambda_k^{-1}}) \cdot j^* c_{\text{vir}}^{\text{FJRW}}(e_{\alpha_1}, \ldots, e_{\alpha_p}, e_{u}, e_{\lambda_1}, \ldots, e_{u}, e_{\lambda_q}, (e_{1}^{-1})^q)_{g,p+2q},
\end{align*}
\]
where \((\cdot, \cdot)\) is the pairing and \( j: \overline{M}_{g,p+q} \times (\overline{M}_{0,3})^q \to \overline{M}_{g,p+2q}\) is the gluing morphism. The right-hand side is the same for the two equalities above because the virtual class involved contains only narrow states. Thus we associate to any state \( e_\gamma \) the constant
\[
(95) \quad c_{\gamma} := \frac{c_{\text{vir}}^{\text{FJRW}}(e_\gamma, e_{u}^{-1}, e_{j_1}^{-1})_{0,3}}{c_{\text{vir}}^{\text{PV}}(e_\gamma, e_{u}^{-1}, e_{j_1}^{-1})_{0,3}} \in \mathbb{C}^*.
\]
We check easily that \( c_\gamma \cdot c_{\gamma^{-1}} = 1 \) and that \( c_\gamma = 1 \) if \( e_\gamma \) is narrow. Consequently, the isomorphism \( \Phi: \mathcal{H} \to \mathcal{H} \) defined by \( \Phi(e_\gamma) = c_\gamma \cdot e_\gamma \) satisfies (94). \( \square \)

### 4. Computing the J-function

In this last section, we focus on genus-zero FJRW theory of chain polynomials. Thus, we can always apply Theorem 3.21 about Polishchuk–Vaintrob’s class, and by Theorem 3.24, we know all FJRW invariants, up to a rescaling of the broad sectors. In Sect. 4.1, we present Givental’s theory, in particular we define the Lagrangian cone and the J-function. In Sect. 4.2, we construct a symplectic operator which connects the so-called untwisted theory to FJRW theory. In Sect. 4.3, we apply this operator to a function lying on the untwisted Lagrangian cone and we obtain a solution of the Picard–Fuchs equation on the mirror polynomial. Up to a change of variables and a rescaling of this solution, we end with the J-function of FJRW theory for a chain polynomial and we prove mirror symmetry Theorem 4.2.

#### 4.1. Givental’s formalism

What follows is summary of Givental’s theory [26], a way to encode genus-zero invariants in a Lagrangian submanifold of a symplectic space. We restrict here on the aspects of the theory which we need, but the formalism is more powerful and involves also higher genus invariants. The progress of the text up to the end is a generalization of [9, Sect. 4] or [8, Sect. 3], following the method used in [14] for twisted Gromov–Witten invariants.

From now on to the end, we work in genus-zero FJRW theory with a Calabi–Yau chain polynomial \( W \),
\[
W = x_1^{a_1} x_2 + \cdots + x_N^{a_N-1} x_N + x_N^{a_N+1},
\]
with weights \((w_1, \ldots, w_N)\) and degree
\[
(96) \quad d = w_1 + \cdots + w_N \quad \text{(Calabi–Yau condition)}.
\]
Observe that for a given automorphism \( \gamma \), there is a unique admissible decoration \( \mathcal{C}_\gamma \): we lighten notation as \( e_\gamma := e(\mathcal{C}_\gamma) \). According to Theorem 3.24, there is a constant \( c_\gamma \in \mathbb{C}^\ast \) defined by (95) such that \( \Phi(e_\gamma) = c_\gamma \cdot e_\gamma \). We remind that \( c_\gamma \cdot c_{\gamma^{-1}} = 1 \) and that for a narrow state \( e_\gamma \), the constant is \( c_\gamma = 1 \). We set

\[
e_\gamma := \frac{1}{c_\gamma} \cdot e_\gamma.
\]

The Givental space \( \mathcal{H} \) is the symplectic vector space

\[
\mathcal{H} := H[z][z^{-1}]
\]
of Laurent series in \( z^{-1} \) with coefficients in the state space, and we use the bilinear pairing of \( H \) to equip this space with the symplectic form

\[
\Omega(\sum_n a_n z^n, \sum_m b_m z^m) = \sum_{p+q=-1} (-1)^p (a_p, b_q).
\]

The sum on the right is finite because the number of positive powers of \( z \) is finite for an element of \( \mathcal{H} \). This symplectic form induces a natural polarization

\[
\mathcal{H} \simeq \mathcal{H}^+ \oplus \mathcal{H}^-
\]
where \( \mathcal{H}^+ := H[z] \) and \( \mathcal{H}^- := z^{-1}H[z^{-1}] \), and identifies \( \mathcal{H} \) with the cotangent bundle of \( \mathcal{H}^+ \). If the decoration \( \mathcal{C}_\gamma \) is balanced, we denote the dual element of \( e_\gamma \) by \( e^\gamma \) and we remind that

\[
e^\gamma = \left( \prod_{|\gamma|=1 \atop N \text{ even}} \frac{1}{a_j} \right) \cdot e_{\gamma^{-1}}.
\]

If the decoration \( \mathcal{C}_\gamma \) is not balanced, then \( e_\gamma = 0 \) is not a vector of the basis of \( H \). The coordinates \( \{q^n\} \) and \( \{p^\beta\} \) of the basis \( \{e_\alpha z^k\}_{\alpha, k \geq 0} \) of \( \mathcal{H}^+ \) and the basis \( \{e^\beta (-z)^{-1+l}\}_{\beta, l \geq 0} \) of \( \mathcal{H}^- \) are Darboux coordinates,

\[
\Omega = dp \wedge dq.
\]
The genus-zero invariants (19) of FJRW theory generates a function \( F_0 : \mathcal{H}^+ \to \mathbb{C} \)

\[
F_0 := \sum_{n \geq 0} \sum_{b_1, \ldots, b_n \geq 0} \sum_{\gamma_1, \ldots, \gamma_n} \langle \tau_{b_1}(e_{\gamma_1}), \ldots, \tau_{b_n}(e_{\gamma_n}) \rangle_{0,n} \frac{F_{\text{FJRW}}(t_{b_1}) \cdots (t_{b_n})}{n!},
\]
expressed in coordinates \( t(z) := q(z) + z \) (this is called dilaton shift), and the graph \( \mathcal{L} \) of its differential

\[
\mathcal{L} := \{(p, q) \text{ such that } p = dq F_0\} \subset \mathcal{H}
\]
is an exact Lagrangian sub-variety of \( \mathcal{H} \) on which lies the J-function \( J : \mathcal{H} \to \mathcal{L} \),

\[
J(h, -z) = -z e_1 + h + \sum_{n \geq 0} \sum_{\gamma_1, \ldots, \gamma_n} \langle e_{\gamma_1}, \ldots, e_{\gamma_n}, \gamma_1(t(z)) \rangle_{0,n+1} \frac{F_{\text{FJRW}}(h_{\gamma_1} \cdots h_{\gamma_n})}{n! (-z)^{l+1}},
\]
with \( h = \sum h^\gamma e_\gamma \) and \( e_1 \) the unit element of \( H \) corresponding to the grading element defined by (5). The FJRW invariants satisfy the string and dilaton equations and the topological recursion relations stated in [21]. By [26, Theorem 1], these relations mean geometrically that \( \mathcal{L} \) is a Lagrangian cone in \( \mathcal{H} \) and that every tangent line to the cone is on the cone. Furthermore, the J-function spans the Lagrangian cone and has the property \( J(h) = -z e_1 + h + o(z^{-1}) \). The J-function is determined as the unique function on \( \mathcal{L} \) with this property.
4.2. **A symplectic operator.** The behavior of the J-function is essential for an understanding of the theory in genus-zero. Any cohomological field theory with a state space $H$ equipped with a different pairing is encoded in a Lagrangian cone of $H$ and distinct Lagrangian cones are related by symplectic operators. The operator $\Delta$ of Theorem 4.1 links an untwisted theory, whose Lagrangian cone is well-understood, to a twisted theory, whose evaluation in special values yields the FJRW theory.

Consider $\gamma \in \text{Aut}(W)^n$ and set the formal virtual class twisted by variables $(s_j^l)_{l \geq 0, j}$ as

$$e_\gamma := e_{\gamma_1} \otimes \cdots \otimes e_{\gamma_n} \mapsto \exp\left(\sum_{j=1}^{N} \sum_{l \geq 0} s_j^l \text{Ch}(R\pi_* L_j^\xi)\right),$$

where the line bundle $L_j^\xi$ defined by (81) takes the form

$$L_j^\xi = \begin{cases} L_j' & \text{if } N - j \text{ is even,} \\ L_j & \text{if } N - j \text{ is odd.} \end{cases}$$

This gives a twisted cohomological field theory with a Lagrangian cone $L_{tw}$, and the twisted bilinear pairing is given by

$$(e_\gamma, e_{\gamma-1})_{tw} := \prod_{x_j \in C_\gamma} \exp(-s_j^0) \cdot \prod_{x_j \in B_\gamma \setminus C_\gamma} \exp(s_j^0).$$

The Lagrangian cone $L_{un} \subset H$ of the untwisted theory arises for the specific values $s_j^0 = 0$.

Take the specialization of the twisted theory to (77),

$$s_j^l := s_l(\lambda_j), \quad \text{with } \lambda_1 := \lambda \quad \text{and } \lambda_{j+1} := \lambda^{(-a_1) \cdots (-a_j)},$$

and let the parameter $\lambda$ tend to 1. By Theorems 3.21 and 3.24, we get the FJRW theory. Observe that the pairing

$$(e_\gamma, e_{\gamma-1})^\lambda := \prod_{x_j \in C_\gamma} (1 - \lambda_j) \cdot \prod_{x_j \in B_\gamma \setminus C_\gamma} (1 - \lambda_j)^{-1}$$

tends to the pairing (14) of the state space $H$.

Recall that the Bernoulli polynomials $B_n(x)$ are defined by

$$\sum_{n=0}^{\infty} B_n(x) \frac{z^n}{n!} = \frac{ze^{xz}}{e^z - 1},$$

and consider the rational number $\Gamma_j(i)$ determined by

$$\exp(2i\pi \Gamma_j(i)) = \gamma_j(i), \quad \Gamma_j(i) \in [0, 1];$$

notice that the multiplicity (see (16)) of the line bundle $L_j$ at the marked point $\sigma_i$ is $r \cdot \Gamma_j(i)$. Introduce the notation

$$\Gamma_j^\xi(i) = \begin{cases} 1 & \text{if } N - j \text{ is even and } \Gamma_j(i) = 0, \\ \Gamma_j(i) & \text{otherwise.} \end{cases}$$

First stated in the context of FJRW theory in [12, Proposition 5.2], the next theorem is a straightforward generalization of [9, Proposition 4.1.5] or [8, Theorem 3.6], and an analog of [14, Theorem 4.1]. The operator $\Delta$ relies on the formula for the Chern character $\text{Ch}(R\pi_* L_j^\xi)$ in terms of psi-classes, which is the formula of Theorem [7, Theorem 1.1.1] where we substitute $\Gamma_j^\xi(i)$ for $m_i/r$ and $q_j$ for $s/r$. 

Theorem 4.1 (Chiodo–Zvonkine [9]). The transformation \( \Delta : \mathcal{H} \rightarrow \mathcal{H} \) defined by
\[
\Delta = \bigoplus_{\gamma \in \text{Aut}(W)} \prod_{j=1}^{N} \exp \left( \sum_{l \geq 0} \frac{s_j B_{l+1}(\Gamma^c_j)}{(l+1)!} \gamma^l \right)
\]
gives a linear symplectomorphism between \((\mathcal{H}, \Omega^{\text{un}})\) and \((\mathcal{H}, \Omega^{\text{tw}})\), and
\[
\mathcal{L}_{\text{tw}} = \Delta(\mathcal{L}_{\text{un}}).
\]

4.3. J-function and mirror map. By Theorem 4.1, the operator \( \Delta \) sends any function \( H \rightarrow L_{\text{un}} \) on a function \( H \rightarrow L_{\text{tw}} \). Start with the untwisted J-function
\[
J_{\text{un}}(h, -z) = -z \sum_{n \geq 0} \gamma \in \text{Aut}(W) \sum \frac{1}{(-z)^n} \frac{h^{\gamma(1)} \cdots h^{\gamma(n)}}{n!} \cdot \epsilon_{\omega(\gamma)},
\]
with \( h = \sum \gamma h^{\gamma} \epsilon_{\gamma} \in H \). Here, \( \omega_j(\gamma) \) is the unique diagonal automorphism such that the component
\[
(98) \quad \mathcal{S}_{0,n+1}(\gamma(1), \ldots, \gamma(n), (\omega(\gamma))^{-1})
\]
of the moduli space is non-empty, and equals by (17)
\[
(99) \quad \omega_j(\gamma) := \gamma_j(1) \cdots \gamma_j(n) \exp(2i \pi q_j(1 - n)).
\]
As in [9, Lemma 4.1.10], introduce the function
\[
G_y(x, z) := \sum_{m,l \geq 0} s_l \cdot B_m(y) \cdot \frac{x^l}{l!} \cdot \frac{z^{m-1}}{(m-1)!},
\]
and the untwisted I-function
\[
I_{\text{un}}(h, -z) = \prod_{j=1}^{N} \exp \left( -G_{q_j}(z \nabla_j, z) \right) J_{\text{un}}(h, -z),
\]
where \( \nabla_j \) is the differential operator
\[
\nabla_j := \sum_{\gamma} (\Gamma^c_j - q_j) h^{\gamma} \frac{\partial}{\partial h^{\gamma}}.
\]
This function lies on the untwisted Lagrangian cone \( \mathcal{L}_{\text{un}} \) (see [9, Lemma 4.1.10] or [14, Equation (14)]). Apply the operator \( \Delta \) and get the function
\[
I_{\text{tw}}(h, -z) = -z \sum_{n \geq 0} \gamma \in \text{Aut}(W) \sum \frac{h^{\gamma(1)} \cdots h^{\gamma(n)}}{n!(z)^n} \exp \left( - \sum_{1 \leq j \leq N, 0 \leq m < D^c_j(\gamma)} s_l(\omega_j^c(z + mz)) \right) \epsilon_{\omega(\gamma)},
\]
where
\[
(102) \quad D^c_j(\gamma) := (q_j + \sum_{i=1}^{n} (\Gamma^c_j(i) - q_j)) - \omega_j^c(\gamma) = |q_j + \sum_{i=1}^{n} (\Gamma^c_j(i) - q_j)| - |\omega_j^c(\gamma)|.
\]
In this expression, \( \omega_j^c(\Gamma) \) is the notation (97) used for \( \omega_j(\gamma) \), that is,
\[
\exp(2i \pi \omega_j^c(\Gamma)) = \omega_j(\gamma), \quad \omega_j^c(\Gamma) \quad \begin{cases} 1 & \text{if } N - j \text{ is even and } \omega_j(\gamma) = 1, \\ \in [0, 1[ & \text{otherwise}, \end{cases}
\]
$s^j(t)$ is the generating series

$$s^j(t) := \sum_{l \geq 0} s_l^j \cdot \frac{t^l}{l!}$$

and we substitute $D^E_j(\gamma) \leq m < 0$ for the inequality $0 \leq m < D^E_j(\gamma)$ when $D^E_j(\gamma)$ is negative. Notice the relation

$$-\text{Ch}_0(R\pi_*(L^E_j)) = D^E_j(\gamma) + (-1)^{N-j} \delta_{\omega_j(\gamma) = 1}.$$  

**Theorem 4.2.** Let $W$ be a chain polynomial of Calabi–Yau type, with weights $w_1, \ldots, w_N$ and degree $d := w_1 + \cdots + w_N$. The $I$-function defined for $u \in \mathbb{C}^*$ by

$$I(t, z) = \sum_{k=1}^{\infty} t^k \prod_{j=1}^{N} (q_j \frac{\partial}{\partial t} + c) \prod_{c=1}^{d} (t \frac{\partial}{\partial t} - c) \cdot I(t, z) = 0$$

lies on the Lagrangian cone $L$ of FJRW theory (see (5) for the grading element $j$). This function satisfies the Picard–Fuchs equation

$$\left[t^d \prod_{j=1}^{N} (q_j t \frac{\partial}{\partial t} + c) - \prod_{c=1}^{d} (t \frac{\partial}{\partial t} - c)\right] \cdot I(t, z) = 0$$

of the mirror polynomial $W^\vee$.

Furthermore, there is a function $\omega_0(t): \mathbb{C}^* \to \mathbb{C}^*$ and some functions $\omega_1(t), \ldots, \omega_{N-2}(t)$ with values in $H$ such that

$$I(t, z) = \omega_0(t) \cdot e_i \cdot z + \omega_1(t) + \omega_2(t)z^{-1} + \cdots + \omega_{N-2}(t)z^{3-N}$$

and the $J$-function is

$$J(\tau(t), z) = e_i \cdot z + \tau(t) + \frac{\omega_2(t)}{\omega_0(t)} \cdot z^{-1} + \cdots + \frac{\omega_{N-2}(t)}{\omega_0(t)} \cdot z^{3-N},$$

where the so-called mirror map $\tau$ is

$$\tau(t) = \frac{\omega_1(t)}{\omega_0(t)}.$$  

Restricted to a sufficiently small pointed disk $\Delta^*$ of $\mathbb{C}$ around 0, the mirror map $\tau$ is an embedding of $\Delta^*$ into the degree 2 part of the state space $H$.

**Proof.** Restrict the argument of the twisted $I$-function (101) to

$$h = t \cdot e_{i_2} \in H.$$

Specialize the parameters $s_l^j$ to (77), observe

$$\exp(-s(t, x)) = \frac{e^t - x}{e^t - 1} \cdot t, \quad \text{with} \quad s(t, x) = \sum_{l \geq 0} s_l(x) \frac{t^l}{l!},$$

and take the limit $\lambda \to 1$; we end with a function $\tilde{I}(t \cdot e_{i_2}, -z)$. We already proved that the twisted $I$-function lies on the twisted Lagrangian cone. Since the FJRW theory is a limit of the twisted theory, then the function $\tilde{I}$ lies on the Lagrangian cone $\mathcal{L}$. Consider the function

$$I(t, z) := t \tilde{I}(-t \cdot e_{i_2}, z)$$
equal to

\begin{equation}
I(t, z) = z \sum_{k=1}^{\infty} t^k \prod_{j=1}^{N} \prod_{\delta_b < b < q_i, k, (b) = (a, k)} (-b^z) \epsilon_k, \quad \delta_j := -\delta_{\{N-j \text{ is odd}\}}.
\end{equation}

By the properties of the Lagrangian cone, this function lies also on the cone \(L\).

Observe that (108) slightly differs from [8, Equation (40)], because the product

\[
\prod_{-1 < b < q_i, k, (b) = (a, k)} (-b^z)
\]

vanishes when \((q_i, k) = 0\) (it happens when \(N - j \text{ is odd}\)). Notice that if \((q_i, k) = 0\) and \((q_i, k) \neq 0\) for \(j < N\), then the element \(\epsilon_k\) is zero because the decoration \(\zeta_{jk}\) is not balanced. Thus, for every broad state \(\epsilon_{jk}\), the contribution to the I-function vanishes. Since for every narrow state \(\epsilon_{jk}\), we have \(\epsilon_{jk} = e_{jk}\), then (108) = (104).

It is straightforward to check that \(I(t, z)\) satisfies the Picard–Fuchs equation (105), as in [8, Equation (57)]. To show (106), observe that for every \(j\) we have

\[kq_j - 1 < |kq_j| \leq kq_j\]

and check

\[
2 - k + \sum_{j=1}^{N} |kq_j| - \text{card}\{kq_j \in \mathbb{Z}, \ N - j \text{ is even}\} \in \{3 - N, \ldots, 1\}.
\]

Since the J-function is the unique function on \(L\) with the property \(J(h, z) = z c_j + h + o(z^{-1})\), then we obtain (107). The mirror map \(\tau\) satisfies \(\tau(t) = t + o(t)\), hence it defines an embedding of a sufficiently small pointed disk \(\Delta^*\) in \(H\). By a simple computation, we check that \(\text{deg}(\omega_1(t)) = 2\) for any \(t \in \Delta^*\). \(\square\)

**Example.** Consider the chain polynomial \(W = x_1^2 x_2 + x_2^3 x_3 + x_3^5 x_4 + x_4^3 x_5 + x_5^{11}\) with weights \((4, 3, 2, 1, 1)\) and degree 11. By Theorem 4.2, the I-function equals

\[
I(t, z) = f_1(t)e_1 \cdot z + f_2(t)e_2 + f_3(t)e_3 + f_4(t)e_4 + f_6(t)e_6 + (f_5(t)e_5 + f_7(t)e_7 + f_8(t)e_8 + f_9(t)e_9) \cdot z^{-1} + f_{10}(t)e_{10} \cdot z^{-2}
\]

with

\[
\begin{align*}
f_1(t) &= t + O(t^{12}), \\
f_2(t) &= -t^2 + O(t^{13}), \\
f_3(t) &= -\frac{t^3}{2} \left(\frac{3 \cdot 4}{11}\right) + O(t^{14}) \\
&= -\frac{t^3}{22} + O(t^{14}),
\end{align*}
\]

\[
\begin{align*}
f_4(t) &= -\frac{t^4}{3!} \cdot \left(\frac{4 \cdot 4}{11}\right) \cdot \left(\frac{4 \cdot 3}{11}\right) + O(t^{15}) \\
&= -\frac{5t^4}{726} + O(t^{15}),
\end{align*}
\]

\[
\begin{align*}
f_5(t) &= \frac{t^5}{4!} \left(\frac{5 \cdot 4}{11}\right) \cdot \left(\frac{5 \cdot 3}{11}\right) + O(t^{16}) \\
&= \frac{3t^5}{242} + O(t^{16}).
\end{align*}
\]

Divide the I-function by \(f_1\) to obtain the J-function

\[
J(h_2 e_2 + h_3 e_3 + h_4 e_4 + h_6 e_6, z) = \frac{I(t, z)}{f_1(t)}, \quad \text{with } h_i(t) = \frac{f_i(t)}{f_1(t)}.
\]
In particular, look at the coefficient of \( z^{-1}e_{\psi} \), which by the definition of the J-function satisfies

\[
h_5 = \sum_{k_2+2k_3+3k_4+5k_6=4 \mod 11} \frac{h_2^{k_2} h_3^{k_3} h_4^{k_4} h_6^{k_6}}{k_2! k_3! k_4! k_6!} \langle e_1^{k_1} e_2^{k_2} e_3^{k_3} e_4^{k_4} e_5^{k_5}, e_{\psi}^{k_6} \rangle.
\]

Since the function \( h_{i+1} \) is of the form \( \alpha_{i+1} t^i + O(t^{i+11}) \), we get

\[
\alpha_5 = \sum_{k_2+2k_3+3k_4+5k_6=4} \frac{\alpha_2^{k_2} \alpha_3^{k_3} \alpha_4^{k_4} \alpha_5^{k_5}}{k_2! k_3! k_4! k_6!} \langle e_1^{k_1} e_2^{k_2} e_3^{k_3} e_4^{k_4} e_5^{k_5}, e_{\psi}^{k_6} \rangle,
\]

with \((\alpha_2, \alpha_3, \alpha_4, \alpha_5) = (-1, -\frac{1}{2}, -\frac{5}{26}, \frac{3}{22})\), and the only possibilities for the \( k_i \)'s are \((k_2, k_3, k_4, k_6) = (4, 0, 0, 0), (2, 1, 0, 0), (1, 0, 1, 0), (0, 2, 0, 0)\). Therefore, the following relation between the correlators must hold

\[
\frac{121}{12} \langle e_2^4 e_{\psi} \rangle - \frac{11}{2} \langle e_1^2 e_1 e_{\psi} \rangle + \frac{5}{3} \langle e_1^2 e_3 e_{\psi} \rangle + \frac{1}{4} \langle e_3^2 e_{\psi} \rangle = 3.
\]

We have already computed

\[
\langle e_2^4 e_{\psi} \rangle = -2 \quad \text{and} \quad \langle e_1^2 e_1 e_{\psi} \rangle = -\frac{2}{121} \quad \text{(see (92) and (93)).}
\]

The correlator \( \langle e_2^4 e_1 e_{\psi} \rangle \) equals 1 (this is a concave case). The last correlator to compute is

\[
\langle e_3^2 e_1 e_{\psi} \rangle = -\frac{4}{11}.
\]

Indeed, this is a non-concave correlator with

\[
\text{Ch}_0(R\pi_*L_1) = 0 \quad \text{and} \quad \text{Ch}_0(R\pi_*L_2) = -1,
\]

\[
\text{Ch}_1(R\pi_*L_1) = -\frac{1}{11} \cdot \psi_1 \quad \text{and} \quad \text{Ch}_1(R\pi_*L_2) = \frac{2}{11} \cdot \psi_1 \in H^1(M_{0,4}),
\]

and the virtual class is the limit \( \epsilon_1 \to 0 \), with \( \epsilon_2/\epsilon_1 \to -2 \), of

\[
e_2 \cdot \left( 1 - \frac{1}{2} + \frac{1}{\epsilon_1} \right) \cdot \text{Ch}_1(R\pi_*L_1) \cdot \left( 1 - \left( \frac{1}{2} + \frac{1}{\epsilon_2} \right) \cdot \text{Ch}_1(R\pi_*L_2) \right) \to -\frac{4}{11} \cdot \psi_1,
\]

with \( \frac{1}{M_{0,4}} \cdot \psi_1 = 1 \). As a consequence, we have just checked the relation (109) between some non-concave correlators.
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