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Abstract

This paper presents a spectral calculus for computing the spectrum of a causal Lorentz invariant Borel complex measure on Minkowski space, thereby enabling one to compute the density for such a measure with respect to Lebesque measure. It is proved that the convolution of arbitrary causal Lorentz invariant Borel measures exists and the product of such measures exists in a wide class of cases. Techniques for their computation are presented. Divergent integrals in quantum field theory (QFT) are shown to have a well defined existence as Lorentz covariant measures. The case of vacuum polarization is considered and the spectral vacuum polarization function is shown to have very close agreement with the vacuum polarization function obtained using dimensional regularization / renormalization in the timelike domain. Using the spectral vacuum polarization function the exact Uehling potential function is derived. The spectral running coupling constant is computed and is shown to converge for all energies while the integral defining the running coupling constant obtained using dimensional regularization / renormalization is shown to diverge for all non-zero energies.
1 Introduction

The divergences in quantum field theory (QFT) are currently generally dealt with by using the techniques of regularization and renormalization. Two of the principal methods of regularization are Pauli-Villars regularization and dimensional regularization. Both of these methods involve modifying a divergent integral to form an integral which exists in a manner depending on a parameter where the parameter is the mass $\Lambda$ of a fictitious photon for Pauli-Villars regularization or a perturbation $\epsilon > 0$ of the space-time dimension $D = 4 - \epsilon$ for dimensional regularization. The parameter is then varied towards the value that it would have if the divergent integral existed ($\Lambda \to \infty$ for Pauli-Villars, $\epsilon \to 0$ for dimensional) and the badly behaved contributions (e.g. terms of the order of $\log(\Lambda)$ or $\epsilon^{-1}$) are subtracted out or ignored to obtain finite answers which can be compared with experiment. The process of removing the badly behaved contributions is called renormalization (e.g. minimal subtraction).

Many of the initial developers of QFT such as Dirac and Feynman were not happy with the fact that many of the integrals in QFT, in particular, those involving fermion loops, do not exist in the mathematical sense but more recently, especially through the important work of Wilson and others on the renormalization group, the parameterized variation with scale has been seen to have physical significance and not just the result of a mathematical artifice. In particular the concept of running coupling constant and the comparison of its behavior in QED and QCD, which is asymptotically free, is seen to be of great physical significance. The significance has propagated into other areas of physics such as solid state physics and critical phenomena in condensed matter physics.

We believe, nevertheless, that it would be desirable to have well defined initial equations or principles as a starting point for physical theory which are such that concepts such as the running coupling constant would follow from these basic principles. We have shown in a previous paper (Mashford, 2017b) how one can, through a brief formal argument, consider the problematic objects in QFT as being Lorentz
covariant Borel complex measures (more generally $K$ covariant $\mathbb{C}^{4 \times 4}$ valued measures) on Minkowski space. We will repeat this derivation in the present paper for the case of the contraction of the vacuum polarization tensor. Having given a definition of the objects as well defined mathematical objects one can proceed and analyze these objects, computing the consequences of assuming them, without infinities or ill-definedness propagating through the calculations.

It can be shown (see Appendix 2) that any Lorentz invariant Borel complex measure on Minkowski space has a certain spectral representation. An important part of this paper is the presentation of a spectral calculus in Section 2 whereby the spectrum of a causal Lorentz invariant Borel measure on Minkowski space can be calculated, where by causal is meant that the support of the measure is contained in the closed future null cone of the origin.

If, using the spectral calculus, one can obtain a spectrum for a causal Lorentz invariant Borel measure which is a continuous function (or, more generally, a sufficiently well behaved measurable function) then, as we will show, one can compute an equivalent density for the measure with respect to Lebesgue measure on $\mathbb{R}^4$ which can be used in QFT calculations.

We will show, generally, how to convolve or form products of causal Lorentz invariant Borel measures using their spectral representations. This is to be compared to the work of Scharf and others, dating back to the paper of Epstein and Glaser, (1973) on forming products of causal distributions.

The concept of spectral representation in QFT dates back to the work of Källen (1952) and Lehmann (1954) who, independently, proposed the representation

$$< 0 | [\phi(x), \phi^\dagger(y)] | 0 > = i \int_0^\infty dm'^2 \sigma(m'^2) \Delta_{m'}(x - y),$$

(1)

for the commutator of interacting fields where $\Delta_{m'}$ is the Feynman propagator corresponding to mass $m'$. Itzykson and Zuber (1980) state, with respect to $\sigma$, “In general this is a positive measure with $\delta$-function singularities.” While Källen, Lehmann and others propose and use this decomposition they do not present a way to compute the spectral measure $\sigma$. As mentioned above one of the main results of the present paper is a presentation of the spectral calculus which enables one to compute the spectral function of a causal Lorentz invariant Borel measure on Minkowski space. This spectral calculus is quite easy to use in practice but it is somewhat tedious to prove rigorously its validity (see Appendix 4).
In Section 3 of the paper we use the spectral calculus and other methods to compute the spectrum of the measure $\Omega_m * \Omega_m$ which is a convolution of the standard Lorentz invariant measure on the mass $m$ mass shell (i.e. the Feynman propagator corresponding to mass $m$ on the space of positive energy functions) with itself, where $m > 0$. In Section 4 we use general arguments to compute the spectrum of $\Omega_{im} * \Omega_{im}$ where $\Omega_{im}$ is standard Lorentz invariant measure on the imaginary mass hyperboloid corresponding to mass $im$, $m > 0$. In Section 5 we show how an equivalent density for a Lorentz invariant measure can be computed from its spectrum. In Section 6 we describe how the spectral theorem can be generalized to Lorentz covariant tensor valued measures. In Section 7 we describe how the convolution and product of Lorentz invariant measures can be computed from their spectra. These computations form practice for the main application of the paper which is an investigation in Section 8 of vacuum polarization, i.e. the self energy of the photon.

In Section 8 we compute the spectral function and hence the density associated with the complex measure obtained by contracting the vacuum polarization tensor. This is used to define our spectral vacuum polarization function. Our function is seen to agree with a high degree of accuracy (up to finite normalization) with the vacuum polarization function obtained using regularization/renormalization.

In Section 9 we follow Weinberg and others’ method for the computation of the Uehling contribution to the Lamb shift in the H atom. Ours differs because we have a different vacuum polarization function in the imaginary mass (spacelike) regime. We derive, using the Born approximation, the Uehling potential function from which the Uehling effect for the hydrogen atom can be exactly computed.

In Section 10 we compute and display the running coupling constant for 1 loop QED. This computation is shown to be convergent when the spectral vacuum polarization function is used while the computation using the vacuum polarization function obtained using dimensional regularization / renormalization is shown to be divergent for all non-zero energies.

The paper concludes in Section 11.
2 A spectral calculus of Lorentz invariant measures

Let $\mathcal{B}_0(\mathbb{R}^4) = \{\Gamma \in \mathcal{B}(\mathbb{R}^4) : \Gamma \text{ is relatively compact}\}$ where $\mathcal{B}(\mathbb{R}^4)$ is the Borel algebra of $\mathbb{R}^4$. By a Borel complex measure on Minkowski space we will mean a map $\mu : \mathcal{B}_0(\mathbb{R}^4) \to \mathbb{C}$, where $\mathbb{C}$ is the complex numbers, such that for all $C \in \mathcal{B}_0(\mathbb{R}^4)$ the map $\Gamma \mapsto \mu(\Gamma)$ for $\Gamma \in \mathcal{B}(C)$ is a Borel complex measure on $C$ in the usual sense of the term (Halmos, 1988). For the rest of this paper the term ‘measure’ will mean ‘Borel measure’.

A measure $\mu : \mathcal{B}_0(\mathbb{R}^4) \to \mathbb{C}$ is Lorentz invariant if

$$\mu(\Lambda \Gamma) = \mu(\Gamma), \forall \Lambda \in O(1,3)^+, \Gamma \in \mathcal{B}_0(\mathbb{R}^4).$$

(2)

Consider the following general form of a complex measure $\mu$ on Minkowski space.

$$\mu(\Gamma) = c \delta(\Gamma) + \int_{m=0}^{\infty} \Omega^+_m(\Gamma) \sigma_1(dm) + \int_{m=0}^{\infty} \Omega^-_m(\Gamma) \sigma_2(dm) + \int_{m=0}^{\infty} \Omega_{im}(\Gamma) \sigma_3(dm),$$

(3)

where $c \in \mathbb{C}$ (the complex numbers), $\delta$ is the Dirac delta function (measure), $\sigma_1, \sigma_2, \sigma_3 : \mathcal{B}_0([0,\infty)) \to \mathbb{C}$ are complex measures, $\Omega^+_m$ is the standard Lorentz invariant measure concentrated on the mass shell $H^+_m$ (see (Mashford, 2017b)), $\Omega^-_m$ is the standard Lorentz invariant measure concentrated on the mass shell $H^-_m$ and $\Omega_{im}$ is the standard Lorentz invariant measure on the imaginary mass hyperboloid $H_{im}$. Then $\mu$ is a Lorentz invariant measure. Conversely we have the following.

**Theorem 1.** The Spectral Theorem. Let $\mu : \mathcal{B}_0(\mathbb{R}^4) \to \mathbb{C}$ be a Lorentz invariant complex measure. Then $\mu$ has the form of Eq. 3 for some $c \in \mathbb{C}$ and spectral measures $\sigma_1, \sigma_2$ and $\sigma_3$.

A proof of this theorem is given in Appendix 2.

If $\sigma_2 = \sigma_3 = 0$ then $\mu$ will be said to be causal or a type I measure. If $\sigma_1 = \sigma_3 = 0$ then $\mu$ will be said to be a type II measure and if $c = 0$ and $\sigma_1 = \sigma_2 = 0$ then $\mu$ will be said to be a type III measure. Thus any Lorentz invariant measure is a sum of a type I measure, a type II measure and a type III measure. In particular, any measure of the form

$$\mu(\Gamma) = \int_{m=0}^{\infty} \sigma(m) \Omega^+_m(\Gamma) dm,$$

(4)

where $\sigma : (0,\infty) \to \mathbb{C}$ is a locally integrable function and the integration is carried out
with respect to the Lebesgue measure, is a causal Lorentz invariant complex measure. If \( \sigma \) is polynomially bounded then \( \mu \) is a tempered measure.

The spectral calculus that we will now explain is a very simple way to compute the spectrum \( \sigma \) of a Lorentz invariant measure \( \mu \) if we know that \( \mu \) can be written in the form of Eq. 4 and \( \sigma \) is continuous.

For \( m > 0 \) and \( \epsilon > 0 \) let \( S(m, \epsilon) \) be the hyperbolic (hyper-)disc defined by

\[
S(m, \epsilon) = \{ p \in \mathbb{R}^4 : p^2 = m^2, |\vec{p}| < \epsilon, p^0 > 0 \},
\]

where, as usual in QFT, \( p^2 = \eta_{\mu\nu} p^\mu p^\nu = (p^0)^2 - (p^1)^2 - (p^2)^2 - (p^3)^2 \) and \( \vec{p} = \pi(p) = (p^1, p^2, p^3) \). For \( a, b \in \mathbb{R} \) with \( 0 < a < b \) let \( \Gamma(a, b, \epsilon) \) be the hyperbolic cylinder defined by

\[
\Gamma(a, b, \epsilon) = \bigcup_{m \in (a, b)} S(m, \epsilon).
\]

Now suppose that we have a measure in the form of Eq. 4 where \( \sigma \) is continuous. Then we can write (using the notation of (Mashford, 2017b))

\[
\mu(\Gamma(a, b, \epsilon)) = \int_{m=0}^{\infty} \sigma(m) \Omega_m(\Gamma(a, b, \epsilon)) \, dm
\]

\[
= \int_{m=0}^{\infty} \sigma(m) \int_{\pi(\Gamma(a, b, \epsilon) \cap H^+_{m})} \frac{d\vec{p}}{\omega_m(\vec{p})} \, dm
\]

\[
= \int_{a}^{b} \sigma(m) \int_{B_{\epsilon}(0)} \frac{d\vec{p}}{\omega_m(\vec{p})} \, dm
\]

\[
\approx \frac{4}{3} \pi \epsilon^3 \int_{a}^{b} \frac{\sigma(m)}{m} \, dm.
\]

where \( B_{\epsilon}(0) = \{ \vec{p} \in \mathbb{R}^3 : |\vec{p}| < \epsilon \} \).

The approximation \( \approx \) in the last line comes about because the function \( \vec{p} \mapsto \omega_m(\vec{p}) \) is not constant over \( B_{\epsilon}(0) \).

Thus if we define

\[
g_a(b) = g(a, b) = \lim_{\epsilon \to 0} \epsilon^{-3} \mu(\Gamma(a, b, \epsilon)),
\]

then we can retrieve \( \sigma \) using the formula

\[
\sigma(b) = \frac{3}{4\pi} bg_a'(b).
\]
Thus we have proved the following fundamental theorem of the spectral calculus of causal Lorentz invariant measures.

**Theorem 2.** Suppose that $\mu$ is a causal Lorentz invariant measure with continuous spectrum $\sigma$. Then $\sigma$ can be calculated from the formula

$$\sigma(b) = \frac{3}{4\pi} bg'_a(b),$$  \hspace{1cm} (10)

where, for $a, b \in \mathbb{R}, 0 < a < b, g_a : (a, \infty) \to \mathbb{R}$ is given by Eq. 8.

To make the proof of this theorem rigorous we prove the following.

**Lemma 1.** Let $a, b \in \mathbb{R}, 0 < a < b$. Then

$$\lim_{\epsilon \to 0} \epsilon^{-3} \int_{B_{\epsilon}(0)} \frac{d\hat{p}}{\omega_m(p)} = \frac{4\pi}{3} \frac{1}{m},$$  \hspace{1cm} (11)

uniformly for $m \in [a, b]$.

**Proof** Define

$$I = I(m, \epsilon) = \int_{B_{\epsilon}(0)} \frac{d\hat{p}}{\omega_m(p)}.$$  \hspace{1cm} (12)

Then

$$I = \int_{r=0}^{\epsilon} \frac{4\pi r^2 dr}{(r^2 + m^2)^{\frac{3}{2}}}.$$  \hspace{1cm} (13)

Now

$$I_1 < I < I_2,$$

where

$$I_1 = \int_{r=0}^{\epsilon} \frac{4\pi r^2 dr}{(\epsilon^2 + m^2)^{\frac{3}{2}}} = \frac{4\pi}{(\epsilon^2 + m^2)^{\frac{1}{2}}} \frac{1}{3} \epsilon^3,$$

$$I_2 = \int_{r=0}^{\epsilon} \frac{4\pi r^2 dr}{m} = \frac{4\pi}{m} \frac{1}{3} \epsilon^3.$$

Therefore

$$\frac{4\pi}{3(\epsilon^2 + m^2)^{\frac{3}{2}}} < \epsilon^{-3} I < \frac{4\pi}{3m}.$$

Thus

$$\frac{4\pi}{3m} - \frac{4\pi}{3(\epsilon^2 + m^2)^{\frac{3}{2}}} > \frac{4\pi}{3m} - \epsilon^{-3} I > 0.$$
Hence

\[ \left| \epsilon^{-3} I - \frac{4\pi}{3m} \right| < \frac{4\pi}{3m} - \frac{4\pi}{3(\epsilon^2 + m^2)^{1/2}}. \]  (14)

We have

\[ \frac{4\pi}{3m} - \frac{4\pi}{3(\epsilon^2 + m^2)^{1/2}} = \frac{4\pi}{3} \left( \frac{(\epsilon^2 + m^2)^{1/2}}{m(\epsilon^2 + m^2)^{1/2}} - \frac{\epsilon^2}{m(\epsilon^2 + m^2)^{1/2}} \right) \]
\[ = \frac{4\pi}{3} \frac{2m}{m(\epsilon^2 + m^2)^{1/2}} \frac{\epsilon^2}{2m^3} \]
\[ \leq \frac{4\pi}{3} \frac{\epsilon^2}{2a^3}, \text{ for all } m \in [a, b]. \]

Therefore

\[ \left| \epsilon^{-3} I - \frac{4\pi}{3m} \right| < \frac{4\pi}{3} \frac{\epsilon^2}{2a^3}, \]  (15)

for all \( m \in [a, b] \)

\( \square \)

This lemma justifies the step of taking the limit under the integral sign (indicated by the symbol \( \approx \)) in the proof of Theorem 2.

More generally, suppose that \( \mu : \mathcal{B}_0(\mathbb{R}^4) \to \mathbb{C} \) is a causal Lorentz invariant measure on Minkowski space with spectrum \( \sigma \). Then, by the Lebesgue decomposition theorem there exist unique measures \( \sigma_c, \sigma_s : \mathcal{B}_0([0, \infty)) \to \mathbb{C} \) such that \( \sigma = \sigma_c + \sigma_s \) where \( \sigma_c \), the continuous part of the spectrum of \( \mu \), is absolutely continuous with respect to Lebesque measure and \( \sigma_s \), the singular part of the spectrum of \( \mu \), is singular with respect to \( \sigma_c \).

It is straightforward to prove the following.

**Theorem 3.** Suppose that \( a', b' \in \mathbb{R} \) are such that \( 0 < a' < b' \), \( \sigma_{c_{(a',b')}} \) is continuous. Then for all \( a, b \in \mathbb{R} \) with \( a' < a < b < b' \), \( g_a(b) \) defined by Eq. 8 exists and is continuously differentiable. Furthermore \( \sigma_{c_{(a,b')}} \) can be computed using the formula

\[ \sigma_c(b) = \frac{3}{4\pi} bg'_a(b), \]  (16)

and

\[ \sigma_s(E) = 0, \forall \text{ Borel } E \subset (a', b'). \]  (17)
Conversely suppose that \( a', b' \in \mathbb{R} \) are such that \( 0 < a' < b' \) and for all \( a, b \in \mathbb{R} \) with \( a' < a < b < b' \), \( g_a(b) \) defined by Eq. 8 exists and is continuously differentiable. Then \( \sigma_{c|_{(a', b')}} \) is continuous and can be retrieved using the formula of Eq. 16.

3 Investigation of the measure defined by the convolution \( \Omega_m \ast \Omega_m \)

3.1 Determination of some properties of \( \Omega_m \ast \Omega_m \)

Consider the measure defined by

\[
\mu(\Gamma) = (\Omega_m \ast \Omega_m)(\Gamma) = \int \chi_{\Gamma}(p + q) \Omega_m(dp) \Omega_m(dq),
\]

where, for any set \( \Gamma \), \( \chi_{\Gamma} \) denotes the characteristic function of \( \Gamma \) defined by

\[
\chi_{\Gamma}(p) = \begin{cases} 
1 & \text{if } p \in \Gamma \\
0 & \text{otherwise.}
\end{cases}
\]

\( \mu \) exists as a measure because as \( |p|, |q| \to \infty \) with \( p, q \in H^+_m \), \( (p + q)^0 \to \infty \) and so \( p + q \) is eventually \( \notin \Gamma \) for any compact set \( \Gamma \subset \mathbb{R}^4 \). Now

\[
\mu(\Lambda(\Gamma)) = \int \chi_{\Lambda(\Gamma)}(p + q) \Omega_m(dp) \Omega_m(dq)
= \int \chi_{\Gamma}(\Lambda^{-1} p + \Lambda^{-1} q) \Omega_m(dp) \Omega_m(dq)
= \int \chi_{\Gamma}(p + q) \Omega_m(dp) \Omega_m(dq)
= \mu(\Gamma),
\]

for all \( \Lambda \in O(1, 3)^{++}, \Gamma \in B_0(\mathbb{R}^4) \). Thus \( \mu \) is a Lorentz invariant measure.

We will now show that \( \mu \) is concentrated in the set

\[
C_{2m} = \{ p \in \mathbb{R}^4 : p^2 \geq 4m^2, p^0 > 0 \},
\]
and therefore, that $\mu$ is causal. Let $U \subset \mathbb{R}^4$ be open. Then

$$
\mu(U) = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \chi_U(\omega_m(\vec{p}) + \omega_m(\vec{q}), \vec{p} + \vec{q}) \frac{d\vec{p}}{\omega_m(\vec{p})} \frac{d\vec{q}}{\omega_m(\vec{q})}.
$$

(22)

Therefore, using continuity, it follows that

$$
\mu(U) > 0 \iff (\exists p \in U, \vec{q}_1, \vec{q}_2 \in \mathbb{R}^3) p = (\omega_m(\vec{q}_1) + \omega_m(\vec{q}_2), \vec{q}_1 + \vec{q}_2).
$$

Suppose that $p \in \text{supp}(\mu)$ (the support of the measure $\mu$) i.e $p$ is such that $\mu(U) > 0$ for all open neighborhoods $U$ of $p$. Let $U$ be an open neighborhood of $p$. Then, since $\mu(U) > 0$, there exists $q \in U, \vec{q}_1, \vec{q}_2 \in \mathbb{R}^3$ such that $q = (\omega_m(\vec{q}_1) + \omega_m(\vec{q}_2), \vec{q}_1 + \vec{q}_2)$. Clearly $q^0 \geq 2m$. Since this is true for all neighborhoods $U$ of $p$ it follows that $p^0 \geq 2m$. By Lorentz invariance we may assume without loss of generality that $\vec{p} = 0$. Therefore $p^2 \geq 4m^2$. Thus $\text{supp}(\mu) \subset C_{2m}$.

For the converse, let $p = (\omega_m(\vec{p}), \vec{p}), q = (\omega_m(\vec{p}), -\vec{p}) \in H^+$ for $\vec{p} \in \mathbb{R}^3$. As $\vec{p}$ ranges over $\mathbb{R}^3, p + q = (2\omega_m(\vec{p}), 0)$ ranges over $\{(m', 0) : m' \geq 2m\}$. It follows using Lorentz invariance that $\text{supp}(\mu) \supset C_{2m}$.

Therefore the support $\text{supp}(\mu)$ of $\mu$ is $C_{2m}$. Therefore by the spectral theorem $\mu$ has a spectral representation of the form

$$
\mu(\Gamma) = \int_{m' = 2m}^{\infty} \Omega_{m'}(\Gamma) \sigma(dm'),
$$

(23)

for some measure $\sigma : B_0([2m, \infty)) \to \mathbb{C}$.

### 3.2 Computation of the spectrum of $\Omega_m * \Omega_m$ using the spectral calculus

Let

$$
\mu = \Omega_m * \Omega_m.
$$

(24)

For $a, b \in \mathbb{R}$ with $0 < a < b$ and $\epsilon > 0$ let

$$
g(a, b, \epsilon) = \mu(\Gamma(a, b, \epsilon)).
$$

(25)

We would like to calculate

$$
g_a(b) = \lim_{\epsilon \to 0} \epsilon^{-3} g_a(b, \epsilon),
$$

(26)
where
\[ g_a(b, \epsilon) = g(a, b, \epsilon), \] (27)
and then retrieve the spectral function as
\[ \sigma(b) = \frac{3}{4\pi} bg'(b). \] (28)
To this effect we calculate
\[
g(a, b, \epsilon) = \mu(\Gamma(a, b, \epsilon)) = \int \chi_{\Gamma(a,b,\epsilon)}(p + q) \Omega_m(dp) \Omega_m(dq)
\]
\[
\approx \int \chi_{(a,b)\times B_z(0)} (p + q) \Omega_m(dp) \Omega_m(dq)
\]
\[
= \int \chi_{(a,b)}(\omega_m(\vec{p}) + \omega_m(\vec{q})) \chi_{B_z(0) - \vec{q}}(\vec{p}) \omega_m(\vec{p}) \omega_m(\vec{q})
\]
\[
\approx \int \chi_{(a,b)}(2\omega_m(\vec{q})) \frac{4\frac{3\pi\epsilon^3}{\omega_m(\vec{q})^2}}{\omega_m(\vec{q})^2} d\vec{q}.
\]
We will call this argument Argument 1. See Appendix 4 for a rigorous justification of Argument 1. Now
\[
a < 2\omega_m(\vec{q}) < b \ \iff \ \left(\frac{a}{2}\right)^2 - m^2 < \vec{q}^2 < \left(\frac{b}{2}\right)^2 - m^2
\]
\[
\iff \ mZ(a) < |\vec{q}| < mZ(b),
\]
where
\[ Z(s) = \left(\frac{s^2}{4m^2} - 1\right)^{\frac{1}{2}} \text{ for } s \geq 2m. \] (29)
Thus
\[
g(a, b, \epsilon) \approx \frac{16\pi^2}{3} \epsilon^3 \int_{r=mZ(a)}^{mZ(b)} \frac{r^2}{m^2 + r^2} \ dr.
\] (30)
Hence
\[
g_a(b) = \frac{16\pi^2}{3} \int_{r=mZ(a)}^{mZ(b)} \frac{r^2}{m^2 + r^2} \ dr. \] (31)
Therefore \( g_a \) is continuously differentiable and so Theorem 3 applies. Using the fundamental theorem of calculus

\[
g_a'(b) = \frac{16\pi^2}{3} m^2 Z^2(b) \frac{m Z'(b)}{b} = \frac{16\pi^2 m Z(b)}{3} \frac{m Z'(b)}{b}. \tag{32}\]

Therefore we compute the spectrum of \( \mu \) as

\[
\sigma(b) = 4\pi m Z(b) \text{ for } b \geq 2m. \tag{33}\]

4 Investigation of the measure defined by the convolution \( \Omega_{im} * \Omega_{im} \)

The measure \( \Omega_{im}^+ \) is defined by

\[
\Omega_{im}^+(\Gamma) = \int \frac{d\vec{p}}{\hat{\omega}_{im}(\vec{p})} \text{ for } \Gamma \in B_0(\mathbb{R}^4), \tag{34}\]

where

\[
H_{im}^+ = \{ p \in \mathbb{R}^4 : p^2 = -m^2, p^0 \geq 0 \}. \tag{35}\]

\( \Omega_{im}^+ \) is a measure concentrated on the positive time imaginary mass hyperboloid \( H_{im}^+ \) corresponding to mass \( im \). There is also a measure \( \Omega_{im}^- \) on \( H_{im}^- \) and we may define

\[
\Omega_{im} = \Omega_{im}^+ + \Omega_{im}^-, \text{ for } m > 0. \tag{36}\]

\( \Omega_{im} \) is a Lorentz invariant measure on \( H_{im} = \{ p \in \mathbb{R}^4 : p^2 = -m^2 \} \).

Define, for \( m \in \mathbb{C} \)

\[
J_m^+ = \{ p \in \mathbb{C}^4 : p^2 = m^2, \text{Re}(p^0) \geq 0, \text{Im}(p^0) \geq 0 \}, \tag{37}\]

where \( p^2 = \eta_{\mu\nu}p^\mu p^\nu \) (in which \( \eta_{\mu\nu} \) is the Minkowski space metric tensor). Then, for \( m > 0, \)

\[
J_m^+ \cap \mathbb{R}^4 = \{ p \in \mathbb{R}^4 : p^2 = m^2, p^0 \geq 0 \} = H_{im}^+ \tag{38}\]

\[
J_m^+ \cap (i\mathbb{R}^4) = \{ p \in i\mathbb{R}^4 : p^2 = m^2, \text{Re}(p^0) \geq 0, \text{Im}(p^0) \geq 0 \}
= \{ iq : q \in \mathbb{R}^4, q^2 = -m^2, q^0 \geq 0 \}
= iH_{im}^+. \tag{38}\]
Now if \( \vec{p} \in \mathbb{R}^3, m > 0 \), we may write

\[
\omega_{im}(\vec{p}) = ((im)^2 + \vec{p}^2)^{\frac{1}{2}} = (-m^2 + (i\vec{p})^2)^{\frac{1}{2}} = i(m^2 + (i\vec{p})^2)^{\frac{1}{2}} = i\omega_m(i\vec{p}).
\]

One may consider the measure \( \Omega_m^+ \) to be defined on \( i\mathbb{R}^4 \) as well as \( \mathbb{R}^4 \) and for all \( m \in \mathbb{R} \) or \( m \in i\mathbb{R} \) according to

\[
\Omega_m^+(\Gamma) = \int_{\pi(\Gamma \cap J_m^+)} \frac{d\vec{p}}{\omega_m(\vec{p})}.
\]

Then from Equation (38)

\[
\Omega_m^+(i\Gamma) = \int_{i\pi(\Gamma \cap H_m^+)} \frac{d\vec{p}}{-i\omega_m(i\vec{p})}.
\]

Now make the substitution \( \vec{p} = i\vec{q} \). Then \( d\vec{p} = -id\vec{q} \). Thus

\[
\Omega_m^+(i\Gamma) = \int_{\pi(\Gamma \cap H_m^+)} \frac{-id\vec{q}}{-i\omega_m(i\vec{q})} = \Omega_{im}^+(\Gamma).
\]

Now suppose that

\[
\psi = \sum_k c_k \chi_{E_k},
\]

where \( c_i \in \mathbb{C} \) and \( E_k \in \mathcal{B}_0(\mathbb{R}^4) \), is a simple function. Then

\[
\int_{\mathbb{R}^4} \psi(p) \Omega_{im}^+(dp) = \sum_k c_k \Omega_{im}^+(E_k)
\]

\[
\sum_k c_k \Omega_{im}^+(iE_k)
\]

\[
\sum_k c_k \int_{i\mathbb{R}^4} \chi_{iE_k}(p) \Omega_{im}^+(dp)
\]

\[
\sum_k c_k \int_{i\mathbb{R}^4} \chi_{E_k}(\frac{p}{i}) \Omega_{im}^+(dp)
\]

\[
\int_{i\mathbb{R}^4} \psi(\frac{p}{i}) \Omega_{im}^+(dp).
\]
As this is true for every such simple function \( \psi \) it follows that

\[
\int_{\mathbb{R}^4} \psi(p) \Omega_{im}^+(dp) = \int_{\mathbb{R}^4} \psi\left(\frac{p}{i}\right) \Omega_m^+(dp),
\]

(44)

for every function \( \psi \) which is integrable with respect to \( \Omega_{im}^+ \). Therefore

\[
(\Omega_{im}^+ \ast \Omega_{im}^+)(\Gamma) = \int_{(\mathbb{R}^4)^2} \chi_I(p + q) \Omega_{im}^+(dp) \Omega_{im}^+(dq)
\]

(45)

\[
\begin{align*}
&= \int_{(\mathbb{R}^4)^2} \chi_I\left(\frac{p + q}{i}\right) \Omega_m^+(dp) \Omega_m^+(dq) \\
&= \int_{(\mathbb{R}^4)^2} \chi_I(p + q) \Omega_m^+(dp) \Omega_m^+(dq) \\
&= (\Omega_m^+ \ast \Omega_m^+)(i\Gamma),
\end{align*}
\]

for all \( \Gamma \in B_0(\mathbb{R}^4) \).

Now in general, suppose that a measure \( \mu \) has a causal spectral representation of the form

\[
\mu(\Gamma) = \int_{m' = 0}^{\infty} \Omega_{m'}^+(\Gamma) \sigma(m'),
\]

(46)

for some spectral measure \( \sigma : B_0([0, \infty)) \to \mathbb{C} \). Then \( \mu \) extends to a measure defined on \( i\mathbb{R}^4 \) by

\[
\mu(i\Gamma) = \int_{m' = 0}^{\infty} \Omega_{m'}^+(i\Gamma) \sigma(dm') = \int_{m' = 0}^{\infty} \Omega_{im'}^+(\Gamma) \sigma(dm'),
\]

(47)

for \( \Gamma \in B_0(\mathbb{R}^4) \). Therefore since, as we have determined above, \( \Omega_m^+ \ast \Omega_m^+ \) is a causal spectral measure with spectrum

\[
\sigma(m') = \begin{cases} 
4\pi mZ(m') & \text{for } m' \geq 2m \\
0 & \text{otherwise,}
\end{cases}
\]

(48)

it follows that

\[
(\Omega_m^+ \ast \Omega_m^+)(i\Gamma) = \int_{m' = 0}^{\infty} \Omega_{im'}^+(\Gamma) \sigma(dm').
\]

(49)

Therefore using Equation (45) \( \Omega_{im}^+ \ast \Omega_{im}^+ \) is a measure with spectral representation

\[
(\Omega_{im}^+ \ast \Omega_{im}^+)(\Gamma) = \int_{m' = 0}^{\infty} \Omega_{im'}^+(\Gamma) \sigma(m') \, dm',
\]

(50)

where \( \sigma \) is the spectral function given by Equation (48). Note that \( \Omega_{im}^+ \ast \Omega_{im}^+ \) is not
causal, it is a type III measure, and
\[ \text{supp}(\Omega^+_m \ast \Omega^+_m) = \{ p \in \mathbb{R}^4 : p^2 \leq -4m^2, p^0 \geq 0 \}. \] (51)

5 Determination of the density defining a causal Lorentz invariant measure from its spectrum

Suppose that \( \mu \) is of the form of Eq. 4 where \( \sigma \) is a well behaved (e.g. locally integrable) function. We would like to see if \( \mu \) can be defined by a density with respect to the Lebesgue measure, i.e. if there exists a function \( f : \mathbb{R}^4 \rightarrow \mathbb{C} \) such that
\[ \mu(\Gamma) = \int_{\Gamma} f(p) \, dp. \] (52)

Well we have that
\[ \mu(\Gamma) = \int_{m=0}^{\infty} \sigma(m) \Omega^+_m(\Gamma) \, dm = \int_{m=0}^{\infty} \sigma(m) \int_{\pi(\Gamma \cap H^+_m)} \frac{d\vec{p}}{\omega_m(\vec{p})} \, dm. \] (53)

Now
\[ \vec{p} \in \pi(\Gamma \cap H^+_m) \iff (\exists p \in \mathbb{R}^4) \vec{p} = \pi(p), p \in H^+_m, p \in \Gamma \]
\[ \iff (\omega_m(\vec{p}), \vec{p}) \in \Gamma \]
\[ \iff \chi_\Gamma(\omega_m(\vec{p}), \vec{p}) = 1. \]

Therefore
\[ \mu(\Gamma) = \int_{m=0}^{\infty} \sigma(m) \int_{\mathbb{R}^3} \chi_\Gamma(\omega_m(\vec{p}), \vec{p}) \frac{1}{\omega_m(\vec{p})} \frac{d\vec{p}}{dm} \, dm. \] (54)

Now consider the transformation defined by the function \( h : (0, \infty) \times \mathbb{R}^3 \rightarrow \mathbb{R}^4 \) given by
\[ h(m, \vec{p}) = (\omega_m(\vec{p}), \vec{p}). \] (55)

Let
\[ q = h(m, \vec{p}) = (\omega_m(\vec{p}), \vec{p}) = ((m^2 + \vec{p}^2)^{\frac{1}{2}}, \vec{p}). \] (56)

Then
\[ \frac{\partial q^0}{\partial m} = m \omega_m(\vec{p})^{-1}, \frac{\partial q^0}{\partial p^j} = p^j \omega_m(\vec{p})^{-1}, \frac{\partial q^i}{\partial m} = 0, \frac{\partial q^i}{\partial p^j} = \delta_{ij}, \] (57)
for $i, j = 1, 2, 3$. Thus the Jacobian of the transformation is

$$ J(m, \vec{p}) = m \omega_m(\vec{p})^{-1}. \tag{58} $$

Now $q = (\omega_m(\vec{p}), \vec{p})$. Therefore $q^2 = \omega_m(\vec{p})^2 - p^2 = m^2$. So $m = (q^2)^{\frac{1}{2}}, q^2 > 0$. Thus

$$ \mu(\Gamma) = \int_{q \in \mathbb{R}^4, q^2 > 0, q^0 > 0} \chi_{\Gamma}(q) \frac{\sigma(m)}{\omega_m(\vec{p})} \frac{dq}{J(m, \vec{p})} = \int_{q^2 > 0, q^0 > 0} \chi_{\Gamma}(q) \frac{\sigma(m)}{m} dq. \tag{59} $$

Hence

$$ \mu(\Gamma) = \int_{q^2 > 0, q^0 > 0} \chi_{\Gamma}(q) \frac{\sigma((q^2)^{\frac{1}{2}})}{(q^2)^{\frac{1}{2}}} dq = \int_{\Gamma} f(q) dq, $$

where $f : \mathbb{R}^4 \to \mathbb{C}$ is defined by

$$ f(q) = \begin{cases} (q^2)^{-\frac{1}{2}} \sigma((q^2)^{\frac{1}{2}}) & \text{if } q^2 > 0, q^0 > 0 \\ 0 & \text{otherwise} \end{cases}. \tag{60} $$

We have therefore shown how, given a spectral representation of a causal measure in which the spectrum is a complex function, one can obtain an equivalent representation of the measure in terms of a density with respect to Lebesgue measure.

## 6 Lorentz covariant tensor valued measures

A tensor valued measure $\mu^{\alpha\beta} : \mathcal{B}_0(\mathbb{R}^4) \to \mathbb{C}$ will be said to be Lorentz covariant if

$$ \mu^{\alpha\beta}(\Lambda \Gamma) = \Lambda^\alpha_\rho \Lambda^\beta_\sigma \mu^{\rho\sigma}(\Gamma), \forall \Lambda \in O(1, 3), \Gamma \in \mathcal{B}_0(\mathbb{R}^4). \tag{61} $$

There is a general class of causal Lorentz covariant 2-tensor valued measures of the form

$$ \mu^{\alpha\beta}(\Gamma) = \int_{m=0}^{\infty} \int_{\Gamma} \eta^{\alpha\beta} p^2 \Omega_m(dp) \sigma_1(dm) + \int_{m=0}^{\infty} \int_{\Gamma} p^\alpha p^\beta \Omega_m(dp) \sigma_2(dm), \tag{62} $$
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for spectral measures $\sigma_1, \sigma_2 : B_0((0, \infty)) \to \mathbb{C}$. If $\mu^{\alpha\beta}$ is a causal Lorentz covariant 2-tensor valued measure. Define

$$g^{\alpha\beta}(a, b, \epsilon) = \mu^{\alpha\beta}(\Gamma(a, b, \epsilon)) \text{ for } 0 < a < b, \epsilon > 0.$$ 

Then it can be shown using a generalization of the spectral calculus that $\mu^{\alpha\beta}$ has the form of Eq. 62 with spectral measures defined by continuous functions if and only if

$$g^{\alpha\beta}_a(b) = \lim_{\epsilon \to 0} \epsilon^{-3} g^{\alpha\beta}(a, b, \epsilon),$$

exists and is continuously differentiable, in which case the spectral functions $\sigma_1$ and $\sigma_2$ can be determined using

$$\sigma_1(b) = -\frac{3}{4\pi} \frac{1}{b} g^{i\mu}_a(b), i \in \{1, 2, 3\},$$

$$\sigma_2(b) = \frac{3}{4\pi} \frac{1}{b} g^{0\nu}_a(b) - \sigma_1(b).$$

7 Convolutions and products of causal Lorentz invariant measures

7.1 Convolution of measures

Let $\mu$ and $\nu$ be causal Lorentz invariant complex measures. Then (up to possible atoms at the origin which can be dealt with in a straightforward way) there exist spectral measures $\sigma, \rho : B_0([0, \infty)) \to \mathbb{C}$ such that

$$\mu = \int_{m=0}^{\infty} \Omega_m \sigma(dm),$$

$$\nu = \int_{m=0}^{\infty} \Omega_m \rho(dm).$$

We will assume, without loss of generality, that $\sigma$ and $\rho$ are complex measures in the usual sense of the term, so $\sigma, \rho : \mathcal{B}([0, \infty)) \to \mathbb{C}$. The convolution of $\mu$ and $\nu$, if it exists, is given by

$$(\mu * \nu)(\Gamma) = \int \chi_{\Gamma}(p + q) \mu(dq) \nu(dq).$$
Now let \( \psi = \sum_i c_i \chi_{E_i} \) with \( c_i \in C, E_i \in B_0(R^4) \) be a simple function. Then
\[
\int \psi(p) \mu(dp) = \int \sum_i c_i \chi_{E_i} \mu(dp) = \sum_i c_i \mu(E_i)
\]
\[
= \sum_i c_i \int_{m=0}^\infty \Omega_m(E_i) \sigma(dm)
\]
\[
= \sum_i c_i \int_{m=0}^\infty \int_{R^4} \chi_{E_i}(p) \Omega_m(dp) \sigma(dm)
\]
\[
= \int_{m=0}^\infty \int_{R^4} \psi(p) \Omega_m(dp) \sigma(dm).
\]
Therefore for any sufficiently well behaved measurable function \( \psi : R^4 \to C \) (e.g. bounded measurable functions of compact support)
\[
\int \psi(p) \mu(dp) = \int \psi(p) \Omega_m(dp) \sigma(dm).
\tag{68}
\]
(Note that the integral exists because \( \sigma \) is a (Borel) measure.) Hence for all \( \Gamma \in B_0(R^4) \)
\[
(\mu * \nu)(\Gamma) = \int \chi_{\Gamma}(p + q) \mu(dp) \nu(dq)
\]
\[
= \int \chi_{\Gamma}(p + q) \Omega_m(dp) \sigma(dm) \Omega_{m'}(dq) \rho(dm')
\tag{69}
\]
by Fubini’s theorem, as long as
\[
\int \chi_{\Gamma}(p + q) \Omega_m(dp) \Omega_{m'}(dq)|\sigma|(dm) < \infty, \forall m' \in [0, \infty),
\tag{70}
\]
where \( |\sigma| \) is the total variations of the measure \( \sigma \).
Suppose that \( \Gamma \in B_0(R^4) \). Then there exists \( a, R \in (0, \infty) \) such that \( \Gamma \subset (-a, a) \times B_R(0) \), where \( B_R(0) = \{ \vec{p} \in R^3 : |\vec{p}| < R \} \). Now
\[
\int \chi_{\Gamma}(p + q) \Omega_m(dp) = \int_{\Gamma - q} \Omega_m(dp) = \Omega_m(\Gamma - q) < \infty,
\tag{71}
\]
for all \( q \in R^4 \) because \( \Omega_m \) is Borel and \( \Gamma \) is relatively compact.
Now suppose that \( m, m' > a \). Then
\[
p \in H^+_m, q \in H^+_m' \Rightarrow (p + q)^0 = p^0 + q^0 \geq m + m' > 2a \Rightarrow (p + q) \notin \Gamma.
\] (72)

Thus
\[
\int \chi_\Gamma (p + q) \Omega_m(dp) \Omega_{m'}(dq) = 0.
\] (73)

Therefore since \( \sigma \) and \( \rho \) are Borel, \((\mu * \nu)(\Gamma)\) exists, is finite and is given by Equation (69).

Now let \( \Lambda \in O(1, 3)^+, \psi : \mathbb{R}^4 \rightarrow \mathbb{C} \) be a measurable function of compact support. Then
\[
\langle \mu * \nu, \Lambda \psi \rangle = \int \psi (\Lambda^{-1}(p + q)) \Omega_m(dp) \Omega_{m'}(dq) \sigma(dm) \rho(dm')
\]
\[
= \int \psi (p + q) \Omega_m(dp) \Omega_{m'}(dq) \sigma(dm) \rho(dm').
\]
\[
= \langle \mu * \nu, \psi \rangle
\]

Therefore \( \mu * \nu \) is Lorentz invariant. It can be shown, by an argument similar to that used for the case \( \Omega_m * \Omega_m \) that \( \mu * \nu \) is causal.

We have therefore shown that the convolution of two causal Lorentz invariant complex measures exists and is a causal Lorentz invariant complex measure.

### 7.2 Product of measures

We now turn to the problem of computing the product of two causal Lorentz invariant complex measures. The problem of computing the product of measures or distributions is difficult in general and has attracted a large amount of research. In such work one generally seeks a definition of the product of measures or distributions which agrees with the ordinary product when the measures or distributions are functions (i.e., densities with respect to Lebesgue measure). The most common approach is to use the fact that, for Schwartz functions \( f, g \in \mathcal{S}(\mathbb{R}^4) \) multiplication in the spatial domain corresponds to convolution in the frequency domain, i.e., \((fg)^\wedge = f^\wedge \ast g^\wedge\) (where \( \wedge \) denotes the Fourier transform operator). Thus one defines the product of measures or distributions \( \mu, \nu \) as
\[
\mu \nu = (\mu^\wedge \ast \nu^\wedge)^\vee.
\] (74)
However, this definition is only successful when the convolution that it involves exists which may not be the case in general. If $\mu, \nu$ are tempered measures then $\mu^\wedge$ and $\nu^\wedge$ exist as tempered distributions, however, they are generally not causal, even if $\mu, \nu$ are causal.

We will therefore not use the “frequency space” approach to define the product of measures but will use a different approach. Our approach is just as valid as the frequency space approach because our product will coincide with the usual function product when the measures are defined by densities. Furthermore, our approach is useful for the requirements of QFT because measures and distributions in QFT are frequently Lorentz invariant and causal.

Let $\text{int}(C) = \{ p \in \mathbb{R}^4 : p^2 > 0, p^0 > 0 \}$. Suppose that $f : \text{int}(C) \to \mathbb{C}$ is a Lorentz invariant locally integrable function. Then it defines a causal Lorentz invariant measure $\mu_f$ which, by the spectral theorem, must have a representation of the form

$$\mu_f(\Gamma) = \int_{\Gamma} f(p) \, dp = \int_{m=0}^{\infty} \Omega_m(\Gamma) \, \sigma(dm),$$

(75)

for some spectral measure $\sigma : \mathcal{B}_0([0, \infty)) \to \mathbb{C}$. As $\mu_f$ is absolutely continuous with respect to Lebesgue measure it follows that $\sigma$ must be non-singular, i.e., a function. By the result of the previous section a density defining $\mu_f$ is $\tilde{f} : \text{int}(C) \to \mathbb{C}$ defined by

$$\tilde{f}(p) = (p^2)^{-\frac{1}{2}}\sigma((p^2)^{\frac{1}{2}}), p \in \text{int}(C).$$

(76)

We must have that $\tilde{f} = f$ (almost everywhere). Therefore (almost everywhere on $\text{int}(C)$)

$$f(p) = (p^2)^{-\frac{1}{2}}\sigma((p^2)^{\frac{1}{2}}).$$

(77)

Without loss of generality, it can be assumed that equality holds everywhere in Equation (77). $f(p)$ depends only on $p^2$. Therefore for all $m > 0$, $\sigma(m) = mf(p)$ for all $p \in \text{int}(C)$ such that $p^2 = m^2$. In particular

$$\sigma(m) = mf((m, 0)^T), \forall m > 0.$$ 

(78)

Now we are seeking a definition of product which has useful properties. Two such properties would be that it is distributive with respect to generalized sums such as integrals and also that it agrees with the ordinary product when the measures are defined by functions. Suppose that we had such a product. Let $f, g : \text{int}(C) \to \mathbb{C}$ be Lorentz invariant locally integrable functions. Let $\mu, \nu : \mathcal{B}_0(\text{int}(C)) \to \mathbb{C}$ be the
associated measures with spectra $\sigma, \rho$. Then

\[
\mu \nu = \int_{m=0}^{\infty} \Omega_m \sigma(dm) \Omega_{m'} \rho(dm')
\]

\[
= \int_{m=0}^{\infty} \int_{m'=0}^{\infty} \Omega_m \Omega_{m'} m f((m, \vec{0})^T) dm \int_{m'=0}^{\infty} \Omega_{m'} m' g((m', \vec{0})^T) dm'
\]

Now we want this to be equal to

\[
\int_{m=0}^{\infty} \Omega_m m f g((m, \vec{0})^T) dm
\]

This will be the case (formally) if we have

\[
\Omega_m \sigma m = \frac{1}{m} \delta(m - m') \Omega_m, \forall m, m' > 0.
\]

Physicists will be familiar with such a formula (e.g., the equal time commutation relations). Rather than attempting to define its meaning in a rigorous way, we will simply carry out the following formal computation for general Lorentz invariant measures $\mu, \nu$ with spectra $\sigma, \rho$

\[
\mu \nu = \int_{m=0}^{\infty} \Omega_m \sigma(dm) \int_{m'=0}^{\infty} \Omega_{m'} \rho(dm')
\]

\[
= \int_{m=0}^{\infty} \int_{m'=0}^{\infty} \Omega_m \Omega_{m'} \sigma(m) \rho(m') dm dm'
\]

\[
= \int_{m=0}^{\infty} \int_{m'=0}^{\infty} \frac{1}{m} \Omega_m \delta(m - m') \sigma(m) \rho(m') dm dm'
\]

\[
= \int_{m=0}^{\infty} \frac{1}{m} \Omega_m \sigma(m) \rho(m) dm.
\]

Therefore we can simply define the product $\mu \nu$ in general by

\[
\mu \nu = \int_{m=0}^{\infty} \frac{1}{m} \Omega_m (\sigma \rho)(dm),
\]

i.e.,

\[
(\mu \nu)(\Gamma) = \int_{m=0}^{\infty} \frac{1}{m} \Omega_m (\Gamma) (\sigma \rho)(dm),
\]

for $\Gamma \in B_0(R^4)$. 
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We have therefore reduced the problem of computing the product of measures on \( \text{int}(C) \) to the problem of computing the product of their 1D spectral measures. The problem of multiplying 1D measures is somewhat less problematic than the problem of multiplying 4D measures. A large class of 1D measures is made up of measures which are of the form of a function plus a finite number of “atoms” (singularities of the form \( c\delta_a \) where \( c \in \mathbb{C} \setminus \{0\}, a \in [0, \infty) \), where \( \delta_a \) is the Dirac delta function (measure) concentrated at \( a \). There are other pathological types of the 1D measure but these may not be of interest for physical applications.

In the general non-pathological case, if \( \mu, \nu \) are causal Lorentz invariant measures with spectra \( \sigma(m) = \xi(m) + \sum_{i=1}^{k} c_i \delta(m - a_i), \rho(m) = \zeta(m) + \sum_{j=1}^{l} d_j \delta(m - b_j) \) where \( \xi, \zeta : [0, \infty) \to \mathbb{C} \) are locally integrable functions, \( k, l \geq 0, c_i, d_j \in \mathbb{C} \setminus \{0\}, a_i, b_j \in [0, \infty) \) are such that \( a_i \neq b_j, \forall i, j \) then we may define the product of \( \mu \) and \( \nu \) to be the causal Lorentz invariant measure \( \mu \nu \) given by

\[
\mu \nu = \int_{m=0}^{\infty} \Omega_m \tau(dm), \tag{83}
\]

where

\[
\tau(m) = \frac{1}{m} (\xi(m)\zeta(m) + \zeta(m) \sum_{i=1}^{k} c_i \delta(m - a_i) + \xi(m) \sum_{j=1}^{l} d_j \delta(m - b_j))
\]

\[
= \frac{1}{m} (\xi(m)\zeta(m) + \sum_{i=1}^{k} \zeta(a_j)c_i \delta(m - a_i) + \sum_{j=1}^{l} \xi(b_j)d_j \delta(m - b_j)),
\]

for \( m > 0 \).

8 Vacuum polarization

8.1 Definition of the vacuum polarization tensor as a Lorentz covariant tempered complex tensor valued measure \( \Pi^{\mu\nu} \)

The vacuum polarization tensor is given by

\[
\Pi^{\mu\nu}(k) = -\text{Tr}(\int \frac{dp}{(2\pi)^4} i(-e)^{\mu}iS(p)i(-e)^{\nu}iS(p - k)) \tag{84}
\]

\[
= -\frac{e^2}{(2\pi)^4} \int \text{Tr}(\gamma^\mu \frac{1}{\not{p} - m + i\epsilon} \gamma^\nu \frac{1}{\not{p} - k - m + i\epsilon}) dp, \tag{85}
\]


where $e$ is the magnitude of the charge of the electron, $m$ is the mass of the electron and $S$ is the electron propagator. (The first minus sign in Eq. 84 is associated with the fermion loop). This can be rewritten as

$$\Pi^{\mu\nu}(k) = -\frac{e^2}{(2\pi)^4} \int \frac{\text{Tr}(\gamma^\mu(\not{p} + m)\gamma^\nu(\not{p} - \not{k} + m))}{(p^2 - m^2 + i\epsilon)((p - k)^2 - m^2 + i\epsilon)} \, dp.$$ \hspace{1cm} (86)

As is well known, the integral defining this “function” is divergent for all $k \in \mathbb{R}^4$ and all the machinery of regularization and renormalization has been developed to get around this problem.

We propose that the object defined by Eq. 86 exists when viewed as a tensor valued complex measure on Minkowski space. To show this, suppose that $\Pi^{\mu\nu}$ were a tensor valued complex measure which is defined by a density which we also denote as $\Pi^{\mu\nu}$. Then we may make the following formal computation.

$$\Pi^{\mu\nu}(\Gamma) = \int_{\Gamma} \Pi^{\mu\nu}(k) \, dk$$

$$= \int \chi_{\Gamma}(k) \Pi^{\mu\nu}(k) \, dk$$

$$= -\frac{e^2}{(2\pi)^4} \int \chi_{\Gamma}(k) \frac{\text{Tr}(\gamma^\mu(\not{p} + m)\gamma^\nu(\not{p} - \not{k} + m))}{(p^2 - m^2 + i\epsilon)((p - k)^2 - m^2 + i\epsilon)} \, dp \, dk$$

$$= -\frac{e^2}{(2\pi)^4} \int \chi_{\Gamma}(k) \frac{\text{Tr}(\gamma^\mu(\not{p} + m)\gamma^\nu(\not{p} - \not{k} + m))}{(p^2 - m^2 + i\epsilon)((p - k)^2 - m^2 + i\epsilon)} \, dk \, dp$$

$$= -\frac{e^2}{(2\pi)^4} \int \chi_{\Gamma}(k + p) \frac{\text{Tr}(\gamma^\mu(\not{p} + m)\gamma^\nu(\not{k} + m))}{(p^2 - m^2 + i\epsilon)(k^2 - m^2 + i\epsilon)} \, dk \, dp$$

$$= \frac{e^2}{(2\pi)^4} \int \chi_{\Gamma}(k + p) \frac{\text{Tr}(\gamma^\mu(\not{p} + m)\gamma^\nu(\not{k} - m))}{(p^2 - m^2 + i\epsilon)(k^2 - m^2 + i\epsilon)} \, dk \, dp$$

(where $\Gamma$ is a well behaved, e.g. relatively compact Borel, subset of $\mathbb{R}^4$).

Now the propagators in QFT can be viewed in a rigorous fashion as measures on Minkowski space and we make the identification or ansatz

$$\frac{1}{p^2 - m^2 + i\epsilon} \rightarrow -\pi i \Omega^{\pm}_m(p), \ m \geq 0,$$ \hspace{1cm} (87)

where $\Omega^{\pm}_m$ is the standard Lorentz invariant measure on the mass shell hyperboloid (cone) $H^\pm_m$ corresponding to mass $m > 0$ ($m = 0$) (see (Mashford, 2017b) for expla-
nation). Therefore the outcome of our formal computation is that

\[ \Pi_{\mu\nu}(\Gamma) = -\frac{e^2}{16\pi^2} \int \chi_\Gamma(k + p) \text{Tr}(\gamma^\mu(\dot{p} + m)\gamma^\nu(k - m)) \Omega_m^\pm(dk) \Omega_m^\pm(dp). \quad (88) \]

We will consider the ++ case corresponding to a virtual electron positron pair. (The −− case corresponds to a virtual positron electron pair. The +− and −+ cases are divergent). Thus

\[ \Pi_{\mu\nu}(\Gamma) = -\frac{e^2}{16\pi^2} \int \chi_\Gamma(k + p) \text{Tr}(\gamma^\mu(\dot{p} + m)\gamma^\nu(k - m)) \Omega_m^\pm(dk) \Omega_m^\pm(dp), \quad m > 0. \quad (89) \]

(We use the symbol \( \Omega_m \) to denote \( \Omega_m^+ \) if \( m > 0 \) or \( \Omega_m^- \) if \( m < 0 \).)

The important thing is that the object defined by Eq. 89 exists as a tensor valued complex measure (i.e. when its argument is a relatively compact Borel subset of \( \mathbb{R}^4 \)). This is because

\[ \int \chi_\Gamma(k + p) |\text{Tr}(\gamma^\mu(\dot{p} + m)\gamma^\nu(k - m))| \Omega_m^\pm(dk) \Omega_m^\pm(dp) < \infty, \quad (90) \]

for all \( \Gamma \in \mathcal{B}_0(\mathbb{R}^4) \). It also exists as a tempered complex tensor valued distribution since

\[ \int \psi(k + p) \text{Tr}(\gamma^\mu(\dot{p} + m)\gamma^\nu(k - m)) \Omega_m^\pm(dk) \Omega_m^\pm(dp), \quad (91) \]

is convergent for any Schwartz function \( \psi \in \mathcal{S}(\mathbb{R}^4, \mathbb{C}) \). The basic reason for both these facts is that as \( |k|, |p| \to \infty \) with \( k, p \in \) the mass shell \( H_m^+, (k + p)^0 \to \infty \). Hence \( (k + p) \) is eventually \( \notin \Gamma \) for any relatively compact \( \Gamma \) and \( \psi(k + p) \to 0 \) rapidly for any Schwartz function \( \psi \in \mathcal{S}(\mathbb{R}^4, \mathbb{C}) \).

Thus \( \Pi_{\mu\nu} \) exists as a tempered measure. Therefore we have in a few lines of formal argument arrived at an object which has a well defined existence and can investigate the properties of this object \( \Pi \) without any further concern about ill-definedness or the fear of propagating ill-definedness through our calculations.

Define \( \Pi : \mathcal{B}_0(\mathbb{R}^4) \to \mathbb{C} \) by

\[ \Pi(\Gamma) = \eta_{\mu\nu} \Pi_{\mu\nu}(\Gamma), \quad (92) \]

where \( \eta = \text{diag}(1, -1, -1, -1) \) is the Minkowski space metric tensor. It is straightforward to show that the measure \( \Pi \) is Lorentz invariant.

Using an argument similar to that for \( \Omega^* \Omega_m \) it can be shown that the both \( \Pi_{\mu\nu} \)
and $\Pi$ are supported in $C_{2m} = \{ p \in \mathbb{R}^4 : p^2 \geq 4m^2, p^0 > 0 \}$.

8.2 Application of the spectral calculus to determine the spectrum of the contracted vacuum polarization tensor $\Pi$

We have shown that $\Pi$ is a Lorentz invariant tempered complex measure with support contained in $C_{2m}$. Therefore by the spectral theorem $\Pi$ must have a spectral representation of the form

$$\Pi(\Gamma) = \int_{m'=2m}^{\infty} \sigma(dm')\Omega_{m'}(\Gamma).$$

We would like to compute the spectral measure $\sigma$. First we have

$$\text{Tr}(\eta_{\mu\nu}\gamma^\mu(p + m)\gamma^\nu(k - m)) = \eta_{\mu\nu}p_\alpha k_\beta \text{Tr}(\gamma^\mu\gamma^\alpha\gamma^\nu\gamma^\beta) + 0 + 0 - \text{Tr}(\gamma^\mu\gamma_\mu m^2)$$

$$= \eta_{\mu\nu}p_\alpha k_\beta \text{Tr}(\gamma^\mu\gamma^\alpha\gamma^\nu\gamma^\beta) - 16m^2$$

$$= 4p_\alpha k_\beta \eta_{\mu\nu}(\eta^{\mu\alpha}\eta^{\nu\beta} - \eta^{\mu\nu}\eta^{\alpha\beta} + \eta^{\mu\beta}\eta^{\alpha\nu}) - 16m^2$$

$$= 4\eta_{\mu\nu}(p^{\mu}k^{\nu} - \eta^{\mu\nu}p.k + k^{\mu}p^{\nu}) - 16m^2$$

$$= 4(p.k - 4p.k + p.k - 4m^2)$$

$$= -8(p.k + 2m^2),$$

where we have used in the second line the fact that the trace of a product of an odd number of gamma matrices vanishes.

We now compute in a fashion similar to that used when determining the spectrum of $\Omega_m \ast \Omega_m$ in as follows (this computation is very intuitively plausible and can be justified rigorously in a fashion similar to the justification of Argument 1 (Appendix
\[ g(a, b, \epsilon) = \Pi(\Gamma(a, b, \epsilon)) \]

\[
= -\frac{e^2}{16\pi^2} \int x_{\Gamma(a, b, \epsilon)}(k + p) \operatorname{Tr}(\eta_{\mu\nu} \gamma^\mu (\not{p} + m) \gamma^\nu (\not{k} - m)) \Omega_m(dk) \Omega_m(dp) \\
= e^2 \frac{2\pi}{2\pi^2} \int x_{\Gamma(a, b, \epsilon)}(k + p)(p.k + 2m^2) \Omega_m(dk) \Omega_m(dp) \\
\approx e^2 \frac{2\pi}{2\pi^2} \int x_{(a, b)}(\omega_m(\not{k}) + \omega_m(\not{p})) \chi_{B_n(0)} - (\not{k} + \not{p})(\omega_m(\not{p})\omega_m(\not{k}) - \not{p} \cdot \not{k} + 2m^2) \\
\approx e^2 \frac{2\pi}{2\pi^2} \int \frac{d\not{k}}{\omega_m(\not{k})} \frac{d\not{p}}{\omega_m(\not{p})} \\
\approx e^2 \frac{2\pi}{2\pi^2} \int x_{(a, b)}(2\omega_m(\not{p}))(3m^2 + 2\not{p}^2) \frac{d\not{p}}{\omega_m(\not{p})^2} \left(\frac{4}{3} \pi \epsilon^3\right).
\]

Therefore defining

\[ g_a(b) = \lim_{\epsilon \to 0} \epsilon^{-3} g(a, b, \epsilon), \quad (94) \]

we have

\[ g_a(b) = \frac{e^2}{2\pi^2} \int x_{(a, b)}(2\omega_m(\not{p}))(3m^2 + 2\not{p}^2) \frac{d\not{p}}{\omega_m(\not{p})^2} \left(\frac{4}{3} \pi \right). \quad (95) \]

Now

\[
\chi_{(a, b)}(2\omega_m(\not{p})) = 1 \iff a < 2\omega_m(\not{p}) < b \\
\iff (\frac{a}{2})^2 < m^2 + \not{p}^2 < (\frac{b}{2})^2 \\
\iff m^2(\frac{a^2}{4m^2} - 1) < \not{p}^2 < m^2(\frac{b^2}{4m^2} - 1) \\
\iff |\not{p}| \in (mZ(a), mZ(b)).
\]
where $Z : [2m, \infty) \to [0, \infty)$ is given by Eq. [29]. Therefore

$$g_a(b) = \frac{2}{\pi} e^2 \int_{r=mZ(a)}^{mZ(b)} \left(3m^2 + 2r^2\right) \frac{r^2}{m^2 + r^2} \, dr \left(\frac{4}{3}\pi\right). \tag{96}$$

Thus, using the spectral calculus and Leibniz’ integral rule, we compute the spectrum of $\Pi$ as follows.

$$\sigma(b) = \frac{3}{4\pi} bg'_a(b)$$

$$= \frac{2}{\pi} e^2 b(3m^2 + 2m^2Z^2(b)) \frac{m^2 Z^2(b)}{m^2 + m^2Z^2(b)} \frac{b}{4mZ(b)}$$

$$= \frac{2}{\pi} e^2 m^3 Z(b)(3 + 2Z^2(b)).$$

The spectrum has this value $\sigma(b)$ for $b \geq 2m$ and the value 0 for $b \leq 2m$. Thus, using Eq. [60] $\Pi$ exists as a tempered measure with density

$$\Pi(q) = \begin{cases} 
(q^2)^{-\frac{1}{2}} \frac{1}{2} \sigma((q^2)^{\frac{1}{2}}) & \text{if } q^2 > 0, q^0 > 0 \\
0 & \text{otherwise,}
\end{cases} \tag{97}$$

where

$$\sigma(b) = \begin{cases} 
\frac{2}{\pi} e^2 m^3 Z(b)(3 + 2Z^2(b)) & \text{for } b \geq 2m \\
0 & \text{otherwise},
\end{cases} \tag{98}$$

is the spectrum of the measure $\Pi$.

One can now see that $\Pi$ is a (Borel) measure in the ordinary sense of the term, i.e. a $[0, \infty]$ valued countably additive function on $\mathcal{B}(\mathbb{R}^4)$ which vanishes on the empty set and is finite on compact sets. (It is clearly defined on the larger sigma algebra of Lebesgue measurable sets.) $\Pi$ is finite on compact sets and when evaluated on test functions of rapid decrease, it is not divergent.

### 8.3 The vacuum polarization function $\pi$

$q \mapsto \Pi(q)$ does not exist pointwise as a function, the integral defining it is divergent. However, pretend for the moment that $\Pi$ did exist as a function. Then we would be able to define a measure which we also denote by $\Pi$ by

$$\Pi(\Gamma) = \int_\Gamma \Pi(q) \, dq. \tag{99}$$
Thus the function $\Pi$ is the density defining the measure $\Pi$.

But we have just shown how $\Pi$ can be considered to be a measure with density given by Eq. (97). Thus we may think of $\Pi$ the function as being defined to be equal to this density.

It is straightforward to show that the vacuum polarization tensor valued measure $\Pi^{\mu\nu}$ is causal and Lorentz covariant.

**Theorem 4.** The measure associated with the vacuum polarization tensor has the form

$$
\Pi^{\mu\nu}(\Gamma) = \int_{m'=0}^{\infty} \int_{\mathbb{R}^4} \chi_\Gamma(p)(p^2 \eta^{\mu\nu} - p^\mu p^\nu) \Omega_{m'}(dp) \sigma_1(m') dm',
$$

for some continuous spectral function $\sigma_1 : (0, \infty) \to \mathbb{C}$.

**Proof**

One can readily compute, using the gamma matrix trace identities, that

$$
\text{Tr}(\gamma^\mu (\not{p} + m) \gamma^\nu (\not{k} - m)) = 4(p^\mu k^\nu - \eta^{\mu\nu} p.k + k^\mu p^\nu - m^2 \eta^{\mu\nu}).
$$

Thus

$$
ge^{\mu\nu}(a, b, c) = \Pi^{\mu\nu}(\Gamma(a, b, c))
$$

$$
= -\frac{e^2}{16\pi^2} \int \chi_{\Gamma_{\gamma}(a, b, c)}(k + p) \text{Tr}(\gamma^\mu(p + m)\gamma^\nu(k - m)) \Omega_m(dk) \Omega_m(dp)
$$

$$
= -\frac{e^2}{4\pi^2} \int \chi_{\Gamma_{\gamma}(a, b, c)}(k + p)(p^\mu k^\nu - \eta^{\mu\nu} p.k + k^\mu p^\nu - m^2 \eta^{\mu\nu}) \Omega_m(dk) \Omega_m(dp)
$$

$$
\approx -\frac{e^2}{4\pi^2} \int \chi_{\gamma(a, b)}(\omega_m(\not{k}) + \omega_m(\not{p})) \chi_{B_{\gamma}(0)}(\not{k} + \not{p}) ((\omega_m(\not{p}), \not{p})^\mu(\omega_m(\not{k}), \not{k})^\nu - \eta^{\mu\nu}(\omega_m(\not{p})\omega_m(\not{k}) - \not{p}.\not{k}) + (\omega_m(\not{k}), \not{k})^\mu(\omega_m(\not{p}), \not{p})^\nu - m^2 \eta^{\mu\nu}) \frac{d\not{k}}{\omega_m(\not{k})} \frac{d\not{p}}{\omega_m(\not{p})}
$$

$$
= -\frac{e^2}{4\pi^2} \int \chi_{\gamma(a, b)}(\omega_m(\not{k}) + \omega_m(\not{p})) \chi_{B_{\gamma}(0)}(\not{k} - \not{p})(\omega_m(\not{p}), \not{p})^\mu(\omega_m(\not{k}), \not{k})^\nu - \eta^{\mu\nu}(\omega_m(\not{p})\omega_m(\not{k}) - \not{p}.\not{k}) + (\omega_m(\not{k}), \not{k})^\mu(\omega_m(\not{p}), \not{p})^\nu - m^2 \eta^{\mu\nu}) \frac{d\not{k}}{\omega_m(\not{k})} \frac{d\not{p}}{\omega_m(\not{p})}
$$

$$
\approx -\frac{e^2}{4\pi^2} \int \chi_{\gamma(a, b)}(2\omega_m(\not{p}))(\omega_m(\not{p}), \not{p})^\mu(\omega_m(\not{p}), -\not{p})^\nu - \eta^{\mu\nu}(\omega_m(\not{p})^2 + \not{p}^2) + (\omega_m(\not{p}), -\not{p})^\mu(\omega_m(\not{p}), \not{p})^\nu - m^2 \eta^{\mu\nu}) \frac{1}{\omega_m(\not{p})^2} \frac{d\not{p}}{(4\pi e^3)^2}.
$$
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Therefore
\[ g_{a}^{\mu\nu}(b) = \lim_{\epsilon \to 0} \epsilon^{-3} g_{a}^{\mu\nu}(a, b, \epsilon) \]
\[ = -\frac{e^2}{4\pi^2} \int_{r=mZ(a)}^{mZ(b)} \int_{\theta=0}^{\pi} \int_{\phi=0}^{2\pi} \frac{r^2}{m^2 + r^2} \sin(\theta) \, d\phi \, d\theta \, dr \left( \frac{4}{3} \pi \right), \]
where \( \vec{p} = \vec{p}(r, \theta, \phi) \) (spherical polar coordinates). Hence
\[ g_{a}^{\mu\nu}(b) = -\frac{e^2}{4\pi^2} \int_{r=mZ(a)}^{mZ(b)} \int_{\theta=0}^{\pi} \int_{\phi=0}^{2\pi} \frac{r^2}{m^2 + r^2} \sin(\theta) \, d\phi \, d\theta \, dr \left( \frac{4}{3} \pi \right), \]
where \( r = mZ(b) \). Thus
\[ g_{a}^{0\nu}(b) = -\frac{e^2}{4\pi^2} \int_{r=mZ(a)}^{mZ(b)} \int_{\theta=0}^{\pi} \int_{\phi=0}^{2\pi} \frac{r^2}{m^2 + r^2} \sin(\theta) \, d\phi \, d\theta \, dr \left( \frac{4}{3} \pi \right) (mZ'(b)) = 0. \]

Thus \( g_{a}^{\mu\nu} \) is continuously differentiable and \( g_{a}^{0\nu} \equiv 0 \). Therefore by the spectral theorem for tensor valued measures and Eq. 65, \( \Pi^{\mu\nu} \) has the form of Eq. 62, i.e.
\[ \Pi^{\alpha\beta}(\Gamma) = \int_{m'=0}^{\infty} \int_{\Gamma} \eta^{\alpha\beta} p^2 \Omega_{m'}(dp) \sigma_1(dm') + \int_{m'=0}^{\infty} \int_{\Gamma} p^{\alpha\beta} \Omega_{m'}(dp) \sigma_2(dm'), \] (100)
with \( \sigma_1 \) and \( \sigma_2 \) continuous functions and
\[ \sigma_2(m') = -\sigma_1(m'), \forall b > 0. \] (101)

\[ \square \]
Therefore
\[
\Pi^{\mu\nu}(\Gamma) = \int_{m' = 0}^{\infty} \int_{\mathbb{R}^3} \chi_{\Gamma}(\omega_{m'}(\vec{p}), \vec{p})(m'^2 \eta^{\mu\nu} - (\omega_{m'}(\vec{p}), \vec{p})^{\mu}(\omega_{m'}(\vec{p}), \vec{p})^{\nu})\sigma_1(m') \frac{d\vec{p}}{\omega_{m'}(\vec{p})} dm'.
\]

Now make the coordinate transformation
\[
q = q(m', \vec{p}) = (\omega_{m'}(\vec{p}), \vec{p}), m' > 0, \vec{p} \in \mathbb{R}^3.
\]

The Jacobian of the transformation is
\[
J(m', \vec{p}) = m'\omega_{m'}(\vec{p})^{-1}.
\]

Thus
\[
\Pi^{\mu\nu}(\Gamma) = \int_{q^2>0, q^0>0} \chi_{\Gamma}(q^2 \eta^{\mu\nu} - q^{\mu}q^{\nu})(q^2)^{-\frac{3}{2}}\sigma_1((q^2)^{\frac{1}{2}}) dq.
\]

Hence the density \(\Pi^{\mu\nu}\) for the measure \(\Pi^{\mu\nu}\) is given by
\[
\Pi^{\mu\nu}(q) = (q^2 \eta^{\mu\nu} - q^{\mu}q^{\nu})\pi(q),
\]

where
\[
\pi(q) = \begin{cases} (q^2)^{-\frac{3}{2}}\sigma_1((q^2)^{\frac{1}{2}}) & \text{if } q^2 > 0, q^0 > 0 \\ 0 & \text{otherwise} \end{cases}.
\]

(The fact that \(\Pi^{\mu\nu}\) has the form of Eq. [104] is well known but has previously been established through manipulating infinite quantities during renormalization (Weinberg, 2005, p. 478).)

Contracting Eq. [104] with the Minkowski metric tensor leads to
\[
\pi(q) = \frac{1}{3q^2}\Pi(q).
\]

Therefore, using Eq. [97] our spectral vacuum polarization function, defined on the domain
\[
D = \{q \in \mathbb{R}^4 : q^2 > 0, q^0 > 0\};
\]
\[
\pi(q) = \frac{1}{3q^2} \Pi(q) = \frac{1}{3} (q^2)^{-\frac{3}{2}} \sigma((q^2)^{\frac{1}{2}}).
\]

\(\pi\) is a function on \(D\) supported on \(C_{2m}\) but its value for argument \(q\) only depends on \(q^2\). Therefore, with no fear of confusion, one may define the vacuum polarization function \(\pi : (0, \infty) \to [0, \infty)\) by

\[
\pi(s) = \frac{1}{3} s^{-3} \sigma(s) = \left\{ \begin{array}{ll}
\frac{2}{3\pi} s^{-3} e^2 m^3 Z(s)(3 + 2 Z^2(s)) & \text{if } s \geq 2m \\
0 & \text{otherwise}.
\end{array} \right.
\]

(109)

Define \(\zeta : \mathbb{R}^4 \to \mathbb{R}\) by

\[
\zeta(q) = \text{sign}(q^2) |q^2|^{\frac{1}{2}},
\]

where \(\text{sign}\) is the function defined by

\[
\text{sign}(s) = \left\{ \begin{array}{ll}
1 & \text{if } s > 0 \\
0 & \text{if } s = 0 \\
-1 & \text{if } s < 0.
\end{array} \right.
\]

(111)

\(\zeta\) is constant on orbits of the action of \(O(1, 3)\) on Minkowski space. Let \(C = \{ p \in \mathbb{R}^4 : p^2 = 0, p \neq 0 \}\) be the (punctured) null cone. Then \(s \mapsto \zeta^{-1}(s) = \{ p \in \mathbb{R}^4 : \zeta(p) = s \}\) is a bijection of \(\mathbb{R}\{0\}\) onto the set \((\mathbb{R}^4/O(1, 3))\{0\}, C\) of hyperboloid orbits (\(s\) is positive for timelike orbits and negative for spacelike orbits).

Then the vacuum polarization function on \(D\) is given by

\[
\pi(q) = \pi(\zeta(q)),
\]

(112)

where the \(\pi\) on the left hand side of this equation is the vacuum polarization function that we have defined by Eq. [108] on the subset \(D\) of Minkowski space while the \(\pi\) on the right hand side of this equation is the vacuum polarization function on \((0, \infty)\) we have defined by Eq. [109]. We may take the expression given in Eq. [112] to define \(\pi\) over all of \(\mathbb{R}\{0\}\). Note that \(s \mapsto \pi(s)\) is an odd function on \(\mathbb{R}\{0\}\).

8.4 Comparison of the spectral vacuum polarization function with the renormalized vacuum polarization function

Regularization and renormalization are techniques invented by physicists to control the infinities in divergent integrals in QFT to obtain finite answers which can be
compared with experiment. The answers obtained using these methods are in close
greement with experiment so there is clearly great merit in the approach. However
many mathematicians are confused by these methods since they do not seem to make
mathematical sense (e.g. introducing infinite “counterterms” into Lagrangians to
cancel infinities produced when carrying out integrations implied by these Lagrangians
or perturbing the dimension $D$ of space-time to $D = 4 - \epsilon, \epsilon > 0$ because everything
blows up when $D = 4$ and then later ignoring or subtracting out terms proportional
to $\epsilon^{-1}$ before taking the limit as $\epsilon$ tends to 0 to obtain the answers which are compared
with experiment (dimensional regularization / renormalization)).

The vacuum polarization function is generally computed in QFT using the dimen-
sional regularization / renormalization approach with the result

$$\pi_r(k^2) = -\frac{2\alpha}{\pi} \int_0^1 dz \frac{z(1-z) \log(1 - \frac{k^2 z (1-z)}{m^2})}{},$$
$$\text{(113)}$$

(Mandl and Shaw, 1991, p. 229) where (in natural units) $\alpha = (4\pi)^{-1} e^2$ is the fine
structure constant. $\pi_r$ is defined for all $k \in \mathbb{R}^4$ for which $k^2 < 4m^2$. The integral can
be performed leading to the analytic expression

$$\pi_r(k^2) = -\frac{\alpha}{3\pi} \left\{ \frac{1}{3} + 2(1 + \frac{2m^2}{k^2}) [\left(\frac{4m^2}{k^2} - 1\right)^{\frac{1}{2}} \arccot\left(\frac{4m^2}{k^2} - 1\right)^{\frac{1}{2}} - 1] \right\}. \text{(114)}$$

(See Appendix 1 for a proof of this.)

Thus

$$\pi_r(k) = -\frac{\alpha}{3\pi} \left( \frac{1}{3} + (Y^2 + 3)(Y \arccot(Y) - 1) \right), \text{(115)}$$

where

$$Y = Y(k) = \left(\frac{4m^2}{k^2} - 1\right)^{\frac{1}{2}}. \text{(116)}$$

This expression for $\pi_r$ is defined on $\{k \in \mathbb{R}^4 : 0 < k^2 \leq 4m^2\}$.

$\pi_r(k)$ depends only on the value $k^2$ of its argument $k$. Therefore we define (without
fear of confusion) $\pi_r : (0, 2m] \rightarrow [0, \infty)$ by

$$\pi_r(s) = -\frac{\alpha}{3\pi} \left( \frac{1}{3} + (Y^2 + 3)(Y \arccot(Y) - 1) \right), \text{(117)}$$

where

$$Y = Y(s) = \left(\frac{4m^2}{s^2} - 1\right)^{\frac{1}{2}}. \text{(118)}$$
Let $\pi_s$ denote our $\pi$ calculated using spectral calculus. $\pi_s(s)$ is defined for $s \geq 2m$ while $\pi_r(s)$ is defined for $0 < s \leq 2m$. To compare them we note that

$$Z(s) = \left(\frac{s^2}{4m^2} - 1\right)^\frac{1}{2} = \frac{s}{2m} \left(1 - \frac{4m^2}{s^2}\right)^\frac{1}{2} = \frac{si}{2m} \left(\frac{4m^2}{s^2} - 1\right)^\frac{1}{2} = \frac{si}{2m} Y(s), \quad (119)$$

where $Z : [2m, \infty) \rightarrow [0, \infty)$ is the function defined by Eq. 29.

Both Weinberg (2005, p. 475) and Itzykson and Zuber (1980, p. 322) in their highly complex manipulations to compute $\pi_r$ do a rotation in the complex plane. Thus we will compare our $\pi_s$ with their $\pi_r$ using the assignment

$$iY \mapsto Y. \quad (120)$$

$\pi_r$ is obtained by regularization and renormalization involving manipulating and subtracting both infinite and finite quantities. We find that $\pi_r$ and $\pi_s$ coincide approximately when $\pi_r(s)$ is rescaled by a factor ($\lambda$ say) and then shifted by an amount ($\tau$ say). It is straightforward to prove following.

**Lemma 2.** Suppose that

$$\tilde{\pi}_r(\rho) = \tau + \lambda \pi_r(\rho), \quad (121)$$

where $\tau, \lambda \in \mathbb{R}$ (and $\rho = s/m$). Then

$$\tilde{\pi}_r(2) = \pi_s(2), \quad (122)$$

and

$$\lim_{\rho \to \infty} \tilde{\pi}_r(\rho) = \lim_{\rho \to \infty} \pi_s(\rho), \quad (123)$$

if and only if

$$\tau = -\frac{2e^2}{9\pi^2} \lambda \text{ with } \lambda = -\frac{2\pi}{\pi - 1}. \quad (124)$$

It is to be emphasized that these normalization constants are finite and, furthermore, we only use them for the purpose of comparing $\pi_s$ with $\pi_r$ but not in any of the calculations that we carry out with $\pi_s$. No constants need to be fixed to compute our vacuum polarization function $\pi_s$, no form of renormalization or normalization is required or used in any of the calculations that we make with it.

C++ code for a program to compare our spectral vacuum polarization function with the vacuum polarization function computed by dimensional regularization / renormalization is as follows.
#include <iostream>
#include <fstream>
#include <math.h>

const int N_display = 10000;
const double Lambda = 10.0;
const double pi = 4.0 * atan(1.0);

int main()
{
    std::cout << "Hello World!\n";
    std::ofstream outFile("out.txt");
    double delta = Lambda / N_display;
    int i;
    for (i = 1; i <= N_display; i++)
    {
        double rho = 2.0 + i * delta; // q/m
        double Z = sqrt(rho * rho / 4.0 - 1.0);
        double v = 1.0 / (rho * rho * rho);
        double pi_spectral;
        pi_spectral = v * Z * (3.0 + 2.0 * Z * Z);
        pi_spectral *= (2.0 / (3.0 * pi));
        double X = 2.0 * Z / rho;
        double pi_renormalized;
        pi_renormalized = (1.0 / 3.0) + (X * X + 3.0) * (X * atan(1.0 / X) - 1.0);
        pi_renormalized /= -12.0 * pi * pi;
        double lambda = -2.0 * pi / (pi - 1.0);
        double tau = -2.0 * lambda / (9.0 * pi * pi);
        double pi_tilde = tau + lambda * pi_renormalized;
        outFile << rho << ' ' << pi_tilde << ' ' << pi_spectral << "\n";
    }
    return(0);
}

The graph of the output produced by this program (with vertical axis rescaled)
Figure 1: Renormalized and spectral vacuum polarization versus $\rho = q/m$.

is given in Figure 1. The average deviation between the spectral vacuum polarization $\pi_s$ and the vacuum polarization $\pi_r$ obtained using dimensional regularization / renormalization is 1.48% of the average value of $\pi_r$ over the range shown in Figure 1 and the limit as the range $\to \infty$ of this average is 0. Thus we have shown that

$$\pi_s(\rho) \approx \tau + \lambda \pi_r(\rho), \forall \rho \in [2, \infty). \quad (125)$$

It can be seen that (up to finite normalization) the difference between the spectral vacuum polarization and that obtained using dimensional regularization / renormalization is very small even though they are defined by completely different analytic expressions and derived by totally different approaches.
9 The Uehling contribution to the Lamb shift for the H atom

We will now check the validity of our spectral vacuum polarization function by computing the Uehling contribution to the Lamb shift for the H atom. Such investigations serve to further confirm the validity of QED and/or help to search for physics beyond the standard model. Following Weinberg (2005) we carry out a gedankenexperiment in which an electron is scattered off a proton and compute, using the Born approximation, the Uehling effect, i.e. the result of including a Feynman diagram with a single fermion loop in addition to the tree level diagram, to compute the effective potential of the H atom for determination of the Uehling contribution to the Lamb shift.

The tree level diagram associated with electron-proton scattering contributes a scattering matrix of

$$S_{afi} = (2\pi)^4 \delta(p'_1 + p'_2 - p_1 - p_2) M_a,$$  \hspace{1cm} (126)

where $M_a$ is given by

$$iM_{a,a'_1 a'_2 a_1 a_2}(p'_1, p'_2, p_1, p_2) = \bar{u}_1(p'_1, \alpha'_1) i e_1 \gamma^\rho u_1(p_1, \alpha_1) i D_{\rho\sigma}(q)$$

$$\bar{u}_2(p'_2, \alpha'_2) i e_2 \gamma^\sigma u_2(p_2, \alpha_2),$$  \hspace{1cm} (127)

where

$$D_{\rho\sigma}(q) = -\frac{\eta_{\rho\sigma}}{q^2 + i\epsilon},$$  \hspace{1cm} (128)

is the photon propagator, $e_1 = -e$ and $e_2 = e$ are the charges of the electron and proton respectively, $u_1(p, \alpha), u_2(p, \alpha)$ are Dirac spinors corresponding to $p$ in $H^+_{m_e}$ and $H^+_{m_p}$, the mass shells of the electron and the proton respectively, for $\alpha \in \{0, 1\}$ (see Appendix 3), and $q = p'_1 - p_1 = -(p'_2 - p_2)$ is the momentum transfer. Therefore

$$M_{a,a'_1 a'_2 a_1 a_2}(p'_1, p'_2, p_1, p_2) = \frac{M_{0,a'_1 a'_2 a_1 a_2}(p'_1, p'_2, p_1, p_2)}{q^2 + i\epsilon},$$  \hspace{1cm} (129)

where

$$M_{0,a'_1 a'_2 a_1 a_2}(p'_1, p'_2, p_1, p_2) = e_1 e_2 \bar{u}_1(p'_1, \alpha'_1) \gamma^\rho u_1(p_1, \alpha_1) \eta_{\rho\sigma} \bar{u}_2(p'_2, \alpha'_2) \gamma^\sigma u_2(p_2, \alpha_2).$$  \hspace{1cm} (130)
(There is another contributing diagram obtained by making the substitution $p'_1 \leftrightarrow p'_2$).

The vacuum polarization (fermion loop) contribution to the scattering matrix is given by

$$S_{bf} = (2\pi)^4 \delta(p'_1 + p'_2 - p_1 - p_2)\mathcal{M}_b, \quad (131)$$

where $\mathcal{M}_b$ is given by

$$i\mathcal{M}_{b,\alpha'_1\alpha'_2\alpha_1\alpha_2}(p'_1, p'_2, p_1, p_2) = \overline{u}_1(p'_1, \alpha'_1)ie_1\gamma^\rho u_1(p_1, \alpha_1)$$

$$iD_{F\rho\mu}(q)i\Pi^{\mu\nu}(q)iD_{F\nu\sigma}(q)$$

$$\overline{u}_2(p'_2, \alpha'_2)ie_2\gamma^\sigma u_2(p_2, \alpha_2). \quad (132)$$

Therefore, since

$$D_{F\rho\mu}(q)\Pi^{\mu\nu}(q)D_{F\nu\sigma}(q) = \left(\frac{1}{q^2}\right)^2 \eta_{\rho\mu}(q^2 \eta^{\mu\nu} - q^\mu q^\nu)\pi(q)\eta_{\nu\sigma}$$

$$= \left(\frac{1}{q^2}\right)\eta_{\rho\sigma} - \left(\frac{1}{q^2}\right)^2 q_\rho q_\sigma \pi(q),$$

and, by a well known conservation property,

$$\overline{u}_1(p'_1, \alpha'_1)q_\rho\gamma^\rho u_1(p_1, \alpha_1) = 0,$$

we have

$$\mathcal{M}_{b,\alpha'_1\alpha'_2\alpha_1\alpha_2}(p'_1, p'_2, p_1, p_2) = M_{0,\alpha'_1\alpha'_2\alpha_1\alpha_2}(p'_1, p'_2, p_1, p_2)\pi(q) \frac{1}{q^2 + i\epsilon}. \quad (133)$$

The total scattering matrix is given by

$$S_{a+bfi} = S_{afi} + S_{bf} = (2\pi)^4 \delta(p'_1 + p'_2 - p_1 - p_2)\mathcal{M}_{a+b}, \quad (134)$$

where

$$\mathcal{M}_{a+b,\alpha'_1\alpha'_2\alpha_1\alpha_2}(p'_1, p'_2, p_1, p_2) = M_{0,\alpha'_1\alpha'_2\alpha_1\alpha_2}(p'_1, p'_2, p_1, p_2)\frac{1 + \pi(q)}{q^2 + i\epsilon}. \quad (135)$$

We will now consider the non-relativistic (NR) approximation. In this approximation we have

$$\mathcal{M}_{0,\alpha'_1\alpha'_2\alpha_1\alpha_2}(p'_1, p'_2, p_1, p_2) = e_1e_2\delta_{\alpha'_1\alpha_1}\delta_{\alpha'_2\alpha_2}. \quad (136)$$
Therefore
\[
\mathcal{M}_{a+b,\alpha'_1\alpha'_2\alpha_1\alpha_2}(p'_1, p'_2, p_1, p_2) = e_1 e_2 \frac{1 + \pi(q)}{q^2 + i\epsilon} \delta_{\alpha'_1\alpha'_2} \delta_{\alpha_1\alpha_2}.
\] (137)

Another aspect of the NR approximation is that \(q^0\) is negligible compared with \(|\vec{q}|\) (Weinberg, 2005, p. 480). Therefore the scattering matrix associated with the process is
\[
S_{a+bfi} = (2\pi)^4 \delta(p'_1 + p'_2 - p_1 - p_2) \mathcal{M}_{a+b,\alpha'_1\alpha'_2\alpha_1\alpha_2}(p'_1, p'_2, p_1, p_2)
\]
\[
= (2\pi)^4 e_1 e_2 \delta(p'_1 + p'_2 - p_1 - p_2) \frac{1 + \pi(q)}{q^2 + i\epsilon} \delta_{\alpha'_1\alpha_1} \delta_{\alpha'_2\alpha_2}
\]
\[
= - (2\pi)^4 e_1 e_2 \delta(p'_1 + p'_2 - p_1 - p_2) \frac{1 + \pi(0, \vec{q})}{q^2} \delta_{\alpha'_1\alpha_1} \delta_{\alpha'_2\alpha_2}.
\]

The Born approximation enables one, in NR quantum mechanics, to compute the scattering matrix for a scattering process as being proportional to the Fourier transform of the potential between the scattering particles. In NR scattering the polarizations of the scattering particles are preserved. Therefore the scattering matrix is
\[
S_{\text{Born}} = S_{\text{Born}}(p'_1, p'_2, p_1, p_2)
\]
\[
= \omega \delta(p'_1 + p'_2 - p_1 - p_2) \int V(\vec{r}) e^{-i\vec{q} \cdot \vec{r}} d\vec{r} \delta_{\alpha'_1\alpha_1} \delta_{\alpha'_2\alpha_2},
\] (138)

where \(\omega \in \mathbb{C}\) is some constant.

To determine the constant \(\omega\) we consider tree level electron-proton scattering with scattering matrix
\[
S_{afi} = -(2\pi)^4 e_1 e_2 \delta(p'_1 + p'_2 - p_1 - p_2) \frac{1}{q^2} \delta_{\alpha'_1\alpha_1} \delta_{\alpha'_2\alpha_2},
\] (139)

and equate this to \(S_{\text{Born}}\) resulting in the equation
\[
- (2\pi)^4 e_1 e_2 \frac{1}{q^2} = \omega \int V_a(\vec{r}) e^{-i\vec{q} \cdot \vec{r}} d\vec{r}.
\] (140)

If the inverse Fourier transform of this function exists then we have, by taking the
inverse Fourier transform of both sides, that

\[-(2\pi)e_1 e_2 \int \frac{1}{q} e^{i \vec{q} \cdot \vec{r}} d\vec{q} = \omega V_a(\vec{r}).\]  \hspace{1cm} (141)

But, as is well known, we have

\[\int \frac{1}{q} e^{i \vec{q} \cdot \vec{r}} d\vec{q} = \frac{2\pi^2}{|r|},\]  \hspace{1cm} (142)

as an improper Riemann multiple integral (using polar coordinates), (but not as a Lebesgue integral). Therefore

\[-4\pi^3 e_1 e_2 \frac{1}{|r|} = \omega V_a(\vec{r}),\]  \hspace{1cm} (143)

i.e.

\[V_a(\vec{r}) = -\omega^{-1}4\pi^3 e_1 e_2 \frac{1}{|r|}.\]  \hspace{1cm} (144)

This is the well known and celebrated derivation of the form of Coulomb’s law from QFT. To determine the constant we set

\[V_a(\vec{r}) = \frac{e_1 e_2}{4\pi} \frac{1}{|r|},\]  \hspace{1cm} (145)

to be the Coulomb potential (this amounts to a choice for units for charge, in this case rationalized units) and we have that

\[-\omega^{-1}4\pi^3 e_1 e_2 \frac{1}{|r|} = \omega^{-1}4\pi^3 e_1 e_2 \frac{1}{|r|},\]  \hspace{1cm} (146)

which is satisfied if and only if \(\omega = -(2\pi)^4\). Thus from Eq. 138 we have that, in general,

\[S_{\text{Born}}(p'_1, p'_2, p_1, p_2) = -(2\pi)^4\delta(p'_1 + p'_2 - p_1 - p_2) \int V(\vec{r}) e^{-i \vec{q} \cdot \vec{r}} d\vec{r} \delta_{\alpha'_1 \alpha_1} \delta_{\alpha'_2 \alpha_2}.\]  \hspace{1cm} (147)

Now for the case of the process with scattering matrix \(S_{a+bfi}\) we have, using the Born approximation, that

\[S_{\text{Born},a+bfi} = S_{a+bfi},\]  \hspace{1cm} (148)
\[-(2\pi)^4 \delta(p'_1 + p'_2 - p_1 - p_2) \int V_{a+b}(\vec{r}) e^{-i\vec{q}.\vec{r}} d\vec{r} \delta_{\alpha'_1\alpha_1} \delta_{\alpha'_2\alpha_2}\]

\begin{align*}
= -(2\pi)^4 e_1 e_2 \delta(p'_1 + p'_2 - p_1 - p_2) \frac{1 + \pi(0, \vec{q})}{q^2} \delta_{\alpha'_1\alpha_1} \delta_{\alpha'_2\alpha_2},
\end{align*}

and therefore

\[\int V_{a+b}(\vec{r}) e^{-i\vec{q}.\vec{r}} d\vec{r} = e_1 e_2 \frac{1 + \pi(0, \vec{q})}{q^2}. \quad (149)\]

Taking the inverse Fourier transform of both sides of this equation we have, if the inverse Fourier transform exists,

\[V_{a+b}(\vec{r}) = (2\pi)^{-3} e_1 e_2 \int \frac{1 + \pi(0, \vec{q})}{q^2} e^{i\vec{q}.\vec{r}} d\vec{q} \]

\[= -(2\pi)^{-3} e^2 \frac{2\pi^2}{|\vec{r}|} + (\Delta V)(\vec{r}), \quad (150)\]

where

\[(\Delta V)(\vec{r}) = -(2\pi)^{-3} e^2 \int \frac{\pi(0, \vec{q})}{q^2} e^{i\vec{q}.\vec{r}} d\vec{q}. \quad (151)\]

Now \(\pi\) is rotationally invariant. Therefore the inverse Fourier transform in Eq. 151 is rotationally invariant. Therefore we can write

\[(\Delta V)(\vec{r}) = -(2\pi)^{-3} e^2 \int \frac{\pi(0, \vec{q})}{q^2} e^{i\vec{q}.(0,0,r)} d\vec{q} \]

\[= (2\pi)^{-3} e^2 \int_{s=0}^{\infty} \int_{\theta=0}^{\pi} \frac{\pi(s)}{s^2} e^{isr\cos(\theta)} 2\pi s^2 \sin(\theta) d\theta ds \]

\[= -(2\pi)^{-2} e^2 \frac{1}{r} \int_{s=0}^{\infty} \frac{\pi(s)}{s} (e^{isr} - e^{-isr}) ds, \quad (152)\]

(where we have used the fact that \(\pi((0, \vec{q})) = \pi(\zeta((0, \vec{q}))) = \pi(-|\vec{q}|) = -\pi(|\vec{q}|))

Thus

\[(\Delta V)(\vec{r}) = -(2\pi)^{-2} e^2 \frac{1}{r} \int_{s=0}^{\infty} \frac{\pi(s)}{s} e^{isr} ds + (2\pi)^{-2} e^2 \frac{1}{r} \int_{s=0}^{\infty} \frac{\pi(s)}{s} e^{-isr} ds, \quad (153)\]
We will investigate the convergence of the integral given by Eq. [154] for the two forms of the vacuum polarization function under consideration in the next section.

We would like to analytically continue \( \Delta V \) to the upper imaginary axis of the complex plane since we are interested in spacelike points \( x \) in Minkowski space for which \( x^2 < 0 \), corresponding to pure imaginary \( r \). Therefore we seek a complex analytic function \( \Delta V_{\text{analytic}} \) associated with \( \Delta V \). By a well known Paley-Wiener theorem, since, in the case \( \pi = \pi_s \),

\[
(s \mapsto \frac{\pi(s)}{s}) \in L^2((0, \infty)),
\]

the function

\[
r \mapsto \int_{s=0}^{\infty} \frac{\pi(s)}{s} e^{irs} \, ds,
\]

is analytic in the upper half plane while the function

\[
r \mapsto \int_{s=0}^{\infty} \frac{\pi(s)}{s} e^{-irs},
\]

is analytic in the lower half plane (but not in the upper half plane). Therefore we take \( \Delta V_{\text{analytic}} \) to be the function

\[
\Delta V_{\text{analytic}}(r) = -(2\pi)^{-2}\, e^{2} \frac{1}{r} \int_{s=0}^{\infty} \frac{\pi(s)}{s} \, e^{irs} \, ds. \tag{155}
\]

Thus the \( \Delta V \) function that we derive is

\[
(\Delta V)(r) = \Delta V_{\text{analytic}}(ir)
\]

\[
= -(2\pi)^{-2} e^{2} \frac{1}{ir} \int_{s=0}^{\infty} \frac{\pi(s)}{s} e^{-rs} \, ds.
\]

\[
= -(2\pi)^{-2} e^{2} \frac{1}{r} \int_{s=0}^{\infty} \frac{\pi(s)}{s} e^{-rs} \, ds. \tag{156}
\]

In the case when \( \pi = \pi_s \) is the spectral vacuum polarization function we have, using
Eq. \[\text{109}\] that

\[
(\Delta V)(r) = -(2\pi)^{-2} e^2 \frac{2}{3\pi} e^2 m^3 \frac{1}{r} \int_{s=2m}^{\infty} \frac{Z(s)(3 + 2Z^2(s))}{s^4} e^{-rs} ds
\]

\[
= -(2\pi)^{-2} e^2 \frac{2}{3\pi} e^2 m^3 \frac{1}{r} \int_{x=1}^{\infty} \frac{(x^2 - 1)^{1/2}(2x^2 + 1)}{(16m^4)x^4} e^{-2mxr(2m)} dx
\]

\[
= -\frac{\alpha^2}{3\pi r} \int_{x=1}^{\infty} (x^2 - 1)^{1/2}(2x^2 + 1)x^{-4} e^{-2mxr} dx,
\]

where \(\alpha = (4\pi)^{-1}e^2\) is the fine structure constant. (If we had chosen to analytically continue the second term of Eq. \[\text{153}\] into the lower half plane and evaluate the result at \(-ir\) we obtain the same result.)

The result that we have obtained is precisely the Uehling potential function which has previously only been calculated through negotiating infinities and divergences using complex calculations such as the use of charge and mass renormalization.

From this potential function the Uehling contribution to the Lamb shift can be exactly calculated according to

\[
\Delta E = \langle \psi | \Delta V | \psi \rangle = 4\pi \int |\psi|^2(r)(\Delta V)(r)r^2 dr,
\]

(157)

where \(\psi\) is the H atom 2s wave function, and theory agrees with experiment to a very high order of precision.

10 The 1 loop QED running coupling

From Eqns. \[\text{150}\] and \[\text{156}\] we have that the total equivalent potential for an electron-proton system in the Born approximation is

\[
V(r) = -\frac{e^2}{4\pi r} - (2\pi)^{-2} e^2 \frac{1}{r} \int_{s=0}^{\infty} \frac{\pi(s)}{s} e^{-sr} ds.
\]

At range \(r\) the potential is equivalent to that produced by an effective charge or running coupling constant \(e_r\) given by

\[
-\frac{e_r^2}{4\pi r} = -\frac{e^2}{4\pi r} (1 + \frac{1}{\pi} \int_{s=0}^{\infty} \frac{\pi(s)}{s} e^{-sr} ds)
\]

\[
= -\frac{e^2}{4\pi r} (1 + \frac{1}{\pi} \int_{s=0}^{\infty} \frac{\pi(s)}{s} e^{-s} ds).
\]
Therefore the running fine structure “constant” at energy $\mu$ is given by

$$\alpha(\mu) = \alpha(0)(1 + \frac{1}{\pi} \int_{s=0}^{\infty} \pi(\mu s) \frac{e^{-s}}{s} ds).$$

(158)

$\alpha(0) = (4\pi)^{-1}e^2 \approx 1/137$ and $\alpha$ increases with increasing energy having been measured to have a value of $\alpha(\mu) \approx 1/127$ for $\mu = 90$ GeV. Given the explicit expression [158] for the running coupling it is not necessary to use the techniques of the renormalization group equation involving a beta function to investigate its behavior.

10.1 Determination of the behavior of the running coupling when using the renormalized vacuum polarization function $\pi = \pi_r$

In this case we have

$$\pi(\mu s) = \pi_r(\mu s),$$

(159)

where

$$\pi_r(s) = -\frac{\alpha}{3\pi} \left(\frac{1}{3} + (3 - W^2)(\text{Warcoth}(W) - 1)\right),$$

(160)

and $W$ is given by

$$W = W(s) = (1 + \frac{4m^2}{s^2})^{\frac{1}{2}}, s \in (0, \infty),$$

(161)

(see Appendix 1). Note that we are using $\pi_r$ as defined in the imaginary mass domain because we are considering $s$ corresponding to spacelike $q = (0, \vec{q})$. It is shown in Appendix 1 that the function defined by Eq. [160] coincides with the function $\pi$ defined by Eq. 11.2.22 of (Weinberg, 2005).

**Theorem 5.** The integral Eq. [154] defining $\Delta V$ is divergent for all non-zero energies when $\pi = \pi_r$.

**Proof** Let $\mu > 0$ Now

$$W(\mu s) = (1 + \frac{4m^2}{\mu^2 s^2})^{\frac{1}{2}}, \forall s > 0.$$  

(162)

Therefore

$$s = \frac{2m}{\mu(W^2(\mu s) - 1)^{\frac{1}{2}}}.$$  

(163)
Now as \( s \to \infty \), \( W(\mu s) \to 1^+ \). We will now show that

\[
\frac{\pi(\mu s)}{s} \to \infty, \tag{164}
\]

as \( s \to \infty \). Terms in \( \pi \) that have a finite limit as \( s \to \infty \) vanish in the limit of Eq. 164. Therefore we are interested in the limiting behavior of

\[
s \mapsto \text{atanh}(\frac{1}{W(\mu s)})(W^2(\mu s) - 1)^{\frac{1}{2}},
\]

as \( s \to \infty \). This is the same as the limiting behavior of

\[
W \mapsto \text{atanh}(\frac{1}{W})(W - 1)^{\frac{1}{2}}(W + 1)^{\frac{1}{2}},
\]

as \( W \to 1^+ \), which is the same as the limiting behavior of

\[
x \mapsto \text{atanh}(\frac{1}{x + 1})x^{\frac{1}{2}} = \frac{x^{\frac{1}{2}}}{f(x)},
\]

as \( x \to 0^+ \), where

\[
f(x) = \frac{1}{\text{atanh}(\frac{1}{x+1})}. \tag{165}
\]

Now, \( x^{\frac{1}{2}} \to 0^+, f(x) \to 0^+ \) as \( x \to 0^+ \). Therefore, by L’Hôpital’s rule

\[
\lim_{x \to 0^+} \frac{x^{\frac{1}{2}}}{f(x)} = \lim_{x \to 0^+} \frac{\frac{1}{2}x^{-\frac{1}{2}}}{f'(x)}, \tag{166}
\]

if the limit exists. Now

\[
\lim_{x \to 0^+} f'(x) = \lim_{x \to 0^+} \left[-(\text{atanh}(\frac{1}{x + 1}))^{-2} \frac{1}{1 - (\frac{1}{x + 1})^2}(-x + 1)^{-2}\right]
\]

\[= \lim_{x \to 0^+} \left[(\text{atanh}(\frac{1}{x + 1}))^{-2} \frac{1}{x(x + 2)}\right]
\]

\[= \lim_{x \to 0^+} \frac{g(x)}{x(x + 2)}, \tag{167}
\]

where

\[
g(x) = (\text{atanh}(\frac{1}{x + 1}))^{-2}. \tag{168}
\]
Now
\[ g'(x) = -2(\tanh\left(\frac{1}{x+1}\right))^{-3}(-(x+1)^{-2}). \]

Therefore
\[
\lim_{x \to 0^+} f'(x) = \lim_{x \to 0^+} \frac{2\tanh\left(\frac{1}{x+1}\right)^{-3}}{2x+2} = 0. \tag{169}
\]

Thus
\[
\lim_{x \to 0^+} \frac{x^\frac{1}{2}}{f(x)} = \infty. \tag{170}
\]

Therefore the integrand of the integral Eq. [154] is oscillatory with ever increasing amplitude and hence the integral divergent for all non zero energies. □

Therefore it does not seem valid to try to compute \( \Delta V \) in the spacelike domain by analytic continuation of \( \Delta V \) in the timelike domain since the integral defining \( \Delta V \) in the timelike domain is non-convergent.

This is to be compared with the work of Landau and others relating to the Landau pole or “ghost” pole in the solution of the renormalization group equations in QED “the possible existence of which leads to a serious contradiction with a number of general principles of the theory” (Bogoliubov and Shirkov, 1980).

### 10.2 Determination of the behavior of the running coupling when using the spectral vacuum polarization function \( \pi = \pi_s \)

In this case we have
\[
\pi(\mu s) = \pi_s(\mu s), \tag{171}
\]

where
\[
\pi_s(s) = \begin{cases} \frac{2e^2m^3}{3\pi}s^{-3}Z(s)(3+2Z^2(s)) & \text{for } s > 2m \\ 0 & \text{otherwise.} \end{cases} \tag{172}
\]

As \( s \to \infty \), \( s^{-1}Z(s) \to (2m)^{-1} \) and so \( \pi_s(s) \to (6\pi)^{-1}e^2 \). Thus
\[
\pi(\mu s) \to \frac{e^2}{6\pi} \text{ as } s \to \infty, \tag{173}
\]

which is a finite limit.

**Theorem 6.** The integral given by Eq. 154 defining \( \Delta V \) is convergent to a finite limit for all non-zero energies \( \mu > 0 \) when \( \pi = \pi_s \).
Proof Consider the case when \( \mu = 1 \). All other values of \( \mu \) can be dealt with similarly. We want to show that the integral

\[ \int \text{sinc}(s) \pi_s(s) \, ds, \]

is convergent. It is sufficient to show that the integral

\[ \int_{s=2m}^{\infty} \text{sinc}(s) \frac{Z^3(s)}{s^3} \, ds, \] \hspace{1cm} (174)

is convergent. Let

\[ L = \lim_{s \to \infty} \frac{Z^3(s)}{s^3} = \frac{1}{(2m)^3}. \] \hspace{1cm} (175)

Then the integral [174] will converge if \( \frac{Z^3(s)}{s^3} \to L \) fast enough. Let

\[ \epsilon_n = \sup \left\{ \left| \frac{Z^3(s)}{s^3} - L \right| : s \geq 2\pi(n-1) \right\} \text{ for } n = 1, 2, \ldots. \] \hspace{1cm} (176)

If we define

\[ I_n = \sum_{i=1}^{n} (I_i^+ - I_i^-), \] \hspace{1cm} (177)

where

\[ I_i^+ = \int_{2\pi(i-1)}^{2\pi(i-1)+\pi} \frac{\sin(s)}{s} \, ds, \] \hspace{1cm} (178)

and

\[ I_i^- = -\int_{2\pi(i-1)+\pi}^{2\pi i} \frac{\sin(s)}{s} \, ds, \] \hspace{1cm} (179)

then, as is well known,

\[ I_n \to \frac{\pi}{2} \text{ as } n \to \infty. \] \hspace{1cm} (180)

Now define

\[ J_i^+ = \int_{2\pi(i-1)}^{2\pi(i-1)+\pi} \frac{\sin(s)}{s} \frac{Z^3(s)}{s^3} \, ds, \] \hspace{1cm} (181)

\[ J_i^- = -\int_{2\pi(i-1)+\pi}^{2\pi i} \frac{\sin(s)}{s} \frac{Z^3(s)}{s^3} \, ds, \] \hspace{1cm} (182)

and let

\[ S_n = \sum_{i=1}^{n} (J_i^+ - J_i^-), n = 1, 2, \ldots. \] \hspace{1cm} (183)
We want to show that $S_n$ converges to a finite limit as $n \to \infty$. We have

\[
S_n \in \left( \sum_{i=1}^{n} ((L - \epsilon_i)I_i^+ - (L + \epsilon_i)I_i^-), \sum_{i=1}^{n} ((L + \epsilon_i)I_i^+ - (L - \epsilon_i)I_i^-) \right)
\]

\[
= \left( \sum_{i=1}^{n} L(I_i^+ - I_i^-) - \epsilon_i(I_i^+ + I_i^-), \sum_{i=1}^{n} L(I_i^+ - I_i^-) + \epsilon_i(I_i^+ + I_i^-) \right)
\]

Clearly if $\epsilon_i \to 0$ fast enough then $S_n$ is convergent. Well we have

\[
\left| \frac{Z^3(s)}{s^3} - L \right| = \left| \left( \frac{1}{4m^2} - \frac{1}{s^2} \right)^2 - \frac{1}{(2m)^3} \right|
\]

\[
= \left| \left( \frac{1}{4m^2} - \frac{1}{s^2} \right)^3 - \frac{1}{(2m)^3} \right| + \left( \frac{1}{4m^2} - \frac{1}{s^2} \right)^2 + \frac{1}{(2m)^3}
\]

\[
\leq (2m)^3 \left| \frac{1}{4m^2} - \frac{1}{s^2} \right|^3 - \frac{1}{(2m)^6}
\]

\[
= \frac{(2m)^3}{s^2} \left( \frac{3}{4m^2} - \frac{3}{(2m)^4} - \frac{1}{s^4} \right)
\]

for $s > 2m$. Now if $s$ is sufficiently large then

\[
\left| \frac{3}{4m^2s^2} - \frac{3}{(2m)^4} - \frac{1}{s^4} \right| = \frac{3}{(2m)^4} - \frac{3}{4m^2s} + \frac{1}{s^4}
\]

\[
< \frac{3}{(2m)^4} + \frac{1}{s^4}
\]

\[
\leq \frac{3}{(2m)^4} + \frac{1}{(2m)^4}
\]

\[
= \frac{1}{4m^4}
\]

Therefore

\[
\sup \left\{ \left| \frac{Z^3(s)}{s^3} - L \right| : s \geq a \right\} \leq \frac{2}{ma^2} \text{ for } a \text{ sufficiently large.} \quad (184)
\]

Hence

\[
\epsilon_i \leq \frac{2}{m(2\pi(i - 1))^2} \text{ for } i \text{ sufficiently large.} \quad (185)
\]
Thus
\[ \epsilon_i(I^+_i + I^-_i) \leq \frac{2}{m(2\pi(i - 1))^2} \int_{2\pi(i-1)}^{2\pi i} \frac{1}{s} ds \leq \frac{2}{m(2\pi(i - 1))^2} \frac{1}{2\pi(i - 1)^2}, \] (186)
for \( i \) sufficiently large. Therefore the sequence \( S_n \) is convergent as \( n \to \infty \).

Therefore, since the integral \( \Delta V \) defining \( \Delta V \) in the timelike domain is convergent for \( r \in (0, \infty) \), it is valid to carry out the analytic continuation operation we have defined leading to the form of Eq. (156) for \( \Delta V \) in the spacelike domain.

The spectral running coupling function \( \mu \mapsto \alpha(\mu) \) defined by Eq. (158), with \( \pi = \pi_s \), is well defined and finite for all energies \( \mu \). It is analytic over \( (0, \infty) \). The spectral running coupling does not exhibit a Landau pole.

It can be seen from Eq. (158) that the running coupling depends on the units used for electric charge. It is natural to use Gaussian natural units in which \( \hbar = c = 1 \) and the potential between two charges of magnitudes \( e_1 \) and \( e_2 \) is given by
\[ V(r) = \frac{e_1 e_2}{r}. \]
We find that when these units are used the spectral running coupling defined by Eq. (158) with \( \pi = \pi_s \) agrees with experiment.

A graph of the spectral running fine structure constant versus \( r = \mu^{-1} \) for \( r \) between 0 and 2% of \( a_0 \) where \( a_0 = \) the first Bohr radius of the H atom in natural units is shown in Figure 2. It is seen that the running fine structure constant achieves at high energy a value of \( 0.0079 \approx 1/127 \) which, up to higher order electroweak and hadronic contributions, agrees with experiment.

11 Conclusion

We have presented a spectral calculus for the computation of the spectrum of causal Lorentz invariant complex measures on Minkowski space and shown how this enables one to compute the density for such a measure with respect to Lebesgue measure. This has been applied to the case of the contraction of the vacuum polarization tensor resulting in a spectral vacuum polarization function which has very close agreement with the vacuum polarization function computed using dimensional regularization / renormalization in the domain of real mass.

Using the Born approximation together with the spectral vacuum polarization
function the exact Uehling potential function is derived from which the Uehling con-
tribution to the Lamb shift can be exactly computed.

With the spectral vacuum polarization function we obtain a well defined conver-
gent running coupling function whereas the integral defining the running coupling
function generated using dimensional regularization / renormalization is shown to be
divergent at all non-zero energies.

In subsequent work we will apply the spectral calculus to the electron self energy
and generally to all renormalization issues arising in the QFT of the electroweak force.
In addition QCD will be formulated in the context of locally conformally flat space-
times (Möbius structures) (Mashford, 2017a and b) and the running coupling constant
for QCD will be computed with a view to proving, or deriving, the asymptotic freedom
of QCD.
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Appendix 1: Derivation of closed form solution for regularized/renormalized vacuum polarization

The standard formula for the vacuum polarization function \( \pi_r \) as obtained using regularization and renormalization is

\[
\pi_r(k^2) = -\frac{2\alpha}{\pi} \int_0^1 d\beta \beta(1 - \beta) \log \left(1 - \frac{k^2\beta(1 - \beta)}{m^2}\right),
\] (187)

(Mandl and Shaw, 1991, p. 229) where \( m > 0 \) is the mass of the electron and (in natural units) \( \alpha = (4\pi)^{-1}e^2 \) is the fine structure constant in which \( e > 0 \) is the magnitude of the charge of the electron. \( \pi_r \) is defined for all \( k \in \mathbb{R}^4 \) for which \( k^2 < 4m^2 \). This integral can be performed leading to the closed form solution (see (Itzykson and Zuber, 1980, p. 323))

\[
\pi_r(k^2) = -\frac{\alpha}{3\pi} \left\{ \frac{1}{3} + 2 \left(1 + \frac{2m^2}{k^2}\right) \left[ \left(\frac{4m^2}{k^2} - 1\right)^{\frac{1}{2}} \arccot \left(\frac{4m^2}{k^2} - 1\right)^{\frac{1}{2}} - 1 \right] \right\}. \tag{188}
\]

The function defined by Eq. (188) is only defined for \( 0 < k^2 < 4m^2 \) unless one allows the functions \( z \mapsto z^{\frac{1}{2}} \) and \( z \mapsto \arccot(z) \) to be defined on complex domains. It is useful for the work of the present paper to write down the derivation of this result and to consider the answer when \( k^2 < 0 \).

Let \( m > 0 \) and \( I : \{k \in \mathbb{R}^4 : k^2 < 4m^2\} \to (-\infty, 0) \) be defined by

\[
I(k) = 2 \int_{\beta=0}^1 d\beta \beta(1 - \beta) \log(1 - \frac{k^2\beta(1 - \beta)}{m^2}), \tag{189}
\]

Then

\[
I(k) = 2 \int_{\beta=0}^1 d\beta \left(\frac{1}{2} \beta^2 - \frac{1}{3} \beta^3\right) \log(1 - \frac{k^2\beta(1 - \beta)}{m^2})
= -2 \int_{\beta=0}^1 \frac{\frac{1}{2} \beta^2 - \frac{1}{3} \beta^3}{1 - \beta(1 - \beta)m^{-2}k^2m^2} \frac{k^2}{m^2} (2\beta - 1) d\beta
= 2 \int_{\beta=0}^1 \frac{(\frac{1}{3} \beta^3 - \frac{1}{2} \beta^2)(2\beta - 1)}{m^2(k^2)^{-1} - \beta(1 - \beta)} d\beta
\]

Now

\[
\frac{m^2}{k^2} - \beta(1 - \beta) = \frac{m^2}{k^2} - \beta + \beta^2 = (\beta - \frac{1}{2})^2 - \frac{1}{4} + \frac{m^2}{k^2}. \tag{190}
\]
Therefore, changing variables,

\[ I(k) = 2 \int_{\beta=\pm \frac{1}{2}}^{1} \frac{(\frac{1}{3}(\beta + \frac{1}{2})^3 - \frac{1}{2}(\beta + \frac{1}{2})^2)2\beta}{\beta^2 - \frac{1}{2} + m^2(k^2)^{-1}} \, d\beta \]  

(191)

\[ = 2 \int_{\beta=\pm \frac{1}{2}}^{1} \frac{(\frac{1}{3}(\beta + \frac{1}{2})^3 - \frac{1}{2}(\beta + \frac{1}{2})^2)2\beta}{\beta^2 + X^2} \, d\beta \]  

(192)

where

\[ X = X(k) = \frac{1}{2}(4m^2k^2 - 1)^{\frac{1}{2}} \in (0, \infty), \text{ for } 0 < k^2 < 4m^2. \]  

(193)

Let \( \beta = X \tan(u) \). Then \( \beta^2 + X^2 = X^2 \sec^2(u) \) and \( d\beta = X \sec^2(u) \, du \). Also

\[ \frac{1}{3}(\beta + \frac{1}{2})^3 - \frac{1}{2}(\beta + \frac{1}{2})^2 = \frac{1}{3}(\beta + \frac{1}{2})^2(\beta - 1). \]  

(194)

Thus

\[ I(k) = \frac{4}{3} \int_{\beta=-\frac{1}{2}}^{\frac{1}{2}} (\beta + \frac{1}{2})^2(\beta - 1) \beta \, d\beta \]  

\[ = \frac{4}{3} \int_{\beta=-\frac{1}{2}}^{\frac{1}{2}} \beta^4 - \frac{3}{4}\beta^2 \, d\beta, \]  

(195)

(the integral of the odd powers of \( \beta \) vanishes). Therefore

\[ I(k) = \frac{4}{3} \int_{\beta=-\frac{1}{2}}^{\frac{1}{2}} X^4 \tan^4(u) - \frac{3}{4}X^2 \tan^2(u) \, du \]  

\[ = \frac{4}{3} \left( X^3 \left( \frac{1}{3} \tan^3(u) - \tan(u) + u \right) - \frac{3}{4}X(\tan(u) - u) \right) \bigg|_{\beta=-\frac{1}{2}}^{\frac{1}{2}} \]  

\[ = \frac{1}{3} \left( \frac{1}{3} + (4X^2 + 3)(2X \arctan(2X) - 1) \right), \]  

(196)

which leads directly to the required result.

Clearly, when \( k^2 = 0 \), \( I(k) \) defined by Eq. 187 has the value \( I(k) = 0 \). Now consider the case when \( k^2 < 0 \). Then we proceed with the same steps up to Eq. 191 but now we write

\[ I(k) = 2 \int_{\beta=-\frac{1}{2}}^{\frac{1}{2}} \frac{(\frac{1}{3}(\beta + \frac{1}{2})^3 - \frac{1}{2}(\beta + \frac{1}{2})^2)2\beta}{\beta^2 - W^2} \, d\beta, \]  

(197)
where
\[ W = W(k) = \left( \frac{1}{4} + \frac{m^2}{-k^2} \right)^{\frac{1}{2}} = \frac{1}{2} \left( 1 - \frac{4m^2}{k^2} \right)^{\frac{1}{2}}. \] (198)

Then make the substitution \( \beta = W \tanh(u) \) so that
\[ \beta^2 - W^2 = -W^2 \text{sech}^2(u), \quad d\beta = W \text{sech}^2(u) \, du. \]

Therefore
\[
I(k) = -\frac{4}{3} \frac{1}{W} \int_{\beta=-\frac{1}{2}}^{\frac{1}{2}} \beta^4 - \frac{3}{4} \beta^2 \, d\beta,
\]
\[
= -\frac{4}{3} \frac{1}{W} \int_{\beta=-\frac{1}{2}}^{\frac{1}{2}} W^4 \tanh^4(u) - \frac{3}{4} W^2 \tanh^2(u) \, du
\]

Now
\[
\int \tanh^2(u) \, du = u - \tanh(u) + c,
\]
\[
\int \tanh^4(u) \, du = u - \tanh(u) - \frac{1}{3} \tanh^3(u) + c.
\]

Thus
\[
I(k) = -\frac{4}{3} \frac{1}{W} \int_{\beta=-\frac{1}{2}}^{\frac{1}{2}} W^4 \tanh^4(u) - \frac{3}{4} W^2 \tanh^2(u) \, du
\]
\[
= -\frac{4}{3} \left( W^3 \left( -\frac{1}{3} \tanh^3(u) - \tanh(u) + u \right) - \frac{3}{4} W (\tanh(u) + u) \right) \bigg|_{\beta=-\frac{1}{2}}^{\frac{1}{2}}
\]
\[
= \frac{1}{3} \left( \frac{1}{3} + (3 - 4W^2)(2W \text{arcoth}(2W) - 1) \right). \] (199)

This result may be obtained more directly by noting that
\[
X = \frac{1}{2} \left( \frac{4m^2}{k^2} - 1 \right)^{\frac{1}{2}} = i \frac{1}{2} \left( 1 - \frac{4m^2}{k^2} \right)^{\frac{1}{2}} = iW, \] (200)
when \( k^2 < 0 \) and
\[
\text{arcot}(2X) = \text{atan} \left( \frac{1}{2X} \right) = -\text{atan} \left( \frac{i}{2W} \right) = -i \text{tanh} \left( \frac{1}{2W} \right) = -i \text{arcoth}(2W). \] (201)

and then using Eq. 196. Thus the renormalized vacuum polarization when \( k^2 < 0 \) is
given by
\[ \pi_r(k^2) = -\frac{\alpha}{3\pi} \left( \frac{1}{3} + (3 - 4W^2)(2\text{arcoth}(2W) - 1) \right), \]  
(202)

where \( W : \{ k \in \mathbb{R}^4 : k^2 < 0 \} \to (0, \infty) \) is given by Eq. 198.

Thus, in other words,
\[ \pi_r(k^2) = -\frac{\alpha}{3\pi} \left( \frac{1}{3} + (3 - W^2)(\text{arcoth}(W) - 1) \right), \]  
(203)

where \( W \) is given by
\[ W = W(k) = \left( 1 - \frac{4m^2}{k^2} \right)^{\frac{1}{2}}. \]  
(204)

**Appendix 2: Proof of the Spectral Theorem**

The action of the proper orthochronous Lorentz group \( O(1, 3)^{\uparrow} \) on Minkowski space has 5 classes of orbits each corresponding to a particular isotropy subgroup (little group). Firstly there is the distinguished orbit \( \{0\} \) consisting of the origin. Secondly there are the positive mass hyperboloids \( \{ p \in \mathbb{R}^4 : p^2 = m^2, p^0 > 0 \} \) with little group isomorphic to \( SO(3) \). Then there are the negative mass hyperboloids, the positive open null cone, the negative open null cone and the imaginary mass hyperboloids.

The spectral theorem is proved by considering separately each class of orbit. We will prove it for the space \( X = \{ p \in \mathbb{R}^4 : p^2 > 0, p^0 > 0 \} \) consisting of the union of all positive mass hyperboloids. The other cases can be proved similarly. We will prove the spectral theorem first for Lorentz invariant measures \( \mu : \mathcal{B}_0(X) \to [0, \infty] \) and then generalize the theorem later to Lorentz invariant complex measures.

Let \( \text{Rotations} \subset O(1, 3)^{\uparrow} \) be defined by
\[ \text{Rotations} = \left\{ \begin{pmatrix} 1 & 0 \\ 0 & A \end{pmatrix} : A \in SO(3) \right\}, \]  
(205)

and \( \text{Boosts} \subset O(1, 3)^{\uparrow} \) be the set of pure boosts. Then it can be shown that for every \( \Lambda \in O(1, 3)^{\uparrow} \) there exist unique \( B \in \text{Boosts} \) and \( R \in \text{Rotations} \) such that
\[ \Lambda = BR. \]

Thus there exist maps \( \pi_1 : O(1, 3)^{\uparrow} \to \text{Boosts} \) and \( \pi_2 : O(1, 3)^{\uparrow} \to \text{Rotations} \) such...
that for all $\Lambda \in O(1,3)^{++}$

$$\Lambda = \pi_1(\Lambda)\pi_2(\Lambda),$$

$\Lambda = BR$ with $B \in \text{Boosts}$ and $R \in \text{Rotations} \Rightarrow B = \pi_1(\Lambda), R = \pi_2(\Lambda)$.

For $m > 0$, define $h_m : \text{Boosts} \to H_m$ by

$$h_m(B) = B(m, \vec{0})^T.$$  \hspace{1cm} (206)

We will show that $h_m$ is a bijection. Let $p \in H_m$. Choose $\Lambda \in O(1,3)^{++}$ such that $p = \Lambda(m, \vec{0})^T$. Then $p = \pi_1(\Lambda)\pi_2(\Lambda)(m, \vec{0})^T = \pi_1(\Lambda)(m, \vec{0})^T \in h(\text{Boosts})$. Therefore $h_m$ is surjective. Now suppose that $h(B_1) = h(B_2)$. Then $B_1(m, \vec{0})^T = B_2(m, \vec{0})^T$. Thus $B_2^{-1}B_1(m, \vec{0})^T = (m, \vec{0})^T$. Hence $B_2^{-1}B_1 = R$ for some $R \in \text{Rotations}$. Therefore $B_1 = \pi_1(B_1) = \pi_1(B_2R) = \pi_1(B_2) = B_2$. Therefore $h_m$ is a bijection.

Now there is an action $\rho_m : O(1,3)^{++} \times H_m \to H_m$ of $O(1,3)^{++}$ on $H_m$ defined by

$$\rho_m(\Lambda, p) = \Lambda p.$$  \hspace{1cm} (207)

$\rho_m$ induces an action $\tilde{\rho}_m : O(1,3)^{++} \times \text{Boosts} \to \text{Boosts}$ according to

$$\tilde{\rho}_m(\Lambda, B) = h_m^{-1}(\rho_m(\Lambda, h_m(B)))$$

$$= h_m^{-1}(\Lambda B(m, \vec{0})^T)$$

$$= h_m^{-1}(\pi_1(\Lambda B)\pi_2(\Lambda B)(m, \vec{0})^T)$$

$$= h_m^{-1}(\pi_1(\Lambda B)(m, \vec{0})^T)$$

$$= \pi_1(\Lambda B).$$  \hspace{1cm} (208)

Note that the induced action is independent of $m$ for all $m > 0$.

Let

$$X = \bigcup_{m>0} H_m = \{ p \in \mathbb{R}^4 : p^2 > 0, p^0 > 0 \}.$$  \hspace{1cm} (209)

Define the action $\rho : O(1,3)^{++} \times X \to X$ by $\rho(\Lambda, p) = \Lambda p$. Then $\rho$ induces an action $\tilde{\rho} : O(1,3)^{++} \times (0, \infty) \times \text{Boosts} \to (0, \infty) \times \text{Boosts}$ according to

$$\tilde{\rho}(\Lambda, m, B) = \tilde{\rho}_m(B) = \pi_1(\Lambda B).$$  \hspace{1cm} (210)
Define, for each \( m > 0 \), \( f_m : O(1, 3)^{++} \to H_m \times \text{Rotations} \) by

\[
f_m(\Lambda) = (h_m(\pi_1(\Lambda)), \pi_2(\Lambda)). \quad (211)
\]

Then each \( f_m \) is a bijection. The map \( g : (0, \infty) \times \text{Boosts} \to X \) defined by

\[
g(m, B) = h_m(B) = B(m, ^\wedge \vec{0})^T, \quad (212)
\]

is a bijection. Define \( f : (0, \infty) \times O(1, 3)^{++} \to X \times \text{Rotations} \) by

\[
f(m, \Lambda) = f_m(\Lambda). \quad (213)
\]

\( f \) is a bijection so we can push forward or pull back measures using \( f \) at will.

Suppose that \( \mu : \mathcal{B}_0(X) \to [0, \infty] \) is a measure on \( X \) and that \( \mu \) is invariant under the action. Let \( \mu_R \) be the measure on \( \text{Rotations} \) induced by Haar measure on \( SO(3) \). Let \( \nu \) be the product measure \( \nu = \mu \times \mu_R \) whose existence and uniqueness is guaranteed by the Hahn-Kolmogorov theorem and the fact that both \( X \) and \( \text{Rotations} \) are \( \sigma \)-finite. Let \( \nu \# f^{-1} \) denote the pull back of \( \nu \) by \( f \) (i.e. the push forward of \( \nu \) by \( f^{-1} \)). Then

\[
(\nu \# f^{-1})(\Gamma) = \nu(f(\Gamma)), \forall \Gamma \in \mathcal{B}_0((0, \infty) \times O(1, 3)^{++}). \quad (214)
\]

Consider the action \( \tau : O(1, 3)^{++} \times (0, \infty) \times O(1, 3)^{++} \to (0, \infty) \times O(1, 3)^{++} \) defined by

\[
\tau(\Lambda, m', \Lambda') = (m', \Lambda \Lambda'). \quad (215)
\]

\( \tau \) induces an action \( \tilde{\tau} : O(1, 3)^{++} \times X \times \text{Rotations} \to X \times \text{Rotations} \) so that if \( p' \in X \) with \( p' = B'(m', ^\wedge \vec{0})^T \) with \( m' \in (0, \infty) \), \( B' \in \text{Boosts} \) and \( R' \in \text{Rotations} \) then

\[
\tilde{\tau}(\Lambda, (p', R')) = \tilde{\tau}(\Lambda, B'(m', ^\wedge \vec{0})^T, R')
\]

\[
= f_{m'}(\Lambda f_{m'}^{-1}(h_{m'}(B'(m', ^\wedge \vec{0})^T, R')))
\]

\[
= f_{m'}(\Lambda f_{m'}^{-1}(h_{m'}(\pi_1(\Lambda'), \pi_2(\Lambda')))
\]

\[
= f_{m'}(\Lambda \Lambda')
\]

\[
= (h_{m'}(\pi_1(\Lambda \Lambda')), \pi_2(\Lambda \Lambda'))
\]

where \( \Lambda' = B'R' \). We will now show that the measure \( \nu \) is an invariant measure on \( X \times \text{Rotations} \) with respect to the action \( \tilde{\tau} \). To this effect let \( E_1' \subset \text{Boosts}, E_2' \subset \)
\{(m', \tilde{0}) : m' \in (0, \infty)\} and \(E_3' \subset \) Rotations be Borel sets. Then

\[
\nu(\tilde{\tau}(\Lambda, E_1'E_2', E_3')) = \nu(\pi_1(\Lambda E_1')E_2' \times \pi_2(\Lambda E_3')) = \mu(\pi_1(\Lambda E_1')\mu_{R'}(\pi_2(\Lambda E_3')) = \mu(\pi_1(\Lambda E_1')\mu_{R'}(\pi_2(\Lambda)\pi_2(E_3'))) = \mu(E_1'E_2')\mu_{R'}(E_3') = \nu(E_1'E_2', E_3'),
\]

(here we have used the notation of juxtaposition of sets to denote the set of all products i.e. \(S_1S_2 = \{xy : x \in S_1, y \in S_2\}\), also \(xS = \{xy : y \in S\}\)). Therefore the measure \(\nu \# f^{-1}\) is an invariant measure on \(O(1, 3)^{+\dagger}\) with respect to the action \(\tau\). Therefore for each Borel set \(E \subset (0, \infty)\) the measure \((\nu \# f^{-1})_E : \mathcal{B}_0(O(1, 3)^{+\dagger}) \to [0, \infty]\) defined by

\[
(\nu \# f^{-1})_E(\Gamma) = (\nu \# f^{-1})(E, \Gamma),
\]

is a translation invariant measure on the group \(O(1, 3)^{+\dagger}\). Therefore since, \(O(1, 3)^{+\dagger}\) is a locally compact second countable topological group there exists, by the uniqueness part of Haar’s theorem, a unique \(c = c(E) \geq 0\) such that

\[
(\nu \# f^{-1})_E = c(E)\mu_{O(1, 3)^{+\dagger}},
\]

where \(\mu_{O(1, 3)^{+\dagger}}\) is the Haar measure on \(O(1, 3)^{+\dagger}\). Denote by \(\sigma\) the map \(\sigma : \mathcal{B}_0((0, \infty)) \to [0, \infty]\) defined by \(\sigma(E) = c(E)\).

We will now show that \(\sigma\) is a measure on \((0, \infty)\). We have that for any \(\Gamma \in \mathcal{B}_0(O(1, 3)^{+\dagger}), E \in \mathcal{B}_0((0, \infty))\)

\[
\sigma(E)\mu_{O(1, 3)^{+\dagger}}(\Gamma) = (\nu \# f^{-1})_E(\Gamma) = \nu(f(E, \Gamma)) = \nu(\pi_1(\Gamma)E \times \pi_2(\Gamma)).
\]

Choose \(\Gamma \in \mathcal{B}_0(O(1, 3)^{+\dagger})\) such that \(\mu_{O(1, 3)^{+\dagger}}(\Gamma) \in (0, \infty)\).

Then

\[
\sigma(\emptyset)\mu_{O(1, 3)^{+\dagger}}(\Gamma) = \nu(\pi_1(\Gamma)\emptyset \times \pi_2(\Gamma)) = \nu(\emptyset) = 0.
\]

Therefore

\[
\sigma(\emptyset) = 0.
\]
Also let \( \{E_n\}_{n=1}^\infty \subset \mathcal{B}_0((0, \infty)) \). Then
\[
\sigma(\bigcup_{n=1}^\infty E_n) = \mu_{O(1,3)+\uparrow}(\Gamma)^{-1}\nu((\pi_1(\Gamma) E_n \times \pi_2(\Gamma))
\]
\[
= \mu_{O(1,3)+\uparrow}(\Gamma)^{-1}\nu(\bigcup_{n=1}^\infty (\pi_1(\Gamma) E_n \times \pi_2(\Gamma))
\]
\[
= \sum_{n=1}^\infty \mu_{O(1,3)+\uparrow}(\Gamma)^{-1}\nu((\pi_1(\Gamma) E_n \times \pi_2(\Gamma))
\]
\[
= \sum_{n=1}^\infty \sigma(E_n). \tag{221}
\]
Thus \( \sigma \) is a measure.

The above argument holds for all invariaant measures \( \mu : \mathcal{B}_0(X) \to [0, \infty] \). Therefore, in particular, it is true for \( \Omega_m \) for \( m \in (0, \infty) \). Hence there exists a measure \( \sigma_{\Omega_m} : \mathcal{B}_0((0, \infty)) \to [0, \infty] \) such that
\[
((\Omega_m \times \mu_{SO(3)})\# f^{-1})(E, \Gamma) = \sigma_{\Omega_m}(E)\mu_{O(1,3)+\uparrow}(\Gamma), \tag{222}
\]
for \( E \in \mathcal{B}_0((0, \infty)), \Gamma \in \mathcal{B}_0(O(1, 3)+\uparrow) \). But
\[
((\Omega_m \times \mu_{SO(3)})\# f^{-1})(E, \Gamma) = (\Omega_m \times \mu_{SO(3)})(f(E, \Gamma))
\]
\[
= (\Omega_m \times \mu_{SO(3)})(\pi_1(\Gamma)(E \times \{0\}), \pi_2(\Gamma))
\]
\[
= \Omega_m(\pi_1(\Gamma)(E \times \{0\}))\mu_{SO(3)}(\pi_2(\Gamma))
\]
\[
= \Omega_m(\pi_1(\Gamma)(m, \vec{0})^T)\mu_{SO(3)}(\pi_2(\Gamma))\delta_{\vec{E}}(m) \tag{223}
\]
where \( \delta_{\vec{m}} \) is the Dirac measure concentrated on \( \vec{m} \). Thus
\[
\sigma_{\Omega_m}(E) = \mu_{O(1,3)+\uparrow}(\Gamma)^{-1}\Omega_m(\pi_1(\Gamma)(m, \vec{0})^T)\mu_{SO(3)}(\pi_2(\Gamma))\delta_{\vec{E}}(m), \tag{224}
\]
for any \( E \in \mathcal{B}_0((0, \infty)), \Gamma \in \mathcal{B}_0(O(1, 3)+\uparrow) \) such that \( \mu_{O(1,3)+\uparrow}(\Gamma) \in (0, \infty) \). Choose any \( \Gamma \in \mathcal{B}_0(O(1, 3)+\uparrow) \) such that \( \mu_{O(1,3)+\uparrow}(\Gamma) \in (0, \infty) \) and define \( \sigma_{\Omega} : (0, \infty) \to (0, \infty) \) by
\[
\sigma_{\Omega}(m) = \mu_{O(1,3)+\uparrow}(\Gamma)^{-1}\Omega_m(\pi_1(\Gamma)(m, \vec{0})^T)\mu_{SO(3)}(\pi_2(\Gamma)). \tag{225}
\]
Then
\[ \sigma_{\Omega m} = \sigma_{\Omega}(m)\delta_m, \forall m \in (0, \infty). \] (226)

Returning now to the general invariant measure \( \mu : \mathcal{B}_0(X) \to [0, \infty] \) we will now show that \( \mu \) can be written as a product \( \mu = \sigma \times \mu_B \) for some measure \( \mu_B : \mathcal{B}_0(\text{Boosts}) \to [0, \infty] \) relative to the identification \( g : (0, \infty) \times \text{Boosts} \to X \). We have
\[ \nu(\Gamma \times F) = \mu(\Gamma)\mu_{SO(3)}(F), \forall \Gamma \in \mathcal{B}_0(X), F \in \mathcal{B}(SO(3)). \] (227)

Therefore
\[ \mu(\Gamma) = \mu_{SO(3)}(F)^{-1}\nu(\Gamma \times F), \forall \Gamma \in \mathcal{B}_0(X), F \in \mathcal{B}(SO(3)), \text{ such that } \mu_{SO(3)}(F) > 0. \] (228)

Choose \( F \in \mathcal{B}(SO(3)) \), such that \( \mu_{SO(3)}(F) > 0 \). Then for all \( \Gamma \in \mathcal{B}_0(X) \)
\[ \mu(\Gamma) = \mu_{SO(3)}(F)^{-1}\nu(\Gamma \times F) \]
\[ = \mu_{SO(3)}(F)^{-1}\nu(f(f^{-1}(\Gamma \times F))) \]
\[ = \mu_{SO(3)}(F)^{-1}\nu(f(f^{-1}(B(E \times \{0\}) \times F)))) \]
\[ = \mu_{SO(3)}(F)^{-1}\nu(f((E \times \{0\}) \times BF)) \]
\[ = \mu_{SO(3)}(F)^{-1}\sigma(E)\mu_{O(1,3)++}(BF) \]
\[ = \sigma(E)\mu_B(B), \]
where \( \Gamma = g(E \times B) = B(E \times \{0\}) \) and
\[ \mu_B(B) = \mu_{SO(3)}(F)^{-1}\mu_{O(1,3)++}(BF). \] (229)

It is straightforward to show that \( \mu_B \) is a well defined measure.

Therefore for any measurable function \( \psi : X \to [0, \infty] \)
\[ < \mu, \psi > = \int \psi(p) \mu(dp) \]
\[ = \int \psi(g(m, B)) \mu_B(dB) \sigma(dm) \]
\[ = \int < M_m, \psi > \sigma(dm), \] (230)
where
\[< M_m, \psi > = \int \psi(g(m, B))\mu_B(dB). \] (231)

It is straightforward to show that for all \( m \in (0, \infty) \) \( M_m \) defines a measure on \( X \) with \( \text{supp}(M_m) = H_m \). Therefore by the above argument, there exists \( c = c(m) \in (0, \infty) \) such that \( M_m = c_m \Omega_m \). This fact, together with the spectral representation Eq. 230 establishes (rescaling \( \sigma \)) that there exists a measure \( \sigma : \mathcal{B}_0((0, \infty)) \to [0, \infty] \) such that
\[ \mu(\Gamma) = \int_{m=0}^{\infty} \Omega_m(\Gamma) \sigma(dm), \] (232)
as desired.

Now suppose that \( \mu : \mathcal{B}_0(X) \to \mathbb{R} \) is a signed measure which is Lorentz invariant. Then by the Jordan decomposition theorem \( \mu \) has a decomposition \( \mu = \mu^+ - \mu^- \) where \( \mu^+, \mu^- : \mathcal{B}_0(\mathbb{R}^4) \to [0, \infty] \) are measures. \( \mu^+ \) and \( \mu^- \) must be Borel (finite on compact sets). In fact if \( P, N \in \mathcal{B}_0(X) \) is a Hahn decomposition of \( X \) with respect to \( \mu \) then
\[ \mu^+ (\Gamma) = \mu(\Gamma \cap P), \mu^- (\Gamma) = \mu(\Gamma \cap N) \forall \Gamma \in \mathcal{B}_0(X). \] (233)

Now let \( \Lambda \in O(1, 3)^{++} \). Then since \( (\Lambda P) \cup (\Lambda N) = \Lambda(P \cup N) = X \), \( (\Lambda P) \cap (\Lambda N) = \Lambda(P \cap N) = \emptyset \), \( \mu((\Lambda P) \cap \Gamma) = \mu((\Lambda P) \cap (\Lambda \Lambda^{-1} \Gamma)) = \mu(P \cap (\Lambda^{-1} \Gamma)) \geq 0 \) and, similarly, \( \mu((\Lambda N) \cap \Gamma) \leq 0 \) \( \Lambda P \) and \( \Lambda N \) form a Hahn decomposition of \( \mu \). Therefore
\[ \mu^+ (\Lambda \Gamma) = \mu(\Lambda P \cap (\Lambda \Gamma)) = \mu(\Lambda (P \cap \Gamma)) = \mu(P \cap \Gamma) = \mu^+ (\Gamma). \] (234)

Hence \( \mu^+ \) is a Lorentz invariant measure. Therefore it has a spectral decomposition of the form of Eq. 232 Similarly \( \mu^- \) is a Lorentz invariant measure and so it has a spectral decomposition of the form of Eq. 232. Thus \( \mu \) has a spectral decomposition of the form of Eq. 232 where \( \sigma : \mathcal{B}_0((0, \infty)) \to \mathbb{R} \) is a signed measure.

Finally suppose that \( \mu : \mathcal{B}_0(X) \to \mathbb{C} \) is a Lorentz invariant complex measure. Define \( \text{Re}(\mu) : \mathcal{B}_0(X) \to \mathbb{R} \) and \( \text{Im}(\mu) : \mathcal{B}_0(X) \to \mathbb{R} \) by
\[ (\text{Re}(\mu))(\Gamma) = \text{Re}(\mu(\Gamma)), (\text{Im}(\mu))(\Gamma) = \text{Im}(\mu(\Gamma)) \forall \Gamma \in \mathcal{B}_0(X). \] (235)

Then for all \( \Lambda \in O(1, 3)^{++} \)
\[ (\text{Re}(\mu))(\Lambda \Gamma) = \text{Re}(\mu(\Lambda \Gamma)) = \text{Re}(\mu(\Gamma)) = (\text{Re}(\mu))(\Gamma). \] (236)
Thus \( \text{Re}(\mu) \) is a Lorentz invariant signed measure and so has a representation of the form of Eq. 232 for some signed measure \( \sigma \). Similarly \( \text{Im}(\mu) \) has such a representation. Therefore \( \mu \) has a representation of this form for some complex spectral measure \( \sigma : B_0((0, \infty)) \rightarrow \mathbb{C} \). This completes the proof of the spectral theorem.

**Appendix 3: Dirac spinors**

**Construction of the Dirac spinors**

Dirac spinors are usually obtained by seeking solutions to the Dirac equation of the form

\[
\begin{align*}
\psi^+(x) &= e^{-ik \cdot x} u(k), \quad \text{positive energy} \\
\psi^-(x) &= e^{ik \cdot x} v(k), \quad \text{negative energy},
\end{align*}
\]

(237)

(Itzykson and Zuber, 1980, p. 55).

Thus, in general, we are seeking solutions to the Dirac equation of the form

\[
\psi(x) = e^{-ip \cdot x} u,
\]

(238)

for some \( p \in \mathbb{R}^4, u \in \mathbb{C}^4 \). If \( u = 0 \) the the Dirac equation is trivially satisfied, so assume that \( u \neq 0 \). Now if \( \psi \) is of this form then

\[
(i\partial - m)\psi = 0 \iff (\hat{p} - m)u = 0.
\]

(239)

If this is the case then

\[
0 = (\hat{p} + m)(\hat{p} - m)u = (p^2 - m^2)u.
\]

(240)

Therefore we must have that \( p^2 = m^2 \), i.e. that \( p \in H_{\pm m} \). Thus we are seeking \( p \in H_{\pm m}, u \in \mathbb{C}^4 \setminus \{0\} \) such that \( (\hat{p} - m)u = 0 \), i.e. \( u \in \text{Ker}(\hat{p} - m) \).

Let \( p \in H_{\pm m} \). Choose \( \Lambda \in O(1, 3)^{++}, \kappa \in K \) such that

\[
\Lambda p = (\pm m, 0)^T, \Lambda = \Lambda(\kappa),
\]

(241)

where \( \Lambda(\kappa) \) is the Lorentz transformation corresponding to \( \kappa \in K \). (see Mashford,
Then
\[
\text{Ker}(\overrightarrow{p} - m) = \kappa^{-1}\text{Ker}(\kappa(\overrightarrow{p} - m))\kappa^{-1}
\]
\[
= \kappa^{-1}\text{Ker}(\Sigma(\overrightarrow{p}) - m)
\]
\[
= \kappa^{-1}\text{Ker}(\Sigma((\pm m, 0)^T) - m),
\]
where \(\Sigma\) denotes the map \(p \mapsto \overrightarrow{p}\).

We will use the Dirac representation for the gamma matrices in which
\[
\gamma^0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\] (242)

With respect to the metric \(g = \gamma^0\) the vectors \(\{e_\alpha\}_{\alpha=0}^3\) form an orthonormal basis where
\[
(e_\alpha)_\beta = \delta_{\alpha\beta},
\] (243)
i.e.
\[
\overline{e_\alpha}e_\beta = e_\alpha^\dagger \gamma^0 e_\beta = \gamma^0_{\alpha\beta}, \forall \alpha, \beta \in \{0, 1, 2, 3\}.
\] (244)

Now
\[
\Sigma((\pm m, 0)^T) - m = \begin{pmatrix} \pm m - m & 0 \\ 0 & \mp m - m \end{pmatrix},
\] (245)
therefore, if \(u = (u_1, u_2)^T\) then
\[
u \in \text{Ker}(\Sigma((\pm m, 0)^T) - m) \iff \begin{pmatrix} \pm m - m & 0 \\ 0 & \mp m - m \end{pmatrix} \begin{pmatrix} u_1 \\ u_2 \end{pmatrix} = 0
\]
In the positive energy case, i.e. when \(p \in H_m\) this is equivalent to
\[
u_1 = \text{arbitrary}, u_2 = 0.
\] (246)

Hence \(\text{Dim}(\text{Ker}(\overrightarrow{p} - m)) = 2\). In other words fermions have 2 polarization states. A basis for \(\text{Ker}(\overrightarrow{p} - m)\) is
\[
u_0 = \kappa^{-1}e_0, \nu_1 = \kappa^{-1}e_1,
\] (247)
and we may describe \(\nu_0, \nu_1\) as being Dirac spinors associated with \(p \in H_m\) (\(\nu_0, \nu_1\) are not unique because the choice of \(\kappa\) is not unique).

Similarly, in the negative energy case, i.e. when \(p \in H_{-m}\) a basis for \(\text{Ker}(\overrightarrow{p} - m)\)
is
\[ v_0 = \kappa^{-1}e_2, v_1 = \kappa^{-1}e_3. \] (248)

Now let \( v \in C^4 \). Then clearly \((\hat{p} + m)v \in \text{Ker}(\hat{p} - m)\). Therefore the space \(< (\hat{p} + m)e_\alpha, \alpha = 0, 1, 2, 3 >\) is a subspace of \( \text{Ker}(\hat{p} - m) \). We will show that in fact it is equal to \( \text{Ker}(\hat{p} - m) \). We have
\[
(\hat{p} + m) = \kappa^{-1}(\hat{p} + m)\kappa^{-1} \kappa
= \kappa^{-1}(\Sigma((\pm m, 0)^T + m)\kappa
= \kappa^{-1}\left( \begin{array}{cccc}
\pm m + m & 0 & 0 & 0 \\
0 & \mp m + m & 0 & 0 \\
0 & 0 & \pm m + m & 0 \\
0 & 0 & 0 & \mp m + m
\end{array} \right) \kappa.
\]

Thus, in the positive energy case,
\[
(\hat{p} + m) = 2m\kappa^{-1}(e_0, e_1, 0, 0)\kappa, \quad (249)
\]
and in the negative energy case
\[
(\hat{p} + m) = 2m\kappa^{-1}(0, 0, e_2, e_3)\kappa. \quad (250)
\]

Therefore
\[
\frac{\hat{p} + m}{2m} = (u_0, u_1, 0, 0)\kappa, \quad (251)
\]
(positive energy) and
\[
\frac{\hat{p} + m}{2m} = (0, 0, v_0, v_1)\kappa, \quad (252)
\]
(negative energy).

Let \( w_\alpha = \kappa^{-1}e_\alpha, \alpha = 0, 1, 2, 3. \) \( \{w_\alpha\}_{\alpha=0}^3 \) forms an orthonormal basis for \( C^4 \) with respect to the metric \( g = \gamma^0 \). Then
\[
\frac{\hat{p} + m}{2m}w_\alpha = u_\alpha, \quad \text{for } \alpha = 0, 1, \quad (253)
\]
(positive energy) and
\[
\frac{\hat{p} + m}{2m} w_{\alpha + 2} = v_\alpha, \quad \text{for } \alpha = 0, 1,
\] (254)

(negative energy).
Since \(\{(2m)^{-1}(\hat{p} + m)w_\alpha, \alpha = 0, 1\}\) is a basis for \(\text{Ker}(\hat{p} - m)\) it follows that \(\{(2m)^{-1}(\hat{p} + m)e_\alpha, \alpha = 0, 1, 2, 3\}\) spans \(\text{Ker}(\hat{p} - m)\).

It is straightforward to show that the Dirac spinors that we have constructed satisfy the usual normalization properties (Itzykson and Zuber, 1980, p. 696).

**Dirac bilinears in the non-relativistic approximation**

In the non-relativistic approximation we have
\[
\frac{p^0}{m} \approx 1, \frac{p^j}{m} \approx 0, \quad \text{for } j = 1, 2, 3.
\] (255)

Therefore
\[
\kappa \approx I.
\] (256)

Therefore we can take, in the positive energy case,
\[
(u_0, u_1, 0, 0) = \frac{\hat{p} + m}{2m} \kappa^{-1} = \frac{1}{2}(\Sigma((1, 0)^T) + 1) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}.
\] (257)

Thus
\[
u_0(p) = e_0, u_1(p) = e_1, \forall p \in H_m.
\] (258)

Therefore
\[
\overline{\alpha}(p')\gamma^0 u_\beta(p) = u^\dagger_\alpha(p')\gamma^0 u_\beta(p) = e^\dagger_\alpha e_\beta = \delta_{\alpha\beta}, \forall \alpha, \beta \in \{0, 1\}, p, p' \in H_m.
\] (259)
Also
\[
\overline{u}_\alpha(p')a_j\gamma^ju_\beta(p) = u_\alpha^+(p')\gamma^0a_j\gamma^ju_\beta(p) = e_\alpha^+(1 0 0 0)\left(\begin{array}{cccc}
0 & 0 & a_3 & a_1 - ia_2 \\
0 & 0 & a_1 + ia_2 & -a_3 \\
-a_3 & -a_1 + ia_2 & 0 & 0 \\
-a_1 - ia_2 & a_3 & 0 & 0 \\
\end{array}\right)e_\beta = 0,
\]
for all \(\alpha, \beta \in \{0, 1\}, a \in \mathbb{R}^4, p, p' \in H_m\). Therefore
\[
\overline{u}_\alpha(p')\gamma^ju_\beta(p) = 0, \forall \alpha, \beta \in \{0, 1\}, j \in \{1, 2, 3\}, p, p' \in H_m. \tag{260}
\]

**Appendix 4: Rigorous justification of Argument 1**

The following theorem establishes that Argument 1 is justified.

**Theorem 7.** Let \(g(a, b, \epsilon)\) be defined by \(g(a, b, \epsilon) = \mu(\Gamma(a, b, \epsilon))\) for \(a, b \in \mathbb{R}, a < b, \epsilon > 0\), where \(\mu = \Omega_m * \Omega_m\). Then the following formal argument (Argument 1)
\[
g(a, b, \epsilon) = \mu(\Gamma(a, b, \epsilon)) = \int \chi_{\Gamma(a,b,\epsilon)}(p + q) \Omega_m(dp) \Omega_m(dq) \\
\approx \int \chi_{\Gamma(a,b)}(p + q) \Omega_m(dp) \Omega_m(dq) \\
= \int \chi_{\Gamma(a,b)}(\omega_m(p) + \omega_m(q)) \chi_{B_e(0)}(\mathbf{p} + \mathbf{q}) \frac{dp}{\omega_m(p)} \frac{dq}{\omega_m(q)} \\
= \int \chi_{\Gamma(a,b)}(\omega_m(p) + \omega_m(q)) \chi_{B_e(0) - q}(\mathbf{p}) \frac{dp}{\omega_m(p)} \frac{dq}{\omega_m(q)} \\
\approx \int \chi_{\Gamma(a,b)}(2\omega_m(q)) \frac{4 \pi \epsilon^3}{\omega_m(q)^2} dq,
\]
is justified in the sense that
\[
\lim_{\epsilon \to 0} \epsilon^{-3} g(a, b, \epsilon) = \frac{4}{3} \pi \int \chi_{\Gamma(a,b)}(2\omega_m(q)) \frac{1}{\omega_m(q)^2} dq. \tag{261}
\]
Proof

There are 2 signs that we have to consider. The first is in line 3 and arises because we are approximating the hyperbolic cylinder of radius $\epsilon$ between $a$ and $b$ with an ordinary cylinder of radius $\epsilon$. We will show that the error is of order greater than $\epsilon^3$.

Let $\Gamma = \Gamma(a, b, \epsilon)$ be the aforementioned hyperbolic cylinder. Then

$$
\Gamma = \bigcup_{m' \in (a, b)} S(m', \epsilon). \tag{262}
$$

Let

$$
\Gamma' = \bigcup_{m' \in (a, b)} \{m'\} \times B_{\epsilon}(0) = (a, b) \times B_{\epsilon}(0)
$$

$$
\Gamma'^- = \bigcup_{m' \in (a, a^+)} \{(m', \vec{p}) : \vec{p}^2 > m'^2 - a^2\}
$$

$$
\subset \bigcup_{m' \in (a, a^+)} (\{m'\} \times B_{\epsilon}(0)) = (a, a^+) \times B_{\epsilon}(0)
$$

$$
\Gamma'^+ = \bigcup_{m' \in (b, b^+)} \{(m', \vec{p}) : \vec{p}^2 > m'^2 - b^2\}
$$

$$
\subset \bigcup_{m' \in (b, b^+)} (\{m'\} \times B_{\epsilon}(0)) = (b, b^+) \times B_{\epsilon}(0),
$$

in which

$$
a^+ = (a^2 + \epsilon^2)^{\frac{1}{2}}, b^+ = (b^2 + \epsilon^2)^{\frac{1}{2}}. \tag{263}
$$

Then $\Gamma$ differs from $(\Gamma' \sim \Gamma'^- \cup \Gamma'^+$ on a set of measure zero.

It is straightforward to show that if $\Gamma_1, \Gamma_2 \in B_0(\mathbb{R}^4), \Gamma_1 \cap \Gamma_2 = \emptyset$ then

$$
\int \chi_{\Gamma_1 \cup \Gamma_2}(p + q) \Omega_m(dp) \Omega_m(dq) = \int \chi_{\Gamma_1}(p + q) \Omega_m(dp) \Omega_m(dq) + \int \chi_{\Gamma_2}(p + q) \Omega_m(dp) \Omega_m(dq).
$$

Therefore

$$
|\int \chi_{\Gamma}(p + q) \Omega_m(dp) \Omega_m(dq) - \int \chi_{\Gamma'}(p + q) \Omega_m(dp) \Omega_m(dq)| \leq \int \chi_{\Gamma'^-}(p + q) \Omega_m(dp) \Omega_m(dq) + \int \chi_{\Gamma'^+}(p + q) \Omega_m(dp) \Omega_m(dq).
$$
We will show that
\[
\lim_{\epsilon \to 0} (\epsilon^{-3} \int \chi_{\Gamma^\pm} (p + q) \Omega_m(dp) \Omega_m(dq)) = 0.
\] (264)

It suffices to consider the $-$ case. We have
\[
\int \chi_{\Gamma^-} (p + q) \Omega_m(dp) \Omega_m(dq) \leq \int \chi_{(a,a^+)}(p + q) \Omega_m(dp) \Omega_m(dq)
\]
\[
= \int \chi_{(a,a^+)}(\omega_m(p) + \omega_m(q)) \chi_{B_r(0)-q} \frac{dp}{\omega_m(p)} \frac{dq}{\omega_m(q)}.
\] (265)

We will come back to this equation later but will now return to the general argument

Argument 1 and consider the second and final $\approx$. This $\approx$ arises because we are approximating $\vec{p}$ by $-\vec{q}$ since $\vec{p}$ ranges over a ball of radius $\epsilon$ centred on $-\vec{q}$.

Suppose that $\vec{p}$ and $\vec{q}$ are such that $\chi_{B_r(0)-q} = 1$. Then $|\vec{p} + \vec{q}| < \epsilon$. Thus $||\vec{p}| - |\vec{q}|| < \epsilon$. Hence
\[
|\omega_m(\vec{p}) - \omega_m(\vec{q})| = |(\vec{p}^2 + m^2)^\frac{1}{2} - (\vec{q}^2 + m^2)^\frac{1}{2}| \leq \frac{|\vec{p}^2 - \vec{q}^2|}{2m} \leq \frac{|\vec{p} - \vec{q}|}{2m} < \frac{\epsilon}{2m} (|\vec{p}| + |\vec{q}|).
\]

We have $|\vec{p}| \in (|\vec{q}| - \epsilon, |\vec{q}| + \epsilon)$. Therefore $|\vec{p}| + |\vec{q}| < 2|\vec{q}| + \epsilon$. Thus
\[
|\omega_m(\vec{p}) - \omega_m(\vec{q})| < \frac{\epsilon}{2m} (2|\vec{q}| + \epsilon).
\]
Therefore
\[
\omega_m(\vec{p}) + \omega_m(\vec{q}) = \omega_m(\vec{p}) - \omega_m(\vec{q}) + \omega_m(\vec{q}) + \omega_m(\vec{q}) \\
\leq |\omega_m(\vec{p}) - \omega_m(\vec{q})| + 2\omega_m(\vec{q}) \\
< 2\omega_m(\vec{q}) + \frac{\epsilon}{2m} (2|\vec{q}| + \epsilon).
\] (266)

Now let
\[
I(\epsilon) = \int \chi(a,b)(\omega_m(\vec{p}) + \omega_m(\vec{q})) \chi_{B(0) - q}(\vec{p}) \frac{d\vec{p}}{\omega_m(\vec{p})} \frac{d\vec{q}}{\omega_m(\vec{q})} \\
J(\epsilon) = \int \chi(a,b)(2\omega_m(\vec{q})) \chi_{B(0) - q}(\vec{p}) \frac{d\vec{p}}{\omega_m(\vec{p})} \frac{d\vec{q}}{\omega_m(\vec{q})} \\
K(\epsilon) = \int \chi(a,b)(2\omega_m(\vec{q})) \frac{4\pi \epsilon^3}{\omega_m(\vec{q})^2} d\vec{q}.
\]

We will show that
\[
\lim_{\epsilon \to 0} \epsilon^{-3}(I(\epsilon) - J(\epsilon)) = 0, \quad \text{and} \quad \lim_{\epsilon \to 0} \epsilon^{-3}(J(\epsilon) - K(\epsilon)) = 0.
\] (267)

Concerning the first limit we note that \(\chi(a,b)(\omega_m(\vec{p}) + \omega_m(\vec{q}))\) differs from \(\chi(a,b)(2\omega_m(\vec{q}))\) if and only if

1. \(\omega_m(\vec{p}) + \omega_m(\vec{q}) \in (a, b)\) but \(2\omega_m(\vec{q}) \leq a\) or
2. \(\omega_m(\vec{p}) + \omega_m(\vec{q}) \in (a, b)\) but \(2\omega_m(\vec{q}) \geq b\) or
3. \(2\omega_m(\vec{q}) \in (a, b)\) but \(\omega_m(\vec{p}) + \omega_m(\vec{q}) \leq a\) or
4. \(2\omega_m(\vec{q}) \in (a, b)\) but \(\omega_m(\vec{p}) + \omega_m(\vec{q}) \geq b\).

Thus
\[
|I(\epsilon) - J(\epsilon)| = I_1(\epsilon) + I_2(\epsilon) + I_3(\epsilon) + I_4(\epsilon),
\] (268)
where
\[
I_1(\epsilon) = \int \chi(a,b)(\omega_m(\vec{p}) + \omega_m(\vec{q})) \chi(-\infty,a](2\omega_m(\vec{q})) \chi_{B(0) - q}(\vec{p}) \\
\frac{d\vec{p}}{\omega_m(\vec{p})} \frac{d\vec{q}}{\omega_m(\vec{q})},
\] (269)
and $I_2, I_3, I_4$ are defined similarly. We will show that
\[
\lim_{\epsilon \to 0} \epsilon^{-3} I_1(\epsilon) = 0. \tag{270}
\]

$I_2, I_3$ and $I_4$ can be dealt with similarly.

Using Equation (266),
\[
\omega_m(\vec{p}) + \omega_m(\vec{q}) \in (a, b) \quad \text{and} \quad 2\omega_m(\vec{q}) \leq a \Rightarrow a - \frac{\epsilon}{2m} (2|\vec{q}| + \epsilon) < 2\omega_m(\vec{q}) \leq a.
\]

Therefore
\[
I_1(\epsilon) \leq \int_{(a-2|\vec{q}|+\epsilon/2m,a]} \chi_{B_\epsilon(0)-\vec{q}}(\vec{p}) \frac{1}{m^2} \, d\vec{p} \, d\vec{q}.
\]

Hence
\[
\epsilon^{-3} I_1(\epsilon) \leq \frac{4}{3} \pi \epsilon^3 \int_{(a-(2|\vec{q}|+\epsilon/2m,a]} \chi_{(2\omega_m(\vec{q}))} \frac{1}{m^2} \, d\vec{q}. \tag{271}
\]

The integrand is integrable for all $\epsilon > 0$, vanishes outside the compact set
\[
C = \{ \vec{q} \in \mathbb{R}^3 : 2\omega_m(\vec{q}) \leq a \},
\]
is dominated by the integrable function
\[
g(\vec{q}) = \frac{1}{m^2} \chi_{[0,a]}(2\omega_m(\vec{q})) ,
\]
and converges pointwise to 0 everywhere on $\mathbb{R}^3$ as $\epsilon \to 0$ except on the set $\partial C = \{ \vec{q} \in \mathbb{R}^3 : 2\omega_m(\vec{q}) = a \}$ which is a set of measure 0. Therefore by the dominated convergence theorem
\[
\lim_{\epsilon \to 0} \epsilon^{-3} I_1(\epsilon) = 0, \tag{272}
\]
as required.

Now regarding the second limit in Equation (267), consider the function $f : [0, \infty) \to (0, m^{-1}]$ defined by
\[
f(p) = (m^2 + p^2)^{-\frac{1}{2}}. \tag{273}
\]
\( f \) is analytic. Therefore by Taylor’s theorem for all \( q, p \geq 0 \)

\[
f(p) = f(q) + f'(q)(p - q) + \frac{1}{2} f''(\xi)(p - q)^2,
\]

for some \( \xi \) between \( q \) and \( p \). Now

\[
f'(p) = -p(m^2 + p^2)^{-\frac{3}{2}}
\]

\[
f''(p) = (m^2 + p^2)^{-\frac{3}{2}}(2p^2 - m^2).
\]

Therefore

\[
|f''(\xi)| = (m^2 + \xi^2)^{-\frac{3}{2}}|2\xi^2 - m^2|
\]

\[
\leq m^{-5}(2(q + \epsilon)^2 + m^2),
\]

as long as \( |p - q| < \epsilon \). Thus

\[
|f(p) - f(q)| = |f'(q)(p - q) + \frac{1}{2} f''(\xi)(p - q)^2|
\]

\[
< q(m^2 + q^2)^{-\frac{3}{2}}\epsilon + \frac{1}{2} m^{-5}(2(q + \epsilon)^2 + m^2)\epsilon^2
\]

\[
< m^{-1}\epsilon + \frac{1}{2} m^{-5}(2(q + \epsilon)^2 + m^2)\epsilon^2,
\]

as long as \( |p - q| < \epsilon \). Hence

\[
|J(\epsilon) - K(\epsilon)| = \left| \int \chi_{(a,b)}(2\omega_m(\vec{q})) \left( \int \chi_{B_{\epsilon}(0)-\vec{q}}(\vec{p}) \left( \frac{1}{\omega_m(\vec{p})} - \frac{1}{\omega_m(\vec{q})} \right) d\vec{p} \right) \frac{d\vec{q}}{\omega_m(\vec{q})} \right|
\]

\[
\leq \int \chi_{(a,b)}(2\omega_m(\vec{q})) \left( \int \chi_{B_{\epsilon}(0)-\vec{q}}(\vec{p})(|f(\vec{p})| - f(|\vec{q}|)) d\vec{p} \right) \frac{d\vec{q}}{\omega_m(\vec{q})}
\]

\[
\leq \int \chi_{(a,b)}(2\omega_m(\vec{q})) \int \chi_{B_{\epsilon}(0)-\vec{q}}(\vec{p})(m^{-1}\epsilon + \frac{1}{2} m^{-5}(2(|\vec{q}| + \epsilon)^2 + m^2)\epsilon^2)
\]

\[
\frac{d\vec{p}}{\omega_m(\vec{q})} \frac{d\vec{q}}{\omega_m(\vec{q})}
\]

\[
= \frac{4}{3} \pi^3 \int \chi_{(a,b)}(2\omega_m(\vec{q}))(m^{-1}\epsilon + \frac{1}{2} m^{-5}(2(|\vec{q}| + \epsilon)^2 + m^2)\epsilon^2) \frac{d\vec{q}}{\omega_m(\vec{q})}.
\]
Therefore

\[
\lim_{\epsilon \to 0} \epsilon^{-3} |J(\epsilon) - K(\epsilon)| = \lim_{\epsilon \to 0} \frac{4}{3} \pi \int \chi(a, b)(2\hat{\omega}_m(\hat{q}))(m^{-1}\epsilon + \frac{1}{2}m^{-5}(2(|\hat{q}| + \epsilon)^2 + m^2)\epsilon^2) \frac{d\hat{q}}{\omega_m(q)} \left| \frac{\hat{q}}{\hat{p}} - \hat{q} \right| < 0,
\]

as required. We have therefore dealt with the second \( \approx \) in Argument 1.

To finish dealing with the first \( \approx \) suppose that \( \epsilon_1 > 0 \) is given. Choose \( c \in (a, b) \) such that

\[
\frac{16}{3} \pi^2 (Z(c) - Z(a)) < \frac{\epsilon_1}{2}. \tag{275}
\]

Now choose \( \delta_1 > 0 \) such that if \( 0 < \epsilon < \delta_1 \) then

\[
|\epsilon^{-3} \int \chi(a, c)(\omega_m(\hat{p}) + \omega_m(\hat{q})) \chi_{B_\epsilon}(\hat{q} - \hat{p}) \frac{d\hat{p}}{\omega_m(\hat{p})} \frac{d\hat{q}}{\omega_m(\hat{q})}| < \frac{\epsilon_1}{2}.
\]

(We can do this because of the validity of the second \( \approx \).) Choose \( \delta_2 > 0 \) such that if \( 0 < \epsilon < \delta_2 \) then \( a^+ = a^+(\epsilon) < c \). Let \( \delta = \min(\delta_1, \delta_2) \).
Then if $\epsilon < \delta$ then
\[
|\epsilon^{-3} \int \chi_{(a,a^+)}(\omega_m(\vec{p}) + \omega_m(\vec{q})) \chi_{B_\epsilon(0)-q} \frac{d\vec{p}}{\omega_m(\vec{p})} \frac{d\vec{q}}{\omega_m(\vec{q})}| \\
\leq |\epsilon^{-3} \int \chi_{(a,c)}(\omega_m(\vec{p}) + \omega_m(\vec{q})) \chi_{B_\epsilon(0)-q} \frac{d\vec{p}}{\omega_m(\vec{p})} \frac{d\vec{q}}{\omega_m(\vec{q})}| \\
\leq |\epsilon^{-3} \int \chi_{(a,c)}(\omega_m(\vec{p}) + \omega_m(\vec{q})) \chi_{B_\epsilon(0)-q} \frac{d\vec{p}}{\omega_m(\vec{p})} \frac{d\vec{q}}{\omega_m(\vec{q})} - \\
\frac{4}{3} \pi |\epsilon^{-3} \int \chi_{(a,c)}(2\omega_m(\vec{q})) \frac{d\vec{q}}{\omega_m(\vec{q})^2}| + |\frac{4}{3} \pi \int \chi_{(a,c)}(2\omega_m(\vec{q})) \frac{d\vec{q}}{\omega_m(\vec{q})^2}| \\
< \frac{\epsilon_1}{2} + \frac{4}{3} \pi \int \chi_{(a,c)}(2\omega_m(\vec{q})) \frac{d\vec{q}}{\omega_m(\vec{q})^2} \\
= \frac{\epsilon_1}{2} + \frac{4}{3} \pi \int_{Z(a)} \frac{4\pi r^2}{m^2 + r^2} dr \\
\leq \frac{\epsilon_1}{2} + \frac{16}{3} \pi^2 (Z(c) - Z(a)) \\
< \frac{\epsilon_1}{2} + \frac{\epsilon_1}{2} \\
= \epsilon_1.
\]

Thus
\[
\lim_{\epsilon \to 0} \epsilon^{-3} \int \chi_{(a,a^+)}(\omega_m(\vec{p}) + \omega_m(\vec{q})) \chi_{B_\epsilon(0)-q} \frac{d\vec{p}}{\omega_m(\vec{p})} \frac{d\vec{q}}{\omega_m(\vec{q})} = 0, \quad (276)
\]

thereby completing the proof of the validity of the first $\approx$ and therefore the validity of Argument 1. $\Box$