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Abstract

We examine the refractive index from the viewpoint of modern first-principles materials physics. We first argue that the standard formula, \( n^2 = \varepsilon_r \mu_r \), is generally in conflict with fundamental principles on the microscopic level. Instead, it turns out that an allegedly approximate relation, \( n^2 = \varepsilon_r \), which is already being used for most practical purposes, can be justified theoretically at optical wavelengths. More generally, starting from the fundamental, Lorentz-covariant electromagnetic wave equation in materials as used in plasma physics, we rederive a well-known, three-dimensional form of the wave equation in materials and thereby clarify the connection between the covariant \textit{fundamental response tensor} and the various cartesian tensors used to describe optical properties. Finally, we prove a general theorem by which the fundamental, covariant wave equation can be reformulated concisely in terms of the microscopic dielectric tensor.
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1. Introduction

By the advent of first-principles materials science [1–4], the past decades have witnessed an unprecedented progress in the quantitative description of materials properties. Typical electromagnetic response properties, such as the conductivity and the dielectric tensor, are now within the reach of ab initio calculations [5–7], which thereby provide a new pathway to the theoretical design and optimization of functional materials [8–11]. A cornerstone in the development of first-principles electrodynamics of media has been the Modern Theory of Polarization [12–14], which first demonstrated the fallacy of simplified material models such as the Clausius-Mossotti picture of elementary electric or magnetic dipoles [15]. On the other hand, since such simplified models had played an important conceptual role in the Standard Approach to electrodynamics in media [16–18], the Modern Theory of Polarization also called for new perspectives on electrodynamics of materials which are based on first principles [19, 20].

Taking benefit of these ground-breaking insights, the Functional Approach to electrodynamics of materials has recently been developed by the authors of this article [21]. Its aim is the axiomatization and systematic elaboration of the already existing microscopic treatments of electrodynamics in materials as developed more or less independently in the electronic structure physics [22–24], semiconductor physics [25] and plasma physics [26] communities. The Functional Approach provides for a complete description of all linear electromagnetic materials properties in terms of the microscopic conductivity tensor (cf. [27–30]), a quantity which is routinely computed, for example, within the density functional theory framework [31–33]. In particular, this approach includes the formulation of universal response relations, which are analytical formulae suitable for the ab initio computation of all linear electromagnetic response functions. As the Functional Approach is exclusively based on the microscopic Maxwell equations, it is independent of a priori assumptions about the material, and therefore contributes to the modern pursuit of an unbiased first-principles description of materials properties.

The present article aims at contributing further to these developments by approaching also the optical properties of matter from first principles. The most important quantity in this context is of course the refractive index, by which the optical properties of many materials can be characterized [34]. The refractive index is usually defined as the ratio, \( n = c/u \), between the speed of light in the vacuum and in the medium. In particular, it determines via
Snell’s law the reflection and refraction of light at the interface between two different materials [35, 36].

Ever since the foundation of classical electrodynamics by J. C. Maxwell in the nineteenth century, the standard formula for the refractive index,

\[ n^2 = \varepsilon r \mu r, \]  

has been a commonplace in almost all theoretical treatments of optics and classical electrodynamics [17, 18, 35–37]. It relates the refractive index \( n \) to the relative permittivity (or dielectric constant) \( \varepsilon r \) and the relative permeability \( \mu r \) of the medium. For most practical purposes, however, the relative permeability does not play any rôle, and in fact, it is usually assumed that \( \mu r \approx 1 \) would hold at optical frequencies [17, 18, 35–39]. Consequently, the refractive index is related only to the relative permittivity through

\[ n^2 = \varepsilon r. \]  

This latter formula, which is often called the Maxwell relation [35], is commonly used for extracting the frequency-dependent dielectric function from experimentally determined reflectivity spectra [40–43]. (Note that in the literature, also Eq. (1.1) is sometimes called the Maxwell relation [34].)

Recently, the refractive index \( n \) has attracted renewed interest in the field of metamaterials. It has been argued that \( n \) should be regarded as a negative number if both \( \varepsilon r < 0 \) and \( \mu r < 0 \) [44]. Concretely, a negative effective permeability occurs in artificial materials by exploiting the concept of a split ring resonator [45, 46]. An anomalous light refraction at metamaterials has been observed experimentally [47]. Therefore, metamaterials are regarded as promising candidates for technological applications such as superlenses [48, 49] and invisibility cloaks [50]. This line of thought has been taken up in high-energy physics, where the holographic principle has been used to study the refractive index of strongly coupled gauge theories with anti-de-Sitter space duals [51] (see also [52]). As the present article deals with homogeneous (or translationally invariant) systems, its results do not carry over to metamaterials, which are typically inhomogeneous, involving spatially variable response functions. However, the present article does indeed explain why a negative refractive index can, as a matter of principle, not be realized with ordinary bulk materials as had still been hoped by V. G. Veselago in his original publication [44].
The purpose of this article is to develop a microscopic theory of the refractive index. We will show that Eq. (1.1) is generally in conflict with first principles, which in our case refer to the microscopic Maxwell equations and the \textit{ab initio} calculation of microscopic response functions via the Kubo formalism. On the other hand, we will show that Eq. (1.2)—which is already being used nowadays for most practical purposes (see e.g. \cite{38, 43}) and for the comparison with the experiment (see e.g. the standard reference \cite{35})—is in accord with fundamental field equations. More precisely, we will derive Eq. (1.2) at optical wavelengths from the fundamental wave equation in materials. Independently of this wavelength restriction though, we will show that the fundamental covariant wave equation for the electromagnetic four-potential can be concisely reformulated in terms of the microscopic dielectric tensor. Concretely, it will turn out that the microscopic wave equation in materials simply restricts the electric field to the null-space of this microscopic dielectric tensor. In the case of longitudinal oscillations, where the corresponding proper oscillations are called plasmons, this is in fact well-known. Having demonstrated that a similar logic also applies to the transverse field components, we will thus have shown that the theory of light propagation in materials combines with the theory of plasmons into one general field equation in media.

The article is organized as follows: In Sec. 2 we assemble the key formulae of the Functional Approach to electrodynamics of media as needed for this article. In Sec. 3 we subject the Standard Approach to the refractive index to a thorough critique. In Sec. 4 we develop the Functional Approach to the refractive index, which is based on microscopic wave equations in materials (Subsec. 4.1). In particular, this allows for a redefinition of the speed of light in materials within a covariant framework (4.2–4.3) and for a rejuvenation of the Maxwell relation at optical wavelengths (4.4).

2. Functional Approach to electrodynamics of media

The microscopic theory of the refractive index exposed in this article is based on the Functional Approach to electrodynamics of materials \cite{21, 53, 56}, which as a microscopic theory encapsulates the common practice in \textit{ab initio} materials physics. For the convenience of the reader, we first assemble the most important facts as far as they are needed in this article. The formulae will therefore neither be derived nor discussed in the following.
Instead, the interested reader is referred to Ref. [21] for a technical exposition of the Functional Approach or to Ref. [53] for a paradigmatic discussion.

2.1. Field identifications

As a matter of principle, classical electrodynamics is based on the Maxwell equations which read

\[ \nabla \cdot \mathbf{E}(x, t) = \rho(x, t) / \varepsilon_0, \]
\[ \nabla \times \mathbf{E}(x, t) = -\partial_t \mathbf{B}(x, t), \]
\[ \nabla \cdot \mathbf{B}(x, t) = 0, \]
\[ \nabla \times \mathbf{B}(x, t) = \mu_0 j(x, t) + \varepsilon_0 \mu_0 \partial_t \mathbf{E}(x, t). \]

On a fundamental, microscopic level, these equations retain their validity even within materials (see [1, 25, 57–61], and in particular [29, pp. 3 ff.]). Correspondingly, in the ab initio materials physics and condensed matter physics communities, it is common practice [1, 62–64] to split the electromagnetic fields into external and induced contributions as

\[ \mathbf{E}_{\text{tot}}(x, t) = \mathbf{E}_{\text{ext}}(x, t) + \mathbf{E}_{\text{ind}}(x, t), \]
\[ \mathbf{B}_{\text{tot}}(x, t) = \mathbf{B}_{\text{ext}}(x, t) + \mathbf{B}_{\text{ind}}(x, t). \]

These contributions are related to the fields used in the traditional approach to electrodynamics in media through the fundamental field identifications (see e.g. [22, App. A.2], [23, Sec. 6.4], [25, p. 33, footnote 14], [28, p. 230], [62, Sec. 4.3.2] and [63, p. 338, footnote 21]):

\[ \mathbf{P}(x, t) = -\varepsilon_0 \mathbf{E}_{\text{ind}}(x, t), \]
\[ \mathbf{D}(x, t) = \varepsilon_0 \mathbf{E}_{\text{ext}}(x, t), \]
\[ \mathbf{E}(x, t) = \mathbf{E}_{\text{tot}}(x, t), \]

and

\[ M(x, t) = \mathbf{B}_{\text{ind}}(x, t) / \mu_0, \]
\[ H(x, t) = \mathbf{B}_{\text{ext}}(x, t) / \mu_0, \]
\[ B(x, t) = \mathbf{B}_{\text{tot}}(x, t). \]
All fields are uniquely defined by their respective Maxwell equations, which are given explicitly by Eqs. (2.1)–(2.4) for the total fields, by

\[ \nabla \cdot D(x, t) = \rho_{\text{ext}}(x, t), \]
\[ \nabla \times D(x, t) = -\partial_t H(x, t)/c^2, \]
\[ \nabla \cdot H(x, t) = 0, \]
\[ \nabla \times H(x, t) = j_{\text{ext}}(x, t) + \partial_t D(x, t) \]

for the external fields, and finally by

\[ \nabla \cdot P(x, t) = -\rho_{\text{ind}}(x, t), \]
\[ \nabla \times P(x, t) = \partial_t M(x, t)/c^2, \]
\[ \nabla \cdot M(x, t) = 0, \]
\[ \nabla \times M(x, t) = j_{\text{ind}}(x, t) - \partial_t P(x, t) \]

for the induced fields. Now, the complete information about electromagnetic fields is quite generally contained in the so-called potentials, \( A \) and \( \varphi \), by which the fields can be represented as

\[ E(x, t) = -\nabla \varphi(x, t) - \partial_t A(x, t), \]
\[ B(x, t) = \nabla \times A(x, t). \]

In order to treat the response of a material with respect to external electromagnetic fields, it hence suffices to know the reaction to variations in the external potentials. On the other hand, the induced electromagnetic fields are per definitionem generated by the induced current and charge densities. The starting point of the Functional Approach is therefore the postulated functional dependence of the induced currents on the external potentials, as it is encapsulated in the formula [26, 65]

\[ j_{\text{ind}}^\mu = j_{\text{ind}}^\mu [A_{\text{ext}}^\nu], \]

which relates the induced four-current \( j^\mu = (c\rho, j)^T \) to the external four-potential \( A^\nu = (\varphi/c, A)^T \). In particular, linear response theory corresponds to the first-order expansion of this functional [24, 65],

\[ j_{\text{ind}}^\mu(x) = \int d^4x' \chi_{\mu\nu}(x, x') A_{\text{ext}}^\nu(x'), \]
where \( x \equiv x^\mu = (ct, \mathbf{x})^T \) and \( d^4x = d^3x \, dx^0 \). For the ubiquitous Lorentz-covariant integral kernel,
\[
\chi^\mu_\nu(x, x') = \frac{\delta j^\mu_{\text{ind}}(x)}{\delta A^\nu_{\text{ext}}(x')},
\]
we propose the name fundamental response tensor.

### 2.2. Universal response relations

The principles of gauge invariance and current conservation imply the following constraints on the fundamental response tensor [26, 65]:
\[
\partial_\mu \chi^\mu_\nu(x, x') = 0, \quad (2.26)
\]
\[
\partial^\nu \chi^\mu_\nu(x, x') = 0. \quad (2.27)
\]
Consequently, there are at most nine independent response functions for any material [27–30]. In particular, the spatial (or cartesian, i.e. 3 \times 3) current response tensor,
\[
\leftrightarrow \chi(x, t; \mathbf{x}', t') = \frac{\delta j^\mu_{\text{ind}}(x, t)}{\delta A^\nu_{\text{ext}}(\mathbf{x}', t')}, \quad (2.28)
\]
determines all other response functions (such as the response of the induced electric field to the external magnetic field) by means of so-called universal response relations. In their most general form, these relations have been derived in [21, Sec. 6]. In suitable limiting cases, the universal response relations revert to well-known response relations from the textbook literature [23, 24].

In the homogeneous limit, which is imperative for the formulation of wave equations in media (see e.g. [66, Eq. (6.4)], [67, Eq. (2.2.9)], [68, Part IV, Eq. (33.15)] and [69, Eq. (29.1)]), all response functions depend only on the difference \( x - x' \) of their spacetime arguments, or in Fourier space on only one wave-vector \( k \equiv k^\mu = (\omega/c, \mathbf{k})^T \). This limit corresponds to the idealization of a system without boundaries, i.e. a homogeneous material filling out all of space. The constraints (2.26)–(2.27) then imply the following expression of the fundamental response tensor in terms of the spatial current response tensor (cf. [26]):
\[
\chi^\mu_\nu(k, \omega) = \begin{pmatrix}
-\frac{c^2}{\omega^2} k^T \leftrightarrow \chi(k, \omega) k & \frac{c}{\omega} k^T \leftrightarrow \chi(k, \omega) \\
-\frac{c}{\omega} \leftrightarrow \chi(k, \omega) k & \leftrightarrow \chi(k, \omega)
\end{pmatrix}. \quad (2.29)
\]
From this formula, one can deduce a relativistic transformation law for the cartesian (i.e. $3 \times 3$) current response tensor (cf. [54, Eq. (30)]). By the universal response relations, all physical response functions (see [21, Sec. 6.1]) can be expressed in terms of this cartesian current response tensor. In the homogeneous case, we have the following explicit formulae:

$$
\mathcal{\hat{\chi}}_{EE}(k, \omega) = \mathcal{D}_0(k, \omega) \left( 1 - \frac{c^2 |k|^2}{\omega^2} \mathcal{\hat{P}}_L(k) \right) \mathcal{\hat{\chi}}(k, \omega), \tag{2.30}
$$

$$
\mathcal{\hat{\chi}}_{EB}(k, \omega) = \mathcal{D}_0(k, \omega) \left( 1 - \frac{c^2 |k|^2}{\omega^2} \mathcal{\hat{P}}_L(k) \right) \mathcal{\hat{\chi}}(k, \omega) \left( -\frac{\omega}{c |k|} \mathcal{\hat{R}}_T(k) \right), \tag{2.31}
$$

$$
\mathcal{\hat{\chi}}_{BE}(k, \omega) = \mathcal{D}_0(k, \omega) \left( \frac{c |k|}{\omega} \mathcal{\hat{R}}_T(k) \right) \mathcal{\hat{\chi}}(k, \omega), \tag{2.32}
$$

$$
\mathcal{\hat{\chi}}_{BB}(k, \omega) = \mathcal{D}_0(k, \omega) \left( \frac{c |k|}{\omega} \mathcal{\hat{R}}_T(k) \right) \mathcal{\hat{\chi}}(k, \omega) \left( -\frac{\omega}{c |k|} \mathcal{\hat{R}}_T(k) \right). \tag{2.33}
$$

These response functions relate the induced electric or magnetic fields to the respective external fields, i.e. for example, $\mathcal{\hat{\chi}}_{EB} = dE_{\text{ind}}/d(cB_{\text{ext}})$ (see [21, Eqs. (6.41)–(6.44)]). Furthermore, $\mathcal{D}_0$ denotes the Green function of the d’Alembert operator and is given in the Fourier domain by

$$
\mathcal{D}_0(k, \omega) = \frac{c^2 \mu_0}{-\omega^2 + c^2 |k|^2}. \tag{2.34}
$$

The longitudinal and transverse projection operators $P_L$ and $P_T$ as well as the transverse rotation operator $R_T$ are explicitly defined by their action on three-dimensional vectors as

$$
\mathcal{\hat{P}}_L(k) E = \frac{k (k \cdot E)}{|k|^2}, \tag{2.35}
$$

$$
\mathcal{\hat{P}}_T(k) E = -\frac{k \times (k \times E)}{|k|^2}, \tag{2.36}
$$

$$
\mathcal{\hat{R}}_T(k) E = \frac{k \times E}{|k|}. \tag{2.37}
$$

The (relative) permittivity (or dielectric tensor) and the (relative) magnetic...
Permeability are usually defined as

\[ D = \varepsilon_0 \mathbf{\varepsilon}_r \mathbf{E} \],
\[ B = \mu_0 \mu_r \mathbf{H} \].

By the fundamental field identifications, these standard relations translate into the microscopic definitions

\[ (\varepsilon_r)^{-1} := \frac{dE_{\text{tot}}}{dE_{\text{ext}}} \],
\[ \mu_r := \frac{dB_{\text{tot}}}{dB_{\text{ext}}} \].

The permittivity and the permeability can be expressed in terms of the above response functions as follows \[21, \text{Sec. 6}]\):

\[ (\varepsilon_r)^{-1} = 1 + \chi_{EE} \],
\[ \mu_r = 1 + \chi_{BB} \].

As the current response tensor \( \chi \) is directly accessible from \textit{ab initio} calculations via the Kubo formalism \[23, 24, 65, 70\], the universal response relations \[2.30]–\[2.33\] together with the above formulae \[2.42]–\[2.43\] imply that also the dielectric tensor and the magnetic permeability tensor can be calculated from first principles. In particular, this means that within an \textit{ab initio} approach, these response functions have an independent, fixed definition which does not depend on the experiment under consideration. In the following, it has to be borne in mind that our discussion of the standard formula for the refractive index refers to these fundamental definitions of \( \varepsilon_r \) and \( \mu_r \).

For our discussion of the refractive index, the \textit{isotropic limit} will become particularly important (see Sec. \[4.3\]). \textit{Per definitionem}, for a homogeneous and isotropic material the current response tensor has the general form

\[ \hat{\chi}(k, \omega) = \chi_L(k, \omega) \hat{P}_L(k) + \chi_T(k, \omega) \hat{P}_T(k) \],

with the longitudinal and transverse response functions \( \chi_L \) and \( \chi_T \). In this
case, the universal response relations simplify as follows:

\[
\chi_{EE}(k, \omega) = -\frac{1}{\varepsilon_0 \omega^2} \chi_L(k, \omega) \hat{P}_L(k) + \chi_{BB}(k, \omega),
\]

(2.45)

\[
\chi_{BB}(k, \omega) = \frac{c|k|}{\omega} \chi_{EB}(k, \omega) \hat{R}_T(k),
\]

(2.46)

\[
\chi_{EB}(k, \omega) = -\frac{\omega^2}{c^2|k|^2} \chi_{BE}(k, \omega),
\]

(2.47)

\[
\chi_{BE}(k, \omega) = \frac{c|k|}{\omega} \chi_{BB}(k, \omega) \hat{R}_T(k),
\]

(2.48)

where the magnetic response function is given explicitly by

\[
\chi_{BB}(k, \omega) = \frac{1}{|B_W|} \chi_T(k, \omega) \hat{P}_T(k).
\]

(2.49)

In fact, in the Standard Approach to the refractive index, one considers vacuum solutions to the Maxwell equations, and these are purely transverse [71, p. 274]. Furthermore, as will be explained below, the homogeneity and isotropy of the material is an assumption which is also inherent to the Standard Approach to the refractive index. The above formulae clearly show that under this premise, all response properties with respect to transverse external fields are exclusively determined by the scalar quantity \(\chi_T(k, \omega)\).

2.3. Proper response functions

The above discussion refers to direct response functions, which correspond to functional derivatives of induced fields with respect to external fields. Equally important are the proper response functions, which correspond to functional derivatives of induced fields with respect to total fields (see e.g. [24]). All the relations stated in the previous subsection, i.e., the constraints (2.26)–(2.27), the general form (2.29) in homogeneous materials, as well as the universal response relations (2.30)–(2.33) or (2.45)–(2.48) also hold for the respective proper response functions. In particular, all proper response functions are determined by the proper fundamental response tensor

\[
\chi_{\mu}^\nu(x, x') = \frac{\delta f_{\text{ind}}^\mu(x)}{\delta A_{\text{tot}}^\nu(x')}.
\]

(2.50)
The latter is related to its direct counterpart, Eq. (2.25), through
\[\chi^\mu_\nu(x, x') = \tilde{\chi}^\mu_\nu(x, x') + \int d^4 y \int d^4 y' \tilde{\chi}^\mu_\lambda(x, y) (D_0)^\lambda_\rho(y, y') \chi^\rho_\nu(y', x'), \quad (2.51)\]
or in a compact notation,
\[\chi = \tilde{\chi} + D_0 \chi. \quad (2.52)\]

Here, the tensorial integral kernel \(D_0\) denotes the free Green function of the electromagnetic four-potential, which can be chosen in the Fourier domain as (see [29, 72] or [21, Sec. 3.4])
\[(D_0)^\mu_\nu(k) = \frac{1}{|k|^2} \delta^\mu_\nu. \quad (2.53)\]

For later purposes, we further introduce the full electromagnetic Green function by
\[D^\mu_\nu(x, t; x', t') = \frac{\delta A^\mu_\nu_{\text{tot}}(x, t)}{\delta j^\nu_{\text{ext}}(x', t')}. \quad (2.54)\]

This quantity is related to the proper fundamental response tensor by means of the Schwinger–Dyson equation [60, 73]
\[D = D_0 + D_0 \tilde{\chi} D. \quad (2.55)\]

Both (2.52) and (2.55) can be shown by functional chain rules [21, Sec. 5.2].

2.4. Electric and magnetic solution generators

In this subsection, we introduce the electric and magnetic solution generators \(\mathbb{E}\) and \(\mathbb{B}\), which represent an important tool for simplifying calculations. They are defined as [21, Sec. 4]
\[\mathbb{E}(k, \omega) = -\varepsilon_0 \omega^2 D_0(k, \omega) \left( 1 - \frac{c^2 |k|^2}{\omega^2} \right) \mathbb{P}_L(k) + \mathbb{P}_T(k), \quad (2.56)\]
\[\mathbb{B}(k, \omega) = -\varepsilon_0 \omega^2 D_0(k, \omega) \left( \frac{c |k|}{\omega} \mathbb{R}_T(k) \right), \quad (2.57)\]
and can be written more compactly as
\[ \mathbf{E}(\mathbf{k}, \omega) = \mathbf{P}_L(\mathbf{k}) + \frac{\omega^2}{\omega^2 - c^2|\mathbf{k}|^2} \mathbf{P}_T(\mathbf{k}), \]
(2.58)
\[ \mathbf{B}(\mathbf{k}, \omega) = \frac{\omega c|\mathbf{k}|}{\omega^2 - c^2|\mathbf{k}|^2} \mathbf{R}_T(\mathbf{k}). \]
(2.59)
These dimensionless operators have a two-fold importance: On the one hand, the vector potential in the temporal gauge can be expressed in terms of the electric and magnetic fields by means of the canonical functional [21, Eq. (4.15)],
\[ \mathbf{A}(\mathbf{k}, \omega) = \frac{1}{i\omega} \left( \mathbf{E}(\mathbf{k}, \omega) \mathbf{E}(\mathbf{k}, \omega) + \mathbf{B}(\mathbf{k}, \omega) c \mathbf{B}(\mathbf{k}, \omega) \right). \]
(2.60)
On the other hand, the electric and magnetic fields can be expressed in terms of the spatial current by the following relations ([21, Eqs. (4.23)–(4.24)], see also [28, Eq. (2.9)]):
\[ \mathbf{E}(\mathbf{k}, \omega) = \frac{1}{i\omega} \mathbf{E}(\mathbf{k}, \omega) j(\mathbf{k}, \omega), \]
(2.61)
\[ c \mathbf{B}(\mathbf{k}, \omega) = \frac{1}{i\omega} \mathbf{B}(\mathbf{k}, \omega) j(\mathbf{k}, \omega). \]
(2.62)
Therefore, the electric and magnetic solution generators can be characterized as the total functional derivatives [21, Sec. 4.2],
\[ \frac{dE_i(\mathbf{k}, \omega)}{dj_\ell(\mathbf{k}, \omega)} = \frac{1}{i\omega \varepsilon_0} \mathbf{E}_{\ell i}(\mathbf{k}, \omega), \]
(2.63)
\[ c \frac{dB_i(\mathbf{k}, \omega)}{dj_\ell(\mathbf{k}, \omega)} = \frac{1}{i\omega \varepsilon_0} \mathbf{B}_{\ell i}(\mathbf{k}, \omega), \]
(2.64)
where the total derivatives are defined as
\[ \frac{dE_i(\mathbf{k}, \omega)}{dj_\ell(\mathbf{k}, \omega)} \equiv \frac{\delta E_i(\mathbf{k}, \omega)}{\delta j_\ell(\mathbf{k}, \omega)} + \frac{\delta E_i(\mathbf{k}, \omega)}{\delta \rho(\mathbf{k}, \omega)} \frac{\delta \rho(\mathbf{k}, \omega)}{\delta j_\ell(\mathbf{k}, \omega)} \]
(2.65)
\[ = \frac{\delta E_i(\mathbf{k}, \omega)}{\delta j_\ell(\mathbf{k}, \omega)} + \frac{\delta E_i(\mathbf{k}, \omega)}{\delta \rho(\mathbf{k}, \omega)} \frac{k_\ell}{\omega}. \]
(2.66)
In the last step we have used the continuity equation,
\[ \partial_t \rho + \nabla \cdot \mathbf{j} = 0, \tag{2.67} \]
which in Fourier space implies
\[ \rho(k, \omega) = \frac{k \cdot j(k, \omega)}{\omega}. \tag{2.68} \]
A demonstration of the usefulness of the electric and magnetic solution generators will be given in the next subsection.

2.5. Conductivity relations

Here, we assemble some useful relations between the microscopic conductivity tensor and the microscopic dielectric tensor. Per definitionem, the direct conductivity \( \sigma \) relates the induced current to the external electric field, i.e., in the linear regime,
\[ \mathbf{j}_{\text{ind}} = \mathbf{\sigma} \mathbf{E}_{\text{ext}}. \tag{2.69} \]
By contrast, the proper conductivity \( \tilde{\sigma} \) relates the induced current to the total electric field, i.e.,
\[ \mathbf{j}_{\text{ind}} = \mathbf{\tilde{\sigma}} \mathbf{E}_{\text{tot}}. \tag{2.70} \]
These two quantities are interrelated by (see \cite{74, Eq. (11.43)} and \cite{28, p. 232})
\[ \frac{\mathbf{\tilde{\sigma}}}{\mathbf{\sigma}} = \frac{\mathbf{\epsilon}_r}{\mathbf{\sigma}}. \tag{2.71} \]
where \( \mathbf{\epsilon}_r \) is the dielectric tensor. As every response function, the conductivity can be expressed in terms of current response tensor. Concretely, we have the universal response relations (cf. \cite{24, 25, 28})
\[ \chi(x, x'; \omega) = i\omega \mathbf{\sigma}(x, x'; \omega), \tag{2.72} \]
\[ \tilde{\chi}(x, x'; \omega) = i\omega \tilde{\mathbf{\sigma}}(x, x'; \omega). \tag{2.73} \]
We now derive a relation between the direct conductivity and the dielectric tensor: For this purpose, we start from the identities
\[ \frac{d\mathbf{E}_{\text{tot}}}{d\mathbf{E}_{\text{ext}}} = \mathbf{1} + \frac{d\mathbf{E}_{\text{ind}}}{d\mathbf{E}_{\text{ext}}} = \mathbf{1} + \frac{d\mathbf{E}_{\text{ind}}}{d\mathbf{j}_{\text{ind}}} \frac{d\mathbf{j}_{\text{ind}}}{d\mathbf{E}_{\text{ext}}}, \tag{2.74} \]
which, using the electric solution generator (2.63), implies that
\[
(\hat{\varepsilon}_r)^{-1}(\mathbf{k}, \omega) = 1 + \hat{E}(\mathbf{k}, \omega) \frac{1}{i\omega \varepsilon_0} \hat{\sigma}(\mathbf{k}, \omega). \tag{2.75}
\]
On the other hand, we also have
\[
\frac{dE_{\text{ext}}}{dE_{\text{tot}}} = 1 - \frac{dE_{\text{ind}}}{dE_{\text{tot}}} = 1 - \frac{dE_{\text{ind}}}{dj_{\text{ind}}} \frac{dj_{\text{ind}}}{dE_{\text{tot}}}, \tag{2.76}
\]
and consequently,
\[
\hat{\varepsilon}_r(\mathbf{k}, \omega) = \hat{1} - \hat{E}(\mathbf{k}, \omega) \frac{1}{i\omega \varepsilon_0} \hat{\sigma}(\mathbf{k}, \omega). \tag{2.77}
\]
The universal relations (2.75) and (2.77), which can also be found in [28, Eqs. (2.24)–(2.25)], will prove crucial for the derivation of the refractive index in the Functional Approach. Finally, we come to the homogeneous and isotropic limit, where
\[
\hat{\sigma}(\mathbf{k}, \omega) = \sigma_L(\mathbf{k}, \omega)\hat{P}_L(\mathbf{k}) + \sigma_T(\mathbf{k}, \omega)\hat{P}_T(\mathbf{k}). \tag{2.78}
\]
In this limit, the universal relations (2.75) and (2.77) reduce to
\[
(\hat{\varepsilon}_r)^{-1}(\mathbf{k}, \omega) = \hat{1} - \frac{i\omega \sigma_L(\mathbf{k}, \omega)}{\varepsilon_0 \omega^2} \hat{P}_L(\mathbf{k}) - \frac{i\omega \sigma_T(\mathbf{k}, \omega)}{\varepsilon_0 (\omega^2 - c^2|\mathbf{k}|^2)} \hat{P}_T(\mathbf{k}), \tag{2.79}
\]
and respectively
\[
\hat{\varepsilon}_r(\mathbf{k}, \omega) = \hat{1} + \frac{i\omega \sigma_L(\mathbf{k}, \omega)}{\varepsilon_0 \omega^2} \hat{P}_L(\mathbf{k}) + \frac{i\omega \sigma_T(\mathbf{k}, \omega)}{\varepsilon_0 (\omega^2 - c^2|\mathbf{k}|^2)} \hat{P}_T(\mathbf{k}). \tag{2.80}
\]
These equations can be shown most easily by using the expression (2.58) for the electric solution generator. Note that in the long-wavelength limit, the electric solution generator approaches the identity operator, i.e.,
\[
\lim_{|\mathbf{k}|\to 0} \hat{E}(\mathbf{k}, \omega) = \hat{1}. \tag{2.81}
\]
Hence, the above equations further simplify to
\[
(\hat{\varepsilon}_r)^{-1}(\mathbf{k}, \omega) \approx \hat{1} + \frac{1}{i\omega \varepsilon_0} \hat{\sigma}(\mathbf{k}, \omega), \tag{2.82}
\]
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and respectively,

\[ \varepsilon_r(k, \omega) \approx 1 - \frac{1}{\iota \omega \varepsilon_0} \tilde{\sigma}(k, \omega). \quad (2.83) \]

These relations are commonly used in microscopic condensed matter physics and first-principles electronic structure physics (see e.g. [1, Eq. (E.11)], [23, Eq. (6.51)] and [63, Eq. (1.35)]).

3. Refractive index in the Standard Approach

3.1. Standard formula for the refractive index

3.1.1. Standard derivation

In its most elementary form, the refractive index is a dimensionless, real number \( n \) which relates the so-called speed of light \( u \) in a medium to the speed of light \( c \) in the vacuum by means of the equation

\[ u = \frac{c}{n}. \quad (3.1) \]

According to the Standard Approach, the refractive index is related to the relative permittivity \( \varepsilon_r \) and the relative permeability \( \mu_r \) of the medium through the standard formula \([17, 18, 35–39]\)

\[ n^2 = \varepsilon_r \mu_r. \quad (3.2) \]

The derivation of this relation in the Standard Approach can be found, for example, in [75, Appendix A.2] and [76, Sec. 4.3.1]. This standard derivation relies on the so-called macroscopic Maxwell equations, which are usually written as

\[ \nabla \cdot B(x, t) = 0, \]
\[ \nabla \times E(x, t) = -\partial_t B(x, t), \]
\[ \nabla \cdot D(x, t) = \rho_l(x, t), \]
\[ \nabla \times H(x, t) = j_l(x, t) + \partial_t D(x, t), \]

and on the constitutive or material relations written as

\[ D(x, t) = \varepsilon_0 \varepsilon_r E(x, t), \]
\[ H(x, t) = \mu_0^{-1} \mu_r^{-1} B(x, t). \]
One first sets the so-called “free” sources to zero,

\begin{align}
ρ_ℓ(x, t) &:= 0, \\
jk(x, t) &:= 0.
\end{align}

(3.9) (3.10)

Then the originally inhomogeneous equations \( (3.5)–(3.6) \) together with Eqs. \( (3.7)–(3.8) \) turn into the homogeneous equations

\begin{align}
\nabla \cdot (\varepsilon_0 \varepsilon_r E(x, t)) &= 0, \\
\nabla \times (\mu_0^{-1} \mu_r^{-1} B(x, t)) &= \partial_t (\varepsilon_0 \varepsilon_r E(x, t)).
\end{align}

(3.11) (3.12)

Now, one further assumes that \( \varepsilon_r \) and \( \mu_r \) are constant, such that the derivatives act only on the electric and magnetic fields. Combining the resulting equations with the homogeneous equations \( (3.3)–(3.4) \) yields

\begin{align}
\nabla \cdot E(x, t) &\equiv 0, \\
\nabla \times E(x, t) &= -\partial_t B(x, t), \\
\nabla \cdot B(x, t) &= 0, \\
\nabla \times B(x, t) &\equiv \varepsilon_0 \varepsilon_r \mu_0 \mu_r \partial_t E(x, t).
\end{align}

(3.13) (3.14) (3.15) (3.16)

In particular, Eqs. \( (3.5) \) and \( (3.9) \) together with Eq. \( (3.13) \) imply that the fields in Eq. \( (3.7) \) are purely transverse, and hence the involved material constant \( \varepsilon_r \) has in this context to be interpreted as the transverse dielectric function \( \varepsilon_{r,T} \). Anyway, with the standard vector identity

\[ \nabla(\nabla \cdot A) - \nabla \times (\nabla \times A) = \Delta A, \]

(3.17)

one shows that Eqs. \( (3.13)–(3.16) \) imply the relations

\begin{align}
(\varepsilon_0 \varepsilon_r \mu_0 \mu_r \partial^2 / \partial t^2 - \Delta) E(x, t) &\equiv 0, \\
(\varepsilon_0 \varepsilon_r \mu_0 \mu_r \partial^2 / \partial t^2 - \Delta) B(x, t) &\equiv 0.
\end{align}

(3.18) (3.19)

By a Fourier transformation, these are equivalent to

\begin{align}
\left( -\frac{\omega^2}{c^2} \varepsilon_r \mu_r + |k|^2 \right) E(k, \omega) &\equiv 0, \\
\left( -\frac{\omega^2}{c^2} \varepsilon_r \mu_r + |k|^2 \right) B(k, \omega) &\equiv 0.
\end{align}

(3.20) (3.21)
where \( c = 1/\sqrt{\varepsilon_0 \mu_0} \) is the speed of light in the vacuum. Componentwise, the above equations (3.18)–(3.19) are equivalent to the standard wave equation,

\[
\left( \frac{1}{u^2} \frac{\partial^2}{\partial t^2} - \Delta \right) \varphi(x, t) = 0, \tag{3.22}
\]

provided that one identifies the wave-velocity \( u \) with

\[
u = \frac{c}{\sqrt{\varepsilon r \mu r}}. \tag{3.23}
\]

A direct comparison with Eq. (3.1) yields the desired relation (3.2).

We will show below that the equations (3.13) and (3.16), the ensuing wave equations (3.18)–(3.19), as well as the result (3.23) and the standard formula for the refractive index (3.2) are all untenable. Instead, it will turn out that the allegedly approximate wave equations (see e.g. [25, Eq. (2.203)], [63, Eq. (1.34)] and [77, Eq. (16.18)])

\[
\left(-\frac{\omega^2}{c^2} \varepsilon_r(k, \omega) + |k|^2 \right) E(k, \omega) = 0, \tag{3.24}
\]

\[
\left(-\frac{\omega^2}{c^2} \varepsilon_r(k, \omega) + |k|^2 \right) B(k, \omega) = 0, \tag{3.25}
\]

can be justified in the régime of optical wavelengths. These equations correspond to the so-called *Maxwell relation* [17, 18, 35–39],

\[
n^2 = \varepsilon_r, \tag{3.26}
\]

which will hence turn out to be more fundamental than its allegedly exact version (3.2). Furthermore, we will show in Sec. 3.2.4 that for a homogeneous and isotropic material, Faraday’s law (2.2) implies the identity

\[
\varepsilon_{r,T}(k, \omega) \mu_r(k, \omega) \equiv 1, \tag{3.27}
\]

where \( \varepsilon_{r,T}(k, \omega) \) denotes the transverse dielectric function (which is the relevant response function in optical experiments, cf. [71, p. 274]). This shows that the standard formula (3.2) cannot be true, because it would imply the refractive index to be always identical to one.
3.1.2. Rôle of the permeability

While many textbooks derive the standard formula $n^2 = \varepsilon_r \mu_r$ as a fundamental relation \[17, 18, 35–39, 75\], it is actually only true that the relation $n^2 \approx \varepsilon_r$ (here referred to as Maxwell relation, cf. \[35\]) is an approximation which holds at optical wavelengths. Below, we will provide theoretical evidence for this and show that the standard formula is generally in conflict with fundamental principles on the microscopic level. Besides this, it is of course also crucial to provide for a comparison with the experiment.

In fact, while both the permittivity $\varepsilon_r$ and the permeability $\mu_r$ enter symmetrically into the standard formula, only the permittivity is usually considered for most practical purposes and for the comparison with the experiment. As mentioned in the introduction, it is usually assumed that $\mu_r \approx 1$ would hold in all materials at optical frequencies (see e.g. the standard references \[17, \text{Eq. (9.70)}\], \[18, \S \ 79\], \[35, \text{Eq. (3.61)}\], \[37, \text{Problem 1.4}\], \[38, \text{Eq. (1.9)}\], \[39, \text{Eq. (6–15)}\] and \[75, \text{Eq. (A.31)}\]). In particular, the famous textbook by Landau and Lifshitz \[18, \S \ 79\] even claims that the very notion of a magnetic susceptibility would lose its meaning at optical frequencies (see also \[78, 79\]). Interestingly, the recipe that $\mu_r$ should be set to one in the standard formula can already be found in the older literature. For example, in the optics treatise \[80\] (published in 1926) it is stated explicitly (p. 670) that even for ferromagnetic materials one has to set $\mu_r = 1$ (which, of course, raises the question of when the magnetic permeability would ever become relevant in the standard formula). Furthermore, it is stated there (p. 730) that the standard formula holds only in the limit of infinitely long waves (i.e., for $|k| \to 0$).

We also note that in semiconductor physics and condensed matter physics, one often derives directly the approximate wave equations (3.24)–(3.25) without the detour given by Eqs. (3.20)–(3.21) (see e.g. \[25, 63, 77\]). The standard reference by P. Y. Yu and M. Cardona on semiconductor physics directly introduces the frequency-dependent refractive index by \[43, \text{Eq. (6.11)}\]

$$n(\omega) = \sqrt{\varepsilon_r(\omega)}. \quad (3.28)$$

The same applies to the standard textbooks in solid state physics by N. W. Ashcroft and N. D. Mermin \[63, \text{p. 534}\] and by C. Kittel \[64, \text{Chap. 11, Eq. (3)}\]. Furthermore, the relation (3.28) combined with a Kramers-Kronig analysis forms the basis for the experimental determination of the dielectric function and therefore also the optical conductivity from measured reflectivity spectra (see e.g. \[40–42\] and \[43, \text{Chap. 6}\]).
As we will show below, the preconception that $\mu_r \approx 1$ would generally hold at optical frequencies, is actually not true. Quite to the contrary, it follows directly from the Maxwell equations that in the homogeneous and isotropic limit, the permeability always equals the inverse of the transverse permittivity (see Sec. 3.2.4). The fact that in the majority of experimental works the permeability in the standard formula is set to one, therefore matches our theoretical evidence that $n^2 = \varepsilon_r$ is the more correct formula for the refractive index (being valid at optical wavelengths, see Sec. 4.4).

Before we come to a systematic investigation of the refractive index in the Functional Approach to electrodynamics of media, we first assemble the problems of the standard formula and its derivation.

### 3.2. Problems of the standard formula

In this subsection, we systematically develop our criticism of the standard formula for the refractive index. Concretely, we rest our case on four main arguments to be spelled out below: (i) In materials, the electromagnetic wave equations always have to be inhomogeneous. (ii) The standard derivation is inconsistent, because it first treats the response functions as constants but subsequently re-introduces their frequency dependences. (iii) On conceptual grounds, in the homogeneous and isotropic limit any material should be described at optical frequencies by only one transverse response function. (iv) The standard formula is in conflict with the Maxwell equations, or more specifically, with Faraday’s law.

#### 3.2.1. Inhomogeneous wave equations

As a matter of principle, *induced fields cannot be vacuum fields*, because they are generated by the induced charge and current densities. Correspondingly, instead of free wave equations one should use the fundamental, inhomogeneous wave equations for the electric and magnetic fields in terms of their sources (cf. [16, Eqs. (6.49)–(6.50)] and [21, Eqs. (2.51)–(2.52)]). Applying these equations to the induced quantities yields

$$
\left( \frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \Delta \right) E_{\text{ind}}(x, t) = -\frac{1}{\varepsilon_0} \nabla \rho_{\text{ind}}(x, t) - \mu_0 \frac{\partial}{\partial t} j_{\text{ind}}(x, t),
$$

\(3.29\)

$$
\left( \frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \Delta \right) B_{\text{ind}}(x, t) = \mu_0 \nabla \times j_{\text{ind}}(x, t).
$$

\(3.30\)

As such, these inhomogeneous equations are far from being free (i.e. homogeneous) wave equations with a modified wave-velocity. In Sec. [4] we will
discuss in detail the question under which conditions Eqs. (3.29)–(3.30) still take the form of a wave equation. For the purposes of this subsection, we only stress that for generating induced fields, the presence of induced sources is necessary.

We will now calculate these induced sources within the Standard Approach (treating $\varepsilon_r$ and $\mu_r$ as constants as in Eqs. (3.7)–(3.8)), and show that this leads to a conflict with a well-established result of first-principles materials physics. First, we consider the charge density: By the assumption that the external sources vanish, we have $\rho_{\text{ext}} = 0$ and $\rho_{\text{tot}} \equiv \rho_{\text{ext}} + \rho_{\text{ind}} = \rho_{\text{ind}}$. Using Gauss’ law (2.1), this implies on the one hand

$$0 = \nabla \cdot \mathbf{E}_{\text{ext}} = \nabla \cdot (\varepsilon_r \mathbf{E}_{\text{tot}}) \overset{?}{=} \varepsilon_r \nabla \cdot \mathbf{E}_{\text{tot}}, \quad (3.31)$$

and on the other hand

$$\rho_{\text{ind}}/\varepsilon_0 = \rho_{\text{tot}}/\varepsilon_0 = \nabla \cdot \mathbf{E}_{\text{tot}}. \quad (3.32)$$

Together, these equations imply that the product of $\varepsilon_r$ and $\rho_{\text{ind}}$ is zero, and consequently, for $\varepsilon_r \neq 0$,

$$\rho_{\text{ind}} \overset{?}{=} 0. \quad (3.33)$$

Hence, there is only an induced spatial current in the Standard Approach, for which we now also derive an explicit expression: Using that $\mathbf{j}_{\text{ext}} = 0$, Ampère’s law (2.4) for the external fields simply reads

$$\nabla \times \mathbf{B}_{\text{ext}}(\mathbf{x}, t) = \varepsilon_0 \mu_0 \partial_t \mathbf{E}_{\text{ext}}(\mathbf{x}, t). \quad (3.34)$$

From Eqs. (3.7)–(3.8) it then follows that

$$\nabla \times \mathbf{B}_{\text{tot}} \overset{?}{=} \varepsilon_0 \varepsilon_r \mu_0 \mu_r \partial_t \mathbf{E}_{\text{tot}}. \quad (3.35)$$

On the other hand, the total fields have to obey the Maxwell equations as well, whence it follows that

$$\nabla \times \mathbf{B}_{\text{tot}}(\mathbf{x}, t) = \mu_0 \mathbf{j}_{\text{tot}}(\mathbf{x}, t) + \varepsilon_0 \mu_0 \partial_t \mathbf{E}_{\text{tot}}(\mathbf{x}, t), \quad (3.36)$$

where we have used the equality $\mathbf{j}_{\text{tot}} \equiv \mathbf{j}_{\text{ext}} + \mathbf{j}_{\text{ind}} = \mathbf{j}_{\text{ind}}$. By comparing these two equations, we obtain the expression

$$\mathbf{j}_{\text{ind}}(\mathbf{x}, t) \overset{?}{=} \varepsilon_0 (\varepsilon_r \mu_r - 1) \partial_t \mathbf{E}_{\text{tot}}(\mathbf{x}, t). \quad (3.37)$$
This is the desired formula for the induced current, which has been derived in the Standard Approach to electrodynamics in media by treating the response functions \( \varepsilon_r \) and \( \mu_r \) as if they were constants.

It remains to show that Eq. (3.37) is at odds with a standard result from first-principles materials physics. For that purpose, we first reformulate this equation in the Fourier domain as

\[
j_{\text{ind}}(k, \omega) = \varepsilon_0 (1 - \varepsilon_r \mu_r) i\omega E_{\text{tot}}(k, \omega).
\] (3.38)

Now, a linear relation between the induced current and the total electric field is per definitionem given by the proper conductivity:

\[
j_{\text{ind}}(k, \omega) = \tilde{\sigma}(k, \omega) E(k, \omega).
\] (3.39)

Comparison of these two equations yields

\[
\varepsilon_r \mu_r \overset{?}{=} 1 - \frac{1}{i\omega \varepsilon_0} \tilde{\sigma}(k, \omega).
\] (3.40)

This result contradicts the relation (2.83), which is well-established, for instance, in ab initio electronic structure theory. Note, however, that the correct relation (2.83) is recovered from (3.40) if we substitute \( \varepsilon_r \mu_r \mapsto \varepsilon_r \).

### 3.2.2. Frequency-dependent material constants

In general and as a matter of principle, the material “constants” \( \varepsilon_r \) and \( \mu_r \) are actually frequency-dependent functions, i.e.,

\[
\varepsilon_r \equiv \varepsilon_r(\omega),
\] (3.41)

\[
\mu_r \equiv \mu_r(\omega).
\] (3.42)

This is necessary for the following reasons:

(i) **Experimental evidence.** The frequency dependence of refraction (i.e. the dispersion) is an experimental fact (see e.g. [16, Sec. 7.5] and [35, Sec. 3.5.1]). In particular, it is well-known that by inserting the static values of \( \varepsilon_r \) and \( \mu_r \) into the standard formula (3.2), one may obtain completely wrong results for the index of refraction (e.g. in the case of water, see [35, Table 3.2]).
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\( (ii) \) Transverse light waves. Theoretically, it makes no sense to identify \( \varepsilon_r \) generally with the static dielectric constant. A frequency-independent response function relates static electric fields, and the latter are longitudinal. By contrast, light waves involve transverse electric fields, and hence their effects in a material should be described by transverse response functions (cf. [71, p. 274]).

Now, the frequency-dependent response functions are of course none other than the Fourier transforms of their counterparts in the time-domain (cf. [21, Sec. 2.1]), i.e.,

\[
\varepsilon_r(\omega) = c \int_{-\infty}^{\infty} d\tau \varepsilon_r(\tau) e^{i\omega\tau},
\]

\[
\mu_r(\omega) = c \int_{-\infty}^{\infty} d\tau \mu_r(\tau) e^{i\omega\tau},
\]

where \( \tau = t - t' \) denotes the difference between the two time arguments. The standard derivation of the refractive index, which treats the response functions as constants, can therefore not be upheld, because any multiplication with a material constant actually involves a temporal convolution. Concretely, when \( \varepsilon_r \) and \( \mu_r \) become integral kernels, the equations (3.18)–(3.19) cease to be standard wave equations of the form (3.22) and, in particular, Eq. (3.23) looses its meaning.

Furthermore, the frequency dependence of the response functions is only the tip of the iceberg, because the material relations (3.7)–(3.8) are to be interpreted on the microscopic scale as (cf. [28, Eqs. (2.16)–(2.17)])

\[
D(x, t) = \varepsilon_0 \int d^3 x' \int c dt' \varepsilon_r(x, x'; t - t') E(x', t'),
\]

\[
H(x, t) = \mu_0^{-1} \int d^3 x' \int c dt' (\hat{\mu}_r)^{-1}(x, x'; t - t') B(x', t').
\]

This means that in the most general case, for example, Eq. (3.16) should be replaced by

\[
\nabla \times \left( \mu_0^{-1} \int d^3 x' \int c dt' (\hat{\mu}_r)^{-1}(x, x'; t - t') B(x', t') \right)
\]

\[- \partial_t \left( \varepsilon_0 \int d^3 x' \int c dt' \varepsilon_r(x, x'; t - t') E(x', t') \right) = j_{\text{ext}}(x, t).
\]
With these relations, however, it is impossible to derive a wave equation in media by the standard procedure. In fact, with \( \varepsilon_r \) and \( \mu_r \) being tensorial integral kernels depending on two spacetime arguments, it is a priori not clear what the standard formula (3.2) for the refractive index even means.

In fairness to the Standard Approach, however, we have to concede that in order to recover a wave equation for the propagation of light in materials, one has to employ a number of appropriate approximations (cf. [37, Sec. 1.3]): First, one has to restrict attention to homogeneous systems, where the response functions depend only on the differences of their space and time arguments, or in the Fourier domain on only one wave-vector (cf. [66, Eq. (6.4)], [67, Eq. (2.2.9)], [68, Part IV, Eq. (33.15)] and [69, Eq. (29.1)]). Furthermore, one has to assume the isotropy of the material, such that the transverse response functions simply read

\[
\leftrightarrow \varepsilon_r(k, \omega) = \varepsilon_r, T(k, \omega) \leftrightarrow P_t(k), \tag{3.48}
\]

\[
\leftrightarrow \mu_r(k, \omega) = \mu_r, T(k, \omega) \leftrightarrow P_t(k). \tag{3.49}
\]

In this case, Eq. (3.47) first simplifies to

\[
\mu_0^{-1} \int d^3x' \int c dt' (\leftrightarrow \mu_r)^{-1}(x - x'; t - t') (\nabla \times \mathbf{B})(x', t')
- \varepsilon_0 \int d^3x' \int c dt' (\leftrightarrow \varepsilon_r)(x - x'; t - t') (\partial_t \mathbf{E})(x', t') = \mathbf{j}_{\text{ext}}(x, t), \tag{3.50}
\]

and hence, in the Fourier domain,

\[
\mu_0^{-1}(\leftrightarrow \mu_r)^{-1}(k, \omega) ik \times \mathbf{B}(k, \omega) - \varepsilon_0 (\leftrightarrow \varepsilon_r)(k, \omega) (-i\omega) \mathbf{E}(k, \omega) = \mathbf{j}_{\text{ext}}(k, \omega). \tag{3.51}
\]

With these relations, the standard equations (3.20)–(3.21) in Fourier space finally generalize to

\[
\left(-\frac{\omega^2}{c^2} \varepsilon_{r}, T(k, \omega) \mu_r(k, \omega) + |k|^2\right) \mathbf{E}(k, \omega) \overset{?}{=} 0, \tag{3.52}
\]

\[
\left(-\frac{\omega^2}{c^2} \varepsilon_{r}, T(k, \omega) \mu_r(k, \omega) + |k|^2\right) \mathbf{B}(k, \omega) \overset{?}{=} 0. \tag{3.53}
\]

By an inverse Fourier transformation, however, these equations would still not revert to wave equations of the form (3.18)–(3.19), because any product in the Fourier domain corresponds to a convolution in real space.
3.2.3. Redundancy of transverse response functions

The above considerations have shown that the homogeneous and isotropic limit is inherent to the Standard Approach to the refractive index. However, it follows from the universal response relations that in this limit, the transverse electromagnetic response is completely described by a single response function. For example, all transverse electromagnetic response functions can be expressed in terms of the transverse current response function $\chi_T$. From Eqs. (2.45) and (2.49) we obtain in particular the relations

$$\chi_{EE,T}(k, \omega) = \chi_{BB,T}(k, \omega) = \frac{D_0(k, \omega)}{\varepsilon_0 \omega^2} \chi_T(k, \omega).$$

(3.54)

This raises doubts about the standard formula $n^2 = \varepsilon_r \mu_r$, which apparently implies that the optical behaviour is described by two independent response functions. By contrast, in microscopic treatises (such as [67, 81]), it is made clear that this not the case: For example, D. A. Kirzhnitz writes that “the quantities $\varepsilon_r, T$ and $\mu_r$ have no independent meaning” ([81, Chap. 2, p. 47], notation adapted) and later even uses this arbitrariness to equate the squared refractive index with the transverse dielectric function (see p. 62). Similarly, V. M. Agranovich and V. L. Ginzburg explicitly state that “the tensor $\varepsilon_{ij}(\omega, k)$ completely describes both the electrical and the magnetic properties of the medium” [67, p. 23].

3.2.4. Contradiction with Faraday’s law

Finally, we show that the standard formula (3.2) cannot be true as a matter of principle, not even after the re-identification of $\varepsilon_r$ and $\mu_r$ with frequency and wave-vector dependent transverse response functions.

Being one of the four fundamental Maxwell equations, Faraday’s law (2.2) is valid for all electromagnetic fields. It allows to convert purely transverse electric and magnetic fields—which in fact describe light waves—into each other by means of (see [21, Eqs. (4.25)–(4.26)])

$$B(k, \omega) = \frac{k}{\omega} \times E(k, \omega),$$

(3.55)

$$E(k, \omega) = -\frac{\omega}{|k|^2} k \times B(k, \omega).$$

(3.56)

Now, assuming for the transverse electric fields the relation

$$E_{ext}(k, \omega) = \varepsilon_{r,T}(k, \omega) E_{tot}(k, \omega),$$

(3.57)
implies with Eqs. (3.55)–(3.56) the analogous relation between the respective magnetic fields, i.e.,

$$B_{\text{ext}}(k, \omega) = \epsilon_{r,T}(k, \omega) B_{\text{tot}}(k, \omega).$$  \hspace{1cm} (3.58)

Comparing this result with the defining equation for the permeability,

$$B_{\text{tot}}(k, \omega) = \mu_r(k, \omega) B_{\text{ext}}(k, \omega),$$ \hspace{1cm} (3.59)

yields the relation between the two transverse response functions,

$$\mu_r^{-1}(k, \omega) = \epsilon_{r,T}(k, \omega).$$ \hspace{1cm} (3.60)

Thus, we have shown that Faraday’s law implies the identity

$$\epsilon_{r,T}(k, \omega) \mu_r(k, \omega) \equiv 1.$$ \hspace{1cm} (3.61)

Now, if the standard formula (3.2) was true, then the refractive index would always be identical to one; since this is counterfactual, we have to refuse the standard formula.

We remark that the fundamental relation (3.61) can be derived independently from the universal response relations: the equation (3.54) together with (2.42)–(2.43) implies immediately that

$$\epsilon_{r,T}^{-1}(k, \omega) = \mu_r(k, \omega) = 1 + \mathcal{D}_0(k, \omega) \chi_T(k, \omega).$$ \hspace{1cm} (3.62)

The equality of the permeability and the transverse part of the inverse dielectric function in the homogeneous and isotropic limit, also shows that it is generally not true that $\mu_r \approx 1$ holds at optical frequencies. Finally, we note that, although the equality (3.62) may come as a complete surprise from the point of view of the Standard Approach to electrodynamics in media, it is actually not new in condensed matter physics. For example, L.V. Keldysh clearly states that “in any system, because of the unique correspondence between the alternating magnetic field and the solenoidal electric field, the response to an arbitrary magnetic field may be regarded as the response to the attendant solenoidal (transverse) electric field or it may be divided arbitrarily into two parts, one of which is considered to be the response to the magnetic field and the other as the response to the transverse electric field” [81, Chap. 1, p. 8].
4. Refractive index in the Functional Approach

In the previous section we have shown that the standard wave equations (3.18)–(3.19) and the ensuing formula for the refractive index cannot be upheld. We therefore face two fundamental questions:

(i) How do the fundamental, microscopic, inhomogeneous wave equations (3.29)–(3.30) revert to the form of a homogeneous wave equation with a modified speed of light?

(ii) How is that modified speed of light determined?

Based on the Functional Approach to electrodynamics of media, we will investigate in this section microscopic wave equations in materials, which only assume the linearity and homogeneity of the medium, but incorporate all effects of non-locality, relativistic retardation, anisotropy and magnetoelectric cross-coupling. From these, we will subsequently find the answers to the questions (i) and (ii) in Secs. 4.1 and 4.2, respectively.

4.1. Wave equations in materials

4.1.1. Fundamental covariant equation

The fundamental equation of motion for the electromagnetic four-potential in terms of its generating four-current reads

\[(\eta^\mu_\nu \, \Box + \partial^\mu \partial_\nu) A^\nu = \mu_0 j^\mu, \tag{4.1}\]

where

\[\Box = -\partial^\mu \partial_\mu = \frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \Delta \tag{4.2}\]

is the d’Alembert operator. As the Functional Approach is inherently microscopic, all fundamental field equations (i.e. the Maxwell equations) and consequently also Eq. (4.1) carry over to the induced fields \(A_{\text{ind}}^\mu\) and \(j_{\text{ind}}^\mu\). Furthermore, as in the Standard Approach we consider the case of vanishing external sources, such that the total four-potential \(A^\mu \equiv A_{\text{tot}}^\mu\) obeys the inhomogeneous wave equation with the induced sources, i.e.,

\[(\eta^\mu_\nu \, \Box + \partial^\mu \partial_\nu) A^\nu = \mu_0 j_{\text{ind}}^\mu. \tag{4.3}\]

In order to re-interpret this inhomogeneous wave equation as a modified homogeneous (or free) wave equation, we have to eliminate the induced four-
current in favor of the total four-potential. For this purpose, we use a standard procedure (cf. [26, Chap. 2] or [29, Chap. 11]): by means of the proper response tensor, Eq. (2.50), we express the induced four-current in terms of the total four-potential. Assuming linearity and homogeneity of the material, this yields

\[
j_{\text{ind}}^\mu(x, t) = \int d^3 x' \int c \, dt' \, \tilde{\chi}_\nu^\mu(x - x', t - t') A_\nu(x', t'),
\]

or in Fourier space,

\[
j_{\text{ind}}^\mu(k, \omega) = \tilde{\chi}_\nu^\mu(k, \omega) A_\nu(k, \omega).
\]

Thus, we arrive at the integro-differential equation

\[
\left( \eta_\mu^\nu - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \Delta \right) A_\nu(x, t) = \mu_0 \int d^3 x' \int c \, dt' \, \tilde{\chi}_\nu^\mu(x - x', t - t') A_\nu(x', t'),
\]

which can be written equivalently in Fourier space as

\[
\left( -\frac{\omega^2}{c^2} + |k|^2 \right) \eta_\mu^\nu - k^\mu k_\nu - \mu_0 \tilde{\chi}_\nu^\mu(k, \omega) A_\nu(k, \omega) = 0.
\]

This is the general, microscopic, manifestly Lorentz-covariant wave equation for the electromagnetic four-potential in materials, which is well-known in plasma physics (see e.g. [29, Sec. 2.1.1]). It depends on the concrete material under consideration only through the proper response tensor \( \tilde{\chi} \), which is related to the fundamental response tensor \( \chi \) via the Dyson type Eq. (2.52).

By means of the general form (2.29) of any fundamental response tensor, we can also write the fundamental wave equation in materials, Eq. (4.7), in terms of the scalar and the vector potential as well as the spatial part of the proper response tensor as follows:

\[
-\frac{c k^T}{\omega} \left( \frac{\omega^2}{c^2} + \mu_0 \tilde{\chi} \right) A + \frac{c k^T}{\omega} \left( \frac{\omega^2}{c^2} + \frac{\mu_0 \tilde{\chi}}{\omega} \right) \frac{c k}{\omega} \varphi = 0, \quad (4.8)
\]

\[
-\left( \frac{\omega^2}{c^2} \left( 1 - \frac{c^2 |k|^2}{\omega^2} \right) + \frac{c k c k^T}{\omega} \right) A + \left( \frac{\omega^2}{c^2} + \frac{\mu_0 \tilde{\chi}}{\omega} \right) \frac{c k}{\omega} \varphi = 0. \quad (4.9)
\]
Note that these equations are not independent of each other: the first equation follows from the second one by multiplying through with $ck^T/\omega$, and hence Eq. (4.8) can be discarded. We remark that Eq. (4.9) is still Lorentz covariant (albeit not manifestly), because it has been derived from the Lorentz-covariant equation (4.7) (see the discussion in Ref. [54]).

4.1.2. Gauge-fixed wave equations

Conceptually, the problem with the above wave equations for the gauge-potential lies in the gauge freedom. This implies that the physical solutions of the wave equation are not well-defined unless we fix a gauge (cf. [26, Sec. 2.1]). In fact, by the constraints (2.26)–(2.27) we have the equality

$$\tilde{\chi}^\mu_\nu(k) k^\nu = 0.$$  

This implies that the pure gauges, $A^\nu(x) = \partial^\nu f(x)$, or in Fourier space,

$$A^\nu(k) = i k^\nu f(k),$$

always solve the wave equation in materials (4.7). Furthermore, by the linearity of this equation, it follows that with any solution $A^\mu$, the gauge-transformed four-potential $A^\mu + \partial^\mu f$ also solves the wave equation in materials.

Both for the convenience of the reader and for later purposes, we will now spell out explicitly the wave equation (4.7) and its three-dimensional counterpart (4.9) in fixed gauges (cf. [26, Sec. 2.1]). Concretely, we consider the Lorenz gauge, the temporal gauge and the Coulomb gauge.

**Lorenz gauge.**—Here, the four-potential fulfills the Lorenz gauge condition,

$$\partial_\mu A^\mu \equiv \frac{1}{c^2} \partial_t \varphi + \nabla \cdot A = 0.$$  

For such four-potentials, the wave equation (4.6) reverts to

$$\left(\frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \Delta\right) A^\mu(x,t) - \mu_0 \int d^3x' c dt' \tilde{\chi}^\mu_\nu(x-x',t-t') A^\nu(x',t') = 0,$$

which can be written compactly as

$$(\Box - \mu_0 \tilde{\chi}) A = 0.$$  

Although this wave equation already displays a certain clarity as compared to the fundamental wave equation in materials, it is still a tensorial equation.
in which the Minkowski (i.e. 4 × 4) tensor \( \tilde{\chi} \) couples all four components of the gauge potential \( A = (\varphi/c, A)^T \). We therefore also deduce a closed equation for the vector potential \( A \) in the Lorenz gauge: By Eq. (4.12), the scalar potential \( \varphi \) can be expressed in terms of the vector potential \( A \) as

\[
\frac{1}{c} \varphi(k, \omega) = \frac{c k}{\omega} \cdot A(k, \omega).
\]  \hspace{1cm} (4.15)

Eliminating by this the scalar potential from Eq. (4.9), we find after some manipulations the desired closed equation for the vector potential:

\[
\left( -\frac{\omega^2}{c^2} + |k|^2 - \mu_0 \tilde{\chi}(k, \omega) \left( \frac{\omega^2}{\omega^2 - P_L(k)} \right) \right) A(k, \omega) = 0. \tag{4.16}
\]

To simplify matters further, we introduce the wave propagation tensor in the Lorenz gauge as

\[
\tilde{\alpha}_L(k, \omega) = \tilde{\chi}(k, \omega) \left( \frac{\omega^2}{\omega^2 - P_L(k)} \right).
\]  \hspace{1cm} (4.17)

With this, the cartesian wave equation (4.16) can be written compactly as

\[
\left( -\frac{\omega^2}{c^2} + |k|^2 - \mu_0 \tilde{\alpha}_L(k, \omega) \right) A(k, \omega) = 0,
\]  \hspace{1cm} (4.18)

which is in fact a well-known equation (see [29, Eqs. (11.3)–(11.6)]; note, however, that this book works with the temporal gauge).

We remark that the wave-propagation tensor (4.17) can be characterized as the total functional derivative (see [21, Sec. 4.2]) of the induced current with respect to the total vector potential in the Lorenz gauge:

\[
\tilde{\alpha}_L = \frac{dj_{\text{ind}}}{dA_{\text{tot}}} = \frac{\delta j_{\text{ind}}}{\delta A_{\text{tot}}} + \frac{\delta j_{\text{ind}}}{\delta \varphi_{\text{tot}}} \frac{\delta \varphi_{\text{tot}}}{\delta A_{\text{tot}}}.
\]  \hspace{1cm} (4.19)

This can again be seen by combining the general form (2.29) of the fundamental response tensor with Eq. (4.15) in the Lorenz gauge. For the right hand side of Eq. (4.19), we thereby obtain

\[
\frac{dj_{\text{ind}}(k, \omega)}{dA_{\text{tot}}(k, \omega)} = \tilde{\chi}(k, \omega) - \tilde{\chi}(k, \omega) \frac{c k \cdot k^T}{\omega \cdot \omega},
\]  \hspace{1cm} (4.20)
which coincides with the definition of $\alpha_L$, Eq. (4.17). In particular, in terms of the wave propagation tensor we can write down the linear relation (cf. [29, Eq. (11.3)])

$$j_{\text{ind}}(\mathbf{k}, \omega) = \leftrightarrow \alpha_L(\mathbf{k}, \omega) A_{\text{tot}}(\mathbf{k}, \omega),$$

which does not involve the scalar potential.

**Temporal gauge.**—By setting $\varphi = 0$ in Eqs. (4.8)–(4.9), we obtain the equations for the vector potential in the temporal gauge:

$$- \frac{c \mathbf{k}^T}{\omega} \left( \frac{\omega^2}{c^2} + \mu_0 \chi(\mathbf{k}, \omega) \right) A(\mathbf{k}, \omega) = 0,$$

and

$$- \left( \frac{\omega^2}{c^2} \left( 1 - \frac{c^2 |\mathbf{k}|^2}{\omega^2} + \frac{c \mathbf{k} \mathbf{k}^T}{\omega} \right) + \mu_0 \chi(\mathbf{k}, \omega) \right) A(\mathbf{k}, \omega) = 0.$$

(4.22) (4.23)

As mentioned above, these two equations are not independent of each other. The second equation already represents a wave equation for the vector potential, which we can further transform as follows: By Eq. (4.22), we have

$$- \frac{\omega^2}{c^2} \frac{c \mathbf{k}}{\omega} \mathbf{k}^T A(\mathbf{k}, \omega) = \frac{c \mathbf{k}}{\omega} \frac{c \mathbf{k}^T}{\omega} \mu_0 \chi(\mathbf{k}, \omega) A(\mathbf{k}, \omega).$$

(4.24)

By putting this into Eq. (4.23), we obtain

$$- \left( \frac{\omega^2}{c^2} \left( 1 - \frac{c^2 |\mathbf{k}|^2}{\omega^2} + \frac{c \mathbf{k} \mathbf{k}^T}{\omega} \right) + \mu_0 \chi(\mathbf{k}, \omega) \right) A(\mathbf{k}, \omega) = 0,$$

(4.25)

which is equivalent to

$$\left( - \frac{\omega^2}{c^2} + |\mathbf{k}|^2 - \mu_0 \left( \chi(\mathbf{k}, \omega) \right) \right) A(\mathbf{k}, \omega) = 0.$$

(4.26)

This can again be written in the form

$$\left( - \frac{\omega^2}{c^2} + |\mathbf{k}|^2 - \mu_0 \chi(\mathbf{k}, \omega) \right) A(\mathbf{k}, \omega) = 0,$$

(4.27)

if we define the wave propagation tensor in the temporal gauge as

$$\leftrightarrow \alpha_T(\mathbf{k}, \omega) = \left( 1 - \frac{c^2 |\mathbf{k}|^2}{\omega^2} \right) \chi(\mathbf{k}, \omega).$$

(4.28)
This expression has to be compared to Eq. (4.17) in the Lorenz gauge.

Coulomb gauge.—Here, the vector potential is purely transverse, i.e.,
\[ k \cdot A = 0 \]  (4.29)

Using this, one obtains from Eq. (4.9) the equation
\[
\left( -\frac{\omega^2}{c^2} + |k|^2 - \mu_0 \chi(k, \omega) \right) A + \left( \frac{\omega^2}{c^2} + \mu_0 \chi(k, \omega) \right) \frac{c k \varphi}{\omega} = 0
\]  (4.30)

for the coupled vector and scalar potentials \( A \) and \( \varphi \). In contrast to the previous two cases, the scalar potential \( \varphi \) cannot be eliminated from Eq. (4.30), and hence this equation cannot be rewritten in terms of a wave-propagation tensor.

4.1.3. Wave equation for the electric field

In this subsection, we will demonstrate how the physical, i.e. gauge-independent content can be extracted from the fundamental, gauge-dependent wave equation (4.7). We start with the following fact from classical electrodynamics:

Lemma. The scalar potential \( \varphi \) and the longitudinal part of the vector potential \( A_L \) can generally be written as
\[
\varphi(x, t) = -\partial_t f(x, t) + \frac{1}{4\pi \varepsilon_0} \int d^3x' \frac{\rho(x', t)}{|x - x'|},
\]  (4.31)
\[
A_L(x, t) = \nabla f(x, t),
\]  (4.32)
or in Fourier space,
\[
\varphi(k, \omega) = i\omega f(k, \omega) + \frac{\rho(k, \omega)}{\varepsilon_0 |k|^2},
\]  (4.33)
\[
A_L(k, \omega) = i k f(k, \omega),
\]  (4.34)

where \( f \) is a suitable scalar function. This means, the scalar potential is generally given by the sum of the Coulomb potential and a pure gauge, while the longitudinal vector potential is always given by a pure gauge.
Proof. We first consider the situation in the Coulomb gauge, \( \nabla \cdot \mathbf{A} = 0 \), where the longitudinal part of the vector potential vanishes identically. The longitudinal part of the electric field is then given by
\[
E_L(x, t) = -\nabla \varphi(x, t),
\]
(4.35)
and from Gauss' law (2.1) it follows that
\[
-\Delta \varphi(x, t) = \frac{\rho(x, t)}{\varepsilon_0}.
\]
(4.36)
This is the Poisson equation, whose solution can be expressed as
\[
\varphi(x, t) = \int d^3x' \int d\tau' v(x - x', t - \tau') \rho(x', \tau').
\]
(4.37)
Here, \( v \) denotes the Coulomb interaction kernel,
\[
v(x - x', t - \tau') = \frac{1}{4\pi \varepsilon_0} \frac{\delta(ct - ct')}{|x - x'|},
\]
(4.38)
whose Fourier transform is given by
\[
v(\mathbf{k}) \equiv v(\mathbf{k}, \omega) = \frac{1}{\varepsilon_0 |\mathbf{k}|^2}.
\]
(4.39)
We conclude that in the Coulomb gauge, the scalar potential is given by the Coulomb potential, while the longitudinal vector potential vanishes. In particular, Eqs. (4.31)–(4.32) are fulfilled with \( f(x, t) \equiv 0 \).

Now, the general solution of the equation of motion for the four-potential, Eq. (4.1), can be obtained by a gauge transformation from a special solution in a fixed gauge. Concretely, any four-potential \( A^\mu \) can be represented in terms of the four-potential \( A^\mu_C \) in the Coulomb gauge by
\[
A^\mu = A^\mu_C + \partial^\mu f,
\]
(4.40)
where \( f \) is an arbitrary scalar function, and \( \partial^\mu f \) is called a pure gauge. Combining this equation with the above results for the Coulomb gauge yields immediately Eqs. (4.31)–(4.32) in real space, or Eqs. (4.33)–(4.34) in Fourier space. In particular, the freedom of choosing the function \( f \) precisely corresponds to the gauge freedom.

33
The upshot of our Lemma is that we can control the gauge arbitrariness explicitly in the form of the arbitrary scalar function \( f \). With this, we now come back to the fundamental wave equation (4.7), or its three-dimensional counterpart (4.9). We first decompose the vector potential into its longitudinal and transverse parts, \( \mathbf{A} = \mathbf{A}_L + \mathbf{A}_T \), whereby we obtain

\[
\left( -\frac{\omega^2}{c^2} + |\mathbf{k}|^2 - \mu_0 \chi \right) \mathbf{A}_T + \left( \frac{\omega^2}{c^2} + \mu_0 \chi \right) \left( \frac{c\mathbf{k}}{\omega} \varphi - \mathbf{A}_L \right) = 0. \quad (4.41)
\]

By plugging in the representation (4.33)–(4.34), we then see that all contributions involving the pure gauge cancel exactly, and thus we finally arrive at

\[
\left( -\frac{\omega^2}{c^2} + |\mathbf{k}|^2 - \mu_0 \chi(\mathbf{k}, \omega) \right) \mathbf{A}_T(\mathbf{k}, \omega)
+ \left( \frac{\omega^2}{c^2} + \mu_0 \chi(\mathbf{k}, \omega) \right) \frac{\mathbf{k}}{\omega} v(\mathbf{k}) \rho(\mathbf{k}, \omega) = 0,
\]

where \( v(\mathbf{k}) \) denotes the Coulomb interaction kernel (see Eq. (4.39)). In other words, the gauge-dependent parts drop out, giving rise to a gauge-independent equation for the transverse part of the vector potential and the charge density. Interestingly, this gauge-independent equation formally coincides with its counterpart in the Coulomb gauge, Eq. (4.30), if we resubstitute the charge density in terms of the scalar potential by means of Eq. (4.37).

We will now further reformulate the gauge-independent equation (4.42) in terms of the electric field. For this purpose, we multiply this equation through by \( i\omega \) and use the gauge-independent relations

\[
\mathbf{E}_L(\mathbf{k}, \omega) = -i\mathbf{k} v(\mathbf{k}) \rho(\mathbf{k}, \omega),
\]

\[
\mathbf{E}_T(\mathbf{k}, \omega) = i\omega \mathbf{A}_T(\mathbf{k}, \omega),
\]

which follow from Eq. (2.21) by projecting onto the longitudinal/transverse parts and using Eqs. (4.31)–(4.32). This leads to the equation

\[
\left( -\frac{\omega^2}{c^2} + |\mathbf{k}|^2 - \mu_0 \chi(\mathbf{k}, \omega) \right) \mathbf{E}_T(\mathbf{k}, \omega)
+ \left( -\frac{\omega^2}{c^2} - \mu_0 \chi(\mathbf{k}, \omega) \right) \mathbf{E}_L(\mathbf{k}, \omega) = 0,
\]

which is equivalent to

\[
\left( -\frac{\omega^2}{c^2} + |\mathbf{k}|^2 - \mu_0 \chi(\mathbf{k}, \omega) \right) \mathbf{E}(\mathbf{k}, \omega) - |\mathbf{k}|^2 \mathbf{E}_L(\mathbf{k}, \omega) = 0.
\]

34
This is not yet our final result for the wave equation of the electric field in media. In order to get rid of the last term with the longitudinal electric field, we employ once more Ampère’s law (2.4), which implies the identity

$$E_L(k, \omega) = \frac{1}{\omega \varepsilon_0} j_L(k, \omega)$$

(4.47)

between the longitudinal part of the electric field and the spatial current. In the absence of external sources, $j \equiv j_{tot} = j_{ind}$, we can then use Ohm’s law in the form

$$j(k, \omega) = \frac{\leftrightarrow}{\omega} \tilde{\sigma}(k, \omega) E(k, \omega) = \frac{1}{\omega} \tilde{\chi}(k, \omega) E(k, \omega)$$

(4.48)

to eliminate the current in terms of the total electric field. Thus, we obtain the relation

$$E_L(k, \omega) = -\frac{1}{\varepsilon_0 \omega^2} \leftrightarrow P_L(k) \leftrightarrow \chi(k, \omega) E(k, \omega).$$

(4.49)

By plugging this into Eq. (4.46), we finally arrive at

$$\left(-\frac{\omega^2}{c^2} + |k|^2 - \mu_0 \leftrightarrow \alpha_T(k, \omega) \right) E(k, \omega) = 0.$$

(4.50)

This is the fundamental wave equation for the electric field in materials. At the same time, it is the gauge-independent wave equation in materials. In terms of the wave propagation tensor in the temporal gauge, Eq. (4.28), the wave equation for the electric field can be written compactly as

$$\left(-\frac{\omega^2}{c^2} + |k|^2 - \mu_0 \leftrightarrow \alpha_T(k, \omega) \right) E(k, \omega) = 0.$$

(4.51)

Indeed, this equation has the same form as the wave equation (4.27) for the vector potential in the temporal gauge, and can hence be rederived from the latter by using the relation $E = i \omega A$ (which holds in the temporal gauge).

---

1The same identity also follows from the continuity equation and Gauss’ law (2.1): 

$$j_L(k, \omega) = \frac{k (k \cdot j(k, \omega))}{|k|^2} = \frac{\omega}{|k|^2} k \rho(k, \omega) = i \omega \varepsilon_0 E_L(k, \omega).$$

This is similar to the remark in [21, Eq. (4.20)].
4.1.4. Connection to the dielectric tensor

In this subsection, we put our wave equations into perspective by deriving from them an even simpler condition for the electromagnetic wave propagation in materials. The full electromagnetic Green function, Eq. (2.54), can be interpreted as an integral kernel relating the total fields to the external sources as (see e.g. [26, Eq. (2.1.4)])

\[ A^\mu(x) = \int d^4 x' \, D^\mu_\nu(x - x') \, j^\nu_{\text{ext}}(x'), \quad (4.52) \]

or in Fourier space,

\[ A^\mu(k, \omega) = D^\mu_\nu(k, \omega) \, j^\nu_{\text{ext}}(k, \omega). \quad (4.53) \]

Naïvely, one might conclude from this equation that in the absence of external sources the total four-potential is always zero. However, by inversion of the full electromagnetic Green function, Eq. (4.53) yields the formal (see [21, Sec. 3.3] and [82]) inhomogeneous wave equation

\[ D^{-1}(k, \omega) A(k, \omega) = j_{\text{ext}}(k, \omega). \quad (4.54) \]

Now, if the external four-current vanishes, the total four-potential can still be non-zero if it fulfills the corresponding homogeneous wave equation (see [26, Chap. 2])

\[ D^{-1}(k, \omega) A(k, \omega) = 0, \quad (4.55) \]

i.e., if the four-potential lies in the kernel of the inverse Green function. On the other hand, the Schwinger–Dyson equation (2.55) between the full and the free electromagnetic Green function formally (see [82]) implies that

\[ D^{-1} = D^{-1}_0 - \tilde{\chi}. \quad (4.56) \]

Plugging in the explicit expression [21, Sec. 3.3]

\[ (D^{-1}_0)^\mu_\nu = \frac{1}{\mu_0} (\eta^\mu_\nu \Box + \partial^\mu \partial_\nu), \quad (4.57) \]

it follows immediately that the condition (4.55) is equivalent to the fundamental wave equation for the four-potential, Eq. (4.56). The general interpretation of the wave equation in materials can therefore easily be stated: the field lies in the kernel of the inverse of a response function, which expresses
total in terms of external quantities. This conclusion can be more spectacu-
larly generalized by the following theorem, which constitutes the main result
of this article:

**Theorem.** The Lorentz-covariant, four-dimensional wave equation in media
given by Eq. (4.7), i.e.,

\[
\left( \frac{-\omega^2}{c^2} + |k|^2 \right) \eta_{\mu\nu} - k^\mu k^\nu - \mu_0 \tilde{\chi}^\mu_{\nu}(k, \omega) \right) A^\nu(k, \omega) = 0, \tag{4.58}
\]

is equivalent to the simple condition

\[
\varepsilon_i^+(k, \omega) E(k, \omega) = 0, \tag{4.59}
\]

meaning that the electric field component of the wave in the medium lies in
the kernel (null-space) of the dielectric tensor.

**Proof.** We have already shown that the fundamental, Lorentz-covariant
wave equation (4.7) is equivalent to the three-dimensional wave equa-
tion for the electric field, Eq. (4.50). By factoring out \((-\omega^2/c^2 + |k|^2)\), the latter is
equivalent to

\[
\left( 1 - \frac{c^2 |k|^2}{\omega^2} P_L(k) \right) \tilde{\chi}(k, \omega) E(k, \omega) = 0, \tag{4.60}
\]

with \(D_0\) given by Eq. (2.34). In terms of the electric solution generator (2.56),
this equation can be further simplified to

\[
\left( 1 + \frac{1}{\varepsilon_0 \omega^2} \tilde{E}(k, \omega) \tilde{\chi}(k, \omega) \right) E(k, \omega) = 0. \tag{4.61}
\]

By the universal relations (2.73) and (2.77), the term in brackets equals pre-
cisely the dielectric tensor, and this completes the proof.

We particularly stress that neither Eq. (4.7) nor (4.59) are actually new.
In fact, both are already well-established. While the fundamental, covariant
wave equation is, as mentioned above, well-known in plasma physics [26, 29],
the wave equation in terms of the dielectric tensor can be found, for example,
in [28, pp. 232 f.]. These equations do therefore *not* constitute new hypo-
theses introduced by the authors of this article. Instead, we only establish
their equivalence, which will prove crucial for the discussion of the refractive index later on.

We conclude this subsection with two observations that are made after rewriting the wave equation for the electric field in the form (4.59). Firstly, an alternative derivation of the wave equation for the electric field can be given by combining Eq. (2.61) for the total electric field, \( \mathbf{E} \equiv \mathbf{E}_{\text{tot}} \), with Ohm’s law in the form (2.70): using that in the absence of external sources, \( \mathbf{j} \equiv \mathbf{j}_{\text{tot}} = \mathbf{j}_{\text{ind}} \), we obtain

\[
\mathbf{E}(k, \omega) = \frac{1}{i \omega \varepsilon_0} \leftrightarrow \mathbf{E}(k, \omega) \mathbf{j}(k, \omega) = \frac{1}{i \omega \varepsilon_0} \leftrightarrow \mathbf{E}(k, \omega) \leftrightarrow \mathbf{\tilde{\sigma}}(k, \omega) \mathbf{E}(k, \omega),
\]

(4.62)

which by the universal relation (2.77) is equivalent to Eq. (4.59). On the other hand, a closed wave equation for the magnetic field in materials cannot be obtained in general, because neither the current density nor the electric field can be expressed entirely in terms of the magnetic field. It is only in the isotropic limit that the wave equations for the longitudinal and transverse electric field components decouple, and the transverse electric field can be expressed entirely in terms of the magnetic field (see Sec. 4.3).

Secondly, the equation (4.59) makes it very clear why the Standard Approach to the wave equation in materials fails: As discussed in Sec. 3.1.1, there one re-expresses Ampère’s law for the external fields in terms of the total fields by means of the dielectric function and the inverse magnetic permeability. In other words, one eliminates the external fields in favor of the total fields using the relations \( \mathbf{D} = \varepsilon_0 \varepsilon \mathbf{E} \) and \( \mathbf{H} = \mu_0^{-1} \mu_r^{-1} \mathbf{B} \). This, however, is not possible, because in the case of light waves in media, total fields lie in the kernels of the respective inverse response functions (within the limits of the idealization used in the derivation of the refractive index, see also the remark at the end of Sec. 4.3).

4.2. Speed of light in materials

We now come back to our original objective, the speed of light in media. This notion still remains to be defined in the microscopic framework. For that purpose, we investigate the general form of the solution to the equation (4.59) and use once more a standard procedure of microscopic approaches to electrodynamics of materials: the speed of light is defined from the dispersion relation in materials, and the latter is in turn obtained from setting the wave-operator to zero (see e.g. [26, Chap. 2] and [77, Chap. 2]). Concretely, for \( k \) and \( \omega \) being fixed, Eq. (4.59) is an ordinary homogeneous linear equation,
which implies that the Fourier amplitude $E(k, \omega)$ is zero if the matrix of the dielectric tensor is invertible. Hence, for the amplitude to be non-trivial we find the condition
\[
\det \varepsilon_r \rightarrow (k, \omega) = 0,
\]
which is referred to as the dispersion equation. By Eq. (4.51), this is equivalent to the well-known equation (see e.g. [29, Chap. 11], [83, Eq. (2.14)] and [84, Eq. (5.11)])
\[
\det \left( \left( \frac{-\omega^2}{c^2} + |k|^2 \right)^2 \right)^{\rightarrow} \left( 1 - \mu_0 \alpha_T (k, \omega) \right) = 0.
\]
(4.64)

For each wave-vector $k$, this is an implicit equation for the determination of the frequency $\omega$, thereby giving the dispersion relation in the material,
\[
\omega = \omega_{k\lambda}.
\]
(4.65)

Here, we have introduced the index $\lambda$ to indicate that in materials, the dispersion equation (4.63) may have several solutions for each $k$. In particular, we note that for $\alpha_T (k, \omega) \equiv 0$, one recovers the vacuum dispersion relation $\omega_k = c|k|$ (i.e. the dispersion relation of free light waves).

We are now in a position to define the speed of light in materials: Recall that the dispersion relation of free light waves in vacuo reads
\[
\omega_k = c|k|.
\]
(4.66)

Correspondingly, we define the speed of light in materials, $u = u_{k\lambda}$, by simply factoring out $|k|$ in the dispersion relation (4.65), such that
\[
\omega_{k\lambda} = : u_{k\lambda} |k|.
\]
(4.67)

In other words, the wavelength-dependent speed of light in materials is defined as the phase velocity of the corresponding oscillation mode. Correspondingly, the wavelength dependent index of refraction is then given by [26, Sec. 2.2.4]
\[
n_{k\lambda} = \frac{c}{u_{k\lambda}} = \frac{c|k|}{\omega_{k\lambda}}.
\]
(4.68)

We remark that this redefinition of the speed of light in media (previously defined by the prefactor in the standard wave equation (3.22)) through the dispersion relation is in fact standard in plasma physics (see [26, Sec. 2.2.4], [83, p. 26], [84, Eq. (5.40)] and [85, p. 107]; cf. also [29, Sec. 11.2] and [61, Eq. (33.7)]).
4.3. Isotropic limit

In this subsection, we come back to the isotropic limit, an idealization which is particularly important for practical applications. In this limit, the gauge-independent wave equation in materials, Eq. (4.50), yields the following decoupled equations for the longitudinal component $E_L$ and the transverse component $E_T$ of the electric field:

\begin{align}
\left( -\frac{\omega^2}{c^2} + |k|^2 - \mu_0 \left( 1 - \frac{c^2 |k|^2}{\omega^2} \right) \right) \tilde{\chi}_L(k, \omega) E_L(k, \omega) &= 0, \quad (4.69) \\
\left( -\frac{\omega^2}{c^2} + |k|^2 - \mu_0 \tilde{\chi}_T(k, \omega) \right) E_T(k, \omega) &= 0. \quad (4.70)
\end{align}

By our Theorem, these equations are equivalent to

\begin{align}
\varepsilon_{\text{r},L}(k, \omega) E_L(k, \omega) &= 0, \quad (4.71) \\
\varepsilon_{\text{r},T}(k, \omega) E_T(k, \omega) &= 0, \quad (4.72)
\end{align}

where the longitudinal and transverse dielectric response functions are defined by the equality

\begin{align}
\varepsilon_{\text{r}}(k, \omega) &= \varepsilon_{\text{r},L}(k, \omega) P_L(k) + \varepsilon_{\text{r},T}(k, \omega) P_T(k). \quad (4.73)
\end{align}

In particular, the equivalence of Eq. (4.69) and Eq. (4.71) can be verified directly as follows: By factoring out $\left( -\frac{\omega^2}{c^2} + |k|^2 \right)$, Eq. (4.69) turns into

\begin{align}
\left( 1 + \frac{1}{\varepsilon_0 \omega^2} \tilde{\chi}_L(k, \omega) \right) E_L(k, \omega) &= 0. \quad (4.74)
\end{align}

In terms of the proper density response function [21, Sec. 7.1]

\begin{align}
\tilde{\chi} = \frac{\delta \rho_{\text{ind}}}{\delta \varphi_{\text{tot}}} = \frac{1}{c^2} \chi^0, \quad (4.75)
\end{align}

which is related to the longitudinal current response function by [21, 24]

\begin{align}
\tilde{\chi}(k, \omega) = -\frac{|k|^2}{\omega^2} \tilde{\chi}_L(k, \omega), \quad (4.76)
\end{align}

Eq. (4.74) can be written equivalently as

\begin{align}
(1 - v(k) \tilde{\chi}(k, \omega)) E_L(k, \omega) &= 0, \quad (4.77)
\end{align}
where \( v(k) \) is the Coulomb interaction kernel (see Eq. (1.39)). Hence, with the standard relation \[ \varepsilon_r(k, \omega) = 1 - v(k) \tilde{\chi}(k, \omega), \] (4.78)

which is generally valid in the isotropic limit under the identification of \( \varepsilon_r \) with the longitudinal dielectric function, we ultimately retrieve Eq. (4.71).

We now come to the interpretation of the equations (4.71)–(4.72): Their meaning is that in the isotropic limit, the longitudinal and transverse proper oscillations of the medium decouple. The respective dispersion relations are determined by (cf. \[ 24, \text{Eq. (5.21)} \])

\[
\varepsilon_{r,L}(k, \omega_{kL}) = 0, \quad (4.79)
\]

\[
\varepsilon_{r,T}(k, \omega_{kT}) = 0. \quad (4.80)
\]

Consequently, Eq. (4.71) describes plasmons, and the roots of Eq. (4.79) are the plasmon frequencies (see e.g. \[ 62, \text{Eq. (4.92)} \] and \[ 86, \text{Eq. (18.25)} \]). By contrast, Eq. (4.72) describes transverse light waves, and the dispersion relation of Eq. (4.80) determines the refractive index. Thus, the theory of plasmons combines with the theory of transverse electromagnetic waves in media into one unified wave equation in materials given by Eq. (4.50) or (4.59) (cf. \[ 86, \text{Sec. 18.3.2} \]).

Finally, for the sake of completeness, we show that the transverse wave equation (4.72) can be reformulated in terms of the magnetic field: By means of Faraday’s law, which implies

\[
E_T(k, \omega) = -\frac{\omega}{|k|^2} k \times B(k, \omega), \quad (4.81)
\]

and by using the relation (3.61), we can write Eq. (4.72) equivalently as

\[
-\frac{\omega}{|k|^2} k \times (\mu_r^{-1}(k, \omega) B(k, \omega)) = 0. \quad (4.82)
\]

The magnetic field, and consequently the whole term in brackets, is a purely transverse vector field. Therefore, Eq. (4.82) is equivalent to

\[
\mu_r^{-1}(k, \omega) B(k, \omega) = 0. \quad (4.83)
\]

This shows that in the isotropic limit, the total magnetic field also lies in the kernel of the inverse of a response function, \( \mu_r \), which expresses total in terms of external quantities.
4.4. Maxwell relation reconsidered

We now re-investigate the Maxwell relation, \( n^2 = \varepsilon_r \), in the light of our findings. In particular, we consider our results in the isotropic limit as described in the previous subsection. Assuming the fields to be purely transverse—which is indeed the case for light waves—the wave equation in materials is now simply given by Eq. (4.70). This equation is of course at variance with the standard wave equation in media, Eq. (3.20), which we have refuted already in Sec. 3.2. We will instead compare our Eq. (4.70) to the standard approximation given by Eq. (3.24), i.e. more precisely,

\[
\left( -\frac{\omega^2}{c^2} \varepsilon_{r,L}(k,\omega) + |k|^2 \right) E_T(k,\omega) = 0 .
\]  

(4.84)

Note that in this equation, the optical properties are controlled by the longitudinal dielectric function, as it is usually assumed in ab initio electronic structure physics (see e.g. [1, App. E], [25, Sec. 2.7] or [43, Chap. 6]). As we are now going to show, this equation can be justified from Eq. (4.70) at optical wavelengths. In fact, using again the connection (2.73) between the current response tensor and the conductivity tensor, we reformulate the wave equation (4.70) as

\[
\left( -\frac{\omega^2}{c^2} \left( 1 - \frac{1}{i\omega \varepsilon_0} \tilde{\sigma}_L(k,\omega) \right) + |k|^2 \right) E_T(k,\omega) = 0 .
\]  

(4.85)

For optical wavelengths, we further assume that

\[
\tilde{\sigma}_L(k,\omega) \approx \tilde{\sigma}_T(k,\omega) ,
\]

(4.86)

such that Eq. (2.83) implies

\[
\varepsilon_{r,L}(k,\omega) = 1 - \frac{1}{i\omega \varepsilon_0} \tilde{\sigma}_L(k,\omega) \approx 1 - \frac{1}{i\omega \varepsilon_0} \tilde{\sigma}_T(k,\omega) .
\]  

(4.87)

Substituting this into Eq. (4.85) yields the desired wave equation (4.84) for the electric field. More generally, under the assumption (4.86) one shows directly that

\[
\left( -\frac{\omega^2}{c^2} + |k|^2 \right) \varepsilon_{r,T}(k,\omega) = \left( -\frac{\omega^2}{c^2} \varepsilon_{r,L}(k,\omega) + |k|^2 \right) ,
\]

(4.88)
and with this the desired standard wave equation of ab initio electronic structure physics, Eq. (4.84), follows directly from Eq. (4.72). Similarly, the corresponding Eq. (3.25) for the magnetic field can be shown from Eq. (4.84) by converting the electric field into a magnetic field using Faraday’s law.

Now, if we further neglect the wave-vector dependence of the dielectric function, then we find from Eq. (4.84) the dispersion equation

\[
\frac{\omega^2}{c^2} \varepsilon_{r,L}(\omega_k) = |k|^2,
\]

which is in fact common knowledge (see e.g. [86, Eq. (18.24)], or [87, Eq. (8.33)]). We remark, however, that this equation is in general not equivalent to the naïve dispersion relation

\[
\omega_k = \frac{c}{\sqrt{\varepsilon_{r,L}}} |k|,
\]

which by Eq. (4.67) would be equivalent to the Maxwell relation,

\[
u = \frac{c}{\sqrt{\varepsilon_{r,L}}}.
\]

The last formula would only be correct if also the frequency dependence of the dielectric function in Eq. (4.89) could be neglected (which may be the case for some, but not all gases [88–91]). In general, the dispersion equation (4.89) is only an implicit equation for the determination of the dispersion relation \(\omega = \omega_k\). Generally, one can show that under the assumption (4.86) the refractive index (as defined by Eq. (4.68)) is given by the implicit equation

\[
n_k^2 = \varepsilon_{r,L}(k, \omega_{kT}),
\]

where \(\omega_{kT}\) is defined by the condition \(\varepsilon_{r,T}(k, \omega_{kT}) = 0\). In summary, we have shown that the textbook wave equation (4.84) and the ensuing dispersion equation (4.89) can be further upheld as long as their validity is restricted to optical wavelengths.

5. Conclusion

Based on modern microscopic approaches to electrodynamics of media—as they are common practice in ab initio materials physics and axiomatized by the Functional Approach—we have subjected the standard formula for the
refractive index, \( n^2 = \varepsilon \mu \), to a thorough re-investigation, whereupon we have found its untenability. In particular, we have refuted the standard wave equations (3.20)–(3.21). We have subsequently given a fully relativistic re-derivation of the wave equation in materials, starting from the Lorentz-covariant wave equation (4.7), which is standard in plasma physics. From this, we have rederived the three-dimensional wave equations for the vector potential and the electric field (Secs. 4.1.2–4.1.3), and thereby clarified their relation to the fundamental response tensor. Furthermore, from the gauge-independent wave equation (1.50), we have shown that the textbook wave equations (3.24)–(3.25) and correspondingly also the Maxwell-relation, \( n^2 = \varepsilon \), can be justified at optical wavelengths. Independently of this limit though, we have shown that all wave equations can be condensed into the simple formula (4.59), which restricts the electric field in media to the kernel of the microscopic dielectric tensor. This allows in particular for a unification of the theory of light propagation in materials and the theory of plasmons (Sec. 4.3). Thus, this work contributes to the modern microscopic approaches to electrodynamics of materials, and it may represent a further step towards the ultimate goal of calculating all optical materials properties from first principles.
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