FUTURE GLOBAL STABILITY FOR RELATIVISTIC PERFECT FLUIDS WITH LINEAR EQUATIONS OF STATE $p = K \rho$ WHERE $1/3 < K < 1/2$
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Abstract. We establish the future stability of nonlinear perturbations of a class of homogeneous solutions to the relativistic Euler equations with a linear equation of state $p = K \rho$ on exponentially expanding FLRW spacetimes for the equation of state parameter values $1/3 < K < 1/2$.

1. Introduction

Relativistic perfect fluids on a prescribed spacetime $(M, \tilde{g})$ are governed by the relativistic Euler equations given by

$$\nabla_i \tilde{T}^{ij} = 0 \quad (1.1)$$

where

$$\tilde{T}^{ij} = (\rho + p)\tilde{v}^i \tilde{v}^j + pg^{ij}$$

is the stress energy tensor, $\rho$ is the fluid proper energy density, $p$ is the fluid pressure, and $\tilde{v}^i$ is the fluid four-velocity normalized by $\tilde{g}_{ij} \tilde{v}^i \tilde{v}^j = -1$. In this article, we will be interested in analyzing the relativistic Euler equations on exponentially expanding Friedmann-Lemaître-Robertson-Walker (FLRW) spacetime of the form $(M, \tilde{g})$ where

$$M = (0, 1] \times \mathbb{T}^3$$

and

$$\tilde{g} = \frac{1}{\tilde{t}^2} g \quad (1.2)$$

with

$$g = -dt \otimes dt + \delta_{IJ} dx^I \otimes dx^J. \quad (1.3)$$

It is important to note that, due to our conventions, the future is located in the direction of decreasing $t$ and future timelike infinity is located at $t = 0$. Consequently, we require that

$$\tilde{v}^0 < 0$$

in order to ensure that the four-velocity is future directed.

The future stability of nonlinear perturbations of homogeneous solutions to the relativistic Euler equations with a linear equation of state

$$p = K \rho$$

on exponentially expanding FLRW spacetimes has been well studied for the parameter range

$$0 \leq K \leq \frac{1}{3}.$$  

The first such stability result was, building on the earlier stability results for the Einstein-scalar field system [15], established\(^3\) for the parameter values $0 < K < 1/3$ in the articles [17, 18]. Stability results for the end points $K = 1/3$ and $K = 0$ were established later in [11] and [6], respectively. See also [4, 8, 9, 12] for different proofs and perspectives, the articles [7, 10] for related stability results for fluids with nonlinear equations of state, and the articles [3, 16, 19, 22] for stability results on other expanding FLRW spacetimes (e.g. power law expansion). The importance of all of these works is that they demonstrate spacetime expansion can suppress shock formation in fluids, which was first discovered in the Newtonian cosmological setting [21]. This should be compared to the work of [2] where it is established that arbitrary small perturbations of a class of homogeneous solutions to the relativistic Euler equations, for relatively general equations of state, on Minkowski spacetime, which is a FLRW spacetime with spatial manifold $\mathbb{R}^3$ and no expansion, form shocks in finite time.

---

\(^1\)Our indexing conventions are as follows: lower case Latin letters, e.g. $i, j, k$, will index spacetime coordinate indices that run from 0 to 3 while upper case Latin letters, e.g. $I, J, K$, will index spatial coordinate indices that run from 1 to 3.

\(^2\)By introducing the change of coordinate $\tilde{t} = -\ln(t)$, the metric (1.2) can be brought into the more recognizable form

$$\tilde{g} = -d\tilde{t} \otimes d\tilde{t} + e^{2\tilde{t}} \delta_{ij} dx^I \otimes dx^J,$$

where now $\tilde{t} \in [0, \infty)$.

\(^3\)In these articles, stability was established in the more difficult case where the fluid is coupled to the Einstein equation. However, the techniques used there also work in the simpler setting considered in this article where coupling to gravity is neglected.
For linear equations of states, the parameter $K$ determines the square of the sound speed, and consequently, it is natural to assume\(^4\) that $K$ satisfies

$$0 \leq K \leq 1$$

so that the propagation speed for the fluid is less than or equal to the speed of light. When the sound speed is equal to the speed of light, that is $K = 1$, it is well known that the irrotational relativistic Euler equations coincide, under a change of variables, with the linear wave equation. In this case, the future global existence of solutions on exponentially expanding FLRW spacetimes can be inferred from standard existence results for linear wave equations. This leaves us to consider the parameter range

$$\frac{1}{3} < K < 1,$$

which we will assume holds for the remainder of the article.

The asymptotic behavior of relativistic fluids on exponentially expanding FLRW spacetimes with a linear equation of state for $K$ satisfying (1.4) was investigated in the article [14] by Rendall using formal expansions. In that article, Rendall observed that the formal expansions can become inconsistent for $K$ in the range (1.5) if the leading order term in the expansion of the four-velocity vanishes somewhere. In that case, he speculated that inconsistent behavior in the expansions could be due to inhomogeneous features developing in the fluid density that would lead to the density contrast blowing up. This possibility for instability in solutions to the relativistic Euler equations for the parameter range (1.5) was also commented on by Speck in [19, §1.2.3]. There, Speck presents a heuristic analysis that suggest uninhibited growth should set in for solutions of the relativistic Euler equations for the parameter values (1.5). These speculations leave the existence of future global solutions to the relativistic Euler equations in doubt for $K$ satisfying (1.5).

In this article, we rule out, under a small initial data hypothesis, the possibility of any pathologies developing in finite time for $K$ satisfying

$$\frac{1}{3} < K < \frac{1}{2}$$

by establishing, for these parameter values, the future stability of nonlinear perturbations of a class of homogeneous solutions, see (3.38), to the relativistic Euler equations on exponentially expanding FLRW spacetimes. For a precise statement of our stability result, see Theorem 4.1, which is the main result of this article. This, of course, leaves open the possibility of finite time blow-up for $K$ satisfying $1/2 < K < 1$. As a first step towards understanding the behavior of solutions in this regime, we establish in Theorem 5.1 the future stability of $T^2$-symmetric nonlinear perturbations of the same class of homogenous solutions for the full parameter range $1/3 < K < 1$. Here, the stability proof relies heavily on the $T^2$ symmetry that allows us to reduce the relativistic Euler equations to an essentially regular 1 + 1 dimensional problem. It is unclear at the moment if one should expect that this result will still hold for $K$ satisfying $1/2 \leq K < 1$ if the $T^2$-symmetry assumption is removed. We plan to revisit this interesting question in a separate article.

1.1. **Overview.** The proof of our main stability result, Theorem 4.1, is based on the Fuchsian method for establishing the global existence of solutions to systems of hyperbolic equations that was first employed in [12] and further developed in the articles [1, 3, 8, 9]. This method relies on transforming the global existence problem for a given hyperbolic system into an existence problem for a Fuchsian symmetric hyperbolic equation of the form

$$\mathcal{A}^0(t, \mathcal{U}) \partial_t \mathcal{U} + \mathcal{A}^i(t, \mathcal{U}) \partial_i \mathcal{U} = \frac{1}{t} \mathcal{A}(t, \mathcal{U}) \mathcal{P} \mathcal{U} + \mathcal{F}(t, \mathcal{U})$$

on a finite time interval $(0, T_0]$. Once in this form, the existence of solutions on the time interval $(0, T_0]$ can be deduced, under a suitable smallness assumption on the initial data specified at time $t = T_0$, from general existence theorems for such Fuchsian systems that have been established in the articles [1, 3, 8, 9].

One of the main advantages of the Fuchsian method is that it brings into clear focus the structure in evolution equations that ensures stability. For the relativistic Euler equations with $K > 1/3$ on exponential expanding FLRW spacetimes, the stability structure is particularly well hidden in the standard formulation. One of the main reasons for this is that the homogeneous solutions about which the solutions are perturbed are more complicated for $K > 1/3$ compared to when $K \leq 1/3$. As shown in Proposition 3.1, the homogeneous solutions are of the form

$$(\rho, \vec{v}) = \left( \frac{\rho_c t^{2(1+K)} - \mu}{(t^{2\mu} + \frac{1}{2})^{1/2}}, -t^{1-\mu} \sqrt{e^{2\mu} + \rho_c t^{2\mu} + \frac{1}{2}}, t^{1-\mu} e^u, 0, 0 \right), \quad 0 < t \leq 1,$$

where $\rho_c > 0$ is a constant and $u(t)$ is a function satisfying\(^5\)

$$u(t) = u(0) + O(t^{2\mu}) \quad \text{and} \quad u'(t) = O(t^{2\mu-1}).$$

\(^4\)While this restriction on the sound speed is often taken for granted and implicitly assumed, it is strictly speaking not necessary; see [5] for an extended discussion.

\(^5\)Note that $u$ is determined by solving the IVP (3.35)-(3.36).
Here, $\mu$ is a constant defined by
\[ \mu = \frac{3K - 1}{1 - K} \]
and $u(0)$ is the asymptotic value of $u$ at future time-like infinity. The fact that the spatial three-velocity $(\vec{v}^j) = (t^{1-\mu}e^i, 0, 0)$ of the homogeneous solution is no longer trivial, unlike for $K \leq 1/3$ where it is trivial, ultimately results in a significant difference in the behavior under non-linear perturbations for the component $\vec{v}^1$ versus the components $\vec{v}^2$ and $\vec{v}^3$. This more complicated behavior is primarily responsible for the increased difficulty in establishing stability for $K > 1/3$ compared to $K \leq 1/3$, and for obscuring the structure in the Euler equations that allows for global existence, which now requires a much more involved choice of variables to make apparent.

In this article, we transform the relativistic Euler equations into a suitable Fuchsian form in a number of steps. We start in Section 2 with a formulation, see (2.2), of the relativistic Euler equations that was first employed in [13]. We then modify this system by introducing a new density variable defined by (2.12), which results in the system (2.15). In Section 3, we proceed by decomposing the conformal three-velocity $v_j$ into its length determined by the variables $u$, $w_1$ and into a normalized vector determined by the variables $w_2$, $w_3$; see (3.1)-(3.3) for the relevant formulas. Here, $u$ only depends on $t$ and is used to parameterize a class of homogeneous solutions of relativistic Euler equations. After some straightforward, but lengthy calculations, we obtain two equivalent versions of Euler equations, now expressed in terms of the new variables $u$, $w_1$, $w_2$ and $w_3$, given by (3.13) and (3.17). We then use the second version (3.17), see Section 3.1, to identify the ODE satisfied by $u$ that determines homogeneous solutions of the relativistic Euler equations. The existence of solutions to this ODE is established in Proposition 3.1.

The transformation of the relativistic Euler equations into a suitable Fuchsian form is then completed in Section 3.2, which results in the Fuchsian equation (3.49). The coefficients of this Fuchsian equation are analyzed in Section 3.3 in order to verify that this system satisfies the required properties in order to apply the existence theory from [1]. It is worth noting that the restriction $1/3 < K < 1/2$ occurs at this step. The type of singular terms that appear, see Remark 3.2 below, in the coefficients of (3.49) are of the form $t^{2\mu-1}$ and $t^{-\mu}$ for $0 \leq \mu < 1$, and $t^{-2\mu}$ and $t^{-\mu}$ for $1/2 < \mu$. In order to apply the existence theory from [1], we need $\mu$ to satisfy $0 < \mu < 1$, which by the definition above, corresponds to $1/3 < K < 1/2$. The existence theory from [1] is then applied to (3.49) in the proof of Theorem 4.1, which can be found in Section 4, to establish the future stability of nonlinear perturbations of the homogeneous solutions to the relativistic Euler equations from Proposition 3.1. Finally, in Section 5, we establish the future stability of $\mathbb{T}^2$-symmetric nonlinear perturbations of the same class of homogeneous solutions for the full parameter range $1/3 < K < 1$ by using the $\mathbb{T}^2$ symmetry to reduce the relativistic Euler equations to an essentially regular $1 + 1$ dimensional problem. The precise statement of the stability result in this setting is given in Theorem 5.1.

1.2. Outlook and future directions. The most natural and physically relevant generalization of the results of this article would be to establish an analogous stability result for the coupled Einstein-Euler equations with a positive cosmological constant $\Lambda > 0$ and for $1/3 < K < 1/2$. While there are details to check, we expect that this result will follow from a straightforward adaptation of the arguments from [12]. The evidence for this expectation comes from the behavior of the term $t^{-2} \rho v_i v_j$, which is really the only possible problematic term that could, if it grew too quickly as $t \to \alpha$, prevent the use of the gravitation variables used in [12] to bring the Einstein equations into Fuchsian form. However, by Theorem 4.1, we know that
\[ \frac{1}{t^2} \rho v_i v_j = O(t^2), \]
and so, we see that $t^{-2} \rho v_i v_j$ is well behaved as $t \to \alpha$.

It for this reason that we have not considered the coupled Einstein-Euler equations here, and instead, we have focused our attention on the relativistic Euler equations on an exponentially expanding FLRW background, which we believe is advantageous because it not only simplifies the presentation, but also addresses all the essential technical difficulties. With that said, we do plan to establish an analogous global existence result for the Einstein-Euler equations in a separate article.

2. A symmetric hyperbolic formulation of the relativistic Euler equations

The first step in transforming the relativistic Euler equations (1.1) into a suitable Fuchsian form is to find a symmetric hyperbolic formulation of the relativistic Euler equations. Here, we start with the symmetric hyperbolic formulation derived in [13, §2.2], see also [12, §2.2]. This involves introducing the conformal fluid four-velocity $v_i$ and the modified density $\zeta$ according to
\[ v_i = \frac{1}{t} g_{ij} \vec{v}^j \quad \text{and} \quad \rho = t^{3(1+K)} \rho e^{(1+K)\zeta}, \quad \rho e \in \mathbb{R}_{>0}. \] 

Here, $v_i$ is the conformal fluid four-velocity defined by (2.1).
Using these variables, the computations carried out in [13, §2.2] show that relativistic Euler equations can be cast into the following symmetric hyperbolic form:

\[ B^k \partial_k V = \frac{1}{t} B \pi V \]  

(2.2)

where

\[ V = (\zeta, v_J)^{tr}, \]

(3.3)

\[ v_0 = \sqrt{|v|^2 + 1}, \quad |v|^2 = \delta^{IJ} v_I v_J, \]

(3.4)

\[ B = \frac{1}{v_0} \begin{pmatrix} 1 & 0 \\ 0 & 1 - 3K \delta^JL \end{pmatrix}, \]

(3.5)

\[ \pi = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \]

(3.6)

\[ L^J_I = \frac{v_J}{v_0} \delta^J_l, \]

(3.7)

\[ M_{IJ} = \delta_{IJ} - \frac{1}{v_0^2} (v_J v_K \delta_{IL} \delta_{MJ} - K \delta^N_{IK} \delta^{MK}) \]

(3.8)

and

\[ B^K = \frac{1}{v_0} \begin{pmatrix} K v^K \\ K L^K_I M_{IJ} \delta^{MK} \end{pmatrix}. \]

(3.10)

Defining a new modified density variable \( \tilde{\zeta} \) by

\[ \tilde{\zeta} = \zeta + \ln(v_0), \]

(3.12)

we obtain from differentiating (2.3) the relation

\[ \partial_k V = Q \partial_k \tilde{V} \]

(3.13)

where

\[ \tilde{V} = (\tilde{\zeta}, v_J)^{tr} \]

(3.14)

and

\[ Q = \begin{pmatrix} 1 & -\frac{1}{v_0^2} v^J \\ 0 & \delta^J_l \end{pmatrix}. \]

(3.15)

From (2.3)-(2.11) and (2.13), we see, after multiplying (2.2) on the left by \( Q^{tr} \), that the relativistic Euler equations can be expressed in terms of the new variables (2.14) as

\[ \tilde{B}^k \partial_k \tilde{V} = \frac{1}{t} B \pi \tilde{V} \]

(3.15)

where

\[ \tilde{B}^0 := Q^{tr} B^0 Q = \begin{pmatrix} K & 0 \\ 0 & \delta^{IL} M_{LM} \delta^{MJ} - \frac{K}{v_0^2} v^I v^J \end{pmatrix} \]

(3.16)

and

\[ \tilde{B}^K := Q^{tr} B^K Q = -\frac{1}{v_0} \begin{pmatrix} K v^K \\ K L^K_I M_{IJ} \delta^{MK} - \frac{K}{v_0^2} v^I v^J + K \delta^{MK} \end{pmatrix} \]

(3.17)

3. Transformation to Fuchsian form

We proceed with the transformation of the relativistic Euler equations into a suitable Fuchsian form by defining a second change of variables via

\[ v_1 = \frac{l^{-\mu} e^{u(t)+w_1}}{\sqrt{t^{2I}} \left( ((w_2 - w_3)^2 + (w_2 + w_3)^2)^2 + 1 \right)}, \]

(3.1)

\[ v_2 = \frac{l^{-\mu} e^{u(t)+w_1}}{\sqrt{t^{2I}} \left( ((w_2 - w_3)^2 + (w_2 + w_3)^2)^2 + 1 \right)} \]

(3.2)
and

\[ v_3 = \frac{(w_2 - w_3)e^{u(t)} + w_1}{\sqrt{t^{2\mu} ((w_2 - w_3)^2 + (w_2 + w_3)^2) + 1}} \]  

(3.3)

where \( u(t) \) is a time dependent function and \( \mu \in \mathbb{R} \) is a constant both of which will be fixed below. Using (3.1)-(3.3), we find from differentiating (2.14) that

\[ \partial_t \tilde{V} = P \partial_t W + Z \]  

(3.4)

and

\[ \partial_t \tilde{V} = P \partial_t W \]  

(3.5)

where

\[
W = (\tilde{\zeta}, w_1, w_2, w_3)^{tr},
\]

(3.6)

\[
Z = \begin{pmatrix}
0 & t^{-\nu-1}e^{\nu_1}(t \mu'_\nu(t) - \nu \mu e^{\nu_1}(w_2 + w_3)) \\
0 & (w_2 + w_3)e^{\nu_1}(t \mu'_\nu(t) - 2\mu e^{\nu_1}(w_2 + w_3)) \\
0 & -t^{-\nu-1}e^{\nu_1}(t \mu'_\nu(t) - 2\mu e^{\nu_1}(w_2 + w_3)) \\
\end{pmatrix}
\]

(3.7)

\[
P = \begin{pmatrix}
1 & 0 & 0 \\
0 & t^{-\nu-1}e^{\nu_1} & t^{-\nu-1}e^{\nu_2} \\
0 & (w_2 + w_3)e^{\nu_1} & e^{\nu_1}w_3 \\
\end{pmatrix}
\]

(3.8)

and we have set

\[
\tilde{w}_1 = u + w_1,
\]

(3.9)

\[
\phi = 2t^{2\mu}(w_2^2 + w_3^2) + 1,
\]

(3.10)

\[
\eta_\Lambda = \left(2w_3\lambda t^{2\mu}(w_2 - w_3) + (-1)^{\Lambda+1}\right), \quad \Lambda = 2, 3,
\]

(3.11)

and

\[
\xi_\Lambda = (2w_3\lambda t^{2\mu}(w_2 + w_3) + 1), \quad \Lambda = 2, 3.
\]

(3.12)

By multiplying (2.15) on the left by \( P^{tr} \), we see, with the help of (3.4)-(3.5), that \( W \) satisfies

\[
A^0_\Lambda \partial_\Lambda W + A^I_\Lambda \partial_\Lambda W = \frac{1}{t} P^{tr} (B\pi \tilde{V} - t\tilde{B}^0 Z)
\]

(3.13)

where

\[
A^0_\Lambda = \left( \begin{array}{ccc}
\frac{2w_3\lambda t^{2\mu}(w_2 + w_3) + 1}{t} & 0 & 0 \\
0 & \frac{2w_3\lambda t^{2\mu}(w_2 + w_3) + 1}{t} & 0 \\
0 & 0 & \frac{2w_3\lambda t^{2\mu}(w_2 + w_3) + 1}{t}
\end{array} \right)
\]

(3.14)

Next, setting

\[
A^I_\Lambda = (A^0_\Lambda)^{-1} A^I_\Lambda
\]

(3.15)

and

\[
F = \frac{1}{t} (A^0_\Lambda)^{-1} P^{tr} (B\pi \tilde{V} - t\tilde{B}^0 Z),
\]

(3.16)

we deduce from (3.13) that \( W \) satisfies

\[
\partial_\Lambda W + A^I_\Lambda \partial_\Lambda W = F.
\]

(3.17)

Moreover, straightforward, but lengthy, calculations using (2.4)-(2.9), (2.14), (2.16)-(2.17), (3.1)-(3.3), (3.7)-(3.12) and (3.14)-(3.16) yield the following explicit formulas for the matrices \( A^0_\Lambda \), \( A^I_\Lambda \) and the source term \( F \):

\[
A^0_\Lambda = \begin{pmatrix}
K & 0 & 0 \\
0 & \frac{2w_3\lambda t^{2\mu}(w_2 + w_3) + 1}{t} & 0 \\
0 & 0 & \frac{2w_3\lambda t^{2\mu}(w_2 + w_3) + 1}{t}
\end{pmatrix},
\]

(3.18)
are stable to the future under nonlinear perturbations. We locate these solutions by noting from (3.1) and observe that $\Pi$ and $\Pi^{\perp}$ satisfy the relations 

$$
\Pi = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix}
$$

(3.27)

and observe that $\Pi$ and $\Pi^\perp$ satisfy the relations 

$$
\Pi^2 = \I - \Pi, \quad (\Pi^\perp)^2 = \Pi^\perp, \quad \Pi\Pi^\perp = \Pi^\perp\Pi = 0 \quad \text{and} \quad \Pi + \Pi^\perp = \I.
$$

(3.28)

3.1. Homogeneous solutions. To proceed, we need to identify the homogeneous solutions that we will show are stable to the future under nonlinear perturbations. We locate these solutions by noting from (3.25) that $G_{\big|_{W=0}} = 0$.

From this, (3.22) and (3.26), it is then clear that the trivial solution $W = 0$ will solve (3.17) provided that $\mu$ and $u(t)$ are chosen to satisfy

$$
-\mu + (\mu + 3)K - 1 = 0
$$

(3.30)

and

$$
u(t) = \frac{(\mu - 3K + 1)\ell^{2\mu - 1}}{(\mu - 1)\ell^{2\mu}},
$$

(3.31)

respectively. Solving (3.30) for $\mu$ yields

$$
\mu = \frac{3K - 1}{1 - K},
$$

(3.32)

which we observe by (1.5) satisfies $\mu > 0$.

(3.33)
Moreover using (3.32), we note that (3.31) can be expressed as
\[ u'(t) = \frac{K\mu t^{2\mu-1}}{t^{2\mu} + (1 - K)e^{2u(t)}} \] (3.34)

The following proposition guarantees the existence of solutions to (3.34) that exist for all \( t \in (0, 1] \).

**Proposition 3.1.** Suppose \( 1/3 < K < 1 \), \( \mu = (3K - 1)/(1 - K) \), and \( u_0 \in \mathbb{R} \). Then there exists a unique solution \( u \in C^\infty((0, 1]) \cap C^0([0, 1]) \) to the initial value problem
\[
\begin{align*}
  u'(t) &= \frac{K\mu t^{2\mu-1}}{t^{2\mu} + (1 - K)e^{2u(t)}}, \quad 0 < t \leq 1, \\
  u(1) &= u_0,
\end{align*}
\] (3.35)

that satisfies
\[
|u(t) - u(0)| \lesssim t^{2\mu} \quad \text{and} \quad |u'(t)| \lesssim t^{2\mu-1}
\] (3.37)

for all \( t \in (0, 1] \). Moreover, for each \( \rho_e \in \mathbb{R} > 0 \), the solution \( u \) determines a homogenous solution of the relativistic Euler (1.1) equations given by
\[
\rho, \tilde{v} = \left( \frac{\rho_e t^{2(1+K)\mu} - t^{1-\mu} \sqrt{e^{2u} + t^{2\mu}}}{(2\rho_e + e^{2u}) t^{2(1+K)\mu}}, -t^{1-\mu} \sqrt{e^{2u} + t^{2\mu}}, t^{1-\mu} e^u, 0, 0 \right).
\] (3.38)

**Proof.** By standard local existence theorems for ODEs, we know there exists a \( T \in [0, 1) \) and a unique solution \( u \in C^\infty([T, 1]) \) to the initial value problem (3.35)-(3.36) that can be continued to smaller times as long as \( u(t) \) stays bounded. On the other hand, we observe that (3.35) can be integrated directly to yield the implicit solution
\[
K \frac{t}{2} \ln(t^{2\mu} + e^{2u(t)}) = u(t) = c,
\]
where the constant \( c \) is uniquely determined by the initial condition \( u_0 \) and the constants \( K, \mu \). Solving for \( t^{2\mu} \) shows that
\[
e^{2u(t)} = t^{2\mu}.
\]

Since \( \mu > 0 \), this implies the inequality
\[
0 \leq e^{2u(t)} - e^{2u(t)} \leq 1, \quad 0 \leq T < t \leq 1,
\]
from which we deduce the lower bound
\[
e^{2u(t)} \leq e^{2(c + u(t))} \implies 2u(t) \leq \frac{2(c + u(t))}{K} \implies \frac{c}{1 - K} \leq u(t), \quad 0 \leq T < t \leq 1.
\] (3.39)

On the other hand, since the right hand side of the ODE (3.35) is positive, \( u(t) \) must be increasing, and hence, it is bounded above by
\[
u(t) \leq u_0 \quad 0 \leq T < t \leq 1.
\] (3.40)

Thus \( u(t) \) is bounded above and below, and so we conclude via the continuation principle for ODEs that the solution \( u(t) \) must exist for all \( t \in (0, 1] \), that is, \( T = 0 \).

Next, integrating (3.35) in time, we see, with the help of the lower and upper bounds (3.39)-(3.40) and the triangle inequality, that \( u(t) \) satisfies the estimate
\[
|u(t_2) - u(t_1)| \lesssim \int_{t_1}^{t_2} t^{2\mu-1} \, dt \lesssim t^{2\mu} - t^{2\mu}, \quad 0 < t_1 < t_2 \leq 1.
\] (3.41)

From this, we conclude that the limit \( \lim_{t \to 0} u(t) \) exists and \( u(t) \) extends to a uniformly continuous function on \( [0, 1] \). Setting \( t_2 = t \) and sending \( t_1 \to 0 \) in (3.41) gives
\[
|u(t) - u(0)| \lesssim t^{2\mu}, \quad 0 < t \leq 1.
\]

We further note that the inequality
\[
|u(t)| \lesssim t^{2\mu-1}, \quad 0 < t \leq 1,
\]
follows directly from the bounds (3.39)-(3.40) and the ODE (3.35). To complete the proof, we observe, by construction, that the trivial solution \( W = 0 \) to (3.17) determines via (2.1), (2.12), (3.1)-(3.3) and (3.6) a homogeneous solution to the relativistic Euler equations (1.1) given by (3.38). □
3.2. Fuchsian form. To complete the transformation of the relativistic Euler equations into Fuchsian form, we let \( u(t) \) denote one of the homogeneous solutions to the IVP (3.35)-(3.36) from Proposition 3.1. Then by construction, \( \mathcal{F}_0 = 0 \), and so, (3.17) reduces, see (3.22) and (3.26), to
\[
\partial_t W + A^I \partial_I W = -\frac{\mu}{t} \Pi W + t^{2\mu-1} G.
\] (3.42)
Applying the projection operator \( \Pi \) to this equation and noting the \( \Pi G = 0 \) by (3.25) and (3.27), we get that
\[
\partial_t (\Pi W) + \Pi A^I \partial_I W = -\frac{\mu}{t} \Pi W,
\]
which we observe can equivalently written as
\[
\partial_t (\mu^I \Pi W) + t^\mu \Pi A^I \partial_I W = 0.
\] (3.43)
Next, applying \( \Pi^\perp \), see (3.28), to (3.42) shows, with the help of (3.29), that
\[
\partial_t (\Pi^\perp W) + \Pi^\perp A^I \partial_I W = t^{2\mu-1} \Pi^\perp G.
\]
Adding this equation to (3.43) gives
\[
\partial_t \bar{W} + t^\mu \Pi A^I \partial_I \bar{W} + \Pi^\perp A^I \partial_I W = t^{2\mu-1} \Pi^\perp G
\] (3.44)
where we have set
\[
\bar{W} := \Pi^\perp W + t^\mu \Pi W = (\bar{\zeta}, w_1, t^\mu w_2, t^\mu w_3)^T.
\] (3.45)
We then differentiate (3.42) spatially to get
\[
\partial_t \partial_J W + A^I \partial_I \partial_J W + \partial_J A^I \partial_I W = -\frac{\mu}{t} \Pi \partial_J W + t^{2\mu-1} \partial_J G.
\]
Setting
\[
W_J := t^\mu \partial_J W = (t^\mu \partial_J \bar{\zeta}, t^\mu \partial_J w_1, t^\mu \partial_J w_2, t^\mu \partial_J w_3)^T,
\] (3.46)
we can write this as
\[
\partial_t W_J + A^I \partial_I W_J + \partial_J A^I W_J = -\frac{\mu}{t} \Pi^\perp W_J + t^{2\mu-1} \partial_J G.
\]
Multiplying on the left by \( A^0 \) and recalling the definitions (3.15), we find that \( W_J \) satisfies
\[
A^0 \partial_t W_J + A^I \partial_I W_J = \frac{\mu}{t} A^0 \Pi^\perp W_J + t^{2\mu-1} A^0 \partial_J G - A^0 \partial_J A^I W_J.
\] (3.47)
Additionally, using the definition (3.46), we observe that (3.44) can be written as
\[
\partial_t \bar{W} = -\Pi A^I W_I - t^{-\mu} \Pi^\perp A^I \Pi W_I + t^{2\mu-1} \Pi^\perp G - t^{-\mu} \Pi^\perp A^I \Pi^\perp W_I.
\] (3.48)
Finally, combining (3.47) and (3.48) yields the system
\[
\mathcal{A}^0 \partial_t \mathcal{W} + \mathcal{A}^I \partial_I \mathcal{W} = \frac{\mu}{t} \mathcal{A}^0 \partial^\perp \mathcal{W} + \mathcal{F}_0 + \mathcal{F}_1
\] (3.49)
where
\[
\mathcal{W} = \begin{pmatrix} W \\ W_J \end{pmatrix},
\] (3.50)
\[
\mathcal{A}^0 = \begin{pmatrix} \Pi & 0 \\ 0 & A^0 \end{pmatrix},
\] (3.51)
\[
\mathcal{A}^I = \begin{pmatrix} 0 & 0 \\ 0 & A^I \end{pmatrix},
\] (3.52)
\[
P = \begin{pmatrix} 0 & 0 \\ 0 & \Pi^\perp \end{pmatrix},
\] (3.53)
\[
\mathcal{F}_0 = \begin{pmatrix} -\Pi A^I W_I - t^{-\mu} \Pi^\perp A^I \Pi W_I + t^{2\mu-1} \Pi^\perp G \\ t^{2\mu-1} A^0 \partial_J G - A^0 \partial_J A^I W_I \end{pmatrix}
\] (3.54)
and
\[
\mathcal{F}_1 = \begin{pmatrix} -t^{-\mu} \Pi^\perp A^I \Pi^\perp W_I \\ 0 \end{pmatrix}.
\] (3.55)

The point of this system, as will be established in the proof of Theorem 4.1, is that it is now of a suitable Fuchsian form to which we can apply the existence theory from [1]. This will allow us to establish the future stability of nonlinear perturbations of the homogeneous solutions to relativistic Euler equations that are defined by (3.38).
3.3. Coefficient properties. We now turn to showing that the coefficients of the system (3.49) satisfy the required properties needed to apply the existence theory from [1] in the proof of Theorem 4.1. To begin, we define
\[ \tilde{t} = t^{2\mu}, \quad \text{and} \quad \tilde{w}_\Lambda = t^\mu w_\Lambda, \quad \Lambda = 2, 3, \] (3.56)
and observe from (3.9)-(3.10), (3.23) and (3.18) that the matrix \( A^0 \) can be treated as a map depending on the variables (3.56), that is,
\[ A^0 = A^0(\tilde{t}, \tilde{w}_1, \tilde{w}_2, \tilde{w}_3), \] (3.57)
where for each \( R > 0 \) there exists constants \( r, \omega > 0 \) such that \( A^0 \) is smooth on the domain defined by
\[ (\tilde{t}, \tilde{w}_1, \tilde{w}_2, \tilde{w}_3) \in (-r, 2) \times (-R, R) \times (-R, R), \] (3.58)
and satisfies
\[ A^0(\tilde{t}, \tilde{w}_1, 0, 0) \geq \omega I \] (3.59)
for all \( (\tilde{t}, \tilde{w}_1) \in (-\rho, 2) \times (-R, R) \). Differentiating \( A^0 \) with respect to \( t \) then shows, with the help of (3.9), (3.45) and (3.56), that
\[ \partial_t A^0 = DA^0(\tilde{t}, \tilde{w}_1, \tilde{w}_2, \tilde{w}_3) \begin{bmatrix} 2\mu t^{2\mu-1} u'(t) + \partial_t w_1 \\ \partial_t w_2 \\ \partial_t w_3 \end{bmatrix} \\
= DA^0(\tilde{t}, \tilde{w}_1, \tilde{w}_2, \tilde{w}_3) \begin{bmatrix} 2\mu t^{2\mu-1} u'(t) \\ 0 \\ 0 \end{bmatrix} + P_1 \partial_t \tilde{W} \] (3.60)
where
\[ P_1 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \]
\( \partial_t \tilde{W} \) can be computed using the equation of motion (3.48), and \( u'(t) \) is bounded by (3.37).

Next, setting
\[ \tilde{w}_1 = t^\mu e^{-2\omega_1}, \] (3.61)
it follows from (3.9)-(3.11), (3.19)-(3.21), (3.23)-(3.24) and (3.56) that we can express the matrices \( \mathcal{A}^I \) as
\[ \mathcal{A}^I = A^I_1(\tilde{w}_1, \tilde{w}_2, \tilde{w}_3) + t^\mu A^I_2(\tilde{t}, \tilde{w}_1, \tilde{w}_2, \tilde{w}_3) + t^{2\mu} A^I_3(\tilde{t}, \tilde{w}_1, \tilde{w}_2, \tilde{w}_3) \] (3.62)
where the \( A^I_2, \hat{A}^I_3 \) are smooth on the domain (3.58) and the \( A^I_1 \) are smooth on the domain defined by
\[ (\tilde{w}_1, \tilde{w}_2, \tilde{w}_3) \in (-R, R) \times (-R, R) \times (-R, R). \]
It is also not difficult to verify from (3.19)-(3.21) that the \( A^I_1 \) satisfy
\[ \Pi^\perp A^I_1 \Pi = 0. \] (3.63)

Differentiating the matrices \( \mathcal{A}^I \) spatially, we get from (3.9), (3.46), (3.56), (3.61) and (3.62) that
\[ \partial_j \mathcal{A}^I = DA^I_1(\tilde{w}_1, \tilde{w}_2, \tilde{w}_3) \begin{pmatrix} -2e^{-2\omega_1} t^\mu & 0 & 0 \\ 0 & t^\mu \partial_j w_1 & 0 \\ 0 & 0 & t^\mu \partial_j w_2 \end{pmatrix} \\
+ t^\mu DA^I_2(\tilde{t}, \tilde{w}_1, \tilde{w}_2, \tilde{w}_3) \begin{pmatrix} 0 & \partial_j w_1 & 0 \\ \partial_j w_2 & 0 & 0 \\ \partial_j w_3 & 0 & 0 \end{pmatrix} \\
+ t^{2\mu} DA^I_3(\tilde{t}, \tilde{w}_1, \tilde{w}_2, \tilde{w}_3) \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & t^\mu \\ 0 & 0 & 0 \end{pmatrix} \] (3.64)
where
\[ P_2 = \begin{pmatrix} 0 & -2e^{-2\omega_1} & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} \quad \text{and} \quad P_3 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & t^\mu \end{pmatrix}. \]

We further observe from (3.18) and (3.27)-(3.28) that \( A^0 \) satisfies
\[ [\Pi^\perp, A^0] = 0 \]
and
\[ \Pi^\perp A^0 \Pi = \Pi A^0 \Pi^\perp = 0. \]
From the definitions (3.51) and (3.53), it is then clear that \( \mathcal{A}^0 \) satisfies
\[ [\mathcal{P}, \mathcal{A}^0] = 0 \]  
(3.65)
and
\[ \mathcal{P}^\perp \mathcal{A}^0 \mathcal{P} = \mathcal{P} \mathcal{A}^0 \mathcal{P}^\perp = 0, \]  
(3.66)
where
\[ \mathcal{P}^\perp = \mathbb{1} - \mathcal{P}. \]  
(3.67)
Additionally, it follows immediately from (3.27)-(3.29) that \( \mathcal{P} \) satisfies
\[ \mathcal{P}^2 = \mathcal{P}, \quad \mathcal{P}^\perp = \mathcal{P}, \quad \partial_t \mathcal{P} = 0 \quad \text{and} \quad \partial_t \mathcal{P} = 0, \]  
(3.68)
while the symmetry of the matrices \( \mathcal{A}^i \), that is,
\[ (\mathcal{A}^i)^{tr} = \mathcal{A}^i \]  
(3.69)
is an immediate consequence of the definitions (2.16)-(2.17), (3.14), and (3.51)-(3.52).

Remark 3.2. From the definitions (3.9), (3.25), (3.45), (3.46), (3.50), (3.53), (3.56) and (3.61), the evolution equation (3.48), the estimates (3.37) for \( u(t) \) and \( u'(t) \), the derivative formula (3.60), and the smoothness properties (3.57) and (3.62) of the matrices \( A^0 \) and \( A^i \), respectively, and the identity (3.63), it is not difficult to verify, for \( \mu \) satisfying \( 0 \leq \mu \leq 1/2 \) and \( R > 0 \) small enough, that there exists constants \( \theta, \beta > 0 \) such that 
\[ |\partial_t A^0| \leq \theta t^{2n-1} + t^{\mu-1} |\mathcal{P} \mathcal{W}| \]
for all \( (t, \mathcal{W}) \in [0, 1] \times B_R(\mathbb{R}^4) \). Furthermore, from the formulas (3.54)-(3.55), it is also clear that
\[ \mathcal{P} \mathcal{F}_1 = 0 \]
and there exists a constant \( \lambda > 0 \) such that \( \mathcal{P}^\perp \mathcal{F}_1 \) is bounded by
\[ |\mathcal{P}^\perp \mathcal{F}_1| \leq t^{\mu-1} |\mathcal{P} \mathcal{W}| \]
for all \( (t, \mathcal{W}) \in [0, 1] \times B_R(\mathbb{R}^4) \), while \( \mathcal{F}_0 \) is bounded by
\[ |\mathcal{F}_0| \lesssim t^{2\mu-1} |\mathcal{W}| \]
for all \( (t, \mathcal{W}) \in [0, 1] \times B_R(\mathbb{R}^4) \).

By similar considerations, we see for \( \mu \) satisfying \( 1/2 < \mu < 1 \), that \( \partial_t A^0, \mathcal{P}^\perp \mathcal{F}_1 \) and \( \mathcal{F}_0 \) are bounded by
\[ |\partial_t A^0| \leq \theta t^{1-2\mu} + t^{-\mu} |\mathcal{P} \mathcal{W}|, \]
\[ |\mathcal{P}^\perp \mathcal{F}_1| \leq t^{-\mu} |\mathcal{P} \mathcal{W}| \]
and
\[ |\mathcal{F}_0| \lesssim t^{1-2\mu} |\mathcal{W}|, \]
respectively, for all \( (t, \mathcal{W}) \in [0, 1] \times B_R(\mathbb{R}^4) \).

4. Future stability
We are now ready to establish the future stability of nonlinear perturbations of the homogeneous solutions (3.38) of relativistic Euler equations.

Theorem 4.1. Suppose \( k \in \mathbb{Z}_{>3/2+3}, 1/3 < K < 1/2, \mu = (3K - 1)/(1 - K), \sigma > 0, u_0 \in \mathbb{R}, u \in C^\infty((0, 1]) \cap C^0([0, 1]) \) is the unique solution to the IVP (3.35)-(3.36), and \( \tilde{\zeta}_0, w_f^0 \in H^{k+1}(\mathbb{T}^3) \). Then for \( \delta > 0 \) small enough, there exists a unique solution
\[ W = \left( \tilde{\zeta}, w_f \right)^{tr} \in C^0((0, 1], H^{k+1}(\mathbb{T}^3, \mathbb{R}^4)) \cap C^1((0, 1], H^k(\mathbb{T}^3, \mathbb{R}^4)) \]
to (see (3.13) and (3.16)) the initial value problem
\[ A^0 \partial_t W + A^i \partial_i W = A^0 \mathcal{F} \quad \text{in } (0, 1] \times \mathbb{T}^3, \]  
(4.1)
\[ W = \left( \tilde{\zeta}_0, w_f^0 \right)^{tr} \quad \text{in } \{1\} \times \mathbb{T}^3, \]  
(4.2)
provided that
\[ \left( \|\tilde{\zeta}_0\|^2_{H^{k+1}} + \sum_{j=1}^3 \|w_f^0\|^2_{H^{k+1}} \right)^{\frac{1}{2}} \leq \delta. \]

Moreover,
(i) \( W = (\zeta, w_j)^{tr} \) satisfies the energy estimate
\[
\mathcal{E}(t) + \int_{t}^{1} 2^{\mu-1} \left( \| D\zeta(t) \|_{H^k}^2 + \| Dw_1(t) \|_{H^k}^2 \right) dt \leq \| \zeta_0 \|_{H^{k+1}}^2 + \sum_{j=1}^{3} \| w_j \|_{H^{k+1}}^2
\]
for all \( t \in (0, 1] \) where\(^{7}\)
\[
\mathcal{E}(t) = \| \zeta(t) \|_{H^k}^2 + \| w_1(t) \|_{H^k}^2 + t^{2\mu} \left( \| D\zeta(t) \|_{H^k}^2 + \| Dw_1(t) \|_{H^k}^2 + \| w_2(t) \|_{H^{k+1}}^2 + \| w_3(t) \|_{H^{k+1}}^2 \right),
\]
(ii) there exists functions \( \zeta, w_1^* \in H^{k-1}(T^3) \) and \( \bar{w}_2^*, \bar{w}_3^* \in H^{k}(T^3) \) such that the estimate
\[
\mathcal{E}(t) \lesssim t^{\mu-\sigma}
\]
holds for all \( t \in (0, 1] \) where
\[
\mathcal{E}(t) = \| \zeta(t) \|_{H^{k+1}} + \| w_1(t) \|_{H^{k+1}} + \| t^{\mu}w_2(t) \|_{H^k} + \| t^{\mu}w_3(t) \|_{H^k},
\]
(iii) and \( u \) and \( W = (\zeta, w_j)^{tr} \) determine a solution of the relativistic Euler equations (1.1) on the spacetime region \( M = (0, 1] \times T^3 \) via the formulas
\[
\rho = \frac{\rho c t^{2(1+K)} e^{(1+K)\zeta}}{(t^{2\mu} + e^{(u+w_1)})^{\frac{1}{2\mu}}},
\]
\[
\nu^0 = -t^{1+\mu} \sqrt{e^{u+w_1} + t^{2\mu}},
\]
\[
\nu^1 = t^{1+\mu} \left( \frac{e^{u+w_1}}{(t^{u+w_2} - t^{u+w_3})^2 + \left( t^{u+w_2} + t^{u+w_3} \right)^2 + 1} \right),
\]
\[
\nu^2 = t^{1+\mu} \left( \frac{t^{u+w_2} + t^{u+w_3} e^{u+w_1}}{(t^{u+w_2} - t^{u+w_3})^2 + \left( t^{u+w_2} + t^{u+w_3} \right)^2 + 1} \right),
\]
\[
\nu^3 = t^{1+\mu} \left( \frac{t^{u+w_2} - t^{u+w_3} e^{u+w_1}}{(t^{u+w_2} - t^{u+w_3})^2 + \left( t^{u+w_2} + t^{u+w_3} \right)^2 + 1} \right).
\]

Proof. By (2.16)-(2.17) and (3.14), we know that the matrices \( A^i \) are symmetric. Furthermore, from the analysis carried out in Section 3.3, we know that the maps \( A^i \) and \( F \) depend smoothly on the variables \((t, \zeta, w_j)\) for \( t \in (0, 1] \) and \((\zeta, w_j)\) in an open neighborhood of zero, and that the matrix \( A^0 \) is positive definite. This shows that the system (4.1) is symmetric hyperbolic. Since \( k \in \mathbb{Z}_{>3/2+\frac{3}{2}} \) and
\[
W_0 := (\zeta_0, w_0)^{tr} \in H^{k+1}(T^3, \mathbb{R}^4)
\]
by assumption, we can appeal to standard local-in-time existence and uniqueness theorems and the continuation principle for symmetric hyperbolic systems, see Propositions 1.4, 1.5 and 2.1 from [20, Ch. 16], to conclude that there exists a maximal time \( T_* \in (0, 1] \) such that the IVP (4.1)-(4.2) admits a unique solution
\[
W = (\zeta, w_j)^{tr} \in C^1([T_*], H^{k+1}(T^3, \mathbb{R}^4)) \cap C^1((T_*], H^k(T^3, \mathbb{R}^4)).
\]
We also know from the computations carried out in Section 3 that
\[
\mathcal{W} = (\mathcal{W}, \mathcal{W}_j),
\]
where \( \mathcal{W} \) and \( \mathcal{W}_j \) are determined from the solution \( W \) via the formulas (3.45) and (3.46), respectively, will solve the IVP
\[
\mathcal{A}^0 \partial_t \mathcal{W} + \mathcal{A}^I \partial_I \mathcal{W} = \frac{H}{t} \mathcal{A}^0 \mathcal{W} + \mathcal{F}_0 + \mathcal{F}_1 \quad \text{in } (T_*], 1) \times T^3, \quad \mathcal{W} = \mathcal{W}_0 := (W_0, \partial_j W_0)^{tr} \quad \text{in } (1) \times T^3.
\]
We further observe that if the initial data \( W_0 \) is chosen to satisfy \( \| W_0 \|_{H^{k+1}} \leq \delta \), then
\[
\| \mathcal{W}_0 \|_{H^k} \lesssim \| W_0 \|_{H^{k+1}} \leq \delta.
\]
On the other hand, we can view (4.9) as an equation for the variables \( \mathcal{W} = (\mathcal{W}, \mathcal{W}_j) \), with \( W = (w_1, w_2, w_3) \) and \( \bar{W} = (w_1, \bar{w}_1, \bar{w}_1) \), where the maps \( \mathcal{A}^0, \mathcal{A}^I = \mathcal{A}^0 A^I \) and \( \mathcal{F}_0, \mathcal{F}_1 \) depend on the variables \( (t, \mathcal{W}) \) and \( \mathcal{W} \) respectively; see Section 3.3 above. Then from (i) the smoothness properties (3.57), (3.62) and the identity (3.63) satisfied by the matrices \( A^0 \) and \( A^I \), (ii) the derivative formulas (3.60) and (3.64), (iii) the variable definitions (3.9), (3.45), (3.46), (3.56), and (3.61), (iv) the properties of the homogeneous solution \( u(t) \) as given by Proposition 3.1, (v) the assumption \( 1/3 < K < 1/2 \), which, in particular, implies that \( 0 < \mu < 1 \), and (vi)

---

\(^{7}\)Here, the norm \( \| Df \|_{H^k} \) is defined by \( \| Df \|_{H^k}^2 = \sum_{j=1}^{3} \| D_j f \|_{H^k}^2 \).
the properties (3.65)-(3.69) of the matrices $A^t$ and $P$, it is not difficult to verify using the definitions (3.50)-(3.55) that, for $R > 0$ chosen small enough, there exists, see also Remark 3.2, constants $\theta, \gamma_1 = \tilde{\gamma}_1, \gamma_2 = \tilde{\gamma}_2, \lambda_2 > 0$ and $\beta_0, \beta_2, \beta_4, \beta_0 > 0$, where the $\beta_q$ can be chosen as small as we like by shrinking $R > 0$ if necessary, such that system (4.9) satisfies all the assumptions from Section 3.4 of [1] for following choice of constants:

$$p = \begin{cases} 2\mu & \text{if } 0 < \mu \leq 1/2 \\ 2(1 - \mu) & \text{if } 1/2 < \mu < 1 \end{cases}$$

and

$$\beta_1 = \beta_2 = \beta_4 = \beta_7 = \lambda_1 = \lambda_3 = \alpha = 0.$$  

As discussed in [1, §3.4], this implies that under the time transformation $t \mapsto t^p$, the transformed version of (3.49) will satisfy all of the assumptions from Section 3.1 of [1]. Moreover, since the $A^t$ have a regular limit as $t \searrow 0$ (equivalently as $T \searrow 0$), the constants $b$ and $\tilde{b}$ from Theorem 3.8 of [1] will satisfy $b = \tilde{b} = 0$, and consequently, the constant $\tilde{\gamma}_1$ that is involved in determining the decay is given by

$$\tilde{\gamma}_1 = \gamma_1 = (k - 1)\beta = \mu.$$  

We can therefore apply Theorem 3.8 from [1] to the time transformed version of (4.9) as described in [1, Section 3.4] to deduce, for $\delta > 0$ chosen small enough and the initial data satisfying $\|W(0)\|_{H^s} < \delta$, the existence of a unique solution

$$W^* \in C^0([0, 1], H^k(\mathbb{T}^2, \mathbb{R}^6)) \cap L^\infty([0, 1], H^k(\mathbb{T}^2, \mathbb{R}^6)) \cap C^1([0, 1], H^{k-1}(\mathbb{T}^2, \mathbb{R}^6))$$

to the IVP (4.9)-(4.10) with the following properties:

1. The limit $\lim_{t \to 0} \|P^{-1} W^*(0)\|_{H^{k-1}}$, denoted $\|P^{-1} W^*(0)\|_{H^{k-1}}$, exists in $H^{k-1}(\mathbb{T}^2, \mathbb{R}^6)$.

2. The solution satisfies the energy estimate

$$\|W^s(t)\|_{H^k}^2 + \int_1^t \frac{1}{\tau} \|P W^s(\tau)\|_{H^k}^2 d\tau \lesssim \|W_0\|_{H^k}^2$$  

for all $t \in (0, 1)$.

3. The solution decays as $t \searrow 0$ according to

$$\|P W^s(t)\|_{H^{k-1}} \lesssim t^{\mu - \sigma}$$  

and

$$\|P^{-1} W^s(t) - P^{-1} W^s(0)\|_{H^{k-1}} \lesssim t^{\mu - \sigma}$$  

for all $t \in (0, 1)$.

By uniqueness, the two solutions $W$ and $W^*$ to the IVP (4.9)-(4.10) must coincide on their common domain of definition, and so, we have

$$W(t) = W^*(t), \; T_0 < t \leq 1.$$  

But this implies via (4.8), the energy estimate (4.11), and Sobolev’s inequality [20, Ch. 13, Prop 2.4] that

$$\|\bar{W}(t)\|_{W^{1, \infty}} \lesssim \|\bar{W}(t)\|_{H^k} \lesssim \|W(t)\|_{H^{k-1}} \lesssim \|W_0\|, \; T_0 < t \leq 1.$$  

By choosing the initial data $W_0$ so that $\|W_0\|_{H^k}$ is sufficiently small, we can then ensure that

$$\|\bar{W}(t)\|_{W^{1, \infty}} \lesssim \frac{R}{T} \quad T_0 < t \leq 1,$$

where $R > 0$ is as defined in Section 3.3, which, in particular, is enough to guarantee that the coefficients $A^t$ and $F$ of (4.1) remain well-defined. By the continuation principle and the maximality of $T_\ast$, we conclude that $T_\ast = 0$, and hence that

$$W(t) = W^*(t), \; 0 < t \leq 1.$$  

From this, the definitions (3.27), (3.28), (3.45), (3.46), (3.53) and (4.8), and the energy estimate (4.11), it is then straightforward to verify

$$E(t) + \int_0^t \tau^{2\mu - 1} \left( \|D\tilde{\zeta}(\tau)\|_{H^k}^2 + \|DW_1(\tau)\|_{H^k}^2 \right) d\tau \lesssim \|W_0\|_{H^k}^2, \; 0 < t \leq 1,$$

---

8By our conventions, the time variable $t$ is assumed to be positive as opposed to [1] where it is taken to be negative. This causes no difficulties since one can change between these two conventions by using the simple time transformation $t \mapsto -t$.

9In the article [1], this constant is denoted by $\zeta$, but since we are already using $\zeta$ to denote the modified fluid density, we will refer to this parameter as $\tilde{\gamma}_1$. 

---
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where

\[ \mathcal{E}(t) = \|\tilde{\zeta}(t)\|_{H^k}^2 + \|w_1(t)\|_{H^k}^2 + t^{2\mu}(\|D\tilde{\zeta}(t)\|_{H^k}^2 + \|Dw_1(t)\|_{H^k}^2 + \|w_2(t)\|_{H^{k+1}}^2 + \|w_3(t)\|_{H^{k+1}}^2). \]

Furthermore, from the decay estimate (4.13) and the definition (3.67), we obtain the existence of functions \( \tilde{\zeta}_*, w_1^* \in H^{k-1}(\mathbb{T}^3) \) and \( \tilde{w}_2^*, \tilde{w}_3^* \in H^k(\mathbb{T}^3) \) such that the estimate

\[ \tilde{\mathcal{E}}(t) \lesssim t^{\mu - \sigma} \]

holds for all \( t \in (0, 1] \), where

\[ \tilde{\mathcal{E}}(t) = \|\tilde{\zeta}(t) - \tilde{\zeta}_*\|_{H^{k-1}} + \|w_1(t) - w_1^*\|_{H^{k-1}} + \|\tilde{w}_2(t)\|_{H^k} + \|\tilde{w}_3(t)\|_{H^k}. \]

To complete the proof, we recall from (1.3), (2.1), (2.4) and (3.1)-(3.3), that \( u \) and \( W = (\tilde{\zeta}, w, r)^T \) determine a solution of the relativistic Euler equations (1.1) on the spacetime region \( M = (0, 1] \times \mathbb{T}^3 \) via the formulas (4.3)-(4.7).

5. \( \mathbb{T}^2 \)-symmetric future stability

In this section, we focus on solutions of the relativistic Euler equations that are independent of the coordinates \((x^2, x^3) \in \mathbb{T}^2\), or in other words, admit a \( \mathbb{T}^2 \)-symmetry. To find such solutions, we set

\[ \tilde{\zeta} = z(t, x^1), \quad w_1 = u(t, x^1) \quad \text{and} \quad w_2 = w_3 = 0, \]

(5.1)

and observe, with the help of the (3.6), (3.9)-(3.12), (3.15), (3.16) and (3.18)-(3.27), that this ansatz leads to a consistent reduction of (3.13) to a symmetric hyperbolic equations for the variables \((z, u)\) in \(1 + 1\) dimensions given by

\[ \mathcal{A}^0 \partial_t \mathcal{W} + \mathcal{A}^1 \partial_1 \mathcal{W} = \mathcal{F}, \]

(5.2)

where

\[ \mathcal{A}^0 = \begin{pmatrix} K & 0 \\ 0 & \frac{t^{2\mu}e^{2(u+v)} + (1-K)e^{4(u+v)}}{(t^{2\mu}e^{2(u+v)})^2} \end{pmatrix}, \]

(5.3)

\[ \mathcal{A}^1 = \frac{1}{\sqrt{t^{2\mu}e^{2(u+v)} + t^{2\mu}}} \begin{pmatrix} -Ke^{u+v} & -Ke^{2u+v} \\ -Ke^{2u+v} & (2-K)e^{2u+v} + (K-1)e^{4(u+v)} \end{pmatrix}, \]

(5.4)

\[ \mathcal{F} = \begin{pmatrix} 0 \\ \frac{t^{2\mu-1}Ke^{2u+v}(K-1)e^{4u+v}}{(t^{2\mu}e^{2(u+v)})^2} \end{pmatrix}, \]

(5.5)

and in deriving this equation, we have assumed, as above, that \( u = u(t) \) solves the IVP (3.35)-(3.36).

The system (5.2) is almost regular in that \( \mathcal{A}^0(t, \mathcal{W}), \mathcal{A}^1(t, \mathcal{W}) \) and \( \mathcal{F}(t, \mathcal{W}) \) are smooth in \((t, \mathcal{W}) \) for \((t, \mathcal{W}) \in (0, 1] \times \mathbb{R}^2 \) and \( \mathcal{A}^0 \) and \( \mathcal{A}^1 \) are, for any \( R > 0 \), uniformly bounded for \((t, \mathcal{W}) \in (0, 1] \times [-R, R] \) by virtue of the assumption \(1/3 < K < 1\), which implies that \( \mu > 0 \). The slight difficulty in establishing existence is that \( \partial_t \mathcal{A}^0(t, \mathcal{W}) \) and \( \mathcal{F}(t, \mathcal{W}) \) are not bounded as \( t \to 0 \) for all \( K \in (1/3, 1) \). However, the worst that these coefficients can diverge is like \( t^{2\mu-1} \), which is always integrable since \( \mu > 0 \). As we shall see in the proof of the following theorem, this integrability allows us to modify standard local-in-time existence results in a straightforward fashion to establish the existence of solutions (5.2) on \((0, 1] \times \mathbb{T}^3 \) under a suitable small initial data assumption.

**Theorem 5.1.** Suppose \( k \in \mathbb{Z}_{>\frac{1}{2}+\varepsilon}, 1/3 < K < 1, \mu = (3K-1)/(1-K), u_0 \in \mathbb{R} \) and \( u \in C^\infty((0, 1]) \cap C^0([0, 1]) \) is the unique solution to the IVP (3.35)-(3.36), and \( z_0, w_0 \in H^k(\mathbb{T}^3) \). Then for \( \delta > 0 \) small enough, there exists a unique solution

\[ \mathcal{W} = (\mathcal{W}, \mathcal{W})^T \in C^0((0, 1], H^k(\mathbb{T}^2, \mathbb{R}^2)) \cap C^1((0, 1], H^{k-1}(\mathbb{T}^1, \mathbb{R}^2)) \]

of the IVP

\[ \mathcal{A}^0 \partial_t \mathcal{W} + \mathcal{A}^1 \partial_1 \mathcal{W} = \mathcal{F}, \quad \mathcal{W} = (z_0, w_0)^T \quad \text{in} \quad (0, 1] \times \mathbb{T}^2, \]

(5.7)

provided that

\[ \left( \|z_0\|_{H^k}^2 + \|w_0\|_{H^k}^2 \right)^{\frac{3}{2}} \leq \delta. \]

Moreover, (i) the solution and its time derivative are bounded by

\[ \|\mathcal{W}(t)\|_{H^k} \lesssim 1 \quad \text{and} \quad \|\partial_t \mathcal{W}(t)\|_{H^{k-1}} \lesssim 1 + t^{2\mu-1} \]

respectively, for all \( t \in (0, 1] \),
(ii) there exist functions $z_+, w_+ \in H^{k-1}(T^3)$ such that
\[ \|z(t) - z_+\|_{H^{k-1}} + \|w(t) - w_+\|_{H^{k-1}} \lesssim t + t^{2\mu} \]
for all $t \in (0, 1]$.

(iii) and $u$ and $\mathcal{W} = (z, w)^T$ determine a solution of the relativistic Euler equations (1.1) on the spacetime region $M = [0, 1] \times T^3$ via the formulas

\[
\rho = \frac{\rho_0 e^{(1+K)z}}{(e^{2(u+w)} + \rho_0)^{\frac{1+K}{2}}},
\]

\[
\wedge^0 = -t^{-\mu} e^{2(u+w)} + t^{2\mu},
\]

\[
\wedge^1 = t^{-\mu} e^{u+w},
\]

and

\[
\wedge^2 = \wedge^3 = 0.
\]

Proof. Since $K \in (1/3, 1)$, the inequality $\mu > 0$ holds, and so, fixing $R > 0$, we observe from (5.4) that there exists a constant $\gamma > 0$ such that

\[
\frac{1}{\gamma} \leq A^0(t, w) \leq \gamma I
\]

for all $(t, w) \in (0, 1] \times [-R, R]$. From this inequality and the smooth dependence, see (5.4)-(5.6), of $A^0$, $A^1$ and $F$ on $(t, w)$ for $(t, w) \in (0, 1] \times R$, it follows that the system (5.7) is symmetric hyperbolic. Consequently, fixing $k \in \mathbb{Z}_{>1/2+1}$ and choosing initial data $z_0, w_0 \in H^k(T^3)$ satisfying

\[
\|w(1)\|_{H^k} = \sqrt{\|z_0\|_{H^k}^2 + \|w_0\|_{H^k}^2} \leq \delta
\]

for some $\delta > 0$, we know from standard local-in-time existence and uniqueness theorems and the continuation principle for symmetric hyperbolic systems, see Propositions 1.4, 1.5 and 2.1 from [20, Ch. 16], that there exists a unique solution

\[
\mathcal{W} = (z, w)^T \in C^0\left((T^*, 1], H^k(T^3)\right) \cap C^1\left((T^*, 1], H^{k-1}(T^3)\right)
\]

to (5.7) satisfying the initial condition (5.8) for some time $T^* \in [0, 1)$, which we can take to be maximal.

Next, applying $A^0(\partial_t)^{-1}$ to (5.7) gives

\[
A^0 \partial_t \partial_t^0 \mathcal{W} + A^1 \partial_t \partial_t^1 \mathcal{W} = F_\ell, \quad \ell = 0, 1, \ldots, k,
\]

where

\[
F_\ell = -A^0 [\partial_t^0, (A^0)^{-1} A^1] \partial_t \mathcal{W} + A^0 [\partial_t^1, (A^0)^{-1} F].
\]

Employing a standard $L^2$ energy estimate, we obtain the energy inequality

\[
- \partial_t \|\partial_t^0 \mathcal{W}\|_0^2 \leq \|\text{Div}\mathcal{A}\|_{L^\infty} \|\partial_t^0 \mathcal{W}\|_2^2 + 2 \|\partial_t^0 \mathcal{W}\|_{L^2}^2 \|F_\ell\|_{L^2}, \quad \ell = 0, 1, \ldots, k,
\]

from (5.11), where

\[ \text{Div}\mathcal{A} = \partial_t A^0 + \partial_t A^1 \]

and

\[ \|\cdot\|_0^2 = \langle \cdot \rangle |A^0(\cdot)| \]

is the energy norm.

To proceed, we define the higher energy norms

\[ \|\mathcal{W}\|_k^2 = \sum_{\ell=0}^{k} \|\partial_t^\ell \mathcal{W}\|_0^2, \]

and observe via (5.9) that the equivalence of norms

\[
\frac{1}{\sqrt{\gamma}} \|\mathcal{W}\|_{H^k} \leq \|\mathcal{W}\|_k \leq \sqrt{\gamma} \|\mathcal{W}\|_{H^k}
\]

holds. Using this equivalence, we obtain, after summing (5.13) over $\ell$ from 0 to $k$, the differential energy estimate

\[
- \partial_t \|\mathcal{W}\|_k^2 \lesssim \|\text{Div}\mathcal{A}\|_{L^\infty} \|\mathcal{W}\|_k^2 + \|\mathcal{W}\|_k \left( \sum_{\ell=0}^{k} \|F_\ell\|_{L^2} \right)
\]

Since $k > 1/2 + 1$, we have by Sobolev’s inequality [20, Ch. 13, Prop 2.4] that

\[ \|\mathcal{W}\|_{L^\infty} + \|\partial_t \mathcal{W}\|_{L^2} \leq C_{\text{Sob}} \|\mathcal{W}\|_{H^k} \]
for some constant $C_{\text{Sob}} > 0$ independent of the solution $\mathcal{W}$. We then set $\mathcal{R} = \frac{R}{\sqrt{C_{\text{Sob}}}}$ so that

$$\|\mathcal{W}\|_k < \mathcal{R} \quad \implies \quad \|\mathcal{W}\|_{L^\infty} < R$$

(5.17)

by (5.14) and (5.16). We also choose $\delta$, see (5.10) above, so that $0 < \delta < \frac{R}{\sqrt{C_{\text{Sob}}}}$ in order to guarantee that $\|\mathcal{W}(1)\| < \frac{R}{\sqrt{C_{\text{Sob}}}}$, and we let $T_* \in (T^*, 1)$, be the first time such that $\|\mathcal{W}(T_*)\|_{H^\mu} = \frac{R}{\sqrt{C_{\text{Sob}}}}$ or if that time does not exist, then we set $T^* = T_*$, the maximal time of existence. In either case, we have that

$$\|\mathcal{W}(t)\|_k < \frac{R}{\sqrt{C_{\text{Sob}}}}, \quad 0 < T^* \leq T_* < t \leq 1.$$  

(5.18)

From the formulas (5.4)-(5.6) and the bounds (3.37) obeyed by $u(t)$, it is then clear that there exists a constant $C_\ell > 0$, $\ell \in \mathbb{Z}_{\geq 0}$, such that $A^0, A^1$ and $F$ are bounded by

$$|\partial_\nu^\ell A^0(t, \nu)| + |\partial_\nu^\ell A^1(t, \nu)| \leq C_\ell,$$

and

$$|\partial_\nu^\ell F(t, \nu)| \leq C_\ell(1 + t^{2\mu-1})$$

(5.19)

(5.20)

for all $(t, \nu) \in (0, 1] \times [-R, R]$. These bounds in conjunction with the Moser and commutator estimates, see Propositions 3.7 and 3.9 from [20, Ch. 13], and the inequality (5.16) imply that

$$\|\text{Div}A\|_{L^\infty} \leq (1 + t^{2\mu-1})C(|\mathcal{W}|_{H^\mu}) \quad \text{and} \quad \left(\sum_{k=0}^{\infty} \|F_k\|_{L^2}ight) \leq (1 + t^{2\mu-1})C(|\mathcal{W}|_{H^\mu})\|\mathcal{W}\|_{H^\mu}.$$  

With the help of these inequalities and (5.14), we see that (5.15) implies the energy estimate

$$-\partial_t \|\mathcal{W}\|_k \leq (1 + t^{2\mu-1})C(|\mathcal{W}|_k)\|\mathcal{W}\|_k, \quad 0 < T^* \leq T_* < t \leq 1.$$  

(5.21)

By Gronwall’s inequality, we obtain the bound

$$\|\mathcal{W}(t)\|_k \leq \mathcal{C}(\mathcal{R}) \int_0^t \mathcal{C}(\mathcal{R}) \int_0^\tau \mathcal{C}(\mathcal{R}) \, d\tau \, d\tau, \quad 0 < T^* \leq T_* < t \leq 1,$$

where in deriving this we have used (5.18). But

$$\int_0^t 1 + \tau^{2\mu-1} \, d\tau \lesssim 1, \quad 0 < t \leq 1,$$

since $\mu > 0$, and consequently, we have by (5.10), (5.14) and (5.21) that

$$\|\mathcal{W}(t)\|_k \leq \mathcal{C}(\mathcal{R})\delta, \quad 0 < T^* \leq T_* < t \leq 1.$$  

(5.22)

By shrinking $\delta > 0$ more if necessary, it follows that

$$\|\mathcal{W}(t)\|_k \leq \frac{R}{\sqrt{C_{\text{Sob}}}}, \quad 0 < T^* \leq T_* < t \leq 1.$$  

(5.23)

We therefore conclude by the continuation principle and the definition of $T_*$ that $T_* = T^* = 0$, which establishes the existence of a unique solution

$$\mathcal{W} = (z, \mathcal{W})^T \in C^0\left((0, 1], H^k(T^1, \mathbb{R}^2)\right) \cap C^1\left((0, 1], H^{k-1}(T^1, \mathbb{R}^2)\right)$$

to the initial value problem (5.7)-(5.8).

Next, by integrating $\partial_t \mathcal{W}$ in time, we get

$$\mathcal{W}(t_2) - \mathcal{W}(t_1) = \int_{t_1}^{t_2} \partial_t \mathcal{W}(\tau) \, d\tau, \quad 0 < t_1 < t_2 \leq 1.$$  

(5.24)

Using (5.7) to write $\partial_t \mathcal{W}$ as

$$\partial_t \mathcal{W} = (A^0)^{-1}[A^1 \partial_t \mathcal{W} + F],$$

it is not difficult to verify from the bounds (5.9), (5.14), (5.16), (5.19)-(5.20), and (5.22), where $T_* = T^* = 0$, and the Moser estimates that

$$\|\partial_t \mathcal{W}\|_{H^{k-1}} \lesssim 1 + t^{\mu-1}.$$  

From this estimate and the triangle inequality, we see, after applying the $H^{k-1}$ norm to (5.23), that

$$\|\mathcal{W}(t_2) - \mathcal{W}(t_1)\|_{H^{k-1}} \lesssim \int_{t_1}^{t_2} \|\partial_t \mathcal{W}(\tau)\|_{H^{k-1}} \, d\tau \lesssim |t_2 - t_1| + |t_2^{2\mu} - t_1^{2\mu}|, \quad 0 < t_1 < t_2 \leq 1.$$  

(5.25)

From this inequality, we conclude that the limit $\lim_{t \to 0} \mathcal{W}(t)$, denoted $(z_*, \mathcal{W}_*)$, exists in $H^{k-1}(T^1, \mathbb{R}^2)$. Furthermore, sending $t_1 \searrow 0$ in (5.24) shows that

$$\|z(t) - z_*\|_{H^{k-1}} + \|\mathcal{W}(t) - \mathcal{W}_*\| \lesssim \|\mathcal{W}(t) - \mathcal{W}(0)\|_{H^{k-1}} \lesssim t + t^{2\mu}, \quad 0 \leq t \leq 1.$$
To complete the proof, we observe, by construction, that $W = (z, w)^{tr}$ will determine a solution of the relativistic Euler equations (1.1) on the spacetime region $M = (0, 1] \times T^3$ by replacing $(\zeta, w_1, w_2, w_3)$ in the formulas (4.3)-(4.7) with (5.1).
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