Deep Learning Sequence Methods in Multiphysics Modeling of Steel Solidification
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Abstract: The solidifying steel follows highly nonlinear thermo-mechanical behavior depending on the loading history, temperature, and metallurgical phase fraction calculations (liquid, ferrite, and austenite). Numerical modeling with a computationally challenging multiphysics approach is used on high-performance computing to generate sufficient training and testing data for subsequent deep learning. We have demonstrated how the innovative sequence deep learning methods can learn from multiphysics modeling data of a solidifying slice traveling in a continuous caster and correctly and instantly capture the complex history and temperature-dependent phenomenon in test data samples never seen by the deep learning networks.
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1. Introduction

While developments of advanced steel solidification processes, such as metal-based additive manufacturing, are making steady progress, the field is still dominated by more traditional techniques, such as ingot, foundry, and continuous casting. Continuous casting produces over 95% of the world’s steel. Experiments are limited due to the molten steel’s harsh environment and the many process variables, which affect their complex multiphysics phenomena. Advancement of these established manufacturing processes mostly relies on the improved quantitative understanding gained from sophisticated multiphysics numerical models. Remarkable advances in computing technology and numerical algorithms in the last 30 years have enabled more realistic and accurate multiphysics modeling of steel solidification processes on high-performance computing systems.

Lee et al. [1], followed by Teskeredžić et al. [2], demonstrated multiphysics modeling of steel solidification by coupling a fluid flow of molten steel thermal-stress models of solidifying shell to predict solidification and stress formation on simplified casting geometries. Koric and Thomas [3] incorporated a bounded Newton-Raphson method from an in-house code [4] into Abaqus [5] commercial finite element code, which provided an order of magnitude performance increase in solving solidification thermo-mechanical problems, including the explicit finite element formulation [6]. Later Koric et al. [7] devised and validated a new enhanced latent heat method to convert spatial and temporal superheat flux data into the finite-element thermo-mechanical model of the solidifying shell and mold. The modeling approach was demonstrated via simulation of the multiphysics phenomena in continuous commercial casters of carbon steel grades [8], and lately, stainless steel grades [9]. Besides pure Lagrangian approaches, researchers have also lately used a combination of Eulerian approach in liquid, Lagrangian in solid, and Eulerian-Lagrangian in mushy (semi-solid) zones in treating multiphysics phenomena in steel solidification [10] as well as meshless numerical methods [11]. Application of steel solidification multiphysics models in crack formation mechanisms was also the subject of recent research works [12, 13].
finding efficient and accurate multiphysics computational approaches, which can be widely applied on commodity computers, remains a challenge.

Lately, machine learning techniques, particularly deep learning, which is inspired by the biological structure and functioning of a brain, have accomplished significant successes in wide areas of science and engineering, such as natural language processing, computer vision, voice recognition, autonomous vehicle driving, medical diagnosis, and financial service. Numerical modeling in mechanics and material science is not an exception. Various surrogate deep learning data-driven models have been trained to learn and quickly infer the thermal conductivity and advanced manufacturing of composites [14,15], topologically optimized materials and structures [16,17], the fatigue of materials [18], nonlinear material response such as in plasticity and viscoplastici [19,20], and many other applications.

2. Thermo-Mechanical Model of Steel Solidification

We use the modeling results from the existing multiphysics (thermo-mechanical) model [3] with a solidifying slice domain traveling in the Lagrangian frame of reference down the continuous caster to generate training and testing data for the sequential deep learning methods. The governing equation for thermal behavior of the solidifying shell is given in Equation (1)

\[ \rho \left( \frac{\partial H}{\partial t} \right) = \nabla \cdot (k \nabla T) \],

where \( k \) is thermal conductivity, \( \rho \) is density, and \( H \) is specific enthalpy including the latent heat during phase transformations, such as in solidification and transition from \( \delta \)-ferrite to austenite. Inertial effects are negligible in solidification problems, so using the quasi-static mechanical equilibrium in Equation (2) as the governing equation is appropriate:

\[ \nabla \cdot \sigma(x) + b = 0, \]

where \( \sigma \) is the Cauchy stress tensor and \( b \) is the body force density vector. The rate representation of total strain in this thermo-elastic-viscoplastic model is given by Equation (3):

\[ \dot{\varepsilon} = \dot{\varepsilon}_{el} + \dot{\varepsilon}_{ie} + \dot{\varepsilon}_{th}, \]

where \( \dot{\varepsilon}_{el}, \dot{\varepsilon}_{ie}, \dot{\varepsilon}_{th} \) are the elastic, inelastic, and thermal strain rate tensors, respectively.

At temperatures close to and above the solidification/melting point, steel alloys show significant time- and temperature-dependent plastic behavior, including phase transformations. Kozlowski et al. [21] created a visco-plastic constitutive equation to model the austenite phase of steel, relating inelastic strain to stress, strain rate, temperature, and steel grade via carbon content, Equation (4)

\[ \dot{\varepsilon}_{ie} [\text{sec}^{-1}] = f_C \left( \frac{\sigma}{[\text{MPa}]} - f_1 \varepsilon_{ie} |\varepsilon_{ie}|^{2-1} \right)^{f_3} \exp \left( -\frac{Q}{T[K]} \right) \]

where:

\[ Q = 44,465 \]
\[ f_1 = 130.5 - 5.128 \times 10^{-3} T[K] \]
\[ f_2 = -0.6289 + 1.114 \times 10^{-3} T[K] \]
\[ f_3 = 8.132 - 1.54 \times 10^{-3} T[K] \]
\[ f_C = 46,550 + 71,400(\%C) + 12,000(\%C)^2 \]

where \( Q \) is an activation energy constant, \( \sigma \) (MPa) is Von Mises effective stress, \( f_1, f_2, f_3, f_C \) are empirical functions that depend on absolute temperature (K), and \( \%C \) is carbon content (weight percent) representing steel grade (composition).
Another constitutive model, so called Zhu power law model [22] in Equation (5), was devised to simulate delta ferrite phase with relatively higher creep rate and weaker than austenite phase.

\[
\dot{\varepsilon}_{i\beta}(1/sec.) = 0.1 \left| \frac{\tau (MPa)}{f_{\delta}(\%C)} \left( \frac{T(\circ C)}{300} \right)^{-5.52} \left(1+100\tau_{\beta}\right)^n \right|^m
\]

where:

\[
f_{\delta}(\%C) = 1.3678 \times 10^4 (\%C)^{-5.56 \times 10^{-2}}
\]

\[
m = -9.4156 \times 10^{-5} T(\circ K) + 0.3495
\]

\[
n = \frac{1}{1.617 \times 10^{-4} T(\circ K) - 0.06166}
\]

The delta-phase model given in Equation (5) is applied in the solid whenever delta-ferrite’s volume fraction is more than 10%, to approximate the dominating influence of the very high-creep rates in the delta-ferrite phase of mixed-phase structures on the net mechanical behavior. While there are sophisticated constitutive models applied in the mushy and liquid zones in the previous works [23,24], in this work, the elastic-perfectly-plastic constitutive model with small yield stress is applied above the solidus temperature Tsol, to enforce negligible strength in those volatile zones. The highly nonlinear constitutive visco-plastic models in Equations (4) and (5) are efficiently integrated at the integration points in UMAT subroutine [3] and linked with Abaqus, which, in turn, solves the coupled thermo-mechanical governing Equations (1) and (2) by the implicit nonlinear finite element solution methodology.

The low carbon steel grade was chosen for this work with 0.09 wt% C, \(T_{sol} = 1482.4 \circ C\), and \(T_{liq} = 1520.5 \circ C\), whose solidification path is shown in the pseudo-binary iron-carbon phase diagram shown in Figure 1.

![Figure 1. Pseudo-binary iron-carbon phase diagram with solidification path for 0.09 wt% C low carbon steel grade.](image_url)

Highly temperature-dependent and nonlinear material properties for this steel grade are given in Figure 2a for elastic modulus and enthalpy and in Figure 2b for thermal conductivity and thermal expansion.
Figure 2. Temperature dependent material properties for 0.09 wt% C steel grade: (a) elastic modulus and enthalpy and (b) thermal conductivity and thermal expansion.

The phase fraction and temperature-dependent material properties in Figures 1 and 2 and other interfacial calculations are an integral part of UMAT and other user-defined subroutines, which are programmed and linked with Abaqus to provide a complete multiphysics model of steel solidification on the continuum level [3,8].

Generalized plane strain conditions can realistically recover a full 3D stress state in long objects under thermal loading [3,4], such as in continuous caster in Figure 3a with the considerable length and width. The slice domain in Figure 3b travels down the mold with casting velocity in a Lagrangian frame of reference. It consists of a single row of 300 coupled thermo-mechanical generalized plane strain elements with 602 nodes, which provide generalized plane strain condition in axial (z-direction). In addition, a second generalized plane strain condition was imposed in the y direction by coupling the vertical displacements of all nodes along the bottom edge of the domain. Time-dependent profiles of thermal fluxes leaving the chilled surface on the left side of the domain and their displacement due to mold taper and other interactions with the mold provide the solidifying slice domain’s thermal and mechanical boundary conditions. These profiles’ temporal variations are inputs for the sequence deep learning methods, while the calculated temperature and stress histories are their targets (labels).

Figure 3. (a) Continuous caster with solidifying slice finite element domain and (b) thermal and mechanical boundary conditions.
3. Deep Learning Models

Deep learning is a subset of machine learning. Deep learning models consist of neural networks, a hierarchical organization of layers of neurons connected to other neurons’ layers.

3.1. Dense Feedforward Neural Network

As shown in Figure 4, the most straightforward neural network, the so-called dense feedforward neural network, comprises linked layers of neurons that calculate predictions based on input data.

![Dense feedforward deep neural network](image)

The layers with neurons feed information forward to other layers based on the received input, and this forms a complex network that learns with some feedback mechanism. The number of hidden layers, i.e., the layers in between input and output layers, defines a neural network’s deepness. Neurons of successive layers are connected through associated weights and biases $W$ and $b$. The output $\hat{Y}^{[l]}$ for a layer $l$ is calculated as:

$$\hat{Y}^{[l]} = f^{[l]}(Z^{[l]})$$

where $W^{[l]}(n_l \times n_{l-1})$ and $b^{[l]}(n_{l-1} \times 1)$ are matrix of weights and vector of biases, respectively which are updated after every training pass. $f^{[l]}$ is the activation function that transforms $Z$ into output for every neuron in the layer $l$. Activation functions in neural networks are nonlinear functions such as Rectified Linear Unit (ReLU), Sigmoid, and Hyperbolic Tangent. They enable the neural network to learn almost any complex functional relationship between inputs and outputs. At the end of each feed-forward pass, the loss function $L$ compares the predictions to the targets by calculating a loss value that measures how well the network’s predictions match what was expected. Then, in a backpropagation process, the optimizer minimizes loss value iteratively with gradient descent in Equation (7) and other similar optimization techniques. The gradients of loss function $L$ are calculated with respect to the weights in the last layer, and the weights are updated for each node before the same process is done for the previous layer and backward until all of the layers have had their weights adjusted. Then, a new $k$ iteration with forward propagation starts again. After a reasonable amount of iterations, the series $W^k$ should converge toward the minimum loss value location. The parameter $\gamma$ is called the learning rate.
3.2. Recurrent Neural Networks

In a feedforward neural network, we assume that all inputs (and outputs) are independent of each other. However, we want to predict the next value in a sequence for many deep learning tasks, such as a word in a sentence, by knowing which words came before it. The most known sequence neural network is the family of recurrent neural networks (RNN). They are called recurrent because they perform the same task for every element of a sequence, with the output being dependent on the previous computations. Sequence learning predicts for a given input sequence \( x_0, \ldots, x_T \) the matching outputs \( \hat{y}_0, \ldots, \hat{y}_T \) at each time step while minimizing the loss function \( L \) between predictions \( \hat{y}_0, \ldots, \hat{y}_T \) and actual targets \( y_0, \ldots, y_T \). The diagram in Figure 5 shows RNN being unfolded in time into a full network for an entire sequence and is described by the propagation expressions in Equation (7).

\[
s_i = f(U x_t + W s_{t-1} + b)
\]
\[
\hat{y}_t = V s_t + c.
\]

\( s_t \) is the hidden state at time step \( t \), also known as the “memory” of the recurrent network since it captures information about what happened in all the previous time steps. It is calculated from the previous hidden state and the input at the current step represented by \( W \) (hidden-to-hidden) and \( U \) (input-to-hidden) weight connections, respectively; \( f \) is the activation function, and \( b \) is a bias. Output prediction at time step \( t \) is calculated from \( s_t \) using \( V \) (hidden-to-output) weights and \( c \) bias. Similarly, to the dense feedforward network, all weights and biases are updated from their loss gradients by backpropagations. However, recurrent neural networks often consist of very deep computational graphs repeatedly (recurrently) applying the identical operation at each time step of a long-time sequence. This may cause the vanishing or exploding gradient problems during backpropagation and makes it challenging to train long sequence data with RNNs. To address the vanishing gradient problems of traditional RNN, the long short-term memory (LSTM) [25] and gated recurrent unit (GRU) [26] are devised. Hidden state (memory) cells in the LSTM and GRU advanced recurrent neural networks are designed to dynamically “forget” some old and unnecessary information via select gated units that control the flow of information inside a memory cell, thus avoiding multiplication of a long sequence of numbers during temporal backpropagation. GRU has a simpler gated unit architecture than LSTM and generally learns faster than LSTM. A recent work [19] has shown that GRU’s formulation is less prone to overfitting in materially non-linear sequence learning and allows faster training due to the smaller number of trainable parameters. A comprehensive mathematical overview of LSTM and GRU networks can be found here [27].

3.3. Temporal Convolutional Neural Network

The temporal convolutional network (TCN) is a variant of Convolutional Neural Networks particularly adept for sequence learning tasks. The two-dimensional (standard) version of Convolutional Neural Networks (CNN) is generally considered the best deep
learning model available today for computer vision tasks. Convolution is sliding a smaller matrix (known as a kernel or filter) over a larger matrix representing an image. At each run, we do an element-wise multiplication of the two matrix elements and add them. The kernel slides to another portion of the image matrix until the whole image is convoluted, and a feature map corresponding to a particular kernel is computed. The gradients of the loss function with respect to kernel weights are then calculated in a backpropagation process, and the weights are updated similar to dense feedforward artificial neural networks. There are many kernels in a typical computer vision CNN such as geometric shapes, edges, distribution of colors, etc. This makes these networks very robust in image classification and other similar data that contain 2D-spatial properties. TCN uses a one-dimensional version of CNN where the kernel slides along a single dimension, i.e., time. In these so-called casual convolutions, an output at time $t$ is convoluted only with elements from time $t$ and earlier in the previous layer, as shown in Figure 6. No information from the future is propagated into the past. To produce an output of the same length as the input layer, zero padding of length (kernel size $- 1$), is added to keep subsequent layers the same size as previous ones. Multiple 1D convolutional layers are typically stacked on top of each other in order to learn from the previous time steps.

The dilation factor (DF), or receptive field enlargement with gaps in entries of subsequent convolution layers, is increased exponentially to achieve large receptive field sizes. Since TCN does not perform recurring calculations, it is more robust with respect to vanishing and exploding gradients than any RNN network. It is more computationally and memory efficient. More detailed information about TCN can be found in [28].

4. Results and Discussion

Instantaneous heat flux profile on the chilled surface is essential for the multiphysics analysis that drives the solidifying shell’s transient heat transfer. Similarly, the chilled solidifying shell surface’s displacement profile due to the mechanical contact and interactions with the mold surface is an important boundary condition for mechanical analysis. Based on a variation of the time histories of heat flux and displacement boundary conditions, the multiphysics model of solidifying slice from Chapter 2 is run for 17 s of simulation time that the slice spends solidifying in the mold. Thus, we generate temperature and stress histories at the four spatial control points along the slice’s bottom edge at the chilled surface and 1, 2, and 3 mm in the domain interior (see Figure 3), which are used as targets (labels) for the sequence deep learning methods. The points are chosen on those locations since casting quality depends on the solidification conditions on the chilled surface and its subsurface. It is known from the steel plant observations that the thermal flux has an overall decaying profile due to transient heat transfer, while the displacement profile has an increasing trend due to mold taper. After having several temporal points defined randomly
within ranges of expected profile values, a radial basis interpolation with Gaussian function is used to connect (interpolate) the points and to emulate additional fluctuations and data noise observed in the actual flux and displacement profiles due to sudden changes in contact conditions and interfacial heat transfer between mold and steel surfaces. Many thousands of these thermal and displacement variations provided all possible scenarios that the solidifying shell encounters on its chilled surfaces while traveling down the caster, as well as a sufficient number of data samples generated for deep learning. One such test input data sample with displacement and heat flux profiles is given in Figure 7.

![Figure 7](image-url)  
Figure 7. Example of a testing input data sample: (a) displacement profile and (b) flux profile.

Figure 8 shows the schematic diagram of a training process in sequence learning in this work. The modeling database provides inputs for sequence neural networks and temperature and stress sequences, i.e., labels (targets). The loss function compares predictions from the neural network to the labels and calculates a loss value. The optimizer minimizes the loss value and updates the weights of the network iteratively, as explained earlier.

![Figure 8](image-url)  
Figure 8. Training process in sequence deep learning.
The three deep learning models have a comparable number of approximately 3.5 million total trainable parameters, such as entries in $W$, $U$, $V$, $b$, and $c$ weight and bias matrices in Figure 5 that connect a multitude of nodes and layers of the recurrent neural networks, and with each network consisting of 3 hidden layers. This provided an optimum between computational cost and minimization of errors. The input and target data for over 14,000 samples, each with 100 time steps, are generated using high-throughput computing capabilities of several nodes of the high-performance computing cluster called iForge at the National Center for Supercomputing Applications at the University of Illinois. Approximately, 80% of the generated data samples are randomly selected for training with the LSTM, GRU, and TCN sequence deep learning methods, discussed in Section 3, on an iForge’s computing node equipped with GPUs using Keras [29] with TensorFlow backend. The remaining 20% of the data is set aside for testing and validation. Figure 9 depicts an example of each sequence learning model’s convergence plots for 150 training epochs in terms of scaled mean absolute error (SMAE).

![Figure 9. Convergence history: (a) LSTM and (b) GRU and TCN.](image)

The training of the LSTM sequence learning model is generally extremely unstable, as can be seen in Figure 9. This is not the case with GRU and TCN. Both deep learning models provided accurate qualitative and quantitative results, with slight variations in the SMAE and steady converging. Figure 10 shows ground-truth stress and temperature results calculated for the four control points by the multiphysics model and the corresponding sequence learning predictions from the neural networks for the test input sample in Figure 7, which was never trained by any deep learning network.

The GRU and TCN deep learning models almost perfectly predicted the highly complex and coupled multiphysics thermo-mechanical phenomena of steel solidification with multiple visco-plastic constitutive laws, generating tensile and compressive residual stresses on the chilled surface and its subsurface. These stresses and strains are responsible for most cracks and other defects initiating in the continuous casting of steel [4]. The LSTM model, on the other hand, only roughly predicted the temperatures and stresses histories mainly due to its limited capabilities to cope with long sequences of data such as here with 100 time steps. We have inferred results from many other test samples, which again were never trained by the deep learning networks. Every time the GRU and TCN models were able to accurately predict the stress and temperature histories. This is summarized in Figure 11 in terms of average SMAE with its standard deviation for all the testing samples. The LSTM-based model has the highest error values among the models, while the GRU- and TCN-based models have similar error values. However, the TCN model was eight...
times faster in training than the GRU-based model due to its convolutional algorithm that avoids recurrent calculations and generally much better utilizes the GPU hardware.

Figure 10. Output results, ground-truth, and deep learning predictions for the 4 control points, corresponding to the testing input sample in Figure 7.

Figure 11. Training times and testing scaled mean absolute error (SMAE).
5. Conclusions

We have applied and compared the three types of deep sequence learning methods, short-term memory (LSTM), gated recurrent unit (GRU), and temporal convolutional network (TCN), to a multiphysics model of steel solidification. We have found that only the TCN- and GRU-based models could learn and gain enough artificial intelligence to accurately reproduce the extremely complex multiphysics behavior of a solidifying steel domain moving in a continuous caster. At the same time, the TCN-based model is also significantly more computationally efficient. Moreover, once appropriately trained on a high-end computing system with sufficient sequenced data generated from classical multiphysics finite element simulations, the model’s trained weights and biases can be transferred to any low-end computer. Thus, the deep learning models developed in this work can almost instantly produce (inference) good quality results for unseen input data on laptops and without any modeling software. Finally, it is worth pointing that the deep learning methodology developed here is not confined to the slice domain or the constitutive models used in this work. Still, it is readily applicable to other solidification domains and constitutive models. These and other similar Artificial Intelligence (AI)-based surrogate data-driven methods will open the door for future highly accelerated multiphysics modeling, design, optimization, and process predictions in steel solidification and other complex manufacturing processes.
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