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ABSTRACT

The COVID-19 epidemic has brought a devastating blow to the tourism industry. Affected by the epidemic situation, the change of tourism volume of scenic spots is very unstable. Therefore, forecasting tourist volume in the context of COVID-19 epidemic is a new and challenging problem. In response, a novel multivariate time series forecasting framework based on variational mode decomposition (VMD) and gated recurrent unit network (GRU), i.e., VMD-GRU, is proposed to forecast daily tourist volumes during the epidemic. It takes the lead in using COVID-19 data, search traffic data and weather data. Through sufficient experiments and comparisons, the superiority of the approach is illustrated, and the predictive power of the above three types of data, especially the COVID-19 data, is revealed. Accurate forecast results from the method can help relevant government officials and tourism practitioners to better adjust tourism resources, cooperate with anti-epidemic work and reduce operational risks.

1. Introduction

At the beginning of 2020, the COVID-19 epidemic broke out and swept across the world, causing a huge blow to the tourism industry and a sharp drop in tourism demand (Li et al., 2021). According to the report “Tourism Economic Operation Analysis in 2020 and Development Forecast in 2021” released by China Tourism Academy (https://eng.ctaweb.org.cn/), the number of tourists in China in 2020 was 2.88 billion, representing a year-on-year decrease of 52.1%.

As COVID-19 virus is easy to spread and mutates continuously, the human struggle with COVID-19 virus may be long and lasting. People attach great importance to epidemic prevention, and travel cautiously. Even if there are a few new confirmed cases, people’s travel decisions will be greatly changed. Therefore, it is a new problem to forecast tourism volumes during the COVID-19 epidemic, and the epidemic data can be used as an important predictive variable.

In this paper, we study the forecasting of short-term (daily) tourist volume of a specific attraction during the period of epidemic. The short-term tourist volume forecast is often more important than the long-term forecast for a relatively small area (Bi et al., 2020). Because it can better help tourism operators to make contingency plans, allocate tourism resources, design tourism packages or set appropriate prices (Divino & McAleer, 2010), so as to cope with the drastic fluctuations of tourist volumes caused by epidemic situation and peak demand, better cooperate with epidemic prevention and control, and reduce operational risks.

Considering the volatility and complexity of the tourist volume time series, we propose a novel forecasting approach that is composed of variational mode decomposition (VMD) and gated recurrent unit networks (GRUs), namely the VMD-GRU model. In this framework, VMD is used to decompose the non-stationary historical tourist volume data and obtain some intrinsic mode functions (IMFs) with certain periodic laws, such as off-season, peak season and holiday information, etc. The GRU network, as an advanced recurrent neural network, can effectively predict time series. Specifically, the advantages of this forecast architecture are embodied in the following two aspects.

Firstly, it has been found that for the prediction of non-stationary time series data, the signal decomposition method can obtain better forecasting results (Chen et al., 2012). Empirical mode decomposition (EMD) and its improved method are widely used in existing studies (Zhang et al., 2008; Chen et al., 2012; Carmelossi Furlaneto et al., 2017), and it can decompose a complex sequence into a limited and usually small number of IMFs according to different frequencies (Huang et al., 1998). These IMFs have obvious regularity and stronger correlation, so they can make the results of a time series forecasting model more accurate (Chen et al., 2012). However, the EMD method has limitations:
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mode mixing is easy to occur and there is no strict mathematical theory support. The state-of-the-art signal decomposition method, VMD (Dragomiretskiy & Zosso, 2014), is a novel variational method, which can non-recursively decompose a non-stationary signal into a given number of mode functions, and can avoid the occurrence of mode mixing. It is supported by strict mathematical theory and has been applied in the field of forecasting (Huang & Deng, 2021; Guo et al., 2022; Qian Zhang et al., 2022). Therefore, we use the VMD as the first part of the proposed forecasting framework to decompose the original time series and obtain multiple stable time series to improve the forecast ability of the framework.

Secondly, we use the GRU network, an artificial intelligence model for processing serial series data, as the main body of the forecasting framework proposed in this paper. Compared with the traditional multivariate time series analysis model, such as ARIMAX, the GRU network model has the strong ability of nonlinear relationship description. Among them, the long short-term memory network (LSTM) is popular and widely used in the task of tourist volume forecasting (Law et al., 2019; Bi et al., 2020; Kulshrestha et al., 2020; Laaroussi et al., 2020; Bi et al., 2021; Binru Zhang et al., 2020), because it solves the problem of gradient vanishing and gradient explosion in the traditional recurrent neural network (RNN) when learning long-term dependence. However, the gating network structure of a LSTM unit is too complex and redundant, which affects the learning efficiency, and redundant information may affect the performance of the model. In response, we adopt the GRU network (Chung et al., 2014), as the main body of the method to obtain more effective and accurate forecasting results.

In addition to historical tourist volume data, we select COVID-19 data, search traffic data and weather data as variables used in the proposed method. The rationality is based on people’s travel decision-making process during the COVID-19 epidemic period, as shown in Fig. 1. A few days before the trip, people usually consult epidemic data of both whole nation and the destination from news to know how serious it is. If the epidemic in the whole nation and the destination area are not serious, and the risk of contracting COVID-19 to is within an acceptable range, then they may consider the further travel plans to the attraction; Otherwise, they will abandon the next travel plans because of their own worries about infection and government restrictions on travel to prevent and control the epidemic. Therefore, it is reasonable to forecast tourist volumes of attractions using the national and destination newly confirmed cases data of COVID-19.

Once the above conditions permit, people often search for information about the destination spots on the internet (Yang et al., 2015; Li et al., 2018), such as transportation, hotels and travel guide. These operations will leave traces of queries, and then the search engine platform builds corresponding search indices, such as Baidu index and Google trend, by counting the query times of each keyword every day. It can reflect the change of people’s attention to a certain tourist attraction, and they are forward-looking data, which can be well used for tourist volume forecasting as existing studies (Yang et al., 2015; Li et al., 2018; Sun et al., 2019; Bi et al., 2020; Li et al., 2020). Changes in the weather at tourist attractions can also directly affect people’s willingness to travel, especially for domestic tourism. Generally speaking, the tourist volume of an attraction will be significantly larger in normal weather (such as sunny and cloudy) than in extreme weather (such as heavy rain). Therefore, weather information is also an important data to forecast the tourist volume.

To verify the superiority of the method, taking Jiuzhaigou and Sigu'niang Mountain, two famous attractions in China, as examples, experiments are carried out to make all-around comparisons and discussions. Results show that, compared with other benchmark models, the proposed VMD-GRU model has better forecasting performance in tourist volume prediction problem. Further, by successively reducing the types of data used in the model, the strong predictive power of the COVID-19 data, search traffic data and weather data used is confirmed, respectively.

Our contributions are summarized as follows. (1) A novel forecasting framework, VMD-GRU, is proposed. It gives full play to the advantages of VMD in time series decomposition and GRU in time series learning, and can well fit the non-stationary tourist time series to obtain more accurate forecasting results. (2) We are the first one that uses COVID-19 data, search traffic data, weather data and historical data simultaneously to forecast the tourist volume, which can obtain better performance. (3) For the selection of search traffic data, a time difference correlation analysis method based on distance correlation coefficient is proposed. Among them, the distance correlation can measure both linear correlation and nonlinear correlation between the index and tourism demand, so as to find more predictive search traffic indices. Last
Table 1

| Literature                          | Historical data | Search traffic data | Weather data | Economic data | Online reviews | Public holiday dates | COVID-19 Data |
|------------------------------------|-----------------|---------------------|--------------|---------------|----------------|----------------------|---------------|
| Alvarez-Díaz and Rosselló-Nadal (2010). | ✓               | ✓                   | ✓            | ✓             | ✓              | ✓                    | ✓             |
| Yang et al. (2015); Li et al. (2018); Law et al. (2019); Sun et al. (2019); Volchek et al. (2019); Höpken et al. (2021); Huang and Hao (2021); Tang et al. (2021). | ✓               | ✓                   | ✓            | ✓             | ✓              | ✓                    | ✓             |
| Bi et al. (2020).                  | ✓               | ✓                   | ✓            | ✓             | ✓              | ✓                    | ✓             |
| Li et al. (2020); Zhang et al. (2021). | ✓               | ✓                   | ✓            | ✓             | ✓              | ✓                    | ✓             |
| Bi, Li, Xu, et al. (2021).         | ✓               | ✓                   | ✓            | ✓             | ✓              | ✓                    | ✓             |
| Our study                          | ✓               | ✓                   | ✓            | ✓             | ✓              | ✓                    | ✓             |

but not least, this method expands studies of demand forecasting theory and has great practical application value.

The rest of this paper is structured as follows. Section 2 reviews the literature on the most recent forecasting model and variables used in tourism demand forecasting, respectively. Section 3 and Section 4 describe our method in detail. Section 5 illustrates the proposed method by using comparing experiments. Lastly, Section 6 presents the conclusions and outlines future prospects.

2. Literature review

2.1. Progress in tourist volume forecasting model

Models commonly used in the field of tourist volume forecasting include time series analysis model (Assaf et al., 2019), econometric model (Cao et al., 2017; Nicholas, 2021) and artificial intelligence (AI) model. In recent two years, the artificial intelligence model has become the mainstream in the forecast of tourist volume (Law et al., 2019; Sun et al., 2019; Bi et al., 2020; Kulshrestha et al., 2020; Laaroussi et al., 2020; Binru Zhang et al., 2020; Bi et al., 2021; Bi, Li, & Fan, 2021).

Benefiting from the advantages that no assumption on the data needs to be made, the adaptability and nonlinearity characteristics, AI approaches are suitable for non-linear prediction and show good performances in various fields of forecasting problems.

The most used artificial intelligence models are long short-term memory networks (LSTM) and artificial neural networks (ANN) in recent studies. For example, Bi et al. (2020) proposed a new method to forecast the daily tourist volume of tourist attractions based on LSTM network, and the experiment showed that LSTM has better forecasting performance than other machine learning methods such as support vector regression (SVR). Law et al. (2019) combined LSTM with attention mechanism to study the forecast framework of monthly tourist arrivals in Macau and the experimental results showed that their method was obviously superior to SVR and ANN. Binru Zhang et al. (2020) introduced the concept of LSTM network to deal with the complicated time series forecasting problem in tourism, and their study also showed the superiority of LSTM. Other similar studies can be found in Kulshrestha et al. (2020), Höpken et al. (2021) and their references.

In addition, the hybrid model has become the new study trend. For instance, Bi, Li, and Fan (2021) put forward a time series imaging model on the basis of deep learning. They encoded the time series data into the format of picture data first, and then extracted the image features by using the convolution neural network (CNN), and lastly inputted the extracted features into the LSTM network to achieve a more accurate forecasting of the tourist volume. He et al. (2021) introduced a SARIMA-CNN-LSTM model to forecast daily tourist demand data, and their approach adopted a SARIMA model and a deep neural network structure that combined CNN and LSTM layers to capture linear and nonlinear data features. Li et al. (2018) proposed the PCA-DEA-BPNN model. Before training the structure of the back-propagation neural network (BPNN), the principal component analysis (PCA) was used to decrease the dimension of the input data, and the adaptive differential evolution algorithm (ADE) was adopted to globally optimize the weights and thresholds of the BP network to improve the prediction performance of the BPNN.

A few studies combined signal processing methods with the AI forecasting model. For example, Chen et al. (2012) adopted empirical mode decomposition (EMD) to decompose the original data into a limited set of intrinsic mode functions (IMFs) and a residual firstly, and then used BPNN to model and forecast IMFs and the residual, and obtained the final forecast value through integrating these forecasting results. Xie et al. (2020) developed a decomposition-ensemble approach for tourism demand forecasting in areas with frequent irregular events. It is based on the complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN), data characteristic analysis, and the Elman’s neural network model. Liu et al. (2021) found that variational mode decomposition (VMD) method had a very good performance in forecasting influenza epidemics in Hong Kong. However, existing studies have not combined state-of-the-art variational mode decomposition (VMD) with deep learning networks for tourism forecasting. In this paper, we make up for this gap, and propose a novel VMD-GRU model. First, the historical data is processed by VMD, and several IMFs data are decomposed. Then, these IMFs data together with other predictive variable data are used as the inputs of GRU networks to realize the model training and forecasting task.

2.2. Progress in variables used in tourist volume forecasting

Studies have shown that integrating multi-source data instead of relying on a single source data has great advantages in forecasting tourism demand (Li et al., 2020). It can improve the forecasting accuracy and generalization ability of the model, and may produce more valuable forecasts. To date, the use of multi-source external data has become a recent study trend. Most recent studies on tourism forecast and the predictive variables they use are listed in Table 1.

From Table 1, the variables widely used in the latest tourism forecast literature are historical data, search engine data and weather data. For example, Bi et al. (2020) adopted search traffic data, weather data and historical tourist volume data to forecast daily tourist arrivals at Chinese attractions. Based on multiple sources of internet data, i.e., Baidu Index data and reviews on Ctrip and Quanar, Li et al. (2020) forecasted the number of tourists visiting Siguniang Mountain in China.

In this paper, on the basis of widely used historical data, search engine data and weather data, we consider the data of confirmed cases in COVID-19 as the prediction variable. The reasons why we do not use economic data, public holiday dates and so on are as follows. Firstly, the economic data reflects the long-term trend and their release frequency is low, generally monthly data, which is not applicable to the forecast of daily tourism demand. Secondly, our approach involves time series analysis, which itself can mine periodic laws. Therefore, there is no need to add calendar holiday data as a predictive variable. In addition, the historical time series contains information about the influence of online reviews on the tourist volume. To improve the training efficiency of the model and avoid multicollinearity, therefore, we do not introduce online
The impact of the epidemic on the tourism industry is obvious and foreseeable. Therefore, the COVID-19 data is an important variable for more accurate prediction of tourism demand. However, studies on forecasting tourist volume by using COVID-19 data are very rare. Pri-listya et al. (2021) used ARIMAX and SARIMAX models to analyze the influence of COVID-19 epidemic situation on foreign tourists of Indonesia and forecasted the tourist volume by history data, Google Trends data. They only treated the epidemic situation as a dummy variable. Different from existing studies, in this paper, we study the forecasting of daily tourist volumes with COVID-19 data, search traffic data and weather data. It enriches the research in this field and has good theoretical significance, and is applicable to the actual situation at present and has high practical significance.

3. Related methods and preliminaries

3.1. Variational mode decomposition (VMD)

Variational mode decomposition (VMD) is a complete and adaptive non-reursive signal processing method proposed by Dragomiretskiy and Zosso (2014). This method shows accuracy and robustness compared to traditional algorithms, e.g., empirical mode decomposition (EMD) method (Huang et al., 1998), because VMD solves the problems of end effects and mode mixing existing in EMD. The core principles of VMD are as follows.

Firstly, assuming that the original signal \( f(t) \) is decomposed into \( K \) components, the decomposed sequence is guaranteed to be mode components with limited bandwidth with central frequency, and the sum of estimated bandwidths of all modes is the smallest, i.e.,

\[
\begin{align*}
\min_{\{u_k\}, \{\omega_k\}} & \sum_{k=1}^{K} \left\| \delta(t) \otimes u_k(t) \right\|_2^2 \\
\text{s.t.} & \sum_{k=1}^{K} u_k = f(t)
\end{align*}
\]

where \( \{u_k\} = \{u_1, u_2, \cdots, u_K\} \) and \( \{\omega_k\} = \{\omega_1, \omega_2, \cdots, \omega_K\} \) are the \( k \)th decomposed signal and the center frequency of the signal, respectively. \( t \) denotes the time point, \( \delta(t) \) is the Dirac distribution, \( \otimes \) is the convolution operator and \( j^2 = -1 \). The expression \( \left( \delta(t) + \frac{j}{\omega} \right) \otimes u_k(t) \) is the Hilbert transform of \( u_k \).

Then, by solving equation (1) and introducing Lagrange multiplication operator \( \lambda \), the constrained variational problem is converted into unconstrained variational problem, and the augmented Lagrange expression is obtained as follows:

\[
\begin{align*}
L(u_k, \omega_k, \lambda) &= a \sum_{k=1}^{K} \left\| \left( \delta(t) + \frac{j}{\omega} \right) \otimes u_k(t) \right\|_2^2 + \\
&\left\| f(t) - \sum_{k=1}^{K} u_k \right\|_2^2 + \left\langle \lambda(t), f(t) - \sum_{k=1}^{K} u_k \right\rangle
\end{align*}
\]

where \( a \) is the quadratic penalty factor, which is adopted to diminish the Gaussian noise.

After optimizing the mode components and center frequencies through alternating direction multiplier iterative algorithm, the saddle point of augmented Lagrange function is searched. The expressions of \( u_k \), \( \omega_k \) and \( \lambda \) after optimization iteration are as follows, and the detailed process is shown in reference Dragomiretskiy and Zosso (2014).

\[
\begin{align*}
\hat{u}_k^{n+1}(\omega) &= f(\omega) - \sum_{i=1}^{n} \hat{u}_i(\omega) + \frac{\hat{\lambda}(\omega)}{2} \\
&\frac{1}{1 + 2\alpha(\omega - \omega_k)} \\
\hat{\omega}_k^{n+1} &= \int_{0}^{\pi} \omega \hat{u}_k(\omega) |^2 d\omega \\
\hat{u}_k^{n+1}(\omega) &= \int_{0}^{\pi} \hat{u}_k(\omega) |^2 d\omega \\
\hat{\lambda}_k^{n+1} &= \hat{\lambda}_k^n + \tau \left( f(\omega) - \sum_{i=1}^{n} \hat{u}_i^{n+1}(\omega) \right)
\end{align*}
\]

where \( \tau \) is noise tolerance, which is used to meet the fidelity requirement of signal decomposition. \( \hat{u}_k^{n+1}(\omega), \hat{\omega}_k(\omega), \hat{\lambda}(\omega) \) and \( \hat{\lambda}(\omega) \) are Fourier transforms corresponding to \( \hat{u}_k^{n+1}(\omega), \hat{u}_k(\omega), f(\omega) \) and \( \hat{\lambda}(\omega) \), respectively.

The main solving process of VMD is as follows:

Step 1: Initialize \( \{\hat{u}_k\}, \{\hat{\omega}_k\}, \tau \) and the max number of iterations \( N \). Let \( n = 0 \).

Step 2: Update \( u_k \) and \( \omega_k \) by Eq. (3) and Eq. (4).
The function is differentiable everywhere, thus ensuring that the gate is open or closed; Second, the output value of the function is between 0 and 1, which meets the physical definition of gating, i.e., sigmoid function.

Fig. 3 is an example of decomposition results of the historical tourist volumes of Jiuzhaigou by VMD when $K = 4$.

3.2. Gated recurrent unit network (GRU)

Traditional RNN has inherent defects: because gradients have plentiful multiplications in the process of back propagation, gradient vanishing and gradient explosion often occur when learning long-term dependency. Both cases will lead to the poor effect of the trained neural network. The neurons of LSTM networks add an input gate, a forgetting gate, an output gate and an internal memory unit, selectively retain important information, forget secondary information and abandon redundant memory, thus avoiding the defects of gradient vanishing and gradient explosion existing in the traditional RNN (Hochreiter & Schmidhuber, 1997).

Although LSTM improves the traditional RNN, its gating network structure is too complex and redundant, which affects the learning efficiency, and redundant information may affect the performance of the model. For this reason, Chung et al. (2014) proposed the gated recurrent unit network (GRU), an improved model of LSTM. Its structure is shown in Fig. 3. GRU combines the forget gate and the input gate into an update gate, and combines the memory cell and the hidden layer into a reset gate, thereby simplifying the operation of the whole structure and enhancing the performance.

Define $x_t$ as the input data of time point $t$, $r_t$ as the reset gate, $z_t$ as the update gate and $h_t$ as the candidate hidden state. The expressions of each part of GRU shown in Fig. 4 are as follows.

(1) Reset gate $r_t$ is.

$$r_t = \sigma(W_r[h_{t-1}, x_t] + b_r)$$

(6)

where $\sigma$ means the “sigmoid” function, i.e., $\sigma(x) = \text{sigmoid}(x) = 1/(1 + e^{-x})$. The reasons why “sigmoid” is adopted as the activation function are as follows. First, the output value of the “sigmoid” function is between 0 and 1, which meets the physical definition of gating, i.e., when the input is large or small, the output will be very close to 1 or 0, thus ensuring that the gate is open or closed; Second, the “sigmoid” function is differentiable everywhere.

The reset gate controls how much information in the hidden state of the previous time period, i.e., $h_{t-1}$, will be retained in the candidate hidden state of the current time $h_t$. The larger $r_t$ indicates that the more state information was written at the previous time period.

(2) Update gate $z_t$ is.

$$z_t = \sigma(W_z[h_{t-1}, x_t] + b_z)$$

(7)

It controls how much state information of the previous time period, i.e., $h_{t-1}$, is retained in the current state. Unlike the reset gate which focuses on the candidate hidden state at the current moment, the update gate focuses on controlling the influence of the hidden information in the past on the present.

(3) Candidate hidden state $\tilde{h}_t$ is.

$$\tilde{h}_t = \tanh(W\cdot[h_{t-1}, x_t] + b_h)$$

(8)

where $\tanh$ means the “hyperbolic tangent” function, i.e., $\tanh(x) = (e^x - e^{-x})/(e^x + e^{-x})$. It includes the current input $x_t$ and the partial hidden state of the previous time period. The reason for using “hyperbolic tangent” as the activation function is that its output is between -1 and 1, which is consistent with the zero-centered feature distribution in most scenes. In addition, $\tanh$ function has a larger gradient than the “sigmoid function” when the input is close to 0, which usually makes the model converge faster.

(4) Hidden state $h_t$ is.

$$h_t = (1 - z_t) \cdot h_{t-1} + z_t \cdot \tilde{h}_t$$

(9)

where $(1 - z_t) \cdot h_{t-1}$ determines the information to be retained in the previous hidden state, and $z_t \cdot \tilde{h}_t$ determines the information to be retained in the candidate hidden state.

Generally speaking, the GRU unit first obtains two gating states: reset gate $r_t$ and update gate $z_t$ through the hidden state transmitted at the previous time period $h_{t-1}$ and the input at the current time period $x_t$. After the gating signal is obtained, reset gating is used firstly to obtain the reset data $r_t \cdot h_{t-1}$, which is spliced with the input information, and then scaled it to the range of $(1,1)$ by $\tanh$, thus obtaining the candidate hidden state $\tilde{h}_t$. Finally, the update gate is used for forgetting operation and memorizing operation at the same time, and the final hidden state $h_t$ is obtained.

3.3. Time difference correlation analysis for selecting important search index data

Although the GRU network can learn the time lags of input data
automatically for massive search traffic data, if all the collected search indices data are used for model training, the learning efficiency is reduced, and due to the possibility of introducing information with relatively weak correlation, the learning is interfered and the forecasting performance is negatively affected. Therefore, we need to use the time difference correlation analysis to filter the collected search index data, and eliminate the indices whose distance correlation with tourist volume data is less than a certain threshold within the specified lag period.

Pearson correlation coefficient is used in the time difference correlation analysis in existing studies. This coefficient can only calculate the linear correlation but cannot measure the nonlinear correlation. To eliminate this limitation, Székely et al. (2007) proposed the distance correlation which can measure degrees of linear correlation and nonlinear correlation. The calculation procedures of distance correlation are as follows.

1. Let $X$ and $Y$ be paired continuous variables of length $n$, and then we have.
\[ a_{ij} = \| X_i - X_j \| \quad j, k = 1, 2, \ldots, n \]  
(10)

\[ b_{ij} = \| Y_i - Y_j \| \quad j, k = 1, 2, \ldots, n \]  
(11)

where \( \{a_{ik}\} \) and \( \{b_{jk}\} \) represent the distance matrix between the respective elements of \( X \) and \( Y \), respectively.

(2) Calculate the center distance matrix, and the expressions are as follows.

\[ A_{k} = a_{ij} - \bar{a}_{r} + \bar{a} \]  
(12)

\[ B_{k} = b_{ij} - \bar{b}_{r} + \bar{b} \]  
(13)

where \( \bar{a}_{r} \) is the average of row \( r \) in \( \{a_{ik}\} \), \( \bar{a} \) is the average of column \( k \) in \( \{a_{ik}\} \), \( \bar{b}_{r} \) is the average of all elements in \( \{b_{jk}\} \) and the same applies to matrix \( \{b_{jk}\} \).

(3) Calculate the distance covariance as follows:

\[ \text{dCov}^2(X, Y) = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} A_{k} B_{k} \]  
(14)

(4) Calculate the distance variance of \( X \) and \( Y \), i.e.,

\[ \text{dVar}^2(X) = \text{dCov}^2(X, X) = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} A_{k}^2 \]  
(15)

\[ \text{dVar}^2(Y) = \text{dCov}^2(Y, Y) = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} B_{k}^2 \]  
(16)

(5) Calculate the distance correlation as follows:

\[ \text{dCor}(X, Y) = \frac{\text{dCov}(X, Y)}{\sqrt{\text{dVar}(X) \cdot \text{dVar}(Y)}} \]  
(17)

Based on above, the process of selecting important search index data for tourist volume forecasting we proposed is as follows.

Let \( \Psi \) be the dependent variable data (e.g., historical tourist volume), \( \Omega \) be the search index data concerning the vth query word and \( M \) be the total number of alternative search indices concerning different query words. The set of alternative search indices data is \( \Omega = \{\Omega_1, \Omega_2, \ldots, \Omega_M\} \).

Denote \( \Omega_1 \) as the search index data concerning the vth query word with \( L (L > 0) \) period lagging behind the dependent variable. Then, the maximum absolute distance correlation between \( \Omega \) and \( \Psi \) at different lag orders is.

\[ \Gamma(\Omega, \Psi) = \max_{0 \leq l \leq L_\text{max}} d\text{Cor}(\Omega_l, \Psi) \]  
(18)

where \( L_{\text{max}} \) is the given maximum lag order.

Finally, the selection requirement for the search index data concerning the vth query word is \( \Gamma(\Omega, \Psi) > \xi \), where \( \xi \) is the threshold of the absolute distance correlation for search index data. This is the absolute value of the minimum distance correlation coefficient that should be met between the adopted search index with a certain lag order and the tourist volume demand. The threshold value needs to be determined through repeated experiments (for example, in the experiment of Jiuzhaigou, the threshold is preferably set to 0.8).

Generally speaking, for the correlation coefficient, if the absolute value is in \([0, 0.2]\), there is no correlation; if the absolute value is in \([0.2, 0.4]\), there is weak correlation; if the absolute value is in \([0.4, 0.6]\), there is moderate correlation; and if the absolute value is in \([0.6, 1.0]\), there is strong correlation (Chuan Zhang et al., 2020). To reduce the introduction of noise by eliminating indicators that do not contribute much to the forecasting, in this paper, the absolute distance correlation threshold \( \xi \) should be determined larger than 0.6 (Chuan Zhang et al., 2020; Chuan Zhang et al., 2022).

Using the proposed time difference correlation analysis method, indicators that have insignificant linear relationships but significant nonlinear relationships with tourism demand can also be selected. It is suitable for the following neural network model.

4. The method for daily tourist volume forecasting

Fig. 4 shows the framework of the novel method we proposed for forecasting daily tourist volumes during covid-19 epidemic. The method consists of four steps: step 1, collecting data; step 2, processing data; step 3, training GRU networks; step 4, forecasting tourist volumes. Descriptions of our method in detail are as follows.

4.1. Step 1. Collecting data

Four kinds of data need to be collected: historical data, COVID-19 data, search traffic data and weather data. Data collecting methods and mathematical expressions of these data are as follows.

(1) Historical data

Many tourist attractions have their own official website, on which the daily tourist volume is counted and disclosed to the public every day. Through simple web crawler tools, such as Houyi collector (https://www.houyicaiji.com/), the historical daily tourist volumes of attractions can be collected.

The tourist volume from the 1th day and the T-th day is known, and the tourist volume on the \((T + 1)\)-th day is unknown, i.e., we need to forecast it. The historical tourist volume data, \( H \), can be expressed as \( H = [h_1, h_2, \ldots, h_T] \), where \( h_t \) denotes the historical tourist volume in the t-th day, and \( t = 1, 2, \ldots, T \). For the convenience of understanding, taking the historical tourism volume data collected in Fig. 4 as an example, \( H = [h_1, h_2, \ldots, h_T] = [208, 295, \ldots, 59] \).

(2) COVID-19 data

COVID-19 data is an important index for predicting tourist volumes. It can be downloaded directly through the Center for Systems Science and Engineering (CSSE) at Johns Hopkins University (https://github.com/CSSEGISandData/COVID-19).

The data of daily new confirmed cases in COVID-19, \( C \), can be represented as 
\[ C = \begin{bmatrix} c_1^0 & c_2^0 & \cdots & c_T^0 \\ c_1^1 & c_2^1 & \cdots & c_T^1 \\ \vdots & \vdots & \ddots & \vdots \\ c_1^L & c_2^L & \cdots & c_T^L \end{bmatrix} \]
where \( c_i^L \) represents the number of newly confirmed cases in whole country and the destination area respectively in the t-th day, and \( t = 1, 2, \ldots, T \). Taking the collected data in Fig. 4 as an example, \( C = \begin{bmatrix} 31 & 34 & \cdots & 23 \\ 2 & 2 & \cdots & 0 \end{bmatrix} \).

(3) Search traffic data

Taking Baidu Index (https://index.baidu.com/) as an example, we use Python programming to obtain Baidu search index data.

The most critical step before collecting Baidu search data is to identify key words. The way to generate a candidate word set is using a central word related to the tourist attraction to elicit other key related words or phrases by adopting the “related searches” function provided by Baidu index platform (Li et al., 2018; Sun et al., 2019; Li et al., 2020; Chuan Zhang et al., 2022). For example, to collect Baidu search indices related to Jiuzhaigou scenic spot, firstly the core search word “Jiuzhaigou” should be determined, and then enter this word into the query box of Baidu Index website. The box will automatically list many related search words, such as “Jiuzhaigou tickets” and “Jiuzhaigou accommodation”.

Assuming that there are \( Q \) Baidu search key words collected, the collected search traffic data \( S \) can be expressed as:

\[ S = \begin{bmatrix} s_1^0 & s_2^0 & \cdots & s_T^0 \\ s_1^1 & s_2^1 & \cdots & s_T^1 \\ \vdots & \vdots & \ddots & \vdots \\ s_1^Q & s_2^Q & \cdots & s_T^Q \end{bmatrix} \]
and then the decomposition process can be expressed as. Fig. 4 as an example, have

\[ W^k = \begin{bmatrix} w^k_{1,1} & w^k_{1,2} & \cdots & w^k_{1,T} \\ w^k_{2,1} & w^k_{2,2} & \cdots & w^k_{2,T} \\ \vdots & \vdots & \ddots & \vdots \\ w^k_{1,1} & w^k_{1,2} & \cdots & w^k_{1,T} \end{bmatrix}, \]

(23)

where predictor \( IMF^k \) represents the \( k \)-th IMF decomposed from historical tourist volume data by VMD, \( \xi \) represents the value of the \( k \)-th IMF in the \( t \)-th day, and \( t = 1, 2, \ldots, T \).

(2) Processing search traffic data using time difference correlation analysis.

As mentioned before, the total number of search indices concerning candidate words collected is \( Q \). Assuming that there are \( Q \) search indices with different lag orders selected as predictors, the set of them is \( KW = \{ kw_1, kw_2, \ldots, kw_Q \} \) (\( Q \leq Q \)). The corresponding search traffic data is.

\[ S^q = \begin{bmatrix} s_{1,1}^q & s_{1,2}^q & \cdots & s_{1,T}^q \\ s_{2,1}^q & s_{2,2}^q & \cdots & s_{2,T}^q \\ \vdots & \vdots & \ddots & \vdots \\ s_{d,1}^q & s_{d,2}^q & \cdots & s_{d,T}^q \end{bmatrix}, \]

(24)

where \( s_{q,t}^q \) is the Baidu search data of the \( q \)-th selected predictor, \( s_{q,t}^q \) is the search index value of the predictor \( s_{q,t}^q \) in the \( t \)-th day, and \( t = 1, 2, \ldots, T \).

(3) Processing weather data.

Notice that the data of weather conditions are non-digital, which cannot be directly used for mathematical calculating. Hence, we need to convert this kind of data into dummy variables based on their suitability for travel. Reference to Bi et al. (2020), we divide the weather conditions into three predictors: “Good”, “Moderate” and “Bad”, and convert them into one-hot encodings. Table 2 shows the conversion rules in detail. According to the rules, all the three predictors are dummy variables with values of 0 or 1, where 0 indicates “False” and 1 indicates “True”.

Then, the weather data will be processed as.

\[ W^w = \begin{bmatrix} w_{1,1}^w & w_{1,2}^w & \cdots & w_{1,T}^w \\ w_{2,1}^w & w_{2,2}^w & \cdots & w_{2,T}^w \\ \vdots & \vdots & \ddots & \vdots \\ w_{1,1}^w & w_{1,2}^w & \cdots & w_{1,T}^w \end{bmatrix}, \]

(25)

where \( w_{w,1}^w = \text{good} \), \( w_{w,2}^w = \text{moderate} \) and \( w_{w,3}^w = \text{bad} \) are predictors indicating whether the weather conditions are “good”, “moderate” and “bad” respectively. The values of \( w_{w,1}^w \), \( w_{w,2}^w \) and \( w_{w,3}^w \) are either 0 or 1, which respectively indicates whether the weather condition is “good”, “moderate” or “bad” in the \( t \)-th day, \( t = 2, \ldots, T + 1 \).

(4) Combining the above processed data into one matrix \( D_{t+1} \), i.e.,

\[ D_{t+1} = \begin{bmatrix} d_1 \\ \vdots \\ d_{J-1} \end{bmatrix}, \]

(26)

where \( d_j \) represents the number of forecasting predictors, \( k = 2, \ldots, K + \#Q \).
In the matrix $\mathbf{D}_{j-T}$, the historical data, IMFs obtained by decomposing historical data with VMD, COVID-19 data and search traffic data are from the 1-th day to the T-th day, while the weather data are from the 2-th day to the (T + 1)th day.

(5) Data normalization.

Different features have different orders of magnitude and dimensions. In other words, they are incommensurate. If they are directly used, the modeling accuracy will be affected. Therefore, to improve the training efficiency and forecast accuracy, they should be standardized using Max-Min normalization method as follows.

$$\tilde{d}_j = \frac{d_j - \min(d_j)}{\max(d_j) - \min(d_j)}, \quad j = 1, 2, ..., J; t = 1, 2, ..., T, \quad \text{(27)}$$

in which $d_j$ denotes the $t$-th value of $d$ and $\tilde{d}_j$ denotes the normalization result of $d_j$. Then, $\mathbf{D}_{j-T}$ can be processed as $\mathbf{D}_{\tilde{j-T}}$ based on the obtained $\tilde{d}_j$, i.e.,

$$\mathbf{D}_{\tilde{j-T}} = \begin{bmatrix} \tilde{d}_1 & \tilde{d}_2 & ... & \tilde{d}_T \\ \tilde{d}_j & \tilde{d}_j & ... & \tilde{d}_j \\ \vdots & \vdots & \ddots & \vdots \\ \tilde{d}_{T-t} & \tilde{d}_{T-t} & ... & \tilde{d}_{T-t} \end{bmatrix}$$

For the convenience of processing, we standardized all the predictors in the matrix $\mathbf{D}_{j-T}$, including the dummy variable of weather conditions. Since the values of weather condition features are only 0 or 1 after the process of one-hot encoding, they remain unchanged after normalization by Eq. (27).

The labels we use in model training, i.e., the actual values, have also been standardized, as shown in Fig. 4. The purpose is to accelerate the convergence of weight parameters in the process of training the neural network, which is helpful for fast training.

(5) Construction of training samples.

Denote as the time step of the GRU networks. $T-t$s training samples, i.e., $\mathbf{T}_1, \mathbf{T}_2, ..., \mathbf{T}_{T-t}$, are constructed on the basis of the obtained $\mathbf{D}_{\tilde{j-T}}$, where $\mathbf{T}_g$ denotes the $g$-th training sample, $g = 1, 2, ..., T-t$. $\mathbf{T}_g$ is a matrix, i.e.,

$$\mathbf{T}_g = \begin{bmatrix} \tilde{d}_1^g, \tilde{d}_2^g, ..., \tilde{d}_T^g \\ \vdots \\ \tilde{d}_1^g, \tilde{d}_2^g, ..., \tilde{d}_T^g \\ \vdots \\ \tilde{d}_1^g, \tilde{d}_2^g, ..., \tilde{d}_T^g \\ \tilde{d}_1^{g+1}, \tilde{d}_2^{g+1}, ..., \tilde{d}_T^{g+1} \end{bmatrix}$$

where data in the 1-th to ts-th column are inputs of GRU networks and the data in the (ts + 1)th column represent the GRU output.

4.3. Step 3. Training GRU networks.

GRU networks is trained by using the above obtained $T-t$s constructed training data, i.e., $\mathbf{T}_1, \mathbf{T}_2, ..., \mathbf{T}_{T-t}$, and then, the GRU networks with practical forecasting power can be gained. For the complete process and principle of training GRU, please refer to Cho et al. (2014).

4.4. Step 4. Forecasting tourist volumes.

In Step 2 of Fig. 5, we have obtained $T-t$s training samples and the input data $\mathbf{ID}$, which is used for the forecast of the $(T + 1)$th day. The $\mathbf{ID}$ has the same form as $\mathbf{T}_g$, except that the $(ts + 1)$th column data in the $\mathbf{ID}$ is unsuspected and it is prepared to be predicted.

Inputting the data $\mathbf{ID}$ into the trained GRU networks in Step 3, then the tourist volume on the $(T + 1)$th day, $\tilde{d}_{T-t+1}$, can be obtained. Through the inverse normalization, it can be converted into the forecasted tourist volume of the $(T + 1)$th day, and the formula is as follows:

$$h_{T+1} = \frac{1}{T} \sum_{t=1}^{T} \left[ \max(d) - \min(d) \right] + \min(d), \quad j = 1, 2, ..., J; t = 1, 2, ..., T, \quad \text{(30)}$$

where $h_{T+1}$ is the tourist volume of the $(T + 1)$th day.

5. Experimental study.

In this section, we take two well-known attractions in China: Jiuzhaigou and Siguniang Mountain, as examples, to conduct comprehensive experimental comparisons and discussions.

---

**Table 3**

| Data name          | Description                                      | Source                             | Date range   |
|--------------------|--------------------------------------------------|------------------------------------|--------------|
| Historical data    | Historical tourist volume of Jiuzhaigou and Siguniang Mountain. | Official websites of these tourist attractions | 2020.4.1~2021.11.20 |
| COVID-19 data      | New confirmed COVID-19 cases daily in Chinese mainland and Sichuan province. | The Center for Systems Science and Engineering (CSSE) at Johns Hopkins University | 2020.4.1~2021.11.20 |
| Search traffic data| Relevant Baidu search indices concerning these tourist attractions. Take Jiuzhaigou as an example, the related query words are “Jiuzhaigou”, “Jiuzhaigou Tickets”, “Jiuzhaigou pictures”, “Jiuzhaigou weather”, “Jiuzhaigou location”, “Jiuzhaigou tourism strategy”, “Jiuzhaigou accommodation”, “Jiuzhaigou tourism” and “Jiuzhaigou scenic spot”. | Baidu Index | 2020.3.1~2021.11.20 |
| Weather data       | The temperature and weather condition data concerning these tourist attractions. | Tianqi website | 2020.4.2~2021.11.21 |
concerning keywords listed in Table A2 will be used. It is necessary to select search words that have good predictive ability. For example, temperature, the lowest temperature, and the weather conditions. Higher than that in Jiuzhaigou indicates that, it does not affect the forecasting, because the low search frequency of keywords related to Siguniang Mountain is relatively small. Although there are many zero or very low frequencies of keywords related to the two scenic spots are consistent with the trend of the tourist indices are shown in Table 3.

From Table A2, we can find that the search frequency of keywords related to the two scenic spots are consistent with the trend of the tourist volume in the two scenic spots as a whole, i.e., the average search frequency of keywords related to Jiuzhaigou is obviously more than that of Siguniang Mountain, and the number of zero or very low frequencies of keywords related to Jiuzhaigou is relatively small. Although there are many zero or very low frequencies of keywords related to Siguniang Mountain, it does not affect the forecasting, because the low search frequency reflects the low attention, and the corresponding number of tourists may also be small. Most importantly, not all the search indices concerning keywords listed in Table A2 will be used. It is necessary to use time difference correlation analysis method to eliminate useless search keywords, so as to ensure that the search frequency data of the selected search words have good predictive ability.

As can be seen from Table A3, the weather data includes the highest temperature, the lowest temperature and the weather conditions. Among them, the weather conditions are processed into three predictors (or features): “Good”, “Moderate” and “Bad”, according to the rules provided in Table 2 of Section 4.2. All three predictors are one-hot encodings with values of 0 or 1, where 0 indicates “False” and 1 indicates “True”. Obviously, the temperature in Jiuzhaigou is generally higher than that in Siguniang Mountain. The ratios of “Good” and “Bad” weather conditions (i.e., the mean values of the “Good” and “Bad” predictors) in Jiuzhaigou are 0.8 and 0.04, respectively, while the ratios of “Good” and “Bad” weather conditions in Siguniang Mountain are 0.78 and 0.06, respectively. This indicates that there are more tourists in scenic spots with better weather conditions, which further indicates that the weather data can forecast the tourism demand.

Table A4 presents the data of confirmed cases in COVID-19 throughout China and Sichuan Province. Although the overall value is not particularly large, in view of the infectivity of COVID-19, the panic and influence caused by the increase of confirmed cases are very great. National and local epidemic data should be considered separately for the following reasons. If the epidemic situation in the whole country is not severe, but only the epidemic situation in the destination area is seriously rebounding, many travelers will give up traveling to this area for fear of contracting the virus, and choose other places. If there is no epidemic situation in the area where the tourist attraction is located, but the national epidemic situation is serious, it will only affect the number of tourists from other areas to the tourist attraction, but will not affect the tourists from the place where the attraction is located. It can be seen that for a specific attraction, the impact of the national epidemic and the local epidemic on the number of tourists to the attraction is different. Therefore, if the data of confirmed cases in the whole country and the destination area are combined, the information will be lost and the forecast performance will be affected.

Taking Jiuzhaigou as an example, Fig. 5 shows curves of Baidu search indices screened out by the time difference correlation analysis method, and the intermediate process is shown in Table 4.

### 5.2. Experimental design

1. **Forecasting scheme and the split of the data set.**

   We use the fixed forecasting scheme to conduct experiments. The data set is divided into the training set and the test set. We use the data from October 21, 2021 to November 20, 2021, totaling 30 days, as the test set to evaluate forecast performance. The training set consists of the data from April 1, 2020 to October 20, 2021, totaling 568 days. To facilitate the determination of hyperparameters, such as the number of IMFs, unit number of GRU network and time steps and so on, we take 20% samples from the training set as the validating set.

2. **Assessment metrics.**

   In this paper, two metrics are used to calculate the forecasting error of a forecasting model: Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE). Their calculation formula is as follows:

   \[
   MAE = \frac{1}{N} \sum_{t=1}^{N} |x_t - \hat{x}_t|, \tag{31}
   \]

   \[
   RMSE = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (x_t - \hat{x}_t)^2}, \tag{32}
   \]

   where \(x_t\) and \(\hat{x}_t\) represent the actual value and the forecast value in the \(t\)-th period, respectively. Obviously, the lower the value of MAE and RMSE, the more reliable and accurate will be the forecasting.

   To measure whether the forecasting accuracy of the proposed approach is significantly better than a benchmark model from a statistical perspective. We adopt Diebold-Mariano (DM) test (Diebold & Mariano, 1995), and the null and alternative hypotheses are.

   \[
   H_0: E[g(e_1)] = E[g(e_2)]. \tag{33}
   \]

   \[
   H_1: E[g(e_1)] \neq E(g(e_2)). \tag{34}
   \]

   where \(g(\cdot)\) is loss function of forecasting, \(e_1\) and \(e_2\) are the forecasting errors of the two models. The DM test is calculated by.

   \[
   DM = \frac{\sum_{t=1}^{N} [g(e_1) - g(e_2)]^2}{\sqrt{s^2/N}}, \tag{35}
   \]

   where \(s^2\) is an estimator of the variance \([g(e_1) - g(e_2)]\). If \(DM > 0\), the model 2 is superior to the model 1; otherwise, the model 1 is superior to the model 2.

   (3) **Selection of hyperparameters.**

   When training the proposed model, several hyperparameters should be determined firstly, e.g., IMF number, time step, unit number, batch number and training numbers. Among them, IMF number, time step and unit number have greater influence on the performance of forecasting. To find the best values of the three hyperparameters, we changed the

| Key word | Maximum absolute distance correlation | The lag order of the maximum absolute distance correlation | Is selected? |
|----------|--------------------------------------|--------------------------------------------------------|-------------|
| Jiuzhaigou Tickets | 0.811 | 3 | Yes |
| Jiuzhaigou pictures | 0.667 | 3 | No |
| Jiuzhaigou weather | 0.842 | 3 | Yes |
| Jiuzhaigou location | 0.631 | 1 | No |
| Jiuzhaigou tourism strategy | 0.670 | 10 | No |
| Jiuzhaigou accommodation | 0.588 | 4 | No |
| Jiuzhaigou tourism | 0.826 | 3 | Yes |
| Jiuzhaigou scenic spot | 0.789 | 5 | No |
| Jiuzhaigou scenic spot | 0.535 | 2 | No |
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hyperparameters to be adjusted within a certain range while keeping the values of other hyperparameters unchanged. By comparing the average RMSE values of verification sets, we chose the appropriate hyperparameters based on the principle of minimum RMSE. In the following, Jiuzhaigou is taken as an example to explain the detailed process.

First, we keep time step and unit number in GRU network constant to find the optimal of IMF number $K$. Every time the value of $K$ is changed, we repeat the same experiment for 5 times, and then record the average RMSE of these 5 verifications. Finally, the average RMSE of the

Fig. 6. The average values of RMSE under different $K$ (Take Jiuzhaigou as an example).

Fig. 7. The average values of RMSE under different hyperparameter combinations (Take Jiuzhaigou as an example).

Fig. 8. The actual and forecasted tourist volume of Jiuzhaigou with different models.

Fig. 9. The actual and forecasted tourist volume of Siguniang Mountain with different models.

Fig. 10. The MAE of each model.

Fig. 11. The RMSE of each model.

Fig. 12. The actual and forecasted tourist volume of Jiuzhaigou using different kinds of variables.
verification corresponding to each $K$ value is compared, and the $K$ corresponding to the lowest RMSE is selected. To visualize the results, we plotted the curves for the validation set RMSE values under different $K$ values as shown in Fig. 6. Obviously, when $K = 17$, the average RMSE is the lowest, and 17 is the best value of IMF number of Jiuzhaigou tourists.

Both time step and unit number are important hyperparameters of GRU network. By comparing the forecasting performance of verification set under different combinations of time step and unit number, the most suitable combination has been found. In the same way, keeping $K = 17$, change the combinations of time step and unit number to repeat experiments, and calculate the average RMSE of each attempt under different combinations. The results are shown in Fig. 7, and the closer the color of the region is to light yellow, the smaller the RMSE of the model trained by the hyperparameters combination, and the better the forecasting result. From Fig. 7, the model performs best when time step is 9 and unit number is 40.

Similarly, the above approach is also adopted for determining model hyperparameters in the experiment of forecasting tourist volume of Siguniang Mountain and the later experimental comparisons.

(4) Selection of comparative benchmarks.

We set up two groups of comparative experiments to prove the superiority of the VMD-GRU model and the remarkable predictive power of COVID-19 data, search traffic data and weather data.

To illustrate the superiority of the VMD-GRU model proposed in this paper, we set some benchmark models as follows.

- RM: Simple random walk. Also known as Naïve Forecast. The idea is to assume that the future demand completely replicates the past model. In this model, the forecasted value of the next period is equal to the actual demand of the current period (Hein & Spudeck, 1988).
- ARIMAX: Autoregressive integrated moving average model with exogenous input variables (Pan et al., 2012).
- SVR: Support vector regression (Huang & Hao, 2021).
- ANN: Artificial neural networks (Palmer et al., 2006; Höpken et al., 2021).
- LSTM: Long short-term memory networks (Law et al., 2019; Bi et al., 2020; Laaroussi et al., 2020).
- GRU: Gated recurrent unit networks (Laaroussi et al., 2020).
- EMD-GRU: A hybrid model composed of empirical mode decomposition and gated recurrent unit networks.
- EEMD-GRU: A hybrid model composed of ensemble empirical mode decomposition and gated recurrent unit networks.
- VMD-LSTM: A hybrid model composed of variational mode decomposition and long short-term memory networks.
- VMD-GRU: A hybrid model composed of variational mode decomposition and gated recurrent unit networks (our model).

To verify whether COVID-19 data, search traffic data and weather data can make progress in improving predictive ability of VMD-GRU model, we successively reduced the data variables used in the model and generated the following comparative experiments.

- H: Only historical data (H).
5.4. Comparisons and discussions

Firstly, according to Fig. 8 and Fig. 9, the forecasted values of our model, VMD-GRU, are the closest to the actual values, followed by VMD-LSTM model. From Table 5, the proposed model is superior to the benchmarks in MAE and RMSE, which proves the validity of the method proposed in this paper.

Secondly, compared with the time series analysis model ARIMAX, the machine learning models SVR, ANN, LSTM and GRU all have better forecasting performance. The traditional machine learning models, SVR and ANN, are inferior to deep learning models, LSTM and GRU. Even the simplest model, i.e., RM, is better than SVR and ANN in this study. GRU performs better than LSTM network, and its average MAE and RMSE are 9.44 % and 4.62 % lower than LSTM, respectively. Similarly, the average MAE and RMSE of VMD-GRU model are respectively 30.22 % and 20.53 % lower than VMD-LSTM model, which also shows that GRU is superior to LSTM.

Finally, compared with GRU model, the average MAE and RMSE of EMD-GRU model are 9.44 % and 4.62 % lower than GRU model respectively, but the average MAE and RMSE of EEMD-GRU model are 18.03 % and 7.64 % higher than GRU model respectively, and the average MAE and RMSE of VMD-GRU model are 64.32 % and 61.70 % lower than GRU model respectively. These illustrate that the empirical mode decomposition plays a minor role in this task, and even has side effects (e.g., EEMAD), while the variational mode decomposition can significantly improve the forecasting performance of GRU model. In a word, our VMD-GRU model is superior and reasonable.

(2) Discussion of the comparison results of different forecasting variables.

As can be seen from Fig. 12 and Fig. 13, VMD-GRU model which simultaneously uses historical data, COVID-19 data, search traffic data and weather data has forecasted values that are closest to the actual values.

To explain in detail how these three kinds of data can enhance the forecasting performance, we make the following comparative analysis in combination with Table 6.

Firstly, the forecasting performance of “HW”, “HS” and “HC” are all better than “H”. Specifically, the average MAE and RMSE of “HW” are 16.8 % and 20.66 % lower than “H”, respectively; The average MAE and RMSE of “HS” are 25.14 % and 32.45 % lower than “H”, respectively; The average MAE and RMSE of “HC” are 32.56 % and 36.83 % lower than “H”, respectively. It can be analyzed that, COVID-19 data has the greatest contribution on improving the forecast performance, followed by search traffic data and finally weather data.

Secondly, the average MAE and RMSE of “HWS” is 13.9 % and 21.71 % lower than “HW”, respectively; The average MAE and RMSE of “HSC” are 29.88 % and 24.51 % lower than “HS”, respectively; The average MAE and RMSE of “HWC” are 64.32 % and 61.70 % lower than “HC”. This further illustrates that the contribution of COVID-19 data on forecasting performance is greater than search traffic data and weather data.

Finally, “HWSC” has the best forecasting performance. Specifically,
the average MAE and RMSE of “HWSC” are 53.55 % and 69.21 % lower than “HWS”, 47.37 % and 66.67 % lower than “HWC” and, 36.60 % and 62.50 % lower than “HSC”. These also indicate that the improvement effect of COVID-19 data on forecasting performance of tourist volumes is greater than search traffic data and the improvement effect of search traffic data is greater than weather data. Moreover, considering the three types of data simultaneously, the model has the best performance.

In conclusion, using historical data to predict the tourist volume recognizes the ductility of the changing trends, but when unexpected events occur, such as the epidemic situation, only considering historical data will limit the accuracy of prediction (Johann du Preez & Stephen, 2003). Therefore, we conclude that it is necessary to consider a variety of external data, especially the information related to the events that directly affect people’s travel decisions (such as the epidemic) in the forecast of travel volume in special periods. COVID-19 data, search traffic data and weather data here are important explanatory variables, and it is reasonable and effective to consider these three types of data to forecast tourist volumes.

(3) Diebold-Mariano Test.

We conduct DM tests under different forecast models and different predictive variables to illustrate whether the forecasting accuracy of the proposed model is significantly superior to benchmarks (Zhao et al., 2022). Table 7 and Table 8 show the results of the DM test of different forecasting models and different forecasting variables, respectively.

It can be seen from the results that the proposed approach is better than the benchmark models at different significance levels, both in the model and the predictive variables used, indicating that our forecasting approach is obviously effective.

6. Conclusions

This paper studies daily tourist volumes forecasting during the period of epidemic, and proposes an innovative VMD-GRU method, which can use historical data, COVID-19 data, search traffic data and weather data concurrently. Taking two well-known attractions: Jiuzhaigou and Siguniang Mountain, as examples, experiments are carried out. The results show that: 1) VMD is very suitable for the prediction of non-stationary tourist volumes and can greatly improve the forecasting performance; 2) GRU network has the best performance in the task of forecasting tourist volumes; 3) The introduction of COVID-19 data, search traffic data and weather data can enhance the predictive power of the forecasting model, and COVID-19 data has the biggest improvement on the forecast performance, followed by search traffic data and finally weather data.

The main innovations of this study are as the following: 1) This is the first study that applies VMD to the forecasting of tourist volumes, and combined with GRU, proposes a novel VMD-GRU model to fulfill multivariate time series forecasting based on multiple data sources. 2) This is the first work to integrate historical data, COVID-19 data, search traffic data and weather data into the construction of daily tourist volumes forecast method. 3) The distance correlation is adopted to improve the time difference correlation analysis for selecting significant search key words.

It is important to highlight that, this background is novel and different from existing studies, which provides a better choice for the operational decision-making of tourism industry in epidemic situation, and this study has laid a good foundation for the application of artificial intelligence model in the task of forecasting tourist volumes. Accurate forecasts of daily tourist volumes are sound decision guidelines for tourism operators. On the basis of the forecasting results, tourism operators can develop pricing strategies or tourism packages to raise the number of tourists if the tourism demand is low. Meanwhile, tourism operators can draw up crisis plans to prevent the risk of the epidemic spreading due to the detention of tourists or excessive tourists in periods of high demand.

The limitations of this paper are as follows. First, in view of the different epidemic prevention policies in different countries, whether the proposed method can be applied to the forecast of tourist volumes in other countries or other epidemic prevention policies needs further verification, and future research can turn the focus to other countries and regions. Second, more types of predictive variables can be tried in our method framework, such as online review data. In addition, low-frequency variables, such as economic data, can be used to investigate the long-term trend of tourism volume. Third, it is also a good attempt to construct a composite indicator from various variables through certain methods, which can reduce the dimension of the input of the forecast model. Finally, a support system can be developed based on the proposed method.
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Appendix

Table A1

| Attraction name      | Count | Mean   | Standard deviation | Median | Min  | Max   |
|----------------------|-------|--------|--------------------|--------|------|-------|
| Jiuzhaigou           | 599   | 6183.85| 5956.71            | 4747   | 30   | 40,645|
| Siguniang Mountain   | 599   | 1552.10| 2494.34            | 825    | 1    | 20,000|
Table A2
Descriptive statistics of search traffic data.

| Attraction name | Search query | Count | Mean | Standard deviation | Median | Min | Max |
|-----------------|--------------|-------|------|--------------------|--------|-----|-----|
| Jiuzhaigou      | Tickets      | 630   | 452.08 | 238.05          | 386    | 109 | 1265 |
|                 | pictures     | 630   | 248.18 | 44.78           | 253    | 100 | 400 |
|                 | weather      | 1303.50 | 1057.97 | 263.5            | 79    | 908 |      |
|                 | location     | 266.15 | 80.82  | 273.93          | 475    | 87  | 1205 |
|                 | tourism strategy | 499.67 | 209.67 | 65.66           | 66     | 0   | 202  |
|                 | accommodation| 75.16  | 53.66  | 375             | 375    | 66  | 2583 |
|                 | tourism      | 5066.05 | 2476.41 | 1464.5          | 1382   | 15,246 |      |
|                 | scenic spot  | 352.46 | 128.27 | 321.5           | 78     | 795 |      |
| Siguniang Mountain | Weather in Siguniang Mountain | 1419.19 | 494.72 | 1311.5          | 717    | 4640 |      |
|                 | Travel guide of Siguniang Mountain | 485.76 | 331.28 | 375            | 66     | 2583 |
|                 | Mountain altitude | 131.58 | 49.70 | 138            | 0      | 343 |      |
|                 | Mountain travel | 210.73 | 92.69 | 193.5          | 59     | 900 |      |
|                 | Tickets for Siguniang Mountain | 49.74 | 56.41 | 59           | 0      | 221 |      |
|                 | Mountain location | 102.45 | 56.01 | 126            | 0      | 296 |      |
|                 | Mountain scenic area | 332.28 | 182.89 | 296        | 65     | 947 |      |
|                 | mountain accommodation | 6.91 | 19.56 | 0            | 0      | 120 |      |
|                 | Mountain scenic area | 45.03 | 45.63 | 59           | 0      | 205 |      |

Table A3
Descriptive statistics of weather data.

| Attraction name | weather data name | Count | Mean | Standard deviation | Median | Min | Max |
|-----------------|-------------------|-------|------|--------------------|--------|-----|-----|
| Jiuzhaigou      | Max               | 599   | 7.92 | 7.92              | 20     | 0   | 36  |
|                 | Min               | 599   | 7.42 | 7.42              | 10     | -13 | 22  |
|                 | Good              | 599   | 0.40 | 0.40              | 1      | 0   | 1   |
|                 | Moderate          | 599   | 0.36 | 0.36              | 0      | 0   | 1   |
|                 | Bad               | 599   | 0.20 | 0.20              | 0      | 0   | 1   |
| Sichuan Province | Max               | 599   | 7.23 | 7.23              | 13     | -6  | 36  |
|                 | Min               | 599   | 8.17 | 8.17              | 1      | -20 | 24  |
|                 | Good              | 599   | 0.41 | 0.41              | 1      | 0   | 1   |
|                 | Moderate          | 599   | 0.37 | 0.37              | 0      | 0   | 1   |
|                 | Bad               | 599   | 0.23 | 0.23              | 0      | 0   | 1   |

Table A4
Descriptive statistics of confirmed cases in COVID-19.

| Statistical scope | Count | Mean | Standard deviation | Median | Min | Max |
|-------------------|-------|------|--------------------|--------|-----|-----|
| China             | 599   | 28.30 | 30.39             | 19     | 0   | 353 |
| Sichuan Province  | 599   | 1.19  | 1.66              | 1      | 0   | 12  |
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