Abstract—Point cloud completion aims to predict complete shape from its partial observation. Current approaches mainly consist of generation and refinement stages in a coarse-to-fine style. However, the generation stage often lacks robustness to tackle different incomplete variations, while the refinement stage blindly recovers point clouds without the semantic awareness. To tackle these challenges, we unify point cloud Completion by a generic Pretrain-Prompt-Predict paradigm, namely CP3. Inspired by prompting approaches from NLP, we creatively reinterpret point cloud generation and refinement as the prompting and predicting stages, respectively. Then, we introduce a concise self-supervised pretraining stage before prompting. It can effectively increase robustness of point cloud generation, by an Incompletion-Of-Incompletion (IOI) pretext task. Moreover, we develop a novel Semantic Conditional Refinement (SCR) network at the predicting stage. It can discriminatively modulate multi-scale refinement with the guidance of semantics. Finally, extensive experiments demonstrate that our CP3 outperforms the state-of-the-art methods with a large margin. code will be available at https://github.com/MingyeXu/cp3.

Index Terms—Point cloud completion, prompting, self-supervised pretraining, semantic refinement.

I. INTRODUCTION

POINT cloud analysis has attracted a lot of research interest in computer vision and robotics. Unfortunately, the scanned point cloud is usually incomplete in practice, due to complex occlusion, light reflection, limited sensor resolution, etc. Therefore, the completion task has gradually become important. The existing approaches [1], [2], [3], [4], [5] are mainly based on point cloud generation and refinement, which first generates the coarse completion from partial point cloud, and then recovers the fine completion from the coarse one. However, these approaches focus on designing complicated models, while ignoring the fundamental problems about how to effectively use point cloud at different stages.

At the generation stage, the core problem is to learn a robust incomplete-to-complete mapping for tackling different partial observations of point cloud. Most methods mainly work on developing deterministic or probabilistic generation networks [2], [4], [5], while lacking insightful consideration about data itself. In fact, the training pairs of incomplete and complete point cloud are predetermined. With such limited data diversity, it is often difficult to generate robust completion from new incomplete variations, by training those complex generation networks from scratch. At the refinement stage, the key is to recover the plausible shape of the complete point cloud, based on the coarse (or imperfect) completion from the generation stage. However, the existing refinement approaches [4], [6], [7] ignore the semantic information of point cloud, which is an important clue of shape recovery. As a result, these refinement networks are unsatisfactory on point clouds which have similar shapes but belong to different semantic categories, e.g., chair and table in Fig. 1.

To tackle these problems, we propose to unify point cloud Completion frameworks by a generic Pretrain-Prompt-Predict paradigm, namely CP3, which can achieve robust generation and discriminative refinement by self-supervised pretraining and semantic-guided predicting. As shown in Fig. 1, our inspiration mainly comes from the recent prompting scheme in NLP [8], [9], [10]. Specifically, as Fig. 1 shows, we flexibly reinterpret the generation stage as the prompting stage, since both stages aim at learning on new scenarios with limited data diversity. But differently, the pretrained model is ready in NLP. Therefore, its goal is to design a prompt function that modifies input as prompt for answer search. Alternatively, point cloud generation is not pretrained. Hence, our goal is to design an inverse prompt function which aims at constructing the diversified input from the given prompt (i.e., incomplete point cloud) for predicting. In particular, we introduce a concise Incompletion-Of-Incompletion (IOI) sampling mechanism as inverse prompt function, where we randomly crop incomplete point clouds into new incomplete-of-incomplete ones. Subsequently, we pretrain the generation.
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Our CP3 paradigm. We unify point cloud completion by the recent prompting scheme in NLP, since we find the incomplete point cloud plays a similar role as the incomplete sentence, e.g., “I love this movie. Overall, it was a ___ movie”. Following this line, we reinterpret point cloud generation and refinement as the prompting and predicting stages, which first generates the imperfect point cloud (like answer: “good / fantastic”) from the incomplete one, and then refines target point cloud (like output: “++(positive)”) from the imperfect one. But different from NLP, point cloud generation is not pretrained, and refinement lacks semantic awareness. Hence, we propose a concise IOI pretraining to boost generation robustness in a self-supervised way, and design a novel semantic guidance to modulate refinement for shape confusion reduction.

Fig. 1. Our CP3 paradigm. We unify point cloud completion by the recent prompting scheme in NLP, since we find the incomplete point cloud plays a similar role as the incomplete sentence, e.g., “I love this movie. Overall, it was a ___ movie”. Following this line, we reinterpret point cloud generation and refinement as the prompting and predicting stages, which first generates the imperfect point cloud (like answer: “good / fantastic”) from the incomplete one, and then refines target point cloud (like output: “++(positive)”) from the imperfect one. But different from NLP, point cloud generation is not pretrained, and refinement lacks semantic awareness. Hence, we propose a concise IOI pretraining to boost generation robustness in a self-supervised way, and design a novel semantic guidance to modulate refinement for shape confusion reduction.

Fig. 2. IOI pretraining and prompting.

network with a self-supervised pretext task, which applies the IOI point cloud as input to recover the original incomplete point cloud. This design contains two main advantages. First, this pretraining task is similar to the downstream generation task, which can reduce the task gap for model transfer [8]. Second, IOI pretraining can effectively increase robustness of generation network, by pretraining on rich variations of incomplete point clouds. Specially, our IOI pretraining is not affected by the fixed form of crop procedure, we verify different ways of crop procedure (as indicated in the Fig. 3), both with improved performance significantly.

Moreover, we reinterpret the refinement stage as the predicting stage, since this stage is used to map the imperfect point cloud (i.e., answer of prompt) into the refined one (i.e., the target output). But different from answer mapping in NLP, point cloud refinement requires extra semantic knowledge, since the shape of point cloud is highly relevant to its high-level semantics, such as category information. Based on this observation, we propose a novel Semantic Conditional Refinement (SCR) network, which adaptively leverage semantic information as discriminative guidance for refining point cloud. Specifically, it mainly consists of two distinct blocks, i.e., semantic-guided modulation and multi-scale point deconvolution blocks. The semantic-guided modulation block smartly converts the semantic information of point cloud into a dynamical filter to modulate the point-wise features, or creates the affine transformations with the semantic information for feature modulation. Conditioned on these semantic-modulated features, the point deconvolution block progressively refines point cloud by multi-scale relation learning. Hence, unlike the previous refinement networks [5], [7], [11], our SCR network can effectively alleviate shape confusion among various categories and semantics.

Finally, we evaluate our CP3 on the widely-used point cloud completion benchmarks such as MVP [5] and PCN [1]. The extensive experiments show that our IOI pretraining and SCR predicting can effectively boost point cloud generation
and refinement. Consequently, CP3 outperforms a number of state-of-the-art approaches with a large margin, e.g., it achieves the new SOTA result on both MVP and PCN datasets, with 2.27 CD loss on MVP (the current SOTA [5] is 3.06) and 7.02 CD loss on PCN (the current SOTA [7] is 7.21). We will release our code afterwards.

II. RELATED WORK

A. 3D Shape Completion

Most traditional completion methods rely on shape continuity inferred from input scan. Some methods [12], [13], [14], [15], [16] are mainly based on hand-crafted rules or smooth interpolation/extrapolation to characterize the missing regions. Generative based methods [17], [18], [19] is to exploit the large-scale shape database to search for the similar shapes/patches to fill the missing regions of 3D shapes. However, the generalization capability of these methods to diverse partial structures is usually limited. In contrast, deep learning methods can learn more flexible representations for more complicated shapes. The existing deep learning methods are mainly based on the cross-to-fine style, which generates a coarse one and refines the geometry details. PCN [1] first operates on raw point clouds and generates a coarse completion based on learned global representation and folding based decoding [20]. Based on PCN, many methods [1], [2], [3], [4] achieve more detailed point cloud completion with better completion results, but usually lack the long-range correlations in local regions. [5], [7], [11] adopt transformers [21] to learn the structural information of pairwise interactions and context correlations. SnowFlakeNet [7] and Wang et al. [22] utilize the displacement feature to iteratively recover the geometric details. Wang et al. [22] also introduces a novel pooling strategy, termed neighbor-pooling, to compress data in the encoder while preserving individual feature descriptors. However, they pay much attention to the complicated model structures and usually integrate the generation designs and refinement designs in a single framework, while ignoring deep investigation of distinct data problems in each stage. In addition, a self-supervised approach has been introduced for scene completion with RGB-D scans [23], while different data formulation and task definition make it hard for traditional point cloud completion. Different from the previous approaches, we creatively reinterpret the existing completion process as prompt (generation) and predict (refinement), inspired by the “pretrain-prompt-predict” paradigm in NLP [8]. Moreover, we propose an IOI pretraining for data-diversified generation, and develop a discriminative refinement network with semantic guidance.

B. Conditional Feature Modulation

Conditional feature modulation has been used extensively in prior and concurrent works including discrete labels [24], [25], text [26], and images [27]. For example, Condition GAN [24] can generate the controllable images conditioned on class labels. Specifically, adding constraints on the conditional information in the generator and discriminator makes GAN training easier and more stable. AdaIN [28] can effectively achieve image transfer by matching feature statistics of content image and style image and retaining the structure of the content image. Inspired by style transfer task, StyleGANs [29], [30] design modulations in the generator to adjust the ‘style’ of an image, thus directly control the image generation process. Since different semantic priors have different effects on different regions of the image, [31] propose a global feature modulation method for photo retouching. [32] propose a spatial feature-based modulation method to generate super-resolution images with more natural and realistic texture images. Inspired by these modulation methods, we introduce the semantic-guided modulation for point cloud completion, which can effectively reduce shape confusion for discriminative refinement. Moreover, unlike PointNet++ [33] for part segmentation, which concatenates semantic information directly onto point-wise feature representation, our semantic-guided modulations are more efficient and lightweight.

C. Prompting Paradigm

Recently, the prompting paradigm has attracted a lot of attention in NLP [8], [34], [35]. The conventional training paradigm refers to pretrain-finetune, while the prompting paradigm is characterized as pretrain-prompt-predict. Specifically, it is used to rebuild the input text through some prompt information, and transfer the predetermined task to the prompting task, e.g., “I love this movie.” is changed into “I love this movie. Overall, it was a __ movie.”. Unlike supervised learning, prompting dose not need to fine tune the whole model, but to design a text prompt to rebuild the model. Specifically, it transfers the knowledge in a large number of pretrained models and rearranges prompting tasks to make them closer to pre-determined tasks. By designing appropriate prompts, a number of works [10], [36], [37] generalizes the model behavior well, so that the pretrained language model can be effectively adapted to predict the desired output in NLP. Moreover, such prompting paradigm has been also introduced for vision-language modeling in computer vision [38]. To our best knowledge, we are the first to leverage such “Pretrain-Prompt-Predict” paradigm for point cloud completion,
where we unify point cloud generation and refinement as the prompting and predicting stage, and introduce a self-supervised pretraining stage with the help of our inverse prompt function.

III. METHOD

Overall Paradigm of Our CP3. In this section, we introduce the proposed CP3 paradigm in details. As shown in Fig. 1, we unify point cloud completion by the recent prompting paradigm in NLP. Specifically, point cloud generation refers to the prompting stage. Given an incomplete point cloud (i.e., prompt), the generation network is to produce an imperfect completion (i.e., answer). Since the training pairs in this stage are predefined with limited data diversity, learning the generation network from scratch leads to unsatisfactory overfitting. To tackle the above problem, we introduce a pretraining stage for point cloud generation. In particular, we design an inverse prompt function, i.e., Incompletion-Of-Incompletion (IOI) sampling, which randomly crops incomplete point clouds (i.e., prompt) into a large number of diversified IOI point clouds (i.e., input). Subsequently, we pretrain the generation network with a self-supervised pretext task, where we use IOI point cloud as input to reconstruct the corresponding incomplete one. Finally, we reinterpret the refinement stage as the predicting stage, where we predict the target point cloud (i.e., output) from the imperfect or coarse one (i.e., answer in the prompting stage). To enhance such an answer mapping, we introduce a novel Semantic Conditional Refinement (SCR) network. It can effectively reduce shape confusion by progressively refining multi-scale point cloud with its semantic category.

A. Pretrain & Prompt: Point Cloud Generation With IOI-Pretrain

As discussed before, we rethink point cloud generation by the prompting stage in NLP, where an incomplete point cloud is analogous to an incomplete sentence, e.g., “I love this movie. Overall, it was a ___ movie”. But differently, a well-pretrained language model is ready for the prompting stage in NLP, while such a model is not available for point cloud generation. In fact, the existing generation models [1], [4], [5] are trained from scratch, with limited diversity of training pairs. As a result, its performance would be restricted, when tackling new incomplete variations. To enhance its robustness, we propose a self-supervised pretraining stage for the generation model, based on a concise Incompletion-Of-Incompletion (IOI) sampling mechanism.

IOI Sampling as Inverse Prompt Function. To construct the diversified inputs for pretraining, we propose two types of concise IOI sampling mechanisms, which generate incomplete-of-incomplete point clouds (i.e., input) from incomplete ones (i.e., prompt). We call IOI as inverse prompt function, with inspiration of prompt function in NLP. The difference is that, the prompt function in NLP is to convert input as prompt for answer search, while our inverse prompt function is to construct diversified input from the given prompt. Specifically, we offer two optional crop procedures for IOI sampling in Fig. 3:

Option a. Projection based crop procedure. First, we randomly determine an projection plane through the given incomplete point cloud. In particular, a random vector \( v \) is ascertained from the object center through two random angle \( \phi \) and \( \theta \), where \( v = \{ \sin(\theta) \cos(\phi), \sin(\theta) \sin(\phi), \cos(\theta) \} \). Then we find the projection plane which is perpendicular to this vector \( v \) and passes through the center of point cloud (i.e., yellow plane in Fig. 3): Second, we calculate the projection distance \( d_i \) from each point \( p_i \) to this projection plane,

\[
d_i = \left( p_i - \frac{1}{N} \sum_{j=1}^{N} p_j \right) \circ v,
\]

where \( \circ \) is the hadamard product. Finally, we use the projection distance \( d_i \) as sampling guidance, and drop the farthest \( rN \) points from the projection plane, i.e., red points in Fig. 3. The crop rate is set as \( r \subset [0, \Gamma] \), where \( \Gamma \) is the maximum threshold.

Option b. Multiple local patches crop procedure. We can also take the common used mask mechanism [39] on point cloud for IOI sampling, where we randomly crop \( m \) local patches in the point cloud. First, we use furthest point sampling method to sample \( m \) points as the centers of cropped patches. Then we select the nearest points around the \( m \) centroids as the crop points, e.g., red points in Fig. 3. In contrast, multiple local patches crop procedure results in more random incomplete structures of the point cloud.

It is worth mentioning that, both projection based crop and multiple local patches crop of IOI sampling can bring the following benefits. On one hand, the random crop of incomplete point cloud can generate rich data diversity for pretraining. On the other hand, it naturally builds up a pretext task for self-supervised pretraining as follows.

Self-Supervised IOI Pretraining. By IOI sampling, we have incomplete point clouds and their incomplete-of-incomplete variations on hand. Hence, we can pretrain the generation network by self-supervised learning of incomplete point cloud, i.e., we recover the incomplete point cloud from its IOI point cloud, as shown in Fig. 2. Moreover, we would like to emphasize that, our pretraining task is actually similar to the original generation task (i.e., the prompting stage), by analogy with the “incomplete-to-complete” mapping. Hence, such design can effectively reduce the task gap for model transfer, which perfectly matches the insight of prompting in NLP [8], [34]. Finally, we choose the recent VRNNet [5] as an exemplar of the generation network for pretraining. Note that, other generation networks also work with our pretraining design. More details can be found in Section IV-C and in Table 17, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TPAMI.2023.3257026.

Prompting. At the generation stage, we are actually given with limited training pairs of incomplete and complete point clouds. Hence, we simply fine-tune the generation network with these pairs, after pretraining. Consequently, we use the well-tuned network for prompting, i.e., generating a coarse complete one (i.e., answer) from an incomplete point cloud (i.e., prompt).

B. Predict: Point Cloud Refinement With Semantic Guidance

After obtaining the coarse point cloud (i.e., answer) from the incomplete one (i.e., prompt), we next map answer into output, i.e., the target complete point cloud. As discussed in
the introduction, this predicting stage refers to point cloud refinement. However, the existing refinement networks [4], [6] ignore semantic understanding when recovering the shape of point cloud. This leads to unsatisfactory completion on those confused categories. To tackle this problem, we propose a novel Semantic Conditional Refinement Network (SCRNet), which progressively modulates multi-scale point cloud representation, with guidance of high-level semantics. As shown in Fig. 4, it mainly consists of two core blocks, i.e., Semantic-Guided Modulation (SGM) block and Multi-scale Point Deconvolution (MPD) block. In each refinement unit, the SGM block first adjusts point-wise representation discriminatively, by a dynamic convolution of semantic information. Then, the MPD block further refines the modulated representation of point cloud, by multi-scale aggregation of geometrical context.

**Semantic-Guided Modulation (SGM) Block.** To reduce shape confusion, we introduce a new Semantic-Guided Modulation (SGM) block, which leverages semantics to module point cloud discriminatively, by a dynamic convolution of semantic information. Then, the MPD block further refines the modulated representation of point cloud, by multi-scale aggregation of geometrical context.

**Modulation a: Feature Filtering.** We mainly use the category as the semantic information for illustration. The semantics can be also a learnable global representation of point cloud, as shown in Table XV. For convenience, we omit the subscript $i$ for the $i$-th refinement unit in the following. As shown in Fig. 4, we introduce a distinct convolution with the semantic-guided filter $W \in \mathbb{R}^{C_{in} \times C_{out}}$ in the SGM block. We use this convolution to learn the semantic-relevant feature $\hat{K} \in \mathbb{R}^{N \times C_{out}}$ from the displacement feature $K \in \mathbb{R}^{N \times C_{in}}$,

$$\hat{K}(j,q) = \sum_{p=1}^{C_{in}} W(p,q) \cdot K(j,p), \quad (2)$$

where $j$ enumerates the number of points $N$, $p$ enumerates the number of input channels, and $q$ enumerates the number of output channels. Moreover, the displacement feature $K$ is initialized with the point-wise feature from generation.

More specifically, the semantic-guided filter $W$ is constructed with the following steps. First, we use the one-hot label vector $S$ of point cloud to construct a category-relevant scale vector $\vartheta(S) \in \mathbb{R}^{C_{in}}$, where $\vartheta(.)$ refers to the MLP layer. Second, we use this scale vector as semantic guidance to generate the filter matrix $B \in \mathbb{R}^{C_{in} \times C_{out}}$,

$$B(p,q) = \vartheta(S)_p \cdot A(p,q), \quad (3)$$

where $A \in \mathbb{R}^{C_{in} \times C_{out}}$ is a trainable parameter matrix. By this operation, $\vartheta(S)_p$ can modulate the $p$-th feature channel of input point cloud. Finally, we normalize the filter matrix for optimization stability,

$$W(p,q) = B(p,q) / \sqrt{\sum_{p=1}^{C_{in}} B(p,q)^2 + \epsilon}, \quad (4)$$
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where $\epsilon$ is a small constant to avoid numerical issues. Based on this normalized filter $W$, we can modulate different feature channels according to semantic category.

**Modulation b: Feature Affine Transform.** Except for the feature filtering, inspired by [31], [40], we can modulate features of another way, which is feature affine modulation. Feature affine transform aims at scaling and shifting the intermediate features $K$ by the semantic information. This operation can be formulated as:

$$ \hat{K} = \sigma(K) \odot \alpha + \beta \quad (5) $$

where $\odot$ denotes the element-wise multiplication operation and $\sigma$ is MLP layers, $K \in \mathbb{R}^{N \times C}$ is the intermediate displacement features from MPD block, $\alpha, \beta \in \mathbb{R}^{1 \times C}$ are affine parameters that are estimated from the point cloud category labels $S \in \mathbb{R}^{1 \times \text{cate}}$, via MLP layers. We use conditional vector $\alpha$ to affect the cluster centers of the local representation and use conditional vector $\beta$ to fine-tune the variance in the feature space. Thus, we can achieve point feature global adjustment with the conditional semantic information.

Through our subsequent experiments in Section IV-C, show that both feature filtering and affine transform can make the refinement stage more discriminative, which can effectively distinguish point clouds that have similar local shapes but belong to different categories. Moreover, we compare our modulations are more effective than other conventional modulation strategies in Section IV-C.

**Multi-Scale Point Deconvolution (MPD) Block.** After obtaining the modulated feature, we use it for point cloud refinement. As shown in Fig. 4, we choose snowflake point deconvolution [7] as our base operation, which learns the point displacement progressively to refine the shape. For the $i$-th block, it first constructs the input feature $Q_i$, by concatenating the predicted point cloud $P_i$ with its global feature from PointNet [43]. Second, it sends $Q_i$ and $K_i$ into the skip transformers [7] for point relation learning, where $K_i$ is the modulated displacement feature from the previous block. The output of skip transformers is denoted as $H_i$. Third, it upsamples $H_i$ as displacement feature $K_{i+1}$ for next layer and generates the coordinate variation $\Delta P_{i+1}$ in the current block, by point-wise splitting operation in [7]. Finally, it adds the coordinate variation $\Delta P_{i+1}$ with the duplicated previously-predicted point cloud $P_i$, which generates the refined point cloud $P_{i+1}$ in the current block.

Note that, our MPD block follows the refinement style of snowflake point deconvolution. But differenly, it is equipped with our semantic-guided modulation block and multi-scale relation learning. First, we use the modulated feature $K_i$ of SGM block as input to skip transformer, instead of using the original displacement feature $K_i$. In this way, we flexibly integrate semantic category information into relation learning, which enhances the shape-context feature $H_i$ for discriminative refinement. Second, we introduce multi-scale learning strategy for skip transformers, instead of building point relations in a single scale. For example, we use skip transformers with two different local regions to learn shape context features $H^1_i$ and $H^2_i$. Next, we fuse these context features to obtain the displacement feature $K_{i+1}$ in the current block,

$$ K_{i+1} = \text{MLP}(\varphi(H^1_i \oplus H^2_i)) \quad (6) $$

where $\oplus$ is the concatenation operation, and $\varphi$ is the point-wise splitting operation [7] for upsampling. Via such multi-scale design, our MPD block can effectively capture complicated shape variations in the point clouds.

### IV. EXPERIMENTS

**A. Implementation Details**

In this subsection, we will introduce the specific implementation details of pretrain, prompt and predict in our CP3 paradigm, as well as the training details of the whole framework. First, we use inverse prompt function to construct the pretraining pairs, where the threshold $\Gamma$ of IOI pretraining is set to 0.9. Then we pretrain the generation network in the self-supervised way. After training the generation stage, we fix it to extract the global feature and point-wise feature of the last layer, and feed them to the refinement stage. In semantic-guided prediction stage, three MPD blocks are used, as illustrated in Fig. 4, to recover the local details iteratively. The proposed approach also enjoys the flexibility when dealing with different resolutions of datsets, thanks to the proposed MPD block. For example, for 2,048 points of imperfect point cloud and 16,384 points of target point cloud, we can set the multipliers of three MPD blocks to [1,1,1] and choose local regions of multi-scale transformer with 12 and 24.

We apply KL divergence and CD loss in the generation stage, with the weight setting in [5], respectively. In the refinement stage, only CD loss is used.

We train the method using 4 RTX 8000 GPUs, with a batch size of 64. The optimizer is Adam optimizer with initial learning rate $1 \times 10^{-4}$ (decayed by 0.7 every 40 epochs). As for resource usage, our modulation module contains only less than 43 k parameters. The model parameters / inference time of our SCRNet is 20.7 M / 0.52 s, PoinTr [11] is 30.9 M / 0.65 s, SnowFlakeNet [7] is 19.2 M / 0.61 s, but we have the best completion result (as Tables IV and III shows).

**B. Comparison With State-of-the-Art**

**Evaluation on MVP Dataset.** The MVP dataset consists of multiple CAD scans, selected from ShapeNet [49]. Compared with other datasets [1], [41], the MVP dataset is more challenging, due to the rich categories and incomplete variations caused by partial point clouds rendered from 26 views. It is worth noting that the relative poses between the 26 cameras are fixed, but the first camera pose is selected at random, which amounts to a random rotation of all 26 camera poses. In terms of data size, MVP has 62,400 shape pairs for training and 41,600 shape pairs for testing. In order to accurately evaluate the quality of the completions at different resolutions, it also provides complete point clouds with different resolutions, including 2048 (1x), 4096 (2x), 8192 (4x) and 16384 (8x). For evaluation, we follow the same metrics with VRCNet [5] to fairly compare our method with other methods, where L2 version of Chamfer Distance...
The evaluated CD and F-score for all evaluated methods (16,384 points) are reported in Tables I and II, respectively. Additionally, we re-implement the official code of SnowFlakeNet [7] for a fair comparison. We can find that our method can achieve the best performance in CD loss with 2.27 and F-score @ 1% with 0.814 for 16384 (8x) points. Our method delivers significant performance improvements on the categories that have close geometric characteristics (e.g., table, chair and sofa). Moreover, we also compare our methods with existing methods that support multi-resolution completion in Table IV. Our method outperforms all the other methods with a large margin.

### Evaluation on PCN Dataset
Another widely-used dataset for point cloud completion is PCN dataset [1], which is a subset of ShapeNet dataset [49] and contains 8 categories. The incomplete shapes are generated by backprojecting complete shapes into 8 different partial views. For each complete shape, 16,384 points are evenly sampled from the shape surface. To verify the effectiveness of our method and fairly compare our our method with other methods, we conduct experiments on this dataset by following the experimental setting as used in [1], [7], [11], where we adopt the L1 version of chamfer distance as the evaluation metric, which follows the same practice as previous methods [1], [7], [11]. The results are summarized in Table III, our method achieves the best performance with a chamfer distance of 7.02 and outperforms other state-of-the-art methods in most categories.
categories. Thanks to the CP3 training paradigm, our approach lowering the CD by $0.19 \times 10^3$ compared with SnowflakeNet [7], demonstrating strong robustness when handling cases of easily confusing categories.

Qualitative Analysis of Different Methods. To make comparisons under the challenging situations, we visualize the completion results of different methods on MVP dataset with 16,384 points. The qualitative results are shown in Fig. 5. Compared to other methods, our proposed CP3 can recover better complete shapes with fine details. Our method largely improves fine-grained completion, especially for classes that have close geometric clues (e.g., table and chair). Our method also obtains satisfactory performance on objects with challenging partial areas, for example, the lamp shown in Fig. 5 can be recovered with fine details. More examples can be observed in Fig. 5. Our method shows a uniform local density with much less noise (see trigger in pistol and tires in motorbike).

C. Analysis

1) Ablation Studies of Overall Framework: Why does CP3 paradigm work for point cloud completion? In order to examine the effectiveness of our designs, we conduct comprehensive ablation studies based our framework on MVP dataset (2048 points). The results are summarized in Table V. (i) only has the generation stage (prompt), where the result is 5.96. Specifically, VRCNet [5] is used as the generation network. Based on the prompt, (ii) adds the predict stage to point cloud refinement.

| # Points | 2,048 | 4,096 | 8,192 | 16,384 |
|----------|-------|-------|-------|--------|
|          | CD    | F1    | CD    | F1    | CD    | F1    | CD    | F1    |
| PCN [1]  | 9.77  | 0.320 | 7.96  | 0.458 | 6.99  | 0.563 | 6.02  | 0.638 |
| TopNet [41] | 10.11 | 0.308 | 8.20  | 0.440 | 7.00  | 0.533 | 6.36  | 0.601 |
| MSN [3]  | 7.90  | 0.432 | 6.17  | 0.585 | 5.42  | 0.659 | 4.90  | 0.710 |
| Wang et. al. [2] | 7.25 | 0.434 | 5.83  | 0.569 | 4.90  | 0.680 | 4.30  | 0.740 |
| ECG [4]  | 6.64  | 0.476 | 5.41  | 0.595 | 4.18  | 0.690 | 3.58  | 0.753 |
| VRCNet [5] | 5.96 | 0.499 | 4.70  | 0.636 | 3.64  | 0.727 | 3.06  | 0.796 |
| SnowFlakeNet [7] | 6.05 | 0.500 | 4.77  | 0.651 | 3.80  | 0.747 | 3.18  | 0.782 |
| PointTr [11] | 6.15 | 0.456 | 4.29  | 0.638 | 3.52  | 0.725 | 2.95  | 0.783 |
| PDR [48]  | 5.66  | 0.499 | 4.26  | 0.649 | 3.35  | 0.754 | 2.61  | 0.817 |
| **Ours** | 5.10  | 0.526 | 3.49  | 0.682 | 3.14  | 0.756 | 2.27  | 0.814 |

Fig. 5. Qualitative completion results on the MVP dataset by different methods.
The result improves to 5.80 due to our semantic modulation strategy for discriminative shape recovery. (iii) and (iv) add the IOI pretraining paradigm. When the completion model only includes the generation stage, the result is improved to 5.69. While we use the entire framework of CP3, the result can be improved to 5.10. It can be concluded that our proposed CP3 training paradigm can greatly improve the performance of point cloud completion.

Can IOI pretraining be effective on refinement or semantic guided modulation on generation? To this end, we use the semantic guided modulation block to modulate the local representation in generation (prompt stage). The results are listed in Table VI (v), which drops to 5.93 from 5.69, indicating that it is not appropriate to apply semantic guided modulation on generation for pretraining and prompting, by the reason of that generation is concerned with the mapping of partial to complete, and there is less semantic distinction among the incomplete point clouds. Based on setting (iv), we also apply the IOI pretraining to the semantic refinement network, the result drops to 5.30 (setting vi), which shows that IOI pretraining has no contribution to the refinement (predict stage). Considering the key of refinement is to recover fine-grained shape details with the imperfect completion, whereas IOI pretraining tracks the problem of the generation stage. These two results indicate that the generation and refinement have different fundamental problems about how to use point cloud effectively, and our proposed IOI pretraining and semantic guided modulation are designed for different stages respectively.

**Qualitative Visualizations of Framework Ablations.** To qualitatively validate our framework, we conduct a visual comparison of some settings in Table V, the visualizations are shown in Fig. 7, available in the online supplemental material. We can clearly observe that completions of setting i have some defects, e.g., the density of incomplete areas and complete areas is inhomogeneous, noisy points are generated in the hollowed out areas and some partial regions can not be completely filled in. With the IOI pretraining (iii), the large missing areas can be completed more accurately, e.g., the incomplete areas of the bench and lamp are more complete in setting (iii). When adding our semantic conditional network for refinement (setting iv), the density problem can be solved effectively and the missing areas can be more complete.

**2) Ablation Studies of IOI Pretraining: Why Does the IOI Pretraining Work?** To verify the effectiveness of our IOI pretraining, we compare a variety of pretraining settings in Table VII. When we use the incomplete point cloud to reconstruct itself (“Pre-4”) as the pretext task, the result can improve to 5.78, because the model learns the distribution of each incomplete point cloud independently, and then plays a better generalization in the generation stage. Next we try to use completion as a pretext task (“Pre-5” and “Pre-7”). Compared with incomplete point cloud, the incomplete point cloud has a greater degree and more diverse partial areas, because it has undergone the twice incomplete treatment. It is difficult for the network to complete the IOI input to the complete target (“Pre-5”). As a result, it drops to 6.03 from 5.96. Therefore, it is more appropriate to process the augment input to the original incomplete point cloud, where “Pre-7” improves to 5.69. We also consider some commonly used data diversified operations in point cloud analysis, e.g., mirroring and jittering the point cloud, demonstrating by the “Pre-1” and “Pre-2”. Their results are reduced to 7.59 and 7.16 respectively, which indicates that such operations destroy the structures of the point cloud and make the completing excessively difficult. As for comparison with other pretraining manners for generation stage, we use the same pretraining strategy as SCR [46]. SCR is a hybrid training of shape completion (“IOI” to “I”) and partial reconstruction (“IOI” to “IOI”) in a parallel manner. To show our effectiveness, we conduct such parallel style of SCR as “Pre-6,” which gets the performance of 5.75. Considering such parallel pretraining may mislead the generation model, by using the similar input but with different supervision. In contrast, our CP3 follows a serial training manner from NLP, with “IOI” to “I” for pretraining and then “I” to “C” for prompting, and achieves better performance of 5.69.

To further explore how IOI sampling can be used more effectively, we apply IOI sampling for pretraining and data augmentation of the generation network respectively. It is worth noting that IOI augmentation involves the IOI training pairs as augmented data in the training process of the generation network. As Table VIII indicates, without pretraining and augmentation, the generation network achieves the result of 5.96 (baseline). Using IOI augmentation strategy, the result can be

---

**Table V**

| CP3 | Pretrain (IOI) | Prompt | Predict | CD |
|-----|---------------|--------|---------|----|
| i   | ×             | ✓      | ×       | 5.96 |
| ii  | ×             | ✓      | ✓       | 5.80 |
| iii | ✓             | ✓      | ✓       | 5.69 |
| iv  | ✓             | ✓      | ✓       | 5.10 |

**Table VI**

| CP3 | generation | refinement | CD  |
|-----|------------|------------|-----|
| ii  | ✓          | ×          | 5.69 |
| v   | ✓ + SGM    | ×          | 5.93 |
| iv  | ✓          | ✓          | 5.10 |
| vi  | ✓          | ✓ + IOI pretrain | 5.30 |

---

**Table VII**

| Pretraining input | Pretraining Target | CD |
|-------------------|--------------------|----|
| Pre-1 Mirrored Incompletion | Completion | 7.59 |
| Pre-2 Jittered Incompletion | Completion | 7.16 |
| Pre-3 Incompletion | Completion | 5.96 |
| Pre-4 Incompletion | Incompletion | 5.78 |
| Pre-5 Incompletion-of-Incompletion | Completion | 6.03 |
| Pre-6 hybrid training as SCR [46] | 5.75 |
| Pre-7 Incompletion-of-Incompletion | Incompletion | 5.69 |
improved to 5.82, while IOI pretraining can achieve to 5.69. Although IOI augmentation is effective, it does not provide as large a performance gain as IOI pretraining. This is due to the fact that IOI augmentation mixes different partial to complete pairs together for training, which may confuse the model. On the other hand, IOI pretraining naturally circumvents this problem by pretraining the IOI pairs and then finetuning on the original pairs.

**Ablation Studies of Crop Procedure in IOI Pretraining.** The IOI sampling is not a fixed form of crop procedure, we offer different forms of crop methods, i.e., projection based crop and multiple local patches crop, and single view based crop. The first two crop strategies are introduced in Section III-A, while single view based crop while the single view based crop is followed by the similar setting of [5] reflects the geometries occluded in single-view completion scenario. The result of Table IX indicates that all three sampling strategy can significantly improve performance. As for projection based crop procedure, we compare the maximum threshold $\Gamma$ of the crop rate based on the IOI pretraining, which is shown in Table XI. Through the series of experiments, we finally determine the threshold $\Gamma$ is 0.9, and the other settings of $\Gamma$ are also valid. Towards the multiple local patches crop procedure, we compare different numbers of local patches on IOI pretraining in Table X. Compared to the baseline ($m = 0$), all settings have different degrees of improvement, with the best results for $m = 4$. From the above ablations, it can be concluded that most reasonable sampling strategies can make IOI pretraining effective.

**3) Ablation Studies of Semantic Refinement:** Why does the semantic refinement work? To validate the designs of our predict (semantic-guided refinement) stage, we first conduct three different variations as Table XII shows. When we use the basic refinement network without semantic-guided modulation and multi-scale transformer strategy, the result is 5.60. With the semantic modulation, the charmer distance improves to 5.17. Subsequently, when adding the multi-scale strategy in the MPD blocks, the final result can achieve to 5.10. Moreover, we investigate different conditional information in Table XIV. It can be concluded from the experiments that under the modulation of category semantics and global learnable semantic, the performance can be greatly improved. We utilize SoftPoolNet [51] to apply soft pooling in place of max-pooling for global semantics learning, a process that yields more global information. This achieves a performance of 5.27, which is comparable to max-pooling. We choose max-pooling in our implementation for its simplicity.

In order to further validate Semantic-Guided Modulation (SGM) block, we conduct a series of comparative experiments of whether to use the SGM block in each layer of our SCRNet, which is shown in Table XIII. It is relatively more efficient to use semantic-guided modulation blocks at the front layers. Moreover, for the multi-scale strategy, we conduct different settings for the transformer scale in Table XIV, which indicates that it is more effective to choose a larger local pattern of fusion.

*Why Semantic Label Contributes to Completion Task?* Analysis from the perspective of point-wise representation, our SGM

---

**TABLE VIII**

| Comparison of IOI Pretraining and Augmentation |
|-----------------------------------------------|
| baseline                                    | 5.96 |
| IOI augmentation                            | 5.82 |
| IOI pretraining                             | 5.69 |

**TABLE IX**

| Ablation Studies of IOI Pretraining: Different Crop Procedure of IOI Sampling |
|------------------------------------------------------------------------------|
| Crop procedure of IOI pretraining                                        | CD  |
| baseline                                                                  | 5.96 |
| projection based crop                                                      | 5.69 |
| multiple local patches crop                                               | 5.70 |
| Single view based crop                                                    | 5.70 |

**TABLE X**

| Ablation Studies of IOI Pretraining: Different Patches of the Multiple Local Patches Crop Procedure |
|---------------------------------------------------------------------------------------------------|
| # crop patches: m | 0 | 1 | 2 | 3 | 4 | 5 |
| CD                | 5.96 | 5.78 | 5.72 | 5.77 | 5.70 | 5.78 |

**TABLE XI**

| Ablation Studies of IOI Pretraining: Different Maximum Threshold of the Crop Rate in Projection Based Crop Procedure |
|-------------------------------------------------------------------------------------------------------------------|
| threshold: $\Gamma$ | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 |
| CD                  | 5.80 | 5.78 | 5.73 | 5.71 | 5.69 |

**TABLE XII**

| Ablation Studies of Our SCRNet for Refinement: SGM and MPD Blocks in the Refinement |
|------------------------------------------------------------------------------------|
| Semantic modulation | Multiscale operation | CD |
|---------------------|----------------------|----|
| √                   | ×                    | 5.60 |
| √                   | √                    | 5.17 |
| ×                   | √                    | 5.10 |

**TABLE XIII**

| Ablation Studies of Our SCRNet for Refinement: Whether to Use the Semantic-Guided Modulation Block |
|-----------------------------------------------------------------------------------------------------|
| 1-st layer | 2-nd layer | 3-rd layer | CD |
| √ | × | × | 5.17 |
| × | √ | × | 5.18 |
| × | × | √ | 5.20 |

**TABLE XIV**

| Ablation Studies of Our SCRNet for Refinement: $k$-Nearest Neighbours of the Multi-Scale Strategy |
|---------------------------------------------------------------------------------------------------|
| Strategy | local regions (k) | CD |
|---------|-------------------|----|
| single-scale | [12] | 5.17 |
| multi-scale | [12, 24] | 5.10 |
| multi-scale | [6, 12] | 5.23 |

**TABLE XV**

| Ablation Studies of Our SCRNet for Refinement: Conditional Information in Our Semantic-Guided Modulation |
|----------------------------------------------------------------------------------------------------------|
| Conditional information | CD |
|---------------------------|----|
| without semantics | 5.60 |
| category semantics | 5.17 |
| global learnable semantics | 5.25 |
| category + global learnable semantics | 5.22 |
modulates each point-wise feature with semantic label. This can effectively distinguish point clouds which have similar local details but belong to different categories. In Fig. 6, we show the original point-wise feature distribution of two point clouds (chair and table) which are largely mixed up. Clearly, the features of two point clouds (chair and table) are distinguished after using our SGM. As a result, using semantic information to guide fine-grained completion becomes easier.

V. CONCLUSION

In this paper, we creatively propose a new paradigm called CP3 for point cloud completion, including IOI pretraining, prompting (generation) and predicting (refinement). IOI pretraining boosts the robustness of generation network by learning a pretext task internally in a self-supervised way. Moreover, we design a novel semantic conditional modulation for point cloud refinement, which uses semantic information as guidance to adaptively modulate point cloud representation for discriminative recovery. Extensive experimental results and visualizations validate the effectiveness of our approach.

Broader Impact. The core of our CP3 is a generic training paradigm, inspired by the well-established natural language processing. Hence, it would be interesting to extend this paradigm for other 3D tasks like point cloud scene understanding. Furthermore, it is worth investigating whether it is an effective method for traditional vision tasks like image inpainting. Hopefully, such paradigm can leverage benefits from both CV and NLP for better representation learning in a unified manner.
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