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Abstract

Dialogue policy training for composite tasks, such as restaurant reservation in multiple places, is a practically important and challenging problem. Recently, hierarchical deep reinforcement learning (HDRL) methods have achieved good performance in composite tasks. However, in vanilla HDRL, both top-level and low-level policies are all represented by multi-layer perceptrons (MLPs) which take the concatenation of all observations from the environment as the input for predicting actions. Thus, traditional HDRL approach often suffers from low sampling efficiency and poor transferability. In this paper, we address these problems by utilizing the flexibility of graph neural networks (GNNs). A novel ComNet is proposed to model the structure of a hierarchical agent. The performance of ComNet is tested on composited tasks of the PyDial benchmark. Experiments show that ComNet outperforms vanilla HDRL systems with performance close to the upper bound. It not only achieves sample efficiency but also is more robust to noise while maintaining the transferability to other composite tasks.

1 Introduction

Composite tasks are different from multi-domain dialogue tasks. The latter is often mentioned in papers that focusing on transfer learning. In most case, multi-domain dialogue tasks involve only one domain in a single dialogue, and the performance of this one domain model is tested on different domains in order to highlight its transferability. On the contrary, composite dialogue tasks may involve multiple domains in a single dialogue, and the agent must complete all subtasks (accomplish the goals in all domains) in order to get positive feedback.

Consider the process of completing a composite task (e.g., multi-area restaurant reservation). An agent first chooses a subtask (e.g., reserve-Cambridge-restaurant), then make a sequence of decisions to gather related information (e.g., price range, area) until all information required by users are provided and these subtasks are completed, and then choose the next subtask (e.g., reserve-SF-restaurant) to complete. The state-action space will increase with the number of subtasks. Thus, dialogue policy learning for the composite task needs more exploration, and it needs to take more dialogue turn between agent and user to complete a composite task. The sparse reward problem is further magnified.

Solving composite tasks using the same method as the one solving single domain tasks may hit obstacles. The complexity of the composite task makes it hard for an agent to learn an acceptable strategy. While hierarchical deep reinforcement learning (HDRL) shows its promising power, by introducing the framework of options over Markov Decision Process (MDP), the original task can be decomposed into two parts: deciding which subtask to solve and how to solve one subtask, thus simplifying the problem.

However, in previous works, multi-layer perceptrons (MLPs) are often used in DQN to estimate the Q-value. MLPs use the concatenation of the flatten dialogue state as its inputs. In this way, it cannot capture the structural information of the semantic slots in that state easily, which results in low sampling efficiency. In our work, we propose ComNet, which makes use of the Graph Neural Network (GNN) to better leverage the graph structure in the observations (e.g., dialogue states) and being coherent with the HDRL method.

Our main contributions are three-fold: 1. We propose a new framework ComNet combining HDRL and GNN to solve the composite tasks while achieving sample efficiency. 2. We test ComNet based on PyDial (Ultes et al.)
2 Related Work

Reinforcement learning is a recently mainstream method to optimize statistical dialogue management policy under the partially observable Markov Decision Process (POMDP) (Young et al., 2013). One line of research is on single-domain task-oriented dialogues with flat deep reinforcement learning approaches, such as DQN (Zhao and Eshkenazi, 2016; Li et al., 2017; Chang et al., 2017; Chen et al., 2017), policy gradient (Williams and Zweig, 2016; Williams et al., 2017) and actor critic (Su et al., Liu and Lane, 2017; Peng et al., 2018). Multi-domain task-oriented dialogue task is another line, where each domain learns a separate dialogue policy (Gasic et al., 2015; 2017).

Recently, Peng et al. presented a composite dialogue task. Different from the multi-domain dialogue system, the composite dialogue task requires all the individual subtasks to be accomplished. The composite dialogue task is formulated by options framework (Sutton et al., 1998) and solved using hierarchical reinforcement learning methods (Budzianowski et al., 2017; Peng et al., 2017; Tang et al., 2018). All these works are built based on the vanilla HDRL, where the policy is represented by multi-layer perceptron (MLP). However, in this paper, we focus on designing a transferable dialogue policy for the composite dialogue task based on Graph Neural Network (Scarselli et al., 2009).

GNN is also used in other aspects of reinforcement learning to provide features like transferability or less over-fitting (Wang et al., 2018). In dialogue system building, models like BUDS also utilize the power of graph for dialogue state tracking (Thomson and Young, 2010). Previous works also proved that using GNN to learn a structured dialogue policy can improve system performance significantly in a single-domain setting by creating graph nodes corresponding to the semantic slots and optimizing the graph structure (Chen et al., 2018). However, for the composite dialogue, we need to exploit the particularity of the tasks and change the complete framework.

3 Hierarchical Reinforcement Learning

Before introducing ComNet, we first present a short review of HRL for a composite task-oriented dialogue system. According to the options framework, assume that we have a dialogue state set $B$, a subtask (or an option) set $\mathcal{G}$ and a primitive action set $A$.

Compared to the traditional Markov decision process (MDP) setting where an agent can only choose a primitive action at each time step, the decision-making process of hierarchical MDP consists of (1) a top-level policy $\pi_t$ that selects subtasks to be completed, (2) a low-level policy $\pi_{b,g}$ that selects primitive actions to fulfill a given subtask. The top-level policy $\pi_t$ takes as input the belief state $\mathbf{b}$ generated by the global state tracker and selects a subtask $g \in \mathcal{G}$. The low-level policy $\pi_{b,g}$ perceives the current state $\mathbf{b}$ and the subtask $g$, and outputs a primitive action $a \in A$. The low-level policy $\pi_{b,g}$ is shared by all subtasks.

In this paper, we take two Q-function to represent these two level policies, learned by deep Q-learning approach (DQN) and parameterized by $\theta_t$ and $\theta_b$ respectively. Corresponding to two level policies, there are two kinds of reward signal from the environment (the user): extrinsic reward $r^e$ and intrinsic reward $r^i$. The extrinsic rewards guide dialogue agent to choose right subtask order. The intrinsic rewards are used to learn an option policy to achieve a given subtask. The combination of the extrinsic reward and intrinsic reward is to help the dialogue agent to accomplish a composite task as fast as possible. Thus, the extrinsic and intrinsic rewards are designed as follows:

**Intrinsic Reward.** At the end of a subtask, the agent receives a positive intrinsic reward of 1 for a success subtask or 0 for a failure subtask. In order to encourage shorter dialogues, the agent receives a negative intrinsic reward of -0.05 at each turn.

**Extrinsic Reward.** Let $K$ be the number of subgoals. At the end of a dialogue, the agent receives a positive extrinsic reward of $K$ for a success dialogue or 0 for a failure dialogue. In order to encourage shorter dialogues, the agent receives a negative extrinsic reward of -0.05 at each turn.

Assume we have a subtask trajectory of $T$ turns: $T_k = (b_0^k, a_0^k, r_0^k, \ldots, b_T^k, a_T^k, r_T^k)$, where $k$ represents the $k$-th subtask $g_k$. The dialogue trajectory consists of a sequence of subtask trajectories $T_0, T_1, \ldots$. According to Q-learning algorithm, the parameter $\theta_c$ of the top-level Q-function is up-
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4 ComNet

In this section, we introduce the notation of the composite task. We then explain how to construct two graphs for two-level policies of a hierarchical dialogue agent, followed by the description of the ComNet.

4.1 Composite Dialogue

Task-oriented dialogue systems are typically defined by a structured ontology. The ontology consists of some properties (or slots) that a user might use to frame a query when fulfilling the task. As for composite dialogue state which contains \( K \) subtasks, each subtask corresponds to several slots. For simplification, we take the subtask \( k \) as an example to introduce the belief state. There are two boolean attributes for each slot of the subtask \( k \), whether it is requestable and informable. The user can request the value of the requestable slots and can provide specific value as a search constraint for the informable slots. At each dialogue turn, the dialogue state tracker updates a belief state for each informable slot.

Generally, the belief state consists of all the distributions of candidate slot values. The value with the highest belief for each informable slot is selected as a constraint to search the database. The information of the matched entities in the database is added to the final dialogue state. The dialogue state \( b^k \) of the subtask \( k \) is decomposed into several slot-dependent states and a slot-independent state, represented as \( b^k = b^{k,1} \oplus b^{k,2} \oplus \cdots \oplus b^{k,n} \oplus b^{k,0} \). \( b^{k,j} (1 \leq j \leq n) \) is the \( j \)-th informative slot-related state of the subtask \( k \), and \( b^{k,0} \) represents the slot-independent state of the subtask \( k \). The whole belief state is the concatenation of all the subtask-related state \( b^k \), i.e. \( b = b^1 \oplus \cdots \oplus b^K \), which is the input of the top-level dialogue policy.

The output of the top-level policy is a subtask \( g \in G \). In this paper, we use a one-hot vector to represent one specific subtask. Furthermore,
the whole belief state $b$ and the subtask vector $g$ are fed into the low-level policy. The output of the low-level policy is a primitive dialogue action. Similarly, for each subtask $k$, the dialogue action set $A^k$ can be divided into $n$ slot-related action sets $A^k_j (1 \leq j \leq n)$, e.g. request_slot$^k_j$, inform_slot$^k_j$, select_slot$^k_j$ and a one slot-independent action set $A^{k,0}$, e.g. repeat$^{k,0}$, reqmore$^{k,0}$, ..., bye$^{k,0}$. The whole dialogue action space $A$ is the union of all the subtask action spaces.

### 4.2 Graph Construction

As introduced in section 4.1, the dialogue state $b$ consists of $K$ subtask-related state, and each subtask-related state can further be decomposed into several slot-dependent states and a slot-independent state, which are logically indecomposable, named atomic states. The hierarchical format of the dialogue state can be naturally regarded as a graph. Each node in the graph represents the corresponding atomic state. To simplify the structure of the graph, we choose the slot-independent nodes as the delegate of the nodes which correspond to the same subtask. All the slot-independent nodes are connected with each other in the top-level graph, and the slot-dependent nodes are only connected to their delegate node. Different from the input of top-level policy, the input of low-level policy add a new node named subtask node to represent the goal information, which is produced by the top-level policy. In the low-level graph, the slot-independent nodes are all connected to the subtask node (or the global delegate nodes) instead of connecting to each other.

### 4.3 ComNet as Policy Network

We now turn to ComNet, which parameterizes two-level policies with two Graph Neural Networks (GNNs). Before delving into details, we first introduce our notation. We denote the graph structure as $G = (V, E)$ with nodes $v_i (0 \leq i \leq n) \in V$ and directed edges $e_{ij} \in E$. The adjacency matrix $Z$ describes the structure of $G$. If there is a directed edge from $i$-th node $v_i$ to $j$-th node $v_j$, the element $z_{ij}$ of $Z$ is 1, otherwise $z_{ij}$ is 0. We denote the out-going neighborhood set of node $v_i$ as $N_{out}(v_i)$. Similarly, $N_{in}(v_i)$ denotes the incoming neighborhood set of node $v_i$. Each node $v_i$ has an associated node type $p_i$. Each edge $e_{ij}$ has an edge type $e_{ij}$, which is determined by starting node type $p_i$ and ending node type $p_j$. In other words, two edges have the same type if and only if their starting node type and ending node type are both the same.

For top-level policy, it has two types of nodes: slot-dependent nodes (S-nodes) and slot-independent nodes (I-node). Since there is no edge between slot-dependent nodes, it has only four edge types. Similarly, for low-level policy, it has three types of nodes (slot-dependent, slot-independent and subtask (T-node)) and four edge types. The two level graphs show in Fig. 1.

Until now, the graphs of top-level policy and low-level policy are both well defined. ComNet, which has two GNNs, is used to parse these graph-format observations of the low-level policy and top-level policy. Each GNN has three parts to extract useful representation from initial graph-format observation: input module, graph-info extraction module and output module.

### 4.3.1 Input Module

Before each prediction, each node $v_i$ of top-level and low-level graphs will receive the corresponding atomic state $b$ or subtask information $g$ (represented as $x_i$), which is fed into an input module to obtain a state embedding $h^0_i$ as follows:

$$h^0_i = F_p(x_i),$$

where $F_p$ is a function for node type $p_i$, which may be a multi-layer perceptron (MLP). Normally, different slots have a different number of candidate values. Therefore, the input dimension of the slot-dependent nodes is different. However, the belief state of each slot is often approximated by the probability of sorted top $M$ values (Gašić and Young 2013), where $M$ is usually less than the least value number of all the slots. Thus, the input dimension of nodes with the same type is the same.

### 4.3.2 Graph-Info Extraction Module

The graph-info extraction module takes $h^0_i$ as the initial embedding for node $v_i$, then further propagates the higher embedding for each node in the graph. The propagation process of node embedding at each extraction layer shows as the following operations.

**Message Computation** At $l$-th step, for every node $v_i$, there is a node embedding $h^{l-1}_i$. For every out-going node $v_j \in N_{out}(v_i)$, node $v_i$ com-
puts a message vector as below,

\[ \mathbf{m}^l_{ij} = M^l_{c_e}(\mathbf{h}^{l-1}_i), \]

where \( c_e \) is edge type from node \( v_i \) to node \( v_j \) and \( M^l_{c_e} \) is the message generation function which may be a linear embedding: \( M^l_{c_e}(\mathbf{h}^{l-1}_i) = \mathbf{W}^l_{c_e} \mathbf{h}^{l-1}_i \). Note that the subscript \( c_e \) indicates that edges of the same edge type share the weight matrix \( \mathbf{W}^l_{c_e} \) to be learned.

**Message Aggregation** After every node finishes computing message, The messages sent from the in-coming neighbors of each node \( v_j \) will be aggregated. Specifically, the aggregation process shows as follows:

\[ \overline{\mathbf{m}}^l_j = A(\{\mathbf{m}^l_{ij} | v_i \in N_{in}(v_j)\}), \]

where \( A \) is the aggregation function which may be a summation, average or max-pooling function. \( \overline{\mathbf{m}}^l_j \) is the aggregated message vector which includes the information sent from all the neighbor nodes.

**Embedding Update** Until now, every node \( v_i \) has two kinds of information, the aggregated message vector \( \overline{\mathbf{m}}^l_i \) and its current embedding vector \( \mathbf{h}^{l-1}_i \). The embedding update process shows as below:

\[ \mathbf{h}^l_i = U^l_{pi}(\mathbf{h}^{l-1}_i, \overline{\mathbf{m}}^l_i), \]

where \( U^l_{pi} \) is the update function for node type \( p_i \) at \( l \)-th extraction layer, which may be a non-linear operation, i.e.

\[ \mathbf{h}^l_i = \delta(\lambda^l \mathbf{W}^l_{pi} \mathbf{h}^l_i + (1 - \lambda^l)\overline{\mathbf{m}}^l_i), \]

where \( \delta \) is an activation function, i.e. RELU, \( \lambda^l \) is a weight parameter of the aggregated information which is clipped into \( 0 \sim 1 \), and \( \mathbf{W}^l_{pi} \) is a trainable matrix. Note that the subscript \( p_i \) indicates that the nodes of the same node type share the same instance of the update function, in our case the parameter \( \mathbf{W}^l_{pi} \) is shared.

### 4.3.3 Output Module

After updating node embedding \( L \) steps, each node \( v_i \) has a final representation \( \mathbf{h}^L_k \), also represented as \( \mathbf{h}^L_{k,i} \), where the subscript \( k, i \) denotes the node \( v_i \) corresponds to the subtask \( k \).

**Top-Level Output** The top-level policy aims to predict a subtask to be fulfilled. In the top-level graph, for a specific subtask, it corresponds to several S-nodes and one I-node. Thus, when calculating the Q-value of a specific subtask, all the final embedding of the subtask-related nodes will be used. In particular, for each subtask \( k \), we perform the following calculating:

\[ q^{k}_{\text{top}} = O_{\text{top}}(\sum_{v_i \in S \text{-node}} \mathbf{h}^L_{k,i}, \mathbf{h}^L_{k,0}), \]

where \( O_{\text{top}} \) is the output function which may be a MLP and the subscripts \( k, 0 \) and \( k, i \) denote the I-node and \( i \)-th S-node of the subtask \( k \), respectively. In practice, we take the concatenation of
\[ \sum_{v_i \in S \text{-node}} h_i^L \text{ and } h_{k,0}^L \text{ as the input of a MLP and outputs a scalar value. For all the subtask, this MLP is shared. When making a decision, all the } q_{top}^k \text{ will be concatenated, i.e. } q_{top} = q_{top}^1 + \ldots + q_{top}^K, \text{ then the subtask is selected according to } q_{top} \text{ as done in vanilla DQN.} \]

**Low-Level Output:** The top-level policy aims to predict a primitive dialogue action. As introduced in section 4.1, a primitive dialogue action must correspond to a subtask. If we regard slot-independent nodes as a special kind of slot-dependent nodes, a primitive dialogue action can further correspond to a slot node. Thus, the Q-value of each dialogue action contains three parts of information: subtask-level value, slot-level value and primitive value. We use T-node embedding \( h_T^i \) to compute subtask-level value:

\[ q_{subt}^T = O_{subt}^T(h_T^i), \]

where \( O_{subt}^T \) is output function of subtask-level value, which may be a MLP. The output dimension of \( O_{subt}^T \) is \( K \) where each value distributes to a corresponding subtask. The nodes \( v_i \) that belong to S-nodes and I-nodes will compute slot-level value and primitive value:

\[ q_{slot}^{k,i} = O_{slot}^{p_i}(h_{k,i}^L), \]

\[ q_{prim}^{k,i} = O_{prim}^{p_i}(h_{k,i}^L), \]

where \( O_{slot}^{p_i} \) and \( O_{prim}^{p_i} \) are output functions of slot-level value and primitive value respectively, which may be MLPs in practice. Similarly, the subscript \( p_i \) indicates that the nodes of the same node type share the same instance of the output functions. The Q-value of an action \( a_{k,i} \) corresponding to the slot node \( v_i \) is \( q_{low}^{k,i} = (q_{subt}^T)_k + q_{slot}^{k,i} + q_{prim}^{k,i} \), where + is element-wise operation and \((q_{subt}^T)_k \) denotes the \( k \)-th value in \( q_{subt}^T \). When predicting a action, all the \( q_{low}^{k,i} \) will be concatenated, i.e. \( q_{low} = q_{low}^{1,1} + \ldots + q_{low}^{K,0} \), then the primitive action is chosen according to \( q_{low} \) as done in vanilla DQN.

### 4.3.4 Discussion

Note that although the parameters of input module and graph-info extraction module are not shared between the top-level GNN and low-level GNN (shown as Fig. 2), there are many shared parameters in each single GNN. Assume that now the composite task is changed and one subtask adds some new slot, we only need to create new nodes in each GNN. If the number of the edge type has not changed, the parameters of the GNN will stay the same after adding new nodes. This attribution of ComNet leads to transferability. Generally, if the node type set and edge type set of the composite task \( Task_1 \) are both subsets of another task \( Task_2 \)'s, the ComNet policy learned in \( Task_2 \) can be directly used on \( Task_1 \).

Since the initial output of the same type of nodes has a similar semantic meaning, they share the parameters in ComNet. We hope to use the GNN to propagate the relationships between the nodes in the graph based on the connection of the initial input and the final outputs.

### 5 Experiments

In this section, we first verify the effectiveness of ComNet on the composite tasks of the PyDial benchmark. We then investigate the transferability of ComNet.

#### 5.1 PyDial Benchmark

A composite dialogue simulation environment is required for the evaluation of our proposed framework. PyDial toolkit \( \text{[Utes et al., 2017]} \), which supports multi-domain dialogue simulation with error models, has laid a good foundation for our composite task environment building.

We modified the policy management module and user simulation module to support 2-subtask composite dialogue simulation among three available subtasks, which are Cambridge Restaurant (CR), San Francisco Restaurant (SFR) and generic shopping task for laptops (LAP) while preserving fully functional error simulation of different levels in Table 1. Note that in the policy management module, we discard the domain input provided by dialogue state tracking (DST) module to make a fair comparison. We updated the user sim-

#### Table 1: The number of data constraints, the number of informative slots that user can request and the number of database result values vary in different composite tasks. Semantic error rate (SER) presents an ascending order in three environments.

| Composite Tasks | Constraints | Requests | Values |
|-----|-----|-----|-----|
| CR+SFR | 9 | 20 | 904 |
| CR+LAP | 14 | 30 | 525 |
| SFR+LAP | 17 | 32 | 893 |

| Env. 1 | Env. 2 | Env. 3 |
|-----|-----|-----|
| SER | 0% | 15% | 30% |
Table 2: This table is an example of two different trained agents handling the same composite task with same user goal. On the left-hand side, vanilla HDQN succeed in finishing the first subtask but failed to produce meaningful action in the second. On the right-hand side, ComNet successfully full-filled two subtasks, thus succeed in the dialogue.

5.2 Implementation

We implement the following three composite task agents to evaluate the performance of our proposed framework.

- **Vanilla HDQN**: A hierarchical agent using MLPs as its models. This serves as the baseline for our comparison.

- **ComNet**: Our purposed framework utilizing the flexibility of GNNs. The complete framework is discussed in section 4.

- **Hand-crafted**: A well-designed rule-based agent with a high success rate in composite dialogue without noise. This agent is also used to warm up the training process of the first two agents. Note that this agent uses the precise subtask information provided by DST, which is not fair comparing with the other two.

Here, we train models with 6000 dialogues or iterations. The total number of the training dialogues is broken down into milestones (30 milestones of 200 iterations each). At each milestone, there are 100 dialogues to test the performance of the dialogue policy. The results of 3 types of composite tasks in 3 environments in 6,000 training dialogues are shown in Fig. 3.

5.3 Analysis

From Fig. 3 we can observe that ComNet outperforms the vanilla MLP policy in all nine settings (3 environments * 3 types of composite tasks) in both success rate and learning speed. In ComNet, the
top-level policy and low-level policy are both represented by a GNN where the same type of nodes and the same type of edges share the parameters. It means that the same type of nodes shares the input space (belief state space). Thus the exploration space will greatly decrease. As shown in Fig. 3, ComNet learns to vary faster than vanilla MLP policy. Note that the hand-crafted agent performs well because it has cheated by peeking at the precise subtask information, which means the hand-crafted agent is solving the multi-domain tasks. This should be the upper bound for the performance of our model. Comparing with vanilla HDQN, our ComNet shows its robustness in all environment by a greater margin, which is helpful for dialogue system building when an ASR or a DST with high accuracy is not available.

We also compared the difference of the dialogues produced by both vanilla HDQN and ComNet after 6000-dialogue training, which is shown in Table 2. After that much training, it seems that the vanilla HDQN agent still cannot choose a proper action in some specific dialogue state, which results in the loss of customer patience. On the other hand, ComNet also chose the same action, but it advanced the progress of the dialogue as soon as it got the information it needed, thus finished the task successfully. This also helps to prove that ComNet is more sample efficient comparing to the vanilla framework.

5.4 Transferability

As we discussed in section 4.3.4, another advantage of ComNet is that because of the flexibility of GNNs, ComNet is transferable naturally. To evaluate its transferability, we first trained 6,000 dialogues on CR+SFR task. We then initiate the parameters of the policy models on other two composite tasks using trained policy and continue to train and test the models. The result is shown in Fig. 4.

We can find that the transferred model learned on CR+SFR task is compatible with the other two composite tasks. It demonstrates that ComNet can propagate the task-independent relationships among the graph nodes based on the connection of the initial nodes inputs and final outputs. This suggests that it is possible to boost the training process for a new composite task by using pre-trained parameters of related tasks under the framework of ComNet. After all, it is essential to solving the start-cold problems in the task-oriented dialogue systems.

6 Conclusion

In this paper, we propose ComNet, which is a structured hierarchical dialogue policy represented by two graph neural networks (GNNs). By replacing MLPs in the traditional HDRL methods, ComNet makes better use of the structural information of dialogue state by separately feeding observations (dialogue state) and the top-level decision into slot-dependent, slot-independent and subtask nodes and exchange message between these nodes. We evaluate our framework on modified PyDial benchmark and show high efficiency, robustness and transferability in all settings.
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