Stochastic resolution of the LHC inverse problem
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In this work the LHC inverse problem is quantified in the Bayesian context by clarifying the relation between the mapping from the theory parameter space to experimental signature space and the inverse map. We demonstrate that, after complementing the LHC data by existing astrophysical, collider, and low energy measurements, a simple likelihood analysis is able to significantly reduce the inverse problem. The presented approach offers a robust, economical, and extendable way to extract theoretical parameters from the LHC, and other experimental data.
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I. INTRODUCTION

The CERN Large Hadron Collider (LHC) will soon start colliding protons at 14 TeV center of mass energy. The LHC data is expected to shed light on the origin of mass of elementary particles, and discover precursors of a wider theory beyond the standard particle model (SM). Whatever this new theory might be, it is expected to be described by a Lagrangian having several unknown parameters. Our goal is the extraction of these theoretical parameters from experimental data.

The feasibility of this goal was studied quantitatively within the context of the minimal supersymmetric standard model (MSSM) in Ref. [1]. The authors found that a significant proportion of LHC signatures map to the theoretical parameter space with a large uncertainty. They isolated pairs of points located relatively far from each other in the MSSM parameter space producing indistinguishable LHC signals. This implies that the LHC would not be able to resolve certain model parameter regions with sufficient precision. The difficulty was coined as the LHC inverse problem.

Meanwhile, the task of parameter extraction has been attacked from another direction. Numerous authors perform global fits of supersymmetric models using presently available experimental data [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. These global analyses typically evaluate the likelihood of certain experimental outcomes assuming the constrained version of the MSSM as the theoretical model, spanned by a few parameters. The calculated likelihoods determine the probability distributions of each of the theoretical parameters through marginalization. Even though this procedure maps the signature space to the theoretical parameter space, so far there has been no explicit connection established with the inverse problem.

In this work, we point out that the inverse problem can be rigorously quantified, and simply connected to the likelihood analyses within the framework of Bayesian probability theory. First, we quantify a map from signature to theory space by introducing the probability that the theoretical parameters are restricted to certain ranges by a given set of experimental data. Then, we represent the map from theory to signature space by the likelihood that a certain set of data is predicted by a theory with a given set of parameters. Since Bayes’ theorem explicitly connects the two probabilities, the stochastic framework offers us a robust way to attack the inverse problem. Utilizing this statistical formulation, we demonstrate a simple way in which the inverse problem can be substantially reduced by using results from the LHC and other colliders, electroweak precision experiments, rare b-decays, and various astrophysical observations.

II. THE INVERSE PROBLEM IN THE STOCHASTIC FRAMEWORK

In this section, we recapture the problem of theoretical parameter extraction within the context of probability theory. We begin by defining a mapping from the experimental signature space to the theoretical parameter space. In the context of the inverse problem this is referred to as the inverse map.

Given a theoretical model $T$ and a set of experimental data $D$, we introduce the probability $P(T|D)$ that the theoretical model describes the data with the theory parameters set to values $P$. In the theory of probabilities $P(T|D)$ is known as the conditional probability of the occurrence of $P$ provided that $T$ is assumed while $D$ holds. According to Bayes’ theorem, this probability can be simply calculated as

$$P(P|T; D) = P(D|T; P) \frac{P(T; P)}{P(D)}.$$  (1)
Here $\mathcal{P}(D|T; P)$ is the likelihood that a certain set of data is predicted by a theoretical model with a specified set of theory parameters. The probability $\mathcal{P}(T; P)$ gives the a-priori distribution of the parameters within the theory, fixed by only theoretical considerations independently from the data. Finally, the evidence $\mathcal{P}(D)$ gives the integrated likelihood of the theory $T$ in terms of the data alone. From unitarity it follows that

$$\mathcal{P}(D) = \int \mathcal{P}(D|T; P)\mathcal{P}(T; P)dP,$$

(2)

where the integral extends over the whole parameter space, $P = p_1, ..., p_m$, of the theory.

The likelihood function $\mathcal{P}(D|T; P)$ maps forward, from the theory space to the signature space. If the data under consideration are independent (as in our case) $\mathcal{P}(D|T; P)$ factorises as:

$$\mathcal{P}(D|T; P) = \prod_i \mathcal{L}_i(D|T; P),$$

(3)

where the product is over $i$ different experiments with $\mathcal{L}_i$ corresponding to the the $i^{th}$ likelihood function. Each term in the product is formed as a convolution

$$\mathcal{L}_i(D|T; P) = \mathcal{L}_{i,e}(D) \otimes \mathcal{L}_{i,t}(T; P).$$

(4)

If the experimental data and theoretical predictions are normally distributed then $\mathcal{L}_{i,e}$ and $\mathcal{L}_{i,t}$ are Gaussians and

$$\mathcal{L}_{i}(D|T; P) = \frac{1}{\sqrt{2\pi}\sigma_i} \exp(-\chi_i^2(D, T, P)/2).$$

(5)

The exponents of the likelihood functions

$$\chi_i^2(D, T, P)/2 = (d_i - t_i(P))^2/2\sigma_i^2$$

(6)

are defined in terms of the experimental data $D = \{d_i \pm \sigma_{i,e}\}$ and theoretical predictions for these measurables $\{t_i \pm \sigma_{i,t}\}$. Independent experimental and theoretical uncertainties combine into $\sigma_i^2 = \sigma_{i,e}^2 + \sigma_{i,t}^2$.

In cases when the experimental data only specify a lower (or upper) limit, the likelihood function can be written in terms of the error function

$$\mathcal{P}_i(D|T; P) = \frac{1}{2} \text{erf}(\sqrt{\chi_i^2(D, T, P)/2}).$$

(7)

To quantify the inverse process we introduce a quantity called the experimental differentiating power, which ties the inverse map to the forward map via Bayes’ theorem. Given two points $P_1$ and $P_2$ in the parameter space of a theory, we define the experimental differentiating power in terms of the ratio of the prior probabilities:

$$D = 1 - \frac{\mathcal{P}(P_1|T; D)\mathcal{P}(P_2|T; D)}{\mathcal{P}(P_2|T; D)\mathcal{P}(P_1|T; D)},$$

(8)

where we can always arrange that $0 \leq \mathcal{P}(P_1|T; D) \leq \mathcal{P}(P_2|T; D) \leq 1$ ensuring $0 \leq D \leq 1$. Regardless of the form of the theoretical prior $\mathcal{P}(T; D)$ and the experimental evidence $\mathcal{P}(D)$, the above discriminator can be expressed, via Bayes’ theorem, as

$$D = 1 - \frac{\mathcal{P}(D|T; P_1)\mathcal{P}(D|T; P_2)}{\mathcal{P}(D|T; P_2)\mathcal{P}(D|T; P_1)}.$$  

(9)

According to Eq.(9), if the theory at parameter point $P_1$ fits the data just as well as at point $P_2$, then the data has little differentiating power between the two model points. Conversely, $D$ can only be large if the data significantly prefer $P_2$ over $P_1$, that is if $\mathcal{P}(D|T; P_2) \gg \mathcal{P}(D|T; P_1)$. As formulated in Eq.(9), $D$ gives the combined differentiating power of all experiments in the product of Eq.(3). We could also calculate the differentiating power of a single experiment $D_i$ by including only the $i^{th}$ term in evaluating $\mathcal{P}(D|T; P)$ in Eq.(3). In the next section, we show that $D$ is, indeed, a robust discriminator in the case of the MSSM and it can be used to significantly reduce the degeneracy in the inverse map.

### III. THE INVERSE PROBLEM IN THE MSSM

In this section, we illustrate the discrimination power of the Bayesian approach using the MSSM. The authors of Ref. [1] found that out of 43026 randomly selected model points 283 pairs had indistinguishable LHC signatures. Since they were using discrete experimental data (such as number of jets, etc.), the $D$ values that they could have calculated are only 0 or 1. Their indistinguishable pairs represent models where the differentiating power of the LHC data vanishes.

Of these 283 pairs, 162 were analyzed by the authors of Ref. [32, 33] to determine the capability of the International Linear Collider (ILC) to resolve the inverse problem. Assuming a center of mass energy of 500 GeV, only one third (57) of the pairs were found to be distinguishable at 5 $\sigma$ confidence level.

We start with the 283 degenerate MSSM model pairs of Ref. [1] and observe that they consist of 384 unique model points. This implies that some of the models had more than one degenerate partner, indicating that there were larger degenerate groups of models. In the population of 384 models we determine the degeneracy groups, such that one model only belongs to just one group, every model within a group is degenerate with every other model within the group, and no model in any group is degenerate with a model in a different group. We then find
all possible pairings of models within a particular degeneracy group. This allows us to increase our population of model pairs from 283 to 802 degenerate pairs.

For our 802 model pairs, we calculate the discriminator $D$ utilizing experimental data beyond the LHC. We select measurables from a wide range of experiments: collider limits on particle masses, precision electroweak observables, rare decay branching fractions, and astrophysical observations. All this experimental data is available now as indicated in TABLE I.

The theoretical model predictions, as the function of the MSSM soft parameters $t_i(P)$, were calculated using a modified version of ISATools and micrOMEGAs software packages. (In this work, we only show results from micrOMEGAs.) In both cases ISAJET 7.71 was used to calculate the physical mass spectrum without two-loop corrections to exactly match the spectrum of Refs. [1, 32, 33].

In FIG. 1, we show the individual discrimination power of $D$ for several different observables. In each frame only a single observable (one term) is used in the likelihood functions defining $D$, in correspondence with TABLE I.

The first two frames of FIG. 1 show $D$ for mass limits from colliders. According to the Higgs masses calculated by ISAJET 7.71 the original sample contained a few models that did not respect the LEP Higgs mass limit. These were eliminated, at varying confidence level, by the term of the likelihood function containing $m_h$. Similarly, the second frame indicates that a few model points are excluded based on the mass limit on the lighter chargino from LEP. When these models are paired with others the discrimination power $D$ is very close to 1.

The two subsequent frames show $D$ for electroweak precision variables. Frame 3 of FIG. 1 reflects on the weak discrimination power of $\Delta \rho_0$: the degeneracy is broken by $\Delta \rho_0$ in only a small fraction of model pairs at a high confidence level, and the discrimination power vanishes for most of the models. As frame 4 of the figure shows, the anomalous magnetic moment of the muon clearly discriminates between about 100 models but its discrimination power diminishes for about half of the pairs. This might be the result of biased selection. The 384 MSSM model points were selected from a parameter region that can be probed by the LHC, that is from a region where superpartner masses are bounded from above. Present collider lower limits on superpartner masses were also enforced on the sample, so superpartner masses fall into a relatively narrow window. In this window, we expect moderate supersymmetric contributions to $a_\mu$, which accounts for a moderate discrimination power.

The next two frames of FIG. 1 show the discrimination power of two rare $b$-decay branching fractions $B(b \to s\gamma)$ and $B(B_s \to \mu^+\mu^-)$. These tell a similar story to that of $\Delta a_\mu$. Here $B(B_s \to \mu^+\mu^-)$ appears to be excellent discriminator mostly because the supersymmetric contribution to it varies sensitively with tan $\beta$, the ratio of the two Higgs vacuum expectation values. (A similar conclusion was reached in [34].) This sharp variation results in a clean discrimination in model pairs where one of the points has high and the other low tan $\beta$.

The discriminating power of the relic abundance of neutralinos, featured in frame 7, is also sharp. Although $\Omega h^2$ can differentiate between only a quarter of the pairs it differentiates at high confidence levels. This is because the theoretical prediction for $\Omega h^2$ tends to vary quickly (relative to the uncertainty in $\Omega$) over the parameter space.

The upper limit on the spin independent WIMP-proton elastic recoil cross section, shown in frame 8, is able to split a few models but its discrimination is not particularly high. This is reflecting the well known fact that the direct detection experiments just started to become sensitive to the MSSM parameter space. Also, the calculation of the direct detection cross section has a sizable uncertainty softening discrimination in this case.

The last frame of FIG. 1 shows gamma ray emission flux $\Phi_{\gamma}^{GC}$ from the galactic center as a promising discriminator. Even with a 100 % theoretical error, a considerable number of the model pairs are discriminated with a high confidence. This discrimination strongly depends on the dark matter halo profile used in the calculation of the

| observable | limit type | $d_i \pm \sigma_{i,e}$ | $\sigma_{i,t}$ |
|------------|------------|------------------------|--------------|
| lightest Higgs mass | $m_h$ | lower limit | 91.0 - 114.4 GeV | [16] 3.0 GeV | [17] |
| lighter chargino mass | $m_{\tilde{\chi}}$ | lower limit | 103.5 GeV | [18] 1.0 GeV | [19] |
| electroweak precision parameter | $\Delta \rho_0$ | central value | $(4.0^{+7.0}_{-6.0}) \times 10^{-4}$ | [20] negligible |
| muon anomalous magnetic moment | $\Delta a_\mu$ | central value | $(29.0 \pm 9.0) \times 10^{-10}$ | [21] negligible |
| rare $b$-decay branching fraction | $B(b \to s\gamma)$ | central value | $(3.50 \pm 0.17) \times 10^{-4}$ | [22] 10 % | [23] |
| rare $b$-decay branching fraction | $B(B_s \to \mu^+\mu^-)$ | upper limit | $4.7 \times 10^{-8}$ | [24] 10 % | [25] |
| average abundance of dark matter | $\Omega h^2$ | upper limit | 0.1143 | [26] 10 % | [27] |
| spin independent WIMP-proton elastic recoil | $\sigma_{SI}$ | upper limit | CDMS 2008 | [28] 20 % | [29] |
| gamma ray emission flux from the galactic center | $\Phi_{\gamma}^{GC}$ | upper limit | $1.0 \times 10^{-10}$ | [30] 100 % | [31] |
FIG. 1: Discrimination power of various observables for the case of the MSSM. The number of model pairs plotted against the discriminator \( \mathcal{D} = 1 - \frac{\mathcal{P}(D|T; P_1)}{\mathcal{P}(D|T; P_2)} \). Only one observable (a single term) is used in the likelihood functions \( \mathcal{P} \) in each frame.

Assuming that the original set of 43026 model points was a representative sample, we expect that a more elaborate and higher statistics scan will lead to the same qualitative conclusion. Even if, applying our approach to a higher statistics sample, one finds a higher number of degenerate model pairs our method allows for straightforward inclusion of more data. This is important, because near future data from the Tevatron, the LHC, (in)direct detection of dark matter, b-physics and astrophysical observation will be even more constraining on supersymmetry and provide a higher level of discrimination.

IV. CONCLUSIONS

In this work we quantified the LHC inverse problem in the context of the Bayesian probability theory. We constructed a robust discriminator, from the ratio of likelihoods of an arbitrary model pair, which powerfully distinguished essentially all examined MSSM parameter points. To achieve this, we combined data from a range of collider, astrophysical, and low energy observables.

To reduce the inverse problem for a general theory, all available experimental information should be included. The stochastic analysis presented above allows us to achieve this. In the context of our analysis the differentiating power of all, or any individual, experiments can be simply quantified in terms of confidence levels. While we treated all experiments on the same footing, weighting can easily be introduced.
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