CONFIGURATIONS OF POINTS AND TOPOLOGY OF REAL LINE ARRANGEMENTS
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Abstract. A central question in the study of line arrangements in the complex projective plane $\mathbb{CP}^2$ is the following: when does the combinatorial data of the arrangement determine its topological properties? In the present work, we introduce a topological invariant of complexified real line arrangements, called the chamber weight. This invariant is based on the weight counting over the points of the associated dual configuration, located in particular chambers of the real projective plane $\mathbb{RP}^2$.

Using this dual setting, we construct several examples of complexified real line arrangements with the same combinatorial data and different embeddings in $\mathbb{CP}^2$ (i.e. Zariski pairs) which are distinguished by this invariant. In particular, we obtain new Zariski pairs of 13, 15 and 17 lines defined over $\mathbb{Q}$ and containing only double and triple points. For each one of our examples, we derive some degenerations containing points of multiplicity 2, 3 and 5, which are also Zariski pairs.

We compute explicitly the moduli space of the combinatorics of one of these examples, and prove that it has exactly two connected components. We also obtain three geometric characterizations of these components: the existence of two smooth conics, one tangent to six lines and the other containing six triple points, as well as the collinearity of three specific triple points.
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A line arrangement $\mathcal{A}$ is a finite collection of distinct lines in $\mathbb{C}P^2$. A classical problem in algebraic geometry related to this object is the study of its topology, defined as the homeomorphism type of the pair $(\mathbb{C}P^2, \mathcal{A})$. Even if line arrangements are the simplest type of reducible plane curves, their topology is still not well understood. Currently many open questions in this field deal with the influence of the combinatorial type (i.e. the intersection lattice) on the topology. It is easy to prove that topology determines combinatorics, but the converse is shown to be false by Rybnikov [Ryb11]. He showed that the fundamental group of the complement $\mathbb{C}P^2 \setminus \mathcal{A}$ is not determined by the combinatorics of $\mathcal{A}$. Following Artal in [AB94b], two line arrangements with the same combinatorics but different topologies are called a Zariski pair.

Historically, this problem was first considered in the more general case of algebraic plane curves in $\mathbb{C}P^2$ by Zariski in [Zar29, Zar31, Zar36], who constructed two irreducible sextics with six ordinary cusps and possessing the same combinatorics, but different topologies. The difference between the embeddings of these sextics is exhibited by a geometrical property: in one sextic, its six singular points lie on a conic, whereas in the other one they do not (see [ABCAT08] for a survey on Zariski pairs of algebraic curves).

In general, it is difficult to determine if two arrangements have different homomorphism types. Finite presentations of the fundamental group of the complement of line arrangements can be obtained by various methods (see [Arv92] and [Moi81, Zar29, Kam33]). However, determining whether two finite presented groups are isomorphic is in general an undecidable problem.

Studying what topological properties are combinatorially determined is becoming an increasing focus of research. For instance, the first Betti numbers and the monodromy of the Milnor fiber, twisted cohomology and characteristic varieties are not known to be combinatorially determined (see [CS99, DP03, Lib02, Yos13]). However, the (co)homology ring of the complement $\mathbb{C}P^2 \setminus \mathcal{A}$ is known to be of combinatorial nature [OS80].

Although there has been active research on this topic, only three examples of Zariski pairs of line arrangements are known. As stated above, the first known example is due to Rybnikov and appeared in 1994. Rybnikov constructed a pair of arrangements by gluing together first two positive and then one positive and one negative MacLane arrangements. He proved that their fundamental groups are not isomorphic by means of an invariant based on the lower central series. Both arrangements contain only double and triple singular points and equations (of each line) can be defined over $\mathbb{Q}(\zeta_3)$, where $\zeta_3$ is a primitive third-root of unity, but not over $\mathbb{Q}$.

The second example of a Zariski pair is obtained by Artal, Carmona, Cogolludo, and Marco [ABCRCAMB05]. It is a pair of arrangements of 11 lines containing points of multiplicity at most five and whose equations can be found to be Galois-conjugated in $\mathbb{Q}(\sqrt{5})$. Their topological type can be distinguished by an invariant of the pseudo-Coxeter element of the braid monodromy. The fact that they are Galois-conjugated implies that the pair cannot
be detected by algebraic methods [ABCRCAMB05, Remark 5.4]. Again, these arrangements cannot have rational equations.

The last example was found by the first author in [GB16], and it was detected using the linking invariant \( L \) (see [ABFGB17, GBM16]) which is an adaptation of the linking number of the braid monodromy. These are arrangements of 12 lines containing points of multiplicity at most five. They can be realized with equations which are Galois-conjugated in \( \mathbb{Q}(\zeta_5) \), where \( \zeta_5 \) is a primitive fifth-root of unit. Moreover, their fundamental groups are non-isomorphic as is later proved by Artal, Cogolludo, Marco and the first author [ABCAGBMB17]. Once again, these arrangements are not rational.

It is worth mentioning that the use of a computer was necessary to detect all of these Zariski pairs due to the increasing complexity of the computations resulting from the high number of lines and the multiplicity of their singularities. Note also that, until now, no known Zariski pair of line arrangements admits realizations over the rational numbers.

An interesting family of line arrangements is formed by the complexified real arrangements, i.e. those for which a coordinate system of \( \mathbb{CP}^2 \) exists such that any line of the arrangement is defined by an \( \mathbb{R} \)-linear form. In this case, the real picture of this kind of arrangements determines, not only the fundamental groups [Arv92], or the abelian covers [Hir93], but all the topological information [CR03]. Using this, several methods and algorithms are developed to compute topological invariants of complexified real arrangements (see [Yos13], [Yos15] and more recently [BS17]).

It is natural to ask whether or not a certain topological invariant is combinatorially determined for complexified real arrangements (even if it is not determined in the general complex case): for instance, the linking invariant \( L \), introduced by Artal, Florens and the first author in [ABFGB17]. Heuristically, even if complexified real arrangements seem to have no "linking information", no formal arguments are known to confirm or refute this hypothesis. It is interesting to note that the only known Zariski pair of complexified real arrangements is that of Artal, Carmona, Cogolludo, and Marco, which cannot be distinguished by the \( L \)-invariant or by any other known invariants other than that introduced in [ABCRCAMB05]. This illustrates the difficulty of distinguishing such Zariski pairs.

In the present work, we consider the question of recognizing Zariski pairs of complexified real arrangements in a more geometric way. Our main tool to deal with this question is the study of the \( L \)-invariant from a dual point of view, i.e. with configurations of points in the dual real projective plane. More precisely, we introduce the notion of \((t, m)\)-configuration as a set of points (containing \( t \) marked points) in \( \mathbb{RP}^2 \) in such a way that the complexified dual arrangement has optimal properties in order to use the \( L \)-invariant. These configurations are provided with a plumbing map associating to each point a weight modulo \( m \).

From the previous data, we define the chamber weight of the \((3, m)\)-configuration by counting the weight of the points located in a given chamber of \( \mathbb{RP}^2 \) (determined by the 3 marked points). As stated in Theorem 1.18 and Corollary 1.19, the value of the chamber weight is a topological invariant of the dual line arrangement of the configuration. In addition, it is related to the \( L \)-invariant as proven in Theorem 6.9. It is worth noticing how simple the
computation of this invariant is. Since this construction is elementary, it makes sense to ask about the effectiveness of this invariant for complexified real arrangements. We illustrate this by the distinction of several new Zariski pairs.

Indeed, we present three examples of Zariski pairs of complexified real arrangements by constructing different combinatorially-equivalent \((3, 2)\)-configurations with distinct chamber weights. The first example obtained by this method contains 13 lines defined over \(\mathbb{Q}\) and only double and triple points. In addition, these arrangements are not rigid, allowing us to construct two distinct degenerations that admit singular points of multiplicity 5. Using the same kind of construction and arguments, we also construct Zariski pairs of complexified real arrangements with 15 and 17 lines. For each one, we derive two or three degenerations which are also Zariski pairs containing points of multiplicity 5. Summarizing, we present 10 Zariski pairs of line arrangements with rational equations and which are topologically distinguished using this geometrical invariant.

Moreover, we explicitly compute their moduli space (i.e. the space of all arrangements having a given combinatorics) of the degeneration with two quintuple points of the Zariski pair with 13 lines. This allows us to prove that this moduli space has exactly two connected components, each one corresponding to an arrangement of the Zariski pair. From this, we obtain three Zariski-like geometric characterizations of these connected components:

- **Tangency to a conic:** In the first connected component of the moduli space, six lines of the arrangement are tangent to a smooth conic, while they are not in the second one.
- **Singularities in a conic:** In addition, six triple points of the arrangement are contained in a smooth conic in the first component, but this is not true in the second one.
- **Alignment of singularities:** Three triple points are aligned in any arrangement of the first one, but this does not hold in the second connected component.

To our knowledge, this is the first time that such a geometric characterization is revealed for Zariski pairs of line arrangements. Moreover, they are the first examples of Zariski pairs of rational line arrangements.\(^1\)

In an upcoming paper [ABGBVS17], the authors prove that some of the Zariski pairs presented in this paper can be distinguished by their fundamental groups. More precisely, the corresponding lower central factors differ by a torsion element. These computations give a negative answer to **Question** 8.7 of [Suc01]. Unfortunately, the cohomology with twisted coefficients and the Betti numbers or the monodromy of the Milnor fiber do not differ in these pairs.

In our examples of Zariski pairs, the simplicity of computation of the chamber weight and the possibility of constructing other examples using the present method are a significant progress for the fundamental questions relating combinatorial data and topology of line arrangements. As an illustration of these possibilities, at the end of the paper we give a sketch of an alternative proof of Artal’s result [AB94a] stating that the characteristic varieties are

\(^1\)An appendix containing detailed figures of our first Zariski pair with 13 lines as well as those of its degeneration with two quintuple points can be found in the authors’ websites.
not determined by the weak combinatorics. We prove this result by using simultaneously the notion of chamber weight and Artal’s construction [AB14].

The paper is organized as follows: In Section 1, we define the notion of \((t, m)\)-configuration and we introduce our topological invariant: the chamber weight of a \((3, m)\)-configuration. Our main invariance theorem is also stated together with a useful corollary. Section 2 recalls aspects of the topology of line arrangements, but it is mainly devoted to the study of the first example of Zariski pair with 13 lines. The degenerations of this Zariski pair are given in Section 3. We show in Section 4 that the moduli space of one of the previous Zariski pairs has two connected components which can be distinguished by geometrical properties. A list of other examples of Zariski pairs and degenerations are described in Section 5. After reviewing the \(I\)-invariant, all the proofs related to our main results are presented in Section 6.

In the appendix, we provide detailed pictures of the Zariski pair with 13 lines possessing at most triple points as well as those of its degeneration with two quintuple points.
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1. Configurations of points and dual arrangements

In the present section, we define our main object: the \((t, m)\)-configurations. We draw attention to the fact that the definition of configuration considered here is slightly different from the one of Grünbaum in [Grü09]. After recalling some definitions about the topology of line arrangements (see also [OT92, Dim17]), we define the chamber weight of a configuration and then we state in Theorem 1.18 that this is a topological invariant of the associated dual arrangement.

1.1. Configurations.

For \(P, Q\) points in \(\mathbb{R}P^2\), denote by \((P, Q)\) the line passing through \(P\) and \(Q\).

**Definition 1.1.** A \((t, m)\)-configuration \(\mathcal{C}\) is the data \((\mathcal{V}, \mathcal{S}, \mathcal{L}, \text{pl})\) composed of two finite sets of points \(\mathcal{V} = \{V_1, \ldots, V_t\}\) and \(\mathcal{S} = \{S_1, \ldots, S_n\}\) of \(\mathbb{R}P^2\); a finite set of lines \(\mathcal{L} = \{(S, V) \mid S \in \mathcal{S}, V \in \mathcal{V}\}\) in \(\mathbb{R}P^2\) and a map \(\text{pl} : \mathcal{V} \cup \mathcal{S} \to \mathbb{Z}/m\mathbb{Z}\) with \(\mathcal{V} = \text{pl}^{-1}(0)\), such that:

1. for any \(V_i, V_j \in \mathcal{V}: \mathcal{S} \cap (V_i, V_j) = \emptyset\),
2. for any line \(L \in \mathcal{L}: \sum_{S \in L \cap \mathcal{S}} \text{pl}(S) = 0\).

The points in \(\mathcal{V}\) (resp. in \(\mathcal{S}\)) are called the vertices (resp. surrounding-points) of \(\mathcal{C}\). The map \(\text{pl}\) is called a \(m\)-plumbing of \(\mathcal{V} \cup \mathcal{S}\).
Remark 1.2.

(1) The first condition implies that $\mathcal{V} \cap \mathcal{S} = \emptyset$.

(2) Any line $L \in \mathcal{L}$ contains exactly one vertex and the multiplicity of $\mathcal{L}$ in any surrounding-point is exactly $t$. See Example 1.5.

Definition 1.3. A $(t, m)$-configuration $C = (\mathcal{V}, \mathcal{S}, \mathcal{L}, \text{pl})$ is called planar if the projective subspace generated by the vertices $\mathcal{V}$ is the whole $\mathbb{RP}^2$.

A $(t, m)$-configuration is uniform if its plumbing map $\text{pl}$ is constant on $\mathcal{S}$, i.e. there exists an element $\zeta \in \mathbb{Z}/m\mathbb{Z}$ such that $\text{pl}(S) = \zeta$, for any $S \in \mathcal{S}$.

Remark 1.4. Any $(3, 2)$-configuration is necessarily uniform.

Example 1.5. Examples of $(3, 2)$, $(3, m)$ and $(4, 2)$-configurations are given in Figure 1. Remark that the dashed lines in the figures are not elements of $\mathcal{L}$, but they take an important role in our setting as we show in Section 1.3.

We encode the combinatorial information given by a $(t, m)$-configuration using non-trivial collinearity between points.

Definition 1.6. The combinatorics of a $(t, m)$-configuration $C = (\mathcal{V}, \mathcal{S}, \mathcal{L}, \text{pl})$ is the collection of all triplets of collinear points in $\mathcal{V} \sqcup \mathcal{S}$.

In order to simplify the notation of a combinatorics, if $k \geq 4$ different points $P_1, \ldots, P_k$ in $\mathcal{V} \sqcup \mathcal{S}$ are collinear, we write the set $\{P_1, \ldots, P_k\}$ instead of all the triplets contained in $\{P_1, \ldots, P_k\}$. A set formed by exactly $k \in \mathbb{N}$ collinear points of a configuration is called a $k$-point line.

We say that two $(t, m)$-configurations $C_1 = (\mathcal{V}_1, \mathcal{S}_1, \mathcal{L}_1, \text{pl}_1)$ and $C_2 = (\mathcal{V}_2, \mathcal{S}_2, \mathcal{L}_2, \text{pl}_2)$ have the same combinatorics if there exists a bijection between $\mathcal{V}_1 \sqcup \mathcal{S}_1$ and $\mathcal{V}_2 \sqcup \mathcal{S}_2$ respecting collinearity relations.

Example 1.7. The combinatorics of the $(3, 2)$-configuration of Figure 1-(A) is given by

$$\{ \{V_1, S_1, S_2\}, \{V_1, S_2, S_3\}, \{V_2, S_1, S_3\}, \{V_2, S_2, S_4\}, \{V_3, S_1, S_2\}, \{V_3, S_3, S_4\} \}.$$  

Remark 1.8. The combinatorics of a $(t, m)$-configuration is not invariant by isotopy. It is possible to create an extra alignment of points during a deformation (see Section 3).

Definition 1.9. Let $C = (\mathcal{V}, \mathcal{S}, \mathcal{L}, \text{pl})$ be a $(t, m)$-configuration and $\mathcal{K}$ the associated combinatorics of $C$.

- An automorphism of $\mathcal{K}$ is a bijection $\phi$ of $\mathcal{V} \sqcup \mathcal{S}$ which preserves $\mathcal{K}$. The group of such bijections is called the automorphism group of $\mathcal{K}$ and is denoted by $\text{Aut}(\mathcal{K})$.
- An automorphism of $\mathcal{K}$ is stabilizing if $\phi(\mathcal{V}) = \mathcal{V}$ (equivalently, if $\phi(\mathcal{S}) = \mathcal{S}$). The subgroup of stabilizing automorphisms is denoted by $\text{Aut}^{\text{Stab}}(\mathcal{K})$.
- The configuration $C$ is stable if $\text{Aut}(\mathcal{K}) = \text{Aut}^{\text{Stab}}(\mathcal{K})$.

Remark 1.10. The $(3, 2)$-configuration of Example 1.5 is stable, but the Pappus configuration (see Figure 10-(A)) is not.
1.2. Dual arrangements.

A complex line arrangement in $\mathbb{CP}^2$ is a finite set of distinct projective lines $\mathcal{A} = \{D_1, \ldots, D_s\}$. We say that $\mathcal{A}$ is a complexified real arrangement if there exists a coordinate system of $\mathbb{CP}^2$ for which each line of $\mathcal{A}$ admits an equation with real coefficients.

Definition 1.11. The topology of a line arrangement $\mathcal{A}$ in $\mathbb{CP}^2$ is the homeomorphism type of the pair $(\mathbb{CP}^2, \mathcal{A})$. This topology is said to be ordered if the homeomorphism respects a fixed order on $\mathcal{A}$.

The abelian group $H_1(\mathbb{CP}^2 \setminus \mathcal{A}; \mathbb{Z})$ is generated by the meridians $m_1, \ldots, m_s$ around the lines $D_1, \ldots, D_s$, with (only) relation $\sum_{i=1}^{s} m_i = 0$. A character $\xi$ of an arrangement $\mathcal{A}$ is a morphism from $H_1(\mathbb{CP}^2 \setminus \mathcal{A}; \mathbb{Z})$ to $\mathbb{C}^*$, and it is defined by assigning a non-zero complex number to each meridian (or equivalently to each line) such that their sum is 1. The character $\xi$ is torsion if for any $D \in \mathcal{A}$, there exists $r \in \mathbb{N}^*$ such that $\xi(m_D)^r = 1$. 

Figure 1. Examples of $(t, m)$-configurations.
For an arbitrary field $K$, consider $K\mathbb{P}^2 = \{L \mid L \subset K\mathbb{P}^2 \text{ line}\}$ the dual projective space, which is naturally isomorphic to the set of $K$-linear forms in $K^3$ modulo non-zero scalars. There is a natural correspondence between $K\mathbb{P}^2$ and $\overline{K}\mathbb{P}^2$ given by the duality $K^3 \cong (K^3)^*$ and respecting incidences, i.e. a point $P$ lies in a line $L$ if and only if $L^* \in P^*$. Note that, for any point $P$ and any line $L$, we have $(P^*)^* = P$ and $(L^*)^* = L$.

**Definition 1.12.** Let $\mathcal{C} = (V, S, \mathcal{L}, \text{pl})$ be a $(t, m)$-configuration. The dual plumbed arrangement (DPA) associated to $\mathcal{C}$ is the triplet $(\mathcal{A}^V, \mathcal{A}^S, \xi)$, where:

- $\mathcal{A}^V = \{V_1^* \otimes C, \ldots, V_t^* \otimes C\}$ and $\mathcal{A}^S = \{S_1^* \otimes C, \ldots, S_n^* \otimes C\}$ are line arrangements in $\mathbb{P}^2$,
- $\xi$ is a torsion character of $\mathcal{A}^C = \mathcal{A}^V \cup \mathcal{A}^S$ assigning 1 to any line of $\mathcal{A}^V$ and $\exp (2\pi i \text{pl}(S)/m)$ to $S^* \otimes C \in \mathcal{A}^S$.

The line arrangement $\mathcal{A}^C$ is called the dual arrangement of $\mathcal{C}$, and $\mathcal{A}^V$ the support of the dual plumbed arrangement. In order to simplify the notation, a line $V_i^* \otimes C$ (resp. $S_i^* \otimes C$) is denoted by $V_i^*$ (resp. $S_i^*$).

**Remark 1.13.**

1. The above notion of “support” is related to the support defined in $[\text{ABFGB17}].$
2. By construction, any line arrangement obtained as a DPA of a $(t, m)$-configuration is complexified real arrangement.

Note that the reverse of the operation described above is not well-defined in general, i.e. if we consider any couple of an arrangement and a character, then the dual configuration of points and the associated plumbing may not satisfy the last condition of Definition 1.1. Nevertheless, this operation is well-defined for a particular type of arrangements described in Section 6.

### 1.3. Topological invariance of the chamber weight of configurations.

Our aim is to introduce a topological invariant of arrangements coming from $(t, m)$-configurations: the chamber weight of a configuration. This number is computed from a configuration $\mathcal{C}$ and associated to the dual arrangement $\mathcal{A}^C$ as a dual version of the $\mathcal{I}$-invariant. Thus, it is worth noticing that even if the chamber weight is only defined for configurations and thus associated to real complexified arrangements, it is the computed value of a topological invariant which is defined for arbitrary complex line arrangements $[\text{ABFGB17}]$. All the proofs of the results of this section are based on the interpretation of this number as the $\mathcal{I}$-invariant and are given in Section 6.

Let $\mathcal{C} = (V, S, \mathcal{L}, \text{pl})$ be a planar $(3, m)$-configuration. The lines $(V_1, V_2)$, $(V_2, V_3)$ and $(V_3, V_1)$ divide $\mathbb{R}\mathbb{P}^2$ in 4 chambers, noted $\text{ch}_1, \ldots, \text{ch}_4$. For any chamber $\text{ch}_i$, define the value

$$\tau_i(\mathcal{C}) = \sum_{S \in S \cap \text{ch}_i} \text{pl}(S) \in \mathbb{Z}/m\mathbb{Z}.$$ 

**Proposition 1.14.** The value $\tau_i(\mathcal{C})$ is the same for all $i = 1, \ldots, 4$, i.e. it does not depend on the choice of the chamber $\text{ch}_i$. Moreover, it takes values over $[0, \frac{m}{2}] \subset \mathbb{Z}/m\mathbb{Z}$ if $m$ is even, and it is zero if $m$ is odd.
Proof. For any two different chambers \( \text{ch}_i \) and \( \text{ch}_j \), take \( V \in \mathcal{V} \) such that \( \text{ch}_i \cup \text{ch}_j \) is contained in the cone with vertex \( V \) and delimited by the two lines joining \( V \) with the other vertices in \( \mathcal{V} \). Denote by \( \mathcal{L}_V \) the subset of lines in \( \mathcal{L} \) passing through \( V \), and take \( S_i = S \cap \text{ch}_i \) and \( S_j = S \cap \text{ch}_j \), respectively. Note that, by construction, any point in \( S_i \) or \( S_j \) is contained in an unique line \( L \in \mathcal{L}_V \). By the second condition in Definition 1.1, we have

\[
0 = \sum_{L \in \mathcal{L}_V} \sum_{S \in L \cap S_i} \text{pl}(S) = \sum_{L \in \mathcal{L}_V} \sum_{S \in L \cap S_i} \text{pl}(S) + \sum_{L \in \mathcal{L}_V} \sum_{S \in L \cap S_j} \text{pl}(S) = \sum_{S \in S_i} \text{pl}(S) + \sum_{S \in S_j} \text{pl}(S)
\]

Thus, \( \tau_i(C) + \tau_j(C) = 0 \) in \( \mathbb{Z}/m\mathbb{Z} \) for any \( i \neq j \). Considering the previous equations, we deduce that \( \tau_i(C) = \tau_j(C) \). In particular, this implies that \( \tau_i(C) = -\tau_i(C) \). Then, \( \tau_i(C) \in \{\{0\}, \left\lfloor \frac{m}{2} \right\rfloor \} \subset \mathbb{Z}/m\mathbb{Z} \) if \( m \) is even, and \( \tau_i(C) \) is zero if \( m \) is odd. \( \square \)

An alternative, less combinatorial proof of the previous proposition can be found in Section 6.

Definition 1.15. The chamber weight of \( C \) is

\[
\tau(C) = \sum_{S \in S \cap \text{ch}_i} \text{pl}(S) \in \mathbb{Z}/m\mathbb{Z}.
\]

Remark 1.16. In the case of a \((3,2)\)-configuration, \( \tau(C) \) is the parity of the number of points of \( S \) contained in any chamber \( \text{ch}_i \).

Example 1.17. In Figure 1–(A), we have one point \( S_i \) in each chamber \( \text{ch}_i \). Since the configuration is uniform and \( \text{pl}(S) \subset \mathbb{Z}/2\mathbb{Z} \setminus \{0\} \), then the chamber weight is

\[
\tau(C) = \text{pl}(S_i) = 1.
\]

Theorem 1.18. Let \( C \) and \( C' \) be two planar \((3,m)\)-configurations. Assume that there exists a homeomorphism of \( \mathbb{CP}^2 \) sending \( \mathcal{A}_C \) to \( \mathcal{A}_C' \) and respecting a fixed order on these arrangements. Then

\[
\tau(C) = \tau(C').
\]

The result above can be improved with the removal of the ordered condition by assuming that no automorphism of the combinatorics modifies the chamber weight. We could assume that there is no automorphism of the combinatorics other than the identity, but it is sufficient to assume a weaker hypothesis given in the following corollary.

Corollary 1.19. Let \( C \) be a stable planar uniform \((3,m)\)-configuration. The chamber weight \( \tau(C) \) is an invariant of the topology of \( \mathcal{A}_C \).

2. Topology of line arrangements: Zariski pairs

The chamber weight of a configuration provides a new way to study a classical problem for line arrangements: how is the combinatorial data of an arrangement related with its topological properties? After recalling basic notions about combinatorics of arrangements and its relation with those of configurations, we exhibit an example of a Zariski pair with 13 lines using the chamber weight. We conclude by listing some additional properties of these arrangements.
2.1. Combinatorics and topology of arrangements.

Analogously to the \((t,m)\)-configurations case, we can encode all the combinatorial data of line arrangements by using incidence properties between lines.

**Definition 2.1.** The combinatorics of a line arrangement \(A\) is the collection of all triplets of concurrent lines at the same point in \(A\).

In order to simplify the above notation, if \(k \geq 4\) lines \(L_1, \ldots, L_k\) are concurrent at a point, we write the set \(\{L_1, \ldots, L_k\}\) instead of all the triplets contained in \(\{L_1, \ldots, L_k\}\). We say that two line arrangements \(A_1\) and \(A_2\) have the same combinatorics if there exists a bijection between \(A_1\) and \(A_2\) respecting incidence relations.

The action of dualizing transforms collinearity relations into incidence relations and vice-versa. As a direct consequence of the construction of dual arrangements, we have the following result.

**Proposition 2.2.** A \((t,m)\)-configuration \(C\) and its dual arrangement \(A^C\) have the same combinatorics, i.e. the map sending \(P \in \mathcal{V} \sqcup \mathcal{S}\) to \(P^*\) maps a triple of collinear points to a triple of concurrent lines.

**Remark 2.3.** Classically, a weaker notion of combinatorics for line arrangements is also considered (see, for example \([AB94a]\)), defined by the number of lines and the number of singular points of each multiplicity (globally and on each line).

We are interested in the study of the topology/combinatorics interaction on line arrangements. We introduce a classical object in the study of the topology of line arrangements: a Zariski pair is a couple of arrangements having isomorphic combinatorics and non-homeomorphic topological types. In order to study this interaction, and thus to produce Zariski pairs, we use \((t,m)\)-configurations. In particular, we focus on the construction of planar \((3,2)\)-configurations, in order to use either Theorem 1.18 or Corollary 1.19. Recall that any \((3,2)\)-configuration \(C\) admits uniquely a constant plumbing \(\text{pl}(S) = 1 \in \mathbb{Z}/2\mathbb{Z} \setminus \{0\}\), for any \(S \in \mathcal{S}\), and in that case the chamber weight is simply the parity of points contained in a chamber.

2.2. A Zariski pair with 13 lines.

We construct four \((3,2)\)-configurations \(C_{1,1}, C_{-1,-1}, C_{-1,1}\) and \(C_{1,-1}\) with the same combinatorics and verifying that \(\tau(C_{\alpha,\beta}) \neq \tau(C_{\alpha',\beta'})\) if \(\alpha\beta \neq \alpha'\beta'\). Using Theorem 1.18 and Corollary 1.19, we conclude that the associated plumbed dual arrangements have different topological types.

For any \(\alpha, \beta \in \{-1, 1\}\), let \(C_{\alpha,\beta} = (\mathcal{V}, \mathcal{S}_{\alpha,\beta}, \mathcal{L}_{\alpha,\beta}, \text{pl})\) be four uniform \((3,2)\)-configurations defined by the following data

\[
\mathcal{V} = \{V_1, V_2, V_3\}, \quad \mathcal{S}_{\alpha,\beta} = \mathcal{S} \sqcup \mathcal{S}_\alpha \sqcup \mathcal{S}_\beta,
\]

\[
\mathcal{S} = \{S_1, \ldots, S_4\}, \quad \mathcal{S}_\alpha = \{S_5^\alpha, S_6^\alpha, S_7^\alpha\}, \quad \mathcal{S}_\beta = \{S_8^\beta, S_9^\beta, S_{10}^\beta\},
\]

where

\[
V_1 = (0 : 1 : 0), \quad V_2 = (1 : 0 : 0), \quad V_3 = (0 : 0 : 1),
\]

\[
S_1 = (1 : 1 : 1), \quad S_2 = (4 : 4 : 1), \quad S_3 = (-1 : 8 : 2), \quad S_4 = (8 : -1 : 2),
\]
\[ S_3^\alpha = (-1 : 8 : 4\alpha), \quad S_6^\alpha = (-1 : 4\alpha : 2), \quad S_7^\alpha = (-\alpha : 4 : 4), \]
\[ S_8^\beta = (8 : -1 : 4\beta), \quad S_9^\beta = (4\beta : -1 : 2), \quad S_{10}^\beta = (4 : -\beta : 4). \]

Note that any line in the above four \((3,2)\)-configurations contains exactly two surrounding-points, which is compatible with the constant 2-plumings
\[ \text{pl}(S) = 1, \quad \forall S \in S_{\alpha,\beta}, \]
for any \(\alpha, \beta \in \{-1, 1\}\). These four \((3,2)\)-configurations are plotted\(^2\) in Figure 2, and detailed in Appendix A.

**Proposition 2.4.** For any \(\alpha, \beta \in \{-1, 1\}\), the configuration \(C_{\alpha,\beta}\) is stable and has the following combinatorics
\[
\{ V_1, S_1, S_3^\beta \}, \quad \{ V_1, S_2, S_4 \}, \quad \{ V_1, S_3, S_6^\alpha \}, \quad \{ V_1, S_4, S_7^\alpha \}, \quad \{ V_1, S_8^\beta, S_9^{\beta} \}, \quad \{ V_2, S_1, S_5^\alpha \}, \quad \{ V_2, S_2, S_3 \}, \quad \{ V_2, S_4, S_8^\beta \}, \quad \{ V_2, S_5, S_9^\beta \}, \quad \{ V_2, S_6^\beta, S_{10}^\beta \}, \quad \{ V_3, S_1, S_2 \}, \quad \{ V_3, S_3, S_5^\alpha \}, \quad \{ V_3, S_4, S_8^\beta \}, \quad \{ V_3, S_6^\alpha, S_7^\alpha \}, \quad \{ V_3, S_9^\beta, S_{10}^\beta \}. \]

**Proof.** The combinatorics can be computed using the coordinates of the vertices and surrounding-points. Let us prove that \(C_{\alpha,\beta}\) is stable for any \(\alpha, \beta \in \{-1, 1\}\). There is no homeomorphism between \(C_{\alpha,\beta}\) and \(C_{\alpha',\beta'}\) if \(\alpha \beta \neq \alpha' \beta'\). We denote by \(A^{\alpha,\beta}\) the dual arrangement of the \((3,2)\)-configuration \(C_{\alpha,\beta}\). Recall that, from Proposition 2.4, \(A^{1,1}, A^{1,-1}, A^{-1,1}, A^{-1,-1}\) have the same combinatorics.

**Theorem 2.6.** Let \(\alpha, \alpha', \beta, \beta' \in \{-1, 1\}\) be such that \(\alpha \beta \neq \alpha' \beta'\). There is no homeomorphism between \((\mathbb{C}P^2, A^{\alpha,\beta})\) and \((\mathbb{C}P^2, A^{\alpha',\beta'})\).

**Proof.** We proved in Proposition 2.4 that the \((3,2)\)-configuration \(C_{\alpha,\beta}\) is stable for any \(\alpha, \beta \in \{-1, 1\}\); in addition, the associated 2-plumbing of any of these configurations is constant on \(S\). By Corollary 1.19, it is sufficient to compute the chamber weight of each configuration and check that they differ if and only if \(\alpha \beta \neq \alpha' \beta'\).

We may assume, up to projective transformation, that \(\ell = (V_1, V_2)\) is the line at infinity in \(\mathbb{R}P^2\), and that \((V_1, V_3)\) and \((V_2, V_3)\) represent the canonical axis of \(\mathbb{R}^2 = \mathbb{R}P^2 \setminus \ell\). By

\(^2\)In order to have clearer pictures, they are not plotted to scale but up to deformation respecting the combinatorics.
Remark 1.16, computing the chamber weight of each configuration amounts to determine the parity on the number of surrounding-points in, for example, the first quadrant \( \text{ch}_1 \) of \( \mathbb{R}^2 \). Using Figure 2, we conclude the proof with the following computations: there is an even number of surrounding-points in \( \text{ch}_1 \) for the configurations \( C_{1,1} \) and \( C_{-1,-1} \), and an odd number of surrounding-points for \( C_{1,-1} \) and \( C_{-1,1} \) in the same quadrant. Then, we have the corresponding chamber weights \( \tau(C_{1,1}) = \tau(C_{-1,-1}) = 0 \) and \( \tau(C_{1,-1}) = \tau(C_{-1,1}) = 1 \), and the result follows. \( \square \)
Corollary 2.7. For any $\alpha, \beta, \alpha', \beta' \in \{1, -1\}$ such that $\alpha \beta \neq \alpha' \beta'$, the arrangements $A^{\alpha, \beta}$ and $A^{\alpha', \beta'}$ form a Zariski pair.

It is worth pointing out that the above result provides the first example of Zariski pair of line arrangements defined by rational coefficients.

2.3. Some properties of this Zariski pair.

2.3.1. A Zariski-like geometric property. As in Zariski’s original example, the above Zariski pair can be distinguished by geometric properties. Let us denote by $L_{i,j}$ the line joining $S_i$ and $S_j$ in $C_{\alpha, \beta}$.

Proposition 2.8. If the lines $L_{1,2}$, $L_{5,6}$ and $L_{8,9}$ are concurrent (or equivalently, the points $L_{1,2}^*, L_{5,6}^*$ and $L_{8,9}^*$ are collinear) then $\tau(C_{\alpha, \beta}) = 0$, otherwise $\tau(C_{\alpha, \beta}) = 1$.

Remark 2.9. This concurrency of lines is not the only one present in these pairs (see for example $L_{1,2}$, $L_{5,7}$ and $L_{8,10}$) but it is the only one which seems to be invariant up to lattice preserving deformation.

The above condition seems to characterize the connected components of the realization space of the combinatorics of $C_{\alpha, \beta}$ where the chamber weight $\tau$ is zero. This is the case for one of the degenerations of this pair presented in Section 3, as it is proved in Proposition 4.6.

2.3.2. Arrangements which are $C_{\leq 3}$ but not of simple type. In [NY12], Nazir and Yoshinaga defined the family of $C_{\leq 3}$ arrangements, composed of those which possess at most 3 lines $\{L, L', L''\}$ containing any singular point of multiplicity greater than 3. In addition, a $C_{\leq 3}$ arrangement is of simple type if either $L, L', L''$ are concurrent or if exactly one of these lines contains an unique point of multiplicity greater than 3.

They prove in [NY12, Thm. 3.11] that the moduli spaces of $C_{\leq 3}$ of simple type are irreducible. As a consequence, such arrangements cannot form a Zariski pair.

Note that the arrangements $A^{\alpha, \beta}$ are $C_{\leq 3}$ arrangements. Indeed, any singular point of multiplicity greater than 3 is contained on the support of the DPA of $C_{\alpha, \beta}$. However, they are not of simple type since any line of the support contains exactly 5 singular points of multiplicity greater than 3. This fact illustrates the importance of the hypothesis “of simple type” in the result of Nazir and Yoshinaga.

Remark 2.10. In fact, the second condition in Definition 1.1 implies that the dual arrangement of any planar $(3, m)$-configuration is neither a $C_{\leq 3}$ arrangement nor a $C_{\leq 3}$ arrangement of non-simple type.

2.3.3. Milnor fiber. For a line arrangement $A$, consider the Milnor fiber of $A$ as the affine hypersurface in $\mathbb{C}^3$ defined by $\mathcal{F}_A = \mathcal{Q}_A^{-1}(1)$, where $\mathcal{Q}_A$ is the defining polynomial of $A$, i.e. a square-free product of all linear forms $\alpha_L$ defining each line $L \in A$. Define the complex number $\lambda = \exp(2\pi i/n)$, where $n$ is the number of lines of $A$ and consider the cyclic group $\mu_n = \langle \lambda \rangle$. Following [CS95], an element of $\mu_n$ defines a monodromy automorphism $h : \mathcal{F}_A \rightarrow \mathcal{F}_A$, which induces an algebraic monodromy $H^1(\mathcal{F}_A; \mathbb{C}) \rightarrow H^1(\mathcal{F}_A; \mathbb{C})$. Consider
the eigenspace decomposition of $H^1(F_A; \mathbb{C})$ (see [CS95, Theorem 1.6])
\begin{equation}
H^1(F_A; \mathbb{C}) \simeq \bigoplus_{\xi \in \mu_n} H^1(F_A; \mathbb{C})_\xi.
\end{equation}
In fact, we can identify $H^1(F_A; \mathbb{C})_1 \simeq H^1(\mathbb{C}P^2 \setminus A; \mathbb{C})$, which is determined by the combinatorics of $A$. In the case of complexified real arrangements, Yoshinaga [Yos13] gives a geometric algorithm to compute the above eigenspaces.

For any $\alpha, \beta \in \{-1, 1\}$, consider $F^{\alpha,\beta}$ being the respective Milnor fiber of $A^{\alpha,\beta}$. Remark that the arrangements $A^{\alpha,\beta}$ have exactly 13 lines and only double and triple points. As a direct consequence, we obtain the following proposition.

**Proposition 2.11.** For any $\alpha, \beta \in \{-1, 1\}$, we have that $H^1(F^{\alpha,\beta}; \mathbb{C}) \simeq H^1(\mathbb{C}P^2 \setminus A^{\alpha,\beta}; \mathbb{C})$. Furthermore, the characteristic polynomial of the Milnor fiber monodromy $h$ is combinatorially determined, as well as the Betti numbers of the Milnor fiber.

**Proof.** Consider the eigenspace decomposition of $H^1(F^{\alpha,\beta}; \mathbb{C})$ given in (1), where we have $H^1(F^{\alpha,\beta}; \mathbb{C})_1 \simeq H^1(\mathbb{C}P^2 \setminus A^{\alpha,\beta}; \mathbb{C})$. As the number of lines of the arrangement $A^{\alpha,\beta}$ is prime, by [Yos13, Corollary 3.12], we deduce that $H^1(F^{\alpha,\beta}; \mathbb{C})_{\lambda k} \simeq 0$ for any $k \neq 0 \bmod 13$. Then, $H^1(F^{\alpha,\beta}; \mathbb{C}) \simeq H^1(\mathbb{C}P^2 \setminus A^{\alpha,\beta}; \mathbb{C})$, which is combinatorially determined [OS80]. In particular, the characteristic polynomial of the monodromy $h$ and the Betti numbers of $F^{\alpha,\beta}$ are also combinatorially determined. \hfill \Box

3. Degenerations of the configuration $C_{\alpha,\beta}$

Using the Zariski pair given in the previous section, we construct two degenerations, which provide other examples of Zariski pairs with 13 lines. Indeed, the $C_{\alpha,\beta}$ configurations are not rigid, since there exist several possible deformations. For example, we can move the point $S_3$ on the line $(V_2, S_2)$ or the point $S_4$ along the line $(V_1, S_2)$. The first move induces modifications on the surrounding-points $S_5^\beta$, $S_6^\alpha$, and $S_7^\alpha$, while the second one modifies $S_8^\beta$, $S_9^\beta$, and $S_{10}^\beta$. We use these two deformations in order to construct degenerated versions of the previous Zariski pair producing one or two points of multiplicity 5 in the new arrangements. In this section, the proofs are similar to those in Section 2 and are left for the reader.

3.1. With 1 point of multiplicity 5.

Moving the point $S_3$ along the line $(V_2, S_2)$, we can fix it on the intersection point of $(V_1, S_1)$ and $(V_2, S_2)$. Then we create a 5-point line composed of $V_1, S_3, S_6^\alpha, S_7^\alpha, S_{10}^\beta$. The planar (3,2)-configurations obtained in this way (see Figure 3) are defined by $C^1_{\alpha,\beta} = (V^1, S^1_{\alpha,\beta}, C^1_{\alpha,\beta}, pl)$, where $V^1 = V = \{V_1, V_2, V_3\}$, with

\begin{align*}
V_1 &= (0 : 1 : 0), & V_2 &= (1 : 0 : 0), & V_3 &= (0 : 0 : 1),
\end{align*}
and $S^1_{\alpha,\beta} = \{S_1, S_2, S_3, S_4\} \cup \{S_5^\alpha, S_6^\alpha, S_7^\alpha\} \cup \{S_8^\beta, S_9^\beta, S_{10}^\beta\}$ where

\begin{align*}
S_1 &= (1 : 1 : 1), & S_2 &= (4 : 4 : 1), & S_3 &= (1 : 4 : 1), & S_4 &= (8 : -1 : 2),
S_5^\alpha &= (1 : 4 : 2\alpha), & S_6^\alpha &= (1 : 2\alpha : 1), & S_7^\alpha &= (\alpha : 2 : 2),
S_8^\beta &= (8 : -1 : 4\beta), & S_9^\beta &= (4\beta : -1 : 2), & S_{10}^\beta &= (4 : -\beta : 4).
\end{align*}
Proposition 3.1. For any $\alpha, \beta \in \{-1, 1\}$, the $(3,2)$-configuration $C_{\alpha,\beta}^1$ is stable and has the following combinatorics

$$\left\{ \begin{array}{l}
\{V_1, S_1, S_3, S_6^\beta, S_{10}^\beta\}, \{V_1, S_2, S_4\}, \{V_1, S_5^\beta, S_7^\beta\},
\{V_2, S_1, S_6^\beta\}, \{V_2, S_2, S_3\}, \{V_2, S_4, S_9^\beta\}, \{V_2, S_5^\beta, S_6^\beta\}, \{V_2, S_8^\beta, S_{10}^\beta\},
\{V_3, S_1, S_2\}, \{V_3, S_3, S_6^\beta\}, \{V_3, S_4, S_\beta^\beta\}, \{V_3, S_6^\beta, S_7^\beta\}, \{V_3, S_9^\beta, S_{10}^\beta\}\end{array} \right\}.$$  

Proof. The description of combinatorics follows from the construction of $C_{\alpha,\beta}^1$. Note that $V^1$ is combinatorially characterized by the following properties: $V_1$ is the only point of $C_{\alpha,\beta}^1$ possessing one 5-point line and three 3-point line, while $V_2$ and $V_3$ are the only one having five 3-point lines. Then, any automorphism of the combinatorics fixes $V_1$ and $\{V_2, V_3\}$, implying that $C_{\alpha,\beta}^1$ is stable.  

Denote by $A_{\alpha,\beta}^1$ the respective dual arrangements of $C_{\alpha,\beta}^1$. Computing $\tau$ for the previous four configurations, we obtain the following result.

Theorem 3.2. Let $\alpha, \beta, \alpha', \beta' \in \{-1, 1\}$ be such that $\alpha\beta \neq \alpha'\beta'$. There is no homeomorphism between $(\mathbb{C}P^2, A_{\alpha,\beta}^1)$ and $(\mathbb{C}P^2, A_{\alpha',\beta'}^1)$.

Proof. For any $\alpha, \beta \in \{-1, 1\}$, the $(3,2)$-configuration $C_{\alpha,\beta}^1$ is stable by Proposition 3.1. Using a similar argument as in the proof of Theorem 2.6, we have $\tau(C_{1,+1}^1) = \tau(C_{1,-1}^1) = 0 \mod 2$ and $\tau(C_{-1,1}^1) = \tau(C_{-1,-1}^1) = 1 \mod 2$. The result follows by Corollary 1.19.  

Corollary 3.3. If $\alpha, \beta, \alpha', \beta' \in \{1, -1\}$ are such that $\alpha\beta \neq \alpha'\beta'$ then $A_{\alpha,\beta}^1$ and $A_{\alpha',\beta'}^1$ form a Zariski pair.

We can repeat the same procedure by moving the point $S_4$ on the intersection of $(V_1, S_2)$ and $(V_2, S_1)$ instead of moving the point $S_3$, but the configuration obtained with this modification is $C_{\alpha,\beta}^1$ up to symmetry.
3.2. With 2 points of multiplicity 5.

We can perform the above procedure by moving both $S_3$ and $S_4$. We fix the first point on the intersection of $(V_1, S_1)$ and $(V_2, S_2)$, and thus $S_4$ as the intersection point of $(V_1, S_2)$ and $(V_2, S_1)$. In this way, we create two 5-point lines: $V_1, S_1, S_3, S_6^\alpha, S_{10}^\beta$ in a first time, and $V_2, S_1, S_4, S_6^\beta, S_9^\beta$ in a second one. The configurations obtained are in Figure 4 (for $(\alpha, \beta) = (1,1)$ and $(\alpha, \beta) = (1, -1)$). They are defined by $C_{\alpha, \beta}^2 = (V^2, S_{\alpha, \beta}, L_{\alpha, \beta, \text{pl}})$, where $V^2 = V = \{V_1, V_2, V_3\}$, with

$$V_1 = (0 : 1 : 0), \quad V_2 = (1 : 0 : 0), \quad V_3 = (0 : 0 : 1),$$

and $S_{\alpha, \beta}^2 = \{S_1, S_2, S_3, S_4\} \cup \{S_5^\alpha, S_6^\alpha, S_7^\beta\} \cup \{S_8^\beta, S_9^\beta, S_{10}^\beta\}$ with

$$S_1 = (1 : 1 : 1), \quad S_2 = (4 : 4 : 1), \quad S_3 = (1 : 4 : 1), \quad S_4 = (4 : 1 : 1),$$

$$S_5^\alpha = (1 : 4 : 2 \alpha), \quad S_6^\alpha = (1 : 2 \alpha : 1), \quad S_7^\beta = (\alpha : 2 : 2),$$

$$S_8^\beta = (4 : 1 : 2 \beta), \quad S_9^\beta = (2 \beta : 1 : 1), \quad S_{10}^\beta = (2 : \beta : 2).$$

![Figure 4](image.png)

**Figure 4.** The $(3,2)$-configurations $C_{1,1}^2$ and $C_{1,-1}^2$, as well as the conic joining the six points $S_3, S_4, S_5^+, S_7^+, S_8^+, S_{10}^+$. In black, the common points $V^2, S^2$ and their lines. In color, the points and lines corresponding to each configuration for $\alpha = 1, \beta = 1, \beta = -1$.

**Proposition 3.4.** For any $\alpha, \beta \in \{-1, 1\}$, the $(3,2)$-configuration $C_{\alpha, \beta}^2$ is stable and has the following combinatorics

$$\begin{align*}
&\{V_1, S_1, S_3, S_6^\alpha, S_{10}^\beta\}, \{V_1, S_2, S_4\}, \{V_1, S_6^\alpha, S_7^\beta\}, \{V_1, S_8^\beta, S_{10}^\beta\}, \\
&\{V_2, S_1, S_4, S_7^\beta, S_9^\beta\}, \{V_2, S_2, S_3\}, \{V_2, S_6^\beta, S_9^\beta\}, \{V_2, S_8^\beta, S_{10}^\beta\}, \\
&\{V_3, S_1, S_2\}, \{V_3, S_3, S_6^\alpha\}, \{V_3, S_4, S_8^\beta\}, \{V_3, S_6^\alpha, S_7^\beta\}, \{V_3, S_9^\beta, S_{10}^\beta\}.
\end{align*}$$

We denote by $A_{2,\alpha, \beta}$ the respective dual arrangements of $C_{\alpha, \beta}^2$. Computing the chamber weight $\tau$ for these four configurations, we obtain the following return.
Theorem 3.5. Let $\alpha, \beta, \alpha', \beta' \in \{-1, 1\}$ be such that $\alpha \beta \neq \alpha' \beta'$. There is no homeomorphism between $(\mathbb{CP}^2, \mathcal{A}^{\alpha,\beta}_2)$ and $(\mathbb{CP}^2, \mathcal{A}^{\alpha',\beta'}_2)$.

Corollary 3.6. If $\alpha, \beta, \alpha', \beta' \in \{-1, 1\}$ are such that $\alpha \beta \neq \alpha' \beta'$ then $\mathcal{A}^{\alpha,\beta}_2$ and $\mathcal{A}^{\alpha',\beta'}_2$ form a Zariski pair.

Remark 3.7.

1. The configurations $C^{2}_{\alpha,\beta}$ reveal a geometric distinction of the Zariski pair. We have $\alpha = \beta$ (i.e. the value $\tau(C^{2}_{\alpha,\beta}) = 0$) if and only if the six points $S_3, S_4, S_5^\alpha, S_7^\alpha, S_8^\beta$ and $S_{10}^\beta$ are contained in a conic.

2. The characterization of the value $\tau(C^{2}_{\alpha,\beta})$ by the concurrence of the lines $(V_3, S_1, S_2)$, $(V_2, S_5, S_6)$ and $(V_1, S_8, S_9)$ showed in Proposition 2.8 holds for this degeneration.

We prove in the following section that the above geometrical properties characterize topologically the connected components of the moduli space of the associated dual arrangements.

4. Moduli spaces and geometrical characterizations

In this section, we are interested in the moduli space of realizations of the Zariski pair giving by $\mathcal{A}^{\alpha,\beta}_2$, presented in Section 3. The others can be computed in a similar manner.

4.1. Realizations of $\mathcal{A}^{\alpha,\beta}_2$.

4.1.1. Computation of the moduli space. The moduli space $\Sigma_{\mathcal{A}}$ of an arrangement $\mathcal{A}$ (composed of $n$ lines) is defined by:

$$\Sigma_{\mathcal{A}} = \{B \in (\mathbb{CP}^2)^n \mid B \sim \mathcal{A}\}/\text{PGL}_3(\mathbb{C}),$$

where $B \sim \mathcal{A}$ means that $\mathcal{A}$ and $B$ have the same combinatorics.

Remark 4.1. Giving an ordering on the set of lines of the combinatorics, we can define accordingly the ordered moduli space.

Theorem 4.2. The moduli space $\Sigma_2$ of $\mathcal{A}^{\alpha,\beta}_2$ is formed by the arrangements $\mathcal{M}^\kappa_{\gamma}$ composed of the lines

\begin{align*}
L_1 &: y = 0, \quad L_2 : x = 0, \quad L_3 : z = 0, \quad L_4 : x + y + z = 0, \\
L_5 &: \gamma x + \gamma y + z = 0, \quad L_6 : x + \gamma y + z = 0, \quad L_7 : \gamma x + y + z = 0, \\
L_8 &: \kappa_1^{-1} x + \kappa_1 y + z = 0, \quad L_9 : x + \kappa_1 y + z = 0, \quad L_{10} : \kappa_1^{-1} x + y + z = 0, \\
L_{11} &: \kappa_2 x + \kappa_2^{-1} y + z = 0, \quad L_{12} : \kappa_2 x + y + z = 0, \quad L_{13} : x + \kappa_2^{-1} y + z = 0.
\end{align*}

where $\kappa_1^2 = \kappa_2^2 = \gamma \in \mathbb{C}^*$ satisfying $\kappa_1^3, \kappa_2^3 \neq 1$, $\kappa_1 \kappa_2 \neq 1$ and:

(1) if $\kappa_1 = \kappa_2$:

- $2 \kappa_1^2 + \kappa_1 + 1 \neq 0$, 
- $2 \kappa_2^2 + 2 \kappa_1 + 1 \neq 0$, 
- $\kappa_1 \neq -1/2$, 
- $\kappa_1^3 + 3 \kappa_2^2 + 2 \kappa_1 + 1 \neq 0$, 
- $\kappa_1^3 + 2 \kappa_2^2 + \kappa_1 + 1 \neq 0$;

(2) if $\kappa_1 = -\kappa_2$:

- $\kappa_1^3 + \kappa_2^2 + 1 \neq 0$, 
- $\kappa_1^3 - \kappa_2^3 - 1 \neq 0$, 
- $2 \kappa_1^2 + 1 \neq 0$, 
- $\kappa_1^3 + \kappa_1 - 1 \neq 0$, 
- $\kappa_1^3 + \kappa_1 + 1 \neq 0$. 

Proof. Note that we are identifying
\[ L_i = V_i^*, \ i = 1, 2, 3 \] and \[ L_{j+3} = S_j^*, \ j = 1, \ldots, 10. \]

Using the action of \( \text{PGL}_3(\mathbb{C}) \), we fix the lines \( L_1, \ldots, L_4 \) as in the statement. From the concurrence conditions given by the combinatorics in Proposition 3.4, we obtain the equations of the lines \( L_5, \ldots, L_{13} \) and these depend on \( \gamma, \kappa_1, \kappa_2 \in \mathbb{C} \setminus \{0,1\} \). The details of these computations are omitted. Note that the relation \( \gamma = \kappa_1^2 = \kappa_2^2 \) comes from the two triple points \( \{L_3, L_6, L_8\} \) and \( \{L_3, L_7, L_{11}\} \).

We deduce from the equations of the lines above that we obtain different collapses between lines when \( \kappa_1 = 1, \kappa_2^2 = 1 \) or \( \kappa_1 \kappa_2 = 1 \). Finally, we avoid extra concurrences between lines when we remove the values of \( \kappa_1 \) and \( \kappa_2 \) listed in the statement, which correspond respectively to the following incidences:

1. if \( \kappa_1 = \kappa_2 \),
   \[ \{L_5, L_8, L_{11}\}, \ \{L_5, L_8, L_{12}\}, \ \{L_5, L_9, L_{12}\}, \ \{L_5, L_8, L_{13}\} \] and \( \{L_5, L_{10}, L_{11}\}, \ \{L_6, L_{10}, L_{11}\} \) and \( \{L_7, L_8, L_{13}\} \);
2. if \( \kappa_1 = -\kappa_2 \),
   \[ \{L_5, L_8, L_{13}\}, \ \{L_5, L_{10}, L_{11}\}, \ \{L_5, L_{10}, L_{13}\}, \ \{L_6, L_{10}, L_{11}\}, \ \{L_7, L_8, L_{13}\}\].

\[ \square \]

4.1.2. Realization over a number field. A Zariski pair is said to be arithmetic if the equations of the arrangements are Galois-conjugated in a number field (as the example in [GB16, ABCAGBMB17]). Such pairs are particular since they cannot be distinguished by algebraic arguments.

Corollary 4.3. There is no arithmetic Zariski pair with the combinatorics of \( A_2^{\alpha,\beta} \).

Even if there is no Galois-conjugated realization, we observe a Rybnikov-like construction. Using Theorem 4.2 for \( \kappa_1^2 = \kappa_2^2 = 2 \), we can show that there exist \((3,2)\)-configurations having the same combinatorics than \( A_2^{\alpha,\beta} \) and defined over the number field \( \mathbb{Q}(\sqrt{2}) \). Indeed, taking \( \gamma = 2 \), we obtain the configuration given by

\[ V_1 = (0 : 1 : 0), \ \ V_2 = (1 : 0 : 0), \ \ V_3 = (0 : 0 : 1), \ \ S_1 = (1 : 1 : 1), \ \ S_2 = (2 : 2 : 1), \ \ S_3 = (1 : 2 : 1), \ \ S_4 = (2 : 1 : 1), \ \ S_8^a = (1 : 2 : \alpha \sqrt{2}), \ \ S_8^b = (1 : \alpha \sqrt{2} : 1), \ \ S_7^a = (\alpha \sqrt{2} : 2 : 2), \ \ S_8^a = (2 : 1 : \beta \sqrt{2}), \ \ S_8^b = (\beta \sqrt{2} : 1 : 1), \ \ S_{10}^{\alpha} = (2 : \beta \sqrt{2} : 2). \]

In [Ryb11], Rybnikov constructed the first known example of Zariski pair by gluing in two different ways two MacLane arrangements, which are complex conjugated but not complexified real arrangements. It is worth noticing that \( A_2^{\alpha,\beta} \) are of the same semi-arithmetic nature.

Consider \( A^\alpha \) and \( B^\beta \) the complexified dual arrangements of the points sets \( V \cup S \cup S^\alpha \) and \( V \cup S \cup S^\beta \) respectively. Observe that \( s(A^\alpha) = B^\beta \), where \( s : \mathbb{CP}^2 \to \mathbb{CP}^2 \) is the symmetry with respect to the line \( x - y = 0 \). Then, we obtain that \( A_2^{\alpha,\beta} \) is the a particular gluing of
two copy of the $A^o$ arrangement. More precisely, if $\sigma$ is the non-trivial Galois automorphism of $Q(\sqrt{2})$, we have

$$A^{\alpha,\beta}_2 = \varphi(\mathcal{A}^1) \cup \psi_\beta(\mathcal{A}^1),$$

where $\varphi_\alpha = \sigma^{(1+\alpha)/2}$ and $\psi_\beta = s \circ \sigma^{(1+\beta)/2}$. Thereby, $\sigma$ mimics the complex conjugation of Rybnikov’s example, and $s$ the gluing.

**Remark 4.4.**

(1) The combinatorics of $A^{\alpha,\beta}$ and $A^{\alpha,\beta}_1$ also admit a similar type of realizations in $Q(\sqrt{2})$ and Rybnikov-like constructions.

(2) The construction above is similar to the one given by the first author in [GB17].

### 4.2. Topology of the moduli space.

From Theorem 4.2, we can obtain additional results on the topology of the moduli space. In the first place, we compute the number of connected components of the space.

**Proposition 4.5.** The moduli space $\Sigma_2$ of $A_2^{\alpha,\beta}$ is formed by two connected components $\Sigma_2^0$ and $\Sigma_2^1$. The first is characterized by the relation $\kappa_1 = \kappa_2$, and the second by $\kappa_1 = -\kappa_2$.

**Proof.** We denote by $\mathcal{R}$ the subspace of $C^2$ defined by

$$(\kappa_1, \kappa_2) \in \mathcal{R} \iff \mathcal{M}_{\gamma}^{\kappa_1,\kappa_2} \in \Sigma_2.$$ 

Since $\gamma$ is determined by the values of $\kappa_1$ and $\kappa_2$ then $\mathcal{R} \simeq \Sigma_2$. Using the first conditions described in Theorem 4.2, we get $0 = \kappa_1^2 - \kappa_2^2 = (\kappa_1 - \kappa_2)(\kappa_1 + \kappa_2)$ and $\kappa_1, \kappa_2 \neq 0$. In particular,

$$(\kappa_1 - \kappa_2) \neq 0,$$

where $L_1 : \kappa_1 - \kappa_2 = 0$ and $L_2 : \kappa_1 + \kappa_2 = 0$ are two lines in $C^2$ intersecting at the origin. Since all the conditions defining $\mathcal{R}$ are algebraic, it has at most two connected components. Indeed, applying the inequality conditions in Theorem 4.2 at each component contained respectively in $L_1$ and $L_2$, we obtain that $\mathcal{R}$ is the disjoint union of two affine spaces $C_p$ and $C_q$, which are isomorphic to $C$ punctured with a finite collection of points.

The previous result implies that $A_2^{1,1}$ and $A_2^{-1,-1}$ (resp. $A_2^{-1,1}$ and $A_2^{1,-1}$) have the same topology. In particular, the dual arrangements which are in $\Sigma_2^0$ correspond to those for which $\tau(C^2_{\alpha,\beta}) = 0$, and they belong to $\Sigma_2^1$ if $\tau(C^2_{\alpha,\beta}) = 1$. We can also remark that these arrangements are path-connected in each component as complex arrangements but not as complexified real arrangements. In general, for any $(3,2)$-configuration $\mathcal{C}$ with the same combinatorics of $C^2_{\alpha,\beta}$, we have

$$\tau(\mathcal{C}) = 0 \iff \mathcal{A}^\mathcal{C} \in \Sigma_2^0.$$ 

In addition, these two connected components are also geometrically characterized as follows. As in the original Zariski example of two sextics [Zar29], the Zariski pair formed by $A_2^{1,1}$ can be distinguished by a conic in two different ways (see Figure 5). Denote by $P_i$ the singular point defined by $L_i, \ldots, L_k \in \mathcal{M}_{\gamma}^{\kappa_1,\kappa_2}$.

**Proposition 4.6.** For any $\mathcal{M}_{\gamma}^{\kappa_1,\kappa_2} \in \Sigma_2$, the following are equivalent:

(1) $\mathcal{M}_{\gamma}^{\kappa_1,\kappa_2} \in \Sigma_2^0$. 


(2) The six lines $L_6, L_7, L_8, L_{10}, L_{11}, L_{13}$ are tangent to a smooth conic.

(3) The six triple points $P_{1,8,10}, P_{1,11,12}, P_{2,8,9}, P_{2,11,12}, P_{3,9,10}$ and $P_{3,12,13}$ are contained in a smooth conic.

(4) The three triple points $P_{1,11,12}, P_{2,8,9}$ and $P_{3,4,5}$ are aligned.

Remark 4.7. The second statement in Proposition 4.6 can be rephrased in terms of dual configurations. That is, the six points $L_6^*, L_7^*, L_8^*, L_{10}^*, L_{11}^*$ and $L_{13}^*$ belongs to a smooth conic if and only if $\mathcal{M}_{\gamma_1,\gamma_2} \in \Sigma_2^0$.

Proof. We prove separately each of the geometrical characterizations of the arrangements in $\Sigma_2^0$.

For the first one, in order to simplify the proof, we consider the dual point of view as in Remark 4.7, and then prove that $L_6^*, L_7^*, L_8^*, L_{10}^*, L_{11}^*$ and $L_{13}^*$ are on the same conic for any arrangement $\mathcal{M}_{\gamma_1,\gamma_2}$ in one connected component and not in the other one. The conic defined by the five points $L_6^*, L_7^*, L_8^*, L_{10}^*, L_{11}^*$ is given by

$$\det \begin{pmatrix} X^2 & Y^2 & Z^2 & XY & XZ & YZ \\ 1 & \gamma^2 & 1 & \gamma & 1 & \gamma \\ \gamma^2 & 1 & 1 & \gamma & \gamma & 1 \\ \kappa_1^{-2} & \kappa_1^{-1} & 1 & \kappa_1^{-1} & \kappa_1 \\ \kappa_1^{-2} & 1 & \kappa_1^{-1} & \kappa_1^{-1} & 1 \\ \kappa_2^{-2} & 1 & \kappa_2^{-1} & \kappa_2^{-1} & \kappa_2 \end{pmatrix} = 0.$$

Substituting $X, Y$ and $Z$ by the coordinates of $L_{13}^*$, we obtain that if $\kappa_1 = \kappa_2$ then this determinant vanishes, while if $\kappa_1 = -\kappa_2$ then it takes the value

$$\pm 2\kappa_1^{-5}(\kappa_1^2 + 1)(\kappa_1^2 - \kappa_1 + 1)(\kappa_1^2 + \kappa_1 + 1)(\kappa_1 - 1)^4(\kappa_1 + 1)^4,$$

which is non-zero if $\mathcal{M}_{\gamma_1,\gamma_2} \in \Sigma_2^0$.

Using analogous arguments over the six triple points $P_{1,8,10}, P_{1,11,12}, P_{2,8,9}, P_{2,11,12}, P_{3,9,10}$ and $P_{3,12,13}$, we obtain the second geometrical characterization.

Finally, computing the coordinates of the three triple points $P_{1,11,12}, P_{2,8,9}$ and $P_{3,4,5}$, we obtain

$$P_{1,11,12} = (1 : 0 : -\kappa_2), \quad P_{2,8,9} = (0 : 1 : -\kappa_1), \quad P_{3,4,5} = (1 : -1 : 0).$$

These points are collinear if and only if

$$\det \begin{pmatrix} 1 & 0 & 1 \\ 0 & 1 & -1 \\ -\kappa_2 & -\kappa_1 & 0 \end{pmatrix} = \kappa_1 - \kappa_2 = 0.$$

That is if and only if $\kappa_1 = \kappa_2$. \qed

Remark 4.8.

(1) The previous geometrical properties were already observed for the configuration $C_{\alpha,\beta}^2$ in Remark 3.7. Proposition 4.6 extends this characterization to the entire connected components.

(2) It can be checked that there exist more smooth conics tangent to six lines (resp. containing six points) characterizing the connected components of $\Sigma_2$. 


5. OTHER EXAMPLES OF ZARISKI PAIRS

Applying a similar construction and arguments as in Sections 2 and 3, we construct examples and degenerations of Zariski pairs with 15 and 17 lines using $(3,2)$-configurations. Any of these examples admits realizations by using equations with rational coefficients. However, in order to present coherent equations between the initial new pairs and their degenerations (together with simpler equations), the following examples are given over the number field $\mathbb{Q}(\sqrt{2})$.

5.1. Examples with 15 lines.

Consider the planar $(3,2)$-configurations $\mathcal{D}_{\alpha,\beta} = (\mathcal{V}, \mathcal{S}_{\alpha,\beta}, \mathcal{L}_{\alpha,\beta}, \text{pl})$, for $\alpha, \beta \in \{-1,1\}$, defined by $\mathcal{V} = \{V_1, V_2, V_3\}$ with

$$V_1 = (0 : 0 : 1), \quad V_2 = (1 : 0 : 0), \quad V_3 = (0 : 1 : 0),$$

and $\mathcal{S}_{\alpha,\beta} = \{S_1, S_2, S_4, S_5, S_6\} \cup \{S^\alpha_7, S^\alpha_8, S^\alpha_9\} \cup \{S^\beta_{10}, S^\beta_{11}, S^\beta_{12}\}$ where

$$S_1 = (1 : 1 : 1), \quad S_2 = (4 : 1 : 1), \quad S_3 = (4 : 1 : 4),$$
$$S_4 = (2 : 2 : 1), \quad S_5 = (4 : -2 : 1), \quad S_6 = (-1 : 1 : 4),$$
$$S^\alpha_7 = (4 : -2 : \alpha\sqrt{2}), \quad S^\alpha_8 = (2\alpha\sqrt{2} : -2 : 1), \quad S^\alpha_9 = (2 : -\alpha\sqrt{2} : 1),$$
$$S^\beta_{10} = (-1 : 1 : \beta\sqrt{2}), \quad S^\beta_{11} = (-2 : 2\beta\sqrt{2} : 1), \quad S^\beta_{12} = (-\beta\sqrt{2} : 4 : 2).$$

The configurations $\mathcal{D}_{1,1}$ and $\mathcal{D}_{1,-1}$ are as in Figure 6. Ordered from left to right and from top to bottom, the surrounding points are given by

- $S_{12}, S_4, S_1, S_2, S_{10}, S_{11}, S_6, S_3, S_9, S_7, S_8, S_5$, for $\mathcal{D}_{1,1}$, (see Figure 6–(A));
- $S_{12}, S_4, S_1, S_2, S_6, S_3, S_{11}, S_{10}, S_9, S_7, S_8, S_5$, for $\mathcal{D}_{1,-1}$, (see Figure 6–(B)).
Theorem 5.1. Let $\mathcal{M}^{\alpha, \beta}$ be the dual arrangement of the configuration $\mathcal{D}_{\alpha, \beta}$. For any $\alpha, \beta \in \{-1, 1\}$, we have:

1. The combinatorics of the configuration $\mathcal{D}_{\alpha, \beta}$ is given by

\[
\begin{align*}
\{V_1, S_1, S_3\}, & \quad \{V_1, S_2, S_3\}, \quad \{V_1, S_6, S_7^\alpha\}, \quad \{V_1, S_8, S_9^\beta\}, \quad \{V_1, S_{10}^\beta, S_{12}\}, \\
\{V_2, S_1, S_2\}, & \quad \{V_2, S_3, S_6\}, \quad \{V_2, S_4, S_{12}^\beta\}, \quad \{V_2, S_5, S_8^\alpha\}, \quad \{V_2, S_{10}^\beta, S_{11}\}, \\
\{V_3, S_1, S_3\}, & \quad \{V_3, S_2, S_5\}, \quad \{V_3, S_4, S_9^\alpha\}, \quad \{V_3, S_6, S_{11}\}, \quad \{V_3, S_7^\alpha, S_8^\beta\}, \quad \{V_3, S_{10}^\beta, S_{12}\}, \\
\end{align*}
\]

2. $\mathcal{D}_{\alpha, \beta}$ is stable.

3. If $\alpha', \beta' \in \{-1, 1\}$ are such that $\alpha \beta \neq \alpha' \beta'$, then there is no homeomorphism between $(\mathbb{C}P^2, \mathcal{M}^{\alpha, \beta})$ and $(\mathbb{C}P^2, \mathcal{M}^{\alpha', \beta'})$.

Corollary 5.2. Let $\alpha, \beta, \alpha', \beta' \in \{-1, 1\}$ be such that $\alpha \beta \neq \alpha' \beta'$. Then the arrangements $\mathcal{M}^{\alpha, \beta}$ and $\mathcal{M}^{\alpha', \beta'}$ form a Zariski pair.

Remark 5.3. Following [PS17] (as well as [Lib12] and [Dim15]), we can conclude that the Betti numbers of the Milnor fiber as well as the eigenvalues and the characteristic polynomial of the monodromy do not differ in the arrangements above (thus, they are combinatorially determined), since they contain only double and triple points.

We can also construct degenerations of the pairs $(\mathcal{M}^{\alpha, \beta}, \mathcal{M}^{\alpha', \beta'})$ which form Zariski pairs too, as in Section 3. We give two different pairs: the first one, denoted by $\mathcal{D}_{\alpha, \beta}^1$, admits one point of multiplicity 5 and the second one, denoted by $\mathcal{D}_{\alpha, \beta}^2$, admits two points of multiplicity 5. These two constructions are summarized in the Table 1 and Table 2.
### Configurations $D_{\alpha,\beta}^1$

| Created alignment | $\left\{ V_2, S_4, S_5, S_8^\alpha, S_9^\beta \right\}$ |
|--------------------|----------------------------------------------------------|
| Modified points    | $S_5 = (4 : 2 : 1)$  \quad $S_7^\alpha = (4 : 2 : \alpha \sqrt{2})$  \quad $S_8^\alpha = (2 \alpha \sqrt{2} : 2 : 1)$  \quad $S_9^\beta = (2 : \alpha \sqrt{2} : 1)$ |
| Chamber weight     | $\tau(D_{\alpha,\beta}^1) = 0 \iff \alpha \beta = 1$ |

Table 1. Description of the configurations $D_{\alpha,\beta}^1$.

### Configurations $D_{\alpha,\beta}^2$

| Created alignments | $\left\{ V_2, S_4, S_5, S_8^\alpha, S_9^\beta \right\}$ and $\left\{ V_3, S_4, S_6, S_9^\alpha, S_{11}^\beta \right\}$ |
|--------------------|--------------------------------------------------------------------------------------------------|
| Modified points    | $S_5 = (4 : 2 : 1)$  \quad $S_7^\alpha = (4 : 2 : \alpha \sqrt{2})$  \quad $S_8^\alpha = (2 \alpha \sqrt{2} : 2 : 1)$  \quad $S_9^\beta = (8 : 1 : \beta \sqrt{2})$  \quad $S_{10}^\beta = (8 : 1 : \beta \sqrt{2})$  \quad $S_{11}^\beta = (4 \beta \sqrt{2} : 2 : 1)$ |
| Chamber weight     | $\tau(D_{\alpha,\beta}^2) = 0 \iff \alpha \beta = 1$ |

Table 2. Description of the configurations $D_{\alpha,\beta}^2$.

### 5.2. Examples with 17 lines.

We create Zariski pairs with 17 lines based on a family of arrangements composed of 9 arrangements (determined by 3 parameters $\alpha, \beta, \gamma \in \{-1, 1\}$) and denoted by $\mathcal{N}_{\alpha,\beta,\gamma}$. More precisely, they are dual arrangements of the $(3,2)$-configurations $\mathcal{E}_{\alpha,\beta,\gamma} = (V, S_{\alpha,\beta,\gamma}, \mathcal{L}_{\alpha,\beta,\gamma}, \text{pl})$ defined by $V = \{V_1, V_2, V_3\}$ with $V_1 = (0 : 0 : 1)$, $V_2 = (1 : 0 : 0)$, $V_3 = (0 : 1 : 0)$, and $S_{\alpha,\beta,\gamma} = \{S_1, S_2, S_3, S_4, S_5\} \cup \{S_6^\alpha, S_7^\alpha, S_9^\alpha\} \cup \{S_8^\beta, S_{10}^\beta, S_{11}^\beta\} \cup \{S_9^\gamma, S_10^\gamma, S_{11}^\gamma\} \cup \{S_9^\gamma, S_{10}^\gamma, S_{11}^\gamma\}$ where

- $S_1 = (1 : 2 : 1)$
- $S_2 = (2 : 1 : 1)$
- $S_3 = (2 : -4 : 1)$
- $S_4 = (-4 : 2 : 1)$
- $S_5 = (5 : 10 : -2)$
- $S_6^\alpha = (2 : -4 : \alpha \sqrt{2})$
- $S_7^\alpha = (\alpha \sqrt{2} : -4 : 1)$
- $S_8^\alpha = (1 : -2 \alpha \sqrt{2} : 1)$
- $S_9^\beta = (-4 : 2 : \beta \sqrt{2})$
- $S_{10}^\beta = (-4 : \beta \sqrt{2} : 1)$
- $S_{11}^\beta = (-2 \beta \sqrt{2} : 1 : 1)$
- $S_{12}^\gamma = (5 : 5 \gamma : -2)$
- $S_{13}^\gamma = (5 \gamma : 5 : -1)$
- $S_{14}^\gamma = (10 : 5 : -2 \gamma)$. 
Theorem 5.4. Let $\mathcal{N}^{\alpha,\beta,\gamma}$ be the dual arrangements of the configuration $\mathcal{E}_{\alpha,\beta,\gamma}$. For any $\alpha, \beta, \gamma \in \{-1, 1\}$, we have:

1. The configuration $\mathcal{E}_{\alpha,\beta,\gamma}$ has the following combinatorics

$$\big\{ \{V_1, S_1, S_5\}, \{V_1, S_2, S_3\}, \{V_1, S_3, S_9\}, \{V_1, S_4, S_6\}, \{V_1, S_5, S_8\}, \{V_1, S_6, S_{10}\}, \{V_1, S_7, S_{11}\}, \{V_1, S_8, S_{12}\}, \{V_1, S_9, S_{13}\}, \{V_1, S_{10}, S_{14}\} \big\}$$

2. $\mathcal{E}_{\alpha,\beta,\gamma}$ is stable.

3. If $\alpha', \beta', \gamma' \in \{-1, 1\}$ are such that $\alpha \beta \gamma \neq \alpha' \beta' \gamma'$, then there is no homeomorphism between $(\mathbb{CP}^2, \mathcal{N}^{\alpha,\beta,\gamma})$ and $(\mathbb{CP}^2, \mathcal{N}^{\alpha',\beta',\gamma'})$.

As example, the configurations $\mathcal{E}_{1,1,1}$ and $\mathcal{E}_{-1,-1,-1}$ are depicted in Figure 7. From left to right and from top to bottom, the surrounding points are given by:

- $S_4, S_1, S_{10}, S_9, S_{11}, S_2, S_{14}, S_{12}, S_8, S_6, S_7, S_3, S_{13}, S_5$ in $\mathcal{E}_{1,1,1}$, (see Figure 7-(A));
- $S_9^\alpha, S_8^\alpha, S_1^\alpha, S_4, S_1, S_2, S_{11}^\alpha, S_{10}, S_9^\alpha, S_7^\alpha, S_3, S_5, S_{13}^\alpha$ in $\mathcal{E}_{-1,-1,-1}$, (see Figure 7-(B)).

![Figure 7](image-url)

Figure 7. The $(3, 2)$-configurations $\mathcal{E}_{1,1,1}$ and $\mathcal{E}_{-1,-1,-1}$ with chamber weight 0 and 1, respectively.

From the pairs constructed with $\mathcal{N}^{\alpha,\beta,\gamma}$, we can derive three other families of Zariski pairs. They are obtained from the arrangements $\mathcal{N}^{\alpha,\beta,\gamma}$ by creating singular points of multiplicity 5. The constructions are summarized in Tables 3, 4 and 5.
### Table 3. Description of the configurations $E_{\alpha,\beta,\gamma}^1$.

| Configurations $E_{\alpha,\beta,\gamma}^1$ |
|----------------------------------------|
| Created alignments | $\{V_2, S_3, S_5, S_7^\alpha, S_{13}^\gamma\}$ |
| Modified points | $S_3 = (2 : -5 : 1)$ and $S_4 = (5 : 2 : 1)$ |
| $S_6^\alpha = (2 : -5 \alpha \sqrt{2})$ | $S_7^\alpha = (\alpha \sqrt{2} : -5 : 1)$ |
| $S_8^\alpha = (2 : -5 \alpha \sqrt{2} : 2)$ |
| Chamber weight | $\tau(E_{\alpha,\beta,\gamma}^1) = 0 \iff \alpha \beta \gamma = 1$ |

### Table 4. Description of the configurations $E_{\alpha,\beta,\gamma}^2$.

| Configurations $E_{\alpha,\beta,\gamma}^2$, with $\gamma = 1$ |
|----------------------------------------|
| Created alignments | $\{V_2, S_3, S_5, S_7^\alpha, S_{13}^\gamma\}$ and $\{V_3, S_4, S_{10}^\beta, S_{13}^\gamma, S_{14}\}$ |
| Modified points | $S_3 = (2 : -5 : 1)$ and $S_4 = (-5 : 2 : 1)$ |
| $S_6^\alpha = (2 : -5 \alpha \sqrt{2})$ | $S_7^\beta = (2 : -5 \beta \sqrt{2})$ |
| $S_8^\alpha = (2 : -5 \alpha \sqrt{2} : 2)$ |
| Chamber weight | $\tau(E_{\alpha,\beta,\gamma}^2) = 0 \iff \alpha \beta = 1$ |

### Table 5. Description of the configurations $E_{\alpha,\beta,\gamma}^3$.

| Configurations $E_{\alpha,\beta,\gamma}^3$ |
|----------------------------------------|
| Created alignments | $\{V_1, S_1, S_3, S_6^\alpha, S_{11}^\gamma\}$ and $\{V_1, S_2, S_4, S_{10}^\beta, S_{13}^\gamma\}$ |
| Modified points | $S_3 = (2 : 4 : 1)$ and $S_4 = (4 : 2 : 1)$ |
| $S_6^\alpha = (2 : 4 \alpha \sqrt{2})$ | $S_7^\beta = (\alpha \sqrt{2} : 4 : 1)$ |
| $S_8^\alpha = (2 \alpha \sqrt{2} : 1)$ |
| $S_9^\beta = (4 : 2 \beta \sqrt{2})$ | $S_{10}^\beta = (4 : \beta \sqrt{2} : 1)$ |
| $S_{11}^\beta = (2 \beta \sqrt{2} : 1)$ |
| Chamber weight | $\tau(E_{\alpha,\beta,\gamma}^3) = 0 \iff \alpha \beta \gamma = 1$ |

### 6. Relation with $I$-Invariant and Proof of the Main Results

The main idea of the proof is that the chamber weight $\tau$ is a dual version of the $I$-invariant for complexified real arrangements. Since we are considering $(3, m)$-configurations, we only need to define the $I$-invariant for a triangular inner-cyclic arrangement. In this way, we first introduce fundamental notions on the $I$-invariant. Then, we prove our main results from Section 1 by relating this object with $(3, m)$-configurations. Finally, we study the Pappus
and non-Pappus arrangements to point out the possible use of this point of view in the study of the characteristic varieties.

6.1. The $I$-invariant.

6.1.1. Definition. The $I$-invariant was first introduced by Artal, Florens and the first author in [ABFGB17], and generalized for algebraic plane curves by Meilhan and the first author in [GBM16]. It can be defined as an adaptation of the linking number of knots. In [ABFGB17], the idea is to consider a cycle $\gamma$ in the boundary of a regular neighborhood of the arrangement and then consider it as a cycle in the complement. To eliminate the indeterminacies in the definition of the cycle, we consider the image of the cycle by a particular character $\xi$. In the other hand, following [GBM16], the cycle $\gamma$ is considered as contained in the arrangement and then, it is viewed as an element of the complement of the sub-arrangement (denoted $\mathcal{A}_\gamma^c$) which does not intersect $\gamma$. The indeterminacies are resolved using a quotient of $H_1(\mathbb{CP}^2 \setminus \mathcal{A}_\gamma^c)$ by a suitable sub-group. We use here a combination of these two approaches by assuming that the cycle $\gamma$ is contained in the arrangement as in [GBM16], but we will consider a character $\xi$ as in [ABFGB17].

We consider $\mathcal{A} = \{D_1, \ldots, D_n\}$ a line arrangement in $\mathbb{CP}^2$ such that $D_1, D_2$ and $D_3$ are in generic position and, for $i, j \in \{1, 2, 3\}$, $D_i \cap D_j$ is a singular point of multiplicity 2 in $\mathcal{A}$. Let $\gamma$ be the image of the embedding of $S^1$ in the “triangle” formed by $D_1, D_2$ and $D_3$, such that $\gamma$ has no self-intersection, it passes exactly once by each singular point of the triangle and it does not traverse other singular point of $\mathcal{A}$. We take an orientation of $\gamma$ such that this path passes through $D_1, D_2$ and $D_3$ in this cyclic order. We denote by $\mathcal{A}_\gamma^c$ the sub arrangement of $\mathcal{A}$ composed of the lines $D_4, \ldots, D_n$. The sub-arrangement $D_1 \cup D_2 \cup D_3$ is called the support of $\gamma$. Observe that, by construction, $\gamma$ is contained in $\mathbb{CP}^2 \setminus \mathcal{A}_\gamma^c$.

Let $\xi : H_1(\mathbb{CP}^2 \setminus \mathcal{A}) \to \mathbb{C}^*$ be a character on the first integral homology group of the complement of $\mathcal{A}$, such that $\xi(m_{D_i}) = 1$ if and only if $i = 1, 2, 3$, where $m_D$ is the homology class of a meridian of the line $D \in \mathcal{A}$. We denote by $\bar{\xi}$ the restriction of $\xi$ to $H_1(\mathbb{CP}^2 \setminus \mathcal{A}_\gamma^c)$. The triple $(\mathcal{A}, \xi, \gamma)$ is called a triangular inner-cyclic arrangement if for all singular point $P$ of $\mathcal{A}$ contained in $D_1 \cup D_2 \cup D_3$, we have $\prod_{D \ni P} \xi(m_D) = 1$.

Remark 6.1. The previous definition of triangular inner-cyclic arrangements is slightly stronger than the one in [ABFGB17]. Indeed, no line of $\mathcal{A}$ is mapped to 1 by the character $\xi$ except $D_1, D_2$ and $D_3$.

Theorem 6.2 ([ABFGB17]). Let $(\mathcal{A}, \xi, \gamma)$ be a triangular inner-cyclic arrangement. Then, the value

$$I(\mathcal{A}, \xi, \gamma) = \bar{\xi}(\gamma)$$

is invariant by homeomorphism of the pair $(\mathbb{CP}^2, \mathcal{A})$ respecting the order and the orientation of $\mathcal{A}$.

Remark 6.3.

(1) The condition “respecting the orientation” means that the homeomorphism of the pair must respect the global orientation of $\mathbb{CP}^2$ and the local orientation of the meridian around the line of $\mathcal{A}$.
(2) By [ABFGB17, Corollary 2.6], if $\mathcal{A}$ is a complexified real arrangement then
\[ I(\mathcal{A}, \xi, \gamma) = \pm 1. \]

6.1.2. Computation. The computation of the $I$-invariant is described in [ABFGB17, Section 4]. We explain here how to compute it in the particular case of a triangular inner-cyclic arrangement which is also complexified real, since it is the case of the DPA of any $(3, m)$-configuration.

In the general case, the $I$-invariant is computed from the wiring diagram of $\mathcal{A}$ (for further details see [ABFGB17, Section 4]). For a complexified real arrangement $\mathcal{A}$, the real picture $\mathcal{A} \cap \mathbb{RP}^2$ is a wiring diagram of $\mathcal{A}$. Up to a projective transformation, we may assume that $D_1$, $D_2$ and $D_3$ are respectively $z = 0$, $x + y = 0$ and $x - y = 0$, and that no line of $\mathcal{A}$ is of the form $y + az = 0$ for $a \in \mathbb{R}$. In the following, $D_1$ is considered as the line at infinity and $\mathbb{C}^2$ (resp. $\mathbb{R}^2$) refers to $\mathbb{CP}^2 \setminus D_1$ (resp. $\mathbb{RP}^2 \setminus D_1$). The trace of the lines $D_2, \ldots, D_n$ in $\mathbb{R}^2$ are denoted by $D_2', \ldots, D_n'$ respectively. Let $H$ be the half-plane of $\mathbb{R}^2$ defined by $H = \{(x, y) \in \mathbb{R}^2 \mid x < 0\}$. In order to compute the invariant, let us denote by $D_2$ (resp. $D_3$) the set of lines defined by $\{D \in \mathcal{A} \mid D' \cap D_2' \in H, \text{sl}(D') < \text{sl}(D_2')\}$ (resp. $\{D \in \mathcal{A} \mid D' \cap D_3' \in H, \text{sl}(D') < \text{sl}(D_3')\}$), where $\text{sl}(D')$ is the slope of the affine real line $D'$; and by $D_1$ the set of lines $D$ in $\mathcal{A}$ such that their associated real affine line $D'$ has a slope between -1 and 1.

Remark 6.4. We have $D_2 \subset D_3$ and $D_3 \setminus D_2 = D_1 \cap D_3$. Indeed, if a line $D_j$ intersects $D_2'$ in $H$ with a slope smaller than $-1 = \text{sl}(D_2')$, then this line also intersects $D_3'$ in $H$ with a slope smaller than $1 = \text{sl}(D_3')$ since the intersection point of $D_2'$ and $D_3'$ is on the boundary of the half-plane $H$. For example, it is the case of $D_3'$ in Figure 8.

Proposition 6.5. Let $(\mathcal{A}, \xi, \gamma)$ be a triangular inner-cyclic arrangement. If $\mathcal{A}$ is a complexified real arrangement, then we have
\[ I(\mathcal{A}, \xi, \gamma) = \xi \left( \sum_{D \in D_1 \cap D_3} m_D \right)^{-1}. \]

Proof. The proof is based on an adaptation of the proof of Proposition 4.3 in [ABFGB17] to the case of triangular inner-cyclic arrangement which are also real complexified. First, we prove that
\[ I(\mathcal{A}, \xi, \gamma) = \xi \left( \sum_{D \in D_2} m_D - \sum_{D' \in D_3} m_{D'} \right), \]
which is an adaptation to our case of Lemma 4.2 in [ABFGB17].

We denote as in [ABFGB17, Section 4] $\beta_{0,u}$ the braid obtained from the singular braid defined by $(D'_1 \cup \cdots \cup D'_5) \cap H$, by exchanging the singular points by the corresponding local oriented half-twist. Also denote $\beta_{u,0}$ the mirror braid of $\beta_{0,u}$ reversing the orientation. Let $a_{j,s}(\beta)$ be the number (counting with sign) of crossings of the $j$th string over the $s$th string in $\beta$. Lemma 4.2 in [ABFGB17] states that there exists a cycle $\gamma$ such that
\[ [\gamma] = \sum_{j=4}^{n} a_{j,2}(\beta_{0,u}) \cdot m_{D_j} + \sum_{j=4}^{n} a_{j,3}(\beta_{u,0}) \cdot m_{D_j} \in H_1(\mathbb{CP}^2 \setminus A_\xi). \]
In our case, the strings over-crossing the string associated to $D'_2$ (resp. $D'_3$) correspond to the lines intersecting $D'_2$ (resp. $D'_3$) in $H$ with smaller slope than $D'_2$ (resp. $D'_3$), that is, exactly the set $D_2$ (resp. $D_3$). Each string over-crosses at most once the string associated with $D'_2$ (resp. $D'_3$) since they come from the intersection of the corresponding line with $D_2$ (resp. $D_3$). Finally, the minus sign before the second sum in Equation (2) is due to the fact that $\beta_{u,0}$ is the mirror of $\beta_{0,u}$, and that the orientation of the crossings are inverted.

To obtain the result, the inclusion of $D_2$ in $D_3$ implies that for any $j = 4, \ldots, n$ if $a_{j,3}(\beta_{u,0}) \neq 0$ then $a_{j,2}(\beta_{0,u}) = -a_{j,3}(\beta_{u,0})$. Thus, all terms of the first sum are canceled by terms of the second one in Equation (2). As $D_3 \setminus D_2 = D_1 \cap D_3$, the result follows. □

**Example 6.6.** Let $A$ be the dual arrangement of the $(3, 2)$-configuration in Figure 1 (A). Its affine real drawn is given in Figure 8, together with the half-plan $H$. We consider the character $\xi$ sending $m_{D_i}$ to $-1$, for $i = 4, \ldots, 7$. Then $(A, \xi, \gamma)$ is a triangular inner-cyclic arrangement. In order to compute $I(A, \xi, \gamma)$, we need to compute the image of $\gamma$ in $H_1(\mathbb{C}P^2 \setminus A)$. We have $D_1 = \{D'_6, D'_7\}$, $D_2 = \{D'_5\}$ and $D_3 = \{D'_5, D'_7\}$, therefore $[\gamma] = -m_{D_7}$. Finally, $I(A, \xi, \gamma) = \xi(-m_{D_7}) = -1$.

![Figure 8. Dual arrangement of the configuration given in Figure 1 (A)](image)

### 6.2. Relation with the chamber weight and proof of the topological invariance.

#### 6.2.1. $(3, m)$-configuration vs triangular inner-cyclic arrangement

We show how to relate the $I$-invariant with $\tau(C)$. In all this section we consider $C = (V, S, L, pl)$ a planar $(3, m)$-configuration, $(A^V, A^S, \xi)$ its DPA, and $\gamma$ a cycle contained in $A^V$.

**Proposition 6.7.** The triplet $(A^C, \xi, \gamma)$ is a triangular inner-cyclic arrangement.

**Proof.** The aim here is to prove that the support of the DPA is also the support of the cycle $\gamma$.

Since the configuration $C$ is planar, the arrangement $A^V$ is generic. By Definition 1.1 (1), for $i, j \in \{1, 2, 3\}$, the singular points $V_i^* \cap V_j^*$ are of multiplicity 2 in $A^C$. The singular points of $A^C$ contained in $A^V$ are exactly the (complexified) dual of the lines $L \in L$ (see Definition 1.1), we denote them by $L^*$. Finally, Definition 1.1 (2) implies that for all $L^*$ we have

$$\prod_{S^* \ni L^*} \xi(m_{S^*}) = \exp \left( \frac{2\pi i}{m} \sum_{S \in L \cap S} \text{pl}(S) \right) = 1.$$
Remark 6.8. The converse is also true. That is, if \((A, \xi, \gamma)\) is a triangular inner-cyclic complexified real arrangement then its dual configuration of points admits a structure of \((3, m)\)-configuration.

**Theorem 6.9.** Let \(C\) be a \((3, m)\)-configuration and \((A^C, \xi, \gamma)\) its associated triangular inner-cyclic arrangement. The chamber weight of \(C\) and the \(I\)-invariant of \((A^C, \xi, \gamma)\) are related by the formula

\[
I(A^C, \xi, \gamma) = \exp \left( \frac{-2\pi i}{m} \tau(C) \right).
\]

**Proof.** By Proposition 6.5, we need to show that the set \(D_1 \cap D_3\) corresponds to dualizing the set \(S \cap \text{ch}_i\), for a chamber in \(\{\text{ch}_1, \text{ch}_2, \text{ch}_3, \text{ch}_4\}\). Recall that

\[
D_1 \cap D_3 = \{ D \in A \mid D' \cap D_3 \in H, \ -1 < \text{sl}(D') < 1 \}.
\]

A line \(D\) such that \(D' \cap D_3\) lies in \(H\) corresponds to a dual point \(P\), i.e. \(P^* = D\), is contained in \(\xi_3\), one of the two cones of \(\mathbb{RP}^2\) defined by the lines \((V_1, V_3)\) and \((V_2, V_3)\). In the same way, a line \(D\) such that \(-1 < \text{sl}(D') < 1\) corresponds to a dual point contained in \(\xi_1\), one of the two cones of \(\mathbb{RP}^2\) defined by the lines \((V_1, V_2)\) and \((V_1, V_3)\).

The intersection of these two cones \(\xi_1\) and \(\xi_3\) is exactly one of the chambers \(\text{ch}_i\) (see Figure 9). In addition, the lines in \(D_1 \cap D_3\) are lines of \(A\), then their dual points are in \(V \cup S\). But they are distinct from \(V_i^*\), for \(i = 1, 2, 3\), thus they are in \(S\). Finally, we obtain that the dual of \(D_1 \cap D_3\) is \(S \cap \text{ch}_i\).

Since \(\tau(C)\) is defined as the sum of the plumbing of the surrounding-points contained in a chamber \(\text{ch}_i\), then the statement follows from the definition of the character \(\xi\) on the DPA.

\[\square\]

**Figure 9.** Intersection of two sectors.

6.2.2. *An alternative proof of Proposition 1.14.* The above relation gives an alternative topological proof of the fact that the chamber weight \(\tau(C)\) is well defined.

Indeed, in the proof of Theorem 6.9, we showed that for a particular choice of a cycle \(\gamma\), the \(I\)-invariant is obtained by the chamber weight of a given chamber. In fact, this chamber is determined by the orientation of \(\gamma\) and the line of its support which is taken as line at infinity in our construction of \(D_1, D_2\) and \(D_3\). As the value of the \(I\)-invariant does not depend on the choice of \(\gamma\) and the line at infinity which determines \(D_1, D_2\) and \(D_3\), we deduce that all chamber weights are equal.

**Remark 6.10.** As a consequence of Proposition 1.14, we only consider configurations with a plumbing in \(\mathbb{Z}/m\mathbb{Z}\) with \(m\) even. Thus, the character \(\xi\) of the DPA also have an even
order. Since \( I(A^C, \xi, \gamma)^{-1} = I(A^C, \xi, \gamma^{-1}) \), the order of the character \( \xi \) implies that \( I \) is independent of the orientation of \( \gamma \) in the case of a DPA.

6.2.3. Proofs of Theorem 1.18 and of Corollary 1.19. From Theorem 6.9 and [ABFGB17, Theorem 2.1], the value \( \tau(C) \) is an invariant of the ordered and oriented topology of \( A^C \). Since the arrangement considered are complexified real arrangement, then they are invariant by complex conjugation (i.e. \( A^C = \overline{A^C} \)), we can thus apply [ABFGB17, Corollary 2.6]. Remark that this implies that if \( m \) is even then \( \tau(C) = 0 \) or \( m/2 \) in \( \mathbb{Z}/m\mathbb{Z} \); and if \( m \) is odd then \( \tau(C) \) is zero, as it was already proven in Proposition 1.14. Therefore by [ABCRCAMB05, Theorem 4.19] (or equivalently [GB16, Lemma 4.12]), we can remove the orientation condition and obtain Theorem 1.18.

In order to obtain Corollary 1.19, it is enough to observe that the value of \( \tau(C) \) is invariant by any automorphism of the combinatorics of \( C \) when the configuration is stable and uniform. Indeed, in such a case, \( \#(S \cap ch_i) \) is unchanged by any automorphism of the combinatorics since the configuration is stable. As the plumbing is constant on \( S \), we have

\[
\tau(C) = \sum_{S \in S_{ch_i}} \text{pl}(S) = \zeta \cdot \#(S \cap ch_i),
\]

where \( \zeta = \text{pl}(S) \) for any \( S \in S \).

6.3. Study of characteristic varieties.

For the definition of the quasi-projective part of the characteristic varieties and how to compute it from the \( I \)-invariant and the combinatorics, we refer to [ABFGB17, Section 3]. In [AB94a], Artal proves that the characteristic varieties are not determined by the weak combinatorics, i.e. by the number of lines, the number of singular points on each line and their multiplicities. More precisely, he gives a negative answer to Orlik’s conjecture which states that

\[
b_1(F_A) = b_1(\mathbb{CP}^2 \setminus A) \quad \text{and} \quad b_2(F_A) = b_2(\mathbb{CP}^2 \setminus A) + (m - 1)\chi(\mathbb{CP}^2 \setminus A),
\]

where \( F_A \) is the Milnor fiber of \( A \). In order to obtain this result, he computes the corresponding Betti numbers for two classical examples of arrangements.

Combining the results in [AB14] with the fact that a triplet \((A^V, A^S, \xi)\) is the DPA of a \((3, m)\)-configuration \( C \) together with the relation between the \( I \)-invariant and the chamber weight (Theorem 6.9), we obtain that the quasi-projective depth of \( \xi \) is given by

\[
\text{depth}(\xi) = \text{corank} \begin{pmatrix}
1 - l_1 & 1 & 1 \\
1 & 1 - l_2 & j \\
1 & j & 1 - l_3
\end{pmatrix}, \quad \text{with } j = \begin{cases}
1 & \text{if } \tau(C) = 0 \\
-1 & \text{if } \tau(C) = m/2
\end{cases},
\]

and \( l_i \) is the number of lines in \( C \) passing through \( V_i \), for \( i = 1, 2, 3 \). Using this formula, we have an alternative proof of the result of Artal [AB94a]. Indeed, if we consider the \((3, 2)\)-configurations given in Figure 10 (called the Pappus and the non-Pappus configurations), we obtain that:

- For any character \( \xi \) of the Pappus arrangement, we have \( \text{depth}(\xi) > 0 \).
- If \((A^V, A^S, \xi)\) is the DPA of the non-Pappus configuration, then \( \text{depth}(\xi) = 0 \).
The Pappus and the non-Pappus arrangements have the same weak combinatorics, that is, they have 9 lines, 9 triple points and 3 of them on each line. But they have not the same combinatorics. These arrangements are two of the three different possible realizations for this weak combinatorics (called configurations of type $(9_3)$ in [Grü09, Sec. 2.2]). In fact, these two are the unique realizations which are triangular inner-cyclic arrangements. Thus, we obtain the following result.

**Proposition 6.11.** The quasi-projective part of the characteristic varieties of a real line arrangement is not determined by the weak combinatorics.

Using the same argument for the $(3, m)$-configurations of our Zariski pairs, we can compute the projective depth of the character defined by each DPA and obtain the following result.

**Proposition 6.12.** The quasi-projective part of the characteristic variety related to the dual arrangements of the configurations $C_{\alpha, \beta}$, $C_{\alpha, \beta}^1$, $C_{\alpha, \beta}^2$, $D_{\alpha, \beta}$, $D_{\alpha, \beta}^1$, $D_{\alpha, \beta}^2$, $E_{\alpha, \beta, \gamma}$, $E_{\alpha, \beta, \gamma}^1$, $E_{\alpha, \beta, \gamma}^2$ and $E_{\alpha, \beta, \gamma}^3$ are combinatorially determined.

In the case of triangular inner-cyclic arrangements, the matrix in the previous formula giving $\text{depth}(\xi)$ becomes a strictly diagonal dominant matrix when $l_1$, $l_2$ and $l_3$ are greater or equal to 4 (i.e. when we have at least 4 singular points lying in each line of the support). In such case, the matrix becomes full-rank and $\text{depth}(\xi)$ is 0. Almost all DPA of $(3, m)$-configuration have this property. In particular, it is the case of all our previous examples of Zariski pairs.

**6.4. Conclusion.**

We have shown how the use of the $(3, m)$-configurations and the chamber weight can be efficient to study the topology of line arrangements. First, to detect new examples of Zariski pairs as done in Section 2 and 5, but also to study the problem of the combinatoriality of
characteristic varieties, as show with Proposition 6.11. Nevertheless, the following general question is still open:

*Are the characteristic varieties combinatorially determined?*

We could contemplate the use of this new approach, with the \((t,m)\)-configurations and the chamber weight, to attempt to obtain an answer for this question.
Appendix A. The $(3, 2)$-configurations $C_{\alpha, \beta}$ and their duals

In Section 2, we introduce four the $(3, m)$-configurations $C_{\alpha, \beta}$ and their dual arrangements $A^{\alpha, \beta}$, for $\alpha, \beta \in \{-1, 1\}$, which composed Zariski pairs of 13 lines. We picture in this appendix detailed real pictures of both the configurations and dual arrangements. The dual line arrangements are pictured here up to rotation of their associated configurations, in order to obtain a more presentable figures.

Figure 11. The $(3, 2)$-configuration $C_{1,1}$. 
Figure 12. The arrangement $A^{1,1}$.
Figure 13. The $(3, 2)$-configuration $\mathcal{C}_{1,-1}$. 
Figure 14. The arrangement $\mathcal{A}^{1,-1}$. 
Figure 15. The $(3, 2)$-configuration $C_{-1.1}$. 
Figure 16. The arrangement $\mathcal{A}^{-1,1}$. 
Figure 17. The $(3, 2)$-configuration $C_{-1, -1}$. 
Figure 18. The arrangement $A^{-1,-1}$. 
Appendix B. The $(3,2)$-configurations $C^2_{\alpha,\beta}$ and their duals

From the previous configurations, we obtain in Section 3 degenerated configurations $C^2_{\alpha,\beta}$ with two alignments of five points, whose moduli space is studied in Section 4. The dual arrangements $A^2_{\alpha,\beta}$ of $C^2_{\alpha,\beta}$ are pictured taking the line $S^*_1$ (containing the two points of multiplicity five) as line at infinity.

Figure 19. The $(3,2)$-configuration $C^2_{1,1}$ and the conic joining the six points $S_3, S_4, S_5^+, S_7^+, S_8^+, S_{10}^+$. 
Figure 20. The arrangement $A_{2}^{1,1}$ and the conic tangent to the six lines $S_{3}, S_{4}, S_{5}, S_{7}, S_{8}, S_{10}$.
Figure 21. The (3, 2)-configuration $C^2_{1, -1}$. 
Figure 22. The arrangement $A_{2}^{1,-1}$. 
Figure 23. The $(3, 2)$-configuration $C_{-1, 1}^2$. 
Figure 24. The arrangement $A_{2}^{-1,1}$. 
Figure 25. The $(3, 2)$-configuration $C_{-1,-1}^2$ and the conic joining the six points $S_3, S_4, S_{-5}, S_{-7}, S_{-8}, S_{-10}$. 
Figure 26. The arrangement $\mathcal{A}_2^{-1,-1}$ and the conic tangent to the six lines $S_3^*, S_4^*, S_5^*, S_7^*, S_8^*, S_{10}^*$. 
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