Methods and issues in studies of CRE
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\textbf{ABSTRACT}
Carbapenem-resistant Enterobacteriaceae (CRE) are an emerging and troublesome group of pathogens. Risk factor studies, outcome studies, and randomized trials are three types of studies conducted to answer different types of questions regarding CRE. These studies pose different types of challenges. We discuss issues in the design and analyses of case-control studies, cohort studies, and randomized trials aimed to address various research questions regarding CRE.

\textbf{ARTICLE HISTORY}
Received 16 May 2016
Revised 7 July 2016
Accepted 8 July 2016

Carbapenem-resistant Enterobacteriaceae (CRE) are an emerging and troublesome group of pathogens. The National Healthcare Safety Network (NHSN) reported that approximately 12\% of all \textit{Klebsiella} isolates recovered in 2009–2010\textsuperscript{1} were carbapenem resistant, compared with slightly less than 1\% in 2000. The most common Enterobacteriaceae exhibiting carbapenem resistance are \textit{K. pneumoniae} followed by \textit{Enterobacter} spp.\textsuperscript{1} In 2013, the CDC assigned the highest threat level to CRE declaring they require urgent public health attention.\textsuperscript{2}

When an emerging pathogen such as CRE evolves, 3 types of studies are often done: a) risk factor studies; b) outcome studies; and c) randomized trials (Table 1). Risk factor studies are conducted to identify risk factors that will help lead to interventions that will decrease the emergence of the resistant pathogen. Risk factor studies may also help identify high-risk patients for CRE randomized trials. Outcome studies help delineate the public health burden of the resistant bacteria such as morbidity, mortality and costs. For both of these types of studies, the epidemiology and statistical methodology to achieve high validity of the studies is complex. As in many observational studies, there is never a perfect solution that yields a study design that is 100\% internally valid. Randomized trials yield the highest level of causal evidence and often are the definitive study conducted to evaluate interventions to treat antibiotic-resistant bacteria.

Epidemiological principles applied to CRE to be discussed in this manuscript include: a) case-control study design; b) cohort study design; and c) the potential use of external controls instead of randomized controls for evaluating interventions to treat infections caused by CRE.

Case control studies for CRE

The case control study design is still chosen most often for risk factor studies for CRE. In these studies, CRE is the outcome and often the main exposure of interest is an individual antibiotic. The following are some important methodological issues that are relevant to CRE case control studies.

Importance of control group selection

The identification of the correct control group is often the toughest challenge in case control studies.\textsuperscript{3,4} Appropriate control group selection is driven by the intricacies of the research question. Thus the research question requires careful thought and an appropriate level of specificity. The identification of the appropriate study base from which to select control patients is the primary challenge in the design of case-control studies. Control
patients should be selected from the same source population or study cohort base that gives rise to the case patients during the same time periods from which the cases arise; by choosing controls using this method you avoid introducing a selection bias. Estimation of the relative risk (measured most often by odds ratios) in a case-control study relies on a comparison of the exposure frequency in case patients with control patients. If control patients are selected in a manner such that their frequency of exposure is not representative of the base population, then relative risk estimates will be biased.5

For many CRE risk factor studies, the research question in the hospital setting is what are the risk factors for acquiring CRE among hospitalized patients? An investigator may be interested in the outcome of having a positive clinical culture for CRE. For this question, cases are patients with a positive clinical culture for CRE. Controls should be selected from the base population or cohort consisting of hospitalized patients in the same time period and same locations among which cases of CRE arose.6,7 Thus, controls should be representative patients from these same locations and in the same time periods as cases. Controls should not be patients with carbapenem-susceptible Enterobacteriaceae (CSE). Patients with CSE do not represent the base because they are not the source population among which case patients arise. The choice of CSE patients would likely lead to biased estimates of relative risk because of a distorted estimate of exposure frequency in the source population; similar to what was found in other antibiotic-resistant studies.8 If the CSE control group was chosen, then estimates of effect would be biased and antibiotics may be incorrectly identified as risk factors. For example, the odds ratios obtained for carbapenems would likely be too large because patients in the CSE control group will have such a low frequency of carbapenem use. There are less common instances where the CSE control group may be more appropriate: a) If the research question is “what are the risk factors for developing CRE among a cohort of patients with CSE?” b) If the research question is what empiric therapy should be chosen among a cohort of patients with Enterobacteriaceae infection.

If one wishes to contrast CRE patients to CSE patients and not introduce a selection bias, then a viable study design is the case-case control study design.9 In this study design, 2 separate case-control analyses are done within a single study. The first analysis compares CRE patients to hospitalized control patients. The second analysis compares CSE patients to hospitalized control patients. This allows you to in the same manuscript to compare risk factors for CRE to risk factors for CSE. Ideally, the 2 control groups should not be identical since the control group for CRE may randomly have some CSE patients whereas the control group for CSE should not have any patients with CSE. These two case-control studies are then compared using a side-by-side qualitative comparison of risk factors identified. When the 2 case control studies are compared and contrasted, risk factors associated with CRE are contrasted with risk factors associated with CSE. The case-case control study design does not introduce the selection bias discussed above.

**Importance of controlling for confounding variables**

A confounding variable is a variable entangled with the exposure of interest and the outcome of interest that masks the true relationship between the exposure and the outcome.3,9 Confounding variables must be measured and controlled for either in the study design (e.g. randomization, matching, restriction) or in the analysis (e.g., stratified or multivariable analysis). For risk factor studies, we generally recommend multivariable models to control for confounding. Matching has the disadvantage of not being able to analyze the matched variables and the requirement of a matched statistical analysis. If a matched statistical analysis is not performed when matching was performed in the design, an additional selection bias is introduced.3,4 Numerous issues of model
selection and model building are important and discussed in detail elsewhere\textsuperscript{10,11} but will not be discussed here.

Some of the most important confounding variables for antibiotic-resistant bacteria risk factor studies include: a) antibiotics; b) comorbid conditions; and c) severity of illness.

Patients who acquire antibiotic-resistant bacteria such as CRE while in the hospital often receive numerous antibiotics prior to having their positive surveillance or clinical culture with CRE. These antibiotics are sometimes confounding variables and sometimes collinear variables. Confounding variables need to be controlled for in the statistical analysis as they can distort estimates of effects of interest. Collinear variables should not be controlled for in the statistical analysis. Collinear variables are highly correlated, meaning that one can be linearly predicted from the other with a substantial degree of accuracy.

Comorbid conditions such as diabetes, cancer diagnoses, and immunocompromised states have been shown to be risk factors for antibiotic resistant bacteria.\textsuperscript{12-14} These comorbid conditions are confounding variables because patients with these conditions are more likely to develop the outcome (CRE) and are more likely to have received an antibiotic that is a risk factor of interest. These comorbid conditions need to be adjusted for in order to get an unbiased estimate of the association between the risk factor of interest (exposure e.g. antibiotic) and the outcome of antibiotic resistance (CRE). Many attempt to adjust for comorbid conditions using a standardized score such as the Charlson comorbidity index or the Elixhauser comorbidity index or the Chronic Disease Score. A limitation of these scores is that they were originally developed using non-infectious disease datasets and thus some components lack biological plausibility to infectious disease outcomes and the scores need further infectious disease specific validation. More work is needed regarding the optimal methods of comorbidity adjustment specific to infectious diseases and antibiotic resistance.

Severity illness is another important confounding variable. An important point to clarify is that severity of illness is different from comorbidity and the terms should not be used interchangeably. For example, a patient could have no comorbid conditions but could have an extremely high severity of illness and be in septic shock due to \textit{Neisseria} meningitis. This patient could then subsequently acquire a CRE. Severity of illness is a confounding variable because patients with high severity of illness are more likely to receive antibiotics (exposure of interest) and patients with high severity of illness are more likely to have breathing tubes, Foley catheters etc.

that may lead to a higher probability of the outcome. At present, most of the better severity of illness adjustment scores have only been developed and validated for ICU use. In infectious diseases, the McCabe and Jackson score has been used often but has a number of limitations.\textsuperscript{15,16} The timing of measuring severity of illness is important in that it should not be measured after the outcome has occurred. One must make sure that severity of illness is a confounding variable and not an intermediate variable and this point also affects the optimal timing of severity of illness measurement; an intermediate variable is a variable that lies between the exposure/study factor and the outcome in a causal chain. Future work is needed to improve severity of illness adjustment.

Numerous authors have written important references on the topic of case-control studies and antibiotic resistance.\textsuperscript{7,17}

**Cohort studies for CRE**

When an emerging pathogen such as CRE evolves, outcome studies are often done to demonstrate that CRE leads to an increase in poor patient outcomes. Outcomes most commonly studied include mortality and healthcare utilization such as cost and length of stay. The aim of these studies is often to demonstrate that a CRE infection leads to increased costs, increased length of stay and increased mortality. Appropriately, the cohort study design is used most often for these CRE outcome studies. Similar to what was discussed in case-control studies, there is no perfect study design to address the exact impact of CRE on mortality and length of stay.

Often unfortunately, risk factor studies and outcome studies are combined in the same paper and incorrectly referred to as a case-control study often with flawed methodology for both the risk factor study and the outcome study. In contrast to the risk factor case control study where acquiring a CRE is the outcome, in these cohort outcome studies CRE is the exposure. The outcome is often length of hospital stay, hospital costs or mortality. The non-exposed group is patients who do not have CRE. One of the most difficult issues in these types of cohort designs is the choice of the non-exposed category. Researchers have struggled with the optimal non exposed group that allows proper control for confounding variables such as comorbidity and severity of illness.

The study designs chosen most often to assess outcomes of antibiotic-resistant bacteria are the matched cohort design or the cohort design with multivariable analysis to control for confounding. The matched cohort design is often chosen to try to control for confounding variables that could cause an increase in length of stay or
mortality and are associated with patients who have a CRE. Possible matching variables can include age, immune status, comorbidity and severity of illness prior to infection with the antibiotic-resistant bacteria. However, numerous articles have outlined methodological issues related to the matched cohort design. Two methodological issues we want to highlight are lead time bias and competing risk.

**Lead time bias**

Lead time bias arises because acquiring a CRE is a time-dependent event, i.e., CRE status may change over the course of observation. Often a patient does not have CRE at hospital admission but acquires CRE while in the hospital. The impact of CRE on the outcome of length of stay will be distorted unless the event of CRE is modeled as time dependent. When modeling CRE as time-dependent one must carefully define “time-zero.” If CRE status was periodically evaluated and CRE was acquired at time t, then a binary variable could be created such that for times before t there was no CRE but for times after t, CRE was present. This variable could then be used as the exposure in a regression model to obtain an estimate of the association between CRE and length of stay.

Often outcome studies of antibiotic-resistant bacteria falsely assume and model the exposure as if it occurs on hospital admission. If modeled this way, the estimates of interest will suffer from time-dependent bias. For length of stay and cost outcomes, not adjusting for lead time bias will lead to an overestimate of the effect of CRE. If using the matched cohort study, an improved method involves controlling for this time to CRE infection in the exposed and non-exposed. This has been described in numerous non-infectious disease studies. It has been described in detail in infectious diseases relative to the study of healthcare-associated infections and outcomes. Including Cox regression analyses and multi-state models in order to reach the proper conclusions.

Possible advanced methods that may solve some of these problems and are being studied include the use of instrumental variables and the use of multi-state models.

**Competing risk**

CRE studies may often want to study the effect of CRE on patient mortality and on hospital costs including length of stay. Epidemiologically, these outcomes are called competing risks. For example, suppose that CRE infections lead to an increased death rate and shortened survival. This would lead to patients having shorter lengths of stay and smaller health care costs due to earlier death times. Separate matched cohort analyses or separate outcome analyses would falsely lead to the incorrect conclusion that CRE is protective and leads to shorter hospital utilization costs. When outcomes of interest are competing, more sophisticated analyses should be done.

**Can we use external controls in the CRE setting?**

More effective antibiotics are needed to treat CRE infections due to the decreased efficacy of currently available antibiotics and the increasing prevalence of CRE. But despite the increasing prevalence of CRE, identifying and enrolling participants into clinical trials that evaluate new interventions for the treatment of CRE can be challenging. Thus researchers might consider alternative designs that require fewer trial participants and can produce results more quickly but still maintain scientific validity. One design option for consideration is the use of externally-controlled trials (ECTs). ECTs may allow for a reduction of the necessary number of prospectively-identified trial participants, thus easing recruitment burden, reducing costs, and resulting in more timely trial completion relative to randomized controlled trials (RCTs). Can we use external controls in the CRE setting?

ECTs can be historical-controlled trials (HCTs) where control group data are collected retrospectively, or concurrent external controlled trials (CECTs), where control group data is collected concurrently. During the analysis of ECTs, the external control is compared with the prospectively enrolled treatment arm with respect to important endpoints of interest.

An advantage of using ECTs is that the trial will require fewer prospectively enrolled participants due to the absence of a prospective control group, thus providing resource and time efficiency. For this reason, ECTs are often considered in trials when the eligible patient pool is limited as would be expected with CRE. ECTs can be more attractive for prospective patients since they know what treatment will be assigned in contrast to RCTs. Patients in RCTs do not know what treatment they will receive and may remain blinded until the trial is over.

The major drawback of ECTs is that they are non-randomized studies. Randomization ensures the expectation of between-arm balance with respect to all factors, known or unknown, measured or unmeasured. Randomization provides the theoretical foundation for valid estimation of treatment effects. Without randomization, estimates of treatment effects can be biased. Because they are non-randomized studies, ECTs are potentially vulnerable to the biases of observational studies.
Bias can occur if the controls systematically differ from the prospective participant group with regard to important factors in a manner that can affect outcome. Differences may occur due to participant selection (e.g., patients with more favorable prognosis or lesser disease severity are selected for the prospective component of the trial but poor risk patients are excluded), supportive care, concomitant therapies, follow-up strategies, and outcome evaluation methods. It may also be challenging to define a “time zero” representing a baseline in the external component of the ECT, to align with “time 0” in the prospective component of the trial. If the ECT is an HCT, then bias may occur due to factors that have changed since the time the historical control group data were collected (e.g., evolving resistance, improvement in medical practice and patient standard of care, or diagnostic criteria). Furthermore ECTs are not blinded and thus are subject to bias when eligibility or outcomes are assessed by clinicians or patients. In ECTs, clinicians may also selectively prescribe additional therapies given the knowledge or the treatment assignment and the seriousness of CRE infections.

ECTs have been used rarely in clinical trials for late-stage drug development due to the concerns for these potential biases. International guidance\(^\text{24}\) recommends reserving ECTs for specific situations where the effects of interventions are large, the natural history of the disease is well understood, and outcomes are not greatly affected by e.g., patient demographics. It is further recommended that ECTs be limited to cases in which the endpoints are objective (e.g. all-cause mortality) to avoid subjective evaluations given the unblinded nature of ECT trials.

Research suggests that ECTs tend to produce “positive” results more frequently than RCTs. Sacks et al. (1982)\(^{25}\) reviewed 50 RCTs and 56 HCTs evaluating the same 6 therapies and found 79% of the HCTs but only 20% of the RCTs demonstrated superiority of the test group to the control.\(^{25}\)

An example in infectious disease setting is patulin, a metabolic product of *Penicillium patulum* Bainier. Patulin was studied for the treatment of the common cold in a non-randomized, double-blinded concurrent controlled (patulin in buffer vs. buffer alone) clinical trial of 180 subjects in 1943. The number of subjects that improved at 48 hours in the patulin in buffer arm was 55/95 (58%) vs. Eight/85 (9.4%) in buffer alone arm, a difference of 48%, 95% CI = (35%, 60%), \(p < 0.002\). The results triggered a randomized, controlled, double-blind trial in 1449 factory and postal workers. The results of the RCT were quite different. The number of subjects cured at 48 hours in the patulin in buffer arm was 87/668 (13%) vs. 88/680 (13%) in the buffer alone arm, a difference of 0%, 95% CI = (−3.6%, 3.8%), \(p = 0.96\).\(^{26}\)

The validity of an ECT depends on the assumption that controls have the same distribution of important baseline characteristics compared to the participants in the test intervention arm. Appropriate analyses include a between-group comparison of these characteristics that can potentially confound the results if imbalanced.

Statistical methods that adjust for the potentially confounding effects of imbalances are often utilized. For example, propensity scores may be used to adjust for differences in patient characteristics based on baseline characteristics that are known and measured. Multivariable regression modeling, stratification, restriction, matching, or instrumental variable methods may also be utilized.\(^{27}\)

Most of these adjustments require raw patient-level data which are sometimes unavailable for the controls. Unfortunately using modern statistical methodologies cannot completely address the biases associated with ECTs and invariably depend on untestable assumptions. Some important factors may be beyond our current medical understanding and thus unknown or may not have been measured in the ECT (i.e., known and measured variables are only the tip of the iceberg) resulting in unmeasured confounding and making it impossible to adjust for these factors.

The requirements for a valid ECT are often challenging to demonstrate in the CRE setting. For many CRE infections, patient factors play (e.g., age) an important role in explaining observed outcomes. Unfortunately many important variables were not measured in historical studies, making it impossible to control for these factors or confirm a balance of important factors.

In addition, medical practice is constantly changing. In a 10-year longitudinal study conducted at a single ICU,\(^{28}\) the mortality rate decreased despite the rise of resistant bacterial infections. The authors attributed the decrease in mortality to improvements in technology and critical care. Such improvements in standard medical practice confound the results of HCTs for CRE such that observed decreases in mortality could not be attributed to the differences in the interventions being tested.

Resistance patterns are also constantly evolving. Trials conducted in the future will be conducted in diseases caused by CRE with different resistance profile characteristics and different patient characteristics compared to past trials. This again would violate the requirement that controls and test group participants should have the same distributions of important baseline factors.

Studies published in the literature in the CRE setting indicate inconsistent results on objective outcomes such as all-cause mortality, challenging the validity of an HCT.
in the CRE setting. A meta-analysis of deaths attributable to CRE infections\textsuperscript{29} showed non-uniform failure and substantial variation in mortality outcomes, with point estimates for survival ranging from 6% to 70% across 9 studies. Given the clinical heterogeneity and variation of mortality outcomes in these settings, the interpretation of the results of future HCTs would be very difficult to put into context and interpret.

ECTs are subject to the bias of observational studies. The criteria for a valid ECT should be carefully evaluated before these designs are implemented (Table 2). Given the considerable variation in study results in the CRE setting, the lack of information on important patient characteristics that may confound estimates of treatment effects, as well as the improvements in medical practice and evolving antibiotic resistance, the use of ECTs in the CRE setting, should be limited to when RCTs are not possible.

We hope that this study leads to more attention and awareness of the principles of epidemiological study design as applied to clinical investigations of antibiotic resistant bacteria like CRE. We hope that sounder methodology will lead to interventions that can curb the emergence of CRE.
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