Efficacy of Artificial Neural Network based Decision Support System for Career Counseling
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Abstract

Objectives: This paper presents the use of machine learning technique in order to eliminate the components affecting the human decision making process. To assist decision making in career counseling, an Artificial Intelligence model was implemented using Artificial Neural Network (ANN) in MATLAB for predicting vocational stream of pursuit based on the behavioral characteristic of the beneficiary. Methods/Statistical Analysis: The Differential Aptitude Test (DAT) battery; and Scientific Knowledge and Aptitude Test (SKAT) were used to assess an individual’s specific abilities in different areas. The training data set for the ANN model was procured in the form of normalized scores based on occupational/vocational profiles as given by the authors of DAT battery and SKAT. The trained ANN was tested with normalized stanine scores of 100 tenth class students raised through cluster random sampling technique for predicting a vocational stream of pursuit. In order to evaluate its accuracy and efficiency, three techniques of classification were employed. The unclassified data was classified by using Discriminant function analysis, ANN and two classifications were obtained from the trained counselors. Findings: The classification result obtained from the above mentioned techniques were compared and was found that the ANN system and Discriminant function analysis agreed approximately by 91% over all the test cases. The results of the statistical method support the classification made by the ANN. The two counsellors were in agreement with ANN’s classification output by approximately 81%. However, the counsellors disagreed with each other’s prediction approximately by 27% over all the test cases. The experimental results support the hypothesis that the proposed machine learning technique performed better than the prediction made by counsellors. Application/Improvements: In the Indian scenario, the developed machine learning system may be used as a standalone system in places where there is the paucity of counsellors or can assist in the career decision making provided by human beings.
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1. Introduction

The role of decision making with the help of Artificial Intelligence in one form or the other has been successful in a number of cases for mainly unstructured and semi-structured problems. The methods used in solving problems using Artificial Intelligence are logical programming, application of fuzzy logic, neural networks, hybrid intelligent systems (like neuro-fuzzy expert system) and genetic algorithms. The choice of method mainly depends on the type of the problem and whether the explicit data, information or knowledge is available in that domain. In the complex real world scenario the decision maker many times encounter problems for which no explicit data, information or knowledge is available. The decision maker then may take decisions based on heuristics or intuition that he had gained by experience in solving similar problems for which the exact replicas are not available. For these types of problems the machine’s with a cognitive ability such as artificial neural networks
are used. One of the traits of a human being is its ability to recognize patterns. Neural Networks possess the capability to mimic human capability of pattern recognition; once they learn the characteristics of the patterns to be found. The pattern recognition ability of the neural network is used in solving many complex business applications such as to predict the ratings of corporate bonds, bankruptcy prediction, credit card fraud detection, predicting business failures, classification of bone density and also in share/stock market or financial time series prediction.

In describes the design structure for an ANN based decision support system along with a fuzzy user interface for the selection of suitable course/curriculum. In further improvised the ANN system developed by her using type-2 fuzzy sets. In the area of career counseling, concluded that most expert systems for career selection that have been designed are specific to the curriculum of a particular University and are used for the selecting course/major of that university. There are several artificial intelligence techniques for creating such an expert system, but Artificial Neural Networks are superior as they are adaptive in nature. The Artificial Neural Networks are very flexible, greatly reliable and very accurate in making predictions. The flexibility of the design of ANN helps the user to add input parameters at a later stage and train the neural network again to respond to the new input parameters. The present study is organized as follows: Section 2 describes the Research Methodology used for the study. Section 3 describes results and their interpretation and Section 4 concludes the study with the scope of future work.

2. Research Methodology

The ANN is a tool used for complex decision making, the ability of the neural network to learn from past performance and improve itself was the general idea behind its choice. The use of several statistical forecasting methods such as regression, discriminant function analysis etc., is also chosen for forecasting where the input factors are quantifiable. In asserted that the development and implementation of ANN for the selection of vocational stream consists of following phases:

Phase 1: Collection of data to be used for the training of ANN.
Phase 2: Transforming the data collected into neural network inputs and normalization of data.
Phase 3: Construction of training set data.
Phase 4: Select, Train, and Test Network.
Phase 5: Deploy developed network application.
Phase 6: Analysis and interpretation of results.

In this study, the target population was the students studying in 10th class in different schools in Chandigarh, India.

2.1 Sampling

A sample of 31 students was raised out of the target population mentioned above using cluster sampling technique. The data of 38 students was taken from a counseling cell. Further, to test the efficiency of the developed system 31 cases including boundary conditions were used as testing cases. In total 100 cases were used to test the developed system.
2.2 Psychological Tests

In the first phase the data collected were the scores based on DAT battery\textsuperscript{15} and SKAT. The author validated the\textsuperscript{16} as a measure of the scientific aptitude of the beneficiary. It consists of 72 multiple choice items. These items cover all branches of science and the test was of 60 minute duration. A translated and adapted version of DAT Form a used in this study was published by Manasyan, 32 Netaji Subash Marg, New Delhi. All of the DAT tests were multiple-choice tests with specified time limits. Each test can be administered individually or as a battery of tests. In the present study, the DAT and SKAT were used as criterion variables for Artificial Neural Network decision support system. The following were selected as the list of predict or variables for decision support in the selection of vocational stream of pursuit.

- Mechanical Reasoning Test Score (MR).
- Scholastic Aptitude Score (Verbal Reasoning (VR)+Numerical Ability (NR)).
- Abstract Reasoning Score (AR).
- Space Relations Score (Sp. R).
- Speed and Accuracy Score (S&A).
- Language Usage Score (LU).
- Scientific Knowledge and Aptitude Test Score (SKAT).

During the second phase of the study the data collected through Phase 1 above was considered as raw data and was transformed into normalized standard nine scores (stanine). The raw data of the candidate was converted into its percentile score in the second phase using the norm table provided by the author of DAT\textsuperscript{15} for 10th class students and then this percentile score was converted to stanine score using descriptive statistics such as mean and standard deviation. In the third phase of the study, the training set comprised of 3 subsets; the training dataset, the validation set, and testing set. The training set was used to improve the generalization of the ANN. The training dataset was constructed from the norms prepared by the author for 10th class students. In this study, the data set consists of 111 test cases having different values of input parameters and an expected target value namely: Engineering, Science, Clerical and Administration and Humanities from the available vocational streams of pursuit. About 68% of the total data (i.e., 75 cases) were used as the training set, 19% (i.e., 21 cases) as the validation set and 13% (i.e., 15 cases) were used as test set.

2.3 ANN Architecture

The fourth phase of the development of ANN comprised of choosing an effective neural network model and the learning algorithm. A multilayer feed forward network using backpropagation is almost a universally accepted standard paradigm for modeling, forecasting and classifying when the outputs are known. In the present study, ANN was implemented using multilayer feed-forward network with a variation backpropagation algorithm. Several key parameters of this ANN such as a number of hidden units, the transfer function, the learning rate, initial weights, and others were selected during this phase.

2.3.1 The Number of Input Nodes

The number of input nodes was problem dependent and in our case since there were 7 different input variables, the input layer had 7 nodes depicting each variable of the input vector.

2.3.2 The Number of Hidden Layers and Nodes

The number of hidden layers and the nodes in them were considered as critical parameters for the performance of the ANN. Several theoretical works in the literature\textsuperscript{17,18} suggested that to approximate any complex nonlinear function a single hidden layer was sufficient. In\textsuperscript{19} suggested that using lesser number of neurons in the hidden layer would increase the training time of the neural network. Researchers suggested that using more than one hidden layer may provide benefits in some complex problems. In\textsuperscript{20–22} report ed using more than one hidden layer in their network design processes. This study also used two hidden layers in the ANN architecture. The numbers of hidden layer neurons are chosen based on heuristics using forward selection or backward selection technique. In this study, the forward selection approach was used and the best result was recorded with 7 nodes in the first hidden layer and 9 neurons/nodes in the second hidden layer Table 1.

2.3.3 Activation Function

The activation function is as important as the ANN architecture or the learning algorithm. It determine the output of a node in a network. In\textsuperscript{23} suggested using logistic activation functions for classification problems and to use the hyperbolic tangent functions for forecasting problem.
2.3.4 Training Algorithm

The aim of the training a neural network is to improve its ability to recognise similar inputs which were not used for its training. The back-propagation algorithm is a popular supervised learning algorithm used for solving classification problems.

The backpropagation algorithm suffers from slow convergence, inefficiency and lack of robustness and it is sensitive to the choice of learning rate and momentum parameter. A number of variations or modifications of backpropagation, such as the adaptive method quick-prop24, and second-order methods25–27 etc., have been proposed by researchers to overcome the weakness of the backpropagation algorithm.

The study was conducted using a feed-forward four layer neural network. This net was trained using Levenberg-Marquardt algorithm, found to be taking the least training time (in seconds) among other known training algorithms Table 2.

Table 1. Optimal number of Neurons in the hidden layers

| Number of neurons in the first hidden layer | Number of neurons in the second hidden layer | Mean Forecast error for 100 data points |
|--------------------------------------------|---------------------------------------------|---------------------------------------|
| 5                                          | 5                                           | 14.70                                 |
| 6                                          | 5                                           | 10.66                                 |
| 7                                          | 5                                           | 10.97                                 |
| 8                                          | 5                                           | 11.07                                 |
| 9                                          | 5                                           | 12.75                                 |
| 6                                          | 6                                           | 11.93                                 |
| 6                                          | 7                                           | 12.34                                 |
| 6                                          | 9                                           | 12.52                                 |
| 7                                          | 7                                           | 11.43                                 |
| 7                                          | 8                                           | 9.18                                  |
| 7                                          | 9                                           | 5.13                                  |
| 7                                          | 10                                          | 7.23                                  |
| 7                                          | 11                                          | 7.53                                  |
| 7                                          | 12                                          | 10.08                                 |

The study was conducted using logistic transfer function in the hidden layer and the linear transfer function in the nodes of the output layer.

2.3.5 Other Network Parameters

To select a best neural network model, other parameters having optimal value to achieve the desired goal were also considered Table 3.

2.3.6 Number of Output Nodes

The number of the neurons in the output layer is directly related to the problem under study. The study used four neurons in the output layer of the network. Each node in the output layer represented the option of a vocational stream of pursuit, namely engineering, science, clerical and administration and humanities for the stakeholder.

During the fourth phase of development, the network was trained using the training set chosen in Phase 3. The network used the current inputs to compute the output. Then the computed output was compared with the target output to determine the error, which was used to modify the weights to move closer to the target output. Some of the sample data was used for neural network validation. Among other performance measures such as training time and modeling time, the most effective measure is the classification accuracy of the net. Several accuracy measures such as root mean squared error, mean absolute error, the sum of squared error etc., have been reported by researchers. The performance of a trained network can be gauged by the errors on the training, validation, and test sets. The graph Figure 1 between mean square error v/s epoch (iterations) show similar characteristics for the validation and test set data depicting that no significant overfitting had occurred. The performance of the trained ANN was further investigate by performing a regression analysis.

Table 2. Selection of learning algorithm

| Function | Technique               | Time (seconds) |
|----------|-------------------------|----------------|
| Trainrp  | Resilient Backpropagation | 1.59           |
| Trainbfg | BFGS Algorithm          | 1.96           |
| Trainlm  | Levenberg-Marquardt     | 0.32           |

Table 3. Network parameters

| Network parameter           | Optimal value |
|-----------------------------|---------------|
| Maximum epoch               | 100           |
| Performance goal            | 0.0001        |
| Minimum error gradient      | $1 	imes 10^{-10}$ |
analysis between the network output and the corresponding targets. The routine postreg in MATLAB (neural network toolbox) was designed to perform this analysis. In the present study, it was observed that the R-value i.e., correlation coefficient between inputs and targets was close to 1. This indicated the best linear fit of weights for the trained ANN model.

Further, the evaluation of this decision support system was done on the basis of standard statistical measures like percentage error as

$$\text{Error}_i = \frac{(\text{stream}_{\text{actual}})_i - (\text{stream}_{\text{predicted}})_i}{(\text{stream}_{\text{actual}})_i} \times 100\% \ (1)$$

For $i = 1, 2, \ldots, N$ where $N$ is a number of training data set consisting of training and validation data values. After calculating the classification error, classification accuracy was calculated as:

$$\text{Classification Accuracy (Training Set)} = 100 - \% \text{age of error in classification} \ (2)$$

The average classification accuracy (Training Set) was calculated as 99.80% for the training set data. The trained neural network was tested with the sample data set to determine the accuracy of the prediction or classification. The trained ANN chooses the most suitable stream of pursuit for the candidate based on his stanine scores (converted raw score to normalized score) fed as input to the network. This involved the input variable data to the network without the output variable results.

2.4 Implementation of ANN using MATLAB

Once the network was trained to be sufficiently accurate, it was converted into a form that could be deployed with the application. During the fifth phase of the study, the ANN was implemented using MATLAB7.8, R2009a. The GUI interface was prepared using GUIDE tool with MATLAB 7.8. The interface for the problem under study was developed using GUIDE tool Figure 2. The ANN was first trained (Figure 2.) by clicking the button “TRAIN THE NET”, while the other buttons were grayed (not selectable). After the training, the beneficiary enters the stanine scores obtained in the Aptitude test battery and click on button “SIMULATE THE NET” to obtain scores suggesting the suitable vocational stream of pursuit.

2.5 Performance Analysis of the Developed System

In this phase, the performance evaluation of the developed decision support system was conducted using a statistical measure such as percentage errors. The classification error for each pair of actual and predicted vocational stream of pursuit was calculated by Equation (1), for $i = 1, 2, \ldots, N$, where $N$ is the number of test cases. After calculating the classification error, classification accuracy was calculated as:

$$\text{Classification Accuracy (test data set)} = 100 - \% \text{ error in classification} \ (3)$$

The GUI interface was prepared using MATLAB 7.8. The interface for the problem under study was developed using GUIDE tool Figure 2. The ANN was first trained (Figure 2.) by clicking the button “TRAIN THE NET”, while the other buttons were grayed (not selectable). After the training, the beneficiary enters the stanine scores obtained in the Aptitude test battery and click on button “SIMULATE THE NET” to obtain scores suggesting the suitable vocational stream of pursuit.
1 represented engineering stream, 2 represented science stream, 3 represented clerical and administration stream and 4 represented humanities stream. The average classification accuracy for the developed system was recorded to be 93.63% Table 4. This index of the accuracy of classification was quite high and validates the efficiency of ANN in predicting the stream of pursuit.

### 3. Results and Discussion

The two most common pattern recognition problems are regression analysis and classification. Regression analysis predicts the values of one or more continuous output variables for a given set of input variables. The second problem is the classification and involves assigning input patterns to one set of discrete classes $C_k$ where $k = 1, 2, \ldots, c$. For prediction, two main statistical techniques are used 1) Regression analysis and multiple R$^2$ Discriminant function analysis. Regression Analysis technique$^{29}$ is used when the data is parametric i.e., it fulfills the conditions of normality, linearity, and equal variance, whereas discriminant function analysis can be used with nonparametric or discrete data which is measured on nominal or ordinal scale. While training input variables were fed in ordinal scale (stanine scores), the discriminant function analysis was chosen to perform the classification of cases into four vocational streams of pursuit. Discriminant function analysis is a statistical technique used for classifying observations$^{29}$. It produces a classification Table 5, presenting categories and suggestive groups. Out of the 100 test cases, 14 cases were classified under stream 1, 18 cases under stream 2, 51 cases under stream 3 and 17 cases were found to group under stream 4. Results Table 6 revealed that four set of classifications were made using same test set data comprising of 100 cases. One classification was made using

### Table 4. Classification results for ungrouped data

| Stream | Classification Accuracy per stream (in %) | Average Classification accuracy over all streams (in %) |
|--------|------------------------------------------|-------------------------------------------------------|
| 1      | 85.57318                                  | 93.63709                                              |
| 2      | 99.21819                                  |                                                       |
| 3      | 96.20912                                  |                                                       |
| 4      | 93.54787                                  |                                                       |

### Table 5. Discriminant function analysis classification result

| Stream | Predicted Group Membership |
|--------|----------------------------|
| 1      | 24 | 0 | 0 | 0 | 24 |
| 2      | 0  | 29 | 0 | 0 | 29 |
| 3      | 0  | 0  | 33 | 0 | 33 |
| 4      | 0  | 0  | 0  | 25 | 25 |
| %      | 1  | 100.0 | 0  | 0  | 100.0 |
| 2      | 0  | 100.0 | 0  | 0  | 100.0 |
| 3      | 0  | 0  | 100.0 | 0 | 100.0 |
| 4      | 0  | 0  | 0  | 100.0 | 100.0 |

Ungrouped cases 14.0 18.0 51.0 17.0 100.0

a. 100.0% of original grouped cases correctly classified.

### 4. Conclusion and Future Work

The classification made by ANN and Discriminant Function Analysis agreed by 91% over all streams. The
Table 6. Comparison of trained ANN outcome v/s discriminant analysis and human prediction

| Predicted outcome | Discinant Analysis (DFA) | Counselor 1 | Counselor 2 | DFA | Counselor 1 | Counselor 2 |
|-------------------|--------------------------|-------------|-------------|-----|-------------|-------------|
| Stream 1 (Engineering)=12 cases | 14 | 14 | 8 | 16.66 | 16.66 | 33.33 |
| Stream 2 (Science)=17 cases | 18 | 19 | 24 | 5.88 | 11.76 | 41.17 |
| Stream 3 (Clerical and Administration)=55 cases | 51 | 47 | 52 | 7.27 | 14.54 | 5.45 |
| Stream 4 (Humanities)=16 cases | 17 | 20 | 16 | 6.25 | 25 | 0 |
| Total Cases | 100 | 100 | 100 |

Table 7. Comparison of predicted output by counselor 1 v/s counselor 2 over all test cases

| Classification by Counselor 1 (C1) | Predicted outcome | % Diff. Error |
|----------------------------------|-------------------|--------------|
| Stream 1 (Engineering)=14 cases | 8 | 54.54545 |
| Stream 2 (Science)=19 cases | 24 | 23.25581 |
| Stream 3 (Clerical and Administration)=47 cases | 52 | 10.10101 |
| Stream 4 (Humanities)=20 cases | 16 | 22.22222 |
| Mean % DifferenceError | | 27.53113 |

Counselor 1 and ANN were found to agree on 83% over total cases. The Counselor 2 agreed with the ANN output on 80% cases over all the streams. The present study implied that the classification made by ANN was approximately same (91%) as obtained by a statistical method namely, discriminant function analysis. So, empirical data supports the classification made by ANN decision support system. However, before applying the Discriminant Function Analysis, the raw data and the predictor variables must fulfill conditions such normality, linearity, equal variance, etc., and require laborious computations whereas no such conditions are required for the ANN. Further, it could be concluded that both counselors wereat a variance of approximately 27% in classification over all test cases Table 7, which supports the hypothesis of this study that the decisions made by human beings might get affected by the numerous factors such as counselor biases, parent’s aspirations, student’s interest, stress, etc. The present study invariably showed that Artificial Neural Network performs successfully in complex decision making tasks where other methods fail to do so. The ANN system
developed out of the study could be used as a standalone guidance counseling system or help the guidance counselor in decision making for choosing the appropriate vocational stream for the student. Further, some additional input variables such as interest, social economic status, cognitive style, etc., may be included as input variables to improve the accuracy of prediction of the developed system. The study may be extended by taking a large sample of the target population by the developed system and an expert system (fuzzy system) may be integrated with to enable it to further choose occupational streams under the selected vocational stream for the beneficiary.
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