Software architecture for display controller and operating system interaction
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Abstract: Article describes solutions for developing programs that provide interaction between Linux operating system and multiple display controller hardware blocks (outputs), that use one clock generation IP-block with phase-locked loop (PLL). There is no API for such devices in Linux, thus new software model was developed. This model is based on official Linux GPU developer driver model, but was modified to cover case described earlier. Article describes three models for display controller driver development – monolithic, component and semi-monolithic. These models cannot cover case described earlier, because they assume that one clock generator should be attached to one output. A new new model was developed, that is based on component model, but has additional mechanics to prevent race condition that can happen while using one clock generator with multiple outputs. Article also presents modified model for bootloaders graphics drivers. This model has been simplified over developed Linux model, but also has component nature (with less components) and race prevention mechanics (but with weaker conditions). Hardware interaction driver components that are developed using provided software models are interchangeable between Linux and bootloader.
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1. INTRODUCTION

In some cases, development of embedded systems requires compromise decisions to be made to secure compliance of the product with the applicable requirements. Such a situation can
be seen, for example, when restrictions apply to heat release or crystal size, or when transistor budget needs to be reduced.

Sometimes, such compromise solution is to reduce the number of frequency synthesizers (FS). Multiple display controllers use the same FS, but different display interface protocols (e.g. TMDS and LVDS) are used while the outputs operate concurrently.

In addition, such embedded systems can use a common configurable register. In such register, both general parameters of the whole display subsystem and some parameters of individual controllers are often configured. This complicates programming of the output subsystem, since such register becomes a shared resource and requires access control.

Such display system configuration requires new approaches to be developed to create drivers that ensure that the system is functional. Accordingly, our tasks are as follows:

1. Consider possible models for creation of drivers for such embedded systems;
2. Compare the models under consideration in terms of extensibility and functionality of the resulting drivers;
3. Develop a driver model that will allow solving the problem of interaction with the operating system when multiple display controllers and one frequency synthesizer are used.

The research will be conducted on the basis of Linux OS, which is a common operating system for embedded systems.

There are several kernel subsystems used in development of a display controller driver for Linux. The applied model depends on the subsystem used (which can be specified in documentation or identified from an analysis of sample drivers). Let us look at the most popular ones:

1. DRM. As stated in [1], the display controller and mode setting interface is part of the Direct Rendering Manager (DRM) infrastructure. DRM developers [2] consider this subsystem in terms of 2 models — an external and an internal ones. According to their views, the external model includes 5 entities, such as framebuffer, plane, CRTC, encoder and connector, which are listed from proximity to the user space to proximity to the display. The internal subsystem model additionally includes a bridge between the encoder and the connector, while the connector can also include a panel. In contrast, software developers [3] and independent researchers [4] generally consider an external model or a simplified external model only.

2. FrameBuffer device (fbdev). If fbdev [4] is used, the model consists of 2 components: a memory buffer interacting with the user space and a monolithic virtual DC (display controller) device that controls several physical devices. The modes of the device were set directly from the user space thus causing problems [5]. Along with the identified problems, such simplified model has low extensibility and lower functionality than models based on the DRM subsystem [6]. Currently, the latest available drivers based on this model are being redeveloped into drivers based on DRM model variations [7]

3. Driver solutions for Android Display Framework (ADF) exist, but have the following disadvantage: standard hardware-independent protocol functions need to be developed from scratch in each driver increasing the possibility of errors and the complexity of the task. In addition, as the ADF subsystem is a development of fbdev, drivers need to be combined, as despite the atomicity, models based on this subsystem remain monolithic, which was the reason for replacement of the subsystem with DRM [8].
2. MATERIALS AND METHODS.
GRAPHICS DRIVER DEVELOPMENT MODELS USING THE LINUX DRM SUBSYSTEM

Controller driver solutions in a number of other Unix-compatible systems (e.g. FreeBSD) also use the DRM subsystem as the most extensible and functional open subsystem for development of such drivers [9].

To develop a driver using the DRM, an approach should be used so that the driver model is not in conflict with the external and internal subsystem models, thus allowing the use of the DRM API for programming display controllers, especially when an image is displayed by multiple display units simultaneously. Three models were analyzed during the development of the driver.

A completely monolithic type (Fig. 1) is characterized by relative simplicity of the device, but at the same time it has a very high cohesion. This implies that various DTLC (display transmitter link controller – a controller that encodes and decodes signals for a display unit and works with a graphics transmission protocol) subsystems and various FS types require writing of completely different drivers, despite an identical IP-block of the display controller. Despite that such driver formally belongs to the DRM subsystem, the model has the advantages and disadvantages of the previous generation subsystems. This significantly limits the ability of the drivers based on such model to update and replace components – a new driver will have to be developed for each revision of the system.

An advantage to be noted is the simplicity of the driver for each device.

The second type is a cohesive component model considering possible replacement of hardware (Fig. 2). Drivers based on this model have a slightly lower component...
cohesion, which simplifies modification for a new controller type, but does not solve the problem of extensibility and adds complexity to the driver due to separation of components. Despite internal division into components and lower cohesion, drivers based on this model still have an important disadvantage of completely monolithic drivers, such as the need to modify the whole driver for each combination of components in all possible revisions, which complicates driver unification.

The third type is built on the basis of the external DRM model and following the example of other drivers for embedded systems that use the DRM subsystem [10] – a model that is developed on the principle of maximum independence and interchangeability of components (Fig. 3). Drivers based on this model are extensible and all their components are interchangeable. For example, it is possible to replace only a DTLC driver, or only a frequency synthesizer driver, or only a configuration device driver. It is also possible to use drivers that have been already developed (with minor modifications for integration), which is important when IP-blocks are purchased from other manufacturers. In addition, as the model is not monolithic, it is possible to build an API that will address common devices avoiding the race condition and, at the same time, will not integrate the driver of the device into a monolithic structure.

When only the external model is considered and all the components have maximum independence, a more complex algorithm than the one implied by abstraction of the external model is required to control some DTLC controllers. For example, interaction with the DTLC component has to be taken into account when the controller is switched on and off.

Since many modern display interface protocols (e.g. DisplayPort) require the use of the above algorithm, the presented model needs to be modified considering their features.

3. RESULTS. DEVELOPMENT OF A NEW DRIVER MODEL FOR A DEVICE WITH SEVERAL OUTPUT DEVICES AND ONE FREQUENCY SYNTHESIZER

Among the solutions described above, the component solution was tested (Fig. 3) as the most extensible one, which uses the internal mechanisms of the Linux kernel to a greater extent. During testing of the driver based on solution 3, this solution revealed the following disadvantages:

1. Race condition when the clock generator is addressed. Since all instances work with the clock frequency control API, when the FS is addressed in parallel the frequency will vary in a chaotic manner, which will lead to a flickering screen and incorrect operation of an output.

2. When only the external DRM model is used, it is impossible to create such DTLC driver that requires complex interaction with the FS or display controller driver. In the external DRM model, the replaceable component is the connector, which does not have
dynamic APIs for interacting with DTLC [2]. Therefore, an internal DRM model has to be used, which is incompatible with the model shown in Fig. 3.

3. Driver instances within the kernel based on the component model are completely independent, which makes it difficult to transfer data between them. Since the instances are identical, a race condition can occur when data are written in the configuration register.

To solve the above problems, modifications were made in the component model, which eventually became as follows (Fig. 4):

1. The first instance of the DC driver becomes the only instance that is able to transmit information to the FS driver. All instances are able to receive information.

2. The first instance of the driver determines configuration parameters that are common for all instances and sets the same in the common configuration register.

3. To link the display controller driver and the DTLC driver, the bridge component of the internal DRM model is used, which operates jointly with the connector component of the external model.

4. Parameters of permissible modes are calculated as:
\[ a_1 \cdot x_1 - a_2 \cdot x_2 \leq b, \]
where \( a_i \) is the coefficients associated with DTLC (the exact value depends on the DTLC hardware), \( b \) is the error coefficient (which depends on the interface protocols; in particular, for DVI the coefficient is 0.025 [11]), and \( x_i \) is the pixel frequency coefficients of the requested modes. In this case, \( a_i \) and \( b \) coefficients are parameters that are set when a driver based on the model shown in Fig. 4 is developed, while \( x_i \) is the variables calculated when the driver is running.

Most systems working under Linux use low-level bootloaders (U-Boot [12], BareBox [13]) for initial initialization and loading of devices, including display subsystem devices (Fig. 5). In such cases, apart from a driver for the OS, a bootloader driver that is capable of performing the basic display functions also has to be developed. With some modifications in the model due to simplified nature of the graphic API of the bootloader (if any) and incomplete suitability of the graphic API for the DRM subsystem, parts of the driver for Linux based on the developed model can be used. To be able to use low-level bootloaders (in particular, those listed above) in the drivers, the following modifications were made in the model:

1. There is no separate DTLC module in the bootloader, as no work with complex

![Fig. 4. Newly developed component-based model.](image4.png)

![Fig. 5. Bootloader driver model](image5.png)
protocols is carried out. Therefore, everything is included in the display controller driver.

2. The DC driver model in the bootloader does not have such entities as plane, encoder and crtc. All display operations are carried out in the same structure, so the DC driver is monolithic. Despite being similar to the model based on fbdev, the bootloader subsystem has fewer features. This is due to the bootloader's focus on quick booting of the operating system and reduction of the bootloader size.

3. The bootloader does not require simultaneous use of several screens, so one instance of the display driver is sufficient in case of identical output devices.

Simultaneous use of the FS by multiple display devices is very rarely met in the graphic subsystem of the bootloader, so the only remaining option is simultaneous use of the same memory area by multiple devices. Consequently, drivers are significantly simplified.

An interesting point is also the relationship between the bootloader driver components and the OS driver. If the OS driver is based on the model described in the previous chapter, its module for interaction with the hardware will be applicable in the bootloader if the internal API is the same. This significantly simplifies writing of complex device drivers, where interaction with hardware requires algorithms for calculation of parameters (independent of the high level) or sequences of data records in the device registers.

Despite a simpler structure, bootloader drivers inherit the component principle. This allows an incremental update of driver components both in case of a change in the hardware and when the bootloader is modified making the update easier [14].

4. DISCUSSION
The developed model has the following advantages over the considered model options:

1. Extensibility – the DC driver based on this model can be extended with any DTLC driver (including those developed before creation of a driver based on the above model) that uses bridge API.

2. Accelerated transition to new controller models. As transition to a new controller model requires only development of a new module for interaction with hardware, no complete redevelopment of the driver is required in comparison with the model shown in Fig. 1, and no complete update of the driver (it is enough to update the module for interaction with hardware only) is required in comparison with model 2.

3. Unlike drivers based on the component model, as shown in Fig. 3, drivers based on the developed model do not go into the race condition if the application software constantly requests the DRM API to change the frequency.

4. Furthermore, unlike the model shown in Fig. 3, drivers based on the modified model are able to display multiple images on all display units at the same time (when the permissible modes are set). The driver based on model 3 will give an unstable image in case of constant recording in the FS (as different display units require different pixel frequencies, the image will flicker), and drivers based on models 1 and 2 will set the frequency of the display unit, which was connected last).

In comparison with the considered models, the developed model has the following disadvantages:

1. Increased complexity of driver development in comparison to model 1.

2. More failure possibilities due to a larger number of points of failure (more driver instances and possibilities of random recombination with DTLC drivers).

3. The use of Bridge API is complicated in architectures with no device tree; complex
data manipulations to find the bridge are needed.

5. CONCLUSION

In the course of the research, various possible variants of the driver architecture for a device with multiple display controllers and one frequency synthesizer were analyzed. From several known driver models, a new derived driver model for such a device was developed, which combines the advantages of all the proposed models, but has a disadvantage – creation of a driver based on this model is difficult if no device-tree is used. This disadvantage is not significant for embedded systems with Linux, as most of them use a device tree.

The created model was tested during the development of the driver for a device with DVI outputs, LVDS on a single FS, under Linux, with MIPS architecture. All model implementations were successfully tested using the Protium prototyping system [15].

The results of the research can be used to create new drivers for this class of devices for Unix-like systems if hardware with multiple outputs and one frequency synthesizer is used.
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