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The Bayesian vector autoregressive (BVAR) model introduces the statistical properties of variables as the prior distribution of the parameters into the traditional vector autoregressive (VAR) model, which can overcome the problem of too little freedom. The BVAR model established in this paper can overcome the problem of short time series data by using prior statistical information. In theory, it should have a good effect in China’s regional economic forecasting. Most regional forecasting model literature lacks out-of-sample forecasting error evaluation research in the real sense, but our early forecasts of major economic indicators provide an excellent opportunity for this paper to evaluate the actual forecast errors of the BVAR model in detail. The analysis in this paper shows that the prediction error of the BVAR model is very small and the prediction ability is very satisfactory. At the same time, this article also analyzes and points out the direction of efforts to further improve the prediction accuracy of the BVAR model.

1. Introduction

Economic forecasting is the application of forecasting technology in the economic field, and it is a method of forecasting fiscal revenue [1]. Methods are divided into two categories: one is qualitative prediction methods and the other is quantitative prediction methods, such as regression analysis methods. In actual economic forecast analysis, qualitative forecasts are often combined with fixed forecasts, based on qualitative analysis and quantitative analysis as a means, organically combining the nature and quantity of economic activities and complementing each other. And this article will introduce how to use regression analysis to forecast fiscal revenue. In regression analysis and prediction, the prediction object (dependent variable) is firstly analyzed qualitatively to determine one or more factors that affect its change, and then an appropriate regression prediction model is established for prediction through multiple sets of observation values of the prediction object and influencing factors [2]. This method uses the causal relationship between the dependent variable and the independent variable, so it is also called causal regression analysis. In the economic field, an economic variable is often affected by multiple factors. Therefore, it is necessary to establish a multiple regression model for prediction. However, the conclusion that the regression equation is significant in the multiple regression model is not satisfied because the regression equation is the most significant and it does not mean that the influence of the independent variable on the dependent variable is important. The main task is to remove those secondary and dispensable variables from these variables to establish a simpler regression equation, so as to better understand predictions, and stepwise regression analysis is a good way to solve this problem [3]. The specific method of stepwise regression is to introduce variables individually, but each time a variable is introduced, the variables of the selected person must be tested one by one. When the originally introduced variable becomes no longer significant due to the introduction of subsequent variables, it must be removed. Introduce a variable or remove a variable from the regression equation. For stepwise regression, an F test must be performed at each step to ensure that only significant variables are included in the regression equation before each new variable is introduced. This process is repeated until no
significant independent variables are selected into the regression equation, and all significant independent variables are eliminated from the regression equation. Both introduction and removal are based on a given level of significance. On the basis of economic development, maintaining stable and sustained growth in fiscal revenue has always been one of the main goals pursued by the government [4].

The traditional quantitative forecast of regional economy is based on econometric models, and simultaneous equations are established based on macroeconomic theory to describe the internal connections between economic variables. The advantage of this method is that the model is based on economic theory and the parameters have clear economic meanings. At present, most of the regional economic forecasting models constructed in the literature adopt this method. However, the econometric model has a large number of equations, with 10–30 equations at every turn, and the error of parameter estimation will mutually affect the final forecasting effect. Econometric models did not perform well in the stagflation period at the end of the 1970s, and modern time series analysis based on the ARIMA model gradually emerged. Sargent and Sim proposed the VAR model and extended it to multivariate forecasting. Feldkircher et al. [5] pointed out that in terms of regional economic forecasting, the VAR model is theoretically better than the econometric model, because the econometric model requires data on all variables, but there is almost no data on interregional trade and investment, while the VAR model does not require all. From the perspective of practical application, the VAR model has achieved good results in foreign regional economic forecasting. However, as the number of variables increases, the parameters in the VAR model increase rapidly so that the degrees of freedom are consumed too quickly. Considering that the economic structure has undergone tremendous changes before and after China’s reform and opening up, most of the regional economic data began in 1978, and the data is relatively small. The VAR model cannot guarantee the accuracy of parameter estimation and prediction. The Bayesian vector autoregressive model [6] uses the statistical properties of variables as the prior information of the VAR model parameters to overcome the overparameterization defect of the VAR model to a certain extent. From a theoretical point of view, the BVAR model has certain advantages in China’s regional economic forecasting. The initial application of the BVAR model in foreign regional economic forecasts has achieved some results. In domestic research, Rickman [7] research shows that the prediction error of regional BVAR model is significantly smaller than other models. It should be pointed out that most of the regional prediction model literature lacks the “real” sense of out-of-sample prediction error evaluation research. In these literatures, most of the known time series data are divided into two parts. The data in the previous period is called “in-sample” data, the data in the latter period is called “out-of-sample” data, and the in-sample data is used to build the model and get the forecast value of the latter period, compared with the actual value of the latter period to get the so-called “out-of-sample” forecast accuracy. Obviously, this is not a prediction in the true sense, but an approximation of the actual prediction behavior, so it is also called “pseudo-out-of-sample” prediction. The lack of true out-of-sample prediction error evaluation makes it impossible for us to accurately measure the pros and cons of a prediction model.

Based on this, this article will evaluate the actual forecasting ability of the BVAR model for the regional economy and analyze the main factors affecting the forecast accuracy of the BVAR model and the direction of efforts to improve the forecast accuracy of the BVAR model. A BVAR model was established to illustrate its application in regional economic forecasting and was compared with other forecasting models including ARIMA to evaluate the forecasting effect of the BVAR model. The comparison of forecast errors confirms the feasibility of the BVAR model in regional economic forecasting. The content of this article is divided into the following four parts. First, it briefly introduces the BVAR model; then, it explains the data sources of modeling, the selection of variables, and the evaluation methods of forecasting effects; third, it makes a comparison of the forecasting effects of various models and the BVAR model on economic growth in 2020 predicted value; and finally the conclusion of this article is given.

2. Related Work

Sims pioneered the vector autoregressive model (VAR) to explore the impact of temporary economic policies on economic development and thus won the 2011 Nobel Prize in Economics [8]. Because different macroeconomic data is different in statistical difficulty, statistical cost, etc., different macroeconomic data will also have different statistical frequency. For example, China’s GDP is counted quarterly, while it is generally counted monthly. Traditional VAR models often use low-frequency data for macroeconomic research, mainly annual or quarterly data. For monthly data, they often use the method of directly adding quarterly data and then use the same frequency VAR model to perform macroeconomic indicators [9–13]. This simple summation of monthly data leads to the loss of high-frequency data information. In order to make full use of high-frequency monthly data and information to make the forecast and analysis of national macroeconomic indicators more accurate, this article does not simply make high-frequency monthly data. Instead of using all the low-frequency and high-frequency data completely, the low-frequency data is regarded as the high-frequency data with missing intervals, and the state space model is established. The low-frequency quarterly data and the high-frequency monthly data that can be actually observed in each period are used as observed variables, the potential monthly data of each variable is used as the state variable, the mixed frequency VAR model is used as the state equation of the state space model, and the corresponding relationship between the state variable and the observed variable is used as the measurement equation of the state space model.

Many scholars have found in their research that although the VAR model is concise and clear and is widely used in the mid- and short-term macroeconomic forecasts, the excessive
parameters of the VAR model have become one of its main shortcomings [14–16]. For an ordinary VAR model, assuming that the model has a \( p \)-order lag and has \( m \) endogenous variables, the number of parameters that need to be estimated is \( m (m p + 1) \), even if there are only 5 endogenous variables. The model also has 125 parameters in total. For macroeconomic data, even with 40 years of quarterly data, there are a total of 160 quarterly data samples, and each parameter contains only 1.25 samples on average. Too many model parameters and too few samples will lead to overfitting and failure of the model. For macroeconomic research, since the number of macroeconomic data samples is certain, the only way to solve this problem is to reduce the model parameters proceeds.

It can be seen from the above formula that there are three conventional methods to reduce the parameters of the VAR model: one is to reduce the number \( m \) of endogenous variables in the model, the other is to reduce the lag order \( p \), and the third is to directly set some parameters to zero. The above approach can improve the fit level of the training set, but there is no way to improve the accuracy of the estimation of the out-of-sample test set, and the model may lose its economic theoretical foundation due to model changes. In order to overcome the problems caused by too many parameters of the VAR model, the paper adopts the Bayesian estimation method based on Minnesota prior to obtain the posterior distribution of each parameter of the VAR model and uses the method based on Kalman filter and Kalman smoothing to obtain the potential [17]. Then according to the posterior distribution of the VAR model parameters and the posterior distribution of the potential state variables, the Gibbs sampling method is used to obtain the estimation of the VAR model and state variables, so as to predict and analyze the national macroeconomic data.

Many scholars have discovered in their research that although the VAR model is concise and clear and is widely used in macroeconomic short- and medium-term forecasts, the excessive parameters of the VAR model have become one of its main shortcomings. As pointed out above, there are three conventional methods to reduce the VAR model parameters: one is to reduce the number \( m \) of endogenous variables in the model, the other is to reduce the lag order, and the third is to directly set some parameters to zero. Although the above approach can improve the fitting level of the training set, there is no way to improve the accuracy of the estimation of the out-of-sample test set, and the model may lose its economic theoretical foundation due to model changes. In order to solve the problem of too many parameters in the VAR model, Litterman introduced the Bayesian method into the estimation of the parameters of the VAR model, assuming that the parameters of the VAR model obey the Minnesota prior distribution and use the BVAR model to predict the macroeconomic indicators of Minnesota. The forecasting model has achieved excellent forecasting results. This pioneering research has provided the basis for the widespread application of Bayesian methods in the future. For example, Dua [18] developed a number of time series models for predicting Irish inflation. The research results show that the application of Bayesian vector autoregressive method makes the inflation prediction more accurate. Qiu et al. [19] constructed a Bayesian vector autoregressive model optimized by the posterior information criterion (PIC), in which hyperparameters are determined in the same way as the lag length and trend order. The paper uses historical data and Monte Carlo simulation, which evaluates the performance of the selected model through one-step prediction in advance. The research results show that, compared with the ordinary VAR model, the BVAR model has superior performance in forecasting. Laouan [20] applied the BVAR method to the analysis of the factors that cause inflation in our country. The study found that currency oversupply was the main reason for the recent round of inflation, and the influence of external shocks did not dominate. Korobilis [21] pointed out that due to the volatile economic environment, economic forecasting faces a modeling problem with a small amount of data. Bayesian methods have obvious advantages in modeling small sample data. Vosseler and Weber [22] used the BVAR model based on the independent Minnesota-Wishart conjugate prior to predict the yield of interbank treasury bonds through Gibbs sampling.

3. Bayesian Vector Autoregressive Model

3.1. Bayesian Method. Bayesian reasoning was put forward by the British scholar Thomas Bayes in the 18th century. It describes the relationship between the conditional probabilities of two random events. Suppose there are random event \( x \) and random event \( y \), \( P(x) \) represents the probability of event \( x \), also called the prior probability of event \( x \). \( P(y) \) represents the probability of event \( B \) occurring, also called the prior probability of event \( y \). \( P(x|y) \) represents the probability of event \( x \) occurring under the condition that event \( y \) occurs, also called the posterior probability of event \( x \). Similarly, \( P(y|x) \) represents the probability of event \( y \) occurring under the condition that event \( x \) occurs. It is also called the posterior probability of event \( y \). We have the following relationship:

\[
P(x|y) = \frac{P(y|x)P(x)}{P(y)}
\]

The above formula is our famous Bayes theorem. Sometimes we also call \( P(y|x)/P(y) \) the standard likelihood, so Bayes’ theorem can also be expressed as

\[
P_p = L_1 \times p_p.
\]

The above is a brief introduction to Bayes’ theorem. \( P_p \) is the posterior probability, \( L_1 \) is the likelihood function, and \( p_p \) is the prior probability. Let us return to the subject of our paper. In their research, the majority of scholars have found that although the VAR model is concise and clear and is widely used in macroeconomic mid- and short-term forecasts, the VAR model having too many parameters becomes one of its main disadvantages. In order to overcome the problems caused by too many parameters of the VAR model, the paper adopts the Bayesian estimation method based on Minnesota prior to obtain the posterior distribution of each
there are a total of parameters to be estimated. Then according to the posterior distribution of the VAR model parameters and the posterior distribution of the potential state variables, the Gibbs sampling method is used to obtain the estimation of the VAR model and state variables, so as to predict and analyze the national macro-economic data.

3.2. Vector Autoregressive Model. Different from the classical estimation method, the basic idea of the Bayesian estimation method is to treat the parameters of the model to be estimated as random variables and obey a certain distribution, and then give the prior distribution of the parameters to be estimated based on experience and put it combined with the sample information. Bayes’ theorem can be used to calculate the posterior distribution of the parameter to be estimated, thereby obtaining the estimated value with the estimated parameter. In this paper, the parameters to be estimated are obtained by Gibbs Sampler. Pfarrhöfer and Piribauer [23] applied Bayesian Gibbs Sampling (BGS) to the estimation of the parameters of the state space model. The results show that the estimation results of the Gibbs sampling on the state space parameter values and state vectors differ from the true values. It is not big and is obviously better than the estimation result based on Kalman filter method. The results show that the BVAR model has poor short-term effects, but medium- and long-term prediction effects significantly better than other models. The vector autoregressive model construction process is shown in Figure 1.

3.3. Basic Principles of BVAR Model. The BVAR model is developed on the basis of the ordinary VAR model. Consider the unconstrained VAR model:

$$\mathbf{y}_t = \mathbf{\lambda} \mathbf{X}_t + \sum_{i=1}^{k} \mathbf{y}_t^{i} + \mathbf{\varepsilon}_t.$$  (3)

Among them, \(t\) represents the time and \(k\) represents the lag order. \(\mathbf{y}_t\) is the value of the \(K\)-dimensional random vector \(y\) at time \(t\) and is the endogenous variable in the model. \(\mathbf{X}_t\) is a block diagonal matrix of \(K \times Kn\) order, \(\mathbf{x}_t = \mathbf{x}_t \otimes \mathbf{I}_K\). Among them \(\mathbf{x}_t\) is an \(n\)-dimensional vector, which is the deterministic part of every equation, such as constant terms or exogenous variables.

\(\mathbf{\lambda}\) is the \(K\)-dimensional coefficient vector \(\mathbf{X}_t\), \(\mathbf{y}_t^{i}\) is the coefficient of the \(K\)-dimensional vector \(\mathbf{y}_t^{i}\) and the square matrix of the \(K\)-dimensional parameter.

\(\mathbf{\varepsilon}_t\) is the \(K\)-dimensional random error term. Assume that \(\text{Exp}(\mathbf{\varepsilon}_t)\) is related in the same period, but not serially related:

$$\text{Exp}(\mathbf{\varepsilon}_t^{i}) = \left\{ \begin{array}{ll} 0, & \text{if } t = i; \\ \sum_{t \neq i} & \end{array} \right.$$  (4)

It can be seen from the VAR model formula (4) that there are a total of parameters to be estimated. \(\sum\) is the variance of \(K\)-dimensional random error term. Even if there are fewer variables to be predicted, considerable observations are needed. Therefore, unless there is enough data, in general, VAR models are faced with the problem of fewer degrees of freedom and therefore low prediction accuracy. By imposing certain constraints on the parameters, such as reducing the lag order or removing some variables in individual equations, the problem of too little freedom can be effectively alleviated. But from the Bayesian point of view, this means that the predictor believes that the probability that the coefficient of the removed lag term is 0 is 100%. Unfortunately, it is impossible to know whether this constraint holds. The BVAR model creatively combines the predictor’s prior information on the island with the above unconstrained VAR model to solve the above problems. Because this method was first proposed at the University of Minnesota and the Minnesota branch of the Federal Reserve, it is also called the Minnesota Prior.

3.4. Minnesota Prior. In Bayesian theory, when the posterior probability distribution and the prior probability distribution belong to the same type of distribution, we call it conjugate prior distribution. When we assume that the parameters are conjugate prior distributions, we can obtain the parameters. The advantage of assuming a conjugate prior distribution is that it can greatly reduce the amount of our calculations. A large number of studies have shown that this assumption is reliable in many cases. The Minnesota prior model is one of the conjugate prior models. When the posterior distribution and the prior distribution do not belong to the same type of distribution, we cannot obtain the analytical value of the parameter. We need to use the MCMC method to simulate the best value of the parameter. This requires a great amount of calculation, but this model is more flexible; for example, we can allow the parameters of the VAR model to change over time. This article uses the Minnesota prior distribution. It is mainly used to solve the problem of too many parameters in the VAR model under the conjugate prior distribution and improve the prediction accuracy of the model. For a \(k\)-order lag, a VAR model with \(n\) endogenous variables and no constant term, the general form is

$$\mathbf{y}_t = \sum_{t=1}^{n} \sum_{i=1}^{k} a_{ij} \mathbf{y}_{t-i} + \mathbf{\beta}_t.$$  (5)

If the random parameters \(a_{ij}\) obey the normal distribution, then the number of hyperparameters that needs to be determined at this time is at least \(2m^2\), of which the prior mean is \(m^2\), and the prior variance is \(m^2\). The Minnesota prior distribution reduces the number of hyperparameters to 5. One or three, the method used in this article is based on the research of Negro and Schorfheide, using 5 hyperparameters. The basic assumptions of Minnesota prior model include the following aspects:

(1) Normality: the random disturbance vector obeys the multivariate normal distribution.

(2) Independence: the covariance matrix \(\sum\) and the model coefficient are independent of each other.
(3) The prior distribution of the covariance matrix $\Sigma$ is taken as the diffusion distribution.

(4) Model coefficients are mutually independent and obey normal distribution.

(5) The prior variance is determined by 5 hyper-parameters: $\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5$, which respectively represent overall tightness, lagging delay function attenuation factor, innovation covariance matrix dispersion $i$-th equation variable $x_i$, and the aggregation degree of the innovation variance matrix. The lag term coefficient sum is the credibility of a fixed value, relative tightness.

The estimation of BVAR model can use the mixed estimation method proposed by Yang and Zhang [24]. Estimating the BVAR model requires the predictor to determine the value of the above hyperparameters. Because the main purpose of the BVAR model is prediction, so, unlike other models, the value standard of hyperparameters is to obtain the optimal prediction effect, rather than relying on various model settings and tests. The determination of hyper-parameters is actually a process similar to raster search, searching for the value that can obtain the best prediction effect within the range of hyperparameters. For this reason, the total sample $T$ obtained is usually divided into two periods $T$ and $T - T_0$. The data of period $T$ is used to estimate the BVAR model and forecast, and the data of $T - T_0$ is used to calculate and compare the forecast error and determine the final hyperparameter value.

4. Regional Economic Bayes Vector Autoregressive Model Operation

4.1. Data Description. When we set out to construct a Bayesian vector autoregressive model of the regional economy, we use the annual import and export price index calculated by the World Bank to perform a comparable conversion of the quarterly import and export sequence and finally convert it into RMB units according to the official exchange rate. In the latter stage of the model, we extend the data length to the second quarter of 2021. Then, we use the model to forecast the interval from the first quarter of 2020 to the first quarter of 2021 and compare the forecast results with the actual situation, so that we could analyze the model’s forecast for external samples.

Given the posterior distribution and initial value, the $i$-th cycle of Gibbs sampling is as follows. The specific process can be understood in conjunction with the flow chart, as shown in Figure 2 of the previous measurement model.

(1) Update state variables: According to the VAR model parameters, use Kalman filtering and Kalman
smoothing on state variable to obtain the posterior probability distribution of state variables.

(2) Update VAR model parameters: According to Bayesian theory and Minnesota priors, obtain the posterior probability distribution of VAR model parameters.

(3) Data storage: Generate predicted values of state variables and observed variables, and store the VAR model parameters, state variables, predicted values of state variables, and predicted values of observed variables generated in each iteration.

(4) Enter the next cycle: So far, we get the iterative sequence of VAR model parameters, state variables, predicted values of state variables, and predicted values of observed variables through Gibbs sampling.

4.2. Sample Model Run Results. Figure 3 shows the various statistical measurement results of the prediction accuracy calculated by the above recursive method from the first quarter of 2010 to the fourth quarter of 2019. The forecast statistics results are arranged in the order of one to five (quarterly) forecasting plans for different variables.

4.3. Comparison of Prediction Results of Various Regional Economic Prediction Models. In order to illustrate the predictive effect of the BVAR model, Figure 4 compares the Theil U statistics of the intrasample predictions of the three models of BAVR, VAR, and ARIMA from 2014 to 2019. The VAR model selects the lag order of the endogenous variable as the 2nd order according to the Akaike Information Criterion (AIC) and Schwartz Information Criterion (BIC). The lag order of the exogenous variable is the same as that of the BVAR model, which is the same time and 1 time lag. The ARIMA model is based on the autocorrelation graph and partial correlation graph of regional GDP, the coefficient value, residual test, and AIC value are determined as the ARIMA process. From the Theil U statistics in Figure 4, it can be seen that the BVAR model has the best predictive effect, and the prediction error is the smallest from 1 step ahead to 5 steps ahead. Moreover, similar to the prediction results of Litterman, the longer the prediction period of the BVAR model, the better the prediction effect relative to the VAR and ARIMA models. The prediction effects of VAR model and ARIMA model are not very satisfactory. Similar to the BVAR model, the longer the prediction period of the VAR model, the higher the prediction accuracy relative to
the ARIMA model. This feature of BVAR and VAR models may be due to the consideration of the relationship between economic variables, while ARIMA is a univariate model. However, the ARIMA model is far better than the VAR model by one step ahead of prediction, which may be caused by the VAR model’s too little freedom.

Figure 5 further compares the out-of-sample prediction effects of several models. The difference with in-sample prediction is that the value of exogenous variables of the same period in out-of-sample prediction uses its predicted value to simulate the real prediction process. The two exogenous variables, national GDP and central government transfer payment (local fiscal revenue and expenditure balance), are predicted by a univariate ARIMA model. According to their autocorrelation graph and partial correlation graph, the coefficient value, residual test, and AIC value are determined as ARIMA processes, respectively. The Provincial Academy of Social Sciences and the Information Office of the National Development and Reform Commission regularly release the forecast results of the next year’s macroeconomic indicators every year. Their forecast models mainly rely on the multiplier model of investment data. In order to facilitate the comparison with their forecast results, Figure 5 only compares the advanced forecast errors from 2015 to 2019 and converts the horizontal forecast values into growth rates. It can be seen from Figure 5 that the BVAR model has the smallest prediction error among all models. Except for the larger prediction error in 2015, the prediction
in other years is more accurate. The prediction effect of the ARIMA model is second only to the BAVR model among all models and is better than the predictions of the regional academy of social sciences and the National Development and Reform Commission.

The VAR model has the largest prediction error, which may be caused by too small freedom. Moreover, the BVAR model is more accurate in predicting the turning point of economic growth in 2019. Comparing with the Theil U statistic of the in-sample forecast value of one step ahead in Figure 5, it can be found that the out-of-sample forecast error of the BVAR model is smaller than the in-sample forecast error, which may imply the expectation of the national economic growth situation and the transfer payment of the central government will affect the actual regional economic growth process. It can be seen from the comparison of the prediction effects of various models that the BVAR regional economic prediction model is better than other prediction models.

### 4.4. Analysis of Actual Errors in Forecasting Regional Economic Development

We first evaluate the forecast errors of the BVAR model for major economic indicators. This region is chosen as an example because the regional information center will release the forecast values of the main economic indicators for the next year every year, which is convenient for us to make detailed out-of-sample forecast errors. The BVAR model gives the forecast value of the growth rate (at comparable prices), while the regional information center gives the forecast data of the nominal value (absolute amount). In order to be able to directly compare, we calculated the 2020 value of the two forecasting methods: the predicted value of the absolute amount of change and the predicted value of the growth rate (at comparable prices). The forecast errors of the two methods are shown in Figure 6.

The forecast error of the absolute constant price is measured by the average absolute percentage error (APE) and the Theil U statistic, and the forecast error of the growth rate is measured by the difference of the average growth rate. It should be pointed out that BVAR gives a forecast of 3 years ahead, while the regional information center forecasts a year ahead. In theory, the average forecast error of the former is greater than the latter.

It can be seen from Figure 7 that the BVAR model predicts that the average growth rate of regional GDP from 2018 to 2019 is 11.35%, which is 1.14 percentage points lower than the actual value, which is slightly better than the prediction of the regional information center and MAPE. The forecast errors measured by $U$ statistics also indicate that the forecast error of the BVAR model is smaller in the forecast of regional gross product. However, the BVAR model has large errors in forecasting regional fixed asset investment, consumer price index, and retail sales of consumer goods. After observing the data in detail, we found that it may be caused by the four-trillion economic stimulus plan introduced in 2019. Starting from 2019, the regional fixed asset investment has suddenly increased sharply and its average annual growth rate from 2017 to 2019 only 10%. Because it is different from the regional information center, the BVAR model is forecasted three years in advance, and the model fails to adjust the forecast value of fixed asset investment in time according to the latest data, which causes the BVAR model to have a large forecast error. The changes in the actual value of the regional CPI are very close to the changes in the national CPI. We believe that the reason for the large error of the BVAR model to predict regional CPI is that the linkage relationship between regional CPI and national CPI was not considered at the beginning of the model setting, which is a congenital deficiency in the model setting. As for the BVAR model overestimating the retail sales of consumer goods in the region, we believe that the retail sales of consumer goods depend to a large extent on the prices of consumer goods because the BVAR model underestimates the consumer price index and therefore will overestimate the retail sales of consumer goods. The BVAR model and the regional information center have their own advantages in predicting the general budget revenue of regional local finance. The BVAR model has a lower MAPE value, while the regional information center Theil’s $U$ index is lower, and the average growth rate prediction error is smaller. It can be seen that, except for the regional GDP and local fiscal revenue, the BVAR model has large forecast errors in other indicators, which is obviously not as accurate as the regional information center forecast. However, if it is
Considered that the BVAR model is a three-year forecast rather than a one-year forecast and has a clear advantage in the forecast of regional GDP, the forecast error of the BVAR model for regional economic indicators is within an acceptable range.

4.5. Forecast Results of BVAR Model. In Figure 8, the predicted value of the regional economic growth rate from 2010 to 2015 is given based on the BVAR model. According to the values of the two exogenous variables, the following three situations are considered:

1. The predicted value of national GDP is predicted by the univariate ARIMA process (average growth rate is 9.31%); government transfer payments have grown at an average growth rate of 22.53% in the past five years.

2. National GDP has grown at a relatively low rate of 8.21%, and central government transfer payments have grown at an average growth rate of 22.52% in the past five years.

(3) National GDP has increased by 10.42%, and the central government transfer payment increased at a relatively high rate of 26%. These three situations can be regarded as moderate, sluggish, and high external economic environments, respectively. It can be seen from Figure 8 that the central transfer payment plays an important role in regional economic growth. Even if the national economic growth situation is not very optimistic, as long as the central transfer payment maintains a high growth rate, the regional economy can also achieve faster growth. Figure 8 shows the BVAR model forecast value of growth rate of regional GDP from 2015 to 2020.

5. Conclusion

Conventional regional econometric forecasting models and modern time series analysis and forecasting models such as ARIMA and VAR require more observations, and it is difficult to obtain the expected predictive effect in China’s regional economic forecasting. The BVAR model developed on the basis of the VAR model not only has the advantages of the VAR model, but also overcomes the problem of excessive consumption of the VAR model’s freedom. This paper takes the region as an example and establishes a BVAR model to illustrate the application of this model in regional economic forecasting. The comparison of the prediction errors of various models shows that, regardless of whether the BVAR model is in-sample or out-of-sample, the prediction errors are significantly smaller than the actual prediction models of VAR, ARIMA models, and regional provincial academies of social sciences and development and reform commissions. The BVAR model is also more accurate in predicting the turning point of the regional economic growth in 2020. This shows that the application of the BVAR model to regional economic forecasting can achieve better forecasting results. The modeling process of regional econometric models is complicated and the workload is heavy. Even the simpler quantitative forecasting models of the regional provincial academies of social sciences and the National Development and Reform Commission need to collect a lot of investment data, and some data are not public, and the forecasting process relies more on the empirical judgment of experts. The modeling process of the BVAR model is relatively simple, and there are clear standards for the determination of parameters and hyperparameters. Therefore, it has broad application prospects in China’s regional economic forecasting.
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