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Abstract—Improving adversarial robustness of neural networks remains a major challenge. Fundamentally, training a neural network via gradient descent is a parameter estimation problem. In adaptive control, maintaining persistency of excitation (PoE) is integral to ensuring convergence of parameter estimates in dynamical systems to their true values. We show that parameter estimation with gradient descent can be modeled as a sampling of an adaptive linear time-varying continuous system. Leveraging this model, and with inspiration from Model-Reference Adaptive Control (MRAC), we prove a sufficient condition to constrain gradient descent updates to reference persistently excited trajectories converging to the true parameters. The sufficient condition is achieved when the learning rate is less than the inverse of the Lipschitz constant of the gradient of loss function. We provide an efficient technique for estimating the corresponding Lipschitz constant in practice using extreme value theory. Our results in both standard and adversarial training illustrate that networks trained with the PoE-motivated learning rate schedule have similar clean accuracy but are significantly more robust to adversarial attacks than models trained using current state-of-the-art heuristics.

I. INTRODUCTION

Neural networks are vulnerable to adversarial examples (imperceptibly perturbed images that are incorrectly classified) [1], and most existing defenses are still highly susceptible to white box attacks [2], [3] (where the adversary has full access to the network and its defense mechanism).

We believe that adversarial robustness can be improved by leveraging the fact that every neural network training process (standard or robust) is a parameter estimation problem [4], where the goal is to find the true parameters of a model. A model with its true parameters, i.e., the parameters of the true mapping from its input space to output space, always maps similar inputs to similar outputs [4]. We posit (and empirically demonstrate) that this implies increased adversarial robustness for neural networks with their true parameters.

In system identification and adaptive control, Persistency of Excitation (PoE) conditions [5] are integral to robust estimation of true parameters. They restrict parameter estimation dynamics to exponentially-stable trajectories that ensure robust convergence to true values. Further, recent work [4] analyzed neural network training and identified the lack of PoE in gradient descent (GD) as a major roadblock on the path to robustness. Thus, the main challenge addressed by this work is ensuring neural network training dynamics, and specifically gradient descent dynamics, is persistently excited and converges to the network’s true parameters.

Earlier attempts to characterize PoE for GD were either impeded by a neural network’s inherent nonlinearities [6], [7] or limited to simple two layer networks and specific loss functions [4]. In this work, we overcome the nonlinearity and complexity trap faced by [4], [6], [7] with the insight of modeling GD as a discretization of an adaptive continuous-time (CT) linear time-varying (LTV) system. We take inspiration from Model-Reference Adaptive Control (MRAC) [5], where adaptive control laws are chosen such that the system’s dynamics emulate a reference system’s dynamics, to propose the following two-step approach.

First, we choose a reference family of persistently excited systems with a globally exponentially stable (GES) equilibrium at the unknown true parameters of the network. Then we prove sufficient conditions for consecutive updates of the discrete-time (DT) GD dynamics to lie on the exact discretization of a system from our reference family. Our novel two part approach theoretically guarantees convergence to the unknown true parameters of any model trained by minimizing a smooth loss with GD and empirically demonstrates increased robustness to adversarial attacks in stochastic gradient descent (SGD) based standard and adversarial training.

Our proven sufficient condition is equivalent to scaling a baseline learning rate schedule where the initial value is a function of the inverse of Lipschitz constant of the loss gradient. To ensure a rigorous evaluation with minimal increase in model training time, we estimate this second-order Lipschitz constant with an inexpensive addition to the baseline model training procedure via extreme value theory [8], [9]. To observe the utility of our persistently exciting learning schedule, we apply it to standard training on MNIST [10], CIFAR10, CIFAR100 [11] datasets, and adversarial training on CIFAR10 dataset. We see an increase in adversarial accuracy of up to 15 points against a 20-step PGD adversary [12] with perturbation budget $\epsilon = \frac{1}{255}$ in standard training and an increase up to 0.7 points in adversarial training on the competitive Autoattack benchmark [13] (with $\epsilon = \frac{8}{255}$) composed of both white-box and black-box attacks.

A. Related Work

PoE in Control Theory and Deep Learning. PoE has been thoroughly explored for CT LTV systems and is essential to robust parameter estimation in guaranteeing GES of
parameter error dynamics which ensures convergence of estimated parameters to the true values [5], [14]. For learning-based system identification, early work [15], [16] found PoE conditions for Radial Basis Functions but emphasizes the difficulty in characterizing PoE conditions for general neural networks because of the nonlinearities in the models [6], [7].

Recent seminal work in [4] aims to tackle this challenging problem. Based on the premise of robust neural networks having bounded Lipschitz constants [1], the authors derive sufficient richness conditions on the inputs to a two-layer network with ReLU activation functions trained with GD. However, their results are specific to a two-layer network initialized close to its true optima, particular loss functions and dependent on the gradient update rule. Moreover, these conditions do not scale to modern deep neural networks. To scale, they are forced to adopt an optimization trick to force noise (for PoE) into each layer of a network. This trick can also be found in other robust learning approaches [17], [18].

To avoid the issues faced in forward analysis by [4], we flip the problem around: we start with a well-characterized CT LTV family of persistently excited dynamics and then find sufficient conditions for GD updates to fit on the trajectories in this family. Our approach is only dependent on the gradient update rule and in practice, generalizes to all loss functions and scales to models that converge in training.

**Techniques for Robust Learning.** Adversarial training (AT), first introduced in [19], is currently the most effective defense to white-box attacks. AT requires solving a min-max optimization problem. The inner maximization problem is approximately solved with the PGD attack in PGD-AT [12]. A variant that modifies the inner maximization problem to tradeoff clean accuracy for robust accuracy was proposed in TRADES [20]. Further improvement with additional unlabelled data (RST) [21] has increased robustness of models on the competitive AutoAttack benchmark, a.k.a. RobustBench (an ensemble of four white-box and black-box attacks with a single hyperparameter - perturbation budget $\epsilon = \frac{8}{255}$) [13]. Employing our PoE-motivated learning rate schedule further increases the robustness of models trained with the above state-of-the-art (SOTA) AT frameworks, thereby proving its importance as a force multiplier for any training algorithm.

**Estimating Lipschitz Constant of Loss Gradient.** Several works have studied neural network Lipschitz constant estimation (e.g. [22], [9]) but here, we are concerned with the Lipschitz constant of loss gradient (denoted $L$). In [23], approximate upper bounds were derived for $L$ but to our best knowledge, no efficient estimation method has been previously proposed and implemented in practical SGD. In this work, we apply an extreme value theory approach [8], [9] and estimate $L$ in both standard and adversarial training.

**B. Contributions**

1) We propose extending PoE, with inspiration from MRAC, to neural network training to obtain sufficient conditions for convergence of GD dynamics for any model to its true parameters. Our insight into modeling GD as a sampling of an adaptive CT LTV system is vital to generalizing beyond the simple 2-layer network and certain loss functions in [4].

2) We present an efficient implementation strategy in practical SGD training, based on extreme value theory, to obtain an estimate of the initial learning rate in a learning schedule for PoE. We also detail a simple heuristic to tune batch size to satisfy a principal assumption in our derivation.

3) We demonstrate the effectiveness of our approach in standard training with SGD on MNIST, CIFAR10, and CIFAR100 (up to 15 points accuracy increase on 20-step, $\epsilon = 1/255$ PGD attack) & with various SOTA adversarial trained CIFAR10 models on the competitive AutoAttack benchmark (universal improvements of up to 0.7 points with $\epsilon = 8/255$).

II. PROBLEM FORMULATION

In this Section, we mention some preliminaries from adaptive control & GD and then formally state our problem.

**Adaptive Control Preliminaries:** For a continuous-time (CT) linear time-varying (LTV) system given by,

$$\dot{x}(t) = -\Phi(t)x(t) + u(t), \quad t \geq 0$$

with $x(t) \in \mathbb{R}^d$, $\Phi(t) \in \mathbb{R}^{d \times p}$, PoE is defined as follows.

**Definition 1 (PoE [5]).** The signal $\Phi(t) : \mathbb{R}^d \rightarrow \mathbb{R}^{d \times p}$ is persistently exciting if there exists $\mu_1, \mu_2, T_0 > 0$ such that,

$$\mu_2I \geq \int_{t}^{t+T_0} \Phi(s)\Phi(s)^T ds \geq \mu_1I$$

where $I$ is the $d \times d$ Identity matrix.

PoE and GES are connected via the following lemma.

**Lemma 1 (PoE and GES [5, Theorem 2.5.1]).** If $\Phi(t)$ is piece-wise continuous and persistently exciting, then system (1) is GES.

Lemma 1 ensures GES convergence of states on (1) to their equilibrium and informs our definition of the persistently exciting reference family for GD updates to track.

**GD Preliminaries.** We represent feature space with $X$, label space with $Y$ and model with parameters $\Theta \in \mathcal{P}$ given by $h_\Theta : X \rightarrow Y$. In the theoretical part of this work, we focus on model training with GD wherein, we represent the training data with $(X,Y) \in X \times Y$ and the loss function minimized with $L : Y \times Y \rightarrow \mathbb{R}$. We denote the vectorized version of parameters as $\theta = \text{vec}(\Theta) \in \mathbb{R}^d$, vectorized loss gradients as $\nabla L(\theta) = \text{vec}(\nabla L(h_\Theta(X), Y)) \in \mathbb{R}^d$, and learning rate as $\eta$. Now, we write the vectorized GD update step below.

**Definition 2 (Vectorized GD Update).** The vectorized form of the $k$th update step in GD for training a model $h_\Theta$ on training data $(X,Y)$ by minimizing loss $L(h_\Theta(X), Y)$ with learning rate $\eta^k$ is given by

$$\theta^{k+1} = \theta^k - \eta^k \nabla L(\theta^k), \quad k = 1, 2, \ldots$$

The above definition casts GD into a DT nonlinear time-varying (NLTV) system. Analyzing this system for a particular loss function $l$ and model architecture $h_\Theta$ is intractable for increasingly larger models trained by minimizing custom loss functions. We propose a bottom-up solution for this problem.
First, we choose a family of persistently excited CT dynamics such that all of its members converge exponentially fast to the unknown true parameters (denoted $\theta^*$) of a model. In this work, we conjecture (and empirically demonstrate in Sections IV, V) that the true parameters coincide with the maximal $\epsilon$-robust optimum (where an $\epsilon$-robust optimum provides a model with the same output for all inputs in a ball of perturbation size $\epsilon$ around any input in domain $\mathcal{X}$).

Second, we find sufficient conditions to constrain consecutive states of the DT NLTV system in (3) to lie on discretized trajectories from the aforementioned family. Through these two steps we obtain sufficient conditions for convergence of GD updates to the true parameters of the model. We tackle the first of the two steps below by choosing the following family of dynamics with each member of the family, for $k \geq 1$, starting at the $k$th GD update ($\theta^k$).

**Definition 3 (Reference Family of Persistently Exciting CT Systems).** The reference family of persistently exciting CT systems, with GES equilibrium at $\theta^*$, that governs the evolution of a state vector $\Gamma(t) \in \mathbb{R}^d$, $t \geq k$ with initial value $\Gamma(k) = \theta^k$, is given by

$$\dot{\Gamma}(t) = -\Phi(t)\Phi(t)^\top(\Gamma(t) - \theta^*)$$

(4)

where $\Phi(t) = \Phi^k \forall t \in [k, k + 1]$ is piecewise-constant matrix $\in \mathbb{R}^{d \times p}$ and $\Phi^k \Phi^k$ is full rank $\forall k$.

Equation (4) is a form of the CT LTV system in (1) with an equilibrium at $\theta^*$. Our choice of $\Phi(t)$ in the above definition ensures that $\Phi(t)$ is persistently exciting and consequently that the system in (1) has GES equilibrium (Proved in Section III). Finally, we formally state the problem considered below.

**Problem Statement 1 (PoE of GD).** We aim to find sufficient conditions for every pair of consecutive $k$th-step GD updates $\theta^k, \theta^{k+1}$ (Definition 2) to lie on a discretized trajectory from the reference persistently excited CT family in Definition 3.

We remark that any mention of ‘PoE of GD’ in this work denotes the above desired property of the GD dynamics.

III. MAIN THEORETICAL RESULTS ON LEARNING RATES FOR POE OF GD

In this section, we present our main theoretical result in Theorem 1 which proposes an upper bound on learning rates to accomplish our problem statement. We also discuss the proven sufficient condition and its existing connections. Before stating Theorem 1, we present our assumptions below.

**Assumption 1 ($\mathcal{L}$-Smooth Loss Function).** The loss function is $\mathcal{L}$-smooth if its gradient $\nabla l : \mathbb{R}^d \to \mathbb{R}^d$ is $\mathcal{L}$-Lipschitz, i.e. there exists a constant $\mathcal{L} > 0$ such that

$$\forall \theta_1, \theta_2 \in \mathbb{R}^d, \|\nabla l(\theta_2) - \nabla l(\theta_1)\|_2 \leq \mathcal{L}\|\theta_2 - \theta_1\|_2.$$  

$\mathcal{L}$ is also called the second-order Lipschitz constant. $\mathcal{L}$-smoothness is a commonly recurring assumption in optimization theory [24], [25]. In practice, standard and adversarial losses are smooth for certain models [26], [27] and not others. Yet, in Section V, our approach results in increased robustness for a wide variety of architectures.

**Assumption 2 (Acuteness of descent directions).** The angle between the $k$th descent direction and the next true descent direction (from $(k+1)$th update to true parameters) is acute. i.e. $(\theta^k - \theta^{k+1})^\top(\theta^{k+1} - \theta^*) \geq 0$

(6)

Assumption 2 states that the local gradient and true gradient are acute, an intuitive property of GD with training data that is representative of the population. Further, we monitor this assumption in our experiments in Section IV and observe that it is indeed satisfied throughout model training with large batch SGD and with GD (full-batch SGD). Thus, leveraging Assumptions 1, 2, we state the main theorem below.

**Theorem 1 (Sufficient Conditions for PoE of GD).** Consider a model trained via GD with a learning rate schedule given by $(\eta^k)_{k \geq 1}$ by minimizing a $\mathcal{L}$-smooth loss (Assumption 1) and satisfying Assumption 2. We have PoE of GD and hence convergence of GD updates to the model’s true parameters if $\eta^k < 1/\mathcal{L}$ for all $k$.

Proof. We begin with our sufficient condition: $\eta^k < \frac{1}{\mathcal{L}}$ which can be rewritten as $\mathcal{L} < \frac{1}{\eta^k}$ such that,

$$\|\nabla l(\theta^k) - \nabla l(\theta^*)\|_2 < \frac{1}{\eta^k}$$

(7)

Observing the gradient at the optima is zero in (7), i.e., $\nabla l(\theta^*) = 0$, we have, $\|\nabla l(\theta^*)\|_2 < \frac{1}{\eta^k} \iff \eta^k\|\nabla l(\theta^*)\|_2 < \|\theta^k - \theta^*\|_2$. By substituting (3), we have,

$$\|\theta^k - \theta^{k+1}\|_2 < \|\theta^k - \theta^*\|_2 \iff \|U^\top(\theta^k - \theta^{k+1})\|_2 < \|U^\top(\theta^k - \theta^*)\|_2 \forall U \in SO(d)$$

where $SO(d)$ is the set of orthonormal rotation matrices in $d$-dimensions (since rotated vectors maintain their magnitudes).

Now, choosing $U = [v_1, v_2, v_3, \ldots, v_d]$, $v_i \cdot v_j = 0$, $\|v_i\|_2 = 1$ where (for infinitesimally small $\delta > 0$),

$$v_1 = \frac{(\theta^k - \theta^{k+1}) - \delta(\theta^k - \theta^*)}{\|((\theta^k - \theta^{k+1}) - \delta(\theta^k - \theta^*))\|_2}$$

(8)

$$v_2^\top v_1 = 0 \implies v_2^\top(\theta^k - \theta^{k+1}) - \delta v_2^\top(\theta^k - \theta^*) = 0$$

(9)

then we can write, $(\theta^k - \theta^{k+1}) = a_1 v_1 + a_2 v_2$ and $(\theta^k - \theta^*) = b_1 v_1 + b_2 v_2$ for constants $a_1, a_2, b_1, b_2$ as follows.

$$a_1 = v_1^\top(\theta^k - \theta^{k+1}) = \frac{\|\theta^k - \theta^{k+1}\|_2^2 - \delta(\theta^k - \theta^{k+1})^\top(\theta^k - \theta^*)}{\|((\theta^k - \theta^{k+1}) - \delta(\theta^k - \theta^*))\|_2}$$

(10)

$$b_1 = v_1^\top(\theta^k - \theta^*) = \frac{(\theta^k - \theta^*)^\top(\theta^k - \theta^*) - \delta\|\theta^k - \theta^*\|_2^2}{\|((\theta^k - \theta^{k+1}) - \delta(\theta^k - \theta^*))\|_2}$$

(11)

$$a_2 = v_2^\top(\theta^k - \theta^{k+1}) = \delta v_2^\top(\theta^k - \theta^*) \quad (via \ (9))$$

(12)

$$b_2 = v_2^\top(\theta^k - \theta^*)$$

(13)

From Assumption 2, we have

$$\frac{(\theta^k - \theta^{k+1})^\top(\theta^k - \theta^*)}{\|\theta^k - \theta^{k+1}\|_2^2} = 1 + \frac{(\theta^k - \theta^{k+1})^\top(\theta^{k+1} - \theta^*)}{\|\theta^k - \theta^{k+1}\|_2^2} \geq 1 \ (from \ (6))$$

(14)
Therefore, in the limit of $\delta \to 0$, we have $b_1 \geq a_1 > 0$ (from (10), (11), (14)) and $b_2 > a_2 \to 0^+$. The latter is because as $\delta \to 0$, we have $v_1$ lying along $(\theta^k - \theta^{k+1})$ which means, from (14), $v_1$ and $(\theta^k - \theta^*)$ are acute. This in turn implies $v_2$ and $(\theta^k - \theta^*)$ are acute and hence from (13), $b_2 > 0$ and from (12), $a_2 \to 0$ from the positive side.

Thus, for the above choice of $U$, in the limit of $\delta \to 0$, we have, $U^T(\theta^k - \theta^{k+1}) = [v_1^T, v_2^T, \ldots, v_{d}^T](a_{1}v_1 + a_{2}v_2)^T = [b_1, b_2, 0, \ldots, 0]^T = [v_1^T, v_2^T, \ldots, v_{d}^T](b_1v_1 + b_2v_2) = U^T(\theta^k - \theta^*)$.

Continuing in the limit of $\delta \to 0$ and choosing $\Sigma = \text{diag}(a_1, a_2, c_3, \ldots, c_d)$ where $0 < c_i < 1$ for $i = 3, \ldots, d$ (note $0 < \Sigma < I$), we can scale down the right hand side vector above to match the left hand side vector as follows,

$$U^T(\theta^k - \theta^{k+1}) = \Sigma U^T(\theta^k - \theta^*)$$

$$\iff (\theta^k - \theta^{k+1}) = (I - e^{-\Phi^k \Phi^T}) (\theta^k - \theta^*)$$

(15)

Since $\Phi^k \Phi^T$ is full rank and we observe $(I - e^{-\Phi^k \Phi^T}) = V D V^T$ with $V \in SO(d)$ and diagonal $0 < D < I$, we can choose $\Phi^k$ such that $V = U$ and $D = \Sigma$. Rewriting (15),

$$\theta^{k+1} - \theta^* = e^{-\Phi^k \Phi^T} (\theta^k - \theta^*)$$

(16)

Since (16) is equivalent to the discretization of the CT dynamics of system (4) in time interval $[k, k + 1]$ with $\Gamma(k+1) = \theta^k + 1$ and initial value $\Gamma(k) = \theta^k$, we have proven that $\theta^k, \theta^{k+1}$ lie on the discretized trajectory of said system from the reference family of Definition 3.

Finally, since $\Phi^k \Phi^T$ is full rank and $\Phi^k \Phi^T$ is positive definite, the system from (4) in time interval $[k, k + 1]$ given by $\Gamma(t) = -\Phi^k \Phi^T (\Gamma(t) - \theta^*), t \geq k$ is persistently excited (since for any $T > 0$, we have $\int_0^T \Phi^k \Phi^T ds = \Phi^k \Phi^T T$ and $0 < \lambda_{\text{min}} T \leq \Phi^k \Phi^T \leq \lambda_{\text{max}} T$ where $\lambda_{\text{min}}, \lambda_{\text{max}}$ are the minimum and maximum eigenvalues of positive definite $\Phi^k \Phi^T$) and has GESt equilibrium at true optimum $\theta^*$. \hfill $\square$

Next, we provide some discussions on the main result.

Remark 1. On sufficient conditions for PoE and the conservative upper bound of $1/\mathcal{L}$. It is worth noting that the proof has two sufficient conditions: full rankness of $\Phi^k \Phi^T$ which is sufficient but not necessary for PoE and $\eta^k < 1/\mathcal{L}$ which is sufficient but not necessary for Inequality (7) to hold. With these 2 sufficient conditions, our upper bound $1/\mathcal{L}$ is conservative and values greater than it may also ensure PoE. In fact, inspired by empirical successes in Sections IV, V we later conjecture that an upper bound of $2/\mathcal{L}$ may ensure PoE. Further, a necessary & sufficient condition for PoE instead of the first sufficient condition above may provide a larger upper bound and is an interesting open problem.

Remark 2. On the connection to convex optimization.

In GD on a $L-$smooth and convex loss function, a learning rate choice of $\eta^k \leq \frac{1}{L}$ guarantees monotonic progress to the minima [24]. Our similar result is expected because every persistently exciting trajectory, on which states converge exponentially fast to minima $\theta^*$, is a convex shortcut from $\theta^k$ to $\theta^*$ through $\theta^{k+1}$ that may/may not lie on the loss surface. This relationship provides an interesting intuition for our approach and strengthens its validity.

Remark 3. On training with a constant learning rate and GD vs SGD. In GD on any $L-$smooth differentiable loss function with a fixed learning rate $\eta$, the algorithm converges to local minima if $\eta < \frac{C}{2L}$ [25]. Thus, if a model converges via GD with a fixed learning rate, halving it should be adequate for PoE. Unfortunately the simplicity of dividing by 2 does not always work in practice because modern neural network training algorithms, faced with GPU constraints, use SGD rather than GD and learning schedules rather than a constant learning rate for which this holds. We discuss this gap ahead.

IV. IMPLEMENTATION IN SGD TRAINING

In practice, models are trained with SGD and its variants [24] rather than GD where a slowly-decaying learning rate schedule (such as a sequence obeying $\sum_k \eta^k = \infty$, $\sum_k \eta^k 2^{-k} < \infty$ [28]) is often necessary for training to converge in the first place. Thus, in this Section, we present an implementation strategy for SGD based training that satisfies Theorem 1, Assumption 2 and actually converges.

A. PoE-motivated learning rate schedules for SGD

We assume a baseline learning rate schedule, $(\gamma^k)_{k \geq 1}$ with $\gamma^k \leq \gamma^1 \forall k$, that ensures convergence to a local optima. Our PoE-motivated learning rate schedule starts at $\eta^1 = \frac{1}{L_{\text{est}}}$ and is subsequently scaled in the same way as the baseline schedule, i.e. $\eta^k = \eta^1 2^{-k} \forall k \geq 2$. Our algorithm for obtaining $L_{\text{est}}$ (see Section IV-B) always provides an estimate larger than the true value [8], [9] ensuring that $\eta^1 = \frac{1}{L_{\text{est}}} < \frac{1}{L_{\text{true}}}$ and since $\eta^k \leq \eta^1 \forall k \geq 2$, Theorem 1 is satisfied. Further, by following a similar annealing cycle as the baseline schedule, we have convergence in practice. Lastly, following Remark 1, we analyze another schedule, a.k.a. largest convergent schedule, where $\eta^1 = 2/\mathcal{L}_{\text{est}}$ and we similarly scale subsequent values $\eta^k = \eta^1 2^{-k} \forall k \geq 2$. This too ensures convergence in practice and we later conjecture in Section VI that it also leads to PoE. Figure 1 shows an example of these schedules for typical annealing strategies.

Our choice of initial learn rate $\eta^1 = \frac{1}{L_{\text{est}}}$ which is close to Theorem 1’s upper bound stems from an experimental analysis of adversarial accuracy versus learning rate. We trained LeNet5 models [10] (with ReLU/Tanh activations) with various constant learning rates for 10 epochs via SGD on MNIST. Each trained model is evaluated against a 40-step $l_\text{inf}$ attack with $\varepsilon = 0.3$. Plotting the clean and PGD attack accuracy in Figure 2, we see that PGD attack accuracy peaks near the largest learning rate at which the model converges to a local optima (i.e. when clean accuracy is close to 100%), theoretically given by $\frac{1}{L_{\text{est}}}$. Also, at this point (our upper bound of $\gamma^1$), we notice PGD attack accuracy is still high but drops immediately on the left. This drop can be explained by the ill-conditioning of $[|\nabla l(\theta^k)|/||\theta^k - \theta^*||]$ term in (7) where the denominator is small for small learning rates. Moreover, since it is hard to predict the exact drop point, we stay close to the upper bound and use $\eta^1 = \frac{1}{L_{\text{est}}}$ & $\eta^k = \frac{2}{L_{\text{est}}}$. 1524
B. Estimation of Certified Lipschitz Constant \( \mathcal{L}_{est} \)

Inspired by [8], [9], we estimate \( \mathcal{L} \) with three steps:

1. We collect average loss gradient and model parameters after each epoch in baseline training (i.e. with the baseline schedule). They’re denoted by \( \langle \nabla l(\theta^i), \theta^i \rangle \) for constant learning rate \( lr \) used in training. The largest convergent and the PoE-motivated lr’s have higher PGD accuracy than baseline lr \( lr = 0.1 \).

2. We estimate a Lipschitz constant by sampling \( N \) points, computing \( N/2 \) slopes between consecutive pairs as \( s_i = \frac{|\langle \nabla l(\theta^{i+1}) - \nabla l(\theta^i), \theta^{i+1} - \theta^i \rangle|}{M} \), \( i = 1, 3, 5, ..., N \) and finding the maximum. \( l = \max \{s_1, s_3, s_5, ..., s_N \} \). We repeat this \( M \) times and applying the Fisher–Tippett–Gnedenko theorem [8], fit a 3 parameter (shape, location, scale) reverse Weibull distribution to \( \{s_1, ..., s_M \} \) given an initial shape value. The fitted scale parameter is the desired estimate of Lipschitz constant.

3. We certify our estimated Lipschitz constant by iterating between Step (2) and a Kolmogorov–Smirnov (K-S) test to test that our samples \( \{s_1, ..., s_M \} \) are drawn from a reverse Weibull distribution with the Step (2)’s fitted parameters. Out of various \( p \)-values obtained, we choose the Lipschitz constant (i.e. scale parameter) with the highest \( p \)-value. However, a question remains, how are hyperparameters \( M, N \) tuned?

A heuristic for hyper-parameter (M, N) tuning. We repeat steps (2), (3) for different \( M, N \) and choose the Lipschitz constant from the case when at least one \( p \)-value is both larger and smaller than a mid-to-large significance value \( \alpha = 0.4 \) to 0.6. This heuristic works well in practice. Using the above, we estimate \( \mathcal{L}_{est} \) for ResNet20 standard training (i.e. minimizing cross-entropy loss on clean images) with \( \alpha = 0.55, M = 200, N = 100 \). Plotting clean & PGD accuracy in Figure 3, we observe that models trained with the PoE-motivated and largest convergent schedules are more robust than the baseline while matching its clean accuracy.

Comparison to grid search: By having to train a baseline model to estimate \( \mathcal{L} \) before training with a PoE schedule, we have a \( 2 \times \) increase in training time. Grid search, on the other hand, is not theoretically motivated and is unlikely to obtain an optimal learning rate schedule in just 2 training rounds. Thus, our PoE-motivated approach is the clear winner.

C. Batch size selection for Assumption 2

Following the discussion post Assumption 2 and with the parameters saved every epoch in Section IV-B, we monitor Inequality (6) in ResNet20, 50 standard training on CIFAR10 with \( \theta^* \) set to the final parameters. Plotting the fraction of total epochs in which it holds against batch size in Figure 4, we see that it is indeed satisfied for all epochs when trained with large batch sizes but faces GPU memory constraints & clean accuracy degradation [29] with said large batch sizes. For the tradeoff, we find that a simple heuristic of starting with the smallest batch size at which Assumption 2 holds & decreasing until a clean accuracy threshold (here, 0.8 on CIFAR10, 0.6 on CIFAR100) is reached, works in practice.

V. RESULTS

Following implementation details in Sections IV-B, IV-C, we perform standard training and AT with baseline, PoE-motivated and largest convergent schedules. The clean & adversarial accuracy (across 5 random seeds) & relevant parameters for standard training is presented in Table I; for AT in Table II. For standard training, we analyze ResNet20, 50, 110 [30] & DenseNet 40 [31] on CIFAR10 & the latter 3 on CIFAR100. The baseline training starts at \( \eta^1 = 0.1 \). We test each trained model on a 20-step PGD adversary with \( \epsilon = \frac{1}{255} \) & step-size \( 0.1 \). We also use the PyTorch baseline’s standard weight decay 1e-4, momentum 0.9, and a step schedule with learning rate scaled down by 10 at epochs 81, 122 for ResNets & 150, 225 for DenseNet. For CIFAR10 AT, we train ResNet50 in PGD-AT framework [12]; WideResNet (WRN) 34-10 [32] in TRADES [20]; WRN 28-10 in RST [21]. PGD-AT & TRADES decay \( \eta \) by 10 every 50 epochs & once at the 75th epoch respectively. RST uses 500K additional unlabelled images from the TinyImages dataset [21] & a cosine annealing schedule. We follow the SOTA.
code of all three AT methods for other hyperparameters & test on Autoattack with $\epsilon = 8/255$.

VI. DISCUSSION AND FUTURE WORK

Table I shows a clear improvement in PGD attack accuracy over baseline (while maintaining similar clean accuracy) with both the largest convergent and PoE-motivated schedules. This demonstrates that our approach is promising in practical SGD. In Table II, across various AT frameworks/models evaluated on Autoattack (where small improvements are measured), we have consistent increase in Autoattack accuracy over SOTA and continued clean accuracy similarity with our schedules. Thus, we note that, even with the varied dynamics of AT frameworks, our approach acts as a ‘force-multiplier’ for robustness.

Lastly, based on the success of the largest convergent schedule & our conservative upper bound, we conjecture that starting with a learning rate just below $\frac{\eta}{2}$ also guarantees PoE of GD. An immediate next step includes proving the conjecture. In addition, future work can focus on extending our sufficient condition proof (for PoE of GD) to PoE of SGD and its variants.
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