TWISTOR LIFTS AND FACTORIZATION FOR CONFORMAL MAPS FROM A SURFACE TO THE EUCLIDEAN FOUR-SPACE

KAZUYUKI HASEGAWA AND KATSUHIRO MORIYA

Abstract. A conformal map from a Riemann surface to the Euclidean four-space is explained in terms of its twistor lift. A local factorization of a differential of a conformal map is obtained. As an application, the factorization of a differential provides an upper bound of the area of a super-conformal map around a branch point.

1. Introduction

In classical surface theory, we consider an oriented surface to be the image of an isometric immersion from a two-dimensional oriented Riemannian manifold. To investigate the Riemannian geometric properties, we frequently employ an orthogonal complex structure that is compatible with the orientation of a two-dimensional Riemannian manifold. We employ theory of holomorphic functions, Riemann surfaces and holomorphic vector bundles. This method is successful and has been investigated in various studies. For example, several important examples of minimal surfaces in Euclidean space are constructed by a meromorphic function and a holomorphic one-form on a Riemann surface by the Weierstrass representation formula [6], [20]. The Hopf’s theorem for constant mean curvature surfaces is proven by the holomorphic Hopf differential [11]. A holomorphic function is a (branched) conformal immersion and the theory of holomorphic functions is a successful theory. We obtain an idea for constructing a theory of conformal immersions so that it includes the theory of holomorphic functions.

The paper [17] seems to be one of initial significant achievements using by this idea. They refer to a branched conformal immersion from a Riemann surface to the four-dimensional Euclidean space $E^4$ as a conformal map. A conformal map is considered to be a holomorphic map from a Riemann surface to the four-dimensional Euclidean space with respect to an almost complex structure along $f$. The subsequent papers show that this approach is fruitful. For example, [7] introduces quaternionic holomorphic curves, which include holomorphic curves in complex projective space and obtains theorems that hold for holomorphic curves in complex projective space as special cases.

The almost complex structure along a conformal map is considered to be a map from a Riemann surface to the twistor space of $E^4$. A twistor lift is a pair that consists of a conformal map and an almost complex structure along the conformal map. An almost complex structure is invariant under conformal transforms of $E^4$.
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We can expect that the twistor space is useful for studying conformal maps. We implement this idea in this paper.

The twistor theory serves an important role in the study of surfaces in four-dimensional Riemannian manifolds, in particular, minimal surfaces (see [3] and [8], for example). Quaternionic holomorphic geometry [4] is another useful theory for studying the surfaces in the special case. As shown in Section 5 there is a close relation between the theory of twistor lifts and quaternionic holomorphic geometry. The use of twistor lifts has the advantage that it induces a factorization of the differential of a conformal map into a factor which describes intrinsic geometry of a surface and other factors which describe extrinsic geometry of a surface. More precisely, in Section 3 we show that the differential of a conformal map is factored by two maps into Sp(1) and a (1,0)-form locally. We refer to it as a canonical factorization. We note that the (1,0)-form gives the intrinsic Riemannian invariant of a conformal map. The maps into Sp(1) give the generalized Gauss map of a surface.

Our approach is motivated by researches of spinor structures for surfaces in three or four-space. If the ambient space is $\mathbb{E}^3$, Theorem 3.1.1 in [10] provides a canonical way for determining a spinor structure of $f^*\mathcal{T}\mathbb{E}^3$ for a given conformal immersion $f$. However, this way does not work for immersions into $\mathbb{E}^4$. In [1], fixing a spinor structure of the tangent bundle of a Riemann surface and that of the normal bundle, a representation formula for immersions into four-dimensional space form is obtained. In this paper, we fix a spinor structure of the tangent bundle of $\mathbb{E}^4$. Therefore we begin our discussion with recalling the twistor space of $\mathbb{E}^4$ after Salamon [18] through the spinor structure. This also leads that the relation between the theory of twistor lifts and quaternionic holomorphic geometry is clarified.

In Section 3 we define a conformal map using a map from a Riemann surface to the twistor space and explain that this definition coincides with the definition of a conformal map in [17]. Among twistor lifts of conformal maps, we distinguish a special lift that we refer to as a canonical lift. The canonical lift induces the canonical factorization of a differential of a conformal map. In section 4 we have a relation between the area of a conformal map and its canonical lifts. In Section 5 the relation between the theory of twistor lifts and quaternionic holomorphic geometry is given. In the last section, we give an application of the the canonical factorization to super-conformal maps.

The authors would like to thank the referees for their valuable comments to improve the presentation of this paper.

2. Preliminaries

Throughout this paper, all manifolds and maps are assumed to be smooth. We review the twistor space of $\mathbb{E}^4$ after Salamon [18].

2.1. Elementary representation theory. Let $V$ be a real four-dimensional vector space and let $\langle \cdot , \cdot \rangle$ be an inner product on $V$. We denote the norm of $v \in V$ by $|v|$. Let $(J_1, J_2, J_3)$ with $J_1 \circ J_2 = J_3$ be a hypercomplex structure of $V$ such that $\langle \cdot , \cdot \rangle$ is Hermitian with respect to $(J_1, J_2, J_3)$.

We consider $V$ to be a right quaternionic module by

$$v(a_0 + a_1i + a_2j + a_3k) = va_0 - (J_1v)a_1 - (J_2v)a_2 - (J_3v)a_3$$
for $v \in V$ and $a_0, a_1, a_2, a_3 \in \mathbb{R}$.

Fix $v_0 \in V$ with $|v_0| = 1$. Define quaternionic linear automorphisms $\tilde{J}_1$, $\tilde{J}_2$, and $\tilde{J}_3$ of $V$ by $\tilde{J}_n v_0 = -J_n v_0$ ($n = 1, 2, 3$). Then $(\tilde{J}_1, \tilde{J}_2, \tilde{J}_3)$ is a hypercomplex structure of $V$ with $\tilde{J}_1 \circ \tilde{J}_2 = \tilde{J}_3$ such that $\langle \ , \rangle$ is Hermitian with respect to $(\tilde{J}_1, \tilde{J}_2, \tilde{J}_3)$. We consider $V$ to be a left quaternionic module by

$$(a_0 + a_1 i + a_2 j + a_3 k)v = a_0 v + a_1 \tilde{J}_1 v + a_2 \tilde{J}_2 v + a_3 \tilde{J}_3 v.$$ 

We note that $i v_0 = v_0 i$, $j v_0 = v_0 j$ and $k v_0 = v_0 k$. Then, $V$ is isomorphic to the non-commutative associative algebra of all quaternions $\mathbb{H}$. We often identify $V$ with $\mathbb{H}$ in this manner. The vector $v_0 \lambda = \lambda v_0 \in V$ with $\lambda \in \mathbb{H}$ is identified with $\lambda \in \mathbb{H}$. The set $U = \{v_0 \lambda : \lambda \in \mathbb{C}\}$ is identified with the set of all complex numbers $\mathbb{C}$.

We obtain an orthogonal decomposition of $V$ by real vector spaces

$$V = V_c \oplus V_c^\perp, \ V_c = \{v_0 r : r \in \mathbb{R}\}.$$ 

Then, $V_c$ is identified with the set $\text{Re} \, \mathbb{H}$ of all real parts of quaternions and $V_c^\perp$ is identified with the set $\text{Im} \, \mathbb{H}$ of all imaginary parts of quaternions. We denote the quaternionic conjugate of $v \in V \cong \mathbb{H}$ by $\overline{v}$.

If we consider $V$ to be a right complex vector space with the complex structure $-J_1$, then we denote it by $V_+$. We obtain $V_+ = U \oplus k U$. If we consider $V$ to be as a left complex vector space with complex structure $-\tilde{J}_1$, then we denote it by $V_-$. We obtain $V_- = U \oplus j U$.

For any $v \in V$ with $|v| = 1$, a quadruplet $(v, -J_1 v, -J_3 v, -J_2 v)$ is an orthonormal basis of $V$. The ordered orthonormal basis

$$\bar{v}_0 := (v_0, -J_1 v_0, -J_3 v_0, -J_2 v_0)$$

determines an orientation. When we identify $V$ with $\mathbb{H}$, the ordered basis $\bar{v}_0$ is identified with $(1, i, k, j)$. The set of all orthonormal ordered bases $(v_1, v_2, v_3, v_4)$ with the same orientation as $\bar{v}_0$ constitutes the special orthogonal group $\text{SO}(4)$ by the relation

$$(v_1, v_2, v_3, v_4) = (v_0, -J_1 v_0, -J_3 v_0, -J_2 v_0) \beta, \ \beta \in \text{SO}(4).$$

Let $I$ be an orthogonal complex structure of $V$. The set of all orthonormal ordered bases of the form $(v_1, -I v_1, v_2, -I v_2)$ with the same orientation as $\bar{v}_0$ constitutes a subgroup of $\text{SO}(4)$, which is isomorphic to the unitary group $U(2)$ by

$$(v_1, -I v_1, v_2, -I v_2) = (v_0, -J_1 v_0, -J_3 v_0, -J_2 v_0) \beta, \ \beta \in U(2).$$

The set of all orthonormal ordered bases of the form $(v_1, -J_1 v_1, -J_3 v_0, -J_2 v_0)$ with the same orientation as $\bar{v}_0$ constitutes a subgroup of $U(2)$, which is isomorphic to the unitary group $U(1)$ by

$$(v_1, -J_1 v_1, -J_3 v_0, -J_2 v_0) = (v_0, -J_1 v_0, -J_3 v_0, -J_2 v_0) \beta, \ \beta \in U(1).$$

The group $U(1)$ is isomorphic to the set of all unit complex numbers. Similarly, the set of all orthonormal ordered bases of the form $(v_0, -J_1 v_0, v_2, -J_1 v_2)$ with the same orientation as $\bar{v}_0$ constitutes a subgroup of $U(2)$, which is isomorphic to the unitary group $U(1)$ by

$$(v_0, -J_1 v_0, v_2, -J_1 v_2) = (v_0, -J_1 v_0, -J_3 v_0, -J_2 v_0) \beta, \ \beta \in U(1).$$
The set of all orthonormal ordered bases of the form \((v, -J_1v, -J_3v, -J_2v)\) with the same orientation as \(\tilde{v}_0\) constitutes a subgroup of \(SO(4)\), which is isomorphic to the symplectic group \(Sp(1)\) by
\[
(v, -J_1v, -J_3v, -J_2v) = (v_0, -J_1v_0, -J_3v_0, -J_2v_0) \beta, \quad \beta \in Sp(1).
\]
The symplectic group \(Sp(1)\) is isomorphic to the group of all unit quaternions. A double-covering \(\phi: Sp(1) \times Sp(1) \to SO(4)\) is defined by
\[
(\alpha_1, \alpha_2) = a(-J_1v_0)b_{-1}^{-1}, \quad a(-J_3v_0)b_{-1}^{-1}, \quad a(-J_2v_0)b_{-1}^{-1}
\]
where \(a, b \in Sp(1)\). We fix a complex line \(L\) into \(Sp(1)\). Then, \(Sp(1)\) is a double-covering \(Sp(1) \to Sp(1)\) isomorphic to \(SO(3)\). The map \(\phi\) composed with the inclusion \(a \mapsto (a, a)\) of \(Sp(1)\) into \(Sp(1) \times Sp(1)\) is a double-covering \(Sp(1) \to SO(3)\).

The maps \(\phi_{U(1) \times Sp(1)} \) and \(\phi_{Sp(1) \times U(1)}\) are double-coverings of \(U(2)\). Selecting the double-covering \(\phi_{U(1) \times Sp(1)}\), we obtain
\[
SO(4)/U(2) \cong (Sp(1) \times Sp(1))/(U(1) \times Sp(1)) = Sp(1)/U(1).
\]
We fix a complex line \(L = \{v_0 \lambda : \lambda \in \mathbb{C}\}\) in \(V_+\). Let \(a = a_0 + a_1i + a_2k + a_3j\). Then, \(aL = \{v_0(a_0 + a_1i) - (J_3v_0)(a_2 + a_3j)\lambda : \lambda \in \mathbb{C}\}\) is a complex line. Let \((W_0, W_1)\) be a holomorphic coordinate of \(V_+\) such that \(V_+ = \{v_0W_0 - (J_3v_0)W_1 : W_0, W_1 \in \mathbb{C}\}\) and let \([W_0, W_1]\) be the homogeneous coordinate of \(\mathbb{P}(V_+).\) Then, \(aL = [a_0 + a_1i, a_2 + a_3j]\). For \(a \in Sp(1)\), we denote \(aU(1) \in Sp(1)/U(1)\) by \(a^\beta\). The correspondence \(a^\beta \mapsto aL\) for any \(a \in Sp(1)\) identifies \(Sp(1)/U(1)\) with \(\mathbb{P}(V_+).\)

Consider \(Sp(1)\) as the three-dimensional sphere \(S^3 = \{a \in \mathbb{H} : |a| = 1\}\). Let \(S^2\) be the two-dimensional sphere \(\{a \in \text{Im} \mathbb{H} : |a| = 1\}\). We obtain the Hopf map \(H: S^3 \to S^2, H(a) = aia^{-1}\) of the Hopf fibration. The map \(\Phi_+: Sp(1)/U(1) \to S^2\) defined by \(\Phi_+(a^\beta) = aia^{-1}\) identifies \(Sp(1)/U(1)\) with \(S^2\).

There is a bijective map \(I_+\) from \(Sp(1)/U(1)\) to the set of all orthogonal complex structures of \(V\) such that
\[
(v_1, -I_+(a^\beta)v_1, v_2, -I_+(a^\beta)v_2) = (v_0, -J_1v_0, -J_3v_0, -J_2v_0) \phi(a, b).
\]
Similarly, selecting the double-covering \(\phi_{U(1) \times Sp(1)}\), we obtain
\[
SO(4)/U(2) \cong (Sp(1) \times Sp(1))/(Sp(1) \times U(1)) = Sp(1)/U(1).
\]
For \(b^{-1} \in Sp(1)\), we denote \(U(1)b^{-1} \in Sp(1)/U(1)\) by \((b^{-1})^\sharp\). The correspondence \((b^{-1})^\sharp \mapsto \text{Lab}^{-1}\) for any \(b^{-1} \in Sp(1)\) identifies \(Sp(1)/U(1)\) with \(\mathbb{P}(V_-).\) The map \(\Phi_-: Sp(1)/U(1) \to S^2\) defined by \(\Phi_-((b^{-1})^\sharp) = bb^{-1}\) identifies \(Sp(1)/U(1)\) with \(S^2\). The bijective map \(I_-\) from \(Sp(1)/U(1)\) to the set of all orthogonal complex structures of \(V\) exists such that
\[
(v_1, -I_-((b^{-1})^\sharp)v_1, v_2, -I_-((b^{-1})^\sharp)v_2) = (v_0, J_1v_0, J_3v_0, J_2v_0) \phi(a, b).
\]
Then,
\[
(v_1, -Iv_1, v_2, -Iv_2) = (v_0, J_1v_0, J_3v_0, J_2v_0) \phi(a, b),
\]
\[
-I = -I_+(a^\beta) = -I_-((b^{-1})^\sharp).
\]
We note that
\[
-I_-((b^{-1})^\sharp)v = vbb^{-1}, \quad v \in V.
\]
For $\beta \in \text{Sp}(1)/U(1)$ with $\beta = (b^{-1})^4$, we exchange the notation $I_-(\beta)$ with $I^-_\beta$:

$$-I^-_\beta v = v\Phi_-(\beta).$$

For $\alpha \in \text{Sp}(1)/U(1)$, define the orthogonal complex structure $I^\alpha$ by

$$-I^\alpha_+ v = -\Phi_+(\alpha)v.$$

Then,

$$-I^\alpha_+ v_1 = Iv_1, \quad -I^\alpha_+ v_2 = -Iv_2.$$

Let $V_1$ be the subspace of $V$ spanned by $v_1$ and $-Iv_1$ and let $V_2$ be the subspace of $V$ spanned by $v_2$ and $-Iv_2$. Then,

$$V_1 = \{v \in V : I^-_\beta v = -I^\alpha_+ v\}, \quad V_2 = \{v \in V : I^\alpha_+ v = I^\beta_+ v\},$$

$$V = V_1 \oplus V_2.$$

2.2. Twistor space. Let $TV$ be the tangent bundle of $V$ and let $T_0V$ be the tangent space of $V$ at $v$. We identify $T_0V$ with $V$ in the usual manner. We denote the integrable hypercomplex structures and the Riemannian metric induced from $V$ by the same symbols: $(J_1, J_2, J_3), (J_1, J_2, J_3)$ and $(\langle , \rangle)$ respectively. Then, $(\langle , \rangle)$ is Hermitian with respect to $(J_1, J_2, J_3)$.

Let $\phi = (A_0, -J_1A_0, -J_2A_0, -J_3A_0)$ be an orthonormal ordered frame that corresponds to $v_0$. Then, $iA_0 = A_0i, jA_0 = A_0j$ and $kA_0 = A_0k$. The set of all orthonormal ordered frames $(A_1, A_2, A_3, A_4)$ with the same orientation as $\phi$ constitutes a principal $SO(4)$-bundle $P$ over $V$. The set of all orthonormal ordered frames of the form $(A_1, -IA_1, A_2, -IA_2)$ with orthogonal almost complex structure $I$ of $TV$ and the same orientation as $\phi$ constitutes a principal $U(2)$-bundle $Q$ over $V$. Then, $Q$ is identified with a section of the fiber bundle

$$\pi^V: Z \rightarrow V, \quad Z = P \times_{SO(4)} SO(4)/ U(2) = V \times SO(4)/ U(2).$$

The bundle $Z$ is referred to as the twistor space of $V$. The set of all sections of $\pi^V$ is considered to be the set of all almost complex structures of $V$. For an orthogonal almost complex structure $I$ of $V$, we obtain the orthonormal ordered frame $(A_1, -IA_1, A_2, -IA_2)$, which corresponds to the map $(a, b): V \rightarrow \text{Sp}(1) \times \text{Sp}(1)$ by the equation

$$(A_1, -IA_1, A_2, -IA_2) = (A_0, -J_1A_0, -J_3A_0, -J_2A_0)\phi(a, b),$$

$$-I = -I_+(\alpha) = -I_-(\beta), \quad \alpha = a^2, \quad \beta = (b^{-1})^2.$$

As we stated in Section 1, we consider the twistor space of $\mathbb{E}^4$ through the spinor structure. we consider the spinor structure of $\mathbb{E}^4$. Let $P$ be the spinor structure of $P$. Then, $\hat{P}$ is the $\text{Sp}(1) \times \text{Sp}(1)$-bundle, which is the lift of $P$ by $\phi$. Selecting $\phi_{U(1) \times \text{Sp}(1)}$ for the double covering of $U(2)$ and considering $V$ to be the right complex vector space $V_+$, the twistor space is identified with the fiber bundle

$$\hat{\pi}^V_+: \hat{Z}_+ \rightarrow V,$$

$$\hat{Z}_+ = \hat{P} \times_{\text{Sp}(1) \times \text{Sp}(1)} (\text{Sp}(1) \times \text{Sp}(1))/(U(1) \times \text{Sp}(1))$$

$$= V \times \text{Sp}(1)/ U(1) \cong V \times \mathbb{P}(V_+).$$
Let \( J_{\mathcal{P}(V_+)} \) be the complex structure of \( \mathcal{P}(V_+) \). An integrable complex structure \( J_{\mathcal{Z}^+} \) of \( \mathcal{Z}^+ \) is defined by
\[
J_{\mathcal{Z}^+}(A, S) = (-I_+(\alpha)A, J_{\mathcal{P}(V_+)}S),
\]
for \((v, \alpha) \in V \times \mathcal{P}(V_+), (A, S) \in T_{(v, \alpha)}(V \times \mathcal{P}(V_+)) \cong T_v V \times T_\alpha \mathcal{P}(V_+).\]

Selecting \( \phi|_{Sp(1) \times U(1)} \) for the double covering of \( U(2) \) and considering \( V \) to be the left complex vector space \( V_- \), the twistor space is also identified with the fiber bundle
\[
\hat{\pi}^V: \mathcal{Z}_- \to V, \]
\[
\tilde{\mathcal{Z}}_- = \tilde{P} \times_{Sp(1) \times Sp(1)} (Sp(1) \times Sp(1))/(Sp(1) \times U(1)) = V \times Sp(1)/U(1) \cong V \times \mathcal{P}(V_-).
\]
Let \( J_{\mathcal{P}(V_-)} \) be the complex structure of \( \mathcal{P}(V_-) \). Using a similar discussion, we obtain the complex structure \( J_{\mathcal{Z}^-} \) of \( \mathcal{Z}^- \), which is defined by
\[
J_{\mathcal{Z}^-}(A, S) = (-I_-(\beta)A, J_{\mathcal{P}(V_-)}S),
\]
for \((v, \beta) \in V \times \mathcal{P}(V_-), (A, S) \in T_{(v, \beta)}(V \times \mathcal{P}(V_-)) \cong T_v V \times T_\beta \mathcal{P}(V_-).\]

### 3. Conformal maps

We explain conformal maps by the twistor setting. Let \( \Sigma \) be a Riemann surface with the complex structure \( J_\Sigma \). Recall that a holomorphic function on \( \Sigma \) is a conformal map \( h: \Sigma \to \mathbb{C} \) such that \( dh \circ J_\Sigma = i dh = dh i \). We consider a conformal map from \( \Sigma \) to \( V \) as an analog of a holomorphic function. For the map \( f: \Sigma \to V \), denote by \( T_f \) the set of all maps \( \mu \) from \( \Sigma \) such that \( \mu(p) \) is an orthogonal complex structure of \( T_{f(p)} V \) for each \( p \in \Sigma \).

**Definition 1.** We refer to a non-constant map \( f: \Sigma \to V \) a **conformal map** if there exists a map \( I^\Sigma \in T_f \) such that \( df \circ J_\Sigma = -I^\Sigma df \).

If a conformal map \( f \) is not an immersion at \( p \), then \( df \) is the zero map at \( p \) and \( p \) is a branch point of \( f \).

Let \( T\Sigma \) be the tangent bundle of \( \Sigma \) and let \( T_p \Sigma \) be the tangent space of \( \Sigma \) at \( p \). Then, the tangent space of \( f \) at \( p \) is \( df(T_p \Sigma) \). Denote the normal space of \( f \) at \( p \) by \( (df(T_p \Sigma))^\perp \). The twistor space of \( V \) explains conformal maps as follows.

**Theorem 1.** If \( f: \Sigma \to V \) is a conformal map with \( df \circ J_\Sigma = -I^\Sigma df \) for a map \( I^\Sigma \in T_f \), then maps \( \alpha: \Sigma \to Sp(1)/U(1) \) and \( \beta: \Sigma \to Sp(1)/U(1) \) exist such that \( I^\Sigma = I_+(\alpha) = I_-(\beta) \).

At each point \( p \) of \( \Sigma \), the open set \( U \) including \( p \), local lifts \( \alpha: U \to Sp(1) \) and \( b: U \to Sp(1) \) for \( \alpha \) and \( \beta \), respectively, and a complex \((1,0)\)-form \( \eta \) on \( U \) exist such that
\[
df = ak \eta b^{-1}.
\]

**Proof.** We only have to prove the theorem for a point in which \( f \) is an immersion.

Assume that \( f \) is an immersion at \( p \in \Sigma \). Because \( I^\Sigma \) is an orthogonal complex structure of \( V \), the maps \( \alpha: \Sigma \to Sp(1)/U(1) \) and \( \beta: \Sigma \to Sp(1)/U(1) \) exist such that \( I^\Sigma = I_+(\alpha) = I_-(\beta) \) per the discussion in Section 2. Because \( df(T_p \Sigma) \) is
preserved by $I^\Sigma(p)$, we may assume that the existence the open set $U$, including $p$, and the ordered orthogonal local frame of $TV$ on $U$ of the form

$$(A_1, -I^\Sigma A_1, A_2, -I^\Sigma A_2)$$

such that $df(T\Sigma)$ is framed by $A_2$ and $-I^\Sigma A_2$. The maps $a: U \to \text{Sp}(1)$ and $b: U \to \text{Sp}(1)$ exist such that

$$(A_1, -I^\Sigma A_1, A_2, -I^\Sigma A_2) = (A_0, -J_1 A_0, -J_3 A_0, -J_2 v_0) \phi(a, b),
\quad a^3 = \alpha, \quad (b^{-1})^t = \beta.$$

Because $I^\Sigma = I^\Sigma_+ = I^\Sigma_-$ on $df(T_q \Sigma)$ for each $q \in U$, we obtain

$$df \circ J_\Sigma = -aia^{-1} df = df b b^{-1}.$$

Because

$$a^{-1} (df \circ J_\Sigma) b = -ia^{-1} df b = a^{-1} df bi,$$

the complex $(1,0)$-form $\eta$ exists such that $a^{-1} df b = k \eta$. Therefore, $df = ak \eta b^{-1}$. □

\[\begin{array}{c}
\text{Sp}(1) \overset{b}{\longrightarrow} \text{Sp}(1)/U(1) \\
H \longrightarrow \Sigma \quad \alpha \quad \beta \\
S^2 \quad (N = -aia^{-1}) \quad \Sigma \\
\longrightarrow \hat{Z}_+ \subset \mathbb{R}^4 \times (\text{Sp}(1)/U(1)) \quad \hat{f}_+ \\
\longrightarrow \mathbb{R}^4 \quad f
\end{array}\]

Fig 1: conformal map and twistor space

Because $\phi(a, a)$ preserves $V^\perp_c$ for each $a$, we immediately obtain a three-dimensional version of Theorem 1.

**Corollary 1.** If $f: \Sigma \to V^\perp_c$ is a conformal map with $df \circ J_\Sigma = -I^\Sigma df$ for the map $I^\Sigma \in \Upsilon_f$, the maps $\alpha: \Sigma \to \text{Sp}(1)/U(1)$ and $\beta: \Sigma \to \text{Sp}(1)/U(1)$ exist such that

$$I^\Sigma = I_+ (\alpha) = I_- (\beta).$$

At each point $p$ of $\Sigma$, the open set $U$, including $p$, a map $a: U \to \text{Sp}(1)$ with $a^3 = \alpha$ and $(a^{-1})^t = \beta$ and the complex $(1,0)$-form $\eta$ on $U$ exist such that

$$df = ak \eta a^{-1}.$$

We review a holomorphic map by this formulation. A holomorphic map $f: \Sigma \to V$ is a conformal map with $df \circ J_\Sigma = -J_1 df = df i$ and a holomorphic map $f: \Sigma \to V$ is a conformal map with $df \circ J_\Sigma = -J_1 df = -i df$.

An orthogonal almost complex structure of $V$ is preserved by a conformal transformation of $V$. Thus to analyze a conformal map by its lift to the twistor space is a natural idea. We distinguish the following lifts:

**Definition 2.** Let $f: \Sigma \to V$ be a conformal map with $df \circ J_\Sigma = -I^\Sigma df$ and $\alpha: \Sigma \to \text{Sp}(1)/U(1)$ and $\beta: \Sigma \to \text{Sp}(1)/U(1)$ be maps with $I^\Sigma = I_+ (\alpha) = I_- (\beta)$. We refer to $\hat{f}_+ = (f, \alpha): \Sigma \to \hat{Z}_+$ as a left canonical lift of $f: \Sigma \to V$ and $\hat{f}_- = (f, \beta): \Sigma \to \hat{Z}_-$ as a right canonical lift of $f: \Sigma \to V$.

A left or right canonical lift is referred to a twistor lift in [5] and [8].
Definition 3. Let $f: \Sigma \to V$ be a conformal map with left canonical lift $(f, \alpha)$ and right canonical lift $(f, \beta)$. Assume that $a: \Sigma \to \text{Sp}(1)$ and $b: \Sigma \to \text{Sp}(1)$ are maps with $a^* = \alpha$ and $(b^{-1})^\sharp = \beta$. We refer to $df = ak \eta b^{-1}$ with the complex $(1,0)$-form $\eta$ on $\Sigma$ as a canonical factorization of $df$ by $a$, $b^{-1}$ and $\eta$.

4. Local conformal maps

In this section, we investigate properties of local conformal maps by a canonical factorization.

At first, we assume that $\Sigma$ is a simply-connected open subset of $\mathbb{C}$. We denote the standard holomorphic coordinate of $\mathbb{C}$ by $z$. Then, a $(1,0)$-form is $cdz$ for a complex function $c$. Then, $\eta = -ka^{-1} df b = cdz$ for a complex function $c$. Theorem 1 delivers a method of construction for a conformal map.

Lemma 1. If the maps $a, b: \Sigma \to \text{Sp}(1)$ and the complex $(1,0)$-form $\eta$ on $\Sigma$ satisfies

\begin{equation}
(1) \quad da \wedge k \eta b^{-1} + ak d\eta b^{-1} - ak \eta \wedge db^{-1} = 0,
\end{equation}

a conformal map $f: \Sigma \to V$ exists with $df = ak \eta b^{-1}$.

Proof. Differentiating the one-form $ak \eta b^{-1}$, we obtain

\[ d(ak \eta b^{-1}) = da \wedge k \eta b^{-1} + ak d\eta b^{-1} - ak \eta \wedge db^{-1}. \]

If the maps $a, b: \Sigma \to \text{Sp}(1)$ and the complex $(1,0)$-form $\eta$ satisfies the equation (1), then the map $f: \Sigma \to V$ exists with $df = ak \eta b^{-1}$. Because $df \circ J_{\Sigma} = -aia^{-1} df = df b b^{-1}$, the map $f$ is conformal.

In the following section, we assume that the conformal map $f$ has a canonical factorization $df = ak \eta b^{-1}$. The maps $a$, $b^{-1}$ and the one-form $\eta$ of a canonical factorization $df = ak \eta b^{-1}$ are not uniquely determined. If $u$ and $v$ are maps from $\Sigma$ to $U(1)$, then $(au)^\sharp = a^\sharp$ and $(vb^{-1})^\sharp = (b^{-1})^\sharp$. Then,

\[ df = ak \eta b^{-1} = (au)(u^{-1}k \eta v^{-1})(bv^{-1})^{-1} = (au)k(u \eta v^{-1})(bv^{-1})^{-1}. \]

Let $\Omega^{(1,0)}$ be the set of all complex one-forms of type $(1,0)$ on $\Sigma$. Then, $U(1)$ acts on $\Omega^{(1,0)}$ by multiplication. For a conformal map $f$ with canonical factorization $df = ak \eta b^{-1}$, we obtain the unique triplet $(a^\sharp, (b^{-1})^\sharp, [\eta])$, which consisting of $a^\sharp$, $(b^{-1})^\sharp: \Sigma \to \text{Sp}(1)/U(1)$ and $[\eta] \in \Omega^{(1,0)}/U(1)$.

By Lemma 1 we obtain a representation formula for a conformal map $f: \Sigma \to V$ with the canonical factorization $df = ak \eta b^{-1}$:

\[ f(p) = \int_{\gamma} ak \eta b^{-1} + f(p_0), \]

\[ da \wedge k \eta b^{-1} + ak d\eta b^{-1} - ak \eta \wedge db^{-1} = 0, \]

$a, b: \Sigma \to \text{Sp}(1), \ \eta \circ J_{\Sigma} = i \eta = \eta i$.

Here, $\gamma$ is a path from $p_0$ to $p$. The zeros of $\eta$ are the branch points of $f$.

We fix a canonical factorization $df = ak \eta b^{-1}$. If a $(1,0)$-form $\eta$ is nowhere vanishing, then $\eta$ is a global section of a real line bundle $l(\eta) = \cup_{p \in \Sigma} \{ r \eta_p : r \in \mathbb{R} \}$ with the projection $\pi_{l(\eta)}: l(\eta) \to \Sigma$, $\pi_{l(\eta)}(r \eta_p) = p$. 

Lemma 2. Let $f: \Sigma \to V$ be a conformal immersion with canonical factorization $df = ak\eta b^{-1}$. Let $\tilde{f}$ be an orientation-preserving conformal transform of $f$ in $V$. Then, the canonical factorization $d\tilde{f} = \tilde{a}k\tilde{\eta}b^{-1}$ exists such that $\tilde{a}^{-1}d\tilde{a} = a^{-1}da$, $\tilde{b}^{-1}d\tilde{b} = b^{-1}db$ and $l(\eta) = l(\tilde{\eta})$.

If $\tilde{f}$ is a Euclidean motion of $f$, then the canonical factorization $d\tilde{f} = \tilde{a}k\tilde{\eta}b^{-1}$ exists with $\tilde{\eta} = \eta$.

Proof. The map

$$\tilde{f} = \lambda f \mu^{-1} + \nu$$

is a conformal transform of $f$. The differential of $\tilde{f}$ is

$$d\tilde{f} = \lambda df \mu^{-1} = \lambda ak \eta b^{-1} \mu^{-1} = \frac{\lambda}{|\lambda|} ak \frac{|\lambda|}{|\mu|} \eta b^{-1} \frac{\mu^{-1}}{|\mu|},$$

Thus the canonical factorization $d\tilde{f} = \tilde{a}k\tilde{\eta}b^{-1}$ with

$$\tilde{a} = \frac{\lambda}{|\lambda|} a, \tilde{b} = \frac{\mu}{|\mu|} b, \tilde{\eta} = \frac{|\lambda|}{|\mu|} \eta$$

satisfies $\tilde{a}^{-1}d\tilde{a} = a^{-1}da$, $\tilde{b}^{-1}d\tilde{b} = b^{-1}db$ and $l(\tilde{\eta}) = l(\eta)$.

A Euclidean motion $\tilde{f}$ of $f$ is

$$\tilde{f} = \lambda f \mu^{-1} + \nu$$

Then, we obtain the factorization

$$d\tilde{f} = \lambda df \mu^{-1} = (\lambda a)k \eta (\mu b)^{-1}.$$

Because $|\lambda a| = |\mu b| = 1$, this result is a canonical factorization with $\tilde{\eta} = \eta$. \hfill \Box

Because we can fix the complex $(1,0)$-from $\eta$ under Euclidean motions, the one-form $\eta$ includes Riemannian geometric information of $f$. Because the first fundamental form of $f$ is

$$\frac{1}{2} (df \otimes_R df + df \otimes_R df) = \frac{1}{2} (\eta \otimes_R \eta a^{-1} + b \eta \otimes_R \eta b^{-1}),$$

the $(1,0)$-one-form $\eta$ can generally describe a part of the Riemannian geometric properties. If the image of $f$ is included in $V_c^\perp$, then the $(1,0)$ form completely explains the Riemannian geometric properties.

Lemma 3. If $df = ak\eta b^{-1}$ is a canonical factorization of the conformal map $f: \Sigma \to V_c^\perp$, then the first fundamental form is

$$\frac{1}{2} (\eta \otimes_R \eta + \eta \otimes_R \eta).$$

Proof. If the codomain of $f$ is contained in $V_c^\perp$, we may assume that $a = b$. Then, the first fundamental form is

$$\frac{1}{2} (a \eta \otimes_R \eta a^{-1} + a \eta \otimes_R \eta a^{-1}) = \frac{1}{2} a (\eta \otimes_R \eta + \eta \otimes_R \eta a^{-1}) = \frac{1}{2} (\eta \otimes_R \eta + \eta \otimes_R \eta).$$

\hfill \Box
If the codomain of \( f \) is not contained in \( V_c^\perp \), then \( \eta \) is insufficient for explaining the Riemannian geometric properties of \( f \). However, we observe that the area of \( f \) is described by \( \eta \) as follows:

We denote the \( L^2 \)-norm of a one-form \( \omega \) by \( \| \omega \|_\Sigma \):

\[
\| \omega \|_\Sigma = \left( -\int_\Sigma \omega \wedge (\overline{\omega} \circ J_\Sigma) \right)^{1/2}.
\]

In the space of all square integrable one-forms, an inner product is defined as

\[
\langle \langle \omega_1, \omega_2 \rangle \rangle_\Sigma = -\frac{1}{2} \int_\Sigma (\omega_1 \wedge \overline{\omega_2} \circ J_\Sigma + \omega_2 \wedge \overline{\omega_1} \circ J_\Sigma).
\]

For the conformal map \( f : \Sigma \to V \), we denote the area element of \( f \) by \( dA \) and denote the area of \( f \) by \( A(f) \). Let \( z = x + iy \) be a local holomorphic coordinate of \( \Sigma \) such that \((x, y)\) is a local real coordinate. Then,

\[
dA = \sqrt{|f_x|^2|f_y|^2 - \langle f_x, f_y \rangle} \ dx \wedge dy = |f_x||f_y| \ dx \wedge dy = -\frac{1}{2} df \wedge (df \circ J_\Sigma),
\]

\[
2A(f) = \|df\|_\Sigma^2.
\]

We recall quaternionic holomorphic geometry (see also Corollary \( \text{2} \) in the next section). Assume that there exist maps \( N, \tilde{N} : \Sigma \to \text{Im} \mathbb{H} \cap \text{Sp}(1) \) such that \( df \circ J_\Sigma = N \ dx = -df \tilde{N} \). Then

\[
dA = \frac{1}{2} df \wedge df \tilde{N} = -\frac{1}{2} df \wedge \tilde{N} \ df = \frac{1}{2} N \ df \wedge df \tilde{N}.
\]

We see that the area involves the maps \( N \) and \( \tilde{N} \). The maps \( N \) and \( \tilde{N} \) are written locally as \( N = -a_i a^{-1}_i \) and \( \tilde{N} = -b_i b^{-1}_i \). Hence it is natural to expect that the maps \( a \) and \( b \) are involved in the area. However, we have the following formula for the area which does not includes \( a \) and \( b \).

**Lemma 4.** Let \( f : \Sigma \to V \) be a conformal map with the canonical factorization \( df = ak \eta b^{-1} \). Then,

\[
2A(f) = \|\eta\|_\Sigma^2.
\]

**Proof.** The area element of \( f \) is

\[
dA = -\frac{1}{2} ak \eta b^{-1} \wedge (ak \eta b^{-1} \circ J_\Sigma) = -\frac{1}{2} \eta \wedge (\eta \circ J_\Sigma).
\]

Thus, the lemma holds. \( \Box \)

**5. Quaternionic Holomorphic Geometry**

We collect the relation between twistor lifts and quaternionic holomorphic geometry. We have a relation among the area of a conformal map, that of its Darboux transform and that of its canonical lift. Considering the spinor structure in Section \( \text{2.2} \), we identify the twistor space of \( V \) with \( \bar{Z}_\perp \). We arrive to the definition of conformal maps in Pedit and Pinkall [17] by Theorem \( \text{1} \) (see also Fig 1):

**Corollary 2.** A non-constant map \( f : \Sigma \to V \) is a conformal map if and only if the maps \( N, \tilde{N} : \Sigma \to \text{Im} \mathbb{H} \cap \text{Sp}(1) \) exist such that \( df \circ J_\Sigma = N \ df = -df \tilde{N} \).
Proof. Assume that \( f: \Sigma \to V \) is a conformal map with \( df \circ J_\Sigma = -I_J \circ df = -I_+ (\alpha) df = -I_- (\beta) df \). Let \( N = -\Phi_+ (\alpha) \) and \( \tilde{N} = -\Phi_- (\beta) \). By Theorem 1, we obtain \( df \circ J_\Sigma = N \circ df = -df \tilde{N} \).

For the maps \( N, \tilde{N}: \Sigma \to \text{Im} \mathbb{H} \cap \text{Sp} (1) \), we obtain the maps \( \alpha = \Phi_+^{-1} (N) \) and \( \beta = \Phi_-^{-1} (\tilde{N}) \). Let \( a \) and \( b \) be local maps such that \( a^b = \alpha \) and \( (b^{-1})^t = \beta \). Then \( N = -aia^{-1} \) and \( \tilde{N} = -bib^{-1} \). In addition, \( \phi (a, b) \) defines the map \( I^2 \in \Upsilon_f \) such that \( df \circ J_\Sigma = -I_J \circ df \).

We connect the canonical factorization with the Weierstrass representation by Pedit and Pinkall ([17], Theorem 4.3) and obtain a global representation of a differential of a conformal map.

Let \( f: \Sigma \to V \) be a conformal map with left canonical lift \( (f, \alpha) \) and right canonical lift \( (f, \beta) \). Assume that \( df = ak \eta b^{-1} \) is a canonical factorization. Let \( L \) and \( \tilde{L} \) be the trivial right quaternionic line bundles over \( \Sigma \) with fiber \( V \). Define a real bilinear pairing \( \l (\cdot, \cdot) : L \otimes_\mathbb{R} \tilde{L} \to T^* \Sigma \otimes_\mathbb{R} V \) by

\[
(v_\lambda, v_\mu) = \frac{1}{2} df \mu \lambda, \mu \in \mathbb{H},
\]

where \( \otimes_\mathbb{R} \) indicates the tensor product over \( \mathbb{R} \). The quaternionic linear complex structures \( J_L \) and \( J_{\tilde{L}} \) exist for \( L \) and \( \tilde{L} \), respectively, such that

\[
(v_0, v_0) \circ J_\Sigma = df \circ J_\Sigma = -\Phi_+ (\alpha) df = df \Phi_- (\beta) = -\Phi_+ (\alpha) (v_0, v_0) = (v_0, v_0) \Phi_- (\beta) = (v_0, v_0) (v_0, v_0) = (v_0, v_0) (v_0, v_0).
\]

Define the quaternionic holomorphic structures \( D_L \) and \( D_{\tilde{L}} \) for \( L \) and \( \tilde{L} \), respectively, by

\[
D_L (v_\lambda) = v_0 \frac{1}{2} (d\lambda + \Phi_+ (\alpha) d\lambda \circ J_\Sigma),
\]

\[
D_{\tilde{L}} (v_\mu) = v_0 \frac{1}{2} (d\mu + \Phi_- (\beta) d\mu \circ J_\Sigma)
\]

\[
(\lambda, \mu: \Sigma \to \mathbb{H}).
\]

Then,

\[
d(v_\lambda, v_\mu) = \frac{1}{2} (d\lambda - d\lambda \circ J_\Sigma \Phi_+ (\alpha)) \wedge (v_0, v_0) \mu
\]

\[
-(v_0 \lambda, v_0) \wedge \frac{1}{2} (d\mu + \Phi_- (\beta) d\mu \circ J_\Sigma)
\]

Then, for any nowhere-vanishing holomorphic section \( v_0 \lambda \) of \( L \) and \( v_0 \mu \) of \( \tilde{L} \), the pairing \( (v_0 \lambda, v_0 \mu) \) is a closed one-form such that

\[
(v_0 \lambda, v_0 \mu) \circ J_\Sigma = -\Phi_+ (\tilde{\alpha}) (v_0 \lambda, v_0 \mu) = (v_0 \lambda, v_0 \mu) \Phi_- (\tilde{\beta}),
\]

\[
\tilde{\alpha} = \left( \frac{\lambda a}{|\lambda|} \right)^b, \quad \tilde{\beta} = \left( \frac{\mu b^{-1}}{|\mu|} \right)^t.
\]

If \( (v_0 \lambda, v_0 \mu) \) is exact, then a conformal map \( g: \Sigma \to V \) exists with canonical lifts \( (g, \tilde{\alpha}) \) and \( (g, \tilde{\beta}) \):

\[
dg = (v_0 \lambda, v_0 \mu), \quad dg \circ J_\Sigma = -\Phi_+ (\tilde{\alpha}) dg = dg \Phi_- (\tilde{\beta}).
\]

The branch points of \( g \) are the branch points of \( f \).
Let $E_L = \{ \psi \in L : J_L \psi = \psi i \}$ and let $E_L^c = \{ \psi \in \tilde{L} : J_L \psi = \psi i \}$. The bundles $E_L$ and $E_L^c$ are the eigenbundles of $J_L$ and $J_L^c$, respectively.

**Lemma 5.** Let $f : \Sigma \rightarrow V$ be a conformal map with the canonical factorization $df = ak \eta b^{-1}$. Then, $\nu a$ and $\nu b$ are sections of $E_L$ and $E_L^c$ respectively.

**Proof.** Because $df = ak \eta b^{-1}$, we obtain
\[
\eta = -ka^{-1} df b = -ka^{-1} (\nu_0, \nu_0) b.
\]
Then,
\[
\eta \circ J_\Sigma = -k(J_L(\nu_0 a), \nu_0)b = -ka^{-1}(\nu_0, J_L(\nu_0 b))
\]
\[
= -k(-i)(\nu a, \nu_0)b = -ka^{-1}(\nu_0, \nu_0 b)i.
\]
Thus, $J_L(\nu_0 a) = \nu a i$ and $J_L^c(\nu_0 b) = \nu b i$. \qed

If the image of $f$ is contained in $V_c^\perp$, then we obtain $L = \tilde{L}$, $J_L = J_L$ and $a = b$. The eigenbundle $E$ is a spinor bundle of $\Sigma$.

We assume that $\Sigma$ is a simply-connected open subset of $\mathbb{C}$. We recall procedures to construct a conformal map by two given conformal maps. Assume that $f : \Sigma \rightarrow V$ is a nowhere-vanishing conformal map and $g : \Sigma \rightarrow V$ is a conformal map. Pedit and Pinkall showed in [17] that, if $df \circ J_\Sigma = N df$ and $dg \circ J_\Sigma = N dg$, then the map $h = f^{-1}g$ is a conformal map with $dh \circ J_\Sigma = (d^{-1} N f dh$, and if $df \circ J_\Sigma = -df N$ and $dg \circ J_\Sigma = -dg N$, then the map $h = gf^{-1}$ is a conformal map with $dh \circ J_\Sigma = -h f N f^{-1}$. This result is used to construct a (Hamiltonian stationary) Lagrangian surface in [13]. In terms of the canonical lift, we obtain the following lemma:

**Lemma 6.** If the left canonical lift of $f$ is $(f, a^\flat)$ and the left canonical lift of $g$ is $(g, a^\flat)$, then the map $h = f^{-1}g$ is a conformal map with left canonical lift $(h, ([f|f^{-1}a]^\flat)^{\sharp})$. If the right canonical lift of $f$ is $(f, (b^{-1})^\sharp)$ and the right canonical lift of $g$ is $(g, (b^{-1})^\sharp)$, then the map $h = gf^{-1}$ is a conformal map with right canonical lift $(h, ((fb/|f|)^{-1})^\sharp)$.

**Proof.** If the left canonical lift of $f$ is $(f, a^\flat)$, then $df \circ J_\Sigma = -aia^{-1} df$. The differential of $h = f^{-1} g$ is
\[
dh = f^{-1} (-df f^{-1}g + dg).
\]
Thus,
\[
dh \circ J_\Sigma = -f^{-1}aia^{-1} f (f^{-1} (-df f^{-1}g + dg)).
\]
Therefore, the map $h = f^{-1} g$ is a conformal map with left canonical lift $(h, ([f|f^{-1}a]^\flat)^{\sharp})$.

If the right canonical lift of $f$ is $(f, (b^{-1})^\sharp)$, then $df \circ J_\Sigma = df b b^{-1}$. The differential of $h = gf^{-1}$ is
\[
dh = (dg - gf^{-1} df) f^{-1}.
\]
Thus,
\[
dh \circ J_\Sigma = ((dg - gf^{-1} df) f^{-1}) fb b^{-1} f^{-1}.
\]
Therefore, the map $h = gf^{-1}$ is a conformal map with right canonical lift $(h, ((fb/|f|)^{-1})^\sharp)$. \qed

We cite the following lemma, which is subsequently applied.
Lemma 7. Let \( \omega \) be a one-form with values in \( V \) such that \( \omega \circ J_\Sigma = N \omega = -\omega \tilde{N} \) for maps \( N, \tilde{N} : \Sigma \rightarrow \text{Im} \mathbb{H} \cap \text{Sp}(1) \).

If \( \eta \) is a one-form with values in \( V \) such that \( \eta \circ J_\Sigma = \eta N \), then \( \eta \wedge \omega = 0 \). If \( \eta \) is a one-form with values in \( V \) such that \( \eta \circ J_\Sigma = -\tilde{N} \eta \), then \( \omega \wedge \eta = 0 \).

Assume that \( \omega \wedge \eta = 0 \). Then the map \( \hat{\eta} \) is a one-form with values in \( V \) such that \( \eta \wedge \hat{\eta} = 0 \).

We translate Lemma 7 into the language of conformal maps and their canonical factorization.

Lemma 8. Let \( f : \Sigma \rightarrow V \) be a conformal map with left canonical lift \((f, \omega^*)\) and right canonical lift \((f, (b^{-1})^*)\).

If \( h_L : \Sigma \rightarrow V \) is a conformal map with right canonical lift \((h_L, ((ak)^{-1})^*)\), then \( dh_L \wedge df = 0 \). If \( h_R : \Sigma \rightarrow V \) is a conformal map with left canonical lift \((h_R, (bk)^*)\), then \( df \wedge dh_R = 0 \).

Assume that \( f \) is an immersion. If \( h_L : \Sigma \rightarrow V \) is a map such that \( dh_L \wedge df = 0 \), then \( h_L \) is a conformal map with right canonical lift \((h_L, ((ak)^{-1})^*)\). If \( h_R : \Sigma \rightarrow V \) is a map such that \( df \wedge dh_R = 0 \), then \( h_R \) is a conformal map with left canonical lift \((h_R, (bk)^*)\).

Proof. Because \( df \circ J_\Sigma = (-aia^{-1}) df = df (bib^{-1}) \), Lemma 8 is based on Lemma 7.

Definition 4. We refer to the conformal map \( h_R : \Sigma \rightarrow V \) with \( df \wedge dh_R = 0 \) as the right Bäcklund transform of \( f \) and a conformal map \( dh_L : \Sigma \rightarrow V \) with \( dh_L \wedge df = 0 \) as the left Bäcklund transform of \( f \).

In [4], the right Bäcklund transform and the left Bäcklund transform for a Willmore surface are given and called the forward Bäcklund transform and the backward Bäcklund transform respectively. The Bäcklund transforms for a conformal map of a Riemann surface to \( S^4 \) is defined in [12]. Restricting the codomain of a conformal map to \( S^4 \) with one point removed and fixing the stereographic projection from the point, the Bäcklund transforms are reduced to Definition 4 (see [15]). The Darboux transforms of a conformal map of a Riemann surface into \( S^4 \) is defined in [2]. In a similar manner, as the Bäcklund transforms, we obtain a Darboux transform of a conformal map of a Riemann surface into \( E^4 \) (see [15]). In terms of canonical lifts, a Darboux transform is explained as follows.

Lemma 9. Let \( f : \Sigma \rightarrow V \) be a conformal map with left canonical lift \((f, \omega^*)\) and right canonical lift \((f, (b^{-1})^*)\).

If \( h_L : \Sigma \rightarrow V \) is a left Bäcklund transform of \( f \) with \( dh_L = h_L df \) and nowhere vanishing, then the map \( \hat{f}_L := -h_L^{-1} g_L + f : \Sigma \rightarrow V \) is a conformal map with right canonical lift \((\hat{f}_L, ((ah_L^{-1} g_L)^{-1})^*)\).

If \( h_R : \Sigma \rightarrow V \) is a right Bäcklund transform of \( f \) with \( dh_R = h_R df \) and nowhere vanishing, then the map \( \hat{f}_R := -g_R h_R^{-1} + f : \Sigma \rightarrow V \) is a conformal map with left canonical lift \((\hat{f}_R, (g_R h_R^{-1} bk/|g_R h_R^{-1}|)^*)\).

Proof. Because
\[
\begin{align*}
\hat{f}_L &= -h_L^{-1} g_L - h_L^{-1} d_L + df = -dh_L^{-1} g_L, \\
\hat{f}_R &= -d_R h_R^{-1} - g_R dh_R^{-1} + df = -g_R dh_R^{-1},
\end{align*}
\]
the lemma holds.

**Definition 5.** We refer to \( \hat{f}_L \) in Lemma 9 as the left Darboux transform of \( f \) by a left Bäcklund transform \( h_L \) and \( \hat{f}_R \) as the right Darboux transform of \( f \) by a right Bäcklund transform \( h_R \).

We obtain the following relation between the area of a conformal map and the area of its Darboux transform.

**Theorem 2.** Let \( f : \Sigma \to V \) be a conformal map, let \( h_L \) be the right Bäcklund transform of \( f \), let \( \hat{f}_L \) be the right Darboux transform by \( h_L \), let \( h_R \) the right Bäcklund transform of \( f \) and let \( \hat{f}_R \) be the right Darboux transform by \( h_R \). Assume that \( dg_L = h_L df \) and \( dg_R = df h_R \). If \( f, \hat{f}_L, df, d\hat{f}_L, d(h_L^{-1}g_L) \) and \( d(g_R h_R^{-1}) \) are square integrable, then

\[
A(f) + A(\hat{f}_L) - \langle \langle df, d\hat{f}_L \rangle \rangle_\Sigma = \frac{\|d(h_L^{-1}g_L)\|_\Sigma^2}{2},
\]

\[
A(f) + A(\hat{f}_R) - \langle \langle df, d\hat{f}_R \rangle \rangle_\Sigma = \frac{\|d(g_R h_R^{-1})\|_\Sigma^2}{2}.
\]

**Proof.** By the definition of the left Darboux transform, we obtain

\[
d(f - \hat{f}_L) = df - d\hat{f}_L = d(h_L^{-1}g_L).
\]

Thus,

\[
\|df - d\hat{f}_L\|_\Sigma^2 = \|d(h_L^{-1}g_L)\|_\Sigma^2.
\]

Then,

\[
2A(f) + 2A(\hat{f}_L) - 2\langle \langle df, d\hat{f}_L \rangle \rangle_\Sigma = \|d(h_L^{-1}g_L)\|_\Sigma^2.
\]

Then, we obtain the former equality. In a similar manner, we have the latter equality. \( \square \)

### 6. Super-conformal maps

We apply the canonical factorization to super-conformal maps. In our canonical factorization, the \((1, 0)\)-form explains the intrinsic Riemannian geometry of a conformal map and the maps into \( \text{Sp}(1) \) give the generalized Gauss map of a surface. Moreover these are expressed in terms of the multiplication of \( \mathbb{H} \). We obtain an estimate of the area of a super-conformal map.

Prior to our discussion of super-conformal maps, we investigate the map \( N = -aia^{-1} : \Sigma \to S^2 = \text{Im} \mathbb{H} \cap \text{Sp}(1) \) with \( a : \Sigma \to \text{Sp}(1) \). We consider \( S^2 = \text{Im} \mathbb{H} \cap \text{Sp}(1) \) to be the Riemann sphere \( \mathbb{C}P^1 \). Let \( w \) the stereographic projection from the north pole. Then

\[
w \mapsto \frac{2 \text{Re} w}{|w|^2 + 1} + i + \frac{2 \text{Im} w}{|w|^2 + 1} j + \frac{|w|^2 - 1}{|w|^2 + 1} k
\]

is a holomorphic parametrization of \( S^2 \setminus \{k\} \). The following lemma is proven in [16]. We provide an alternate short proof.

**Lemma 10.** The map \( N : \Sigma \to \text{Im} \mathbb{H} \cap \text{Sp}(1) \cong \mathbb{C}P^1 \) is holomorphic if and only if \( dN \circ J_\Sigma = -N dN = dN N \).

The map \( N : \Sigma \to \text{Im} \mathbb{H} \cap \text{Sp}(1) \cong \mathbb{C}P^1 \) is anti-holomorphic if and only if \( dN \circ J_\Sigma = N dN = -dN N \).
Proof. Let \((x, y)\) be a local conformal coordinate of \(\Sigma\) with

\[ J_\Sigma \frac{\partial}{\partial x} = \frac{\partial}{\partial y}. \]

The map \(N: \Sigma \to \text{Im}\mathbb{H} \cap \text{Sp}(1)\) is holomorphic if and only if the vector product \(N \times N_x\) is equal to \(-N_y\). Differentiating \(N^2 = -1\), we obtain \(N dN = -(dN)N\).

Then, \(N\) is holomorphic if and only if \(dN \circ J_\Sigma = -N dN = (dN)N\). Similarly, \(N\) is anti-holomorphic if and only if \(dN \circ J_\Sigma = N dN = -(dN)N\). \(\square\)

This lemma is translated as follows:

**Lemma 11.** Let \(\alpha: \Sigma \to \text{Sp}(1)/U(1)\) be a map and let \(a: \Sigma \to \text{Sp}(1)\) be a map with \(a^3 = \alpha\). Let \(N = -\Phi_+(\alpha)\). The map \(N: \Sigma \to \text{Im}\mathbb{H} \cap \text{Sp}(1) \cong \mathbb{C}P^1\) is holomorphic if and only if the map \(\alpha: \Sigma \to \text{Sp}(1)/U(1) \cong \mathbb{P}(V_+)\) is anti-holomorphic. The map \(N: \Sigma \to \text{Im}\mathbb{H} \cap \text{Sp}(1) \cong \mathbb{C}P^1\) is anti-holomorphic if and only if the map \(\alpha: \Sigma \to \text{Sp}(1)/U(1) \cong \mathbb{P}(V_-)\) is holomorphic.

Let \(\beta: \Sigma \to \text{Sp}(1)/U(1)\) be a map and \(b: \Sigma \to \text{Sp}(1)\) be a map with \((b^{-1})^3 = \beta\). Let \(\tilde{N} = -\Phi_-(\beta)\). A map \(\tilde{N}: \Sigma \to \text{Im}\mathbb{H} \cap \text{Sp}(1) \cong \mathbb{C}P^1\) is holomorphic if and only if \(\beta: \Sigma \to \text{Sp}(1)/U(1) \cong \mathbb{P}(V_-)\) is anti-holomorphic. A map \(\tilde{N}: \Sigma \to \text{Im}\mathbb{H} \cap \text{Sp}(1) \cong \mathbb{C}P^1\) is anti-holomorphic if and only if \(\beta: \Sigma \to \text{Sp}(1)/U(1) \cong \mathbb{P}(V_-)\) is holomorphic.

A variant of this lemma is also proven in \([16]\). We provide an improved proof by the form \(N = -aia^{-1}\).

Proof. The map \(a^3\) is holomorphic if and only if the map \(c: \Sigma \to \mathbb{C} \setminus \{0\}\) exists such that the map \(ac: \Sigma \to \mathbb{P}(V_+)\) is holomorphic. Thus, \(a^3\) is holomorphic if and only if the map \(c: \Sigma \to \mathbb{C} \setminus \{0\}\) exists such that the map \(ac: \Sigma \to V_+\) is holomorphic.

The map \(ac: \Sigma \to V_+\) is holomorphic if and only if \(d(ac) \circ J_\Sigma = d(ac)i\). The differential of \(N = -aia\) is

\[ dN = d(-(ac)i(ac)^{-1}) = (ac)(-(ac)^{-1} d(ac)i + i(ac)^{-1} d(ac))(ac)^{-1}. \]

Thus, if \(ac\) is holomorphic, then \(dN \circ J_\Sigma = -dN N = N dN\). If \(a^3\) is holomorphic, then \(N\) is anti-holomorphic. If \(N\) is anti-holomorphic, then \(dN \circ J_\Sigma = N dN = -dN N\). Thus,

\[ (- (ac)^{-1} d(ac)i + i(ac)^{-1} d(ac)) \circ J_\Sigma = - (ac)^{-1} d(ac)i + i(ac)^{-1} d(ac)i = -i(- (ac)^{-1} d(ac)i + i(ac)^{-1} d(ac)). \]

Therefore, we can select \(c\) such that \(ac\) is holomorphic. Then, \(a^3\) is holomorphic.

Similarly, \(a^3\) is anti-holomorphic if and only if \(N\) is holomorphic.

The map \((b^{-1})^3\) is holomorphic if and only if the map \(c: \Sigma \to \mathbb{C} \setminus \{0\}\) exists such that a map \(c^{-1}b^{-1} = (bc)^{-1}: \Sigma \to V_-\) is holomorphic. The map \((bc)^{-1}: \Sigma \to V_-\) is holomorphic if and only if \(d(bc)^{-1} = -i d(bc)^{-1}\). The differential of \(N = -bib^{-1}\) is

\[ d\tilde{N} = d(-(bc)i(bc)^{-1}) = (bc)(d(bc)^{-1} (bc)i - i d(bc)^{-1} (bc))(bc)^{-1}. \]

Thus, if \((bc)^{-1}\) is holomorphic, then \(d\tilde{N} \circ J_\Sigma = -d\tilde{N} \tilde{N} = \tilde{N} d\tilde{N}\). Therefore, if \((b^{-1})^3\) is holomorphic, then \(\tilde{N}\) is anti-holomorphic. If \(\tilde{N}\) is anti-holomorphic, then \(d\tilde{N} \circ J_\Sigma = \tilde{N} d\tilde{N} = -d\tilde{N} \tilde{N}\). Thus,

\[ (d(bc)^{-1} (bc)i - i d(bc)^{-1} (bc)) \circ J_\Sigma. \]
\[(d(bc)^{-1}(bc)i - i d(bc)^{-1}(bc))i = -i d(bc)^{-1}(bc)i - i d(bc)^{-1}(bc)).\]

Therefore, we can choose \(c\) such that \((bc)^{-1}\) is holomorphic. Then, \((b^{-1})^t\) is holomorphic. \(\square\)

A conformal map is referred to as a super-conformal map if its curvature ellipse is a circle at each immersed point. As shown in [14], a super-conformal map is a Bäcklund transform of a minimal surface. A holomorphic function is a super-conformal.

**Theorem 3.** The left canonical lift or the right canonical lift of a conformal map is holomorphic if and only if the conformal map is super-conformal.

**Proof.** If \(f\) is conformal, then \(f\) is always holomorphic with respect to \(T^2\). If the left canonical lift \((f, \alpha)\) is holomorphic, then \(\alpha\) is holomorphic. If \((f, \alpha)\) is holomorphic, then \(f\) is super-conformal. Similarly, if the right canonical left \((f, \beta)\) is holomorphic, then \(f\) is super-conformal.

Conversely, if \(f\) is super-conformal with \(df \circ J_\Sigma = N df = -df \tilde{N}\), then \(N\) or \(\tilde{N}\) is anti-holomorphic by Lemma 11. If \(N = -\Phi_+(\alpha)\), then \(\alpha\) is holomorphic by Lemma 11. Similarly, if \(\tilde{N} = -\Phi_-(\beta)\), then \(\beta\) is holomorphic by Lemma 11. \(\square\)

**Lemma 12.** A conformal map \(f\) is super-conformal if and only if \(N\) or \(\tilde{N}\) is anti-holomorphic.

If \(f\) is super-conformal, then a holomorphic lift of \(f\) to the twistor space exists (see, for example, [4], Theorem 5). We have distinguished this holomorphic lift.

**Theorem 4** ([19], [9]). Let \(f: \Sigma \to V\) be a conformal map with canonical factorization \(df = a \eta b^{-1}\). We may assume that \(a: \Sigma \to V_+\) is holomorphic. Then, the local complex function \(c\) exists such that \(d(ac) \circ J_\Sigma = d(ac)i\). We obtain the factorization \(df = \dot{a}\zeta\) with \(\dot{a} = ac\) and \(\zeta = k\dot{c}^{-1}\eta b^{-1}\). Differentiating \(df = \dot{a}\zeta\), we obtain

\[0 = d(df) = \dot{a} \zeta + \dot{a} d\zeta.\]

The branch points of \(f\) is exactly the zeros of \(ac\) or the zeros of \(\zeta\). We employ this factorization for an estimate of the area. Let \(D = \{z \in \mathbb{C} : |z| < 1\}\), and \(D_r = \{z \in \mathbb{C} : |z| < r\}\). We recall the Schwarz lemma:

**Theorem 5.** Let \(f: D \to D\) be a holomorphic function such that \(f(0) = 0\). Then, \(|f(z)| \leq |z|\) on \(D\) and \(|f_z(0)| \leq 1\). The equality holds if and only if \(|f_z(0)| = 1\) or there exists \(z_0 \in D \setminus \{0\}\) such that \(|f(z_0)| = |z_0|\).

We have the following area estimate for a super-conformal map by the factorization and the Schwarz lemma.

**Theorem 6.** Let \(f: D \to V\) be a super-conformal map of order \(m\). Assume that \(f\) has the factorization \(df = \dot{a}\zeta\) by a one-form \(\zeta\) and a holomorphic map \(\dot{a}: D \to V_+\). Let \(a_0\) and \(a_1\) be holomorphic functions such that \(\dot{a} = a_0 + ka_1\). Assume that \(0\) is a zero of \(a_0\) and \(a_1\) of order \(m_0 - 1\) and \(m_1 - 1\) respectively.
Assume that positive numbers $C_{a_0}$, $C_{a_1}$ and $C_\zeta$ exist such that $|a_0(z)/z^{m_0-2}| \leq C_{a_0}$, $|a_1(z)/z^{m_1-2}| \leq C_{a_1}$ and $\zeta \wedge (\overline{\zeta} \circ J_\Sigma) \geq C_\zeta dz \wedge (d\overline{\zeta} \circ J_\Sigma)$ on $D$. Then
\[
A(f|_{D_r}) \leq \pi C_\zeta \left( \frac{C_{a_0}^2}{m_0} r^{2m_0} + \frac{C_{a_1}^2}{m_1} r^{2m_1} \right) \quad (0 < r < 1).
\]

Assume that $\zeta \wedge (\overline{\zeta} \circ J_\Sigma) = C_\zeta dz \wedge (d\overline{\zeta} \circ J_\Sigma)$ and $z_0 \in D \setminus \{0\}$ exists such that
- $|a_0(z_0)| = C_{a_0}|z_0|^{m_0-1}$ or $||(a_0)\zeta/z^{m_0-2}\zeta(0)|| = C_{a_0}$,
- $|a_1(z_0)| = C_{a_1}|z_0|^{m_1-1}$ or $||(a_1)\zeta/z^{m_1-2}\zeta(0)|| = C_{a_1}$.

Then, equality holds.

Proof. By the Schwarz lemma, we obtain $|a_0(z)| \leq C_{a_0}|z|^{m_0-1}$ and $|a_1(z)| \leq C_{a_1}|z|^{m_1-1}$. The equality simultaneously holds if and only if $z_0 \in D \setminus \{0\}$ exists such that the following equalities hold:
- $|a_0(z_0)| = C_{a_0}|z_0|^{m_0-1}$ or $||(a_0)\zeta/z^{m_0-2}\zeta(0)|| = C_{a_0}$,
- $|a_1(z_0)| = C_{a_1}|z_0|^{m_1-1}$ or $||(a_1)\zeta/z^{m_1-2}\zeta(0)|| = C_{a_1}$.

By the Schwarz inequality, the area of $f|_{D_r}$ is
\[
A(f|_{D_r}) = -\frac{1}{2} \int_{D_r} df \wedge (d\overline{f} \circ J_\Sigma) = -\frac{1}{2} \int_{D_r} |\check{a}|^2 \zeta \wedge (\overline{\zeta} \circ J_\Sigma)
\leq -\frac{1}{2} C_\zeta \int_{D_r} (|a_0|^2 + |a_1|^2) dz \wedge (d\overline{\zeta} \circ J_\Sigma)
\leq -\frac{1}{2} C_\zeta \int_{D_r} (C_{a_0}^2|z|^{2m_0-2} + C_{a_1}^2|z|^{2m_1-2}) dz \wedge (d\overline{\zeta} \circ J_\Sigma)
= \pi C_\zeta \left( \frac{C_{a_0}^2}{m_0} r^{2m_0} + \frac{C_{a_1}^2}{m_1} r^{2m_1} \right).
\]

Because $a$ is holomorphic, the condition for equality is based on the condition for equality in the Schwarz lemma.

\[\square\]

References

[1] P. Bayard, M. Lawn and J. Roth, Spinorial representation of surfaces into 4-dimensional space forms Ann. Glob. Anal. Geom., 44, 2013, 4, 433-453.
[2] C. Bohle, K. Leschke, F. Pedit and U. Pinkall, Conformal maps from a 2-torus to the 4-sphere, J. Reine Angew. Math. 671, 2012, 1–30.
[3] R. L. Bryant, Conformal and minimal immersions of compact surfaces into the 4-sphere, J. Differential Geom. 17, 1982, 3, 455–473.
[4] F. E. Burstall, D. Ferus, K. Leschke, F. Pedit and U. Pinkall, Conformal geometry of surfaces in $S^4$ and quaternions, Lecture Notes in Mathematics 1772, Springer-Verlag, Berlin, 2002.
[5] I. Castro and F. Urbano, On twistor harmonic surfaces in the complex projective plane, Math. Proc. Cambridge Philos. Soc. 122, 1997, 1, 115–129.
[6] A. Enneper, Analytisch-geometrische Untersuchungen, Z. Math. Phys. 9, 1864, 96–125.
[7] D. Ferus, K. Leschke, F. Pedit and U. Pinkall, Quaternionic holomorphic geometry: Plücker formula, Dirac eigenvalue estimates and energy estimates of harmonic 2-tori, Invent. Math. 146, 2001, 3, 507–593.
[8] T. Friedrich, On surfaces in four-spaces, Ann. Global Anal. Geom. 2, 1984, 3, 257–287.
[9] R. E. Greene and S. G. Krantz, Function theory of one complex variable, Graduate Studies in Mathematics 40, 3rd ed., American Mathematical Society, Providence, RI, 2006.
[10] G. Kamberov, P. Norman, F. Pedit and U. Pinkall, Quaternions, Spinor and Surfaces, Contemporary Mathematics (AMS), 299, 2002.
[11] H. Hopf, Differential geometry in the large, Lecture Notes in Mathematics 1000, Notes taken by Peter Lax and John Gray; With a preface by S. S. Chern, Springer-Verlag, Berlin, 1983.
[12] K. Leschke and F. Pedit, Bäcklund transforms of conformal maps into the 4-sphere, PDEs, submanifolds and affine differential geometry, Banach Center Publ. 69, Polish Acad. Sci., Warsaw, 2005, 103–118.
[13] K. Moriya, The denominators of Lagrangian surfaces in complex Euclidean plane, Ann. Global Anal. Geom. 34, 2008, 1, 1–20.
[14] K. Moriya, Super-conformal surfaces associated with null complex holomorphic curves, Bull. Lond. Math. Soc. 41, 2009, 2, 327–331.
[15] K. Moriya, Darboux Transforms of a Harmonic Inverse Mean Curvature Surface, Geometry, vol. 2013, Article ID 902092, 9 pages, 2013.
[16] K. Moriya, A factorization of a super-conformal map, Israel J. Math. 207, 2015, 1, 331–359
[17] F. Pedit and U. Pinkall, Quaternionic analysis on Riemann surfaces and differential geometry, Proceedings of the International Congress of Mathematicians, Vol. II (Berlin, 1998), Doc. Math., 1998, Extra Vol. II, 389–400 (electronic).
[18] S. Salamon, Topics in four-dimensional Riemannian geometry, Geometry seminar “Luigi Bianchi”, Pisa, 1982, Lecture Notes in Math. 1022, Springer, Berlin, 1983, 33–124.
[19] H. A. Schwarz, Gesammelte mathematische Abhandlungen. 2 Bände, 1890, Berlin. Springer. Bd. I. XI u. 338 S., Bd. II. VII u. 370 S. gr 8° (1890).
[20] K. Weierstrass, Über die Flächen, deren mittlere Krümmung überall gleich null ist, Ber. Akad. Wiss. Berlin, 612–625, 1866.

Faculty of Teacher Education, Institute of Human and Social Sciences, Kanazawa University, Kakuma-machi, Kanazawa, Ishikawa, 920-1192, Japan
E-mail address: kazuhase@staff.kanazawa-u.ac.jp

Division of Mathematics, Faculty of Pure and Applied Sciences, University of Tsukuba, 1-1-1 Tennodai, Tsukuba, Ibaraki, 305-8571, Japan
E-mail address: moriya@math.tsukuba.ac.jp