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The investigation of planets around other stars began with the study of gas giants, but is now extending to the discovery and characterization of super-Earths and terrestrial planets. Motivated by this observational tide, we survey the basic dynamical principles governing the atmospheric circulation of terrestrial exoplanets, and discuss the interaction of their circulation with the hydrological cycle and global-scale climate feedbacks. Terrestrial exoplanets occupy a wide range of physical and dynamical conditions, only a small fraction of which have yet been explored in detail. Our approach is to lay out the fundamental dynamical principles governing the atmospheric circulation on terrestrial planets—broadly defined—and show how they can provide a foundation for understanding the atmospheric behavior of these worlds. We first survey basic atmospheric dynamics, including the role of geostrophy, baroclinic instabilities, and jets in the strongly rotating regime (the “extratropics”) and the role of the Hadley circulation, wave adjustment of the thermal structure, and the tendency toward equatorial superrotation in the slowly rotating regime (the “tropics”). We then survey key elements of the hydrological cycle, including the factors that control precipitation, humidity, and cloudiness. Next, we summarize key mechanisms by which the circulation affects the global-mean climate, and hence planetary habitability. In particular, we discuss the runaway greenhouse, transitions to snowball states, atmospheric collapse, and the links between atmospheric circulation and CO$_2$ weathering rates. We finish by summarizing the key questions and challenges for this emerging field in the future.

1. INTRODUCTION

The study of planets around other stars is an exploding field. To date, numerous exoplanets have been discovered, spanning a wide range of masses, incident stellar fluxes, orbital periods, and orbital eccentricities. A variety of observing methods have allowed observational characterization of the atmospheres of these exoplanets, opening a new field in comparative climatology (for introductions, see Deming and Seager [2009], Seager and Deming [2010]). Because of their relative ease of observability, this effort to date has emphasized transiting giant planets with orbital semi-major axes of ~0.1 AU or less. The combination of radial velocity and transit data together allow estimates of the planetary mass, radius, density, and surface gravity. Wavelength-dependent observations of the transit and secondary eclipse, when the planet passes in front of and behind its star, respectively, as well as the full-orbit light curves, allow the atmospheric composition, vertical temperature structure, and global temperature maps to be derived—at least over certain ranges of pressure. These observations provide evidence for a vigorous atmospheric circulation on these worlds (e.g. Knutson et al. [2007]).

Despite a major emphasis to date on extrasolar giant planets (EGPs), super Earths and terrestrial planets are increasingly becoming accessible to discovery and characterization. Over 50 super Earths have been confirmed from ground-based and space-based planet searches, including planets that are Earth sized (Fressin et al. [2012]) and planets that orbit within the classical habitable zones (HZ) of their stars (Borucki et al. [2012, 2013]). Hundreds of additional super-Earth candidates have been found by the NASA Kepler mission (Borucki et al. [2011]). For observationally favorable systems, such as super Earths orbiting M dwarfs (Charbonneau et al. [2009]), atmospheric characterization has already begun (e.g. Bean et al. [2010], Désert et al. [2011], Berta et al. [2012]), placing constraints on the atmospheric composition of these objects. Methods that are used today for EGPs to obtain dayside infrared spectra, map the day-night temperature pattern, and constrain cloudiness and
albedo will be extended to the characterization of smaller planets in coming years. This observational vanguard will continue over the next decade with attempts to determine the composition, structure, climate, and habitability of these worlds. Prominent next-generation observational platforms include NASA’s James Webb Space Telescope (JWST) and Transiting Exoplanet Survey Satellite (TESS), as well as a wide range of upcoming ground-based instruments.

This observational tide provides motivation for understanding the circulation regimes of extrasolar terrestrial planets. Fundamental motivations are threefold. First, we wish to understand current and future spectra, lightcurves, and other observations, and understand the role of dynamics in affecting these observables. Second, the circulation—and climate generally—play a key role in shaping the habitability of terrestrial exoplanets, a subject of crucial importance in understanding our place in the Cosmos. Third, the wide range of conditions experienced by exoplanets allows an opportunity to extend our theoretical understanding of atmospheric circulation and climate to a much wider range of conditions than encountered in the solar system. Many of the dynamical mechanisms controlling the atmospheric circulation of terrestrial exoplanets will bear similarity to those operating on Earth, Mars, Venus, and Titan—but with different details and spanning a much wider continuum of behaviors. Understanding this richness is one of the main benefits to be gained from the study of terrestrial exoplanets.

Here we survey the basic dynamical principles governing the atmospheric circulation of terrestrial exoplanets, discuss the interaction of their circulation with global-scale climate feedbacks, and review the specific circulation models of terrestrial exoplanets that have been published to date. Much of our goal is to provide a resource summarizing basic dynamical processes, as distilled from not only the exoplanet literature but also the solar system and terrestrial literature, that will prove useful for understanding these fascinating atmospheres. Our intended audience includes graduate students and researchers in the fields of astronomy, planetary science, and climate—without backgrounds in atmospheric dynamics—who wish to learn about, and perhaps enter, the field. This review builds on the previous survey of the atmospheric circulation on exoplanets by Showman et al. (2010) and complements other review articles in the literature describing the dynamics of solar-system atmospheres (e.g., Gierasch et al. 1997; Leovy 2001; Read and Lewis 2004; Ingersoll et al. 2004; Vasavada and Showman 2005; Schneider 2006; Flasar et al. 2009; Del Genio et al. 2009; Read 2011) as well as the other chapters in this volume.

Section 2 provides an overview of dynamical fundamentals of terrestrial planet atmospheres, including both the rapidly and slowly rotating regimes, with a particular emphasis on aspects relevant to terrestrial exoplanets. Section 3 reviews basic aspects of the hydrological cycle relevant to understanding exoplanets with moist atmospheres. Section 4 addresses the interaction between atmospheric dynamics and global-scale climate, and Section 5 summarizes outstanding questions.

2. OVERVIEW OF DYNAMICAL FUNDAMENTALS

Key to understanding atmospheric circulation is understanding the extent to which rotation dominates the dynamics. This can be quantified by the Rossby number, \( Ro = U/L \), defined as the ratio between advection forces and Coriolis forces in the horizontal momentum equation. Here, \( U \) is a characteristic horizontal wind speed, \( f = 2\Omega \sin \phi \) is the Coriolis parameter, \( L \) is a characteristic horizontal scale of the flow (\( \sim 10^3 \) km or more for the global-scale flows considered here), \( \Omega \) is the planetary rotation rate (\( 2\pi \) over the rotation period), and \( \phi \) is the latitude.

In nearly inviscid atmospheres, the dynamical regime differs greatly depending on whether the Rossby number is small or large. When \( Ro \ll 1 \), the dynamics are rotationally dominated. Coriolis forces approximately balance pressure-gradient forces in the horizontal momentum equation. This so-called geostrophic balance supports the emergence of large horizontal temperature gradients; as a result, the atmosphere is generally unstable to a type of instability known as baroclinic instability. These instabilities generate eddies that dominate much of the dynamics, controlling the equator-to-pole heat fluxes, temperature contrasts, meridional mixing rates, vertical stratification, and the formation of zonal jets.\(^1\) On the other hand, when \( Ro \gg 1 \), rotation plays a modest role; the dynamics are inherently ageostrophic, horizontal temperature contrasts tend to be small, and baroclinic instability is less important or negligible. The temperature structure is regulated by a large-scale overturning circulation that transports air latitudinally—that is, the Hadley circulation—as well as by adjustment of the thermal structure due to atmospheric waves. These two regimes differ sufficiently that they are best treated separately.

It is useful to define terms for these regimes. In Earth’s atmosphere, the regime of \( Ro \gtrsim 1 \) approximately coincides with the tropics, occurring equatorward of \(~20–30^\circ\) latitude, whereas the regime of \( Ro \ll 1 \) approximately coincides with the extratropics, occurring poleward of \(~30^\circ\) latitude. Broadening our scope to other planets, we define the “tropics” and “extratropics” as the dynamical regimes—regardless of temperature—where large-scale circulations exhibit \( Ro \gtrsim 1 \) and \( Ro \ll 1 \), respectively.

Figure 1 illustrates how the extent of the tropics and extratropics depend on rotation rate for a typical terrestrial  
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\(^1\)The terms zonal and meridional refer to the east-west and north-south directions, respectively; thus, the zonal wind is eastward wind, meridional wind is northward wind, and meridional mixing rates refer to mixing rates in the north-south direction. A zonal average is an average in longitude.

\(^2\)Except for regions close to the surface, atmospheres are generally stably stratified, meaning they are stable to dry convection: air parcels that are displaced upward or downward will return to their original location rather than convecting.
The term was first coined by Mitchell et al. (2006) in reference to Titan. Solving the full non-gray radiative transfer are simplified, e.g., adopting a gray radiative-transfer scheme rather than relevant) clouds. “Idealized” GCMs refer to GCMs where these components frictional drag against the surface, sub-grid-scale turbulence, and (if relevant) clouds. “Idealized” GCMs refer to GCMs where these components are simplified, e.g., adopting a gray radiative-transfer scheme rather than solving the full non-gray radiative transfer.

A GCM solves the global three-dimensional (3D) fluid-dynamics equations relevant to a rotating atmosphere, coupled to calculations of the atmospheric radiative-transfer everywhere over the full 3D grid (necessary for determining the radiative heating/cooling rate, which affects the dynamics), and parameterizations of various physical processes including frictional drag against the surface, sub-grid-scale turbulence, and (if relevant) clouds. “Idealized” GCMs refer to GCMs where these components are simplified, e.g., adopting a gray radiative-transfer scheme rather than solving the full non-gray radiative transfer.

The extratropical regime corresponds to $Ro \ll 1$. For typical terrestrial-planet wind speeds of $\sim 10 \text{ m s}^{-1}$ and Earth-like planet sizes, planets will have extratropical zones for rotation periods of a few (Earth) days or shorter. When $Ro \ll 1$ and friction is weak, the Coriolis force and pressure-gradient force will approximately balance in the horizontal momentum equation; the resulting balance, called geostrophic balance, is given by (e.g., Vallis 2006, pp. 85-88)

$$f u = - \left( \frac{\partial \Phi}{\partial y} \right)_p \quad f v = \left( \frac{\partial \Phi}{\partial x} \right)_p \quad (1)$$

where $\Phi$ is the gravitational potential, $x$ and $y$ are eastward and northward distance, $u$ and $v$ are zonal and meridional wind speed, $f$ is the Coriolis parameter, and the derivatives are evaluated at constant pressure. The implication is that winds tend to flow along, rather than across, isobars. In extratropics, the baroclinic eddies that dominate the meridional heat transport; in idealized form, it transports air upward near the equator and poleward in the upper troposphere, with a return flow to the equator along the surface. Due to the relative weakness of rotational effects in the tropics, atmospheric waves can propagate unimpeded in longitude, and adjustment of the thermal structure by these waves tends to keep horizontal temperature gradients weak in the tropics (Section 2.2.3).

We review the extratropical and tropical regimes, along with the key processes shown in Figure 2 in this section.

### 2.1. Extratropical regime

#### 2.1.1. Force balances and geostrophy

The extratropical regime corresponds to $Ro \ll 1$. For typical terrestrial-planet wind speeds of $\sim 10 \text{ m s}^{-1}$ and Earth-like planet sizes, planets will have extratropical zones for rotation periods of a few (Earth) days or shorter. When $Ro \ll 1$ and friction is weak, the Coriolis force and pressure-gradient force will approximately balance in the horizontal momentum equation; the resulting balance, called geostrophic balance, is given by (e.g., Vallis 2006, pp. 85-88)

$$f u = - \left( \frac{\partial \Phi}{\partial y} \right)_p \quad f v = \left( \frac{\partial \Phi}{\partial x} \right)_p \quad (1)$$

where $\Phi$ is the gravitational potential, $x$ and $y$ are eastward and northward distance, $u$ and $v$ are zonal and meridional wind speed, $f$ is the Coriolis parameter, and the derivatives are evaluated at constant pressure. The implication is that winds tend to flow along, rather than across, isobars. In
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3. A GCM solves the global three-dimensional (3D) fluid-dynamics equations relevant to a rotating atmosphere, coupled to calculations of the atmospheric radiative-transfer everywhere over the full 3D grid (necessary for determining the radiative heating/cooling rate, which affects the dynamics), and parameterizations of various physical processes including frictional drag against the surface, sub-grid-scale turbulence, and (if relevant) clouds. “Idealized” GCMs refer to GCMs where these components are simplified, e.g., adopting a gray radiative-transfer scheme rather than solving the full non-gray radiative transfer.

4. The term was first coined by Mitchell et al. (2006) in reference to Titan.
Fig. 2.— Schematic illustration of dynamical processes occurring on a generic terrestrial exoplanet. These include baroclinic eddies, Rossby waves, and eddy-driven jet streams in the extratropics, and Hadley circulations, large-scale Kelvin and Rossby waves, and (in some cases) equatorial superrotation in the tropics. The “X” at the equator marks the substellar point, which will be fixed in longitude on synchronously rotating planets. Cloud formation, while complex, will likely be preferred in regions of mean ascent, including the rising branch of the Hadley circulation, within baroclinic eddies, and—on synchronously rotating planets—in regions of ascent on the dayside.

Our solar system, the atmospheres of Earth, Mars, and all four giant planets exhibit geostrophic balance away from the equator, and the same will be true for a wide range of terrestrial exoplanets. See Pedlosky (1987), Holton (2004), or Vallis (2006) for introductions to the dynamics of rapidly rotating atmospheres in the geostrophic regime.

In a geostrophic flow, there exists a tight link between winds and temperatures. Differentiating the geostrophic equations in pressure (which here acts as a vertical coordinate) and invoking hydrostatic balance and the ideal-gas law, we obtain the thermal-wind equations (Vallis 2006, pp. 89-90)

\[
\begin{align*}
    f \frac{\partial u}{\partial \ln p} &= \frac{\partial (RT)}{\partial y} \\
    f \frac{\partial v}{\partial \ln p} &= -\frac{\partial (RT)}{\partial x}
\end{align*}
\]

where \(T\) is temperature and \(R\) is the specific gas constant. The equation implies that, for the geostrophic component of the flow, meridional temperature gradients accompany vertical shear (that is, vertical variation) of the zonal wind, and zonal temperature gradients accompany vertical shear (i.e., vertical variation) of the meridional wind. Because the surface wind is generally weak compared to that at the tropopause, one can thus obtain an estimate of the wind speed in the upper troposphere—given the equator-pole temperature gradient—by integrating (2) vertically.

To order of magnitude, for example, Equation (2) implies a zonal wind \(\Delta u \sim R \Delta T_{eq-pole} \Delta \ln p/(fa)\), where \(\Delta T_{eq-pole}\) is the temperature difference between the equator and pole, \(\Delta \ln p\) is the number of scale heights over which this temperature difference extends, and \(a\) is the planetary radius. Inserting Earth parameters (\(\Delta T_{eq-pole} \approx 20\) K, \(a \approx 6000\) km, \(R = 287\) J kg\(^{-1}\) K\(^{-1}\), \(f \approx 10^{-4}\) s\(^{-1}\), and \(\Delta \ln p = 1\)), we obtain \(\Delta u \approx 10\) m s\(^{-1}\), which is indeed a characteristic value of the zonal wind in Earth’s upper troposphere.

What are the implications of thermal-wind balance for a planet’s global circulation pattern? Given the thermal structure expected on typical, low-obliquity, rapidly rotating exoplanets, with a warm equator and cool poles, Equation (2) makes several useful statements:

- It implies that the zonal wind increases (i.e., becomes more eastward) with altitude. Assuming the surface winds are weak, this explains the predominantly eastward nature of the tropospheric winds on Earth and Mars, especially in midlatitudes, and suggests an analogous pattern on rapidly rotating exoplanets.

- Because temperature gradients—at least on Earth and Mars—peak in midlatitudes, thermal-wind balance helps explain why the zonal wind shear—hence the upper-tropospheric zonal winds themselves—are greater at midlatitudes than at the equator or poles. This is the latitude of the jet streams, and thermal-wind balance therefore describes how the winds increase with height in the jet streams. Because the tropospheric meridional temperature gradient is greater in the winter hemisphere than the summer hemisphere, thermal-wind balance also implies that the upper-tropospheric, mid-latitude winds should be faster in the winter hemisphere, as indeed occurs on Earth (Peixoto and Oort 1992) and Mars (Smith 2008).
• If the mean zonal temperature gradients are small compared to mean meridional temperature gradients, which tends to be true when the rotation is fast (and in particular when the solar day is shorter than the atmospheric radiative time constant), thermal wind implies that the time-mean zonal winds are stronger than the time-mean meridional winds. This provides a partial explanation for the zonal (east-west) banding of the wind structure on Earth and Mars and suggests that a similarly banded wind pattern will occur on rapidly rotating exoplanets.\(^5\)

The fact that Coriolis forces can balance pressure gradients in a geostrophic flow implies that such flows can sustain larger horizontal pressure and temperature contrasts than might otherwise exist. To order of magnitude, hydrostatic balance of the dynamical pressure and density fluctuations \(\delta p\) and \(\delta \rho\) (see Holton 2004 pp. 41-42) implies that these fluctuations satisfy

\[
\delta p \approx \delta \rho g D
\]

(3)

where \(D\) is the vertical scale of the circulation. In the horizontal momentum equation, the pressure-gradient force is approximately \(\delta \rho g D/(\rho L)\), where \(L\) is a characteristic horizontal length scale of the flow. Noting that \(\delta \rho/\rho \sim \delta \theta_h/\theta\), where \(\delta \theta_h\) is the characteristic horizontal potential temperature difference and \(\theta\) is the characteristic potential temperature, geostrophy implies (cf. Charney 1963)

\[
\delta \theta_h \sim \frac{fUL}{gD} \sim \frac{Fr}{Ro}, \quad Ro \ll 1
\]

(4)

where \(Fr \equiv U^2/gD\) is a dimensionless quantity known as a Froude number. For a typical, rapidly rotating terrestrial planet where \(U \approx 10\) m s\(^{-1}\), \(D \approx 10\) km, \(g \approx 10\) m s\(^{-2}\), \(f \approx 10^{-4}\) s\(^{-1}\) (implying rotation periods of an Earth day), the fractional temperature contrasts over distances comparable to the planetary radius approach \(\sim 0.1\), implying temperature contrasts of \(\sim 20\) K. This is similar to the actual equator-to-pole temperature contrast in Earth’s troposphere. In contrast, these values greatly exceed typical horizontal temperature contrasts in the tropical regime of \(Ro \sim 1\) (see Eq. 16).

An important horizontal length scale in atmospheric dynamics is the Rossby deformation radius, defined in the extratropics as

\[
L_D = \frac{ND}{f},
\]

(5)

where \(N\) is the Brunt-Vaisala frequency, which is a measure of vertical stratification. Because the deformation radius is a natural length scale that emerges from the interaction of gravity (buoyancy) and rotation in stably stratified atmospheres, many phenomena, including geostrophic adjustment, baroclinic instabilities, and the interaction of convection with the environment, produce atmospheric structures with horizontal sizes comparable to the deformation radius. As a result, the circulations in atmospheres (and oceans) often exhibit predominant length scales not too different from the deformation radius.

2.1.2. Baroclinic instabilities and their effect on thermal structure

Planets experience meridional gradients in the net radiative heating rate. At low obliquities, this gradient corresponds to net heating at the equator and net cooling at the poles, leading to meridional temperature contrasts with, generally, a hot equator and cold poles. Even if individual air columns are convectively stable (i.e., if the potential temperature increases with height in the troposphere), potential energy can be extracted from the system if the cold polar air moves downward and equatorward and if the warm equatorial air moves upward and poleward. The question is then whether dynamical mechanisms actually exist to extract this energy and thereby transport heat from the equator to the poles. In the tropics, the dominant meridional heat-transport mechanism is a thermally direct Hadley circulation (see Figure 2 and Section 2.2.1), but such circulations tend to be suppressed by planetary rotation in the extratropics. At \(Ro \ll 1\), the meridional temperature gradients are associated with an upward-increasing zonal wind in thermal-wind balance (Equation 2). It is useful to think about the limit where longitudinal gradients of heating and temperature are negligible—in which case the (geostrophic) wind is purely zonal—and where the meridional wind is zero, as occurs when these zonal winds are perfectly balanced. In such a hypothetical solution, the temperature at each latitude would be in local radiative equilibrium, and no meridional heat transport would occur.

It turns out that this hypothetical steady state is not dynamically stable: small perturbations on this steady solution grow over time, producing eddies that extract potential energy from the horizontal temperature contrast (transporting warm low-latitude air upward and poleward, transporting cool high-latitude air downward and equatorward, thereby lowering the center of mass, flattening isentropes, and reducing the meridional temperature gradient). This is baroclinic instability, so named because it depends on the baroclinicity of the flow—i.e., on the fact that surfaces of constant density incline significantly with respect to surfaces of constant pressure. The instabilities are inherently

\(^5\)In the presence of topography or land-ocean contrasts, some local regions may exhibit meridional winds that, even in a time average, are not small compared to zonal winds. In such a case, \(u > v\) only in the zonal mean.

\(^6\)Potential temperature is defined as the temperature an air parcel would have if transported adiabatically to a reference pressure \(p_0\) (often taken to be 1 bar). When the ratio of gas constant to specific heat \(R/c_p\) is constant, as is often approximately true in atmospheres, then it is defined by \(\theta = T(p_0/p)^{R/c_p}\). It is conserved following adiabatic reversible processes and is thus a measure of atmospheric entropy.

\(^7\)Isentropes are surfaces of constant entropy, which are equivalent to surfaces of constant potential temperature. In a stably stratified atmosphere where entropy increases with altitude, isentropes will bow downward (upward) in regions that, as measured on an isobar, are hot (cold).
Fig. 3.— Surface temperature (colorscale, in K) from GCM experiments in Kaspi and Showman (2012), illustrating the dependence of temperature and jet structure on rotation rate. Experiments are performed using the Flexible Modeling System (FMS) model analogous to those in Frierson et al. (2006) and Kaspi and Schneider (2011); radiative transfer is represented by a two-stream, grey scheme with no diurnal cycle (i.e., the incident stellar flux depends on latitude but not longitude). A hydrological cycle is included with a slab ocean. Planetary radius, gravity, atmospheric mass, incident stellar flux, and atmospheric thermodynamic properties are the same as on Earth; models are performed with rotation rates from half (upper left) to four times that of Earth (lower right). Baroclinic instabilities dominate the dynamics in mid- and high-latitudes, leading to baroclinic eddies whose length scales decrease with increasing planetary rotation rate.

three-dimensional and manifest locally as tongues of cold and warm air penetrating equatorward and poleward in the extratropics. Figure 2 illustrates such eddies schematically and Figure 3 provides examples from GCM experiments under Earth-like conditions. The fastest-growing modes have zonal wavelengths comparable to the deformation radius and growth rates proportional to \((f/N)\frac{\partial u}{\partial z}\), where \(\frac{\partial u}{\partial z}\) is the vertical shear of the zonal wind that exists in thermal wind balance with the meridional temperature gradient. For Earth-like conditions, these imply length scales of \(\sim 4000\) km and growth timescales of \(\sim 3–5\) days for the dominant modes (for reviews, see, e.g., Pierrehumbert and Swanson 1995; Vallis 2006, Chapter 6).

As expected from baroclinic instability theory, the dominant length scale of the baroclinic, heat-transporting eddies in the extratropics scales inversely with the planetary rotation rate. This is illustrated in Figure 3, which shows instantaneous snapshots of the temperature in idealized Earth-like GCM experiments where the rotation rate is varied between half and four times that of Earth (Kaspi and Showman 2012). The smaller eddies in the rapidly rotating models are less efficient at transporting energy meridionally, leading to a greater equator-to-pole temperature difference in those cases. A similar dependence has been found by other authors as well (e.g. Schneider and Walker 2006; Kaspi and Schneider 2011).

In the extratropics of Earth and Mars, baroclinic instabilities play a key role in controlling the thermal structure, including the equator-to-pole temperature gradient and the vertical stratification (i.e., the Brunt-Vaisala frequency); this is also likely to be true in the extratropics of terrestrial exoplanets. In particular, GCM experiments suggest that the extratropics—when dominated by baroclinic instability—adjust to a dynamic equilibrium in which meridional temperature gradients and tropospheric stratifications scale together (atmospheres with larger tropospheric stratification exhibit larger meridional temperature gradients and vice versa). Figure 4 illustrates this phenomenon from a sequence of idealized GCM experiments from Schneider and Walker (2006) for terrestrial planets forced by equator-to-pole heating gradients. The abscissa shows the meridional temperature difference across the baroclinic zone and the ordinate shows the vertical stratification through the troposphere; each symbol represents the equilibrated state of a particular model including the effects of dynamics. Although the radiative-equilibrium thermal structures fill a significant fraction of the parameter space, the baroclinic eddy entropy fluxes adjust the thermal structure to a state where the vertical stratification and meridional temperature difference are comparable, corresponding to a line with a slope of one in Figure 4. The extent to which this relationship holds in general and parameter regimes where it may break down are under investigation (Zurita-Gotor and Vallis 2009; Jansen and Ferrari).
Most work on this problem has so far investigated planets forced by equator-pole heating gradients (e.g., Schneider and Walker 2006, Kaspi and Showman 2012), but the zonal (day-night) heating gradients could significantly influence the way that baroclinic eddies regulate the thermal structure, particularly on synchronously rotating planets. Edson et al. (2011) compared GCM simulations for a control, Earth-like simulation forced only by an equator-pole heating gradient and an otherwise identical synchronously rotating planet with day-night thermal forcing. They found that the (zonal-mean) meridional isentrope slopes were gentler in the model with day-night forcing than in the control model. This differing behavior presumably results from the fact that the synchronously rotating model exhibits meridional heat fluxes that are primarily confined to the dayside (rather than occurring at all longitudes as in the control model) and from the fact that the day-night forcing generates planetary-scale standing waves (see Section 2.2.3) in the synchronous model that are absent in the control model. Both traits can influence the (zonal-mean) meridional heat transport and therefore the isentrope slopes and zonal-mean temperature differences between the equator and poles. Additional work quantifying the behavior for tidally locked planets over a wider parameter regime would be highly beneficial.

Over the past several decades, many authors have attempted to elucidate theoretically how the meridional heat fluxes due to baroclinic eddies depend on the background meridional temperature gradient, tropospheric stratification, planetary rotation rate, and other parameters. Almost all of this work has emphasized planets in an Earth-like regime, forced by equator-pole heating gradients (e.g., Green 1970, Stone 1972, Larchev and Held 1995, Held and Larchev 1996, Pavan and Held 1996, Haine and Marshall 1998, Barry et al. 2002, Thompson and Young 2006, Thompson and Young 2007, Schneider and Walker 2008, Zurita-Gotor and Vallis 2009; for reviews, see Held (1999a), and Showman et al. 2010). If a theory for this dependence could be developed, it would constitute a major step toward a predictive theory for the dependence of the equator-to-pole temperature difference on planetary parameters. However, this is a challenging problem, and no broad consensus has yet emerged.

Nevertheless, recent GCM studies demonstrate how the equator-to-pole temperature differences and other aspects of the dynamics depend on planetary radius, gravity, rotation rate, atmospheric mass, and incident stellar flux (Kaspi and Showman 2012). These authors performed idealized GCM experiments of planets forced by equator-to-pole heating gradients, including a hydrological cycle and representing the radiative transfer using a two-stream, grey approach. Kaspi and Showman (2012) found that the equator-to-pole temperature difference decreases with increasing atmospheric mass and increases with increasing rotation rate, planetary radius (at constant interior density) or planetary density (at constant interior mass). Figure 5 shows the zonal-mean surface temperature and meridional eddy energy fluxes versus latitude for the cases with differing rotation rates (left) and atmospheric masses (right). Meridional eddy energy fluxes are weaker at faster rotation rates (Figure 5), presumably because the smaller eddy length scales (Figure 5) lead to less efficient energy transport. This helps to explain the fact that larger equator-to-pole temperature differences occur in the faster rotating simulations, as is evident in Figure 5 and Figure 5. Likewise, massive atmospheres exhibit a greater thermal storage capacity than less massive atmospheres, allowing a greater meridional energy flux at a given baroclinic eddy amplitude. Everything else being equal, planets with greater atmospheric mass therefore exhibit smaller equator-to-pole temperature differences than planets with lesser atmospheric mass (Figure 5). Additional detailed work is warranted to clarify the physical processes controlling these trends and to seek a predictive theory for the dependences.

2.1.3. Rossby waves

Much of the structure of the large-scale atmospheric circulation can be understood in terms of the interaction of Rossby waves with the background flow; they are the most important wave type for the large-scale circulation. In this section we survey their linear dynamics, and follow in subsequent sections with discussions of how they help to shape the structure of the extratropical circulation via nonlinear interactions.

Rossby waves are best understood through conservation of potential vorticity (PV), which for a shallow fluid layer of thickness $h$ can be written as

$$ q = \frac{\zeta + f}{h} $$

where $\zeta = k \cdot \nabla \times v$ is the relative vorticity, $k$ is the vertical (upward) unit vector, and $v$ is the horizontal velocity vector. As written, this is the conserved form of PV for the shallow-water equations (e.g., Pedlosky 1987, Vallis 2006, Showman et al. 2010), but the same form holds in the three-dimensional primitive equations if the relative vorticity is evaluated at constant potential temperature and $h$ is appropriately defined in terms of the gradient of pressure with respect to potential temperature (Vallis 2006, p. 187-188). To illuminate the dynamics, we consider the simplest system that supports Rossby waves, namely a one-layer barotropic model governing two-dimensional, non-divergent flow. For this case, $h$ can be considered constant, leading to conservation of absolute vorticity, $\zeta + f$, following the flow. This can be written, adopting Cartesian geometry, as

$$ \frac{\partial \zeta}{\partial t} + v \cdot \nabla \zeta + v \beta = F $$

where $v$ is the meridional velocity, $\beta \equiv df/dy$ is the gradient of the Coriolis parameter $f$ with northward distance $y$, and $F$ represents any sources or sinks of potential vorticity. For a brief review of equation sets used in atmospheric
Fig. 4.— A measure of the near-surface meridional potential temperature difference across the extratropics (abscissa) and potential temperature difference in the extratropics taken vertically across the troposphere (ordinate) in models of planets forced by equator-to-pole heating gradients from Schneider and Walker (2006). When the equator-to-pole forcing is sufficiently great, the extratropical dynamics are dominated by baroclinic eddies, which adjust the thermal structure to a state where horizontal and vertical potential temperature differences in the extratropics are comparable. Different symbols denote models with differing rotation rates, planetary radii, and/or boundary-layer friction, coded in the legend. Crosses depict the radiative-equilibrium states for the Earth-like models. The dashed line denotes a slope of 1.

dynamics, see Showman et al. (2010); more detailed treatments can be found in Vallis (2006), McWilliams (2006), or Holton (2004).

To investigate how the $\beta$ effect allows wave propagation, we consider the version of Eq. (7) linearized about a state of no zonal-mean flow, which amounts to dropping the term involving advection of $\zeta$. Given the assumption that the flow is horizontally nondivergent, we can define a streamfunction, $\psi$, such that $u = -\frac{\partial \psi}{\partial y}$ and $v = \frac{\partial \psi}{\partial x}$. This definition implies that $\zeta = \nabla^2 \psi$, allowing the linearized equation to be written

$$\frac{\partial \nabla^2 \psi}{\partial t} + \beta \frac{\partial \psi}{\partial x} = 0$$

This is useful because it is now an equation in only one variable, $\psi$, which can easily be solved to determine wave behavior. Assuming that $\beta$ is constant (an approximation known as the “beta plane”), and adopting plane-wave solutions $\psi = \psi_0 \exp[i(kx + ly - \omega t)]$, we obtain a dispersion relation

$$\omega = -\frac{\beta k}{k^2 + l^2}$$

where $k$ and $l$ are the zonal and meridional wavenumbers (just $2\pi$ over the longitudinal and latitudinal wavelengths, respectively) and $\omega$ is the oscillation frequency. The resulting waves are called Rossby waves. They are large-scale (wavelengths commonly $\sim 10^3$ km or more), low-frequency (periods of order a day or longer), and—away from the equator on a rapidly rotating planet—are in approximate geostrophic balance. As demonstrated by Equation (9), they exhibit westward phase speeds.

The wave-induced zonal and meridional velocities are defined, respectively, as $u' = u_0' \exp[i(kx + ly - \omega t)]$ and $v' = v_0' \exp[i(kx + ly - \omega t)]$, where $u_0'$ and $v_0'$ are complex amplitudes. The above solution implies that

$$u_0' = -i \psi_0 \quad v_0' = i k \psi_0.$$  

The velocities represented by these relations are parallel to lines of constant phase and therefore perpendicular to the direction of phase propagation. Equation (10) implies that the zonal and meridional wave velocities are correlated; this provides a mechanism by which Rossby wave generation, propagation, and dissipation can transport momentum and thereby modify the mean flow, a point we return to in Section 2.1.4.

Physically, the restoring force for Rossby waves is the $\beta$ effect, namely, the variation with latitude of the planetary vorticity. Because the Coriolis parameter varies with latitude, PV conservation requires that any change in latitude of fluid parcels will cause a change in the relative vorticity. The flow associated with these relative vorticity pertur-
Fig. 5.— Latitude dependence of the vertically and zonally integrated meridional energy flux (a and b) and vertically and zonally averaged temperature (c and d) in GCM experiments from Kaspi and Showman (2012) for models varying rotation rate and atmospheric mass. The energy flux shown in (a) and (b) is the flux of moist static energy, defined as $c_p T + gz + Lq$, where $c_p$ is specific heat at constant pressure, $g$ is gravity, $z$ is height, $L$ is latent heat of vaporization of water, and $q$ is the water vapor abundance. The left column (a and c) explores sensitivity to rotation rate; models are shown with rotation rates ranging from half to eight times that of Earth. In these experiments, the atmospheric mass is held constant at the mass of Earth’s atmosphere. Right column (b and d) explores the sensitivity to atmospheric mass; models are shown with atmospheric masses from 0.1 to 40 times the mass of Earth’s atmosphere. In these experiments, the rotation rate is set to that of Earth. The equator-to-pole temperature difference is smaller, and the meridional energy flux is larger, when the planetary rotation rate is slower, and/or when the atmospheric mass is larger. Other model parameters, including incident stellar flux, optical depth of the atmosphere in the visible and infrared, planetary radius, and gravity, are Earth-like and are held fixed in all models.
bations leads to oscillations in the position of fluid parcels and thereby allows wave propagation. The meridional velocities deform the phase surfaces in a manner that leads to the westward phase velocities captured in Equation (9) (see discussion in Vallis (2006) or Holton (2004)).

2.1.4. Jet formation I: Basic mechanisms

A wide range of numerical experiments and observations show that zonal jets tend to emerge spontaneously on rapidly rotating planets. On many planets, such zonal jets dominate the circulation, and thus understanding them is crucial to understanding the circulation as a whole. The dynamics controlling jets is intimately connected to the dynamics controlling the meridional temperature gradients, vertical stratification, and other aspects of the dynamics. Sufficiently strong jets exhibit sharp gradients of the meridional PV gradient, and as such they can act as barriers to the meridional mixing of heat, moisture, and chemical tracers (e.g., Beron-Vera et al. 2008), significantly affecting the meridional structure of the atmosphere.

While there exist many mechanisms of jet formation, among the most important is the interaction of Rossby waves with the mean flow. This mechanism plays a key role in causing the extratropical jets on Earth, Mars, and perhaps Jupiter and Saturn; the mechanism is similarly expected to play an important role in the atmospheres of terrestrial exoplanets.

As Thompson (1971), Held (1975), and many subsequent authors have emphasized, a key property of meridionally propagating Rossby waves is that they induce a meridional flux of prograde (eastward) eddy angular momentum into their generation latitude. To illustrate, we again consider the solutions to Eq. (8). The latitudinal transport of (relative) eastward eddy momentum per mass is $u'v'$, where $u'$ and $v'$ are the deviation of the zonal and meridional winds from their zonal mean, and the overbar denotes a zonal average. Using Eq. (10) shows that

$$\overline{u'v'} = \frac{1}{2} \overline{\zeta^2 kl}. \quad (11)$$

Now, the dispersion relation (9) implies that the meridional group velocity is $\partial \omega/\partial \ell = 2\beta kl/(k^2 + l^2)^2$. Since the group velocity must point away from the region where the Rossby waves are generated, we must have $kl > 0$ north of this wave source and $kl < 0$ south of the wave source. Combining this information with Eq. (11) shows that $u'v' < 0$ north of the source and $u'v' > 0$ south of the source. Thus, the Rossby waves flux eastward momentum into the latitude of the wave source.

This process is illustrated in Fig. 9. Suppose some process generates Rossby wave packets at a specific latitude, which propagate north and south from the latitude of generation. The northward propagating wave packet exhibits eddy velocities tilting northwest-southeast, while the southward propagating packet exhibits eddy velocities tilting southwest-northeast. The resulting eddy velocities visually resemble an eastward-pointing chevron pattern centered at the latitude of wave generation. The correlation between these velocities leads to non-zero Reynolds stresses (that is, a non-zero $u'v'$) and a flux of angular momentum into the wave generation latitude. An example of this schematic chevron pattern in an actual GCM experiment is shown in Figure 7.

The above reasoning is for free (unforced) waves but can be extended to an atmosphere forced by vorticity sources/sinks and damped by frictional drag (see reviews in Held 2000, Vallis 2006, Showman and Polvani 2011). In the nondivergent, barotropic system, the zonal-mean zonal momentum equation is given by, adopting a Cartesian coordinate system for simplicity,

$$\frac{\partial \pi}{\partial t} = -\frac{\partial (u'v')}{\partial y} - \frac{\pi}{\tau_{drag}} \quad (12)$$

where we have decomposed the winds into their zonal means (given by overbars) and the deviations therefrom (given by primes), such that $u = \overline{u} + u'$, $v = \overline{v} + v'$, $\zeta = \overline{\zeta} + \zeta'$, etc. Here, $y$ is northward distance and we have parameterized drag by a linear (Rayleigh) friction that relaxes the winds toward zero over a specified drag time constant $\tau_{drag}$. To link the momentum budget to the vorticity sources and sinks, we first note that, for the horizontally nondivergent system, the definition of vorticity implies that $u'\zeta' = -\partial (u'v')/\partial y$. Second, we multiply the linearized version of Eq. (8) by $\zeta'$ and zonally average, yielding an equation for the so-called pseudomomentum

$$\frac{\partial A}{\partial t} + v'\zeta' = \frac{\zeta' F'}{2(\beta - \partial^2 \pi/\partial y^2)}, \quad (13)$$

where $A = (\beta - \partial^2 \pi/\partial y^2)^{-1}\zeta^2 F^2/2$ is the pseudomomentum, which characterizes the amplitude of the eddies in a statistical (zonal-mean) sense. Here, $F'$ is the eddy component of the vorticity source/sink defined in Equation (7). We then combine Eqs. (12) and (13). If the zonal-mean flow equilibrates to a statistical steady state (i.e., if $\overline{\pi}/\partial t$ and $\partial A/\partial t$ are zero), this yields a relationship between the zonal-mean zonal wind, $\overline{u}$, and the eddy generation of vorticity:

$$\frac{\pi}{\tau_{drag}} = \frac{\zeta^2 F^2}{2(\beta - \partial^2 \pi/\partial y^2)}. \quad (14)$$

(Note that this equilibration does not require the eddies themselves to be steady, but rather simply that their zonally averaged mean amplitude, characterized by $A$, is steady.)

What are the implications of this equation? Consider a region away from wave sources where the eddies are dissipated. Dissipation acts to reduce the eddy amplitudes, implying that $F'$ and $\zeta'$ exhibit opposite signs (see Eq. (7)). Therefore, regions of net wave dissipation will exhibit $\zeta^2 F^2 < 0$ and the zonal-mean zonal wind will be west-
Fig. 6.— Schematic illustration of how Rossby wave generation can lead to the formation of zonal jets. Imagine that some process—such as baroclinic instability—generates Rossby waves at a specific latitude, and that the Rossby waves then propagate north and south from their latitude of generation. Rossby waves with northward group propagation exhibit eddy velocities tilting northwest-to-southeast, whereas those with southward group propagation exhibit eddy velocities tilting southwest-to-northeast. These correlations imply that the waves transport eastward eddy momentum into the latitude region where Rossby waves are generated, resulting in formation of an eddy-driven jet.

Fig. 7.— Instantaneous precipitation (units $10^{-3} \text{kg m}^{-2} \text{s}^{-1}$) in an idealized Earth GCM by Frierson et al. (2006), illustrating the generation of phase tilts by Rossby waves as depicted schematically in Figure 6. Baroclinic instabilities in midlatitudes (~40–50°) generate Rossby waves that propagate meridionally. On the equatorward side of the baroclinically unstable zone (latitudes of ~20–50°), the waves propagate equatorward, leading to characteristic precipitation patterns tilting southwest-northeast in the northern hemisphere and northwest-southeast in the southern hemisphere. In contrast, the phase tilts are reversed (though less well organized) poleward of ~50–60° latitude, indicative of poleward Rossby wave propagation. Equatorward of 20° latitude, tropical convection dominates the precipitation pattern.
ward. On the other hand, in region where eddies are generated, the wave sources act to increase the wave amplitudes, implying that $F^\prime$ and $\zeta^\prime$ exhibit the same signs. In such a region, $\zeta^T L^2 > 0$ and the zonal-mean zonal wind will be eastward. The two regions are linked because waves propagate (in the sense of their group velocity) from their latitude of generation to their latitude of dissipation; this allows a statistical steady state in both the zonal-mean eddy amplitudes and the zonal-mean zonal wind to be achieved despite the tendency of damping (forcing) to locally decrease (increase) the eddy amplitudes. In summary, we thus recover the result that eastward net flow occurs in regions of net wave generation while westward net flow occurs in regions of net wave damping.

In the extratropics, baroclinic instabilities constitute a primary mechanism for generating Rossby waves in the free troposphere, which propagate from the latitude of instability to surrounding latitudes (see Figure 7). To the extent that the extratropics of exoplanets are baroclinically unstable, this mechanism thus implies the emergence of the extratropical eastward jets; indeed, the midlatitude jets in the tropospheres of Earth and Mars result from this process. Such “eddy-driven” jets are illustrated schematically in Figure 2. To be more precise, the eddy-momentum flux convergence should be thought of as driving the surface wind (e.g., Held 2000). The only torque that can balance the vertically integrated eddy-momentum flux convergence—and the associated eastward acceleration—is frictional drag at the surface. Thus, in latitudes where baroclinic instability or other processes leads to strong Rossby wave generation, and the radiation of those waves to other latitudes, eastward zonal-mean winds emerge at the surface. The zonal wind in the upper troposphere is then set by the sum of the surface wind and the vertically integrated wind shear, which is in thermal-wind balance with the meridional temperature gradients.

In the above theory, the only source of explicit damping was a linear drag, but in the real extratropical atmosphere, wave breaking will play a key role and can help explain many aspects of extratropical jets. Indeed, much of jet dynamics can be understood in terms of spatially inhomogeneous mixing of potential vorticity (PV, see Equation 7) caused by this wave breaking (Dritschel and McIntyre 2008). Rossby waves manifest as meridional undulations in PV contours, and Rossby wave breaking implies that the PV contours become so deformed that they curl up and overturn in the longitude-latitude plane (see Figure 8 for an example). Such overturning generally requires large wave amplitudes; in particular, the local, wave-induced perturbation to the meridional PV gradient must become comparable to the background (zonal-mean) gradient, so that, locally, the meridional PV gradient changes sign. This criterion implies that Rossby wave breaking occurs more easily (i.e., at smaller wave amplitude) in regions of weak PV gradient than in regions of strong PV gradient. Now, the relationship between PV and winds implies that eastward zonal jets comprise regions where the (zonal-mean) meridional PV gradient is large, whereas westward zonal jets comprise regions where the meridional PV gradient is small (Figure 9). Therefore, vertically and meridionally propagating Rossby waves are more likely to break between (or on the flanks of) eastward jets, where the PV gradient is small, than at the cores of eastward jets, where the PV gradient is large. This wave breaking causes irreversible mixing and homogenization of PV. The mixing is thus spatially inhomogeneous—mixing preferentially homogenizes the PV in the regions where its gradient is already weak, and sharpens the gradients in between. As emphasized by Dritschel and McIntyre (2008), this is a positive feedback: by modifying the background PV gradient, such mixing promotes continued mixing at westward jets but inhibits future mixing at eastward jets. Because the PV jumps are associated with eastward jets, this process tends to sharpen eastward jets and leads to broad “surf zones” of westward flow in between. This is precisely the behavior evident in Figure 8. Because of this positive feedback, one generally expects that when an initially homogeneous system is stirred, robust zonal jets should spontaneously emerge— even if the stirring itself is not spatially organized (e.g., Dritschel and McIntyre 2008, Dritschel and Scott 2011, Scott and Dritschel 2012, Scott and Tissier 2012). Nevertheless, strong radiative forcing and/or frictional damping represent sources and sinks of PV that can prevent a pure PV staircase (and the associated zonal jets) from being achieved. The factors that determine the equilibrium PV distribution in such forced/damped cases is an area of ongoing research.

2.1.5. Jet formation II: Rossby wave interactions with turbulence

Additional insights on the formation of zonal jets emerge from a consideration of atmospheric turbulence. In the $Ro \ll 1$ regime, the interaction of large-scale atmospheric turbulence with planetary rotation—and in particular with the $\beta$ effect—generally leads to the formation of a zonally banded appearance and the existence of zonal jets (for important examples, see Rhihines (1975), Williams (1978), Maltrud and Vallis (1993), Cho and Polvani (1996), Huang and Robinson (1998), and Sukoriansky et al. (2007); reviews can be found in Vasavada and Showman (2005), Showman et al. (2010), and Vallis (2006 chapter 9)). By allowing Rossby waves, the $\beta$ effect introduces a fundamental anisotropy between the zonal and meridional direction that often leads to jets.

Consider the magnitudes of the terms in the vorticity equation (7). Being a curl of the wind field, the relative vorticity has characteristic magnitude $\frac{U}{L}$. Therefore, the advection term $\mathbf{v} \cdot \nabla \zeta$ has characteristic magnitude $\frac{U^2}{L}$, where $L$ is some horizontal lengthscale of interest. The $\beta$ term...
Fig. 8.— Demonstration of how breaking Rossby waves can shape jet dynamics. Plots show time evolution of the potential vorticity (in contours, with positive solid, negative dashed, and a contour interval of $0.25 \times 10^{-8} \text{ m}^{-1} \text{ s}^{-1}$) in a shallow-water calculation of Earth’s stratospheric polar vortex by Polvani et al. (1995). The model is initialized from a zonally-symmetric initial condition with broadly distributed PV organized into a polar vortex centered over the north pole (top panel). A topographic perturbation is then introduced to generate a Rossby wave, which manifests as undulations in the PV contours (second panel). The wave amplitude becomes large enough for the undulations to curl up, leading to wave breaking (second and third panels). The edge of the vortex (corresponding to the region of tightly spaced PV contours) is resistant to such wave breaking, but the regions of weaker meridional PV gradient on either side are more susceptible. This breaking mixes and homogenizes the PV in those regions, thereby lessening the meridional gradient still further (this manifests as a widening in the latitudinal separation of the PV contours, especially from the equator to $\sim 60^\circ \text{N}$ latitude, in the third and fourth panels). In contrast, stripping of material from the vortex edge by this mixing process causes a sharpening of the PV jump associated with the vortex edge (visible as a tightening of the contour spacing at $\sim 70^\circ \text{N}$ latitude in the fourth panel). This sharp PV jump is associated with a narrow, fast eastward jet—the polar jet—at the edge of the polar vortex.
has characteristic magnitude $\beta U$. For a given wind amplitude, the advection term dominates at small scales (i.e., as $L \to 0$). At these scales, the $\beta$ term is unimportant, and the equation therefore describes two-dimensional turbulence. Such turbulence will be isotropic, because (at scales too small for $\beta$ to be important) the equation contains no terms that would distinguish the east-west from the north-south directions. On the other hand, at large scales, the $\beta$ term will dominate over the nonlinear advection term, and this implies that Rossby waves dominate the dynamics. The transition between these regimes occurs at the Rhines scale,

$$L_R = \left( \frac{U}{\beta} \right)^{1/2}.$$

(15)

The Rhines scale is traditionally interpreted as giving the transition scale between the regimes of turbulence (at small scales) and Rossby waves (at large scales). Generally, two-dimensional and quasi-two-dimensional fluids exhibit an upscale energy transfer from small scales to large scales (e.g., Vallis [2006], Chapter 8). Therefore, if turbulent energy is injected into the fluid at small scales (e.g., through convection, baroclinic instabilities, or other processes), turbulent interactions can drive the energy toward larger scales where it can be affected by $\beta$. At scales close to the Rhines scale, the $\beta$ effect forces the turbulence to become anisotropic: since the term $v\beta$ involves only the meridional speed but not the zonal speed, the dynamics becomes different in the east-west and north-south directions.

This anisotropy causes the development of zonal banding in planetary atmospheres. As shown by Vallis and Maltrud (1993) and other authors, the transition between turbulence and Rossby waves is anisotropic, occurring at different length scales for different wavevector orientations. (Equation 15 gives the characteristic value ignoring this geometric effect.) Essentially, non-linear interactions are better able to transfer turbulent energy upscale for structures that are zonally elongated than for structures that are isotropic or meridionally elongated. Preferential development of zonally elongated structures at large scales, often consisting of zonal jets, results. In many cases, the turbulent interactions do not involve the gradual transport of energy to incrementally ever-larger lengthscales (a transport that would be “local” in spectral space) but rather tend to involve spectrally non-local interactions wherein small-scale turbulence directly pumps the zonal jets (e.g., Nozawa and Yoden [1997], Huang and Robinson [1998], Sukoriansky et al. [2007], Read et al. [2007], Wordsworth et al. [2008]).

These processes are illustrated in Figure 10, which shows the results of three solutions of the 2D, non-divergent vorticity equation (7) starting from an initial condition containing numerous small-scale, close-packed, isotropic vortices. The model on the left is non-rotating, the model in the middle has intermediate rotation rate, and the model on the right is rapidly rotating. In the non-rotating case (left panel), the 2D turbulence involves vortex mergers that drive turbulent energy from small scales toward larger scales. The flow remains isotropic and no jets form. In the rapidly rotating case, however, the turbulence interacts with Rossby waves at scales comparable to $L_R$, leading to robust zonal banding (right panel).

A wide variety of studies have shown that zonal jets gen-
Fig. 10.— Solutions of the 2D non-divergent barotropic vorticity equation (7) illustrating the effect of planetary rotation on large-scale atmospheric turbulence. Three simulations are shown, initialized from identical initial conditions containing turbulence at small length scales. Only the rotation rate differs between the three models; from left to right, the rotation rates are zero, intermediate, and rapid. There is no forcing or large-scale damping (save for a numerical viscosity required for numerical stability) so that the total flow energy is nearly constant in all three cases. In the non-rotating case, energy cascades to larger length scales as vortices merge, but the flow remains isotropic. In the rapidly rotating case, the flow is highly anisotropic and zonal banding develops. From Hayashi et al. (2000); see also Yoden et al. (1999), Ishioka et al. (1999), and Hayashi et al. (2007).

erated in this way exhibit characteristic meridional widths comparable to the Rhines scale (for reviews, see Vasavada and Showman 2005, Vallis 2006, Chapter 9, and Del Genio et al. 2009). Nevertheless, there has been significant debate about the relationship of the Rhines scale to other important lengthscales, such as Rossby deformation radius. The characteristic lengthscale for baroclinic instabilities is the deformation radius; therefore, in a flow driven by baroclinic instabilities, turbulent energy is injected at scales close to $L_D$. In principle, it is possible that $L_B$ greatly exceeds $L_D$, in which case nonlinear interactions would transfer the energy upslope from the deformation radius to the scale of the jets themselves. However, atmospheric GCMs under Earth-like conditions have generally found that the circulation adjusts to a state where the deformation radius is comparable to the Rhines scale (e.g., Schneider and Walker 2006, 2008). In this case, baroclinic instabilities directly inject turbulent energy into the flow at scales comparable to the meridional width of the zonal jets. The injected energy interacts nonlinearly with the mean flow to generate jets, but significant upscale transfer of the energy is not necessarily involved. Still, situations exist (including in Earth’s ocean) where the Rhines scale and deformation radius differ substantially and significant upscale energy transfer occurs between the two scales (e.g., Jansen and Ferrari 2012).

These arguments suggest that, for extratropical jets driven by baroclinic instability, the relative sizes of the deformation radius and of the extratropics itself determines the number of jets. When a planet is small, like Earth or Mars, only one strip of baroclinic instabilities—and one eddy-driven jet—can fit into the baroclinic zone (as illustrated schematically in Figure 2). When the planet is relatively large relative to the eddy size, however, the baroclinic zone breaks up into multiple bands of baroclinic instability, and hence multiple jet streams. Figure 11 shows an example from Schneider and Walker (2006) showing an Earth-like case (top) and a case at four times the Earth rotation rate (bottom). The Earth case exhibits only one, midlatitude eddy-driven jet in each hemisphere. In the rapidly rotating case, the deformation radius is four times smaller, and the baroclinic zone breaks up into three jets in each hemisphere. This process coincides with a steepening of the isentropes (thin grey contours), which is associated with a greater equator-to-pole temperature difference, consistent with those shown in Figures 3 and 5.

2.2. Tropical Regime

The tropics, defined here as regimes of $Ro > 1$, are inherently ageostrophic, and their dynamics differ significantly from those of the extratropics. Unlike the case of geostrophic flow, horizontal temperature gradients in the $Ro > 1$ regime tend to be modest, which affects the dynamics in myriad ways.

The tendency toward weak temperature gradients can be motivated by considering arguments analogous to those leading up to Equation (4). In the absence of a significant Coriolis force, large-scale horizontal pressure-gradient forces tend to be balanced by advection, represented to order of magnitude as $U^2/L$. The fractional horizontal potential temperature difference is then (Charney 1963)

$$\frac{\delta \theta_h}{\theta} \sim \frac{U^2}{gL} \sim Fr$$

Comparison with Equation (4) immediately shows that, in the rapidly rotating regime characterized by $Ro < 1$, the lateral temperature contrasts are a factor of $Ro^{-1}$ bigger than they are in the slowly rotating regime of $Ro \gtrsim 1$. These trends are evident in the GCM experiments in Figures 3 and 5. For a given wind speed, slowly rotating planets tend to be more horizontally isothermal than rapidly
rotating planets. In the case of a typical terrestrial planet where \( U \sim 10 \text{ m s}^{-1}, \ D \sim 10 \text{ km}, \text{ and } g \approx 10 \text{ m s}^{-2}, \) we have \( Fr \sim 10^{-3}. \) One might thus expect that, in the tropics of Earth, and globally on Venus, Titan, and slowly rotating exoplanets, the lateral temperature contrasts are \( \sim 1 \text{ K}. \) Note, however, that because of the quadratic dependence of \( \delta \theta_h \) on wind speed, large temperature differences could occur if the winds are sufficiently fast. Of course, additional arguments would be needed to obtain a self-consistent prediction of both \( \delta \theta_h \) and \( U \) on any given planet.

We here discuss several of the major dynamical mechanisms relevant for the tropical regime.

2.2.1. Hadley circulation and subtropical jets

Planets generally exhibit meridional gradients of the mean incident stellar flux, with, at low obliquity, highly irradiated, warm conditions at low latitudes and poorly irradiated, cooler conditions at high latitudes. The Hadley circulation represents the tropical response to this insolation gradient and is the primary mechanism for meridional heat transport in the tropical atmosphere. Stripped to its essence, the Hadley circulation in an atmosphere forced primarily by an equator-pole heating gradient can be idealized as an essentially two-dimensional circulation in the latitude-height plane: hot air rises near the equator, moves poleward aloft, descends at higher latitudes, and returns to the equator along the surface (see Figure 2 for a schematic). All the terrestrial planets with thick atmospheres in the solar system—Earth, Venus, Mars, and Titan—exhibit Hadley cells, and Hadley circulations will likewise play an important role on terrestrial exoplanets.

The Hadley circulations exert a significant effect on the mean planetary climate. Because of its meridional energy transport, the meridional temperature gradient across the Hadley circulation tends to be weak. Moreover, on planets with hydrological cycles (Section 3), the ascending branch tends to be a location of cloudiness and high rainfall, whereas the descending branches tend to be drier and more cloud-free. In this way, the Hadley circulation exerts control over regional climate. On Earth, most tropical rainforests occur near the equator, at the latitude of the ascending branch, while many of the world’s major deserts (the Sahara, the American southwest, Australia, and South Africa) occur near the latitudes of the descending branches. Because the latitudinal and vertical distribution of cloudiness and humidity can significantly influence the planetary albedo and greenhouse effect, the mean planetary surface temperature—as well as the distribution of temperature, cloudiness, and humidity across the planet—depend significantly on the structure of the Hadley circulation. Moreover, by helping to control the equator-pole distribution of temperature, humidity, and clouds, the Hadley circulation will influence the conditions under which terrestrial planets can experience global-scale climate feedbacks, including transitions to globally glaciated “snowball” states, atmospheric collapse, and runaway greenhouses (Section 4).
The structure of the Hadley cell is strongly controlled by planetary rotation. Frictional drag acts most strongly in the surface branch of the circulation, and the upper branch, being decoupled from the surface, is generally less affected by frictional drag. A useful limit to consider is one where the upper branch is frictionless, such that individual air parcels ascending at the equator conserve their angular momentum per unit mass about the planetary rotation axis, given by

\[ m = (\Omega a \cos \phi + u) a \cos \phi, \]

where \( m \) is mass, \( \Omega \) is the angular velocity of the planet, \( a \) is the planetary radius, and \( \phi \) is latitude. Thus, in the upper branch of the Hadley cell, the zonal wind increases rapidly with latitude, the more so the faster the planet rotates or the larger the planetary size. Under modern Earth conditions, this equation implies that the zonal wind is 134 m s\(^{-1}\) at 30° latitude, reaches 1000 m s\(^{-1}\) at a latitude of 67°, and becomes infinite at the poles. This is of course impossible, and implies that planetary rotation, if sufficiently strong, confines the Hadley circulation to low latitudes. Real Hadley cells do not conserve angular momentum, and exhibit zonal winds increasing more slowly with latitude than expressed by Eq. (17); nevertheless, rotation generally confines Hadley circulations to low latitudes even in this case.

Over the past 30 years, many GCM studies have been performed to investigate how the Hadley circulation depends on planetary rotation rate and other parameters (Hunt 1979, Williams and Holloway 1982, Williams 1988a,b, Del Genio and Suarez 1987, Navarra and Boccaletti 2002, Walker and Schneider 2005, 2006, Kaspi and Showman 2012). Figure 12 illustrates an example from Kaspi and Showman (2012), showing GCM experiments for planets with no seasonal cycle forced by equator-pole heating gradients. Models were performed for rotation rates ranging from \(1/16\) to 4 times that of Earth (top to bottom panels in Figure 12, respectively). Other parameters in these experiments, including solar flux, planetary radius and gravity, and atmospheric mass are all Earth-like. In general, the Hadley circulation consists of a cell in each hemisphere extending from the equator toward higher latitudes (dark red and blue regions in Figure 12). As the air in the upper branch moves poleward, it accelerates eastward by the Coriolis force, leading to the so-called subtropical jets whose amplitudes peak at the poleward edge of the Hadley cell (such subtropical jets are shown schematically in Figure 2). At sufficiently low rotation rates (top two panels of Figure 12), the Hadley circulation is nearly global, extending from equator to pole in both hemispheres, with the subtropical jets peaking at latitudes of \(\sim 60°\). Such models constitute “all tropics” worlds lacking any high-latitude extratropical baroclinic zone. At faster rotation rates (bottom five panels), the Hadley circulation—and the associated subtropical jets—become confined closer to the equator, and the higher latitudes develop an extratropical zone with baroclinic instabilities. The emergence of mid- and high-latitude eddy-driven jets in the extratropics, with eastward surface wind, can be seen in these rapidly rotating cases (cf Section 2.1.4). As shown in Figure 12, the tropospheric temperatures are relatively constant with latitude across the Hadley cell and begin decreasing poleward of the subtropical jets near its poleward edge. The resulting equator-to-pole temperature differences are small at slow rotation and increase with increasing rotation rate (Figure 12).

Seasonality exerts a strong effect on the Hadley circulation. When a planet’s obliquity is non-zero, the substellar latitude oscillates between hemispheres, crossing the equator during equinox and reaching a peak excursion from the equator at solstice. The rising branch of the Hadley circulation tends to follow the latitude of maximum sunlight and therefore oscillates between hemispheres as well. Near equinox, the rising branch lies close to the equator, with Hadley cells of approximately equal strength in each hemisphere (cf, Figure 12). Near solstice, the rising branch lies in the summer hemisphere. As before, two cells exist, with air in one cell (the “winter” cell) flowing across the equator and descending in the winter hemisphere, and air in the other cell (the “summer” cell) flowing poleward toward the summer pole. Generally, for obliquities relevant to Earth, Mars, and Titan, the (cross-equatorial) winter cell is much stronger than the summer cell (see e.g., Peixoto and Oort 1992, pp. 158-160, for the Earth case). The zonal wind structure at solstice and equinox also differ significantly. The zonal wind in the ascending branch is generally weak, and, the greater its latitude, the lower its angular momentum per unit mass. If the ascending branch lies at latitude \(\phi_0\) and exhibits zero zonal wind, and if the upper branch of the Hadley circulation conserves angular momentum, the zonal wind in the upper branch is

\[ u = \Omega a \frac{\cos^2 \phi_0 - \cos^2 \phi}{\cos \phi}. \] 

Notice that this equation implies strong westward (negative) wind speeds near the equator if \(\phi_0\) is displaced off the equator—a result of the fact that, in the winter cell, air is moving away from the rotation axis as it approaches the equator. Just such a phenomenon of strong westward equatorial wind under solstitial conditions can be seen in both idealized, axisymmetric models of the Hadley cell (e.g., Lindzen and Hou 1988, Caballero et al. 2008, Mitchell et al. 2009) and full GCM simulations performed under conditions of high obliquity (Williams and Pollard 2003). Nevertheless, eddies can exert a considerable effect on the Hadley cell, which will cause deviations from Eq. (18).

The Hadley circulation can exhibit a variety of possible behaviors depending on the extent to which the circula-
Fig. 12.— Zonal-mean circulation for a sequence of idealized GCM experiments of terrestrial planets from Kaspi and Showman (2012), showing the dependence of the Hadley circulation on planetary rotation rate. The models are driven by an imposed equator-pole insolation pattern with no seasonal cycle. The figure shows seven experiments with differing planetary rotation rates, ranging from 1/16th to four times that of Earth from top to bottom, respectively. \textit{Left column:} Thin black contours show zonal-mean zonal wind; the contour interval is 5 m s\(^{-1}\), and the zero-wind contour is shown in a thick black contour. Orange/blue colorscale depicts the mean-meridional streamfunction, with blue denoting clockwise circulation and orange denoting counterclockwise circulation. \textit{Right column:} colorscale shows zonal-mean temperature. Contours show zonal-mean meridional eddy-momentum flux, \(u'v' \cos \phi\). Solid and dashed curves denote positive and negative values, respectively (implying northward and southward transport of eastward eddy momentum, respectively). At slow rotation rates, the Hadley cells are nearly global, the subtropical jets reside at high latitude, and the equator-pole temperature difference is small. The low-latitude meridional momentum flux is equatorward, leading to equatorial superrotation (eastward winds at the equator) in the upper troposphere. At faster rotation rates, the Hadley cells and subtropical jets contract toward the equator, an extratropical zone, with eddy-driven jets, develops at high latitudes, and the equator-pole temperature difference is large. The low-latitude meridional momentum flux is poleward, resulting from the absorption of equatorward-propagating Rossby waves coming from the extratropics.
tion in the upper branch is angular-momentum conserving. The different regimes can be illuminated by considering the zonal-mean zonal wind equation, written here for the 3D primitive equations in pressure coordinates on the sphere (cf Held 2000 Section 6)

\[ \frac{\partial \pi}{\partial t} + (f + \zeta) \mathbf{v} \cdot \nabla \pi - \mathbf{v} \cdot \frac{\partial \pi}{\partial p} = \frac{1}{a \cos^2 \phi} \frac{\partial (\cos^2 \phi \mathbf{w} \cdot \mathbf{v})}{\partial \phi} - \frac{\partial (\mathbf{w} \cdot \mathbf{v})}{\partial p} \]

(19)

where \( \omega = dp/dt \) is the vertical velocity in pressure coordinates, \( d/dt \) is the advective derivative, and as before the overbars and primes denote zonal averages and deviations therefrom. In a statistical steady state, the lefthand side of Equation (19) is zero. Denoting the eddy terms (i.e., the sum of the last two terms on the righthand side) by \( -S \), we obtain

\[ (f + \zeta) \mathbf{v} = \frac{\partial \pi}{\partial p} + S. \]

(20)

For Earth, it turns out that the vertical advection by the mean flow (first term on righthand side) does not play a crucial role, at least for a discussion of the qualitative behavior, so that the zonal momentum balance for the upper branch of the Hadley circulation can be written (e.g., Held 2000, Schneider 2006, Walker and Schneider 2006)

\[ (f + \zeta) \mathbf{v} = f(1 - \text{Ro}_H) \mathbf{v} \approx S \]

(21)

where the Rossby number associated with the Hadley circulation is defined as \( \text{Ro}_H = \zeta/f \).

The Hadley circulation exhibits distinct behavior depending on whether the Rossby number, \( \text{Ro}_H \), is large or small. Essentially, \( \text{Ro}_H \) is a non-dimensional measure of the effect of eddies on the Hadley cell (e.g., Held 2000, Schneider 2006, Walker and Schneider 2006, Schneider and Bordoni 2008). The meridional width, amplitude, temperature structure, and seasonal cycle of the Hadley circulation depend on the relative roles of thermal forcing (in the form of meridional heating gradients) and mechanical forcing (in the form of \( S \)). The Hadley circulation will respond differently to a given change in thermal forcing depending on whether eddy forcing is negligible or important.

Theories currently exist for the \( \text{Ro}_H \to 1 \) and \( \text{Ro}_H \to 0 \) limits, although not yet for the more complex intermediate case which seems to be representative of Earth and perhaps planets generally.

When eddy-induced accelerations are negligible, then \( S = 0 \), and for non-zero circulations the absolute vorticity must then be zero within the upper branch, i.e., \( f + \zeta = 0 \), or, in other words, \( \text{Ro}_H \to 1 \). The definitions of relative vorticity and angular momentum imply that \( f + \zeta = \left( a^2 \cos \phi \right)^{-1} \mathbf{v} \cdot \nabla \theta \), from which it follows that a circulation with zero absolute vorticity exhibits angular momentum per mass that is constant with latitude. This is the angular-momentum conserving limit mentioned previously and, for atmospheres experiencing a heating maximum at the equator, would lead to a zonal-wind profile obeying (17) in the upper branch. Several authors have explored theories of such circulations, both for annual-mean conditions and including a seasonal cycle (e.g., Held and Hou 1980, Lindzen and Hou 1988, Fang and Tung 1996, Polvani and Sobel 2002, Caballero et al. 2008, Adam and Pal- dor 2009, 2010). Given the angular-momentum conserving wind in the upper branch (Equation 17), and assuming the near-surface wind is weak—a result of surface friction—the mean vertical shear of the zonal wind between the surface and upper troposphere is therefore known. The tropospheric meridional temperature gradient can then be obtained from the thermal-wind balance (2), or from generalizations of it that include curvature terms on the sphere (cf Held and Hou 1980). When the Hadley cell is confined to low latitudes, this leads to a quartic dependence of the temperature on latitude; for example, in the Held and Hou (1980) model, the potential temperature at a mid-tropospheric level is

\[ \theta = \theta_{equator} - \frac{\Omega^2 a^2}{2gaH} y^4 \]

(22)

where \( H \) is the vertical thickness of the Hadley cell, \( y \) is northward distance from the equator, and \( \theta_{equator} \) is the potential temperature at the equator. This dependence implies that the temperature varies little with latitude across most of the Hadley cell but plummets rapidly near the poleward edges of the cell. In this \( \text{Ro}_H \to 1 \) regime, the strength of the Hadley cell follows from the thermodynamic energy equation, and in particular from the radiative heating gradients (with heating near the equator and cooling in the subtropics). The Hadley cell also has finite meridional extent that is determined by the latitude at which the integrated cooling away from the equator balances the integrated heating near the equator. The Hadley circulation in this limit is thermally driven.

On the other hand, eddy-momentum accelerations \( S \) are often important and can play a defining role in shaping the Hadley cell properties. In the limit \( \text{Ro}_H \ll 1 \), the strength of the Hadley circulation is determined not by the thermal forcing (at least directly) but rather by the eddy-momentum flux divergences: because the absolute vorticity at \( \text{Ro}_H \ll 1 \) is approximately \( f \), the meridional velocity in the Hadley cell is given, via Equation (21), by \( \overline{v} \approx S/f \), at least under conditions where the vertical momentum advection of the mean flow can be neglected. Generally, in the Earth and Mars-like context, the primary eddy effects on the Hadley cell result from the equatorward propagation of Rossby waves generated in the baroclinically unstable zone in the midlatitudes (Section 2.1.4). The zonal phase velocities of these waves, while generally westward relative to the peak speeds of the eddy-driven jet, are eastward relative to the ground. These Rossby waves propagate into the subtropics (causing a poleward flux of eddy angular momentum visible in the bottom three panels of Figure 12), where they reach critical levels on the flanks of the sub- tropical jets (Randel and Held 1991). The resulting wave absorption generally causes a westward wave-induced acceleration of the zonal-mean zonal flow, which removes angular momentum from the poleward-flowing air in the upper-
per branch of the Hadley circulation. Therefore, the angular momentum decreases poleward with distance away from the equator in the upper branch of the Hadley cell. As a result, although the zonal wind still increases with latitude away from the equator, it does so more gradually than predicted by Equation (17); for example, at 20° latitude, the zonal-mean zonal wind speed in Earth’s upper troposphere is only \(\sim 20 \text{ m s}^{-1}\), significantly weaker than the \(\sim 60 \text{ m s}^{-1}\) predicted by Equation (17). In turn, the weaker vertical shear of the zonal wind implies a weaker meridional temperature gradient through thermal wind (Equation [2]), leading to a meridional temperature profile than can remain flatter over a wider range of latitudes than predicted by Equation (22) (see Farrell (1990) for examples of this phenomenon in the context of a simple, axisymmetric model).

Real planets probably lie between these two extremes. On Earth, observations and models indicate that eddy effects on the Hadley cell are particularly important during spring and fall equinox and in the summer hemisphere cell, whereas the winter hemisphere (cross-equatorial) Hadley cell is closer to the angular momentum conserving limit (e.g., Kim and Lee 2001; Walker and Schneider 2005; 2006; Schneider and Bordoni 2008; Bordoni and Schneider 2008 2010). In particular, the Rossby numbers \(R_{OH}\) vary from \(\lesssim 0.3\) to 0.4 in the equinoctial and summer cells to \(\gtrsim 0.7\) in the winter cell. Physically, the mechanisms for the transition between these regimes involve differences in an eddy-mean-flow feedback between equinoctial and solstitial conditions (Schneider and Bordoni 2008; Bordoni and Schneider 2008). During the equinox, the ascending branch of the Hadley cell lies near the equator, and the upper branch transports air poleward—i.e., toward the rotation axis—into both hemispheres. Angular momentum conservation therefore implies that the upper branch of the Hadley cell exhibits eastward zonal flow (Eq. [17]), allowing the existence of critical layers and the resultant absorption of the equatorward-propagating Rossby waves from midlatitudes. Eddies therefore play a crucial role (\(S\) is large and \(R_{OH}\) is small). During solstice, the ascending branch of the Hadley cell is displaced off the equator into the summer hemisphere. Air flows poleward in the upper branch of the summer cell, again leading to eastward zonal flow, the existence of critical layers, and significant eddy influences. On the other hand, air in the winter-hemisphere cell rises in the sub-tropics of the summer hemisphere and flows across the equator to the winter hemisphere, where it descends in the sub-tropics. Because this equatorward motion moves the air away from the rotation axis, angular momentum conservation leads to a broad region of westward zonal winds across much of the winter cell (Eq. [18]. Lindzen and Hou 1988). Because the equatorward-propagating midlatitude eddies exhibit eastward zonal phase speeds (relative to the ground), the winter-hemisphere cell therefore lacks critical layers and is largely transparent to these waves. (Indeed, most of them have already reached critical levels and been absorbed before even reaching the latitude of the winter cell). The result is a much smaller net absorption of eddies, and therefore a winter hemisphere Hadley cell whose upper branch is much closer to the angular-momentum conserving limit.

Other feedbacks between Hadley cells and eddies are possible, particularly on tidally locked exoplanets where the day-night heating pattern dominates. In particular, tidally locked exoplanets exhibit a strong day-night heating pattern that induces standing, planetary-scale tropical waves, which can drive an eastward (superrotating) jet at the equator (Section 2.2.3). Such superrotation corresponds to a local maximum at the equator of angular momentum per mass about the planetary rotation axis; by definition, this means that the meridional circulation in a Hadley cell, if any, must cross contours of constant angular momentum. This can only occur in the presence of eddy accelerations that alter the angular momentum of the air in the upper branch as it flows meridionally. Therefore, Hadley cells in the presence of superrotation jets tend to be far from the angular-momentum conserving limit. The term \(\Sigma \partial \mu / \partial \eta\) in Equation (20) may be crucial on such planets, unlike the typical case on Earth. Shell and Held (2004) explored the interaction between superrotation and the Hadley circulation in a zonally symmetric, 1-1/2 layer shallow-water model where the effect of the tropical eddies was parameterized as a specified eastward acceleration at the equator. They found four classes of behavior depending on the strength of the eddy forcing. For sufficiently weak zonal eddy acceleration, the model’s Hadley circulation approached the angular-momentum conserving limit. For eastward eddy accelerations exceeding a critical value, however, two stable equilibria emerged for a given eddy acceleration. In one equilibrium, the Hadley cell is strong, and the massive advection from below of air with minimal zonal wind inhibits the ability of the eddy forcing to generate a strongly superrotating jet at the equator. As a result, angular momentum varies only modestly with latitude near the equator, promoting the ability of the Hadley cell to remain strong. In the other equilibrium, the Hadley cell and the associated vertical momentum advection are weak, so the eddy acceleration is therefore able to produce a fast superrotating jet. The corresponding thermal profile is close to radiative equilibrium, maintaining the Hadley cell in its weak configuration. Shell and Held (2004) showed that when the eddy forcing exceeds a second critical threshold, only the latter solution exists, corresponding to a weak Hadley cell and a strongly superrotating jet. For eddy forcing exceeding a third critical threshold, the Hadley circulation collapses completely, replaced by an eddy-driven meridional circulation with sinking motion at the equator and ascending motion off the equator. It will be interesting to use more sophisticated models to determine the extent to which these various regimes apply to terrestrial exoplanets, and, if so, the conditions for transitions between them.

2.2.2. Wave adjustment

As discussed earlier in this section, the slowly rotating regime generally exhibits small horizontal temperature con-
trasts, which results from the existence of dynamical mechanisms that efficiently regulate the thermal structure. The Hadley circulation, discussed previously, is one such mechanism, and is particularly important in the latitudinal direction at large scales. Another key mechanism is adjustment of the thermal structure by gravity waves.

How does such wave adjustment work? When moist convection, radiative heating gradients, or other processes generate horizontal temperature variations, the resulting pressure gradients lead to the radiation of gravity waves. The horizontal convergence/divergence induced by these waves adjusts air columns up or down in such a way as to flatten the isentropes and therefore erase the horizontal temperature constrasts. This process, which is essentially the non-rotating endpoint of geostrophic adjustment, plays a key role in minimizing the horizontal temperature contrasts in the tropics; the resulting dynamical regime is often called the “weak temperature gradient” or WTG regime (Sobel et al. 2001; Sobel 2002).

This adjustment process is most simply visualized in the context of a one-layer fluid. Imagine a shallow, nonrotating layer of water in one spatial dimension, whose initial surface elevation is a step function. This step causes a sharp horizontal pressure gradient force, and this will lead to radiation of gravity waves (manifested here as surface water waves) in either direction. Figure 13 shows an analytical solution of this process from Kuo and Polvani (1997). The horizontal convergence/divergence induced by the waves changes the fluid thickness. Assuming the waves can radiate to infinity (or break at some distant location), the final state is a flat layer. When the fractional height variation is small, this adjustment process causes only a small horizontal displacement of fluid parcels; the adjustment is done by waves, not long-distance horizontal advection.

This wave-adjustment mechanism also acts to regulate the thermal structure in three-dimensional, continuously stratified atmospheres (e.g., Bretherton and Smolarkiewicz 1989; Sobel 2002). In a stratified atmosphere, horizontal temperature differences are associated with topographic variations of isentropes, which play a role directly analogous to the topography of the water surface in the example described above. Gravity waves induce horizontal convergence/divergence, which changes the vertical thickness of the fluid columns, thereby pushing the isentropes up or down. Assuming that planetary rotation is sufficiently weak, and that the waves can radiate to infinity, the final state is one with flat isentropes. Note that, if the initial fractional temperature contrast is small, this adjustment causes only a small lateral motion of fluid parcels.

Figure 14 demonstrates this process explicitly in a three-dimensional, continuously stratified atmosphere. There we show a solution of the global, three-dimensional primitive equations for an initial-value problem in which half of the planet (the “dayside”) is initialized to have a potential temperature that is 20 K hotter than the other half (the “nightside”). The heating/cooling is zero so that the flow is adiabatic and isentropes are material surfaces. The top row shows the initial condition, and subsequent rows show the state at later times during the evolution. At early times (0.5 × 10^4 s, second row), waves begin to radiate away from the day-night boundary; they propagate across most of the planet by ∼2 × 10^4 s (third row). They also propagate upward where they are damped in the upper atmosphere, leaving the long-term state well-adjusted (fourth row). Note that, in the final state, the isentropes are approximately flat and the day-night temperature differences are greatly reduced over their initial values.

The timescales for this wave-adjustment process can differ significantly from the relevant advection and mixing timescales. Because the wave-adjustment mechanism requires the propagation of gravity waves, the timescale to adjust the temperatures over some distance L is essentially the gravity wave propagation time over distance L, i.e., \( \tau_{\text{adj}} \approx L/NH \), where N is the Brunt-Väisälä frequency and H is a scale height. For example, Bretherton and Smolarkiewicz (1989) show how gravity waves adjust the thermal structure in the environment surrounding tropical cumulus convection; they demonstrate that the process operates on a timescale much shorter than the lateral mixing timescale. Moreover, if the wave propagation speeds differ significantly from the wind speeds, then \( \tau_{\text{adj}} \) can differ significantly from the horizontal advection time, \( \tau_{\text{adv}} \approx L/U \). In the example shown in Fig. 14, for example, the wave speeds are \( c \approx NH \approx 200 \text{ m s}^{-1} \) (using \( N \approx 0.02 \text{ s}^{-1} \) and \( H \approx 10 \text{ km} \)), but the peak tropospheric wind speeds in this simulation are almost ten times smaller. This implies that the timescale for wave propagation is nearly ten times shorter than the timescale for air to advect over a given distance.

Understanding the conditions under which the WTG regime breaks down is critical for understanding the atmospheric stability, climate, and habitability of exoplanets. Synchronously rotating planets exhibit permanent day and night sides, and for such atmospheres to remain stable against collapse, they must remain sufficiently warm on the nightside (Joshi et al. 1997). Crudely, one might expect that dynamics fails to erase the day-night temperature contrast when the radiative timescale becomes shorter than the relevant dynamical timescale. Most previous exoplanet literature has assumed that the relevant comparison is between the radiative and advective timescales (e.g., Showman et al. 2010; Cowan and Agol 2011). However, when the wave-adjustment time is short, a comparison between the radiative and wave-adjustment timescales may be more appropriate. For typical terrestrial-planet parameters (\( N \approx 10^{-2} \text{ s}^{-1} \), \( H = 10 \text{ km} \) and taking \( L \) to be a typical terrestrial-planet radius of 6000 km) yields \( \tau_{\text{adj}} \approx 10^8 \text{ sec} \). This would suggest that on planets with radiative time constants \( \lesssim 10^8 \text{ sec} \), the waves are damped, the WTG regime breaks down, and large day-night temperature differences may occur. Earth, Venus, and Titan are safely out of danger, but Mars is transitional, and any exoplanet whose atmosphere is particularly thin and/or hot is also at risk. Nevertheless, subtleties exist. For example, there exists a
A wide range of wave-adjustment timescales associated with waves of differing wavelengths and phase speeds; moreover, the timescale for waves to propagate vertically out of the troposphere is not generally equivalent to the timescale for them to propagate horizontally across a hemisphere. Although the wave-adjustment process is fundamentally a linear one, nonlinearities may become important at high amplitude as the WTG regime breaks down and the fractional day-night temperature difference becomes large. The horizontal advection time may play a key role in this case. Further work is warranted on the precise conditions for WTG breakdown and the extent to which they can be packaged as timescale comparisons.

For simplicity, we have so far framed the discussion around non-rotating planets; to what extent does the mechanism carry over to rotating planets? Because horizontal Coriolis forces are zero at the equator, the picture has broad relevance for tropical meteorology even on rapidly rotating planets. More specifically, planetary rotation tends to trap tropical wave modes into an equatorial waveguide, whose meridional width is approximately the equatorial Rossby deformation radius, $L_{eq} = (c/\beta)^{1/2}$, where $c$ is a typical gravity wave speed and $\beta = df/dy$ is the derivative of the Coriolis parameter with northward distance; this tends to yield a characteristic waveguide width of order $(NH/\beta)^{1/2}$ in a continuously stratified atmosphere (see Matsuno (1966), Holton (2004, pp. 394-400, 429-432), or Andrews et al., (1987, pp. 200-208) for a discussion of equatorial wave trapping). Typical values are $L_{eq} \sim 10^3$ km for Earth and Mars. These equatorially trapped modes, including the Kelvin wave, Rossby waves, and mixed Rossby-gravity waves—as well as smaller-scale gravity waves triggered by convection and other processes—can adjust the thermal state in a manner analogous to that described here. Because large-scale, equatorially trapped waves can propagate in longitude and height but not latitude, the adjustment process will occur more efficiently in the zonal than the meridional direction, and it will tend to be confined to within an equatorial deformation radius of the equator. Indeed, the mechanism described here helps to explain why the Earth’s tropospheric tropical temperatures are nearly zonally uniform, and moreover shows how moist convection can regulate the thermal structure over wide areas of the tropics despite its sporadic occurrence (Bretherton and Smolarkiewicz 1989). On slowly rotating planets—including Venus, Titan, and tidally locked super Earths, where the deformation radius is comparable to or greater than the planetary radius—this wave-adjustment process will not be confined to low latitudes but will act globally to mute horizontal temperature contrasts. In large measure, this mechanism is responsible for the small horizontal temperature contrasts observed in the tropospheres of Venus and Titan.

Note that the WTG regime (when it occurs) applies best in the free troposphere, where friction is weak and waves are free to propagate; in the frictional boundary layer near a planet’s surface, the scaling will not generally hold and there may exist substantial horizontal temperature gradi-
Fig. 14.— Numerical solution of wave adjustment on a spherical, non-rotating terrestrial planet with the radius and gravity of Earth. We solved the global, three-dimensional primitive equations, in pressure coordinates, using the MITgcm. Half of the planet (the “nightside”) was initialized with a constant (isothermal) temperature of $T_{\text{night}} = 250$ K, corresponding to a potential temperature profile $\theta_{\text{night}} = T_{\text{night}} (p_0/p)\kappa$, where $\kappa = R/c_p = 2/7$ and $p_0 = 1$ bar is a reference pressure. The other half of the planet (the “dayside”) was initialized with a potential temperature profile $\theta_{\text{night}}(p) + \Delta\theta$, where $\Delta\theta = 20$ K is a constant. Domain extends from approximately 1 bar at the bottom to 0.001 bar at the top; equations were solved on a cubed-sphere grid with horizontal resolution of C32 ($32 \times 32$ cells per cube face, corresponding to an approximate resolution of $2.8^\circ$) and 40 levels in the vertical, evenly spaced in log-$p$. The model includes a sponge at pressures less than 0.01 bar to absorb upward-propagating waves. This is an initial value problem; there is no radiative heating/cooling so that the flow is adiabatic. **Left:** Potential temperature (colorscale and contours) at the equator versus longitude and pressure; **Right:** Temperature at a pressure of 0.2 bar over the globe at times of 0 (showing the initial condition), $0.5 \times 10^4$ s, $3 \times 10^4$ s, and the final long-term state once the waves have propagated into the upper atmosphere. Air parcels move by only a small fraction of a planetary radius during the adjustment process, but the final state nevertheless corresponds to nearly flat isentropes with small horizontal temperature variations on isobars.
ents. For example, Joshi et al. (1997) and Merlis and Schneider (2010) present terrestrial exoplanet simulations exhibiting weak temperature gradients in the free troposphere (day-night contrasts \( \lesssim 3 \) K) but larger day-night temperature contrasts at the surface (reaching \( \sim 30-50 \) K).

2.2.3. Equatorial superrotation

Recent theoretical work suggests that many tidally locked terrestrial exoplanets will exhibit a fast eastward, or superrotating, jet stream at the equator. More specifically, superrotation is defined as atmospheric flow whose angular momentum (per unit mass) about the planet’s rotation axis exceeds that of the planetary surface at the equator. In our solar system, the tropical atmospheres of Venus, Titan, Jupiter, and Saturn all superrotate. Even localized layers within Earth’s equatorial stratosphere exhibit superrotation, part of the so-called “Quasi-Biennial Oscillation” (Andrews et al. 1987). In contrast, Uranus and Neptune, as well as the tropospheres of Earth and Mars, exhibit mean westward equatorial flow (subrotation). Interestingly, three-dimensional circulation models of synchronously rotating exoplanets, which are subject to a steady, day-night heating pattern, have consistently showed the emergence of such superrotation—both for terrestrial planets (Joshi et al. 1997; Merlis and Schneider 2010; Heng and Vogt 2010; Edson et al. 2011; Wordsworth et al. 2011) and hot Jupiters (Showman and Guillot 2002; Cooper and Showman 2005; Showman et al. 2008, 2009, 2013; Menou and Rauscher 2009; Rauscher and Menou 2010; Heng et al. 2011b, a; Perna et al. 2010, 2012). Figure 15 shows examples from several recent studies.

Equatorial superrotation is interesting for several reasons. First, it influences the atmospheric thermal structure and thus plays an important role in shaping observables. When radiative and advective timescales are similar, the superrotation can cause an eastward displacement of the thermal field that influences infrared light curves and spectra (e.g., Showman and Guillot 2002). An eastward displacement of the hottest regions from the substellar point has been observed in light curves of the hot Jupiter HD 189733b (Knutson et al. 2007) and it may also be detectable for synchronously rotating super Earths with next-generation observatories (Selsis et al. 2011). The thermal structure of the leading and trailing terminators may also differ. Second, superrotation is dynamically interesting; understanding the mechanisms that drive superrotation in the exoplanet context may inform our understanding of superrotation within the solar system (and vice versa). The equator is the region farthest from the planet’s rotation axis; therefore, a superrotating jet corresponds to a local maximum of angular momentum per mass about the planet’s rotation axis. Maintaining a superrotating equatorial jet against friction or other processes therefore requires angular momentum to be transported up-gradient from regions where it is low (outside the jet) to regions where it is high (inside the jet). Hide (1969) showed that the necessary up-gradient angular-momentum transport must be accomplished by waves or eddies.

In models of synchronously rotating exoplanets, the defining feature that allows emergence of strong superrotation is the steady day-night heating contrast. Models that include strong dayside heating and nightside cooling—fixed in longitude due to the synchronous rotation—generally exhibit a broad, fast eastward jet centered at the equator. In contrast, otherwise similar models with axisymmetric forcing (i.e., an equator-to-pole heating gradient with no diurnal cycle) exhibit only weak eastward or westward winds at the equator, often accompanied by fast eastward jets in the mid-to-high latitudes (Figure 15).

Although the Earth’s troposphere is not superrotating, it does exhibit tropical zonal heating anomalies due to longitudinal variations in the surface type (land versus ocean), sea-surface temperature, and prevalence of cumulus convection near the equator (Schumacher et al. 2004; Kraucunas and Hartmann 2005; Norton 2006). Qualitatively, these tropical heating/cooling anomalies resemble the day-night heating contrast on a synchronously rotating exoplanet, albeit at higher zonal wavenumber and lower amplitude. Starting in the 1990s, several authors in the terrestrial literature demonstrated using GCMs that, if sufficiently strong, these types of tropical heating anomalies can drive equatorial superrotation (Suarez and Duffy 1992; Saravanan 1993; Hoskins et al. 1999; Kraucunas and Hartmann 2005; Norton 2006). The qualitative similarity in the forcing and the response suggests that the mechanism for superrotation is the same in both the terrestrial and the exoplanet models.

What is the mechanism for the equatorial superrotation occurring in these models? Motivated by arguments analogous to those in Section 2.1.4, Held (1999b) and Hoskins et al. (1999) suggested heuristically that the superrotation results from the poleward propagation of Rossby waves generated at low latitudes by the tropical zonal heating anomalies; subsequent authors have likewise invoked this conceptual framework in qualitative discussions of the topic (e.g., Tziperman and Farrell 2009; Edson et al. 2011; Arnold et al. 2012). At its essence, the hypothesis is attractive, since it is simple, based on the natural relationship of the meridional propagation directions of Rossby waves to the resulting eddy velocity phase tilts, and seemingly links extratropical and tropical dynamics. Nevertheless, the idea remains qualitative, and its relevance to the type of equatorial superrotation seen in exoplanet GCMs has not been demonstrated.

Moreover, challenges exist. First, unlike in the extratropics, large-scale baroclinic equatorial wave modes in the tropics are equatorially trapped, confined to a wave guide whose meridional width is approximately the equatorial Rossby deformation radius. Such waves—including the Kelvin waves, equatorial Rossby waves, and the mixed Rossby-gravity wave—can propagate in longitude and height but not latitude. Unlike the case of the barotropic
Fig. 15.— Zonal-mean zonal winds (contours) versus latitude (abscissa) and pressure (ordinate) from recent studies illustrating the development of equatorial superrotation in models of synchronously rotating terrestrial exoplanets. In each case, the left column shows a synchronously rotating model with a steady, day-night heating pattern, and the right model shows an otherwise similar control experiment with axisymmetric heating (i.e., no day-night pattern). 

**Top:** From Joshi et al. (1997); rotation period is 16 Earth days. Contours give zonal-mean zonal wind in \( \text{m s}^{-1} \).

**Middle:** Heng and Vogt (2010); rotation period is 37 days (left) and 20 days (right). Contours give zonal-mean zonal wind in \( \text{m s}^{-1} \).

**Bottom:** Edson et al. (2011); rotation period is 1 Earth day. Greyscale gives zonal-mean zonal wind; eastward is shaded, with peak values (in dark shades) reaching \( \sim 30 \text{ m s}^{-1} \). Contours give mean-meridional streamfunction. In all the models, the synchronously rotating variants exhibit a strong, broad eastward jet centered at the equator, whereas the axisymmetrically forced variants exhibit weaker eastward or westward flow at the equator, with eastward jets peaking in the mid-to-high latitudes.
Rossby waves discussed in Section 2.1.3 simple analytic solutions for such waves (see, e.g., Matsuno 1966; Holton 2004; Andrews et al. 1987) exhibit no meridional momentum flux. Second, in the context of slowly rotating exoplanets, these waves exhibit meridional scales typically extending from the equator to the pole (e.g., Mitchell and Vallis 2010), leaving little room for meridional propagation. Given these issues, it is unclear that the paradigm of waves propagating from one latitude to another applies.

It can be shown explicitly that the barotropic theory for the interaction of meridionally propagating Rossby waves with the mean flow—which explains the emergence of eddy-driven jets in the extratropics (Section 2.1.4)—fails to explain the equatorial superrotation emerging from exoplanet GCMs (Showman and Polvani 2011). Many GCMs of synchronously rotating exoplanets exhibit circulation patterns—including equatorial superrotation—that, to zeroth order, are mirror symmetric about the equator (e.g., Showman and Guillot 2002; Cooper and Showman 2005; Showman et al. 2008, 2009, 2013; Heng et al. 2011b; Showman and Polvani 2010, 2011; Rauscher and Menou 2010, 2012; Perna et al. 2010, 2012). For a flow with such symmetry, the relative vorticity is antisymmetric about, and zero at, the equator—at all longitudes, not just in the zonal mean. Under these conditions, the forcing \( \zeta F' \) equals zero in Equations (13) and (14). Equation (14) therefore predicts that the zonal-mean zonal wind is zero at the equator—consistent with the equatorial superrotation emerging in the GCMs.

Showman and Polvani (2011) offered an alternate theory to overcome these obstacles and show how the equatorial superrotation can emerge from the day-night thermal forcing on synchronously rotating exoplanets. They presented an analytic theory using the 1-1/2 layer shallow-water equations, representing the flow in the upper troposphere; they demonstrated the theory with a range of linear and nonlinear shallow-water calculations and full, 3D GCM experiments. In their theory, the day-night forcing generates standing, planetary-scale Rossby and Kelvin waves, analogous to those described in analytic solutions by Matsuno (1966) and Gill (1980). See Figure 2 for a schematic illustration of these waves in the context of the overall circulation of a synchronously rotating exoplanet. In Showman and Polvani (2011)'s model, these baroclinic wave modes are equatorially trapped and, in contrast to the theory described in Section 2.1.4, exhibit no meridional propagation. The Kelvin waves, which straddle the equator, exhibit eastward (group) propagation, while the Rossby modes, which lie on the poleward flanks of the Kelvin wave, exhibit westward (group) propagation. Relative to radiative-equilibrium solutions, this latitudinally varying zonal propagation causes an eastward displacement of the thermal and pressure fields at the equator, and a westward displacement of them at higher latitudes (see Figure 16 for an analytic solution demonstrating this behavior). In turn, these displacements naturally generate an eddy velocity pattern with velocities tilting northwest-southeast in the northern hemisphere and southwest-northeast in the southern hemisphere, which induces an equatorward flux of eddy momentum (Figure 16) and equatorial superrotation.

It is crucial to note that, in the Showman and Polvani (2011) theory, the superrotation results not from wave tilts associated with meridional wave propagation (which cannot occur for these equatorially trapped modes), but rather from the differential zonal propagation of these Kelvin and Rossby modes. Indeed, in full, three-dimensional GCMs exhibiting equatorial superrotation in response to tropical heating anomalies, the tropical eddy response bears striking resemblance to these analytical, “Gill-type” solutions (Kraucunas and Hartmann 2005; Norton 2006; Caballero and Huber 2010; Showman and Polvani 2011; Arnold et al. 2012), providing further evidence that superrotation in these 3D models results from this mechanism. Interestingly, though, Showman and Polvani (2011) and Showman et al. (2013) showed that, even when thermal damping is sufficiently strong to inhibit significant zonal propagation of these wave modes, the multi-way force balance between pressure-gradient forces, Coriolis forces, advection, and (if present) frictional drag can in some cases lead to prograde-equatorward and retrograde-poleward tilts in the eddy velocities, allowing an equatorward momentum convergence and equatorial superrotation. At face value, this latter mechanism does not seem to require appeal to wave propagation at all. See Showman and Polvani (2011) and Showman et al. (2013) for further discussion.

Nevertheless, real atmospheres contain a wide variety of wave modes, and there remains a need to better test and integrate these various mechanisms. Linear studies show that tropical convection on Earth generates two broad classes of wave mode—baroclinic, equatorially trapped waves that propagate in longitude and height but remained confined near the equator, and barotropic Rossby waves that propagate in longitude and latitude but exhibit no vertical propagation (e.g., Hoskins and Karoly 1981; Salby and Garcia 1987). By focusing on the 1-1/2 layer shallow-water model, Showman and Polvani (2011)'s study emphasized the equatorially trapped component and did not include a barotropic (meridionally propagating) mode. It would therefore be worth revisiting this issue with a multi-layer model that includes both classes of wave mode; such a model would allow a better test of the Held (1999b) hypothesis and allow a determination of the relative importance of the two mechanisms under various scenarios for day-night heating on exoplanets.

Several wave-mean-flow feedbacks exist that may influence the strength and properties of equatorial superrotation on exoplanets. First are the possible feedbacks with the Hadley circulation (Shell and Held 2004) described in Section 2.2.1. These feedbacks have yet to be explored in an exoplanet context.

Second, on planets rotating sufficiently rapidly to exhibit baroclinically active extratropical zones, there is a possible feedback involving the effect of midlatitude eddies on the equatorial flow. In the typical Earth-like (non-
Fig. 16.— Analytical solutions of the shallow-water equations from Showman and Polvani (2011) showing how day-night thermal forcing on a synchronously rotating exoplanet can induce equatorial superrotation. (a) Spatial structure of the radiative-equilibrium height field versus longitude (abscissa) and latitude (ordinate). (b) Height field (colors) and eddy velocities (arrows) for steady, analytic solutions forced by radiative relaxation and linear drag, performed on the equatorial $\beta$ plane and analogous to the solutions of Matsuno (1966) and Gill (1980). The equatorial behavior is dominated by a standing, equatorially trapped Kelvin wave and the mid-to-high latitude behavior is dominated by an equatorially trapped Rossby wave. The superposition of these two wave modes leads to eddy velocities tilting northwest-southeast (southwest-northeast) in the northern (southern) hemisphere, as necessary to converge eddy momentum onto the equator and generate equatorial superrotation. (c) The zonal accelerations of the zonal-mean wind implied by the linear solution. The acceleration is eastward at the equator, implying that equatorial superrotation will emerge. Note that the equatorward momentum flux that induces superrotation results from differential zonal, rather than meridional, propagation of the wave modes; indeed, these modes are equatorially trapped and exhibit no meridional propagation at all.
superrotating) regime, equatorward-propagating Rossby waves generated by midlatitude baroclinic instabilities can be absorbed on the equatorward flanks of the subtropical jets (Section 2.2.1), causing a westward acceleration that helps inhibit a transition to superrotation—even in the presence of tropical forcing like that shown in Figure [16]. On the other hand, if such tropical forcing becomes strong enough to overcome this westward torque, a transition to superrotation nevertheless becomes possible. Once this occurs, the equatorward-propagating Rossby waves no longer encounter critical levels in the tropics, and the tropics become transparent to these waves, eliminating any westward acceleration associated with their absorption. This feedback suggests that, near the transition, modest increases in the tropical wave source can cause sudden and massive changes in the equatorial jet speed. Two-level Earth-like GCMs with imposed tropical eddy forcing confirm this general picture and show that, near the transition, hysteresis can occur (Suarez and Duffy 1992; Saravanan 1993; Held 1999b). Nevertheless, otherwise similar GCM experiments with a more continuous vertical structure suggest that the feedback in practice is not strong (Krausunas and Hartmann 2005; Arnold et al. 2012), hinting that the 2-level models may not properly capture all the relevant dynamics. Additional work is needed to determine the efficacy of this feedback in the exoplanet context.

Third, Arnold et al. (2012) pointed out a feedback between the tropical waves (like those in Figure [16]) and the superrotation. In the presence of stationary, zonally asymmetric tropical heating/cooling anomalies, the linear response comprises steady, planetary-scale Rossby waves (cf. Figure [16], whose thermal extrema are phase shifted to the west of the substellar longitude due to the westward (group) propagation of the waves. In the presence of modest superrotation, the phase shifts are smaller, and the wave amplitudes are larger. A resonance occurs when the (eastward) speed of the superrotation equals the (westward) propagation speed of the Rossby waves, leading to very large Rossby wave amplitudes for a given magnitude of thermal forcing. Arnold et al. (2012) show that this feedback leads to an increased convergence of eddy momentum onto the equator as the superrotation develops, accelerating the superrotation still further. This positive feedback drives the atmosphere toward the resonance; beyond the resonance, the system exhibits hysteresis, meaning the transition from weak to strong superrotation occurred at a different rotation rate than the transition from strong to weak superrotation. The specific mechanisms remain unclear; nevertheless, the model behavior suggests that positive feedbacks, possibly analogous to those described above, help to control the superrotation in their models. The speed of superrotation likewise differed at differing rotation rates in the GCM simulations of Merlis and Schneider (2010), but the transition was a more gradual function of rotation rate, and these authors did not suggest the existence of any hysteresis.

Finally, we note that slowly rotating planets exhibit a natural tendency to develop equatorial superrotation even in the absence of day-night or other imposed eddy forcing. This has been demonstrated in a variety of GCM studies where the imposed thermal forcing does not include a diurnal cycle (i.e., where the radiative equilibrium temperature depends on latitude and pressure but not longitude) (e.g., Del Genio et al. 1993; Del Genio and Zhou 1996; Yamamoto and Takahashi 2003; Herrstein and Dowling 2007; Richardson et al. 2007; Lee et al. 2007; Hollingsworth et al. 2007; Mitchell and Vallis 2010; Parish et al. 2011; Lebonnois et al. 2012). Superrotation of this type can be seen in the axisymmetrically forced, slowly rotating models from Kast and Showman (2012) in Figure [12] (top four panels) and Joshi et al. (1997) and Heng and Vogt (2010) in Figure [13]. Although the zonal wind at the equator corresponds to a local minimum with respect to latitude, it is eastward, and the equatorial upper troposphere still comprises a local maximum of angular momentum per mass. Thus, even this configuration (unlike a case where the zonal-mean zonal wind at the equator is zero or westward) must be maintained by eddy transport of angular momentum to the equator. Just such eddy-momentum fluxes can be seen in Figure [12] in the slowly rotating cases exhibiting superrotation, eddy momentum converges onto the equator (opposite to the sign of the low-latitude eddy-momentum fluxes in the faster-rotating cases lacking superrotation). Although the details are subtle, several authors have suggested that the superrotation in this class of model results from equatorward angular momentum transport by a barotropic instability of the subtropical jets (e.g., Del Genio et al. 1993; Del Genio and Zhou 1996; Mitchell and Vallis 2010). This mechanism is relevant to the superrotation on Venus and Titan (although the thermal tides, which represent a day-night forcing that can trigger global-scale wave modes, are relevant to those planets as well). See the chapter by Lebonnois et al. for more details.
2.3. Effect of day-night forcing

Many observationally accessible exoplanets will be sufficiently close to their stars to be tidally despun to a synchronous rotation state. For such exoplanets, the slowly rotating, tropical dynamical regime will often go hand-in-hand with a strong day-night thermal forcing arising from the fact that they have permanent daysides and nightsides. A major question is how the atmospheric circulation depends on the strength of this day-night forcing. Will the circulation exhibit an essentially day-night flow pattern? Or, instead, will the circulation respond primarily to the zonal-mean radiative heating/cooling, developing a zonally banded flow in response to the planetary rotation? What is the amplitude of the day-night temperature difference? Is there a danger of the atmosphere freezing out on the nightside?

To pedagogically illustrate the dynamics involved, we present in Figure 17 four numerical solutions of the shallow-water equations, representing the upper tropospheric flow on a synchronously rotating, terrestrial exoplanet. The shallow-water layer represents the mass above a given isentrope in the mid-troposphere. Since atmospheres are stably stratified, the entropy increases with height, and thus radiative heating (which increases the entropy of air) transports mass upward across isentropes, while radiative cooling (which decreases the entropy of air) transports mass downward across isentropes. Thus, day-night heating in the shallow-water system is parameterized as a mass source/sink that adds mass on the dayside (representing its transport into the upper-tropospheric shallow-water layer from the lower troposphere) and removes it on the nightside (representing its transport from the shallow-water layer into the lower troposphere). Here, we represent this process as a Newtonian relaxation with a characteristic radiative timescale, $\tau_{\text{rad}}$, that is a specified free parameter. The models are identical to those in Showman et al. (2013) except that the planetary parameters are chosen to be appropriate to a terrestrial exoplanet.

Figure 17 demonstrates that the amplitude of the day-night forcing exerts a major effect on the resulting circulation patterns. The four simulations are identical except for the imposed radiative time constant, which ranges from short in the top panels to long in the bottom panels. When the radiative time constant is extremely short (Figure 17a), the circulation consists primarily of day-night flow in the upper troposphere, and the thermal structure is close to radiative equilibrium, with a hot dayside and a cold nightside. The radiative damping is so strong that any global-scale waves of the sort shown in Figure 16 are damped out. This simulation represents a complete breakdown of the WTG regime described in Section 2.2.2. Intermediate radiative time constants (Figure 17b and c) lead to large day-night contrasts coexisting with significant dynamical structure, including planetary scale waves that drive a superrotating equatorial jet. When the radiative time constant is long (Figure 17d), the circulation exhibits a zonally banded pattern, with little variation of the thermal structure in longitude—despite the day-night nature of the imposed thermal forcing. In this limit, the circulation is firmly in the WTG regime. Interestingly, the day-night forcing is sufficiently weak that superrotation does not occur in this case.

In a planetary atmosphere, the radiative time constant should increase with increasing temperature or decreasing atmospheric mass. Figure 17 therefore suggests that synchronously rotating planets that are particularly hot, or have thin atmospheres, may exhibit day-to-night flow patterns with large day-night temperature differences, while planets that are cooler, or have thicker atmospheres, may exhibit banded flow patterns with smaller day-night temperature differences (e.g., Showman et al. 2013). In the context of hot Jupiters, these arguments suggest that the most strongly irradiated planets should exhibit less efficient day-night heat redistribution (with temperatures closer to radiative equilibrium) than less-irradiated planets, a trend that already appears to be emerging in secondary-eclipse observations (Cowan and Agol 2011).

In the context of terrestrial planets, the trend in Figure 17 could likewise describe a transition in circulation regime occurring as a function of incident stellar flux, but it might also describe a transition as a function of atmospheric mass for a given stellar flux. Because of its thin atmosphere, Mars, example, has a radiative time constant considerably shorter than that on Earth, which helps to explain the much larger day-night temperature differences on Mars compared to Earth. Even more extreme is Jupiter’s moon Io, due to its particularly tenuous atmosphere (surface pressure ~nanobar). $\ SO_2$ is liberated by sublimation on the dayside but collapses into surface frost on the nightside, and the resulting day-night pressure differences are thought to drive supersonic flows from day to night (Ingersoll et al. 1985; Ingersoll 1989). In the exoplanet context, close-in rocky planets subject to extreme stellar irradiation may lie in a similar regime, with tenuous atmospheres maintained by sublimating silicate rock on the day-side, fast day-night airflows, and condensation of this atmospheric material on the nightside (Léger et al. 2011; Castan and Menou 2011). Prominent examples include CoRoT-7b, Kepler-10b, and 55 Cnc-e. Even terrestrial exoplanets with temperatures similar to those of Earth or Mars could experience sufficiently large day-night temperature differences to cause freeze-out of the atmosphere on the nightside if the atmosphere is particularly thin (Joshi et al. 1997), an issue we return to in Section 4.

3. HYDROLOGICAL CYCLE

The hydrological cycle—broadly defined, where the condensate may be water or other chemical species—plays a fundamental role in determining the surface climate of a planet. It directly influences the surface climate by setting
Fig. 17.— Layer thickness $gh$ (orange scale, units m$^2$ s$^{-2}$) and winds (arrows) for the equilibrated (steady-state) solutions to the shallow-water equations in full spherical geometry for synchronously rotating terrestrial exoplanets driven by a day-night thermal forcing. Specifically, to drive the flow, a mass source/sink term $(h_{\text{eq}} - h)/\tau_{\text{rad}}$ is included in the continuity equation, where $h_{\text{eq}}$ is a specified radiative-equilibrium layer thickness, $h$ is the actual layer thickness (depending on longitude $\lambda$, latitude $\phi$, and time), and $\tau_{\text{rad}}$ is a specified radiative time constant. Here $h_{\text{eq}}$ equals a constant, $H$, on the nightside, and equals $H + \cos \lambda \cos \phi$ on the dayside. The substellar point is at longitude, latitude ($0^\circ, 0^\circ$) (for further details about the model, see Showman et al. 2013). Here, the planet radius is that of Earth, rotation period is 3.5 Earth days, and $gH = 10^4$ m$^2$ s$^{-2}$. These values imply an equatorial deformation radius, $(\sqrt{gH}/\beta)^{1/2}$, which is 60% of the planetary radius. The four models are identical in all ways except the radiative time constant, which is varied from 0.016 to 16 Earth days from top to bottom, respectively. When the radiative time constant is short, the flow exhibits a predominantly day-night circulation pattern with a large day-night contrast close to radiative equilibrium (a). Intermediate radiative time constants (b and c) still exhibit considerable day-night contrasts, yet allow the emergence of significant zonal flows. Long radiative time constants (d) lead to a zonally banded flow pattern with little variation of thermal structure in longitude—despite the day-night forcing.
the spatial and temporal distributions of precipitation and evaporation and indirectly influences the surface temperature by affecting the horizontal energy transport, vertical convective fluxes, atmospheric lapse rate, and planetary albedo; these are key aspects of planetary habitability. The hydrological cycle is also fundamental in determining the radiative balance of the planet through the humidity and cloud distributions. The planetary radiative balance both affects the surface climate and is what is remotely observed.

Here, we survey the role of the hydrological cycle in affecting the atmospheric circulation and climate of terrestrial planets. We begin with a brief discussion of the role of the ocean (Section 3.1), as this is the ultimate source of atmospheric moisture and can influence atmospheric circulation in a variety of ways. We next discuss the thermodynamics of phase change (Section 3.2), which has significant implications for how a hydrological cycle affects the circulation. Global precipitation is discussed next (Section 3.3), with an emphasis on energetic constraints that are independent of details of the atmospheric circulation. The following section (3.4) highlights the important role of the atmospheric circulation for regional precipitation, in contrast to global precipitation. We then follow with a survey of how the atmospheric circulation helps to control the distribution of humidity (Section 3.5) and clouds (Section 3.6). Lastly, we summarize how the hydrological cycle in turn affects the structure of the atmospheric circulation (Section 3.7).

3.1. Oceans

The presence of an ocean affects planetary climate and atmospheric circulations in several key ways. We begin the discussion of the hydrological cycle with the ocean in recognition that it is the source of water vapor in an atmosphere, and the influences of the hydrological cycle on climate (presented in what follows) may be modulated by differences in water availability on other planets. Oceanography is, of course, a vast field of research, and we will only briefly discuss aspects that may be of immediate interest in the exoplanet context. For overviews of physical oceanography and the ocean’s effect on climate in the terrestrial context, see for example Peixoto and Oort (1992), Siedler et al. (2001), Pedlosky (2004), Vallis (2006, 2011), Marshall and Plumb (2007), Olbers et al. (2011), and Williams and Follows (2011), among others.

Oceans on exoplanets will span a wide range. At one extreme are planets lacking surface condensate reservoirs (Venus) or with liquid surface reservoirs small enough to form only disconnected lakes (Titan). In such a case, the surface condensate should not contribute significantly to the meridional or day-night heat transport, but could still significantly impact the climate via energy exchanges and evaporation into the atmosphere. At the other extreme are super Earths whose densities are sufficiently low to require significant fractions of volatile materials in their interiors. Prominent examples include GJ 1214b (Charbonneau et al. 2009; Rogers and Seager 2010; Nettelmann et al. 2011) and several planets in the Kepler-11 system (Lissauer et al. 2011; Lopez et al. 2012; many of the hundreds of super Earths discovered by Kepler also likely fall into this category (e.g., Rogers et al. 2011). Many such planets will contain water-rich fluid envelopes thousands of km thick. If their interior temperature profiles are sufficiently hot (in particular, if, at the pressure of the critical point, the atmospheric temperature exceeds the temperature of the critical point), then these planets will exhibit a continuous transition from a supercritical fluid in the interior to a gas in the atmosphere, with no phase boundary; on the other hand, if their interior temperature profiles are sufficiently cold, then their water-rich envelopes will be capped by an oceanic interface, overlain by an atmosphere (Léger et al. 2004; Wiktorowicz and Ingersoll 2007). Earth lies at intermediate point on this continuum, with an ocean that is a small fraction of the planet’s mass and radius, yet is continuously interconnected and thick enough to cover most of the surface area.

Our understanding of ocean dynamics and ocean-atmosphere interactions stem primarily from Earth’s ocean, so to provide context we first briefly overview the ocean structure. The Earth’s oceans have a mean thickness of 3.7 km and a total mass ∼260 times that of the atmosphere. At the surface, the ocean is warm at the equator (∼27°C in an annual and longitudinal average) and cold at the poles (∼0°C). The deep ocean temperature is relatively uniform at a temperature of ∼1–2°C, throughout the world—even in the tropics. The transition from warmer surface water to cooler deep water is called the thermocline and occurs at ∼0.5 km depth, depending on latitude. Because low-density, warmer water generally lies atop high-density, cooler water, the ocean is stably stratified and does not convect except at a few localized regions near the poles. However, turbulence caused by wind and waves homogenizes the top ∼10–100 m (depending on weather conditions and latitude), leading to profiles of density, salinity, and composition that vary little across this so-called “mixed layer.” Because of its efficient communication with the atmosphere, the thickness of the mixed layer exerts a strong effect on climate (e.g., on the extent to which the ocean modulates seasonal cycles). Nevertheless, the deeper ocean also interacts with the atmosphere on a wide range of timescales up to thousands of years.

The Earth’s oceans affect the climate in numerous ways. For discussion, it is useful to decompose the role of the ocean into time-dependent (e.g., modification of heat capacity) and time-independent (e.g., time-mean energy transports) categories.

Consider the time-dependent energy budget of the ocean mixed layer:

$$\alpha \frac{\partial T_{\text{surf}}}{\partial t} = \dot{R}_{\text{sfc}} - LE - SH - \nabla \cdot \mathbf{F}_o,$$  

14 For a pure water system, the critical point pressure and temperature are 221 bars and 647 K respectively, but they depend on composition for a system containing other components such as hydrogen (e.g., Wiktorowicz and Ingersoll 2007).
where \( \alpha \) is the heat capacity per unit area of the mixed layer (approximately equal to \( \rho c_p h \), where \( \rho \) is the density, \( c_p \) is the specific heat, and \( h \) is the thickness of the mixed layer), net surface radiative flux \( R_{se} \), latent enthalpy flux \( LE \), sensible enthalpy flux \( SH \), and ocean energy flux divergence \( \nabla \cdot F_o \), including vertical advection into the base of the mixed layer. Earth’s mixed layer depth has geographic and seasonal structure because it is connected both to the interior ocean’s thermal structure and currents from below and is forced by the atmosphere and radiation from above.

From this budget, a clear time-dependent effect of the ocean is that it acts as a thermal surface reservoir, which reduces the seasonal and diurnal cycle amplitude compared to possible land-covered planets (\( \alpha \) for the ocean is substantially larger than for land; Hartmann 1994a; Pierrehumbert 2010). In addition to the direct modification of the heat capacity, the presence of an ocean leads to weaker temperature fluctuations through evaporation, which is a more sensitive function of temperature than surface longwave radiation or sensible surface fluxes (e.g., Pierrehumbert 2010). Oceans further influence a planet’s thermal evolution on long timescales through the storage of heat in the interior ocean (i.e., the vertical component of the ocean energy flux divergence in Eq. (23)) and through their role as a chemical reservoir (Sarmiento and Gruber 2006): the ocean storage and release of carbon is important for Earth’s glacial cycles, for example.

In addition to the effect of the ocean in determining a planet’s time-dependent evolution, oceans modify a planet’s time-mean climate. Evaporation of water from the ocean is the essential moisture source to the atmosphere and to land regions with net precipitation. Oceans affect the radiation balance of a planet directly through their albedo and indirectly through providing the moisture source for the atmospheric hydrological cycle. Finally, ocean energy transport is important in determining the surface temperature.

Many authors have examined the sensitivity of ocean energy transport to changes in surface wind stress and surface buoyancy gradients, often decomposing the energy transport into components associated with deep meridional overturning circulations and shallow, wind-driven circulations (cf. Ferrari and Ferreira 2011). Here, we note that ocean energy transport can affect surface climate differently than atmospheric energy transport. For example, Enderton and Marshall (2009) presented simulations with different simplified ocean basin geometries; the ocean energy transport, surface temperature, and sea ice of the simulated equilibrium climates differed, but the total energy transport was relatively unchanged (i.e., the changes in atmospheric energy transport largely offset those of the ocean). An implication of these results is that while observations of a planet’s top-of-atmosphere radiation allow the total (ocean and atmosphere) energy transport to be determined, this alone is not sufficient to constrain the surface temperature gradient.

### 3.2. Thermodynamics of phase change

Before describing the ways the hydrological cycle can interact with the atmospheric dynamics (which we do in subsequent subsections), we first summarize the pure thermodynamics of a system exhibiting phase changes. Most atmospheres in the Solar System have constituents that can condense: water on Earth, CO\(_2\) on Mars, methane on Titan, N\(_2\) on Triton and Pluto, and several species, including H\(_2\)O, NH\(_3\), and H\(_2\)S, on Jupiter, Saturn, Uranus, and Neptune. Because atmospheric air parcels change temperature and pressure over time (due both to atmospheric motion and to day-night or seasonal temperature swings), air parcels make large excursions across the phase diagram, and often strike one or more phase boundaries—leading to condensation. This condensation can exert major influence over the circulation.

The starting point for understanding these phase changes is the Clausius-Clapeyron equation, which relates changes in the saturation vapor pressure of a condensable vapor, \( e_s \), to the latent heat of vaporization \( L \), temperature \( T \), density of vapor \( \rho_{vap} \), and density of condensate \( \rho_{cond} \)

\[
\frac{de_s}{dT} = \frac{L}{T \rho_{vap} - \rho_{cond}}. \tag{24}
\]

For condensate-vapor interactions far from the critical point, the condensate density greatly exceeds the vapor density and can be ignored in Eq. (24). Adopting the ideal-gas law, the equation can then be expressed

\[
\frac{1}{e_s} \frac{de_s}{dT} = \frac{L}{R_e T^2}, \tag{25}
\]

where \( R_e \) is the gas constant of the condensable vapor.

The saturation vapor pressure is the pressure of vapor if the air were in equilibrium with a saturated surface; it increases with temperature and is a purely thermodynamic quantity. In contrast, the vapor pressure of an atmosphere is not solely a thermodynamic quantity, as atmospheres are generally subsaturated. Therefore, the vapor pressure depends on the relative humidity \( H = e/e_s \), which in turn depends on the atmospheric circulation (discussed in what follows). Condensation occurs when air becomes supersaturated, although there are also microphysical constraints such as the availability of condensation nuclei. A consequence of (25) is that atmospheric humidity will increase with temperature, if relative humidity is unchanged.

The vertical structure of water vapor or other condensable species can be quantified by comparing it to that of pressure. The pressure scale height \( H_p \) for hydrostatic atmospheres is given by

\[
\frac{1}{H_p} = \frac{\partial \ln p}{\partial z} = \frac{g}{RT}. \tag{26}
\]

For Earth, \( g \sim 10 \text{ m s}^{-2} \), \( T \sim 280 \text{ K} \), \( R \sim 300 \text{ J kg}^{-1} \text{ K}^{-1} \), the pressure scale height \( H_p \approx 8 \text{ km} \). The pressure scale height is a decreasing function of planet mass (through \( g \)) and an increasing function of planet temperature.

\[\text{Changes in atmospheric and oceanic energy transport need not compensate in general (e.g., Vallis and Farneti 2009).} \]

\[\text{Changes in atmospheric and oceanic energy transport need not compensate in general (e.g., Vallis and Farneti 2009).} \]
Because the saturation vapor pressure of condensable species depend strongly on temperature, it is possible for the scale height of water—and other condensables—to differ greatly from the pressure scale height. The scale height of water vapor $H_w$ can be estimated as follows

$$\frac{1}{H_w} = \frac{\partial \ln e_s}{\partial z} = \frac{\partial \ln e_s}{\partial T} \frac{\partial T}{\partial z} = \frac{L}{R_v T^2} \frac{\partial T}{\partial z},$$

where the chain rule and Clausius-Clapeyron relationship \((25)\) have been used and vertical variations in relative humidity have been neglected. The scale height of water vapor is the inverse of the product of the lapse rate $\Gamma = -\partial T/\partial z$ and the fractional change of vapor pressure with temperature (i.e., the Clausius-Clapeyron relationship). The scale height of water increases with temperature [through \((25)\)] and with decreasing lapse rate (i.e., less rapid vertical temperature decrease).

Using Earth-like values in \((26)\) and \((27)\) of $g \sim 10$ m s$^{-2}$, $T \sim 280$ K, $R \sim 300$ J kg$^{-1}$ K$^{-1}$, $R_v \sim 450$ J kg$^{-1}$ K$^{-1}$, $L \sim 2.5 \times 10^5$ J kg$^{-1}$, the ratio of the water vapor and pressure scale heights $H_w/H_p$ is $\sim 0.2$ for dry adiabatic lapse rate ($\Gamma = g/c_p$). Thus, for Earth-like situations, the scale height of water vapor is significantly less than the pressure scale height. This implies that near-surface water vapor dominates the column water vapor (the mass-weighted vertical integral of water vapor from the surface to the top of atmosphere). Moreover, the saturation vapor pressure at the tropical tropopause is $\sim 10^4$ times less than at the surface. As a result, the middle and upper atmosphere (stratosphere and above) are very dry. Still, that the bulk of the atmospheric water vapor resides near the surface does not mean that the upper tropospheric humidity is unimportant: small concentrations there can be important in affecting the radiation balance as water vapor is a greenhouse gas (e.g., \cite{Held2000, Niemann2005}); moreover, upper-tropospheric water controls the formation and distribution of cirrus cloud, which is important in the atmospheric radiation balance.

The condensable gas will be a larger fraction of the pressure scale height if the latent heat is smaller or if the tropospheric stratification is greater. Titan provides an example in our solar system; the methane abundance at the tropopause is only a factor of $\sim 3$ smaller than near the surface \cite{Niemann2005}. In such a situation, the condensable vapor abundance in the stratosphere may be considerable, which can have implications for planetary evolution because it will affect the rate at which such species (whether water or methane) can be irreversibly lost via photolytic breakup and escape of hydrogen to space.

### 3.3. Global Precipitation

A planet’s precipitation is a fundamental part of its hydrological cycle and has important implications for global climate feedbacks such as the carbonate-silicate feedback cycle \cite{Allen2002}. At equilibrium, a planet’s precipitation equals its evaporation in the global mean. Global precipitation is controlled by energy balance requirements, either of the surface (to constrain evaporative) or of the atmospheric column (to constrain the latent heating from precipitation). More complete discussions and reviews of the control of global precipitation can be found in \cite{Held2000, Peixoto2002, Allen2002, Schneider2010, O’Gorman2011}.

The dry static energy $s = c_p T + g z$ is the sum of the specific enthalpy and potential energy. The dry static energy is materially conserved in hydrostatic atmospheres in the absence of diabatic processes (e.g., radiation or latent heat release), if the kinetic energy of the atmosphere is neglected (cf. \cite{Betts1974, Peixoto1992}). The dry static energy budget is

$$\frac{\partial s}{\partial t} + \mathbf{v} \cdot \nabla s = Q_r + Q_c + SH,$$

where $Q_r$ is the radiative component of the diabatic tendency, $Q_c$ is the latent-heat release component of the diabatic tendency, and $SH$ is the sensible component of the surface enthalpy flux. Taking the time- and global-mean of the dry static energy budget eliminates the left-hand side \((28)\), so that when it is integrated vertically over the atmospheric column, the global-mean precipitation is a function of the radiation and sensible surface flux

$$L\langle P \rangle = \langle R_{atm} \rangle + \langle SH \rangle = \langle R_{TOA} \rangle - \langle R_{sfc} \rangle + \langle SH \rangle,$$

with latent heat of vaporization $L$, precipitation $P$, net atmospheric radiation $R_{atm}$, net top-of-atmosphere (TOA) radiation $R_{TOA}$, and net surface radiation $R_{sfc}$. The operator $\langle \cdot \rangle$ denotes the time- and global-mean. The radiation terms are evaluated only at the surface and top-of-atmosphere because of the vertical integration over the atmospheric column, and they can be further decomposed into components associated with the shortwave and longwave parts of the radiation spectrum.

The time- and global-mean of the surface energy budget \((29)\) is

$$L\langle E \rangle = \langle R_{sfc} \rangle - \langle SH \rangle,$$

with evaporation $E$ and other variables defined as in \((29)\). In both budgets, the sensible turbulent surface flux (the dry component of the surface enthalpy flux) enters, so the global precipitation is not solely a function of the radiative properties of the atmosphere. The turbulent surface fluxes are represented by bulk aerodynamic formula in GCMs \cite{Garratt1994} \cite{Held2000} \cite{Peixoto1992}, \cite{Held2000} \cite{Schneider2010}. These depend on the temperature difference between the surface and surface wind speed $||\mathbf{v}_{surf}||$, and surface roughness (through $c_d$).

From these budgets, one expects global precipitation to increase if the solar constant increases (Fig. 18b), the top-of-atmosphere or surface albedo decreases, or sensible surface fluxes decrease. Reductions in longwave radiation at the surface that are greater than those at the top-of-atmosphere will increase the global precipitation (Fig. 18c), as is expected for increased greenhouse gas concentrations.
on Earth. This illustrates that the vertical structure of radiative changes is important. Another example is that changes in TOA albedo and surface albedo differ in their effect on shortwave absorption by the atmosphere [a component of $R_{atm}$ in (4)]. Thus, it is not possible to infer global-mean precipitation from measurements of the radiances at the top-of-atmosphere $R_{TOA}$ because the sensible surface flux $SH$ and net surface radiation $R_{sfc}$ matter.

The surface energy budget suggests the existence of an approximate limit to the magnitude increases in global-mean precipitation due to increased greenhouse gas concentration. Under greenhouse gas warming, the air–sea temperature difference at the surface generally decreases. In the limit of no air–sea temperature difference, the net surface longwave radiation and sensible surface fluxes vanish, which leaves the cooling from latent surface fluxes to balance the warming from net solar radiation at the surface. This limit is approximately attained in idealized GCM simulations (Fig. 18, O’Gorman and Schneider 2008). However, sensible surface fluxes may reverse sign (from cooling the surface to warming it), so the warmest simulation in Fig. 18 exceeds the precipitation expected from all of the surface solar radiation being converted into evaporation. The sensitivity of precipitation to greenhouse gas changes has implications for the rate of silicate weathering (see section 4 [Pierrehumbert 2002, Le Hir et al. 2009]).

The energetic perspectives on global precipitation illustrates how the rate of change of global precipitation and atmospheric humidity can differ. If the relative humidity does not change, the atmospheric humidity increases with temperature at the rate given by the Clausius-Clapeyron relation (25). In contrast, the global precipitation depends on radiative fluxes such as the top-of-atmosphere insolation and longwave radiation. The radiative fluxes depend in part on the atmospheric humidity through water vapor’s absorption of shortwave and longwave radiation (which gives rise to the water vapor feedback), but this dependence does not constrain the radiative changes to vary with the water vapor concentration at the rate given by (25). Precipitation and humidity have different dimension, as well: precipitation and evaporation are fluxes of water, whereas the atmospheric humidity is a concentration of water. The suggestion that precipitation changes in proportion to atmospheric humidity has been termed the “saturation fallacy” (Pierrehumbert et al. 2007).

Another result that can be understood by considering the energy budget is that there is not a unique relationship between the global mean temperature and precipitation. For example, in geoengineering schemes that offset warming due to increased CO$_2$ by increasing albedo (reducing the solar radiation), two climates with the same global mean temperature may have differing global mean precipitation because the sensitivity of global precipitation per degree temperature change are not equal for different types of radiation changes (Bala et al. 2008, O’Gorman et al. 2011). Figure 18 shows that warming forced by solar constant changes results in a larger increase in global-mean precipitation than warming forced by changes in the longwave optical depth in an idealized GCM (O’Gorman et al. 2011).

While the global mean precipitation is potentially a variable of interest in characterizing a planet’s habitability, regional precipitation variations are substantial. Earth has regions of dry deserts and rainy tropical regions, where the annual-mean precipitation differs by a factor of $\sim$20. The regional precipitation is far from the global mean because of water vapor transports by the atmospheric circulation. Furthermore, the sensitivity of regional precipitation to external perturbations can be of opposite sign as the global mean changes (for example, some regions may dry as the global mean precipitation increases [Chou and Neelin 2004, Held and Soden 2006]).

3.4. Regional Precipitation

To understand the variations in regional precipitation, we first illustrate the processes that give rise to condensation (Fig. 19). In tropical latitudes of Earth-like planets, there are time-mean regions of ascent where moist air is continually brought from the surface to the colder upper troposphere which leads to supersaturation and condensation (near the equator in Fig. 19). There are time-mean regions of subsidence where dry air from the upper troposphere descends toward the surface, so the mean circulation leads to subsaturation and precipitation occurs during transient events, when it does occur (near 30° in Fig. 19 corresponding to the descending branches of the Hadley cells). In the extratropical regions of Earth-like planets, air parcels approximately follow surfaces of constant entropy which slope upward and poleward. As parcels ascend in the warm, poleward moving branches of extratropical cyclones (i.e., transient baroclinic eddies like those described in Section 2.1.2), they become supersaturated and condense in the colder regions of the atmosphere. This is illustrated in Fig. 19, where gray lines indicate entropy surfaces and black arrows indicate the trajectories of air masses. This description is focused on mean meridional circulations in the tropics and transient eddies in the extratropics. Superimposed on these processes affecting the zonal-mean precipitation are stationary eddies (that is, eddy structures that are fixed rather than traveling in longitude) or zonally asymmetric mean flows that give rise to important longitudinal variations in precipitation on Earth.

While the zonal mean is an excellent starting point for Earth’s climate and atmospheric circulations, stationary eddies or zonally asymmetric mean flows are of central importance for tidally locked planets. The mean circulation aspect of the description will have an east–west component: the near-surface branch of the circulation will flow from the night side to the day side, ascend and precipitate there, and return to the night side aloft (Merlis and Schneider 2010). One can rotate the time-mean circulation in Fig. 19 from a north-south orientation (Hadley circulation) to an east-west orientation (Walker circulation) to conceptualize the effect
of the night-side to day-side circulations on precipitation; however, the factors controlling the circulations themselves may differ as their angular momentum balances differ (the extent to which the circulation strength is slaved to the momentum balance or responds directly to radiation). In contrast, transient eddies (that is, eddies that travel in longitude) exist because temperature gradients are not aligned with the planet’s spin axis, which gives rise to baroclinic instability (Section 2.1.2), so the conceptual picture cannot simply be rotated. The affect of zonal asymmetry of background state baroclinic eddies is not settled; in particular, the extent to which stationary eddies and baroclinic eddies are separable (i.e., the extent to which they are linear) is a research area (Held et al. 2002; Kaspi and Schneider 2011).

Simulations of Earth-like tidally locked exoplanets from Merlis and Schneider (2010) illustrate the importance of zonally asymmetric (east–west) mean atmospheric circulations in determining precipitation (Fig. 20). For both slowly and rapidly rotating simulations, the surface zonal wind converges \( \partial_z [u] < 0 \), with the \([\cdot]\) indicating a time-mean on the day-side near the subsolar point, ascends, and diverges \( \partial_z [u] > 0 \) in the upper troposphere. The night side features convergent mean zonal winds in the upper troposphere, subsidence, and divergent mean zonal winds near the surface. These are thermally direct circulations that transport energetic air from the day side to the night side. The water vapor is converging near the surface on the day side where there is substantial precipitation. There is a clear connection between the pattern of convergence in the surface winds and precipitation—the rapidly rotating case, in particular, has a crescent-shaped precipitation field. The shape of the convergence zone is similar to that of the Gill model (Gill 1980; Merlis and Schneider 2010).

To be quantitative about regional precipitation, consideration of the water vapor budget, a conservation equation for the atmospheric humidity, can be useful. For timescales long enough that the humidity tendency is small, the time-mean (denoted \([\cdot]\) net precipitation, \( [P - E] \), is balanced by the mass-weighted vertical integral (denoted \( \{\cdot\}\) ) of the convergence of the water vapor flux, \(-\nabla \cdot [u q] :\)

\[
[P - E] = -\int_0^{p_s} \nabla \cdot [u q] \frac{dp}{g} = -\nabla \cdot \{[u q]\},
\]

with horizontal wind vector \( u \) and specific humidity \( q \). The atmospheric circulation converges water vapor into regions of net precipitation \( (P > E) \) from regions of net evaporation \( (E > P) \), where there is a divergence of water vapor. The water vapor budget makes explicit that the atmospheric circulation is fundamental in determining this basic aspect of climate.

The small scale height of water vapor in Earth-like atmospheres emphasizes the near-surface water vapor concentration, so a conceptually useful approximation to (31) is to consider the near-surface region of the atmosphere. For example, the precipitation distribution follows the pattern of the convergence of the surface wind in Fig. 20.

Note that the surface temperature does not directly appear in (31). In spite of this, there have been many attempts to relate precipitation to surface temperature for Earth’s
climate. The surface temperature may vary together with aspects of climate that do directly determine the amount of precipitation (e.g., high near-surface humidity or the largest magnitude near-surface convergence of the horizontal winds may occur in the warmest regions of the tropics). There are conceptual models that relate the surface temperature to pressure gradients that determine regions of convergence through the momentum balance (Lindzen and Nigam 1987, Back and Bretherton 2009a). Likewise, parcel stability considerations (e.g., where is there more convective available potential energy) may be approximately related to regions of anomalously high surface temperature (Sobel 2007, Back and Bretherton 2009b).

3.5. Relative humidity

Reviews by Pierrehumbert et al. (2007) and Sherwood et al. (2010b) discuss the processes affecting Earth's relative humidity and its sensitivity to climate changes.

The atmosphere of a planet is generally subsaturated—the relative humidity is less than 100%. The relative humidity of the atmosphere depends on the combined effect of inhomogeneities in temperature and the atmospheric circulation.

For Earth-like planets, the atmospheric circulation produces dry air by advecting air upwards and/or polewards to cold temperatures where the air becomes supersaturated and water vapor condenses (Fig. 19). When this air is advected downward or equatorward, the water vapor concentration will be subsaturated with respect to the local temperature.

The nonlocal influence of the temperature field on the atmospheric humidity through the atmospheric circulation can be formalized by the tracer of last saturation paradigm (Galewsky et al. 2005, Pierrehumbert et al. 2007). In this framework, the humidity of a given region in the atmosphere is decomposed into the saturation humidity at the non-local (colder) region of last saturation, with weights given by the probability that last saturation occurred there.

In addition to the adiabatic advection, convection affects the relative humidity and can act to moisten or dry the atmosphere (e.g., Emanuel 1994). In subsiding regions of Earth’s tropics, convection moistens the free troposphere to offset the substantial drying associated with subsidence from the cold and dry upper troposphere (e.g., Couhert et al. 2010). Therefore, both the water vapor advection by the large-scale circulations and small-scale convective processes, with the latter parameterized in GCMs, are important in determining the relative humidity.

These relative humidity dynamics are important for various aspects of planetary atmospheres: they influence the radiation balance, atmospheric circulations, and precipitation.
The processes controlling the relative humidity are tied directly to three-dimensional atmospheric circulations, which is a difficulty of single column models. Single column models do not explicitly simulate the atmospheric eddies or mean circulations that advect water and set the global-mean relative humidity. Furthermore, spatial variations in relative humidity are radiatively important. For example, the same global-mean relative humidity with a different spatial distribution has a different global-mean radiative cooling (Pierrehumbert 1995; Pierrehumbert et al. 2007). Therefore, the magnitude the day-side to night-side relative humidity contrasts of tidally locked exoplanets may be important in determining the global climate.

For greenhouse gas-forced climate changes on Earth, relative humidity changes (< 1% K\textsuperscript{−1}) are typically smaller than specific humidity changes (∼7% K\textsuperscript{−1}) (Held 2000; Sherwood et al. 2010a). Therefore, it is a useful state variable for climate feedback analysis that avoids strongly canceling positive water vapor feedback and negative lapse rate feedback found in the conventional feedback analysis that uses specific humidity as a state variable (Held and Shell 2012). Climate feedback analysis depends on the mean state, which clearly differs between tidally locked exoplanets and Earth-like planets. A climate feedback analysis has not been performed for a tidally locked planet to diagnosing the relative contributions of the water vapor, lapse rate, albedo, and cloud feedbacks to the climate sensitivity.

3.6. Clouds

The formation of clouds from the phase change of condensible species—like water vapor—is often associated with ascending motion. Ascent may be the result of convergent horizontal winds or convective instability, so clouds typically have small space and time scales. Therefore, the spatial distribution of clouds and their sensitivity to external parameters such as the rotation rate or solar constant depend on atmospheric turbulence of a variety of scales: from the scales of the global circulations (∼1000 km) down to those of moist convection and boundary layer turbulence (∼10 km and smaller).
Clouds can affect the radiation balance substantially. To illustrate, we consider an Earth-like case, although other possibilities exist (e.g., Wordsworth et al. 2010). First, consider the longwave component of the radiation and assume that clouds are completely opaque in that region of the spectrum. If a cloud is low in the atmosphere (near the surface), the temperature at the top of the cloud, from where the radiation is re-emitted after absorption, will be close to the temperature at which the radiation would be emitted in the absence of any clouds (e.g., from the surface or the clear air near the surface). In this case, the cloud will not substantially affect the longwave radiation relative to cloud-free conditions. If a cloud is high in the atmosphere (near the tropopause, for example), the temperature at the top of the cloud will be substantially cooler than the emission temperature in the absence of clouds. So, high clouds enhance the atmospheric greenhouse by absorbing longwave radiation emitted at the higher temperatures of atmosphere and surface below and re-emitting longwave radiation at the colder cloud temperature. Simply characterizing the effect of clouds on the shortwave radiation depends more subtly on the optical characteristics. There can be a substantial reflection (e.g., cumulus or stratus) or little reflection (e.g., cirrus) of shortwave radiation. Additionally, the effect of clouds on the planetary albedo depends on the surface albedo; for example, in a Snowball-Earth state (Section 4.2), a planet may be largely ice covered, in which case clouds will not significantly modify the albedo. Considering all these effects, the net radiative effect of clouds (the sum of shortwave and longwave) can be warming, cooling, or close to neutral. In the current Earth climate, these three possibilities are manifest with cirrus, stratocumulus, and convecting cumulus clouds, respectively.

The cloud radiative forcing (the difference in top-of-atmosphere net radiation between cloudy and clear conditions) on Earth is negative: the Earth would be warmer without clouds. This does not imply that clouds are expected to damp (negative radiative feedback) rather than amplify (positive radiative feedback) radiative perturbations. In comprehensive general circulation model projections of climate change, the cloud feedback is on average positive (i.e., the change in cloud properties amplifies the radiative perturbation from CO$_2$ changes) (Soden and Held 2006). However, there is substantial uncertainty in the magnitude, and the physical basis of this projection, if there is one, is still being elucidated (e.g., Bony et al. 2006, Zelinka and Hartmann 2010).

In addition to their important role in determining climate through the radiation balance, clouds likewise affect remote (e.g., space-based) observations of planets. Interpreting cloud observations may help reveal aspects of the atmospheric circulation, such as the characteristic space and timescales of a planet’s “weather” (e.g., cloud tracking on Jupiter), and climate (e.g., clouds on Titan indicate regions of precipitation). Preliminary efforts are being made to explore the effects of clouds on lightcurves and spectra of terrestrial exoplanets (e.g., Pallé et al. 2008, Cowan et al. 2009, Fujii et al. 2011, Robinson et al. 2011, Kawahara and Fujii 2011, Fujii and Kawahara 2012, Sanromà and Pallè 2012, Gómez-Leal et al. 2012, Karalidi et al. 2012).

3.7. The hydrological cycle’s effect on atmospheric temperature and circulations

While much of our discussion has focused on the role of atmospheric circulations in shaping the distributions of precipitation, humidity, and clouds, water vapor is not a passive tracer and can affect the atmospheric temperature and winds. Here, we outline some ways in which the latent heat release of condensation affects the atmosphere’s thermal structure and water vapor influences the energetics of atmospheric circulations. Additional material may be found in reviews by Sobel (2007) and Schneider et al. (2010).

3.7.1. Thermal structure

The atmosphere’s stratification in low latitudes (or slowly rotating regions more generally) is largely determined by convection. The tropical atmosphere is close to a moist adiabat on Earth (e.g., Xu and Emanuel 1989), although entrainment and ice-phase processes affect the upper troposphere (Romps and Kuang 2010). Simulations of Earth-like tidally locked planets (Merlis and Schneider 2010) also have near moist adiabatic stratification over large regions of the day side. The influence of convecting regions is nonlocal: gravity wave propagate away density variations (see Section 2.2.2), whereas gradients can be rotationally balanced in the extratropics (more generally, in regions where the Coriolis force is important in the horizontal momentum balance). The relative importance of moist convection in determining the tropical stratification will be mediated by the geography of condensate reservoirs (e.g., Titan or possible dry exoplanets) and the vertical distribution of radiatively active agents (e.g., Venus and Titan). The convective lapse rate is the starting point for theories of the depth of the troposphere (i.e., the height of the tropopause) in low latitudes (Held 1982, Thuburn and Craig 2000, Schneider 2007), which may have implications for the interpretation of observed radiance.

Latent heat release also affects the stratification of the extratropical atmosphere. The warm and moist sectors of extratropical cyclones condense as they move poleward and upward (Fig. 19). The vertical component of these transports is important in determining the lapse rate in the extratropics. Accounting for this interaction between extratropical cyclones and condensation or convection is an ongoing area of research for Earth-like planets (Juckes 2000, Frierson et al. 2006, O’Gorman 2011).

In addition to the importance of the latent heat of condensation in determining the atmosphere’s vertical thermal structure, it helps determine the horizontal temperature gradients. On Earth, about half of the meridional atmospheric

---

16 Condensable species also affect the atmospheric mass, which is a minor effect on Earth, but is important on Mars and is potentially important on some exoplanets. See Section 4.4.
energy transport in midlatitudes is in the form of water vapor (e.g., Trenberth and Caron 2001). This is primarily accomplished by transient baroclinic eddies. The transient eddy moisture flux can be parameterized in terms of mean humidities and characteristic eddy velocities (Pierrehumbert 2001; O’Gorman and Schneider 2008; Caballero and Hanley 2012). In the low latitudes of Earth, the mean meridional circulation transports water vapor equatorward. This thermally indirect latent energy flux is a consequence of the small scale height of water vapor. The dry component of the energy flux is larger and poleward, so the total energy transport by the Hadley circulation is thermally direct. For Earth-like exoplanets, the energy transports by the day-side to night-side circulation will have a similar decomposition—a thermally indirect latent component and a thermally direct dry component (Merlis and Schneider 2010).

3.7.2. Circulation energetics

Latent heat release affects atmospheric circulations in a number of subtle ways. On the one hand, latent heat release has the potential to directly energize atmospheric circulations. On the other hand, the effect of latent heat release on the thermal structure of the atmosphere may weaken atmospheric circulations by increasing the static stability or decreasing horizontal temperature gradients.

The quantification of the kinetic energy cycle of the atmosphere is typically based on the dry thermodynamic budget, which is manipulated to form the Lorenz energy cycle (Lorenz 1955; Peixoto and Oort 1992). Latent heat release appears as an energy source in these budgets. For Earth’s atmosphere, the diabatic generation of eddy kinetic energy from latent heat release is up to \( \sim 1 \, \text{W m}^{-2} \) (Chang et al. 2002), which is a small fraction of the \( \approx 80 \, \text{W m}^{-2} \) global-mean latent heat release (e.g., Trenberth et al. 2009). This low efficiency of converting latent heat into kinetic energy is consistent with the overall low efficiency of the kinetic energy cycle (Peixoto and Oort 1992). There are also alternative formulations of the kinetic energy cycle that incorporate moisture into the definition of the available potential energy (Lorenz 1978; 1979; O’Gorman 2010).

The energy transport requirements can play a role in determining the strength of the tropical circulations. For example, in angular momentum-conserving Hadley cell theories, the circulation energy transport is constrained to balance the top-of-atmosphere energy budget (Held and Hou 1980; Held 2000). Such an energy transport requirement does not directly determine the circulation mass transport, however. The ratio of the energy to mass transport is a variable known as the gross moist stability (other related definitions exist, Raymond et al. 2009). The gross moist stability expresses that the energy transport of tropical circulations results from the residual between the largely offsetting thermally indirect latent heat transport and the thermally direct dry static energy. Therefore, the gross moist stability is much smaller than the dry static stability for Earth-like atmospheres. The gross moist stability is an important, though uncertain, parameter in theories of tropical circulations (Neelin and Held 1987; Held 2000; 2001; Sobel 2007; Frierson 2007; Merlis et al. 2012).

4. ATMOSPHERIC CIRCULATION AND CLIMATE

On any terrestrial planet, the influence of the atmospheric circulation on the climate is fundamental. On Earth, climate is generally understood as the statistics (long-term averages and variability) of surface pressure, temperature and wind, along with variations in the atmospheric content of water vapor and precipitation of liquid water or ice (Hartmann 1994b). For terrestrial bodies in general, this definition can readily be extended to include the atmospheric transport of other condensable species, as in the cases of the CO\(_2\) cycle on Mars or the methane cycle on Titan.

The close interaction between atmospheric dynamics and climate is readily apparent if we examine even the most basic features of the inner planets in our solar system. For example, Venus has a mean surface temperature of around 735 K, with almost no variation between the equator and the poles. In contrast, Mars’ mean surface temperature is only 210 K, but in summer daytime temperatures can reach 290 K, while in the polar winter conditions are cold enough for atmospheric CO\(_2\) to condense out as ice on the surface. Nonetheless, annual mean temperatures near the top of Olympus Mons are barely different from those in Mars’ northern lowland plains. On Earth, surface temperature variations lie between these two extremes—the variation in climate with latitude is significant, but surface temperatures also rapidly decrease with altitude due to thermal coupling with the atmosphere. The differences in insolation, atmospheric pressure and composition (92 bar CO\(_2\) for Venus vs. around 1 bar N\(_2\)/O\(_2\) for Earth and 0.006 bar CO\(_2\) for Mars) go a long way towards explaining these gross climatic differences. In particular, from planetary boundary layer theory it can be shown that the sensible heat exchange between the surface and atmosphere is

\[
F_{\text{sens}} = \frac{\rho_a w' (c_p T')}{c_p \rho_a C_D \|v_{\text{surf}}\| (T_{\text{surf}} - T_a)}
\]

(32)

where the overbar denotes a time or spatial mean, \( w' \) and \( T' \) are deviations from the mean vertical velocity and temperature, \( T_{\text{surf}} \) is surface temperature, \( C_D \) is a drag coefficient, \( c_p \) is the specific atmospheric heat capacity, and \( \rho_a \), \( \|v_{\text{surf}}\| \) and \( T_a \) are the density, mean wind speed and temperature of the atmosphere near the surface (Pierrehumbert 2010). Because \( F_{\text{sens}} \propto \rho_a \), the thermal coupling between the atmosphere and surface will generally increase with the atmospheric pressure. Given the tendency for dense, slowly rotating atmospheres to homogenize horizontal temperature differences rapidly (see Section 2.2), it should be intuitively clear why on planets like Venus, variations in annual mean temperature as a function of latitude and longitude tend to be extremely weak.
In detail, the picture can be more complex, because \( |\mathbf{v}_{\text{surf}}| \) is also a function of the atmospheric composition and insolation pattern, and \( C_D \) depends on both the surface roughness and degree of boundary layer stratification. Beyond this, there are many other effects that couple with atmospheric dynamics. As discussed in Section 3, a key additional process on Earth is the hydrological cycle, which affects climate through latent heat transport and the radiative properties of water vapour and water ice/liquid clouds. Examples from other Solar System planets include the dust and CO\(_2\) cycles on Mars, and the methane/hydrocarbon haze cycle on Titan. These processes, which can be fascinatingly complex, are a large part of the reason why detailed long-term predictions of climate are challenging even for the relatively well-observed planets of the Solar System.

Given these complexities, it is unsurprising that for terrestrial exoplanets, study of the coupling between atmospheric circulation and climate in generalized cases is still in its infancy. The present state of knowledge is still heavily based on limited exploration of a few Earth-like or Earth-similar cases. Rather than attempting an overview of the entire subject, therefore, here we review a small selection of the many situations where atmospheric dynamics is expected to have a key influence on planetary climate.

### 4.1. Influence of dynamics on the runaway H\(_2\)O greenhouse

The well-known runaway H\(_2\)O greenhouse effect occurs due to the feedback between surface temperature and atmospheric infrared opacity on a planet with surface liquid water. Above a given threshold for the incoming stellar flux \( F_0 > F_{\text{limit}} \) (see Fig. 21), the thermal radiation leaving the planet no longer depends on the surface temperature, and water will continue to evaporate until all surface sources have disappeared (Kombayashi 1967; Ingersoll 1969). Classical runaway greenhouse calculations (e.g., Kasting et al. 1993) were performed in 1D and assumed homogenous atmospheres with either 100% relative humidity or a fixed vertical profile. In reality, however, the variations in relative humidity with latitude due to dynamical processes should have a fundamental effect on the planet’s radiative budget and hence on the critical stellar flux at which the transition to a runaway greenhouse occurs. The global variations of relative humidity in Earth’s atmosphere are strongly dependent on the ascending and descending motion of the Hadley cells (Section 2.2.1) and subtropical mixing due to synoptic-scale eddies (Section 2.1.2). Even on Earth today, without heat transport to higher latitudes by the atmosphere and ocean, the tropics would most likely be in a runaway greenhouse state (Pierrehumbert 1995) proposed that regulation of mean tropical sea surface temperatures is in fact governed by a balance between the radiative heating in saturated upwelling regions and radiative cooling 

\[ \text{by “radiator fins” in larger regions of net subsidence.} \]

Very few researchers have yet taken on the challenge of modeling the transition of an ocean planet to a runaway greenhouse state in a 3D general circulation model (GCM). Ishiwatari et al. (2002) studied the appearance of the runaway greenhouse state in an idealized 3D circulation model with gray-gas radiative transfer. Their results roughly corresponded to those found in 1D using a global mean relative humidity of 60%. However, the simplicity of their radiative scheme, neglect of clouds and problems arising from the need for strong vertical damping near the runaway state meant that they were unable to constrain the greenhouse transition for cases such as early Venus quantitatively. Later, Ishiwatari et al. (2007) compared results using a GCM with those from a 1D energy balance model (EBM). EBMs are intermediate-complexity models that replace vertically resolved radiative transfer with empirical functions for the fluxes at the top of the atmosphere and represent all latitudinal heat transport processes by a simple 1D diffusion equation. Ishiwatari et al. (2007) found that at intermediate values of the solar constant, multiple climate solutions including runaway greenhouse, globally and partially glaciated states were possible. Clearly, comparison of these results with simulations using a GCM specifically designed to remain physically robust in the runaway limit would be an interesting future exercise. As well as taking into account the non-gray radiative transfer of water vapour, such a model would need to account for the locally changing mass of water vapour in the large-scale dynamics and subgrid-scale convection, and include some representation of the radiative effects of clouds.

The importance of clouds to the runaway greenhouse limit is central, but our understanding of how they behave as the solar constant is increased is still poor. Kasting (1988) performed some simulations in 1D with fixed water cloud layers and concluded that because of their effect on the planetary albedo, Venus could easily have once been able to maintain surface liquid water. However, they did not include dynamical or microphysical cloud effects in their model. Going further, Renno (1997) used a 1D model with a range of empirical parameterizations of cumulus convection to study the runaway transition, although with simplified cloud radiative transfer. Perhaps unsurprisingly, they found that surface temperature depends sensitively on cloud microphysical assumptions when solar forcing is increased. They also found that in general, mass flux schemes (i.e., convective parameterizations that capture the effect of environmental subsidence associated with cumulus convection) caused a more rapid runaway transition than adjustment schemes (i.e., convective parameterizations that simply represent the effect of convection as a modification of the local vertical temperature profile). Future 3D GCM studies of the runaway greenhouse will be forced to confront these uncertainties in sub-gridscale physical processes.

Cases where the initial planetary content of water is limited are also of interest for the runaway greenhouse. Abe et al. (2011) studied inner habitable zone limits for land...
planets”, which they defined as planets with limited total H$_2$O inventories (less than 1 m global average liquid equivalent in their model) and no oceans. They showed than in these cases, the tendency of the limited water inventory to become trapped at the poles causes extreme drying of equatorial regions. This allows the global mean outgoing longwave radiation to continue increasing with temperature, delaying the transition to a runaway greenhouse state. The critical average solar flux values they calculated in their model were 415 W m$^{-2}$ and 330 W m$^{-2}$ for land and aqua (global ocean) planets, respectively. Their results suggest planets with limited water inventories could remain habitable much closer to their host stars than the classical inner edge of the habitable zone suggests. Because the Sun’s luminosity has increased with time, their results also suggest that a mainly dry early Venus could have stayed cool enough to maintain regions of surface liquid water until as recently as 1 billion years ago (see Figure 21). However, scenarios where liquid water was never present on the surface of Venus are also possible, and have been argued to be more consistent with Ne/Ar isotopic ratios and the low oxygen content in the present-day atmosphere (Gillmann et al. 2009; Chassefière et al. 2012).

The insights of Abe et al. (2011) on the importance of relative humidity to the runaway greenhouse have recently been extended to the case of tidally locked exoplanets around M-stars by Leconte et al. (2013). On a tidally locked terrestrial planet, the dark side may act as a cold trap for volatiles, which can lead to total collapse of the atmosphere in extreme cases, as we discuss later. For planets close to or inside the inner edge of the habitable zone, however, the effects of this process on H$_2$O lead to an interesting bistability in the climate. One state consists of a classical runaway greenhouse where all the water is in the atmosphere. In the other state, the vast majority of the H$_2$O is present as ice on the planet’s dark side, while the planet’s day side is relatively hot and extremely dry, allowing it to effectively radiate the incoming solar radiation back to space (see Figure 22). In this scenario, depending on the thickness of the ice sheet and the planet’s thermal history, liquid water could be present in some amount near the ice sheet’s edges, allowing marginal conditions for habitability well inside the classical inner edge of the habitable zone. Further work may be required to assess whether such a collapsed state would remain stable under the influence of transient melting events due to e.g., meteorite impacts on the planet’s dark side.

4.2. Snowball Earth dynamics and climate

Runaway greenhouse states occur because of the effectiveness of gaseous H$_2$O as an infrared absorber. However, the ability of water to cause fundamental changes in climate systems also extends to colder conditions. Solid H$_2$O on the surface of a planet can have an equally drastic effect on circulation and climate, in this case due to its properties in the visible part of the spectrum.

Since the 1960s, it has been known that the Earth’s climate has an alternative equilibrium state to present-day conditions. If the ice sheets that are currently confined to the poles instead extended all the way to the equator, the elevation in surface albedo would cause so much sunlight to be reflected back to space that mean global temperatures would drop to around 230-250 K. As a result, surface and ocean ice would be stable even in the tropics, and the Earth could remain in a stable “snowball” state unless the greenhouse effect of the atmosphere increased dramatically. Snowball events are believed to have occurred at least twice previously in Earth’s history: once around 640 Ma and again 710 Ma, in the so-called Marinoan and Sturtian ice ages. Geological evidence (specifically, carbon isotope ratio excursions and observations of cap carbonates above
Fig. 22.— Surface temperature maps in °C from GCM simulations of a tidally locked, inner edge exoplanet with a 200-mbar equivalent incondensible atmospheric component and fixed total water inventory. In the top panel, the planet was initialized with a mean water vapor column of 250 kg m$^{-2}$ and remains in a runaway greenhouse state. In the bottom panel, the smaller water vapor starting inventory (150 kg m$^{-2}$) has led to a transition to a collapsed state, with lower surface temperatures and ice on the planet’s dark side.

Glacial deposits suggests that these events were ended by build-up of atmospheric CO$_2$ to extremely high levels due to volcanic outgassing (Hoffman and Schrag 2002; Pierrehumbert et al. 2011). This scenario is particularly plausible because the land weathering of silicates and associated drawdown of CO$_2$ into carbonates should be greatly reduced in a snowball climate (see Section 4.3).

Snowball Earth transitions are interesting in an exoplanetary context first because they represent a clear challenge to the concept of the habitability zone. If a habitable planet falls victim to snowball glaciation and cannot escape it, it may be irrelevant if it continues to receive the same flux from its host star. Identifying how these events can occur and how they end is hence of key importance in understanding the uniqueness of Earth’s current climate. Snowball glaciation is also interesting from a purely physical viewpoint, as it is another example of a situation where the interplay between atmospheric dynamics and climate is fundamental to the problem. As we have seen in Section 2, heat transport between a planet’s regions of high and low mean insolation is strongly dependent on the properties of the atmosphere and planetary rotation rate. As a result, the physics of the snowball transition should vary considerably between different exoplanet cases.

Recently, it has been hypothesized that changes in surface albedo due to atmospheric transport of dust may be critical to terminating Snowball Earth episodes (Abbot and Pierrehumbert 2010). The reduced surface temperature and stellar energy absorption at the equator and absence of ocean heat transport on a globally frozen planet mean that typically, the tropics become a region of net ablation (i.e., mean evaporation exceeds precipitation). As a result, dust is slowly transported to the surface at the equator by a combination of horizontal glacial flow and vertical ice advection (see Figure 23). After a long time period, the build-up of dust on the surface lowers the albedo sufficiently to melt the surrounding ice and exit the planet from a snowball state. The fingerprints of the “mudball” state that presumably would follow this may have been imprinted on Earth’s geological record, in the form of variations in thickness with (paleo)-latitude of clay drape deposits.

Other possibilities for snowball deglaciation come from water ice clouds. Pierrehumbert (2002) demonstrated using a one-dimensional radiative model that clouds have a net warming effect on a snowball planet. Because the surface albedo is high, clouds do not significantly increase the planetary albedo by reflecting incoming radiation to space. Nonetheless, they still effectively absorb outgoing IR radiation and hence cause greenhouse warming. These conclusions were broadly confirmed by a later 3D GCM intercomparison (Abbot et al. 2012), although differences in cloud radiative forcing between models was found to be significant. Just as for the runaway greenhouse, future detailed studies of the physics of cloud formation and radiative
transfer under snowball conditions, possibly using cloud-resolving models, will be important for elucidating their role.

Further interesting couplings between atmospheric dynamics and climate arise if a planet near the snowball transition has a limited H₂O inventory. [Abe et al. (2011)] studied idealized planets where the total amount of water (atmospheric and surface) only amounted to a 20–60 cm globally averaged layer. They showed that for these so-called “land” planets, the drying of tropical regions by a dynamical process similar to that responsible for dust accumulation would prevent the formation of stable surface ice there for a solar flux as low as 80% of that received by Earth today. As a result, the planetary albedo could remain low even if global mean surface temperatures dropped below the freezing point of H₂O, and transient regions of liquid water could persist longer than if the planet possessed as much water as Earth.

Finally, if the planet orbits a star of different spectral type to the Sun, further complications emerge. Recent work [Joshi and Haberle (2012)] has demonstrated that around red dwarf M-stars, the mean albedos of snow and ice will be significantly reduced due to the red-shifted incident spectrum. As a result, the ice-albedo feedback is expected to be weaker, and snowball events may not be as difficult to exit as on Earth. [Joshi and Haberle (2012)] suggested that this effect may also help extend the outer edge of the habitable zone around M-stars. However, it is likely to be of lesser importance for planets with dense CO₂ atmospheres, because the increased visible optical depth of the atmosphere and presence of CO₂ clouds means the dependence of the planetary albedo on surface properties is already weak in these cases [Wordsworth et al. (2011)].

4.3. Carbonate-silicate weathering and atmospheric dynamics

So far, we have focused on the coupling between circulation and climate in the context of H₂O. However, the role of other gases in climate may be equally significant. Carbon dioxide is of particular interest, given that it is the majority constituent of the atmospheres of both Venus and Mars. It is also the key greenhouse gas in our own planet’s atmosphere, because of its special role in maintaining habitable surface conditions.

On Earth, the carbonate-silicate cycle is fundamental to the long-term evolution of carbon dioxide in the atmosphere. In particular, it is believed that the dependence of land silicate weathering on temperature leads to a negative feedback between atmospheric CO₂ and mean surface temperature, rendering the climate stable to relatively large variations in solar luminosity [Walker et al. 1981]. Indeed, the assumption of an efficient carbonate-silicate cycle lies behind the classical definition of the habitable zone [Kasting et al. 1993].

The idea that climate could naturally self-regulate on rocky planets due to an abiotic process is a highly attractive one, and probably a major part of the explanation for why Earth has maintained a (mostly) element climate throughout its lifetime, despite significant increases in the solar flux (around 30% since 4.4 Ga). Nonetheless, there are still major uncertainties in the nature of Earth’s carbon cycle, including the importance of seafloor weathering [Sleep and Zahnle 2001; Le Hir et al. 2008], the exact role of plants in land weathering, and the dependence of the cycle on the details of plate tectonics.

Even given these uncertainties, it is already clear that substantial differences from the standard carbon cycle arise when a planet becomes synchronously locked. For example, [Edson et al. 2012] investigated the relationship between weathering, atmospheric CO₂ concentrations, and the distribution of continents for tidally locked planets around M-class stars. They coupled Earth GCM simulations with a simple parametrization for the global CO₂ weathering rate, which following [Walker et al. 1981] was written as

\[
\frac{d\text{CO}_2}{dt} = \frac{1}{2} W_0 \left( \frac{f\text{CO}_2}{355 \text{ ppmv}} \right)^{0.3} \times \left( \frac{R}{0.065 \text{ mm d}^{-1}} \right) \exp \left( -\frac{T - T_0}{T_U} \right) \text{d}(33)
\]

where \( f\text{CO}_2 \) is the atmospheric CO₂ volume mixing ratio, \( W_0 = 8.4543 \times 10^{-10} \text{ C s}^{-1} \text{ m}^{-2} \) is the estimated present-day terrestrial weathering rate, \( R \) is the runoff rate, \( T \) is temperature, \( T_0 = 288 \text{ K}, T_U = 17.7 \text{ K} \), and the integral is over the planet’s weatherable (i.e., land) surface. By integrating between the simulations and Eqn. (33), [Edson et al. 2012] derived self-consistent \( f\text{CO}_2 \) values as a function of the (constant) substellar longitude, given Earth’s present-day geography. They found that \( f\text{CO}_2 \) could vary by a factor of \( \sim 1 \times 10^4 \) (7 ppmv vs. 60331 ppmv), depending on whether the substellar point was located over the Atlantic or Pacific oceans. As a result, the mean surface air temperatures in their simulations varied between 247 and 282 K, with the climate in both cases similar to the “eyeball” state discussed in [Pierrehumbert 2011] (see next section).

The differences in temperature and equilibrium atmospheric CO₂ abundance between the two cases were caused by the differences in land area in the illuminated hemisphere. The illuminated hemisphere of a tidally locked planet is warmer, with higher precipitation rates (see Fig. 20), so a greater land area there implies enhanced global weathering rates and hence more rapid drawdown of CO₂. Assuming that global CO₂ levels are controlled by an expression like \( \text{d}_3 \) is clearly an oversimplification given the complexity of Earth’s real carbon cycle. In particular, basalt carbonization on the seafloor, which has a much weaker dependence on surface temperatures, is still poorly understood, but could have played a vital role in CO₂ weathering throughout Earth’s history. Nonetheless, the study highlights the dramatic differences that can be caused by 3D effects, and shows that a more detailed understanding of dynamical couplings with the carbonate-silicate cycle will
be vital in future.

Kite et al. (2011) also explored the possible nature of climate-weathering feedbacks on tidally locked planets using an idealized energy balance climate model coupled to a simplified parametrization of silicate weathering. They noted that because heat transport efficiency depends on the atmospheric mass, in some cases reducing atmospheric pressure can increase the weathering rate and/or the liquid water volume on the day side of the planet. This can cause positive feedbacks that lead to a decrease in atmospheric mass. The mechanism described by Kite et al. (2011) is most likely to be important for planets like Mars, with thin, CO$_2$-dominated atmospheres.

4.4. Collapse of condensable atmospheres

In Section 4.1 we briefly discussed situations where water vapour can become trapped as ice on the dark sides of tidally locked planets. Here, we discuss the extension of this process to the majority constituent of a planet’s atmosphere. As we will see, atmospheric collapse is a problem of major importance to planetary habitability that sensitively depends on the details of the coupling between circulation and climate.

The interest in the habitability of tidally locked planets stems from the fact that cool, faint red dwarf stars (M- and K- spectral class) are significantly more common in the galaxy than stars like the Sun, and they host some of the lowest mass and best characterized exoplanets so far discovered (e.g., Udry et al. 2007; Mayor et al. 2009; Charbonneau et al. 2009; Bean et al. 2010). In the earliest detailed study of exoplanet habitability (Kasting et al. 1993), it was shown that planets around M-dwarf stars could sustain surface liquid water if they were in sufficiently close orbits. As discussed previously, the tidal interaction with their host stars means that such planets will in most cases have resonant or synchronous rotation rates and low obliquities, and hence permanent regions where little or no starlight reaches the surface. Initially, this was thought to be a potentially insurmountable obstacle to habitability, because the regions receiving no light could become so cold that any gas (including nitrogen) would freeze out on the surface there, depleting the atmosphere until the planet eventually became completely airless.

The problem of atmospheric collapse was first investigated quantitatively in a series of pioneering papers by Manoj Joshi and Bob Haberle (Joshi et al. 1997; Joshi 2003). Using a combination of basic scale analysis and 3D atmospheric modeling, they showed that the collapse of the atmosphere was only inevitable if it was inefficient at transporting heat. As we described earlier, the efficiency of atmospheric heat transport depends primarily on the composition (via the specific heat capacity and the infrared opacity), the average wind speed and (most critically) the total surface pressure. Assuming a surface emissivity of unity, the surface heat budget for a planet with condensible atmospheric species can be written

$$\alpha \frac{\partial T_{\text{surf}}}{\partial t} = F_{dn} + (F_{dn} - \sigma T_{\text{surf}}^4) - LE - SH \quad (34)$$

where $\sigma$ is the Stefan-Boltzmann constant, $\alpha$ is the surface heat capacity, $F_{dn}$ and $F_{lw}$ are the net downwelling fluxes of short- and longwave radiation from above, $LE$ is the latent heat flux, and $SH$ is the sensible heat flux, as described in (32). Equation (34) is essentially the unaveraged version of (29), except that for a single-component atmosphere, $LE$ only becomes important when the atmosphere begins to condense on the surface (as on present-day Mars, for example). On the dark side of a tidally locked planet $F_{dn} = 0$, so radiative cooling of the surface until the atmosphere begins to condense can be prevented in two ways: tight thermal coupling with the atmosphere via convection (the $SH$ term), or radiative heating of the surface by an optically thick atmosphere ($F_{lw}$). Both effects can...
be important in principle, although the temperature inversion caused by contact of warmer air from the dayside with the nightside surface may shut down convection, reducing the magnitude of the sensible heat flux or even reversing its sign. The strength of $F^{\text{down}}_{\text{lw}}$ will depend on both the gas opacity of the atmosphere and the effects of clouds and aerosols, if present, and hence can be expected to vary with composition as well as atmospheric pressure. In any case, the calculations of Joshi et al. (1997) showed that for CO$_2$ atmospheres with surface pressures of around 100 mBar or more on Earth-like planets, both atmospheric transport and surface coupling become efficient enough to avoid the possibility of collapse and the climate can remain stable.

While Joshi and Haberle’s simulations showed that synchronous rotation does not rule out the possibility of habitable climates around M-class stars, their work was focused on planets of Earth’s mass and net stellar flux, and hence could not be applied to more general cases. Interest in this issue was reignited with the discovery of potentially habitable planets in the Gliese 581 system in 2007 (Udry et al. 2007; Mayor et al. 2009). Two planets, GJ581c and d, orbit near the outer and inner edges of their system’s habitable zone, and have estimated masses that suggest terrestrial rather than gas giant compositions. Simple one-dimensional models indicated that with a CO$_2$-rich atmosphere, the “d” planet in particular could support surface liquid water (Wordsworth et al. 2010; von Paris et al. 2010; Hu and Ding 2011; Kaltenegger et al. 2011). Because M-stars have red-shifted spectra compared to the Sun, CO$_2$ clouds typically cause less warming for planets around them, because the increase in planetary albedo they cause becomes nearly as significant as the greenhouse effect caused by their IR scattering properties. However, in CO$_2$-rich atmospheres this is more than compensated for by increased near-IR absorption in the middle and lower atmosphere, which lowers the planetary albedo and hence increases warming.

The results from 1D models for GJ581d were suggestive, but the increase in condensation temperature with pressure means that atmospheric collapse becomes more of a threat as the amount of CO$_2$ in the atmosphere increases. For example, reference to vapor pressure data for CO$_2$ shows $p_{\text{sat}} = 10$ bar at $\sim 235$ K, which is comparable to annual mean surface temperatures at Earth’s south pole. It was therefore initially unclear if high-CO$_2$ scenarios were plausible for GJ581d.

Wordsworth et al. (2011) investigated the stability of CO$_2$-rich atmospheres on GJ581d using a general circulation model with band-resolved radiative transfer, simplified cloud physics, and evaporation/condensation cycles for CO$_2$ and H$_2$O included. They found that for this planet, which receives only around 30% of Earth’s insolation, the atmosphere could indeed be unstable to collapse even for pressures as high as 2–5 Bar. Nonetheless, at higher pressures the simulated atmospheres stabilized due to a combination of the increased greenhouse warming and homogenization of the surface temperature by atmospheric heat transport. For atmospheric CO$_2$ pressures of 10–30 bar (which are plausible given Venus and Earth’s total CO$_2$ inventories), Wordsworth et al. (2011) modeled surface temperature for GJ581d in the 270–320 K range, with horizontal temperature variations of order 10–50 K (see Fig. 24). Sensitivity studies indicated that while the exact transition pressure from unstable to stable atmospheres was dependent on the assumed cloud microphysical properties, the general conclusion of stability at high CO$_2$ pressure was not. The authors concluded that despite the low stellar flux it receives, GJ581d could therefore potentially support surface liquid water. As such, it is one of the most interesting currently known targets for follow-up characterization.

Any atmospheric observations of planets around Gliese 581 will be challenging, because the system does not appear to be aligned correctly for transit spectroscopy, and the planet-star contrast ratio constraints required for direct observations are severe. Distinguishing between habitable scenarios for GJ581d and other possibilities, such as a thin/collapsed atmosphere or a hydrogen-helium envelope, may be best accomplished via a search for absorption bands of CO$_2$/H$_2$O in the planet’s emitted IR radiation that do not significantly vary over the course of one orbit (see Fig. 25). As described in Selsis et al. (2011), estimates of a non-transiting planet’s atmospheric density are also possible, in principle, via analysis of the IR “variation spectrum” derived from phase curves. Despite the challenges, at $\sim$20 l.y. distance from the Sun, GJ581 is still a relatively close neighbor, and a future dedicated mission such as NASA’s proposed Terrestrial Planet Finder (TPF) or ESA’s Darwin would have the necessary capability to perform such observations.

Other recent studies have noted that even if global habitability is ruled out by the freezing of surface water on a planet’s nightside, it is still possible to maintain local regions of liquid water. Pierrehumbert (2011) investigated a series of possible climates for a 3.1 $M_\oplus$ tidally locked exoplanet around an M-star receiving 63% of Earth’s incident solar flux. He hypothesized that if the planet’s composition was dominated by H$_2$O, it would most likely have an icy surface and hence a high albedo. However, if the atmosphere were extremely thin and hence inefficient at transporting heat, surface temperatures near the substellar point could allow some H$_2$O to melt, even though the global mean temperature would be around 192 K if heat transport were efficient. Given a denser mixed N$_2$-CO$_2$-H$_2$O atmosphere, an “eyeball” climate could also be maintained where permanent ice is present on the night side, but temperatures are high enough on the day side to allow an ocean to form (see Fig. 26). Although such a scenario is admittedly hypothetical, it raises many interesting questions on the general nature of exoplanet climate and may help with the interpretation of observations in the future.

Clearly, the likelihood of atmospheric collapse also depends strongly on the condensation temperature of the majority gas in the atmosphere. Despite this progress in modeling exotic exoplanet atmospheres in specific cases, the gen-
Fig. 24.— Simulated annual mean surface temperature (maximum, minimum and global average) as a function of atmospheric pressure and rotation rate for GJ581d assuming a) a pure CO$_2$ atmosphere and b) a mixed CO$_2$-H$_2$O atmosphere with infinite water source at the surface [from Wordsworth et al. (2011)]. Data plotted with circles indicate where the atmosphere had begun to collapse on the surface in the simulations, and hence no steady-state temperature could be recorded. In the legend, 1:1 resonance refers to a synchronous rotation state, and 1:2 and 1:10 resonances refer to despun but asynchronous spin-orbit configurations.

Fig. 25.— Simulated emission spectra for GJ581d given various atmospheric scenarios [from Wordsworth et al. (2011)]. In all cases the thicknesses of the lines correspond to the range of variation predicted over the course of one planetary orbit. The relatively low variation in the red/blue cases is a characteristic signature of a planet with a stable, dense atmosphere with efficient horizontal heat redistribution.
eral problem of atmospheric condensation in a planet’s cold trap(s) for arbitrary conditions remains unsolved. Nonetheless, scale analysis has recently been used to place some basic general constraints on atmospheric stability by Heng and Kopparla (2012). These authors assumed the criterion $\tau_{\text{rad}} > \tau_{\text{adv}}$ as a condition for stability, where $\tau_{\text{rad}}$ and $\tau_{\text{adv}}$ are representative timescales for radiative cooling and advection, respectively. The radiative timescale can be approximately defined as $\tau_{\text{rad}} = c_p p / g \sigma T^4_{\text{rad}}$, with $p$ the total pressure, $g$ gravity and $T_{\text{rad}}$ the characteristic emission temperature, while $\tau_{\text{adv}} \sim L / U$, with $L$ and $U$ a characteristic horizontal length and wind speed, respectively. Evaluating $\tau_{\text{rad}}$ is straightforward for a known atmospheric composition, but $U$ and hence $\tau_{\text{adv}}$ are difficult to assess a priori without a general theory for the response of the atmospheric circulation to different forcing scenarios. Heng and Kopparla (2012) neatly circumvented this problem by simply taking $U$ to be the speed of sound, allowing a potentially strict criterion for atmospheric collapse based entirely on known properties of the atmosphere.

Despite its elegance, their approach was limited by its neglect of the role of thermodynamics in the problem. In particular, a moving gas parcel with a majority constituent that condenses at low temperatures may continue to radiate until the local value of $\tau_{\text{rad}}$ becomes large, which tends to make an atmosphere much more resistant to collapse. There is still considerable scope for theoretical development of the atmospheric collapse problem, and given its fundamental importance to the understanding of both atmospheric circulation and habitability around M-stars, it is likely that it will continue to receive attention for some time.

The dependence of collapse on saturation vapour temperature is particularly interesting when considered in the context of more exotic scenarios for terrestrial planet atmospheric composition. In particular, the saturation vapour temperatures of hydrogen and helium at 1 bar are under 25 K, rendering them essentially incondensible on planets receiving even very little energy from their host stars.

Many rocky planets are believed to form with thin primordial envelopes of these gases, which have large optical depths in the infrared for pressures above a fraction of a bar. For planets of Earth’s mass or lower, these envelopes generally escape rapidly under the elevated stellar wind and extreme ultraviolet (XUV) fluxes from young stars. However, higher mass or more distant planets may experience a range of situations where hydrogen and helium can remain in their atmospheres for longer periods. Stevenson (1999) suggested that some planetary embryos ejected from their system during formation could sustain liquid oceans if they kept their primordial hydrogen envelopes. Pierrehumbert and Gaidos (2011) extended this idea to planets in distant orbits from their stars. These planets could be detectable in theory due to gravitational microlensing, although given their low equilibrium temperatures, atmospheric characterization would be extremely challenging even with the most ambitious planned missions. Wordsworth (2012) noted that in general, very few planets are left with just the right amount of hydrogen in their atmospheres to maintain surface liquid water after the initial period of intense XUV fluxes and rapid hydrogen escape. Nonetheless, they showed that transient periods of surface habitability (between $\sim 10,000$ yr and $\sim 100$ Myr) still occur for essentially any planets receiving less flux than Earth that form with a hydrogen envelope but later lose it. In addition, XUV photolysis in hydrogen-rich atmospheres can lead to the formation of a range of pre-biotic compounds (Miller 1953; DeWitt et al. 2009). Conditions on young terrestrial planets that at least allow life to form could hence be much more common than previously assumed.

5. CONCLUSIONS

Given the diversity emerging among more massive exoplanets, it is almost certain that terrestrial exoplanets will occupy an incredible range of orbital and physical parameters, including orbital semi-major axis, orbital eccentricity, incident stellar flux, incident stellar spectrum, plane-

---

Fig. 26.— Schematic of the “eyeball” climate state for synchronously rotating terrestrial planet (Pierrehumbert 2011). Sea ice is present across the permanent night side of the planet, but stops at a stellar zenith angle primarily determined by the balance between the local stellar flux and horizontal atmospheric and oceanic heat transport.
tary rotation rate, obliquity, atmospheric mass, composition, volatile inventory (including existence and mass of oceans), and evolutionary history. Since all of these parameters affect the atmospheric dynamics, it is likewise probable that terrestrial exoplanets will exhibit incredible diversity in the specific details of their atmospheric circulation patterns and climate. Only a small fraction of this diversity has yet been explored in GCMs and similar models. As we have emphasized in this review, existing theory suggests that a number of unifying themes will emerge governing the atmospheric circulation on this broad class of bodies. This theory—summarized here—will provide a foundation for understanding, and provide a broad context for, the results of GCM investigations of particular objects.

Exoplanets that rotate sufficiently rapidly will exhibit extratropics at high latitudes, where the dynamics are approximately geostrophic, and where eddies resulting from baroclinic instabilities control the meridional heat transport, equator-to-pole temperature differences, meridional mixing rates, existence of jet streams, and thermal stratification in the troposphere. Regions where rotation is less dominant—near the equator, and globally on slowly rotating exoplanets—will exhibit tropical regimes where wave adjustment and Hadley circulations typically act to minimize horizontal temperature differences. Significant interactions between the tropics and extratropics can occur by a variety of mechanisms, perhaps the most important of which is the propagation of Rossby waves between the two regions. The hydrological cycle on many terrestrial exoplanets will exert significant effects both on the mean climate—through the greenhouse effect and clouds—and on the circulation patterns. Existing studies demonstrate that the circulation can influence global-scale climate feedbacks, including the runaway greenhouse, transitions to snowball-Earth states, and atmospheric collapse, leading to a partial control of atmospheric circulation on the mean climate and therefore planetary habitability.

Exoplanets can exhibit greatly different regimes of thermal forcing than occur on solar system planets, a topic which has yet to be fully explored. The day-night thermal forcing on synchronously rotating and despin exoplanets will play a more important role than on the Earth, leading in many cases to equatorial superrotation and other dynamical effects. When the heating rates are sufficiently great (in the limit of thin and/or hot atmospheres), the heating and cooling gradients can overwhelm the ability of the atmosphere to transport heat horizontally, leading to freeze out of the more refractory components (such as water or carbon dioxide) on the nightside or poles. This regime remains poorly understood, although it is important for understanding the structure, and even existence, of atmospheres on hot terrestrial planets and super Earths.

Observations will be needed to move the field forward. These in many cases will represent extensions to terrestrial planets of techniques currently being applied to hot Jupiters. Short-term, gains are most likely for transiting planets, particularly those around small M stars: a terrestrial planet orbiting such a star exhibits a planet/star radius ratio similar to that of a gas giant orbiting a Sun-like star, thereby making characterization (relatively) easier. Transit spectroscopy of such systems will yield constraints on atmospheric gas composition and existence of hazes (e.g., Barman 2007, Sing et al. 2008, Pont et al. 2012, Bean et al. 2010, Désert et al. 2011, Berta et al. 2012). In the longer-term future, such spectroscopy could also provide direct measurements of atmospheric wind speeds at the terminator (Snellen et al. 2010, Hedelt et al. 2011). Secondary eclipse detections and, eventually, full-orbit lightcurves will provide information on the emission spectrum as a function of longitude, allowing constraints on the vertical temperature profile and day-night temperature difference to be inferred. This will first be possible for hot systems (Demory et al. 2012), but with significant investment of resources from the James Webb Space Telescope will also be possible for planets in the habitable zones (Seager et al. 2008). Eclipse mapping may also eventually be possible, as is now being performed for hot Jupiters (Majeau et al. 2012, de Wit et al. 2012). Using direct imaging to obtain spectroscopy of planets is another observational avenue—not limited to transiting systems—that could be performed from a platform like the Terrestrial Planet Finder. All of these observations will be a challenge, but the payoff will be significant: the first characterization of terrestrial worlds around stars in the solar neighborhood.

In the meantime, theory and models can help to address open questions concerning the behavior of atmospheric circulation and climate across a wider range of parameter space than encountered in the solar system. Major questions emphasized in this review include the following: What is the dependence of three-dimensional temperature structure, humidity, and horizontal heat flux on planetary rotation rate, incident stellar flux, atmospheric mass, atmospheric composition, planetary radius and gravity, and other conditions? What are the regimes of atmospheric wind? What is the influence of an ocean in modulating the atmospheric climate? Under what conditions can clouds form, and what is their three-dimensional distribution for planets of various types? How do seasonal cycles (due to non-zero obliquity and/or orbital eccentricity) affect the atmospheric circulation and climate on planets generally? What is the role of the atmospheric circulation—through its control of temperature, humidity, cloudiness, and precipitation—in affecting longer-term climatic processes including runaway greenhouses, ice-age cycles, transitions to snowball-Earth states, the carbonate-silicate feedback, and collapse of condensible atmospheric constituents onto the poles or nightside? And what is the continuum of atmospheric behaviors on exoplanets ranging from sub-Earth-sized terrestrial planets to super Earths and mini-Neptunes? While a detailed understanding of particular exoplanets must await observations, significant insights into the fundamental physical mechanisms controlling atmospheric circulation and climate—of planets generally—can be made now with current theoretical and modeling tools. This will not only lay the groundwork for understanding future observations but will
place the atmospheric dynamics and climate of solar-system worlds, including Earth, into its proper planetary context.
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