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Optimized Segmentation Based on the Weighted Aggregation Method for Loess Bank Gully Mapping
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Abstract: The Chinese Loess Plateau suffers severe gully erosion. Gully mapping is a fundamental task for gully erosion monitoring in this region. Among the different gully types in the Loess Plateau, the bank gully is usually regarded as the most important source for the generation of sediment. However, approaches for bank gully extraction are still limited. This study put forward an integrated framework, including segmentation optimization, evaluation and Extreme Gradient Boosting (XGBoost)-based classification, for the bank gully mapping of Zhifanggou catchment in the Chinese Loess Plateau. The approach was conducted using a 1-m resolution digital elevation model (DEM), based on unmanned aerial vehicle (UAV) photogrammetry and WorldView-3 imagery. The methodology first divided the study area into different watersheds. Then, segmentation by weighted aggregation (SWA) was implemented to generate multi-level segments. For achieving an optimum segmentation, area-weighted variance (WV) and Moran’s I (MI) were adopted and calculated within each sub-watershed. After that, a new discrepancy metric, the area-number index (ANI), was developed for evaluating the segmentation results, and the results were compared with the multi-resolution segmentation (MRS) algorithm. Finally, bank gully mappings were obtained based on the XGBoost model after fine-tuning. The experiment results demonstrate that the proposed method can achieve superior segmentation compared to MRS. Moreover, the overall accuracy of the bank gully extraction results was 78.57%. The proposed approach provides a credible tool for mapping bank gullies, which could be useful for the catchment-scale gully erosion process.
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1. Introduction

Gully erosion is the most serious form of soil erosion, and is considered as a significant indicator of land degradation [1,2]. The Loess Plateau of China is known for its serious gully erosion area and representative gully terrain [3–5]. Gully erosion contributes between 60% and 90% of total sediment
production on agricultural land in the hilly–gully region of the Loess Plateau \[6,7\]. Gully erosion and
gullies are closely linked, and the morphological features of gullies can provide basic information to
determine the magnitude of gully erosion, monitoring and predicting its development process \[6,8,9\].
Accurately mapping gully features is therefore essential for controlling gully erosion \[3\]. There are three
main gully types in the Chinese Loess Plateau: hillslope gullies, bank gullies and floor gullies \[7,10,11\].
Among these gully types, the bank gully is usually developed rapidly with a short–deep morphology,
and regarded as the most important source for the generation of sediment yield and the main threat to
upland areas \[9,11\]. This makes bank gully identification crucial.

Due to the development of new data acquisition techniques, the method for bank gully mapping
changed from traditional labor-intensive field investigations to remote sensing-based methods \[7\].
Among the different platforms for obtaining remote sensing data, unmanned aerial vehicles (UAVs) are
of particular interest as an efficient and flexible data acquisition platform, especially for catchment-scale
studies, due to their flexibility and high accuracy \[12,13\]. Additionally, with the increasing spatial
resolution of acquired data sets, object-based image analysis (OBIA) has been widely explored for
gully feature mapping \[13–15\]. Currently, existing studies have already demonstrated that OBIA
combined with UAVs can be a reliable surveying tool for gully feature mapping \[15,16\]. However,
difficulties in mapping bank gullies still exist among current studies. Bank gullies often occupy a
small area and are distributed at the boundaries between interfluves and valleys, which make the
extraction procedure more dependent on high resolution data, including digital elevation models
(DEMs) and imagery \[7,10,11,17\]. Moreover, due to the diverse and irregular morphologies of bank
gullies, the topographic information derived from high-resolution DEMs needs to be exploited, instead
of using imagery alone, in order to achieve satisfactory results when mapping bank gullies \[17\]. Besides,
the OBIA framework, including the segmentation strategy and the classification method, also needs to
consider their unique characteristics.

Image segmentation, as the first step in OBIA, can directly impact the gully feature extraction
results. It can be categorized into two groups: region-based methods, and graph-based methods \[18–21\].
Region-based methods aim to merge neighboring pixels or segments until all pixels within segments
meet the given global homogeneous standard for the segmentation. The most commonly used
region-based segmentation method is multi-resolution segmentation (MRS), which is implemented in
eCognition software \[16,18,22\]. To achieve an appropriate segmentation, users need prior knowledge of
the inherent properties of the geographic classes and may need to use trial and error attempts
to find an appropriate parametrization, which makes the region-based method subjective and
parameter-sensitive \[22\]. Compared with region-based methods, graph-based methods can reduce
human interventions \[20\]. These methods firstly treat an image as a weighted undirected graph,
and then use different graph partitioning strategies to achieve the segmentation result \[23\]. However,
commonly used partitioning methods, including graph matching \[24\], normalized cut \[25\], random
walker \[26\], the min-cut/max-flow algorithm \[27\] and so forth, can only generate a single scale of
segments. Different from these methods, segmentation by weighted aggregation (SWA) can adaptively
produce multiple levels of segments with few pre-defined parameters \[21,28–30\]. In addition, this
method can automatically partition graphs iteratively from the bottom-up, from finer levels to coarser
levels, according to the similarities of multiple features, and then produce an acceptable segmentation
by refining the boundaries based on top-down properties at coarser levels. SWA was not only tested
and evaluated with digital photos in a computer vision field, but also adopted to segment remote
sensing images, and was shown to achieve satisfactory results \[20,21\].

After image segmentation, bank gully extraction is then carried out with segments as the basic
processing units. Hence, segmentation optimization is needed after the multiple-level segments
are generated using SWA. Currently, a lot of automatic methods have been put forward to deal
with this issue, such as the local variance (LV) \[19\] and global score (GS) methods \[31\]. However,
they neglect to consider the category’s impact on the segmentation level selection \[32\]. Apart from
these methods, some studies have used spatial overlap-based and feature-based ways to optimize
segmentations [31,33]. Although these methods have comprehensively considered the influencing factor of the segmentation level, they still need reference data sets and can be easily influenced by parameters [20,31,34]. Therefore, they are relatively difficult to use in practical applications [35,36]. Further, the existing methods cannot easily be used to extract bank gullies because these methods do not take into consideration the topographic characteristics, and the distribution pattern of bank gullies is significantly different from other geographic entities. The watershed is considered as the fundamental unit with landform characteristics [37]. Due to spatial heterogeneity, gullies in different watersheds usually present obvious differences in shape, size, and distribution patterns [8]. Therefore, watershed extraction will be used in this study to divide the image into local regions at first. After that, in each sub-watershed, the segmentation level will be optimized based on the multiple-level segments generated by using SWA.

The selection of an appropriate classifier is another important part of the OBIA framework. Generally, machine learning (ML) algorithms are considered to be effective methods for remote sensing image classification and object recognition [38]. Among existing ML algorithms, XGBoost (Extreme Gradient Boosting) is a strong and highly effective CART-like tree boosting method [39], and usually outperforms benchmark classifiers such as random forest (RF). It has a powerful regularization ability to reduce overfitting, and has the capacity to undertake parallel computation on a single machine, making it much more efficient than existing similar gradient boosting frameworks. As a state of the art ML classifier, XGBoost has been successfully used for mapping purposes in remote sensing, such as for urban landcover classification [38,39]. However, the potential of XGBoost in mapping gully features has not yet been fully explored.

Current studies concerning gully feature extraction based on OBIA are mainly focused on gully-affected area extraction [12,14–16]. Although some studies started to get involved in mapping bank gullies [17], problems still remain and primarily appears as follows. Firstly, the segmentation techniques are usually carried out with region-based methods, e.g., the MRS method, which is parameter sensitive. Secondly, existing methods lack effective optimized strategies and prefer to use a global scale, with which it is difficult to achieve a satisfactory segmentation. Thirdly, the question of how to use a state of the art classifier and the information from high resolution data sets still needs to be explored further. Therefore, the objective of this paper is to develop an integrated approach, including multi-level segmentation generation, optimization and ML-based classification for mapping bank gullies using a UAV-based DEM and satellite imagery from WorldView-3. To fulfill this objective, the following contributions are made. (1) We combined the SWA method and a watershed-based unsupervised segmentation optimization strategy to achieve ideal segments. (2) We fine-tuned and trained the XGBoost model by integrating spectral information from WorldView-3 imagery and topographic information from the UAV-based DEM for bank gully mapping. The developed method is expected to provide potential information for controlling and monitoring gully erosion.

2. Materials and Methods

2.1. Study Area and Data

The study site is located in Ansai County, which is in the central part of the Loess Plateau, and belongs to the typical hilly–gully region (Figure 1a). The study area is part of the Zhifanggou catchment and covers an area of 2.33 km² with varying elevation between 1131 m and 1416 m (Figure 1b). It has a semi-arid climate with mean annual precipitation of 528.5 mm and mean temperature of 8.8 °C [9,40,41]. The vegetation coverage has been extremely recovered due to the implementation of the Grain for Green Project since 1999 [7,9,10]. The dominantly tree species in the study area include Robinia pseudoacacia, Caragana intermedia, Hippophae rhamnoides, Sophora viciifolia, Artemisia gmelinii, Artemisia giralldii, Lespedeza davurica and Bothriochloa ischaemum [9,41]. This area has suffered serious soil erosion, which has generated many intensely developed bank gullies in the total area [9], which can be seen in Figure 1c.
In this study, a high-resolution DEM and imagery were used to extract the bank gullies. The DEM, with a 1-m resolution, was generated by using unmanned aerial vehicles (UAVs) and digital aerial photogrammetry [16]. In this study, an MD4-1000 microdrone was applied, which can fly for approximately 45 min at 15 m/s with a recommended payload of 0.80 kg. This microdrone, mounted with a Sony ILCE-7R digital camera system equipped with a 50 mm zoom lens, was able to take pictures of $7360 \times 4912$ pixels. For the DEM acquisition, two main procedures including outdoor surveying and indoor image processing were carried out.

For the outdoor survey, two steps were needed, namely image acquisition and a ground control survey. (1) Image acquisition: The flight plan was firstly designed by using Waypoint navigation software. Then the images were captured during one flight with an average 60% and 70% overlap in flight strip and flight direction, respectively. The total flight time was 25 min and the flight height was nearly 90 m above ground level. (2) Ground control survey: In this study, two kinds of ground control points (GCPs) were collected, which were 3 base control points (BCPs) and 53 photo control points (PCPs), to maintain the horizontal and vertical accuracies. Each BCP was measured for about 1.5 h by using the Topcon HIPER II G in static mode to build the GPS network for the entire study area. PCP collection was conducted based on Trimble real-time kinematic (RTK) GPS. For the indoor image processing, aerial triangulation was firstly executed for collecting the true positions and orientations of the images. This process was performed by using Trimble’s Info 6.0. After that, the DEM was generated based on MapMatrix 4.0. Then, the DEM at 1 m resolution was finally generated by eliminating buildings and vegetation. Further details of the data acquisition process are described in Liu et al. [16].

To examine the accuracy of the DEM, 37 independent check points (ICPs) were acquired and measured during the outdoor survey. The RMSE value was used to evaluate the vertical and horizontal accuracy. The vertical and horizontal RMSEs in the study area were 0.339 m and 0.187 m, respectively.

Alongside the high-resolution DEM, WorldView-3 Imagery was employed in this research. This imagery contained three visible bands and one near-infrared band with a 1.24 m resolution, and one panchromatic band at a spatial resolution of 0.31 m [17]. An extensive field investigation was
accomplished in March 2016 to understand the morphological and distribution pattern of the bank gullies. Then, 110 reference polygons (Figure 2) were manually constructed based on the knowledge from the field investigation, WorldView-3 Imagery and expert knowledge. The reference data set was used for the accuracy assessment, for evaluating both the segmentation accuracy and bank gully extraction accuracy.

![Figure 2. Delineated reference polygons of the study area. (a1–c1) are three subsets of the original landform, and (a2–c2) are the reference polygons](image)

2.2. Methods

The proposed bank gully extraction method contained two phases: 1. Segmentation, and 2. Gully mapping and validation. Each processing phase had three steps. For the segmentation phase, the first step was multi-level segment generation. In this step, multispectral bands (three visible bands and one near-infrared band) and panchromatic band were chosen as the input data set. Then, the SWA method was employed to obtain multi-level segments from different segmentation levels. The next step was to optimize the segmentation. The watershed-based segmentation level optimization strategy was utilized by considering both between-segment heterogeneity and within-segment homogeneity, using Moran’s I and WV (area weighted variance) metrics. After that, in the third step of this phase, the segmentation quality was evaluated by using the discrepancy method, and the ANI (area-number index) metric was then proposed by considering both geometric and arithmetic discrepancies. After obtaining the optimal segments, the second phase was initiated, focused on gully extraction and validation. In the first step of this phase, the features, including the spectrum, topography, terrain texture and geometry, were calculated for each segment. The training samples and test data sets were generated in accordance with the watershed boundary. Then, the XGBoost model was trained in the next step. Finally, the bank gully was extracted in the last step.

An overview of the proposed framework is shown in Figure 3.
2.2.1. Generating Multi-Level Segments by SWA

The SWA method was first proposed by Sharon et al. [28–30] for segmenting natural images hierarchically and efficiently. As shown in Figure 4, it contains four main steps: (1) Fine-level graph construction: In this step, each pixel/segment is treated as a node in a graph, connected with its neighbors in terms of their similarities. (2) Coarser-level graph creation: The coarsening step recursively aggregates to reduce the number of nodes from the finer-level to the coarser-level until only one node is left on the graph, thus generating a pyramid of graphs with larger aggregates of pixels/segments in the coarser levels. After each coarsening process, each new aggregate is formed by multiscale measurements, including the intensities and statistics of textures. All of these measurements are calculated recursively and subsequently used to affect the coupling between neighboring aggregates. (3) Saliency of segments evaluation: The saliency here is defined as the ratio between the within- and between-segment similarities. This ratio is used to find an appropriate segmentation in each level. (4) Determining boundaries of salient segments by a top-down process.

Figure 3. Flowchart of the proposed method.

Figure 4. Schematic of the Segmentation by Weighted Aggregation (SWA) method [30].
The SWA method is made highly efficient by introducing algebraic multigrid solvers (AMSs) that can reduce the normalized-cut minimization problem in a non-iterative manner [31,32]. The computational complexity of the SWA algorithm is only logarithmic with the number of pixels in the image on a parallel computer.

The consideration of the topographic information has a limited contribution for improving segmentation accuracy, based on our previous knowledge [17]. Therefore, a panchromatic band image combined with another three visible bands and one near-infrared band were selected in this study to feed into SWA for obtaining the multi-level segmentation results.

2.2.2. Segmentation Optimization and Evaluation

In this paper, the segmentation optimization strategy first regarded the watershed as the basic processing unit. After that, numbers of sub-watersheds were extracted by following steps. (1) Filled sinks: Sinks were filled based on the DEM [41]. (2) Stream network extraction: Grid-based networks were delineated on the basis of the flow direction calculated by using the D8 algorithm [42] and flow accumulation [41]. (3) Watershed extraction: Based on the flow direction matrix and stream network [43], watersheds were finally extracted with a 0.16 km² threshold. This threshold was automatically determined by following the method of Wu et al. [44]. These processing procedures were fully implemented in the ArcHydro model so that the sub-watersheds could be easily extracted automatically. Finally, 18 sub-watersheds were extracted. Four of them were employed as the training area, and the remaining fourteen sub-watersheds were used for validation. Each sub-watershed had its own segmentation level.

Johnson and Xie [31] pointed out that the issue of whether segments are homogenous and significantly different from neighboring regions should be taken into consideration in order to achieve a good segmentation. To meet these requirements, segmentation level selection should consider both between-segment heterogeneity and within-segment homogeneity [32,45]. In this study, these criteria were measured by employing the commonly used Global Moran’s I (MI) and area-weighted variance (WV) [45,46]. Lower WV values indicate segmentation levels that have a higher within-segment homogeneity, while lower MI values reflect a lower similarity between neighboring segments’ spectral values, which is desirable for a segmentation level [46,47]. The calculations for MI and WV follow the previous paper by Johnson et al. [46].

As mentioned previously, when the MI and WV values of one segmentation are simultaneously higher or lower than those of another, it is easy to determine which is the better segmentation. However, if one segmentation has a higher MI but lower WV, it is difficult to select a better segmentation. Therefore, to find a final optimized segmentation level, the MI and WV values need to be combined into one measurement. The F-measure was suggested to combine the MI and WV in this paper, as Zhang et al. [48] pointed out that the F-measure has less sensitivity to excessive over- and under-segmentation than other commonly used combination methods. Before combining the MI and WV, we first need to normalize them into a similar range from 0 to 1. Then, the F-measure is defined by:

\[
F = \frac{a \cdot MI_{\text{norm}} \cdot WV_{\text{norm}}}{a \cdot MI_{\text{norm}} + (1-a) \cdot WV_{\text{norm}}} \quad (1)
\]

where \(a\) is the relative weights that assign different significance levels to \(MI_{\text{norm}}\) and \(WV_{\text{norm}}\). Here, a weight factor of 0.5 was used, indicating equal weighting of \(MI_{\text{norm}}\) and \(WV_{\text{norm}}\). \(MI_{\text{norm}}\) and \(WV_{\text{norm}}\) refer to the normalized MI and WV within a range from 0 to 1. After that, the F-measure can be calculated ranging from 0 to 1, with higher values indicating higher segmentation quality. Then, the optimized segmentation level of each sub-watershed can be determined by the F-measure.

For fully evaluating the segmentation quality, the developed strategy was compared with a state of the art method—multi-resolution segmentation (MRS)—which has been fully implemented in eCognition software and widely used for image segmentation by combining qualitative and quantitative methods. Firstly, visual assessment was employed for qualitative evaluation. After that,
the discrepancy-based method was used for the quantitative evaluation of the segmentation results. Here, the discrepancy was categorized into the geometric discrepancy and the arithmetic discrepancy [49]. Specifically, the geometric discrepancy means the spatial overlapping degree between a reference polygon and a corresponding segment [32,49,50]. The arithmetic discrepancy refers to the difference between the number of reference polygons and that of the corresponding segments [49].

Three basic and commonly used geometric discrepancy measures, OS (over-segmentation), US (under-segmentation), and ED (Euclidean distance) [50], and an arithmetic discrepancy metric NSR (Number-of-Segments Ratio) [48], were employed. These indices can be expressed as:

\[
OS = 1 - \frac{\sum |r_i \cap s_j|}{\sum |r_i|}, \tag{2}
\]

\[
US = 1 - \frac{\sum |r_i \cap s_j|}{\sum |s_j|}, \tag{3}
\]

\[
ED = \sqrt{\frac{OS^2 + US^2}{2}} \tag{4}
\]

\[
NSR = \frac{|m - v|}{m} \tag{5}
\]

where \(r_i\) refers to the reference polygons, \(i = 1, 2, \ldots, m\), and \(s_j\) is the corresponding segments, \(j = 1, 2, \ldots, v\). \(|r_i \cap s_j|\) denote their spatial overlapped area. \(m\) and \(v\) denote the number of reference polygons and corresponding segments, respectively. \(OS\) and \(US\) aim to measure the over-segmentation and under-segmentation degrees. \(ED\) is a composite metric considering both \(OS\) and \(US\). All of these three indices are ideally near zero and within the range from 0 to 1. \(NSR\) is an efficient index designed by Liu et al. [49]. It is defined as the ratio between the difference in the number of reference polygons and corresponding segments and the total number of the reference polygons. A large value of \(NSR\) represents a significant over-segmentation situation. A small value of \(NSR\) indicates a closer relationship between the reference polygons and corresponding segments.

Considering that the distribution pattern of bank gullies is usually discrete, and their area is always small, as mentioned before, an optimum segmentation should achieve a desirable geometric and arithmetic match simultaneously [49,50]. For this purpose, a new composite index was put forward: the Area-Number Index (ANI), which considers two kinds of discrepancies at one time. The ANI has two parts: the Area Ratio (AR) and the Number Ratio (NR), which can be defined as:

\[
NR = \frac{|m - v|}{|m + v|} \tag{6}
\]

\[
AR = 1 - \frac{\sum |r_i \cap s_j|}{\sum |r_i \cup s_j|} \tag{7}
\]

where \(m, v, r_i,\) and \(s_j\) have been defined previously. \(|r_i \cup s_j|\) represents the unionized area of reference polygons and corresponding segments. Both \(NR\) and \(AR\) range from 0 to 1. A smaller value indicates a better segmentation. Then, the ANI can finally be generated by combining the \(AR\) and \(NR\) using the previously mentioned F-measure:

\[
ANI = \frac{NR \cdot AR}{a \cdot NR + (1 - a) \cdot AR} \tag{8}
\]

Here, the weight \(a\) is also assigned a value of 0.5. The values of \(ANI\) range from 0 to 1. A small value of \(ANI\) means that the geometric discrepancies of the reference polygons and corresponding segments are small, and the relationship between them is nearly one-to-one at the same time. We then used the \(OS, US, ED, NSR\) and \(ANI\) measures to further compare the segmentation method with MRS.
2.2.3. Bank Gully Extraction Using XGBoost

In this study, we used the “XGBoost” package [51,52] implemented in R software to build the model. There are some significant parameters that affect the model’s performance: (1) the number of trees (nrounds) to grow; (2) the learning rate (eta); (3) the parameter that controls the regularization (gamma); (4) the depth of the trees (max_depth), which controls the complexity of the model; (5) the minimum sum of the instance weight (min_child_weight), which determines the stop point of the tree splitting; (6) the number of samples supplied to a tree (subsample); and (7) the number of features supplied to a tree (column_sample). Considering that some of these metrics impact the ability of the model to reduce the overfitting, a fine-tuning process needs to be employed. The 10-fold cross-validation (CV) method was selected to tune the XGBoost model based on the training data set.

For training the model, 55 features were adopted, including spectral, topographical, textural, and geometric characteristics for bank gully extraction. An overview of the features is presented in Table 1.

| Feature Type          | Feature Name               | Acronym |
|-----------------------|---------------------------|---------|
| Spectral information  | Mean band value           | Red; Green; Blue; Pan |
|                       | Mean brightness           | B       |
|                       | Maximum difference index  | MaxDiff |
|                       | GLCM homogeneity          | Hom_Ele; Hom_Cur; Hom_Rou; Hom_Slo; Hom_Hil |
|                       | GLCM contrast             | Con_Ele; Con_Cur; Con_Rou; Con_Slo; Con_Hil |
|                       | GLCM dissimilarity        | Dis_Ele; Dis_Cur; Dis_Rou; Dis_Slo; Dis_Hil |
|                       | GLCM entropy              | Ent_Ele; Ent_Cur; Ent_Rou; Ent_Slo; Ent_Hil |
|                       | GLCM mean                 | Mean_Ele; Mean_Cur; Mean_Rou; Mean_Slo; Mean_Hil |
|                       | GLCM standard deviation    | Std_Ele; Std_Cur; Std_Rou; Std_Slo; Std_Hil |
|                       | GLCM angular second moment | Ang_Ele; Ang_Cur; Ang_Rou; Ang_Slo; Ang_Hil |
| Terrain texture info   |                            |         |
|                       | GLCM mean                 | Mean_Ele; Mean_Cur; Mean_Rou; Mean_Slo; Mean_Hil |
|                       | GLCM standard deviation    | Std_Ele; Std_Cur; Std_Rou; Std_Slo; Std_Hil |
|                       | GLCM angular second moment | Mean_Ele; Mean_Cur; Mean_Rou; Mean_Slo; Mean_Hil |
|                       | GLCM entropy              | Ent_Ele; Ent_Cur; Ent_Rou; Ent_Slo; Ent_Hil |
|                       | GLCM mean                 | Mean_Ele; Mean_Cur; Mean_Rou; Mean_Slo; Mean_Hil |
|                       | GLCM standard deviation    | Std_Ele; Std_Cur; Std_Rou; Std_Slo; Std_Hil |
| Topographic information| Mean Elevation            | Elevation |
|                       | Mean Curvature            | Curvature |
|                       | Mean Roughness            | Roughness |
|                       | Mean Slope                | Slope     |
|                       | Mean Shaded relief        | Hillshade |
| Geometric information  | Shape index               | SI       |
|                       | Length-width              | LW       |
|                       | Roundness                 | Roundness |
|                       | Area                      | Area      |

Spectral and geometric features are widely used in object-based image analysis. Additionally, topography is a key factor for a gully's development [53,54]. In this paper, five basic topographic factors, namely elevation, curvature, slope, roughness and shaded relief, were chosen. Then, the mean values of these factors were calculated for each segment. Moreover, terrain texture features were also used, since they can improve the accuracy of gully feature extraction [19]. Eight terrain texture measures, derived from the Gray Level Co-occurrence Matrix (GLCM) proposed by Haralick [55], were calculated based on five topographic features.
Another issue that affects the XGBoost model is feature selection. In the XGBoost model, the feature selection is determined by feature importance based on Mean Decrease on Gini (MDG). MDG measures the improvement in the purity of nodes by each variable. A feature which has a higher MDG value will have a higher feature importance.

After the bank gullies were predicted by the XGBoost model, the validation of the predicted results was based on the reference data. Considering that the bank gullies only cover an extremely small area, the aim of this case was focused on determining whether the gullies could be extracted at all. Therefore, the accuracy assessment of the bank gully extraction was based on the gully number. If the overlapping area between an extracted gully and the reference data was over 50%, this segment could be treated as a correct one. Then, four values, namely the True positive (TP), False positive (FP) and False negative (FN) were determined for calculating three commonly used accuracy assessment metrics, such as the Precision (Pr), Recall (Re), F1-score (F1). The TP is the number of segments that are correctly detected as bank gullies. FPs correspond to the number of segments that are identified as gullies but are not included in the reference data sets. FNs represent the number of gullies in reference polygons that are not detected by the utilized method. Therefore, Pr was used to measure how many of the segments extracted by the applied method were actual bank gullies. Re was used to determine how many of the reference polygons could be detected as bank gullies. The F1 is the harmonic average of Pr and Re, which can reflect the balance between these two accuracy parameters and can be used to assess the overall accuracy [56].

3. Results and Analysis

In this study, bank gullies were extracted after carrying out two experiments. Firstly, an optimized segmentation result was selected by using proposed watershed-based optimization strategy from 20 levels of segmentation generated by SWA. After that, fine-tuned XGBoost was adopted and bank gullies were finally detected. The experiment results of segmentation and gully mapping were discussed separately for the sake of clarity.

3.1. Segmentation Results

SWA produced 20 levels of segmentation results ranging from over-segmentation to under-segmentation at one time. As the segments of levels 1–4 and levels 10–20 were extremely over-segmented and under-segmented, the optimum segmentation level was considered to lie within levels 5–9. Then, the MI and WV measures and the combined metric F-measure were calculated based on multi-level results for each sub-watershed, and they are plotted as curves in Figure 5. To better display the variation trends of MI, WV, and F-measure, the results for levels 4 and 10 were also plotted. Due to the paper length limitation, only three sub-watershed calculation results are shown in Figure 5.

As shown in Figure 5a from level 4 to level 10, the MI value increases, and the WV value decreases slightly for the sub-watersheds. This means that when only using MV and WI we cannot directly determine the optimal segmentation level due to the opposite variation trend. The combination metric, F-measure, was then calculated to solve this difficulty, and is plotted in Figure 5b. As mentioned in Section 2.2.2, a larger value for the F-measure indicates a higher quality of the segmentation. Therefore, the optimum segmentation levels for these sub-watersheds was achieved based on the results displayed in Figure 5, which are level 6, level 7 and level 8, respectively. Therefore, the optimum segmentation level of the rest of the 15 sub-watersheds was determined using the same method, and the final results are illustrated in Table 2.

| Optimized Level | Sub-Watersheds          |
|-----------------|-------------------------|
| Level 6         | Sub-watershed 1, 2, 3, 6, 8, 10, 11, 12, 17 |
| Level 7         | Sub-watershed 4, 5, 9, 14, 15, 16   |
| Level 8         | Sub-watershed 7, 13, 18   |
As mentioned before, the segmentation performance was qualitatively and quantitatively compared with MRS. Firstly, five segmentations were generated by MRS with the scales of 20, 40, 60, 80 and 120. The number of segments produced by these five scales was relatively close to that of the SWA method from level 5 to level 9. Then, the segments produced by each level of MRS were visually compared with the results generated by each level of SWA, as illustrated in Figure 6. Quantitative evaluation results of the performances of the two segmentation methods, based on the five metrics mentioned in Section 2.2.3, are also presented in Table 3.

To better illustrate the visual assessment evaluation results, sub-watershed 1 and its subset, which is highlighted by a red rectangle in Figure 6b, were chosen for detailed comparison of MRS and the proposed method. As shown in Figure 6, the segmentation results of each level of SWA and each scale of MRS were grouped together. For level 5 and scale 20, both methods achieved reasonable segment boundaries. However, the segmentations were extremely over-segmented, and it was hard to distinguish directly which one was the better result. For level 9 and scale 120, both segmentations were obviously under-segmented. Based on Table 4, level 6 is the optimum segmentation level for sub-watershed 1. As shown in Figure 6c, although the segments of level 6 were slightly over-segmented, the boundaries were still more accurate than those of level 7 and level 8. Compared with the segments of MRS at scale 40, SWA generated more precise segments, since MRS at this scale demonstrated under-segmentation in several segments, especially in areas highlighted by yellow circles. The same phenomenon also appeared in level 7 and level 8 when compared with scale 60 and scale 80.
Figure 6. Visual comparison of the proposed method and multi-resolution segmentation (MRS) results. (a) Segmentation results with the optimum segmentation level. (b) The reference polygons of sub-watershed 1. A subset marked with a red rectangle was chosen to visually compare SWA and MRS. (c) Segmentation results of a different level for SWA and scaled for MRS. The first row is the SWA segmentation result from level 5 to level 9, and the second row is the MRS segmentation result from scale 20 to scale 120. Some sub-areas are highlighted by yellow circles for comparing the segmentation results.

In addition, the quantitative comparison results are demonstrated in Table 3. As shown in the table, with increasing segmentation level (SWA) or scale (MRS), the \( ED \) values of the two segmentation methods increased, which indicated that the segments generated by low levels or scales were more consistent with the reference polygons. Meanwhile, the NSR values decreased from a low segmentation level or scale to a high level or scale. They achieved their minimum at level 9 and scale 120 for SWA and MRS, respectively, implying that a higher segmentation level or scale could better achieve a one-to-one relationship between a reference polygon and its corresponding segment. Therefore, the \( ANI \) metric, which considered both geometric and arithmetic discrepancies, was employed to further evaluate the segmentation performance. As shown in Table 3, the \( ANI \) values in the four
comparison groups (Groups 2, 3, 4 and 5) of SWA were lower than MRS. This indicates that, in most cases, SWA outperformed MRS, which was consistent with the conclusion of the qualitative comparison. The minimum ANI for MRS was 0.142 at scale 20, and was 0.145 at level 6 for SWA. However, the value was still higher than that of SWA with the optimum segmentation level. It obtained the lowest ANI of 0.138, implying that a balanced segmentation result can be achieved at the optimized segmentation level by SWA.

Table 3. Segmentation quality metrics of quantitative comparisons between SWA and MRS results.

| Method | Num. of Segments | Level/Scale | OS   | US   | ED   | NSR  | AR   | NR   | ANI   |
|--------|------------------|-------------|------|------|------|------|------|------|-------|
| SWA    | 3445             | Opt         | 0.078| 0.106| 0.093| 5.576| 0.078| 0.627| 0.138 |
| ^1 SWA | 12,000           | Level 5     | 0.079| 0.066| 0.073| 24.981| 0.079| 0.910| 0.145 |
| MRS    | 13,712           | 20          | 0.056| 0.058| 0.056| 31.660| 0.077| 0.937| 0.142 |
| ^2 SWA | 4770             | Level 6     | 0.078| 0.083| 0.081| 9.830 | 0.079| 0.796| 0.143 |
| MRS    | 4895             | 40          | 0.103| 0.130| 0.118| 10.962| 0.103| 0.818| 0.184 |
| ^3 SWA | 2027             | Level 7     | 0.080| 0.246| 0.183| 3.802 | 0.081| 0.525| 0.140 |
| MRS    | 1807             | 60          | 0.095| 0.222| 0.171| 4.057 | 0.107| 0.507| 0.176 |
| ^4 SWA | 966              | Level 8     | 0.100| 0.352| 0.259| 1.726 | 0.098| 0.462| 0.161 |
| MRS    | 1059             | 80          | 0.117| 0.562| 0.406| 2.340 | 0.115| 0.539| 0.190 |
| ^5 SWA | 601              | Level 9     | 0.129| 0.639| 0.461| 1.019 | 0.120| 0.337| 0.177 |
| MRS    | 506              | 120         | 0.198| 0.798| 0.581| 0.943 | 0.181| 0.321| 0.231 |

The number in the left column of each row represents the comparison group number. Num. of segments: Number of segments; Opt: Optimized segmentation level of SWA

Table 4. Optimized parameters of the Extreme Gradient Boosting (XGBoost) model.

| Parameters            | Default Values | Optimized Values |
|-----------------------|----------------|------------------|
| nrounds               | 600            | 141              |
| eta                   | 0.3            | 0.1              |
| gamma                 | 0              | 0                |
| max_depth             | 6              | 6                |
| min_child_weight      | 1              | 2                |
| subsample             | 1              | 0.5              |
| column_sample         | 1              | 0.5              |

3.2. Bank Gully Extraction Results

According to the segmentation results, four sub-watersheds were selected as the training area to train the XGBoost model. The training area contains 771 segments. These segments have 62 positive samples and 709 negative samples. They were used to train the XGBoost model. The remaining 15 sub-watersheds, which have 2674 segments, were used to validate the model. Then, the fine-tuning process was employed by using 10-fold CV, as mentioned in Section 2.2.3, based on training data sets. We first set the nrounds as 600 and other metrics as default (Table 4). After that, the early stopping strategy was adopted during the training stage to determine the optimized nrounds. Then, the learning curves were recorded, and they are displayed in Figure 7a. The validation error in Figure 7a reached the lowest position at 141 nrounds and then became nearly stabilized, however, the training loss kept dropping down. This circumstance evidenced that model started to “memorize” the training data and refused to “learn” how to generalize the feature of bank gullies at that time, which meant that the model tended to be overfitting after 141 nrounds [57]. Therefore, the optimized nrounds was set at 141. Hereafter, the grid search method based on 10-fold CV was used to fine-tune other parameters. As can be seen from Figure 7b, the validation loss of the model after fine-tuning was lower than it was before. The final optimized parameters are presented in Table 4. The fine-tuned XGBoost model was then introduced to predict the bank gully.
Figure 7. Loss graphs for the optimized XGBoost model. (a) Loss graph of the XGBoost model before fine-tuning with the default parameters; (b) Loss graph of the XGBoost after fine-tuning with the optimized parameters. The red and blue margins represent the corresponding standard deviations for the training loss and validation loss, respectively.

To present the feature importance ranking, we calculated the mean value of the MDG from 15-fold replicate runs, and the top 20 features were selected and presented in Figure 8. The terrain texture features dominated the feature importance ranking, with 14 features selected. This is because the GLCM-based terrain texture can fully consider the spatial relationship among pixels. This capability provides terrain texture a reliable basis for reflecting the assemblages of repeating patterns of landform elements [57]. GLCM-based terrain texture can be treated as a kind of second-order geomorphometric parameter. The use of these second-order parameters can enhance the ability of traditional topographic factors to distinguish different landform types. Therefore, terrain textures can better identify distinctions among different landforms at a certain scale than traditional topographic features [58]. Excepting terrain texture features, there was only one geometric and one topographical feature appearing in the ranking list, implying a minimal effect for these two kinds of metrics in improving the accuracy of bank gully extraction. As shown in Figure 8, the Pan feature ranked at the top position. This may be because the panchromatic band has 0.31 m resolution and the features obtained from higher resolution imagery are more important than those from the 1-m resolution DEM.

Figure 8. Feature importance for 20 selected features.
The XGBoost model for mapping bank gullies was created by employing all the features with 62 gully segments and 644 non-gully segments, and applied on the remainder validation data sets. The result is demonstrated in Figure 9, with 78.57% for the F1, and with 80.21% and 77.00% for the Pr and Re, respectively (Table 5). As for the bank gully extraction result, the error was caused by several factors. As shown in Figure 10a, the topography in this intersection area of three sub-watersheds was complex, blurring the boundaries of the bank gullies so that some gullies were not detected in this area. Moreover, there were also some commission errors, especially in the headwater area, which can be seen in Figure 10. These incorrectly extracted segments belong to ephemeral river channels.

![Figure 9. Comparing the mapping accuracy and processing time for XGBoost and RF. (a) Histogram of the accuracy assessment of the two methods, (b) Histogram of the processing time of the two methods, based on different feature numbers.](image)

![Figure 10. Bank gully extraction results. (a) False negative area which reflected the the omission area. (b) False positive area which reflected the commission area.](image)
Table 5. Accuracy assessment for the bank gully extraction result.

| Prediction | Pr  | Re  | F1    |
|------------|-----|-----|-------|
| Gully      | 77  | 23  | 80.21%|
| Non-Gully  | 19  | 2555| 77.00%|

4. Discussion

As the experiments in this study demonstrated, the proposed method had already successfully extracted bank gullies. Although the accuracy of the mapping result is acceptable, a comparative analysis still needs to verify the efficiency of the proposed method. In addition, its applications and limitations also need to be discussed.

4.1. Comparison With Another Method

The effectiveness of the proposed method was further revealed by comparing it with RF, which is the most popular ensemble classifier for the classification of remote sensing images [38,54]. This supervised method can create a forest of CART-like decision trees based on bootstrap sampling and randomized node optimization. The bootstrap is a kind of random sampling replacement method. Currently, RF is widely used in the earth science community due to its high classification accuracy and processing speed [38]. Two parameters need to be determined to generate the model: (1) the number of trees needing to be grown (nTree), and (2) the number of features that are selected randomly at each node (mTry). We used the RF package, which was implemented in R language to build the extraction model. The nTree and mTry were set to 500 and the square root of the total features number, respectively. The features and training area were kept the same as in XGBoost. The class imbalance effect was also considered, and the analysis results also suggested using all the 55 features to build the model.

The predicted results are illustrated in Figure 11. Then, two close-up subsets were selected to further demonstrate the differences in the extraction results between RF and XGBoost (Figure 11a,b). After that, the comparison of the precision, recall and F1-score and the processing time were investigated to further assess the effectiveness of the two methods (Figure 9). As shown in the two subsets in Figure 11, some gullies omitted by RF were extracted by XGBoost, especially in the headwater area. Moreover, XGBoost can achieve a relatively higher recall than RF (4.9%), which implies that XGBoost can alleviate omission errors more effectively than RF. However, some commission errors are also detected by both methods in the ephemeral channel (Figure 11, subset I). As shown in Figure 9b, the processing time of XGBoost with 500 nrounds is nearly twice as short as RF with 500 nTree in general. Further, the advantage of XGBoost in operating time is gradually expanded when the number of features increases (Figure 9b), indicating that XGBoost is more suitable for processing large data volumes than RF. The reason for which XGBoost outperforms RF is mainly attributed to the model structures. Different from RF, XGBoost is a kind of boosting model. It sequentially trains individual decision trees (DTs), and each DT is an improved version of the previous one, which leads to a smaller error rate [38]. Besides, XGBoost uses a regularization term to constrain the model, which is beneficial to controlling the model complexity and can reduce overfitting [39,59].

In previous studies, some work used drainage network information to extract bank gullies [60]. Although this method can effectively extract bank gullies and detect their real positions, the mapping process is uncertain and not universal. Moreover, this method can only reflect structural features of bank gullies. Therefore, the proposed object-based approach is superior than the drainage network-based method, since objects can essentially bridge the gap between geographic entities and image elements [32], allowing inherent characteristics, including spectral, textural, and shape properties, to be fully exploited. Recently, deep learning-based studies have become popular for remote sensing-based landform mapping research [56,61]. Zhang et al. [62] used Mask R-CNN to automatically characterize Arctic ice-wedge polygons and achieved as high as 90% accuracy. Since
ice-wedge polygons have similar characteristics with bank gullies, which occupy a very small area and are distributed discretely, the Mask R-CNN method has great potential for mapping bank gullies. However, directly transferring this method to extract bank gullies is not easy, because training a deep learning model usually requires a large number of samples and may also require a data augmentation technique. Therefore, the issue of how to collect enough training data sets and design an appropriate data augmentation strategy needs to be fully exploited.

![Figure 11. Bank gully extraction results of Random Forest. Two subsets are selected to illustrate the results of two methods: (a) Random Forest (RF), (b) XGBoost.](image)

### 4.2. Applications and Limitations of the Proposed Method

The proposed method presented the potentials of UAV photogrammetry for bank gully extraction. As the availability of high-resolution DEMs increases, the question then is whether the bank gully extraction requires a sub-meter DEM and for what purpose will it be needed. Tarolli [63] pointed out that there is no perfect resolution, and the selection of the appropriate resolution can be determined based on the size of an object. Considering the average width of a bank gully was more than 1 m, adopting a meter-level DEM was suitable for bank gully mapping in this study. Although bank gullies are one of the most significant sources of sediment yield, other gully types are also worth detecting. High-resolution DEMs generated by UAVs make gully mapping at different types possible. Existing studies have also presented the potentials of UAV photogrammetry for hillslope and bank gully extraction [16,64]; however, mapping floor gullies is particularly difficult. Floor gullies usually develop in the bottom part of a valley with a very deep situation, which is difficult to reflect using UAV photogrammetry. In this circumstance, floor gully detection still relies on the traditional field survey.

Moreover, the proposed method could be applied in other regions within the hilly Loess Plateau by considering the following. Firstly, although the landform in the Loess Plateau has spatial heterogeneity, the distribution pattern of gullies has a certain regularity. In addition, this study was carried out in an area with complex terrain features that have suffered severe soil erosion. The successful application of the proposed method in this area proves its transferability to other hilly Loess Plateau regions. The basic idea of the strategy employed by this study is universality, including segmentation, the generation of features, and classification, such that it can potentially be extrapolated outside the Loess Plateau.
However, challenges still remain. The significant differences in gully erosion conditions may lead to hugely different gully sizes, shapes, and densities [10]. Therefore, field investigations may need to be executed before employing the proposed method. Further, the parameters of this study should be adapted to the specific area.

5. Conclusions

Previous OBIA methods of bank gully extraction relied on setting parameters to generate multi-scale segmentations. Further, the segmentation optimization procedure usually neglected to consider the inherent scales of gullies. To overcome such issues, we developed an integrated OBIA framework for mapping bank gullies, including image segmentation, scale optimization, and segmentation evaluation.

Four improvements were achieved in this study: (1) the segmentation step was combined with SWA and the watershed extraction strategy to produce segmentations at quasi-continuous scales; (2) the segmentation level optimization step treated the watershed as a basic processing unit and considered both between-segment heterogeneity and within-segment homogeneity; (3) we proposed a new discrepancy metric, the ANI value, to evaluate the segmentation results; and (4) we employed the XGBoost method to improve the classification accuracy. Based on the comparative analysis results, the segmentation achieved by the proposed method outperformed the state of the art MRS method. Moreover, the accuracy of the bank gully mapping result was superior to RF, achieving a 5% higher accuracy. These experimental results indicate that the developed approach is effective and could be useful for researchers to monitor gully erosion. In addition, the presented framework may have the ability to be applied in other regions within the Loess Plateau, since the basic idea for the approach is generalizable.

From an application perspective, there are still some shortcomings of the proposed approach that can be improved further: (1) the extraction accuracy could be improved by using a superior algorithm, such as a deep convolutional neural network; and (2) the robustness and universality of the method could be improved by employing an unsupervised segmentation evaluation method in future works.
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