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Abstract
1. Next-Generation Sequencing (NGS) is a powerful tool that has been rapidly adopted by many ecologists studying microbial communities. Despite the exciting demonstration of NGS technology as a tool for ecological research, cryptic pitfalls inherent to its use can obscure correct interpretation of NGS data. Here, we provide an accessible overview of a NGS process that uses marker gene amplicon sequences (MGAS) that will allow scientists, particularly community ecologists, to make appropriate methodological choices and understand limits on inference about community composition and diversity that can be drawn from MGAS data.

2. We describe the MGAS pipeline, focusing specifically on cryptic sources of variation that have received less emphasis in the ecological literature, but which may substantially impact inference about microbial community diversity and composition. By simulating communities from published microbiome data, we demonstrate how these sources of variation can generate inaccurate or misleading patterns.

3. We specifically highlight sample dilution without researcher awareness and lane-to-lane variability, two cryptic sources of variation arising during the MGAS pipeline. These sources of variation affect estimates of species presence and relative abundance, particularly for species with moderate to low abundances. Each of these sources of bias can lead to errors in the estimation of both absolute and relative abundance within, and turnover among, microbial communities.

4. Awareness and understanding of what happens and, specifically, why it happens during MGAS generation is key to generating a strong dataset and building a robust community matrix. Requesting sample dilution information from the sequencing centre, including technical replicates across sequencing lanes, and understanding how sampling intensity and community taxa distribution patterns shape the measurement of community richness, evenness and diversity are critical for drawing correct ecological inferences using MGAS data.
1 | INTRODUCTION

Next-generation sequencing (NGS) is transforming our understanding of biology. In the past few decades, the concept of an ‘individual’ has shifted from a single organism into a host individual inhabited by a community of dozens to thousands of different species of microbes—the holobiont (Margulis, 1981)—which contribute in significant ways to the function of the ‘individual’ (Turnbaugh et al., 2007; Turner et al., 2013). By quickly generating millions of data points, NGS has massively accelerated the potential for discovery. In its infancy, NGS primarily identified genes to explain phenotypes of individuals. NGS was a tool to collect and identify whole genomes (mainly from humans and bacteria; van Dijk et al., 2014), or identify and quantify transcripts (Croucher et al., 2009; Gibbons et al., 2009) to ask questions such as, ‘How does the genome shape the organism?’. The use of NGS methods has moved beyond the original application of genome sequencing and has now enabled fields such as transcriptomics and epigenomics (Davey et al., 2011; Schuster, 2008). NGS technologies complement, and in some instances have replaced, traditional methods used in genomics (Mardis, 2008). Moving at an exponential pace, the introduction of new NGS technologies allows us to address new questions, or long-standing questions in novel ways (Black et al., 2015; Morozova & Marra, 2008).

If they have not done so already, many ecologists are likely to read or review papers and grant proposals that incorporate data employing NGS, and an increasing number of ecologists will be involved in projects using these methods. There are two main approaches used to study microbial communities, marker gene amplicon sequencing (MGAS) and shotgun metagenomic sequencing, the former being more commonly used to describe microbial communities in ecology (Gonzalez et al., 2012). The potential applications of MGAS to community ecology followed on the heels of original applications (Claesson et al., 2010; Shokralla et al., 2012; Wirth et al., 2012), leading to the widespread recognition of the ‘microbiome’, or diverse microbial communities and their ensemble of activity (Berg et al., 2020) that are important for ecological functioning. For example, microbiomes regulate plant growth and contribute to soil health (Saleem et al., 2019), control sponge tolerance to ocean acidification (Ribes et al., 2016) and modify eelgrass sediment to be a nitrous oxide sink (Nakagawa et al., 2018). The use of MGAS as a tool in ecology is not limited to microbial communities but has become widespread and implemented in research such as biomonitoring (Deroches et al., 2018) and comprehensive spatial-temporal studies (Sanz & Köchling, 2019). Because of the superficial similarity of MGAS data to more traditional ecological approaches—with quantitative data on the number and relative abundance of each taxon or OTU—MGAS data are being increasingly analysed and interpreted with community metrics that were developed using free-living ecological communities, such as species richness, evenness and turnover.

Despite the exciting demonstration of MGAS technology as a tool for generating new insights in ecological research, there are pitfalls inherent in the use of MGAS to measure community composition and diversity. These pitfalls, if unknown to the user, could bias or even undermine our understanding of the factors shaping ecological communities. At the core of many community ecology analyses is a community matrix quantifying the abundance or presence of different taxa in different samples (Pielou, 1984). As with any measurement technique, MGAS is inherently non-random and may produce biased estimates (Medinger et al., 2010) of the underlying distribution of abundances that form this community matrix, such as exclusion of rare species or over-representation of certain clades (Hugerth & Andersson, 2017; Kelly et al., 2019; McLaren et al., 2019; Taylor et al., 2002; Ye et al., 2019). However, because many of the potential biases occur during sample processing, often at a separate sequencing facility, these biases may be unknown to investigators who are trained in ecology but who may be less knowledgeable about the details of MGAS. Because general standardization is lacking in most MGAS methods (Gohl, 2017), and like any sampling method (e.g. insect pitfall traps, intertidal settlement plates...
or satellite imagery, to name a few), a basic understanding of the strengths and weaknesses of the sampling technique is critical for understanding how to analyse and interpret the resulting data.

The abundance and distribution of species are of fundamental interest in ecology (Hutchinson, 1961; Vellend, 2010). For microbes, understanding how communities are assembled and which forces lead to species turnover also promise exciting insights into the role of microbial diversity and composition in host health and ecosystem functioning (Borer et al., 2013; Caporaso et al., 2011; Christian et al., 2015; Fierer & Jackson, 2006; Van Der Heijden et al., 2008). While absolute abundance of species is often of great interest, estimates of relative abundance are often more immediately achievable and still promise substantial insights (e.g. changes in relative abundance along an environmental gradient). However, quantifying species diversity patterns for any group has significant challenges. Strong inference about these processes only arises from identical sampling across imposed and observed environmental gradients. This inference is weakened or fully undermined when differences or errors in sampling or processing methods cause the data to reflect anything other than a consistent, directly comparable measure of a community in space or time (Chase & Knight, 2013; Ma et al., 2019; Morgan et al., 2013; Schirmer et al., 2015; Smith & Peay, 2014).

In spite of the importance of understanding the strengths and weaknesses of MGAS for advancing ecological knowledge, much of the MGAS methodological literature has been published in technical journals (e.g. Buehler et al., 2010; Manley et al., 2016; Quail et al., 2008; Robin et al., 2016) but see (Caporaso et al., 2012; Lindahl et al., 2013; Smith & Peay, 2014). While this technical focus is critical for rapid advances in MGAS technology, this literature can be impenetrable for researchers outside of this area who seek to use this powerful tool. Our goal is to provide an accessible overview of the MGAS process that will allow scientists, particularly community ecologists, to make appropriate methodological choices and understand limits on inferences about communities that can be drawn from MGAS data. We start by describing the steps that occur from the submission of a sample to an MGAS facility using the most common sequencing platform (i.e. Illumina; van Dijk et al., 2014), and walk through the steps leading to the production of the community matrix. We then discuss how decisions at each step in this pipeline may lead to bias or variation in the community matrix that could lead to incorrect inferences about microbial communities. We concentrate on metrics commonly used to address core questions in community ecology, including community richness, community diversity and community composition or differences in taxa identity between communities. We then sample published data (Seabloom et al., 2019) to demonstrate how technical choices can ultimately introduce bias in the community matrix. Finally, we recommend ways to reduce controllable variation when collecting, processing, analysing and interpreting MGAS data. While we cannot provide detailed coverage of all issues associated with the application of NGS to community ecology, our goal here is to provide an overview of topics important for the use of MGAS data to make the study of microbial community composition more accessible to community ecologists. Thus, we provide a primer so the reader will be a more informed builder of community matrices using data collected by MGAS and a more critical reader of scientific work based on these data.

2 | A CONCEPTUAL OVERVIEW OF BUILDING THE COMMUNITY MATRIX: FROM SAMPLE TO OTU

For applications that target a single organism, a narrow group of organisms or gene expression profiling, MGAS is an excellent approach. Accordingly, MGAS has nearly supplanted Sanger Sequencing (Sanger et al., 1977), because the MGAS approach sequences in a manner that is massively parallel, meaning multiple samples can be sequenced at the same time, reducing sequencing cost and time to process. Since its inception, MGAS has been thoroughly studied and improved to achieve a high-quality product via reducing sequencing errors, improving DNA quantification, reducing bias and increasing high-throughput reliability (Gohl et al., 2016; Manley et al., 2016; Quail et al., 2008; Robin et al., 2016; van Dijk et al., 2014). However, these improvements are typically implemented by the sequencing facility, and many users may be unaware of the implications of these changes. Users can also make many choices when utilizing MGAS with their particular organism(s) of interest including, but not limited to, library preparation, sequencing platform, depth of reads, sample extraction kits and even bioinformatics decisions (a Glossary is provided with definitions of italicized terms). These important sources of variation have been studied, described and compared in detail to aid the researcher in forming an informed decision (Abel & Duncavage, 2013; D’Amore et al., 2016; Gohl et al., 2016; Golębiowski & Tretyn, 2019; Robin et al., 2016; Roy et al., 2018; Sims et al., 2014). Knowledge of these sources of variation and how they may impact inference is critical for effective use of MGAS data to compare microbial community matrices. While certain technical considerations causing MGAS variation have been thoroughly reviewed (e.g. library preparation, sequencing platform, read depth and reagent choice (Goodwin et al., 2016; Levy & Myers, 2016; Slatko et al., 2018; van Dijk et al., 2014)), we use this paper to unveil sources of variation that have received less emphasis in past descriptions and which may substantially impact inference about microbial community diversity and composition. Figure 1 highlights the steps involved in the MGAS pipeline, from sample to community matrix, particularly highlighting key steps in the process where MGAS methodology can bias the community matrix.

3 | SOURCES OF VARIATION

3.1 | Dilution of samples based on qPCR results

3.1.1 | What happens?

Once DNA is extracted, samples typically undergo a quality control process in which either the DNA concentration is measured using spectrophotometric or fluorescent methods or quantitative PCR
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(qPCR) is used to determine the initial amount of the target present per sample. Many workflows then involve diluting the input sample to normalize the volume, mass of DNA or amount of target molecule that is added to the amplification reaction (Figure 1, Area of Concern). Samples are then barcoded, and the sequencing libraries are normalized prior to pooling and simultaneous sequencing (i.e. multiplexing). This normalization step allows the even allocation of sequencing reads between the different libraries. Because samples within and among runs can be diluted different amounts (both prior to amplification and during subsequent library normalization steps), the resulting data quantifying individual operational taxonomic units (OTUs) may be nonlinear and care should be taken to account for these dilutions when metrics that are sensitive to sampling intensity are being compared (Gohl et al., 2016; Figure 2).

For example, two samples, 6 and 8, as portrayed in Figure 1 in dialogue bubble 1, both contain an identical fungal ITS1 OTU, A (indicated by red dot). While the DNA marker that characterizes A may have a similar number of copies in both samples 6 and 8, the total number of ITS1 OTU sequences (A + B + C) in sample 6 is greater than sample 8, so sample 6 is diluted 10-fold more than sample 8. If the researcher is unaware the samples have been unequally diluted, any estimates of abundance (i.e. copy number) and diversity that do not account for dilution will skew comparisons of abundance among samples. Since it has been shown that dilution can lead to under-sampling of microbial communities (Castle et al., 2018), it is critical that the researcher understands the upstream processing steps, particularly any dilutions that were carried out, which could influence diversity measures (see Why do we care?, below).
3.2 | Lane-to-lane variability

3.2.1 | What happens?

Samples are loaded onto a sequencing machine lane. A typical sequencer has up to eight lanes depending on the sequencing platform (Illumina, 2017). The level of sample multiplexing is typically determined by the desired read depth (or sampling effort), so it is a common practice to place up to 300 samples on a lane. MGAS data are commonly generated with the Illumina MiSeq sequencing platform which uses a single lane; however, experiments comprised of large sample sizes (e.g., greater than 300 samples) are divided across more than one MiSeq run, meaning more than one lane. A number of sequencer metrics may be collected but are not commonly reported with MGAS data, including overall read depth, sequencing quality score, amount of spike-in control sample and other run-to-run biases (Gohl et al., 2019); we focus on one concern that is relatively cryptic to the typical user. In particular, lane-to-lane variation, meaning identical samples sequenced on different runs (Figure 1, dialogue bubble 2), can vary in cluster density or other sequencing parameters between lanes (Elshire et al., 2011; Quail et al., 2008). In addition, samples may be present in unequal amounts in different runs (Gloor et al., 2017). Unequal sample balance within the library arises during sample quantification. Quantifying the concentration of available template does not necessarily yield the amount of detectable material for sequencing. A sample will contain template that does not have adapters, has only one adapter or contains artefacts like adapter dimers, causing some of the material in the sample not to be detected for sequencing (Illumina, 2016). It is possible to account for these factors by quantifying libraries with qPCR or ddPCR (Laurie et al., 2013), but these approaches may not be affordable with a large number of samples. Physically manipulating cluster density on the lane (flow cell) is another source of variation because accurately quantifying and diluting libraries with the degree of precision required to yield perfectly consistent results is nearly impossible. Libraries are diluted to picomolar concentrations, so any inconsistency with concentration quantification or library dilution that yields less than 100% accuracy can potentially create a run with low output, or equally likely, a run that over-clusters (Quail et al., 2008). Either possibility causes variation that will impact the final community matrices from each sample.

3.3 | How can diluting samples or lane variability change the community profile?

3.3.1 | Why do we care?

For microbial sequencing, as for sampling of other communities of species, variation in sample sizes can undermine effective comparison among samples, because more intensive sampling of a community generally increases the total number of species found by increasing the likelihood of discovering rare species (Longino et al., 2002), analogous to a collector’s curve (Mao et al., 2005). The severity of this problem increases with skew of the community’s rank abundance distribution (Figure 1). For example, when sequence abundance varies widely among lanes, given the same sampling effort (or depth of sequencing), the intensity of sampling will vary inversely with abundance, introducing bias in the characterization of each community’s taxonomic richness. Even when a highly diverse community is intensively sampled, rarer species can remain unobserved, resulting in substantial sampling bias because of extreme under-sampling (Lande, 1996). For this reason, in identical samples, lane-to-lane variation in subsampling, analogous to observation error in field studies, can lead to different estimates of species presence and relative abundance, particularly for species with moderate to low abundances. Each of these sources of bias can lead to errors in the estimation of both absolute and relative abundance within, and turnover among, communities (Lande, 1996).

Importantly, different metrics of diversity convey different information about communities. Some metrics of diversity, for example, ENSPIC, are relatively insensitive to these sources of bias, and are therefore recommended when comparing multiple communities that are sampled at different intensities (Chase & Knight, 2013). On the other hand, the simplest metric of diversity—species richness—is one of the most sensitive to differences in sampling effort. Statistical methods including abundance-based rarefaction can enable comparisons across samples, but this approach sacrifices data (McMurdie & Holmes, 2014). Proportion-based rarefactions are also possible and may be more appropriate when comparing communities of very different sizes (Chao & Jost, 2012), but this approach still suffers from the same limitation (loss of data from the more thoroughly sampled community). All of these metrics of diversity convey unique information about the community.

3.4 | OTU delineation methods—An area of interest

Once samples have been through the sequencing process and raw sequence files are generated, the raw sequences are subjected to a bioinformatics workflow. This workflow removes non-target sequences (this description is simplified—for detailed information, see Caporaso et al., 2010; Navas-Molina et al., 2013) and then sequences are grouped by similarity to delineate OTUs. To avoid ambiguity, we use the term ‘group’, but other authors will frequently use the term ‘cluster’ when referring to OTU delineation based on sequence similarity. Finally, the grouped sequences are matched with a known phylogenetic group to assign a biological identity. While this step in the pipeline is effective in reducing OTU identity error and assigning a biological identity, the specific choices made to delineate and group sequences can create variation invisible to a researcher. For community ecologists comparing individuals across a community, the preferred approach to delineate OTUs is open-reference OTU picking (Rideout et al., 2014). Even though the variation that can arise in this step is well described (Rideout et al., 2014; Schloss, 2016; Zhang et al., 2013), it is still commonly overlooked.
OTU delineation methods and assigning the degree of similarity when grouping sequences is particularly important for ecologists to consider when constructing a community matrix because the matrix affects diversity metric calculations in downstream analyses. For drawing inference about microbial communities, it is critical for ecologists to use an informed strategy to delineate and group the sequences.

A 97% similarity among sequences has become commonplace in most MGAS pipelines for OTU delineation. When using MGAS, bacterial species, for example, are commonly demarcated based on 16s rRNA similarities due to the highly conserved target region. To evaluate approaches used to demarcate bacterial species, Stackebrandt and Goebel (1994) compared the original 'gold-standard' method to sequence homology methods. These authors demonstrated that bacterial species with 97.5% or greater 16s rRNA sequence homology will likely have more than 70% DNA similarity and are therefore assumed to be related at the species level. In this foundational paper written 25 years ago, Stackebrandt and Goebel warned, however, that omission of portions of a gene can obscure the reliability of phylogenetic comparisons, necessitating inclusion of the entire gene and all hypervariable regions in species demarcation. Due to cost, time and sequencing depth limitations in MGAS, most scientists reduce the 16s rRNA region to just a portion of the gene to demarcate species (Martínez-Porchas et al., 2016; Schloss & Handelsman, 2006; Yang et al., 2016, but see Weirather et al., 2017). Per Stackebrandt and Goebel’s recommendation, if a smaller region of the 16s rRNA is required, it is critical to select regions that will yield the same degree of similarity as full-length sequences to create reliable microbial species matrices.

Delineation methods have been proposed that provide alternatives to the 97% similarity approach. For example, it has been argued that an evolutionary criterion (general mixed Yule-coalescence) is more successful than OTU delineation for grouping certain types of organisms (e.g. fungi; Powell et al., 2011); although Lekberg et al. (2014) show there may be no difference between 97% sequence homology and an evolutionary criterion. Some researchers even argue OTU percent sequence grouping may not matter when describing the compositional differences (beta diversity) of microbial communities (Botnen et al., 2018) or broad ecological patterns (Glassman & Martiny, 2018).

Recently, the use of exact sequence variants, also called amplicon sequence variants (ASV), has gained popularity (Callahan et al., 2017). It is argued that by restricting sequence similarity to 100%, the precise nature of ASV improve MGAS reusability across studies and reproducibility in future datasets (Callahan et al., 2017). While it is suggested that the use of ASV captures the true biological presence of an organism, there are concerns that false sequences, generated during sequencing, can be unintentionally incorporated into the dataset and present themselves as rare OTUs, thus artificially inflating species diversity using the ASV method (Huse et al., 2010). Additionally, when comparing ASV data across studies, researchers need to be aware of variation in MGAS protocols because small differences in the methods can lead to inconsistency in data generation (Gohl et al., 2016).

Delineating species and assigning sequences are currently a somewhat controversial subject but remains an important choice for any researcher seeking to generate and interpret a community matrix using MGAS data (Botnen et al., 2018; Callahan et al., 2017; Huse et al., 2010). Deciding which approach is best for the data and question at hand should be well-informed, utilizing all the resources and arguments made by previous work (including but not limited to the work cited above). Building a robust community matrix is clearly critical for insuring strong inference from these data.

4 | SIMULATING DIFFERENT COMMUNITIES: METHODS AND OUTCOMES

Comparisons within and across communities commonly involve measures of diversity. With the awareness that diluting samples or placing samples on different lanes can exclude rare taxa and misrepresent species abundance and presence, building and working with the community matrix generated by MGAS data raises downstream concerns. Here we demonstrate how the community matrix can affect measures of diversity depending on the types of communities (skew of their rank-abundance distributions) and sampling effort (i.e. depth of sequencing). Using published MGAS data, we evaluate the bias arising from sampling communities with different evenness (i.e. skew in rank-abundance distribution) at different intensities. Utilizing ITS1 sequence data generated with Illumina MiSeq that represent foliar fungal endophyte community samples from about 120 prairie grass plants across four sites in the north central United States (Seabloom et al., 2019), we fit rank-abundance distributions to the OTU’s using the vegan package (Oksanen et al., 2008) in R version 3.5.2 (R Core Team, 2013). We then simulated communities with a skew to match the empirical data (Figure 3, centre column), doubling the skew parameter (left column) or halving the skew (right column) to generate three versions of skew that are centred around empirical data. These examples (Figure 3) represent typical communities ranging from high evenness, such as dispersed plant litter (Albright & Martiny, 2018), to very low evenness (highly skewed), such as the gut microbiome of human infants (Pannara et al., 2017). All simulated communities contained 2,753 species, which was identified as the number of species in the empirical data.

We simulated communities with multinomial distributions of 2,753 categories (representing the number of unique species from the empirical data), with probabilities of each category drawn from the three rank abundance distributions. For each skew scenario, we simulated communities of 1 million, 13 million or 26 million OTUs, to represent a range of microbial community sizes identified across natural systems and in mock communities (from aphids (Jousselin et al., 2016), plants (Seabloom et al., 2019) and mock communities (Bokulich et al., 2013), respectively). Then we subsampled each simulated ‘parent’ community by randomly drawing 100, 200, 500,
FIGURE 3 Simulating communities at different sampling intensities.

Communities simulated to estimate Richness (second row), Rarefied Richness (third row) and common diversity indices including Shannon's (fourth row), ENSPIE (Inverse Simpson's; fifth row), Jacaard's (sixth row) and Bray–Curtis (seventh row) at extreme (column 1), moderate (column 2) and gradual (column 3) sampling intensities. A Zipf–Mandelbrot model (Wilson 1991) was used to estimate skew of empirical data (for moderate skew; column 2), with more (column 1) or less skew (column 3) simulated by halving or doubling the skew parameter ($\gamma$). Communities contain 1 million (black circle), 13 million (blue circle) or 26 million (red circle) individuals. Horizontal lines indicate univariate diversity metrics of the full parent communities (rows 2–5) or compositional similarity between the sample and the parent community (rows 6–7; 1 M = black; 13 M = blue; 26 M = red). Error bars are 95% confidence intervals around the median of simulations. All communities contain 2,753 species.
1,000, 2,500, 5,000, 7,500 or 10,000 individuals (representing potential sample dilution and the depth of sequencing). For both the simulated parent communities (horizontal dashed lines in Figure 3) and the subsampled communities (points with SE), we calculated richness, abundance-rarefied richness (rarified to 1,000 individuals) and common measures of alpha diversity including Shannon’s diversity index (Shannon, 1948) and inverse Simpson’s diversity (Simpson, 1949), also known as the Effective Number of Species based on the Probability of Interspecific Encounter (ENSPIE, Chase & Knight, 2013). We also calculated the compositional similarity between the sample and the parent (full) community using abundance-based Bray–Curtis (Bray & Curtis, 1957) and incidence-based Jaccard (Jaccard, 1901) similarities. The simulations were replicated 100×, 20× and 10× for the communities of 1 million, 13 million and 26 million individuals, respectively. Full simulation data and R code can be found on the Dryad Digital Repository under https://doi.org/10.5061/dryad.xpvnx03.

Composite measures of alpha diversity that include both richness and evenness (i.e. ENSPIE and Shannon’s metric) were relatively robust to differences in skewness (Figure 3, fourth and fifth rows). Thus, these simulations demonstrate that ENSPIE and Shannon’s metric are relatively robust to even a large arbitrary dilution of a microbial sample. Both measures stabilized at the level of the simulated parent community even with less than 1% of the community sampled. Richness estimates, on the other hand, were highly sensitive to sampling effort (here, depth of sequencing), and, over the range of depth we considered, only accurately represented richness of the parent community with gradual skew (Figure 3, second row). The sensitivity of richness, but not ENSPIE or Shannon, to sampling effort is well known in community ecology (Chase & Knight, 2013). Rarefied richness (third row) was relatively consistent across sampling intensities, but chronically underrepresented true richness. We note that diversity metrics, such as Shannon or ENSPIE, combine information on both the number of taxa present (i.e. richness) and the distribution of abundances among species (i.e. evenness). For example, ENSPIE is the product of species richness (S) and Simpson’s Evenness (E): ENSPIE = S * E. Note that ENSPIE and richness are identical when all species are equally abundant (E = 1) but becomes less than richness as evenness declines, because rare species carry less influence (Chase & Knight, 2013). Bray–Curtis and Jaccard metrics suffered from a similar issue as richness, with the sample only converging with the composition of the parent community when the community had a gradual skew (over the range of sampling effort we considered; Figure 3, sixth and seventh rows). Rarefaction can be used to control for some of the biases introduced into richness or compositional estimates by unequal sampling effort (e.g. number of reads). However, rarefaction can introduce its own biases (Chao & Jost, 2012; Lu & Tian, 2017; McMurdie & Holmes, 2014) and careful thought is needed in applying this approach. In the original analysis of the focal dataset we use here, Seabloom et al. (2019) used a rarefied community matrix to calculate community distances and also found that ENSPIE and rarefied richness were positively correlated (r = 0.64). Perhaps most importantly, sample dilution could result in communities that share little evenness to the parent community from which they were derived.

5 | RECOMMENDATIONS TO BUILD A ROBUST COMMUNITY MATRIX

5.1 | Know your dilutions

Sample dilution is a standard approach to optimize target detection in MGAS. While this approach will increase the depth of sequencing, it is also a cryptic source of variation as different samples may be unequally diluted in the sequencing centre (Figure 1). Requesting data on which samples have been diluted and by what degree can inform the researcher about which sample abundances are not directly comparable, thus reducing the possibility of this methodological difference causing misinterpretation of differences among samples (e.g. treatment effects). Some sequencing facilities (e.g. University of Minnesota Genomic Center, Minnesota, USA) will perform qPCR on extracted DNA to obtain a copy number estimate; and then, once sequencing is performed, flag and report any samples where the target copy number is less than the intended sequencing depth so that researchers are aware of low copy numbers when interpreting the data. Although many sequencing facilities do not automatically provide the information, sample dilution information can and should be requested from the sequencing facility and incorporated into analyses and interpretation of microbial community matrices. More sophisticated statistical methods also have been developed to help account for different read depths (McMurdie & Holmes, 2014).

5.2 | Include technical replicates across sequencing lanes

Dividing samples across multiple sequencing lanes increases sequencing depth but introduces another source of cryptic variation, lane-to-lane variation. This among-lane source of variation introduces differences in estimates of species presence and relative abundance, particularly for species with moderate to low abundances. The best option and our recommendation to reduce lane-to-lane variation is to place all samples that will be compared on a single lane, when possible. However, while ideal, this is unrealistic for many biologists interested in building a well-sampled community structure with hundreds of samples. If a single lane is not possible, an alternative recommendation is to include technical replicates in each lane to compare species presence and abundance across lanes. Technical replicates (i.e. subsamples drawn from the same biological sample and analysed on all lanes) can reveal bias among lanes and underestimation of diversity in the community (Song et al., 2018). In addition, treating lanes as a random effect when analysing the data (e.g. in mixed-effects models, Lindstrom & Bates, 1988) will reduce bias and account for some of the variation that occurs among lanes.
5.3 | Understand your unique community structure

Understanding how sampling intensity and community abundance distribution patterns shape the measurement of community richness, evenness and diversity is critical for making ecological inference using MGAS data. Using simulations, we were able to determine that measures of alpha diversity that incorporate evenness are relatively unaffected by these sources of variation. Community distances and richness estimates, however, are likely to be poorer descriptions of the true community because at least half the community needs to be sampled before reaching a point that represents the entire community. The approaches used to simulate these data are familiar in most community ecologists’ toolkits and provide examples to emphasize how inference about communities changes based on sampling. However, we encourage the reader to thoroughly screen the literature for research that addresses approaches to analysing compositional data (e.g. Gloor et al., 2017) when analysing MGAS data.

6 | CONCLUSION

Marker gene amplicon sequencing (MGAS) is a powerful tool that has opened a new level of scientific exploration accessible in ecology. However, identifying underlying sources of bias is crucial to interpreting and using these data to truly advance knowledge. Here, we shine a light on cryptic sources of variation in MGAS and explain how each source can affect the community profile. While these sources of variation are mostly unavoidable for informed researchers, they are critical to understand for effective use of this powerful tool to answer ecological questions. Awareness of MGAS library preparation and sequencing is key to generating a strong dataset and building a robust community matrix that will help to uncover true ecological patterns and responses in microbial data.
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