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The objective was to identify previously unknown groups in a dataset using various techniques. Significant progress has been made in this field in recent years, resulting in the development of novel and promising clustering algorithms. With the constant advancement of big data technology, research on study tours has also become crucial. Clustering can unearth the potential hidden information in large datasets, thereby facilitating more efficient work. Diverse measures have been proposed to quantify similarity, including the Euclidean distance and data space density. As a result, clustering becomes a multi-objective optimization problem. Clustering algorithms are extensively utilized in data preprocessing, data classification, and big data prediction. In this study, we examine clustering methods for big data from a theoretical perspective to comprehend their correlations across a large number of datasets. In addition, we predicted customer demand for research products using fabricated metrics.

1. Introduction

Various metrics, including edit distance, density in Euclidean or non-Euclidean data space, distance computed using the Minkowski metric, proximity metric, and probability distribution, can be used to objectively characterize data clustering [1]. All metrics concur that a threshold should be specified for the grouping of items within a cluster and that anything exceeding this threshold should be regarded as distinct and separated from the remainder of the cluster. Clustering may be used to better describe data because the characteristics of all items within a cluster are less variable and can be summarized more effectively than when they are not clustered. Clustering is applicable in a variety of other domains, such as predicting missing data values and identifying data outliers. As a result, clustering is a meta-learning technique applicable to numerous datasets and fields, including market research, e-commerce, social network analysis, and the aggregation of search results. It is possible to organize data into clusters using a variety of techniques, but there is no universally applicable method. Due to the fact that each algorithm is based on particular assumptions and has its own biases, there is no consensus regarding the optimal algorithm. In unsupervised clustering, there is no widely accepted objective criterion for accuracy or effectiveness, and each of these methods has its own set of flaws and accomplishments when it comes to addressing the complex challenges of unsupervised clustering [2].

Clustering is one of the most frequently employed techniques for unsupervised learning and data analysis in data mining, as well as one of the most frequently employed techniques in machine learning. Clustering can be used to uncover and exploit the internal relationships that are concealed within a dataset. Consumer data for research goods are evaluated using clustering, and its hidden correlations are efficiently mined to provide relevant departments with useful information. Clustering can be divided into four categories based on the various clustering principles [3–5]: hierarchical clustering, partitioned clustering, density-based clustering, and model-based techniques. Hierarchical clustering is the most common type of clustering. The partitioned clustering method is one of the most extensively utilized of these algorithms, owing to the simplicity of its premise and ease of implementation. Application: following the concepts of similarity and dissimilarity, the partition clustering method separates the dataset into k
classes, each of which contains a single value. For data analysis utilizing the partition clustering technique, it is important to know the number of classes $k$ of the dataset in advance of starting the analysis. To begin, $k$ data points are randomly picked as the initial clustering center. The remaining data points are then separated into distinct groups based on the idea of comparable rows, which is illustrated in Figure 1. New cluster centers are selected by the optimization goal as long as the specified requirements are satisfied.

Observational research [6–8]: the term study tour is sometimes used to refer to tourism. It began earlier in Europe and the United States, as well as Japan and South Korea in Asia, and has progressed more rapidly since then. It is a tourist initiative in the shape of a team that will go to various locations to study and practice [9–11]. As a form of education for the children of nobility, research travel in Europe and the United States began in the early 1800s and has persisted. In later years, it was gradually promoted within the educational system, such as through graduation trips and extracurricular activities. Outdoor education and educational tourism are the two most frequently encountered types of educational tourism. Japan was the first nation to introduce the concept of study tourism, which was adopted into the elementary and secondary education curriculum in the 1960s and implemented throughout the nation. Since then, the idea has evolved and advanced, becoming more complex. South Korea, which has benefited from the Japanese study model since the 1980s, has begun to promote study tourism in its rapidly developing nation. The success of research and study travel initiatives abroad is measured by their capacity to produce positive educational outcomes.

Even though our country has utilized visits to famous mountains and rivers to cultivate temperament and emotion since antiquity, the development of research tourism in the modern sense is a relatively recent phenomenon. Since the economic reform and liberalization, research tourism has predominantly taken the form of winter and summer camps. Relevant national policies are introduced on a regular basis. It is an off-campus educational activity organized and arranged by the school’s education department, and it combines travel experience and research study through centralized board and lodging. It is an off-campus educational activity that combines travel and research through group travel and centralized board and lodging. Tourism research and practice in my country, as well as tourism research and study, grew rapidly to a crest.

2. Related Work

2.1. Clustering Algorithm. Dividing the dataset of a given data item into many categories and assigning a division category label to each of these categories are the goal of the division-clustering method, which is designed to maximize an objective function. $K$-means and $k$-proximity algorithms, which are among the most widely used partitioning and clustering algorithms, have been used to generate an enormous number of deformation algorithms [12–16]. The $K$-means method, the $K$-medoids algorithm, and the CLARANS algorithm are the three most important representative algorithms.

While $K$-means can detect data distributions for aspheric classes, density-based corner clustering can detect irregular shapes in aspheric classes. At the same time, it is capable of detecting clusters of varying forms and sizes in noisy data and of dealing well with noisy data. This approach, in contrast to partitioning and hierarchical clustering methods, defines clusters as a collection of points that are closely linked. Collection: the DBSCAN method, the DENCLUE algorithm, and other density clustering techniques are among the most widely used [17–20]. The DBSCAN method, for example, finds clusters by linking high-density neighborhood points in a given area.

Grid-based clustering is a technique in which the data space is separated into a grid structure, and the bottom-up grid division method may divide the parameters entered by the user into grid cells that are all the same size. The term high-density grid cell refers to a grid cell that contains far more data points than usual. As a result, there are only a limited number of cells in the grid, and all processing takes place in only one cell. The key advantage of the network-based technology is the rapidity with which it can be processed. STING [21], WaveCluster, CLIQUE, and other grid clustering methods are among the most widely used in practice.

The goal of automated multi-objective clustering is to alleviate the difficulty of having to identify the ultimate number of clusters or divisions in advance, which is a common occurrence. Multi-objective clustering with automatic $k$-determination [22] is a multi-objective clustering algorithm based on the PESA-II [23] algorithm that is used to optimize two complementary objective functions: population bias and connectivity. The MOCK method outperforms typical single-objective clustering algorithms on a variety of benchmark datasets, as demonstrated in previous research. Suitable for hyperspherical or split clusters, the approach can produce superior clustering results than previous algorithms. However, the clustering results obtained by MOCK on overlapping clusters are unsatisfactory in nature. The VAMOSA clustering algorithm is presented in [24], and it is a multi-objective clustering technique. When stringifying, this approach makes use of the multi-objective optimization method based on simulated annealing as the underlying optimization strategy, and it makes use of the encoding rules of clustering centers as the underlying optimization strategy. In clustering, the point-symmetric distance, which was recently developed in [25], is employed instead of the conventional Euclidean distance, as previously stated. Overall, the experimental findings demonstrate that the VAMOSA method outperforms the MOCK algorithm in terms of overall performance, but that the approach does not exhibit high resilience when clustering data from overlapping datasets. The gene expression programming method [26] has also been used to develop a class of clustering algorithms known as GEP cluster, which all make use of biological properties that occur throughout the process of genetic evolution, such as niches and other similar
traits. The relevant experimental results are listed below. According to the results, the performance of this type of algorithm is superior to the performance of the original GEP-based clustering method.

Multiple researchers [27] have studied existing clustering algorithms in a variety of categories. In the course of their research, they constructed a comparison between five categories and their most representative algorithms to identify the algorithm that performed the best with large amounts of data. By examining various problems and characteristics, the authors of a recent paper [28] provide a comprehensive overview of data mining techniques and platforms that may be employed in the field of big data. They conclude by suggesting directions for future research. The study [29] examines a variety of large-scale data mining techniques and, after conducting a thorough comparison, determines which method is most suitable. Certain researchers are particularly interested in the study of classification algorithms that may be employed in statistics, as well as their application to classification algorithms for specific databases [30]. Some academics [31] have studied the closest neighbor search, decision trees, and neural networks, among other methods, because they are capable of handling enormous datasets. Certain scientists [32] studied the use of MapReduce for parallel categorization and discussed several clustering algorithms, including MapReduce. They present an overview of the various data mining clustering techniques.

2.2. Research Trips. The practice of learning outside has a long history. It is rooted in the ideals of British educator John Locke’s gentleman’s education, and it is backed by contemporary theories such as Dewey’s learning by doing, Piaget’s constructivism, and Kolb’s experiential learning cycle. Since the turn of the twentieth century, outdoor education has emerged as a significant kind of education in Western countries, with promising study outcomes. Typical research themes [33] include the environment, outdoor sports and adventure, and environmental-related values. Other common topics include history, culture, energy, and the natural world. When it comes to objective outcomes, outdoor education has traditionally been focused on instilling environmental awareness and values in students, experiencing the terrain and the wild, and learning about natural resources and sustainability [34, 35]. Furthermore, there are several research studies that have been conducted that have focused on techniques of outdoor education. Some researchers have argued that a place-responsive pedagogy might enable teachers to work in school-based outdoor education in new and novel ways, hence facilitating the implementation of more cross-curricular teaching and learning activities on a local level [36]. A comparative study of two approaches of outdoor sports instruction has been carried out by a number of scholars in the field. The researchers discovered that a hybrid school-based approach to outdoor education combined with Moodle outperformed traditional learning environments when they analyzed grades and results. This is due to the fact that outdoor activities bring children into contact with the natural world outside of the school grounds, where they can gain physical knowledge and abilities. Aspects of research methods include conducting empirical research using qualitative and quantitative methods, conducting case studies with one or more outdoor education programs, and collecting data from questionnaires and interviews with stakeholders such as program directors, students, and teachers.

The long-term viability of tour studies is a significant development to monitor in international research. Concerned that the tour study will have a negative impact on sustainable development for local society and the environment, a number of researchers have advocated for the inclusion of sustainability in the tour study project’s mission statement and the training of project leaders in the
economic, environmental, and sociocultural aspects of achieving sustainability assessment measures. The findings of a separate study that investigated the relationship between perceived value and travel experience and educational travel enjoyment were mirrored. According to research, the greater an individual’s level of engagement, the more likely it is that he or she will comprehend knowledge and society. Furthermore, it has been demonstrated that negotiating the specifics of how to travel, acquiring information about different cultures, visiting new places, and interacting with other travelers are all important factors in facilitating experiential learning through the educational travel process [37].

The goal of research travel courses [38–40] is to assist students in getting out from school, becoming more acquainted with nature and society, and becoming more knowledgeable about the local culture. In contrast to research bases, such as university campuses, museums, woodland parks, and other such establishments, research bases have a specialized kind or specific topic of research resources and do not necessarily contain lodging facilities. Generally speaking, research camps [41, 42] are bigger in scale, have a certain amount of outdoor area, and are sites that may give both research experience and lodging. It is essential to provide assistance for research-related supply services, which are frequently overlooked. The research and study travel base, an emerging product that combines education and tourism, serves the purposes of providing supplementary extracurricular information for local young students and scholars, transmitting local distinctive culture, and fostering patriotic feelings.

This study predicts client demand for research items for product research using a large data clustering approach, which is useful for product research.

3. Research Design

3.1. K-Means Algorithm. The big data-based clustering algorithm proposed in this study is the K value clustering algorithm, referred to as the K-means clustering algorithm. The application of demand forecasting mainly includes data type preprocessing, initial center selection, and K value determination.

In the study product consumer demand database D, it is defined that there are n record sets T = {T1, T2, . . . , Tn} (n ≥ 1) in total. When it comes to the characteristic attributes of the object, it has two sets of attributes, one called X = Xc ∪Xd and another called Xc ∩Xd = ϕ. The numerical attribute subset Xd and the character attribute subset Xc are both parts of the attribute set. Each record T consists of m-dimensional properties that are unique to it.

\[ T_i = (x_1^i, x_2^i, . . . , x_m^i). \]  

The numerical attribute similarity distance between records T_i and T_j is defined as X, while the numerical attribute similarity distance between records T_i and T_j is defined as follows:

\[ \text{Sim}_d(T_i, T_j) = \left( \sum_{h=1}^{p} |x_h^i - x_h^j|^2 \right)^{1/2}. \]  

The number of numerical characteristics is represented by the letter p among them. 1 ≤ p ≤ m, i ≠ j.

If T_i and T_j are defined as any two data points, then

\[ \text{Sim}(T_i, T_j) = \frac{q}{h=1}\sum \text{Sim}_d(T_i, T_j) \]  

where q is the number of character qualities that are available. 1 ≤ q ≤ m, i ≠ j. The similarity distance of its nth character property is represented by the symbol S(x_h^i, x_h^j).

The similarity distance between two points T_i and T_j is denoted by the symbol

\[ \text{Sim}(T_i, T_j) = \text{Sim}_c(T_i, T_j) + \text{Sim}_d(T_i, T_j) \]  

Cluster sets are being defined as follows:

\[ C = \{C_i\} (i = 1, 2, . . . , K), \]  

where C_i = {T_1, T_2, . . . , T_r} is the ith cluster containing r entries, where r is the row number.

The cluster center m_i of the C_i clustering may be represented as m_i = m_i^d + m_i^c, where the cluster center m_i^d of the numerical attribute takes the value of the average value of the corresponding attribute of the data record as the value of the cluster center m_i^c of the numerical attribute.

\[ m_i^d = \frac{1}{r} \sum_{h=1}^{r} \sum_{i=j} \text{Sim}_d(T_i, T_j). \]  

The character attribute cluster center value is the maximum value of the associated attribute frame rate that has been recorded in the cluster for that character attribute.

\[ m_i^c = \max(\text{Sim}_c(T_i, T_j)). \]  

The similarity between T_i and the current cluster j is given as the distance between the remaining cluster centers m_j, where m_j is the distance between the remaining cluster centers.

\[ \text{Sim}(T_i, T_j) = \text{Sim}_d(T_i, m_j) + \text{Sim}_c(T_i, m_j). \]  

The shortest possible distance is as follows:

\[ \text{Min}(\text{Sim}(T_i, C)) = \min(\text{Sim}(T_i, C_i)). \]  

The lowest similarity distance between any two clusters C_i and C_j is defined as follows:

\[ \text{SBC} = \min(\text{Sim}(m_i, m_j)). \]  

Alternatively, the average SWC_i of data item similarity in the C_i-th class comprising r data objects may be written as follows:

\[ \text{SWC}_i = \frac{1}{r} \sum_{h=1}^{r} \sum_{i=h+1}^{1} \text{Sim}(T_h, T_j) \]  

(\ h \neq j).
As a standard, the highest degree of similarity is determined between the received record and a specific class, and then, the record is categorized. According to the principle of the closest distance, the greatest similarity distance between two classes of objects is as follows:

$$SWC = \text{Max} \left( \frac{1}{\text{Sim} \left( T_i, T_j \right)} \right)_{i=1,2, \ldots, k}.$$  \hspace{2cm} (12)

The record distribution density function is defined as follows:

$$d_i = \frac{z_i}{\sum_{j=1}^{i} z_j},$$ \hspace{2cm} (13)

$$z_i = \sum_{j \neq 1, k=1}^{i} 1/\text{Sim} \left( T_i, T_j \right).$$  With increasing \( d_i \), the density of sample points increases, and the influence on categorization increases proportionally as well.

New clusters are created, and their respective \( K \) values are determined. Through a series of iterations, the minimal similarity distance between classes and the maximum similarity distance within a class are determined. Using a dynamic \( K \) value that is modified throughout the clustering process, it is possible to classify objects according to the criterion of being closest within a class and farthest between classes. The algorithm’s flow is depicted in Figure 1.

### 3.2. Data Sources

The research products are based on information gathered from a Xi’an, Shaanxi Province, Tourism Company. To produce research products, we focus primarily on analyzing the study tour’s data. From a research standpoint, the study of research travel is primarily based on pedagogical and tourism perspectives, among others. Currently, educational academics who are examining the design of research trip courses for elementary and secondary schools are the primary source of travel research. Not enough research has been conducted on the product, the market, and the operation of research trips. According to tourism researchers, the applied research of research travel should be strengthened and integrated with the perspective of educational research to encourage the growth of research travel practice. Consequently, using big data clustering techniques, we are able to estimate client demand for products related to research.

### 4. Results

To determine whether the optimization of anticipating the degree of client demand for research items based on the clustering method for big data is effective, the optimal \( K \) value of \( K \)-means is used for subdivision, or the optimal number of clusters is determined to divide the data into two. It is possible to analyze the clustering effect of a dataset using the silhouette coefficient as an index. Now, beginning with 2, the \( K \) value can be evaluated gradually, and after selecting a \( K \) value from the set, the \( K \) value with the largest silhouette coefficient can be identified. When determining the upper limit of the maximum number of clusters, it is usually unnecessary to select a very high number. The outcome of selecting the number 7 in this scenario is depicted in Figure 2.

As shown in Figure 3, our \( K \)-means clustering method has the highest accuracy when compared to particle swarm optimization (PSO) and probabilistic neural networks (PNNs). Similarly, the accuracy rate on the test set is the highest of all tested methods, demonstrating that our model has a high accuracy rate and is able to accurately predict the results. However, the test set accuracy is lower than the training set accuracy, indicating that the model may have been overfitted during training, which is cause for concern.

Figure 4 demonstrates that the model proposed by this research is continuously optimized during the iterative process, resulting in a reasonably satisfactory outcome.
5. Conclusion

Our clustering algorithm is capable of predicting client demand with 78.56 percent degree of precision. Although all existing clustering techniques involve parameter adjustment, this may lead to undesirable overfitting of the data and inadequate generalization of the model. As a result, it fails to identify clusters in the benchmark dataset, and its flaws include a high sensitivity to noise and outliers, an inability to recognize clusters that are not well separated and that are of any form or density, and a lengthy calculation time and high computational complexity. It should be noted that the majority of parallel clustering algorithms presented by certain researchers do not deal with real-time data, but instead focus on a particular type of data, thereby limiting their ability to deal with large amounts of data in general. Consequently, real-time and heterogeneous data processing remains a difficult problem to resolve.

Using our algorithm, it is possible to make optimal predictions about customer demand for research products, to effectively solve the problem that the calculation results of other dynamic clustering methods are dependent on the initial cluster center and the sample input order, and to rapidly converge to the global optimal solution. In the era of big data, it provides a novel approach to multidimensional and massive data analysis.
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