Quantum Monte Carlo is an umbrella term which refers to a powerful suite of classical probabilistic simulation algorithms for quantum many-body systems. These algorithms can be used to compute the thermal or ground state properties of a quantum system described by a stoquastic (sign-problem free) Hamiltonian, defined by the property that all off-diagonal matrix elements are real and nonpositive. In practice quantum Monte Carlo methods can be used to simulate systems which are orders of magnitude larger than is possible using exact diagonalization \[1\]. This is because they are based on a probabilistic representation of the Gibbs density matrix which typically uses substantially less computer memory than an explicit representation.

Given the empirical success of quantum Monte Carlo, one may ask if stoquasticity makes classical simulation easier in a formal complexity-theoretic sense. This and related questions have been studied in Refs. \[2\] \[5\]. For our purposes suffice it to say that stoquasticity alone is not enough to guarantee efficient simulation. Indeed, it is well known that approximating the ground energy is intractable even for the special case of classical spin Hamiltonians such as the Ising model \[3\].

Can we identify physically motivated families of stoquastic Hamiltonians for which efficient simulation is possible? In a landmark result Jerrum and Sinclair established that a broad family of classical Ising models characterized by ferromagnetic interactions can be efficiently simulated \[3\] (see also \[10\]). A recent extension efficiently simulates the ferromagnetic transverse field Ising model \[11\], a system described by a fully quantum (i.e., non-diagonal) stoquastic Hamiltonian. This result can be viewed as a provably efficient quantum Monte Carlo algorithm.

In this paper we consider a more general family of ferromagnetic quantum spin systems described by \(n\)-qubit Hamiltonians of the form

\[
H = \sum_{1 \leq i < j \leq n} (-b_{ij} X_i X_j + c_{ij} Y_i Y_j) + \sum_{i=1}^{n} d_i (I + Z_i). \quad (1)
\]

Here \(b_{ij}, c_{ij}, d_i \in \mathbb{R}\) are some coefficients, and \(X_i, Y_i, Z_i\) are Pauli operators acting on the \(i\)th qubit. We restrict our attention to ferromagnetic interactions, defined as:

\[
\text{Ferromagnetic} : \quad |c_{ij}| \leq b_{ij}. \quad (2)
\]

Eq. (2) ensures that \(H\) is stoquastic. We also assume \(b_{ij}, |c_{ij}|, |d_i| \in [0, 1]\), which can always be achieved by rescaling the Hamiltonian.

We describe a polynomial-time classical approximation algorithm for the partition function

\[
Z(\beta, H) \equiv \text{Tr} \left[ e^{-\beta H} \right], \quad \beta > 0, \quad (3)
\]

which enables an efficient computation of the free energy and ground energy of these models, in a precise sense detailed below. We obtain efficient simulations of well-known models of ferromagnetism such as the XY model (setting \(c_{ij} = -b_{ij}\)), the transverse Ising model \[11\] (setting \(c_{ij} = 0\)), as well as a continuum of systems in between. Our work further resolves the boundary between easy- and hard-to-simulate systems, a topic of central interest in quantum Hamiltonian complexity \[12\]. As an example, we note that our results settle the complexity of a one-parameter family of local Hamiltonian problems studied by Piddock and Montanaro (see Fig. 1 of Ref. \[13\]). Our algorithm, which is provably efficient yet far from practical, complements existing quantum Monte Carlo methods which may be practical but have no performance guarantees \[1\].

We say that \(f \in \mathbb{R}\) approximates \(F \in \mathbb{R}\) within relative error \(\epsilon\) if \((1 - \epsilon)F \leq f \leq (1 + \epsilon)F\). A randomized approximation scheme for a real-valued function \(F\) with domain \(D\) is a classical probabilistic algorithm which takes as input \(x \in D\) and \(0 < \epsilon < 1\) and outputs an estimate \(f(x)\) which, with probability at least \(3/4\), approximates \(F(x)\) within relative error \(\epsilon\). Here the success probability \(3/4\) can always be amplified to \(1 - \delta\) by taking the median of \(O(\log(\delta^{-1}))\) estimates produced by independent runs of the algorithm \[14\].

We now state our main result.

**Theorem 1.** The partition function \(Z(\beta, H)\) admits a randomized approximation scheme with runtime upper bounded as \(\text{poly}(n, \beta, \epsilon^{-1})\).
A direct application of Theorem \[1\] provides an estimate of the free energy $F(\beta) = -\beta^{-1} \log(\mathcal{Z}(\beta, H))$ which, with high probability, achieves a given absolute error $\Delta$ in time $\text{poly}(n, \beta, \Delta^{-1})$. Choosing $\beta = O(n \Delta^{-1})$ is sufficient to ensure that the free energy approximates the ground energy to within absolute error $\Delta$ \[14\].

To prove Theorem \[1\] we first approximate the partition function by the perfect matching sum of a weighted graph, which is then approximated using an algorithm from Ref. \[16\].

We begin by reviewing relevant background information concerning matchings in graphs. We consider finite weighted graphs $\Gamma = (V, E, w)$ with vertex set $V$, edge set $E$ and positive edge weights, i.e., $w : E \to \mathbb{R}_{>0}$. A matching of $\Gamma$ is a set of edges $M \subseteq E$ such that no two edges in $M$ share a vertex. A perfect matching has the additional property that each vertex $v \in E$ is covered by exactly one edge of $M$. Equivalently, a matching is perfect if it contains exactly $|V|/2$ edges. A nearly perfect matching is a matching with exactly $|V|/2 - 1$ edges.

Suppose $\Gamma$ has an even number $|V| = 2N$ of vertices. Let $M_k(\Gamma)$ be the set of all matchings of $\Gamma$ which contain exactly $k$ edges. Define the perfect matching sum

$$\text{PerfMatch}(\Gamma) = \sum_{M \in M_\text{K}(\Gamma)} \prod_{e \in M} w(e). \quad (4)$$

Similarly define $\text{NearPerfMatch}(\Gamma)$ to be Eq. (3) with $M_N(\Gamma)$ replaced by $M_{N-1}(\Gamma)$.

The problem of computing $\text{PerfMatch}(\Gamma)$ for a graph with positive edge weights has been extensively studied. If $\Gamma$ is planar it can be computed exactly using the so-called FKT algorithm \[17-19\]. In general it is $\#P$-hard to compute exactly, even for bipartite graphs \[20\]. Nevertheless, for bipartite graphs it admits a randomized approximation scheme with runtime upper bounded as a polynomial in the size of the graph $|V|$ and the desired relative error $\epsilon^{-1} \\Delta^{-1}$ \[21\]. For general graphs (which may be neither planar nor bipartite), a randomized approximation scheme from Ref. \[10\] has polynomial runtime under the additional condition that $\text{NearPerfMatch}(\Gamma)$ exceeds $\text{PerfMatch}(\Gamma)$ by at most a polynomial factor. To state the result precisely, let $w_{\text{max}} = \max \{1, \max_{e \in E} w(e)\}$ and $w_{\text{min}} = \min \{1, \min_{e \in E} w(e)\}$.

**Theorem 2** (Jerrum and Sinclair \[16\]). Let $q$ be a fixed polynomial and let $\Gamma = (V, E, w)$ be a graph with positive edge weights such that $\text{PerfMatch}(\Gamma) \neq 0$ and

$$\frac{\text{NearPerfMatch}(\Gamma)}{\text{PerfMatch}(\Gamma)} \leq q(|V|). \quad (5)$$

Then $\text{PerfMatch}(\Gamma)$ admits a randomized approximation scheme with runtime bounded as $O(e^{-\epsilon/2}|V|^5 |w_{\text{max}}|^5 q(|V|)^{10})$.

Here the $O(\cdot)$ notation hides factors polynomial in $\log(\epsilon^{-1}), \log(w_{\text{max}}/w_{\text{min}})$ and $\log(|V|)$. A proof of Theorem \[2\] for unweighted graphs is given in Ref. \[16\]. In the Supplementary Material we adapt the proof (with superficial modifications) to establish Theorem \[2\].

Let us informally sketch the proof of Theorem 1. First, we use a quantum-to-classical mapping based on the Trotter-Suzuki expansion to approximate the quantum partition function $\mathcal{Z}(\beta, H)$ by the matching sum $\text{PerfMatch}(\Gamma)$ for a suitable weighted graph $\Gamma$. The size of this graph scales polynomially in $n, \beta$, and $\epsilon^{-1}$. Thus it suffices to show that $\text{PerfMatch}(\Gamma)$ can be approximated efficiently using the algorithm from Theorem \[2\]. Although in general this algorithm is not efficient, weighted graphs obtained via the quantum-to-classical mapping have a very special structure. This structure allows us to relate the ratio of two matching sums in Eq. (5) to certain physical properties of the original quantum model. Loosely speaking, the ratio in Eq. (5) can be expressed as a sum of imaginary time spin-spin correlation functions. We obtain a constant upper bound on such correlation functions by examining truncated versions of the Trotter-Suzuki expansion and using simple linear algebra arguments. Once a polynomial upper bound on the ratio Eq. (5) is established, Theorem \[1\] is obtained as a simple corollary of Theorem \[2\].

We now proceed with the proof of Theorem 1. Let the Hamiltonian $H$, inverse temperature $\beta > 0$, and desired relative error $0 < \epsilon < 1$ be given. The first step is to establish an approximation

$$e^{-\beta H} \approx G_J \ldots G_2 G_1, \quad (6)$$

where each elementary gate $G_i$ is from a gate set $\mathcal{G}$ defined as follows. Define a one-qubit gate

$$f(t) = \begin{pmatrix} t & 0 \\ 0 & 1 \end{pmatrix}$$

and two-qubit gates

$$g(t) = \begin{pmatrix} 1 + t^2 & 0 & 0 & t \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ t & 0 & 0 & 1 \end{pmatrix}, \quad h(t) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 + t^2 & t & 0 \\ 0 & t & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}. \quad (7)$$

Here $t > 0$ is a parameter. Define an $n$-qubit gate set

$$\mathcal{G} = \left\{ f_1(2t), g_{ij}(t), h_{ij}(t) \mid i, j \in [n], i \neq j, 0 < t < 1 \right\}. \quad (8)$$

where the subscripts indicate the qubit(s) on which the gate acts nontrivially.

To obtain Eq. (6) we build $e^{-\beta H}$ as a product of exponentials of local terms simply related to the ones appearing in Eq. (1), à la Trotter-Suzuki. We use

$$f_i(e^{\pm 2s}) = e^{\pm s (I + Z_i)}, \quad (9)$$

$$g_{ij}(2s) = e^{-s (Y_j Y_j - X_i Y_j) + O(s^2)}, \quad (10)$$

$$h_{ij}(2s) = e^{-s (-Y_j Y_j - X_i Y_j) + O(s^2)}, \quad (11)$$
and the fact that, due to Eq. (2), each term $-b_{ij}X_iX_j + c_{ij}Y_iY_j$ in Eq. (1) can be written as a linear combination of $Y_iY_j - X_iX_j$ and $-Y_iY_j - X_iX_j$ with nonnegative coefficients. Using these ideas we establish an approximation with the following properties (the proof is given in the Supplementary Material). Here $H, \beta, \epsilon$ are as above.

**Lemma 1** (Trotter-Suzuki approximation). We may choose $J = O((1 + \beta^2)n^5 \epsilon^{-1})$ and a sequence $G_1, G_2, \ldots, G_J \in \mathcal{G}$ with the following properties. There exists a Hermitian $Q$ with

$$ G_J \ldots G_2G_1 = e^{-\beta H + Q} \quad \|Q\| \leq \epsilon/4. \quad (12) $$

Furthermore, for any $1 \leq i < j \leq J$ there exists a Hermitian $W_{ij}$ and (possibly non-Hermitian) $R_{ij}, L_{ij}$ with

$$ G_J G_{j-1} \ldots G_1 = L_{ij} e^{-\beta (j-i+1)J^{-1} H + W_{ij}} R_{ij} \quad (13) $$

where $\|W_{ij}\| \leq \epsilon/4$ and $\|R_{ij}\|, \|L_{ij}\| \leq 2$. In addition we have $R_{1j} = I$ for all $j > 1$ and $L_{1j} = I$ for all $i < J$.

The gate sequence from the Lemma is a simple function of $H, \beta$ and $\epsilon$ and in particular is efficiently computable. Using this gate sequence we define

$$ Z_J = \text{Tr}[G_J \ldots G_2G_1]. $$

From Weyl’s inequality and Eq. (12) we get

$$ Z(\beta, H)e^{-\epsilon/4} \leq Z_J \leq Z(\beta, H)e^{\epsilon/4}. \quad (14) $$

In the second step of the proof we will show that

$$ Z_J = \text{Tr}[G_J G_{j-1} \ldots G_1] = \text{PerfMatch}(\Gamma). \quad (15) $$

for a graph $\Gamma = (V, E, w)$ with non-negative edge weights. Here $\Gamma$ is related to the sequence $G_1, G_2, \ldots, G_J$ in a simple way described above. Moreover, it satisfies $|V| = O(J), |E| = O(J),$ has maximum edge weight $w_{\text{max}} \leq 2,$ and satisfies Eq. (5) with $g(|V|) = O(|V|^2).$ We can therefore use the randomized approximation scheme from Theorem 2 to compute an estimate $Z_{\text{est}}$ which, with probability at least $3/4,$ approximates $Z_J$ within relative error $\epsilon/2.$ This estimate is computed using runtime

$$ \tilde{O}(J^{23}\epsilon^{-2}) = \tilde{O}(n^{115}(1 + \beta^{46})\epsilon^{-25}) = \text{poly}(n, \beta, \epsilon^{-1}) $$

Using Eq. (14) and the fact that $e^{\epsilon/4}(1 + \epsilon/2) \leq 1 + \epsilon$ and $e^{-\epsilon/4}(1 - \epsilon/2) \geq 1 - \epsilon$ for all $\epsilon \in (0, 1),$ we see that our estimate $Z_{\text{est}}$ approximates $Z(\beta, H)$ within relative error $\epsilon,$ with probability at least $3/4.$ The estimate $Z_{\text{est}}$ is the output of our randomized approximation scheme, and the above shows that it satisfies the required error bound and is computed using the claimed polynomial runtime.

It remains to construct $\Gamma$ and establish the properties stated above. We build $\Gamma$ using a set of gadgets shown in Fig. 1. Each gadget is a finite weighted graph along with a subset of distinguished vertices to which external edges may be added, as shown by dotted lines in the Figure. Each distinguished vertex is either an input vertex (external edges attach on the left) or an output vertex (on the right). In the Figure, nontrivial edge weights are labeled whereas unlabeled edges are assigned weight 1.

Consider a gadget with graph $\Theta = (V, E, w),$ input vertices $\{v_1, v_2, \ldots, v_m\} \subseteq V$ and output vertices $\{v_{m+1}, v_{m+2}, \ldots, v_{2m}\} \subseteq V.$ For each $x \in \{0, 1\}^{2m}$ define $\Theta_x$ to be the induced subgraph obtained from $\Theta$ by removing all vertices $v_i$ such that $x_i = 1.$ An $m$-qubit gate $G$ associated to the gadget is defined via

$$ \langle x_{2m} \ldots x_{m+2} x_{m+1} | G | x_m \ldots x_2 x_1 \rangle = \text{PerfMatch}(\Theta_x). $$

We say the gadget implements the gate $G.$ It is easily checked that the gadgets shown in Fig. 1(a), (b), and (c) implement the gates $f(t), g(t),$ and $h(t)$ respectively.

The above definition composes nicely and allows us to form gadgets which implement the product or trace of a product of gates. Indeed, we can view the gate implemented by a gadget as a tensor with an index for each distinguished vertex. Adding a (weight 1) external edge between two distinguished vertices has the effect of contracting the corresponding indices. For example, if we add external edges which connect the output vertices of a gadget which implements a gate $G_1$ to the input vertices of a gadget which implements another gate $G_2,$ we obtain a gadget which implements the product $G_2G_1.$

We now construct the graph $\Gamma$ satisfying Eq. (15) (it closely resembles a circuit diagram). Start with a gadget from Fig. 1 for each gate in the circuit. Draw the corresponding $J$ disjoint graphs in order $G_1, G_2, \ldots, G_J$ from left to right. Next add a set of weight-1 external edges as follows. Each qubit $j = 1, 2, \ldots, n$ is acted on by some number $1 \leq m_j \leq J$ of gates in the circuit, and is therefore associated with $m_j$ input vertices $\{\text{in}_{j,1}, \text{in}_{j,2}, \ldots, \text{in}_{j,m_j}\}$ and $m_j$ output vertices $\{\text{out}_{j,1}, \text{out}_{j,2}, \ldots, \text{out}_{j,m_j}\}.$ These appear in alternating order $\text{in}_{j,1}, \text{out}_{j,2}, \text{in}_{j,3}, \ldots, \text{in}_{j,m_j}, \text{out}_{j,m_j}$ from left to right. For each qubit $j \in \{1, 2, \ldots, n\},$ we add $m_j$ weight 1 edges

$$ \left\{ \text{(out}_{j,k}, \text{in}_{j,k+1}) : 1 \leq k \leq m_j - 1 \right\}. $$

This gives the graph $\Gamma = (V, E, w)$ satisfying Eq. (15), see Fig. 2 for an example. Now let us verify the properties claimed above. Each gate contributes either 2, 4, or
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6 vertices, so the total number of vertices is \( |V| = O(J) \).

Each gadget is incident to \( \leq 4 \) external edges and contains \( \leq 6 \) internal edges, so the total number of edges is \( |E| \leq 10J = O(J) \). Moreover, each external edge has weight 1 and each edge inside a gadget has weight at most \( t \). Since the restriction on \( t \) in Eq. (3) holds, so the maximum edge weight is \( w_{\text{max}} \leq 2 \). To complete the proof, in the remainder of the paper we establish the following bound on \( q(V) \):

\[
\frac{\text{NearPerfMatch}(\Gamma)}{\text{PerfMatch}(\Gamma)} \leq O(|V|^2) = O(J^2).
\]

For any two distinct vertices \( u, v \in V \) let \( M_{u,v}(\Gamma) \) be the set of all nearly perfect matchings in which vertices \( u \) and \( v \) are unmatched. Define

\[
\Omega_{u,v}(\Gamma) = \sum_{m \in M_{u,v}(\Gamma)} \prod_{e \in m} w(e).
\]

Since the total number of pairs \( u, v \) of vertices in \( \Gamma \) is \( O(J^2) \), to prove Eq. (16) it suffices to show

\[
\frac{\Omega_{u,v}(\Gamma)}{\text{PerfMatch}(\Gamma)} \leq O(1)
\]

for all such pairs \( u, v \). Instead of considering nearly perfect matchings of \( \Gamma \) in which vertices \( u, v \) are unmatched, it will be convenient to consider perfect matchings of a modified graph \( \Gamma'_{u,v} \) obtained from \( \Gamma \) by adding two new dangling edges—that is, we add two new vertices labeled \( u_0 \) and \( v_0 \) and two new edges \( (u, u_0) \) and \( (v, v_0) \), each of weight one. Then any perfect matching of \( \Gamma'_{u,v} \) contains both of these new edges and \( \Omega_{u,v}(\Gamma) = \text{PerfMatch}(\Gamma'_{u,v}) \).

Let us now understand the effect of adding one or two dangling edges to one of the gadgets from Fig. 1. If we attach a dangling edge to the input (resp. output) vertex of the gadget in Fig. 1(a) then it is easy to check that the resulting graph gadget implements a gate \( |1\rangle \langle 0| = f(t)|1\rangle \langle 1| \) (resp. \( |0\rangle \langle 1| = |0\rangle \langle 1| f(t) \)). If we attach dangling edges to both vertices it implements \( |0\rangle \langle 0| = |0\rangle \langle 1| f(t)|1\rangle \langle 0|. \)

There are four possible gadgets obtained by attaching a single dangling edge to the gadget for \( g(t) \) from Fig. 1(b), each equivalent to the one shown in Fig. 1(a), up to a relabeling of external edges. These four gadgets implement gates

\[
g(t)(I \otimes |1\rangle \langle 0|), \quad g(t)(|1\rangle \langle 1| \otimes I), \quad (I \otimes |0\rangle \langle 1|)g(t), \quad (|0\rangle \langle 1| \otimes I)g(t).
\]

There are \( \binom{4}{2} = 6 \) gadgets obtained by attaching two dangling edges to the gadget for \( g(t) \) from Fig. 1(b), each equivalent (up to relabeling of external edges) to one of the gadgets shown in Figs. 1(b), (c), or (d). These 6 gadgets implement gates

\[
g(t)(|1\rangle \langle 1| \otimes I), \quad (I \otimes |0\rangle \langle 1|)g(t), \quad (|0\rangle \langle 1| \otimes I)g(t), \quad (I \otimes |0\rangle \langle 1|)g(t)(I \otimes |1\rangle \langle 0|), \quad (|0\rangle \langle 1| \otimes I)g(t)(I \otimes |1\rangle \langle 0|), \quad |00\rangle \langle 1| g(t).
\]

Finally, consider adding one or two dangling edges to the gadget for \( h(t) \) from Fig. 1(c). One can again confirm by a direct (although tedious) inspection that the resulting collection of gadgets implement gates of the form

\[
P_a h(t), \quad h(t)P_a \quad \text{(one dangling edge)}
\]

\[
O_b h(t)P_a, \quad O_b P_a h(t), \quad h(t)O_b P_a \quad \text{(two dangling edges)}
\]

where \( a, b \in \{1, 2\} \) are qubit indices and \( O, P \) are single qubit operators from the set \( \{|0\rangle \langle 1|, |1\rangle \langle 0|\} \). In summary, adding a dangling edge to one of the gadgets from Fig. 1 modifies the gate implemented by the gadget by multiplying (either on the left or right) by an operator \( |1\rangle \langle 0| \) or \( |0\rangle \langle 1| \) (acting on one of the qubits). Likewise adding two dangling edges has the effect of applying two such multiplications. Therefore

\[
\Omega_{u,v}(\Gamma) = \text{Tr}(G_J \cdots G_1 P_a G_{1-j} \cdots G_2 G_1)
\]

for some qubit indices \( a, b \in \{1, 2, \ldots, n\} \), \( 1 \leq i \leq j \leq J \), and \( O, P \in \{|0\rangle \langle 1|, |1\rangle \langle 0|\} \). Using the fact that all entries of the matrices \( G_1, \ldots, G_J \) are non-negative we infer

\[
\Omega_{u,v}(\Gamma) \leq \text{Tr}(BX_a AX_a)
\]

where \( X = |0\rangle \langle 1| + |1\rangle \langle 0| \), \( A = G_J \cdots G_{i+1} G_i \), and \( B = G_{i-1} \cdots G_2 G_1 G_J G_{J-1} \cdots G_2 G_1 \).

Let \( s_k(A) \) be the \( k \)-th largest singular value of a matrix \( A \) and \( D = 2^n \) be the dimension of the Hilbert space. It is known that for any matrices \( A, B \) one has

\[
\max_{U, V} |\text{Tr}(BUAV)| = \sum_{k=1}^{D} s_k(A)s_k(B),
\]
where the maximum is over all unitary matrices $U, V$. Since $X_a$ and $X_b$ are unitary, Eq. (20) implies

$$\Omega_{a,v}(\Gamma) \leq \sum_{k=1}^{D} s_k(A)s_k(B). \quad (22)$$

Define $\beta_a \equiv \beta(j-i)J^{-1}$ and $\beta_b \equiv \beta - \beta_a$. From Eq. (13) one infers that $A = Le^{-\beta_a H + W}R$ and $B = L'e^{-\beta_b H + W'}R'$, where $W, W'$ are hermitian operators with norm at most $e$ and $L, R, L', R'$ are some operators with norm at most 2. Then

$$s_k(A) \leq \|L\| \|R\| \cdot s_k(e^{-\beta_a H + W}) \leq O(1)e^{-\beta_E k},$$

where $E_k$ is the $k$-th smallest eigenvalue of $H$. By the same argument, $s_k(B) \leq O(1)e^{-\beta_E k}$. Substituting this into Eq. (22) and using $\beta_a + \beta_b = \beta$ gives

$$\Omega_{a,v}(\Gamma) \leq O(1) \sum_{k=1}^{D} e^{-\beta E_k} = O(1)Z(\beta, H) \leq O(1)Z_J,$$

where we used Eq. (14). Recalling that $Z_J = \text{PerfMatch}(\Gamma)$ (cf. Eq. (15)) we arrive at Eq. (17). This completes the proof of Theorem 1.

To conclude, we have shown that a large class of stoquastic Hamiltonians with ferromagnetic spin-spin interactions can be simulated classically in polynomial time by Monte Carlo algorithms. An interesting open question is whether recent extensions of Jerrum and Sinclair’s techniques Refs. 22, 23 can be used to obtain efficient algorithms for a wider class of Hamiltonians beyond those of XY-type defined in Eq. 1.
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Proof of Theorem 2

In this Appendix we prove Theorem 2 following Section 5 of Ref. 16 closely with a few small modifications.

We first introduce some additional notation. Throughout this section $\Gamma = (V,E,w)$ is a graph with $|V| = 2N$ vertices and positive edge weights $w(e) > 0$ for all $e \in E$. Recall from the main text that we write $M_k(\Gamma)$ for the set of all matchings of $\Gamma$ containing exactly $k$ edges. We also define the set of all matchings $M_*(\Gamma) = \bigcup_{k=0,1,\ldots,N} M_k(\Gamma)$.

Define a positive weight function on matchings

$$W(\Gamma, M) = \prod_{e \in M} w(e), \quad M \in M_*(\Gamma).$$
and weighted sums
\[ Z_k(\Gamma) = \sum_{M \in M_k(\Gamma)} W(\Gamma, M) \]
\[ Z(\Gamma) = \sum_{M \in M_1(\Gamma)} W(\Gamma, M). \]

Here PerfMatch(\(\Gamma\)) = \(Z_N(\Gamma)\) and NearPerfMatch(\(\Gamma\)) = \(Z_{N-1}(\Gamma)\).

In the following we say that \(X\) approximates \(Y\) within ratio \(R\) iff
\[ YR^{-1} \leq X \leq YR. \]

We use the following theorem which is Corollary 4.3 of Ref. [16]. While Ref. [16] does not explicitly state the runtime bound, it is implicit in the proof.

**Theorem 3 (Approximate sampler [16]).** There exists a classical probabilistic algorithm \(A(\Gamma, \epsilon)\) which takes as input a graph \(\Gamma = (V, E, w)\) and a precision parameter \(\epsilon > 0\), and outputs a matching \(M \in M_1(\Gamma)\) according to a probability distribution \(P\). Moreover, for each \(M \in M_1(\Gamma)\) the probability \(P(M)\) approximates \(\frac{W(M)}{Z(\Gamma)}\) within ratio \(1 + \epsilon\). The runtime of the algorithm is
\[ O\left( |E|^3 |V| w_{\max}^4 \log(w_{\max}/w_{\min}) + |E|^2 w_{\max}^4 \log(\epsilon^{-1}) \right). \]

The following “log-concavity” theorem was proven by Heilmann and Lieb in Ref. [24] (a different proof for graphs with uniform edge weights is given in Ref. [16]).

**Theorem 4 (Theorem 7.1 of Ref. [24]).**
\[ Z_k(\Gamma)^2 \geq Z_{k-1}(\Gamma)Z_{k+1}(\Gamma). \]

As a direct consequence of log-concavity we obtain:

**Corollary 1.**
\[ \frac{1}{\sum_{e \in E} w(e)} = \frac{Z_0(\Gamma)}{Z_1(\Gamma)} \leq \frac{Z_1(\Gamma)}{Z_2(\Gamma)} \leq \ldots \leq \frac{Z_{N-1}(\Gamma)}{Z_N(\Gamma)}. \]

We are now going to show that, given \(\Gamma\) and an integer \(1 \leq k \leq N\), we can modify the edge weights such that that the probability of matchings containing \(k\) or \(k + 1\) edges is non-negligible. We shall write \(\Gamma(\alpha)\) for the graph obtained from \(\Gamma\) by multiplying all edge weights by \(\alpha\), i.e., \(\Gamma(\alpha) = (V, E, w'\alpha)\) with \(w'(\alpha) = w(\alpha)\). Define
\[ P_k(\alpha) = Z_k(\Gamma(\alpha))/Z(\Gamma(\alpha)). \]

**Lemma 2.** Let an integer \(1 \leq k \leq N\) and \(\Gamma = (V, E, w)\) be given. Suppose \(\frac{Z_{k-1}(\Gamma)}{Z_k(\Gamma)} \leq q(N)\) where \(q\) is a polynomial. Furthermore, suppose that \(\alpha_k > 0\) approximates \(\frac{Z_{k-1}(\Gamma)}{Z_k(\Gamma)}\) within ratio \(1 + \frac{\epsilon}{2N}\) for some \(\epsilon \in (0, 1)\). Then
\[ P_k(\alpha_k) = \Omega(N^{-1}) \quad \text{and} \quad P_{k+1}(\alpha_k) = \Omega\left(N^{-1}|E|^{-1}q(N)^{-1}w_{\max}^{-1}\right). \]

**Proof.** In the following for ease of notation we write \(\alpha = \alpha_k\). First let \(i \geq k\) and note that
\[ P_k(\alpha) = Z_k(\Gamma)/Z_i(\Gamma) \geq \left( \frac{Z_{k-1}(\Gamma)}{Z_k(\Gamma)} \right)^{i-k} \geq \left( 1 + \frac{\epsilon}{2N} \right)^{-N} \geq \frac{1}{2}. \]

where in the third inequality we used Corollary 1 and in the last inequality we used the fact that \(\left( 1 + \epsilon/2N \right)^N \leq \left( 1 + \epsilon \right)^{2N} \leq 1 + \epsilon \leq 2\). A symmetric argument establishes the same bound in the case \(i < k\), i.e., \(P_k(\alpha) \geq P_i(\alpha)/2\) for all \(i\). Since \(\sum_{i=0}^N P_i(\alpha) = 1\) this implies \(P_k(\alpha) \geq (2N + 2)^{-1}\) which establishes the first claim in Eq. (24). We also have
\[ P_{k+1}(\alpha) = \frac{Z_{k+1}(\Gamma)}{Z_k(\Gamma)} P_k(\alpha) \geq \left( 1 + \frac{\epsilon}{2N} \right)^{-1} \frac{Z_{k-1}(\Gamma)}{Z_k(\Gamma)} P_k(\alpha) \geq \frac{1}{2q(N)\sum_{e \in E} w(e)} P_k(\alpha). \]

where in the last inequality we used Corollary 1 twice, along with the fact that \(\frac{Z_{k-1}(\Gamma)}{Z_k(\Gamma)} \leq q(N)\). Substituting \(\sum_{e \in E} w(e) \leq |E|w_{\max}\) and \(P_k(\alpha) = \Omega(N^{-1})\) gives the second claim in Eq. (24).
Algorithm $\mathcal{B}(\Gamma, T, q, \delta)$

1: $\alpha_1 \leftarrow \left(\sum_{e \in E} w(e)\right)^{-1}$
2: $\Pi \leftarrow \sum_{e \in E} w(e)$. \hfill $\triangleright$ Set $\alpha_1 = \frac{Z_0(\Gamma)}{Z_1(\Gamma)}$
3: for $k = 1$ to $N - 1$ do
4: if $\alpha_k > 2q(N)$ or $\alpha_k < \left(2\sum_{e \in E} w(e)\right)^{-1}$ then return 0 \hfill $\triangleright$ Set $\Pi = Z_1(\Gamma)$
5: end if
6: Make $T$ calls to $\mathcal{A}(\Gamma(\alpha_k), \delta)$, resulting in outputs $Y = \{y_1, \ldots, y_T\} \in M_r(\Gamma)$. \hfill $\triangleright$ $\alpha_k$ is our estimate of $\frac{Z_k(\Gamma)}{Z_{k+1}(\Gamma)}$
7: $p_k \leftarrow T^{-1}|Y \cap M_k(\Gamma)|$
8: $p_{k+1} \leftarrow T^{-1}|Y \cap M_{k+1}(\Gamma)|$
9: if $p_k$ = 0 or $p_{k+1} = 0$ then return 0 \hfill $\triangleright$ $\Pi$ is our estimate of $Z_{k+1}(\Gamma)$
10: end if
11: $\alpha_{k+1} \leftarrow \frac{\alpha_k p_k}{p_{k+1}}$ \hfill $\triangleright$ $\alpha_{k+1}$ is our estimate of $\frac{Z_k(\Gamma)}{Z_{k+1}(\Gamma)}$
12: $\Pi \leftarrow \Pi / \alpha_{k+1}$
13: end for
14: return $\Pi$

Theorem 5. Let $q$ be a polynomial and let $\epsilon > 0$ be given. Let $\Gamma = (V, E, w)$ satisfy $\frac{Z_{N-1}(\Gamma)}{Z_N(\Gamma)} \leq q(N)$. One can choose $T = \tilde{O} (\epsilon^{-2}N^4 |E|^2 w_{\max}^2 q(N)^2)$ and $\delta = \Theta(\epsilon N^{-1})$ such that, with probability at least $3/4$, the output of algorithm $\mathcal{B}(\Gamma, T, q, \delta)$ approximates $Z_N(\Gamma)$ within ratio $1 + \epsilon$.

Proof. For each $1 \leq k \leq N$ let $\mathcal{E}_k$ denote the event that the algorithm $\mathcal{B}(\Gamma, T, q, \delta)$ assigns a value to variable $\alpha_k$ before terminating and that this value approximates $\frac{Z_{k-1}(\Gamma)}{Z_k(\Gamma)}$ within ratio $1 + \epsilon / 2N$. We shall prove inductively that

$$\Pr[\mathcal{E}_k] \geq \left(1 - \frac{1}{4N^2}\right)^k, \quad 1 \leq k \leq N. \tag{26}$$

The theorem then follows directly from Eq. (26). Let $X$ denote the output of the algorithm. If events $\mathcal{E}_1, \mathcal{E}_2, \ldots, \mathcal{E}_N$ all occur then $X = (\alpha_1 \alpha_2 \ldots \alpha_N)^{-1}$, and

$$\Pr[X \text{ approximates } Z_N(\Gamma) \text{ within ratio } (1 + \epsilon / 2N)^N] \geq \left(1 - \frac{1}{4N^2}\right)^\sum_{k=1}^N k.$$

Noting that $(1 + \epsilon / 2N)^N \leq 1 + \epsilon$ and that $(1 - \frac{1}{4N^2})^\sum_{k=1}^N k \geq (1 - \frac{1}{4N^2})^{N^2} \geq 3/4$ then completes the proof.

It remains to establish Eq. (26). It holds trivially for $k = 1$ since $\alpha_1 = \left(\sum_{e \in E} w(e)\right)^{-1} = Z_0(\Gamma) / Z_1(\Gamma)$. For the inductive step let us suppose that Eq. (26) holds for $k$. Then

$$\Pr[\mathcal{E}_{k+1}] \geq \Pr[\mathcal{E}_{k+1} | \mathcal{E}_k] \Pr[\mathcal{E}_k] \geq \left(1 - \frac{1}{4N^2}\right)^k \Pr[\mathcal{E}_{k+1} | \mathcal{E}_k].$$

To complete the proof it suffices to show that the conditional probability above satisfies

$$\Pr[\mathcal{E}_{k+1} | \mathcal{E}_k] \geq \left(1 - \frac{1}{4N^2}\right). \tag{27}$$

So now suppose that event $\mathcal{E}_k$ has occurred. Let us examine what happens during the $k$th iteration of the for loop in the algorithm. By our inductive hypothesis, when the algorithm reaches the $k$th iteration of line 3 we have

$$\left(1 + \frac{\epsilon}{2N}\right)^{-1} \frac{Z_{k-1}(\Gamma)}{Z_k(\Gamma)} \leq \alpha_k \leq \left(1 + \frac{\epsilon}{2N}\right) \frac{Z_{k-1}(\Gamma)}{Z_k(\Gamma)}. \tag{28}$$
and since \((\sum_{e \in E} w(e))^{-1} \leq \frac{Z_k(\Gamma)}{d_k^2(\Gamma)} \leq q(N)\) (by Corollary 11) we see that the algorithm continues past line 4 without terminating. Let us now consider the values \(p_k\) and \(p_{k+1}\) which are subsequently assigned in lines 7 and 8. Both of these quantities are averages of i.i.d 0/1-valued random variables:

\[
p_k = \frac{1}{T} \sum_{i=1}^{T} \mathbb{1}_k(y_i) \quad p_{k+1} = \frac{1}{T} \sum_{i=1}^{T} \mathbb{1}_{k+1}(y_i) \quad \mathbb{1}_j(M) = \begin{cases} 1, & M \in M_j(\Gamma) \\ 0, & \text{otherwise} \end{cases}
\]

Here each \(y_i\) is drawn from the output of \(\mathcal{A}(\alpha_k, \delta)\). Applying Theorem 3 we see that

\[
\mathbb{E}[p_j] \text{ approximates } P_j(\alpha_k) \text{ within ratio } (1 + \delta) \quad j = k, k + 1. \tag{29}
\]

Applying Hoeffding’s inequality we get

\[
\Pr \left[ |p_j - \mathbb{E}[p_j]| \geq \mathbb{E}[p_j]\gamma \right] \leq 2e^{-2T(\mathbb{E}[p_j])^2\gamma^2} \leq 2e^{-T(P_j(\alpha_k))\gamma^2/2} \quad j = k, k + 1. \tag{30}
\]

where in the last inequality we used the fact that Eq. (29) implies \(\mathbb{E}[p_j] \geq P_j(\alpha)/2\). Using Eq. (28) and applying Lemma 2 we see that \(P_k(\alpha_k)\) and \(P_{k+1}(\alpha_k)\) are bounded as in Eq. (24). Thus by choosing

\[
T = \Theta \left( \frac{\log(N)}{(P_{k+1}(\alpha_k))^{2\gamma^2}} \right) = \tilde{\Theta} \left( \gamma^{-2}N^2|E|^2 w_{\max}^2 q(N)^2 \right),
\]

we can ensure that the right-hand side of Eq. (30) is at most \(\frac{1}{8N^2}\) and therefore, with probability at least \(1 - \frac{1}{4N^2}\) we have:

\[
\frac{p_k}{p_{k+1}} \text{ approximates } \frac{\mathbb{E}[p_k]}{\mathbb{E}[p_{k+1}]} \text{ within ratio } \frac{1 + \gamma}{1 - \gamma}. \tag{31}
\]

To complete the proof we now show that, for suitably chosen \(\gamma, \delta\), Eqs. (29,31) together imply that event \(E_{k+1}\) occurs. Since Eq. (31) was shown to hold with probability at least \(1 - \frac{1}{4N^2}\) this proves Eq. (27).

Putting together Eqs. (29,31) we get that

\[
\frac{p_k}{p_{k+1}} \text{ approximates } \frac{P_k(\alpha_k)}{P_{k+1}(\alpha_k)} \text{ within ratio } R(\gamma, \delta) = \left( \frac{1 + \gamma}{1 - \gamma} \right) (1 + \delta)^2. \tag{32}
\]

Choose \(\gamma = \epsilon/(c_1N)\) and \(\delta = \epsilon/(c_2N)\) for absolute constants \(c_1, c_2 > 0\) such that \(R(\gamma, \delta) \leq 1 + \frac{\epsilon}{2N}\). With this choice, and noting that \(\alpha_k \frac{P_k(\alpha_k)}{P_{k+1}(\alpha_k)} = Z_k(\Gamma)/Z_{k+1}(\Gamma)\), we see that Eq. (32) implies that \(\alpha_{k+1} = \alpha_k p_k/p_{k+1}\) approximates \(Z_k(\Gamma)/Z_{k+1}(\Gamma)\) within ratio \(1 + \frac{\epsilon}{2N}\). In other words event \(E_{k+1}\) occurs. This completes the proof.

Finally we now complete the proof of Theorem 2.

**Proof of Theorem 2** Theorem 5 states that the output \(X\) of the algorithm \(B(\Gamma, T, q, \delta)\) satisfies

\[
(1 + \epsilon)^{-1} Z_N(\Gamma) \leq X \leq (1 + \epsilon) Z_N(\Gamma)
\]

with probability at least 3/4. Using the fact that \((1 + \epsilon)^{-1} \geq (1 - \epsilon)\) we see that the algorithm provides a randomized approximation scheme for \(Z_N(\Gamma) = \text{PerfMatch}(\Gamma)\) (provided that \(T, \delta\) are chosen as specified in Theorem 5). Now let us upper bound the runtime of the algorithm. Each time the subroutine \(\mathcal{A}\) is called its graph argument has edge weights \(w(e) \cdot \alpha_k\) for some \(k\), which is always upper bounded by \(w_{\max}(2q(N))\) due to the condition in Line 4 of the algorithm. Using Eq. (23) with \(w_{\max} \rightarrow 2w_{\max} q(N)\) the runtime of each such call is upper bounded by

\[
\tilde{O} \left( N|E|^3 w_{\max}^4 q(N)^4 \right).
\]

Multiplying this by the maximum total number \(NT\) of calls to \(\mathcal{A}\) and substituting \(|V| = 2N\) we obtain the claimed runtime bound from theorem 2.
Proof of Lemma 1

In this Appendix we prove Lemma 1. We begin by stating bounds of the form Eqs. (10) (11).

Proposition 1. For $0 < t < 1$ we have
\begin{align*}
g(t) &= e^{-t/2(Y \otimes Y - X \otimes X) + E(t)} \quad \|E(t)\| \leq t^2 \\
h(t) &= e^{-t/2(-Y \otimes Y - X \otimes X) + F(t)} \quad \|F(t)\| \leq t^2.
\end{align*}

We defer the (straightforward) proof of Proposition 1. We shall also use the following bound.

Lemma 3. Let $H_1, H_2, \ldots, H_L$ be Hermitian operators with $\|H_i\| \leq \delta$ for all $i$, where $0 \leq \delta L \leq 1/2$. Define
\[ C = e^{H_L/2} e^{H_{L-1}/2} \ldots e^{H_1/2}. \]
Then there exists a Hermitian operator $\Delta$ such that
\[ CC^\dagger = e^{H_1 + H_2 + \ldots + H_L + \Delta} \quad \text{and} \quad \|\Delta\| \leq 2\pi(\delta L)^3. \]

Proof. Consider a time dependent Hamiltonian $H(t)$ with $t \in [-L, L]$ defined as follows:
\[ H(t) = \begin{cases} H_a/2 & \text{if } a - 1 \leq |t| < a \text{ for some } a = 1, \ldots, L \\ 0 & \text{otherwise.} \end{cases} \]

Let $U(t)$ be the solution of a differential equation
\[ \frac{dU(t)}{dt} = H(t)U(t), \quad -L \leq t \leq L. \]
We choose initial conditions $U(-L) = I$. Note that $U(L) = CC^\dagger$. The Magnus expansion gives
\[ CC^\dagger = U(L) = \exp[\Omega], \quad \Omega = \sum_{k=1}^{\infty} \Omega_k, \]
where
\[ \Omega_1 = \int_{-L}^{L} dt \, H(t) = H_1 + H_2 + \ldots + H_L, \]
and
\[ \Omega_2 = \frac{1}{2} \int_{-L}^{L} dt \int_{-L}^{t} ds \, [H(t), H(s)]. \]
The norm of the higher order terms can be bounded as
\[ \|\Omega_k\| \leq \pi \left( \int_{-L}^{L} \|H(t)\| dt \right)^k \leq \pi(\delta L)^k. \]
see page 29 of Ref. 25. Here in the last inequality we used the bound $\|H(t)\| \leq \delta/2$. Let us choose
\[ \Delta = \Omega - \Omega_1. \]
Since $\Omega_1$ and $\Omega$ are hermitian, we infer that $\Delta$ is hermitian. A direct inspection shows that $\Omega_2 = 0$. Therefore Eq. (41) gives
\[ \|\Delta\| = \|\Omega - \Omega_1 - \Omega_2\| \leq \sum_{k=3}^{\infty} \|\Omega_k\| \leq \pi \sum_{k=3}^{\infty} (\delta L)^k \leq \pi(\delta L)^3 \sum_{k=0}^{\infty} 2^{-k} = 2\pi(\delta L)^3. \]
\[ \square \]
We now use Eqs. [9-33,34] and Lemma [3] to prove Lemma [1].

Proof of Lemma [1] It will be convenient to rewrite the Hamiltonian Eq. (1) using coefficients \( p_{ij} = (b_{ij} - c_{ij})/2 \) and \( q_{ij} = (b_{ij} + c_{ij})/2 \), i.e.,

\[
H = \sum_{1 \leq i < j \leq n} p_{ij} (-X_i X_j - Y_i Y_j) + \sum_{1 \leq i < j \leq n} q_{ij} (-X_i X_j + Y_i Y_j) + \sum_{i=1}^{n} d_i (I + Z_i). \tag{44}
\]

Using the fact that \( |c_{ij}| < b_{ij} \leq 1 \) we see that \( p_{ij}, q_{ij} \in [0,1] \).

Let \( 0 < \epsilon < 1 \) and \( \beta > 0 \) be given. Let \( r > 2\beta \) be a positive integer which we will fix later. Define a rescaled Hamiltonian and rescaled coefficients

\[
H' = \frac{\beta}{r} H, \quad p'_{ij} = \frac{\beta}{r} p_{ij}, \quad q'_{ij} = \frac{\beta}{r} q_{ij}, \quad d'_i = \frac{\beta}{r} d_i. \tag{45}
\]

The rescaled coefficients satisfy

\[
0 \leq p'_{ij}, q'_{ij}, |d'_i| \leq \frac{\beta}{r} < \frac{1}{2}. \tag{46}
\]

Consider a product

\[
C = \prod_{1 \leq i \leq n} f_i (e^{-d'_i}) \prod_{1 \leq i < j \leq n} g_{ij} (q'_{ij}) \prod_{1 \leq i < j \leq n} h_{ij} (p'_{ij}) \tag{47}
\]

\[
= \prod_{1 \leq i \leq n} e^{-d'_i (I + Z_i)/2} \prod_{1 \leq i < j \leq n} e^{-q'_{ij}/2 (Y_i Y_j - X_i X_j) + E_{ij}} \prod_{1 \leq i < j \leq n} e^{-p'_{ij}/2 (Y_i Y_j - X_i X_j) + F_{ij}} \tag{48}
\]

where in the second line we used Eqs. [9-33,34]. Here the Hermitian operators \( E_{ij}, F_{ij} \) satisfy

\[
\| E_{ij} \| \leq (q'_{ij})^2 \leq \frac{\beta^2}{r^2}, \quad \| F_{ij} \| \leq (p'_{ij})^2 \leq \frac{\beta^2}{r^2}. \tag{49}
\]

The bounds Eq. (49) and the fact that \( e^{-d'_i} \leq e^{1/2} < 2 \) ensure that Eq. (47) is a product of \( n^2 \) gates from the set \( G \) defined in Eq. (8). Furthermore, Eq. (48) has the form Eq. (35) with \( L = n^2 \), and

\[
\| H_i \| \leq \max_{j_k} \left\{ 2d'_j, 2q'_{jk} + 2\| E_{jk} \|, 2p'_{jk} + 2\| F_{jk} \| \right\} \leq (2\beta/r + 2\beta^2/r^2) \leq \frac{3\beta}{r} \tag{50}
\]

where we used Eq. (46). Applying Lemma (3) and using Eqs. [44,45] gives

\[
CC^\dagger = \exp \left[ -H' + \sum_{1 \leq i < j \leq n} (2E_{ij} + 2F_{ij}) + \Delta \right] \| \Delta \| \leq 2\pi \left( \frac{3\beta n^2}{r} \right)^3 \tag{51}
\]

as long as our choice of \( r \) satisfies

\[
6\beta n^2 r^{-1} \leq 1 \tag{51}
\]

(which will be the case, see below). Using Eq. (49) and the triangle inequality gives

\[
CC^\dagger = e^{-H' + D} \| D \| \leq \frac{2n^2 \beta^2}{r^2} + 2\pi \left( \frac{3\beta n^2}{r} \right)^3, \tag{52}
\]

and

\[
(CC^\dagger)^T = e^{-rH' + rD} = e^{-\beta H + Q} \| Q \| \leq \frac{2n^2 \beta^2}{r} + \frac{2\pi 3^2 \beta^3 n^6}{r^2}. \tag{53}
\]

Since \( C \) is a product of \( n^2 \) gates from \( G \) the left hand side is a product of \( J = 2n^2 r \) such gates. At the end of the proof we will choose \( r \) to ensure that \( \| Q \| \leq \epsilon/4 \).
Next consider a partial product of the form given on the left hand side of Eq. 13. Since $CC^\dagger$ is a product of $2n^2$ gates and $G_jG_{j-1}\ldots G_1 = (CC^\dagger)^r$, we may write

$$G_jG_{j-1}\ldots G_i = L_{ij}(CC^\dagger)^{K/R_{ij}}$$

(54)

where $K \geq 0$ and $R_{ij}$ and $L_{ij}$ are each products of at most $2n^2 - 1$ gates $\{G_i\}$, and furthermore $R_{1j} = L_{ij} = 1$. Since each gate is of the form $G_t = e^{H_t/2}$ where $H_t$ satisfies Eq. (50), we have $\|G_t\| \leq e^{\beta/2}$, and thus

$$\|R_{ij}\|, \|L_{ij}\| \leq e^{3\beta/(2n^2-1)} \leq e^{1/2} \leq 2$$

(55)

where we used Eq. (51). Moreover, since the left-hand side of Eq. (54) contains $j - i + 1$ gates in total and $R_{ij}, L_{ij}$ contain at most $2n^2 - 1$ gates each, we have

$$0 \leq (j - i + 1) - 2n^2K \leq 2(2n^2 - 1),$$

and therefore

$$\left| K - \frac{(j - i + 1)}{2n^2} \right| \leq 2.$$  

(56)

Combining Eqs. (52, 53) we obtain

$$G_jG_{j-1}\ldots G_i = L_{ij}e^{-KH' + KD}R_{ij},$$

(57)

where

$$\|KD\| \leq \|rD\| = \|Q\|$$

(58)

and, using $H' = \beta/rH$ and Eq. (56),

$$\|KH' - \frac{(j - i + 1)\beta}{2n^2r}H\| \leq \frac{2\beta}{r}\|H\| \leq 4n^2\beta/r.$$  

(59)

Combining Eqs. (57, 58, 59) and using the fact that $J = 2n^2r$ gives Eq. (13) with

$$\|W_{ij}\| \leq \frac{4n^2\beta}{r} + \|Q\| \leq \frac{4n^2\beta}{r} + \frac{2n^2\beta^2}{r} + \frac{2\pi^3\beta^3n^6}{r^2},$$

where in the last inequality we used Eq. (53). Now choose $r = O(n^3|\beta|^2e^{-1})$ to make the right hand side at most $\epsilon/4$ and such that Eq. (51) is also satisfied. This gives Eqs. (12, 13) with $\|Q\| \leq \|W_{ij}\| \leq \epsilon/4$. Noting that $J = 2n^2r = O(n^5(\beta^2 + 1)e^{-1})$ completes the proof.

Finally, we prove Proposition 4.

Proof of Proposition 4. We have the equality

$$g(t) = \exp\left[ \frac{1}{2}R(t)(X \otimes X - Y \otimes Y) + \frac{t}{4}R(t)(Z \otimes I + I \otimes Z) \right]$$

(60)

for all $t > 0$, where

$$R(t) = \frac{1}{\sqrt{1 + t^2/4}} \cosh^{-1}(1 + t^2/2) = \frac{1}{\sqrt{1 + t^2/4}} \log\left(1 + t\sqrt{1 + t^2/4 + t^2/2}\right).$$

Using a second order Taylor expansion about $t = 0$ one can confirm that

$$|R(t) - t| \leq t^3/6 \quad 0 < t < 1.$$  

(61)

Indeed, $R(t)$ has a continuous second derivative on $[0,1]$, and is thrice differentiable on the open interval $(0,1)$. Applying Taylor’s theorem we obtain

$$R(t) = t + 0 \cdot t^2 + \text{Error} \quad |\text{Error}| \leq \frac{t^3}{3!} \max_{(0,1)} \left| \frac{d^3R}{dt^3} \right| \quad 0 < t < 1.$$  

(62)
Here
\[ \frac{d^3R}{dt^3} = \frac{44t^2 - 64}{(t^2 + 4)^3} + \frac{72t - 12t^3}{(t^2 + 4)^{7/2}} \cosh^{-1}(1 + t^2/2) \quad t > 0. \]

The first term is negative and has magnitude at most 1 on the interval (0, 1) whereas the second term is nonnegative and has magnitude at most \( \frac{72}{3^{7/2}} \cosh^{-1}(3/2) = 0.54... \) on (0, 1). Therefore \( \max_{(0,1)} \left| \frac{d^3R}{dt^3} \right| \leq 1 \) and plugging into Eq. (60) gives Eq. (61).

From Eq. (61) and \( \|X \otimes X - Y \otimes Y\| = \|(Z \otimes I + I \otimes Z)\| = 2 \) we obtain
\[ \left\| \frac{1}{2}(R(t) - t)(X \otimes X - Y \otimes Y) + \frac{t}{4}R(t)(Z \otimes I + I \otimes Z) \right\| \leq \frac{t^3}{6} + \frac{t}{2} \left( t + \frac{t^3}{6} \right) \leq t^2 \quad 0 < t < 1. \]

Using this bound in Eq. (60) we arrive at Eq. (63).

Finally, from Eq. (7) we see that \( h(t) = (I \otimes X)g(t)(I \otimes X) \) and therefore Eq. (63) implies Eq. (64) where \( F(t) = (I \otimes X)E(t)(I \otimes X) \). \[ \square \]