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ABSTRACT
As the rapid development of smart city and Internet of Things (IoT), related research issues have attracted much attention from industry and academia around the world, and Bicycle-Sharing System (BSS) is one of the thriving applications of smart transportation system. BSS is a system that allows users to rent a bicycle from any automatic rental station, have a short travel around the city, and return it at any station. It aims to reduce urban traffic congestion, environmental pollution, and energy consumption by encouraging people to ride public bicycles as short-distance transportation and reduce the use of private vehicles. In addition to commuting, it can also be used for traveling or leisure and entertainment. There’re many BSSs around the world, such as Vélib’ in Paris, Citi Bike in New York, and YouBike in Taipei.

Most of the BSSs have docks at the automatic rental station to lock the bicycles, so users should rent and return the bicycles to the dock at the station belonging to the same BSS. Therefore, some of the stations in BSS may be lack or full of bicycles at peak hours such as the end of school hours during the day, making some people unable to rent or return the bicycles. Thus, the key point for success of BSS is having a good quality of service for users, which means that the stations should have enough bicycles to be rented and free places for users to return the bicycles. If not, then they cannot satisfy all the users’ needs. The problem is usually solved by dedicated vehicles to rebalance the bicycles in the middle of the night, that is, picking up the bicycles from the stations which have too many bicycles and unloading them to the stations having too few bicycles. However, there are still some problems with this method. First, the trucks are rebalancing in the middle of the night, so they cannot solve the unsatisfied demands during the day. Furthermore, even though we can monitor the remaining number of bicycles at each station in real time, it may be too late to assign vehicles to rebalance when the station has already become empty or full. As a result, we need a prediction method to predict the number of renting or returning bicycles from users in the future. Most of the existing solutions from the literature are statistic models [1], [3], [12], [13], [20], [21], [24], [25], [27], but they have a disadvantage: they need to assume the rental behavior from users in BSS to be random events. Besides, Poisson, one of the most commonly used statistical methods
in the literature, is not accurate enough since it just calculates the averages in the past and does not consider the spatial characteristics between different stations (including the POIs near the stations). Accordingly, we need a more accurate method, and that is why we apply neural network.

Due to the motivation mentioned above, we investigate the problem of solving users’ unsatisfied demands in BSS. Our objective is to predict the rental behavior accurately before the trucks rebalance the bicycles so that the trucks can rebalance the bicycles based on the predicted results and thus minimize the user’s unsatisfied demand. We propose a modified Recurrent Neural Network (RNN) to predict the number of renting or returning bicycles from users at each station in the future (we called it “the rental from users” briefly). The RNN consists of three parts: period, closeness, and general, and each of them represents the historical records in different time intervals in the past time respectively. We input the historical rental data into RNN, and after iterative training, we can obtain a set of optimal parameters of RNN. As a result, we can predict the bicycle rental in the coming day by inputting the rental records of the past time into the RNN.

The contributions of this paper are listed below:

1) We enhance and extend the RNN model from the literature, which predict the parking availability at that time, to be able to predict the rental from users for a long time in the future.
2) We consider both temporal and spatial characteristics of the stations in the model to improve the prediction accuracy.
3) Considering the periodicity of time, we use sine and cosine to model the temporal feature and design a “POI feature vector” to express the spatial characteristics of each station well.
4) We use the real data – YouBike data in Taipei – to conduct experiments. The experimental results show that our method can win the method of Poisson up to 15.38%.

The rest of this paper is organized as follows. First, we review the related works about BSS in Section II. Next, Section III is the problem statement for explaining the various terms in BSS. Then, the method we propose for rental prediction is explained in detail in Section IV. After that, we evaluate the performance of our method and compare the effectiveness between this and the other method in Section V. Finally, we conclude our findings and briefly discuss some future works in Section VI.

II. RELATED WORK

In this section, we reviewed the important literature related to Bicycle Bicycle-Sharing System (BSS). In order to avoid the problem of having too few or too many bicycles at some stations, which causes users’ unsatisfied demand, we need to analyze and predict the bicycle rental behavior beforehand for the subsequent bicycle rebalancing problem. Therefore, we divide the literature into two topics: bicycle rental behavior analysis and bicycle rental behavior prediction.

A. BICYCLE RENTAL BEHAVIOR ANALYSIS

The research of bicycle rental behavior analysis can be divided into three categories: 1) explore the factors that affect the usage of BSS, including weather, spatial relationship, temporal characteristics, topology, and rent fee, 2) investigate the strategic planning and recommend the location, quantity, or capacity of new bicycle stations, 3) explore the benefits of BSS, including traffic and health.

In the first part, we introduce the literature analyzing the factors that affect the bicycle rental behavior of users. First, Borgnat et al. [3] explained that the large dataset of BSS can be used to analyze the movements of using bicycles in the city, including the factor of weather. Bachand-Marleau et al. [2] discovered the influence of spatial relationship on the frequency of use. They found that the proximity of home to the docking stations would have the greatest effect on the probability of using BSS. Therefore, they also provided the strategic planning: increasing the number of stations in the residential neighborhoods to maximize the usage of BSS. García-Palomares et al. [11] investigated the factor of spatial relationship as well. They proposed a GIS (Geographic Information System) based approach to calculate the spatial distribution of the potential demand for trips and discovered that the relationship between the location of the bicycle stations and potential demand (population, activities, and public transport stations) is the key factor for the success of BSS. Thus, they determined the optimal location and capacity of bicycle stations based on the characteristics of the demand. Rudloff and Lackner [23] applied Poisson model, negative binomial model, and hurdle model to model the overall demand and found the influence of weather and “full or empty neighboring stations” on the demand in BSS.

In addition to weather and spatial relationship, Faghih-Imani et al. [7] still investigated the factor of temporal characteristics. They examined the effect of meteorological data, temporal characteristics, bicycle infrastructure, land use, and built environment attributes on the demand of BSS and found that each factor has different predictable effects on bicycle rental behavior. Based on this, they provided recommendations for new stations, for instance, increasing the number of bicycles stations or neighboring the bicycle facilities or restaurants to increase the usage of BSS. Frade and Ribeiro [8] explored two effects on the rental behavior: one is the distance between the start and the end point, and the other one is topography. They discovered that the stations are specially deployed near the steep slope in their study area so that the cyclists can ride a bicycle in one direction and use other transport modes (such as buses) for the opposite direction. Finally, apart from the network topology, Jurdak [15] also studied the impact of cost on the behavior of users in BSS. He found that the spatial topology of BSS is not strongly affecting the usage patterns, though the cost has higher impact on the willingness of short-term users.
Secondly, there’re some articles investigating the strategic planning in BSS. O’Brien et al. [19] published the first thesis that analyzes the data from 38 BSSs around the world (including YouBike and CityBike in Taiwan). They compared three kinds of characteristics (aggregate, spatial, and temporal) of the BSSs and proposed a system classification based on temporal characteristics. These features can provide suggestions for the location of new docking stations. Lin and Yang proposed a model in 2011 to determine the number and the locations of bicycle stations [17] and proposed a hub location inventory model with Chang in 2013 to additionally provide recommendations on the capacity of the station [18]. Lastly, after studying the factors affecting the bicycle rental behavior, the authors of [8] published the research for strategic planning in BSS in the next year, including locating the stations and defining the capacity of the stations [9].

Finally, there is some literature exploring the benefits of BSS. One is from Jäppinen et al. [14]. They modeled a hypothetical BSS and quantified its spatial effect on public transport travel times. The other one is the research from Woodcock et al. They modeled the impacts of BSS in their study area on the health of its users [26].

B. BICYCLE RENTAL BEHAVIOR PREDICTION

By analyzing the bicycle rental behavior of BSS, we can develop the algorithm for the bicycle rental behavior prediction. There’re mainly four kinds of things to predict: 1) inventory level: the number of remaining bicycles in the future, 2) rental from users: the number of renting or returning bicycles from users in the future, 3) unsatisfied demand: how many users that can’t rent or return bicycles, 4) position of bicycles: at which station each bicycle will be. Predicting these things are all for avoiding the unsatisfied demand. As for the methods, we can divide them into two categories: statistical model and data mining. Statistical model includes regression model, Poisson process, Markov chain, and random walk, and data mining includes pattern mining and deep learning.

Most of the studies use mathematic statistics model to predict. After the bicycle rental behavior analyzing study in the previous part, Borgnat et al. [3] used linear regression model considering the weather factor to predict the inventory level of BSS and further calculated the rental and unsatisfied demand from users. Alvarez-Valdes et al. [1] assumed the withdrawal and return rates as two independent and inhomogeneous Poisson processes, estimated the number of withdrawals and returns from the historical records, and computed the unsatisfied demand by Skellam distribution and conditional probability. The other studies using mathematic statistics model also apply Poisson process but additionally introduce the concept of Markov chain. Raviv and Kolka [20] proposed an inventory model, defined a function called User Dissatisfaction Function (UDF) and used Continuous-Time Markov Chain (CTMC) to represent the inventory of each station. Zhang et al. [27] applied the model from [20] but added other constrains that are closer to reality additionally.

Regue and Recker [21] proposed two predictive models to predict the demand from users and the inventory of the stations respectively. Gast et al. [12] proposed a queuing theoretical time-inhomogeneous model, which models a station as a queue to estimate the inventory level of the station. Ghosh et al. [13] also regarded the customer arrivals at the stations as Poisson process and predicted the changing of the remaining number of bicycles by Markov Decision Process (MDP). Schuijbroek et al. [24] modeled the stochastic demand by considering the inventory at each station to be a non-stationary queuing system with finite capacity. Instead of Poisson process and Markov chain, Tomaras et al. [25] used random walk to predict the bike demand changes at the stations.

The rest of the literature uses other kind of methods to predict. Caglierio et al. [6] proposed a pattern called Occupancy Monitoring Pattern (OMP) and used it in pattern mining to detect the situations of dock overload. Based on Artificial Neural Networks (ANN) and fuzzy logic, Caggiani and Ottomanelli [5] proposed a modular Decision Support System (DSS) to predict the demand. In 2018, they proposed a new comprehensive dynamic bicycle redistribution methodology with Camporeale and Szeto [4]. They clustered the stations in terms of spatio-temporal correlation and then predicted the number and position of bicycles by Nonlinear AutoRegressive neural network with eXogenous inputs (NARX) approach from Leontaritis and Billings [16]. Finally, Gao and Lee [10] proposed a new hybrid approach combining a Fuzzy C-Means (FCM)-based Genetic Algorithm (GA) with Back Propagation Network (BPN) to effectively predict the rental demand.

III. PROBLEM STATEMENT

In this section, we formally define the various terms in the problem we deal with. Our topic is to predict the rental from users in Bicycle-Sharing System (BSS), so we draw a picture to demonstrate the whole scenario of BSS (including the required POI information) in Fig. 1, and all of the notations about BSS and POI are summarized in Table 1.

Definition 1 (Bicycle): Bicycles in BSS are available for shared use to users on a short-term trip. The total number of bicycles in BSS is constant.
TABLE 1. The notations about BSS and POI.

| Notation | Description |
|----------|-------------|
| \( F_r \) | The rental data |
| \( t \) | The time interval |
| \( s, S \) | A station, set of station |
| \( b, d \) | The number of bicycles, the number of docks |
| \( \text{cap} \) | The capacity of a station |
| \( \text{id}, \text{na} \) | The id and name of a station |
| \( \text{lng}, \text{lat} \) | The latitude and longitude of a station |
| \( \text{poi}, \text{POI} \) | A POI, set of POIs |
| \( \text{ty} \) | A type of POI, set of POI types |

Definition 2 (Dock): The dock is a special bicycle rack that locks the bicycle and is only released by computer control. After finishing riding the bicycle, the user should return it at the dock.

Definition 3 (Rental Data): The rental data \( F_r \) is the number of renting or returning bicycles from users at certain station during a time interval \( t \), and we also call them “the rental from users”.

Definition 4 (Station): A station \( s \) is a place for renting or returning bicycles. Each \( s \in S \) has various attributes: 1) \( s.b \) is the remaining number of bicycles at a certain time point, and it is also referred to as inventory level, 2) \( s.d \) is the remaining number of docks at a certain time point, 3) \( s.cap \) is the total number of docks and is also called capacity. In normal case, for each time point, \( s.b + s.d = s.cap \), 4) \( s.id \) and \( s.na \) is the unique ID and the name of \( s \) respectively, 5) \( s.lng \) and \( s.lat \) is the latitude and longitude of \( s \) respectively. Besides, each \( s \in S \) has \( F_r \) in each \( t \).

Definition 5 (User): The users mean those who use BSS for riding the bicycles.

Definition 6 (BSS): As mentioned in Section I, BSS is a system that allows users to rent a bicycle from any automatic rental station, have a short travel around the city, and return it at any station. The BSS network consists of all the stations, including bicycles and docks, and users.

Definition 7 (POI): A POI (Point Of Interest) \( \text{poi} \) is a particular point, spot, or landmark recorded in electronic map. It can be a school, a restaurant, a company, or a park, and so on. All the POIs compose POI network. Each \( \text{poi} \in \text{POI} \) has its own ID \( \text{poi.id} \), name \( \text{poi.na} \), type \( \text{poi.ty} \) (such as food, mall, or business), and coordinate \( \text{poi.lat} \) and \( \text{poi.lng} \). There are usually various POIs around the station, which affect the station’s spatial characteristics.

Research Purpose: Given BSS network and POI network, our research purpose is to predict \( F_r \) in the future using \( F_r, t, \) \( s.lng, s.lat \), and \( \text{POI} \) such that the RMSE between real \( F_r \) and predicted \( F_r \) is minimized.

IV. PROPOSED METHOD

In the following, we introduce our proposed method for rental prediction. We describe our method in three parts. First, we show the system framework of our method. Then, we introduce the required data for the prediction and explain how to convert the data into the input features for the prediction model. Finally, our proposed model is explained in detail.

A. SYSTEM FRAMEWORK

Our system framework is illustrated in Fig. 2. The whole framework comprises three parts: input features, model, and output. First, we need to extract the features we need from the data we have obtained. Then, we will divide the data into training and testing data, where the training data will be further split the validation data out. Next, the training and validation data are fed into the neural network model for training. We refer to the model in the literature from Rong et al. [22], and the structure of our model will be introduced in the end of this section. After the training process, we can put the testing data into the trained model, and it will output the predicted results.

B. FEATURE EXTRACTION

Before the step to the prediction, we should prepare the required data first. We have three kinds of required data: station information, rental data, and POI data.

1) Station information: It contains basic information about each station \( s \in S \) in the specific BSS, including \( s.id, s.na, s.cap, s.lng, \) and \( s.lat \). The meanings for each notation are described in Section III.

2) Rental data: The rental data \( F_r \) is the main data for predicting the rental from users. It is the historical data of all the stations in the specific BSS and gives us the clues for predicting future trends. For each station \( s \in S \), it contains \( F_r \) for all the study time zones, and each one records the number in a specific time interval \( t \). The minimum time interval of data from the literature is 30 minutes, so in our case, \( t \) is 30 minutes, and in a whole day, it will record the number between 00:00 to 00:30, 00:30 to 01:00, until 23:30 to 24:00.

3) POI data: It is the POI data in the study area. Each \( \text{poi} \in \text{POI} \) contains \( \text{poi.na}, \text{poi.ty}, \text{poi.lat}, \) and \( \text{poi.lng} \).

In the following, we explain how to convert the data into the input features, which will be fed into the model. Our input features consist of three main parts: rental feature, temporal feature, and spatial feature. Finally, we briefly describe what kinds of features used in the literature are.

1) RENTAL FEATURE

Rental feature is rental data \( F_r \). As for its time and space information (in which time interval and which station), it is described in temporal and spatial features.
Therefore, we should use sine and cosine to split the week from 1 to 7, but it is incorrect. Monday is followed by Sunday.

As for the time feature, if a day is divided into \( n \) parts, then the length of each time interval \( t_i \) is \( 1/n \) day. As mentioned in the beginning of this section, the minimum time interval of data in the thesis we refer to is 30 minutes, so we set \( n \) as 48, and then the length of each \( t_i \) will be 30 minutes. Similar to the week data, the time data should also be split into sine and cosine, denoted as \( \sin t_i \) and \( \cos t_i \).

3) SPATIAL FEATURE

Spatial feature implies which station the information belongs to, so the most intuitive way to express is the latitude and longitude of the station: \( s.\text{lat} \) and \( s.\text{lng} \), and we adopt different kinds of normalization on them. However, we think that its spatial characteristics are more important. Because the POIs near the station would affect the spatial characteristics of the station, such as being full of POIs in food type or locating near school, which result in different rental behaviors, we design a “POI feature vector” (denoted as \( V_{poi} \)) that represents the spatial characteristics of the station, and inspecting the POIs near the station (we set the threshold as 100 meters) is for this purpose. Given \( k \) POI types, each station \( s \) has a \( V_{poi} \) containing \( k \) elements, which represent the effect level of the corresponding type to \( s \). The more POIs in certain type near \( s \) or the closer the POI in certain type to \( s \) is, the larger the corresponding number will be. The following explains how to calculate \( V_{poi} \) of any station \( s \):

1) Collect the POI data in the study area. Each \( poi \in POI \) contains \( poi.\text{na} \), \( poi.\text{ty} \), \( poi.\text{lat} \), and \( poi.\text{lng} \).
2) Find all the POIs within 100 meters from \( s \), and then count the number of POIs for each \( ty \in TY \), where \( TY \) is the set of all POI types.
3) In order to take the effect of the distance into account, for each \( ty \in TY \), sum up the reciprocals of the distances between \( s \) and each POI in type \( ty \). Because the reciprocal is a small number, we multiply it by 100 to make it bigger than 1.
4) Due to the discrepancy among the types (the values of common types such as food are usually higher than those of uncommon types such as entertainment), we take nature log of all the elements of the vector. Note that in order to avoid the error of \( \ln(0) \), we should add 1 to the numbers first before taking the log.

Here gives an example for calculating a POI feature vector, and the scenario is shown in Fig. 4. Assume that there are only three kinds of types: \( TY = \{ \text{food, park, sport} \} \), and then \( V_{poi} \) should have three elements, corresponding to these three types respectively. In Fig. 4, we can know that there are two POIs in type food and one POI in type sport near station \( s \). For each type \( ty \in TY \), sum up the reciprocals of the distances between \( s \) and each POI in type \( ty \) and multiply them by 100, and \( V_{poi} \) will be like this:

\[
\begin{bmatrix}
\frac{1}{50} \times 100 + \frac{1}{10} \times 100, 0, \frac{1}{100} \times 100 \\
\end{bmatrix} = [12, 0, 1]
\]

Then, add 1 to the numbers and take the nature log:

\[
[\ln (12 + 1), \ln (0 + 1), \ln(1 + 1)] \approx [2.56, 0, 0.69]
\]

This is the POI feature vector of \( s \): the effect level of type “food” to \( s \) is 2.56, “park” is 0, and “sport” is 0.69.

4) FEATURES FROM LITERATURE

Compared to the features from the literature, our features are very different from theirs. In the literature, they use five
kinds of features: mobility features, meteorological features, POI-related features, holiday event features, and time.
The last feature represents that the rest of the features are all recorded at time $t_i$. Mobility features contain the data of visitors located in the certain parking lot area; meteorological features contain the data of temperature, weather, and wind speed; POI-related features indicate the type of POI where the certain parking lot is located; holiday event features record whether time $t_i$ is a weekday or weekend. They utilize these features to predict the real-time parking availability of parking lots throughout the city. They have done some simple experiments to prove that the features and parking availability are related, so that's why they choose these features to do the prediction.

C. PREDICTION MODEL

In order to predict the rental from users in the future, we apply RNN (Recurrent Neural Network) to solve this task. RNN is a model that has been successfully used for applying to sequence learning tasks, and more specifically, we use LSTM (Long Short-Term Memory), which is an architecture of RNN that can model the temporal properties well and has been widely employed in many fields. We also introduce our model first, and then we briefly describe the model structure from the literature.

1) MODEL STRUCTURE

Using the features mentioned above, we can input them to the model and get the predicted rental in the future. Our model is shown in Fig. 5. We mentioned that the input features contain rental, temporal, and spatial feature, and we compose them into a vector called $X_{li}$, representing the rental from users at one of the stations $i$ in time interval $t_i$. An $X_{li} = \{F_r, \sin \omega, \cos \omega, \sin \phi, \cos \phi, s.lat, s.lng, V_{pol}\}$ is a unit of a feature. However, an $X_{li}$ only contains a time interval with thirty minutes, which is not enough for us to predict for a long time in the future such as six hours. Therefore, we concatenate several $X_{li}$ to form a new vector: $X^*_i$. In our case, we want to predict the rental within the next six hours, so assuming that $t$ is the time interval of the next thirty minutes, $X^*_i = [X_i, X_{i+1}, \ldots, X_{i+11}]$, where the time unit is also thirty minutes.

Next, we will input them into the model according to $X^*_i$ in different $t_i$. The model consists of three main components which models the temporal period, closeness, and general influence respectively. Period component is the features in periodic time. The period is $p$, and the length of the period sequence is $lp$, so the period component contains the features at time $t - lp \cdot p, t - (lp - 1) \cdot p, \ldots, t - p$. Because the bicycle behavior has the periodic change in weeks, we set $p$ as one week and $lp$ as 2, so the features are $X^*_{i-2 weeks}$ and $X^*_{i-1 week}$, containing 2 time intervals. The features are fed into the LSTM and output the hidden state $h_i$, where $t$ is the corresponding time of the input feature. We further explain the LSTM from $X^*_i$ in Fig. 6. Take $X^*_{i-lp-p}$ for example, since an $X^*_i$ contains 12 $X_{li}$, it contains 12 LSTMs in sequence, rather than just one LSTM. After that, the $h_i$ are concatenated as $H_p$, and then $H_p$ is fed into the fully-connected layer (followed by an activation function: ReLU) to output $H_p$. Lastly, $H_p$ is fed into the fully-connected layer to output $X^*_p$, which is the predicted rental from users in time interval $t$ to $t + 11$ (that is, the next six hours in the future) from the period component. Closeness component is similar to period one. It is the features in recent time. The period is $c$, and the length of the closeness sequence is $lc$, so the closeness component contains the features at time $t - lc \cdot c, t - (lc - 1) \cdot c, \ldots, t - c$. We set $c$ as six hours (because an $X^*_i$ contains the time interval with six hours) and $lc$ as 5, so the features are $X^*_{c=30hrs}, X^*_{c=24hrs}, \ldots, X^*_{c=6hrs}$. The network structure of closeness component also contains LSTM and two fully-connected layers, which outputs $X^*_c$. As for general component, it is the features at the present time, meaning that it only contains the feature $X^*_i$. The feature is fed into two full-connected layers directly, rather than being fed into LSTM first, and output $X^*_g$. Finally, the three outputs from each component are merged by fusion to output the final predicted rental from users in time interval $t$ to $t + 11$, denoted by $X^*_i$. Note that this $X$ does not contain features other than
the rental value. The formula is shown below:

\[ \hat{X}_t = V_p \odot X_{p}^* + V_c \odot X_c^* + V_k \odot X_k^* \]

where \( o \) is the element-wise multiplication, and \( V_p, V_c, \) and \( V_k \) are learnable 12-element vectors that neural network will learn how to adjust the importance of \( X_p^*, X_c^*, \) and \( X_k^* \). Since the output value is numerical data, the loss function we use is MSE.

2) MODEL STRUCTURE FROM LITERATURE

The goal of the literature is to predict the real-time parking availability of parking lots throughout the city. They proposed a model called “Du-Parking”, and Fig. 7 shows the whole model.

Although the model they proposed is complete, but the model still exists something inapplicable for the problem we solve, so we modify many parts of the model to fit our problem. In the following paragraphs, we will describe the differences between our model and the model from the literature.

1) Unlike our input features, theirs do not contain the information they want to predict. Their goal is to predict the parking availability, but their input features just contain mobility features, meteorological features, and so on. Because of this, the symbol of their output is different from input. It is set as \( Y \). Moreover, the rental from users is a data within a “time interval”, while the parking availability is a data at a “time point”, so each \( t \) in our paper represents a 30-minute time interval, while that in the literature represents a single time point.

2) They just predict the parking availability at present time, that is, \( t \), so they do not put several \( X_0 \) into a vector. In addition, because the input features do not contain the data to be predicted, the input data can also contain the data at time \( t \), which makes \( lp \) and \( lc \) one more than our method. Accordingly, the setting parameters of their model are different from ours. In our model, closeness component contains the features \( X_{t-30hrs}, X_{t-24hrs}, \ldots, X_{t-6hrs} \) and \( lc \) is 5. Theirs also contains previous five time points, but one time point is thirty minutes, so their features are \( X_{t-2hrs30mins}, X_{t-2hrs}, \ldots, X_{t-30mins}, \) and \( X_7 \). Note that they contain the feature at present time \( t \), so \( lc \) is 6. It does not need to assign the period \( c \) here because they see the period as the minimum time interval of data, which is thirty minutes, so their closeness component is \( X_{t-(lc-1)}, X_{t-(lc-2)}, \ldots, X_t \). As for the period part, the period \( p \) is not one week but one day. Finally, the general component is the features at the present time, meaning that it only contains the feature \( X_t \). Fig. 8 shows the differences between our method and literature’s method.

3) The remaining parts are some small differences. First, in the second fully-connected layers in each component, they have the tanh activation function because the output value in literature is the probability, and thus they need to limit the range of the output into 0 to 1. Similarly, since their prediction is a probability, they need to add the softmax activation function after the output layer. Next, since their output value is categorical data, the loss function they use is cross-entropy. Finally, our number of neurons in each layer is different from the literature due to the different size of input and output. Basing on our input and output size, we can calculate the numbers of neurons in the fully connected layers \( H_p, H_c, \) and \( H_g \) by min-max normalization. For instance, the numbers of neurons of \( H_p, H_c, \) and \( Y_p \) in the literature are 96, 16, and 3. As for our \( H_p \) and \( X_p^* \), the numbers of neurons are 408 and 12, so the number of neurons of our \( H_p \) is 12 + (16 – 3) × (408 – 12)/(96 – 3) ≈ 67.

V. EXPERIMENTAL EVALUATION

This section describes the experiments and analyzes the results of our method. We divide this section into four parts. First, we give a detailed description of our experimental data and settings. Then, we evaluate the performance of our method under various parameters, compare the effectiveness between this and the other method, and carry on the spatial analysis of the result respectively. All the experiments are implemented on a computer with an Intel Core i5-7500 CPU 3.40 GHz and 8 GB memory under Microsoft Windows 10.

A. EXPERIMENTAL DATA AND SETTING

We obtained three kinds of data in total, which corresponds to the three kinds of information mentioned in Section IV:
station information, rental data, and POI data. The information of the experimental data is listed in Table 2. The first two kinds of data are the BSS data, and we applied YouBike data from the Taipei City Government; the last one is the POI data in Taipei City, and we obtain it from Google Places API.

1) Station information: It is extracted from the real-time data of YouBike in Taipei. The real-time data is in CSV format, and it contains many attributes: station ID, station capacity, station inventory level, time, the remaining number of docks, station name, the district where the station locates, the latitude and longitude of the station, and the location of the station. From the data at the same time point, we can easily extract the station information we need.

2) Rental data: The rental data is in ACCDB format. It records when each bicycle was rented from which station and when it was returned from which station. In order to arrange the rental data in the interval of every thirty minutes, we have to preprocess the data first. We implement the data preprocessing in Java JDK 9 using Eclipse. The time interval of the historical rental data contains entire thirteen weeks, ranging from October 2nd, 2016 to December 31st, 2016. In the arranging process, we found some stations with problems (such as missing rental data) and excluded them. There are remaining 229 stations with complete and usable information in the end, and Fig. 9 shows the histogram of the stations' capacity. After finishing the preprocessing of the rental data, we have total 48 \times 7 \times 13 \times 229 = 1,000,272 records.

3) POI feature: We obtain the POI data in Taipei City from Google Place API. It is in the format of JSON, and it records quite detailed POI information. It contains address, latitude, and longitude, URL of the icon, ID, name, opening hours, URL of the photos, rating, reviews, types, and so on. As a duplicate types should only be counted once. As a result, we can calculate the POI feature vector for each station according to these 10 new types.

As for the experiment settings, the first one we need to assign is the number of neurons. Since we want to predict the rental in the future six hours, \( X_i \) contains 12 \( X_{ij} \). The reason why we set the prediction period as next six hours is because it is enough to provide the prediction for the following rebalancing procedure. Each \( X_{ij} \) contains 12 \( X_{ij} \), and each \( X_{ij} \) contains 17 elements (\( F_r, \sin \theta_r, \cos \theta_r, \sin \theta_j, \cos \theta_j, s_l, s_n, \) and \( V_{poi} \)), so the number of neurons of \( X_{ij} \) is \( 17 \times 12 = 204 \). The number of neurons of the hidden layer \( h_1 \) is the same. \( H_p \) is concatenated from two \( h_i \), so it has 408 neurons. \( H_p \) has 67 neurons, which is mentioned at the end of Section 4.3.2. The output contains 12 time intervals, so the number of neurons of the output is 12. The rest of the setting are the same concept, and thus, we directly list the mapping from old to new type in Table 3, including the final number of occurrences of new types. However, some of the POIs may become having many same types. Taking Fig. 10 for instance, the original types are restaurant and food, but they correspond to the same new type: food; therefore, the duplicate types should only be counted once. As a result, we can calculate the POI feature vector for each station accordingly to these 10 new types.

As for the experiment settings, the first one we need to assign is the number of neurons. Since we want to predict the rental in the future six hours, \( X_i \) contains 12 \( X_{ij} \). The reason why we set the prediction period as next six hours is because it is enough to provide the prediction for the following rebalancing procedure. Each \( X_{ij} \) contains 12 \( X_{ij} \), and each \( X_{ij} \) contains 17 elements (\( F_r, \sin \theta_r, \cos \theta_r, \sin \theta_j, \cos \theta_j, s_l, s_n, \) and \( V_{poi} \)), so the number of neurons of \( X_{ij} \) is \( 17 \times 12 = 204 \). The number of neurons of the hidden layer \( h_1 \) is the same. \( H_p \) is concatenated from two \( h_i \), so it has 408 neurons. \( H_p \) has 67 neurons, which is mentioned at the end of Section 4.3.2. The output contains 12 time intervals, so the number of neurons of the output is 12. The rest of the setting are the same concept, and thus, we directly list the mapping from old to new types. However, some of the POIs may become having many same types. Taking Fig. 10 for instance, the original types are restaurant and food, but they correspond to the same new type: food; therefore, the duplicate types should only be counted once. As a result, we can calculate the POI feature vector for each station accordingly to these 10 new types.

As for the experiment settings, the first one we need to assign is the number of neurons. Since we want to predict the rental in the future six hours, \( X_i \) contains 12 \( X_{ij} \). The reason why we set the prediction period as next six hours is because it is enough to provide the prediction for the following rebalancing procedure. Each \( X_{ij} \) contains 12 \( X_{ij} \), and each \( X_{ij} \) contains 17 elements (\( F_r, \sin \theta_r, \cos \theta_r, \sin \theta_j, \cos \theta_j, s_l, s_n, \) and \( V_{poi} \)), so the number of neurons of \( X_{ij} \) is \( 17 \times 12 = 204 \). The number of neurons of the hidden layer \( h_1 \) is the same. \( H_p \) is concatenated from two \( h_i \), so it has 408 neurons. \( H_p \) has 67 neurons, which is mentioned at the end of Section 4.3.2. The output contains 12 time intervals, so the number of neurons of the output is 12. The rest of the setting are the same concept, and thus, we directly list the mapping from old to new types. However, some of the POIs may become having many same types. Taking Fig. 10 for instance, the original types are restaurant and food, but they correspond to the same new type: food; therefore, the duplicate types should only be counted once. As a result, we can calculate the POI feature vector for each station accordingly to these 10 new types.

As for the experiment settings, the first one we need to assign is the number of neurons. Since we want to predict the rental in the future six hours, \( X_i \) contains 12 \( X_{ij} \). The reason why we set the prediction period as next six hours is because it is enough to provide the prediction for the following rebalancing procedure. Each \( X_{ij} \) contains 12 \( X_{ij} \), and each \( X_{ij} \) contains 17 elements (\( F_r, \sin \theta_r, \cos \theta_r, \sin \theta_j, \cos \theta_j, s_l, s_n, \) and \( V_{poi} \)), so the number of neurons of \( X_{ij} \) is \( 17 \times 12 = 204 \). The number of neurons of the hidden layer \( h_1 \) is the same. \( H_p \) is concatenated from two \( h_i \), so it has 408 neurons. \( H_p \) has 67 neurons, which is mentioned at the end of Section 4.3.2. The output contains 12 time intervals, so the number of neurons of the output is 12. The rest of the setting are the same concept, and thus, we directly list the mapping from old to new types. However, some of the POIs may become having many same types. Taking Fig. 10 for instance, the original types are restaurant and food, but they correspond to the same new type: food; therefore, the duplicate types should only be counted once. As a result, we can calculate the POI feature vector for each station accordingly to these 10 new types.

As for the experiment settings, the first one we need to assign is the number of neurons. Since we want to predict the rental in the future six hours, \( X_i \) contains 12 \( X_{ij} \). The reason why we set the prediction period as next six hours is because it is enough to provide the prediction for the following rebalancing procedure. Each \( X_{ij} \) contains 12 \( X_{ij} \), and each \( X_{ij} \) contains 17 elements (\( F_r, \sin \theta_r, \cos \theta_r, \sin \theta_j, \cos \theta_j, s_l, s_n, \) and \( V_{poi} \)), so the number of neurons of \( X_{ij} \) is \( 17 \times 12 = 204 \). The number of neurons of the hidden layer \( h_1 \) is the same. \( H_p \) is concatenated from two \( h_i \), so it has 408 neurons. \( H_p \) has 67 neurons, which is mentioned at the end of Section 4.3.2. The output contains 12 time intervals, so the number of neurons of the output is 12. The rest of the setting are the same concept, and thus, we directly list the mapping from old to new types. However, some of the POIs may become having many same types. Taking Fig. 10 for instance, the original types are restaurant and food, but they correspond to the same new type: food; therefore, the duplicate types should only be counted once. As a result, we can calculate the POI feature vector for each station accordingly to these 10 new types.
\[ \hat{X}_t = 06:00 \text{ to } 12:00, \text{ and so on.} \]

We implement the neural network in Python 3.5 with Keras using Jupyter. For the training process, we set the maximum number of iteration as 1,000 epochs, where an epoch is an iteration over the entire training data. In order to prevent the model from overfitting the training data, we split 10% of training data as validation data and set patience as 20, which is the number of epochs with no improvement of validation’s loss after which the training process will be stopped. Besides, the optimizer we use is Adam, the same as the literature. We illustrate the training process in Fig. 12.

Finally, we set the error as the error of renting/returning “ratio”, instead of the error of the “number” of renting/returning because the same error has greater impact on the stations with less capacity and less impact on the stations with larger capacity. As a result, we define the error as follow:

\[
\text{error} = \frac{\text{predicted rental} - \text{true rental}}{\text{capacity}}
\]

Then, the RMSE is calculated using the defined error. Because of this, we will divide the input rental data and the true rental data by their corresponding capacity first, and then the unit of error will be the “prediction error of the station with unit capacity”. For instance, if the error is 8%, then it represents the prediction error is 8 bicycles at a station with capacity equaling to 100.

### B. INTERNAL EXPERIMENT

We conduct two different kinds of internal experiments, setting different temporal features and spatial features. The settings and the default values are listed in Table 4. We will evaluate the performance of our method under these parameters. Note that in temporal feature setting, P, C, and G represents period, closeness, and general component respectively.

#### 1) TEMPORAL FEATURE SETTING

In this experiment, we test the model performance in different combinations of temporal features first. We test on all the combinations of P, C, and G component. We run ten times for each combination, and each time calculate the total RMSE of all the stations at all the testing times, where the unit of RMSE is %. Finally, we calculate the average RMSE for each combination. The experiment for the number of “renting” and “returning” bicycles is shown in Fig. 13, which plots the average RMSE for each combination. It is easy to find that the more features we include in the model, the better
the performance is, and it is quite reasonable for the neural network. Next, we test whether the temporal features need to be split into sin and cos to prove that splitting is better. The experiment follows the same evaluation process, as mentioned in the previous paragraph. Fig. 14 shows the experiment results. The results show that after the temporal features are split into sin and cos, the RMSE decreases apparently.

2) SPATIAL FEATURE SETTING

The second setting to be compared is the spatial feature. First, we test different combinations of spatial features. Originally, our spatial features contain both “latitude and longitude” and “POI”. In this experiment, we want to test how the effect of using only one of them is, and the “latitude and longitude” is further applied two different normalizations: rescaling to 0 to 1 and standardization (z-score normalization), or not doing normalization (denoted as “none”). Fig. 15 shows the experiment results. It shows that if we don’t normalize the latitude and longitude, the result will be extremely bad. Besides, the models with POI feature perform better than those do not contain POI features, and the best combination is “latitude and longitude” rescaling to 0 to 1 and “POI”. The other spatial feature experiment is setting different radius for searching POIs near the station. We set 100 meters as default, and we want to see how the results change as the radius getting higher. Fig. 16 reveals that the bigger the buffer is, the higher the trend of RMSE will be, but their differences are not obvious.

C. EXTERNAL EXPERIMENT

In the external experiment, we compare our model with Poisson. Poisson and Markov are widely used in the literature; however, Markov is used to predict the inventory level, so we can just compare with Poisson. It needs to assume the rental behavior to be random event, then it will follow Poisson distribution. The meaning of Poisson distribution is that if a random event occurs $\lambda$ times per unit time on average, then the probability of occurring $k$ times per unit time is Poisson distribution: $P(k)$. The peak of the distribution falls on the average number of occurrences, that is, $\lambda$. Therefore, we can calculate the average numbers of the rental from users at the same time in the same day of week to be the predicted values at the same time in the same day of week in the future. Unlike our model, which has random characteristics when training the model, Poisson just need to calculate once. Fig. 17 shows the overall RMSE of our model and Poisson, and our model is better than Poisson, with average RMSE to be 7.283% and 6.925% for renting and 7.433% and 7.164% for returning.
Among all the stations, in station “MRT Taipei City Hall Station(Exit 3)-2”, our method outperforms Poisson the most. The RMSE of our method and Poisson is 4.998% and 5.906% respectively, so we win (5.906% - 4.998%) = 15.38%.

In addition to comparing the overall RMSE, we are still interested in observing the results of different day of week. Fig. 18 and Fig. 19 illustrate the comparison between different day of week for renting and returning, respectively. It reveals that although our method is not better than Poisson on all the weekdays, which have smaller error, we can outperform Poisson when the prediction error is relatively larger on Saturday and Sunday.

We also compare the performance at different time of day, and the results are shown in Fig. 20 and Fig. 21. Similarly, our model does not completely outperform Poisson at the time when the error is relatively small, but it can beat Poisson when the prediction error is larger in the rush hour during the day. We think that it is due to some activities during the testing period, which did not occur in the training period, and it makes more or fewer people rent the bicycles. Besides, Poisson model just averages the historical data, so it cannot predict special situation in the future well, which causes larger error. In contrast, neural network can adjust appropriately according to the trend of input data.

We still interested in the result of each testing week because our testing data contains the data in the end of the year. We think that the predict error may be higher because humans are going to celebrate the new year. Fig. 22 shows the results. It is apparent that all the predict errors are much higher in the last two weeks. Finally, we compare the results that predict different hours at once in the future. From Fig. 23, we can learn that the longer time we predict, the higher the trend of
the error will be. When the prediction time is six hours or less, our model can win against Poisson.

D. SPATIAL ANALYSIS EXPERIMENT

The last experiment we conduct is the spatial analysis. We calculate the average RMSE for each station and display the stations on the Google Map according to the coordinate of the stations. There are 229 YouBike stations in Taipei City. Here we take renting as example. We calculate the RMSE for each station of our method and Poisson respectively and display the results on the map according to the amount of RMSE, as Fig. 24 shows. The darker the color is, the larger the prediction error is. However, from the figure we cannot clearly observe the difference between the two methods. Thus, we come up with changing the display value to the difference between our RMSE and Poisson’s, as shown in Fig. 25. The stars represent we are better than Poisson, and the darker the color is, the more we win; by contrast, the squares represent we loss Poisson, and the darker the color is, the more we loss. We find an interesting phenomenon: In the downtown area, most of our predictions are better than Poisson, while Poisson wins in the suburb. Comparing to Fig. 24, we can find that the area where we predict more accurately is also the place where the prediction error is larger. We think that it is because Poisson calculates the average values. In the suburban area, where the demand is relatively less and more regular, using merely the average can predict the rental well. As for in the urban area, where the demand is higher and more difficult to predict, our neural network model can predict the rental more accurately.

VI. CONCLUSION AND FUTURE WORK

In this paper, we propose a modified Recurrent Neural Network based on the concept of Du-Parking in the literature to predict the rental from users in Bicycle-Sharing System. Our study aims to predict the rental from users in the future more accurately and reduce the chances that some of the users’ demands cannot be satisfied. Using historical rental data and the POI information, our model can predict the future rental from users for each station. We modify something important in the model to predict the rental from users well, such as considering both temporal and spatial characteristics of the stations and designing a POI feature vector to express the spatial characteristics. Experiments with YouBike real data show that our method can improve the accuracy by up to 15.38%. In the internal experiment, we find the best combinations of temporal features and spatial features using in our model. We discover that the spatial characteristic of POI feature is much more important than that of latitude and longitude. In the external experiment, we compare the prediction accuracy with Poisson, a kind of method often used in the literature to predict the rental in the future. Our approach outperforms Poisson as a whole, and from the point of view in different time, our approach is better than Poisson at the time when the prediction error is higher, such as weekend and rush hours. Finally, in the spatial analysis experiment, our method can predict more accurately in the city center, where the demand is relatively higher and more difficult to predict, which helps reduce more unsatisfied demands in Bicycle-Sharing System.

In the future, we can test the model on the other kinds of Bicycle-Sharing Systems, such as TBike in Tainan or Citi Bike in New York, to confirm that this model can be applied into several systems. Besides, there are still some cases that are not considered in this study. For example, we can further add other features such as weather data into our model, which may improve the prediction accuracy. It is also possible to set different weights for POIs depending on the importance
or opening time of different POIs. Moreover, it may be possible to find a better neural network model to make rental prediction more accurate. For instance, using a hybrid model which predicts the result by different model depending on the location in the country or urban area to get the best result, or clustering the stations before predicting. Furthermore, we can make the evaluation more intuitive rather than RMSE, such as cost reduction or user satisfaction. Finally, this research is devoted to predict the rental from users in Bicycle-Sharing System more accurately, and for future developments after the prediction, we can know which stations will be lack or full of bicycles in the future; accordingly, basing on the predicted values of the future demands, we can arrange the truck to rebalance the bicycles and consider the time delay as well, which is known as the bicycle rebalancing problem with time delay in Bicycle-Sharing System.
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