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1. Introduction

W. Sierpiński [20], K. Kuratowski [18] and other authors studied the possibility of defining a topological space in terms of the set of limit points. This idea was generalized by N. F. G. Martin [19] and H. Hashimoto [14]. They discussed so called later Hashimoto type topologies ($\star$ topologies) which were defined with the use of ideals [14] or filters [19]. Some improvements of the known results and applications of this notion were presented in 1990 by D. Janković and T. R. Hamlett [16].

Let us recall the definition of the Hashimoto topology. Let $(X, T)$ be a $T_1$ topological space, $\mathcal{I}$ be an ideal of subsets of $X$ which contains all singletons...
and $\mathcal{I} \cap \mathcal{T} = \{ \emptyset \}$. The family $\mathcal{H} = \{ U \setminus I : U \in \mathcal{T} \land I \in \mathcal{I} \}$ is a base of a topology. If we additionally assume that $(X, \mathcal{T})$ is second-countable topological space and $\mathcal{I}$ is a $\sigma$-ideal, then $\mathcal{H}$ is a topology, called the Hashimoto topology. The spaces $(X, \mathcal{T})$ and $(X, \mathcal{H})$ are not homeomorphic. $(X, \mathcal{H})$ is not regular, it does not satisfy the first countability axiom, any compact set in this topology is finite and the families of connected subsets in $(X, \mathcal{T})$ and in $(X, \mathcal{H})$ coincide (for details of proofs see [19] and [14])

In our paper we will consider the Hashimoto topologies defined for the natural topology $\mathcal{T}_{nat}$ and some $\sigma$-ideal $\mathcal{I}$. We denote it by $\mathcal{H}(\mathcal{I})$ to emphasize the dependence on the ideal:

$$\mathcal{H}(\mathcal{I}) = \{ A \subset \mathbb{R} : A = U \setminus I, \text{ where } U \in \mathcal{T}_{nat} \land I \in \mathcal{I} \}.$$  

Obviously, for any $\sigma$-ideal $\mathcal{I}$

$$\mathcal{T}_{nat} \subset \mathcal{H}(\mathcal{I}).$$  

(1)

It is easy to observe that any closed set in this topology ($\mathcal{H}(\mathcal{I})$-closed set) is of the form $F \cup I$, where $F$ is closed in the natural topology and $I \in \mathcal{I}$.

We will assume that a considered $\sigma$-ideal $\mathcal{I}$ has some additional properties: it is invariant with respect to dilatations and translations, which means that if $A \in \mathcal{I}$ then $aA \in \mathcal{I}$ and $A + a \in \mathcal{I}$ for any $a \in \mathbb{R}$. Such a $\sigma$-ideal will be called admissible.

Let us take any admissible ideal $\mathcal{I}$ and consider continuous functions from $[0, 1]$ into $\mathbb{R}$ with the natural topology or the Hashimoto topology $\mathcal{H}(\mathcal{I})$ on the domain and on the range. The family $\mathcal{C}_{nat, \mathcal{H}(\mathcal{I})}$ of all continuous functions $f : ([0, 1], \mathcal{T}_{nat}) \rightarrow (\mathbb{R}, \mathcal{H}(\mathcal{I}))$ coincides with the family of all constant functions (it follows from the fact that for continuous function $f$ the image of any closed interval is connected and compact in $\mathcal{H}(\mathcal{I})$, so it is a singleton). In [19] Martin showed that under the assumption that $(Y, \mathcal{T}_Y)$ is regular the families of continuous functions from $(X, \mathcal{H})$ into $(Y, \mathcal{T}_Y)$ and from $(X, \mathcal{T})$ into $(Y, \mathcal{T}_Y)$ are equal. Therefore, for any $\sigma$-ideal $\mathcal{I}$ the family $\mathcal{C}_{\mathcal{H}(\mathcal{I}), nat}$ of all continuous functions $f : ([0, 1], \mathcal{H}(\mathcal{I})) \rightarrow (\mathbb{R}, \mathcal{T}_{nat})$ coincides with the family of all continuous functions $\mathcal{C}_{[0,1]}$ with the natural topology on both: their domain and range (we will call them shortly continuous).

2. $\mathcal{H}(\mathcal{I})$-continuous Functions

We will focus on the continuous functions $f : [0, 1] \rightarrow \mathbb{R}$ with the same Hashimoto topology $\mathcal{H}(\mathcal{I})$ on the domain and on the range of the functions. Let us denote the family of all such functions by $\mathcal{C}_{\mathcal{H}(\mathcal{I})}$ and call them $\mathcal{H}(\mathcal{I})$-continuous. We will examine these families for different admissible ideals. From the fact that $\mathcal{C}_{\mathcal{H}(\mathcal{I}), nat} = \mathcal{C}_{[0,1]}$ and (1) we obtain

$$\mathcal{C}_{\mathcal{H}(\mathcal{I})} \subset \mathcal{C}_{[0,1]}.$$  

(2)
It is obvious that for any admissible ideal $\mathcal{I}$, any affine function $f(x) = ax + b$ for $a, b \in \mathbb{R}$ is $\mathcal{H}(\mathcal{I})$-continuous.

**Observation 1.** Let $(a_n)_{n \in \mathbb{N}}$ be a sequence such that $0 < \ldots < a_n < \ldots a_1 < a_0 = 1$. Assume that a continuous function $f : [0, 1] \to \mathbb{R}$ is affine on each interval $[a_n, a_{n-1}]$, $n \in \mathbb{N}$, (it will be called piece-wise affine). If $f$ is constant only on a finite number of intervals $[a_n, a_{n-1}]$ then it is $\mathcal{H}(\mathcal{I})$-continuous for any admissible ideal $\mathcal{I}$.

**Observation 2.** Assume that $\mathcal{I}$ is any admissible ideal, $A \subset \mathbb{R}$. If there is a limit point $a_0$ of $A$ such that $a_0 \notin A$ and there is a sequence $(A_n)_{n \in \mathbb{N}}$ of subsets of $A$ such that $A_n \notin \mathcal{I}$ and $A_n \to a_0$ (i.e. $\sup\{x - a_0 : x \in A_n\} \to 0$), then $A$ is not $\mathcal{H}(\mathcal{I})$-closed. In particular, if $A_n$ are proper intervals then $A$ is not $\mathcal{H}(\mathcal{I})$-closed for any admissible ideal $\mathcal{I}$.

Indeed, if $A$ is $\mathcal{H}(\mathcal{I})$-closed then it is of the form $A = B \cup I$, where $B$ is closed in the natural topology and $I \in \mathcal{I}$. If $a_0 \notin A$, then $a_0 \notin B$ and $\text{dist}(a_0, B) > 0$. So in the neighbourhood of $a_0$ the set $A \setminus B$ contains a set not belonging to $\mathcal{I}$, which is impossible as $A \setminus B \in \mathcal{I}$.

In the paper we will use the notion of interval set, so let us recall it.

**Definition 3.** An interval set converging to $x_0$ from the right is the set given by the formula $A = \bigcup_{n=1}^{\infty} [a_n, b_n]$, where $x_0 < \ldots < b_{n+1} < a_n < b_n < \ldots < a_1 < b_1$, $n \in \mathbb{N}$, and $\lim_{n \to \infty} b_n = x_0$. Analogously we define an interval set converging to $x_0$ from the left. Instead of closed intervals we can take the open ones.

**Example 4.** There exists a function $F_1 : [0, 1] \to \mathbb{R}$ which is continuous but not $\mathcal{H}(\mathcal{I})$-continuous for any admissible ideal $\mathcal{I}$.

Let $A = \bigcup_{n \in \mathbb{N}} [a_n, b_n]$ be an interval set converging to zero from the right. Let us take any sequence $(c_n)_{n \in \mathbb{N}}$ strictly decreasing and converging to zero. We define a continuous function $F_1 : [0, 1] \to \mathbb{R}$ by the formula:

$$F_1(x) = \begin{cases} 
0 & \text{for } x = 0 \\
 c_n & \text{for } x \in [a_n, b_n], \ n \in \mathbb{N}, \\
 \text{affine} & \text{for } x \in [b_{n+1}, a_n], \ n \in \mathbb{N}.
\end{cases} \quad (3)$$

It is evident that $F_1$ is continuous. On the other hand it is not $\mathcal{H}(\mathcal{I})$-continuous. Indeed, let us consider the set $Y = \{c_n : n \in \mathbb{N}\}$. It is a countable set so it is closed in $\mathcal{H}(\mathcal{I})$, but by Observation 2 its preimage $F_1^{-1}(Y) = \bigcup_{n \in \mathbb{N}} [a_n, b_n]$ is not closed.

By non$\mathcal{C}_\mathcal{H}$ we will denote the family of all continuous functions which are not $\mathcal{H}(\mathcal{I})$-continuous for any admissible ideal $\mathcal{I}$.

**Theorem 5.** There exists a function $F \in \text{non}\mathcal{C}_\mathcal{H}$ such that for any $a \neq 0$ the function $F_a = F + a \cdot \text{id}$ is $\mathcal{H}(\mathcal{I})$-continuous for any admissible ideal $\mathcal{I}$. 
Proof. To obtain $F$ we slightly modify the function $F_1$ from the previous example. For a given interval set $A = \bigcup (a_n, b_n)$ converging to zero from the right we choose the sequence $(c_n)_{n \in \mathbb{N}}$ in the following way:

1. $c_1 = 1$
2. $c_{n+1} < c_n$ for $n \in \mathbb{N}$,
3. all slopes of the straight lines on $[b_{n+1}, a_n]$ are different.

Let us consider the function $F_a = F + a \cdot \text{id}$ with $a \neq 0$. Then $F_a$ may be constant on at most one interval $[b_{n+1}, a_n]$. So according to Observation 1 it is $\mathcal{H}(I)$-continuous.

From the above theorem we can easily obtain the next corollary.

Corollary 6. No family $\mathcal{C}_{\mathcal{H}(I)}$ is closed under addition.

Proof. Let $F$ be the function constructed in Theorem 5, put $f(x) = x$ and $g(x) = F(x) - x$. Then $f$ and $g$ are $\mathcal{H}(I)$-continuous but their sum is not $\mathcal{H}(I)$-continuous.

In the paper [9] there is introduced the notion of linearly sensitive functions. A function $f$ is called linearly sensitive with respect to the property (P) if $f$ has the property (P) and for any $a \neq 0$ the function $f + a \cdot \text{id}$ does not have the property (P). By $\mathcal{S}(P)$ we will denote the family of all functions linearly sensitive with respect to the property (P). Theorem 5 may be written in the form: $\mathcal{S}(\text{non} \mathcal{C}_\mathcal{H}) \neq \emptyset$.

Theorem 7. The set $\mathcal{S}(\text{non} \mathcal{C}_\mathcal{H})$ is dense in $C_{[0,1]}$.

Proof. Let us consider $C_{[0,1]}$ with the metric supremum. Let us fix a function $f$ continuous on $[0,1]$ and $\varepsilon \in (0,1)$. From the uniform continuity of $f$ it follows that there exists $\delta > 0$ such that $|f(x) - f(z)| < \varepsilon$ for any $x, z \in [0,1]$ for which $|x - z| < \delta$. The unit interval $[0,1]$ is the union of finite number of closed intervals $I_n$, $n = 1, \ldots, k$, each of the length less than $\delta$. Then the length of each $J_n = [\min_{x \in I_n} f(x), \max_{x \in I_n} f(x)]$ is less than $\varepsilon$. Let us take any point $x_0$ from the interior of $I_1$ and a number $\varepsilon_1 < \varepsilon$ such that $S_1 = (x_0 - \varepsilon_1, x_0 + \varepsilon_1) \times (f(x_0) - \varepsilon_1, f(x_0) + \varepsilon_1) \subset I_1 \times J_1$. For the sequence $(c_n)_{n \in \mathbb{N}}$ such that $c_1 < f(x_0) + \varepsilon_1$, in the square $S_1$ we construct a copy of the function $F$ from Theorem 5. In the intervals $I_n$, $n \geq 2$, we approximate $f$ with piecewise affine functions $f_n$ with different slopes and such that $d(f, f_n) < \varepsilon$. Let

$$g(x) = \begin{cases} F(x) & \text{for } x \in (x_0 - \varepsilon_1, x_0 + \varepsilon_1), \\ f_n(x) & \text{for } x \in I_n, n = 1, \ldots, k, \\ \text{affine} & \text{for } x \in I_1 \setminus (x_0 - \varepsilon_1, x_0 + \varepsilon_1) \end{cases}$$

so that the obtained function $g$ is continuous. From the construction we have $g \in \mathcal{S}(\text{non} \mathcal{C}_\mathcal{H})$. Moreover, $d(f, g) < \varepsilon$ which means, that $\mathcal{S}(\text{non} \mathcal{C}_\mathcal{H})$ is dense in $C_{[0,1]}$. \qed
3. $\mathcal{H}(I)$-continuous Functions for Frequently used $\sigma$-ideals

For the first time the notion of an ideal was used in the XIXth century in the algebra, namely in the ring theory. The family $I$ of subsets of a commutative ring $\mathcal{P}$ is called ideal if for any $a, b$ belonging to $I$ their difference $a - b$ belongs to $I$ and for any $a \in I$ and $b \in \mathcal{P}$ the product $ab$ belongs to $I$. It was observed that by identifying $\mathcal{P}$ with the set of so called principal ideals of the form $I_a = \{ab: b \in \mathcal{P}\}$ we can treat the set of ideals in $\mathcal{P}$ as the extension of $\mathcal{P}$. The nonprincipal elements of such an extension were called the ideal elements, shortly ideals. The set of ideals, principal or not, (with appropriate algebraic operations) forms a new ring in some sense more regular then the original one. If we consider a Boolean ring $\mathcal{P}(X)$, for some nonempty set $X$, with the symmetric difference and intersection as the operations (or, what is equivalent, a Boolean algebra $\mathcal{P}(X)$ with “$\cup$” and “$\cap$”), we observe that a family of sets $I$ is an ideal in $\mathcal{P}(X)$ if it is closed under finite unions and taking subsets. Such properties should be owned by the families of sets, we want to call small. Hence, the mathematicians have been using the notion of ideal ($\sigma$-ideal) of sets in many fields whenever they want to say that a certain property holds for almost all elements. What does it mean for almost all? Now we say for all except the set belonging to some ideal ($\sigma$-ideal). The best known admissible $\sigma$-ideals of subsets of $\mathbb{R}$ are: the $\sigma$-ideal of countable sets $\mathcal{I}_\omega$, the $\sigma$-ideal $\mathcal{N}$ of sets of the Lebesgue measure zero and the $\sigma$-ideal $\mathcal{K}$ of meager sets (the first category sets). In this section we will examine the families $C_{\mathcal{H}(I)}$ for each of them.

It is worth noting that for any continuous function $f$ and any admissible ideal $I$

- if $f^{-1}(A) \in I$ for any $A \in I$ then $f \in C_{\mathcal{H}(I)}$,
- $f \notin C_{\mathcal{H}(I)}$ if and only if there exists a set $A \in I$ such that $f^{-1}(A)$ is not closed in $\mathcal{H}(I)$.

In particular any continuous injection is $\mathcal{H}(\mathcal{I}_\omega)$-continuous. Moreover, it is also $\mathcal{H}(\mathcal{K})$-continuous. It can be derived from the fact that for such function preimage of countable (nowhere dense) set is also countable (nowhere dense).

It follows from Observation 1 that $\bigcap_I C_{\mathcal{H}(I)} \neq \emptyset$. In the next theorem we present an unexpected result concerning the family $C_{\mathcal{H}(K)}$.

**Theorem 8.** If $f$ belongs to $C_{\mathcal{H}(I)}$ for an admissible ideal $I$ then $f$ belongs to $C_{\mathcal{H}(K)}$. In other words $\bigcup_I C_{\mathcal{H}(I)} = C_{\mathcal{H}(K)}$.

**Proof.** We will show in the proof that if $f \notin C_{\mathcal{H}(K)}$ then $f \notin C_{\mathcal{H}(I)}$.

Firstly we will prove that if a continuous function $f$ is not constant on any interval, then it is $\mathcal{H}(K)$-continuous. Let us assume contrary that $f \notin C_{\mathcal{H}(K)}$. Then there exists $\mathcal{H}(K)$-closed set whose preimage is not $\mathcal{H}(K)$-closed. As $f$ is continuous, the preimage of any closed set is closed in the natural topology. So there exists a set $A \in \mathcal{K}$ such that $f^{-1}(A)$ is of the second category. Hence we have a nowhere dense set $B \subset A$ for which $f^{-1}(B)$ is not nowhere dense. The
closure $\overline{B}$ is nowhere dense and $f^{-1}(\overline{B})$ contains an interval $J$ (as a closed set of the second category). From continuity of $f$ it follows that $f(J)$ is connected so it is either a singleton or an interval. It can not be an interval because $f(J) \subset \overline{B}$, so it is a singleton which gives a contradiction.

Let us fix an arbitrary continuous function $f$ and denote by $F$ the family of all intervals $I_n = [a_n, b_n]$ such that $f$ is constant on $I_n$. Let $Y = \{ f(I_n) : n \in \mathbb{N} \}$. If $Y$ is finite, then repeating the previous reasoning we obtain that $f \in C_{\mathcal{H}(\mathcal{K})}$. Indeed, if $f \notin C_{\mathcal{H}(\mathcal{K})}$ then there exist a nowhere dense set $\overline{B}$ disjoint with $Y$ and an interval $J$ such that $J \subset f^{-1}(\overline{B})$. Then $f(J) \subset \overline{B}$, so $f(J)$ is a singleton. Hence $f(J) \in Y$, a contradiction.

Let us assume now that $Y$ is infinite. It is bounded so it contains a sequence $(y_n)_{n \in \mathbb{N}}$ converging to some point $y_0$. For any $n \in \mathbb{N}$ there is an interval $I_n \in F$ such that $f(I_n) = y_n$. Intervals $(I_n)_{n \in \mathbb{N}}$ are disjoint and their left ends $a_n$ form a sequence convergent to some $x_0$. From continuity of $f$ it follows that $f(x_0) = y_0$. The set $Y \setminus \{ y_0 \}$ is closed but $f^{-1}(Y \setminus \{ y_0 \})$ is not closed in $\mathcal{H}(\mathcal{I})$ so, by Observation 2, $f$ is not $\mathcal{H}(\mathcal{I})$-continuous for any admissible ideal $\mathcal{I}$.

Even if the admissible ideals $\mathcal{I}_1$ and $\mathcal{I}_2$ are comparable, we can not compare the families of continuous functions $C_{\mathcal{H}(\mathcal{I}_1)}$ and $C_{\mathcal{H}(\mathcal{I}_2)}$ (see Example 9 and Example 10). However, $C_{\mathcal{H}(\mathcal{I})} \subset C_{\mathcal{H}(\mathcal{I} \cap \mathcal{K})}$ for any admissible ideal $\mathcal{I}$. Indeed, let us suppose that $f \in C_{\mathcal{H}(\mathcal{I})}$ and fix a set $A \in \mathcal{I} \cap \mathcal{K}$. Since $f \in C_{\mathcal{H}(\mathcal{I})}$, $f^{-1}(A) \in \mathcal{I}$. By Theorem 7, $f^{-1}(A) \in \mathcal{K}$.

**Example 9.** There exists a function $F_2 \in C_{\mathcal{H}(\mathcal{I}_\omega)} \setminus C_{\mathcal{H}(\mathcal{N})}$. Consequently, $F_2 \in C_{\mathcal{H}(\mathcal{K})} \setminus C_{\mathcal{H}(\mathcal{N})}$.

Let $C$ be the Cantor ternary set and let $f_c$ be the Cantor function. Let us consider the function $g(x) = f_c(x) + x$. Then $g : [0, 1] \rightarrow \mathbb{R}$ is strictly increasing. So the inverse function $F_2 = g^{-1}$ is also strictly increasing, hence it is $\mathcal{H}(\mathcal{I}_\omega)$-continuous. We will show that it is not $\mathcal{H}(\mathcal{N})$-continuous. Since $\lambda(g(C)) = 1$ ($\lambda$ stands for the Lebesgue measure on the real line), the set $g(C)$ contains a nonmeasurable subset $A$. Take $B \subset C$ such that $g(B) = A$. Then $B$ is closed (as a set from the ideal $\mathcal{N}$) and its preimage $F_2^{-1}(B) = g(B)$ is not closed because it is nonmeasurable. Hence $F_2 \notin C_{\mathcal{H}(\mathcal{N})}$.

Another example of a function with the desired properties is the strongly singular function which will be used in Theorem 19.

**Example 10.** There exists a function $F_3 \in C_{\mathcal{H}(\mathcal{N})} \setminus C_{\mathcal{H}(\mathcal{I}_\omega)}$. Consequently, $F_3 \in C_{\mathcal{H}(\mathcal{K})} \setminus C_{\mathcal{H}(\mathcal{I}_\omega)}$.

Let $C$ be the Cantor ternary set and $\bigcup_{n=1}^{\infty} (a_n, b_n)$ be its complement to $[0, 1]$. Let $f$ be the auxiliary function defined by the formula:

$$f(x) = \begin{cases} x - a_n & \text{for } x \in (a_n, \frac{a_n + b_n}{2}), n \in \mathbb{N}, \\ -x + b_n & \text{for } x \in (\frac{a_n + b_n}{2}, b_n), n \in \mathbb{N}, \\ 0 & \text{for } x \in C. \end{cases}$$
Evidently $f$ is continuous. It is also $\mathcal{H}(\mathcal{N})$-continuous. Let us take any set $N \in \mathcal{N}$. Then its preimage is also of measure zero. Indeed, if $0 \in N$ then $f^{-1}(\{0\}) = C$. The preimage of the set $N \setminus \{0\}$ cuts only a denumerable number of intervals $(a_n, b_n)$. On those intervals $f$ is an affine function so the set $f^{-1}(N \setminus \{0\})$ has measure zero. Hence $f^{-1}(N)$ is of measure zero and $f \in C_{\mathcal{H}(\mathcal{N})}$. From Theorem 8 we obtain $f \in C_{\mathcal{H}(\mathcal{K})}$.

Let us take any interval set $U = \bigcup_{n=1}^{\infty} (u_n, v_n)$ converging to zero from the right and a sequence of positive terms $(c_n)_{n \in \mathbb{N}}$ decreasing to zero such that $c_n - c_{n+1} > \frac{v_{n+1} - u_{n+1}}{6}$ for $n \in \mathbb{N}$. On each level $y = c_n$, we construct a copy of the function $f$ defined on the interval $[u_n, v_n]$. On intervals $(v_{n+1}, u_n)$ we have straight lines so that the obtained function $F_3$ is continuous. Then $F_3^{-1}(\{c_n\})$ is a Cantor set. Denote it $C^{(n)}$. The function $F_3$ is not $\mathcal{H}(\mathcal{I}_\omega)$-continuous, because the preimage of the set $Y = \{c_n : n \in \mathbb{N}\} \in \mathcal{I}_\omega$ is equal to $F_3^{-1}(Y) = \bigcup_n C^{(n)}$ and is not closed in $\mathcal{H}(\mathcal{I}_\omega)$ (by Observation 2). We show that $F_3$ is $\mathcal{H}(\mathcal{N})$-continuous analogously as in the case of auxiliary function $f$.

Let us observe that by slight modification in the definition of $F_3$ we can construct a function which is $\mathcal{H}(\mathcal{K})$-continuous, but neither $\mathcal{H}(\mathcal{I}_\omega)$-continuous nor $\mathcal{H}(\mathcal{N})$-continuous.

**Example 11.** There exists a function $F_4 \in C_{\mathcal{H}(\mathcal{K})} \setminus (C_{\mathcal{H}(\mathcal{I}_\omega)} \cup C_{\mathcal{H}(\mathcal{N})})$.

*Proof.* We construct the desired function $F_4$ in the same way as in the Example 10, but we use the Cantor set $\hat{C}$ of positive measure instead of the Cantor ternary set. It is sufficient to show that $F_4 \in C_{\mathcal{H}(\mathcal{K})} \setminus C_{\mathcal{H}(\mathcal{N})}$.

Since $f$ is not constant on any interval, then $f \in C_{\mathcal{H}(\mathcal{K})}$ by the first part of the proof of Theorem 8.

We prove that $f \notin C_{\mathcal{H}(\mathcal{N})}$ in a similar way as it is done in the last part of the previous proof. Let $Y = \{c_n : n \in \mathbb{N}\}$. Then $F_4^{-1}(\{c_n\}) = \hat{C}_{(n)}$ is a Cantor set of positive measure included in the interval $[u_n, v_n]$, $n \in \mathbb{N}$. Then $Y$ is $\mathcal{H}(\mathcal{N})$-closed but by Observation 2 the set $F_4^{-1}(Y) = \bigcup_n \hat{C}_{(n)}$ is not $\mathcal{H}(\mathcal{N})$-closed, so $F_4 \notin C_{\mathcal{H}(\mathcal{N})}$.

The figure below presents all obtained results related to the mutual dependencies between considered families.
4. Algebrability

In the last few years the question whether the family of functions having some special properties contains a large algebraic structure became important. This problem is connected with so-called lineability and algebrability of sets in function spaces. It is particularly interesting if the considered family is not closed with respect to some algebraic operations.

This research began with the papers [1,2] (the wider survey one can find in [3,12]). In algebrability one of the first results were connected with the space of everywhere surjective functions [4] and the space of continuous functions which are nowhere differentiable [11]. The authors have proved that such function spaces contain the infinitely generated algebras. Let us take a cardinal $\kappa$. We will say that a subset $A$ of a commutative algebra is $\kappa$-algebrable if $A \cup \{0\}$ contains a $\kappa$-generated algebra $B$, i.e. the minimal cardinality of a set of generators of $B$ is equal to $\kappa$. If $\kappa = \omega$ then we will shortly say that $A$ is algebrable. In [10] A. Bartoszewicz and S. Głąb introduced the notion of strong algebrability which do not coincides with the algebrability. Following them, we say that $A$ is strongly $\kappa$-algebrable if $A \cup \{0\}$ contains a $\kappa$-generated algebra $B$ that is isomorphic with the free algebra. Denoting by $X = \{x_\alpha : \alpha < \kappa\}$ the set of generators of the free algebra $B$, we obtain that the set of elements of the form $x_{\alpha_1}^{k_1}x_{\alpha_2}^{k_2}\ldots x_{\alpha_n}^{k_n}$ is linearly independent and all linear combinations of such elements are in $A \cup \{0\}$. A useful and not difficult criterion of strong $\varepsilon$-algebrability was presented by M. Balcerzak, A. Bartoszewicz and M. Filipczak in [7]. Their technique, called the exponential-like functions method will be used in this section. Many applications of this method can be found in [8].
Definition 12. We say that a function $f : \mathbb{R} \to \mathbb{R}$ is exponential-like of rank $m$ if it is given by the formula $f(x) = \sum_{i=1}^{m} a_i e^{\beta_i x}$ for some distinct nonzero numbers $\beta_1, \ldots, \beta_m$ and some nonzero real numbers $a_1, \ldots, a_m$.

The following property of the exponential-like functions is very helpful and we will apply it in a few proofs.

Property 13. [Lemma 8, [7]] For every positive integer $m$, any exponential-like function $f : \mathbb{R} \to \mathbb{R}$ of rank $m$, and each $c \in \mathbb{R}$, the preimage $f^{-1}(\{c\})$ has at most $m$ elements. Consequently, $f$ is not constant in every subinterval of $\mathbb{R}$.

It is evident that any exponential-like function $f$ belongs to $C^\infty$ and $f'$ is an exponential-like function, too. So in the face of Property 13, $f$ has a finite number of extremes attained at points $x_1, \ldots, x_k$. Putting $x_0 = 0$ and $x_{k+1} = 1$ we have that the restriction $f|_{[x_i, x_{i+1}]}$ is strictly monotone for any $i = 0, \ldots, k$.

In this section we will use the nice criterion of the strong $c$-algebrability formulated in the following theorem.

Theorem 14. [Proposition 7, [7]] Given a family $F \subset \mathbb{R}^{[0,1]}$, assume that there exists a function $F$ such that $f \circ F \in F \setminus \{0\}$ for every exponential-like function $f : \mathbb{R} \to \mathbb{R}$. Then $F$ is strongly $c$-algebrable. More exactly, if $H \subset \mathbb{R}$ is a set of cardinality $c$, linearly independent over the rationals $\mathbb{Q}$, then $\exp \circ (rF)$, $r \in H$, are free generators of an algebra contained in $F \cup \{0\}$.

It is easy to see that in the above theorem instead of exponential-like function we can use any algebra which is isomorphic with a free algebra of $c$ generators.

Theorem 15. Any exponential-like function belongs to $\mathcal{C}_H(J_\omega) \cap \mathcal{C}_H(N)$.

Proof. By Property 13 for any denumerable set $A$ its preimage $f^{-1}(A)$ is also denumerable, so $f \in \mathcal{C}_H(J_\omega)$.

Let us fix a null set $N$ and denote by $x_1, \ldots, x_k$ the points at which $f$ attains its extremes. It is sufficient to check that for any $i = 0, \ldots, k$ the set $f^{-1}(N) \cap (x_i, x_{i+1})$ is of measure zero. Let us fix $i \in \{0, \ldots, k\}$ and denote by $([a_j, b_j])_{j \in \mathbb{N}}$ a sequence of intervals such that

$$\bigcup_{j=1}^{\infty} [a_j, b_j] = (x_i, x_{i+1}).$$

For any $j$, $f|_{[a_j, b_j]}$ is strictly monotone. Let us assume that it is increasing and denote $[c_j, d_j] := f([a_j, b_j])$. Let us consider $(f|_{[a_j, b_j]})^{-1}$. Since $f'(x) > 0$ for any $x \in [a_j, b_j]$, then $(f|_{[a_j, b_j]})^{-1}$ is defined and continuous on $[c_j, d_j]$ and $(f|_{[a_j, b_j]})^{-1} : [c_j, d_j] \to [a_j, b_j]$. The function $(f|_{[a_j, b_j]})^{-1}$ has bounded derivative, so it fulfills the Lipschitz condition. From that and the equality

$$\lambda \left( f^{-1}(N) \cap [a_j, b_j] \right) = \lambda \left( f^{-1}(N) \cap [c_j, d_j] \right) = 0$$
we have
\[ \lambda \left( f^{-1} (N) \cap (x_i, x_{i+1}) \right) \leq \sum_{j=1}^{\infty} \lambda \left( f^{-1} (N) \cap [a_j, b_j] \right) = 0. \]

Therefore, \( f \in C_{\mathcal{H}(\mathcal{N})} \).

**Corollary 16.** The family \( C_{\mathcal{H}(\mathcal{I}_\omega)} \cap C_{\mathcal{H}(\mathcal{N})} \) is strongly \( \mathbf{c} \)-algebrable.

Directly from Theorem 14 and Example 4 it follows:

**Theorem 17.** The family non\( C_{\mathcal{H}} = C_{[0,1]} \setminus \bigcup C_{\mathcal{H}(\mathcal{I})} \) is strongly \( \mathbf{c} \)-algebrable.

**Proof.** Let \( F_1 \) be the function described in Example 4 given by the formula (3), and let \( f \) be arbitrary exponential-like function. Then \( f \circ F_1 \) is constant on the intervals \([a_n, b_n]\) and the set \( \{(f \circ F_1)([a_n, b_n]) : n \in \mathbb{N} \} \) is infinite. Therefore, by Observation 2, \( f \circ F_1 \notin \bigcup C_{\mathcal{H}(\mathcal{I})} \).

**Theorem 18.** The family \( C_{\mathcal{H}(\mathcal{N})} \setminus C_{\mathcal{H}(\mathcal{I}_\omega)} \) is strongly \( \mathbf{c} \)-algebrable.

**Proof.** Let us take the function \( F_3 \) from Example 10. Then there exists a denumerable set \( Y = \{c_n : n \in \mathbb{N} \} \) such that for any \( n \in \mathbb{N} \) the set \( F_3^{-1}(\{c_n\}) \in \mathcal{N} \setminus \mathcal{J}_\omega \).

Let \( f \) be any exponential-like function. The set \( Z := f(Y) \) is denumerable, but \( (f \circ F_3)^{-1}(Z) \supset F_3^{-1}(Y) \notin \mathcal{J}_\omega \) and it is not \( \mathcal{H}(\mathcal{I}_\omega) \)-closed, so by Example 10, \( f \circ F_3 \notin C_{\mathcal{H}(\mathcal{J}_\omega)} \).

Both functions \( f \) and \( F_3 \) are from the class \( C_{\mathcal{H}(\mathcal{N})} \) so \( f \circ F \in C_{\mathcal{H}(\mathcal{N})} \) which completes the proof.

**Theorem 19.** The family \( C_{\mathcal{H}(\mathcal{K})} \setminus (C_{\mathcal{H}(\mathcal{I}_\omega)} \cup C_{\mathcal{H}(\mathcal{N})}) \) is strongly \( \mathbf{c} \)-algebrable.

**Proof.** Let us consider the function \( F_4 \) from Example 11. For any exponential-like function \( f \) after repeating the reasoning from the previous proof we conclude that \( f \circ F_4 \notin C_{\mathcal{H}(\mathcal{I}_\omega)} \) and \( f \circ F_4 \notin C_{\mathcal{H}(\mathcal{N})} \). From Theorem 15 we have \( f \in C_{\mathcal{H}(\mathcal{K})} \). Since \( F_4 \in C_{\mathcal{H}(\mathcal{K})} \), then \( f \circ F_4 \in C_{\mathcal{H}(\mathcal{K})} \).

**Theorem 20.** The family \( C_{\mathcal{H}(\mathcal{I}_\omega)} \setminus C_{\mathcal{H}(\mathcal{N})} \) is strongly \( \mathbf{c} \)-algebrable.

**Proof.** A continuous function \( f \) is called strongly singular whenever \( f' = 0 \) almost everywhere and \( f \) is not constant in every interval. Strictly increasing strongly singular functions are described in [21] where a good bibliography on this topic is presented. A nice example of strictly increasing strongly singular function from \([0,1] \) onto \([0,1] \) is also presented in [13, §31]. Such a function \( F \) maps some null set \( A \subset [0,1] \) onto a set of measure 1. Therefore, \( F \notin C_{\mathcal{H}(\mathcal{N})} \) and (as injection) it is a function belonging to the class \( C_{\mathcal{H}(\mathcal{I}_\omega)} \).

Let \( f \) be an exponential-like function. Then \( f \circ F \in C_{\mathcal{H}(\mathcal{I}_\omega)} \) as a composition of two functions from \( C_{\mathcal{H}(\mathcal{I}_\omega)} \).

Let us denote \( B := [0,1] \setminus f(A) \). Since \( F \) is a bijection, \( (F)^{-1}(B) = A' \) is a set of measure 1. Since \( B \in \mathcal{N} \) and \( f \) is absolutely continuous function,
f(B) ∈ \mathcal{N}. From Theorem 15 it follows that \( f^{-1}(f(B)) \) ∈ \mathcal{N}. From the inclusion \( B \subseteq f^{-1}(f(B)) \) we have

\[ A' \subseteq (F)^{-1}(f^{-1}(f(B))). \]

Hence the set

\[ (f \circ F)^{-1}(f(B)) = F^{-1}(f^{-1}(f(B))) \]

is of full measure in \([0, 1]\) and it is not closed. Therefore, it is not \( \mathcal{H}(\mathcal{N}) \)-closed, which proves that \( f \circ F / \notin \mathcal{C}_{\mathcal{H}(\mathcal{N})}. \)

One can ask, when algebras constructed in this section are dense in \( \mathcal{C}_{[0,1]} \).

The answer to this question is that the constructed algebra is dense, if and only if the starting function \( F \) is one-to-one. Indeed, if \( F \) is one-to-one then by similar argument as in Theorem 10 in [7] the algebra is dense. On the other hand, when \( F \) is not one-to-one (i.e. it does not separate some points \( x \) and \( y \)) then any function in the algebra (even in its closure) can not separate \( x \) and \( y \). Therefore, the algebra constructed in Theorem 19 is dense in \( \mathcal{C}_{[0,1]} \).

5. \( \mathcal{H}(\mathcal{I}) \)-continuity for some other Ideals

There are many admissible \( \sigma \)-ideals, for which we can consider the family of \( \mathcal{H} \)-continuous functions. In this section we present a few results connected with \( \mathcal{H}(\mathcal{I}) \)-continuous functions with respect to the \( \sigma \)-ideal \( \mathcal{M} \) of microscopic sets and \( \sigma \)-ideal \( H_0 \) of sets of Hausdorff dimension zero.

The notion of microscopic sets on \( \mathbb{R} \) was introduced by J. Appell in [5], but the wide survey of this topic can be found in [15].

**Definition 21.** A set \( A \subset \mathbb{R} \) is microscopic if for each \( \varepsilon > 0 \) there exists a sequence of intervals \( (I_n)_{n \in \mathbb{N}} \) such that \( A \subset \bigcup_{n \in \mathbb{N}} I_n \) and \( \lambda(I_n) \leq \varepsilon^n \) for any \( n \in \mathbb{N} \).

The family of microscopic sets forms a \( \sigma \)-ideal. Clearly

\[ \mathcal{I}_\infty \subset \mathcal{M} \subset \mathcal{N}. \]

Since the Cantor ternary set is not microscopic (see [6]), the second inclusion is proper. A Cantor type set (a nowhere dense perfect set) which is microscopic is constructed in [17]. It follows that the first inclusion is proper, too.

To introduce some necessary denotations and for the convenience of the reader we recall the construction of a Cantor type set which is microscopic.

**Example 22.** [15]. There is a nowhere dense perfect set \( C_m \) which is microscopic.

We shall define by induction the sequence of open intervals \( (J_{n,i}) \) with \( i = 1, \ldots, 2^n - 1 \). Let \( J_{1,1} = (\frac{1}{4}, \frac{3}{4}) \). By \( K_{1,1} \) and \( K_{1,2} \) we denote the successive components of \([0, 1] \setminus J_{1,1}\). Evidently \( \lambda(K_{1,1}) = \lambda(K_{1,2}) = \frac{1}{2^n} \). In the second step
by $J_{2,1}, J_{2,2}$ we denote two open intervals concentric with $K_{1,1}$ and $K_{1,2}$ respectively, such that $\lambda(J_{2,1}) = \lambda(J_{2,2}) = \lambda(K_{1,1}) - 2 \cdot \frac{1}{3^2}$. By $K_{2,1}, K_{2,2}, K_{2,3}, K_{2,4}$ we denote the successive components of the set $[0,1] \setminus (J_{1,1} \cup J_{2,1} \cup J_{2,2})$. Then $\lambda(K_{2,i}) = \frac{1}{3^2}$ for $i = 1, 2, 3, 4$. In each $k$ step we have the open, nonempty intervals $J_{k,i}$, such that $\lambda(J_{k,i}) = \lambda(K_{k-1,i}) - 2 \cdot \frac{1}{(k+1)^2}$ for $i = 1, \ldots, 2^{k-1}$, $k \in \mathbb{N}$. Finally we put $C_m = \bigcap_{k=1}^{\infty} \bigcup_{i=1}^{2^k} K_{k,i}$ The obtained set is perfect, nowhere dense and microscopic.

**Lemma 23.** Let $I$ be an interval. Suppose that $f : I \to \mathbb{R}$ is a strictly monotone differentiable function and there exist positive numbers $M$ and $m$ such that for any $x \in I$

$$0 < m < |f'(x)| < M.$$  

Then

$$A \in \mathcal{M} \iff f(A) \in \mathcal{M}$$  

for any $A \subset I$.

**Proof.** For any $x, y \in I$

$$m|x - y| \leq |f(x) - f(y)| \leq M|x - y|.$$  

(4)  

We can assume that $M > 1$ and $m < 1$. As $f$ is a continuous bijection, $f(J)$ is an interval for any interval $J \subset I$, and

$$m \cdot \lambda(J) \leq \lambda(f(J)) \leq M \cdot \lambda(J)$$  

Let us fix a microscopic set $A \subset I$ and a positive number $\varepsilon$. Since $A \in \mathcal{M}$, there exists a sequence of intervals $(I_n)_{n \in \mathbb{N}}$ such that $A \subset \bigcup I_n$ and $\lambda(I_n) \leq \left(\frac{\varepsilon}{M}\right)^n$ for any $n \in \mathbb{N}$. Therefore, for any $n \in \mathbb{N}$

$$\lambda(f(I_n)) \leq M \cdot \lambda(I_n) \leq M \cdot \left(\frac{\varepsilon}{M}\right)^n < \varepsilon^n.$$  

Obviously

$$f(A) \subset f\left(\bigcup I_n\right) = \bigcup f(I_n),$$  

so $f(A) \in \mathcal{M}$. Using the left inequality in (4), we obtain the second implication. □

It is clear that the $\sigma$-ideal $\mathcal{M}$ is invariant with respect to translations and dilatations (see [15]). Therefore it is an admissible $\sigma$-ideal and we can consider the family $\mathcal{C}_{\mathcal{H}(\mathcal{M})}$.

**Theorem 24.** The family $(\mathcal{C}_{\mathcal{H}(\mathcal{N})} \cap \mathcal{C}_{\mathcal{H}(\mathcal{I})}) \setminus \mathcal{C}_{\mathcal{H}(\mathcal{M})}$ is densely strongly $\mathcal{C}$-algebrable.
Proof. We will start with finding a function $F_5 \in \left( \mathcal{C}_H(\mathcal{N}) \cap \mathcal{C}_H(\mathcal{I}_{\omega}) \right) \setminus \mathcal{C}_H(\mathcal{M})$. Firstly we define an auxiliary function $f : [0, 1] \to [0, 1]$ which belongs to the difference $\mathcal{C}_H(\mathcal{N}) \setminus \mathcal{C}_H(\mathcal{M})$.

Let us consider the Cantor ternary set $C$ on $x$-axis, and the microscopic set $C_m$ constructed in Example 22 on $y$-axis. The construction of the Cantor ternary set is well known, but we recall it shortly to enter some denotations. We start from the unit interval $[0, 1]$ and we denote the middle set of the length $\frac{1}{3}$ by $E_{1,1}$. By $L_{1,1}$ and $L_{1,2}$ we denote the successive components of $[0, 1] \setminus E_{1,1}$. In each $k$ step we have the open, nonempty intervals $E_{k,1}, \ldots, E_{k,2^k-1}$ concentric with the closed intervals $L_{k-1,1}, \ldots, L_{k-1,2^{k-1}}$ respectively, such that $\lambda(E_{k,i}) = \left( \frac{1}{3} \right)^k$ for $i = 1, \ldots, 2^{p-1}, k \in \mathbb{N}$. The ternary Cantor set $C = \bigcap_{k=1}^{\infty} \bigcup_{i=1}^{2^k} L_{k,i}$ is perfect, nowhere dense and of measure zero.

Let us take the intervals $J_{p,i}$, $i = 1, \ldots, 2^{p-1}, p \in \mathbb{N}$ from Example 22 and put: $E_{p,i} = (a_{p,i}, b_{p,i})$ and $J_{p,i} = (c_{p,i}, d_{p,i})$. In the first step for $[a_{1,1}, b_{1,1}] = [\frac{1}{3}, \frac{2}{3}]$ and $[c_{1,1}, d_{1,1}] = [\frac{1}{3}, \frac{2}{3}]$ we construct piece-wise affine function $f_1$ in the following way: we put $f_1(0) = 0$, $f_1(1) = 1$, $f_1(a_{1,1}) = c_{1,1}$, $f_1(b_{1,1}) = d_{1,1}$ and $f_1$ is affine on the intervals $[0, a_{1,1}]$ and $[b_{1,1}, 1]$. Then $f_1$ is continuous and strictly increasing. In the second step we modify $f_1$ in the intervals $[0, a_{1,1}]$ and $[b_{1,1}, 1]$. Let $f_2(x) = f_1(x)$ on $[a_{1,1}, b_{1,1}]$, $f_2(0) = 0$, $f_2(1) = 1$, $f_2(a_{2,1}) = c_{2,1}$, $f_2(b_{2,1}) = d_{2,1}$, $f_2(a_{2,2}) = c_{2,2}$, $f_2(b_{2,2}) = d_{2,2}$ and affine on other intervals so that $f_2$ is continuous and strictly increasing. Proceeding in the same way we obtain the uniformly convergent sequence $f_n$ of continuous strictly increasing functions.

Let us put $f = \lim_{n \to \infty} f_n$. Then $f$ is continuous and strictly increasing, so it is $\mathcal{H}(\mathcal{I}_{\omega})$-continuous. Let us observe that $f$ is also $\mathcal{H}(\mathcal{N})$-continuous. Take any set $N$ of measure zero. We will show that $f^{-1}(N)$ has also the measure zero. Consider $N = (C_m \cap N) \cup (N \setminus C_m)$. Then $f^{-1}(C_m \cap N) \subset C$ so it has measure zero. The set $N \setminus C_m$ is a subset of complement of $C_m$ and is of measure zero so its preimage under the affine function is also of measure zero. Hence $f^{-1}(N)$ is a null set, so $f \in \mathcal{C}_H(\mathcal{N})$.

Next step is analogous to this presented in Theorem 10. Let us take an interval set $U = \bigcup_{n=1}^{\infty} (u_n, v_n)$ convergent to 0 from the right and a sequence $(c_n)_{n \in \mathbb{N}}$ of positive numbers strictly decreasing to zero and such that $c_n - c_{n+1} > v_{n+1} - u_{n+1}, n \in \mathbb{N}$. In the same way as in Theorem 10 we construct a function $F_5$. Let us consider the square $W_n = [u_n, v_n] \times [u_n, v_n]$. Let $C_m^{(n)}$ denote the microscopic set contained in $[u_n, v_n]$ on $y$-axis, $C^{(n)}$ the Cantor set on $x$-axis. On each level $y = c_n$ in $W_n$ we build a copy of the function $f$, name it $g_n$. Then $g_n^{-1}(C_m^{(n)}) = C^{(n)}$. Now we connect graphs of all $g_n$, $n \in \mathbb{N}$, with affine functions to have a continuous function $F_5$.

We shall prove that $F_5 \in \mathcal{C}_H(\mathcal{N}) \setminus \mathcal{C}_H(\mathcal{M})$. Firstly let us observe that $F_5 \notin \mathcal{C}_H(\mathcal{M})$. Consider the set $Y = \{C_m^{(n)} : n \in \mathbb{N}\}$. It is $\mathcal{H}(\mathcal{M})$-closed but its preimage is not $\mathcal{H}(\mathcal{M})$-closed because $F_5^{-1}(Y) = \bigcup_n C^{(n)}$, and the set $\bigcup_n C^{(n)}$
is not \( \mathcal{H}(\mathcal{M}) \)-closed. Analogously as in the case of auxiliary function \( f \) we show that \( F_5 \) is \( \mathcal{H}(\mathcal{N}) \)-continuous which completes the proof.

To prove the strong \( c \)-algebrability of \(( \mathcal{C}_{\mathcal{H}(\mathcal{N})} \cap \mathcal{C}_{\mathcal{H}(\mathcal{I}_{\omega})}) \setminus \mathcal{C}_{\mathcal{H}(\mathcal{M})} \) we again use the exponential-like functions method and consider functions of the form \( f \circ F_5 \), where \( f \) is an exponential-like function. In Theorem 15 we showed that any exponential-like function belongs to \( \mathcal{C}_{\mathcal{H}(\mathcal{N})} \cap \mathcal{C}_{\mathcal{H}(\mathcal{I}_{\omega})} \). The function \( F_5 \) belongs to \( \mathcal{C}_{\mathcal{H}(\mathcal{N})} \cap \mathcal{C}_{\mathcal{H}(\mathcal{I}_{\omega})} \) either, so \( f \circ F_5 \in \mathcal{C}_{\mathcal{H}(\mathcal{N})} \cap \mathcal{C}_{\mathcal{H}(\mathcal{I}_{\omega})} \). Repeating the reasoning from the proof of Theorem 18, we obtain that \( f \circ F_5 \notin \mathcal{C}_{\mathcal{H}(\mathcal{M})} \).
The density of the constructed algebra in $C_{[0,1]}$ follows from the fact that the function $F_5$ is one-to-one.

Directly from the last theorem it follows that

$$C_{\mathcal{H}(N)} \cap C_{\mathcal{H}(\omega)} \cap C_{\mathcal{H}(M)} \subsetneq C_{\mathcal{H}(N)} \cap C_{\mathcal{H}(\omega)}$$

Using Lemma 23 and repeating the second part of the proof of Theorem 15 we obtain that any exponential-like function belongs to $C_{\mathcal{H}(M)}$. Therefore

**Theorem 25.** The family $C_{\mathcal{H}(N)} \cap C_{\mathcal{H}(\omega)} \cap C_{\mathcal{H}(M)}$ is densely strongly $c$-algebraable.

Let us recall some information to introduce another $\sigma$-ideal connected with the measure.

**Definition 26.** For any set $A \subset \mathbb{R}$, $\delta \in (0, \infty]$ and $\alpha \in (0, \infty)$ we define the outer measure

$$H_\alpha^\delta(A) = \inf \left\{ \sum_{n \in \mathbb{N}} (\text{diam} A_n)^\alpha : A \subset \bigcup_{n \in \mathbb{N}} A_n \text{ oraz diam}(A_n) < \delta \right\}.$$  

The $\alpha$-dimensional Hausdorff measure of a set $A$ is defined as $H^\alpha(A) = \lim_{\delta \to 0} H_\alpha^\delta(A)$. The Hausdorff dimension of $A$ is a number

$$\dim_H(A) = \inf \{ s \geq 0 : H^s(A) = 0 \}.$$

The family of sets of the Hausdorff dimension zero forms a $\sigma$-ideal denoted by $H_0$. The classical ternary Cantor set is a null set, but has positive Hausdorff dimension. In [6] there is constructed a Cantor type set $C_H$ which has Hausdorff dimension 0 and is not microscopic. Hence

$$\mathcal{I}_\omega \subsetneq \mathcal{M} \subsetneq H_0 \subsetneq \mathcal{N}.$$  

It is known that $H_0$ is admissible, so we may consider $H$-continuity with respect to it. By repeating the reasoning from the proof of Theorem 24 we have

**Example 27.** There exists functions $F_6 \in C_{\mathcal{H}(H_0)} \setminus C_{\mathcal{H}(M)}$ and $F_7 \in (C_{\mathcal{H}(N)} \cap C_{\mathcal{H}(\omega)}) \setminus C_{\mathcal{H}(H_0)}$.

In the construction we use the same method as in Theorem 24: to have $F_6$ we use the set $C_H$ on $x$-axis and the microscopic set $C_m$ on $y$-axis. To obtain $F_7$ we put the Cantor ternary set $C$ on $x$-axis and a Cantor-type set $C_H$ of Hausdorff dimension 0 on $y$-axis.

We decided to show the full research on continuous functions in the Hashimoto topologies generated with the most often used $\sigma$-ideals: of the countable sets, of the Lebesgue measure zero sets and of the meager sets. In the last section we only touched the problem for the microscopic sets and sets of Hausdorff dimension zero. We think that similar considerations can be promising also for some other $\sigma$-ideals: for the $\sigma$-ideal of sets with the Hausdorff $\alpha$-dimensional measure zero for $0 < \alpha \leq 1$ or the $\sigma$-ideals not directly
related to the measure or category, for instance the $\sigma$-ideal of $\sigma$-porous sets or the $\sigma$-ideal of the Marczewski $s_0$-sets.
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