A Formal Verification of ArpON – A Tool for Avoiding Man-in-the-Middle Attacks in Ethernet Networks

Danilo Bruschi, Andrea Di Pasquale, Silvio Ghilardi, Andrea Lanzi, and Elena Pagani

Abstract—Since the nineties, the Man-in-The-Middle (MITM) attack has been one of the most effective strategies adopted for compromising information security on Internet. MITM attacks target network traffic that flows between endpoints, compromising its confidentiality and integrity. It is a form of active wiretapping attack in which the attacker intercepts and selectively modifies communicated data to masquerade as one or more of the entities involved in a communication association [43].

MITM attacks exploit vulnerabilities at various levels of the OSI (Open System Interconnection) architecture: Man-in-the-browser attacks at application level [27], Secure Socket Layer (SSL) hijack at the transport level [19], IP spoofing at the network layer [33] and ARP Poisoning attacks at the data link layer [1]. Over the years these attacks have been adapted to work with new emerging network technologies such as GSM (Global System for Mobile communications) and UMTS (Universal Mobile Telecommunications System) [16], WiFi [5] and to IoT (Internet-of-Things) systems [18]. Today they still represent a major concern for security professionals. In this paper, we will focus our attention on ARP cache poisoning, which is one of the most well-known and commonly adopted techniques for performing MITM attacks.

ARP (Address Resolution Protocol) is a Data Link Layer [6] protocol whose main task is to establish a bind between the two addresses that characterize an Internet host, namely the IP (Internet Protocol) address and the MAC (Media Access Control) address. Since the Internet is a network of local area networks (LAN), the former is used to distinguish a host on the Internet, while the latter is used for referring to a particular host inside a LAN. The MAC address, which is 48 bits long, is fixed and hardwired in the network interface card by its manufacturer. By contrast, the IPv4 address, which is 32 bits long, is assigned to a host by either a network administrator (static address), or a DHCP (Dynamic Host Configuration Protocol) server (dynamic address) [25] depending on the network the host is connected to. Thus, every host $h$ connected to Internet is identified by a pair $\langle MAC_h, IP_h \rangle$, such that for every two hosts both their IP addresses and their MAC addresses are distinct. Furthermore, $h$ maintains a dynamic table which contains the pair $\langle MAC, IP \rangle$ for any host it needs to communicate with. The construction and management of such a table, which is called ARP cache, is the main task of the ARP protocol. By poisoning the content of such a table an attacker can modify the communication flow inside a LAN.

Several solutions to the ARP cache poisoning attack problem have been proposed in the literature, that though require significant changes to the nodes, cannot coexist with

1. IPv4 is the version of the implementation of the IP protocol currently used. It will be substituted in a future by IPv6. Addresses will become 128 bits long in IPv6.
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1 INTRODUCTION

Since the nineties, the Man-in-The-Middle (MITM) attack has been one of the most effective strategies adopted for compromising information security on Internet. MITM attacks target network traffic that flows between endpoints, compromising its confidentiality and integrity. It is a form of active wiretapping attack in which the attacker intercepts and selectively modifies communicated data to masquerade as one or more of the entities involved in a communication association [43].

MITM attacks exploit vulnerabilities at various levels of the OSI (Open System Interconnection) architecture: Man-in-the-browser attacks at application level [27], Secure Socket Layer (SSL) hijack at the transport level [19], IP spoofing at the network layer [33] and ARP Poisoning attacks at the data link layer [1]. Over the years these attacks have been adapted to work with new emerging network technologies such as GSM (Global System for Mobile communications) and UMTS (Universal Mobile Telecommunications System) [16], WiFi [5] and to IoT (Internet-of-Things) systems [18]. Today they still represent a major concern for security professionals. In this paper, we will focus our attention on ARP cache poisoning, which is one of the most well-known and commonly adopted techniques for performing MITM attacks.

ARP (Address Resolution Protocol) is a Data Link Layer [6] protocol whose main task is to establish a bind between the two addresses that characterize an Internet host, namely the IP (Internet Protocol) address and the MAC (Media Access Control) address. Since the Internet is a network of local area networks (LAN), the former is used to distinguish a host on the Internet, while the latter is used for referring to a particular host inside a LAN. The MAC address, which is 48 bits long, is fixed and hardwired in the network interface card by its manufacturer. By contrast, the IPv4 address, which is 32 bits long, is assigned to a host by either a network administrator (static address), or a DHCP (Dynamic Host Configuration Protocol) server (dynamic address) [25] depending on the network the host is connected to. Thus, every host $h$ connected to Internet is identified by a pair $\langle MAC_h, IP_h \rangle$, such that for every two hosts both their IP addresses and their MAC addresses are distinct. Furthermore, $h$ maintains a dynamic table which contains the pair $\langle MAC, IP \rangle$ for any host it needs to communicate with. The construction and management of such a table, which is called ARP cache, is the main task of the ARP protocol. By poisoning the content of such a table an attacker can modify the communication flow inside a LAN.

Several solutions to the ARP cache poisoning attack problem have been proposed in the literature, that though require significant changes to the nodes, cannot coexist with

1. IPv4 is the version of the implementation of the IP protocol currently used. It will be substituted in a future by IPv6. Addresses will become 128 bits long in IPv6.
standard ARP implementations, and in some circumstances fail in preventing/solving poisoning. In Section 3, we perform a detailed analysis.

In this paper, the authors approach the problem from a formal perspective in order to provide a more definitive response to it.

More precisely, we formally define the problem of constructing and managing an ARP cache, namely the Address Translation Problem, and we provide a formal proof that in the presence of a malicious host, the Address Translation Problem is impossible to solve. Given such a result, we devised the ArpON protocol, a solution to the ARP cache poisoning problem that is based on the strategy of mitigating the effects of an ARP cache poisoning attack by returning a poisoned ARP cache to a “non-dangerous” state in the shortest span time possible. Using a formal prover [30] we also verified the safety property of ArpON. This is a very significant result in that it provides a further step toward the application of formal verification techniques for the analysis as well as synthesis of real network protocols. Recent research regarding infinite-state systems has provided very few working examples of specifications involving quantifiers, such as those required for modeling ArpON, since the border leading to undecidability phenomena is quite close, and very few methodologies are available.

We have formally proved that in static environments, i.e., LANs where the hosts have predefined IP addresses, ArpON is safe from ARP poisoning attacks. On the other hand, in dynamic environments in which the hosts’ IP addresses are not known a priori and can change during protocol execution, in accordance with the impossibility result mentioned above, the only event which compromises the safety of the protocol is a cache poisoning which however is removed quickly – as we are able to prove – making practically infeasible to perpetrate such attacks.

Obviously, in order to properly work, ArpON requires some additional message exchanges, which however affect neither the approach scalability (the communication overhead is independent of the LAN size), nor message latency, as we show through simulations in Section 5.

ArpON is thus an efficient and effective solution to counteract ARP cache poisoning attacks in that it incurs in low operational costs, is backward compatible, transparent to the ARP protocol, and to our knowledge is the only protocol at the data link layer which exhibits a formal safety proof. ArpON is completely compliant with every version of the ARP protocol as specified in the relevant Request for Comments (RFCs) [20], [21], [42] and its source code has been made available and has been downloaded by more than 100,000 users since January 2016.

The main contributions of this paper with respect to the state of the art can be summarized as follows:

- We provide the first formal definition of the Address Translation Problem addressed by the ARP protocol, and we formally prove its impossibility in the presence of a single malicious host in the more general network model, namely, the adoption of dynamic network addresses with no use of cryptography.
- We formalize the ArpON protocol using the array-based declarative approach for the modeling of infinite-state reactive parameterized systems.
- Using the Model Checker Modulo Theories (MCMT) model-checker, we prove the safety property of ArpON, in the particular case in which LAN hosts have a static, persistent, addressing.
- Using the Model Checker Modulo Theories (MCMT) model-checker, we prove that in the more general context the safety property of ArpON does not hold but cache poisoning is always removed after a very short period of time (ArpON shaded area).
- We evaluate - through simulations - the length of the ArpON shaded area. We show that it lasts 0.11 ms, an interval much shorter than that required by a packet to traverse the TCP/IP (Transmission Control Protocol/Internet Protocol) stack on an optimized platform, which is the first step required for performing a MITM attack. More precisely, such a value has been estimated in 0.53ms [31], which prevents the possibility of bringing a successful MITM attack when ArpON is in use, comparing it against real system measurements.

The paper is organized as follows. Section 2 provides background on the ARP protocol and on MITM attacks. Section 3 provides a brief overview of related research. Section 4 contains a general description of ArpON. Section 5 reports some experimental values we obtained by executing ArpON in a simulation environment. Section 6 formally defines the Address Translation Problem and proves the impossibility of deterministically solving it in the presence of a malicious host. Section 7 introduces some preliminaries on the formal prover that has been adopted, and reports the main results obtained by the formal verification of ArpON. Section 8 contains the concluding remarks.

## 2 Background

In this section we introduce the basic concepts for understanding the ARP protocol and the ARP cache poisoning attack.

### 2.1 Address Resolution Protocol

As mentioned earlier, the main task of ARP [20], [21], [42] is to learn hosts’ MAC addresses corresponding to IPv4 addresses and write them into the ARP cache. Within an ARP cache, we distinguish between persistent entries and dynamic entries. Persistent entries contain mappings that are known a priori, are manually configured by the system administrator, and permanently remain inside the cache, unless explicitly removed. Dynamic entries are related to mappings which are not known beforehand and need to be learnt at runtime. A dynamic entry usually has a lifetime of approximately 10 minutes; after that period the entry is automatically removed from the ARP cache.

In simple terms, dynamic entries are built by ARP in the following way. Consider two hosts $h$ and $k$ that are on the
same LAN; \( h \) needs to send a packet to \( k \). \( h \) usually knows IP\(_ k \), i.e., \( k \)'s IP address,\(^4\) but in order to reach \( k \) in its local network \( h \) has to know \( k \)'s MAC address. First, \( h \) looks for a \( \langle \text{MAC}\_k, \text{IP}\_k \rangle \) entry in its own ARP cache. If the entry is not found, \( h \) sends an ARP request message to all hosts in the LAN, asking for the MAC address of the owner of the IP\(_ k \) address. Once \( k \) receives the message, it sends an ARP reply message to \( h \) supplying its own MAC address. Once \( h \) receives the ARP reply, it updates its own cache with the entry \( \langle \text{MAC}\_k, \text{IP}\_k \rangle \). Symmetrically, \( k \) updates its own cache with the mapping \( \langle \text{MAC}\_k, \text{IP}\_h \rangle \).

In Fig. 1, the payload of ARP messages is shown: the fields in the first line contain the type and length of both the IPv4 and MAC addresses. In the second line, the opcode specifies the type of message, the sha and spa fields are respectively the MAC and IPv4 addresses of the message source, while the tsha and tpa fields are the MAC and IPv4 addresses of the message target.

ARP also provides the opportunity for a host to announce its IPv4 and MAC addresses, either at boot or upon changes. This is useful for example when a host joins a LAN. Such an announcement, also called a gratuitous ARP message, is usually broadcast as either an ARP request or an ARP reply. Gratuitous announces have both sha = tsha and spa = tpa to report the address correspondence to be announced. A gratuitous ARP sent using an ARP request is not intended to solicit a reply; rather, it updates possible cached entries for the sending host in the ARP tables of the receivers of the packet.

Such an update is performed because of the implicit ARP assumption that all the hosts in a LAN are trustable.

Furthermore, before beginning to use an IPv4 address (whether received from manual configuration, DHCP, or some other means), a host \( h \) must usually verify whether the address is already in use: to this end, it broadcasts an ARP probe message, i.e., a “fake” ARP request where the source mapping is empty (spa = 0.0.0.0) in order to not leave traces in other hosts’ caches, while the target IP address is the one the host would use. If another host \( k \) exists in the LAN already using the IP address, \( k \) sends a unicast ARP reply message, signaling that the address is already in use.

### 2.2 MITM Attacks

The ARP protocol can easily be subverted by performing Man-in-the-Middle (MITM) attacks (see e.g., [14]), using a technique known as ARP poisoning or ARP spoofing, described in the following.

Let us consider three hosts in a LAN \( x, w, z \) and their corresponding MAC and IP addresses \( \langle \text{MAC}\_x, \text{IP}\_x \rangle, \langle \text{MAC}\_w, \text{IP}\_w \rangle, \langle \text{MAC}\_z, \text{IP}\_z \rangle \). If \( w \) convinces \( z \) that \( z \)'s MAC address is \( \text{MAC}\_w \), all messages that \( z \) wants to send to \( x \) will actually be addressed to \( \text{MAC}\_x \); consequently, they will be received by \( w \). In this way, the attacker \( w \) will hijack all the communications between \( z \) and \( x \), acting as it sits in the middle of the communication, hence the name. More precisely, this is the case of a half-duplex MITM as the attacker is able to intercept only one traffic flow (from \( z \) to \( x \)). We refer to full-duplex MITM when the attacker is able to monitor both the traffic flows; this would imply that \( w \) is also able to convince \( x \) that \( z \)'s MAC address is \( \text{MAC}\_w \).

The goal of MITM attacks is to overtake a communication session between two hosts in order to intercept and view the information being exchanged between them. ARP poisoning is not difficult to obtain by leveraging some of the features of the ARP protocol. Some methods adopted to perform a MITM attack, which are mostly based on the fact that ARP assumes that all hosts in the network are trustable, are:

- a host \( h \) can craft a gratuitous ARP message where the pair \( \langle \text{sha}, \text{spa} \rangle \) is set to \( \langle \text{MAC}\_h, \text{IP}\_x \rangle \); in this way, roughly speaking, the ARP caches of the remaining hosts in the LAN are poisoned with a wrong value, and \( h \) will intercept all messages directed to \( x \) by all the hosts in the LAN;
- when receiving an ARP request-reply, a host immediately updates its own ARP cache with the information contained in the message. Again, a suitably crafted ARP reply can be used for ARP poisoning also in case no previous ARP request was generated (unsolicited), as ARP is stateless and hosts do not remember the messages they have sent.

Since the ARP cache entries are periodically refreshed, an attacker who is interested in maintaining a MITM attack for a long time has to continuously send ARP messages suitably crafted so that the ARP cache entries of interest stay poisoned.

### 3 Related Research

In this section, we briefly describe several defense mechanisms against ARP poisoning attacks, which have been proposed in the literature.

ArpWatch [36] is a user-space tool for monitoring ARP traffic on computer networks. It keeps track of MAC/IP address pairings. It generates Syslog activities and reports via e-mail certain changes of the observed pairings of IP addresses with MAC addresses, along with a timestamp when the pairing appeared on the network.

Anticap [10] is a kernel patch that does not update the ARP cache when an ARP reply carries a different MAC address for a given IP already in the cache and issues a kernel alert. In this case, ARP specification is no longer adhered to, as legal gratuitous packets are dropped. Antidote [44] is a different kernel patch that intercepts ARP replies announcing a change in a \( \langle \text{MAC}, \text{IP} \rangle \) pair and tries to discover if the previous MAC address is still viable. In that case, the update is rejected and the new MAC address is added to a list of “banned” addresses. If Antidote is installed, a host can spoof the sender MAC address and force a host to ban another host. In [46], a solution that implements two distinct queues, one for requested addresses and one for received replies, is proposed. The system discards a reply if either the corresponding request was never sent, i.e., is not in the queue, or an IP address associated with a different Ethernet address is already present in the received queue.

\(4\) E.g., through the resolution of \( k \)'s symbolic name by the Domain Name System.
In all the above cases, the solutions contain the same vulnerability. That is, when an ARP request is broadcast and both the victim and the attacker receive the message, the first to reply will take over the other.

S-ARP [15] and TARP [37] use asymmetric cryptography and Authoritative Key Distributor to assert the authenticity of ARP messages. TARP [37] introduces a signed attestation in the form of addresses to a public key or ticket. Messages are digitally signed by the sender, thus preventing the injection of spoofed information. Unfortunately, cryptography and key management at the Data Link layer are not compatible with most existing LANs protocols and devices, and would require extensive changes. Furthermore, they have a significant impact on performance, and are not always affordable as in the case of Industrial LANs. Furthermore, the S-ARP solution is not compatible with the legacy code since the S-ARP packet format is different from the ARP-Packet format as defined in [42]. In [45] a further protocol, namely Arpsec, has been introduced, which uses TPM (Trusted Platform Module) attestation to guarantee the trust in remote hosts. Arpsec, however, requires TPM hardware on each host to work as well as a key management support.

In [38], the MR-ARP protocol is introduced which prevents ARP poisoning MITM attacks recurring to voting schema. When a host receives an ARP request/reply message that contains a MAC address for an IP address different from the one registered in the ARP cache, MR-ARP requests the neighbouring nodes to vote for the new IP address. This schema is based on the assumption that votes can be delivered almost instantaneously, but this condition may not be valid in some LAN environments such as wireless networks, where data rates can change on the basis of signal-to-noise ratio (SNR), i.e., auto rate fallback (ARF).

### 4 ArpON: ARP Handler Inspection

In this section, we describe the ArpON protocol by providing architectural as well as implementation details. Architecturally speaking, ArpON is divided into three modules, namely, **SARPI** for LANs where only static persistent addresses are used, **DARPI** for LANs where just dynamic addresses are used, and **HARPI** that merges SARPI and DARPI when both persistent and dynamic addresses are in use. These modules are described and a pseudo code is provided in the following sections.

#### 4.1 Overview

ArpON is a daemon that works in parallel with the ARP protocol and is compatible with legacy implementations of ARP. As a consequence, in a LAN, hosts that use the traditional ARP can coexist with hosts that have installed the “ARP + ArpON” solution; the latter hosts having their ARP caches protected from MITM ARP poisoning attacks. The main task of ArpON is to supervise ARP cache management, relying on its own cache, which is different from that used by ARP.

More precisely, any ArpON instance manages two different caches: a SARPI cache and a DARPI cache. ArpON works in user space and cooperates with the ARP protocol in the kernel to manage the Ethernet interfaces present in a host; an instance of the ArpON daemon exists for each Ethernet interface. The general architecture is described in Fig. 2.

#### 4.2 SARPI: Static ARP Inspection

As mentioned above, SARPI works in a LAN environment with IP addressing completely static and persistent. We assume that every host has a configuration file that contains the trustable mappings of all the hosts in the network. The task of SARPI is to avoid the occurrence into the ARP cache of any persistent mapping different from those in the configuration file.

Algorithm 1 supplies the pseudo-code for SARPI. All messages generated by SARPI are broadcast. At start up, SARPI executes the *Clean* policy (lines 18, 1-5), which consists of removing all the entries, both static and dynamic, from the ARP cache, and copying all the trustable mappings from the configuration file to the SARPI cache. Subsequently, all the mappings contained in the SARPI cache are copied as persistent entries in the ARP cache following the *Update* policy (lines 19, 7-9).

Most of the management of the Ethernet interface still remains a kernel responsibility. Upon the reception of ARP messages, ArpON – on the basis of its policies – overwrites the ARP cache and decides whether to create, maintain or delete cache entries.

The behavior of the SARPI and DARPI modules is driven by a set of policies that define – on the basis of the network packet received on the network interface – the operations to be performed on the ARP cache and the SARPI/DARPI caches, as described in the following. In the following, the term *basic* request denotes an ARP request unleashed by a process at the application level, in contrast with those generated autonomously by ARP such as probe and gratuitous requests. Similarly, *basic* replies differentiate from gratuitous replies.

5. Such a functionality is obtained by ArpON by modifying the **proc filesystem** the **arp_ignore** and the **arp_accept** parameters which are used by the **sysadmin** to configure the way ARP behaves when ARP requests and ARP gratuitous announcements are received.

6. If the **iff** by convention is the destination MAC address used for broadcast messages.
Algorithm 1. SARPI

1: Clean()
2: Disable in the Operating System the generation of ARP replies in response to received ARP requests for all local addresses;
3: Disable in the Operating System the creation of new IP entries in the ARP cache triggered by unsolicited and gratuitous ARP requests and replies;
4: ARP_cache ← []; // empty
5: SARPI_cache ← config-file;
6: Update();
7: ARP_cache ← SARPI_cache ∪ (ARP_cache - SARPI_cache);
8: start timer(10 min.);
9: Allow(S);
10: ARP_cache(S) ← (spa , sha); // dynamic
11: Refresh(S);
12: ARP_cache(S) ← SARPI_cache(S); // persistent
13: Main();
14: Clean();
15: Update();
16: when timeout ∨ ARP packet do
17: if timeout then
18: Update();
19: else if (ARP_pkt.opcode=Request ∨ ARP_pkt.opcode=Reply) ∧ ARP_pkt.sha=myMAC ∧ ARP_pkt.spa=myIP then
20: skip; // outbound basic/probe/gratuitous ARP requests and replies
21: end if
22: else if ((ARP_pkt.opcode=Reply ∧ ARP_pkt.tpa=myIP) ∨ ARP_pkt.spa=ARP_pkt.tpa) ∧ ARP_pkt.spa = S ∧ S / = 0.0.0.0 ∧ S ≠ myIP ∧ S ∈ NETWORK(myIP) then
23: if S ∈ SARPI_cache then
24: Refresh(S);
25: else
26: Allow(S);
27: end if
28: else
29: end if
30: new ARP_pkt': ARP_pkt'.opcode ← Reply;
31: ARP_pkt'.tpa ← S; ARP_pkt'.tha ← ff:ff:ff:ff:ff:ff;
32: ARP_pkt'.spa ← myIP; ARP_pkt'.sha ← myMAC;
33: broadcast ARP_pkt'; // eth_dest = ff:ff:ff:ff:ff:ff
34: if S ∈ SARPI_cache then
35: Refresh(S);
36: else
37: Allow(S);
38: end if
39: new ARP_pkt: ARP_pkt.opcode ← Request;
40: ARP_pkt.tpa ← 0.0.0.0; ARP_pkt.tha ← ff:ff:ff:ff:ff:ff;
41: ARP_pkt.spa ← myIP; ARP_pkt.sha ← myMAC;
42: broadcast ARP_pkt; // eth_dest = ff:ff:ff:ff:ff:ff
43: else
44: skip; // inbound ARP probe reply
45: end if
46: end do

However, persistent entries may be removed or modified by the system administrator. Hence, every 10 minutes, ArpON executes the Update procedure to refresh the persistent entries in the ARP cache with the SARPI cache (lines 21-22). If, for some reason, a permanent entry in the ARP cache of a host h is removed, its value will remain undefined until the next Update is performed. In the meantime, h can be exposed to an ARP cache poisoning attack. In order to avoid this risk, a Refresh policy (lines 14-15) has been introduced that works as follows. When a host h receives either a basic ARP reply or a gratuitous announce (lines 25-30), SARPI verifies whether the spa field is present in the SARPI cache. In this case, the corresponding (safe) persistent mapping is immediately copied into the ARP cache by the Refresh policy. If by contrast the spa value is not present in the SARPI cache, then this is a dynamic mapping, which is not an issue for SARPI, and the Allow policy (lines 11-12) is applied.

When a host h receives a basic ARP request from a host u (lines 31-40), h sends (broadcast) an ARP reply message as usual, providing its own MAC address to u. At the same time, h updates its own ARP cache with either:

1) the mapping related to u contained in the ARP request, if IPu is not contained in its SARPI cache (Allow policy);
2) or the corresponding mapping contained in the SARPI cache (Refresh policy).

The reception of an ARP probe message (lines 41-48) raises the generation of an ARP reply only in the case the receiving host owns the probed IP address, in order to avoid duplicate addresses.

Algorithm 2. DARPI - Policies

1: Clean()
2: Disable in the Operating System the generation of ARP replies in response to received ARP requests for all local addresses;
3: Disable in the Operating System the generation of ARP packets for all local addresses;
4: ARP_cache ← []; // empty
5: DARPI_cache ← {}; // empty
6: Allow(S);
7: ARP_cache(S) ← (spa , sha);
8: Deny(S);
9: ARP_cache(S) ← (∅, ∅);
10: Verify(S);
11: new ARP_pkt: ARP_pkt.opcode ← Request;
12: ARP_pkt.spa ← myIP; ARP_pkt.sha ← myMAC;
13: ARP_pkt.tpa ← S; ARP_pkt.tha ← ff:ff:ff:ff:ff:ff;
14: broadcast ARP_pkt; // eth_dest = ff:ff:ff:ff:ff:ff

Any time the configuration file is modified, the updated version is transferred into both the SARPI and the ARP caches.

4.3 DARPI: Dynamic ARP Inspection

In the case of non-persistent addresses, ARP cache poisoning attacks are prevented by the DARPI module.
adds a notion of state to the standard ARP protocol, which enables DARPI to detect the sources of ARP cache poisoning attacks, i.e., ARP requests, unsolicited replies, or gratuitous messages. Such notion of state is implemented by keeping track of the outbound messages generated by the host, in an internal cache of the DARPI module. Every inbound message received by the host that does not match any stored message is classified as unsolicited.

We describe below the general behavior of the DARPI protocol, referring to the details in Algorithms 2 and 3 that respectively describe the DARPI policies and the DARPI main code.

```
Algorithm 3. DARPI - Main Code

1: Main()
2: Clean();
3: start timer(1 s.);
4: when timeout ∨ ARP packet do
5: if timeout then
6: DARPI_cache ← DARPI_cache - DARPI_expired;
7: start timer(1 s.);
8: else if ARP_pkt.opcode=Request ∧ ARP_pkt.sha=myMAC then
9: if ARP_pkt.spa=0.0.0.0 ∨ ARP_pkt.spa=ARP_pkt.tpa then
10: skip; // skip outbound probe/gratuitous ARP requests
11: else if ARP_pkt.spa=myIP ∧ ARP_pkt.tpa∈NETWORK(MyIP) then
12: DARPI_cache ← DARPI_cache + (ARP_pkt.tpa, time);
13: end if
14: else if ARP_pkt.opcode=Request ∧ ARP_pkt.spa=S ∧ ARP_pkt.spa=ARP_pkt.tpa ∧ S ≠ 0.0.0.0 ∧ S ≠ myIP ∧ S ∈ NETWORK(myIP) then
15: Verify(S);
16: Deny(S);
17: else if ARP_pkt.opcode=Request ∧ ARP_pkt.spa=S ∧ ARP_pkt.tpa=myIP ∧ S ≠ 0.0.0.0 ∧ S ≠ myIP ∧ S ∈ NETWORK(myIP) then
18: if ¬S ∈ DARPI_cache then
19: Verify(S);
20: end if
21: new ARP_pkt': ARP_pkt'.opcode ← Reply;
22: ARP_pkt'.tpa ← S, ARP_pkt'.tha ← ff:ff:ff:ff:ff:ff;
23: ARP_pkt'.spa ← myIP; ARP_pkt'.sha ← myMAC;
24: broadcast ARP_pkt; // eth_dest=ff:ff:ff:ff:ff:ff
25: Deny(S);
26: else if ARP_pkt.opcode=Request ∧ ARP_pkt.spa=0.0.0.0 ∧ ARP_pkt.tpa=myIP then
27: new ARP_pkt': ARP_pkt'.opcode ← Reply;
28: ARP_pkt'.spa ← myIP; ARP_pkt'.sha ← myMAC;
29: ARP_pkt'.tpa ← 0.0.0.0; ARP_pkt'.tha ← ff:ff:ff:ff:ff:ff;
30: broadcast ARP_pkt; // eth_dest=ff:ff:ff:ff:ff:ff
31: else if ARP_pkt.opcode=Reply ∧ ARP_pkt.sha=myMAC ∧ ARP_pkt.spa=myIP then
32: skip; // skip outbound basic/probe/gratuitous ARP replies
33: else if ARP_pkt.opcode=Reply ∧ ARP_pkt.spa=ARP_pkt.tpa ∧ ARP_pkt.spa=S ∧ S ≠ 0.0.0.0 ∧ S ≠ myIP ∧ S ∈ NETWORK(MyIP) then
34: Verify(S);
35: Deny(S);
36: else if ARP_pkt.opcode=Reply ∧ ARP_pkt.spa=S ∧ ARP_pkt.tpa=myIP∧ S ≠ 0.0.0.0 ∧ S ≠ myIP ∧ S ∈ NETWORK(MyIP) then
37: if S ∈ DARPI_cache then
38: DARPI_cache ← DARPI_cache - oldest(DARPI_cache(S));
39: Allow(S);
40: else
41: Verify(S);
42: Deny(S);
43: end if
44: else
45: skip; // skip inbound probe ARP reply
46: end if
47: end do
```
As a preliminary, we point out that in DARPI all messages are broadcast in the LAN. At start up, DARPI executes the Clean policy (lines 2 Algorithm 3, 1-5 Algorithm 2), which consists of removing all the entries, both static and dynamic, from the ARP cache, and all the entries in the DARPI cache.

When a host $x$ receives an ARP request from $(sha, spa)$, it performs the following actions:

- if DARPI cache contains an entry with the IPv4 address equal to spa (lines 17-25 Algorithm 3)
  - then $x$
    - sends an ARP reply to spa
    - removes from the ARP cache the mapping $(sha, spa)$ inserted by the ARP protocol basing on the ARP request (Deny policy, lines 11-11 Algorithm 2). The DARPI cache entry is maintained;
  - else $x$
    - sends an ARP request to spa (Verify policy, lines 13-17 Algorithm 2) followed by an ARP reply to spa,
    - removes from the ARP cache the mapping $(sha, spa)$ inserted by ARP (Deny policy),
    - writes in the DARPI cache an entry $(spa, T_D)$, where $T_D$ is a timestamp allowing a 1 s. lifetime to the entry (lines 11-13 Algorithm 3). If within 1 s. the corresponding ARP reply message is not received, the entry is deleted from the DARPI cache (lines 5-7 Algorithm 3).

When a host $x$ receives an ARP reply from $(sha, spa)$, it performs the following actions (lines 36-43 Algorithm 3):

- if DARPI cache contains an entry with the IPv4 address equal to spa
  - then $x$
    - removes the DARPI cache entry and creates the dynamic ARP cache entry $(sha, spa)$ (Allow policy, lines 7-8 Algorithm 2);
  - else $x$
    - sends an ARP request to spa (Verify policy),
    - removes the mapping $(sha, spa)$ from the ARP cache (Deny policy),
    - creates the entry $(spa, T_D)$ in the DARPI cache.

The reception of a gratuitous announce – be it either a request (lines 14-16 Algorithm 3) or a reply (lines 33-35 Algorithm 3) – is treated as the reception of a reply from a source for which no DARPI cache entry exists. The reception of an ARP probe is managed as in SARPI (lines 26-30 Algorithm 3)

These procedures aim at preventing ARP cache poisoning of hosts. Consider a host $k$ which receives an ARP message (request, gratuitous, or unsolicited reply) from IP$^h$; in order to verify the information contained in the message, $k$ sends an ARP request to $h$. At the same time, DARPI removes the entry related to IP$^h$ from $k$’s ARP cache and adds the $(IP^h, T_D)$ entry in $k$’s DARPI cache. In response to such messages, $h$ sends an ARP reply to $k$. When $k$ receives the ARP reply from $h$, $k$ removes the $(IP^h, T_D)$ entry from its DARPI cache, and inserts in its ARP cache the $(MAC_m, IP^h)$ addresses contained in $h$’s ARP reply. However, as also outlined by the model-checker we adopted, the above protocol has a transient flaw which occur when a malicious host $m$ anticipates $h$’s ARP reply, with a packet containing the $(MAC_m, IP^h)$ pair. In such a case these data will be inserted in $k$’s ARP cache thus poisoning it. Fortunately, the poisoning will last only until $k$ receives the correct ARP reply by host $h$, which at this point is an unsolicited reply. When this occurs, DARPI removes the $(MAC_m, IP^h)$ entry from the ARP cache and activates the Verify policy. We underline that, in a LAN environment, this procedure takes fractions of milliseconds, a period in which it is not possible to perpetrate any attack (see Section 5).

4.4 HARPI: Hybrid ARP Inspection

Most of the current LANs connect both hosts with persistent addresses and hosts with non-persistent addresses. In regard to these types of LANs, we merge the SARPI and DARPI modules into the HARPI module. Specifically, when an IPv4 address in the spa field of an ARP message is retrieved in the SARPI cache, HARPI behaves according to the SARPI policies; otherwise, HARPI adopts the DARPI policies.

5 PERFORMANCE EVALUATION

In this section, we present some preliminary performance measurements obtained by implementing ArpON in the OMNET++ network simulator version 5.1.1, in combination with the INET package version 3.6.4.

In all simulations, hosts use the standard UDP (User Datagram Protocol) and IP protocols. Every host may be both source and destination of UDP messages. As source, a host generates messages according to an exponential distribution with a parameter equal to 15 s., for a random destination chosen according to a uniform distribution. Among the hosts, one behaves as an attacker. It may either perpetrate a full MITM attack, or send poisoned Gratuitous Announces. Both victims (i.e., hosts that the attacker wants to impersonate) and targets (i.e., hosts whose ARP caches the attacker tries to poison) are chosen randomly. Every attack lasts around 6-7 minutes. When an attack ends, the attacker schedules the time to start a new attack according to an exponential distribution with variable parameter $\tau$. All simulations reproduce 3600 s. of simulated time.

a) ArpON effectiveness: We evaluated the effectiveness of DARPI in comparison with classical ARP [42]. In a first set of measures, the network consists of $n$, $10 \leq n \leq 150$, hosts connected to a unique switch in a star topology via FastEthernet (100 Mbps) links. Every attempted attack succeeds in ARP, while no attack is observed when hosts are configured with ArpON. Fig. 3a shows the cumulative distribution of cache poisoning length for ARP, with 75 hosts in the LAN and $\tau = 300$ s, for both types of attacks. Approximately 20-30% of the attacks last more than 2 minutes, and around 35-40% of them last more than one minute. In the case of Gratuitous Announces, we observed that more than 50% of the hosts in the LAN suffered ARP cache poisoning within 10 minutes.

b) ArpON efficiency: The ArpON verification procedure increases the communication overhead. We compared the number of messages generated by both ARP and ArpON with variable number of hosts in the LAN. Fig. 3b shows both the number of generated messages (bars) and the ratio between the ArpON traffic and the ARP traffic (line), with
$\tau = 300 \text{ s}$. Although the increase in communication overhead is evident, it should be noted that it is roughly constant independently of the LAN size, varying between 3.5 and 6 times the ARP traffic with an average of 5.26. Despite both the higher amount of traffic generated by ArpON with respect to ARP and the need of verifying address correspondences, the latencies are lightly affected. Fig. 4 shows the end-to-end message latency measured on hosts, for variable number of hosts in the LAN, $\tau = 300\text{ s}$ and attacks perpetrated via Gratuitous Announces. The latency of ArpON is about 20 $\mu\text{s}$ greater than that of ARP with the largest LAN considered. Furthermore, these results confirm the ArpON scalability in terms of latency: when increasing the number of hosts in the network from 10 to 150 (1500%), the latency increases only 80%.

All these measures show that – although ArpON imposes a degree of overhead in the network – it (i) effectively protects hosts from poisoning most of the time, (ii) scales well for both increasing LAN size and increasing frequency of attacks.

### 6 Address Translation Problem

#### 6.1 Preliminary Definitions

In this section, we formally define the Address Translation Problem (ATP), the main problem underlying the ARP protocol, and we prove the impossibility of solving it in the more general context represented by networks with dynamic addressing, no cryptography, and at least one malicious host in the network. A trivial corollary of such a result is that there are no safe protocols for the above mentioned problem, where by safe we mean that no “bad things” occur during any execution of the protocol [8]. This also means that only approximate solutions to ATP can be found. One of such solutions is ArpON, which approximates a solution to the ATP problem by tolerating a transient violation of the safety property, a violation which however lasts for periods of time too short to bring a successful MITM attack, as will be shown in Section 7.

In the following sections, we use equivalent terms host and process, denoting the process running the ARP protocol on a host. Hosts are connected by a broadcast medium and communicate either via broadcast or point-to-point primitives. The communication channel is reliable and synchronous, that is, an a-priori time bound can be established upon message delivery.7

Intuitively, each host $h$ has a private value $<IP_h, MAC_h>$ such that $(\forall h, k, h \neq k)$ MAC$_h$ $\neq$ MAC$_k$ $\wedge$ IP$_h$ $\neq$ IP$_k$. In the case of dynamic addressing (i) for every two hosts $h, k$, there is no way for $k$ to know beforehand the IP associated to $h$, and conversely (ii) it is not possible for $k$ to know a priori – given an IP address – which is the host (namely, MAC address) that owns it.

Each process is assumed to maintain a local vector $cv_i = (v_{i1}, \ldots, v_{in})$ where $v_{ij}$ is process $i$’s estimate of process $j$’s private value, which will also be denoted by $cv_{ij}$; the MAC component of $cv_{ij}$ may be the undefined value $\bot$.

In our system, processes evolve in steps. At every step a process $i$ sends messages to other processes in the system and it may receive messages from them. Upon receiving messages, a host $i$ can update its local vector $cv_i$ using a deterministic function of its old local vector and the received messages. However, processes are not required to work in lockstep.

We have adopted the formalism in [41] in order to formalize our system processes.

A virtual background is a triple $\mathcal{S} = (P, M, I)$, where $P, M, I$ are three finite sets; the set $P$ is the set of (virtual) processes, the set $M$ is called the set of MAC addresses and $I$ is called the set of IP addresses. Among the elements of $P, M, I$, only some of them will be part of a scenario, i.e., of a concrete message exchange session in a specific LAN. We assume that the cardinality of $I$ is less than or equal to the cardinality of $P$ and $M$ (in actual implementations, the cardinality of $I$ is $2^{32}$, the cardinality of $M$ is $2^{48}$ and the cardinality of potential users $P$ is unspecified).

7. Both assumptions are realistic thanks to the Binary Exponential Backoff algorithm used by Ethernet to overcome collisions.
For a virtual background $S$, an S-scenario (or simply a scenario) $\Sigma$ is a 4-tuple $(P_0, IP, MAC, \sigma)$ such that:

- $P_0 \subseteq P$ is the finite set of (actual) processes in a LAN;
- $IP : P_0 \rightarrow I$ is an injective function ($IP(p)$ - written $IP_p$ - is said to be the IP-address of $p$);
- $MAC : P_0 \rightarrow M$ is an injective function ($MAC(p)$ - written $MAC_p$ - is said to be the MAC-address of $p$).
- $\sigma$ is a partial function, whose domain $dom(\sigma) \subseteq P_0^+$ is finite; $\sigma$ associates with $w \in dom(\sigma)$ a pair of values $\sigma(w) = I \times (M \cup \{\perp\})$ (here $\perp$ is some fixed element not belonging to $M$); for length-one words in $dom(\sigma)$, we stipulate that $\sigma(p) = (IP_p, MAC_p)$ for all $p \in P$.

$\sigma(pwq)$ is the content $p$ got from a chain of messages starting from $q$ and reaching $p$.

We say that $p$ is honest iff $p \in P_0$ and the following two conditions are satisfied for arbitrary $r \in P_0$ and $rpw \in P_0^+$:

- i) if $rpw \in dom(\sigma)$ then $pw \in dom(\sigma)$ (a honest $p$ does not forward messages it did not get);
- ii) if $rpw \in dom(\sigma)$ then $\sigma(rp) = \sigma(pw)$ (a honest $p$ relays exactly the information it got without altering it in any manner).

The function $\sigma$ is used by processes in order to update their cv vectors.

We denote by $I_0$ the range of the function $IP$ and by $M_0$ the range of the function $MAC$ (we have of course $IP_0 \subseteq I$ and $M_0 \subseteq M$). We say that $\Sigma$ is full iff $I_0 = I$: in a full scenario, all possible IP addresses are in use. A full scenario has to be considered non realistic. Indeed, $I$ is the set of all possible IP addresses, while a LAN includes a very limited number of hosts (large LANs do not include more than a few hundreds of hosts).

### 6.2 Problem Impossibility

In this section, we prove that – under the system assumptions of Section 6.1 and of dynamic addressing – the Address Translation Problem cannot be solved because every algorithm either (i) might allow cache poisoning, or (ii) always terminates with the decision for the undefined identifier (which is completely useless) in order to avoid poisoning.

We now formally define the notion of address resolution algorithm.

**Definition 6.1.** An address resolution algorithm for a virtual background $S$ is a function $K$ associating to any S-scenario $\Sigma = (P_0, IP, MAC, \sigma)$ and any pair of processes $p, q \in P_0$, a MAC address $K(p, q, \Sigma) \in M \cup \{\perp\}$ (written $\text{K}_p^\Sigma(q)$) satisfying the following invariance property. $K(p, q, \Sigma)$ is the MAC address that $p$ associates to $IP_q$.

8. We use $P_0^+$ to denote the set of finite non-empty words on the alphabet $P_0$. The fact that the domain is a finite subset of $P_0^+$ implies that not all messages are requested to arrive to their destinations before a decision about an address binding is taken. This is needed because in real systems processes do not know the cardinality of $P$ nor that of $P_0$, but they have to decide within a finite time.

9. In the case of persistent addresses where an address database may be configured in the hosts (as in the case of SARP), the impossibility does not hold.

**Definition 6.2 (Invariance property).** Let $() : P \rightarrow P$ indicate a bijective function; for a finite word $w \in P^+$ and a process $q$, $w$ denotes the word obtained from $w$ by replacing everywhere $q$ with $q$. Suppose that $(\cdot) : P \rightarrow P$ is a bijection fixing $p$ (i.e., with $p = p$) and suppose that we are given two scenarios $\Sigma = (P_0, IP, MAC, \sigma)$ and $\Sigma' = (P_0', IP', MAC', \sigma')$ such that for every $w \in P^+$ we have (i) $pw \in dom(\sigma)$ iff $pw \in dom(\sigma')$ and (ii) if $pw \in dom(\sigma)$, then $\sigma(pw) = \sigma'(pw)$. Then we must have $K_p^\Sigma(\Sigma) = K_p^{\Sigma'}(\Sigma')$ for all $q \in P_0 \cap P_0'$.

The intuitive meaning of the invariance property is that the result of a deterministic address resolution algorithm executed on a host $p$ is always identical whenever “the same information” is available to $p$, that is, every time $p$ receives the same sequence of messages. The $(\cdot)$ function defines a permutation over the processes in $P$. It is used in the subsequent proof in order to substitute a honest process $q \in P_0 \subseteq P$ with a malicious process $\overline{p} \in P \setminus P_0$ pretending to be $q$, while all the other processes in $P_0$ remain fixed. In such a context – where we have assumed the absence of cryptographic techniques that might be used for authentication – we must consider that $p$ is not able to distinguish between two messages with the same content sent by two different hosts.

The ATP problem addressed in this paper, as well as by the ARP protocol, consists of guaranteeing that every time a LAN host $p$ tries to resolve a certain IP address into the corresponding MAC address, it ends up by storing the correct responding MAC address, it ends up by storing the correct

The Correctness property posits that ARP cache poisoning cannot occur. Nonetheless, it admits undefined entries because of changed correspondence due to dynamic IP address assignment, or ARP cache entry expiration, or missing correspondence due to the lack of communication. It is worth noting that a correct algorithm should also be valid, i.e., it should supply a non-undefined correspondence as soon as a sufficient number of messages has been exchanged. Yet, we do not formally define such a validity property as the theorem below shows that any reasonable definition leads to impossibility.

A correct algorithm capable of producing non-undefined correspondence exists, but it works only in full scenarios, and thus is of no use in practical applications. Such a trivial algorithm can be described as follows. Let $N$ be the cardinality of $I$ (i.e., of all virtual IP addresses); we note that currently $N = 2^{32}$. If $p$ receives less than $N$ messages of the

10. We notice that assuming the invariance property for any permutation is formally equivalent to assuming it for any exchanges, since any permutation can be expressed as a composition of exchanges. This explains why in the proof we then use only the invariance for a single exchange.
kind \( \sigma(pq) \) (i.e., if the set of the two-letter words \( pq \) belonging to \( \text{dom}(\sigma) \) has cardinality less than \( N \)), then it sets \( K^n_\sigma(\Sigma) = \bot \) for each \( q \); if it receives \( N \) messages of the kind \( \sigma(pq) \), then it checks whether there is just one pair \( (IP_q, a) \) for each address \( IP_q \). If not this is the case, again it sets \( K^n_\sigma(\Sigma) = \bot \) for all \( q \); otherwise it sets \( K^n_\sigma(\Sigma) \) equal to the unique \( a \) such that \( (IP_q, a) \) belongs to the set \( \{ \sigma(pq) \mid pq \in \text{dom}(\sigma) \} \). It is justified by doing so, because, since it received \( N \) messages, then it knows that the scenario is full, so that if \( q \) is honest, then the unique pair \( (IP_q, a) \) it received must be such that \( a = MAC_q \). If, on the other hand, there are two (or more) different pairs of the kind \( (IP_q, a) \) for the same address \( IP_q \) in the set \( \{ \sigma(pq) \mid pq \in \text{dom}(\sigma) \} \), then it is evident that some poisoning attack has occurred.

The problem with the above trivial algorithm is that it never produces a defined correspondence in a non-full scenario, so that it is bound to produce concrete effects only in unrealistic borderline cases. In fact, there are no better solutions:

**Theorem 6.1.** Let \( K \) be a correct address resolution algorithm for \( S = (P, M, I) \). Then for any non-full \( S \)-scenario \( \Sigma = (P_0, IP, MAC, \sigma) \) and for any distinct \( p, q \in P_0 \), we have that if \( p \) and \( q \) are honest and distinct, then \( K^n_\sigma(\Sigma) = \bot \).

**Proof.** Suppose that, on the contrary, we have \( K^n_\sigma(\Sigma) = MAC_q \) for honest \( p, q \in P_0 \) and \( p \neq q \) in a non-full \( S \)-scenario \( \Sigma = (P_0, IP, MAC, \sigma) \). Since \( \Sigma \) is not full, there is an \( a \in I \) not in the range of \( IP \); since \( IP \) and \( MAC \) are injective functions and since the cardinality of \( I \) is less than or equal to the cardinalities of both \( M \) and \( P \), there are \( \bar{q} \in P \setminus P_0 \) and \( b \in M \) not in the range of \( MAC \).

Consider now a new scenario \( \Sigma' = (P'_0, IP', MAC', \sigma') \) obtained by \( \Sigma \) as follows (the modification is meant to simulate a man-in-the-middle attack - we add to the scenario an intruder \( \bar{q} \), intercepting all messages originating from \( q \) and replacing into them \( q \)'s MAC address with its own):

- \( P'_0 = P_0 \cup \{ \bar{q} \} \);
- \( IP' \) extends \( IP \) by letting \( IP'(\bar{q}) \) be any \( a \in I \) not in the range of \( IP \);
- \( MAC' \) is obtained from \( MAC \) as follows: (i) \( MAC'_r = MAC_r \) for \( r \neq q \) and \( r \neq \bar{q} \), (ii) \( MAC'_q = MAC_q \), and (iii) \( MAC'_{\bar{q}} = MAC_{\bar{q}} \) for any \( b \) not in the range of \( MAC \).

In other words, in the new scenario the intruder \( \bar{q} \) happens to have the same \( MAC \) address that \( q \) had in the old scenario. We show that, as a consequence of the invariance property, \( \bar{q} \) will be able to convince \( p \) that \( q \)'s \( MAC \) address is the same as in the old scenario, whereas this is not anymore the case (the old \( q \)'s \( MAC \) address is now \( \bar{q} \)'s \( MAC \) address).

Let \( (\cdot) : P \to P \) be the bijection exchanging \( q \) with \( \bar{q} \) and leaving all the other \( r \in P \) fixed (notice that this induces an involution for \( \sigma \), i.e., we have \( \bar{w} = w \) for all \( w \in P^* \)). We let \( \text{dom}(\sigma') = \{ w \mid w \in \text{dom}(\sigma) \} \cup \{ q \} \). We define \( \sigma'(w) := \sigma(w) \), for all \( w \in \text{dom}(\sigma) \) of length bigger than 1 (if \( w \) has length 1, then \( w = r \) for some \( r \), and \( \sigma'(r) = (IP_r, MAC_r) \), according to the general definition of a scenario).

Since we have that \( p = p \) and \( p \neq q \), the hypothesis of the invariance property applies, thus producing that \( K^n_{\sigma'}(\Sigma') = MAC_q = MAC_q' = MAC_q'. \) This demonstrates that \( K \) is not correct (contrary to the hypothesis of the theorem), provided we can show that \( p, q \) are still honest in the new scenario \( \Sigma' \).

It turns out that \( q \) is certainly honest in \( \Sigma' \) because the only word mentioning \( q \) in \( \text{dom}(\sigma') \) is the single-letter word \( q \). It is clear also that \( p \) remains honest in the new scenario \( \Sigma' \), because (using the fact that \( \bar{p} = p \)) we have

\[
\sigma'(\bar{r}w) = \sigma'(\bar{r}pw) = \sigma(rpw) = \sigma(pw) = \sigma'(pw) = \sigma'(pw),
\]

for all \( \bar{r}w \in \text{dom}(\sigma') \). Moreover, the first condition for \( p \) to be honest is also verified because, since \( p \) is honest in the old scenario, for all words of the form \( r\bar{w} \) we have

\[
\bar{r}w \in \text{dom}(\sigma') \iff r\bar{w} \in \text{dom}(\sigma) \Rightarrow \Rightarrow pw \in \text{dom}(\sigma) \iff \bar{w} \in \text{dom}(\sigma') .
\]

This concludes the proof of the Theorem.

**Remark.** The entire proof relies on the absence of an authenticator, i.e. of an evidence that the identifier comes from the honest owner of the IP address under consideration. If such an evidence can be supplied (e.g., through cryptographic techniques) then the problem becomes solvable, as done by a few cryptography-based ARP proposals in the literature.

**Remark.** The definition of an “address resolution” algorithm \( K \) we gave in this section (Definition 5.1) is quite general and abstract: such a \( K \) can operate in any scenario (possibly giving undetermined values as results). We have proved that any such \( K \) (under realistic mild assumptions) is either incorrect or can only produce undetermined values. Only few such abstract \( K \) can give rise to real life address resolution algorithms; in fact, real life address resolution algorithms (which cannot be entirely correct according to the above theorem) operate only within scenarios obeying the rules of a precise protocol. Such rules may include intermediate control steps and phases, which are also important for verification, but that are abstracted away in the general formalization of this section. In addition, the notion of a scenario we have introduced cannot be fully captured within first order logical contexts; consequently, only special scenarios can be considered in formal specifications for fully automated tools relying on decision procedures in first order logic (these are the decision procedures implemented in SMT (Satisfiability Modulo Theories) solvers). An effective way to introduce the special scenarios constructed using specific protocol rules is to introduce further array variables (in addition to the IP and MAC array variables mentioned in any scenario): for instance, in order to model the information \( \sigma(qp) \) forwarded by a certain (malicious or correct) process \( p \) to all other processes \( q \), one may use an appropriate array \( a_p \). Array variables are at the core of array-based systems [28], [29], the

11. The fact that \( (\cdot) : P \to P \) is an involution guarantees that any \( w \in P^* \) can be written as \( \bar{w} \) for a unique \( w \); this fact guarantees the correctness of the definitions below.

12. Formally, if you like, one may say that they give undetermined results in scenarios not built up according to such rules.
formal framework underlying the tool MCMT. This is the tool we shall employ in our formal verification analysis.

7 FORMAL VERIFICATION OF DARPI

7.1 Preliminaries on Formal Verification

The family of HARPI protocols under consideration belongs to the infinite-state reactive parameterized systems: although the behavior of a single host can be described by a finite state automaton, the number of components which constitute a system (i.e., a LAN), and whose behavior is determined by messages received by other system’s components, is potentially unlimited.

Various techniques have been introduced in the literature to handle safety verification for such parameterized systems (see [2], [3], [4], [9], [11], [12], to name but a few entries). We chose the declarative approach of the array-based systems [23], [28], [29], because it offers a great flexibility and relies (at the deductive engine level) on the mature technology offered by state-of-the-art SMT-solvers, which is gaining relevance in the field of automatic theorem provers. In array-based systems (see [24], [30] for tool implementations), the state is represented by both global variables and array variables such that each array corresponds to a component of the state of the hosts, that is, the kth element of array a contains the value of component a for the host k. This representation, which is very natural, eases the modeling process. A system is specified via a pair of formulæ (p) and τ(p, p’), where p is the set of parameters and array-ids, (p) is the formalization of possible initial states of the system, τ(p, p’) := V_{i=1}^N τ_i(p, p’) symbolizes the possible state transitions of the system – according to the considered algorithm – modifying p into p’. A safety problem is given by a further formula (p), which describes the set Bad of states verifying the unsafe condition. Each transition τ_i ∈ τ is composed by a guard and a set of updates: if the current values of parameters and arrays satisfy the guard, then the transition may fire and the updates are applied. More guards may be verified simultaneously. In this case, one of the corresponding transitions fires nondeterministically. A safety model checking problem is the problem of checking whether the formula

(1) \( (\_n \wedge (p_0) \wedge \tau(p_0, p_1) \wedge \ldots \wedge \tau(p_n, p_{n+1}) \wedge (p_{n+1}), \)  

is satisfiable for some n, that is, whether a state in Bad can be reached from an initial state by applying the possible transitions. In order to verify whether a protocol is safe with respect to Bad, the tool we use in this work adopts a backward reachability policy. The search starts from Bad and, using the state transitions, for every element of Bad computes the pre-image, i.e., the set of states which can lead to Bad. For every set of obtained pre-images the same procedure is repeatedly applied, until one of the following two events occurs: either (i) a fixed point is reached (not intersecting initial states), meaning that the pre-image computation cannot reach other states different from the current ones, or (ii) an initial state is reached. In the former case, no formula of type (1) describing the reachability of Bad can be satisfied and the system is safe. In the latter case, some formula of type (1) is satisfiable and the system is unsafe.

We used the Model Checker Modulo Theories (MCMT) tool [30], whose state variables include arrays. Sets of states and transitions of a system are described by quantified first-order formulæ of special kinds. The tool leverages decision procedures (as implemented in state-of-the-art SMT solvers) to treat satisfiability problems involving various datatypes such as arrays, integers, Booleans, etc. Checks for safety and fix-points are performed by solving SMT problems (due to the special shape of the formulæ used to describe sets of states and transitions, such checks can be effectively discharged); MCMT uses Yices [26] as the underlying SMT solver. In addition to standard SMT techniques, efficient heuristics for quantifier instantiation, specifically tailored to model checking, are at the heart of the system. Termination of the backward search is guaranteed only under specific assumptions, but it commonly arises in practice (for a full account of the underlying theoretical framework, the reader is referred to [29]). MCMT guarantees the safety of a protocol for any number N of system components. MCMT maintains formulæ describing the set of states that can reach a Bad state in one, two, three, ..., etc. steps. Such formulæ describe infinite sets of states. For this description to be appropriate, quantified variables are needed. The tool increases the number of quantified variables it uses as soon as it realizes that it needs more variables. It stops whenever it gets a fixed point (safe outcome) or a set of states intersecting the set of initial states (unsafe outcome).

The process of converting an algorithm into an MCMT model is performed manually: we extracted the pseudo-codes included in this paper from the UML diagrams included in the documentation available in the official site (and validated with the implemented source code), by abstracting away the implementation-dependent details. From the pseudo-codes, we derived the MCMT models, composed of both the transactions describing each event that might occur when running the protocols (policies execution, timer expiration, and if-statements in the pseudo-codes), and additional transactions modeling all the possible behaviors of a malicious attacker. This procedure requires deep comprehension of the algorithm.

We used MCMT to verify the correctness of both SARPI and DARPI. For the sake of brevity, in the next section we describe in detail the DARPI modeling; all developed models are available at https://homes.di.unimi.it/~pagae/ARPON/index.html.

7.2 DARPI Modeling

We developed several models for DARPI, differing in the absence or presence of malicious processes, as well as in the considered Bad formula. A first model, which reproduced the behavior of the protocol for arbitrary number of honest hosts, was determined to be safe. It contains all possible events, although serialized according to the generation and management of one event at a time. By adding one malicious host, though, we verified that the protocol is unsafe with respect to MITM attacks, according to the impossibility result of Section 6.2. In such a case, the sequence of events yielded by the model is the following: host v generates a honest basic request for a host h. h executes Verify(), Deny 0, and subsequently it sends a reply (lines 17-25 of
Algorithm 3); furthermore, \( h \) adds \( v \) in its own DARPI_cache (lines 11-12). The transaction will be terminated as soon as \( v \) sends a confirmation reply to \( h \). In the meantime, a malicious host sends a poisoned unsolicited reply to \( h \) impersonating \( v \). Such a message wins the race and is received by \( h \) before the awaited reply \( v \). As a consequence, \( h \) interprets the reply as the awaited response and updates its ARP cache (lines 36-39) thus poisoning it.

Considering this negative result, it was necessary to understand if an intermediate result could be obtained; we proceeded as follows. Our aim was to prove that, although DARPI cannot escape from the impossibility result, when ARP cache poisoning occurs, it is always removed. The key point is that, in DARPI, all messages are broadcast, and no information is inserted into an ARP cache without verification. Cache poisoning in a host \( h \) may occur only upon the request of the Allow() policy, which is executed only when a reply is received from an IP address listed in \( h \)'s DARPI cache. Furthermore, an IP address is inserted into the DARPI cache as a consequence of the local generation of an ARP request. By construction, these requests are sent broadcast; hence, the legal owner of the target IP (let us say \( k \)) always receives it and generates a reply that eventually arrives at \( h \). If the reply matches with an entry in the DARPI cache, Allow() is executed and no cache poisoning occurs. If by contrast another malicious reply has been received earlier, which poisons \( h \)'s ARP cache, then \( k \)'s reply has yet to be received and – when it arrives – the Deny() policy applied by ArpON removes the poisoned entry from the ARP cache, and the verification procedure re-starts. Hence, what we aim at formally verifying is that – when cache poisoning occurs – there is still the legal reply pending which must be received regardless of which events are occurring in the network.

To this end, we have developed the DARPI model indicated as comprehensive model, described in the following lines. In our models, we assume that all hosts are correctly configured and that the network is reliable (see Section 6.1). We indicate with \( N \) the number of hosts in the network. We focus on systems composed of \( N \geq 3 \) processes. Among them we identify a malicious host \( b \), aiming at impersonating a victim \( v \), and a generic honest host denoted by \( h \). The lower bound on system cardinality is enforced by adding it to the guards of all transitions. \( b \) wants to convince one of the honest hosts that \( IP_v \) corresponds to its MAC. In order for this to occur, \( b \) may send any message at any time in order to fool the other hosts; Gratuitous Announces sent by \( b \) may be unicast rather than broadcast. Yet, \( b \) cannot alter nor destroy messages sent by other hosts. By contrast, the \( h \)'s and \( v \) honestly generate and process messages according to DARPI. To close the verification process, we serialize the events. The modeling of time is neglected and DARPI_cache entries never expire, which just eases the work of malicious processes by indefinitely allowing the unsafe event sequence described above. We take both the IP address and the MAC address of a host \( x \) to be equal to \( x \).

The following global variables are used: \( \psi \) indicates the logical clock of the computation; \( sh, sp \) and \( tp \) correspond to the \( SHA, SPA \) and \( CPA \) message fields respectively; a flag \( \text{ww} \) is used as a switch as explained below. The state of each process \( x \) is represented by the following local variables: \( sm[\cdot] \) indicates whether \( x \) must send a message and of what kind; \( CM[\cdot] \) and \( CP[\cdot] \) respectively contain the MAC and IP addresses of the victim in \( x \)'s cache \( (ev_{v,x}) \). The flag \( \text{fv}[\cdot] \) indicates whether \( x \) must execute the Verify() procedure; the target of the verification request is always \( v \). An entry in DARPI_cache is represented by the field \( tD[\cdot] \) for the target of the verification request. Finally, \( t[\cdot] \) remembers the destination of the message to be sent when \( sm[\cdot] \) is set.

Note that the primed notation \((\cdot)\) of a variable indicates its updated value in case a transition fires (if its guard is satisfied). In the following transition formulae, existentially and universally quantified variables \( x, y, z \) etc. are processes whose local state satisfies the transition guard and is updated as indicated.

To provide further clarification of the model, we refer to Fig. 5 where a diagram describes the model and its transitions: numbers in square brackets indicate the corresponding transition \( \tau \). The points where the replies of \( v \) and \( b \) to a
verification request may arrive in a different order are highlighted in orange.

The initial state satisfies
\[
\tau_D := \varphi = 0 \land sh = 0 \land sp = 0 \land tp = 0 \land ww = 0 \land
(\forall x. sm[x] = 0 \land CM[x] = 0 \land CP[x] = 0 \land
f_0[x] = 0 \land tD[x] = 0 \land tg[x] = 0),
\]

that is, no process has executed the current initial step, no message is present, no caches contain any information regarding \(v\), all DARPI\(_c\)aches are empty, and no process has a message to send. The unsafe state is
\[
v_D := \varphi = 6 \land (\exists z_1, z_2, z_3. CP[z_1] \neq CM[z_1] \land z_2 = v
\land sm[z_2] = 0 \land z_3 = CM[z_1] \land sm[z_3] \geq 0),
\]

that is, a process \(z_1\) exists whose ARP cache is poisoned, since it remembers the MAC address of a process \(z_3\) instead of that of the victim \(z_2 = v\); the malicious host \(z_3\) may have a message to send, while the victim has no messages to send. If this occurs, \(z_1\) will be unable to call the Deny() and Verify() procedures and the poisoning will persist. This Bad formula precisely is the negation of the above reasoning, and aims at showing that – whenever cache poisoning occurs – there is still a honest reply somewhere that has yet to be received.

The model includes some invariants, not discussed here for the sake of brevity, that ease the closing of the verification. Apart from the initial event generation, the model mimics Algorithm 3; we indicate the Algorithm lines to which each transition corresponds. Transitions \(\tau_1\) to \(\tau_4\) are guarded by \(\varphi = 0\) (initial step) and any one of them may fire to generate the initial event.

In the first transition, a honest request is generated by \(v\) to another host
\[
\tau_1 := \varphi = 0 \land (\exists x. y, x \neq y \land x = v \land y \neq v \land N \geq x \land
N \geq y \land \varphi' = 1 \land tp' = y \land sh' = v \land sp' = v).
\]

In this and the following transitions, a condition such as \(N \geq x\) forces process indexes to be within the system cardinality.

The second transition similarly describes the generation of a honest request from an \(a\) to \(v\) (which is not reported). By contrast, the generation of a malicious request is modeled as follows:
\[
\tau_3 := \varphi = 0 \land (\exists x. y, x \neq y \land x = b \land y \neq v \land N \geq x \land
N \geq y \land \varphi' = 1 \land sm'[x] = 3 \land tp' = y \land
sh' = x \land sp' = v).
\]

The value of \(sm[x] = 3\) is never changed again. It indicates that the malicious process already fired, and prevents further generation of malicious messages to avoid repeating already visited patterns and from entering into infinite loops. A malicious unsolicited reply is similarly generated
\[
\tau_4 := \varphi = 0 \land (\exists x. y, x \neq y \land x = b \land y \neq v \land N \geq x \land
N \geq y \land \varphi' = 8 \land sm'[x] = 3 \land tp' = y \land
sh' = x \land sp' = v),
\]

and the model jumps to the transitions relative to the management of replies, that is, \(\varphi' = 8\).

The next transitions describe the reception of requests either by the target process (line 17) which is also the victim and must just generate a reply (lines 21-24)
\[
\tau_5 := \varphi = 1 \land (\exists x. x = v \land x = tp \land N \geq x \land
sp \neq v \land \varphi' = 2 \land sm'[x] = 1 \land tg'[x] = sp),
\]
or when the apparent source is the victim
\[
\tau_6 := \varphi = 1 \land (\exists x. x = tp \land sp = v \land N \geq x \land
N \geq x \land \text{CP} [x] = 0 \land fv'[x] = 1 \land tg'[x] = sp).
\]

In both cases, it has a reply to send to the request source. In the latter case, the target also summons Deny() and it has to verify the identity of the source (lines 18-25).

According to the algorithm, a host first sends possible verification requests, and then sends its own reply. The next two transitions make it possible to enter the verification phase. If a verification must be performed, a message is sent and the appropriate entry is inserted into the DARPI cache (lines 11-13)
\[
\tau_7 := \varphi = 2 \land (\exists x. fv[x] = 1 \land x \neq v \land N \geq x \land
\varphi' = 3 \land tp' = v \land sh' = x \land sp' = x \land
fv'[x] = 0 \land tD'[x] = v).
\]

If no process must perform Verify() – as in the case of a request received by the victim (\(\tau_8\)) – then the execution moves to the transitions regarding reply generation
\[
\tau_8 := \varphi = 2 \land (\forall x. fv[x] = 0) \land \varphi' = 7.
\]

If a verification request is sent, it is processed by its target (lines 17-25)
\[
\tau_9 := \varphi = 3 \land (\exists x. x = v \land x = tp \land sp \neq x \land N \geq x \land
\varphi' = 4 \land sm'[x] = 2 \land tg'[x] = sp),
\]

where the value of \(sm[x] = 3\) indicates that a reply to a verification must be sent, as described in the following transition:
\[
\tau_{10} := \varphi = 4 \land (\exists x. x = v \land sm[x] = 2 \land N \geq x \land
N \geq x \land \varphi' = 5 \land sm'[x] = 0 \land tp' = tg[x] \land
sh' = x \land sp' = x \land tg'[x] = 0).
\]

It is also possible that, at this step, a malicious host generates a poisoned unsolicited reply
\[
\tau_{11} := \varphi = 4 \land (\exists x. y, x \neq y \land x = b \land sm[x] \neq 3 \land
\text{tD}[y] = v \land y \neq v \land N \geq x \land N \geq y \land \varphi' = 5 \land
\text{sm}'[x] = 3 \land tp' = y \land sh' = x \land sp' = v).
\]

It is worth noting that this unsolicited reply is addressed to the process \(y\) waiting for a reply to its verification, thus reproducing the worst case that leads to ARP cache poisoning. The reply to a verification request is processed as follows (lines 36-39):
\[ \tau_{12} := \varphi = 5 \land (\exists x . x = tp \land sp \neq x \land sp = v \land tD[x] = v \land \varphi' = 6 \land CM'[x] = sh \land CP'[x] = sp \land tD'[x] = 0). \]

This is a point in the algorithm (line 39 in Algorithm 3) at which the Allow() procedure is called upon and cache poisoning may occur. Hence, a fictitious transition – one that does nothing – is inserted for the sole purpose of taking a snapshot of the system just after the Allow() execution, so as to verify the unsafe condition before proceeding

\[ \tau_{13} := \varphi = 6 \land ww = 0 \land (\exists x . N \geq x \land \varphi' = 7). \]

Subsequently, two cases may occur; either (i) the victim has yet to send its own reply to the verification because previously the transition \( \tau_{11} \) fired instead of \( \tau_{10} \), or (ii) \( \tau_{10} \) fired and the model moves to the transitions modeling reply generation and management. In the former case

\[ \tau_{14} := \varphi = 7 \land (\exists x . x = v \land sm[x] = 2 \land N \geq x \land N \geq y \land \varphi' = 8 \land sm'[y] = 0 \land ty' = tN[x] \land sh' = x \land sp' = x \land tD'[x] = 0). \]

The transition modeling the generation of a basic reply is similar (\( \tau_{15} \)), but fires in case of \( sm[x] = 1 \) for some \( x \). Also, at this point, a malicious reply might be generated by \( b \)

\[ \tau_{16} := \varphi = 7 \land (\exists x . y . y \neq y \land y = b \land sm[y] = 3 \land y = v \land sm[y] = 1 \land tN[y] = v \land tD[y] = 0 \land N \geq x \land N \geq y \land \varphi' = 6 \land sm'[x] = 3 \land ty' = y \land sh' = x \land sp' = v). \]

This reply is directed to the process that should send a reply to the victim, not having the victim in its DARPI cache. This event mimics the situation in which both \( v \) and \( b \) reply to a verification request, but \( v \)'s reply (generated in \( \tau_{10} \)) arrives before \( b \)'s reply (generated here). If no reply must be sent, the system terminates

\[ \tau_{17} := \varphi = 7 \land (\forall x . sm[x] \neq 1 \land sm[x] \neq 2 \land \varphi' = 11). \]

Since no transition is guarded by \( \varphi = 11 \), no further system evolution is possible.

Subsequently, three transitions model the processing of a reply (lines 36-43), for the cases respectively of reply addressed to \( v \) (which would be managed by SARPI), reply generated by \( v \) not in the DARPI cache of the process

\[ \tau_{19} := \varphi = 8 \land (\exists x . x = tp \land sp \neq x \land sp = v \land tD[x] = v \land N \geq x \land \varphi' = 9 \land CM'[x] = 0 \land CP'[x] = 0 \land fN'[x] = 1). \]

or reply generated by \( v \) in the DARPI cache of the process

\[ \tau_{20} := \varphi = 8 \land (\exists x . x = tp \land sp \neq x \land sp = v \land tD[x] = v \land N \geq x \land \varphi' = 6 \land CM'[x] = sh \land CP'[x] = sp \land tD'[x] = 0). \]

The former raises the execution of a new verification procedure. The latter corresponds to a call to Allow() and – as before – a transition immediately following this call is inserted in order to verify \( \varphi' \):

\[ \tau_{21} := \varphi = 6 \land ww = 1 \land (\exists x . N \geq x \land \varphi' = 9 \land ww' = 0). \]

Hence, the value of \( ww \) makes it possible to differentiate between the instant after \( \tau_{12} \) and the instant after \( \tau_{20} \), so as to appropriately update the value of \( \varphi \) after checking \( \varphi \) and continue the execution from the appropriate point.

The last transitions determine the subsequent actions. The state of all the processes in the system must be considered: if some process exists that has yet to verify, the execution goes back to transition \( \tau_9 \) for that process

\[ \tau_{22} := \varphi = 9 \land (\exists x . x \neq v \land fN[x] = 1 \land N \geq x \land \varphi' = 2). \]

If some process exists that has yet to reply, the execution goes back to transitions \( \tau_{14} \sim \tau_{15} \) for that process

\[ \tau_{23} := \varphi = 9 \land (\forall x . fN[x] = 0) \land (\exists x . sm[x] \leq 2 \land N \geq x \land \varphi' = 7). \]

If no process in the system has any message to generate (universally quantified variable), then the system ends

\[ \tau_{24} := \varphi = 9 \land (\forall x . fN[x] = 0) \land sm[x] \neq 1 \land sm[x] \neq 2 \land N \geq x \land \varphi' = 11). \]

### 7.3 Verification Results

The DARPI model described in Section 7.2 is the most complex of the models we developed for this work, and it highlights the problems we had to face in the verification process. As it can be noticed, most of the formulas describing either the algorithm or the attacker’s actions involve quantifiers (see e.g., the modeling of Bad States \( \varphi_D \), or transition \( \tau_{23} \) that involves both existential and universal quantifiers). Such quantifiers are the logical counterpart of the fact that the system to be verified is a parameterized system, in the sense that it covers scenarios where a finite but unbounded and not a priori known number of actors occur.

There are well-known results showing that even limited fragments of logics and theories involving quantifiers are undecidable and – also when the problem is decidable – checking for satisfiability might be extremely expensive in terms of both memory and computation power. The technique used by MCMT [30] is a backward reachability analysis that, when successful, automatically synthesizes invariants able to certify systems safety. Backward reachability analysis requires satisfiability tests both for fixpoints and safety checks; such satisfiability tests are shown to lie within quantified but decidable fragments via quantifier elimination or quantifier instantiation techniques [17], [28], [29] (when universal guards occur, however, overapproximations are adopted [7]). An alternative implementation of backward reachability is in the tool CubeCo [24]. In the last years, different techniques (mostly based on variants of the extension of the IC3 algorithm [13] to infinite state systems [34]) were introduced in order to analyze parameterized systems and to

---

13. As an example, recall that a gratuitous announce triggers the generation of a verification by each recipient.
synthesize universally quantified invariants, see e.g., [35].
A forthcoming paper [22] makes a thorough comparison
between an IC3 implementation and the MCMT/Cubicle
backward reachability technique, showing that the two
methodologies are somewhat orthogonal to each other, at least
regarding the number of solved problem instances.

In Table 1, the verification results are shown of the formal
models which have been developed, in terms of their safety.
For each experiment the following were reported: the out-
come of the verification, the time spent by MCMT to perform
the verification, the maximum depth of the tree of system
states explored by MCMT, the number of states (nodes)
explored, the number of calls to the underlying SMT-solver,
the maximum number of literals in the formulae passed to
the SMT-solver. The outcome SAFE refers to the fact that
the algorithm correctly solves the problem considered. The first
five safety verifications test the unsafe condition
\[ v_{\text{ATP}} := \exists z. CP[z] \neq CM[z], \]
that is, no process \( z \) exists such that for \( v \) it records a MAC
address not corresponding to the IP address.

In the case of SARPI, we experimented with any number of
hosts, and with malicious processes able to send either only
broadcast messages (according to the specifications of
SARPI), or unicast messages too. In all cases the algorithm
proved to be safe, and verification was quickly computed by
the tool. By contrast, DARPI has proved to be safe only when
there is no malicious host in the system. When modeling
the actions of just one malicious host able to send broadcast,
but not unicast, messages, then, according to the impossibility
proof, DARPI results are unsafe and the destructive sequence
of events is the one supplied in Section 7.2. It is worth noting
that unicast messages are more dangerous as they may trick
one specific host while the others are not aware of what is hap-
pening as they do not receive any message.

The results found on line six of the table have been
achieved by running the comprehensive model described in
section 7.2. The verification conducted shows that DARPI is
always able to remove poisoned information from the ARP
caches. Note that the unsafe condition \( v_{\text{IP}} \) in this model
describes states where ARP cache poisoning already
occurred, but the victim has no message to send in order to
remove it (Section 7.2). The \text{SAFE} outcome guarantees that,
when a cache is poisoned, the victim always has yet to send a
reply that will remove the entry from the cache.

To complete our representation, we also report the
results achieved with non-comprehensive DARPI models
analyzing specific cases.

We measured - through simulations in an ad hoc setting -
the duration of the ArpON shaded area in DARPI, which
turned out to be 0.11 ms, and this interval is not sufficient
for carrying out a MITM attack. More precisely, in MITM
attacks packets are intercepted by the attacker, analyzed,
sometimes modified and subsequently re-injected in the
network; an attacker must grab at least one packet of the
attacked traffic flow. This implies that packets arriving to
the NIC (Network Interface Card) have to be delivered to
the application level where a specific application will ana-
lyze their content and decide the next move. This can be
done in two ways: either, a packet has to traverse the entire
operating system TCP/IP stack on the attacker host. The
time to perform such an operation has been recently esti-
ated in [31], where it turns out that a packet takes more
than 5 ms to traverse the entire stack. Or, the grabbed packet
may be directly delivered from the NIC to the attacker
application (flow bifurcation and zero-copy), bypassing the
TCP/IP stack. On the most optimized platforms, this takes
not less than 0.53 ms [31]. Consequently, in both cases,
DARPI removes a cache poisoning in a time shorter than
the time spent by an attacker in capturing, modifying and
injecting a packet back into the network.

|                      | outcome | time (s.) | depth | nodes | SMT calls | # literals |
|----------------------|---------|-----------|-------|-------|-----------|------------|
| SARPI – no malicious: ATP | SAFE    | 0.128     | 1     | 1     | 1166      | 2          |
| SARPI – broadcast malicious: ATP | SAFE    | 0.144     | 1     | 1     | 1346      | 2          |
| SARPI – unicast malicious: ATP | SAFE    | 0.167     | 1     | 1     | 1624      | 2          |
| DARPI – no malicious host: ATP  | SAFE    | 0.381     | 2     | 1     | 1745      | 11         |
| DARPI – broadcast malicious: ATP | UNSAFE | 67011     | 12    | 4352  | 2597327   | 12         |
| DARPI – comprehensive model: un-poisoning | SAFE | 304.3     | 20    | 1258  | 308682    | 18         |
| DARPI – generation of Request from victim - malicious host: un-poisoning | SAFE | 25.35     | 19    | 291   | 35736     | 11         |
| DARPI – generation of Request to victim - malicious host: un-poisoning | SAFE | 17.33     | 11    | 127   | 14157     | 11         |
| DARPI – generation of unsolicited Reply from malicious host: un-poisoning | SAFE | 32.69     | 19    | 299   | 40276     | 11         |

8 Conclusion

In this study, we have explored a long-standing attack
brought to Internet hosts, namely, MITM attack through
ARP cache poisoning, studying how to solve it using proto-
cols compatible with the existing ARP versions, thus not
requiring significant changes to network devices. To this
end, we formally define the Address Translation Problem
(ATP) addressed by the Address Resolution protocols
adopted in the Internet to find the correspondence between
network and MAC addresses. We prove that – in the case of
non-persistent addresses and in the absence of cryptogra-
phy – no correct and effective solution exists for ATP
because either (i) no correspondence is ever supplied, or (ii)
a wrong correspondence might be supplied. In both cases,
the problem properties are violated. As a consequence of
this demonstration, we propose the ArpON algorithm that
is perfectly back-compatible and interoperable with existing
ARP implementations, and permits a balance between the
described extreme behaviors. By formally validating the
properties of ArpON, we verify that ArpON – according to
the above impossibility proof – may provide an incorrect
correspondence. Yet, when this occurs, ArpON always
removes cache poisoning in a very short time.
The impossibility proof clearly refers to the worst case where attackers always interfere with normal ARP functioning by trying constantly to trick other hosts regarding correct address correspondence. This does not always occur in practice. The source code of ArpON is publicly available, and it has been downloaded by more than 100,000 users thus far. Although received feedbacks have been positive, we are currently accurately assessing its performance through simulations, with the aim of empirically proving the upper bound on cache poisoning duration for different network sizes, percentages of malicious hosts, and aggressiveness of attackers, in comparison with classical ARP.
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