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ABSTRACT

To accommodate surplus electricity and decarbonize, power-to-gas (PtG) is being widely considered in the integrated energy system with high proportion of renewable energy. However, the reaction model of PtG should be refined for the sake of making a precise operation strategy and economic evaluation. Compared with the ordinary model of power-to-gas process, this article makes two main improvements. First, an explicit expression of electrolytic process is given according to the usage of electricity. In the refined electrolytic model, the recovery of the extra heat in the electrolytic process and the compression of feed-in gas is explored. Second, the response model of the methanation process to the intermittency of the renewable energy is established. Considering the increasing coupling of power system and water network, we formulate a day-ahead scheduling program for an integrated power and water system (IPWS). Thus, the role of double regulation of power-to-gas is more noticeable. Finally, the accuracy and economical performance of the refined model of power-to-gas is demonstrated through case studies. The results show a significant body of recoverable extra heat reaching 26.6% of the total power consumption. Also, it shows a dramatic growth in PtG’s consumption by 61.9% considering compression consumption. Moreover, the information gap decision theory (IGDT) is applied in the unit commitment scheme. Based on IGDT, the impact of the renewable energy uncertainty on the decision-making of IPWS operator is discussed.

INDEX TERMS
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NOMENCLATURE

A. VARIABLES

- $f_{\text{CH}_4}$: The produced methane, m$^3$
- $\Delta H_{\text{PtG}}$: Reaction heat of ptg, kw
- $P_{\text{in}}$: The input power, kw
- $H_{\text{PtG,CH}_4}$: Heat dissipation per unit power consumption, kw
- $P_{\text{PtG}}$: The power consumption of ptg, kw
- $U_{\text{HHV}}$: Higher-heating-value voltage, V
- $T$: Temperature, K

- $U_{\text{cell}}$: Cell voltage, V
- $P_{\text{ele}}$: Power used to produce hydrogen and heat, kw
- $P_{\text{ele,Dis}}$: The heat dissipation in heat transmission, kw
- $P_{\text{ele,Rec}}$: The extra heat of the electrolyser, kw
- $\tau_{\text{res}}$: The restart time, s
- $\Pi_{\text{idle}}$: The idle state duration, min
- $u_{\text{idle}}$: The idle phase, 0-1
- $u_{\text{on}}$: The on state, 0-1
- $u_{\text{start}}$: The start-up state
- $u_{\text{stand}}$: The state with a stand-by load
- $n$: The molar flow of the gas, -
| Symbol | Description |
|--------|-------------|
| $C_{op}$ | Operation cost of IPWS, CNY |
| $R_{op}$ | The revenue of IPWS, CNY |
| $c$ | Price, CNY/kwh |
| $t$ | Time, h |
| $P_{CFU}$ | Unit power of CFU, kw |
| $P_{GFU}$ | Unit power of GFU, kw |
| $D$ | Carbon emission quota of RIES, t |
| $E$ | Actual carbon emission, t |
| $f_{PG}$ | The produced gas by ptg, m$^3$ |
| $H_{PG}$ | The released heat by ptg, kw |
| $d$ | Node water load, m$^3$/h |
| $q$ | Water flow in pipe, m$^3$/h |
| $H_{out}$ | The outlet tank hydraulic head, m |
| $h_{pi}$ | Head losses in water pipes, kw |
| $h_{out}$ | Head losses in valves, kw |
| $h_{pump}$ | Pumping heads of the pump stations, m |
| $\Delta T_{start-up}$ | The start-up period |
| $\Delta T_{idle}$ | The idle duration |
| $\Delta T_{int}$ | The intermittent period |

### B. CONSTANTS

- $\eta_{ele}$: The efficiency of water electrolysis, -
- $e_{CH_4}$: Stoichiometric coefficient, -
- $\nu_{H_2}$: Conversion rate, Nm$^3$/kwh$^{-1}$
- $\rho_{H_2}$: Density of hydrogen, g/m$^3$
- $M_{H_2}$: Molar mass, g/mol
- $\eta_{act}$: The proportion of reaction heat used for heating, -
- $\eta_{ele}$: The electrolyzer efficiency, -
- $N_{stack}$: The number of electrolytic cells, -
- $i_{cell}$: The current density, A/m$^2$
- $S_{act}$: The active area of each electrolytic cell, m$^2$
- $C$: The overall thermal capacity, kj/K
- $T_{amb}$: The ambient temperature, K
- $R_{he}$: The overall thermal resistance, K/kw
- $Z$: The compressibility factor, -
- $R_{gas}$: The molar ideal gas constant, -
- $\gamma$: The heat capacity ratio, -
- $\eta_{com}$: The compression efficiency, -
- $N_{com}$: The number of compressors, -
- $P_{in}$, $P_{out}$: The pressure at the inlet/outlet, bar
- $P_{WT}$: The forecasted output of wind power, kw
- $\mu_{PG,CO_2}$: Coefficient of carbon dioxide needed for methanation, -
- $\Sigma_{tran, PDN}$: Power distribution fee, CNY/kwh
- $\Sigma_{tran, WDN}$: Water distribution fee, CNY/m$^3$
- $\Sigma_{fe-WT}$: Feed-in tariff of wind power, CNY/kwh
- $\Sigma_{fe-CFU}$: Feed-in tariff of CFU, CNY/kwh
- $\Sigma_{fe-GFU}$: Feed-in tariff of GFU, CNY/kwh
- $\Sigma_{gas}$: Gas price, CNY/m$^3$
- $\Sigma_{sh}$: Heat price, CNY/kwh
- $\lambda_{CO_2}$: Carbon trading price, CNY/t
- $\phi_{CO_2}$: Carbon emission standard, kg/kwh
- $\eta_{CFU}$, $\eta_{GFU}$: Carbon emissions per unit of fuel consumption, kg/(kwh), kg/10$^9$m$^3$

### C. ABBREVIATION

- PtG: Power-to-gas
- IPWS: Integrated power and water system
- IGDT: Information gap decision theory
- HHV: Higher-heating-value
- PDN: Power distribution network
- WDN: Water distribution network
- O&M: Operation and maintenance

### I. INTRODUCTION

#### A. MOTIVATION AND INCITEMENT

To accelerate the decarburization of the energy network, the substitution of renewable energy for traditional generators in the power side has been considered in the energy roadmap worldwide. However, a subsequent curtailment in renewable energy should be dealt with carefully, where the wind and solar curtailment rates in China were up to 22% and 30% [1]. Power-to-gas is an optional distributed energy storage device for renewable energy, which is regarded as an promising scheme because of the large-scale and long-term storage characteristics [2]. Generally, PtG is applied in the integrated power and gas system, where its load shifting effect can be bidirectional. Playing the role as an energy converter together with gas fired units, PtG is able to increase the flexibility and reliability of the integrated system. Although there is a considerable amount of research on the application of PtG, ordinary modeling that described by empirical formula without response to the intermittency of renewable energy will greatly deviate the correct decision-making. What’s more, the work that studies the role of PtG in other types of coupled networks is rare. In terms of the participation of the electrolysis process, PtG can be a critical coupling element in water networks. In this article, PtG is considered as a flexible load resource of renewable energy, which is regarded as an promising scheme because of the large-scale and long-term storage characteristics [2]. Generally, PtG is applied in the integrated power and gas system, where its load shifting effect can be bidirectional. Playing the role as an energy converter together with gas fired units, PtG is able to increase the flexibility and reliability of the integrated system. Although there is a considerable amount of research on the application of PtG, ordinary modeling that described by empirical formula without response to the intermittency of renewable energy will greatly deviate the correct decision-making. What’s more, the work that studies the role of PtG in other types of coupled networks is rare. In terms of the participation of the electrolysis process, PtG can be a critical coupling element in water networks. In this article, PtG is considered as a flexible load resource of electricity and water, and the influence of its refined reaction modeling on the operation strategy is discussed.

#### B. LITERATURE REVIEW AND RESEARCH GAP

This article presents accurate consumption model and running mode of PtG. The reaction model of PtG in the researches on the integrated system analysis usually lacks
sufficient accuracy, while empirical coefficient can lead to significant decision-making error. There is a substantial body of work on the performance of PtG in the integrated energy system, while only a little of them established a fairly accurate theoretical model. Reference [3] made a comprehensive review on the technology and economy of PtG, which guided the subsequent studies in this field a lot. In the review, the reaction process was separated from the system analysis, which means that the refined reaction model had been rarely applied in the system scheduling model. Also, the dynamic characteristics of methanation is emphasized and it was summed up that researches generally set a stand-by state for PtG. Economic assessment of PtG is conducted with the incorporation of refined flowsheet of the PtG process design in reference [4]. However, such refined module has rarely been analyzed jointly with energy flow in system analysis or applied in energy scheduling. The reliability of energy networks incorporating PtG has been a research focus. PtG is incorporated to enhance the reliability of the integrated power-gas system (IPGS) in the references [5], [6], the general reliability indices are set and the influence on which is evaluated. In practice, however, the empirical formula used in these literatures will cause an inaccurate operation strategy of PtG plant. Then it will be followed by a significant error in reliability indices. At present, exploration on the application of refined PtG model in energy network has been carried out. An utilization of a refined model of PtG is conducted in the research on the carbon emission reduction in the IPGS in reference [7]. The power consumption is calculated considering the reaction heat and a refined hydrogen storage model is established, but it still lacks the analysis of response to the intermittency of renewable energy and the thermodynamic property can be modeled more detailed.

These works are meant to make an economic or reliable decision for PtG, while the decision will definitely be inaccurate due to an inaccurate model. For economic evaluation, the empirical model will conceal some of the power consumption, which will cause the accounting error. For operation strategy, the empirical model will conceal the mismatch between PtG device and the intermittency of renewable energy, which will cause the failure of PtG dispatching. Therefore, refined electrolytic process of PtG is modeled from the view of explicit consumption classification and by-product recovery, also, the response to the renewable energy intermittency of methanation reactor is modeled in this article.

This article establishes the coupling model of IPWS considering the coupling effect of PtG. In order to increase the reliability and flexibility, water networks has been strongly coupled with the power system. As both power load and water load, PtG can be a significant regulator in IPWS while the relevant literature is rare. Reference [8] focuses on the coupling effect of pumping devices, which is applied to stabilize the uncertainty in power and water demands. In reference [9], researchers worked to solve the storage of the surplus renewable energy by utilizing the water pumps and tanks in the water supply networks. Additionally, the coupling between water network and power system can be effective during decision-making in extreme environments. A drought situation and a power outage situation is considered in reference [10] to study the interdependencies, where a targeted generation model is built during periods of droughts. Through literature review, it can be seen that the water pump consumption can be a nonnegligible load of distribution power system. With the rapid growth of both power load and water load, a closer coupling among the water and power networks should be built. Moreover, the uncertainty brought by renewable energy will have a significant impact on the water supply, and therefore the impact should be taken into account when making scheduling strategy. To the best of our knowledge, the coupling effect of PtG on water network and power system has been rarely concerned. Thus, our article explores PtG’s coupling model in IPWS.

C. CONTRIBUTION AND PAPER ORGANIZATION

The contributions of this article are:

- The model of electrolytic process of PtG is refined. The refined power consumption model during PtG process includes hydrogen production, heating and compression, in which the recovery of extra heat when heating the electrolyzer is conducted;
- The model of methanation process of PtG is refined. An idle state duration model of methanation reactor is built to illustrate the response to the intermittency of renewable energy;
- The dispatching model of IPWS considering the coupling effect of PtG is established. The power and water load of PtG are both considered, and a nonlinear mixed integer programming restrained by water pumping and power transmission constraints is carried out with convex approximation method;
- The impact of wind power uncertainty on the total revenue is evaluated with IGDT technique.

The rest of this article is organized as follows: Section II expresses the refined model of water electrolysis and methanation process. Section III presents the transmission constraints of an integrated power and water distribution network. Section VI illustrates the description of the scheduling problem as well as the application of IGDT with fluctuating wind power. Section V discusses the effectiveness of the proposed refined model and method. Finally, Section VI makes a conclusion and a future research plan.

II. MODELING OF THE PROCESS OF POWER-TO-GAS

A. THE EMPirical FORMula OF POWER-TO-GAS

For the clarity of expression and quick solution, the power-to-gas reaction is used to be formulated as:

\[ f_{\text{CH}_4} = P_{\text{in}} \cdot \eta_{\text{ele}} \cdot \varepsilon_{\text{CH}_4} \]  

where the output of methane is controlled by the efficiency of electrolysis process and the stoichiometric coefficient.
In our former work, the recovery of the reaction heat during methanation process is considered, and it is quantified as:

\[ H_{\text{PG,CH}_4} = \frac{P_{\text{PG}}/\text{UH}_2\text{H}_2}{4\text{MH}_2} \Delta H_{\text{PG}} \frac{3600}{\eta_{\text{PG}}} \]  

(2)

To the best of our knowledge, no previous work on the performance of PtG in the IES has divided the input power based on the function such as hydrogen production, heating and compression, which will make an easier chance for the cost loss of compression and waste heat recovery during heating.

**B. THE REFINED MODEL OF WATER ELECTROLYSIS PROCESS**

PEM electrolyzer is modeled as the electrolytic section in terms of the start-up and shut-down characteristics (minute-second scale) and development stage (commercialization) [3].

In a water electrolysis system, the energy loss can be reflected by the heat losses, which can be described by comparing the cell voltage and an introduced higher-heating-value (HHV) voltage \( U_{\text{HHV}} \) [11]. The HHV voltage can be written as a function of temperature at standard pressure:

\[ U_{\text{HHV}} = 1.4756 + 2.252 \times 10^{-4} T + 1.52 \times 10^{-8} T^2 \]  

(3)

From a thermodynamic point of view, the operating voltage of a single electrolytic cell can be expressed as follows [11]:

\[ U_{\text{cell}} = \frac{U_{\text{HHV}}}{\eta} \]  

(4)

where \( U_{\text{cell}} \) is the cell voltage, and \( \eta \) is the electrolyser efficiency.

Electrolyzers usually operate under \( U_{\text{cell}} \) and the electricity input \( P_{\text{ele}} \), and \( P_{\text{ele}} \) is used to produce hydrogen and heat as follows [12]:

\[ P_{\text{ele}} = P_{\text{ele,H}_2} + P_{\text{ele,Heat}} \]  

(5)

\[ P_{\text{ele,H}_2} = N_{\text{stack}} \cdot U_{\text{HHV}} \cdot i_{\text{cell}} \cdot S_{\text{act}} \]  

(6)

\[ P_{\text{ele,Heat}} = N_{\text{stack}} \cdot (U_{\text{cell}} - U_{\text{HHV}}) \cdot i_{\text{cell}} \cdot S_{\text{act}} \]  

(7)

\( P_{\text{ele,Heat}} \) is restrained by the thermal energy balance as:

\[ P^t_{\text{ele,Heat}} - P^t_{\text{ele,Dis}} - P^t_{\text{ele,Rec}} = CT (t) - CT (t - 1) \]  

(8)

where \( P^t_{\text{ele,Dis}} \) is expressed as:

\[ P^t_{\text{ele,Dis}} = \frac{T (t) - T_{\text{amb}}}{R_{\text{th}}} \]  

(9)

The balance constraints above also reflect the thermal dynamic behavior of the electrolyser. Moreover, it enlarges our former work on the consideration of methanation heat recovery, and \( P^t_{\text{ele,Rec}} \) can be seen as another by-product of PtG.

Additionally, the consumption of the compression of the feed-in gas, \( \text{CO}_2 \), and the produced \( \text{H}_2 \) is modeled and included in the operation cost, which can be expressed as [13]:

\[ P^t_{\text{com}} = \sum_{i=1}^{N_{\text{com}}} \sum_{j=\lambda_{\text{gas}}} Z_i \cdot R_{\text{gas}} \cdot T_i \cdot \frac{y_i \cdot \eta_{\text{com},i}}{\eta_{i} - 1} \times \left[ \frac{P_{\text{out},i}}{P_{\text{in},i}} \right]^{y_i - 1} - 1 \right] \cdot n_j \]  

(10)

As we can see, the addition of the recovery of extra electrolysis heat and compression cost certainly makes the economic evaluation more convincing.

**C. THE REFINED MODEL OF METHANATION PROCESS**

1) THE RESPONSE MODEL OF THE METHANATION PROCESS

The fix-bed methanation reactor is usually considered as the appropriate reactor, which can be described as a cylindrical coordinate system. Therefore, two or one dimensional models indicating mass and energy balances are usually used to analyze and control the reaction. However, such micro and dynamic analysis may be inappropriate for the decision-making of the large scale energy system. It can lead to the phenomenon that refined reaction flow of PtG is rarely analyzed in energy dispatching model researches. On the one hand, the methanation process is significantly influenced by temperature, pressure, composition and reactor parameters, which makes it difficult to find a general application scenario. On the other hand, the time scale of the transient reaction (100-400s) is far shorter than that of the integrated energy system (15min-hours) [14], and the process control of methanation is outside this paper’s scope.

However, the ordinary empirical formula mainly has the following two shortcomings: 1) The compression consumption of feed gas is rarely considered, which is necessary for the generation scheduling and running economy evaluation; 2) The start-up and shut down of methanation reactor will significantly influence the operation strategy, especially considering the intermittency of wind power, so it should be modeled appropriately.

To match the intermittent output of renewable energy, the methanation reaction has to achieve high-efficiency conversion in a completely dynamic mode of operation, so it requires a further study in the restart performance. Generally, the initial start-up of methanation process requires external heating. However, after a succession of gas shut down and reinjection, the process could restart spontaneously. Based on the technology of a multi-tubular wall-cooled fixed-bed reactor introduced in reference [15] and the study in reference [16], it turns out that the restart speed varies linearly with the idle state duration and the temperature decrease. The function can be expressed as follows:

\[ 1/\tau_{\text{res}} = A + B \cdot \Pi_{\text{idle}} \]  

(11)

where \( \tau_{\text{res}} \) is the restart time, \( \Pi_{\text{idle}} \) is the idle state duration, \( A,B \) are constant coefficients related to reactor’s structure.
For linearization, Taylor’s Formula is used to linearize the fraction term, $1/\tau_{res}$. According to reference [16], we chose 500s as the Taylor expansion point, and terms higher than quadratic are removed as their contribution is too small. Then Eq.(11) is transferred to:

$$\frac{1}{500} - \frac{1}{500^2} \cdot (\tau_{res} - 500) = A + B \cdot \Pi_{idle}$$  (12)

It is assumed that the state of electrolyzer is consistent with the methanation reactor, and then the electrolyzer’s start-up time and idle duration should be restrained to:

$$\frac{1}{500} \cdot u_{start,t} - \frac{1}{500^2} \cdot (\tau_{res} - 500) \cdot u_{start,t} = A \cdot u_{start,t} + B \cdot \Pi_{idle}$$  (13)

$$0 \leq \tau_{res,t} \leq u_{idle,t} \cdot M$$  (14)

$$0 \leq \Pi_{idle,t} \leq u_{idle,t} \cdot M$$  (15)

$$-1 + \sum_{t=1}^{T} u_{idle,t} \leq \frac{1}{SI} \cdot (\tau_{res,t} + \Pi_{idle,t}) \leq 1 + \sum_{t=1}^{T} u_{idle,t}$$  (16)

$$u_{on,t} \cdot P_{PG} + u_{stand,t} \cdot P_{PG} \leq P_{PG,t} \leq u_{on,t} \cdot P_{PG} + u_{start,t} \cdot P_{PG}$$  (17)

$$u_{idle,t} + u_{on,t} + u_{stand,t} = 1$$  (18)

$$u_{idle,t} + \sum_{x=t+1}^{\min(T,t+500)} (u_{on,t} + u_{stand,t}) \leq 1$$  (19)

$$\min(T,t+500) \cdot \sum_{x=t+1}^{\min(T,t+500)} u_{idle,t} \leq 1$$  (20)

where SI is the load sampling interval, 5 min, which is decided according to the average start-up time in reference[16]. Eq.(13-16) illustrate the length limitation of idle phase; Eq.(17-18) restrain the operation state of PtG; Eq.(19-20) restrain the minimum length of on/off state of PtG.

2) THE CLASSIFICATION OF THE INTERMITTENT PERIOD SCENARIO

Beside the latter simulation demonstration, we make a theoretical analysis on the choice of PtG’s optimal operation strategy between the scheme with idle phase and the scheme keeping a stand-by load. Before decision-making, we know that: 1) the start-up and shut-down duration is included in the intermittent time of PtG; 2) the idle duration should be separated from the time that maintains a stand-by load. On these premise, the following scenarios are divided:

(1) As shown in Fig.1(a), the upper limit of the sum of the start-up time and idle state duration is shorter than the intermittent period. $\max(\Delta T_{start-up} + \Delta T_{idle}) < \Delta T_{int}$

In this scenario, the reactor will operate in a circular mode that starts with a stand-by load, and then there will be an idle phase. Finally, the reactor will restart. For the concern of cost saving, the idle phase period should be as long as possible.

Take one cycle for a case, the power consumption during one cycle is:

$$\sum_{t \in T_{stand-by}} P_{stand-by} + \sum_{t \in T_{start-up}} P_{PtG,start} = \eta_{stand-by} \cdot P_{PtG} \cdot \Delta T_{cycle}$$  (21)

While the power consumption without considering the idle phase is:

$$\sum_{t \in T_{cycle}} P_{stand-by} = \eta_{stand-by} \cdot P_{PtG} \cdot \Delta T_{cycle}$$  (22)

Under this circumstance, the introduction of the idle phase will provide a significantly cost-saving operation scheme.

(2) As shown in Fig.1(b), the lower limit of the sum of the start-up time and idle state duration is longer than the intermittent period. $\min(\Delta T_{start-up} + \Delta T_{idle}) > \Delta T_{int}$

In this scenario, even the shortest idle duration will cover the intermittent period of RE (when $\Pi_{idle} \approx 0$). The reactor will keep in stand-by state in the circumstance.

(3) As shown in Fig.1(c), the intermittent period is between the value described in the former two scenarios.

$$\min(\Delta T_{start-up} + \Delta T_{idle}) \leq \Delta T_{int} \leq \max(\Delta T_{start-up} + \Delta T_{idle})$$

In this scenario, the reactor can keep in idle phase without a stand-by load. Then, the consumption under idle mode is:

$$\sum_{t \in T_{stand-by}} P_{stand-by} = \eta_{stand-by} \cdot P_{PtG} \cdot \Delta T_{stand-by}$$  (23)

While the consumption without considering the idle phase is:

$$\sum_{t \in T_{stand-by}} P_{stand-by} = \eta_{stand-by} \cdot P_{PtG} \cdot \Delta T_{stand-by}$$  (24)

Under this circumstance, we can easily attain that a balance between stand-by mode and idle mode will be achieved if the following equation holds:

$$\eta_{stand-by} \cdot P_{PtG} \cdot \Delta T_{stand-by}^0 = \eta_{stand-by} \cdot P_{PtG} \cdot \Delta T_{stand-by} + \bar{P}_{PtG} \cdot \Delta T_{start-up}$$  (25)
where the duration under scheme S0 and S1 should be constrained as:

\[ \Delta T^0_{\text{stand-by}} = \Delta T^1_{\text{stand-by}} + \Delta T^1_{\text{idle}} + \Delta T^1_{\text{start-up}} \] (26)

To sum up, the operating strategy is made optimally depending on the length of the intermittent period of RE.

III. MODELING OF AN INTEGRATED POWER-WATER SYSTEM

A. WATER DISTRIBUTION NETWORK MODEL

Two assumptions are given as follows:

1) The on/off statuses of supply pumps are determined before scheduling;
2) The direction of pipe flow does not change during scheduling.

These assumptions can be commonly seen in the works (see [17], [18], [19]). In this paper, it is set that water is supplied by water tanks. To be specific, water is pumped into the elevated tanks so that tanks can release the pressurized water with the regulation by valves in the pipes. Therefore, the water distribution process can be described by the node hydraulic head and the pipe flow rate, which is divided into node, pipe and path constraints as follows:

1) NODE CONSTRAINTS

\[ d_{i,t} = \sum_{j \in P_i} q_{j,t} - \sum_{k \in P_i} q_{k,i,t} \] (27)

\[ H^t_{i,\text{out}} = H^t_{i,\text{in}} + \frac{\Delta T}{\frac{\sum d_{i,t}}{S_{\text{net}}}} \] (28)

\[ h^\text{min}_i + \bar{h}_i \leq H^t_{i,\text{out}} \leq h^\text{max}_i + \bar{h}_i \] (29)

where Eq.(27) gives the relation of water load and pipe flow; Eq.(28) shows how water tanks work at the load nodes; Eq.(29) gives the hydraulic head constraints of water tanks[8].

2) PIPE CONSTRAINTS

Head losses in valves, pipes and pumping heads of the pump stations are inevitable and should be considered in water distribution, which can be expressed as follows:

\[ h_{pi} = 10.708 \cdot q_{pi}^2 \cdot \text{Chw}^{-1.852} \cdot d_{pi}^{-4.87} \cdot l_{pi} \] (30)

\[ h_{va} = 10^{-6} \cdot q_{va}^2 \cdot \sigma_{va}^{-2} \] (31)

where Eq.(30-31) give the losses in pipes and valves. Chw is the Hazen-Williams friction factor; \( d_{pi}, l_{pi} \) are the pipe diameter and length respectively; \( \sigma_{va} \) is the opening ratio of valves.

Each consumer node is linked with a resource node through a path, where the pumping heads of the pump stations in the paths are expressed as:

\[ h_{pu,t} = k_{pu} \cdot \left( q_{pu}^{\text{line}} \right)^n \] (32)

Through the introduction of a constant, \( \delta_{pu} \), with units of kW/CMH·m, the power consumption of the pump station can be expressed as:

\[ P_{pu,t} = -\delta_{pu} \cdot h_{pu,t} \cdot q_{pu}^{\text{line}} \] (33)

In this article, the Darcy-Weisbach formula in which \( n = 2 \) is used to describe the pumping head:

\[ h_{pu,t} \geq k_{pu} \cdot \left( q_{pu}^{\text{line}} \right)^2 \] (34)

The quadratic term of Eq.(34) is neglected as its contribution is small [20], and then the pumping head is formulated as:

\[ h_{pu,t} = -\left( \varphi_{pu,0} + \varphi_{pu,1} \cdot q_{pu,t} \right) \] (35)

By applying the convex approximation approach from reference [20], the power consumption function, Eq.(33), can be relaxed with its convex hull:

\[ P_{pu,t} \geq -\delta_{pu} \cdot h_{pu,t} \cdot q_{pu}^{\text{line}} \]

\[ P_{pu,t} \leq -\delta_{pu} \cdot (\sigma_{pu,0} + \sigma_{pu,1} \cdot q_{pu,t}) \] (36)

where \( \sigma_{pu,0} \) and \( \sigma_{pu,1} \) provide the upper bound for the convex hull.

3) PATH CONSTRAINTS

A water system can be described as a graph \((N, P)\), where \( N \) denotes nodes and \( P \) denotes paths. The cyclic matrices, \( L_k \), related to pump stations and valves can be expressed as:

\[ L_k = L_a P_k^T, \quad k = pu, \; va \] (37)

where \( P_k \) describes the placement of pump stations and valves on pipe \( ij \) by:

\[ (P_k)_{ij} = \begin{cases} 1, & k \in ij \\ 0, & k \notin ij \end{cases} \] (38)

For each specific path \( P \), the Kirchoff’s second law should be followed as:

\[ L_{pu} h_{pu} - L_{pi} h_{pi} - L_{va} h_{va} = \epsilon_{pa} \] (39)

where \( \epsilon_{pa} \) is the head difference between the ends of the path, and \( \epsilon_{pa} = 0 \) when the path is a loop.

B. POWER DISTRIBUTION NETWORK MODEL

It is assumed that the voltage level of IPWS is 12.66 kV, and the physical constriction of PDN is expressed as follows.

\[ p_{CFU}^{CGU} + p_{CFU}^{SW} + p_{WT} + \sum_{k = i, k \neq i} (q_{\text{line}}^{\text{line}} - I_{ki,t} r_{ki}) \]

\[ = P_{ci,t}^{CGU} + \alpha L_e, i P_{ci,t}^{\text{load}} + \sum_{\sum j \neq i} P_{\text{line}}^{\text{line}} \] (40)

\[ Q_{ci,t}^{CFU} + \sum_{\sum j \neq i} (q_{\text{line}}^{\text{line}} - I_{ki,t} x_{ki}) \]

\[ = Q_{ci,t}^{\text{load}} + \sum_{\sum j \neq i} Q_{\text{line}}^{\text{line}} \] (41)

\[ U_{i,t} - U_{j,t} = -2 \left( P_{\text{line}}^{\text{line}} r_{ji} + Q_{\text{line}}^{\text{line}} x_{ji} \right) + I_{ji,t} \left( r_{ji}^2 + x_{ji}^2 \right) \] (42)
where Eq.(40-41) represent active and reactive power balance; Eq.(42-43) represent constraints of voltage and current; Eq.(44) represents transmission constraint.

IV. DAY-AHEAD GENERATION SCHEDULING MODEL OF IPWS

A. OBJECTIVE FUNCTION

Since it is validated that PtG is unprofitable when running individually under today’s price environment in our former work [21], PtG is seen as a member of the union consisting of a distribution power utility and a distribution water utility. In this condition, a decision is made to minimize the total operational cost of the integrated power-water system. For the cost, the operation cost of the units, the penalty of wind power abandonment and the carbon dioxide cost are considered. For the profit, the distribution revenue of power distribution network (PDN) and water distribution network (WDN), the carbon trading income and the by-product benefit of PtG are considered. The objective function is expressed as follows. The objective function is to maximize the dispatching revenue, while the dispatching revenue is guaranteed to be equal to or higher than a discount of the revenue under the baseline case, \( \beta \). Therefore, the IGDT-based robust dispatching considering uncertainty is modeled as follows:

\[
\text{Max } F_R = R_{op} - C_{op} = \sum_{t=1}^{T} \left[ \Sigma_{\text{fe}-\text{WT}} \cdot P_{\text{WT},t} + \Sigma_{\text{fe}-\text{CFU}} \cdot P_{\text{CFU},t} + \Sigma_{\text{fe}-\text{GFU}} \cdot P_{\text{GFU},t} + \Sigma_{\text{tran},\text{PDN}} \right]
\]

\[
= \sum_{i=1}^{N} \left[ \left( c_{\text{CFU}} \left( \sum_{\text{CFU} \in \Omega} P_{\text{CFU},t} \right) \right) + \left( c_{\text{GFU}} \left( \sum_{\text{GFU} \in \Omega} P_{\text{GFU},t} \right) \right) + \left( c_{\text{WT}} \left( \tilde{P}_{\text{WT},t} - P_{\text{WT},t} \right) \right) \right]
\]

\[
\text{s.t. } (3) - (10), (12) - (20), (27) - (31), (35) - (44)
\]

The high construction and O&M cost has hindered the commercialization of PtG, and the integrated power and water system will provide a profitable scheme.

B. IGDT-BASED GENERATION SCHEDULING MODEL CONSIDERING WIND POWER UNCERTAINTY

Generation forecast errors in renewable energy always exist. Enlightened by the approaches in the literatures, IGDT technique can be effective to solve an risk-assess decision making problem. The theory describes an uncertain model from both the favorable and adverse perspective, to be specific, the theory can be applied to maximize the robustness or revenue against uncertainty [24]. Using the envelop-bound model of IGDT, the uncertain parameters can be modeled as follows.

\[
B(\alpha, b_0) = \{ b : b = (1 + \alpha) b_0 \}
\]

where \( b \) is the uncertain variable, \( b_0 \) is the nominal value, and \( \alpha \) is the extent of the fluctuation.

In this article, wind power uncertainty is the uncertainty in the model. If the worst scenario is considered, the greatest variation should be incorporated as

\[
(1 - \alpha) \tilde{P}_{\text{WT},t}
\]

where \( \alpha \) represents the fluctuation of wind power. \( \tilde{P}_{\text{WT},t} \) denotes the forecasted wind power output.

Generally, a discounted objective value should be set by the operator before IGDT technique is applied. In this case, the IPWS union operator predicts the target revenue with a discount coefficient of the revenue under the baseline case, \( \beta \). Therefore, the IGDT-based robust dispatching considering uncertainty is modeled as follows:

\[
\text{Obj. max } \min_{\Theta} \left\{ F_R (\Theta, P_{\text{WT},t}) \geq (1 - \beta) F_R^{\text{base}} \right\}
\]

\[
s.t. P_{\text{WT},t} \geq (1 - \alpha) \tilde{P}_{\text{WT}}
\]

\[
(3) - (10), (12) - (20), (27) - (31), (35) - (44)
\]

The objective function is to maximize the dispatching revenue, while the dispatching revenue is guaranteed to be equal to or higher than a discount of the revenue under the deterministic scenario. Meanwhile, the fluctuation range of renewable energy is limited to be no wider than a discount with \( \alpha \).

V. CASE STUDIES

A. CONFIGURATION AND PARAMETER SETTING OF IPWS

In this article, a topology coupled by a modified IEEE 33-node power distribution system and 9-node water distribution network in reference [25] is used, which is shown in
Fig. 2 Operation parameters of the generators, cost parameters are shown in [26].

All tests are run on an Intel(R) Core(TM) i7-7700HQ CPU @2.80GHz personal computer with 8GB RAM. Programs are coded on Matlab Yalmip and solved with solver CPLEX.

**B. THE IMPACT OF THE APPLICATION OF REFINED PTG MODEL**

1) THE CONSIDERATION OF REFINED ELECTROLYSIS PROCESS

In this article, a refined electrolysis process is modeled. To be specific, the input power is divided into the power for hydrogen production, electrolyser heating and compression of the feed gas. Compared with the traditional empirical formula where the production is mainly decided by electrolysis efficiency, the proposed model has the following advantages:

1. Researchers can be more familiar with the relation between electrolysis output and input;
2. The easily neglected energy, the extra heat during electrolysis heating, can be recovered as a by-product;
3. The consumption of feed gas compression before methanation can significantly increase the O&M cost, which should not be neglected.

Simulation results present the comparison between the traditional and refined model.

Fig.3 shows the extra heat which is recoverable based on the theoretical conditions. It is worth mentioning that only theoretical recovery amount is illustrated, and a further research and development on the device is necessary. We can see from Fig.3 that a daily recovery amount can be up to 1104.9 kWh reaching 26.6% of the total consumption of electrolyzer, and it would be considerable if the PtG plant gets larger.

From the comparison between before and after the allowance for consumption of compression, it can be found that PtG will operate at its upper point more frequently without the consideration, where the total consumption of the water electrolysis is lifted 197.8% and the growth is 61.9% for the consumption of PtG. In other words, the ignorance of compression will influence the scheduling model of PtG greatly. What’s worse, PtG is supposed not to perform at a high point during day time (7 a.m.~19 p.m) for the sake of low wind power, while the maximum operation point is still reached when the compression is neglected.

2) THE CONSIDERATION OF REFINED METHANATION PROCESS

In this article, the start-up time and idle state duration is considered, which replaces the traditional model where PtG does not response to the intermittency of renewable energy or keeps operating over a certain stand-by load.

Based on the classification in Section II, the impact of refined methanation process is demonstrated. The study is conducted on the following basis:

1. An almost 100%-RE-penetration power system is built, and PtG is set as the only power load;
2. The fixed-bed reactor characteristic in Fig.5 from in literature [16] is applied so that the upper and lower limit of the sum of the start-up time and idle state duration is fixed.
3. The stand-by load is \( P_{PtG} \), while the start-up power is \( \bar{P}_{PtG} \).
(4) Referring to the existing technique of fixed-bed reactor, we leave out the second classification, which is 
\[ \text{Min} (\Delta T_{\text{start-up}} + \Delta T_{\text{idle}}) > \Delta T_{\text{int}}, \]
considering that the minimum shut-down duration lasts longer than 
\[ \text{Min} (\Delta T_{\text{start-up}} + \Delta T_{\text{idle}}). \]
(5) The objective is to minimize the operation cost of wind power and PtG.

In the scenario, the wind power during daytime, 7:00 a.m. ~ 16:00 p.m., is set as 0. To illustrate the decision making in a short intermittent interval, we assume that a breakdown occurs from 20:00 p.m. to 22:00 p.m. The minimum and maximum of on/off duration are both set as 1 hour.

C. IGDT BASED DAY-AHEAD SCHEDULING STRATEGY

In this case, the IGDT technique is applied in the IPWS decision making to study the union revenue variation when the output of RE is uncertain.

Fig.7 illustrates the influence of the wind power fluctuation on the units output and PtG consumption. The decline of PtG’s consumption shows a trend from fast to slow. The output of CFU, in turn, increases slowly and then rapidly. Meanwhile, the trend in wind power and GFU’s output is almost linear. Therefore, the curves says that there is a direct competition between wind power and GFU. Moreover, the contribution of PtG to the union revenue becomes prominent as the total PND revenue comes to a low level.

As is illustrated in Eq.(48), the case study aims at finding the largest robustness factor so that the IPWS revenue will reach the given critical value. To be specific, a variation with \(1 - \alpha\) in the output of RE is performed, and then the lower limit of IPWS revenue is studied to reflect the guarantee against the intermittency of renewable energy. We can easily see
from Fig.8 that the decline in the revenue of the IGDT-based solution is more slower than that of the without-IGDT solution, which shows that the robustness of IGDT-based IPWS decision making considering the intermittency of renewable energy. Based on the comparison in Fig.8, we can assume that the IPWS operator made a conservative prediction for decline of the union revenue to be no more than 5%, which is 53664.4 CNY. In this condition, the maximum variation of wind power that the operator can tolerate should be no higher than 4.0%. While the variation can reach more than 14.0% when the IGDT technique is applied, that is, the IGDT-based decision-making model will be a wise choice when the system operator is a risk-seeker.

VI. CONCLUSION

With the increasingly coupling of energy networks, exploring the regulation effect of coupling equipment is of great significance. Therefore, this article contributes a refined power-to-gas model for the application in an integrated power and water system. The traditional empirical model is improved from the view of refining the water electrolysis and methanation process respectively. The effectiveness is discussed through the demonstration case of an IGDT-based scheduling scheme. The results show that the recoverable extra heat during electrolytic process can reach 26.6% of the total power consumption of electrolyzer, and the ignorance of feed-in gas compression can cause a growth of power consumption by 61.9% for power-to-gas. Also, the proposed response model of power-to-gas is proved to be able to react to the renewable energy intermittency appropriately, as well as to save the power consumption significantly by 21.9%. The enlargement effect of uncertain wind power tolerance with IGDT is also verified. However, the study did not involve a complete industrial chain of power-to-gas. In order to realize the construction in the integrated energy system, the future work will focus on exploring the potential of power-to-gas: 1) A comprehensive economy and security evaluation in the power-water-gas network will be conducted with the refined power-to-gas process; 2) Multiple uncertainties will be considered in the decision-making process, on which the effectiveness of IGDT technique will be analyzed.
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