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Abstract—To support the adoption of active disturbance rejection control (ADRC) in industrial practice, this article aims at improving both understanding and implementation of ADRC using traditional means, in particular via transfer functions and a frequency-domain view. Firstly, to enable an immediate comparability with existing classical control solutions, a realizable transfer function implementation of continuous-time linear ADRC is introduced. Secondly, a frequency-domain analysis of ADRC components, performance, parameter sensitivity, and tuning method is performed. Finally, an exact implementation of discrete-time ADRC using transfer functions is introduced for the first time, with special emphasis on practical aspects such as computational efficiency, low parameter footprint, and windup protection.
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I. INTRODUCTION

A. Motivation and related work

Since its inception, active disturbance rejection control (ADRC) attracted widespread attention among both scholars and practitioners. Starting with Han’s nonlinear controller [1] and streamlined in Gao’s linear variant [2], it has found the way into numerous application domains. An overview is given in [3] and, more recently, in [4].

What are ADRC’s main selling points? It is a serious—and probably the most popular—contender to overcome the “theory versus practice hassle” [5] that has been tackled also by other model-free controller approaches [6]. The “paradigm shift” [7] is enabled by a combination of modern control elements with pragmatic, minimal plant modeling and control loop tuning efforts. At the same time, it can easily be equipped with controller features desirable in industrial practice [8].

As a general purpose controller, ADRC competes with the ubiquitous PI and PID controllers. In many practical settings, these controllers are—and, which is a good thing, can be—tuned and implemented by people with expertise in the application domain, rather than dedicated control systems specialists. Therefore, to reach a wider audience with ADRC, we should adopt a suitable perspective and language to lower barriers hindering the adoption of state-space methods in practical applications, simplifying ADRC to a one-degree of freedom (1DOF) error-based transfer function was proposed in [15], [16], with an approximate discrete-time implementation being given as well [17]. In contrast, retaining the original 2DOF characteristics of ADRC and providing exact continuous- and discrete-time transfer function representations are the guiding ideas pursued in this article.

Existing frequency-domain studies have put their focus on ADRC and its implementation at the same time. Enabling both a comprehensive frequency-domain analysis of ADRC and its implementation at the same time.

B. Structure and contributions of this article

In order to establish the notation and some necessary design equations, a review of linear ADRC is presented in Sect. II. Afterwards, the main contributions of this article are presented in sections III, IV, and V:

• Implementing ADRC using transfer functions. Sect. III derives a transfer function representation of continuous-time ADRC, that—in contrast to existing works on this subject—has realizability in mind and seeks for similarity to traditional control loop setups. This will facilitate understanding and implementing ADRC using classical feedback controller and filter structures, with a special focus on first- and second-order ADRC as the contenders to PI and PID controllers.

• Understanding ADRC from a frequency-domain perspective. In Sect. IV a detailed frequency-domain analysis is performed for continuous-time ADRC; including pole/zero analyses of its feedback controller transfer function and the influence of ADRC’s tuning parameters on the closed-loop behavior. Again, a decidedly classical control systems perspective on ADRC is chosen in order to break down barriers hindering the adoption of state-space methods in real-world control systems.

• Efficiently implementing discrete-time ADRC using transfer functions. For discrete-time ADRC, an exact transfer function representation is derived in Sect. V for the first
time, enabling the implementation of discrete-time ADRC using digital filter structures. One of the main benefits is a reduction of the computational burden of the control law in comparison to the state-space form, which will increase the attractiveness of ADRC especially in resource-constrained embedded systems.

II. SUMMARY OF CONTINUOUS-TIME LINEAR ADRC

A. Plant model

As an introductory example we will, following related work [2], [30], consider a simple plant with n-th order low-pass behavior, output y, input u, and disturbance input d. Firstly, the input gain b = b₀ + Δb is being split into a known (b₀) and unknown (Δb) part. Then, a generalized disturbance term f is being introduced such that only a disturbed n-th order integrator chain remains of the original plant model:

\[ y^{(n)}(t) = - \sum_{i=0}^{n-1} a_i \cdot y^{(i)}(t) + e \cdot d(t) + \Delta b \cdot u(t) + b_0 \cdot u(t) \]

\[ = f(t) + b_0 \cdot u(t) \]

(1)

Considering any plant to be controlled as a disturbed integrator chain—regardless of the actual plant structure and parameters—is the gist of ADRC, and a distinct departure from model-based approaches [31]. Therefore, apart from the order of the system (n), b₀ remains as the only parameter that needs to be known for plant modeling in the context of ADRC. Due to its importance, b₀ is also known as the critical gain parameter [32].

B. Control law

The control law of linear ADRC is based on three ingredients:

- Inversion of the critical gain parameter, i.e. application of an inverse gain \( \frac{1}{b_0} \) to the overall controller output,

- Compensation of the generalized (total) disturbance using an estimated (extended) state \( \hat{x}_{n+1}, \)

- A state-feedback controller (gains \( k_1 \) to \( k_n \)) for the remaining plant dynamics (normalized n-th integrator chain), based on a full-order observer, in order to achieve the desired closed-loop dynamics of the control loop.

A visualization of the observer-based control law of linear ADRC is given in Fig. 1. With a reference signal \( r(t) \) and controller output \( u(t) \), the control law can be given as:

\[ u(t) = \frac{1}{b_0} \cdot \left( k_1 r(t) - \sum_{i=1}^{n} k_i \hat{x}_i(t) - \hat{x}_{n+1}(t) \right) \]

\[ = \frac{1}{b_0} \cdot \left( k_1 r(t) - k^T \hat{x}(t) \right) \]

(2)

A Luenberger observer of order \((n+1)\) is being set up in order to estimate the \((n)\) states of the plant model (integrator chain), extended by the estimate \( \hat{x}_{n+1} \) of the generalized disturbance. In the context of ADRC, it is usually denoted as the extended state observer [31], [33] (ESO):

\[ \dot{x}(t) = (A - \mathbf{I} \mathbf{e}^T) \hat{x}(t) + bu(t) + ly(t) \]

with \( k^T = (k_1 \ldots k_n \ 1) \), \( \mathbf{I} = \begin{pmatrix} l_1 \\ \vdots \\ l_{n+1} \end{pmatrix} \), \( \mathbf{A} = \begin{pmatrix} 0^{n \times 1} & \mathbf{I}^{n \times n} \\ 0 & 0^{1 \times n} \end{pmatrix}, \ b = \begin{pmatrix} b_0 \\ 0 \end{pmatrix}, \ \mathbf{e}^T = \begin{pmatrix} 1 \\ 0^{1 \times n} \end{pmatrix} \)

(3)

(4)

(5)

C. Controller and observer design

Throughout this article, the “bandwidth parameterization” approach [2] will be used, which is the most common method for designing the controller/observer in the context of linear ADRC. For the controller design we assume full rejection of the total (generalized) disturbance in (1). Therefore the characteristic polynomial of the closed control loop is being reduced to the following form (state feedback control of an n-th order integrator plant), and the gains \( k_i \) can be obtained from parameterization with a desired closed-loop bandwidth \( \omega_{CL} \):

\[ \det \left( \mathbf{sI} - \left( \begin{pmatrix} 0^{(n-1) \times 1} & \mathbf{I}^{(n-1) \times (n-1)} \\ 0 & 0^{1 \times (n-1)} \end{pmatrix} - \frac{1}{b_0} \cdot \begin{pmatrix} 0^{(n-1) \times 1} \\ b_0 \end{pmatrix} \cdot \begin{pmatrix} k_1 \ldots k_n \end{pmatrix} \right) \right) = s^n + k_n s^{n-1} + \ldots + k_2 s + k_1 = \left(s + \omega_{CL} \right)^n \]

(6)

In order to provide sufficiently fast state estimation and disturbance rejection, the closed-loop poles of the observer must be placed far enough left in the \( s \)-plane. We will follow the notation of [8], [30] in bandwidth parameterization of the observer with common poles at \( k_{ESO} \cdot \omega_{CL} \), with \( k_{ESO} \) being the relative factor (typically within the range 3...10) of the observer poles compared to the desired poles of the closed control loop:

\[ \det \left( \mathbf{sI} - \left( \mathbf{A} - \mathbf{I} \mathbf{e}^T \right) \right) = s^{n+1} + l_1 s^n + \ldots + l_{n+1} s + l_{n+1} \]

\[ = \left(s + k_{ESO} \cdot \omega_{CL} \right)^{n+1} \]

(7)
Solving (6) and (7) using binomial expansion of leads to the parameterization equations for \( k^T \) and \( l \). For \( n = 1 \) and \( n = 2 \), which are the most relevant cases in practice, the controller and observer gains can be found in Table I. The general terms are given in (8) and (9).

\[
k_i = \frac{n!}{(n - i + 1)! \cdot (i - 1)!} \cdot \omega_{CL}^{n-i+1} \quad \forall i = 1, \ldots, n
\]

\[
l_i = \frac{(n + 1)!}{(n + 1 - i)! \cdot i!} \cdot (k_{ESO} \cdot \omega_{CL})^i \quad \forall i = 1, \ldots, n + 1
\]

### III. Transfer function representation

#### A. Approach

Aim of this section is to derive a set of realizable transfer functions that implement ADRC such that a comparison with traditional controller and filter transfer functions becomes easily possible. This will also allow to analyze ADRC with traditional (frequency domain) means. We start with the closed-loop observer dynamics by putting the Laplace transform of (2) to eliminate \( \dot{x}(s) \) by putting the Laplace transform of (2) in (3):

\[
\dot{x}(s) = (sI - A_{CL})^{-1} \cdot \left( k_1 b r(s) + l y(s) \right)
\]

In (10), we abbreviated the system matrix of the closed-loop controller/observer dynamics as follows:

\[
A_{CL} = A - l b^T + \frac{1}{b_0} k b^T
\]

\[
= \begin{pmatrix} 0^{n \times 1} & I_{n \times n} \end{pmatrix} - l \begin{pmatrix} 0^{(n+1) \times 1} \end{pmatrix} - \begin{pmatrix} k^T \end{pmatrix} \begin{pmatrix} 0^{1 \times (n+1)} \end{pmatrix}
\]

Putting (10) back in the Laplace transform of (2) to eliminate \( \dot{\hat{y}}(s) \) yields the transfer function of the controller, which we immediately rewrite with a common denominator polynomial:

\[
u(s) = \frac{k_1}{b_0} r(s) - \frac{1}{b_0} k^T \cdot (sI - A_{CL})^{-1} \cdot \left( k_1 b r(s) + l y(s) \right)
\]

\[
= \left( b_0 \det(sI - A_{CL}) \right)^{-1} \cdot \left[ \begin{array}{c} k_1 \det(sI - A_{CL}) - \frac{k_1}{b_0} k^T \cdot \text{adj}(sI - A_{CL}) \cdot b \\ \cdot r(s) \\ - \left( k^T \cdot \text{adj}(sI - A_{CL}) \cdot l \right) \cdot y(s) \end{array} \right]
\]

In this article, we propose a generic approach to represent continuous-time ADRC in frequency domain using three realizable transfer functions, namely a feedback controller \( C_{FB}(s) \), a reference signal prefilter \( C_{PF}(s) \), and a feedforward of the reference signal to the control signal via \( C_{PF}(s) \), cf. Fig. 2:

\[
u(s) = C_{FB}(s) \cdot [C_{PF}(s) \cdot r(s) - y(s)] + C_{PF}(s) \cdot r(s)
\]

The main benefits of the proposed transfer function approach are:

- There is only one transfer function with an integrator component: the feedback controller \( C_{FB}(s) \), and its position in the control loop is exactly the same as in conventional control loops.

- By introducing the feedforward term \( C_{PF}(s) \), the reference signal prefilter transfer function \( C_{PF}(s) \) can be made realizable in the form of a conventional lead-lag filter. Otherwise its numerator polynomial order would exceed the denominator polynomial.

#### B. Derivation of the transfer functions

The strictly proper feedback controller transfer function \( C_{FB}(s) \) can directly be obtained from (12):

\[
C_{FB}(s) = \frac{k^T \cdot \text{adj}(sI - A_{CL}) \cdot l}{b_0 \cdot \det(sI - A_{CL})}
\]

Clearly \( C_{FB}(s) \) depends on the resolvent of \( A_{CL} \). By inspection of (11) we find \( A_{CL} \) has rank \( n \) (rightmost column is zero), assuming non-zero controller and observer gains. The denominator polynomial \( \det(sI - A_{CL}) \), which is of order \( n + 1 \), will therefore introduce one integrator (pole at \( s = 0 \)) to \( C_{FB}(s) \), see also [13].

By comparing (12) and (13) we obtain the following relation of \( C_{PF}(s) \) and \( C_{FF}(s) \) in combination with \( C_{FB}(s) \):

\[
C_{FB}(s) C_{PF}(s) + C_{FF}(s) = \frac{k_1 \cdot \det(sI - A_{CL}) - \frac{k_1}{b_0} k^T \cdot \text{adj}(sI - A_{CL}) \cdot b}{b_0 \cdot \det(sI - A_{CL})}
\]

Since (15) is not strictly proper, \( C_{PF}(s) \) could not be made realizable without \( C_{FF}(s) \). Therefore \( C_{FF}(s) \) will be chosen to carry the \( s^{n+1} \) term from the numerator polynomial of (15):

\[
C_{FF}(s) = \frac{k_1 \cdot s^{n+1}}{b_0 \cdot \det(sI - A_{CL})}
\]

The actual order of numerator and denominator polynomial in \( C_{FF}(s) \) is only \( n \) due to cancellation with the pole at origin introduced by \( \det(sI - A_{CL}) \), making \( C_{FF}(s) \) an \( n \)-th order high-pass filter. Now \( C_{PF}(s) \) becomes realizable in the form of a conventional \( n \)-th order lead-lag filter, and we can clearly see that the denominator will cancel the zeros of \( C_{FB}(s) \):

\[
C_{PF}(s) = \frac{k_1 \cdot \left( \det(sI - A_{CL}) - s^{n+1} - \frac{1}{b_0} k^T \cdot \text{adj}(sI - A_{CL}) \cdot b \right)}{k^T \cdot \text{adj}(sI - A_{CL}) \cdot l}
\]
In summary, the three transfer functions required to implement a realizable form of \( n \)-th order ADRC can be formulated as follows:

\[
C_{FB,n}(s) = \frac{K_1}{s} \left( 1 + \sum_{i=1}^{n} \beta_i s^i \right),
\]

\[
C_{FF,n}(s) = \frac{1}{s} \left( 1 + \sum_{i=1}^{n} \gamma_i s^i \right),
\]

\[
C_{FF,n}(s) = \frac{K_1}{s^{n+1}} \left( 1 + \sum_{i=1}^{n} \alpha_i s^i \right).
\]

For \( n = 1 \) and \( n = 2 \) (i.e. first- and second-order ADRC), the transfer functions as well as their parameters are given in Table II, Table III, and Table IV, respectively. Note that the coefficients in Table III and Table IV are given both in Table II, Table III, and Table IV, respectively. Note that the transfer functions as well as their parameters are given.

## IV. Frequency-domain analysis

### A. Plant model: The critical gain parameter in frequency domain

For a frequency-domain interpretation of the important plant model parameter \( b_0 \) (also known as the critical gain parameter [32]), we will start by rewriting (1) as a frequency-domain transfer function:

\[
P(j\omega) = \frac{y(j\omega)}{u(j\omega)} = \frac{b_0}{(j\omega)^n + a_{n-1} \cdot (j\omega)^{n-1} + \ldots + a_1 \cdot j\omega + a_0} \]

For increasing angular frequencies \( \omega \) the magnitude \( |P(j\omega)| \) will be dominated by the highest-order term in its denominator:

\[
\lim_{\omega \to \infty} |P(j\omega)| \approx \frac{b_0}{(j\omega)^n} = \frac{b_0}{\omega^n}
\]

Solving this high-frequency approximation for its crossover frequency \( \omega_X \) yields the relation between \( \omega_X \) and \( b_0 \):

\[
b_0 = \omega_X^n \quad \text{or} \quad \omega_X = \frac{n}{\sqrt{n}} b_0
\]

For \( n \)-th order plants that can be represented by (21), this means that the corresponding \( b_0 \) parameter can be found from the plant’s Bode (magnitude) plot by extending the straight-line approximation of the \( -n \cdot 20 \text{dB/decade} \) segment in order to find its crossover frequency \( \omega_X \). A visualization of this relation for first- and second-order cases is given in Fig. 3.

### B. Analysis and comparison of the feedback controller transfer function

1) Feedback controller of first-order ADRC: Let us consider the feedback controller transfer function as given in Table III:

\[
C_{FB,1}(s) = \frac{1}{b_0} \cdot \frac{k^2_{ESO} \omega^2_{CL}}{1 + \frac{2 + k_{ESO}}{k_{ESO} \omega_{CL}} \cdot s} \cdot \frac{1 + \frac{\beta_i=1}{\omega_{CL} \cdot \left( 1 + \frac{2 + k_{ESO}}{k_{ESO} \omega_{CL}} \cdot s \right)}}{1 + \frac{\gamma_i=1}{\omega_{CL} \cdot \left( 1 + \frac{2 + k_{ESO}}{k_{ESO} \omega_{CL}} \cdot s \right)}}
\]

This controller structure (PI controller with first-order noise filter, or interpretation as integrator with lead/lag filter) is a common choice for example in power electronics applications, known as “Type 2” controller [35]. It is also in line with the recommendation of Hågglund to add a first-order noise filter to PI controllers [36].

A frequency-domain visualization of the impact of the tuning parameter \( k_{ESO} \) on the feedback controller transfer function, similar to the analysis performed in [27], is given in Fig. 4, while the effect of \( b_0 \) and \( \omega_{CL} \) on \( K_1 \) and the pole/zero frequencies can be easily grasped from (24). For high observer gains (increasing values of \( k_{ESO} \)), the low-pass filter cut-off frequency moves to infinity, therefore the feedback controller transfer function (24) converges to a standard PI controller with a zero at the desired closed-loop bandwidth:

\[
\lim_{k_{ESO} \to \infty} \omega_Z = \lim_{k_{ESO} \to \infty} \frac{k_{ESO} \omega_{CL}}{2 + k_{ESO}} = \omega_{CL}
\]

2) Feedback controller of second-order ADRC: The feedback controller transfer function \( C_{FB,2} \) from Table II can be interpreted as an integrator with second-order lead/lag filter, a structure known as “Type 3” controller in power electronics applications [35]. Alternatively, it can be viewed as a PID controller with a second-order low-pass noise filter, as also pointed out in [10]. As a side note, this structure is recommended for PID by Hågglund [36].

The poles of \( C_{FB,2}(s) \) consist of an integrator (pole at origin) and the poles defined by the roots of \( 1 + \alpha_1 s + \alpha_2 s^2 \). Rewriting the latter part of the denominator polynomial using bandwidth parameterization as given in Table IV leads to (26).

\[
s^2 + \frac{\alpha_1}{\alpha_2} s + 1 = s^2 + \left( 2 \omega_{CL} + 3 k_{ESO} \omega_{CL} \right) s + \left( \omega_{CL}^2 + 6 k_{ESO} \omega_{CL}^2 + 3 k_{ESO}^2 \omega_{CL}^2 \right)
\]

Solving for the \( n \)-th roots of (26) gives the conjugate complex poles \( s_{p1/2} \) of \( C_{FB,2} \):

\[
s_{p1/2} = \omega_{CL} \cdot \left[ -\left( 1 + \frac{3}{2} k_{ESO} \right) \pm j \sqrt{3 k_{ESO} + \frac{3}{4} k_{ESO}^2} \right]
\]
Second-order ADRC

The crossover frequency (encircled in the diagrams). The crossover angular frequency amounts to the straight-line approximation (red dashed line) of the same value of $b$ for the first- ($n = 1$) and second order case ($n = 2$) can be obtained from Table III and Table IV, respectively.

### Table I

**Continuous-time controller and observer gains using bandwidth parameterization.** The tuning parameters are $\omega_{CL}$ (desired closed-loop bandwidth) and $k_{ESO}$ (observer bandwidth factor, i.e., relative position of the observer poles compared to the poles of the closed control loop).

|                      | Controller gains | Observer gains |
|----------------------|-----------------|----------------|
| First-order ADRC     | $k_1 = \omega_{CL}$ | $l_1 = 2k_{ESO}\omega_{CL}$ |
| Second-order ADRC    | $k_1 = \omega_{CL}^2$, $k_2 = 2\omega_{CL}$ | $l_1 = 3k_{ESO}\omega_{CL}$, $l_2 = 3k_{ESO}\omega_{CL}^2$, $l_3 = k_{ESO}\omega_{CL}^3$ |

### Table II

**Continuous-time transfer function implementation of first- and second-order ADRC.** The $\alpha, \beta, \gamma$ coefficients as well as the gains $k_1$ and $K_1/I_{n+1}$ for the first- ($n = 1$) and second order case ($n = 2$) can be obtained from Table III and Table IV, respectively.

|                      | Feedback controller | Reference signal prefilter | Reference signal feedforward |
|----------------------|---------------------|----------------------------|-----------------------------|
| First-order ADRC     | $C_{FB,1}(s) = \frac{K_1}{s} \frac{1 + \beta_1 s}{1 + \alpha_1 s}$ | $C_{PF,1}(s) = \frac{1 + \gamma_1 s}{1 + \beta_1 s}$ | $C_{FF,1}(s) = \frac{K_1}{l_2} \frac{s}{1 + \alpha_1 s}$ |
| Second-order ADRC    | $C_{FB,2}(s) = \frac{K_1}{s} \frac{1 + \beta_1 s + \beta_2 s^2}{1 + \alpha_1 s + \alpha_2 s^2}$ | $C_{PF,2}(s) = \frac{1 + \gamma_1 s + \gamma_2 s^2}{1 + \beta_1 s + \beta_2 s^2}$ | $C_{FB,2}(s) = \frac{K_1}{l_3} \frac{s^2}{1 + \alpha_1 s + \alpha_2 s^2}$ |

### Table III

**Continuous-time transfer function parameters for first-order ADRC.** Bandwidth parameterization is based on $b_0$ (gain parameter of the plant model), $\omega_{CL}$ (desired closed-loop bandwidth), and $k_{ESO}$ (observer bandwidth factor).

| Parameter | General terms | Bandwidth parameterization |
|-----------|---------------|---------------------------|
| $K_1$     | $\frac{1}{b_0}$, $\frac{k_1 l_2}{k_1 + l_1}$ | $\frac{1}{b_0}$, $\frac{k_{ESO}\omega_{CL}^2}{1 + 2k_{ESO}}$ |
| $K_1$     | $\frac{1}{b_0}$, $\frac{k_1}{k_1 + l_1}$ | $1$, $\frac{1}{b_0}$, $\frac{1}{1 + 2k_{ESO}}$ |
| $l_2$     | $\frac{1}{l_2}$, $\frac{1}{k_1 + l_1}$ | $\frac{1}{\omega_{CL} \cdot (1 + 2k_{ESO})}$ |
| $\alpha_1$| $\frac{1}{k_1 + l_1}$ | $\frac{2 + k_{ESO}}{k_{ESO}\omega_{CL}}$ |
| $\beta_1$ | $\frac{l_1}{l_2}$, $\frac{1}{k_1}$ | $\frac{2}{k_{ESO}\omega_{CL}}$ |
| $\gamma_1$| $\frac{l_1}{l_2}$ |

**Fig. 3.** Frequency-domain illustration of the critical gain parameter $b_0$ for first- (left-hand side) and second-order (right-hand side diagram) plant variations with the same value of $b_0$ (in these examples: $b_0 = 1$). The critical gain parameter can be obtained from magnitude plots of the plant transfer function by extending the straight-line approximation (red dashed line) of the $-20$ dB/decade (first-order case) or $-40$ dB/decade (second-order case) in order to find the 0 dB crossover frequency (encircled in the diagrams). The crossover angular frequency amounts to $b_0$ in the first-order case and $\sqrt{b_0}$ in the second-order case.
TABLE IV
Continuous-time transfer function parameters for second-order ADRC. Bandwidth parameterization is based on $b_0$ (gain parameter of the plant model), $\omega_{CL}$ (desired closed-loop bandwidth), and $k_{ESO}$ (observer bandwidth factor).

| Parameter | General terms | Bandwidth parameterization |
|-----------|---------------|-----------------------------|
| $K_1$ | $\frac{1}{b_0} \cdot \frac{k_1 l_1}{k_1 + k_2 l_1 + l_2}$ | $\frac{1}{b_0} \cdot \frac{k_{ESO} \omega_{CL}}{1 + 6k_{ESO} + 3k_{ESO}^2}$ |
| $K_2$ | $\frac{1}{b_0} \cdot \frac{k_2 l_1}{k_1}$ | $\frac{1}{b_0} \cdot \frac{1}{1 + 6k_{ESO} + 3k_{ESO}^2}$ |
| $\alpha_1$ | $\frac{k_1 + k_2 l_1 + l_2}{k_1 + k_2 l_1 + l_2}$ | $\frac{\omega_{CL} \cdot (1 + 6k_{ESO} + 3k_{ESO}^2)}{1}$ |
| $\alpha_2$ | $\frac{1}{k_1 + k_2 l_1 + l_2}$ | $\frac{\omega_{CL}^2 \cdot (1 + 6k_{ESO} + 3k_{ESO}^2)}{3k_{ESO} + 2}$ |
| $\beta_1$ | $\frac{l_2}{l_1 + k_1}$ | $\frac{1}{\omega_{CL}^2 \cdot \left(\frac{3}{k_{ESO}} + \frac{6}{k_{ESO}^2} + 1\right)}$ |
| $\beta_2$ | $\frac{l_2}{l_1}$ | $\frac{k_{ESO} \omega_{CL}}{3}$ |
| $\gamma_1$ | $\frac{l_2}{l_1 + k_1}$ | $\frac{3}{k_{ESO} \omega_{CL}}$ |
| $\gamma_2$ | $\frac{l_2}{l_1}$ | $\frac{3}{k_{ESO} \omega_{CL}}$ |

Fig. 4. Bode plots of the feedback controller $C_{FB}$ of first- and second-order ADRC with variation of $k_{ESO}$ using bandwidth parameterization. The exponentially increasing values of $k_{ESO}$ are ranging from $k_{ESO} = 1$ (purple) through $k_{ESO} = 5$ (black) to $k_{ESO} = 25$ (orange). The remaining tuning parameters are fixed at $b_0 = 1$ and $\omega_{CL} = 2\pi$ (i.e. 1 Hz).
Similarly one can obtain the zeros of \( C_{FB,2} \) by rewriting the numerator polynomial \( (1 + \beta_1 s + \beta_2 s^2) \) using bandwidth parameterization:

\[
s^2 + \frac{\beta_1}{\beta_2} s + 1 = s^2 + \frac{(3 + 2k_{ESO}) k_{ESO} \omega_{CL}}{3 + 6k_{ESO} + k_{ESO}^2} \cdot s + \frac{2}{3 + 6k_{ESO} + k_{ESO}^2}
\]

Solving for the the roots of (28) gives the conjugate complex zeros \( s_{Z1/2} \) of \( C_{FB,2} \):

\[
s_{Z1/2} = \frac{k_{ESO} \omega_{CL}}{3 + 6k_{ESO} + k_{ESO}^2} \cdot \left( -\frac{3}{2} + k_{ESO} \pm j\sqrt{\frac{3}{4} + 3k_{ESO}} \right)
\]

For \( k_{ESO} \to \infty \), the poles \( s_{P1/2} \) remain conjugate complex with a rather fixed damping ratio starting at \( D \approx 0.791 \) for \( k_{ESO} = 1 \) and relatively quickly converging to \( D = \sqrt{3/4} \approx 0.866 \). Interestingly, this fits in the design constraints (damping \( D \in [1/\sqrt{2}, 1] \)) given by Larsson for the design of second-order noise filters for PID controllers [37].

The real part of \( s_{P1/2} \) moves towards minus infinity with \( k_{ESO} \to \infty \), while (29) converges to a pair of real zeros with common location \( s_{Z1/2} = -\omega_{CL} \). Therefore one can conclude that with increasing values of \( k_{ESO} \) the feedback controller part of second-order ADRC converges to a PID controller. Note that this relation was independently reported very recently in [10], as well.

The impact of \( k_{ESO} \) on \( C_{FB,2}(j\omega) \) is illustrated in Fig. 4. A report on the resulting phase margins can be found in [9].

C. Influence of tuning parameters on closed-loop behavior

ADRC is a two-degree-of-freedoms controller, and as such, a control loop with ADRC is only being fully characterized by six transfer functions known as the “gang of six” [38]. They relate the inputs \( r, d, n \) of a control loop as depicted in Fig. 2 to the signals \( y, u \), cf. (30). For the realizable transfer function representation of continuous-time ADRC derived in Sect. III, the gang-of-six transfer functions are given in Table V.

\[
\begin{pmatrix}
    y(s) \\
    u(s)
\end{pmatrix} = \begin{pmatrix}
    G_{yr}(s) & G_{yd}(s) & G_{yn}(s) \\
    G_{ur}(s) & G_{ud}(s) & G_{un}(s)
\end{pmatrix} \begin{pmatrix}
    r(s) \\
    d(s) \\
    n(s)
\end{pmatrix}
\]

With the full picture the gang-of-six transfer functions provide, it is possible to gain deeper insights into the tradeoffs that must be resolved when tuning the parameters of ADRC. When the desired closed-loop bandwidth \( \omega_{CL} \) is chosen (depending on the plant dynamics as well as the requirements of the application), there are two questions remaining: How to choose the relative bandwidth \( k_{ESO} \) of the observer? What happens if the plant model parameter \( b_0 \) is above or below the actual value of the plant, i.e., is it better to over- or to underestimate \( b_0 \)?

1) Influence of \( k_{ESO} \) variations: A typical choice [30] of \( k_{ESO} \) would be in the range of \( 3 \ldots 10 \). To provide a broader view, an extended interval of values ranging from \( k_{ESO} = 1 \) to \( k_{ESO} = 25 \) has been selected in the visual gang-of-six sensitivity analysis performed in Fig. 5 for a normalized plant \( P(s) = \frac{1}{1+2s+3s^2} \).

Clearly, higher values of \( k_{ESO} \) (i.e., faster observers) help rejecting low-frequency disturbances at plant input \( d \) and output \( n \), and maintain the desired dynamics between reference signal \( r \) and controlled variable \( y \). On the other hand, a price is to pay in increasing high-frequency gains of transfer functions from input and output disturbances to the control action \( u \). Especially from \( G_{un} \) it can be seen that the impact of high-frequency measurement noise on the control action will be a limiting factor (upper bound) for selecting \( k_{ESO} \).

When tuning \( k_{ESO} \) it is advisable to start with a single-digit value. From Fig. 5, the following practical guidelines can be inferred:

- The low-frequency disturbance rejection capabilities can be improved by increasing \( k_{ESO} \), as long as the impact of measurement noise on the control signal is still acceptable. Note from \( G_{un} \) in Fig. 5 that boosting \( k_{ESO} \) by a factor of five comes with an increased high-frequency noise sensitivity gain of almost +40 dB in this example!
- The desired closed-loop dynamics \( \omega_{CL} \) should be attainable with a value of \( k_{ESO} \gtrsim 5 \). If this is not the case, \( b_0 \) might be off, cf. Sect. IV-C2.

2) Influence of \( b_0 \) variations: Figure 6 shows the effect of under- and overestimating \( b_0 \) on the closed-loop dynamics using the same exemplary plant, both by a factor of up to five. Overestimating \( b_0 \) will lead to a less aggressively tuned controller with lower noise sensitivity, of course being also less effective in compensating low-frequency disturbances at the plant input or output. A compromise has to be found for \( b_0 \) since, on the other hand, underestimating \( b_0 \)—while providing better disturbance rejection at the cost of increased high-frequency noise sensitivity—can induce pronounced medium-frequency oscillations in both control signal \( u \) and plant output \( y \), which will eventually lead to instability. Note that the frequency of the oscillations that will occur when underestimating \( b_0 \) can be read from any of the gang-of-six plots in Fig. 6.

As a guideline when choosing \( b_0 \) in cases its value cannot exactly be inferred from a plant model, the following procedure is recommended in light of the insights provided by the gang-of-six analysis:

- Start with overestimating \( b_0 \) to obtain a stable loop. A too large value of \( b_0 \) can be identified by a reduced bandwidth of the closed loop compared to the design value \( \omega_{CL} \) (cf. orange plots of \( G_{yr} \) in Fig. 6).
- Decrease \( b_0 \) to bring the closed-loop behavior closer to the intended design value, but only as long as the resulting noise sensitivity of the the control signal is tolerable and oscillations do not appear (cf. purple plots in Fig. 6).

Further properties of \( b_0 \) and its role were extensively studied in [13], also for the case of a generalized ADRC incorporating the full plant model instead of the integrator chain approach of conventional linear ADRC.

D. Influence of an additional plant zero

The gang-of-six approach can also be used to analyze the behavior in cases the actual plant exhibits dynamics beyond the
Fig. 5. Sensitivity of the gang-of-six transfer functions to variations of $k_{ESO}$ for second-order ADRC. Normalized plant in this example: $P(s) = \frac{1}{1 + 2s + s^2}$. Fixed tuning parameters are $b_0 = 1$ and $\omega_{CL} = 0.4\pi$ (i.e. 0.2 Hz). The exponentially increasing values of $k_{ESO}$ are ranging from $k_{ESO} = 1$ (purple) through $k_{ESO} = 5$ (black) to $k_{ESO} = 25$ (orange).

Fig. 6. Sensitivity of the gang-of-six transfer functions to variations of $b_0$ for second-order ADRC. Normalized plant in this example: $P(s) = \frac{1}{1 + 2s + s^2}$. Fixed tuning parameters are $\omega_{CL} = 0.4\pi$ (i.e. 0.2 Hz) and $k_{ESO} = 5$. The exponentially increasing values of $b_0$ are ranging from $b_0 = 0.2$ (purple) through $b_0 = 1$ (black, nominal value) to $b_0 = 5$ (orange).
Fig. 7. Sensitivity of the gang-of-six transfer functions to an additional plant zero for second-order ADRC, covering both right half plane (RHP) and left half plane plane zeros. Normalized plant in this example (without the additional zero): $P(s) = \frac{k}{s^2 + 2\pi s + 1}$. Fixed tuning parameters are $b_0 = 1$, $\omega_{CL} = 0.4\pi$ (i.e. 0.2 Hz), $k_{ESO} = 5$. The time constant of the additional zero ranges from $-0.2$ s (RHP zeros, purple) to $0.2$ s (orange).

**TABLE V**

GANG-OF-SIX TRANSFER FUNCTIONS FOR A CLOSED CONTROL LOOP WITH PLANT $P(s)$ AND CONTINUOUS-TIME ADRC IN A TRANSFER FUNCTION IMPLEMENTATION WITH FEEDBACK CONTROLLER $C_{FB}(s)$, REFERENCE SIGNAL PREFILTER $C_{PF}(s)$, AND FEEDFORWARD TERM $C_{FF}(s)$.

| From: $r$ (reference signal) | From: $d$ (disturbance) | From: $n$ (noise) |
|-------------------------------|--------------------------|------------------|
| $G_{yr}(s) = \frac{P(s) \cdot (C_{PF}(s) + C_{FB}(s) C_{PF}(s))}{1 + P(s) C_{FB}(s)}$ | $G_{yd}(s) = \frac{P(s)}{1 + P(s) C_{FB}(s)}$ | $G_{yn}(s) = \frac{1}{1 + P(s) C_{FB}(s)}$ |
| $G_{ut}(s) = \frac{C_{PF}(s) + C_{FB}(s) C_{PF}(s)}{1 + P(s) C_{FB}(s)}$ | $G_{ud}(s) = \frac{-P(s) C_{FB}(s)}{1 + P(s) C_{FB}(s)}$ | $G_{un}(s) = \frac{-C_{FB}(s)}{1 + P(s) C_{FB}(s)}$ |

**TABLE VI**

DISCRETE-TIME CONTROLLER AND OBSERVER GAINS USING BANDWIDTH PARAMETERIZATION. NOTE THAT THE CONTROLLER GAINS DO NOT CHANGE COMPARED TO THE CONTINUOUS-TIME VERSION, cf. TABLE I; ONLY THE OBSERVER DYNAMICS HAVE TO BE DISCRETIZED [30]. THE TUNING PARAMETERS ARE $T$ (SAMPLE TIME OF THE DISCRETIZED IMPLEMENTATION) AND $z_{ESO} = e^{-\omega_{ESO} T}$ (OBSERVER POLE LOCATIONS IN Z-DOMAIN, BASED ON THE DESIRED CLOSED-LOOP BANDWIDTH $\omega_{CL}$ AND THE OBSERVER BANDWIDTH FACTOR $k_{ESO}$).

| Controller gains | Observer gains |
|------------------|----------------|
| **First-order ADRC** | $k_1 = \omega_{CL}$ | $l_1 = 1 - \frac{z_{ESO}}{k_{ESO}}$, $l_2 = \frac{1}{T} \cdot (1 - z_{ESO})^2$ |
| **Second-order ADRC** | $k_1 = \omega_{CL}^2$, $k_2 = 2\omega_{CL}$ | $l_1 = 1 - \frac{z_{ESO}}{k_{ESO}}$, $l_2 = \frac{3}{2 T} \cdot (1 - z_{ESO})^2 \cdot (1 + z_{ESO})$, $l_3 = \frac{1}{T^2} \cdot (1 - z_{ESO})^3$ |
simplified modeling approach of ADRC. As an example with practical relevance, the case of an additional plant zero (right half plane (RHP) or left half plane) will be examined here. This was not covered yet by previous studies such as [30] (which, however, already reported on ADRC’s performance when faced with varying plant parameters such as damping and gain). RHP zeros occur, for instance, in boost or buck/boost-derived DC-DC converters in the power electronics application domain [39].

As visible in Fig. 7, especially RHP zeros will induce medium-frequency oscillations, which will be visible in the control signal earlier and more pronounced than in the controlled variable. When becoming too dominant, RHP zeros will finally render the closed loop unstable. On the other hand, unmodeled LHP zeros are quite well tolerated in the range examined here.

V. DISCRETE-TIME TRANSFER FUNCTION IMPLEMENTATION
A. Discretization of the extended state observer

To establish the notation and introduce the design equations, a brief summary of discrete-time ADRC will be given here. To obtain discrete-time ADRC, only the observer equations must be discretized from their continuous-time counterparts [30]. The state-of-the-art approach for discretizing the extended state observer (ESO) is to employ a current observer approach [33]:

\[
\dot{x}(k) = A_{\text{ESO}} \cdot \dot{x}(k-1) + b_{\text{ESO}} \cdot u(k-1) + l \cdot y(k) \tag{31}
\]

with

\[
A_{\text{ESO}} = A_d - l \cdot c_d^T, \quad b_{\text{ESO}} = b_d - l \cdot c_d^T \cdot b_d \tag{32}
\]

where \(A_d, b_d, c_d^T\) are obtained via zero-order-hold (ZOH) discretization with a sample time \(T\) of \(A, b, c^T\) from (5):

\[
A_d = I + \sum_{i=1}^{\infty} A^i \cdot T^i \cdot \frac{1}{i!}, \quad b_d = \left( \sum_{i=1}^{\infty} A^{i-1} \cdot T^{i} \cdot \frac{1}{i!} \right) \cdot b, \quad c_d^T = e^T
\]

While the controller gains in \(k^T\) do not change, the observer design must be adapted to the discrete-time case. Following the bandwidth parameterization approach, we want to place all observer poles (i.e. the eigenvalues of \(A_{\text{ESO}}\)) at \(z_{\text{ESO}} = e^{-k_{\text{ESO}} \cdot \omega_C \cdot T}\) in the \(z\)-plane. Therefore the design approach for obtaining the observer gains \(l\) is given as:

\[
\det(zI - A_{\text{ESO}}) = (z - z_{\text{ESO}})^{n+1} \tag{33}
\]

For the cases most relevant to industrial practice (\(n = 1\) and \(n = 2\)), the resulting observer gains are given in table VI. A visualization of the discretized control law is presented in Fig. 8, which is the discrete-time counterpart of the continuous-time case in Fig. 1.

B. Derivation of discrete-time transfer functions

We follow a similar approach as in Sect. III-A to obtain the transfer function representation of discrete-time ADRC based on the current observer approach from Sect. V-A, starting with the \(z\)-transform of control law and observer dynamics:

\[
u(z) = \frac{1}{b_0} \cdot (k_1 \cdot r(z) - k^T \cdot \dot{x}(z)) \tag{34}
\]

\[
\dot{x}(z) = z^{-1} A_{\text{ESO}} \dot{x}(z) + z^{-1} b_{\text{ESO}} u(z) + I y(z) \tag{35}
\]

Putting (34) in (35) yields the closed-loop dynamics of the discrete-time observer:

\[
\dot{x}(z) = \Phi_{\text{ESO}} \cdot \left( z^{-1} \frac{k_1}{b_0} b_{\text{ESO}} r(z) + I y(z) \right) \tag{36}
\]

with

\[
\Phi_{\text{ESO}} = \left( I - z^{-1} \cdot \left( A_{\text{ESO}} - \frac{1}{b_0} b_{\text{ESO}} k^T \right) \right)^{-1} \tag{37}
\]

Now we can put (36) back in (35) to obtain the control law including the closed-loop observer dynamics:

\[
u(z) = \frac{k_1}{b_0} r(z) - \frac{1}{b_0} k^T \cdot \Phi_{\text{ESO}} \cdot \left( z^{-1} \frac{k_1}{b_0} b_{\text{ESO}} r(z) + I y(z) \right) \tag{38}
\]

In contrast to the continuous-time case, which required three transfer functions for a realizable representation of the control law (as introduced in Sect. III-A), discrete-time discrete-time ADRC can be implemented using only two transfer functions: a feedback controller \(C_{\text{FB}}(z)\), and a reference signal prefilter \(C_{\text{PF}}(z)\) (cf. Fig. 9). The approach for the control law is:

\[
u(z) = C_{\text{FB}}(z) \cdot [C_{\text{PF}}(z) \cdot r(z) - y(z)] \tag{39}
\]

By comparing (38) and (39), we can obtain \(C_{\text{FB}}(z)\) and \(C_{\text{PF}}(z)\):

\[
C_{\text{FB}}(z) = \frac{k_1}{b_0} \left( 1 - z^{-1} k^T \cdot \Phi_{\text{ESO}} \cdot \frac{1}{b_0} b_{\text{ESO}} \right) \tag{40}
\]

\[
C_{\text{PF}}(z) = \frac{k_1}{b_0} \frac{1}{\Phi_{\text{ESO}} \cdot l} \tag{41}
\]

For a discrete-time implementation of \(n\)-th order ADRC, these two transfer functions can be represented using the following coefficients:

\[
C_{\text{FB},n}(z) = \sum_{i=0}^{n} \beta_i z^{-i}, \quad C_{\text{PF},n}(z) = \frac{n+1}{1 + \frac{1}{b_0} \sum_{i=1}^{n} \beta_i z^{-i}} \cdot \frac{1}{\Phi_{\text{ESO}} \cdot l}
\]
Note that the $z^{-1}$-based numerator polynomial of $C_{PF,n}(z)$ is of order $(n+1)$ compared to order $n$ in the denominator. What was a realizability hurdle in the continuous-time case poses no problem in a digital filter implementation, hence only two instead of three transfer functions are necessary here.

Moreover, note that the denominator coefficients of the feedback controller $C_{FB,n}(z)$ are given as $\tilde{\alpha}_i$. This shall indicate an intermediate result, since a modification of the feedback controller with additional benefits will be introduced in the following section.

### C. Feedback controller with factored-out accumulator

In a transfer function implementation of an $n$-th order ADRC, the feedback controller transfer function includes an integrator. Therefore $C_{FB,n}(z)$ will have a pole at $z = 1$, and we can factor this discrete-time accumulator out:

$$C_{FB,n}(z) = \frac{\sum_{i=0}^{n} \beta_i z^{-i}}{1 + \sum_{i=1}^{n+1} \tilde{\alpha}_i z^{-i}} = \frac{\sum_{i=0}^{n} \beta_i z^{-i}}{1 + \sum_{i=1}^{n} \alpha_i z^{-i}} \cdot \frac{1}{1 - z^{-1}}$$

$$= \Delta C_{FB,n}(z) \cdot \frac{1}{1 - z^{-1}}$$ (40)

For the $\alpha$ and $\tilde{\alpha}$ parameters in (40), the following relation can be given:

$$\alpha_i = 1 + \sum_{j=1}^{i} \tilde{\alpha}_j \quad (41)$$

**Proof 1:** If we put $z = 1$ in the denominator of (40), we obtain $1 + \sum_{i=1}^{n+1} \tilde{\alpha}_i = 0$, since $C_{FB,n}(z)$ contains an integrator (pole at $z = 1$). Therefore $\tilde{\alpha}_{n+1} = -\left(1 + \sum_{i=1}^{n} \tilde{\alpha}_i\right)$ holds, which allows us to prove (41) by putting it back into the denominator of (40) and proceed as follows:

$$\left(1 + \sum_{i=1}^{n} \alpha_i z^{-i}\right) \cdot \left(1 - z^{-1}\right)$$

$$= \left(1 + \sum_{i=1}^{n} \left(1 + \sum_{j=1}^{i} \tilde{\alpha}_j \right) \cdot z^{-j} \right) \cdot \left(1 - z^{-1}\right)$$

$$= 1 + (1 + \tilde{\alpha}_1) \cdot z^{-1} + \sum_{i=2}^{n} \left(1 + \sum_{j=1}^{i} \tilde{\alpha}_j \right) \cdot z^{-i} - z^{-1}$$

$$- \sum_{i=2}^{n+1} \left(1 + \sum_{j=1}^{i-1} \tilde{\alpha}_j \right) \cdot z^{-i}$$

$$= 1 + \sum_{i=1}^{n} \tilde{\alpha}_i z^{-i} - \left(1 + \sum_{j=1}^{n} \tilde{\alpha}_j \right) \cdot z^{-(n+1)} = 1 + \sum_{i=1}^{n+1} \tilde{\alpha}_i z^{-i} - \tilde{\alpha}_{n+1}. $$

The benefits of implementing the feedback controller transfer function $C_{FB,n}(z)$ with a factored-out accumulator are:

- Compared to a state-space implementation of ADRC, fewer multiplications in the control law are required, decreasing the computational burden of the control algorithm to be implemented (first-order: 7 instead of 11, second-order: 11 instead of 19; and this is already using the matrices given in (32) for the observer (31)). Additionally, factoring out the accumulator saves one coefficient to be stored for the transfer function implementation.

- With the factored-out accumulator, a straightforward solution is possible for clamping the controller output: the accumulator has to be simply replaced by a clamped accumulator, thereby avoiding windup issues [40].

- The use of one common accumulator allows to switch between different controllers easily [40], for example when using an “override control” scheme [41] with two controllers acting on the same plant input.

- A better equivalence to the continuous-time case is achieved, where the feedback controller transfer function includes a factored-out integrator as well, cf. (20).

### D. Summary

Discrete-time linear ADRC can be implemented using transfer functions with the following control law,

$$u(z) = C_{FB}(z) \cdot [C_{PF}(z) \cdot r(z) - y(z)],$$

where the feedback controller transfer function $C_{FB}(z)$ and the reference signal prefilter $C_{PF}(z)$ for $n$-th order ADRC are given as:

$$C_{FB}(z) = \frac{\sum_{i=0}^{n} \beta_i z^{-i}}{1 + \sum_{i=1}^{n} \alpha_i z^{-i}} \cdot \frac{1}{1 - z^{-1}},$$

$$C_{PF}(z) = \frac{1}{1 + \sum_{i=1}^{n} \gamma_i z^{-i}}.$$

For first- and second-order ADRC, the discrete-time transfer functions are given again in detail in table VII, while the corresponding $\alpha$, $\beta$, and $\gamma$ coefficients can be found in table VIII and table IX.

### VI. Conclusion

To foster a more widespread adoption of linear ADRC in industrial practice, this article has made three contributions.

Firstly, a representation of ADRC using realizable transfer functions was introduced. This allows to compare ADRC to an existing “classical” solution more easily, for example by analyzing the pole/zero placement of the feedback controller part.

Secondly, based on the transfer function implementation, a detailed frequency-domain analysis of linear ADRC was performed, including plant modeling and the feedback controller part. A frequency-domain inspection of the tuning parameter impact on the “gang-of-six” transfer functions of a closed loop with ADRC supports the tuning process, e.g. when looking for a compromise between low-frequency disturbance rejection and high-frequency noise sensitivity.
Finally, an exact and low-footprint transfer function realization of discrete-time linear ADRC was derived, with ready-to-use coefficient tables given for first- and second-order ADRC—the most relevant contenders to existing PI and PID controller solutions. With the results presented in this article, an efficient implementation of linear ADRC even on low-cost target hardware should have become a low-effort and straightforward task.
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**TABLE VII**

Discrete-time transfer function implementation of first- and second-order ADRC. The α, β, γ coefficients for the first- and second order case can be obtained from table VIII and table IX, respectively.

| Feedback controller | Reference signal prefilter |
|---------------------|---------------------------|
| **First-order ADRC** |                           |
| \( C_{FB,1}(z) = \frac{\beta_0 + \beta_1 z^{-1}}{1 + \alpha_1 z^{-1}} \frac{1}{1 - z^{-1}} \) | \( C_{PF,1}(z) = \frac{\gamma_0 + \gamma_1 z^{-1} + \gamma_2 z^{-2}}{1 + \frac{\gamma_0}{b_0} z^{-1}} \) |
| **Second-order ADRC** |                           |
| \( C_{FB,2}(z) = \frac{\beta_0 + \beta_1 z^{-1} + \beta_2 z^{-2}}{1 + \alpha_1 z^{-1} + \alpha_2 z^{-2}} \frac{1}{1 - z^{-1}} \) | \( C_{PF,2}(z) = \frac{\gamma_0 + \gamma_1 z^{-1} + \gamma_2 z^{-2} + \gamma_3 z^{-3}}{1 + \frac{\gamma_0}{b_0} z^{-1} + \frac{\gamma_1}{b_0} z^{-2}} \) |

**TABLE VIII**

Discrete-time transfer function parameters for first-order ADRC, given in terms of the controller and discrete-time observer gains (see table I and table VI, respectively), and in terms of bandwidth tuning parameters. The latter are \( \omega_{CL} \) (desired closed-loop bandwidth) and \( \zeta_{ESO} = e^{-\zeta_{ESO} s_{CL} T} \) (observer pole locations in \( s \)-domain, based on the observer bandwidth factor \( k_{ESO} \)). Common parameters are \( b_0 \) (gain parameter of the plant model) and \( T \) (sample time of the discretized implementation).

| Parameter | General terms | Bandwidth parameterization |
|-----------|---------------|---------------------------|
| \( \alpha_1 \) | \((Tk_1 - 1) \cdot (1 - l_1)\) | \( (T_0 \omega_{CL} - 1) \cdot z^{-2}_{ESO} \) |
| \( \beta_0 \) | \( \frac{1}{b_0} \cdot (k_1 l_1 + l_2) \) | \( \frac{1}{b_0 T} \cdot \left[ T_0 \omega_{CL} \cdot (1 - z^{-2}_{ESO}) + (1 - z^{-2}_{ESO})^2 \right] \) |
| \( \beta_1 \) | \( \frac{1}{b_0} \cdot ((Tk_1 l_2 - k_1 l_1 - l_2) \) | \( \frac{1}{b_0 T} \cdot \left[ -2T_0 \omega_{CL} z^{-2}_{ESO} - (1 - z^{-2}_{ESO}) - (1 - z^{-2}_{ESO})^2 \right] \) |
| \( \gamma_0 \) | \( k_1 \cdot (k_1 l_2 + l_2) \) | \( T_0 \omega_{CL} \cdot (1 - z^{-2}_{ESO}) + (1 - z^{-2}_{ESO})^2 \) |
| \( \gamma_1 \) | \( k_1 \cdot (Tk_1 l_2 + l_1) \cdot (1 - l_1) \) | \( -2T_0 \omega_{CL} z^{-2}_{ESO} \) |
| \( \gamma_2 \) | \( k_1 \cdot (k_1 l_2 + l_2) \) | \( T_0 \omega_{CL} z^{-2}_{ESO} \) |
TABLE IX
Discrete-time transfer function parameters for second-order ADRC, given in terms of the controller and discrete-time observer gains (see Table I and Table VI, respectively), and in terms of bandwidth tuning parameters. The latter are $\omega_{\text{CL}}$ (desired closed-loop bandwidth) and $z_{\text{ESO}} = e^{-k_{\text{ESO}} \omega_{\text{CL}} T}$ (observer pole locations in z-domain, based on the observer bandwidth factor $k_{\text{ESO}}$).
Common parameters are $b_0$ (gain parameter of the plant model) and $T$ (sample time of the discretized implementation).

| Parameter | General terms | Bandwidth parameterization |
|-----------|---------------|---------------------------|
| $\alpha_1$ | $\frac{T^2}{2} \cdot (k_1 - k_1 l_1 - k_2 l_2) + T k_2 + T l_2 + l_1 - 2$ | $\frac{1}{4} \cdot \left[ T^2 \omega_{\text{CL}}^2 z_{\text{ESO}}^3 + T \omega_{\text{CL}} \cdot \left( 1 + 3 z_{\text{ESO}} + 3 z_{\text{ESO}}^2 + 3 z_{\text{ESO}}^3 \right) + \left( 1 - 3 z_{\text{ESO}} - 3 z_{\text{ESO}}^2 + 3 z_{\text{ESO}}^3 \right) \right]$ |
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| $\beta_2$ | $\frac{1}{b_0} \cdot \left[ \left( \frac{T^2 k_1 l_3}{2} - T k_1 l_2 - T k_2 l_3 + (k_1 l_1 + k_2 l_2 + l_3) \right) \right]$ | $\frac{1}{b_0 T^2} \cdot \left[ 3 T^2 \omega_{\text{CL}}^2 z_{\text{ESO}} \cdot \left( 1 - z_{\text{ESO}} \right) + T \omega_{\text{CL}} \cdot \left( 1 + 3 z_{\text{ESO}} - 9 z_{\text{ESO}}^2 + 5 z_{\text{ESO}}^3 \right) + \left( 1 - z_{\text{ESO}} \right)^3 \right]$ |
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| $\gamma_1$ | $\frac{k_1 \cdot (T^2 l_3 + 2 T l_2 + 2 l_1 - 6)}{k_1 l_1 + k_2 l_2 + l_3}$ | $\frac{-3 T^2 \omega_{\text{CL}}^2 z_{\text{ESO}}}{T^2 \omega_{\text{CL}}^2 \cdot \left( 1 - z_{\text{ESO}}^3 \right) + 3 T \omega_{\text{CL}} \cdot \left( 1 - z_{\text{ESO}} - z_{\text{ESO}}^2 + z_{\text{ESO}}^3 \right) + \left( 1 - z_{\text{ESO}} \right)^3}$ |
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| $\gamma_3$ | $\frac{k_1 \cdot (l_1 - 1)}{k_1 l_1 + k_2 l_2 + l_3}$ | $\frac{-T^2 \omega_{\text{CL}}^2 z_{\text{ESO}}^3}{T^2 \omega_{\text{CL}}^2 \cdot \left( 1 - z_{\text{ESO}}^3 \right) + 3 T \omega_{\text{CL}} \cdot \left( 1 - z_{\text{ESO}} - z_{\text{ESO}}^2 + z_{\text{ESO}}^3 \right) + \left( 1 - z_{\text{ESO}} \right)^3}$ |
on Control Applications, pp. 1595–1599, 2007.

[19] W. Xue and Y. Huang, “On frequency-domain analysis of ADRC for uncertain system,” in Proceedings of the 2013 American Control Conference, pp. 6637–6642, 2013.

[20] Y. Huang and W. Xue, “Active disturbance rejection control: Methodology and theoretical analysis,” ISA Transactions, vol. 53, no. 4, pp. 963–976, 2014.

[21] Q. Zheng and Z. Gao, “Active disturbance rejection control: Between the formulation in time and the understanding in frequency,” Control Theory and Technology, vol. 14, no. 3, pp. 250–259, 2016.

[22] D. Zhang, X. Yao, and Q. Wu, “Frequency-domain characteristics analysis of linear active disturbance rejection control for second-order systems,” in Proceedings of the 34th Chinese Control Conference, pp. 53–58, 2015.

[23] U. Alvarez, A. Olascoaga, D. Rivera, A. R. Mendoza, O. Garcia, and L. Amezquita-Brooks, “Active disturbance rejection control for micro air vehicles using frequency domain analysis,” in Congreso Nacional de Control Automático, pp. 683–688, 2017.

[24] Y. Zhang, Y. Xue, D. Li, Z. Gao, H. Niu, and H. Huang, “Frequency response analysis on modified plant of extended state observer,” in 17th International Conference on Control, Automation and Systems (ICCAS), pp. 1237–1241, 2017.

[25] S. Zhao and Z. Gao, “Active disturbance rejection control for non-minimum phase systems,” in Proceedings of the 29th Chinese Control Conference, pp. 6066–6070, 2010.

[26] C. Huang and Z. Gao, “On transfer function representation and frequency response of linear active disturbance rejection control,” in Proceedings of the 32th Chinese Control Conference, pp. 72–77, 2013.

[27] C. Zhang, J. Zhu, and Y. Gao, “Order and parameter selections for active disturbance rejection controller,” Control Theory & Applications, vol. 31, no. 11, pp. 1480–1485, 2014. (In Chinese).

[28] R. Zhang, W. Wang, and S. Zhang, “Gray active disturbance rejection control and frequency domain analysis of mass-damper plant,” Boletín Técnico, vol. 55, no. 3, pp. 341–347, 2017.

[29] R. Zhang, S. Zhang, Y. Xue, Y. Hu, and W. Wang, “Lower-order active disturbance rejection control and frequency analysis of high order system,” in ASME 2017 International Design Engineering Technical Conferences and Computers and Information in Engineering Conference, pp. 1–6, 2017.

[30] G. Herbst, “A simulative study on active disturbance rejection control (ADRC) as a control tool for practitioners,” Electronics, vol. 2, no. 3, pp. 246–279, 2013.

[31] A. Radke and Z. Gao, “A survey of state and disturbance observers for practitioners,” in Proceedings of the 2006 American Control Conference, pp. 5183–5188, 2006.

[32] R. Madofiski, Z. Gao, and K. Lakomy, “Towards a turnkey solution of industrial control under the active disturbance rejection paradigm,” in 2015 54th Annual Conference of the Society of Instrument and Control Engineers of Japan (SICE), pp. 616–621, 2015.

[33] R. Miklosovic, A. Radke, and Z. Gao, “Discrete implementation and generalization of the extended state observer,” in Proceedings of the 2006 American Control Conference, pp. 2209–2214, 2006.

[34] G. Herbst, A.-J. Hempel, T. Göhr, and S. Streif, “Half-gain tuning for active disturbance rejection control,” in Proceedings of the 21st IFAC World Congress, pp. 1319–1324, 2020.

[35] H. D. Venable, “The K factor: A new mathematical tool for stability analysis and synthesis,” in Proceedings of Powercon 10, Tenth National Solid-State Power Conversion Conference, 1983.

[36] T. Hägglund, “Signal filtering in PID control,” IFAC Proceedings Volumes, vol. 45, no. 3, pp. 1–10, 2012.

[37] P.-O. Larsson and T. Hägglund, “Control signal constraints and filter order selection for PI and PID controllers,” in Proceedings of the 2011 American Control Conference, pp. 4994–4999, 2011.

[38] K. J. Aström and R. M. Murray, Feedback Systems: An Introduction for Scientists and Engineers. Princeton University Press, 2008.

[39] T. Suntio, T. Messo, and J. Puukko, Power Electronic Converters: Dynamics and Control in Conventional and Renewable Energy Applications. Weinheim, Germany: Wiley-VCH, 2017.

[40] K. J. Aström and T. Hägglund, Advanced PID Control. ISA—The Instrumentation, Systems, and Automation Society, 2006.

[41] C. L. Smith, Advanced Process Control: Beyond Single Loop Control. Wiley, 2010.