Abstract. We introduce the $h$-adic quantum vertex algebras associated with the trigonometric $R$-matrices in types $B$, $C$ and $D$, thus generalizing the well-known Etingof–Kazhdan construction in type $A$. We show that restricted modules for quantum affine algebras in types $B$, $C$ and $D$ are naturally equipped with the structure of $\phi$-coordinated module for the aforementioned $h$-adic quantum vertex algebras.

1. Introduction

The vertex algebra theory presents an important connection between theoretical physics and mathematics. It has been extensively studied both by physicists, in the context of two-dimensional quantum field theory, and by mathematicians, due to its applications to representation theory of affine Kac–Moody Lie algebras, finite simple groups and many other areas; see, e.g., the books [11, 21] for details and references. As with vertex algebras, the theory of quantum groups originates from theoretical physics, i.e., more specifically, from quantum integrable systems. On the other hand, it possesses a wide variety of applications to multiple areas of mathematics, such as knot theory, representation theory of algebraic groups in characteristic $p$ etc.; see, e.g., the books [4, 22] for details and references. Motivated by applications to two-dimensional statistical models and quantum Yang–Baxter equation, I. Frenkel and Jing [10] formulated a fundamental problem of developing the so-called quantum vertex algebra theory. Roughly speaking, its role has been to associate certain vertex algebra-like objects, i.e. quantum vertex algebras, to various classes of quantum groups, such as quantum affine algebras, in parallel with the already established connection between affine Kac–Moody Lie algebras and vertex algebras.

The notion of quantum vertex algebra, as well as its first examples associated with the rational, trigonometric and elliptic $R$-matrix of type $A$, was introduced by Etingof and Kazhdan [9]. Later on, certain more general structures, such as field algebras and nonlocal vertex algebras, were extensively studied; see, e.g., the papers by Bakalov and Kac [1] and Li [25] and references therein. More recently, the structure theory of quantum vertex algebras was further developed by De Sole, Gardini and Kac [5] and the corresponding notion of quantum conformal algebra was introduced by Boyallian and Meinardi [2].

A major contribution to the theory was made by Li [26], who introduced the notion of $\phi$-coordinated modules in order to establish connection between representation theories.
of quantum affine algebras and quantum vertex algebras. In comparison with the (usual) notion of module for (quantum) vertex algebra, $\phi$-coordinated modules are characterized by a deformed version of the weak associativity property which depends on the choice of the associate $\phi \in \mathbb{C}((z_2))[z_0]$ of the one-dimensional additive formal group. Since then, the theory of $\phi$-coordinated modules has been intensively studied; see, e.g., the recent paper by Jing, Kong, Li and Tan [16] and references therein.

In this paper, we construct the $h$-adic quantum vertex algebras associated with the trigonometric $R$-matrix of type $B$, $C$, $D$, thus generalizing the aforementioned Etingof–Kazhdan construction in type $A$ [9], along with the corresponding construction for the rational $R$-matrix of type $B$, $C$, $D$ [3]. In contrast with the rational $R$-matrix setting, where the quantum vertex algebra structure comes directly from the corresponding double Yangian, the relation between quantum vertex algebras and quantum affine algebras is no longer so transparent in the trigonometric case. For example, the original trigonometric $R$-matrix has to be suitably modified, so that, in particular, it satisfies an additive form of the Yang–Baxter equation, in order to be used in the aforementioned construction. We address such issues in the context of relations among the creation and annihilation operators for the quantum vertex algebras and the quantum affine algebra generators.

Regarding the quantum affine algebras, we use their $R$-matrix presentations, as given by Jing, Liu and Molev in types $B$, $C$ and $D$; see [18, 19]. However, we slightly modify the original setting so that the algebras are defined over the ring $\mathbb{C}[[h]]$. Following the representation theory of affine Kac–Moody Lie algebras, we consider a certain wide class of modules for quantum affine algebras, the so-called restricted modules. The main result of this paper states that any restricted module for the quantum affine algebra of type $B$, $C$, $D$ is naturally equipped with the structure of $\phi$-coordinated module for the corresponding $h$-adic quantum vertex algebra with $\phi = z_2 e^{-z_0}$; see Theorem 4.9. It is proved by a direct calculation, relying, in particular, on the $R$-matrix techniques. These arguments are easily translated into the rational $R$-matrix setting, thus proving that any restricted module for the double Yangian of type $A$–$D$ is equipped with the structure of module for the $h$-adic quantum vertex algebra associated with the rational $R$-matrix of the corresponding type, as we explain in Remark 4.10.

We should mention that both Theorem 4.9 and its converse hold in the case of the trigonometric $R$-matrix in type $A$ with $\phi = z_2 e^{-z_0}$; see [24]. However, their proofs rely on Ding’s quantum current realization [6], which is known only in type $A$. At the end of the paper, we discuss quantum current commutation relations in types $B$, $C$ and $D$, which might lead to the appropriate definition of quantum current algebras in these types and, hopefully, to the proof of the converse of Theorem 4.9.

2. Trigonometric $R$-matrix

In this section, we consider the trigonometric $R$-matrix of types $B$, $C$ and $D$. Our main focus is on its additive form, defined over the ring $\mathbb{C}[[h]]$, which satisfies the additive versions of the Yang–Baxter equation, crossing symmetry and unitarity properties; see Proposition 2.5. We start by introducing some notation, which mostly follows [18, Sect. 1] and [19, Sect. 1]. Let $\mathfrak{g}_N$ be the orthogonal Lie algebra $\mathfrak{o}_N$ or the symplectic Lie algebra $\mathfrak{sp}_N$, where $N$ is even in the symplectic case. Write $n = \lfloor N/2 \rfloor$ so that $\mathfrak{g}_N$ is of type $B_n, C_n, D_n$, i.e. so that we have $\mathfrak{g}_N = \mathfrak{o}_{2n+1}, \mathfrak{sp}_{2n}, \mathfrak{o}_{2n}$, respectively. For $i = 1, \ldots, N$ let
\[ i' = N + 1 - i. \] In the symplectic case, we introduce the sign
\[ \varepsilon_i = \begin{cases} 1, & \text{if } i = 1, \ldots, n, \\ -1, & \text{if } i = n + 1, \ldots, 2n. \end{cases} \]
To consider all cases simultaneously we set \( \varepsilon_i = 1 \) for \( i = 1, \ldots, N \) in the orthogonal case. Define the matrix transposition on \( \text{End} \mathbb{C}^N \) by \( e_{ij}^t = \varepsilon_i \varepsilon_j e_{j'i'} \), where \( e_{ij} \) denote matrix units. Finally, introduce the \( N \)-tuple
\[
(\bar{1}, \ldots, \bar{N}) = \begin{cases} (n - \frac{1}{2}, \ldots, \frac{3}{2}, \frac{1}{2}, 0, -\frac{1}{2}, -\frac{3}{2}, \ldots, -n + \frac{1}{2}), & \text{if } \mathfrak{g}_N = \mathfrak{o}_{2n+1}, \\ (n, \ldots, 2, 1, -1, -2, \ldots, -n), & \text{if } \mathfrak{g}_N = \mathfrak{sp}_{2n}, \\ (n - 1, \ldots, 2, 1, 0, 0, -1, -2, \ldots, -n + 1), & \text{if } \mathfrak{g}_N = \mathfrak{o}_{2n}. \end{cases}
\]
Let \( q \) be a formal parameter and
\[ \xi = \begin{cases} q^{2-N}, & \text{if } \mathfrak{g}_N = \mathfrak{o}_N, \\ q^{-2-N}, & \text{if } \mathfrak{g}_N = \mathfrak{sp}_N. \end{cases} \]
As in [12], let
\[ f(x) = 1 + \sum_{k=1}^{\infty} f_k x^k, \quad \text{where } f_k \in \mathbb{C}(q) \text{ are regular at } q = 1, \]
be a unique formal power series in \( \mathbb{C}(q)[[x]] \) such that
\[ f(x)f(x\xi) = \frac{1}{(1 - xq^{-2})(1 - xq^2)(1 - x\xi)(1 - x\xi^{-1})}. \]
In accordance with [15], define the \( R \)-matrix
\[ R(x, q) = f(x)R^+(x, q), \quad \text{where} \]
\[ R^+(x, q) = q^{-1}(x - 1)(x - \xi)R - (q^{-2} - 1)(x - \xi)P + \xi(q^{-2} - 1)(x - 1)Q \]
and the operators \( P, Q \) and \( R \) are given by
\[
P = \sum_{i,j=1}^{N} e_{ij} \otimes e_{ji}, \quad Q = \sum_{i,j=1}^{N} q^\delta_{ij} \varepsilon_i \varepsilon_j e_{j'i'} \otimes e_{ij} \quad \text{and}
\]
\[ R = q \sum_{i=1, \ldots, N; i \neq i'} e_{ii} \otimes e_{ii} + \sum_{i \neq j, i' \neq j'} e_{ii} \otimes e_{jj} + q^{-1} \sum_{i \neq j} e_{ii} \otimes e_{i'i'} + (q - q^{-1}) \sum_{i < j} e_{ij} \otimes e_{ji} 
- (q - q^{-1}) \sum_{i' > j} q^{\delta_{ij} - \delta_{ij'}} \varepsilon_i \varepsilon_j e_{j'i'} \otimes e_{ij} + \delta_{N, 2n+1} e_{n+1,n+1} \otimes e_{n+1,n+1}.
\]
Throughout this paper we use the standard tensor notation, where for any
\[ A = \sum_{i,j,k,l=1}^{N} a_{ijkl} e_{ij} \otimes e_{kl} \]
and indices \( 1 \leq r, s \leq m \) such that \( r \neq s \), we write \( A_{rs} \) for the element
\[ A_{rs} = \sum_{i,j,k,l=1}^{N} a_{ijkl} (1^{\otimes(r-1)} \otimes e_{ij} \otimes 1^{\otimes(m-r)}) (1^{\otimes(s-1)} \otimes e_{kl} \otimes 1^{\otimes(m-s)}). \]
To simplify the notation we suppress the dependence on the parameter $q$ and write $R(x)$ instead of $R(x,q)$. The $R$-matrix (2.5) satisfies the Yang–Baxter equation

$$R_{12}(x)R_{13}(xy)R_{23}(y) = R_{23}(y)R_{13}(xy)R_{12}(x).$$

(2.8)

Here we used the notation convention (2.7) with $m = 3$ and $(r, s) \in \{(1, 2), (1, 3), (2, 3)\}$. Furthermore, $R(x)$ possesses the crossing symmetry property

$$R(x)D_1R(x\xi)D_1^{-1} = \xi^2 q^{-2},$$

(2.9)

where $D = \text{diag}(q^1, \ldots, q^N)$ is the diagonal matrix and the subscript 1 indicates that the matrix $D$ and the transposition $\tau$ are applied on the first tensor factor of $\text{End} \mathbb{C}^N \otimes \text{End} \mathbb{C}^N$.

Clearly, the entries of the $R$-matrix $R(x)$ are formal power series in $\mathbb{C}(q^{1/2})[[x]]$, where the fractional powers of $q$ appear only when $g_N = \sigma_{2n+1}$; recall (2.1). We now want to apply the substitutions

$$x = e^{-u} = \sum_{k \geq 0} (-u)^k / k! \in \mathbb{C}[[u]] \quad \text{and} \quad q^{1/2} = e^{h/4} = \sum_{k \geq 0} h^k / 4^k k! \in \mathbb{C}[[h]]$$

(2.10)

to (2.5), where $u$ is a variable and $h$ a formal parameter, so that we obtain the $R$-matrix with entries in $\mathbb{C}((u))[[h]]$. Let $\kappa = \frac{u}{2} \pm 1$, where the plus (minus) sign appears in the symplectic (orthogonal) case, so that we have $e^{-\kappa h} = \xi_{q=e^{h/2}}$.

**Remark 2.1.** Note that by applying substitutions (2.10) to the expressions of the form $(q^a - xq^b)^r$ with $r < 0$ and then using the usual expansions we obtain elements of $\mathbb{C}((u))[[h]]$. Indeed, for any $a, b \in \frac{1}{2} \mathbb{Z}$ and a negative integer $r$ we have

$$(q^a - xq^b)^r \big|_{x=e^{-u}, q^{1/2}=e^{h/4}} = e^{\kappa rh/2}(-u + (b-a)h/2)^r G(u, h),$$

(2.11)

$$(-u + (b-a)h/2)^r = \sum_{k \geq 0} \binom{r}{k} (-u)^{r-k} \left(\frac{(b-a)h}{2}\right)^k \in \mathbb{C}[u^{-1}][[h]],$$

$$G(u, h) = \left(1 - e^{-u+(b-a)h/2}\right)^{-r} \in \mathbb{C}[[u, h]],$$

so that (2.11) belongs to $\mathbb{C}((u))[[h]]$.

Let $F(x_1, \ldots, x_l)$ be the localization of the ring of Taylor series $F[[x_1, \ldots, x_l]]$ over the field $F$ at nonzero polynomials $F[x_1, \ldots, x_l]^\times$. Denote by $\iota_{x_1,\ldots,x_l}$ the unique embedding $F \ni (x_1, \ldots, x_l) \rightarrow F((x_1)) \cdots ((x_l))$. Note that in (2.11) we implicitly applied the embedding $\iota_{u,h}$ with $F = \mathbb{C}$, thus getting an element of $\mathbb{C}((u))[[h]] \subset \mathbb{C}((u))((h))$. Also, the right hand side of (2.4) was understood as an element of $\mathbb{C}(q)[[x]]$ via the embedding $\iota_x$, where $F = \mathbb{C}(q)$. As with (2.4) and (2.11), throughout the paper we shall often omit the embedding symbol and employ the usual expansion convention where the embedding is determined by the order of the variables: if $\pi$ is a permutation in the symmetric group $\mathfrak{S}_l$, then $(x_{\pi_1} + \ldots + x_{\pi_l})^r$ with $r < 0$ stands for $\iota_{x_{\pi_1},\ldots,x_{\pi_l}}(x_{\pi_1} + \ldots + x_{\pi_l})^r$.

**Lemma 2.2.** There exists a unique formal power series $g(u, h) \in \mathbb{C}((u))[[h]]$ such that $g(u, 0) = (1 - e^{-u})^{-2}$ and such that

$$g(u, h)g(u + \kappa h, h) = \frac{1}{(1 - e^{-u-h})(1 - e^{-u+h})(1 - e^{-u-\kappa h})(1 - e^{-u+\kappa h})}.$$  

(2.12)
Proof. Let \( g(u, h) = \sum_{l \geq 0} g_l(u) h^l \) for some \( g_l(u) \in \mathbb{C}((u)) \). By using the formal Taylor theorem we write the left hand side of (2.12) as

\[
\left( \sum_{l \geq 0} g_l(u) h^l \right) \left( \sum_{k \geq 0} \left( \sum_{m=0}^{k} \frac{\kappa^m d^m}{m! d^m u^m g_k(u)} \right) h^k \right).
\]

On the other hand, by employing (2.11), the right hand side of (2.12) is expressed as a power series in \( \mathbb{C}((u))[h] \). The series \( g_l(u) \) are now calculated by comparing the coefficients of \( h^l \) for \( l = 0, 1, \ldots \) on the left and the right hand side of the equality. \( \square \)

Remark 2.3. By computing the coefficients \( g_l(u) \) from the identity established in the proof of Lemma 2.2, one finds that the series \( g(u, h) \) admits the form

\[
g(u, h) = \sum_{l \geq 0} \frac{p_l(e^{-u})}{(1 - e^{-u})^r} h^l \quad \text{for some} \quad p_l(z) \in \mathbb{C}[z], \quad r_1 \in \mathbb{Z}_{\geq 0}.
\]

Indeed, this is verified by induction over \( l \) which relies on the Taylor expansions

\[
\frac{1}{1 - e^{-(u+ah)}} = \sum_{l \geq 0} \frac{(ah)^l}{l!} \frac{\partial^l}{\partial u^l} \frac{1}{1 - e^{-u}}, \quad \text{where} \quad a \in \frac{1}{2} \mathbb{Z}.
\]

Hence, the substitution \( e^{-u} = z \) in (2.13) produces a series \( g_1(z, h) \in \mathbb{C}[[z, h]] \) satisfying

\[
g_1(z, h)g_1(ze^{-kh}, h) = \frac{1}{(1 - z e^{-h})(1 - z e^h)(1 - z e^{-kh})(1 - z e^{kh})}.
\]

Furthermore, the condition \( g(u, 0) = (1 - e^{-u})^{-2} \), along with (2.14) at \( z = 0 \), implies that \( g_1(z, h) \) belongs to \( 1 + z \mathbb{C}[[z, h]] \). However, as with (2.4), one easily checks that the equation (2.14) possesses a unique solution in \( 1 + z \mathbb{C}[[z, h]] \), so we conclude that

\[
g_1(z, h) = f(z) \big|_{q = e^{h/2}}.
\]

Therefore, by (2.13) the power series \( f(z) \big|_{q = e^{h/2}} \) admits the form

\[
f(z) \big|_{q = e^{h/2}} = \sum_{l \geq 0} \frac{p_l(z)}{(1 - z)^r} h^l \quad \text{for some} \quad p_l(z) \in \mathbb{C}[z], \quad r_1 \in \mathbb{Z}_{\geq 0}.
\]

Finally, by applying the substitution \( z = e^{-u} \) to (2.16) we find

\[
f(z) \big|_{q = e^{h/2}, z = e^{-u}} = g(u, h).
\]

We single out the following simple consequence of (2.16) which will be useful later on.

Corollary 2.4. For any integer \( k > 0 \) there exists an integer \( r \geq 0 \) such that

\[
(1 - z)^r f(z) \big|_{q = e^{h/2}} \in \mathbb{C}[z, h] \mod h^k.
\]

In other words, the corollary asserts that the coefficients of the powers \( h^0, h^1, \ldots, h^{k-1} \) of the given expression belong to \( \mathbb{C}[z] \). Clearly, this holds for any \( r \geq \max \{ r_0, \ldots, r_{k-1} \} \).

Consider the \( R \)-matrix

\[
\hat{R}(u) = e^{(1+2\kappa)h/2} g(u, h) R^+(e^{-u}, e^{h/2}).
\]

The above formula, up to the multiplicative factor \( e^{(1+2\kappa)h/2} \), is obtained by applying the substitutions (2.10) to the \( R \)-matrix \( R(x, q) \) defined by (2.5) in the sense of (2.16) and (2.17). Lemma 2.2 implies that \( \hat{R}(u) \) belongs to \( \text{End} \mathbb{C}^N \otimes \text{End} \mathbb{C}^N((u))[h] \). Its main properties are listed in the following proposition.
Proposition 2.5. The $R$-matrix \((2.18)\) satisfies the Yang–Baxter equation
\[
\tilde{R}_{12}(u)\tilde{R}_{13}(u + v)\tilde{R}_{23}(v) = \tilde{R}_{23}(v)\tilde{R}_{13}(u + v)\tilde{R}_{12}(u),
\tag{2.19}
\]
the crossing symmetry relation
\[
\tilde{R}(u)M_1\tilde{R}(u + \kappa h)^{t_1}M_1^{-1} = 1, \quad \text{where} \quad M = D_{q^{1/2}, -e^{h/4}},
\tag{2.20}
\]
and the unitarity relation
\[
\tilde{R}_{12}(u)\tilde{R}_{21}(-u) = 1.
\tag{2.21}
\]

Proof. The Yang–Baxter equation \((2.19)\) is a direct consequence of \((2.8)\). The proof of \((2.20)\) and \((2.21)\) relies on the properties of the $R$-matrix $\tilde{R}(x)$, defined by the identity
\[
\tilde{R}(x) = f(x)(x - q^{-2})(x - \xi)\tilde{R}(x).
\]
More specifically, by [18, Sect. 3.1] and [19, Sect. 3.1] the aforementioned $R$-matrix possesses the following crossing symmetry and unitarity properties,
\[
\tilde{R}(x)D_{1}\tilde{R}(x\xi^{t_1})D_{1}^{-1} = \frac{(x - q^{2})(x\xi - 1)}{(1 - x)(1 - x\xi q^{2})} \quad \text{and} \quad \tilde{R}_{12}(x)\tilde{R}_{21}(x^{-1}) = 1.
\tag{2.22}
\]

Let us prove \((2.20)\). By the crossing symmetry property in \((2.22)\) it is sufficient to check that the series $g(u, h)$, as given by Lemma 2.2, satisfies the identity
\[
g(u, h)g(u + \kappa h, h)(e^{-u} - e^{-h})(e^{-u} - e^{-\kappa h})(e^{-u - \kappa h} - e^{-h})(e^{-u - \kappa h} - e^{-\kappa h}) = e^{(2\kappa - 1)h}\frac{(1 - e^{-u})(1 - e^{-u + (\kappa + 1)h})}{(e^{-u} - e^{-h})(e^{-u - \kappa h} - 1)}.
\]

However, this follows directly from \((2.12)\).

As for \((2.21)\), by the unitarity property in \((2.22)\) it is sufficient to show that
\[
e^{(1 + 2\kappa)h}g(u, h)g(-u, h)(e^{-u} - e^{-h})(e^{-u} - e^{-\kappa h})(e^{u} - e^{-h})(e^{u} - e^{-\kappa h}) = 1.
\tag{2.23}
\]
Denote the left hand side of \((2.23)\) by $G(u, h)$. Clearly, the power series $G(u, h)$ belongs to $\mathbb{C}((u))[h]$. By using \((2.12)\) one easily checks the identity
\[
G(u, h)G(u + \kappa h, h) = 1.
\tag{2.24}
\]

As with the proof of Lemma 2.2, write $G(u, h) = \sum_{k \geq 0} G_k(u)h^k$ with $G_k(u) \in \mathbb{C}((u))$, so that the application of the formal Taylor theorem turns \((2.24)\) into
\[
\left(\sum_{k \geq 0} G_k(u)h^k\right)\left(\sum_{l \geq 0} \left(\sum_{m=0}^{l} \frac{\kappa^m}{m!} \frac{d^m}{dx^m}G_{l-m}(u)\right)h^l\right) = 1.
\]

By comparing the coefficients of $h^n$, $n \geq 0$, on the left and the right hand side we find that $G_k(u) = \pm \delta_{k0}$, so that $G(u, h) = \pm 1$. Finally, by Lemma 2.2 we have $g(u, 0) = (1 - e^{-u})^{-2}$ so it is clear from \((2.23)\) that $G(u, 0) = 1$. Thus, we have $G(u, h) = 1$, as required. \qed

We finish this section by recalling some notation from [24, Sect. 2.2]. Suppose $V$ is a topologically free $\mathbb{C}[[h]]$-module and $a_1, \ldots, a_l, k > 0$ are integers. Let $A$ be an element of $X := \text{Hom}(V, V[[z_1^{\pm 1}, z_2^{\pm 1}, u_1, \ldots, u_l]])$ such that there exist elements $B$ in $\text{Hom}(V, V((z_1, z_2))[[u_1, \ldots, u_l, h]])$ and $C_1, \ldots, C_{l+1} \in X$ so that we have
\[
A = B + \sum_{i=1}^{l} u_i^a C_i + h^k C_{l+1}.
\tag{2.25}
\]
To indicate that \( A \) admits such decomposition, we shall write

\[
A \in \text{Hom}(V, V((z_1, z_2))[[u_1, \ldots, u_l]]) \text{ mod } u_1^{a_1}, \ldots, u_l^{a_l}, h^k.
\]

Later on, we shall use the fact that, e.g., the substitution \( B|_{z_1=2z_0} \) is well-defined even though the substitution \( A|_{z_1=2z_0} \) does not exist in general. Note that the element \( B \in \text{Hom}(V, V((z_1, z_2))[[u_1, \ldots, u_l], h]) \) satisfying (2.25) is unique modulo \( \sum_{i=1}^l u_i^{a_i} X + h^k X \). To simplify the notation, we shall denote (2.26) as

\[
A|_{z_1=2z_0} \text{ mod } u_1^{a_1}, \ldots, u_l^{a_l}, h^k = A(z_1, z_2, u_1, \ldots, u_l)|_{z_1=2z_0} \text{ mod } u_1^{a_1}, \ldots, u_l^{a_l}, h^k.
\]

3. QUANTUM AFFINE ALGEBRAS IN TYPES B, C AND D

In this section, we follow the exposition in [18, Sect. 1] and [19, Sect. 1] to recall the \( R \)-matrix presentations of quantum affine algebras in types \( B, C \) and \( D \). However, we make some minor adjustments so that, in contrast with the original presentations, the quantum affine algebra structure is defined over the commutative ring \( \mathbb{C}[[h]] \) instead over the field \( \mathbb{C}(q^{1/2}) \). At the end, we introduce the notion of restricted module for quantum affine algebra in parallel with the representation theory of affine Kac–Moody Lie algebras.

The quantum affine algebra defining relations are expressed using the \( R \)-matrix

\[
\tilde{R}(x) = e^{(2a+1)h/2} R(x, q) \bigg|_{q^{1/2}=e^h/4},
\]

where \( R(x, q) \) is defined by (2.5). Note that \( \tilde{R}(x) \) is a well-defined element of \( \text{End} \mathbb{C}^N \otimes \text{End} \mathbb{C}^N[[x, h]] \) due to discussion in Remark 2.3; recall, in particular, (2.15). Moreover, the \( R \)-matrix (3.1) satisfies the Yang–Baxter equation,

\[
\tilde{R}_{12}(x)\tilde{R}_{13}(xy)\tilde{R}_{23}(y) = \tilde{R}_{23}(y)\tilde{R}_{13}(xy)\tilde{R}_{12}(x) \tag{3.2}
\]

and the crossing symmetry relation,

\[
\tilde{R}(x)M_1 \tilde{R}(x\zeta)^{l_1}M_1^{-1} = 1, \text{ where } \zeta = \xi|_{q=e^{h/2}}, \tag{3.3}
\]

which follows from (2.8) and (2.9), respectively. Note that, comparing to (2.9), the crossing symmetry property in (3.3) takes the slightly simpler form due to the normalization term \( e^{(2a+1)h/2} \) in (3.1). Clearly, such normalization does not affect the quantum affine algebra defining relations below. However, it establishes the following direct correspondence between the \( R \)-matrices (2.18) and (3.1):

**Proposition 3.1.** For any integers \(a, b, l > 0 \) and \( \alpha \in \mathbb{C} \) there exists an integer \( r \geq 0 \) such that the coefficients of all monomials

\[
u^a v^b h^l, \text{ where } 0 \leq a' < a, \quad 0 \leq b' < b \text{ and } 0 \leq l' < l, \tag{3.4}
\]

in \( (x-y)^r \tilde{R}(xe^{u-v+\alpha h}/y) \) belong to \( \text{End} \mathbb{C}^N \otimes \text{End} \mathbb{C}^N[x, y^{+1}] \) and such that the coefficients of all monomials (3.4) in

\[
(x-y)^r \tilde{R}(xe^{u-v+\alpha h}/y) \bigg|_{y=xe^{-z}} \quad \text{and} \quad x^r (1-e^{-z})^r \tilde{R}(-z - u + v - \alpha h)
\]

coincide.
Proof. Clearly, the statement of the proposition holds if the \( R \)-matrices \( \tilde{R}(xe^{u-v+ah}/y) \) and \( \tilde{R}(-z - u + v - ah) \) are replaced by \( R^+(xe^{u-v+ah}/y, e^{h/2}) \) and \( R^+(e^{z-u+v+ah}, e^{h/2}) \), respectively; recall (2.6). Therefore, it is sufficient to verify the corresponding statement for the normalizing series \( g_1(z, h) = f(z)|_{q=e^{h/2}} \) and \( g(u, h) \) of the \( R \)-matrices (3.1) and (2.18), which are given by (2.15) and Lemma 2.2, respectively. However, this follows by an argument, relying on Remark 2.3 and Corollary 2.4, which goes in parallel with the proof of [24, Lemma 3.2], where the same property for the normalizing series of the trigonometric \( R \)-matrix in type \( A \) was established. \( \square \)

The quantum affine algebra \( U_h(\widehat{g}_N)_c \) at the level \( c \), where \( c \in \mathbb{C} \) and \( g_N \) is the Lie algebra \( \mathfrak{o}_{2n+1}, \mathfrak{sp}_{2n}, \mathfrak{o}_{2n} \), is defined as the \( h \)-adically complete associative algebra over the ring \( \mathbb{C}[[h]] \) generated by the elements \( l^+_{ij}(\mp r) \) with \( i, j = 1, \ldots, N \) and \( r = 0, 1, \ldots \) such that for all \( i = 1, \ldots, N \)

\[
l^+_{ij}(0) = l^-_{ji}(0) = 0 \quad \text{for} \quad i < j \quad \text{and} \quad l^-_{ii}(0) - l^+_{ii}(0) = hl^+_{ii}(0)l^-_{ii}(0) = hl^-_{ii}(0)l^+_{ii}(0).
\]

The generators are subject to defining relations which are expressed as follows. Let

\[
L^\pm(x) = \sum_{i,j=1}^{N} e_{ij} \otimes l^\pm_{ij}(x), \quad \text{where} \quad l^\pm_{ij}(x) = \delta_{ij} \mp h \sum_{r=0}^{\infty} l^\pm_{ij}(\mp r)x^{\pm r}.
\]

The defining relations are given by

\[
\tilde{R}(x/y)L^+_1(x)L^+_2(y) = L^+_2(y)L^+_1(x)\tilde{R}(x/y),
\]

\[
\tilde{R}(xe^{hc/2}/y)L^+_1(x)L^-_2(y) = L^-_2(y)L^+_1(x)\tilde{R}(xe^{-hc/2}/y),
\]

\[
L^\pm(x)M L^\pm(x\zeta)^t M^{-1} = 1,
\]

where the transposition is defined as in Section 2, the diagonal matrix \( M \) is given by (2.20) and \( \zeta = \zeta|_{q=e^{h/2}} \); recall (2.2). The subscripts 1 and 2 in (3.5) and (3.6) indicate the corresponding tensor copies of End \( \mathbb{C}^N \) in End \( \mathbb{C}^N \otimes \mathbb{C}^N \otimes U_h(\widehat{g}_N)_c \) so that

\[
L^+_1(x) = \sum_{i,j=1}^{N} e_{ij} \otimes 1 \otimes l^+_\ij(x) \quad \text{and} \quad L^+_2(x) = \sum_{i,j=1}^{N} 1 \otimes e_{ij} \otimes l^+_\ij(x).
\]

More generally, in accordance with (2.7), for any indices \( 1 \leq r \leq m \) we shall write

\[
L^\pm_r(x) = \sum_{i,j=1}^{N} 1^{\otimes(r-1)} \otimes e_{ij} \otimes 1^{\otimes(m-r)} \otimes l^\pm_{ij}(x).
\]

It is worth noting that the defining relations (3.5) and (3.7) are equivalent to

\[
R^+(x/y, e^{h/2})L^+_1(x)L^+_2(y) = L^+_2(y)L^+_1(x)R^+(x/y, e^{h/2}),
\]

\[
L^\pm(x\zeta) \cdot (ML^\pm(x\zeta)^t) = M,
\]

respectively. The subscript LR in (3.10) indicates that the first (second) tensor factor of \( L^\pm(x\zeta) \) is applied from the left (right) to \( (ML^\pm(x\zeta)^t) \). We shall often use such ordered product notation. In addition, (3.10) can be equivalently written as

\[
(ML^\pm(x\zeta)^t) \cdot L^\pm(x\zeta) = M,
\]
where the subscript RL now indicates that the first (second) tensor factor of \((ML^+(x)^t)\) is applied from the right (left). Clearly, both (3.10) and (3.11) are found by multiplying (3.7) by \(M\) from the right and then applying the transposition.

The \(RLL\)-relations (3.5) and (3.6) can be generalized as follows. First, for any \(a \in \mathbb{C}\), integers \(m, k \geq 1\) and the variables \(x = (x_1, \ldots, x_k)\), \(y = (y_1, \ldots, y_m)\) define

\[
\tilde{R}^{12}_{km}(x e^{ah}/y) = \prod_{i=1}^{k} \prod_{j=k+1}^{k+m} \tilde{R}_{ij}(x_i e^{ah}/y_{j-k}) \tag{3.12}
\]

with the arrows indicating the order of the factors. Using (3.8) introduce the elements

\[
L^+_m(x) = L^+_1(x_1) \ldots L^+_k(x_k) \in (\text{End } \mathbb{C}^N)^{\otimes k} \otimes U_h(\hat{\mathfrak{g}}_N)_c[[x_1^{\pm 1}, \ldots, x_k^{\pm 1}]].
\]

Defining relations (3.5) and (3.6) imply the identities

\[
\begin{align*}
\tilde{R}^{12}_{km}(x/y) L^+_m(x) & = L^+_m(x) \tilde{R}^{12}_{km}(x/y), \tag{3.13} \\
\tilde{R}^{12}_{km}(x e^{hc}/y) L^+_m(x) & = L^+_m(y) \tilde{R}^{12}_{km}(x e^{-hc}/y), \tag{3.14}
\end{align*}
\]

where the superscripts 1, 2, 3 indicate the tensor factors as follows:

\[
\begin{array}{c}
\text{(End } \mathbb{C}^N)^{\otimes k} \\
\otimes \text{(End } \mathbb{C}^N)^{\otimes m} \\
\otimes U_h(\hat{\mathfrak{g}}_N)_c
\end{array}
\]

Let \(W\) be a \(\mathbb{C}[[h]]\)-module. We denote by \(W((x))_h\) the \(\mathbb{C}[[h]]\)-module of all series

\[
a(x) = \sum_{r \in \mathbb{Z}} a_r x^{-r-1} \in W[[x^{\pm 1}]] \quad \text{such that} \quad a_r \to 0 \text{ when } r \to \infty \tag{3.15}
\]

with respect to the \(h\)-adic topology. Moreover, let \(W[x^{-1}]_h\) be the \(\mathbb{C}[[h]]\)-module of all power series as in (3.15) such that, in addition, \(a(x)\) belongs to \(W[[x^{-1}]]\). This notation naturally extends to the multiple variable case, so we write, for example, \(W((x_1, \ldots, x_n))_h\).

In this paper, we shall consider the so-called restricted modules for quantum affine algebras. An \(U_h(\hat{\mathfrak{g}}_N)_c\)-module \(W\) is said to be restricted if it is topologically free as a \(\mathbb{C}[[h]]\)-module and, in addition, the action of \(L^-(x)\) on \(W\) satisfies

\[
L^-(x) \in \text{End } \mathbb{C}^N \otimes \text{Hom}(W, W[x^{-1}]_h). \tag{3.16}
\]

Requirement (3.16) can be equivalently expressed as follows: for any \(w \in W\) and integer \(k > 0\) the expression \(L^-(x)w\) contains only finitely many powers of \(x^{-1}\) modulo \(h^k\). More generally, if \(W\) is restricted, we have

\[
L^+_m(x_1, \ldots, x_k) \in (\text{End } \mathbb{C}^N)^{\otimes k} \otimes \text{Hom}(W, W[x_1^{-1}, \ldots, x_k^{-1}]_h). \tag{3.17}
\]

Finally, it is worth noting that, even though the products such as \(L^+(x)L^-(x)\) are not defined in the quantum affine algebra, they can be regarded as well-defined elements of \(\text{End } \mathbb{C}^N \otimes \text{Hom}(W, W((x))_h)\) if \(W\) is a restricted module, which we shall use later on.

4. \(h\)-adic Quantum Vertex Algebras in Types B, C and D

4.1. Constructing \(h\)-adic Quantum Vertex Algebras. In this subsection we introduce the \(h\)-adic quantum vertex algebras associated with the trigonometric \(R\)-matrices of types \(B\), \(C\) and \(D\).
4.1.1. Creation operators. We follow the approach from [8, Sect. 3] to associate an algebra to the \( R \)-matrix (2.18). The quantized universal enveloping algebra \( U(\hat{R}) \) is defined as the topologically free associative algebra over the ring \( \mathbb{C}[[\hbar]] \) generated by the elements \( t_{ij}^{(-r)} \), where \( i, j = 1, \ldots, N \) and \( r = 1, 2, \ldots \), subject to the defining relations

\[
\hat{R}(u - v) T_1^+(u) T_2^+(v) = T_2^+(v) T_1^+(u) \hat{R}(u - v),
\]

where \( T^+(u) = \sum_{ij=1}^N e_{ij} \otimes t_{ij}^+(u) \), with \( t_{ij}^+(u) = \delta_{ij} - \hbar \sum_{s \geq 1} t_{ij}^{(-s)} u^{s-1} \).

Clearly, the defining relations (4.1) are equivalent to

\[
R^+(e^{-u+v}, e^{h/2}) T_1^+(u) T_2^+(v) = T_2^+(v) T_1^+(u) R^+(e^{-u+v}, e^{h/2}).
\]

Remark 4.1. Recall that \( U(\hat{R}) \) is defined as a topologically free algebra over \( \mathbb{C}[[\hbar]] \); cf. [22, Ch. XVI]. Suppose \( F \) is the free \( \mathbb{C}[[\hbar]] \)-algebra in the given generators and \( I \) is the ideal of the defining relations in \( F \). Write \([I]\) for the ideal of all \( x \in F \) such that \( \hbar^m x \) belongs to \( I \) for some integer \( m \geq 0 \). The algebra \( U(\hat{R}) \) is then defined as the quotient of the \( \hbar \)-adic completion of \( F \) by the \( \hbar \)-adic completion of \([I]\). By arguing as in the proof of [23, Prop. 2.2] one checks that \( U(\hat{R}) \) is topologically free.

Remark 4.2. In this remark we discuss connection between the defining relations for the quantized universal enveloping algebra and the quantum affine algebra structure. Denote by \( Y_h^+(\mathfrak{g}_N)_c \) the quotient of the quantum affine algebra \( Y_h^+(\mathfrak{g}_N)_c \) over its \( \hbar \)-adically closed ideal generated by the elements \( l_{ii}^+(0) \), \( i = 1, \ldots, N \). Let \( Y_h^+(\mathfrak{g}_N) \) be the \( \hbar \)-adically completed subalgebra of \( Y_h^+(\mathfrak{g}_N)_c \) generated by the elements \( l_{ij}^+(r) \), \( i, j = 1, \ldots, N \) and \( r = 0, 1, \ldots \). Here we use the same notation for the elements of \( U_h^+(\mathfrak{g}_N)_c \) and for their images in the quotient \( U_h^+(\mathfrak{g}_N)_c \). As in Section 3, we organize the generators of the algebra \( Y_h^+(\mathfrak{g}_N) \) into matrices of formal power series

\[
L^+(x) = \sum_{i,j=1}^N e_{ij} \otimes l_{ij}^+(x), \quad \text{where} \quad l_{ij}^+(x) = \delta_{ij} - \hbar \sum_{r=0}^\infty l_{ij}^+(r) x^r.
\]

Note that the constant term of \( L^+(x) \) is a lower triangular matrix with units on its main diagonal since \( l_{ii}^+(0) = 0 \) for \( i \leq j \) in \( Y_h^+(\mathfrak{g}_N)_c \). Denote by \( \hat{Y}_h^+(\mathfrak{g}_N)_c \) the completion of the algebra \( Y_h^+(\mathfrak{g}_N) \) with respect to the descending filtration defined by setting the degree of the generators \( l_{ij}^+(r) \) to be equal to \( r \). Consider the matrix

\[
T^+(u) = \sum_{i,j=1}^N e_{ij} \otimes \tau_{ij}^+(u), \quad \text{where} \quad \tau_{ij}^+(u) = \delta_{ij} - \hbar \sum_{s \geq 1} \tau_{ij}^{(-s)} u^{s-1},
\]

defined by \( T^+(u) = L^+(e^{-u}) \). Its entries \( \tau_{ij}^+(u) \in \hat{Y}_h^+(\mathfrak{g}_N)_c[[u]] \) are found by

\[
\tau_{ij}^+(u) = \delta_{ij} - \hbar \sum_{s \geq 0} l_{ij}^+(s) e^{-su} = \delta_{ij} - \hbar \sum_{l \geq 0} \left( \sum_{s \geq 0} \frac{(-s)^l}{l!} l_{ij}^+(s) \right) u^l.
\]

As with the matrix \( T^+(u) \) given by (4.3), \( T^+(u) \) is of the form \( 1 + O(\hbar) \). Also, in contrast with \( L^+(u) \), its constant term \( T^+(0) \) is no longer lower triangular; see (4.5). Finally, (3.7)
Moreover, the series
\[ R^+(e^{-u+v}, e^{h/2}) T_1^+(u) T_2^+(v) = T_2^+(v) T_1^+(u) R^+(e^{-u+v}, e^{h/2}), \]
\[ T^+(u) M T^+(u + \kappa h)^t M^{-1} = 1. \]

4.1.2. Annihilation operators. Let 1 be the unit in the algebra \( U(\hat{R}) \). In the next lemma we construct the so-called annihilation operators for types \( B, C, D \); cf. [9, Lemma 2.1].

**Lemma 4.3.** For any \( c \in \mathbb{C} \) there exists a unique operator series
\[ T^-(u) \in \text{End} \mathbb{C}^N \otimes (\text{End} U(\hat{R}))(\langle u \rangle)_h \]
such that \( T^-(u) 1 = 1 \otimes 1 \) and such that for all integers \( k \geq 1 \) we have
\[ T_{k+1}^- (T_k^+ (v_1) \cdots T_k^+ (v_k)) = \hat{R}_{1,k+1}( -u + v_1 - hc/2) \cdots \hat{R}_{k,k+1}( -u + v_k - hc/2) \]
\[ \times T_k^+ (v_1) \cdots T_k^+ (v_k) \hat{R}_{k,k+1}( -u + v_k + hc/2)^{-1} \cdots \hat{R}_{1,k+1}( -u + v_1 + hc/2)^{-1}. \] (4.6)

Moreover, the series \( T^-(u) \) satisfies the identities
\[ \hat{R}(u - v) T_1^-(u) T_2^-(v) = T_2^-(v) T_1^-(u) \hat{R}(u - v), \] (4.7)
\[ T^-(u) M T^-(u + \kappa h)^t M^{-1} = 1. \] (4.8)

**Proof.** First, we prove that the operator series \( T^-(u) \) is well-defined by (4.6). As the coefficients of the matrix entries of all \( T_1^+ (v_1) \cdots T_k^+ (v_k) \), along with 1, span an \( h \)-adically dense \( \mathbb{C}[[h]] \)-submodule of \( U(\hat{R}) \), it is sufficient to check that \( T^-(u) \) preserves the ideal of its defining relations. For relations (4.1), this is verified by using the Yang–Baxter equation (2.19) and arguing as in the proof of [9, Lemma 2.1]. As for (4.2), observe that
\[ T_2^-(u) (T_1^+ (v) M_1 T_1^+ (v + \kappa h)^t - M_1) = \hat{R}( -u + v - hc/2) T_1^+ (v) X - M_1, \] (4.9)
where
\[ X = \left( \hat{R}( -u + v - hc/2 + \kappa h) T_1^+ (v + h k) \right)^{t_1} \otimes \text{RL} Z \quad \text{and} \]
\[ Z = \left( \hat{R}( -u + v + hc/2 + \kappa h)^{-1} \right)^{t_1} \otimes \text{RL} \left( \hat{R}( -u + v + hc/2)^{-1} M_1 \right). \]

By the crossing symmetry property (2.20) we have \( Z = M_1 \), so that
\[ X = M_1 T_1^+ (v + \kappa h)^t \hat{R}( -u + v - hc/2 + \kappa h)^{t_1}. \]

Therefore, the right hand side of (4.9) equals
\[ \hat{R}( -u + v - hc/2) (T_1^+ (v) M_1 T_1^+ (v + \kappa h)^t) \hat{R}( -u + v - hc/2 + \kappa h)^{t_1} - M_1. \]

However, by the crossing symmetry property (2.20) this is equal to
\[ \hat{R}( -u + v - hc/2) (T_1^+ (v) M_1 T_1^+ (v + \kappa h)^t - M_1) \hat{R}( -u + v - hc/2 + \kappa h)^{t_1}, \]
so it is clear that \( T^-(u) \) maps (4.2) to the ideal of defining relations. This argument is easily generalized to an arbitrary element of the ideal of defining relations, thus implying that the operator series \( T^-(u) \) is well-defined by (4.6). Moreover, as the \( R \)-matrix (2.18) belongs to \( \text{End} \mathbb{C}^N \otimes \text{End} \mathbb{C}^N/(\langle u \rangle)_h \), we conclude that the series \( T^-(u) \) is an element of \( \text{End} \mathbb{C}^N \otimes (\text{End} U(\hat{R}))(\langle u \rangle)_h \), as required.
To complete the proof, it remains to verify the identities (4.7) and (4.8). First, we prove (4.7). By applying \( \widehat{R}_{k+1}^{-1} \) to \( T_{k+1}^{-1}(u_1)v \) with \( v = (v_1, \ldots, v_k) \) and \( k > 0 \) an arbitrary integer, we get

\[
\widehat{R}_{k+1}^{-1}(u_1) = \widehat{R}_{k+1}^{-1}(u_1)\widehat{R}_{k+1}^{-1}(u_2) \]

where

\[
\widehat{R}_{k+1}^{-1} = \widehat{R}_{k+1}^{-1}(-u_j + v_i - hc/2) \quad \text{and} \quad \widehat{R}_{k+1}^{-1} = \widehat{R}_{k+1}^{-1}(-u_j + v_i + hc/2)^{-1}.
\]

Using the Yang–Baxter equation (2.19) we rewrite this expression as

\[
\widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+2}^{-1} \widehat{R}_{k+1}^{-1}(v) \widehat{R}_{k+2}^{-1} \cdots \widehat{R}_{k+1}^{-1} \widehat{R}_{k+2}^{-1}(u_1 - u_2).
\]

Finally, we observe that this coincides with the action of \( T_{k+2}^{-1}(u_2)T_{k+1}^{-1}(u_1)\widehat{R}_{k+1}^{-1}(u_1 - u_2) \) on \( T_{k+1}^{-1}(v) \), so that the relation (4.7) follows.

Let us verify the remaining identity (4.8). As before, we find

\[
T_{k+1}^{-1}(u_1)T_{k+2}^{-1}(u_2)T_{k+1}^{-1}(v) = \widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+2}^{-1} \widehat{R}_{k+1}^{-1}(v) \widehat{R}_{k+2}^{-1} \cdots \widehat{R}_{k+1}^{-1} \widehat{R}_{k+2}^{-1}(u_1 - u_2).
\]

Applying the transposition to the \((k + 2)\)-nd tensor factor and then conjugating the equality by \( M_{k+2} = 1^{\otimes (k+1)} \otimes M \) we get

\[
T_{k+1}^{-1}(u_1)M_{k+2}T_{k+2}^{-1}(u_2)T_{k+1}^{-1}(v) = M_{k+2} \left( \widehat{R}_{k+2}^{-1} \cdots \widehat{R}_{k+1}^{-1} \right)^{t_{k+2}} \cdot \left( \widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+2}^{-1} \right)^{t_{k+2}} \widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+2}^{-1} \widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+2}^{-1}(u_1 - u_2).
\]

Finally, by applying the multiplication \( a \otimes b \mapsto ab \) on the tensor factors \( k + 1 \) and \( k + 2 \) and setting \( u_2 = u_1 + \kappa h \) we obtain

\[
(T_{k+1}^{-1}(u_1)M_{k+1}T_{k+1}^{-1}(u_1 + \kappa h)^{t_{k+1}} M_{k+1}^{-1}) T_{k+1}^{-1}(v) = \left( \widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+1}^{-1} \right)^{t_{k+1}} \cdot \left( \widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+1}^{-1} \right)^{t_{k+1}} \widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+1}^{-1} M_{k+1} \left( \widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+1}^{-1} \right)^{t_{k+1}} M_{k+1}^{-1},
\]

where \( M_{k+1}^{\pm 1} = 1^{\otimes k} \otimes M^{\pm 1} \),

\[
\widehat{R}_{k+1}^{-1} = \widehat{R}_{k+1}^{-1}(-u_1 + v_i - hc/2 - \kappa h) \quad \text{and} \quad \widehat{R}_{k+1}^{-1} = \widehat{R}_{k+1}^{-1}(-u_1 + v_i + hc/2 - \kappa h)^{-1}.
\]

However, crossing symmetry (2.20) and unitarity (2.21) imply the equality

\[
\widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+1}^{-1} M_{k+1} \left( \widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+1}^{-1} \right)^{t_{k+1}} = M_{k+1}.
\]

Thus, we conclude that the right hand side of (4.10) is equal to

\[
\left( \widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+1}^{-1} \right)^{t_{k+1}} \cdot \left( \widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+1}^{-1} \right)^{t_{k+1}} \widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+1}^{-1} M_{k+1} \left( \widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+1}^{-1} \right)^{t_{k+1}} M_{k+1}^{-1}.
\]

Note that the equality in (4.12) holds because \( T_{k+1}^{-1}(v) \) commutes with \( M_{k+1}^{\pm 1} \) and, also, with the \((k + 1)\)-th tensor factor of \( (\widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+1}^{-1})^{t_{k+1}} \). As with (4.11), the crossing symmetry (2.20) and unitarity (2.21) imply the identity

\[
\left( \widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+1}^{-1} \right)^{t_{k+1}} \cdot \left( \widehat{R}_{k+1}^{-1} \cdots \widehat{R}_{k+1}^{-1} M_{k+1} \right) = M_{k+1}.
\]
so we conclude by (4.12) that the right hand side of (4.10) equals $T^+_{[k]}(v)$. Hence we have proved

$$(T^-_{k+1}(u_1)M_{k+1}T^-_{k+1}(u_1 + \kappa h)^{t+1}M_{k+1}^{-1}) T^+_{[k]}(v) = T^+_{[k]}(v).$$

With integer $k$ being arbitrary, this implies (4.8), as required.

Using the properties of the $R$-matrix (2.18) one easily checks that the operator series $T^-(u)$ is invertible. Furthermore, its inverse is found by

$$T_{k+1}^-(u)^{-1}T^+_1(v_1) \ldots T^+_k(v_k) = M_1 \ldots M_k \left( \hat{R}_{k,k+1}(-u + v_k - hc/2 - \kappa h)^{t_k} \ldots \hat{R}_{1,k+1}(-u + v_1 - hc/2 - \kappa h)^{t_1} \right) \cdot_{LR} \left( M_1^{-1} \ldots M_k^{-1} T^+_1(v_1) \ldots T^+_k(v_k) \hat{R}_{1,k+1}(-u + v_1 + hc/2) \ldots \hat{R}_{k,k+1}(-u + v_k + hc/2) \right).$$

The matrix $T^+(u)$ can be regarded as an element of $\text{End } \mathbb{C}^N \otimes (\text{End } U(\hat{R}))[[u]]$, where its action is given by the algebra multiplication. Formula (4.6) implies the following relation among the operators $T^+(u)$:

$$\hat{R}(-v + u - hc/2) T^+_1(u) T^-_2(v) = T^-_2(v) T^+_1(u) \hat{R}(-v + u + hc/2).$$

Due to unitarity property (2.21), this relation can be equivalently written as

$$\hat{R}(v - u + hc/2) T^-_1(v) T^+_2(u) = T^+_2(u) T^-_1(v) \hat{R}(v - u - hc/2).$$

From now on we consider the underlying $\mathbb{C}[\hbar]$-module structure of $U(\hat{R})$, along with the corresponding operators $T^\pm(u)$, and we denote it by $V_c(\mathfrak{g}_N)$. The subscript $c \in \mathbb{C}$ indicates the action of $T^{-}(u)$, as given by (4.6). The $RTT$-formulas (4.1), (4.7) and (4.13) can be generalized as follows. For any $a \in \mathbb{C}$, integers $m, k \geq 1$ and the families of variables $u = (u_1, \ldots, u_k)$, $v = (v_1, \ldots, v_m)$ introduce the series

$$\hat{R}^{12}_{km}(u - v + ah) = \prod_{i=1}^{k-m} \prod_{j=k+1}^{k+m} \hat{R}_{ij}(u_i - v_{j-k} + ah)$$

(4.15)

with the arrows indicating the order of the factors. We shall use the superscripts $^i$ with $i = 1, 2$ to indicate that the first or second tensor factors of the $R$-matrices in the given product are transposed. For example, we have

$$\hat{R}^{12,1}_{km}(u - v + ah) = \prod_{i=1}^{k-m} \prod_{j=k+1}^{k+m} \hat{R}_{ij}^i, \quad \hat{R}^{12,2}_{km}(u - v + ah) = \prod_{i=1}^{k-m} \prod_{j=k+1}^{k+m} \hat{R}_{ij}^j,$$

where $\hat{R}_{ij} = \hat{R}_{ij}(u_i - v_{j-k} + ah)$. Also, for $a \in \mathbb{C}$ and $k \geq 2$ we use the abbreviations

$$T^+_{[k]}(u) = T^+_1(u_1) \ldots T^+_k(u_k), \quad T^-_{[k]}(z + u + ah) = T^-_1(z + u + ah) \ldots T^-_k(z + u_k + ah)$$

for operators on $(\text{End } \mathbb{C}^N)^{\otimes k} \otimes V_c(\mathfrak{g}_N)$. As with the type $A$ case [9, Eq. (2.9)], using the original relations (4.1), (4.7) and (4.13), one obtains the identities

$$\hat{R}^{12}_{km}(u - v) T^+_1(u)^{t_1}(v) T^+_m(v) = T^+_m(v) T^+_1(u) \hat{R}^{12}_{km}(u - v),$$

$$\hat{R}^{12}_{km}(-v + u - hc/2) T^-_1(u)^{t_1}(v) T^-_m(v) = T^-_m(v) T^-_1(u) \hat{R}^{12}_{km}(-v + u + hc/2),$$

which hold for the operators on the tensor product

$$\prod_{1}^{1} (\text{End } \mathbb{C}^N)^{\otimes k} \otimes \prod_{2}^{2} (\text{End } \mathbb{C}^N)^{\otimes m} \otimes \prod_{3}^{3} V_c,$$
where $V = \mathcal{V}_c(\mathfrak{g}_N)$ and the superscripts indicate the tensor factors as above.

**Remark 4.4.** In this remark we discuss relation between the definition of the operator series $T^-(u)$, as given by (4.6), and the quantum affine algebra structure. Let $V_c(\mathfrak{g}_N)$ be the quotient of $U_h(\mathfrak{g}_N)_e$ by the $h$-adically complete left ideal generated by all elements $l_{ij}^r(r)$, where $i, j = 1, \ldots, N$ and $r = 0, 1, \ldots$. By (3.14) there exists an operator series $L^-(y)$ on $V_c(\mathfrak{g}_N)$ such that for all $k \geq 1$ and the variables $x = (x_1, \ldots, x_k)$ we have

$$L^{-23}(y) L_{[k]}^{+13}(x) = \tilde{R}_{k1}^{12}(x e^{hc/2}/y) L_{[k]}^{+13}(x) \tilde{R}_{k1}^{12}(x e^{-hc/2}/y)^{-1},$$

(4.19)

where the superscripts indicate the tensor factors as in (4.18) with $m = 1$ and $V = V_c(\mathfrak{g}_N)$ and we use the same notation for the elements of the quantum affine algebra and for their images in the quotient $V_c(\mathfrak{g}_N)$. As in Remark 4.2, suppose that $V_c(\mathfrak{g}_N)$ is suitably completed so that we can apply the substitutions $x_i = e^{-v_i}$ with $i = 1, \ldots, k$ to (4.19), thus getting

$$L^{-23}(y) T_{[k]}^{+13}(v) = \tilde{R}_{k1}^{12}(e^{-v+hc/2}/y) T_{[k]}^{+13}(v) \tilde{R}_{k1}^{12}(e^{-v-hc/2}/y)^{-1},$$

(4.20)

where $T_{[k]}^{+}(v) = L_{[t]}^{+(v-e_i)} \cdots L_{[k]}^{+(v-e_k)}$ and the $R$-matrix products are defined as in (3.12),

$$\tilde{R}_{k1}^{12}(e^{-v \pm hc/2}/y) = \tilde{R}_{1k+1}(e^{-v_1 \pm hc/2}/y) \cdots \tilde{R}_{kk+1}(e^{-v_k \pm hc/2}/y).$$

The $R$-matrices on the right hand side belong to $(\text{End} \mathbb{C}^N)^{\otimes 2}[[v_1, \ldots, v_k, h, y^{-1}]]$; recall (2.5), (2.16) and (3.1). Furthermore, by Proposition 3.1, for any choice of integers $a_1, \ldots, a_k, l > 0$ there exists an integer $r \geq 0$ such that the coefficients of all monomials

$$v_{a_1}^{a_1} \cdots v_{a_k}^{a_k} h^{l'}, \quad \text{where} \quad 0 \leq a_i < a_i \quad \text{and} \quad l' < l,$$

(4.21)

in $(1 - y)^r \tilde{R}_{k1}^{12}(e^{-v \pm hc/2}/y)^{\pm 1}$ belong to $(\text{End} \mathbb{C}^N)^{\otimes 2}[y^{\pm 1}]$ and such that the coefficients of all monomials (4.21) in

$$((1 - y)^r \tilde{R}_{k1}^{12}(e^{-v \pm hc/2}/y)^{\pm 1}) \bigg|_{y = e^{-u}}$$

and

$$((1 - e^{-u})^r \tilde{R}_{k1}^{12}(-u + v \mp hc/2)^{\pm 1})$$

coincide. Observe that we can not simply apply the substitution $y = e^{-u}$ to the right hand side of (4.20) as the resulting expression does not need to be defined. However, by the preceding discussion, the substitution $y = e^{-u}$ in

$$(1 - e^{-u})^{-2r} \left( (1 - y)^{2r} \tilde{R}_{k1}^{12}(e^{-v+hc/2}/y) T_{[k]}^{+13}(v) \tilde{R}_{k1}^{12}(e^{-v-hc/2}/y)^{-1} \right) \bigg|_{y = e^{-u}},$$

where $(1 - e^{-u})^{-2r}$ is regarded as an element of $\mathbb{C}((u))$, is well-defined. Finally, we observe that the definition (4.6) of the operator series $T^-(u)$ admits the same form. Indeed, by the choice of the integer $r$, the coefficients of all monomials (4.21) in

$$(1 - e^{-u})^{-2r} \left( (1 - y)^{2r} \tilde{R}_{k1}^{12}(e^{-v+hc/2}/y) T_{[k]}^{+13}(v) \tilde{R}_{k1}^{12}(e^{-v-hc/2}/y)^{-1} \right) \bigg|_{y = e^{-u}},$$

and in (4.6) coincide. Also, it is worth noting that such form of the definition is in tune with the products of $h$-adically quasi-compatible vertex operators; see [25, Sect. 4].
4.1.3. Braiding. From now on, the tensor products of $\mathbb{C}[[h]]$-modules are understood as $h$-adically completed. Consider the $\mathbb{C}[[h]]$-module map $\mathcal{D}: \mathcal{V}_c(g_N) \to \mathcal{V}_c(g_N)$ defined by

$$\mathcal{D} \mathbf{1} = 0 \quad \text{and} \quad \mathcal{D} T^+_{[k]}(u_1, \ldots, u_k) \mathbf{1} = \sum_{i=1}^k \frac{\partial}{\partial u_i} T^+_{[k]}(u_1, \ldots, u_k) \mathbf{1} \quad \text{for} \quad k \geq 1. \quad (4.22)$$

In the following lemma, we construct the braiding map. We use the arrow in the superscript to indicate the opposite order of the factors, for example we write (cf. (4.15))

$$\hat{R}^{12}_{mk}(z + u - v + ah) = \prod_{i=1}^{m} \prod_{j=m+1}^{m+k} \hat{R}_{ij}(z + u_i - v_j - k + ah)^{c}. \quad (4.26)$$

**Lemma 4.45.** There exists a unique $\mathbb{C}[[h]]$-module map

$$\mathcal{S}(z): \mathcal{V}_c(g_N) \otimes \mathcal{V}_c(g_N) \to \mathcal{V}_c(g_N) \otimes \mathcal{V}_c(g_N) \otimes \mathbb{C}(z)[[h]] \quad (4.23)$$

such that for all $m, k \geq 0$ and the variables $u = (u_1, \ldots, u_m)$ and $v = (v_1, \ldots, v_k)$ we have

$$\mathcal{S}^{34}(z) \left( T^+_{[m]}(u) T^+_{[k]}(v) (1 \otimes 1) \right) = \left( M^1_{[m]} \hat{R}^{12}_{mk}(z + u - v - h(c + \kappa))(M^1_{[m]})^{-1} \right) \quad (4.24)$$

where $M^1_{[m]} = M^\otimes m \otimes 1^\otimes k$ and the superscripts indicate the tensor factors as follows:

$$\begin{array}{ccc}
\frac{1}{\text{End} \mathbb{C}^N \otimes m} & \otimes & \frac{2}{\text{End} \mathbb{C}^N \otimes k} \\
\otimes & \otimes & \frac{3}{\mathcal{V}_c(g_N) \otimes \mathcal{V}_c(g_N)} \\
\end{array} \quad (4.25)$$

Moreover, the map $\mathcal{S}(z)$ satisfies the shift condition

$$[\mathcal{D} \otimes 1, \mathcal{S}(z)] = -\frac{d}{dz} \mathcal{S}(z), \quad (4.26)$$

the Yang–Baxter equation

$$\mathcal{S}_{12}(z_1) \mathcal{S}_{13}(z_1 + z_2) \mathcal{S}_{23}(z_2) = \mathcal{S}_{23}(z_2) \mathcal{S}_{13}(z_1 + z_2) \mathcal{S}_{12}(z_1) \quad (4.27)$$

and the unitarity condition

$$\mathcal{S}_{12}(z) \mathcal{S}_{21}(-z) = 1. \quad (4.28)$$

**Proof.** The fact that (4.24) defines a unique $\mathbb{C}[[h]]$-module map (4.23) is verified by an argument which goes in parallel with the corresponding part of the proof of [3, Thm. 2.2]. It relies on the properties of the $R$-matrix (2.18), as given by Proposition 2.5. In particular, note that the coefficients of matrix entries of all $T^+_{[m]}(u) T^+_{[k]}(v) (1 \otimes 1)$ are $h$-adically dense in $\mathcal{V}_c(g_N) \otimes \mathcal{V}_c(g_N)$, which implies uniqueness. The shift condition (4.26) is also proved by following the argument from [3, Thm. 2.2]. Due to the crossing symmetry property (2.20), formula (4.24) can be equivalently written as

$$\mathcal{S}^{34}(z) \hat{R}^{12}_{mk}(z + u - v)^{-1} T^+_{[k]}(v) \hat{R}^{12}_{mk}(z + u - v - h c) T^+_{[m]}(u) (1 \otimes 1)$$

$$= T^+_{[m]}(u) \hat{R}^{12}_{mk}(z + u - v + h c)^{-1} T^+_{[k]}(v) \hat{R}^{12}_{mk}(z + u - v) (1 \otimes 1). \quad (4.29)$$

Finally, the proof of the Yang–Baxter equation (4.27) and the unitarity condition (4.28) is carried out by employing the corresponding properties of the $R$-matrix, (2.19) and (2.21), along with (4.29), and arguing as in the proof [17, Thm. 4.1]. □
The vertex operator map \((V\) along with the braiding \(S\) of the trigonometric calculations that go in parallel with the rational \(R\) associativity (on \((\cdot,\cdot)\)) and \((\cdot,\cdot,\cdot)\). It goes similarly to the first part of the proof of Lemma 4.3. The weak \(\mathcal{S}\)-locality property (4.32) holds. Its form (4.24), see also (4.29), comes from the additive version of the so-called quantum current commutation relation which goes back to [27].

This relation, which holds for the operator series \(T(u) := T^+(u)T^-(u + hc/2)^{-1}\) defining the vertex operator map (4.30), takes the form

\[
T_1(u)\hat{R}_{12}(u - v + hc)^{-1}T_2(v)\hat{R}_{12}(u - v) = \hat{R}_{12}(-v + u)^{-1}T_2(v)\hat{R}_{12}(-v + u - hc)T_1(u).
\]

4.1.4. Vertex operator map. Finally, we construct the vertex operator map \(Y(\cdot, z)\) which, along with the braiding \(S(z)\), defines a structure of \(h\)-adic quantum vertex algebra over \(\mathcal{V}_c(\mathfrak{g}_N)\). The notion of \(h\)-adic quantum vertex algebra was introduced by Li [25, Def. 2.20] by generalizing the notion of quantum VOA of Etingof and Kazhdan [9, Sect. 1.4.1].

**Theorem 4.7.** There exists a unique \(\mathbb{C}[[h]]\)-module map

\[
Y : \mathcal{V}_c(\mathfrak{g}_N) \otimes \mathcal{V}_c(\mathfrak{g}_N) \to \mathcal{V}_c(\mathfrak{g}_N)((z)_h)
\]

such that for all \(k \geq 0\) and the variables \(u = (u_1, \ldots, u_k)\) we have

\[
Y(T^+_k(u) 1, z) = T^+_k(z + u)T^-_k(z + u + hc/2)^{-1}.
\]

In particular, \(Y(1, z) = 1\). Moreover, the given vertex operator map satisfies the weak associativity: for any \(u, v, w \in \mathcal{V}_c(\mathfrak{g}_N)\) and \(k \in \mathbb{Z}_{\geq 0}\) there exists \(r \in \mathbb{Z}_{\geq 0}\) such that

\[
(z_0 + z_2)^r Y(u, z_0 + z_2)Y(v, z_2)w - (z_0 + z_2)^r Y(Y(u, z_0)v, z_2)w \in h^k \mathcal{V}_c(\mathfrak{g}_N)[[z_0^{\pm 1}, z_2^{\pm 1}]],
\]

the \(\mathcal{S}\)-locality: for any \(u, v \in \mathcal{V}_c(\mathfrak{g}_N)\) and \(k \in \mathbb{Z}_{\geq 0}\) there exists \(r \in \mathbb{Z}_{\geq 0}\) such that for all \(w \in \mathcal{V}_c(\mathfrak{g}_N)\)

\[
(z_1 - z_2)^r Y(z_1)(1 \otimes Y(z_2))(\mathcal{S}(z_1 - z_2)(u \otimes v) \otimes w) - (z_1 - z_2)^r Y(z_2)(1 \otimes Y(z_1))(v \otimes u \otimes w) \in h^k \mathcal{V}_c(\mathfrak{g}_N)[[z_1^{\pm 1}, z_2^{\pm 1}]]
\]

and the hexagon identity

\[
\mathcal{S}(z_1)(Y(z_2) \otimes 1) = (Y(z_2) \otimes 1)\mathcal{S}_{23}(z_1)\mathcal{S}_{13}(z_1 + z_2).
\]

Hence \((\mathcal{V}_c(\mathfrak{g}_N), Y, 1, \mathcal{S})\) is an \(h\)-adic quantum vertex algebra.

**Proof.** The proof that the vertex operator map is well-defined by (4.30) relies on the defining relations (4.1) and (4.2) for the quantized universal enveloping algebra and also on (4.7) and (4.8). It goes similarly to the first part of the proof of Lemma 4.3. The weak associativity (4.31), \(\mathcal{S}\)-locality (4.32) and the hexagon identity (4.33) are verified by calculations that go in parallel with the rational \(R\)-matrix case and rely on the properties of the trigonometric \(R\)-matrix established by Proposition 2.5; see the proofs of [3, Thm. 2.2], [13, Thm. 2.3.8] and [17, Thm. 4.1]. Moreover, we note that the map (4.22) satisfies \(\mathcal{D}v = v_{-2} 1\) for all \(v \in \mathcal{V}_c(\mathfrak{g}_N)\). As for the last assertion of the theorem, due to Lemmas 4.3, 4.5 and the preceding discussion, \((\mathcal{V}_c(\mathfrak{g}_N), Y, 1, \mathcal{S})\) satisfies all axioms of \(h\)-adic quantum vertex algebra, as given in [25, Def. 2.20].
4.2. \(\phi\)-coordinated modules. In this subsection, we recall the notion of \(\phi\)-coordinated \(\mathcal{V}_c(\mathfrak{g}_N)\)-module and we show that any restricted \(U_h(\mathfrak{g}_N)\)-module is naturally equipped with the structure of \(\phi\)-coordinated \(\mathcal{V}_c(\mathfrak{g}_N)\)-module with \(\phi(z_2, z_0) = z_2 e^{-z_0}\).

4.2.1. Main theorem. The notion of \(\phi\)-coordinated module, where \(\phi\) is an associate of the one-dimensional additive formal group, was introduced by Li [26, Def. 3.4]. The following definition of \(\phi\)-coordinated module is obtained as a straightforward generalization of the original definition over the ring \(\mathbb{C}[[h]]\), which makes it compatible with \(h\)-adic quantum vertex algebras. Even though the definition is formulated in terms of the particular associate \(\phi(z_2, z_0) = z_2 e^{-z_0}\), it can be easily generalized to an arbitrary choice of an associate.

**Definition 4.8.** Let \(V\) be an \(h\)-adic quantum vertex algebra. A \(\phi\)-coordinated \(V\)-module, where \(\phi(z_2, z_0) = z_2 e^{-z_0}\), is a pair \((W, Y_W)\) such that \(W\) is a topologically free \(\mathbb{C}[[h]]\)-module and \(Y_W = Y_W(\cdot, z)\) is a \(\mathbb{C}[[h]]\)-module map

\[
Y_W : V \otimes W \to W((z))_h
\]

which satisfies \(Y_W(1, z)w = w\) for all \(w \in W\) and the weak associativity: for any \(u, v, w \in V\), \(k \in \mathbb{Z}_{\geq 0}\) there exists \(r \in \mathbb{Z}_{\geq 0}\) such that

\[
(z_1 - z_2)^r Y_W(u, z_1) Y_W(v, z_2) \in \text{Hom}(W, W((z_1, z_2))) \mod h^k, \tag{4.34}
\]

\[
((z_1 - z_2)^r Y_W(u, z_1) Y_W(v, z_2))^\mod h^k - z_2^r (e^{-z_0} - 1)^r Y_W(Y(u, z_0)(v, z_2)) \in h^k \text{Hom}(W, W[[\frac{z_0^{+1}}{z_0}, \frac{z_2^{+1}}{z_2}]]). \tag{4.35}
\]

Let \(W_1\) be a topologically free \(\mathbb{C}[[h]]\)-submodule of \(W\). A pair \((W_1, Y_{W_1})\) is said to be a \(\phi\)-coordinated \(V\)-submodule of \(W\) if \(Y_W(v, z)w\) belongs to \(W_1[[z^{\pm 1}]]\) for all \(v \in V\) and \(w \in W_1\), where \(Y_{W_1}\) denotes the restriction and corestriction of \(Y_W\),

\[
Y_{W_1}(z) = Y_W(z)|_{\mathcal{V}_c(\mathfrak{g}_N) \otimes W_1} : V \otimes W_1 \to W_1((z))_h.
\]

Regarding the definition, observe that the formulation of the weak associativity axiom, (4.34) and (4.35) employs the notation from the last paragraph of Section 2.

The following theorem is the main result of this paper. The substitutions \(x_i = ze^{-u_i}\) on the right hand side of (4.36) are carried out simultaneously for all \(i = 1, \ldots, k\).

**Theorem 4.9.** Let \(c \in \mathbb{C}\) and let \(W\) be a restricted \(U_h(\mathfrak{g}_N)\)-module. There exists a unique structure of \(\phi\)-coordinated \(\mathcal{V}_c(\mathfrak{g}_N)\)-module on \(W\) such that for all \(k \geq 1\) we have

\[
Y_W(T^+_k(u_1, \ldots, u_k), z) = L^+_k(x_1, \ldots, x_k)|_{x_i = ze^{-u_i}} L^-_k(x_1 e^{-hc/2}, \ldots, x_k e^{-hc/2})^{-1}|_{x_i = ze^{-u_i}}. \tag{4.36}
\]

Furthermore, if (4.36) defines a structure of \(\phi\)-coordinated \(\mathcal{V}_c(\mathfrak{g}_N)\)-module on \(W\), then \(W\) is irreducible as an \(U_h(\mathfrak{g}_N)\)-module as well.

**Proof.** The first assertion of the theorem follows from Lemmas 4.12 and 4.13 given in Subsection 4.2.2 below. As for the second assertion, suppose \(W_1 \subseteq W\) is a restricted \(U_h(\mathfrak{g}_N)\)-submodule. The coefficients of matrix entries of all \(T^+_k(u_1, \ldots, u_k)\) with \(k \geq 1\) along with \(1\) span an \(h\)-adically dense \(\mathbb{C}[[h]]\)-submodule of \(\mathcal{V}_c(\mathfrak{g}_N)\), so that (4.36) implies \(Y(v, z)W_1 \subseteq W_1[[z^{\pm 1}]]\) for all \(v \in \mathcal{V}_c(\mathfrak{g}_N)\). Thus, \(W_1\) is a \(\mathcal{V}_c(\mathfrak{g}_N)\)-submodule of \(W\). \(\square\)
Remark 4.10. The rational $R$-matrix counterpart of Theorem 4.9 can be established analogously. More specifically, consider the $(h\text{-adic})$ quantum vertex algebra $\mathcal{V}_c(\mathfrak{g}_N)^{rat}$ associated with the rational $R$-matrix in type $A$ [9, Thm. 2.3] or in types $B$, $C$, $D$ [3, Thm. 2.2]. In parallel with Section 3, one can introduce the notion of restricted module for the level $c \in \mathbb{C}$ double Yangian in types $A-D$ defined over $\mathbb{C}[[h]]$, using its $R$-matrix presentation [14, 20]. Then, by arguing as in the proof of Theorem 4.9, one shows that such restricted modules are naturally equipped with the structure of $\mathcal{V}_c(\mathfrak{g}_N)^{rat}$-module; see also [25, Thm. 6.11] for the double Yangian in type $A_1$. In particular, the rational $R$-matrix setting does not require the use of theory of $\phi$-coordinated modules, as the usual notion of $h$-adic quantum vertex algebra module [25, Def. 2.23] is suitable.

Remark 4.11. In this remark, we discuss an approach in the context of quantum current algebras which might lead to the proof of the converse of Theorem 4.9. In [24] we established an equivalence of certain $\phi$-coordinated modules for the Etingof–Kazhdan quantum affine vertex algebra in type $A$ [9] and restricted modules for (slightly modified) Ding’s quantum current algebra [6] defined over $\mathbb{C}[[h]]$. On the other hand, by using the famous Ding–Frenkel isomorphism [7], Ding proved that the original quantum current algebra over $\mathbb{C}(q)$ is isomorphic to the quantum affine algebra in type $A$ [6, Prop. 3.1]. Due to the lack of such quantum current realizations for quantum affine algebras in types $B$, $C$ and $D$, we were not able to prove the equivalence of $\phi$-coordinated modules for the $h$-adic quantum vertex algebras established in Theorem 4.7 and restricted modules for the quantum affine algebras of the same type. Instead, we only obtained a partial result, as given in Theorem 4.9. Nonetheless, our calculations suggest that it might be plausible to introduce quantum current algebras in types $B$, $C$ and $D$ via following defining relations. As with the type $A$, quantum current algebras would be defined as topological algebras over $\mathbb{C}[[h]]$ in generators $\lambda^{(r)}_{ij}$, where $i, j = 1, \ldots, N$ and $r \in \mathbb{Z}$. One family of defining relations is given by the so-called quantum current commutation relation, cf. [27],

$$\mathcal{L}_1(x) \tilde{R}_{21}(ye^{hc}/x) \mathcal{L}_2(y) \tilde{R}_{21}(y/x)^{-1} = \tilde{R}_{12}(x/y)^{-1} \mathcal{L}_2(y) \tilde{R}_{12}(xe^{hc}/y) \mathcal{L}_1(x),$$

(4.37)

where

$$\mathcal{L}(x) = \sum_{i,j=1}^{N} e_{ij} \otimes \lambda_{ij}(x) \quad \text{with} \quad \lambda_{ij}(x) = \delta_{ij} - h \sum_{r \in \mathbb{Z}} \lambda^{(r)}_{ij} x^{-r-1}.$$  

Denote by $\mathcal{L}_{[2]}(x, y)$ the left hand side of (4.37). Let $m_{12} : a \otimes b \mapsto ab$, $m_{21} : a \otimes b \mapsto ba$ be the multiplications $(\text{End } \mathbb{C}^N)^{\otimes 2} \to \text{End } \mathbb{C}^N$. The other family of defining relations takes the form

$$m_{ab} \left( M_b \mathcal{L}_{[2]}(x, y)^{t_s} \big|_{y=x} M_a^{-1} \right) = 1 \quad \text{and} \quad m_{ab} \left( M_a \mathcal{L}_{[2]}(x, y)^{t_s} \big|_{y=x^\zeta} M_a^{-1} \right) = 1$$

for $(a, b) = (1, 2), (2, 1)$, where the transposition is defined as in Section 2, the diagonal matrix $M$ is given by (2.20) and $\zeta = \xi \big|_{y=e^{h/2}}$; recall (2.2). Of course, it remains to see whether such quantum current algebras would lead to new realizations of quantum affine algebras in types $B$, $C$ and $D$ and, furthermore, whether they would govern the $\phi$-coordinated representation theory of the $h$-adic quantum vertex algebras from Theorem 4.7, as is the case in type $A$.

4.2.2. Two lemmas. This subsection is dedicated to the proof of Lemmas 4.12 and 4.13 which finalize the proof of Theorem 4.9.
Lemma 4.12. Let $W$ be a restricted $U_h(\mathfrak{g}_N)_c$-module. The formula (4.36), along with $Y_W(1, z) = 1_W$, uniquely determines a $\mathbb{C}[[h]]$-module map $\mathcal{V}_c(\mathfrak{g}_N) \to \text{Hom}(W, W((z))_h)$.

Proof. The coefficients of matrix entries of all $T^+_k(u_1, \ldots, u_k)$ with $k \geq 0$ span a $h$-adically dense $\mathbb{C}[[h]]$-submodule of $\mathcal{V}_c(\mathfrak{g}_N)$. Hence, to prove the lemma, it is sufficient to check that $v \mapsto Y_W(v, z)$ preserves the ideal of defining relations (4.1) and (4.2) of $\mathcal{V}_c(\mathfrak{g}_N)$. First, we consider the relations (4.1) for operators on the restricted $U_h(\mathfrak{g}_N)_c$-module $W$. By (3.9) for any $k \geq 2$ and $i = 1, \ldots, k - 1$ we have
\[
R_{i+1}^+(x_i/x_{i+1}, e^{h/2})L_{i+1}^+(x)L_{i+1}^-(e^{-hc/2}x)^{-1} - P_{i+1}L_{i+1}^+(x(t))L_{i+1}^-(e^{-hc/2}x(t))^{-1} P_{i+1}R_{i+1}^+(x_i/x_{i+1}, e^{h/2}) = 0,
\]
where $x = (x_1, \ldots, x_k)$ and $x^{(i)} = (x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_k)$. Applying the substitutions $x_i = ze^{-u_i}$ with $i = 1, \ldots, k$, the equality takes the form
\[
R_{i+1}^+(e^{-u_i+u_{i+1}}, e^{h/2})L_{i+1}^+(x)|_{x_i = ze^{-u_i}} - P_{i+1}L_{i+1}^+(x(t))|_{x_i = ze^{-u_i}} L_{i+1}^-(e^{-hc/2}x(t))^{-1} P_{i+1}R_{i+1}^+(e^{-u_i+u_{i+1}}, e^{h/2}) = 0.
\]

The left hand side of the equality coincides with the image of the left hand side of
\[
R_{i+1}^+(e^{-u_i+u_{i+1}}, e^{h/2})T_{i+1}^+(u_1, \ldots, u_k) - P_{i+1}T_{i+1}^+(u_1, \ldots, u_{i-1}, u_{i+1}, u_i, u_{i+2}, \ldots, u_k) P_{i+1}R_{i+1}^+(e^{-u_i+u_{i+1}}, e^{h/2}) = 0
\]
under $Y_W(\cdot, z)$. Thus, we conclude that (4.36) preserves the defining relations (4.1), as they are equivalent to (4.4).

As for the remaining relation (4.2), to simplify notation, we write $T_j^+ = T_j^+(u_j)$ and $\check{T}_j^+ = T_j^+(u_j + hc)^t$. It is sufficient to check that the image of
\[
T_1^+ \cdots T_i^+ T_m^+ T_i^+ T_{i+1}^+ \cdots T_{i+1}^+ T_n^+ - T_1^+ \cdots T_i^+ T_{i+1}^+ \cdots T_{i+1}^+ T_{i+1}^+ \cdots T_k^+
\]
under $Y_W(\cdot, z)$ is zero for all $n \geq 1$ and $i = 1, \ldots, n$. Write
\[
L_j^+ = L_j^+(x_j), \quad \check{L}_j^+ = \check{L}_j^+(x_j e^{-hc/2} \zeta)^t, \quad \check{L}_j^+ = \check{L}_j^+(x_j e^{-hc/2} \zeta)^t.
\]

By applying $Y_W(\cdot, z)$ to (4.38) we get
\[
\left( L_1^+ \cdots L_i^+ \left( \check{L}_i^+ \cdot \left( L_{i+1}^+ \cdots L_k^+ X \right) \right) \right)^{-1} \bigg|_{x_i = ze^{-u_i}} = Z, \quad (4.39)
\]
where
\[
X = \left( L_{i+1}^+ \cdots L_{i+1}^+ \left( \check{L}_{i+1}^+ \cdot \left( L_{i+1}^+ \cdots L_i^+ X \right) \right) \right)^{-1} \bigg|_{x_i = ze^{-u_i}},
\]
\[
Z = \left( L_1^+ \cdots L_{i-1}^+ L_{i+1}^+ \cdots L_k^+ \right) \bigg|_{x_i = ze^{-u_i}} \left( L_k^+ \cdots L_{i+1}^+ L_{i-1}^+ \cdots L_1^+ \right) \bigg|_{x_i = ze^{-u_i}}.
\]

However, defining relation (4.7) implies the identity
\[
X = \left( L_{i+1}^+ \cdots L_{i+1}^+ M_i L_{i-1}^+ \cdots L_1^+ \right) \bigg|_{x_i = ze^{-u_i}} = M_i \left( L_k^+ \cdots L_{i+1}^+ L_{i-1}^+ \cdots L_1^+ \right) \bigg|_{x_i = ze^{-u_i}},
\]
so that (4.39) takes the form
\[
\left( L_1^+ \cdots L_{i-1}^+ L_i^+ M_i L_i^+ L_{i+1}^+ \cdots L_k^+ \right) \bigg|_{x_i = ze^{-u_i}} \left( L_k^+ \cdots L_{i+1}^+ L_{i-1}^+ \cdots L_1^+ \right) \bigg|_{x_i = ze^{-u_i}} M_i^{-1} - Z
\]
\[
= \left( L_1^+ \cdots L_{i-1}^+ L_i^+ M_i L_i^+ M_{i-1} L_{i+1}^+ \cdots L_k^+ \right) \bigg|_{x_i = ze^{-u_i}} \left( L_k^+ \cdots L_{i+1}^+ L_{i-1}^+ \cdots L_1^+ \right) \bigg|_{x_i = ze^{-u_i}} - Z.
\]
Using (3.7) once again, we rewrite the first term of the expression above, thus getting
\[
(L^+_{i_1} \ldots L^+_{i_{r-1}} L^-_{i_r} \ldots L^-_{i_r}) \bigg|_{x_i = z_2 e^{-u_i}} \left( L^-_{k_1} \ldots L^-_{k_{r-1}} L^+_{k_r} \ldots L^+_{k_r} \right) \bigg|_{x_i = z_2 e^{-u_i}} = Z = 0,
\]
as required. Therefore, we have proved that (4.36) uniquely defines a \( \mathbb{C}[h]\)-module map \( \mathcal{V}_t(\mathfrak{g}_N) \to (\text{End} W)[[z^{-1}]] \). Finally, with \( W \) being restricted, we conclude from (3.17) that its image belongs to \( \text{Hom}(W, W(z))_{h_t} \), thus finishing the proof.

**Lemma 4.13.** Let \( W \) be a restricted \( U_h(\mathfrak{g}_N)_{c}\)-module. The \( \mathbb{C}[h]\)-module map (4.36) possesses the weak associativity properties (4.34) and (4.35).

**Proof.** We start by verifying (4.34). For any integers \( k, m \geq 1 \) we consider the expression
\[
T^{+23}_{[k]}(u) T^{+14}_{[m]}(v) = T^{+23}_{[k]}(u_1, \ldots, u_k) T^{+14}_{[m]}(v_1, \ldots, v_m),
\]
whose coefficients belong to (4.25), where the superscripts 1, 2, 3, 4 indicate the tensor factors in accordance with (4.25). By applying \( Y_W(z_1) (1 \otimes Y_W(z_2)) \) on the given expression
and using (4.36) we get
\[
Y_W(T^{+23}_{[k]}(u), z_1) Y_W(T^{+13}_{[m]}(v), z_2) = L^{+23}_{[k]}(x) L^{+13}_{[m]}(y) - L^{+23}_{[k]}(x) L^{+13}_{[m]}(y) \bigg|_{x_i = z_2 e^{-u_i}} \bigg|_{y_i = z_2 e^{-v_j}},
\]
where \( x = (x_1, \ldots, x_k) \) and \( y = (y_1, \ldots, y_m) \). Let \( (M^1_{[m]})^{+1} = M^1_{[m]} \ldots M^1_{[m]} \) and
\[
A^{12}_{mk}(z_2/z_1) = M^1_{[m]} \prod_{j=1}^{m} \prod_{i=m+1}^{m+k} \tilde{R}_{ji}(y_j e^{hc/2 x_i} \zeta_i) \bigg|_{x_i = z_2 e^{-u_i}} \bigg|_{y_j = z_2 e^{-v_j}} (M^1_{[m]})^{+1}.
\]
By the crossing symmetry relation (3.3) we have
\[
A^{12}_{mk}(z_2/z_1) \cdot \tilde{R}_{mk}(y e^{hc/2 x}) \bigg|_{x_i = z_2 e^{-u_i}} = 1.
\]
Hence, by using the \( RLL \)-relation (3.14) we rewrite the right hand side of (4.41) as
\[
A^{12}_{mk}(z_2/z_1) \cdot \tilde{R}_{mk}(y e^{hc/2 x}) \bigg|_{x_i = z_2 e^{-u_i}} = 1.
\]
Next, we reorder the last three factors using (3.13), thus getting
\[
A^{12}_{mk}(z_2/z_1) \cdot \tilde{R}_{mk}(y e^{hc/2 x}) \bigg|_{x_i = z_2 e^{-u_i}} = 1.
\]
Next, we reorder the last three factors using (3.13), thus getting
\[
A^{12}_{mk}(z_2/z_1) \cdot \tilde{R}_{mk}(y e^{hc/2 x}) \bigg|_{x_i = z_2 e^{-u_i}} = 1.
\]
Let \( a_1, \ldots, a_k, b_1, \ldots, b_m, l > 0 \) be integers. Consider the coefficients of the monomials
\[
u^a_1 \ldots u^a_k v^b_1 \ldots v^b_m h^l,
\]
where \( 0 \leq a'_i < a_i \), \( 0 \leq b'_j < b_j \) and \( l' < l \), (4.43) in (4.42). By the first assertion of Proposition 3.1, there exists a nonnegative integer \( r \) such that the coefficients of all monomials (4.43) in
\[
(z_1 - z_2)^r A^{12}_{mk}(z_2/z_1) \quad \text{and} \quad (z_1 - z_2)^r \tilde{R}_{mk}(y e^{hc/2 x}) \bigg|_{x_i = z_2 e^{-u_i}}
\]
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belong to \((\text{End } \mathbb{C}^n)^{\otimes (m+k)}[z_1^{\pm 1}, z_2^{\pm 1}]\). Furthermore, as \(W\) is a restricted module, by (3.17), the coefficients of all monomials (4.43) in
\[
L^{-13}_{[m]}(e^{-hc/2}x)^{-1}\big|_{y_j = z_2e^{-v_j}} L^{-23}_{[k]}(e^{-hc/2}x)^{-1}\big|_{x_i = z_1e^{-u_i}} w \quad \text{with} \quad w \in W
\]
belong to \((\text{End } \mathbb{C}^n)^{\otimes (m+k)} \otimes W[z_1^{-1}, z_2^{-1}]\). Therefore, we conclude from (4.42) that for any \(w \in W\) the coefficients of all monomials (4.43) in
\[
(z_1 - z_2)^{2r} A_{mk}^{12}(z_2 / z_1) \cdot _{\text{LR}} \left( L_{[k]}^{+23}(x) \big|_{x_i = z_1e^{-u_i}} L_{[m]}^{+13}(y) \big|_{y_j = z_2e^{-v_j}} L^{-13}_{[m]}(e^{-hc/2}y)^{-1}\big|_{y_j = z_2e^{-v_j}}
\times L^{-23}_{[k]}(e^{-hc/2}x)^{-1}\big|_{x_i = z_1e^{-u_i}} w \tilde{R}_{mk}^{12}(y/x) \big|_{y_j = z_2e^{-v_j}} \right)
\]
belong to \((\text{End } \mathbb{C}^n)^{\otimes (m+k)} \otimes W((z_1, z_2))\), so that weak associativity property (4.34) follows.

It remains to prove (4.35). Without loss of generality we can assume, due to the second assertion of Proposition 3.1, that the integer \(r\) has been chosen so that the coefficients of all monomials (4.43) in
\[
\left( (z_1 - z_2)^r A_{mk}^{12}(z_2 / z_1) \right) \big|_{\text{mod } u_1^{a_1}, \ldots, u_k^{a_k}, v_1^{b_1}, \ldots, v_m^{b_m}, h^l} \quad \text{and} \quad z_2^r (e^{-z_0} - 1)^r B_{mk}^{12}(-z_0 - u + v),
\]
where
\[
B_{mk}^{12}(-z_0 - u + v) = M_{[m]}^1 \prod_{j = 1, \ldots, m} \prod_{i = m + 1, \ldots, m+k} \tilde{R}_{ji}(-z_0 - u_{i-k} + v_j - h(c + \kappa))^{t_i} (M_{[m]}^1)^{-1},
\]
coincide. In addition, we can assume that the coefficients of all monomials (4.43) in
\[
\left( (z_1 - z_2)^r \tilde{R}_{mk}^{12}(y/x) \big|_{y_j = z_2e^{-v_j}} \big|_{x_i = z_1e^{-u_i}} \right) \big|_{\text{mod } u_1^{a_1}, \ldots, u_k^{a_k}, v_1^{b_1}, \ldots, v_m^{b_m}, h^l} \quad \text{and} \quad z_2^r (e^{-z_0} - 1)^r \tilde{R}_{mk}^{12}(-z_0 - u + v)
\]
coincide as well. Hence, by regarding (4.44) modulo \(u_1^{a_1}, \ldots, u_k^{a_k}, v_1^{b_1}, \ldots, v_m^{b_m}, h^l\) and then taking the substitution \(z_1 = z_2e^{-z_0}\) we obtain
\[
z_2^r (e^{-z_0} - 1)^{2r} B_{mk}^{12}(-z_0 - u + v) \cdot _{\text{LR}} \left( L_{[k]}^{+23}(x) \big|_{x_i = z_1e^{-u_i} - z_0 - u_i} L_{[m]}^{+13}(y) \big|_{y_j = z_2e^{-v_j}}
\times L^{-13}_{[m]}(e^{-hc/2}y)^{-1}\big|_{y_j = z_2e^{-v_j}} L^{-23}_{[k]}(e^{-hc/2}x)^{-1}\big|_{x_i = z_1e^{-u_i} - z_0 - u_i} w \tilde{R}_{mk}^{12}(-z_0 - u + v) \right)
\]
modulo \(u_1^{a_1}, \ldots, u_k^{a_k}, v_1^{b_1}, \ldots, v_m^{b_m}, h^l\). However, by a direct calculation which employs \(RTT\)-relations (4.16) and (4.17), along with the definitions of the vertex operator map (4.30) and \(\phi\)-coordinated module map (4.36), one shows that (4.45) is also obtained by applying
\[
z_2^r (e^{-z_0} - 1)^{2r} Y_{W}(z_2)(Y(z_0) \otimes 1)
\]
to the expression \(T_{[k]}^{+23}(u) T_{[m]}^{+14}(v) \otimes w\). Thus we conclude that the weak associativity property (4.35) holds.

\[\square\]
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