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Abstract: Recommender systems should be able to handle highly sparse training data that continues to change over time. Among the many solutions, Ant Colony Optimization, as a kind of optimization algorithm modeled on the actions of an ant colony, enjoys the favorable characteristic of being optimal, which has not been easily achieved by other kinds of algorithms. A recent work adopting genetic optimization proposes a collaborative filtering scheme: Ant Collaborative Filtering (ACF), which models the pheromone of ants for a recommender system in two ways: (1) use the pheromone exchange to model the ratings given by users with respect to items; (2) use the evaporation of existing pheromone to model the evolution of users’ preference change over time. This mechanism helps to identify the users and the items most related, even in the case of sparsity, and can capture the drift of user preferences over time. However, it reveals that many users share the same preference over items, which means it is not necessary to initialize each user with a unique type of pheromone, as was done with the ACF. Regarding the sparsity problem, this work takes one step further to improve the Ant Collaborative Filtering’s performance by adding a clustering step in the initialization phase to reduce the dimension of the rate matrix, which leads to the results that K << #users, where K is the number of clusters, which stands for the maximum number of types of pheromone carried by all users. We call this revised version the Improved Ant Collaborative Filtering (IACF). Experiments are conducted on larger datasets, compared with the previous work, based on three typical recommender systems: (1) movie recommendations, (2) music recommendations, and (3) book recommendations. For movie recommendation, a larger dataset, MoviesLens 10M, was used, instead of MoviesLens 1M. For book recommendation and music recommendation, we used a new dataset that has a much larger size of samples from Douban and NetEase. The results illustrate that our IACF algorithm can better deal with practical recommendation scenarios that handle sparse dataset.
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1. Introduction

Recommender systems allow the user to handle the increasing online information overload problem by providing personalized suggestions based on the user’s history and interest. The class of recommendation algorithms can be generally divided into two main categories: content-based and collaborative filtering.
(CF) recommendations. Although regarded as one of the most successful recommendation methods, collaborative filtering still faces two big challenges: sparsity and time evolution.

Among many collaborative filtering algorithms targeting these two problems, the solution based on Genetic Algorithms enjoys favorable characteristics that are difficult to achieve in other solutions. In a recent work [1], an ant collaborative filtering scheme was developed by adopting Ant Colony Optimization. Their method was able to identify most related users and items in the sparse rate matrix by utilizing the pheromone exchange between users and items, and the pheromone evaporation over time. However, the fact reveals that many users may share the same or similar preference towards items, which indicates that it is not necessary to assign a unique type of pheromone to one single user as the ACF in [1] did. To reflect this fact, this work takes one step further by including an additional clustering step for dimension reduction in the initialization phase, which leads to a much lower number of clusters (pheromones) compared with the number of users, i.e., \( K << \#\text{users} \). With the reduced number of pheromones required, the improved algorithm can improve performance in the case of sparseness.

The remainder of this paper is structured as follows. Section 2 investigates the dimension reduction work in general settings and in swarm intelligence recommendation settings. Section 3 details the design and algorithm of the improved solution. Section 4 presents and analyzes the experiment results. Section 5 concludes the work and discusses specific issues, as well as future works.

2. Related Work

We first examine how some conventional dimension reduction techniques are generally used in collaborative filtering recommendation. Next, we mainly focus on the utilizing of dimension reduction upon recommendations adapting genetic algorithms.

2.1. Dimension Reduction in General Settings

Dimension reduction on an original rating matrix is usually used to solve the sparsity problem. The underlying reason for dimension reduction is that the factors that govern user choices are less significant than the dimension of the rating data.

The dimension reduction methods used in model-based recommendations mainly consist of three types [2]: the probabilistic methods [3], the matrix factorization methods [4,5], and the clustering method [6,7].

The first type of method assumes the presence of some latent variables, to which both the users and the items belong. The objective of this type of method is to learn the probability-based similarity between users and items that belong to the same, or a similar, latent variable. A typical representative of this type of method is the PLSA model [8]. An example work is found in [9], which utilizes probabilistic methods for collaborative filtering recommendations. The benefit of adopting a probabilistic framework is that all items and users can be explicitly and simultaneously represented within the framework.

The second type of method, i.e., the matrix factorization method, mainly derives a matrix with restricted ranks from the original matrix, is often considered as a dimension reduction technique and is widely applied in collaborative filtering problems [10]. One typical example of this type of method is the Non-negative Matrix Factorization (NMF) [11].

Another example model in this type of method is the Singular Value Decomposition (SVD). In [12], SVD was used to reduce dimensions to improve performance for recommender systems. In [13], SVD was used to reduce dimensions and find the most similar users and items in each cluster. The work in [14] is another example, which applies Latent Semantic Indexing (LSI) to construct a user profile based on both collaborative and content features.

The third type of method, i.e., the clustering-based method, adopts clustering methods in collaborative filtering. An example is the work in [15], where the authors adopt a clustering procedure on the user profile in the collaborative filtering implementation.
Another example is the work in [16], which uses clustering techniques for dimension reduction, where the k-means algorithm and the SVD method are combined to cluster similar users.

2.2. Dimension Reduction in Swarm Intelligence Recommendation Settings

Particle swarm optimization is broadly regarded as an effective solution for NP-complete global optimization problems because, due to their nature-inspired spirit, they can provide good suboptimal solutions at a reasonable cost [17]. The following are some of the most recent works integrating particle swarm optimization with dimension reduction techniques such as clustering for various applications.

Similar to our work, the work in [18] is a combination of K-Means clustering and particle swarm optimization. The K-means clustering method is used to cluster all the influential factors into several disjointed sub-regions with simpler patterns. After that, a particle swarm intelligence method is applied for their ELM optimization task. The authors of [19] also present a combination of the clustering method, where the spectral clustering method is used with swarm optimization for text document clustering.

Another example of combining particle swarm optimization with the hybrid clustering method is found in [20], which enjoys the benefit of the global convergence ability by particle swarm optimization and the local exploitation of hard clustering algorithms. An employment of the particle swarm optimization algorithm for the task of clustering time-series data is reported in [21].

To the best of our knowledge, although, in a broader sense, several particle swarm optimization algorithms have been applied to recommendation tasks, few works integrate dimension reduction techniques and ant colony optimization for intelligence recommendation systems.

A closely related example is the work in [22], where they use a genetic algorithm to condense the matrix, and this assists in searching for relevant users and items. The idea is that the reduced user-item matrix may eliminate the sparsity problem via increasing the likelihood that different users rate common items.

3. Improve Ant Collaborative Filtering with Dimension Reduction

Although the ACF algorithm in [1] can solve the sparsity problem with the help of a pheromone scheme, it can still be further improved as it reveals that it is not necessary to allocate for each user a unique type of pheromone, as some users sharing a similar preference could be allocated a same type of pheromone. This section takes one step further based on the work in [1], to solve the sparsity problem. More specifically, an additional dimension reduction step is integrated into the initial phase to improve the ACF algorithm’s performance when facing extreme sparseness.

3.1. Ant Collaborative Filtering

Before providing detail of the improved ACF, we explain the basic ACF algorithm for readers to become acquainted the background idea. For more details, the readers are suggested to refer to the work in [1].

In a conventional environment of Ant Colony Optimization, each ant brings different types of signals representing preferences of food items, which are called pheromones. The pheromone is subject to exchange between users and items, and vice versa. The pheromone is also a feature of evaporation, which is suited for modeling the evolution of a user’s preferences over time. This scheme of pheromones can be regarded as a communication medium in collaborative filtering.

The intuition behind the ACF algorithm is that one type of pheromone denotes the preference a user has with respect to an item. When a rating is given, the user’s pheromone is exchanged with the pheromone of the item. Conversely, the item’s pheromone can also be transferred to the user when a rating is given. After a rating period, users with similar preferences become close in regard to the pheromone pattern they have. Similarly, the items with similar pheromones will also share similar pheromones.
3.2. Dimension Reduction Version for ACF

In the ACF algorithm, a unique type of pheromone is initially allocated to each user. However, in practice, it turns out that a lower number of pheromones types are needed, so it is more reasonable to initialize the users with similar preferences with the same type of pheromone. With this in mind, the types of pheromones can be reduced to alleviate the sparsity problem. We call the improved version as Improved Ant Collaborative Filtering (IACF).

First, the users are clustered according to the rating patterns indicated by their pheromones. The parameter $K$ stands for the expected types of pheromones. The user clusters generated are used for pheromone initialization, and various clustering techniques can also be used [23]. Several clustering methods have been tested, including K-means and spectral clustering, and the results show that the typical K-means is more suitable for our dataset, as it finds balance between more variance and overfitting. Thus, the K-means is used in the initialization phase in the IACF algorithms.

The user pheromone is initialized by assigning each single user one type of pheromone valued $k \in [1, K]$, where $K << \# users$. For multiple users within one cluster, a same value of $k$ is assigned to every one of them. This is the difference between the IACF and ACF. The rest of the procedure remains the same. The pheromone for each item is initialized as zero. If user $u_i$ rates item $v_j$ with rating $r_{ij}$, the pheromones from both the user and the item are exchanged between them.

The complete update of the pheromone for a user and an item are depicted, respectively, in Equations (1) and (2). More specifically, a user will update its pheromone after a rating is given by adding the item’s pheromone times by a weight mixed with a rating adjustment and a constant $\gamma$. The constant $\gamma$ is used for controlling the spreading rate. Likewise, the item’s pheromone will also be updated after a rating is given by adding the user’s pheromone times by a weight, which is also a mix of rating adjustment and the constant $\gamma$. The rating adjustment is the gap between the rating $r_{ij}$ and the average rating. The greater the gap is, the stronger the user’s preference is with respect to that item. If the rating is much higher than the average, then the transmission will be a strong positive “plus”. Conversely, a rating $r_{ij}$ that is much lower than the average, which means that the user and the item are unalike, results in negative values for the pheromones.

$$ Ph_{ij}^{(t+1)} = Ph_{ij}^{(t)} \times \exp \left( \frac{amount_{v_j,k} + \lambda}{Max_{k \in K}(amount_{v_j,k}) + \lambda} - 1 \right) + (r_{ij} - \overline{r}_u) \times \gamma \times Ph_{uj}^{(t)} $$  

(1)

$$ Ph_{ui}^{(t+1)} = Ph_{ui}^{(t)} \times \exp \left( \frac{amount_{u_i,k} + \lambda}{Max_{k \in K}(amount_{u_i,k}) + \lambda} - 1 \right) + (r_{ij} - \overline{r}_v) \times \gamma \times Ph_{vj}^{(t)} $$  

(2)

The IACF algorithm is presented in Algorithm 1. The main difference between ACF and IACF is, at the pheromone initialization phase, where a clustering step is added, the training phase is kept unchanged with Algorithm 1 in [1].
Algorithm 1: Training procedure for IACF

Input: Ratings, U, V, K
Output: Updated pheromone value for users and items

// A leading clustering step
Using K-means to cluster users into K clusters according to their preference indicated by their pheromones.

// Initialization
for user ∈ U do
    // Assign each user one type of pheromone
    Phuser = \{Ph_k ∈ [1.0, k]\};
end
for item ∈ I do
    // For simplicity, assign each item with a pheromone of value 0
    Phitem = \{};
end

// Training
for rating ∈ Ratings do
    ui = rating[ user ];
    vj = rating[ item ];
    value = rating[ value ];

    // Update user pheromones
    for Ph ∈ Phui do
        // Update user pheromone with exchange and evaporation effect
        Ph = \( Ph × \exp\left(\frac{\text{amount}_{\text{Ph}}}{\text{Max}_{\text{Ph}} + k} - 1\right) + γ × (\text{value} - r_{vj}) × Ph_{uj}^{(t)} \)
        // Cut off
        if abs(Ph) < σ then
            Ph = 0;
        end
        Ph_{uj}^{(t+1)} ← Ph;
    end

    // Update item pheromones with exchange and evaporation effect
    for Ph ∈ Phvj do
        Ph = \( Ph × \exp\left(\frac{\text{amount}_{\text{Ph}}}{\text{Max}_{\text{Ph}} + k} - 1\right) + γ × (\text{value} - r_{ui}) × Ph_{ui}^{(t)} \)
        // Cut off
        if abs(Ph) < σ then
            Ph = 0;
        end
        Ph_{vj}^{(t+1)} ← Ph;
    end
end

3.3. Complexity Analysis

For both IACF and ACF, the time complexities at the batched training phase are \( O(K × \#\text{ratings}) \), in which K is the number of clusters, which represents the maximum types of pheromones carried by all users and items. Typically, \( K << \#\text{users} \). The complexity at online updating is only \( O(K) \). Because \( K << \#\text{users} \), the IACF is faster than ACF. The complexity for the clustering step at the initial phase is \( O(n × K × I × d) \), where n is the number of users, which represents the number of types of pheromones; I is the number of iterations, which in our case is a constant; and d is the number of attributes, which in our case is 1.
In the recommendation phase, both ACF and IACF have a time complexity $O(\#\text{users} + \#\text{items})$ for the rating-based recommendation, and a time complexity for the ranking-based recommendation, and they are both $O(\#\text{items})$.

4. Experiments

Most collaborative filtering algorithms operate with the rating prediction manner, i.e., predicting what the user would rate the item and then recommend the items with the highest prediction scores. Another operation manner is to generate a top N list of items that the user is most likely interested in, where N is the length of the final recommendation list, which could typically have a value of 5, 10, 20, etc.

For comparison with the ACF algorithm, we take the same experiments settings with that in [1]. We conduct experiments on both scenarios: (1) Rating-based Recommendation and (2) Top-N Ranking.

4.1. Parameter Settings

The parameters include (1) the number of clusters, (2) the transmission rate $\gamma$, and (3) the evaporation rate $\lambda$.

The transmission rate $\gamma$ controls the pheromones exchanging speed between a user and an item, and has a value of $\gamma \in [0, 1]$. When $\gamma = 0$, no pheromone exchange occurs when a rating is given by a user to an item. A greater $\gamma$ indicates faster exchanges of pheromones. $\gamma = 1$ indicates a full exchange of pheromones between the user and the item for each rating. For simplicity, in our experiments, $\gamma$ is set to 1.

The evaporation speed of the pheromone of the user or the item is affected by the evaporation rate $\lambda \in [0, 1]$. A greater $\lambda$ indicates a slower evaporation of pheromones, which means weaker time effects on the user’s preference towards an item. As the influence of pheromone evaporation in real ant systems is unclear, the $\lambda$ is empirically set according to [24]. The optimal value is set at 0.2, as illustrated in Figure 1, where the value along the x-axis represents the evaporation rate, and the value along the vertical axis represents the mean Root Mean Square Error (RMSE) over 10 runs. The results indicate a high sensitivity regarding the evaporation rate.

The optimal cluster number found is 20. The number of clusters is determined with the elbow method. A quick running of the Yellowbrick [25] implementation of the elbow method suggests that the number of clusters at 20 gives a balance between more variation and over-fitting.

![Figure 1. Empirical evaluation of Root Mean Square Error (RMSE) over different value of evaporation rate $\lambda$.](image-url)
4.2. Rating-Based Recommendation

To test the IACF’s effectiveness regarding sparsity, we used a larger dataset Movies 10M (https://grouplens.org/datasets/movielens/10m/) than the Movies 1M used in [1]. MovieLens 10M contains 10 million ratings given to 10,000 movies from 72,000 users. The ratings are given on a five-star scale; 90% of the ratings are kept as a training set, and 10% are kept as a testing set.

The evaluation metric adopted is RMSE as defined below. Statistically, RMSE is the standard deviation of the residuals. It represents the square root of the second sample moment of the differences between predicted values and observed values, so it is extensively used in measuring the accuracy of prediction. Clearly, the smaller the value is, the better the prediction is.

\[
RMSE = \sqrt{\frac{1}{n} \sum_{(u,i,j) \in \text{TestSet}} (r_{i,j} - \text{estimated}_\text{rating})^2.}
\]

For this scenario, we only compare IACF directly with ACF to see the improvement brought about by the dimension reduction in the initialization phase. The comparison results in Table 1 indicate that the IACF runs much faster than the ACF with better RMSE points. IACF is faster because much fewer types of pheromones are assigned due to the clustering procedure in the initial phase. The users are clustered into K clusters according to their rating pattern, i.e., the desired number of types of pheromones. Typically, we have \( k << \#\text{users} \). For the batched training phase, the time complexities for both ACF and IACF are \( O(K \times \#\text{ratings}) \). For the online update, the update complexity is only \( O(K) \). In the recommendation phase, for the rating-based recommendation, the time complexity is \( O(\#\text{users} + \#\text{items}) \), but the computations could be significantly reduced if the user neighbors and item neighbors are explicitly maintained in memory.

| Algorithm | RMSE    | Time (s) | p-Value |
|-----------|---------|----------|---------|
| ACF       | 1.853 ± 0.02 | 1340.3   | 0.3316  |
| IACF      | 1.012 ± 0.02 | 137.2    |         |

Additionally, the statistical difference is examined. The average RMSE for ACF and IACF algorithms over 5 runs is 1.853, with a standard deviation of 4.32 and 1.012, respectively. Our alternative hypothesis is that IACF does not improve the performance regarding RMSE. A value of 0.05 is used for alpha, which means the results are significant if the \( p \)-value is below 0.05. The z-score and consequent \( p \)-value produced based on these measurements are \( -0.4353 \) and 0.3316, respectively. Based on the \( p \)-value, the null hypothesis can be rejected.

4.3. Ranking-Based Recommendation

For this scenario, experiments are evaluated on two practical applications: music and book recommendations. The dataset adopted is from the work in [26], which includes Douban book and NetEase music datasets. Douban (http://www.douban.com) is the largest book recommendation website in China. NetEase music is a freemium music streaming service developed and owned by NetEase, Inc. The distribution of the training/testing sets are also set to 90% and 10%. Table 2 provides statistics regarding these two datasets.

| Dataset | Douban | NetEase |
|---------|--------|---------|
| #User   | 4965   | 115,994 |
| #Item   | 41,785 | 19,980  |
| #Preference | 958,425 | 2,399,639 |
We evaluated the methods in terms of precision, recall, and F1. The definitions are given below.

\[
\text{Precision} = \frac{\# \text{Hitting}}{N}, \quad \text{Recall} = \frac{\# \text{Hitting}}{\# \text{Likes}}, \quad F_1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

Precision is a widely used metric in recommender systems. Precision is the percentage of relevant items out of those items selected by the query. The value of precision is \( \in [0, 1] \), with a higher value indicating a more accurate prediction [27]. Recall is the percentage of relevant items that are actually retrieved over the total amount of relevant items. F1 is the harmonic mean of precision and recall taking both metrics into account. Several ranking-based CF methods, NBI [28], RSM [29], the BM25-Item algorithm [30], and the classic user-based and item-based CF algorithms are chosen for comparison. Similarly, the distribution of the dataset is 90% for training and 10% for testing. All the results were obtained by averaging five different runs. Table 3 shows the comparison. On the Douban dataset, both the ACF and IACF have better F1 than other methods. The IACF demonstrates better performance than the ACF in terms of precision and running time. On the NetEase dataset, though both the IACF and ACF are not the best in terms of F1, their F1 scores are only a bit lower than the F1 scores of other methods. Again IACF shows better performance over ACF in regard of precision and running time.

Similarly, the statistical difference is examined regarding the IACF and ACF algorithms. The alternative hypothesis is that IACF does not improve the performance in terms of RMSE. A value of 0.05 is chosen for alpha, which means the results are significant if the \( p \)-value is below 0.05. The standard deviations observed for the experiments that are run on Douban and NetEase datasets are 3.1 and 4.3, respectively. With these measurements and the precision in Table 3, the \( p \)-values calculated are 0.4962 and 0.4989. There is statistically significant evidence showing that the IACF is an improvement over the ACF.

### Table 3. Ranking results comparison.

| Dataset | Algorithm     | Precision | Recall | F1    | Time (s) | \( p \)-Value |
|---------|---------------|-----------|--------|-------|----------|---------------|
| Douban  | User-based    | 0.45      | 0.67   | 0.538 | 289.3    |               |
|         | Item-based    | 0.33      | 0.73   | 0.455 | 2212.6   |               |
|         | NBI           | 0.09      | 0.84   | 0.163 | 5314.0   |               |
|         | RSM           | 0.29      | 0.78   | 0.423 | 2350     |               |
|         | BM25-Item     | 0.08      | 0.89   | 0.147 | 2010.0   |               |
|         | ACF           | 0.57      | 0.61   | 0.589 | 913.1    | 0.4962        |
|         | IACF          | 0.70      | 0.50   | 0.583 | 290.4    |               |
| NetEase | User-based    | 0.50      | 0.71   | 0.587 | 901.4    |               |
|         | Item-based    | 0.40      | 0.78   | 0.529 | 1024.3   |               |
|         | NBI           | 0.03      | 0.90   | 0.058 | 3121.2   |               |
|         | RSM           | 0.49      | 0.71   | 0.579 | 802.1    |               |
|         | BM25-Item     | 0.28      | 0.81   | 0.416 | 3223.1   |               |
|         | ACF           | 0.76      | 0.36   | 0.489 | 729.3    | 0.4989        |
|         | IACF          | 0.81      | 0.30   | 0.438 | 413.2    |               |

### 5. Discussion and Conclusions

In this paper, we proposed an improvement to the ACF algorithm [1] to better deal with the sparsity problem by introducing an initial clustering phase on the users according to their preferences represented by pheromones, of which there are far fewer compared to the number of users. The experiments on several larger datasets, including Movielens 10M, Douban book, and NetEase music datasets, demonstrate its excellence over the ACF algorithm in both scenarios, i.e., the rating-based recommendation and the ranking-based recommendation.

As mentioned earlier, K-means was used for clustering implementation because it is more appropriate for our dataset. However, a typical issue for K-means is the determination of the parameter \( K \), i.e., the number of clusters. We empirically determined the number of \( K \) in our experiments. This could be studied further.
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