Power allocation is one of the fundamental problems in wireless networks and a wide variety of algorithms address this problem from different perspectives. A common element among these algorithms is that they rely on an estimation of the channel state, which may be inaccurate on account of hardware defects, noisy feedback systems, and environmental and adversarial disturbances. Therefore, it is essential that the output power allocation of these algorithms is stable with respect to input perturbations, to the extent that the variations in the output are bounded for bounded variations in the input. In this paper, we focus on UWMMSE—a modern algorithm leveraging graph neural networks—and illustrate its stability to additive input perturbations of bounded energy through both theoretical analysis and empirical validation.
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1. INTRODUCTION

Power control is among the most fundamental resource allocation problems in communication systems [1,2]. It plays a crucial role in ensuring smooth functioning of physical systems and devices in both wired and wireless communication networks. Optimal allocation of power is especially critical under interference scenarios in multi-user ad hoc networks as devices in such networks tend to have limited availability of power while the channel characteristics and user demands can change fast depending on deployment scenarios [3]. This necessitates solving a system-utility optimization problem with respect to allocated power under imposed constraints [4].

In spite of a straightforward formulation, this optimization problem turns out to be NP-hard [5,6]. Several broad classes of solution models have been proposed for this problem. These include classical iterative approaches based on block-coordinate descent [7] and data-driven [8,10] connectionist approaches that approximate a power allocation policy through suitable parametrizations [11,12]. While the iterative approaches have better convergence guarantees, they are quite slow and computationally complex resulting in a major bottleneck, especially under fast-changing channel conditions [14]. This is remedied by feed-forward neural models [13,15] which, in turn, suffer from standard deficiencies of neural networks like the unavailability of convergence guarantees [14]. More recently, a novel class of hybrid methods has emerged, combining key elements from both classes to generate fast as well as effective power allocation algorithms [14,15,17].

Although these broad categories of methods employ a wide range of distinct algorithms and architectures, they usually have very similar input/output characteristics. The standard input to these methods is a set of channel estimates and interference values among network transceivers, while the output is the necessary power allocation [7,12,14,15]. Our objective is to analyze the input-output stability of these solution methods. The necessity of this analysis stems from the real-world scenarios wherein it is almost never possible to perfectly estimate the channel coefficients given various system-level perturbations, namely, hardware defects, noisy feedback systems, external disturbances, and even adversarial attacks [19–21]. Yet, it is essential that the power allocation algorithms are stable insofar as the variations in their output are bounded for bounded variations in corresponding input. Needless to say, an analysis of this form is both a prerequisite for deployment in real-world scenarios and an essential factor for comparison of various methods—in addition to their speed and effectiveness.

A significant impediment to this analysis lies in the intractability and computational impracticability of generating a model for the physical disturbances in the system [21,22]. As a workaround, we define our perturbation as a random variable, with a tractable parametric distribution, that can be applied to any power allocation algorithm. In this work, we choose to focus on a particular hybrid architecture, the Unfolded WMMSE (UWMMSE) [14] and analyze its inference behaviour with respect to perturbations in its input. UWMMSE has proven to be an effective algorithm for power-allocation, achieving near-optimal performance on both SISO and MIMO [23] test-cases. Importantly, it lies at the intersection of iterative and connectionist methods and thus an analysis of its operational structure provides intuition for both classes.

Contribution. The contributions of this paper are twofold:

i) We provide a theoretical stability result for UWMMSE under certain reasonable assumptions and verify it through simulations.

ii) We empirically illustrate the superiority of UWMMSE by comparisons with state-of-the-art alternatives, in terms of corresponding variations in outputs with respect to identical perturbations in inputs.

2. SYSTEM MODEL AND PROBLEM FORMULATION

We limit the scope of our analysis to power allocation methods for SISO wireless interference networks. To that end, a single-hop ad hoc interference network with $M$ distinct single-antenna transceiver pairs is chosen to be our analytical and experimental testbed. The transmitters in the network are denoted by $i$ and the $i$-th transmitter can communicate only with its associated receiver, denoted by $r(i)$ for all $i \in \{1, \ldots, M\}$. The nodes in this network follow a linear
transmission model of the form,
\[ y_i = h_{ii}x_i + \sum_{j=1, j\neq i}^{M} h_{ij}x_j + n_i, \]  
(1)
where \( x_i \) and \( y_i \) denote transmitted and received signals respectively at transceiver \( i \), \( h_{ij} \in \mathbb{R} \) is the channel between the \( i \)-th transceiver pair, \( h_{ij} \in \mathbb{R} \) for \( i \neq j \) represents the interference between transmitter \( j \) and receiver \( i \), and \( n_i \sim \mathcal{N}(0, \sigma^2) \) represents the additive channel noise. The instantaneous channel states are stored in a channel-state matrix \( \mathbf{H} \in \mathbb{R}^{M \times M} \) where \( [\mathbf{H}]_{ij} = h_{ij} \). Given the inherent topological structure of an ad hoc interference network, \( \mathbf{H} \) can be interpreted as the weighted adjacency matrix of a directed graph with \( M \) nodes.

In this setting, the instantaneous data rate \( c_i \) at receiver \( r(i) \) is given by Shannon’s capacity theorem where the instantaneous power allocated to transmitter \( i \) is given by \( p_i \geq 0 \) and \( \mathbf{p} = \{p_1, \ldots, p_M\}^T \). The optimal power allocation is usually obtained by optimizing a network performance utility function within a power constraint. For example, the sum-rate maximization problem is defined as follows:
\[
\max_{\mathbf{p}} \sum_{i=1}^{M} c_i(\mathbf{p}, \mathbf{H}) \tag{2}
\]
\[
\text{s.t. } c_i(\mathbf{p}, \mathbf{H}) = \log_2 \left( 1 + \frac{h_{ii}^2p_i}{\sigma^2 + \sum_{j \neq i} h_{ij}^2p_j} \right), \quad 0 \leq p_i \leq p_{\max}, \quad \forall i,
\]
where \( p_{\max} \) denotes the maximum available power.

While WMMSE, a classical approach to solve this problem, involves block-coordinate-descent based iterative updates [7], several connectionist and hybrid approaches have been proposed that learn a mapping from the channel-state matrix \( \mathbf{H} \) to instantaneous power-allocation \( \mathbf{p} \) directly from data. Although these methods differ in structure, the standard input to all the methods is \( \mathbf{H} \) and their output tends to be either a deterministic allocation \( \mathbf{p} \) or the parameters of a power allocation policy from which \( \mathbf{p} \) can be sampled. In essence, we can define a generic feed-forward power allocation model as \( \mathbf{p} = \Phi(\mathbf{H}; \Theta) \) wherein \( \Phi \) is any user-chosen solution method and \( \Theta \) is a set of trainable parameters, defined only for connectionist approaches. Note here that \( \Theta \), if defined, would be a trained set of weights, meaning that we are only concerned with the inference-time behaviour of the trainable models under the assumptions that the weights have already been tuned for the power allocation task and that the training and inference data are independently sampled from identical (unobserved) distributions.

Given a \( \Phi \) and two channel matrices \( \mathbf{H}, \tilde{\mathbf{H}} \), our objective in this work is to establish an elementwise upper bound on the variation of its output under a small bounded variation in its input. Namely,
\[
\|\Phi(\mathbf{H}; \Theta) - \Phi(\tilde{\mathbf{H}}; \Theta)\|_1 \leq \epsilon \tag{3}
\]
where \( \epsilon \) is a small number that represents the dissimilarity between the channels \( \mathbf{H} \) and \( \tilde{\mathbf{H}} \). In particular, we focus on \( \Phi \) given by the Unfolded WMMSE (UWMMSE) [13].

### 3. UWMMSE ARCHITECTURE

UWMMSE has a hybrid, connectionist architecture that modifies the iterative updates of WMMSE in two ways. First, the number of iterations is truncated to reduce computations and, second, the update trajectories of variables are accelerated for faster convergence. This results in a faster and more efficient algorithm that solves the following reformulated optimization problem:
\[
\min_{\mathbf{w}, \mathbf{\lambda}, \mathbf{v}} \sum_{i=1}^{M} \left( w_i e_i - \log w_i \right) \tag{4}
\]
\[
\text{s.t. } e_i = (1 - u_i h_{ii} c_i)^2 + \sigma^2 u_i^2 + \sum_{j \neq i} u_j^2 h_{ij}^2 v_{ij}^2, \quad \forall i,
\]
\[
v_{ij}^2 \leq p_{\max} \quad \forall i, j,
\]
where \( e_i \) is the mean-square error of the signal at node \( i \), assuming that the transmitted signal is independent of channel noise. In this reformulation, \( \mathbf{u} \) and \( \mathbf{v} \) represent receiver and transmitter side characteristics, respectively, while \( \mathbf{w} \) is a combining weight that represents the quality of transmission between a transceiver pair.

It can be shown [7, Thm. 3] that an optimal solution \( \{\mathbf{w}^*, \mathbf{u}^*, \mathbf{v}^*\} \) of (4) generates an optimal solution \( \mathbf{p}^* = \mathbf{p}(\mathbf{H}, \Theta) \), with elementwise squares. Since (4) is convex in each variable with the other two fixed, it can be solved using iterative block-coordinate descent, thus providing closed-form update rules for each variable.

Unfolding this algorithm [24][26] involves augmenting one or more of these variable updates with trainable parameters and fixing the number of iterations to form a cascade of hybrid layers that combine closed-form iterative structures with neural architectures. UWMMSE allocates power as a function of the channel state matrix \( \mathbf{p} = \Phi(\mathbf{H}; \Theta) \) through an unfolded architecture \( \Phi \) with trainable weights \( \Theta \). More precisely, with an initial \( \mathbf{v}^{(0)} = \sqrt{p_{\max}} \mathbf{1} \), each layer \( k = 1, \ldots, K \) is defined as
\[
\mathbf{a}^{(k)} = \Psi(\mathbf{H}; \theta_a^{(k)}), \quad \mathbf{b}^{(k)} = \Psi(\mathbf{H}; \theta_b^{(k)}), \quad \mathbf{u}^{(k)} = \frac{h_{ii} v_{i}^{(k-1)}}{\sigma^2 + \sum_{j \neq i} h_{ij}^2 v_{ij}^{(k-1)} v_{ij}^{(k-1)}}, \quad \text{for all } i, \tag{5}
\]
\[
u_{i}^{(k)} = \frac{h_{ii} v_{i}^{(k-1)}}{1 - u_{i}^{(k-1)} h_{ii} v_{i}^{(k-1)} + b_{i}^{(k)}}, \quad \text{for all } i, \tag{6}
\]
\[
v_{ij}^{(k)} = \alpha \left( \frac{u_{i}^{(k)} h_{ij} v_{ij}^{(k-1)} u_{j}^{(k-1)} u_{j}^{(k-1)}}{\sum_{j \neq i} h_{ij}^2 v_{ij}^{(k-1)} v_{ij}^{(k-1)}} \right), \quad \text{for all } i, j, \tag{7}
\]
and the final power allocation is obtained as \( \mathbf{p} = \Phi(\mathbf{H}; \Theta) = (\mathbf{v}^{(K)})^2 \), with elementwise squares. The parameters \( \mathbf{a}^{(k)} \) and \( \mathbf{b}^{(k)} \) are learned using a graph neural network (GNN) architecture [27][28] and are used to augment the update structure of \( \mathbf{w} \) to drive the algorithm towards faster convergence. A more detailed convergence analysis of this method can be found in [13, Thm. 1]. The non-linearity \( \omega(z) = |z|^{\frac{1}{p_{\max}}} \) in (8) restricts the values of \( v_{ij}^{(k)} \in [0, \sqrt{p_{\max}}] \) by saturating the raw output at the extreme values thereby satisfying the power constraint in (4). The trainable functions \( \Psi \) in (5) are modelled as graph convolutional networks (GCNs) [29] parametrized using \( \theta_a^{(k)} \) and \( \theta_b^{(k)} \) for all \( K \) layers.

### 4. STABILITY OF UWMMSE

Let \( \mathbf{H}, \tilde{\mathbf{H}} \in \mathbb{R}^{M \times M} \) be two channel matrices. We consider \( \mathbf{H} \) to be the true channel matrix of our system while \( \tilde{\mathbf{H}} \) is the measured channel matrix. Note that \( \mathbf{H} \) may differ from \( \tilde{\mathbf{H}} \) due to various system-level perturbations. In what follows, due to the intractability of accurately modeling these perturbations, we consider \( \tilde{\mathbf{H}} \) to be a noisy version of \( \mathbf{H} \). More specifically, let \( \mathbf{E} \) be a random matrix such that \( [\mathbf{E}]_{ij} \sim \mathcal{N}(0, \sigma^2) \) s.t. \( \tau \to 0 \), from which we construct a matrix
Let $\Phi$ be an UWMSE architecture with $K$ layers. Also, let $H = H + E$ be two channel matrices with $\|E\|_2 \leq C\epsilon$ for some $C < \infty$. To do this, we bound the UWMSE output $v_i^{(k)}$ for all $i$ at each iteration $k$, as stated in the following result.

**Proposition 1**

Let $H$ be a Geometric-Rayleigh fading channel model for $K$ layers. Also, let $H = H + E$ be two channel matrices with $\|E\|_2 \leq C\epsilon$ for all transceiver pairs $i$ and $j$. Then, for every node $i$ at any arbitrary layer $k$, it holds that

$$|v_i^{(k)} - \tilde{v}_i^{(k)}| \leq \frac{1}{|D_i^{(k)}|} \left( E_1^{(k)} + E_2^{(k)} \right),$$

where, $D_i^{(k)} = \sum_j h_i^2(\tilde{v}_i^{(k)})^2 a_j^{(k)}$, $N_i^{(k)} = \tilde{a}_i^{(k)} \tilde{h}_i v_i^{(k)}$, and $D_{\tilde{v}_i}^{(k)} = \sum_j h_j^2(\tilde{v}_i^{(k)})^2 a_j^{(k)}$. Further, under certain system-level simplifying assumptions (to be specified in Remark 1), $E_1^{(k)}$ and $E_2^{(k)}$ can be obtained as,

$$E_1^{(k)} = \left| N_i^{(k)} - N_i^{(k)} \right| = \frac{h_i^2}{\sqrt{D_i^{(k)}}} \left( |v_i^{(k-1)} - \tilde{v}_i^{(k-1)}| + \frac{h_i^2}{\sqrt{D_i^{(k)}}} \left| a_i^{(k)} \left( v_i^{(k-1)} - \tilde{v}_i^{(k-1)} \right) \right| + \ell(\epsilon, v_i^{(k)}, D_{\tilde{v}_i}^{(k)}, \tilde{a}_i^{(k)}) + O(\epsilon^2 + \epsilon^3 + \ldots) \right).$$

$$E_2^{(k)} = \frac{h_i^2}{\sqrt{D_i^{(k)}}} \left| D_{\tilde{v}_i}^{(k)} - D_{\tilde{v}_i}^{(k)} \right| = \sum_j |h_{ij}| \left[ \frac{h_j^2}{\sqrt{D_j^{(k)}}} \left( |v_j^{(k-1)} - \tilde{v}_j^{(k-1)}| + \frac{h_j^2}{\sqrt{D_j^{(k)}}} \left| a_j^{(k)} \left( v_j^{(k-1)} - \tilde{v}_j^{(k-1)} \right) \right| + \ell(\epsilon, v_j^{(k)}, D_{\tilde{v}_i}^{(k)}, \tilde{a}_j^{(k)}) + O(\epsilon^2 + \epsilon^3 + \ldots) \right),$$

where $\ell(\cdot, \cdot)$ are linear terms on $\epsilon$ whose exact forms are omitted for simplicity.

A proof of the proposition is provided in the Appendix. The above result provides an upper bound on the per-layer variation of UWMSE’s output. This upper bound is composed of multiple factors, including strengths of perturbed channels, given by $N_i^{(k)}$, interference components, given by $D_i^{(k)}$, $D_{\tilde{v}_i}^{(k)}$, and also the layer-wise errors $(E_1^{(k)}, E_2^{(k)})$. In addition to being functions of the input perturbation $\epsilon$, $E_1^{(k)}$ and $E_2^{(k)}$ depend also directly on errors accumulating from the previous layers. These layer-wise errors essentially quantify the absolute change in channel strengths and interference components which directly impact the power allocation process – due to input perturbation and thus play a key role in defining an upper bound, albeit loose, on the change in $v_i^{(k)}$ at any $k$.

A special case arises for number of layers $K = 1$, where inputs $v_i^{(0)} = \tilde{v}_i^{(0)} = \sqrt{\max}$. This is formalized in the following corollary.

**Corollary 1.1**

If $K = 1$, then for all $i$, $E_1^{(k)}$ and $E_2^{(k)}$ reduce to

$$E_1^{(k)} = \frac{h_i^4}{\sqrt{D_i^{(k)}}} \left( \frac{a_i^{(k)} - \tilde{a}_i^{(k)}}{D_{\tilde{v}_i}^{(k)}} \right) + \ell(\epsilon, v_i^{(k)}, D_{\tilde{v}_i}^{(k)}, \tilde{a}_i^{(k)}) + O(\epsilon^2 + \epsilon^3 + \ldots)$$

$$E_2^{(k)} = \sum_j |h_{ij}| \left( \frac{h_{ij}^2}{\sqrt{D_{\tilde{v}_i}^{(k)}}} \left( \frac{a_i^{(k)} - \tilde{a}_i^{(k)}}{D_{\tilde{v}_i}^{(k)}} \right) + \ell(\epsilon, h_{ij}, D_{\tilde{v}_i}^{(k)}, \sqrt{\max}, \tilde{a}_i^{(k)}) + O(\epsilon^2 + \epsilon^3 + \ldots) \right).$$

Clearly, the expressions for the propagation errors reduce to more amenable forms when $K = 1$ but become progressively involved as $K$ increases. Nevertheless, the simplified expressions are of definite importance due to their explicit dependencies on variations in the learnable parameters $a_i^{(k)}$. It can be shown [30 Thm. 4] that $a_i^{(k)} - \tilde{a}_i^{(k)} = \Psi(H; \theta_a^{(k)}) - \Psi(H; \theta_a^{(k)})$ for all $k$ under the conditions that $\Psi$ is a GNN architecture and $\|H - \tilde{H}\|_2 \leq \epsilon$ which are both satisfied in this case. Therefore, for $K = 1$, the upper bounds for the propagation errors depend majorly on the characteristics of the neural network architecture $\Psi$. Intuitively, the error in the first layer can be primarily attributed to the learnable components since the error due to unfolding can only accumulate with an increase in the number of layers. A similar result also holds for $b_i^{(k)} = \Psi(H; \theta_b^{(k)})$. However, under the simplifying assumptions used in Proposition 1 (and detailed below in Remark 1), the effect of parameter $b_i^{(k)}$ in the propagation errors can be neglected.

**Remark 1 (Simplifying assumptions)** While the above results offer useful insights into the error propagation mechanism across the layers of UWMSE, it is also important to analyze the key simplifying assumptions under which these results are valid. Firstly, we assume that the system operates in the high SNR regime which renders the noise variance $\sigma^2 \approx 0$ in (9). This is the preferred analytical setup for power allocation methods on account of the more challenging interference-management scenario that it offers. Secondly, we reformulate (7) to

$$u_i^{(k)} = a_i^{(k)} + b_i^{(k)} u_i^{(k-1)} v_i^{(k-1)},$$

where $(a_i^{(k)}, b_i^{(k)})$ are design choices, the update step is reduced to

$$u_i^{(k)} = 1 + a_i^{(k)} u_i^{(k-1)} v_i^{(k-1)},$$

Since it can be empirically shown that $u_i^{(k)} h_i v_i^{(k-1)} \leq 1$, the above is achieved using the Taylor’s expansion of $(1 - u_i^{(k)} h_i v_i^{(k-1)})^{-1}$. Further, by enforcing $a_i^{(k)} + b_i^{(k)} = 1$ as a design choice, the update step is reduced to

$$u_i^{(k)} = 1 + a_i^{(k)} u_i^{(k-1)} v_i^{(k-1)},$$

Finally, we assume that $D_{\tilde{v}_i}^{(k)} \approx D_{\tilde{v}_i}^{(k)}$. While this may appear to be an unreasonable assumption at first, careful consideration of $D_{\tilde{v}_i}^{(k)} = \sum_j h_j^2(\tilde{v}_i^{(k)})^2$ reveals that $D_{\tilde{v}_i}^{(k)} = \sum_j h_j^2(\tilde{v}_i^{(k)})^2 + O(\epsilon^2)$, and this last term can be neglected for small $\epsilon$. And, for constrained power allocations, wherein the input $u_i^{(k-1)}$ to each step is bounded by $\alpha(\cdot)$ which is usually a tight bound as $p_{\max}$ tends to be small in real-world scenarios, the difference between $\tilde{v}_i^{(k-1)}$ and $v_i^{(k-1)}$ is not too big and our assumption is reasonably justified.

**5. NUMERICAL EXPERIMENTS**

We choose a Geometric-Rayleigh fading channel model for our experiments. Identical to [23][31], transmitters and receivers are dropped uniformly at random in a bounded geometric space and the corresponding channel coefficients are proportional to the inverse of the distance between pairs of transceivers and a fading component sampled from a Rayleigh distribution. For training, we follow the operating conditions as described in [31].
For evaluation, we generate a test set consisting of 10,000 i.i.d. channel realizations. The element-wise perturbations are sampled from a standard normal distribution $\mathcal{N}(0,1)$ and clipped at an absolute maximum of 0.005. We now provide an empirical validation of Proposition 1 and then present a comparison of UWMMSE with established baselines in terms of variations in output with respect to identically generated inputs.

**Empirical validation.** For validating Proposition 1, we choose to compare the theoretical upper bound (excluding the $\ell(\cdot)$ and the $O(e^x + \ldots)$ terms) for each node in the test set with the observed error. Figure (a) shows a 3-D plot for a randomly chosen H from the test set, perturbed with $|\epsilon| \leq 0.005$. Clearly, the upper bound is satisfied by the majority of the 20 nodes in the network at each of the 4 unfolded layers. While the upper bound appears quite loose for a small set of nodes, it shows a tight fit for a sizeable section of nodes, given the resolution. To verify this further, we plot a histogram of differences between RHS and LHS of (9) for 800k test nodes (10,000 realizations of H with 20 nodes at each of the 4 unrolled layers) in Figure (b). Here, we observe that for about 66% of the nodes the upper bound is satisfied with a margin close to 0.0 indicating tight fit, while about 30% exhibit a loose fit with margin greater than 2.0. More importantly, the number of violations (attributable to ignoring the higher order terms) is just about 4%. This shows the empirical validity of the established bounds even under simplifying assumptions.

**Performance comparison.** Here, we compare multiple power allocation algorithms in terms of stability and performance. For evaluating stability, we choose the normalized variation in their final output as the metric. Formally, this is given by $\frac{\|\Phi(\mathbf{F}) - \Phi(\mathbf{H})\|_2}{\|\Phi(\mathbf{F})\|_2}$. Performance comparison is given in terms of sum-rate utility $[7]$. For this comparison, we choose MLP [13], IGCNet [12], WMMSE [7] and its truncated version (Tr-WMMSE), which has the same number of iterations as the number of layers in UWMMSE [14]. Although this is not an exhaustive list of available power allocation algorithms, these methods cover the entire spectrum of connectionist and classical methods and are also a subset of the common baselines that UWMMSE was originally compared against [31]. We note that this study does not include REGNN [18] (a common baseline) since it uses a probabilistic policy for power allocation and our analysis in its current form is not suited for one-to-many mappings between unperturbed inputs and outputs.

As shown in Figure (c), the mean normalized output variation of the hybrid UWMMSE lies somewhere in the middle of IGCNet, which is a purely connectionist method and the classical WMMSE. This indicates a trade-off such that IGCNet, being purely data-driven, is slightly more prone to high variance w.r.t changes in input while WMMSE having a strong structural bias inherent to the classical update structure, is a little more stable. At the same time, MLP, in spite of being purely data-driven, shows the least variation (≈ 0). But its poor sum-rate performance (blue curve) proves that it is inadequate to capture the complexities of the power allocation process. These observations indicate that connectionist methods often find it challenging to balance the bias-variance trade-off required for accurate learning. Tr-WMMSE exhibits maximum stability among the rest and stability decreases as more iterations are added to reach the full WMMSE, thus illustrating the per-layer error propagation. UWMMSE, in spite of having as many layers as Tr-WMMSE, accumulates more error due to its embedded GCN [29] based learning modules. However, it achieves a mean sum-rate performance that is significantly better than all other methods and even marginally surpasses that of near-optimal WMMSE for this test-set, thus proving the superiority of hybrid algorithms.

6. CONCLUSIONS

We studied the stability properties of the UWMMSE power allocation algorithm. The main contribution of this work is a theoretical analysis that aims to establish an upper bound on the variation in per-layer output of UWMMSE w.r.t bounded variation in its input. This analysis provides useful insights into the operational structure of a superior class of hybrid methods. The theoretical results are also emphasized using supporting empirical evidence. We further demonstrate the effectiveness of UWMMSE by an experimental comparison of the variation in its final output with that of other state-of-the-art methods. Current work involves extending this analysis to more realistic perturbation models and adversarial scenarios.
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Appendix

Proof of Proposition 1:

Let $v_i^{(k)} = \Phi(H; \Theta)$ and $\tilde{v}_i^{(k)} = \Phi(\tilde{H}; \Theta)$. Then, from Eq. (8).

$$|v_i^{(k)} - \tilde{v}_i^{(k)}| \leq \alpha \left( \sum_j h_j^{(k)} u_i^{(k)} w_j^{(k)} \right) + \alpha \left( \sum_j \tilde{h}_j^{(k)} \tilde{u}_i^{(k)} \tilde{w}_j^{(k)} \right)$$

since $\alpha$, being a clipping non-linearity, is 1-lipschitz continuous

$$\leq \frac{N_{v_i^{(k)}}}{D_{v_i^{(k)}}} - \frac{N_{\tilde{v}_i^{(k)}}}{D_{\tilde{v}_i^{(k)}}}$$

where $N$ and $D$ represent the numerators and the denominators from the previous step

$$\leq \left\{ \left| \frac{N_{v_i^{(k)}} - N_{\tilde{v}_i^{(k)}}}{D_{v_i^{(k)}}} \right| \right\}$$

Now solving one fraction at a time,

$$\frac{N_{v_i^{(k)}} - N_{\tilde{v}_i^{(k)}}}{D_{v_i^{(k)}}}$$

$$\leq \left| \frac{u_i^{(k)} h_i u_i^{(k)} - \tilde{v}_i^{(k)} \tilde{h}_i \tilde{w}_i^{(k)}}{D_{v_i^{(k)}}} \right|$$

$$\leq \left| \frac{u_i^{(k)} h_i \{ a_i + b_i + a_i h_i u_i^{(k)} v_i^{(k-1)} \} - \tilde{v}_i^{(k)} \tilde{h}_i \{ \tilde{a}_i + \tilde{b}_i + \tilde{a}_i \tilde{h}_i \tilde{u}_i^{(k)} \tilde{v}_i^{(k-1)} \}}{D_{v_i^{(k)}}} \right|$$

since $u_i h_i v_i < 1$, $w_i \approx a_i(1 + u_i h_i v_i) + b_i$ by Taylor’s expansion

$$\leq \left| \frac{u_i^{(k)} h_i \{ 1 + a_i h_i u_i^{(k)} v_i^{(k-1)} \} - \tilde{v}_i^{(k)} \tilde{h}_i \{ 1 + \tilde{a}_i \tilde{h}_i \tilde{u}_i^{(k)} \tilde{v}_i^{(k-1)} \}}{D_{v_i^{(k)}}} \right|$$

$a_i + b_i$ can be made 1 by design

For the low-noise regime that we consider, channel noise variance $\sigma^2 \approx 0$. Therefore, $u_i^{(k)} = \frac{h_i v_i^{(k-1)}}{D_{u_i^{(k)}}}$ where $D_{u_i^{(k)}} = \sum_j h_j^{(k)} v_j^{(k-1)} v_j^{(k-1)}$.

Again, assuming $D_{u_i^{(k)}} = D_{\tilde{u}_i^{(k)}}$

$$\leq \left| \frac{h_i^2 v_i^{(k-1)} - \tilde{h}_i^2 \tilde{v}_i^{(k-1)}}{D_{u_i^{(k)}} D_{\tilde{u}_i^{(k)}}} + \left| \frac{a_i^{(k)} h_i^4 (v_i^{(k-1)})^3 - \tilde{a}_i^{(k)} \tilde{h}_i^4 (\tilde{v}_i^{(k-1)})^3}{D_{u_i^{(k)}}^2 D_{\tilde{u}_i^{(k)}}} \right| \right\}$$

$$\leq \left\{ \left| \frac{h_i^2 v_i^{(k-1)} - \tilde{h}_i^2 \tilde{v}_i^{(k-1)}}{D_{u_i^{(k)}} D_{\tilde{u}_i^{(k)}}} + \left| \frac{1}{D_{u_i^{(k)}}^2} \right| a_i^{(k)} h_i^4 (v_i^{(k-1)})^3 - \tilde{a}_i^{(k)} \tilde{h}_i^4 (\tilde{v}_i^{(k-1)})^3 \right\}$$

$$\leq \left\{ \left| \frac{h_i^2 v_i^{(k-1)} - \tilde{h}_i \tilde{v}_i^{(k-1)}}{D_{u_i^{(k)}} D_{\tilde{u}_i^{(k)}}} + \left| \frac{h_i^2}{D_{u_i^{(k)}}^{(k)}} \right| a_i^{(k)} (v_i^{(k-1)})^3 - \tilde{a}_i^{(k)} (\tilde{v}_i^{(k-1)})^3 \right\}$$

since $\tilde{h}_i = h_i + \epsilon_i$

$$\leq \left\{ \left| \frac{h_i^2}{D_{u_i^{(k)}} D_{\tilde{u}_i^{(k)}}} \right| a_i^{(k)} (v_i^{(k-1)})^3 - \tilde{a}_i^{(k)} (\tilde{v}_i^{(k-1)})^3 \right\}$$

since $\tilde{h}_i = h_i + \epsilon_i$

$$\left\{ \left| \frac{2}{D_{u_i^{(k)}} D_{\tilde{u}_i^{(k)}}} \right| h_i \epsilon_i v_i^{(k-1)} + \left| \frac{2}{D_{u_i^{(k)}}} \right| h_i^3 \epsilon_i a_i (v_i^{(k-1)})^3 + O(\epsilon^2 + \epsilon^3 + \ldots) \right\}$$

$$\left\{ \left| \frac{2}{D_{u_i^{(k)}} D_{\tilde{u}_i^{(k)}}} \right| h_i \epsilon_i v_i^{(k-1)} + \left| \frac{2}{D_{u_i^{(k)}}} \right| h_i^3 \epsilon_i a_i (v_i^{(k-1)})^3 + O(\epsilon^2 + \epsilon^3 + \ldots) \right\}$$

since $\tilde{h}_i = h_i + \epsilon_i$
And,
\[
\left| \frac{N^{(k)}_{v_i}}{D^{(k)}_{v_i}} \right| \left| \frac{D^{(k)}_{v_i} - D^{(k)}_{\tilde{v}_i}}{D^{(k)}_{v_i}} \right| \leq \left| \frac{N^{(k)}_{v_i}}{D^{(k)}_{v_i}} \right| \sum_j h_j^2 \left( u_j^{(k)} \right)^2 w_j^{(k)} - \tilde{h}_j^2 \left( \tilde{u}_j^{(k)} \right)^2 \tilde{w}_j^{(k)}
\]
Expanding as in the previous case with the assumption that \(D^{(k)}_{u_i} = D^{(k)}_{\tilde{u}_i} \),
\[
\leq \left| \frac{N^{(k)}_{v_i}}{D^{(k)}_{v_i}} \right| \sum_j \left[ \frac{h_j^2}{D^{(k)}_{v_i}} \left| v_j^{(k-1)} - \tilde{v}_j^{(k-1)} \right| \right]
+ \left\{ \frac{1}{D^{(k)}_{v_i}} \left| h_j \left( h_j \epsilon_{ji} + 2h_{jj} \epsilon_{jj} \right) v_j^{(k-1)} \right| \right\} + \left\{ \frac{1}{D^{(k)}_{u_i}} \left| h_j \left( h_j \epsilon_{ji} + 2h_{jj} \epsilon_{jj} \right) v_j^{(k-1)} \right| \right\} + O(\epsilon^2 + \epsilon^3 + \ldots)
\]
Combining both,
\[
\left| v_i^{(k)} - \tilde{v}_i^{(k)} \right| \leq \left\{ \frac{1}{D^{(k)}_{v_i}} \left| \frac{N^{(k)}_{v_i}}{D^{(k)}_{v_i}} - D^{(k)}_{v_i} \right| \right\} + \left\{ \frac{1}{D^{(k)}_{v_i}} \left| \frac{N^{(k)}_{v_i}}{D^{(k)}_{v_i}} \right| \right\}
\]
\[
E_{1i} = \frac{h_i^2}{D^{(k)}_{v_i}} \left| v_i^{(k-1)} - \tilde{v}_i^{(k-1)} \right| + \frac{h_i^2}{D^{(k)}_{v_i}} \left| a_i^{(k)} \left( v_i^{(k-1)} \right)^3 - \tilde{a}_i^{(k)} \left( \tilde{v}_i^{(k-1)} \right)^3 \right|
\]
\[
E_{2i} = \sum_j \left[ \frac{h_j^2}{D^{(k)}_{v_i}} \left| v_j^{(k-1)} - \tilde{v}_j^{(k-1)} \right| + \frac{h_j^2}{D^{(k)}_{v_i}} \left| a_j^{(k)} \left( v_j^{(k-1)} \right)^3 - \tilde{a}_j^{(k)} \left( \tilde{v}_j^{(k-1)} \right)^3 \right| \right]
\]
Representing the linear terms by \(\ell(\epsilon, \cdot)\), we get the desired result.