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Abstract. In the 1970s Deuber introduced the notion of \((m, p, c)\)-sets in \(\mathbb{N}\) and showed that these sets are partition regular and contain all linear partition regular configurations in \(\mathbb{N}\). In this paper we obtain enhancements and extensions of classical results on \((m, p, c)\)-sets in two directions. First, we show, with the help of ultrafilter techniques, that Deuber’s results extend to polynomial configurations in abelian groups. In particular, we obtain new partition regular polynomial configurations in \(\mathbb{Z}^d\). Second, we give two proofs of a generalization of Deuber’s results to general commutative semigroups.

We also obtain a polynomial version of the central sets theorem of Furstenberg, extend the theory of \((m, p, c)\)-systems of Deuber, Hindman and Lefmann and generalize a classical theorem of Rado regarding partition regularity of linear systems of equations over \(\mathbb{N}\) to commutative semigroups.

1. Introduction

The main goal of this paper is to obtain new polynomial and multidimensional generalizations of Ramsey-theoretical results due to R. Rado [23] and W. Deuber [10]. To put our results into perspective, we will start the discussion by briefly reviewing some of the relevant classical results.

Some familiar results of Ramsey theory can be formulated as results about partition regularity of homogeneous systems of equations. For example, the celebrated van der Waerden theorem [26], which states that, for any finite coloring \(\mathbb{N} = \bigcup_{i=1}^{r} C_i\), one of the \(C_i\) contains arbitrarily long arithmetic progressions \(\{x, x+d, \ldots, x+(k-1)d\}\), \(d \neq 0\), can be formulated as follows.

**Theorem 1.1.** For any finite coloring of \(\mathbb{N} = \{1, 2, \ldots\}\) and for any \(k \in \mathbb{N}\) there exists a monochromatic solution of the system

\[ x_2 - x_1 = x_3 - x_2 = \cdots = x_k - x_{k-1} \neq 0. \] (1)

A slightly stronger theorem, due to A. Brauer [9], states that one can actually guarantee that the difference \(d\) of the monochromatic progression \(\{x, x+d, \ldots, x+(k-1)d\}\) appearing in van der Waerden’s theorem is also of the same color. Since \(x, d, x+d\) satisfy the equation \(x + y = z\), it follows that Brauer’s theorem is a simultaneous extension of Schur’s theorem [25] (which states that \(x + y = z\) is a partition regular equation over \(\mathbb{N}\)) and van der Waerden’s theorem. Here is a formulation of Brauer’s theorem in the language of partition regularity of systems of homogeneous equations.
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Theorem 1.2. For any \( k \in \mathbb{N} \), the system
\[
\begin{aligned}
x_2 - x_1 &= x_0 \\
&\vdots \\
x_k - x_{k-1} &= x_0
\end{aligned}
\] (2)
is partition regular, meaning that, for any partition \( \mathbb{N} = \bigcup_{i=1}^{r} C_i \), one of the \( C_i \) contains a solution \((x_0, x_1, \ldots, x_k)\) of (2).

In his fundamental paper [23], R. Rado established a necessary and sufficient condition for partition regularity of the system \( Cx = 0 \), where \( C \) is a \( k \times n \) matrix with integer entries and \( x \) is an \( n \)-dimensional vector. For the formulation of Rado’s theorem see Section 7 below.

In 1973, W. Deuber (who was Rado’s student) offered a new approach to partition regularity of homogeneous systems of linear equations [10]. The main novelty of Deuber’s approach was the introduction of a family of configurations, the so-called \((m, p, c)\)-sets defined in Definition 1.6 below. On the one hand, these configurations can always be found in one cell of a partition of \( \mathbb{N} \), while on the other they contain solutions of homogeneous partition regular systems of equations.

Definition 1.3. Let \( m, p, c \in \mathbb{N} \) and let \( s = (s_0, \ldots, s_m) \in (\mathbb{Z} \setminus \{0\})^{m+1} \). The \((m, p, c)\)-set generated by \( s \) is the set
\[
D(m, p, c; s) = \left\{ cs_0, \quad i s_0 + cs_1, \quad i s_0 + j s_1 + cs_2, \quad \vdots \quad i_0 s_0 + \cdots + i_{m-1} s_{m-1} + cs_m, \quad i_{m-1}, i_0 \in \{-p, \ldots, p\} \right\}
\]
The following theorem summarizes Deuber’s results from [10].

Theorem 1.4.

(1) For any \( m, p, c \in \mathbb{N} \) and any finite partition \( \mathbb{N} = \bigcup_{i=1}^{r} C_i \), one of the \( C_i \) contains an \((m, p, c)\)-set for some \( s \in \mathbb{N}^{m+1} \).

(2) For any \( m, p, c, r \in \mathbb{N} \), there exist \( M, P, C \in \mathbb{N} \) such that for any \( S \in \mathbb{N}^{M+1} \) and any \( r \)-coloring of \( D(M, P, C; S) \), there exists \( s \in \mathbb{N}^{m+1} \) such that \( D(m, p, c; s) \) is monochromatic.

Theorem 1.4 contains as special cases several classical Ramsey-theoretical results:

Example 1.5.

(1) Schur’s theorem (stated above). Indeed, any \((1, 1, 1)\)-set contains elements \( s_0, s_1, s_0 + s_1 \).

(2) Brauer’s theorem (Theorem 1.2 above). Indeed, any \((1, k, 1)\)-set contains elements \( s_0, s_1, s_1 + s_0, \ldots, s_1 + k s_0 \) which satisfy (2). As a consequence, van der Waerden’s theorem also follows from Deuber’s result.

(3) Folkman’s theorem [14], stating that for any finite coloring of \( \mathbb{N} \) there exists a set \( A \) of arbitrary finite cardinality such that the set \( FS(A) := \{ i \in B \mid B \neq \emptyset \subset A \} \) is monochromatic. \( FS(A) \) is contained in a \((m, 1, 1)\)-set, where \( m + 1 \) is the cardinality of \( A \).

The theorems mentioned in Example 1.5 also follow from Rado’s criterion [23] for partition regularity of a system of linear equations (see Theorem 7.2 below)
although not as immediately. In fact Deuber proved that a set \( A \subseteq \mathbb{N} \) contains an \((m,p,c)\)-set for every \( m,p,c \in \mathbb{N} \) if and only if \( A \) contains a solution to every partition regular system of the form \( Cx = 0 \).

Deuber’s approach allowed him to confirmed a conjecture of Rado, stated in [23]. To formulate Rado’s conjecture, call a set \( A \subseteq \mathbb{N} \) **rich** if it contains a solution to every partition regular homogeneous system of linear equations. One can reformulate Rado’s theorem as “for any finite partition of \( \mathbb{N} \), one of the cells is rich”. Rado’s conjecture stated that for any finite partition of a rich set, one of the cells is still rich; this conjecture follows from part (2) of Theorem 1.4.

We will see below that Theorem 1.4 can be significantly generalized in two ways. On the one hand, we will see that results similar to Theorem 1.4 can be proved for general countable commutative semigroups (see Theorem 1.7 below). On the other hand, in the case of countable abelian groups, part (1) of Theorem 1.4 admits a polynomial generalization (see Theorem 1.8 below). These generalizations hinge on a broadening of the notion of \((m,p,c)\)-sets (see Definition 3.1 and the discussion that follows it in Section 3). The following definition, which is a special case of Definition 3.1, gives the flavor of the idea behind generalized \((m,p,c)\)-sets.

**Definition 1.6.** Let \( m,d \in \mathbb{N} \), let \( c : \mathbb{Z}^d \to \mathbb{Z}^d \) be an additive homomorphism, and let \( \bar{F} = \{F_1, \ldots, F_m\} \) be an \( m\)-tuple\(^1\) where for each \( i = 1, \ldots, m \), \( F_i \) is a finite family of polynomial functions of the form \( f : \mathbb{Z}^d \to \mathbb{Z}^d \) such that \( f(0) = 0 \). Finally, let \( s = (s_0, \ldots, s_m) \in (\mathbb{Z}^d \setminus \{0\})^{m+1} \). Then the \((m,\bar{F},c)\)-set generated by \( s \) is defined by

\[
D(m,\bar{F},c;s) := \begin{cases}
    c(s_0), & f \in F_1 \\
    f(s_0) + c(s_1), & f \in F_2 \\
    f(s_0, s_1) + c(s_2), & f \in F_3 \\
    \vdots & \vdots \\
    f(s_0, \ldots, s_{m-1}) + c(s_m), & f \in F_m
\end{cases}
\]

Note that, when \( d = 1 \) and when all the polynomials are linear, Definition 1.6 reduces to Definition 1.3. Indeed, given a triple \((m,p,c) \in \mathbb{N}^3\) one can let \( \bar{c} \) be the map defined by \( \bar{c} : x \mapsto cx \) for each \( x \in \mathbb{Z} \) and, for each \( j = 1, \ldots, m \), let \( F_j \) be the set of all maps \( x \mapsto (x, \xi) \) with \( \xi \in \{-p, \ldots, p\}^j \) and \( x \in \mathbb{Z}^j \). Finally make \( \bar{F} = (F_1, \ldots, F_m) \). Then an \((m,p,c)\)-set is a \((m,\bar{F},\bar{c})\)-set.

The following is a multidimensional generalization of Theorem 1.4. The first (resp. second) part of Theorem 1.7 is a special case of the more technical Corollary 3.7 (resp. Theorem 3.14), which is proved in Section 4 (resp. 5), and extends the first (resp. second) part of Theorem 1.4.

**Theorem 1.7.** Let \( d,m \in \mathbb{N} \), let \( c : \mathbb{Z}^d \to \mathbb{Z}^d \) be a scalar homomorphism (i.e. \( c(x_1, \ldots, x_d) = (ax_1, \ldots, ax_d) \) for some \( a \in \mathbb{Z} \setminus \{0\} \)) and let \( \bar{F} = (F_1, \ldots, F_m) \) be an \( m\)-tuple where, for each \( i = 1, \ldots, m \), \( F_i \) is a finite family of homomorphisms from \((\mathbb{Z}^d)^i\) to \( \mathbb{Z}^d \).

1. For any finite partition \( \mathbb{Z}^d = \bigcup_{i=1}^m C_i \), one of the \( C_i \) contains \( D(m,\bar{F},c;s) \) for some \( s = (s_0, \ldots, s_m) \in (\mathbb{Z}^d \setminus \{0\})^{m+1} \).

\(^1\)Throughout this paper, we use the arrow notation \( \bar{F} \) for tuples of sets of functions. For tuples of semigroup elements \((s_1, \ldots, s_d) \in G^d\) we will use boldface: \( s = (s_1, \ldots, s_d) \).
(2) For any \( r \in \mathbb{N} \), there exist \( M \in \mathbb{N} \), a scalar homomorphism \( C : \mathbb{Z}^d \to \mathbb{Z}^d \) and an \( M \)-tuple \( \vec{H} = (H_1, \ldots, H_M) \) where \( H_i \) is a finite family of homomorphisms from \( \mathbb{Z}^d \) to \( \mathbb{Z}^d \) such that for any \( S \in (\mathbb{Z}^d \setminus \{0\})^{M+1} \) and any \( r \)-coloring of \( D(M, \vec{H}, C, S) \), there exists \( s \in (\mathbb{Z}^d \setminus \{0\})^{n+1} \) such that \( D(m, \vec{F}, c; s) \) is a subset of \( D(M, \vec{H}, C, S) \) and is monochromatic.

We remark that when all the homomorphisms are scalar, Theorem 1.7 can be derived from [11].

The following result, which is a special case of part (2) of Corollary 3.7 below, can be viewed as a polynomial extension of part (1) of Theorem 1.4.

**Theorem 1.8.** Let \( d, m \in \mathbb{N} \) and, for each \( i = 1, 2, \ldots, m \) let \( F_i \) be a finite set of polynomials of the form \( f : (\mathbb{Z}^d)^i \to \mathbb{Z}^d \) such that \( f(0) = 0 \). Let \( \vec{F} = (F_1, \ldots, F_m) \) and let \( c : \mathbb{Z}^d \to \mathbb{Z}^d \) be a scalar homomorphism. For any finite coloring of \( \mathbb{Z}^d \), there exists \( s \in (\mathbb{Z} \setminus \{0\})^{m+1} \) such that the set \( D(m, \vec{F}, c; s) \) is monochromatic.

Van der Waerden’s theorem was generalized to higher dimensions by T. Grünwald (Galai)\(^2\). The following corollary is a simultaneous generalization of Brauer’s theorem and of the multidimensional extension of van der Waerden’s theorem. (It will be proved in Section 3 after Corollary 3.7).

**Corollary 1.9.** Let \( d \in \mathbb{N} \) and let \( f : \mathbb{N}^d \to \mathbb{N} \) be a semigroup homomorphism\(^3\) (here \( \mathbb{N} \) is a shorthand for \( (\mathbb{N}, +) \)). For any finite partition of \( \mathbb{N}^d \) and any \( k \in \mathbb{N} \) there exist \( a, b \in \mathbb{N}^d \) such that the set

\[
\{b\} \cup \left\{a + (i_1 f(b), \ldots, i_d f(b)) : 0 \leq i_1, \ldots, i_d \leq k\right\}
\]

is contained in a single cell of the partition.

Observe that when \( d = 1 \) this result reduces to Brauer’s theorem.

A polynomial generalization of the multidimensional van der Waerden theorem was established in [6]. An immediate corollary of Theorem 1.8 (corresponding to \( m = 1 \)) is the following common generalization of Brauer’s theorem and the multidimensional polynomial van der Waerden theorem.

**Corollary 1.10.** Let \( d \in \mathbb{N} \) and let \( F \) be a finite set of polynomials \( f : \mathbb{Z}^d \to \mathbb{Z} \) such that \( f(0) = 0 \). For any finite partition of \( \mathbb{Z}^d \) there exist \( a, b \in (\mathbb{Z} \setminus \{0\})^d \) such that the set

\[
\{b\} \cup \left\{a + (f_1(b), \ldots, f_d(b)) : f_1, \ldots, f_d \in F\right\}
\]

is contained in a single cell of the partition.

This corollary can also be deduced from [8, Theorem 0.11]. For \( m = 2 \) Theorem 1.8 (and the more general Corollary 3.7) provide new classes of partition regular finite configurations. For example, it follows from Theorem 1.8 that for any finite coloring of \( \mathbb{N} \) there exists a monochromatic quadruple \( \{x, y + x^2, z, z + y^2\} \). To see this, apply Theorem 1.8 with \( d = 1 \), \( m = 2 \), \( F_1 \) containing only the polynomial \( x \mapsto x^2 \) and \( F_2 \) comprised of the polynomials \( (x, y) \mapsto 0 \) and \( (x, y) \mapsto y^2 \).

\(^2\)R. Rado attributed this result to G. Grünwald in [24, p. 123]. Rado, however, had in mind T. Grünwald who never published his proof and later changed his name to Galai. (Géza Grünwald was a talented young Hungarian analyst who was murdered in 1943, see http://www.math.technion.ac.il/hat/people/obits).

\(^3\)Here and in the rest of this paper, a semigroup homomorphism is a map \( f : G \to H \), where \( G \) and \( H \) are commutative semigroups, such that \( f(a + b) = f(a) + f(b) \) for all \( a, b \in G \).
A more general corollary of Theorem 1.8 is the following result, which involves a “chain of configurations” of the form \( \{x, y, x + f(y)\} \) where \( f \) is a polynomial.

**Corollary 1.11.** Let \( k \in \mathbb{N} \) and let \( f_1, \ldots, f_k \in \mathbb{Z}[x] \) be polynomials with \( f_i(0) = 0 \). Then for any finite coloring of \( \mathbb{Z} \) there exist \( x_0, x_1, \ldots, x_k, a_1, a_2, \ldots, a_k \in \mathbb{Z} \setminus \{0\} \), all with the same color, satisfying

\[
\begin{align*}
    a_1 - x_1 &= f_1(x_0) \\
    a_2 - x_2 &= f_2(x_1) \\
    & \vdots \\
    a_k - x_k &= f_k(x_{k-1})
\end{align*}
\]

Corollary 1.11 follows from Theorem 1.8 by putting \( d = 1 \), \( m = k \) and, for each \( i = 1, \ldots, k \), letting \( F_i \) consist of the zero polynomial and the polynomial \( (x_0, \ldots, x_{i-1}) \mapsto f_i(x_{i-1}) \).

Another new result obtained in this paper is a polynomial extension of Furstenberg’s central sets theorem [15, Proposition 8.21] which is of independent interest (see Theorem 4.10 below) and is essential to the proofs of some combinatorial results below. We postpone its formulation to a later section as it requires some additional definitions to state. Other important tools employed in our proofs include the polynomial Hales-Jewett theorem [6] and the IP-polynomial Szemerédi theorem [8].

The paper is organized as follows. In Section 2 we review the necessary background material. In Section 3 we give precise definitions and formulations of our results. In Sections 4 and 5 we prove our generalizations of Theorem 1.4, namely Corollary 3.7 and Theorem 3.14. In Section 6 we extend results of Deuber, Hindman and Lefmann on \((m, p, c)\)-systems, which are common extensions of Deuber’s result and Hindman’s theorem [12, 20]. Finally, in Section 7 we derive, in the spirit of Rado’s theorem, a rather general sufficient condition for partition regularity of a system of linear equations in a countable commutative semigroup.

**Acknowledgement.** The authors wish to thank Donald Robertson for multiple useful remarks on an early draft of the paper.

### 2. Preliminary

#### 2.1. IP-sets.

Given an infinite set \( X \), we denote by \( \mathcal{F}(X) \) the family of all finite non-empty subsets of \( X \), i.e., \( \mathcal{F}(X) := \{\alpha \subset X : 0 < |\alpha| < \infty\} \). We denote by \( \mathcal{F} = \mathcal{F}(\mathbb{N}) \) the family of all non-empty finite subsets of \( \mathbb{N} \). Let \( G \) be a countable commutative semigroup and let \((x_n)_{n \in \mathbb{N}} \) be an injective sequence in \( G \). For each \( \alpha \in \mathcal{F} \) define \( x_\alpha = \sum_{n \in \alpha} x_n \). The **IP-set** generated by \((x_n)_{n \in \mathbb{N}} \) is the set \( FS(x_n) = \{x_\alpha : \alpha \in \mathcal{F}\} \). Clearly \( x_\alpha + x_\beta = x_{\alpha + \beta} \) for any disjoint \( \alpha, \beta \in \mathcal{F} \). Moreover, if \((y_\alpha)_{\alpha \in \mathcal{F}} \) is any ‘sequence’ indexed by \( \mathcal{F} \) such that \( x_\alpha + x_\beta = x_{\alpha + \beta} \) for any disjoint \( \alpha, \beta \in \mathcal{F} \), then the set \( \{y_\alpha : \alpha \in \mathcal{F}\} \) is an IP-set (generated by \((y_n)_{n \in \mathbb{N}}\)). For this reason we will denote IP-sets by \((y_\alpha)_{\alpha \in \mathcal{F}} \), with the understanding that they are generated by the singletons \( y_n, n \in \mathbb{N} \).

**Definition 2.1.** Let \((x_\alpha)_{\alpha \in \mathcal{F}}, (y_\alpha)_{\alpha \in \mathcal{F}} \) be IP-sets in a countable commutative semigroup \( G \).

1. For \( \alpha, \beta \in \mathcal{F} \) we write \( \alpha < \beta \) as a shortcut to \( \max_{i \in \alpha} i < \min_{j \in \beta} j \).
2. We say that \((x_\alpha)_{\alpha \in \mathcal{F}} \) is a sub-IP-set of \((y_\alpha)_{\alpha \in \mathcal{F}} \) if there exist \( \alpha_1 < \alpha_2 < \cdots \) in \( \mathcal{F} \) such that \( x_n = y_{\alpha_n} \) for all \( n \in \mathbb{N} \).
2.2. Central sets and $D$-sets. Central sets were introduced by Furstenberg in $(\mathbb{N}, +)$ in [15]. A characterization in terms of ultrafilters was discovered later [5], and this spurred the study of central sets. For the reader’s convenience we will state some of the basic properties of ultrafilters that we will use. The reader will find missing details in [3] or [22].

Definition 2.2. A filter on a countable set $G$ is a non-empty family $p$ of subsets of $G$ such that

1. $\emptyset \notin p$.
2. If $A \in p$ and $A \subset B$ then $B \in p$.
3. If $A$ and $B$ are both in $p$ then $A \cap B \in p$.

If in addition $p$ satisfies the following condition, then $p$ is an ultrafilter.

4. $A \in p \iff (G \setminus A) \notin p$.

Remark 2.3. Equivalently, an ultrafilter is a family $p$ of subsets of $G$ such that for any finite partition of $G$, exactly one of the cells of the partition belongs to $p$.

The simplest example of an ultrafilter is that of a principal ultrafilter $p_g$ generated by a point $g \in G$ and defined by $A \in p_g \iff g \in A$. In fact, these are the only explicit examples; the existence of non principal ultrafilters needs some form of the axiom of choice.

Ultrafilters are maximal filters (with respect to the inclusion relation) and hence, by Zorn’s lemma, any filter is contained in an ultrafilter. The set of all ultrafilters on $G$ is denoted by $\beta G$ and can be identified with the Stone-Čech compactification of the (discrete) space $G$ (see, for example, Theorem 3.27 in [22]). The space $\beta G$ is a compact Hausdorff space with the topology generated by the clopen sets

$$\overline{A} := \{p \in \beta G : A \in p\} \quad \forall A \subset G \quad (4)$$

One can naturally extend the semigroup operation from $G$ to $\beta G$. When $A \subset G$ and $g \in G$ we use the notation $A - g := \{h \in G : h + g \in A\}$. Given $p, q \in \beta G$ we define

$$p + q = \{A \subset G : \{g \in G : A - g \in p\} \in q\} \quad (5)$$

The operation defined in (5) is associative (cf. Theorems 4.1, 4.4 and 4.12 in [22]) but, in general, not commutative. An ultrafilter $p \in \beta G$ is called idempotent if $p + p = p$. By a theorem of Ellis [13], any semi-continuous compact semigroup contains an idempotent, so in particular for any countable semigroup $G$ there exists an idempotent ultrafilter in $\beta G$. The interest in idempotent ultrafilters lies in the fact that any set belonging to such an ultrafilter contains an IP-set; this fact implies Hindman’s celebrated theorem [19] stating that for any finite partition of $\mathbb{N}$, one of the cells contains an IP-set (cf. [3, Sections 2 and 3]).

A right ideal in $\beta G$ is a subset $I \subset \beta G$ satisfying $I + \beta G \subset I$. By Zorn’s Lemma, there exist minimal (with respect to the inclusion relation) right ideals in $\beta G$. A minimal ultrafilter is an ultrafilter $p \in \beta G$ which belongs to some minimal right ideal. To better understand the importance of minimal ultrafilters, we need the notion of piecewise syndetic sets.

Definition 2.4. Let $G$ be a countable commutative semigroup and let $A \subset G$.

1. $A$ is a syndetic set if finitely many shifts of $A$ cover $G$. More precisely, if there exists a finite set $F \subset G$ such that $G = \bigcup_{g \in F} (A - g)$.
A is a **thick set** if it contains a shift of every finite set, i.e., if for every finite set $F \subset G$ there exists $g \in G$ such that $g + F \subset A$.

A is a **piecewise syndetic set** if it is the intersection of a thick set with a syndetic set. In other words, $A$ is a piecewise syndetic set if there exists a finite set $F \subset G$ such that the union $\bigcup_{g \in F}(A - g)$ is thick.

One can show that if $p \in \beta G$ is a minimal ultrafilter and $A \in p$, then $A$ is piecewise syndetic. Conversely, for any piecewise syndetic set $A$, there exist minimal ultrafilters $p \in \beta G$ for which $A \in p$ (see, for example, [2]). Of special importance among minimal ultrafilters are the **minimal idempotent ultrafilters** i.e. ultrafilters which are simultaneously minimal and idempotent. For any countable commutative semigroup $G$ there are minimal idempotent ultrafilters $p \in \beta G$.

**Definition 2.5.** Let $G$ be a countable commutative semigroup and let $A \subset G$. We say that $A$ is a **central set** if there exists a minimal idempotent ultrafilter $p \in \beta G$ such that $A \in p$.

Since every countable commutative semigroup has a minimal idempotent, it follows from Remark 2.3 that for every finite partition of a countable commutative semigroup, one of the cells is a central set. Central sets are important in combinatorics because they are both IP-sets and piecewise syndetic sets; the combinatorial richness possessed by central sets is best illustrated by the central sets theorem.

**Theorem 2.6 (Central sets theorem).** Let $G$ be a countable commutative semigroup, let $j \in \mathbb{N}$, let $A \subset G$ be a central set and let $(y_\alpha)_{\alpha \in \mathcal{F}}$ be an IP-set in $G^j$. Then there exists an IP-set $(x_\beta)_{\beta \in \mathcal{F}}$ in $G$ and a sub-IP-set $(z_\beta)_{\beta \in \mathcal{F}}$ of $(y_\alpha)_{\alpha \in \mathcal{F}}$ such that

$$\forall i \in \{1, \ldots, j\} \quad \forall \beta \in \mathcal{F} \quad x_\beta + \pi_i(z_\beta) \in A$$

where $\pi_i : G^j \rightarrow G$ is the projection onto the $i$-th coordinate.

This theorem was obtained by Furstenberg for the case $G = \mathbb{N}$ in [15]. In [5], Theorem 2.6 was proved for certain classes of countable commutative semigroups, and an alternative, dynamical characterization of central sets for arbitrary countable commutative semigroups was establish, which hinted at the full generality of Theorem 2.6. Theorem 2.6 was obtained in full generality in [21].

By relaxing the definition of central set one obtains the notion of a **D-set**, which was introduced in [4]. While this notion makes sense in any countable amenable semigroup, we will only consider $D$-sets in $\mathbb{Z}^n$. An ultrafilter $p \in \beta \mathbb{Z}^n$ is an **essential idempotent** if it is an idempotent ultrafilter and every $A \in p$ has positive Banach upper density, i.e.

$$d^*(A) = \sup_{\{\Pi_k\}_{k \in \mathbb{N}}} \limsup_{k \rightarrow \infty} \frac{|A \cap \Pi_k|}{|\Pi_k|} > 0$$

where the supremum is taken over all sequences of parallelepipeds

$$\Pi_k = [a_k^{(1)}, b_k^{(1)}] \times \cdots \times [a_k^{(n)}, b_k^{(n)}] \subset \mathbb{Z}^n; \ k \in \mathbb{N}$$

with $b_k^{(i)} - a_k^{(i)} \rightarrow \infty$ as $k \rightarrow \infty$ for all $1 \leq i \leq n$.

**Definition 2.7.** A set $A \subset \mathbb{Z}^n$ is a **D-set** if there exists an essential idempotent $p \in \beta \mathbb{Z}$ such that $A \in p$. 

Every piecewise syndetic set has positive Banach upper density, therefore every central set is a $D$-set. It was shown in [4] that the converse is not true. However, the central sets theorem is true under the weaker assumption that $A$ is a $D$-set [1].

Observe that, for every finite partition of $\mathbb{Z}$, one of the cells is a $D$-set.

2.3. Some results we use. In the course of our proofs we will take advantage of some powerful theorems. For the convenience of the reader we list them in this subsection, but before we need a definition.

Definition 2.8. Given a map $f : H \rightarrow G$ between countable commutative groups we say that $f$ is a polynomial map of degree 0 if it is constant. We say that $f$ is a polynomial map of degree $d$, $d \in \mathbb{N}$, if it is not a polynomial map of degree $d - 1$ and for every $h \in H$, the map $x \mapsto f(x + h) - f(x)$ is a polynomial of degree $\leq d - 1$. Finally we denote by $\mathcal{P}(G, H)$ the set of all polynomial maps $f : G \rightarrow H$ with $f(0) = 0$.

Note that homomorphisms are elements of $\mathcal{P}(G, H)$ having degree 1.

Theorem 2.9 (Multidimensional IP polynomial Szemerédi theorem, [8], Theorem 0.10). Let $n \in \mathbb{N}$, let $B \subset \mathbb{Z}^n$ have positive Banach upper density, let $j \in \mathbb{N}$ and let $(y_{a})_{a \in F}$ be an IP-set in $(\mathbb{Z}^n)^{j} = \mathbb{Z}^{nj}$. For any finite family $F \subset \mathcal{P}(\mathbb{Z}^n, \mathbb{Z}^n)$ there exist $x \in \mathbb{Z}^n$ and $\alpha \in \mathcal{F}$ such that $x + f(y_{a}) \in B$ for all $f \in F$.

Theorem 2.10 (IP polynomial van der Waerden theorem for abelian groups, cf. [7, Corollary 8.8]). Let $G, H$ be countable abelian groups and let $F \subset \mathcal{P}(H, G)$ be a finite subset. Then for every finite partition $G = C_{1} \cup \cdots \cup C_{r}$ and every IP set $(y_{a})_{a \in F}$ in $H$ there exists $i \in \{1, \ldots, r\}$, $a \in C_{i}$ and $\alpha \in \mathcal{F}$ such that $a + f(y_{a}) \in C_{i}$ for every $f \in F$.

Theorem 2.11 (Equivalent finitistic form of Theorem 2.10). Let $r \in \mathbb{N}$, let $G, H$ be countable abelian groups, let $F \subset \mathcal{P}(H, G)$ be a finite subset and let $(y_{a})_{a \in F}$ be an IP set in $H$. There exists a finite set $I \subset G$ such that for every $r$-coloring $\chi : I \rightarrow [r]$ there exists $i \in \{1, \ldots, r\}$, $a \in I$ with $\chi(a) = i$ and $\alpha \in \mathcal{F}$ such that $\chi(a + f(y_{a})) = i$ for every $f \in F$.

Proof. It is easy to see that Theorem 2.11 implies Theorem 2.10. To prove the other direction, assume, for the sake of a contradiction, that Theorem 2.11 is false. Therefore for each finite subset $I \subset G$ there exists a “bad” coloring $\chi : I \rightarrow [r]$, that is, a coloring for which no monochromatic configuration of the form $\{a\} \cup \{a + f(y_{a}) : f \in F\}$ exists. Let $g_{1}, g_{2}, \ldots$ be an enumeration of $G$ and, for each $n \in \mathbb{N}$, let $I_{n} = \{g_{1}, \ldots, g_{n}\}$. Assume $\chi_{n} : I_{n} \rightarrow [r]$ is a “bad” $r$-coloring for $I_{n}$.

Next we define a coloring $\chi : G \rightarrow [r]$. Let $S_{0} = \mathbb{N}$ and choose, inductively, for each $j \in \mathbb{N}$, some $i \in [r]$ for which the set $S_{j} := \{n \in S_{j-1} : \chi_{n}(g_{i}) = i\}$ is infinite. Define $\chi(g_{j}) = i$. The coloring $\chi$ induces a partition of $G$ into $r$ sets. In view of Theorem 2.10, there exists $i \in \{1, \ldots, r\}$, $a \in G$ with $\chi(a) = i$ and $\alpha \in \mathcal{F}$ such that $\chi(a + f(y_{a})) = i$ for every $f \in F$. Since $F$ is finite, there exists some $j \in \mathbb{N}$ for which $a \in I_{j}$ and $a + f(y_{a}) \in I_{j}$ for every $f \in F$. For $n \in S_{j}$, the coloring $\chi_{n}$ and $\chi$ agree on the set $\{a\} \cup \{a + f(y_{a}) : f \in F\}$. This contradicts the hypothesis that the coloring $\chi_{n}$ was “bad”, which finishes the proof.

We are now in position to prove the following statement, which will be utilized in the proof of Theorem 3.5.

\footnote{Here and throughout the paper, for $r \in \mathbb{N}$, we denote by $[r]$ the set $\{1, \ldots, r\}$.}
**Corollary 2.12.** Let $j \in \mathbb{N}$, let $G$ be a countable abelian group and let $f$ be a
finite family of polynomial maps from $G^j$ to $G$ such that $f(0) = 0$ for each $f \in F$. Then for
every piecewise syndetic (in particular, central) set $A \subset G$ and every IP set $(y_n)_{n \in I}$ in $G^j$
there exists $a \in A$ and $\alpha \in \mathcal{F}$ such that $a + f(y_n) \in A$ for every $f \in F$.

**Proof.** Since $A$ is piecewise syndetic there exists a finite set $J \subset G$ such that $T := A - J$ is thick. Take $r = |J|$ and apply Theorem 2.11; let $I$ be the finite set obtained. Since $T$ is thick, there exists some $g \in G$ such that $I + g \subset T$. Let $\chi : I \rightarrow J$ be defined so that $x + g + \chi(x) \in A$ for all $x \in I$. Since $|I| = r$, there exists some $j \in J, \alpha \in I$ with $\chi(\alpha) = j$ and $\alpha \in \mathcal{F}$ such that $\chi(a + f(y_n)) = j$ for all $f \in F$.

Using the definition of $\chi$, we conclude that $a := \alpha + g + j \in A$ and, for every $f \in F$, we have $a + f(y_n) = \alpha + f(y_n) + g + j \in A$. \qed

**Definition 2.13** (Combinatorial line). Let $A$ be a finite alphabet, let $\ast \notin A$ and let
$n \in \mathbb{N}$. A variable word in $A^n$ is an element of the set $(A \cup \{\ast\})^n \setminus A^n$. Given
a variable word $w$ and $a \in A$ let $w(a) \in A^n$ be the word obtained by replacing each
instance of $\ast$ in $w$ with $a$. The combinatorial line generated by a variable word $w$ is the set
$\{w(a) : a \in A\} \subset A^n$.

**Theorem 2.14** (Hales-Jewett [18]). For each $k, r \in \mathbb{N}$ there exists $HJ(k, r) \in \mathbb{N}$
such that for all $n \geq HJ(k, r)$ and any $r$ coloring of $[k]^n$, there exists a monochro-
matic combinatorial line.

3. Precise formulations of main results

Recall that, for each triple $m, p, c \in \mathbb{N}^3$, an $(m, p, c)$-set is the image of some
vector $s = (s_0, \ldots, s_m) \in (G \setminus \{0\})^{m+1}$ under a finite set of semigroup homomorphisms $x \mapsto (x, \xi)$
(see Definition 1.3 and explanation right after Definition 1.6). We can generalize
this concept by allowing more general classes of mappings.

**Definition 3.1.** Let $G$ be a countable commutative semigroup.

1. A shape in $G$ is a triple $(m, \vec{F}, c)$ where $m \in \mathbb{N}, c : G \rightarrow G$ is a homomor-
phism and $\vec{F}$ is an $m$-tuple $\vec{F} = (F_1, \ldots, F_m)$ where each $F_j$ is a finite set
of functions from $G^j$ to $G$.

2. Given a shape $(m, \vec{F}, c)$ and $s = (s_0, \ldots, s_m) \in (G \setminus \{0\})^{m+1}$, the $(m, \vec{F}, c)$-
set generated by $s$ is the set

$$D(m, \vec{F}, c; s) := \left\{ \begin{array}{ll}
c(s_0), & f \in F_1 \\
f(s_0) + c(s_1), & f \in F_2 \\
f(s_0, s_1) + c(s_2), & f \in F_m \\
\vdots & \\
f(s_0, \ldots, s_{m-1}) + c(s_m), & f \in F_m 
\end{array} \right\}$$

To see how the notion of $(m, \vec{F}, c)$-sets generalizes the concept of $(m, p, c)$-sets,
take a triple $(m, p, c) \in \mathbb{N}^3$. Let $\xi : x \mapsto cx$ where $x \in \mathbb{Z}$ and, for each $j = 1, \ldots, m$, let $F_j$ be the set of all maps $f : \mathbb{Z}^j \rightarrow \mathbb{Z}$ of the form $f : x \mapsto (x, \xi)$ with
$\xi \in \{-p, \ldots, p\}^{j}$. If we take $\vec{F} = (F_1, \ldots, F_m)$, then for each $s = (s_0, \ldots, s_m) \in (\mathbb{Z} \setminus \{0\})^{m+1}$,
$D(m, \vec{F}, c; s)$, then for each $s \in (\mathbb{Z} \setminus \{0\})^{m+1}$.

We are interested in shapes which are partition regular.
**Definition 3.2.** Let $G$ be a countable commutative semigroup and let $(m, \bar{F}, c)$ be a shape in $G$. We say that $(m, \bar{F}, c)$ is **partition regular** if for every finite partition $G = C_1 \cup \cdots \cup C_r$ there exists $i \in \{1, \ldots, r\}$ and $s \in (G \setminus \{0\})^{m+1}$ such that $D(m, \bar{F}, c; s) \subset C_i$.

One could wishfully hope that any shape $(m, \bar{F}, c)$ in a countable commutative semigroup $G$ is partition regular. This, however, is not true in general.

**Example 3.3.** Take $G = \mathbb{N}$, partitioned into odd numbers and even numbers, and consider the shape $(1, \bar{F}, c)$ where $c$ is the identity map and $\bar{F} = (F_1)$ is comprised of the two functions $x \mapsto x$ and $x \mapsto x + 1$. Then a $(1, \bar{F}, c)$-set is a triple $\{s_0, s_0 + s_1, s_0 + 1 + s_1\}$, but neither the odd numbers nor the even numbers contain a configuration with two consecutive elements.

Another example, when all the maps involved are homomorphisms, is the following.

**Example 3.4.** Let $G = \mathbb{Z}^2$, let $m = 1$ and let $c : \mathbb{Z}^2 \to \mathbb{Z}^2$ be the map $c(x, y) = (x, 0)$. Let $\bar{F} = (F_1)$ where $F_1 \subset \text{End}(\mathbb{Z}^2)$ consists of the maps $(x, y) \mapsto (0, 0)$, $(x, y) \mapsto (0, x)$ and $(x, y) \mapsto (0, y)$. Finally, consider the partition

$$
\mathbb{Z}^2 = \{(0, 0)\} \cup \{(x, 0) : x \neq 0\} \cup \{(0, y) : y \neq 0\} \cup \{(x, y) : x, y \neq 0\}.
$$

It is not hard to see that there is no $(m, \bar{F}, c)$-set in a single cell of this partition.

In this paper we establish sufficient conditions for a shape $(m, \bar{F}, c)$ to be partition regular. This will allow us to obtain the strong generalizations of Deuber’s theorem alluded to in the introduction.

For two (countable commutative) semigroups $G, H$ we denote by $\text{Hom}(H, G)$ the set of all semigroup homomorphisms from $H$ to $G$. We also use $\text{End}(G)$ to denote $\text{Hom}(G, G)$ (elements of $\text{End}(G)$ are often referred to as endomorphisms). Finally, recall that $\mathbb{P}(H, G)$ denotes the set of polynomial maps $f : H \to G$ with $f(0) = 0$ (see Definition 2.8).

Here is the formulation of one of the main results of this paper; its proof is given at the end of Section 4.

**Theorem 3.5.** Let $G$ be a countable commutative semigroup, let $A \subset G$ be a central set and let $(m, \bar{F}, c)$ be a shape in $G$. Assume that at least one of the following holds:

1. The map $c$ is the identity map and, for each $j = 1, \ldots, m$, we have $F_j \subset \text{Hom}(G^j, G)$.
2. $G$ is a group, the image of $c$ has finite index in $G$ and, for each $j = 1, \ldots, m$, $F_j \subset \mathbb{P}(G^j, G)$.

Then $A$ contains an $(m, \bar{F}, c)$-set.

A special case of this theorem was obtained by Furstenberg, who showed that any central set in $\mathbb{N}$ contains a $(m, p, c)$-set for any triple $(m, p, c) \in \mathbb{N}^3$ [15].

An extension of Furstenberg’s result was established in [1], where it was shown that any $D$-set in $\mathbb{N}$ contains a $(m, p, c)$-set for any triple $(m, p, c) \in \mathbb{N}^3$. The following theorem strengthens the second part of Theorem 3.5 in the case $G = \mathbb{Z}^n$; its proof is presented at the end of Section 4.

---

5We believe that Theorem 3.6 is actually valid for general countable commutative groups, but to prove it one would need an appropriate generalization of Theorem 2.9, which is currently unavailable.
Theorem 3.6. Let $A \subset \mathbb{Z}^n$ be a $D$-set and let $(m, \vec{F}, c)$ be a shape in $\mathbb{Z}^n$, where the image of $c$ has finite index in $\mathbb{Z}^n$, and for each $j = 1, \ldots, m$ we have $F_j \subset \mathbb{P}(\mathbb{Z}^n, \mathbb{Z}^n)$. Then $A$ contains an $(m, \vec{F}, c)$-set.

An immediate corollary of Theorem 3.5 is that certain rather general types of shapes are partition regular:

Corollary 3.7. Let $G$ be a countable commutative semigroup and let $(m, \vec{F}, c)$ be a shape in $G$. Assume that at least one of the following holds:

1. The map $c$ is the identity map and, for each $j = 1, \ldots, m$, we have $F_j \subset \text{Hom}(G^j, G)$.
2. $G$ is a group, the image of $c$ has finite index in $G$ and, for each $j = 1, \ldots, m$, $F_j \subset \mathbb{P}(G^j, G)$.

Then $(m, \vec{F}, c)$ is partition regular.

We now show how this corollary implies Corollary 1.9 from the introduction.

Proof of Corollary 1.9. We will use part (1) of Corollary 3.7. Let $G = \mathbb{N}^d$, $m = 1$ and

$$F_1 = \left\{ x \mapsto (i_1 f(x), \ldots, i_d f(x)) : 0 \leq i_1, \ldots, i_d \leq k \right\} \subset \text{Hom}(\mathbb{N}^d, \mathbb{N}^d),$$

where $x$ denotes an element of $\mathbb{N}^d$. For any finite coloring of $\mathbb{N}^d$ there is some $s = (s_0, s_1) \in \mathbb{N}^2$ such that $D(m, \vec{F}, c; s)$ is monochromatic. Putting $b = s_0$ and $a = s_1$ we obtain a monochromatic configuration

$$\{b\} \cup \left\{ a + (i_1f(b), \ldots, i_d f(b)) : 0 \leq i_1, \ldots, i_d \leq k \right\}. \quad \Box$$

The main tool employed by Furstenberg in his proof of the special case of Theorem 3.5 mentioned above was his central sets theorem (cf. Theorem 2.6). A similar strategy was adopted in [1] to establish the result for $D$-sets. Our proof of Theorem 3.5 is based on the following polynomial version of the central sets theorem, which we believe is of independent interest.

Theorem 3.8 (Multidimensional polynomial central sets theorem). Let $G$ be a countable abelian group, let $j \in \mathbb{N}$ and let $(y_\alpha)_{\alpha \in \mathcal{F}}$ be an IP-set in $G^j$. Let $F \subset \text{Hom}(G^j, G)$ and let $A \subset G$ be a central set or, if $G = \mathbb{Z}^n$, let $A$ be a $D$-set. Then there exist an IP-set $(x_\beta)_{\beta \in \mathcal{F}}$ in $G$ and a sub-IP-set $(z_\beta)_{\beta \in \mathcal{F}}$ of $(y_\alpha)_{\alpha \in \mathcal{F}}$ such that

$$\forall f \in F \quad \forall \beta \in \mathcal{F} \quad x_\beta + f(z_\beta) \in A$$

When $G = \mathbb{Z}$ and the polynomial maps in $F$ are homomorphisms, this reduces to the classical central sets theorem. Theorem 3.8 will be derived as a corollary of the more general Theorem 4.10 below.

As we mentioned in the introduction, one of the main motivations for Deuber to introduce $(m, p, c)$-sets was to prove a conjecture of Rado stating that for a finite partition of rich sets, one of the cells is still rich.

We obtain an analogous result for certain $(m, \vec{F}, c)$-sets. Before we state the main result in this direction (Theorem 3.13 below) we need a few definitions:

Definition 3.9. Let $G$ be a countable commutative semigroup. An shape in $G$ is an infinite (not necessarily countable) set of shapes. Given a shape $\Lambda$ in $G$, we say that a set $A \subset G$ is $\Lambda$-rich if for every shape $(m, \vec{F}, c) \in \Lambda$ there exists an $(m, \vec{F}, c)$-set contained in $A$. 
For example, let Λ be the shape in \( \mathbb{N} \) consisting of the shapes that arise from all possible triples \((m, p, c) \in \mathbb{N}^3\). Then a set \( A \subset \mathbb{N} \) is Λ-rich if and only if it is rich in the sense defined in the introduction. Here are more examples.

**Example 3.10.**

1. Let \( k \in \mathbb{N} \), let \( c : \mathbb{N} \to \mathbb{N} \) be the identity map, let \( F_{1,k} = \{x \mapsto ix : i = 0, \ldots, k-1\} \subset \text{End}(\mathbb{N}) \) and make \( F_k = (F_{1,k}) \). Then any \((1, F_k, c)\)-set contains a “Brauer configuration” of length \( k \) (i.e. an arithmetic progression of length \( k \) together with its common difference, cf. Theorem 1.2).

2. Let \( c \) and \( F_k \) be as in part (1) above. Consider the shape \( \Lambda = \{(1, F_k, c) : k \in \mathbb{N}\} \). A set \( A \subset \mathbb{N} \) is \( \Lambda \)-rich if and only it contains Brauer configurations of arbitrary length.

3. Let again \( m \in \mathbb{N} \) and let \( c : \mathbb{N} \to \mathbb{N} \) be the identity map. For each \( j = 1, \ldots, m \), let \( F_{j,m} \) be the set of all maps \( f : \mathbb{N} \to \mathbb{N} \) of the form \( f : x \mapsto \langle x, \xi \rangle \) where \( \xi \in \{0, 1\}^j \). Let \( F_m = (F_{1,m}, \ldots, F_{m,m}) \). Then any \((m, F_m, c)\)-set is a set of the form \( FS(A) \) for some set \( A \subset \mathbb{N} \) with cardinality \( m + 1 \).

4. Let \( c \) and \( F_m \) be as in part (3) of this example. Define the shape \( \Lambda = \{(m, F_m, c) : m \in \mathbb{N}\} \). A set \( A \subset \mathbb{N} \) is \( \Lambda \)-rich if and only if it is an IP \( 0 \) set, i.e. a set containing \( FS(A) \) for some arbitrarily large finite sets \( A \).

**Definition 3.11.** Let \( G \) be a countable commutative semigroup. Let \( m, n \in \mathbb{N} \) and, for each \( i = 1, \ldots, m \), let \( F_i \subset \text{Hom}(G^i, G) \) be finite. Also, let \( F = (F_1, \ldots, F_m) \) and let \( c \in \text{End}(G) \). We say that \( c \) is **concordant** with \( F \) if there exists a non-zero homomorphism \( b \in \text{End}(G) \) and, for each \( i \in [m] \) and \( f \in F_i \), there is a homomorphism \( a_f \in \text{Hom}(G^i, G) \) such that \( c \circ a_f = f \circ b \), where \( b : G^i \to G^i \) is the homomorphism \( b(g_1, \ldots, g_i) = (b(g_1), \ldots, b(g_i)) \).

Observe that the identity homomorphism \( c : x \mapsto x \) is concordant with any \( F \). More generally, if \( c \) is in the center of the semigroup \( \text{End}(G) \), then \( c \) is concordant with any \( F \) (by taking \( b = c \) and \( a_f = f \)).

When \( c \) is an automorphism, it is concordant with any \( F \). Indeed, one can take \( b \) to be the identity map and \( a_f = c^{-1} \circ f \). In the following example, \( c \) is neither in the center of \( \text{End}(G) \) nor is it an automorphism.

**Example 3.12.** Let \( G = \mathbb{Z}^2 \), let \( m = 1 \), let \( c \in \text{End}(\mathbb{Z}^2) \) be the projection onto the first coordinate and let \( F = (F_1) \) where \( F_1 \) consists of finitely many endomorphisms of \( \mathbb{Z}^2 \) whose image is contained in \( c(\mathbb{Z}^2) \). Then \( c \) is concordant with \( F \).

Indeed, take \( f \in F_1 \). We let \( b \in \text{End}(\mathbb{Z}^2) \) be the identity map and \( a_f = f \). Since the restriction of \( c \) to its image is the identity map, we have \( c \circ a_f = f \circ b \).

One can reinterpret each part of Corollary 3.7 as providing an example of a shape \( \Lambda \) such that, for any finite partition of \( G \), one of the cells is \( \Lambda \)-rich. Our next theorem provides a natural example of a shape \( \Lambda \) with the stronger property that, for any finite partition of a \( \Lambda \)-rich set, one of the cells is still \( \Lambda \)-rich. Theorem 3.13 deals with an arbitrary countable commutative semigroup \( G \); when \( G = \mathbb{N} \) we recover Deuber’s result (Theorem 1.4, part (2)).

**Theorem 3.13.** Let \( G \) be a countable commutative semigroup and let \( \Lambda \) be the shape consisting of all shapes \((m, F, c) \) with \( m \in \mathbb{N} \), \( c \in \text{center of \text{End}(G)} \) and
\[ \mathcal{F} = (F_1, \ldots, F_m) \] where each \( F_j \subset \text{Hom}(G^j, G) \). In other words

\[ \Lambda_t = \left\{ (m, \mathcal{F}, c) : m \in \mathbb{N}, c \text{ is in the center of } \text{End}(G), \mathcal{F} = (F_1, \ldots, F_m), F_j \subset \text{Hom}(G^j, G) \forall j \right\} \]

For any finite partition of a \( \Lambda_t \)-rich set, one of the cells is still \( \Lambda_t \)-rich.

If we take \( G = \mathbb{N} \) then \( \text{End}(\mathbb{N}) \) is isomorphic to the multiplicative semigroup \((\mathbb{N}, \times)\) and hence is commutative; this means that any shape \((m, \mathcal{F}, c)\) arising from a triple \((m, p, c) \in \mathbb{N}^3\) as explained after Definition 3.1, is in \( \Lambda_t \). Therefore Theorem 3.13 implies Deuber’s theorem (Theorem 1.4). Theorem 3.13 will be derived in Section 5 from its finitistic version, which we now state.

**Theorem 3.14.** Let \( G \) be a countable commutative semigroup and let \( \Lambda_c \) be the shape of all shapes \((m, \mathcal{F}, c)\) where \( m \in \mathbb{N} \), \( F_i \subset \text{Hom}(G^i, G) \) for all \( i = 1, \ldots, m \) and \( c \) is concordant with \( \mathcal{F} \).

For any \( r \in \mathbb{N} \) and any shape \((m, \mathcal{F}, c) \in \Lambda_c \) there exists another shape \((M, \mathcal{H}, C) \in \Lambda_c \) such that any partition of an \((M, \mathcal{H}, C)\)-set into \( r \)-cells, one of the cells contains an \((m, \mathcal{F}, c)\)-set.

Moreover, if \( c \) is the identity, we can take \( C \) to be the identity as well, and if \( c \) is in the center of \( \text{End}(G) \) we can take \( C \) to be in the center of \( \text{End}(G) \).

The proof of Theorem 3.14 occupies most of Section 5.

The following definition was introduced by Deuber and Hindman in [12]. For finitely many finite sets \( A_1, \ldots, A_n \) we define the sum

\[ \sum_{i=1}^{n} A_i := \{ a_1 + \cdots + a_n : a_1 \in A_1, \ldots, a_n \in A_n \} \]

**Definition 3.15** \(((m, p, c)\)-system). A set \( A \subset \mathbb{N} \) is an \((m, p, c)\)-system if for each \((m, p, c) \in \mathbb{N}^3\) there exists \( s = s(m, p, c) \in \mathbb{N}^{m+1} \) such that

1. \( D(m_1, p_1, c_1; s(m_1, p_1, c_1)) \cap D(m_2, p_2, c_2; s(m_2, p_2, c_2)) = \emptyset \) whenever \((m_1, p_1, c_1) \neq (m_2, p_2, c_2)\).
2. For all nonempty finite sets \( \alpha \subset \mathbb{N}^3 \), we have

\[ \sum_{(m, p, c) \in \alpha} D(m, p, c; s(m, p, c)) \subset A \]

In [12] it was proved that for any finite partition of \( \mathbb{N} \) one of the cells is an \((m, p, c)\)-system, and in [20] it was show that for any finite partition of an \((m, p, c)\)-system, one of the cells is an \((m, p, c)\)-system. We have extensions of both results for certain countable shapes in countable commutative semigroups.

**Definition 3.16** \((\Lambda)\)-system. Let \( G \) be a countable commutative semigroup and let \( \Lambda \) be a countable shape in \( G \). A set \( A \subset G \) is a \((\Lambda)\)-system if for every shape \((m, \mathcal{F}, c) \in \Lambda \) there exists \( s = s(m, \mathcal{F}, c) \in G^{m+1} \) such that

1. \( D(m_1, \mathcal{F}_1, c_1; s) \cap D(m_2, \mathcal{F}_2, c_2; s) = \emptyset \) whenever \((m_1, \mathcal{F}_1, c_1) \neq (m_2, \mathcal{F}_2, c_2)\).
2. For all \( \alpha \in \mathcal{F}(\Lambda) = \{ \alpha \subset \Lambda : 0 < |\alpha| < \infty \} \) we have

\[ \sum_{(m, \mathcal{F}, c) \in \alpha} D(m, \mathcal{F}, c; s(m, \mathcal{F}, c)) \subset A \]
We have two results regarding Λ-systems. The first, Theorem 3.17, extends the result of [12] and utilizes, in its proof, Corollary 3.7. The second, Theorem 3.20, extends the result of [20] and utilizes, in its proof, Theorem 3.13.

**Theorem 3.17.** Let $G$ and $Λ$ satisfy at least one of the following two conditions.

1. $G$ is a countable commutative semigroup and $Λ$ is a countable shape composed by shapes $(m, \vec{F}, c)$ satisfying the first condition of Corollary 3.7.
2. $G$ is a countable commutative group and let $Λ$ is a countable shape composed by shapes $(m, \vec{F}, c)$ satisfying the second condition of Corollary 3.7.

Then for any finite partition of $G$, one of the cells is a $Λ$-system.

Theorem 3.17 is proved in Section 6.

Theorem 3.20 below establishes partition regularity of $Λ_t$-systems, where the shape $Λ_t$ is defined in Theorem 3.13. Since $Λ_t$-systems do not exist when $Λ_t$ is uncountable, we will assume in Theorem 3.20 that the shape $Λ_t$ is countable. Observe that $Λ_t$ is countable if and only if $\text{Hom}(G^j, G)$ is countable for every $j \in \mathbb{N}$. Before formulating Theorem 3.20 we provide some relevant examples.

**Example 3.18.** If $G$ is a finitely generated commutative semigroup, then the shape $Λ_t$ is countable. Indeed, for every $j \in \mathbb{N}$ the semigroup $G^j$ is finitely generated, hence a homomorphism $f \in \text{Hom}(G^j, G)$ is determined by finitely many values. This fact implies that $\text{Hom}(G^j, G)$ is countable, and in particular, the center of $\text{End}(G)$ is also countable. It follows that $Λ_t$ is countable.

**Example 3.19.** If $G$ is the additive group of an algebraic number field, then $Λ_t$ is countable. Indeed, $G$ is isomorphic to $\mathbb{Q}^n$ for some $n \in \mathbb{N}$, and hence, for each $j \in \mathbb{N}$, a homomorphism $f \in \text{Hom}(G^j, G) = \text{Hom}(\mathbb{Q}^{nj}, \mathbb{Q}^n)$ is determined by finitely many points, namely the $nj$ points of the form $(0, \ldots, 0, 1, 0, \ldots, 0) \in \mathbb{Q}^{nj}$. This fact implies that $\text{Hom}(G^j, G)$ is countable, and in particular the center of $\text{End}(G)$ is also countable. It follows that $Λ_t$ is countable.

**Theorem 3.20.** Let $G$ be a countable commutative semigroup and let $Λ_t$ be the shape defined in Theorem 3.13. Assume that $Λ_t$ is countable. Then for any finite partition of a $Λ_t$-system, one of the cells in the partition is still a $Λ_t$-system.

Theorem 3.20 is proved in Section 6.

4. Idempotent ultrafilters and $(m, \vec{F}, c)$-sets

Theorem 3.6 and parts (1) and (2) of Theorem 3.5 have similar proofs. To avoid repetition, we unify the three results into a single abstract result; this is Theorem 4.9 below. Before formulating it, we need to introduce some definitions.

**Definition 4.1 (R-family).** Let $G, H$ be countable commutative semigroups and let $p \in \beta G$ be an ultrafilter. Let $\Gamma$ be a set of functions from $H \to G$. We say that $\Gamma$ is an $\textbf{R-family}^6$ with respect to $p$ if for every finite set $F \subset \Gamma$, every $A \in p$ and every IP-set $(y_\alpha)_{\alpha \in F}$ in $H$, there exist $x \in G$ and $\alpha \in F$ such that

$$x + f(y_\alpha) \in A \quad \forall f \in F$$

---

6R stands for returns.
Example 4.2. Let $n, j \in \mathbb{N}$ and take $G = \mathbb{Z}^n$, $H = \mathbb{Z}^n$ and $\Gamma = \mathbb{P}(\mathbb{Z}^n, \mathbb{Z}^n)$. Then $\Gamma$ is an $R$-family with respect to any essential idempotent ultrafilter. Indeed, let $p \in \beta \mathbb{Z}^n$ be an essential idempotent and let $A \in p$. Then $A$ has positive Banach upper density. Let $F \subseteq \Gamma$ be any finite set and let $(y_\alpha)_{\alpha \in F}$ be an IP-set in $\mathbb{Z}^nj$. Theorem 2.9 implies that there exist $x \in \mathbb{Z}^n$ and $\alpha \in F$ such that $x + f(y_\alpha) \in A$ for any $f \in F$, which is precisely the condition for being an $R$-family.

Example 4.3. Let $G$ be a countable abelian group, let $j \in \mathbb{N}$ and let $H = G^j$. Then the family $\Gamma = \mathbb{P}(G^j, G)$ is an $R$-family with respect to any minimal idempotent ultrafilter. Indeed, let $p \in \beta G$ be a minimal idempotent ultrafilter and let $A \in p$. By definition, $A$ is a central set, hence a piecewise syndetic set. Fix a finite set $F \subseteq \Gamma$ and an IP-set $(y_\alpha)_{\alpha \in F}$ in $G^j$. It follows from Theorem 2.12 that there exists $a \in A$ and $\alpha \in F$ such that $a + f(y_\alpha) \in A$ for all $f \in F$, and hence $\Gamma$ is an $R$-family.

Yet another family of examples is provided by the following proposition.

Proposition 4.4. Let $G$ be a countable commutative semigroup, let $j \in \mathbb{N}$, let $H = G^j$ and let $\Gamma = \text{Hom}(G^j, G)$. Then $\Gamma$ is an $R$-family with respect to any minimal idempotent ultrafilter $p \in \beta G$.

Proof. We remark that when $G$ is a group, Proposition 4.4 follows from Corollary 2.12 (note that homomorphisms are polynomial maps of degree at most 1).

Let $(y_\alpha)_{\alpha \in F}$ be an IP-set in $G^j$ and let $A \in p$. Since $A$ is, in particular, a piecewise syndetic set, there exists a finite set $B \subseteq G$ such that $A - B := \{x \in G : \exists a \in A, b \in B : x + b = a\}$ is a thick set.

Let $F \subseteq A$ be a finite set and let $n = n(|F|, |B|)$ be the number given by Theorem 2.14. Since $A - B$ is thick, we can find $g \in G$ such that:

$$\forall (f_1, \ldots, f_n) \in F^n \quad g + (f_1(y_1) + \cdots + f_n(y_n)) \in A - B$$

We can color $F^n$ with $|B|$ colors by associating $(f_1, \ldots, f_n) \in F^n$ with an element $b \in B$ such that $g + b + f_1(y_1) + \cdots + f_n(y_n) \in A$. Apply Theorem 2.14 to find a variable word $w \in (F \cup \{\ast\})^n$ whose corresponding combinatorial line is monochromatic. Let $b \in B$ be the "color" corresponding to the monochromatic combinatorial line, let $C = \{i \in \{1, \ldots, n\} : w_i \in F\}$, let $\alpha = \{1, \ldots, n\} \setminus C$ be the positions of the wild card $\ast$ in $w$ and let

$$x = g + b + \sum_{i \in C} w_i(y_i)$$

For any $f \in F$ we have

$$g + b + \sum_{i \in C} w_i(y_i) + f\left(\sum_{i \in \alpha} y_i\right) \in A$$

and this can be rewritten as $x + f(y_\alpha) \in A$ for all $f \in F$, which finishes the proof. $\square$

Definition 4.5. Let $G, H$ be countable commutative semigroups and let $\Gamma$ be a set of functions from $H$ to $G$. We say that $\Gamma$ is licit if for any $f \in \Gamma$ and any $z \in H$, there exists a function $\phi_z \in \Gamma$ such that $f(y + z) = \phi_z(y) + f(z)$.

Example 4.6. Let $G, H$ be countable commutative semigroups and let $\Gamma \subseteq \text{Hom}(H, G)$. It is not hard to see that $\Gamma$ is licit. Indeed, note that for every $f \in \Gamma$ and any $z \in H$ one can take $\phi_z = f$ in the definition.
Example 4.7. If $G, H$ are countable abelian groups, the set $\Gamma = \mathbb{P}(H, G)$ is licit. Indeed, for each $f \in \Gamma$ and $z \in H$ one can define $\phi_z(y) := f(y) - f(z)$. Clearly $\phi(0) = 0$. For any $h \in H$, we have
\[
\phi_z(y + h) - \phi_z(y) = f((y + h) - f(y + z) + f(z) = f((y + z) + h) - f(y + z)
\]
If $f \in \mathbb{P}(H, G)$ has degree $d$, then $f((y + h) + f(y + z)$ is a polynomial map of degree at most $d - 1$ in the variable $y$ (now both $h$ and $z$ are constants), and hence $\phi_z$ is also a polynomial map of degree at most $d$.

Definition 4.8. Let $G$ be a countable commutative semigroup. An endomorphism $c \in \text{End}(G)$ is called IP-regular if for every IP-set $(x_\alpha)_{\alpha \in F}$ in $G$ there exists an IP-set $(y_\alpha)_{\alpha \in F}$ such that $(c(y_\alpha))_{\alpha \in F}$ is a sub-IP-set of $(x_\alpha)_{\alpha \in F}$ (and in particular $(c(y_\alpha))_{\alpha \in F}$ is itself an IP-set).

When $G = \mathbb{Z}$, any nontrivial endomorphism $c \in \text{End}(\mathbb{Z})$ is IP-regular. It’s hard to see that when $G$ is an arbitrary countable abelian group, any endomorphism whose image has finite index is IP-regular. We can now formulate our abstract theorem (which has theorems 3.5 and 3.6 as corollaries):

Theorem 4.9. Let $G$ be a countable commutative semigroup, let $p \in \beta G$ be an idempotent ultrafilter and let $\Gamma_1, \Gamma_2, \ldots$ be $R$-families with respect to $p$ which are licit, where $\Gamma_j$ consists of maps from $G^j$ to $G$. Let $c : G \to G$ be IP-regular, let $m \in \mathbb{N}$ and, for each $j = 1, \ldots, m$, let $F_j \subseteq \Gamma_j$ be finite. Finally, put $\tilde{F} = (F_1, \ldots, F_m)$. Then for any $A \subseteq p$ there exists an IP-set $(x_\alpha)_{\alpha \in F}$ in $G^{m+1}$ such that $D(m, \tilde{F}, c; s_\alpha) \subseteq A$ for every $\alpha \in F$.

In order to prove Theorem 4.9 we first need to establish an abstract version of the central sets theorem.

Theorem 4.10. Let $G, H$ be countable commutative semigroups, let $p \in \beta G$ be an idempotent ultrafilter, let $\Gamma$ be an $R$-family with respect to $p$ which is licit. Then for any finite set $F \subset \Gamma$, any $A \subset p$ and any IP set $(y_\alpha)_{\alpha \in F}$ in $H$, there exists a sub-IP-set $(z_\beta)_{\beta \in F}$ of $(y_\alpha)_{\alpha \in F}$ and an IP-set $(x_\beta)_{\beta \in F}$ in $G$ such that
\[
\forall f \in F \quad \forall \beta \in F \quad x_\beta + f(y_\beta) \in A
\]

Proof. Let $B = \{n \in \mathbb{A} : A - n \in p\}$. Because $p$ is an idempotent ultrafilter, $B \subset p$. Moreover, by Lemma 4.14 in [22], for any $n \in B$, we have $B - n \in p$. We will construct sequences $x_1, x_2, \ldots$ in $G$ and $\alpha_1 < \alpha_2 < \cdots$ in $F$ inductively, so that for each $n$ we have
\[
\forall f \in F \quad \forall \beta \subset [n], \beta \neq \emptyset \quad x_\beta + f(z_\beta) \in B
\]
where $z_\beta = \sum_{i \in \beta} y_\alpha_i$.

Since $\Gamma$ is an $R$-family with respect to $p$, we can find $\alpha_1 \in F$ and $x_1 \in G$ such that $x_1 + f(y_{\alpha_1}) \in B$ for all $f \in F$; in other words we get (6) for $n = 1$.

Now assume we have found $x_1, \ldots, x_n$ in $G$ and $\alpha_1 < \cdots < \alpha_n$ in $F$ such that (6) is true. Let
\[
C = B \cap \left( \bigcap_{\substack{\alpha \neq \beta \subset [n] \\forall f \in F}} B - x_\beta - f(z_\beta) \right)
\]
Each of the sets of the intersection is in \( p \), and because \( p \) is closed under finite intersections, also \( C \in p \). We now take advantage of the fact that \( \Gamma \) is licit to find, for each \( f \in F \) and each nonempty \( \beta \subset [n] \), a map \( \phi_\beta^f \in \Gamma \) such that \( f(z_\beta + y) = \phi_\beta^f(y) + f(z_\beta) \). Let \( \Phi = F \cup \{ \phi_\beta^f : \emptyset \neq \beta \subset [n] ; f \in F \} \). We can now use again the fact that \( \Gamma \) is an R-family with respect to \( p \) and find \( x_{n+1} \in G \) and \( \alpha_{n+1} \succ \alpha_n \) in \( F \) such that \( x_{n+1} + f(z_{n+1}) \in C \) for all \( f \in \Phi \), where \( z_{n+1} := y_{\alpha_{n+1}} \). We claim that (6) holds for \( n + 1 \) with these choices, which will complete the induction and finish the proof.

Indeed, let \( f \in F \) and let \( \beta \subset [n+1] \) be nonempty. If \( \beta \subset [n] \), then \( x_\beta + f(z_\beta) \in B \) by the induction hypothesis. If \( \beta = [n+1] \), then \( x_{n+1} + f(z_{n+1}) \in C \subset B \) because \( F \subset \Phi \). Otherwise the set defined by \( \gamma := \beta \setminus \{ n+1 \} \subset [n] \) is nonempty. Recalling that \( x_\beta = x_\gamma + x_{n+1} \) and \( f(z_\beta) = z_\gamma + z_{n+1} \), we have

\[
x_{n+1} + \phi_\gamma^f(z_{n+1}) \in C \subset B - x_\gamma - f(z_\gamma),
\]

so

\[
x_\gamma + x_{n+1} + f(z_\gamma) + \phi_\gamma^f(z_{n+1}) \in B
\]

which is equivalent to

\[
x_\beta + f(z_\beta) \in B.
\]

\[
\square
\]

A concrete corollary of this general result is Theorem 3.8, which can be interpreted as a polynomial version of the central sets theorem. It follows from Theorem 4.10 by taking \( G \) to be a group and letting \( H = G^3 \), \( \Gamma = \mathcal{F}(G^3, G) \), and \( p \) to be a minimal idempotent (or an essential idempotent if \( G = \mathbb{Z} \)). According to Examples 4.2 and 4.3, \( \Gamma \) is an R-family so Theorem 3.8 follows.

We are now in position to prove Theorem 4.9.

**Proof of Theorem 4.9.** What we need to show is that there exists some IP-set \((s_\alpha)_{\alpha \in F} \in G^{m+1}\) such that, for all \( \alpha \in F \),

\[
\begin{align*}
\forall f \in F_1 & \quad f(s_{\alpha,0}) & \in A \\
\forall f \in F_2 & \quad f(s_{\alpha,0}, s_{\alpha,1}) + c(s_{\alpha,2}) & \in A \\
\vdots & \vdots & \vdots \\
\forall f \in F_m & \quad f(s_{\alpha,0}, \ldots, s_{\alpha,m-1}) + c(s_{\alpha,m}) & \in A
\end{align*}
\]

(7)

The proof goes by induction on \( m \); assume first that \( m = 0 \). Since \( A \) belongs to an idempotent ultrafilter, it contains an IP-set, say \((\tilde{x}_\alpha)_{\alpha \in F} \). Since \( c \) is IP-regular, we can find an IP-set \((x_\alpha)_{\alpha \in F} \) such that \( c(x_\alpha) \) is a sub-IP-set of \((\tilde{x}_\alpha)_{\alpha \in F} \) and hence \( c(x_\alpha) \in A \) for each \( \alpha \in F \). Let \( s^{(0)}_\alpha := x_\alpha \) for each \( \alpha \in F \).

Now suppose that \( m \geq 1 \) and we have an IP-set in \( G^m \)

\[
(s^{(m-1)}_\alpha)_{\alpha \in F} = \left( \left( s^{(m-1)}_{\alpha,0}, s^{(m-1)}_{\alpha,1}, \ldots, s^{(m-1)}_{\alpha,m-1} \right) \right)_{\alpha \in F}
\]

such that for any \( \alpha \in F \) we have \( D(m-1, \mathcal{F}, c; s^{(m-1)}_\alpha) \subset A \); in other words, if we take \( s_i = s^{(m-1)}_{\alpha,i} \) for each \( i = 0, \ldots, m-1 \) we get the first \( m \) lines of (7), for any \( \alpha \in F \).
Now apply Theorem 4.10 with $H = G^m$, $\Gamma = \Gamma_m$, $F = F_m$ and $(y_\alpha)_{\alpha \in \mathcal{F}} = (s_{\alpha}^{(m-1)})_{\alpha \in \mathcal{F}}$. We obtain a sub-IP-set $(t_\alpha)$ of $(s_{\alpha}^{(m-1)})$ in $G^m$ and some IP set $(x_{\alpha})_{\alpha \in \mathcal{F}}$ in G such that
\[
\forall \alpha \in \mathcal{F} \quad \forall f \in F_m \quad x_\alpha + f(t_\alpha) \in A. \quad (8)
\]

Since $c$ is IP-regular we can find an IP-set $(y_\beta)_{\beta \in \mathcal{F}}$ in $G$ such that $(c(y_\beta))_{\beta \in \mathcal{F}}$ is a sub-IP-set of $(x_\alpha)_{\alpha \in \mathcal{F}}$; in other words, there exist $\alpha_1 < \alpha_2 < \cdots$ such that $c(y_\beta) = \sum_{i \in \beta} x_{\alpha_i}$ for all $\beta \in \mathcal{F}$. To ease the notation, let $\alpha_\beta$ denote the set $\alpha_\beta := \bigcup_{i \in \beta} \alpha_i \in \mathcal{F}$. Then
\[
\forall \beta \in \mathcal{F} \quad c(y_\beta) = x_{\alpha_\beta} \quad (9)
\]

Now define $(s_{\beta}^{(m)})_{\beta \in \mathcal{F}}$ by taking the corresponding sub-IP-set of $(t_\alpha)_{\alpha \in \mathcal{F}}$ for the first $m$ coordinates and letting $(y_\beta)_{\beta \in \mathcal{F}}$ be the last coordinate. More precisely we have:
\[
s_{\beta}^{(m)} = (t_{\alpha_\beta}, y_\beta) \in G^{m+1}
\]

Now fix $\beta \in \mathcal{F}$; we need to show that $D(m, \bar{F}, c; s_{\beta}^{(m)}) \subset A$. If $j \in \{0, 1, \ldots, m-1\}$ and $f \in F_j$ then
\[
f(s_{\beta,0}^{(m)}, \ldots, s_{\beta,j-1}^{(m)}) + c(s_{\beta,j}^{(m)}) = f(s_{\alpha_\beta,0}^{(m-1)}, \ldots, s_{\alpha_\beta,j-1}^{(m-1)}) + c(s_{\alpha_\beta,j}^{(m-1)}) \quad (10)
\]
and the expression in (10) is in $A$ by induction. If $j = m$ then
\[
f(s_{\beta,0}^{(m)}, \ldots, s_{\beta,j-1}^{(m)}) + c(s_{\beta,j}^{(m)}) = f(t_{\alpha_\beta}) + c(y_\beta) = c(y_\beta) + f(t_{\alpha_\beta}) \quad (11)
\]
By (9), the expression in (11) is equal to $x_{\alpha_\beta} + f(t_{\alpha_\beta})$ and hence, by (8), it is also in $A$. We conclude that $D(m, \bar{F}, c; s_{\beta}^{(m)}) \subset A$. This finishes the induction process and the proof.

We notice that Theorem 4.9 allows for repeated terms in $D(m, \bar{F}, c; s)$, in other words, one could have $1 \leq i \leq j \leq m$ and $f \in F_i, g \in F_j$ such that
\[
f(s_0, \ldots, s_{i-1}) + c(s_i) = g(s_0, \ldots, s_{j-1}) + c(s_j)
\]
In fact, under the same conditions as Theorem 4.9, one may not be able to find $s$ for which $D(m, \bar{F}, c; s)$ has no repeated terms. However, if one makes the additional assumption that for every $j \in \{1, \ldots, m\}$ and every $f, g \in F_j$ the set $\{x \in G^j : f(x) = g(x)\}$ is finite, then one can modify the above proof to guarantee the additional property that $D(m, \bar{F}, c; s)$ has no repeated terms.

Indeed, observe that this condition implies that, for every $j \in \{1, \ldots, m\}$, the set
\[
\{x \in G^j : (\exists f, g \in F_j) : f(x) = g(x)\}
\]
is finite. Thus, given any IP-set $(x_\alpha)_{\alpha \in \mathcal{F}}$ in $G^j$ there exists a sub-IP-set $(y_\beta)_{\beta \in \mathcal{F}}$ such that for all $\beta \in \mathcal{F}$ and $f, g \in F_j$ one has $f(y_\beta) \neq g(y_\beta)$. Only one modification of the proof of Theorem 4.9 is needed to obtain this condition: after choosing the sub-IP-set $(t_\alpha)$ of $(s_{\alpha}^{(m-1)})$ with the property (8), pass to a further sub-IP-set $(y_\beta)$ of $(t_\alpha)$ with the property that for all $\beta \in \mathcal{F}$ and all $f, g \in F_j$ one has $f(y_\beta) \neq g(y_\beta)$.

The following theorem summarizes the above discussion.
Theorem 4.11. Let $G, p, c, m, F_1, \ldots, F_m, \bar{F}$ be as in Theorem 4.9. Assume that for every $j \in \{1, \ldots, m\}$ and every $f, g \in F_j$ the set $\{x \in G^j : f(x) = g(x)\}$ is finite. Then for any $A \in \mathcal{P}$ there exists an IP-set $(s_\alpha)_{\alpha \in \mathcal{F}}$ in $G^{m+1}$ such that $D(m, \bar{F}, c; s_\alpha)$ is contained in $A$ and has no repeated terms for every $\alpha \in \mathcal{F}$ and for all $i, j$ with $1 \leq i \leq j \leq m$ and $f \in F_i, g \in F_j$ we have

$$f(s_0, \ldots, s_{i-1}) + c(s_i) \neq g(s_0, \ldots, s_{j-1}) + c(s_j)$$

We will now deduce Theorems 3.5 and 3.6 from our abstract Theorem 4.9.

Proof of Theorem 3.5. Let $G$ be a countable commutative group and let $A \subset G$ be a central set. Thus, there exists a minimal idempotent $p \in \beta G$ with $A \in p$.

We start by proving part (1). Assume $(m, \bar{F}, c)$ is a shape in $G$ where $c$ is the identity map and that $F_j \subset \text{Hom}(G^j, G)$ for each $j = 1, \ldots, m$. The endomorphism $c$ is trivially IP-regular. For each $j \in \mathbb{N}$ let $\Gamma_j = \text{Hom}(G^j, G)$; it follows from Proposition 4.4 that each $\Gamma_j$ is an R-family with respect to $p$. Finally, by Example 4.6 each $\Gamma_j$ is licit. We can now apply Theorem 4.9 to find $s \in G^{m+1}$ with $D(m, \bar{F}, c; s) \subset A$ as desired.

Next we prove part (2). Assume $G$ is a group and $(m, \bar{F}, c)$ is a shape in $G$ where $c$ is an endomorphism whose image has finite index in $G$ and, for each $j = 1, \ldots, m$, $F_j \subset \mathcal{P}(G^j,G)$. To see that $c$ is IP-regular, observe that any IP-set has a sub-IP-set contained in the image of $c$, and that IP-sets carry through homomorphisms. For each $j \in \mathbb{N}$ let $\Gamma_j = \mathcal{P}(G^j, G)$; it follows from Example 4.3 that each $\Gamma_j$ is an R-family with respect to $p$. By Example 4.7 each $\Gamma_j$ is licit. We can now apply Theorem 4.9 to find $s \in G^{m+1}$ with $D(m, \bar{F}, c; s) \subset A$ as desired.

Proof of Theorem 3.6. Let $n \in \mathbb{N}$, let $G = \mathbb{Z}^n$ and let $A \subset \mathbb{Z}^n$ be a $D$-set. Thus, there exists an essential idempotent $p \in \beta(\mathbb{Z}^n)$ with $A \in p$. Assume $(m, \bar{F}, c)$ is a shape in $\mathbb{Z}^n$ where $c$ is an endomorphism whose image has finite index in $\mathbb{Z}^n$ and, for each $j = 1, \ldots, m$, $F_j \subset \mathcal{P}(\mathbb{Z}^n, \mathbb{Z}^n)$. To see that $c$ is IP-regular, observe that any IP-set has a sub-IP-set contained in the image of $c$, and that IP-sets carry through homomorphisms.

For each $j \in \mathbb{N}$ let $\Gamma_j = \mathcal{P}(\mathbb{Z}^n, \mathbb{Z}^n)$; it follows from Example 4.2 that each $\Gamma_j$ is an R-family with respect to $p$. By Example 4.7 each $\Gamma_j$ is licit. We can now apply Theorem 4.9 to find $s \in G^{m+1}$ with $D(m, \bar{F}, c; s) \subset A$ as desired.

5. Proofs of Theorems 3.13 and 3.14

The main purpose of this section is to prove Theorems 3.13 and 3.14. Our proof of Theorem 3.14 is inspired by a proof of Deuber’s original result presented in [17]. Before we start with the proofs we need a definition.

Definition 5.1. Let $G$ be a countable commutative semigroup, let $(m, \bar{F}, c)$ be a shape in $G$, let $s \in G^{m+1}$ and let $k \in \{0, 1, \ldots, m\}$. The $k$-th line of the $(m, \bar{F}, c)$-set $D(m, \bar{F}, c; s)$ is the set

$$\{f(s_0, \ldots, s_{k-1}) + c(s_k) : f \in F_k\}$$

Observe that $D(m, \bar{F}, c; s)$ is the union of its $m + 1$ lines.

The proof of Theorem 3.14 goes by induction. Due to its complicated nature it is convenient to isolate the induction step as a separate lemma.
Lemma 5.2. Let $G$ be a countable commutative semigroup with identity 0, let $\Lambda_c$ be the shape defined in Theorem 3.14, let $(m, \vec{F}, c) \in \Lambda_c$ and let $r \in \mathbb{N}$. Then there exists a shape $(M, \vec{H}, C) \in \Lambda_c$ such that for any $r$-coloring of an $(M, \vec{H}, C)$-set such that the last $k$ lines are each monochromatic (but different lines can have different colors) there exists a subset which is an $(m, \vec{F}, c)$-set whose last $k+1$ lines are each monochromatic.

Moreover, if $c$ is the identity map, we can take $C$ to be the identity map as well, and if $c$ is in the center of $\text{End}(G)$ we can take $C$ to be in the center of $\text{End}(G)$.

Proof. Since any subset of a monochromatic set is monochromatic, we can work with conveniently chosen supersets of the $F_i$’s. Hence we may and will assume that each $F_i$ contains the projection homomorphisms $\pi_j : G^i \to G$ (in each coordinate) and the zero homomorphism. We will also add to each $F_i$ all the homomorphisms of the form

$$\phi(x_0, \ldots, x_{i-1}) = f(x_0, \ldots, x_{j-1}) \quad \text{with } f \in F_j \text{ and } j < i$$

The main technical tool of our proof is Hales-Jewett’s theorem (Theorem 2.14). Let $n = HJ(|F_{m-k}|, r)$ be such that any $r$-coloring of $F_{m-k}^n$ contains a monochromatic combinatorial line. Since $c$ is concordant with $\vec{F}$, there exists an endomorphism $b : G \to G$ and, for each $f \in F_{m-k}$, there exists $a_f \in \text{Hom}(G^{m-k}, G)$ such that $c \circ a_f = f \circ b$ (where $b \in \text{End}(G^{m-k})$ is defined by $b(x_1, \ldots, x_{m-k}) = b(x_1) + \cdots + b(x_{m-k})$).

For convenience we denote by $N$ the product $N = n(m-k)$ and let $M = N + k$. For each $j = 1, \ldots, M$, let $H_j$ be a finite set of homomorphisms from $G^j \to G$ that will be determined later. Let $H_N$ be the set of all homomorphisms $\phi : G^N \to G$ of the form

$$\phi(t_0, \ldots, t_{N-1}) = \sum_{i=0}^{n-1} f_i \circ b(t_{i(m-k)}, t_{i(m-k)+1}, \ldots, t_{i(m-k)+m-k-1})$$

with $f_0, \ldots, f_{n-1} \in F_{m-k}$. Finally, make $\vec{H} = (H_1, \ldots, H_M)$ and $C = c \circ b$. Observe that if $c$ is in the center of $\text{End}(G)$, then $b = c$, and hence $C$ is also in the center of $\text{End}(G)$. Moreover, if $c$ is the identity map, then $b$ is also the identity map, and so is $C$.

Let $t_0, \ldots, t_M \in G$ be arbitrary and let $S_H$ be the $(M, \vec{H}, C)$-set they induce. It will simplify considerably the notation to let

$$T_i := (t_{i(m-k)}, t_{i(m-k)+1}, \ldots, t_{i(m-k)+m-k-1}) \in G^{m-k}$$

for each $i = 0, \ldots, n-1$. Thus, in particular, we can write

$$H_N = \left\{ \phi : (t_0, \ldots, t_{N-1}) \mapsto \sum_{i=0}^{n-1} f_i \circ b(T_i) : f_0, \ldots, f_{n-1} \in F_{m-k} \right\}$$

Assume that we are given a coloring of $S_H$ into $r$ colors such that each of the last $k$ lines are monochromatic (but not necessarily of the same color).

Color $w = (f_0, \ldots, f_{n-1}) \in F_{m-k}^n$ with the color of

$$\sum_{i=0}^{n-1} f_i \circ b(T_i) + C(t_N) \quad (12)$$
Observe that the elements in (12) are in the $N$th line of $S_H$. It follows from the Hales-Jewett theorem that one can find a variable word $w \in (F_{m-k} \cup \{\ast\})^n$ which induces a monochromatic combinatorial line. We let $\langle n \rangle = \{0, \ldots, n - 1\}$, let $A = \{i \in \langle n \rangle : w_i = \ast\}$ and let $B = \langle n \rangle \setminus A$. Now define

$$u_j = \begin{cases} 
    \sum_{i \in B} b(t_{M-m-j}) & \text{if } m - k < j \leq m \\
    a_{w_i}(T_i) + b(t_N) & \text{if } j = m - k \\
    \sum_{i \in A} b(t_{i(m-k)+j}) & \text{if } 0 \leq j < m - k 
\end{cases}$$

for each $j \leq m$. Then the elements in $(m-1)$th line of $S_H$ are monochromatic. Indeed, for $m - k < j \leq m$, the $j$-th line of $S_F$ is the set

$$\{f(u_0, \ldots, u_{j-1}) : f \in F_j \} = \{f(u_0, \ldots, u_{j-1}) + C(t_{M-m+j}) : f \in F_j \}$$

This will be a subset of the line $M - m + j$ of $S_H$ if we make $H_{M-m+j}$ contain all the homomorphisms $\phi$ of the form

$$\phi(t_0, \ldots, t_{M-m+j-1}) = f(u_0, \ldots, u_{j-1})$$

for any $f \in F_j$, any possible choice of $A, B \subset \langle n \rangle$ and any $w_i \in F_{m-k}$ (with the $u_j$’s being determined by (13)). Hence the $j$-th line of $S_F$ is monochromatic.

The $(m-k)$-th line of $S_F$ is the set

$$\{f(u_0, \ldots, u_{m-k-1}) + c(u_{m-k}) : f \in F_{m-k} \}$$

$$= \left\{ f \left( \sum_{i \in A} b(T_i) \right) + \sum_{i \in B} c \circ a_{w_i}(T_i) + C(t_N) : f \in F_{m-k} \right\}$$

which is precisely the monochromatic combinatorial line found by applying the Hales-Jewett’s theorem. Hence the $(m-k)$-th line of $S_F$ is inside $S_H$ and it is monochromatic.

For $j < m - k$, the $j$-th line of $S_F$ is the set

$$\{f(u_0, \ldots, u_{j-1}) + c(u_j) : f \in F_j \}$$

$$= \left\{ f(u_0, \ldots, u_{j-1}) + c \left( \sum_{i \in A} b(t_{i(m-k)+j}) \right) : f \in F_j \right\}$$

Let $a = \max A$. Then the $j$-th line of $S_F$ can be written as

$$\left\{ f(u_0, \ldots, u_{j-1}) + \sum_{i \in A \setminus \{a\}} C(t_{i(m-k)+j}) + C(t_{a(m-k)+j}) : f \in F_j \right\}$$

which will be contained in the $a(m-k) + j$-th line of $S_H$ if we make $H_{a(m-k)+j}$ contain all the homomorphisms $\phi$ of the form

$$\phi(t_0, \ldots, t_{a(m-k)+j}) = \sum_{i \in A} f(u_0, \ldots, u_{j-1}) + C(t_{i(m-k)+j})$$
for any \( f \in F_j \) and any possible choice of \( A \subset \langle a \rangle \), where the dependence of \( u_i \) on \( t_i \) is given by (13).

It is routine to verify that \( C \) is concordant with \( H \). This finishes the proof. \( \square \)

We move now to proving Theorem 3.14.

**Proof of Theorem 3.14.** If \( r = 1 \) there is nothing to prove so we assume \( r > 1 \). Let \((m, \vec{F}, c) \in \Lambda_1\), let \( n = m(r-1) \) and, for each \( j = 1, \ldots, n \), let \( H_j^{(0)} \) be a finite set of homomorphisms \( \phi : G^j \to G \) of the following form. Take \( \ell \in \{1, \ldots, j\} \) and let \( 0 \leq i_1 < \cdots < i_{\ell} < j \) be arbitrary. Let \( f \in F_\ell \) and define

\[
\phi_{f, i_1, \ldots, i_{\ell}}(x_0, \ldots, x_{j-1}) = f(x_{i_1}, x_{i_2}, \ldots, x_{i_{\ell}})
\]

We let \( H_j^{(0)} = \left\{ \phi_{f, i_1, \ldots, i_{\ell}} \mid \ell \in \{1, \ldots, j\}, f \in F_\ell, 0 \leq i_1 < \cdots < i_{\ell} < j \right\} \). Now let \( H^{(0)} = (H_1^{(0)}, \ldots, H_m^{(0)}) \). Finally, put \( c_0 = c \) and \( m_0 = n \).

Applying repeatedly Lemma 5.2, we construct inductively sequences \((m_i)_{i=0}^n\), \((\vec{H}^{(i)})_{i=0}^n\) and \((c_i)_{i=0}^n\), such that the shape \((m_i, \vec{H}^{(i)}, c_i)\) satisfies the conclusion of Lemma 5.2 when we input the shape \((m_{i-1}, \vec{H}^{(i-1)}, c_{i-1})\) and set \( k = n - i \).

Let \( M = m_n, \vec{H} = \vec{H}^{(n)} \) and \( C = c_n \). By construction, for any \( r \)-coloring of an \((M, \vec{H}, C)\)-set \( S_H \) we can find a subset which is a \((m_{n-1}, \vec{H}^{(n-1)}, c_{n-1})\)-set with the last line monochromatic. Iterating, we obtain for each \( i = 0, \ldots, n \), a sub-
\((m_i, \vec{H}^{(i)}, c_i)\)-set with the last \( n - i \) lines monochromatic. In particular, setting \( i = 0 \) we obtain a \((n, \vec{H}^{(0)}, c)\)-set with each line monochromatic (but different lines can have different colors).

Let \( t = (t_0, \ldots, t_n) \) be the generator of this \((n, \vec{H}^{(0)}, c)\)-set. Applying the pigeonhole principle one can find, among the \( n + 1 \) lines of \( D(n, \vec{H}^{(0)}, c; t) \), \( m + 1 \) lines of the same color, say the lines \( \ell_0, \ell_2, \ldots, \ell_m \). For each \( j = 0, \ldots, m \) let \( s_j = t_{\ell_j} \) and let \( s = (s_0, \ldots, s_m) \). By the construction of \( H^{(0)} \) we deduce that the \( j \)-th line of \( D(m, \vec{F}, c; s) \) is contained in \( \ell_j \)-th line of \( D(n, \vec{H}^{(0)}, c; t) \). Therefore \( D(m, \vec{F}, c; s) \) is monochromatic as desired. \( \square \)

To derive Theorem 3.13 from Theorem 3.14 we need first to establish a lemma.

**Definition 5.3.** Given two shapes \( \lambda_1 = (m_1, \vec{F}^{(1)}, c_1) \) and \( \lambda_2 = (m_2, \vec{F}^{(2)}, c_2) \) in a countable commutative semigroup \( G \), we say that \( \lambda_1 \) **contains** \( \lambda_2 \) if for every \( s_1 \in G^{m_1+1} \) there exists \( s_2 \in G^{m_2+1} \) such that \( D(m_1, \vec{F}^{(1)}, c_1; s_1) \supset D(m_2, \vec{F}^{(2)}, c_2; s_2) \).

**Lemma 5.4.** Let \( G \) be a countable commutative semigroup and let \( \Lambda_1 \) be the shape defined in Theorem 3.13. For any two shapes \( \lambda_1, \lambda_2 \in \Lambda_1 \) there exists some shape \( \lambda \in \Lambda \) which contains both \( \lambda_1 \) and \( \lambda_2 \).

**Proof.** Let \((m_i, F^{(i)}, c_i) = \lambda_i \) for \( i = 1, 2 \). Let \( c = c_1 \circ c_2 = c_2 \circ c_1 \) and let \( m = \max(m_1, m_2) \). We can assume that \( m_1 = m_2 = m \), putting \( F^{(i)} = \emptyset \) for \( k > m_i \) if necessary. For each \( i = 1, 2 \) and \( n = 1, \ldots, m \), let \( c_i \in \text{End}(G^n) \) be the map \( c_i : (g_0, \ldots, g_{n-1}) \mapsto (c_i(g_0), \ldots, c_i(g_{n-1})) \) and let

\[
F_n = \left\{ f \circ c_2 : f \in F^{(1)}_n \right\} \cup \left\{ f \circ c_1 : f \in F^{(2)}_n \right\}
\]

Let \( F = (F_1, \ldots, F_m) \) and let \( \lambda = (m, \vec{F}, c) \). Since both \( c_1 \) and \( c_2 \) are in the center of \( \text{End}(G) \), so is \( c \) and hence \( \lambda \in \Lambda_1 \).
Finally, given any $s \in G^m$ we need to show that $D(m, \vec{F}; c; s)$ contains an
$(m_i, F(i), c_i)$-set for each $i = 1, 2$. Let $s^{(1)} = c_2(s) = (c_2(s_0), \ldots, c_2(s_m))$ and
$s^{(2)} = c_1(s) = (c_1(s_0), c_1(s_1), \ldots, c_1(s_m))$. We claim that
$$D(m_i, F(i), c_i; s^{(i)}) \subset D(m, \vec{F}; c; s)$$
Indeed, for any $i = 1, 2$, any $n = 0, 1, \ldots, m$ and any $f \in F_n^{(i)}$ we have
$$c_i(s_n^{(i)}) + f(s_{n-1}^{(i)}, \ldots, s_0^{(i)}) = c_i(c_{3-i}(s_n)) + f(c_{3-i}(s_{n-1}, \ldots, s_0)) \quad (14)$$
Since $c_i \circ c_{3-i} = c$ and for $f \in F_n^{(i)}$ we have $f \circ c_{3-i} \in F_n$, we deduce that the
element (14) is in $D(m, \vec{F}; c; s)$ as desired.

Proof of Theorem 3.13. Let $A$ be a $\Lambda_t$-rich set and consider an arbitrary finite
partition $A = A_1 \cup \cdots \cup A_r$. Assume none of the $A_i$ is $\Lambda$-large. Then for each
$i \in \{1, \ldots, r\}$ there exists a shape $\lambda_i \in \Lambda_t$ such that $A_i$ does not contain an
$(m, \vec{F}, c)$-set of shape $\lambda_i$.

Applying Lemma 5.4 $r - 1$ times, one can find a shape $\lambda \in \Lambda_t$ that contains each
of the shapes $\lambda_1, \ldots, \lambda_r$. Therefore, none of the $A_i$ can contain an $(m, \vec{F}, c)$-set of
shape $\lambda$.

It follows from Theorem 3.14 that there exists a shape $(M, \vec{H}, C) \in \Lambda_t$ such that
any partition of an $(M, \vec{H}, C)$-set into $r$ cells contains a $(m, \vec{F}, c)$-set in a single
cell. On the one hand, because $A$ was assumed to be $\Lambda_t$-large, it will contain an
$(M, \vec{H}, C)$-set. On the other hand, this implies that some $A_i$ contains an $(m, \vec{F}, c)$-set,
contradicting the construction above. This contradiction implies that some $A_i$
must be $\Lambda_t$-large.

Theorems 3.14 and 3.13 deal only with shapes $(m, \vec{F}, c)$ where each component
$F_i$ of $\vec{F}$ is a set of homomorphisms. It is not clear if the methods used to prove them
can be adapted to more general shapes, such as those where the $F_i$ are allowed to
contain polynomial maps.

6. $\Lambda$-Systems

In this section we prove Theorems 3.17 and 3.20 concerning the partition regularity of $\Lambda$-systems.

We start with the proof of Theorem 3.17.

Proof of Theorem 3.17. We show that in fact any central set contains a $\Lambda$-system.
Let $A$ be a central set and let $p \in \beta G$ be a minimal idempotent such that $A \in p$.
Let $B = \{n \in A : A - n \in p\}$. Observe that $B \in p$ and that $B - n \in p$ for every
$n \in B$.

Next, enumerate $\Lambda = \{\lambda_1, \lambda_2, \ldots\}$ and let $\lambda_i = (m_i, \vec{F}(i), c_i)$. It follows from
Theorem 4.9 that there exists $s_1 \in G^{m_1+1}$ such that $D(m_1, \vec{F}(1), c_1; s_1) \subset B$.

We will construct inductively a sequence $s_1, s_2, \ldots$ such that for all $n \in \mathbb{N}$
$s_n \in G^{m_n+1}$ and such that
$$\forall \alpha \subset \{n\}, \alpha \neq \emptyset \quad \sum_{i \in \alpha} D(m_i, \vec{F}_i, c_i; s_i) \subset B \quad (15)$$
Above we found \( s_1 \) such that (15) holds with \( n = 1 \). Assume now that \( s_1, \ldots, s_n \) satisfying (15) have been found. Let

\[
T_n = \{0_G\} \cup \bigcup_{\emptyset \neq \alpha \subseteq [n]} \bigcup_{i \in \alpha} D(m_i, \vec{F}^{(i)}, c_i; s_i)
\]

and let \( B_n = \bigcap_{x \in T_n} (B - x) \setminus T_n \). Observe that \( B_n \subseteq B \). Since for each \( x \in T_n \) we have \( B - x \in p \) and because \( p \) is an ultrafilter and hence closed under finite intersections, we deduce that \( B_n \in p \). (removing the finite set \( T_n \) does not affect this because \( p \) is not principal and hence can not contain finite sets.)

Using Theorem 4.9 again we can find some \( s_{n+1} \in G^{m_{n+1}+1} \) such that

\[
D(m_{n+1}, \vec{F}^{(n+1)}, c_{n+1}; s_{n+1}) \subseteq B_n.
\]

We claim that for this choice of \( s_{n+1} \) the inclusions (15) hold with \( n + 1 \).

Indeed, if \( \emptyset \neq \alpha \subset [n+1] \) does not contain \( n+1 \), then (15) follows by induction. If \( n+1 \in \alpha \) then let \( \beta = \alpha \setminus \{n+1\} \subset [n] \) and let \( Q = \sum_{i \in \beta} D(m_i, \vec{F}^{(i)}, c_i; s_i)\).

Observe that

\[
D(m_{n+1}, \vec{F}^{(n+1)}, c_{n+1}; s_{n+1}) \subseteq B_n \subseteq \bigcap_{x \in Q} (B - x)
\]

Thus \( \sum_{i \in \alpha} D(m_i, \vec{F}^{(i)}, c_i; s_i) = D(m_{n+1}, \vec{F}^{(n+1)}, c_{n+1}; s_{n+1}) + Q \subseteq B \). This proves the claim that (15) holds for \( n+1 \), which finishes the induction. \( \Box \)

To prove Theorem 3.20 takes some more work.

**Lemma 6.1.** Let \( G \) and \( \Lambda_t \) be as in Theorem 3.20 and let \( \tilde{\Lambda} \subset \Lambda_t \) be a cofinite subset. Then any \( \tilde{\Lambda} \)-rich set is a \( \Lambda_t \)-rich set.

**Proof.** Since \( \tilde{\Lambda} \) is cofinite in \( \Lambda_t \) there must exist some shape \( \tilde{\lambda} \in \Lambda_t \) which is not contained in any shape in \( \Lambda_t \setminus \tilde{\Lambda} \); in other words, any shape containing \( \tilde{\lambda} \) is in \( \tilde{\Lambda} \).

For any shape \( \lambda \in \Lambda_t \) one can use Lemma 5.4 to find another shape \( \phi(\lambda) \in \Lambda_t \) which contains both \( \lambda \) and \( \tilde{\lambda} \). Thus \( \phi(\lambda) \) is actually inside \( \tilde{\Lambda} \).

Given any \( \tilde{\Lambda} \)-rich set \( A \), it contains a \( \phi(\lambda) \)-set for each \( \lambda \in \Lambda_t \), hence \( A \) contains a \( \lambda \)-set for each \( \lambda \in \Lambda_t \), which is to say, \( A \) is \( \Lambda_t \)-rich. \( \Box \)

**Lemma 6.2.** Let \( G \) and \( \Lambda_t \) be as in Theorem 3.20 and let \( U \subset \beta G \) be the set of ultrafilters such that for every \( p \in U \), any element \( A \subset p \) is \( \Lambda_t \)-rich. Then \( U \) contains a non-empty compact semigroup. Moreover a set \( A \subset G \) is a \( \Lambda_t \)-system if and only if there exists an idempotent ultrafilter \( p \in U \) such that \( A \subset p \).

**Proof.** First assume that \( A \subset G \) is a \( \Lambda_t \)-system. Let \( s \) be a function which assigns to each shape \( \lambda = (m, \vec{F}, c) \in \Lambda_t \) a vector \( s(\lambda) \in G^{m+1} \) such that

\[
\bigcup_{\alpha \in \mathcal{F}(\Lambda_t)} \left( \sum_{\lambda \in \alpha} D(\lambda; s(\lambda)) \right) \subseteq A
\]

For each subset \( \tilde{\Lambda} \subset \Lambda_t \) denote by \( DS(\tilde{\Lambda}) \) the set

\[
DS(\tilde{\Lambda}) = \bigcup_{\alpha \in \mathcal{F}(\tilde{\Lambda})} \left( \sum_{\lambda \in \alpha} D(\lambda; s(\lambda)) \right)
\]
and let $\tilde{K} \subset \beta G$ be the intersection of the compact sets $DS(\hat{\Lambda})$ as $\hat{\Lambda}$ runs over all cofinite subsets of $\Lambda_t$. In other words

$$\tilde{K} = \bigcap_{\alpha \in F(\Lambda_t)} DS(\Lambda_t \setminus \alpha) \subset \beta G$$

Next let $K = \tilde{K} \cap U$; we claim that $K$ is non-empty. First, note that for any cofinite $\hat{\Lambda} \subset \Lambda_t$, the set $DS(\hat{\Lambda})$ is $\hat{\Lambda}$-rich, and hence, in view of Lemma 6.1, it is also $\Lambda_t$-rich. Using Theorem 3.13, it follows from [22, Theorem 3.11] that the intersection $U \cap DS(\hat{\Lambda})$ is a non-empty compact set. Finally, for any finitely many cofinite subsets $\Lambda_1, \ldots, \Lambda_k$ of $\Lambda_t$, we have that $\hat{\Lambda} = \Lambda_1 \cap \cdots \cap \Lambda_k$ is itself a cofinite subset of $\Lambda_t$, so the intersection

$$\bigcap_{i=1}^k (DS(\Lambda_i) \cap U) \supset DS(\hat{\Lambda}) \cap U$$

is nonempty. This implies that the infinite intersection $K = \tilde{K} \cap U$ is also nonempty, proving the claim.

Observe that for any $p \in K$, since $DS(\hat{\Lambda}) \subset DS(\lambda) \subset A$ for any subset $\hat{\Lambda} \subset \Lambda$, we have that $A \in p$. Our strategy now is to show that $K$ is a closed semigroup and with the help of Ellis’s lemma\(^7\) find an idempotent $p \in \tilde{K}$. This idempotent will be an element of $U$ that contains $A$.

Let $p, q \in K$; we first show that $p + q \in U$. Indeed let $B \in p + q$ and let $\lambda = (m, F, c) \in \Lambda_t$ be an arbitrary shape. By definition, $\{n \in G : B - n \in p\} \in q$. Let $s^{(1)} \in G^m$ be such that $D(\lambda; s^{(1)}) \subset \{n \in G : B - n \in p\}$, let

$$C = \bigcap_{n \in D(\lambda, s^{(1)})} (B - n) \in p$$

and let $s^{(2)} \in G^m$ be such that $D(\lambda; s^{(2)}) \subset C$. Thus, in particular, for any $j = 0, 1, \ldots, m$ and any $f \in F_j$ we have

$$\left( c(s)^{(2)} + f(s_j^{(2)}, \ldots, s_0^{(2)}) \right) + c(s)^{(1)} + f(s_{j-1}^{(1)}, \ldots, s_0^{(1)}) \in B$$

Thus, taking $s = s^{(1)} + s^{(2)}$, and because $c, f$ are homomorphisms, we have $D(\lambda; s) \subset B$. Since $\lambda \in \Lambda_t$ was arbitrary we conclude that $B$ is $\Lambda_t$-large, and because $B \in p + q$ was arbitrary, we conclude that $p + q \in U$.

Next we need to show that for any cofinite $\hat{\Lambda} \subset \Lambda_t$ we have $p + q \in DS(\hat{\Lambda})$, which is equivalent to $DS(\hat{\Lambda}) \in p + q$. By definition, this is equivalent to $\{n \in G : DS(\hat{\Lambda}) - n \in p\} \in q$ and since both $p, q \in K$, this will follow if we show that

$$DS(\hat{\Lambda}) \subset \{n \in G : DS(\hat{\Lambda}) - n \in p\} \quad (16)$$

Fix $n \in DS(\hat{\Lambda})$. Then we can decompose $n = \sum_{\alpha \in F(\hat{\Lambda})} x_\alpha$ for some $\alpha \in F(\hat{\Lambda})$ and $x_\alpha \in D(\lambda; s(\lambda))$. In particular, $DS(\hat{\Lambda}) - n \subset DS(\hat{\Lambda} \setminus \alpha)$ and hence it is indeed in $p$, proving (16). This concludes the proof of the claim that $K$ is a non-empty compact semigroup. Thus by Ellis’s lemma, it contains an idempotent. This finishes the proof of the first direction.

\(^7\)Ellis’s lemma [13] states that any semi-continuous compact semigroup contains an idempotent.
Now we prove the converse: assume that \( p \in U \) is idempotent and let \( A \in p \). Let \( B = \{ n \in A : A - n \in p \} \) and observe that \( B \in p \) and for every \( n \in p \) also \( B - n \in p \).

Next enumerate \( \Lambda_t = \{ \lambda_1, \lambda_2, \ldots \} \) and let \( \lambda_t = (m, \vec{F}(i), c_i) \). It follows from Theorem 3.14 that there exists \( s_1 \in G_{m+1} \) such that \( D(m, \vec{F}(i), c_i; s_1) \subseteq B \).

One can construct a sequence \( s_1, s_2, \ldots \) inductively such that for all \( n \in \mathbb{N} \), one has \( s_n \in G_{m+n+1} \) and
\[
\forall \alpha \subseteq [n], \alpha \neq \emptyset \quad \sum_{i \in \alpha} D(m, \vec{F}(i), c_i; s_i) \subseteq B \tag{17}
\]
The procedure for constructing this sequence is the same as in the proof of Theorem 3.17 and will therefore be omitted. The sequence \( s_1, s_2, \ldots \) satisfies (17) so \( B \) is a \( \Lambda_t \)-system, concluding the proof.

We can now give the proof of Theorem 3.20:

**Proof of Theorem 3.20.** Let \( A \subset G \) be a \( \Lambda_t \)-system. By Lemma 6.2, there exists an idempotent ultrafilter \( p \in \beta G \) such that \( A \in p \) and every element of \( p \) is \( \Lambda_t \)-rich. For any finite partition of \( A \), one of the pieces must still be in \( p \). Invoking again Lemma 6.2 we deduce that every element of \( p \) is a \( \Lambda_t \)-system, finishing the proof. \( \square \)

7. **Applications to systems of equations**

In this section we derive some corollaries of our results that pertain to partition regularity of homogeneous systems of equations. In particular we show that the sufficient condition in Rado’s theorem, when appropriately formulated, applies to any countable commutative semigroup. Our departure point is Rado’s theorem itself.

**Definition 7.1.** Let \( d, k \in \mathbb{N} \), let \( A \) be a \( k \times d \) matrix with integer coefficients and let \( c_1, \ldots, c_d \in \mathbb{Z}^k \) be the columns of \( A \). We say that \( A \) satisfies the **columns condition** if there exist \( m \in \mathbb{N} \) and integers \( 0 = d_0 < d_1 < d_2 < \cdots < d_m < d_{m+1} = d \) such that for every \( 0 \leq j \leq m \), the sum
\[
\sum_{i \leq d_j} c_i + c_{d_j+2} + \cdots + c_{d_{j+1}}
\]
is in the linear span (over \( \mathbb{Q} \)) of the set \( \{ c_i : i \leq d_j \} \) (with the understanding that the only vector in the linear span of the empty set is \( 0 \)).

**Theorem 7.2** (Rado [23]). Let \( d, k \in \mathbb{N} \) and let \( A \) be a \( k \times d \) matrix with integer entries. Then for any finite coloring of \( \mathbb{N} \) there exists \( \mathbf{x} = (x_1, \ldots, x_d) \in \mathbb{N}^d \) with all coordinates in the same color and \( A\mathbf{x} = 0 \) if and only if \( A \) satisfies the columns condition (possibly after some permutation of the columns of \( A \)).

The ‘if’ direction of Rado’s theorem follows directly from Deuber’s Theorem 1.4. The idea is that the columns condition implies the existence of a triple \((m, p, c) \subseteq \mathbb{N}^3\) such that any \((m, p, c)\)-set contains a solution to \( A\mathbf{x} = 0 \).

More precisely, using the columns condition one can find a \( d \times (m+1) \) matrix \( B \) such that \( AB = 0 \) and, for any \( s \in \mathbb{N}^{m+1} \), the entries of the vector \( Bs \) are contained in the \((m, p, c)\)-set \( D(m, p, c; s) \) for some \( c, p \in \mathbb{N} \) that only depend on \( A \). Then, for any finite coloring of \( \mathbb{N} \) one can find \( s \in \mathbb{N}^{m+1} \) such that \( D(m, p, c; s) \) is monochromatic, and in particular, all coordinates of \( Bs \) are monochromatic. Since
AB = 0, also \( A(Bl) = 0 \). The details of this deduction can be found, for instance, in [16].

We now turn to linear systems of equations in countable commutative semigroups and establish an analogue of the columns condition in this setting.

**Definition 7.3.** Let \( G \) be a countable commutative semigroup with identity \( 0 \), let \( k, d \in \mathbb{N} \) and let \( A : G^d \to G^k \) be a homomorphism. For each \( i = 1, \ldots, d \) let \( c_i : G \to G^k \) be the map defined by \( c_i(x) = A(0, \ldots, 0, x, 0, \ldots, 0) \), where the \( x \) appears in the \( i \)-th position.

We say that \( A \) satisfies the **columns condition** if there exist \( c \in \text{End}(G) \), \( m \in \mathbb{N} \) and \( 0 = d_0 < d_1 < \cdots < d_{m+1} = d \) such that

1. The composition \((c_1 + c_2 + \cdots + c_{d_1}) \circ c\) is the zero map;
2. For each \( 1 \leq t \leq m \) there are \( f_1^{(t)}, \ldots, f_{d_t}^{(t)} \in \text{End}(G) \) such that

\[
(c_{d_{t+1}} + \cdots + c_{d_{t+1}}) \circ c + \left( c_1 \circ f_1^{(t)} + \cdots + c_{d_t} \circ f_{d_t}^{(t)} \right) = 0 \tag{18}
\]

This definition can be seen as a direct extension of Definition 7.1. Indeed, when \( G = \mathbb{Z} \), the only homomorphisms are multiplication by a fixed integer and equation (18) expresses the fact the sum \( c_{d_{t+1}} + \cdots + c_{d_{t+1}} \) is a linear combination of \( c_1, \ldots, c_{d_t} \).

The next proposition is an extension of the ‘if’ part of Rado’s theorem to countable commutative semigroups.

**Proposition 7.4.** Let \( G \) be a countable commutative semigroup with identity \( 0 \), let \( k, d \in \mathbb{N} \) and let \( A : G^d \to G^k \) be a homomorphism which satisfies the columns condition for some \( c \in \text{End}(G) \) that is either in the center of \( \text{End}(G) \) or is IP-regular. Then for any finite coloring of \( G \) there exists \( x = (x_1, \ldots, x_d) \) with all entries in the same color such that \( A(x) = 0 \).

**Proof.** Let \( m \in \mathbb{N} \) and \( c \in \text{End}(G) \) be given by the columns condition. For each \( j = 1, \ldots, m \) let

\[
F_j = \left\{ f : (s_0, \ldots, s_{j-1}) \mapsto \sum_{\ell=0}^{j-1} f_j^{(m-\ell)}(s_\ell) : d_{m-j} < i \leq d_{m+1-j} \right\}
\]

and let \( \vec{F} = (F_1, \ldots, F_m) \). Assume we are given a finite coloring of \( G \). Appealing to either Theorem 3.14 or Theorem 4.9 (according to whether \( c \) is in the center of \( \text{End}(G) \) or IP-regular) we can find \( s \in G^{m+1} \) such that the \( (m, \vec{F}, c) \)-set \( D(m, \vec{F}, c; s) \) is monochromatic. For each \( i = 1, \ldots, d \), let \( j \in \{0, \ldots, m\} \) be such that \( d_{m-j} < i \leq d_{m+1-j} \) (and observe that \( j \) is uniquely determined). Let

\[
x_i = \sum_{\ell=0}^{j-1} f_j^{(m-\ell)}(s_\ell) + c(s_j)
\]

Observe that \( x_i \in D(m, \vec{F}, c; s) \) and hence all the entries of the vector \( \mathbf{x} = (x_1, \ldots, x_d) \in G^d \) are of the same color. Finally we need to check that \( A(x) = 0 \). Let \( c_1, \ldots, c_d \) be as in Definition 7.3 and observe that each \( c_i : G \to G^k \) is a homomorphism. We have
A(x) = \sum_{i=1}^{d} c_i(x_i) = \sum_{j=0}^{m} \sum_{i=d_{m-j}+1}^{d_{m-j+1}} c_i(x_i) \\
= \sum_{j=0}^{m} \sum_{i=d_{m-j}+1}^{d_{m-j+1}} c_i \left( \sum_{\ell=0}^{j-1} f_j^{(m-\ell)}(s_{\ell}) + c(s_j) \right) \\
= \sum_{j=0}^{m} \sum_{i=d_{m-j}+1}^{d_{m-j+1}} (c_i \circ c)(s_j) + \sum_{j=0}^{m} \sum_{i=d_{m-j}+1}^{d_{m-j+1}} \sum_{\ell=0}^{j-1} (c_i \circ f_j^{(m-\ell)})(s_{\ell}) \\
= \sum_{\ell=0}^{m} \left[ \sum_{i=d_{m-\ell+1}}^{d_{m-\ell}} (c_i \circ c) + \sum_{j=0}^{m-\ell-1} \sum_{i=d_{m-\ell+1}}^{d_{m-\ell+1}} (c_i \circ f_j^{(m-\ell)})(s_{\ell}) \right] \\
= 0

where the last equality follows from the columns conditions. \[\Box\]

While Proposition 7.4 provides a quite satisfactory extension of the sufficient condition in Rado’s theorem to a general setting, it is not even clear how to formulate the necessary condition.

**Problem 7.5.** Let $G$ be a countable commutative semigroup, let $k, d \in \mathbb{N}$ and let $A : G^d \to G^k$ be a homomorphism. Give necessary and sufficient conditions for $A$ so that for any finite partition of $G$ there exists a non-zero $x = (x_1, \ldots, x_d)$ with all entries in the same cell of the partition and such that $A(x) = 0$.

We conclude by remarking that an analogue of the columns condition can be concocted for polynomial equations in such a way that an analogue of Proposition 7.4 holds, but the condition is cumbersome and so it appears to be of little practical value.

**References**

[1] M. Beiglböck, V. Bergelson, T. Downarowicz, and A. Fish. Solvability of Rado systems in D-sets. Topology Appl., 156(16):2565–2571, 2009. 8, 10, 11

[2] V. Bergelson. Minimal idempotents and ergodic ramsey theory. In Topics in Dynamics and Ergodic Theory, volume 8-39 of London Math Soc. lecture Note Series. Cambridge University Press, Cambridge, 2003. 7

[3] V. Bergelson. Ultrafilters, IP sets, dynamics, and combinatorial number theory. In Ultrafilters across mathematics, volume 530 of Contemp. Math., pages 23–47. Amer. Math. Soc., Providence, RI, 2010. 6

[4] V. Bergelson and T. Downarowicz. Large sets of integers and hierarchy of mixing properties of measure preserving systems. Colloq. Math., 110(1):117–150, 2008. 7, 8

[5] V. Bergelson and N. Hindman. Nonmetrizable topological dynamics and Ramsey theory. Trans. Amer. Math. Soc., 320(1):293–320, 1990. 6, 7

[6] V. Bergelson and A. Leibman. Polynomial extensions of van der Waerden’s and Szemerédi’s theorems. J. Amer. Math. Soc., 9(3):725–753, 1996. 4, 5

[7] V. Bergelson and A. Leibman. Set-polynomials and polynomial extension of the Hales-Jewett theorem. Ann. of Math. (2), 150(1):33–75, 1999. 8
[8] V. Bergelson and R. McCutcheon. An ergodic IP polynomial Szemerédi theorem. *Mem. Amer. Math. Soc.*, 146(695):viii+106, 2000. 4, 5, 8

[9] A Brauer. Über sequenzen von potenzresten. *Sitzungsberichte de Preussischen Akademie der Wissenschaften, Physicalish-Mathematische Klasse*, pages 9–16, 1928. 1

[10] W. Deuber. Partitionen und lineare Gleichungssysteme. *Math. Z.*, 133:109–123, 1973. 1, 2

[11] W. Deuber. Partition theorems for abelian groups. *J. Combinatorial Theory Ser. A*, 19:95–108, 1975. 4

[12] W. Deuber and N. Hindman. Partitions and sums of $(m, p, c)$-sets. *J. Combin. Theory Ser. A*, 45(2):300–302, 1987. 5, 13, 14

[13] R. Ellis. Distal transformation groups. *Pacific J. Math.*, 8:401–405, 1958. 6, 25

[14] J. Folkman. Graphs with monochromatic complete subgraphs in every edge coloring. *SIAM J. Appl. Math.*, 18:19–24, 1970. 2

[15] H. Furstenberg. *Recurrence in ergodic theory and combinatorial number theory*. Princeton University Press, Princeton, N.J., 1981. M. B. Porter Lectures. 5, 6, 7, 10

[16] R. L. Graham, B. L. Rothschild, and J. H. Spencer. *Ramsey theory*. Wiley-Interscience Series in Discrete Mathematics and Optimization. John Wiley & Sons, Inc., New York, second edition, 1990. A Wiley-Interscience Publication. 27

[17] D. S. Gunderson. On Deuber’s partition theorem for $(m, p, c)$-sets. *Ars Combin.*, 63:15–31, 2002. 19

[18] A. W. Hales and R. I. Jewett. Regularity and positional games. *Trans. Amer. Math. Soc.*, 106:222–229, 1963. 9

[19] N. Hindman. Finite sums from sequences within cells of a partition of *N*. *J. Combinatorial Theory Ser. A*, 17:1–11, 1974. 6

[20] N. Hindman and H. Lefmann. Partition regularity of $(M, P, C)$-systems. *J. Combin. Theory Ser. A*, 64(1):1–9, 1993. 5, 13, 14

[21] N. Hindman, A. Maleki, and D. Strauss. Central sets and their combinatorial characterization. *Journal of Combinatorial Theory, Series A*, 74(2):188 – 208, 1996. 7

[22] N. Hindman and D. Strauss. *Algebra in the Stone-Čech compactification*, volume 27 of *de Gruyter Expositions in Mathematics*. Walter de Gruyter & Co., Berlin, 1998. Theory and applications. 6, 16, 25

[23] R. Rado. Studien zur kombinatorik. *Math. Zeit.*, 36:242–280, 1933. 1, 2, 3, 26

[24] R. Rado. Note on combinatorial analysis. *Proc. London Math. Soc. (2)*, 48:122–160, 1943. 4

[25] I. Schur. Über die kongruenz $x^m + y^m = z^m (\text{mod } p)$. *Jahresbericht der Deutschen Math. Verein.*, 25:114–117, 1916. 1

[26] B.L. van der Waerden. Beweis einer baudetschen vermutung. *Nieuw. Arch. Wisk.*, 15:212–216, 1927. 1