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A B S T R A C T

To enhance solution accuracy and training efficiency in neural network approximation to partial differential equations, partitioned neural networks can be used as a solution surrogate instead of a single large and deep neural network defined on the whole problem domain. In such a partitioned neural network approach, suitable interface conditions or subdomain boundary conditions are combined to obtain a convergent approximate solution. However, there has been no rigorous study on the convergence and parallel computing enhancement on the partitioned neural network approach. In this paper, iterative algorithms are proposed to address these issues. Our algorithms are based on classical additive Schwarz domain decomposition methods. Numerical results are included to show the performance of the proposed iterative algorithms.
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1. Introduction

With the success of deep learning technologies in many application areas, recently, there have been developed many successful approaches to solve partial differential equations using deep neural networks, see \[5,23,22,18\]. The advantage of these new approaches is that they can be used for partial differential equations without much concern on the shape or the dimension of the problem domain. On the other hand, the approximate solution accuracy highly
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depends on hyper parameter settings, such as, the network’s depth and width, training data, activation functions, the learning rate, and the optimization method. In addition, long parameter training time makes the neural network solution very expensive.

There have been some successful attempts to alleviate these difficulties by introducing partitioned neural networks as a solution surrogate, see [11, 10, 19]. In [11, 10], partitioned neural networks are formed on a non-overlapping subdomain partition of the problem domain, where each local neural network approximates the solution in each subdomain and additional continuity conditions on local neural network solutions are included to the loss function to obtain a convergent approximate solution. In [19], a similar but different form of partitioned neural networks is proposed based on an overlapping subdomain partition. In that approach, window functions are introduced and they are used to form a global function, called FBPINNs (Finite Basis Physics Informed Neural Networks), that is a sum of localized neural network functions. Such a global function is used as a solution surrogate in their approach. Differently to [11, 10], no additional interface condition appears in the FBPINN method and such a new approach was shown to be very effective for high oscillation model problem defined in a large problem domain. In all these previous approaches, the local neural network parameters are updated every training epoch and such an update procedure requires neighboring neural network’s parameter information. Since the number of training epochs can become easily more than several hundreds of thousand in many application problems, such a heavy communication cost makes the method inefficient under the parallel computing environment.

In this work, we propose iteration methods to address the heavy communication cost problem in the above mentioned partitioned neural network approaches. In our proposed iteration methods, the communication between neighboring subdomains happens every outer iteration but not every training epoch, and the proposed methods thus reduce the communication cost greatly. Our iteration methods are based on the classical additive Schwarz algorithm. The additive Schwarz algorithm is one of the most successful and well-known domain decomposition algorithms. Domain decomposition algorithms are widely used as fast solution procedures of algebraic equations arising from discretization of partial differential equations. The original algebraic equations are restricted and solved in each subdomain combined with an iterative procedure. The resulting solution for the original algebraic equations is then obtained from the iterative procedure. In such approaches, the convergence often gets slow as more subdomains are introduced. To accelerate the convergence, a global coarse problem is combined in the iterative procedure. We refer [25] for a general introduction to domain decomposition algorithms.

In our proposed iterative algorithms, we only consider partitioned neural networks built on overlapping subdomain partitions. We first propose an one-level iterative algorithm where each local neural network solves a local problem at each outer iteration given the previous iterate. We also provide a concrete convergence analysis for the proposed one-level algorithm. The convergence in our one-level algorithm gets slower as more subdomains are in the partition, that is a well-known and common convergence property in the one-level domain decomposition algorithms. We thus include a coarse component in the partitioned neural networks to make the iteration convergence robust to the increase of the number of subdomains. For the proposed two-level iterative algorithm, we also prove a convergence result that is independent of the number of subdomains. We note that in previous pioneering studies [13, 16], a similar idea is used but there has been no concrete convergence study on the convergence of the iterative scheme.

Preliminary versions of this paper were appeared in [13, 28, 12]. In [13, 12], the additive Schwarz algorithms are proposed and tested numerically and in [28] convergence analysis and some numerical results are presented. In our current work, we improve the convergence results in the two-level method by proposing partitioned neural networks combined with a partition of unity functions and we also present more extensive numerical results for
the proposed algorithms. For the completeness of the paper, we included the convergence analysis of the additive Schwarz algorithms that has been carried out in our previous work [28]. As related works, we also refer to [7], where combination of machine learning and domain decomposition methods are reviewed and discussed, and to [3], where a learning algorithm is developed to learn effective coarse basis in the adaptive BDDC domain decomposition methods. Among many successful neural network approaches, we will simply use the PINN (Physics Informed Neural Network) method in [22], when finding the approximate solutions for the local and coarse problems in our proposed iterative scheme. Our proposed methods can be extended to other types of neural network approximation as well, for example those in [5, 23, 18].

This paper is organized as follows. In Section 2, we introduce the PINN method for solving partial differential equations and in Section 3 we review the additive Schwarz method with a relaxation parameter and its convergence analysis in a Hilbert space. In Section 4, we propose an one-level iterative scheme for the partitioned neural network approximate solution. The iterative scheme is further extended into a two-level iterative method by including a coarse neural network to the partitioned neural network approximation. For the proposed iterative methods, their convergence results are proved with an assumption on local and coarse neural network solution errors. In Section 5, numerical results are presented for test examples and conclusions are given in Section 6.

2. Physics informed neural network (PINN) method

Among many successful neural network approximation methods for solutions of partial differential equations, we introduce the physics-informed neural network (PINN) method that is developed based on minimizing the residual loss of the differential equations, see [22]. We first consider a general differential equation with a boundary condition,

\[ \mathcal{L}(u) = f, \quad \text{in } \Omega, \]
\[ B(u) = g, \quad \text{on } \partial \Omega, \]  
(2.1)

where \( \mathcal{L} \) is a differential operator defined for a function \( u \) and \( B \) describes a given boundary condition on \( u \), and \( f, g \) are given functions. We assume that the model problem in (2.1) is well-posed and the solution \( u \) exists.

The solution \( u \) in (2.1) is approximated by a fully connected neural network function, \( U(x; \theta) \),

\[ U(x; \theta) = W_L \sigma(W_{L-1} \sigma(\cdots \sigma(W_1 x + b_1) \cdots) + b_{L-1}) + b_L, \]

where \( \theta = (W_1, W_2, \cdots, W_L, b_1, b_2, \cdots, b_L) \) and \( L \) denotes the number of layers. The parameters \( W_k \in R^{n_k \times n_{k-1}} \) and \( b_k \in R^{n_k} \) are set with their dimension as follows: For \( n_0 \) and \( n_L \), they are set to the dimension of the input and the dimension of the output and for \( n_k \) in the \( k \)-th hidden layer, \( k = 1, \cdots, L - 1 \), they can be set freely depending on the required accuracy and the complexity of the model problem. We also note that the activation function is applied on the output of each hidden layer and is denoted by \( \sigma(x) \) in the above expression, see also Fig. 1 for an example of a fully connected neural network.

The parameters \( \theta \) in \( U(x; \theta) \) are then determined to minimize the cost function \( J_X(\theta) \) consisting of two terms,

\[ J_X(\theta) = w_I J_{X_{\Omega}}(\theta) + w_B J_{X_{\partial \Omega}}(\theta), \]  
(2.2)

where

\[ J_{X_{\Omega}}(\theta) = \frac{1}{|\Omega|} \sum_{x \in X_{\Omega}} |\mathcal{L}(U(x; \theta)) - f(x)|^2 \]
and

\[ J_{X_D}(\theta) = \frac{1}{|X_D|} \sum_{x \in X_D} |B(U(x; \theta)) - g(x)|^2. \]

In the above, \( X_D \) denotes the collection of points chosen from the region \( D \) and \( |X_D| \) denotes the number of points in the set \( X_D \), and \( w_I \) and \( w_B \) are weight factors associated with the differential equation loss term and the boundary condition loss term, respectively. The loss functions \( J_{X_D}(\theta) \) and \( J_{X_{\Omega}}(\theta) \) are designed so that the optimized neural network \( U(x; \theta) \) satisfies the equations in (2.1), derived from physics laws. We note that \( J_{X_D}(\theta) \) and \( J_{X_{\Omega}}(\theta) \) approximate

\[ J_\Omega(\theta) = \int_\Omega (L(U(x; \theta))) - f(x)^2 \, dx \quad \text{and} \quad J_{\partial\Omega}(\theta) = \int_{\partial\Omega} (U(x; \theta) - g(x))^2 \, ds(x), \]

and the accuracy and training performance in the neural network approximation \( U(x; \theta) \) depend on the choice of the data sets \( X_\Omega \) and \( X_{\partial\Omega} \). There are other options for the cost function, for an example, when \( L(u) = -\Delta u \) the following energy-based cost function was considered in [29],

\[ J(\theta) = \frac{1}{2} \int_\Omega |\nabla U(x; \theta)|^2 \, dx - \int_\Omega f(x)U(x; \theta) \, dx + \int_{\partial\Omega} |U(x; \theta) - g(x)|^2 \, ds(x). \]

Regarding the accuracy of the neural network approximation solution \( U(x; \theta) \), it depends on the following hyper parameter settings, the number of layers \( L \), the number of nodes in each hidden layer, the training data sets \( X_\Omega, X_{\partial\Omega} \), the weight factors \( w_I, w_B \), and optimization methods for the parameter training. In a more detail, the error between the exact solution \( u(x) \) and the resulting trained neural network \( U(x; \theta_i) \) consists of the following three terms,

\[ u(x) - U(x; \theta_i) = (u(x) - U(x; \theta_a)) + (U(x; \theta_a) - U(x; \theta_e)) + (U(x; \theta_e) - U(x; \theta_i)), \]

where \( U(x; \theta_a) \) denotes the neural network function with the minimum error to the exact solution, and \( U(x; \theta_e) \) denotes the neural network function that optimizes the cost function \( J_X(\theta) \) in (2.2). The first term is called the approximation error, the second the estimation error, and the third the optimization error. The approximation error depends on the number of layers \( L \), the number of nodes \( n_k \) in each layer, and the activation function \( \sigma(x) \), see [9, 8, 21]. The estimation error depends on the number of training data, \( |X_\Omega| \) and \( |X_{\partial\Omega}| \), the choice of data sets, \( X_\Omega \), and \( X_{\partial\Omega} \), and the weight factors \( w_I, w_B \) in (2.2). The optimization error also depends on all the previously mentioned hyper parameters, the optimization method, the learning rate, and the parameter initialization.
To reduce the approximation error, one needs to employ a massive layer or deeper network. Since such a larger network is prone to the overfitting problem and the gradients of the cost function approaches vanishingly small as repeating multiplication, the estimation error and optimization error often get larger and the parameter training process easily fails to give successful training results. To overcome this limitation, partitioned neural networks can be used to approximate the solution $u(x)$. As in earlier pioneering works [11, 10, 19], the neural network approximation is formed with localized neural network functions built on a partition of the problem domain and the parameters in each local neural network function are trained by using a suitably formed cost function with additional interface conditions. Such a partitioned neural network approach allows a more flexible design of hyper parameter settings and cost functions to give better training results than in the single neural network approach. In addition, the localized nature of the partitioned neural network function makes a fully parallel parameter training possible. On the other hand, the parameter optimization process in the partitioned neural network approach needs heavy communication cost between neighboring subdomains, i.e., the neighboring subdomains exchange their parameter information every training epoch. To resolve this heavy communication cost problem, we will develop iteration algorithms for training parameters in the partitioned neural networks based on the classical additive Schwarz method. We note that in our proposed iteration algorithms local parameters in each subdomain neural network are trained to approximate a local problem solution defined on the subdomain for the given current iterate, and these trained parameters are then communicated between the neighboring subdomains before proceeding to the next outer iteration. The number of outer iteration is much smaller than the number of training epochs and the communication cost is greatly reduced in the proposed iteration algorithms, that lead to a scalable parameter training procedure for the partitioned neural network approximation.

3. Additive Schwarz algorithm

In this section, we introduce a classical additive Schwarz method as an iterative procedure for finding the solution of the following model elliptic problem in a domain $\Omega$,

$$
-\Delta u = f \text{ in } \Omega ,
$$

$$
u = g \text{ on } \Omega.
$$

For that, an overlapping subdomain partition $\{\Omega_i\}$ of $\Omega$ with an overlapping width $\delta$ is introduced and the iteration procedure is given as follows: for a given $u^{(n)}$, the following problem in each subdomain $\Omega_i$ is solved for $u_i^{(n+1)}$,

$$
-\Delta u_i^{(n+1)} = f \text{ in } \Omega_i ,
$$

$$
u_i^{(n+1)} = u^{(n)} \text{ in } \Omega \setminus \Omega_i.
$$

(3.4)

After solving for $u_i^{(n+1)}$, the next iterate is obtained as

$$
u^{(n+1)} = (1 - N\tau)u^{(n)} + \tau \sum_{i=1}^{N} u_i^{(n+1)} ,
$$

(3.5)

where $N$ denotes the number of subdomains and $\tau$ is a relaxation parameter. Let $N_c$ be the maximum number of subdomains sharing the same geometric position in $\Omega$. With $0 < \tau < 1/N_c$, the iterates $u^{(n)}$ converge to the solution $u$ of (3.3) under a suitably chosen space of functions, see [27, 25, 6, 20].

For the sake of completeness, we now present a more refined convergence analysis for the above additive Schwarz method under a Hilbert space setting by adapting the notations and ideas in [1].
3.1. Projection onto a Hilbert space

Let $V$ be a Hilbert space with an inner product $\langle \cdot, \cdot \rangle_V$ and $a(\cdot, \cdot)$ be a bilinear form defined for $V \times V$, that is, related to the model elliptic problem, i.e.,

$$a(v, w) := \int_\Omega \nabla v \cdot \nabla w \, dx.$$

We will show that the iterates $u^{(n)}$ in the above additive Schwarz scheme converge to the exact solution $u$ in the Hilbert space $V := H^1_0(\Omega)$, where $H^1_0(\Omega)$ consists of square integrable functions up to the first weak derivatives with the vanishing boundary value. Accordingly, the local Hilbert space $V_i$ is given as $V_i := H^1_0(\Omega_i)$. When $v_i$ is in the space $V_i$, by extending it zero into $\Omega$, we can consider $v_i$ as a function in $V$. In the presentation below, for simplicity we assume that functions in $V_i$ are extended by zero so that they also belong to the space $V$.

For the local problem in (3.4), we can form it as

$$a(u_i^{(n+1)} - u^{(n)}, v_i) = f(v_i) - a(u^{(n)}, v_i), \quad \forall v_i \in V_i,$$  

and for the solution $u$, we obtain that

$$a(u, v) = f(v), \quad \forall v \in V,$$  

where

$$f(v) := \int_\Omega fv \, dx.$$

We then obtain

$$a(u_i^{(n+1)} - u^{(n)}, v_i) = a(u - u^{(n)}, v_i), \quad \forall v_i \in V_i,$$

and

$$u_i^{(n+1)} - u^{(n)} = P_i(u - u^{(n)}),$$

where $P_i$ is the projection onto the subspace $V_i$ defined as

$$a(P_i(v), v_i) = a(v, v_i), \quad \forall v_i \in V_i.$$

We note that $u_i^{(n+1)} - u^{(n)}$ is in the space $V_i$. The iterate $u^{(n+1)}$ in (3.5) is then obtained as

$$u^{(n+1)} = u^{(n)} + \tau \sum_{i=1}^N (u_i^{(n+1)} - u^{(n)}) = u^{(n)} + \tau \sum_{i=1}^N P_i(u - u^{(n)}).$$

and the resulting error equation then follows

$$u - u^{(n+1)} = (I - \tau \sum_{i=1}^N P_i)(u - u^{(n)}). \quad (3.6)$$

3.2. Convergence analysis

We will now present the convergence analysis of the additive Schwarz method. Our analysis is based on the derivation in [1], where the additive Schwarz algorithm is applied and analyzed for variational inequalities. We first introduce the following two assumptions:
Assumption 3.1. For \( v \) in \( V \), there exist \( v_i \) in \( V_i \) such that
\[
v = \sum_{i=1}^{N} v_i \quad \text{and} \quad \sum_{i=1}^{N} a(v_i, v_i) \leq C_0 a(v, v),
\]
where the constant \( C_0 \) is independent of \( v \).

Assumption 3.2. For \( v_i \) in \( V_i \) and \( v_j \) in \( V_j \), there exists \( 0 \leq E_{ij} \leq 1 \) such that
\[
a(v_i, v_j) \leq E_{ij} a(v_i, v_i)^{1/2} a(v_j, v_j)^{1/2}.
\]

It is well known that the above two assumptions were introduced for analysis of the classical Schwarz methods, see [25].

**Theorem 3.3.** Under the Assumptions 3.1 and 3.2, the iterates \( u^{(n)} \) in the Hilbert space satisfy
\[
a(u - u^{(n+1)}, u - u^{(n+1)}) \leq \left(1 - \frac{2}{2 + C_0} \tau + \|\mathcal{E}\|_2^2 \tau^2\right) a(u - u^{(n)}, u - u^{(n)}),
\]
where \( C_0 \) is the constant in Assumption 3.1 and \( \|\mathcal{E}\|_2 \) is the 2-norm for the matrix \( \mathcal{E} \) with \( E_{ij} \) in Assumption 3.2 as its entries.

**Proof.** For \( v \) in \( V \), we take its decomposition \( \{v_i\} \) such that \( \sum_{i=1}^{N} v_i = v \) and satisfies Assumption 3.1. We then consider
\[
\sum_{i=1}^{N} a(P_i v_i, v_i) \leq \sum_{i=1}^{N} a(P_i v_i, P_i v) \leq \left(\sum_{i=1}^{N} \left( a(v, P_i v) \right)^{1/2} \left( \sum_{i=1}^{N} a(v_i, v_i) \right)^{1/2}\right) \leq \left(\sum_{i=1}^{N} a(v, P_i v) \right)^{1/2} \sqrt{C_0} a(v, v)^{1/2} \leq \frac{C_0}{2} \sum_{i=1}^{N} a(v, P_i v) + \frac{1}{2} a(v, v), \tag{3.7}
\]
where we used the Assumption 3.1 in the third inequality. We also note that
\[
a(v, v) = \sum_{i=1}^{N} a(v, v_i) = \sum_{i=1}^{N} a(v, v_i - P_i v) + \sum_{i=1}^{N} a(v, P_i v)
\]
\[
= \sum_{i=1}^{N} a(P_i v, v_i - P_i v) + \sum_{i=1}^{N} a(v, P_i v) \leq \sum_{i=1}^{N} a(P_i v, v_i) + \sum_{i=1}^{N} a(v, P_i v)
\]
\[
\leq \frac{C_0}{2} \sum_{i=1}^{N} a(v, P_i v) + \frac{1}{2} a(v, v) + \sum_{i=1}^{N} a(v, P_i v), \tag{3.8}
\]
where we used the inequality (3.7) in the above last inequality. By (3.8), we obtain that
\[
a(v, v) \leq (2 + C_0) \sum_{i=1}^{N} a(v, P_i v). \tag{3.9}
\]
We let $P = \sum_{i=1}^{N} P_i$ in (3.6) and consider

\[
\begin{align*}
& a(u - u^{(n+1)}, u - u^{(n+1)}) \\
& = a((I - \tau P)(u - u^{(n)}), (I - \tau P)(u - u^{(n)})) \\
& = a(u - u^{(n)}, u - u^{(n)}) - 2\tau a(u - u^{(n)}, P(u - u^{(n)})) + \tau^2 a(P(u - u^{(n)}), P(u - u^{(n)})). \\
& \leq \|E\|_2, \\
\end{align*}
\] (3.10)

For the second term in (3.10), letting $v = u - u^{(n)}$ in (3.9), we obtain that

\[
\begin{align*}
a(u - u^{(n)}, P(u - u^{(n)})) &= \sum_{i=1}^{N} a(u - u^{(n)}, P_i(u - u^{(n)})) \\
& \geq \frac{1}{2 + C_0} a(u - u^{(n)}, u - u^{(n)}). \\
& \geq \frac{1}{2 + C_0} a(u - u^{(n)}, u - u^{(n)}). \\
& \geq (3.11)
\end{align*}
\]

For the third term in (3.10), by using the Assumption 3.2

\[
\begin{align*}
a(P(u - u^{(n)}), P(u - u^{(n)})) & = \sum_{i,j} a(P_i(u - u^{(n)}), P_j(u - u^{(n)})) \\
& \leq \sum_{i,j} \mathcal{E}_{ij} a(P_i(u - u^{(n)}), P_i(u - u^{(n)}))^{1/2} a(P_j(u - u^{(n)}), P_j(u - u^{(n)}))^{1/2} \\
& \leq \|\mathcal{E}\|_2 \|q\|_2^2, \\
& \leq (3.12)
\end{align*}
\]

where $\mathcal{E}$ denotes the matrix with its entries $\mathcal{E}_{ij}$, $q$ is the vector with its entries $a(P_i(u - u^{(n)}), P_i(u - u^{(n)}))^{1/2}$, and $\| \cdot \|_2$ denotes the matrix or vector 2-norm. We note that

\[
\|q\|_2^2 = \sum_{i=1}^{N} a(P_i(u - u^{(n)}), P_i(u - u^{(n)})) \\
= \sum_{i=1}^{N} a(P_i(u - u^{(n)}), u - u^{(n)}) \\
= a(P(u - u^{(n)}), u - u^{(n)}) \\
\leq a(P(u - u^{(n)}), P(u - u^{(n)}))^{1/2} a(u - u^{(n)}, u - u^{(n)})^{1/2}. \\
& \leq (3.13)
\]

Combining (3.12) with (3.13), we obtain that

\[
a(P(u - u^{(n)}), P(u - u^{(n)})) \leq \|\mathcal{E}\|_2^2 a(u - u^{(n)}, u - u^{(n)}). \\
& \leq (3.14)
\]

Combining (3.10) with the inequalities in (3.11) and (3.14), we finally obtain the resulting estimate,

\[
\begin{align*}
a(u - u^{(n+1)}, u - u^{(n+1)}) & \leq a(u - u^{(n)}, u - u^{(n)}) - \frac{2}{2 + C_0} \tau a(u - u^{(n)}, u - u^{(n)}) + \|\mathcal{E}\|_2^2 \tau^2 a(u - u^{(n)}, u - u^{(n)}) \\
& = \left(1 - \frac{2}{2 + C_0} \tau + \|\mathcal{E}\|_2^2 \tau^2\right) a(u - u^{(n)}, u - u^{(n)}). \\
& \leq (3.15)
\end{align*}
\]
For the matrix norm $||E||_2$, we can obtain that

$$||E||_2 \leq N_c,$$

where $N_c$ is the maximum number of subdomains sharing the same position $x$ in $\Omega$, i.e., the number of colors in the coloring arguments, see [25, Lemma 3.11]. Letting

$$R(\tau) = 1 - \frac{2}{2 + C_0} \tau + N_c^2 \tau^2,$$

the error reduction factor is bounded by $R(\tau)$:

$$a(u - u^{(n+1)}, u - u^{(n+1)}) \leq R(\tau)a(u - u^{(n)}, u - u^{(n)}). \quad (3.16)$$

We note that when $\tau = 1/(N_c^2 (2 + C_0))$, $R(\tau)$ achieves its minimum value,

$$\min_\tau R(\tau) = 1 - \frac{1}{N_c^2 (2 + C_0)^2}. \quad (3.17)$$

We now introduce a partition of unity functions, $\{\phi_i(x)\}_{i}$, such that

$$\sum_i \phi_i(x) = 1$$

and $\phi_i(x)(\geq 0)$ vanishes outside the subdomain $\Omega_i$. Let $V$ be a subspace of $H^1_0(\Omega)$. Regarding to the constant $C_0$ in Assumption [3.1] for $v$ in $V$ we can obtain, see [25, Lemma 3.11, page 69],

$$\sum_{i=1} a(v_i, v_i) \leq CN_c \left( 2 + (N + 1) \frac{H}{\delta} \right) a(v, v), \quad (3.18)$$

where $v_i = \phi_i v$ with $\phi_i$ being the partition of unity functions, $\delta$ is the maximum overlapping width in the subdomain partition, $H$ is the maximum subdomain diameter, $N$ is the number of subdomains in the partition, and $C$ is a constant independent of the function $v$, and the aforementioned parameters $\delta$, $H$, and $N$. With $C_0 = CN_c (2 + (N + 1)H/\delta)$, the Assumption [3.1] holds for $v$ in $V$.

When $H/\delta$ and $N_c$ are fixed, as increasing $N$ the constant $C_0$ follows the growth of $N_c N H/\delta$,

$$C_0 \simeq N_c N \frac{H}{\delta}$$

and putting it into the error reduction rate, we obtain; As $N$ increases, with given fixed $H/\delta$ and $N_c$, the error reduction rate follows the growth,

$$\min_\tau R(\tau) \simeq 1 - \frac{1}{N_c^4 N^2 (H/\delta)^2}, \quad (3.19)$$

where we used

$$N_c^2 (2 + C_0)^2 \simeq N_c^2 (N_c N H/\delta)^2 \simeq N_c^4 N^2 (H/\delta)^2.$$  

By (3.19), we can conclude that the error reduction rate increases to the value 1 as $N$ increases. The convergence of the proposed additive Schwarz algorithm gets slower as more subdomains are in the partition with a fixed ratio of the overlapping width, i.e., $H/\delta$ being fixed. We note that by including a coarse component $v_0$ in a coarse subspace $V_0$ of $V$ to the decomposition we can obtain the constant $C_0$ to be independent of the number of subdomains $N$. With the addition of the coarse component, the above additive Schwarz iteration method can be extended into a two-level algorithm to speed up the iteration convergence as more subdomains in the partition.
4. Iterative algorithms by neural network approximate solutions

In this section, we will propose iteration algorithms for partitioned neural network approximation to the model elliptic problem introduced in the previous section. Our iteration algorithms are based on the additive Schwarz algorithm. In the following we will propose one-level and two-level iterative algorithms.

4.1. One-level algorithm

In this subsection, we introduce the one-level iterative algorithm for partitioned neural network approximation to the model elliptic problem. In the iteration algorithm, starting with an initial neural network \( U^{(0)} \), we will solve local problems with the given boundary value by \( U^{(0)} \) and update the iterate \( U^{(1)} \) to proceed the next iterate. In general, at the outer iteration \( n + 1 \), our partitioned neural network solution is obtained as,

\[
\hat{U}^{(n+1)}(x) := \frac{1}{|s(x)|} \sum_{i \in s(x)} U_i(x; \theta^{(n+1)}_i),
\]

where \( s(x) \) is the set of subdomain indices sharing \( x \), \( |s(x)| \) is the number of elements in the set, and \( U_i(x; \theta^{(n+1)}_i) \) is the trained local neural network solution with the given boundary value \( U^{(n)} \). The iterate \( U^{(n)} \) is then updated into \( U^{(n+1)} \) to proceed the next iteration:

\[
U^{(n+1)}(x) = (1 - \tau |s(x)|)U^{(n)}(x) + \tau |s(x)|\hat{U}^{(n+1)}(x),
\]

where \( \tau \) is the relaxation parameter, introduced in the additive Schwarz algorithm, and \( \hat{U}^{(n+1)}(x) \) is the partitioned neural network solution.

The one-level algorithm is then listed as follows:

**Algorithm 1: One-level method** (input: \( U^{(0)} \), output: \( \hat{U}^{(n+1)} \))

**Step 0:** Let \( U^{(0)}(x) \) be given and \( n = 0 \).

**Step 1:** Find \( \theta^{(n+1)}_i \) in \( U_i(x; \theta^{(n+1)}_i) \) for the local problem in each subdomain \( \Omega_i \),

\[
-\Delta u = f \quad \text{in } \Omega_i,
\]

\[
u = U^{(n)} \quad \text{on } \partial \Omega_i.
\]

**Step 2:** Update \( U^{(n+1)} \) at each data set \( X_{\partial \Omega_i} \), see (4.21).

**Step 3:** Go to Step 1 with \( n = n + 1 \) or set the output as \( \hat{U}^{(n+1)} \) if the stopping condition is met.

We note that in Step 1 of Algorithm 1 the parameter \( \theta^{(n+1)}_i \) is optimized for the following cost function,

\[
J_{i,X} (\theta) := w_{1,i} \frac{1}{|X_{\Omega_i}|} \sum_{x \in X_{\Omega_i}} (\Delta U_i(x; \theta) + f(x))^2 + w_{B,i} \frac{1}{|X_{\partial \Omega_i}|} \sum_{x \in X_{\partial \Omega_i}} (U_i(x; \theta) - U^{(n)}(x))^2,
\]

where \( X_{\Omega_i} \) and \( X_{\partial \Omega_i} \) are training data sets for the differential equation and the boundary condition, respectively, and \( w_{1,i} \) and \( w_{B,i} \) are weight factors. In Step 2, we update the values of \( U^{(n+1)}(x) \) only at the data set \( X_{\partial \Omega_i} \), \( i = 1, \cdots, N \), that are needed for Step 1 in the next outer iteration. We also note that we need the data communication between neighboring subdomains when updating the values \( U^{(n+1)}(x) \).

We will now prove that the partitioned neural network \( \hat{U}^{(n)} \) converge to the exact solution \( u \). For that, we will first show that \( U^{(n)} \) converge to the exact solution \( u \). We recall the iteration formula in (3.5) and the local problem in (3.4). By extending the local neural network solutions to the domain \( \Omega \), we set the functions \( U_i^{(n+1)}(x) \) as

\[
U_i^{(n+1)}(x) = U_i(x; \theta_i^{(n+1)}), \quad \forall x \in \Omega_i, \quad U_i^{(n+1)}(x) = U^{(n)}(x), \quad \forall x \in \Omega \setminus \Omega_i
\]
and using them we can express the iterate \( U^{(n+1)} \) as
\[
U^{(n+1)}(x) = (1 - \tau N)U^{(n)}(x) + \tau \sum_{i=1}^{N} U_i^{(n+1)}(x).
\] (4.24)

We now introduce \(| \cdot |_{1, \Omega_i} \) as the seminorm in the Hilbert space \( V_i = H^1(\Omega_i) \) associated with the bilinear form
\[
a_i(u, v_i) := \int_{\Omega_i} \nabla u \cdot \nabla v_i \, dx
\]
and we introduce the following assumption on the neural network solution:

**Assumption 4.1.** Let \( \tilde{u}_i \) and \( \tilde{U}_i \) be the Hilbert space solution and the neural network solution to the local problem \( (4.22) \). The error between \( \tilde{U}_i \) and the Hilbert space solution \( \tilde{u}_i \) is bounded by a sufficiently small \( \epsilon \):
\[
|\tilde{u}_i(x) - \tilde{U}_i(x)|_{1, \Omega_i} \leq \frac{\epsilon}{N},
\]
where \( N \) denotes the number of subdomains in the partition.

We note that local Hilbert space solution \( \tilde{u}_i \) satisfy \( \tilde{u}_i - U^{(n)} = P_i(u - U^{(n)}) \) with \( P_i \) as the projection onto the Hilbert space \( H^1_0(\Omega_i) \). For the neural network solution \( \tilde{U}_i \), its error to the Hilbert space solution \( \tilde{u}_i \) is affected by the approximation error, estimation error, and optimization error. Under our settings, as \( N \) gets larger, the subdomain size gets smaller and the solution \( \tilde{u}_i \) in such a smaller subdomain has relatively less variations, and it thus can be well approximated by a neural network function with a moderate number of parameters, in practice. With this heuristic explanation, we can say that the approximation error satisfies the above assumption. We note that the resulting neural network solution \( \tilde{U}_i \) is also affected by the estimation error and optimization error, and such additional errors need to be well-controlled by setting suitable hyper parameters, so as to make the Assumption 4.1 valid for the neural network solution \( \tilde{U}_i \).

We now prove that \( U^{(n)} \) converge to the exact solution \( u(x) \) in the following theorem:

**Theorem 4.2.** Under the Assumptions 3.1, 3.2, and 4.1, the iterates \( U^{(n)} \) satisfy the following error estimate,
\[
|u - U^{(n+1)}|_1 \leq |u - u^{(n+1)}|_1 + \frac{1}{1 - C_1} \epsilon,
\]
where \( \epsilon \) is the local neural network solution error in Assumption 4.1 and the constant \( C_1 \) is the error reduction factor in the one-level additive Schwarz algorithm for the iterates \( u^{(n)} \) that are obtained from the same initial \( u^{(0)} = U^{(0)} \).

**Proof.** We will show the following estimate for \( U^{(n+1)} \):
\[
|u - U^{(n+1)}|_1 \leq |u - u^{(n+1)}|_1 + |u^{(n+1)} - U^{(n+1)}|_1
\leq |u - u^{(n+1)}|_1 + C \epsilon,
\] (4.25)
where the constant \( C \) is independent of \( n \).

It then suffices to show the estimate in (4.25), i.e.,
\[
|u^{(n+1)} - U^{(n+1)}|_1 \leq C \epsilon,
\]
with \( C = 1/(1 - C_1) \). For the iterate \( U^{(n)} \), we define
\[
\tilde{u}^{(n+1)} = (1 - \tau N)U^{(n)} + \tau \sum_{i=1}^{N} \tilde{u}_i^{(n+1)},
\]
where \( \tilde{u}_i^{(n+1)} \) are the local Hilbert space solutions obtained from the given previous iterate \( U^{(n)} \). We also recall the iteration formula in (4.24). From the Assumption 4.1 and the iteration formula in (4.24), we obtain

\[
|\tilde{u}^{(n+1)} - U^{(n+1)}|_1 = \left| \tau \sum_{i=1}^{N} \left( \tilde{u}_i^{(n+1)}(x) - U_i^{(n+1)}(x) \right) \right|_1 \leq \tau \sum_{i=1}^{N} \frac{\epsilon}{N} \leq \epsilon.
\]

For the error \( |u^{(n+1)} - U^{(n+1)}|_1 \), we then obtain

\[
|u^{(n+1)} - U^{(n+1)}|_1 \leq |u^{(n+1)} - \tilde{u}^{(n+1)}|_1 + |\tilde{u}^{(n+1)} - U^{(n+1)}|_1 \\
\leq C_1 |u^{(n)} - U^{(n)}|_1 + \epsilon,
\]

where we used that the error between the two solutions \( u^{(n+1)} \) and \( \tilde{u}^{(n+1)} \) in the Hilbert space corresponding to the different previous iterates \( u^{(n)} \) and \( U^{(n)} \) is bounded by, see (3.6),

\[
|u^{(n+1)} - \tilde{u}^{(n+1)}|_1 = |(I - \tau P)(u^{(n)} - U^{(n)})|_1 \leq C_1 |u^{(n)} - U^{(n)}|_1
\]

with \( C_1 \) being the error reduction factor of the one-level additive Schwarz algorithm in the Hilbert space.

Applying similarly for \( |u^{(n)} - U^{(n)}|_1 \), we obtain that

\[
|u^{(n)} - U^{(n)}|_1 \leq C_1 |u^{(n-1)} - U^{(n-1)}|_1 + \epsilon,
\]

and finally obtain that

\[
|u^{(n+1)} - U^{(n+1)}|_1 \leq (1 + C_1 + C_1^2 + \cdots + C_1^{(n-1)})\epsilon + C_1^n |u^{(1)} - U^{(1)}|_1 \\
\leq (1 + C_1^2 + \cdots + C_1^n)\epsilon \\
= \frac{1 - C_1^{n+1}}{1 - C_1} \epsilon \\
\leq \frac{1}{1 - C_1} \epsilon. \tag{4.26}
\]

In the above,

\[
|u^{(1)} - U^{(1)}|_1 \leq C_1 |u^{(0)} - U^{(0)}|_1 + \epsilon = \epsilon,
\]

since we initialized \( u^{(0)} = U^{(0)} \). We now proved the estimate in (4.25) with the constant \( C \) bounded by the value \( 1/(1 - C_1) \). This completes the proof.

We will now show that the partitioned neural network iterates \( \hat{U}^{(n+1)} \) in (4.20) converge to the exact solution \( u \). Recalling the iteration formula in (4.21), we obtain

\[
u(x) - \hat{U}^{(n+1)}(x) = \left( 1 - \frac{1}{\tau |s(x)|} \right) (u(x) - U^{(n)}(x)) + \frac{1}{\tau |s(x)|} (u(x) - U^{(n+1)}(x)),
\]

and

\[
|u(x) - \hat{U}^{(n+1)}(x)| \leq \frac{1}{\tau} |u(x) - U^{(n)}(x)| + \frac{1}{\tau} |u(x) - U^{(n+1)}(x)|, \tag{4.27}
\]

where we used \( |s(x)| \geq 1 \) and \( 0 < \tau |s(x)| \leq 1 \). We note that in the one-level Schwarz algorithm the relaxation parameter \( \tau \) is chosen to be less than or equal to a fraction of the maximum value of \( |s(x)| \), i.e., \( 1/N_c \), with \( N_c \) being the number of colors in the partition.
From the result in Theorem 4.2, the iterates $U^{(n+1)}$ satisfy
\[
\|u - U^{(n+1)}\|_0 \leq C_p |u - U^{(n+1)}|_1 \leq C_p (|u - u^{(n+1)}|_1 + \frac{1}{1 - C_1} \epsilon),
\]
where $\| \cdot \|_0$ denotes the $L^2$-norm and $C_p$ is the constant in the Poincaré inequality. Combining the above estimate with (4.27), the iterates $\hat{U}^{(n+1)}$ thus satisfy
\[
\|u - \hat{U}^{(n+1)}\|_0 \leq \frac{1}{\tau} (\|u - U^{(n)}\|_0 + \|u - U^{(n+1)}\|_0)
\leq \frac{C_p}{\tau} (|u - u^{(n)}|_1 + |u - u^{(n+1)}|_1 + \frac{2}{1 - C_1} \epsilon),
\]
to give the following error estimate for $\hat{U}^{(n+1)}$ in the $L^2$-norm:

**THEOREM 4.3.** Under the Assumptions 3.1, 3.2, and 4.1, the partitioned neural network iterates $\hat{U}^{(n)}$ satisfy
\[
\|u - \hat{U}^{(n+1)}\|_0 \leq \frac{C_p}{\tau} (|u - u^{(n)}|_1 + |u - u^{(n+1)}|_1 + \frac{2}{1 - C_1} \epsilon),
\]
where $\epsilon$ is the local neural network solution error in Assumption 4.1 and the constant $C_1$ is the error reduction factor for the iterates $u^{(n)}$ in the one-level additive Schwarz algorithm.

**4.2. Two-level algorithm**

In this subsection, in order to improve the convergence of the one-level algorithm we propose a two-level algorithm by including a coarse neural network solution $W_0(x; \theta^{(n+1)})$, that approximates the following coarse problem solution $w(x)$ in a coarse subspace $V_0$ of $H^1_0(\Omega)$,
\[
-\Delta w = f + \Delta U^{(n)} \text{ in } \Omega, \\
w = 0 \text{ on } \partial \Omega.
\] (4.28)

Inclusion of such a coarse component in the two-level algorithm makes the iteration convergence robust to the number of subdomains in the partition and such a property is important in achieving scalable algorithms. In the two-level algorithm the same local problems as in the one-level case are solved in each subdomain. At each outer iteration, we obtain the resulting partitioned neural network solution as
\[
\hat{U}^{(n+1)}(x) = \frac{1}{|s(x)|} \left( W_0(x; \theta_0^{(n+1)}) + \sum_{i \in s(x)} U_i(x; \theta_i^{(n+1)}) \right),
\] (4.29)
that consists of the coarse neural network solution and the local neural network solutions for the given iterate $U^{(n)}$.

The iterates $U^{(n+1)}$ in the two-level iteration formula are then updated as
\[
U^{(n+1)} = (1 - N\tau) U^{(n)} + \tau \left( W_0(x; \theta_0^{(n+1)}) + \sum_{i=1}^{N} U_i^{(n+1)}(x) \right),
\] (4.30)
where $U_i^{(n+1)}(x)$ are defined as in (4.25) and the above iteration formula is identical to
\[
U^{(n+1)}(x) = (1 - \tau|s(x)|) U^{(n)}(x) + \tau|s(x)| \hat{U}^{(n+1)}(x).
\] (4.31)

The two-level algorithm is then listed as follows:
Algorithm 2: Two-level method (input: $U^{(0)}$, output: $\hat{U}^{(n+1)}$)

**Step 0:** Let $U^{(0)}(x)$ be given and $n = 0$.

**Step 1-1:** Find $\theta_i^{(n+1)}$ in $U_i(x; \theta_i^{(n+1)})$ for each local problem,
\[
-\Delta u = f \quad \text{in } \Omega_i, \\
u = U^{(n)} \quad \text{on } \partial \Omega_i.
\]

**Step 1-2:** Find $\theta_0^{(n+1)}$ in $W_0(x; \theta_0^{(n+1)})$ for the coarse problem,
\[
-\Delta w = f + \Delta U^{(n)} \quad \text{in } \Omega, \\
w = 0 \quad \text{on } \partial \Omega.
\]

**Step 2:** Update $U^{(n+1)}(x)$ at each data set $X_{\partial \Omega_i}$ and $\Delta U^{(n+1)}(x)$ at each data set $X_{\Omega}$, by using the iteration formula in (4.31).

**Step 3:** Go to **Step 1-1** with $n = n + 1$ or set the output as $\hat{U}^{(n+1)}$ if the stopping condition is met.

We note that the problems in Step 1-1 and Step 1-2 can be solved in parallel for the given current iterate $U^{(n)}$. When updating the values in Step 2, the data communication between local neural networks and the coarse neural network is needed in addition to the data communication between neighboring local neural networks.

For the convergence analysis of the iterates $U^{(n)}$ in the two-level method, we can follow the proof similarly as in the one-level case. For the iteration formula in (4.30), we consider the corresponding iteration formula with the Hilbert space solutions,
\[
u^{(n+1)} = (1 - N \tau) u^{(n)} + \tau (w_0^{(n+1)}(x) + \sum_{i=1}^{N} u_i^{(n+1)}(x)), \tag{4.32}
\]
where $u_i^{(n+1)}$ are defined as the same as in the previous one-level algorithm and $w_0^{(n+1)}(x)$ is the Hilbert space solution in $V_0$ for the coarse problem,
\[
-\Delta w = f + \Delta u^{(n)} \quad \text{in } \Omega, \\
w = 0 \quad \text{on } \partial \Omega.
\]

One can show the convergence of $u^{(n)}$ to $u$ in the Hilbert space $H^1(\Omega)$ with the following additional assumption on the coarse subspace $V_0$ of $V(= H_0^1(\Omega))$:

**Assumption 4.4.** For any $v$ in $V$, there exists $v_0$ in $V_0$ such that
\[
\|v - v_0\|_0 \leq CH |v - v_0|_1,
\]
where $H$ denotes the largest subdomain diameter and $\| \cdot \|_0$ denotes the $L^2$-norm.

We note that the solution $w_0^{(n+1)}$ for the coarse problem in (4.2) is found in the Hilbert subspace $V_0$ of $V$ and $w_0^{(n+1)} = P_0(u - u^{(n)})$, where $P_0$ is the projection onto $V_0$ such that
\[
a(P_0 v, v_0) = a(v, v_0), \quad \forall v_0 \in V_0.
\]
The error equation in the two-level Schwarz algorithm is then obtained as
\[
u - u^{(n+1)} = (I - \tau \sum_{i=0}^{N} P_i)(u - u^{(n)})
\]
and it gives the error reduction factor estimate in the two-level case, following similarly as in Theorem 3.3

\[ a(u - u^{(n+1)}, u - u^{(n)}) \leq R(\tau) a(u - u^{(n)}, u - u^{(n)}) \]

where

\[ R(\tau) = 1 - \frac{2}{2 + C_0} \tau + 2(||E||_2^2 + 1)\tau^2. \]

The constant \( C_0 \) in the Assumption 3.1 is extended by including the coarse Hilbert space \( V_0 \) and the constant \( C_0 \) for such a case follows the growth \( N, H/\delta \) using the Assumption 4.4 on the coarse Hilbert space \( V_0 \). The error reduction factor \( C_2 \) is then bounded by \( R(\tau) \). The minimum value of \( R(\tau) \) follows the growth of \( 1 - 1/(N_c C_0)^2 \). From this we then conclude that the minimum value of \( R(\tau) \) follows the growth of \( 1 - (1/N_c^2)(\delta/H)^2 \), which is independent of the number of subdomains \( N \), and it shows that the convergence rate \( C_2 \) in the two-level case is robust to the increase of the number of subdomains in the partition.

Similarly as in the one-level method, by assuming that the coarse and local neural network solutions approximate the Hilbert space solutions with a sufficiently small error \( \epsilon_0 \) and \( \epsilon/N \), respectively, we can show that

\[ |u - U^{(n+1)}|_1 \leq |u - u^{(n)}|_1 + \frac{1}{1 - C_2}(\epsilon_0 + \epsilon), \quad (4.33) \]

where \( C_2 \) is the rate of convergence of the two-level algorithm in the Hilbert space, i.e.,

\[ |u - u^{(n+1)}|_1 \leq C_2|u - u^{(n)}|_1. \]

For the neural network iterates \( \hat{U}^{(n+1)} \), we can prove the convergence in the \( L^2 \)-norm as in the one-level case:

**THEOREM 4.5.** Under the Assumptions 3.1, 3.2, 4.1 and 4.4 the iterates \( \hat{U}^{(n)} \) in (4.29) satisfy

\[ \|u - \hat{U}^{(n+1)}\|_0 \leq \frac{C_p}{\tau} \left( |u - u^{(n+1)}|_1 + |u - u^{(n)}|_1 + \frac{2}{1 - C_2}(\epsilon_0 + \epsilon) \right), \]

where \( \epsilon \) is the local neural network solution error in Assumption 4.4, \( \epsilon_0 \) is the coarse neural network solution error, and the constant \( C_2 \) is the error reduction factor for the iterates \( u^{(n)} \) in the two-level additive Schwarz algorithm.

In our numerical results, we observed that the coarse problem in the above two-level method, Algorithm 2, does not help to speed up the iteration convergence, since the right hand side term \( f + \Delta U^{(n)} \) in the coarse problem has oscillatory and high contrast values near the overlapping region boundary, see Fig. 10 in numerical results. Such a coarse problem is hard to approximate with a good enough accuracy using a coarse neural network function \( U_0(x; \theta_0) \).

We can remove such a nonstandard coarse residual value problem in \( f + \Delta U^{(n)} \) by proposing the following form of a partitioned neural network solution,

\[ \hat{U}(x; \theta) = \psi_0(x)U_0(x; \theta_0) + \sum_{i=1}^N (1 - \psi_0(x))\phi_i(x)U_i(x; \theta_i), \quad (4.34) \]

where \( 0 < \psi_0(x) < 1 \) and \( \{\phi_i(x)\}_{i=1}^N \) form a partition of unity with each \( \phi_i(x) \) supported in each subdomain \( \Omega_i \), and \( \theta = (\theta_0, \theta_1, \cdots, \theta_N) \). Letting \( \psi_i(x) = (1 - \psi_0(x))\phi_i(x) \) for \( i = 1, \cdots, N \), we can also obtain \( \{\psi_i(x)\}_{i=0}^N \) as a partition of unity functions. For the proposed partitioned neural network function in (4.34), we can apply the previous two-level iteration method to obtain the following algorithm:

**Algorithm 3: Two-level method (partition of unity)** (input: \( U^{(0)} \), output: \( \hat{U}^{(n+1)} \))

**Step 0:** Let \( U^{(0)}(x) \) be given and \( n = 0 \).
Step 1: For $i = 0, \ldots, N$, find $\theta_i^{(n+1)}$ in $\psi_i(x)U_i(x; \theta_i^{(n+1)})$ for the following problem, note that $\Omega_0 := \Omega$,

$$
-\triangle u = f + \triangle \left( \sum_{j \neq i}^{} \psi_j(x)U^{(n)} \right) \quad \text{in } \Omega_i,
$$

$$
u = g - \sum_{j \neq i}^{} \psi_j(x)U^{(n)} \quad \text{on } \partial\Omega_i \bigcap \partial\Omega.
$$

Step 2: Update $\triangle \left( \sum_{j \neq i}^{} \psi_j(x)U^{(n+1)}(x) \right)$ at each data set $\Omega_i$, and $\sum_{j \neq i}^{} \psi_j(x)U^{(n+1)}(x)$ at each data set $\Omega_i \bigcap \partial\Omega$ using the iteration formula,

$$
U^{(n+1)}(x) = (1 - \tau)U^{(n)}(x) + \tau \hat{U}^{(n+1)}(x),
$$

where

$$
\hat{U}^{(n+1)}(x) = \sum_{i=0}^{N} \psi_i(x)U_i(x; \theta_i^{(n+1)}).
$$

Step 3: Go to Step 1 with $n = n + 1$ or set the output as $\hat{U}^{(n+1)}$ if the stopping condition is met.

For the above Algorithm 3, we can consider the corresponding local solutions $\psi_i(x)u_i^{(n+1)}$ in the local Hilbert spaces $H^1(\Omega_i)$ and the coarse solution $\psi_0(x)u_0^{(n+1)}$ in the coarse Hilbert space $V_0$ of $H^1(\Omega)$. Using them, the iterates $u^{(n+1)}$ in the Hilbert space $H^1(\Omega)$ are obtained as

$$
u^{(n+1)} = (1 - \tau)u^{(n)} + \tau \sum_{i=0}^{N} \psi_i(x)u_i^{(n+1)}, \quad \forall n \geq 0.
$$

With a given initial $u^{(0)}$ such that $u^{(0)} = g$ on $\partial\Omega$, we can obtain the following error equation

$$
u - u^{(n+1)} = u - u^{(n)} - \tau \sum_{i=0}^{N} \psi_i(x)(u_i^{(n+1)} - u^{(n)}).
$$

By noticing that $\psi_i(x)(u_i^{(n+1)} - u^{(n)})$ is the Hilbert space solution to the following problem,

$$
-\triangle (\psi_i(x)(u_i^{(n+1)} - u^{(n)})) = f + \triangle u^{(n)} \quad \text{in } \Omega_i
$$

$$
\psi_i(x)(u_i^{(n+1)} - u^{(n)}) = g - u^{(n)} \quad \text{on } \partial\Omega_i \bigcap \partial\Omega,
$$

$$
\psi_i(x)(u_i^{(n+1)} - u^{(n)}) = 0 \quad \text{on } \partial\Omega_i \bigcap \Omega,
$$

and using that $g - u^{(n)} = 0$ on $\partial\Omega$, we can obtain $\psi_i(x)(u_i^{(n+1)} - u^{(n)}) = P_i(u - u^{(n)})$ and thus

$$
u - u^{(n+1)} = u - u^{(n)} - \tau \sum_{i=0}^{N} P_i(u - u^{(n)}) = (I - \tau \sum_{i=0}^{N} P_i)(u - u^{(n)}).
$$

From the above error equation, for the iterates $U^{(n)}$ in Algorithm 3 we can obtain the same convergence result as in (4.33) and for the iterates $\hat{U}^{(n)}$ defined in (4.36) we can obtain a similar result by using the following identity:

$$
u - \hat{U}^{(n+1)} = \frac{1}{\tau}(u - U^{(n+1)}) - \left( \frac{1}{\tau} - 1 \right)(u - U^{(n)}).
$$

Differently from the previous Algorithms 1 and 2, we can also obtain a stronger error estimate in the $H^1$-norm for the iterates $\hat{U}^{(n+1)}$ of the form in (4.36). In Algorithm 3, the right hand side term in the coarse problem, $f + \triangle \left( \sum_{i=1}^{N} \psi_j(x)U^{(n)} \right)$, presents smooth values over the domain $\Omega$ differently from the previous Algorithm 2, see...
Fig. 10 in numerical results. Such a coarse problem can be well approximated by the coarse neural network with a small error $\epsilon_0$ and it thus helps to speed up the iteration convergence as increasing the number of subdomains, consistent with our convergence result, see Theorem 4.5 and the estimate in (4.33). We note that a similar form of neural network approximation was also considered in [19, 4], where one-level and multi-level neural network functions are proposed by using partition of unity functions and they are shown to be effective for modeling complex and multi-frequency solutions.

5. Numerical results

In this section, we present numerical experiments of the proposed methods for one-dimensional and two-dimensional model elliptic problems in an open interval $\langle a, b \rangle$ and a unit rectangular domain, respectively.

In the one-dimensional examples, the domain is partitioned into $N$ uniform overlapping subintervals and in the two-dimensional examples, into $N \times N$ uniform overlapping subrectangles. These subintervals and subrectangles form subdomains in the partition. In the partition, we set the overlapping width $\delta$ as one third of the subdomain diameter $H$, i.e., $H/\delta = 1/3$. We note that in [24] it was studied that the sine function preserves the derivative information better than other commonly used activation functions. In our numerical experiments, we thus employ fully connected neural network functions with the sine activation function to approximate the PDE solutions.

When training the parameters, we use the Adam optimizer [14] with the learning rate as 0.001, and with the maximum number of epochs as 10,000 for training the parameters in each local and coarse problems. We set the maximum number of the outer iterations as 40 in the iterative methods and the initial value $U^{(0)} \equiv 0$, unless otherwise mentioned. In our numerical experiment, we also set $W_I = 1$ and $W_B = 500$ for the corresponding loss functions in each local and coarse problem, see (2.2).

Our computation was performed on an Intel(R) Xeon(R) Gold 6248R CPU @ 3.00GHz and Quadro RTX 5000 and using the JAX library in Python. We used the jax.vmap to parallelize the local loss function computation in our Algorithms 1-3. In the Algorithms 2 and 3, at each outer iteration, we solved the local problems and the coarse problem sequentially. By solving them in fully parallel, we can also make the computation time in the Algorithms 2 and 3 faster. We also used the jax.jit to compile the local loss function calculation and data communication part. By compiling these operations, that are repeatedly used, we were able to reduce the overall training time further in our computation.

5.1. One-dimensional examples

For the one-dimensional case, we will consider two examples to show the performance of the proposed one-level and two-level iterative algorithms. As a first example, we consider a smooth example and later we consider a multiscale example.

Smooth example. We consider a model problem,

\[-u''(x) = f(x), \quad \forall x \in (-1, 1), \]

\[u(-1) = u(1) = 0,\]

where the right hand side function $f(x)$ is chosen to give the exact solution

\[u^*(x) = \sin(2\pi x).\]
We solve the above model problem using Algorithms 1-3, where local and coarse problems are solved using local neural networks and a coarse neural network at each outer iteration. In the following Table 1, we list the hyperparameter settings for the neural network and training data set used in our computation for the above model problem in (5.37). As increasing the number of subdomains \( N \), we set the local network size smaller so that the total number of parameters is similar for all the subdomain partition cases.

Table 1: Hyperparameter settings for the computation results in Tables 2 and 3. The number of layers, neurons, parameters, and the number of interior and boundary training data points for the local and coarse networks (last row).

| No. of subdomains | Local problem | Coarse problem |
|-------------------|---------------|---------------|
|                   | Layers | Neurons | Parameters | Interior data | Boundary data |
| 5                 | 4      | 7       | 190        | 198           | 2             |
| 10                | 4      | 5       | 106        | 98            | 2             |
| 20                | 4      | 3       | 46         | 48            | 2             |
|                   | 4      | 5       | 106        | 98            | 2             |

In Table 2, the mean values of relative \( L^2 \)-errors to the exact solution are reported for the neural network solutions obtained from Algorithms 1-3 using five different seeds and with the zero initial \( U^{(0)} \). The error results show that the convergence in the neural network solution gets slower in Algorithm 1 as increasing the number of subdomains \( N \), that is consistent with our convergence analysis in the previous section. On the other hand, the convergence of the neural network solution in Algorithm 2 shows a similar behavior as in Algorithm 1, with even larger errors than those in Algorithm 1, contrary to our theory developed for the two-level algorithm. In Algorithm 3, i.e., the two-level algorithm for the partition of unity neural networks, the error results clearly show that its convergence rate is robust to the number of subdomains, consistent with our theory for the two-level algorithm.

In Fig. 2, the error decay history in Algorithms 1-3 is also presented and compared over the outer iterations for 5, 10, and 20 subdomain partitions. For all the subdomain partition cases, Algorithm 3 shows similar error decay plots, while Algorithms 1 and 2 show slower error decay rates as increasing the number of subdomains in the partition. Algorithm 2 shows even slower decay rates than those in Algorithm 1.

Table 2: Smooth example in (5.37). The mean values of relative \( L^2 \)-errors in Algorithms 1-3 trained with five different seeds, as increasing the number of subdomains \( N \).

| No. of subdomains | Algorithm 1 | Algorithm 2 | Algorithm 3 |
|-------------------|-------------|-------------|-------------|
| 5                 | 0.0010      | 0.0013      | 0.0021      |
| 10                | 0.0018      | 0.0054      | 0.0022      |
| 20                | 0.1172      | 0.2364      | 0.0046      |

The training performance in our iteration methods can depend on the choice of initial value \( U^{(0)} \). For the same smooth example, we employ an initial value \( U^{(0)} \) as a trained solution with a relatively small neural network, training data, and training epochs. For the network used for initial value setting, we form the fully connected neural network with 106 parameters and 100 training data points selected randomly from the interval, which include 98 interior data points from the interval and the two end points. We also train the initial network using the Adam optimizer with the
learning rate of 0.001 and with the 10,000 training epochs. For Algorithms 1-3, we use the trained solution to set the initial value \( U^{(0)} \) and report the relative \( L^2 \)-errors for the neural network approximation, obtained from five different seeds. The error results are listed in Table 3. With a good initial value, closer to the solution, we observe that the errors are smaller than those obtained in Table 2. Similarly as before, in Algorithms 1 and 2, the solution convergence gets slower as more subdomains in the partition. In Algorithm 3, we obtained error results that are more robust to the number of subdomains than those in Algorithms 1 and 2. We note that in Algorithm 3 we observed that some trained solutions starting from the zero initial \( U^{(0)} \) fall into a local minimum at early outer iterations and the use of a trained initial \( U^{(0)} \) can help to avoid such wrong trained solutions. In Algorithm 1, for all choices of the initial value \( U^{(0)} \), we obtained successful training results without such a local minimum problem.

In Fig. 3 we plot the error decay history over the outer iterations in Algorithms 1-3 with a trained initial \( U^{(0)} \). As increasing the number of subdomains in the partition, in Algorithms 1 and 2, the error decay rates are getting slower while in Algorithm 3 the error decay rates are robust to the number of subdomains. Starting with a good initial \( U^{(0)} \), we also observe that Algorithm 3 performs more efficiently than Algorithms 1 and 2 for all the subdomain partition cases, compared to the error decay plots in Fig. 2 with the zero initial \( U^{(0)} \).

Table 3: Smooth example in (5.37): The mean values of relative \( L^2 \)-errors in Algorithms 1-3 trained with five different seeds, as increasing the number of subdomains \( N \) and with a trained initial \( U^{(0)} \).

| No. of subdomains | Algorithm 1 | Algorithm 2 | Algorithm 3 |
|-------------------|-------------|-------------|-------------|
| Initial \( U^{(0)} \) | 0.0282 | 0.0282 | 0.0282 |
| 5                 | 0.0022 | 0.0129 | 0.0012 |
| 10                | 0.0142 | 0.0315 | 0.0030 |
| 20                | 0.0258 | 0.1840 | 0.0037 |

Multiscale example. We now perform the proposed methods for a more challenging multiscale model problem with its exact solution given as

\[
\begin{align*}
    u^*(x) &= 2 \sin(4\pi x) + \sin(8\pi x) + \frac{1}{2} \sin(16\pi x), \quad x \in (-1, 1).
\end{align*}
\]

The plots of the solution and the corresponding forcing term \( f(x) \) in the differential equation, \( -u_{xx}(x) = f(x) \), are presented in Fig. 4. We note that neural network approximation to such a multiscale feature solution is known to be difficult task and several successful approaches have been also studied in earlier works [2, 17] by using different approaches from ours.
In Figure 3, Smooth example in (5.37): Error decay history with a trained $U^{(0)}$ in Algorithm 1 (blue), Algorithm 2 (red), and Algorithm 3 (black).

In Figure 4, Multiscale example in (5.38): Exact solution $u^*(x)$ (left) and forcing term $f(x)$ (right).

In Table 4, we list the hyper parameter settings for the neural network and training data set used in our computation for the above multiscale model problem in (5.38). Similarly as in the smooth example case, we employed smaller local neural networks as increasing the number of subdomains.

Table 4: Hyper parameter settings for the computation results in Tables 5 and 6: The number of layers, neurons, parameters, and the number of interior and boundary training data points for the local and coarse networks (last row).

| No. of subdomains | Layers | Neurons | Parameters | Interior data | Boundary data |
|-------------------|--------|---------|------------|---------------|---------------|
| 4                 | 2      | 18      | 397        | 398           | 2             |
| 8                 | 2      | 12      | 193        | 198           | 2             |
| 16                | 2      | 8       | 97         | 98            | 2             |
| Coarse problem    | 2      | 18      | 397        | 398           | 2             |

In Table 5, we report the error results obtained from Algorithms 1-3 for the multiscale example in (5.38). In this multiscale example, we needed more outer iterations than in the previous smooth example to obtain accurate enough approximate solutions and we thus performed 100 outer iterations in our computation. As increasing the number of subdomains $N$, the convergence of the neural network approximation is getting slower in Algorithms 1 and 2. In Algorithm 3, we even observe smaller errors with the 8 and 16 subdomain cases than with the 4 subdomain case, in contrast to the error results for the smooth example in Tables 2 and 3. The two-level algorithm, i.e., Algorithm 3, for
the partitioned neural networks built on the partition of unity functions, performs more effectively for the multiscale example than for the smooth example as more subdomains are introduced in the partition. In Fig. 5, the error decay history for the approximate solutions in Table 5 is reported over the 100 outer iterations. As increasing the number of subdomains, the error decay in Algorithms 1 and 2 is getting slower while those in Algorithm 3 are observed to be robust. In addition, for all the subdomain partition cases, Algorithm 3 is observed to give faster convergent approximate solutions than those in Algorithms 1 and 2.

Table 5: Multiscale example in (5.38): The mean values of relative $L^2$-errors in Algorithms 1-3 trained with five different seeds, as increasing the number of subdomains $N$.

| No. of subdomains | Algorithm 1     | Algorithm 2     | Algorithm 3     |
|-------------------|-----------------|-----------------|-----------------|
| 4                 | 0.0062          | 0.0136          | 0.0042          |
| 8                 | 0.0088          | 0.0641          | 0.0028          |
| 16                | 0.0058          | 0.4526          | 0.0028          |

Fig. 5: Multiscale example in (5.38): Error decay history in Algorithm 1 (blue), Algorithm 2 (red), and Algorithm 3 (black).

We now employ an initial value $U^{(0)}$ as a trained solution with a relatively small neural network, training data, and training epochs. For the initial value setting, we form a fully connected neural network with 397 parameters and 400 training data points selected randomly from the interval, which include 398 interior data points from the interval and the two end points. The learning rate and the training epochs for $U^{(0)}$ are set to the same as in the smooth example. The error results are reported in Table 6 for the trained $U^{(0)}$ case. In Algorithms 1 and 2, similar convergence results as in the previous Table 5 are obtained and in Algorithm 3, the neural network solution convergence is again robust to the number of subdomains. For the obtained results in Table 6, the error decay history up to 100 outer iterations is presented in Fig. 6. It shows scalable convergence for Algorithm 3, while the slower convergence in Algorithm 1 as the more subdomains in the partition.

5.2. Two-dimensional examples

For the two-dimensional case, we will test our proposed methods for an oscillatory example defined in a large problem domain, a smooth example, and a multiscale example.

**Oscillatory example in a large domain.** When applied to approximate a model problem solution defined in a large problem domain, a single PINN approach often suffers from a longer parameter training time. Such a long training time problem is caused by the need for more data and more network parameters as the problem domain size becomes larger. To resolve this issue, a domain scaling approach can be used by transforming the large problem
Table 6: Multiscale example in (5.38): The mean values of relative $L^2$-errors in Algorithms 1-3 trained with five different seeds, as increasing the number of subdomains $N$ and with a trained initial $U^{(0)}$.

| No. of subdomains | Algorithm 1 | Algorithm 2 | Algorithm 3 |
|-------------------|-------------|-------------|-------------|
| Initial $U^{(0)}$| 0.0397      | 0.0397      | 0.0397      |
| 4                 | 0.0026      | 0.0137      | 0.0043      |
| 8                 | 0.0047      | 0.0941      | 0.0058      |
| 16                | 0.0177      | 0.0585      | 0.0041      |

Fig. 6: Multiscale example in (5.38): Error decay history with a trained $U^{(0)}$ in Algorithm 1 (blue), Algorithm 2 (red), and Algorithm 3 (black).

The exact solution plot is presented in Fig. 7. We can easily see that the use of domain scaling approach, for example, scaling the domain into a unit square domain, transforms the original model problem solution into a much more oscillatory solution in the unit square domain, that is still much harder to be resolved by the single neural network approximation.

We will solve the above model problem in (5.39) by using single neural network approximation and by using partitioned neural network approximation. In our computation, we simply use Algorithm 1 for the partitioned neural network approximation and partition the problem domain into $50 \times 4$ subdomains. In Table 7, we list the number of parameters, and interior and boundary training data points, used in our computation. In the single neural network case, we perform our computation by employing three kinds of networks, i.e., increasing the number of parameters and the associated training data points. We also note that the total number of parameters in the partitioned neural networks is comparable to the 40481 parameter case in the single neural network approximation.

In Table 8, the relative $L^2$-errors and the total training time in GPU are reported for the large domain oscillatory example in (5.39). The error results clearly show that the partitioned neural network approximation gives much more accurate solutions than those in the single neural network approximation. Even with a much larger number of parameters in the single neural network approximation, the error result only gives about six percent relative errors.
Fig. 7: Oscillatory example in (5.39): Surface plot (top) and contour plot (bottom) of the exact solution $u^*(x, y)$ in a large problem domain $(0, 100) \times (0, 4)$.

Table 7: Hyper parameter settings for the computation results in Table 8. The number of layers, neurons, parameters, and the number of interior and boundary training data points for each local network (second row) in the partitioned neural networks and for the single network (last three rows).

| No. of subdomains | Layers | Neurons | Parameters | Interior data | Boundary data |
|-------------------|--------|---------|------------|---------------|---------------|
| $50 \times 4$     | 4      | 7       | 197        | 250           | 50            |
| Single domain     | 4      | 55      | 9461       | 10000         | 2000          |
|                   | 4      | 115     | 40481      | 50000         | 10000         |
|                   | 5      | 150     | 91201      | 100000        | 20000         |

at the best case. The timing result in the partitioned neural network approximation is also much less than those in the single domain case. Based on these error and timing results for this particular example, we can see that the use of partitioned neural networks has advantages over the single neural network approximation in terms of the solution accuracy and training efficiency. In our case, we trained the parameters in the partitioned neural networks by using iteration methods, Algorithm 1, and with that we perform the local parameter training procedure in parallel inside every outer iteration. The communication between neighboring neural network solutions occurs once before starting next outer iteration in contrast to the previously developed partitioned neural network approximation methods [11, 10, 19], where the communication is needed every training epoch.

Table 8: Large domain oscillatory example in (5.39). Relative $L^2$-errors and the training time in the partitioned neural network approximation ($50 \times 4$ and Algorithm 1) and in the single neural network approximation (Single-domain), and Para denotes the number of parameters in the local neural network ($N = 50 \times 4$) or the number of parameters in the single neural network (Single-domain).

| No. of subdomains | Para     | $L^2$-error | Time (sec) |
|-------------------|----------|-------------|------------|
| $50 \times 4$     | 197      | 0.0091      | 2856.1     |
| Single-domain     | 9461     | 0.3347      | 4670.3     |
|                   | 40481    | 0.2464      | 26260.8    |
|                   | 91201    | 0.0650      | 104961.5   |

In Fig. 8, we present the error decay history of the computational results in Table 8. The partitioned neural
network case shows decreasing errors over the outer iterations. On the other hand, the errors in the single neural network approximation fluctuate over the training epochs. We note that in the plots the case of 10 outer iterations corresponds to the case of 10 times 10000 training epochs in the single neural network approximation. The error decay plots also support the use of the partitioned neural networks and the iteration methods for the training performance and efficiency enhancement in the neural network approximation.

![Error decay plots](image)

**Smooth example.** We now consider a Poisson model problem in a unit square domain with the following exact solution

\[ u^*(x, y) = \sin(\pi x) \sin(\pi y), \quad (x, y) \in (0, 1)^2. \]  

(5.40)

We will compare the performance of our proposed iteration methods, Algorithms 1-3, for the smooth example. In Table 9 we list the number of parameters, interior data points, and boundary data points used in our computation. For all the subdomain partition cases, the same coarse neural network is used in Algorithms 2 and 3. As increasing the number of subdomains, we set the local network size smaller so as to make the total sum of parameters comparable for all the subdomain partition cases.

For the network used for the initial value setting, we form a fully connected neural network with 2377 parameters and 1500 training data points selected randomly from the entire domain, which include 1,250 interior data points and 250 boundary data points. We also train the initial network using the Adam optimizer with the learning rate 0.001 up to 10,000 training epochs.

The relative $L^2$-errors between the neural network approximation and the exact solution, and the total computation times are reported in Table 10 for Algorithms 1-3 with a trained $U^{(0)}$. We report the mean value of errors for the obtained solutions from five different seeds.

The errors in Algorithm 3 are robust to the number of subdomains but those in Algorithms 1 and 2 are getting larger as more subdomains are in the partition. The total computation times in all the three algorithms are getting smaller as more subdomains are introduced in the partition to give a smaller size of local neural networks. In Algorithms 2
Table 9: Hyper parameter settings for the computation results in Table 10. The number of layers, neurons, parameters, and the number of interior and boundary training data points for the local and coarse networks (last row).

| No. of subdomains | Layers | Neurons | Parameters | Interior data | Boundary data |
|-------------------|--------|---------|------------|---------------|---------------|
| 2 × 2             | 4      | 27      | 2377       | 1250          | 250           |
| 4 × 4             | 4      | 13      | 599        | 313           | 63            |
| 6 × 6             | 4      | 9       | 307        | 139           | 28            |
| 8 × 8             | 4      | 7       | 197        | 78            | 16            |
| 10 × 10           | 4      | 5       | 111        | 50            | 10            |

Table 10: Smooth example in (5.40): The mean values of the relative $L^2$-errors and the training time in Algorithms 1-3 obtained from 5 different seeds as increasing the number of subdomains with a trained $U^{(0)}$.

| Algorithm 1 | Algorithm 2 | Algorithm 3 |
|-------------|-------------|-------------|
| No. of subdomains | $L^2$-error | Time (sec) | $L^2$-error | Time (sec) | $L^2$-error | Time (sec) |
| Initial $U^{(0)}$ | 0.0118 | 35.9 | 0.0118 | 35.9 | 0.0118 | 35.9 |
| 2 × 2 | 0.0021 | 832.9 | 0.0018 | 1020.5 | 0.0012 | 1875.7 |
| 4 × 4 | 0.0024 | 528.7 | 0.0017 | 616.6 | 0.0014 | 1088.3 |
| 6 × 6 | 0.0047 | 351.8 | 0.0054 | 524.8 | 0.0012 | 899.8 |
| 8 × 8 | 0.0060 | 348.1 | 0.0065 | 504.2 | 0.0018 | 862.0 |
| 10 × 10 | 0.0104 | 336.4 | 0.0109 | 425.5 | 0.0011 | 778.7 |

and 3, at each outer iteration, we trained each local neural network solution in parallel and then trained coarse neural network solution. This caused additional computation time in Algorithms 2 and 3.

By fully parallelizing local and coarse neural network solutions, we can further reduce the total computation time but due to heterogeneous data and network structures between the local and coarse problems we simply trained them sequentially in our computation. This issue will need further studies on the data and network implementation on GPU using the JAX library or some other available options. In Algorithm 3, the total computation times are larger than those in Algorithm 2. This larger computation time is related to the second derivative evaluation for the right hand side function corresponding to each local and coarse neural network problems at every outer iteration, i.e., Step 2 in Algorithm 3. We note that the second derivative evaluation for the right hand side function is needed only for the coarse neural network problem in Algorithm 2.

In Fig. 9 we present the error decay history of the obtained results in Table 10. As increasing the number of subdomains, the error decay in Algorithms 1 and 2 is getting slower while in Algorithm 3 the error decay rates are observed to be robust. The decay history behaviors in Algorithms 1 and 3 are consistent with our convergence analysis in Theorem 4.5 and Theorem 4.5. However, the results in Algorithm 2 do not follow our convergence result for the two-level case in Theorem 4.5. In the following, we will report that this is related to the error $\epsilon_0$ of the coarse neural network solution in Algorithm 2.
We now compare the coarse problems in Algorithms 2 and 3 to explain why the coarse problem in Algorithm 2 does not give scalable convergence results. In Fig. 10, the forcing terms in the coarse problem of Algorithms 2 and 3 are plotted for the $6 \times 6$ subdomain case. We plot the updated forcing terms after the first outer iteration, i.e., after training the local and coarse problem solutions for the given initial $U^{(0)}$. In Algorithm 2, the forcing term plot shows oscillatory and high contrast values near the boundary of the overlapping region in the subdomain partition. This is related to the local problems solved in Algorithm 2, where the local neural network parameters are trained to minimize both the PDE loss and the boundary condition loss. The boundary condition loss is known to be more difficult to optimize than the PDE loss, see [26]. Such optimization behavior resulted in high variation residual errors near the overlapping region boundary as seen in Fig. 10, which are difficult to be well-approximated by the coarse neural network with a small enough $\epsilon_0$. In addition to that, the residual error behaviors are also affected by the network structures in Algorithms 2 and 3, see (4.29) and (4.31) for Algorithm 2 and see (4.36) and (4.35) for Algorithm 3. In Algorithm 3, by utilizing the partition of unity functions, the local problems for the interior subdomains, that do not touch the model problem boundary, only have the PDE loss term. Such local problems and the network structure in (4.36) lead to smooth residual errors that can be well-resolved by the coarse neural network. The coarse neural network solution in Algorithm 3 can thus be obtained with a small enough error $\epsilon_0$ to the corresponding coarse Hilbert space solution to give scalable convergence results as proven in Theorem 4.5.

**Multiscale example.** We now consider the Poisson problem with a multiscale solution,

$$u^*(x, y) = \sin(\pi x) \sin(\pi y) + 0.05 \sin(8\pi x) \sin(8\pi y), \quad (x, y) \in (0, 1)^2$$

and test the performance of our iterative algorithms for this more challenging model problem. In Fig. 11 plots of the exact solution and the corresponding right hand side function in the Poisson problem are presented and in Table 11 the hyper parameter settings used in the following numerical results are listed.

Table 12 shows the relative $L^2$-errors for the neural network approximation obtained from Algorithms 1-3, with a trained $U^{(0)}$ as the initial. For the initial $U^{(0)}$, we use the same network size and training settings as in the previous smooth example. In this multiscale example, we observe similar error behaviors as in the smooth example. In Algorithms 1 and 2, the iteration convergence gets slower as partitioning the problem domain with more subdomains while in Algorithm 3, the error results are maintained at a similar level for all the subdomain partition cases. In Algorithms 1 and 2, for the $6 \times 6$ and $8 \times 8$ subdomain cases the resulting errors are even larger than that in the initial $U^{(0)}$. It shows that as partitioning the problem domain into more subdomains, the solution convergence in
Fig. 10: Forcing terms in the coarse problem: Algorithm 2 (Mesh plot (top left) and Contour plot (top right)), Algorithm 3 (Mesh plot (bottom left) and Contour plot (bottom right)).

Algorithms 1 and 2 may get quite badly, even started with a good initial. The use of the partition of unity functions in Algorithm 3 can resolve this convergence problem in Algorithm 1 to give robust error results for all the subdomain partition cases. We note that the only difference between Algorithms 2 and 3 is the use of the partition of unity...
Table 11: Hyper parameter settings for the computation results in Table 12. The number of layers, neurons, parameters, and the number of interior and boundary training data points for the local and coarse networks (last row).

| No. of subdomains | Layers | Neurons | Parameters | Interior data | Boundary data |
|-------------------|--------|---------|------------|---------------|---------------|
| $2 \times 2$      | 4      | 28      | 2549       | 1250          | 250           |
| $4 \times 4$      | 3      | 16      | 609        | 313           | 63            |
| $6 \times 6$      | 2      | 14      | 267        | 139           | 28            |
| $8 \times 8$      | 2      | 10      | 151        | 78            | 16            |
| Coarse problem    | 4      | 28      | 2549       | 1250          | 250           |

functions when forming the partitioned neural networks. The coarse problem in Algorithm 3 works effectively to solve the convergence problem observed in Algorithm 1 as increasing the number of subdomains, since the local neural network solutions in Algorithm 3 produce a smooth right hand side function in the coarse problem that can be approximated well enough by the coarse neural network. In Fig. 12, error decay history for the obtained results in Table 12 is presented. In Algorithms 1 and 2, the error decay rates depend on the number of subdomains in the partition, i.e., as the more subdomains in the partition, the slower the error decay rates. In Algorithm 3, the coarse problem works effectively to give faster error decay rates than those in Algorithms 1 and 2.

Table 12: Multiscale example in (5.41): The mean values of the relative $L^2$-errors in the Algorithms 1-3 obtained from 5 different seeds as increasing the number of subdomains with a trained $U^{(0)}$.

| No. of subdomains | Algorithm 1 | Algorithm 2 | Algorithm 3 |
|-------------------|-------------|-------------|-------------|
| Initial $U^{(0)}$ | 0.0131      | 0.0131      | 0.0131      |
| $2 \times 2$      | 0.0021      | 0.0021      | 0.0023      |
| $4 \times 4$      | 0.0040      | 0.0034      | 0.0026      |
| $6 \times 6$      | 0.0192      | 0.0167      | 0.0017      |
| $8 \times 8$      | 0.0407      | 0.0451      | 0.0033      |

Fig. 12: Multiscale example in (5.41): Error decay history over the outer iterations in Algorithm 1 (left), Algorithm 2 (middle), and Algorithm 3 (right) as increasing the number of subdomains with a trained $U^{(0)}$. 
6. Conclusions

Iterative algorithms are proposed and analyzed for partitioned neural network approximation defined on overlapping subdomain partitions of the problem domain, with the aim of reducing the heavy communication cost in the partitioned neural network approach. The algorithm development and analysis are based on the classical additive Schwarz method and the error assumptions on the local and coarse neural network solutions at each iteration. To enhance the scalability of the proposed algorithms as increasing the number of subdomains, a two-level algorithm with partitioned neural networks, that are formed by partition of unity functions, is proposed. Such a partitioned network structure produces favorable residual errors in the coarse problem at each iteration, that can be well resolved by the coarse neural network solution, and it thus makes the coarse neural network solution work effectively to speed up the iteration convergence as increasing the number of subdomains.
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