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It is demonstrated that the Lindemann’s criterion of melting can be formulated for two-dimensional classical solids using statistical mechanics arguments. With this formulation the expressions for the melting temperature are equivalent in three and two dimensions. Moreover, in two dimensions the Lindemann’s melting criterion essentially coincides with the Berezinskii-Kosterlitz-Thouless-Halperin-Nelson-Young melting condition of dislocation unbinding.
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The famous Lindemann’s melting criterion [1] states that melting of a three-dimensional (3D) solid occurs when the square root of the particle mean-squared displacement (MSD) from the equilibrium position reaches a threshold value (roughly ~0.1 of the interparticle distance). This is the oldest and apparently the most widely used method to approximately predict melting parameters of real and model systems. The conventional Lindemann’s criterion is not applicable to the two-dimensional (2D) solid, because long-wavelength density fluctuations cause the MSD to diverge logarithmically with system size [2–4]. This divergence implies the absence of long-range order and that this two-dimensional (2D) “solid” is not a solid in the usual sense. Nevertheless, numerous examples of (finite) 2D crystals exist, ranging from atomic monolayers and thin films on a substrate [5], electron layers on the surface of liquid helium [6], to colloidal particles at flat interfaces [7–9] and complex (dusty) plasmas in ground-based conditions [10–16].

The apparent controversy between the absence of long-range order in 2D and computer simulation results, evidencing the existence of 2D crystals, stimulated investigations into the nature of the fluid-solid phase transition in 2D systems and its difference from the 3D scenario. As a result, the celebrated Berezinskii-Kosterlitz-Thouless-Halperin-Nelson-Young (BKTHNY) scenario emerged [17–22]. According to the BKTHNY theory, melting is a two-stage process. The crystal first melts by dislocation unbinding to an anisotropic hexatic fluid and then undergoes a continuous transition into an isotropic fluid. This scenario has been confirmed by numerical simulations [23] and colloidal experiments [7,8,24,25]. It is also understood that the 2D melting scenario depends considerably on the potential softness [26]. The BKTHNY scenario operates in systems with sufficiently soft long-range interactions [26]. On the other hand, for steeply repulsive interactions the hard-disk melting scenario holds with a first-order liquid-hexatic and a continuous hexatic-solid transition [27–29].

Although MSD diverges with system size in 2D crystalline and amorphous solids [4,30], the squared deviation of the difference between the positions of two particles remains finite [31]. This can serve as a basis to construct modified Lindemann-like criteria of 2D melting. For example, the ratio of the mean-square difference of displacements in neighboring lattice cites to the square of the interparticle distance was proposed to serve as a modified Lindemann’s criterion in 2D [32–34]. Later, a related observation was reported that when measuring the displacements of particles in local coordinate systems, the Lindemann’s criterion appears to apply also in 2D [35]. Following the same lines, a dynamical Lindemann-like measure has been introduced in Refs. [7,8]. Nevertheless, all such modifications remain ad hoc.

The purpose of this Rapid Communication is to demonstrate that the Lindemann’s melting criterion can be reformulated for 2D classical systems using statistical mechanics arguments. This reformulation is similar in sense, but not identical, to that proposed by Ross for the 3D case [36]. The conventional 3D Lindemann’s melting rule and its modified 2D variant result in equivalent expressions for the melting temperature in 2D and 3D cases. Moreover, the expression for the 2D Lindemann’s melting rule essentially coincides with the BKTHNY melting condition.

It is useful to first be reminded of the main steps relating the Lindemann’s melting criterion and the low-frequency collective modes. For \( N \) identical particles forming a crystalline solid the MSD is

\[
\langle \xi^2 \rangle = \frac{1}{N} \sum_i \langle \xi_i^2 \rangle = \frac{1}{N} \sum_k \langle \xi_k^2 \rangle,
\]

where, as is usual, the summation over particles has been replaced by the summation over normal modes characterized by wave vectors \( k \). Mainly for the sake of simpler notation, high-symmetry crystals are considered, so that quantities such as MSD or sound velocities can be considered as isotropic to
a good approximation. From the energy equipartition we have
\[ \frac{1}{2} m \omega_k^2 \langle \xi_k^2 \rangle = \frac{1}{2} k_B T, \]  
(2)
where \( m \) is the particle mass, \( \omega_k \) is the frequency associated with the wave number \( k \), and \( T \) is the temperature in energy units (\( k_B = 1 \)). This results in
\[ \langle \xi^2 \rangle = \frac{T}{m N} \sum_k \frac{1}{\omega_k^2} = \frac{DT}{m} \left( \frac{1}{\omega^2} \right), \]  
(3)
where \( D \) is the number of spatial dimensions and hence \( DN \) is the number of normal modes. The averaging can be performed using the vibrational density of states (VDOS) \( g(\omega) \) \cite{37}:
\[ \left( \frac{1}{\omega^2} \right) = \int \frac{g(\omega)}{\omega^2} d\omega. \]  
(4)
In the Debye approximation it is assumed that \( g(\omega) \propto \omega^D \) up to a cutoff frequency \( \omega_D \) and is zero otherwise. Combining this with the normalization condition \( \int g(\omega) d\omega = DN \), the MSD can be evaluated in 3D as \( \langle \xi^2 \rangle = 9T/m\omega_D^2 \). The Lindemann’s criterion states that \( \langle \xi^2 \rangle = L^2a^2 \), where \( L \) is the Lindemann parameter and \( a \) is the characteristic interparticle distance [in this Rapid Communication \( a \) is given by the corresponding Wigner-Seitz radius, which is \( a = (4\pi n/3)^{-1/3} \) in 3D and \( a = 1/\sqrt{\pi n} \) in 2D]. The melting temperature can be roughly estimated from
\[ T_m \approx C m \omega_D^2 a^2, \]  
(5)
where \( C \) is expected to be a quasiversal constant.

The Debye frequency \( \omega_D \) can be expressed in terms of longitudinal and transverse sound velocities and hence for infinite frequency (instantaneous) elastic moduli. Taking into account that summation over normal modes can be replaced by integration \( \sum_k \to V \int d^3k/(2\pi)^3 \) and that the contribution from each polarization should amount to \( N \), we arrive at the normalization condition \( 4\pi^3/3 (k_{max}^2/2\pi)^3 = n \) for each of the polarizations. In the 3D case we have one longitudinal and two transverse polarizations, characterized by the acoustic dispersion relations \( \omega_l(k) = kc_l \) and \( \omega_t(k) = kc_t \), where \( c_l \) and \( c_t \) are the longitudinal and transverse sound velocities, respectively. The sum of these contributions, each taken with its own cutoff \( k_{max} = \omega_D/c_{l/t} \), should equal \( 3n \), which results in \cite{38}:
\[ \omega_D^3 = 18\pi^2 n(c_l^{-3} + 2c_t^{-3})^{-1}. \]  
(6)

This consideration fails in 2D since the VDOS behaves as \( g(\omega) \propto \omega \) and hence the integral (4) diverges logarithmically in the thermodynamic limit. For finite systems the maximum wavelength that can be supported provides a lower limit for wave numbers \( k_{min} \sim 1/R \) and the corresponding lower limit for frequencies \( \omega_{min} \sim c_l/R \), where \( R \) is the characteristic system size. Integration in Eq. (4) leads to the logarithmic divergence of the MSD with the system size: \( \langle \xi^2 \rangle \propto \ln(\omega_D/\omega_{min}) \propto \frac{1}{2} \ln N \). This scaling has been repeatedly reproduced in molecular dynamics simulations of crystalline and amorphous solids \cite{4,30,37,39,40}. This is the basis behind the conventional statement that the Lindemann’s melting criterion does not exist in 2D dimensions.

However, as has already been mentioned, there exist alternative formulations. Apart from (to some extent \textit{ad hoc}) definitions of the local Lindemann’s criterion (either in terms of nearest-neighbor displacements or local coordinates) a more physically justified approach exists, based on statistical mechanics arguments. It was Ross \cite{36} who proposed to generalize the conventional Lindemann’s criterion in 3D in terms of the partition function. He argued that looking from the microscopic level on the melting transition, we should see the same scaled picture in the solid. For a given crystalline structure, the ratios of effective volumes occupied by atoms to the total volume of the system should remain constant along the melting curve. The relative atom arrangements in space should also remain the same. Consequently, the pictures along the melting curve should be identical if properly scaled, and this allows one to express the Lindemann’s melting law in terms of statistical mechanics \cite{36}. This point of view is further supported by the concept of isomorphs, which correspond to curves in the thermodynamic phase diagram along which structure and dynamics in properly reduced units are invariant to a good approximation \cite{41,42}. Melting and freezing curves appear as \textit{approximate} isomorphs \cite{43}. Although the isomorphs concept is not yet well developed in 2D, here it is merely used to reinforce the original Ross’s argumentation.

How does this argumentation apply to the melting of 2D solids? The starting point is the Helmholtz free energy of a 2D solid in the harmonic approximation \cite{44}
\[ F = E_L + T \int \ln \left[ 1 - \exp \left( -\frac{\omega \hbar}{T} \right) \right] g(\omega) d\omega, \]  
(7)
where \( E_L \) is the energy of all particles at their lattice cites (lattice sum), \( \hbar \) is the Planck’s constant, and the integration is from zero to the 2D Debye frequency. Taking the high-temperature limit \( T \gg \hbar \omega \) and subtracting the free energy of an ideal 2D gas, \( F_{id} = -NT \ln[(e/n)(mT/2\pi \hbar^2)] \), the excess free energy becomes
\[ F_{ex} = E_L + NT + NT \ln \left[ \frac{m \omega_D^2 a^2}{2T} \right]. \]  
(8)
In his 3D derivation Ross further assumed the (Einstein) single-particle cell model, where each atom is confined within its cell and moves in a potential field of other stationary atoms located in the respective lattice cites \cite{36}. This would be an extreme oversimplification in the 2D case. This becomes particularly evident by noting that within the Einstein model \( \langle \xi^2 \rangle \) remains finite in 2D solids.

As a more convincing alternative, the averaging in Eq. (8) can be readily performed using the 2D Debye model with \( g(\omega) \propto \omega \) and the result is
\[ F_{ex} = E_L + NT \ln \frac{m \omega_D^2 a^2}{2T}. \]  
(9)
The first term just depends on the amplitude of the interparticle interaction and is irrelevant in the present context. According to Ross’s argumentation (or isomorphs concept) the second term should remain approximately constant. This immediately leads us to Eq. (5) with a constant, which is potentially different from that in 3D.

The 2D Debye frequency is found very similarly to the 3D one, but taking into account that the normalization condition is \( \pi (k_{max}/2\pi)^2 = n \) for the longitudinal and transverse modes.
The result is
\[ \omega^2_D = 8\pi n(c_1^2 + c_2^2)^{-1}. \] (10)
Taking into account the strong inequality \( c_1^2 \gg c_2^2 \) (which holds in both 2D and 3D soft interacting particle systems [45–47]) we arrive at the 2D melting conditions
\[ \frac{c_1^2}{v_T^2} \left( 1 - \frac{c_1^2}{c_2^2} \right) \simeq \text{const}, \] (11)
where \( v_T = \sqrt{T/m} \) is the thermal velocity. This is the main result of this Rapid Communication, which will be scrutinized from several different perspectives below.

The first obvious question is how the 2D Lindemann’s melting criterion derived above is related to the established BKTHNY melting condition. In the BKTHNY theory of melting, the dislocation unbinding occurs when the Young’s modulus reaches the universal value of 16\( \pi \),
\[ \frac{4\mu(\mu + \lambda)}{2\mu + \lambda} \frac{b^2}{T} = 16\pi, \] (12)
where \( \mu, \lambda \) are the Lamé coefficients of the 2D solid, and \( b \) is the lattice constant. The Lamé coefficients of an ideal 2D lattice can be expressed in terms of the sound velocities [48,49] as \( \mu = m n c_t^2 \) and \( \lambda = m n (c_t^2 - 2c_l^2) \). It is easy to show that the condition (12) becomes identical to (11), provided the constant is fixed at \( \text{const} \simeq 2\pi \sqrt{3} \). It is important to note, however, that the Lamé coefficients to be substituted in Eq. (12) should be evaluated taking into account (i) thermal softening and (ii) renormalization due to dislocation-induced softening of the crystal [50,51]. Original simplistic theoretical estimates using the elastic constants of an ideal crystalline lattice at \( T = 0 \) yield melting temperatures overestimated by a factor between \( \simeq 1.5 \) and \( \simeq 2 \) for various 2D systems [48,51–53]. At the same time it has been demonstrated recently that a simpler renormalization of the constant in Eq. (12) can approximately account for thermal- and dislocation-induced softening [54]. In this sense the 2D Lindemann’s and BKTHNY melting criteria can be viewed as essentially equivalent (at least for sufficiently soft interactions).

The second natural question is, how different are the constants in Eq. (5) in the case of 3D and 2D geometries? To get some insight, let us consider the special case of repulsive Coulomb interaction potential \( \psi(r) = Q^2/r \), where \( Q \) is electrical charge. This system is often referred to as the one-component plasma (OCP) and can be characterized by the single Coulomb coupling parameter \( \Gamma = Q^2/\alpha T \). In this special case, the long-ranged character of the potential makes the longitudinal dispersion nonacoustic, with \( \omega \simeq \omega_p \) in 3D (the plasma frequency in 3D is \( \omega_p = \sqrt{4\pi Q^2 n/m} \)) and \( \omega \simeq \omega_{pT} \sqrt{ka} \) in 2D (the plasma frequency in 2D is \( \omega_p = \sqrt{2\pi Q^2 n/ma} \)) [55,56]. In the present context this simply implies \( c_t = c_1 = 0 \) and, hence, only the transverse sound velocity matters. The latter is proportional to the universal scaling factor \( \sqrt{Q^2/\Delta m} \), where \( \Delta = n^{-1/3} \) is the particle separation. The proportionality constant is \( \simeq 0.440 \) in 3D and 0.495 in 2D [47]. The fluid-solid phase transition takes place at \( \Gamma_m = 175 \) in 3D [57] and \( \Gamma_m = 135 \) in 2D [6]. This suffices to evaluate the involved constants. It turns out that the ratio \( m c_t^2 Q^2 / T_m \) is \( \simeq 160 \) in 3D and \( \simeq 150 \) in 2D. This corresponds to the Lindemann parameter \( L \simeq 0.24 \) both in 2D and 3D (note that here the Lindemann parameter is expressed in terms of the Wigner-Seitz radius \( a \)).

It is not easy to give a general estimate regarding the suitability of the harmonic approximation. Nevertheless, it is instructive to compare the magnitudes of anharmonic terms for similar systems in 3D and 2D. Let us again consider the OCP model. The Helmholtz free energies of OCP solids have been summarized, for instance, in Ref. [53]. It turns out that the leading (quadratic in temperature) anharmonic term is \( \simeq 2 \) times larger in 3D than in 2D. In relative units this term amounts to \( \simeq 0.04\% \) (3D) and \( \simeq 0.02\% \) (2D) of the total free energy at the melting temperature (even such a small difference can, however, matter when looking for the intersection of fluid and solid free-energy curves).

The next important observation is that, because of the strong inequality \( c_1^2 \gg c_2^2 \), the melting indicator (11) can be simply reduced to the condition of constant transverse-to-thermal velocity ratio at melting:
\[ \frac{c_t}{v_T} \simeq \text{const}. \] (13)

The condition of this kind has been previously reached as a consequence of the BKTHNY melting condition [54]. It now appears that this condition operates in both 3D and 2D geometries and can be regarded as a consequence of the generalized Lindemann’s melting rule. The fact that the transverse sound velocity plays a dominant role is yet another demonstration of the “shear dominance” effect [58]. As previously, we can determine the constants in Eq. (13) by considering the Coulomb limit. This yields \( c_t / v_T \simeq 4.6 \) at melting of a 3D (2D) solid.

As a demonstration of the 2D Lindemann’s criterion at work, the melting line of the 2D Yukawa (Debye-Hückel) solid is shown in Fig. 1. In Yukawa systems the particles interact via the pairwise repulsive exponentially screened Coulomb potential \( \psi(r) = Q^2 \exp(-r/\lambda)/r \), where \( \lambda \) is the
screening length. The phase state is fully characterized by the two dimensionless parameters: the coupling parameter $\Gamma = Q^2/\alpha T$ and the screened parameter $\kappa = a/\lambda$. The Yukawa interaction potential is often used as a first approximation to real interactions in systems of electrically charged particles, such as ions in aqueous solutions of electrolytes, colloidal suspensions, and complex (dusty) plasmas [15,60–62]. Phase diagrams of Yukawa systems have been extensively investigated both in 3D and 2D and are relatively well known [59,63–70]. In Fig. 1 symbols correspond to molecular dynamics (MD) simulation results from Ref. [59], where the location of the melting line was determined from the analysis of the bond-angular order parameter. The solid curve corresponds to the 2D Lindemann’s melting criterion of Eqs. (5) and (10). The sound velocities have been evaluated using the approach described in Refs. [47,71]. The dashed curve shows the application of a simplified melting indicator of Eq. (13). Both curves agree satisfactorily with the results of MD simulation. An early attempt to estimate the location of the melting curve by using Eq. (12) with the asymptotic $T = 0$ values of elastic constants [48] is depicted by the dotted curve. This curve is located considerably lower.

To demonstrate simultaneous applicability of the Lindemann’s law in both 2D and 3D, the melting line of a 3D Yukawa solid is plotted in Fig. 2. Symbols correspond to MD results from Ref. [65], where the fluid-solid phase transition was identified from the free-energy consideration. The solid curve corresponds to the 3D Lindemann’s melting rule of Eqs. (5) and (6). The solid coexistence boundary. Overall, the agreement looks rather convincing.

FIG. 2. Melting curve of a 3D Yukawa solid in the ($\kappa, \Gamma$) plane. Symbols are the results from MD simulations [65]. The solid curve corresponds to the 3D Lindemann’s melting rule of Eqs. (5) and (6). The dashed line represents Eq. (13).

The only criterion known to date, which is applicable to the overdamped systems exhibiting Brownian dynamics. In this sense the 2D Lindemann’s melting criterion is more general, because it should apply to an arbitrary level of frictional dissipation.

An advantage of formulating the Lindemann’s law in terms of statistical mechanics is that a direct link to the thermodynamic properties is provided [36]. The Lindemann’s law can be formulated in various ways, for instance as a quasi-universality of the reduced free-volume, thermal component of the excess free energy, or excess entropy. In fact, using

The applicability of the generalized Lindemann’s melting criterion is not limited to systems with soft repulsive interactions. To demonstrate this we consider the conventional

FIG. 3. Phase diagram of the 2D Lennard-Jones system in the ($n_\ast, T_\ast$) plane. Symbols are the results from MC simulations [77]. The solid curve corresponds to the 2D Lindemann’s melting rule of Eqs. (5) and (10). The dashed line represents Eq. (13). The dotted curve shows the approximate location of the liquid-vapor coexistence boundary. The critical point is located at $n_\ast \simeq 0.335$ and $T_\ast \simeq 0.533$; the triple point temperature is $T_0 \simeq 0.415$ [77].

Lennard-Jones (LJ) potential, $\psi(r) = 4\epsilon[(\sigma/r)^{12} - (\sigma/r)^6]$, where $\epsilon$ and $\sigma$ are the energy and length scales, respectively. The sound velocities of a LJ solid can be expressed as $c_{t/l}^2/v_t^2 = (A_{t/l}n_{l/s}^2/D - B_{t/l}n_{l/s}^6)/T_\ast$, where the conventional reduced units $n_\ast = \rho \sigma^3$ and $T_\ast = T/\epsilon$ are used. The constants $A_{t/l}$ and $B_{t/l}$ are expressed in terms of the corresponding lattice sums for the $r^{-12}$ and $r^{-6}$ potentials. In 3D the constant transverse-to-thermal velocity ratio then implies freezing and melting equations of the form $T_{f/s}^{L/S} = C_{12}^{L/S}n_{L/S}^2 - C_6^{L/S}n_{L/S}^6$ (superscripts L and S correspond to liquid and solid, respectively). This shape of the fluid-solid coexistence in 3D LJ systems with constant (or very weakly $n_\ast$-dependent) constants $C_{12}$ and $C_6$ is a very robust result reproduced in a number of various theories and approximations [43,72–76]. Similarly, in 2D the freezing and melting equations are $T_{f/s}^{L/S} = C_{12}^{L/S}n_{L/S}^2 - C_6^{L/S}n_{L/S}^6$. The melting curve, calculated from this expression with the same ratio $c_{t/l}^2/v_t^2$ as for 2D Yukawa systems is plotted in the phase diagram of the 2D LJ system in Fig. 3. The data shown correspond to the Monte Carlo (MC) calculation from Ref. [77]. The curve falls into the fluid-solid coexistence region. If condition (11) is used instead, the theoretical curve moves much closer to the MC data related to the solid coexistence boundary. Overall, the agreement looks rather convincing.

The only criterion known to date, which is applicable to the fluid-solid phase transition simultaneously in 3D and 2D, is the dynamical freezing criterion [61,78]. It states that the ratio of the long-time and short-time self-diffusion coefficients is about 0.1 at freezing. This criterion is, however, only applicable to the overdamped systems exhibiting Brownian dynamics. In this sense the 2D Lindemann’s melting criterion is more general, because it should apply to an arbitrary level of frictional dissipation.

An advantage of formulating the Lindemann’s law in terms of statistical mechanics is that a direct link to the thermodynamic properties is provided [36]. The Lindemann’s law can be formulated in various ways, for instance as a quasi-universality of the reduced free-volume, thermal component of the excess free energy, or excess entropy. In fact, using
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The only criterion known to date, which is applicable to the fluid-solid phase transition simultaneously in 3D and 2D, is the dynamical freezing criterion [61,78]. It states that the ratio of the long-time and short-time self-diffusion coefficients is about 0.1 at freezing. This criterion is, however, only applicable to the overdamped systems exhibiting Brownian dynamics. In this sense the 2D Lindemann’s melting criterion is more general, because it should apply to an arbitrary level of frictional dissipation.

An advantage of formulating the Lindemann’s law in terms of statistical mechanics is that a direct link to the thermodynamic properties is provided [36]. The Lindemann’s law can be formulated in various ways, for instance as a quasi-universality of the reduced free-volume, thermal component of the excess free energy, or excess entropy.
free-volume arguments, one can immediately see that what appears under the logarithm of Eq. (9) is effectively the reduced MSD of a test particle from the center of the cell formed by its neighboring particles. This justifies previous heuristic approaches to the 2D Lindemann’s melting rule [32,33,35]. Quite importantly, however, the present approach results in an explicit expression for the melting temperature $T_m$. To conclude, the Lindemann’s melting rule can be applied to the melting of 2D solids, when generalized in terms of statistical mechanics arguments. It produces an expression for the melting temperature, which formally coincides with that in the 3D case and, thus, it belongs to very few melting indicators operating simultaneously in 3D and 2D. The generalized 2D Lindemann’s melting condition appears essentially equivalent to the BKTHNY condition of dislocation unbinding. A simple consequence of the Lindemann’s melting condition is that the ratio of the transverse sound to the thermal velocity is approximately constant at the melting temperature in both 2D and 3D. This can be particularly useful in approximately locating the melting lines of various classical systems without performing accurate free-energy calculations.
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