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Abstract

Over 15 million epilepsy patients worldwide do not respond to drugs and require surgical treatment. Successful surgical treatment requires complete removal, or disconnection of the epileptogenic zone (EZ), but without a prospective biomarker of the EZ, surgical success rates vary between 30\%-70\%. Neural fragility is a model recently proposed to localize the EZ. Neural fragility is computed as the l2 norm of a structured rank-one perturbation of an estimated linear dynamical system. However, an analysis of its numerical properties have not been explored. We show that neural fragility is a well-defined model given a good estimator of the linear dynamical system from data. Specifically, we provide bounds on neural fragility as a function of the underlying linear system and noise.

1 Introduction

Over 15 million epilepsy patients worldwide and 1 million in the US suffer from drug-resistant epilepsy (DRE) \cite{0,0,0,0,0}. DRE patients have an increased risk of sudden death and are frequently hospitalized, burdened by epilepsy-related disabilities, and the cost of their care is a significant contributor to the $16 billion dollars spent annually in the US treating epilepsy patients \cite{0,0}. Approximately 50\% of DRE patients have focal DRE, where a specific brain region or regions, termed the epileptogenic zone (EZ), is necessary and sufficient for initiating seizures and whose removal (or disconnection) is necessary for complete abolition of seizures \cite{0,0,0,0,0}. Successful surgical and neuromodulatory treatments can stop seizures altogether or allow them to be controlled with medications \cite{0,0,0,0,0}, but outcomes for both treatments critically depend on accurate localization of the EZ.

Many methods have been proposed to localize the EZ \cite{Li2018,An2019,Weiss2019,Burns2014}, but neural fragility is a recent proposal that demonstrated impressive results. In \cite{Li2021,0,0}, "neural fragility" is introduced as a potential marker for the EZ. Neural fragility is computed as the norm of a rank-one structured perturbation matrix on a linear dynamical system. Neural fragility as a metric for localizing the EZ performs impressively when used as a feature for predicting surgical outcomes. Moreover, neural fragility presents an interpretable spatiotemporal
heatmap that clinicians can view. Although the model performs impressively on a retrospective study of 91 subjects, an understanding of the statistical properties of neural fragility as a function of the system identification algorithm is lacking.

Neural fragility of EEG data relies on two steps: i) system identification of the underlying linear dynamical system and ii) computing the norm of the perturbation matrix applied to the estimated system. Many groups study the statistical properties of system identification. For example, least squares regression is used commonly for system identification of a linear system [Li, 0, 0]. Recently, [0] identifies sharp bounds for learning linear systems and least-squares is an optimal learning algorithm for such systems. Although linear system identification from data is now well understood, the estimate of neural fragility from an estimated linear system has not been studied extensively yet.

We here present an analysis of neural fragility to demonstrate lower and upper bounds on the value of neural fragility as a function of the underlying linear system and noise. We validate these bounds using simulations. Finally, we motivate further extensions of the neural fragility method based on applications to real data.

2 Preliminaries

2.1 Notation

We work with primarily vectors and matrices in real space. For the sake of space, all proofs are provided in Teoretical Analysis of Neural Fragility Model in the online version of the paper.

2.2 Continuous to Discrete-Time Neural Fragility

In [0], brain activity is assumed to be a continuous time system. We assume brain recordings are governed by a discrete time-varying linear dynamical system, where any small window of time is linear time-invariant. To go from continuous to discrete time, we sample at periodic intervals.

\[
\dot{x} = Ax
\]

where \(x \in \mathbb{R}^d\) is the vector of d-dimensional EEG activity and \(A \in \mathbb{M}_d\) is a d-by-d matrix governing the linear dynamics. If we sample discretely at uniform periodic intervals, as we do in real EEG data, we get:

\[
\frac{x(t_{n+1}) - x(t_n)}{t_{n+1} - t_n} = Ax(t_n)
\]

from discretization of the linear system. Then re-arranging terms, we get:

\[
x(t_{n+1}) = x(t_n) + Ax(t_n)\Delta t \quad \text{(Define } \Delta t = (t_{n+1} - t_n))
\]

\[
= (I + A\Delta t)x(t_n)
\]

from discretization of the linear system. Then re-arranging terms, we get:

\[
x(t_{n+1}) = x(t_n) + Ax(t_n)(t_{n+1} - t_n)
\]

\[
= x(t_n) + Ax(t_n)\Delta t \quad \text{(Define } \Delta t = (t_{n+1} - t_n))
\]

\[
= (I + A\Delta t)x(t_n)
\]

Now, for stable linear systems, we get the following \(\lambda_i(I + A\Delta t) = 1 + \lambda_i(A)\Delta t\), and then we get the following criterion for discrete-time stability:

\[
Re(\lambda_i(I + A\Delta t)) = 1 + Re(\lambda_i(A))\Delta t < 1
\]

\[
Im(\lambda_i(I + A\Delta t)) = Im(\lambda_i(A))\Delta t
\]
Now, it can be rewritten as:

\[(1 + Re(\lambda_i(A))\Delta t)^2 + (Im(\lambda_i(A))\Delta t)^2 < 1\]

so the marginal stability depends on the sampling rate, \(\frac{1}{\Delta t}\) being sufficiently high, which in many EEG recordings are (i.e. 1000 Hz or higher).

### 2.3 Prior Results

Here, we summarize useful prior results for our analysis of neural fragility.

First, we restate the theorem of [0], which derives how to compute neural fragility given a linear dynamical system, represented by the matrix, A. We say \(\lambda \in \sigma(A)\) is an eigenvalue in the spectrum of A and has a corresponding eigenvector, \(v \in \mathbb{R}^n\) such that:

\[Av = \lambda v.\]

**Theorem (Computation of neural fragility from linear system).** Suppose \(A \in M_n\) represents the state matrix of a linear dynamical system. Assume that \(r \in \mathbb{C}\) is a number (possibly complex) that is not an eigenvalue of A. Then, for all \(k = 1, \ldots, n\), there exists a rank-one matrix, \(\Delta \in R_k(\Gamma)\), such that:

\[r \in \sigma(A + \Delta)\]

and with minimum 2-norm. Moreover, \(\Delta\) can be solved analytically by the equation:

\[\hat{\Delta} = B^T(BB^T)^{-1}b[e_k^T] \quad (4)\]

where

\[
B(r,k) = \begin{bmatrix}
Im\{e_k^T(A - rI)^{-T}\} \\
Re\{e_k^T(A - rI)^{-T}\}
\end{bmatrix} \quad (5)
\]

\[b = \begin{bmatrix}
0 \\
-1
\end{bmatrix} \quad (6)
\]

\(k\) is the index at which the perturbation is computed, \(e_k \in \mathbb{R}^n\) is a unit vector with the one at the kth position.

Moreover, when \(r \in \mathbb{R}\), then:

\[\Gamma = \frac{(rI - A)^{-1}e_k}{e_k^T(rI - A)^{-T}(rI - A)^{-1}e_k}\]

which is the \(n \times 1\) vector that perturbs the kth row of A.

This theorem differs slightly from [0] because we use a discrete time model, but the proof follows as in [0]. Next, we restate a few key results that will be useful for proving various bounds in the next section.

We remind the readers of what is known as the Neumann Series, which generalizes the geometric series of real numbers.

**Definition 2.1 (Neumann Series).** A Neumann series of a matrix, T is an infinite series:

\[\sum_{k=0}^{\infty} T^k\]
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We have the following theorem that utilizes the definition of the Neumann Series.

**Lemma.** For any matrix, $A \in M_n(\mathbb{C})$, with $||A|| < 1$. The matrix, $(I - A)$ is invertible and

$$||(I - A)^{-1}|| \leq \frac{1}{1 - ||A||}$$

**Proof.** We use the matrix version of the Taylor series to expand $(I - A)^{-1}$ for $||A|| < 1$, such that we get the convergent series:

$$(I - A)^{-1} = I + A + A^2 + A^3 + ...$$

Thus, taking the norm of both sides:

$$||(I - A)^{-1}|| = ||I + A + A^2 + ...||$$

$$\leq ||I|| + ||A|| + ||A^2|| + ... \quad \text{(Sub-additivity of norms)}$$

$$= \frac{1}{1 - ||A||} \quad \text{(Geometric series for } ||A|| < 1)$$

Using this lemma, one has the following bound on the norm of the resolvent.

**Lemma.** For any $A \in M_n(\mathbb{C})$ and $z \in \mathbb{C}$, such that $|z| > ||A||$, then the resolvent $Res(z)$ exists and

$$||Res(z)|| \leq \frac{1}{|z| - ||A||}$$

**Proof.** Since $|z| > ||A||$, then $||\frac{A}{z}|| < 1$, so we can apply the previous lemma on the quantity $\frac{A}{z}$.

$$(I - \frac{A}{z})^{-1} = z(zI - A)^{-1} = (I + A/z + A^2/z^2 + ...)$$

such that:

$$(zI - A)^{-1} = z^{-1}(I + A/z + A^2/z^2 + ...)$$

We can take the norm on both sides of this equation and utilize the previous lemma to obtain:

$$||zI - A)^{-1}|| \leq \frac{1}{|z|} \frac{1}{1 - ||A/z||} = \frac{1}{|z| - ||A||}$$

Next we define the notion of relative boundedness with respect to a linear operator.

**Definition 2.2.** Let $A$ and $T$ be matrices with the same domain space, but not necessarily the same range space. Then for $a, b$ non-negative constants, if

$$||Au|| \leq a||u|| + b||Tu||$$

Then we say $A$ is relatively bounded with respect to $T$, or $A$ is $T$-bounded.
In [0], Theorem 1.16 (page 196) states the stability of bounded invertibility, which we will leverage later. It states the following:

**Theorem** (Stability of bounded invertibility from [0]). Let A and T be linear operators from \( \mathbb{R}^n \to \mathbb{R}^n \) (i.e. \( n \times n \) matrices). Assume that \( A^{-1} \) exists and is T-bounded with the constants \( a, b \) satisfying the following inequality:

\[
a ||T|| + b < 1
\]

Then we have the following result: \( S = T + A \) is invertible and:

\[
||S^1|| \leq \frac{||T^{-1}||}{1 - a ||T^{-1}||} - b
\]

and

\[
||S^1|| \leq \frac{||T^{-1}||}{1 - b}
\]

**Corollary** (Stability of bounded invertibility for bounded linear operators). If A is bounded, and we assume that T is A-bounded with constants \( a = ||T|| \) and \( b = 0 \), \( S = T + A \), and \( ||A|| < 1/||T^{-1}|| \), then we have:

\[
||S^{-1}|| \leq \frac{||T^{-1}||}{1 - ||A|| ||T^{-1}||}
\]

and

\[
||S^{-1} - T^{-1}|| \leq \frac{||A|| ||T^{-1}||^2}{1 - ||A|| ||T^{-1}||}
\]

3 Results

We perform a theoretical analysis of neural fragility to demonstrate that its values are bounded mainly as a function of the properties of the underlying system, extending work in [0, 0, 0].

3.1 Neural fragility is a well-defined metric

We show that neural fragility is a well-defined metric in the sense that it reflects the true fragility of the system, given that we have an optimal estimator for the linear system over any time window. Neural fragility is defined by the norm of a perturbation vector, \( \Gamma \in \mathbb{R}^d \), applied to a linear system, represented by A. Since we have to estimate A with \( \hat{A} \) from iEEG data, we would like \( ||\Gamma(A)|| \approx ||\Gamma(\hat{A})|| \), where \( \Gamma(A) \) is the perturbation vector computed given system, A, and \( \Gamma(\hat{A}) \) is the perturbation vector computed given the estimated system, \( \hat{A} \). The following lemma and theorem encapsulate this.

**Lemma.** Assume, we are given \( A \in M_n(\mathbb{R}) \) with \( ||A|| < 1 \). Then, we have that:

\[
||\Gamma_A|| \leq \frac{||(|A - rI|^{-1})||}{1 - ||(|A - rI|^{-1})||} (|r| + 1)^2
\]
Theorem. Assume, we are given $A \in M_n(\mathbb{R})$ with $||A|| < 1$, and $E \in M_n(\mathbb{R})$, such that $||E|| < \epsilon < ||A||$. We define $\Delta := A + E$. $\Gamma_{\Delta}$ is the perturbation vector obtained by solving for neural fragility on $\Delta$. Then, we have that:

$$\|\Gamma_\Delta\| \leq \frac{\| (A - rI)^{-1} \|}{1 - \|E\| \| (A - rI)^{-1} \|} (|r| + 1 + \epsilon)^2$$

This lemma and theorem informs us that if we can obtain an estimate of $A$, with $E := \hat{A} - A$ with "small" norm, then $||\Gamma_\Delta||$ will be bounded by terms solely mainly on properties of the linear system and the perturbation radius, $r$.

3.2 Theoretical Analysis of Neural Fragility Model

Here, we summarize the theoretical analysis of neural fragility. As some preliminaries, we first review notation. We say that $A \in M_n$ is a $n \times n$ matrix; we only consider real matrices in this work. We denote, $M_n^1$ as the space of $n \times n$ matrices that have rank of one. Then we say $C_k(\Gamma)$ is the space of matrices with all zeros except for one column, with $\Gamma \in \mathbb{R}^n$ occupying the kth row. Then $R_k(\Gamma)$ is the space of matrices with all zeros except for one row, with $\Gamma$ occupying the kth row. We say that $Res(z)$ is resolvent matrix parametrized by $z \mapsto (A - zI)^{-1}$ for a given $A$ matrix. It is defined for $z \notin \sigma(A)$.

3.2.1 Bounds on neural fragility - the norm of the perturbation matrix

In this section, we prove a bound on neural fragility, $||\Gamma||_2$. These bounds are derived from the fact that the computation of $\Gamma$ is a function of the resolvent of $A$. Thus, our primary strategy is to link resolvent bounds to our problem.

First, because of the unique structure of the problem, we remind our readers of some facts. We define $\Delta_k = \begin{pmatrix} 0 & \ldots & \Gamma & \ldots & 0 \end{pmatrix}$, where the matrix is all zeros except for the kth column.

The operator norm of $\Delta$ is equivalent to the Frobenius norm and also the 2-2 matrix norm.

$$||\Delta||_p = \max_{||v||=1} ||\Delta v|| = \max_{||v||=1} ||\Gamma e_k^T v|| = \max_{||v||=1} ||\Gamma|| ||e_k^T v|| = ||\Gamma|| ||e_k|| = ||\Gamma||$$  \hspace{1cm} (10)

$$||\Delta||_F = \sqrt{\text{tr}(\Delta \Delta^T)} = \sqrt{\text{tr}(\Gamma e_k^\Gamma e_k \Gamma^T)} = \sqrt{(\Gamma^T \Gamma)(e_k^T e_k)} = ||\Gamma|| ||e_k|| = ||\Gamma|| \hspace{1cm} (11)$$

Note, that because the operator and Frobenius norm are unitarily invariant, then this holds if $\Delta$ was defined as a row perturbation matrix as well. Thus the following results hold regardless of which "norm" we choose. When $||\Gamma||$ is computed in practice, we use the l2 vector-norm.

Assuming we have the true linear system, $A$  The first is assuming we have the true $A$ matrix that characterizes the system. We remind readers of the Bauer-Fike theorem, which states:

**Theorem** (Bauer-Fike Theorem from [0]). Let $r$ be an eigenvalue of $A + \Gamma$. We assume $A$ is diagonalizable. Then there exists $\lambda \in \sigma(A)$ such that:

$$|\lambda - r| \leq \kappa_p(V) ||\Gamma||_p$$

where $\kappa_p(X)$ is the condition number in p-norm and $V \in M_n(\mathbb{C})$ is the eigenvector matrix of $A$, such that: $A = VAV^{-1}$, and $\Lambda$ is the diagonal matrix of eigenvalues.
Another way of stating the theorem is:

\[
\frac{|\lambda - r|}{\kappa_p(V)} \leq ||(A - rI)^{-1}||_2 |r - \lambda_n|
\]

This informs us that given the desired radius of perturbation, \( r \), then a well conditioned \( A \) matrix will result in a non-trivial lower-bound for the norm of \( \Gamma \).

**Corollary** (Naive bound of neural fragility). Assume we are given \( A \in M_n(\mathbb{R}) \) that is diagonalizable with eigenvalues \( \lambda_1 \geq \lambda_2 \geq \ldots \lambda_n \). We compute neural fragility of \( A \), by perturbing to \( r \in \mathbb{R} \), such that \( r > ||A|| \). Then

\[
||\Gamma||_2 \geq \frac{|r - \lambda_n|}{\kappa_p(V)}
\]

**Proof.** This is a consequence of Bauer-Fike theorem. \( \square \)

This theorem tells us that for increasing radius of perturbation, the norms of \( \Gamma \) will get uniformly larger and larger. However, if the original linear system has a high condition number, then the lower-bound is very small. Next, we obtain a form for the bound on \( ||\Gamma_A|| \).

**Theorem** (Upper bound of neural fragility). Assume, we are given \( A \in M_n(\mathbb{R}) \) with \( ||A|| < 1 \). Then, we have that:

\[
||\Gamma_A|| \leq \frac{||(A - rI)^{-1}||}{1 - ||(A - rI)^{-1}||} (|r| + 1)^2
\]

This lemma provides an upper bound on the value of neural fragility, \( ||\Gamma_A|| \), based on the true linear system, \( A \). Combined with Corollary 3.2.1 we can obtain a range of neural fragility values we expect to see, based on the radius of perturbation (\( r \)), and properties of the linear system (\( A \)).

**Assuming we estimate the linear system, \( \hat{A} \)** The next result assumes that we do not have the true \( A \) matrix, but rather a noisy version of it, \( \hat{A} = A + E \). In this section, we abuse notation a bit and for every norm in this section, we mean \( |.| \), we mean \( |.|_{2,2}, \) the 2-2 entry-wise matrix norm of a matrix.

**Theorem** (Upper bound on neural fragility on estimated linear system). Assume, we are given \( A \in M_n(\mathbb{R}) \) with \( ||A|| < 1 \), and \( E \in M_n(\mathbb{R}) \), such that \( ||E|| < \epsilon < ||A|| \). We define \( \hat{A} := A + E \). Then, we have that:

\[
||\Gamma_{\hat{A}}|| \leq \frac{||(A - rI)^{-1}||}{1 - ||E|| ||(A - rI)^{-1}||} (|r| + 1 + \epsilon)^2
\]

This lemma informs us that if we have a noisy version of our linear system, \( \hat{A} = A + E \), then as long as the norm of the perturbation matrix, \( E \), is small, then we will obtain roughly a similar upper bound as \( ||\Gamma_A|| \).

4 Discussion

In this paper, we introduce neural fragility as a function of an estimated linear dynamical system from data. We analyze some of its properties as a result of linear matrix theory and determine simple lower and upper bounds. Understanding how to better estimate linear systems, \( A \), to form better estimates of neural fragility, \( \Gamma \) is an interesting line of future research.
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A Appendix

A.1 Proofs

Here, we include the proofs of the three theorems regarding the bounds on neural fragility.

**Theorem** (Upper-bound on neural fragility). Assume, we are given $A \in M_n(\mathbb{R})$ with $\|A\| < 1$. Then, we have that:

$$\|\Gamma_A\| \leq \frac{\|(A - rI)^{-1}\|}{1 - \|(A - rI)^{-1}\|} \left(|r| + 1\right)^2$$

**Proof.** We first, write out the form of $\Gamma_A(r, k)$:

$$\Gamma_A = \frac{\text{Res}(r; A)e_k}{e_k^T \text{Res}(r; A)^T \text{Res}(r; A)e_k}$$

Then taking the norm on both sides:

$$\|\Gamma_A\| = \left\| \frac{\text{Res}(r; A)e_k}{e_k^T \text{Res}(r; A)^T \text{Res}(r; A)e_k} \right\|$$

$$\leq \frac{\|\text{Res}(r; A)e_k\|}{\|e_k^T \text{Res}(r; A)^T \text{Res}(r; A)e_k\|}$$

$$= \frac{\|\text{Res}(r; A)^T \text{Res}(r; A)\|}{\|\text{Res}(r; A)^T \text{Res}(r; A)\|} = 1$$

Recall that:

$$1 = \|I\| = \|AA^{-1}\| \leq \|A\|\|A^{-1}\|$$

for an induced matrix norm.
Next, by lower-bounding $\|Res(r; A)^T Res(r; A)\|$, we can further upper-bound the above quantity. Using this fact, and properties of matrix norms, we obtain the following lower-bound on this quantity:

$$
\|Res(r; A)^T Res(r; \hat{A})\| = \|((rI - A)(rI - A)^T)^{-1}\| \\
\geq \frac{1}{\|\hat{A} - rI\|} \\
\geq \frac{1}{r^2\|I\| + |r||A|| + |r||A^T|| + \|A||A^T||} \\
= \frac{1}{(|r| + \|A||)^2} \\
\geq \frac{1}{(|r| + 1)^2} \quad (14)
$$

We leverage the stability of bounded invertibility in [1] (Stability theorems; pg 196). Finally, we combine the results [13, 14] and the Corollary for Stability of bounded invertibility for bounded linear operators to obtain:

$$
\|\Gamma_A\| \leq \frac{\|(A - rI)^{-1}\|}{\|Res(r; A)^T Res(r; A)\|} \\
\leq \frac{\|(A - rI)^{-1}\|}{(|r| + 1)^2} \\
= \frac{\|(A - rI)^{-1}\|(|r| + 1)^2}{1 - \|\hat{E}\|\|(A - rI)^{-1}\|} \quad (15)
$$

\begin{proof}
The proof proceeds in a similar fashion to the case when we have the true $A$ matrix. We first, write out the form of $\Gamma_A(r, k)$:

$$
\Gamma_A = \frac{Res(r; A + E)e_k}{e_k^T Res(r; A + E)^T Res(r; A + E)e_k}
$$

Then taking the norm on both sides:

$$
\|\Gamma_A\| \leq \frac{\|(A - rI)^{-1}\|}{1 - \|E\|\|(A - rI)^{-1}\|}(|r| + 1 + \epsilon)^2
$$

\end{proof}

**Theorem** (Upper bound on neural fragility on estimated linear system). Assume, we are given $A \in M_n(\mathbb{R})$ with $\|A\| < 1$, and $E \in M_n(\mathbb{R})$, such that $\|E\| < \epsilon < \|A\|$. We define $\hat{A} := A + E$. Then, we have that:

$$
\|\Gamma_A\| \leq \frac{\|(A - rI)^{-1}\|}{1 - \|E\|\|(A - rI)^{-1}\|}(|r| + 1 + \epsilon)^2
$$
\[
\|\Gamma_{\hat{A}}\| = \left\| \frac{\text{Res}(r; A + E)e_k}{e_k^T \text{Res}(r; A + E)^T \text{Res}(r; A + E)e_k} \right\|
\leq \frac{\|\text{Res}(r; A + E)\|}{\|\text{Res}(r; A + E)^T \text{Res}(r; A + E)\|}
= \frac{\|(A + E - rI)^{-1}\|}{\|\text{Res}(r; A + E)^T \text{Res}(r; A + E)\|}
\] (20)

Recall that:
\[
1 = \|I\| = \|AA^{-1}\| \leq \|A\|\|A^{-1}\|
\]

Next, by lower-bounding \(\|\text{Res}(r; \hat{A})^T \text{Res}(r; \hat{A})\|\), we can further upper-bound the above quantity. Using this fact, and properties of matrix norms, we obtain the following lower-bound on this quantity:

\[
\|\text{Res}(r; \hat{A})^T \text{Res}(r; \hat{A})\| = \|(rI - \hat{A})^{-T}(rI - \hat{A})^{-1}\|
= \|((rI - \hat{A})(rI - \hat{A})^T)^{-1}\|
\geq \frac{1}{\|(rI - \hat{A})(rI - \hat{A})\|}
\geq \frac{1}{r^2\|I\| + |r|\|\hat{A}\| + |r|\|\hat{A}^T\| + \|\hat{A}\|\|\hat{A}^T\|}
= \frac{1}{1 - \|I\|}
\geq \frac{1}{1 - |r| + |\hat{A}| + |E|}
\geq \frac{1}{1 - |r| + 1 + \epsilon}
\] (21)

We leverage the stability of bounded invertibility in \[\boxed{}\] (Stability theorems; pg 196). Finally, we combine the results \[\boxed{20, 21}\] and the Corollary for stability of bounded invertibility for bounded linear operators to obtain:

\[
\|\Gamma_{\hat{A}}\| \leq \frac{\|(A + E - rI)^{-1}\|}{\|\text{Res}(r; A + E)^T \text{Res}(r; A + E)\|}
\leq \frac{1}{\|E\|}\|\text{Res}(r; A + E)^T \text{Res}(r; A + E)\|
\leq \frac{1 - \|E\|\|(A - rI)^{-1}\|}{\|E\|}\|\text{Res}(r; A + E)^T \text{Res}(r; A + E)\|
\leq \frac{1}{1 - \|E\|}\|\text{Res}(r; A + E)^T \text{Res}(r; A + E)\|
\] (22)

\[
\leq \frac{1 - \|E\|\|(A - rI)^{-1}\|}{\|E\|\|\text{Res}(r; A + E)^T \text{Res}(r; A + E)\|}\|\text{Res}(r; A + E)^T \text{Res}(r; A + E)\|
\leq \frac{1}{1 - \|E\|\|A - rI\|}\|\text{Res}(r; A + E)^T \text{Res}(r; A + E)\|
\] (23)

\[
\leq \frac{1}{1 - \|E\|\|A - rI\|}\|\text{Res}(r; A + E)^T \text{Res}(r; A + E)\|
\] (24)

\[
\leq \frac{1}{1 - \|E\|\|A - rI\|}\|\text{Res}(r; A + E)^T \text{Res}(r; A + E)\|
\] (25)

\[
\leq \frac{1}{1 - \|E\|\|A - rI\|}\|\text{Res}(r; A + E)^T \text{Res}(r; A + E)\|
\leq \frac{1}{1 - \|E\|\|A - rI\|}\|\text{Res}(r; A + E)^T \text{Res}(r; A + E)\|
\] (26)