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Abstract—We consider the scenario in which a continuous-time Gauss-Markov process is estimated by the Kalman-Bucy filter over a Gaussian channel (sensor) with a variable sensor gain. The problem of scheduling the sensor gain over a finite time interval to minimize the weighted sum of the data rate (the mutual information between the sensor output and the underlying Gauss-Markov process) and the distortion (the mean-square estimation error) is formulated as an optimal control problem. A necessary optimality condition for a scheduled sensor gain is derived based on Pontryagin’s minimum principle. For a scalar problem, we show that an optimal sensor gain control is of bang-bang type, except the possibility of taking an intermediate value when there exists a stationary point on the switching surface in the phase space of canonical dynamics. Furthermore, we show that the number of switches is at most two and the time instants at which the optimal gain must be switched can be computed from the analytical solutions to the canonical equations.

I. INTRODUCTION

In this paper, we consider a controlled sensing problem in which a continuous-time linear-Gaussian random process is observed through a linear sensor whose sensor gain is strategically adjusted. The sensor gain is optimized to minimize the weighted sum of the minimum mean-square error (MMSE) attainable by a causal estimator and the mutual information (I) between the underlying random process and the sensor output. Generally, the former cost is reduced by adopting a large sensor gain, while this leads to an increased cost in the latter sense. Therefore, these two performance criteria are in a trade-off relationship (I-MMSE relationship [1]–[4]), and attaining a sweet spot by an optimal sensor gain is a nontrivial problem.

The problem studied in this paper is motivated by a practical scenario where a continuous-time source signal is encoded, compressed, and transmitted to a remote user where the signal is reproduced in a zero-delay manner (e.g., the event-based camera [5] for robotics applications). Assuming that binary codewords are used for communication, the trade-off between the bit-rate and the best attainable quality of the reproduced signal is of our natural interest. Although designing the optimal architecture (e.g., the optimal spatio-temporal sampling and encoding schemes) is a challenging task, it can be shown [6] that the minimum bit-rate required for reproducing the signal within a given distortion criterion is lower bounded by the aforementioned mutual information required for reproducing the signal within the same criterion. Thus, the solution we present in this paper reveals a fundamental performance limitation of the sensor-encoder joint design for such a remote estimation problem.

In the literature, related problems are studied in the context of sequential rate-distortion problems (the rate-distortion problems with causality constraints) [7]–[11] and their applications to control problems [12], [13]. Most of the existing works consider discrete-time source signals. For discrete-time Gauss-Markov sources and mean-square distortion criteria, [8] shows that the optimal policy (test channel) to the sequential rate-distortion problem is linear. Based on this observation, [11] shows that the Gaussian sequential rate-distortion problem is equivalent to an optimal sensor gain control problem, which was shown to be solvable by means of semidefinite programming. A continuous-time counterpart of the same problem is considered in [6], although only infinite-horizon, time-invariant cases are studied there.

Main contributions: In this paper, we expand the problem considered in [6] to finite-horizon, time-varying cases. We first show that the optimal sensor gain control problem can be formulated as a nonlinear optimal control problem to which Pontryagin’s minimum principle is applicable. To gain further insight into the optimal solution, we then restrict ourselves to scalar (single-dimensional) problems where a feasible control gain (control input) is constrained to be in [0, 1]. We prove that the optimal sensor gain is of bang-bang type characterized by a switching surface in the phase space, except the possibility of taking an intermediate value if the canonical equation admits an equilibrium on the switching surface. Further, we provide a method to compute the optimal sensor gain from the analytical expressions to the canonical equations. Consequently, the optimal sensor gain for the original sensor selection problem can be directly computed from the optimal control input.

The paper is organized as follows. Section II introduces the problem statement followed by preliminaries in Section III. Section IV discusses the main result of the paper followed by some concluding remarks and future work in Section V.

Notation: We will use notation $\{x_t : t_1 \leq t \leq t_2\}$ to denote a continuous-time signal. Bold symbols like $\mathbf{x}$ will be used to denote random variables. We assume all the random variables considered in this paper are defined on the probability space $(\Omega, \mathcal{F}, P)$. The probability distribution $\mu_x$ of an $(\mathcal{X}, A)$-valued random variable $\mathbf{x}$ is defined by

$$\mu_x(A) = \mathcal{P}\{\omega \in \Omega : \mathbf{x}(\omega) \in A\}, \forall A \in \mathcal{A}.$$
If \( x_1 \) and \( x_2 \) are both \((\mathcal{X}, A)\)-valued random variables, the relative entropy from \( x_2 \) to \( x_1 \) is defined by
\[
D(\mu_{x_1} \| \mu_{x_2}) = \int \log \frac{d\mu_{x_1}}{d\mu_{x_2}} \, d\mu_{x_1}
\]
provided that the Radon-Nikodym derivative \( \frac{d\mu_{x_1}}{d\mu_{x_2}} \) exists, and \(+\infty\) otherwise. The mutual information between two random variables \( x \) and \( y \) is defined by
\[
I(x; y) = D(\mu_{x \otimes y} \| \mu_x \otimes \mu_y)
\]
where \( \mu_{x \otimes y} \) and \( \mu_x \otimes \mu_y \) denote the joint and product distributions, respectively.

II. OPTIMAL SENSOR DESIGN AND PROBLEM STATEMENT

Similarly to [6], we consider the scenario of estimating an \( n \)-dimensional Ito process based on an \( n \)-dimensional noisy measurement. Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a complete probability space and suppose \( F_t \subseteq \mathcal{F} \) be a non-decreasing family of \( \sigma \)-algebras. Let \( (w_t, F_t) \) and \( (v_t, F_t) \) be \( \mathbb{R}^n \)-valued, mutually independent standard Wiener processes with respect to \( \mathcal{F} \). The random process to be estimated is an \( n \)-dimensional Gauss-Markov process defined by
\[
dx_t = Ax_t \, dt + Bd\, w_t, \quad t \in [t_0, t_1]
\]
where \( X_0 \sim N(0, X_0) \), where \( X_0 \geq 0 \) is a given covariance matrix and \( t_0 < t_1 < \infty \) is the horizon length of the considered problem. We assume \((A, B)\) is a controllable pair of matrices. Let \( C_t : [t_0, t_1] \rightarrow \mathbb{R}^{n \times n} \) be a measurable function representing the time-varying sensor gain. Setting \( z_t \triangleq C_t x_t \), the sensor mechanism produces a \( n \)-dimensional signal
\[
dy_t = z_t \, dt + d\, v_t, \quad t \in [t_0, t_1]
\]
with \( y_{t_0} = 0 \). Based on the sensor output \( y_t \), the causal MMSE estimate \( \hat{x}_t \triangleq \mathbb{E}(x_t | F_t^\infty) \) is computed, where \( F_t^\infty \subseteq \mathcal{F} \) denotes the \( \sigma \)-algebra generated by \( y_{(0:t)} \). Computationally, this can be achieved by the Kalman-Bucy filter
\[
\dot{\hat{x}}_t = Ax_t + X_tC_t^\top(dy_t - C_t \hat{x}_t), \quad t \in [t_0, t_1]
\]
with \( \hat{x}_{t_0} = 0 \). Here, \( X_t \) is the unique solution to the matrix Riccati differential equation
\[
\dot{X}_t = AX_t + X_t A^\top - X_t C_t^\top C_t X_t + BB^\top, \quad t \in [t_0, t_1]
\]
with the aforementioned given initial covariance matrix \( X_{t_0} = X_0 \geq 0 \). The overall architecture of the sensor mechanism is shown in Fig. 1.

A. Performance Criteria

Unlike the standard filtering problem where the sensor gain \( C_t \) is given, in this paper, we consider the problem of optimally choosing \( C_t \) to achieve the minimum-information filtering. The optimality is characterized in terms of two performance measures, namely the mean-square error and the mutual information, as defined below.

1) Mean-square error (MSE): The first criterion is the MMSE over the considered time horizon.
\[
\int_{t_0}^{t_1} \mathbb{E}[\|x_t - \hat{x}_t\|^2] \, dt = \int_{t_0}^{t_1} \text{Tr}(X_t) \, dt \quad (5)
\]

2) Mutual information: The second performance criterion is the mutual information \( I(y_{t_0,t_1}; z_{t_0,t_1}) \). We use the following key result due to Duncan [1]:

Theorem 1. Let the random processes \( y_{t_0,t_1} \) and \( z_{t_0,t_1} \) be defined as above. Then
\[
I(y_{t_0,t_1}; z_{t_0,t_1}) = \frac{1}{2} \int_{t_0}^{t_1} \text{Tr}(C_t X_t C_t^\top) \, dt \quad (6)
\]

B. Problem Statement

Minimizing the MSE (5) and the mutual information (6) are in a trade-off relationship. Thus, our task is to choose a measurable function \( C_t : [t_0, t_1] \rightarrow \mathbb{R}^{n \times n} \) to minimize the weighted sum of them. Introducing a trade-off parameter \( \alpha > 0 \), the main problem we study in this paper is formulated as follows:

\[
\begin{align*}
\min_{C_t} & \quad \int_{t_0}^{t_1} \mathbb{E}[\|x_t - \hat{x}_t\|^2] \, dt + 2\alpha I(y_{t_0,t_1}; z_{t_0,t_1}) \\
\text{s.t.} & \quad \text{Tr}(C_t^\top C_t) \leq 1 \quad \forall \ t \in [t_0, t_1].
\end{align*}
\]

The constraint (7b) is introduced to incorporate the fact that the allowable sensor gain usually has an upper bound. Using (5) and (6), the problem (7) can be written as

\[
\begin{align*}
\min_{C_t} & \quad \int_{t_0}^{t_1} \text{Tr}(X_t) \, dt + \alpha \int_{t_0}^{t_1} \text{Tr}(C_t X_t C_t^\top) \, dt \\
\text{s.t.} & \quad \dot{X}_t = AX_t + X_t A^\top - X_t C_t^\top C_t X_t + BB^\top \\
& \quad X_{t_0} = X_0 \\
& \quad \text{Tr}(C_t^\top C_t) \leq 1 \quad \forall \ t \in [t_0, t_1].
\end{align*}
\]

Introducing \( U_t \triangleq C_t^\top C_t \geq 0 \), this can be written as an equivalent optimal control problem with state \( X_t \) and control

1 Suppose we choose \( C_t = k C \) \( \forall t \) where \( k \geq 0 \) is a scalar and \((A, C)\) is an observable pair. As \( k \rightarrow +\infty \), the MSE tends to zero while the mutual information tends to \(+\infty\).

2 The parameter \( \alpha \) is the Lagrange multiplier in view of the hard-constrained version of the problem studied in [6].
input $U_t$:

$$\begin{align}
\min_{U_t} & \quad \int_{t_0}^{t_1} \text{Tr}(X_t + \alpha U_t X_t) dt \\
\text{s.t.} & \quad \dot{X}_t = AX_t + X_t A^T - X_t U_t X_t + BB^T \\
& \quad X_{t_0} = X_0 \\
& \quad U_t \geq 0, \quad \forall t \in [t_0, t_1].
\end{align}$$

(9a) (9b) (9c) (9d)

The minimization is over the space of measurable functions $U_t : [t_0, t_1] \to \mathbb{S}_+^n (= \{ M \in \mathbb{R}^{n \times n} : M \succeq 0 \})$.

**Remark 1.** The equivalence between (8) and (9) implies that optimal solutions to the main problem (7), if exist, are not unique. Namely, if $U^*_t$ is an optimal solution to (9), then both $C_t$ and $C_t^*$ are optimal solutions to (8) if $U^*_t = C_t^* C_t = C_t^T C_t$ and $\bar{U}_t 
\in S_+^n$.

**Remark 2.** We assume that the dimension of the sensor output $y_t$ matches the dimension of the underlying Gaussian-Markov process $x_t$. This assumption is needed to avoid a technical difficulty that arises when $y_t$ needs to be $m$-dimensional and $m < n$. To see this, suppose that the sensor gain $C_t$ is not synthesized in (7) and is required to be $\mathbb{R}^{m \times n}$-valued and $m < n$. Since this implies $\text{rank}(C_t^T C_t) \leq m$, an additional non-convex constraint $\text{rank}(U_t) \leq m \forall t \in [t_0, t_1]$ must be included in (9) to maintain the equivalence between (8) and (9). This type of difficulty has been observed in the sensor design problems in the literature, as in [14].

### III. Optimality Condition

#### A. Existence of optimal control

We first remark that the following result due to Filippov [15] is applicable to guarantee the existence of an optimal control for solving problem (9):

**Theorem 2. (Filippov’s theorem):** [16] Given a control system $\dot{x}_t = f(x_t, u_t)$ with $u_t \in \mathcal{U}$, assume that its solutions exist on a time interval $[t_0, t_1]$ for all controls and that for every $x_t$ the set $\{ f(x_t, u_t) : u_t \in \mathcal{U} \}$ is compact and convex. Then the reachable set $R_t(x_0)$ is compact for each $t \in [t_0, t_1]$.

Specifically, one can convert the original Langrange-type problem (9) into an equivalent Mayer-type problem by introducing an auxiliary state $x_t^{\text{aux}}$ satisfying $x_t^{\text{aux}} = 0$ and $\dot{x}_t^{\text{aux}} = \text{Tr}(X_t + \alpha U_t X_t)$. In the Mayer form, the original problem of minimizing (9a) becomes the problem of minimizing $x_t^{\text{aux}}$ over the reachable set at $t = t_1$. Since the premises of Theorem 2 are satisfied by the obtained Mayer-type problem, we can conclude that the reachable set at $t = t_1$ is compact. Therefore, Weierstrass’ extreme value theorem guarantees the existence of an optimal solution.

#### B. Pontryagin Minimum Principle

In this section, we briefly discuss the minimum principle for fixed-endtime free-endpoint optimal control problem followed by its application to our problem (9). Suppose that an admissible control input is a measurable function $u_t : [t_0, t_1] \to \mathcal{U}$ where $\mathcal{U} \subset \mathbb{R}^m$ is a compact set. We assume that $f(x_t, u_t)$, $\frac{\partial f(x_t, u_t)}{\partial x_t}$, $L(x_t, u_t)$ and $\frac{\partial L(x_t, u_t)}{\partial x_t}$ are continuous on $\mathbb{R}^n \times \mathcal{U} \times (t_0, t_1)$. Consider the Lagrange-type problem

$$\begin{align}
\min_{u_t} & \quad \int_{t_0}^{t_1} L(x_t, u_t) dt \\
\text{s.t.} & \quad \dot{x}_t = f(x_t, u_t), \quad x_t \in \mathbb{R}^n, \quad u_t \in \mathcal{U} \\
x_{t_0} = x_0.
\end{align}$$

(10a) (10b) (10c)

**Theorem 3.** [17, Theorem 5.10] Suppose there exists an optimal solution to (10). Let $u^*_t : [t_0, t_1] \to \mathcal{U}$ be the optimal control input and $x^*_t : [t_0, t_1] \to \mathbb{R}^n$ be the corresponding state trajectory. Then, it is necessary that there exists a function $p^*_t : [t_0, t_1] \to \mathbb{R}^n$ such that the following conditions hold for the Hamiltonian $H$ defined as

$$H(x_t, p_t, u_t) = L(x_t, u_t) + p_t^T f(x_t, u_t):$$

(i) $x_t^*$ and $p_t^*$ satisfy the following canonical equations:

$$\dot{x}_t = \frac{\partial H(x_t^*, p_t^*, u_t)}{\partial p_t}$$

$$\dot{p}_t = -\frac{\partial H(x_t^*, p_t^*, u_t)}{\partial x_t}$$

with boundary conditions $x_{t_0} = x_0$ and $p_{t_1} = 0$.

(ii) $\min_{u_t \in \mathcal{U}} H(x_t^*, p_t^*, u_t) = H(x_t^*, p_t^*, u_t^*)$ for all $t \in [t_0, t_1]$.

For our problem (9), the Hamiltonian is defined as

$$H(X_t, P_t, U_t) = \text{Tr}(X_t + \alpha U_t X_t) + \text{Tr}(P_t X_t + X_t A^T - X_t U_t X_t + BB^T)$$

$$= \text{Tr}(P_t (X_t A_t + X_t A^T + BB^T)) + \text{Tr}(X_t) + \text{Tr}((\alpha X_t - X_t P_t X_t) U_t).$$

Thus, the necessary optimality condition provided by Theorem 3 is given by the canonical equations

$$\dot{X}_t = AX_t + X_t A^T - X_t U_t X_t + BB^T$$

$$\dot{P}_t = P_t X_t U_t + U_t X_t P_t - P_t A^T P_t - I - \alpha U_t$$

with boundary conditions $X_{t_0} = X_0$ and $P_{t_1} = 0$, and

$$U^*_t = \arg\min_{U_t \in \mathcal{U}} \text{Tr}((\alpha X_t - X_t P_t X_t) U_t) \quad (13)$$

where $\mathcal{U} = \{ U_t \in S_+^n : \forall t \in [t_0, t_1] : \text{Tr}(U_t) \leq 1 \}$.

### IV. Optimal Solution in Scalar Case

To solve the optimality condition (12) and (13) explicitly, in this section, we restrict our attention to scalar cases (i.e., $n = 1$). In what follows, we assume $A = a < 0$ and $B = 1$. The assumption that $a < 0$ is natural as it is required for the source process (1) to be stable. The canonical equations (12) are simplified as

$$\dot{x}_t = 2 ax_t - x_t^2 u_t + 1$$

$$\dot{p}_t = 2 ax_t p_t u_t - 2 a p_t - 1 - \alpha u_t$$

with $x_{t_0} = x_0$ and $p_{t_1} = 0$. Due to the original meaning of $x_0$ as a covariance of the initial value of the underlying process $x_0$, we assume that $x_0 \geq 0$. Since (14a) is a
monotone system \cite{18}, \( x_t \geq 0 \) for \( t \in [t_0, t_1] \). The optimal control \( u_t \) is given as follows:

\[
    u_t^* = \arg \min_{0 \leq u_t \leq 1} x_t(\alpha - x_t p_t) u_t = \begin{cases} 
    0 & \text{if } p_t x_t < \alpha \\
    1 & \text{if } p_t x_t > \alpha \\
    u^* \in [0, 1] & \text{if } p_t x_t = \alpha
    \end{cases}
\]

(15)

The main result of this paper is stated as follows:

**Theorem 4.** For any \( x_0 > 0, \alpha > 0, \alpha < 0 \) and specified time interval \([t_0, t_1]\), an optimal control exists and satisfies (14) and (15). Furthermore, the optimal control is bang-bang type (i.e., it takes either \( u_t = 0 \) or \( u_t = 1 \), except that in a particular case, it can take an intermediate value \( 0 \leq u^* \leq 1 \) specified by (23)). In all cases, the optimal control is a piecewise constant function with at most two discontinuities.

**Proof.** The existence of an optimal solution and the necessary optimality conditions were discussed in Section III. The rest of the statement follows from the analysis in Sections IV-A and Section IV-B below. Explicit expressions for the optimal control are also given in Section IV-B.
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A. Phase Portrait analysis

To analyze the canonical equations (14), consider the vector field defined by the RHS of (14) and (15). Because of the classification in (15), the vector field is discontinuous at the switching surface \( S \) characterized by \( p_t x_t = \alpha \). We divide the domain \( \{(x, p)|x \geq 0\} \) into Regions 1, 2 and 3 as shown in Fig. 2.  \(^3\) Denote the vector field in Region 1, 2 and 3 (see Fig. 3) as \( f_1, f_2 \) and \( f_3 \), respectively. From (14) and (15), we have

\[
    f_1: \begin{cases} 
    \dot{x}_t = 2ax_t + 1 \\
    \dot{p}_t = -2ap_t - 1 
    \end{cases}
\]

(16)

\[
    f_2: \begin{cases} 
    \dot{x}_t = 2ax_t - x^2 u_t + 1 \\
    \dot{p}_t = 2x_t p_t u_t - 2ap_t - 1 - \alpha u_t 
    \end{cases}
\]

(17)

\[
    f_3: \begin{cases} 
    \dot{x}_t = 2ax_t - x^2 + 1 \\
    \dot{p}_t = 2x_t p_t - 2ap_t - 1 - \alpha. 
    \end{cases}
\]

(18)

1) Local solutions in Regions 1 and 3: Since (16) is a linear differential equation, its general solution is given by

\[
    x_t = \frac{k_1 e^{2at} - 1}{2a}, \quad p_t = \frac{k_2 e^{-2at} - 1}{2a}
\]

(19)

where \( k_1 \) and \( k_2 \) are constants. Since (18) belongs to a class of scalar Riccati differential equations, an analytical solution exists and is given as follows:

\[
    \begin{align*}
    x_t &= a + c - \frac{2c}{k_3 e^{2ct} + 1}, \\
    p_t &= k_4 \left( k_3 e^{2ct} + 1 \right)^2 + \frac{(1 + \alpha) \left( k_3 e^{2ct} + 1 \right)}{2ck_3 e^{2ct}}.
    \end{align*}
\]

(20a, 20b)

where \( k_3, k_4 \) are constants and \( c = \sqrt{a^2 + 1} \).

2) Stationary points: The nature of the phase portrait (namely the location of the stationary points) changes depending on the value of \( \alpha \). Observing that \( 0 < (a + \sqrt{a^2 + 1})^2 < 1/4a^2 \) for all \( a < 0 \), the following three cases can occur:

- **Case A:** \( 1/4a^2 < \alpha \). In this case, the phase portrait has a unique stationary point in Region 1, located at

\[
    E = (x_e, p_e) = (-1/2a, -1/2a).
\]

(21)

It is not possible for \( f_2 \) to have a stationary point in Region 2 no matter what value of \( u_t \in [0, 1] \) is chosen.

- **Case B:** \( (a + \sqrt{a^2 + 1})^2 \leq \alpha \leq 1/4a^2 \). In this case, no stationary point exists in Region 1 or in Region 3. However, the point

\[
    E = (x_e, p_e) = (\sqrt{\alpha}, \sqrt{\alpha})
\]

(22)

in Region 2 is a stationary point if \( u_t \) is set to be

\[
    u^* = 2a/\sqrt{\alpha} + 1.
\]

(23)

Under the Case B assumption that \( (a + \sqrt{a^2 + 1})^2 \leq \alpha \leq 1/4a^2 \), the value of \( u^* \) from (23) satisfies \( 0 \leq u^* \leq 1 \). In Region 2, no other point can be a stationary point.

- **Case C:** \( \alpha < (a + \sqrt{a^2 + 1})^2 \). In this case, the phase portrait has a unique stationary point

\[
    (x_e, p_e) = \left( a + \sqrt{a^2 + 1}, \frac{1 + \alpha}{2\sqrt{a^2 + 1}} \right)
\]

(24)

in Region 3. No stationary point can exists in Regions 1 and 2.

The vector field in each case is depicted in Fig. 3.
3) **Switching behavior:** To understand the switching behaviour, we analyze the directions of vector fields $f_1$, $f_2$ and $f_3$ with respect to $S$ in the neighborhood of $S$. Note that we can analyze the solution by checking the signs of Lie derivatives $L_{f_1} V$, $L_{f_2} V$ and $L_{f_3} V$ evaluated on surface $S$. Note that the Lie derivatives along $f_1$, $f_2$ and $f_3$ are given by:

$$
L_{f_1} V = \frac{\partial V}{\partial x} \dot{x} + \frac{\partial V}{\partial p} \dot{p} = \cdots
$$

Thereafter, we can compute $t'$ by solving (27).

Hence, when $px = \alpha$ (on $S$), we have

$$
L_{f_1} V|_S = L_{f_2} V|_S = L_{f_3} V|_S = \alpha/x - x.
$$

This would imply that $f_1$, $f_2$ and $f_3$ would point along the same direction everywhere on $S$. More precisely, all these vector fields cross $S$ downward when $x < \sqrt{\alpha}$, upward when $x < \sqrt{\alpha}$ and are tangential to $S$ at point $K = (\sqrt{\alpha}, \sqrt{\alpha})$. When $(\alpha + \sqrt{\alpha^2 + 1})^2 \leq \alpha \leq 1/4\alpha^2$ (Case B), the point $K$ becomes a stationary point and $u_t$ is defined as given in (23). This point is the same $E$ defined in (22).

An important consequence of the above analysis is that the phase portraits in Fig. 3 are devoid of the “chattering” solutions in all three cases. Therefore, the solution concept of Carathéodory [19] is sufficient to describe the solutions crossing the switching surface $S$. However, note that the uniqueness of the solution is lost in Case B. For example, consider the set of all trajectories $(x_t, p_t)$ that “stay” on $E = K$ for an arbitrary duration as follows:

- $(x_t, p_t)$ solves (16) or (18) for $t_0 \leq t \leq t'$ with $(x_t, p_t) = (\sqrt{\alpha}, \sqrt{\alpha})$;
- $(x_t, p_t) = (\sqrt{\alpha}, \sqrt{\alpha})$ for $t' \leq t \leq t''$;
- $(x_t, p_t)$ solves (16) or (18) for $t'' \leq t_1$ with $(\bar{x}_t, \bar{p}_t) = (\sqrt{\alpha}, \sqrt{\alpha})$.

It is easy to verify that regardless of the choice of $t''(\geq t')$, all these trajectories are Carathéodory solutions to the canonical equations.

**B. Analytical solution**

With the phase portraits shown in Fig. 3 in mind, we solve the boundary value problem (14) and (15) with the initial state constraint $x_{t_0} = x_0(\geq 0)$ and the terminal costate constraint $p_{t_1} = 0$. In the following, the solution to this boundary value problem is simply referred to as the optimal solution. We now consider Cases A, B, and C sequentially.

1) **Case A:** In this scenario, the initial point (denoted by $(x'_{t_0}, p'_{t_0})$) is either in the blue or yellow regions illustrated in Fig. 4a. The boundaries of these two regions are characterized by the horizontal separatrix converging to point $E$ and the switching surface $S$.

**Subcase A-1** ($(x'_{t_0}, p'_{t_0})$ is in the yellow region): The particular solution satisfying (16) and the boundary constraints $x_{t_0} = x_0$ and $p_{t_1} = 0$ are given as follows:

$$
\bar{x}_t = \frac{(2ax_0 + 1)e^{2a(t-t_0)} - 1}{2a},
$$

$$
\bar{p}_t = \frac{2a}{e^{-2a(t-t_1)} - 1}.
$$

If $(\bar{x}_0, \bar{p}_0)$ computed using (25) lies in Region 1 (i.e., $\bar{x}_0 \bar{p}_0 \leq \alpha$), then Subcase A-1 applies. There is no switching as the optimal solution lies in Region 1.

**Subcase A-2** ($(x'_{t_0}, p'_{t_0})$ is in the blue region): In this scenario, there exists a switching time $t' \in (t_0, t_1)$. To compute $t'$, observe that a particular solution (20a) satisfying the initial state constraint $x_{t_0} = x_0$ is given by

$$
\hat{x}_t = a + c - \frac{2c}{k_3 e^{2c\bar{t}} + 1}
$$

where $c = \sqrt{\alpha^2 + 1}$ and $k_3 = \frac{c^{-a} + x_0}{c^{-a} - x_0} e^{2c\bar{t}}$. On the contrary, the particular solution (19) satisfying $p_{t_1} = 0$ is given by (25b). Therefore, at time $t'$, the state $\hat{x}_{t'}$ and costate $\hat{p}_{t'}$ must satisfy the governing switching surface equation i.e. $\hat{x}_{t'} \hat{p}_{t'} = \alpha$, or

$$
(a + c - \frac{2c}{k_3 e^{2c\bar{t}'} + 1}) \left( \frac{e^{-2a(t'-t_1)} - 1}{2a} \right) = \alpha.
$$

Thereafter, we can compute $t'$ by solving (27).
2) Case B: The initial point \((x_{10}^*, p_{10}^*)\) lies in either of the three colored regions shown in Fig. 4b. Let \(x_K\) be the \(x\)-coordinate at which a particular solution \((19)\) to the vector field \(f_1\) that crosses \(K = E = (\sqrt{\alpha}, \sqrt{\alpha})\) at a particular time \(t'' < t_1\) reaches at the terminal time \(t_1\). It is trivial to show that \(x_K = 2a\alpha + 2\sqrt{\alpha}\) and the time \(t''\) of crossing \(K = E\) can also be computed from the following equation

\[
t_1 - t'' = \frac{1}{2a} \ln(2a\sqrt{\alpha} + 1). \tag{28}\]

**Subcase B-1** ((\(x_{10}^*, p_{10}^*)\) is in the yellow region or on the green curve): Notice that the solution \((\bar{x}_t, \bar{p}_t)\) to \(f_1\) with boundary conditions \(x_{10} = x_0\) and \(p_{10} = 0\) is still given by \((25)\). If the condition \(\bar{x}_{t_1} \leq x_K\) is satisfied, then the optimal solution lies entirely in the yellow region and is given by \((25)\). In addition, switching does not occur in this case.

**Subcase B-2** ((\(x_{10}^*, p_{10}^*)\) is on the blue region): This scenario arises when \(\bar{x}_{t_0}\bar{p}_{t_0} \leq \alpha, \bar{x}_{t_1} > x_K\) and \(x_0 > \sqrt{\alpha}\). The optimal solution lies entirely in the light blue region and is given by \((25)\). In this case too, switching does not occur.

**Subcase B-3** ((\(x_{10}^*, p_{10}^*)\) is on the orange curve): This scenario arises when \(\bar{x}_{t_0}\bar{p}_{t_0} \leq \alpha, \bar{x}_{t_1} > x_K\) and \(x_0 < \sqrt{\alpha}\). In this case, the particular solution \((25)\) for \(t_0 \leq t \leq t_1\) does not lie in Region 1 and thus it is not a reasonable solution to the boundary problem of our interest. The optimal solution in this scenario is represented by green and orange curves as shown in Fig. 4b. First, the optimal solution follows the orange curve from \(x_{t_0} = x_0\) to \(x_t = \sqrt{\alpha}\), stays on \(E = K\) for \(t' \leq t \leq t''\), and then traces the green trajectory from \(x_{t''} = \sqrt{\alpha} \) to \(x_{t_1} = x_K\). From \((20a)\), the time \(t''\) can be computed from

\[
\sqrt{\alpha} = \frac{(2ax_0 + 1)e^{2a(t'-t_0)} - 1}{2a}. \tag{29}\]

Two switches occur in the optimal control input – a switch at time \(t'\) from \(u = 0\) to \(u = u^*\), and a switch at time \(t''\) from \(u = u^*\) to \(u = 0\).

**Subcase B-4** ((\(x_{10}^*, p_{10}^*)\) is in the light purple region): This scenario arises when \((25)\) satisfies \(\bar{x}_{t_1} > x_K\) and \(\bar{x}_{t_0}\bar{p}_{t_0} > \alpha\), and equation \((27)\) has a solution \(t'\) in \([t_0, t_1]\). In this case, a single switching occurs at \(t'\), from the light purple region to the blue region.

**Subcase B-5** ((\(x_{10}^*, p_{10}^*)\) is on the purple curve): This scenario arises when when \((25)\) satisfies \(\bar{x}_{t_0}\bar{p}_{t_0} > \alpha\) and \(\bar{x}_{t_1} > x_K\), and equation \((27)\) does not have a solution \(t''\) in \([t_0, t_1]\). In this case, the optimal solution follows the purple trajectory from \(x_{t_0} = x_0\) to \(x_t = \sqrt{\alpha}\), stays on \(E = K\) for \(t\) (where \(t' \leq t \leq t''\)), and then traces the green trajectory from \(x_{t''} = \sqrt{\alpha}\) to \(x_{t_1} = x_K\). From \((20a)\), the time \(t''\) can be computed from

\[
\sqrt{\alpha} = a + c - \frac{2c}{k_3e^{2ct'} + 1} \tag{30}\]

where \(k_3 = \frac{a+\alpha}{c+a-\sqrt{\alpha}}\). The optimal control input switches twice: a switch at time \(t'\) from \(u = 1\) to \(u = u^*\), and a switch at \(t''\) from \(u = u^*\) to \(u = 0\).

3) Case C: In this scenario, the initial state-costate pair \((x_{t_0}^*, p_{10}^*)\) of the optimal solution can belong to four different regions as shown by different colors in Fig. 4c. The boundaries of the blue region are characterized by \(S\) and the separatrices converging to \(E\).

**Subcase C-1** ((\(x_{t_0}^*, p_{10}^*)\) is in the yellow region): Let \(x_K = 2a\alpha + 2\sqrt{\alpha}\) be the \(x\)-coordinate shown in Fig. 4c. Consider once again the trajectory \((25)\) solving \(f_1\) with the boundary constraints \(p_{t_1} = 0\) and \(x_0 = x_0\). If we have \(\bar{x}_{t_1} \leq x_K\), then the optimal solution lies entirely in the yellow region and hence in this case, no switching occurs.

**Subcase C-2** ((\(x_{t_0}^*, p_{10}^*)\) is in the green region): If \(\bar{x}_{t_0}\bar{p}_{t_0} \leq \alpha, \bar{x}_{t_1} > x_K\) and \(x_0 > \sqrt{\alpha}\), then the trajectory \((25)\) is in the green region entirely and therefore switching does not occur.

**Subcase C-3** ((\(x_{t_0}^*, p_{10}^*)\) is in the blue region): In this scenario, a switching occurs only once. Let \(t' \in (t_0, t_1)\) be the switching time. Then the optimal solution follows the trajectory of the form

\[
\dot{x}_t = a + c - \frac{2c}{k_3e^{2ct'} + 1} \tag{31a}\]

\[
\dot{p}_t = k_4\left(\frac{(k_3e^{2ct} + 1)^2}{e^{2ct}} + \frac{(1+\alpha)(k_3e^{2ct} + 1)}{2ck_3e^{2ct}}\right) \tag{31b}\]

for \(t_0 \leq t \leq t'\), and

\[
\dot{p}_t = e^{-2a(t-t_1)} - \frac{1}{2a} \tag{32}\]

for \(t' \leq t \leq t_1\). Hence, the Subcase C-3 occurs only if the following set of equations in terms of unknowns \(p_{t_0}, k_3, k_4\)
and \( t' \) has a solution that satisfies \( x_0 p_0 > \alpha \) and \( t_0 < t' < t_1 \):

\[
x_\star(t_0) = x_0 = a + c - \frac{2c}{k_3 e^{2c t_0} + 1}
\]

\[
p_\star(t_0) = k_4 \left( \frac{k_3 e^{2c t_0} + 1}{2 c k_3 e^{2c t_0}} \right)^2 + \frac{(1 + \alpha) \left( k_3 e^{2c t_0} + 1 \right)}{2 e^{2c t_0}}
\]

\[
\left( a + c - \frac{2c}{k_3 e^{2c t'} + 1} \right) \left( \frac{e^{-2a(t' - t_1)} - 1}{2a} \right) = \alpha
\]

\[
k_4 \left( \frac{k_3 e^{2c t'} + 1}{2 c k_3 e^{2c t'}} \right)^2 + \frac{(1 + \alpha) \left( k_3 e^{2c t'} + 1 \right)}{2 e^{2c t'}}
\]

\[
= e^{-2a(t' - t_1)} - 1
\]

The condition (33c) guarantees that \( \dot{x}_t \dot{p}_t = \alpha \). Further, (33d) ensures that \( \dot{p}_t = \dot{p}_t \) (i.e., the transition from \( \dot{p}_0 \) to \( \dot{p}_t \) is continuous).

Subcase C-4 (\( (x_\star(t_0), p_\star(t_0)) \) is in the purple region): Switching occurs twice in this case. Let \( t' \) and \( t'' \) be the first and the second switching times. The optimal solution follows the trajectory of the form

\[
\dot{x}_t = \frac{k_1 e^{2at} - 1}{2a}, \quad \dot{p}_t = \frac{k_2 e^{-2at} - 1}{2a}
\]

for \( t_0 \leq t \leq t' \) and satisfies (31) for \( t' \leq t \leq t'' \). For \( t'' \leq t_1 \), the p-coordinate of the optimal solution satisfies (32). Hence, Subcase C-4 only occurs if the following set of equations in terms of unknowns \( k_1, k_2, k_3, k_4, p_0, t' \) and \( t'' \) has a solution such that \( t_0 \leq t' < t'' < t_1 \) and \( x_0 p_0 \leq \alpha \):

\[
x_\star(t_0) = x_0 = k_1 e^{2a t_0} - 1 \quad \frac{2a}{2a}
\]

\[
p_\star(t_0) = k_2 e^{-2a t_0} - 1 \quad \frac{2a}{2a}
\]

\[
\left( \frac{k_1 e^{2a t'} - 1}{2a} \right) \left( \frac{k_2 e^{-2a t'} - 1}{2a} \right) = \alpha
\]

\[
k_1 e^{2a t'} - 1 = a + c - \frac{2c}{k_3 e^{2c t'} + 1}
\]

\[
k_2 e^{-2a t'} - 1 = k_4 \left( \frac{k_3 e^{2c t'} + 1}{2 c k_3 e^{2c t'}} \right)^2 + \frac{(1 + \alpha) \left( k_3 e^{2c t'} + 1 \right)}{2 e^{2c t'}}
\]

\[
= e^{-2a(t' - t_1)} - 1
\]

Conditions (34e) and (34f) ensure that \( \dot{x}_t \dot{p}_t = \alpha \) and \( \dot{x}_t \dot{p}_t = \alpha \) (i.e., switching occurs on \( S \)). Conditions (34d), (34e) and (34g) guarantees that the trajectory is continuous at times when switching occurs.

V. CONCLUSION AND FUTURE WORK

In this paper, we formulated a finite-horizon optimal sensor gain control problem for minimum-information estimation of continuous-time Gauss-Markov processes. We established the existence of an optimal control based on Filippov’s theorem and a necessary optimality condition based on Pontryagin’s minimum principle. For scalar cases, we computed the optimal solution explicitly and showed that the optimal control is piecewise constant with switching at most twice. Future work includes the computation of the optimal control for vector cases, analysis of the solution for infinite-horizon problems, and the applications of the obtained results to sensor data compression problems.
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