Exploring Structure-Wise Uncertainty for 3D Medical Image Segmentation
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Abstract. When applying a Deep Learning model to medical images, it is crucial to estimate the model uncertainty. Voxel-wise uncertainty is a useful visual marker for human experts and could be used to improve the model’s voxel-wise output, such as segmentation. Moreover, uncertainty provides a solid foundation for out-of-distribution (OOD) detection, improving the model performance on the image-wise level. However, one of the frequent tasks in medical imaging is the segmentation of distinct, local structures such as tumors or lesions. Here, the structure-wise uncertainty allows more precise operations than image-wise and more semantic-aware than voxel-wise. The way to produce uncertainty for individual structures remains poorly explored. We propose a framework to measure the structure-wise uncertainty and evaluate the impact of OOD data on the model performance. Thus, we identify the best UE method to improve the segmentation quality. The proposed framework is tested on three datasets with the tumor segmentation task: LIDC-IDRI, LiTS, and a private one with multiple brain metastases cases.
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1 Introduction

Advances in Deep Learning (DL) allow solving a medical image segmentation task with near human-level quality \cite{13}. But predictions of DL models in medical imaging could not be taken blindly and assumed to be accurate. Ideally, the model is required to provide the uncertainty estimate of its output. Estimating uncertainty maps in medical image segmentation helps to solve a wide range of problems. The uncertainties are desired for a better reception by medical experts \cite{11}, but the direct impact is hard to measure in this case. Alternatively, one uses uncertainty on a voxel-wise level to refine the segmentation map, thus improving the model’s performance \cite{9}. Uncertainty maps also could be aggregated on an image-wise level, forming a standalone out-of-distribution (OOD) detection method \cite{15}.
In the case of multiple objects or structures per image (e.g., tumors, lesions), clinical tasks also require analyzing the model’s output on the structure-wise level. Such cases are common in medical, especially radiological imaging: a brain tumor, lung cancer, organ-at-risk, or liver tumor segmentation. However, the ways of using or reporting the uncertainty on distinctly localized multiple structures are poorly explored, rising acute questions. For example, using voxel-wise uncertainty, as in [9], one can improve the segmentation quality of detected structures but cannot filter individual false positive (FP) predicted objects. In image-wise uncertainty, as in [15], we do not consider the segmentation of local structures and also rebalance FP and true positive (TP) predictions in a sub-optimal way, filtering the whole image at once.

Therefore, in this work, we study uncertainty for individual predicted structures, i.e., connected areas of the predicted segmentation mask. We assume that treating uncertainty maps in a structure-wise manner helps to remove the FP detections more effectively, thus improving the detection quality. Secondly, we assume that structure-wise uncertainty (SWU) value strongly correlates with the segmentation quality of a given structure. If the latter assumption holds true, it’s possible to conduct quality control to enhance the model segmentation performance in the human-in-the-loop setup [14], where the human expert refines the most uncertain (thus, worst) predictions. We validate and experimentally confirm both assumptions.

Partially, these assumptions were tested directly or indirectly in a prior work. We detail the related studies and compare with their methodology in Sec. 2. We extend these studies in several major ways and below we detail our contributions:

- **Structure-wise uncertainty estimation.** We evaluate different uncertainty estimation (UE) techniques and local uncertainty aggregation functions. We show that switching from predicted values space to the structure’s Entropy produces 3% fewer FP predictions on average, up to 7% fewer on LiTS dataset, adding a negligible overhead and being applicable to any segmentation network.

- **Uncertainty under out-of-distribution.** We propose to evaluate aleatoric and epistemic performance by testing on in-distribution (ID) and OOD data. We develop three OOD aleatoric setups to demonstrate different SWU properties. We show that Pairwise-Dice Uncertainty [22] excels in the OOD setups, filtering out 6% more FP predictions than the baseline method, and itself in the ID setups.

- **Extensive and robust evaluation.** We compare state-of-the-art UE techniques on three large datasets with volumetric medical images. The datasets relate to the described problem and contain cases with multiple lesions.

2 Related work

One of the direct SWU applications is FP reduction. Pursuing this goal, Nair et al. [19] improved performance of their model in the multiple sclerosis segmentation task. The authors took a sum of logarithms (sum-log) over a predicted
structure uncertainty as a score to filter them. We argue that the sum-log is biased towards small objects. In a broader setup with the differently sized target structures, we show that the standard aggregation techniques such as mean surpass sum-log with a great margin.

Another approach to filter FP is a dedicated postprocessing model. Ozdemir et al. [20] trained a network to classify predicted structures and compared different dropout and ensembling regimes for this network. Bhat et al. [2] reduced FP in the liver lesion segmentation task by training an SVM classifier on predicted patches, their uncertainties, and hand-crafted features. However, FP reduction with a separate network is limited with strictly one structure per patch or image. Here, we consider a more general setup.

Other studies explore the ability to predict quality from uncertainty. Roy et al. [22] developed a Monte-Carlo-based approach to predict whole-brain segmentation and uncertainty maps. The authors calculated mean entropy, pairwise Dice score, coefficient of the volume variation, and intersection over union to predict structure-wise Dice scores. Mehrtash et al. [17] proposed to use mean entropy to predict structure Dice scores and achieved a high Pearson correlation between them for different tasks. Hoebel et al. [6] studied several setups for the whole image quality prediction. They compared Deep Ensembles against Monte-Carlo dropout and Dice loss against weighted cross-entropy in terms of pairwise Dice score, coefficient of volume variation, and mean entropy value. DeVries et al. [4] trained a separate network to predict image-wise segmentation quality and compared different uncertainty estimation methods with this network. We extend these approaches by studying uncertainty application in a structure-wise manner instead of the image-wise one and evaluate all related UE techniques. Moreover, we introduce studying uncertainty in the OOD setup.

SWU is also taken advantage of in other challenges. Seeböck et al. [25] developed an anomaly detection method for retinal optical coherence tomography, but the authors pursue the other goal of developing a weakly-supervised segmentation model. Hiasa et al. [5] studied muscle segmentation in an active learning setting and proposed to use mean structure-wise variance to predict the structure’s Dice score. In our work, we identify the UE technique for the supervised segmentation problem.

Thereby, we conduct an extensive study of known uncertainty estimation techniques on a structure-wise level. We perform unified experiments across individual aggregation and uncertainty estimation techniques, emphasizing the importance of studying both aleatoric and epistemic setups.

3 Methods

In this section, we propose a general framework to estimate SWU. The estimation process consists of three steps: (i) compute a voxel-wise uncertainty map, (ii) split the segmentation map to obtain the individual structures, and (iii) aggregate the uncertainty inside every structure. The SWU scores can be further used for the FP filtration and quality estimation.
3.1 Structure definition

The ground truth structure (e.g., lesion, tumor) is defined as a connected area of the annotation mask. Similarly, a predicted structure is a connected area of the predicted segmentation mask, which can be binarized with different probability thresholds. We experimentally compared different threshold values and found out that either larger (e.g., 0.75) and smaller (e.g., 0.25) ones give considerably worse results than the de facto standard threshold of 0.5. We further use the probability threshold of 0.5 to define a predicted structure and omit the comparison of thresholds for the clarity.

3.2 Uncertainty estimation methods

To obtain uncertainty maps, we use Deep Ensembles [12], which are considered to be state-of-the-art for estimating uncertainty in the medical image segmentation tasks [10, 17]. We construct an ensemble of $T = 5$ neural networks trained with different weight initializations, during the inference time, $T$ predicted probability maps $P_1, ..., P_T$ are generated for an input image. If probability map is a multi-channel (softmax) output, the different channels are denoted as $P^c$.

The conventional way to filter FP predictions is to threshold a predicted mask with its maximum value; thus, we consider Pred (max) a baseline method. We also use the output of the final layer before sigmoid activation instead of probabilities and call this method Logit. As one of the standard UE methods, we include Entropy: $U_{\text{Ent}} = -\sum_{c=1}^{C} P^c \log P^c$.

The methods above can be applied both to a single and the ensemble’s (i.e., the average) prediction by substituting $P^c$ with $\bar{P}^c$, where $\bar{P}^c = \frac{1}{T} \sum_{t=1}^{T} P^c_t$. Alternatively, we can apply averaging after calculating the entropy: $U_{\text{AE}} = -\frac{1}{T} \sum_{t=1}^{T} \sum_{c=1}^{C} P^c_t \log P^c_t$. We call this method Average entropy (AE) and also include it into consideration.

The following two methods are drawn from the related work on UE and operate only on multiple predicted probability maps. The first is Mutual Information (MI) or BALD [7]: $U_{\text{MI}} = -\sum_{c=1}^{C} P^c \log \bar{P}^c + \frac{1}{T} \sum_{t=1}^{T} \sum_{c=1}^{C} P^c_t \log P^c_t$. The second is Voxel-wise variance of predictions [26]: $U_{\text{Var}} = \frac{1}{TC} \sum_{t=1}^{T} \sum_{c=1}^{C} (P^c_t - \bar{P}^c)^2$.

The last method that we consider is Pairwise Dice (PD) between predictions [22]. Unlike previous methods, it produces a single uncertainty score per structure instead of a voxel-wise uncertainty map. This uncertainty score is the averaged dice score between all pairs of $T$ predictions and a given structure.

3.3 Uncertainty aggregation techniques

Assuming uncertainty map is given, we need to assign a single score for every structure. In [19], the authors calculate sum-log of uncertainties for all voxels $v$ in the structure $S$: $u = \sum_{v \in S} \log U_v$. We argue that sum-log is heavily unbalanced in cases with differently sized structures, which are common. Therefore, we include in comparison the standard and, in this case, balanced statistics: min, max, mean, and median.
4 Experiments

4.1 Data

We study SWU performance on three different challenges. To explore a method’s aleatoric performance compared to epistemic, we provide an OOD dataset in every task. The model is trained only on the ID training set, and we compare its performance on the ID test set and the OOD data. All OOD datasets share the same preprocessing steps with their ID pairs; the preprocessing is disclosed in the supplementary materials.

**Mets** (private ID dataset) includes 1554 T1-weighted head MR images with annotated metastases masks. Besides, one may consider a recently published public alternative [16]. **EGD** (OOD for Mets) includes 374 images of brain MRI (4 different modalities) with annotated glioblastoma masks [28]. We select 141 of them with Flair as the primary modality. We consider it to have empty metastases masks. **LIDC** (ID) includes 1018 chest CT images from LIDC/IDRI database [1] with annotated lung cancer masks. **MIDRC** (OOD for LIDC) includes 110 chest CT images with annotated COVID-19 lesion masks [27]. We select 98 of them with non-empty segmentation masks. We consider it to have empty lung cancer masks. **LiTS** (ID) includes 131 abdominal CT images with annotated liver and liver tumor masks [3]. **LiTS-mod** (OOD for LiTS) is a synthetically created dataset from 13 LiTS images with empty liver tumor masks, generating typical CT imaging artifacts [21,24].

All considered ID datasets are diverse and have the multiple small structures segmentation task, which satisfies the considered setup. Five out of six datasets are publicly available, yielding the partial reproducibility of our experiments.

4.2 Experimental setup

In all our experiments, we use the same segmentation model based on nnU-Net [8]. The implementation and training details are provided in the supplementary materials and they are also available in our repository.

**Metrics.** To measure FP reduction capacity, we evaluate how many FP detections per image are filtered at 95% recall level and compute average recall for high precision values. Considering $R_{\text{max}}$ is the maximum model’s recall value, and $F_x$ is the average number of FP predictions for a recall value $\frac{x}{100} \times R_{\text{max}}$, we compute the FP reduction metric as $\frac{F_{95} - F_{100}}{R_{\text{max}}}$ to account for a different number of FP on the OOD setups. The average recall is computed for precision values $P$ from $\min(P)$ to $\frac{1}{2}(\min(P) + \max(P))$, the same for each method on a setup, to obtain statistics only from the more relevant high recall region. For quality control metrics, we report the absolute value of the Spearman correlation coefficient between the individual structure Dice scores and SWU values.
Fig. 1: FROC curves for the best methods in comparison with the baseline (the dashed line). For visual clarity, the average number of FP per image is given in the log scale. The measures are obtained on the ID data (row 1) and the ID and OOD data combined (row 2). Discrepancy methods show better performance when OOD dataset is present.

4.3 Results

FP reduction. Despite the solid performance of the baseline method, there are advantages of using other uncertainty measures and aggregation techniques; see Tab. 1. Using the Entropy measure or mean aggregation, one can produce fewer FP predictions for most setups. Except for Variance, AE, and Entropy (sum-log) [19], the other methods surpass the baseline. The most consistent methods are PD and Entropy, allowing for up to 7% FP reduction with a single model and 11% with the ensemble model.

A considerable rise in OOD performance is shown by the discrepancy methods (PD, MI, Variance) in comparison to the averaging methods (Pred, Logit, AE, Entropy); see Fig. 1, Tab. 1. The discrepancy methods produce 6-8% fewer FP predictions on the aleatoric OOD setups while averaging methods do not exceed 3% limit, with an even more apparent difference on individual datasets. Since the OOD setups differ from the ID ones only in the additional FP samples, we can conclude that the discrepancy methods are better at filtering OOD data.

Quality control. For most of the methods, mean aggregation is a better index of a structure quality than min and max aggregations (Fig. 2 and Tab. 2). The only exceptions are Variance, with poor performance in all setups, and Pairwise Dice, which does not use the voxel space uncertainty. The Entropy (mean) is the best method in all LIDC and Mets setups and the second best in ensemble LiTS setup, while discrepancy methods generally show the weaker correlation.
Table 1: FP reduction capabilities of different SWU methods. Metrics are described in Sec. 4.2. Datasets with added OOD counterpart data are marked by *. *Mean* aggregation is used unless it is stated in brackets. Average FP reduction for ID and OOD setups is provided in the Epi. and Alea. columns, respectively.

| Method          | FP reduction | Average Recall |
|-----------------|--------------|----------------|
|                 | Epi. |Alea. | LiTS | LiTS* | LIDC | LIDC* | Mets | Mets* |
| Pred (max)      | .52  | .54  | .75  | .78  | .36  | .33  | .45  | .51  |
| Pred            | .53  | .56  | .80  | .82  | .31  | .30  | .48  | .56  |
| Logit           | .53  | .57  | .79  | .82  | .31  | .30  | .48  | .56  |
| Entropy         | .54  | .57  | .82  | .83  | .32  | .32  | .48  | .56  |
| Entropy (min)   | .52  | .54  | .77  | .79  | .36  | .33  | .44  | .51  |
| Pred (mean)     | .53  | .56  | .80  | .82  | .31  | .30  | .48  | .56  |
| Logit           | .53  | .57  | .79  | .82  | .31  | .30  | .48  | .56  |
| Entropy         | .54  | .57  | .82  | .83  | .32  | .32  | .48  | .56  |
| Entropy (min)   | .52  | .54  | .77  | .79  | .36  | .33  | .44  | .51  |
| Pred (max)      | ✓    | .49  | .50  | .83  | .81  | .27  | .26  | .37  | .44  |
| Pred            | ✓    | .49  | .52  | .82  | .81  | .27  | .29  | .39  | .47  |
| Logit           | ✓    | .50  | .53  | .83  | .82  | .27  | .29  | .39  | .47  |
| AE (min)        | ✓    | .44  | .41  | .85  | .83  | .22  | .13  | .26  | .28  |
| Entropy         | ✓    | .50  | .53  | .84  | .82  | .28  | .29  | .39  | .47  |
| Entropy (min)   | ✓    | .51  | .52  | .89  | .85  | .26  | .27  | .37  | .44  |
| Pred (mean)     | ✓    | .51  | .51  | .75  | .75  | .37  | .33  | .41  | .45  |
| Logit           | ✓    | .53  | .56  | .82  | .83  | .23  | .29  | .39  | .47  |
| AE (min)        | ✓    | .47  | .55  | .79  | .79  | .21  | .32  | .42  | .54  |
| Entropy         | ✓    | .50  | .56  | .82  | .83  | .23  | .30  | .44  | .55  |
| Entropy (min)   | ✓    | .49  | .48  | .65  | .68  | .14  | .26  | .41  | .50  |

Note that we do not consider the OOD setups in this quality control study, since OOD data only introduces FP instances and, thus, does not affect the correlation of scores on TP instances.

Overall, the most consistent method to evaluate SWU is the mean Entropy. It performs among the top methods, producing 2.5% fewer FP predictions on average and giving a .77 Spearman correlation with the object Dice score for TP predictions. In the presence of OOD data, Pairwise Dice score reduces FP predictions better than others, filtering from 2% to 11% more FP structures, depending on the OOD setup.

Table 2: Spearman correlation coefficients between structure’s Dice score and SWU value for TP predictions. Columns denoted by "**" show values for all predictions, including FP. The values separated by "/" represent mean and extreme aggregation, respectively.

| Second Agg, Ensemble | LiTS | LiTS** | LIDC | LIDC** | Mets | Mets** |
|----------------------|-----|--------|------|--------|------|--------|
| Pred  max            | .86 / .81 | .46 / .68 / .62 | .63 / .63 | .79 / .65 / .61 / .60 |
| Logit  max           | .85 / .81 | .46 / .67 / .62 | .64 / .63 | .75 / .65 / .61 / .60 |
| Entropy  min         | .86 / .81 | .46 / .69 / .62 | .64 / .63 | .79 / .65 / .61 / .60 |
| Pred  max            | ✓    | .79 / .66 | .70 / .64 | .66 / .66 | .78 / .64 / .61 / .59 |
| Logit  max           | ✓    | .75 / .66 | .69 / .64 | .67 / .66 | .74 / .64 / .61 / .59 |
| AE  min              | ✓    | .72 / .65 | .55 / .61 | .58 / .65 | .77 / .64 / .53 / .58 |
| Entropy  min         | ✓    | .78 / .66 | .70 / .64 | .67 / .66 | .78 / .64 / .61 / .59 |
| MI  min              | ✓    | .72 / .64 | .49 / .38 | .48 / .40 | .57 / .27 / .50 / .33 |
| PD  min              | ✓    | .76 / .74 | .65 / .71 | .67 / .66 | .74 / .76 / .59 / .60 |
| Variance  min        | ✓    | .42 / .64 | .44 / .60 | .22 / .55 | .22 / .55 / .10 / .52 / .22 / .54 |
Fig. 2: Linear models for object Dice scores from SWU plotted on top of the structures’ heat-maps. The purple and red lines are constructed for only TP and both TP and FP structures, respectively. Single-dimensional distributions of the measures are plotted along the axes.

4.4 Discussion

To construct OOD setups with positive samples, we had to include the ID data. That means that the FP reduction metric shows an average between ID and OOD false positives, and pure OOD performance remains unknown. One of the possible ways to approach this problem is to create a domain-shifted setup which would contain OOD data with the true-positive structures.

The other promising application of the SWU framework is a more efficient human-in-the-loop control. Quality estimates might be a good measure to select images or individual structures to show a medical professional, but the question of how to gain the most quality given a limited amount of human interaction, combined with optimal FP reduction remains open.

5 Conclusion

In this work, we have conducted an extensive study of structure-wise uncertainty over six different setups. We have shown that mean Entropy provides a solid baseline in both false positive reduction and quality control tasks. Also, we have revealed the importance of studying uncertainty metrics under different origins of data. In our experiments, the discrepancy SWU methods perform significantly better for FP reduction in the presence of the OOD data, with the best results achieved by Pairwise Dice. Provided results should serve as a solid baseline for future structure-based analysis.
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A Experimental setup

A.1 Preprocessing

Here, we describe data preparation steps including datasets splits, normalization, and interpolation.

**Mets** data is randomly split into train (1140 images) and test (414 images) sets. We interpolate the images to have $1 \times 1 \times 1$ mm spacing.

**LIDC** data is randomly split into train (812 images) and test (204 images) sets. We clip image intensities between $-1350$ and $350$ Hounsfield units (HU) – the standard lung window. We interpolate images to have $1 \times 1 \times 1.5$ mm spacing.

**LiTS** is presented as two subsets, so we use the first as a test (28 images) and the second, excluding cases with empty tumor masks, as a train (90 images) set. The images are cropped to the provided liver masks. The intensities are clipped to the $[-150, 250]$ HU interval – the standard liver window. Finally, we interpolate images to have $0.77 \times 0.77 \times 1$ mm spacing.

**LiTS-mod** is obtained by random changes of the reconstruction kernel to be extremely soft ($a = -0.7$, $b = 0.5$) or sharp ($a = 30$, $b = 3$) using the implementation and notations of [24], and addition of “metal” artifacts (ball of radius 5 and 3000 HU) by substituting the parts of sinogram projection, as in [21].

Before passing through the network, we scale image intensities in $[0, 1]$.

A.2 Training setup

Although using cross-entropy loss has theoretical justifications of encouraging better calibrated predictions [12], models trained with this loss function fail in our segmentation task. For that reason we use Dice Loss [18] and its modifications in our experiments. Thus, uncertainty estimates might be shifted in such tasks, and experimental evaluation, as in our study, becomes even more relevant. All models are trained in a patch-based manner: patches are sampled randomly so that they contain structures. We use SGD optimizer with Nesterov momentum of .9 and $10^{-3}$ initial learning rate, which is decreased to $10^{-4}$ after 80% of epochs. For LiTS and Mets segmentation the model is trained for 100 epochs (100 iterations per epoch, batch size 20), while for LIDC segmentation there are 30 epochs (1000 iterations per epoch, batch size 2).