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In this paper, a control chart scheme has been introduced for the mean monitoring using gamma distribution for belief statistics using multiple dependent (deferred) state sampling under the neutrosophic statistics. The coefficients of the control chart and the neutrosophic average run lengths have been estimated for specific false alarm probabilities under various process conditions. The offered chart has been compared with the existing classical chart through simulation and the real data. From the comparison, it is concluded that the performance of the proposed chart is better than that of the existing chart in terms of average run length under uncertain environment. The proposed chart has the ability to detect a shift quickly than the existing chart. It has been observed that the proposed chart is efficient in quick monitoring of the out-of-control process and a cherished addition in the toolkit of the quality control personnel.

1. Introduction

The control chart is a key technique to statistical process control to ensure the quality of the production process. The technique of control chart requires the construction of a central line, and two control limits are known as the lower control limit (LCL) and upper control limit (UCL). The quality characteristic of interest is then plotted on this chart for the quick monitoring of an observation falling outside these two limits. The idea of control chart was floated by Shewhart A. Walter during the 1920s, and plenty of control chart techniques have been developed by researchers but remained unsuccessful to develop a robust control chart technique. Gamma distribution is the commonly employed probability distribution for estimating time between events in physical sciences. The gamma distribution is a well-fitted distribution to the failure between events and an excellent alternative to normal, log normal, and nonparametric approaches and routinely used in the control chart literature [1]. It has been concluded that the gamma distribution approaches to the normal distribution when the shape parameter is very large. Aslam et al. [2] proposed an MDS sampling chart using the transformation of the gamma to normal distribution. Aslam et al. [3] developed a control chart for the belief estimator using the interested quality characteristic which follows the gamma distribution. Zhang et al. [4] investigated the gamma chart for monitoring $r$th event in the time occurring events. Bhaumik and Gibbons [1] developed one-sided prediction intervals for environmental-based quality characteristics for gamma distribution. Al-Oraini and Rahim [5] developed an economic control chart using constraints to the optimization problem for gamma-distributed quality characteristics. Several research studies including [6–8] have used gamma distribution in developing control chart.

The technique of multiple dependent state (MDS) sampling was announced by Wortham and Baker [9] in which the decision for in-control process or out-of-control process is established upon not only the current information of the process but also considers the previous record of the process. Soundararajan and Vijayaraghavan [10] developed the acceptance sampling plan for the fixed number of units for fixed acceptance and limiting quality levels which involve the least sum of risks. Soundararajan and Vijayaraghavan
[11] proposed a search procedure using conventional sampling plans for smaller sample sizes. Kuralmani and Govindaraju [12] presented the techniques and tables of MDS sampling plan for the selection of minimum sample size. The MDS sampling plans for the least sampling size were proposed by Govindaraju and Subramani [13] for indicated acceptable quality and limiting quality levels. Balamurali and Jun [14] suggested an MDS sampling plan for the normal distribution for variables. Aslam et al. [15] designed an MDS sampling control chart for average monitoring with two control limits. Aslam et al. [16] developed an MDS sampling plan for variable quality characteristics under process loss consideration. Aslam et al. [17] suggested an exponential distribution for the MDS sampling chart for a normal approximation using transformation. Aslam et al. [18] developed an attribute control chart for MDS sampling as compared to the traditional control charts. Balamurali et al. [19] designed an MDS sampling plan for the gamma-Poisson distribution using the Bayesian statistics. Yan et al. [20] proposed an MDS sampling plan based upon the coefficient of variation for the normally distributed quality characteristics. Aldosari et al. [21] developed an MDS sampling control chart for attribute quality characteristics using the repetitive group sampling scheme. Zhou et al. [22] adopted the MDS sampling scheme using a joint adaptive np chart for improved checking of the manufacturing process. Afshari and Sadeghpour Gildeh [23] described the MDS sampling plan for an attribute using the fuzzy environment. Aslam et al. developed an MDS sampling plan for the measurable quality characteristics by joining the features of the repetitive group sampling and MDS sampling for the process capability index.

There are many situations in the real world when the information may be determinate or indeterminate [24]. Such data are dealt with the theory of neutrosophic statistics introduced by Smarandache [25]. The neutrosophic statistics is defined as the generalization of conventional statistics (see [26]). During the last few years, the application of neutrosophic statistics has attracted the attention of various researchers due to its nice properties as the conventional statistics cannot be used when our data consist of vague, incomplete, uncertain, soggy, or unclear observations. Ye et al. [27] investigated different properties and measure the effect of indeterminate joint roughness coefficient values using neutrosophic numbers. Aslam [28] proposed a neutrosophic sampling plan for the loss consideration processes. Aslam and Al-Marshadi [29] developed a neutrosophic sampling plan for the regression estimator. Aslam and Arif [30] suggested a neutrosophic sampling plan for examining electrical devices. Aslam et al. [31] proposed a chart for reliability data under neutrosophic statistics. Aslam et al. [32] developed a control chart scheme for checking the inconsistency under the neutrosophic interval technique. Aslam et al. [33] developed an attribute control chart for the neutrosophic statistics. Jansi et al. [34] developed a correlation measure for the Pythagorean neutrosophic sets using the dependent neutrosophic components. Murukrishna and Kumar [35] developed a neutrosophic technique for data relating to linear space. The application of neutrosophic statistics in the quality control literature can be seen in works including [34–43].

Aslam et al. [44] proposed the control chart for the gamma distribution using the belief statistic for the single sampling plan. By exploring the literature and best of our knowledge, there is no work on the control chart using the belief statistic for MDS. The process monitoring using the belief statistic for neutrosophic statistics under the gamma distribution using MDS sampling has not been studied by any researcher yet. In this paper, we will present the MDS control chart using the belief statistic under neutrosophic statistics. We expect that the proposed chart will perform better in neutrosophic average run length as compared to the previous chart in an uncertain environment. It is expected that the proposed chart will enable to detect shifts earlier than the existing chart. In addition, it is expected that the proposed chart will ensure the quality of the product according to ISO 9001: 2015 Quality Management Systems (https://www.iso.org). The rest of the article is organized as follows: the scheme of the planned chart is given in Section 2. We described the simulation study of the planned chart in Section 3. Section 4 describes the advantages of the planned chart. A comparison of the planned chart with an existing control chart has been given in Section 5. Conclusions are described in the last section.

2. Scheme of the Planned Chart

Let $T_N$ be the neutrosophic time between events of the interested quality characteristic from the gamma distribution having cumulative distribution function as

$$P(T_N \leq t_N) = 1 - \sum_{j=0}^{a_N-1} \frac{e^{-t_N/b_N}(t_N/b_N)^j}{j!},$$

(1)

where $a_N$ and $b_N$ are the shape and scale parameters, respectively. Under the particular condition when $a_N = 1$, then this distribution tends to form the exponential distribution. Wilson and Hilferty [45] described that if $T$ is distributed from the gamma distribution, then the transformation $T^*_N = T^{1/3}_N$ follows the normal distribution.

The random variable $T^*_N$ has the mean and variance as follows:

$$\mu_{T^*_N} = E(T^*_N) = \frac{b_N^{1/3} \Gamma(a_N + 1/3)}{\Gamma(a_N)},$$

(2)

$$\sigma_{T^*_N} = b_N^{1/3} \sqrt{\frac{\Gamma(a_N + 2/3)}{\Gamma(a_N)} - \left(\frac{\Gamma(a_N + 1/3)}{\Gamma(a_N)}\right)^2}.$$
Then, the approximately normal distribution of $T^*_N$ can be described as

$$T^*_N \sim N \left( b_{N}^{1/3} \left( a_n + \frac{1}{3} \right) \frac{\Gamma \left( \frac{1}{2} \right)}{\Gamma \left( \frac{1}{2} \right)}, b_N^{1/3} \left( \frac{\Gamma \left( \frac{1}{2} \right)}{\Gamma \left( \frac{1}{2} \right)} \right)^2 \right) .$$  \hspace{1cm} (4)

Data are collected for belief statistics with the assumption of a single observation ($n = 1$) of the targeted quality of interest. We assume that the $k$th observation be $T_k$ and $O_k = (T_1, T_2, \ldots, T_k)$ for the $k$th iteration of the vector of observation. We further assume that $O_k = (T_k, O_{k-1})$ and $B(O_k)$ are the posterior belief and the prior belief is $B(O_{k-1})$. Here, our purpose is to select a new observation by updating $B(O_k)$ using $B(O_{k-1})$. We required the updated posterior belief for the gamma distribution under the transformed variable $T^*_N = T_N^{1/3}$. For this purpose, the following equation is developed:

$$B(O_{k}) = B(T_{k}, O_{k-1}) = \frac{B(O_{k-1})e^{T_k^* - \mu_{O_{k-1}}/\sigma_{O_{k-1}}^*}}{B(O_{k-1})e^{T_k^* - \mu_{O_{k-1}}/\sigma_{O_{k-1}}^*} + (1 - B(O_{k-1}))} .$$  \hspace{1cm} (5)

It is to be noted that the variable $T^*_N$ is without the subscript $k$.

Let the statistic proposed by Fallah Nezhad and Akhavan Niaki [46] as

$$Z_{kN} = \frac{B(O_{kN})}{1 - B(O_{kN})} .$$  \hspace{1cm} (6)

The above expression can be written as follows:

$$Z_{kN} = Z_{kN}^* e^{T_{kN}^* - \mu_{O_{kN}}^*/\sigma_{O_{kN}}^*} .$$  \hspace{1cm} (7)

Let the specified starting value of $Z_0 = 1$ and $B(O_0) = 0.5$ are being used, then the statistic given below follows normally distributed quality characteristic having zero mean and $k$ variance [46]. Then, the lower and upper control limits of the proposed control chart are given by

$$\text{UCL}_1 = L_1 \sqrt{k_N},$$  \hspace{1cm} (8)

$$\text{LCL}_1 = L_1 \sqrt{k_N},$$  \hspace{1cm} (9)

$$\text{UCL}_2 = L_2 \sqrt{k_N},$$  \hspace{1cm} (10)

$$\text{LCL}_2 = L_2 \sqrt{k_N},$$  \hspace{1cm} (11)

where $L$ denotes the chart coefficient to be estimated using the type I error and in-control average run lengths of the process.

The technique of the planned chart is elaborated in the subsequent steps as follows:

Step 1: choose an item randomly at the $k$th subgroup and calculate its quality characteristic $T_{kN}$. Convert $T^*_N = T_N^{1/3}$ and then compute

$$\ln(Z_{kN}) = \ln(Z_{kN} - 1) + \frac{T^*_N - \mu_{T_{kN}}^*}{\sigma_{T_{kN}}^*} .$$  \hspace{1cm} (12)

Step 2: if $\text{LCL}_1 \leq \ln(Z_{kN}) \leq \text{UCL}_1$, announce the process as the in-control process, and if $\ln(Z_{kN}) > \text{UCL}_2$ or $\ln(Z_{kN}) > \text{LCL}_1$, then the process is confirmed as out of control.

The measures of the planned chart for the in-control and the out-of-control process are computed with the assumption that we change the scale parameter of underlying distribution while the shape parameter remains fixed during the entire process. Let $b_{N}$ and $b_{1N}$ denote the scale parameter of the in-control and out-of-control process. The probability that the in-control process is stated as the out-of-control process when actually process is in-control may be expressed as

$$P_{\ln(\text{LCL}2) < \ln(Z_{kN}) < \text{UCL}2} = \Phi(L_2 N) - \Phi(L_1 N) .$$  \hspace{1cm} (13)

After some simplification, equation (13) can be written as follows:

$$P_{\ln(\text{LCL}2) < \ln(Z_{kN}) < \text{UCL}2} = 2 \left( \Phi(L_2 N) - \right) .$$  \hspace{1cm} (14)

Similarly, the probability for in-decision can be written as

$$P(L_{\text{CL}1} \leq \ln(Z_{kN}) \leq L_{\text{CL}2}) + P(U\text{CL}2 \leq \ln(Z_{kN}) \leq U\text{CL}1) .$$  \hspace{1cm} (15)

Here, it is worth noting that $P_{\ln(\text{LCL}2) < \ln(Z_{kN}) < \text{UCL}2}$ does not involve $k_N$. The probability of in-control for the proposed chart is given by

$$P_{\ln(\text{LCL}2) < \ln(Z_{kN}) < \text{UCL}2} + P(U\text{CL}2 \leq \ln(Z_{kN}) \leq U\text{CL}1) * P_{\ln(\text{LCL}2) < \ln(Z_{kN}) < \text{UCL}2} .$$  \hspace{1cm} (16)

After some simplification, equation (16) can be written as follows:

$$P_{\ln(\text{LCL}2) < \ln(Z_{kN}) < \text{UCL}2} = \left( 2 \Phi(L_2 N) - 1 \right) + \left[ 2 \Phi(L_1 N) - \Phi(L_2 N) \right] .$$  \hspace{1cm} (17)
The evaluation of the functioning of the developed control chart is judged by calculating the average run length (ARL) that is very commonly suggested by the quality control researchers [47]. It is defined as the average of all the samples until the process shows the deterioration. The ARL of the in-control manner may be determined as follows:

\[
\text{ARL}_0 = \frac{1}{1 - P_{\text{in}}}. \tag{18}
\]

It is very common that no process operates smoothly for a long time without any alteration in the process. So the evaluation of the changed process provides us the effectiveness of the proposed scheme in haste and prompt indication of the out-of-control process. Let the scale factor of the gamma distribution has been moved from \( b_0 \) to \( b_1 = sb_0 \) where \( s \) is the amount of shift. Then, the average and the variance of the changing process are calculated as follows:

\[
E(T^*_N \mid b_{1N}) = s^{1/3}b_{0N}^{1/3} \frac{\Gamma(a_N + 1/3)}{\Gamma(a_N)} \tag{19}
\]

\[
\text{Var}(T^*_N \mid b_{1N}) = s^{1/3}b_{0N}^{2/3} \frac{[\Gamma(a_N + 2/3)/\Gamma(a_N)] - \left(\frac{\Gamma(a_N + 1/3)}{\Gamma(a_N)}\right)^2}{\Gamma(a_N + 1/3)} \tag{20}
\]

Thus, the mean and variance of \( \ln(Z_{b_N}) \) at \( b_{1N} \) which follows an approximately normal distribution are given as follows:

\[
E\left[\ln(Z_{b_N}) \mid b_{1N}\right] = k_N \frac{\Gamma(a_N + 1/3)/\Gamma(a_N)\left(s^{1/3} - 1\right)}{\sqrt{[\Gamma(a_N + 2/3)/\Gamma(a_N)] - \left(\frac{\Gamma(a_N + 1/3)}{\Gamma(a_N)}\right)^2}}, \tag{21}
\]

\[
\text{Var}\left[\ln(Z_{b_N}) \mid b_{1N}\right] = k_N s^{2/3}. \tag{22}
\]

So, the probability of the out-of-control process for the shifted process at \( k^\text{th} \) sample is calculated as follows:

\[
P_{\text{in}1N} = P\left\{LCL2_N \leq \ln(Z_{k_N}) \leq UCL2_N\right\}, \tag{23}
\]

\[
P_{\text{in}1N} = P\{\ln(Z_{k_N}) < UCL2_N \mid b_N = b_{1N}\} - P\{\ln(Z_{k_N}) < \text{LCL2}_N \mid b_N = b_{1N}\}, \tag{24}
\]

\[
P_{\text{in}1N} = P\{\ln(Z_{k_N}) < L2_N \sqrt{k_N} \mid b_N = b_{1N}\} - P\{\ln(Z_{k_N}) > -L2_N \sqrt{k_N} \mid b_N = b_{1N}\}, \tag{25}
\]

\[
P_{\text{in}1N} = \Phi\left(\frac{L2_N \sqrt{k_N} - \left(k_N \Gamma(a_N + 1/3)/\Gamma(a_N)\left(s^{1/3} - 1\right)/\sqrt{[\Gamma(a_N + 2/3)/\Gamma(a_N)] - \left(\frac{\Gamma(a_N + 1/3)}{\Gamma(a_N)}\right)^2}}{\sqrt{k_N s^{2/3}}}ight)
- \Phi\left(-L2_N \sqrt{k_N} - \left(k_N \Gamma(a_N + 1/3)/\Gamma(a_N)\left(s^{1/3} - 1\right)/\sqrt{[\Gamma(a_N + 2/3)/\Gamma(a_N)] - \left(\frac{\Gamma(a_N + 1/3)}{\Gamma(a_N)}\right)^2}}{\sqrt{k_N s^{2/3}}}ight). \tag{25}
\]

The probability of in-decision for the shifted process is given by

\[
P\left(LCL1_N \leq \ln(Z_{k_N}) \leq \text{LCL2}_N\right) + P\left(UCL2_N \leq \ln(Z_{k_N}) \leq \text{UCL1}_N\right). \tag{26}
\]
The simplified form of equation (26) is given by

\[
\begin{align*}
&= \Phi \left( \frac{-L_N \sqrt{k_N} \cdot \Gamma(a_N + 1/3) \Gamma(a_N) (s^{1/3} - 1) \sqrt{\Gamma(a_N + 2/3) \Gamma(a_N) - (\Gamma(a_N + 1/3) / \Gamma(a_N))^2}}{\sqrt{k_N S^{2/3}}} \right) \\
&\quad - \Phi \left( \frac{-L_N \sqrt{k_N} \cdot \Gamma(a_N + 1/3) \Gamma(a_N) (s^{1/3} - 1) \sqrt{\Gamma(a_N + 2/3) \Gamma(a_N) - (\Gamma(a_N + 1/3) / \Gamma(a_N))^2}}{\sqrt{k_N S^{2/3}}} \right) \\
&\quad + \Phi \left( \frac{L_N \sqrt{k_N} \cdot \Gamma(a_N + 1/3) \Gamma(a_N) (s^{1/3} - 1) \sqrt{\Gamma(a_N + 2/3) \Gamma(a_N) - (\Gamma(a_N + 1/3) / \Gamma(a_N))^2}}{\sqrt{k_N S^{2/3}}} \right) \\
&\quad - \Phi \left( \frac{L_N \sqrt{k_N} \cdot \Gamma(a_N + 1/3) \Gamma(a_N) (s^{1/3} - 1) \sqrt{\Gamma(a_N + 2/3) \Gamma(a_N) - (\Gamma(a_N + 1/3) / \Gamma(a_N))^2}}{\sqrt{k_N S^{2/3}}} \right). 
\end{align*}
\]

(27)

The probability of in-control for the shifted process is given by

\[
P_{inN|m_{1N}} = \Phi \left( \frac{L_N \sqrt{k_N} \cdot \Gamma(a_N + 1/3) \Gamma(a_N) (s^{1/3} - 1) \sqrt{\Gamma(a_N + 2/3) \Gamma(a_N) - (\Gamma(a_N + 1/3) / \Gamma(a_N))^2}}{\sqrt{k_N S^{2/3}}} \right) \\
\quad - \Phi \left( \frac{-L_N \sqrt{k_N} \cdot \Gamma(a_N + 1/3) \Gamma(a_N) (s^{1/3} - 1) \sqrt{\Gamma(a_N + 2/3) \Gamma(a_N) - (\Gamma(a_N + 1/3) / \Gamma(a_N))^2}}{\sqrt{k_N S^{2/3}}} \right) \\
\quad + \Phi \left( \frac{-L_N \sqrt{k_N} \cdot \Gamma(a_N + 1/3) \Gamma(a_N) (s^{1/3} - 1) \sqrt{\Gamma(a_N + 2/3) \Gamma(a_N) - (\Gamma(a_N + 1/3) / \Gamma(a_N))^2}}{\sqrt{k_N S^{2/3}}} \right) \\
\quad - \Phi \left( \frac{-L_N \sqrt{k_N} \cdot \Gamma(a_N + 1/3) \Gamma(a_N) (s^{1/3} - 1) \sqrt{\Gamma(a_N + 2/3) \Gamma(a_N) - (\Gamma(a_N + 1/3) / \Gamma(a_N))^2}}{\sqrt{k_N S^{2/3}}} \right) \\
\quad \times \Phi \left( \frac{L_N \sqrt{k_N} \cdot \Gamma(a_N + 1/3) \Gamma(a_N) (s^{1/3} - 1) \sqrt{\Gamma(a_N + 2/3) \Gamma(a_N) - (\Gamma(a_N + 1/3) / \Gamma(a_N))^2}}{\sqrt{k_N S^{2/3}}} \right) \\
\quad - \Phi \left( \frac{-L_N \sqrt{k_N} \cdot \Gamma(a_N + 1/3) \Gamma(a_N) (s^{1/3} - 1) \sqrt{\Gamma(a_N + 2/3) \Gamma(a_N) - (\Gamma(a_N + 1/3) / \Gamma(a_N))^2}}{\sqrt{k_N S^{2/3}}} \right)^m.
\]

(28)
Similarly, the expression for the \((k + j)\)th sample of the shifted process as the change occurs at \(k\) – th sample is given as

\[
P[RL = j] = (1 - P_{out,k_N}^{1})(1 - P_{out,k_N+2}^1) \\
\hspace{1cm} \ldots \cdot (1 - P_{out,k_N+j-1}^1)P_{out,k_N+j}^1 \tag{29}
\]

Here, RL is a run-length random variable indicating the out-of-control process.

So, the ARL of the shifted process is specified as follows:

\[
ARL_{N} = \frac{\rho_1^1}{\rho_{out,k_N}^1 + 2(1 - \rho_{out,k_N}^1)\rho_{out,k_N+2}^1 + 3(1 - \rho_{out,k_N}^1)(1 - \rho_{out,k_N+2})\rho_{out,k_N+3}^1 + \cdots.} \tag{30}
\]

Suppose \(r_0\) be the in-control specified ARL. Then, the procedure to compute the control chart coefficient and ARL of the shifted process may be followed as

1. **Step 1:** select a series of control chart coefficient \(L_N\)
2. **Step 2:** compute \(L_N\) such that \(ARL_{0,N} \geq r_0\)
3. **Step 3:** for a constant value of \(k_N\) and many values of shifts \(s\), we calculate \(P_{out,k_N}^1\) using equation (18)
4. **Step 4:** compute \(ARL_{N}\) for fixed \(k_N\) and various shifted values of \(s\).

The values of NARL for various parameters are presented in Tables 1–4. From Tables 1–4, it can be witnessed that NARL decreases as \(s\) increases from \(k e[3, 5]\) to \(k e[8, 10]\). For example, from Table 1, the values of NARL are \([121.05, 100.93]\), \([62.51, 40.35]\), and \([33.11, 17.9]\) for the shifts, \(s = 1.10, 1.20, \) and \(1.30\) and when \(k e[3, 5]\) and when \(k e[8, 10]\) from Table 2, then the values of NARL are \([90.67, 76.19]\), \([31.95, 21.57]\), and \([13.29, 8.13]\) for \(r_0 = 200\). We also observe that as \(a\) decreases from \(ae[1.95, 2.05]\) to \(ae[0.95, 1.05]\), the values of NARL increase.

### 3. Comparison of the Planned Chart with the Existing Chart

In this section, the benefits of the neutrosophic control chart under MDS sampling for the belief statistics will be discussed. Aslam et al. [44] proposed the control chart for belief statistics using the single sampling when the observations collected are vague, incomplete, unclear, imprecise, or uncertain and showed that it was an effective and efficient chart as compared to chart under classical statistics. According to [48, 49], a control chart having the smaller values of ARL is said to be a more efficient chart. In this section, we will compare the proposed chart with Aslam et al. [44].

#### 3.1. Compression in NARL

We will compare the planned neutrosophic chart using MDS sampling for the belief statistics with the existing neutrosophic chart for belief statistics provided by Aslam et al. [44]. As described earlier, NARL is used for examining the efficiency of any chart for the speedy and rapid indication of the out-of-control situation. From Table 5 by matching the ARLs of the planned chart with the existing chart, it can be witnessed that ARL measures of the planned control chart are lesser than the NARL values of the existing chart for all process shifts, \(s\). For example, for a shift of 0.75, the existing chart is expected to detect the shift from 116th to 218th sample. On the other hand, the proposed chart will detect the shift from 78th to 192nd sample. From this study, it is concluded that the proposed chart has the ability to detect a shift earlier than the existing chart. Therefore, the use of the proposed control chart in the industry will help to improve the quality of the product. This finding is the same as mentioned in ISO 9001: 2015 Quality Management Systems (https://www.iso.org).

### Table 1: The values of NARL when \(a = 1.95\) and 2.05 and \(k = 3\) and 5.

| \(a \in [1.95, 2.05]\) | \(k e[3, 5]\) | \(ARL_{N}\) |
|----------------------|------------------|------------------|
| \(k e[3, 5]\)       | \([3.2104, 3.2996]\) | \([3.4042, 3.4512]\) | \([3.1128, 3.2105]\) |
| \(k e[2, 2.2]\)     | \([2.0148, 2.1321]\) | \([2.0843, 2.2099]\) | \([2.2992, 2.337]\) |

#### 3.2. Comparison by Simulation Study

The comparison of the planned chart with the existing chart has also been presented by simulation data given in Tables 6 and 7. Thus, the first 20 observations are created from the in-control process having \(k_N = [3, 5]\), \(a_N = [1.95, 2.05]\), and \(b_N = [2, 2.2]\) and the next
Table 2: The values of NARL when $a = 1.95$ and $2.05$ and $k = 8$ and $10$.

| $k_{1N}$  | $[3.022, 3.7678]$ | $[3.6019, 4.2229]$ | $[3.3592, 3.6508]$ |
|-----------|------------------|-------------------|-------------------|
| $K_{2N}$  | $[2.0893, 2.1015]$ | $[2.0616, 2.1804]$ | $[2.1514, 2.2392]$ |
| Shift ($s$) | ARL$_N$ | ARL$_N$ | ARL$_N$ |
| 4.00 | [1, 1] | [1, 1] | [1, 1] |
| 3.00 | [1.02, 1.01] | [1.02, 1.01] | [1.03, 1.01] |
| 2.80 | [1.04, 1.01] | [1.04, 1.01] | [1.04, 1.02] |
| 2.50 | [1.08, 1.03] | [1.08, 1.04] | [1.09, 1.04] |
| 2.25 | [1.17, 1.08] | [1.17, 1.09] | [1.19, 1.1] |
| 2.00 | [1.37, 1.19] | [1.38, 1.21] | [1.42, 1.23] |
| 1.90 | [1.52, 1.27] | [1.54, 1.31] | [1.6, 1.33] |
| 1.80 | [1.76, 1.40] | [1.8, 1.45] | [1.88, 1.49] |
| 1.70 | [2.14, 1.60] | [2.22, 1.68] | [2.35, 1.74] |
| 1.60 | [2.82, 1.96] | [2.98, 2.1] | [3.19, 2.18] |
| 1.50 | [4.08, 2.64] | [4.47, 2.91] | [4.84, 3.06] |
| 1.40 | [6.77, 4.14] | [7.74, 4.76] | [8.5, 5.09] |
| 1.30 | [13.29, 8.13] | [16.17, 9.89] | [18.04, 10.8] |
| 1.20 | [31.95, 21.57] | [42.16, 28.11] | [47.94, 31.51] |
| 1.10 | [90.67, 76.19] | [130.59, 107.63] | [153.49, 125.65] |
| 1.00 | [201.15, 202.12] | [301.9, 303.82] | [373.1, 374.48] |
| 0.80 | [47.94, 26.73] | [61.2, 35.94] | [75.35, 42.64] |
| 0.75 | [25.69, 12.79] | [30.64, 16.47] | [37.74, 19.25] |
| 0.70 | [13.77, 6.55] | [15.52, 8.06] | [18.97, 9.22] |
| 0.60 | [4.34, 2.34] | [4.53, 2.62] | [5.31, 2.84] |
| 0.50 | [1.81, 1.31] | [1.82, 1.37] | [1.99, 1.43] |
| 0.40 | [1.14, 1.04] | [1.13, 1.05] | [1.17, 1.06] |
| 0.30 | [1.01, 1] | [1.01, 1] | [1.01, 1] |
| 0.25 | [1, 1] | [1, 1] | [1, 1] |
| 0.15 | [1, 1] | [1, 1] | [1, 1] |
| 0.10 | [1, 1] | [1, 1] | [1, 1] |
| 0.05 | [1, 1] | [1, 1] | [1, 1] |

Table 3: The values of NARL when $a = 0.95$ and $1.05$ and $k = 3$ and $5$.

| $k_{1N}$  | $[3.4983, 3.6534]$ | $[3.449, 3.8141]$ | $[3.6313, 4.0783]$ |
|-----------|------------------|------------------|------------------|
| $K_{2N}$  | $[1.9746, 2.1033]$ | $[2.0774, 2.1853]$ | $[2.1067, 2.2228]$ |
| Shift ($s$) | ARL$_N$ | ARL$_N$ | ARL$_N$ |
| 4.00 | [1.55, 1.18] | [1.62, 1.2] | [1.65, 1.21] |
| 3.00 | [2.27, 1.47] | [2.44, 1.52] | [2.54, 1.54] |
| 2.80 | [2.59, 1.59] | [2.81, 1.66] | [2.95, 1.69] |
| 2.50 | [3.36, 1.89] | [3.70, 1.99] | [3.94, 2.05] |
| 2.25 | [4.50, 2.34] | [5.06, 2.52] | [5.46, 2.63] |
| 2.00 | [6.69, 3.25] | [7.73, 3.6] | [8.49, 3.82] |
| 1.90 | [8.16, 3.88] | [9.54, 4.37] | [10.57, 4.68] |
| 1.80 | [10.22, 4.82] | [12.13, 5.53] | [13.56, 5.98] |
| 1.70 | [13.21, 6.26] | [15.95, 7.33] | [18.02, 8.02] |
| 1.60 | [17.71, 8.59] | [21.81, 10.32] | [24.93, 11.45] |
| 1.50 | [24.75, 12.62] | [31.16, 15.58] | [36.08, 17.56] |
| 1.40 | [36.14, 20.02] | [46.75, 25.56] | [54.85, 29.32] |
| 1.30 | [55.12, 34.6] | [73.6, 45.9] | [87.6, 53.65] |
| 1.20 | [86.83, 64.46] | [120.38, 89.28] | [145.3, 106.53] |
| 1.10 | [136.74, 122.13] | [197.6, 177.02] | [241.52, 215.44] |
| 1.00 | [200.78, 200.53] | [301.32, 301.36] | [371.79, 372.22] |
| 0.80 | [235.2, 154.47] | [362.15, 229.88] | [447.56, 281.83] |
| 0.75 | [266.85, 111.91] | [318.34, 164.28] | [391.37, 199.76] |
20 observations are created from the deteriorated process having $s^*b_N = [2, 2.2]$ where $s = 1.40$. Figure 1 shows the proposed chart, Figure 2 shows the Aslam et al. [44] chart, and Figure 3 shows the Shewhart chart under the classical statistics. By comparing these figures, it can be seen that the proposed chart detects shift near to 33rd sample. On the other hand, Figures 2 and 3 do not show any shift in the process. Figures 1–3 have been given for simulated data which show better detecting ability of the indeterminacy data of the proposed chart. From the simulation study, it is concluded that the proposed chart is better in detecting the shift in the process while the existing chart does not detect the shift. Therefore, the use of the proposed chart will minimize nonconforming items.

4. Application of the Proposed Chart in the Healthcare Department

In this section, we will discuss the application of the proposed chart using the Urinary Tract Infection (UTI) data

| $s$ | $[s^*b_N]$ | $[b_N]$ |
|-----|------------|----------|
| 0.70 | [171.25, 76.55] | [263.51, 110.72] | [321.6, 133.47] |
| 0.60 | [101.35, 32.33] | [156.15, 45.21] | [187.25, 53.49] |
| 0.50 | [51.53, 12.72] | [79.21, 17] | [93.29, 19.66] |
| 0.40 | [22.91, 4.98] | [34.67, 6.23] | [40.1, 6.98] |
| 0.30 | [8.84, 2.17] | [12.8, 2.49] | [14.5, 2.67] |
| 0.25 | [5.21, 1.57] | [7.26, 1.72] | [8.1, 1.8] |
| 0.15 | [1.78, 1.06] | [2.15, 1.08] | [2.29, 1.09] |
| 0.10 | [1.18, 1] | [1.28, 1] | [1.32, 1.01] |
| 0.05 | [1.01, 1] | [1.01, 1] | [1.01, 1] |

**Table 3:** Continued.

$a \in [0.95, 1.05]; k \in [3, 5]$  

| $a$ | $[b_N]$ |
|-----|----------|
| 0.70 | [171.25, 76.55] |
| 0.60 | [101.35, 32.33] |
| 0.50 | [51.53, 12.72] |
| 0.40 | [22.91, 4.98] |
| 0.30 | [8.84, 2.17] |
| 0.25 | [5.21, 1.57] |
| 0.15 | [1.78, 1.06] |
| 0.10 | [1.18, 1] |
| 0.05 | [1.01, 1] |

**Table 4:** The values of NARL when $a = 0.95$ and 1.05 and $k = 8$ and 10.

$a \in [0.95, 1.05]; k \in [8, 10]$  

| $k_{2N}$ | $[3.1112, 3.779]$ |
|-----------|---------------------|
| $K_{2N}$ | $[2.0442, 2.1009]$ |

| Shift ($s$) | ARL$_{N}$ |
|-----------|----------|
| 4.00 | [1.07, 1.02] |
| 3.00 | [1.24, 1.11] |
| 2.80 | [1.32, 1.15] |
| 2.50 | [1.52, 1.27] |
| 2.25 | [1.85, 1.44] |
| 2.00 | [2.53, 1.8] |
| 1.90 | [3.02, 2.05] |
| 1.80 | [3.73, 2.44] |
| 1.70 | [4.85, 3.04] |
| 1.60 | [6.68, 4.07] |
| 1.50 | [9.9, 5.99] |
| 1.40 | [16, 9.91] |
| 1.30 | [28.58, 19.01] |
| 1.20 | [56.37, 42.68] |
| 1.10 | [115.95, 104.55] |
| 1.00 | [200.13, 201.81] |
| 0.80 | [117.09, 75.62] |
| 0.75 | [78.76, 43.72] |
| 0.70 | [50.62, 24.77] |
| 0.60 | [19.34, 8.19] |
| 0.50 | [7.13, 3.15] |
| 0.40 | [2.80, 1.60] |
| 0.30 | [1.40, 1.11] |
| 0.25 | [1.14, 1.03] |
| 0.15 | [1, 1] |
| 0.10 | [1, 1] |
| 0.05 | [1, 1] |
### Table 5: The NARL values of the proposed and the existing charts when \( \alpha \in [1.95, 2.05] \) and \( k = 3, 5 \).

| \( k_N \) | \( \vec{k}_{\alpha N} \) | \( \vec{k}_{\alpha 3} \) |
|---|---|---|
| \( k_{\alpha N} \) | \( [2.8071, 2.8141] \) | \( [3.2104, 3.2996] \) |
| \( K_{\alpha N} \) | \( [2.0148, 2.1321] \) | \( [2.9354, 2.9416] \) |

| \( \alpha \) | \( [0.465, 0.988] \) | \( [0.868, 0.794] \) |
|---|---|---|
| \( 0.25 \) | \( [2.99, 5.016] \) | \( [6.15, 4.378] \) |
| \( 0.30 \) | \( [3.60, 2.01] \) | \( [4.10, 2.13] \) |
| \( 0.40 \) | \( [8.47, 4.66] \) | \( [8.87, 4.378] \) |
| \( 0.50 \) | \( [15.19, 8.5] \) | \( [16.96, 9.28] \) |
| \( 1.00 \) | \( [119.93, 53.2] \) | \( [133.4, 53.2] \) |
| \( 0.70 \) | \( [64.90, 23.81] \) | \( [64.56, 23.81] \) |
| \( 0.50 \) | \( [26.44, 7.87] \) | \( [26.44, 7.87] \) |
| \( 0.25 \) | \( [2.99, 5.016] \) | \( [6.15, 4.378] \) |
| \( 0.15 \) | \( [3.60, 2.01] \) | \( [4.10, 2.13] \) |
| \( 0.10 \) | \( [119.93, 53.2] \) | \( [133.4, 53.2] \) |
| \( 0.05 \) | \( [64.90, 23.81] \) | \( [64.56, 23.81] \) |

### Table 6: The simulated data for the proposed control chart.

| Sr. no. | \( B(k) \) | \( z(k) \) | \( \ln \left( Z_{\alpha N} \right) \) |
|---|---|---|---|
| 1 | \( 0.007, 0.569 \) | \( 2.079, 0.323 \) | \( -5.016, 0.28 \) |
| 2 | \( 0.374, 0.246 \) | \( 0.958, 0.326 \) | \( -0.515, -1.12 \) |
| 3 | \( 0.308, 0.888 \) | \( 0.445, 0.959 \) | \( -0.811, -0.7 \) |
| 4 | \( 0.702, 0.991 \) | \( 0.359, 10.995 \) | \( 0.858, 4.663 \) |
| 5 | \( 0.454, 0.006 \) | \( 0.832, 0.006 \) | \( -1.84, -0.084 \) |
| 6 | \( 0.744, 0.447 \) | \( 2.906, 0.808 \) | \( 1.067, -0.214 \) |
| 7 | \( 0.64, 0.269 \) | \( 1.781, 0.368 \) | \( 0.577, -1.001 \) |
| 8 | \( 0.035, 0.972 \) | \( 0.036, 3.967 \) | \( -3.327, 3.554 \) |
| 9 | \( 0.896, 0.565 \) | \( 8.659, 1.3 \) | \( 2.159, 0.263 \) |
| 10 | \( 0.155, 0.493 \) | \( 0.183, 0.973 \) | \( -1.698, -0.027 \) |
| 11 | \( 0.273, 0.882 \) | \( 0.375, 7.501 \) | \( -0.981, 2.015 \) |
| 12 | \( 0.917, 0.727 \) | \( 11.026, 2.656 \) | \( 2.4, 0.977 \) |
| 13 | \( 0.499, 0.964 \) | \( 0.997, 26.938 \) | \( -0.003, 3.294 \) |
| 14 | \( 0.732, 0.818 \) | \( 2.735, 4.492 \) | \( 1.006, 1.502 \) |
| 15 | \( 0.023, 0.353 \) | \( 0.023, 3.535 \) | \( -3.754, -1.041 \) |
| 16 | \( 0.465, 0.988 \) | \( 0.868, 79.71 \) | \( -0.141, 4.378 \) |
| 17 | \( 0.146, 0.841 \) | \( 0.171, 5.303 \) | \( -1.768, 1.668 \) |
| 18 | \( 0.873, 0.972 \) | \( 6.844, 34.4 \) | \( 1.923, 3.538 \) |
| 19 | \( 0.95, 0.021 \) | \( 19.136, 0.021 \) | \( 2.952, -3.85 \) |
| 20 | \( 0.605, 0.723 \) | \( 1.531, 2.606 \) | \( 0.426, 0.958 \) |
| 21 | \( 0.277, 0.02 \) | \( 0.383, 0.02 \) | \( -0.96, -3.89 \) |
| 22 | \( 0.954, 0.853 \) | \( 20.717, 5.789 \) | \( 3.031, 1.756 \) |
Table 6: Continued.

| Sr. no. | $B (k)$ | $z (k)$ | $\ln (Z_{kn})$ |
|---------|---------|---------|----------------|
| 23      | [0.875, 0.97] | [7.015, 32.67] | [1.948, 3.486] |
| 24      | [0.577, 0.876] | [1.364, 7.06] | [0.311, 1.954] |
| 25      | [0.808, 0.952] | [4.216, 19.804] | [2.225, 5.331] |
| 26      | [0.902, 0.995] | [9.252, 206.617] | [0.14, 0.597] |
| 27      | [0.535, 0.645] | [1.15, 1.816] | [−0.24, −1.262] |
| 28      | [0.44, 0.221] | [0.786, 0.283] | [3.305, 6.839] |
| 29      | [0.965, 0.999] | [27.261, 933.686] | [0.126, 4.876] |
| 30      | [0.532, 0.992] | [1.135, 131.102] | [−0.301, 7.557] |
| 31      | [0.425, 0.952] | [4.216, 19.804] | [1.439, 2.986] |
| 32      | [0.902, 0.995] | [9.252, 206.617] | [2.225, 5.331] |
| 33      | [0.535, 0.645] | [1.15, 1.816] | [−0.24, −1.262] |
| 34      | [0.44, 0.221] | [0.786, 0.283] | [3.305, 6.839] |
| 35      | [0.965, 0.999] | [27.261, 933.686] | [0.126, 4.876] |
| 36      | [0.532, 0.992] | [1.135, 131.102] | [−0.301, 7.557] |
| 37      | [0.425, 0.952] | [4.216, 19.804] | [1.439, 2.986] |
| 38      | [0.902, 0.995] | [9.252, 206.617] | [2.225, 5.331] |
| 39      | [0.535, 0.645] | [1.15, 1.816] | [−0.24, −1.262] |
| 40      | [0.44, 0.221] | [0.786, 0.283] | [3.305, 6.839] |

Table 7: The simulated data for the existing chart.

| Sr. no. | $B (k)$ | $z (k)$ | $\ln (Z_{kn})$ |
|---------|---------|---------|----------------|
| 1       | [0.352, 0.515] | [0.543, 1.063] | [−0.61, 0.061] |
| 2       | [0.237, 0.825] | [0.31, 4.718] | [−1.171, 1.551] |
| 3       | [0.25, 0.424] | [0.334, 0.735] | [−1.096, 0.308] |
| 4       | [0.767, 0.87] | [3.291, 6.721] | [1.191, 1.905] |
| 5       | [0.569, 0.042] | [1.322, 0.044] | [0.279, −3.125] |
| 6       | [0.877, 0.019] | [7.107, 0.019] | [1.961, −3.939] |
| 7       | [0.359, 0.834] | [0.838, 0.919] | [−0.177, −0.085] |
| 8       | [0.806, 0.968] | [4.153, 29.856] | [1.424, 3.396] |
| 9       | [0.02, 0.881] | [0.021, 7.412] | [−3.88, 2.003] |
| 10      | [0.662, 0.071] | [1.958, 0.077] | [0.672, −2.57] |
| 11      | [0.909, 0.963] | [9.933, 26.211] | [2.296, 3.266] |
| 12      | [0.959, 0.142] | [23.368, 0.166] | [3.151, −1.797] |
| 13      | [0.223, 0.99] | [95.866] | [−1.199, 4.563] |
| 14      | [0.063, 0.965] | [0.067, 27.253] | [−2.701, 3.305] |
| 15      | [0.918, 0.146] | [11.154, 0.172] | [2.412, −1.763] |
| 16      | [0.086, 0.109] | [0.094, 0.122] | [−2.364, −2.105] |
| 17      | [0.936, 0.944] | [14.55, 16.968] | [2.678, 2.831] |
| 18      | [0.198, 0.265] | [0.248, 0.36] | [−1.396, −1.02] |
| 19      | [0.214, 0.605] | [0.271, 1.533] | [−1.304, 0.427] |
| 20      | [0.507, 0.411] | [1.028, 0.699] | [0.027, −0.359] |
| 21      | [0.98, 0.998] | [49.554, 414.687] | [3.903, 6.028] |
| 22      | [0.984, 0.278] | [60.027, 0.385] | [4.095, −0.954] |
| 23      | [0.752, 0.979] | [3.034, 46.245] | [1.11, 3.834] |
| 24      | [0.857, 0.713] | [5.976, 2.482] | [1.788, 0.909] |
| 25      | [0.267, 0.946] | [0.364, 17.361] | [−1.01, 2.854] |
| 26      | [0.744, 0.166] | [2.904, 0.199] | [1.066, −1.614] |
| 27      | [0.577, 0.974] | [1.363, 36.773] | [0.31, 3.605] |
| 28      | [0.79, 0.589] | [3.761, 1.432] | [1.325, 0.359] |
| 29      | [0.841, 0.657] | [5.275, 1.914] | [1.663, 0.649] |
| 30      | [0.969, 0.808] | [31.497, 4.206] | [3.45, 1.436] |
| 31      | [0.557, 0.959] | [1.257, 23.411] | [0.229, 3.153] |
| 32      | [0.763, 0.998] | [3.228, 572.344] | [1.172, 6.35] |
| 33      | [0.94, 0.998] | [15.578, 631.372] | [2.746, 6.448] |
| 34      | [0.165, 0.848] | [0.197, 5.575] | [−1.625, 1.718] |
from a big hospital. According to Santiago and Smith [50], "the hospital would like to track the frequency of patients being discharged who had acquired a UTI while in the hospital as a way to quickly identify an increase in infection rate or, conversely, monitor whether forthcoming process or material changes result in fewer infections. Because the root cause often differs based on gender, male and female patients are charted separately and this example focuses on males." Aslam et al. [44] presented the neutrosophic form of UTI data which is shown in Table 8.

Suppose that $k_N = [3.5, 1.93, -0.196]$, $a_N = [1.628, 0.792]$, and $b_N = [2, 2.2]$. The four control limits for the UTI data are given as follows:

$$UCL_1 = L_1 \sqrt{k_N} = [5.3915, 7.1789],$$
$$LCL_1 = -L_1 \sqrt{k_N} = [-5.3915, -7.1789],$$
$$UCL_2 = L_2 \sqrt{k_N} = [3.9823, 5.1412],$$
$$LCL_2 = -L_2 \sqrt{k_N} = [-3.9823, -5.1412].$$

![Figure 1: The proposed control chart using simulated data.](image1.png)

![Figure 2: The existing chart proposed by Aslam et al. [44].](image2.png)

![Figure 3: The existing Shewhart chart under classical statistics.](image3.png)

**Table 7**: Continued.

| Sr. no.# | $B(k)$ | $z(k)$ | $\ln(Z_k)$ |
|---------|--------|--------|-------------|
| 35      | [0.873, 0.451] | [6.898, 0.822] | [1.931, -0.196] |
| 36      | [0.836, 0.688] | [5.091, 2.207] | [1.628, 0.792] |
| 37      | [0.983, 0.928] | [56.62, 12.949] | [4.036, 2.561] |
| 38      | [0.783, 0.956] | [3.61, 21.757] | [1.284, 3.08] |
| 39      | [0.631, 0.883] | [1.712, 7.528] | [0.538, 2.019] |
| 40      | [0.361, 0.998] | [0.565, 488.171] | [-0.571, 6.191] |
Using the given information, the value of $Z_{k_0}$ when $Z_0 = 1$ and $B(O_d) = 0.5$ is calculated as follows:

$$Z_{k_0} = Z_{k_0} - \sigma \sqrt{N} = 0.985, 54.568.$$  \hfill (32)

The neutrosophic statistic $\ln(Z_{k_0})$ is plotted on four control limits in Figure 4. The planned control chart shows the out-of-control process after the 6th sample. The measures of $\ln(Z_{k_0})$ are also plotted in Figure 5 using the chart of neutrosophic statistics proposed by Aslam et al. [44] which shows the out-of-control process at the 32nd sample. The same data were also plotted in Figure 6 using the Shewhart chart which is incapable of identifying the out-of-control situation. Therefore, the planned chart is efficient in identifying the out-of-control situation more swiftly. The use of the proposed control chart in the hospital will help to identify the UTI patient quickly as compared to the existing charts.
5. Conclusions

In this article, the planning of a control chart for gamma-distributed belief statistic using MDS sampling under the neutrosophic statistic has been offered. The parameters of the planned chart have been estimated for vague data using code programming for R language. Neutrosophic average run lengths for indeterminacy intervals under different process settings for various shift levels have been calculated. The comparison of the planned scheme with the existing chart has been made which shows the better identifying skill of the out-of-control process. It has been perceived that the proposed scheme is a valuable accumulation in the toolkit of the quality control professionals for the monitoring of neutrosophic data. A real-world example has been added for the practical application of the planned scheme by the quality control workers. The proposed chart ensures the producer/customer that the product manufactured using the proposed control chart will be accepted as acceptable quality level and limiting quality level, assuming a gamma distribution.
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