TOEPLITZ ALGEBRAS OF SEMIGROUPS

MARCELO LACA AND CAMILA F. SEHNEM

Abstract. To each monoid $P$ that embeds in a group we associate a universal Toeplitz $C^*$-algebra $\mathcal{T}_P(P)$ defined via generators and relations; $\mathcal{T}_P(P)$ is a quotient of Li’s semigroup $C^*$-algebra $C^*_\lambda(P)$ and they are isomorphic if and only if $P$ satisfies independence. We give a partial crossed product realization of $\mathcal{T}_P(P)$ and show that several key results known for $C^*_\lambda(P)$ when $P$ satisfies independence are also valid for $\mathcal{T}_P(P)$ when independence fails. At the level of the reduced semigroup $C^*$-algebra $\mathcal{T}_\lambda(P)$, we show that nontrivial ideals have nontrivial intersection with the reduced crossed product of the diagonal subalgebra by the action of the group of units of $P$, generalizing a result of Li for monoids with trivial unit group. We also characterize when the action of the group of units is topologically free and we show that in this case a representation of $\mathcal{T}_\lambda(P)$ is faithful if it is jointly proper. This yields a uniqueness theorem for $C^*$-algebras generated by semigroups of isometries that unifies several classical results. We provide a concrete presentation for the covariance algebra of the product system over $P$ with one-dimensional fibers in terms of a notion of foundation sets of constructible ideals that generalizes that of Sims and Yeend for quasi-lattice orders. We then show that the covariance algebra is a full, or universal, analogue of the boundary quotient $\mathcal{T}_\lambda(P)$. We give purely algebraic sufficient conditions on $P$ for the boundary quotient $\partial\mathcal{T}_\lambda(P)$ to be purely infinite simple, which reduce to Starling’s conditions in the case of right LCM monoids. We discuss concrete applications of our results to examples that include a numerical semigroup and the $ax+b$-monoid of an integral domain. This application is particularly interesting in the case of nonmaximal orders in number fields, for which we show independence always fails. In addition, we simplify and generalize results of Brownlowe, Larsen and Stammeyer for right LCM monoids.

1. Introduction

Let $P$ be a submonoid of a group and consider the left regular representation $L: P \to B(\ell^2(P))$ determined by $L_p\delta_x = \delta_px$ on the usual orthonormal basis $\{\delta_x \mid x \in P\}$ of $\ell^2(P)$. The operators $L_p$ associated to $p \in P$ are isometries and generate the Toeplitz $C^*$-algebra $\mathcal{T}_\lambda(P)$. The spatial nature of $\mathcal{T}_\lambda(P)$ provides many useful tools for its study, such as the existence of a faithful conditional expectation onto a diagonal subalgebra. But along with this comes the notoriously difficult problem of estimating norms of operators, in this case, of polynomials on the generating isometries and their adjoints. As a result, it is often quite hard to decide whether a given representation of $P$ by isometries generates a homomorphic image of $\mathcal{T}_\lambda(P)$. One strategy that has been successfully used to get around this problem is to characterize $\mathcal{T}_\lambda(P)$ by way of generators and relations that replicate distinguished properties of $\mathcal{T}_\lambda(P)$. When such a universal characterization is possible and conditions are given for faithfulness of the resulting representations, one has what is known as a uniqueness theorem. Examples include celebrated theorems of Coburn for the natural numbers $\mathbb{N}$, of Douglas for discrete submonoids of the additive reals $[16]$, and of Cuntz for the free semigroup $F_n$ $[11]$, as well as several generalizations, see e.g. $[3, 10, 25, 34, 37]$.

It has long been clear that a universal $C^*$-algebra generated by all isometric representations of a monoid is often too large to be of much use. Indeed, as Murphy observed in $[32]$, already in the case of two commuting isometries, that is, for representations of $\mathbb{N}^2$, one obtains a nonnuclear universal $C^*$-algebra. In many of the aforementioned situations, however, it is possible to identify extra conditions that distinguish a specific class of isometric representations and give tractable $C^*$-algebras.

Substantial progress along this path took place in the early 90’s when Nica introduced a $C^*$-algebra $C^*(G, P)$ that is universal for a class of ‘covariant’ representations of a quasi-lattice ordered group.
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(G, P). These are pairs (G, P) consisting of a submonoid P of a group G such that P ∩ P\(^{-1}\) = \{e\} and for which the intersection xP ∩ yP of any two cones with vertices in G is either empty or equal to another cone; this condition is not exactly Nica’s definition of quasi-lattice order, but is equivalent to it, see [9, Definition 6 and Lemma 7]. The covariance relation used by Nica stemmed from the observation that the multiplication of range projections of the generating isometries in the left regular representation replicates the intersection of cones with vertices in P. Nica showed that C\(^*(G, P)\) is actually isomorphic to \(\mathcal{T}_{\mathsf{a}}(P)\) in many interesting cases, including the C\(^*-\)algebra generated by \(k\) \(-\)commuting isometries, which is universal for Nica covariant representations of \(\mathbb{N}^k\), and the Toeplitz–Cuntz algebra \(\mathcal{T}O_n\) which is universal for the free monoid \(\mathbb{F}_n^+\).

In general if P is a submonoid of a group G, the set of cones having vertices in P does not have to be closed under intersection, so Nica-covariance cannot be imposed \textit{ipsissimis verbis}. Thus, when the interest in monoids that are not quasi-lattice ordered began to surge in the mid 2000’s, sparked mainly by semigroups arising from algebraic number theory, it became clear that a new idea was needed to go beyond the ad hoc analysis of examples. The major breakthrough was achieved by Li in [28,29], and was later summarized and extended in [15] Chapter 5. Motivated by what happens for \(ax + b\) semigroups of algebraic integers, Li’s insight was to realize that the idea of mirroring the behaviour of projections in the left regular representation does carry over to the general situation. The key to this was to replace the cones by a collection of subsets of P that he called \textit{constructible right ideals}, which form a semilattice under intersection.

We pause briefly to carry out a concrete computation that illustrates how the constructive right ideals arise naturally, and what their role is in the definition of Li’s semigroup C\(^*-\)algebra: this computation also motivates the notation we introduce in Section 2. Assume throughout that P is a submonoid of a group and suppose \(p, q, r, s \in P\) satisfy \(p^{-1}qr^{-1}s = e\). Let us work out what the product \(L_p^*L_qL_r^*L_s\) really is in the left regular representation by computing it on a basis vector \(\delta_x\) of the standard orthonormal basis of \(\ell^2(P)\). Clearly \(L_p^*L_qL_r^*L_s\delta_x = L_p^*L_qL_r^*\delta_{sx}\), and in which case \(L_p^*L_qL_r^*\delta_{sx} = L_p^*\delta_{qr^{-1}sx}\). Thus, in turn, vanishes unless \(qr^{-1}sx \in pP\), in which case \(L_p^*L_qL_r^*\delta_{sx} = \delta_{p^{-1}qr^{-1}sx} = \delta_x\), because \(p^{-1}qr^{-1}s = e\). Thus,

\[
L_p^*L_qL_r^*L_s\delta_x = \begin{cases} 
\delta_x & \text{if } x \in P \cap s^{-1}rP \cap s^{-1}r^{-1}pP, \\
0 & \text{otherwise};
\end{cases}
\]

in other words, \(L_p^*L_qL_r^*L_s\) is (the operator of multiplication by) the characteristic function of the set \(P \cap s^{-1}rP \cap s^{-1}r^{-1}pP\), which is a typical constructible right ideal. To define the semigroup C\(^*-\)algebra of a submonoid of a group, [28, Definition 3.2], Li associates an isometry \(\psi_P\) to each \(p \in P\) and a projection \(\varepsilon_S\) to each constructible right ideal \(S\), and then imposes relations that say that the isometries \(\psi_P\) multiply as the elements of \(P\) and that a product such as \(\psi_P^*\psi_Q\varepsilon_R\varepsilon_S\) is the projection \(\varepsilon_S\) where \(S\) is the constructive right ideal \(P \cap s^{-1}rP \cap s^{-1}r^{-1}pP\) mentioned above, see Definition [3,21] for the precise statement. The C\(^*-\)algebra with this presentation has many nice features, and is isomorphic to \(\mathcal{T}_{\mathsf{a}}(P)\) in several interesting examples, notably those arising from \(ax + b\) semigroups of algebraic integers. However, in addition to the unavoidable issue of amenability, the construction is fully satisfactory only when \(P\) satisfies independence, equivalently, when the characteristic functions of ideals are linearly independent.

Here we introduce a universal Toeplitz algebra \(\mathcal{T}_{\mathsf{a}}(P)\), for \(P\) a submonoid of a group, that works just as well even if \(P\) does not satisfy independence. The presentation of \(\mathcal{T}_{\mathsf{a}}(P)\) includes extra relations that only apply when independence fails, and we show that \(\mathcal{T}_{\mathsf{a}}(P)\) is the quotient of Li’s semigroup C\(^*-\)algebra under a canonical homomorphism whose kernel reflects the failure of independence. We also relate \(\mathcal{T}_{\mathsf{a}}(P)\) to various other C\(^*-\)algebras associated to semigroups, giving, in particular, a partial crossed product realization. Our main results are a characterization of faithful representations of \(\mathcal{T}_{\mathsf{a}}(P)\) in terms of the action of units on the diagonal and a generalized uniqueness theorem for the C\(^*-\)algebra generated by a collection of elements satisfying the presentation of \(\mathcal{T}_{\mathsf{a}}(P)\). Furthermore, we give a presentation of the covariance algebra of the one-dimensional product system over \(P\) that allows us to realize it as a universal boundary quotient. We also give conditions on \(P\) that are equivalent to topological freeness of the partial action on the boundary, and so are sufficient for the boundary quotient to be purely infinite simple when \(P\) is nontrivial. In the setting of submonoids of groups, our results represent significant improvements and in some cases conceptual simplifications of earlier
work on $C^*$-algebras of monoids that have trivial unit group or satisfy independence \cite{15}, and of right LCM monoids \cite{3}. Throughout our work, we make a point of formulating the presentations and characterizations in terms of the original data, with an eye towards direct applications.

We describe next the contents of this paper, highlighting the main results along the way. In Section \ref{section2} we review the set of constructible right ideals, which we view as the range of a map $\alpha \mapsto K(\alpha)$ from words to ideals, through which, e.g., the ideal $P \cap s^{-1}rP \cap s^{-1}rq^{-1}pP$ corresponds to the word $(p, q, r, s)$. We also state explicitly and in detail the properties of this map that are needed in the remaining sections. In Section \ref{section3} we begin by showing that if $v: P \to B$ is a unital map from $P$ to a $C^*$-algebra $B$ and the products such as $v_p^*v_qv_r^*v_s^*$ only depend on the constructible ideal associated to the word $(p, q, r, s)$, rather than on the word itself, then $p\mapsto v_p$ is an isometric representation satisfying important additional properties, Proposition \ref{proposition3.2}. We give the presentation of the universal Toeplitz algebra $\mathcal{T}_u(P)$ in Definition \ref{definition1.6} and we then proceed to examine it in relation to the reduced Toeplitz algebra $\mathcal{T}_r(P)$. We establish that $\mathcal{T}_r(P)$ is a canonical quotient of $\mathcal{T}_u(P)$, Proposition \ref{proposition3.12}.

In Proposition \ref{proposition3.18}, we show that a representation of $\mathcal{T}_r(P)$ is faithful on the diagonal subalgebra $D_u$ if and only if it satisfies a joint properness condition, Definition \ref{definition3.14}. We conclude that $D_u$ is always canonically isomorphic to $D_r$, the diagonal in $\mathcal{T}_r(P)$, Corollary \ref{corollary3.19}. We complete Section \ref{section3} by showing that a proper subset of the relations defining $\mathcal{T}_r(P)$ gives the presentation of Li’s semigroup $C^*$-algebra, Proposition \ref{proposition3.21}. This leads to Corollary \ref{corollary3.22} where we show that $\mathcal{T}_u(P)$ is a canonical quotient of $C(P)$; the two are isomorphic if and only if $P$ satisfies independence.

In Section \ref{section4} we give a brief introduction to partial actions and their crossed products and review the reduced partial crossed product realization of $\mathcal{T}_r(P)$ given by Li in \cite{15}. We do this explicitly in terms of constructible right ideals, bypassing the use of inverse semigroups. The main result here is Theorem \ref{theorem4.7} where we show that $\mathcal{T}_r(P)$ is isomorphic to the full partial crossed product of the partial action of $G$ on the diagonal algebra. This allows us to verify that the improvements predicted by Li in \cite{15} Remark 5.6.46 for the full partial crossed product are realized by our universal Toeplitz $C^*$-algebra, see Theorem \ref{theorem4.9} and Corollary \ref{corollary4.10}.

In Section \ref{section5} we study conditions that ensure that a representation of the reduced Toeplitz algebra $\mathcal{T}_r(P)$ is faithful. We notice first that $\mathcal{T}_r(P)$ has a copy of the reduced crossed product of the diagonal by the restriction of the partial action of $G$ to the group of units $P^*$. The first main result, Theorem \ref{theorem5.1}, shows that a representation of $\mathcal{T}_r(P)$ is faithful if and only if its restriction to the crossed product $D_r \rtimes_{\gamma, r} P^*$ is faithful. Setting $P^* = \{e\}$ recovers \cite{15} Corollary 5.7.3 and assuming $P$ is a right LCM monoid gives a stronger version of the faithfulness result \cite{3} Theorem 7.4, albeit, under the extra assumption that $P$ embeds in a group. The second main result in this section is Theorem \ref{theorem5.9} where we show that the partial action of $G$ on $D_r$ is topologically free if and only if the restricted action of $P^*$ is topologically free. Using a recent result of Abadie–Abadie \cite{1} Theorem 4.5 we then conclude that the action of $P^*$ is topologically free if and only if every ideal of $\mathcal{T}_u(P)$ that has trivial intersection with $D_u$ is contained in the kernel of the canonical map $\mathcal{T}_u(P) \to \mathcal{T}_r(P)$. We also give there a criterion in terms of constructible ideals to decide whether the action of $P^*$ on the diagonal is topologically free. As a consequence, when the action of $P^*$ is topologically free, faithfulness of representations of $\mathcal{T}_r(P)$ is decided by their restrictions to the diagonal, Corollary \ref{corollary5.10}. When we combine these results with the faithfulness criteria for representations of the diagonal from Section \ref{section3} we obtain Theorem \ref{theorem5.11}, the third main result of this section, which shows that if $\mathcal{T}_u(P) \to \mathcal{T}_r(P)$ is an isomorphism, then $\mathcal{T}_r(P)$ is the unique $C^*$-algebra generated by a jointly proper semigroup of isometries satisfying the presentation of $\mathcal{T}_u(P)$.

We begin Section \ref{section6} by showing that there is a canonical homomorphism of $\mathcal{T}_u(P)$ onto the covariance algebra $\mathcal{C} \rtimes_{CP} P$ of the canonical product system over $P$ with one-dimensional fibers from \cite{38}. In Lemma \ref{lemma6.3} we identify projections in the diagonal that are in the kernel of this map; these lead naturally to a notion of foundation sets, generalizing those introduced by Sims and Yeend in \cite{39} for quasi-lattice orders. In Corollary \ref{corollary6.6} we arrive at an explicit presentation of the covariance algebra in which the extra relations are a natural augmentation of the presentation of $\mathcal{T}_u(P)$ by the new foundation sets. This is not a coincidence: the original motivation for our presentation of $\mathcal{T}_u(P)$ was the view that the covariance algebra from \cite{38} had to be the universal boundary quotient of an appropriately defined universal Toeplitz algebra. In Proposition \ref{proposition6.9} we show that the presentation of $\mathcal{C} \rtimes_{CP} P$ in terms of generalized foundation sets is maximal in the sense that if one imposes further relations associated to other sets, then the resulting $C^*$-algebra is trivial. The main result of Section \ref{section6}
is Theorem 6.13 where we establish several equivalent descriptions of $\mathbb{C} \rtimes_{\mathcal{L}} P$. In particular, we show that $\mathbb{C} \rtimes_{\mathcal{L}} P$ is isomorphic to $C(\partial \Omega_P) \times G$, where $\partial \Omega_P$ is the boundary of $\Omega_P$ as defined in [15, Definition 5.7.8]. At this point we refer to $\mathbb{C} \rtimes_{\mathcal{L}} P$ as the full boundary quotient of $\mathbb{T}_e(P)$. As an immediate consequence of our analysis of boundary quotients, we derive in Corollary 6.17 a criterion for when the full boundary quotient is $\mathbb{T}_e(P)$ itself and then we characterize topological freeness of the partial action of $G$ on the boundary of the diagonal, Proposition 6.18. Our second main result of the section is the characterization of purely infinite simple boundary quotients, Corollary 6.19.

In the final four sections we discuss several classes of examples that illustrate the range of application of our results. In Section 7 we discuss a specific numerical semigroup studied by Raeburn and Vittadello in [36], giving a characterization of the left regular C*-algebra in terms of generators and relations and faithfulness criteria for representations. In Section 8 we adapt first our criteria for topological freeness to the $ax + b$-monoid of an integral domain, which we then apply in the following section to orders in number fields. Then we give a direct proof that the associated boundary quotient is purely infinite simple using Corollary 6.19, a fact that can also be derived from earlier work of Cuntz and Li [15, Definition 5.7.8]. At this point we refer to $\mathbb{C} \rtimes_{\mathcal{L}} P$ as the full boundary quotient of $\mathbb{T}_e(P)$.
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2. Neutral words, quotient sets, and constructible ideals

We recall here the basic facts leading to the constructive right ideals introduced in [28]. Our approach and the notation we use are inspired by those of [35]. Let $P \subset G$ be a submonoid of a group $G$, and for each $k \in \mathbb{N}$ consider the set of words of length $2k$ in $P$,

$$\mathcal{W}(P)^k := \{(p_1, p_2, \ldots, p_{2k-1}, p_{2k}) \mid p_j \in P, \text{ for } j = 1, 2, \ldots, 2k\}.$$ 

When the context makes it clear what $P$ is, we write simply $\mathcal{W}$ instead of $\mathcal{W}(P)$. By convention we write $\mathcal{W}^0 = \{\emptyset\}$. Using concatenation of words as composition law, it is easy to see that $\mathcal{W}^k \mathcal{W}^l = \mathcal{W}^{k+l}$. We define a generalized (iterated) left quotient map, assigning an element of $G$ to each word $\alpha \in \mathcal{W}^k$, by

$$\alpha = (p_1, p_2, \ldots, p_{2k-1}, p_{2k}) \mapsto \hat{\alpha} := p_1^{-1} p_2 \cdots p_{2k-1}^{-1}.$$ 

Thus, $\hat{\mathcal{W}}^k \subset G$ is the set of products of $k$ left quotients of elements of $P$. Again by convention, we write $\hat{\mathcal{W}}^0 = \{e\}$, and note that $(\alpha \beta)^l = \hat{\alpha} \hat{\beta}$. For each $\alpha \in \mathcal{W}^k$ we define the reverse word $\hat{\alpha} := (p_{2k}, p_{2k-1}, \ldots, p_2, p_1) \in \hat{\mathcal{W}}^k$. It is easy to see that $\hat{\alpha} = (\hat{\alpha})^{-1}$. We shall say that a word $\alpha$ is neutral if $\hat{\alpha} = e$.

Lemma 2.1. Suppose $P$ is a submonoid of a group $G$, and assume $P$ generates $G$. Then $\{e\} \subseteq \hat{\mathcal{W}}^1 \subseteq \cdots \subseteq \hat{\mathcal{W}}^k \subseteq \hat{\mathcal{W}}^{k+1} \cdots$ and $\bigcup_k \hat{\mathcal{W}}^k = G$.

Proof. Since $e \in P$ by assumption, for each $\alpha \in \mathcal{W}^k$ the concatenation $\alpha (e, e)$ is in $\mathcal{W}^{k+1}$ and satisfies $((\alpha (e, e))^l) = \hat{\alpha}$, proving that $\hat{\mathcal{W}}^k \subseteq \hat{\mathcal{W}}^{k+1}$. Suppose now $\alpha \in \mathcal{W}^k$ and $\beta \in \mathcal{W}^l$ so that $\hat{\alpha} \in \mathcal{W}^k$ and $\hat{\beta} \in \mathcal{W}^l$. Then $\hat{\alpha} \hat{\beta} = ((\alpha \beta))^l \in \hat{\mathcal{W}}^{k+l}$, and also $\hat{\alpha}^{-1} = \hat{\beta} \in \hat{\mathcal{W}}^k$. This shows that the subset $\bigcup_k \hat{\mathcal{W}}^k$ of $G$ contains the products and inverses of its elements, hence is a subgroup of $G$. Since $(e, p) = p$ for every $p \in P$ we have $P \subseteq \hat{\mathcal{W}}^1 \subseteq \bigcup_k \hat{\mathcal{W}}^k$, and clearly any subgroup of $G$ that contains $P$ must contain $\bigcup_k \hat{\mathcal{W}}^k$. \qed
Lemma 2.2. If $\mathcal{W}^k = \mathcal{W}^{k+m}$ for some $m \geq 1$, then $\mathcal{W}^k = \mathcal{W}^{k+m}$ for every $m \geq 1$, and $\mathcal{W}^k$ is a group.

Proof. By Lemma 2.1 we see immediately that $\mathcal{W}^k = \mathcal{W}^{k+j}$ for every $j = 1, 2, \ldots, m$. An easy induction argument shows that the sequence remains constant after $k + m$ too, because $\mathcal{W}^{k+m+1} = \mathcal{W}^{k+1}\mathcal{W}^m = \mathcal{W}^{k+m} = \mathcal{W}^k$.

Remark 2.3. Recall the celebrated result of Ore stating that a cancellative monoid $P$ embeds in a group $G$ in such a way that $G = P^{-1}P$ if and only if $PP^{-1} \subseteq P^{-1}P$, namely if and only if every right quotient can be written as a left quotient. Such semigroups $P$ are called right reversible. In this case our sequence $(\mathcal{W}^k)_{k \in \mathbb{N}}$ stabilizes at the first step because $(P^{-1}P)(P^{-1}P) = P^{-1}(PP^{-1})P \subseteq P^{-1}(P^{-1}P)P = P^{-1}P$. Our choice to start the quotients with $P^{-1}$ introduces an asymmetry. Indeed, when $P$ is left reversible, namely, when $P^{-1}P \subset PP^{-1}$ it is clear that $G = PP^{-1}$. But our sequence $\mathcal{W}^k$ stabilizes at the second step because $(P^{-1}P)(P^{-1}P)(P^{-1}P) = P^{-1}(PP^{-1})PP^{-1}P = P^{-1}(P^{-1}P)PP^{-1}P = P^{-1}PP^{-1}P$, and thus we would write $G = P^{-1}PP^{-1}P$.

Definition 2.4. For every word $\alpha = (p_1, p_2, \ldots, p_{2k}) \in \mathcal{W}^k$ we define the iterated quotient set of $\alpha$ in $\mathcal{W}^k$ and, as before, denote by $\hat{\alpha}$ the reverse of $\alpha$ and by $\hat{\alpha} \hat{\beta}$ the concatenation of $\alpha$ and $\beta$. Then

1. $Q(\hat{\alpha}) = \hat{\alpha}Q(\alpha)$;
2. $Q(\hat{\alpha} \hat{\beta}) = Q(\alpha) \cup \hat{\alpha}Q(\beta)$;
3. $Q(\hat{\alpha} \hat{\beta}) = Q(\alpha)$;

in particular, if $\hat{\alpha} = e$, then

4. $Q(\hat{\alpha}) = Q(\alpha)$; and
5. $Q(\alpha) \cup Q(\beta)$.

Proof. Let $\alpha = (p_1, p_2, \ldots, p_{2k})$. Multiplying every element of

$Q(\alpha) = \{e, p_1^{-1}p_2p_2^{-1}, p_1^{-1}p_2^{-1}p_2, \ldots, p_1^{-1}p_2^{-1}p_2^{-1}p_2p_2^{-1} \ldots p_1^{-1}p_1p_1^{-1}p_2^{-1}p_2p_2^{-1} \ldots p_1^{-1}p_1, \hat{\alpha}\}$

on the left by $\hat{\alpha} = p_1^{-1}p_2p_1^{-1}p_2^{-1}p_1^{-1}p_2^{-1}p_2$, the following $l$ iterated quotients are those of $\beta$ multiplied by $\hat{\alpha}$ on the left. This gives (2).

In order to prove (3), set $\beta = \hat{\alpha}$, then use first (2) and then (1) to compute

$Q(\hat{\alpha}) = Q(\alpha) \cup \hat{\alpha}Q(\beta) = Q(\alpha) \cup \hat{\alpha}Q(\alpha)$

which proves (3) because $\hat{\alpha} \hat{\alpha} = e$. Assertions (4) and (5) follow immediately from (1) and (2).

Notice that neutral words suffice to generate all quotient sets. Indeed, by Lemma 2.5 (3), we may substitute $\alpha$ with the neutral word $\hat{\alpha} \hat{\alpha}$ without changing the iterated quotient set.

There is a left action of $P$ on words: if $p \in P$ and $\alpha \in \mathcal{W}^k$, then $p \alpha := (pp_1, pp_2, \ldots, pp_{2k})$. This satisfies $(pa)W = \hat{\alpha}$, $(pa) = p\hat{\alpha}$, and $Q(p\alpha) = Q(\alpha)$. Following [18], given a finite subset $F \subseteq G$, we set

$K_F := \bigcap_{g \in F} gP$. 
With the usual notation for multiplication of group elements and sets, we have $gK_F = K_{gF}$. We will be interested in the sets $K_F$ arising from taking $F$ to be the iterated quotient set of a word; this produces subsets of $P$ because $e \in Q(\alpha)$ for every $\alpha$. In order to lighten the notation we will write $K(\alpha)$ instead of $K_{Q(\alpha)}$ when possible, so that

$$
K(\alpha) := P \cap (p_{2k}^{-1}p_{2k-1})P \cap (p_{2k-1}^{-1}p_{2k-2}^{-1}p_{2k-3})P \cap \cdots \cap (\hat{\alpha})P.
$$

For further reference we list the following properties of $K(\alpha)$ in relation to concatenation and reversal of words.

**Proposition 2.6** (cf. Section 2.1 of [28]). If $\alpha$ and $\beta$ are in $W$, then

1. $K(\alpha) = \hat{\alpha}K(\alpha)$;
2. $K(\beta\alpha) = K(\alpha) \cap \hat{\alpha}K(\beta)$;
3. $K(\alpha\alpha) = K(\alpha)$;
4. in particular, if $\hat{\alpha} = e$, then
   - $K(\alpha) = K(\alpha)$; and
5. $K(\beta\alpha) = K(\alpha) \cap K(\beta)$;
6. and if, instead, $\hat{\beta} = e$ and $p \in P$, then
   - $K((e,p)\beta(p,e)) = K((p,e)) = pK(\beta)$
   - $K((p,e)\beta(e,p)) = K(\beta(e,p)) = P \cap p^{-1}K(\beta)$;

**Proof.** The verification of the first five items is by straightforward application of the corresponding properties of the iterated quotient sets from Lemma 2.3. We show next how to derive the last two by repeated applications of item (2). Notice first that $K((\beta(p,e)) \subset K((p,e)) = P \cap e^{-1}pP = pP$ and that $K((e,p)) = P \cap p^{-1}eP = P$. Then

$$
K((e,p)\beta(p,e)) = K((\beta(p,e)) \cap (\beta(p,e))\beta(p,e)) = K(\beta(p,e)) \cap pP = K(\beta(p,e)) = (p,e) \cap pK(\beta) = pP \cap pK(\beta) = pK(\beta),
$$

proving (6). Similarly,

$$
K((p,e)\beta(e,p)) = K((\beta(e,p)) \cap (\beta(e,p))\beta(e,p)) = K(\beta(e,p)) \cap p^{-1}(pP) = K(\beta(e,p)) = (e,p) \cap p^{-1}K(\beta) = P \cap p^{-1}K(\beta),
$$

proving (7). \hfill \Box

We record here for later use the following easy consequence of the proposition.

**Corollary 2.7.** Suppose $\alpha$ and $\beta$ are words with $\beta$ neutral, then $K(\alpha\beta\hat{\alpha}) = K(\hat{\alpha}) \cap \hat{\alpha}K(\beta)$.

The map $\alpha \mapsto K(\alpha)$ is far from injective, but it still provides a convenient way to parametrize constructible right ideals of $P$ in terms of neutral words. Thus for every monoid $P$ we let

$$
\mathfrak{J}(P) := \{K(\alpha) \mid \alpha \in W(P)\},
$$

dropping the reference to $P$ and writing simply $\mathfrak{J}$ when there is no risk of confusion. We see next that $\mathfrak{J}$ is equal to the set of all constructible right ideals as introduced in Section 2.1 of [28], modulo having to add the empty set, which is not of the form $K(\alpha)$ when $P$ is left reversible. The properties of $K(\alpha)$ listed in Proposition 2.6 allow us to give direct proofs, and to show that $\mathfrak{J}$ is automatically closed under finite intersections, a fact established in Section 3 of [28].

**Proposition 2.8** (cf. [28]). The collection $\mathfrak{J} = \{K(\alpha) \mid \alpha \in W\}$ of subsets of $P$ satisfies

1. $\mathfrak{J} = \{K(\alpha) \mid \alpha \in W, \hat{\alpha} = e\} = \{K(\alpha) \mid \alpha \in W\}$;
2. $P \in \mathfrak{J}$;
3. $K(\alpha) \cap K(\beta) \in \mathfrak{J}$ for every $\alpha, \beta \in W$;
4. $K(\alpha)p \subset K(\alpha)$ for every $\alpha \in W$ and $p \in P$ ($K(\alpha)$ is a right ideal in $P$);
5. $pK(\alpha) \in \mathfrak{J}$ for every $\alpha \in W$ and $p \in P$; and
6. $P \cap p^{-1}K(\alpha) \in \mathfrak{J}$ for every $\alpha$ and $p \in P$.

Moreover, $\mathfrak{J}$ is the smallest collection of subsets of $P$ that contains $P$ and is invariant under the left actions of $P$ and of $P^{-1}$ as in parts (5) and (6).
Proof. Since \((\hat{a}\alpha) = \hat{a}\alpha = e\) it is obvious that \(J \supseteq \{K(\alpha) \mid \alpha \in \mathcal{W}, \hat{a} = e\} \supseteq \{K(\hat{a}\alpha) \mid \alpha \in \mathcal{W}\}\). In order to show that \(J \subseteq \{K(\hat{a}\alpha) \mid \alpha \in \mathcal{W}\}\), suppose \(\alpha \in \mathcal{W}^k\) and recall that \(K(\alpha) = K(\hat{a}\alpha)\) by Proposition 2.6(3). This proves part (1).

Part (2) is obvious because \(P = K((p, p))\) for each \(p \in P\), and part (3) follows easily from Proposition 2.6(5) since part (1) allows us to work with neutral words.

Part (4) follows from the observation that the factor \(p\) is absorbed by \(P\) on the right in each term of the intersection that defines \(K_P\).

Parts (5) and (6) now follow directly from Proposition 2.6(6) and (7), respectively.

Up to this point we have verified that \(J\) is a collection of right ideals in \(P\) that contains \(P\), is closed under intersections, and is invariant under the left actions by \(P\) and \(P^{-1}\) given in parts (5) and (6).

To complete the proof we need to show that \(J\) is contained in any collection of subsets of \(P\) that contains \(P\) and is invariant under the left actions by \(P\) and \(P^{-1}\) given in parts (5) and (6). This is done by an easy induction argument based upon rewriting \(K(\alpha)\) as

\[K(\alpha) = P \cap p_{2k}^{-1}(p_{2k-1}(P \cap p_{2k-2}^{-1}(p_{2k-3}^{-1} \cdots (P \cap p_2^{-1}(p_1 P) \cdots)\))).\]

We close this section with a brief discussion of what happens when \(P\) embeds into different groups; see the argument around equation (37) in Section 3 in [28] and also [38, Lemma 3.9]. One issue is that, in principle, the subset \(K(\alpha)\) of \(P\) could depend on the specific embedding of \(P\) in a group we introduce here a new universal Toeplitz \(C^*\)-algebra \(\mathcal{G}(P)\) generated by a canonical copy of \(P\). Every embedding \(P \hookrightarrow G\) extends to a unique group homomorphism \(\gamma: \mathcal{G}(P) \rightarrow G\).

**Lemma 2.9.** Suppose \(P\) is a submonoid of a group \(G\). Let \(\gamma: \mathcal{G}(P) \rightarrow G\) be the unique group homomorphism extending \(P \hookrightarrow G\). For each \(\alpha = (p_1, \ldots, p_{2k}) \in \mathcal{W}^k\) we have

1. \(K(\alpha) = \emptyset\) whenever \(\gamma(\hat{a}) = e\) in \(G\) and \(\hat{a} \neq e\) in \(\mathcal{G}(P)\);  
2. \(K(\alpha) = K(\gamma(\alpha)) := P \cap \gamma(p_{2k}^{-1}p_{2k-1})P \cap \cdots \cap \gamma(p_{2k}^{-1}p_{2k-2}^{-1} \cdots p_2^{-1}p_1) P\), where we may identify \(P\) and \(\gamma(\alpha)\).

**Proof.** For the first assertion, suppose that \(\gamma(\hat{a}) = e\) in \(G\) and \(K(\alpha) \neq \emptyset\), and let

\[s \in K(\alpha) = P \cap p_{2k}^{-1}p_{2k-1}P \cap p_{2k-1}^{-1}p_{2k-2}^{-1}p_{2k-3}P \cap \cdots \cap p_2^{-1}p_2^{-1} \cdots p_2^{-1}p_1 P.\]

In particular, \(s \in \hat{a}P\), so there exists a unique \(t \in P\) such that \(\hat{a}t = s\) in \(\mathcal{G}(P)\). Applying \(\gamma\) on both sides of the equality and using \(\gamma(\hat{a}) = \gamma(\hat{a})^{-1} = e\), we obtain

\[\gamma(t) = \gamma(\hat{a})\gamma(t) = \gamma(\hat{a}t) = \gamma(s).\]

This implies that \(s = t\) because \(\gamma\) is injective on \(P\), which forces \(\hat{a} = \hat{a}^{-1} = e\) in \(\mathcal{G}(P)\).

For the second assertion, notice first that \(\gamma(K(\alpha)) \subseteq K(\gamma(\alpha))\) is clear. Let \(r \in P\) be such that \(\gamma(r) \in K(\gamma(\alpha))\). There is a unique \(s_1 \in P\) satisfying \(\gamma(r) = \gamma(p_{2k}^{-1}p_{2k-1}^{-1}s_1) = \gamma(p_{2k}^{-1}p_{2k-1}s_1)\). This entails \(\gamma(p_{2k}r) = \gamma(p_{2k-1}s_1)\) and hence \(r = p_{2k}^{-1}p_{2k-1}s_1\) in \(\mathcal{G}(P)\) since \(\gamma\) is injective on \(P\). But \(\gamma(r)\) also lies in \(\gamma(p_{2k}^{-1}p_{2k-1}^{-1} \cdots p_2^{-1}p_1)\). So there is a unique \(s_2 \in P\) so that

\[\gamma(r) = \gamma(p_{2k}^{-1}p_{2k-1}^{-1} \cdots p_2^{-1}p_1) \gamma(s_2).\]

Then \(\gamma(s_1) = \gamma(p_{2k}^{-1}p_{2k-1}^{-1} s_2)\) and we conclude as above that \(s_1 = p_{2k}^{-1}p_{2k-1}^{-1} s_2 \in \mathcal{G}(P)\). Thus

\[r = p_{2k}^{-1}p_{2k-1}^{-1} s_1 = p_{2k}^{-1}p_{2k-1}^{-1} \cdots p_2^{-1} \in p_{2k}^{-1}p_{2k-1}^{-1} s_2 \in \mathcal{G}(P).\]

Continuing with this procedure, we deduce that \(r \in K(\gamma(\alpha))\). Therefore \(K(\gamma(\alpha)) = K(\alpha)\) as asserted. \(\square\)

3. **Toeplitz \(C^*\)-algebras for submonoids of groups**

For each monoid \(P\) that embeds in a group we introduce here a new universal Toeplitz \(C^*\)-algebra \(\mathcal{T}_u(P)\), defined via a conceptually simple set of relations. Our choice of relations implies that the linear combinations of projections associated to constructible ideals always behave exactly as they do in the \(C^*\)-algebra \(\mathcal{T}_u(P)\) generated by the left regular representation. This is particularly relevant when the underlying monoid does not satisfy independence. When we remove some of the relations defining
Then we obtain a new presentation of the C*-algebra $C_u^*(P)$ from [28, Definition 3.2]. Hence $T_u(P)$ is canonically a quotient of $C_u^*(P)$, and we will see that the two coincide if and only if $P$ satisfies independence.

3.1. Presentation of a universal Toeplitz C*-algebra. The following notation will be very useful throughout.

**Notation 3.1.** When $w: P \to B$ is a map from $P$ to a C*-algebra $B$ and $\alpha = (p_1, p_2, \ldots, p_{2k-1}, p_{2k})$ is a word in $W$, we will denote by $\tilde{w}_\alpha$ the product

$$\tilde{w}_\alpha := w_{p_1}^* w_{p_2} \cdots w_{p_{2k-1}}^* w_{p_{2k}} \in B.$$ 

It is easy to see that $\tilde{w}_\alpha \tilde{w}_\beta = \tilde{w}_{\alpha \beta}$ and $(\tilde{w}_\alpha)^* = \tilde{w}_\alpha$. Recall that when $\alpha \in W$ and $\hat{\alpha} = e$ we say $\alpha$ is a neutral word.

Next we draw some consequences from assuming that the alternating products factor through the constructible ideals.

**Proposition 3.2.** Let $P$ be a submonoid of a group $G$. Suppose $w: P \to B$ is a map from $P$ to a C*-algebra $B$ such that

1. $w_p$ is an isometry for all $p \in P$;
2. $w_p w_q = w_{pq}$ for all $p, q \in P$;
3. the set $\{\tilde{w}_\alpha \mid \alpha \in W, \hat{\alpha} = e\}$ does not depend on the embedding $P \hookrightarrow G$ and is a commuting family of projections that is closed under multiplication and contains the identity; and
4. if $F$ is a finite set of neutral words in $W$ with $\bigcup_{\beta \in F} K(\beta) = K(\alpha)$ for some neutral word $\alpha \in W$ such that $K(\alpha) \in \{K(\beta) \mid \beta \in F\}$, then

$$\tilde{w}_\alpha = \sum_{\emptyset \neq A \subset F} (-1)^{|A|+1} \prod_{\beta \in A} \tilde{w}_\beta.$$ 

(3.3)

**Proof.** We remark that the key ideas in the proof appear in [28], especially equations (32) and (33).

Property (1) holds because $K((p, p)) = P \cap p^{-1} p P = P = K((e, e))$, so $w_p^* w_p = w_e^* w_e = 1$ by conditions (T3) and (T1). In order to prove property (2), notice that

$$(w_p w_q - w_{pq})(w_p w_q - w_{pq}) = w_p^* w_p w_q - w_q^* w_q w_p - w_{pq}^* w_{pq} w_q + w_{pq}^* w_{pq} = 2 - w_q^* w_q w_p = w_q^* w_{pq} w_q.$$

The product $w_q^* w_{pq} w_q$ is associated to the word $\alpha = (q, e, p, pq)$, which satisfies $\hat{\alpha} = e$ and $Q(\alpha) = \{e, (pq)^{-1} p, (pq)^{-1} p e^{-1} q\} = \{e, q^{-1}\}$, so that $K((q, e, p, pq)) = P \cap q^{-1} P = P = K(e, e)$. Hence $w_q^* w_p w_{pq} = w_q^* w_q w_p = 1$ by conditions (T3) and (T1); similarly $w_{pq}^* w_{pq} = 1$, using $\tilde{1}$. It follows that $w_p w_q - w_{pq} = 1$, proving property (2).

The set $\{\tilde{w}_\alpha \mid \alpha \in W, \hat{\alpha} = e\}$ does not depend on the embedding $P \hookrightarrow G$ because of Lemma [2.9] and condition (T2). It is also obviously closed under multiplication because $\tilde{w}_\alpha \tilde{w}_\beta = \tilde{w}_{\alpha \beta}$ and $\tilde{w}_\alpha$ is neutral whenever $\alpha$ and $\beta$ are, and it certainly contains $1 = \tilde{w}_{(e, e)}$. In order to prove the remainder of property (3), let $\alpha$ and $\beta$ be neutral words in $W$ and recall that $K(\alpha \beta) = K(\alpha) \cap K(\beta) = K(\beta \alpha)$ by Proposition [2.6](5). Then condition (T3) applied to the neutral words $\alpha \beta$ and $\beta \alpha$ yields

$$\tilde{w}_\alpha \tilde{w}_\beta = \tilde{w}_{\alpha \beta} = \tilde{w}_{\beta \alpha} = \tilde{w}_\beta \tilde{w}_\alpha.$$ 

To see that $\tilde{w}_\alpha$ is a projection for each neutral word $\alpha$, recall that $\tilde{w}_\alpha^* = \tilde{w}_\alpha$ and that $K(\hat{\alpha} \alpha) = K(\alpha)$ by Proposition [2.6](3). Hence condition (T3) yields

$$\tilde{w}_\alpha^* \tilde{w}_\alpha = \tilde{w}_\alpha \tilde{w}_\alpha = \tilde{w}_\alpha \tilde{w}_\alpha = \tilde{w}_\alpha,$$

which implies that each $\tilde{w}_\alpha$ is a projection, completing the proof of property (3).

Assume now that $F$ is a finite set of neutral words in $W$ with $\bigcup_{\beta \in F} K(\beta) = K(\alpha)$ for some neutral word $\alpha \in W$ such that $K(\alpha) \in \{K(\beta) \mid \beta \in F\}$. Then $\tilde{w}_\alpha \tilde{w}_\beta = \tilde{w}_{\alpha \beta} = \tilde{w}_\beta = \tilde{w}_\beta \tilde{w}_\alpha$ for every $\beta \in F$.
because $K(\alpha \beta) = K(\alpha) \cap K(\beta) = K(\beta)$. Since $\hat{w}_\alpha - \hat{w}_\beta = 0$ for some $\beta \in F$ by condition (T3), an easy expansion yields

$$0 = \prod_{\beta \in F} (\hat{w}_\alpha - \hat{w}_\beta) = \hat{w}_\alpha + \sum_{\emptyset \neq A \subseteq F} (-1)^{|A|} \prod_{\beta \in A} \hat{w}_\beta$$

(3.4)

where the products over all subsets $A$ of $F$ can be taken in any order because of property (3). This proves equation (3.3).

Remark 3.5. Proposition 3.2 highlights the significance of Li’s constructible right ideals. If we view (T1) and (T2) as ‘calibrations,’ we are essentially just asking that the map $\alpha \mapsto \hat{w}_\alpha$, denoted by $\mathcal{T}_u$, factor through $\alpha \mapsto K(\alpha)$, and yet we obtain a very strong algebraic structure for the collection $\{w_p \mid p \in P\}$ as a consequence. We point out that the order in which the projections are multiplied or the words concatenated does not affect the formulas in (3.3) because of part (3) and condition (T3) of Proposition 3.2.

Definition 3.6. Let $P$ be a submonoid of a group $G$. We define the universal Toeplitz algebra of $P$, denoted by $\mathcal{T}_u(P)$, to be the universal $C^*$-algebra with generators $\{t_p : p \in P\}$ subject to the relations

(T1) $t_e = 1$;

(T2) $t_\alpha = 0$ if $K(\alpha) = \emptyset$ with $\emptyset = e$;

(T3) $t_\alpha = t_\beta$ if $\alpha$ and $\beta$ are neutral words such that $K(\alpha) = K(\beta)$;

(T4) $\prod_{\beta \in F}(t_\alpha - t_\beta) = 0$ if $F$ is a finite set of neutral words such that $K(\alpha) = \bigcup_{\beta \in F} K(\beta)$ for some neutral word $\alpha$.

Remark 3.7. We would like to make a few comments concerning Definition 3.6.

1. Relation (T3) is simply the special case of (T4) for $|F| = 1$. Further, with the convention that the union over the empty set is empty, if we interpret an empty product in (T4) as being equal to $t_\alpha$ then we can also derive (T2) from (T4). We have chosen to include (T2) and (T3) explicitly here mainly for clarity and to facilitate the comparison with further constructions. It seems also plausible that the verification of specific cases would probably have to go through (T2) and (T3) anyway.

2. Notice that if $P$ is left reversible then $K(\alpha)$ is never empty, making (T2) vacuous. So (T2) only applies when $P$ is not left reversible.

3. Further insight into relation (T4) is gained from noticing its relation to independence. Recall from [28] that the semigroup $P$ is said to satisfy the independence condition if the union $\bigcup_{\beta \in F} K(\beta)$ of constructible ideals in $P$ is a constructible ideal itself only when $\bigcup_{\beta \in F} K(\beta) = K(\alpha)$ for some neutral word $\alpha \in W$ such that $K(\alpha) = \{K(\beta) \mid \beta \in F\}$, equivalently, when the characteristic functions of constructible right ideals are linearly independent. This, in turn, implies that the product in (T4) vanishes for every $w$ satisfying (T3), because one of the factors is zero. Thus, in particular, semigroups that satisfy independence and (T3) also satisfy (T4) automatically. The full implication of this observation is spelled out in Corollary 5.23 below.

4. It is also helpful to notice that in the particular case when the ideals $K(\beta)$ happen to be mutually disjoint, the only nonzero terms in equation (3.4) are those for which the subset $A$ of $F$ is a singleton. In this case (T4) simply reduces to the familiar relation $t_\alpha = \bigoplus_{\beta \in F} t_\beta$ involving a sum of mutually orthogonal projections.

We list next several equivalent formulations of relation (T4) that are helpful to understand better its meaning and motivation. In particular, relation (T4) is a stronger version of the property stated in Proposition 3.2 because it applies whenever the union of a finite collection of constructible ideals is a constructible ideal, regardless of whether this ideal is a member of the collection or not.

Lemma 3.8. Suppose $B$ is a unital $C^*$-algebra and $t : P \to B$ is a map that satisfies relations (T1)–(T3). The following are equivalent:

1. relation (T4);

2. relation (T4) restricted to the special cases where independence fails, that is, for neutral words $\alpha \in W$ and finite sets $F \subseteq W$ such that $K(\alpha) = \bigcup_{\beta \in F} K(\beta)$ and $K(\alpha) \neq K(\beta)$ for all $\beta \in F$;
(3) the expanded version of relation (T4),
\[ i_\alpha = \sum_{\emptyset \neq A \subset F} (-1)^{|A|+1} \prod_{\beta \in A} i_\beta \]  
if \( F \subset W \) is a finite set of neutral words and \( \alpha \in W \) is a neutral word that satisfies 
\( K(\alpha) = \bigcup_{\beta \in F} K(\beta) \), equivalently, restricted to special cases where independence fails.

(4) the expanded version of relation (T4) written in terms of concatenation of words:
\[ i_\alpha = \sum_{\emptyset \neq A \subset F} (-1)^{|A|+1} \prod_{\beta \in A} i_\beta \]  
if \( F \) and \( \alpha \) as in (T4), equivalently, restricted to the special cases where independence fails.

Proof. That (1) \( \Longrightarrow \) (2) is immediate. To see that (2) \( \Longrightarrow \) (1), we only need to notice that in the cases that are left out of (2), that is to say, for each neutral word \( \alpha \) and finite set \( F \) of neutral words such that \( K(\alpha) = \bigcup_{\beta \in F} K(\beta) \) for some \( \beta_0 \in F \), the product in (T4) clearly vanishes because it includes the factor \( (t_\alpha - t_{\beta_0}) \), which is trivial by (T3). The remaining equivalences are easy to see from the expansion in equation (3.9).

3.2. The left regular representation. The (reduced) Toeplitz \( C^* \)-algebra \( T_\lambda(P) \) is, by definition, the \( C^* \)-algebra generated by the image of the left regular representation \( L \) of \( P \) on \( \ell^2(P) \), which is given by \( L_p \delta_q = \delta_{pq} \) on the standard orthonormal basis elements. The range projection \( L_p L_p^* \) of the generating isometry \( L_p \) is the multiplication operator by the characteristic function \( \mathbb{1}_{pP} \) of the set \( pP \).

Since the representation of \( \ell^\infty(P) \) as multiplication operators on \( \ell^2(P) \) is isometric, there is no harm in confusing these multiplication operators with the functions they represent. We will use the following basic observation from [25].

Lemma 3.11. [25 Definition 2.12 and Lemma 3.1] Let \( P \) be a submonoid of a group \( G \), and let \( \mathbb{1}_{K(\alpha)} \in \ell^\infty(P) \) denote the characteristic function of \( K(\alpha) \). Then \( \hat{L}_\alpha = \mathbb{1}_{\hat{K}(\alpha)} \) for every neutral word \( \alpha \) and \( D_r := \text{span} \{ \mathbb{1}_{K(\alpha)} \in T_\alpha(P) \mid \hat{\alpha} = e \} \) is a \( C^* \)-subalgebra of \( \ell^\infty(P) \), which we call the reduced diagonal.

There is also a full diagonal subalgebra \( \Delta_a := \text{span} \{ i_\alpha \in T_a(P) \mid \hat{\alpha} = e \} \) at the level of the universal Toeplitz algebra. This does not depend on the embedding \( P \hookrightarrow G \) and is a commutative unital \( C^* \)-subalgebra of \( T_a(P) \) by Proposition 3.12.

Proposition 3.12. Let \( P \) be a submonoid of a group \( G \), and denote by \( \{ t_p \mid p \in P \} \) the set of canonical generators for \( T_a(P) \). Then the map \( t_p \mapsto L_p \) extends to a surjective \( * \)-homomorphism \( \lambda^+ : T_a(P) \to T_\lambda(P) \).

Proof. Since \( \hat{L}_\alpha = \mathbb{1}_{\hat{K}(\alpha)} \) it is easy to see that relations (T2) and (T3) are satisfied by \( L \), and relation (T1) is obvious for \( L \). In order to prove that \( L \) also satisfies (T4), let \( F \) be a finite set of neutral words such that the union of their corresponding right ideals is a constructible right ideal, that is, such that \( \bigcup_{\beta \in F} K(\beta) = K(\alpha) \) for some neutral word \( \alpha \). Then \( 0 = \bigcap_{\beta \in F} (K(\alpha) \setminus K(\beta)), \) and hence
\[ 0 = \prod_{\beta \in F} (\mathbb{1}_{K(\alpha)} - \mathbb{1}_{K(\beta)}) \],
which shows that \( L \) satisfies relation (T4). The resulting canonical homomorphism \( \lambda^+ : T_a(P) \to T_\lambda(P) \) is surjective because the image contains the generating isometries \( L_p \) for \( p \in P \).

It is clear from Proposition 3.12 that the restriction \( \lambda^+ \mid \Delta_a \) maps \( \Delta_a \) onto \( D_a \), and we would like to show next that this restriction is in fact an isomorphism. We will obtain this as a corollary of our characterization of the representations of \( T_a(P) \) that are faithful on \( D_a \). The following fact is probably well known, but we have not been able to find a general reference. We include the concrete statement here for completeness and to set the notation.

Lemma 3.13 (cf. Lemma 1.4 of [25]). Suppose \( F \) is a finite set of mutually commuting projections in a unital \( C^* \)-algebra and let \( \lambda_X \in \mathbb{C} \) for each \( X \in F \). For every subset \( A \) of \( F \) define
\[ Q_A := \prod_{X \in A} X \prod_{X \in F \setminus A} (1 - X) \],
which includes the extreme cases \( Q_0 = \prod_F (1 - X) \) and \( Q_F = \prod_F X \).

Then \( 1 = \sum_{A \subseteq F} Q_A \) is a decomposition of the identity into mutually orthogonal projections,

\[
\sum_{X \in F} \lambda_X X = \sum_{\emptyset \neq A \subseteq F} (\sum_{X \in A} \lambda_X) Q_A
\]

and

\[
\left\| \sum_{X \in F} \lambda_X X \right\| = \max \{ |\sum_{X \in A} \lambda_X| \mid \emptyset \neq A \subset F, \ A \neq 0 \}
\]

Proof. The proof follows, mutatis mutandis, from the proof of [25, Lemma 1.4], keeping the product \( \prod_{X \in A} X \) instead of substituting it by \( X_{\sigma A} \).

**Definition 3.14.** A map \( \omega: P \to B \) satisfying (T1)–(T4) of Definition[3.6] is said to be jointly proper if

\[
\prod_{\alpha \in F} (1 - \omega_\alpha) \neq 0 \tag{3.15}
\]

for every finite collection \( F \) of neutral words such that \( K(\alpha) \) is a proper constructible right ideal for each \( \alpha \in F \). By extension, we will also say that a unital \( * \)-homomorphism \( \rho \) of \( \mathcal{T}_u(P) \) into a C*-algebra \( B \) is jointly proper if

\[
\prod_{\alpha \in F} (1 - \rho(\omega_\alpha)) \neq 0
\]

for every finite collection \( F \) as above. Because of (T3), it suffices to verify that (3.15) holds for words \( \alpha \) in a collection large enough to generate all constructible ideals.

**Example 3.16.** Recall that an isometry \( V \) is called proper if \( VV^* \neq 1 \). So Coburn’s theorem[2] can be rephrased by saying that the C*-algebra generated by a proper isometry is canonically unique. In order to see why the stronger condition of joint properness might be necessary for a uniqueness result, let \( S \) be the unilateral shift on \( \ell^2(\mathbb{N}) \) and consider the two isometries \( V := S \oplus 1 \) and \( W := 1 \oplus S \) defined on \( \ell^2(\mathbb{N}) \oplus \ell^2(\mathbb{N}) \). Then \( V \) and \( W \) are proper isometries that \( * \)-commute. Thus the isometric representation \( T: \mathbb{N}^2 \to \mathbb{B}(\ell^2(\mathbb{N}) \oplus \ell^2(\mathbb{N})) \) defined by \( T_{(1,0)} := V \) and \( T_{(0,1)} := W \) is covariant in the sense of Nica, equivalently, satisfies (T3), but is not jointly proper. Denoting as usual by \( c \) the C*-algebra of convergent sequences, we see that the diagonal in \( C^*(T_{(a)}) \) is isomorphic to \( c \oplus c \) while the diagonal in \( T_{(a)}(\mathbb{N}^2) \) is \( c \oplus c \).

Other familiar examples of proper isometries that are not jointly proper arise from isometric representations \( V: \mathbb{F}^n_+ \to \mathcal{H} \) with \( n < \infty \). In this case Nica-covariance means that the generating isometries \( V_j \) have mutually orthogonal ranges. If \( \sum_j V_j V_j^* = 1 \), or, equivalently, if \( \prod_j (1 - V_j V_j^*) = 0 \), then the resulting representation of \( \mathcal{T}_C \) is not jointly proper. In fact, such a representation factors through \( \mathcal{O}_n \), whose diagonal is isomorphic to the continuous functions on infinite path space, while the diagonal in \( \mathcal{T}_n \) itself is isomorphic to the continuous functions on the space of finite and infinite paths.

**Remark 3.17.** If \( R \) and \( S \) are constructible ideals with \( R \subseteq S \), then \( 1_R \leq 1_S \) and hence \( 1 - 1_S \leq 1 - 1_R \).

Hence the verification of whether a representation is jointly proper can sometimes be reduced to finite subsets of larger ideals, which are generally associated to shorter words.

**Definition 3.14** generalizes to constructible right ideals the condition used in [25, Proposition 2.3] to characterize representations that are faithful on the diagonal algebra when \( P \) is the positive cone in a quasi-lattice ordered group. So it should not be too much of a surprise that such a characterization is possible for general submonoids of groups too.

**Proposition 3.18.** Suppose \( P \) is a submonoid of the group \( G \). A \( * \)-homomorphism \( \rho: \mathcal{T}_u(P) \to B \) is faithful on the full diagonal subalgebra \( \mathcal{D}_u \) if and only if it is jointly proper.

Proof. Evaluation at \( e \in P \) shows that \( \prod_{\alpha \in F} (1 - \rho(\omega_\alpha)) \neq 0 \) in \( D_e \); so the representation \( \lambda^+ \) arising from the map \( L: P \to \mathcal{T}_u(P) \) is jointly proper. Hence the same is true for the identity representation of \( \mathcal{T}_u(P) \) arising from the universal map \( t: P \to \mathcal{T}_u(P) \), so the condition is necessary.

For sufficiency, suppose \( \rho \) is jointly proper and let \( a \neq 0 \) be an element of the form

\[
a := \sum_{\alpha \in F} \lambda_\alpha t_\alpha \in D_u,
\]
where \( F \subset W \) is a finite collection of neutral words. We will show that \( \rho(a) \neq 0 \) in \( B \). Since \( a \) is a linear combination of commuting projections, Lemma 3.13 gives a nonempty subset \( A \) of \( F \) such that the projection

\[
Q_A := \prod_{\alpha \in A} i_\alpha \prod_{\beta \in F \setminus A} (1 - i_\beta)
\]

is nonzero and satisfies \( \|Q_A a\| = \|a\| = |\sum_{\alpha \in A} \lambda_\alpha| \).

If the set \( \bigcap_{\alpha \in A} K(\alpha) \setminus \bigcup_{\beta \in F \setminus A} K(\beta) \) were empty, then we would have

\[
\bigcap_{\alpha \in A} K(\alpha) = \bigcup_{\beta \in F \setminus A} \left( K(\beta) \cap \bigcap_{\alpha \in A} K(\alpha) \right),
\]

and equation (3.10) would realize \( \prod_{\alpha \in A} i_\alpha \bigcap_{\alpha \in A} K(\alpha) \) as a linear combination of subprojections of the projections \( i_\beta \) for \( \beta \in F \setminus A \). This would force \( Q_A = 0 \), contradicting the choice of \( Q_A \). So there exists \( p \in \bigcap_{\alpha \in A} K(\alpha) \setminus \bigcup_{\beta \in F \setminus A} K(\beta) \), and we may define a projection by

\[
Q := t_p^* t_p Q A t_p^* \left( 1 - (t_p^* i_{(p,e)} t_p) t_p^* \right) = t_p \left( \prod_{\beta \in F \setminus A} (1 - i_{(p,e) \beta(e,p)}) \right) t_p^*.
\]

Clearly \( Q \) is a subprojection of \( Q_A \) and \( Q \neq 0 \) because through the local regular representation we have \( \lambda^+(Q)(p) = \prod_{\beta \in F \setminus A} (1 - 1_{K(\beta)\cap F}) (p) = 1 \). Hence \( aQ = (\sum_{\alpha \in A} \lambda_\alpha) Q \), and thus \( \|aQ\| = \|a\| = |\sum_{\alpha \in A} \lambda_\alpha| \).

Passing to the representation \( \rho \), we get

\[
\rho(Q) = \rho(t_p) \left( \prod_{\beta \in F \setminus A} (1 - \rho(i_{(p,e) \beta(e,p)}) \right) \rho(t_p)^*,
\]

where the middle factor is of the type that appears in the joint properness condition (3.15). From Proposition 2.6(6) we know that

\[
K((p,e) \beta(e,p)) = P \cap p^{-1} K(\beta)
\]

and since \( p \notin K(\beta) \) by construction, we conclude that the ideal \( K((p,e) \beta(e,p)) \) is proper for each \( \beta \in F \setminus A \). Thus, our assumption (3.15), together with the fact that \( \rho(t_p) \) is an isometry, imply that \( \rho(Q) \neq 0 \). But since \( \rho(a) \rho(Q) = \rho(aQ) = (\sum_{\alpha \in A} \lambda_\alpha) \rho(Q) \) and \( \|Q\| \neq 0 \), we must have \( \rho(a) \neq 0 \) as wanted.

To establish the proposition, observe that for each \( \cap \)-closed finite subcollection \( C \) of constructible ideals,

\[
\mathfrak{A}(C) := \overline{\text{span}} \{ i_\alpha : \alpha \in W, K(\alpha) \in C, \alpha = e \}
\]

is a finite dimensional C*-subalgebra of \( D_u \) spanned by a finite set of projections arising from constructible right ideals. To see this, for each \( S \in C \), choose a neutral word \( \alpha_S \) with \( K(\alpha_S) = S \). Then it follows from relation (T3) of Definition 3.6 that \( \mathfrak{A}(C) = \text{span} \{ i_{\alpha_S} : S \in C \} \) as claimed. Now notice that \( D_u = \lim_C \mathfrak{A}(C) \), with the limit taken over the \( \cap \)-closed finite subcollections of constructible ideals directed by inclusion. From the above we deduce that the representation \( \rho \) is faithful on each \( \mathfrak{A}(C) \), and so it is also faithful on \( D_u \).

\[\blacksquare\]

**Corollary 3.19.** The restriction of \( \lambda^+ \) to the full diagonal \( D_u \) gives a canonical isomorphism \( D_u \cong D_r \). A representation of \( T_\lambda(P) \) is faithful on \( D_r \) if and only if it is jointly proper.

**Proof.** The first line of the proof of Proposition 3.18 verifies that \( \lambda^+ \) is jointly proper, so the first assertion follows by Proposition 3.18. Once we know that \( D_u \) is canonically isomorphic to \( D_r \), the second assertion follows directly also from Proposition 3.18. \[\blacksquare\]

Let \( E_r : T_\lambda(P) \to D_r \) be the restriction of the canonical diagonal conditional expectation from \( B(l^2(P)) \) onto \( l^\infty(P) \). It is determined by

\[
\langle E_r(b) \delta_p | \delta_q \rangle = \begin{cases} 
|b\delta_p | \delta_q & \text{if } p = q, \\
0 & \text{otherwise}
\end{cases}
\]

for \( b \in T_\lambda(P) \) and is a faithful conditional expectation.
Corollary 3.20. Let $P$ be a submonoid of a group. Then $E_u := (\lambda^+ |_{D_u})^{-1} \circ E_\nu \circ \lambda^+$ is a conditional expectation from $T_u(P)$ onto $D_u$ that vanishes on the subspace

$$B_g := \pi \mathfrak{m}(\hat{\alpha}_\alpha | \alpha \in W, \hat{\alpha} = g) \subseteq T_u(P)$$

whenever $g \neq e$. Moreover,

$$\ker \lambda^+ = \{ b \in T_u(P) | E_u(b^*b) = 0 \}.$$  

Proof. The first assertion is clearly true. For the last one, notice that $E_u(b^*b) = 0$ if and only if $\lambda^+(b^*b) = 0$ because $E_\nu$ is faithful. Now the result follows because $\lambda^+(b^*b) = 0$ if and only if $\lambda^+(b) = 0$.

3.3. Li’s semigroup $C^*$-algebra. Next we wish to compare $T_u(P)$ with the full semigroup $C^*$-algebra of a submonoid of a group, denoted by $C^*_\#(P)$ in \cite{28}. We begin by recalling that definition.

Definition 3.21. (cf. \cite{28} Definition 3.2) Let $P$ be a submonoid of a group $G$. The semigroup $C^*$-algebra of $P$, denoted by $C^*_\#(P)$, is the universal $C^*$-algebra generated by a family of isometries $\{ v_p | p \in P \}$ and projections $\{ e_S | S \in \mathfrak{J} \cup \{ \emptyset \} \}$ such that

(i) $v_pv_q = v_{pq}$ whenever $p, q \in P$;
(ii) $e_\emptyset = 0$; 
(iii) $\hat{e}_\alpha = e_S$ whenever $S \in \mathfrak{J}$ and $\alpha \in W$ satisfy $\hat{\alpha} = e$ and $K(\alpha) = S$.

The family $\{ e_S | S \in \mathfrak{J} \cup \{ \emptyset \} \}$ replicates the semilattice structure of the corresponding family of subsets of $P$. This property is included as part of \cite{28} Definition 2.2 for general semigroups, but for submonoids of groups it is a consequence of the relations listed above. Perhaps surprisingly, one can achieve the same effect by requiring a lot less, as shown in the next proposition.

Proposition 3.22. Let $P$ be a submonoid of a group and let $C^*_\#(P)$ be the universal $C^*$-algebra generated by a family of elements $\{ w_p | p \in P \}$ subject to the relations (T1)–(T3) of Proposition 3.2. Then $C^*_\#(P)$ is canonically isomorphic to $C^*_\#(P)$, i.e. there is an isomorphism that maps $w_p$ to $v_p$.

Proof. We know from Proposition 3.2 that any family $\{ w_p | p \in P \}$ satisfying (T1) and (T3) consists of a semigroup of isometries, so there is no concern about existence of the universal object $C^*_\#(P)$. Denote by $v_p$ and $e_S$ the generating isometries and projections of $C^*_\#(P)$. Since $1 = v^*_e v_e = v^*_e v_e = v_e$ by the first relation in Definition 3.21, we see that (T1) holds in $C^*_\#(P)$. If $\alpha \in W$ is a neutral word with $K(\alpha) = \emptyset$, then $\hat{e}_\alpha = e_{K(\alpha)} = 0$, from which it follows that relation (T2) in the presentation of $C^*_\#(P)$ holds in $C^*_\#(P)$. A similar argument shows that (T3) also holds. Hence there is a $^*$-homomorphism $C^*_\#(P) \to C^*_\#(P)$ that maps the element $w_p \in C^*_\#(P)$ to the corresponding isometry $v_p \in C^*_\#(P)$. This homomorphism is surjective by Corollary 2.10 and Lemma 3.3 of \cite{28}.

To obtain the inverse map, recall that the family of constructible right ideals of $P$ is given by

$$\{ K(\alpha) | \alpha \in W, \hat{\alpha} = e \}$$

by Proposition 2.8. So for each $S \in \mathfrak{J}$ we may choose $\alpha_S = (p_1, p_2, \ldots, p_{2k})$ with $\alpha_S = e$ such that $S = K(\alpha_S)$. Then

$$\hat{w}_{\alpha_S} = w_{p_1}^* w_{p_2} \cdots w_{p_{2k-2}}^* w_{p_{2k-1}} w_{p_{2k}}$$

is a projection by Proposition 3.2(3). Because of relation (T3), the projection $\hat{w}_{\alpha_S}$ in $C^*_\#(P)$ does not depend on the choice of the neutral word $\alpha_S$ representing the right ideal $S$. It follows from the definition of the $\hat{w}_{\alpha_S}$’s and Proposition 3.2 that the family of projections $\{ w_{\alpha_S} | S \in \mathfrak{J} \}$ in $C^*_\#(P)$, together with the family of isometries $\{ w_p | p \in P \}$, satisfy the conditions of Definition 3.21. Hence the maps $v_p \mapsto w_p$, $e_S \mapsto \hat{w}_{\alpha_S}$ and $e_\emptyset \mapsto 0$ extend to a homomorphism $C^*_\#(P) \to C^*_\#(P)$, which is obviously the inverse of the one determined above by $w_p \mapsto v_p$.

Corollary 3.23. Suppose $P$ is a submonoid of a group. Then the map $v_p \mapsto t_p$ extends to a canonical surjective $^*$-homomorphism $\lambda^\# : C^*_\#(P) \to T_u(P)$, which is an isomorphism if and only if $P$ satisfies independence.
Proof. That $v_p \mapsto t_p$ extends to a surjective $\ast$-homomorphism $\lambda^\#: C^*_\#(P) \to T_\#(P)$ follows from Proposition 3.22, since the relations defining $T_\#(P)$ include those defining $C^*_\#(P)$. Suppose that $\lambda^\#$ is an isomorphism. Then the restriction of $\lambda^\#$ to the diagonal subalgebra

$$D_s = \text{span}\{e_S \mid S \in \mathcal{J}\}$$

is faithful. Hence $(\lambda^+ \circ \lambda^\#)|_{D_r} : D_s \to D_r$ is an isomorphism by Proposition 3.12. But $\lambda^+ \circ \lambda^\#$ is precisely the left regular representation $\lambda : C^*_L(P) \to T_\#(P)$. So $P$ satisfies independence by [28, Corollary 2.27].

From Proposition 3.22, we know that (T1)–(T3) hold in $C^*_\#(P)$ for general $P$. When $P$ satisfies independence, condition (2) of Lemma 3.8 is void, hence automatically satisfied. Thus Lemma 3.8 implies that (T4) holds in $C^*_\#(P)$. So by the universal property of $T_\#(P)$ the map that sends $t_p$ to $v_p$ for each $p \in P$ extends to a homomorphism $T_\#(P) \to C^*_\#(P)$, which is the inverse of $\lambda^\#$. □

Another semigroup $C^*$-algebra, denoted $C^*_s(\mathcal{S})(P)$, is mentioned in passing, right before Subsection 3.1 of [28]. Its presentation is not given explicitly, but the notation makes it clear that $C^*_s(\mathcal{S})(P)$ is meant to be the quotient of the $C^*$-algebra $C^*_s(\mathcal{S})(P)$ from [28, Definition 2.4] by the ideal generated by the relation $\Pi_C$ in [28, Definition 3.2]. We can deduce from [28, Lemma 3.3] that $C^*_s(\mathcal{S})(P)$ coincides with the $C^*$-algebra with the same defining relations as $C^*_s(\mathcal{S})(P)$ but with extra generators in the presentation. These come from the projections $\{e_X \mid X \in \mathcal{J}(\mathcal{S})\}$, where

$$\mathcal{J}(\mathcal{S}) = \{ \bigcup_{R \in \mathcal{C}} R \mid \emptyset \neq C \subset \mathcal{J}, |C| < \infty \}.$$ 

Our (T4) implies relation $\Pi_C(i)$ in [28, Definition 2.4] in the special case when $X$ and $Y$ are constructible ideals whose union is also a constructible ideal. By [28, Proposition 2.24], it is also reasonable to expect that $C^*_s(\mathcal{S})(P)$ should have the same property as our $T_\#(P)$, of being a quotient of $C^*_s(\mathcal{S})(P)$ that is isomorphic to it when independence holds. Thus, it is natural to wonder whether $C^*_s(\mathcal{S})(P)$ and $T_\#(P)$ are one and the same. On the path to decide this question we establish next some equivalent forms of relation (T4).

**Lemma 3.24.** Suppose that $w : P \to B$ is a map of $P$ into a $C^*$-algebra $B$ that satisfies relations (T1) and (T2). The following are equivalent:

1. $w : P \to B$ satisfies relation (T4);
2. $\sum_{\beta \in \mathcal{F}} \lambda_\beta \tilde{w}_\beta = 0$ whenever $F$ is a finite set of neutral words in $W$ and the linear combination $\sum_{\beta \in \mathcal{F}} \lambda_\beta \mathbb{1}_{K(\beta)}$ vanishes in $D_r$;
3. $\sum_{\beta \in \mathcal{F}} (-1)^{|B|} \prod_{\beta \in B} \tilde{w}_\beta = \sum_{\beta \in \mathcal{F}} (-1)^{|\mathcal{C}|} \prod_{\gamma \in \mathcal{C}} \tilde{w}_\gamma$ whenever $F$ and $H$ are finite sets of neutral words in $\mathcal{W}$ such that $\bigcup_{\beta \in \mathcal{F}} K(\beta) = \bigcup_{\gamma \in \mathcal{H}} K(\gamma)$; and
4. $\prod_{\beta \in \mathcal{F}} (1 - \tilde{w}_\beta) = \prod_{\gamma \in \mathcal{H}} (1 - \tilde{w}_\gamma)$ whenever $F$ and $H$ are finite sets of neutral words in $\mathcal{W}$ such that $\bigcup_{\beta \in \mathcal{F}} K(\beta) = \bigcup_{\gamma \in \mathcal{H}} K(\gamma)$.

**Proof.** Notice first that each of the conditions (1)–(4) imply that (T3) holds. We will prove

$$\text{(3)} \implies \text{(1)} \implies \text{(2)} \implies \text{(3)} \iff \text{(4)}.$$ 

Setting $F = \{a\}$ in (3) gives (1), and a standard application of the expansion in (3.4) shows that (3) and (4) are equivalent. This takes care of the first and the last (double) implications.

Assume now (2) holds and $\bigcup_{\beta \in \mathcal{F}} K(\beta) = \bigcup_{\gamma \in \mathcal{H}} K(\gamma)$. Then

$$\sum_{\beta \in \mathcal{F}} (-1)^{|B|+1} \mathbb{1}_K(\prod_{\beta \in B} \beta) = \sum_{\beta \in \mathcal{F}} (-1)^{|\mathcal{C}|+1} \mathbb{1}_K(\prod_{\gamma \in \mathcal{C}})$$

in $D_r$. So by condition (2) the corresponding equality will hold in $B$ with $\tilde{w}_K(\prod B)$ in place of $\mathbb{1}_K(\prod B)$ and $\tilde{w}_K(\prod C)$ in place of $\mathbb{1}_K(\prod C)$. This gives (3) and establishes (2) $\implies$ (3).
In order to see that (1) \(\implies\) (2), assume that \(w\) satisfies (T4), and let \(\rho_w\) be the resulting representation of \(T_u(P)\). If \(\sum_{\beta \in F} \lambda_\beta \mathbb{1}_{K(\beta)} = 0\) in \(D_r\), then \(\sum_{\beta \in F} \lambda_\beta \mathbb{1}_\beta = 0\) in \(D_u\) because of Corollary 3.19 so necessarily
\[
\sum_{\beta \in F} \lambda_\beta \bar{w}_\beta = \rho_w \left( \sum_{\beta \in F} \lambda_\beta \mathbb{1}_\beta \right) = 0.
\]
\[\square\]

**Proposition 3.25.** The following C*-algebras are canonically isomorphic:

1. the universal Toeplitz C*-algebra \(T_u(P)\);
2. the C*-algebra with presentation \((T1)-(T3)\) and \((T4c)\): \(\sum_{\alpha \in F} \lambda_\alpha \mathbb{1}_\alpha = 0\) whenever \(\sum_{\alpha \in F} \lambda_\alpha \mathbb{1}_{K(\alpha)}\) vanishes in \(\ell^\infty(P)\);
3. the C*-algebra \(C^*_s(J)\) from [28 Section 3] defined as the quotient of \(C^*_s(J)\) by the ideal \(\{i_u = e_{K(\alpha)} : \alpha \in W, \alpha = e\}\) from relation \(\text{III}_G\) in [28 Definition 3.2].

**Proof.** That \(T_u(P)\) is canonically isomorphic to the C*-algebra with the presentation \((T1)-(T3)\) and \((T4c)\) given in item (2) follows from the equivalence of conditions (1) and (2) in Lemma 3.24. From Proposition 3.22 we know that \((T1)-(T3)\) hold for the isometries in \(C^*_s(J)\). By [28 Corollary 2.22] the map \(D_r \to D_u\) that sends a generating projection to the characteristic function of the corresponding right ideal is an isomorphism. So condition (2) from Lemma 3.24 also holds in \(C^*_s(J)\). Thus, the map \(t_p \mapsto v_p\) extends to a canonical *-homomorphism of \(T_u(P)\) to \(C^*_s(J)\).

For the inverse of the above *-homomorphism, let \(\{t_p : p \in P\}\) be the canonical generating elements of \(T_u(P)\). If \(X = \bigcup_{\beta \in F} K(\beta) \in J(J)\), we may define
\[
\epsilon_X := \sum_{\emptyset \neq B \subset F} (-1)^{|B|+1} \prod_{\beta \in B} i_\beta = 1 - \prod_{\beta \in F} (1 - i_\beta)
\]
because the right hand side above only depends on \(X\) by parts (3) and (4) of Lemma 3.24. It is now easy to verify that the pair of maps \((t, \epsilon)\) satisfies the relations defining \(C^*_s(J)\). Relation \(\text{III}_G\) is simply the definition of \(\epsilon_X\) with \(X = K(\alpha)\). The relation \(t_p \epsilon_X t_p^* = \epsilon_p X\) can be derived from relation \(\text{III}_G\) since it holds when \(X\) is in \(J\) (see [28 Lemma 3.3]). The remaining relations to be verified only involve the \(\epsilon_X\)’s and come from the presentation of \(C^*_s(J)\). These relations are satisfied in \(D_r\) as observed right after [28 Definition 2.4]. But we know from Corollary 3.19 that there is a canonical isomorphism \(D_u \cong D_r\), so the relations are satisfied by the set of projections \(\{\epsilon_X : X \in J(J)\}\) in \(D_u\) as well. Hence \(T_u(P)\) and \(C^*_s(J)\) are canonically isomorphic. \[\square\]

4. **Semigroup C*-algebras as partial crossed products**

A partial action of \(G\) on \(D_r\) is constructed in [15 Section 5.5.2], and the corresponding reduced partial crossed product is shown to be isomorphic to \(T_u(P)\). [15 Theorem 5.6.41]. Here we aim to show that the full partial crossed product of that action is always canonically isomorphic to our \(T_u(P)\). For ease of reference and to establish our notation we describe the partial action of \(G\) on \(D_r\) in terms of the constructible right ideals of \(P\), without passing through the inverse semigroup of partial bijections \(I(P)\) associated to \(P\). This makes our study of faithful representations for \(T_u(P)\) and of simplicity of the boundary quotient more accessible. We point out, nevertheless, that many of the results of this section could also be extracted from [15 Section 5].

4.1. **Partial action basics.** We begin with some basic facts concerning partial actions and partial crossed products.

**Definition 4.1** ([28 Definition 11.4]). A partial action of a discrete group \(G\) on a C*-algebra \(A\) is a pair \(\gamma = (\{A_g : g \in G\}, \{\gamma_g : g \in G\})\), where \(\{A_g : g \in G\}\) is a collection of closed two-sided ideals of \(A\) and \(\gamma_g : A_{g^{-1}} \to A_g\) is a *-isomorphism for each \(g \in G\), such that for all \(g, h \in G\)

1. \(A_e = A\) and \(\gamma_e\) is the identity on \(A\);
2. \(\gamma_g(A_{g^{-1}} \cap A_h) \subseteq A_{gh};\)
3. \(\gamma_g \circ \gamma_h = \gamma_{gh}\) on \(A_{h^{-1}} \cap A_{(gh)^{-1}}\).
We recall the construction of full and reduced partial crossed products based on full and reduced cross-sectional C*-algebras of Fell bundles. Further details can be found in [20]. Let \( \gamma = (\{A_g\}_{g \in G}, \{\gamma_g\}_{g \in G}) \) be a partial action of \( G \) on \( A \). We build a Fell bundle \( \mathcal{B}_\gamma = (B_{\gamma_g})_{g \in G} \) over \( G \) as follows. We set \( B_{\gamma_g} := A_g \) as a complex Banach space. For \( a \in A_g \), we write \( a\delta_g \) to identify the element in \( B_{\gamma_g} \) corresponding to \( a \). The multiplication map

\[
B_{\gamma_g} \times B_{\gamma_h} \to B_{\gamma_{gh}}
\]

is then given by

\[
(\alpha\delta_g) \cdot (\beta\delta_h) := \gamma_g(\gamma_h^{-1}(a)b)\delta_{gh}, \quad a \in A_g, b \in A_h, g, h \in G. \tag{4.2}
\]

This is well defined by condition (2) of Definition 4.1. The resulting multiplication operation on \( \mathcal{B}_\gamma \) is associative. For each \( g \in G \), we define an involution \( * : B_{\gamma_g} \to B_{\gamma_g}^{-1} \) by

\[
(\alpha\delta_g)^* := \gamma_g^{-1}(a^*)\delta_{g^{-1}}, \quad a \in A_g.
\]

Then \( \mathcal{B}_\gamma = (B_{\gamma_g})_{g \in G} \) is a Fell bundle whose unit fiber algebra is \( A \) (see [20, Proposition 16.6]).

**Definition 4.3.** The Fell bundle \( \mathcal{B}_\gamma = (B_{\gamma_g})_{g \in G} \) constructed above is called the semidirect product bundle relative to \( \gamma = (\{A_g\}_{g \in G}, \{\gamma_g\}_{g \in G}) \). The partial crossed product of \( A \) by \( G \) under \( (\{A_g\}_{g \in G}, \{\gamma_g\}_{g \in G}) \), denoted by \( A \rtimes_\gamma G \), is the (full) cross-sectional C*-algebra of \( \mathcal{B}_\gamma = (B_{\gamma_g})_{g \in G} \). The reduced partial crossed product \( A \rtimes_{\gamma,r} G \) is defined to be the reduced cross-sectional C*-algebra of \( \mathcal{B}_\gamma \).

Recall that a map \( v : G \to B \) from \( G \) to a unital C*-algebra \( B \) is said to be a *-partial representation of \( G \) in \( B \) if \( v_g \) is a partial isometry for each \( g \in G \) with \( v_e = 1 \), and the set of partial isometries \( \{v_g \mid g \in G\} \) satisfies the relations

\[
v_g^* = v_{g^{-1}} \quad \text{and} \quad v_g v_h v_{h^{-1}} = v_{gh} v_{h^{-1}},
\]

for all \( g, h \in G \). Let \( \gamma = (\{A_g\}_{g \in G}, \{\gamma_g\}_{g \in G}) \) be a partial action. A covariant representation of \( (\{A_g\}_{g \in G}, \{\gamma_g\}_{g \in G}) \) in \( B \) is a pair \((\pi, v)\), where \( v : G \to B \) is a *-partial representation and \( \pi : A \to B \) is a *-homomorphism, such that for all \( g \in G \) and \( a \in A_{g^{-1}} \),

\[
v_g \pi(a)v_{g^{-1}} = \pi(\gamma_g(a)).
\]

A covariant representation \( (\pi, v) \) of \( (\{A_g\}_{g \in G}, \{\gamma_g\}_{g \in G}) \) yields a representation \( \pi \times v : A \rtimes_\gamma G \to B \) induced by the formula

\[
(\pi \times v)(\alpha\delta_g) = \pi(a)v_g,
\]

for \( g \in G \) and \( a \in A_g \). By [20, Theorem 13.2], the map \( (\pi, v) \mapsto \pi \times v \) gives a one-to-one correspondence between nondegenerate covariant representations of \( (\{A_g\}_{g \in G}, \{\gamma_g\}_{g \in G}) \) on \( H \) such that \( v_g v_{g^{-1}} \) is the orthogonal projection onto \( \pi(A_g)H = \operatorname{span}\{\pi(a) \xi \mid \xi \in H, a \in A_g\} \) and nondegenerate representations of the partial crossed product \( A \rtimes_\alpha G \) on \( H \).

### 4.2. Toeplitz algebras as partial crossed products.

Suppose that \( P \) is a submonoid of a group \( G \). By [15, Section 5.5.2] there is a partial action of \( G \) on \( D_r \) with \( D_r \rtimes_\gamma G \cong \mathcal{T}_\alpha(P) \). We wish to describe this partial action explicitly in terms of words and their constructible ideals. For each \( g \in G \), let

\[
A_{g^{-1}} := \operatorname{span}\{1_K(\alpha) \mid \alpha \in \mathcal{W}, \alpha \circ g \} \subseteq D_r.
\]

So \( A_r = D_r \) by Lemma 3.11. Also, notice that \( A_{g^{-1}} \) is precisely the ideal \( D_{g^{-1}} \) defined in [15, p. 188] because in \( \mathcal{T}_\alpha(P) \)

\[
1_K(\alpha) = 1_{K(\alpha \circ \delta_g)} = \hat{L}_{\alpha} L_{\alpha} = \hat{L}_{\alpha}^* \hat{L}_{\alpha}.
\]

**Proposition 4.4** (cf. [15, Section 5.5.2]). Let \( P \) be a submonoid of a group \( G \). For each \( g \in G \), there is a unique *-isomorphism \( \gamma_g : A_{g^{-1}} \to A_g \) given on a projection \( 1_K(\alpha) \in A_{g^{-1}} \) by

\[
\gamma_g(1_K(\alpha)) = 1_{K(\alpha \circ g)} = 1_{K(\hat{\alpha})}.
\]

Moreover, \( \gamma = (\{A_g\}_{g \in G}, \{\gamma_g\}_{g \in G}) \) is a partial action of \( G \) on \( D_r \).
Proof. We view $B(ℓ^2(P))$ as a closed $C^*$-subalgebra of $B(ℓ^2(G))$ using the canonical embedding of $ℓ^2(P)$ as a closed subspace of $ℓ^2(G)$. We claim that

$$λ_γ1_{K(α)}λ_γ^{-1} = 1_{K(α)},$$

where $λ: G → B(ℓ^2(G))$ is the left regular representation of $G$. To show this, let $h ∈ G$. Since $λ_γ^{-1}(δ_h) = δ_{g^{-1}h}$, it follows that

$$λ_γ1_{K(α)}λ_γ^{-1}(δ_h) = \begin{cases} δ_h & \text{if } g^{-1}h ∈ K(α), \\ 0 & \text{otherwise.} \end{cases}$$

Since $g = α$, Proposition 2.6 yields $gK(α) = K(α)$. Hence the automorphism $X ↦ λ_γXλ_γ^{-1}$ of $B(ℓ^2(G))$ restricts to a $*$-isomorphism $γ_ι: A_{g^{-1}} → A_g$ determined by $γ_ι(1_{K(α)}) = 1_{K(α)}$.

To see that $A_{g^{-1}}$ is an ideal of $D_r$, let $α = (p_1, ..., p_{2k})$ be such that $α = g$. Let $β = (q_1, ..., q_{2ℓ}) ∈ W$ with $β = e$. It follows from Proposition 2.6 with the roles of $α$ and $β$ exchanged that

$$1_{K(α)}1_{K(β)} = 1_{K(β)}1_{K(α)} = 1_{K(β)∩K(α)} = 1_{K(α,β)}.$$ 

This lies in $A_{g^{-1}}$ because $αβ = 1_{K(α)}1_{K(β)} = 1_{K(β)∩K(α)} = 1_{K(α,β)}$.

Let us now prove that $\{A_g\}_{g∈G}$, $\{γ_g\}_{g∈G}$ satisfies axiom (ii) of Definition 4.1 That is, for all $g, h ∈ G$, one has

$$γ_g(A_{g^{-1}}∩A_h) ⊆ A_{gh}.$$ 

Let $α = (p_1, ..., p_{2k})$ and $β = (q_1, ..., q_{2ℓ})$ be words in $P$ with $α = g$ and $β = h^{-1}$, so that $1_{K(α)} ∈ A_{g^{-1}}$ and $1_{K(β)} ∈ A_h$. Again we view $B(ℓ^2(P))$ as a $C^*$-subalgebra of $B(ℓ^2(G))$ using the canonical inclusion $ℓ^2(P) ↪ ℓ^2(G)$. Thus for all $k ∈ G$,

$$γ_g(1_{K(α)}1_{K(β)}) = (λ_γ1_{K(α)}1_{K(β)}λ_γ^*)&(δ_k) = \begin{cases} δ_k & \text{if } g^{-1}k ∈ K(α)∩K(β), \\ 0 & \text{otherwise.} \end{cases}$$

Now we compute

$$gK(α)∩K(β) = gK(α)∩gK(β) = K(α)∩gK(β).$$

Replacing $g$ by $α$ in the above and using Proposition 2.6, we deduce that

$$gK(α)∩K(β) = K(βα).$$

Hence $γ_g(1_{K(α)}1_{K(β)}) = 1_{K(βα)}$. Since

$$βα = b^{-1}g^{-1} = (gh)^{-1},$$

it follows that $γ_g(1_{K(α)}1_{K(β)}) ∈ A_{gh}$ and so $γ_g(A_{g^{-1}}∩A_h) ⊆ A_{gh}$ as desired. Axiom (iii) of Definition 4.1 follows from the computation

$$γ_{gh}(b) = λ_{gh}bλ_{gh}^* = λ_γλ_{gh}bλ_γ^* = λ_γγ_{h}(b)λ_γ^* = γ_{h}(γ_{h}(b))$$

for all $b ∈ A_{g^{-1}}∩A_h$. We then conclude that $\{A_g\}_{g∈G}$, $\{γ_g\}_{g∈G}$ is a partial action of $G$ on $D_r$. □

Remark 4.5. Observe that $A_{g^{-1}} = \{0\}$ if and only if $g^{-1}P∩P = \emptyset$. One direction is obvious because $K(α) ⊆ g^{-1}P∩P$ whenever $α = g$. For the converse assume $g^{-1}P∩P ≠ \emptyset$ and take $p, q ∈ P$ such that $g^{-1}q = p$; then $α = (e, q, p, e)$ satisfies $α = qP^{-1} = g$ and $1_{K(α)} = 1_{P^P} ∈ A_{g^{-1}}$. Also notice that if $p ∈ P$, then the ideal $A_p$ is the corner determined by the projection $1_{Pp}$ and $A_{g^{-1}} = D_r$.

Lemma 4.6. Let $P$ be a submonoid of a group $G$. Let $\{A_g\}_{g∈G}$, $\{γ_g\}_{g∈G}$ be the partial action of $G$ on $D_r$ from Proposition 4.4. Let $α = (p_1, p_2, ..., p_{2k}) ∈ W^k$ with $α = g^{-1}$. Then

$$1_{K(α)}δ_γ = δ_{p_1} = δ_{p_2} = δ_{p_3} = ... = δ_{p_{2k}} = 1_{Pp}δ_{p_1}.$$ 

In particular, for every $g ∈ G$, one has

$$B_γ = \text{span}\{δ_β \mid β ∈ W, β = g\}$$

and the full and reduced partial crossed products $D_r × G$ and $D_r × Γ_r G$ are generated as $C^*$-algebras by the semigroup of isometries $\{1_{Pp}δ_{p_1} \mid p ∈ P\}$. 


Proof. Let $\tilde{\pi} : D_r \times_\gamma G \to B(\mathcal{H})$ be a nondegenerate representation of $D_r \times_\gamma G$ on a Hilbert space $\mathcal{H}$. Let $(\pi, w)$ be the unique nondegenerate covariant representation of $\{(A_g)_{g \in G}, \{(\gamma_g)_{g \in G}\}$ on $\mathcal{H}$ such that $w_g w_{g^{-1}}$ is the orthogonal projection onto $\pi(A_g)\mathcal{H}$ and $\tilde{\pi} = \pi \times w$. We will prove by induction on $k$ that

$$\tilde{\pi}(\mathbb{1}_{K(\alpha)} \delta_g) = \pi(\mathbb{1}_{K(\alpha)}) w_g = w_{p_{2k}^{-1}} w_{p_{2k-1}} \cdots w_{p_2^{-1}} w_{p_1} = \tilde{w}_{\alpha}^k,$$

for all $\alpha = (p_1, p_2, \ldots, p_{2k}) \in W^k$ and $g = \hat{\alpha}$. The base case $k = 0$ only occurs if $g = e$, and clearly $\pi(\mathbb{1}_{K(\alpha)}) w_e = \pi(\mathbb{1}) w_e = w_e$ in this case. Suppose $k = 1$, so that $\alpha = (p_1, p_2)$. Then

$$\pi(\mathbb{1}_{K(\alpha)}) w_{p_2^{-1} p_1} = \pi(\mathbb{1}_{p_1} p_{p_2} p_2) w_{p_2^{-1} p_1} = w_{p_2^{-1}} \pi(\mathbb{1}_{p_1} p_2) w_{p_2^{-1} p_1} = \pi(\mathbb{1}_{p_2}) \pi(\mathbb{1}_{p_1}) w_{p_2^{-1} p_1} = w_{p_2^{-1} p_1}.$$

We used above that $w : G \to B(\mathcal{H})$ is a $^*$-partial representation and $\mathbb{1}_p p$ is the unit of the ideal $A_p$, so that $w_p w_{p^{-1}} = \pi(\mathbb{1}_p)$. Now fix $k > 1$ and assume as induction hypothesis that

$$\tilde{\pi}(\mathbb{1}_{K(\beta)} \delta_h) = \pi(\mathbb{1}_{K(\beta)}) w_h = \tilde{w}_{\beta}^l$$

for all $\beta \in W^{k-1}$ and $h = \hat{\beta}$. Let $\alpha \in W^k$ and $g = \hat{\alpha}$. Set $\alpha' = (p_1, p_2, \ldots, p_{2k-1}, e) \in W^{k-1}$. Notice that

$$\mathbb{1}_{K(\alpha)} = \gamma_{p_2}^{-1}(\mathbb{1}_{K(\alpha')} \mathbb{1}_{p_{2k}}).$$

Hence

$$\tilde{\pi}(\mathbb{1}_{K(\alpha)} \delta_g) = \pi(\mathbb{1}_{K(\alpha)}) w_g = w_{p_2^{-1}} \pi(\mathbb{1}_{K(\alpha')}) \pi(\mathbb{1}_{p_{2k}}) w_{p_2} w_g = w_{p_2^{-1}} \pi(\mathbb{1}_{K(\alpha')}) w_{p_{2k}, g} = w_{p_2^{-1}} \pi(\mathbb{1}_{K(\alpha')}) w_{\alpha'}.\$$

Observe that we still have $\alpha' \in W^k$. Put $\alpha'' := (p_1, p_2, \ldots, p_{2k-3}, p_{2k-2})$. So $\alpha'' \in W^{k-1}$. Also,

$$\pi(\mathbb{1}_{K(\alpha')}) = \pi(\gamma_{p_{2k-1}}(\mathbb{1}_{K(\alpha''')})) = w_{p_{2k-1}} \pi(\mathbb{1}_{K(\alpha'')}) w_{p_{2k-1}}^{-1}.\$$

Therefore

$$w_{p_2^{-1}} \pi(\mathbb{1}_{K(\alpha')}) w_{\alpha'}^l = w_{p_2^{-1}} w_{p_{2k-1}} \pi(\mathbb{1}_{K(\alpha'')}) w_{p_{2k-1}}^{-1} w_{\alpha'} = w_{p_{2k}}^{-1} \pi(\mathbb{1}_{K(\alpha'')}) w_{p_{2k-1}}^{-1} w_{p_{2k-1}}^{-1} w_{\alpha''} = w_{p_2^{-1}} w_{p_{2k-1}} \pi(\mathbb{1}_{K(\alpha'')}) w_{\alpha''}.\$$

We can now apply our induction hypothesis to $\alpha''$ to conclude that

$$\tilde{\pi}(\mathbb{1}_{K(\alpha)} \delta_g) = \pi(\mathbb{1}_{K(\alpha)}) w_g = w_{p_2^{-1}} w_{p_{2k-1}} \cdots w_{p_2^{-1}} w_{p_1},$$

as asserted. Since we can always take a covariant pair $(\pi, w)$ such that $\pi$ is a faithful representation of $D_r$ and, for all $p \in P$, one has $w_{p^{-1}} = (\pi \times w)(\delta_{p^{-1}})$ and $w_p = (\pi \times w)(\mathbb{1}_p \mathbb{1}_p \delta_p)$, we deduce that

$$\mathbb{1}_{K(\alpha)} \delta_g = \delta_{p_2}^{-1} \mathbb{1}_{p_2} \delta_{p_2-1} \cdots \delta_{p_2}^{-1} \mathbb{1}_{p_1} \mathbb{1}_p \mathbb{1}_p \delta_p,$$

in $B_{\gamma_g} = A_g \delta_g$. Hence

$$B_{\gamma_g} = \mathbb{1}_{\mathcal{H}} \mathbb{1}_{q_1, q_2} \cdots \mathbb{1}_{q_{2l-1}} \mathbb{1}_{q_{2l}} \mathbb{1} \{ l \geq 0, q_1^{-1} q_2 \cdots q_{21}^{-1} q_{2l} \delta_g = g\} = \mathbb{1}_{\mathcal{H}} \mathbb{1}_{q_1, q_2} \cdots \mathbb{1}_{q_{2l}} \delta_g \in \beta \in W, \beta = g\}$$

for all $g \in G$. The last assertion in the statement follows because $\bigoplus_{g \in G} B_{\gamma_g}$ is dense in $D_r \times_\gamma G$ and $D_r \times_{\gamma, r} G$. This finishes the proof of the lemma. \hfill \Box

By [15] Theorem 5.6.41 the reduced Toeplitz $C^*$-algebra $\mathcal{T}_\lambda(P)$ is canonically isomorphic to the reduced partial crossed product $D_r \times_{\gamma, r} G$. We show next that the full version of this isomorphism holds for $\mathcal{T}_\alpha(P)$. As a byproduct of our construction, we also recover the reduced result.
Theorem 4.7. Let $P$ be a submonoid of a group $G$. Let $\{(A_g)_{g \in G}, \{\gamma_g\}_{g \in G}\}$ be the partial action of $G$ on $D_r$ from Proposition 4.4. Then the map $t_p \mapsto \mathbb{1}_p \delta_p$ induces an isomorphism $$\mathcal{T}_u(P) \cong D_r \rtimes_\gamma G.$$

In addition, $L_p \mapsto \mathbb{1}_p \delta_p$ gives rise to an isomorphism between reduced $C^*$-algebras $\mathcal{T}_u(P) \cong D_r \rtimes_\gamma \gamma_r G$.

Proof. To see that the map that sends $t_p$ to $\mathbb{1}_p \delta_p$ induces a surjective $*$-homomorphism $\psi: \mathcal{T}_u(P) \to D_r \rtimes_\gamma G$, notice that $$\mathbb{1}_{K(\alpha)} \delta_\alpha = \mathbb{1}_{K(\hat{\alpha})} \delta_\alpha = \delta_{p_1} \mathbb{1}_{p_2} \mathbb{1}_{p_2} \cdots \delta_{p_{2k-1}} \mathbb{1}_{p_{2k}} \delta_{p_{2k}} = \delta_\alpha$$ in $D_r \rtimes_\gamma G$ whenever $\alpha = (p_1, \ldots, p_{2k-1}, p_{2k}) \in W^\delta_\delta$ satisfies $\hat{\alpha} = \alpha$. Hence the defining relations (T1)–(T4) of Definition 3.6 are satisfied in $D_r \rtimes_\gamma G$ and so the map $t_p \mapsto \mathbb{1}_p \delta_p$ extends to a $*$-homomorphism $\psi: \mathcal{T}_u(P) \to D_r \rtimes_\gamma G$. This is surjective by Lemma 4.6.

In order to construct an inverse for $\psi$, for each $g \in G$, consider the subspace of $\mathcal{T}_u(P)$ given by

$$B_g = \text{span} \{t_a \mid \alpha \in W, \hat{\alpha} = g\}.$$ 

Then $\psi: \mathcal{T}_u(P) \to D_r \rtimes_\gamma G$ is faithful when restricted to $B_g$ for all $g \in G$, because it is so on $B_e = D_u$ and $b^*b \in B_e$ for all $b \in B_g$. Put $\psi_g := \psi|_{B_g}$. Then $\psi_g: B_g \to A_g \alpha$ is an isomorphism by Lemma 4.6. Thus we can define a representation $\psi'$ of $\{(A_g)_{g \in G}, \{\gamma_g\}_{g \in G}\}$ in $\mathcal{T}_u(P)$ by

$$\psi'(a \delta_g) = \psi_g^{-1}(a \delta_g)$$

for all $a \in A_g$ and $g \in G$. Since $B_g B_h \subseteq B_{gh}$ and $B_{g}^* = B_{g^{-1}}$, it follows that $\psi_g^{-1}(b)^* = \psi_g^{-1}(b^*)$ and $\psi_g^{-1}(b)\psi_g^{-1}(c) = \psi_{gh}^{-1}(bc)$ for all $g, h \in G$, $a \in \lambda(B_g)$, $b \in \lambda(B_h)$. Thus

$$\psi'(a \delta_g) \psi'(b \delta_h) = \psi_g^{-1}(a \delta_g) \lambda_h^{-1}(b \delta_h) = \psi_g^{-1}(a \delta_g \cdot b \delta_h) = \psi'(a \delta_g \cdot b \delta_h).$$

Similarly, one can show that $\psi'$ preserves the involution operation $*: A_g \delta_g \to A_{g^{-1}} \delta_{g^{-1}}$. Hence it gives rise to a $*$-homomorphism $\psi': D_r \rtimes_\gamma G \to \mathcal{T}_u(P)$ by universal property of $D_r \rtimes_\gamma G$. Since $D_r \rtimes_\gamma G$ is generated as a $C^*$-algebra by the set of isometries $\{\mathbb{1}_p \delta_p \mid p \in P\}$, we see that $\psi'$ is the inverse of $\psi$ as desired.

It remains to establish the isomorphism $\mathcal{T}_u(P) \cong D_r \rtimes_\gamma \gamma_r G$. Let $\Lambda: D_r \rtimes_\gamma G \to \mathcal{T}_u(P)$ be the left regular representation associated to the partial action $\{(A_g)_{g \in G}, \{\gamma_g\}_{g \in G}\}$ and let $E_\Lambda: D_r \rtimes_\gamma G \to D_r \delta_e$ be the corresponding conditional expectation. By [20, Proposition 19.7],

$$\ker \Lambda = \{e \in D_r \rtimes_\gamma G \mid E_\Lambda(e^* e) = 0\}.$$ 

Hence Corollary 3.20 and the commutativity of the diagram

$$\begin{array}{ccc}
\mathcal{T}_u(P) & \xrightarrow{s} & D_r \rtimes_\gamma G \\
\downarrow{E_\Lambda} & & \downarrow{E_\Lambda} \\
D_u & \xrightarrow{\psi|_{D_u}} & D_r \delta_e
\end{array}$$

yield $\psi(\ker \Lambda^+)^+ = \ker \Lambda$. Thus $\mathcal{T}_u(P) \cong D_r \rtimes_\gamma \gamma_r G$ via an isomorphism that identifies the canonical generating elements. \hfill \Box

Remark 4.8. It is pointed out in [15, Remark 5.6.46] that instead of defining the full semigroup $C^*$-algebra as an inverse semigroup $C^*$-algebra, one could focus on the full $C^*$-algebra of the partial transformation groupoid $G \rtimes_\Omega \delta$, or, equivalently, the full partial crossed product $D_r \rtimes_\gamma G$. When we combine Theorem 4.7 with Proposition 3.25, we see that the latter $C^*$-algebra is canonically isomorphic to the $C^*$-algebra $C^*_u(P)$ mentioned in [28, Section 3]. The reason for the isomorphism is that both coincide with our $\mathcal{T}_u(P)$. As suggested also in [15, Remark 5.6.46], the full partial crossed product version would yield stronger, ‘independence-free’, versions of [15, Theorem 5.6.44] and [15, Corollary 5.6.45], see below. Arguably, choosing such a path is more justified and the stronger results are more appealing now that we have introduced the $C^*$-algebra $\mathcal{T}_u(P)$ via a transparent presentation.
Theorem 4.9 (cf. [15, Theorem 5.6.44]). Suppose $P$ is a submonoid of a group $G$ and consider the following conditions:

1. $\mathcal{T}_u(P)$ is nuclear;
2. $\mathcal{T}_\lambda(P)$ is nuclear;
3. the groupoid $G \ltimes \Omega_P$ is amenable;
4. the left regular representation $\lambda^+: \mathcal{T}_u(P) \to \mathcal{T}_\lambda(P)$ is faithful.

Then (1) $\iff$ (2) $\iff$ (3) $\implies$ (4). If $G$ is exact, then (4) $\implies$ (1), and all conditions are equivalent.

Proof. By Theorem 4.7, $\mathcal{T}_u(P)$ and $\mathcal{T}_\lambda(P)$ are the full and the reduced crossed product of the partial action of $G$ on $\Omega_P$, and hence are respectively isomorphic to the full and reduced groupoid $C^*$-algebras of the partial transformation groupoid $G \ltimes \Omega_P$. So the first statement follows directly from [15, Theorem 5.6.7]. If $G$ is exact and $P$ satisfies independence, the implication (4) $\implies$ (1) has already been obtained, for $C^*_r(P)$, in [6, Corollary 5.5]; for general $P$ we use Theorem 4.7 and [6, Theorem 4.10].

Corollary 4.10 (cf. [15, Corollary 5.6.45]). If the monoid $P$ embeds in an amenable group $G$, then all the conditions in Theorem 4.9 hold.

Proof. Since $G$ is amenable, all the conditions in Theorem 4.9 are equivalent. As indicated in the proof of [15, Corollary 5.6.45], it also follows that the groupoid $G \ltimes \Omega_P$ is amenable by Theorem 20.7 and Theorem 20.10 in [20]. This proves the corollary.

Remark 4.11. We can also see now that the conclusion of [15, Theorem 5.6.42] holds, without the assumption of independence, for the $C^*$-algebra $\mathcal{T}_u(P)$ instead of $C^*_r(P)$. The proof goes along the same lines, but relies on our Theorem 4.9 instead of [15, Theorem 5.6.44].

5. Faithful representations of $\mathcal{T}_\lambda(P)$

Our main purpose in this section is to study faithfulness of representations of $\mathcal{T}_\lambda(P)$, for which we use the partial crossed product picture of $\mathcal{T}_\lambda(P)$ as described in Section 4. The first result reduces the question of whether a representation of $\mathcal{T}_\lambda(P)$ is faithful to whether its restriction to the crossed product of $D_r$ by the action of the group of units is faithful. This generalizes earlier results, from [15], valid for trivial unit group and from [3] about right LCM monoids. It turns out that topological freeness of the partial action of $G$ is equivalent to that of its restriction to the group of units, and we characterize this in terms of the action of units on constructible right ideals. We finish the section by deriving a general uniqueness theorem for the $C^*$-algebra generated by a collection of elements satisfying the presentation of $\mathcal{T}_u(P)$.

5.1. A characterization of faithful representations. If $P$ is embedded as a submonoid in a group $G$, then $P^* = P \cap P^{-1}$ is a subgroup of $G$. The partial action of $G$ restricts to an action of $P^*$ on the diagonal subalgebra $D_r$, and the crossed product $D_r \rtimes_{\gamma,r} P^*$ embeds canonically in the partial crossed product $\mathcal{T}_\lambda(P) \cong D_r \rtimes_{\gamma,r} G$. This observation plays a crucial role in the following characterization of faithful representations of $\mathcal{T}_\lambda(P)$.

Theorem 5.1. Every nontrivial ideal of $\mathcal{T}_\lambda(P) \cong D_r \rtimes_{\gamma,r} G$ has nontrivial intersection with the subalgebra $D_r \rtimes_{\gamma,r} P^*$. In other words, a representation of $\mathcal{T}_\lambda(P)$ is faithful if and only if it is faithful on $D_r \rtimes_{\gamma,r} P^*$.

Proof. Let $E_r : \mathcal{T}_\lambda(P) \to D_r$ be the canonical faithful conditional expectation of $\mathcal{T}_\lambda(P)$ onto the diagonal subalgebra. In order to prove the theorem, it suffices to show that if a representation $\rho : \mathcal{T}_\lambda(P) \to B(H)$ is faithful on the reduced crossed product $D_r \rtimes_{\gamma,r} P^*$, then there is a conditional
We relegate the proof of existence of expectation $\varphi_\rho$, defined on the image of $\rho$ and having range $\rho(D_r)$, so that the square

$$
\begin{array}{ccc}
T_\lambda(P) \cong D_r \times_{\gamma_r} G & \underbrace{\rho} & \rho(T_\lambda(P)) \\
E_r & \left| \varphi_\rho \right| & D_r \left| \rho|_{D_r} \right. \\
\end{array}
$$

(5.2)

commutes. The usual argument then completes the proof: if $\rho(b) = 0$, then $(\varphi_\rho \circ \rho)(b^*b) = 0$, and hence $(\rho|_{D_r} \circ E_r)(b^*b) = 0$. Since $E_r(b^*b) \in D_r$, this implies that $E_r(b^*b) = 0$. Thus $b^*b = 0$ and $b = 0$ because $E_r$ is faithful.

We denote by $A_y^c$ the dense $^\ast$-subalgebra of $A_y$ spanned by the set $\{ 1\lambda | \alpha = g^{-1} \}$. Thus $\bigoplus_{g \in G} A_y^c \delta_g$ is a dense $^\ast$-subalgebra of $D_r \times_{\gamma_r} G$. In order to show that the conditional expectation $\varphi_\rho$ exists we show that for each (finite) linear combination $\sum_{g \in F} a_g \delta_g$ in $\bigoplus_{g \in G} A_y^c \delta_g$ (in which we may assume there is a term $a_e$ by setting it to be zero if necessary), there exist an element $p \in P$ and a projection $Q \in D_r$ such that

1. $|a_e(p)| = |a_e|$;
2. $Q(p) = 1$;
3. $Qa_g \delta_g Q = 0$ for every $g \in F \setminus pP^*p^{-1}$; and
4. $\| p \rho Q = Q = Q p \rho p \rho$.

We relegate the proof of existence of $p$ and $Q$ to Lemma 5.4 below. Supposing for now that $p$ and $Q$ are as above, we have the following estimate.

$$
\left\| \varphi_\rho (\sum_{g \in F} a_g \delta_g) \right\| \geq \left\| \varphi_\rho (Q \sum_{g \in F} a_g \delta_g \rho(Q)) \right\| \\
= \left\| \sum_{g \in F \cap pP^*p^{-1}} \varphi_\rho (\| p \rho a_g \delta_g Q \| p \rho p) \right\| \quad \text{because of (3)} \\
= \left\| \sum_{g \in F \cap pP^*p^{-1}} \varphi_\rho (\| p \rho \delta_g p^{-1} a_g Q \| p \rho p \rho \delta_g p^{-1}) \right\|
$$

We continue by changing the summation index from $g \in F \cap pP^*p^{-1}$ to $u := p^{-1} gp \in p^{-1} F p \cap P^*$ and using the multiplication rule (4.2) for generators of the partial crossed product.

$$
\left\| \varphi_\rho (\sum_{g \in F} a_g \delta_g) \right\| \geq \left\| \sum_{u \in p^{-1} F p \cap P^*} \varphi_\rho (\| p \rho p \delta_g p^{-1} a_{pup^{-1}} Q \delta_{pup^{-1}} Q \| p \rho p \delta_g p^{-1}) \right\| \\
= \left\| \sum_{u \in p^{-1} F p \cap P^*} \varphi_\rho (\| p \rho p \delta_g p^{-1} a_{pup^{-1}} Q \delta_{pup^{-1}} Q \| p \rho p \delta_g p^{-1}) \right\| \\
= \left\| \sum_{u \in p^{-1} F p \cap P^*} \varphi_\rho (\| p \rho p \delta_g p^{-1} (\gamma_{p^{-1}}(\| p \rho a_{pup^{-1}} Q) \| p \rho p) \rho(\delta_{p^{-1}}) \right\| \\
= \left\| \sum_{u \in p^{-1} F p \cap P^*} \varphi_\rho (\| p \rho p \delta_g p^{-1} (\gamma_{p^{-1}}(\| p \rho a_{pup^{-1}} Q) \| p \rho p) \delta_{p^{-1}}) \right\|
$$
Since this sum is in the crossed product by the action of $P^*$ and $\rho$ is assumed to be faithful there, 
\[
\|\rho\left(\sum_{g \in F} a_g \delta_g\right)\| \geq \left\| \sum_{u \in P^{-1}FPC} \gamma_{up^{-1}}(\gamma_{pu^{-1}}(1_{pP}\alpha_{pu}p^{-1}Q)Q1_{pP})\delta_u\right\|
\]
\[
\geq \left\| \gamma_{p^{-1}}(1_{pPa_cQ1_{pP}})\right\| \quad \text{ because } E_r \text{ is contractive,}
\]
\[
= \left\| 1_{pPa_cQ1_{pP}}\right\| \quad \text{ because of (4) and (1),}
\]
\[
= \|a_c\| \quad \text{ because } \rho \text{ is faithful on } D_r.
\]

Thus, the map $\sum_{g \in F} \rho(a_g \delta_g) \mapsto \rho(a_c)$ is well defined and contractive on a dense $^\ast$-subalgebra of $\rho(T_\lambda(P))$. So it extends uniquely by continuity to give a conditional expectation $\varphi : \rho(T_\lambda(P)) \to \rho(D_r)$ such that the diagram (5.2) commutes. \hfill \Box

The following lemma can be extracted from the proof of [15, Theorem 5.7.2]; we formulate it explicitly because it is useful in a couple of places.

**Lemma 5.3.** Let $g \in G$ and $p \in P$. The following are equivalent.

1. $gpP = pP$;
2. $g \in P^*p^{-1}$;
3. $gp \in pP^*$;

**Proof.** Suppose that $gpP = pP$ and take $x, y \in P$ such that $gp = px$ and $p = gpy$. Multiplying the first identity on the right by $g$, we obtain $gpy = pxg$ and so $xy = e$. Since $P$ is contained in a group, we deduce that $x$ and $y$ are invertible, that is, $x, y \in P^*$. Thus $g = pxp^{-1} \in pP^*p^{-1}$. This proves that (1) $\implies$ (2). The converse holds because if $g = pxp^{-1}$ with $x \in P^*$, then $gpP = pxP = pP$. Clearly (3) is just a reformulation of (2). \hfill \Box

**Lemma 5.4.** Let $P$ be a submonoid of a group $G$. Let $F \subseteq G$ be a finite set and let $a = \sum_{g \in F} a_g \delta_g$ be an element of the dense $^\ast$-subalgebra $\bigoplus_{g \in G} A_g \delta_g$ of $D_r \rtimes \gamma, r$ $G$. Then there exist a point $p \in P$ and a projection $Q \in D_r$ with the properties (1)–(4) listed in the proof of Theorem 5.1.

**Proof.** The proof is an adaptation of the strategy of [25, Lemma 3.2] combined with the main idea of the proof of [15, Theorem 5.7.2]. Let $A \subseteq \mathfrak{A}$ be a finite collection of constructible right ideals and let $\{\lambda_S \mid S \in A\} \subseteq \mathbb{C}$ be scalars such that $a_e = \sum_{S \in A} \lambda_S \mathbb{1}_S$. Because $a_e$ is a finite linear combination of projections in $\ell^\infty(P)$, there is $p \in P$ such that $\|a_e\| = |a_e(p)|$. Consider the subset of $A$ given by
\[
F_p := \{S \in A \mid p \in S\}
\]
and put
\[
Q_{F_p} := \prod_{S \in F_p} \mathbb{1}_S \prod_{S' \in A \setminus F_p} (\mathbb{1} - \mathbb{1}_{S'}).
\]
Note that $Q(p) = 1$ because $S' \in A \setminus F_p$ implies $(\mathbb{1} - \mathbb{1}_{S'})(p) = 1$. We are going to modify $Q_{F_p}$ by taking a subprojection $Q \leq Q_{F_p}$ with $Q(p) = 1$ and $Qa_g \delta_g Q = 0$ for all $g \in F \setminus pP^*p^{-1}$. To do so, we need to find, in the context of a general submonoid of a group, the correct analogues of the elements $ad_{a_g}$ used in the setting of quasi-lattice orders to define a projection $Q$ right after [25, Equation (3.6)].

Let $a = \sum_{g \in F} a_g \delta_g$ be as in the statement of the lemma. Take $g \in F \setminus pP^*p^{-1}$. By Lemma 5.3, $gpP \neq pP$ so we have either $gpP \cap pP \subseteq pP$, or $gpP \cap pP \subseteq pGP$. This latter situation is equivalent to $pP \cap g^{-1}pP \subseteq pP$. Now since $a_g$ lies in the linear span $\{\mathbb{1}_{K\{a\}} \mid \alpha = g^{-1}\}$, we can find $m \in \mathbb{N}$ and words $\alpha_1, \ldots, \alpha_m \in W$ with $\bar{\alpha}_i = g^{-1}$ such that $a_g = \sum_{i=1}^m \lambda_i \mathbb{1}_{K\{\alpha_i\}}$, where $\lambda_i \in \mathbb{C}$ for all $i \in \{1, \ldots, m\}$. For each $i = 1, \ldots, m$, we define
\[
d^p_{\alpha_i} = \begin{cases} 
1_{K\{(p,e)\alpha_i\}} & \text{if } gpP \cap pP \subseteq pP, \\
1_{K\{(p,e)\bar{\alpha}_i\}} & \text{if } g^{-1}pP \cap pP \subseteq pP.
\end{cases}
\]
We claim that \( d_{\alpha_i}^p(p) = 0 \) for all \( i \in \{1, \ldots, m\} \). Indeed, if \( gpP \cap pP \subsetneq pP \), we have that \( d_{\alpha_i}^p(p) = 0 \) for all \( i = 1, \ldots, m \) because \( p \notin gpP \) and \( K((p,c)\alpha_1) \subseteq gpP \cap P \). In case \( g^{-1}pP \cap pP \subseteq pP \), we see that \( d_{\alpha_i}^p(p) = 0 \) because \( K((p,c)\alpha_i) \subseteq g^{-1}pP \cap P \) and \( p \notin g^{-1}pP \).

We set \( Q_g := \prod_{i=1}^m (1 - d_{\alpha_i}^p) \). We pause here to show that \( Q_g \|_p a \|_p \delta_g \|_p p Q_g = 0 \). Suppose that \( gpP \cap pP \subseteq pP \). Using the multiplication rule (1.2) in the partial crossed product \( D_r \rtimes_{\gamma,r} G \), we compute

\[
Q_g \|_p p \|_p K(\alpha_i) \delta_g \|_p p Q_g = Q_g \|_p p g \gamma_g (\|_p K(\alpha_i) \|_p p) \delta_g Q_g
\]

\[
= p_p Q_g \gamma_g (\|_p K((\alpha_i) \|_p p) \delta_g Q_g
\]

\[
= p_p Q_g \|_p K((\alpha_i) \|_p p) \delta_g Q_g
\]

\[
= p_p Q_g \|_p K((\alpha_i) \|_p p) \delta_g Q_g = 0.
\]

Since \( Q_g \) has a factor \( \| - \|_p K((p,c)\alpha_i) \), we deduce that \( Q_g \|_p p \|_p K(\alpha_i) \delta_g \|_p p Q_g = 0 \).

Assume we are in the case \( g^{-1}P \cap pP \subseteq pP \). Then

\[
Q_g \|_p p \|_p K(\alpha_i) \delta_g \|_p p Q_g = Q_g \|_p K((\alpha_i) \|_p p) \delta_g \|_p p Q_g
\]

\[
= Q_g \|_p K((\alpha_i) \|_p p) \delta_g \|_p p Q_g
\]

\[
= Q_g \|_p K((\alpha_i) \|_p p) \delta_g \|_p p Q_g
\]

\[
= Q_g \|_p K((\alpha_i) \|_p p) \delta_g \|_p p Q_g
\]

\[
= Q_g \|_p K((\alpha_i) \|_p p) \delta_g \|_p p Q_g
\]

\[
= Q_g \|_p K((\alpha_i) \|_p p) \delta_g \|_p p Q_g = 0.
\]

Again this is zero because \( Q_g \) has a factor \( \| - \|_p K((p,c)\alpha_i) \). Hence

\[
Q_g \|_p p a \|_p \delta_g \|_p p Q_g = \sum_{i=1}^m \lambda_i Q_g \|_p p \|_p K(\alpha_i) \delta_g \|_p p Q_g = 0.
\]

Finally, we set

\[
Q := Q_{F_\gamma} \cdot \|_p p \cdot \prod_{g \in F(P^* \setminus p^{-1})} Q_g.
\]

Then \( Q \) is projection in \( D_r \) since it is a finite product of projections in \( D_r \). Also, \( Q \) is a subprojection of \( Q_{F_\gamma} \) with \( Q(p) = 1 \) and so \( \| Q a \| = \| a \| \). That \( Q a \|_p \delta_g Q = 0 \) for all \( g \in F \setminus p^* \setminus p^{-1} \) follows from the computation above. This completes the proof of the lemma.

Remark 5.5. When we apply Theorem 5.1 to a right LCM monoid \( P \) that embeds in a group, we recover the group embeddable case of [3, Theorem 7.4] without having to assume condition (C1) of [3, Definition 2.6]. Our result is about the reduced Toeplitz \( C^* \)-algebra \( \mathcal{T}_\lambda(P) \), but so is [3, Theorem 7.4], in view of [3, Corollary 7.5]. The necessary and sufficient conditions match because the inner core \( C_I \) is naturally isomorphic to \( D_r \rtimes_{\gamma,r} P^* \) by a standard argument using the assumed faithful conditional expectation from \( C_I \) onto \( D_r \).

In the right LCM case, condition (C1) and the extra assumptions on the quotient semigroup \( P/P^* \) are needed to produce a conditional expectation in the proof of [3, Theorem 7.4]. Thus, it is natural to wonder whether a faithful conditional expectation from \( \mathcal{T}_\lambda(P) \) to \( D_r \rtimes_{\gamma,r} P^* \) always exists when \( P \) is a submonoid of a group. We show next that this is indeed the case.

Proposition 5.6. Let \( P \) be a submonoid of a group \( G \). View \( \mathcal{T}_\lambda(P) \) as the reduced partial crossed product \( D_r \rtimes_{\gamma,r} G \). Then the map

\[
a \delta_g \mapsto \begin{cases} 
  a \delta_g & \text{if } g \in P^*, \\
  0 & \text{otherwise},
\end{cases}
\]

extends, by linearity and continuity, to a faithful conditional expectation of \( D_r \rtimes_{\gamma,r} G \) onto \( D_r \rtimes_{\gamma,r} P^* \).

Proof. Let \( \lambda : G \to \mathcal{B}(\ell^2(G)) \) be the left regular representation of \( G \). Let \( Q_\gamma \in \mathcal{B}(\ell^2(G)) \) denote the orthogonal projection of \( \ell^2(G) \) onto \( \ell^2(P^*) \). Because \( P^* \) is a group, we have

\[
Q_\gamma \lambda g Q_\gamma = \begin{cases} 
  \lambda g^* & \text{if } g \in P^*, \\
  0 & \text{otherwise},
\end{cases}
\]
where \( \lambda^*: P^* \to B(\ell^2(P^*)) \) denotes the left regular representation of \( P^* \).

Now let \( \rho: D_r \rtimes_{\gamma,r} G \to B(\mathcal{H}) \) be a faithful representation of \( D_r \rtimes_{\gamma,r} G \) on a Hilbert space \( \mathcal{H} \). Observe that

\[
(1 \otimes Q_s)(\rho(\delta_g) \otimes \lambda_g)(1 \otimes Q_s) = \begin{cases} 
\rho(\delta_g) \otimes \lambda^*_g & \text{if } g \in P^*, \\
0 & \text{otherwise}.
\end{cases}
\]

By Fell’s absorption principle \cite[Proposition 18.4]{20}, the map

\[
a\delta_g \in A_g \delta_g \mapsto \rho(\delta_g) \otimes \lambda_g \in B(\mathcal{H} \otimes \ell^2(G))
\]

yields a representation of \( \gamma = \{(A_g)_{g \in G}; \{\gamma_g\}_{g \in G}\} \) whose integrated form factors through the reduced partial crossed product \( D_r \rtimes_{\gamma,r} G \). Let \( \tilde{\rho}: D_r \rtimes_{\gamma,r} G \to B(\mathcal{H} \otimes \ell^2(G)) \) be the induced homomorphism.

Then \( \tilde{\rho} \) is faithful because \( \rho \) is injective on \( D_r \). A similar reasoning shows that the map

\[
a\delta_u \in D_r \rtimes_{\gamma,r} P^* \mapsto \rho(\delta_u) \otimes \lambda^*_u \in B(\mathcal{H} \otimes \ell^2(P^*))
\]

induces a faithful representation of \( D_r \rtimes_{\gamma,r} P^* \) on \( \mathcal{H} \otimes \ell^2(P^*) \). We obtain a map \( E_*: D_r \rtimes_{\gamma,r} G \to D_r \rtimes_{\gamma,r} P^* \) by sending an element \( b \) to \( (1 \otimes Q_s)\tilde{\rho}(b)(1 \otimes Q_s) \) and then identifying the result with the corresponding element of \( D_r \rtimes_{\gamma,r} P^* \). This is the desired conditional expectation. It is faithful because the map obtained by composing \( E_* \) with the canonical conditional expectation of \( D_r \rtimes_{\gamma,r} P^* \) onto \( D_r \) is precisely the usual diagonal conditional expectation \( E_r: T_\mathcal{F}(\mathcal{P}) \to D_r \).

\[
\blacksquare
\]

5.2. The action of \( P^* \) on the spectrum. The underlying reason why the strategy of \cite[Section 3]{25} works here is that the set of characters determined by evaluation at points in \( P \) is dense in \( \Omega_P \). However, a quick comparison to the original result from \cite{25} reveals a modification; indeed, for general submonoids of groups, Theorem \ref{main:thm} only reduces faithfulness of representations of \( T_\mathcal{F}(P) \) to faithfulness on the subalgebra \( D_r \rtimes_{\gamma,r} P^* \) instead of on \( D_r \). If we still wish to know whether a representation of \( T_\mathcal{F}(P) \) is faithful by looking at its restriction to \( D_r \), we must rely on the topological freeness of the action of \( P^* \).

Recall that the action of the discrete group \( P^* \) on the compact space \( \Omega_P \) is said to be topologically free if for every element \( e \neq x \in P^* \), the set of fixed points \( \{\chi \in \Omega_P \mid x \cdot \chi = \chi\} \) has empty interior. Topological freeness for partial actions is defined similarly in \cite{21}.

In order to decide whether the action of \( P^* \) on \( \Omega_P \) is topologically free it is helpful to review first the description of the spectrum \( \Omega_P \) of the diagonal \( D_r \) given in \cite[Corollary 5.6.28]{15}. View \( \mathfrak{J} \) as a semilattice with multiplication given by intersections of constructible ideals. The space \( \mathfrak{J} \) of characters on \( \mathfrak{J} \) is described in \cite[p. 184]{15}, following a general construction for the semilattice of idempotents in an inverse semigroup \cite{18,19}: it consists of nonzero functions \( \mathfrak{J} \to \{0,1\} \) that are compatible with the semilattice structure of \( \mathfrak{J} \). That is, a function \( \chi: \mathfrak{J} \to \{0,1\} \) belongs to \( \mathfrak{J} \) if it is not identically 0 and \( \chi(R \cap S) = \chi(R)\chi(S) \) for all \( S, R \in \mathfrak{J} \), where the multiplication in \( \{0,1\} \) is inherited from the multiplication in \( \mathbb{C} \). In the case that \( \emptyset \in \mathfrak{J} \) we require \( \chi(\emptyset) = 0 \). The topology on \( \mathfrak{J} \) is the one induced by pointwise convergence, so \( \mathfrak{J} \) is a compact Hausdorff space.

By \cite[Corollary 5.6.28]{15}, the spectrum of \( D_r \) is the subspace \( \Omega_P \) of \( \mathfrak{J} \) given by characters \( \chi: \mathfrak{J} \to \{0,1\} \) satisfying the following additional property: if \( \chi(S) = 1 \) and \( \{S_i \mid i = 1, \ldots, n\} \subseteq \mathfrak{J} \) are such that \( \bigcup_{i=1}^n S_i \) then there is \( i \in \{1, \ldots, n\} \) with \( \chi(S_i) = 1 \). Equivalently, \( \Omega_P \) is the set of points \( \chi \in \mathfrak{J} \) such that the relation (T4) holds at \( \chi \), namely, such that \( \prod_{i=1}^n (\chi(S_i) - \chi(S)) = 0 \) whenever the constructible ideals \( S \) and \( S_i \) with \( i = 1, \ldots, n \) satisfy \( \bigcup_{i=1}^n S_i = \bigcup_{i=1}^n S_i \). Notice that \( \Omega_P \) is closed in \( \mathfrak{J} \), hence compact and that if we define \( \omega_p(S) = 1_S(p) \) for \( S \in \mathfrak{J} \), then \( \{\omega_p \mid p \in P\} \) is a dense subset of \( \Omega_P \).

We will also need the basis for the topology on \( \Omega_P \) described in equation (4) in \cite{29}. This basis is also mentioned in \cite[p. 199]{15}, where we believe there is a typo in the negated inequality, which should read \( e \not\leq e_i \) for the basic open set to contain the point \( \chi_e \).

\textbf{Lemma 5.7.} Let \( P \) be a submonoid of a group. For each nonempty constructible right ideal \( S \in \mathfrak{J} \) and each finite (possibly empty) collection \( \mathcal{C} \subseteq \mathfrak{J} \) of nonempty constructible right ideals such that \( S \not\subseteq \bigcup_{R \in \mathcal{R}} R \), let

\[
V(S;\mathcal{C}) := \{\chi \in \Omega_P \mid \chi(S) = 1; \chi(R) = 0 \text{ for } R \in \mathcal{C}\}.
\]

Then the collection \( \{V(S;\mathcal{C})\} \) indexed by the pairs \( (S,\mathcal{C}) \) is a basis for the topology of \( \Omega_P \) consisting of nonempty open sets. When \( P \) is not left reversible, we may assume \( \mathcal{C} \) to be nonempty.
Proof. View $\Omega_p$ as a closed subspace of $\{0,1\}^3$ with the relative topology of pointwise convergence. A basis for this topology is given by the open sets $N(A,B)$ indexed by disjoint pairs of finite subsets $A$ and $B$ of $\mathcal{F}$ and defined by

$$N(A,B) := \{\omega \in \Omega_p \mid \omega(S) = 1 \text{ for all } S \in A \text{ and } \omega(R) = 0 \text{ for all } R \in B\}.$$ 

If we let $S_A := \bigcap_{S \in A} S$, with $S_A = P$ for $A = \emptyset$, then $\omega(S_A) = \prod_A \omega(S)$, so we may rewrite

$$N(A,B) = \{\omega \in \Omega_p \mid \omega(S_A) = 1 \text{ and } \omega(R) = 0 \text{ for } R \in B\}.$$ 

This shows that $N(A,B) = V(S_A;B)$. Now when $S_A \subseteq \bigcup_{R \in B} R$, we have $S_A = \bigcup_{R \in B} (R \cap S_A)$.

Since the corresponding relation holds for every $\omega \in \Omega_p$, that is, $\bigcap_{R \in B} (\omega(S_A) - \omega(R \cap S_A)) = 0$, we see that $N(A,B) = \emptyset$ in this case. On the other hand, when $S_A \not\subseteq \bigcup_{R \in B} R$ we may choose $p \in S_A \setminus \bigcup_{R \in B} R$, in which case $\omega_p \in N(A,B)$ and thus $N(A,B) = V(S_A;B)$ is nonempty. □

The partial action $\gamma = \{(A_q)_{q \in G}, \{\gamma_q\}_{q \in G}\}$ of $G$ on $D_x$ from Proposition 4.4 induces a partial action of $G$ by partial homeomorphisms of $\Omega_p$, which we now describe. Following [15], for each $g \in G$, we identify the image of $A_{g^{-1}}$ with the subspace of $\Omega_p$ given by

$$U_{g^{-1}} = \{\chi \in \Omega_p \mid \chi(K(\alpha)) = 1 \text{ for some } \alpha \in W, \text{ with } \alpha = g\},$$

see [15] p. 189] and [15] Lemma 5.6.40. Then $\{U_g\}_{g \in G}$ is a family of open subspaces of $\Omega_p$. By abuse of notation we also denote by $\gamma_g$ the bijection from $\{K(\alpha) \mid \alpha \in W, \alpha = g\} \subseteq \mathcal{F}$ onto $\{K(\beta) \mid \beta \in W, \beta = g^{-1}\} \subseteq \mathcal{F}$ that sends $K(\alpha)$ to $K(\alpha)$. Define a map $\gamma_g : U_{g^{-1}} \to U_g$ by $\gamma_g(\chi) = \chi \circ \gamma_{g^{-1}}$. Then $\gamma = (U_g)_{g \in G}, \{\gamma_g\}_{g \in G}$ is a partial action of $G$ on $\Omega_p$. This gives rise to the transpose partial action $\gamma^* = ((U_g)_{g \in G}, \{\gamma^*_g\}_{g \in G})$ on $C(\Omega_p)$, where $\gamma^*_g$ is given by

$$f \in C_0(U_{g^{-1}}) \mapsto f \circ \gamma^*_g \in C_0(U_g).$$

It is then clear that the Gelfand transform $D_x \cong C(\Omega_p)$ intertwines $\gamma$ and $\gamma^*$.

**Theorem 5.9.** Let $P$ be a submonoid of a group $G$. The following are equivalent:

1. The partial action of $G$ on $\Omega_p$ is topologically free;
2. The action of $P^*$ on $\Omega_p$ is topologically free;
3. If $u \in P^* \setminus \{e\}$ and $C$ is a finite collection of proper constructible right ideals, then there exists $t \in P \setminus \bigcup_{R \in C} R$ such that $utP \neq tP$ (or, equivalently, such that $ut \notin tP^*$);
4. Every ideal of $\mathcal{T}_u(P)$ has trivial intersection with $D_u$ is contained in the kernel of the left regular representation.

**Proof.** The equivalence $(1) \iff (4)$ is from [1] Theorem 4.5], and the implication $(1) \implies (2)$ is obvious. In order to prove that $(2) \implies (3)$, assume that the action of $P^*$ is topologically free and let $u \in P^* \setminus \{e\}$ be a nontrivial unit. Let $C$ be a finite collection of proper constructible ideals. Since the action of $P^*$ is topologically free, the nonempty basic open set $V(P;C)$ contains a point $\chi$ that is not fixed by $\gamma_u$. By density, we may assume that such a point is of the form $\omega_t$ for some $t \in P \setminus \bigcup_{R \in C} R$. Then $\omega_t = \gamma_u(\omega_t) \neq \omega_t$, which means that there is a constructible ideal $S$ that contains one of $tP$ and $utP$ but not both, and this translates into $utP \neq tP$. That $utP \neq tP$ is equivalent to $ut \notin tP^*$ is Lemma 5.3.

We finish the proof by showing that $(3) \implies (1)$. Suppose $g \in G \setminus \{e\}$. It suffices to show that every nonempty basic open subset $V(S;C)$ contained in $U_{g^{-1}}$ contains a point that is not fixed by $\gamma_g$. Since $V(S;C) \subseteq U_{g^{-1}}$, we know that $S \setminus \bigcup_{R \in C} R \subseteq g^{-1}P$. Choose $q \in S \setminus \bigcup_{R \in C} R$; then $\omega_q \in V(qP;C) \subseteq V(S;C)$. If $\gamma_g(\omega_q) = \omega_q$, then $gqP = qP$ and Lemma 5.3 shows that $g = qq^{-1}$ for some nontrivial unit $u \in P^* \setminus \{e\}$. Since the ideal $(q^{-1}R) \cap P$ is proper for each $R \in C$, we may apply condition (3) to $u$ and the collection $C' = \{(q^{-1}R) \cap P \mid R \in C\}$ to get $t \in P \setminus \bigcup_{R \in C'} (q^{-1}R) \cap P$ with $utP \neq tP$. This means that $(q^{-1}g)P \neq tP$ or $gP \neq tP$. Since $g \in g^{-1}P$, we have $\gamma_g(\omega_q) = \omega_{gq} \neq \omega_q$. So the point $\omega_q$ is not fixed by $\gamma_g$. Since $q \in q^{-1}P \setminus \bigcup_{R \in C'} (q^{-1}R) \cap P$, it follows that $\omega_q$ is in $V(qP;C)$ and hence in $V(S;C)$. This shows that the set of the fixed points of $\gamma_g$ has empty interior and completes the proof. □

**Corollary 5.10.** The equivalent conditions of Theorem 5.9 imply that every nontrivial ideal of $\mathcal{T}_x(P)$ has nontrivial intersection with $D_x$. If $\lambda^* : \mathcal{T}_x(P) \to \mathcal{T}_x(P)$ is an isomorphism, then the converse holds.
Proof. Suppose $J$ is a nontrivial ideal in $T_\lambda(P)$. By Theorem 5.1, $J \cap (D_r \rtimes_{\gamma,r} P^*)$ is a nontrivial ideal in $D_r \rtimes_{\gamma,r} P^*$. Since the action of $P^*$ is topologically free, [2] Theorem 2] implies that the ideal $J \cap D_r = (J \cap (D_r \rtimes_{\gamma,r} P^*)) \cap D_r$ is nontrivial as wanted. When the kernel of the left regular representation $\lambda^+: T_\lambda(P) \to T_\lambda(P)$ is trivial, the converse simply becomes the implication $(4) \implies (1)$ in Theorem 5.9 which is from [1] Theorem 4.5].

When we combine the results from Section 3 with topological freeness of the action of $P^*$, we obtain the following uniqueness theorem for C*-algebras generated by jointly proper representations of $P$.

**Theorem 5.11.** Let $P$ be a submonoid of a group $G$. Suppose that any of the equivalent conditions of Theorem 5.9 hold and that the conditional expectation $E_u: T_\alpha(P) \to D_u$ is faithful. Let $W_u$ be a family of elements of a C*-algebra satisfying the presentation (T1)–(T4) given in Definition 3.6. Then there is a homomorphism $\pi_W: T_\lambda(P) \to C^*(W)$ such that $\pi_W(L_P) = W_p$ for all $p \in P$, and $\pi_W$ is an isomorphism if and only if $W$ is jointly proper.

Proof. By the universal property of $T_\alpha(P)$, there is a representation $\rho_W: T_\alpha(P) \to C^*(W)$ such that $\rho(p) = W_p$ for all $p \in P$. Since $E_u: T_\alpha(P) \to D_u$ is faithful, the left regular representation $\lambda^+: T_\lambda(P) \to T_\lambda(P)$ is an isomorphism by Corollary 3.20. Thus $\pi_W := \rho_W \circ (\lambda^+)^{-1}$ is the required homomorphism.

It follows that $W$ is jointly proper if $\pi_W$ is faithful because the identity representation of $T_\lambda(P)$ is obviously jointly proper. Assume now $W$ is jointly proper. Then $\pi_W$ is faithful on the diagonal subalgebra $D_u$ by Corollary 5.19 and so it is faithful on $T_\lambda(P)$ as well by Corollary 5.10. □

**Remark 5.12.** Corollary 5.10 generalizes [15 Corollary 5.7.3] to monoids with nontrivial units, providing their action is topologically free, for which we give a criterion in terms of the semigroup itself in Theorem 5.9.3). We would also like to note that there is a relation between Theorem 5.11 and the uniqueness result [3 Theorem 4.3] and postpone its discussion until Section 10.

6. Strong covariance and a full boundary quotient

In this section, we analyze a universal boundary quotient for $T_\alpha(P)$. We will see that this differs from the boundary quotient $\partial T_\lambda(P)$ in the sense of Li [15 Definition 5.7.9] only by the failure of an amenability condition. Our approach involves the covariance algebra $C \rtimes_{\mathbb{C}P} B$ associated to the canonical product system $\mathbb{C}P$ over $P$, see [38 Theorem 3.10]. As we study representations of $C \rtimes_{\mathbb{C}P} P$, a notion of foundation sets emerges naturally, generalizing the foundation sets from [39 and 10 Definition 3.4]. Thus, our findings extend [39 Proposition 5.6] to submonoids of groups that are not quasi-lattice ordered. The partial crossed product structure of $T_\alpha(P)$ is not needed to define the covariance algebra, but it will be used to give sufficient (and in some cases necessary) conditions for simplicity of $\partial T_\lambda(P)$.

6.1. Strongly covariant representations.

Let $P$ be a submonoid of a group $G$. Following [39], we let $\mathbb{C}P = (\mathbb{C}_p)_{p \in P}$ denote the canonical product system over $P$ with one-dimensional fibers. That is, $\mathbb{C}_p = \mathbb{C}$ carries the natural structure of a Hilbert space over $\mathbb{C}$ and the left action of $\mathbb{C}$ given by multiplication, and the multiplication map $\mathbb{C}_p \otimes \mathbb{C} \mathbb{C}_q \cong \mathbb{C}_{pq}$ is also just multiplication in $\mathbb{C}$. Thus every isometric representation of $P$ in a unital C*-algebra $B$ extends uniquely by linearity to a nondegenerate representation of $\mathbb{C}P$ in $B$, and every (nondegenerate) representation of $\mathbb{C}P$ in $B$ arises this way. Since each fiber of $\mathbb{C}P$ is a copy of $\mathbb{C}$, the Fock space of $\mathbb{C}P$ can be naturally identified with $\ell^2(P)$. Under this identification, the Fock representation of $\mathbb{C}P$ corresponds to the left regular representation of $P$ on $\ell^2(P)$. We refer to [22] for further details on product systems.

We aim to find necessary and sufficient conditions for a representation $\rho: T_\alpha(P) \to B$ to factor through the covariance algebra $C \rtimes_{\mathbb{C}P} P$ of $\mathbb{C}P$ [38]. First of all, we need to ensure that $C \rtimes_{\mathbb{C}P} P$ is indeed a quotient of $T_\alpha(P)$, via a *-homomorphism that identifies the canonical generating isometries. Let us give a description of strongly covariant isometric representations of $P$ that is equivalent to [38 Definition 3.2] in the special case of $\mathbb{C}P$, and also recall how $C \rtimes_{\mathbb{C}P} P$ is constructed. For each finite set $F \subseteq G$, we define a subset $\Delta_F$ of $P$ as follows: an element $p \in P$ lies in $\Delta_F$ if and only if for all $g \in F$, either $pP \cap gP = \emptyset$ or $pP \cap gP = pP$. This gives rise to a closed subspace $\ell^2(\Delta_F) \subseteq \ell^2(P)$. Observe that $\ell^2(\Delta_F)$ corresponds to the Hilbert C-module $\mathbb{C}_F$ from [38 Equation (3.1)]. If $F_1 \subset F_2$ are finite subsets of $G$, then $\Delta_{F_2} \subset \Delta_{F_1}$ and so $\ell^2(\Delta_{F_2})$ is a closed subspace of $\ell^2(\Delta_{F_1})$. 
**Definition 6.1.** We let $F$ range in the directed set formed by all finite subsets of $G$ ordered by inclusion and define an ideal in $D_u$ by

$$D^o_r := \{ b \in D_r \mid \lim_F \|b \|_{L^2(\Delta_r)} = 0 \}.$$  

We will say that an isometric representation $w: P \to B$ of $P$ in a $C^*$-algebra $B$ is strongly covariant if the map that sends $L_\alpha \in D_r$ to $w_\alpha \in B$ extends to a well-defined $^*$-homomorphism $D_r \to B$ that factors through the quotient $D_r/D^o_r$. The covariance algebra $\mathbb{C} \rtimes_{C^*} P$ is the universal $C^*$-algebra for strongly covariant isometric representations of $P$.

Let $j: P \to \mathbb{C} \rtimes_{C^*} P$ be the universal representation of $P$ in $\mathbb{C} \rtimes_{C^*} P$. We will simply write $j_p$ instead of $j_p(1)$ for the range of $1 \in C_p$ under the inclusion $j_p: C_p \to \mathbb{C} \rtimes_{C^*} P$. So $p \mapsto j_p$ is an isometric representation of $P$ in $\mathbb{C} \rtimes_{C^*} P$.

**Notation 6.2.** We will denote by $D^o_u$ the ideal of $D_u \subset T_u(P)$ isomorphic to $D^o_r$ via the left regular representation.

We will gradually work towards a more concrete description of the ideal $D^o_u$, and thus also of strongly covariant representations. We begin by showing that $\mathbb{C} \rtimes_{C^*} P$ is a quotient of $T_u(P)$ and by giving a characterization of strongly covariant isometric representations in terms of a dense subalgebra of $D_u$.

**Lemma 6.3.** Let $j: P \to \mathbb{C} \rtimes_{C^*} P$ be the universal representation of $P$ in $\mathbb{C} \rtimes_{C^*} P$. Then there is a surjective $^*$-homomorphism $q_u: T_u(P) \to \mathbb{C} \rtimes_{C^*} P$ that sends a generating element $t_p \in T_u(P)$ to $j_p \in \mathbb{C} \rtimes_{C^*} P$. A representation $\rho: T_u(P) \to B$ factors through $\mathbb{C} \rtimes_{C^*} P$ if and only if

$$\rho\left( \sum_{\alpha \in A} \lambda_\alpha \hat{t}_\alpha \right) = 0$$

for every finite collection of neutral words $A \subset W$ and scalars $\{ \lambda_\alpha \mid \alpha \in A \} \subset \mathbb{C}$ such that $\sum_{\alpha \in A} \lambda_\alpha \hat{t}_\alpha \in D^o_u$.

**Proof.** We will first prove that $j: P \to \mathbb{C} \rtimes_{C^*} P$ satisfies relations (T1)–(T4) of Definition 3.6. Clearly $j_e = 1$ since $\mathbb{C} \rtimes_{C^*} P$ is generated by $j(C^p)$ as a $C^*$-algebra. Also, notice that $j_\alpha = 0$ for every neutral word $\alpha \in W$ such that $K(\alpha) = \emptyset$, because then $\hat{L}_\alpha = 0$ in $D_r$, and $\hat{J}_\alpha = j_\beta$ for every pair of neutral words $\alpha, \beta \in W$ such that $K(\alpha) = K(\beta)$, because then $\hat{L}_\alpha - \hat{L}_\beta = 0$. To see that $j$ also satisfies (T4), suppose $K(\alpha) = \bigcup_{\beta \in A} K(\beta)$, where $\alpha = \epsilon$ and $A$ is a finite collection of neutral words. Then $\prod_{\beta \in A} (\hat{L}_\alpha - \hat{L}_\beta) = 0$ in $D_r$ and thus $\prod_{\beta \in A} (\hat{J}_\alpha - \hat{J}_\beta) = 0$ in the covariance algebra $\mathbb{C} \rtimes_{C^*} P$ by Definition 6.1. This shows that $j$ also satisfies (T4) and hence $t_p \mapsto j_p$ gives rise to a surjective $^*$-homomorphism $q_u: T_u(P) \to \mathbb{C} \rtimes_{C^*} P$ as wished.

It remains to establish the last assertion in the lemma. Clearly $\rho\left( \sum_{\alpha \in A} \lambda_\alpha \hat{t}_\alpha \right) = 0$ if $\rho: T_u(P) \to B$ factors through $\mathbb{C} \rtimes_{C^*} P$ and $\sum_{\alpha} \lambda_\alpha \hat{t}_\alpha \in D^o_u$, where $A \subset W$ is a finite collection of neutral words and the $\lambda_\alpha$’s are scalars. To prove the converse implication, let $\mathcal{C} \subset \mathcal{F}$ be an $\cap$-closed finite collection of constructible right ideals of $P$. For each $S \in \mathcal{C}$, choose a neutral word $\alpha_S \in W$ such that $K(\alpha_S) = S$. Then

$$\mathfrak{A}(\mathcal{C}) = \text{span} \{ \hat{t}_\alpha \mid K(\alpha) \in \mathcal{C}, \alpha = \epsilon \} = \text{span} \{ \hat{t}_{\alpha_S} \mid S \in \mathcal{C} \}$$

is a finite dimensional $^*$-subalgebra of $D_u$. By assumption,

$$\rho\left( \sum_{S} \lambda_S \hat{t}_{\alpha_S} \right) = 0$$

in $B$ whenever $\sum_{S} \lambda_S \hat{t}_{\alpha_S} \in D^o_u$. We deduce that $\rho$ vanishes on $\mathfrak{A}(\mathcal{C}) \cap D^o_u$. Hence it will factor through $\mathbb{C} \rtimes_{C^*} P$ because $\mathbb{C} \rtimes_{C^*} P$ is precisely the quotient of $T_u(P)$ by the ideal generated by $D^o_u$ and $D^o_u = \lim_C \mathfrak{A}(\mathcal{C}) \cap D^o_u$. \hfill \qedsymbol

### 6.2. Foundation sets and generating projections of $D^o_u$.

In order to find a more concrete description of the kernel of the quotient map $q_u: T_u(P) \to \mathbb{C} \rtimes_{C^*} P$, we give in the next lemma a class of projections in $D^o_u$. 

Lemma 6.4. Let $\alpha \in W$ be a neutral word. Suppose that $A \subset W$ is a finite collection of neutral words with $\bigcup_{\beta \in A} K(\beta) \subset K(\alpha)$. Then $\prod_{\beta \in A}(t_\alpha - t_\beta)$ belongs to $D_u^\alpha$ if and only if for all $p \in K(\alpha)$, one has

$$pP \cap \left( \bigcup_{\beta \in A} K(\beta) \right) \neq \emptyset.$$ 

Proof. We begin by observing that for each finite set $F \subset G$ such that $\prod_{\beta \in A}(1_{K(\alpha)} - 1_{K(\beta)})$ does not vanish on $\ell^2(\Delta_F)$, one has

$$\left\| \lambda^+ (\prod_{\beta \in A}(t_\alpha - t_\beta)) \right\|_{\ell^2(\Delta_F)} = \left\| \prod_{\beta \in A}(1_{K(\alpha)} - 1_{K(\beta)}) \right\|_{\Delta_F} = 1$$

because $\prod_{\beta \in A}(1_{K(\alpha)} - 1_{K(\beta)})$ and $\Delta_F$ are commuting projections. So $\prod_{\beta \in A}(t_\alpha - t_\beta)$ lies in $D_u^\alpha$ if and only if there exists a finite set $F \subset G$ such that $\prod_{\beta \in A}(1_{K(\alpha)} - 1_{K(\beta)})$ vanishes on $\ell^2(\Delta_F)$.

Since $\prod_{\beta \in A}(1_{K(\alpha)} - 1_{K(\beta)})$ already vanishes on the closed subspace of $\ell^2(P)$ determined by the union $\bigcup_{\beta \in A} K(\beta)$, the proof of the lemma reduces to showing that there is a finite set $F \subset G$ such that $\Delta_F \cap (K(\alpha) \setminus \bigcup_{\beta \in A} K(\beta)) = \emptyset$ if and only if for all $p \in K(\alpha)$.

Assume that $\Delta_F \cap (K(\alpha) \setminus \bigcup_{\beta \in A} K(\beta)) = \emptyset$ for some finite set $F \subset G$. We will prove that $pP \cap (\bigcup_{\beta \in A} K(\beta)) \neq \emptyset$ for all $p \in K(\alpha)$. In case $K(\alpha) = \bigcup_{\beta \in A} K(\beta)$ we are done. Suppose that $K(\alpha) \setminus \bigcup_{\beta \in A} K(\beta) \neq \emptyset$ and take $p \in K(\alpha) \setminus \bigcup_{\beta \in A} K(\beta)$. It suffices to show that $pP \cap \Delta_F \neq \emptyset$ because $\Delta_F \cap (K(\alpha) \setminus \bigcup_{\beta \in A} K(\beta)) = \emptyset$. Since $p \notin \Delta_F$, we can find $g_0 \in F$ with $pP \cap g_0 P \neq \emptyset$ but $p \notin g_0 P$. Let $r_1 \in pP \cap g_0 P$. If $r_1 \notin \Delta_F$, we are done. Otherwise, the set $F_1 \colonequals F \setminus \{g_0\}$ must be nonempty and we have $r_1 \notin \Delta_F$, because $r_1 \notin \Delta_F$ and $r_1 \in g_1 P$. Then we can find $g_1 \in F_1$ such that $r_1 P \cap g_1 P \neq \emptyset$ but $r_1 \notin g_1 P$. Take $r_2 \in r_1 P \cap g_1 P$. Again, if $r_2 \notin \Delta_F$, we are done. Otherwise, the set $F_2 \colonequals F \setminus \{g_0, g_1\}$ is nonempty. As above, we deduce that $r_2 \notin \Delta_F$ since $r_2 \notin \Delta_F$ and $r_2 \in g_0 P \cap g_1 P$. Thus we can find $g_2 \in F_2$ such that $r_2 P \cap g_2 P \neq \emptyset$ but $r_2 \notin g_2 P$. Take $r_3 \in r_2 P \cap g_2 P$. We are done in case $r_3 \notin \Delta_F$. Otherwise, notice that $F_3 \subseteq F_1 \subseteq F$. Since $F$ is a finite set, this process must stop after finitely many steps, and so we can find $r_1 \in \Delta_F \cap pP \subset K(\alpha)$. We conclude that $r_1 \in \bigcup_{\beta \in A} K(\beta)$. For the converse, assume that $pP \cap (\bigcup_{\beta \in A} K(\beta)) \neq \emptyset$ for all $p \in K(\alpha)$. We have to find a finite set $F \subset G$ with $\Delta_F \cap (K(\alpha) \setminus \bigcup_{\beta \in A} K(\beta)) = \emptyset$. Of course this holds whenever $K(\alpha) = \bigcup_{\beta \in A} K(\beta)$.

Otherwise, set

$$F \colonequals \bigcup_{\beta \in A} Q(\beta).$$

We claim that

$$\Delta_F \cap \left( K(\alpha) \setminus \bigcup_{\beta \in A} K(\beta) \right) = \emptyset.$$ 

To see this, let $p \in K(\alpha) \setminus \bigcup_{\beta \in A} K(\beta)$. Let $\beta' \in A$ be such that $pP \cap K(\beta') \neq \emptyset$. Since $p \notin K(\beta')$, there must be $g \in Q(\beta')$ such that $g \notin gP$. For such a $g$, we have $pP \cap gP \neq \emptyset$ because $\emptyset \neq pP \cap K(\beta') \subset pP \cap gP$. Hence $p \notin \Delta_F$. This completes the proof of the lemma.

Lemma 6.4 motivates the following generalization of the concept of a foundation set, originally defined in the context of quasi-lattice orders [39], see also [10, Definition 3.4].

Definition 6.5. Let $P$ be a submonoid of a group $G$ and let $S \in \mathfrak{J}$ be a constructible right ideal of $P$. We shall say that a finite collection $\mathcal{C} \subset \mathfrak{J}$ of constructible ideals is a foundation set for $S$, or an $S$-foundation set, if $R \subset S$ for all $R \in \mathcal{C}$ and for all $p \in S$, one has

$$pP \cap \left( \bigcup_{R \in \mathcal{C}} R \right) \neq \emptyset.$$ 

We will say that an $S$-foundation set $\mathcal{C}$ is proper if $S \setminus (\bigcup_{R \in \mathcal{C}} R) \neq \emptyset$. In general, we will say that a finite collection of constructible ideals $\mathcal{C} \subset \mathfrak{J}$ is a relative foundation set for $S$ if $\{S \cap R \mid R \in \mathcal{C}\}$ is an $S$-foundation set.

We can now describe a set of generating projections for $D_u^\alpha$. 


Corollary 6.6. The ideal $D^n_\alpha$ of $D_\alpha \subset T_n(P)$ is the closed linear span of projections of the form

$$\prod_{\beta \in A}(t_\alpha - i_\beta),$$

where $\alpha$ is a neutral word and $A \subset W$ is a finite collection of neutral words such that $\{K(\beta) \mid \beta \in A\}$ is a proper foundation set for $K(\alpha)$. Moreover, a map $w: P \to B$ into a C*-algebra $B$ is a strongly covariant isometric representation of $P$ if and only if it satisfies the relations (T1)–(T4) of Definition 3.6 and the boundary relations, that is,

$$\prod_{\beta \in A}(\hat{w}_\alpha - \hat{w}_\beta) = 0$$

for every neutral word $\alpha$ in $W$ and proper foundation set $\{K(\beta) \mid \beta \in A\}$ for $K(\alpha)$, where $A$ is a finite collection of neutral words in $W$.

Proof. Let $a \in D^n_\alpha$. Using that $D^n_\alpha = \lim_C(\mathfrak{A}(C) \cap D^n_\alpha)$, where $\mathfrak{A}(C)$ is the (finite-dimensional) C*-subalgebra of $D_\alpha$ spanned by the projections $\{i_a \mid \beta \in C, K(\beta) \in C\}$, we may assume that $a$ is a finite linear combination $\sum_{\alpha \in F} \lambda_\alpha i_{\alpha}$, where $F \subset W$ is a finite collection of neutral words and $\lambda_\alpha \in \mathbb{C}$ for all $\alpha \in F$. Thus by Lemma 3.13 $a$ can be decomposed as a finite linear combination of orthogonal projections

$$a = \sum_{\phi \notin \mathbb{C}} Q_A,$$

where $Q_A = \prod_{\alpha \in A} i_{\alpha} \prod_{\beta \notin \mathbb{C}\setminus A}(t_{\alpha} - i_{\beta})$ and $\lambda_\alpha = \sum_{\alpha \in A} \lambda_\alpha$. We rewrite

$$Q_A = \prod_{\alpha \notin A} i_{\alpha} \prod_{\beta \notin \mathbb{C}\setminus A} (t_{\alpha} - i_{\beta}) = \prod_{\beta \notin \mathbb{C}\setminus A} (\hat{t}_{\alpha} - \hat{i}_{\alpha \beta}),$$

and use Lemma 6.4 to conclude that $a \in D^n_\alpha$ if and only if $\{\prod_{\beta \notin \mathbb{C}\setminus A} \lambda_\beta \mid \beta \in F\setminus A\}$ is a foundation set for $K(\prod_{\beta \notin \mathbb{C}\setminus A} \lambda_\beta)$ whenever $\lambda_\beta \neq 0$. Now observe that if $K(\alpha) = \bigcup_{\beta \in A} K(\beta)$ so that $\{K(\beta) \mid \beta \in A\}$ is obviously a foundation set for $K(\alpha)$, then $\prod_{\beta \in A}(t_{\alpha} - i_{\beta}) = 0$ already holds in $T_n(P)$ by (T4). Hence the nonzero generators of $D^n_\alpha$ arise from proper foundation sets. This proves the first assertion of the corollary. The second assertion follows because $\mathbb{C} \rtimes_{\mathbb{C}P} P$ is the quotient of $T_n(P)$ by the ideal generated by $D^n_\alpha$.

Remark 6.7. Take an element $a = \sum_{\alpha \in F} \lambda_\alpha i_{\alpha} \in D_\alpha$ and suppose that $a \notin D^n_\alpha$. Using the same decomposition as in the first part of the proof of Corollary 6.6 we see that the image of $a$ in the quotient $D_\alpha/D^n_\alpha$ is the linear combination of the images of mutually orthogonal basic projections that are not given by foundation sets.

Remark 6.8. In the case that $(G, P)$ is a quasi-lattice ordered group, the last statement of Corollary 6.6 is proved in [39, Proposition 5.6]. Indeed, in this case the nonempty constructible right ideals of $P$ are the principal ideals. So let $p \in P$ and let $A \subset P$ be a finite set. Then $\{qP \mid q \in A\}$ is a foundation set for $pP$ in the sense of Definition 6.5 if and only if $\{p^{-1}qP \mid q \in A\}$ is a foundation set for $P$ as defined in [39]. A foundation set $\{qP \mid q \in A\}$ for $pP$ is proper if and only if $p \notin A$ or, equivalently, $e \notin p^{-1}A := \{p^{-1}q \mid q \in A\}$.

We could deduce from [38, Lemma 3.3] that the ideal of $T_n(P)$ generated by $D^n_\alpha$ is invariant under the canonical gauge coaction of $G$ on $T_n(P)$, and so an element $a \in D_\alpha$ lies in the kernel of the quotient map $q_\alpha: T_n(P) \to \mathbb{C} \rtimes_{\mathbb{C}P} P$ if and only if $a \in D^n_\alpha$ (see [38, Lemma 3.4]). If we then apply Lemma 6.4 we see that the kernel of the quotient map $q_\alpha: T_n(P) \to \mathbb{C} \rtimes_{\mathbb{C}P} P$ does not contain any projection of the form $\prod_{\beta \in A}(t_{\alpha} - i_{\beta})$ when $\{K(\beta) \mid \beta \in A\}$ is not a $K(\alpha)$-foundation set.

We would like to give next a direct proof of a stronger result that makes it clear why these projections cannot vanish under any nontrivial representation of $T_n(P)$ when $\{K(\beta) \mid \beta \in A\}$ is not a foundation set for $K(\alpha)$.

Proposition 6.9. Let $\rho$ be a representation of $T_n(P)$ in a C*-algebra $B$. Let $\alpha \in W$ be a neutral word and let $A \subset W$ be a finite (possibly empty) collection of neutral words such that $K(\beta) \subset K(\alpha)$ for all $\beta \in A$. If $\{K(\beta) \mid \beta \in A\}$ is not a foundation set for $K(\alpha)$ and

$$\rho\bigg(\prod_{\beta \in A}(i_{\alpha} - i_{\beta})\bigg) = 0,$$

then $\rho \equiv 0$. As a consequence, the restriction of $q_\alpha$ to $D_\alpha$ induces an embedding of $D_\alpha/D^n_\alpha$ in $\mathbb{C} \rtimes_{\mathbb{C}P} P$, and a *-homomorphism $\hat{\rho}: \mathbb{C} \rtimes_{\mathbb{C}P} P \to B$ is faithful on $D_\alpha/D^n_\alpha$ if and only if $\hat{\rho} \neq 0$. 

Proof. The proof is based on an observation that goes back to [24, Lemma 5.1]. Regarding the first part of the proposition, it suffices to show that if \( \{ K(\beta) \mid \beta \in A \} \) is not a foundation set for \( K(\alpha) \), then the projection \( \rho(\bigcap_{\beta \in A}(t_\alpha - t_\beta)) \) dominates a range projection of the form \( t_p^* p \) for some \( p \in P \).

Indeed, if \( \{ K(\beta) \mid \beta \in A \} \) is not a \( K(\alpha) \)-foundation set, there must be \( p \in K(\alpha) \) satisfying

\[
pP \cap \left( \bigcup_{\beta \in A} K(\beta) \right) = \emptyset.
\]

It follows from the definition relation (T2) of \( T_u(P) \) that \( t_p t_p^* t_\beta = 0 \) for all \( \beta \in A \). Also, from relations (T1) and (T3) of Definition 3.6 we have \( t_p t_p^* t_\alpha = t_p t_p^* \). Hence

\[
t_p t_p^* \prod_{\beta \in A} (i_\alpha - i_\beta) = t_p t_p^* = t_p t_p^*
\]

as wished. Thus \( \rho(\bigcap_{\beta \in A}(t_\alpha - t_\beta)) = 0 \) forces \( \rho(t_p t_p^*) = 0 \), and since \( t_p \) is an isometry, this means that \( p \) has to be the zero representation.

Suppose now that \( \rho: T_u(P) \to B \) is a nontrivial strongly covariant representation. We will show that \( D_u \cap \ker \rho = D_u^\alpha \) and \( D_u^\alpha \). But if we have a \( \not \in D_u^\alpha \), Corollary 6.6 would produce an \( A \subset F \) such that \( \alpha_A \neq 0 \) and \( \{ K(\bigcap_{\beta \in F \setminus A} \alpha) \mid \beta \in F \setminus A \} \) is not a foundation set for \( K(\bigcap_{\beta \in A} \alpha) \). In this case \( \rho(\alpha) = 0 \) would imply \( \rho(Q_A) = 0 \) and thus \( \rho = 0 \) by the first part. To avoid the contradiction we must have \( D_u \cap \ker \rho \subset D_u^\alpha \).

Taking now \( \rho = q_u: T_u(P) \to C \times_{\text{c}r} P \), which is a nontrivial strongly covariant representation by [38, Theorem 3.10](C3), by the preceding argument we conclude that \( D_u \cap \ker q_u = D_u^\alpha \). This shows that \( q_u \) induces an embedding of \( D_u / D_u^\alpha \) in \( C \times_{\text{c}r} P \).

Finally, if \( \hat{\rho}: C \times_{\text{c}r} P \to B \) is a nonzero representation, then the representation \( \rho := \hat{\rho} \circ q_u \) of \( T_u(P) \) is strongly covariant and nontrivial, so \( D_u \cap \ker \rho = D_u^\alpha \). Since the embedded copy of \( D_u / D_u^\alpha \) in \( C \times_{\text{c}r} P \) is \( q_u(D_u) \), to finish the proof we only need to notice that if \( \hat{\rho}(q_u(\alpha)) = 0 \), then \( \rho(\alpha) = 0 \) and \( a \in D_u^\alpha \).

6.3. The covariance algebra as a full boundary quotient. We can now provide a few characterizations of \( C \times_{\text{c}r} P \). Among them, we show that \( C \times_{\text{c}r} P \) coincides with the full partial crossed product \( C(\partial \Omega P) \rtimes G \), of the partial action of \( G \) restricted to \( \partial \Omega P \), see [15, Definition 5.7.8] and [15, Definition 5.7.9]. In view of [15, Corollary 5.7.6], it is then natural to regard \( C \times_{\text{c}r} P \) as a full boundary quotient for \( T_u(P) \). In order to establish the desired crossed product picture for \( C \times_{\text{c}r} P \), we need to show that the partial action \( \gamma = \{ (A_g)_{g \in G}, (\gamma_g)_{g \in G} \} \) of \( G \) on \( C \) from Theorem 4.7 induces a partial action of \( G \) on the quotient \( D_r / D_r^\alpha \).

Let \( \gamma = \{ (A_g)_{g \in G}, (\gamma_g)_{g \in G} \} \) be a partial action of \( G \) on a \( C^* \)-algebra \( A \). Recall from [21, Definition 2.7] that a \( C^* \)-subalgebra \( D \) of \( A \) is invariant under \( \gamma \) if the \( \gamma_g(D \cap A_{g^{-1}}) \subset D \) for all \( g \in G \). If \( I \subset A \) is an invariant ideal, then \( \gamma \) restricts to a partial action on \( I \) in a natural manner. The underlying collection of ideals is simply \( \{ I \cap A_g \}_{g \in G} \) and the isomorphism \( I \cap A_g^{-1} \to I \cap A_g \) is simply the restriction of \( \gamma_g \).

The quotient \( A/I \) also carries a partial action of \( G \) given by \( \hat{\gamma} = \{ (A_g / I)_{g \in G}, \{ \hat{\gamma}_g \}_{g \in G} \} \), where \( \hat{\gamma}_g: A_g / I \to A_g / I \) is the isomorphism \( a + I \to \gamma_g(a) + I \). By [21, Proposition 3.1], there is a short exact sequence

\[
0 \to I \times_{\gamma_I} G \to A \rtimes_{\gamma} G \to (A/I) \times_{\hat{\gamma}} G \to 0,
\]

where the inclusion \( I \times_{\gamma_I} G \to A \times_{\gamma} G \) extends the embedding \( I \cap A_g \delta_g \hookrightarrow A_g \delta_g \) for \( g \in G \) while the second \( * \)-homomorphism sends \( a \delta_g \in A_g \delta_g \) to \( (a + I) \delta_g \in (A_g / I) \delta_g \).

Lemma 6.10. Let \( P \) be a submonoid of a group \( G \). Then the ideal \( D_r^\alpha \) of \( D_r \) is invariant under the partial action \( \gamma = \{ (A_g)_{g \in G}, (\gamma_g)_{g \in G} \} \) from Proposition 4.4.
Proof. Let $a \in D^p \cap A_{g-1}$. As usual we may assume that
\[ a = \sum_{\alpha \in F} \lambda_\alpha \mathbb{1}_{K(\alpha)} = \sum_{\alpha \in F} \lambda_\alpha \mathbb{1}_{\tilde{K}(\alpha)}, \]
where $F \subset W$ is a finite collection of words and $\lambda_\alpha \in \mathbb{C}$ for all $\alpha \in F$. What is not immediately clear is that we may choose such a linear combination so that $\tilde{\alpha} = g$. To see that we may, suppose first $\tilde{\alpha} = \varepsilon$ for $\alpha \in F$ and consider the decomposition of the identity associated to $F$ as in Lemma 3.13. Thus $a$ is a finite linear combination $a = \sum_{\beta \neq A \subset F} \lambda_A Q_A$, where the $Q_A$’s are mutually orthogonal projections.

Since $D^p \cap A_{g-1}$ is an ideal of $D_r$, it follows that
\[ Q_A = \prod_{\alpha \in A} \mathbb{1}_{K(\alpha)} \prod_{\alpha \in F \setminus A} (\mathbb{1} - \mathbb{1}_{K(\alpha)}) = \frac{1}{\nu} Q_A a \in D^p \cap A_{g-1} \]
whenever $\lambda_A \neq 0$. Suppose $\emptyset \neq A \subset F$ satisfies $\lambda_A \neq 0$ and let $0 < \varepsilon < \frac{1}{2}$. Let $b = \sum_{\beta \in E} \lambda_\beta \mathbb{1}_{K(\beta)} \in A_{g-1}$ be such that $\|Q_A - b\| < \varepsilon$, where $E \subset W$ is a finite collection of words with $\beta = g$ for all $\beta \in E$. Using Proposition 2.6(5) write $\prod_{\alpha \in A} \mathbb{1}_{K(\alpha)} = \mathbb{1}_{K(\alpha_A)}$ with $\alpha_A := \prod_{\alpha \in A} \alpha$, (the order of this concatenation is irrelevant because each $\alpha$ is neutral). Since we have chosen $\varepsilon < \frac{1}{2}$, the support of $Q_A$ is contained in $\bigcup_{\beta \in E} K(\beta)$, and we see that
\[ K(\alpha_A) = K(\alpha_A) \cap \left( \bigcup_{\alpha \in F \setminus A} K(\alpha) \bigcup \left( \bigcup_{\beta \in E} K(\beta) \right) \right) \]
\[ = \left( \bigcup_{\alpha \in F \setminus A} K(\alpha_A) \right) \bigcup \left( \bigcup_{\beta \in E} K(\beta \alpha_A) \right), \quad \text{(by (5) of Proposition 2.6).} \]

Then
\[ \mathbb{1}_{K(\alpha_A)} = \sum_{\emptyset \neq B \subset (F \setminus A) \cup E} (-1)^{|B|+1} \prod_{\beta' \in B} \mathbb{1}_{K(\beta')}, \quad (6.11) \]
where $((F \setminus A) \cup E) \alpha_A$ stands for the collection of words $\{\beta \alpha_A \mid \beta \in (F \setminus A) \cup E\}$. If $B \cap (F \setminus A) \alpha_A \neq \emptyset$, then one of the factors in the product $\prod_{\beta' \in B} \mathbb{1}_{K(\beta')}$ equals $\mathbb{1}_{K(\alpha_A)} \mathbb{1}_{K(\alpha)}$ because $\alpha_A$ is neutral, hence
\[ \prod_{\beta' \in B} \mathbb{1}_{K(\beta')} \prod_{\alpha \in F \setminus A} (\mathbb{1} - \mathbb{1}_{K(\alpha)}) = 0. \]

Thus only the factors of (6.11) with $B \subset E \alpha_A$ contribute to $Q_A$, so that
\[ Q_A = \mathbb{1}_{K(\alpha_A)} \prod_{\alpha \in F \setminus A} (\mathbb{1} - \mathbb{1}_{K(\alpha)}) = \sum_{\emptyset \neq B \subset E \alpha_A} (-1)^{|B|+1} \prod_{\beta' \in B} \mathbb{1}_{K(\beta')} \prod_{\alpha \in F \setminus A} (\mathbb{1} - \mathbb{1}_{K(\alpha)}). \]

Considering now each term in the sum on its own, suppose $\emptyset \neq B \subset E \alpha_A$ and take $\beta_B \in B$. Let $\beta_B \in E$ be such that $\beta_B = \beta_B \alpha_A$. Define the concatenation
\[ \sigma_B := \beta_B \prod_{\beta' \in B \setminus (\beta_B)} \beta_B'. \]

Then $\beta_B = \beta_B \hat{\alpha}_A = \beta_B = g$ and $\prod_{\beta' \in B} \mathbb{1}_{K(\beta')} = \mathbb{1}_{K(\sigma_B)}$, by properties (3) and (5) of Proposition 2.6 Hence
\[ \prod_{\beta' \in B} \mathbb{1}_{K(\beta')} \prod_{\alpha \in F \setminus A} (\mathbb{1} - \mathbb{1}_{K(\alpha)}) = \mathbb{1}_{K(\sigma_B)} \prod_{\alpha \in F \setminus A} (\mathbb{1} - \mathbb{1}_{K(\alpha)}) = \sum_{A' \subset F \setminus A} (-1)^{|A'|} \mathbb{1}_{K(\sigma_B)} \prod_{\alpha \in A'} K(\alpha) \]
is a finite linear combination of projections of the form $\mathbb{1}_{K(\sigma)}$, where $\sigma \in W$ satisfies $\hat{\sigma} = g$. So the same will be true for $Q_A$ and for $a = \sum_{\emptyset \neq A \subset F} \lambda_A Q_A$.

For the remainder of the proof, assume
\[ a = \sum_{\alpha \in F} \lambda_\alpha \mathbb{1}_{K(\alpha)}, \]
where $F \subset W$ is a finite collection of words with $\hat{\alpha} = g$ and $\lambda_\alpha \in \mathbb{C}$ for all $\alpha \in F$. We can see in the proof of Corollary 6.6 using the identification $D_n \cong D_r$ that each projection $Q_A$ appearing in the decomposition of $a$ will have the form $\prod_{\alpha = 1}^{n_A} (\mathbb{1}_{K(\alpha_A)} - \mathbb{1}_{K(\beta_i, A)})$, where $\hat{\alpha}_A = \beta_i, A \ni g$ and $K(\beta_i, A) \subset K(\alpha_A)$ for $i = 1, \ldots, n_A$, by another application of (3) and (5) of Proposition 2.6.
a also lies in $D^o_P$, Lemma 6.4 implies that \( \{K(\beta_i,A) \mid i = 1,\ldots,n\} \) has to be a foundation set for \( K(\alpha_A) \) whenever \( \lambda_A \neq 0 \).

Thus in order to prove that \( \gamma_g(a) \in D^o_P \), all we have to show is that if \( \lambda_A \neq 0 \), then
\[
\gamma_g(Q_A) = \prod_{i=1}^{n_A} (1 - K(\tilde{\alpha}_i,A) - 1_{K(\tilde{\beta}_i,A)}) \in D^o_P.
\]
But this happens if and only if \( \{K(\tilde{\beta}_i,A) \mid i = 1,\ldots,n\} \) is a foundation set for \( K(\tilde{\alpha}_A) \). So let \( p \in K(\tilde{\alpha}_A) \setminus \bigcup_{i=1}^{n_A} K(\tilde{\beta}_i,A) \). Notice that \( g^{-1}p \in K(\alpha_A) \). Using that \( \{K(\beta_i,A) \mid i = 1,\ldots,n\} \) is a foundation set for \( K(\alpha_A) \), we can find \( r \in g^{-1}p \cap \bigcup_{i=1}^{n_A} K(\beta_i,A) \). It follows that
\[
gr \in pP \cap g \left( \bigcup_{i=1}^{n_A} K(\beta_i,A) \right) = pP \cap \bigcup_{i=1}^{n_A} K(\tilde{\beta}_i,A).
\]
So \( \gamma_g(a) \in D^o_P \) as wished.

Li introduced a notion of a boundary quotient \( \partial_T(P) \) of \( T(P) \) [15, Definition 5.7.9], cf. [29, Definition 7.14], based on a more general construction in the context of inverse semigroups due to Exel [18, 19]. Before we can relate the covariance algebra \( C \rtimes_{cr} P \) to \( \partial_T(P) \), we recall the description of the boundary \( \partial P \) of \( \Omega_P \). Let \( \lambda_{\max} \) be the subset of \( \lambda \) formed by all characters \( \chi \in \lambda \) such that \( \chi^{-1}(1) = \{S \in \lambda \mid \chi(S) = 1\} \) is maximal among all characters. That is, if \( \chi' \in \lambda \), \( \chi' \neq \chi \), then \( \chi^{-1}(1) \not\subseteq \chi'^{-1}(1) \). By [15, Lemma 5.7.7], the closure \( \lambda_{\max} \) is contained in \( \Omega_P \), and it is invariant under the partial action \( \tilde{\gamma} = (\{U_g\}_{g \in G}, \{\gamma_g\}_{g \in G}) \) of \( G \) on \( \Omega_P \) by [15, Lemma 5.7.5]. Set \( \partial_P := \lambda_{\max} \). Then \( C(\partial_P) \) is invariant under the partial action \( \tilde{\gamma}^* \) on \( C(\Omega_P) \), see (5.8). By [15, Corollary 5.7.6], the boundary quotient \( \partial_T(P) \) of \( T(P) \) as defined in [15, Definition 5.7.9] is canonically isomorphic to the reduced partial crossed product \( C(\partial_P) \rangle^{\tilde{\gamma}^*}G \subset C(\partial_P) \) by the partial action \( G \) obtained by restricting \( \tilde{\gamma}^* \) to \( C(\partial_P) \). We will now see that under the canonical identification of \( \Omega_P \) with the spectrum \( \tilde{D}_r \) of \( D_r \), we have \( \Omega_P \setminus \partial \Omega_P \cong \tilde{D}_r \), and consequently \( \partial_T(P) \cong (D_r/D^o_P) \rtimes_{\tilde{\gamma},r} G \). Notice that \( \partial_T(P) \) is indeed a quotient of \( T(P) \) by [20, Proposition 21.3].

**Lemma 6.12.** Let \( P \) be a submonoid of a group \( G \). Let \( \Omega(S;C) = \{r \in \Omega_P \mid \tau(S) = 1; \tau(R) = 0 \text{ for } R \in C\} \) be a basic open set for the topology of \( \Omega_P \) as in Lemma 5.7. Then \( \Omega(S;C) \cap \partial \Omega_P \neq 0 \) if and only if \( C \) is not a relative \( S \)-foundation set. In particular, the collection of subsets of \( \partial \Omega_P \) given by
\[
\{\Omega(S;C) \cap \partial \Omega_P \mid C \text{ is not a relative } S \text{-foundation set }\}
\]
is a basis of nonempty open sets for the topology of \( \partial \Omega_P \). Moreover, \( \partial \Omega_P = \{r \in \Omega_P \mid \tau \mid D^o_P = 0\} \) and \( D^o_P / \partial \Omega_P \cong C(\partial \Omega_P) \).

**Proof.** In case \( 0 \notin \lambda \), that is, when \( P \) is left reversible, then \( \partial \Omega_P \) consists of a single point, given by the character \( \tau: \lambda \to \{0,1\}, \tau(S) = 1 \) for all \( S \in \lambda \). So clearly \( \Omega(S;C) \cap \partial \Omega_P \neq 0 \) if and only if \( C = \emptyset \). Since any nonempty collection \( C \) of constructible ideals contained in \( R \subset S \) produces a foundation set in this case, this proves the result for left reversible \( P \).

Assume \( 0 \in \lambda \). Let us argue by contradiction and suppose that \( C \) is a relative foundation set for \( S \) and there is some \( r \in \partial \Omega_P \cap \Omega(S;C) \). We may assume \( \tau \in \lambda_{\max} \) because \( \Omega(S;C) \) is open. Let \( R \in C \). Since \( \tau(R) = 0 \), there is \( \emptyset \neq S_R \subset \lambda \) with \( \tau(S_R) = 1 \) and \( S_R \cap R = 0 \) by [15, Lemma 5.7.4]. Put \( R' := \bigcap_{R \in C} S_R \). Notice that \( R' \cap \bigcup_{R \in C} R = 0 \) and \( S \cap R' \neq 0 \) because \( \tau(S \cap R') = \tau(S) \tau(R') = 1 \).

Take \( p \in S \cap R' \). Using that \( \{S \cap R \mid R \in C\} \) is an \( S \)-foundation set, we can find \( r \in p \cap \left( \bigcup_{R \in C} R \right) \). But \( r \in R' \) because \( R' \) is a right ideal. This gives a contradiction. Hence \( \Omega(S;C) \cap \partial \Omega_P \neq 0 \) if and only if \( C \) is not a relative foundation set for \( S \).

To see that \( \Omega(S;C) \cap \partial \Omega_P \neq 0 \) if \( C \) is not a relative foundation set for \( S \), notice that the image of the projection
\[
\prod_{R \in C} (1 - 1_{R}) = \prod_{R \in C} (1_{S_R} - 1_{S \cap R})
\]
in $C(\partial \Omega_P)$ has to be nonzero by Proposition 6.9. This is so because $\partial T_\lambda(P)$ is nonzero. Hence any character $\tau \in \partial \Omega_P$ with

$$\tau \left( \prod_{R \in \mathcal{C}} (1_S - 1_{S \cap R}) \right) \neq 0$$

will belong to $V(S; \mathcal{C})$ and so $V(S; \mathcal{C}) \cap \partial \Omega_P$ is nonempty.

It remains to establish the identification $\partial \Omega_P = \{ \tau \in \Omega_P \mid \tau |_{D^o_r} = 0 \}$. We identify the spectrum $\hat{D}^o_r$ of $D^o_r$ with the open subspace $U^o$ of $\Omega_P$ consisting of the characters $\tau \in \Omega_P$ satisfying the following property: there exist a nonempty constructible ideal $S$, and a finite collection of nonempty constructible ideals $\mathcal{C} \subset \mathfrak{S}$ such that $\mathcal{C}$ is a proper foundation set for $S$, with $\tau(S) = 1$ and $\tau(R) = 0$ for $R \in \mathcal{C}$. From this identification and from the above we immediately see the inclusion $\partial \Omega_P \subset \{ \tau \in \Omega_P \mid | \tau |_{D^o_r} = 0 \}$. To prove the reverse inclusion, take $\tau \in \Omega_P$ with $\tau \equiv 0$ on $D^o_r$. Let $V(S; \mathcal{C}) \subset \Omega_P$ be a basic open set containing $\tau$. Then $\mathcal{C}$ is not a relative foundation set for $S$ because $\tau$ vanishes on $D^o_r$. By the first part of the proof, we have $V(S; \mathcal{C}) \cap \partial \Omega_P \neq \emptyset$. So $\tau \in \partial \Omega_P$ since $\partial \Omega_P$ is closed and $V(S; \mathcal{C})$ is an arbitrary basic open set around $\tau$. This implies the identification $\Omega_P \setminus \partial \Omega_P \cong \hat{D}^o_r$ and the isomorphism $D_r/D^o_r \cong C(\partial \Omega_P)$, and completes the proof of the lemma.

\begin{theorem}
Let $P$ be a submonoid of a group $G$. The following $C^*$-algebras are isomorphic, via isomorphisms that identify the canonical generating elements:

1. the covariance algebra $\mathcal{C} \rtimes_{\mathcal{C}^r} P$ of the canonical product system $\mathcal{C}^r$ over $P$;
2. the universal $\mathcal{C}^*$-algebra with generating set $\{v_p \mid p \in P\}$ subject to the relations $(T1)$–$(T3)$ of Definition 3.6 together with the relations

$$\prod_{\beta \in A} (\hat{v}_\alpha - \hat{v}_\beta) = 0 \quad (6.14)$$

for every neutral word $\alpha$ in $\mathcal{W}$ and foundation set $\{K(\beta) \mid \beta \in A\}$ for $K(\alpha)$, where $A$ is a finite collection of neutral words in $\mathcal{W}$;
3. the universal $\mathcal{C}^*$-algebra with generating set $\{v_p \mid p \in P\}$ subject to the relations $(T1)$–$(T4)$ of Definition 3.6 together with the boundary relations from Corollary 6.6;
4. the full partial crossed product $(D_r/D^o_r) \ltimes \gamma G$;
5. the full partial crossed product $C(\partial \Omega_P) \rtimes G$ of $C(\partial \Omega_P)$ by $\gamma^* |_{C(\partial \Omega_P)}$.

\end{theorem}

**Proof.** The relation (6.14) corresponds to relation (T4) of Definition 3.6 when $K(\alpha) = \bigcup_{\beta \in A} K(\beta)$. Hence the universal $\mathcal{C}^*$-algebra from item (2) is canonically isomorphic to the one with presentation (T1)–(T4) of Definition 3.6 and the boundary relations. These in turn are isomorphic to $\mathcal{C} \rtimes_{\mathcal{C}^r} P$ by Corollary 6.6.

In order to establish the isomorphism $\mathcal{C} \rtimes_{\mathcal{C}^r} P \cong (D_r/D^o_r) \ltimes \gamma G$, observe that $\mathcal{C} \rtimes_{\mathcal{C}^r} P$ is the quotient of $T_u(P)$ by the ideal generated by $D^o_r \cong D_r$. Such an ideal is simply $\bigoplus_{\beta \in \mathcal{G}} (D^o_r \cap A_\beta) \beta |_{D^o_r}$ by $\gamma$-invariance of $D^o_r$ obtained in Lemma 6.10. Hence it is canonically isomorphic to $D^o_r \ltimes_{\gamma |_{D^o_r}} G$ by the observation preceding the statement of Lemma 6.10 and so

$$\mathcal{C} \rtimes_{\mathcal{C}^r} P \cong T_u(P)/(D^o_r) \cong (D_r \times_\gamma G)/(D^o_r \times_{\gamma |_{D^o_r}} G) \cong (D_r/D^o_r) \ltimes \gamma G$$

as asserted.

Finally, to see that $\mathcal{C} \rtimes_{\mathcal{C}^r} P$ is also canonically isomorphic to $C(\partial \Omega_P) \rtimes G$, we apply Lemma 6.12. The isomorphism $T_u(P) \cong D_r \times_\gamma G \cong C(\Omega_P) \rtimes G$ identifies $D^o_r \times_{\gamma |_{D^o_r}} G$ with $C(\Omega_P \setminus \partial \Omega_P) \times G$ since $\Omega_P \setminus \partial \Omega_P \cong \hat{D}^o_r$. Hence

$$\mathcal{C} \rtimes_{\mathcal{C}^r} P \cong (D_r/D^o_r) \ltimes \gamma G \cong C(\partial \Omega_P) \rtimes G$$

canonical.

Let us recount the type of relations we have encountered thus far. First we had the original relations, corresponding to (T3), saying that for neutral $\alpha$ the expression $\hat{v}_\alpha$ depends only on the ideal $K(\alpha)$; these give rise to Li's $C^*_\gamma(P)$. We then introduced the additional relations (T4) saying that a product of defect projections must vanish if it does in the reduced diagonal; these give rise to our $T_u(P)$. When we add the boundary relations, saying that products corresponding to proper $S$-foundation sets must vanish, Theorem 6.13, we obtain $\mathcal{C} \rtimes_{\mathcal{C}^r} P$. No more relations of this type can be added without
whenever 

that (1) is equivalent to (3) is a consequence of the presentation given in Theorem 6.13(3) for the full boundary quotient of $T_u(P)$.

**Notation 6.15.** We will denote by $\Lambda_D$ the canonical $^*$-homomorphism $C \rtimes_{\gamma,r} P \to \partial T_u(P)$ obtained by combining the isomorphisms $C \rtimes_{\gamma,r} P \cong C(\partial\Omega_P) \times_r G$ and $C(\partial\Omega_P) \times_r G \cong \partial T_u(P)$ with the left regular representation $\Lambda: C(\partial\Omega_P) \times_r G \to C(\partial\Omega_P) \times_r G$.

**Corollary 6.16.** Let $P$ be a submonoid of a group $G$. Suppose that $G$ is exact. Then a $^*$-homomorphism $\rho: T_u(P) \to B$ factors through the boundary quotient $\partial T_u(P)$ if and only if

$$\rho\left( \prod_{r \in C} (1_S - 1_R) \right) = 0$$

whenever $C$ is a foundation set for $S \in \mathcal{I}$.

**Proof.** Recall that $(D_r/D_r^0) \rtimes_{\gamma,r} G$ is canonically isomorphic to $\partial T_u(P)$, see Lemma 6.12 and the preceding comment. View $T_u(P)$ as the reduced partial crossed product $D_r \rtimes_{\gamma,r} G$ via the isomorphism given in Theorem 4.7. Since $T_u(P)$ carries a faithful conditional expectation onto $D_r$, the inclusion $D_r^0 \hookrightarrow D_r$ induces an embedding $D_r^0 \rtimes_{\gamma,1_{\partial\Omega_P}} G \to T_u(P)$ by [20, Proposition 21.3]. Now suppose that $G$ is exact. By [20, Theorem 21.18], there is a short exact sequence

$$0 \to D_r^0 \rtimes_{\gamma,1_{\partial\Omega_P}} G \to T_u(P) \to (D_r/D_r^0) \rtimes_{\gamma,r} G \to 0.$$

Since $(D_r/D_r^0) \rtimes_{\gamma,r} G \cong C(\partial\Omega_P) \rtimes_r G \cong \partial T_u(P)$, the result follows from an application of Corollary 6.6 because $D_r^0 \rtimes_{\gamma,1_{\partial\Omega_P}} G$ is precisely the ideal of $T_u(P) \cong D_r \rtimes_{\gamma,r} G$ generated by $D_r^0$. $\square$

As an application of Theorem 6.13, we can characterize the situation in which the universal Toeplitz algebra coincides with the full boundary quotient.

**Corollary 6.17.** Let $P$ be a submonoid of a group $G$. The following are equivalent:

1. the quotient map $q_u: T_u(P) \to C \rtimes_{\gamma,r} P$ is an isomorphism;
2. no finite collection of proper constructible right ideals is a foundation set for $P$;
3. for every nonempty constructible right ideal $S$ in $P$, no finite collection of constructible right ideals is a proper foundation set for $S$.

**Proof.** That (1) is equivalent to (3) is a consequence of the presentation given in Theorem 6.13(3) for $C \rtimes_{\gamma,r} P$, and that (3) implies (2) is obvious.

Next we prove that (2) implies (3) by contrapositive. Suppose there is a nonempty constructible ideal $S \in \mathcal{I}$ and a finite collection of ideals $\mathcal{I} \subset \mathcal{I}$ such that $\mathcal{I}$ is a proper foundation set for $S$. Take

$$p \in S \setminus \left( \bigcup_{R \in \mathcal{I}} R \right).$$

We claim that $\{p^{-1}R \cap P \mid R \in \mathcal{I}\}$ is a proper foundation set for $P$. Indeed, let $q \in P$. Then $pq \in S$ and so $pqP \cap (\bigcup_{R \in \mathcal{I}} R) \neq \emptyset$ since $\mathcal{I}$ is a foundation set for $S$. Thus

$$qP \cap (\bigcup_{R \in \mathcal{I}} p^{-1}R \cap P) \neq \emptyset,$$

and hence $\{p^{-1}R \cap P \mid R \in \mathcal{I}\}$ is a proper foundation set for $P$ because $e \in P \setminus (\bigcup_{R \in \mathcal{I}} p^{-1}R \cap P)$. $\square$

### 6.4. Characterization of purely infinite simple boundary quotients

Let $P$ be a submonoid of $G$ and let $G_0$ be the subgroup of $G$ given by

$$G_0 = \{ g \in G \mid gP \cap S \neq \emptyset, g^{-1}P \cap S \neq \emptyset, \text{ for all } \emptyset \neq S \in \mathcal{I} \}.$$

By [15, Proposition 5.7.13], the partial action of $G$ on $\partial\Omega_P$ is topologically free if and only if its restriction to $G_0$ is so. We give next equivalent characterizations of topologically freeness of this action in terms of constructible ideals of $P$.

**Proposition 6.18.** Let $P$ be a submonoid of a group $G$. The following statements are equivalent:

1. The partial action of $G$ on $\partial\Omega_P$ is topologically free;
2. The partial action of $G_0$ on $\partial\Omega_P$ is topologically free;
We claim that \( \alpha \) where wished, because there is foundation set for such that claim that has empty interior. Thus the action of have satisfying and so we prove (2)

\[ \text{Next we prove (4)} \]

Every proper ideal of \( \mathbb{C} \times \mathbb{C} \) is a nonempty constructible ideal and so we prove (2) \( \Rightarrow \) (3). Let exists. Combining this with the criteria for topological

Then \( \tau(sP) = 1 \) lies in \( V(pP) \cap U_{g-1} \). Hence \( V(pP) \cap U_{g-1} \) is nonempty.

Now using that the action of \( G_0 \) on \( \partial \Omega_P \) is topologically free and \( \neq \), we find \( \tau \in V(pP) \cap U_{g-1} \) such that \( \tau \neq \tilde{\gamma}_g(\tau) = \tau \circ \gamma_{g-1} \). Thus for some \( \beta \in \mathcal{W} \) with \( \beta = g^{-1} \) we have

\[ \tau(K(\beta)) \neq (\tau \circ \gamma_{g-1})(K(\beta)) = (g^{-1}K(\beta)) = (\tau(\tilde{\beta})). \]

Since \( \tau \) is a character and \( \tau(pP) = 1 \), this implies that \( \tau(pP \cap K(\beta)) \neq \tau(pP \cap \tilde{K}(\beta)). \) If \( \tau(K(\beta)) = 1 \), we see that \( pP \cap (K(\beta) \cap K(\tilde{\beta})) \) is not a foundation set for \( pP \cap K(\beta) \) since \( \tau \in \partial \Omega_P \). So there must be \( q \in pP \cap K(\beta) \) with \( qP \cap K(\tilde{\beta}) = \emptyset \). It follows that \( qP \cap g^{-1}qP = \emptyset \) and thus \( qP \cap ggP = \emptyset \) as wished, because \( g^{-1}qP \subset g^{-1}K(\beta) = K(\tilde{\beta}) \). In the case \( \tau(K(\beta)) = 1 \) and \( \tau(K(\beta)) = 0 \), we exchange the roles of \( \beta \) and \( \beta \) and reason as above to obtain an element \( q \in pP \cap K(\beta) \) with \( qP \cap K(\beta) = \emptyset \).

This implies \( qP \cap ggP = \emptyset \), completing the proof of (2) \( \Rightarrow \) (3).

Assume now that condition (3) holds. Let \( \neq g \in G_0 \) and let \( V(S; \mathcal{C}) \cap \partial \Omega_P \) be a basic open set of the topology of \( \partial \Omega_P \) as in Lemma 6.12. Because \( \{R \mid R \in \mathcal{C}\} \) is not a relative \( S \)-foundation set, there is \( p \in S \) satisfying

\[ pP \cap \left( \bigcup_{R \in \mathcal{C}} R \right) = \emptyset. \]

This has empty interior. Thus the action of \( G_0 \) on \( \partial \Omega_P \) is topologically free. We have established (2) \( \Rightarrow \) (3).

In order to prove the implication (3) \( \Rightarrow \) (4), take \( p, t \in P \) with \( p \neq t \). Suppose first that there exists \( q \in pP \) such that \( qP \cap tP = \emptyset \). Setting exists. Combining this with the criteria for topological

It follows from [13], Corollary 5.7.17 that \( \partial \Omega_P \) is purely infinite simple provided the partial action of \( G_0 \) on \( \partial \Omega_P \) is topologically free and \( \neq \). By recent work of Abadie–Abadie [1], there is a converse to [13] Corollary 5.7.17 whenever the full and reduced partial crossed products associated with the partial action of \( G \) on \( \partial \Omega_P \) are the same. Combining this with the criteria for topological
freeness given in Proposition 6.18, we then get a characterization of purely infinite simple boundary quotients in terms of properties of the semigroup. We specify this in the next corollary.

**Corollary 6.19.** Let $P$ be a submonoid of a group $G$ with $P \neq \{e\}$. Any of the conditions from Proposition 6.18 implies that $\partial T_\Sigma(P)$ is purely infinite simple. The converse implication also holds if we further have $\mathbb{C} \rtimes_C P \cong \partial T_\Sigma(P)$ via the canonical map $\Lambda_\Sigma$.

**Proof.** If the partial action of $G_0$ on $\partial \Omega_P$ is topologically free, then $\partial T_\Sigma(P)$ is purely infinite simple by [15 Corollary 5.7.17]. This gives the first assertion in the statement. For the last assertion, suppose that $\Lambda_\Sigma$ is an isomorphism and that $\partial T_\Sigma(P)$ is purely infinite simple. It follows that the left regular representation $\Lambda: \mathbb{C} \rtimes \partial \Omega_P \rtimes G \to \mathbb{C} \rtimes \partial \Omega_P \rtimes G$ is an isomorphism and $\mathbb{C} \rtimes \partial \Omega_P \rtimes G$ has no nontrivial proper ideal. Thus the partial action of $G$ on $\partial \Omega_P$ is topologically free by [1] Theorem 4.5). So condition (1) of Proposition 6.18 is satisfied. This completes the proof of the corollary. □

**Remark 6.20.** In the case that $P$ is a right LCM monoid that embeds in a group, the characterization of purely simple boundary quotients in terms of constructible ideals from Corollary 6.19 follows from Theorem 4.12 and Theorem 4.15 of [40]. Indeed, by [40 Theorem 4.12] it suffices to verify condition (4) of Proposition 6.18 for elements $p$ and $t$ in the core submonoid $P_0 := \{p \in P \mid pP \cap qP \neq \emptyset \text{ for all } q \in P\} \subset P$ to deduce that the action of $G_0$ on $\partial \Omega_P$ is topologically free. Thus if $\mathbb{C} \rtimes_C P \cong \partial T_\Sigma(P)$, then $\partial T_\Sigma(P)$ is simple if and only if for all $p, t \in P$, $p \neq t$, there exists $s \in P$ with $psP \cap tsP = \emptyset$. This is so because if $p, t \in P$ are such that $e \neq p^{-1}t \in G_0$ and $r \in P$ satisfies $pP \cap tP = rP$, then $p^{-1}r, t^{-1}r \in G_0$. So $p^{-1}rsP \cap t^{-1}rsP = \emptyset$ yields $p^{-1}rs \cap t^{-1}rsP = \emptyset$. Hence condition (4) of Proposition 6.18 restricted to pairs of elements in $P_0$ implies Proposition 6.18 (3). In general, if $P$ is not a right LCM monoid we do not know whether Proposition 6.18 (4) restricted to elements in the core submonoid implies topological freeness of the partial action of $G_0$ on $\partial \Omega_P$.

7. A Numerical Semigroup

An additive submonoid $P$ of $\mathbb{N}$ such that $\mathbb{N} \setminus P$ is finite is called a numerical semigroup. As pointed out by Li [15 Section 5.6.5] numerical semigroups do not satisfy independence. We wish to demonstrate the concrete application of condition (T4) to the specific example $\Sigma := \mathbb{N} \setminus \{1\}$ studied in [36]. We begin with an explicit description of the set $\mathfrak{J}(\Sigma)$ of constructible ideals of $\Sigma$.

**Lemma 7.1.** Every nonempty ideal of $\Sigma = \{0, 2, 3, 4, 5, \ldots\}$ is constructible, and

$$\mathfrak{J}(\Sigma) = \{p + \Sigma \mid p \in \Sigma\} \cup \{p + (2 + \mathbb{N}) \mid p \in \Sigma\} \cup \{3 + \mathbb{N}\}.$$ 

**Proof.** We first use Proposition 2.6 to compute two key constructible nonprincipal ideals:

$K(3, 2, 3) = \Sigma \cap (-3 + 2 + \Sigma) = \Sigma \cap (-1 + \Sigma) = 2 + \mathbb{N};$

$K(2, 3, 3, 2) = \Sigma \cap (-2 + 3 + \Sigma) = \Sigma \cap (1 + \Sigma) = 3 + \mathbb{N}.$

If $I \subset \Sigma$ is a nonempty ideal and $m$ is its smallest element, then $m + \Sigma \subset I$. If $m + 1 \notin I$, then $I = m + \Sigma$, which is in the first set. If $m + 1 \in I$ then $I = m + \mathbb{N} = (m - 2) + (2 + \mathbb{N})$, which is in the second set unless $m = 3$, in which case $I = 3 + \mathbb{N}$. Since $p + (2 + \mathbb{N}) = K(0, p, 3, 2, 2, 3, p, 0)$, the three sets on the right consist of constructible ideals. Finally, $\emptyset \notin \mathfrak{J}(\Sigma)$ because $\Sigma$ is abelian. □

It is clear that independence can only fail at nonprincipal ideals. We choose the equality

$$2 + \mathbb{N} = \{2, 3, 4, 5, \ldots\} = \{2, 4, 5, 6, \ldots\} \cup \{3, 5, 6, 7, \ldots\} = (2 + \Sigma) \cup (3 + \mathbb{N}),$$

as the basic failure of independence, and then show that all other failures follow from this one.

**Lemma 7.3.** Suppose that independence fails at the constructible ideal $S$ of $\Sigma$, in the sense that $S = \bigcup_{\mathfrak{J} \in \mathcal{C}} R$ for a finite family $\mathcal{C}$ of constructible ideals not containing $S$. Let $m = \min S$.

(1) If $m \neq 3$, then $S = p + (2 + \mathbb{N})$ for $p := m - 2 \in \Sigma$, and there exist $R_1, R_2 \in \mathcal{C}$ such that $R_1 = p + (2 + \Sigma)$ and $R_2 \supset p + (3 + \Sigma)$. In this case

$$p + (2 + \mathbb{N}) = S = \bigcup_{R \in \mathcal{C}} R = R_1 \cup R_2 = (p + (2 + \Sigma)) \cup (p + (3 + \Sigma)),$$

which is simply the $p$-translate of (7.2).
(2) If \( m = 3 \), then \( S = 3 + \mathbb{N} \) and there exist \( R_1, R_2 \in \mathcal{C} \) such that \( R_1 = (3 + \Sigma) \) and \( R_2 \supset 4 + \Sigma \). In this case
\[
3 + \mathbb{N} = S = \bigcup_{R \in \mathcal{C}} R = R_1 \cup R_2 = (3 + \Sigma) \cup (4 + \Sigma),
\]
which is the \((-2 + 3)\)-translate of \((7.2)\).

Proof. The ideal \( m + \mathbb{N} \) is the only nonprincipal ideal containing \( m \) as its smallest element, so it must be equal to \( S \). Let \( R_1 \) be an ideal in \( \mathcal{C} \) that contains \( m \), necessarily as its smallest element; since \( R_1 \neq S \) we must have \( R_1 = m + \Sigma \). Since \( m + 1 \) is in \( S \) but not in \( R_1 \), there must be another ideal \( R_2 \in \mathcal{C} \) that contains \( m + 1 \), again, necessarily as its smallest element; hence \( R_2 \) is either \( m + 1 + \Sigma \) or \( m + 1 + \mathbb{N} \). The rest consists of rewriting this in terms of \( p = m - 2 \) when \( m \neq 3 \). \( \square \)

**Proposition 7.4.** Suppose \( \{V_p\}_{p \in \Sigma} \) is a family of elements of a C*-algebra satisfying the relations \((T1)-(T3)\) together with the extra relation
\[
(T4)_{2+N}: \quad V^*_3 V^*_2 V^*_3 V_3 = V^*_2 V^*_3 + V^*_3 V^*_2 - V^*_2 V^*_2 V^*_3 V^*_3.
\]
Then \( L_p \mapsto V_p \) extends to a *-homomorphism \( \pi_V : \mathcal{T}_\lambda(\Sigma) \to C^*(V_p) \). Moreover, \( \pi_V \) is an isomorphism if and only if \( V^*_3 V^*_2 V^*_3 V_3 \neq 1 \).

Proof. Since \( \Sigma \) is a submonoid of the abelian group \( \mathbb{Z} \), we know that \( \mathcal{T}_\lambda(\Sigma) \) has the universal property of Definition 3.6 by [15, Corollary 5.6.45] (see also Corollary 4.10 above). In order to conclude that \( L_p \mapsto V_p \) extends, it suffices to show that \( V \) satisfies relation \((T4)\) in that definition. By Lemma 3.8(2) we only need to consider the cases in which independence fails. So let \( S = \bigcup_{R \in \mathcal{C}} R \) and \( m = \min S \) as in Lemma 7.3.

If \( m \neq 3 \) we put \( p = m - 2 \). If \( I \) is a constructible ideal, let \( E_I := V_\alpha \) for any neutral word \( \alpha \in \mathcal{W}(\Sigma) \) such that \( I = K(\alpha) \). Then, using the earlier computation of \( 2 + \mathbb{N} \) and \( 3 + \mathbb{N} \) and Proposition 2.6(6), we can write \( E_S = E_{p+(2+N)} = V_p E_{2+N} V^*_p = V_p (V^*_3 V^*_2 V^*_3 V^*_3)^{*} V^*_p \), and similarly \( E_{p+(2+\Sigma)} = V_p E_{(2+\Sigma)} V^*_p = V_p (V^*_3 V^*_2 V^*_3 V^*_3)^{*} V^*_p \). By Lemma 7.3 we have
\[
0 \leq \prod_{R \in \mathcal{C}} (E_S - E_R) \leq (E_S - E_{R_1})(E_S - E_{R_2}) \leq V_p (E_{2+N} - E_{3+\Sigma}) V_p (E_{2+N} - E_{3+\Sigma}) V^*_p = V_p (V^*_3 V^*_2 V^*_3 V^*_3)(V^*_3 V^*_2 V^*_3 - V^*_3 V^*_3 V^*_3)(V^*_3 V^*_2 V^*_3 V^*_3) V^*_p,
\]
which vanishes because of \((T4)_{2+N}\). If \( m = 3 \) then
\[
0 \leq \prod_{R \in \mathcal{C}} (E_S - E_R) \leq (E_S - E_{R_1})(E_S - E_{R_2}) \leq (E_{3+N} - E_{3+\Sigma})(E_{3+N} - E_{4+\Sigma}) = (V^*_3 V^*_2 V^*_3 V^*_3 - V^*_3 V^*_3 V^*_3 V^*_2)(V^*_3 V^*_2 V^*_3 V^*_3 - V^*_3 V^*_3 V^*_3 V^*_2) = V^*_3 V^*_2 V^*_3 V^*_3 - V^*_3 V^*_3 V^*_3 V^*_2,
\]
which, again, vanishes because of \((T4)_{2+N}\). This completes the proof that \( V \) satisfies \((T4)\), giving a canonical *-homomorphism \( \pi_V : \mathcal{T}_\lambda(\Sigma) \to C^*(V) \).

If \( \pi_V \) is injective, then \( 1 - V^*_3 V^*_2 V^*_3 V_3 \neq 0 \) because \( 1 - L^*_3 L_2 L^*_3 L_3 \) is the projection onto the subspace generated by \( \delta_0 \in \ell^2(\Sigma) \). For the converse, assume \( 1 - V^*_3 V^*_2 V^*_3 V_3 \neq 0 \) and let \( K(\alpha) \) be a proper ideal for each \( \alpha \) in a finite collection \( A \subset \mathcal{W}(\Sigma) \) of neutral words. It is easy to see that \( 2 + \mathbb{N} \) is the largest proper ideal of \( \Sigma \), so \( V^*_3 V^*_2 V^*_3 V_3 = E_{K(3,2,2,3)} \geq E_{K(\alpha)} = V_\alpha \) for every \( \alpha \in A \). Hence \( \prod_{\alpha \in A} (1 - V_\alpha) \geq 1 - V^*_3 V^*_2 V^*_3 V_3 \neq 0 \), proving that \( V \) is jointly proper. By Theorem 5.11 \( \pi_V : \mathcal{T}_\lambda(\Sigma) \to C^*(V) \) is faithful. \( \square \)

Since \( \Sigma \) is generated by the elements 2 and 3, we would like to characterize representations satisfying \((T1)-(T3)\) and \((T4)_{2+N}\) in terms of generating isometries \( W_2 \) and \( W_3 \). Notice that \((T1)\) is obvious and \((T2)\) never applies because \( \Sigma \) is abelian, so the issue is to characterize pairs that generate a family satisfying \((T3)\). Fortunately, in the present case we can rely on the spatial results from [36] to...
characterize the pairs that yield a presentation of $T_3(\Sigma)$ and thus obtain the following simplification of our uniqueness result.

**Corollary 7.5.** Suppose $W_2$ and $W_3$ are two commuting isometries in a $C^*$-algebra having commuting range projections and satisfying

$$(T3)_{\Sigma}: W_2^3 = W_2^2 \quad \text{and} \quad (T4)_{\Sigma}: W_2^4W_2W_2^*W_3 = W_2W_2^* + W_3W_3^* - W_2W_2^*W_3.$$ 

Then there exists a unique $^*$-homomorphism $\pi_W: T_3(\Sigma) \to C^*(W_2, W_3)$ such that $\pi_W(L_2) = W_2$ and $\pi_W(L_3) = W_3$, and $\pi_W$ is an isomorphism if and only if $W_3^*W_2^*W_3^*W_3 \neq 1$. Therefore, all the $C^*$-algebras generated by pairs $W_2$ and $W_3$ of isometries as above such that $W_3^*W_2^*W_3^*W_3 \neq 1$ are canonically isomorphic.

**Proof.** By [36, Proposition 1.5] $W_2$ and $W_3$ generate a representation $V$ of $\Sigma$ by isometries with commuting range projections. By [36, Theorem 2.1] $V$ has a decomposition into three subrepresentations. Clearly the extra condition $W_3^*W_2^*W_3^*W_3 = W_2W_2^* + W_3W_3^* - W_2W_2^*W_3$ has to be satisfied separately in the three subrepresentations. But if we compute with the representation $S$ from [36, Example 1.2] we see that $S_1S_2S_2^*S_3 = 1 \neq S_3S_3^* = S_2S_3^* - S_2S_2^*S_3$. The only alternative is that the $S$-component of $V$ is trivial, so $V$ is unitarily equivalent to a unitary representation and a multiple of the left regular representation of $\Sigma$ on $\ell^2(\Sigma)$, the latter multiple being nontrivial if and only if $W_3^*W_2^*W_3^*W_3 \neq 1$, in which case $\pi_W$ is injective. \hfill $\square$

8. $ax + b$-monoids of integral domains

8.1. Basics on $ax + b$-monoids of integral domains. Let $R$ be an integral domain, which we will always assume to have a unit $1 \neq 0$, and let $R^\times := R \backslash \{0\}$ be its multiplicative semigroup. The $ax + b$-monoid associated to $R$ is $R \rtimes R^\times$, where the action of $R^\times$ by endomorphisms of $R$ is given by multiplication. Hence the operation in $R \rtimes R^\times$ is given by

$$(b, a)(d, c) = (b + ad, ac), \quad b, d \in R, \ a, c \in R^\times.$$ 

The monoid $R \rtimes R^\times$ embeds in the group $G := Q \rtimes Q^*$, where $Q$ denotes the field of fractions of $R$.

**Notation 8.1.** Following [30], we will denote by $I(R)$ the set of constructible ring-theoretic ideals of $R$,

$$I(R) = \{ \bigcap_{g \in F} gR \mid F \subset Q^*, \ F \text{ is finite and } 1 \in F \}.$$ 

Thus, a nonzero ideal $I$ of $R$ lies in $I(R)$ if and only if it is the intersection of finitely many principal fractional ideals, which is the same as saying that $I^\times$ is a constructible ideal in $R^\times$.

By [30, Lemma 2.11], the nonempty constructible right ideals in $R \rtimes R^\times$ are indexed by pairs $(r, I)$ in which $I \in I(R)$ and $r \in R$ represents a class in $R/I$. Specifically, when $R$ is not a field,

$$\mathfrak{J}(R \rtimes R^\times) = \{ (r + I) \times I^\times \mid r \in R \text{ and } I \in I(R) \} \cup \{0\}.$$ 

8.2. Topological freeness for $ax + b$-monoids of integral domains. The following proposition gives algebraic conditions on $R$ that are equivalent to Theorem 5.9(3) for the associated $ax + b$-monoid $R \rtimes R^\times$, enabling the application of Theorem 5.11.

**Proposition 8.2.** Let $R$ be an integral domain. Suppose that $R/I$ is finite for every ideal $I \in I(R)$. Then $R \rtimes R^\times$ satisfies condition (3) of Theorem 5.9 if and only if for every $x \in R^\times$ and every finite (possibly empty) collection $\mathcal{C} \subset I(R)$ of proper constructible ring-theoretic ideals there exists $a \in R \backslash \bigcup_{I \in \mathcal{C}} I$ such that $x \notin aR$.

**Proof.** Condition (3) of Theorem 5.9 says that for every unit $(x, u) \in R \rtimes R^\times \backslash \{(0, 1)\}$ and every finite collection $\mathcal{C}_x = \{(r + I) \times I^\times \mid r \in R, I \in \mathcal{C}\}$ of proper constructible ideals in $R \rtimes R^\times$, there exists $(s, a) \in R \times R^\times \bigcup_{(r + I) \times I^\times \in \mathcal{C}_x} (r + I) \times I^\times$ such that $(x, u)(s, a)P \neq (x, u)P$.

We claim that the above condition is equivalent to the existence, for every nontrivial unit $(x, u)$ and every collection $\mathcal{C}_x$ as above, of $a \in R \backslash \bigcup_{I \in \mathcal{C}} I$ such that

$$(u - 1)R + x \notin aR. \quad (8.3)$$ 

First notice that since the condition is to be satisfied by every family $\mathcal{C}_x$, and since each $|R/I| < \infty$, we may assume without loss of generality that $\mathcal{C}_x$ has been augmented so that all the classes modulo
each of the $I$ are covered. Thus $(s, a) \in R \times R^\times \setminus \bigcup_{I \in C} \bigcup_{r \in R/I}(r + I) \times I^\times$ for some $s$ if and only if $a \in R \setminus \bigcup_{I \in C} I$. Recall from Lemma 5.3 that $(x, u)(s, a)P \neq (s, a)P$ is equivalent to

$$(x + us, ua) = (x, u)(s, a) \neq (s, a)(y, v) = (s + ay, av) \quad \forall (y, v) \in P^\times.$$  

The multiplicative parts can always be matched by taking $v = u$ so this is really a condition on the additive parts, which says that $a$ and $s$ satisfy $x + (u - 1)s \neq ay$ for every $y \in R$. This completes the proof of the claim.

Suppose now that $R \times R^\times$ satisfies condition (3) of Theorem 5.9 and, given $x \in R^\times$, consider the nontrivial unit $(x, 1)$ of $R \times R^\times$. By the equivalence proved above, there exists $a \in R \setminus \bigcup_{I \in C} I$ such that (6.3) holds, which in this case says that $\{x\} = (1 - 1)R + x \not\subseteq aR$, so $x \notin aR$.

To prove the converse, suppose that $C_x = \{(r + I) \times I^\times \mid r \in R, I \in C\}$ is a finite collection of proper constructible ideals in $R \times R^\times$, and let $(x, u)$ be a nontrivial unit. Assume first $x \neq 0$. Then there exists $a \in R \setminus \bigcup_{I \in C} I$ such that $x \notin aR$. Since $x = (u - 1)0 + x \in (u - 1)R + x$, we conclude that (6.3) holds. Assume now $x = 0$. Then $u - 1 \neq 0$, and there exists $a \in R \setminus \bigcup_{I \in C} I$ such that $u - 1 \notin aR$. Since $u - 1 = (u - 1)0 + 0 \in (u - 1)R + x$, we conclude that (6.3) holds in this case too. □

8.3. Boundaries for $ax + b$-monoids of integral domains. A characterization of pure infiniteness and simplicity of $C^*$-algebras constructed from rings that may have zero-divisors is given in [27, Theorem 2]. As a consequence, for $R$ an integral domain that is not a field, the boundary quotient $\partial T_5(R \times R)$ is purely infinite simple [27, Corollary 8]. We can give a direct proof of this result, by verifying Proposition 6.18(4) and then applying Corollary 6.19.

Corollary 8.4. Let $R$ be an integral domain that is not a field and let $R \times R^\times$ be the associated $ax + b$-monoid. Then condition (4) of Proposition 6.18 holds in $R \times R^\times$, and hence the boundary quotient $\partial T_5(R \times R^\times)$ is purely infinite simple.

Proof. In order to lighten the notation, we write $P := R \times R^\times$. Let $p, t \in P$ with $p \neq t$. We need to find $s \in P$ satisfying $psP \cap tsP = \emptyset$. Let $b, d \in R, a, c \in R^\times$ be such that $p = (b, a)$ and $t = (d, c)$. It suffices to find such an element $s$ when $b \neq d$ because the case $b = d$ entails $a \neq c$ and we may take a nonzero element $r \in R$ and substitute $p$ and $t$ by

$$p(r, 1) = (b + ar, a), \quad t(r, 1) = (d + cr, c),$$

which satisfy $b + ar \neq d + cr$. Finding $s'$ for the pair of elements $p(r, 1)$ and $t(r, 1)$, gives $s = (r, 1)s'$ for the pair of elements $p$ and $t$. Assuming thus $b - d \neq 0$, we separate the proof of existence of $s$ into two cases.

Case 1: $b - d \notin acR$. Set $s := (0, ac)$. Then

$$ps = (b, ac^2c) \quad \text{and} \quad ts = (d, c^2a).$$

We claim that $psP \cap tsP = \emptyset$. Indeed, looking for a contradiction, assume that there are $q_1 = (f_1, e_1)$ and $q_2 = (f_2, e_2)$ in $P$ such that $psq_1 = tsq_2$. We would then have

$$psq_1 = (b + a^2cf_1, ac^2ce_1) \quad \text{and} \quad tsq_2 = (d + c^2af_2, c^2ae_2).$$

Thus the equality $psq_1 = tsq_2$ would imply $b + a^2cf_1 = d + c^2af_2$ and hence

$$b - d = ac(cf_2 - af_1).$$

This contradicts our assumption that $b - d \notin acR$.

Case 2: $b - d \in acR^\times$. Let $x \in R^\times$ be the unique element satisfying $b - d = acx$. Let $r \in R$ be a noninvertible element. We set $s := (0, acxr)$. Thus

$$ps = (b, a^2cxr) \quad \text{and} \quad ts = (d, c^2a^x).$$

We claim that $psP \cap tsP = \emptyset$. Looking for a contradiction, assume that there are $q_1 = (f_1, e_1)$ and $q_2 = (f_2, e_2)$ in $P$ such that $psq_1 = tsq_2$. In this case we would have that

$$b + a^2cxrf_1 = d + c^2a^xr f_2,$$

and hence

$$b - d = acx(crf_2 - arf_1) = (b - d)(crf_2 - arf_1).$$

Since $R$ has no zero-divisors we would have $crf_2 - arf_1 = 1$ and thus $r(cfr_2 - aef_1) = 1$. We have arrived at a contradiction because $r$ is not invertible in $R^\times$. So we must have $psP \cap tsP = \emptyset$.  


We have shown that Proposition 6.18(4) holds, so Corollary 6.19 gives the rest. □

9. ax + b-monoids of orders in number fields

Recall that an algebraic number field $K$ is a finite degree extension of the field $\mathbb{Q}$ of rational numbers. The ring of algebraic integers $\mathcal{O}_K$ of $K$ is the integral closure of $\mathbb{Z}$ in $K$; it is a free $\mathbb{Z}$-module of rank $d := [K : \mathbb{Q}]$. The rings of integers in algebraic number fields form an important class of integral domains, in fact of Dedekind domains. The Toeplitz $C^*$-algebras of the corresponding $ax + b$-monoids and their equilibrium states were studied in [14], and their ideal structure and $K$-theory in [17] and [30], respectively.

Here we will be interested in the more general class of orders in $K$. These are subrings of $\mathcal{O}_K$ that are free of full rank $d$ as $\mathbb{Z}$-modules. We will use the letter $\mathcal{O}$ to denote an order in a number field; $\mathcal{O}^+$ will denote the set of invertible elements of $\mathcal{O}$ and $\mathcal{O}^\times$ the multiplicative monoid $\mathcal{O} \setminus \{0\}$. The fraction field of $\mathcal{O}$ equals that of $\mathcal{O}_K$, so that $(\mathcal{O}^\times)^{-1}\mathcal{O} = K$. We refer to [33] for the basic definitions and results about rings of integers in number fields and to [41] for orders; we also found K. Conrad’s set of notes [8] very helpful.

9.1. A uniqueness result for $\mathcal{T}_\lambda(\mathcal{O} \times \mathcal{O}^\times)$. As an application of Proposition 8.2 and Theorem 5.11 we prove next a uniqueness result for the Toeplitz $C^*$-algebra $\mathcal{T}_\lambda(\mathcal{O} \times \mathcal{O}^\times)$ of the $ax + b$-monoid of an order $\mathcal{O}$ in a number field $K$.

**Corollary 9.1.** Let $\mathcal{O}$ be an order in an algebraic number field $K$, and let $\pi: \mathcal{O} \times \mathcal{O}^\times \rightarrow B$ be a map into a $C^*$-algebra $B$ satisfying relations (T1)–(T4) from Definition 3.6. Then there is a $^*$-homomorphism $\pi_W: \mathcal{T}_\lambda(\mathcal{O} \times \mathcal{O}^\times) \rightarrow C^*(W)$ such that $\pi_W(L_p) = W_p$ for all $p \in \mathcal{O} \times \mathcal{O}^\times$, and $\pi_W$ is an isomorphism if and only if $W$ is jointly proper.

**Proof.** We will establish that the assumptions of Theorem 5.11 hold for $\mathcal{O} \times \mathcal{O}^\times$. First, since the group $K \times K^*$ is amenable, Corollary 4.10 and Theorem 4.9 show that the left regular representation $\lambda^+$ is faithful. Then so is the conditional expectation $E_u: \mathcal{T}_u(\mathcal{O} \times \mathcal{O}^\times) \rightarrow D_u$ by Corollary 3.20.

Next we show that $\mathcal{O} \times \mathcal{O}^\times$ satisfies condition (3) of Theorem 5.9. Since $\mathcal{O}$ satisfies the assumptions of Proposition 8.2, it suffices to show that for every $x \in \mathcal{O}^\times$ and every finite collection $\mathcal{C} \subset \mathcal{I}(\mathcal{O})$ of proper ideals there exists $a \in \mathcal{O} \setminus \bigcup_{S \in \mathcal{C}} S$ such that $x \notin a\mathcal{O}$. Let $x \in \mathcal{O}^\times$ and $\mathcal{C}$ be such a collection. Suppose first that $x$ is not invertible, that is, $x\mathcal{O}$ is a proper ideal in $\mathcal{O}$. The collection $\mathcal{C}_x := \{S' | S' \text{ is a proper ideal in } \mathcal{O} \text{ and } x \in S'\}$ is finite because $\mathcal{O}/x\mathcal{O}$ is finite. Consider now the finite collection $\mathcal{C} \cup \mathcal{C}_x$. Since each proper ideal in $\mathcal{O}$ can contain at most one rational prime, we may choose a prime number $p \in \mathbb{N}$ such that

$$p \notin \left( \bigcup_{S \in \mathcal{C}} S \right) \cup \left( \bigcup_{S \in \mathcal{C}_x} S' \right).$$

Then $p \in \mathcal{O} \setminus \bigcup_{S \in \mathcal{C}} S$, and $x \notin p\mathcal{O}$ because, otherwise, $p\mathcal{O}$ would be a proper ideal between $x\mathcal{O}$ and $\mathcal{O}$, hence in $\mathcal{C}_x$ and this would contradict the choice of $p$. Suppose now that $x$ is invertible, that is, $x\mathcal{O} = \mathcal{O}$ and just take a rational prime

$$p \notin \left( \bigcup_{S \in \mathcal{C}} S \right).$$

Then $p \in \mathcal{O} \setminus \bigcup_{S \in \mathcal{C}} S$, and $x \notin p\mathcal{O}$ because $1/p$ is not an algebraic integer.

We have verified that the conditional expectation $E_u: \mathcal{T}_u(\mathcal{O} \times \mathcal{O}^\times) \rightarrow D_u$ is faithful, and that the equivalent conditions of Theorem 5.9 hold, so Theorem 5.11 completes the proof. □

**Remark 9.2.** The key feature in the proof of Theorem 9.1 is the availability of an infinite set of rational primes. So a slight modification of the proof also yields a uniqueness theorem for representations of the $ax + b$-monoid of a congruence monoid. See [5, Theorem 6.1] for a sharper result that only requires the jointly proper condition at a restricted class of ideals.
9.2. Independence fails for every nonmaximal order. The multiplicative monoid \( \mathcal{O}_K^\times \) and the \( ax + b \)-monoid \( \mathcal{O}_K \times \mathcal{O}_K^\times \) of the ring \( \mathcal{O}_K \) of algebraic integers in a number field \( K \) both satisfy independence [15, Lemma 5.6.36], see also [28, Lemma 2.30]. We will show that, in contrast, when \( \mathcal{O} \) is a nonmaximal order in \( K \), then \( \mathcal{O}^\times \) does not satisfy independence, and neither does \( \mathcal{O} \times \mathcal{O}^\times \), because [30, Lemma 2.12] shows that independence of \( R^\times \) and of \( R \times R^\times \) are equivalent for all integral domains. It follows that the behaviour exhibited by the example \( \mathbb{Z}[\sqrt{-3}] \) given in [15, Section 5.6.5] is typical for nonmaximal orders. We will discuss this example later in detail following a recipe that could be used with every nonmaximal order, see Example 9.6.

Let \( \mathcal{O} \) be an order in an algebraic number field \( K \). The conductor of \( \mathcal{O} \) is given by
\[
\epsilon := (\mathcal{O} : \mathcal{O}_K) = \{ x \in K \mid x\mathcal{O}_K \subseteq \mathcal{O} \},
\]
where we use \( (R : I) := \{ x \in Q \mid xR \subseteq I \} \) to indicate the ideal quotient of an integral domain \( R \) with quotient field \( Q \) over a fractional ideal \( I \). Notice that \( \epsilon \) is an ideal in both \( \mathcal{O} \) and \( \mathcal{O}_K \), and is actually the largest ideal of \( \mathcal{O}_K \) contained in \( \mathcal{O} \). Since \( \mathcal{O} \) has full rank in \( \mathcal{O}_K \), there is a positive integer \( m \in \mathbb{Z} \) such that \( m\mathcal{O}_K \subseteq \mathcal{O} \). For example, one such integer is the index \( [\mathcal{O}_K : \mathcal{O}] \). In particular, we may indeed regard \( \mathcal{O}_K \) as a fractional \( \mathcal{O} \)-ideal. Whenever \( m\mathcal{O}_K \subseteq \mathcal{O} \), then \( m\mathcal{O}_K \) is an ideal of \( \mathcal{O}_K \) contained in the conductor \( \epsilon \) of \( \mathcal{O} \).

A key concept for us to analyze the failure of independence in \( \mathcal{O} \) is that of a divisorial fractional ideal. Recall that a nonzero fractional ideal \( I \) of an integral domain \( R \) is said to be divisorial whenever \( (R : (R : I)) = I \); equivalently, whenever \( I \) is the intersection of an arbitrary collection of principal fractional ideals. Notice that a nonzero ideal \( I \) of a noetherian integral domain \( R \) is divisorial if and only if it is a constructible ring-theoretic ideal, e.g., if and only if \( I^\times \) is a constructible ideal in \( R^\times \), because the arbitrary intersection can be replaced by a finite one. Interested in the question of whether \( m\mathcal{O}_K \) is a constructible ring-theoretic ideal of \( \mathcal{O} \), we prove next a number-theoretic result that is possibly well-known to the experts, but for which we have been unable to find a reference.

**Lemma 9.3.** Let \( K \) be an algebraic number field and \( \mathcal{O}_K \) the ring of integers in \( K \). Let \( \mathcal{O} \) be an order in \( K \). Then \( \mathcal{O}_K \) is divisorial as a fractional \( \mathcal{O} \)-ideal.

**Proof.** Of course we may assume that \( \mathcal{O} \) is a nonmaximal order in \( K \). We have to show that
\[
\mathcal{O}_K = (\mathcal{O} : (\mathcal{O} : \mathcal{O}_K)) = (\mathcal{O} : \epsilon) = \{ x \in K \mid x\epsilon \subseteq \mathcal{O} \}. 
\]

Let \( g \in K \) be such that \( g\epsilon \subseteq \mathcal{O} \). If \( h \in \epsilon \), then \( h\mathcal{O}_K \subseteq \mathcal{O} \) and so
\[
gh\mathcal{O}_K \subseteq g\mathcal{O} \subseteq \mathcal{O}.
\]
In particular, \( gh \in \epsilon \) and hence \( g\epsilon \) is contained in \( \epsilon \), not just in \( \mathcal{O} \).

Now since \( \mathcal{O}_K \) is a Dedekind domain and \( \epsilon \subseteq \mathcal{O}_K \) is a nonzero ideal, it follows that \( \epsilon \) is invertible (as a fractional \( \mathcal{O}_K \)-ideal) and so there exists a fractional \( \mathcal{O}_K \)-ideal \( \epsilon^{-1} \) with \( \epsilon^{-1}\epsilon = \mathcal{O}_K \). Thus
\[
g\mathcal{O}_K = \epsilon^{-1}g\mathcal{O}_K \subseteq \epsilon^{-1}\epsilon = \mathcal{O}_K.
\]
This shows that \( g\mathcal{O}_K \subseteq \mathcal{O}_K \) and therefore \( g \in \mathcal{O}_K \) as wished. \( \square \)

In order to prove that \( \mathcal{O}^\times \) and \( \mathcal{O} \times \mathcal{O}^\times \) do not satisfy independence whenever \( \mathcal{O} \) is a nonmaximal order in \( K \), we introduce first some notation. Given \( h \in \mathcal{O}_K \), we denote by \( n_h \) the positive generator of the ideal \( h\mathcal{O}_K \cap \mathbb{Z} \) of \( \mathbb{Z} \); equivalently, \( n_h \) is the least positive integer such that \( n_h\mathcal{O}_K \subseteq h\mathcal{O}_K \). Then \( h \) divides \( n_h \) in \( \mathcal{O}_K \) and we let
\[
h' := \frac{n_h}{h} \in \mathcal{O}_K.
\]

**Proposition 9.4.** Let \( \mathcal{O} \) be a nonmaximal order in a number field \( K \). Let \( m \in \mathbb{Z} \) be the least positive integer such that \( m\mathcal{O}_K \subseteq \mathcal{O} \) and let \( H \subseteq \mathcal{O}_K \) be a complete set of representatives for the nontrivial cosets of \( m\mathcal{O}_K \) in \( \mathcal{O}_K \). For each \( h \in H \) define a fractional \( \mathcal{O} \)-ideal \( I_h \) by
\[
I_h := \begin{cases} 
\frac{1}{m}m\mathcal{O} \cap \mathcal{O}_K & \text{if } h' \in \epsilon, \\
\mathcal{O} \cap \mathcal{O}_K & \text{if } h' \notin \epsilon.
\end{cases}
\]

Then \( h + m\mathcal{O}_K \subseteq I_h \subsetneq \mathcal{O}_K \) and
\[
\mathcal{O}_K = \bigcup_{h \in H} I_h.
\]

As a consequence, the monoids \( \mathcal{O}_K^\times \) and \( \mathcal{O} \times \mathcal{O}_K^\times \) do not satisfy independence.
Remark. I conclude that nonmaximal orders do not satisfy independence. We do not know whether all fractional ideals are divisorial. Therefore $h + mO_K$ can be replaced by the corresponding $I_h$. Let $h \in H$ and compute

$$h + mO_K = \frac{n_h h}{n_h} + \frac{n_h}{m}O_K$$

$$= \frac{n_h h}{n_h} + hh' mO_K$$

$$= \frac{h}{n_h} (n_h + mh'O_K)$$

$$= \frac{1}{h'} (n_h + mh'O_K) \subset \frac{1}{h'} (\mathbb{Z} + O) = \frac{1}{h'} O.$$

Therefore $h + mO_K \subset \frac{1}{h'} O \cap O_K$. When $h'$ belongs to the conductor $\mathfrak{c}$ of $O$, we further have that $n_h = hh' \in \mathfrak{c} \cap \mathbb{Z} = m\mathbb{Z}$ and $h'O_K \subset \mathfrak{c} \subset O$. Thus the inclusion in the last line of the above computation can be strengthened to

$$\frac{1}{h'} (n_h + mh'O_K) \subset \frac{1}{h'} (m\mathbb{Z} + mO) \subset \frac{1}{h'} mO.$$

This yields

$$h + mO_K \subset \frac{1}{h'} mO \cap O_K$$

in the case $h' \in \mathfrak{c}$ and completes the proof that $O_K = mO_K \cup (\bigcup_{h \in H} I_h)$. In order to see that the trivial class $mO_K$ is superfluous in this union, observe that $mO_K = h + mO_K - h \subset I_h$ for every $h \in H$. Hence $O_K = \bigcup_{h \in H} I_h$.

Next we show that each nontrivial class $h + mO_K$ can be replaced by the corresponding $I_h$. Let $h \in H$ and suppose first that $h' \not\in \mathfrak{c}$. Looking for a contradiction, assume that

$$O_K = \frac{1}{h'} O \cap O_K.$$ 

Multiplying this equality by $h' \in O_K$, we deduce that $h'O_K \subset O$ and so $h'$ is in the conductor $\mathfrak{c}$. This contradicts our assumption that $h' \not\in \mathfrak{c}$ and thus we must have $I_h \neq O_K$ whenever $h \in H$ satisfies $h' \not\in \mathfrak{c}$.

Suppose next that $h' \in \mathfrak{c}$. Again looking for a contradiction, assume that

$$O_K = \frac{1}{h'} mO \cap O_K.$$ 

In this case we deduce that $\frac{h'}{m} O_K \subset O$, and hence $\frac{h'}{m}$ is in the conductor $\mathfrak{c}$ of $O$. In particular $\frac{h'}{m}$ is in $O_K$, so that $\frac{n_h}{m} = h' \frac{h'}{m} \in \mathbb{Q}_+ \cap O_K$ is a positive integer such that $\frac{n_h}{m} O_K = h' \frac{h'}{m} O_K \subset hO_K$. But since

$$0 \neq \frac{h'}{m} \frac{n_h}{m} < n_h$$

because $m \neq 1$, this contradicts our choice of $n_h$, as the smallest positive integer satisfying $n_h O_K \subset hO_K$. Therefore $I_h \neq O_K$ also for $h \in H$ with $h' \in \mathfrak{c}$.

Finally, by Lemma 9.3, $O_K$ is divisorial as a fractional $O$-ideal, and thus it is a finite intersection of principal fractional ideals because $O$ is a noetherian domain. Hence $O_K$ is a constructible ring-theoretic ideal of $O$ and so is $mI_h$ for each $h \in H$; moreover, $mI_h \neq mO_K$. Thus we have realized $mO_K^\times$ as a union

$$mO_K^\times = \bigcup_{h \in H} mI_h^\times$$

of constructible ideals in $O^\times$ none of which is equal to $mO_K^\times$. We conclude that $O^\times$ and the corresponding $ax + b$-semigroup $O \times O^\times$ do not satisfy independence. \qed

Remark 9.5. In an algebraic number field $K$ with maximal order $O_K$, every nonzero fractional $O_K$-ideal is invertible, hence divisorial. By [30, Corollary 7.1], among the orders in $K$ for which all fractional ideals are divisorial, $O_K$ is the only one that satisfies independence. We have shown in Lemma 9.3 that for an arbitrary order $O$ in $K$ the fractional $O$-ideal $O_K$ is divisorial, and this was enough to conclude that nonmaximal orders do not satisfy independence. We do not know whether all fractional
We then obtain a concrete failure of independence in the monoid $3$ while the ideals appearing in the union above are simply principal ideals of $2$.

Let $\mathcal{O}$ be the ring of algebraic integers $O_K$ is given by

$$O_K = \mathbb{Z}[\frac{1+i\sqrt{3}}{2}] = \mathbb{Z} + \frac{1+i\sqrt{3}}{2} \mathbb{Z} = \left\{ \frac{1}{2}(x + yi\sqrt{3}) \mid x, y \in \mathbb{Z} \text{ and } x - y = 0 \pmod{2} \right\}$$

because $-3 \equiv 1 \pmod{4}$. We have

$$2O_K = \{a + bi\sqrt{3} \mid a, b \in \mathbb{Z} \text{ and } a - b = 0 \pmod{2}\} \subseteq O_K,$$

and notice that in this case $2O_K$ is the conductor $c$ of $O$. Let $\omega := \frac{1+i\sqrt{3}}{2}$. Then

$$H := \{1, \omega, \omega^2\} \subseteq O_K$$

is a complete set of representatives for the nontrivial cosets of $2O_K$ in $O_K$. Since each $h \in H$ is invertible in $O_K$, it follows that $n_h = 1, h = \frac{1}{19}$ and so $h' \notin c$. Hence Proposition 9.4 gives

$$O_K = O \cup \omega O \cup \omega^2 O.$$

Multiplying this equality by $2$ and removing the zero element from the ideals involved, we obtain

$$2O_K^\times = 2O^\times \cup 2\omega O^\times \cup 2\omega^2 O^\times.$$

Notice that $2O_K^\times$ corresponds to the constructible ideal $K(2, 2\omega) = K(2, 1 + i\sqrt{3}) = K(2\omega, 2, 2, 2\omega)$ of $\mathcal{O}^\times$ because

$$2O_K^\times = 2(\frac{1}{2}O^\times \cap \frac{1}{2\omega} O^\times) = O^\times \cap \frac{1}{2\omega} O^\times,$$

while the ideals appearing in the union above are simply principal ideals of $O^\times$. We have arrived exactly at the instance of failure of independence for $\mathcal{O}^\times = \mathbb{Z}[\sqrt{-3}]^\times$ provided in [15 Section 5.6.5].

Example 9.8. Let $K = \mathbb{Q}(\sqrt{-1})$ and $O = \mathbb{Z}[\sqrt{-1}] = \mathbb{Z} + 2\mathbb{Z}$. In this case $O_K$ is the ring of Gaussian integers $\mathbb{Z}[\sqrt{-1}] = \mathbb{Z} + 2i\mathbb{Z}$. The conductor of $O$ is $c = 2O_K = 2\mathbb{Z} + 2i\mathbb{Z}$. One can show that $H = \{1, i, 1 + i\}$ is a complete set of representatives for the nontrivial cosets of $2O_K$ in $O_K$. We have $2O_K = (1 + i)(1 - i)O_K \subset (1 + i)O_K$, so that $n_{1+1} = 2$. Thus Proposition 9.4 gives

$$O_K = O \cup iO \cup \left(\frac{1+i}{2} O \cap O_K\right).$$

We then obtain a concrete failure of independence in the monoid $O^\times$ given by

$$2O_K^\times = O^\times \cap iO^\times = 2O^\times \cup 2iO^\times \cup ((1 + i)O^\times \cap O^\times \cap iO^\times).$$

Example 9.9. Consider the cubic field $K = \mathbb{Q}(\sqrt[3]{19}) = \mathbb{Q} + Q \sqrt[3]{19} + Q \sqrt[3]{19^2}$, and let $O$ be the order $O_K = \mathbb{Z} + \mathbb{Z} \sqrt[3]{19} + \mathbb{Z} \sqrt[3]{19^2}$ in $K$, see [8 Example 2.3]. The ring of algebraic integers $O_K$ is

$$O_K = \mathbb{Z} + \mathbb{Z} \sqrt[3]{19} + \mathbb{Z} \sqrt[3]{19^2}.$$ 

Clearly $3$ is the smallest positive integer $m$ with the property that $mO_K \subset O$. The conductor $c$ of $O$ is

$$c = \{a + b\sqrt[3]{19} + c\sqrt[3]{19^2} \mid a + b + c \equiv 0 \pmod{3}\},$$

while $3O_K$ consists of the ideal in $O$ given by all elements of the form $a + b\sqrt[3]{19} + c\sqrt[3]{19}$ with $a, b, c$ integers that are equal modulo 3. Hence $3O_K \subseteq c$.

We set $\omega := \frac{1+\sqrt[3]{19}+\sqrt[3]{19^2}}{3}$. So $\{1, \sqrt[3]{19}, \omega\}$ is a $\mathbb{Z}$-basis for $O_K$. One can show that the set

$$H := \{q_1 + q_2\sqrt[3]{19} + q_3\omega \mid q_i \in \{0, 1, 2\} \text{ for } i = 1, 2, 3 \text{ and } q_1 + q_2 + q_3 \neq 0\}$$

is a complete set of representatives for the nontrivial cosets of $3O_K$ in $O_K$. Let $h = q_1 + q_2\sqrt[3]{19} + q_3\omega \in H$ and let $n \in \mathbb{Z}$. Then $h$ divides $n$ in $O_K$ if and only if there are integers $r_1, r_2$ and $r_3$ such that

$$h(r_1 + r_2\sqrt[3]{19} + r_3\omega) = n.$$
Thus, given $h$, we seek the smallest positive integer $n_h$, for which the system
\[
\begin{align*}
q_1x &= (6q_3 - q_2)y + (6q_2 + 4q_3)z = n_h \\
q_2x &= (q_1 - q_2)y + 2q_3z = 0 \\
q_3x &= (3q_2 + q_3)y + (q_1 + q_2 + q_3)z = 0
\end{align*}
\] (9.10)
has a solution $(r_1, r_2, r_3) \in \mathbb{Z}^3$, which gives $h' = r_1 + r_2 \sqrt{19} + r_3 \sqrt{3}$.

All the possible fractional $\mathcal{O}$-ideals obtained from the elements in $H$ as in Proposition 6.4 are displayed below in Table 1. We have eliminated the obvious repetitions resulting from pairs $h_1, h_2 \in H$ with $h_2 = 2h_1$, which yield $h'_1 = h'_2$ and hence $I_{h_1} = I_{h_2}$. Notice that the table has three elements $h'$ that lie in the conductor, namely $-1 + \sqrt{19}$, $-4 - 2\sqrt{19} + 3\omega$ and $-37 - 2\sqrt{19} + 18\omega$; their respective rows are indexed by $(0, 0, 1)$, $(2, 1, 1)$, and $(1, 2, 2)$.

| $(q_1, q_2, q_3)$ | $n_h$ | $h'$ | $I_h$ |
|-------------------|------|------|------|
| $(1, 0, 0)$       | 1    | 1    | $\frac{1 + 2}{19} \mathcal{O} \cap \mathcal{O}_K$ |
| $(0, 1, 0)$       | 19   | $-1 + \sqrt{19} + 3\omega$ | $\frac{\sqrt{3}}{19} \mathcal{O} \cap \mathcal{O}_K$ |
| $(1, 1, 0)$       | 20   | $-2\sqrt{19} + 3\omega$ | $\frac{1 + 2}{20} \mathcal{O} \cap \mathcal{O}_K$ |
| $(2, 1, 0)$       | 9    | $1 - \sqrt{19} + \omega$ | $\frac{2 + \sqrt{19}}{9} \mathcal{O} \cap \mathcal{O}_K$ |
| $(1, 2, 0)$       | 51   | $-1 - 2\sqrt{19} + 4\omega$ | $\frac{1 + 2}{51} \mathcal{O} \cap \mathcal{O}_K$ |
| $(0, 0, 1)$       | 6    | $-1 + \sqrt{19}$ | $\frac{\sqrt{3}}{2} \mathcal{O} \cap \mathcal{O}_K$ |
| $(1, 0, 1)$       | 8    | $2\sqrt{19} - \omega$ | $\frac{1 + 2}{8} \mathcal{O} \cap \mathcal{O}_K$ |
| $(2, 0, 1)$       | 6    | $2 + \sqrt{19} - \omega$ | $\frac{2 + \sqrt{19}}{6} \mathcal{O} \cap \mathcal{O}_K$ |
| $(0, 1, 1)$       | 10   | $-2 + \omega$ | $\frac{\sqrt{3}}{19} \mathcal{O} \cap \mathcal{O}_K$ |
| $(1, 1, 1)$       | 27   | $-8 - \sqrt{19} + 4\omega$ | $\frac{1 + 2}{27} \mathcal{O} \cap \mathcal{O}_K$ |
| $(2, 1, 1)$       | 12   | $-4 - 2\sqrt{19} + 3\omega$ | $\frac{2 + \sqrt{19}}{4} \mathcal{O} \cap \mathcal{O}_K$ |
| $(0, 2, 1)$       | 60   | $-5 - \sqrt{19} + 4\omega$ | $\frac{2 + \sqrt{19}}{60} \mathcal{O} \cap \mathcal{O}_K$ |
| $(1, 2, 1)$       | 66   | $-6 - 2\sqrt{19} + 5\omega$ | $\frac{1 + 2}{66} \mathcal{O} \cap \mathcal{O}_K$ |
| $(2, 2, 1)$       | 82   | $-7 - 4\sqrt{19} + 7\omega$ | $\frac{2 + \sqrt{19}}{82} \mathcal{O} \cap \mathcal{O}_K$ |
| $(1, 0, 2)$       | 75   | $-5 + 8\sqrt{19} - 2\omega$ | $\frac{1 + 2}{75} \mathcal{O} \cap \mathcal{O}_K$ |
| $(0, 1, 2)$       | 153  | $-23 + 5\sqrt{19} + 7\omega$ | $\frac{3 + 2\sqrt{19}}{153} \mathcal{O} \cap \mathcal{O}_K$ |
| $(1, 1, 2)$       | 94   | $-20 + 4\sqrt{19} + 5\omega$ | $\frac{1 + 2}{94} \mathcal{O} \cap \mathcal{O}_K$ |
| $(2, 1, 2)$       | 15   | $-5 + \sqrt{19} + \omega$ | $\frac{2 + \sqrt{19}}{15} \mathcal{O} \cap \mathcal{O}_K$ |
| $(1, 2, 2)$       | 303  | $-37 - 2\sqrt{19} + 18\omega$ | $\frac{1 + 2}{303} \mathcal{O} \cap \mathcal{O}_K$ |

We already know from Lemma 9.3 that $\mathcal{O}_K$ is a divisorial fractional $\mathcal{O}$-ideal, and hence $3\mathcal{O}_K$ is a constructible ring-theoretic ideal of $\mathcal{O}$. But it is not difficult to describe them explicitly as

$$
\mathcal{O}_K = \frac{1}{1 - \sqrt{19}} \mathcal{O} \cap \frac{1}{3} \mathcal{O}
\quad \text{and} \quad
3\mathcal{O}_K = \frac{3}{1 - \sqrt{19}} \mathcal{O} \cap \mathcal{O}.
$$

Indeed, take an arbitrary element $x = a + b\sqrt{19} + c\sqrt{19^2} \in \mathcal{O}$ and compute

$$(1 - \sqrt{19})x = (1 - \sqrt{19})(a + b\sqrt{19} + c\sqrt{19^2}) = a - 19c + (b - a)\sqrt{19} + (c - b)\sqrt{19^2}.$$ 

Observe that $a - 19c \equiv a - c \pmod{3}$, and so $\frac{1 - \sqrt{19}}{3} x \in \mathcal{O}$ if and only if $x \in 3\mathcal{O}_K$. Consequently,

$$3\mathcal{O}_K = \frac{3}{1 - \sqrt{19}} \mathcal{O} \cap \mathcal{O}.$$
as claimed and thus \( \mathcal{O}_K = \frac{1}{\sqrt{3}}\mathcal{O} \). This also shows that \( 3\mathcal{O}_K^\times = K(3, 1 - \sqrt{19}) \) as a constructible ideal of \( \mathcal{O}^\times \). By Proposition 9.4, after multiplying by 3 and removing the zero element, each fractional \( \mathcal{O} \)-ideal in the last column of Table 1 yields a constructible ideal of \( \mathcal{O}^\times \) that is properly contained in \( 3\mathcal{O}_K^\times \). The union of all these ideals is \( 3\mathcal{O}_K^\times \). This illustrates a concrete failure of independence in \( \mathcal{O}^\times \).

9.3. Reduction of relation \( (T4) \) for \( \mathbb{Z}[\sqrt{-3}] \times \mathbb{Z}[\sqrt{-3}] \). In analogy to what we saw in Section 7 it sometimes suffices to verify relation \( (T4) \) from Definition 3.6 on a particular instance of failure of independence also for \( ax + b \)-monoids of orders. We would like to illustrate this by examining in more detail the example \( \mathbb{Z}[\sqrt{-3}] \).

It follows from [31, Lemma 6.3] that if \( F \) is a finite collection of fractional \( \mathcal{O} \)-ideals such that \( S \subseteq \mathcal{O}_K \) for each \( S \in F \) and

\[
\mathcal{O}_K = \bigcup_{S \in F} S,
\]

then we must have \( \{ \mathcal{O}, \mathcal{O}, \mathcal{O}^2 \} \subseteq F \). The constructible ideals of \( \mathcal{O}^\times \) are given in [31, see also 41, Example 4.2]; specifically,

\[
Q(\mathcal{O}^\times) = \{ x\mathcal{O}^\times \mid x \in \mathcal{O}^\times \} \cup \{ 2y\mathcal{O}_K^\times \mid y \in \mathcal{O}_K^\times \}.
\]

Yet another description of \( Q(\mathcal{O}^\times) \) will be more convenient for our purposes: because \( \mathcal{O}_K = \bigcup_{j=0}^2 \omega_j \mathcal{O} \), an arbitrary element \( x \in \mathcal{O}_K^\times \) has the form \( y = \omega^j x \) for some \( j \in \{0, 1, 2\} \) and \( x \in \mathcal{O}^\times \). Using that \( \omega \in \mathcal{O}_K^\times \) and thus \( \omega \mathcal{O}_K = \mathcal{O}_K \), we may rewrite \( Q(\mathcal{O}^\times) \) as

\[
Q(\mathcal{O}^\times) = \{ x\mathcal{O}^\times \mid x \in \mathcal{O}^\times \} \cup \{ 2x\mathcal{O}_K^\times \mid x \in \mathcal{O}^\times \}.
\]

It will also be convenient to represent \( Q(\mathcal{O}^\times) \) in terms of neutral words in \( W(\mathcal{O}^\times) \) by

\[
Q(\mathcal{O}^\times) = \{ \mathcal{O}(1, x, x, 1) \mid x \in \mathcal{O}^\times \} \cup \{ \mathcal{O}(1, x, 2x, 2x, 2x, 2x, 2x, 2x, 2x, x, 1) \mid x \in \mathcal{O}^\times \}.
\]

We observe that [31, Lemma 6.3] also implies that if \( x \in \mathcal{O}^\times \) and \( \mathcal{C} \subseteq Q(\mathcal{O}^\times) \) is a finite collection of constructible ideals such that \( 2x\mathcal{O}_K^\times \subseteq S \subseteq 2x\mathcal{O}_K^\times \) for all \( S \in \mathcal{C} \), then \( \mathcal{C} \) must contain \( \{ 2x\mathcal{O}^\times, 2x\mathcal{O}^\times, 2x\mathcal{O}^2 \} \). Therefore, all instances of failure of independence for \( \mathcal{O}^\times \) can be obtained from (9.7) via translations by elements in \( \mathcal{O}^\times \). This leads to the following proposition at the level of representations of \( \mathcal{O}^\times \).

**Proposition 9.11.** Let \( K = \mathbb{Q}(\sqrt{-3}) \) and \( \mathcal{O} = \mathbb{Z}[\sqrt{-3}] \). Let \( w : \mathcal{O}^\times \to B \) be a map into a \( \mathcal{C}^\star \)-algebra \( B \) satisfying relations \( (T1)-(T3) \) from Definition 3.6. Then \( w \) satisfies relation \( (T4) \) if and only if when satisfies \( (T4) \) at \( (9.7) \), that is,

\[
\prod_{j=0}^2 (w_{2j}w_2w_1^2w_2- w_{2j}w_2^* w_2) = 0.
\]

**Proof.** The "only if" direction is clear. In order to prove the converse, suppose

\[
\prod_{j=0}^2 (w_{2j}w_2w_1^2w_2- w_{2j}w_2^* w_2) = 0.
\]

By Lemma 3.8 all we need to show is that \( w \) satisfies \( (T4) \) at special cases in which the independence condition fails. Let \( \alpha \in W(\mathcal{O}^\times) \) be a neutral word and let \( F \subseteq W(\mathcal{O}^\times) \) be a finite set of neutral words such that \( K(\beta) \subseteq K(\alpha) \) for all \( \beta \in F \) and

\[
K(\alpha) = \bigcup_{\beta \in F} K(\beta).
\]

We may assume that \( \alpha = (1, x, 2x, 2, 2x, x, 1) \) for some \( x \in \mathcal{O}^\times \) because \( w \) satisfies relations \( (T1)-(T3) \) from Definition 3.6 and the independence condition can only fail at the nonprincipal ideals of \( \mathcal{O}^\times \). By the discussion preceding the statement of the proposition, we deduce that

\[
\{ 2x\mathcal{O}^\times, 2x\mathcal{O}^\times, 2x\mathcal{O}^2 \} \subseteq \{ K(\beta) \mid \beta \in F \}.
\]

Thus, for each \( j \in \{0, 1, 2\} \), we can find a word \( \beta_j \in F \) with \( K(\beta_j) = 2x\mathcal{O}^\times \). By relations \( (T1) \) and \( (T3) \), we have

\[
\beta_{\beta_j} = w_{2x}w_{2x}^* w_{2x}^* w_{2x}^* = w_x w_{2x} w_{2x}^* w_{2x}^* \quad (j = 0, 1, 2).
\]
Also, \( \hat{w}_a = u_2 w_2^* w_2 w_2^* u_2^* \). Then
\[
\prod_{j=0}^{2} (\hat{w}_{\alpha} - \hat{w}_{\beta_j}) = u_x \left( \prod_{j=0}^{2} (w_2^* w_2 w_2^* w_2 - w_2 w_2^* w_2) \right) u_x^* = 0.
\]
Hence
\[
\prod_{\beta \in F} (\hat{w}_{\alpha} - \hat{w}_{\beta}) = \prod_{j=0}^{2} (\hat{w}_{\alpha} - \hat{w}_{\beta_j}) \prod_{\beta \in F} (\hat{w}_{\alpha} - \hat{w}_{\beta}) = 0
\]
as wished. So \( w \) satisfies relation (T4) from Definition 3.6. \( \square \)

We now turn our attention to the \( ax + b \)-monoid \( O \times O^x \). It follows from [30] Lemma 2.11 that the family of constructible right ideals of \( O \times O^x \) is given by
\[
\mathcal{J}(O \times O^x) = \{ (r + xO) \times xO^x \mid x \in O^x, r \in O \} \cup \{ (r + 2xO_K) \times 2xO^x_K \mid x \in O^x, r \in O \} \cup \{ 0 \}
\]
and
\[
\mathcal{J}(O \times O^x) = \{ (r, x)(O \times O^x) \mid r, x \in O^x \} \cup \{ (r, x)(2O_K \times 2O^x_K) \mid r \in O, x \in O^x \} \cup \{ 0 \}.
\]
The nonprincipal ideal \( (r, x)/(2O_K \times 2O^x_K) \) equals \( K(\alpha) \), where \( \alpha \in \mathcal{N}^3(O \times O^x) \) is the neutral (and symmetric) word \( \alpha = ((0, 1), (r, x), (0, 2\omega), (0, 2), (0, 2\omega), (r, x), (0, 1)) \).

In \( O \times O^x \), we find a failure of independence at the ideal \( 2O_K \times 2O^x_K \) because
\[
2O_K \times 2O^x_K = \left( \sum_{j=0}^{2} 2x^j O \times 2x^j O^x \right) \cup \left( \sum_{j=0}^{2} (r_j + 2x^j O) \times 2x^j O^x \right),
\]
where \( r_j \in 2O_K \) is any element in the unique nontrivial class of the quotient ring \( 2O_K/2x^j O \) for each \( j = 0, 1, 2 \). Because \( 2O_K = 2x^j O \cup \{ r_j + 2x^j O \} \) for each \( j \in \{ 0, 1, 2 \} \), another application of [31] Lemma 6.3 shows that if \( F \subset \mathcal{J}(O \times O^x) \) is a finite collection of constructible right ideals such that \( 2O_K \times 2O^x_K = \bigcup_{S \in F} S \), then \( F \) contains
\[
\{ 2x^j O \times 2x^j O^x, (r_j + 2x^j O) \times 2x^j O^x \}
\]
for \( j = \{ 0, 1, 2 \} \). An analogue of this fact also holds with an arbitrary constructible ideal \( (r + 2xO_K) \times 2xO^x_K \) in place of \( 2O_K \times 2O^x_K \) and
\[
\{ 2x^j O \times 2x^j O^x, (r + x_{r_j} + 2x^j O) \times 2x^j O^x \}
\]
in place of \( \{ 2x^j O \times 2x^j O^x, (r_j + 2x^j O) \times 2x^j O^x \} \) for \( j = 0, 1, 2 \).

Before giving a simplification of relation (T4) for the \( ax + b \)-monoid \( O \times O^x \), let us first introduce some notation, following [14]. Given an isometric representation \( w: O \times O^x \rightarrow B \) in a \( C^* \)-algebra \( B \), we regard \( O \) as a group with its additive operation and let \( w: O \rightarrow B \) be the unitary representation given by \( r \mapsto w_{(r, 1)} \). Similarly, \( w \) gives rise to an isometric representation \( s: O^x \rightarrow B \) via \( x \mapsto w_{(0, x)} \). The next result is at the same time a simplification of relation (T4) for \( O \times O^x \) and an application of Corollary 9.1.

**Corollary 9.12.** Let \( K = \mathbb{Q}(\sqrt{-3}) \) and \( O = \mathbb{Z}[\sqrt{-3}] \). Let \( W: O \times O^x \rightarrow B \) be a map into a \( C^* \)-algebra satisfying relations (T1)–(T3) from Definition 5.6. Let \( s \) and \( u \) be the restrictions of \( W \) to the multiplicative and additive parts of \( O \times O^x \), respectively, and suppose that
\[
\prod_{j=0}^{2} (s_{r_j}^* s_{2r_j}^* s_2 - s_2 s_{2r_j} s_{r_j}^*) \prod_{j=0}^{2} (s_{r_j}^* s_{2r_j}^* s_2 - u_{r_j} s_{2r_j} s_{r_j}^*) = 0,
\]
where \( r_j \) is any element in the nontrivial class of \( 2O_K/2x^j O \) for \( j = 0, 1, 2 \). Then there is a \( * \)-homomorphism \( \pi_W: T_\lambda(O \times O^x) \rightarrow B \) that sends \( L_{(r, x)} \) to \( W_{(r, x)} \). Moreover, \( \pi_W \) is faithful if and only if for every finite set \( F \) of primes in \( O \setminus 2O_K \), one has
\[
Q_F := \left( 1 - \sum_{r \in O / 2O_K} u_r s_{2r}^* s_{2r} s_{2r}^* u_r^* \right) \prod_{p \in F} \left( 1 - \sum_{r \in O / pO} u_r s_p s_p u_r^* \right) \neq 0.
\]
Theorem 10.1. Let \( P \) be a right LCM submonoid of a group \( G \). The following are equivalent:

1. \( P \) is topologically free.
2. \( P \) is jointly proper.
3. \( P \) is relatively prime to some prime ideal of \( G \).
4. \( P \) is relatively prime to some prime ideal of \( G \) and contains a primitive element.

Proof. In order to see that \( w \) satisfies relation (T4) from Definition 3.6, observe that if \( \alpha \) is a neutral word in \( W(\mathcal{O} \times \mathcal{O}^\times) \) with \( K(\alpha) = (r + 2r\mathcal{O}_K) \times 2r\mathcal{O}_K^\times \), where \( r \in \mathcal{O} \) and \( x \in \mathcal{O}^\times \), then

\[
\hat{W}_\alpha = u_r s_2s_2^*s_2^*s_2^*u_r^*
\]

since \( w \) satisfies relations (T1)-(T3) from Definition 3.6. Similarly, if \( \beta \in W(\mathcal{O} \times \mathcal{O}^\times) \) is neutral and \( K(\beta) = (r + 2r\mathcal{O}/\mathcal{O}) \times 2x\mathcal{O}, \) then

\[
\hat{W}_\beta = u_r s_2u_r s_2^*s_2 s_2^*u_r^*.
\]

Hence, the same reasoning used to prove Proposition 9.11 shows that \( w \) satisfies relation (T4). By Corollary 9.11, there exists a \(*\)-homomorphism \( \pi_W : \mathcal{T}_\alpha(\mathcal{O} \times \mathcal{O}^\times) \to B \) mapping a canonical generator \( L_{(r,x)} \) to \( \hat{W}_{(r,x)} = u_r s_2 \), and \( \pi_W \) is faithful if and only if \( W \) is jointly proper. Thus all we need to prove is that \( W \) is jointly proper if and only if (9.13) holds for every finite set \( F \) of primes in \( \mathcal{O} \setminus 2\mathcal{O}_K \).

The ‘only if’ direction is clear. For the converse, suppose that (9.13) holds for every finite set \( F \) of primes in \( \mathcal{O} \setminus 2\mathcal{O}_K \). Since \( 2\mathcal{O}_K \) is a maximal ideal in \( \mathcal{O} \), it follows that an ideal in \( \mathcal{O} \) is either contained in \( 2\mathcal{O}_K \) or it is relatively prime to \( 2\mathcal{O}_K \). If \( I \) is a proper ideal in \( \mathcal{O} \) that is relatively prime to \( 2\mathcal{O}_K \), then \( I \) is contained in a prime ideal \( p \) of \( \mathcal{O} \) that is itself relatively prime to \( 2\mathcal{O}_K \) because

\[
\mathcal{O} \supseteq p + 2\mathcal{O}_K \supseteq I + 2\mathcal{O}_K = \mathcal{O}.
\]

Since the ideals of \( \mathcal{O} \) that are relatively prime to \( 2\mathcal{O}_K \) are principal ideals, we have \( p = p\mathcal{O} \) for a prime element \( p \in \mathcal{O} \).

Now take a constructible ideal \( S = (r + 1) \times I^\times \) in \( \mathcal{O} \) with \( S \not\subseteq \mathcal{O} \times \mathcal{O}^\times \). By the above paragraph, we have either \( S \subset (r + 2\mathcal{O}_K) \times 2\mathcal{O}_K \) or \( S \subset (r + 2\mathcal{O}) \times p\mathcal{O}^\times \) for some prime element \( p \in \mathcal{O} \) that is relatively prime to \( 2\mathcal{O}_K \). Then if \( \alpha \in \mathcal{O}(\mathcal{O} \times \mathcal{O}^\times) \) is a neutral word with \( K(\alpha) = S \), it follows that

\[
1 - \hat{W}_\alpha \geq \left( 1 - \left( \sum_{r \in \mathcal{O}/2\mathcal{O}_K} u_r s_2^*s_2^*s_2^*u_r^* \right) \right) \left( 1 - \left( \sum_{r \in \mathcal{O}/p\mathcal{O}} u_r s_2^*s_2^*u_r^* \right) \right) = Q_{\{p\}}.
\]

for some prime \( p \in \mathcal{O} \setminus 2\mathcal{O}_K \). So if we take a finite set \( A \) of neutral words in \( \mathcal{O} \times \mathcal{O}^\times \) such that \( K(\alpha) \not\subseteq \mathcal{O} \times \mathcal{O}^\times \) for all \( \alpha \in A \), we can find a finite set \( F \subset \mathcal{O} \setminus 2\mathcal{O}_K \) of primes such that

\[
\prod_{\alpha \in A} (1 - \hat{W}_\alpha) \geq \prod_{\alpha \in A} (1 - \hat{W}_\alpha)Q_F = Q_F \neq 0.
\]

This shows that \( W \) is jointly proper.

10. Right LCM Semigroups

Our results give new insight also in the particular – and important – case of right LCM semigroups. In order to demonstrate this point we present in this section two applications of our uniqueness results to the universal Toeplitz algebras of right LCM submonoids of groups.

10.1. Topological freeness and uniqueness. The first application stems from the observation that there is an obvious parallel between Theorem 5.11 and Theorem 4.3] because the condition given in Equation (4.1) in [5] corresponds to our joint properness condition, Definition 3.14, when applied to right LCM semigroups. We would like to elaborate on this parallel here in order to provide a simplification of the hypothesis and a strengthening of [5, Theorem 4.3]. Along the way, we also shed conceptual light on the technical condition (D2) from [5, Definition 4.1]:

\[
\text{(D2) if } s_0 \in P, s_1 \in s_0 P \text{ and } F \subset P \text{ is a finite subset with } s_1 P \cap \left( P \setminus \bigcup_{q \in F} q P \right) \neq \emptyset, \text{ then for every } x \in P^\times \setminus \{e\}, \text{ there is } s_2 \in s_1 P \text{ satisfying }
\]

\[
s_2 P \cap \left( P \setminus \bigcup_{q \in F} q P \right) \neq \emptyset \quad \text{and} \quad s_0^{-1}s_2 P \cap x s_0^{-1}s_2 P = \emptyset.
\]

Recall that when \( P \) is a right LCM semigroup, the nonempty constructible right ideals of \( P \) are all of the form \( q P, \) \( q \in P, \) hence an ideal \( q P \in \mathcal{J} \) is proper if and only if \( q \in P \setminus P^\times. \) Thus, it seems worth recasting Theorem 5.11 specifically for right LCM monoids, giving algebraic conditions on \( P \) that are equivalent to topological freeness of the partial action of the underlying group.

Theorem 10.1. Let \( P \) be a right LCM submonoid of a group \( G. \) The following are equivalent:
(1) the partial action of $G$ on $\Omega_P$ is topologically free;
(2) the action of $P^*$ on $\Omega_P$ is topologically free;
(3) if $u \in P^* \setminus \{e\}$ and $F \subset P \setminus P^*$ is a finite set, then there exists $t \in P \setminus \bigcup_{q \in F} qP$ such that $ut \neq tP$ (or, equivalently, such that $ut \notin tP$);
(4) every ideal of $\mathcal{T}_u(P)$ that has trivial intersection with $D_u$ is contained in the kernel of the left regular representation.

When we apply this characterization, we see that (D2) implies topological freeness.

**Corollary 10.2.** Let $P$ be a right LCM submonoid of a group. If $P$ satisfies (D2), then the action of $P^*$ on $\Omega_P$ is topologically free.

**Proof.** It suffices to show that condition (3) of Theorem 10.1 holds. Suppose $u \in P^* \setminus \{e\}$ and let $F \subset P \setminus P^*$ be a finite set. When we apply (D2) to the set $F$ and to $s_0 = e$, $s_1 = e$ and $x = u$ we obtain an element $s_2 \in s_1P = P$ such that $s_2P \cap (P \setminus \bigcup_{q \in F} qP) \neq \emptyset$ and $us_2P \cap s_2P = \emptyset$. That is, $us_2P$ and $s_2P$ are disjoint subsets of $P$. This implies condition (3) of Theorem 10.1 which only requires those subsets to be different.

If $P$ is a right LCM monoid, an isometric representation $w: P \to B$ induces a representation of $\mathcal{T}_u(P)$ if and only if it satisfies the relation
\[
w_p w_p^* w_q w_q^* = \begin{cases} w_r w_r^* & \text{if } pP \cap qP = rP, \\ 0 & \text{if } pP \cap qP = \emptyset. \end{cases}
\]

(10.3)
The diagonal subalgebra $D_u \subset \mathcal{T}_u(P)$ is the closed linear span of the range projections $\{t_pt_p^* \mid p \in P\}$.

We simplify Theorem 5.11 when $P$ is a right LCM monoid, and obtain, in particular, the group-embeddable case of [3, Theorem 4.3] as a consequence of Corollary 10.2.

**Theorem 10.4 (cf. [3, Theorem 4.3]).** Let $P$ be a right LCM submonoid a group $G$. Suppose that any of the equivalent conditions of Theorem 10.1 holds and that the conditional expectation $E_n: \mathcal{T}_u(P) \to D_u$ is faithful. Let $W: P \to B$ be an isometric representation of $P$ satisfying (10.3). Then the canonical map $\rho_W: \mathcal{T}_u(P) \to C^*(W)$ is an isomorphism if and only if
\[
\prod_{p \in F} (1 - W_pW_p^*) \neq 0
\]
for every finite subset $F \subset P \setminus P^*$.

It is important to keep in mind that [3, Theorem 4.3] also applies to $C^*$-algebras of right LCM semigroups that do not embed in groups, which are not covered by our results. It is nonetheless plausible that replacing (D2) by Theorem 10.1 holds would still produce a version of Theorem 10.1 also for semigroups that do not embed in groups.

10.2. Pure infiniteness and simplicity. We now turn our attention to the main findings in [3] concerning pure infiniteness and simplicity of the Toeplitz algebra of a right LCM semigroup. Specifically, we aim to show that for $P$ a right LCM submonoid of a group, the conclusion of [3, Theorem 5.3] follows from a combination of Theorems 5.9, Corollary 6.17, and Corollary 6.19. We start by interpreting Corollary 6.17 in the special case of a right LCM monoid.

**Corollary 10.5.** Let $P$ be a right LCM submonoid of a group. The following are equivalent:

1. the quotient map $q_u: \mathcal{T}_u(P) \to C \rtimes_{\lambda^P} P$ is an isomorphism;
2. for every finite set $F \subset P \setminus P^*$, there exists $s' \in P$ such that $s'P \cap qP = 0$ for all $q \in F$;
3. if $s \in P$ and $F$ is a finite subset of $P$ with $sP \cap (P \setminus \bigcup_{q \in F} qP) \neq \emptyset$, then there is $s' \in sP$ such that $s'P \cap qP = 0$ for all $q \in F$. (This is condition (D3) of [3].)

**Corollary 10.6.** Let $P$ be a right LCM submonoid of a group $G$ with $P \neq \{e\}$. Suppose that $P$ satisfies any of the conditions of Theorem 10.1 and any of the conditions of Corollary 10.5. Then $\mathcal{T}_u(P)$ is purely infinite simple.

**Proof.** By Corollary 10.5(3), we have $D_u = \{0\}$ and so $\Omega_P = \partial \Omega_P$ by Lemma 6.12. Thus we have a canonical isomorphism $\mathcal{T}_u(P) \cong C(\Omega_P) \rtimes_\lambda G = C(\partial \Omega_P) \rtimes_\lambda G \cong \partial \mathcal{T}_u(P)$. By Theorem 10.1(1), the partial action of $G$ on $\Omega_P$ is topologically free, and so $\mathcal{T}_u(P)$ is purely infinite simple by Corollary 6.19. □
Remark 10.7. We emphasize that [3, Theorem 5.3] applies to not-necessarily group embeddable cancellative right LCM semigroups. Nevertheless, we would like to clarify the relationship between Corollary 10.6 and [3, Theorem 5.3] when applied to right LCM submonoids of a group.

(i) Our assumption $P \neq \{e\}$ in Corollary 10.6 is necessary to exclude the case $\mathcal{T}_0(P) = C$, which is not purely infinite. This assumption is not explicitly stated in [3, Theorem 5.3].

(ii) Case (1) of [3, Theorem 5.3] assumes $P^* = \{e\}$, and thus (D2) holds vacuously. In addition, (D2) also holds in case (3) of [3, Theorem 5.3], because of [3, Lemma 5.1]. Since (D2) implies topological freeness by Corollary 10.6, we see that our Corollary 10.6 recovers [3, Theorem 5.3] for right LCM submonoids of groups.
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