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Abstract. Internet of Things (IoT) and cloud computing are the expertise captivating the technology. The most astonishing thing is their interdependence. IoT deals with the production of an additional amount of information that requires transmission of data, storage, and huge infrastructural processing power, posing a solemn delinquent. This is where cloud computing fits into the scenario. Cloud computing can be treated as the utility factor nowadays and can be used by pay as you go manner. As a cloud is a multi-tenant approach, and the resources will be used by multiple users. The cloud resources are required to be monitored, maintained, and configured and set-up as per the need of the end-users. This paper describes the mechanisms for monitoring by using the concept of reinforcement learning and prediction of the cloud resources, which forms the critical parts of cloud expertise in support of controlling and evolution of the IT resources and has been implemented using LSTM. The resource management system coordinates the IT resources among the cloud provider and the end users; accordingly, multiple instances can be created and managed as per the demand and availability of the support in terms of resources. The proper utilization of the resources will generate revenues to the provider and also increases the trust factor of the provider of cloud services. For experimental analysis, four parameters have been used i.e. CPU utilization, disk read/write throughput and memory utilization. The scope of this research paper is to manage the Cloud Computing resources during the peak time and avoid the conditions of the over and under-provisioning proactively.
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1. Introduction. When Cloud computing combines with the heights of IoT, which continuously processes the information/data stream, this combination proves to be a boon to the business applications/industries and allowing the services to work from anywhere, anytime, and from any devices. The abilities of the Cloud range from assigning infinite pool of resources through virtualization, handle on Demand services and rapid elasticity. The cloud refers to an IT environs which is designed for remote provisioning of the resources in measured and scalable ways [1]. Much of the internet is devoted to the access of content based IT resources published via WWW (World Wide Web). The cloud can be grounded on any protocols that permit for the remote access of the infrastructure/resources. This provides mainly three services and is known as SaaS(Software as a service), PaaS (Platform as a service) and IaaS (Infrastructure as a service) [2]. In this paper, the monitoring and prediction approach of the cloud is described. The cloud resources management supports to harmonize the IT resources and its management required by both the end users and the cloud provider. The core part for the same will is performed by Virtual Infrastructure Manager (VIM) which coordinated to the server hardware to create the numbers of Virtual Machines(VMs) or instances as per the user demand [3].

Following are the automated tasks that should be implemented for resource management:

• Creating server images by managing Virtual IT resources.
• Releasing and allocating the virtual IT resources into the available physical infrastructure with responses, such as IT resource instances termination, resuming, starting and pausing.
• Coordinating resources such as replication of the resources fault tolerance and load balancing.
• Applying security policies and usages of cloud service instances
• Monitoring operative circumstances of the IT resources of the cloud.

The resources should be always available when the user needs this, for the same the SLA (service level agreement) should be maintained [4], A SLA is a form of the document that acts as a contract in between the
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service provider and the end user. The SLA defines the standard service [5] that the cloud service provider is obligated for.

The prediction [6] for the advance violation for the SLAs can be fruitful to maintain the SLAs in proactive ways. This is an encouraging task because this allows the cloud service provider not only to study from the past disappointment but actually avoid them in the first occurrence, this is achieved by monitoring the cloud resource utilization.

SLA Monitor: The SLA monitoring mechanism [7] is castoff to witness the runtime performance of the cloud facilities to ensure that they are satisfying the contractual QoS needs to which are listed in the SLAs. The data collected by the SLA monitoring is aggregated into the SLA reporting metrics to recognize the numerous influences which might create downtime in the cloud. The system can proactively failover or repair the cloud facilities when incomparable conditions occur (identified because of the operational policies by using metrics), like as when the SLA monitoring intelligence found the cloud facility as “down”. Or in other words, the SLA monitoring construction key concern is to proactively monitor the SLA in the mandate to predict the probable violations before they happen.

The repeated violation of the SLAs experienced by the end user’s will damage the image of the cloud service provider. Hence it’s a duty of the provider to reduce the violations happened because of SLA degradation. A good monitoring and prediction technique will solve these types of delinquent.

**Motivation:** Dynamic provisioning via resource scheduling is a difficult task and requires proper management of cloud resources. As Cloud contains an infinite pool of resources and managing these resources, optimally is an open research challenge. Hence motivated by these, a self-learning based framework has been implemented through cloud resource monitoring using Reinforcement learning and prediction of the cloud resources using Long Short Term Memory has been analyzed on IoT based Cloud. This framework reduces the conditions of the over and under-provisioning. It ensures the timely management of cloud resources and increased revenue for the Cloud Service Provider.

**Contributions**
- The paper deals with the proactive technique to maintain the SLAs with the viewpoint of the cloud service provider.
- The prediction technique will make use of the historical and present status of the cloud, which will be fulfilled because of the monitoring mechanism.
- The cloud service provider can create trust and reputation for their services by making use of these features.
- These techniques will be useful for admission control and capacity management.
- The conditions like over provisioning and under-provisioning can be solved out.

The structure of this paper is systematized as follows. Section 2 designates related studies. Section 3 deliberates system architecture and the proposed approach. Section 4 deliberates implementation and evaluation. Section 5 concludes the paper with future work.

2. **Related studies.** Mian et al [8] discussed the cost model that balanced the SLAs violation penalties and the cost of the resources. Singh et al.[9] describes the various categories of resources and their associated cloud application requirements. In another research done by Ayad et al. [10], an action used to trigger when the availability of virtual machines found to be unsatisfactory and the intelligent will automatically move to the adjoining healthy virtual machine.

Kousiouris, G. et al.[11], proposed a solution for prediction was it predicts the user’s behavior patterns through time series analysis. Rimal et al.,[12] Compared the cloud mechanisms in terms of its architecture, load balancing terminology, security, the framework of the programming, storage and virtualization. In another approach Buyya et al.[13] The resource manager acts as an admission controller and reallocates the resources as and when the resources deviate.

3. **Proposed Approach And Its Architecture.** Reinforcement learning (RL) is one of the prominent areas of machine learning [14]. It is about captivating the appropriate actions to maximize the reward in a specific condition. It has been deployed by various machines and software to identify the finest likely behavior it should implement in the specific scenario. There are numerous research has been done to implement RL and is well suited to cloud environs as they do not need a priori information of the application performance.
It learns the environment as the task/job runs. To work with RL the policies are required from which the positive and negative rewards will be generated, which tends to change over time and stops when the goal will be received. RL works with the fundamentals of the Bellman equation, as described below

\[ Q(s, a) = r(s, a) + \gamma \max_a Q(s', a) \]  

\( Q(s, a) \) is the target, \( r(s, a) \) is the reward of taking that action at that corresponding state and \( \gamma \max_a Q(s', a) \) is the discounted max \( Q \) value among all possible actions from next state.

**LSTM:** Long short term memory (LSTM) is an extension of the recurrent neural network, which essentially extends their memory [15]. These extended memories are used to store the imperative pieces of knowledge/experiences that have very elongated time pauses in between. The LSTM’s can delete, read and write data from its memory. It has three gates, which are named as output, forget and input gate for its memory. These gates regulate whether or not to let fresh input in, let it influence the output at the present time step and delete the data as this might not useful for the time being.

**Architecture and Methodologies used:**

- **Monitoring Agent and Reinforcement Learning:** Due to the vibrant or changing nature of resource loads and the complexity of the cloud ecosystem, it is difficult to set up the mathematical model for the energy-efficient resource provision policy. The lack of efficient resource provisioning due to real-time dynamic management of resources is handled with the aid of model-free Reinforcement Learning methodology. The RL intellect with the environmental circumstances of the cloud ecosystem and accomplish the best suitable management policies without precise domain knowledge. Hence this grantee the best effort to the resource allocation problem in the cloud. As the users’ requests are dynamic, and the providers are very complex to handle these requests in real-time. RL seems to be a suitable candidate to handle such situations.

- **SLA Analyzer and Match Making Algorithm:** Every cloud users want to be sure about the quality of their services, which is issued by the cloud provider. In the cloud ecosystem, this quality guarantee includes assurances on services enactment and performance. The Service Level Agreement is used to manage the performance of the services. The SLA analyzer manages these agreed qualities of services by using metrics and various threshold values. The matchmaking algorithm is used for the resource allocation mechanism by comparing the number of incoming requests from the cloud users and various resources available in the Cloud ecosystem. SLA usages the matchmaking algorithm to define its metrics and calculate various performance parameters to maintain the quality of the service.

- **Cloud Manager:** The cloud manager takes care of the cloud resources and makes sure that they are working optimally and is integrating with the cloud users and their services.

- **Prediction Manager and LSTM:** LSTM analyzes or observes the future scope (prediction) of the cloud resources and identifies the behavior of the resource demand based on the present input sequences.

As shown in Fig. 3.1 the entire architecture and its tasks can be carried out in the following sequences.

**Step 1:** Monitoring Agent (Reinforcement Learning) will monitor the resources and will identify the time stamp or episodes by which the particular workload will be finished by making use of the policy to reach the final goal. The agent automatically identifies the standard conduct within the precise content and will exploit its performance.

**Step 2:** SLA Analyzing service will investigate the various parameters that need to be adjusted to maintain the SLA and form the policy by making use of metrics.

**Step 3:** Matchmaking algorithms will act as a capacity management process and will identify the resources available as per the current demand. Also identifies the tasks details and its associated infrastructure requirement, whether it’s available or not, steps to bring the resources as per the current need.

**Step 4:** The resource manager will contain the database to carry out the resource management tasks and will receive the input from the matchmaking.

**Step 5:** Based on the data collected by the resource manager, the prediction approach using LSTM will be implemented to identify future resource demand.

The architecture discussed here will improve the availability and trust factor of the cloud and results in the increased revenue to the cloud service provider.
4. Implementation and Evaluation. As discussed in section 3 the reinforcement learning experimentation have been carrying out into the data set of 1750 VMs of distributed data center and is used by various services that uses IoT plate form for the data processing. For the analysis of the experiments, the Openstack based private cloud have been used, with INTEL XEON SILVER CPU with 8 CPU cores and 16 number of threads and 128 GB of RAM. The parameter used is described in Table 4.1. The results are shown in Fig. 4.1 and Fig. 4.2 which make use of the CPU utilization. Here the workload has been classified as less than and greater than the threshold defined. The RL intellect with the environmental circumstances of the cloud ecosystem and accomplish the best suitable management policies without precise domain knowledge. Hence this grantee the best effort to the resource allocation problem in the cloud. The threshold is defined based upon the elastic nature of the cloud resources. As in the case of Figure 4.3 the CPU utilization is up to 35 percent.In an another case like in Figure 4.4 the variable peak rises up to 50 percent of the utilization of the CPU.

Once the results of the monitoring will be identified based on the epochs and rewards, the prediction approach using LSTM will determine the future demand of the resources for a particular type of workload in a proactive way as displayed in Fig.4.3, and Fig.4.4 for different ranges of CPU utilization. As such this can be analyzed that in Fig. 4.3 the range of the CPU utilization is upto 35 % and as per figure 4.4 the utilization has been reached till 50 %. These percentage of the work can be treated as different workload criteria. The parameter used here is depicted in Table 4.2. A total of five LSTM layers has been used and the every layer the neurons has been increased with percentage of 100. The grid search technique has been implemented to carry out the experimental work and to identify the hyper parameters.

| Parameters          | Values |
|---------------------|--------|
| Discount( )         | 0.8    |
| Tau                 | 0.01   |
| Batch size          | 32     |
| Layers              | (50,50) |
| Learning rate       | 0.001  |
| Epsilon decay fraction | 0.4    |
| Memory fraction     | 0.80   |
| Memory type         | Deque  |
| Process_observation | Standardizer |
| Process_target      | Normalizer |
Fig. 4.1. Graph for rewards generation for the cloud environment policy is to manage the resources in less than 70% threshold. X-Axis: Episodes and Y-Axis: Rewards

Fig. 4.2. The CPU utilization is very high and more than the threshold defined i.e 70%. X-Axis: Episodes and Y-Axis: Rewards

Table 4.2
Parameters used for LSTM

| Parameters                     | Values                                      |
|--------------------------------|---------------------------------------------|
| Batch size                    | 64                                          |
| Epochs                        | 120                                         |
| Time steps                    | 10                                          |
| Input layer                   | 10 nodes                                    |
| Output layer                  | 10 nodes                                    |
| Parameters for input layer    | $4 \times \text{LSTM output size} + 1 \text{Bias variable}$ |
| Parameters for output layer   | $4 \times \text{LSTM output size} + 1 \text{Bias variable}$ |
| Optimizer                     | Adam                                        |

Fig. 4.3. Predicted values using LSTM for CPU utilization where the usages of the CPU is from 0 to 35 percent
Results and Discussion

The results discussed can be well suited for capacity management of the cloud resources and is based on real-time monitoring and prediction features which usages the reinforcement learning and LSTM to support this framework. The monitoring results will identify the possible scenarios in which the type of tasks (workloads) can be completed in ideal situations with maximized enactment. The prediction results indicate the RMSE (root mean square error) rates as 1.09 for Fig. 4.3 and 1.28 for Fig. 4.4. The MAE (mean absolute error) for Fig. 4.3 and Fig. 4.4 are 0.89 and 0.85.

The changes in the timestamp or setting the window size for the prediction tend to deviate the values for the errors too and have been shown in Fig. 4.5 and the same can be identified by grid search too. Likewise, the parameters such as Disk read throughput [KB/s] and Disk write throughput [KB/s] were analyzed, and the concept of LSTM were implemented. The MAE and RMSE for Disk Read throughput has been calculated as 1.79 and 2.04 and is its graph is shown in Fig. 4.6. Similarly for Disk write throughout the values for MAE and RMSE are 1.36 and 2.15 and its graph is depicted in Fig. 4.7.

The another parameter which has been taken into the consideration is memory utilization in percentage and the experimental value for MAE and RMSE values is calculated as 0.98 and 1.52. The same is depicted in the Fig. 4.8. By understanding the future usage demand from the current and past usage patterns of the resources, the cloud service provider can manage their resources. The prediction of the resources such as CPU Utilization, Disk Read Throughput, Disk write Throughput, and Memory utilization is of great importance for handling dynamic scaling of the resources support. It will achieve enhanced efficiency in terms of energy and cost consumption, and this also maintains the QoS.

Table 5.1 shows the various characteristics of Cloud Computing and its mapping with the proposed approach. It signifies that the proposed approach can handle Scalability [16], Elasticity[17], Adaptability [18],

![Fig. 4.4. Predicted values using LSTM for CPU utilization with a range of 0 to 50 percent of CPU usage](image1)

![Fig. 4.5. Variations in error with changing timestamps](image2)
Autonomicity [19], Comprehensiveness [20], and Availability [21]. The Extensibility [22], Intrusiveness [23], Resilience [24], and Reliability [25] still needs to be identified and tested for the proposed scheme.

For the fulfillment of the cloud services with proper QoS requirements, a required amount of resources are provisioned by the Cloud Service Provider. Hence based upon the QoS, the SLA will be designed and defined for the smooth conduction of the services [26]. Even the SLA violations are detected regularly to impose the penalty among the parties [27]. So there is a requirement to provide an adequate amount of resources dynamically by the service provider and always avoid the SLA violations proactively. Our proposed approach will proactively avoid the conditions of the SLA violations and thus will be useful for managing the resources as well.

5. Conclusion and future work. To satisfy the end users, SLA violations should be avoided by the cloud service provider. Most of the research proposed the solutions or explanations of violations after they have occurred, the research paper solves this by making use of a proactive approach using the mechanism of monitoring and prediction. Reinforcement learning and LSTM has been used to implement the same. The proposed solution takes the input from the monitoring data and accordingly does the prediction about the resources and manages the capacity of the resources as per the demand. The proposed technique will help us to solve many real-time problems in the cloud environment, such as can be used for matchmaking algorithms, SLA management, capacity planning, and admission control.
Predicted values using LSTM for Memory utilization with a range of 0 to 10 percent of Memory usage

Table 4.3
Cloud Characteristics and its mapping with our proposed approach

| Cloud Characteristics | Proposed Approach |
|-----------------------|-------------------|
| Scalability           | Yes               |
| Elasticity            | Yes               |
| Adaptability          | Yes               |
| Automaticity          | Yes               |
| Comprehensiveness     | Yes               |
| Availability          | Yes               |
| Extensibility         | No                |
| Intrusiveness         | No                |
| Resilience            | No                |
| Reliability           | No                |
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