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1. Introduction

The last decades showed a considerable progress in the mathematical understanding of singularity formation during dewetting of thin viscous liquid films, see, e.g. reviews [2–4]. In particular, topics of finite time rupture of thin films and pinch-off of a liquid thread driven by attractive intermolecular van der Waals forces and curvature, respectively, were intensively studied both analytically and numerically starting from the pioneering articles [5–7]. Fundamental forces in these processes include van der Waals, surface tension, viscous and inertia ones [8–14]. Let us also mention recent articles [15,16] showing the infinite time rupture of viscous sheets driven by Marangoni forces in presence of temperature or surfactant gradients at the sheet free surface.

In the modelling of dewetting processes in micro- and nanoscopic liquid films, the lubrication approximation resulting in high-order degenerate parabolic equations occurs to be especially effective, see, e.g. [2,4,17–21] and references therein. In this article, we study asymptotic behaviour of solutions to the system describing evolution of a thin viscous sheet [1]:

\begin{align}
  v_t + vv_x &= \sigma h_{xxx} + \frac{\nu}{h}[hv_x]_x, \quad (1a) \\
  h_t &= - (hv)_x. \quad (1b)
\end{align}

Here, $v(x,t)$ and $h(x,t)$ denote the average velocity in the lateral direction and the height profile for the free surface, while $\sigma$, $\nu$ are dimensionless surface tension and viscosity, respectively. The high order of system (1) is a result of the contribution from surface tension at the free boundary, reflected by the linearised curvature term $\sigma h_{xx}$. The terms $v_t + vv_x$ and $\nu(hv_x)_x/h$ in (1a) represent inertial and Trouton viscosity terms, respectively.
Existence of weak solutions to (1) considered in bounded domains $Q_T = (0, T) \times \Omega$, where $\Omega = (0, 1)$, with zero velocity and homogeneous Neumann boundary conditions for $h$:

$$h_x(0, t) = h_x(1, t) = v(0, t) = v(1, t) = 0$$

and initial data with positive height:

$$h(x, 0) = h_0(x) > 0, \quad v(x, 0) = v_0(x) \quad \text{for} \quad x \in [0, 1],$$

was shown by Kitavtsev et al. [22] via an additional introduction of the regularising Lennard-Jones potential in (1a). Observe, that the boundary conditions (2) for $v$ guarantee the mass conservation

$$\int_0^1 h(x, t) \, dx = ||h_0||_1 := M > 0 \quad \text{for all} \quad t \geq 0. \quad (3)$$

To summarise what is known or widely accepted about pinch-off singularities of system (1). Finite time rupture of solutions of (1) under additional presence of van der Waals forces in (1a) was investigated recently both numerically and analytically in [14, 23]. They were concerned with existence and stability of the self-similar solutions dynamically describing the neighbourhood of the pinch-off. In [14], it was shown that the rupture occurs due to combined competition between inertia, viscosity and van der Waals terms, while surface tension staying negligible. The self-similar solutions in this case exhibit the rupture in finite time with the minimum height evolving as

$$\min_{x \in \Omega} h(x, t) \sim (T^* - t)^{1/3},$$

where $T^*$ is the rupture time. In turn, infinite time rupture of solutions to (1) considered without van der Waals forces but rather coupled through a Marangoni term to a diffusion equation for temperature or surfactant distribution at the sheet free surface was described recently in [15, 16]. In [16] it was shown that the minimum height in this case follows the self-similar law

$$\min_{x \in \Omega} h(x, t) \sim \exp\{-aN\},$$

where $a > 0$ is the thinning rate of the sheet depending both on the initial data and physical parameters of the system.

Finally, for system (1) in the absence of any additional forces and in the inviscid case, i.e. $\nu = 0$, the finite time rupture can occur for suitable initial conditions [24–26]. The neighbourhood of the pinch point is described then by the similarity solution of [26] with

$$\min_{x \in \Omega} h(x, t) \sim (T^* - t)^{\beta}, \quad \max_{x \in \Omega} v(x, t) \sim (T^* - t)^{-\gamma} \quad \text{with} \quad \beta = 0.7477, \quad \gamma = 0.3131, \quad (4)$$

and the rupture is driven by the competition of inertia and curvature terms in (1).

In contrast to the mentioned studies, the main focus of this article is to consider system (1) with $\nu > 0$ and to prove that finite time rupture is not possible in this case, but rather the exponential asymptotic decay to the flat profile $(h, v) = (M, 0)$, where $M$ is from (3), occurs. The fact that viscous sheets cannot rupture in the absence of van der Waals or external forcing is formally well accepted in physical literature (cf. [15, 16] and references therein). In fact, in book [1] it was pointed out that system (1) with $\sigma > 0$ and $\nu > 0$ does not admit consistent self-similar scalings. In particular, if one considers the self-similar scaling (4) for the case $\nu > 0$, one finds out that the viscous Trouton term enters the leading order balance and becomes dominant, by that breaking the self-similar ansatz (4), when the minimum height decreases to the critical range:

$$h_{\text{min}}(t) \gtrsim \nu^2/\sigma. \quad (5)$$

Indeed, as it shown in Example 7.7 of [1] the surface tension and viscous terms in (1a) scale like $\sigma \tau^{\beta-2}$ and $\nu \tau^{-\beta-1}/\sqrt{\tau}$, respectively, where $\tau^\beta = (T^* - t)^\beta$ is the self-similar spatial scaling for the inviscid
Fig. 1. Left: Values of global minimum height divided by $\nu^2$ attained dynamically by numerical solutions to system (1)–(2) with $\sigma = 1$ and $\nu = 0.1$, 0.05, 0.01, 0.005, 0.001, 0.0001. Initial data $h(x,0) = 1 - 0.2 \cos(\pi x/2)$, $u(x,0) = \pi \sin(\pi x/2)$ were chosen as in the example of the inviscid pinch-off considered in [26], cf. formula (11) there. Right: numerical evolution of the minimal sheet height in time for the same initial data and $\nu = 0.1$. For obtaining numerical solutions to (1), the numerical code developed in [16, 27] was used.

pinch-off analysed in [26]. Balancing these two terms and using the fact $h_{min} \approx \tau^{4\beta-2}$ result together in (5).

On the other hand, the threshold range (5) suggests that for small viscosity $\nu \ll 1$ solutions to (1) may exhibit significant decrease of height at initial and intermediate times. Indeed, numerical solutions to problem (1), (2) indicate (see Fig. 1) that for the initial data considered in [26], that lead to the finite time rupture in the inviscid case, the minimum of the height tends to zero initially until it enters the range given by (5) and only thereafter starts to converge to $M$.

Nevertheless, up to our knowledge, mathematical results showing non-rupture or asymptotic decay of solutions to (1) are still lacked in the literature. The main goal of this article is to fill this gap and to show that (5) provides the sharp uniform in space and time lower bound for the solutions to (1) considered with $\nu > 0$ and $\sigma > 0$ as well as the exponential asymptotic decay of them to the flat profile $(h, v) = (M, 0)$.

In Sect. 2, we start with showing the $(H^1, L^2)$ exponential asymptotic decay for the non-negative solutions to (1) to $(h, v) = (M, 0)$. More precisely, by using the dissipation of entropy found in [22], in the case $\nu > 0$ and $\sigma > 0$ we show that any sufficiently regular solution with initially non-negative height converges to $(M, 0)$ at an exponential rate (Theorem 2.1). Nevertheless, this result still does not exclude a possibility of rupture in a finite time that could lead to loss of regularity properties of the solutions and by that terminating the asymptotic decay at the time when the height touches the zero. Therefore, in Sects. 3–5 we additionally show that the solutions to (1) cannot touch zero in a finite time. For this purpose, transformation of (1) to the Lagrangian coordinates following ideas suggested in [28–30] for the systems describing viscous jets turns out to be very useful. In Sect. 4, we show that system (1) considered without curvature term (the case $\sigma = 0$) transforms to a porous medium type Eq. [31] by the Lagrangian formalism. In this case, existence, uniqueness and asymptotic behaviour of the solutions to it are understood and completely rigorous (Theorem 4.1). In particular, the solutions cannot either blow-up or rupture in a finite time. Moreover, for a special class of initial data we are able to show exponential asymptotic decay to the flat profile in the absence of surface tension [see estimate (28)].

In Sect. 5, we consider the Lagrangian formulation of the full system (1) and provide an analytical argument that general solutions to it cannot rupture in a finite time, but rather obey the lower bound (5). Finally, in “Appendix A” we extend results of Sect. 1 to show the exponential asymptotic decay of the radially symmetric solutions (Theorem A.2) to the two-dimensional generalisation of (1), which appear in applications to the axisymmetric sheet point rupture [14]. For this purpose, we derive for the
first time, up to our knowledge, the entropy and energy estimates for the radially symmetric solutions (Lemma A.1).

Finally, we comment on the regularity classes of solutions considered in this article. Results of Sect. 2 and Appendix A are rigorous and apply to suitably defined \((H^1, L^2)\) nonnegative weak solutions to systems (1) and (A.2), respectively. Results of Sect. 4 are rigorous, and the strong solution obtained in Theorem 4.1 is positive and unique. In Sect. 5, we present a formal analytical argument for positive classical solutions to Eq. (16) considered with general initial data.

### 2. Asymptotic decay for non-negative solutions

In this section, we show that solutions to (1) having non-negative height for all times asymptotically decay in \((H^1, L^2)\)-norm to the flat profile \((h, u) = (M, 0)\).

First, we define energy and entropy functionals as

\[
E(v, h) := \frac{1}{2} \int_0^1 \left\{ h v^2 + \sigma h_x^2 \right\} \, dx,
\]

\[
S(v, h) := \frac{1}{2} \int_0^1 \left\{ h (v + (G(h))_x)^2 + \sigma h_x^2 \right\} \, dx,
\]

where \(G(h) = \nu \log(h)\). Recall the following entropy and energy equalities [22] which hold for the solutions of (1):

\[
\frac{d}{dt} S(v, h) + \nu \sigma \int_0^1 h^2 \, dx = 0, \tag{6}
\]

\[
\frac{d}{dt} E(v, h) + \nu \int_0^1 h v^2 \, dx = 0. \tag{7}
\]

**Theorem 2.1.** (asymptotic exponential decay) Assume that initial data \((h_0, v_0) \in H^1(0, 1) \times L^2(0, 1), h_0 \geq 0,\) and \(\sigma > 0\) and \(\nu > 0\).

Then, there exist positive constants \(A, B\) depending on initial data and parameters \(\sigma, \nu\) such that the height \(h(x, t)\) asymptotically exponentially decays to zero in \(H^1\)-norm:

\[
\int_0^1 h_x^2 \, dx \leq A e^{-B t} \quad \text{for all } t \geq 0, \tag{8}
\]

hence

\[
h \to M \text{ in } H^1(0, 1) \cap C^{0,1/2}[0, 1] \text{ as } t \to +\infty,
\]

where \(M\) is defined in (3). Moreover, for the velocity field we have

\[
v \to 0 \text{ in } L^2(0, 1) \quad \text{as } \ t \to \infty. \tag{10}
\]

**Proof of Theorem 2.1.** Using the Poincaré inequality

\[
\int_0^1 h_x^2 \, dx \leq \frac{1}{\pi^2} \int_0^1 h_{xx}^2 \, dx, \quad h_x(0) = h_x(1) = 0, \tag{11}
\]
from the entropy equality (6) we find that
\[ \frac{\sigma}{2} \int_0^1 h_x^2 \, dx + \nu \sigma \pi^2 \int_0^t \int_0^1 h_x^2 \, dx \, dt \leq S(v_0, h_0). \] 
(12)

By (12) the \( \|h_x\|_2^2 \) is dominated by the solution of
\[ y'(t) = -B y(t), \quad y(0) = A \quad \text{with} \quad A = \frac{2}{\sigma} S(v_0, h_0), \quad B = 2\nu \pi^2. \]

Solving for \( y(t) \), we deduce that
\[ \|h_x\|_2^2 \leq y(t) = Ae^{-Bt} \quad \text{for all} \quad t \geq 0, \]
whence (8) follows. Using the Poincaré inequality and (8), we deduce
\[ \int_0^1 (h - M)^2 \, dx \leq \frac{1}{\pi^2} \int_0^1 h_x^2 \, dx \leq \frac{A}{\pi} e^{-Bt}. \]

From here we have
\[ \|h - M\|_{H^1(\Omega)}^2 \leq A \left( 1 + \frac{1}{\pi^2} \right) e^{-Bt}, \]
whence (9) follows. To show (10), first (7) and the compact embedding \( H^1(0, 1) \hookrightarrow L^\infty(0, 1) \) imply
\[ h(x, t) \leq C \quad \text{for all} \quad (x, t) \in Q_T, \]
where here and below \( C \) denotes a generic constant depending only on \( \sigma, \nu \) and \( h_0, v_0 \), and one estimates
\[ \| (h^{3/2} v)_x \|_L^1 \leq \| h^{3/2} v_x \|_L^2 + 2\| h_x \|_L^2 \sqrt{h} \|_L^2 \leq C \left( \| \sqrt{h} v_x \|_L^2 + \| h_{xx} \|_L^2 \right), \]
where the last inequality follows by (6) and (11). Next, using \( L^1 \) Poincaré inequality and continuous embedding \( W^{1,1}(0, 1) \hookrightarrow L^p(0, 1) \) one gets
\[ \| h^{3/2} v \|_{L^p} \leq C_p \left( \| \sqrt{h} v_x \|_{L^2} + \| h_{xx} \|_{L^2} \right) \quad \text{for} \quad p \in [1, \infty]. \]  
(13)

On the other hand, we have
\[ C \int_0^1 h v^2 \, dx \geq \int_0^1 h^3 v^2 \, dx. \]

Using this estimate, summing up (6) and (7), and taking into account (13) one arrives at
\[ \int_0^1 h^3 v^2 \, dx + B_1 \int_0^T \int_0^1 h^3 v^2 \, dx \, dt \leq A_1, \]
with \( A_1 \) and \( B_1 \) depending on \( \nu, \sigma, S(v_0, h_0) \) and \( E(v_0, h_0) \). The comparison argument then implies
\[ \| h^{3/2} v \|_{L^2(0, 1)}^2 \leq A_1 e^{-B_1 t}. \]  
(14)

The last estimate together with the fact that \( h > 0 \) for all \( t > T^* \) for some \( T^* > 0 \) because of (9) implies (10). \( \square \)
3. Transformation to Lagrangian coordinates

Using the mass conservation (3), we make the change of coordinates as in [23, section 4.1]

\[ x_s(s, t) = K h(x(s, t), t), \quad x(s, 0) = K \int_0^s \frac{ds'}{h_0(s')}, \quad x_t(s, t) = v(x(s, t), t), \]  

(15)

where

\[ K = \frac{1}{\int_0^1 \frac{ds}{h_0(s)} > 0}. \]

Moreover, due to the mass conservation (3) and the second relation in (15) one has necessarily

\[ K = M. \]

Note, that (15) defines a monotonic mapping of \( s \in [0, 1] \) into \( x(\cdot, t) \in [0, 1] \) for each \( t \geq 0 \) provided \( h(x, t) > 0 \). Then, Eq. (1b) is trivially satisfied and Eq. (1a) transforms into

\[ x_{tt} = \sigma M x_s \left( \frac{1}{x_s \left( \frac{1}{x_s \left( \frac{1}{x_s \left( \frac{1}{x_s} \right) s} s} s} s} s} s \right) + \nu \left( \frac{x_{ts}}{x_s^2} \right) s. \]

(16)

Next, by differentiating the last equation on \( s \) and introducing the new function \( u := x_s \), one arrives at the equation

\[ u_{tt} = \sigma M \left( \frac{1}{u} \left( \frac{1}{u} \left( \frac{1}{u} \left( \frac{1}{u} \right) s} s} s} s} s \right) - \nu \left( \frac{1}{u} \right)_{tss}. \]

(16)

Note, that due to (15) the relation between new function \( u \) and the solutions of (1) is given by

\[ u(s, t) = M h(x(s, t), t). \]

(17)

The boundary conditions \( x(0, t) = 0 \) and \( x(1, t) = 1 \), which follow from the last relation in (15), imply the conservation of Lagrange function:

\[ \int_0^1 u(s, t) ds = 1. \]

(18)

Moreover, the boundary conditions for height profile in (2),

\[ h_x(0, t) = h_x(1, t) = 0, \]

due to (15) and (17), imply the Neumann boundary conditions for \( u(s, t) \):

\[ u_s(0, t) = u_s(1, t) = 0. \]

(19)

Finally, using (18) and (19) one can rewrite the entropy and energy estimates (6)-(7) in the Lagrange setting for (16). Namely, the following relations hold for solutions to (16) for all \( t > 0 \):

\[ \frac{1}{2} \frac{d}{dt} \int_0^1 \left[ \left( \int_0^s u_t ds' + \nu \left( \frac{1}{u} \right)_s \right)^2 + \sigma M^2 \frac{u^2}{u^3} \right] ds = -\nu \sigma M^2 \int_0^1 \left( \frac{3u_s^2}{u^5} - \frac{u_{ss}}{u^5} \right)^2 u ds, \]

(20)

\[ \frac{1}{2} \frac{d}{dt} \int_0^1 \left[ \left( \int_0^s u_t ds' \right)^2 + \sigma M^2 \frac{u^2}{u^3} \right] ds = -\nu \int_0^1 \left( \frac{u_t}{u} \right)^2 ds. \]

(21)

Although, a priori estimates (20)–(21) can be derived for problem (16), (19) independently, the equivalence of Euler and Lagrange formulations given by transformation (15) for classical solutions with positive for
all times height implies them directly. We note also that this equivalence valid also for local solutions with positive \( h(x,t) \) for all \( t \in (0, t_r) \), where \( t_r > 0 \) is the first time at which \( h(x,t) \) touches zero. In particular, this observation is important for application of (20)–(21) in the vicinity of potential rupture in Sect. 5.

4. Boundedness and asymptotic decay in the case \( \sigma = 0 \)

In the absence of surface tension, Eq. (16) after integration in time reduces to

\[
    u_t + \nu \left( \frac{1}{u} \right)_{ss} = f(s) \quad \text{or} \quad u_t = \nu \left( u^{-2} u_s \right)_s + f(s),
\]

(22)

where the integration factor is determined by the initial conditions and (15) as

\[
    f(s) = \frac{M}{h_0(x(s,0))} \left[ v_0(x(s,0)) + \nu \frac{h_{0,x}(x(s,0))}{h_0(x(s,0))} \right].
\]

(23)

For compatibility with boundary conditions (19) and conservation of Lagrange function (18) one has to impose the following integral condition onto initial data:

\[
    \int_0^1 f(s) \, ds = 0,
\]

(24)

which is immediately true due to (23) and (15) if the initial data are compatible with (2), i.e.

\[
    h_{0,x} = v_0 = 0 \quad \text{at} \quad x = 0, 1.
\]

We note that Eq. (22) coincides with the porous medium equation in [32, (1.27)] with exponent \( m = -1 \), which arises from the backward parabolic super fast diffusion equation

\[
    u_t = \Delta u^m
\]

after reversing the time in the latter. Therefore, for investigation of regularity and qualitative behaviour of solutions to (22) in the next theorem we apply the methods developed for porous medium equations in [31,32].

**Theorem 4.1.** Suppose \( \nu > 0 \),

\[
    u_0, f \in L^\infty(0,1) \quad \text{and} \quad u_0 > 0,
\]

(25)

then a unique strong solution \( u(s,t) \) to problem (22), (19) with initial data

\[
    u(s,0) = u_0(s) = M/h_0(x(s,0))
\]

exists for all \( t > 0 \). For it one has a linear in time upper and uniform lower bounds:

\[
    0 < C \leq u(s,t) \leq \|u_0\|_\infty + \|f\|_\infty t \quad \text{for} \quad (x,t) \in (0,1) \times (0,\infty),
\]

(26)

where constant \( C \) depends on \( u_0 \) and \( \nu \). Hence, \( u(s,t) \) cannot blow up in a finite time or touch zero. Moreover, if \( f = 0 \) then there exist positive constants

\[
    A := \int_0^1 (u_0 - 1)^2 \, ds, \quad B := 2\nu \left( \frac{\ln \|u_0\|_\infty}{\|u_0\|_\infty - 1} \right)^2
\]

(27)

such that

\[
    \|u(\cdot,t) - 1\|_{L^2(0,1)}^2 \leq A \exp\{-Bt\} \quad \text{for all} \quad t > 0
\]

(28)

holds, i.e. \( L^2 \)-exponential asymptotic decay of \( u \) to the flat profile.
Proof of Theorem 4.1. Existence part follows by the quasilinear parabolic theory [33] and the fact that the main term in (22), namely
\[ \frac{u_{ss}}{u^2}, \]
is uniformly coercive unless \( u \) becomes infinite at some point. In particular, the upper bound (26) follows by an application of the maximum principle [31, Lemma 3.3, p. 34]. Note, that this upper bound does not depend on viscosity \( \nu \). Indeed, this can be checked by rescaling time \( \tilde{t} = \nu t, \tilde{f} = \nu f \) and applying the maximum principle. For the global well-posedness of the solution for all \( t > 0 \), it remains to show the uniform lower bound for \( u(s,t) \).

First, we note that the entropy and energy equalities reduce for (22) to
\[
\int_0^1 \left( \int_0^s u_t \, ds' + \nu \left( \frac{1}{u} \right)_s \right)^2 \, ds = \text{const},
\tag{29}
\]
and
\[
\frac{1}{2} \frac{d}{dt} \int_0^1 \left( \int_0^s u_t \, ds' \right)^2 \, ds = -\nu \int_0^1 \left| \frac{1}{u} \right| \, ds.
\tag{30}
\]
Combining them together and using the inequality \((y+z)^2 \geq y^2/2 - z^2\) one estimates
\[
\int_0^1 \left( \int_0^s u_t \, ds' + \nu \left( \frac{1}{u} \right)_s \right)^2 \, ds \geq \frac{\nu^2}{2} \int_0^1 \left| \frac{1}{u} \right|^2 \, ds - \int_0^1 \left( \int_0^s u_s \, ds' \right)^2 \, ds,
\]
and therefore, one concludes that
\[
\sup_{t \in (0, \infty)} \int_0^1 \left| \frac{1}{u} \right|^2 \, ds \leq \text{const}.
\tag{31}
\]
Next inequality can be considered as an energy type one for (22) (see [31,32]). Testing (22) with \(-1/u^2\) and subsequently integrating by parts provides the equality
\[
\frac{d}{dt} \int_0^1 \frac{1}{u} \, ds + 2\nu \int_0^1 \frac{u_s^2}{u^3} \, ds = -\int_0^1 f(s) \left( \frac{1}{u^2} - \frac{1}{u} \right)^2 \, ds \, dt,
\tag{32}
\]
where we have used also (24). Let us integrate the last equality in time and estimate the right hand side of it using \( L^1 \) Poincare inequality as follows.
\[
\left| \int_0^T \int_0^1 f(s) \left( \frac{1}{u^2} - \frac{1}{u} \right)^2 \, ds \, dt \right| \leq ||f||_{\infty} \int_0^T \int_0^1 \left( \frac{1}{u^2} \right)^2 \, ds \, dt = ||f||_{\infty} \int_0^T \int_0^1 \frac{u_s}{u^3} \, ds \, dt
\]
\[
\leq ||f||_{\infty} \int_0^T \int_0^1 \frac{u_s^2}{u^3} \, ds \int_0^T \frac{1}{u} \, ds \, dt \leq \frac{||f||_{\infty}}{2} \left[ \varepsilon \sup_{t \in (0, T]} \int_0^1 \frac{1}{u} \, ds + \frac{T}{\varepsilon} \int_0^1 \frac{u_s^2}{u^3} \, ds \, dt \right].
\]
Combining this with (32) implies for \( T = \nu \varepsilon^2 = \nu/||f||_{\infty}^2 \) that
\[
\sup_{t \in (0, T]} \int_0^1 \frac{1}{u} \, ds + C(\nu, ||f||_{\infty}) \int_{Q_T} \left( \frac{1}{u} \right)_s^2 \, ds \, dt \leq \int_0^1 \frac{1}{u_0} \, ds.
\]
But the latter inequality can be extended to

\[
\sup_{t \in (0, \infty)} \int_0^1 \frac{1}{u} \, ds \leq \int_0^1 \frac{1}{u_0} \, ds \tag{33}
\]

via repeating the last argument iteratively on small time intervals \((t, t + \nu/\|f\|_\infty^2)\). We conclude that estimates (31) and (33) imply together that

\[
\left\| \frac{1}{u} \right\|_{L^\infty(0, \infty; W^{1,1}(0,1))} \leq \text{const.}
\]

In turn, the compact embedding \(W^{1,1}(0, 1) \hookrightarrow L^\infty(0, 1)\) implies

\[
\left\| \frac{1}{u} \right\|_{L^\infty((0,1) \times (0,\infty))} \leq C,
\]

i.e. the uniform lower bound in (26).

It remains to show (28) when \(f = 0\). For that we test (22) with \(u\) and integrate by parts to get:

\[
\frac{1}{2} \frac{d}{dt} \int_0^1 u^2 \, ds + \nu \int_0^1 (\ln u)_s^2 \, ds = 0. \tag{34}
\]

Using Poincare inequality and (18) one gets

\[
\int_0^1 |\ln(u)|^2 \, ds \leq \int_0^1 (\ln(u)_s^2) \, ds.
\]

Next, using (26) one estimates

\[|\ln(u(x,t))|^2 \geq \frac{\ln \|u_0\|_\infty}{\|u_0\|_\infty - 1} (u - 1)^2 \text{ for all } (x, t) \in Q_T.\]

Combining the last two estimates one gets from (34):

\[
\int_0^1 (u - 1)^2 \, ds + B \int_0^t (u - 1)^2 \, ds \, dt \leq A
\]

with \(A\) and \(B\) defined as in (27). Here, we have used also the equality

\[
\int_0^1 u^2 \, ds = \int_0^1 (u - 1)^2 \, ds + 1.
\]

Whence by comparing \(y(t) := \int_0^1 (u - 1)^2 \, ds\) to the solution \(\bar{y}(t)\) of the ODE

\[\bar{y}'(t) + B\bar{y}(t) = 0, \quad \bar{y}(0) = A,
\]

one obtains

\[0 \leq y(t) \leq A \exp\{-Bt\} \text{ for all } t > 0.
\]

The last estimate gives (28). \qed
Remark 4.2. Estimates (26) together with (17) show for the original system (1) considered with general initial data and $\sigma = 0$ that the height profile stays bounded for all times from above and below, respectively, but do not preclude it from approaching zero in infinite time with the rate independent of $\nu$. Note that the upper bound in (26) holds also in the limiting case of (22) considered with $\nu = 0$, which can be shown in this case via an explicit integration.

Remark 4.3. We note that estimate (28) implies the exponential asymptotic decay to constant profile $(h, v) = (M, 0)$ for a special class of solutions to original viscous sheet system (1). Indeed, using Lagrangian transformation (15) and formula (23) one obtains that any solution to (1) having initial data satisfying

$$v_0(x) = -\nu \frac{h_0(x)}{h_0(x)} \quad \text{and} \quad h_0 > 0$$

should decay to $(h, v) = (M, 0)$ in a finite time. Relation (35) written in Lagrangian coordinates takes the form:

$$v_0(x(s, 0)) = -\frac{\nu}{M} h_0(x(s, 0)).$$

Figures 2 and 3 present numerical confirmation of the convergence to the flat profile for $\nu = 1$. In the first row, we have taken special initial data

$$h_0(x(s, 0)) = \cos(\pi s) + \pi, \quad v_0(x(s, 0)) = \frac{\pi}{\sqrt{\pi^2 - 1}} \sin(\pi s),$$

which satisfy (35) and (36). The solution to (1) considered with $\sigma = 0$ and initial data defined by (37) converges to the flat profile $(h, v) = ( \sqrt{\pi^2 - 1}, 0)$. 

Next, we slightly modified the initial data (37) to

$$h_0(x(s, 0)) = \cos(\pi s) + \pi, \quad v_0(x(s, 0)) = \pi \sin(\pi s),$$

so that in this case

$$f(s) = \pi^2 \cos(\pi s) \left( 1 - \frac{1}{\sqrt{\pi^2 - 1}} \right) \neq 0.$$ 

The second row in Fig. 2 shows the dynamical snapshots of the solution to (1) with initial data given by (38). The solution converges then in a finite time to the stationary solution of (22) satisfying the ODE:

$$\nu \left( \frac{1}{u_\infty} \right)_{ss} = f(s).$$

The last ODE with the right hand side (39), $\nu = 1$ and boundary conditions (19) can be integrated to give explicitly $u_\infty$ and the corresponding limiting height profile as

$$h_\infty(x_\infty(s)) = \frac{M}{u_\infty(s)} = -M \left[ \cos(\pi s) \left( 1 - \frac{1}{\sqrt{\pi^2 - 1}} \right) + C_0 \right],$$

$$x_\infty(s) = M \int_0^s \frac{ds'}{h_\infty(x_\infty(s'))} = -\int_0^s \frac{ds'}{\cos(\pi s') \left( 1 - \frac{1}{\sqrt{\pi^2 - 1}} \right) + C_0},$$

where $C_0 \approx -1.2$ is fixed by the conservation of mass laws (3) or equivalently (18).
Finally, in Fig. 3 we present the numerically calculated decay of $\|u(s, t) - 1\|_2$, with

$$u(s, t) = \frac{M}{h(x(s, t), t)}$$

according to (17), for the solution to (1) with initial data (37). The decay is profoundly exponential with the numerical saturation effect when $\|u(s, t) - 1\|_2$ becomes small. Comparison with the derived analytical bound (28) shows that the latter is the upper bound but is naturally not sharp.
Fig. 3. Semilog plot (blue markers) of the decay of $|u(s, t) - 1|_2$ corresponding to the solution to (1) with initial data (37). Solid line indicates the upper bound (28) with $\|u_0\|_\infty = \sqrt{\pi^2 - 1}/(\pi - 1)$ and $B = 1.4252$, $A = 0.0549$. For obtaining numerical solutions to (1), the numerical code developed in [16,27] was used.

5. Non-rupture in the case $\sigma > 0$.

Now, we consider full Eq. (16). We assume without loss of generality $\sigma M = 1$, by an appropriate rescaling of time variable and $\nu$ parameter, and rewrite it in terms of the variable $h(s, t) := h(x(s, t), t)$ using (17) as

$$-(\frac{h_t}{h^2})_t + \nu h_{tss} = (h (hh_s)_s)_s.$$  

The last equation is equivalent to

$$-(\frac{h_t}{h^2})_t + \nu h_{tss} = \left(\frac{h^2}{2} h_s^2 + h^3 h_{ss}\right)_{ss}.  \tag{42}$$

Note that from the energy and entropy inequalities (20)–(21), using again (17), we have a priori bounds:

$$||h_s||_{L^\infty(0,T;L^2(0,1))} \leq \frac{C}{\nu} \quad \text{and} \quad ||h_t||_{L^2(Q_T)} \leq \frac{C}{\sqrt{\nu}}. \tag{43}$$

For showing the second estimate in (43) we have used additionally equivalence of the Euler (1) and Lagrange (42) systems provided by transformation (15) and the uniform upper bound

$$h(s, t) \leq C$$

following from (7). In (43) and below in this section $C$ denotes a constant that may depend on the initial data only, but not on the parameters $\nu$ and $T$ of the problem. Using the first estimate in (43) one naturally gets the uniform H"{o}lder continuity in space:

$$|h(s_1, t) - h(s_2, t)| \leq \frac{C}{\nu}|s_1 - s_2|^{1/2}.  \tag{44}$$

Next, applying [31, Lemma 7.19], in particular (7.32) there, one obtains from (43)

$$|h(s, t_1) - h(s, t_2)| \leq C||h_s||_{L^\infty(0,T;L^2(0,1))}||h_t||_{L^2(Q_T)}|t_1 - t_2|^{1/4} \leq \frac{C}{\nu^{3/2}}|t_1 - t_2|^{1/4}.  \tag{45}$$

From the last two estimates, we conclude $h \in C^{1/2, 1/4}_{s,t}(Q_T)$. Note that a priori estimates (43)–(45) do not depend on smallness of $h$ and, therefore, should be also valid in the vicinity of a rupture point if it happens.
Below we provide a formal analytical argument for the fact that solutions to (42) considered with general initial data cannot rupture in a finite time. The proof proceeds by contradiction. We will assume that there is a solution to (42) that ruptures in a finite time. Let us integrate (42) once in time and write it as

\[ h_t = \nu h^2 h_{ss} - h^2 \int_0^t \left[ \frac{h^2}{2} h_{ss}^2 + h^3 h_{ss} \right]_{ss} \, d\tau - h^2 f(s), \]  

(46)

where

\[ f(s) := -h_t(s,0)/h^2(s,0) + \nu h_{ss}(s,0). \]

Close to the expected rupture time \( t = t_r \) we will zoom into the neighbourhood of the pinch-off point and assume that there the rupture solution to (42) is well approximated by the solution to

\[ h_t = \nu \varepsilon^2 h_{ss} - \varepsilon^2 \left( \int_0^t \left[ \frac{h^2}{2} h_{ss}^2 + h^3 h_{ss} \right]_{ss} \, d\tau - f(s) \right), \]  

(47)

considered now in the whole real line \( s \in \mathbb{R} \) via a suitable extension of \( h \) to a small constant profile outside of the pinch-off region. Additionally, we will assume that the following analogues of a priori bounds (43)–(45)

\[ \| h_s \|_{L^\infty(0,T;L^2(\mathbb{R}))} \leq C \nu, \]  

(48)

\[ |h(s_1,t) - h(s_2,t)| \leq C \nu |s_1 - s_2|^{1/2}, \quad |h(s,t_1) - h(s,t_2)| \leq \frac{C}{\nu^{3/2}} |t_1 - t_2|^{1/4}, \]

for all \( s_1, s_2 \in \mathbb{R} \) and \( t_1, t_2 \in [0, t_r(\varepsilon)) \),

(49)

still hold for the approximating solution to (47), where constant \( C \) does not depend on \( \varepsilon \). Next, by applying an appropriate time shift we assume that the initial data for (47) satisfies the uniform spatial bounds:

\[ 0 < \varepsilon \leq h(s,0) = h_0(s) \leq C \varepsilon \quad \text{with} \quad C > 1. \]

(50)

Note, that the above time shift implies also that the finite rupture time of the solution to (47)

\[ t_r = t_r(\varepsilon) \to 0 \quad \text{as} \quad \varepsilon \to 0. \]  

(51)

Naturally, for the small initial data (50) and times close to \( t = t_r(\varepsilon) \) one would expect the solution of approximate equation (47) stay close to the rupture solution to the original equation (46). Finally, we will make a technical assumption that the approximate solution to (47) satisfying (50) stays of the same order smallness up to the rupture time, i.e.

\[ h(s,t) \leq C \varepsilon \quad \text{for} \quad t \in [0, t_r(\varepsilon)). \]  

(52)

Let us now write the exact integral representation of solutions to (47):

\[ h(s,t) = \int_{-\infty}^{\infty} K_{\nu,\varepsilon}(s-\xi,t) h_0(\xi) \, d\xi \]

\[ - \varepsilon^2 \int_0^t \int_{-\infty}^{\infty} K_{\nu,\varepsilon}(s-\xi,t-\tau) \left( \int_0^\tau \left[ \frac{h^2}{2} h_{\xi\xi}^2 + h^3 h_{\xi\xi} \right]_{\xi\xi} \, d\tilde{\tau} + f(s) \right) \, d\xi \, d\tau, \]  

(53)

where \( K_{\nu,\varepsilon}(s,t) \) denotes the heat kernel:

\[ K_{\nu,\varepsilon}(s,t) := \frac{1}{\sqrt{4\pi \nu \varepsilon^2 t}} \exp \left[ - \frac{s^2}{4\nu \varepsilon^2 t} \right]. \]
having the well-known property

\[
\frac{\partial K_{\nu,\varepsilon}}{\partial t} = \nu \varepsilon^2 \frac{\partial^2 K_{\nu,\varepsilon}}{\partial \xi^2}.
\]

Using assumption (50) one can show that the following estimate from below for the first integral in (53):

\[
\int_{-\infty}^{\infty} K_{\nu,\varepsilon}(s - \xi, t) h_0(\xi) \, d\xi \geq \frac{\varepsilon}{\sqrt{\pi}} \int_{-\infty}^{\infty} \exp[-r^2] \, dr = \varepsilon.
\]

(54)

In the rest of the proof we will estimate the second integral in (53) from above and show that contributions from the nonlinear curvature term become smaller then the right hand side of (54) when \( \varepsilon \) is sufficiently small and satisfies the relation (62) below. First, one estimates

\[
\varepsilon^2 \left| \int_{0}^{t} \int_{-\infty}^{\infty} K_{\nu,\varepsilon}(s - \xi, t - \tau) f(s) \, d\xi d\tau \right| \leq \varepsilon^2 \|f(s)\|_{\infty} \frac{t}{\sqrt{\pi}} \int_{-\infty}^{\infty} \exp[-r^2] \, dr = \varepsilon^2 t \|f(s)\|_{\infty}.
\]

(55)

Next, one shows using several times integration by parts that

\[
\varepsilon^2 \int_{0}^{t} \int_{-\infty}^{\infty} K_{\nu,\varepsilon}(s - \xi, t - \tau) \int_{0}^{\tau} \left[ \frac{h^2}{2} h_\xi^2 + h^3 h_\xi \right] \, d\tau d\xi d\tau
\]

\[
= -\frac{1}{\nu} \int_{0}^{t} \int_{-\infty}^{\infty} \frac{\partial K_{\nu,\varepsilon}(s - \xi, t - \tau)}{\partial \tau} \int_{0}^{\tau} \left[ \frac{h^2}{2} h_\xi^2 + h^3 h_\xi \right] \, d\tau d\xi d\tau
\]

\[
= \frac{1}{\nu} \int_{0}^{t} \int_{-\infty}^{\infty} K_{\nu,\varepsilon}(s - \xi, t - \tau) \left[ \frac{h^2}{2} h_\xi^2 + h^3 h_\xi \right] \, d\xi d\tau
\]

\[
= -\frac{5}{2\nu} \int_{0}^{t} \int_{-\infty}^{\infty} K_{\nu,\varepsilon}(s - \xi, t - \tau) h^2 h_\xi^2 \, d\xi d\tau - \frac{1}{4\nu^2 \epsilon^2} \int_{0}^{t} \int_{-\infty}^{\infty} \frac{\partial K_{\nu,\varepsilon}(s - \xi, t - \tau)}{\partial \tau} h^4 \, d\xi d\tau
\]

\[
= -\frac{5}{2\nu} \int_{0}^{t} \int_{-\infty}^{\infty} K_{\nu,\varepsilon}(s - \xi, t - \tau) h^2 h_\xi^2 \, d\xi d\tau - \frac{1}{8\nu^2 \epsilon^2} \int_{0}^{t} \int_{-\infty}^{\infty} K_{\nu,\varepsilon}(s - \xi, t - \tau) \frac{h^4}{(t - \tau)} \, d\xi d\tau
\]

\[
+ \frac{1}{4\nu^2 \epsilon^2} \int_{0}^{t} \int_{-\infty}^{\infty} K_{\nu,\varepsilon}(s - \xi, t - \tau) \frac{h^4}{(t - \tau)} \frac{(s - \xi)^2}{4\nu \epsilon^2 (t - \tau)} \, d\xi d\tau
\]

\[
=: I_1 + I_2 + I_3.
\]

(56)

Let us estimate consequently the integrals \( I_i, i = 1, 2, 3 \) in (56) at the special point \( s = s_r \), where the rupture occurs at time \( t = t_r \). At this point, using the Hölder estimates (49) one obtains

\[
h(\xi, \tau) \leq h(s_r, \tau) + \frac{C}{\nu} |\xi - s_r|^{1/2} \leq \frac{C}{\nu^{3/2}} |t_r - \tau|^{1/4} + \frac{C}{\nu} |\xi - s_r|^{1/2}.
\]

(57)

First, using (48) and (52) one estimates at \( t = t_r(\varepsilon) \)

\[
|I_1| = \frac{5}{2\nu} \int_{0}^{t} \int_{-\infty}^{\infty} K_{\nu,\varepsilon}(s_r - \xi, t - \tau) h^2 h_\xi^2 \, d\xi d\tau \leq \frac{C \varepsilon}{\sqrt{\nu^3}} \int_{0}^{t} \frac{d\tau}{\sqrt{t - \tau}} \int_{-\infty}^{\infty} h_\xi^2 \, d\xi \leq \frac{C \varepsilon \sqrt{t}}{\sqrt{\nu^3}}.
\]

(58)
Next, using (57) and (52) one obtains
\[
|I_2| = \frac{1}{8\nu^2\varepsilon^2} \int_0^t \int_{-\infty}^{\infty} K_{\nu,\varepsilon}(s_r - \xi, t - \tau) \frac{h^4(\xi, \tau)}{(t - \tau)} \, d\xi d\tau \\
\leq C\varepsilon \frac{1}{\nu^2} \int_0^t \int_{-\infty}^{\infty} K_{\nu,\varepsilon}(s_r - \xi, t - \tau) \frac{h(\xi, \tau)}{(t - \tau)} \, d\xi d\tau \\
\leq C\varepsilon \frac{1}{\nu^2} \int_0^t \int_{-\infty}^{\infty} K_{\nu,\varepsilon}(s_r - \xi, t - \tau) d\xi d\tau \\
+ C\varepsilon \frac{1}{\nu^2} \int_0^t \frac{1}{(t - \tau)^{3/4}} \frac{1}{\nu^{3/2}} \int_{-\infty}^{\infty} K_{\nu,\varepsilon}(s_r - \xi, t - \tau) \frac{|\xi - s_r|}{\sqrt{(t - \tau)4\varepsilon^2}} \, d\xi d\tau \\
\leq C\varepsilon \frac{1}{\nu^2} \int_0^t \frac{1}{(t - \tau)^{3/4}} \frac{1}{\nu^{3/2}} \left( 1 + \frac{(4\varepsilon^2)^{1/4}}{\nu} \right) d\tau \leq C\varepsilon t^{1/4} \frac{\nu^{1/2}}{\nu^{7/2}} \quad \text{for } \varepsilon < 1 \text{ and } \nu < 1. \tag{59}
\]

Finally, proceeding analogously as in (59) one shows that
\[
|I_3| \leq C\varepsilon t^{1/4} \frac{\nu^{1/2}}{\nu^{7/2}} \tag{60}
\]

Therefore, combining (58)–(60) with (51) and taking \( \varepsilon \) so small that
\[
t_r(\varepsilon) < C_1 \nu^{14} \tag{61}
\]

one obtains that
\[
|I_1 + I_2 + I_3| \leq \frac{\varepsilon}{2}.
\]

The last estimate combined with (55) and (54) implies by (53) that for all sufficiently small \( \varepsilon > 0 \)
\[
h(s_r, t) \geq \frac{\varepsilon}{4} \quad \text{for all} \quad t \in [0, t_r(\varepsilon)],
\]

which contradicts to the initial assumption of the rupture of the solution to (47) at the finite time
\( t = t_r(\varepsilon) \).

Remark 5.1. We note, a posteriori, that the estimate on the rupture time (61) together with the second estimate in (49) and assumption on the initial data (50) imply that
\[
0 < \varepsilon \leq h(s_r, 0) \leq \frac{Ct_r(\varepsilon)^{1/4}}{\nu^{3/2}} \leq C\nu^2. \tag{62}
\]

This condition on the minimal height at which the viscous term starts to dominate the curvature term is consistent with both the self-similar scalings [1] and numerical observations.

6. Discussion

This article presents several interesting analytical results on the qualitative behaviour of solutions to viscous sheet system (1) and its Lagrangian counterpart (16). It poses also several interesting open questions summarised below:
Theorem 2.1 allows for \((H^1, L^2)\) weak solutions with non-negative initial data. It would be interesting to investigate implications of estimates (9)–(10) for possible analytical bounds from above and below on the support of such solutions in time. In particular, one could characterise a class of initial data with support less then \((0, 1)\) with solution to (1) having full support \((0, 1)\) for all positive times. i.e. demonstrating the immediate initial healing of the dry spots.

Theorem 4.1 shows exponential decay to constant profile for solutions to (1) with \(\sigma = 0\) and special initial data (35), see Remark 4.4. Numerical solutions of system (1) indicate that the class of initial data for which similar results hold can be extended (see Fig. 2, second row). Also in the case \(f \neq 0\) in (22) the finite decay should be then not to the constant profile \(u = 1\), but rather to the spatially inhomogeneous solution to stationary Eq. (40). In this context, it is interesting to point out the existence of the Lie-Bäcklund transform, which maps Eq. (22) into the classical heat equation. Explicit connections between solutions to these two equations were derived in [34].

We should point out the difference of the results of Theorem 4.1 to known ones for Eq. (22) considered on the whole real line \(\mathbb{R}\). In particular, in this case non-existence of \(L^1\) solutions and extinction phenomena \((u \to 0)\) in the finite time were proven (see [32,35] and references therein). In contrast, while considering (22) on the finite interval \((0, 1)\) and analysing convergence to \(u = 1\) instead, we were able to show existence of the unique strong positive solution to (22) and to escape from these singularities. Also we believe that the exponential decay shown in estimate (28) cannot be improved to the finite time decay for the same reason. Indeed, linearising Eq. (22) at \(u = 1\) results in the classical heat equation for \(\ddot{u} = u - 1:\)

\[
\ddot{u} = \nu \dot{u} \ddot{u},
\]

which suggests that close to \(u = 1\) solutions to (22) at most exponentially decay in infinite time.

The analytical argument of Sect. 5 shows the right lower bound (5) for the minimum of the height in the regime \(\nu \ll 1\), see Remark 5.1 and Fig. 1. In order to make this argument rigorous, we suggest that a comparison principle between solutions of (46) and the approximate Eq. (47) should be proposed. At the moment, it is not obvious as both equations are nonlinear parabolic of the fourth order.

Theorem A.2 in contrast to Theorem 2.1 relies on the uniform bound from below \(m\) in (A.6) for the radially symmetric solutions to system (A.2). In the spirit of this study, it would be interesting to provide an analytical argument, similar to the one in Sect. 5 for the one-dimensional system (1), showing that solutions to (A.2) cannot rupture in a finite time. Alternatively, one could think on possible analytical estimates for \(m\) depending on the initial data \((h_0, v_0)\). Such results would have an important implication on the point rupture in 2D viscous sheets considered in [14].
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A Asymptotic decay for the radially symmetric solutions

In 2D space, the viscous sheet system (1) has the form [14]:

\[ \begin{align*}
  \mathbf{v}_t + (\mathbf{v} \cdot \nabla)\mathbf{v} &= \sigma \nabla h + \frac{h'}{h} \nabla \cdot (h[\nabla \mathbf{v} + (\nabla \mathbf{v})^T + 2(\nabla \cdot \mathbf{v})I]), \\
  h_t &= -\text{div}(h\mathbf{v}),
\end{align*} \tag{A.1a} \]

where \( \mathbf{v} \in \mathbb{R}^2 \) is the velocity in the plane \((x, y) \in B_1(0), \) where \( B_1(0) \) is the unit disc and \( \sigma, \mu \) denote again surface tension and viscosity.

Here, we are interested in the radial symmetric solutions to (A.1) having the form:

\[ h(x, y, t) = h(r, t), \quad \mathbf{v}(x, y, t) = v(r, t)e_r \quad \text{with} \quad r = \sqrt{x^2 + y^2} \in (0, 1). \]

Under the last ansatz system (A.1) reduces to [14]:

\[ \begin{align*}
  v_t + vv_r &= \sigma \left( \frac{1}{r} [r h_r]_r \right)_r + \frac{4\mu}{h} \left( \frac{h}{r} (rv)_r \right)_r - \frac{vh_r}{2r}, \\
  h_t &= -\frac{(rhv)_r}{r}.
\end{align*} \tag{A.2a} \]

We consider (A.2) in the domain \((0, T) \times (0, 1)\) with boundary conditions

\[ h_r(0, t) = h_r(1, t) = v(0, t) = v(1, t) = 0 \tag{A.3} \]

which together with (A.2b) imply the mass conservation:

\[ \int_0^1 h(r, t) r \, dr = \int_0^1 h_0(r) r \, dr = M. \tag{A.4} \]

We first establish the energy and entropy estimates for system (A.2).

**Lemma A.1.** For classical positive solutions to problem (A.2)–(A.3), the following energy and entropy inequalities hold:

\[ \begin{align*}
  \frac{d}{dt} \int_0^1 \left[ \frac{hv^2}{2} + \sigma \frac{|h_r|^2}{2} \right] r \, dr &\leq -2\mu \int_0^1 \frac{h}{r} (rv)_r^2 \, dr, \\
  \frac{d}{dt} \int_0^1 \left[ \frac{h}{2} \left( v + 4\mu \frac{h_r}{h} \right)^2 + \sigma \frac{|h_r|^2}{2} \right] r \, dr &\leq -2\mu \sigma \int_0^1 \frac{|(rhv)_r|^2}{r} \, dr + \frac{C}{\mu \sigma m^3} \int_0^1 h v^2 \, dr,
\end{align*} \tag{A.5a} \]

for all \( t \in [0, T). \)

We consider the domain \((0, 1)\) with boundary conditions

\[ h_r(0, t) = h_r(1, t) = v(0, t) = v(1, t) = 0 \tag{A.3} \]

which together with (A.2b) imply the mass conservation:

\[ \int_0^1 h(r, t) r \, dr = \int_0^1 h_0(r) r \, dr = M. \tag{A.4} \]

We first establish the energy and entropy estimates for system (A.2).

**Lemma A.1.** For classical positive solutions to problem (A.2)–(A.3), the following energy and entropy inequalities hold:

\[ \begin{align*}
  \frac{d}{dt} \int_0^1 \left[ \frac{hv^2}{2} + \sigma \frac{|h_r|^2}{2} \right] r \, dr &\leq -2\mu \int_0^1 \frac{h}{r} (rv)_r^2 \, dr, \\
  \frac{d}{dt} \int_0^1 \left[ \frac{h}{2} \left( v + 4\mu \frac{h_r}{h} \right)^2 + \sigma \frac{|h_r|^2}{2} \right] r \, dr &\leq -2\mu \sigma \int_0^1 \frac{|(rhv)_r|^2}{r} \, dr + \frac{C}{\mu \sigma m^3} \int_0^1 h v^2 \, dr,
\end{align*} \tag{A.5a} \]

provided

\[ h(r, t) \geq m > 0 \quad \text{for all } t \in [0, T). \tag{A.6} \]

**Proof of Lemma A.1.** Let us multiply Eq. (A.2a) by \( hvr \) and integrate it in space. After applying integration by parts several times and using Eq. (A.2b) one obtains the equality

\[ \frac{d}{dt} \int_0^1 \left[ \frac{hv^2}{2} + \sigma \frac{|h_r|^2}{2} \right] r \, dr = -4\mu \left( \int_0^1 h |v_r|^2 r \, dr + \int_0^1 \frac{hv^2}{r} \, dr + \int_0^1 h v_r v \, dr \right). \tag{A.7} \]
Note that the last integral in (A.7) can be bounded by
\[- \int_0^1 hv_r \, dr \leq \frac{1}{2} \left[ \int_0^1 h|v_r|^2 \, dr + \int_0^1 \frac{hv^2}{r} \, dr \right].\]

This together with (A.7) imply (A.5a).

To show (A.5b) we multiply Eq. (A.2a) by \(rh_r\) and integrate it in space. The left hand side of (A.2a) produces then:
\[
\frac{1}{2} \int_0^1 (v_t + v_r)h_r \, dr = \frac{d}{dt} \int_0^1 vh_r \, dr - \int_0^1 vh_{\tau}r \, dr + \int_0^1 vv_xh_r \, dr
\]
\[
= \frac{d}{dt} \int_0^1 vh_r \, dr - \int_0^1 \left( \frac{vr}{r} \right) hr \, dr + \int_0^1 vv_xh_r \, dr
\]
\[
= \frac{d}{dt} \int_0^1 vh_r \, dr - \int_0^1 h|v_r|^2 \, dr - \int_0^1 \frac{hv^2}{r} \, dr
\]
\[
= \frac{d}{dt} \int_0^1 \left( vh_r + \frac{hv^2}{8\mu} + \frac{\sigma}{8\mu} |h_r|^2 \right) r \, dr, \quad (A.8)
\]
where in the second equality above we used Eq. (A.2b). Next, for the curvature term at the right hand side of (A.2a) one obtains
\[
\int_0^1 \left( \frac{1}{r} [rh_r]_r \right) h_r \, dr = - \int_0^1 \frac{1}{r} |[rh_r]_r|^2 \, dr. \quad (A.9)
\]

In turn, for the viscous term at the right hand side of (A.2a) one obtains
\[
\int_0^1 \frac{rh_r}{h} \left( \left[ \frac{hr}{r} \left( \frac{hr}{r} \right)_r - \frac{vh_r}{r} \right] - \frac{1}{2} \frac{v}{h} \right) \, dr = - \int_0^1 \left( \frac{rh_r}{r} \left( \frac{hr}{h} \right)_r - \frac{1}{2} \frac{v}{h} \right) \, dr
\]
\[
= - \int_0^1 \left( \frac{rh_r}{r} \left( \frac{hr}{h} \right)_r \right) \, dr + \frac{1}{2} \int_0^1 \left( \frac{h}{r} \right)_r \, dr + \frac{1}{2} \int_0^1 \frac{v}{h} \, dr
\]
\[
= \int_0^1 \frac{rh_r}{h} \left( \frac{hr}{r} \right)_r \, dr + \frac{1}{2} \int_0^1 \left( \frac{h}{r} \right)_r \, dr + \frac{1}{2} \int_0^1 \frac{v}{h} \, dr
\]
\[
= - \int_0^1 \frac{h}{h} \, dr + \frac{1}{2} \int_0^1 \frac{|h|^2}{h^2} \left( \frac{hr}{r} \right) \, dr + \frac{1}{2} \int_0^1 \frac{|h_r|^2}{h} \, dr
\]
\[
= - \frac{1}{2} \frac{d}{dt} \int_0^1 \frac{|h|^2}{h} \, dr + \frac{1}{2} \int_0^1 \frac{|h_r|^2}{h} \, dr, \quad (A.10)
\]
where in the fourth and fifths equalities above we have used (A.2b) again. Next, we estimate the second integral at the right hand side of (A.10) using (A.5a) and (A.6) as
\[
\int_0^1 \frac{v|h_r|^2}{h} dr \leq \frac{1}{\sqrt{m^3}} \left( \int_0^1 \frac{h v^2}{r} dr \right)^{1/2} \left( \int_0^1 |h_r|^2 r dr \right)^{1/2} ||h_r||_{\infty},
\]
\[
\leq \frac{C}{\sqrt{m^3}} \left( \int_0^1 \frac{h v^2}{r} dr \right)^{1/2} \left( \int_0^1 \frac{|(rh)_r|^2}{r} dr \right)^{1/2},
\]
\[
\leq \frac{C}{8\mu\sigma m^3} \int_0^1 \frac{h v^2}{r} dr + 2\mu\sigma \int_0^1 \frac{|(rh)_r|^2}{r} dr,
\]\(\text{(A.11)}\)
where in the second inequality above we have used the estimate
\[
||h_r||_{\infty} \leq \left( \frac{1}{4} \int_0^1 \frac{|(rh)_r|^2}{r} dr \right)^{1/2}.
\]

Finally, by combining estimates (A.8)–(A.11) one arrives at the entropy inequality (A.5b). □

Similar to the one-dimensional case (Theorem 2.1) the energy and entropy inequalities (A.5a)–(A.5b) allow us to show the global exponential asymptotic decay, but now only for positive classical solutions to (A.2) having globally lower bound (A.6). We denote radial energy and entropy functionals as
\[
S(u, h) := \frac{1}{2} \int_0^1 \left\{ h \left( v + 4\mu \frac{h_r}{h} \right)^2 + \sigma |h_r|^2 \right\} r dr,
\]
\[
E(u, h) := \frac{1}{2} \int_0^1 \left[ h v^2 + \sigma |h_r|^2 \right] r dr.
\]

**Theorem A.2.** (asymptotic exponential decay) Assume that initial data \((h_0, v_0) \in H^1(0,1) \times L^2(0,1), \sigma > 0\) and \(\mu > 0\)

and
\[
h(r, t) \geq m > 0 \quad \text{for all } t > 0.
\]\(\text{(A.12)}\)

Then, there exist positive constants \(A_i, B_i, i = 1, 2\) depending only on \(E(h_0, v_0), S(h_0, v_0)\) and parameters \(\sigma, \mu\) and \(m\) such that
\[
||h - M||_{H^1(B_1(0))} \leq A_1 e^{-B_1 t}, \quad \text{and} \quad ||v||_{L^2(B_1(0))} \leq A_2 e^{-B_2 t} \quad \text{for all } t \geq 0.
\]\(\text{(A.13)}\)

**Proof of Theorem A.2.** Using the Poincaré inequality
\[
\int_{B_1(0)} |\nabla h|^2 dxdy \leq \frac{1}{4} \int_{B_1(0)} |D^2 h|^2 dxdy, \quad \nabla h \cdot n|_{\partial B_1(0)} = 0,
\]
which reduces in the case of the radial symmetric function \(h(x, y, t) = h(r, t)\) to
\[
\int_0^1 |h_r|^2 r dr \leq \frac{1}{4} \int_0^1 \frac{|(rh)_r|^2}{r} dr,
\]
from the energy and entropy inequalities (A.5a)–(A.5b) we find that

$$\frac{\sigma}{2} \int_{0}^{1} |h_r|^2 r \, dr + \frac{\mu \sigma}{8} \int_{0}^{T} \int_{0}^{1} |h_r|^2 r \, dr \, dt \leq S(v_0, h_0) + \frac{C}{\mu \sigma m^3}.$$  \hspace{1cm} (A.14)

From (A.14), $\|\nabla h\|_2^2$ is dominated by the solution of

$$y'(t) = -B_1 y(t), \quad y(0) = A_1,$$

where

$$A_1 = \frac{2}{\sigma} S(v_0, h_0) + \frac{2C}{\mu \sigma m^3}, \quad B_1 = \frac{\mu}{4}.$$

Solving for $y(t)$, we deduce that

$$\|\nabla h\|_2^2 \leq y(t) = A_1 e^{-B_1 t} \quad \text{for all} \quad t > 0,$$

which implies the first estimate in (A.13). The second estimate in (A.13) follows by a similar argument using (A.5a) and (A.12).
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