Minimax based congestion control for TCP network systems with UDP flows
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Abstract. The congestion control problem for TCP network systems with UDP flows is considered. A nonlinear TCP network model with strict-feedback structure is established. The unknown UDP flow is considered as the disturbance to the system, and the maximum UDP flow is calculated by using the minimax approach. And then, a congestion control algorithm is proposed by using backstepping approach. Further, a state-feedback congestion controller is presented to make the TCP networks asymptotically stable. The simulation results show the superiority and feasibility of the proposed method.
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1 Introduction

With the rapid development of Cloud Computing and Internet of Things, the data has increased sharply in the word. So, the communication networks based on TCP have developed rapidly and been applied widely. The TCP protocol is regarded as the core of computer and communication network system, and thus in depth exploration of TCP networks becomes more important [1-2]. With the ever expanding scale of communication networks, the network congestion is also becoming increasingly serious [2-3]. Thus the issues of congestion control problems for network systems have become particularly important nowadays.

In turn, in order to cope with the traffic congestion in networks, the strategy of active queue management (AQM) is being used to reduce the packet loss rate, improve the coefficient of link utilization, reduce the queuing delay, and inhibit the oscillation rate, etc. The congestion control is one of the important means to solve the network congestion problem [3-7].

From the point of view of control theory, the network system model can be regarded as a feedback control system. At present, aiming at the transient response, stability and steady state error control of the network system, a number of research results have been obtained for overcoming network congestion problems. Among them are PI, PD and PID control [8-11]. The congestion control mechanism of the TCP protocol is considerably complex, in which many nonlinear distortion factors appear.

In view of the presence of nonlinearities, most of the existing AQM algorithms are designed on the grounds of the linearized system model at the operating equilibrium point, i.e., the desired steady-state equilibrium. Though there are two restricting limitations to such controllers. One is that the linearization near the working point yields an approximation, the result of which the asymptotic stability is of local nature; hence the global stability behaviour cannot be extrapolated. The other one is that, after linearization, some essential nonlinear phenomena may will be lost. Therefore both the analysis and the synthesis usually deviate more or less from the objective facts.

As a net consequence, the AQM algorithm designed by using a linear control methodology could not capture the nonlinear dynamic nature of TCP networks. And typically the nonlinearity of network systems cannot be compensated properly. On the other hand, it is difficult to resist the load disturbance and the interference of unresponsive user-defined properties (UDP) traffic flows. Therefore the controller parameters are difficult to be set, the robustness is poor, and also the algorithmic stability of the overall network system is difficult to guarantee. In such case, the approach of proper choice is to design the AQM algorithm directly on the grounds of the nonlinear network system [12-13]. One of the promising methods to design the controller directly by using the nonlinear system model of the communication network traffic is the backstepping method [14-15].

While the research of congestion control strategy has made great progress, there are still some problems that have not been fully solved. One of the most important issues is to deal with the uncertainty and interference of the network system. Generally, there are two kinds of approach to deal with the interference. One is directly giving out the upper bound of the interference. However, this kind of approaches is not consistent with the actual
situation, for the interference is often difficult to measure accurately and thus often uncertain. It is also difficult to determine the upper bound of the uncertainty of the network system. The other is shrinking the interference items in the process of designing controllers, which will strengthen the assumptions.

The idea of minimax optimum control can be used to avoid the limitations and conservatism of the methods mentioned above, which is an effective method to suppress interference [16-17]. Compared with other existing methods, the minimax control method is aimed at calculating the worst case interference and uncertainty, and then discuss how to achieve the control stability and performance of the system. This is being carried out by making the integrated index minimum with regard to the system state error, the control energy consumption, the interference, and the uncertainty during the whole processing time.

A nonlinear AQM algorithm based on backstepping and minimax is proposed in this paper on the grounds of the system state error, the control energy consumption, the interference, and the uncertainty during the whole processing time.

2 State space representation of network

Consider the dynamic model of TCP network system as follows [8].

\[
\begin{align*}
\dot{W}(t) &= \frac{1}{R(t)} - \frac{W(t)W(t - R(t))}{2R(t)} p(t - R(t)) \\
\dot{q}(t) &= \frac{N(t)}{R(t)} W(t) - C
\end{align*}
\]

(1)

where, \( W(t) \) is the window size of TCP source, \( q(t) \) is the instantaneous queue length of the router, \( N(t) \) is the TCP network load, \( C \) is the link bandwidth being a constant, \( R(t) \) is the round-trip time and satisfies

\[
R(t) = \frac{q(t)}{C} + T_p
\]

\( T_p \) is the propagation delay, and \( p(t) \) is the probability of congestion indication at the update step and takes value in the interval \([0,1]\).

In order to use the control theory to discuss the congestion control problem, the state space expression of the TCP network should be given. Taking the queue length and the window size as the state variables and the congestion indication probability as the control input of the network system, let

\[
\begin{align*}
x_1 &= q(t) - q_* \quad x_2 = W(t) \quad u(t) = p(t)
\end{align*}
\]

where \( q_* \) is the expected queue length.

Denote \( x=(x_1, x_2)^T \). Then, neglecting system delay, the system (1) can be rewritten in the state equation as

\[
\begin{align*}
\dot{x}_1 &= a(t)x_2 - C \\
\dot{x}_2 &= f(t) + g(t, x)u(t) \\
y &= kx_i
\end{align*}
\]

(2)

where, \( k \) is the output parameter, and

\[
a(t) = \frac{N(t)}{R(t)}, \quad f(t) = \frac{1}{R(t)}, \quad g(t, x) = -\frac{x_2^2}{2R(t)}.
\]

The system of differential equation (2) is in the lower-triangular form, which can be dealt with by using the back-stepping control design method [14].

If we consider the situation with the UDP flow interference [1], an interference item should be added to the above system representation model. Then we have

\[
\begin{align*}
\dot{W}(t) &= \frac{1}{R(t)} - \frac{W(t)W(t - R(t))}{2R(t)} p(t - R(t)) + \rho U(t, W, q) \\
\dot{q}(t) &= \frac{N(t)}{R(t)} W(t) - C \\
\end{align*}
\]

(3)

where, \( U(t, W, q) \) is the UDP flow interference and \( \rho \) is the interference coefficient. The state space model of (3) is as follows.

\[
\begin{align*}
\dot{x}_1 &= a(t)x_2 - C \\
\dot{x}_2 &= f(t) + g(t, x)u(t) + \rho \omega(t, x) \\
y &= kx_i
\end{align*}
\]

(4)

where term \( \omega(t, x) \) represents the system disturbance, i.e. the UDP flow interference \( U(t, r, q) \).

The purpose of the research is to design a controller to make \( x_1 \) and \( x_2 \) tending to their expected values, i.e., stabilizing the TCP network system (2) or (4) at their equilibrium points.

3 Backstepping controller design

In this section, we deal with the problem on designing backstepping controller to the system (2) and system (4) respectively.

3.1 Case without interference

According to the design idea of the backstepping method, firstly consider the subsystem with state variable \( x_1 \) of the system (2). Define the state transformation as follows

\[
\begin{align*}
e_1 &= x_1 \\
e_2 &= x_2 - x_2^*
\end{align*}
\]

(5)

Then the subsystem becomes
\[
\dot{e}_2 = \dot{x}_2 - x_2^* = f(t) + g(t,x)u(t) + \lambda_1 x_2 - \frac{C}{a(t)}
\]

asymptotically stable at \( e_2 = 0 \).

Construct a Lyapunov function

\[
V_2 = V_1 + \frac{1}{2} \beta e_2^2, \quad \beta > 0.
\]

The derivative of \( V_1 \) to the time \( t \) along the trajectory of the system (6) and (11) is

\[
\dot{V}_2 = \dot{V}_1 + \frac{1}{2} \beta \dot{e}_2^2 = -l_2 \alpha e_2^2 + \alpha a(t)e_2 + \beta e_2 \left[ g(t,x)u(t) + l_1 x_2 - \frac{C}{a(t)} \right]
\]

Choose an appropriate virtual control law as

\[
x_2^* = -\frac{1}{l_1} (l_1 e_2 + C)
\]

to make \( \dot{V}_1 < 0 \), where \( l_1 \) is a positive design parameter.

Substituting (9) into (8) yields

\[
\dot{V}_1 = -l_2 \alpha e_2^2 + \alpha a(t)e_2.
\]

If \( e_2 = 0 \), we can see that

\[
\dot{V}_1 = -l_2 \alpha e_2^2 < 0
\]

and the state \( e_2 \) is asymptotically stable. In general, the state \( e_2 \) cannot be guaranteed to be zero. So we need to consider the subsystem with state variable \( x_2 \) and design the control \( u \) to make the error state variable \( e_2 \) having the expected asymptotic stability.

3.1.2 Step 2

In this step, we design a feedback control \( u \) making the state equation

\[
\dot{e}_2 = \dot{x}_2 - x_2^* = f(t) + g(t,x)u(t) + \lambda_1 x_2 - \frac{C}{a(t)}
\]

asymptotically stable at \( e_2 = 0 \).

Construct a Lyapunov function
Construct a Lyapunov function

\[ V_2 = V_1' + \frac{1}{2} \beta e_z^2, \quad \beta > 0. \]  

(18)

The derivative of \( V_2 \) to the time \( t \) along the trajectory of the system (16) and (17) is

\[ \dot{V}_2 = \dot{V}_1' + \beta e_z \dot{e}_z = -l_2 \alpha e_z^2 + a(t) e_z + \beta e_z [ f(t) + g(t, x) u(t) + \rho \omega(t, x) + l \dot{x}_2 - \frac{C}{a(t)} ] \]

\[ + \beta e_z [ \rho \omega(t, x) + l \dot{x}_2 - \frac{C}{a(t)} ] \]

(19)

The unknown interference term \( \omega(t, x) \) appears in equation (19). So we cannot directly design the control law like as equation (14). We have to deal with the disturbance before designing controller. There are two ways of interference treatment generally. One is that the upper bound of interference is assumed artificially. But the interference is often difficult to measure accurately and is often uncertain. Therefore, such way may not be in accordance with physical reality.

The other way is to reduce the interference related items in the Lyapunov function during the design of controller, which will lead to hypothetical condition enhancement.

To avoid the limitations and conservatism mentioned above, prior to the design of the controller, we first deal with the interference terms based on the minimax theory. That is, the worst effect of interference on the system will be calculated.

Consider the following index performance

\[ J = \frac{1}{\gamma} \int_{\gamma_0} (y^2 - \gamma \omega^2) dt \]

(20)

where, \( \gamma > 0 \) is the interference suppression constant. In order to calculate the worst interference, the following critical function is constructed

\[ \phi = \dot{V}_2 + \frac{1}{2} (y^2 - \gamma \omega^2) \]

(21)

Substituting (19) into (21) yields

\[ \phi = -l_2 \alpha e_z^2 + \beta e_z [ \frac{\alpha}{\beta} a(t) e_z + f(t) + g(t, x) u(t) ] + \beta e_z [ \rho \omega(t, x) + l \dot{x}_2 - \frac{C}{a(t)} ] + \frac{1}{2} (y^2 - \gamma \omega^2). \]

(22)

The first derivative of \( \phi \) about \( \omega \) is

\[ \frac{\partial \phi}{\partial \omega} = \beta pe_z - \gamma \omega. \]

(23)

Let it be zero. We obtain

\[ \omega'(t, x) = \frac{\beta p}{\gamma} e_z. \]

(24)

Then we can get the second derivative of \( \phi \), which is less than zero.

\[ \frac{\partial^2 \phi}{\partial \omega^2} = -\gamma < 0. \]

(25)

It can be seen, from the discussion above, that \( \phi \) has the maximum value at \( \omega'(t, x) \), i.e.

\[ \max_{\omega} \phi = \dot{V}_2(\omega') + \frac{1}{2} (y^2 - \gamma (\omega')^2). \]

(26)

For the critical function (21), the maximum value is

\[ \max_{\omega} \phi = \max_{\omega} [\dot{V}_2 + \frac{1}{2} (y^2 - \gamma \omega^2)]. \]

(27)

Integrating both sides of (27) simultaneously yields

\[ \max_{\omega} \phi = \max_{\omega} [\dot{V}_2(\omega) + \frac{1}{2} (y^2 - \gamma \omega^2) dt] \]

(28)

Let

\[ \bar{\phi} = \int_{\gamma_0} \phi dt \]

(29)

Then

\[ \max_{\omega} \bar{\phi} = \max_{\omega} [\dot{V}_2(\omega) - \dot{V}_2(0) + J] \]

(30)

It means that \( \max_{\omega} \bar{\phi} \) is equivalent to \( \max_{\omega} J \). Therefore, \( \omega'(t, x) \) that makes the critical function \( \phi \) get the maximum also makes the index performance \( J \) get the maximum. Then we can say that \( \omega'(t, x) \) is the worst disturbance to the system.

Substituting the worst interference \( \omega'(t, x) \) into the derivative of \( V_2 \), the equation (19), we have

\[ \dot{V}_2 = -l_2 \alpha e_z^2 + \beta e_z [ \frac{\alpha}{\beta} a(t) e_z + f(t) + g(t, x) u(t) ] + \beta e_z [ \rho \omega(t, x) + l \dot{x}_2 - \frac{C}{a(t)} ] + \frac{1}{2} (y^2 - \gamma \omega^2). \]

(31)

If the control law is designed as

\[ u(t) = -\frac{1}{g(t, x)} [ \frac{\alpha}{\beta} a(t) e_z + f(t) + \frac{\beta p^2}{\gamma} e_z ] - \frac{1}{g(t, x)} [ l \dot{x}_2 - \frac{C}{a(t)} ] \]

(32)

where \( l_2 \) is a positive design parameter, we can get

\[ \dot{V}_2 = -l_2 \alpha e_z^2 - l_2 \beta e_z^2 < 0 \]

(33)
From the above presented induction analytic synthesis, we know that the system (4) is asymptotically stable under the designed controller, and then the system (3) with the UDP flow interference has realized the active queue management congestion control.

**Theorem 1.** To any given \( \gamma > 0 \), the system (4) is asymptotically stable under the control law (32).

**Corollary 1.** If the control law (32) is designed properly, the system (3) can achieve the expected queue length and the proper window size.

### 4 Simulation experiments

The effectiveness of the proposed minimax based backstepping approach is illustrated by two simulation examples in this section. The first one is provided to check the validity of the results in the stability context, while the second one explains the superiority of the designed nonlinear active queue management controller compared with PI controller.

#### 4.1 Illustrative example 1

The system parameters considered in the simulation is as follows.

\[
N = 60, \quad C = 3750 \text{ packets/s}, \quad q_i = 375 \text{ packets},
\]
\[
\gamma = 0.2, \quad \alpha = 0.2, \quad \beta = 0.25, \quad l_i = 0.5, \quad l_2 = 1.
\]

We assume that the network system has different round-trip delays, and is divided into four parts under the multi-protocols.

In the case of the same propagation delay \( T_p = 0.3 \text{ s} \), we perform the queue length simulations for four different round-trip delays, i.e. 250ms, 275ms, 300ms, and 325ms, respectively.

The simulation results are drawn in Fig. 1 to Fig. 4.

![Queue tracking error in 250ms of round-trip delay.](image)

![Queue tracking error in 275ms of round-trip delay.](image)

![Queue tracking error in 300ms of round-trip delay.](image)

![Queue tracking error in 325ms of round-trip delay.](image)

From the figures, we can see that although the different round-trip delays produce the different values for queue length errors, the perturbations are still in the ideal range, and the queue length errors converge to zero in a short time.

#### 4.2 Illustrative example 2

The system parameters considered in the simulation is as follows.

\[
N = 60, \quad C = 3750 \text{ packets/s}, \quad q_i = 375 \text{ packets},
\]
\[
W_0 = 8.333, \quad \alpha = 0.2, \quad \beta = 0.25, \quad \gamma = 0.2, \quad l_i = 0.5, \quad l_2 = 1.
\]

where \( W_0 \) is the expected window size. And the values of parameters for PI controller are given as in existing works.
$k_p = 0.5, \quad k_i = 0.8.$

Fig. 5 and Fig. 6 depict the simulation results of queue length and the window size, respectively.

From Fig. 5, we can see that, in the first 5 seconds of the beginning, the error of queue length under the designed minimax-backstepping (MB) controller is smaller than PI controller, and then converges to 0 faster. Fig. 6 shows that, during the first 5 seconds of the beginning, the perturbation of the window size under the designed minimax-backstepping controller is much smaller than PI controller, and it is in the ideal range.

The reason for the difference is caused by linearizing the nonlinear network system.

The controller obtained by minimax method has good suppression effect on the UDP flow interference. And the minimax-backstepping controller makes the queue length and the window size in the TCP network system reaching the expected value very quickly.

5 Conclusions

In this work, the congestion control problem is discussed to a class of nonlinear TCP network system by using backstepping technology with the minimax control method. An AQM control algorithm is presented to avoid the influence of retransmitting interference terms and neglecting feature of systems. To the worst interference calculated with the minimax method, a robust controller is designed. The simulation results show that the method proposed has strong robustness, and can get the faster system response and smaller overshoot.

The research work is supported by the National Natural Science Foundation of China (61773108). In part, it is also supported by Dogus University Fond for Science.
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