qRobot: A Quantum computing approach in mobile robot order picking and batch problem solver optimization
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This article aims to bring quantum computing to robotics. A quantum algorithm is developed to minimize the distance travelled in warehouses and distribution centres where order picking is applied. For this, a proof of concept is proposed through a Raspberry Pi 4, generating a quantum combinatorial optimization algorithm that saves the distance travelled and the batch of orders to be made. In case of computational need, the robot will be able to parallelize part of the operations in hybrid computing (quantum + classical), accessing CPUs and QPUs distributed in a public or private cloud. Before this, we must develop a stable environment (ARM64) inside the robot (Raspberry) to run gradient operations and other quantum algorithms on IBMQ, Amazon Braket, Dwave and Pennylane locally or remotely. The proof of concept will run in such quantum environments above.
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I. INTRODUCTION

From DHL, Gartner and others [1–3], we know that the first wave of automation using smart robotics has reached the logistics industry. Driven by rapid technological advancements and increased affordability, robotic solutions (software and hardware) are forcibly entering labour logistics, supporting flawless processes and boosting productivity. Robots, especially mobile, will adopt more roles in the supply chain, helping workers with storage, transportation and little by little, they will expand their service. In fact, in some countries, there are already robotic delivery services [4].

We are already living an exponential increment of mail-order shopping, online shopping and supply chain systems, requiring large-scale logistic centers. Almost everyone can order products remotely, and the logistic center increases its functionalities, including keeping and shipping products. While there was a tendency to increase the adoption of automated systems based on robots powered by AI to increase efficiency [5–7], COVID-19 introduced the concept of touch-less online shopping that reduces the risk of infections. Smart Warehouses are the epicenter of the cost-efficiency of any e-commerce company [8].

The emerging field of hybrid (quantum-classical) algorithms joins CPU, and QPU [9] to speed up specific calculations within a classical algorithm. This allows for shorter quantum runs that are less susceptible to the cumulative effects of noise and work well in current devices. This article is intended to explore the performance of a quantum picking model. A hybrid system is proposed that effectively replaces the current ones and opens the doors to quantum computing in robotics.

After Section I, the document is organized as follows; Section II shows previous work on both assembly techniques and approaches to picking and batch management systems; then, Section III presents the quantum fundamentals needed from this era to solve this problem; next, the implementation of the proposed strategy and the creation of the qRobot performed in Section IV are explained; to continue, Section V which shows the results of our experimental analysis, and Section VI in which some open problems are summarized, compared and presented; and finally, Section VII concludes the previous results and describes the future work.

II. WORK CONTEXT

According to [10–12], supply chains, warehouses and distribution centres occupy a very important position when storing and serving customer demand. Today, in order to be competitive within this sector, Logistics 4.0 has been created, which is known as the set of artificial intelligence technologies and techniques that seek the efficiency of the movements of materials and products in a factory or warehouse. Better time management helps logistics companies find and locate a material, reduce fatigue and possible workplace accidents, and spend less time documenting items.
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As we can see in Fig. 1, Picking and Batching are the
top priorities based on the research contributions.

Order preparation (picking) is one of the most frequent
and costly operations in labour [10] [11] since it is respon-
sible for recovering the items required by the orders of
customer orders (could also be supplied, but in this arti-
cle, we focus exclusively on sales orders). And to create
the batches, grouping several orders of orders in a picking
list to collect all the batch demands in a single warehouse
tour. In this last part of order preparation, our quantum
algorithm comes into action to optimize the routes trav-
elled to achieve efficient picking.

There are many techniques and strategies for solving
the picking problem. The most striking are “The selected
techniques for evaluation include A** [17], “Potential
Fields (PF)”, “Rapidly-Exploring Random Trees * (RRT *
*)” [18] [20] and "Variations of the Fast-Marching Method
(FMM)" [21]. Other strategies have explored using the
TSP and the VRP as algorithms to solve the picking
problem. In this case, if the number of order orders per
lot is greater than two [22], picking becomes an NP-Hard
problem in which the number of possible lots and bi-
ary variables increase exponentially with the number of
purchase orders [22]. From there, several heuristic tech-
niques, methods and algorithms (for example, genetic)
were born to relax these difficulties [10] [12] [15] [23] [25].
However, and as mentioned above, depending on the vol-
ume of data, the computational cost of the algorithm
becomes intractable for classical computing.

The latter leads us to explore new approaches to the
large-scale picking problem, and one of the approaches
to take into account to solve this task is quantum com-
puting [6]. Quantum computing could help us change
the degree of complexity of the problem, enhanced by
its high computing power. Among the great fields where
quantum computing is called to stand out is constrait
satisfaction problems (CSP) [24]. One of the useful al-
gorithms in this field is Quadratic Unconstrained Binary
Optimization (QUBO) problems [27].

From Alan Turing, [28] to Richard Feyman’s idea of
considering the simulation of systems in quantum me-
chanics by other quantum systems [29], interest in cre-
ating new ways of solving them has grown dramatically.
This, together with the consequences of the well-known
Moore’s Law, gave way to the idea of building quantum
computers. Over the past decades, before demonstrating
the superiority of quantum computing, David Deutsch
published this article [30] in which he proposed how a
universal quantum computer could be. Years later, the
worth of these new computers has been demonstrated
to solve some specific problems such as factoring prime
numbers using Shor’s [31] algorithm or searching in dis-
ordered sets with Grover’s [32] algorithm, although all
this limited to the number of qubits available. We are
currently in the NISQ era [33] in which we have com-
puters between 50 and 100 qubits (Gate-Based Quantum
Computer), opening the way to the emerging field of hy-
brid quantum-classical computing. Within this, differ-
ent algorithms have been developed, such as “VQE” [34],
“QAOA” [35] or, “Quantum Machine Learning (QML)”
[36–40], which we will focus on with this article.

There are two dominant techniques for quantum com-
puting. Continuous-Time Quantum Computing [11] used
by D-Wave in which the problem to solve is mapped in
quantum hamiltonians and the natural dyna-
mics of physical systems, and the Gate based Quantum
Computing [12] [44] led by IBM, in which the compu-
tation is made through a series of discrete gate operations.
The Ref. [41] argues how Quantum Walk (QW), Quan-
tum Annealing (QA), and Adiabatic Quantum Comput-
ing (AQC) are related. QW and AQC are pure quantum
evolutions (unitary), while QA involves external cooling.

The Adiabatic Quantum Computing proposed by
Farhi [45] [46], is based on the adiabatic theorem [42]
and was the first quantum computing technique.

Quantum Annealing, based on the adiabatic quantum
computing paradigm, was initially introduced by
Kadowaki and Nishimori [47]. Since its proposal, the QA
technique was a light for solving combinatorial optimi-
sation problems. This technique tries to solve problems
similar to how optimisation problems are solved using
the classical simulated annealing [42]. From a multivariate function formed from an energy landscape so, the ground state corresponds to the optimal solution of the problem. The QA process must be repeated until finding the optimal solution to the problem. The most significant advantage of quantum annealing is its high degree of parallelism over classical code execution. Because it analyses all possible inputs in parallel to find the optimal solution, this is very useful when we want to reduce the complexity of the NP-complete problems.

QA has confirmed its ability to solve a broad range of combinatorial optimisation problems. And also in other fields, such as quantum chemistry (One of the fields that are taking great advantage of capacity and the era in which quantum computing is right now [42], bioinformatics [42] and routing [48], to cite a few.

We can categorise combinatorial optimisation problems into several groups. Where the need for adequate techniques for solving such problems. One of the standardised optimisation problems is the aforementioned QUBO [42, 47, 49].

QUBO, as NP-hard, refers to a pattern matching technique that, among other applications, can be used in machine learning and optimisation and which involves minimising a quadratic polynomial on binary variables [42]. QUBO has demonstrated its potential in solving some standard combinatorial optimisation problems such as the colouring of graphics, workshop planning, vehicle routing and programming, neural networks, the partition problem, 3-SAT, and machine learning where the parameters of the problem can be expressed as Boolean variables [42, 47, 49]. Only to remember that Adiabatic quantum annealing techniques are also used to solve multi-objective optimisation problems [50]. The QUBO formulation is suitable for running a D-Wave architecture; nevertheless, QUBO can be mapped on the Ising model [42].

Advances in quantum computing offer a way forward for efficient solutions to many cases of substantial eigenvalue problems unsolvable in a traditional way [51]. Quantum approaches to finding eigenvalues previously relied on the Quantum Phase Estimation (QPE) algorithm. The QPE is one of the essential subroutines in quantum computation. It serves as a central building block for many quantum algorithms and offers exponential acceleration compared to classical methods, and requires several quantum operations \( O(p^2) \) to obtain an estimate with precision \( p \) [51, 52].

Variational Quantum Eigensolver (VQE) proposed by Peruzzo [51] based on the variational principle and form, estimates the ground state energy of the Hamiltonian of the problem [53]. The VQE is a hybrid quantum/classical algorithm originally proposed to approximate the ground state of a quantum system (the state attaining the minimum energy). Quantum Approximate Optimisation Algorithms (QAOA), based on the principles of adiabatic quantum computation [42, 52, 54], is used to solve QUBO problems. Farhi and Harrow showed the advantages of QAOA compared to classical approaches [45, 46]. While Rebentrost [55] just debated the problems of constrained polynomial optimisation using adiabatic quantum computation methods. Other scientists such as Vyskocil and Djidjev [56] worked on how to apply restrictions in QUBO systems to avoid the use of large numbers of the coefficients so, thus more qubits, resulting from the use of quadratic penalties, they proposed a new combinatorial design which involved solving problems of linear programming of mixed integers to adapt applications restitution. Anuradha Mahasinghe, Richard Hua, Michael J. Dinneen, and Rajni Goyal [57] investigated and solved the Hamiltonian cycle problem in computational frameworks such as quantum circuits, quantum walks, and adiabatic quantum computing. All of these advances in quantum computing have been applied to routing and scheduling techniques. The researcher Lucas contributed an expansive vision and discussions on Ising formulations for various NP-complete and NP-hard optimisation problems, emphasising using as few as possible qubits. In the same way, there have been many works of literature on the VRP [58] and its variants.

Amazon Braket [59] is a cloud-based (Fig. 2) and Fig. (3)), fully managed quantum computing service that helps researchers and developers get started into quantum world technology to accelerate research and discovery. Amazon Braket provides a development environment to explore and create, test and run quantum algorithms, quantum circuit simulators, and different quantum hardware technologies.

We will take advantage of all these related works to define an appropriate strategy for our proposal in this NISQ era.
found. The integrated order routing and the batch problem is modelled in such systems as an extended multi-tank vehicle routing problem with network flow formulations of three indices and two commodities. Such a variable neighbourhood search algorithm provides close to optimal solutions within a computational time acceptable for classical but not quantum computing.

This article intends to bring quantum computing to robotics by proposing an approach that combines the experience of classical robotics computing with the computation of complex and high-cost processes by quantum computing. We suggest preparing an environment to execute the quantum algorithms in the mobile and autonomous robot remotely and locally and design a quantum algorithm that helps the efficiency of the warehouse management.

III. QUANTUM CIRCUITS IN THE NISQ ERA

Quantum circuits are defined mathematically as actions in an initial quantum state. Quantum computing largely uses quantum states constructed from qubits, namely, binary states represented by $|\psi\rangle = \alpha|0\rangle + \beta|1\rangle$. Its number of qubits $n$ commonly defines the states of a quantum circuit, and normally, the initial state of the circuit $|\psi\rangle_0$ is the zero state $|0\rangle$. Mostly, a quantum circuit implements an internal unit operation $U$ of $|\psi\rangle_0$ to transform it into the final output state $|\psi\rangle_f$. This $U$ gate is normally fixed and is known for algorithms or problems. In contrast, others define its internal operation through a fixed structure, called Ansatz [61], and adjustable parameters $\theta$ [62]. Parameterized circuits are beneficial and have interesting properties in this quantum era, as they broadly define the definition of ML and offer the flexibility and viability of unit operations with arbitrary accuracy [63, 64, 65].

1. Variational Quantum Eigensolver

The Variational Quantum Eigensolver (VQE) [34] is a classical hybrid quantum algorithm that combines aspects of quantum mechanics with the classical algorithm (Fig. III.4). Its great contribution is to find approximate solutions to combinatorial problems. Its operation is based on mapping the combinatorial problems in a physics problem. That is, about a problem that can be formulated in terms of a Hamiltonian Ising model. Therefore, identifying the solution to the combinatorial problem is linked to finding the ground state of this physics problem. Thus, the goal is to find the ground state of this Hamiltonian. The unknown eigenvectors are prepared by varying the experimental parameters and calculating the Rayleigh-Ritz ratio [64] in a classical minimization (Fig. IV.6). At the end of the algorithm, the reconstruction of the eigenvector stored in the final set of experimental parameters that define the state will be done.

From the variational principle, the following equation $\langle H \rangle_{\psi(\theta)} \geq \lambda_i$ can be reached out. With $\lambda_i$ as eigenvector and $\langle H \rangle_{\psi(\theta)}$ as the expected value. By this way, the VQE finds [1] such an optimal choice of parameters $\vec{\theta}$, that the expected value is minimized and that a lower eigenvalue is located.

$$\langle H \rangle = \langle \psi(\theta)|H|\psi(\theta)\rangle$$

(1)

We will use the VQE (Fig. (6)) to find the minima of our objective function translated to the Ising model.

IV. IMPLEMENTATION

To carry out the implementation of our proof of concept (Fig. IV.4 and Fig. IV.16), we must first prepare the programming environment. Considering that the core of our robot will be the Raspberry Pi 4 [65], the first thing to do is prepare it so that it can execute quantum algorithms with the guarantees required for the proposed application and especially for future operations on gradients. It is necessary to install an ARM64 operating system [60, 67] with all the needed packages to run all the required environments to carry out this project. We took advantage of the work for Raspberry Pi Os Desktop (32-bit) on which the author describes how to install and run Qiskit - IBM’s open-source quantum computing software framework [68] on a Raspberry Pi to turn it into a quantum computing simulator and use it to access real IBM quantum computers. In our case, we do need ARM64 because we need to execute at least the TensorFlow’s version 3.2.1. The tasks to convert the Raspberry Pi 4 in our ”quantum computer” are in the Appendix A.

After setting up the environment, we’ll focus on designing and experimenting with the announced proof of concept.

A. The problem’s formulation

In this formulation, we will seek to optimize the collection of the products and, later, we will make the batches.

To carry it out, we will consider the following assumptions:
FIG. 4. We propose a robot that prepares batches and increases the efficiency of picking in a warehouse, taking advantage of the classic Machine Learning experience and leveraging hybrid computing (classical + quantum) in the cloud and distributed. This robot uses the Optimal routing strategy to calculate the shortest route, regardless of the layout or location of the items.

FIG. 5. The Variational Quantum Eigensolver diagram.

1. The strategy we will follow is the picking routing problem to retrieve each lot which the total distance travelled to retrieve all the items in a lot will be calculated.

2. The warehouse configuration is given in figure(9).

3. For the orders of the storage positions, more than one picking robot can be used.

4. Movements in height are not considered.

5. Each product is stored in a single storage position, and only one product is stored in each storage position.

6. Each picking route begins and ends at the Depot.

7. The load capacity for each order will not exceed the load capacity of the picking robot.

FIG. 6. VQE working principle based on the quantum variational circuit.
8. At the moment, the division of order orders is not contemplated. That is, only the batches of closed orders can be prepared.

9. The concept testing will be done on all AWS-Braket, Pennylane, D-Wave and Qiskit environments. And we’ll stick with the scenario that best benefits our proof of concept.

10. We use the docplex to model our formulation.

![Diagram](image)

**FIG. 7.** Scenario 1, Independent lots. The robot receives the orders and calculates which order is the most optimal according to the coordinates in which each product is found. In this example, lot 4 is the most optimal.

**FIG. 8.** Scenario 2, Collecting products in the same route from different batches. The robot will calculate a path that includes all the products to optimize their collection in a single journey. For example, if the product from Lot 2 is next to one from Lot 1, the robot will pick it up and store it in the basket from Lot 2.

our formulation, time really tells us the order, that is to say \( t = 0 \) will be the origin \( t = 1 \) the moment in which it goes for the first batch. At \( t = 2 \) it will be the moment of the second so on.

\[
\begin{align*}
\min_x & \sum_{p=1}^{K} \sum_{t=1}^{n+1} \sum_{i=0}^{n} \sum_{j=0}^{n} x_{t-1,i,p}x_{t,j,p}d_{i,j} \\
\text{s.t.} & \sum_{p=1}^{K} x_{0,0,p} = K \\
& \sum_{p=1}^{K} x_{n+1,0,p} = K \\
& \sum_{t=1}^{n+1} \sum_{i=1}^{n} x_{t,i,p}W_i \leq M \quad \forall p \in \{1, \ldots, K\} \\
& \sum_{t=1}^{n+1} \sum_{i=1}^{n} x_{t,i,p} = 1 \quad \forall p \in \{1, \ldots, K\}
\end{align*}
\]
\[ \sum_{i=1}^{n} x_{t,i,p} = 1 \quad \forall t \in \{1, \ldots, n+1\} \quad \forall p \in \{1, \ldots, K\} \quad (7) \]

\[ x_{t,i,p} \in \{0,1\} \quad \forall t \in \{0, \ldots, n+1\} \quad \forall i \in \{0, \ldots, n\} \quad \forall p \in \{1, \ldots, K\} \quad (8) \]

The equation (2) is our new objective function. Here we minimize the total distance. We add the distance of all the robots travelling all the time, and we will check the distances of the nodes. Restriction (3) establishes that all the qRobots start from Depot. The restriction (4) establishes that all the qRobots end at Depot. The constraint (5) establishes any robot \( p \) can carry more load than allowed. The constraint (6) declares that each robot can only be one node at any time. (7) establish that throughout the entire route, the robots together pass each node only once and the restriction (8) describes that \( x_{t,i,p} \) are binary variables.

The number of the qubits to perform this algorithm is equal to \( K(n+1)(n+2) + K \lceil \log_2 M \rceil \). At this point, we can only map our objective function in quantum and then solve it with a VQE.

C. Mapping the classical to quantum optimization

A common method for mapping classic optimization problems to quantum hardware is by coding it into the Hamiltonian of an Ising model

\[ H_{\text{Ising}} = \sum_{i<j} J_{i,j} \sigma_i \sigma_j + \sum_i h_i \sigma_i \quad (9) \]

Where \( \sigma_i \) is the product of \( n \) identity matrices \( I \) except a gate \( Z \) in the \( i \)-th position and \( \sigma_i \sigma_j \) product of identities minus gates \( Z \) in positions \( i \) and \( j \).

As we already can build our objective function as a QUBO in the form \( \langle x^T | Q | x \rangle \), now we can map our QUBO to Ising Hamiltonian formulation leads to calculating the values of \( J_{i,j} \) and \( h_i \).

The transformation between QUBO and Ising Hamiltonian and is \( z_i = 2x_i - 1 \), where \( z_i \) is a new variable that can take the values \(-1 \) or \( 1 \). This means that by writing an algorithm for QUBO with this single variable change, we will have the algorithm in Ising form. That is very useful to have the algorithm for various platforms that are based on quantum gates (IBM Q and Pennylane) or quantum annealing (meanly D-Wave) in case of going from the Hamiltonian form. we can now solve our Picking and Batching Problem with VQE \( \langle \psi(\theta)|H|\psi(\theta) \rangle \).

V. RESULTS

Before analyzing in detail all the results of our proof of concept, it is of the utmost importance that we validate its operation globally and affirm that qRobot does meet our expectations and works as we expected. Let’s split the results of this proof of concept in two. 1, the configuration and conversion results of the Raspberry Pi 4 in a quantum computing environment (Fig.(12) to Fig.(15)) and 2, the picking and batching algorithm results represented by tables (I) to (III) on one side and Fig.(10) and (11) on the other.

The steps to convert the Raspberry Pi 4 into a ”quantum computer” are in the Appendix A.

Table (I) shows the experimentation results by setting the number of qRobots as their capacities (maximum load) at 1 and 45, respectively. We compare the execution time of our algorithm with different public access simulators on the market during this experimentation, solving the problem of picking and batching. We observed that, for issues of this nature, and especially due to the number of qubits required in each scenario, the be-
haviour of the D-Wave is the desired one at the temporal level, comparing it with Gate based Quantum Computing. However, it should be taken into account that, for experiments with numbers of qubits less than 20, the behaviour of these simulators is equated with the D-Wave. This experimentation helps to have a clear vision about the feasibility of this proof of concept.

Continuing with the analysis of the results, table [1] shows us the computational results of our picking and batching algorithm considering 1 qRobot through AWS-Braket and on the real quantum computer D-Wave Advantage system1 [22]. The time value is an average and not counting latency time, job creation, and job return time.

We also analyze the latency time when running the algorithm from the qRobot to the quantum computer. The quantum computer was in Oregon (US) and our qRobot in Barcelona (Spain) in the tests we’ve done. Out of all the tests we’ve run, we’ve had an average latency time of around 2 seconds plus all job management processes rising to roughly 8 seconds. For the number of qubits greater than 30, it is very convenient to use AWS-Braket (Advantage system1.1) instead of Qiskit or Pennylane for the number of qubits and the execution time; it is differentially better. This scenario makes very viable the use of quantum in robotics. For tests with a value of $M$ less than those in the table, the number of qubits is relaxed, and the execution time is improved. This leads us to normalize the weights of the batches. Since the number of qubits follows the formula $K(n + 1)(n + 2) + K[log_2 M]$, where the $K[log_2 M]$ qubits are needed as ancillaries qubits.

We also analyze the quantum real-time execution deeply through table (III). We have measured the execution time without counting the latency time, creating jobs, and returning the work.

Fig. (11) offers us the algorithm results in different scenarios where we analyze some important case, which helped us determine viable strategies within our proof of concept. It is important to note that our algorithm minimizes the distance travelled and optimizes the number of qRobots. The Fig. (11) repeats almost the same scenario but now considering 7 items with the same number of qRobots.

**VI. DISCUSSIONS**

We have achieved that, given a warehouse with a single robot, a list of several products with their respective loads and a list of batches, our system minimizes the distance to collect all the products and prepare the batches. This formulation solves the order in which the robot could manage all the products and make the batches passing through the depot. Another important achievement that offers this approach is that each robot makes a single trip. However, it is possible to band the code so that if we find ourselves in a situation where there are many batches to create and few robots to do the picking, these robots can be made to make the necessary trips if we have $k$ qRobots that make at most one trip (we will never need more with $n$ batches). In this way, we will obtain all the packages for trips that we are interested in doing. A more understandable way of explaining it would be that when the first qRobot has finished its journey, it should only be ordered to do the one that would have made the qRobot $k + 1$, which does not exist. And so on with all the qRobots $k + 2, k + 3, k + 4 ...$ until all scheduled batches are finished.

Right now, in addition to the processor, quantum computing simulation is closely related to memory. What takes up memory is to simulate a quantum computer, but the quantum computer does not need that memory, so it is assumed that it will end up being better. In this proof of concept, using 8GB of RAM on the Raspberry Pi 4, we got the following results. The algorithm of collection and generation of packages take between 2 and 450 seconds to generate the batches and picking. If you want the qRobot to do all these tasks, we need to calculate the path before forming the packs. That said, we must bear in mind that if what we want is to recalculate new routes when the robot has already left, we must take into account a lower latency time but close to said interval. A possible solution would be to choose a Raspberry with more RAM capacity. For example, if we had a 64GB Raspberry Pi, this time would be cut to 2/8, and it would take approximately 56.25 seconds (less than a minute) to create the batches. However, in this era of quantum computing, it is not representative to compare times since the computational differences will be noticed when the problems begin to grow, not on the small scales that we are currently dealing with.

Effective viability for today’s warehouses would consist of splitting the tasks of the robots and having a qRobot that centralizes all the requests and passes them to the fleet of $n$ qRobots so that they collect the products belonging to each batch.

We also did tests and developed a system that allows us to model the problem and run it on a Dwave. Despite the optimization of the algorithm, the number of necessary qubits $(K(n + 1)(n + 2) + K[log_2 M])$ and the need for low latency make this code adapted to the Annealing model. For this reason, we have prepared the Raspberry PI so that it can run Dwave directly and under Amazon-braket-ocean-plugin. For more information, see the steps in Appendix A. With this scenario, one could have a “reasonable” latency for low data volume. Things that today, computers based on quantum gates cannot offer.

**VII. CONCLUSIONS AND FURTHER WORK**

As we have seen, the problem raised throughout this work offers us an efficient way of managing a series of $K$ qRobots to collect a set of orders, optimizing the number of robots used. The provided approach applies to a
The benchmark of the qRobot’s algorithm in different quantum simulators.

| # of items | # qubits | DWave - Time(s) | Ibmq_qasm_simulator - Time(s) | Pennylane - Time(s) |
|------------|----------|----------------|-----------------------------|---------------------|
| 2          | 18       | 1.92           | 1.89                        | 1.94                |
| 3          | 26       | 3.2            | 737.46                      | 656.93              |
| 4          | 36       | 4.88           | -                           | -                   |
| 5          | 48       | 7.60           | -                           | -                   |
| 6          | 62       | 11.16          | -                           | -                   |
| 7          | 78       | 15.89          | -                           | -                   |
| 8          | 96       | 21.72          | -                           | -                   |
| 9          | 116      | 30.18          | -                           | -                   |
| 10         | 138      | 43.29          | -                           | -                   |
| 11         | 162      | 53.28          | -                           | -                   |
| 12         | 188      | 63.45          | -                           | -                   |

TABLE I. In this experimentation, both the number of qRobots and their capacities (maximum load) are fixed and are worth 1 and 45 respectively. We compare the execution time of our algorithm in the different public access simulators in the market, solving the picking and batching problem. We see that for issues of this nature, and especially for the number of qubits required in each scenario, the behaviour of the D-Wave is the desired one at the temporal level, comparing it with technologies based on quantum gates. However, it should be noted that for the experiments on numbers of qubits less than 20, the behaviour of these simulators is equated with the D-Wave. This experimentation helps to have a clear vision about the feasibility of this proof of concept.

“central computer” capable of carrying out all the calculations and then giving each of the robots’ orders. However, when we begin to deal with very large problems both in the number of products and in the number of robots, the number of qubits required will tend to grow too large. A possible solution is to distribute the calculation of a central computer to each of the robots in such a way that each one has to calculate its route given a list of products to be collected. In this case, the equations of the problem would not change, just take \( K = 1 \) for each qRobot and apply the technique mentioned at the beginning of the discussion. Although it may not be possible to reach such the best solutions, this process of distribution of the calculation would suppose a significant computational cost reduction despite the need to create the batches beforehand. This search for batch creation will be studied in future projects. On the other hand, it is important to note that the problem dealt with has a QUBO-type formulation, which allows it to be executed in annealing-type quantum computers. This makes a big difference in today’s era (NISQ) as we have managed to work with 200 qubits versus the 30 qubits that we would have with a gate-based quantum computer. Finally, note that the defined problem seeks to minimize the total distance travelled by the robots, making it worthwhile for not all the robots to come out. For future line, we will address the same problem. Still, we will try to reduce the total times instead of the distance travelled (as done in this previous work[82]) since this situation is also very important in warehouse logistics.
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FIG. 10. In these graphs, we can observe the results of the algorithm in different scenarios. A different colour represents each qRobot; qRobot number 1 is red, next is blue, and the third is yellow, so on. While the depot is the 0 node in yellow color and the rest of the nodes are represented in blue. The weights of each item (not normalized) in kg are $w_0 = 0$, $w_1 = 8$, $w_2 = 8$, $w_3 = 3$ and $w_4 = 3$. The maximum capacity of each qRobot is 45. In this case, we have 4 items and the possibility of using up to 3 qRobots. Reading the images from left to right, we see that the nodes and their respective distances are shown in the first image. In the second image, show the result of the algorithm having a qRobot. In the third and fourth images, we can see two different cases solved by two qRobots. And finally, in the fifth and sixth images, we can see two other issues solved by three qRobots. It is important to highlight that our algorithm in this proof of concept minimizes the distance travelled and optimizes the number of qRobots necessary to solve the cases presented. If it judges that the task can be performed with a single qRobot, it will not send 2 qRobots.

Appendix A: Installation of ARM64 on Raspberry Pi 4

This section will describe step by step and delve into how installing and running Pennylane, AWS-Braket, D-Wave-Ocean, Qiskit, on a Raspberry Pi 4 under the ARM64 operating system turned it into a quantum computing simulator and use it to access real quantum computers from IBMQ, AWS-Braket, D-Wave, and Regetti. These frameworks and packages are required for the proof of concept that we propose.

Steps
1. Download the latest image of Raspberry Pi ARM64
2. Initial setup of a headless Raspberry Pi
3. Setup of the Python environment and TensorFlow 2.3.1
4. Manual installation of some dependencies
5. Installation of the Qiskit elements
6. Installation of the Pennylane elements
7. Installation of the Amazon elements
8. Setup of Jupyter Notebooks
9. Enable remote desktop access using VNC
10. Test Jupyter notebook codes
11. Install DWave framework and Amazon-braket-ocean-plugin

Note: The actual version of the ARM64 for Raspberry Pi 4 is not stable. https://www.raspberrypi.org/forums/viewtopic.php?t=275370

1. Download the latest image of Raspberry Pi ARM64
Download the image from: https://downloads.raspberrypi.org/raspios_arm64/images/
FIG. 11. In these graphs, we can observe the results of the algorithm in different scenarios. A different colour represents each qRobots; qRobot number 1 is red, next is blue, and the third is yellow, so on. While the depot is the 0 node in yellow color and the rest of the nodes are represented in blue. The weights of each item (not normalized) in kg are $w_0 = 0, w_1 = 8, w_2 = 8, w_3 = 3, w_5 = 1, w_6 = 2$ and $w_7 = 4$. The maximum capacity of each qRobots is 45. In this case, we have 7 items and the possibility of using up to 4 qRobots. Reading the images from left to right, we see that the nodes and their respective distances are shown in the first image. In the second image, show the result of the algorithm having a qRobot. In the third and fourth images, we can see two different cases solved by two qRobots. And finally, in the fifth and sixth images, we can see two other issues solved by three qRobots. It is important to highlight that our algorithm in this proof of concept minimizes the distance travelled and optimizes the number of qRobots necessary to solve the cases presented. If it judges that the task can be performed with a single qRobot, it will not send 2 qRobots.

FIG. 12. This figure shows that we judge important environments to carry out quantum computing to robotics and beyond. We can see the correct installation of TensorFlow 3.2.1 as required for all gradient operations; see the installation of Pennylane version 14.1, the installation of the latest version of Amazon Braket, and all the packages of the newest version of qiskit 0.25 minus the qiskit-machine-learning package.

FIG. 13. In this figure, we can see the correct installation of the Jupyter package and the Jupyter notebook that has been our environment of proof of concept. With this, everything is ready to import or write code in the different frameworks mentioned above (IMBQ, AWS-Braket, PennyLane and D-Wave).
TABLE II. Table of the computational results of our picking and batching algorithm on only 1 qRobot. The value of time is an average and includes the waiting time, queue, execution and return of the solution. In the case of K is equal to 2 for 9 items with the qRobot capacity equal to 15, the number of qubits is 188. The execution time is on AWS Braket and on the D-Wave Advantage system1 quantum computer. We can realize that there is a latency time in executing the algorithm from the qRobot to the real quantum computer. In the tests we’ve done, the quantum computer is in the US West (Oregon). Of all the tests that we have done, we have had an average latency time of about 2 plus all the work management processes that rises more or less to about 8 seconds. For the number of qubits exceeding 30, it is very convenient to use AWS-Braket (Advantage system1.1) instead of Qiskit or Pennylane. By the number of qubits and the execution time, that is differentially better. This scenario makes the use of quantum in robotics very viable. For the tests with a value of $M$ lower than those in the table, the number of qubits is relaxed, and the execution time is improved. This leads us to normalize the weights of the batches. Since the number of qubits follows the formula $K(n + 1)(n + 2) + K\lceil\log_2 M\rceil$.  

![FIG. 14. This figure shows the files window through the CyberDuck client SSH viewer with the directory and file structure. And on the left, you can see the terminal that gives access to the qRobot. To access the qRobot by SSH, the username and password are required. Everything is configurable.](image)
| # of items | qRobot’s Capacity | # qubits | AWS-Braket [73] | ibmq_qasm_simulator [68] | Pennylane [74] |
|------------|------------------|---------|----------------|-------------------------|----------------|
| 2          | 15               | 10      | 0.13           | 0.053                   | 0.041          |
| 3          | 15               | 16      | 0.31           | 0.40                    | 0.27           |
| 4          | 15               | 24      | 1.69           | 537.46                  | 480            |
| 5          | 15               | 34      | 7.93           | –                       | –              |
| 6          | 15               | 46      | 11.31          | –                       | –              |
| 7          | 15               | 60      | 22.30          | –                       | –              |
| 8          | 15               | 76      | 36.11          | –                       | –              |
| 9          | 15               | 94      | 54.01          | –                       | –              |
| 10         | 25               | 115     | 80.40          | –                       | –              |
| 11         | 25               | 137     | 139.67         | –                       | –              |
| 12         | 25               | 161     | 195.60         | –                       | –              |

TABLE III. In this table, we only consider the running time of the quantum algorithm on the real quantum computer from the qRobot (Advantage system1.1 [72]), not counting latency time, job creation, and job return time.

Note: The table data shows the average running time of the quantum algorithm on different quantum computers, with AWS-Braket, ibmq_qasm_simulator, and Pennylane. The entries include the number of items, qRobot’s capacity, number of qubits, and average running time in seconds for each quantum computer.

3. Set up the Python environment

Do not use conda/anaconda/berryconda as recommended on other hardware platforms for Qiskit; you can use the new virtual environment as you judge it suitable.

Check your Python3 version. Each version needs a unique wheel. Currently, the Raspberry Pi 64-bit operating system uses Python 3.7.3. So you need to download Tensorflow-2.3.1-cp37m-linux_aarch64.whl. Undoubtedly, the Python version will upgrade over time and you will need a different wheel. See out GitHub page for all the wheels.

# get a fresh start (remember, the 64-bit OS is still under development)
$ sudo apt-get update
$ sudo apt-get upgrade
$ # install pip and pip3
$ sudo apt-get install python-pip python3-pip
$ # remove old versions, if not placed in a virtual environment (let pip search for them)
$ sudo pip uninstall tensorflow
$ sudo pip3 uninstall tensorflow
$ # install the dependencies (if not already onboard)
$ sudo apt-get install gfortran
$ sudo apt-get install libhdf5-dev libc-ares-dev libeigen3-dev
$ sudo apt-get install libblas-base-dev libopenblas-dev libblas-dev
$ sudo apt-get install liblapack-dev
$ # upgrade setuptools 47.1.1 -> 50.3.0
$ sudo -H pip3 install --upgrade setuptools
$ sudo -H pip3 install pybind11
$ sudo -H pip3 install Cython==0.29.21
$ # install h5py with Cython version 0.29.21 (6 min @1950 MHz)
$ sudo -H pip3 install h5py==2.10.0
$ # install gdown to download from Google drive
$ sudo -H pip3 install gdown
$ # copy binary
$ sudo cp ~/.local/bin/gdown/usr/local/bin/gdown
$ # download the wheel
$ gdown https://drive.google.com/uc?id=1
$ # install TensorFlow (63 min @1950 MHz)
$ sudo -H pip3 install tensorflow-2.3.1-cp37m-linux_aarch64.whl
FIG. 15. In these figures, we see several notebook tests in operation. Works with the Qiskit, Pennylane and AWS-Braket frameworks. It was also tested with quantum computers, Rigetti, qiskit and D-Wave. In the figure of the terminal, you can observe the executions in progress. We can see from qiskit the docplex in execution. From AWS and Pennylane we can see how to call the quantum device from the Raspberry.

FIG. 16. We have installed the following frameworks successfully (Qiskit, Pennylane, AWS-Braket) on our Raspberry Pi 4 under the ARM64 operating system.

```
When the installation is successful, you should get the following screendump by executing:

$ python3
>>> import tensorflow as tf
>>> tf.__version__
you may have 2.3.1

Now you may install the pyscf for more information: http://pyscf.org/pyscf/install.html#compiling-from-source-code

Prerequisites for manual install are
• CMake >= 3.10
• Python >= 3.6
• Numpy >= 1.13
• Scipy >= 0.19
• h5py >= 2.7
You can download the latest version of PySCF (or the development branch) from GitHub:

$ git clone https://github.com/pyscf/pyscf.git
$ cd pyscf
$ git checkout dev # optional if you'd like to try out the development branch
Next, you need to build the C extensions in pyscf/lib:
$ cd pyscf/lib
```
6. Installation of the Pennylane elements
   pip install pennylane --upgrade
   pip install autograd

7. Installation of the Amazon elements
   pip install amazon-braket-sdk
   pip install amazon-braket-pennylane-plugin

Need to set if you specify directly with boto3, it would be like this but you are using
PennyLane
https://boto3.amazonaws.com/v1/documentation/api/latest/guide/configuration.html
https://boto3.amazonaws.com/v1/documentation/api/latest/guide/configuration.html

aws_access_key_id and aws_secret_access_key will also be required, which are associated with
AWS IAM User.

For that, you must need any ~/.aws/config file
Edit with:
cat ~/.aws/config

I use by default us-east-1, but the user can use the region he got.

the output format is like this example:

I recommend to install separely each paquet
from qiskit. The version of the installed
qiskit is 0.25.1

In this version, you will not be able to
install qiskit-machine-learning

Now, let us see what versions of Qiskit were
installed:

5. Installation of the Qiskit elements
   After the pre-work we just completed, installing
   Qiskit should now be as simple as:
   pip3 install --force-reinstall pip
   sudo apt install lib
   pip3 install vaex
   The version of the installed qiskit is 0.25.1

   In this version, you will not be able to
   install qiskit-machine-learning
   pip3 install qiskit-aqua
   pip3 install qiskit-aer
   pip3 install qiskit[visualization]
   #Now, let us see what versions of Qiskit were
   installed:
   pip3 list | grep qiskit
   qiskit 0.25.1
   qiskit-aer 0.8.1
   qiskit-aqua 0.9.1
   qiskit-ibmq-provider 0.12.2
   qiskit-ignis 0.6.0
   qiskit-nature 0.1.1
   qiskit-optimization 0.1.0
   qiskit-terra 0.17.1
   python --version
   #Python 3.7.3

   Command "python setup.py egg_info" failed with
   error code 1 in /tmp/pip-install-eur21ck3/

   We will install retworkx according to the
   instructions in https://retworkx.readthedocs.io/en/latest/guide/configuration.html#installing-
   retworkx. First, install the rust language
   environment.
   pi$ cd ~/qrobot
   curl -o get_rustup.sh -s https://sh.rustup.rs
   . $/get_rustup.sh -y
   Now activate rust and install retworkx:
   pi$ source ~/.cargo/env
   pip3 install retworkx

   In this version, you will not be able to
   install qiskit-machine-learning
   pip3 install qiskit-aqua
   pip3 install qiskit-aer
   pip3 install qiskit[visualization]
   Based on and taking advantage of @Jan Lahmann,
   4. Manual installation of some dependencies
   Based on and taking advantage of @Jan Lahmann,
   we need to install and configure some
   prerequisites first manually.
   sudo apt install llvm-7-dev
   Install vaex
   pip install setuptools-rust

   We will install retworkx according to the
   instructions in https://retworkx.readthedocs.io/en/stable/README.html
   install qiskit
   pip3 list | grep qiskit
   please check if the package has been installed
   successfully
   >>> import qiskit

   #Execute this:
   cd qiskit
   python --version

   #Now, let us see what versions of Qiskit were
   installed:
   pip3 list | grep qiskit
   qiskit 0.25.1
   qiskit-aer 0.8.1
   qiskit-aqua 0.9.1
   qiskit-ibmq-provider 0.12.2
   qiskit-ignis 0.6.0
   qiskit-nature 0.1.1
   qiskit-optimization 0.1.0
   qiskit-terra 0.17.1
   python --version
   #Python 3.7.3

   Command "python setup.py egg_info" failed with
   error code 1 in /tmp/pip-install-eur21ck3/

   You can configure to access as local and access
   the Jupyter notebook interface using the URL
   http://raspberrypi:8888/ from a browser on
   the local network or the IP address of the
   Raspberry Pi.

   #For that, you must need any ~/.aws/config file
   Edit with:
cat ~/.aws/config

   I use by default us-east-1, but the user can use
   the region he got.

   the output format is like this example:

   I recommend to install separately each package
   from qiskit. The version of the installed
   qiskit is 0.25.1

   In this version, you will not be able to
   install qiskit-machine-learning
   pip3 install qiskit-aqua
   pip3 install qiskit-aer
   pip3 install qiskit[visualization]
   #Now, let us see what versions of Qiskit were
   installed:
   pip3 list | grep qiskit
   qiskit 0.25.1
   qiskit-aer 0.8.1
   qiskit-aqua 0.9.1
   qiskit-ibmq-provider 0.12.2
   qiskit-ignis 0.6.0
   qiskit-nature 0.1.1
   qiskit-optimization 0.1.0
   qiskit-terra 0.17.1
   python --version
   >>>Python 3.7.3

   Command "python setup.py egg_info" failed with
   error code 1 in /tmp/pip-install-eur21ck3/

   You can configure to access as local and access
   the Jupyter notebook interface using the URL
   http://raspberrypi:8888/ from a browser on
our laptop. You will need to replace (raspberry) with the correct hostname or IP of the Raspberry Pi. For that, you need to execute the next command:

```
mkdir -p ~/qRobot/temp; cd ~/qRobot/temp; jupyter notebook --no-browser
```

9. Enable remote desktop access using VNC

In addition to connecting to the Raspberry Pi via ssh, it might be useful to enable access with VNC to connect to a graphical desktop that is running locally on the Raspberry Pi. This is described at https://desertbot.io/blog/headless-raspberry-pi-4-remote-desktop-vnc-setup.

First, we enable VNC and change the screen resolution:

```
sudo raspi-config
Select Interfacing Options
Select VNC
For the prompt to enable VNC, select Yes (Y)
For the confirmation, select Ok
Select Advanced Options
Select Resolution
Select anything but the default (example: 1280 x720)
Select Ok
Select Finish, Yes to reboot
```

For my local ssh viewer, I used Cyberduck https://cyberduck.io/, but you can also use https://www.realvnc.com/en/connect/download/viewer/ and connect to the Raspberry Pi (enter the IP address in VNC viewer; enter login information). After the first connect, we will be asked to adjust some configurations (location settings, display settings, system update, etc.).

10. Test Jupyter notebook codes,

11. Install DWave framework and Amazon-braket-ocean-plugin

As DWave, unfortunately, does not provide ARM wheels yet. That means that you need to build from the source distributions. Simultaneously, dimod requires boost (https://github.com/dwavesystems/dimod#installation), though they are planning to remove that dependency soon (https://github.com/dwavesystems/dimod/issues/618, https://github.com/dwavesystems/dimod/pull/748).

You can try installing boost (https://www.boost.org/) and then trying to install dimod again.

The simple way is by installing as apt-get install libboost-dev. So follow the next steps below. During these steps, you may need to upgrade your pip or NumPy.

```
apt-get install libboost-dev
pip3 install amazon-braket-ocean-plugin
```

After these steps, you must need to install the package from Dwave.

```
pip install -U pip setuptools
USE_CYTHON=1 pip install --no-binary :all: pip install -e git+https://github.com/dwavesystems/dwave-tabu.git#egg=dwave-tabu
```

After this, install pip3 install dwave-system

Then you already have your system ready to use DWave from your Raspberry Pi 4.

Listing 1. Installation Raspberry Pi 4 ARM64
[1] Andra Angeleau. New technology trends and their transformative impact on logistics and supply chain processes. *International Journal of Economic Practices and Theories*, 5(5):413–419, 2015.

[2] Katarzyna Anna Kuzmicz. Benchmarking in omnichannel logistics. *Research in logistics & production*, 5, 2015.

[3] Martin Savelsbergh and Tom Van Woensel. 50th anniversary invited article—city logistics: Challenges and opportunities. *Transportation Science*, 50(2):579–590, 2016.

[4] Simon Marvin While, Aidan H. and Mateja Kovacic. Urban robotic experimentation: San Francisco, tokyo and dubai. *Urban Studies*, 58(4):769–786, 2021.

[5] Wil MP Van der Aalst, Martin Bichler, and Armin Heinzl. Robotic process automation, 2018.

[6] Julia Siderska. Robotic process automation—a driver of digital transformation? *Engineering Management in Production and Services*, 12(2), 2020.

[7] Simone Agostinelli, Andrea Marrella, and Massimo Mocella. Towards intelligent robotic process automation for bpios. *arXiv preprint arXiv:2001.00804*, 2020.

[8] James A. Tompkins, John A. White, Yavuz A. Bozer, and Jose Mario Azaña Tanchoco. *Facilities planning*. John Wiley and Sons, 2010.

[9] Peter J Karalekas, Nikolas A Tezak, Eric C Peterson, Colin A Ryan, Marcus P da Silva, and Robert S Smith. A quantum-classical cloud platform optimized for variational hybrid algorithms. *Quantum Science and Technology*, 5(2):024003, April 2020. doi:10.1088/2058-9565/ab7559

[10] Wanqing Chen, Rongshou Zheng, Peter D Baade, Siwei Zhang, Hongmei Zeng, Freddie Bray, Ahmedin Jemal, Xue Qin Yu, and Jie He. Cancer statistics in china, 2015. CA: a cancer journal for clinicians, 66(2):115–132, 2016.

[11] Ciro Fernando Bustillo-Lecompte and Mehrab Mehrvar. Slaughterhouse wastewater characteristics, treatment, and management in the meat processing industry: A review on trends and advances. *Journal of environmental management*, 161:287–302, 2015.

[12] Sören Koch and Gerhard Wäschter. A grouping genetic algorithm for the order batching problem in distribution warehouses. *Journal of Business Economics*, 86(1-2):131–153, 2016.

[13] Maria Albareda-Sambola, Elena Fernández, Yolanda Hinojosa, and Justo Puerto. The multi-period incremental service facility location problem. *Computers & Operations Research*, 36(5):1356–1375, 2009.

[14] Çağla Cergibozan and A Serdar Tasan. Order batching operations: an overview of classification, solution techniques, and future research. *Journal of Intelligent Manufacturing*, 30(1):335–349, 2019.

[15] Amir Hossein Azadnia, Shahrooz Taheri, Pezhman Ghadimi, Muhammad Zameri Mat Saman, and Kuan Yew Wong. Order batching in warehouses by minimizing total tardiness: a hybrid approach of weighted association rule mining and genetic algorithms. *The Scientific World Journal*, 2013, 2013.

[16] Teun van Gils, An Caris Katrien Ramaekers, and Rene BM de Koster. Designing efficient order picking systems by combining planning problems: State-of-the-art classification and review. *European Journal of Operational Research*, 267(1):1–15, 2018.

[17] František Duchoň, Andrej Babinec, Martin Kaján, Peter Bejno, Martin Florek, Tomáš Fico, and Ladislav Jurisíc. Path planning with modified a star algorithm for a mobile robot. *Procedia Engineering*, 96:59–69, 2014.

[18] Steven M LaValle, James J Kuffner, BR Donald, et al. Rapidly-exploring random trees: Progress and prospects. *Algorithmic and computational robotics: new directions*, 5:293–308, 2001.

[19] Steven M LaValle et al. Rapidly-exploring random trees: A new tool for path planning. 1998.

[20] Peng Cheng and Steven M LaValle. Resolution complete rapidly-exploring random trees. In *Proceedings 2002 IEEE international conference on robotics and automation (cat. no. 02CH37292)*, volume 1, pages 267–272. IEEE, 2002.

[21] Nicholas Rawlinson and Malcolm Sambridge. The fast marching method: an effective tool for tomographic imaging and tracking multiple phases in complex layered media. *Exploration Geophysics*, 36(4):341–350, 2005.

[22] N Gademann. Van de velde, s.,(2005).

[23] Lilia M. Cortina, Vicki J. Magley, Jill Hunter Williams, and Regina Day Langhout. Incivility in the workplace: Incidence and impact. *Journal of Occupational Health Psychology*, 6(1):64–80, 2001. doi:10.1037/1076-8998.6.1.64

[24] Chih-Ming Hsu, Kai-Ying Chen, and Mu-Chen Chen. Batching orders in warehouses by minimizing travel distance with genetic algorithms. *Computers in industry*, 56(2):169–178, 2005.

[25] C-Y Tsai, James JH Liou, and T-M Huang. Using a multiple-ga method to solve the batch picking problem: considering travel distance and order due time. *International Journal of Production Research*, 46(22):6533–6555, 2008.

[26] Edward Tsang. *Foundations of constraint satisfaction: the classic text*. BoD–Books on Demand, 2014.

[27] Gary Kochenberger, Jin-Kao Hao, Fred Glover, Mark Lewis, Zhipeng Lü, Haibo Wang, and Yang Wang. The unconstrained binary quadratic programming problem: a survey. *Journal of Combinatorial Optimization*, 28(1):58–81, 2014.

[28] Alan Mathison Turing. On computable numbers, with an application to the entscheidungsproblem. *Proceedings of the London mathematical society*, 2(1):230–265, 1937.

[29] Richard P Feynman. Simulating physics with computers. *Int. J. Theor. Phys*, 21(6/7), 1982.

[30] David Deutsch. Quantum theory, the church–turing principle and the universal quantum computer. *Proceedings of the Royal Society of London. A. Mathematical and Physical Sciences*, 400(1818):97–117, 1985.

[31] P.W. Shor. Algorithms for quantum computation: discrete logarithms and factoring. In *Proceedings 35th Annual Symposium on Foundations of Computer Science*. IEEE Comput. Soc. Press, 1994. doi:10.1109/sfcs.1994.365700.

[32] Lov K. Grover. A fast quantum mechanical algorithm for database search. In *Proceedings of the twenty-eighth annual ACM symposium on Theory of computing - STOC ’96*. ACM Press, 1996. doi:10.1145/237814.237866
[68] Robert Wille, Rod Van Meter, and Yehuda Naveh. Ibm’s qiskit tool chain: Working with and developing for real quantum computers. In 2019 Design, Automation & Test in Europe Conference & Exhibition (DATE), pages 1234–1240. IEEE, 2019.

[69] IBM. Dcoplex python modeling api, 2021. URL: https://www.ibm.com/docs/en/icos/12.9.0?topic=docplex-python-modeling-api

[70] Robert Eisberg and Robert Resnick. Quantum physics of atoms, molecules, solids, nuclei, and particles. 1985.

[71] Andrew Lucas. Ising formulations of many np problems. Frontiers in Physics, 2:5, 2014.

[72] Tristan Zaborniak and Rogerio de Sousa. Benchmarking hamiltonian noise in the d-wave quantum annealer. IEEE Transactions on Quantum Engineering, 2:1–6, 2021. URL: http://dx.doi.org/10.1109/TQE.2021.3050449, doi:10.1109/tqe.2021.3050449.

[73] Amazon Braket. Github amazon braket. https://github.com/aws/amazon-braket-sdk-python 2021 (accessed February 26, 2021).

[74] Ville Bergholm, Josh Isaac, Maria Schuld, Christian Gogolin, M. Sohaib Alam, Shahnaz Ahmed, Juan Miguel Arrazola, Carsten Blank, Alain Delgado, Soran Jahangiri, Keri McIernan, Johannes Jakob Meyer, Zeyue Niu, Antal Száva, and Nathan Killoran. PennyLane: Automatic differentiation of hybrid quantum-classical computations, 2020. arXiv:1811.04968

[75] Iterate. cyberduck - ssh, 2021. URL: https://cyberduck.io/

[76] Raspberry .org. Configuration of the raspberry pi, 2021. URL: https://www.raspberrypi.org/documentation/remote-access/ssh/passwordless.md

[77] Eyob A Sete, William J Zeng, and Chad T Rigetti. A functional architecture for scalable quantum computing. In 2016 IEEE International Conference on Rebooting Computing (ICRC), pages 1–6. IEEE, 2016.

[78] David C McKay, Thomas Alexander, Luciano Bello, Michael J Biercuk, Lev Bishop, Jiayin Chen, Jerry M Chow, Antonio D Córcoles, Daniel Egger, Stefan Filipp, et al. Qiskit backend specifications for open-qasm and openpulse experiments. arXiv preprint arXiv:1809.03452, 2018.

[79] D-Wave. D-wave computer, 2021. URL: https://www.dwavesys.com/

[80] Amazon Braket PennyLane. Pennylane-braket plugin. https://amazon-braket-pennylane-plugin-python.readthedocs.io/en/latest/ 2021 (accessed February 26, 2021).

[81] Amazon Braket PennyLane. Pennylane-braket plugin. https://docs.aws.amazon.com/braket/latest/developerguide/braket-devices.html 2021 (accessed March 26, 2021).

[82] Parfait Atchade-Adelomou, Elisabet Golobardes-Ribé, and Xavier Vilasis-Cardona. Formulation of the social workers’ problem in quadratic unconstrained binary optimization form and solve it on a quantum computer. Journal of Computer and Communications, 8(11):44–68, 2020.