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Efficient and accurate estimation of multivariate empirical probability distributions is fundamental to the calculation of information-theoretic measures such as mutual information and transfer entropy. Common techniques include variations on histogram estimation which, whilst computationally efficient, are often unable to precisely capture the probability density of samples with high correlation, kurtosis or fine substructure, especially when sample sizes are small. Adaptive partitions, which adjust heuristically to the sample, can reduce the bias imparted from the geometry of the histogram itself, but these have commonly focused on the location, scale and granularity of the partition, the effects of which are limited for highly correlated distributions.

In this paper, I reformulate the differential entropy estimator for the special case of an equiprobable histogram, using a k-d tree to partition the sample space into bins of equal probability mass. By doing so, I expose an implicit rotational orientation parameter, which is conjectured to be suboptimally specified in the typical marginal alignment. I propose that the optimal orientation minimises the variance of the bin volumes, and demonstrate that improved entropy estimates can be obtained by rotationally aligning the partition to the sample distribution accordingly. Such optimal partitions are observed to be more accurate than existing techniques in estimating entropies of correlated bivariate Gaussian distributions with known theoretical values, across varying sample sizes (99% CI).

I. INTRODUCTION

Information theory presents a rich field for novel approaches in statistical methods, and a considerable literature now exists discussing the limitations of classical statistical models, such as Pearson correlation and Spearman’s rank correlation, and contrasting these with models able to capture nonlinear relationships, such as Reshef et al.’s maximal information coefficient [1], or to distinguish directionality, like Schreiber’s transfer entropy [2].

The preponderance of these information-theoretic techniques rely on accurate estimates of the empirical probability distributions from sample data. In the absence of a theoretical prior distribution, the estimation is described as nonparametric. The first, simplest and most computationally efficient approach to nonparametric probability density estimation is the histogram. In histogram estimation the sample space is partitioned into disjoint, usually hyperrectangular, subspaces commonly referred to as “bins”, which are aligned along each axis and typically of equal width. The estimated population density in each bin is calculated as the proportion of total samples observed, scaled by the proportional volumes of each bin.

In effect, the number of bins is an input parameter which is selected to account for the bias-variance trade-off: too few bins will fail to capture the substructure in enough granularity, whilst too many bins will result in information-sparse histograms containing large numbers of empty bins. Investigations into suitable parameters for histogram partitions have developed various guidelines based in general on sample size. Sturges developed the first formal approach for setting this parameter, suggesting the appropriate number of bins scaled with the logarithm of the sample size ($B = \log_2 N + 1$). Scott provided a more rigorous recommendation, minimising the integrated mean square error of the density estimate, to derive the optimal data-based bin width for the histogram [3]. Scott noted in the asymptotic case that the optimal width scales inversely with cubic $N$, and linearly with the density function, hence suggesting $h^* = 3.49\sigma N^{-\frac{1}{3}}$, based on Gaussian assumptions, where $\sigma$ is the standard deviation of the univariate data. However, these equations were derived only for univariate histograms with equal-width bins [4].

Freedman and Diaconis developed this further, suggesting the use of the interquartile range, rather than the standard deviation, to be more robust to distributions of high skew and kurtosis [5]. Knuth adopted a Bayesian approach, defining the partition in terms of a piecewise-constant density estimator, and maximising the posterior probability to select an optimum number of bins [6].

Each of these approaches were presented for equal-width partitions, although it was noted by both Knuth and Scott that the density estimates may be improved by allowing the bins to vary in size, since guidelines for parameter selection applied to equal-width bins cannot truly account for the local effects of the distribution. For example, probability distributions with fine substructure, bimodality or high degrees of kurtosis, will suffer more acutely from the bias-variance trade-off. This trade-off is exacerbated in higher dimensions, known as the curse of dimensionality, since sample size must increase exponentially to return the same sample density. This has practical consequences. For example, calculating the information-theoretic measure of conditional mutual information requires a minimum of three dimensions to estimate the multivariate joint entropy, which motivates
improvements over naive partitioning.

In addition to sample size, some partitioning routines incorporate features of the sample distribution, such as location and scale statistics; as well as selecting optimal parameters for the histogram partition, improved estimates can be obtained by adjusting the size of bins according to the observed sample density. Such partitions are described as adaptive, and can be achieved through a number of approaches. They are generally more computationally expensive, as the volume and position of each bin must be calculated in addition to counting the samples in each bin.

A relatively simple approach proceeds by partitioning the sample space into quantiles along each dimension independently. This technique is known as marginal equipartition, and has been used occasionally in the literature, for example by Palus for the estimation of entropy rates of complex time series [7][8], and also by the author of this paper, in a recent investigation into the causal relationship between social media sentiment and cryptocurrency prices [9]. Though such approaches are computationally appealing, and can capture more information about the underlying distributions compared to naive equipartitions, they may fail to accurately capture the joint probability density since in general the product of marginal quantile partitions is not equal to the joint (although the equivalence holds asymptotically in the limit of increasing granularity). Given the histogram density estimator assumes uniform density within each bin, the global estimator is non-smooth, except in the case where the global and local densities are equal. It is possible to ensure this by appropriate partitioning of the sample space, and such partitions are described as equiprobable.

Equiprobable partitions have been used in the literature for the estimation of entropy, and there exist diverse algorithms to produce them. Hlaváčková-Schindler et al. is recommended for an introductory overview of the space [11]. Early success was pioneered by Fraser and Swinney [12], who developed an algorithm for partitioning a 2D sample space into equiprobable quadrants, which is applied recursively until local $\chi^2$ tests no longer indicate substructure. This approach anticipated progress in information-theoretic perspectives on causality; having been applied to calculate mutual information between a time series vector and a lagged vector of the same time series. However, without extending the approach to higher dimensions, the Fraser-Swinney algorithm is limited in its applicability; for example the calculation of transfer entropy using this approach would require the partitioning of a three-dimensional sample space.

Cellucci et al. [13] presented an adaptation to the Fraser-Swinney algorithm which applies a $\chi^2$ criterion to the overall probability distribution, rather than only to local subdivisions, resulting in the advantage of providing a global test of statistical independence. The Cellucci approach also results in fewer subdivisions, improving calculation time by two orders of magnitude, while estimating a numerical error within 4%.

Darbellay and Vajda [13] presented the definitive implementation of the equiprobable partition for mutual information, proving that the algorithm can estimate the mutual information in expectation asymptotically to arbitrary precision, even in higher dimensions. They also demonstrated the performance, in terms of bias and variance, against marginally-equiquantised and uniform-width partitions benchmarked against a parametric estimator of the known (bivariate Gaussian) distribution.

Whilst previous approaches to equiprobable binning have delivered sample space partitions with uniform probability densities, these have not optimised in general the bias-variance trade off for a given coarseness in the partition. This is largely due to such partitions proceeding with a preferred orientation, and dividing the sample space along the marginal dimensions. However, in the case of entropy estimation, it can be shown that only the volume of each bin is required; it is permitted to orient the sample space using any rotation which is sub-space invariant. There is no a priori reason for the sample space to be partitioned along the marginals and this paper conjectures that the optimal orientation is not in general along the marginals.

This paper proposes a novel improvement to the estimation of entropy using equiprobable partitions, by adapting the rotational alignment of partition marginals to the sample distribution, hence allowing coarser-grained partitions over the same sample space. This can improve the information density without sacrificing against bias or variance - in effect a partial remedy to the curse of dimensionality. To the author's knowledge, the approach of rotational alignment of partitions for improved entropy estimation is new, and the algorithm presents a valuable addition to the practitioner's repertoire for calculating any entropy-based measure.

The rest of the paper is organised as follows. Section II provides the theory behind information-theoretic measures, and demonstrates the applicability of equiprobable partitions to estimating these by deriving the Shannon entropy exclusively in terms of relative bin volumes. The mathematical apparatus required for rotations in multivariate sample spaces is also discussed. Section III presents the algorithm, and discusses key considerations around practical usage and appropriate parameterisation. The method to optimally align the partition is also demonstrated. Following this, in Section IV we compare the performance of the optimal partition against naive and marginal equiquantised partitions, by generating randomised samples from bivariate Gaussian distributions and comparing the entropy estimates to the expected theoretical values.

II. BACKGROUND

The Shannon entropy for a multivariate continuous random variable is given by:
where $X \in \mathbb{R}^d$ is a multivariate random variable and $p(x)$ is the probability density at position $X = x$. The entropy equation was first introduced by Gibbs, and subsequently discovered by Shannon as a measure of information \[13\]. The information-theoretic identities in this section are stated with reference to Cover & Thomas \[15\].

First, define a sample space $\Omega \in \mathbb{R}^d$, describing the domain of observed samples which is to be partitioned into $B$ bins, creating subspaces $\Omega_i$ such that:

$$
\Omega = \Omega_1 \cup \Omega_2 \cup \ldots \cup \Omega_B. \tag{2}
$$

and

$$
\Omega_i \cap \Omega_j = \emptyset \quad \text{if} \quad i \neq j. \tag{3}
$$

Also define an operator, $v(\cdot)$, which returns the volume of $\Omega_i$ in the real sample space, such that $\sum_i v(\Omega_i) = v(\Omega)$. A second operator $n(\cdot)$ describes the number of samples in the subspace, such that $\sum_i n(\Omega_i) = n(\Omega) = N$.

Given sample data $\{x_0, x_1, \ldots, x_N\}$, the uncertainty of the distribution can be estimated from the partitioned sample space by calculating the entropy of the probability density estimator using a histogram approach. Such a discretisation restricts the permissible values of $x$ to a finite alphabet, dictated by the coarseness of the partition. One may write $x_i \in \{x_1, x_2, \ldots, x_B\}$, denoting the equivalence of the alphabet of $X_i$ and the set of subspaces, $\Omega$.

The entropy estimate of the partitioned sample space is given by:

$$
H(X) = -\sum_{i=1}^{B} \hat{p}(x_i)v(\Omega_i) \log \hat{p}(x_i), \tag{4}
$$

where $\hat{p}(x_i)$ is the estimate of the probability density function $p(x)$ of the bin $\Omega_i$ containing $x$, i.e. $p(x \in \Omega_i)$. This is estimated from:

$$
\hat{p}(x_i) = \frac{n(\Omega_i)}{Nv(\Omega_i)}, \tag{5}
$$

where $n(\Omega_i)$ is the number of samples in the bin containing sample $x_k$, $N$ is the total number of samples, and $B$ is the total number of bins in the partition. The estimate for entropy can therefore be written as:

$$
H(X) \simeq -\sum_{i=1}^{B} \frac{n(\Omega_i)}{N} \log \left( \frac{n(\Omega_i)}{Nv(\Omega_i)} \right). \tag{6}
$$

In simple histogram partitions, equal-sized bins mean the $v(\Omega_i)$ terms are constant. In equiprobable partitions, bins are arranged such that each contains as close to an equal proportion of samples as possible. In the ideal case where $\frac{1}{N} \in \mathbb{N}$, all bins share an equal probability mass of $m = \frac{1}{N}$, where $n(\Omega_i) = n \forall k$ and so, by contrast, the bin volumes vary but the probability masses are constant. This implies:

$$
\frac{n(\Omega_i)}{N} = \frac{1}{B} \quad \forall i. \tag{7}
$$

Equiprobable partitions can be constructed using recursive binary trees. In these cases, $B$ is given by:

$$
B = 2^{(s \times d)} \tag{8}
$$

where $s$ is the depth of recursion, and $d$ is the dimensionality of the sample space.

Under such a recursive binary partition, it follows from equation \[6\] that the estimator for entropy simplifies to:

$$
H(X) \simeq \left( \frac{1}{2} \right)^{s \times d} \log_2 \left[ \prod_{i=1}^{B} v(\Omega_i) \right] + s \times d \tag{9}
$$

from which it is clear that the information is able to be captured entirely from the relative volumes of the bins.

This result is useful because any affine transformation does not impact the entropy of the sample, but can allow for an adaptive partition with reduced bias, by maximising the information for a given number of bins. The equiprobable partition also avoids the discontinuities in probability density estimates which are generally present in typical histogram estimates. The method further benefits from computational efficiency, as constructing the histogram encodes the entropy implicitly in the volumes of the bins, and this requires only the calculation of the k-d tree, which is bounded by $O(N \log N)$ \[10\].

In the following sections, we make use of equation \[9\] to calculate entropy estimates of joint distributions, by rotating the sample with respect to an equiprobable partition, and then compare these against classical histogram methods in estimating theoretical entropies.

Rotation operations are well defined in linear algebra in two dimensions. For the sample vector $X$, rotating the partition is equivalent to rotating the points around the barycentre. This can be achieved by first translating this centre point to the origin, and applying the matrix operation:

$$
X' = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} X, \tag{10}
$$

where $\theta$ is the angle of rotation and $X'$ is the rotated variable vector.
In three dimensions, rotation proceeds around an axis of rotation, which itself has an angular orientation with respect to the basis. Hence the rotation operation can be considered a sequence of axial rotations, and rotation matrices can be constructed sequentially. The non-commutativity of matrix multiplication requires the proper order of operations, which contributes to the complexity of rotation matrices for three-dimensional rotations. In practice, alternative methods are often used to represent rotations in dimensions of three and greater, although these may be considered less intuitive than rotation matrix techniques. Euler angles and unit quaternions represent sparse alternatives to describing rotations; unit quaternions require four parameters to specify a rotational alignment in three dimensions. Diebel \cite{17} and Terzakis et al. \cite{18} are recommended as a reference on the various mathematical formulations of rotational orientation in three dimensions. The mathematics for higher-dimensional rotations beyond three dimensions is somewhat obscure in the literature but well understood; derivations are presented in Hanson \cite{19}, and Hoffman et al. \cite{20}.

Modified Rodrigues Parameters (MRPs) represent the sparsest possible representation of the three-dimensional rotation operation, and are in the author’s view the most intuitive technique for describing rotations generally in two or three dimensions. In the MRP formulation the rotation is described by a three-vector pointing along the axis of rotation, whose magnitude encodes the angle of rotation using the relationship:

$$\| R \| = \tan \left( \frac{\theta}{4} \right),$$

where $R \in \mathbb{R}^3$ is the vector defining the axis rotation, and $\theta \in [0, 2\pi)$ is the angle in radians by which the partition is rotated. In two dimensions the rotation reduces to an MRP rotation around the $z$-axis.

In addition to its parsimony, the MRP formulation is attractive for numerical optimisation, as it allows for interpolation and avoids the issue of gimbal lock present with Euler angles. Hence MRPs can be relatively simply exploited to calculate the optimal rotational alignment, and thereby align the orientation of the partition with the sample data; this technique was used for all rotations in this paper.

III. PARTITION METHOD

To apply the formulae developed in Section II, one must be able to algorithmically partition any sample of data $X$ in the sample space $X \in \Omega$ such that each bin contains the same number of samples. In this section is presented a computationally efficient nonparametric approach which generalises naturally to higher dimensions by adopting the concept of k-d trees, which are a subset of binary space partitioning algorithms \cite{21}. The procedure operates in a loop, executing binary partitions by dividing the sample space along the marginal median of each dimension. Recursion is employed to a pre-determined stopping depth $s \in \mathbb{N}$, where all dimensions are bisected once in each iteration of the recursion. Partitioning all dimensions in this way reduces bias that would otherwise be imparted by bisecting the dimensions unequally. The number of bins scales exponentially with dimensionality and depth (see equation \ref{equation}), and so generally the appropriate depth parameter scales logarithmically with $N$.

It is noted here the similarity of this partition algorithm to that of Stowell and Plumbley \cite{16}, who also propose a recursive binary partition using a k-d tree approach. In contrast to the algorithm used in this paper, which by necessity divides all subpartitions of sample space to an equal depth, Stowell and Plumbley proposed a data-driven stopping criterion, to determine the depth of branching to reach each leaf node independently; this does not result in general with an equiprobable partition, which is required for rotational alignment of the partition with the sample data.

The results of performing a recursive k-d tree partition without rotational alignment, to a stopping depth of $s = 2$, over the sample space of a synthetic parabolic distribution is presented in figure I. It is clear from the tails of the distribution that the second-order relationship between $X$ and $Y$ causes the partition volumes to be considerably larger in the top-left and top-right bins, where the probability density is lower. By contrast, near the
stationary point, the samples are more densely clustered and bin volumes are smaller. Evidently, the variance in bin volumes encodes information from the distribution.

Careful thought is sufficient to determine that distributions of greater joint entropy correspond to smaller variances in bin volumes; in the limit of a uniform distribution, the expectation of the variance is zero. This may be considered analogous to the fact that, for a set of fractions summing to 1, the maximum product is when these fractions are equal. The analogy corresponds directly to equation 9, and it also motivates the choice of an objective function, which is used to define optimality of the partition’s rotational orientation. It is desirable that the partition succeed in capturing information about the distribution whilst minimising the introduction of additional information. Defining the rotational orientation of the equiprobable partition as a parameter, this should be optimised to find the partition which imparts the least additional information to the entropy estimate. Specifically I define the partition as optimal which minimises the variance of bin volumes.

### A. Optimal Alignment

To find the optimal partition alignment represents a constrained optimisation problem which, with reference to the MRP formulation, may be stated in the general case by:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{B} \mathbb{E}[v(\Omega_i')]^2 - \mathbb{E}[v(\Omega_i')]^2 \\
\text{subject to} & \quad \arctan ||R|| \in [0, \pi/2],
\end{align*}
\]

where \(v(\Omega_i')\) represents the volume of the bin \(\Omega_i\) after transformation; \(\Omega_i'\) has been translated by the rotation on \(X\) and normalised such that \(v(\Omega) = 1\). \(R\) is as defined in equation 11.

The relationship between \(R\) and \(v(\Omega')\) is non-trivial, since the size of the support is not constant under rotation. Consequently, the derivative appears not to be well-defined. However, numerical methods allow this to be approximated, and it is observed that routines converge to the global optimum.

Figure 2 presents two equiprobable histograms prepared for a sample of synthetic, correlated two-dimensional data. One histogram is aligned rotationally along the marginals, and the other along the orientation minimising the variance of histogram bin volumes.

The linear relationship between the variables \(X\) and \(Y\) elucidates the benefit of optimal rotation. It can be seen that the marginally-aligned histogram is constrained by its alignment and effectively over-fits the data - it overestimates the variance in the bin volumes, which results in underestimation of the sample entropy. In effect, the estimator suggests more information than is truly presented by the data; the rotational alignment of the partition introduces intrinsic information from the perpendicular construction of the histogram partition itself. By optimising the rotational orientation of the partition, as demonstrated by the other histogram, this additional information can be minimised.

This linear example also prompts the corollary: that nonlinear and rotationally symmetric distributions may see only limited improvement from the rotational alignment procedure.

Interestingly, the optimum alignment in the figure is calculated to be \(\pi/4\) rad, which observation leads to a secondary supposition: that the optimal alignment could usefully be approximated by the eigenvectors. This has computational appeal, as the optimisation routine is expensive compared to the calculation of eigenvectors (except for very large \(N\)), and also because the rotation operation would then naturally generalise to higher dimensions. However further research is required to provide bounds on the errors from adopting such an assumption.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Synthetic data \((N = 64)\) randomly sampled from \(Y = X + \mathcal{N}(0, 0.5)\), where \(X \sim \mathcal{N}(0, 1)\), and two equiprobable partitions of the sample space, both calculated using recursive binary trees to depth \(D = 1\). The dashed-line partition follows the naive orientation of the marginals; the variance of its bin volumes is calculated to be 9.4. The solid-line partition represents the orientation with minimum variance of bin volumes, which is calculated to be 0.5. In this case, the optimal alignment requires a rotation of \(\pi/4\) rad. It is noted that for the purposes of visualisation the rotated partition is plotted at an angle against the original axes; in fact the axes themselves will be rotated to the new domain.}
\end{figure}

### B. Challenges and Limitations

The method presented in this paper improves upon existing techniques for density estimation in several impor-
tant ways. By use of a recursive binary partition, I construct an equiprobable histogram and demonstrate that a plug-in entropy estimator can be calculated from the relative volumes of the leaf nodes. I demonstrate that the rotational alignment of the histogram to the marginals is not required here, and conjecture that the optimal alignment does not lie along the marginals. I express this as a rotational alignment parameter to be optimised, and propose that the alignment is optimal which minimises the variance of the bin volumes.

However, there remain some challenges which must be taken into account when applying this method in practice. First, in common with other nonparametric density estimators, the sample space is dictated by the range of the sample data which gives an oversize impact of outlier points on the location and shape of the partition. For example, Stowell & Plumbley limit the volume of the edge bins to the Maximum Likelihood Estimate of the support, which in fact is equivalent to enclosing the partition over the sample space [16]. This complication is particularly problematic when estimating entropy in terms of relative bin volumes, as the sample space is not well defined, and the partition will be stretched along the dimensions most affected by extrema, impacting the volumes of some bins even when the extrema lie in other bins.

The optimal rotational alignment may present a natural, albeit partial redress of this problem. In some cases it may also appropriate to perform some degree of careful outlier transformation. By way of winsorisation, the extreme values of outliers could be brought within a reasonable range such as $3\sigma$ along each marginal. This would improve the robustness of the technique to outliers [22].

It is also interesting to note that the cycle order in which dimensions are bisected impacts the final structure of the histogram. The result is that multiple equiprobable partitions can be produced within the same domain after the optimal rotational alignment has been found. This in fact represents an opportunity for ensemble learning, by cycling through bisections beginning from each of the initial dimensions, or selecting the order at random for each depth of the recursion, and taking an average of multiple entropy estimates.

Finally, it must be remarked that the entropy equation [6] holds exactly iff $N/m \in \mathbb{N}$, and entropy estimates calculated when this does not hold must include some inevitable variance due to this inequality. Any impact of this is generally reduced by increasing the sample size and reducing the number of bins. This suggests an open question on selecting the depth parameter $s$. However, following equation [8], the number of bins scales by $2^d$ for every increment to $s$, and so the decision is in practice often not so hard. A sensible rule is for there to be always at least a few samples per bin; for common sample sizes measured, in hundreds or thousands, $s$ should be at most 3 or 4 for bivariate data.

\section{IV. RESULTS}

The performance of an entropy estimator was measured by comparing estimates over many realisations of multivariate distributions with known analytical entropies. Samples were drawn from bivariate Gaussian distributions with randomised scale parameters, designed to produce a diverse study of distributions with varying entropies and degrees of correlation.

For multivariate Gaussian distributions the entropy in bits can be calculated analytically from the probability distribution function, and is known to be:

$$H(X) = \frac{1}{2} \log_2(2\pi e|\Sigma|),$$

where $|\Sigma|$ represents the determinant of the covariance matrix between the marginal dimensions. The covariance matrix describes the extent to which the marginal distributions are correlated, and hence characterises the shape of the distribution; the eigenvectors point along the direction of maximum variance. Specifically, this parameterises the degree of rotational symmetry in the distribution.

The impact of rotational alignment of the partition on the accuracy of the entropy estimate can be observed only when the sample data displays rotational asymmetry. For bivariate Gaussian distributions, this requires that samples were drawn from distributions with large covariance. To ensure this, each realisation was sampled from a bivariate Gaussian distribution with scale parameter described by a randomised covariance matrix defined by:

$$\Sigma = \begin{pmatrix} \mathcal{U}(-20, 20) & \mathcal{U}(0, 30) \\ \mathcal{N}(-2, 2) & \mathcal{N}(-1, 1) \end{pmatrix}$$

such that samples with varying degrees of rotational asymmetry could be estimated in each study.

For each sample, the entropy was estimated using two different equiprobable partitions prepared using the k-d tree approach described in Section [11]. The first partition was aligned to the marginals, whilst the second was aligned with the optimal orientation. This optimal orientation was calculated by optimising over $R$, following equation [12], using a sequential least squares programming routine [23]. Accordingly, the effect of the rotation was able to be observed independently; following intuition, the rotated partition was expected to perform on average at least as well as the unrotated partition. Finally, two other techniques - a naive partition of equal-width bins and a marginal-equipointed partition - were used to estimate the entropy for comparison. Together these estimates were then compared against the theoretical entropies, and the results for each are presented in Table I. The accuracy of each technique was compared using a loss function of the absolute percentage error between the estimated entropies by each technique, and the
theoretical entropies from equation [13]. This was aggregated across all realisations by taking the mean squared error. By adopting this loss function, relative overestimation and underestimation were treated equally, and there was no bias in favour of samples with smaller absolute entropy.

It was observed that the naive histogram was second only to the rotated partition in mean performance, suggesting that rotational alignment is the critical component driving the performance of the optimal partition. Following this, one-sided 99% confidence intervals were generated by bootstrapping [24] the difference in MSE between the naive and rotated equiprobable techniques. As shown in Table I, the confidence intervals around these estimates are strictly greater than zero for each study. Hence it can be concluded that the optimal partition outperforms the naive partition in estimating multivariate entropy.

V. CONCLUSION

This paper presented a reformulation of the histogram entropy estimator in terms of relative bin volumes, alongside a novel k-d tree implementation of an equiprobable histogram partition. Demonstrating thereby that the alignment of such an equiprobable partition with the marginals is not required, it was conjectured that improved equiprobable partitions could be found by rotationally aligning the partition with the sample distribution. Such rotation operations would have the effect of reducing the extraneous information introduced to the estimate by the construction of the partition itself.

To test the conjecture, synthetic data was sampled from realisations of bivariate Gaussian distributions, generated using randomised covariance matrices specified so as to ensure rotational asymmetry. For each sample, a sequential least squares programming routine was used to find the partition with the minimum variance of bin volumes. Entropy estimates were then calculated for each sample using the optimally-aligned and the marginally-aligned equiprobable partitions, as well as two other histograms for comparison. These entropy estimates were validated against known theoretical entropies, and it was observed that the optimal partitions demonstrated significantly reduced mean square error versus the competing techniques.

The results present strong evidence to accept the original conjecture; equiprobable histogram entropy estimates for small and highly correlated samples can be improved by aligning the partition to the optimal rotational orientation. Since, as demonstrated in Section [11] the orientation of the histogram bins is not relevant to the entropy, applying the rotation effectively reduces a bias towards samples which happen to be oriented in the privileged marginal reference frame. It is therefore concluded that rotational alignment should be considered a parameter of the histogram estimator which can be learned from the data; the optimal partition will perform on average at least as well as an equiprobable partition which is orientated along the marginals.

It is noted that there are some limitations to the technique, and the optimisation routine can be computationally expensive. The worth of calculating the optimal partition may be limited to problems in which precision is more important than speed in calculating the entropy estimate. This compromise could be improved by a solution for the optimal rotational alignment, which would allow the parameter to be selected without performing the numerical optimisation. A question left for future research is whether the optimal rotational alignment can be solved analytically; either by deriving the objective and its gradients for the recursive binary tree, or demonstrating that the optimal orientation may be bounded within some region around the sample eigenvectors. This could offer considerable improvements in the computational efficiency of the technique, particularly for estimating the entropy of high-dimensional data, as eigenvectors can be calculated efficiently for multiple dimensions whilst the optimisation complexity increases exponentially with dimensionality.
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