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1 Introduction

The main goal of this paper is to study error bounds for an inequality defined by a composite-convex function; i.e. the composition of a convex function with a continuously differentiable mapping. Error bounds of extended-real-valued functions have been intensively studied for more
than half a century. The starting point of the theory of error bounds goes back to the fundamental works by Hoffman [20] and Lojasiewicz [31]. Their results were extensively studied by many authors (cf. [1, 2, 4, 25, 28, 32, 44, 45, 49]) and there have been significant developments on error bounds for convex and non-convex functions in recent years. The readers are invited to consult bibliographies [5, 8, 9, 11, 13, 16, 23, 29, 30, 33, 38, 40–42, 56, 60] and references therein for theory and applications of error bounds for more details.

Error bounds have played an important role in various aspects of optimization and variational analysis including for instance, sensitivity analysis of linear programming (cf. [49, 50]), convergence analysis of descent methods (cf. [18, 19, 26, 33, 34, 55]), the so-called feasibility problems (cf. [6–8]), the domain of image reconstruction (cf. [12]) and many others. Error bounds are closely related with other notions well known and used in convex analysis and approximation theory such as the basic constraint qualification, the strong conical hull intersection property, the linear regularity, the Abadie constraint qualification and optimality conditions (cf. [14, 32, 35, 38]). Also error bounds are extensively discussed with weak sharp minima of functions, metric subregularity as well as calmness of multifunctions (cf. [5, 9, 10, 17, 22, 23, 36] and references therein for more details).

When dealing with error bounds, a large literature is devoted to provide dual characterizations and criteria in terms of subdifferentials or normal cones. To the best of our knowledge, [21] was among of the first papers of such kind to state sufficient conditions for error bounds of a constraint system in terms of the Clarke subdifferential. In 1997 Lewis and Pang [32] studied error bounds for convex inequality systems and provided necessary conditions via subdifferentials and normal cones. In 2003 Ngai and Théra [40] provided an error bound estimate and an implicit multifunction theorem in terms of smooth subdifferentials and abstract subdifferentials. In 2004 Zheng and Ng [61] proved dual characterizations of error bounds for convex inequalities in terms of subdifferentials and normal cones. In 2010 subdifferential characterizations of stability of error bounds for convex constraint inequalities were given in [30, 39]. In 2018 Kruger, López and Théra [29] extended results in [30, 39] and provided subdifferential characterizations of stability of error bounds for convex inequalities in the Banach space setting. It is noted that a pretty natural idea is to study error bounds in terms of various primal derivative-like objects such as directional derivatives, contingent cones or slopes. Several criteria for error bounds were worked out in [11, 13, 16, 41, 42] based on the primal-type estimate. In terms of contingent cones and directional derivatives, Wei, Yao and Zheng [59] proved primal characterizations of error bounds for a convex inequality (see [59, Proposition 5.3]). Recently, the authors [56] further studied error bounds of the convex inequality in terms of the Hausdorff-Pompeiu excess (of subsets), Bouligand tangent cones and directional derivatives, and provided the accurate primal estimate on the error bound modulus (see [56, Theorem 5.1]). Based on the works in [56, 59], a natural issue is to extend primal results on characterizations of error bounds and on the error bound modulus by dropping the convexity assumption. Inspired by this issue, our goal in this article is to discuss error bounds of the inequality defined by a composite-convex function. Our work is to provide primal characterizations of error bounds and the accurate estimate on the error bound modulus in terms of the notions of Hausdorff-Pompeiu excess of a set beyond another one, of the Bouligand tangent cone and of the lower Hadamard directional derivative.

The paper is organized as follows. In Section 2, we give some definitions and preliminary results. In Section 3, we consider two concepts of metric regularity (of multifunctions) and the Shapiro first order contact property that are used in our analysis. Section 4 is devoted to the study of error bounds for the inequality defined by a composite-convex function. We first consider error bounds for a general inequality defined by a proper lower semicontinuous (not necessarily convex) function with the Shapiro first order contact property, and provide sufficient and/or necessary primal conditions of error bounds in terms of the Bouligand tangent cone, the lower Hadamard
directional derivative and the Hausdorff-Pompeiu excess of subsets (see Theorems 4.1 and 4.2). When these results are applied to error bounds of composite-convex inequalities, the primal results on error bounds and on the error bound modulus can be obtained (see Theorems 4.4 and 4.5).

2 Preliminaries

Let $\mathbb{X}$ be a Banach space (or Euclidean space). Let $B_{\mathbb{X}}$ denote the closed unit ball of $X$. For $\bar{x} \in \mathbb{X}$ and $\delta > 0$, let $B(\bar{x}, \delta)$ denote the open ball with center $\bar{x}$ and radius $\delta$. For a subset $\Omega$ of $\mathbb{X}$, we denote by $cl(\Omega)$, $int(\Omega)$ and $bd(\Omega)$ the closure, the interior and the boundary of $\Omega$, respectively.

Let $A$ be a closed subset of $\mathbb{X}$ and $\bar{x} \in A$. We denote by

$$T^B(A, \bar{x}) := \Limsup_{t \to 0^+} \frac{A - \bar{x}}{t}$$

the Bouligand tangent cone (also called contingent cone) of $A$ at $\bar{x}$. Thus, $v \in T^B(A, \bar{x})$ if and only if there exist a sequence $\{v_n\}$ in $X$ converging to $v$ and a sequence $\{t_n\}$ in $(0, +\infty)$ decreasing to 0 such that $\bar{x} + t_nv_n \in A$ for all $n \in \mathbb{N}$, where $\mathbb{N}$ denotes the set of all natural numbers.

For any subsets $C$ and $D$ of $\mathbb{X}$, the excess of $C$ beyond $D$ is defined as:

$$e(C, D) := \sup_{x \in C} d(x, D),$$

where $d(x, D) := \inf\{\|x - y\| : y \in D\}$ and the convention is used that

$$e(\emptyset, D) := \begin{cases} 0, & \text{if } D \neq \emptyset, \\ \infty, & \text{otherwise}. \end{cases}$$

The following proposition provides a characterization for the Hausdorff-Pompeiu excess. We refer the reader to [14, Page 138] (or [58, Proposition 3.1]) for the proof in details.

**Proposition 2.1** Let $C$ and $D$ be subsets of $\mathbb{X}$. Then

$$e(C, D) = \inf\{\tau \geq 0 : C \subseteq D + \tau B_{\mathbb{X}}\}. \tag{2.3}$$

Given an extended-real-valued lower semicontinuous function $\varphi : \mathbb{X} \to \mathbb{R} \cup \{+\infty\}$, we denote by $dom(\varphi) := \{u \in \mathbb{X} : \varphi(u) < +\infty\}$ its domain and by

$$epi(\varphi) := \{(x, \alpha) \in \mathbb{X} \times \mathbb{R} : \varphi(x) \leq \alpha\}$$

its epigraph. $\varphi$ is said to be proper if its domain is nonempty.

The lower Hadamard directional derivative of $\varphi$ at $x$ along direction $h$ is defined as

$$\varphi_H'(x; h) := \liminf_{t \to 0^+, h' \to h} \frac{\varphi(x + th') - \varphi(x)}{t}. \tag{2.4}$$

We close this section with the following lemma cited from [53, Theorem 4.1].

**Lemma 2.1** Let $\mathbb{X}$ be a Banach space and $\Omega$ be a nonempty closed subset of $\mathbb{X}$. Let $\gamma \in (0, 1)$. Then for any $x \notin \Omega$ there exists $z \in \Omega$ such that

$$\gamma\|x - z\| < \min\{d(x, \Omega), d(x - z, T^B(\Omega, z))\}.$$

In particular, if $\mathbb{X}$ is of finite dimension, $z$ can be chosen as the projection of $x$ onto $\Omega$.
3 Metric regularity and the Shapiro first order contact property

This section recalls the two important concepts of metric regularity and of Shapiro first order contact property that are used in our analysis. It is known that metric regularity of multifunctions occurs to be closely related to Lipschitzian properties of inverse mappings. This well-known and significant property is an extension of surjectivity to nonlinear/set-valued mappings and goes back to the Banach-Schauder open mapping theorem and to the Lyusternik-Graves theorem. We first recall the definition of metric regularity.

Definition 3.1. (i) Let \( F : \mathbb{X} \rightrightarrows \mathbb{Y} \) be a multifunction between two Banach spaces and \( \bar{x} \in \mathbb{X} \). Recall that \( F \) is said to be metrically regular at \( \bar{x} \) for \( \bar{y} \in F(\bar{x}) \), if there exists a constant \( \kappa \in (0, +\infty) \) along with neighborhoods \( U \) of \( \bar{x} \) and \( V \) of \( \bar{y} \) such that

\[
d(x, F^{-1}(y)) \leq \kappa d(y, F(\bar{x})) \quad \text{for all} \quad (x, y) \in U \times V. \tag{3.1}
\]

(ii) A single-value mapping \( \Psi : \mathbb{X} \to \mathbb{Y} \) is said to be metrically regular at \( \bar{x} \) if \( \Psi \) is metrically regular at \( \bar{x} \) for \( \Psi(\bar{x}) \).

It is known from [15, 24, 37, 46, 54] that metric regularity of a multifunction is proved to be equivalent to the covering property. We refer for instance the readers to [37, Theorem 1.52] for more details on this equivalence relationships and the modulus estimates for metric regularity and the covering property. Further the readers are invited to consult [22, 23] for a survey and the development on metric regularity and [43] for some regular properties of graphical tangent and normal cones to paracompact multifunctions.

From [37, Lemma 1.56], we always have the automatic closedness of the derivative image for single-valued metrically regular mappings. The following proposition, as a result of independent interest, weakens the assumption of metric regularity therein.

Proposition 3.1. Let \( \varphi : \mathbb{X} \to \mathbb{Y} \) be a mapping between two Banach spaces and \( \bar{x} \in \mathbb{X} \). Suppose that \( \varphi \) is Fréchet differentiable at \( \bar{x} \) and that there exist \( \kappa, r > 0 \) such that

\[
d(\bar{x}, \varphi^{-1}(y)) \leq \kappa \| \varphi(\bar{x}) - y \| \quad \forall y \in Y : \| y - \varphi(\bar{x}) \| < r. \tag{3.2}
\]

Then \( \nabla \varphi(\bar{x})(\mathbb{X}) \) is a closed subspace of \( \mathbb{Y} \).

Proof. Let \( y_0 \in \text{cl}(\nabla \varphi(\bar{x})(\mathbb{X})) \). Then we can find a sequence \( \{ y_k \} \) in \( \nabla \varphi(\bar{x})(\mathbb{X}) \) such that

\[
y_k \to y_0 \quad \text{and} \quad \| y_{k+1} - y_k \| < \frac{1}{2^k} \quad \text{for all} \quad k. \tag{3.3}
\]

We claim that there exists a sequence \( \{ x_k \} \) in \( \mathbb{X} \) such that

\[
\| x_{k+1} - x_k \| < \frac{3\kappa}{2^k} \quad \text{and} \quad \| y_k - \nabla \varphi(\bar{x})(x_k) \| < \frac{1}{2^k} \quad \text{for all} \quad k. \tag{3.4}
\]

Granting this, one has \( \{ x_k \} \) is a Cauchy sequence in \( \mathbb{X} \) that converges to some \( x_0 \in \mathbb{X} \) and it follows from (3.4) that \( \nabla \varphi(\bar{x})(x_k) \to y_0 \), which gives \( \nabla \varphi(\bar{x})(x_0) = y_0 \).

We define \( x_k \) iteratively. Let \( x_1 \in X \) be such that \( \nabla \varphi(\bar{x})(x_1) = y_1 \). Suppose \( x_1, \cdots, x_k \) have been given to satisfy (3.4) and construct \( x_{k+1} \) as follows.

Choose \( u_{k+1} \in \nabla \varphi(\bar{x})^{-1}(y_{k+1}) - x_k \). Let \( \varepsilon > 0 \) be sufficiently small such that

\[
3\varepsilon \kappa < \frac{1}{2^k}, \varepsilon < \frac{1}{2^{k+2}} \quad \text{and} \quad \varepsilon \| u_{k+1} \| < \frac{1}{2^{k+2}}. \tag{3.5}
\]
Since $\phi$ is Fréchet differentiable at $\bar{x}$, then there exists $\delta \in (0, r)$ such that
\[
\|\phi(\bar{x} + w) - \phi(\bar{x}) - \nabla \phi(\bar{x})(w)\| < \varepsilon \|w\| \quad \forall w : \|w\| < \delta. \tag{3.6}
\]
Take $t_k > 0$ sufficiently small such that
\[
\max \left\{ \frac{3t_k}{2^k}, \frac{3\kappa}{2^k}, t_k \|w_{k+1}\| \right\} < \delta.
\]
Then by (3.5) and (3.6), one has
\[
\|\phi(\bar{x} + t_k u_{k+1}) - \phi(\bar{x})\|
\leq \|\phi(\bar{x} + t_k u_{k+1}) - \phi(\bar{x}) - \nabla \phi(\bar{x})(t_k u_{k+1})\| + \|t_k \nabla \phi(\bar{x})(u_{k+1})\|
\leq \varepsilon t_k \|u_{k+1}\| + t_k (\|y_{k+1} - y_k\| + \|y_k - \nabla \phi(\bar{x})(x_k)\|)
\leq t_k \left( \frac{1}{2^{k+2}} + \frac{1}{2^k} + \frac{1}{2^k} \right)
\leq \frac{3t_k}{2^k} < \delta < r.
\]
This and (3.2) imply that
\[
d(\bar{x}, \phi^{-1}(\phi(\bar{x} + t_k u_{k+1}))) \leq \kappa \|\phi(\bar{x} + t_k u_{k+1}) - \phi(\bar{x})\| < \frac{3\kappa}{2^k} t_k
\]
and thus there is $w_k \in \phi^{-1}(\phi(\bar{x} + t_k u_{k+1}))$ such that
\[
\|\bar{x} - w_k\| < \frac{3\kappa}{2^k} t_k.
\]
Let $v_k := \frac{w_k - \bar{x}}{t_k}$ and $x_{k+1} := x_k + v_k$. Then
\[
\|x_{k+1} - x_k\| = \|v_k\| < \frac{3\kappa}{2^k}
\]
To complete the proof, it remains to show that
\[
\|y_{k+1} - \nabla \phi(\bar{x})(x_{k+1})\| < \frac{1}{2^k}. \tag{3.7}
\]
Combining (3.5) with (3.6), one has
\[
\|\phi(\bar{x} + t_k v_k) - \phi(\bar{x}) - \nabla \phi(\bar{x})(t_k v_k)\| < \varepsilon \|t_k v_k\| < \varepsilon t_k \frac{3\kappa}{2^k} < \frac{t_k}{2^{k+2}} \tag{3.8}
\]
and
\[
\|\phi(\bar{x} + t_k u_{k+1}) - \phi(\bar{x}) - \nabla \phi(\bar{x})(t_k u_{k+1})\| < \varepsilon \|t_k u_{k+1}\| < \frac{t_k}{2^{k+2}}. \tag{3.9}
\]
Note that $\phi(\bar{x} + t_k v_k) = \phi(\bar{x} + t_k u_{k+1})$ and it follows from (3.8) and (3.9) that
\[
\|\nabla \phi(\bar{x})(v_k) - \nabla \phi(\bar{x})(u_{k+1})\| < \frac{1}{2^{k+2}} + \frac{1}{2^{k+2}} = \frac{1}{2^{k+1}}.
\]
This means that
\[
\|y_{k+1} - \nabla \phi(\bar{x})(x_{k+1})\| = \|\nabla \phi(\bar{x})(u_{k+1} + x_k) - \nabla \phi(\bar{x})(x_k + v_k)\| < \frac{1}{2^{k+1}}.
\]
The proof is complete. \hfill \square
As an appropriate substitute of convexity, we consider a tangential concept introduced in [51, Definition 2.1] under the name of $o(p)$-convexity and known in the literature as the Shapiro $p$-order contact property.

**Definition 3.2.** Let $A$ be a closed subset of $\mathbb{X}$ and $p \in \mathbb{N}$. Recall that $A$ is said to have the $p$-order Shapiro contact property at $a \in A$, if for any $\varepsilon > 0$ there exists $\delta > 0$ such that

$$d(x - u, T^B(A, u)) \leq \varepsilon \|x - u\|_p \quad \forall x, u \in A \cap B(a, \delta). \quad (3.10)$$

In the remainder of this paper, we will use the terminology Shapiro first order contact property in place of 1-order Shapiro contact property.

In [3], Aussel, Daniilidis and Thibault established the links between the Shapiro first order contact property and the notions of subsmoothness and semismoothness. We refer the reader to [3, Theorem 3.16] and to Thibault's book [54, subsection 8.3.2] for more details. In 2019 Shen, Yao and Zheng [53] studied the Shapiro property and the C-Shapiro property, and showed that the Shapiro property is an extension of convexity and smoothness (see [53, Propositions 3.8 and 3.9]). Further, they considered the Shapiro property of a general multifunction and used it to study calmness for closed multifunctions. Recently, inspired by the Shapiro property of a multifunction, the authors [58] consider the epigraphical Shapiro property of a function; that is,

**Definition 3.3.** Let $\varphi : \mathbb{X} \to \mathbb{R} \cup \{\pm \infty\}$ be a proper function and $\bar{x} \in \text{dom}(\varphi)$. We say that $\varphi$ has the epigraphical Shapiro first order contact property at $\bar{x}$, if the epigraph $\text{epi}(\varphi)$ has the Shapiro first order contact property at $(\bar{x}, \varphi(\bar{x}))$.

The following proposition is on the epigraphical Shapiro property which was proved in [58, Proposition 2.1].

**Proposition 3.2.** Let $\varphi : \mathbb{X} \to \mathbb{R} \cup \{\pm \infty\}$ be a proper extended-real-valued lower semicontinuous function and $\bar{x} \in \text{dom}(\varphi)$. Consider the following statements:

(i) $\varphi$ has the epigraphical Shapiro first order contact property at $\bar{x}$;
(ii) for any $\varepsilon > 0$ there exists $\delta > 0$ such that

$$d((x - u, \varphi(x) - \varphi(u)), T^B(\text{epi}(\varphi), (u, \varphi(u)))) \leq \varepsilon (\|x - u\| + |\varphi(x) - \varphi(u)|) \quad (3.11)$$

holds for all $x, u \in B_{\varphi}(\bar{x}, \delta)$;
(iii) for any $\varepsilon > 0$ there exists $\delta > 0$ such that

$$\varphi''(u; x - u) \leq \varphi(x) - \varphi(u) + \varepsilon (\|x - u\| + |\varphi(x) - \varphi(u)|) \quad (3.12)$$

holds for all $x, u \in B_{\varphi}(\bar{x}, \delta)$.

where $B_{\varphi}(\bar{x}, \delta) := \{x \in B(\bar{x}, \delta) : |\varphi(x) - \varphi(\bar{x})| < \delta\}$.

Then (i)$\Rightarrow$(ii)$\iff$(iii). Further, assume that $\varphi$ is continuous around $\bar{x}$. Then (i)$\iff$(ii).

**Remark 3.1.** It is noted that the implication of (ii)$\Rightarrow$(iii) or (iii)$\Rightarrow$(ii) in Proposition 3.2 may not be necessarily true. The readers are invited to consult the counterexample in [58, Remark 2.1] for more details.

The following result was proved by Shapiro and Al-Khayyal in [52].
Proposition 3.3 Let $\varphi : X \to Y$ be a continuously differentiable mapping and $A$ be a closed convex cone of $Y$. Suppose that $\bar{x} \in \varphi^{-1}(A)$ satisfies the following Robinson qualification:

$$0 \in \text{int}(\varphi(\bar{x}) + \nabla \varphi(\bar{x}) \bar{x} - A).$$

Then $\varphi^{-1}(A)$ has the Shapiro first order contact property at $\bar{x}$.

The following proposition improves Proposition 3.3 by weakening the Robinson qualification. This proposition is a key tool to prove main results in the paper.

Proposition 3.4 Let $\varphi : X \to Y$ be a continuously differentiable mapping, $A$ be a closed subset of $Y$ and $\bar{x} \in \varphi^{-1}(A)$. Suppose that $A$ has the Shapiro first order contact property at $\varphi(\bar{x})$ and $\varphi$ is metrically regular around $\bar{x}$. Then $\varphi^{-1}(A)$ has the Shapiro first order contact property at $\bar{x}$.

To prove Proposition 3.4, we need the following two lemmata which are of independent interest.

Lemma 3.1 Let $\varphi : X \to Y$ and $\bar{x} \in X$. Suppose that $\varphi$ is Fréchet differentiable at $\bar{x}$ and image $\nabla \varphi(\bar{x})(X)$ is of the second category. Then there exists $\mu_0 > 0$ such that

$$d(u, \nabla \varphi(\bar{x})^{-1}(v)) \leq \mu_0 \| \nabla \varphi(\bar{x})(u) - v \| \quad \forall (u, v) \in X \times Y.$$  \hspace{1cm} (3.13)

Further, assume that $\varphi$ is continuously differentiable at $\bar{x}$. Then there exist $\mu, \delta > 0$ such that

$$d(u, \nabla \varphi(\bar{x})^{-1}(v)) \leq \mu \| \nabla \varphi(\bar{x})(u) - v \| \quad \forall (u, v) \in B(\bar{x}, \delta) \times X \times Y.$$  \hspace{1cm} (3.14)

Proof. Since $\nabla \varphi(\bar{x})(X)$ is of the second category, it follows from the open mapping theorem that there exists $l > 0$ such that

$$2lB_Y \subseteq \nabla \varphi(\bar{x})(B_X).$$  \hspace{1cm} (3.15)

Let $(u, v) \in X \times Y$. By virtue of (3.15), one has

$$\nabla \varphi(\bar{x})(u) - v \in \| \nabla \varphi(\bar{x})(u) - v \| B_Y \subseteq \nabla \varphi(\bar{x})\left(\frac{\| \nabla \varphi(\bar{x})(u) - v \|}{2l} B_X\right).$$  \hspace{1cm} (3.16)

Note that $\nabla \varphi(\bar{x})^{-1}(\nabla \varphi(\bar{x})(u) - v) = u - \nabla \varphi(\bar{x})^{-1}(v)$ by the linearity of $\nabla \varphi(\bar{x})$ and then (3.16) gives that

$$d(u, \nabla \varphi(\bar{x})^{-1}(v)) = d(0, u - \nabla \varphi(\bar{x})^{-1}(v))$$
$$= d(0, \nabla \varphi(\bar{x})^{-1}(\nabla \varphi(\bar{x})(u) - v))$$
$$\leq \frac{1}{2l} \| \nabla \varphi(\bar{x})(u) - v \|.$$

This means that (3.13) holds with $\mu_0 := \frac{l}{2l}$.

To prove (3.14), we next show that there exists $\delta > 0$ such that

$$lB_Y \subseteq \nabla \varphi(x)(B_X) \quad \forall x \in B(\bar{x}, \delta).$$  \hspace{1cm} (3.17)

Noting that $\varphi$ is continuously differentiable at $\bar{x}$, then there exists $\delta > 0$ such that $\varphi$ is Fréchet differentiable on $B(\bar{x}, \delta)$ and

$$\| \nabla \varphi(x) - \nabla \varphi(\bar{x}) \| < \frac{1}{2} \quad \forall x \in B(\bar{x}, \delta)$$  \hspace{1cm} (3.18)
(taking a smaller $\delta$ if necessary). Then by (3.15) and (3.18), one has
\[
2/B_x \subseteq (\nabla \varphi(x) + \nabla \varphi(\bar{x}) - \nabla \varphi(x))(B_x) \subseteq \nabla \varphi(x)(B_x) + \frac{I}{2}B_x \quad \forall x \in B(\bar{x}, \delta).
\]

By the Rådström cancellation lemma [48, Lemma 2.3], this gives that
\[
\frac{3I}{2}B_x \subseteq \text{cl}(\nabla \varphi(x)(B_x)) \quad \forall x \in B(\bar{x}, \delta). \tag{3.19}
\]

Applying [27, P.183, Theorem A.1] again gives that $\nabla \varphi(x)(B_x)$ and $\text{cl}(\nabla \varphi(x)(B_x))$ have the same interior and thus that (3.17) holds by (3.19). The proof is complete. \hfill \Box

**Lemma 3.2.** Let $\varphi : X \to Y$ be a mapping and $A$ be a closed subset of $Y$. Suppose that $\bar{x} \in \varphi^{-1}(A)$ is such that $\varphi$ is Fréchet differentiable at $\bar{x}$ and metrically regular around $\bar{x}$. Then there exists $\delta > 0$ such that
\[
T_B(\varphi^{-1}(A), x) = \varphi(x)^{-1}(T_B(A, \varphi(x))) \quad \forall x \in B(\bar{x}, \delta) \cap \varphi^{-1}(A). \tag{3.20}
\]

**Proof.** Since $\varphi$ is metrically regular around $\bar{x}$, there exist $\kappa > 0$ along with neighborhoods $U$ of $\bar{x}$ and $V$ of $\varphi(\bar{x})$ such that
\[
d(x, \varphi^{-1}(y)) \leq \kappa ||\varphi(x) - y|| \quad \forall (x, y) \in U \times V. \tag{3.21}
\]

Take $\delta > 0$ sufficiently small such that
\[
B(\bar{x}, \delta) \subseteq U \quad \text{and} \quad \varphi(B(\bar{x}, \delta)) \subseteq V. \tag{3.22}
\]

Let $x \in B(\bar{x}, \delta) \cap \varphi^{-1}(A)$. Choose any $u \in \nabla \varphi(x)^{-1}(T_B(A, \varphi(x)))$. Then $\nabla \varphi(x)(u) \in T_B(A, \varphi(x))$ and thus there exist $t_k \to 0^+$ and $v_k \to \nabla \varphi(x)(u)$ such that
\[
\varphi(x) + t_kv_k \in A \quad \text{for all } k.
\]

By virtue of (3.21) and (3.22), for any $k$ sufficiently large, one has
\[
d(x + t_ku, \varphi^{-1}(\varphi(x) + t_kv_k)) \leq \kappa ||\varphi(x + t_ku) - \varphi(x) - t_kv_k||
\]
and consequently there is $x_k \in \varphi^{-1}(\varphi(x) + t_kv_k) \subseteq \varphi^{-1}(A)$ such that
\[
||x + t_ku - x_k|| < 2\kappa ||\varphi(x + t_ku) - \varphi(x) - t_kv_k||. \tag{3.23}
\]

Denote $u_k := \frac{x_k - x}{t_k}$ for all $k$. Note that
\[
\varphi(x + t_ku) = \varphi(x) + \nabla \varphi(x)(t_ku) + o(t_k)
\]
and then (3.23) gives that
\[
||u_k - u|| < 2\kappa \left\|\nabla \varphi(x)(u) - v_k + \frac{o(t_k)}{t_k}\right\|,
\]
which implies that $u_k \to u$ as $v_k \to \nabla \varphi(x)(u)$. Noting that $x + t_ku_k = x_k \in \varphi^{-1}(A)$, it follows that $u \in T_B(\varphi^{-1}(A), x)$ and thus
\[
T_B(\varphi^{-1}(A), x) \supseteq \nabla \varphi(x)^{-1}(T_B(A, \varphi(x))). \tag{3.24}
\]

On the other hand, let $h \in T_B(\varphi^{-1}(A), x)$. Then there exist $t_k \to 0^+$ and $h_k \to h$ such that $x + t_kh_k \in \varphi^{-1}(A)$ for all $k$. Using the Fréchet differentiability of $\varphi$ at $x$, one has
\[
\varphi(x + t_kh_k) = \varphi(x) + \nabla \varphi(x)(t_kh_k) + o(||t_kh_k||).
\]
Denote
\[ v_k := \nabla \varphi(x)(h_k) + \frac{o(||t_k h_k||)}{t_k} \text{ for all } k. \]

Then \( v_k \to \nabla \varphi(x)(h) \) and \( \varphi(x) + t_k v_k = \varphi(x + t_k h_k) \in A \), which implies that \( \nabla \varphi(x)(h) \in T^B(A, \varphi(x)) \). Hence
\[ T^B(\varphi^{-1}(A), x) \subseteq \nabla \varphi(x)^{-1}(T^B(A, \varphi(x))) \]
and (3.20) holds by (3.24). The proof is complete. \( \square \)

**Proof of Proposition 3.4.** Since \( \varphi \) is continuously differentiable and metrically regular around \( \bar{x} \), it follows from [37, Theorem 1.57] that \( \nabla \varphi(\bar{x}) \) is surjective. By virtue of Lemma 3.1 and Lemma 3.2, there exist \( \mu, \delta > 0 \) such that (3.14) and (3.20) hold.

Let \( \varepsilon > 0 \). Since \( \varphi \) is continuously differentiable at \( \bar{x} \), there exists \( \delta_1 \in (0, \delta) \) such that
\[ ||\varphi(x) - \varphi(u) - \nabla \varphi(u)(x - u)|| < \frac{\varepsilon}{2\mu} ||x - u|| \quad \forall x, u \in B(\bar{x}, \delta_1) \] (3.25)

and
\[ ||\varphi(x) - \varphi(u)|| \leq K ||x - u|| \quad \forall x, u \in B(\bar{x}, \delta_1) \] (3.26)

where \( K := ||\nabla \varphi(\bar{x})|| + 1 \).

Noting \( A \) has the Shapiro first order contact property at \( \varphi(\bar{x}) \), it follows that there exists \( \delta_2 \in (0, \delta_1) \) such that
\[ d(y - v, T^B(A, v)) \leq \frac{\varepsilon}{2K\mu} ||y - v|| \quad \forall y, v \in A \cap B(\varphi(\bar{x}), \delta_2). \] (3.27)

Take \( \delta_3 \in (0, \delta_2) \) such that \( \varphi(B(\bar{x}, \delta_3)) \subseteq B(\varphi(\bar{x}), \delta_2) \). Let \( x, u \in \varphi^{-1}(A) \cap B(\bar{x}, \delta_1) \). Take a sequence \( \{v_n\} \) in \( T^B(A, \varphi(u)) \) such that
\[ ||\varphi(x) - \varphi(u) - v_n|| \to d(\varphi(x) - \varphi(u), T^B(A, \varphi(u))). \]

By virtue of (3.14) and (3.20), one has
\[ d(x - u, T^B(\varphi^{-1}(A), u)) = d(x - u, \nabla \varphi(u)^{-1}(T^B(A, \varphi(u)))) \leq d(x - u, \nabla \varphi(u)^{-1}(v_n)) \leq \mu \||\nabla \varphi(u)(x - u) - v_n|| \leq \mu (||\nabla \varphi(u)(x - u) + \varphi(u) - \varphi(x)|| + ||\varphi(x) - \varphi(u) - v_n||). \]

By letting \( n \to \infty \), one gets
\[ d(x - u, T^B(\varphi^{-1}(A), u)) \leq \mu (||\varphi(x) - \varphi(u) - \nabla \varphi(u)(x - u)|| + d(\varphi(x) - \varphi(u), T^B(A, \varphi(u)))) \]
\[ = \mu (\frac{\varepsilon}{2\mu} ||x - u|| + \frac{\varepsilon}{2K\mu} ||\varphi(x) - \varphi(u)||) \]
\[ \leq \mu (\frac{\varepsilon}{2\mu} ||x - u|| + \frac{\varepsilon}{2K\mu} K ||x - u||) \]
\[ = \varepsilon ||x - u||. \]

This together with (3.25), (3.26) and (3.27) gives
\[ d(x - u, T^B(\varphi^{-1}(A), u)) \leq \mu (||\varphi(x) - \varphi(u)|| + \frac{\varepsilon}{2\mu} ||x - u|| + \frac{\varepsilon}{2K\mu} ||\varphi(x) - \varphi(u)||) \]
\[ \leq \mu (\frac{\varepsilon}{2\mu} ||x - u|| + \frac{\varepsilon}{2K\mu} ||\varphi(x) - \varphi(u)||) \]
\[ = \varepsilon ||x - u||. \]

Hence \( \varphi^{-1}(A) \) has the Shapiro first order contact property at \( \bar{x} \). The proof is complete. \( \square \)
4 Main results

In this section, we study error bounds of the inequality defined by a general function and aim to provide primal criteria of error bounds via Bouligand tangent cones, lower Hadamard directional derivatives and the Hausdorff-Pompeiu excess of subsets. Then we apply these primal results to error bounds of the composite-convex function, and establish primal characterizations of error bounds and an accurate estimate of the error bound modulus in terms of Bouligand tangent cones, directional derivatives of convex functions and the Hausdorff-Pompeiu excess. We first consider error bounds of the inequality defined by a general lower semicontinuous function.

Given a proper lower semicontinuous extended-real-valued function \( \varphi : \mathbb{R} \to \mathbb{R} \cup \{+\infty\} \), we consider the following inequality:

\[
\varphi(x) \leq 0.
\] (4.1)

We denote by \( S_\varphi := \{x \in \mathbb{R} : \varphi(x) \leq 0\} \) the solution set. Recall that inequality (4.1) is said to have a local error bound at \( \bar{x} \in S_\varphi \), if there exist \( \tau, \delta \in (0, +\infty) \) such that

\[
d(x, S_\varphi) \leq \tau |\varphi(x)|_+, \forall x \in B(\bar{x}, \delta),
\] (4.2)

where \( |\varphi(x)|_+ := \max\{\varphi(x), 0\} \). We denote by

\[
\tau(S_\varphi, \bar{x}) := \inf\{\tau > 0 : \text{there exists } \delta > 0 \text{ such that } (4.2) \text{ holds}\}
\] (4.3)

the local error bound modulus of \( S_\varphi \) at \( \bar{x} \).

The theory of error bounds has been a subject of intense study during many years due to its numerous applications in optimization and variational analysis. They include for instance areas like sensitivity analysis of linear programming, convergence analysis of descent methods, the feasibility problems and the domain of image reconstruction. This notion has been proved to have close connections with several notions in convex analysis and approximation like the basic constraint qualification (BCQ), the Abadie constraint qualification (ACQ), the strong conical hull intersection property (CHIP), the linear regularity and normal property, the metric subregularity as well as the calmness of multifunctions.

The following theorem gives necessary and/or sufficient criteria of local error bounds for the inequality (4.1) in terms of the Bouligand tangent cone, the lower Hadamard directional derivative and the Hausdorff-Pompeiu excess of a set beyond another set.

**Theorem 4.1** Let \( \varphi : X \to \mathbb{R} \cup \{+\infty\} \) be a proper lower semicontinuous function and \( \bar{x} \in S_\varphi \).

(i) Suppose that \( S_\varphi \) has the Shapiro first order contact property around \( \bar{x} \) and inequality (4.1) has a local error bound at \( \bar{x} \). Then there exist \( \tau, r \in (0, +\infty) \) such that

\[
e(\varphi^0(x, -)^{-1}(-\infty, 1], T^B(S_\varphi, x)) \leq \tau
\] (4.4)

holds for all \( x \in S_\varphi \cap B(\bar{x}, r) \) with \( \varphi(x) = 0 \).

(ii) Suppose that \( \text{bd}(S_\varphi) \subseteq \varphi^{-1}(0) \), \( \varphi \) has the epigraphical Shapiro first order contact property at \( \bar{x} \) and that there exist \( \tau, r \in (0, +\infty) \) such that (4.4) holds for all \( x \in \text{bd}(S_\varphi) \cap B(\bar{x}, r) \). Then inequality (4.1) has a local error bound at \( \bar{x} \).

**Proof.** (i) By the local error bound of inequality (4.1) at \( \bar{x} \), there exist \( \tau, \delta \in (0, +\infty) \) such that (4.2) holds. Note that \( S_\varphi \) has the Shapiro first order contact property around \( \bar{x} \) and thus there exists \( r \in (0, \delta) \) such that \( S_\varphi \) has the Shapiro first order contact property on \( S_\varphi \cap B(\bar{x}, r) \). Let \( x \in S_\varphi \cap B(\bar{x}, r) \) with \( \varphi(x) = 0 \). Take any \( h \in X \) such that \( \varphi^0(x, h) \leq 1 \). We need to show that

\[
d(h, T^B(S_\varphi, x)) \leq \tau.
\] (4.5)
Note that $\varphi_H(x, h) \leq 1$ and then there exist $t_n \to 0^+$ and $h_n \to h$ such that
\[
\frac{\varphi(x + t_n h_n) - \varphi(x)}{t_n} < 1 + \frac{1}{n}.
\] (4.6)

If there exists a subsequence $\{n_k\} \subseteq \mathbb{N}$ such that $\varphi(x + t_{n_k} h_{n_k}) \leq 0$ for all $k$, then one has $h \in T^B(S\varphi, x)$ and thus (4.5) holds by $d(h, T^B(S\varphi, x)) = 0$.

We next consider the case that $\varphi(x + t_n h_n) > 0$ for all $n$. Since $S\varphi$ has the Shapiro first order contact property at $x$, by Proposition 2.1, for any $k \in \mathbb{N}$, there exist $r_k \in (0, +\infty)$ such that $B(x, r_k) \subseteq B(\bar{x}, \delta)$ and
\[
d(u - x, T^B(S\varphi, x)) \leq d(u, S\varphi) + \frac{1}{k} \|u - x\| \quad \forall u \in B(x, r_k).
\] (4.7)

Take a subsequence $\{n_k\} \subseteq \mathbb{N}$ such that $\|h_{n_k}\| < \frac{1}{k}$. Then by virtue of (4.2), (4.6) and (4.7), one has
\[
d(x + t_{n_k} h_{n_k} - x, T^B(S\varphi, x)) \leq d(x + t_{n_k} h_{n_k}, S\varphi) + \frac{1}{k} \|t_{n_k} h_{n_k}\|
\leq \tau \varphi(x + t_{n_k} h_{n_k}) + \frac{1}{k} \|t_{n_k} h_{n_k}\|
< \tau \left(1 + \frac{1}{n_k}\right) t_{n_k} + \frac{1}{k} \|t_{n_k} h_{n_k}\|
\]
thanks to $\varphi(x) = 0$. This implies that
\[
d(h_{n_k}, T^B(S\varphi, x)) \leq \tau \left(1 + \frac{1}{n_k}\right) + \frac{1}{k} \|h_{n_k}\|
\]
and consequently (4.5) holds by letting $k \to \infty$.

(ii) Let $\varepsilon > 0$ such that $(1 + \tau)\varepsilon < 1$. Since $\varphi$ has the Shapiro first order contact property at $\bar{x}$, then there exists $\delta_1 \in (0, r)$ such that
\[
d((x - u, \alpha - \beta), T^B(\text{epi}(\varphi), (u, \beta))) < \varepsilon(\|x - u\| + \|\alpha - \beta\|)
\] (4.8)
holds for all $(x, \alpha), (u, \beta) \in \text{epi}(\varphi) \cap (B(\bar{x}, \delta_1) \times (\varphi(\bar{x}) - \delta_1, \varphi(\bar{x}) + \delta_1))$.

Take $\delta \in (0, \frac{\delta_1}{2})$ and let $x \in B(\bar{x}, \delta) \setminus S\varphi$. Then $d(x, S\varphi) \leq \|x - \bar{x}\| < \delta$. Choose any $\gamma \in (0, 1)$ such that
\[
\gamma > \max \left\{ \frac{d(x, S\varphi)}{\delta}, (1 + \tau)\varepsilon \right\}.
\] (4.9)

By using Lemma 2.1, there exists $a \in \text{bd}(S\varphi)$ such that
\[
\gamma \|x - a\| \leq \min \{d(x - a, T^B(S\varphi, a)), d(x, S\varphi)\}.
\] (4.10)

Then
\[
\|\bar{x} - a\| \leq \|\bar{x} - x\| + \|x - a\| < \delta + \frac{d(x, S\varphi)}{\gamma} < 2\delta < \delta_1
\]
and it follows from (4.8) that
\[
d((x - a, \varphi(x) - \varphi(a)), T^B(\text{epi}(\varphi), (a, \varphi(a)))) < \varepsilon(\|x - a\| + |\varphi(x) - \varphi(a)|).
\]

Thus, there is $(h, \alpha) \in T^B(\text{epi}(\varphi), (a, \varphi(a))) = \text{epi}(\varphi_H(a, \cdot))$ such that
\[
\varphi_H(a, h) \leq \alpha \quad \text{and} \quad \|x - a - h\| + |\varphi(x) - \varphi(a) - \alpha| < \varepsilon(\|x - a\| + |\varphi(x) - \varphi(a)|).
\] (4.11)
Case 1: \( \alpha = 0 \). Then for any \( \lambda > 0 \), one has \( \varphi''_H(a, \lambda h) \leq 0 \) and then (4.4) implies that
\[
d(\lambda h, T^B(S_\varphi, a)) \leq 1.
\]
This means \( h \in T^B(S_\varphi, a) \) by letting \( \lambda \to +\infty \). By virtue of (4.10) and (4.11), one has
\[
\gamma \| x - a \| \leq d(x - a, T^B(S_\varphi, a)) \leq \| x - a - h \| < \varepsilon(\| x - a \| + |\varphi(x) - \varphi(a)|)
\]
\[
= \varepsilon \| x - a \| + \varepsilon \varphi(x)
\]
the equality follows by \( \varphi(x) > 0 \) and \( \varphi(a) = 0 \). This implies that
\[
(\gamma - \varepsilon) d(x, S_\varphi) \leq (\gamma - \varepsilon) \| x - a \| < \varepsilon \varphi(x).
\]
By letting \( \gamma \to 1^- \), one has
\[
d(x, S_\varphi) \leq \frac{\varepsilon}{1 - \varepsilon} \varphi(x).
\] (4.12)
Case 2: \( \alpha \neq 0 \). Note that \( \varphi''_H(a, \cdot) \) is positively homogeneous and then by (4.11), one has
\[
\varphi''_H(a, \frac{h}{|\alpha|}) \leq 1.
\]
This and (4.4) imply that
\[
d\left(\frac{h}{|\alpha|}, T^B(S_\varphi, a)\right) \leq \tau
\]
and consequently
\[
d(h, T^B(S_\varphi, a)) \leq \tau |\alpha|.
\]
By virtue of (4.10) and (4.11), one has
\[
\gamma \| x - a \| \leq d(x - a, T^B(S_\varphi, a))
\]
\[
\leq \| x - a - h \| + d(h, T^B(S_\varphi, a))
\]
\[
\leq \| x - a - h \| + \tau(|\varphi(x) - \varphi(a)| - |\alpha| + |\varphi(x) - \varphi(a)|)
\]
\[
< \varepsilon(\| x - a \| + |\varphi(x) - \varphi(a)|) + \tau(\varepsilon \| x - a \| + \varepsilon |\varphi(x) - \varphi(a)| + |\varphi(x) - \varphi(a)|)
\]
and thus
\[
(\gamma - \varepsilon - \tau \varepsilon)d(x, S_\varphi) \leq (\gamma - \varepsilon - \tau \varepsilon)\| x - a \| < (\tau + \varepsilon + \tau \varepsilon)|\varphi(x) - \varphi(a)|
\]
\[
= (\tau + \varepsilon + \tau \varepsilon)\varphi(x)
\]
the equality holds by \( \varphi(x) > 0 \) and \( \varphi(a) = 0 \). By letting \( \gamma \to 1^- \), one has
\[
(1 - \varepsilon - \tau \varepsilon)d(x, S_\varphi) < (\tau + \varepsilon + \tau \varepsilon)\varphi(x)
\]
and consequently
\[
d(x, S_\varphi) \leq \frac{\tau + \varepsilon + \tau \varepsilon}{1 - \varepsilon - \tau \varepsilon} \varphi(x).
\]
This and (4.12) imply that inequality (4.1) has the local error bound at \( \bar{x} \) (with the constant
\[
\max\left(\frac{\varepsilon}{1 - \varepsilon}, \frac{\tau + \varepsilon + \tau \varepsilon}{1 - \varepsilon - \tau \varepsilon}\right)
\). The proof is complete. \( \square \)

The following theorem, immediate from (i) and (ii) in Theorem 4.1 provides an equivalent primal condition for the local error bound under the Shapiro first order contact property.
Theorem 4.2 Let \( \bar{x} \in S_\phi \). Suppose that \( \text{bd}(S_\phi) \subseteq \phi^{-1}(0) \), \( \phi \) has the epigraphical Shapiro first order contact property at \( \bar{x} \) and that \( S_\phi \) has the Shapiro first order contact property around \( \bar{x} \). Then inequality (4.1) has the local error bound at \( \bar{x} \) if and only if

\[
\limsup_{x \to \bar{x}, x \in \text{bd}(S_\phi)} e(\phi_H(x, \cdot)^{-1}(-\infty, 1], T^B(S_\phi, x)) < +\infty.
\]

Further, one has the following accurate estimate for the local error bound modulus:

\[
\tau(S_\phi, \bar{x}) = \limsup_{x \to \bar{x}, x \in \text{bd}(S_\phi)} e(\phi_H(x, \cdot)^{-1}(-\infty, 1], T^B(S_\phi, x)). \tag{4.13}
\]

Proof. Thanks to (i) and (ii) in Theorem 4.1, it suffices to prove (4.13). We denote

\[
\alpha := \limsup_{x \to \bar{x}, x \in \text{bd}(S_\phi)} e(\phi_H(x, \cdot)^{-1}(-\infty, 1], T^B(S_\phi, x)).
\]

We first consider the case \( \tau(S_\phi, \bar{x}) < +\infty \). Let \( \tau \in (0, \tau(S_\phi, \bar{x})) \). Then by using the proof of (i) in Theorem 4.1, there exists \( \delta > 0 \) such that

\[
e(\phi_H(x, \cdot)^{-1}(-\infty, 1], T^B(S_\phi, x)) \leq \tau \quad \forall x \in B(\bar{x}, \delta) \cap \text{bd}(S_\phi).
\]

This means that \( \alpha \leq \tau \) and thus \( \alpha \leq \tau(S_\phi, \bar{x}) \) by letting \( \tau \downarrow \tau(S_\phi, \bar{x}) \).

Note that \( \alpha < +\infty \) and for any \( \nu > 0 \) there exists \( \delta > 0 \) such that

\[
e(\phi_H(x, \cdot)^{-1}(-\infty, 1], T^B(S_\phi, x)) \leq \alpha + \nu \quad \forall x \in B(\bar{x}, \delta) \cap \text{bd}(S_\phi).
\]

Applying the proof of (ii) in Theorem 4.1, for any \( \epsilon > 0 \) sufficiently small, one has

\[
\tau(S_\phi, \bar{x}) \leq \frac{(\alpha + \nu) + \epsilon + (\alpha + \nu)\epsilon}{1 - \epsilon - (\alpha + \nu)\epsilon}.
\]

By letting \( \epsilon \downarrow 0 \), one has

\[
\tau(S_\phi, \bar{x}) \leq \alpha + \nu \quad \forall \nu > 0,
\]

and consequently \( \tau(S_\phi, \bar{x}) \leq \alpha \) by letting \( \nu \downarrow 0 \). Hence (4.13) holds.

We next consider the case \( \tau(S_\phi, \bar{x}) = +\infty \). We claim that \( \alpha = +\infty \) (otherwise, \( \alpha < +\infty \) and by using the proof of (ii) in Theorem 4.1 again, one can obtain that \( \tau(S_\phi, \bar{x}) < +\infty \), a contradiction). The proof is complete. \( \square \)

Remark 4.1. For the case that \( \phi \) is convex, the Shapiro first order contact property holds automatically and thus Theorem 4.2 reduces to [56, Theorem 5.3], which means that Theorem 4.2 is an extension of [56, Theorem 5.3] from the convex case to the non-convex one.

It is noted that (4.4) is a key inequality to characterize the local error bound of inequality (4.1). We are now in a position to give a characterization of (4.4) via the following proposition.

Proposition 4.1 Let \( \tau > 0 \) and \( x \in S_\phi \). Then (4.4) holds if and only if

\[
d(h, T^B(S_\phi, x)) \leq \tau \max\{\phi_H(x, h), 0\} \quad \forall h \in X. \tag{4.14}
\]
Theorem 4.1

Proposition 4.1.

(ii) There exists $\tau \in S$ where the convex inequality defined by the Clarke directional derivative of a locally Lipschitz function

around $\bar{x}$ is, there exists $\tau$.

Hence ($\ast$) holds. The proof is complete.

Proof. The necessity part. Suppose that (4.4) holds. Let $h \in X$ be such that $\phi_H'(x,h) \leq 0$. Then for any $\lambda > 0$, one has $\phi_H'(x,\lambda h) \leq 0$ and it follows from (4.4) that

$$d(\lambda h, T^B(S_\phi, x)) \leq \tau$$

This implies that

$$d(h, T^B(S_\phi, x)) \leq \frac{\tau}{\lambda} \text{ for any } \lambda > 0.$$ 

By letting $\lambda \to +\infty$, one has $h \in T^B(S_\phi, x)$ as $T^B(S_\phi, x)$ is closed, which implies that (4.14) holds.

Let $h \in X$ be such that $\phi_H'(x,h) > 0$. Note that $\phi_H'(a, \cdot)$ is positively homogeneous and then

$$\phi_H'(\frac{h}{\phi_H'(x,h)}) = 1.$$ 

By virtue of (4.4), one has

$$d\left(\frac{h}{\phi_H'(x,h)}, T^B(S_\phi, x)\right) \leq \tau$$

and consequently

$$d(h, T^B(S_\phi, x)) \leq \tau \phi_H'(x,h),$$

which implies that (4.14) holds.

The sufficiency part. Suppose that (4.14) holds. Let $h \in X$ be such that $\phi_H'(x,h) \leq 1$. Then (4.14) implies that

$$d(h, T^B(S_\phi, x)) \leq \tau \max\{\phi_H'(x,h), 0\} \leq \tau.$$ 

Hence (4.4) holds. The proof is complete. \hfill \Box

The following theorem follows immediately from Theorem 4.1 and Proposition 4.1.

Theorem 4.3 Let $\bar{x} \in S_\phi$ and $\tau > 0$. Suppose that $bd(S_\phi) \subseteq \phi^{-1}(0)$, $\phi$ has the epigraphical Shapiro first order contact property at $\bar{x}$ and that $S_\phi$ has the Shapiro first order contact property around $\bar{x}$. Then the following statements are equivalent:

(i) Inequality (4.1) has the local error bound at $\bar{x}$ with constant $\tau > 0$;

(ii) There exists $\delta > 0$ such that (4.4) holds for all $x \in bd(S_\phi) \cap B(\bar{x}, \delta)$;

(ii) There exists $\delta > 0$ such that (4.14) holds for all $x \in bd(S_\phi) \cap B(\bar{x}, \delta)$.

Given $x \in X$, we can consider the inequality $\phi_H'(x, \cdot) \leq 0$ defined by the lower Hadamard directional derivative $\phi_H'(x, \cdot)$ and study global error bounds of the inequality $\phi_H'(x, \cdot) \leq 0$; that is, there exists $\tau > 0$ such that

$$d(h, S_{\phi_H'(x, \cdot)}) \leq \tau \max\{\phi_H'(x,h), 0\} \text{ for all } h \in X, \quad (4.15)$$

where $S_{\phi_H'(x, \cdot)} := \{u \in X : \phi_H'(x,u) \leq 0\}$.

The following corollary, immediate from Theorem 4.1, shows that the local error bound of $S_\phi$ at $\bar{x}$ is, to some degree, equivalent to the global error bound of the inequality $\phi_H'(x, \cdot) \leq 0$ for all $x$ close to $\bar{x}$ with the same constant. This corollary is inspired from [57, Theorem 4.4] which studies the convex inequality defined by the Clarke directional derivative of a locally Lipschitz function and its global error bound.
Corollary 4.1 Let $\bar{x} \in S_\varphi$ and $\tau > 0$. Assume that $\text{bd}(S_\varphi) \subseteq \varphi^{-1}(0)$, $\varphi$ has the epigraphical Shapiro first order contact property at $\bar{x}$ and that $S_\varphi$ has the Shapiro first order contact property around $\bar{x}$.

(i) Suppose that inequality (4.1) has the local error bound at $\bar{x}$. Then there exists $\delta > 0$ such that for any $x \in \text{bd}(S_\varphi) \cap B(\bar{x}, \delta)$, the inequality $\varphi'_H(x, \cdot) \leq 0$ has the global error bound with the same constant.

(ii) Suppose that there exists a neighborhood $U$ of $\bar{x}$ such that $\ker \varphi'_H(x, \cdot) \subseteq T^B(S_\varphi, x)$ for all $x \in U \cap \text{bd}(S_\varphi)$. Then inequality (4.1) has the local error bound at $\bar{x}$ if and only if there exists $\delta > 0$ such that for any $x \in \text{bd}(S_\varphi) \cap B(\bar{x}, \delta)$, the inequality $\varphi'_H(x, \cdot) \leq 0$ has the global error bound with the same constant.

Proof. By the definition of the lower Hadamard directional derivative, for any $x \in \text{bd}(S_\varphi)$, one can verify that

$$ \{ h \in X : \varphi'_H(x, h) < 0 \} \subseteq T^B(S_\varphi, x) \subseteq \{ h \in X : \varphi'_H(x, h) \leq 0 \} $$

and thus the conclusions follow from Theorem 4.3. The proof is complete. $\square$

Now, we are in a position to study error bounds of a composite-convex function. We apply main results obtained above to establish primal characterizations of error bounds and give an accurate estimate of the error bound modulus in terms of Bouligand tangent cones, directional derivatives of convex functions and the Hausdorff-Pompeiu excess.

Throughout the rest of this section, we always assume that that $\mathcal{Y}$ is a Banach space, $g : \mathcal{X} \to \mathcal{Y}$ is a continuously differentiable mapping and that $f : \mathcal{Y} \to \mathbb{R} \cup \{ +\infty \}$ is a proper lower semicontinuous and convex function.

We consider the following composite-convex inequality:

$$ (f \circ g)(x) \leq 0. \quad (4.16) $$

We denote by $\mathcal{S} := \{ x \in X : (f \circ g)(x) \leq 0 \}$ the solution set of (4.16). For any given $\bar{x} \in \mathcal{S}$, we denote by $\tau(\mathcal{S}, \bar{x})$, defined as said in (4.3), the local error bound modulus of $\mathcal{S}$ at $\bar{x}$.

Theorem 4.4 Denote $S_f := \{ y \in \mathcal{Y} : f(y) \leq 0 \}$ and assume that $\text{bd}(S_f) \subseteq f^{-1}(0)$. Let $\bar{x} \in \mathcal{S}$ be such that $g(\bar{x}) \in \text{int}(\text{dom} f)$ and $g$ is metrically regular around $\bar{x}$. Then composite-convex inequality (4.16) has a local error bound at $\bar{x}$ if and only if

$$ \limsup_{x \to \bar{x}, x \in \text{bd}(\mathcal{S})} e\left( \{ h \in X : d^+ f(g(x), \nabla g(x)(h)) \leq 1 \}, \nabla g(x)^{-1}(T^B(S_f, g(x))) \right) < +\infty. $$

Further, one has the following accurate estimate for the local error bound modulus:

$$ \tau(\mathcal{S}, \bar{x}) = \limsup_{x \to \bar{x}} e\left( \{ h \in X : d^+ f(g(x), \nabla g(x)(h)) \leq 1 \}, \nabla g(x)^{-1}(T^B(S_f, g(x))) \right). $$

To prove Theorem 4.4, we need the following lemma which is of some independent interest.

Lemma 4.1 Let $\varphi := f \circ g$ and $\bar{x} \in X$ be such that $g(\bar{x}) \in \text{int}(\text{dom} f)$. Then there exists $\delta > 0$ such that

$$ \varphi'_H(x, h) = d^+ f(g(x), \nabla g(x)(h)) \quad \forall h \in X \quad (4.17) $$

holds for all $x \in B(\bar{x}, \delta)$. 

Proof. Note that \( g(\bar{x}) \in \text{int}(\text{dom} f) \) and then [47, Proposition 1.6] implies that \( f \) is locally Lipschitzian around \( g(\bar{x}); \) that is, there exist \( L, r > 0 \) such that
\[
|f(y_1) - f(y_2)| \leq L\|y_1 - y_2\| \quad \forall y_1, y_2 \in B(g(\bar{x}), r). \tag{4.18}
\]
Using the continuity of \( g \), there is \( \delta > 0 \) such that
\[
g(B(\bar{x}, \delta)) \subseteq B(g(\bar{x}), r). \tag{4.19}
\]
Let \( x \in B(\bar{x}, \delta) \) and take any \( h \in X \). Then for any \( t > 0 \) sufficiently small and \( h' \) close to \( h \), one has
\[
\frac{1}{t}[\varphi(x, th') - \varphi(x)] = \frac{1}{t}[f(g(x, th')) - f(g(x))]
= \frac{1}{t}[f(g(x) + \nabla g(x)(th') + o(t)) - f(g(x))]
= \frac{1}{t}[f(g(x) + \nabla g(x)(th') + o(t)) - f(g(x) + \nabla g(x)(th))]
+ \frac{1}{t}[f(g(x) + \nabla g(x)(th)) - f(g(x))].
\]
Using (4.18) and (4.19), for any \( t > 0 \) sufficiently small and \( h' \) close to \( h \), one has
\[
\frac{1}{t}||f(g(x) + \nabla g(x)(th') + o(t)) - f(g(x) + \nabla g(x)(th))|| \leq \frac{L}{t}||\nabla g(x)(h' - h) + o(t)|| \to 0 \quad (t \to 0^+, h' \to h).
\]
Then
\[
\liminf_{t \to 0^+, h' \to h} \frac{1}{t}[\varphi(x, th') - \varphi(x)] = \liminf_{t \to 0^+} \frac{1}{t}[f(g(x) + t\nabla g(x)(h)) - f(g(x))]
= d^+ f(g(x), \nabla g(x)(h)).
\]
This means that (4.17) holds. The proof is complete. \( \square \)

Proof of Theorem 4.4. Let \( \varphi := f \circ g \). By the metric regularity of \( g \) around \( \bar{x} \), there exist \( \kappa, \delta_0 > 0 \) such that
\[
d(x, g^{-1}(y)) \leq \kappa\|g(x) - y\| \quad \forall (x, y) \in B(\bar{x}, \delta_0) \times B(g(\bar{x}), \delta_0). \tag{4.20}
\]
Note that \( \text{bd}(S_f) \subseteq f^{-1}(0) \) and then
\[
\text{bd}(\mathcal{S}) \subseteq g^{-1}(\text{bd}(S_f)) \subseteq g^{-1}(f^{-1}(0)) = \varphi^{-1}(0).
\]
By virtue of Lemma 3.2 and Proposition 3.4, there is \( \delta \in (0, \delta_0) \) sufficiently small such that \( g^{-1}(S_f) \) has the Shapiro first order contact property on \( B(\bar{x}, \delta) \) and
\[
T^B(g^{-1}(S_f), x) = \nabla g(x)^{-1}(T^B(S_f), g(x)) \quad \forall x \in B(\bar{x}, \delta) \cap g^{-1}(S_f). \tag{4.21}
\]
This means that \( \mathcal{S} \) has the Shapiro first order contact property around \( \bar{x} \) as \( \mathcal{S} = g^{-1}(S_f) \).
Define \( \Psi : X \times \mathbb{R} \to Y \times \mathbb{R} \) as
\[
\Psi(x, r) := (g(x), r) \quad \forall (x, r) \in X \times \mathbb{R}.
\]
Then one can verify that
\[
\text{epi}(\varphi) = \Psi^{-1}(\text{epi}(f)).
\]
For any \((x,y) \in B(\bar{x}, \delta) \times B(g(\bar{x}), \delta)\) and any \(r,s \in (\varphi(\bar{x}) - \delta, \varphi(\bar{x}) + \delta)\), one has
\[
\Psi^{-1}(y,s) = g^{-1}(y) \times \{s\}
\]
and it follows from (4.20) that
\[
d((x,r), \Psi^{-1}(y,s)) = d((x,r), g^{-1}(y) \times \{s\})
\]
\[
= d(x, g^{-1}(y)) + |r - s|
\]
\[
\leq \kappa \|g(x) - y\| + |r - s|
\]
\[
\leq (\kappa + 1) \||\Psi(x,r) - (y,s)||,
\]
which implies that \(\Psi\) is metrically regular around \((\bar{x}, \varphi(\bar{x}))\). Thus, Proposition 3.4 gives that \(\Psi^{-1}(\text{epi}(f))\) has the Shapiro first order contact property at \((\bar{x}, \varphi(\bar{x}))\) and so \(\varphi\) has the epigraphical Shapiro first order contact property at \(\bar{x}\) (thanks to \(\text{epi}(\varphi) = \Psi^{-1}(\text{epi}(f))\)).

Finally, by applying Theorem 4.2 and Lemma 4.1, one can obtain the proof of Theorem 4.4. The proof is complete. \(\Box\)

The following theorem follows immediately from Theorem 4.4.

**Theorem 4.5** Suppose that \(f\) is continuous and \(\bar{x} \in \mathcal{S}\) is such that \(g\) is metrically regular around \(\bar{x}\). Then composite-convex inequality (4.16) has a local error bound at \(\bar{x}\) if and only if
\[
\limsup_{x \to \bar{x}} \{h \in X : d^+ f(g(x), \nabla g(x))(h) \leq 1\}, \nabla g(x)^{-1}(T^B(S_f, g(x))) < +\infty.
\]

Further, one has the following accurate estimate for the local error bound modulus:
\[
\tau(\mathcal{S}, \bar{x}) = \limsup_{x \to \bar{x}} \{h \in X : d^+ f(g(x), \nabla g(x))(h) \leq 1\}, \nabla g(x)^{-1}(T^B(S_f, g(x))).
\]

The following example is to show the application of Theorem 4.5 when one verifies the error bound modulus of the composite-convex inequality.

**Example 4.1.** Let \(f(y) := y - 1\) for all \(y \in \mathbb{R}\), \(g(x) := x^3\) for all \(x \in \mathbb{R}\) and \(\bar{x} := 1\). We consider the composite-convex inequality:
\[
(f \circ g)(x) \leq 0.
\]
Then one can verify that \(\mathcal{S} = S_f = (-\infty, 1], T^B(S_f, g(\bar{x})) = (-\infty, 0]\) and
\[
\{h : d^+ f(g(\bar{x}), \nabla g(\bar{x}))(h) \leq 1\} = (-\infty, \frac{1}{3}].
\]
This implies that
\[
\limsup_{x \to \bar{x}} \{h \in X : d^+ f(g(x), \nabla g(x))(h) \leq 1\}, \nabla g(x)^{-1}(T^B(S_f, g(x))) = \frac{1}{3},
\]
Hence Theorem 4.5 implies that \(\mathcal{S}\) has a local error bound at \(\bar{x}\) and moreover \(\tau(\mathcal{S}, \bar{x}) = \frac{1}{3}\). \(\Box\)

Finally, we give an example to show the local error bound may not be satisfied if the metric regularity assumption is dropped in Theorem 4.5.
Example 4.2. Let \( f(y) := y \) for all \( y \in \mathbb{R} \), \( g(x) := x^3 \) for all \( x \in \mathbb{R} \) and \( \bar{x} := 0 \). We consider the composite-convex inequality:

\[
(f \circ g)(x) \leq 0.
\]

Then \( \mathcal{S} = S_f = (-\infty, 0] \), and one can verify that \( g \) is not metrically regular at \( \bar{x} \) since \( \forall g(\bar{x}) = 0 \) is not surjective. However, for any \( x > 0 \) sufficiently small, one has

\[
\frac{d(x, \mathcal{S})}{f(g(x))} = \frac{x}{x^3} \to +\infty, \text{ as } x \to 0^+.
\]

This means that \( \mathcal{S} \) has no local error bound at \( \bar{x} \), and thus the conclusions in Theorem 4.5. do not hold.

Acknowledgements. The authors are very grateful to the anonymous reviewers for their suggestions and comments that improved the presentation of this paper.

5 Conclusions

This paper is to establish primal characterizations of error bounds for a composite-convex inequality (that is defined by a composition of a convex function with a continuously differentiable mapping). To this aim, several primal necessary and/or sufficient conditions for a general inequality, under the assumption of Shapiro contact property, are given in terms of Bouligand tangent cones, directional derivatives and the Hausdorff-Pompeiu excess. Then it is proved that the composite-convex inequality satisfies the Shapiro contact property at the given point where the continuously differentiable mapping is metrically regular and thus primal characterizations of error bounds can be obtained. Our works actually extend the existing primal results on error bounds for the convex inequality to the non-convex case. The future work would be to investigate a broader class of non-convex inequality for which these primal results on error bounds are valid.
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