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ABSTRACT
It is important to learn joint embedding for 3D shapes and text in different shape understanding tasks, such as shape-text matching, retrieval, and shape captioning. Current multi-view based methods learn a mapping from multiple rendered views to text. However, these methods can not analyze 3D shapes well due to the self-occlusion and limitation of learning manifolds. To resolve this issue, we propose a method to learn joint embedding of point clouds and text by matching parts from shapes to words from sentences in a common space. Specifically, we first learn segmentation prior to segment point clouds into parts. Then, we map parts and words into an optimized space, where the parts and words can be matched with each other. In the optimized space, we represent a part by aggregating features of all points within the part, while representing each word with its context information, where we train our network to minimize the triplet ranking loss. Moreover, we also introduce cross-modal attention to capture the relationship of part-word in this matching procedure, which enhances joint embedding learning. Our experimental results outperform the state-of-the-art in multi-modal retrieval under the widely used benchmark.

CCS CONCEPTS
• Computing methodologies → Visual content-based indexing and retrieval; Learning latent representations.
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1 INTRODUCTION
Large 3D models with rich details have been available for 3D deep learning research and applications [3, 31]. Beyond 3D shapes themselves, text descriptions provide additional information, and make people convenient to retrieve and use these massive 3D models. However, it is hard to jointly understand 3D shapes and text at the same time due to the different modalities, which makes it challenging to represent both of them in a common semantic space.

The state-of-the-art methods aim to map different 3D representations into a learned joint embedding space with text, such as voxel grids [4] and multiple views [12, 13]. However, both voxel grids and multiple views make these methods struggle to improve the ability of joint understanding of shapes and text, due to the lack of shape information caused by low-resolution of voxel grids and self-occlusion in multiple views.

Learning a joint embedding of 3D shapes and text is a promising solution to overcome this challenge. However, due to the different representation of 3D shapes, such as existing methods that leverage voxel grids [4] and multiple views [12, 13], it is hard to learn an expressive embedding of 3D shape, because of the lack of 3D information caused by low-resolution of voxels and self-occlusion in multiple views, which will directly lead to the unsatisfactory joint understanding of shapes and text.

To resolve this issue, we propose a point-based multi-modal alignment network to learn the joint embedding of point clouds and text. To leverage more local shape information, our network...
is trained to match parts on point clouds to words in sentences. Specifically, we first learn segmentation prior to segment point clouds into parts. Then, we map parts and words into an optimized space, where the parts and words can be matched with each other. In the optimized space, we represent a part by aggregating features of all points within the part, while representing each word with its context information, where we train our network to minimize the triplet ranking loss. Moreover, we also introduce cross-modal attention to capture the relationship of part-word in this matching procedure, which enhances joint embedding learning. Experimental results show that our method can significantly improve the shapes and text understanding ability. Our contributions are listed below:

- We propose a novel network framework for the matching of text description of 3D shapes based on points with the features of semantic segmentation.
- Comparing with the existing methods, our proposed network achieves SOTA results for matching 3D shapes with text description on various evaluation metrics.
- We demonstrated retrieval and visualization results to further illustrate the effectiveness of our proposed network.

2 RELATED WORK
We review work in related areas such as multi-modal representation learning of shapes and text, deep learning of 3D point clouds and text related matching tasks.

2.1 Joint embedding of 3D shapes and text
In a recent pioneering work, Chen et al. [4] introduce a novel 3D-Text cross-modal dataset by annotating each 3D shape from ShapeNet [3] with neural language description. In order to understand the inherent connections between text and 3D shapes, they employ CNN+RNN and 3D-CNN to extract features from freeform text and 3D voxelized shapes respectively. It uses full multi-modal loss to learn the joint embedding and calculate similarity between both modal features. However, due to the complexity of computational 3D convolutions, it is hard to generalize this model to high-resolution. To resolve this issue, Han et al. [13] propose Y2Seq2Seq, which is a view-based method, to learn cross-modal representations by joint reconstruction and prediction of view and word sequences. Although this method can extract texture information from multiple rendered views by CNN and acquire global shape representation by RNN, it ignores local information aggregation such as part-level features of 3D shapes, which proves to be useful for 3D-Text task. To take a step further, Han et al. [12] propose to detect shape parts on 2D rendered images, but it is still struggling to fully understand 3D shapes due to the inaccurate boundaries and self-occlusion. Differently, our method directly learns from point clouds sampled from shapes, which could better preserve the intrinsic 3D properties, and therefore obtains more discriminative features.

2.2 Point-based 3D deep learning
Point clouds have been an important representations of 3D shapes due to its simplicity and compactness. PointNet [32] and PointNet++ [33] are the pioneer works to understand this kind of irregular data. After that, lots of studies [27, 39] are proposed to improve the interpretability of network for point clouds in different tasks, such as segmentation [28, 29, 37], classification [28, 29, 37], reconstruction [9, 11, 14, 18], completion [15, 16, 38]. Besides, the learned deep features of a single point or the whole shape could also be applied to 3D shape based cross-modal applications, for example, shape-to-text matching in our case. In detail, we learn a segmentation prior to segment point clouds into multiple parts, the point-level features of parts will be further aggregated and then matched with words from text.

2.3 Image-text matching
Image-text matching task allows image or text to mutually find the most relevant instance from the multi-modal database. Most existing methods can be roughly categorized into two types: global matching methods and regional matching methods.

Global matching methods aim to extract the global representation from both images and texts, and then calculate the similarity score. Kim et al. [24] force image and text to be mapped to the same embedding space by optimizing pairwise ranking loss. Faghri et al. [8] try to improve the performance by exploiting the hard negative mining strategy during training. Chen et al. [5] train models by a combination of online triplet loss and offline quintuplet loss. Zhang et al. [42] propose a CMPM loss and a CMPC loss to learn a discriminative image-text embedding. The key of these works is to use different loss functions to project image and text into the same embedding space. Besides, Wang et al. [35] and Gu et al. [10] use generative model to learn textual-visual feature embedding in a common representational space.

Regional Image-Text Matching first extract image region representation from existing detectors and then take latent visual-semantic correspondence at the level of image regions and words into consideration. Karpathy et al. [21, 22] propose visual semantic matching through inferring their inter-modal alignment, these methods first detect object regions and then acquire the region-word correspondence, finally aggregate the similarity of all possible pairs of image regions and words in sentence to infer the global image-text similarity. Inspired by [1], SCAN [25] takes a step towards attending to important image regions and words with each other as context for inferring the image-text similarity. Recently, some works [6, 17, 20, 26, 36, 40] attempt to improve SCAN and try to achieve better performance.

3 OUR METHOD
Inspired by the framework of SCAN [25], we introduce a cross-attention mechanism to learn the joint embedding of 3D shapes and text by matching parts from shapes to words from sentences. Note that, compared with ShapeCaptioner [12] which learns the regional representation from multi-view images, our method directly utilizes point clouds as the intermediate representation of 3D shapes, and learns deep embedded features of 3D parts obtained by point cloud segmentation, which is a key difference from previous methods.

**Overview.** We design a network to complete the 3D shape-text matching task, as shown in Figure 2. The proposed network includes three modules: shape encoder, text encoder, and matching module. To encode a 3D shape , we use a pre-trained segmentation network to obtain the intermediate representation of each sampling
point on the input surface model. Then, we aggregate these representations to extract the part embedding $\mathcal{P} \in \{p_1, p_2, ..., p_k\}$ of the input shape $S$. For the text encoder, we use the Bi-directional Gate Recurrent Unit (GRU) to learn context sensitive embedding $\mathcal{W} \in \{w_1, w_2, ..., w_m\}$ of each word in the sentence $\mathcal{T}$. To achieve the matching between $\mathcal{P}$ and $\mathcal{W}$, we employ an alignment-based matching module, which uses cross attention to align parts with words and acquire similarity score. The module contains a pair of symmetrical formulations, shape-text and text-shape, to achieve the matching of parts with words.

3.1 Shape Encoder

Our shape encoder extracts the embedding of parts on each input shape by aggregating the features of corresponding points on the segmented parts, as shown in Figure 3. We firstly feed $S$ to a pre-trained point-based segmentation network (using PointNet [32] in our case) to extract the features of each point. Besides the coordinates, we also incorporate the color information of each point in the shape encoder. Then, we concatenate the outputs $f^1, f^2, f^3$ of the last three layers of PointNet to form the embedding of parts, which includes the information from the different semantic hierarchies. Moreover, we also concatenate the color representation color of the input shape to leverage the color information. We ignore the part which contains less than 25 points, and limit the number of segmented parts is not larger than $\kappa$ for each input shape. Then, we feed the aggregated features and part segmentation information into a Group Average Pooling layer to extract the part embedding $\mathcal{P}$ of each part.

3.2 Text Encoder

For the text encoder, we use Bi-directional GRU to extract the context-sensitive word embedding $\mathcal{W}$. Each text description $\mathcal{T}$ is first represented by the embedding of each single word in the sentence through a word embedding layer, where the embedding of each single word is also simultaneously learned with other parameters in the network. Then, we encode the context of each single word in the bi-directional GRU. For the forward GRU, the hidden state at position $i$ can be calculated from the word embedding at position $i$ and the hidden state at position $i-1$. Similarly, for the reverse GRU, the hidden state at position $i$ is calculated from the word embedding at position $i$ and the hidden state at position $i+1$. Finally, the context-sensitive word embedding is obtained by the averages of the hidden states in the two directions.

3.3 Matching

Shape-Text matching module matches the input 3D shape $S$ and text $\mathcal{T}$ by the part embedding $\mathcal{P}$ and context-sensitive word embedding $\mathcal{W}$ respectively extracted by our shape encoder and text encoder. Note that the part embedding first needs to go through a single fully connected layer to ensure that it has the same dimensions as the word embedding. Then, we introduce cross attention to compute two symmetrical formulations: Shape-Text matching score, and Text-Shape matching score.

For the Shape-Text matching, we firstly use cross attention to build the relationship between parts and words. We compute cosine similarity between $\mathcal{P}$ and $\mathcal{W}$ to obtain the attention matrix $M^4$, and use LeakyReLU to weaken the impact of negative values, as shown...
in Eq. (1). Then, the attention matrix $M'$ is normalized by part-wise L-2 normalization in Eq. (2) and word-wise $\lambda$-softmax function in Eq. (3), where $\lambda$ is the inverted temperature of the softmax function [7]. After that, we multiple the normalized attention matrix $M'$ and context-sensitive word embedding $W$ to obtain the attention sentence embedding $E$ corresponding to each shape part in Eq. (4).

$$M'_{ij} = \text{LeakyReLU} \left( \frac{P_i^T W_j}{\|P_i\| \|W_j\|} 0.1 \right), \quad i \in [1, k], \; j \in [1, m] \quad (1)$$

$$M''_{ij} = \frac{M'_{ij}}{\sqrt{\sum_{i=1}^{k} \left( M'_{ij} \right)^2}} \quad \text{(2)}$$

$$M''_{ij} = \frac{\exp \left( \lambda_1 M''_{ij} \right)}{\sum_{j=1}^{m} \exp \left( \lambda_1 M''_{ij} \right)} \quad \text{(3)}$$

$$E_i = \sum_{j=1}^{m} M''_{ij} W_j \quad \text{(4)}$$

Finally, we calculate the cosine similarity between $P$ and $E$ to represent the relationship between parts and sentences in Eq. (5). And the final Shape-Text similarity score is obtained through the LogSumExp pooling, as shown in Eq. 6.

$$R (p_i, e_i) = \frac{P_i^T e_i}{\|P_i\| \|e_i\|}, \quad i \in [1, k] \quad \text{(5)}$$

$$S_{\text{LSE}}(S, T) = \log \left( \sum_{i=1}^{k} \exp \left( \lambda_2 R (p_i, e_i) \right)^{(1/\lambda_2)} \right) \quad \text{(6)}$$

Similarly, the Shape-Text matching score $S_{\text{LSE}}(T, S)$ can be calculated by reversing the embedding of parts and words.

### 3.4 Objective Function

We use paired ranking loss in our objective function, as shown in Eq. (8). To facilitate the network to better converge and avoid getting into collapsed model, we employ the semi-hard negative sampling mining strategy [34]. Specifically, for a positive sampling pair $(S, T)$, we select the hardest negative sampling pair $(\hat{S}_{\text{semi}}, \hat{T}_{\text{semi}})$ which has a smaller similarity score than $(S, T)$, and calculate the triple loss for the input shape and text respectively. Similarly, the triplet loss between the sampling pair $(T, S)$ can also be calculated in the same way. The triplet loss for both pairs of $(S, T)$ and $(T, S)$ is defined below, here $\alpha$ is a margin that is enforced between positive and negative pairs.

$$L(S, T) = \left[ \alpha - S_{\text{LSE}}(S, T) + S_{\text{LSE}}(S, \hat{T}_{\text{semi}}) \right]^+ + \left[ \alpha - S_{\text{LSE}}(T, S) + S_{\text{LSE}}(\hat{T}_{\text{semi}}, T) \right]^+ \quad \text{(7)}$$

$$L(T, S) = \left[ \alpha - S_{\text{LSE}}(T, S) + S_{\text{LSE}}(\hat{T}_{\text{semi}}, T) \right]^+ + \left[ \alpha - S_{\text{LSE}}(S, T) + S_{\text{LSE}}(S, \hat{T}_{\text{semi}}) \right]^+$$

In summary, we train our network by minimizing the following loss function, where $\beta$ is a balance weight and we set $\beta = 1$ in all our experiments.

$$L = L(S, T) + \beta L(T, S) \quad \text{(8)}$$

### 4 EXPERIMENTS

We conducted comparison experiments to evaluate the performance of our proposed network on widely used benchmarks. We first introduce the benchmark [3, 4, 31], evaluation metric as well as the parameter setting of our proposed network, then we report the comparison results with the SOTA methods. We also show the results of ablation studies to explain the design of our proposed network. Finally, we explore the relationship between parts and words by visualizing the attention learned in our network.

**Dataset and metrics.** We evaluate our proposed network on 3D-Text cross-modal dataset [4]. However, this dataset does not
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Figure 4: Results of our proposed network on the S2T and T2S retrieval tasks. In each case, the corresponding ground-truths are marked in red.

include 3D point clouds and the segmentation prior. To resolve this challenge, we employed two additional datasets, ShapeNet [3] and PartNet [31], which share the same 3D models. ShapeNet [3] contains different 3D representations, including point clouds with color, but no segmentation annotation. PartNet [31] contains fine-grained, instance-level, and hierarchical 3D part information which is manually annotated. However, the PartNet does not contain color information of 3D point clouds. To leverage the color information of 3D point clouds and the part segmentation annotation at the same time, we perform point cloud registration [2] on both point cloud models make an alignment, then we annotate segmentation labels on the point clouds of ShapeNet by the nearest annotated neighbor points on PartNet. Finally, We use 11498 3D shapes for training and 1434 3D shapes for testing contains chairs and tables. Each 3D shape has an average of 5 text descriptions.

For the evaluation metrics, we employ recall rate (RR@$k$) and NDCG [19] to conduct quantitative evaluation.

Parameter Setting. We train the two networks (segmentation network and matching network) separately on the same dataset. For the point cloud segmentation network, 2500 points are randomly sampled from point clouds with 10000 points to represent a shape. For training, Adadelta [41] is used as the optimizer, the batch size is set to 32, the learning rate is set to 0.01, and the training epoch is 300. In the matching network, with comparison experiments, we set

1. a transparent plastic chair which have round back and trapezium shape seat and have arm and fine leg.
2. a grey chair , make with an oval back and arm rest.
3. this be a grey metal arm chair with four leg.
4. the chair be grey and have space in between the piece , the material be plastic.
5. an old fashion dinner chair , white with a cushion seat and create back and arm rest.

1. an arm less black chair with four leg have plain sitting and curved top back.
2. this be a black chair with hole in the seat . this chair appear to be plastic and all black with four leg and a support at the seat back with opening on each side of where a person’s shoulder would rest.
3. a simple looking black plastic chair be good for outdoor.
4. black wooden , plastic or metal chair.
5. a black chair that appear to be cover in a lightweight black material , have a partial wrap around back , no arm , front curve down toward to front leg.

1. red bucket type chair with red UNK in foot rest.
2. a circular red chair with a small round base , the red chair have minimal padding and the inner seat base be black in color.
3. dome shape red colored soft chair with round base.
4. rounded red chair with off - white stripe towards bottom of back , on back off - white crown small off - white outline on seat is leg solid.
5. a spherical shape chair with red color cushion inside , the leg be circular in shape.

1. a blue and black wooden table with glass top and four gray thick wooden leg with glass center.

1. a simple looking black plastic chair be good for outdoor.

1. a tall round brown table be simple with a unique design at top.

1. this be a rectangular table , minimalist with wooden top , the four leg be standard , gray , under the wooden top be a clear glass or plastic shelf that be slightly small than the wooden top.

1. it be red and make out of metal and have a foot rest with it.

1. a wooden table you would set in the middle of your living room it be brown.
the max number $k$ of parts on each shape as 5, and the dimension of part embedding we feed into the matching module as 1024. we set the dimension of word embedding to 300 and the hidden state dimension to 1024, which is consistent with \[12, 13\]. We also use the vocabulary of 3587 unique words and a single layer bi-directional GRU as the text encoder. For the loss function, we adopt semi-hard negative mining strategy, and the margin $\alpha$ of triplet ranking loss is set to 0.2. For training, we use the Adam \[23\] optimizer and set the learning rate to 0.001.

### 4.1 Comparison with SOTA methods

Table 1 presents the quantitative results on ShapeNet where our method outperforms the existing approaches \[4, 13\] in all measures. To compare the local part information with the global shape information, we designed an end-to-end model, which simply uses PointNet as the point cloud global feature encoder, Bi-GRU as the text encoder, and also uses semi-hard negative mining triplet ranking loss to train the network. We also take different formulation of cross attention into consideration, where S-T represents Shape-Text formulation, T-S represents Text-Shape formulation, and T-S + S-T represents the average of two predicted similarity scores. Our results experimentally demonstrate that our method achieves significantly better performance than the end-to-end method using global information. Compared with the state-of-the-art methods, our best RR@1 is almost one time better than the results of Y2Seq2seq in both shape-to-text retrieval and text-to-shape retrieval task.

![Table 1: Retrieval results on Text2Shape dataset (ShapeNet subset) compared with the state-of-the-art methods.](image)

The examples of T2S and S2T retrieval results are shown in Figure 4. For the S2T retrieval task, our proposed model is employed to retrieve the top-5 matched sentences. Symmetrically, for the T2S retrieval task, our proposed network is employed to find the top-5 matched 3D shapes. In this figure, we mark the ground-truth text descriptions of the corresponding shapes in red.
4.2 Ablation Study

We first explore the impact of part embedding extracted under different segmentation granularities on the matching model. The PartNet dataset contains hierarchical segmentation annotation of 24 object categories. Meanwhile, for the text-3D shape matching task, we only need the object and segmentation labels of the two categories of chair and table. Therefore, we can obtain semantic segmentation annotations of 17, 72, and 90 categories from coarse level to fine-grained level part semantic segmentation, respectively. In addition, we also created a 44-category semantic segmentation annotation by merging too detailed semantic parts. We employ PointNet to learn the part segmentation model from these four segmentation granularities $m, m \in \{17, 44, 72, 90\}$. As shown in Table 2, we can find that the part embedding obtained from the 44-category segmentation model achieves the best results on the matching task. Through the results of the above experiments, we believe that the predicted segmentation results will become inaccurate, and many segmentation parts are redundant for matching when we employ fine-grained level part segmentation annotation. When using coarse level part segmentation, the learned segmentation network has more accurate segmentation results, but the obtained part embedding will ignore the details corresponding to the shape caption. Therefore, we need to find a balance between the accuracy and the semantic abundance of the segmentation model. In the following, we set the $m$ to 44.

Next, we explore the impact of different negative sample learning strategies based on triplet ranking loss on retrieval. As shown in Table 3, we compared three strategies: basic strategy, hardest negative mining, and semi-hard negative mining. The basic strategy (Triplet Loss) averages over all the triplet ranking loss of each negative pair in a mini-batch. The hardest negative mining strategy (HNM) only focuses on the triplet ranking loss of the hardest negative pair, and the semi-hard negative mining (Semi-hard) selects the negative sample pair which does not exceed the score of the positive sample pair in a mini-batch. Our experimental results show that the semi-hard negative mining strategy achieves better performance in all metrics.

Table 4 shows the effectiveness of our proposed part aggregation operation. We experimentally prove the necessity of explicitly adding color information by comparing the matching results with part color concatenated to part embedding. We improve NDCG@5 about 1.13 and 1.54 separately in S2T and T2S tasks after explicitly using color information. The results indicate that we should to explicitly concatenate the color information of each part to part embedding, although the point color is involved as a part of the input of the segmentation network. Besides, to compare the performance of our aggregation with the embeddings of different hierarchies, we attempt to replace the concatenated embedding with the feature of the last fully connected layer. For a fair comparison, color information is also explicitly added to the part embedding. The result shows that the NDCG@5 with our aggregation improves 0.91 and 1.66 in the S2T task and T2S task, respectively. We also compare the max pooling with the mean pooling, the results show that mean pooling can slightly improve Recall@1 in S2T and T2S tasks.

4.3 Visualization

To interpret our proposed network, we visualize the intermediate results of cross attention matching module, as shown in Figure 6. Given pair of shape and text, we use our proposed Part2Word matching model to acquire the attention weight between parts and words. The correlation between each word of the input text and each part of the input shape is visualized by controlling their transparency using the corresponding attention weights. A visualization example is shown in Figure 6. The chair first is divided into 5 parts by trained part segmentation network, and then we use the Part2Word model to calculate the attention weights. By analyzing the visualization results, we can find the black seat part matches word "black" and "seat" in the sentence well, and the part of yellow and black rest also attend the words "yellow", "black" and "rest". Besides, the attention weight between the part of blue legs and the word "blue" obtained the highest score.
5 LIMITATION
Although our experimental results demonstrated the proposed network is significantly better than the existing networks, this is the baseline of the point-based matching network since we use PointNet segmentation network to extract the part embedding. The performance can be improved greatly by using other advanced point-based networks. For the ShapeNet dataset, we found they have color problems on a large number of point cloud data, as shown in Figure 7. The color of points is not correct, it may be caused by data processing mistakes. Therefore, noise information is involved in our network and affected our final results. Finally, comparing with multi-views based approaches, the point-based method should carefully distinguish the difference between the original color of points and rendered color of them. And the sparse sampling points may hard to exactly represent the surface color because of the highlights and shadows, according to different rendering environments.

6 CONCLUSION
We introduce a method to learn joint embedding of 3D point clouds and text. Our method successively increases the joint understanding of 3D point clouds and text by learning to match 3D parts to words in an optimized space. We obtain the 3D parts by leveraging a 3D segmentation prior, which effectively resolves the self-occlusion issue of parts that suffers current multi-view based methods. We also demonstrate that matching 3D parts to words is a good way to merge different modalities including 3D shapes and text in a common space, where the proposed cross-modal attention is also justified to effectively capture the relationship of part-word in this matching procedure. Experimental results show that our method outperforms other state-of-the-art methods.
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