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ABSTRACT

Alzheimer's patients gradually lose their ability to think, behave, and interact with others. Medical history, laboratory tests, daily activities, and personality changes can all be used to diagnose the disorder. A series of time-consuming and expensive tests are used to diagnose the illness. The most effective way to identify Alzheimer's disease is using a Random-forest classifier in this study, along with various other Machine Learning techniques. The main goal of this study is to fine-tune the classifier to detect illness with fewer tests while maintaining a reasonable disease discovery accuracy. We successfully identified the condition in almost 94% of cases using four of the thirty frequently utilized indicators.
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1. INTRODUCTION

Alzheimer's disease causes brain atrophy and cell death. In Alzheimer's disease, a person's mental, behavioral, and social skills gradually deteriorate, impairing their capacity to operate independently. This disease affects around 5.8 million persons in the USA [5]. The incidence of Alzheimer's disease is estimated to be between 60% and 70% among the approximately 50 million individuals worldwide who have dementia. People living with Alzheimer’s often forget prior events. When memory loss is severe, everyday chores become impossible. Alzheimer's disease results in symptoms other than dementia, such as self-harming behavior, increased susceptibility to infections, including pneumonia, poor balance, injuries from falls, and difficulty controlling bowel and bladder function. 1 in 3 elders dies from Alzheimer's disease. Alzheimer's disease and prostate cancer increase the risk of death in the elderly [6]. Between 2000 and 2019, the mortality rate from Alzheimer's disease quadrupled, whereas heart disease, the leading cause of death, decreased. Seniors with Alzheimer's are twice as likely to pass away before age 80 as seniors without the condition at age 70. Alzheimer's disease affects 4 to 8% of persons aged 65 and older; however, some survive for up to 20 years after being diagnosed. Alzheimer's is the 6th most significant cause of death [3] [4]. With more patients, Alzheimer's has gained relevance,
leading to more excellent studies. Another research used MRI image data and blood-based protein biomarkers to improve sickness detection. We used no-imaging data.

The Random-forest [RF] [1], [2] classifier will be utilized to build an Alzheimer's Machine Learning [8] model. First, we'll look for discrepancies in the data and repair them using the miss-forest [MF] [9] algorithm. We'll also try using the PCA approach to see which way is the most accurate. We'll fine-tune all relevant parameters in both circumstances to increase our model's accuracy. Later, we'll use Boruta [7] and the Dalex library [7] to look at features for feature selection. Our primary goal is to limit the number of tests that can be skipped.

2. DATASET DESCRIPTION

The Australian Alzheimer's Disease Neuroimaging Initiative (ADNI) has primarily focused on the Australian Imaging Biomarkers and Lifestyle Study of Aging (AIBL). The dataset of our study came from ADNI. The AIBL study team obtained data for an independent test. The AIBL non-imaging dataset has 862 persons tested at the beginning and stored their data as baseline (BL). Afterward, 400, 184, and 100 people registered for M18, M36, and M54 tests. The data comprised demographics (2), medical history (10), ApoE genotype (1), psychological/functional assessments (4), blood tests (12), and clinical diagnoses (1). The study's participants varied in age from 55 to 96. Despite the inconsistencies, no null data was found. Before data processing, we handled the class imbalance problem in the dependent variable class.

3. METHODOLOGY

Only clinical and cognitive datasets were used in this experiment. Separate files held the data. Inconsistent data made validating it difficult. First, we inspected each file and compared it to the data outline. This project's GUI was R Studio. R studio 2021.09.2 Build 382 and R 4.1.2. All the datasets were imported into R Studio as one file. We added a new feature, "age" to the dataset, which calculates the patient's age by subtracting birthdate from the exam date. We replaced any incorrect data with NA. We used Missforest [366] to regenerate the wrong data fields. 100 ntrees with ten iterations were used as Missforest variables. Default mtry was used for feature-based categorization. Superfluous columns, including personal information, were removed. After preprocessing the data, we split it 70/30 for training and testing. After preprocessing the data, we split it 70/30 for training and testing. AIBL data classified as HC⇒Healthy Control, MCI⇒Mild Cognitive Impairment, and AD⇒Alzheimer's disease. This study compared HC versus Non-HC (combining MCI and AD). Later, we checked class equality in the training dataset's dependent variable field. One class had 862 instances, and another had 320. To balance classes, we generated more synthetic data with SMOTE [10]. We used training data for all analysis and model construction, which were later tested and evaluated with the test data.

4. MODEL PREPARATION

We constructed three unique models and fine-tuned them to attain the highest accuracy. First, we built a Random Forest classification model. This method of supervised learning may be utilized for both classification and regression. Our experiment is a kind of supervised classification. As is often understood, more trees (ntree) [1] make a more robust Random forest. It also creates decision trees from data samples and votes on the best. By averaging or integrating the outcomes of several decision trees, it prevents overfitting (mtry) [2]. Random forests are incredibly adaptable. No data scaling is required for the random forest. It is accurate even when data is not scaled. The Random Forest technique retains excellent accuracy even when substantial amounts of data are missing. Initially, we used 500 trees (ntree) without mtry optimization; afterward, we
experimented with increasing the number of mtry and determined that mtry=5 was the ideal combination for this data. The results are detailed below. Then we used Random Forest with ntree=500 and 50 permutations of the Dalex library to assess feature significance. We used the Boruta approach with ntree=500 to investigate feature selection. After 20 rounds, we observed that just two features (neurologic and hepatic medical history) negatively impacted our prediction model's accuracy, while the others were essential. We ran the tests twice, once with scaled data and later without. Original data performed better than scaled data, as shown in Table 1.

![Figure 1. Tuning the Random Forest classifier for increased accuracy (increasing mtry) until OOB increases. The red curve in the rf plot denotes the Error for class 0, whereas the green curve denotes the Error for class 1. The black curve represents the OOB error.](image-url)
Figure 2. Model tweaking continued until the forecast accuracy rate increased. Tuning ceased when the test data accuracy rate dropped.

Figure 3. Receiver-Operating-Characteristic-(ROC)-curve-after-tuning.

Figure 4. Using Dalex to measure features’ importance.
We built two classifier models using PCA. One used a predictor variable, and the other PCs. We tested the classifier's prediction accuracy by varying the number of PCs. We studied the trade-offs of adding PCs. In this experiment, PC=10 did better, with PC=28 being the best. In the last section, we created three classifier models of RF and tested their performance using medical history, neuropsychology evaluations, and blood analyses.
PCA Classifier performance on various PCs

Figure 7. Classifier performance over a different number of PCs.

5. EVALUATION OF RESULTS

The diagnosis of Alzheimer’s disease is our goal. Even if there is some uncertainty, it is always better to report the finding of an illness since it gives you a chance to take preventative action. Although both false-positive and false-negative outcomes are unexpected, false-positive is preferred over false-negative. We evaluated our classifier’s performance using a confusion matrix. We computed accuracy, precision, and recall in this section. While accuracy is a more relevant metric for determining classifier performance, precision is equally critical. The performance score classifiers are shown in Table 1 from untuned to tuned.

Table 1. Classifier performance table

| Classifier                        | Data type | Accuracy | Precision | Recall |
|-----------------------------------|-----------|----------|-----------|--------|
| Not tuned RF classifier           | Scaled data | 93.87    | 93.77     | 97.74  |
| Tuned RF classifier               | Scaled data | 94.27    | 94.31     | 97.75  |
| After feature selection with Dalex & Boruta | Scaled data | 93.87    | 93.77     | 97.74  |
| Not tuned RF classifier           | Original data | 95.65    | 97.02     | 97.02  |
| Tuned RF classifier               | Original data | 96.05    | 97.29     | 97.29  |
| After feature selection with Dalex & Boruta | Original data | 95.45    | 97.02     | 96.76  |
We tested the random forest classifier with both scaled and unscaled data. Unscaled data was more accurate and precise than scaled data. Scaled data improves recall scores. Precision and accuracy are more important than recall. Table 2 shows performance score change using scaled data instead of unscaled data in classifier models.

Table 2. Assessment scores difference after scaling of classifier models

| Classifier                          | Accuracy | Precision | Recall |
|------------------------------------|----------|-----------|--------|
| After feature selection with Dalex & Boruta | -1.58    | -3.25     | 0.98   |
| Tuned RF classifier                | -1.78    | -2.98     | 0.46   |
| Not tuned RF classifier            | -1.78    | -3.25     | 0.72   |

Figure 8. Performance graph for classifier models

Figure 9. Classifier performance difference after scaling
We evaluated model performance on a particular data set. We discovered that we could utilize just Neuropsychology assessment data (clinical dementia rating, mini-mental state exam, logical memory immediate recall, and logical memory delayed recall test data) to get up to 93.68 percent accuracy and 95.66 percent precision. The performance score is shown in Table 3.

Table 3. Classifier performance over the specific datasets

| Classifier based on         | Accuracy | Precision | Recall  |
|----------------------------|----------|-----------|---------|
| Medical history            | 67.79    | 71.54     | 81.99   |
| Neuropsychology assessments| 93.68    | 95.66     | 95.66   |
| Blood analyses & ApoE genotypes | 66.60    | 76.42     | 77.47   |

Figure 10. Neuropsychology assessment data set can get a satisfactory prediction rate.

6. CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK

Our data collection for the diagnosis of Alzheimer's disease was painstakingly designed and constructed by subject matter specialists. In addition, the results of our machine learning experiments indicated that practically all the features in the dataset are nearly weighted the same way in terms of how important they are. To reach the highest level of accuracy, we could only remove two test result columns from the prediction model. Even using PCA-based categorization, we are required to use more PCs than is typical for datasets of a similar size. After various tuning and testing, it was possible to conclude that we could obtain a respectable level of prediction accuracy and precision by concentrating on only neuropsychological tests, that is, four out of thirty tests. Although the dataset comprises three classes, we restricted our experiment to two classes to accommodate all identified and potential disease cases in our experiment. In the future, there is space to research further, considering three classes.
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