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Abstract. In the first part of the paper, we consider a discrete-time stochastic control system. We show that, under certain conditions, the set of random occupational measures generated by the state-control trajectories of the system as well as the set of their mathematical expectations converge (as the time horizon tends to infinity) to a convex and compact (non-random) set, which is shown to coincide with the set of stationary probabilities of the system. In the second part, we apply the results obtained in the first part to deal with a hybrid system that evolves in continuous time and is subjected to abrupt changes of certain parameters. We show that the solutions of such a hybrid system are approximated by the solutions of a differential inclusion, the right-hand side of which is defined by the limit occupational measures set, the existence and convexity of which is established in the first part of the paper.

1 Introduction

In the first part of this paper, we consider a discrete-time stochastic control system. We show that, under certain conditions, the set of random occupational measures generated by the state-control trajectories of the system as well as the set of their mathematical expectations converge (as the time horizon tends to infinity) to a convex and compact (non-random) set, which is shown to coincide with the set of stationary probabilities of the system.

In the second part of the paper, we use results obtained in the first part to deal with a hybrid system that evolves in continuous time and is subjected to abrupt random changes of certain parameters. The changes of the parameters are synchronized with and controlled by a discrete-time stochastic control system. The controls and states of the latter change their values at the time moments $t_l = l\epsilon, l = 1, 2, \ldots$ where $\epsilon$ is a small positive parameter. That is, the systems’ parameters change their values frequently (the smaller the $\epsilon$, the higher the frequency). We show that the solutions of such a hybrid system are approximated by the solutions of a differential inclusion, the right-hand side of which is defined by the limit occupational measures set, the existence and convexity of which is established in the first part of the paper. We also indicate the way how a near-optimal control of the hybrid system can be constructed on the basis of an optimal solution of the differential inclusion.

Dynamical systems, in which the state variables evolve in different time scales (so that some of the state variables can be considered to be slow or fast with respect to others) are often modelled with the help of differential equations that contain a small perturbation parameter (or parameters) near some of the derivatives. This parameter is called a singular perturbation parameter (SPP), and the systems containing such a parameter are called singularly perturbed.
Problems of control of SP systems appear in multiple applications, and ways of dealing with them have been discussed extensively in the literature (see surveys [18], [31], [34], [43] and also more recent works [20], [25], [26], [27], [40] as well as references therein). One of the most common approaches to SP systems is based on the equating of the SPP to zero. Being very efficient in dealing with many important classes of optimal control problems (see, e.g., [11], [28], [32] and [18], [19], [30], [39] for results in the stochastic and deterministic settings, respectively), it may not lead to a good approximation of the optimal solution (see examples in [6], [13], [22], [33]). In fact, the validity of this approach is related to the validity of the hypothesis that the optimal control is in some sense slow and that the fast state variables converge rapidly to their steady states and remain in a neighbourhood of these steady states in the process of the slow evolution. While the validity of such a hypothesis has been established under natural stability conditions by the celebrated Tikhonov’s theorem in the case of uncontrolled dynamics (see [38]), this hypothesis may not be valid in the control setting, the reason for this being the fact that the use of rapidly oscillating controls may lead to significant (not tending with the small parameter to zero) improvements of the performance indices.

Various averaging-type approaches allowing one to deal with the state-control trajectories that do not converge to steady states have been proposed in the literature (see, e.g., [4], [5], [7], [13], [14], [23], [24], [25] and references therein). In particular, the averaging technique based on the convergence of the set of occupational measure generated by the fast state-control trajectories to the set of stationary probability measures for stochastic and deterministic systems evolving in continuous time were proposed in [13] and, respectively, in [23], [24], and it is this approach that we use to deal with the hybrid system.

Hybrid systems similar to the one we are tackling in the paper have been studied in [1], [2], [3], [16], and [36], where it was mentioned, in particular, that these types of systems may arise in the modelling of admission control into telecommunication networks. Note that, in contrast to the aforementioned works, in which only systems with finite state-control spaces were considered, we deal with a much more general case when the state-control space may be non-denumerable, which makes the consideration much more technically challenging.

The paper is organized as follows. In Section 2 we refine the definition of the control plans, and we introduce some new definitions and notations. In Section 3 we introduce some controllability conditions, and we show that, under these controllability conditions, the set of occupational measures generated by the state-control trajectories with fixed initial data converges to the set of stationary measures. In Section 4 we introduce stronger controllability conditions, and we show that, under these stronger conditions, the set of random occupational measures generated by the state-control trajectories with fixed initial data converges to the set of stationary measures. In Section 5 we introduce the hybrid system and the optimal control problem of interest. In Section 6 a differential inclusion is introduced, and it is shown that the slow components of the solutions of the hybrid system are approximated by the solutions of this differential inclusion. In Section 7 it is shown, under the controllability conditions of Section 4, that for every solution of the differential inclusion, there exists a control plan such that the slow component of the corresponding solution of the hybrid system is asymptotically close to this solution of the differential inclusion. Moreover, it is established that an asymptotically optimal control plan for the hybrid control problem can be constructed on the basis of the optimal solution of the differential inclusion. Proofs of the results from Sections 3 - 4 are given in Sections 8 - 9.

1Note that the convergence of optimal state-control trajectories to their steady states is closely related to the “turnpike phenomenon”; see, e.g., [17], [11], [72].
2 The Discrete-Time Stochastic Control System and Preliminaries

Consider the discrete-time stochastic control system in which the state \( y(t) \) evolves according to the dynamics
\[
y(t + 1) = f(y(t), u(t), \sigma(t)), \quad y(0) = y_0, \quad t = 0, 1, 2, \ldots
\]
where it is everywhere assumed that the following conditions are satisfied

- The function \( f(y, u, \sigma) : Y \times \hat{U} \times S \rightarrow \mathbb{R}^m \) is continuous on \( Y \times \hat{U} \times S \), where \( Y \) is a compact subset of \( \mathbb{R}^m \) and \( \hat{U}, S \) are compact metric spaces.
- \( \sigma(t) \in S, \ t = 0, 1, \ldots \), is a sequence of independent, identically distributed random elements defined on a common probability space.
- \( f(y, u, \sigma) \in Y \) for any \( y \in Y \), any \( u \in \hat{U} \), and any \( \sigma \in S \) (that is, the set \( Y \) is forward invariant with respect to system (2.1)).

We will be dealing with the special case when the control set is independent of the state variable. Namely, \( U(y) = \hat{U} \) for any \( y \in Y \). Note that in this case the graph \( G \) of \( U(\cdot) \) is given by
\[
G = Y \times \hat{U}.
\]

Also, the controls that we will be considering are defined as follows. The control at the moment \( t = 0 \) is chosen as an element of \( \hat{U} \), and the control at a moment \( t \ (t = 1, 2, \ldots) \) is chosen as a function of the observed values of \( \sigma(0), \ldots, \sigma(t - 1) \). That is,
\[
u(0) = \pi_0 \in \hat{U} \\
u(t) = \pi_t(\sigma(0), \ldots, \sigma(t - 1)) \in \hat{U}.
\] (2.2)

where the functions \( \pi_t(\cdot), \ t = 1, 2, \ldots \) are assumed to be Borel measurable. We will refer to any sequence of such functions \( \pi = \{\pi_t(\cdot), \ t = 0, 1, \ldots\} \) as a control plan, and we will be denoting the set of all controls plans as \( \Pi \).

Given a control plan \( \pi \) and an initial condition \( y(0) = y_0 \in Y \), let \( (y^{\pi,y_0}(\cdot), u^{\pi,y_0}(\cdot)) \) stand for the state-control trajectory of system (2.1) and let \( \gamma^{\pi,y_0,T} \in \mathcal{P}(Y \times \hat{U}) \) be the occupational measure generated by \( \pi \) over the time sequence \( \{0, 1, \ldots, T - 1\} \):
\[
\gamma^{\pi,y_0,T}(Q) = \frac{1}{T} \mathbb{E} \left[ \sum_{t=0}^{T-1} 1_Q(y^{\pi,y_0}(t), u^{\pi,y_0}(t)) \right]
\] (2.3)

for any Borel \( Q \subset Y \times \hat{U} \).

Denote by \( \Gamma_T(y_0) \) the set of all such occupational measures:
\[
\Gamma_T(y_0) = \bigcup_{\pi \in \Pi} \{\gamma^{\pi,y_0,T}\},
\] (2.4)

the union being over all control plans.

To describe convergence properties of occupational measures, the following metric on \( \mathcal{P}(G) \) will be used:
\[
\rho(\gamma', \gamma'') := \sum_{j=1}^{\infty} \frac{1}{2^j} \left| \int_G q_j(y, u)\gamma' (dy, du) - \int_G q_j(y, u)\gamma'' (dy, du) \right|
\] (2.5)
for \( \gamma', \gamma'' \in \mathcal{P}(G) \), where \( q_j(\cdot), j = 1, 2, \ldots \), is a sequence of Lipschitz continuous functions dense in the unit ball of the space of continuous functions \( C(G) \) from \( G \) to \( \mathbb{R} \). This metric is consistent with the weak* convergence topology on \( \mathcal{P}(G) \), that is, a sequence \( \gamma^k \in \mathcal{P}(G) \) converges to \( \gamma \in \mathcal{P}(G) \) in this metric if and only if

\[
\lim_{k \to \infty} \int_G q(y, u) \gamma^k(dy, du) = \int_G q(y, u) \gamma(dy, du)
\]

for any \( q \in C(G) \).

The Hausdorff metric \( \rho_H(\Gamma_1, \Gamma_2) \) between \( \Gamma_1 \subset \mathcal{P}(G) \) and \( \Gamma_2 \subset \mathcal{P}(G) \) is defined as follows:

\[
\rho(\gamma, \Gamma) \overset{\text{def}}{=} \inf_{\gamma' \in \Gamma} \rho(\gamma, \gamma'), \quad \rho_H(\Gamma_1, \Gamma_2) \overset{\text{def}}{=} \max \{ \sup_{\gamma \in \Gamma_1} \rho(\gamma, \Gamma_2), \sup_{\gamma \in \Gamma_2} \rho(\gamma, \Gamma_1) \}. \tag{2.6}
\]

**Definition 2.1** A convex and compact set \( \Gamma \subset \mathcal{P}(Y \times \hat{U}) \) will be called the limit occupational measures set (LOMS) of the system (2.1) if

\[
\rho_H(\bar{\text{co}}\Gamma_T(y_0), \Gamma) \leq \nu^*(T) \quad \forall y_0 \in Y, \quad \text{where} \quad \lim_{T \to \infty} \nu^*(T) = 0. \tag{2.7}
\]

Define the set \( W \subset \mathcal{P}(G) \) by the equation

\[
W \overset{\text{def}}{=} \left\{ \gamma \in \mathcal{P}(G) \mid \int_G \left( E[f(y, u, \sigma)] - \varphi(y) \right) \gamma(dy, du) = 0 \quad \forall \varphi \in C(Y) \right\}. \tag{2.8}
\]

Note that, as can be readily seen, the set \( W \) is convex and weak* compact in the metric \( \rho \) defined in (2.6).

For convenience, we refer to the set \( W \) as the set of stationary measures.

**Lemma 2.2** If the LOMS \( \Gamma \) of the system (2.1) exists, then

\[
\Gamma = W, \tag{2.9}
\]

where \( W \) is the set of stationary measures defined in (2.8).

**Proof.** Let \( \Gamma \) be the LOMS of the system (2.1). From (2.7) and the fact that \( \Gamma \) is convex, it follows that

\[
\rho_H(\bar{\text{co}}\Gamma_T, \Gamma) \leq \rho_H(\Gamma_T, \Gamma) \leq \nu^*(T), \tag{2.10}
\]

where \( \Gamma_T \overset{\text{def}}{=} \bigcup_{y_0 \in Y} \{ \Gamma_T(y_0) \} \). From (2.10) and Theorem 3.2 in [10], it follows that

\[
\rho_H(\Gamma, W) \leq \lim_{T \to \infty} \rho_H(\Gamma, \bar{\text{co}}\Gamma_T) + \lim_{T \to \infty} \rho_H(\bar{\text{co}}\Gamma_T, W) = 0,
\]

which proves (2.9). \( \square \)

Along with the occupational measure \( \gamma^{\pi,y_0,T} \) defined by (2.3), let us define the random occupational measure \( \chi^{\pi,y_0,T} \in \mathcal{P}(Y \times \hat{U}) \) generated by a control plan \( \pi \) (with an initial condition \( y(0) = y_0 \)) by the equation

\[
\chi^{\pi,y_0,T}(Q) = \frac{1}{T} \sum_{t=0}^{T-1} 1_Q(y^{\pi,y_0}(t), u^{\pi,y_0}(t)) \quad \text{for any Borel} \quad Q \subset Y \times \hat{U}. \tag{2.11}
\]

From (2.11) it follows that

\[
\int_{Y \times \hat{U}} q(y, u) \chi^{\pi,y_0,T}(dy, du) = \frac{1}{T} \sum_{t=0}^{T-1} q(y^{\pi,y_0}(t), u^{\pi,y_0}(t)), \tag{2.12}
\]
for any bounded Borel measurable function $q$ on $G$.

Denote by $B_T(y_0)$ the set of all random occupational measures

$$B_T(y_0) \overset{\text{def}}{=} \bigcup_{\pi \in \Pi} \{ \pi_{\cdot,y_0,T} \},$$

(2.13)

where the union is over all control plans. We will be interested in investigating the convergence of the set $B_T(y_0)$ to the set of stationary measures $W$ with $T$ tending to infinity. To characterise such a convergence, we will use the following definition of the “distance” $\rho^E(\gamma, \Phi)$ between a given (“deterministic”) probability measure $\gamma \in \mathcal{P}(Y \times U')$ and a collection $\Phi \subset \mathcal{P}(Y \times U')$ of random probability measures:

$$\rho^E(\gamma, \Phi) \overset{\text{def}}{=} \inf_{\gamma' \in \Phi} E[\rho(\gamma, \gamma')],$$

(2.14)

where $\rho(\cdot, \cdot)$ is as defined in (2.2). In addition, we will be using the following Hausdorff type distance between collections of random elements taking values in $\mathbb{R}^j$. Let $V_1$ and $V_2$ be two collections of integrable random variables defined on the same probability space and taking values in $\mathbb{R}^j$. We define the distance between a random vector $v \in \mathbb{R}^j$ and $V_i$ by the equation

$$d^E(v, V_i) \overset{\text{def}}{=} \inf_{v' \in V_i} E[||v - v'||], \quad i = 1, 2,$$

(2.15)

and we define the Hausdorff type distance between $V_1$ and $V_2$ by the equation

$$d^H_E(V_1, V_2) \overset{\text{def}}{=} \max \left\{ \sup_{\zeta \in V_1} d^E(\zeta, V_2), \sup_{\zeta \in V_2} d^E(\zeta, V_1) \right\}.$$

(2.16)

Note that $d^H_E(V_1, V_2) = d_H(V_1, V_2)$ if $V_1$ and $V_2$ are “non-random” bounded subsets of $\mathbb{R}^j$, where $d_H(V_1, V_2)$ is the “standard” Hausdorff metric:

$$d_H(V_1, V_2) = \max \left\{ \sup_{\zeta \in V_1} d(\zeta, V_2), \sup_{\zeta \in V_2} d(\zeta, V_1) \right\},$$

(2.17)

with

$$d(v, V_i) = \inf_{v' \in V_i} ||v - v'||, \quad i = 1, 2.$$

(2.18)

3 Convergence of the set of occupational measures to the set of stationary measures

Let $h(y, u) : Y \times U \to \mathbb{R}^j$ be defined as follows

$$h(y, u) \overset{\text{def}}{=} (q_1(y, u), q_2(y, u), \ldots, q_j(y, u)), \quad (3.1)$$

where $q_i(y, u), i = 1, 2, \ldots$, is a sequence of Lipschitz continuous functions that is dense in the unit ball of the space $C(Y \times U)$.

**Definition 3.1 (weak $h$-approximation conditions)** The weak $h$-approximation conditions are said to be satisfied for system (2.1) if, corresponding to any initial condition $y_0' \in Y$, any control plan $\pi'$ and any other initial condition $y_0'' \in Y$, there exists a control plan $\pi''$ such that the state-control trajectories obtained with the use of $\pi'$ and $\pi''$ in system (2.1) satisfy the inequality

$$\left\| E \left[ \frac{1}{T} \sum_{t=0}^{T} h(y^{\pi', y_0'}(t), u^{\pi', y_0'}(t)) \right] - E \left[ \frac{1}{T} \sum_{t=0}^{T} h(y^{\pi'', y_0''}(t), u^{\pi'', y_0''}(t)) \right] \right\| \leq \nu_h(T),$$

(3.2)

for some monotone decreasing $\nu_h(\cdot, \cdot) : [0, \infty) \to [0, \infty)$ such that $\lim_{T \to \infty} \nu_h(T) = 0$.  

Denote by $V_h(T, y_0)$ the following subset of $\mathbb{R}^j$:

$$V_h(T, y_0) \overset{\text{def}}{=} \bigcup_{\gamma \in \Gamma_T(y_0)} \left( \int_{Y \times \hat{U}} h(y, u)\gamma(dy, du) \right)$$

(3.3)

where $h(\cdot, \cdot)$ is as in (3.1).

**Theorem 3.2** If the system (2.1) satisfies the weak $h$-approximation conditions (see Definition 3.1) for any vector function $h(\cdot, \cdot)$ as in (3.1), then there exists a convex and compact set $V_h \in \mathbb{R}^j$ such that, for any initial condition $y_0 \in Y$,

$$d_H(V_h(T, y_0), V_h) \leq \nu'_h(T), \quad \lim_{T \to \infty} \nu'_h(T) = 0.$$  

(3.4)

Conversely, if there exists $V_h$ such that (3.4) is valid for any initial condition $y_0$, then the weak $h$-approximation conditions are satisfied for any initial conditions $y'_0, y''_0$.

**Proof.** The proof is given in Section 8. □

**Theorem 3.3** If the system (2.1) satisfies the weak $h$-approximation conditions (see Definition 3.1) for any vector function $h(\cdot, \cdot)$ as in (3.1), then the LOMS $\Gamma$ of the system (2.1) exists and allows the following representation:

$$\Gamma \overset{\text{def}}{=} \{ \gamma \in \mathcal{P}(Y \times \hat{U}) | \int_{Y \times \hat{U}} h(y, u)\gamma(dy, du) \in V_h \ \forall h(y, u) \text{ as in (3.1)} \},$$

(3.5)

where $V_h$ are convex and compact sets the existence of which (for every $h(\cdot, \cdot)$ as in (3.1)) is established by Theorem 3.2. That is, for any initial condition $y_0 \in Y$, the following estimate is valid:

$$\rho_H(\Gamma_T(y_0), \Gamma) \leq \nu^*(T), \quad \lim_{T \to \infty} \nu^*(T) = 0,$$

(3.6)

where $\Gamma$ is as in (3.5). Conversely, if there exists a convex and compact set $\Gamma \in \mathcal{P}(Y \times \hat{U})$ which satisfies (3.6) for any initial condition $y_0$, then the weak $h$-approximation is satisfied for any vector function $h(\cdot, \cdot)$ as in (3.1) and any initial conditions $y'_0, y''_0$. Also, for any $h(\cdot, \cdot)$ as in (3.1), the estimate (3.4) is valid with

$$V_h = \bigcup_{\gamma \in \Gamma} \left\{ \int_{Y \times \hat{U}} h(y, u)\gamma(dy, du) \right\}.$$  

(3.7)

**Proof.** The proof is given in Section 8. □

**Corollary 3.4** If the system (2.1) satisfies the weak $h$-approximation conditions (see Definition 3.1) for any vector function $h(\cdot, \cdot)$ as in (3.1), then (i) the set $\Gamma$ defined in (3.5) satisfies the equality $\Gamma = W$ and (ii) the following inequality is valid

$$\rho_H(\Gamma_T(y_0), W) \leq \nu^*(T), \quad \lim_{T \to \infty} \nu^*(T) = 0.$$  

(3.8)

**Proof.** Part (i) follows from Lemma 2.2 and the fact that $\Gamma$ is the LOMS of the system (2.1). Part (ii) follows from (i) and (3.6). □

Note that a similar inequality to (3.8) has been proven in Theorem 3.2 of [10] without any controllability assumptions. However, the convergence of the result given there is for the convex hull of the union of $\Gamma_T(y_0)$ over all initial conditions in $Y$, while the convergence of $\Gamma_T(y_0)$ to $W$ in (3.8) is for an “individual” initial condition. That is, the statement about the validity of (3.8) is much stronger.
4 Convergence of the set of random occupational measures to the set of stationary measures

Let \( h(y,u) : Y \times \bar{U} \to \mathbb{R}^j \) be the function defined in Section 3.

**Definition 4.1 (strong \( h \)-approximation conditions)** The strong \( h \)-approximation conditions are said to be satisfied for system (2.1) if, corresponding to any initial condition \( y_0 \in Y \), any control plan \( \pi' \) and any other initial condition \( y''_0 \in Y \), there exists a control plan \( \pi'' \) such that the state-control trajectories obtained with the use of \( \pi' \) and \( \pi'' \) in system (2.1) satisfy the inequality

\[
E \left[ \left\| \frac{1}{T} \sum_{t=0}^{T} h(y^{\pi',y'_0}(t), u^{\pi',y'_0}(t)) - \frac{1}{T} \sum_{t=0}^{T} h(y^{\pi'',y''_0}(t), u^{\pi'',y''_0}(t)) \right\| \right] \leq \nu_h(T) \tag{4.1}
\]

for some monotone decreasing \( \nu_h(.,.) : [0, \infty) \to [0, \infty) \) such that \( \lim_{T \to \infty} \nu_h(T) = 0 \).

Note that the weak \( h \)-approximation conditions are satisfied for the system (2.1) whenever the strong \( h \)-approximation conditions are satisfied for the system (2.1). In particular, if the strong \( h \)-approximation conditions are satisfied for the system (2.1), then the results from Section 3 also hold. Note also that, as demonstrated by the example below, the strong \( h \)-approximation conditions are satisfied when the control system is linear.

**Example 3.** Consider the system described by the equation

\[
y(t + 1) = Ay(t) + B(\sigma(t))u(t) + \sigma(t), \quad t = 0, 1, 2, \ldots, \tag{4.2}
\]

where \( A \) is an \( m \times m \) matrix such that \( \|A\| \leq 1 \). Let \( \pi \) be an arbitrary control plan and let \( y'_0, y''_0 \in Y \). We have

\[
y^{\pi,y'_0}(t) - y^{\pi,y''_0}(t) = A(y^{\pi,y'_0}(t - 1) - y^{\pi,y''_0}(t - 1))
\]

\[
\Rightarrow \|y^{\pi,y'_0}(t) - y^{\pi,y''_0}(t)\| \leq \|A\|\|y'_0 - y''_0\|.
\]

Then

\[
E \left[ \left\| \frac{1}{T} \sum_{t=0}^{T} h(y^{\pi,y'_0}(t), u^{\pi,y'_0}(t)) - \frac{1}{T} \sum_{t=0}^{T} h(y^{\pi,y''_0}(t), u^{\pi,y''_0}(t)) \right\| \right] \leq \frac{1}{T} \sum_{t=0}^{T} L_h \|y'_0 - y''_0\| \|A\|^t
\]

\[
\leq \frac{1}{T} L_h \|y'_0 - y''_0\| \frac{1}{1 - \|A\|},
\]

where \( L_h \geq 0 \) is the Lipschitz constant of the function \( h(.,u) \). Thus, the strong \( h \)-approximation conditions are satisfied for the system (4.2), with \( \pi'' = \pi' \) and \( \nu_h(T) = \frac{1}{T} L_h \max_{y'_0, y''_0 \in Y} \|y'_0 - y''_0\| \).

**Theorem 4.2** If the system (2.1) satisfies the strong \( h \)-approximation conditions (see Definition 4.1) for any vector function \( h(.,.) \) as in (2.1), then,

\[
\sup_{\gamma \in \Gamma} \rho^E(\gamma, B_T(y_0)) \leq \bar{\nu}(T), \quad \lim_{T \to \infty} \bar{\nu}(T) = 0, \tag{4.3}
\]

for any initial condition \( y_0 \in Y \), where \( \Gamma \) is as defined in (3.5) and where \( \rho^E(.,.) \) is as defined in (2.14).

**Proof.** The proof is given in Section 8. \( \square \)
Corollary 4.3  If the system (2.1) satisfies the strong $h$-approximation conditions (see Definition 4.1) for any vector function $h(\cdot, \cdot)$ as in (3.1), then,

$$
\sup_{\gamma \in W} \rho^E(\gamma, B_T(y_0)) \leq \bar{\nu}(T), \quad \lim_{T \to \infty} \bar{\nu}(T) = 0,
$$

(4.4)

for any initial condition $y_0 \in Y$.

**Proof.** Follows readily from Theorem 4.2 and Corollary 3.4(i). □

Theorem 4.4  There exists a function $\nu^*(\cdot)$, $\lim_{T \to \infty} \nu^*(T) = 0$, such that

$$
\sup_{\chi \in B_T(y_0)} E[\rho(\chi, W)] \leq \nu^*(T)
$$

(4.5)

for any initial condition $y_0 \in Y$, where $\rho(\chi, W)$ is as defined in (2.6).

**Proof.** The proof is given in Section 9 □

From (4.3) and (1.5), we have that, under the strong $h$-approximation conditions, the set of random occupational measures generated by the state-control trajectories converges to the set of stationary measures $W$.

To conclude this section, we provide the following pair of corollaries which will be utilised when averaging the hybrid system introduced in the second part of the paper.

Denote by $V^r_h(T, y_0)$ the following subset of $\mathbb{R}^j$:

$$
V^r_h(T, y_0) \overset{\text{def}}{=} \bigcup_{\chi \in B_T(y_0)} \left( \int_{Y \times \hat{U}} h(y, u) \chi(dy, du) \right).
$$

**Corollary 4.5** If the system (2.1) satisfies the strong $h$-approximation conditions for any vector function $h(\cdot, \cdot)$ as in (3.1), then the limit set $V^*_h$ (see (3.4)) is presentable in the form:

$$
V^*_h = \bigcup_{\gamma \in W} \left\{ \int_{Y \times \hat{U}} h(y, u) \gamma(dy, du) \right\}.
$$

(4.6)

Also

$$
\sup_{v \in V^*_h} d^E(v, V^r_h(T, y_0)) \leq \bar{\nu}_h(T), \quad \lim_{T \to \infty} \bar{\nu}_h(T) = 0,
$$

(4.7)

for any initial condition $y_0 \in Y$, where $d^E(v, V^r_h(T, y_0))$ is as defined in (2.15), and $V^*_h$ is as in (3.7).

**Proof.** The equality (4.6) follows from (3.7) and Corollary 3.4(i). The inequality (4.7) follows from (4.4) and (4.6). □

**Corollary 4.6** There exists a function $\nu^*_h(\cdot)$, $\lim_{T \to \infty} \nu^*_h(T) = 0$, such that

$$
\sup_{v \in V^r_h(T, y_0)} E[d(v, V^*_h)] \leq \nu^*_h(T)
$$

(4.8)

for any initial condition $y_0 \in Y$.

**Proof.** The proof follows directly from Theorem 4.4 □

8
5 The Hybrid Control System and Preliminaries

Consider the stochastic control system in which the continuously changing vector of the state variables \( z_\epsilon(s) \in \mathbb{R}^n \) evolves according to the equations:

\[
\begin{align*}
\dot{z}_\epsilon(s) &= g(z_\epsilon(s), y_\epsilon(s), u_\epsilon(s)) \quad \forall \ s \in [0, 1], \\
y_\epsilon(s) &= y(t), \ u_\epsilon(s) = u(t) \quad \forall \ s \in [t, \epsilon(t + 1)], \ t = 0, 1, \ldots, [1/\epsilon], \\
z_\epsilon(0) &= z_0,
\end{align*}
\] (5.1)

where \( y(t) \) and \( u(t) \) are defined in accordance with (2.1) - (2.2), \( \epsilon > 0 \) is a small parameter, and \([\cdot]\) stands for the floor function. In this chapter we will be dealing with the control plans \( \pi \) defined similarly to (2.2) on the sequence of time moments \( t = 0, 1, \ldots, \lfloor 1/\epsilon \rfloor \). The set of all such control plans will be denoted as \( \Pi \). Given a control plan \( \pi \in \Pi \) and the pair \( (y_\pi, y_0) \) obtained in accordance with (2.1) - (2.2), we denote by \( (y_\pi, y_0) \) the pair of functions obtained by substituting \( (y_\pi, y_0) \) into (5.1b), and we denote by \( z_\pi, y_\pi, y_0 \) the respective solution obtained from (5.1a).

The controls and the states of the underlying discrete-time parameters of the system (5.1) change their values at the time moments \( \epsilon t, t = 0, 1, \ldots, \lfloor 1/\epsilon \rfloor \). That is, the systems’ parameters change their values frequently (the smaller is \( \epsilon \), the higher is the frequency), and, while the change in values of these parameters from a moment \( \epsilon t \) to the moment \( \epsilon (t + 1) \) is finite (not tending with \( \epsilon \) to zero), the change of the continually evolving state variables on the interval \([\epsilon t, \epsilon (t + 1)]\) is of the order \( O(\epsilon) \), this allowing one to characterise the former as “fast” and the latter as “slow” components of the dynamics.

The function \( g(\cdot) : \mathbb{R}^n \times Y \times \hat{U} \rightarrow \mathbb{R}^n \) in (5.1a) is assumed to be continuous and satisfy Lipschitz conditions in \( z \) on a sufficiently large compact subset \( Z \) of \( \mathbb{R}^n \) that contains all the solutions of (5.1a) in its interior. That is, for some positive \( C > 0 \),

\[
||g(z_1, y, u) - g(z_2, y, u)|| \leq C||z_1 - z_2|| \quad \forall \ z_1, z_2 \in Z, \ \forall \ y \in Y, \ \forall \ u \in \hat{U},
\] (5.2)

Note that, due to continuity of \( g(\cdot) \),

\[
||g(z, y, u)|| \leq M \quad \forall \ z \in Z, \ \forall \ y \in Y, \ \forall \ u \in \hat{U},
\] (5.3)

where \( M \) is a positive constant.

On the solutions of system (5.1), we consider the following optimal control problem

\[
F^\epsilon \overset{\text{def}}{=} \inf_{\pi \in \Pi} E[G(z_\pi, y_0(1))]
\] (5.4)

where \( G(\cdot) : Z \rightarrow \mathbb{R} \) is Lipschitz continuous with Lipschitz constant \( C_G \) and the infimum is sought over the set of control plans from \( \Pi \).

6 Approximation of the \( z \)-components of the hybrid system trajectories by the solutions of a differential inclusion

Let \( V_g(z) \) be defined by the equation:

\[
V_g(z) \overset{\text{def}}{=} \bigcup_{\gamma \in W} \left\{ \int_{Y \times \hat{U}} g(z, y, u) \gamma(dy, du) \right\}.
\] (6.1)
where \( g(\cdot) \) is as in (5.1). Note that from the fact that the set \( W \) is convex and weak* compact, it follows that the set \( V_g(z) \) is convex and compact. Also, from (5.2) and (5.3), it follows that
\[
d_H(V_g(z'), V_g(z'')) \leq C||z' - z''|| \quad \forall \; z', z'' \in Z
\]
and
\[
\max \{ ||v|| : v \in V_g(z) \} \leq M.
\]
Consider the differential inclusion
\[
\dot{z}(s) \in V_g(z(s)), \quad z(0) = z_0
\]
with the associated optimal control problem
\[
F_0 \equiv \inf_{\{z(\cdot)\}} G(z(1)),
\]
where the infimum is on the set of the solutions of the differential inclusion (6.4). The approximation of the \( z \)-components of the system (5.1) by solutions of the above differential inclusion is established by the following theorem.

**Theorem 6.1** Let \( \pi \) be an arbitrary control plan and let \( z_{\pi,y_0}^\epsilon(\cdot) \) be the corresponding solution of (5.1). There exists \( z_\epsilon(\cdot) \), a solution of the differential inclusion (6.4), such that
\[
\max_{s \in [0,1]} E\{ ||z_{\pi,y_0}^\epsilon(s) - z_\epsilon(s)|| \} \leq \psi_1(\epsilon)
\]
for some \( \psi_1(\epsilon) \) such that \( \lim_{\epsilon \to 0} \psi_1(\epsilon) = 0 \).

**Proof.** The proof of this theorem is given at the end of this section. It is based on Lemmas 6.2 - 6.6 that are stated and proved below. □

Choose a function \( \Delta(\epsilon) \) such that
\[
\lim_{\epsilon \to 0} \Delta(\epsilon) = 0 \quad \text{and} \quad \lim_{\epsilon \to 0} \frac{\Delta(\epsilon)}{\epsilon} = \infty
\]
and set
\[
\tau_t^\epsilon \equiv t\Delta(\epsilon) \quad t = 0, 1, \ldots, N(\epsilon)
\]
where \( N(\epsilon) = \left\lfloor \frac{1}{\Delta(\epsilon)} \right\rfloor \).

**Lemma 6.2** Define the function \( K_t(\epsilon) = \left\lfloor \tau_{t+1}/\epsilon \right\rfloor - \lfloor \tau_t/\epsilon \rfloor \). The following inequalities are valid:
\[
\left| K_t(\epsilon) - \frac{\Delta(\epsilon)}{\epsilon} \right| \leq 1
\]
and
\[
\left| \frac{1}{K_t(\epsilon)} - \frac{\epsilon}{\Delta(\epsilon)} \right| \leq \left( \frac{\epsilon}{\Delta(\epsilon)} \right)^2 \left( \frac{1}{1 - \epsilon/\Delta(\epsilon)} \right)
\]
for all \( t = 0, 1, \ldots, N(\epsilon) - 1 \).

**Proof.** The proof readily follows from the definition of the floor function (see also [3] and [16]). □
Lemma 6.3 There exists a constant $c > 0$ such that, for any $z \in Z$, any control plan $\pi \in \Pi$, and any sufficiently small $\epsilon$,

$$
\left| \frac{1}{\Delta(\epsilon)} \int_{\tau_{t}}^{\tau_{t+1}} g(z, y^{\pi, \gamma_{0}}_{\epsilon}(s), u^{\pi, \gamma_{0}}_{\epsilon}(s))ds - \frac{1}{K(\epsilon)} \sum_{l=\lfloor\tau_{t}/\epsilon\rfloor}^{\lfloor\tau_{t+1}/\epsilon\rfloor+K(\epsilon)-1} g(z, y^{\pi, \gamma_{0}}(l), u^{\pi, \gamma_{0}}(l)) \right| \leq c \left( \frac{\epsilon}{\Delta(\epsilon)} \right) \quad (6.10)
$$

where $(y^{\pi, \gamma_{0}}_{\epsilon}(\cdot), u^{\pi, \gamma_{0}}_{\epsilon}(\cdot))$ and $(y^{\pi, \gamma_{0}}(\cdot), u^{\pi, \gamma_{0}}(\cdot))$ are defined in accordance with (2.1) - (2.2) and (5.1b), and where

$$
K(\epsilon) \overset{\text{def}}{=} \min_{t=0,1,\ldots,N(\epsilon)-1} \left( \lfloor\tau_{t+1}/\epsilon\rfloor - \lfloor\tau_{t}/\epsilon\rfloor \right) . \quad (6.11)
$$

Proof. Let $\pi \in \Pi$ be a plan with the corresponding control $u^{\pi, \gamma_{0}}(\cdot)$ and solution $y^{\pi, \gamma_{0}}(\cdot)$. For any $z \in Z$, we have the following equality:

$$
\frac{1}{\Delta(\epsilon)} \int_{\tau_{t}}^{\tau_{t+1}} g(z, y^{\pi, \gamma_{0}}_{\epsilon}(s), u^{\pi, \gamma_{0}}_{\epsilon}(s))ds = \frac{1}{\Delta(\epsilon)} \int_{\epsilon \lfloor\tau_{t}/\epsilon\rfloor}^{\epsilon \lfloor\tau_{t+1}/\epsilon\rfloor} g(z, y^{\pi, \gamma_{0}}_{\epsilon}(s), u^{\pi, \gamma_{0}}_{\epsilon}(s))ds
$$

$$
- \frac{1}{\Delta(\epsilon)} \int_{\epsilon \lfloor\tau_{t}/\epsilon\rfloor}^{\tau_{t}} g(z, y^{\pi, \gamma_{0}}_{\epsilon}(s), u^{\pi, \gamma_{0}}_{\epsilon}(s))ds + \frac{1}{\Delta(\epsilon)} \int_{\epsilon \lfloor\tau_{t+1}/\epsilon\rfloor}^{\tau_{t+1}} g(z, y^{\pi, \gamma_{0}}_{\epsilon}(s), u^{\pi, \gamma_{0}}_{\epsilon}(s))ds.
$$

By (5.3),

$$
\frac{1}{\Delta(\epsilon)} \int_{\epsilon \lfloor\tau_{t}/\epsilon\rfloor}^{\tau_{t+1}} g(z, y^{\pi, \gamma_{0}}_{\epsilon}(s), u^{\pi, \gamma_{0}}_{\epsilon}(s))ds
$$

$$
\leq \frac{1}{\Delta(\epsilon)} \int_{\epsilon \lfloor\tau_{t}/\epsilon\rfloor}^{\epsilon \lfloor\tau_{t+1}/\epsilon\rfloor} g(z, y^{\pi, \gamma_{0}}_{\epsilon}(s), u^{\pi, \gamma_{0}}_{\epsilon}(s))ds + \frac{1}{\Delta(\epsilon)} \int_{\epsilon \lfloor\tau_{t}/\epsilon\rfloor}^{\tau_{t}} Mds + \frac{1}{\Delta(\epsilon)} \int_{\epsilon \lfloor\tau_{t+1}/\epsilon\rfloor}^{\tau_{t+1}} Mds
$$

$$
= \frac{1}{\Delta(\epsilon)} \int_{\epsilon \lfloor\tau_{t}/\epsilon\rfloor}^{\epsilon \lfloor\tau_{t+1}/\epsilon\rfloor} g(z, y^{\pi, \gamma_{0}}_{\epsilon}(s), u^{\pi, \gamma_{0}}_{\epsilon}(s))ds + M \frac{\tau_{t} - \epsilon \lfloor\tau_{t}/\epsilon\rfloor}{\Delta(\epsilon)} + M \left( \frac{\epsilon}{\Delta(\epsilon)} \right).
$$

Similarly, it can be shown that

$$
\frac{1}{\Delta(\epsilon)} \int_{\epsilon \lfloor\tau_{t}/\epsilon\rfloor}^{\epsilon \lfloor\tau_{t+1}/\epsilon\rfloor} g(z, y^{\pi, \gamma_{0}}_{\epsilon}(s), u^{\pi, \gamma_{0}}_{\epsilon}(s))ds \leq \frac{1}{\Delta(\epsilon)} \int_{\tau_{t}}^{\tau_{t+1}} g(z, y^{\pi, \gamma_{0}}_{\epsilon}(s), u^{\pi, \gamma_{0}}_{\epsilon}(s))ds + 2M \left( \frac{\epsilon}{\Delta(\epsilon)} \right),
$$

implying

$$
\left| \frac{1}{\Delta(\epsilon)} \int_{\tau_{t}}^{\tau_{t+1}} g(z, y^{\pi, \gamma_{0}}_{\epsilon}(s), u^{\pi, \gamma_{0}}_{\epsilon}(s))ds - \frac{1}{\Delta(\epsilon)} \int_{\epsilon \lfloor\tau_{t}/\epsilon\rfloor}^{\epsilon \lfloor\tau_{t+1}/\epsilon\rfloor} g(z, y^{\pi, \gamma_{0}}_{\epsilon}(s), u^{\pi, \gamma_{0}}_{\epsilon}(s))ds \right| \leq 2M \left( \frac{\epsilon}{\Delta(\epsilon)} \right). \quad (6.12)
$$

Let us now consider the following equality:

$$
\frac{1}{\Delta(\epsilon)} \int_{\epsilon \lfloor\tau_{t}/\epsilon\rfloor}^{\epsilon \lfloor\tau_{t+1}/\epsilon\rfloor} g(z, y^{\pi, \gamma_{0}}_{\epsilon}(s), u^{\pi, \gamma_{0}}_{\epsilon}(s))ds = \frac{1}{\Delta(\epsilon)} \int_{\epsilon \lfloor\tau_{t}/\epsilon\rfloor}^{\epsilon \lfloor\tau_{t+1}/\epsilon\rfloor+K(\epsilon)} g(z, y^{\pi, \gamma_{0}}_{\epsilon}(s), u^{\pi, \gamma_{0}}_{\epsilon}(s))ds
$$

$$
+ \frac{1}{\Delta(\epsilon)} \int_{\epsilon \lfloor\tau_{t}/\epsilon\rfloor+K(\epsilon)}^{\epsilon \lfloor\tau_{t+1}/\epsilon\rfloor} g(z, y^{\pi, \gamma_{0}}_{\epsilon}(s), u^{\pi, \gamma_{0}}_{\epsilon}(s))ds.
$$
By (5.3), we have

\[
\frac{1}{\Delta(e)} \int_{\epsilon [\frac{1}{2}, \epsilon]} g(z, y^\pi, y^0(s), u_\epsilon^\pi, y^0(s)) \, ds \leq \frac{1}{\Delta(e)} \int_{\epsilon [\frac{1}{2}, \epsilon]} g(z, y_\epsilon^\pi, y^0(s), u_\epsilon^\pi, y^0(s)) \, ds
\]

\[
+ \frac{1}{\Delta(e)} \int_{\epsilon [\frac{1}{2}, \epsilon]} M \, ds
\]

\[
= \frac{1}{\Delta(e)} \int_{\epsilon [\frac{1}{2}, \epsilon]} g(z, y_\epsilon^\pi, y^0(s), u_\epsilon^\pi, y^0(s)) \, ds
\]

\[
+ \frac{M}{\Delta(e)} \left( | \frac{\tau_1 + 1}{\epsilon} | - \epsilon \left( \frac{\tau_1}{\epsilon} \right) + K(e) \right)
\]

\[
\leq \frac{1}{\Delta(e)} \int_{\epsilon [\frac{1}{2}, \epsilon]} g(z, y_\epsilon^\pi, y^0(s), u_\epsilon^\pi, y^0(s)) \, ds
\]

\[
+ \frac{M}{\Delta(e)} \left( | \frac{\tau_1 + 1}{\epsilon} | - \epsilon \left( \frac{\tau_1}{\epsilon} \right) + \epsilon - \epsilon \left( \left( \frac{\tau_1 + 1}{\epsilon} \right) - 1 - \left( \frac{\tau_1}{\epsilon} \right) \right) \right)
\]

\[
= \frac{1}{\Delta(e)} \int_{\epsilon [\frac{1}{2}, \epsilon]} g(z, y_\epsilon^\pi, y^0(s), u_\epsilon^\pi, y^0(s)) \, ds + 2M \left( \frac{\epsilon}{\Delta(e)} \right).
\]

Similarly,

\[
\frac{1}{\Delta(e)} \int_{\epsilon [\frac{1}{2}, \epsilon]} g(z, y_\epsilon^\pi, y^0(s), u_\epsilon^\pi, y^0(s)) \, ds \leq \frac{1}{\Delta(e)} \int_{\epsilon [\frac{1}{2}, \epsilon]} g(z, y_\epsilon^\pi, y^0(s), u_\epsilon^\pi, y^0(s)) \, ds
\]

\[
+ 2M \left( \frac{\epsilon}{\Delta(e)} \right),
\]

implying

\[
\left\| \frac{1}{\Delta(e)} \int_{\epsilon [\frac{1}{2}, \epsilon]} g(z, y_\epsilon^\pi, y^0(s), u_\epsilon^\pi, y^0(s)) \, ds - \frac{1}{\Delta(e)} \int_{\epsilon [\frac{1}{2}, \epsilon]} g(z, y_\epsilon^\pi, y^0(s), u_\epsilon^\pi, y^0(s)) \, ds \right\|
\]

\[
\leq 2M \left( \frac{\epsilon}{\Delta(e)} \right).
\]

Note that, by (5.11),

\[
\frac{1}{\Delta(e)} \int_{\epsilon [\frac{1}{2}, \epsilon]} g(z, y_\epsilon^\pi, y^0(s), u_\epsilon^\pi, y^0(s)) \, ds = \frac{\epsilon}{\Delta(e)} \sum_{l=[\frac{1}{2}, \epsilon]}^{[\frac{\epsilon}{\epsilon}]} g(z, y^\pi, y^0(l), u^\pi, y^0(l)).
\]

By (5.3) and (6.9),

\[
\left\| \frac{\epsilon}{\Delta(e)} \sum_{l=[\frac{1}{2}, \epsilon]}^{[\frac{\epsilon}{\epsilon}]} g(z, y^\pi, y^0(l), u^\pi, y^0(l)) - \frac{1}{K(e)} \sum_{l=[\frac{1}{2}, \epsilon]}^{[\frac{\epsilon}{\epsilon}]} g(z, y^\pi, y^0(l), u^\pi, y^0(l)) \right\|
\]

\[
\leq \left( \frac{\epsilon}{\Delta(e)} \right) \left( 1 - \frac{1}{K(e)} \right) K(e) M.
\]

Since \(\epsilon\) was assumed to be small and \(K(e)\) is of the order \(\Delta(e)/\epsilon\), we have

\[
\left\| \frac{\epsilon}{\Delta(e)} \sum_{l=[\frac{1}{2}, \epsilon]}^{[\frac{\epsilon}{\epsilon}]} g(z, y^\pi, y^0(l), u^\pi, y^0(l)) - \frac{1}{K(e)} \sum_{l=[\frac{1}{2}, \epsilon]}^{[\frac{\epsilon}{\epsilon}]} g(z, y^\pi, y^0(l), u^\pi, y^0(l)) \right\|
\]

\[
\leq c_1 \left( \frac{\epsilon}{\Delta(e)} \right),
\]
where \( c_1 > 0 \) is a constant. By combining (6.12), (6.13), (6.14) and (6.15) and by setting \( c = 4M + c_1 \), one concludes the proof. \( \square \)

**Lemma 6.4** If \( z_\varepsilon(\cdot) \) is a solution to the system (5.1), then

\[
\|z_\varepsilon(s) - z_\varepsilon(\tau)\| \leq M \Delta(\varepsilon) \quad \forall \ s \in [\tau, \tau + 1]
\]  

(6.16)

for any range \( [\tau, \tau + 1] \) where \( t = 0, 1, \ldots, N(\varepsilon) - 1 \).

**Proof.** As a solution of the system (5.1), \( z_\varepsilon(s) \) allows the representation

\[
z_\varepsilon(s) = z_\varepsilon(\tau) + \int_{\tau}^{s} g(z_\varepsilon(\tau), y_\varepsilon(\tau), u_\varepsilon(\tau)) d\tau \quad \forall \ \tau \in [\tau, \tau + 1].
\]

Hence,

\[
\|z_\varepsilon(s) - z_\varepsilon(\tau)\| = \left\| \int_{\tau}^{s} g(z_\varepsilon(\tau), y_\varepsilon(\tau), u_\varepsilon(\tau)) d\tau \right\| \quad \forall \ s \in [\tau, \tau + 1],
\]

thus, by (5.3),

\[
\|z_\varepsilon(s) - z_\varepsilon(\tau)\| \leq \int_{\tau}^{s} M d\tau = M(s - \tau) \leq M \Delta(\varepsilon) \quad \forall \ s \in [\tau, \tau + 1]
\]  

(6.17)

as required. \( \square \)

**Lemma 6.5** If \( \xi(s) \) is a solution to the differential inclusion (6.4), then

\[
\|\xi(s) - \xi(\tau)\| \leq M \Delta(\varepsilon) \quad \forall \ s \in [\tau, \tau + 1]
\]  

(6.18)

for any range \( [\tau, \tau + 1] \) where \( t = 0, 1, \ldots, N(\varepsilon) - 1 \).

**Proof.** Let \( \xi(s) \) be a solution to the differential inclusion (6.4). By definition of \( V_y(\xi(s)) \), there exists a \( \gamma_s \in W \) such that

\[
\dot{\xi}(s) = \int_{Y \times U} g(\xi(s), y, u) \gamma(s)(dy, du) \implies \|\dot{\xi}(s)\| \leq M,
\]

the latter being implied by (6.3). Since for any \( s \in [\tau, \tau + 1] \), \( \xi(s) = \xi(\tau) + \int_{\tau}^{s} \dot{\xi}(\tau) d\tau \), we have

\[
\|\xi(s) - \xi(\tau)\| = \left\| \int_{\tau}^{s} \dot{\xi}(\tau) d\tau \right\| \leq \int_{\tau}^{s} \|\dot{\xi}(\tau)\| d\tau \leq \int_{\tau}^{s} M d\tau = M(s - \tau) \leq M \Delta(\varepsilon),
\]

proving the statement. \( \square \)

**Lemma 6.6** Let \( \varphi(\varepsilon) \geq 0 \) be an arbitrary function of \( \varepsilon \) and let \( M_\varepsilon \) be a function of \( \varepsilon \) with values from the natural numbers, tending to infinity as \( \varepsilon \) tends to zero. Let \( \Delta_0 = 0 \) and \( \Delta_t \geq 0 \) satisfy the inequality \( \Delta_{t+1} \leq \Delta_t + L_1 M_\varepsilon - \Delta_t + \varphi(\varepsilon) M_\varepsilon^{-1} \) for \( t = 1, \ldots, M_\varepsilon - 1 \), where \( L_1 \) is a positive constant. Then \( \Delta_t \) also satisfies the inequality \( \Delta_t \leq \varphi(\varepsilon) L_1^{-1} e^{L_1 t} \) for \( t = 1, \ldots, M_\varepsilon \).

**Proof.** See [22 Proposition 5.1] \( \square \)

**Proof of Theorem 6.11** Let \( \pi \in \Pi \) be an arbitrary control plan and let \( (z_\varepsilon^{\pi,y_0}(s), y_\varepsilon^{\pi,y_0}(s), u_\varepsilon^{\pi,y_0}(s)) \) be the corresponding solution and control of the system (5.1). According to (5.1), we have

\[
z_\varepsilon^{\pi,y_0}(\tau_{t+1}) = z_\varepsilon^{\pi,y_0}(\tau_t) + \int_{\tau_t}^{\tau_{t+1}} g(z_\varepsilon^{\pi,y_0}(s), y_\varepsilon^{\pi,y_0}(s), u_\varepsilon^{\pi,y_0}(s)) ds.
\]  

(6.19)
Define a sequence of vectors $z_t$ by the equation

$$z_{t+1} = z_t + \int_{t}^{t+1} g(z_t, y_{\pi, y_0}^\tau(s), u_{\pi, y_0}^\tau(s)) ds$$  \hspace{1cm} (6.20)$$

for $t = 0, 1, \ldots, N(\epsilon) - 1$. By subtracting (6.20) from (6.19), we obtain

$$||z_{\epsilon, y_0}^\tau(t_{t+1}) - z_{t+1}|| \leq ||z_{\epsilon, y_0}^\tau(t_t) - z_t|| + \int_{t}^{t+1} \left| g(z_t, y_{\pi, y_0}^\tau(s), u_{\pi, y_0}^\tau(s)) ds - g(z_0, y_{\pi, y_0}^\tau(s), u_{\pi, y_0}^\tau(s)) ds \right|.$$  

By the Lipschitz continuity of $g(\cdot)$ (see (5.2)),

$$||z_{\epsilon, y_0}^\tau(t_{t+1}) - z_{t+1}|| \leq ||z_{\epsilon, y_0}^\tau(t_t) - z_t|| + \int_{t}^{t+1} C(||z_{\epsilon, y_0}^\tau(s) - z_{\epsilon, y_0}^\tau(t_t)|| + ||z_{\epsilon, y_0}^\tau(t_t) - z_t||) ds$$

which implies, by Lemma 6.4

$$||z_{\epsilon, y_0}^\tau(t_{t+1}) - z_{t+1}|| \leq ||z_{\epsilon, y_0}^\tau(t_t) - z_t|| + \int_{t}^{t+1} (CM\Delta(\epsilon) + C||z_{\epsilon, y_0}^\tau(t_t) - z_t||) ds$$

$$\leq ||z_{\epsilon, y_0}^\tau(t_t) - z_t|| + C\Delta(\epsilon)||z_{\epsilon, y_0}^\tau(t_t) - z_t|| + CM(\Delta(\epsilon))^2$$

$$\leq ||z_{\epsilon, y_0}^\tau(t_t) - z_t|| + C(1/|1/\Delta(\epsilon)|)||z_{\epsilon, y_0}^\tau(t_t) - z_t|| + CM\Delta(\epsilon)(1/|1/\Delta(\epsilon)|).$$

Applying Lemma 6.6 with $L_1 = C, M_\epsilon = N(\epsilon) = |1/\Delta(\epsilon)|$ and $\varphi(\epsilon) = CM\Delta(\epsilon)$ leads to the inequality

$$||z_{\epsilon, y_0}^\tau(t_t) - z_t|| \leq M\Delta(\epsilon)e^C, \hspace{1cm} t = 0, 1, \ldots, N(\epsilon).$$  \hspace{1cm} (6.21)$$

Define

$$v_t = \arg\min \left\{ \left\| \frac{1}{K(\epsilon)} \sum_{l=\lfloor z_t \rfloor}^{\lfloor z_t \rfloor + K(\epsilon) - 1} g(z_l, y(l), u(l)) - v \right\| : v \in V_g(z_t) \right\}$$  \hspace{1cm} (6.22)$$

and the sequence of vectors

$$\zeta_{t+1} = \zeta_t + \Delta(\epsilon)\tilde{v}_t \hspace{1cm} t = 0, 1, \ldots, N(\epsilon) - 1,$$

where $\tilde{v}_t$ is the projection of $v_t$ onto the set $V_g(\zeta_t)$. By (6.22) and (6.21), we have

$$||v_t - \tilde{v}_t|| = d(v_t, V_g(\zeta_t))$$

$$\leq d_H(V_g(z_t), V_g(\zeta_t))$$

$$\leq C||z_t - \zeta_t||$$

$$\leq C||z_t - z_{\epsilon, y_0}^\tau(t_t)||$$

$$\leq C||z_{\epsilon, y_0}^\tau(t_t) - \zeta_t||$$

$$\leq CM\Delta(\epsilon)e^C + C||z_{\epsilon, y_0}^\tau(t_t) - \zeta_t||.$$  \hspace{1cm} (6.23)$$

Consider now the following inequality:

$$E[||z_{\epsilon, y_0}^\tau(t_{t+1}) - \zeta_{t+1}||] \leq E[||z_{\epsilon, y_0}^\tau(t_t) - \zeta_t||]$$

$$+ E \left[ \left| \left| \int_{t}^{t+1} g(z_{\epsilon, y_0}^\tau(s), y_{\pi, y_0}^\tau(s), u_{\pi, y_0}^\tau(s)) ds - \Delta(\epsilon)\tilde{v}_t \right| \right| \right].$$  \hspace{1cm} (6.24)$$
Note the second term on the right-hand side satisfies the inequality

\[
E \left[ \left\| \int_{\tau_{t-1}}^{\tau_t} g(z^\pi_{\bar{\varepsilon}}(s), y^\pi_{\bar{\varepsilon}}(s), u^\pi_{\bar{\varepsilon}}(s)) \, ds - \Delta(\varepsilon) \bar{v}_t \right\| \right]
\leq E \left[ \int_{\tau_{t-1}}^{\tau_t} \left\| g(z^\pi_{\bar{\varepsilon}}(s), y^\pi_{\bar{\varepsilon}}(s), u^\pi_{\bar{\varepsilon}}(s)) - g(z^\pi_{\bar{\varepsilon}}(\tau_t), y^\pi_{\bar{\varepsilon}}(\tau_t), u^\pi_{\bar{\varepsilon}}(\tau_t)) \right\| \, ds \right]
\]

for the first term. By (5.2) and Lemma 6.4, we have

\[
E \left[ \int_{\tau_{t-1}}^{\tau_t} \left\| g(z^\pi_{\bar{\varepsilon}}(s), y^\pi_{\bar{\varepsilon}}(s), u^\pi_{\bar{\varepsilon}}(s)) - g(z^\pi_{\bar{\varepsilon}}(\tau_t), y^\pi_{\bar{\varepsilon}}(\tau_t), u^\pi_{\bar{\varepsilon}}(\tau_t)) \right\| \, ds \right] \leq C \int_{\tau_{t-1}}^{\tau_t} \left\| z^\pi_{\bar{\varepsilon}}(s) - z^\pi_{\bar{\varepsilon}}(\tau_t) \right\| \, ds \leq CM(\Delta(\varepsilon))^2
\]

for the second term. By Lemma 6.3, we have

\[
E \left[ \int_{\tau_{t-1}}^{\tau_t} \left\| g(z^\pi_{\bar{\varepsilon}}(\tau_t), y^\pi_{\bar{\varepsilon}}(\tau_t), u^\pi_{\bar{\varepsilon}}(\tau_t)) - g(z_t, y^\pi_{\bar{\varepsilon}}(s), u^\pi_{\bar{\varepsilon}}(s)) \right\| \, ds \right] \leq \Delta(\varepsilon)CM(\Delta(\varepsilon))e^C
\]

for the third term. Now, since,

\[
\frac{1}{K(\varepsilon)} \sum_{m=\lfloor \frac{\tau_{t-1}}{\varepsilon} \rfloor}^{\lfloor \frac{\tau_t}{\varepsilon} \rfloor + K(\varepsilon) - 1} g(z_t, y(m), u(m)) \in V_g \left( z_t, K(\varepsilon), y \left( \left\lfloor \frac{\tau_t}{\varepsilon} \right\rfloor \right) \right),
\]

while \( v_t \) is defined by (6.22), Corollary 4.6 implies for the fourth term that

\[
\Delta(\varepsilon) E \left[ \left\| \frac{1}{K(\varepsilon)} \sum_{m=\lfloor \frac{\tau_{t-1}}{\varepsilon} \rfloor}^{\lfloor \frac{\tau_t}{\varepsilon} \rfloor + K(\varepsilon) - 1} g(z_t, y(m), u(m)) - v_t \right\| \right] \leq \Delta(\varepsilon)\bar{v}_g(K(\varepsilon)),
\]

for the fourth term.
where \( \lim_{\epsilon \to 0} \tilde{v}_g(K(\epsilon)) = 0 \). Finally, by (6.23), we have
\[
\Delta(\epsilon)\|v_t - \tilde{v}_t\| \leq \Delta(\epsilon)C\|z_{\epsilon_{\max}}^{\pi,y_0}(\tau_t) - \zeta_t\| + CM(\Delta(\epsilon))^2 e^C.
\] (6.30)

Combining equations (6.25) - (6.30), we arrive at the inequality
\[
E \left[ \left\| \int_{\tau_t}^{\tau_{t+1}} g(z_{\epsilon_{\max}}^{\pi,y_0}(s), y_{\epsilon_{\max}}^{\pi,y_0}(s), \nu_{\epsilon_{\max}}^{\pi,y_0}(s))ds - \Delta(\epsilon)\tilde{v}_t \right\| \right] 
\leq \Delta(\epsilon) \left( CM\Delta(\epsilon) + 2CM\Delta(\epsilon)e^C + c\frac{\epsilon}{\Delta(\epsilon)} + \tilde{v}_g(K(\epsilon)) + C\|z_{\epsilon_{\max}}^{\pi,y_0}(\tau_t) - \zeta_t\| \right).
\] (6.31)

Substituting back into inequality (6.21), we have
\[
E[\|z_{\epsilon_{\max}}^{\pi,y_0}(\tau_{t+1}) - \zeta_{t+1}\|] 
\leq \|z_{\epsilon_{\max}}^{\pi,y_0}(\tau_t) - \zeta_t\| + C\Delta(\epsilon)\|z_{\epsilon_{\max}}^{\pi,y_0}(\tau_t) - \zeta_t\| + \Delta(\epsilon) \left( CM\Delta(\epsilon) + 2CM\Delta(\epsilon)e^C + c\frac{\epsilon}{\Delta(\epsilon)} + \tilde{v}_g(K(\epsilon)) \right) 
\leq \|z_{\epsilon_{\max}}^{\pi,y_0}(\tau_t) - \zeta_t\| + C(1/[1/\Delta(\epsilon)])\|z_{\epsilon_{\max}}^{\pi,y_0}(\tau_t) - \zeta_t\| 
+ (1/[1/\Delta(\epsilon)]) \left( CM\Delta(\epsilon) + 2CM\epsilon e^C\Delta(\epsilon) + c\frac{\epsilon}{\Delta(\epsilon)} + \tilde{v}_g(K(\epsilon)) \right). \] (6.32)

Applying Lemma 6.6 with \( L_1 = C, M_\epsilon = [1/\Delta(\epsilon)] \) and \( \varphi(\epsilon) = CM\Delta(\epsilon) + 2CM\epsilon e^C\Delta(\epsilon) + c\epsilon/\Delta(\epsilon) + \tilde{v}_g(K(\epsilon)) \), we have
\[
\|z_{\epsilon_{\max}}^{\pi,y_0}(\tau_t) - \zeta_t\| \leq \omega_1(\epsilon). \] (6.33)

where the piece-wise linear function \( \omega_1(\epsilon) = \frac{CM\Delta(\epsilon) + 2CM\epsilon e^C\Delta(\epsilon) + c\epsilon/\Delta(\epsilon) + \tilde{v}_g(K(\epsilon))}{\Delta(\epsilon)} \) approaches zero as \( \epsilon \to 0 \). Define now
\[
\zeta(s) = \begin{cases} 
\tilde{\zeta} + (s - \tau_t)\tilde{v}_t & \forall \; s \in [\tau_t, \tau_{t+1}], \; t \in \{0, 1, \ldots, N(\epsilon) - 1\} \\
\zeta_{N(\epsilon)} + (s - \tau_{N(\epsilon)}))\tilde{v}_{N(\epsilon)} & \forall \; s \in [\tau_{N(\epsilon)}, 1] 
\end{cases} \] (6.34)

and note that, for \( s \in (\tau_t, \tau_{t+1}) \), \( t = 0, 1, \ldots, N(\epsilon) - 1 \):

\[
d(\zeta(s), V_g(\zeta(s))) = d(\tilde{v}_t, V_g(\zeta(s))) 
\leq d(\tilde{v}_t, V_g(\zeta_t)) + d_H(V_g(\zeta_t), V_g(\zeta(s))).
\]

Since \( \tilde{v}_t \in V_g(\zeta_t) \), one has \( d(\tilde{v}_t, V_g(\zeta_t)) = 0 \). Also, by (6.2),
\[
d_H(V_g(\zeta_t), V_g(\zeta(s))) \leq C||\zeta_t - \zeta(s)|| = C(s - \tau_t)||\tilde{v}_t|| \leq CM\Delta(\epsilon)
\]
for all \( s \in [\tau_t, \tau_{t+1}] \), \( t = 0, 1, \ldots, N(\epsilon) - 1 \). Similarly,
\[
d_H(V_g(\zeta_{N(\epsilon)}), V_g(\zeta(s))) \leq CM\Delta(\epsilon) \quad \forall \; s \in [\tau_{N(\epsilon)}, 1].
\]

Hence,
\[
d(\zeta(s), V_g(\zeta(s))) \leq CM\Delta(\epsilon) \quad \text{for almost all } s \in [0, 1].
\] (6.35)

By Filippov’s Theorem (see [9, p. 171]), there exists \( z(\epsilon) \) solving the differential inclusion (6.4) such that
\[
\max_{s \in [0,1]} \|z(s) - \zeta(s)\| \leq C_1\Delta(\epsilon). \] (6.36)
for some $C_1 > 0$. By (6.36) and (6.33),
\[
E[||z_\epsilon(t) - z_\epsilon^{\pi, \bar{y}_0}(t)||] \leq E[||z_\epsilon(t) - \zeta(t)||] + E[||\zeta(t) - \zeta_\epsilon||] + E[||\zeta_\epsilon - z_\epsilon^{\pi, \bar{y}_0}(t)||] \\
\leq C_1 \Delta(\epsilon) + M \Delta(\epsilon) + \omega_1(\epsilon),
\]
where $\omega_1(\epsilon)$ is as defined in (6.33). Finally, by Lemma 6.4, (6.37) and Lemma 6.5,
\[
E[||z_\epsilon^{\pi, \bar{y}_0}(s) - z_\epsilon(s)||] \leq E[||z_\epsilon^{\pi, \bar{y}_0}(s) - z_\epsilon^{\pi, \bar{y}_0}(t)||] + E[||z_\epsilon^{\pi, \bar{y}_0}(t) - z_\epsilon(t)||] + E[||z_\epsilon(t) - z_\epsilon(s)||] \\
\leq C_1 \Delta(\epsilon) + 3M \Delta(\epsilon) + \omega_1(\epsilon),
\]
which completes the proof. \[\square\]

7 Construction of control plans that generate solutions of the hybrid system, the $z$-components of which are close to the solutions of the differential inclusion

For brevity, throughout this section we do not emphasise the dependence of state-control trajectories on initial conditions.

**Theorem 7.1** Assume the system (2.1) satisfies the strong h-approximation conditions (see Definition 4.1) for any vector function $h(\cdot, \cdot)$ as in (3.1). Then, corresponding to any solution $\tilde{z}(\cdot)$ of the differential inclusion (6.4), there exists a control plan $\bar{\pi}$ such that the solution $z_\epsilon^\bar{\pi}(\cdot)$ of system (5.1a) obtained with the use of this control plan satisfies the inequality
\[
\max_{s \in [0,1]} E[|z_\epsilon^\bar{\pi}(s) - \tilde{z}(s)|] \leq \psi_2(\epsilon)
\]
for some $\psi_2(\epsilon)$ such that $\lim_{\epsilon \to 0} \psi_2(\epsilon) = 0$.

**Proof.** The proof of this theorem is given at the end of this section. \[\square\]

**Corollary 7.2** Assume the system (2.1) satisfies the strong h-approximation conditions (see Definition 4.1) for any vector function $h(\cdot, \cdot)$ as in (3.1). Then, the optimal value $F^\epsilon$ of problem (5.4) converges to the optimal value $F^0$ of the problem (6.3) as $\epsilon \to 0$. More precisely,
\[
|F^\epsilon - F^0| \leq C_G \psi(\epsilon),
\]
where $\psi(\epsilon) = \max(\psi_1(\epsilon), \psi_2(\epsilon))$ (with $\psi_1(\epsilon)$ being as in (6.6) and $\psi_2(\epsilon)$ being as in (7.1)). In addition, if $\tilde{z}(s)$ is an optimal solution for the problem (6.3), the control plan $\bar{\pi} \in \Pi$ constructed in the proof of Theorem 7.1 generates the solution $z_\epsilon^\bar{\pi}(\cdot)$ of system (5.1a) such that
\[
E[G(z_\epsilon^\bar{\pi}(1))] \leq F^\epsilon + C_G(\psi(\epsilon) + \psi_2(\epsilon)).
\]
That is, the control plan $\bar{\pi}$ is asymptotically optimal for the problem (5.4).

**Proof.** Let $\pi \in \Pi$ be an arbitrary control plan, let $z_\epsilon^\pi(\cdot)$ be the corresponding solution of (5.1a) and let $z_\epsilon(\cdot)$ be the solution to the differential inclusion (6.4) that satisfies (6.6). Then,
\[
|E[G(z_\epsilon^\pi(1))] - E[G(z_\epsilon(1))]| \leq E[C_G|z_\epsilon^\pi(1) - z_\epsilon(1)|] \leq C_G \psi_1(\epsilon),
\]
where $\psi_1(\epsilon)$ is as defined in (6.33). Finally, by Lemma 6.4, (6.37) and Lemma 6.5,
where \( C_G \) is the Lipschitz constant of \( G(\cdot) \). Note that
\[
G(z_\varepsilon(1)) \geq F^0 \implies E[G(z_\varepsilon(1))] = G(z_\varepsilon(1)) \geq F^0,
\]
implying, by (7.4),
\[
E[G(z_\varepsilon^\pi(1))] \geq E[G(z_\varepsilon(1))] - C_G\psi_1(\varepsilon) \geq F^0 - C_G\psi_1(\varepsilon).
\]
Since \( \pi \) was an arbitrarily selected control plan,
\[
F^\varepsilon = \inf_{\pi \in \Pi} E[G(\bar{z}_\varepsilon^\pi(1))] \geq F^0 - C_G\psi_1(\varepsilon).
\]
(7.5)

Now, let \( \bar{z}(\cdot) \) be an optimal trajectory for the problem (6.5). By Theorem 7.1, there exists a control plan \( \bar{\pi} \) with the corresponding solution \( z_\varepsilon^\bar{\pi}(\cdot) \) obtained from the system (5.1) such that
\[
|E[G(z_\varepsilon^\bar{\pi}(1))] - F^0| = |E[G(z_\varepsilon^\bar{\pi}(1))] - E[G(\bar{z}(1))]| \leq C_G E[||z_\varepsilon^\bar{\pi}(1) - \bar{z}(1)||] \leq C_G\psi_2(\varepsilon),
\]
implying
\[
E[G(z_\varepsilon^\bar{\pi}(1))] \leq F^0 + C_G\psi_2(\varepsilon).
\]
(7.7)

Since \( E[G(z_\varepsilon^\bar{\pi}(1))] \geq F^\varepsilon \), we have by (7.7) that
\[
F^\varepsilon \leq F^0 + C_G\psi_2(\varepsilon).
\]
(7.8)

This along with (7.5) proves (7.2). The validity of (7.3) follows from (7.2) and (7.6). \( \square \)

Let us construct the control plan \( \bar{\pi} \) providing the inequality (7.1). Let \( \bar{z}(\cdot) \) be a solution to the differential inclusion (6.4) and define the projection of \( (\Delta(\varepsilon)^{-1}\int_0^{\tau_1} \bar{z}(s) ds) \) onto the set \( V_g(\bar{z}(0)) \) as follows:
\[
v_0 \overset{\text{def}}{=} \text{argmin} \left\{ \left| \left| \Delta(\varepsilon)^{-1} \int_0^{\tau_1} \bar{z}(s) ds - v \right| \right| : v \in V_g(\bar{z}(0)) \right\}.
\]
(7.9)

Then, by Corollary 4.3 for any initial condition \( y_0 \in Y \), there exists a control plan
\[
\pi^0 = (\pi^0_0, \pi^0_1(\sigma(0)), \ldots, \pi^0_{K(\varepsilon)-1}(\sigma(0), \ldots, \sigma(K(\varepsilon) - 2)))
\]
with the corresponding state-control trajectory \((y_\varepsilon^\pi(\cdot), u_\varepsilon^\pi(\cdot))\) that generates the random occupational measure \( \chi_{y_\varepsilon^\pi, K(\varepsilon)} \in B_{K(\varepsilon)}(y_0) \) such that
\[
E \left[ \left| v_0 - \int_{Y \times \bar{U}} g(\bar{z}(0), y, u) \chi_{y_\varepsilon^\pi, y_\varepsilon^\pi, K(\varepsilon)}(dy, du) \right| \right] \leq \bar{\nu}_g(K(\varepsilon)),
\]
(7.10)

where \( \lim_{\varepsilon \to 0} \bar{\nu}_g(K(\varepsilon)) = 0 \), or equivalently (see (2.12)),
\[
E \left[ \left| v_0 - \frac{1}{K(\varepsilon)} \sum_{m=0}^{K(\varepsilon)-1} g(\bar{z}(0), y_{\pi^0}^0(m), u_{\pi^0}^0(m)) \right| \right] \leq \bar{\nu}_g(K(\varepsilon)).
\]

We begin the construction of the control plan \( \bar{\pi} = (\bar{\pi}_k(\cdot), k = 0, 1, \ldots, [1/\varepsilon]) \in \Pi \) by defining it for \( k = 0, 1, \ldots, [\tau_1/\varepsilon] - 1 \) as follows:
\[
\bar{\pi}_k(\cdot) = \pi^0_k(\cdot) \text{ for } k = 0, 1, \ldots, K(\varepsilon) - 1, \text{ and } \bar{\pi}_k(\cdot) = u \text{ for } k = K(\varepsilon), \ldots, [\tau_1/\varepsilon] - 1,
\]
where \( u \) is an arbitrary element of \( \bar{U} \). Let us assume that the control plan \( \bar{\pi} \) has been constructed for the time moments \( k = 0, 1, \ldots, [\tau_1/\varepsilon] - 1 \) and, by use of induction, extend the construction to the sequence of time moments \( k = [\tau_1/\varepsilon], \ldots, [\tau_{l+1}/\varepsilon] - 1 \).
Define \( v_t \) as the projection of the vector \( \left( \Delta(\epsilon)^{-1} \int_{\tau_t}^{\tau_{t+1}} \dot{z}(s) ds \right) \) onto the set \( V_g(\bar{z}(\tau_t)) \):

\[
v_t \overset{\text{def}}{=} \arg\min \left\{ \left\| \Delta(\epsilon)^{-1} \int_{\tau_t}^{\tau_{t+1}} \dot{z}(s) ds - v \right\| : v \in V_g(\bar{z}(\tau_t)) \right\}. \tag{7.11}
\]

By Corollary 4.3 for the initial condition \( y([\tau_t/\epsilon]) = y^t \), there exists a control plan

\[
\pi^t = (\pi_{[\tau_t/\epsilon]}^t, \pi_{[\tau_t/\epsilon]+1}^t(\sigma([\tau_t/\epsilon])), \ldots, \pi_{[\tau_{t+1}/\epsilon]-1}^t(\sigma([\tau_t/\epsilon]), \ldots, \sigma([\tau_t/\epsilon] + K(\epsilon) - 2)))
\]

with the corresponding state-control trajectory \( (y^{\pi^t}(\cdot), u^{\pi^t}(\cdot)) \) that generates the occupational measure \( \chi^{\pi^t,y^t,K(\epsilon)} \in B_{K(\epsilon)}([\tau_t/\epsilon]) \) such that

\[
E \left[ \left\| v_t - \int_{Y \times \hat{U}} \left( g(\bar{z}(\tau_t), y, u) \chi^{\pi^t,y^t,K(\epsilon)}(dy, du) \right) \right\| \right] \leq \tilde{\nu}_g(K(\epsilon)), \tag{7.12}
\]

where \( \lim_{\epsilon \rightarrow 0} \tilde{\nu}_g(K(\epsilon)) = 0 \), or equivalently,

\[
E \left[ \left\| v_t - \frac{1}{K(\epsilon)} \sum_{m=\lfloor \tau_t/\epsilon \rfloor}^{\lfloor \tau_t/\epsilon \rfloor + K(\epsilon) - 1} \left( g(\bar{z}(\tau_t), y^{\pi^t}(m), u^{\pi^t}(m)) \right) \right\| \right] \leq \tilde{\nu}_g(K(\epsilon)). \tag{7.13}
\]

Extend the definition of the control plan \( \bar{\pi} \) to the sequence \( k = [\tau_t/\epsilon], \ldots, [\tau_{t+1}/\epsilon] - 1 \) as follows:

\[
\bar{\pi}_k(\cdot) = \pi_k^t(\cdot) \text{ for } k = [\tau_t/\epsilon], [\tau_t/\epsilon] + 1, \ldots, [\tau_t/\epsilon] + K(\epsilon) - 1,
\]

\[
\bar{\pi}_k(\cdot) = u \text{ for } k = [\tau_t/\epsilon] + K(\epsilon), \ldots, [\tau_{t+1}/\epsilon] - 1, \tag{7.14}
\]

where \( u \) is an arbitrary element of \( \hat{U} \). By repetitions of the preceding process, we define \( \bar{\pi} \) for \( k = 0, 1, \ldots, [\tau_N(\epsilon)/\epsilon] - 1 \). We complete the definition of the control plan \( \bar{\pi} \) by defining it for \( k = [\tau_N(\epsilon)/\epsilon], \ldots, [1/\epsilon] \) by taking

\[
\bar{\pi}_k(\cdot) = u \text{ for } k = [\tau_N(\epsilon)/\epsilon], \ldots, [1/\epsilon], \tag{7.15}
\]

where \( u \) is an arbitrary element of \( \hat{U} \).

The fact that the control plan \( \bar{\pi} \) provides inequality \( \text{(7.1)} \) is based on the following lemmas.

**Lemma 7.3** Let \( \bar{z}(s) \) be a solution to the differential inclusion \( \text{(6.4)} \). Then

\[
d \left( \Delta(\epsilon)^{-1} \int_{\tau_t}^{\tau_{t+1}} \dot{z}(s) ds, V_g(\bar{z}(\tau_t)) \right) \leq CM \Delta(\epsilon)
\]

where the distance \( d(\cdot, \cdot) \) is as introduced in \( \text{(2.15)} \) and \( C \) and \( M \) are the positive constants introduced with \( \text{(5.2)} \) and \( \text{(5.3)} \), respectively.

**Proof.** Let \( \bar{z}(s) \) be a solution to the differential inclusion \( \text{(6.4)} \). On the interval \( s \in [\tau_t, \tau_{t+1}] \) we have, by \( \text{(6.2)} \) and Lemma 6.5,

\[
\dot{z}(s) \in V_g(\bar{z}(s)) \subset V_g(\bar{z}(\tau_t)) + C||\bar{z}(s) - \bar{z}(\tau_t)||\bar{B}
\]

for the closed unit ball \( \bar{B} \in \mathbb{R}^k \). By the convexity of \( V_g(\bar{z}) \),

\[
\left( \Delta(\epsilon)^{-1} \int_{\tau_t}^{\tau_{t+1}} \dot{z}(s) ds \right) \in V_g(\bar{z}(\tau_t)) + CM \Delta(\epsilon)\bar{B}
\]

implying

\[
d \left( \Delta(\epsilon)^{-1} \int_{\tau_t}^{\tau_{t+1}} \dot{z}(s) ds, V_g(\bar{z}(\tau_t)) \right) \leq CM \Delta(\epsilon)
\]

and completing the proof. \( \Box \)
Lemma 7.4 Let \( \bar{z}(s) \) be an arbitrary solution to the differential inclusion (6.4) and let \( \zeta_t, t = 0, 1, \ldots, N(\epsilon) - 1 \) be defined by the equations:

\[
\zeta_{t+1} = \zeta_t + \Delta(\epsilon) v_t, \quad t = 0, 1, \ldots, N(\epsilon) - 1, \quad \zeta_0 = z_0,
\]

(7.16)

where the vector \( v_t \) is as defined in (7.9) for \( t = 0 \), and in (7.11) for \( t > 0 \). Then

\[
||\bar{z}(\tau_t) - \zeta_t|| \leq CM\Delta(\epsilon)
\]

(7.17)

for all \( t = 0, 1, \ldots, N(\epsilon) \).

**Proof.** Let \( \bar{z}(s) \) be an arbitrary solution to the differential inclusion (6.4). By Lemma 7.3

\[
||\bar{z}(\tau_{t+1}) - \zeta_{t+1}|| \leq ||\bar{z}(\tau_t) - \zeta_t|| + \Delta(\epsilon) \left| \left| \Delta^{-1}(\epsilon) \int_{\tau_t}^{\tau_{t+1}} \bar{z}(s) ds - v_t \right| \right|
\]

\[
\leq ||\bar{z}(\tau_t) - \zeta_t|| + CM\Delta(\epsilon)^2,
\]

for all \( t = 0, 1, \ldots, N(\epsilon) - 1 \). It can be readily seen that

\[
||\bar{z}(\tau_t) - \zeta_t|| \leq N(\epsilon)CM(\Delta(\epsilon))^2 \leq CM\Delta(\epsilon), \quad t = 0, 1, \ldots, N(\epsilon),
\]

(7.18)

as required. \( \square \)

**Proof of Theorem 7.1** Let \( \bar{\pi} \) be the control plan from (7.14) - (7.15) and define the sequence of random variables \( z_t \) for \( t = 0, 1, \ldots, N(\epsilon) \) according to the following:

\[
z_{t+1} = z_t + \int_{\tau_t}^{\tau_{t+1}} g(z_t, y^*_c(s), u^*_c(s)) ds, \quad Z_0 = z_0.
\]

(7.19)

where \( u^*_c(s) \) and \( y^*_c(s) \) are the controls and states corresponding to the control plan \( \bar{\pi} \), obtained from (5.1b). By taking the difference between (7.19) and (7.16), we obtain

\[
E \left[ ||\zeta_{t+1} - z_{t+1}|| \right] \leq E \left[ ||\zeta_t - z_t|| \right] + \Delta(\epsilon) E \left[ \left\| \frac{1}{\Delta(\epsilon)} \int_{\tau_t}^{\tau_{t+1}} g(z_t, y^*_c(s), u^*_c(s)) ds - v_t \right\| \right]
\]

\[
\leq E \left[ ||\zeta_t - z_t|| \right] + \Delta(\epsilon) E \left[ \left\| \frac{1}{\Delta(\epsilon)} \int_{\tau_t}^{\tau_{t+1}} \left( g(z_t, y^*_c(s), u^*_c(s)) - g(\bar{z}(\tau_t), y^*_c(s), u^*_c(s)) \right) ds \right\| \right]
\]

\[
+ \Delta(\epsilon) E \left[ \left\| \frac{1}{\Delta(\epsilon)} \int_{\tau_t}^{\tau_{t+1}} g(\bar{z}(\tau_t), y^*_c(s), u^*_c(s)) ds - v_t \right\| \right].
\]

(7.20)

By (5.2) and (7.17),

\[
E \left[ \left\| \frac{1}{\Delta(\epsilon)} \int_{\tau_t}^{\tau_{t+1}} \left( g(z_t, y^*_c(s), u^*_c(s)) - g(\bar{z}(\tau_t), y^*_c(s), u^*_c(s)) \right) ds \right\| \right]
\]

\[
\leq E \left[ \frac{1}{\Delta(\epsilon)} \int_{\tau_t}^{\tau_{t+1}} C ||z_t - \bar{z}(\tau_t)|| ds \right]
\]

\[
\leq E \left[ \frac{1}{\Delta(\epsilon)} \int_{\tau_t}^{\tau_{t+1}} C(||\zeta_t - z_t|| + ||\zeta_t - \bar{z}(\tau_t)||) ds \right]
\]

\[
\leq E [C ||\zeta_t - z_t|| + C ||\zeta_t - \bar{z}(\tau_t)||] \]

\[
\leq CE ||\zeta_t - z_t|| + C^2TM\Delta(\epsilon).
\]

(7.21)

By Lemma 6.3,

\[
\left\| \frac{1}{\Delta(\epsilon)} \int_{\tau_t}^{\tau_{t+1}} g(\bar{z}(\tau_t), y^*_c(s), u^*_c(s)) ds - v_t \right\|
\]
Combining (7.17), (7.23) and (7.25) and by Lemma 6.6 with Lemma 6.4, we obtain
\[
\sum_{m=[\tau/\epsilon]}^{[\tau/\epsilon]+K(\epsilon)-1} g(\bar{z}(\tau), y^\#(m), u^\#(m)) - v_t
\]
for some constant \(c > 0\). Hence, by the construction of \(\bar{\pi}\) (in particular, see (7.13)),
\[
\left\| \frac{1}{\Delta(\epsilon)} \int_{\tau_t}^{\tau_{t+1}} g(\bar{z}(\tau), y^\#(s), u^\#(s))ds - v_t \right\| \leq c \left( \frac{\epsilon}{\Delta(\epsilon)} \right) + \bar{\nu}_g(K(\epsilon)). \tag{7.22}
\]
By (7.21) and (7.22), (7.20) becomes
\[
E \left[ \|\zeta_{t+1} - z_{t+1}\| \right] \leq E \left[ \|\zeta_t - z_t\| \right] + \Delta(\epsilon) \left( CE \left[ \|\zeta_t - z_t\| \right] + C^2 M \Delta(\epsilon) + c \left( \frac{\epsilon}{\Delta(\epsilon)} \right) + \bar{\nu}_g(K(\epsilon)) \right).
\]
Applying Lemma 6.6 with \(L_1 = C\), \(M_\epsilon = [1/\Delta(\epsilon)]\) and \(\varphi(\epsilon) = (C^2 M \Delta(\epsilon) + c \left( \frac{\epsilon}{\Delta(\epsilon)} \right) + \bar{\nu}_g(K(\epsilon)))\), we obtain
\[
E \left[ \|\zeta_t - z_t\| \right] \leq \frac{1}{C} \left( C^2 M \Delta(\epsilon) + c \left( \frac{\epsilon}{\Delta(\epsilon)} \right) + \bar{\nu}_g(K(\epsilon)) \right) e^C, \quad t = 0, 1, \ldots, N(\epsilon). \tag{7.23}
\]
Now, \(z^\#_\epsilon(\cdot)\) is the solution of (5.11) associated with the control \(u^\#_\epsilon(\cdot)\),
\[
z^\#_\epsilon(\tau_{t+1}) = z^\#_\epsilon(\tau_t) + \int_{\tau_t}^{\tau_{t+1}} g(z^\#_\epsilon(s), y^\#_\epsilon(s), u^\#_\epsilon(s))ds.
\]
Consider the difference between the above expression and (7.19):
\[
E \left[ \|z^\#_\epsilon(\tau_{t+1}) - z_{t+1}\| \right] \leq E \left[ \|z^\#_\epsilon(\tau_t) - z_t\| \right] + \int_{\tau_t}^{\tau_{t+1}} C \|z^\#_\epsilon(s) - z_t\| ds.
\]
By Lemma 6.4
\[
E[\|z^\#_\epsilon(\tau_{t+1}) - z_{t+1}\|] \leq E[(1 + C \Delta(\epsilon))\|z^\#_\epsilon(\tau_t) - z_t\| + CM(\Delta(\epsilon))^2]
\]
and by Lemma 6.6 with \(L_1 = C\), \(M_\epsilon = [1/\Delta(\epsilon)]\) and \(\varphi(\epsilon) = CM \Delta(\epsilon)\),
\[
E \left[ \|z^\#_\epsilon(\tau_t) - z_t\| \right] \leq (C^2 M \Delta(\epsilon) + c \left( \frac{\epsilon}{\Delta(\epsilon)} \right) + \bar{\nu}_g(K(\epsilon)) + CM \Delta(\epsilon)) e^C, \quad t = 0, 1, \ldots, N(\epsilon). \tag{7.25}
\]
Combining (7.17), (7.23) and (7.25)
\[
E[\|\bar{z}(\tau_t) - z^\#_\epsilon(\tau_t)\|] \leq E[\|\bar{z}(\tau_t) - \zeta_t\| + \|\zeta_t - z_t\| + \|z_t - z^\#_\epsilon(\tau_t)\|]
\]
Le C M \Delta(\epsilon) + \frac{1}{C} \left( C^2 M \Delta(\epsilon) + c \left( \frac{\epsilon}{\Delta(\epsilon)} \right) + \bar{\nu}_g(K(\epsilon)) + CM \Delta(\epsilon) \right) e^C, \tag{7.26}
\]
for all $t = 0, 1, \ldots, N(\epsilon)$. Finally, by Lemma 6.3, Lemma 6.4 and (7.26),
\[
E \|z^h_t(s) - \bar{z}(s)\| \leq E \|\bar{z}(s) - \bar{z}(\tau)\| + E \|\bar{z}(\tau) - z^h(\tau)\| + E \|z^h(s) - z^h(\tau)\| \\
\leq 2M\Delta(\epsilon) + CM\Delta(\epsilon) + \frac{1}{C} \left( C^2 M\Delta(\epsilon) + c \left( \frac{\epsilon}{\Delta(\epsilon)} \right) + \bar{v}_g(K(\epsilon)) + CM\Delta(\epsilon) \right) e^C.
\]

The function $\psi_2(\epsilon) \overset{\text{def}}{=} M\Delta(\epsilon) + CM\Delta(\epsilon) + \frac{1}{C} \left( C^2 M\Delta(\epsilon) + c \left( \frac{\epsilon}{\Delta(\epsilon)} \right) + \bar{v}_g(K(\epsilon)) + CM\Delta(\epsilon) \right) e^C$ satisfies the conditions of the $\psi_2(\epsilon)$ proposed in the statement of the Theorem, thus, the proof is complete. □

8 Proofs of Theorems 3.2, 3.3 and 4.2

Lemma 8.1 Let the vector function $h(\cdot, \cdot)$ be as in (3.1) and define the constant $c_h$ as
\[
c_h \overset{\text{def}}{=} \max_{(y,u)\in Y\times U} ||h(y,u)||. \tag{8.1}
\]
Then, the following estimates are valid for any pair of integers $T', T'' \geq 1$,
\[
\sup_{\zeta \in V^E_h(T,y_0)} E[||\zeta||] \leq c_h \implies \sup_{\zeta \in V^E_h(T,y_0)} ||\zeta|| \leq c_h \tag{8.2}
\]
\[
d^E_H(V^r_h(T',y_0), V^r_h(T'',y_0)) \leq \frac{2c_h|T'' - T'|}{\max\{T', T''\}} \tag{8.3}
\]
\[
d_H(V^r_h(T',y_0), V^r_h(T'',y_0)) \leq \frac{2c_h|T'' - T'|}{\max\{T', T''\}}. \tag{8.4}
\]

Proof. The first inequality in (8.2) follows from (8.1), and the second inequality in (8.2) is implied by the fact $||E[\zeta]|| \leq E[||\zeta||]$. Equation (8.4) follows from (8.3), since $d_H(E[V_1], E[V_2]) \leq d^E_H(V_1, V_2)$. It remains to show (8.3) holds. Assume without loss of generality that $T'' \geq T'$. Then, by (8.2), for any control plan $\pi \in \Pi$ with the corresponding state-control trajectory $(y^{\pi,y_0}(\cdot), u^{\pi,y_0}(\cdot))$, we have
\[
E \left[ \left( \frac{1}{T'} \sum_{t=0}^{T'-1} h(y^{\pi,y_0}(t), u^{\pi,y_0}(t)) - \frac{1}{T''} \sum_{t=0}^{T''-1} h(y^{\pi,y_0}(t), u^{\pi,y_0}(t)) \right)^2 \right] \\
\leq \frac{2c_h(T'' - T')}{T''} \frac{1}{T'} \sum_{t=0}^{T'-1} h(y^{\pi,y_0}(t), u^{\pi,y_0}(t)) + \frac{1}{T''} \sum_{t=T'}^{T''-1} h(y^{\pi,y_0}(t), u^{\pi,y_0}(t))
\]
which implies (8.3). □

Lemma 8.2 The strong $h$-approximation conditions are equivalent to the fulfilment of the inequality
\[
d^E_H(V^r_h(T,y_0), V^r_h(T,y_0')) \leq \nu_h(T) \tag{8.5}
\]
and the weak $h$-approximation conditions are equivalent to the fulfilment of the inequality
\[
d_H(V^r_h(T,y_0), V^r_h(T,y_0'')) \leq \nu_h(T) \tag{8.6}
\]
for any initial conditions $y_0'$ and $y_0''$.  
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\textbf{Proof.} The proof is obvious. \hfill \Box

\textbf{Lemma 8.3} \textit{Let a function }$\varphi(T) : \mathbb{N} \to \mathbb{R}$, \textit{where} $\mathbb{N}$ \textit{denotes the positive integers, be such that, for some monotone decreasing function }$\beta(T)$, \textit{\(\lim_{T \to \infty} \beta(T) = 0\)}, \textit{the following inequalities hold:}

\begin{equation}
|\varphi(T) - \varphi(kT)| \leq \beta(T), \quad k = 1, 2, \ldots.
\end{equation}

Let also

\begin{equation}
|\varphi(T') - \varphi(T'')| \leq \frac{\alpha|T'' - T'|}{\max\{T', T''\}} \quad \forall \ T', T'' > 0, \ \alpha \text{ const.}
\end{equation}

Then, there exists a limit

\begin{equation}
\lim_{T \to \infty} \varphi(T) \overset{\text{def}}{=} A
\end{equation}

and the estimate

\begin{equation}
|\varphi(T) - A| \leq \beta(T) \quad \forall \ T > 0
\end{equation}

is valid.

\textbf{Proof.} \textit{Let }$\delta > 0$ \textit{be arbitrarily small. Let }$T_\delta$ \textit{be such that }$\beta(T_\delta) \leq \frac{\delta}{4}$ \textit{and let }$T_\delta^+$ \textit{be such that }$T_\delta^+ \geq \frac{4 \alpha T_\delta}{\delta}$.

Then, for $T'' \geq T' \geq \max\{T_\delta, T_\delta^+\}$, we obtain:

\begin{align*}
|\varphi(T'') - \varphi(T')| &\leq \left|\varphi(T'') - \varphi\left(\frac{T''}{T_\delta}\right) T_\delta\right| + \left|\varphi\left(\frac{T''}{T_\delta}\right) T_\delta\right| - \varphi(T_\delta) \\
&\quad + \left|\varphi\left(\frac{T'}{T_\delta}\right) T_\delta\right| - \varphi(T_\delta) + \left|\varphi(T') - \varphi\left(\frac{T'}{T_\delta}\right) T_\delta\right|
\end{align*}

\begin{align*}
&\leq \frac{\alpha T_\delta}{T''} + 2 \beta(T_\delta) + \frac{\alpha T_\delta}{T'} \leq 2 \beta(T_\delta) + \frac{2 \alpha T_\delta}{T_\delta^+} \leq \delta.
\end{align*}

Equation (8.9) follows and (8.10) is obtained by taking the limit as $k \to \infty$ in (8.7). \hfill \Box

\textbf{Lemma 8.4} \textit{Let }$\Psi(p, T, y_0)$ \textit{be the support function of the set }$V_h(T, y_0)$:

\begin{equation}
\Psi_h(p, T, y_0) \overset{\text{def}}{=} \sup_{v \in V_h(T, y_0)} \{p^T v\}.
\end{equation}

\textit{If the weak }$h$\textit{-approximation conditions are satisfied for any vector function }$h(\cdot, \cdot)$ \textit{as in (3.1), then there exists a convex, positively homogeneous and Lipschitz continuous function }$\Psi_h(p)$ \textit{such that}

\begin{equation}
|\Psi_h(p, T, y_0) - \Psi_h(p)| \leq \nu_h(T)||p||,
\end{equation}

\textit{where }$\nu_h(T)$ \textit{is the function introduced in Definition 4.7.}

\textbf{Proof.} \textit{Note, first, that }$\Psi_h(p, T, y_0)$ \textit{also allows the representation}

\begin{equation}
\Psi_h(p, T, y_0) = \frac{1}{T} \sup_{\pi \in \Pi} \left\{ E \left[ \sum_{r=0}^{T-1} p^T h(y^\pi, v^\pi, u^\pi) (\tau) \right] \right\}
\end{equation}

\textit{where the supremum is over all control plans }$\pi \in \Pi$. \textit{From (8.2) it follows that}

\begin{equation}
|\Psi_h(p, T, y_0)| \leq c_h||p||, \quad |\Psi_h(p', T, y_0) - \Psi_h(p'', T, y_0)| \leq c_h||p' - p''||
\end{equation}
and from (8.14) it follows that
\[ |\Psi_h(p, T', y_0) - \Psi_h(p, T'', y_0)| = ||p|| \left| \Psi_h \left( \frac{p}{||p||}, T', y_0 \right) - \Psi_h \left( \frac{p}{||p||}, T'', y_0 \right) \right| \leq ||p|| \max_{||p'|| \leq 1} \left| \Psi_h \left( p', T', y_0 \right) - \Psi_h \left( p', T'', y_0 \right) \right| \leq ||p|| \left| d_H \left( V_h(T', y_0), V_h(T'', y_0) \right) \right| \leq 2c_h ||p|| |T'' - T'| \max\{T', T''\} \]

Similarly, by (8.6),
\[ |\Psi_h(p, T, y_0') - \Psi_h(p, T, y_0'')| \leq ||p|| \nu_h(T). \tag{8.13} \]

Note that if (8.12) is established, then the fact that \( \Psi_h(p) \) is convex, positively homogeneous and Lipschitz continuous will follow from the fact that \( \Psi_h(p, T, y_0) \) is. By Lemma 8.3 to establish (8.12) it is sufficient to verify the validity of the following estimates:
\[ |\Psi_h(p, kT, y_0) - \Psi_h(p, T, y_0)| \leq c\nu_h(T) \quad k = 1, 2, \ldots. \tag{8.14} \]

For \( k = 1 \), it is obvious. Assume that
\[ |\Psi(p, (k - 1)T, y_0) - \Psi(p, T, y_0)| \leq c\nu_h(T) \tag{8.15} \]

and show the validity of (8.14) using induction. Define the collection of random variables \( \mathcal{W}_h(T, y_0) \) as follows:
\[ \mathcal{W}_h(T, y_0) \overset{\text{def}}{=} \bigcup_{\pi \in \Pi} \left\{ \left( \frac{1}{T} \sum_{\tau=0}^{T-1} \pi(h^{\pi, y_0}(\tau), v^{\pi, y_0}(\tau)), y^{\pi, y_0}(T) \right) \right\}. \]

Using dynamic programming, one can obtain
\[ \Psi_h(p, kT, y_0) = \sup_{(\zeta, \eta) \in \mathcal{W}_h((k-1)T, y_0)} \left\{ \frac{k-1}{k} E[\pi^T \zeta] + \frac{1}{k} E[\Psi_h(p, T, \eta)] \right\}. \tag{8.16} \]

By (8.13), for any \((\zeta, \eta) \in \mathcal{W}_h((k-1)T, y_0), \)
\[ |E[\Psi_h(p, T, \eta)] - \Psi_h(p, T, y_0)| \leq ||p|| \nu_h(T) \]

Hence, using (8.16), one can obtain
\[ \left| \Psi_h(p, kT, y_0) - \left( \frac{k-1}{k} \Psi_h(p, (k-1)T, y_0) + \frac{1}{k} \Psi_h(p, T, y_0) \right) \right| = \left| \Psi_h(p, kT, y_0) - \sup_{(\zeta, \eta) \in \mathcal{W}_h((k-1)T, y_0)} \left\{ \frac{k-1}{k} E[\pi^T \zeta] + \frac{1}{k} E[\Psi_h(p, T, \eta)] \right\} \right| \leq \frac{1}{k} \sup_{(\zeta, \eta) \in \mathcal{W}_h((k-1)T, y_0)} \left\{ |E[\Psi_h(p, T, \eta)] - \Psi_h(p, T, y_0)| \right\} \leq \left( \frac{1}{k} \right) ||p|| \nu_h(T) \]

From (8.16) it follows, on the other hand, that
\[ \left| \frac{k-1}{k} \Psi_h(p, (k-1)T, y_0) - \frac{k-1}{k} \Psi_h(p, T, y_0) \right| \leq \frac{k-1}{k} ||p|| \nu_h(T), \]
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Proof. of which is claimed by Theorem 3.2. Then, for any initial condition $y_0$,

$$\Psi_p, (k-1)T, y_0) - \Psi_p (k-1)T, y_0) \leq \left(\frac{1}{k} + \frac{k-1}{k}\right) ||p|| \nu_h(T),$$

as required. □

**Lemma 8.5** Let the system (2.1) satisfy the weak $h$-approximation conditions for any vector function $h(\cdot, \cdot)$ as in (8.1), and let $V_h$ be a convex and compact subset of $\mathbb{R}^j$ defined by

$$V_h \overset{\text{def}}{=} \{ v | p^T v \leq \Psi_p (p) \ \forall \ p \in \mathbb{R}^j \}. \quad (8.17)$$

Then, for any initial condition $y_0$,

$$d_H(\text{co}V_h(T, y_0), V_h) \leq \nu_h(T). \quad (8.18)$$

REMARK. The notation (8.17) anticipates the fact that this set will coincide with the set $V_h$, the existence of which is claimed by Theorem 3.2.

**Proof.** Note the fact that the set $V_h$ is convex and compact follows from its definition in (8.17). Note also that the support functions of both $V_h(T, y_0)$ and $\text{co}V_h(T, y_0)$ are equal to $\Psi_p (p, T, y_0)$:

$$\sup_{v \in \text{co}V_h(T, y_0)} \{ p^T v \} = \sup_{v \in V_h(T, y_0)} \{ p^T v \} = \Psi_p (p, T, y_0).$$

The support function for $V_h$ is $\Psi_p (p)$ (see Corollary 13.2.1 in [35]). Hence (see e.g. Lemma II2.9, p. 207 in [21]),

$$d_H(\text{co}V_h(T, y_0), V_h) \leq \sup_{||p|| \leq 1} |\Psi_p (p, T, y_0) - \Psi_p (p)|. \quad (8.19)$$

By (8.12),

$$|\Psi_p (p, T, y_0) - \Psi_p (p)| \leq ||p|| \nu_h(T).$$

The above and (8.19) imply (8.18). □

**Proposition 8.6** Let $V_i, i = 1, \ldots, k$ be collections of random variables defined on the same probability space such that any element $\zeta_i \in V_i$ is independent from any other element $\zeta_j \in V_j$ for $i \neq j$. Assume also that

$$E[||\zeta||^2] \leq c = \text{const} \ \forall \zeta \in V_i, \ i = 1, 2, \ldots, k. \quad (8.20)$$

Then

$$d_H^E \left( \frac{1}{k} \sum_{i=1}^k V_i, \frac{1}{k} \sum_{i=1}^k E[V_i] \right) \leq \sqrt{\frac{c}{k}}, \quad (8.21)$$

where $E[V_i]$ stands for the set of mathematical expectations of the elements of the set $V_i$ and $d_H^E (\cdot, \cdot)$ is as defined in (2.16).

**Proof.** Take an arbitrary element $\zeta \in \frac{1}{k} \sum_{i=1}^k V_i$. By definition, $\zeta$ may be presented in the form $\zeta = \frac{1}{k} \sum_{i=1}^k \zeta_i$, where $\zeta_i \in V_i$. Define

$$\tilde{\zeta} \overset{\text{def}}{=} E[\zeta] = \frac{1}{k} \sum_{i=1}^k E[\zeta_i] \in \frac{1}{k} \sum_{i=1}^k E[V_i].$$
Due to the independence of \( \zeta_i, i = 1, 2, \ldots, k \), and by (8.21),

\[
E[||\zeta - \bar{\zeta}||] \leq \sqrt{E[||\zeta - \bar{\zeta}||^2]} = \sqrt{\frac{1}{k^2} \sum_{i=1}^{k} E[||\zeta_i - E[\zeta_i]||^2]} \leq \sqrt{\frac{c}{k}}. \tag{8.22}
\]

Now take an arbitrary \( \bar{\zeta} \in \frac{1}{k} \sum_{i=1}^{k} E[V_i] \). By definition, there exist \( \zeta_i \in V_i, i = 1, 2, \ldots, k \) such that

\[
\bar{\zeta} = \frac{1}{k} \sum_{i=1}^{k} \zeta_i \in \frac{1}{k} \sum_{i=1}^{k} V_i.
\]

By a similar step to (8.22), one can establish that

\[
E[||\zeta - \bar{\zeta}||] \leq \sqrt{\frac{c}{k}}, \quad \text{completing the proof of the proposition.} \quad \Box
\]

**Lemma 8.7** For any \( T = 1, 2, \ldots \) and \( k = 1, 2, \ldots \), there exists a collection of random variables \( \tilde{V}_h^r(kT, y_0) \) such that

\[
\tilde{V}_h^r(kT, y_0) \subset V_h^r(kT, y_0) \implies E[\tilde{V}_h^r(kT, y_0)] \subset V_h(kT, y_0) \tag{8.23}
\]

and such that:

(i) the estimate

\[
d_H(E[\tilde{V}_h^r(kT, y_0)], coV_h(T, y_0)) \leq \frac{c_h}{\sqrt{k}} + \nu_h(T) \tag{8.24}
\]

is valid if the weak \( h \)-approximation conditions are satisfied, and

(ii) the estimate

\[
d_H^2(\tilde{V}_h^r(kT, y_0), coV_h(T, y_0)) \leq \frac{c_h}{k} + \frac{\tilde{c}_h}{k} + \nu_h(T) \tag{8.25}
\]

is valid if the strong \( h \)-approximation conditions are satisfied, where \( c_h \) and \( \tilde{c}_h \) are constants.

**Proof.** The proof is broken down into three parts.

**Construction of \( \tilde{V}_h^r(kT, y_0) \).** For \( i = 1, \ldots, k \), denote by \( \Pi^{(i-1)T, iT} \) the family of control plans defined on the time sequence \( t = (i - 1)T, (i - 1)T + 1, \ldots, iT - 1 \) as follows: \( \pi^i \in \Pi^{(i-1)T, iT} \) if and only if

\[
\pi^i = (\pi_{(i-1)T}^i, \pi_{(i-1)T+1}^i(\sigma((i - 1)T)), \ldots, \pi_{iT-1}^i(\sigma((i - 1)T), \ldots, \sigma(iT - 2))),
\]

where \( \pi_{(i-1)T}^i \) is an element of \( \breve{U} \) and \( \pi_{(i-1)T+t}^i \) is a Borel measurable function of \( \sigma((i - 1)T), \ldots, \sigma((i - 1)T + t - 1) \) for \( 1 \leq t \leq T - 1 \). For \( i = 1, 2, \ldots, k \), define the collection of random variables \( V_h^r((i-1)T, iT, \eta) \):

\[
V_h^r((i-1)T, iT, \eta) \overset{\text{def}}{=} \bigcup_{\pi^i \in \Pi^{(i-1)T, iT}} \left\{ \frac{1}{T} \sum_{t=(i-1)T}^{iT-1} h(y^{\pi^i, \eta}(t), u^{\pi^i, \eta}(t)) \right\} \tag{8.26}
\]

and the set of corresponding mathematical expectations \( E[V_h^r((i-1)T, iT, \eta)] \):

\[
E[V_h^r((i-1)T, iT, \eta)] \overset{\text{def}}{=} \bigcup_{\pi^i \in \Pi^{(i-1)T, iT}} \left\{ E \left[ \frac{1}{T} \sum_{t=(i-1)T}^{iT-1} h(y^{\pi^i, \eta}(t), u^{\pi^i, \eta}(t)) \right] \right\}, \tag{8.27}
\]

where \( (y^{\pi^i, \eta}(-), u^{\pi^i, \eta}(-)) \) is the state-control trajectory corresponding to a control \( \pi^i \in \Pi^{(i-1)T, iT} \) such that \( y^{\pi^i, \eta}((i - 1)T) = \eta \) is satisfied, where \( \eta \) is a random variable independent of the random variables \( \sigma(t) \) for \( t \geq (i - 1)T \). Also, let

\[
V_h^r(0, T, y_0) \overset{\text{def}}{=} V_h^r(T, y_0), \quad E[V_h^r(0, T, y_0)] \overset{\text{def}}{=} V_h(T, y_0).
\]
Denote by $\Pi^{0,kT}$ a family of truncated control plans defined in the following way: a control plan $\pi$ belongs to the set $\Pi^{0,kT}$ if and only if there exists a sequence of control plans $\pi^i \in \Pi^{(i-1)T,T}, i = 1, 2, \ldots, k$, such that

$$
\pi = (\pi_0^1, \pi_1^1(\sigma(0)), \ldots, \pi_{T-1}^1(\sigma(0)), \ldots, \sigma(T-2)), \ldots,
$$

$$
\pi^i_{(i-1)T}, \pi^{i+1}_{(i-1)T+1}(\sigma((i - 1)T)), \ldots, \pi^i_{iT-1}(\sigma((i - 1)T)), \ldots, \sigma(iT-2)), \ldots,
$$

$$
\pi^k_{(k-1)T}, \pi^k_{(k-1)T+1}(\sigma((k - 1)T)), \ldots, \pi^k_{kT-1}(\sigma((k - 1)T)), \ldots, \sigma(kT-2)).
$$

Define $\bar{V}_h^T(kT,y_0)$ as the collection of random variables

$$
\bar{V}_h^T(kT,y_0) \overset{\text{def}}{=} \bigcup_{\pi \in \Pi^{0,kT}} \left\{ \frac{1}{kT} \sum_{t=0}^{kT-1} h(y^\pi(y_0), u^\pi(y_0)) \right\}
$$

and $E[\bar{V}_h^T(kT,y_0)]$ as the set of corresponding mathematical expectations

$$
E[\bar{V}_h^T(kT,y_0)] \overset{\text{def}}{=} \bigcup_{\pi \in \Pi^{0,kT}} \left\{ E \left[ \frac{1}{kT} \sum_{t=0}^{kT-1} h(y^\pi(y_0), u^\pi(y_0)) \right] \right\}
$$

where, in both cases, the union is over the control plans $\pi \in \Pi^{0,kT}$ with the corresponding state-control trajectories $(y^\pi(y_0), u^\pi(y_0))$. Note that, by definition,

$$
\bar{V}_h^T(T,y_0) = V_h^T(T,y_0), \ E[\bar{V}_h^T(T,y_0)] = V_h(T,y_0),
$$

and that inclusions \textbf{[8.23]} are valid for $k = 2, 3, \ldots$. It may be readily verified that

$$
\bar{V}_h^T(kT,y_0) = \bigcup_{(\zeta,\eta) \in W^0_h((k-1)T,y_0)} \left\{ k - 1 \frac{1}{k} + \frac{1}{k} \bar{V}_h^T((k-1)T,kT,\eta) \right\}
$$

and

$$
E[\bar{V}_h^T(kT,y_0)] = \bigcup_{(\zeta,\eta) \in W^0_h((k-1)T,y_0)} \left\{ k - 1 \frac{1}{k} E[\zeta] + \frac{1}{k} E[\bar{V}_h^T((k-1)T,kT,\eta)] \right\}
$$

where

$$
W^0_h((k-1)T,y_0) = \bigcup_{\pi \in \Pi^{0,(k-1)T}} \left\{ \left( \frac{1}{(k-1)T} \sum_{t=0}^{(k-1)T-1} h(y^\pi(y_0), u^\pi(y_0), y^\pi((k - 1)T)) \right) \right\},
$$

the union being over the controls plans from $I_0^{(k-1)T}$.

\textbf{Proof of (i).} Using induction, let us show that

$$
d_H(E[\bar{V}_h^T(kT,y_0)], \frac{1}{k} \sum_{i=1}^{k} E[\bar{V}_h^T((i - 1)T,iT,y_0)]) \leq \nu_h(T), \quad k = 1, 2, \ldots
$$

For $k = 1$ it is immediate since, by definition, $E[\bar{V}_h^T(T,y_0)] = E[\bar{V}_h^T(0,T,y_0)]$. Assume that the estimate

$$
d_H(E[\bar{V}_h^T((k - 1)T,y_0)], \frac{1}{k - 1} \sum_{i=1}^{k} E[\bar{V}_h^T((i - 1)T,iT,y_0)]) \leq \nu_h(T), \quad k = 2, 3, \ldots
$$

is valid. From the weak $h$-approximation conditions (see \textbf{[8.6]}) it follows that, for any $\eta$ such that $(\zeta,\eta) \in W^0_h((k-1)T,y_0)$,

$$
d_H(E[\bar{V}_h^T((i - 1)T,iT,\eta)]), E[\bar{V}_h^T((k - 1)T,iT,y_0)]) \leq \nu_h(T).
$$
This and (8.32) lead to the estimate

\[ d_H(E[V^r_h(kT, y_0)], \frac{k-1}{k} E[V^r_h((k-1)T, y_0)] + \frac{1}{k} E[V^r_h((k-1)T, kT, y_0)]) \]

\[ = d_H \left( E[V^r_h(kT, y_0)], \bigcup_{(\zeta, \eta) \in W_h((k-1)T, y_0)} \left\{ \frac{k-1}{k} E[\zeta] + \frac{1}{k} E[V^r_h((k-1)T, kT, y_0)] \right\} \right) \]  

\[ \leq d_H \left( E[V^r_h(kT, y_0)], \bigcup_{(\zeta, \eta) \in W_h((k-1)T, y_0)} \left\{ \frac{k-1}{k} E[\zeta] + \frac{1}{k} E[V^r_h((k-1)T, kT, \eta)] \right\} \right) + \left( \frac{1}{k} \right) \nu_h(T) \]  

\[ = \left( \frac{1}{k} \right) \nu_h(T). \]  

Using the estimate above and (8.35), one can further obtain that

\[ d_H \left( E[V^r_h(kT, y_0)], \frac{1}{k} \sum_{i=1}^k E[V^r_h((i-1)T, iT, y_0)] \right) \]

\[ \leq d_H \left( \frac{k-1}{k} E[V^r_h((k-1)T, y_0)] + \frac{1}{k} E[V^r_h((k-1)T, kT, y_0)], \frac{1}{k} \sum_{i=1}^k E[V^r_h((i-1)T, iT, y_0)] \right) \]

\[ + \left( \frac{1}{k} \right) \nu_h(T) \]

\[ = d_H \left( \frac{k-1}{k} E[V^r_h((k-1)T, y_0)], \frac{k-1}{k} \sum_{i=1}^{k-1} E[V^r_h((i-1)T, iT, y_0)] \right) + \left( \frac{1}{k} \right) \nu_h(T) \]

\[ \leq \left( \frac{k-1}{k} \right) \nu_h(T) + \left( \frac{1}{k} \right) \nu_h(T) \]

\[ = \nu_h(T). \]  

Thus, (8.34) has been established. Since

\[ E[V^r_h((i-1)T, iT, y_0)] = V_h(T, y_0) \quad \forall \ i = 1, \ldots, k, \]  

equation (8.34) is equivalent to

\[ d_H(E[V^r_h(kT, y_0)], \frac{1}{k} \sum_{i=1}^k V_h(T, y_0)) \leq \nu_h(T), \quad k = 1, 2, \ldots \]  

By Shapley-Folkman’s theorem (see, e.g., [21] p. 220),

\[ d_H \left( \frac{1}{k} \sum_{i=1}^k V_h(T, y_0), \text{co}V_h(T, y_0) \right) \leq \frac{2(j+1)c_h}{k} \]  

where \( c_h \) is as defined in (8.1) and \( j \) is the number of the components of the vector function \( h(\cdot, \cdot) \) (see 3.1). Equations (8.40) and (8.41) imply (8.24) with \( \bar{c}_h \stackrel{\text{def}}{=} 2(j+1)c_h \).

**Proof of (ii).** Using induction, let us show that

\[ d_H^E \left( V^r_h(kT, y_0), \frac{1}{k} \sum_{i=1}^k V^r_h((i-1)T, iT, y_0) \right) \leq \nu_h(T), \quad k = 1, 2, \ldots \]  

28
For $k = 1$, the above expression is obvious. Assume that
\[
d^E_H \left( \bar{V}_h^r((k-1)T, y_0), \frac{1}{k} \sum_{i=1}^{k-1} V_h^r((i-1)T, iT, y_0) \right) \leq \nu_h(T). \tag{8.43}
\]

From the strong $h$-approximation conditions (see (8.51)) it follows that, for any $\eta$ such that $(\zeta, \eta) \in \mathcal{W}_h^r((k-1)T, y_0)$,
\[
d^E_H (V_h^r((k-1)T, kT, \eta), V_h^r((k-1)T, kT, y_0)) \leq \nu_h(T). \tag{8.44}
\]

Hence, by (8.31),
\[
d^E_H \left( \bar{V}_h^r(kT, y_0), \frac{k-1}{k} \bar{V}_h^r((k-1)T, y_0) + \frac{1}{k} V_h^r((k-1)T, kT, y_0) \right)
\]
\[
= d^E_H \left( \bar{V}_h^r(kT, y_0), \bigcup_{(\zeta, \eta) \in \mathcal{W}_h^r((k-1)T, y_0)} \left\{ \frac{k-1}{k} \zeta + \frac{1}{k} V_h^r((k-1)T, kT, y_0) \right\} \right)
\]
\[
\leq d^E_H \left( \bar{V}_h^r(kT, y_0), \bigcup_{(\zeta, \eta) \in \mathcal{W}_h^r((k-1)T, y_0)} \left\{ \frac{k-1}{k} \zeta + \frac{1}{k} V_h^r((k-1)T, kT, \eta) \right\} \right) + \left( \frac{1}{k} \right) \nu_h(T)
\]
\[
= \left( \frac{1}{k} \right) \nu_h(T).
\]

Using this estimate and (8.43), one obtains
\[
d^E_H \left( \bar{V}_h^r(kT, y_0), \frac{1}{k} \sum_{i=1}^{k} V_h^r((i-1)T, iT, y_0) \right)
\]
\[
\leq d^E_H \left( \frac{k-1}{k} \bar{V}_h^r((k-1)T, y_0) + \frac{1}{k} V_h^r((k-1)T, kT, y_0), \frac{1}{k} \sum_{i=1}^{k} V_h^r((i-1)T, iT, y_0) \right) + \left( \frac{1}{k} \right) \nu_h(T)
\]
\[
= d^E_H \left( \frac{k-1}{k} \bar{V}_h^r((k-1)T, y_0), \frac{k-1}{k} \frac{1}{k} \sum_{i=1}^{k-1} V_h^r((i-1)T, iT, y_0) \right) + \left( \frac{1}{k} \right) \nu_h(T)
\]
\[
\leq \left( \frac{k-1}{k} \right) \nu_h(T) + \left( \frac{1}{k} \right) \nu_h(T)
\]
\[
= \nu_h(T).
\]

This proves the validity of the estimate (8.42). Note that for $i, j = 1, 2, \ldots, k$, the elements of $V_h^r((i-1)T, iT, y_0)$ and $V_h^r((j-1)T, iT, y_0)$ are independent for $i \neq j$, and
\[
E[||\zeta||^2] \leq c_h^2 \quad \forall \zeta \in V_h^r((i-1)T, iT, y_0), \quad i = 1, 2, \ldots, k,
\]
where $c_h$ is as defined in (8.1). Hence, one can use Proposition 8.6 and the fact $E[V_h^r((i-1)T, iT, y_0)] = V_h(T, y_0)$ to obtain
\[
d^E_H \left( \frac{1}{k} \sum_{i=1}^{k} V_h^r((i-1)T, iT, y_0), \frac{1}{k} \sum_{i=1}^{k} E[V_h^r((i-1)T, iT, y_0)] \right)
\]
\[
= d^E_H \left( \frac{1}{k} \sum_{i=1}^{k} V_h^r((i-1)T, iT, y_0), \frac{1}{k} \sum_{i=1}^{k} V_h(T, y_0) \right) \leq \frac{c_h}{\sqrt{k}}.
\]

The above estimate along with (8.41) and (8.42) imply (8.25). □
Corollary 8.8  For any initial condition $y_0$,
\[
d_H(E[\tilde{V}_h^r(kT, y_0)], V_h) \leq \frac{\bar{c}_h}{k} + 2\nu_h(T) \tag{8.45}
\]
if the weak $h$-approximation conditions are satisfied, and
\[
d_H^E(\tilde{V}_h^r(kT, y_0), V_h) \leq \frac{c_h}{\sqrt{k}} + \frac{\bar{c}_h}{k} + 2\nu_h(T) \tag{8.46}
\]
if the strong $h$-approximation conditions are satisfied.

Proof. The estimates follow from (8.18), (8.24) and (8.18), (8.25), respectively.

Lemma 8.9  Assume the system (2.7) satisfies the strong $h$-approximation conditions for any vector function $h(\cdot, \cdot)$ as in (3.1). For any initial condition $y_0$,
\[
\sup_{\zeta \in V_h} d(\zeta, V_h(T, y_0)) \leq \nu_h^1(T), \quad \lim_{T \to \infty} \nu_h^1(T) = 0 \tag{8.47}
\]
and
\[
\sup_{\zeta \in V_h} d_E(\zeta, V_h^r(T, y_0)) \leq \nu_h^2(T), \quad \lim_{T \to \infty} \nu_h^2(T) = 0 \tag{8.48}
\]

Proof. Using (8.4) with $T'' = T$ and $T' = [T^{1/2}, T^{1/2}]$, one can obtain
\[
d_H(V_h([T^{1/2}, T^{1/2}], y_0), V_h(T, y_0)) \leq \frac{2c_h|T - [T^{1/2}, T^{1/2}]|}{\max([T^{1/2}, T^{1/2}], T)} \leq \frac{2c_h|T - (T^{1/2} - 1)(T^{1/2} - 1)|}{T} \leq \frac{2c_h2T^{1/2} - 1}{T} \leq \frac{4c_h}{T^{1/2}} \tag{8.49}
\]
Hence,
\[
\sup_{\zeta \in V_h} d(\zeta, V_h(T, y_0)) \leq \sup_{\zeta \in V_h} d(\zeta, V_h([T^{1/2}, T^{1/2}], y_0)) + \frac{4c_h}{T^{1/2}} \tag{8.50}
\]
From (8.23) and (8.45) (with the replacement of $T$ by $[T^{1/2}]$ and the replacement of $k$ by $[T^{1/2}]$) it follows, on the other hand, that
\[
\sup_{\zeta \in V_h} d(\zeta, V_h([T^{1/2}, T^{1/2}], y_0)) \leq \sup_{\zeta \in V_h} d(\zeta, E[V_h^r([T^{1/2}, T^{1/2}], y_0)]) \leq d_H(E[\tilde{V}_h^r([T^{1/2}, T^{1/2}], y_0)], V_h) \leq \frac{\bar{c}_h}{[T^{1/2}]} + 2\nu_h([T^{1/2}]). \tag{8.51}
\]
This and (8.50) imply (8.47) with $\nu_h^1(T) \overset{\text{def}}{=} \frac{4c_h}{T^{1/2}} + \frac{\bar{c}_h}{[T^{1/2}]} + 2\nu_h([T^{1/2}])$. To establish (8.48), one can use (8.3) and obtain, similarly to (8.49), that
\[
d_H^E(V_h^r([T^{1/2}, T^{1/2}], y_0), V_h^r(T, y_0)) \leq \frac{4c_h}{T^{1/2}}, \tag{8.52}
\]
\[
\sup_{\zeta \in V_h} d_E(\zeta, V_h^r(T, y_0)) \leq \sup_{\zeta \in V_h} d_E(\zeta, V_h^r([T^{1/2}, T^{1/2}], y_0)) + \frac{4c_h}{T^{1/2}}. \tag{8.53}
\]
By (8.23) and (8.46) (with the replacement of \( T \) by \([T^{1/2}]\) and the replacement of \( k \) by \([T^{1/2}]\)),
\[
\sup_{\zeta \in V_h} d^E(\zeta, V_h^r([T^{1/2}],[T^{1/2}], y_0)) \leq \sup_{\zeta \in V_h} d^E(\zeta, \check{V}_h^r([T^{1/2}],[T^{1/2}], y_0))
\leq d^E_{H}(V_h^r([T^{1/2}],[T^{1/2}], y_0), V_h) \leq \frac{c_h}{\sqrt{T^{1/2}}} + \frac{\tilde{c}_h}{T^{1/2}} + 2\nu_h([T^{1/2}]).
\] (8.54)
This and (8.53) imply (8.48) with \( \nu_h^*(T) = \frac{4c_h}{T^{1/2}} + \frac{c_h}{\sqrt{T^{1/2}}} + \frac{\tilde{c}_h}{T^{1/2}} + 2\nu_h([T^{1/2}]). \) \( \square \)

**Proof of Theorem 3.2.** Let us first show that the validity of (3.4) implies the weak \( h \)-approximation conditions are satisfied. Note that if (3.4) holds, then

\[
d_H(V_h(T, y_0), V_h(T, y_0')) \leq d_H(V_h(T, y_0), V_h) + d_H(V_h, V_h(T, y_0')) \leq 2\nu_h'(T)
\]
which, by (8.6), leads to the fulfillment of the weak \( h \)-approximation. Let us now show that if the weak \( h \)-approximation conditions are satisfied, then (3.4) is valid, with \( V_h \) being as defined in (8.17). By (8.18),
\[
\sup_{\zeta \in V_h(T, y_0)} d(\zeta, V_h(\cdot)) \leq \sup_{\zeta \in coV_h(T, y_0)} d(\zeta, V_h(\cdot)) \leq d_H(coV_h(T, y_0), V_h) \leq \nu_h(T).
\]
Combining this estimate with (8.47), one obtains (3.4) with \( \nu_h'(T) = \max\{\nu_h(T), \nu_h^1(T)\}. \) \( \square \)

**Proof of Theorem 3.3.** The proof is broken down into five parts:

**Part I:** The set \( \Gamma \) defined in (3.5) is compact in the weak* topology.

**Part II:** The set \( \Gamma \) is convex.

**Part III:** If the system (2.1) satisfies the weak \( h \)-approximation conditions (see Definition 3.1) for any vector function \( h(\cdot, \cdot) \) as in (3.1), then there exists a function \( \nu(T) \) tending to zero as \( T \) tends to infinity such that
\[
\sup_{\gamma \in \Gamma_T(y_0)} \rho(\gamma, \Gamma) \leq \nu(T), \quad \forall \ y_0 \in Y.
\] (8.55)

**Part IV:** There exists a function \( \nu(T) \) tending to zero as \( T \) tends to infinity such that
\[
\sup_{\gamma \in \Gamma} \rho(\gamma, \Gamma_T(y_0)) \leq \nu(T), \quad \forall \ y_0 \in Y.
\] (8.56)

**Part V:** If there exists a convex and compact set \( \Gamma \in \mathcal{P}(Y \times \hat{U}) \) which satisfies (3.6) for any initial condition \( y_0 \), then the weak \( h \)-approximation is satisfied for any vector function \( h(\cdot, \cdot) \) as in (3.1) and any initial conditions \( y'_0, y''_0 \). Also, for any \( h(\cdot, \cdot) \) as in (3.1), the estimate (3.4) is valid with \( V_h \) as in (3.7).

**Proof of Part I:** Since \( \mathcal{P}(Y \times \hat{U}) \) is weak* compact (by the Banach-Alaoglu theorem; see, e.g., Theorem 3.5.16 in [8]), it is enough to show that \( \Gamma \) is closed in the weak* topology. Let \( \gamma^t \in \Gamma, t = 1, 2, \ldots \) and
\[
\lim_{t \to \infty} \rho(\gamma^t, \gamma^*) = 0.
\] (8.57)
By (3.5), for any \( h(\cdot, \cdot) \) as in (3.1),
\[
v_t = \int_{Y \times \hat{U}} h(y, u)\gamma^t(dy, du) \in V_h.
\] (8.58)
From (8.57), it follows that
\[
\lim_{t \to \infty} v_t = \int_{Y \times \hat{U}} h(y, u)\gamma(dy, du) \overset{\text{def}}{=} v
\] (8.59)
Since \( V_h \) is closed, \( v \in V_h \). This holds for any \( h(\cdot, \cdot) \) as in (3.1). Hence, by the definition of \( \Gamma \) (see 3.5), it follows that \( \gamma \in \Gamma \).

**Proof of Part II:** Let \( \gamma^1 \in \Gamma \) and \( \gamma^2 \in \Gamma \). We have
\[
v_i = \int_{Y \times \hat{U}} h(y, u)\gamma^i(dy, du) \in V_h \quad i = 1, 2,
\] (8.60)
for any function \( h(\cdot, \cdot) \) as in (3.1). Since \( V_h \) is convex, for any \( \lambda \in [0, 1] \),
\[
\int_{Y \times \hat{U}} h(y, u)(\lambda \gamma + (1 - \lambda) \gamma^2)(dy, du) = \lambda v_1 + (1 - \lambda) v_2 \in V_h. \tag{8.61}
\]
The above holds for any \( h(\cdot, \cdot) \) as in (3.1), implying \( \lambda \gamma + (1 - \lambda) \gamma^2 \in \Gamma \).

**Proof of Part III:** Assume (8.55) does not hold. Then there exists a positive number \( \alpha \) and sequences \( \{T^i\}, \{y^i_0\}, \{\gamma^i\}, i = 1, 2, \ldots \) such that
\[
\lim_{i \to \infty} T^i = \infty, \ y^i_0 \in Y, \ \gamma^i \in \Gamma_{T^i}(y^i_0), \tag{8.62}
\]
and such that
\[
\rho(\gamma^i, \Gamma) \geq \alpha > 0, \ \forall \ i = 1, 2, \ldots \tag{8.63}
\]
Without loss of generality, one can assume that there exists \( \gamma^* \in \mathcal{P}(Y \times \hat{U}) \) such that
\[
\lim_{i \to \infty} \rho(\gamma^i, \gamma^*) = 0. \tag{8.64}
\]
Since \( \rho(\cdot, \cdot) \) is a continuous function of its arguments, (8.63) and (8.64) imply
\[
\rho(\gamma^*, \Gamma) \geq \alpha \Rightarrow \gamma^* \notin \Gamma. \tag{8.65}
\]
By (3.5), the above means that there exists a function \( h(\cdot, \cdot) \) as in (3.1) such that
\[
\int_{Y \times \hat{U}} h(y, u)\gamma^*(dy, du) \notin V_h. \tag{8.66}
\]
However,
\[
v^i \overset{\text{def}}{=} \int_{Y \times \hat{U}} h(y, u)\gamma^i(dy, du) \in V_h(T^i, y^i_0), \tag{8.67}
\]
and, by (8.64),
\[
\lim_{i \to \infty} v^i = v^* \overset{\text{def}}{=} \int_{Y \times \hat{U}} h(y, u)\gamma^*(dy, du). \tag{8.68}
\]
From (8.67), (8.68) and by (3.1) it follows that
\[
v^* \in V_h,
\]
which contradicts (8.66). Thus, the number \( \alpha \) and sequences (8.62) do not exist and (8.55) is established.

**Proof of Part IV:** Assume (8.56) does not hold. Then, there exists a positive number \( \alpha \) and sequences \( \{T^i\}, \{y^i_0\}, \{\gamma^i\}, i = 1, 2, \ldots \) such that
\[
\lim_{i \to \infty} T^i = \infty, \ y^i_0 \in Y, \ \gamma^i \in \Gamma. \tag{8.69}
\]
and such that
\[
\rho(\gamma^i, \Gamma_{T^i}(y^i_0)) \geq \alpha > 0 \ \forall \ i = 1, 2, \ldots \tag{8.70}
\]
Since \( \Gamma \) is compact, one can choose sequences (8.69) in such a way that for some \( \gamma^* \in \Gamma \),
\[
\lim_{i \to \infty} \rho(\gamma^i, \gamma^*) = 0. \tag{8.71}
\]
This implies that for \( i \geq i_0 \) (\( i_0 \) is some positive integer)
\[
\rho(\gamma^*, \Gamma_{T^i}(y^i_0)) \geq \frac{\alpha}{2} > 0
\]
or
\[ \rho(\gamma^*, \gamma) \geq \frac{\alpha}{2} > 0, \quad \forall \gamma \in \Gamma_{T^i}(y_0^i). \]

By \((\ref{2.5})\), the latter is equivalent to
\[ \sum_{j=1}^{\infty} \frac{1}{2} \left| \int_{Y \times \bar{U}} q_j(y, u) \gamma^*(dy, du) - \int_{Y \times \bar{U}} q_j(y, u) \gamma(dy, du) \right| \geq \frac{\alpha}{2} > 0, \quad \forall \gamma \in \Gamma_{T^i}(y_0^i). \tag{8.72} \]

Hence, for some integer \(N > 0\),
\[ \sum_{j=1}^{N} \frac{1}{2} \left| \int_{Y \times \bar{U}} q_j(y, u) \gamma^*(dy, du) - \int_{Y \times \bar{U}} q_j(y, u) \gamma(dy, du) \right| \geq \frac{\alpha}{4} > 0, \quad \forall \gamma \in \Gamma_{T^i}(y_0^i). \tag{8.73} \]

implying
\[ \sum_{j=1}^{N} \sqrt{\int_{Y \times \bar{U}} q_j(y, u) \gamma^*(dy, du) - \int_{Y \times \bar{U}} q_j(y, u) \gamma(dy, du)}^2 \geq \frac{c_N \alpha}{4} > 0, \quad \forall \gamma \in \Gamma_{T^i}(y_0^i), \tag{8.74} \]

where \(c_N\) is an appropriately chosen constant. Let \(h : Y \times \bar{U} \to \mathbb{R}^N\) be the vector function with the coordinates \(q_t\). That is,
\[ h(y, u) = \{q_t(y, u)\}, \quad t = 1, \ldots, N. \tag{8.75} \]

Then, by \((\ref{8.74})\) and \((\ref{2.18})\),
\[ d \left( \int_{Y \times \bar{U}} h(y, u) \gamma^*(dy, du), \int_{Y \times \bar{U}} h(y, u) \gamma(dy, du) \right) \geq \frac{\alpha}{4} > 0, \quad \forall \gamma \in \Gamma_{T^i}(y_0^i), \tag{8.76} \]

implying
\[ \inf_{\gamma \in \Gamma_{T^i}(y_0^i)} d \left( \int_{Y \times \bar{U}} h(y, u) \gamma^*(dy, du), \int_{Y \times \bar{U}} h(y, u) \gamma(dy, du) \right) \geq \frac{\alpha}{4} > 0. \tag{8.77} \]

By definition of \(V_h^i(T, y_0)\), the above can be re-written
\[ \inf_{v \in V_h^i(T, y_0^i)} d \left( \int_{Y \times \bar{U}} h(y, u) \gamma^*(dy, du), v \right) \geq \frac{\alpha}{4} > 0 \tag{8.78} \]
\[ \implies d \left( \int_{Y \times \bar{U}} h(y, u) \gamma^*(dy, du), V_h^i(T, y_0^i) \right) \geq \frac{\alpha}{4} > 0. \]

Hence, by \((\ref{3.4})\) and the above,
\[ \implies d \left( \int_{Y \times \bar{U}} h(y, u) \gamma^*(dy, du), V_h \right) \geq \frac{\alpha}{4} - \nu_i'(T) \geq \frac{\alpha}{8}, \quad \forall i > i_1, \tag{8.79} \]

where \(i_1\) is some positive integer. Hence,
\[ \int_{Y \times \bar{U}} h(y, u) \gamma^*(dy, du) \notin V_h, \tag{8.80} \]

which, by \((\ref{3.3})\), contradicts the fact \(\gamma^* \in \Gamma\). Thus, the number \(\alpha\) and sequences \((8.69)\) do not exist and \((8.56)\) is established.

**Proof of Part V:** By definition of \(V_h(T, y_0)\) (see \((\ref{3.3})\)), it is straightforward to verify that the validity of \((\ref{3.6})\) implies the validity of \((\ref{3.4})\) with \(V_h\) as in \((\ref{3.7})\) for any \(h(\cdot, \cdot)\) as in \((\ref{3.1})\). The fact that weak \(h\)-approximation conditions are satisfied for any such \(h(\cdot, \cdot)\) follows now from Theorem 3.2 □
Proof of Theorem 4.2 Let us first prove that
\[
\sup_{\gamma \in \Gamma} \rho^E(\gamma, B_T(y_0)) \leq \bar{\nu}(T), \quad \lim_{T \to \infty} \bar{\nu}(T) = 0,
\] (8.81)
Assume (8.81) does not hold. Then, there exists a number \(\delta > 0\) and sequences \(\mu_t \in \Gamma\) and \(T_t, t = 1, 2, \ldots\) (where \(T_t \to \infty\) as \(t \to \infty\)) such that, for any \(\chi' \in B_{T_t}(y_0),\)
\[
E[\rho(\mu_t, \mu')] = \sum_{j=1}^{\infty} 2^{-j} E \left[ \int_{Y \times \hat{U}} q_j(y, u) \mu_t(dy, du) - \int_{Y \times \hat{U}} q_j(y, u) \chi'(dy, du) \right] \geq \delta
\] (8.82)
implying, for large enough \(N,\)
\[
E[\rho(\mu_t, \mu')] = \sum_{j=1}^{N} 2^{-j} E \left[ \int_{Y \times \hat{U}} q_j(y, u) \mu_t(dy, du) - \int_{Y \times \hat{U}} q_j(y, u) \chi'(dy, du) \right] \geq \frac{\delta}{2},
\] (8.83)
Hence, for any \(\chi' \in B_{T_t}(y_0),\)
\[
E \left[ \sum_{j=1}^{N} \int_{Y \times \hat{U}} q_j(y, u) \mu_t(dy, du) - \int_{Y \times \hat{U}} q_j(y, u) \chi'(dy, du) \right]^2 \geq \frac{c_N \delta}{2}, \quad c_N = \text{constant.} \] (8.84)
Let \(h(\cdot, \cdot)\) be the function introduced in Definition 4.1 with \(j = N\) and define the sequence of elements \(\kappa_t\) by the equation \(\kappa_t \triangleq \int_{Y \times \hat{U}} h(y, u) \mu_t(dy, du).\) Note that, by (5.4), \(\kappa_t \in V_h.\) Also, let \(\kappa' \triangleq \int_{Y \times \hat{U}} h(y, u) \chi'(dy, du)\) for any \(\chi' \in B_T(y_0)\) and note that \(\kappa' \in V_h'(T, y_0).\) The estimate (8.84) is therefore equivalent to
\[
E[|\kappa_t - \kappa'|] \geq \frac{c_N \delta}{2} \quad \forall \kappa' \in V_h'(T_t, y_0) \iff d^E(\kappa_t, V_h'(T_t, y_0)) \geq \frac{c_N \delta}{2}
\] (8.85)
which, on letting \(t \to \infty,\) contradicts (8.81), thus implying (8.81) holds. \(\square\)

9 Proof of Theorem 4.4

Lemma 9.1 Let \(\pi \in \Pi\) be a control plan with the corresponding state-control trajectory \((y^{\pi,y_0}(\cdot), u^{\pi,y_0}(\cdot))\) given by (2.1) - (2.2). Then, for any continuous function \(\varphi(\cdot) : Y \to \mathbb{R},\) the following equalities are true:
\[
E \left[ \frac{1}{T} \sum_{t=0}^{T-1} \Phi(t) \right] = 0 \quad (9.1)
\]
and
\[
\lim_{T \to \infty} \text{Var} \left( \frac{1}{T} \sum_{t=0}^{T-1} \Phi(t) \right) = 0, \quad (9.2)
\]
where
\[
\Phi(t) = \varphi(f(y^{\pi,y_0}(t), u^{\pi,y_0}(t), \sigma(t))) - \psi(y^{\pi,y_0}(t), u^{\pi,y_0}(t)),
\]
with
\[
\psi(y, u) \triangleq E[\varphi(f(y, u, \sigma))]. \quad (9.3)
\]
Similarly, the second term also converges to zero. Hence, (9.5) is satisfied, implying

\[ E[\varphi(f(y^{\pi,y_0}(t), u^{\pi,y_0}(t), \sigma(t)))] = E[\psi(y^{\pi,y_0}(t), u^{\pi,y_0}(t))] \Rightarrow E[\Phi(t)] = 0. \]

The latter implies (9.1). From (9.1), it follows that

\[ \text{Var} \left( \frac{1}{T} \sum_{t=0}^{T-1} \Phi(t) \right) = \frac{1}{T^2} \sum_{t=0}^{T-1} \sum_{t'=0}^{T-1} E[\Phi(t)\Phi(t')]. \] (9.4)

Consider the terms of the sum on the right-hand side with \( t \neq t' \) (assuming without loss of generality that \( t > t' \)). We have (see [37, p. 216])

\[ E[\Phi(t)\Phi(t')] = E[E[\Phi(t)\Phi(t') \mid \Omega_t]] = E[\Phi(t')E[\Phi(t) \mid \Omega_t]], \]

where \( \Omega_t \) is the \( \sigma \)-algebra generated by the random elements \( \sigma(0), \sigma(1), \ldots, \sigma(t-1) \). However (due to the fact that \( \sigma(t) \) is independent of \( \Omega_t \)),

\[ E[\varphi(f(y^{\pi,y_0}(t), u^{\pi,y_0}(t), \sigma(t)))] = \psi(y^{\pi,y_0}(t), u^{\pi,y_0}(t)) \quad a.s. \]

Therefore,

\[ E[\Phi(t) \mid \Omega_t] = 0 \quad a.s. \]

Consequently,

\[ E[\Phi(t)\Phi(t')] = 0 \quad \text{for } t \neq t', \]

and, by (9.3),

\[ \text{Var} \left( \frac{1}{T} \sum_{t=0}^{T-1} \Phi(t) \right) = \frac{1}{T^2} \sum_{t=0}^{T-1} (\varphi(f(y^{\pi,y_0}(t), u^{\pi,y_0}(t), \sigma(t))) - E[\varphi(f(y^{\pi,y_0}(t), u^{\pi,y_0}(t), \sigma(t)))]^2 \]

\[ \leq E \left[ \frac{1}{T^2} \sum_{t=0}^{T-1} 2 \max_{y \in Y} |\varphi(y)| \right] \]

\[ \leq E \left[ \frac{2}{T} \max_{y \in Y} |\varphi(y)| \right] \]

which converges to zero as \( T \to \infty \). Thus, (9.2) holds. \( \square \)

**Lemma 9.2** If a sequence of random variables \( x_i \) is such that \( E[x_i] \to E[x] \) and \( \text{Var}[x_i] \to 0 \) as \( i \to \infty \), then \( x_i \to E[x] \) in law.

**Proof.** By the Portmanteau Theorem (e.g. see [29, p. 254]), \( x_i \to E[x] \) in law if and only if for all bounded Lipschitz continuous functions \( f(\cdot) \)

\[ \lim_{i \to \infty} E[f(x_i)] = f(E[x]). \] (9.5)

Let \( f(\cdot) \) be an arbitrary bounded Lipschitz continuous function with \( L_f \) as the associated Lipschitz constant. Then, by the Cauchy-Schwartz Inequality,

\[ |E[f(x_i)] - f(E[x])| \leq E[|f(x_i) - f(E[x])|] \leq L_f E[|x_i - E[x]|] \]

\[ \leq L_f E[|x_i - E[x_i]|] + E[|E[x_i] - E[x]|] \]

\[ \leq L_f \sqrt{E[|x_i - E[x_i]|^2]} + L_f |E[x_i] - E[x]|. \]

The first term on final line converges to zero since the variance of \( x_i \) converges to zero by the premise. Similarly, the second term also converges to zero. Hence, (9.5) is satisfied, implying \( x_i \to E[x] \) in law. \( \square \)
Hence, agrees in law with ϕ for all χ there exists random variables ˜i by Lemma 9.2, expectation and the variance of the second term on the second line converges to zero by Lemma 9.1. Thus, there exists a control plan π, where it is assumed without loss of generality that Lemma 9.3 D where

\[ \int Y \times U \left( \varphi(y) - E[\varphi(f(y, u, \sigma))] \right) \gamma(dy, du) = 0 \quad \varphi \in \mathcal{D}(C(Y)) \]

(9.6)

where \( \mathcal{D}(C(Y)) \) is a countable dense set in \( C(Y) \).

**Proof.** The proof is obvious. □

**Proof of Theorem 4.4.** Assume (4.5) does not hold. Then, there exists a number δ > 0, and initial condition \( y_0 \) such that, for some \( T_i \), \( \lim_{i \to \infty} T_i = \infty \), and some \( \chi_i \in \mathcal{B}_{T_i}(y_0) \),

\[ E \left[ \inf_{\gamma' \in \mathcal{W}} \rho(\chi_i, \gamma') \right] \geq \delta \implies E \left[ \inf_{\gamma' \in \mathcal{W}} \rho(\chi^*, \gamma') \right] \geq \delta, \]

(9.7)

where it is assumed without loss of generality that \( \chi_i \to \chi^* \) in law as \( i \to \infty \). From the fact that \( \chi_i \in \mathcal{B}_{T_i}(y_0) \), there exists a control plan \( \pi_i \in \Pi \) with the corresponding state-control trajectory \( (y^{\pi_i,y_0}(\cdot), u^{\pi_i,y_0}(\cdot)) \) such that \( \chi_i \) is the occupational measure of the pair \( (y^{\pi_i,y_0}(\cdot), u^{\pi_i,y_0}(\cdot)) \) on the interval \([0, T_i]\). Hence, for any \( \varphi \in \mathcal{D}(C(Y)) \),

\[ \int Y \times U (\varphi(y) - E[\varphi(f(y, u, \sigma))])(dy, du) \]

\[ = \frac{1}{T_i} \sum_{t=0}^{T_i-1} \varphi(y^{\pi_i,y_0}(t)) - \psi(y^{\pi_i,y_0}(t), u^{\pi_i,y_0}(t)) \]

\[ = \frac{1}{T_i} \sum_{t=0}^{T_i-1} \varphi(y^{\pi_i,y_0}(t)) - \varphi(f(y^{\pi_i,y_0}(t), u^{\pi_i,y_0}(t), \sigma(t))) \]

\[ + \frac{1}{T_i} \sum_{t=0}^{T_i-1} (\varphi(f(y^{\pi_i,y_0}(t), u^{\pi_i,y_0}(t), \sigma(t))) - \psi(y^{\pi_i,y_0}(t), u^{\pi_i,y_0}(t))), \]

(9.8)

where \( \psi \) is as in (9.3). The term in the second row of (9.8) is a telescoping sum, hence,

\[ \int Y \times U (\varphi(y) - E[\varphi(f(y, u, \sigma))])(dy, du) \]

\[ = \frac{1}{T_i} [\varphi(y_0) - \varphi(y^{\pi_i,y_0}(T_i))] + \frac{1}{T_i} \sum_{t=0}^{T_i-1} \varphi(f(y^{\pi_i,y_0}(t), u^{\pi_i,y_0}(t), \sigma(t))) - \psi(y^{\pi_i,y_0}(t), u^{\pi_i,y_0}(t)). \]

(9.9)

The first term in the second line of (9.9) converges to zero as \( i \to \infty \) by the compactness of \( Y \). The expectation and the variance of the second term on the second line converges to zero by Lemma 9.2. Thus, by Lemma 9.2

\[ \int Y \times U (\varphi(y) - E[\varphi(f(y, u, \sigma))])(dy, du) \to 0 \quad \text{in law} \]

(9.10)

for all \( \varphi \in \mathcal{D}(C(Y)) \). Now, since \( \chi_i \to \chi^* \) in law, by Skorohod's Theorem (e.g. see [15, p. 23], [12, p. 70]) there exists random variables \( \tilde{x}_i \) and \( \tilde{x}^* \) on a common probability space where \( \tilde{x}_i \) agrees in law with \( \chi_i \); \( \tilde{x}^* \) agrees in law with \( \chi^* \), and

\[ \lim_{i \to \infty} \rho(\tilde{x}_i, \tilde{x}^*) = 0 \quad \text{almost surely.} \]

(9.11)

Hence,

\[ \int Y \times U (\varphi(y) - E[\varphi(f(y, u, \sigma))])(dy, du) \]

36
\[
\lim_{i \to \infty} \int_{Y \times \hat{U}} (\varphi(y) - E[\varphi(f(y, u, \sigma))]) \tilde{\chi}_i(dy, du) \quad a.s.
\]

For each \(i\), the term \(\int_{Y \times \hat{U}} (\varphi(y) - E[\varphi(f(y, u, \sigma))]) \tilde{\chi}_i(dy, du)\) has the same distribution as the term on the left-hand side in (9.10), hence,

\[
\int_{Y \times \hat{U}} (\varphi(y) - E[\varphi(f(y, u, \sigma))]) \chi^*(dy, du) = 0 \quad a.s.
\]

Since \(\tilde{\chi}^*\) and \(\chi^*\) agree in law, it follows that

\[
\int_{Y \times \hat{U}} (\varphi(y) - E[\varphi(f(y, u, \sigma))]) \chi^*(dy, du) = 0 \quad a.s. \quad (9.12)
\]

Since \(\mathcal{D}(C(Y))\) is countable, the last expression is valid for all \(\varphi \in \mathcal{D}(C(Y))\) outside a common zero probability set. That is, \(\chi^* \in \mathcal{W}\) a.s. (see (9.6)). Therefore,

\[
E \left[ \inf_{\gamma' \in \mathcal{W}} \rho(\chi^*, \gamma') \right] = 0 \quad (9.13)
\]

which contradicts (9.7), completing the proof. \(\square\)
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