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Abstract

One family of the cryptographic primitives is random Number Generators (RNG) which have several applications in cryptography such that password generation, nonce generation, Initialisation vector for Stream Cipher, keystream. Recently they are also used to randomise encryption and signature schemes.

A pseudo-random number generator (PRNG) or a pseudo-random bit generator (PRBG) is a deterministic algorithm that produces numbers whose distribution is on the one hand indistinguishable from uniform ie. that the probabilities of appearance of the different symbols are equal and that these appearances are all independent. On the other hand, the next output of a PRNG must be unpredictable from all its previous outputs. Indeed, A set of statistical tests for randomness has been proposed in the literature and by NIST to evaluate the security of random(pseudo) bit or block. Unfortunately there are non-random binary streams that pass these standardized tests.

*Corresponding author: E-mail: babacaralassane.ndaw@ucad.edu.sn;
In this paper, as outcome, we introduce on the one hand a new statistical test in a static context called attendance’s law and on the other hand a distinguisher based on this new attendance’s law.
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1 Introduction

One family of the cryptographic primitives is random Number Generators (RNG) which have several applications in cryptography such that password generation, nonce generation, Initialisation vector for Stream Cipher, keystream. Recently they are also used to randomise encryption and signature schemes.

A pseudo-random number generator (PRNG) or pseudo-random generator (PRBG) is a deterministic algorithm that produces numbers whose distribution is on the one hand indistinguishable from uniform distribution ie. that the probabilities of appearance of the different symbols are equal and that these appearances are all independent [1, 2, 3, 4, 5, 6, 7]. On the other hand, the next output of a PRNG must be unpredictable from all its previous outputs. To deal with theses properties, there exists two ways to study the PRNG’s security:

1. the randomness of a fixed length of each output called: static security or non-asymptotic security such that NIST test suite [8],
2. the randomness is studying in a dynamic context, the security depends on the size of data. This is called asymptotic security and permits to introduce many new families of PRNG/Hash such that Blum Blum Shub pseudorandom generator family, Keccak(SHA3) [9], FSB [10].

Some studies has been done on both asymptotical and non-asymotical contexts and the relationship between them. In 1982, Yao [11] shows an equivalence between the indistinguishability of a pseudorandom generator and the unpredictability of the next bit from an asymptotic point of view. the static version of this study has been done later in 2009 by S. Ballet and R. Rolland in [12].

The output of any PRNG needs to fit some randomness criteria through statistical tests in order to determine that the PRNG appear random. Theses tests can be applied to a sequence to attemp to compare and evaluate the sequence to a truly random sequence[13, 14]. Indeed, they are in concern of two hypothesis:

- null hypothesis $H_0$ to specify randomness
- alternative hypothesis $H_1$ to specify an non-randomness

For a given test, the answer is to accept or reject null hypothesis. As a reference of statistic test for PRNG and RNG, one can cite the standard A Statistical Test Suite for Random and Pseudorandom Number Generators for Cryptographic Applications by NIST which give criterion and a suite of 15 tests (monobit, block) [8] and [15].

Wang and Nicole [16] pointed out that it is relatively easy to construct some generators whose output is far from uniform distribution, but which passes NIST tests. All these study in the case of indistinguishability where, the number of symbols present on a output stream of a PRNG for a fixed alphabet has not been taken account.

Contribution : In this paper we introduce a new statistic test in a static context based on a probability law called attendance’s law and a distinguisher of PRNG based on it.
Organization: We organize this paper as follows: we start with an introduction Attendance’s law in Section 2. We provide a distinguisher based on it in Section 3. Finally, we conclude in Section 4.

In the following we set $A = \{A_1, A_2, ..., A_n\}$ an alphabet, $\Omega = A^N$ the stream set of length $N$, $\Omega' = \{1, 2, ..., n\}$ hence the number of symbols that appear in a random string $X \in \Omega$ is $1 \leq k \leq n$ and $A^* = \bigcup_{l \in \mathbb{N}} A^l$

2 Related Works: NIST Statistical Test Suite

The NIST statistical test suite is a statistical package \[8\] consisting of 15 tests that were developed to test the randomness of arbitrary long binary sequences produced by either hardware or software based cryptographic random or pseudorandom number generators. These tests focus on a variety different types of non-randomness that could exist in a sequence. This amounts to checking if the sequence presents statistical biases for certain notions such as bit frequency, entropy, ...

2.0.1 Frequency Test (Monobit or Block):

The sequence is cut into blocks of fixed size $M$. The principle of this test is to calculate the proportion of 1 in these blocks. The expected proportion is $1/2$. Note that if $M = 1$, we fall back on the Frequency Monobit Test.

2.0.2 Runs Test (Monobit or Block):

The principle of this test is to calculate the total number of Runs, that is to say the sequences of the same bit. This amounts to calculating the number of times that 2 consecutive bits are different. Note we take sequence of blocks of fixed size, we fall back on the Runs Block Test.

2.0.3 Binary Matrix Rank Test \[17, 18\]:

The sequence is cut into blocks of size $M$ grouped in groups of $Q$ to form $QxM$ matrices. The rank of these matrices is calculated and the results obtained are compared with a $\chi^2$ reference distribution to measure the linear independence of the blocks.

2.0.4 Template Matching Test \[19, 20\]:

The principle of these tests is to look for the occurrences of the motifs of size $m$. Two different tests are available to us. The sequence is scanned bit by bit until the pattern appears.

For the first, when a pattern is found, we move the window one bit to the right (test patterns overlapping).

For the second, when a pattern is found, we move the window to the first bit following the pattern found (test patterns without overlap). Then, the values obtained are compared to a distribution $\chi^2$. These tests are used to detect generators producing the same patterns in an aperiodic manner.

All these algorithms do not take into account the presence of the alphabet’s symbols in the static stream to be evaluated. In the next section we will introduce a new test that effectively takes this into account.
3 Attendance’s Law

A random generator delivers symbols taken from an alphabet \( A \) of \( n \) symbols (bits, bytes ... etc.) according to a uniform statistical law for example in the uniform distribution the probabilities of appearance of the different symbols are equal to \( \frac{1}{n} \) and that these appearances are all independent.

The law attendance is random variable that allows to evaluate the number of symbols present in a given sequence and distribution [21].

**Definition 3.1.** Let \( Eval : A \times \Omega \rightarrow \mathbb{N} \) such that \((A,X) \mapsto Eval(A,X)\) the number of times "A" appears in \( X \). Let define the law attendance by \( \chi : \Omega \rightarrow \Omega' \) such that \( \chi(X) \) the the number of different symbols in \( X \).

**Proposition 3.1.** Let \( X \in \Omega \) that admits globally \( 1 \leq k \leq n \) fixed different symbols \( \{A_1, A_2, ..., A_k\} \) such that \( Eval(A_i, X) = N_i \) where \( 1 \leq i \leq k \). The number of ways to choose such \( X \) is:

\[
\binom{N}{N_1} \binom{N-N_1}{N_2} \cdots \binom{N-N_1-\cdots-N_{k-1}}{N_k} = \frac{N!}{N_1! N_2! \cdots N_k!}.
\]

and

\[
Pr[X_{i_1} = N_1 \land X_{i_2} = N_2 \land \cdots \land X_{i_k} = N_k | N_1 + N_2 + \cdots + N_k = N] = \frac{N!}{N_1! N_2! \cdots N_k! n^N}.
\]

**Proof.**

On remarks that \( N_1 + N_2 + \cdots + N_k = N \). The number of ways to get \( N_i \) times the the first symbol \( A_i \) from \( X_i \) is \( \binom{N_i}{N_1} \), and \( \binom{N-N_1-\cdots-N_{j-1}}{N_i} \) for the \( j-th \) symbol of \( X_i \) with \( 1 \leq j < k \).

Then the number of ways to obtain \( X_i \) is

\[
\binom{N}{N_1} \binom{N-N_1}{N_2} \cdots \binom{N-N_1-\cdots-N_{k-1}}{N_k} = \frac{N!}{N_1! N_2! \cdots N_k!}.
\]

**Theorem 3.1** (Attendance law). Let \( \chi : \Omega \rightarrow \Omega' \) the attendance law, the probability having globally \( 1 \leq k \leq n \) symbols is:

\[
Pr[\chi = k] = \binom{k}{i} \sum_{i=0}^{k-1} (-1)^i \binom{k}{i} \left( \frac{i}{n} \right)^N
\]

**Proof.** Let \( k \) be an integer s.t. \( 1 \leq k \leq n \)

\[
Pr[\chi = k] = \frac{B_k}{n^N}
\]

where \( B_i \) is the number of sequences of \( i \) symbols from \( A \).

Let \( D_i \) be the number of sequences of a fixed \( i \) symbols, then \( B_i = \binom{\ell}{i} D_i \) and

\[
k^N = \binom{\ell}{1} D_1 + \binom{\ell}{2} D_2 + \cdots + \binom{\ell}{k-1} D_{k-1} + D_k
\]

\[
\Rightarrow D_k = k^N - \binom{\ell}{1} D_1 - \binom{\ell}{2} D_2 - \cdots - \binom{\ell}{k-1} D_{k-1}
\]

As \( D_{k-i} = \frac{B_{k-i}}{\binom{k}{k-i}} \) then

\[
B_k = \binom{k}{1} k^N - \binom{k}{2} \sum_{i=1}^{k-1} \frac{\binom{k-1}{k-1} B_{k-i}}{\binom{k}{i-1}}
\]

\[
= \binom{k}{1} k^N - \sum_{i=1}^{k-1} \frac{\binom{\ell}{k-i} B_{k-i}}{\binom{k}{i-1}}
\]

\[
= \binom{k}{1} k^N - \sum_{i=1}^{k-1} \frac{\binom{\ell}{k-i} B_{k-i}}{\binom{k}{i-1}}
\]
Let \( E_i = \binom{n}{i}^N \), by induction one shows that:

\[
B_k = \sum_{i=1}^{k-1} (-1)^i \binom{n-k+i}{i} E_{k-i}
\]

\[
= \sum_{i=1}^{k-1} (-1)^i \binom{n-k+i}{i} \binom{n}{k-i} (k - i)^N
\]

\[
= \binom{n}{k} \sum_{i=1}^{k-1} (-1)^i \binom{k}{i} (k - i)^N
\]

\[
Pr[\chi = k] = \frac{B_k}{n^N} = \binom{n}{k} \sum_{i=1}^{k-1} (-1)^i \binom{k}{i} \frac{(k - i)^N}{n}
\]

The attendance’s law gives two kinds of distribution depending on parameters \( n \) and \( N \) c.f. figs. 1 and 2.

Fig. 1. Symmetric distribution

Fig. 2. Non-symmetric distribution
4 Attendance Distinguisher

Among the PRNG usage, one of the most frequently used is the construction of stream ciphers. These are symmetric key constructions in which a cipher stream is obtained through the combination of the plaintext bits with a pseudorandom bit sequence. In a stream cipher, the plaintext digits are encrypted one at a time, as opposed to block ciphers, which typically operate on larger chunks of plaintext.

So it becomes necessary to study the random character of the binary sequences generated via different aspects. In this section we will give a formal definition of pseudo-random generators which are obtained from one-way functions and we will evaluate its randomness compared to the law of presence that we defined in the previous section.

Definition 4.1 (Family of One-way Functions). A family of functions \( \{f_m : \mathcal{A}^m \rightarrow \mathcal{A}^N\} \) is One-way with security \( p(m) \) if there is a polynomial time Turing machine that computes them and furthermore for every algorithm \( T \) that runs in time \( p(m) \),

\[
\Pr[T \text{ inverts } f_m(x)] \leq \frac{1}{|\mathcal{A}|} + \frac{1}{p(m)}.
\]

where the probability is taken over uniformly chosen \( \vec{x} \in U(\mathcal{A}^m) \).

Definition 4.2 (Distinguishing a number generator through a single-query). Given a number generator \( g : \mathcal{A}^m \rightarrow \mathcal{A}^N \) with \( N > m \), which expands an \( m \) secret elements random seed into an \( N \) sequences, we define as distinguisher in time \( t \) for \( g \) a probabilistic algorithm \( T \) which, when input with an \( N \) elements string, gives as result either 0 or 1 with time complexity limited by \( t \). We define the advantage of \( T \) for distinguishing \( g \) from a perfect random generator as

\[
\tilde{\text{Adv}}_{\text{prng}}^g(t) = \Pr[\vec{x} \in \mathcal{A}^m (T(g(\vec{x})) = 1)] - \Pr[\vec{y} \in \mathcal{A}^N (T(\vec{y}) = 1)].
\]

The probabilities are considered over the values of a randomly chosen \( \vec{x} \in \mathcal{A}^m \), a randomly chosen \( \vec{y} \in \mathcal{A}^N \), and the random choices of the algorithm \( T \). We state the advantage for distinguishing the function \( g \) in time \( t \) as

\[
\tilde{\text{Adv}}_{\text{prng}}^g(t) = \max_T \{\tilde{\text{Adv}}_{\text{prng}}^g(T)\}.
\]

Definition 4.3 (Pseudorandom Number Generator (PRNG)). A Pseudorandom number generator (PRNG) is a 5-tuple \( <E, V, s_0, f, g> \), where:

- \( E = \mathcal{A}^m \) is a finite state space,
- \( V = \mathcal{A}^N \) is a set of values returned by generator,
- \( s_0 \) is a so-called seed, i.e., initial state in the state sequence \( (s_i)_{i=0}^{\infty} \),
- function \( f : E \rightarrow E \) describes transition between consecutive states \( s_i = f(s_{i-1}) \)
- and \( g : E \rightarrow V \) maps generators state \( s_{i-1} \) into output and \( \tilde{\text{Adv}}_{\text{prng}}^g(t) \) is negligible for \( t \) below a fixed threshold.

Proposition 4.1. Let \( G \) be a PRNG on the alphabet of size \( n \in \mathbb{N} \) and which returns vectors in \( \mathcal{A}^N \) and \( \chi : \Omega \rightarrow \Omega' \) the attendance law on \( \mathcal{A}^N \), then

\[
E[\chi] = \sum_{k=1}^{n} \binom{k}{n} \sum_{i=0}^{k-1} (-1)^i \binom{k-1}{i} \left( \frac{k-1}{n} \right)^N
\]

This proposition gives us for every finite alphabet of size \( n \) and for every generator of size \( N \) on this alphabet the expected average value of the number of characters that must appear in each generator output.
4.1 A Distinguisher of PRNG based on Attendance’s Law

According to the distribution curves of the law of presences, assuming a uniform sequence, the number of presences most likely does not deviate too much from the average, which is, in general, on the side of large values.

4.1.1 Symmetric distribution:

For a symmetric distribution of the law of presences, the probabilities of obtaining the external values are quite weak while that of getting the central value of $k$ is inspecting to be very large.

One can then set a probability $\alpha$, which is call the level of significance [8] or degree of confidence, such as the probability that the number of presences $k$ is outside the region of great values (region acceptance of the hypothesis $H_0$) is less than or equal to $\alpha$.

4.1.2 Non-symmetric distribution:

For a non-symmetric distribution, the average being on the side of the big extreme values of $k$, One can therefore, set a significance threshold $\alpha$ such as the probability that the number of presences $k$ is in the region of low values either less than or equal to $\alpha$.

Definition 4.4. Let $\epsilon$ be a positive number, $\chi$ the attendance law. We define the acceptance area relatively to $\epsilon$:

$$A_\epsilon = \{ X \in \Omega : 0 \leq k_0 - \epsilon \leq X \leq k_0 + \epsilon \leq n \}$$

where $k_0 = \lfloor E[\chi] \rfloor$

As noted above, the Distinguisher $D$ which allows to rule on the uniformity or not of the output keystream of a generator, is a hypothesis test which, for a keystream sample given $X = X_1X_2...X_N$ allows to decide whether to accept or reject $H_0$.

**Inputs:** $X = X_1X_2...X_N \in \Omega$

**Outputs:** \{SUCCESS, FAILURE\}

**Parameters:** $n, N \in \mathbb{N}, \alpha \in [0,1]$

1. Compute $k = \chi(X)$
2. Compute $P_{value} = Pr[\chi = k]$
3. Compare the $P_{value}$ to $\alpha$:
   - return SUCCESS whenever $P_{value} > \alpha$
   - return FAILURE whenever $P_{value} < \alpha$

![Fig. 3. Statistical Test on Attendance’s Law](image)

5 Experimental Results

In this section we give some experimental results based on our distinguisher and on another taken from the NIST SP800-22 suite based on the same fixed bitstream for a fair comparison. We also give an evaluation of Linear congruential generators (LCG) based on the Microsoft LCG C/C++ implementation.
Table 1. Some Acceptance areas

| N   | 𝑛   | 95%      | 99%      |
|------|------|----------|----------|
| 25   | 26   | 14-26    | 13-26    |
| 50   | 26   | 20-26    | 19-26    |
| 100  | 26   | 23-26    | 22-26    |
| 50   | 27   | 19-27    | 18-27    |
| 100  | 31   | 27-31    | 26-31    |
| 100  | 32   | 28-32    | 27-32    |
| 200  | 26   | 25-26    | 25-26    |
| 1250 | 256  | 251-256  | 250-256  |
| 2500 | 256  | 255-256  | 255-256  |

5.1 NIST Frequency Test Within Block Vs Our Attendance Test

\[\epsilon = 1100100100111101110110101000100010110100011000100010001000101101000110001000110100110001001100011001100010100010111000\]

for \(\alpha = 0.01\):

Table 2. Comparison with NIST Frequency Test

| \(\epsilon\) | NIST Frequency Test | Our Attendance Test \((n = 2^4)\) | Our Attendance Test \((n = 2^4)\) | Our Attendance Test \((n = 2^4)\) |
|-------------|---------------------|----------------------------------|----------------------------------|----------------------------------|
| accepted    | accepted            | Rejected                         | Rejected                         |

It follows from the above that this test is independent of those of NIST that it is therefore quite possible that a binary suite passes the NIST tests and is rejected by the law of attendance.

5.2 Linear congruential generators (LCG)

As an application example, we propose to evaluate LCG generator.

Linear congruential generators (LCG) update their state according to the following recursive formula

\[s_n = (as_{n-1} + c) \mod M\]

Generators from this class are defined by three integer parameters a modulus \(M\), a multiplier \(a\) and an additive constant \(c\) and are shortly denoted as \(LCG(M, a, c)\). The method represents one of the oldest and best-known pseudorandom number generator algorithms.

Two historic random number generators has been replicated. One is the \(rand()\) function from BSD libc, and the other is the \(rand()\) function from the Microsoft C Runtime (MSCVRT.DLL). Each replica give the same sequence of integers as the original generator, when starting from the same seed.
5.2.1 Microsoft LCG C/C++ implementation

For $LCG(2^{32}, 214013, 2531011)$ we get the table 3:

$$
\epsilon = 01011111001001111001101100001111101101101100100100110101111001101110110110111010110101010000001000111100111010101001111100110110
$$

for $\alpha = 0.01$:

| N | n | k | $P$-value | result     |
|---|---|---|-----------|------------|
| 100 | 2 | 2 | 1         | random     |
| 100 | $2^4$ | 4 | 0.99      | random     |
| 100 | $2^8$ | 8 | 0.99      | random     |
| 100 | $2^{14}$ | 14 | 0.97     | not random |
| 100 | $2^{17}$ | 17 | 0.23     | not random |

According to our Distinguisher and the table 3, the sampling in Microsoft LCD version is random for $n = 2, 4, 8$ (monobit, 2-bit alphabet or 3-bit alphabet) and for $n > 8$ the sampling is not done correctly.

6 Conclusion

In this paper we proposed a novel method of testing PRNGs which is based on the attendance’s law and establish a distinguisher. Unlike the other statistical tests which deals on the sequential aspect of the streams, with the law of attendance we have given properties on the way in which symbols are chosen.

The experimental results presented in this paper show that our testing procedure can be used for detecting weaknesses in many Random number generator depending on the chosen alphabet.
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