Comparison of the Traveling Salesman Problem Analysis Using Neural Network Method
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Abstract—Traveling sales problem (TSP) is one of the classical optimization problems and NP-complete. The Challenge in implementing TSP is how to determine the shortest distance from a traveling route of N cities where each N city visited precisely once at time. In this paper, we attempt to analyze the completion of TSP using an artificial neural network approach. In network, weights are determined to represent problem boundaries and optimize the completion function. The approach of artificial neural networks used is a network with Hopfield algorithm and Simulated Annealing algorithm. The solution with the Hopfield algorithm has the complexity of the $4n^4 + 16n^3$ algorithm, while the complexity of the Simulated Annealing algorithm is 10$n^2$. Judging from the use of memory in the implementation, the application of annealing algorithm is better than the Hopfield algorithm. But both are algorithms that "no works in place".
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I. INTRODUCTION

Traveling Salesman Problem (TSP) is a complete NP problem [1] and NP-hard problem [2] which is up to now only a few individual cases found could be executed polynomial with a reducible Turing machine. TSP is a typical combinatorial optimization problem [3],[4],[5], which is simple to state but very difficult to solve. The problem in TSP is the difficulty in determining the journey path that will be taken. The very concerned determination of the journey path is the total distance of the trip, which is to find the shortest possible flow of travel through a set of N cities, each of which is visited exactly once, while there is an N!2N possible flow of travel. The greater the value of N, the bigger the likelihood of the trip path, thus it takes long time to design the desired trip plan. It happens because traveling salesmen have to look for possible ways to be traversed and decide the shortest path among all possible paths.

There have been many exact and heuristics algorithms designed a good solution. However, they vary regarding to complexity and efficiency in resolving TSPs at various levels of complexity and size (small, medium and large). Previous research used linear programming of Dantzig et al.[6], effective formulations of Held and Karp [7], but their ability was limited to small problems (less than 40 cities). Later, the artificial intelligence approach has been proven to have the ability to solve more complex issues; one of those approaches is organized neural networks [8], [9], and then expanded as metaheuristic. A metaheuristic can optimize complex problems [10]. The way metaheuristic is done in solving problems is to search through many candidate solutions with little or no assumptions about the problem being solved and without any guarantee to find the optimal solution.

Recently there have been many optimization problems that can be solved using artificial neural networks [11]. An artificial neural networks approach, can solve TSP problems quickly [12]. Therefore, in this paper, the completion of TSP will show and compare two artificial neural network algorithms, namely the Hopfield algorithm and the Simulated Annealing algorithm.

II. METHOD

A. Traveling Salesman Problem

The definition of the traveling salesman problem is given n city and $d_{ij}$ which is the distance between $c_i$ cities and $c_j$ cities. A salesman wants to make a closed track by visiting each city only once and the journey begins and ends in the same city[13], [14], [15], [16]. TSP has a problem limitation in two conditions, namely weak limitation and strong limitation [17].

Weak problem limitation. In this condition, the completion obtained will not be wrong even though the limitation of this problem is not fulfilled. Still, the limitation of the problem must be fulfilled whenever possible. The example is a path with minimum mileage.
connections between units have a \( w_{ij} \) weight. The value of the weight is fixed and symmetrical, meaning that the weight between neutron \( i \) to neutron \( j \) is defined as \( w_{ij} \), equal to the weight between the neurons \( j \) and neurons \( i \) defined as \( w_{ji} \). The mathematic function is as follows:

\[
\omega_{ij} = \omega_{ji}
\]

The steps to solve the traveling salesman problem using the Hopfield algorithm are as follows:

Step 0: Initialize the activities of all units.
- Initialize \( \Delta t \) with a small value, \( \Delta t = 10^{-5} \)

Step 1: If the STOP condition is wrong, do steps 2 - 6
- Step 2: Do step 3 - 5 times \( n^2 \) times (\( n \) number of cities)
- Step 3: Select a unit randomly
- Step 4: Changes activation to select units:

\[
u_{x,i}(\text{new}) = u_{x,i}(\text{old}) + \Delta t \left[ -u_{x,i}(\text{old}) - A \sum v_{x,i} - B \sum_{y \neq x} v_{y,i} + C \left(N - \sum x \sum_{j} v_{x,j}\right) - D \sum_{y \neq x} \sum_{j} \left(v_{y,i+1} + v_{y,i-1}\right)\right]
\]

Step 5: Use the output function:

\[
\nu_{x,i} = 0.5 \left[ 1 + \tanh(\alpha x_{i}) \right]
\]

Step 6: Check stop conditions

D. Simulated Annealing

Simulated annealing (SA) can be used for the search process in optimization cases in discrete and non-existent forms. SA is widely used because of its effectiveness in finding optimal solutions to combinatorial optimization problems [21]. The most important part of the SA is an annealing schedule / cooling schedule that determines the rate of decrease in temperature from the level of low temperature setting [22]. What needs to be considered in the cooling schedule process is that if the temperature drops too slowly, the CPU time will be wasted.

The experimental results are shown in Fig 5 and Fig 6. Annealing schedule regulates the decrease in temperature \( T \) as a time or iteration function. How to determine annealing schedule is to reduce the temperature \( T \) at each iteration. Where is the SA Algorithm for TSP compliance as follows:

1. Step 1: Determine the starting point / solution \( x \) in the form of vector and initial temperature \( T \), where the iteration starts from \( k = 1 \).
2. Step 2: Evaluate objective functions, \( E = f(x) \)
3. Step 3: Selection of \( \Delta x \) with probability determined by function \( g(\Delta x, T) \) Determine the point / solution of the \( x_{\text{new}} = x + \Delta x \)
4. Step 4: Calculate new values from objective functions: \( E_{\text{New}} = f(x_{\text{new}}) \)
5. Step 5: Determine \( x \) as \( x_{\text{new}} \) and \( E \) become \( E_{\text{new}} \) with a probability determined by the function \( h (\Delta x, T) \), where \( \Delta E = E_{\text{new}} - E \).

6. Step 6: Reduce temperature \( T \) (determined \( T = \eta T \), where \( \eta \) is a constant between 0 and 1).

7. Step 7: \( k = k + 1 \), if \( k \) has the maximum iteration will stop. If you haven’t reached the maximum state, repeat step 3.

III. RESULT AND DISCUSSIONS

In completing the TSP with the Hopfield method and Simulated annealing, the first thing to do is to determine a network by locating the problem into a network form, which is a quadratic array. Energy functions for TSP must meet the following requirements:

1. Every city can only be visited once on a trip.
2. Each city has a specific order of visits on the track. Two or more different cities may not have the same order.
3. All cities must be visited.
4. (If possible) the trajectory is the shortest path.

Determining the efficiency of the Hopfield algorithm and Simulated annealing in solving traveling salesman problems is based on the number of main operations at the average case and the number of the worst case.

A. The Hopfield algorithm

1. Average Case

The amount of work done for input size \( n \), which is concluded \( A (n) \), is as follows:

a. Hyperbolic tangent operation

In Hopfield algorithm, in step 5 there is a hyperbolic tangent function, where

\[
tanh(a_i) = \frac{e^{au_i} - e^{-au_i}}{e^{au_i} + e^{-au_i}}
\]  

Thus, the highest type of operation in this algorithm is exponential operation. Exponential basic operations are as follows:

\[
A(n) = \sum_{I \in D_n} p(I) t(I)
\]  

\[
= 1 \ast (6n^4 + 24n^3 + 5n^2)
\]  

\[
= 6n^4 + 24n^3 + 5n^2
\]

b. Multiplication Operations

In the multiplication operation, the element calculated is the number of the basic operation for multiplication, in which \( t (I) \) is the number of basic operations of multiplication and \( p (I) \) is the probability for input \( I \). Because the input type is only one then \( p (I) \) is 1.

\[
A(n) = \sum_{I \in D_n} p(I) t(I)
\]  

\[
= 1 \ast (6n^4 + 24n^3 + 5n^2)
\]  

\[
= 6n^4 + 24n^3 + 5n^2
\]

c. Addition Operations

In the addition operation, the element calculated is the number of the basic operation for addition, where \( t (I) \) is the sum of the basic operations of addition and \( p (I) \) is the probability for input \( I \). Because the input type is only one then \( p (I) \) is 1.

\[
A(n) = \sum_{I \in D_n} p(I) t(I)
\]  

\[
= 1 \ast (5n^4 + 12n^3 - 8n^2)
\]  

\[
= 5n^4 + 12n^3 - 8n^2
\]

2. The number of the worst case

The number of the worst case is calculated by determining the conditions causing the biggest basic case. For this problem, the condition is never found because the input type is only one. Moreover, because of the highest value of three exponential basic operations that have the highest value, the number of the worst work is equal to the average of the exponential operations, namely:

\[
W(n) = \max_{I \in D} t(I)
\]  

\[
= 4n^4 + 16n^3
\]

From this algorithm, the variable used to store the input is array \( w \), \( n \) which states the number of array elements, \( p \) as the abscissa and \( q \) as the ordinate. The memory used to store input is \( f (n) = (2n + 7) \ast k \). In addition, there are extra variables including \( v_{ij} \), \( u_{ij} \), \( i \) and \( j \). The memory used to store this extra variables is \( f (n) = (n^4 + n^3 + 1) \ast k \), where \( k \) is a constant indicating the type of variable used. Hence, the size of memory to store extra variables depends on the size of the input. The experimental results are shown in Fig 3 and Fig 4.
B. Simulated Annealing

1. Average Case

The amount of work done for input size $n$, which is concluded $A(n)$ is as follows:

   a. Exponential Operation

   In this exponential operation that is calculated is the amount of exponential base operations. Because the input type is only one, the $A(n)$ value is: $10n^2$

   b. Multiplication Operations

   In the multiplication operation calculated is the magnitude of the multiplication base operation, and because the input type is only one, the $A(n)$ value is: $70n^2 + 10n$

2. Number of Worst Case

   Much of the worst work can be calculated by determining the conditions that cause the biggest basic work, for this problem the condition is never found, because the input type is only one. And because of the three exponential base operations that have the highest value, then the worst amount of work is equal to the average of exponential operations. So that is the worst case of the Hopfield algorithm, namely:

   $$ W(n) = \max_{t \in D} t(I) $$

   \[ \begin{align*}
   W(n) = & 4n^4 + 16n^3 \\
   \end{align*} \]

The worst case of the Simulated Annealing algorithm is $10n^2$

---

**Fig. 5.** Graph of the results of the trial of the SA Algorithm in relation to the number of cities with the number of iterations

**Fig. 6.** Graph of the results of the trial of the SA Algorithm in relation to the number of cities with running time (seconds)
IV. CONCLUSION

From the two algorithms discussed, the Simulated Annealing algorithm is the most optimal way to complete TSP. Hopfield algorithm has a fundamental weakness, which is very dependent on the value of the coefficients. Where there is no exact set of coefficients to get the best solution. So the most widely used method is trial and error algorithm. The amount of extra space used to store in the memory of the two algorithms depends on the size of the input, so this algorithm is said to be “no works in place”
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