Response monitoring of breast cancer on DCE-MRI using convolutional neural network-generated seed points and constrained volume growing
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ABSTRACT

Response of breast cancer to neoadjuvant chemotherapy (NAC) can be monitored using the change in visible tumor on magnetic resonance imaging (MRI). In our current workflow, seed points are manually placed in areas of enhancement likely to contain cancer. A constrained volume growing method uses these manually placed seed points as input and generates a tumor segmentation. This method is rigorously validated using complete pathological embedding. In this study, we propose to exploit deep learning for fast and automatic seed point detection, replacing manual seed point placement in our existing and well-validated workflow. The seed point generator was developed in early breast cancer patients with pathology-proven segmentations (N=100), operated shortly after MRI. It consisted of an ensemble of three independently trained fully convolutional dilated neural networks that classified breast voxels as tumor or non-tumor. Subsequently, local maxima were used as seed points for volume growing in patients receiving NAC (N=10). The percentage of tumor volume change was evaluated against semi-automatic segmentations. The primary cancer was localized in 95% of the tumors at the cost of 0.9 false positive per patient. False positives included focally enhancing regions of unknown origin and parts of the intramammary blood vessels. Volume growing from the seed points showed a median tumor volume decrease of 70% (interquartile range: 50%–77%), comparable to the semi-automatic segmentations (median: 70%, interquartile range 23%–76%). To conclude, a fast and automatic seed point generator was developed, fully automating a well-validated semi-automatic workflow for response monitoring of breast cancer to neoadjuvant chemotherapy.
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1. INTRODUCTION

Response of breast cancer to neoadjuvant chemotherapy (NAC) can be monitored using the change in visible tumor volume on dynamic contrast-enhanced MRI (DCE-MRI) can be used as a measure of response. Consequently, the NAC treatment plan can be adjusted when tumor response is deemed insufficient.

The response of the tumor to NAC can be monitored by imaging the tumor. The change in visible tumor volume on dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI) can be used as a measure of response. Consequently, the NAC treatment plan can be adjusted when tumor response is deemed insufficient.

In our current response monitoring workflow, seed points are manually placed in areas of enhancement that are likely to contain tumor. A constrained volume growing method uses these manually placed seed points as input and generates a tumor segmentation. This method was rigorously validated using complete pathological embedding. Even though the method is very accurate, manual placement of the required seed points is a time consuming step, prone to intraobserver and interobserver variability. Therefore, automating placement of these seed points is of interest.

This work has been accepted for SPIE Medical Imaging 2019, Computer-Aided Diagnosis conference, Paper 10950-12.
Deep learning algorithms have shown high robustness in a variety of medical image analysis tasks. In breast MRI, these methods have mainly focused on diagnosis or on segmentation of healthy tissues. In this study, we propose to exploit deep learning for fast and automatic seed point detection, replacing manual seed point placement in our existing and well-validated workflow.

2. MATERIAL AND METHODS

We developed the automatic seed point generator using an ensemble of three independently trained fully convolutional dilated neural networks. Two patient cohorts were used in the study: Cohort 1 consisted of early breast cancer patients in which the seed point detector was developed and evaluated, Cohort 2 consisted of patients receiving NAC in which seed points were automatically placed for constrained volume growing. Tumor response to NAC was evaluated by comparing the change in tumor volume to our reference standard at the MRI before NAC and the MRI during NAC. This reference standard consisted of semi-automatically obtained tumor segmentations. The study design is illustrated in Figure 1, the following paragraphs describe these steps in detail.

2.1 Patients

Cohort 1: The seed point generator was developed in a subset of 100 randomly selected patients with invasive ductal carcinoma from the prospective Multimodality Analysis and Radiological Guidance IN breast conServing therapy study (MARGINS, 2000-2008). Patients who were eligible for breast conserving therapy on the basis of conventional imaging and clinical assessment were consecutively recruited for an additional preoperative breast MRI.

Cohort 2: The constrained volume growing was applied to generated seed points in 10 patients with invasive breast cancer who received NAC who participted in a prospective studie (2008-2013). Eligibility criteria included primary invasive breast cancer of 3 cm or larger and/or one or more tumor-positive axillary lymph node.

The baseline characteristics of the patient cohorts are displayed in Table 1.

2.2 Magnetic resonance imaging

Cohort 1: The patients received one MRI — before surgery. MR images were acquired using a 1.5 T imaging unit (Magnetom; Siemens, Erlangen, Germany) with a dedicated double breast array coil. Five T1-weighted images were acquired: one precontrast image and four postcontrast images after injection of gadolinium-based contrast material (Prohance; Bracco-Byk Gulden, Konstanz, Germany). The imaging parameters were: repetition time 8.1 ms, echo time 4.0 ms, flip angle 20°, isotropic voxel size 1.35 × 1.35 × 1.35 mm³, and field of view 310 mm.

Cohort 2: The patients received an MRI before NAC and one after six weeks of NAC. MR images were acquired using a 3 T imaging unit (Achieva; Philips Medical Systems, Best, the Netherlands) with a 7-elements sense breast coil. Six T1-weighted images were acquired: one precontrast image and five postcontrast images after injection of gadolinium-based contrast material (Prohance; Bracco-Byk Gulden, Konstanz, Germany). The imaging parameters were: repetition time 4.4 ms, echo time 2.3 ms, flip angle 10°, isotropic voxel size 1.1 × 1.1 × 1.1 mm³, and field of view 360 mm.
Table 1. Baseline characteristics of the patient cohorts

| Characteristics                        | Cohort 1 (N = 100) | Cohort 2 (N = 10) | P-value* |
|----------------------------------------|---------------------|-------------------|----------|
| Age (years)†                           | 57 (32 – 84)        | 42 (29 – 64)      | 0.009    |
| Largest tumor diameter on MRI (mm)†    | 21 (9 – 38)         | 37 (25 – 59)      | < 0.001  |
| Immunohistochemical subtype            |                     |                   | 0.002    |
| ER-positive/HER2-negative              | 73 (73)             | 4 (40)            |          |
| HER2-positive                          | 15 (15)             | 0 (0)             |          |
| Triple negative                        | 12 (12)             | 6 (60)            |          |
| Histologic grade                       |                     |                   | 0.001    |
| Grade I                                | 30 (30)             | 0 (0)             |          |
| Grade II                               | 39 (39)             | 1 (10)            |          |
| Grade III                              | 31 (31)             | 9 (90)            |          |
| Tumor-positive axillary lymph nodes    | 0                   | 61 (61)           | 0.116    |
| 1–3                                    | 31 (31)             | 6 (60)            |          |
| 4 or more                              | 8 (8)               | 1 (10)            |          |

Values are number of patients with percentages in parentheses, unless specified otherwise.
† Values are medians, with ranges in parentheses.
* Significance levels for differences between patient cohorts are calculated using the Kruskal-Wallis test for continuous variables and using Fisher’s exact test for categorical variables.
ER = estrogen receptor, HER2 = human epidermal growth factor receptor 2.

2.3 Method

Preprocessing consisted of deformable registration between the precontrast MRI and the postcontrast images, and automatic segmentation of the breast area in three dimensions. Seed point detection was achieved using a dilated convolutional neural network. The convolutional neural network analyzed two-dimensional images with three channels (Figure 2). The first channel consisted of the precontrast image to feed anatomical knowledge to the system. The precontrast images were corrected for field inhomogeneities, and normalized between zero and one on the 5th and 95th intensity percentiles under the breast mask. The second channel consisted of the washin: the relative change in image intensities between the precontrast and the first postcontrast scan. The third channel consisted of the washout: the relative change in image intensities between the first postcontrast and the last postcontrast scan. Tumors tend to show high washin and high negative washout.

The architecture of the network is shown in Figure 3. The network had a receptive field of 97 × 97 voxels. Due to increasing dilation factors in subsequent convolutional layers, our network with nine two-dimensional convolutional layers resulted in only 57,506 trainable weights. Rectified linear units were used for activation, except for the final layer, which had a binary softmax output. Because the network was fully convolutional, it could be applied to images of arbitrary size. Of the 100 patients, 60 were used for training of the network, 20 for validation, and 20 for independent testing.

Figure 2. Example of the input images. Left: Transversal precontrast T1-weighted image of a 58 year old patient with a 2.1 cm grade 2 invasive ductal carcinoma, the tumor is indicated by the pink arrow. Middle: The corresponding washin image, clearly visualizing the tumor. Right: The corresponding washout image.
The convolution layers have 32 $3 \times 3$ filters followed by a rectified linear unit activation function. The last two layers consist of fully connected layers (implemented as $1 \times 1$ convolutions), of which the final layer is followed by a softmax function. A part of the transversal washin image masked by the breast mask is shown for each convolution layer. The blue line illustrates the receptive field influencing the classification of the voxel indicated by the pink cross hair.

An ensemble of three different random initializations of the above-described network was trained in 100,000 minibatches. Minibatches consisted of 25 patches of $99 \times 99$, equally balanced to contain tumor or not. The best model was chosen based on the validation loss between the 50,000th and 100,000th iteration. Each network was trained with a different order of the training images. During application of the trained networks, posterior probabilities were thresholded and consensus voting was used on the resulting segmentation maps. Consensus results were used to generate seed points by applying an inward Euclidean distance transform and subsequent local maxima extraction.

Finally, tumor segmentation was performed using our constrained volume growing method that has been validated using complete pathological embedding. In short, starting from a seed point in or near the tumor, the method enhanced the tumor, constructed an ellipsoidal volume of interest around the tumor, and applied a voxel-value based stopping criterion automatically derived from the enhancing tumor.

2.4 Evaluation

The detection performance of the automatic seed point generator was evaluated in Cohort 1 using free-response receiver operating characteristics. The seed point generator was subsequently applied to Cohort 2 to assess its application in a response monitoring workflow. The change in tumor volume between the MRI before NAC and the MRI during NAC was calculated, and compared with our reference standard that consisted of segmentations acquired by constrained volume growing from manually placed seed points.

3. RESULTS

3.1 Cohort 1: Evaluation of seed point generator

At a threshold on the posterior probability of 0.9, the model with the consensus voting localized 95% of the lesions for the independent test set at a cost of 0.9 false positives per patient. Seed point generation took approximately 0.7 second per patient.

3.2 Cohort 1: Inspection of false negatives and false positives

We inspected the false negatives and false positives of the model after the consensus voting. The primary tumor was missed in one of the patients from the independent test set, this tumor was found by just one of the three network initializations. The false positives were focally enhancing regions — potentially indicative of benign disease ($N = 4$ patients), part of an intramammary blood vessel ($N = 1$ patient), and seemingly healthy enhancing parenchyma ($N = 2$ patients).
3.3 Cohort 2: Response to neoadjuvant chemotherapy

The constrained volume growing after consensus voting showed a median decrease in tumor volume of 70% (interquartile range: 50% – 77%), comparable to the reference standard (70%, interquartile range: 23% – 76%) (Figure 3). Inspection of the segmentations suggests that the method segments intramammary blood vessels more often in the patients receiving NAC (3/10, 30%) than in the patients with early breast cancer (1/20, 5%). Seed point generation took approximately 1.4 second per patient.
4. DISCUSSION

We presented a fully automated method for response monitoring to neoadjuvant chemotherapy (NAC). The method showed tumor shrinkage comparable to our reference standard. Hence, these preliminary results suggest that this method is feasible in a response monitoring workflow.

The method replaced a manual step in our workflow for response monitoring to NAC. Thus far, seed points were manually placed, after which a constrained volume growing algorithm segmented the tumor. In this study, we automatically calculated these seed points in roughly a second per patient. The primary tumor was located in 95% of the patients at the cost of 0.9 false positives per patient — comparable to literature.\(^\text{21}\) The seed point generator was applied as input for the constrained volume growing in patients receiving NAC. The change in tumor volume between the MRI before NAC and the MRI during NAC (median decrease 70%, interquartile range: 50% – 77%) was comparable to our reference standard (median decrease 70%, interquartile range: 23% – 76%).

False positives mainly occur in the intramammary blood vessels. Therefore, future work could investigate suppressing the blood vessels, either by preprocessing,\(^\text{22, 23}\) or by segmenting blood vessels as a separate class. That way, the network can potentially better distinguish them.

Regardless of these shortcomings, the method does perform comparable to our reference standard. Note that the method is trained on a different patient population, with MR images from a different vendor (Philips instead of Siemens), and differences in MR acquisition (3T vs 1.5T, slightly different voxel size, different repetition time, echo time, and flip angle). Hence, the method appears to be relatively agnostic to these patient and imaging differences.

In conclusion, response monitoring of breast cancer to neoadjuvant chemotherapy on dynamic contrast-enhanced MRI using convolutional neural network-generated seed points and constrained volume growing is feasible.

5. NEW OR BREAKTHROUGH WORK

A fast and automatic seed point generator was developed, fully automating a well-validated semi-automatic workflow for response monitoring of breast cancer to neoadjuvant chemotherapy.
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