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Abstract

The extragalactic γ-ray background and its spatial anisotropy could potentially contain a signature of dark matter (DM) annihilation or particle decay. Astrophysical foregrounds, such as blazars and star-forming galaxies (SFGs), however, dominate the γ-ray background, precluding an easy detection of the signal associated with the DM annihilation or decay in the background intensity spectrum. The DM imprint on the γ-ray background is expected to be correlated with large-scale structure tracers. In some cases, such a cross-correlation is even expected to have a higher signal-to-noise ratio than the auto-correlation. One reliable tracer of the DM distribution in the large-scale structure is lensing of the cosmic microwave background (CMB), and the cosmic infrared background (CIB) is a reliable tracer of SFGs. We analyze Fermi-LAT data taken over 92 months and study the cross-correlation with Planck CMB lensing, Planck CIB, and Fermi-γ maps. We put upper limits on the DM annihilation cross-section from the cross-power spectra with the γ-ray background anisotropies. The unbiased power spectrum estimation is validated with simulations that include cross-correlated signals. We also provide a set of systematic tests and show that no significant contaminations are found for the measurements presented here. Using γ-ray background map from data gathered over 92 months, we find the best constraint on the DM annihilation with a 1σ confidence level upper limit of $10^{-25}$–$10^{-22} \, \text{cm}^3 \, \text{s}^{-1}$, when the mass of DM particles is between 20 and 100 GeV.
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1. Introduction

Dark matter (DM) constitutes 27% of the energy density of the universe, relative to the critical density (Planck Collaboration et al. 2015a). The spatial distribution of DM in the large-scale structure can be mapped through gravitational distortions, such as lensing of the Cosmic Microwave Background (CMB) anisotropies and cosmic shear of galaxy shapes. DM halos emerged in spots where over-densities reached maxima and could host baryonic mass that later collapsed and cooled to form galaxies. Radiation coming out of DM halos spans a wide range of wavelengths in the electromagnetic spectrum. Inside DM halos, the dust produced by star formation absorbs ultraviolet radiation from hot, young stars, re-emitting it in the infrared wavelengths. Astrophysical sources like blazars and star-forming galaxies (SFGs), which also reside in DM halos, can emit γ-rays. Moreover, by self-annihilating or decaying into other particles, weakly interacting massive particles, which are thought of as the building block of DM halos, could produce γ-ray radiation as well.

From the experimental side, measurements of all of these radiation signatures have been made with various all-sky or large area surveys. CMB lensing has been measured from CMB temperature and polarization anisotropies from both space and ground (Hirata et al. 2004, 2008; Smith et al. 2007; Das et al. 2011; Feng et al. 2012; Ade et al. 2014; Planck Collaboration et al. 2014a, 2015b; Story et al. 2015; The Keck Array et al. 2016). These tiny distortions are well-explained by the linear perturbation theory of DM distribution. At Planck’s high frequencies, nonlinear structures are resolved by the cosmic infrared background (CIB) from which the DM halo properties and star formation history can be understood. The γ-ray anisotropies are now mapped by the Fermi large area telescope (LAT). Anisotropies in the background have been detected, and evidence for extra-galactic γ-ray background has been claimed since 2012 (Ackermann et al. 2012a).

It has been proposed that the cross-correlation between γ-ray and large-scale structure would be a better probe of the DM signals than the auto-correlation because the cross-correlation can effectively isolate γ-ray contributions from other astrophysical sources (Camera et al. 2013, 2015), while also suppressing systematic effects. A component decomposition can be made by comparing models to data, and DM properties such as mass and cross-section can be constrained by the γ-ray angular correlation that is only responsible for DM signals. To date, DM properties have been constrained from data sets, such as the 2MASS and NVSS galaxy catalogs (Cuoco et al. 2015; Regis et al. 2015), the weak lensing data from Canada–France–Hawaii Lensing Survey (Shirasaki et al. 2014), and Planck lensing (Fornengo et al. 2015). In this analysis, we use Planck lensing measurements, CIB and Fermi-LAT data to constrain the DM cross section for a variety of different masses.

We organize this paper as follows. In Section 2, we derive all the theoretical power spectra for all the components based on the halo-model approach. In Section 3, we discuss different data sets. In Section 4, we describe the data analysis procedure. We conclude in Section 5.

2. Theoretical Power Spectrum with the Halo Model

We assume a standard Navarro–Frenk–White (NFW) profile to establish the halo model. The NFW profile is

$$\rho_{\text{NFW}} = \rho_s \left( \frac{r}{r_s} \right)^{-1} \left( 1 + \frac{r}{r_s} \right)^{-2},$$  \hspace{1cm} (1)
where \( \rho_c = \rho_c(z) \Delta_c(z) c^3/[3(\ln(1 + c) - c/(1 + c))] \), \( \Delta_c(z) = 18\pi^2 + 8\pi x - 39 \), \( x = \Omega_m (1 + z)^3 / E(z)^2 - 1, E(z) = H(z)/H_0 \), \( r_s \) is the characteristic radius of the halo, \( \rho_c \) is the critical density, and \( c \) is the concentration factor.

The halo mass function is (Meurberg et al. 2013)

\[
\frac{dn}{dM} = \frac{\bar{p}_m(0)}{M^2} \frac{d\bar{v}}{d\ln M} f(\bar{v}) \frac{d\bar{v}}{d\ln M},
\]

where

\[
\bar{v} f(\bar{v}) = A \sqrt{\frac{2}{\pi}} a \bar{v}^2 e^{-a^2 \bar{v}^2} \left[ 1 + (a \bar{v}^2)^p \right],
\]

and \( A = 0.322, a = 0.707 \), and \( p = 0.3 \). The quantity \( \bar{v} \) is defined as \( \bar{v} = \delta_c / \sigma(M, z) \). Here, \( \delta_c \) is the critical density contrast for the collapse and is almost redshift-independent, \( \bar{p}_m \) is the comoving matter density, and \( \sigma(M, z) \) is the variance for all the halos with mass \( M \) at redshift \( z \). The concentration factor is determined from \( 9/(1 + z) (M/M_\odot)^{-0.13} \) (Bullock et al. 2001) and the critical mass \( M^* \) is the solution when \( \nu(M^*, z) = 1 \).

The Fourier transform of the NFW profile \( \rho_{\text{NFW}} \) is

\[
u(k, M, z) = \frac{1}{M} \int_0^{r_{\text{vir}}} dr \frac{4\pi r^2}{kr} \frac{\sin kr}{\sqrt{kr}} \rho_{\text{NFW}},
\]

and the Fourier transform of \( \rho_{\text{FW}}^2 \) is

\[
\bar{u}_2(k, M, z) = \frac{1}{\bar{p}_m} \int_0^{r_{\text{vir}}} dr \frac{4\pi r^2}{kr} \frac{\sin kr}{\sqrt{kr}} \rho_{\text{NFW}}^2,
\]

which includes the \( J \) factor automatically when \( k \) approaches 0 (Ando 2014).

To describe halo bias, we make use of the “GIF” model given in Sheth & Tormen (1999),

\[
b(M, z) = 1 + \frac{a \bar{v}^2 - 1}{\delta_c} + \frac{2p}{\delta_c [1 + (a \bar{v}^2)^p]}.
\]

The profile of a halo with mass \( M \) at redshift \( z \) that produces a CMB lensing field \( \kappa = -\nabla^2 \phi /2 \) is derived from the NFW profile. Its Fourier transform is

\[
\kappa(k, M, z) = \frac{W(\chi, M, z)}{\bar{a} \rho_{\text{NFW}}} \nu(k, M, z),
\]

where

\[
W(\chi) = \frac{3\Omega_m}{2} \left( \frac{H_0}{c_0} \right)^2 \frac{1}{a} \frac{(\chi - \chi_*)}{\chi_*}.
\]

The virial radius \( r_{\text{vir}} \) is \( c_r/c_0 \) is the speed of light, \( \chi \) is the comoving distance, and \( \chi_* \) is the comoving distance at the last scattering surface.

We follow the details of the CIB modeling in Planck Collaboration et al. (2014b) with parameter set \{ \alpha, T_0, \beta, \gamma, x_\gamma, \sigma_{\text{FW}}^2 \} = \{ 0.36, 24.4, 1.75, 1.7, 3.6, 0.5 \}. The CIB luminosity function is given as

\[
L_{\nu(1+z)}(M, z) = L_0 (1 + z)^\kappa \Sigma(M) \Theta[(1 + z)\nu].
\]

We use the mean level of CIB given in Planck Collaboration et al. (2014b) to determine the parameter \( L_0 \) as (Serra et al. 2014) indicates. The conditional mass distribution adopts a logarithmic form

\[
\Sigma(M) = M \frac{1}{\sqrt{2\pi \sigma_{\text{FW}}^2}} e^{-\frac{1}{2} \left( \frac{ln \nu - \ln \nu_0}{\sigma_{\text{FW}}^2} \right)^2},
\]

and the SED is

\[
\Theta(\nu) \propto \begin{cases} 
\nu^3 B_{\nu}(T_d) & \nu < \nu_0 \\
\nu^{-\gamma} & \nu \geq \nu_0 
\end{cases}
\]

where the frequency \( \nu_0 \) is determined by smoothing the gradient and the dust temperature \( T_d = T_0 (1 + z)^\gamma \). The effective halo mass is \( 10^{12.6} M_\odot \). The occupation number of the central galaxy is

\[
N_{cen} = \begin{cases} 
0 & M < M_{\text{min}} \\
1 & M \geq M_{\text{min}} 
\end{cases}
\]

where the minimum mass is \( 10^{10} M_\odot \) as used in Serra et al. (2014).

The conditional luminosity functions that determine the fractional CIB emission from the central and satellite galaxies are described as

\[
f_c(M, z) = N_{cen} \frac{L_{\nu(1+z)}(M, z)}{4\pi},
\]

and

\[
f_s(M, z) = \int_{M_{\text{min}}}^{M_{\text{max}}} \frac{dn}{dm} \frac{L_{\nu(1+z)}(m, z)}{4\pi} dm + \int_{M_{\text{min}}}^{M_{\text{max}}} \frac{dn}{dm} \frac{L_{\nu(1+z)}(m, z)}{4\pi} dm.
\]

The emission from DM annihilation traces the squared density, i.e., \( \rho_{\text{DM}}^2 \) which is weighted by

\[
W_{\gamma-\text{ann}}(E, \chi, m_{\text{DM}}, \langle \sigma \nu \rangle) = \frac{(\Omega_m \rho_c)^2 \langle \sigma \nu \rangle}{2m_{\text{DM}}^2} (1 + z)^3 \times \Delta^2(\chi) \frac{d\Omega_{\text{ann}}}{dE} e^{-\tau(\chi, E, \chi)}.
\]

Here, we consider specific DM candidates in order to constrain \( \langle \sigma \nu \rangle - m_{\text{DM}} \) relation. We begin with \( bb \) annihilation channel and consider it as a representative channel for our case. The DM energy spectrum \( d\Omega_{\text{ann}}/dE \) for the \( bb \) channel is provided by PPC 4 DM ID (A Poor Particle Physicist Cookbook for Dark Matter Indirect Detection) (Cirelli et al. 2011). The \( \gamma \)-ray attenuation function \( \tau(\chi, E, \chi) \) is tabulated between 0.01 < \( z \) < 9.0 and 1 GeV < \( E \) < \( 10^5 \) GeV (Gillmore et al. 2012). The DM mass \( m_{\text{DM}} \) and its annihilation cross-section \( \langle \sigma \nu \rangle \) are two free parameters in this analysis. The clumping factor is

\[
\Delta^2(\chi) = \int_{M_{\text{min}}}^{M_{\text{max}}} \frac{dn}{dm} \frac{dM}{dm} \int d\chi' \rho_{\text{FW}}^2(\chi' M, z) \rho_{\text{FW}}^2(\chi' M, z).\]

Here, \( \rho_{\text{FW}} \) is the NFW profile. For our case, we take a conservative approach and do not include subhalos which can boost \( \gamma \)-ray emission (Gao et al. 2012; Ando & Komatsu 2013).
Unlike the annihilation, the DM decay signal traces the DM density $\rho_{\text{DM}}$, which is weighted by
\[
W_{\gamma,\text{dec}}(E, \chi; \rho_{\text{DM}}, \Gamma_d) = \frac{\Omega_m h^2}{4\pi} \frac{\Gamma_d}{m_{\text{DM}}} \frac{dN_{\text{dec}}}{de} e^{-\Gamma_d (\chi/E(\chi))}.
\] (18)

Here, $\Gamma_d$ is the decay time and the energy spectrum of the decay $dN_{\text{dec}}/de(E) = dN_{\text{ann}}/de(2E)$. We set the minimum halo mass to $10^{-6}M_\odot$ for the DM signals (Regis et al. 2015).

For Planck lensing, CIB and DM annihilation and decay, the angular correlation functions are determined by the biased NFW profiles in Fourier space. The equations for the 1-halo and 2-halo terms are
\[
C_{l}^{1h,XY} = \int d\chi \frac{d\chi}{d\chi} \int d\delta_{\text{NFW}}(M, z) X_{l}(k, M, z) Y_{l}(k, M, z),
\] (19)
and
\[
C_{l}^{2h,XY} = \int d\chi \frac{d\chi}{d\chi} \int d\delta_{\text{NFW}}(M, z) n(M, z) X_{l}(k, M, z) \times \left[ \int dMB_{l}(M, z)n(M, z) Y_{l}(k, M, z) \right] \times \left[ \int dMB_{l}(M, z)n(M, z) Y_{l}(k, M, z) \right],
\] (20)
here $X_{l}(k, M, z)$ or $Y_{l}(k, M, z) = W_{\nu} u_{\nu}(k, M, z)/\alpha$ for Planck lensing, $W_{\nu}^{\text{CIB}} u_{\nu}(k, M, z)/\alpha$ for Planck CIB, $W_{\nu}^{\gamma,\text{ann}}/\Delta^{3} \mu_{2}(k, M, z)/\alpha$ for DM annihilation and $W_{\nu}^{\gamma,\text{dec}} \mu_{2}(k, M, z)/\alpha$ for DM decay. $u_{\nu} = M/\mu_{\nu}$. For $X_{l}(M, z)$ or $Y_{l}(M, z)$, only Planck CIB takes a different form, $W_{\nu}^{\text{CIB}} u_{\nu}(k, M, z)/\alpha$. $W_{\nu}^{\text{CIB}} = \sqrt{2} \gamma_{\text{cen}}(M, \nu) f_{\text{rad}}(M, \nu) + f_{\text{rad}}(M, \nu) f_{\text{rad}}(M, \nu) z$. The linear matter power spectrum $P_{\text{lin}}(k, z)$ is calculated from $z = 0$ to 8 using CAMB. The function $n(M, z)$ is the halo mass function defined in Equation (2).

Astrophysical sources such as blazars, SFGs, flat spectrum radio quasars (FSRQs), and misaligned active galactic nuclei (mAGN) are also significant γ-ray emitters. They are point-like sources, so the NFW profile does not apply, but the power spectrum can be calculated from the luminosity function alternatively. In the following, we model each emitter separately.

For blazars and FSRQs, the γ-ray luminosity function (GLF) is taken from Xia et al. (2015), Ajello et al. (2014)
\[
\Phi(L_{\gamma}, z, \Gamma) = \Phi_{\Gamma}(L_{\gamma}, z = 0, \Gamma) \times e(L_{\gamma}, z),
\] (21)
where
\[
\Phi_{\Gamma}(L_{\gamma}, z = 0, \Gamma) = \frac{A}{\ln(10) L_{\gamma}^{\gamma}} \left[ \left( \frac{L_{\gamma}}{L_{\star}} \right)^{\gamma} + \left( \frac{L_{\gamma}}{L_{\star}} \right)^{\gamma+1} \right]^{-1}
\] (22)
and $e(L_{\gamma}, z)$ is
\[
e(L_{\gamma}, z) = \left[ \frac{1 + z}{1 + z_{c}(L_{\gamma})} \right]^{p_{1}(L_{\gamma})} + \left[ \frac{1 + z}{1 + z_{c}(L_{\gamma})} \right]^{p_{2}(L_{\gamma})},
\] (23)
Here, $z_{c}(L_{\gamma}) = z_{c}(L_{\gamma}/10^{48} \text{eV})$, $p_{1}(L_{\gamma}) = p_{1}(L_{\gamma}) + \tau \times [\log_{10}(L_{\gamma}) - 46]$. The second luminosity dependent density evolution function (LDDE2) is taken from Ajello et al. (2014) for blazars and the parameter set $\{A, \gamma_{1}, \gamma_{2}, L_{\star}, z_{c}, p_{1}, \tau, p_{2}, \alpha\}$ is given in Table 3. For FSRQs, we use the LDDE parameters in Table 3 in Ajello et al. (2012).

The mean luminosity produced by unresolved sources such as blazars and SFGs can be generally expressed as
\[
g_{b}(z) = \int_{L_{\gamma,\text{min}}}^{L_{\gamma,\text{max}}} dL_{\gamma} \Phi(L_{\gamma}, z) L_{\gamma}.
\] (24)
The maximum luminosity is determined by the threshold flux above which the detector can resolve the sources, and $F = 1 \times 10^{-10} \text{cm}^{-2} \text{s}^{-1}$ for $E > E_{\gamma}$ and $E_{\gamma} = 1 \text{GeV}$ (Charles et al. 2016).

For a single energy bin, the weighting function of the point-like sources is
\[
W(E, z) = \frac{A_{e}(z) g_{b}(z)}{4\pi E_{0}^{2}} e^{-\Gamma E(1+z, z)},
\] (25)
The energy spectrum $dN/dE$ of blazar (FSRQs) is assumed to be a simple power law $A_{b}(E/E_{0})^{-\alpha_{b}}$ with $\alpha_{b} = 2.2$ (2.44), $A_{b} = (1 + z)^{-\alpha_{b}}$, $E_{0} = 100 \text{MeV}$ and the FSRQ spectra index is calculated from 57 FSRQs (Abdo et al. 2009). The luminosity and halo mass is related by Ando et al. (2007)
\[
M = 10^{13} M_{\odot} \left( \frac{L_{\gamma}}{10^{43.7} \text{erg s}^{-1}} \right)^{1.7}.
\] (26)
For SFGs, the GLF is
\[
\Phi(L_{\gamma}, z) = \frac{\Phi_{\epsilon}}{\alpha_{\phi} \ln(10) L_{\gamma}^{\gamma - 1}} \left( \frac{L_{\gamma}}{L_{\star}^{\gamma}} \right)^{1 - \alpha_{\phi}} e^{-\frac{\phi}{\epsilon} \left( \frac{1}{\phi - \epsilon} \right)^{-\frac{\epsilon}{\phi - \epsilon}}}
\] (27)
The factor $\alpha_{\phi}$ converts the infrared luminosity (IR) to the γ-ray. The piece-wise GLF is estimated for SFGs so the parameter set $\{\Phi_{\epsilon}, L_{\star}, \alpha_{\phi}\}$ is determined at each redshift band in Gruppioni et al. (2013). We can also calculate the mean luminosity and weighting function for SFGs using Equations (24), (25). The parameters for SFGs in Equation (25) are $\alpha_{s} = 2.7$ and $A_{s} = (\alpha_{s} - 2)/(1 + z)$. The choice of such a spectral index is due to the fact that the interaction between cosmic-rays and interstellar gas leads to gamma-rays mostly from pion decay in flight and the gamma-ray spectrum has the same spectral index as the cosmic-ray spectrum (Fields et al. 2010). The IR luminosity required by the SFGs’ GLF should be converted from the γ-ray luminosity first following the power law
\[
\log_{10} \left( \frac{L_{\gamma}}{10^{48} \text{erg s}^{-1}} \right) = \alpha_{\phi} \log_{10} \left( \frac{L_{\gamma}}{10^{49} \text{erg s}^{-1}} \right) + \beta_{\phi},
\] (28)
where $\alpha_{\phi} = 1.09$ and $\beta_{\phi} = 39.19$ (Ackermann et al. 2012b). One has to relate the halo mass to the luminosity by
\[
M = 10^{12} M_{\odot} \left( \frac{L_{\gamma}}{10^{49} \text{erg s}^{-1}} \right)^{0.5},
\] (29)
when the redshift-dependent bias is taken into account.

The GLF of mAGN is derived from the radio GLF at 151 MHz (Willott et al. 2001). We convert the γ-ray luminosity $L_{\gamma}$ to total radio luminosity $L_{5 \text{GHz}}$ using the best-fit $L_{\text{core}} = L_{\text{core, 5 GHz}}$ and $L_{\text{core, 1.4 GHz}}$ correlation functions fitted from 12 mAGN.
We then shift the total luminosity from $L_{\text{551 MHz}}$ to $L_{\text{5 GHz}}$ with a power-law and adopt Model C with $(\Omega_m = 0)$ in Willott et al. (2001). The comoving volume is also corrected following the procedure in Di Mauro et al. (2014). The mean spectral index is averaged from 12 mAGN samples listed in Table 1 of (Di Mauro et al. 2014) and the parameters for mAGN in Equation (25) are $\alpha_x = 2.37$ and $A_x = (\alpha_x - 2)/(1 + z)^2$. A $L\sim M$ relation for mAGN is built from a chain of steps. First, the host galaxy mass $M$ is converted to the black hole mass $M_{\text{bh}}$ by the best-fit model in Di Mauro et al. (2014). Next, the radio luminosity is interpolated from a table that gives black hole mass and radio luminosity properties in a few galaxies (Franceschini et al. 1998), and the $\gamma$-ray luminosity is calculated from the radio luminosity according to the best-fit model in Di Mauro et al. (2014). Last, we use the samples to make a line fit to $\log_{10}(M/M_\odot)$ and $\log_{10}(L_{\gamma}/(\text{erg s}^{-1}))$ and derive a $L\sim M$ relation for mAGN.

Built on all the individual window functions, the mean window function and mean intensity are simply integrated over either energy or redshift, such as

$$W(\chi) = \int_{E_{\text{min}}}^{E_{\text{max}}} dE W(E, \chi),$$

and

$$I(E) = \int d\chi W(E, \chi).$$

All the energy spectra and window functions shown in Figure 1 have different amplitudes and shapes that are determined by a few parameters and functions, such as the DM annihilation/decay channel, the photon index of the astrophysical source, the luminosity range for the source, the $\gamma$-ray luminosity function, and the mass–luminosity relation. The step-like feature in the DM annihilation/decay energy spectra is due to the discrete mass step in the PPPC 4 DM ID data.

For the point-like sources ($X$ or $Y = \text{Blazars, SFGs, FSRQs, and mAGN}$), the power spectra are

$$C^{1\text{h},XX/YY}_{\text{il}} = \int dz \frac{d\chi}{dz} \left(\frac{a}{\chi}\right)^2 \int_{E_{\text{min}}}^{E_{\text{max}}} dE W(E, \chi) \times \left[\frac{W^{(X)}(z)}{a} L \frac{L}{\langle g_X \rangle}\right]$$

and

$$C^{1\text{h},XY}_{\text{il}} = \int dz \frac{d\chi}{dz} \left(\frac{a}{\chi}\right)^2 \int_{E_{\text{min}}}^{E_{\text{max}}} dE W(E, \chi) \times \left[\frac{W^{(X)}(z)}{a} L \frac{L}{\langle g_X \rangle}\right].$$

The 1-halo term $C^{1\text{h},XY}_{\text{il}}(X \neq Y)$ is negligibly small because we assume they are both point-like sources, and it is Poisson noise, which is independent of spatial clustering.

The point-like sources should also trace the underlying DM distribution; thus, the correlation between the matter distribution and the point-like sources is non-vanishing. Their angular correlation can be estimated from the two categories discussed above and expressed as

$$C^{1\text{h},XY}_{\text{il}} = \int dz \frac{d\chi}{dz} \left(\frac{a}{\chi}\right)^2 \int_{E_{\text{min}}}^{E_{\text{max}}} dE W(E, \chi) \times X_i(k, M(L, z) \left[\frac{W^{(Y)}(z)}{a} L \frac{L}{\langle g_Y \rangle}\right].$$
In these equations, $X = \{\text{lensing, CIB, DM annihilation, DM decay}\}$ and $Y = \{\text{Blazars, SFGs, FSRQs, mAGN}\}$. In our analysis, we will focus on this type of cross-correlation.

The auto-power spectra for all the species are shown in Figure 5. It is easy to find that they are dominated by the astrophysical components at different energy levels. Thus, it is difficult to detect the DM signals directly from the auto correlations. However, the cross-correlation with large scale structure (LSS) tracers can significantly boost the DM signals as Figures 6–8 indicate. A benchmark particle physics model with $m_{DM} = 100$ GeV, $\langle \sigma v \rangle = 3 \times 10^{-26}$ cm$^3$ s$^{-1}$ and $\Gamma_f = 1/(6 \times 10^{27})$ s$^{-1}$ is used to make these plots (Cuoco et al. 2015).
3. Data Sets

We use the Planck lensing map derived from its temperature to trace the DM distribution. We only use 857 GHz data because the CIB is strongest at this frequency. A Gaussian beam for 857 GHz is assumed and the full-width-at-half-maximum (FWHM) is 4.63.

The γ-ray data are taken from the Fermi-LAT satellite’s 92-month observations from 2008 August to 2016 April. The weekly photon data are processed by the science tools v10r0p5 provided by the Fermi-LAT collaboration. We split the γ-ray data into three energy bins which are uniform in log space: 1–5 GeV, 5–22 GeV, and 22–100 GeV. The photon counts and coverage maps made separately by the science tools are repixelized by HEALPix at resolution $n_{\text{side}} = 512$. To reduce the background and filter out poorly reconstructed events, we use the Pass7-reprocessed instrument response functions for the ULTRACLEAN event class P7REP_ULTRACLEAN_V15 and the step size $\cos(\theta) = 0.025$ for the exposure. The flux map is finally generated from the ratio of the photon counts to coverage map. We split the photon count data into two halves and made the flux maps at three energy bins.

Figure 5. The theoretical auto-power spectra of the γ-ray anisotropies. The γ-ray anisotropy is mainly dominated by Blazars.

Figure 6. The DM signals that are probed in this cross-correlation analysis. (Top) The predicted cross-correlation between Planck lensing and the γ-ray. (Bottom) The predicted cross-correlation between Planck CIB and the γ-ray.
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bands for them. In Figure 2, the flux maps for all the 92 months are shown.

For the sanity check of our \(\gamma\)-ray map-maker, we applied it to 22 months of data and made maps within the energy bands discussed in Ackermann et al. (2012a). The exposure map is made with the good time intervals, *gtis*, which are recorded in the event files and updated by the science tool *gtmktime*. The choice of a rocking angle negligibly changes the maps, so we use the default value of the science tool *gtbin*. We chose 1FGL point source catalog and masked 2° circle as in Ackermann et al. (2012a). The resulting fluxes and raw auto-power spectra from our maps agree with the 22-month analysis.

The *Fermi*-LAT point-spread function (PSF) can be approximated by a Gaussian beam at \(l < 500\) but quickly deviates from Gaussian beyond that, and the resulting PSF is dependent on the energy bands. To get the correct PSF, the \(\gamma\)-ray PSF \(\xi_{PSF}(E, \theta)\) is modeled at any energy \(E\) and inclination angle \(\theta\) by functional forms. We take the parameters provided by the *Fermi* collaboration to build the energy-dependent PSF.

**Figure 7.** The DM signals that are probed in this cross-correlation analysis. (Top) The predicted cross-correlation between Planck lensing and the \(\gamma\)-ray. (Bottom) The predicted cross-correlation between Planck CIB and the \(\gamma\)-ray.

**Figure 8.** The DM signals that are probed in this cross-correlation analysis. (Top) The predicted cross-correlation between Planck lensing and the \(\gamma\)-ray. (Bottom) The predicted cross-correlation between Planck CIB and the \(\gamma\)-ray.

**Figure 9.** The cross-power spectrum recovered from correlated simulations.
The γ-ray beam transfer function from energy $E_1$ to $E_2$ is averaged from each PSF, i.e.,

$$W_l(E_1 < E < E_2) \sim \int_{E_1}^{E_2} dE \left| W_l(E) \right| \frac{dN}{dE}. \quad (36)$$

where $W_l(E)$ is the Legendre transform of the PSF profile at energy $E$. Specifically, it is

$$W_l(E) = 2\pi \int_{-1}^{+1} d\cos(\theta) P_l(\cos(\theta)) \xi_{PSF}(\theta, E). \quad (37)$$

and $dN/dE \sim E^{-2.4}$ (Ackermann et al. 2012a). The beam transfer functions used in this analysis are shown in Figure 3.

We use the mask released by the Planck lensing products to mask point sources and galactic plane. For the γ-ray data, we first remove the bright Galactic emission within the latitude $|b| < 30^\circ$. We then identify the point sources from the
Three-year Point Source Catalog (3FGL) and remove them with a disk of 1.5 angular radius. The sharp edges in the $\gamma$-ray mask are also apodized with a cos-like taper. Both masks are shown in Figure 4.

The power spectrum defined as

$$ C_{\ell}^{XY} = \frac{1}{2\ell + 1} \sum_m \langle a_m^X a_m^Y \rangle $$

with maps $X$ and $Y$, can be easily calculated from the standard MASTER method (Hivon et al. 2002), i.e.,

$$ \tilde{C}_{\ell}^{XY} = \sum_{\rho} M_{\rho \ell}^{XY} b_{\rho \ell}^{XY} C_{\ell}^{YY} + N_{\ell}^{XY}. $$

Here, $X$ and $Y$ refer to Planck lensing $\phi(n)$, Planck CIB $T(n)$ and $\gamma$-ray maps $\gamma(n)$. The hybrid beam transfer function is formed through $b_{\ell}^{XY} = \sqrt{b_{\ell}^{XX} b_{\ell}^{YY}}$. We made all the beam transfer functions for CIB and $\gamma$-ray maps. We also calculated the exact mode-coupling matrix $M_{\rho \ell}$ using simulations and validated that it can be well-approximated by a simple $f_{\text{sky}}$ scaling. For the cross-correlations, the noise bias $N_{\ell}^{XY}$ is negligible.

To test if there is any bias in the cross-power spectrum estimation, we use Cholesky decomposition of the covariance matrix between lensing and $\gamma$-ray to make correlated simulations. We then feed all of these simulations into the pipeline, which incorporates different masks and beam transfer functions, and estimate the power spectra. We find that the averaged power spectra from 200 realizations agree with the theory as shown by Figure 9. Also the statistical uncertainties for all the bands calculated from these simulations agree with the Knox-formula predication and the overall difference between them is less than 5%.
4. Data Analysis

For Planck lensing, CIB, and Fermi-LAT $\gamma$-ray maps, we consider different components

\[ \tilde{\phi}(n) = A^\phi \phi(n) + n^\phi(n), \]
\[ \tilde{T}(n) = A^{\text{CIB}} T^{\text{CIB}}(n) + A^{\text{dust}} T^{\text{dust}}(n), \]
\[ \gamma(n) = A^{\text{DM, ann}} \gamma_{\text{DM, ann}}(n) + A^{\text{DM, dec}} \gamma_{\text{DM, dec}}(n) + A^{\text{SFG}} \gamma_{\text{SFG}}(n) + A^{\text{Blazar}} \gamma_{\text{Blazar}}(n) + A^{\text{FSRQ}} \gamma_{\text{FSRQ}}(n) + A^{\text{mAGN}} \gamma_{\text{mAGN}}(n) + n^\gamma(n). \]

Here, $\tilde{X}$ means it is the observed map and $n(n)$ is the noise contribution.

From the raw power spectra of CIB and $\gamma$-ray maps, the dust contribution is seen from the first three bins. In principle, one could devise a template in map space, such as the thermal dust template (“COM_CompMap_dust-commrul_2048_R”) for Planck CIB and the diffuse galactic emission (“gll_iem_v06”) from Fermi-LAT, then subtract it from the map. To simplify the discussion, we instead equivalently introduce a power spectrum template to capture this contribution, which is only significant for the CIB-$\gamma$ correlation. The template is simply chosen as a power law, i.e., $C_\ell = A \ell^{-n}$. Our goal is to marginalize over this component and estimate the remaining DM signals. Our parameter set is defined as $\{A^\phi, A^{\text{CIB}}, m_{\text{DM}}, \ell, \gamma, A^{\text{SFG}}, A^{\text{Blazar}}, A^{\text{FSRQ}}, A^{\text{mAGN}}, A, n\}$.

Ackermann et al. (2012a) argue that the low multipoles are contaminated by the large-scale-features-introduced signals in the data. Also, the Planck CIB auto correlation is highly dominated by the dust from large to moderate angular scales. Therefore, we do not include the Planck CIB and $\gamma$-ray auto-power spectra in our model fitting, and only focus on the cross-correlations.
correlations, which are less systematically affected. The $\chi^2$ is thus defined as

$$\chi^2(P) = \sum_{XY\text{=}[\nu,\kappa,\kappa',\gamma, T]} \delta_{bb'} \left( \tilde{c}_{bb'}^{XY} - \tilde{c}_{b'}^{XY} \right) C_{bb}^{-1} \left( \tilde{c}_{bb'}^{XY} - \tilde{c}_{b'}^{XY} \right).$$ (41)

The covariance matrix can be approximated by $C_{bb'} = (\Delta c_{bb'}^{XY})^2 \delta_{bb'}$, and $b$ is the index of the band power $\tilde{c}_b$, which is combination of the power spectra $C_{\nu\nu}^{\text{CIB}}, C_{\nu\nu}^{\text{DM,ann}}, C_{\nu\nu}^{\text{DM,dec}}, C_{\nu\nu}^{\text{SFGs}}, C_{\nu\nu}^{\text{Blazars}}, C_{\nu\nu}^{\text{CIB-DM,ann}}, C_{\nu\nu}^{\text{CIB-DM,dec}}, C_{\nu\nu}^{\text{CIB-SFGs}}, C_{\nu\nu}^{\text{CIB-Blazars}}, \text{etc.}$

The cosmological parameters we use are $\{A_s, n_s, k_{\text{pivot}}, H_0, \Omega_b, \Omega_c\} = \{2.1 \times 10^{-9}, 0.96, 0.05, 70, 0.0461, 0.222857\}$. The power spectrum with DM signals, i.e., $C_{\nu\nu}^{\text{DM,ann}}, C_{\nu\nu}^{\text{DM,dec}}, C_{\nu\nu}^{\text{SFGs}}, C_{\nu\nu}^{\text{Blazars}}, C_{\nu\nu}^{\text{CIB-DM,ann}}, C_{\nu\nu}^{\text{CIB-DM,dec}}, C_{\nu\nu}^{\text{CIB-SFGs}}, C_{\nu\nu}^{\text{CIB-Blazars}}, \text{etc.}$ are interpolated from templates for any given mass $m_{\text{DM}}$. The $L_{\text{min}}$ for Blazars, SFGs, FSRQs and $\text{mAGN}$ are $7 \times 10^{42}, 10^{42}, 4 \times 10^{43}, \text{and} 10^{41} \text{erg s}^{-1}$.

The error bars $\Delta c_{bb'}^{XY}$ of the power spectra are given by the Knox formula

$$\Delta c_{bb'}^{XY} = \frac{1}{2l + 1} \Delta \Delta_{s_{\text{sky}}} \left[ c_{bb'}^{XY} + (c_{bb'}^{XY})^2 \right].$$ (42)

Here, $\tilde{c}$ is the raw power spectrum with noise, and it automatically reduces to the error bars for the auto-power spectrum when $X = Y$. The error bars calculated from MCMC simulations agree with this analytical calculation.

We show all the measured power spectra in Figures 10–12, as well as the best-fit components. We split the photon event data into two halves and make two sets of flux maps. The jackknife maps for the $\gamma$-ray are cross-correlated with Planck lensing and CIB and the results are shown in Figures 13–15. All of these results indicate that there are no significant systematic issues. We use MCMC procedure to sample $10^5$ parameter sets from the likelihood function Equation (41). We make two-dimensional posterior distribution functions for the parameter pair $m_{\text{DM}}$–$\langle\sigma v\rangle$ from these samples and calculate $\Delta \chi^2(P)$ to determine the confidence contours. The $1\sigma$ contours for $m_{\text{DM}}$–$\langle\sigma v\rangle$ combination at different energy bands are calculated from this procedure and we show the upper bands on the DM annihilation cross-section in Figure 16.

The comparison between our results and previous limits is made in Figure 16 where the DM properties are constrained by different data sets, such as the weak lensing (Shirasaki et al. 2014), the radio galaxy NVSS (Cucci et al. 2015), the latest CMB measurements (WMAP+Planck+ACT+SPT) with BAO+HST+SN (Madhavacheril et al. 2014), Fermi-LAT 4 year isotropic $\gamma$-background (The Fermi LAT Collaboration 2015), the Galactic Center (Abramowski et al. 2011), the dwarf spheroidal satellite galaxies (dSphs) of the Milky Way (Ackermann et al. 2015), and the satellite galaxy Segue 1 (Aleksić et al. 2014). Our limits are complementary and comparable to those with similar approaches; moreover, this is the first time the CIB fluctuation is cross-correlated with anisotropic $\gamma$-ray background. The overall signal-to-noise ratio is moderately improved because fluctuations span slightly different redshift ranges and the theoretical uncertainty introduced by the modeling of astrophysical $\gamma$-ray emitters is so large that the DM constraint is weakened. However, our approach is important for the understanding of the $\gamma$-ray composition and would be potentially enhanced with more data coming from either Fermi-LAT satellite or other LSS tracers.

5. Conclusions

We use all the 92-month weekly photon data from Fermi-LAT to make count and exposure maps at different energy bands. The data are split into two halves and the jackknife maps of the $\gamma$-ray are cross-correlated with Planck lensing and CIB. No significant systematic effects are found. We further measure the cross-power spectra between Planck lensing, CIB and Fermi-LAT $\gamma$-ray maps at energy bands $1–5, 5–22$ and $22–100$ GeV. Based on halo-model approach, the composition of the $\gamma$-ray background is studied. The contributions of different $\gamma$-ray emitters, such as DM annihilation, DM decay, SFGs, Blazars, FSRQs, and mAGN are

Figure 16. (Left) The cross-sections vs. DM masses at three energy bands. It is seen that the 1–5 GeV band favors smaller cross sections than other two. (Right) The previous upper bounds reported in the literature are shown for comparison. These limits are derived from observations with CMB (Madhavacheril et al. 2014), cosmic shear (Shirasaki et al. 2014), NVSS (Cucci et al. 2015), the Galactic Center (Abramowski et al. 2011), the dwarf spheroidal satellite galaxies (dSphs) of the Milky Way (Ackermann et al. 2015), the satellite galaxy Segue 1 (Aleksić et al. 2014), and the isotropic $\gamma$-background (the Fermi LAT Collaboration 2015).
estimated from the measurements. We finally place the upper bounds on the DM annihilation cross-section with respect to the masses from the $\gamma$-ray signals, with the astrophysical sources excluded.
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