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Abstract

While dental disease is largely preventable, professional advice on optimal oral hygiene practices is often forgotten or abandoned by patients. Therefore patients may benefit from timely and personalized encouragement to engage in oral self-care behaviors. In this paper, we develop an online reinforcement learning (RL) algorithm for use in optimizing the delivery of mobile-based prompts to encourage oral hygiene behaviors. One of the main challenges in developing such an algorithm is ensuring that the algorithm considers the impact of current actions on the effectiveness of future actions (i.e., delayed effects), especially when the algorithm has been designed to run stably and autonomously in a constrained, real-world setting characterized by highly noisy, sparse data. We address this challenge by designing a quality reward that maximizes the desired health outcome (i.e., high-quality brushing) while minimizing user burden. We also highlight a procedure for optimizing the hyperparameters of the reward by building a simulation environment test bed and evaluating candidates using the test bed. The RL algorithm discussed in this paper will be deployed in Oralytics. To the best of our knowledge, Oralytics is the first mobile health study utilizing an RL algorithm designed to prevent dental disease by optimizing the delivery of motivational messages supporting oral self-care behaviors.

1 Introduction

Dental disease is as common as it is preventable in the United States (Benjamin 2010). Apart from causing pain and imposing financial costs for treatment, oral health problems affect people’s ability to eat, swallow, speak and socialize; they also increase the risk of complications. Chronic oral infections have been associated with diabetes, heart and lung disease, stroke, and low birth weight. Although dental disease is preventable through systematic, twice-a-day tooth brushing (Löe 2000), this behavior is not widely practiced because patients forget or abandon clinician instructions (Martin et al. 2005).

Ultimately, oral health depends on the individual’s ability and willingness to carry out consistent brushing behaviors. As innovation in healthcare works to move the field from focusing on costly reactive care for established diseases to proactive preventive care, there is an emphasis on promoting self-care. New approaches from behavioral science have the potential for modifying individual oral health behaviors (Buunk-Werkhoven, Dijkstra, and Van Der Schans 2011). As a supplement to episodic clinician-delivered oral hygiene instruction, technologies can be leveraged to deliver engaging feedback and motivational messages to individuals around the time that they brush their teeth.

Towards that goal, our main objective is to build an online reinforcement learning (RL) algorithm (Sutton and Barto 2018) to be incorporated into the Oralytics mobile health application. Oralytics is a mobile health smartphone app that provides interventions to encourage oral self-care behaviors. The RL algorithm we develop will learn, online, users’ responsiveness to messages and decide at each of two brushing times per day whether to deliver each user an intervention message; the goal of the algorithm is to improve users’ brushing quality throughout the study. The first Oralytics clinical trial with an RL algorithm to optimize message delivery will begin in early 2023.

The most commonly used RL algorithm in mobile health interventions are bandit algorithms (Tewari and Murphy 2017), one of the simplest types of RL algorithms. Bandit algorithms are commonly used because they can run reliably and stably in an online environment. Mobile health clinical trials can require years of work by an interdisciplinary team to develop. Changing the RL algorithm once the study has begun jeopardizes trial validity. So it is critical that the RL algorithm run stably (e.g., the algorithm updates quickly enough to select actions each day) (Trella et al. 2022).

However, classical bandit algorithms, designed to optimize immediate rewards, are not equipped to account for the delayed effects of actions (i.e., the impact of a current intervention on a user’s responsiveness to future interventions). Inappropriate (e.g., untimely or too many) notification interruptions may cause user burden. Preventing user burden is crucial, especially in mobile health settings, which typically have high user dropout rates (Meyerowitz-Katz et al. 2020; Amagai et al. 2022). One option is to use RL algorithms that model a full Markov decision process (MDP), specifically by modeling how a given action impacts the next state and future rewards achievable when starting in that next state. However, because of the constrained setting of Oralytics,
specifically, the highly noisy outcomes and limited data per user, we do not expect to have enough data to learn the large number of parameters needed in a MDP-based algorithm. Moreover, MDP-based algorithms may not be as stable as bandit algorithms with respect to running and updating online. Bandit algorithms can also be interpreted as a form of discount regularization for a full MDP-based RL algorithm (Jiang et al. 2015).

Contributions: In this work, we build on the optimal reward problem (ORP) approach (Sorg 2011) and the theoretical work of (Jain et al. 2021) in model predictive control (MPC) to design a surrogate reward with a cost term that captures the delayed negative effects of sending messages (Section 3). Note that we will continue to evaluate our algorithms in terms of the original reward (true target), but will use surrogate rewards penalized by the cost term to optimize the learning of the algorithm. Additionally, we relate the cost term on the reward to a proxy for the impact of actions on the future state in the classical Bellman equation. Including such a cost term helps to capture the delayed effects of actions, allows us to continue to use bandit algorithms, and does not require the algorithm to learn additional parameters online.

To evaluate the design of the cost term, we first build realistic simulation environment test beds using previously collected user brushing data (Section 2.1). We then use domain expertise and simulation test beds to evaluate the design of the cost terms in their ability to capture the delayed negative effects of sending a message (Section 5). An interesting takeaway from this work is that designing the rewards used by the algorithm is a critical component of real-world RL algorithm design.

Supplement and Code: Throughout the paper we reference sections of the supplement that further discuss topics presented in this paper. The supplement can be found here: https://bit.ly/3PcU7fE and all code used in this paper can be found here: https://bit.ly/3JL21f5.

2 Preliminaries

The Oralytics RL algorithm will deliver feedback and motivational messages to users via notifications on a smartphone app. The first clinical trial of Oralytics with the RL algorithm will consist of approximately $N = 72$ users. Each user will participate in the study for 70 days. Each day there are two decision times, one hour before the user-specified morning and evening brushing times. This means for each user, there are a total of $T = 140$ decision times. At each decision time $t \in [1, 140]$ for user $i$, the algorithm decides between action $A_{i,t} = 1$ (send a message) and $A_{i,t} = 0$ (do not send a message) given the user’s current state $S_{i,t}$. After action $A_{i,t}$ is executed in state $S_{i,t}$, a reward, $R_{i,t}$, is observed. Note that although the algorithm’s action space is binary, if the algorithm does decide to send a message, there is a more complex procedure for selecting a specific message prompt. Please see Section 3.7 of the supplement for more details on message selection.

The goal of this paper is to design the reward for the Oralytics algorithm, which optimizes the desired health outcome while also preventing user burden, especially when needing to use a simple algorithm due to real-world constraints. The reward design will enhance the ability of the Oralytics algorithm to learn fast and select good actions stably in the real-world study. In the remainder of this section, we first discuss the available data from previous studies used to inform the design of the RL algorithm, and then we discuss the RL algorithm. In the following sections, we will discuss the design of the reward.

2.1 Available Data from Previous Studies

One of the main challenges is that we want to use available data to inform the design of the RL algorithm, but the available data is sparse and only partially informative. We have access to two data sets on brushing behaviors, ROBAS 2 (Shetty et al. 2020) and ROBAS 3. More importantly, both data sets only have observations under no actions.

ROBAS 3 has a more sophisticated sensory suite (the same suite that will be used in Oralytics) than ROBAS 2. In addition to brushing duration, ROBAS 3 collected sensory information (i.e., brushing pressure) to indicate brushing quality, whereas ROBAS 2 recorded brushing duration only. However, the study population of ROBAS 3 was slightly different because ROBAS 3’s main goal was to test the robustness of the new passive data collection system. More importantly, ROBAS 3 had fewer users than ROBAS 2 and those users had worse brushing performance (i.e., lower average brushing duration and more sessions with no brushing). Table 1 highlights additional key differences between the ROBAS 2 and ROBAS 3 data sets.

We use the ROBAS 2 data set to design the prior used in the RL algorithm. We use the ROBAS 3 data set to construct a quality simulation environment that serves as a test bed for evaluating the RL algorithm candidates.

| Property                        | ROBAS 2 | ROBAS 3 |
|---------------------------------|---------|---------|
| Num. Users                      | 32      | 13      |
| Num. Datapoints                 | 1792    | 2188    |
| Intervention Messages           | No      | No      |
| Sensor Data                     | No      | Yes     |
| Avg. Brushing Duration          | 85.874  | 78.098  |
| % Sessions with No Brushing     | 38%     | 48%     |

Table 1: Differences between the ROBAS 2 and ROBAS 3 data sets

2.2 RL Algorithm

The main goal of many RL problems is to maximize accumulated rewards. To accomplish this goal, online RL algorithms (i) learn a model of the environment and (ii) have an action selection strategy. In Oralytics, we build on a contextual bandit framework which (i) learns a reward approximating function (model for the mean reward given the current state and action, $E[R_{i,t}|S_{i,t}, A_{i,t}]$), and (ii) uses the learned model to select actions based on the current state $S_{i,t}$.

Pursuing a full MDP-based RL algorithm involves modeling both state transition probabilities and the expected reward for each state and action to form a policy.
in the introduction, due to the constrained setting of Orylanics, we do not expect to have enough data to effectively learn parameters for a full MDP-based algorithm. Thus, we modify a contextual bandit algorithm—specifically, we use a variant of linear posterior sampling (Russo et al. 2017). Prior sampling involves using a Bayesian model for the mean reward and selection actions according to the posterior probability that each action is optimal. The Bayesian framework allows us to incorporate data from previous studies and domain knowledge into the prior distribution. Further, the actions are selected probabilistically, which facilitates after-study inference (Yao et al. 2021; Zhang, Janson, and Murphy 2020).

For our posterior sampling algorithm, we use Bayesian Linear Regression (BLR) with action centering for the reward approximating function. BLR with action centering is robust to approximating function. BLR with action centering for the baseline reward model (Liao et al. 2019). Specifically, the BLR with action centering for the re-
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ing quality observed after each decision time (two times a
day). In collaboration with domain scientists on our team,
we chose $Q_{i,t} = \min(B_{i,t} - P_{i,t}, 180)$, where $B_{i,t}$ is the
user’s brushing duration in seconds, and $P_{i,t}$ is the aggre-
gated duration of overpressure in seconds. $Q_{i,t}$ is truncated
to be at most 180 to avoid optimizing for over-brushing. $B_{i,t}$ and $P_{i,t}$ capture brushing quality as healthy brushing behaviors consist of brushing the dentist-recommended 120 seconds and using less pressure when brushing. For further discussion of the definition of brushing quality, please see Section 2.1 of the supplement.

We now discuss the design of the reward that will be used by the RL algorithm. Throughout, we are interested in optimizing for brushing quality $Q_{i,t}$ and refer to $R_{i,t}$, the reward used by the RL algorithm, as the surrogate reward. The RL uses surrogate rewards $R_{i,t}$ to update its parameters. Let $R_{i,t} \in \mathbb{R}$ denote the surrogate reward for the $i$th user at decision time $t$:

$$R_{i,t} := Q_{i,t} - C_{i,t}$$

Conceptually, the cost term is designed to allow the RL algorithm to optimize for healthy brushing behavior while simultaneously considering the effect of the current message on the effectiveness of future interventions. Based on domain knowledge, we believe that sending a message at a decision time $t$ can only have a non-negative effect on the user’s immediate brushing, $Q_{i,t}$. However, sending too many messages can risk habituation or may burden the user, thus affecting user responsiveness to future messages (i.e., affecting $Q_{i,t+1}, Q_{i,t+2}, \ldots, Q_{i,T}$). Therefore, to anticipate these negative delayed effects of sending a message, we reduce the algorithm’s reward when negative delayed effects are likely to occur. $C_{i,t}$ provides this reduction, as including $C_{i,t}$ in the algorithm’s reward will provide a signal that sending a message ($A_{i,t} = 1$) may negatively affect future states. This signal is needed because we are using a contextual bandit algorithm that does not explicitly model the delayed effects of actions.

In fact, $C_{i,t}$ can be viewed as a crude proxy for the delayed effect of actions in the Bellman equation in a MDP environment. Recall that according to the Bellman equation, it is optimal to select action 1 over action 0 if the immediate expected reward received from action 1 over action 0 exceeds the difference in optimal “future values” of selecting action 0 over action 1; specifically action 1 and action 0 can differ in “future value” due to the probability that each action will lead to a favorable or less favorable next state. Mathematically, this difference in future value is $\mathbb{E}[V^*|S_{i,t}, A_{i,t} = 0] - \mathbb{E}[V^*|S_{i,t}, A_{i,t} = 1]$ where $V^*$ is the optimal value function in a MDP setting. In a classical contextual bandit setting, this difference in future values of two actions is always zero. Including the cost term $C_{i,t}$ on selecting action 1 allows the contextual bandit algorithm to act in a more realistic setting in which there is some non-negative delayed effect of sending a message. For a full derivation, please see Section 3.6 in the supplement.

We define $ar{B}_{i,t} := c_\gamma \sum_{j=1}^{14} \gamma^{j-1} Q_{i,t-j}$ and $ar{A}_{i,t} := c_\gamma \sum_{j=1}^{14} \gamma^{j-1} A_{i,t-j}$. We set $\gamma = \frac{1}{T}$ to represent looking back 14 decision time points and scale each sum by constant $c_\gamma = \frac{1}{1 - \gamma}$ so that the weights sum to 1. Notice that our choice of $\gamma$ and the scaling constant means 0 $\leq \bar{B}_{i,t} \leq 180$ and 0 $\leq \bar{A}_{i,t} \leq 1$. $ar{B}_{i,t}$ captures the user’s exponentially discounted brushing quality in the past week. $ar{A}_{i,t}$ captures the number of interventions that were sent recently. Both terms are exponentially discounted because we expect that interventions sent and user brushing in the near past will be more predictive of the delayed impact of the actions (via burden
and/or habituation) than interventions sent and user brushing in the further past.

We define the cost of sending a message as:

\[
C_{i,t} := \begin{cases} 
\xi_1 \mathbb{I}[\bar{B}_{i,t} > b] \mathbb{I}[\bar{A}_{i,t} > a_1] & \text{if } A_{i,t} = 1 \\
\xi_2 \mathbb{I}[\bar{A}_{i,t} > a_2] & \text{if } A_{i,t} = 0 
\end{cases}
\]

(3)

Notice that the algorithm only incurs a cost if the current action is to send an intervention (i.e., \(A_{i,t} = 1\)). The first term \(\xi_1 \mathbb{I}[\bar{B}_{i,t} > b] \mathbb{I}[\bar{A}_{i,t} > a_1]\) penalizes the reward if a high-performing user was sent too many messages within the past week. The second term \(\xi_2 \mathbb{I}[\bar{A}_{i,t} > a_2]\) penalizes the reward, regardless of user performance, if a user was sent too many messages within the past week. \(b, a_1, a_2\) are chosen by domain experts. Notice that \(a_1 < a_2\) because we believe a high-performing user is more likely to be annoyed by a message. The scientific team decided to set the following values:

- \(b = 111\) is set to the 50th percentile of user brushing durations in ROBAS 2, where brushing durations are truncated to 120 seconds if they exceed 120.
- \(a_1 = 0.5\) represents a rough approximation of the user getting a message 50% of the time (rough approximation because we are using an exponential average mean).
- \(a_2 = 0.8\) represents a rough approximation of the user getting a message 80% of the time (rough approximation because we are using an exponential average mean).
- \(\xi_1, \xi_2\) are non-negative hyperparameters that we tune in Section 5.

4 Related Work

4.1 Reward Design

Reward design is one of the foremost challenges in real-world reinforcement learning; it impacts the RL algorithm’s ability to optimally select actions corresponding to the desired goal and the speed at which it learns (Mataric 1994). There are a variety of ways to modify and construct rewards. One example is reward shaping (Ng, Harada, and Russell 1999; Laud and DeJong 2003; Laud 2004). Here, one may design rewards to encourage RL algorithms to learn faster by encoding domain information (e.g., information about the relative effectiveness of different actions). Another example is intrinsically motivated RL (Chentanez, Barto, and Singh 2004), which designs the reward function to include the novelty of an experience. This design encourages exploration with the goal of helping the algorithm learn skills for different tasks. Additionally, in practice, rewards have been penalized to account for the cost of taking certain actions (Piette et al. 2022) and to satisfy domain-specific constraints (Tessler, Mankowitz, and Mannor 2018).

The idea here of designing a surrogate reward rather than using the true target is similar to the approach to the ORP (Sorg 2011). ORP distinguishes between the algorithm reward function (surrogate reward) that helps the algorithm learn and a separate target for the designer (true target) that is used to evaluate the algorithm. Optimal reward design should lead to a greater expected true target. A similar approach is optimizing a cost function in the MPC literature (Jain et al. 2021). Using MPC with the true cost function may not be the best choice due to errors in a dynamics model from the truncated planning horizon and the model approximations used. Their work shows that an MPC algorithm that uses a surrogate cost function (reward function) can have a lower true cost because it can mitigate problems that occur when the dynamics model is only approximate.

Similarly, in our setting, \(\sum_{t=1}^{T} Q_{t,i,t}\) is the true target, but using \(Q_{t,i,t}\) as the reward may not be the best choice in cases where the RL algorithm must be made simple due to real-world constraints (e.g., managing high noise by using a contextual bandit algorithm rather than a full MDP based RL algorithm and using an approximate model for the reward function). We penalize the reward with a cost term which, when used by the online RL algorithm, should lead to a higher value of the true target, \(\sum_{t=1}^{T} Q_{t,i,t}\).

4.2 RL In Mobile Health

Aimed at behavioral change, many mobile health studies use contextual bandit algorithms to optimize interventions under real-world constraints as discussed in Trella et al. (2022) and Figueroa et al. (2021). Alternative approaches include Liao et al. (2019), which uses a modified version of a posterior sampling contextual bandit algorithm; Wang et al. (2021), which uses an MDP framework and learns an action selection strategy offline; and Zhou et al. (2018), which uses inverse RL to estimate a model of the reward and mixed-integer linear programming to select a 7-day schedule of personal step count goals for each user. Similar to this work, Liao et al. (2019) incorporated a term to approximate the delayed effects of the current action on future rewards. However, their approach did not involve explicitly developing a surrogate reward and they additionally did not allow the term modeling the delayed effects of actions to depend on previous user outcomes; it depended only on previous actions. Finally, they also did not develop simulation environments with delayed effects to evaluate the design of their delayed effects of actions nor did they provide explicit advice on how to choose the hyperparameters in their delayed effects term.

Previous work (Trella et al. 2022) discusses a preliminary design of the RL algorithm for Oralytics. However, the main contribution of that paper was offering a generalizable framework for designing and evaluating RL algorithms for digital interventions. Although we follow the framework discussed in Trella et al. (2022), this paper focuses on reward design, takes advantage of new data, specifically the ROBAS 3 dataset, and uses the collected ROBAS 2 dataset to form the prior in our RL algorithm.

5 Optimizing Hyperparameters in the Surrogate Reward

Recall in Equation (3), \(\xi_1, \xi_2\) are hyperparameters that must be selected. We evaluate different values of \(\xi_1, \xi_2\) in terms of their ability to maximize user brushing quality scores, \(\sum_{t=1}^{T} Q_{t,i,t}\) across a variety of plausible environments. To do this, in each simulation environment variant, we perform
Modeling Delayed Effects of Actions  We model delayed effects of actions by shrinking users’ responsiveness to interventions (i.e., their initial treatment effect sizes). We shrink users’ effect size factors by a factor \( E \in (0, 1) \) when a certain “habituation” criterion is met. The habituation criterion is if either of the two scenarios holds: (a) \([ \bar{Y}_{i,t} > a_1 ]\) (user brushes well) and \([ \bar{A}_{i,t} > a_2 ]\) (user was sent too many messages for a healthy brush), or (b) \([ \bar{A}_{i,t} > a_2 ]\) (the user has been sent too many messages). The first time a user’s habituation criterion has been met, the user’s future effect sizes \( \Delta_{i,B}, \Delta_{i,N} \) starting at time \( t + 1 \) will be scaled down proportionally by \( E \) for some \( E \in (0, 1) \) (the user is less responsive to treatment). Then after a week, at time \( t + 14 \), we will check the habituation criterion again. If the habituation criterion is met again, the effect sizes will be further shrunk by a factor of \( E \) down to \( E^2 \cdot \Delta_{i,B}, E^2 \cdot \Delta_{i,N} \) starting at time \( t + 15 \). However, if the habituation criterion is not fulfilled, then the user recovers their original effect size \( \Delta_{i,B}, \Delta_{i,N} \) starting at time \( t + 15 \). This procedure continues until the user finishes the study. Notice that this means the user can only have their effect size shrink at most once a week. This procedure simulates how the user may experience habituation (reduction in responsiveness to the messages), but after a week, if the RL algorithm does not intervene too much, the user may dis-habituate and recover their prior responsiveness.

5.2 Experiments and Results  We consider three values for shrinking the effect size, \( E \in \{0, 0.5, 0.8\} \), for a total of three environment variants. For each environment and RL algorithm (determined by the \( \xi_1, \xi_2 \) candidate value pairing), we simulate a study with \( N = 72 \) users over \( T = 140 \) decision times. The \( N \) users are drawn with replacement from all the user environment models fitted using ROBAS 3 data. Since the Oralycles study is expected to recruit users into the study at a rate of about four users per week, we also simulate incremental recruitment by having 4 users enter the study per week. Following the procedure described above, for each environment variant, we generate two grids corresponding to the two evaluation criteria described at the beginning of this section (Section 5). Each square in a grid represents a criterion evaluated on a simulated study using values \( \xi_1, \xi_2 \) for the cost term, averaged across 100 Monte Carlo simulated trials. Figure 1 shows heat maps of evaluation criterion values for different values of \( \xi_1, \xi_2 \) across the three environment variants.

The primary takeaway from our simulation results from Figure 1 is that using a surrogate reward is beneficial. This is because, on all of the heatmaps in Figure 1 below, the worst performing RL algorithm is that which learned with reward parameters \( \xi_1 = 0 \) and \( \xi_2 = 0 \). This algorithm corresponding to learning with a zero cost term represents the classical bandit algorithm. Thus, even though there are different optimal values of \( \xi_1 \) and \( \xi_2 \) for each environment and each evaluation criterion, it appears that choosing some non-zero values of \( \xi_1 \) and \( \xi_2 \) is strictly beneficial.

Now consider the first evaluation criterion, the average cumulative brushing quality across all users, \( \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} Q_{i,t} \). The left column of Figure 1 shows re-
sults with different levels of delayed effects of actions. Notice that as the strength of the delayed effects increases (i.e., $E$ decreases) the penalty for burdening the users becomes harsher, and thus higher values of $\xi_1$ and $\xi_2$ are preferable. Note that for the $E = 0.8$ case, we believe $\xi_1 = 0$ is favorable because in this environment the delayed effects of actions are relatively weak and the penalty incurred by the delayed effects is not outweighed by the benefit of sending users additional messages (recall that $\xi_1$ weights the condition where the user brushes well and was sent a moderate amount of messages).

Regarding evaluation criterion 2, the 25th percentile of $\frac{1}{T} \sum_{t=1}^{T} Q_{i,t}$ across users, notice that the optimal value of cost term hyperparameter $\xi_2$ increases with the severity of the delayed effects (lower values of $E$ means more severe delayed effects). The reason that $\xi_2 = 0$ is favored for this second evaluation criterion is that for these worse-off users, it was very rare for them.

To select $\xi_1$, $\xi_2$, we want to balance providing high value for the average and the worst-performing user. Other factors that influence our decision include prioritizing environment variants that the scientific team considers most important and considering the variation of grid values in the heat maps. For example, we may be willing to forgo an optimal value in a grid with low variation (values perform similarly) than an optimal value in a grid with high variation. Thus, based on all our simulation results, we plan to choose intermediate values of both $\xi_1$ and $\xi_2$, specifically $\xi_1 = 100$ and $\xi_2 = 100$. The scientific team will reconsider these values as we collect more ROBAS 3 brushing data.

6 Discussion

In this paper, we describe the reward design for developing an online RL algorithm that will be deployed in Oralytics, a mobile health app promoting oral self-care behaviors. By designing a surrogate reward to include a cost term, instead of having the RL algorithm learn using the true target, we generalize the contextual bandit framework to deal with the key challenge of capturing negative, delayed effects of interventions. After evaluating these reward candidate values in our simulation test bed, we chose hyperparameter values of the reward that balances the performance of the RL algorithm for the average user and the worst-off user across all environment variants. As our development for Oralytics is ongoing, we will revisit the surrogate reward construction and will work with the scientific team in finalizing the algorithm that goes into the clinical trial.
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