Assessment of a high-order shock-capturing central-difference scheme for hypersonic turbulent flow simulations
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Abstract

High-speed turbulent flows are encountered in most space-related applications (including exploration, tourism and defense fields) and represent a subject of growing interest in the last decades. A major challenge in performing high-fidelity simulations of such flows resides in the stringent requirements for the numerical schemes to be used. These must be robust enough to handle strong, unsteady discontinuities, while ensuring low amounts of intrinsic dissipation in smooth flow regions. Furthermore, the wide range of temporal and spatial active scales leads to concurrent needs for numerical stabilization and accurate representation of the smallest resolved flow scales in cases of under-resolved configurations. In this paper, we present a finite-difference high-order shock-capturing technique based on Jameson’s artificial diffusivity methodology. The resulting scheme is ninth-order-accurate far from discontinuities and relies on the addition of artificial dissipation close to large gradients. The shock detector is slightly revised to enhance its selectivity and avoid spurious activations of the shock-capturing term. A suite of test cases ranging from 1D to 3D configurations (namely, shock tubes, Shu-Osher problem, isentropic vortex advection, under-expanded jet, compressible Taylor-Green Vortex, supersonic and hypersonic turbulent boundary layers) is analysed in order to test the capability of the proposed numerical strategy to handle a large variety of problems, ranging from calorically-perfect air to multi-species reactive flows. Results obtained on under-resolved grids are also considered to test the applicability of the proposed strategy in the context of implicit Large-Eddy Simulations.
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1. Introduction

Hypersonic flight has gained renewed attention in recent years, due to its importance for multiple breakthrough applications in the defense and military fields, as well as in the areas of spatial tourism and trans-atmospheric flight (see [1]). The accurate prediction of hypersonic flow fields is a challenging task, due to the massive conversion of kinetic energy from the hypersonic free stream into internal energy as the fluid approaches the body. The shock waves generated in such flight conditions produce a sharp increase in the fluid temperature, possibly causing vibrational excitation and gas dissociation, and resulting in a nonequilibrium thermochemical state. These processes have major effects on aerodynamic performance, heat transfer rates, fluid-surface interaction (e.g., ablation), and hydrodynamic instabilities leading to boundary layer transition and breakdown to turbulence [2]. Their accurate prediction is of crucial importance for the design of the thermal protection system and the prediction of the overall force and heat transfer coefficients, and requires advanced numerical solvers and models. In this paper, the focus is put on so-called high-fidelity numerical models for Direct Numerical Simulation (DNS) and Large Eddy Simulation (LES), two major enablers for deeper understanding of out-of-equilibrium flow regions dominated by laminar-to-turbulent transition and turbulent regimes.

A major difficulty in DNS and LES of high-speed flows is the extreme sensitivity of small flow scales to numerical approximation errors. The occurrence of shockwaves, with physical thicknesses of the order of a few mean free paths, leads to unfeasible resolution requirements for numerical simulations, at least in the strict DNS sense. On the other hand, velocity fluctuations of the order of the sound speed [3] may lead to the formation of eddy shocklets, embedded in the turbulent flow. Usually, both kinds of structures are dealt with by using shock-capturing techniques. These consist in locally injecting controlled amounts of numerical dissipation to spread shocks over a few mesh cells wherever the mesh is not sufficiently fine to resolve the shock thickness. This technique, corresponding to a regularization method, contrasts with the need of using low-dissipation schemes not to alter the fine-scale turbulent motions. These opposite requirements become even more critical as the Mach and Reynolds numbers increase, because of the growing difficulty to distinguish strong gradients due to shocks from those related to turbulent fluctuations. In such a challenging framework, much effort has been done in the literature to devise numerical methods able handle strong shock waves, while ensuring minimal amounts of dissipation elsewhere.

Two great families of discretization method for the non-linear terms in the Euler and Navier–Stokes equations can be distinguished [4]: the first one, originally designed to handle inviscid flows
with strong discontinuities, relies on some form of upwinding along with flux or slope limiters ensuring non-linear stability; the second one—in principle more suited for smooth flows—uses central schemes supplemented with some form of filtering or artificial dissipation, or alternatively ensuring discrete conservation of solution invariants such as the overall kinetic energy. Despite the large number of comparative studies [5, 6, 7], a global consensus on the “best” numerical strategy for high-speed turbulent flows has not been reached, since each method proposes a different compromise among concurrent needs: namely, high accuracy, robustness, low computational cost, few tuning parameters and suitability for different configurations.

A well-known drawback of the first class of schemes is the excess of numerical viscosity introduced in the solution, leading to spurious entropy generation and kinetic energy losses in the low Mach number limit [8]. Weighted essentially non-oscillatory (WENO) schemes are probably the most popular upwind schemes in the context of LES and DNS of compressible flows. First introduced by Liu et al. [9] and later improved by Jiang & Shu [10], they rely on the assembly of high-order numerical fluxes from linear combination of lower-order polynomial reconstructions using suitable weighting coefficients. Many variants have been proposed, e.g., to improve their dispersion and dissipation properties [11, 12] and to reduce the nonlinear dissipation [13, 14]. Coupling with purely central schemes has led to hybrid methods [15, 16] and enhanced weighting strategies and smoothness sensors [17, 18, 19, 20]. Contrary-wise, the family of central schemes generally introduces very low dissipation, provided that a selective enough numerical filter or artificial viscosity term is used, but is generally limited to compressible flows at moderately supersonic Mach numbers, i.e. with weak shocks. These schemes must be supplemented with selective nonlinear filtering [21, 22, 23, 24], artificial diffusive fluxes [25, 26, 21], or localized artificial diffusivity (LAD) under the form of modified transport coefficients [27, 28, 29] for damping grid-to-grid oscillations in smooth flow regions and to ensure shock capturing. The amount of numerical dissipation introduced at a point of the computational domain is adjusted by means of properly-devised sensors, allowing to switch on shock-capturing capabilities where needed. Shock-capturing high-order central-difference schemes have been successfully applied, e.g., to overexpanded jet flows with shock cells [30] and high-speed boundary layers of perfect gases up to Mach 6 [31], as well as to the direct and large eddy simulation of high-speed flows of single-species, molecularly complex, heavy gases at thermodynamic conditions of the order of magnitude of the liquid/vapor critical point up to Mach 6 [32, 33, 34, 35]. However, their suitability for the numerical simulation of severe hypersonic, chemically reacting flows with strong shocks and stiff chemical reactions has not yet been assessed.
For LES, where only the dynamics of the large scales is computed while the effects of sub-grid scales (SGS) are modeled, the choice of the numerical scheme is possibly even more critical than in DNS. Scale separation is indeed difficult to establish since the cut-off between resolved and modeled scales is not sharp and arises from a complex combination of implicit filtering by the grid and the discretization schemes. The intricate interactions between numerical errors and SGS modeling errors has been investigated by numerous authors (a recent discussion can be found in [36]), leading once again to two separate modeling strategies: one relying on the explicit introduction of a SGS model and the other one using the dissipative part of the discretization scheme for ensuring regularization of the unresolved SGS scales [37, 38, 39, 40, 41]. The latter has become increasingly spread in the scientific community, due to the good tradeoff between computational cost and accuracy offered for a wide range of applications, provided that a high-resolution scheme is used along with a sufficiently resolved computational grids [42, 36].

The goal of the present study is twofold: i) to assess the capability of a high-order shock-capturing central scheme, used in our previous works [32, 35], to robustly predict compressible flows with shock waves and chemical non-equilibrium effects while accurately resolving fine-scale turbulent structures; and ii) to demonstrate the suitability of the non-linear numerical dissipation of the scheme to act as a SGS regularization in under-resolved turbulent flow simulations. The scheme uses tenth-order accurate finite-difference approximations of the non-linear fluxes, supplemented with a higher-order extension of Jameson’s adaptive artificial dissipation [25]. The order of accuracy of the artificial viscosity term is chosen to obtain an overall dissipative-dominant truncation error, which reduces the appearance and amplification of spurious oscillations [43] and limits the activation of lower-order nonlinear viscosity. The latter is triggered by a highly-selective shock sensor, built on a combination of the original Ducros’ extension [44] of Jameson’s pressure-based sensor with the Bhagatwala & Lele [45] modification proposed in the context of LAD methods (more details are given in section 3). The scheme is applied to a suite of well-documented test cases of increasing complexity, ranging from 1D and 2D inviscid flow problems to the 3D simulation of a fully turbulent boundary layer at Mach 10 in chemical nonequilibrium conditions and the results are systematically assessed against exact or numerical reference solutions.
2. Governing Equations

Our goal is to simulate flows governed by the compressible Navier-Stokes equations for multi-component chemically-reacting gases, written in differential form:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial \rho u_j}{\partial x_j} = 0 \quad (1)
\]

\[
\frac{\partial \rho u_i}{\partial t} + \frac{\partial (\rho u_i u_j + \rho \delta_{ij})}{\partial x_j} = \frac{\partial \tau_{ij}}{\partial x_j} \quad (2)
\]

\[
\frac{\partial \rho E}{\partial t} + \frac{\partial [\rho (E + p) u_j]}{\partial x_j} = \frac{\partial (u_i \tau_{ij} - q_j)}{\partial x_j} - \frac{\partial}{\partial x_j} \left( \sum_{n=1}^{NS} \rho_n u_{nj}^D h_n \right) \quad (3)
\]

\[
\frac{\partial \rho_n}{\partial t} + \frac{\partial (\rho_n u_j)}{\partial x_j} = -\frac{\partial \rho_n u_{nj}^D}{\partial x_j} + \dot{\omega}_n \quad (n = 1, ..., NS - 1) \quad (4)
\]

In the preceding equations, \( \rho_n \) is the density of the \( n \)-th species, \( \rho = \sum_{n=1}^{NS} \rho_n \) the mixture density, \( NS \) the total number of species, \( u_i \) the velocity vector components in a Cartesian coordinate system, \( p \) the pressure, \( \delta_{ij} \) the Kronecker symbol and \( \tau_{ij} \) the viscous stress tensor; in equation (3), \( E = e + \frac{1}{2} u_i u_i \) represents the specific total energy (with \( e \) the mixture specific internal energy) and \( q_j \) the heat flux; moreover, \( u_{nj}^D, h_n, \) and \( \dot{\omega}_n \) denote the \( n \)-th species diffusion velocity, specific enthalpy and rate of production, respectively. For temperature values lower than 9000 K, ionization and electronic processes can be usually neglected; air is then modeled as a five-species mixture of \( N_2, O_2, NO, O \) and \( N \) \( (NS = 5) \). To ensure total mass conservation, we solve for the mixture density and \( NS-1 \) species conservation equations, the \( NS \)-th species being computed as \( \rho_{NS} = \rho - \sum_{n=1}^{NS-1} \rho_n \). This species is chosen to be Nitrogen since it has the largest mass fraction throughout the computational domain. The viscous stress tensor is modeled as:

\[
\tau_{ij} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - \frac{2}{3} \mu \frac{\partial u_k}{\partial x_k} \delta_{ij}, \quad (5)
\]

with \( \mu \) the mixture dynamic viscosity. The heat flux is modeled by means of Fourier’s law, \( q_j = -\lambda \frac{\partial T}{\partial x_j} \), \( \lambda \) being the mixture thermal conductivity and \( T \) the temperature. Each species is assumed to behave as a perfect gas; Dalton’s pressure mixing law leads then to the thermal equation of state:

\[
p = \sum_{n=1}^{NS} p_n = \rho T \sum_{n=1}^{NS} \frac{Y_n}{\mathcal{M}_n} = T \sum_{n=1}^{NS} \rho_n R_n, \quad (6)
\]

\( Y_n = \rho_n/\rho \), \( R_n \) and \( \mathcal{M}_n \) being the mass fraction, gas constant and molecular weight of the \( n \)-th species, respectively, and \( \mathcal{R} = 8.314 \text{ J/mol K} \) the universal gas constant. The thermodynamic properties of high-\( T \) air species are computed considering the contributions of translational, rotational
and vibrational modes \cite{17}; specifically, the internal energy reads:

\[ e = \sum_{n=1}^{NS} Y_n h_n - \frac{\rho}{\rho_0} \quad \text{with} \quad h_n = h_{f,n}^0 + \int_{T_{ref}}^{T} (c_{tr,n}^{ext} + c_{rot,n}^{rot}) \, dT' + e_{n}^{vib}. \]  

\( (7) \)

Here, \( h_{f,n}^0 \) is the \( n \)-th species enthalpy of formation at the reference temperature \( (T_{ref} = 298.15 \text{ K}) \), \( c_{tr,n}^{ext} \) and \( c_{rot,n}^{rot} \) the translational and rotational contributions to the isobaric heat capacity of the \( n \)-th species, computed as

\[ c_{tr,n}^{ext} = \frac{5}{2} R_n \quad \text{and} \quad c_{rot,n}^{rot} = \begin{cases} R_n & \text{for diatomic species} \\ 0 & \text{for monoatomic species} \end{cases}, \]  

\( (8) \)

and \( e_{n}^{vib} \) the vibrational energy of species \( n \), given by

\[ e_{n}^{vib} = \frac{\theta_n R_n}{\exp(\theta_n/T_{V}) - 1}, \]  

\( (9) \)

with \( \theta_n \) the characteristic vibrational temperature of each molecule (3393 K, 2273 K and 2739 K for \( \text{N}_2, \text{O}_2 \) and \( \text{NO} \), respectively \cite{46}). After the numerical integration of the conservation equations, temperature is computed from the specific internal energy by means of an iterative Newton–Raphson method.

Pure species’ viscosity and thermal conductivities are computed using curve-fits by Blottner et al. \cite{48} and Eucken’s relations \cite{49}:

\[ \mu_n = 0.1 \exp[(A_n \ln T + B_n) \ln T + C_n], \quad \lambda_n = \mu_n \left( \frac{5}{2} c_{v,n}^{rot} + c_{rot,n}^{vib} \right) \]  

\( (10) \)

where \( A_n, B_n \) and \( C_n \) are fitted parameters. The corresponding mixture properties are evaluated by means of Wilke’s mixing rules \cite{50}:

\[ \mu = \sum_{n=1}^{NS} X_n \mu_n, \quad \lambda = \sum_{n=1}^{NS} X_n \lambda_n \]  

\( (11) \)

where \( X_n = \frac{Y_n R_n}{\sum_{m=1}^{NS} Y_m R_m} \) denotes the molar fraction of species \( n \) and

\[ \phi_{nm} = \frac{1}{\sqrt{8}} \left[ 1 + \left( \frac{M_n}{M_m} \right)^{-\frac{1}{2}} \left( \frac{\mu_n}{\mu_m} \right)^{-\frac{1}{2}} \left( \frac{M_m}{M_n} \right)^{\frac{1}{4}} \right]^2. \]  

\( (12) \)

Mass diffusion is modeled by means of Fick’s law:

\[ \rho_n u_{nj}^D = -\rho D_n \frac{\partial Y_n}{\partial x_j} + \rho_n \sum_{n=1}^{NS} D_n \frac{\partial Y_n}{\partial x_j}. \]  

\( (13) \)
where the first term on the r.h.s. represents the effective diffusion velocity and the second one is a mass corrector term that should be taken into account in order to satisfy the continuity equation when dealing with non-constant species diffusion coefficients. Specifically, $D_n$ is an equivalent diffusion coefficient of species $n$ into the mixture, computed following Hirschfelder’s approximation as

$$D_n = \frac{1 - Y_n}{\sum_{m=1, m \neq n}^{NS} D_{mn}} \quad \text{with} \quad D_{mn} = \frac{1}{p} \exp \left( A_{4,mn} (\ln T)^2 + A_{2,mn} \ln T + A_{3,mn} \right)$$

where $D_{mn}$ is the binary diffusion coefficient of species $m$ into species $n$, and $A_{1,mn}$, ..., $A_{4,mn}$ are curve-fitted coefficients computed as in Gupta et al.

The five species interact with each other through a reaction mechanism consisting of five reversible chemical steps:

\begin{align}
R1: \quad & N_2 + M \iff 2N + M \\
R2: \quad & O_2 + M \iff 2O + M \\
R3: \quad & NO + M \iff N + O + M \\
R4: \quad & N_2 + O \iff NO + N \\
R5: \quad & NO + O \iff N + O_2
\end{align}

being M the third body (any of the five species considered). Dissociation and recombination processes are described by reactions R1, R2 and R3; whereas the shuffle reactions R4 and R5 represent rearrangement processes. The mass rate of production of the $n$-th species is governed by the law of mass action:

$$\dot{\omega}_n = M_n \sum_{r=1}^{NR} (\nu''_{nr} - \nu'_{nr}) \times k_{f,r} \prod_{n=1}^{NS} \left( \frac{\rho Y_n}{M_n} \right)^{\nu'_{nr}} - k_{b,r} \prod_{n=1}^{NS} \left( \frac{\rho Y_n}{M_n} \right)^{\nu''_{nr}}$$

where $\nu'_{nr}$ and $\nu''_{nr}$ are the stoichiometric coefficients for reactants and products in the $r$-th reaction for the $n$-th species, respectively, and $NR$ is the total number of reactions. Lastly, $k_{f,r}$ and $k_{b,r}$ denote the forward and backward reaction rates of reaction $r$, modeled by means of Arrhenius’ law.

For configurations in which air is modeled as a single-species calorically-perfect gas, a constant specific heat ratio is considered ($\gamma = 1.4$), such that $c_p = \frac{R}{\gamma-1}$. Since $NS = 1$ and there is no chemical activity, equation (4) is not solved and the diffusion velocity is zero. Viscosity is computed by means of Sutherland’s Law, $\mu(T) = \frac{CT^{3/2}}{T+S}$, with $C = 1.457933 \times 10^{-6}$ kg/m s K$^{1/2}$ and $S = 110.4$ K, whereas the thermal conductivity follows a constant Prandtl law, for which $\lambda = \text{Pr}/(\mu c_p)$. 

7
3. Numerical method

In this section we describe the high-order shock-capturing central-difference numerical scheme under investigation. We first present the most important ingredient, i.e. the spatial discretization scheme for the nonlinear terms, for a 1D system of hyperbolic conservation laws:

$$\frac{\partial w}{\partial t} + \frac{\partial f(w)}{\partial x} = 0$$  \hspace{1cm} (17)

where \( w \) is the vector of conservative variables and \( f(w) \) the flux function, such that \( A = \frac{\partial f}{\partial w} \) is a diagonalizable matrix with real eigenvalues. Extension to multidimensional cases is straightforwardly carried out by applying the scheme in each direction. Introducing the classical difference and cell-average operators over one cell:

$$\delta \star j := (\star)_{j+\frac{1}{2}} - (\star)_{j-\frac{1}{2}}, \quad (\mu \star)_{j+\frac{1}{2}} := \frac{1}{2} ((\star)_{j+1} + (\star)_{j})$$  \hspace{1cm} (18)

and considering a regular Cartesian grid with constant mesh spacing \( \delta x \) (so that \( x_j = j\delta x \)), a conservative semi-discrete approximation of the spatial derivative writes:

$$\left( \frac{\partial w}{\partial t} \right)_j + \frac{(\delta F)}{\delta x} j = 0$$  \hspace{1cm} (19)

The numerical flux at cell interface \( j+\frac{1}{2}, F_{j+\frac{1}{2}} \), can be calculated using a simple upwind scheme, written hereafter as the sum of a central approximation \( H \) and a dissipative term \( D \):\[ F_{j+\frac{1}{2}} = H_{j+\frac{1}{2}} - D_{j+\frac{1}{2}} \]  \hspace{1cm} (20)

\[ H_{j+\frac{1}{2}} = \frac{f_{j+1} + f_j}{2} = (\mu f)_{j+\frac{1}{2}} \]  \hspace{1cm} (21)

\[ D_{j+\frac{1}{2}} = \frac{1}{2} (Q_{j+\frac{1}{2}} (w_{j+1} - w_j)) = \frac{1}{2} (|Q| \delta w)_{j+\frac{1}{2}} \]  \hspace{1cm} (22)

with \( Q \) a dissipation matrix. For instance, \( Q = \frac{1}{2} I \) (with \( I \) the identity matrix) gives Lax-Friedrichs’ scheme \[57\], \( Q = \rho(A)I \) Rusanov’s scheme \[58\], and \( Q = A_R \) (with \( A_R \) the Roe matrix \[59\]) Roe’s scheme. All such schemes are monotonicity preserving according to Godunov’s theorem \[60\], but only first order accurate, which makes them unsuitable for the purpose of turbulence resolving simulations.

A standard way for increasing accuracy consists in using MUSCL extrapolations \[61\]. Here we adopt an alternative approach, first introduced in \[56\] to construct a third-order scheme and generalized to any order of accuracy in \[62\], which consists in recursively correcting the truncation error of Eqs. \(19\), \(20\). For a scheme of order \(2P + 3\) with a stencil of \(2(P + 2) + 1\) points, the
The numerical flux is of the form:

\[ F_{j+\frac{1}{2}} = \left[ \left( I - \sum_{p=0}^{P} a_p \delta^{2+2p} \right) \mu f - \frac{a_P}{2} |Q| \delta^{2P+3} \tilde{w} \right]_{j+\frac{1}{2}} \]  

(23)

The coefficients \( a_p \) have alternate negative and positive signs as \( p \) increases. The interested reader may refer to [62] for details about their calculation.

The preceding high-order, constant coefficient schemes are not total variation diminishing (TVD) nor monotonicity preserving, and slope or flux limiters should be introduced to avoid the appearance of spurious oscillations. Note that only schemes of odd order accuracy are included in the family, with a leading truncation error term given by:

\[ \varepsilon = \frac{a_P}{2} \delta x^{2P+3} \frac{\partial^{2(P+2)} w}{\partial x^{2(P+2)}} \]  

(24)

proportional to an even-order derivative, i.e. of dissipative nature. Explicit odd-order schemes with constant coefficients have been shown to remain stable in the maximum norm \( L_\infty \) under a CFL conditions for problems with non-smooth initial conditions [53, 63]. This implies that, although the considered schemes do generate spurious oscillations around discontinuities, such oscillations remain bounded in space and time. For the sake of clarity, we give hereafter the expressions of the schemes of order 3 to 9 (i.e. \( P = 0, 1, 2 \) and 3) of the preceding family:

\[ F_{j+\frac{1}{2}} = \left[ \left( I - \frac{1}{6} \delta^2 \right) \mu f + \frac{1}{12} |Q| \delta^3 \tilde{w} \right]_{j+\frac{1}{2}} \]  

(order 3) (25)

\[ F_{j+\frac{1}{2}} = \left[ \left( I - \frac{1}{6} \delta^2 + \frac{1}{30} \delta^4 \right) \mu f - \frac{1}{60} |Q| \delta^5 \tilde{w} \right]_{j+\frac{1}{2}} \]  

(order 5) (26)

\[ F_{j+\frac{1}{2}} = \left[ \left( I - \frac{1}{6} \delta^2 + \frac{1}{30} \delta^4 - \frac{1}{140} \delta^6 \right) \mu f + \frac{1}{280} |Q| \delta^7 \tilde{w} \right]_{j+\frac{1}{2}} \]  

(order 7) (27)

\[ F_{j+\frac{1}{2}} = \left[ \left( I - \frac{1}{6} \delta^2 + \frac{1}{30} \delta^4 - \frac{1}{140} \delta^6 + \frac{1}{630} \delta^8 \right) \mu f - \frac{1}{1260} |Q| \delta^9 \tilde{w} \right]_{j+\frac{1}{2}} \]  

(order 9) (28)

The same schemes can be derived in the finite volume framework by applying MUSCL reconstruction to the physical fluxes [62]. Specifically, for \( Q = AR \), one recovers a flux-extrapolation higher-order extension of Roe’s scheme. This choice has the advantage of introducing the minimal amount of numerical damping along each characteristic field. However, the extension of Roe’s average to real-gas flows is not unique and can introduce significant overcost (see, e.g. [64, 65]).

With the purpose of simplifying the application to real-gas flows and reducing computational cost, a different approach is adopted. We first observe that the preceding schemes can be considered as standard central difference approximations of order \( 2(P+2) \) on \( 2(P+2) + 1 \) points of the flux
derivative, plus a high-order artificial viscosity of order $2P + 3$ on the same stencil depending on matrix $Q$. Afterwards, we choose $Q = \rho(A)$, as in Rusanov’s scheme, which is less optimal than Roe’s matrix but avoids complexities associated with the extension of the approximate Riemann solver to real gases. This leads to a scalar numerical dissipation term of the form:

$$D_{j+\frac{1}{2}} = \left[ \frac{AP}{2} |Q| \delta^{2P+3} w \right]_{j+\frac{1}{2}}$$

(29)

Finally, we nonlinearly combine the preceding high-order dissipation with a lower-order term activated in the vicinity of flow discontinuities by means of a highly selective shock sensor. The dissipation $D$ then becomes:

$$D_{j+\frac{1}{2}} = \rho(A)_{j+\frac{1}{2}} \left[ \varepsilon_2 \delta w + (-1)^{(P+1)} \varepsilon_{2(P+2)} \delta^{(2P+3)} w \right]_{j+\frac{1}{2}}$$

(30)

with $\rho(A)$ the spectral radius of the flux Jacobian matrix $A = \partial f / \partial w$, and

$$\varepsilon_{2j+\frac{1}{2}} = k_2 \max(\varphi_j, \varphi_{j+1}), \quad \varepsilon_{2(P+2)j+\frac{1}{2}} = \max(0, k_{2(P+2)} - k_\varepsilon \varepsilon_{2j+\frac{1}{2}}),$$

(31)

where $k_2$ and $k_{2(P+2)}$ are adjustable dissipation coefficients and $k_\varepsilon$ is a constant equal to $a_0/a_P$, determining the threshold below which the higher-order dissipation is switched off.

For schemes of order 3 to 9, this gives the following expressions:

$$D_{j+\frac{1}{2}} = \rho(A)_{j+\frac{1}{2}} \left[ \varepsilon_2 \delta w - \varepsilon_4 \delta^3 w \right]_{j+\frac{1}{2}} \quad \varepsilon_{4j+\frac{1}{2}} = \max(0, k_4 - \varepsilon_{2j+\frac{1}{2}})$$

(32)

$$D_{j+\frac{1}{2}} = \rho(A)_{j+\frac{1}{2}} \left[ \varepsilon_2 \delta w + \varepsilon_6 \delta^5 w \right]_{j+\frac{1}{2}} \quad \varepsilon_{6j+\frac{1}{2}} = \max(0, k_6 - \frac{1}{5} \varepsilon_{2j+\frac{1}{2}})$$

(33)

$$D_{j+\frac{1}{2}} = \rho(A)_{j+\frac{1}{2}} \left[ \varepsilon_2 \delta w - \varepsilon_8 \delta^7 w \right]_{j+\frac{1}{2}} \quad \varepsilon_{8j+\frac{1}{2}} = \max(0, k_8 - \frac{3}{70} \varepsilon_{2j+\frac{1}{2}})$$

(34)

$$D_{j+\frac{1}{2}} = \rho(A)_{j+\frac{1}{2}} \left[ \varepsilon_2 \delta w + \varepsilon_{10} \delta^9 w \right]_{j+\frac{1}{2}} \quad \varepsilon_{10j+\frac{1}{2}} = \max(0, k_{10} - \frac{1}{105} \varepsilon_{2j+\frac{1}{2}})$$

(35)

For $k_2 = 0$ and $k_{2(P+2)} = \frac{AP}{2}$ one recovers the upwind schemes of Eq. (23). The activation of the low-order dissipation component rests on the value of the shock-capturing sensor $\varphi_j$, which consists in a combination of different terms. Specifically, one has:

$$\varphi_j = \frac{1}{2} \left[ 1 - \tanh \left( \frac{2.5 + 10 \delta x}{c |\nabla \cdot \mathbf{u}|} \right) \right] \times \frac{(\nabla \cdot \mathbf{u})^2}{(\nabla \cdot \mathbf{u})^2 + |\nabla \times \mathbf{u}|^2 + \epsilon} \times \frac{p_{j+1} - 2p_j + p_{j-1}}{p_{j+1} + 2p_j + p_{j-1}}$$

(36)

The second and third terms denote the classical Ducros’ [44] and Jameson’s pressure-based [25] shock sensors, respectively, $\epsilon$ being a small positive value ($\epsilon = 10^{-16}$) to avoid division by zero. Their combination palliates to some of the deficiencies related to the stand-alone application of the
Ducros’ sensor, which takes into account only the relative magnitudes of dilation and vorticity and may result in unwanted activations of the shock-capturing term in regions where both of these two quantities are small (e.g., in the irrotational flow outside boundary layers or mixing layers). To correct this deficiency, the constant $\epsilon$ can be parametrized by introducing suitable characteristic velocity and length scales depending on the flow under investigation \[4\]. The main drawback of this method resides in the loss of generality, $\epsilon$ being transformed in a configuration-dependent parameter.

The introduction of the pressure-based sensor allows one to bypass the activation of Ducros’ sensor, strongly reducing the amount of low-order dissipation injected and leaving the acoustic perturbations crossing the domain much less affected. The first term of equation \[36\] takes into account the Ducros’ sensor modification of Bhagatwala & Lele \[45\], initially proposed to enhance the selectivity of the artificial bulk viscosity in the Localized Artificial Diffusivity (LAD) technique. In regions of positive dilation $\varphi_j$ is switched off, whereas its value increases slowly with the magnitude of the negative dilation. Moreover, the scaling factor $10\delta x/c$ has the twofold role of i) normalize the grid-dependent numerical dilation and ii) make it invariant with the mesh-size. The sensor is $\mathcal{O}(1)$ in high-divergence regions and tends to zero in vortex-dominated regions, allowing the capture of flow discontinuities with minimal damping of the vortical structures inside the flow.

In the following, we mostly focus on the ninth-order accurate scheme of the preceding family. Far from flow discontinuities, such scheme has low phase and dissipation errors. Its leading truncation error term is of the form $k_10\delta x^9 \frac{\partial^{10} w}{\partial x^{10}}$, i.e. it is consistent with a tenth-order viscosity. Such viscosity term acts differently according to the wavenumber, dissipating scales characterized by reduced wavenumbers of about $0.35\pi$ or higher (i.e. wavelengths that are discretized with less than 6 mesh points), while leaving larger scales almost unaffected. In figure \[1\] we report the dissipation and phase errors of the ninth-order scheme for the approximation of a linear advection problem, as a function of the reduced wavenumber $k\delta x$. Lower-order schemes of the same family are also reported to illustrate the effect of increasing accuracy. For all schemes, the dispersion errors is exactly the same as for the standard central scheme of order $2(P + 2)$. Thanks to its selectiveness in the wavenumber space, the ninth-order dissipation constitutes a suitable implicit subgrid regularization term for LES simulations \[30\], with the capability of seamlessly converging to DNS in smooth flow regions as the grid is refined. Unless otherwise stated, we set $k_2 = 1$ and $k_{10} = \frac{1}{1200}$ for all computations.

In Navier–Stokes calculations, the viscous flux derivatives are approximated by fourth-order-accurate central formulae, if not specified differently. Finally, in all of the following calculations
time advancement is carried out by means of an explicit third-order TVD Runge–Kutta scheme[66]. The non-uniformity of the wall-normal mesh spacing is taken into account by a suitable 1-D coordinate transformation. Near the non-periodic boundaries, the finite-difference stencil for the convective terms is progressively reduced down to the fourth order (and, correspondingly, the numerical dissipation term); then, both the convective and viscous fluxes are evaluated from the interior points by using fourth-order backward differences.

4. Preliminary Validations

The ninth-order shock-capturing central scheme under investigation is first applied to selected inviscid test cases, in order to verify its convergence order in smooth flow regions and to assess its shock-capturing capabilities.

4.1. Isentropic vortex advection problem

The accuracy of the discretization scheme in smooth inviscid flow is quantified for the well-known two-dimensional isentropic vortex advection problem[67, 68, 69], in which an inviscid vortex is superimposed to an uniform, perfect-gas ($\gamma = 1.4$) air flow. The perturbations in velocity and
temperature are given by
\[
\begin{align*}
\delta u &= -\frac{y}{R} \Omega \\
\delta v &= +\frac{x}{R} \Omega \\
\delta T &= -\frac{\gamma - 1}{2} \Omega^2 
\end{align*}
\] with \( \Omega = \beta \exp \left( -\frac{1}{2\sigma} \left( \left( \frac{x}{R} \right)^2 + \left( \frac{y}{R} \right)^2 \right) \right) \).
\tag{37}

These allow to define, along with the isentropic relations, the initial flow conditions of the primitive variables as
\[
\begin{align*}
\tilde{\rho}_0 &= (1 + \delta T)^{\frac{1}{\gamma - 1}} \\
\tilde{u}_0 &= M_\infty \cos \alpha + \delta u \\
\tilde{v}_0 &= M_\infty \sin \alpha + \delta v \\
\tilde{p}_0 &= \frac{1}{\gamma} (1 + \delta T)^{\frac{\gamma}{\gamma - 1}}
\end{align*}
\tag{38}
\]
where the subscript \((\bullet)_0\) denotes a quantity given at \( t = 0 \), and the symbol \((\tilde{\bullet})\) indicates a non-dimensional quantity (\( \rho_\infty, T_\infty \) and \( a_\infty \) being the characteristic density, temperature and velocity, respectively). In the classical case \cite{67}, one has \( R = \sigma = 1 \), \( M_\infty = \sqrt{\frac{\gamma}{2}} \) and \( \alpha = 45^\circ \). Periodic conditions are applied at the boundaries. The length of the computational domain has been increased from \([L_\times, L_\gamma] = [-5, 5]\) to \([-10, 10]\) in order to reduce the influence of the small artificial shear layers generated near the boundaries by the non-zero velocity perturbations, which can pollute the results when considering smaller domains \cite{70}.

The error with respect to the exact solution (pure advection of the initial vortex) is measured as
\[
\varepsilon_{\tau,h} = L_2(\Psi^h_{(i,j)}) = \frac{1}{h} \sum_{i,j} \left( \Psi^h_{(i,j)} - \Psi^e_{(i,j)} \right)^2,
\tag{39}
\]
with \( \Psi^h_{(i,j)} \) and \( \Psi^e_{(i,j)} \) the computed and exact value of a generic flow variable at grid point \((i,j)\), and \( h \) the spatial grid size, \( N = N_x = N_y \) being the number of grid points. For an unsteady problem, the numerical error may be written as \( \varepsilon_{\tau,h} = C_\tau \tau^p + C_h h^q \), where \( C_\tau \) and \( C_h \) are some constants, \( \tau \) the time-step, \( h \) the grid size, and \( p \) and \( q \) the order of the temporal integration and spatial discretization schemes, respectively. The ratio of error decay between numerical solutions using time steps \( \tau \) \( m \tau \) and grid sizes \( h \) \( nh \) writes:
\[
r_e = \frac{\varepsilon_{m\tau,nh}}{\varepsilon_{\tau,h}} = \frac{C_\tau (m\tau)^p + C_h (nh)^q}{C_\tau \tau^p + C_h h^q} = \frac{\delta m^p + n^q}{\delta + 1} \quad \text{with} \quad \delta = \frac{C_\tau \tau^p}{C_h h^q}.
\tag{40}
\]
Assuming \( m, n > 1 \), the overall accuracy ranges between \( q \) for small \( \delta \) (meaning that the temporal error is negligible with respect to spatial error) and \( p \) for large \( \delta \).
Figure 2: Analysis of the order of convergence of the error norm for the isentropic vortex convection configuration. (a): error of the $L^2$-norm as a function of the CFL number for computational grids ranging from $100^2$ to $500^2$; (b): error of the $L^2$-norm as a function of the number of grid points for CFL numbers ranging from 0.6 to 0.00625; (c): overall spatio-temporal order of accuracy as a function of the number of grid points for CFL numbers ranging from 0.6 to 0.00625.

Several runs are carried out by varying the number of grid points (between $100^2$ and $500^2$) and the CFL number (from 0.6 to 0.00625); the errors measured after one cycle (i.e. when the vortex returns to the initial position for the first time) are shown in figure 2, where each symbol denotes a run. Figure 2a displays the value of the numerical error as a function of the CFL number for several grids (colour plot). In order to recover the formal order of accuracy of the spatial discretization scheme for a given grid, the CFL number should be small enough not to affect $\varepsilon_{\tau,h}$; i.e., $\varepsilon_{\tau,h}$ should read a plateau for sufficiently small values of the CFL numbers. This is clearly visible in figure 2a, which also highlights that even smaller CFL numbers should be considered for grids finer than
500^2}. In Figure 2 we report the error as a function of $N$ for various CFL. The order of accuracy of the numerical solution varies as expected between 3 to 9 (formal orders of the time integration and spatial discretization numerical schemes, respectively) as the CFL number gets smaller. For CFL numbers of 0.2 or smaller, a more or less extended region with ninth-order slope is observed; the slope tends to decrease for finer grids, due to the larger relative importance of the temporal error. The local slopes are shown in figure 3 versus the number of grid points. The presence of a maximum can be explained by considering the temporal-to-spatial error ratio, $\delta$. In order to keep a constant $\delta$ when refining the grid, the timestep should be decreased as $\tau \propto h^{0/p} = h^{0/3} = h^3$; whereas a constant CFL imposes $\tau \propto h$ (i.e., a varying $\delta$). At CFL = $1.25 \times 10^{-2}$ and $6.25 \times 10^{-3}$ the formal order of the spatial discretization scheme is recovered over the whole range of considered grid resolutions; this confirms previous studies suggesting the use of CFL $\lesssim 0.01$ [71].

4.2. Ideal-gas shock tube problems

The next test case is a classical benchmark for the assessment of shock-capturing capabilities. Specifically, we consider the well-known Sod [72] and Lax [73] 1D shock tube problems, corresponding to the following Riemann problems:

$$(\rho, u, p)_{\text{SOD}} = \begin{cases} 
(1, 0, 1) & x < 0 \\
(0.125, 0, 0.1) & x \geq 0
\end{cases} \quad (\rho, u, p)_{\text{LAX}} = \begin{cases} 
(0.445, 0.698, 3.528) & x < 0 \\
(0.5, 0, 0.571) & x \geq 0
\end{cases}$$

(41)

Numerical results are compared to the exact solutions at the nondimensional time $t^* = 0.2$ ($\Delta t^* = 5 \times 10^{-4}$) and $t^* = 0.13$ ($\Delta t^* = 10^{-3}$), respectively. For these test cases, the artificial vis-
cosity coefficients are chosen equal to \( k_2 = 2, \ k_{10} = 1/630 \). The numerical domain is discretized with 200 evenly-spaced grid points; air is considered either as a single-species, calorically-perfect gas \((\gamma = 1.4)\) or as a two-species mixture of Nitrogen \((Y_{N_2} = 79\%)\) and Oxygen \((Y_{O_2} = 21\%)\). Figure 3 shows the results for density, velocity and pressure, whose profiles are compared to the corresponding exact solutions. A good agreement is shown for both cases and the single-species and multi-species numerical solutions are perfectly superposed. The slight smearing of the numerical solution across the contact discontinuity can be attributed to the high-order dissipation term, the shock-capturing component being switched off in that region due to the constant value of the pressure. Note that a similar behavior is observed for other high-order schemes [18].

4.3. Shu-Osher problem

The Shu-Osher problem [74] consists of a \( M=3 \) shock propagating in a perturbed density field and allows to evaluate the behavior of the numerical scheme for a simplified shock-turbulence interaction configuration. The extent of the computational domain is \([-5, 5]\) and the initial conditions are

\[
(\rho, u, p)_{\text{SHU}} = \begin{cases} 
(3.857143, 2.629369, 10.33333) & x < -4 \\
(1 + 0.2 \sin(5x), 0, 1) & x \geq -4 
\end{cases} \tag{42}
\]

The 1D Euler equations are solved on a uniform mesh with \( N = 200 \) and a reference solution is computed with the same numerical scheme on a mesh with \( N = 2000 \). Figure 4 shows results for density, pressure, velocity and entropy at the final time \( t^* = 1.8 \). The profiles of pressure and velocity are in good agreement with the reference solution, with some oscillations registered near the shock (which is captured reasonably well) that remain bounded to small values throughout the simulation. On the contrary, the density and entropy profiles exhibit a stronger damping after the shock train passage. This is partly due to the use of a scalar artificial viscosity, which introduces the same amount of dissipation for all characteristic fields, whether they be of acoustic or entropic nature. Present results are in agreement with those of other classical numerical schemes [5]. Of note, in this 1D case the Ducros sensor is inactive, and the introduction of the Bhagatwala & Lele correction to the shock-capturing term strongly enhances the entropy waves resolution (contrary to the shock tube cases, where no appreciable differences were found), mitigating the spurious activation of Jameson’s pressure-based sensor.
4.4. Real-gas shock tube problem

The last inviscid test case consists of a multi-species, high-temperature shock tube designed to study thermochemical effects [75]. At $t = 0$, the left (L) and right (R) initial conditions are the following:

\[ P_L = 1.95256 \times 10^5 \text{ Pa}, \quad u_L = 0 \text{ m/s}, \quad T_L = 9000 \text{ K} \quad (43) \]
\[ P_R = 10^4 \text{ Pa}, \quad u_R = 0 \text{ m/s}, \quad T_R = 300 \text{ K} \quad (44) \]

Chemical nonequilibrium is modelled by means of Park’s 5-species model ($\text{N}_2$, $\text{O}_2$, N, O, NO); the initial values for the species mass fractions correspond to the mixture equilibrium composition at the given pressure and temperature for the right and left states, respectively. Due to the stiffness of the chemical source terms, the solution is advanced in time using a CFL number of 0.02 as suggested in [75] for explicit Runge-Kutta time integrations. The simulation is stopped when the shock-wave reaches the location $x = 0.110 \text{ m}$. Given the severe conditions developed by flow in the present problem, the Bhagatwala & Lele’s modification of the shock sensor was turned off for better
Figure 5: Profiles of density, pressure, velocity and mass fractions for the reacting, real gas shock tube case. Lines: current simulation; symbols: reference solution [75].

Results at the final time are shown in figure 5. The numerical scheme is able to capture correctly the rarefaction wave, the contact discontinuity and the shock; moreover, the distributions of the species mass fractions agree very well with data from [75].

5. Applications to multiscale turbulent flows

In this section we analyze the performance of the shock-capturing scheme for viscous compressible flows with shocks and fine-detail vortical structures. The applications range from a two-dimensional under-expanded jet flow to a hypersonic turbulent boundary layer in chemical nonequilibrium.
5.1. Two-dimensional underexpanded jet

An $N_2-O_2$ inert, highly underexpanded jet has been first considered to test the suitability of the numerical scheme to deal with strong discontinuities and vortical layers in multi-species flows. This configuration represents the starting point for the study of reactive jets and has been widely analyzed in the past years, both experimentally and numerically. In addition, it has been shown that 2D simulations are able to capture reasonably well some detailed features of the problem, such as the location and dimension of the Riemann wave, the scale of the jet and the timewise averages of the thermodynamic variables.

The present setup is similar to the one reported in Martínez Ferrer et al. Specifically, the
pressure $P_0$ and temperature $T_0$ of the mixture in the injection plane are set to 15 atm and 1000 K, whereas the ambient values are 1 atm and 300 K, respectively, resulting in a nozzle pressure ratio (NPR) of 15. The inflow jet Mach number is equal to 1 and a slow coflow at $M = 0.05$ is imposed consistently with previous studies [76, 77]. The height of the injector exit is equal to $D = 3$ cm and the extent of the computational domain is $L_x \times L_y = 50D \times 25D$. At the inflow, the jet velocity is prescribed by means of an hyperbolic-tangent profile (see “Profile 2” of Michalke [78]):

$$
\frac{u(r)}{U} = \frac{1}{2} \left\{ 1 + \tanh \left[ 0.25 \frac{R}{\theta} \left( \frac{R}{r} - 1 \right) \right] \right\} 
$$

where $U$ is the inflow centerline velocity, $R$ the inflow half-height, $\theta$ the initial momentum thickness of the shear layer and $r$ the local distance from the jet axis. The ratio $R/\theta$ is an important parameter influencing the jet stability, which is mainly related to the introduction of vorticity in the jet shear layer. In our study, we consider $R/\theta = 12.5$. At the remaining outflow boundaries, characteristic conditions are imposed, along with sponge regions and grid stretching to avoid spurious reflections.

Five computational grids were considered, with mesh sizes equal to $\Delta x = \Delta y = 4, 2, 1, 0.5$ and 0.25 mm. Figure 6 shows an instantaneous snapshot of several quantities for the most refined grid used in the current study, revealing the challenging physics of the problem (for a thorough description of the flow physics of free underexpanded jets, the reader may refer to Franquet et al. [80]). The influence of the grid resolution is shown in figure 7, where the axial profiles of the Mach number (panel a), temperature and density (panel b) are shown. The location and width of the Mach disk is in agreement with experimental observations [79], as well as recent numerical results obtained for similar NPR values [77]. Averaged profiles of the thermodynamic quantities are in accordance with results shown by Su et al. [77]; the small post-shock discrepancies in density may be attributed to the slight difference in the inflow $N_2$ and $O_2$ mass fractions. The r.m.s. temperature values extracted at the vertical line $x/D = 20$ reveal nearly-converged profiles for the $\Delta x = 0.5$ mm grid, whereas $\Delta x = 2$ mm grid is already sufficiently fine to capture correctly the mean profiles of first-order quantities. In any case, the numerical scheme is shown to handle satisfactorily under-resolved grids without the insurgence of numerical instabilities nor non-physical results.

In section 3, we stressed the importance of using a well-constructed shock-capturing sensor for the numerical simulation of high-speed turbulent flows. The current 2D jet represents a suitable configuration for benchmarking such a sensor, due to the concurrent presence of strong steady shocks, turbulent shear layers and propagation of acoustic waves. The influence of each one of the three components of the sensor presented in equation (36) is shown in figure 8, displaying their isocontours on an instantaneous snapshot. Values below $10^{-2}$ have been cropped in order to
highlight the flow regions marked by each term as potential shocks. As expected, the Ducros’ sensor (panel a) is not able to properly identify strong gradients if applied alone; its values are shown to be close to unity even in smooth-flow regions, essentially because of the absence of vorticity (shown in figure 6d). The Bhagatwala & Lele correction and the Jameson’s pressure-based sensors (panel b and c, respectively) allow one to obtain a more satisfactory large-gradients tracing, the latter being slightly more selective. One may object the utility of using both of them; however, their combined use palliates each other’s deficiency. Specifically, the Jameson’s sensor could hardly tell the difference between a shock and a high-vorticity, purely-solenoidal region; on the other hand, the Bhagatwala &
Figure 8: Isocontours of each component of the shock-capturing sensor. Note that values below $10^{-2}$ are cropped in order to ease visualization. (a): Ducros’ sensor, $\frac{(\nabla \cdot u)^2}{(\nabla \cdot u)^2 + |\nabla \times u|^2 + \epsilon}$; (b): correction of Bhagatwala & Lele (L2-norm), $\frac{1}{2} \left[ 1 - \tanh (2.5 + 10 \delta x_i \nabla \cdot u) \right]$; (c): Jameson’s pressure-based sensor (L2-norm), $\left| \frac{p_{j+1} - 2p_j + p_{j-1}}{p_{j+1} - 2p_j + p_{j-1}} \right|$; (d): combination of the previous terms.

Lele correction can result in excessive damping of all dilatational motions when dealing with slightly under-resolved simulations. The combination of the three sensors (panel d) results in an excellent localization of the regions in which low-order numerical dissipation should be injected; that is, along the lateral intercepting shocks, the Mach disk and the reflected shock waves. A few wave fronts are also marked downstream of the Riemann wave; however, the sensor magnitude is almost negligible there (i.e., lower than 0.02 everywhere), and such is the amount of injected dissipation.

5.2. Compressible Taylor-Green Vortex

We consider a compressible extension of the Taylor-Green Vortex (TGV) in order to assess the behaviour of the numerical scheme when applied to highly under-resolved cases and the suitability of the non-linear artificial dissipation to act as a regularization term in the context of low- and high-$M$ ILES. The first authors to extend the TGV problem to strongly compressible configurations were Peng & Yang [81], with the aim of investigating the evolution of vortex-surface fields at large Mach
numbers. They considered Mach numbers ranging from 0.5 to 2, albeit at a lower Reynolds number with respect to the one considered in most of the incompressible and low-M studies (i.e., 400 instead of 1600). Recently, Lusher & Sandham [7] carried out simulations of TGVs up to \( M = 1.25 \), in order to evaluate the behavior of different shock-capturing schemes for high-M turbulent flows.

The initial conditions for velocity and pressure fields are:

\[
\begin{align*}
    u(x, y, z, t = 0) &= \sin \left( \frac{x}{L} \right) \cos \left( \frac{y}{L} \right) \cos \left( \frac{z}{L} \right) \\
    v(x, y, z, t = 0) &= -\cos \left( \frac{x}{L} \right) \sin \left( \frac{y}{L} \right) \cos \left( \frac{z}{L} \right) \\
    w(x, y, z, t = 0) &= 0 \\
    p(x, y, z, t = 0) &= \frac{1}{\gamma M^2} + \frac{1}{16} \left[ \cos \left( \frac{2x}{L} \right) + \cos \left( \frac{2y}{L} \right) \right] \left[ 2 + \cos \left( \frac{2z}{L} \right) \right]
\end{align*}
\] (46-49)

When considering the compressible form of the TGV problem, different choices are possible to set the initial conditions for the thermodynamic quantities [81]. We selected a constant density initial condition, for which the initial density field is equal to \( \rho = 1.292 \text{ kg/m}^3 \) everywhere, whereas the initial temperature is computed from density and pressure according to the perfect-gas equation of state. The Reynolds number, Prandtl number and the specific heat ratio are set to 1600, 0.71 and 1.4, respectively. Comparisons are made by considering the total kinetic energy \( K \) and the resolved enstrophy \( \Omega \) integrated over the computational domain:

\[
\begin{align*}
    E_k &= \frac{1}{\rho_{ref}} \int_V \frac{1}{2} \rho u_i u_i dV, \\
    \Omega &= \frac{1}{\rho_{ref} Re} \int_V \mu \left( \varepsilon_{ijk} \frac{\partial u_k}{\partial x_j} \right)^2 dV.
\end{align*}
\] (50)

Note that the enstrophy correspond to the solenoidal part of the total viscous dissipation rate; the dilatational component will not be discussed since its contribution has been shown to be negligible also at Mach numbers higher than unity [7].

In our test, computational grids ranging from \( 64^3 \) to \( 1024^3 \) and Mach numbers equal to 0.1, 0.5 and 1 have been considered, with \( Re = 1600 \). For each run, a third-order TVD Runge-Kutta method is used, in conjunction with a fixed CFL number of 0.5. Periodic conditions are applied in all directions.

Figure 9 shows the evolution of the volume-integrated kinetic energy, solenoidal enstrophy and turbulent kinetic energy spectra at selected times (arbitrarily chosen after the time at which enstrophy peaks), as a function of the initial Mach number and of the grid resolution. Several considerations are in order. First, we observe that the low-M case is perfectly superposed to classical spectral results, which confirms the good behaviour of the numerical scheme for low-speed configurations. The low-order artificial nonlinear dissipation is correctly turned off, whereas the higher-order one guarantees an amount of dissipation such that numerical stability is ensured and virtually all active
Figure 9: Influence of the grid resolution for the Taylor-Green Vortex case. Top: $M=0.1$; center: $M=0.5$; bottom: $M=1$. Left and center columns: timewise evolutions of volume-integrated kinetic energy $K$ and resolved solenoidal enstrophy $Ω$; right column: turbulent kinetic energy spectra at selected times ($t^*=8.9$ for $M=0.1$, 9.4 for $M=0.5$ and 11.1 for $M=1$).

Scales are almost untouched. Increasing the Mach number, the flow dynamics are heavily altered: in the early stages of the decay, internal energy is converted into kinetic energy, such that the average pressure-work can exceed the viscous dissipation rate and the total kinetic energy does not exhibit any more the classical monotonous decline of the incompressible case. The enstrophy peak slightly moves towards later times whereas its magnitude is almost unchanged. The enstrophy is insufficiently resolved on the $64^3$ and $128^3$ grids, albeit the largest scales are correctly captured as displayed by the kinetic energy spectra and the $Q$–criterion visualizations (figure 10). In any case, no energy...
pileup is observed at the smaller scales. The numerical scheme is therefore able to handle efficiently highly under-resolved configurations, while ensuring a correct representation of the largest scales. Grid-converged results are observed for the $512^3$ grids; whereas the $256^3$ grids allow one to observe a clear trend; that is, a faster convergence of results for larger initial Mach numbers. Enstrophy values are superposed to the reference solution at $M=1$, whereas they are slightly underestimated at $M=0.1$. This is coherent with the small-scales representation given by the turbulent kinetic energy spectra: although the cutoff wavenumber $k_c$ (i.e., the wavenumber at which the dissipation term of the numerical scheme starts to have a large influence on the flow field) does not change for a
Figure 11: Influence of the order of the nonlinear dissipation term for the TGV case at $M=1$ for $256^3$ grid. Left: enstrophy evolution; right: turbulent kinetic energy spectra at $t^*=11.1$ (zoom).

Figure 12: Influence of the order of the numerical scheme for the discretization of the viscous fluxes for the TGV case at $M=1$. Left: enstrophy evolution; right: turbulent kinetic energy spectra at $t^*=11.1$ (zoom). Red color: $256^3$ grids; blue color: $128^3$ grids.

given grid, the spectral energy contents for $k > k_c$ tend to be closer to the DNS distributions for larger $M$. This behavior can be attributed to the time step constraints imposed by acoustic waves in low-$M$ configurations: achieving the same final nondimensional time ($t^*=16$) requires a larger number of time steps, which also implies a larger number of applications of the numerical dissipation operator. This effect (visible only at the smallest, not well resolved scales beyond $k_c$) underlines the satisfactory selectivity properties of the numerical method.

To illustrate the importance of using a high-order scheme, in Figure 11 we report enstrophy profiles and kinetic energy spectra for a $256^3$ grid obtained by changing the order of the non-linear dissipation term of the scheme, from $3^{rd}$ up to $9^{th}$. Results indicate that 1) the $3^{rd}$-order dissipation on the $256^3$ grid gives results similar to the $9^{th}$-order one on a $64^3$ grid, 2) the $9^{th}$-order dissipation allows to obtain almost grid-converged results, and 3) the gain of further increasing the dissipation...
order is almost negligible, even for coarser grids. Of note, results obtained with 3\textsuperscript{rd}-order dissipation in conjunction with higher-order discretizations for the convective fluxes (up to 10\textsuperscript{th} order) are almost superposed, which confirms the fundamental role of the nonlinear dissipation strategy in obtaining high-quality data. Finally, the effect of the order of the numerical scheme for the viscous fluxes discretization was also assessed; results are reported in figure\textsuperscript{12} for the 256\textsuperscript{3} and 128\textsuperscript{3} grids. Consistently with the analysis in the incompressible limit of DeBonis \cite{82}, a negligible influence is observed when considering discretization orders higher than 4. On the contrary, the use of a 2\textsuperscript{nd}-order discretization produces excessive amounts of viscous dissipation, which for the 256\textsuperscript{3} grid is shown to be larger than the one predicted by the DNS. Furthermore, the 128\textsuperscript{3} grid with 2\textsuperscript{nd}-order viscous fluxes seems to closely follow the DNS profile. This is rather fortuitous, since the larger enstrophy values come from an incorrect (overestimated) spectral energy repartition at the smallest scales. These results should warn about possible misleading interpretations of the flow physics in case of unsuitable numeric ingredients and/or strongly under-resolved simulations, as well as the need to resort to spectral analyses for the study and characterization of turbulent flows, the classical domain-integrated quantities being not necessarily accurate enough.

5.3. Turbulent boundary layer flows

A crucial aspect for the numerical simulation of wall-bounded turbulent flows is the ability of the numerical scheme to retain good dissipation and dispersion properties near the boundaries. In this section we consider a compressible, calorically-perfect turbulent boundary layer and we carry out a grid-sensitivity analysis to compare results obtained by means of wall-resolved ILES-like grids with respect to reference DNS data. Next, the same numerical strategy is applied to the simulation of an hypersonic turbulent boundary layer of a multi-species, chemically out-of-equilibrium mixture.

5.3.1. Supersonic turbulent boundary layer

The flow conditions for such a configuration are similar to those investigated by several authors \cite{83, 84, 85, 86, 87}; specifically, a nominal Mach number equal to 2.25, a free-stream temperature of 65 K and a free-stream density of 0.13 kg/m\textsuperscript{3}. The fluid considered is calorically-perfect air; Sutherland’s law is used to compute dynamic viscosity, along with a constant Prandtl number equal to 0.72. The rectangular computational domain is discretized with even spacing in the streamwise (x) and spanwise (z) direction and grid stretching in the wall-normal (y) direction, following the profile:

\[
\frac{y(j)}{L_y} = (1 - \alpha) \left( \frac{j - 1}{N_y - 1} \right)^3 + \alpha \frac{j - 1}{N_y - 1}
\]

(51)
Table 1: List of the computational grids (and associated legend) selected for the supersonic boundary layer, along with the total number of grid points and resolutions in inner units. $\Delta y^+_{w}$ and $\Delta y^+_E$ refer to the wall-normal resolutions at the wall and at the boundary layer edge, respectively.

| Legend   | $N_{tot}$ | $N_x$ | $N_y$ | $N_z$ | $\Delta x^+$ | $\Delta y^+_{w}$ | $\Delta y^+_E$ | $\Delta z^+$ |
|----------|-----------|-------|-------|-------|--------------|-----------------|----------------|------------|
| DNS      | $1.23 \times 10^9$ | 8000  | 300   | 512   | 5.78         | 0.77            | 5.23           | 3.55       |
| ILES-A   | $3.07 \times 10^8$ | 4000  | 300   | 256   | 11.69        | 0.78            | 5.38           | 7.17       |
| ILES-B   | $1.54 \times 10^8$ | 4000  | 300   | 128   | 11.58        | 0.77            | 4.94           | 14.17      |
| ILES-C   | $7.68 \times 10^7$ | 2000  | 300   | 128   | 22.58        | 0.76            | 4.66           | 13.85      |
| ILES-D   | $1.92 \times 10^7$ | 1000  | 300   | 64    | 43.00        | 0.71            | 5.44           | 26.36      |

where $L_y$ and $N_y$ denote the domain length and the number of grid points along $y$-direction, respectively; $j \in [1, N_y]$ and $\alpha=0.08$. The total extent of the domain is $L_x \times L_y \times L_z = 1600\delta^*_l \times 100\delta^*_l \times 20\pi\delta^*_l$, the initial boundary layer thickness $\delta^*_l$ being used as length scale. No-slip and isothermal boundary conditions at a temperature close to the laminar adiabatic value ($T_w = 120.18$ K) are applied at the wall, whereas characteristic-based conditions are used for the top and right boundaries and periodic conditions in the spanwise direction. A similarity profile is imposed as inlet condition at a distance $x_0$ from the leading edge, corresponding to $Re_{\delta^*_l} = 1700$. Transition to turbulence is triggered by means of a suction-and-blowing forcing method; this excitation technique consists in applying a time-and-space-dependent wall normal velocity disturbance of the form:

$$\frac{u_w}{u_\infty} = Af(x)g(z)\left[\cos(\omega t + \beta z) + \cos(\omega t - \beta z)\right]$$  \hspace{1cm} (52)

where $A$, $\omega = \tilde{\omega}\delta^*_l/c_\infty$ and $\beta = \tilde{\beta}\delta^*_l$ represent the amplitude, non-dimensional pulsation and spanwise wave number, respectively. Here, the symbol $\tilde{\cdot}$ denotes dimensional values and $c_\infty$ is the free-stream speed of sound; $f(x)$ and $g(z)$ are two perturbation-modulation functions defined as in Franko & Lele [31]. The forcing strip is located near the inlet, at $Re_{\delta^*_l} = 2000$; the parameters prescribed for the current set of simulations are $A = 0.025$, $\omega = 0.12$ and $\beta = 0.2$. Of note, the spanwise extent of the domain has been selected in order to contain exactly two oblique waves. Statistics are computed by averaging both in time and in the periodic direction; their collection spans approximately two turnover times and starts after that the initial transient has been evacuated and a statistically-steady state is reached. The sampling time interval is constant and equal to $\Delta t = \Delta t c_\infty/\delta^*_l \approx 3.93 \times 10^{-3}$.

Five different computational grids have been considered and are listed in table 1. A reference
solution is generated by means of a well-resolved DNS and is compared to data obtained on coarser, ILES-like grids, built by progressively halving the total number of points in the streamwise and spanwise directions. On the contrary, the wall-normal grid point distribution is kept unaltered such that discrepancies with respect to DNS data can directly be attributed to excessively coarse discretizations in the other two directions. The least-refined grid has less than 20 million grid points; that is, it is 64 times coarser than the grid used for DNS, which counts more than 1.2 billion grid points. Note that the \((\bullet)^+\) quantities listed in table 1 have been evaluated at the point where the skin friction coefficient peaks, corresponding to the most stringent requirements in terms of resolution. The overall streamwise evolutions of \(\Delta x^+\) and \(\Delta z^+\) for the five computational meshes, reported in figure 13, clearly show that their values rapidly grow during transition and become approximately constant in the fully turbulent region. The influence of resolution can be appreciated from the lateral and frontal instantaneous views of the \(Q\)-criterion shown in figure 14 for all cases but ILES-C (not shown), which bears a strong resemblance with case ILES-B. DNS (panels a and e) and ILES-A (panels b and f) are almost indistinguishable; fine-scale structures are properly resolved and the streamwise development of the boundary layers is alike in terms of integral thicknesses. Some visual discrepancies start to appear for case ILES-B, in which both the transition region and the smallest features of the flow are shown to be more grainy. Lastly, the coarser grid of case ILES-D (panels d and h) results in excessive damping of the turbulent motions: hairpin-like structures are smeared out and the occurrence of coherent structures becomes much more sporadic.

The streamwise profile of the skin friction coefficient \(C_f\) is displayed in figure 15 along with a close-up in the fully-turbulent region of the same quantity as a function of the momentum-thickness-based Reynolds number \(Re_\theta\). DNS and ILES-A results are almost superposed both in the laminar-
Figure 14: Lateral and frontal views of instantaneous snapshots for the $M = 2.25$ supersonic boundary layer. Isosurfaces of the $Q$-criterion coloured by the distance from the wall. (a, e): DNS; (b, f): ILES-A; (c, g): ILES-B; (d, h): ILES-D.
Figure 15: Skin friction coefficient $C_f$ as a function of $(x - x_0)/\delta_m^*$. Sub-figure: $C_f$ as a function of $Re_\theta$ in the fully turbulent zone. Line legend as in table 1.

Figure 16: Wall-normal profiles of the Van-Driest-transformed longitudinal velocity (a), r.m.s. of velocity (b), temperature (c) and density (d), extracted at $Re_\theta = 3500$. Line legend as in table 1.
to-turbulent transition and fully-developed turbulent regions, confirming that grid resolutions of $\Delta x^+ < 15$ and $\Delta z^+ < 10$ are fine enough to capture the main flow features. On the contrary, ILES-B and ILES-C cases present some discrepancies in the breakdown to turbulence, the $C_f$ peak being slightly smaller and moved towards the domain inlet. A comparison with ILES-A underlines the importance of keeping $\Delta z^+ < 10$ for the spanwise resolution, whereas the influence of doubling the streamwise mesh size (from $\Delta x^+ \approx 11.5$ to $\Delta x^+ \approx 22.5$) is shown to be much less pronounced. Lastly, the ILES-D grid results in wrong predictions of both transitional and fully turbulent regions. Despite the much coarser resolutions with respect to the DNS, the fully-turbulent regions tend to match DNS predictions as $Re_\theta$ increases, mainly due to boundary-layer thickening. The $C_f$ evolution is indeed in good agreement with values extracted from numerical simulations of similar configurations available in literature [85, 86, 87]. The slight discrepancies being related to different free-stream Mach numbers and forcing locations. In figure [16a], the Van-Driest-transformed velocity profiles collapse reasonably well for all the computational meshes except for ILES-D, in which the log-region values are shown to be largely overestimated (in accordance with observations of previous studies about the resolution limits for turbulent boundary layers [88, 89]). Root-main-square values for each component of velocity, temperature and density are displayed in figures 16b, c and d, respectively; here, the same conclusions hold: all the computational grids predict wall-normal profiles very close (or superposed) to the DNS solution, the only exception being ILES-D case which registers large mismatches in proximity of the inner peak. The current grid resolution assessment confirms then the reliability of the numerical strategy in a wall-resolved ILES framework, pointing out that i) $\Delta x^+ < 15$ and $\Delta z^+ < 10$ should be used to obtain DNS-like results, and ii) slightly coarser resolutions may be considered when focusing the analysis only on fully-turbulent regions.

5.3.2. Hypersonic turbulent boundary layer with finite-rate chemistry

The last test case here considered points out the capabilities of the numerical code in reproducing turbulent configurations of high-$T$ flows, by considering a hypersonic, chemically out-of-equilibrium boundary layer undergoing laminar-to-turbulent transition. The thermodynamic conditions are similar to those adopted in several stability studies (see Refs. [61, 62, 63, 64, 65, 66]); specifically, the imposed free-stream values are $M_\infty = 10$, $T_\infty = 350$K and $p_\infty = 3596$Pa, in conjunction with an adiabatic wall. These extreme conditions lead to large temperature values at the wall (of the order of $\approx 5000$K), thereby promoting a strong chemical activity inside the boundary layer. The extent of the computational domain is $L_x \times L_y \times L_z = 8000\delta_m^* \times 320\delta_m^* \times 100\pi\delta_m^*$, discretized with $N_x \times N_y \times N_z = 5520 \times 256 \times 240$ points. The same stretching function shown in equation (51) is
Table 2: Parameters of the modes excited by the forcing function in equation (53): non-dimensional amplitude, frequency and spanwise wave number.

| Mode | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
|------|---|---|---|---|---|---|---|---|---|----|----|----|----|
| $A_m \times 10^{-3}$ | 50 | 2.5 | 2.5 | 2.5 | 2.5 | 2.5 | 2.5 | 2.5 | 2.5 | 2.5 | 2.5 | 2.5 | 2.5 |
| $\omega_m$ | 1.71 | 0.855 | 0 | 0 | 0 | 1.71 | 0.855 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 | 1.71 |
| $\beta_m$ | 0 | 0 | 0.2 | 0.4 | 0.6 | $\pm 0.2$ | $\pm 0.2$ | $\pm 0.4$ | $\pm 0.6$ | $\pm 0.8$ | $\pm 1.0$ | $\pm 1.2$ | $\pm 1.4$ |

Differently from the supersonic case presented in section 5.3.1, the forcing is located at Re$\delta^* = 13880$ and the suction-and-blowing forcing function reads:

$$v_w = f(x)g(z) \sum_{m=1}^{N_{\text{mode}}} A_m \sin(\omega_m t + \beta_m z),$$

(53)

the collection of $A_m$, $\omega_m$ and $\beta_m$ for each mode being listed in table 2. Lastly, a sponge layer is applied near the inlet to prevent abrupt distortions caused by the high Mach number. Statistics have been collected for approximately one turnover time after having reached a statistically steady state; the sampling time interval is equal to $\Delta t_{sc} = 3 \times 10^{-2}$.

Figure 17a shows the streamwise evolution of the skin friction coefficient $C_f$ along with the compressible extension of Blasius’ laminar correlation, $C_{f,\text{lam}} = 0.664 \sqrt{\frac{\rho_w \gamma}{\rho_{\infty} \gamma}}$. After the forcing strip (not visible in the figure being outside of $y$-range), the evolution of $C_f$ stays close to the laminar correlation up to $(x-x_0)/\delta^*_m \approx 3300$, where breakdown to turbulence (qualitatively similar to figure 15) occurs. The averaged distribution of species mass fractions along the wall, displayed in figure 17b, shows that the amount of O$_2$ decreases (and contrariwise, O and NO increase) as the flows evolves in the laminar region. Afterwards, transition to turbulence enhances the mixing with external layers, inverting the previous trend; lastly, in the fully-developed turbulent region, dissociation of molecular oxygen continues and the mixture composition tends towards the equilibrium value. Additionally, the results obtained by the locally self-similar theory are also displayed and the discrepancies are acceptable, since the pressure gradient present in the full numerical solver is neglected in self-similar
Figure 17: Streamwise evolutions of (a) skin friction coefficient $C_f$ and laminar correlation $C_{f,\text{lam}}$, and (b) mean mass fractions $Y_n$ along the wall along compared with the results of the locally self-similar solution at different stations (symbols). In panel b, $Y_{N_2}$ is not shown being outside of the prescribed range.

Figure 18: Wall-normal profiles extracted at $Re_\theta = 11500$ of (a) normalized r.m.s. temperature and density, and (b) r.m.s. species mass fractions.

boundary layer equations.

Wall-normal distributions of selected second-order statistics are also investigated in figure 18. The profiles are extracted at a streamwise station close to the domain outlet (at $(x - x_0)/\delta^*_m = 7800$), corresponding to $Re_\theta = 11500$. Panel (a) shows that root-main-square values of temperature double the free-stream value at the peak of production, whereas density fluctuations stay relatively small. Accordingly, the fluctuating distributions of species mass fractions (figure 18b) exhibit the largest values where $T_{\text{rms}}$ peaks, although the strongest chemical activity is concentrated at the wall where the temperature reach the largest values. Of note, the mesh resolution in inner units at this station is equal to $\Delta x^+ = 4.8$, $\Delta y_w^+ = 0.52$ and $\Delta z^+ = 4.0$; based on the grid-refinement study carried out in section 5.3.1 the current simulation may be then classified as a well-resolved DNS.
6. Conclusions

In this study, an efficient methodology for the numerical simulation of turbulent flows at high speeds has been presented. The main difficulties associated to such flows are related to the amount of intrinsic numerical dissipation of the scheme and the concurrent needs of obtaining a reliable picture of small-scale motions, while being able to handle strong discontinuities.

The proposed numerical scheme represents an high-order extension of the original artificial-viscosity-based method of Jameson [25]. It relies on a blending of second- and tenth-order derivatives equipped with a suitable shock detector, which results in a ninth-order-accurate scheme in smooth flow regions. Several test cases have been considered to assess the capability of such technique to deal with shocks, shock/entropy perturbations and turbulence, both for calorically-perfect gases and high-temperature multicomponent flows. Different grid refinements (representative of typical resolutions used to carry out implicit Large-Eddy simulations) were analysed for multi-scale configurations; results were systematically compared to DNS data to quantify the error introduced by the adoption of under-resolved meshes.

A parametric study on the isentropic vortex advection was carried out and the formal orders of accuracy of the spatial discretization and temporal integration were correctly retrieved. The three shock tube configurations considered (Sod, Lax and Grossman-Cinnella) confirm that the scheme handles properly strong shocks and contact discontinuities, even in presence of chemical nonequilibrium processes. Furthermore, the two-dimensional N$_2$-O$_2$ under-expanded jet, the compressible Taylor-Green Vortex and the supersonic boundary layer were used to prove the reliability and robustness of the numerical method when applied on coarse grids for ILES. It was shown that results tend seamlessly to DNS predictions as the resolution increases, and computations were stable also for severely under-resolved simulations. The last configuration investigated, a turbulent boundary layer at hypersonic speeds, demonstrates the good behaviour of the numerical scheme also with the concomitant occurrence of shocklets, broadband turbulence and chemical nonequilibrium processes.

Future works have been planned concerning the extension of the current scheme to curvilinear meshes, the coupling with skew-symmetric formulations, and the numerical investigations of high-speed configurations encompassing thermal relaxation phenomena by means of multi-temperature models.
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Appendix A. Locally self-similar solution for laminar boundary layers

The boundary-layer equations for a steady, compressible, multicomponent, reacting, two-dimensional flow (without pressure gradient) write:

\[ \frac{\partial (\rho u)}{\partial x} + \frac{\partial (\rho v)}{\partial y} = 0 \]  
(A.1)

\[ \rho u \frac{\partial Y_n}{\partial x} + \rho v \frac{\partial Y_n}{\partial y} = \frac{\partial}{\partial y} \left( \rho_n u_n^2 \right) + \dot{\omega}_n \]  
(A.2)

\[ \rho u \frac{\partial u}{\partial x} + \rho v \frac{\partial u}{\partial y} = \frac{\partial}{\partial y} \left( \mu \frac{\partial u}{\partial y} \right) \]  
(A.3)

\[ \rho u \frac{\partial h}{\partial x} + \rho v \frac{\partial h}{\partial y} = \frac{\partial}{\partial y} \left( \lambda \frac{\partial T}{\partial y} \right) + \frac{\partial}{\partial y} \left( \sum_n \rho_n u_n D_n h_n \right) + \frac{\partial u}{\partial y} \]  
(A.4)

Independent variable transformations are introduced as follows (see Ref. [96]):

\[ \xi = \rho_c u_c x = \xi(x), \quad \eta = \frac{u_c}{\sqrt{2k}} \int_0^y \rho dy = \eta(x,y). \]  
(A.5)

Considering the definition of the stream-function:

\[ \frac{\partial \psi}{\partial y} = \rho u \quad \frac{\partial \psi}{\partial x} = -\rho v \]  
(A.6)

and the equivalent expression in terms of transformed variables

\[ \frac{\partial \psi}{\partial \xi} = \frac{1}{\sqrt{2k}} f(\eta) \quad \frac{\partial \psi}{\partial \eta} = \sqrt{2k} f'(\eta), \]  
(A.7)

with \( f' = u/U_c \), one can manipulate the boundary-layer equations and obtain their formulation in the self-similar coordinate system:

\[ (C f'')' + f f'' = 0 \]  
(A.8)

\[ \left[ \frac{\rho^2 D_n}{\rho_c u_c} \left( Y_n' - Y_n \sum_{i=1}^{NS} \frac{D_i}{D_n} Y_i' \right) \right]' + f Y_n' + \frac{2k \dot{\omega}_n / \rho}{\rho_c u_c w_c^2} = 0 \]  
(A.9)

\[ \frac{T_e}{h_{0,e}} \left( C \frac{\lambda}{\mu} \theta' \right)' + fg' + \frac{u_c^2}{h_{0,e}} ff' f'' + \frac{u_c^2}{h_{0,e}} (C f''')' + \left[ \sum_{i=1}^{NS} b_i h_n \rho^2 D_n \left( Y_n' - Y_n \sum_{i=1}^{NS} \frac{D_i}{D_n} Y_i' \right) \right]' = 0 \]  
(A.10)
Figure A.19: Evolution of normalized velocity and normalized temperature (left) and species mass fractions (right), at the inflow. Y\textsubscript{N\textsubscript{2}} and Y\textsubscript{O\textsubscript{2}} are not shown being outside the range.

Here, \( g = h/h_{0,e} \) is the self-similar parameter for the enthalpy, \( h_{0,e} \) being the edge stagnation enthalpy, \( \theta = T/T_e \) and \( C = \rho\mu/\rho_e\mu_e \). For the sake of clarity, in case of frozen chemistry or chemical equilibrium, the only \( \xi \)-dependent term in equation (A.9) vanishes and the resulting equations become globally self-similar. The previous system of equations can be integrated numerically, subjected to the following boundary conditions:

\[
\begin{align*}
    f' &= f = 0, \quad Y_n' = 0, \quad g' = 0 \quad \text{for} \quad \eta = 0 \quad (A.11) \\
    f' &= 1, \quad Y_n = Y_{n,e}, \quad g = 1 - \frac{1}{2\, h_{0,e}} \frac{u_e^2}{h_{0,e}} \quad \text{for} \quad \eta \to \infty \quad (A.12)
\end{align*}
\]

In the specific configuration of section 5.3.2 the prescribed edge variables are \( U_e = 3754 \text{ m/s} \), \( T_e = 350 \text{ K} \) and \( h_{0,e} = 7.1 \text{ MJ/kg} \). Considering a distance from the leading edge equal to \( x = 0.01 \text{ m} \), we obtain the inflow profiles of normalized temperature, normalized velocity and species mass fractions, shown in figure A.19 as a function of the incompressible similarity variable \( \eta_i = \sqrt{\text{Re}_x/x} \).