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Abstract

A zero-one matrix $A$ contains another zero-one matrix $P$ if some submatrix of $A$ can be transformed to $P$ by changing some ones to zeros. $A$ avoids $P$ if $A$ does not contain $P$. The Pattern Avoidance Game is played by two players. Starting with an all-zero matrix, two players take turns changing zeros to ones while keeping $A$ avoiding $P$. We study the strategies of this game for some patterns $P$. We also study some generalizations of this game.

1 Introduction

A zero-one matrix $A$ contains another zero-one matrix $P$ (the pattern) if some sub-matrix of $A$ can be transformed to $P$ by changing some ones to zeros. $A$ avoids $P$ if $A$ does not contain $P$. A central problem about pattern avoidance is to find the extremal function $ex(n, P)$ which is the maximal number of ones in an $n$ by $n$ zero-one matrix that avoids the pattern $P$. The extremal functions of various patterns have been studied in many papers, including [1], [2] and [3].

In this paper, we study the strategies of the pattern avoidance game which is related to the extremal function problem. Starting with an $n$ by $n$ all-zero matrix $A$, two players, Player 1 and Player 2, take turns changing zeros to ones (Player 1 goes first). If any player’s turn causes the matrix to contain the pattern $P$, then that player loses. We denote this game by $PAG(n, P)$. Each turn the player must change exactly one zero entry to an one. We only study cases where no dimension of $P$ exceeds $n$; other cases are trivial because in those cases the matrix can never contain $P$.

In Section 2, we will study the strategies of the game for some special patterns $P$. In Section 3, we will generalize the game to more than two players and higher dimensional matrix. The last section will be about open problems related to this pattern avoidance game.

2 Strategies for Special Patterns

We start with the following theorem about the strategies when the pattern $P$ is the 1 by $k$ matrix with all ones.

**Theorem 2.1.** Suppose $P$ is the 1 by $k$ matrix with all ones. When two players play $PAG(n, P)$, the winner is Player 1 if $k$ is even and $n$ is odd and is Player 2 otherwise.

**Proof.** The key observation is that any player can change a zero in some row of $A$ to an one without losing the game that turn if and only if the number of ones in that row is less than $k - 1$. That means there will be a time when each row has exactly $k - 1$ ones and the next
player loses no matter what their strategies are. At that time a total number of \((k - 1)n\) zeros have been changed to ones. So if \(k\) is even and \(n\) is odd, then \((k - 1)n\) is also odd and the next player (who will lose) is Player 2. Otherwise Player 2 wins.

The above theorem deals with all cases where \(P\) is one dimensional. Let’s move on to the next simplest case where \(P\) is the 2 by 2 identity matrix.

**Theorem 2.2.** Suppose \(P\) is the 2 by 2 identity matrix. When two players play \(PAG(n, P)\), the winner is Player 1.

*Proof.* Here is the winning strategy for Player 1: on the first turn, Player 1 changes the zero in the top left corner of \(A\) to an one. Then no one should pick zeros that are not in the top row or the leftmost column, because such a move will make the person the loser. There are \(2(n - 1)\) available choices left, and when they are all changed to ones, it is Player 2’s turn. So Player 2 is the loser.

Another way to think about the above strategy for Player 1 is the following: Player 1 first picks the top left corner, and then he mimics Player 2’s move. If Player 2 picks a zero in the top row, then in the next turn Player 1 picks the corresponding zero in the leftmost column. If Player 2 picks a zero in the leftmost column, then Player 1 picks the corresponding zero in the top row.

The next theorem further explores this mimicking strategy for some other patterns.

**Theorem 2.3.** If \(n\) is even and \(P\) is composed of an odd number of identical rows or columns, then the winner is Player 2.

*Proof.* WLOG we assume that \(P\) has \(k\) identical columns and \(k\) is an odd number. Since \(n\) is even, Player 2 can always make sure that after his turn the \(2k - 1\)-th column of the matrix \(A\) is always the same as the \(2k\)-th column for all \(0 < k < n/2 + 1\). We can prove that under this strategy Player 2 is not the loser (hence Player 1 is) by showing that if after a Player 2’s turn the matrix contains the pattern \(P\), then it already did before that turn.

Given Player 2’s strategy, we know that after Player 2’s turn the \(2k - 1\)-th column of the matrix is the same as the \(2k\)-th column for all \(0 < k < n/2 + 1\). If the matrix contains \(P\), it means we can find \(k\) columns of \(A\) such that the sub-matrix of \(A\) consisting of those \(k\) columns contains the pattern \(P\). But \(P\) has an odd number of identical columns, so we can find \(k + 1\) columns of \(A\) such that sub-matrix formed by any \(k\) of them contains the pattern \(P\). In that turn Player 2 has only changed one zero in some column, so the rest of the \(k\) columns contain the pattern \(P\) and they are not changed in Player 2’s turn. This means before Player 2’s turn the matrix \(A\) already contained the pattern \(P\). Hence Player 2 is never the loser.

# 3 Multi-player Games

In this section we study the multi-player version of this pattern avoidance game. The setting is pretty similar: more than two players take turns changing zeros to ones until after someone’s turn the matrix contains the pattern \(P\), and that person is the loser. Other players win.

In general the strategies for the multi-player game could be very hard to study, but for some special \(P\) the "maximal" matrices all have the same number of ones, making things much simpler. We begin with the definition of "maximal" matrix.
Definition 3.1. Fixed a pattern \( P \). A zero-one matrix \( A \) is called maximal if \( A \) does not contain \( P \) and \( A \) will contain \( P \) as long as we change any zero of \( A \) to one.

For any pattern \( P \), there are many maximal matrices and those might not have the same number of ones. However, our next theorem shows that when \( P \) is the 2 by 2 identity matrix, all maximal matrices have the same number of ones.

Theorem 3.2. Suppose \( P \) is the 2 by 2 identity matrix and \( A \) is an \( h \) by \( w \) maximal matrix for the pattern \( P \). Then the number of ones in \( A \) is \( h + w - 1 \).

Proof. First we claim that every column of \( A \) has at least an one entry. To see this, take any entry \( A_{i,j} \), there cannot be an one entry both to its upper left and lower right direction. If there’s an one to its upper left, decrease \( i \) until there isn’t – now there’s an one to its left, and none to its lower right, so \( A_{i,j} \) should be one.

For \( 1 \leq i \leq w \), define \( h_i \) as the smallest row index such that \( A_{h_i,i} = 1 \). The process above shows that \( \{ h_i \} \) is a non-increasing sequence. Moreover, for each column \( i > 1 \) there’s no reason any of \( A_{h_i,i}, A_{h_i+1,i}, \ldots, A_{h_{i-1},i} \) is not one. Similarly \( A_{h_1,1}, \ldots, A_{h_1,1} \) should all be one. So each column of \( A \) has consecutive ones overlapping with its previous column at exactly one position. The total number of ones is thus \( w + h - 1 \).

The above theorem shows that when \( P \) is the 2 by 2 identity matrix, the loser of the multi-player pattern avoidance game is always the player who takes the \( (h + w) \)-th turn.

Now we can generalize the above theorem to \( d \)-dimensional matrix. This theorem was also included in the paper [1].

Theorem 3.3. Suppose \( P \) is the \( 2 \times 2 \times \cdots \times 2 \) \( d \)-dimensional identity matrix (\( P \) has two entries that are one and \( 2^d - 2 \) entries that are zero, \( d \geq 2 \)). \( A \) is a \( w_1 \times w_2 \times \cdots \times w_d \) \( d \)-dimensional maximal matrix for the pattern \( P \). Then the number of entries of \( A \) that are one is \( \prod_{i=1}^{d} w_i - \prod_{i=1}^{d} (w_i - 1) \).

Proof. Let \( M \) be a maximal \( w_1 \times \cdots \times w_d \) matrix that avoids \( P \). We focus on the \( d \)-rows of \( M \).

A \( d \)-row \( x = (x_1, \ldots, x_{d-1}) \) is an ancestor of \( d \)-row \( y = (y_1, \ldots, y_{d-1}) \) if \( x_i < y_i \) for \( 1 \leq i \leq d - 1 \). We say \( y \) is a descendant of \( x \). \( A(x) \) and \( D(x) \) are the sets of ancestors and descendants of \( x \), respectively. Define \( M(x, x_d) = M_{x_1, \ldots, x_d} \). Ancestor and descendant relations are transitive, and the graphs of these two relations are directed acyclic.

Similar to the proof of the 2-dimensional case, we first claim that every \( d \)-row of \( M \) has some one entry. Given a \( d \)-row \( x \), if \( A(x) \) is empty, then \( M(x, w_d) = 1 \). If \( D(x) \) is empty, then \( M(x, 1) = 1 \). If both sets are not empty, \( h(A(x)) \), the smallest \( d \)-coordinate of one entries in \( A(x) \) must be greater than or equal to \( l(D(x)) \), the largest \( d \)-coordinate of one entries in \( D(x) \), otherwise \( M \) contains \( P \). Then we pick some \( y \) in \( [l(D(x)), h(A(x))] \) and having \( M(x, y) = 1 \) does not make \( M \) contain \( P \).

By changing everything between two one entries in the same \( d \)-row to one, we can assume that the set \( \{ y : M(x, y) = 1 \} \) forms an integer arithmetic progressive sequence with common difference 1 for any \( x \).

For a \( d \)-row \( x \), define \( h(x) \) and \( l(x) \) as the minimum and maximum \( y \) such that \( M(x, y) = 1 \), respectively. \( w(M) \), the number of one entries in \( M \), is then \( \sum_x (l(x) - h(x) + 1) \).

Then let’s examine \( l(x) \). If \( l(x) > h(z) \) for some \( z \in A(x) \), then \( M \) contains \( P \). On the other hand, if \( l(x) < \min_{z \in A(x)} h(z) \), setting \( M(x, \min_{z \in A(x)} h(z)) = 1 \) doesn’t make \( M \) contain \( P \). Thus we conclude that \( l(x) = \min(w_d, \min_{z \in A(x)} h(z)) \). Similarly we have \( h(x) = \max(1, \max_{z \in D(x)} l(z)) \).
We're now going to prove the theorem by induction on $d$ and $w_d$ through the following lemmas. Assume the theorem holds with $1, 2, \ldots, d - 1$ ($d \geq 3$) dimensions, and for $(w_1, \ldots, w_{d-1}, 1), (w_1, \ldots, w_{d-1}, 2), \ldots, (w_1, \ldots, w_{d-1}, w_d - 1)$.

**Lemma 3.4.** A matrix $M$ avoiding $P$ is maximal if $l(x) = \min(w_d, \min z \in A(x) h(z))$ and $h(x) = \max(1, \max z \in D(x) l(z))$ for every $d$-row $x$.

*Proof.* Clearly, if there's an one entry in some $d$-row $x$ with $d$-coordinate $y$ bigger than $\min(w_d, \min z \in A(x) l(z))$, then $y$ either goes beyond $w_d$, which is impossible, or $y > l(z)$ for some ancestor $z$ of $x$, and $M$ contains $P$. Similarly we couldn't have any one entry in any $d$-row $x$ with $d$-coordinate less than $\max(1, \max z \in D(x) h(z))$.

We say that a $d$-row $x = (x_1, \ldots, x_d)$ is a semi-ancestor of $d$-row $y = (y_1, \ldots, y_d)$ if $x_i \leq y_i$ for all $i$ in $[1, d - 1]$ and $x_i < y_i$ for some $i$ in $[1, d - 1]$.

**Lemma 3.5.** If the set $\{ x : l(x) = w_d, A(x) \neq \emptyset \} \neq \emptyset$, there are $d$-rows $x$ and $x'$, such that $x = (x_1', 1, \ldots, x_d - 1 + 1)$, $l(x) = w_d > h(x)$, and $x'$ has no other descendant $z$ with $l(z) = w_d$.

*Proof.* In the first stage we find a $d$-row $x$ with $l(x) = w_d > h(x)$ and $A(x) \neq \emptyset$. Starting from any $d$-row $x$ with $l(x) = w_d$, if $h(x) = w_d$, then there is descendant $z$ of $x$ with $l(z) = w_d$. We move from $x$ to $z$ and see if $h(z) < w_d$. We repeat the process until we find a $x''$ with $l(x'') = w_d > h(x'')$, which is guaranteed to have non-empty ancestor set $A(x'')$. Such $x''$ exists because there are only finite number of $d$-rows, and whenever we hit one without descendants, $h(x'') = 1$. We set $x = x''$ and $x' = (x_1 - 1, \ldots, x_{d-1} - 1)$.

In the second stage, if $x'$ has no other descendant $z$ with $l(z) = w_d$ then we're done. If it does, $D(z) \subset D(x)$ so $h(z) \leq h(x) < w_d$, i.e. $z$ qualifies the requirement for $x$ too. Moreover $x$ is a semi-ancestor of $z$, so we reset $x$ to $z$. We repeat this process again and again until $x'$ has no other descendant $z$ with $l(z) = w_d$. This process terminates because in the sequence of $x$ we found, each element is a semi-ancestor of its subsequent element, and this sequence couldn't be infinitely long.

**Lemma 3.6.** If the set $\{ x : l(x) = w_d, A(x) \neq \emptyset \} \neq \emptyset$, we can convert $M$ to another maximal matrix $M'$ that avoids $P$ with the set smaller and yet $w(M) = w(M')$.

*Proof.* We find $d$-rows $x$ and $x'$, such that $x = (x_1', 1, \ldots, x_d - 1 + 1)$, $l(x) = w_d > h(x)$, and $x'$ has no other descendant $z$ with $l(z) = w_d$.

Construct $M'$ identical to $M$ except $l'(x) = w_d - 1$ and $h'(x') = w_d - 1$. $M'$ has fewer $d$-rows in the set $\{ x : l'(x) = w_d, A(x) \neq \emptyset \}$, plus $w(M') = w(M)$.

We now show that $M'$ is still a maximal matrix that avoids $P$. The only changes we made is decreasing $l(x)$ and $h(x')$ by 1. Clearly equation in Lemma 3.4 is not violated by $M'$ because $x'$ is an ancestor of $x$ and $x'$ has no other descendant $z$ with $l(z) = w_d$. So we're done.

**Lemma 3.7.** If $\{ x : l(x) = w_d, A(x) \neq \emptyset \} = \emptyset$, then $w(M) = \prod_{i=1}^{d} w_i - \prod_{i=1}^{d} (w_i - 1)$.

*Proof.* Transform $M$ to $M'$ by removing the $w_d$-th $d$-cross section. Since $l(x) = w_d$, if $A(x) = \emptyset$, then $w(M') = w(M) - \{ x : A(x) = \emptyset \}$. By assumption, $w(M') = w_1 w_2 \ldots w_{d-1} (w_d - 1) - (w_1 - 1) (w_2 - 1) \ldots (w_{d-1} - 1) (w_d - 2)$. $A(x) = \emptyset$ if and only if at least one of the coordinates $x_1, \ldots, x_{d-1}$ is 1. So $\{ x : A(x) = \emptyset \} = w_1 \ldots w_{d-1} - (w_1 - 1) \ldots (w_{d-1} - 1)$. Adding them together, $w(M) = \prod_{i=1}^{d} w_i - \prod_{i=1}^{d} (w_i - 1)$.

$\square$

4
Finally, given any matrix \( M \) that maximally avoids \( P \), if necessary by applying Lemma 3.6 a finite number of times we can convert it to another maximal \( M' \) with the same number of one entries, still avoids \( P \), and with empty \( \{ x : l(x) = w_d, A(x) \neq \emptyset \} \). And then by Lemma 3.7 we have \( w(M) = \prod_{i=1}^{d} w_i - \prod_{i=1}^{d} (w_i - 1) \). This concludes our proof.

4 Open Problems

- Determine the winner of PAG\( (n, P) \) for some other patterns \( P \).
- Are there other patterns \( P \) such that the maximal matrices always have the same number of one entries?
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