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Abstract

We show the existence and the uniqueness of initial traces of nonnegative solutions to a semilinear heat equation on a half space of $\mathbb{R}^N$ under the zero Dirichlet boundary condition. Furthermore, we obtain necessary conditions and sufficient conditions on the initial data for the solvability of the corresponding Cauchy–Dirichlet problem. Our necessary conditions and sufficient conditions are sharp and enable us to find optimal singularities of initial data for the solvability of the Cauchy–Dirichlet problem.
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1 Introduction

Let $T \in (0, \infty]$, $\Omega := \mathbb{R}^{N-1} \times (0, \infty)$ if $N \geq 2$, and $\Omega := (0, \infty)$ if $N = 1$. This paper is concerned with initial traces of nonnegative, measurable, and finite almost everywhere functions in $\Omega \times (0, T)$ solving the problem

$$\begin{cases}
\partial_t u = \Delta u + u^p, & x \in \Omega, \ t \in (0, T),
\quad \\
u(x, t) = 0, & x \in \partial \Omega, \ t \in (0, T),
\end{cases} \tag{E}$$

where $p > 1$, and the solvability of the corresponding Cauchy–Dirichlet problem. Generally, qualitative properties of initial traces of nonnegative solutions for parabolic equations have been studied in the framework of nonnegative Radon measures and they have played important roles in the study of necessary conditions on the solvability for the corresponding initial value problems. On the other hand, in our problem (E), due to the zero Dirichlet boundary condition, initial traces of nonnegative solutions cannot be treated in the framework of nonnegative Radon measures on $\Omega$ and little is known concerning qualitative properties of initial traces. Indeed, in the case of $1 < p < 1 + 2/(N + 1)$, there exists a positive smooth function $v$ solving problem (E) for some $T > 0$ with

$$v(x, 0) = -\partial x^n \delta_N \quad \text{on } \Omega,$$

where $\delta_N$ is the $N$-dimensional Dirac measure concentrated at the origin. (See e.g. [31, 46]. See also Corollary 5.3.) Then the initial condition of the solution $v$ is not a nonnegative Radon measure on $\Omega$.

In this paper, in order to overcome the difficulty due to the zero Dirichlet boundary condition, for any nonnegative, measurable, and finite almost everywhere function $u$ solving problem (E), we propose to consider the initial trace of the function $x^N u(x, t)$, instead of the function $u$ itself. We prove the existence and the uniqueness of the initial trace of the function $x^N u(x, t)$ in nonnegative Radon measures on $\Omega$. Furthermore, we obtain necessary conditions on the initial data for the solvability of the corresponding Cauchy–Dirichlet problem

$$\begin{cases}
\partial_t u = \Delta u + u^p, & x \in \Omega, \ t > 0, \\
u = 0, & x \in \partial \Omega, \ t > 0, \\
x^N u(x, 0) = \mu, & x \in \overline{\Omega}, \tag{P}
\end{cases}$$

where $\mu$ is a nonnegative Radon measure on $\overline{\Omega}$. More precisely,

(O1) for any nonnegative, measurable, and finite almost everywhere function $u$ in $\Omega \times (0, T)$ solving problem (E), we show the existence and the uniqueness of a nonnegative Radon measure $\nu$ on $\mathbb{R}^N$ with $\text{supp } \nu \subset \overline{\Omega}$ satisfying

$$\text{ess lim}_{t \to +0} \int_{\Omega} x^N u(x, t) \phi(x) \, dx = \int_{\Omega} \phi(x) \, d\nu(x) \quad \text{for all } \phi \in C_0(\overline{\Omega});$$

(O2) we formulate a definition of the solution to Cauchy–Dirichlet problem (P) in $\Omega \times (0, T)$, and we show that the initial data $\mu$ coincides with the initial trace of $x^N u(x, t)$;

(O3) we obtain necessary conditions on the initial data for the existence of solutions to problem (P).

In our setting, initial condition (1.1) is regarded as $x^N u(x, 0) = \delta_N$ on $\Omega$. (See also Remark 1.1 and Corollary 5.3) Moreover,
we obtain sufficient conditions for the solvability of problem (P), and find optimal singularities of the initial data for the solvability of problem (P).

Then we see that it is valid to consider the initial trace of \( x_N u(x, t) \), instead of \( u \), and optimal singularities given in (O4) show that our necessary conditions and sufficient conditions for solvability are sharp. In our arguments, the explicit representation of the Dirichlet heat kernel in \( \Omega \times (0, \infty) \) is crucial.

The study of initial traces of nonnegative solutions to parabolic equations is a classical subject and it has been investigated for various parabolic equations, for example, the heat equation (see [3, 49]), the porous medium equation (see [4, 6, 18]), the parabolic \( p \)-Laplace equation (see [11, 12]), the doubly nonlinear parabolic equation (see [24, 28, 51]), the fractional diffusion equation (see [8]), the Finsler heat equation (see [1]), and parabolic equations with nonlinear terms (see e.g. [2, 5, 7, 14, 16, 19, 20, 25, 38–40, 50]). Among others, in [19] the first author and the second author of this paper proved the existence and the uniqueness of initial traces of nonnegative solutions to the semilinear heat equation

\[
\partial_t u = \Delta u + u^p, \quad x \in \mathbb{R}^N, \quad t \in (0, T),
\]

where \( p > 1 \). Furthermore, they studied necessary conditions and sufficient conditions for the solvability of the Cauchy problem

\[
\begin{cases}
\partial_t u = \Delta u + u^p, & x \in \mathbb{R}^N, \quad t > 0, \\
u(x, 0) = \eta, & x \in \mathbb{R}^N,
\end{cases}
\]

where \( \eta \) is a nonnegative Radon measure on \( \mathbb{R}^N \). These necessary conditions and sufficient conditions are sharp and they depend on whether \( 1 < p < p_N, p = p_N, \) or \( p > p_N \). Here and in what follows, \( p_d := 1 + 2/d \) for \( d = 1, 2, \ldots \).

1.1 Problems (E') and (P')

Let \( T \in (0, \infty) \). Let \( u \) be a nonnegative, measurable, and finite almost everywhere function in \( \mathbb{R}^N \times (0, T) \) solving problem (E'), that is, \( u \) satisfies

\[
u(x, t) = \int_{\mathbb{R}^N} \Gamma_N(x - y, t - \tau) u(y, \tau) \, dy + \int_{\tau}^{t} \int_{\mathbb{R}^N} \Gamma_N(x - y, t - s) u(y, s)^p \, dy \, ds
\]

for almost all (a.a.) \( (x, t) \in \mathbb{R}^N \times (0, T) \) and a.a. \( \tau \in (0, T) \) with \( \tau < t \). Here \( \Gamma_N \) is the heat kernel in \( \mathbb{R}^N \times (0, \infty) \) (see (1.3)). It follows from [19, Theorem 1.1] (see also [16, Corollary 3.1]) that there exists a unique nonnegative Radon measure \( \theta \) on \( \mathbb{R}^N \) satisfying

\[
\text{ess lim}_{t \to +0} \int_{\mathbb{R}^N} u(x, t) \phi(x) \, dx = \int_{\mathbb{R}^N} \phi(x) \, d\theta(x)
\]

for all \( \phi \in C_0(\mathbb{R}^N) \). Furthermore,

(F1) there exists \( \gamma_1 = \gamma_1(N, p) > 0 \) such that

\[
\sup_{x \in \mathbb{R}^N} \theta(B(x, \sigma)) \leq \gamma_1 \sigma^{N - \frac{2}{p - 1}} \quad \text{for all } \sigma \in (0, \sqrt{T}).
\]

(1.2)
Here \( B(x, \sigma) := \{ y \in \mathbb{R}^N : |x - y| < \sigma \} \) for \( x \in \mathbb{R}^N \) and \( \sigma > 0 \). In the case of \( 1 < p \leq p_N \), inequality (1.2) is equivalent to
\[
\sup_{x \in \mathbb{R}^N} \theta(B(x, \sqrt{T})) \leq \gamma_1 T^{N^{p-1}} \sigma^{-1}.
\]
In addition, if \( p = p_N \), then
\[(F2) \text{ there exists } \gamma_2 = \gamma_2(N) > 0 \text{ such that } \sup_{x \in \mathbb{R}^N} \theta(B(x, \sigma)) \leq \gamma_2 \left[ \log \left( e + \frac{\sqrt{T}}{\sigma} \right) \right]^{-\frac{N}{p}} \text{ for all } \sigma \in (0, \sqrt{T}).\]

See also [2, 5] for properties (F1) and (F2).

On the other hand, let \( u \) be a nonnegative solution to problem \((P')\) in \( \mathbb{R}^N \times (0, T) \), that is, \( u \) satisfies
\[
u(x, t) = \int_{\mathbb{R}^N} \Gamma_N(x - y, t) \, d\eta(y) + \int_0^t \int_{\mathbb{R}^N} \Gamma_N(x - y, t - s)u(y, s)^p \, dy \, ds
\]
for a.a. \((x, t) \in \mathbb{R}^N \times (0, T)\). Then the initial data \( \eta \) of the solution \( u \) coincides with the initial trace of the solution \( u \) (see [19, Theorem 1.2]) and it must satisfy properties (F1) and (F2) with \( \theta \) replaced by \( \eta \).

Sufficient conditions on the initial data \( \eta \) for the solvability of problem \((P')\) have been studied in many papers (see e.g. [9, 16, 17, 25, 30, 31, 32, 44, 45, 48]), and we have the following results.

(F3) Let \( 1 < p < p_N \). Then there exists \( \gamma_3 = \gamma_3(N, p) > 0 \) such that, if
\[
\sup_{x \in \mathbb{R}^N} \eta(B(x, \sqrt{T})) \leq \gamma_3 T^{N^{p-1}} \sigma^{-1}
\]
for some \( T > 0 \), then problem \((P')\) possesses a solution in \( \mathbb{R}^N \times (0, T) \). (See e.g. [19, Theorem 1.3].)

(F4) Let \( p \geq p_N \). Assume that
\[
0 \leq \eta(x) \leq \begin{cases} \gamma |x|^{-\frac{N}{p}} \left[ \log \left( e + \frac{1}{|x|} \right) \right]^{-\frac{N}{2}-1} & \text{if } p = p_N, \\ \gamma |x|^{-\frac{2}{p-1}} & \text{if } p > p_N, \end{cases}
\]
for some \( \gamma > 0 \). Then there exists \( \gamma_4 = \gamma_4(N, p) > 0 \) such that problem \((P')\) possesses a local-in-time solution if \( \gamma \leq \gamma_4 \). (See [19, Corollary 1.2].)

The results in (F3) and (F4) show the optimality of necessary conditions given in (F1) and (F2). Furthermore, the results in (F1), (F2), and (F4) imply that the strength of the singularity at the origin of the functions
\[
\eta(x) = \begin{cases} |x|^{-\frac{2}{p-1}} & \text{if } p > p_N, \\ |x|^{-\frac{N}{p}} \log |x|^{-\frac{N}{2}-1} & \text{if } p = p_N, \end{cases}
\]
is the critical threshold for the solvability of problem \( P' \). We term such a singularity in the initial data an \textit{optimal singularity} of initial data for the solvability of problem \( P' \). Recently, optimal singularities of initial data for the solvability were studied extensively for various non-linear parabolic problems (see e.g. \cite{14, 15, 20, 23, 27, 29, 30}). However, these are not available to our problem \( P' \) due to the zero Dirichlet boundary condition. In this paper we achieve our objectives \((O1)-(O4)\), and then we find optimal singularities of the initial data for the solvability of problem \( P \), which are more complicated than those of problem \( P' \) and have the following three threshold cases:

\[
\begin{align*}
(i) & \quad p = p_{N+1}; \\
(ii) & \quad p = p_N; \\
(iii) & \quad p = 2.
\end{align*}
\]

See Section 5.3.

1.2 Notation and definition of solutions

We introduce some notation. As already said, unless otherwise stated, we set \( \Omega := \mathbb{R}^{N-1} \times (0, \infty) \) if \( N \geq 2 \) and \( \Omega := (0, \infty) \) if \( N = 1 \). We often identify \( \partial \Omega = \mathbb{R}^{N-1} \) if \( N \geq 2 \) and \( \partial \Omega = \{0\} \) if \( N = 1 \). For any \( x = (x', x_N) \in \overline{\Omega}, r > 0, \) and \( L > 0, \) let

\[
\begin{align*}
B_\Omega(x, r) := B(x, r) \cap \overline{\Omega}, & \quad B'(x', r) := \{y' \in \mathbb{R}^{N-1} : |x' - y'| < r\} \subset \partial \Omega, \\
\Omega_L := \{(x', x_N) \in \Omega : x_N \geq L\}.
\end{align*}
\]

We denote by \( \mathcal{M} \) the set of nonnegative Radon measures on \( \overline{\Omega} \), that is, \( \text{supp} \mu \subset \overline{\Omega} \) for \( \mu \in \mathcal{M} \). For any \( L^1_{\text{loc}}(\overline{\Omega}) \)-function \( \mu \), we often identify \( d\mu = \mu(x) dx \) in \( \mathcal{M} \). For any \( T \in (0, \infty] \), we set \( Q_T := \Omega \times (0, T) \). We denote by \( \mathcal{L}(Q_T) \) the set of nonnegative, measurable, and finite almost everywhere functions in \( Q_T \).

For any \( d = 1, 2, \ldots \), let \( \Gamma_d \) be the heat kernel in \( \mathbb{R}^d \times (0, \infty) \), that is,

\[
\Gamma_d(x, t) := (4\pi t)^{-\frac{d}{2}} \exp\left(\frac{-|x|^2}{4t}\right) \quad \text{for} \quad (x, t) \in \mathbb{R}^d \times (0, \infty). \tag{1.3}
\]

Let \( G \) be the Dirichlet heat kernel in \( Q_\infty \), that is,

\[
G(x, y, t) := \begin{cases} 
G(x, y, t) = G(y, x, t) & \text{if} \quad (x, y, t) \in \overline{\Omega} \times \overline{\Omega} \times (0, \infty), \\
G(x, y, t) > 0 & \text{if} \quad (x, y, t) \in \Omega \times \Omega \times (0, \infty), \\
G(x, y, t) = 0 & \text{if} \quad (x, y, t) \in \partial \Omega \times \overline{\Omega} \times (0, \infty).
\end{cases}
\]

Furthermore,

\[
\lim_{y_N \to +0} y_N^{-1} G(x, y', y_N, t) = (\partial_{y_N} G)(x, y', 0, t)
\]

\[
= -2\Gamma_{N-1}(x' - y', t) \partial_{x_N} \Gamma_1(x_N, t) = \frac{x_N}{t} \Gamma_N(x' - y', x_N, t)
\]

for \( x = (x', x_N) \in \overline{\Omega}, y' \in \mathbb{R}^{N-1}, \) and \( t > 0 \). Define

\[
K(x, y, t) := \begin{cases} 
y_N^{-1} G(x, y, t) & \text{if} \quad y_N > 0, \\
(\partial_{y_N} G)(x, y, t) & \text{if} \quad y_N = 0,
\end{cases}
\]

\[
\tag{1.6}
\]
for $x \in \overline{\Omega}$, $y = (y', y_N) \in \overline{\Omega}$, and $t > 0$. Then $K \in C(\overline{\Omega} \times \overline{\Omega} \times (0, \infty))$ and

$$
\begin{cases}
K(x, y, t) > 0 & \text{if } (x, y, t) \in \Omega \times \overline{\Omega} \times (0, \infty), \\
K(x, y, t) = 0 & \text{if } (x, y, t) \in \partial \Omega \times \overline{\Omega} \times (0, \infty).
\end{cases}
$$

We formulate definitions of solutions to problems (E) and (P).

**Definition 1.1** Let $p > 1$ and $T \in (0, \infty]$.

(i) We say that a function $u \in \mathcal{L}(Q_T)$ solves problem (E) in $Q_T$ if $u$ satisfies

$$
\begin{aligned}
&u(x, t) = \int_{\Omega} G(x, y, t - \tau) u(y, \tau) \, dy + \int_{\tau}^{t} \int_{\Omega} G(x, y, t - s) u(y, s)^p \, dy \, ds \\
&\quad \text{for a.a. } (x, t) \in Q_T \text{ and a.a. } \tau \in (0, T) \text{ with } \tau < t.
\end{aligned}
$$

(ii) Let $\mu \in \mathcal{M}$. We say that a function $u \in \mathcal{L}(Q_T)$ is a solution to problem (P) in $Q_T$ if $u$ satisfies

$$
\begin{aligned}
&u(x, t) = \int_{\Omega} K(x, y, t) \, d\mu(y) + \int_{0}^{t} \int_{\Omega} G(x, y, t - s) u(y, s)^p \, dy \, ds \\
&\quad \text{for a.a. } (x, t) \in Q_T. \text{ If } u \in \mathcal{L}(Q_T) \text{ satisfies (1.8) with } \"=\" \text{ replaced by } \"\geq\", \text{ then we say that } u \text{ is a supersolution to problem (P) in } Q_T.
\end{aligned}
$$

**Remark 1.1** Let $\mu \in \mathcal{M}$. Set $\eta := \frac{1}{x_N} \mu$, which is a nonnegative Borel regular measure in $\Omega$. Let $u \in \mathcal{L}(Q_T)$ be a solution to problem (P) in $Q_T$, where $T > 0$. It follows from Definition 1.1 (ii) that

$$
\begin{aligned}
&u(x, t) = \int_{\Omega} G(x, y, t) \, d\eta(y) + \int_{\partial \Omega} (\partial_{y_N} G)(x, y, t) \, d\mu|_{\partial \Omega}(y') + \int_{0}^{t} \int_{\Omega} G(x, y, t - s) u(y, s)^p \, dy \, ds \\
&\quad \text{for a.a. } (x, t) \in Q_T. \text{ Then the solution } u \text{ can be regarded as a solution to problem (E) with the initial data}
\end{aligned}
$$

$$
\begin{aligned}
&u(x, 0) = \eta - \mu|_{\partial \Omega} \otimes \delta_1' \quad \text{on } \overline{\Omega},
\end{aligned}
$$

where $\delta_1'$ is the distributional derivative of the 1-dimensional Dirac measure concentrated at the origin. Similarly, the solution $u$ can also be regarded as a solution to problem (E) with

$$
\begin{cases}
&u(x, 0) = \eta \quad \text{in } \Omega \quad \text{(the initial data)};
\end{cases}
$$

$$
\begin{cases}
&u(x, t) = \mu|_{\partial \Omega} \otimes \delta_1 \quad \text{on } \partial \Omega \times [0, T) \quad \text{(the lateral boundary condition)}.
\end{cases}
$$

### 1.3 Main results

We state our main results on initial traces of solutions to problem (E) and necessary conditions for the solvability of problem (P). For our results on sufficient conditions and optimal singularities of the initial data, see Section 5.

Theorem 1.1 is concerned with the existence and the uniqueness of initial trace of $x_N u(x, t)$ in $\mathcal{M}$.

**Theorem 1.1** Let $N \geq 1$, $p > 1$, and $T > 0$. 
(i) If \( u \in \mathcal{L}(Q_T) \) solves problem (E), then there exists a unique \( \nu \in \mathcal{M} \) such that

\[
\lim_{t \to +0} \int_{\Omega} y_N u(y,t) \phi(y) \, dy = \int_{\Omega} \phi(y) \, d\nu(y)
\]

for all \( \phi \in C_0(\mathbb{R}^N) \). Furthermore, \( u \) is a solution to problem (P) with \( \mu = \nu \) in \( Q_T \).

(ii) Let \( \mu \in \mathcal{M} \). If \( u \in \mathcal{L}(Q_T) \) is a solution to problem (P) in \( Q_T \), then \( u \) solves problem (E) in \( Q_T \) and it satisfies (1.1) with \( \nu = \mu \).

In Theorem 1.2 we obtain necessary conditions for the existence of local-in-time supersolutions to problem (P).

**Theorem 1.2** Let \( N \geq 1, p > 1, T > 0, \) and \( \mu \in \mathcal{M} \). Let \( u \in \mathcal{L}(Q_T) \) be a supersolution to problem (P) in \( Q_T \). There exists \( \gamma_1 = \gamma_1(N,p) > 0 \) such that

\[
\mu(B_\Omega(z,\sigma)) \leq \gamma_1 \sigma^{-\frac{2}{p-1}} \int_{B_\Omega(z,\sigma)} y_N \, dy
\]

for all \( z \in \overline{\Omega} \) and \( \sigma \in (0,\sqrt{T}) \). In addition,

(i) if \( p = p_N \), then there exists \( \gamma_2 = \gamma_2(N) > 0 \) such that

\[
z_N^{-1} \mu(B_\Omega(z,\sigma)) \leq \gamma_2 \left[ \log \left( e + \frac{\sqrt{T}}{\sigma} \right) \right]^{-\frac{N}{2}}
\]

for all \( z = (z',z_N) \in \Omega_{3\sigma} \) and \( \sigma \in (0,\sqrt{T}) \);

(ii) if \( p = p_{N+1} \), then there exists \( \gamma_3 = \gamma_3(N) > 0 \) such that

\[
\mu(B_\Omega(z,\sigma)) \leq \gamma_3 \left[ \log \left( e + \frac{\sqrt{T}}{\sigma} \right) \right]^{-\frac{N+1}{2}}
\]

for all \( z \in \partial\Omega \) and \( \sigma \in (0,\sqrt{T}) \);

(iii) if \( p \geq 2 \), then \( \mu(\partial\Omega) = 0 \).

**Remark 1.2** Assertion (iii) with \( p > 2 \) follows from (1.10). Indeed, by (1.10), applying covering theorems (see e.g. [13, Section 1.5]), we have

\[
\mu(B'(x',\sqrt{T}) \times [0,\sigma)) \leq C\sigma^{-\frac{N-1}{p-1}} \int_{B'(x',\sqrt{T}+\sigma) \times [0,2\sigma)} y_N \, dy \leq CT^{\frac{N-1}{2}} \sigma^{-\frac{N-1}{p-1}}
\]

for all \( x' \in \partial\Omega \) and \( \sigma \in (0,\sqrt{T}) \). Then \( \mu(B'(x',\sqrt{T}) \times \{0\}) = 0 \) for all \( x' \in \partial\Omega \), that is, \( \mu(\partial\Omega) = 0 \).

As a corollary of Theorems 1.1 and 1.2 we have:

**Corollary 1.1** Let \( p \geq 2 \) and \( T > 0 \). Let \( u \in \mathcal{L}(Q_T) \) solve problem (E) in \( Q_T \). Then there exists a unique \( \nu \in \mathcal{M} \) such that \( u \) is a solution to problem (P) with \( \mu = \nu \) in \( Q_T \) and \( \nu(\partial\Omega) = 0 \), that is, \( u \) satisfies

\[
u(x,t) = \int_{\Omega} G(x,y,t)y_N^{-1} \, d\nu(y) + \int_{0}^{t} \int_{\Omega} G(x,y,t-s)u(y,s)^p \, dy \, ds \quad \text{for a.a.} \ (x,t) \in Q_T.
\]
Furthermore, as an application of Theorem 1.2, we obtain the following result on the blow-up rate of solutions to problem (P).

**Corollary 1.2** Let \( p > 1 \) and \( T > 0 \). Let \( u \in \mathcal{L}(Q_T) \) solve problem (E) in \( Q_T \).

(i) There exists \( C_1 = C_1(N,p) > 0 \) such that

\[
\int_{B(x,\sqrt{T-t})} u(y,t) \, dy \leq C_1(T-t)^{\frac{N}{p-1}}
\]

for all \( x = (x',x_N) \in \Omega \) with \( x_N \geq \sqrt{T-t} \) and a.a. \( t \in (0,T) \).

(ii) There exists \( C_2 = C_2(N,p) > 0 \) such that

\[
\int_{B_{\Omega}(x,\sqrt{T-t})} y_N u(y,t) \, dy \leq C_2(T-t)^{\frac{N+1}{p-1}}
\]

for all \( x \in \partial \Omega \) and a.a. \( t \in (0,T) \).

See e.g. [43, Section 23] for further information on blow-up rates of solutions.

We explain the outline of the proofs of Theorems 1.1 and 1.2. For the proof of Theorem 1.2, we prepare some lower estimates of the Dirichlet heat kernel \( G \) (see Lemmas 3.1 and 3.2). Then, applying the arguments in the proofs of [19, Theorem 1.1] and [16, Theorem 3.1], we obtain inequalities (1.10) and (1.11) for balls having a positive distance from the boundary \( \partial \Omega \) (see Proposition 3.1). Furthermore, combining lower estimates of \( G \) and a covering lemma, we prove inequalities (1.10) and (1.11). In addition, we prove inequality (1.12) by using some decay estimates of the integral kernels \( G \) and \( K \) near the boundary \( \partial \Omega \). Next, we show that the existence of solution \( u \) to problem (P) in \( Q_T \) implies that the function

\[
U(x_N,t) := \int_{\mathbb{R}^{N-1}} \Gamma_{N-1}(x',T) u(x+z,t) \, dx'
\]

is a supersolution to problem (P) with \( N = 1 \). Then, by Theorem 1.2 (ii) and (1.10), we prove that \( \mu(\partial \Omega) = 0 \) if \( p \geq 2 \), and complete the proof of Theorem 1.2.

Theorem 1.1 is proved by Theorem 1.2. For any function \( u \in \mathcal{L}(Q_T) \) solving problem (E) in \( Q_T \), by Theorem 1.2 we obtain uniform local estimates of \( x_N u(x,t) \), and prove the existence and the uniqueness of the initial trace of \( x_N u(x,t) \). Then we modify the arguments in the proof of [19, Theorem 1.2] to prove Theorem 1.1. Inequality (1.10) and the Besicovitch covering lemma are used effectively in the proof of Theorem 1.1.

The rest of this paper is organized as follows. In Section 2 we prepare some preliminary lemmas. In Sections 3 and 4 we prove Theorems 1.2 and 1.1 respectively. The proofs of Corollaries 1.1 and 1.2 are also given in Section 4. In Section 5 we modify the arguments in [19,44] to obtain sufficient conditions for the solvability of problem (P). Furthermore, we combine our necessary conditions and sufficient conditions to find optimal singularities of the initial data for the solvability of problem (P).

## 2 Preliminaries

In what follows we will use \( C \) to denote generic positive constants. The letter \( C \) may take different values within a calculation. We first prove the following covering lemma.
Lemma 2.1 Let $N \geq 1$ and $\delta \in (0, 1)$. Then there exists $m \in \{1, 2, \ldots\}$ with the following properties.

(i) For any $z \in \mathbb{R}^N$ and $r > 0$, there exists $\{z_i\}_{i=1}^m \subset \mathbb{R}^N$ such that

$$B(z, r) \subset \bigcup_{i=1}^m B(z_i, \delta r).$$

(ii) For any $z \in \mathbb{R}^N$ and $r > 0$, there exists $\{z_{i}^{'}\}_{i=1}^m \subset B_{\Omega}(z, 2r)$ such that

$$B_{\Omega}(z, r) \subset \bigcup_{i=1}^m B_{\Omega}(z_{i}', \delta r).$$

Proof. Let $\delta \in (0, 1)$, $r > 0$, and $z \in \mathbb{R}^N$. We find $m \in \{1, 2, \ldots\}$ and $\{z_i\}_{i=1}^m \subset B(0, 1)$ such that $B(0, 1) \subset \bigcup_{i=1}^m B(z_i, \delta)$, so that

$$B(z, r) \subset \bigcup_{i=1}^m B(z + rz_i, \delta r),$$

which implies assertion (i). Similarly, by (2.1) we find $m' \in \{1, 2, \ldots\}$ and $\{z_{i}'\}_{i=1}^{m'} \subset B_{\Omega}(0, 1)$ such that $B_{\Omega}(0, 1) \subset \bigcup_{i=1}^{m'} B_{\Omega}(z_{i}', \delta/2)$, so that

$$B_{\Omega}(z, r) \subset \bigcup_{i=1}^{m'} B_{\Omega}(z + rz_{i}', \delta r/2).$$

Set $\bar{z}_i := z + rz_i$ if $z + rz_i \in \Omega$ and $\bar{z}_i := (z' + rz_{i}', 0)$ if $z + rz_i \notin \Omega$. Then

$$\bar{z}_i \in B_{\Omega}(z, 2r), \quad B_{\Omega}(z + rz_i, \delta r/2) \subset B_{\Omega}(\bar{z}_i, \delta r) \quad \text{if} \quad B_{\Omega}(z + rz_i, \delta r/2) \neq \emptyset.$$

This together with (2.2) implies that

$$B_{\Omega}(z, r) \subset \bigcup_{i=1}^{m'} B_{\Omega}(\bar{z}_i, \delta r).$$

Then assertion (ii) follows, and the proof is complete. $\square$

Next, we state two lemmas on the integral kernels $\Gamma_d$, $G$, and $K$.

Lemma 2.2 (i) There exists $C_1 > 0$ such that

$$\int_{\mathbb{R}^N} \Gamma_N(x - y, t) \, d\mu(y) \leq C_1 t^{-\frac{N}{2}} \sup_{z \in \mathbb{R}^N} \mu(B(z, \sqrt{t}))$$

for all nonnegative Radon measure $\mu$ on $\mathbb{R}^N$ and $(x, t) \in \mathbb{R}^N \times (0, \infty)$.

(ii) There exists $C_2 > 0$ such that

$$K(x, y, t) \leq C_2 \frac{x_N}{(x_N + \sqrt{t})(y_N + \sqrt{t})} \Gamma_N(x - y, 2t)$$

for all $(x, y, t) \in \Omega \times \Omega \times (0, \infty)$. Furthermore, there exists $C_3 > 0$ such that

$$\int_{\Omega} K(x, y, t) \, d\mu(y) \leq C_3 t^{-\frac{N}{2}} \sup_{z \in \Omega} \int_{B_{\Omega}(z, \sqrt{t})} \frac{d\mu(y)}{y_N + \sqrt{t}}$$

(2.4)

for all $\mu \in \mathcal{M}$ and $(x, t) \in Q_\infty$.  9
Furthermore, we have for all $x, a$ for all $y$ which implies (2.5). On the other hand, since

$$G(x, y, t) = \Gamma_N(x - y, t) \left( 1 - \exp \left( -\frac{xy}{N} \right) \right) \leq \Gamma_N(x - y, t) \frac{4xN}{yN} \left( 1 + \frac{y}{\sqrt{t}} \right)$$

$$= (4\pi t)^{-\frac{N}{2}} e^{-\frac{|x' - y'|^2}{4t}} e^{-\frac{|x - yN|^2}{8t}} \left( 1 + \frac{|x - yN|}{\sqrt{t}} \right) e^{-\frac{yN}{2}\pi}$$

$$\leq C \frac{xN}{xN + \sqrt{t} yN + \sqrt{t}} \Gamma_N(x - y, 2t)$$

for all $x = (x', xN), y = (y', yN) \in \Omega$, and $t > 0$. This together with (1.5) and (1.6) implies (2.3). Furthermore, we have

$$\int_{\Omega} K(x, y, t) d\mu(y) \leq C \int_{\Omega} \Gamma_N(x - y, 2t) \frac{d\mu(y)}{yN + \sqrt{t}} \quad \text{for } (x, t) \in Q_\infty,$$

which together with Lemma 2.1 and assertion (i) implies (2.4). Thus Lemma 2.2 follows. \qed

**Lemma 2.3** The integral kernels $K$ and $G$ satisfy

$$\int_{\Omega} K(x, y, t) dx = (\pi t)^{-\frac{1}{2}} \quad \text{for } (y, t) \in \partial \Omega \times (0, \infty), \quad (2.5)$$

$$\int_{\Omega} G(z, y, s) K(x, y, t) dx = K(z, y, t + s) \quad \text{for } (z, y, t, s) \in \Omega \times \overline{\Omega} \times (0, \infty)^2. \quad (2.6)$$

**Proof.** Let $y = (y', 0) \in \partial \Omega$. It follows from (1.5) that

$$\int_{\Omega} K(x, y, t) dx = \int_{\mathbb{R}^{N-1}} \Gamma_{N-1}(x' - y', t) dx' \int_0^\infty (4\pi t)^{-\frac{1}{2}} \frac{xN}{t} \exp \left( -\frac{x^2}{4t} \right) dx_N = (\pi t)^{-\frac{1}{2}},$$

which implies (2.5). On the other hand, since

$$\int_0^\infty \left[ \Gamma_1(xN - yN, t) - \Gamma_1(xN + yN, t) \right] (\partial_{yN} \Gamma_1)(yN, s) dyN$$

$$= -\int_0^\infty \partial_{yN} \left[ \Gamma_1(xN - yN, t) - \Gamma_1(xN + yN, t) \right] \cdot \Gamma_1(yN, s) dyN$$

$$= \partial_{xN} \int_0^\infty \left[ \Gamma_1(xN - yN, t) + \Gamma_1(xN + yN, t) \right] \Gamma_1(yN, s) dyN$$

$$= \partial_{xN} \int_{-\infty}^\infty \Gamma_1(xN - yN, t) \Gamma_1(yN, s) dyN = (\partial_{xN} \Gamma_1)(xN, t + s)$$
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for \( x_N \in (0, \infty) \) and \( t, s \in (0, \infty) \), by (1.1) and (1.5) we have
\[
\int_\Omega G(z, x, s)K(x, y, t)dx = -2 \int_{R^{N-1}} \Gamma_{N-1}(z', x') \Gamma_{N-1}(x', y') \, dx' \\
\times \int_0^\infty [\Gamma_1(z_N - x_N, s) - \Gamma_1(z_N + x_N, s)](\partial_{x_N} \Gamma_1)(x_N, t) \, dx_N
\]
\[
= -2\Gamma_{N-1}(z' - y', t + s)(\partial_{x_N} \Gamma_1)(z_N, t + s)
\]
\[
= \frac{z_N}{t + s} \Gamma_{N-1}(z' - y', t + s) \Gamma_1(z_N, t + s) = \frac{z_N}{t + s} \Gamma_N(z - y, t + s) = K(z, y, t + s)
\]
for \( z \in \Omega \) and \( t, s \in (0, \infty) \). Thus relation (2.6) holds for \( y \in \partial \Omega \). In the case of \( y = (y', y_N) \in \Omega \), we have
\[
\int_\Omega G(z, x, s)K(x, y, t)dx = y_N^{-1} \int_\Omega G(z, x, s)G(x, y, t)dx = y_N^{-1}G(z, y, t + s) = K(z, y, t + s)
\]
for \( z \in \Omega \) and \( t, s \in (0, \infty) \). Thus relation (2.6) holds for \( y \in \Omega \), and the proof is complete. \( \square \)

Next, we state preliminary lemmas on solutions to problem (P). Lemmas 2.4 and 2.5 follow from the nonnegativity of the integral kernels \( G \) and \( K \).

**Lemma 2.4** Let \( u \in \mathcal{L}(Q_T) \) be a solution to problem (P) in \( Q_T \), where \( T > 0 \). Then, for a.a. \( \tau \in (0, T) \), the function \( u_\tau(x, t) := u(x, t + \tau) \) is a solution to problem (P) with \( \mu = x_Nu(x, \tau) \) in \( Q_{T-\tau} \). Furthermore, for a.a. \( \tau \in (0, T) \),
\[
\int_\Omega G(x, y, t)u(y, \tau) \, dy < \infty \quad \text{for a.a.} \ (x, t) \in Q_{T-\tau}.
\]

**Proof.** It follows from Definition (1.1), (2.6), and Fubini’s theorem that
\[
\int_\Omega G(x, y, t)u(y, \tau) \, dy + \int_t^T \int_\Omega G(x, y, t - s)u(y, s + \tau) \, dy \, ds
\]
\[
= \int_\Omega \int_\Omega G(x, y, t)K(y, z, \tau) \, dy \, dz + \int_0^{T-\tau} \int_\Omega \int_\Omega G(x, y, t)G(y, z, \tau - s)u(z, s) \, dz \, dy \, ds
\]
\[
+ \int_\tau^{T+\tau} \int_\Omega ^\Omega G(x, y, t + \tau - s)u(y, s) \, dy \, ds
\]
\[
= \int_\Omega K(x, z, t + \tau) \, dz + \int_0^{T+\tau} \int_\Omega G(x, z, t + \tau - s)u(z, s) \, dz \, ds = u(x, t + \tau) < \infty
\]
for a.a. \((x, t) \in Q_{T-\tau}\) and a.a. \( \tau \in (0, T) \). Then Lemma 2.4 follows. \( \square \)

**Lemma 2.5** Assume that there exists a supersolution \( v \) to problem (P) in \( Q_T \). Then problem (P) possesses a solution \( u \) to problem (P) in \( Q_T \) such that \( u \leq v \) in \( Q_T \).

**Proof.** By the same argument as in the proof of [19] Lemma 2.2] we find a solution \( u \in \mathcal{L}(Q_T) \) satisfying \( u(x, t) \leq v(x, t) \) for a.a. \((x, t) \in Q_T \). Thus Lemma 2.5 follows. \( \square \)

At the end of this section we prepare a lemma on an integral inequality. The idea of using this kind of lemma is due to [34]. (See also the proof of [16] Theorem 3.1.)
Lemma 2.6 Let $\zeta$ be a nonnegative measurable function in $(0, T)$, where $T > 0$. Assume that
\[ \infty > \zeta(t) \geq c_1 + c_2 \int_{t_*}^t s^{-\alpha} \zeta(s)^\beta \, ds \quad \text{for a.a. } t \in (t_*, T), \tag{2.7} \]
where $c_1, c_2 > 0$, $\alpha \geq 0$, $\beta > 1$, and $t_* \in (0, T/2)$. Then there exists $C = C(\alpha, \beta) > 0$ such that
\[ c_1 \leq C c_2^{\frac{1}{\beta-1}} t_*^{\frac{\alpha-1}{\beta-1}}. \tag{2.8} \]
In addition, if $\alpha = 1$, then
\[ c_1 \leq (c_2(\beta - 1))^{-\frac{1}{\beta-1}} \left[ \log \frac{T}{2t_*} \right]^{-\frac{1}{\beta-1}}. \tag{2.9} \]

Proof. Let $\eta$ be a solution to the initial value problem $\eta'(t) = c_2 t^{-\alpha} \eta(t)^\beta$ with $\eta(t_*) = c_1$. We observe from (2.7) that $\eta$ exists in $[t_*, T)$. Since $t_* < T/2$, we see that
\[ \int_{\eta(t_*)}^\infty \xi^{-\beta} \, d\xi \geq \int_{\eta(t_*)}^{\eta(2t_*)} \xi^{-\beta} \, d\xi = c_2 \int_{t_*}^{2t_*} s^{-\alpha} \, ds \geq C c_2 t_*^{-\alpha+1}, \]
so that
\[ \frac{1}{\beta-1} c_1^{-\beta+1} \geq C c_2 t_*^{-\alpha+1}. \]
This implies (2.8). Furthermore, if $\alpha = 1$, then
\[ \frac{1}{\beta-1} c_1^{-\beta+1} \geq \int_{\eta(t_*)}^\infty \xi^{-\beta} \, d\xi \geq \int_{\eta(t_*)}^{\eta(T/2)} \xi^{-\beta} \, d\xi = c_2 \int_{t_*}^{T/2} s^{-1} \, ds \geq c_2 \log \frac{T}{2t_*}, \]
so that (2.9) holds. Thus Lemma 2.6 follows. \[ \square \]

3 Proof of Theorem 1.2

In this section we study necessary conditions for the solvability of problem (P), and prove Theorem 1.2. We first modify the arguments in [19] to prove the following proposition.

Proposition 3.1 Assume that there exists a supersolution to problem (P) in $Q_T$, where $T > 0$. Then there exists $C_1 > 0$ such that
\[ z_{N}^{-1} \mu(B(z, \sigma)) \leq C_1 \sigma^{\frac{2}{p-1}} \tag{3.1} \]
for all $z = (z', z_N) \in \Omega_{\sqrt{T}}$ and $\sigma \in (0, \sqrt{T}/16)$. Furthermore, if $p = p_N$, there exists $C_2 > 0$ such that
\[ z_{N}^{-1} \mu(B(z, \sigma)) \leq C_2 \left[ \log \left( \frac{e + \sqrt{T}}{\sigma} \right) \right]^{-\frac{N}{2}} \tag{3.2} \]
for all $z = (z', z_N) \in \Omega_{\sqrt{T}}$ and $\sigma \in (0, \sqrt{T}/16)$.

In order to prove Proposition 3.1 we prepare the following two lemmas on integral kernels.
Lemma 3.1 For any $\rho \in (0, 1)$, there exists $C > 0$ such that
\[
\int_{B(z,\sigma)} K(z, y, \sigma^2) \, d\mu(y) \geq C \sigma^{-N} z^{-1}_N \mu(B(z, \sigma))
\]
for all $\mu \in \mathcal{M}$, $z \in \Omega_{\sqrt{T}}$, $\sigma \in (0, \rho \sqrt{T})$, and $T > 0$.

**Proof.** Let $\rho \in (0, 1)$, $\sigma \in (0, \rho \sqrt{T})$, $z = (z', z_N) \in \Omega_{\sqrt{T}}$, and $y = (y', y_N) \in B(z, \sigma)$. Since $z_N y_N \geq \sqrt{T} (z_N - \sigma) \geq (1 - \rho)T$, by (1.31) and (1.30) we have
\[
K(z, y, \sigma^2) = y_N^{-1} G(z, y, \sigma^2) = y_N^{-1} \Gamma_N(z - y, \sigma^2) \left( 1 - \exp \left( -\frac{z_N y_N}{\sigma^2} \right) \right)
\]
\[
\geq C z_N^{-1} \Gamma_N(z - y, \sigma^2) \left( 1 - \exp \left( -\frac{1 - \rho}{\rho^2} \right) \right) \geq C z_N^{-1} \Gamma_N(z - y, \sigma^2).
\]
This implies the desired inequality. The proof is complete. $\square$

**Lemma 3.2** (i) Let $d = 1, 2, \ldots$. Then
\[
\Gamma_d(x, 2t - s) \geq \left( \frac{s}{2t} \right)^\frac{d}{2} \Gamma_d(x, s)
\]
for all $x \in \mathbb{R}^d$ and $t, s > 0$ with $s < t$.

(ii) There exists $C > 0$ such that
\[
G(z, y, 2t - s) \geq C \left( \frac{s}{2t} \right)^\frac{N}{2} G(z, y, s)
\]
for all $z \in \Omega_{\sqrt{T}}$, $y \in \Omega$, $s, t \in (0, T/32)$ with $s < t$, and $T > 0$.

**Proof.** We first prove assertion (i). Let $0 < s < t$. It follows that
\[
\Gamma_d(x, 2t - s) = (4\pi s)^{-\frac{d}{2}} \left( \frac{s}{2t - s} \right)^\frac{d}{2} \exp \left( -\frac{|x|^2}{4(2t - s)} \right)
\]
\[
\geq (4\pi s)^{-\frac{d}{2}} \left( \frac{s}{2t} \right)^\frac{d}{2} \exp \left( -\frac{|x|^2}{4s} \right) = \left( \frac{s}{2t} \right)^\frac{d}{2} \Gamma_d(x, s)
\]
for all $x \in \mathbb{R}^d$. This implies assertion (i).

Next, we prove assertion (ii). Let $z \in \Omega_{\sqrt{T}}$, $y \in \Omega$, $s, t \in (0, T/32)$ with $s < t$, and $\sigma > 0$. If $y_N \geq z_N/2$, then, by (1.4) and assertion (i) we have
\[
G(z, y, 2t - s) = \Gamma_N(z - y, 2t - s) \left( 1 - \exp \left( -\frac{z_N y_N}{2t - s} \right) \right)
\]
\[
\geq \left( \frac{s}{2t} \right)^\frac{N}{2} \Gamma_N(z - y, s) \left( 1 - \exp \left( -\frac{z_N^2}{4t} \right) \right)
\]
\[
\geq C \left( \frac{s}{2t} \right)^\frac{N}{2} \Gamma_N(z - y, s) \geq C \left( \frac{s}{2t} \right)^\frac{N}{2} G(z, y, s).
\]
This implies assertion (ii) in the case of $y_N \geq z_N/2$.

Consider the case of $y_N < z_N/2$. Set
\[
f(\tau) := (4\pi \tau)^{\frac{d}{2}} \left[ \Gamma_1(z_N - y_N, \tau) - \Gamma_1(z_N + y_N, \tau) \right] \quad \text{for } \tau \in (0, 2t).
\]
Then
\[
f'(\tau) = \frac{|z_N - y_N|^2}{4\tau^2} \exp\left(-\frac{|z_N - y_N|^2}{4\tau}\right) - \frac{|z_N + y_N|^2}{4\tau^2} \exp\left(-\frac{|z_N + y_N|^2}{4\tau}\right)
\]
\[
= \frac{1}{4\tau^2} \exp\left(-\frac{|z_N + y_N|^2}{4\tau}\right) \left[|z_N - y_N|^2 \exp\left(-\frac{|z_N - y_N|^2}{4\tau}\right) + |z_N + y_N|^2\right]
\]
\[
\geq \frac{1}{4\tau^2} \exp\left(-\frac{|z_N + y_N|^2}{4\tau}\right) \left[1 + \frac{|z_N y_N|}{\tau}\right] |z_N - y_N|^2 - |z_N + y_N|^2
\]
\[
= \frac{1}{4\tau^2} \exp\left(-\frac{|z_N + y_N|^2}{4\tau}\right) z_N y_N \left(-4 + \frac{|z_N - y_N|^2}{\tau}\right).
\]

Since \(0 < y_N < z_N/2, z_N \geq \sqrt{T}\), and \(\tau \leq 2t < T/16\), we have
\[
\frac{|z_N - y_N|^2}{\tau} > \left(\frac{z_N}{2}\right)^2 \frac{16}{T} \geq 4.
\]

Then we see that \(f' \geq 0\) in \((0, 2t)\). Since \(2t > 2t - s > s\), we observe that
\[
\Gamma_1(z_N - y_N, 2t - s) - \Gamma_1(z_N + y_N, 2t - s)
\]
\[
= (4\pi(2t - s))^{-\frac{1}{2}} f(2t - s) \geq (4\pi(2t - s))^{-\frac{1}{2}} f(s)
\]
\[
= \left(\frac{s}{2t - s}\right)^{\frac{1}{2}} \left[\Gamma_1(z_N - y_N, s) - \Gamma_1(z_N + y_N, s)\right]
\]
\[
\geq \left(\frac{s}{2t}\right)^{\frac{1}{2}} \left[\Gamma_1(z_N - y_N, s) - \Gamma_1(z_N + y_N, s)\right].
\]

Therefore, by (14) and assertion (i) we obtain
\[
G(z, y, 2t - s) = \Gamma_{N-1}(z' - y', 2t - s)\Gamma_1(z_N - y_N, 2t - s) - \Gamma_1(z_N + y_N, 2t - s)
\]
\[
\geq \left(\frac{s}{2t}\right)^{\frac{N}{2}} \Gamma_{N-1}(z' - y', s)\Gamma_1(z_N - y_N, s) - \Gamma_1(z_N + y_N, s)\] = \left(\frac{s}{2t}\right)^{\frac{N}{2}} G(z, y, s).
\]

This implies assertion (ii) in the case of \(y_N < z_N/2\). Thus assertion (ii) follows, and the proof is complete. \(\square\)

**Proof of Proposition 3.1.** Let \(u\) be a supersolution to problem (12) in \(Q_T\), where \(T > 0\). Let \(\sigma \in \langle 0, \sqrt{T}/16 \rangle\) and \(z = (z', z_N) \in \Omega_{\sqrt{T}}\). It follows from Lemma 2.3 and Lemma 3.2 (ii) that
\[
\int_{\Omega} G(z, x, t) u(x, t) \, dx \geq \int_{\Omega} \int_{\Omega} G(z, x, t) K(x, y, t) \, dx \, d\mu(y)
\]
\[
+ \int_0^t \int_{\Omega} \int_{\Omega} G(z, x, t) G(x, y, t - s) u(y, s)^p \, dx \, dy \, ds
\]
\[
\geq \int_{\Omega} K(z, y, 2t) d\mu(y) + \int_{\sigma^2} \int_{\Omega} G(z, y, 2t - s) u(y, s)^p \, dy \, ds
\]
\[
\geq \int_{\Omega} K(z, y, 2t) d\mu(y) + C t^{\frac{\alpha}{2}} \int_{\sigma^2} \int_{\Omega} s^{\frac{N}{2}} G(z, y, s) u(y, s)^p \, dy \, ds
\]
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for a.a. $t \in (\sigma^2, T/32)$. Furthermore, Hölder’s inequality implies that
\[
\int_{\Omega} G(z, y, s) u(y, s) \, dy \leq \left( \int_{\Omega} G(z, y, s) \, dy \right)^{1-\frac{1}{p}} \left( \int_{\Omega} G(z, y, s)^p \, dy \right)^{\frac{1}{p}} \leq \left( \int_{\Omega} G(z, y, s)^p \, dy \right)^{\frac{1}{p}}
\]
for all $s > 0$. Then we obtain
\[
\int_{\Omega} G(z, x, t) u(x, t) \, dx \geq \int_{\Omega} K(z, y, 2t) \, d\mu(y) + C t^{-\frac{N}{2}} \left( \int_{\sigma^2} s^N \left( \int_{\Omega} G(z, y, s) u(y, s) \, dy \right)^p \, ds \right)^{\frac{1}{p}}
\]
for a.a. $t \in (\sigma^2, T/32)$. In addition, Lemma 3.1 implies that
\[
t^\frac{N}{2} \int_{\Omega} K(z, y, 2t) \, d\mu(y) \geq C t^{-\frac{N}{2}} (B(z, \sqrt{2}t)) \geq C \frac{1}{N^2} \mu(B(z, \sigma^2))
\]
for all $t \in (\sigma^2, T/32)$. Therefore, setting
\[
W(t) := t^\frac{N}{2} \int_{\Omega} G(z, y, t) u(y, t) \, dy,
\]
by (3.3) and (3.4) we obtain
\[
W(t) \geq C z^{-1} \frac{1}{N} \mu(B(z, \sigma)) + C \int_{\sigma^2} s^{-\frac{N(p-1)}{p}} W(s) \, ds
\]
for a.a. $t \in (\sigma^2, T/32)$.

On the other hand, for a.a. $z \in \Omega_{\sqrt{T}}$ and a.a. $t \in (0, T/2)$, we observe from Lemma 2.4 that $W(t) < \infty$. Applying Lemma 2.6, we obtain
\[
z^{-1} \frac{1}{N} \mu(B(z, \sigma)) \leq C (\sigma^2)^{-\frac{N}{2}} \frac{2^{p-1}}{p-1} = C \sigma^{-\frac{N}{2}} \frac{2^{p-1}}{p-1}
\]
for all $\sigma \in (0, \sqrt{T}/16)$ and a.a. $z \in \Omega_{\sqrt{T}}$, so that (3.1) holds for all $\sigma \in (0, \sqrt{T}/16)$ and $z \in \Omega_{\sqrt{T}}$. Furthermore, in the case of $p = p_N$, we have
\[
z^{-1} \frac{1}{N} \mu(B(z, \sigma)) \leq C \left[ \log \left( \frac{T}{2\sigma^2} \right) \right]^{-\frac{N}{2}} \leq C \left[ \log \left( \epsilon + \sqrt{T}/\sigma \right) \right]^{-\frac{N}{2}}
\]
for all $\sigma \in (0, \sqrt{T}/16)$ and a.a. $z \in \Omega_{\sqrt{T}}$. This implies that (3.2) holds for all $\sigma \in (0, \sqrt{T}/16)$ and $z \in \Omega_{\sqrt{T}}$. Thus Proposition 3.1 follows. □

Next, we prove the following proposition.

**Proposition 3.2** Assume that there exists a supersolution to problem (P) in $Q_T$, where $T > 0$. Then there exist $C > 0$ and $\epsilon \in (0, 1)$ such that
\[
\mu(B(z', \sigma) \times [0, \sigma]) \leq C \sigma^{N+1-\frac{2}{p'}}
\]
for all $z' \in \mathbb{R}^{N-1}$ and $\sigma \in (0, \epsilon \sqrt{T})$. 
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For the proof of Proposition 3.2, we prepare the following lemma.

**Lemma 3.3** Let \( u \) be a solution to problem (P) in \( Q_T \), where \( T > 0 \). Then there exists \( C > 0 \) such that

\[
u(x,(2\sigma)^2) \geq C\sigma^{-N-1}\mu(B'(z',\sigma) \times [0,\sigma))
\]

for all \( z' \in \mathbb{R}^{N-1} \), a.a. \( x \in B'(z',\sigma) \times (2\sigma,4\sigma) \), and a.a. \( \sigma \in (0, \sqrt{T}/16) \).

**Proof.** For any \( x = (x', x_N) \in B'(z',\sigma) \times (2\sigma,4\sigma) \) and \( y = (y', y_N) \in B'(z',\sigma) \times (0,\sigma) \), by (1.4) and (1.6) we apply the mean value theorem to find \( \tilde{y}_N \in (0, y_N) \) so that

\[
K(x,y,(2\sigma)^2) = y_N^{-1}G(x,y,(2\sigma)^2) = y_N^{-1}\Gamma_N(x-y,(2\sigma)^2) \left(1 - \exp \left(\frac{x_Ny_N}{(2\sigma)^2}\right)\right) = \Gamma_N(x-y,(2\sigma)^2) \frac{x_N}{(2\sigma)^2} \exp \left(-\frac{x_Ny_N}{(2\sigma)^2}\right) \geq C\sigma^{-N-1}.
\]

Furthermore, by (1.5) and (1.6) we have

\[
K(x,y,(2\sigma)^2) = \frac{x_N}{(2\sigma)^2} \Gamma_N(x-y,(2\sigma)^2) \geq C\sigma^{-N-1}
\]

for \( x \in B'(z',\sigma) \times (2\sigma,4\sigma) \) and \( y \in B'(z',\sigma) \times \{0\} \). Then it follows from Definition 1.4 that

\[
u(x,(2\sigma)^2) \geq \int_{B'(z',\sigma) \times [0,\sigma)} K(x,y,(2\sigma)^2) \, d\mu(y) \geq C\sigma^{-N-1}\mu(B'(z',\sigma) \times [0,\sigma))
\]

for all \( z' \in \mathbb{R}^{N-1} \), a.a. \( x \in B'(z',\sigma) \times (2\sigma,4\sigma) \), and a.a. \( \sigma \in (0, \sqrt{T}/16) \). Thus Lemma 3.3 follows. \( \square \)

**Proof of Proposition 3.2.** Assume that there exists a supersolution to problem (P) in \( Q_T \), where \( T > 0 \). By Lemma 2.4 we find a solution \( u \) to problem (P) in \( Q_T \).

Let \( \epsilon \in (0,1/16) \). For \( \sigma \in (0,\epsilon\sqrt{T}) \), we have

\[
T - (2\sigma)^2 > (1 - 4\epsilon^2)T > \frac{T}{2}.
\]

Set \( \tilde{u}(x,t) := u(x,t + (2\sigma)^2) \). Then, by Lemma 2.4 for a.a. \( \sigma \in (0,\epsilon\sqrt{T}) \), the function \( \tilde{u} \) is a solution to problem (P) with \( \mu = x_Nu(x,(2\sigma)^2) \) in \( Q_{T/2} \).

Let \( z' \in \mathbb{R}^{N-1} \) and set \( z := (z',3\sigma) \in \Omega_{3\sigma} \). Let \( \delta \in (0,3/16) \). Since \( \epsilon\sqrt{T} < \sqrt{T}/16 \) and \( B(z,\sigma) \subset B'(z',\sigma) \times (2\sigma,4\sigma) \), by Lemma 3.3 we have

\[
(3\sigma)^{-1} \int_{B(z,\delta\sigma)} y_Nu(y,(2\sigma)^2) \, dy \geq C\sigma^{-1}\mu(B'(z',\sigma) \times [0,\sigma)) \tag{3.5}
\]

On the other hand, applying Proposition 5.1 with \( T = 9\sigma^2 \) to \( \tilde{u} \), we have

\[
(3\sigma)^{-1} \int_{B(z,\delta\sigma)} y_Nu(y,(2\sigma)^2) \, dy = (3\sigma)^{-1} \int_{B(z,\delta\sigma)} y_N\tilde{u}(y,0) \, dy \leq C\sigma^{N-\frac{2}{\sqrt{T}}}.
\]

This together with (3.5) implies that

\[
\mu(B'(z',\sigma) \times [0,\sigma)) \leq C\sigma^{N+1-\frac{2}{\sqrt{T}}}
\]

for all \( z' \in \mathbb{R}^{N-1} \) and a.a. \( \sigma \in (0,\epsilon\sqrt{T}) \). Then we obtain the desired inequality for all \( z' \in \mathbb{R}^{N-1} \) and all \( \sigma \in (0,\epsilon\sqrt{T}) \). Thus Proposition 3.2 follows. \( \square \)

Combining Propositions 3.1 and 3.2 we have:
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Proposition 3.3 Assume that there exists a supersolution to problem (P) in $Q_T$, where $T > 0$.

(i) There exists $\gamma_1 = \gamma_1(N, p) > 0$ such that

$$\mu(B_{\Omega}(z, \sigma)) \leq \gamma_1 \sigma^{-\frac{2}{p-1}} \int_{B_{\Omega}(z, \sigma)} y_N dy$$

for all $z \in \overline{\Omega}$ and $\sigma \in (0, \sqrt{T})$.

(ii) Let $p = p_N$. Then there exists $\gamma_2 = \gamma_2(N) > 0$ such that

$$z_N^{-1} \mu(B(z, \sigma)) \leq \gamma_2 \left[ \log \left( e + \frac{\sqrt{T}}{\sigma} \right) \right] - \frac{N}{2}$$

for all $z = (z', z_N) \in \Omega_{3\sigma}$ and $\sigma \in (0, \sqrt{T})$.

Proof. By Propositions 3.1 and 3.2 we find $\delta \in (0, 1/3)$ such that

$$\sup_{z \in \Omega_{\sigma}} z_N^{-1} \mu(B(z, \delta \sigma)) \leq C \sigma^{-\frac{2}{p-1}}, \quad \sup_{z \in \partial \Omega} \mu(B_{\Omega}(z, \delta \sigma)) \leq C \sigma^{-1}$$

for all $\sigma \in (0, \sqrt{T})$. Furthermore, if $p = p_N$, then

$$\sup_{z \in \Omega_{\sigma}} z_N^{-1} \mu(B(z, \delta \sigma)) \leq C \left[ \log \left( e + \frac{\sqrt{T}}{\sigma} \right) \right] - \frac{N}{2}$$

for all $\sigma \in (0, \sqrt{T})$. (3.6)

Let $\sigma \in (0, \sqrt{T})$, $z = (z', z_N) \in \overline{\Omega}$, and $\overline{\pi} := (z', 0) \in \partial \Omega$. Consider the case of $0 \leq z_N \leq \delta \sigma/2$. Since $0 < \delta < 1/3$, we have

$$B_{\Omega}(z, \delta \sigma/2) \subset B_{\Omega}(\overline{\pi}, \delta \sigma) \subset B_{\Omega}(z, \sigma).$$

Then, by (3.6) we obtain

$$\mu(B_{\Omega}(z, \delta \sigma/2)) \leq \mu(B_{\Omega}(\overline{\pi}, \delta \sigma)) \leq C \sigma^{-1} \int_{B_{\Omega}(\overline{\pi}, \delta \sigma)} y_N dy \leq C \sigma^{-1} \int_{B_{\Omega}(z, \sigma)} y_N dy. \quad (3.8)$$

Consider the case of $z_N > \delta \sigma/2$. Then, by (3.6) we have

$$\mu(B_{\Omega}(z, \delta^2 \sigma)) \leq C z_N \sigma^{-\frac{2}{p-1}} \int_{B_{\Omega}(z, \delta^2 \sigma/4)} dy \leq C \sigma^{-\frac{2}{p-1}} \int_{B_{\Omega}(z, \delta^2 \sigma/4)} y_N dy \leq C \sigma^{-\frac{2}{p-1}} \int_{B_{\Omega}(z, \sigma)} y_N dy. \quad (3.9)$$

Combining (3.8) and (3.9), we obtain

$$\mu(B_{\Omega}(z, \delta^2 \sigma/2)) \leq C \sigma^{-\frac{1}{p-1}} \int_{B_{\Omega}(z, \sigma)} y_N dy \quad (3.10)$$
for $z \in \overline{\Omega}$ and $\sigma \in (0, \sqrt{T})$. Therefore, by Lemma 2.1 (ii) and (3.10), for any $z \in \overline{\Omega}$, we find $\{\tilde{z}_i\}_{i=1}^{m'} \subset B_\Omega(z, 2\sigma)$ such that

$$
\mu(B_\Omega(z, \sigma)) \leq \sum_{i=1}^{m'} \mu(B_\Omega(\tilde{z}_i, \delta^2 \sigma/2)) \leq C \sigma^{-\frac{2}{\nu-2}} \sum_{i=1}^{m'} \int_{B_\Omega(\tilde{z}_i, \sigma)} y_N dy.
$$

This implies assertion (i).

Similarly, if $p = p_N$, then, by Lemma 2.1 for any $z \in \Omega_3 \sigma$, we find $\{\tilde{z}_i\}_{i=1}^{m'} \subset B_\Omega(z, 2\sigma)$ such that

$$
\mu(B(z, \sigma)) \leq \sum_{i=1}^{m'} \mu(B(\tilde{z}_i, \delta \sigma)).
$$

Since $\tilde{z}_i \in \Omega_\sigma$ and $0 < \delta < 1/3$, we deduce from (3.7) that

$$
z_N^{-1} \mu(B(z, \sigma)) \leq C \sum_{i=1}^{m'} \frac{z_N + 2 \sigma}{z_N} \left[ \log \left( e + \frac{\sqrt{T}}{\sigma} \right) \right]^{-\frac{N}{2}} \leq C \left[ \log \left( e + \frac{\sqrt{T}}{\sigma} \right) \right]^{-\frac{N}{2}}
$$

for all $z \in \Omega_3 \sigma$ and $\sigma \in (0, \sqrt{T})$. This implies assertion (ii). Thus Proposition 3.3 follows.

Next, we prove the following proposition.

**Proposition 3.4** Let $p = p_{N+1}$. Assume that there exists a supersolution to problem $(P)$ in $QT$, where $T > 0$. Then there exists $\gamma = \gamma(N) > 0$ such that

$$
\mu(B_\Omega(z, \sigma)) \leq \gamma \left[ \log \left( e + \frac{\sqrt{T}}{\sigma} \right) \right]^{-\frac{N}{2} + 1}
$$

for all $z \in \partial \Omega$ and $\sigma \in (0, \sqrt{T})$.

**Proof.** Let $p = p_{N+1}$. Assume that there exists a supersolution to problem $(P)$ in $QT$, where $T > 0$. By Lemma 2.5, we find a solution $u$ to problem $(P)$ in $QT$.

Let $z = (z', 0) \in \partial \Omega$. By Lemma 2.4, for a.a. $\sigma \in (0, \sqrt{T}/3)$, the function $v(x, t) := u(x, t + (2\sigma)^2)$ is a solution to problem $(P)$ in $Q_{T-(2\sigma)^2}$. It follows from Proposition 3.3 that

$$
\int_{B_\Omega(z, r)} y_N v(y, t) dy \leq C r^{-\frac{2}{\nu-2}} \int_{B_\Omega(z, r)} y_N dy
$$

(3.11)

for all $r \in (0, \sqrt{T} - (2\sigma^2) - t)$ and a.a. $t \in (0, T - (2\sigma)^2)$. Then

$$
V(t) := t^{\frac{N}{2} + 1} \int_{\Omega} K(x, z, t)v(x, t) dx < \infty \quad \text{for a.a. } t \in \left( \frac{\sigma^2, \frac{T - (2\sigma)^2}{2}} \right).
$$

Indeed, by Lemma 2.2 and (3.11) we have

$$
\int_{\Omega} K(x, z, t)v(x, t) dx \leq C t^{-1} \int_{\Omega} \Gamma_N(x - z, 2t) x_N v(x, t) dx
$$

$$
\leq C t^{-\frac{N}{2} - 1} \sup_{z \in \Omega} \int_{B_\Omega(z, \sqrt{2t})} y_N v(y, t) dy < \infty
$$

18
for a.a. \( t \in (\sigma^2, (T - (2\sigma)^2)/2) \).

We derive an integral inequality for \( V \). By Fubini’s theorem, (1.5), and (2.3) we have

\[
\int_\Omega K(x, z, t)v(x, t) \, dx \\
\geq \int_\Omega \int_\Omega K(x, z, t)G(x, y, t)v(y, 0) \, dx \, dy \\
+ \int_0^t \int_\Omega \int_\Omega K(x, z, t)G(x, y, t-s)v(y, s)^p \, dx \, dy \, ds \\
= \int_\Omega \frac{yN}{2t} \Gamma_N(y - z, 2t)v(y, 0) \, dy + \int_0^t \int_\Omega \frac{yN}{2t-s} \Gamma_N(y - z, 2t-s)v(y, s)^p \, dy \, ds.
\]  

Furthermore,

\[
\int_\Omega \frac{yN}{2t} \Gamma_N(y - z, 2t)v(y, 0) \, dy \geq \int_{B'(z', \sigma) \times (2\sigma, 4\sigma)} \frac{yN}{2t} \Gamma_N(y - z, 2t)u(y, (2\sigma)^2) \, dy \\
\geq Ct^{-\frac{N}{2} - 1} \int_{B'(z', \sigma) \times (2\sigma, 4\sigma)} yNu(y, (2\sigma)^2) \, dy
\]  

for all \( t \in (\sigma^2, (T - (2\sigma)^2)/3) \). On the other hand, by Lemma 3.2 (i) and (1.5) we obtain

\[
\int_0^t \int_\Omega \frac{yN}{2t-s} \Gamma_N(y - z, 2t-s)v(y, s)^p \, dy \, ds \\
\geq \int_0^t \int_\Omega \frac{yN}{2t} \left( \frac{s}{2t} \right)^{\frac{N}{2} + 1} \Gamma_N(y - z, s)v(y, s)^p \, dy \, ds
\]

Then Jensen’s inequality together with (2.5) implies that

\[
\int_0^t \int_\Omega \frac{yN}{2t-s} \Gamma_N(y - z, 2t-s)v(y, s)^p \, dy \, ds \\
\geq \int_0^t \left( \frac{s}{2t} \right)^{\frac{N}{2} + 1} \left( \int_\Omega (\pi s)^{\frac{1}{2}} K(y, z, s)v(y, s) \, dy \right)^p \cdot ds
\]

Since \( p = p_{N+1} = 1 + 2/(N + 1) \), by (3.12), (3.13), and (3.14) we see that

\[
V(t) \geq C \int_{B'(z', \sigma) \times (2\sigma, 4\sigma)} yNu(y, (2\sigma)^2) \, dy + C \int_0^t s^{-1}V(s)^p \, ds
\]

for a.a. \( t \in (\sigma^2, (T - (2\sigma)^2)/3) \), all \( t_\ast \in (0, t) \), and a.a. \( \sigma \in (0, \sqrt{\frac{T}{3}}) \).

Let \( \epsilon > 0 \) be small enough. We apply Lemma 2.6 with \( t_\ast = t/2 \) to inequality (3.15). Then

\[
\int_{B'(z', \sigma) \times (2\sigma, 4\sigma)} yNu(y, (2\sigma)^2) \, dy \leq C \left[ \log \left( 1 + \frac{\sqrt{T}}{\sigma} \right) \right]^{-\frac{N+1}{2}}
\]
for a.a. $\sigma \in (0, \epsilon \sqrt{T})$. Furthermore, by Lemma 3.3 taking small enough $\epsilon > 0$ if necessary, we have
\[
\int_{B(z', \sigma) \times (2\sigma, 4\sigma)} y_N u(y, (2\sigma)^2) \, dy \geq C\sigma^{-N-1} \mu(B(z', \sigma) \times [0, \sigma)) \int_{B(z', \sigma) \times (2\sigma, 4\sigma)} y_N \, dy \geq C \mu(B(z', \sigma) \times [0, \sigma))
\]
for a.a. $\sigma \in (0, \epsilon \sqrt{T})$. Combining (3.15) and (3.17), we find $\delta \in (0, 1)$ such that
\[
\sup_{z \in \partial \Omega} \mu(B_{\Omega}(z, \delta \sigma)) \leq C \left[ \log \left( e + \frac{\sqrt{T}}{\sigma} \right) \right]^{-\frac{N+1}{2}} \text{ for a.a. } \sigma \in (0, \sqrt{T}).
\]
This together with Lemma 2.1 implies that
\[
\sup_{z \in \partial \Omega} \mu(B_{\Omega}(z, \sigma)) \leq \sum_{i=1}^{m} \mu(B_{\Omega}(z_i', \delta \sigma)) \leq C \left[ \log \left( e + \frac{\sqrt{T}}{\sigma} \right) \right]^{-\frac{N+1}{2}}
\]
for all $\sigma \in (0, \sqrt{T})$. Thus Proposition 3.4 follows. □

Now we are ready to complete the proof of Theorem 1.2.

**Proof of Theorem 1.2** Let $u$ be a supersolution to problem (P) in $Q_T$, where $T > 0$. By Propositions 3.3 and 3.4 we have only to show that $\mu(\partial \Omega) = 0$ if $p \geq 2$. Furthermore, thanks to Remark 1.2 it suffices to consider the case of $p = 2$.

Let $p = 2$. Consider the case of $N = 1$. Proposition 3.4 implies that
\[
\mu(\partial \Omega) = \mu(\{0\}) \leq C \left[ \log \left( e + \frac{\sqrt{T}}{\sigma} \right) \right]^{-1} \to 0 \text{ as } \sigma \to 0.
\]
This means that $\mu(\partial \Omega) = 0$. Thus Theorem 1.2 follows in the case of $N = 1$.

Consider the case of $N \geq 2$. Let $z = (z', 0) \in \partial \Omega$. Set
\[
U(x_N, t) := \int_{\mathbb{R}^{N-1}} \Gamma_{N-1}(x', T') u(x + z, t) \, dx', \text{ where } T' = \frac{T}{4}.
\]
By Lemma 2.1, 1.4, and 1.4, for any $L_1, L_2 > 0$ with $L_1 < L_2$, we have
\[
\int_{L_1}^{L_2} U(x_N, t) \, dx_N \leq CT^{N-1} \int_{\mathbb{R}^{N-1} \times (L_1, L_2)} G(y, x + z, 2T') u(x + z, t) \, dx \leq CT^{N-1} \int_{\Omega} G(y, x, T') u(x, t) \, dx < \infty
\]
for a.a. $y = (y', y_N) \in B'(0, T') \times (L_1, L_2)$ and a.a. $t \in (0, T')$. This implies that $U(x_N, t) < \infty$ for a.a. $(x_N, t) \in (0, \infty) \times (0, T')$. Furthermore, it follows from Definition 1.4 that
\[
U(x_N, t) \geq \int_{\mathbb{R}^{N-1}} \Gamma_{N-1}(x', T') \left( \int_{\partial \Omega} K(x + z, y, t) \, d\mu(y') \right) \, dx' + \int_{\mathbb{R}^{N-1}} \int_{0}^{t} \Gamma_{N-1}(x', T') G(x + z, y, t - s) u(y, s)^p \, dy \, ds \, dx'
\]
(3.18)
for a.a. \((x_N,t) \in (0,\infty) \times (0,T')\). By (3.15) we see that

\[
\int_{\mathbb{R}^{N-1}} \Gamma_{N-1}(x',T') \left( \int_{\partial \Omega} K(x+z,y,t) \, d\mu(y') \right) \, dx' \\
= \frac{x_N}{t} \int_{\mathbb{R}^{N-1}} \int_{\mathbb{R}^{N-1}} \Gamma_{N-1}(x',T') \Gamma_N(x+z-y,t) \, dx' \, d\mu(y') \\
= \frac{x_N}{t} \Gamma_1(x_N,t) \int_{\mathbb{R}^{N-1}} \Gamma_{N-1}(z'-y',T'+t) \, d\mu(y') \\
\geq \frac{x_N}{t} \Gamma_1(x_N,t) \int_{B'(z',\sqrt{T'})} \Gamma_{N-1}(z'-y',T'+t) \, d\mu(y') \\
\geq C(T')^{-\frac{N-1}{2}} \mu(B'(z',\sqrt{T'})) \frac{x_N}{t} \Gamma_1(x_N,t) \\
\tag{3.19}
\]

for all \((x_N,t) \in (0,\infty) \times (0,T')\). On the other hand, by (1.4) and Jensen’s inequality we have

\[
\int_{\mathbb{R}^{N-1}} \int_{0}^{t} \int_{\Omega} \Gamma_{N-1}(x',T')G(x+z,y,t-s)u(y,s)^p \, dy \, ds \, dx' \\
= \int_{\mathbb{R}^{N-1}} \int_{0}^{t} \int_{0}^{\infty} \Gamma_{N-1}(x',T') \Gamma_{N-1}(x'+z'-y',t-s) \\
\times [\Gamma_1(x_N-y_N,t-s) - \Gamma_1(x_N+y_N,t-s)] \, u(y,s)^p \, dy' \, dy_N \, ds \, dx' \\
= \int_{0}^{t} \int_{0}^{\infty} \int_{\mathbb{R}^{N-1}} \Gamma_{N-1}(y'-z',T'+t-s)u(y,s)^p \\\n\times [\Gamma_1(x_N-y_N,t-s) - \Gamma_1(x_N+y_N,t-s)] \, dy' \, dy_N \, ds \\
= \int_{0}^{t} \int_{0}^{\infty} \int_{\mathbb{R}^{N-1}} \Gamma_{N-1}(y',T'+t-s)u(y+z,s)^p \\\n\times [\Gamma_1(x_N-y_N,t-s) - \Gamma_1(x_N+y_N,t-s)] \, dy' \, dy_N \, ds \\
\tag{3.20}
\]

for all \((x_N,t) \in (0,\infty) \times (0,T')\). Since

\[
\frac{1}{2} \leq \frac{T'}{T'+t-s} \leq 1 
\]

for \(t, s \in (0,T')\) with \(s < t\),

we see that

\[
\Gamma_{N-1}(y',T'+t-s) \geq \left( \frac{T'}{T'+t-s} \right)^{\frac{N-1}{2}} \Gamma_{N-1}(y',T') \geq CT_{N-1}(y',T') \\
\]

for all \(y' \in \mathbb{R}^{N-1}\) and \(t, s \in (0,T')\) with \(s < t\). This together with (3.20) and Jensen’s inequality implies that

\[
\int_{\mathbb{R}^{N-1}} \int_{0}^{t} \int_{\Omega} \Gamma_{N-1}(x',T')G(x+z,y,t-s)u(y,s)^p \, dy \, ds \, dx' \\
\geq C \int_{0}^{t} \int_{0}^{\infty} [\Gamma_1(x_N-y_N,t-s) - \Gamma_1(x_N+y_N,t-s)] \, U(y_N,s)^p \, dy_N \, ds \\
\tag{3.21}
\]

for all \((x_N,t) \in (0,\infty) \times (0,T')\). Combining (3.18), (3.19), and (3.21), we obtain

\[
U(x_N,t) \geq C(T')^{-\frac{N-1}{2}} \mu(B'(z',\sqrt{T'})) \frac{x_N}{t} \Gamma_1(x_N,t) \\
+ C \int_{0}^{t} \int_{0}^{\infty} [\Gamma_1(x_N-y_N,t-s) - \Gamma_1(x_N+y_N,t-s)] \, U(y_N,s)^p \, dy_N \, ds
\]
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for a.a. \((x_N, t) \in (0, \infty) \times (0, T')\). This means that \(U\) is a supersolution to problem (P) in \(Q_{T'}^N\) with \(N = 1\) and the initial data \(C(T')^{-\frac{N-1}{2}}\mu(B'(z', \sqrt{T'})\delta_1\). Then we apply Theorem \([1.2]\) (iii) with \(N = 1\) to obtain \(\mu(B'(z', \sqrt{T'})\delta_1) = 0\). Since \(z' \in \mathbb{R}^{N-1}\) is arbitrary, we deduce that \(\mu(\partial \Omega) = 0\). Therefore the proof of Theorem \([1.2]\) is complete. \(\square\)

## 4 Proof of Theorem \([1.1]\)

For the proof of Theorem \([1.1]\) we prepare the following lemma.

### Lemma 4.1

Let \(\phi \in C_0^\infty(\mathbb{R}^N)\). Set

\[
\varphi_0(x) := x_N \phi(x), \quad \varphi(x, t) := \int_{\Omega} G(x, y, t) \varphi_0(y) \, dy, \quad \text{for} \ (x, t) \in Q_\infty.
\]

Then

\[
\lim_{t \to +0} \sup_{x \in \Omega} |x_N^{-1} \varphi(x, t) - \varphi(x)| = 0, \quad \lim_{t \to +0} \sup_{x \in \partial \Omega} |(\partial_{x_N} \varphi)(x, t) - \varphi(x)| = 0. \quad (4.1)
\]

Furthermore, for any \(T > 0\), there exists \(C > 0\) such that

\[
\sup_{(x,t) \in Q_T} |x_N^{-1} \varphi(x, t)| + \sup_{(x,t) \in \partial \Omega \times (0, T)} |(\partial_{x_N} \varphi)(x, t)| \leq C \exp\left(-\frac{|x|^2}{CT}\right) \quad \text{for} \ (x, t) \in Q_T. \quad (4.2)
\]

**Proof.** Since \(\phi \in C_0^\infty(\mathbb{R}^N)\) and \(\varphi_0 = 0\) on \(\partial \Omega\), by parabolic regularity theorems we see that \(\varphi \in C^{2,1}(Q_\infty)\), which implies that

\[
\lim_{t \to +0} \sup_{x \in B_R(0, L)} |(\partial_{x_N} \varphi)(x, t) - (\partial_{x_N} \varphi_0)(x)| = 0 \quad \text{for all} \ L > 0. \quad (4.3)
\]

For any \(x = (x', x_N) \in \Omega\) and \(t > 0\), we have

\[
x_N^{-1} \varphi(x, t) = x_N^{-1} \int_0^1 \frac{d}{ds} \varphi(x', sx_N, t) \, ds = \int_0^1 (\partial_{x_N} \varphi)(x', sx_N, t) \, ds, \quad (4.4)
\]

\[
\phi(x) = x_N^{-1} \varphi_0(x) = x_N^{-1} \int_0^1 \frac{d}{ds} \varphi_0(x', sx_N) \, ds = \int_0^1 (\partial_{x_N} \varphi_0)(x', sx_N) \, ds.
\]

These together with (4.3) imply that

\[
\lim_{t \to +0} \sup_{x \in \mathbb{R} \cap B(0, L)} |x_N^{-1} \varphi(x, t) - \phi(x)| = 0 \quad \text{for all} \ L > 0. \quad (4.5)
\]

Let \(R > 0\) be such that \(\operatorname{supp} \phi \subset B(0, R)\). Since \(|x - y| \geq |x|/2\) for \(x \in \Omega_{2R}\) and \(y \in B_\Omega(0, R)\), it follows from (4.3) that

\[
|x_N^{-1} \varphi(x, t)| \leq C t^{-\frac{N}{2}} \int_{B_R(0, R)} \exp\left(-\frac{|x - y|^2}{4t}\right) \, dy 
\]

\[
\leq C t^{-\frac{N}{2}} \exp\left(-\frac{|x|^2}{8t}\right) \int_{\mathbb{R}^N} \exp\left(-\frac{|x - y|^2}{2t}\right) \, dy 
\]

\[
\leq C \exp\left(-\frac{|x|^2}{Ct}\right) \quad (4.6)
\]
for \( x = (x', x_N) \in \Omega_{2R} \) and \( t > 0 \). Similarly, by (4.4) we have
\[
|\partial_{x_N} \varphi(x, t)| = \left| \int_{\Omega} (\partial_{x_N} G)(x, y, t) \varphi_0(y) \, dy \right| 
\leq C \int_{B_{2R}(0, R)} \left| (\partial_{x_N} \Gamma_N)(x - y, t) \left(1 - \exp \left(-\frac{t N y N}{2t}ight)\right) + \Gamma_N(x - y, t) \frac{y N}{t} \exp \left(-\frac{t N y N}{2t}\right)\right| \, dy 
\leq C t^{-\frac{N}{2}} \int_{B_{2R}(0, R)} \left(\frac{|x - y|}{t} + \frac{|y|}{t}\right) \exp \left(-\frac{|x - y|^2}{4t}\right) \, dy 
\leq CR^{-1} t^{-\frac{N}{2}} \int_{B_{2R}(0, R)} \left(\frac{|x - y|^2}{t} + \frac{|y|^2}{t}\right) \exp \left(-\frac{|x - y|^2}{4t}\right) \, dy 
\leq Ct^{-\frac{N}{2}} \exp \left(-\frac{|x|^2}{8tC} \right) \int_{\mathbb{R}^N} \exp \left(-\frac{|x - y|^2}{8tC} \right) \, dy \leq C \exp \left(-\frac{|x|^2}{8tC} \right) 
\] (4.7)
for all \( x \in \Omega \setminus B_{2R}(0, 2R) \) and \( t > 0 \). Then, by (4.4) and (4.7) we see that
\[
|x_{N}^{-1} \varphi(x, t)| \leq C \exp \left(-\frac{|x|^2}{8tC} \right) \leq C \exp \left(-\frac{|x|^2}{8tC} \right) 
\] (4.8)
for all \((x', x_N, t) \in Q \) with \(|x'| \geq 2R\) and \( x_N \leq 2R\). Since
\[
\lim_{x_N \to +0} x_{N}^{-1} \varphi(x', x_N, t) = (\partial_{x_N} \varphi)(x', 0, t) \quad \text{for} \quad (x', 0, t) \in \partial \Omega \times (0, \infty),
\] by (4.3), (4.5), (4.6), and (4.7) we obtain (4.11). Furthermore, thanks to \( \varphi \in C^2(Q_\infty) \), by (4.4) we have
\[
|x_{N}^{-1} \varphi(x, t)| \leq C \leq C \exp \left(-\frac{|x|^2}{8tC} \right) 
\] (4.9)
for all \((x', x_N, t) \in Q_T\) with \(|x'| < 2R\) and \( x_N \leq 2R\). Then, combining (4.6), (4.8), and (4.9), we deduce (4.12). The proof is complete. \( \square \)

Next, we prove a lemma on the existence and the uniqueness of the initial trace of \( x_N u(x, t) \).

**Lemma 4.2** Let \( u \in \mathcal{L}(Q_T) \) solve (E) in \( Q_T \), where \( T > 0 \). Then
\[
\text{ess sup}_{t \in (0, T - \varepsilon)} \int_{B_{2R}(0, R)} y_N u(y, t) \, dy < \infty 
\] (4.10)
for all \( R > 0 \) and \( \varepsilon \in (0, T) \). Furthermore, there exists a unique \( \mu \in \mathcal{M} \) such that
\[
\text{ess lim}_{t \to +0} \int_{\Omega} y_N u(y, t) \phi(y) \, dy = \int_{\Omega} \phi(y) \, d\mu(y) \quad \text{for all} \quad \phi \in C_0(\mathbb{R}^N). 
\] (4.11)

**Proof.** Let \( u \in \mathcal{L}(Q_T) \) solve (E) in \( Q_T \), where \( T > 0 \). By Definition 1.4 we see that, for a.a. \( \tau \in (0, T) \), the function
\[
u_{\tau}(x, t) := u(x, t + \tau) \quad \text{for a.a.} \quad (x, t) \in Q_{T - \tau},
\]
is a solution to problem (12) with \( \mu = x_N u(x, \tau) \in Q_{T - \tau} \). Then, by Theorem 1.2 for any \( R > 0 \) and \( \varepsilon \in (0, T) \), we have
\[
\text{ess sup}_{t \in (0, T - \varepsilon)} \int_{B_{2R}(0, R)} y_N u(y, t) \, dy \leq C \sigma^{\frac{4}{p - 4}} \int_{B_{2R}(0, R)} y_N \, dy \leq C (|z| + \sqrt{T})^{N - \frac{4}{p - 4}} 
\] (4.12)
for all \( z \in \Omega \) and \( \sigma \in (0, \sqrt{\varepsilon}) \). This together with Lemma 2.1 implies (4.10).

We prove (4.11). By Definition 1.3 (i) we find a measurable set \( \Sigma_T \subset (0, T) \) such that
• 1-dimensional Lebesgue measure of the set \((0, T) \setminus \Sigma_T\) is zero;

• for any nonnegative function \(\phi \in C_0(\mathbb{R})\) and any \(t, s \in \Sigma_T\) with \(t > s\),
  \[
  \int_{\Omega} x_N u(x, t) \phi(x) \, dx \geq \int_{\Omega} \int G(x, y, t - s) u(y, s) x_N \phi(x) \, dy \, dx \\
  + \int_{\Omega} \int_s^t \int_{\Omega} G(x, y, t - \tau) u(y, \tau) p x_N \phi(x) \, dy \, d\tau \, dx.
  \tag{4.13}
  \]

Let \(\{t_j\}\) be a sequence in \(\Sigma_T\) such that \(\lim_{j \to \infty} t_j = 0\). Applying the weak compactness of Radon measures (see e.g. [13 Section 1.9]), by (4.12) we find a subsequence \(\{t_{j_k}\}\) of \(\{t_j\}\) and \(\mu \in \mathcal{M}\) such that
  \[
  \lim_{k \to \infty} \int_{\Omega} y_N u(y, t_{j_k}) \psi(y) \, dy = \int_{\Omega} \psi(y) \, d\mu(y)
  \tag{4.14}
  \]
  for all \(\psi \in C_0(\mathbb{R})\).

Let \(\{s_j\}\) be a sequence in \(\Sigma_T\) such that \(\lim_{j \to \infty} s_j = 0\). Similarly to (4.14), we find a subsequence \(\{s_{j_k}\}\) of \(\{s_j\}\) and \(\mu' \in \mathcal{M}\) such that
  \[
  \lim_{k \to \infty} \int_{\Omega} y_N u(y, s_{j_k}) \psi(y) \, dy = \int_{\Omega} \psi(y) \, d\mu'(y)
  \tag{4.15}
  \]
  for all \(\psi \in C_0(\mathbb{R})\). Taking a subsequence if necessary, we can assume that \(t_{j_k} > s_{j_k}\) for all \(k = 1, 2, \ldots\). Let \(\phi \in C_0^N(\mathbb{R})\) be such that \(\phi \geq 0\) in \(\mathbb{R}^N\) and \(\text{supp} \phi \subset B(0, R)\) for some \(R > 0\).

Let \(\varphi_0\) and \(\varphi\) be as in Lemma 4.1. It follows from (4.13) that
  \[
  \int_{\Omega} x_N u(x, t_{j_k}) \phi(x) \, dx \geq \int_{\Omega} \left( \int_{\Omega} G(x, y, t_{j_k} - s_{j_k}) \varphi_0(x) \, dx \right) u(y, s_{j_k}) \, dy \\
  = \int_{\Omega} \varphi(y, t_{j_k} - s_{j_k}) u(y, s_{j_k}) \, dy \geq \int_{B_0(0, R)} \varphi(y, t_{j_k} - s_{j_k}) u(y, s_{j_k}) \, dy \\
  \geq \int_{\Omega} y_N \phi(y) u(y, s_{j_k}) \, dy - \sup_{x \in B_0(0, R)} |x_N^{-1} \varphi(x, t_{j_k} - s_{j_k}) - \phi(x)| \int_{B_0(0, R)} y_N u(y, s_{j_k}) \, dy.
  \]

Then, by (4.1), (4.10), (4.14), and (4.15) we obtain
  \[
  \int_{\Omega} \phi(y) \, d\mu(y) \geq \int_{\Omega} \phi(y) \, d\mu'(y).
  \]

Since \(\phi\) is arbitrary, we deduce that \(\mu \geq \mu'\) in \(\mathcal{M}\). Similarly, we have \(\mu' \geq \mu\) in \(\mathcal{M}\). Thus we see that \(\mu = \mu'\) in \(\mathcal{M}\). Since \(\{s_j\} \subset \Sigma_T\) is arbitrary, we obtain (4.11). Thus Lemma 4.2 follows. \(\Box\)

**Lemma 4.3** Let \(u\) and \(\mu\) be as in Lemma 4.2. Then, for any \(\epsilon \in (0, T)\) and \(\delta > 0\),
  \[
  \text{ess sup}_{t \in (0, T - \epsilon)} \int_{\Omega} e^{-\delta |x|^2} x_N u(x, t) \, dx + \int_{\Omega} e^{-\delta |x|^2} d\mu(x) < \infty.
  \]

**Proof.** Let \(\epsilon \in (0, T)\) and set \(\sigma = \sqrt{T}/2\). It follows from (4.11) and (4.12) that
  \[
  \text{ess sup}_{t \in (0, T - \epsilon)} \int_{B_0(z, \sigma)} x_N u(x, t) \, dx + \mu(B_0(z, \sigma)) \leq C\sigma^{N-2} (|z| + \sqrt{T}).
  \tag{4.16}
  \]
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By the Besicovitch covering lemma we find an integer $m = m(N)$ and $\{x_{k,i}\}_{k=1,...,m, i \in \mathbb{N}} \subset \Omega$ such that

$$B_{k,i} \cap B_{k,j} = \emptyset \quad \text{if} \quad i \neq j, \quad \Omega \subset \bigcup_{k=1}^{m} \bigcup_{i=1}^{\infty} B_{k,i}, \quad (4.17)$$

where $B_{k,i} := B(x_{k,i}, \sigma)$. By (4.16) and (4.17), for any $\delta > 0$,

$$\int_{\Omega} e^{-\delta|x|^2} x_N u(x, t) \, dx + \int_{\Omega} e^{-\delta|x|^2} \, d\mu(x) \leq \sum_{k=1}^{m} \sum_{j=1}^{\infty} \left( \int_{B_{k,i} \cap \Omega} e^{-\delta|x|^2} x_N u(x, t) \, dx + \int_{B_{k,i} \cap \Omega} e^{-\delta|x|^2} \, d\mu(x) \right) \leq \sum_{k=1}^{m} \sum_{j=1}^{\infty} \sup_{x \in B_{k,i}} e^{-\delta|x|^2} \left( \int_{B_{k,i} \cap \Omega} |x_N u(x, t)| \, dx + \mu(B_{k,i} \cap \Omega) \right) \leq C\sigma^{-N} \frac{2}{\pi - 1} \sum_{k=1}^{m} \sum_{i=1}^{\infty} \sup_{x \in B_{k,i}} e^{-\delta|x|^2} (|x_{k,i}| + \sqrt{T}) \quad (4.18)$$

for a.a. $t \in (0, T - \epsilon)$. On the other hand, for any $x, y \in B_{k,i}$, we have

$$e^{-\delta|x|^2} \leq e^{-\delta|y| - |y-x|^2} = e^{-\delta(|y|^2 + |x-y|^2 - 2|y||x-y|)} \leq Ce^{-\frac{\delta}{4}|y|^2},$$

which implies that

$$\sup_{x \in B_{k,i}} e^{-\delta|x|^2} (|x_{k,i}| + \sqrt{T}) \leq Ce^{-\frac{\delta}{4}|y|^2} (|x_{k,i}| + \sqrt{T}) \leq Ce^{-\frac{\delta}{4}|y|^2}.$$ 

Then we obtain

$$\sup_{x \in B_{k,i}} e^{-\delta|x|^2} (|x_{k,i}| + \sqrt{T}) \leq C\sigma^{-N} \int_{B_{k,i}} e^{-\frac{\delta}{4}|x|^2} \, dx \quad (4.19)$$

for $k = 1, \ldots, m$ and $i \in \mathbb{N}$. Therefore, by (4.17), (4.18), and (4.19) we obtain

$$\int_{\Omega} e^{-\delta|x|^2} x_N u(x, t) \, dx + \int_{\Omega} e^{-\delta|x|^2} \, d\mu(x) \leq C\sigma^{-\frac{2}{\pi - 1}} \sum_{k=1}^{m} \sum_{j=1}^{\infty} e^{-\frac{\delta}{4}|x|^2} \, dx \leq C\sigma^{-\frac{2}{\pi - 1}} \sum_{k=1}^{m} \sum_{i=1}^{\infty} e^{-\frac{\delta}{4}|x|^2} \, dx \leq C\sigma^{-\frac{2}{\pi - 1}}$$

for a.a. $t \in (0, T - \epsilon)$. Thus Lemma 4.3 follows. □

Now we are ready to complete the proof of Theorem 1.1. We show assertion (ii), and then we prove assertion (i).

**Proof of Theorem 1.1 (ii).** Let $\mu \in \mathcal{M}$ and let $u$ be a solution to problem (P) in $Q_T$, where $T > 0$. Lemma 2.4 implies that $u$ solves problem (E) in $Q_T$. Then, byLemma 4.2 we find a unique $\nu \in \mathcal{M}$ such that

$$\text{ess} \lim_{t \to +0} \int_{\Omega} y_N u(y, t)\psi(y) \, dy = \int_{\Omega} \psi(y) \, d\nu(y), \quad \text{for all} \ \psi \in C_0(\mathbb{R}^N). \quad (4.20)$$

We prove that $\mu = \nu$ in $\mathcal{M}$. Let $\phi \in C_0^\infty(\mathbb{R}^N)$ be such that $\phi \geq 0$ in $\mathbb{R}^N$ and $\text{supp} \phi \subset B(0, R)$ for some $R > 0$. Let $\varphi_0$ and $\varphi$ be as in Lemma 4.1. Let $\Sigma_T$ be as in the proof of Lemma 4.2.
Then (4.13) holds. Furthermore, we have

$$\int_\Omega \int G(x, y, t - \tau) u(y, \tau) x_N \phi(x) \, dx \, dy \geq \int_{\Omega \cap (0, R)} u(y, \tau) \varphi(y, t - \tau) \, dy$$

$$\geq \int_{\Omega \cap (0, R)} y_N u(y, \tau) \phi(y) \, dy - \sup_{x \in \Omega \cap B(0, R)} |x_N^{-1} \varphi(x, t - \tau) - \phi(x)| \sup_{0 < \tau < t} \int_{\Omega \cap (0, R)} y_N u(y, \tau) \, dy$$

$$\geq \int_\Omega y_N u(y, \tau) \phi(y) \, dy - C \sup_{x \in \Omega \cap B(0, R)} |x_N^{-1} \varphi(x, t - \tau) - \phi(x)|$$

for all $t, \tau \in \Sigma_T$ with $t > \tau$. This together with (4.13) and (4.20) implies that

$$\int_\Omega \int u(x, t) x_N \phi(x) \, dx \geq \int_{\Omega \cap (0, R)} \phi(y) \, dv - C \sup_{x \in \Omega \cap B(0, R)} |x_N^{-1} \varphi(x, t) - \phi(x)|$$

$$+ \int_0^t \int_{\Omega \cap (0, R)} G(x, y, t - s) u(y, s) x_N \phi(x) \, dx \, dy \, ds$$

Then, by (4.1) and (4.20) we see that

$$\lim_{t \to +0} \int_0^t \int_{\Omega \cap (0, R)} G(x, y, t - s) u(y, s) x_N \phi(x) \, dx \, dy \, ds = 0.$$
Therefore, by Lemmas 4.1 and 4.3 we have
\[
\lim_{t \to +0} \int_{\Omega} \int_{\Omega} K(x, y, t) x_N \phi(x) \, d\mu(y) \, dx = \int_{\Omega} \phi(y) \, d\mu(y),
\]
which together with (4.21) implies that
\[
\int_{\Omega} \phi(x) \, d\nu(x) = \int_{\Omega} \phi(y) \, d\mu(y).
\]
Since \(\phi\) is arbitrary, we deduce that \(\mu = \nu\) in \(\mathcal{M}\). Thus assertion (ii) follows. \(\Box\)

**Proof of Theorem 1.1** (i). Let \(u \in L(Q_T)\) solve problem (E) in \(Q_T\), where \(T > 0\). By Lemma 4.2 we find a unique \(\nu \in \mathcal{M}\) satisfying (1.10). It remains to prove that \(u\) is a solution to problem (P) with \(\mu = \nu\) in \(Q_T\).

Let \((x, t) \in Q_T\) be such that (1.7) holds for a.a. \(\tau \in (0, T)\) with \(\tau < t\). Similarly to the proof of Lemma 4.3, for any \(n = 1, 2, \ldots\), by the Besicovitch covering lemma we find an integer \(m = m(N)\) and \(\{x_{k,i}\}_{k=1, \ldots, m, i \in \mathbb{N}} \subset \Omega \setminus B(0, n\sqrt{T})\) such that
\[
B_{k,i} \cap B_{k,j} = \emptyset \quad \text{if} \quad i \neq j \quad \text{and} \quad \overline{\Omega} \setminus B(0, n\sqrt{T}) \subset \bigcup_{k=1}^{m} \bigcup_{i=1}^{\infty} B_{k,i}, \tag{4.22}
\]
where \(B_{k,i} := B(x_{k,i}, \sqrt{T})\). For any \(y = (y', y_N)\), \(z \in B_{k,i}\), and \(\tau \in (0, t/2)\), since
\[
|x - y|^2 \geq (|x - z| - |z - y|)^2 = |x - z|^2 + |z - y|^2 - 2|x - z||z - y| \geq \frac{1}{2} |x - z|^2 - C t,
\]
by Lemma 2.2 we have
\[
K(x, y, t - \tau) \leq \frac{C}{y_N + \sqrt{t - \tau}} \Gamma_N(x - y, 2(t - \tau)) \leq C t^{-\frac{N+1}{2}} \exp\left(-\frac{|x - y|^2}{C t}\right) \leq C t^{-\frac{N+1}{2}} \exp\left(-\frac{|x - z|^2}{C t}\right). \tag{4.23}
\]

We observe from (4.16), (4.22), and (4.23) that
\[
\int_{\Omega \setminus B(0, n\sqrt{T})} K(x, y, t - \tau) \, d\nu(y) + \int_{\Omega \setminus B(0, n\sqrt{T})} G(x, y, t - \tau) u(y, \tau) \, dy
\]
\[
\leq \sum_{k=1}^{m} \sum_{i=1}^{\infty} \int_{B_{k,i} \cap \Omega} K(x, y, t - \tau) (d\nu(y) + y_N u(y, \tau)) \, dy
\]
\[
\leq \sum_{k=1}^{m} \sum_{i=1}^{\infty} \sup_{y \in B_{k,i}} K(x, y, t - \tau) \left( \nu(B_{k,i} \cap \Omega) + \int_{B_{k,i} \cap \Omega} y_N u(y, \tau) \, dy \right)
\]
\[
\leq C \sum_{k=1}^{m} \sum_{i=1}^{\infty} t^{-\frac{N+1}{2}} \inf_{z \in B_{k,i}} \exp\left(-\frac{|x - z|^2}{C t}\right) \left( |x_{k,i}| + \sqrt{T} \right)
\]
\[
\leq C t^{-N/2} \sum_{k=1}^{m} \sum_{i=1}^{\infty} \int_{B_{k,i}} \exp\left(-\frac{|x - z|^2}{C t}\right) \left( |z| + \sqrt{T} \right) \, dz
\]
\[
\leq C t^{-N/2} \int_{\mathbb{R}^N \setminus B(0, (n-1)\sqrt{T})} \exp\left(-\frac{|x - z|^2}{C t}\right) \left( |z| + \sqrt{T} \right) \, dz.
\]
Furthermore, by (4.10) we have

\[
\begin{align*}
\text{ess sup} \int_{\tau \in (0,t/2)} \int_{\Omega \setminus B(0,n\sqrt{t})} K(x, y, t - \tau) \, d\nu(y) \\
+ \text{ess sup} \int_{\tau \in (0,t/2)} \int_{\Omega \setminus B(0,n\sqrt{t})} G(x, y, t - \tau) u(y, \tau) \, dy \to 0 \quad \text{as} \quad n \to \infty.
\end{align*}
\]

Let \( \phi_n \in C_0^\infty(\mathbb{R}^N) \) be such that

\[
0 \leq \phi_n \leq 1 \quad \text{in} \quad \mathbb{R}^N, \quad \phi_n = 1 \quad \text{on} \quad B(0,n\sqrt{t}), \quad \phi_n = 0 \quad \text{outside} \quad B(0,2n\sqrt{t}).
\]

Then we have

\[
\begin{align*}
\left| \int_{\Omega} G(x, y, t - \tau) u(y, \tau) \, dy - \int_{\Omega} K(x, y, t) \, d\nu(y) \right| \\
\leq \left| \int_{\Omega} G(x, y, t) u(y, \tau) \phi_n(y) \, dy - \int_{\Omega} K(x, y, t) \phi_n(y) \, d\nu(y) \right| \\
+ \left| \int_{\Omega} [G(x, y, t - \tau) - G(x, y, t)] u(y, \tau) \phi_n(y) \, dy \right| \\
+ \int_{\Omega \setminus B(0,n\sqrt{t})} G(x, y, t - \tau) u(y, \tau) \, dy + \int_{\Omega \setminus B(0,n\sqrt{t})} K(x, y, t) \, d\nu(y)
\end{align*}
\]  

for \( n = 1, 2, \ldots \) and \( \tau \in (0,t/2) \). By (1.9) we see that

\[
\text{ess lim}_{t \to +0} \left[ \int_{\Omega} G(x, y, t) u(y, \tau) \phi_n(y) \, dy - \int_{\Omega} K(x, y, t) \phi_n(y) \, d\nu(y) \right] = 0.
\]

Furthermore, by (4.10) we have

\[
\lim_{\tau \to +0} \left| \int_{D} [G(x, y, t - \tau) - G(x, y, t)] u(y, \tau) \phi_n(y) \, dy \right| \\
\leq \sup_{y \in B(0,2n\sqrt{t}), s \in (t/2,t)} |\partial_t K(x, y, s)| \text{ess lim sup}_{\tau \to +0} \left[ \tau \int_{B(0,2n\sqrt{t})} y_N u(y, \tau) \, dy \right] = 0.
\]

By (4.25), (4.26), and (4.27) we see that

\[
\text{ess lim sup}_{\tau \to +0} \left| \int_{\Omega} G(x, y, t - \tau) u(y, \tau) \, dy - \int_{\Omega} K(x, y, t) \, d\nu(y) \right| \\
\leq \text{ess sup}_{\tau \in (0,t/2)} \left( \int_{\Omega \setminus B(0,n\sqrt{t})} G(x, y, t - \tau) u(y, \tau) \, dy + \int_{\Omega \setminus B(0,n\sqrt{t})} K(x, y, t) \, d\nu(y) \right)
\]

for \( n = 1, 2, \ldots \). This together with (4.24) implies that

\[
\text{ess lim}_{\tau \to +0} \left| \int_{\Omega} G(x, y, t - \tau) u(y, \tau) \, dy - \int_{\Omega} K(x, y, t) \, d\nu(y) \right| = 0.
\]

Therefore we observe from Definition 1.1 (i) that \( u \) is a solution to problem (P) with \( \mu = \nu \) in \( QT \). Thus Theorem 1.1 (ii) follows. The proof of Theorem 1.1 is complete. \( \Box \)

Finally, we prove Corollaries 1.1 and 1.2

**Proof of Corollary 1.1** Corollary 1.1 follows from Theorem 1.1 and Theorem 1.2 (iii). \( \Box \)

**Proof of Corollary 1.2** By Lemma 2.4 we see that, for a.a. \( \tau \in (0,T) \), \( u_\tau(x, t) := u(x, t + \tau) \) is a solution to problem (P) in \( QT_{-\tau} \) with \( \mu(x) = x_N u(x, \tau) \) on \( \Omega \). Then Corollary 1.2 follows from Theorem 1.2. \( \Box \)
5 Sufficient conditions

In this section we study sufficient conditions for the solvability of problem \([\mathbb{P}]\). We denote by \(\mathcal{L}\) (resp. \(\mathcal{L}'\)) the set of nonnegative measurable functions in \(\Omega\) (resp. \(\partial \Omega\)). For any \(f \in \mathcal{L}\) and \(h \in \mathcal{L}'\), we set

\[
[G(t)f](x) := \int_{\Omega} G(x,y,t) f(y) \, dy, \quad [\Gamma_{N-1}(t)h](x') := \int_{\partial \Omega} \Gamma_{N-1}(x',y',t) h(y') \, dy',
\]

for \(x \in \Omega\), \(x' \in \mathbb{R}^{N-1}\), and \(t > 0\).

5.1 Sufficient conditions in the case of \(\mu \in \mathcal{M}\)

We start by showing the following theorem.

**Theorem 5.1** Let \(N \geq 1\) and \(p > 1\). Then there exists \(\gamma = \gamma(N,p) > 0\) such that, if \(\mu \in \mathcal{M}\) satisfies

\[
\int_{0}^{T} s^{-\frac{N(p-1)}{2}} \left( \sup_{z \in \Omega} \int_{B_{\Omega}(z,\sqrt{s})} \frac{d\mu(y)}{y_{N} + \sqrt{s}} \right)^{p-1} \, ds \leq \gamma
\]

for some \(T > 0\), then problem \([\mathbb{P}]\) possesses a solution in \(Q_{T}\).

**Proof.** Assume (5.1). Let \(T > 0\) and

\[
w(x,t) = 2 \int_{\Omega} K(x,y,t) \, d\mu(y).
\]

It follows from Lemma 2.2 that

\[
\|w(t)\|_{L^{\infty}(\Omega)} \leq C t^{-\frac{N}{2}} \sup_{z \in \Omega} \int_{B_{\Omega}(z,\sqrt{s})} \frac{d\mu(y)}{y_{N} + \sqrt{s}} \quad \text{for all } t > 0.
\]

Then, by Lemma 2.3 and (5.1) we have

\[
\int_{\Omega} K(x,y,t) \, d\mu(y) + \int_{0}^{t} \int_{\Omega} G(x,y,t-s)w(y,s)^{p} \, dy \, ds
\]

\[
\leq \frac{1}{2} w(x,t)
\]

\[
+ C \int_{0}^{t} s^{-\frac{N(p-1)}{2}} \left( \sup_{z \in \Omega} \int_{B_{\Omega}(z,\sqrt{s})} \frac{d\mu(y)}{y_{N} + \sqrt{s}} \right)^{p-1} \left( \int_{\Omega} \int_{\Omega} G(x,y,t-s)K(y,z,s) \, dy \, d\mu(z) \right) \, ds
\]

\[
\leq \frac{1}{2} w(x,t) + C \gamma w(x,t)
\]

for a.a. \((x,t) \in Q_{T}\). If \(\gamma > 0\) is small enough, then we see that \(w\) is a supersolution to problem \([\mathbb{P}]\) in \(Q_{T}\). Thus Theorem 5.1 follows from Lemma 2.5. \(\square\)

As corollaries of Theorems 1.2 and 5.1, we have the following results.

**Corollary 5.1** Let \(N \geq 1\) and \(\mu \in \mathcal{M}\).

(i) Let \(1 < p < p_{N+1}\). Then problem \([\mathbb{P}]\) possesses a local-in-time solution if and only if

\[
\sup_{z=(z',z_N) \in \Omega} \frac{\mu(B_{\Omega}(z,1))}{1 + z_{N}} < \infty.
\]
(ii) If $\text{supp} \mu \subset \Omega_L$ for some $L > 0$, then assertion (i) holds for $1 < p < p_N$.

**Proof.** Let $p > 1$. Assume that problem $[\mathcal{P}]$ possesses a solution in $Q_T$ for some $T > 0$. It follows from Theorem 1.2 that
\[
\mu(B_\Omega(z, \sqrt{T})) = \lim_{\sigma \to \sqrt{T}} \mu(B_\Omega(z, \sigma)) \leq CT^{N-\frac{1}{p-1}}(z_N + \sqrt{T})
\]
for all $z \in \Omega$. This together with Lemma 2.1 implies (5.2).

Conversely, assume that (5.2) holds. Consider the case of $1 < p < p_{N+1}$. Since
\[
\int_{B_\Omega(z, \sqrt{s})} \frac{d\mu(y)}{y_N + \sqrt{s}} \leq \begin{cases} s^{-\frac{1}{p}} \mu(B_\Omega(z, \sqrt{s})) & \text{if } z_N \leq 2, \\ 2z_N^{-1} \mu(B_\Omega(z, \sqrt{s})) & \text{if } z_N > 2,
\end{cases}
\]
for all $z \in \Omega$ and $s \in (0, 1)$, by (5.2) we have
\[
\int_0^T s^{-\frac{N(p-1)}{2}} \left( \sup_{z \in \Omega} \int_{B_\Omega(z, \sqrt{s})} \frac{d\mu(y)}{y_N + \sqrt{s}} \right) \frac{p^{-1}}{s} ds \leq C \int_0^T s^{-\frac{(N+1)(p-1)}{2}} ds \leq CT^{1-\frac{(N+1)(p-1)}{2}}
\]
for all $T \in (0, 1)$. Then Theorem 5.1 implies that problem $[\mathcal{P}]$ possesses a local-in-time solution. Thus assertion (i) follows.

Next, we assume that $\text{supp} \mu \subset \Omega_L$ for some $L > 0$, and consider the case of $1 < p < p_N$. Assume (5.2). Then
\[
\int_{B_\Omega(z, \sqrt{s})} \frac{d\mu(y)}{y_N + \sqrt{s}} \leq C(1 + z_N)^{-1} \mu(B_\Omega(z, \sqrt{s})) \leq C
\]
for all $z \in \Omega$ and small enough $s > 0$. This together with $1 < p < p_N$ implies that
\[
\int_0^T s^{-\frac{N(p-1)}{2}} \left( \sup_{z \in \Omega} \int_{B_\Omega(z, \sqrt{s})} \frac{d\mu(y)}{y_N + \sqrt{s}} \right) \frac{p^{-1}}{s} ds \leq C \int_0^T s^{-\frac{N(p-1)}{2}} ds \leq CT^{1-\frac{N(p-1)}{2}}
\]
for all small enough $T > 0$. Then we observe from Theorem 5.1 that problem $[\mathcal{P}]$ possesses a local-in-time solution, and assertion (ii) follows from assertion (i). Thus Corollary 5.1 follows. □

**Corollary 5.2** Let $N \geq 1$. Problem (E) possesses a nontrivial global-in-time solution if and only if $p > p_{N+1}$.

**Proof.** Assume that there exists a nontrivial global-in-time solution $u$ to problem $[\mathcal{P}]$. Then, by Lemma 2.2 we find $\tau \in (0, \infty)$ such that $u_\tau(x, t) := u(x, t + \tau)$ is a global-in-time solution to problem $[\mathcal{P}]$ with $\mu = x_N u(x, \tau)$ on $\Omega$ and $u(\cdot, \tau) \neq 0$ in $\mathcal{L}$. Then, by Theorem 1.2 we have
\[
0 \leq \int_{B_\Omega(0, \sigma)} y_N u(y, \tau) dy \leq C \sigma^{-\frac{1}{p-1}} \int_{B_\Omega(0, \sigma)} y_N dy \leq C \sigma^{N+1-\frac{2}{p-1}} \text{ for all } \sigma > 0.
\]
If $1 < p < p_{N+1}$, then
\[
0 \leq \int_{\Omega} y_N u(y, \tau) dy \leq C \lim_{\sigma \to \infty} \sigma^{N+1-\frac{2}{p-1}} = 0.
\]
This is a contradiction. If $p = p_{N+1}$, then, by Theorem 1.2 (ii) with $\sigma \geq 1$ and $T = \sigma^4$ we have
\[
0 \leq \int_{\Omega} y_N u(y, \tau) dy \leq C \lim_{\sigma \to \infty} \left[ \log \left( e + \frac{\sqrt{\sigma^4}}{\sigma} \right) \right]^{\frac{N+1}{2}} = 0.
\]
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This is also a contradiction. Thus problem (E) possesses no nontrivial global-in-time solutions if \(1 < p \leq p_{N+1}\). On the other hand, by Theorem 5.1 we easily find a global-in-time positive solution to problem \([P]\) if \(p > p_{N+1}\). Then we complete the proof of Corollary 5.2. \(\square\)

**Remark 5.1** It has already been proved in \([36, 41]\) that the case \(p = p_{N+1}\) is the threshold for the existence of nontrivial global-in-time solution to problem \([E]\). (See also \([10, 35]\) for related results.) On the other hand, the proof of Corollary 5.2 asserts that our necessary conditions and sufficient conditions are useful even for the study of the existence of global-in-time solutions.

**Corollary 5.3** Let \(N \geq 1\) and \(\kappa > 0\). Consider problem \([P]\) with \(\mu = \kappa \delta_N\) on \(\Omega\), that is,

\[
u(x,0) = -\kappa \partial_x \delta_N \quad \text{on \(\Omega\)}.
\]

(i) If \(p \geq p_{N+1}\), then problem \([P]\) possesses no local-in-time solutions.

(ii) If \(1 < p < p_{N+1}\), then problem \([P]\) possesses a local-in-time solution.

**Proof.** Assertion (i) follows from Theorem 1.2. (See (1.10) and (1.12).) Assertion (ii) is proved by Corollary 5.1. Thus Corollary 5.3 follows. \(\square\)

### 5.2 More delicate sufficient conditions

In this subsection we modify the arguments in \([16, 19, 44]\) to obtain the following theorem on sufficient conditions for the solvability of problem \([P]\). We denote by \(\| \cdot \|_\infty\) the usual norm of \(L^\infty(\Omega)\).

**Theorem 5.2** Let \(f \in \mathcal{L}\) and let \(h \in \mathcal{L}’\) if \(1 < p < 2\) and \(h = 0\) if \(p \geq 2\). Consider problem \([P]\) with

\[
\mu = x_N f(x) + h(x') \otimes \delta_1(x_N) \in \mathcal{M}.
\]

(5.3)

Let \(\Phi\) be a strictly increasing, nonnegative, and convex function on \([0, \infty)\). Set

\[
v(x,t) := 2\Phi^{-1} ([G(t)\Phi(f)](x)), \quad w(x,t) := 2 \frac{x_N}{t} \Gamma_1(x_N,t) \Phi^{-1} ([\Gamma_{N-1}(t)\Phi(h)](x)),
\]

for \((x,t) \in Q_\infty\). Define

\[
A(\tau) := \frac{\Phi^{-1}(\tau)^p}{\tau}, \quad B(\tau) := \frac{\tau}{\Phi^{-1}(\tau)}, \quad \text{for} \ \tau > 0.
\]

If

\[
\sup_{t \in (0,T)} \left( \|B(G(t)\Phi(f))\|_\infty \int_0^t \|A(G(s)\Phi(f))\|_\infty ds \right) \leq 2^{-2p+1},
\]

\[
\sup_{t \in (0,T)} \left( \|B(\Gamma_{N-1}(t)\Phi(h))\|_\infty \int_0^t s^{-(p-1)} \|A(\Gamma_{N-1}(s)\Phi(h))\|_\infty ds \right) \leq 2^{-2p+1} (2\pi)^{\frac{p-1}{2}}, \quad (5.4)
\]

for some \(T > 0\), then problem \([P]\) possesses a solution \(u\) in \(Q_T\) such that

\[
0 \leq u(x,t) \leq v(x,t) + w(x,t) \quad \text{for a.a.} \ (x,t) \in Q_T.
\]
Proof. Let \( \mu \) be as in (5.3). We show that \( v + w \) is a supersolution to problem (2) in \( Q_T \). By (1.5), (1.6), and (5.3) we have

\[
[K(t)\mu](x) := \int_{\Omega} K(x, y, t) \, d\mu(y) \leq \int_{\Omega} G(x, y, t) \, d\mu(y) + \frac{x_N}{t} \int_{\mathbb{R}^{N-1}} \Gamma_{N-1}(x' - y', t) h(y') \, dy'
\]

(5.5)

for all \( (x, t) \in Q_\infty \). It follows from Jensen's inequality with the convexity of \( \Phi \) and (5.5) that

\[
[K(t)\mu](x) \leq \Phi^{-1}([G(t)\Phi(f)](x)) + \frac{x_N}{t} \Gamma_1(x_N, t) \Phi^{-1}([\Gamma_{N-1}(t)\Phi(h)](x')) = \frac{v(x, t) + w(x, t)}{2}
\]

for all \( (x, t) \in Q_\infty \). Since \( (a + b)^p \leq 2^{p-1}(a^p + b^p) \) for \( a, b > 0 \), we have

\[
K(t)\mu + \int_0^t G(t - s)(v(s) + w(s))^p \, ds \leq \frac{v(t) + w(t)}{2} + 2^{p-1} \int_0^t G(t - s)v(s)^p \, ds + 2^{p-1} \int_0^t G(t - s)w(s)^p \, ds.
\]

By the semigroup property of \( G \) and (5.4) we see that

\[
\int_0^t G(t - s)v(s)^p \, ds \leq 2^p \int_0^t G(t - s) \left\| \frac{\Phi^{-1}(G(s)\Phi(f))}{G(s)\Phi(f)} \right\|_\infty \, G(s)\Phi(f) \, ds
\]

\[
= 2^p G(t)\Phi(f) \int_0^t \left\| \frac{\Phi^{-1}(G(s)\Phi(f))}{G(s)\Phi(f)} \right\|_\infty \, ds
\]

\[
\leq 2^{p-1} v(t) \left\| \frac{G(t)\Phi(f)}{\Phi^{-1}(G(t)\Phi(f))} \right\|_\infty \int_0^t \left\| \frac{\Phi^{-1}(G(s)\Phi(f))}{G(s)\Phi(f)} \right\|_\infty \, ds \leq \frac{v(t)}{2^p}.
\]

On the other hand, since

\[
\frac{y_N}{s} \Gamma_1(y_N, s) \leq \frac{1}{s} (4\pi)^{-\frac{N}{2}} \sup_{y_N > 0} \frac{y_N}{s} \frac{\sqrt{\pi}}{4} \leq (2e\pi)^{-\frac{N}{2}} s^{-1} \quad \text{for all} \quad (y_N, s) \in (0, \infty)^2,
\]

by the semigroup property of \( \Gamma_{N-1} \) we have

\[
\int_0^t G(t - s)w(s)^p \, ds
\]

\[
= 2^p \int_0^t \int_0^\infty \left[ \Gamma_1(x_N - y_N, t - s) - \Gamma_1(x_N + y_N, t - s) \right] \left( \frac{y_N}{s} \right)^p \Gamma_1(y_N, s) \, dy_N
\]

\[
\times \int_{\mathbb{R}^{N-1}} \Gamma_{N-1}(x' - y', t - s) \left[ \frac{\Phi^{-1}([\Gamma_{N-1}(s)\Phi(h)](y'))}{\Gamma_{N-1}(s)\Phi(h)} \right] \left[ \Gamma_{N-1}(s)\Phi(h) \right] \, dy' \, ds
\]

\[
\leq c_p \int_0^t s^{-(p-1)} \int_0^\infty \left[ \Gamma_1(x_N - y_N, t - s) - \Gamma_1(x_N + y_N, t - s) \right] \left( \frac{y_N}{s} \right)^p \Gamma_1(y_N, s) \, dy_N
\]

\[
\times \left\| \frac{\Phi^{-1}([\Gamma_{N-1}(s)\Phi(h)](y'))}{\Gamma_{N-1}(s)\Phi(h)} \right\|_{\infty} \int_{\mathbb{R}^{N-1}} \left[ \Gamma_{N-1}(x' - y', t - s) \right] \left( \frac{\Gamma_{N-1}(s)\Phi(h)}{\Phi^{-1}(\Gamma_{N-1}(t)\Phi(h))} \right) \left( \phi^{-1}([\Gamma_{N-1}(t)\Phi(h)](x')) \right) \, ds,
\]
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Proof. Assume (5.6). We can assume, without loss of generality, that the semigroup property of $\Gamma_1$ show that

$$
\int_0^\infty \left[ \Gamma_1(x_N-y_N,t-s) - \Gamma_1(x_N+y_N,t-s) \right] \frac{y_N}{s} \Gamma_1(y_N,s) \, dy_N
$$

$$
= 2 \int_0^\infty \partial_y \left[ \Gamma_1(x_N-y_N,t-s) - \Gamma_1(x_N+y_N,t-s) \right] \Gamma_1(y_N,s) \, dy_N
$$

$$
= -2 x_N \int_0^\infty \left[ \Gamma_1(x_N-y_N,t-s) + \Gamma_1(x_N+y_N,t-s) \right] \Gamma_1(y_N,s) \, dy_N
$$

Then, by (5.4) we see that

$$
G(t-s)w(s)P ds
$$

$$
\leq 2^p(2\pi)^{-\frac{p}{2}} x_N G(x_N,t)w(t)(\Gamma_{N-1}(t)\Phi(h))(x')
$$

$$
\times \left\| \frac{\Gamma_{N-1}(t)\Phi(h)}{\Phi^{-1}(\Gamma_{N-1}(t)\Phi(h))} \right\|_\infty \int_0^t s^{-(p-1)} \left\| \frac{[\Phi^{-1}(\Gamma_{N-1}(s)\Phi(h))]^p}{\Gamma_{N-1}(s)\Phi(h)} \right\|_\infty ds
$$

$$
\leq 2^p(2\pi)^{-\frac{p}{2}} x_N w(t)\|B(G_{N-1}(t)\Phi(h))\|_\infty \int_0^t s^{-(p-1)} ||A(G_{N-1}(s)\Phi(h))||_\infty ds \leq \frac{w(t)}{2^p}
$$

The above computations show that

$$
K(t)\mu + \int_0^t G(t-s)(v(s) + w(s))^P ds \leq v(t) + w(t) \text{ for all } t \in (0,T).
$$

This means that $v + w$ is a supersolution to problem (1) in $Q_T$. Then Lemma 2.2 implies that problem (1) possesses a solution in $Q_T$. Thus Theorem 5.2 follows. \( \square \)

Next, as an application of Theorem 5.2 we obtain sufficient conditions for the solvability of problem (1).

**Theorem 5.3** Let $f \in \mathcal{L}$ and let $h \in \mathcal{L}'$ if $1 < p < 2$ and $h = 0$ if $p \geq 2$. For any $\alpha > 1$, there exists $\gamma = \gamma(N,p,\alpha) > 0$ with the following property: if there exists $T > 0$ such that

$$
\sup_{x \in \mathbb{R}^N} \int_{B(x,1,\sigma)} f(y)^\alpha \, dy \leq \gamma \sigma^{N-\frac{2\alpha}{p-2}},
$$

$$
\sup_{x' \in \mathbb{R}^{N-1}} \int_{B'(x',\sigma)} h(y)^\alpha \, dy' \leq \gamma \sigma^{N-1+2\alpha\frac{p-2}{p-1}}, \text{ for all } \sigma \in (0,\sqrt{T}),
$$

then problem (1) with (5.3) possesses a solution $u$ in $Q_T$, with $u$ satisfying

$$
0 \leq u(x,t) \leq 2[G(t)f^x](x)^{\frac{p}{2}} + 2 x_N \frac{\Gamma_1(x_N,t)[\Gamma_{N-1}(t)h^x](x')^{\frac{p}{2}}} {t} \text{ for a.a. } (x,t) \in Q_T.
$$

**Proof.** Assume (5.6). We can assume, without loss of generality, that $\alpha \in (1,p)$. Indeed,
if $\alpha \geq p$, then, for any $1 < \alpha' < p$, we apply Hölder’s inequality to obtain
\[
\sup_{x \in \Omega} \int_{B_0(x,\sigma)} \frac{y_N}{y_N + \sigma} f(y)^{\alpha'} \, dy \\
\leq \sup_{x \in \Omega} \left[ \int_{B_0(x,\sigma)} \frac{y_N}{y_N + \sigma} \, dy \right] \left[ \int_{B_0(x,\sigma)} \frac{y_N}{y_N + \sigma} f(y)^{\alpha'} \, dy \right]^{\frac{\alpha}{\alpha'}} \\
\leq C \gamma^\frac{\alpha}{\alpha'} N^{-2\alpha'/p + 1},
\]
for all $\sigma \in (0, \sqrt{T})$. Thus (5.6) holds with $\alpha$ replaced by $\alpha'$. Furthermore, if (5.7) holds for some $\alpha' \in (1, \alpha)$, then, since
\[
\int_0^t \int_{B_0(x,\sigma)} h(y)^{\alpha'} \, dy \, ds \\
\leq \sup_{x', \in \mathbb{R}^{N-1}} \int_{B'(x',\sigma)} h(y)^{\alpha'} \, dy' \leq \sup_{x' \in \mathbb{R}^{N-1}} \left[ \int_{B'(x',\sigma)} \frac{y_N}{y_N + \sigma} f(y)^{\alpha'} \, dy \right]^{\frac{\alpha'}{\alpha}} \\
\leq C \gamma^\frac{\alpha}{\alpha'} N^{-2\alpha'/p + 1},
\]
for all $t \geq 0, \sigma \in (0, \sqrt{T})$. Then, thanks to $\alpha \in (1, p)$, we have
\[
\|B(G(t)f^\alpha)(x)\|_{L^p} \leq C t^{-\frac{\alpha}{p}} \int_0^t \|A(G(s)f^\alpha)\|_{L^p} \, ds \leq C t^{-\frac{\alpha}{p}},
\]
and
\[
\|B(G(t)f^\alpha)(x)\|_{L^p} \leq C t^{-\frac{\alpha}{p}} \int_0^t \|A(G(s)f^\alpha)\|_{L^p} \, ds \leq C t^{-\frac{\alpha}{p}}
\]
for all $t \in (0, T)$. In the case of $1 < p < 2$, we obtain
\[
\|B(G(t)f^\alpha)(x)\|_{L^p} \leq C t^{-\frac{\alpha}{p}} \int_0^t s^{-\frac{\alpha}{p-1}} \|A(G_N^{-1}(s)h^\alpha)\|_{L^p} \, ds
\]
and
\[
\|B(G(t)f^\alpha)(x)\|_{L^p} \leq C t^{-\frac{\alpha}{p}} \int_0^t s^{-\frac{\alpha}{p-1}} \|A(G_N^{-1}(s)h^\alpha)\|_{L^p} \, ds
\]
for all $t \in (0, T)$. Then we apply Theorem 5.2 to obtain the desired conclusion. The proof is complete. $\square$

**Theorem 5.4** Let $p = p_{N+\ell}$ with $\ell \in [0, 1]$. Let $\beta > 0$ and set $\Phi(\tau) := \tau |\log(e + \tau)|^\beta$ for $\tau \geq 0$. For any $T > 0$, there exists $\gamma = \gamma(N, \beta, T, \ell) > 0$ such that, if $f \in \mathcal{L}$ satisfies
\[
\sup_{x \in \Omega} \int_{B_0(x,\sigma)} y_N^\frac{1}{\beta} \Phi(\tau^{\frac{\beta}{p}} f(y)) \, dy \leq \gamma T^\frac{N+\ell}{\beta} \left[ \log \left( e + \frac{\sqrt{T}}{\sigma} \right) \right]^{\beta \frac{N+\ell}{p}}
\]
for all $\sigma \in (0, \sqrt{T})$,
then problem \([10]\) with \(\mu = x_N f(x)\) possesses a solution \(u\) in \(Q_T\), with \(u\) satisfying

\[
0 \leq u(x,t) \leq C \Phi^{-1} \left( |G(t) \Phi(T^{-1} f)| (x) \right) \quad \text{for a.a. } (x,t) \in Q_T,
\]

for some \(C > 0\).

**Proof.** Let \(0 < \epsilon < p - 1\). We find \(L \in ]\epsilon, \infty[\) with the following properties:

(a) \(\Psi(s) := s [\log(L + s)]^\beta\) is positive and convex in \((0, \infty)\);

(b) \(s^p / \Psi(s)\) is increasing in \((0, \infty)\);

(c) \(s^\epsilon [\log(L + s)]^{-\beta p}\) is increasing in \((0, \infty)\).

Since \(C^{-1} \Phi(s) \leq \Psi(s) \leq C \Phi(s)\) for \(s \in (0, \infty)\), we see that

\[
\sup_{x \in \Omega} \int_{B_0(x, \sigma)} y_N^\ell \Psi(T^{-1} f(y)) \, dy \leq C \gamma T^{-\frac{N+\ell}{2}} \left[ \log \left( \frac{e + \sqrt{T}}{\sigma} \right) \right]^{-\frac{N+\ell}{2}} \tag{5.8}
\]

for all \(\sigma \in (0, \sqrt{T})\). Here we can assume, without loss of generality, that \(\gamma \in (0,1)\). Set

\[
z(x,t) := \left[ G(t) \Psi(T^{-1} f) \right] (x) = \int_{\Omega} K(x,y,t) y_N \Psi(T^{-1} f(y)) \, dy.
\]

By Lemma \([22]\) and \((5.8)\) we have

\[
\|z(t)\|_{\infty} \leq C t^{-\frac{N}{2} \epsilon} \sup_{x \in \Omega} \int_{B_0(x, \sqrt{T})} \frac{y_N}{y_N + t} \Psi(T^{-1} f(y)) \, dy
\]

\[
\leq C t^{-\frac{N+\ell}{2}} \sup_{x \in \Omega} \int_{B_0(x, \sqrt{T})} y_N^\ell \Psi(T^{-1} f) \, dy
\]

\[
\leq C \gamma t^{-\frac{N+\ell}{2}} \| \log t \|_{-\frac{N+\ell}{2}} \leq C t^{-\frac{N+\ell}{2}} \| \log t \|_{-\frac{N+\ell}{2}}
\]

for all \(t \in (0, T)\), where \(t_T := t/(2T) \in (0,1/2)\). Since

\[
C^{-1} \tau [\log(L + \tau)]^{-\beta} \leq \Psi^{-1}(\tau) \leq C \tau [\log(L + \tau)]^{-\beta}\quad \text{for } \tau > 0,
\]

we have

\[
A(z(x,t)) = \frac{\Psi^{-1}(z(x,t))^P}{z(x,t)} \leq C \log(L + z(x,t))^{-\beta_p},
\]

\[
B(z(x,t)) = \frac{z(x,t)}{\Psi^{-1}(z(x,t))} \leq C [\log(L + z(x,t))]^\beta,
\]

for \((x,t) \in Q_\infty\). Then we have

\[
0 \leq A(z(x,t)) \leq C \|z(t)\|_{-\epsilon}^{-1} \epsilon \|z(t)\|_{\infty} \| \log(L + \|z(t)\|_{\infty}) \|^{-\beta_p}
\]

\[
\leq C \gamma^{p-1-\epsilon} t_T^{-\frac{N+\ell}{2} (p-1)} \| \log t \|_{-\frac{N+\ell}{2} (p-1)} \| \log t \|^{-\beta_p} = C \gamma^{p-1-\epsilon} t_T^{-1} \| \log t \|^{-\beta-1},
\]

\[
0 \leq B(z(x,t)) \leq C \|\log(L + \|z(t)\|_{\infty})\|^\beta \leq C \| \log t \|^\beta;
\]
for all \((x, t) \in Q_T\), where \(C\) is independent of \(\gamma\). Hence
\[
\|B(z(t))\|_\infty \int_0^t \|A(z(s))\|_\infty ds \leq C\gamma^{p-1-\epsilon} |\log t_T|^\beta \int_0^t s_T^{-1} |\log s_T|^{-\beta-1} ds
\]
\[
= C\gamma^{p-1-\epsilon} |\log t_T|^\beta \int_0^t \frac{2T}{s} \left[ - \log \frac{s}{2T} \right]^{-\beta-1} ds
\]
\[
= C\gamma^{p-1-\epsilon} |\log t_T|^\beta \left( \frac{2T}{\beta} \left[ - \log \frac{s}{2T} \right]^{-\beta} \right) \bigg|_{s=0}^{s=t} = CT\gamma^{p-1-\epsilon}
\]
for all \(t \in (0, T)\). Therefore, if \(\gamma > 0\) is small enough, then we apply Theorem 5.2 to find a solution \(u\) to problem \(\text{[P]}\) in \(Q_T\) such that
\[
0 \leq u(x, t) \leq 2\Psi^{-1}(z(x, t)) \leq C\Phi^{-1}([G(t)\Phi(f)](x)) \quad \text{for a.a.} \quad (x, t) \in Q_\infty.
\]

Thus Theorem 5.4 follows. \(\square\)

**Theorem 5.5** Let \(p = p_{N+1} < 2\). Let \(\beta > 0\) and set \(\Phi(\tau) := \tau|\log(e + \tau)|^\beta\) for \(\tau \geq 0\). For any \(T > 0\), there exists \(\gamma = \gamma(N, \beta, T) > 0\) such that, if \(h \in L'\) satisfies
\[
\sup_{x' \in \mathbb{R}^{N-1}} \int_{B'(x', \sigma)} \Phi(T^{-1} h(y')) dy' \leq \gamma T^{\frac{N-1}{\beta}} \left( e + \frac{\sqrt{T}}{\sigma} \right)^{\beta \cdot \frac{N+1}{2}} \tag{5.9}
\]
for all \(\sigma \in (0, \sqrt{T})\), then problem \(\text{[P]}\) with \(\mu = h(x') \otimes \delta_1(x_N)\) possesses a solution \(u\) in \(Q_T\), with \(u\) satisfying
\[
0 \leq u(x, t) \leq C \frac{x_N}{t} \Gamma_1(x_N, t) \Psi^{-1} \left( \Gamma_{N-1}(t) \Psi(T^{-1} h) \right)(x) \quad \text{for a.a.} \quad (x, t) \in Q_T,
\]
for some \(C > 0\).

**Proof.** Assume (5.9). We can assume, without loss of generality, that \(\gamma \in (0, 1)\). Define \(\Psi\) as in the proof of Theorem 5.4. Set
\[
z(x, t) := \left[ \Gamma_{N-1}(t) \Psi(T^{-1} h) \right](x).
\]

By Lemma 2.2 and (5.9) we see that
\[
\|z(t)\|_\infty \leq C t^{-\frac{N-1}{\beta}} \sup_{x' \in \mathbb{R}^{N-1}} \int_{B'(x', \sqrt{T})} \Psi(T^{-1} h) dy'
\]
\[
\leq C \gamma t_T^{\frac{N-1}{\beta}} \log t_T|^{\beta \cdot \frac{N+1}{2}} \leq C t_T^{\frac{N-1}{\beta}} \log t_T|^{\beta \cdot \frac{N+1}{2}} \quad \text{for} \quad t \in (0, T),
\]
where \(t_T := t/(2T) \in (0, 1/2)\). By the same argument as in the proof of Theorem 5.4 we have
\[
0 \leq A(z(x, t)) \leq C \gamma^{p-1-\epsilon} t_T^{\frac{N+1}{p-1}} |\log t_T|^{\beta \cdot \frac{N+1}{2}}(p-1) - \beta p = C \gamma^{p-1-\epsilon} t_T^{\frac{N+1}{p-1}} |\log t_T|^{-\beta-1},
\]
\[
0 \leq B(z(x, t)) \leq C |\log t_T|^{\beta},
\]
for all \((x, t) \in Q_T\), where \(C\) is independent of \(\gamma\). It follows that
\[
\|B(z(t))\|_\infty \int_0^t s^{-(p-1)} \|A(z(s))\|_\infty ds
\]
\[
= (2T)^{-(p-1)} \|B(z(t))\|_\infty \int_0^t s_T^{-(p-1)} \|A(z(s))\|_\infty ds
\]
\[
\leq CT^{-(p-1)} \gamma^{p-1-\epsilon} |\log t_T|^{\beta} \int_0^t s_T^{-(p-1)} \log s_T|^{-\beta-1} ds \leq CT^{2-p} \gamma^{p-1-\epsilon}.
\]

Then Theorem 5.2 leads to the desired conclusion. The proof is complete. \(\square\)
5.3 Optimal singularities

Applying our necessary conditions and sufficient conditions on the solvability for problem (P), for any \( z \in \Omega \), we find a function \( f_z \in \mathcal{L} \) with the following properties:

- there exists \( R > 0 \) such that \( f_z \) is smooth in \( B_{\Omega}(z, R) \setminus \{z\} \) and \( f_z = 0 \) outside \( B_{\Omega}(z, R) \);
- there exists \( \kappa_z > 0 \) such that problem (P) with \( \mu = \kappa x_N f_z(x) \), where \( \kappa > 0 \), possesses a local-in-time solution if \( \kappa < \kappa_z \) and it possesses no local-in-time solutions if \( \kappa > \kappa_z \).

Similarly to Section 1.1, we term the singularity of the function \( f_z \) at \( x = z \) an optimal singularity of initial data for the solvability of problem (P) at \( x = z \).

We find optimal singularities of initial data for the solvability of problem (P) at \( z, \Omega \). By Corollary 5.1(ii) it suffices to consider the case \( p \geq p_N \). For any set \( E \in \mathbb{R}^N \), we denote by \( \chi_E \) the characteristic function of \( E \).

**Theorem 5.6** Let \( z \in \Omega \). Set

\[
 f_z(x) := \begin{cases} 
 |x - z|^{-\frac{2}{p-1}} \chi_{B_{\Omega}(z,1)}(x) & \text{if } p > p_N, \\
 |x - z|^{-N} \log |x - z|^{-\frac{2}{p-1}} \chi_{B_{\Omega}(z,1/2)}(x) & \text{if } p = p_N,
\end{cases}
\]

for \( x \in \Omega \). Then there exists \( \kappa_z > 0 \) with the following properties:

(i) problem (P) possesses a local-in-time solution with \( \mu = \kappa x_N f_z(x) \) if \( 0 < \kappa < \kappa_z \);

(ii) problem (P) possesses no local-in-time solutions with \( \mu = \kappa x_N f_z(x) \) if \( \kappa > \kappa_z \).

Here \( \sup_{z \in \Omega} \kappa_z < \infty \).

**Proof.** Let \( z = (z', z_N) \in \Omega, \kappa > 0, \) and \( \mu = \kappa x_N f_z(x) \) in \( \mathcal{M} \). Assume that problem (P) possesses a local-in-time solution. By Theorem 1.2 we have

\[
\kappa \int_{B(z, \sigma)} y_N f_z(y) \, dy \leq C \sigma^{-\frac{2}{p-1}} \int_{B(z, \sigma)} y_N \, dy \leq C z_N \sigma^{-\frac{2}{p-1}} \quad (5.10)
\]

for all small enough \( \sigma > 0 \). Furthermore, if \( p = p_N \), then

\[
\kappa \int_{B(z, \sigma)} y_N f_z(y) \, dy \leq C z_N |\log \sigma|^{-\frac{N}{2}} \quad (5.11)
\]

for all small enough \( \sigma > 0 \). On the other hand, it follows that

\[
\int_{B(z, \sigma)} y_N f_z(y) \, dy \geq \begin{cases} 
 C z_N \sigma^{N-\frac{2}{p-1}} & \text{if } p > p_N, \\
 C z_N |\log \sigma|^{-\frac{N}{2}} & \text{if } p = p_N,
\end{cases}
\]

for all small enough \( \sigma > 0 \). This together with (5.10) and (5.11) implies that \( \kappa_z \) is uniformly bounded on \( \Omega \).

On the other hand, if \( p > p_N \), then we find \( \alpha > 1 \) such that

\[
\sup_{x \in \Omega} \int_{B(x, \sigma)} \frac{y_N}{y_N + \sigma} (\kappa f_z(y))^\alpha \, dy \leq \kappa^\alpha \int_{B(z, \sigma)} |y - z|^{-\frac{2\alpha}{p-1}} \, dy \leq C \kappa^\alpha \sigma^{-\frac{2\alpha}{p-1}}
\]
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for all $\sigma \in (0,1)$. If $p = p_N$, then, for any $\beta \in (0, N/2)$, we have
\[
\sup_{x \in \Omega} \int_{B(x, \sigma)} \kappa f_z(y) \left| \log(e + \kappa f_z(y)) \right|^\beta \, dy \\
\leq C\kappa \sup_{x \in \Omega} \int_{B(x, \sigma)} \left| y - z \right|^{-N} \left| \log \left| y - z \right| \right|^{-\frac{N}{2} - 1 + \beta} \, dy \leq C\kappa \left| \log \sigma \right|^{-\frac{N}{2} + \beta}
\]
for all small enough $\sigma > 0$ and $\kappa \in (0,1)$. Then, if $\kappa > 0$ is small enough, by Theorem 5.3 with $p > p_N$ and Theorem 5.4 with $\ell = 0$ we find a local-in-time solution to problem [P]. Therefore, thanks to Lemma 2.5, we find the desired constant $\kappa_z$, and the proof is complete. □

Next, we consider the case $z \in \partial\Omega$. Then it suffices to consider the case $z = 0 \in \partial\Omega$.

**Theorem 5.7** Set
\[
\kappa > \kappa_0 > 0
\]
for $x \in \Omega$. Then there exists $\kappa_0 > 0$ with the following properties:

(i) problem [P] possesses a local-in-time solution with $\mu = \kappa x f(x)$ if $0 < \kappa < \kappa_0$;

(ii) problem [P] possesses no local-in-time solutions with $\mu = \kappa x f(x)$ if $\kappa > \kappa_0$.

**Proof.** Let $\kappa > 0$ and $\mu = \kappa x f(x)$ in $\mathcal{M}$. Assume that problem [P] possesses a local-in-time solution. By Theorem 1.2 we have
\[
\kappa \int_{B_1(0,\sigma)} y_N f(y) \, dy \leq C \sigma^{-\frac{2}{p-1}} \int_{B_1(0,\sigma)} y_N \, dy \leq C \sigma^{N+1-\frac{2}{p-1}}
\]
for all small $\sigma > 0$. Furthermore, if $p = p_{N+1}$, then
\[
\kappa \int_{B_1(0,\sigma)} y_N f(y) \, dy \leq C \left| \log \sigma \right|^{-\frac{N+1}{2}}
\]
for all small $\sigma > 0$. It follows that
\[
\int_{B_1(0,\sigma)} y_N f(y) \, dy \geq \begin{cases} 
C \sigma^{N+1-\frac{2}{p-1}} & \text{if } p > p_{N+1}, \\
C \left| \log \sigma \right|^{-\frac{N+1}{2}} & \text{if } p = p_{N+1},
\end{cases}
\]
for small enough $\sigma > 0$. By (5.12), (5.13), and (5.14) we see that $\kappa_0 \leq C$.

On the other hand, if $p > p_{N+1}$, we find $\alpha > 1$ such that
\[
\int_{B_1(x,\sigma)} \frac{y_N}{y_N + \sigma} \left( \kappa f(y) \right)^\alpha \, dy \leq \kappa^{\alpha} \sigma^{-\frac{2\alpha}{p-1}} \int_{B_1(0,3\sigma)} y_N \left| \log \sigma \right|^{-\frac{N+1}{2}} \, dy \leq C \kappa^{\alpha} \sigma^{N-\frac{2\alpha}{p-1}}
\]
for $x \in B_1(0,2\sigma)$. Furthermore, we have
\[
\int_{B_1(x,\sigma)} \frac{y_N}{y_N + \sigma} \left( \kappa f(y) \right)^\alpha \, dy \leq \kappa^{\alpha} \int_{B_1(x,\sigma)} \left| y \right|^{-\frac{2\alpha}{p-1}} \, dy \leq C \kappa^{\alpha} \sigma^{N-\frac{2\alpha}{p-1}} \leq C \kappa^{\alpha} \sigma^{N-\frac{2\alpha}{p-1}}
\]
for $x \in \Omega \setminus B_1(0,2\sigma)$. These imply that
\[
\sup_{x \in \Omega} \int_{B_1(x,\sigma)} \frac{y_N}{y_N + \sigma} \left( \kappa f(y) \right)^\alpha \, dy \leq C \kappa^{\alpha} \sigma^{N-\frac{2\alpha}{p-1}}
\]
for all small enough $\sigma > 0$ and $\kappa \in (0,1)$. Therefore, thanks to Lemma 2.5, we find the desired constant $\kappa_z$, and the proof is complete. □
for all $\sigma \in (0,1)$ if $p > p_{N+1}$. If $p = p_{N+1}$, for any $\beta \in (0,N/2)$, we have
\[
\sup_{x \in \mathbb{T}^N} \int_{B(x,\sigma)} \kappa y_N f(y) \log(e + \kappa f(y)) \, dy \\
\leq C \kappa \int_{B(0,\sigma)} \|y\|^{-N} \log \|y\| \left(-\frac{N}{2}\right)^{- \beta - 1} \, dy \leq C \kappa \log \sigma \left(-\frac{N}{2}\right)^{\beta + 1}
\]
for all small enough $\sigma > 0$ and all $\kappa \in (0,1)$. Then, if $\kappa > 0$ is small enough, by Theorem 5.3 with $p > p_{N+1}$ and Theorem 5.4 with $\ell = 1$ we find a local-in-time solution to problem (P). Therefore, thanks to Lemma 2.5 we find the desired constant $\kappa_0$, and the proof is complete. \(\square\)

Similarly, we have:

**Theorem 5.8** Let $N \geq 2$ and $p_{N+1} \leq p < 2$. Set
\[
h(x') := \begin{cases} 
|x'|^2 \frac{2}{\alpha(N+1)} \chi_{B^\nu(0,1)}(x') & \text{if } p > p_{N+1}, \\
|x'|^{-N+1} \log |x'| \left(-\frac{N}{2}\right)^{- 1} \chi_{B^\nu(0,1/2)}(x') & \text{if } p = p_{N+1},
\end{cases}
\]
for $x' \in \mathbb{R}^{N-1}$. Consider problem (P) with $\mu = \kappa h(x') \otimes \delta_1(x_N)$, where $\kappa > 0$. Then there exists $\kappa_0 > 0$ with the following properties:

(i) problem (P) possesses a local-in-time solution if $0 < \kappa < \kappa_0$;

(ii) problem (P) possesses no local-in-time solutions if $\kappa > \kappa_0$.

**Proof.** Let $\kappa > 0$ and $\mu = \kappa h(x') \otimes \delta_1(x_N) \in \mathcal{M}$. Assume that problem (P) possesses a local-in-time solution. By Theorem 1.2 we have
\[
C^{-1} K \sigma^{N+1 - \frac{2}{p-1}} \leq \kappa \int_{B^\nu(0,\sigma)} h(y') \, dy' \leq C \gamma \sigma^{N+1 - \frac{2}{p-1}} \text{ if } p > p_{N+1},
\]
\[
C^{-1} \kappa \log \sigma^{-\frac{N+1}{2}} \leq \kappa \int_{B^\nu(0,\sigma)} h(y') \, dy' \leq C \kappa \log \sigma^{-\frac{N+1}{2}} \text{ if } p = p_{N+1},
\]
for all small enough $\sigma > 0$. Then we see that $\kappa_0 \leq C$.

On the other hand, if $p > p_{N+1}$, we find $\alpha > 1$ such that
\[
\sup_{x' \in \mathbb{R}^{N-1}} \int_{B(x',\sigma)} h(y)^\alpha \, dy \leq \kappa^\alpha \int_{B^\nu(0,\sigma)} |y|^{-2\alpha \frac{2}{p-1}} \, dy' \leq C \kappa^\alpha \sigma^{N+1 - 2\alpha \frac{2}{p-1}}
\]
for all $\sigma \in (0,1)$. If $p = p_{N+1}$, for any $\beta \in (0,N/2)$, we have
\[
\sup_{x' \in \mathbb{R}^{N-1}} \int_{B(x',\sigma)} \kappa h(y') \log(e + \kappa h(y')) \beta \, dy' \\
\leq C \kappa \int_{B^\nu(0,\sigma)} |y'|^{-N+1} \log |y'| \left(-\frac{N}{2}\right)^{- \beta - 1} \, dy' \leq C \kappa \log \sigma \left(-\frac{N}{2}\right)^{\beta + 1}
\]
for all small enough $\sigma > 0$ and all $\kappa \in (0,1)$. Then, if $\kappa > 0$ is small enough, by Theorem 5.3 with $p > p_{N+1}$ and Theorem 5.5 we find a local-in-time solution to problem (P). Therefore, thanks to Lemma 2.5 we find the desired constant $\kappa_0$, and the proof is complete. \(\square\)
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