Locally maximising orbits for the non-standard generating function of convex billiards and applications
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Abstract

Given an exact symplectic map $T$ of a cylinder with a generating function $H$ satisfying the so-called negative twist condition, $H_{12} > 0$, we study the locally maximising orbits of $T$, that is, configurations which are local maxima of the action functional $\sum_{n} H(q_{n}, q_{n+1})$. We provide a necessary and sufficient condition for a configuration to be locally maximising. Using it, we consider a situation where $T$ has two generating functions with respect to two different sets of symplectic coordinates. We suggest a simple geometric condition which guarantees that the set of locally maximising orbits with respect to both of these generating functions coincide. As the main application we show that the two generating functions for planar Birkhoff billiards satisfy this geometric condition. We apply it to get the following result: consider a centrally symmetric curve $\gamma$, for which the Birkhoff billiard map has a rotational invariant curve $\alpha$ of four-periodic orbits. We prove that a certain $L^2$-distance between $\gamma$ and its ‘best approximating’ ellipse can be bounded from above in terms of the measure of the complement of the set filled by locally maximising orbits lying between $\alpha$ and the boundary of the phase cylinder. Moreover, this estimate is sharp, giving an effective version of a recent result on Birkhoff conjecture for centrally symmetric curves (Bialy and Mironov 2022 Ann. Math. 196 389–413). We also get a similar bound for arbitrary curves $\gamma$, that relates the measure
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of the complement of the set of locally maximising orbits with the \(L^2\)-distance between \(\gamma\) and its ‘best approximating’ circle.
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1. Introduction and the results

1.1. Twist maps

Twist maps of the cylinder arise in the study of various dynamical systems, including mathematical billiards. In the case of exact twist maps, there exists a generating function, which allows to investigate the orbits of a twist map with a variational approach [2, 3, 15–17], see also [1, 20].

Our motivation comes from the billiard map in strictly convex domains with \(C^2\) smooth boundary. This dynamical system can be described as a twist map with respect to two different generating functions, so that it is a negative twist map with respect to both. The first generating function is the length of the chord (used extensively by Birkhoff). The second, non-standard generating function which is related to the support function of the table, was invented in [9]. Recently, this non-standard generating function was found to be useful in [8–11].

Our goal is to compare variational properties of the action functionals for these two generating functions, but we formulate the results for general twist maps.

Consider an exact symplectic twist map \(T\) of the cylinder \(\mathbb{A} = S^1 \times \mathbb{R}\) with symplectic coordinates \((q, p)\). Denote by \(H(q, q')\) the generating function. We shall assume, non-traditionally, that the twist is negative, that is

\[ H_{12}(q, q') > 0. \]

Here and below, subscripts 1, 2, denote the derivatives of the function with respect to the first and second variable, respectively. For the function \(H\) we define the variational principle as follows. For the configuration sequence \(\{q_n\}\) we associate the formal sum

\[ \sum_n H(q_n, q_{n+1}). \]

We consider locally maximising configurations, that is, those configurations which give local maximum for the functional between any two endpoints. We shall call such configurations, \(m\)-configurations, and the corresponding orbits on the phase cylinder \(\mathbb{A}\), \(m\)-orbits, see section 2 for the precise definitions. We denote by \(\mathcal{M}_H \subset \mathbb{A}\) the set swept by all \(m\)-orbits corresponding to the variational principle for the generating function \(H\).

In our first result, we summarize the ideas of [5, 6, 15] and prove the following characterisation of \(m\)-orbits. See section 2.1 for the definition of a Jacobi field.

**Theorem 1.1.** Let \(T: \mathbb{A} \to \mathbb{A}\) be an exact twist map with the generating function \(H\), satisfying the twist condition \(H_{12} > 0\). Let \(\{q_n\}\) be a configuration sequence corresponding to the orbit \(\{(q_n, p_n)\}\). Then the orbit \(\{(q_n, p_n)\}\) is an \(m\)-orbit if and only if there exists a positive Jacobi field along \(\{q_n\}\).

Motivated by the example of convex billiards, we shall consider an exact symplectic map of the cylinder \(\mathbb{A}\) which is a twist map with respect to two sets of symplectic coordinates \((q, p)\)
and \((x, y)\), with generating functions \(H, G\) respectively. It is natural to ask whether the sets \(\mathcal{M}_H\) and \(\mathcal{M}_G\) are the same.

Our method to compare the \(m\)-orbits with respect to the generating functions \(H, G\) relies on the following geometric picture. At every point \(z \in \mathcal{M}_H\) one can partition the tangent space \(T_z \mathbb{A}\) to four cones that are determined by the image and pre-image (by \(T\)) of the vertical direction \(\frac{\partial}{\partial y}\), see definition 2.2, and figure 1. The relation of these cones with variational properties of orbits was first studied in [15].

We denote by \(N_H\) the ‘north’ cone. Similarly, for every point \(z \in \mathcal{M}_G\) one can partition the tangent space \(T_z \mathbb{A}\) to four cones that are determined by the image and pre-image of the vertical direction \(\frac{\partial}{\partial y}\), and we denote the ‘north’ cone by \(N_G\). We shall assume the following:

**Geometric assumption**

\[
\begin{align*}
z \in \mathcal{M}_H &\implies \frac{\partial}{\partial y}(z) \in N_H, \\
z \in \mathcal{M}_G &\implies \frac{\partial}{\partial y}(z) \in N_G.
\end{align*}
\]  

(1)

We prove the following:

**Theorem 1.2.** Let \(T : \mathbb{A} \to \mathbb{A}\) be an exact twist map, with respect to two sets of symplectic coordinates, \((q, p)\) and \((x, y)\) and generating functions \(H, G\) satisfying the twist condition \(H_{12}, G_{12} > 0\). Assume the geometric assumption (1) holds. Then the sets of \(m\)-orbits corresponding to the variational principles for \(H\) and \(G\) coincide:

\[
\mathcal{M}_H = \mathcal{M}_G.
\]

Theorem 1.2 is proved in section 2.3.

Moreover we shall prove in theorem 2.3 below that the two generating functions for the Birkhoff billiard map satisfy the geometric assumption (1), proving that the \(m\)-orbits of both those generating functions coincide.
Remarks. (a) Our proof of theorem 1.2 is geometric and is based on the criterion of theorem 1.1. We do not know if the geometric assumption (1) is really necessary for $\mathcal{M}_H = \mathcal{M}_G$ to hold.

(b) It is interesting to see if one can prove that the result of theorem 1.2 remains true if we replace the class of $m$-orbits with a smaller class of globally maximising orbits.

(c) For continuous time Tonelli Hamiltonian systems, a related question was considered in [4, 18]. There it was shown that if a Tonelli Hamiltonian remains Tonelli after an exact symplectic change of coordinates, then the Aubry, Mather, and Mañe sets of the two Hamiltonians are the same. It is interesting to understand what is the connection between the results of [4, 18] and those that we present here. It is worth mentioning that every exact symplectic twist map can be seen as a time-one map for a Tonelli Hamiltonian by a result of Moser [19].

1.2. Application to convex billiards

Following [10] we shall use the non-standard generating function for convex billiards in order to study the invariant set occupied by $m$-orbits.

It was proved in [7] that the measure of the complement of the set of $m$-orbits $\mathcal{M}$ can be estimated from below in geometric terms (isoperimetric defect of the billiard curve). Since the set of $m$-orbits with respect to both generating functions coincide, we can also use the non-standard generating function, to give another estimate for the measure of this set, in addition to the two provided in [7]. First, we will recall the definition of the supporting function of a convex curve. Given a smooth convex curve $\gamma$, its support function $h$ is a function $h : [0, 2\pi] \rightarrow \mathbb{R}$, such that for all $\psi \in [0, 2\pi]$, $h(\psi)$ is the signed distance from the origin of the (oriented) tangent to $\gamma$ to which the right unit normal is $(\cos \psi, \sin \psi)$. Write $\mu$ for the invariant measure on the phase cylinder of the billiard map.

**Theorem 1.3.** Let $\gamma$ be a planar strictly convex $C^2$ smooth curve with support function $h : [0, 2\pi] \rightarrow \mathbb{R}$ (with respect to an arbitrary origin in the interior of $\gamma$). Let $\Lambda$ denote the phase cylinder of the Birkhoff billiard map in $\gamma$, $\mathcal{M} \subseteq \Lambda$ denote the set swept by $m$-orbits, and $\Delta = \Lambda \setminus \mathcal{M}$. Then the following estimate holds true

$$\mu(\Delta) \geq \pi^2 \beta d^2(h, W),$$

where $0 < \beta$ is the minimal curvature of $\gamma$, $W$ denotes the subspace of $L^2[0, 2\pi]$ spanned by the functions $\{1, \cos(\psi), \sin(\psi)\}$, and $d(\cdot, W)$ denotes the $L^2$-distance to that subspace. Moreover, this bound is sharp for circles.

The method of the proof can also be adopted to give an effective version of the rigidity of integrable billiards in centrally symmetric curves that was proven in [10] in the context of the Birkhoff conjecture. Let us denote by $\mathcal{C}$ the set of centrally symmetric, strictly convex, $C^2$ smooth curves, for which the billiard map has an invariant curve $\alpha$ with rotation number $1/4$ consisting of four-periodic orbits, as was considered in [10]. The class $\mathcal{C}$ is rather big and can be fully characterised in terms of the support function $h$, see section 3 below. We shall denote by $\mathcal{A}$ the domain bounded by $\alpha$ and the upper boundary of the cylinder, and by $\mathcal{M}$ the subset of $\Lambda$ swept by $m$-orbits. We give a lower bound for the measure of the invariant subset $\Delta := \mathcal{A} \setminus \mathcal{M}$, which is free from $m$-orbits.

**Theorem 1.4.** Let $\gamma$ be a centrally symmetric, strictly convex, $C^2$ smooth curve for which the billiard map has an invariant curve $\alpha$ with rotation number $1/4$ consisting of four-periodic
orbits. Denote by $h : [0, 2\pi] \to \mathbb{R}$ the support function of $\gamma$, with respect to the centre of symmetry. Set $\Delta = A \setminus M$. Then the following estimate for the measure holds true:

$$\mu(\Delta) \geq \frac{25\pi^2}{32} \beta^2 d^2(h^2, U),$$

where $0 < \beta$ is the minimal curvature of $\gamma$. $U$ is the subspace of $L^2[0, \pi]$ spanned by $\{1, \cos(2\psi), \sin(2\psi)\}$, and $d(\cdot, U)$ is the $L^2$-distance from this subspace. Moreover, this bound is sharp for ellipses.

Remark. The bounds of theorems 1.3 and 1.4 can be considered as effective versions of the results on Birkhoff conjecture [5, 10] by estimating closeness of $\gamma$ to the ‘closest’ circle (for arbitrary curves) or ellipse (for centrally symmetric curves) in terms of the measure of the set $\Delta$.

It would be interesting to understand if there exists an effective version of the results of [14] on the Birkhoff conjecture.

2. Analysis of locally maximising orbits

2.1. Criterion for $m$-orbits

Consider an exact symplectic twist map $T$ of the cylinder $A = S^1 \times \mathbb{R}$ with the symplectic coordinates $(q, p)$. Denote by $H(q, q')$ the generating function. We shall assume non-traditionally that the twist is negative, that is $H_{12}(q, q') > 0$.

We consider the corresponding variational principle. For the sequence $\{q_n\}$ we associate the formal sum

$$\sum H(q_n, q_{n+1}).$$

We call a sequence a configuration if it is a local extreme point of this functional, which is equivalent to the fact that this sequence can be lifted to an orbit $\{(q_n, p_n)\}$ of $T$. Corresponding to the sign of the twist we consider locally maximising configurations, that is those configurations which give local maximum for the functional between any two endpoints. In particular the matrices of second variations, for any $M \leq N$

$$W_{MN} = \begin{pmatrix} a_M & b_M & 0 & \cdots & 0 & 0 \\ b_M & a_{M+1} & b_{M+1} & \cdots & 0 & 0 \\ \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & b_{N-2} & a_{N-1} & b_{N-1} \\ 0 & 0 & \cdots & b_{N-1} & a_N \end{pmatrix},$$

are negative semi-definite. Here $a_n = H_{22}(q_{n-1}, q_n) + H_{11}(q_n, q_{n+1})$, and $b_n = H_{12}(q_n, q_{n+1})$, and $\{q_n\}$ denotes the configuration. We shall call the corresponding orbits of $T$, $m$-orbits, and denote the subset of the cylinder consisting of all $m$-orbits by $M$. Here are some elementary properties of $M$:

**Proposition 2.1.** (a) $M$ contains all globally maximising orbits, and in particular, all rotational invariant curves as well as cantor-tori.
(b) If the matrix of second variation of some finite segment of a configuration \( \{ q_n \} \) is negative semi-definite, then the matrix of second variation of any proper sub-segment is negative definite. In particular, a configuration \( \{ q_n \} \) is an \( m \)-configuration if and only if any finite segment of \( \{ q_n \} \) has negative semi-definite second variation.

(c) \( \mathcal{M} \) is a closed set invariant under \( T \).

**Proof.** Claim (a) is obvious. The fact that any rotational invariant curve consists of \( m \)-orbits was proved, e.g. by M.Herman (see [13, 16]).

Claim (b) was proved in [16].

Claim (c) follows from the fact that a converging sequence of negative semi-definite matrices converges to a negative semi-definite matrix. By item (b), this means that the matrix of second variation for every proper sub-segment of the limiting configuration is negative definite, and hence, this sub-segment is a local maximum.

A Jacobi field along a configuration \( \{ q_n \} \) is a sequence \( \{ \delta q_n \} \) satisfying the discrete Jacobi equation:

\[
b_{n-1} \delta q_{n-1} + a_n \delta q_n + b_n \delta q_{n+1} = 0, \tag{2}
\]

where, as before,

\[
a_n = H_{22}(q_n,q_n) + H_{11}(q_n,q_{n+1}), \quad b_n = H_{12}(q_n,q_{n+1}).
\]

It is important that Jacobi fields \( \{ \delta q_n \} \) along \( \{ q_n \} \) are in 1–1 correspondence with \( T \)-invariant vector fields \( \{ (\delta q_n, \delta p_n) \} \) along the orbit \( \{ (q_n, p_n) \} \): any solution to the Jacobi equation \( \{ \delta q_n \} \) can be lifted to a \( T \)-invariant vector field \( (\delta q_n, \delta p_n) \) where

\[
\delta p_n = -H_{11}(q_n,q_{n+1}) \delta q_n - H_{12}(q_n,q_{n+1}) \delta q_{n+1},
\]
or equivalently, due to the Jacobi equation:

\[
\delta p_n = H_{22}(q_{n-1},q_n) \delta q_n + H_{12}(q_{n-1},q_n) \delta q_{n+1}.
\]

Conversely, if \( \{ (\delta q_n, \delta p_n) \} \) is a \( T \)-invariant vector field, then \( \{ \delta q_n \} \) is a solution to the Jacobi equation. Now we are in position to prove theorem 1.1.

**Proof of theorem 1.1.** 1. (\( \Rightarrow \)): Since Jacobi fields are solutions to (2), the space of Jacobi fields along \( \{ q_n \} \) is two dimensional. If \( \{ q_n \} \) is an \( m \)-configuration then by proposition 2.1 the matrix of second variation \( W_{MN} \) is negative definite for all \( M \leq N \). In particular, any non-trivial Jacobi field \( \{ \xi_n \} \) can vanish not more than for one \( n \), since otherwise one of the matrices \( W_{MN} \) is singular.

Therefore, for fixed \( M < N \in \mathbb{Z} \), the following boundary value problem for the Jacobi field \( \xi_n \),

\[
\begin{cases}
\xi_M = 1, \\
\xi_N = 0,
\end{cases}
\]
can be uniquely solved. Denote this Jacobi field by \( \{ \xi^{M,N}_n \} \). Moreover, it follows from [5, lemma 3] that there exists a strictly positive limiting Jacobi field:

\[
\nu_n = \lim_{N \to +\infty} \xi^{0,N}_n, \quad \nu_n > 0, \forall n \in \mathbb{Z}.
\]

2. (\( \Leftarrow \)): Assume now that there exists a positive Jacobi field along a configuration \( \{ q_n \} \). Then it follows from the discrete Sturm Separation theorem [12, theorem 7.9] that any other Jacobi field along \( \{ q_n \} \) which vanishes at \( n = K \) keeps a constant sign for all \( n < K \) and the opposite
For every point denoted by \( \mathbf{N} \) is violated, then the orbit of \( \mathbf{M} \) is violated. We follow here the argument from \([15]\). Assume for simplicity that \( M = 1 \). For the principal minors \( M_k \) of the matrix \( W_{1N} \) we have the recursion formula
\[
M_{k+1} = a_{k+1} M_k - b_{k+1} M_{k-1},
\]
where by convention \( M_0 = 1, M_{-1} = 0 \).

On the other hand consider the Jacobi field \( \{ \xi_n \} \) such that \( \xi_0 = 0, \xi_1 = 1 \). The recursion formula for \( \xi_n \) is given by (2). Then we have the formula
\[
\xi_{k+1} = (-1)^k \frac{M_k}{b_1 b_2 \cdots b_k}.
\]
Indeed, (3) holds true for \( k = 1 \), and then can be verified by induction. It follows from (3) that the sign of \( M_k \) equals \((-1)^k\) for all \( k \geq 1 \), since all \( \xi_k \) are positive for \( k \geq 1 \). This proves negative definiteness of the matrix \( W_{1N} \).

\[ \Box \]

2.2. Function \( \omega \) and the bounds

Given a point \( (q_0, p_0) \in \mathbb{H} \) such that its orbit is an \( m \)-orbit \( \{(q_n, p_n)\}_{n \in \mathbb{Z}} \) we define, following \([5]\), a function
\[
\omega(q_0, p_0) := -H_{11}(q_0, q_1) - H_{12}(q_0, q_1) \nu_1,
\]
where \( \nu_1 = \lim_{N \to +\infty} \xi_1^N \), using the notation of the proof of theorem 1.1. The function \( \omega \) is a measurable function on \( \mathcal{M} \) as a limit of continuous functions. Moreover, since \( \nu_n \) is a positive Jacobi field along \( \{q_n\} \) with \( \nu_0 = 1 \) we have
\[
\omega(q_0, p_0) = H_{22}(q_{-1}, q_0) + H_{12}(q_{-1}, q_0) \nu_{-1}.
\]
Shifting by 1 in the last formula we can write:
\[
\begin{cases}
\omega(T(q_0, p_0)) = H_{22}(q_0, q_1) + H_{12}(q_0, q_1) \nu_1(q_0, p_0)^{-1}, \\
\omega(q_0, p_0) = -H_{11}(q_0, q_1) - H_{12}(q_0, q_1) \nu_1(q_0, p_0).
\end{cases}
\]
Therefore by the twist condition we have the bounds
\[
H_{22}(q_{-1}, q_0) < \omega(q_0, p_0) < -H_{11}(q_0, q_1).
\]
In particular, this means that if the inequality
\[
H_{22}(q_{-1}, q_0) < -H_{11}(q_0, q_1)
\]
is violated, then the orbit of \( (q_0, p_0) \) is not an \( m \)-orbit.

Since we are concerned with \( m \)-orbits we shall look at the points \( (q_0, p_0) \) where it holds that
\[
H_{22}(q_{-1}, q_0) < -H_{11}(q_0, q_1).
\]

**Definition 2.2.** For every point \( (q_0, p_0) \) satisfying (6) the tangent lines with the slopes \(-H_{11}(q_0, q_1)\) and \(H_{22}(q_{-1}, q_0)\) divide the tangent plane \( T_{(q_0, p_0)} \mathbb{H} \) into four cones which we denote by \( N_H, W_H, S_H, E_H \) in the clockwise direction, where \( N_H \) contains the vertical vector \( \frac{\partial}{\partial p} \). See figure 1.
2.3. Two generating functions

In this subsection we prove theorem 1.2. Suppose that the map $T$ is a twist map with respect to two sets of symplectic coordinates $(q,p)$ and $(x,y)$, with the generating functions $H(q,q'), G(x,x')$. We assume that the twist condition $H_{12}, G_{12} > 0$, and the geometric assumption (1) hold.

Let us show, for example, the inclusion $\mathcal{M}_H \subseteq \mathcal{M}_G$. Take any $m$-orbit in $\mathcal{M}_H$, and let $z$ be a point of that orbit. Write $(q_0, p_0)$ for the $(q,p)$ coordinates of $z$. By theorem 1.1, the corresponding $m$-configuration has a positive Jacobi field $\delta q_n$. Hence there exists a non-vertical $T$-invariant vector field $(\delta q_n, \delta p_n)$ along the $m$-orbit, with $\delta q_n > 0$. This inequality, together with the bounds (5), imply that this vector field lies in the cone $E_H$. By the assumption (1), the vector $\frac{\partial}{\partial y}$ is in $N_H$. This means that the vector pair $(\delta q_n, \delta p_n), \frac{\partial}{\partial y}$ is oriented positively. Denote the coordinates of the Jacobi field with respect to the coordinates $(x,y)$ by $(\delta x_n, \delta y_n)$. Since $(q,p)$ and $(x,y)$ are two symplectic coordinates, it follows that the transition preserves orientation. Hence the vectors $(\delta x_n, \delta y_n)$ and the vertical vector are also oriented positively, which means that $\delta x_n > 0$. The vector field $(\delta x_n, \delta y_n)$ is again $T$-invariant, and hence its projection $\{\delta x_n\}$ is a positive Jacobi field also for the generating function $G$. Hence by the criterion the orbit of $z$ belongs to $\mathcal{M}_G$. This completes the proof.

2.4. Application to Birkhoff billiards

Let $\gamma$ be a planar strictly convex $C^2$ smooth curve. The phase cylinder $\mathcal{A}_c$ of all oriented lines intersecting the billiard table $\gamma$, can be endowed with two sets of symplectic coordinates as follows: consider an oriented line incoming the billiard table at the point $\gamma(s)$ with the angle $\delta$, where $s$ is the arc-length parameter on $\gamma$. Let $\varphi$ be the angle between the right unit normal to the line and the horizontal direction, and $p$ be the signed distance from the origin to the line, see figure 2.

The generating functions with respect to these two sets of symplectic coordinates are

$$L(s, s_1) = |\gamma(s_1) - \gamma(s)| \quad \text{and} \quad S(\varphi, \varphi_1) = 2h(\psi) \sin \delta,$$

where $\psi := \frac{\varphi + \varphi_1}{2}, \quad \delta := \frac{\varphi_1 - \varphi}{2},$ and $h$ denotes the support function of $\gamma$ (with respect to an arbitrary choice of origin inside the interior of $\gamma$). The fact that these are symplectic coordinates, and that the functions $L$ and $S$ are indeed generating functions was proved, e.g. in [21] for $L$ and in [11] for $S$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure2.png}
\caption{Parametrisation of the phase space of Birkhoff billiards, with respect to the two symplectic coordinates.}
\end{figure}
Theorem 2.3. For planar Birkhoff billiards we have: $M_L = M_S$.  

Proof. The change of variables $(s, \cos \delta) \to (\varphi, p)$ is given by the formulas

$$
\begin{align*}
\varphi &= \psi + \delta, \\
p &= h(\psi) \cos \delta + h'(\psi) \sin \delta,
\end{align*}
$$

where $\psi = \int k(s) \, ds$, and $k$ is the curvature of $\gamma$. Then the matrix of the differential is:

$$
DF = \begin{pmatrix}
k(s) & -\frac{1}{\sin \delta} \\
(k(s)(h'(\psi) \cos \delta + h''(\psi) \sin \delta) & (h(\psi) \sin \delta - h'(\psi) \cos \delta) \frac{1}{\sin \delta}
\end{pmatrix}.
$$

We need to check the validity of the geometric assumption (1). Suppose $z$ is a point of an $m$-orbit for $S$. We compute at the tangent space to $z$:

$$
DF \left( \frac{\partial}{\partial (\cos \delta)} \right) = \begin{pmatrix}
a \\
b
\end{pmatrix} := \begin{pmatrix}
-a \\
(\frac{1}{\sin \delta})
\end{pmatrix}.
$$

Recall the second order partial derivatives of $S$:

$$
S_{11}(\varphi_0, \varphi_1) = \frac{1}{2}(h''(\psi) - h(\psi)) \sin \delta - h'(\psi) \cos \delta,
$$

$$
S_{22}(\varphi_0, \varphi_1) = \frac{1}{2}(h''(\psi) - h(\psi)) \sin \delta + h'(\psi) \cos \delta,
$$

$$
S_{12}(\varphi_0, \varphi_1) = \frac{1}{2}(h''(\psi) + h'(\psi)) \sin \delta.
$$

Write $\rho(\psi) = h'(\psi) + h''(\psi)$ for the radius of curvature of $\gamma$ at the point the normal makes an angle of $\psi$ with the $x$-axis. Then,

$$
\frac{b}{a} = -h(\psi) \sin \delta + h'(\psi) \cos \delta = S_{22} - \frac{1}{2} \rho(\psi) \sin(\delta) < S_{22},
$$

and in addition

$$
a = -\frac{1}{\sin \delta} < 0.
$$

Inequalities (8) and (9) imply that the vector $\frac{\partial}{\partial (\cos \delta)}$ belongs to the cone $N_S$. This is because inequality (6) implies that the line with slope $S_{22}$ is the line with the smaller slope, and hence the vector $(a, b)$ is above this line in the left half plane, so it is in $N_S$.

In the other direction, suppose $z$ is a point of an $m$-orbit of $L$, and let

$$
DF^{-1} \left( \frac{\partial}{\partial p} \right) = \begin{pmatrix}
a \\
b
\end{pmatrix}.
$$

Then we have

$$
DF \begin{pmatrix}
a \\
b
\end{pmatrix} = \begin{pmatrix}
0 \\
1
\end{pmatrix}.
$$

Hence we get from the first row of (10)

$$
ak(s) - \frac{1}{\sin \delta} b = 0.
$$

Therefore,

$$
\frac{b}{a} = k(s) \sin \delta.
$$
Now, if we use the explicit formulas for the second derivatives of $L$ (see [5]) we have

$$-L_{11} = k(s) \sin \delta - \frac{\sin^2 \delta}{L} \frac{b}{a}. \quad (12)$$

Moreover, we compute from the second row of (10):

$$ak(s)(h'(\psi) \cos \delta + h''(\psi) \sin \delta) + (h(\psi) \sin \delta - h'(\psi) \cos \delta) \frac{1}{\sin \delta} b = 1.$$ 

Using (11) we get

$$a = \frac{1}{\sin \delta} > 0. \quad (13)$$

It then follows from (12) and (13) that the vector $\left( \frac{\partial}{\partial \theta}, \frac{\partial}{\partial \delta} \right)$ belongs to the cone $N_L$. This again follows from the fact that $z$ is a point of an $m$-orbit, and from inequality (6), the line with slope $-L_{11}$ has the larger slope of the two lines that determine the cone. \hfill \Box

3. Effective bounds for integrability of billiards and $L^2$ norm

Our goal in this section is to give effective bounds, similar to those given in [7] for the rigidity of integrable Birkhoff billiards. We prove theorems 1.3 and 1.4. The bound of theorem 1.3 is for arbitrary planar strictly convex $C^2$ smooth curves $\gamma$. We derive another effective bound for the rigidity of billiards in such curves, in addition to the two derived in [7] (see inequalities (1.1) and (1.2) therein).

**Proof of theorem 1.3.** As explained in section 2.2, one can construct a function $\omega$ such that along any $m$-orbit, equation (4) holds true. By theorem 2.3, the $m$-orbits for both the generating functions for Birkhoff billiards are the same, so we can choose to work with the generating function in the $(\varphi, p)$ coordinates. If $(\varphi_0, p_0)$ are the coordinates of a line that is a part of an $m$-orbit, then there exist a function $\omega$ and a positive function $\nu_1$ such that (4) holds:

$$\left\{ \begin{array}{l} \omega(T(\varphi_0, p_0)) = S_{22}(\varphi_0, \varphi_1) + S_{12}(\varphi_0, \varphi_1) \nu_1(\varphi_0, p_0)^{-1}, \\ \omega(\varphi_0, p_0) = -S_{11}(\varphi_0, \varphi_1) - S_{12}(\varphi_0, \varphi_1) \nu_1(\varphi_0, p_0). \end{array} \right.$$ 

By subtracting we get

$$\omega(T(\varphi_0, p_0)) - \omega(\varphi_0, p_0) = S_{11}(\varphi_0, \varphi_1) + S_{22}(\varphi_0, \varphi_1) + S_{12}(\varphi_0, \varphi_1)$$

$$\times \left( \nu_1(\varphi_0, p_0) + \nu_1(\varphi_0, p_0)^{-1} \right)$$

$$\geq S_{11}(\varphi_0, \varphi_1) + S_{22}(\varphi_0, \varphi_1) + 2S_{12}(\varphi_0, \varphi_1),$$

where we used the fact that $S_{12}$ and $\nu_1$ are positive. Now we integrate both sides on the $T$ invariant set $\mathcal{M}$ with respect to the $T$ invariant measure $d\mu = \frac{1}{4} (h(\psi) + h'(\psi)) \sin \delta d\psi d\delta$.

The integral of the left hand side vanishes, and we are left with

$$\int_{\mathcal{M}} (S_{11} + S_{22} + 2S_{12}) d\mu \leq 0.$$
Using (7) and simplifying, we get
\[
\int_{\mathcal{M}} 2h''(\psi) \sin \delta d\mu \leq 0.
\]

Since \( \mathcal{M} = \mathbb{A} \setminus \Delta \), after dividing by 2, we get
\[
\int_{\Delta} h''(\psi) \sin \delta d\mu \leq \int_{\Delta} h''(\psi) \sin \delta d\mu.
\]  
(14)

We give an upper bound for the right hand side, and a lower bound on the left hand side, and together we get the required bound. For the right hand side, write:

\[
\int_{\Delta} h''(\psi) \sin \delta d\mu \leq \int_{\Delta} |h''(\psi)| \sin \delta d\mu \leq \mu(\Delta) \max \{|h''|\}.
\]

It holds that \( h(\psi) + h'(\psi) = \rho(\psi) \), where \( \rho(\psi) \) is the radius of curvature at the point where the normal to \( \gamma \) makes an angle of \( \psi \) with the x-axis, so
\[
|h''| \leq \rho + \max h.
\]

Since \( h(\psi) + h(\psi + \pi) \) is the width of \( \gamma \) in the direction \( \psi \), and the maximal width is the diameter of \( \gamma \), we have \( \max h \leq D \), where \( D \) is the diameter. Also, the maximal radius of curvature of \( \gamma \) is \( \frac{1}{\beta} \) where \( \beta \) is the minimal curvature of \( \gamma \). This gives us the estimate
\[
\int_{\Delta} h''(\psi) \sin \delta d\mu \leq \left( D + \frac{1}{\beta} \right) \mu(\Delta) \leq \frac{3}{\beta} \mu(\Delta),
\]  
(15)

where we used Blaschke’s rolling disk theorem, stating that \( \gamma \) is contained inside a disk with radius equal to the maximal radius of curvature of \( \gamma \), and this means that \( D \leq \frac{2}{\beta} \).

Now we turn to the left hand side.

\[
\int_{\Delta} h''(\psi) \sin \delta d\mu = \frac{2 \pi}{4} \int_{0}^{\pi} \int_{0}^{2 \pi} h''(\psi)(h''(\psi) + h(\psi)) \sin^{2} \delta d\psi d\delta
\]
\[
= \frac{1}{4} \int_{0}^{\pi} \sin^{2} \delta d\delta \int_{0}^{2 \pi} h''(\psi)(h''(\psi) + h(\psi)) d\psi
\]
\[
= \frac{\pi}{8} \int_{0}^{2 \pi} (h''(\psi))^{2} + h''(\psi)h(\psi) d\psi.
\]

From integration by parts it follows that
\[
\int_{0}^{2 \pi} h(\psi)h''(\psi) d\psi = -\int_{0}^{2 \pi} (h'(\psi))^{2} d\psi.
\]

2011
and as a result
\[
\int_A h''(\psi) \sin \delta d\mu = \frac{\pi}{8} \int_0^{2\pi} (h''(\psi))^2 - (h'(\psi))^2 d\psi. 
\]

Write the Fourier expansion of \( h \), \( h(\psi) = \sum_{n \in \mathbb{Z}} c_n e^{in\psi} \). We have \( h'(\psi) = \sum_{n \in \mathbb{Z}} ic_n e^{in\psi} \) and \( h''(\psi) = \sum_{n \in \mathbb{Z}} -n^2 c_n e^{in\psi} \). We now use Parseval’s identity:
\[
\int_0^{2\pi} (h''(\psi))^2 - (h'(\psi))^2 d\psi = 2\pi \sum_{n \in \mathbb{Z}} n^4 |c_n|^2 - n^2 |c_n|^2 = 2\pi \sum_{n \in \mathbb{Z}} n^2(n^2 - 1)|c_n|^2 \\
= 2\pi \sum_{|n| \geq 2} n^2(n^2 - 1)|c_n|^2 \geq 2\pi \sum_{|n| \geq 2} 12|c_n|^2 \\
= 12 \int_0^{2\pi} \left| h(\psi) - c_0 - c_1 e^{i\psi} - c_{-1} e^{-i\psi} \right|^2 d\psi = 24\pi d^2(h, W). 
\]

Here \( W \) is the subspace of \( L^2[0, 2\pi] \) spanned by \( \{1, \cos(\psi), \sin(\psi)\} \), and \( d(\cdot, W) \) denotes the \( L^2 \)-distance to that subspace. We now have the following estimate
\[
\int_A h''(\psi) \sin \delta d\mu \geq 3\pi^2 d^2(h, W). \tag{16} 
\]

Now we can combine (14)–(16), to get
\[
3\pi^2 d^2(h, W) \leq \frac{3}{\beta} \mu(\Delta). 
\]

This gives us the required inequality
\[
\mu(\Delta) \geq \frac{\pi^2}{3\beta} d^2(h, W). 
\]

This bound is indeed sharp for circles: if \( \mu(\Delta) = 0 \) then \( h \in W \), which means that there exist constants \( a, b, c \) for which \( h(\psi) = a + b\cos \psi + c \sin \psi \), and this is the support function of a circle (with centre \((h, c)\) and radius \(a\)).

\[\square\]

The result we obtained is very similar to the bound (1.2) of [7]. The main difference is that the isoperimetric defect that appears there is replaced here with the \( L^2 \) distance from \( h \) to the subspace \( W \). It is interesting if these bounds are actually comparable in some way.

We now turn to theorem 1.4. Let us denote by \( \mathcal{C} \) the set of centrally symmetric, strictly convex, \( C^2 \) smooth curves, for which the billiard map has an invariant curve of four-periodic orbits, as was considered in [10]. For a centrally symmetric curve \( \gamma \), let \( h : [0, 2\pi] \to \mathbb{R} \) denote its support function (with respect to the centre of symmetry). It was shown in [10] that
\[
\mathcal{C} \subseteq \left\{ \gamma \mid h^2(\psi) = c_0 + \sum_{n \in 1+2\mathbb{Z}} c_n e^{in\psi}, h + h'' > 0 \right\}. 
\]

The condition \( h + h'' > 0 \) implies that \( \gamma \) is strictly convex, since \( h(\psi) + h''(\psi) \) is the radius of curvature of \( \gamma \), at the point where the normal to \( \gamma \) makes an angle \( \psi \) with the horizontal.
direction. First we show that the converse inclusion also holds. This means that the class of curves $\mathcal{C}$ is a rather ‘large’ set in $L^2[0, 2\pi]$.

**Proposition 3.1.** It holds that

$$\mathcal{C} = \left\{ \gamma \mid h^2(\psi) = c_0 + \sum_{n \in \mathbb{Z}} c_n e^{i n \psi}, h + h'' > 0 \right\}. \quad (17)$$

More precisely, given a $C^2$ function $h : [0, 2\pi] \rightarrow \mathbb{R}$ satisfying both conditions in the definition of the class $\mathcal{C}$, there exists a curve $\gamma \in \mathcal{C}$ for which the support function is $h$.

**Proof.** Let $h$ be a function satisfying those conditions, and define the curve $\gamma$ by

$$\gamma(\psi) = h(\psi) \begin{pmatrix} \cos \psi \\ \sin \psi \end{pmatrix} + h'(\psi) \begin{pmatrix} -\sin \psi \\ \cos \psi \end{pmatrix}. \quad (18)$$

It is well known that a curve $\gamma$ and its support function are related by this equation, and hence the support function of $\gamma$ is $h$. As before, $\rho(\psi) = h(\psi) + h''(\psi)$. The fact that $h$ is $C^2$ implies that $\rho$ is continuous, and hence the curve $\gamma$ itself is $C^2$. The condition $h + h'' > 0$ then means that $\rho > 0$, which implies that $\gamma$ is strictly convex. Next, the fact that

$$h^2(\psi) = c_0 + \sum_{n \in \mathbb{Z}} c_n e^{i n \psi}$$

implies that $h^2(\psi + \pi) = h^2(\psi)$. Since $h$ is positive it also follows that $h(\psi + \pi) = h(\psi)$, and from this and (18) we get that $\gamma(\psi + \pi) = -\gamma(\psi)$, which means that $\gamma$ is centrally symmetric. Next, the Fourier decomposition of $h^2$ also yields the identity $h^2(\psi) + h^2\left(\psi + \frac{\pi}{2}\right) = 2c_0$, for all $\psi$. Since $c_0 = h^2(0)$ is positive, we can find $R > 0$ for which:

$$h^2(\psi) + h^2\left(\psi + \frac{\pi}{2}\right) = R^2.$$

Therefore, we can find a function $d : [0, 2\pi] \rightarrow [0, \frac{\pi}{2}]$ for which

$$\begin{cases} h(\psi) = R \sin d(\psi), \\ h(\psi + \frac{\pi}{2}) = R \cos d(\psi). \end{cases} \quad (19)$$

The range $[0, \frac{\pi}{2}]$ can be chosen for $d$ since $h$ is positive. We show that this $d(\psi)$ is an invariant curve of four-periodic billiard orbits in $\gamma$, namely, that for all $\psi$, if we consider the line that passes through $\gamma(\psi)$ and makes an angle of $d(\psi)$ with the tangent, then this line determines a four-periodic billiard orbit. For that end, it is enough to show that the line passing through $\gamma(\psi)$, making an angle of $d(\psi)$ with the tangent, intersects $\gamma$ at the point $\gamma\left(\psi + \frac{\pi}{2}\right)$ and makes an angle of $d\left(\psi + \frac{\pi}{2}\right)$ with the tangent at that point. Observe that the exterior normal to $\gamma(\psi)$ makes an angle of $\psi$ with the $x$-axis, and hence the tangents to $\gamma(\psi)$ and $\gamma\left(\psi + \frac{\pi}{2}\right)$ are necessarily orthogonal. Also, it holds that

$$d\left(\psi + \frac{\pi}{2}\right) = \arcsin \frac{h(\psi + \frac{\pi}{2})}{R} = \arcsin \frac{R \cos d(\psi)}{R} = \frac{\pi}{2} - d(\psi).$$

As a result, if the segment from $\gamma(\psi)$ to $\gamma\left(\psi + \frac{\pi}{2}\right)$ makes an angle of $d(\psi)$ with the tangent at $\gamma(\psi)$ it then also must make an angle of $d\left(\psi + \frac{\pi}{2}\right)$ with the tangent to $\gamma\left(\psi + \frac{\pi}{2}\right)$, so it is enough
to verify the first claim. Consequently, we only need to verify that the vector \( \gamma(\psi + \frac{\pi}{2}) - \gamma(\psi) \) is parallel to the vector

\[
v = \left( \cos \left( \psi + \frac{\pi}{2} + d(\psi) \right), \sin \left( \psi + \frac{\pi}{2} + d(\psi) \right) \right) = (-\sin(\psi + d(\psi)), \cos(\psi + d(\psi))).
\]

Therefore we compute:

\[
\gamma\left(\psi + \frac{\pi}{2}\right) - \gamma(\psi) = h\left(\psi + \frac{\pi}{2}\right) \begin{pmatrix} \cos \left( \psi + \frac{\pi}{2} \right) \\ \sin \left( \psi + \frac{\pi}{2} \right) \end{pmatrix} + h'(\psi + \frac{\pi}{2}) \begin{pmatrix} -\sin \left( \psi + \frac{\pi}{2} \right) \\ \cos \left( \psi + \frac{\pi}{2} \right) \end{pmatrix}
\]

\[ - h(\psi) \begin{pmatrix} \cos(\psi) \\ \sin(\psi) \end{pmatrix} - h'(\psi) \begin{pmatrix} -\sin(\psi) \\ \cos(\psi) \end{pmatrix}.\]

Consider first the terms with \( h \left( \psi + \frac{\pi}{2} \right) \) and \( h(\psi) \). Since \( h \left( \psi + \frac{\pi}{2} \right) = R \cos d(\psi) \) and \( h(\psi) = R \sin d(\psi) \), we have

\[
u := h\left(\psi + \frac{\pi}{2}\right) \begin{pmatrix} \cos \left( \psi + \frac{\pi}{2} \right) \\ \sin \left( \psi + \frac{\pi}{2} \right) \end{pmatrix} - h(\psi) \begin{pmatrix} \cos(\psi) \\ \sin(\psi) \end{pmatrix}
\]

\[ = R \begin{pmatrix} \cos d(\psi) \\ -\sin d(\psi) \end{pmatrix} \begin{pmatrix} -\sin(\psi) \\ \cos(\psi) \end{pmatrix}
\]

\[ = R \left( -\sin(\psi) \cos d(\psi) - \sin d(\psi) \cos(\psi) \right) \begin{pmatrix} \cos(\psi) \\ \sin(\psi) \end{pmatrix} = R \begin{pmatrix} -\sin(\psi + d(\psi)) \cos(\psi) \\ \cos(\psi + d(\psi)) \end{pmatrix}.
\]

So we see that the vector \( u \) is indeed parallel to the vector \( v \). Now for the terms with \( h'(\psi) \), and \( h'(\psi + \frac{\pi}{2}) \).

\[
w := h'(\psi + \frac{\pi}{2}) \begin{pmatrix} -\sin \left( \psi + \frac{\pi}{2} \right) \\ \cos \left( \psi + \frac{\pi}{2} \right) \end{pmatrix} - h'(\psi) \begin{pmatrix} -\sin(\psi) \\ \cos(\psi) \end{pmatrix}
\]

\[ = h'(\psi + \frac{\pi}{2}) \begin{pmatrix} -\cos(\psi) \\ -\sin(\psi) \end{pmatrix} - h'(\psi) \begin{pmatrix} -\sin(\psi) \\ \cos(\psi) \end{pmatrix}
\]

\[ = -h'(\psi + \frac{\pi}{2}) \begin{pmatrix} \cos(\psi) \\ \sin(\psi) \end{pmatrix} - h'(\psi) \begin{pmatrix} -\sin(\psi) \\ \cos(\psi) \end{pmatrix}.
\]

Since \( h^2(\psi) + h^2 \left( \psi + \frac{\pi}{2} \right) \) is constant, it follows that

\[ h'(\psi)h'(\psi) + h \left( \psi + \frac{\pi}{2}\right) h' \left( \psi + \frac{\pi}{2}\right) = 0,
\]

and hence that \( h' \left( \psi + \frac{\pi}{2} \right) = \frac{-h(\psi)}{h \left( \psi + \frac{\pi}{2}\right)} h'(\psi) = -\tan d(\psi) h'(\psi). \) We use it in the above formula for \( w \):

\[
w = h'(\psi) \tan d(\psi) \begin{pmatrix} \cos(\psi) \\ \sin(\psi) \end{pmatrix} - h'(\psi) \begin{pmatrix} -\sin(\psi) \\ \cos(\psi) \end{pmatrix}
\]

\[ = \frac{h'(\psi)}{\cos d(\psi)} \begin{pmatrix} \sin d(\psi) \cos(\psi) + \cos d(\psi) \sin(\psi) \\ \sin d(\psi) \sin(\psi) - \cos d(\psi) \cos(\psi) \end{pmatrix}
\]

\[ = \frac{h'(\psi)}{\cos d(\psi)} \begin{pmatrix} \sin(\psi + d(\psi)) \\ -\cos(\psi + d(\psi)) \end{pmatrix} = -\frac{h'(\psi)}{\cos d(\psi)} v.
\]

So the vector \( w \) is also parallel to the vector \( v \), and hence \( \gamma \left( \psi + \frac{\pi}{2} \right) - \gamma(\psi) = u + w \) is also parallel to \( v \), finishing the proof.

Now we are in position to prove theorem 1.4.
Proof of theorem 1.4. The beginning of this proof is identical to the first paragraph of the proof of theorem 1.3. We can then start from equality (4), and continue as in [10, section 5], to get an analogue of the inequality (18) in [10]. For completeness, we shall reconstruct the process. Let \((\varphi_0, p_0)\) be the coordinates of an oriented line which is a part of an \(m\)-orbit. Then (4) implies that there exist functions \(\omega \) and \(\nu_1\) such that
\[
\begin{cases}
\omega(T(\varphi_0, p_0)) = S_{22}(\varphi_0, \varphi_1) + S_{12}(\varphi_0, \varphi_1)\nu_1(\varphi_0, p_0)^{-1}, \\
\omega(\varphi_0, p_0) = -S_{11}(\varphi_0, \varphi_1) - S_{12}(\varphi_0, \varphi_1)\nu_1(\varphi_0, p_0),
\end{cases}
\]
where \(T\) is the billiard map, and \((\varphi_1, p_1)\) are the coordinates of the line \(T(\varphi_0, p_0)\). Since \(p\) is the momentum coordinate, then
\[p_0 = -S_1(\varphi_0, \varphi_1) = h(\psi)\cos \delta - h'(\psi)\sin \delta\]
and
\[p_1 = S_2(\varphi_0, \varphi_1) = h(\psi)\cos \delta + h'(\psi)\sin \delta,
\]
where \(\psi = \frac{x + x_i}{2}\) and \(\delta = \frac{x - x_i}{2}\). We multiply the first equation by \(p_1^2\), and the second by \(p_0^2\), and subtract
\[
p_1^2\omega(T(\varphi_0, p_0)) - p_0^2\omega(\varphi_0, p_0) = p_0^2S_{11}(\varphi_0, \varphi_1) + p_0^2S_{22}(\varphi_0, \varphi_1) + S_{12}\left(p_0^2\nu_1(\varphi_0, p_0) + p_1^2\nu_1(\varphi_0, p_0)^{-1}\right) \\
\geq p_0^2S_{11}(\varphi_0, \varphi_1) + p_0^2S_{22}(\varphi_0, \varphi_1) + 2p_0p_1S_{12}(\varphi_0, \varphi_1).
\]
We used the fact that \(\nu_1\) and \(S_{12}\) are positive. Now integrate both sides of this inequality on the invariant set \(M \cap A\), with respect to the invariant measure
\[
d\mu = \frac{1}{2}(h(\psi) + h'(\psi))\sin \delta d\delta d\psi.
\]
Since this set is invariant under \(T\), and \(T\) is measure preserving, the integral in the left hand side vanishes. We are left with
\[
\int_{M \cap A} \left(p_0^2S_{11}(\varphi_0, \varphi_1) + p_0^2S_{22}(\varphi_0, \varphi_1) + 2p_0p_1S_{12}(\varphi_0, \varphi_1)\right) d\mu \leq 0.
\]
So now we substitute the expressions for \(p_0\) and \(p_1\) and the second order derivatives of \(S\) computed above (7). Then after simplification, we get the following inequality
\[
0 \geq \int_{M \cap A} \left[\cos^2 \delta \sin \delta \left(h''h^2 + 3h(h')^2\right) - h(h')^2\sin \delta \right] d\mu.
\]
(20)
Call the first summand of the integrand \(A\), and the second one \(B\). Then inequality (20) reads:
\[
\int_{M \cap A} A d\mu \leq \int_{M \cap A} B d\mu.
\]
The function \(B = h(h')^2\sin \delta\) is non-negative, so
\[
\int_{M \cap A} B d\mu \leq \int_{A} B d\mu.
\]
2015
In the left hand side, write
\[
\int_{\mathcal{M} \cap \Delta} \text{Ad} \mu - \int_{\Delta} \text{Ad} \mu = \int_{\mathcal{M} \cap \Delta} \text{Ad} \mu,
\]
and then one gets
\[
\int_{\mathcal{M} \cap \Delta} (A - B) d\mu \leq \int_{\Delta} \text{Ad} \mu.
\]
(21)
Left hand side of the last inequality is exactly the right hand side of the inequality (18) in [10], but multiplied by \(\frac{1}{4}\) (this constant is omitted in [10], since the integral is compared to zero).
Hence it can be simplified by lemma 5.1 of [10]:
\[
\int_{\mathcal{M} \cap \Delta} (A - B) d\mu = \frac{\pi R^4}{1024} \int_{0}^{\pi} (\mu'')^2 - 4(\mu')^2 d\psi,
\]
where \(\mu(\psi) = \cos(2d(\psi))\). Now we bound this integral from below, and bound \(\int_{\Delta} \text{Ad} \mu\) from above. It holds that
\[
\mu(\psi) = \cos(2d(\psi)) = 1 - 2 \sin^2 d(\psi) = 1 - 2 \frac{h^2(\psi)}{R^2}.
\]
As a result, \(\mu'(\psi) = -2 \frac{h^2}{R^2}(h^2)'\), and \(\mu''(\psi) = -2 \frac{h}{R^2}(h^2)''\). Thus, we have
\[
\int_{0}^{\pi} (\mu'')^2 - 4(\mu')^2 d\psi = \frac{4}{R^4} \int_{0}^{\pi} (h^2)''^2 - 4((h^2)')^2 d\psi.
\]
Since \(\gamma\) is a curve in \(\mathcal{C}\), the Fourier expansion of \(h^2\) is as in equation (17). Now use Parseval’s identity in \(L^2[0, \pi]\):
\[
\int_{0}^{\pi} ((h^2)')^2 - 4((h^2)')^2 d\psi = \pi \sum_{n \in \mathbb{Z}} (n^4 - 4n^2)|c_n|^2
= \pi \sum_{n \in \mathbb{Z}} (n^4 - 4n^2)|c_n|^2 \geq \pi \sum_{|n| > 2} 1000|c_n|^2,
\]
where we used the fact that for \(|n| \geq 6, n^4 - 4n^2 \geq 1000\). Now use Parseval’s identity again
\[
\int_{0}^{\pi} ((h^2)')^2 - 4((h^2)')^2 d\psi \geq 1000 \int_{0}^{\pi} |h^2(\psi) - c_0 - c_2 e^{i2\psi} - c_\infty e^{-i2\psi}|^2 d\psi
\geq 1000 \pi d^2(h^2, \text{span}\{1, \cos(2\psi), \sin(2\psi)\}),
\]
where \(d\) denotes the distance in the \(L^2\) norm between the function \(h^2\) and a subspace of \(L^2[0, \pi]\).
Denote the subspace of \(L^2[0, \pi]\) spanned by \(\{1, \cos(2\psi), \sin(2\psi)\}\) by \(U\). Then we get that
\[
\int_{0}^{\pi} (\mu'')^2 - 4(\mu')^2 d\psi \geq \frac{4000 \pi}{R^4} d^2(h^2, U).
\]
As a result, we get the following lower bound:

\[
\int_{A} A - Bd\mu \geq \frac{\pi R^4}{1024} \cdot \frac{4000\pi}{R^4} d^2(h^2, U) = \frac{125\pi^2}{32} d^2(h^2, U) .
\]  \hspace{1cm} (22)

Now we turn to finding an upper bound for \( \hat{\Delta} \).

If \( N \) is an upper bound on \( A \), then

\[
\int_{A} Ad\mu \leq N \mu(\Delta),
\]

so it is enough to find an upper bound for \( A \). We have

\[
|A| = |\sin \delta \cos \delta (h''h^2 + 3h(h')^2)| \leq |h''|h^2 + 3h(h')^2 .
\]

Since \( \gamma \) is centrally symmetric, \( h(\psi) \) is half the width in the direction \( \psi \) (recall that in this case \( h \) is the support function with respect to the centre of symmetry). The maximal width is in the direction of the diameter, so applying Blaschke rolling disc theorem again, we get

\[
h \leq \frac{D}{2} \leq \frac{1}{\beta},
\]

where \( \beta \) is the minimal curvature of \( \gamma \). Next, since \( h + h'' = \rho \), then

\[
|h''| \leq \rho + h \leq \frac{1}{\beta} + \frac{D}{2} \leq \frac{2}{\beta} .
\]

Since \( |\gamma(\psi)|^2 = h(\psi)^2 + h'(\psi)^2 \), then

\[
h'(\psi)^2 \leq \left( \frac{D}{2} \right)^2 \leq \frac{1}{\beta^2} .
\]

Now we put everything together

\[
|A| \leq \frac{5}{\beta^3} .
\]

Thus we get

\[
\int_{A} Ad\mu \leq \frac{5}{\beta^3} \mu(\Delta) .
\]  \hspace{1cm} (23)

Finally we put together inequalities (21)–(23), and get

\[
\frac{5}{\beta^3} \mu(\Delta) \geq \frac{125\pi^2}{32} d^2(h^2, U) .
\]

And hence

\[
\mu(\Delta) \geq \frac{25\pi^2}{32} \beta^3 d^2(h^2, U) ,
\]

which is the required inequality.

This bound is sharp for ellipses. If \( \mu(\Delta) = 0 \), then (since right hand side is also non-negative), it follows that \( d(h^2, U) = 0 \), so \( h^2 \in \text{span} \{1, \cos(2\psi), \sin(2\psi)\} \). It then follows that
\( h \) is the support function of an ellipse, which shows that \( \mu(\Delta) = 0 \) can happen only for ellipses. 

It should be noted that if \( h^2(\psi) = c_0 + \sum_{n \in \mathbb{Z}+4\mathbb{Z}} c_n e^{in\psi} \), then the minimal distance of \( h^2 \) from the subspace \( U \) is realised at the ellipse for which the support function \( \tilde{h} \) satisfies \( \tilde{h}^2(\psi) = c_0 + 2e^{2i\psi} + c_{-2}e^{-2i\psi} \). In that sense, this estimate relates the measure of \( \Delta \) and the \( L^2 \) distance between the square of the support function of \( \gamma \), and the square of the support function of the ellipse that ‘best approximates \( \gamma \').
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