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ABSTRACT
The Capacity Drop (CD) is a sustained drop in a freeway bottleneck outflow when its upstream section becomes congested. Understanding how to replicate CD with microscopic models can help us to better understand its properties and mechanism. However, there is no published study replicating an observed occurrence of CD using microscopic models. In this study, we combine a lane-changing model with two widely known car-following models and calibrate the combined model parameters against field data, to replicate the CD in a merge bottleneck. We confirm that both car-following models can reproduce the CD. Moreover, we show that including the cooperative lane-changing behavior in the model is critical for the replication success. Further, we perform a sensitivity analysis with respect to the ramp demand and maximum acceleration parameters, showing: (i) slower acceleration rate leads to a lower bottleneck throughput, and (ii) higher ramp demand leads to decreased bottleneck throughput.

INDEX TERMS Capacity drop, microsimulation, IDM, gipps, calibration.

I. INTRODUCTION
Bottlenecks are critical elements of freeways as total delay and travel time are strongly dependent on the throughput of bottlenecks [1]. A key aspect of bottleneck throughput is capacity drop (CD) phenomenon - a drop in the bottleneck outflow when queues are formed at the upstream section of the bottleneck [2]. Understanding how to replicate CD with microscopic models can lead to a better understanding of this phenomenon, considering the level of fidelity these models.

Despite its importance, this phenomenon is often overlooked in common practice. In fact, the most common traffic flow models, such as the Lighthill-Whitham-Richards (LWR) model [3], [4] and the discrete time models derived through different discretization techniques such as the cell transmission model [5]) are not able to reproduce the CD in their standard versions. However, there is a rich literature proposing model extensions (for a comparison among different models see [6]) which enable first order models to reproduce the CD. Additionally, second-order macroscopic models [7], [8], [9] can arguably reproduce this phenomenon inherently. Such potential of second-order models is often used as the key argument for simulating the traffic in situations the CD occurs (e.g., see [10]). Therefore, in one way or another, there is a rich literature on how to reproduce CD using macroscopic models.

However, the studies on CD from the microscopic modeling perspective is more scarce. Although in many cases applying macroscopic models is advantageous, it is also of interest to reproduce CD using microscopic models for two key reasons. First, modeling individual to individual interactions, which is hardly possible in macroscopic models, is essential for some applications such as adaptive cruise control, inter-vehicle communication (e.g., cooperative adaptive cruise control [11]). Second, an accurate microsimulation model can provide key insights into the
underlying microscopic mechanism of CD. Specifically, two individual driving behavior aspects have been mentioned as contributing factors of CD: lane-changing [12, 13, 14] and driver heterogeneity [15, 16, 17]. Therefore, having accurate microsimulation models can help us to better understand CD in all its nuances.

Although scarce, there is a literature on microscopic models that directly or indirectly address CD. This includes the study by [18] analyzing the effect of drivers’ relaxation on bottleneck capacity, and [19] replicating CD with the INTEGRATION software as a result of acceleration, lane-changing behavior, and fleet composition. Also, [20] replicated CD in Aimsun [21] by adjusting the model parameters, especially the acceleration and deceleration parameters. [22] applied a microscopic approach to investigate the impacts of two different driving behaviors, acceleration spread and reaction time, on the queue discharge rate when CD is observed. Also, [23] showed a reduction in the outflow at the onset of congestion consistent with the CD in their proposed sub-microscopic framework for modeling lateral movements.

Nevertheless, to the best of the authors’ knowledge, there is no published studies in the microscopic modeling literature that consistently reproduce CD of an actual case and informed by observed time-series data. In this context, the main contributions of this paper are as following:

- We show how to replicate CD at merge bottlenecks according to observed time-series data using widely known car-following [25, 26] and lane-changing models [27].
- We confirm the consistency of the results by replicating CD over different days including a validation data-set.
- We estimate the relative impacts of bounded acceleration and ramp demand on CD by performing a sensitivity analysis on the calibrated model.

The remainder of this paper is organized as follows. In Section II, we detail the simulation model used in this study. In Section III, we introduce the data, calibration method, and calibration results. In section IV, we present the results of the sensitivity analysis with respect to two key aspects of the model. Finally, in Section V, we state our conclusions.

II. SIMULATION MODEL

A schematic representation of mathematical notations applied in this paper is depicted in Figure 1. The position and speed of subject vehicle (S), respectively, is denoted as \( x_S(t) \) and \( v_S(t) \). Similar variables for the leading vehicle of vehicle (S), in its origin lane, are denoted as \( x_L(t) \) and \( v_L(t) \). Subject vehicle (S), aiming to make a lane-changing maneuver, possesses a potential following vehicle and leading vehicle in the target lane whose positions and speeds are denoted as \((x^*_L(t), v^*_L(t))\) and \((x^*_F(t), v^*_F(t))\) respectively. In addition, the right most lane is always referred as lane 1 and increasing for the left lanes. Finally, time \( t \) is discretized into fixed time steps of length \( \Delta t \) such that \( t = i\Delta t \).

The model is a composition of car-following and lane-changing models. For car-following decisions, we apply two widely used car-following models in the literature, the Gipps [26] and the Intelligent Driver Model (IDM) [25]. With respect to lane-changing decisions, we use the lane-changing framework with explicit interactions by [27] which is a Gipps-like type of model [28], [29]. In the next sub-sections, we present the car-following and lane-changing models applied in this study.

A. CAR-FOLLOWING MODELS

We apply two distinct car-following models in this work: Gipps [26] and IDM [25]. While IDM is a continuous-time model, the Gipps model is formulated as an iterative coupled map [30] assuming the simulation time-step \( \Delta t \) and the reaction time \( \tau \) to be the same. Since we intend to analyze the results assuming the same time steps (and \( \Delta t < \tau \)), we apply an interpolation method [30] to be able to compute the values of speed and position at any continuous time \( t \).

First, we assume Euler discretization:

\[
x(t + \Delta t) = x(t) + \frac{1}{2}(v(t) + v(t + \Delta t))\Delta t
\]

where speed \( v(t) \) is defined for each specific car-following model. The position and speed for vehicle \( z \) within the time window \( t - t_1 \) is computed as:

\[
z(t - t_1) = \beta z(t - (n + 1)\Delta t) + (1 - \beta)z(t - n\Delta t)
\]

where

\[
n = \left\lfloor \frac{t - t_1}{\Delta t} \right\rfloor, \quad \text{and} \\
\beta = \frac{t - t_1}{\Delta t} - n
\]

Therefore, whenever we need to compute the spacing or speed variable at a time between \( t_1 = (i-1)\Delta t \) and \( t_2 = i\Delta t \), we estimate based on the variables at time steps \( i-1 \) and \( i \).

1) GIPPS CAR-FOLLOWING MODEL

Gipps car-following model [26] is one of the first behavioral car-following models. Gipps defines two speed regimes, one for deceleration regime \( v_d^g(t) \) and another for acceleration regime \( v_a^g(t) \), where vehicle speed \( v_S \) is updated as:

\[
v_S(t) = \min\{v_d^g(t), v_a^g(t)\},
\]

\[
v_d^g(t) = \max\{v^d_S(t), v_S(t - \Delta t) - B\Delta t\}
\]

\[
v_a^g(t) = \left(\frac{B^2}{2} + \theta^2 + B[2(x_L(t - \tau) - x_S(t - \tau)) - \tau v_S(t - \tau) + \frac{v_S(t - \tau)^2}{B_L}] - \frac{B^2}{2} + \theta\right)^{1/2},
\]

\[
v_S(t) = v_S(t - \tau) + 2.5A\tau \left(1 - \frac{v_S(t - \tau)}{V}\right)
\]
greater than rate (unlike Gipps, there can be cases with deceleration meaning. In the IDM it is defined as the comfortable deceleration rate of the leading vehicle as estimated by the subject vehicle. These are all parameters to be estimated. The reasoning behind the deceleration speed \( v^D(t) \) is that the subject vehicle keeps its spacing and speed so as to guarantee that will not hit the leading vehicle in the worst case scenario - braking at the maximum rate \( B_L \), assuming the subject vehicle reacts after reaction time \( \tau \) and brake at its maximum deceleration rate \( B \). The second term of the max for determining \( v^D(t) \) in Equation (4) operator is not present in the original Gipps model [26]. Unlike the IDM model which deceleration higher than the comfortable deceleration can be attained [31], the Gipps model is derived from the assumption \( B \) is the maximum deceleration and therefore it is necessary to explicitly enforce it. This term would not be necessary if the vehicle had been following the same leading vehicle at all times. However, after a tight lane-changing maneuver (we will provide details in Section II-B), the subject vehicle might become too close to the leading vehicle which would lead to \( v^D(t) \) significantly lower than \( v_S(t - \Delta t) - B_\Delta \). Hence, we added the second term to ensure the key behavior of the Gipps model which is to never decelerate at rates higher than the maximum deceleration rate, \( B \).

2) INTELLIGENT DRIVER MODEL

The IDM [25] model is another widely used car-following model. Unlike the Gipps model, in the IDM there is no distinct equations for acceleration and deceleration regimes. On the other hand, likewise Gipps, IDM also has parameters \( A \) and \( B \) associated to acceleration and deceleration rates, although the deceleration parameter \( B \) has a slightly different meaning. In the IDM it is defined as the comfortable deceleration rate (unlike Gipps, there can be cases with deceleration greater than \( B \)). The IDM model computes acceleration as:

\[
a = \dot{s}(t) = A \left[ 1 - \left( \frac{\dot{v}_S(t)}{v} \right) ^{\delta} - \left( \frac{s^*(t)}{s(t)} \right)^2 \right],
\]

\[
s^*(t) = \eta + \frac{v_S(t)(v_S(t) - v_L(t))}{2\sqrt{AB}},
\]

where \( t_h \) is desired time gap, \( \eta \) is jam spacing, and \( \delta \) is free acceleration exponent. In IDM model, the equations are defined based on the rear to front bumper spacing \( s(t) \) which, here, we assume as \( s(t) = x_L(t) - x_S(t) - S_L \) where \( S_L \) is vehicle length. We note that unlike Gipps model, the IDM model allows deceleration rates higher than the comfortable deceleration [31] and therefore there is no need to enforce a maximum deceleration rate in the dynamic equations; however, this usually occurs at extreme cases. We also note that the maximum deceleration rate could be enforced on the calibration process to penalize a set of parameter that may lead to unrealistic deceleration.

B. LANE-CHANGING MODEL

In this study, we apply a framework for lane-changing model that conceptually follows [32] which follows the structure of lane-changing decisions by [29]. In this framework, lane-changing decisions are outcome of a rule-based framework that accounts for increasing the subject vehicle’s utility (i.e., higher speed, avoid queue) while keeping its intended route. We first present the key elements of our applied lane-changing model; then, introduce the model of discretionary, mandatory and cooperative change of lanes.

For any lane-changing maneuver, the following gap acceptance rule must hold:

\[
B_L^c = \frac{(v_2 - v_1)^2}{x_1 - x_2 + \tau(v_2 - v_1) - S_1} < B_{max},
\]

\[
X_1 - X_2 > g,
\]

where \( g \) is the minimum gap to perform a change of lane, and \( B_L^c \) is the deceleration rate required for the lane-changing maneuver assuming the follower vehicle start decelerating after the reaction time \( \tau \) is elapsed. The estimated deceleration rate \( B_L^c \) must be smaller than the maximum deceleration rate for the maneuver, \( B_{max} \). The subscripts 1 and 2 on equation (6) refers to the leading and following vehicles, respectively, for any specific leader-follower combination. The first combination is the subject vehicle acting as a follower with respect to its potential leader at the target lane and for this case \( x_2 = x^0_S(t), v_2 = v^0_L(t), x_1 = x_S(t), \) and \( v_1 = x_S(t) \). The second combination is when the subject vehicle acts as a leader with respect to the follower at the target lane and for this case \( x_2 = x_S(t), v_2 = x_S(t) \) and \( x_1 = x^0_F(t), v_2 = v^0_F(t) \). In summary, the subject vehicle is cognizant of the deceleration that both the subject vehicle and the potential follower need to undertake after the maneuver is performed and a change of lane can be performed if the deceleration required does not exceed \( B_{max} \) for both vehicles.
After a change of lane, we also model a relaxation time in which drivers avoid deceleration following a change of lane by accepting shorter spacing for a short of period of time and therefore undertaking speeds higher than the car-following model would prescribe [18], [33]. Denoting as $v^S(t)$ and $v^L(t)$ as the car-following speed of the subject and the leading vehicle respectively. During the relaxation time the car-following speed is overridden as:

$$v^S(t) = \max\{v^S_{CF}(t), v^L_{CF}(t), v^S(t - \Delta t) - B\Delta t\},$$

which applies for both the vehicle performing the maneuver as well as to the potential (and henceforth effective) follower. The key aspect of Equation (7) is that both vehicles is aware of the the traffic ahead (i.e., the speed of the leader of leading vehicle) and therefore would be aware of the speed of their leader at current time $v^L_{CF}(t)$ and will not brake harder then that speed in the after that lane-changing. Notice that it also guarantees there will be no collision since the vehicle follow a speed no greater than its leader. Effectively, the relaxation avoids an unrealistic braking below the prevailing speed just downstream of the point in which the lane-changing is performed. In that case, the vehicle waits for the vehicle in front to increase its cruising speed to recover a comfortable spacing.

We specifically add the relaxation behavior since previous study has pointed out this specific behavior as an important aspects on merge bottlenecks [18] suggesting that the bottleneck may discharge at higher flow rate for a p than it would be predicted by the fundamental diagram capacity at that specific location during its activation.

We now present the models for discretionary, mandatory and, cooperative lane-changing.

1) DISCRETIONARY LANE-CHANGING

The discretionary lane-changing is performed for obtaining a speed advantage at the adjacent lanes. A vehicle considers a lane-changing maneuver if its current speed is lower than free-flow speed similar to [32]. However, the rule that governs a lane-changing decision uses lane by lane thresholds similar to [34].

The prevailing speed at the target lane $l$ is denoted as $v^l$. We define thresholds $\Delta v_{l,2}, \Delta v_{l,3}, \ldots, \Delta v_{l,n-1,n}$ for left lane-changing maneuver and thresholds $\Delta v_{n,n-1}, \ldots, \Delta v_{2,1}$. A change of lane between lanes $l_1$ and $l_2$ occurs when:

1) the maneuver does not violate the gap acceptance constraint (6);
2) the prevailing speed at the target lane exceeds a lane-specific threshold $\Delta v_{l_1,l_2}$;
3) no other lane-changing was performed in the previous period of time, $\omega$, and space, $\Delta x$.

The last item is introduced to discourage a sequence of lane-changing at the same position into the same lane. Although other vehicles might have been considering a change of lane, they may hold the maneuver until other lane-changing maneuver is completed.

2) COOPERATIVE LANE-CHANGING

Cooperative lane-changing refers to lane-changing maneuver with explicit interaction between the subject vehicle and its potential follower [32]. This approach is also referred to as courtesy following [35], [36]. Here we present a lane-changing model implementation that is based on the model by [27] which was specifically developed for merging sections. This type of lane-changing is specifically necessary on congested traffic in which a gap respecting constraints (6) barely occurs either because the target lane is congested and there is no gap to perform the maneuver. This is the reason for an explicit interaction or a courtesy.

The formulation which we apply in this study has a few distinctions compared to [32]. First, the equation and rules are adapted to the car-following models assumed. Second, we assume homogeneous drivers and therefore we do not model the aggressivity parameter. Finally, we also consider cooperative lane-changing for non mandatory lane-changing.

We first present the mandatory lane-changing and then the extension for non mandatory lane-changing with explicit interaction.

A given lane-changing is deemed mandatory when the subject the maneuver is strictly necessary to keep the intended route and the subject vehicle is less than 8 seconds away from that. In the case of merge bottlenecks, the focus of this study, mandatory lane-changing are required for vehicles coming from the on-ramp at the end of the acceleration lane.

When a mandatory lane-changing is required, the subject vehicle checks for gaps on the target lane in the same manner as a discretionary lane-changing and will perform the maneuver if there is an existent gap. Unlike the discretionary lane-changing, however, the maneuver does not require a threshold for speed advantage and neither would cancel the maneuver if previous changes of lane occurred in the intervals $\omega$ and $\Delta x$.

The explicit interaction occurs when the subject vehicle is not able to find an acceptable gap until a distance $L^*$ from the limit in which the lane-changing must be performed. At this point the lane-changing maneuver occurs with direct communication between the subject vehicle and the potential follower. The subject vehicles and the potential follower undertake actions to complete the maneuver. Basically, both vehicles adjust their speeds so as to perform the change of lane safely.

Both vehicles consider a horizon of time in which they wish to complete the maneuver, referred here as $T$. The subject vehicle, attempts to reach a reference position, $x^S_\star$ at time $t+T$ that is just behind the potential leader assuming the potential leader and computes a speed, $v^S_\star$ so as to reach that position:

$$x^S_\star(t) = x^L_\star(t) + T\dot{v}^L_\star(t) - g(1+s),$$
$$v^S_\star(t) = \frac{x^S_\star(t) - x^S_\star}{T}$$

where $s$ is a relative safe margin for the maneuver (e.g., if $s = 1$ the vehicle will leave twice the minimum gap). Based on the reference position, the subject vehicle
adjust its speed as follows:

\[
v_S(t) = \begin{cases} 
\frac{v_S - B^c \Delta t}{t} & v_S(t) < v_S - B^c \Delta t, \\
\frac{v_S + A^k \Delta t}{t} & v_S(t) > v_S + A^k \Delta t, \\
v_S(t) & \text{otherwise}, \\
v_S = v_S(t - \Delta t) & \text{otherwise,}
\end{cases}
\]  

(9)

In short, the subject vehicle keeps speed \( v_S(t) \) as long as it does not violate maximum acceleration, \( A^k \), or maximum deceleration, \( B^c \), to complete the maneuver.

Likewise, the follower also adjusts the speed so as to leave enough gap for the subject vehicle to merge. However, the difference is that potentially the vehicle may be providing enough space for multiple vehicles (although typically it is only one). The potential follower sets reference position and speed as follows:

\[
x_F^c(t) = \min\{x_L^c(t) + T(V_L^c(t) - g(n + s), x_M(t) + T(V_M(t) - g(1 + s)),
\]

\[
v_F^c(t) = \frac{x_F^c(t) - x_S(t)}{T},
\]  

(10)

where \( n \) is the number of vehicles in which the follower at the target lane is providing a gap and the subscript \( M \) refers to the merging vehicle (if \( n > 1 \) refers to the most upstream vehicle). Therefore, the follower at the target lane attempts to open enough gap with respect to its current leader. Notice however it is also mindful of the current position and speed of the merging vehicle. Likewise the subject vehicle, the speed of the follower at target lane is updated as Eq. (9) in order to not violate maximum acceleration and deceleration rates.

At every time step, the merging vehicle checks if there is enough gap to perform the lane-changing maneuver according to (6). In congested traffic, in general the three vehicles - the subject vehicle, the potential follower and potential leader travels at similar speeds and therefore the deceleration required will be close to zero and typically the vehicle merges as soon as it has enough spacing.

Therefore, this lane-changing with explicit interaction ensures that all vehicles will be able to perform a lane-changing maneuver so as to keep their route as long as the distance \( L^* \) is long enough for the maximum acceleration and deceleration rates \( A^k \) and \( B^c \) during the maneuver.

The non-mandatory cooperative lane-changing occurs in similar situation as the mandatory lane-changing: drivers scans for gaps in the target lane, but it is not able to find one gap suitable for a change of lane because of the speed difference across different lanes. In the case of merge bottlenecks, the target lane for vehicles coming from the acceleration lane ends up to be much slower because it needs to accommodate all the ramp flow. Since they are traveling at speeds lower than free flow speed they attempt to perform discretionary lane-changing for speed advantage.

However, the speed at their current lane might be much slower than the speed at the left lane and therefore it would require a high deceleration rate for the potential follower a in the target (and faster) lane which can far exceed \( B^\text{max} \). This situation would never dissolve due to the on-ramp traffic. The cooperative lane-changing is performed in this case so that vehicles at slower lanes are able to safely perform lane-changing.

The process for the maneuver execution follows the same equations as the mandatory case. The difference occurs on the condition that triggers the cooperative lane-changing. A subject vehicle \( S \) will perform a non-mandatory cooperative lane-changing when:

1) the ratio \( r \) between on target lane \( v(t) \) and the subject vehicle \( v_S^c(t) \) remained higher than a specified ratio \( r^\text{f} \) for a period of time higher than \( t_c \);
2) no other cooperative lane-changing has been started in the in the previous interval \( \omega^c \) and \( \Delta x^c \) in the same manner as the discretionary lane-changing.

If both conditions hold for that vehicle, an explicit interaction between the subject vehicle and its follower in the target lane will start following the same set of equations as the mandatory lane-changing. The only distinction on the execution between the non-mandatory and mandatory lane-changing is that a cooperative lane-changing may be cancelled after elapsed \( \Delta t^c \) while there is no maneuver cancellation in the mandatory lane-changing.

III. CALIBRATION RESULTS

Based on the modeling presented, we aim to set all the model parameters associated to car-following and lane-changing models so as to reproduce the dynamics of traffic flow at a merge bottleneck in all its aspects, especially the capacity drop phenomenon. To that end, we use data from a merge bottleneck in which occurrence of CD is consistently observed.

We use data from California Performance Measurement (PeMS) [37]. The area under study is a stretch of the US-101. A schematic of the area is depicted in Figure 2 (the relative distances between detectors are out of scale). From the demand station until the downstream station, the station codes at PeMS system are 413786, 401578, 401586, and 410099. The on-ramp demand is measured based on the flow of station 409883. Between the location in which the demand is introduced and the upstream station there are two on-ramps and one off-ramp in which the net count is added to the demand station. The area between upstream and downstream detectors is an active bottleneck in the morning peaks with high occupancies (congestion) being observed on the upstream, but not at the downstream detector. Therefore, the congestion arises just at the merge. The data is pre-processed for mutual count consistency based on the method in [38].

The input demands are introduced at the on-ramp and the demand stations. We use the upstream and downstream stations to compare the results with the field data. Each detector provides the counts \( c_i(i) \) and occupancy \( o_i(i) \) at fixed steps \( i \) for each lane \( j \in \{1, 2, 3\} \). The raw data collected is available at 30 seconds intervals which we aggregate into two minutes intervals. For each two minute time step, the demand is spread following an evenly spread across the interval. This follows
the assumption on performing deterministic simulation in the calibration process. The Poisson arrival is a common choice, but it has been noted that in previous studies that this distribution is suitable for low traffic (under 500 veh/h) while there is no established arrival pattern for higher arrival rate.

The calibration approach aims to minimize the following two metrics:

\[ J_1 = \frac{\sqrt{\sum_{i=1}^{I} \left( \sum_{j=1}^{3} (\dot{p}_U(i) - \ddot{p}_U(i))^2 \right)}}{3I}, \]

(Occupancy Residual)

\[ J_2 = \frac{\sqrt{\sum_{i=1}^{I} (N_D(i) - \hat{N}_D(i))^2}}{I}, \]

(Cumulative Count Residual) where:

\[ N_i(i) = \sum_{j=0}^{I} qD(j). \]  

(Cumulative Count).

In general, related research prescribes metrics related to spacing [40], speed (e.g., [41], and flows (counts) (e.g., [42]). Ideally, a simulation model should reproduce consistently all the related metrics, but in general it is not possible. On the choice of objectives, here we distinct from previous work in two key aspects.

First, we employ a multiobjective approach as oppose to a single objective approach. This is different from using different terms in the objective function with prescribed weights. Rather, the two objectives are considered concomitantly. With this approach, we can show the trade-off between the two objectives and pick the solution which better balances the two objectives.

Second, as oppose to flow residual, we consider cumulative flow residual. One key reason is that typically CD is often analyzed through cumulative flows in oblique coordinates [43] (e.g., [2] and [44]). Among other reasons, the cumulative counts are less prone to noise and short term variations. Due to similar reasons, this curve is used to identify stationary states [45]. In addition, recent research is suggesting the usage of cumulative variables for traffic flow models [46] as oppose to their derivatives (for example, cumulative flow as oppose to flow and position as oppose to speed). Previous and recent research had pointed out clearly the advantage of position with respect to speed [47], [48] for car-following models. Nevertheless, the same reasoning should apply to flow and cumulative flows. The rationale is that whenever a model calibrated against the cumulative variable (position or cumulative flow), it also lead to small errors for the variables themselves (speed, flow), but the opposite may not be true - a small speed error might be associated to large position errors for example.

Since microscopic models require several parameters to be calibrated, we perform the calibration based on the data of multiple days to increase the sample size. Specifically, we use data from 3/9/2017, 4/7/2017, 6/7/2017, and 6/19/2017. We calibrate both Gipps and IDM, each case along with the Lane-Changing parameters. Data from 2017 are used since we leveraged processed data from previous work aiming at reconcile inconsistent loop detector data [38]. Tables 1 presents all the parameter and the acceptable bounds of each variable for Gipps and IDM models as well as the Lane-Changing parameters. We keep fixed the minimum spacing for lane-changing (g) equals to 15 meters and \( L^* \) (distance for starting a mandatory lane-changing) equals to 240m and the slack for lane-changing of 0.5.

In total, for both IDM and Gipps model, there are 20 parameters to be calibrated. This is substantially more than any macroscopic model for a merge bottleneck in which the number of parameters is generally less than 10 (e.g., see [6]). Nevertheless, the increased number of parameter is common on microscopic simulation [49]. In addition, three of the aforementioned aspects on the calibration procedure is specifically suitable for this case. First, we are considering lane-by-lane occupancy data on the calibration at short time steps (2 minutes with each day amounts around 960 data samples - 240 downstream count and 720 occupancy observation.). Second, we are using data from multiple days for the calibration and validation which increase the amount of data for calibration. Third, the multiobjective approach can handle better than the single objective approach correlation between parameters (multiple parameter combination that yields similar or the same output value) since the output of the calibration are multiple parameter combinations as oppose to a single data point. We use this aspect of having multiple parameter combination in the sensitivity analysis presented on Section IV.

The goal of the calibration process is to assess whether it is possible to replicate CD through microscopic models and what are the key driving behavior to replicate it properly. Each of these questions are discussed in the following subsections.

A. CAN MICROSCOPIC MODELS REPLICATE THE CAPACITY DROP PHENOMENON?

We apply a multi-objective [50] extension of the Differential Evolution [51] algorithm for calibrating the model so as to replicate the observed data. For specific implementation details, we refer to [48]. The number of solutions (or population size \( N \)) was set to 50 and each calibration case was ran for 1000 iterations. For computing the metrics \( J_1 \) and \( J_2 \) we use moving average of 10 minutes for each measurement. Recall that counts and occupancies were aggregated in steps of 2 minutes.
TABLE 1. Model parameters and respective ranges.

| Parameter | Model | Description                  | Unit  | Range     |
|-----------|-------|------------------------------|-------|-----------|
| $V$       | Gipps | Desired speed                | m/s   | 25-40     |
| $A$       | Gipps | Max. acceleration            | m/s²  | 0.5       |
| $B$       | Gipps | Max. deceleration            | m/s²  | 2.9       |
| $\delta_{eq}$ | Gipps | Max. deceleration            | m/s²  | 2.9       |
| $\eta$    | Gipps | Jam spacing                  | m     | 0.17      |
| $\tau$    | Gipps | reaction time                | s     | 0.3-2     |
| $A_m$     | IDM  | Maximum acceleration         | m/s²  | 0.5       |
| $B_m$     | IDM  | Comfortable deceleration     | m/s²  | 2.9       |
| $V_m$     | IDM  | Desired Speed                | m/s   | 25-40     |
| $\delta$  | IDM  | Free-flow exponent           | -     | 0.2-20    |
| $t_h$     | IDM  | Desired time gap             | s     | 0.2-5     |
| $\eta$    | IDM  | Jam distance                 | m     | 0.17      |
| $A^{te}$  | LC   | Max. acceleration in LC       | m/s²  | 0-3       |
| $B^{te}$  | LC   | Max. deceleration in LC       | m/s²  | 0-3       |
| $\Delta v_{1,2}$ | LC   | Speed threshold between lanes 1-2 | m/s  | 0-10     |
| $\Delta v_{2,3}$ | LC   | Speed threshold between lanes 2-3 | m/s  | 0-10     |
| $\Delta v_{rig}$ | LC   | Speed threshold for right LC  | m/s   | 0-10      |
| $\tau$    | LC   | Relaxation time after LC      | s     | 0-2       |
| $\omega$  | LC   | Minimum time for successive LC into lane | s | 0-10   |
| $\Delta x$ | LC   | Minimum spacing for successive LC into lane | m | 0-200 |
| $T$       | LC   | Execution for LC maneuvers (see Eq. (9),(10)) | s | 0-2       |
| $\Delta t^c$ | LC   | Cancellation time for cooperative LC | s | 0-6       |
| $r^1$     | LC   | Threshold ratio for coop. LC between lanes 1 an 2 | - | 1-50   |
| $r^2$     | LC   | Threshold ratio for coop. LC between lanes 2 an 3 | - | 1-50   |
| $t^c$     | LC   | Time elapsed with $v_i < r^1r_{i-1}$ to trigger coop. LC | s | 0-6   |
| $\omega^c$ | LC   | Minimum time for successive coop LC into lane | s | 0-10   |
| $\Delta x^c$ | LC   | Minimum spacing for successive coop. LC into lane | m | 0-200 |

Figure 3 depicts the Pareto Set for both car-following models with blue representing Gipps and Red the IDM model. Each point represents one solution (or element of the population) having a distinct value of each parameter of Table 1 and yielding objectives $J_1$ and $J_2$. Both models present similar behavior with a region of high occupancy error and low cumulative error that show moderate increase in cumulative flow error as the occupancy error decreases. For occupancy errors around 5%, the increase in cumulative flow error is increasingly steeper as occupancy decreases until reaching the minimum occupancy error at around 4%. Overall, both models present similar performance with a slight advantage of the IDM model.

We assessed the 50 different solutions and picked the one that qualitatively best reproduces the field data yielding a good trade-off between occupancy and cumulative flow error for both Gipps and IDM models. Figure 4 shows the detailed results for June 6th, 2017. In all graphs, the observed data is depicted in black, the IDM simulated results in blue, and Gipps model in orange. The top left graph depicts the average occupancy over the three lanes while the top right graph shows specific occupancies for each lane with the top being the right most lane and at the bottom the left most lane. The bottom left graph depicts the downstream flow profile. Finally, the bottom right graph show the cumulative flow, referred to as T-curve, in oblique coordinates [2], [43] for baseline flow of 5400 veh/h. Generally both models resemble the observed data. With respect to occupancies, the IDM undershoots the aggregated occupancies just after 6AM (see top left graph). A closer look on the lane-based occupancies show that the key difference is the middle lane occupancy in which both models yields lower occupancy when congested.

The data as well as the calibrated model show a pattern that has been observed in [52] with respect to the per-lane data. First, the speed distribution across different increasing from the right-most lane to the left-most lane. Second, the right-most yield considerably lower outflow (not shown) compared to the other two lanes.

The two graphs at the bottom of Figure 4 show in details the CD behavior. The T-curve (bottom right) is particular useful to distinct flow differences around capacity. The baseline flow is 5.4 K veh/h therefore the T-curve increases for flows higher than that level and decreases otherwise. Clearly, both
the observed and the two models present an increasing trend until 6:30 AM and a decreasing trend after 7 AM, meaning that the flow was higher than the baseline flow for a short period and smaller thereafter. In the bottom right graph, we highlight the highest flow in a period of 15 minutes (5748 veh/h) and the average flow on the congested period (5293 veh/h) - resulting in a drop of around 8%. We highlight the period of highest flow in the bottom left graph. Both models reproduce the same trend with a slight advantage of IDM model that yielded highest peak flow and remained closer in the cumulative curve throughout the congested period. From the results depicted in Figure 4 that both Gipps and IDM model can reproduce CD fairly well.

Even though both models have a considerable number of parameters, both models yield similar performance across multiple days. Figure 5 depicts the time-series of occupancy (left), downstream flow (middle) and T-curve (right) for four different days, the first two days were used for calibration and the next two days were used for validation. The differences between the simulated and observed value are similar across the two models. In both models, the differences between simulated and observed values are similar. Both models were able to reproduce the peak outflow most of the time, although the peak lingered for longer in the observed field observed data.

Observing the details of the output on a specific day provides further insights on the triggering and dissipating elements of congestion. Figure 6 depicts the ramp demand in the top graph, the number of mandatory, cooperative, and discretionary lane changes that occurred between the on-ramp and the lane drop in the middle graph, and the density contour in the bottom graph for March, 9th, 2017. The Contour plot (bottom graph) shows that the queue tail was slightly more than 5 kilometers away from its head at its maximum length. Observing the occupancy of loop detectors at California PeMS data on that specific day, it appeared that the congestion started at post mile 365.57 (401578) and reached post mile 361.81 (409859), causing 6 km of congestion. Considering that congestion size is not a calibration metric, its closeness (5 km vs. 6 km) validates these results.

The evolution of number of lane changes over time highlights the occurrence of mandatory and cooperative lane changes as function of the bottleneck density and ramp demand. Vehicles from on-ramp attempts a discretionary lane-changing as soon as they join the mainline. Whenever the on-ramp demand is low and the bottleneck is uncongested, there is almost no mandatory lane changes as we observe very few mandatory lane changes compared to ramp density between 5 AM and 6 AM (blue line in the middle graph in Figure 6. Once the ramp demand exceeds 1000 veh/h, the merging vehicle are not able to find safe gaps and this leads to a larger number of mandatory and cooperative lane changes. There is an increase in the number of discretionary lane-changes; however, that occurs by vehicles taking advantage of gaps left by other vehicles that engaged in cooperative or mandatory lane changes.

Another qualitative finding from the simulation is that ramp demand has a clear impact on upstream density. From 7 AM to 8 AM the congestion the ramp demand exceeds 1000 veh/h (top graph at Figure 6) and the density is higher (bottom graph). Once the ramp demand decreases to 900 veh/h, the density in the merge area decreases as well.

Figure 7 illustrates the density-flow relationship at upstream (blue), merge (orange) and, downstream (green) areas. The orange line shows that congestion does not occur downstream of the bottleneck; however, upstream of the bottleneck (and merge), the flow density relationship goes to the congested branch of the fundamental diagram. In the merge area, observe the flow at around 20 vehicles per kilometer per lane to be close to 1900 vehicles per hour per lane on the congestion onset; however, when demand decreased and the congestion dissipated, the observed flow for the same density was below 1800 vehicles per hour per lane. This pattern of having for a given value of density (say, 20 veh/km/lane) yielding different flows for increasing or decreasing congestion characterizes a hysteresis and it is highlighted in the Figure. Hysteresis in traffic is commonly studied in the context of the macroscopic fundamental diagram (MFD) [53] (MFD) (e.g., see [54] and [55]), but it can also occur in highway traffic as highlighted in [56] which referred CD as a case of a clock-wise hysteresis (i.e., higher flow in increasing density). The hysteresis in the FD (or as they refer to, a critical density with two distinct speeds) was also shown in submicroscopic framework proposed in [23] (Figure 11).

B. WHAT ARE THE KEY FEATURES TO REPLICATE THE CAPACITY DROP PHENOMENON?

From the results in Figures 4 and III-A, it is clear that the CD can be properly replicated by microscopic models. We now follow the calibration approach to try to identify the key modeling features that leads to this conclusion.

Since both car-following models, IDM and Gipps, could reproduce the CD, further, we focus on the lane-changing behavior. As detailed in Section II-B, we consider three types of lane-changing: discretionary, mandatory and cooperative. The first two types are present in most, if not all, microsimulation model since the earlier efforts on lane-changing (e.g., see [29]). Cooperative lane-changing is not as established as studied compared to discretionary lane-changing although significant efforts (e.g., [27], [57], and [58]). Nevertheless, it is featured as a standard feature in commercial packages such as Aimsun [59]. Therefore, we conduct a set of experiments with this feature disabled.

Another feature we consider here is the relaxation behavior after the change of lane. This behavior is well established and had been postulated as one of potential features on the activation of merge bottlenecks [18]. Nevertheless, further studies on this aspect are scarce.

In order to understand the relative importance of drivers relaxation and cooperative lane-changing, we perform two additional calibration procedure with the Intelligent Driver Model:
No cooperation: with cooperative lane-changing feature disabled and consequently not considering the parameters associated with this type of lane-changing;

No Relaxation: disregard the relaxation following lane-changing ($\gamma = 0$).

Note that entails additional calibration runs as oppose to using the previous calibration result and allowing changes in all other parameters to better reproduce the observed data.

Figure 8 depicts the Pareto Sets for the three cases. The most salient result is the significant difference of the No Cooperation case compared to the other two cases. Specifically, the smallest occupancy RMSE is around 30% (5.3% compared to 4%) higher compared to the other two cases. Observe also that the cumulative flow RMSE is already higher for lower values of occupancy error. In all, this suggests that cooperative lane-changing is a key element around active bottlenecks. The reason for that probably is similar to the necessity of mandatory lane-changing model with explicit interactions: in congested areas there are few or no opportunities for discretionary lane-changing [27], [57]. Nevertheless, lane-changing maneuvers do occur on congested periods and this requires a combined action between follower on the target lane and the subject vehicle. This pattern can be observed on middle graph of Figure 6 which shows the number of mandatory and cooperative lane changes increasing significantly on the congested period.

On the other hand, removing the drivers relaxation following the lane-changing has little impact in the overall calibration results. It is important to point out that this result does not mean the relaxation does not occur in the real world. Rather, it means that this aspect do not influence much the observed measurements by the loop detectors upstream and downstream of the bottleneck. Particularly to this study, we did not calibrate the lane-changing model based on observed vehicle trajectories. From another point of view, this also means that the relaxation time could be calibrated separately and it would not influence the overall calibration result.

The qualitative impact of disabling these features can be observed on Figure 9. In blue it is depicted the results with the full model, in orange with no cooperative lane-changing and in green with no drivers relaxation. Clearly, the case without cooperative lane-changing cannot reproduce well the upstream occupancy significantly underestimating the occupancy in the middle and the left lane. Without driving relaxation the differences are more nuanced. Qualitatively the upstream occupancy are similar. On the other hand, the outflow in the congested is slightly underestimated compared
FIGURE 5. Comparison between IDM (blue) and Gipps (orange) models against observed data (black) over multiple days. Each row represents a different day. The left column depicts the upstream occupancy, the middle column downstream flow and the right column the shifted downstream cumulative curve (T-curve) for $q_0 = 5.4$ veh/h.

FIGURE 6. Ramp demands (top), number of lane changes at the merge for each lane changing type (middle) and density contour (bottom).

In summary, the calibration results confirm that CD can be reproduced with microscopic models and that the cooperative lane-changing is a key behavior on active bottlenecks.

IV. SENSITIVITY ANALYSIS

In this section, we perform a sensitivity analysis with respect to demand and acceleration behavior in order to assess their impacts on CD at merge bottlenecks.
results show that the downstream outflow decreases as the event eventually congested depending on the on-ramp flow. The 5900 veh/h. In all other cases, the upstream sections get dropped. The resulting outflow in this case is slightly around 300 veh/h. Since no vehicle uses the additional lane that is eventually never gets congested since the area no longer is a bottleneck case with no ramp demand (0 veh/h) the upstream section lines with the same color for each ramp demand case. The lines are represented with transparent dashed features (blue) against IDM model with no cooperative LC (orange) and no relaxation after changes of lane (green).

In Section III, we obtained multiple combinations of parameters with similar accuracy (see Figure 3), the forthcoming analysis utilizes the 15 parameter combinations with lower occupancy error to perform a sensitivity analysis. We use multiple combinations so as to avoid any bias that could be associated to an individual parameter combination. Instead, we assess whether the trends associated with each aspect analyzed holds in all combinations suggesting that it most likely hold in general.

We start with the sensitivity analysis with respect to ramp demand. We run experiments with the upstream demand increasing from 3000 veh/h until 6500 veh/h with linear increase (in steps of 2 minutes) over the course of 8 hours of simulation. Therefore, the demand will increase slowly and we can then analyze the prevailing demand on the onset of congestion and the impact in the downstream outflow when the upstream section becomes congested. For each of the 15 parameter combination, we run 5 simulations with on-ramp demand increasing from 0 to 1200 veh/h in steps of 300 veh/h.

Figure 10 depicts the results for the different ramp demands. The top graph depicts the upstream occupancy whereas the graph at the bottom depicts downstream flow. For each time step, we compute the median, lower and upper bound across the different parameters. The median trajectories are represented with continuous lines whereas the upper and lower values are represented with transparent dashed lines with the same color for each ramp demand case. The case with no ramp demand (0 veh/h) the upstream section never gets congested since the area no longer is a bottleneck since no vehicle uses the additional lane that is eventually dropped. The resulting outflow in this case is slightly around 5900 veh/h. In all other cases, the upstream sections get eventually congested depending on the on-ramp flow. The results show that the downstream outflow decreases as the on-ramp flow reaching 5100 veh/h for on-ramp demand of 1200 veh/h.

The CD is often associated with bounded acceleration [60], [61]. To investigate its impact, we perform simulations for on-ramp demands at 600 and 900 veh/h, but in those cases we vary the acceleration parameter of each combination (A on the IDM model) from $-20\%$ to $+20\%$ compared to its calibrated value. Figure 11 depicts the results. Each color represents one demand pattern and the case with higher acceleration and lower bound are marked with circles and triangles, respectively. For both ramp demands, a higher maximum acceleration rate parameter ($A$ on IDM model) would lead to higher bottleneck outflow.

Finally, Figure 12 depicts the change in bottleneck flow (throughput) summarizes the last results. The top graph depicts the median throughput along with its upper and lower bound for varying ramp demands. For the median case, it shows that the outflow is especially sensitive for ramp demands between 300 and 900 veh/h. The bottom graph shows the result ramping flow for different changes in the acceleration rate. Observe that for no ramp demand the result is the same regardless of the acceleration rate. For higher ramp demand rates, the bottleneck throughput is higher for higher acceleration rates.

The results of sensitivity analysis are not unexpected, but two elements are worth discussing. First, the CD often associates with the upstream congestion - that is, the flow or “capacity” drops once queue forms upstream of the bottleneck (e.g. see [2]). The results depicted in Figure 10 shows a decrease in the outflow that is salient in the case of ramp demand of 300 and 600 veh/h (green and red lines). However, it is difficult to assess the outflow difference before and after congestion because the changes are rather small. For example, the case of 300 veh/h (green line in Figure 10) peaks at around 1870 veh/h/lane (5610 veh/h) and the observed minimum flow is around 1820 veh/h/lane (5460 veh/h) lane recovering to 1850 veh/h/lane (5550 veh/h) thereafter. This means that the drop in the flow is at most 2.7% due to the upstream congestion in this case. Similar drops are observable in other cases. Therefore, these results suggest that changes in the car-following model, specifically the acceleration parameter, lead to a limited impact on the throughput before and after congestion. Nevertheless, changes in the acceleration parameter leads to significant change in the throughput during congested and uncongested periods, as can be observed in Figure 12 showing a decreasing throughput for lower acceleration rate parameter.

Second, the on-ramp demand seems to play an important role in the occurrence of the CD. In this case, the flow drops from 2000 veh/h/lane to 1750 veh/h/lane when the ramp flow increases from 0 to 1200 veh/h resulting in a relative drop in the flow of 12.5%. Although there has been models relating CD to the ramp flow, especially [13], most of the first-order models associate CD with congestion. For example, in [6] different CD models were analyzed and only 1 out of 6 relates CD to the ramp CD model based on ramp flows yield better fit
results compared to the models which only consider upstream congestion [62]. In all, the results shown here and in the models by [13] and [14] suggest similar mechanisms for CD which states that the capacity drop at merges is an outcome of
lane changing behavior and bounded acceleration. Therefore, from the perspective of the simulation model, the CD arises as an interaction between the lane-changing and car-following models.

V. CONCLUSION
A multiobjective calibration approach using microscopic models was presented with the goal of unveiling the key dynamic features at merge bottlenecks associated with the CD phenomenon. The same steps applied in this paper - model, calibration and sensitivity analysis - can be used in further studies to better understand freeway traffic. These steps also establish a recipe for traffic engineers to obtain more accurate models for traffic forecasting. Based on the results, we established the following conclusions:

- Microscopic models can replicate CD. Although previous work had touched upon CD in the light of microscopic models, no previous study had shown how to replicate CD at merge bottlenecks according to real data.
- Both car-following models applied, Gipps and IDM, could replicate CD, with a slight advantage of the former. The fact that both models applied in this study well replicated CD indicates that other models can likely do so too.
- Further calibration cases, specifically removing cooperative lane-changing and relaxation after lane-changing, suggests that cooperative lane-changing is an essential feature at merge bottlenecks since calibration errors are significantly higher when that feature is not considered in the model. Although yielding different results, removing the relaxation behavior from the model does not change the performance metrics significantly.
- The sensitivity analysis shows that the key variable causing a drop in the flow is the ramp demand compared to the maximum acceleration rate. The results present a decreasing bottleneck throughput for an increasing ramp demand up to a level where the throughput is roughly constant as demand increases. This relationship goes in line with [63] that showed lower throughput when ramp demand increases, yielding a smaller merge bottleneck throughput.

The work presented here has its own limitations. First, in all simulations, we assumed homogeneous vehicles and drivers. In reality, drivers are heterogeneous and a significant portion of the vehicles are heavy duty. A potential association of heterogeneous vehicles and CD was discussed in [16]. Second, we used data from loop detectors located upstream and downstream of the bottleneck as the input data of the calibration. Loop detectors are widely used in freeways and can provide comprehensive data over multiple days. However, we did not use vehicle trajectory data which can particularly be useful for capturing the lane-changing behavior more accurately. Therefore, from the parsimony principle, we employed the fewer number of assumptions on the analysis. This reduces the number of variables and scenarios to analyze the results and also turns the simulations deterministic which facilitates the simulation-based calibration procedure. Moreover, this study shows that driver heterogeneity is not a necessary factor in replicating CD, as the CD was replicated in its absence. We could not reach this conclusion if drivers were heterogeneous in this study.

We also note that this study is limited to merge bottlenecks with high on-ramp demand triggering congestion in the mainline highway. Although we affirmed that for this particular case driver heterogeneity is not a necessary condition to replicate the capacity drop, it does not mean that driver heterogeneity does not play a role on the CD. In fact, we pointed out that the results presented in this study suggests a mechanism proposed by [13] which explains the CD as the interaction between the lane changing behavior and bounded acceleration without the presence of driver heterogeneity. Their model was later extended to account heterogeneous vehicles [15] which they find that heterogeneous vehicles have little influence on the magnitude of CD although having strong influence on the traffic dynamics at merges. Other traffic features that leads to sustained decrease throughput on freeways may also apply on the particular merge bottleneck case for example some drivers slowing down on the freeway close to an incident which have shown to lead to lower throughput [64].

As part of our future work, we intend to address some of the aforementioned limitations with more detailed datasets. Specifically, we would like to relax the limitations of driver
homogeneity in the simulation and analysis. Moreover, we are interested in applying the proposed framework in applications in which merge bottleneck is critical such as ramp metering and variable speed limit. As for ramp metering, this model can be used to investigate factors such as sensor placement and investigate cases where the on-ramp and lane drop are further away from each other, which creates control design challenges. (e.g., [65] and [66]). Similar aspects, such as distance between the actuation point and bottleneck, can also be investigated in variable speed limits. The proposed framework can also be used to investigate existing (e.g., [67] and [68]) or new strategies combining ramp metering and variable speed limits.

In addition, we are interested in analyzing the impacts of emerging technologies, such as Adaptive Cruise Control (ACC), building upon the recent work [48].
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