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Abstract: This paper is concerned with quadratic-exponential moments (QEMs) for dynamic variables of quantum stochastic systems with position-momentum type canonical commutation relations. The QEMs play an important role for statistical “localisation” of the quantum dynamics in the form of upper bounds on the tail probability distribution for a positive definite quadratic function of the system variables. We employ a randomised representation of the QEMs in terms of the moment-generating function (MGF) of the system variables, which is averaged over its parameters using an auxiliary classical Gaussian random vector. This representation is combined with a family of weighted $L^2$-norms of the MGF, leading to upper bounds for the QEMs of the system variables. These bounds are demonstrated for open quantum harmonic oscillators with vacuum input fields and non-Gaussian initial states.
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1. INTRODUCTION

Quantum mechanical models, which describe light-matter interaction on an atomic scale, often originate as a quantisation of classical systems and have practical applications in quantum optics, quantum metrology, quantum communication and quantum information processing (Nielsen & Chuang (2000); Walls & Milburn (2008); Wiseman & Milburn (2010)). These applications exploit quantum mechanical resources beyond classical (deterministic or stochastic) dynamics to engineer quantum systems with enhanced performance (involving stability, optimality and robustness requirements). Similarly to classical counterparts, in the case of quantum systems, it is important to have tools for obtaining upper bounds on cost functionals (such as mixed moments of the system variables and probabilities of relevant events) which would allow their behaviour to be statistically “localised”, with a high degree of confidence, to a bounded domain. The need in such localisation can arise, for example, in determining the range of applicability of a linearised model which results from neglecting nonlinearities in the actual quantum dynamics, provided the terms being omitted are small enough in a suitable sense.

However, a distinctive feature of quantum probability (Holevo (2001)) is that, unlike real-valued physical quantities, the dynamic variables of quantum mechanical systems are linear operators on a Hilbert space, whose statistical properties (such as mean values) are specified in terms of operator-valued quantum states (or density operators on the same space). Because of these more complicated operator-valued structures (also playing a role in the interpretation of quantum measurement as an interaction of a quantum system with a classical device modifying the quantum state), noncommuting quantum variables cannot have classical joint probability distributions. Nevertheless, any single self-adjoint quantum variable has a well-defined probability distribution on the real line, obtained by averaging the projection-valued measure of this operator. Moreover, pairwise commuting self-adjoint quantum variables are isomorphic to a set of classical real-valued random variables on a common probability space with Kolmogorov’s axiomatics (Shiryaev (1996)) and thus have not only marginal distributions, but also a joint probability distribution in an appropriately dimensioned Euclidean space.

The present paper is concerned with quantum stochastic systems whose dynamic variables have a position-momentum type commutation structure, typical for open quantum harmonic and anharmonic oscillators interacting with external bosonic fields. In the framework of the Hudson-Parthasarathy calculus (Hudson & Parthasarathy (1984); Parthasarathy (1992)), such systems are modelled by quantum stochastic differential equations (QSDEs) driven by quantum Wiener processes on a symmetric Fock space. We discuss an approach to statistical “localisation” in terms of the tail probability distribution for a self-adjoint operator-valued positive definite quadratic function of the system variables. Efficient upper bounds for the tail probabilities are provided by using quadratic-exponential moments (QEMs) of the system variables. Being similar to the cost functionals in classical risk-sensitive control (Jacobson (1973); Whittle (1981)), the QEMs and related structures play an important role in quantum control (Boukas (1996); Vladimirov, Petersen & James (2021)), operator algebras (Accardi & Boukas (2018)), quantum Lévy area problems (Hudson (2018)), and equilibrium statistical mechanical computations for Gaussian quantum states (Parthasarathy & Sengupta (2015)). While the QEMs lend themselves to closed-form calculation for Gaussian states, the situation is different in the non-Gaussian case, typical for nonlinear quantum systems, where direct analysis of the dynamics of such moments is also complicated (Vladimirov & Petersen (2012)). As an alternative route, we employ a randomised representation of the QEMs, which, similarly to (Vladimirov,
Petersen & James (2019)), is applicable to general (not only Gaussian) quantum states and involves a classical averaging of the moment-generating function (MGF) of the quantum system variables using an auxiliary Gaussian random vector. This allows upper bounds on the QEMs (and the tail probabilities) to be obtained from those for the MGF, with the latter being more tractable. More precisely, the QEM bounds, established in the present paper, involve a family of weighted $L^2$-norms of the MGF from (Vladimirov (2015)). These bounds are demonstrated for open quantum harmonic oscillators (OQHOs), governed by linear QSEEs with vacuum input fields and non-Gaussian initial states.

The paper is organised as follows. Section 2 specifies the class of quantum variables of position-momentum type being considered. Section 3 describes the QEMs and reviews their role for upper bounds on the tail probabilities. Section 4 provides a randomised representation for the QEMs of the system variables in terms of their MGF. Section 5 calculates the QEMs for Gaussian states and establishes upper bounds for the QEMs in terms of the weighted $L^2$-norms of the MGF in the non-Gaussian case. Section 6 demonstrates the QEM bounds for OQHOs with vacuum input fields and non-Gaussian initial states. Section 7 makes concluding remarks. Appendix A provides an alternative proof regarding the randomised QEM representation in the classical case.

2. QUANTUM VARIABLES WITH POSITION-MOMENTUM TYPE COMMUTATIONS

As counterparts of classical Hamiltonian systems (Arnold (1989)) with conjugate position-momentum pairs, continuous variables quantum systems are usually endowed with an even number

$$n := 2\nu$$

of dynamic variables $X_1, \ldots, X_n$ which are self-adjoint operators on a complex separable Hilbert space $\mathcal{H}$ with the Heisenberg canonical commutation relations (CCRs)

$$[X, X^T] := ([X_j, X_k])_{1 \leq j, k \leq n} = 2i\Theta$$

(1)

and $\Theta$ is a real antisymmetric matrix of the form

$$\Theta = -\Theta^T \in \mathbb{R}^{n \times n}.$$ Here, the variable systems are assembled into a column-vector $X := (X_k)_{1 \leq k \leq n}$, the transpose $(\cdot)^T$ acts on vectors and matrices of operators as if their entries were scalars, $[\alpha, \beta] := \alpha\beta - \beta\alpha$ is the commutator of linear operators, and $i := \sqrt{-1}$ is the imaginary unit. The relation (2) is an infinitesimal form of the Weyl CCRs (Folland (1989))

$$W(u + v) = e^{iu^T \Theta v} W(u) W(v), \quad u, v \in \mathbb{R}^n,$$ (3)

where $W(u), W(v) = -2i \sin(u^T \Theta v) W(u + v)$ for the unitary Weyl operators

$$W(u) := e^{iu^T X}, \quad u \in \mathbb{R}^n,$$ (4)

associated with the system variables. The CCRs (2), (3) can be obtained by using linear combinations of another set of quantum variables with a simpler commutation structure, as described below for completeness. To this end, the CCR matrix $\Theta$ in (2) is assumed to be non-singular: $\det \Theta \neq 0$, and hence, $\Theta$ has purely imaginary eigenvalues $\pm i\theta_k \neq 0$ with the corresponding eigenvectors $w_k, \overline{w_k} \in \mathbb{C}^n$:

$$\Theta [w_k \overline{w_k}] = i\theta_k [w_k \overline{w_k}] \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad k = 1, \ldots, \nu, \quad (5)$$

where $\overline{\cdot}$ is the complex conjugate, and $\theta_k > 0$ are the eigenfrequencies of $\Theta$ (so that $\pm\theta_k$ are the eigenvalues of the Hermitian matrix $-i\Theta$). The eigenvectors of $\Theta$ can be chosen so as to form an orthonormal basis in $\mathbb{C}^n$:

$$[w_j \overline{w_j}]^T [w_k \overline{w_k}] = \begin{bmatrix} w_j^T w_k & \overline{w_j^T w_k} \\ w_j^T \overline{w_k} & \overline{w_j^T \overline{w_k}} \end{bmatrix} = \delta_{jk} I_2.$$ (6)

for all $j, k = 1, \ldots, \nu$, where $(\cdot)^* := (\overline{\cdot})^T$ is the complex conjugate transpose, $\delta_{jk}$ is the Kronecker delta, and $I_n$ is the identity matrix of order $n$. In terms of the real and imaginary parts

$$u_k := \text{Re} w_k, \quad v_k := \text{Im} w_k$$

of the eigenvectors, the relations (5), (6) are represented as

$$\Theta h_k = \theta_k h_k J, \quad h_k^T h_k = \begin{bmatrix} u_k^T u_k & u_k^T v_k \\ v_k^T u_k & v_k^T v_k \end{bmatrix} = \frac{1}{2} \theta_k I_2, \quad (8)$$

where

$$h_k := [u_k \ v_k]$$

and the matrix

$$J := \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}$$

spans the subspace of antisymmetric matrices of order 2. In turn, (8) is equivalent to

$$\Theta H = H (\Gamma \otimes J), \quad H^T H = (h_k^T h_k)_{1 \leq j, k \leq \nu} = \frac{1}{2} I_n$$

(with $\otimes$ the Kronecker product of matrices), where

$$\Gamma := \text{diag} \{\theta_k\}, \quad (12)$$

and

$$H := [h_1 \ldots h_\nu] = [u_1 \ u_1 \ldots \ u_\nu \ v_\nu] \in \mathbb{R}^{n \times n},$$

so that the matrix $\sqrt{2} H$ is orthogonal, and hence, (11) yields

$$\Theta := 2 H (\Gamma \otimes J) H^T = 2 \sum_{k=1}^\nu \theta_k h_k h_k^T.$$ (14)

If $f$ is a function of a complex variable, holomorphic in a neighbourhood of the spectrum $\{ \pm \theta_k : k = 1, \ldots, \nu \}$ of the matrix $\Theta$, then the matrix $f(\Theta)$ in $\mathbb{C}^{n \times n}$ has the eigenvalues $f(\pm \theta_k)$, inherits from $\Theta$ the eigenvectors $w_k, \overline{w_k}$ in (5) and, in view of (14), can be represented as

$$f(\Theta) = 2 H (f(i \Gamma) \otimes I_2) H^T = 2 \sum_{k=1}^\nu f(\theta_k) h_k h_k^T.$$ (15)

where $f_\pm(z) := \frac{1}{2} \{f(z) \pm f(-z)\}$ are the symmetric and antisymmetric parts of $f$, so that $f(\pm z) = f_\pm(z) \pm f_\mp(z)$. In particular, if $f$ is symmetric ($f \equiv 0$), then (15) leads to

$$f(\Theta) = 2 H (f(i \Gamma) \otimes I_2) H^T = \text{Tr} f(\Theta) = 2 \sum_{k=1}^\nu f(\theta_k).$$ (16)

Now, with the system variables $X_1, \ldots, X_n$, we associate the following quantum variables on the Hilbert space $\mathcal{H}$:

$$a_k := \frac{1}{\sqrt{\theta_k}} u_k^T X = q_k + ip_k,$$ (17)

$$q_k := \text{Re} a_k = \frac{1}{\sqrt{\theta_k}} u_k^T X,$$ (18)

$$p_k := \text{Im} a_k = \frac{1}{\sqrt{\theta_k}} u_k^T X, \quad k = 1, \ldots, \nu,$$ (19)

where the orthonormal eigenvectors (5) of the CCR matrix $\Theta$ from (2) are used together with (7) and the eigenfrequencies $\theta_k$. Here, the real and imaginary parts are extended from the complex plane $\mathbb{C}$ to quantum variables as $\text{Re} z := \frac{1}{2} \{z + \overline{z}\}$.
where use is made of (9), (21), and

\[ r := \{ (r_k)_{1 \leq k \leq n} = (I^{1/2} \otimes I_2)H^T X, \quad r_k := \left[ \begin{array}{c} q_k \\ p_k \end{array} \right], \quad (21) \]

in view of (17) and self-adjointness of the quantum variables \( X_1, \ldots, X_n \) and \( q_k, p_k \) in (18), (19). By using (13), the relations (18), (19) can be assembled into

\[ r := \{ (r_k)_{1 \leq k \leq n} = (I^{1/2} \otimes I_2)H^T X, \quad r_k := \left[ \begin{array}{c} q_k \\ p_k \end{array} \right], \quad (21) \]

where \( I^{1/2} = \text{diag}(\sqrt{1/\sigma_{\nu j}}) \) is associated with the eigenfrequencies of the CCR matrix \( \Theta \) in view of (12).

**Lemma 1.** The quantum variables \( a_k \), associated by (17)–(19) with the quantum variables \( X_1, \ldots, X_n \) and the eigenbasis of the nonsingular CCR matrix \( \Theta \) in (5), (7), satisfy

\[ a_j, a_k^\dagger = 2\delta_{jk}, \quad [a_j, a_k] = 0, \quad [a_j^\dagger, a_k^\dagger] = 0. \quad (22) \]

**Proof.** By using (2), (5), (6), it follows from (17), (20) that

\[ a_j, a_k^\dagger = \frac{1}{\sqrt{\sigma_{jk}}} w_j^\dagger X, X^T w_k = \frac{1}{\sqrt{\sigma_{jk}}} w_j^\dagger \Theta w_k = 2 \sqrt{\frac{\lambda_{jk}}{\lambda_{jk}} w_j^\dagger w_k} = 2 \delta_{jk} \text{ for all } j, k = 1, \ldots, \nu, \]

which establishes the first equality in (22). By a similar reasoning,

\[ a_j, a_k = \frac{1}{\sqrt{\sigma_{jk}}} w_j X, X^T w_k = \frac{1}{\sqrt{\sigma_{jk}}} w_j \Theta w_k = -2 \sqrt{\frac{\lambda_{jk}}{\lambda_{jk}} w_j^\dagger w_k} = 0, \quad \text{and hence,} \quad [a_j^\dagger, a_k^\dagger] = -[a_j, a_k]^\dagger = 0 \quad \text{for all } j, k = 1, \ldots, \nu, \]

thus completing the proof of (22).

The CCRs (22) show that \( a_k \) in (17) are organised as pairwise commuting annihilation operators (Sakurai (1994)), so that \( a_k^\dagger \) in (20) are the corresponding creation operators, and the self-adjoint quantum variables \( q_k, p_k \) in (18), (19) form conjugate position-momentum pairs, with

\[ [q_j, q_k] = 0, \quad [p_j, p_k] = 0, \quad [q_j, p_k] = i\delta_{jk}. \quad (23) \]

Accordingly, the vectors \( r_k \) in (21) commute with each other (for different \( k \)) and have a common CCR matrix \( \frac{1}{2} J \):

\[ [r_j, r_k^\dagger] = \left[ \frac{1}{\sqrt{\sigma_{jk}}} w_j q_k \right] \left[ \frac{1}{\sqrt{\sigma_{jk}}} w_j p_k \right] = i\delta_{jk} J, \quad (24) \]

where (23) is used together with (10). The orthonormality of the eigenbasis in (5) allows the quantum variables \( X_1, \ldots, X_n \) to be recovered from (17), (20) as

\[ X = \sum_{k=1}^\nu \sqrt{\theta_k} (w_k a_k + w_k a_k^\dagger) = 2 \sum_{k=1}^\nu \sqrt{\theta_k} \text{Re}(w_k a_k) = 2 \sum_{k=1}^\nu \sqrt{\theta_k} h_k a_k \]

\[ = 2 \sqrt{2} H (\sqrt{\Gamma} \otimes I_2) r_k, \quad (25) \]

where use is made of (9), (21), and \( \sqrt{\Gamma} = \text{diag}(\sqrt{1/\lambda_{\nu j}}) \) in view of (12). The last equality in (25) can also be obtained directly from (21) since \((I^{1/2} \otimes I_2)H^T)^{-1} = \sqrt{2/(\sqrt{2} H^T)}^{-1} (\sqrt{\Gamma} \otimes I_2) = 2 H (\sqrt{\Gamma} \otimes I_2)\) due to orthogonality \( \sqrt{2} H^T = \frac{1}{\sqrt{2}} H^{-1} \) of the matrix \( \sqrt{\Gamma} \). This will play a part in considering quadratic forms in Sections 3.

### 3. TAIL DISTRIBUTION BOUNDS AND QUADRATIC-EXPONENTIAL MOMENTS

Being noncommutative, the quantum system variables \( X_1, \ldots, X_n \) do not have a classical joint probability distribution in \( \mathbb{R}^n \) (Holevo (2001)), and their behaviour cannot be “localised” in terms of nonexisting probabilities \( P(X \in B) \) for bounded Borel subsets of \( \mathbb{R}^n \). Nevertheless, if \( \xi_k := f_k(r_k) \) are self-adjoint quantum variables, which are functions of the corresponding position-momentum pairs (21) from (18), (19), then \( \langle \xi_k \rangle = (\xi_k)_{1 \leq k \leq n} \) is isomorphic to a classical \( \mathbb{R}^n \)-valued random vector with a well-defined distribution \( D(B) := P(\xi \in B) \) on the \( \sigma \)-algebra \( \mathcal{B}^n \) of Borel subsets of \( \mathbb{R}^n \), with the pushforward measure \( D \circ g^{-1} \) describing the distribution of the random variable \( \xi := (\xi_k)_{1 \leq k \leq n} \) for any Borel function \( g : \mathbb{R}^n \to \mathbb{R} \). Moreover, an arbitrary self-adjoint quantum variable \( \xi \) on the underlying Hilbert space \( H \) (which can be a more general function of the system variables \( X_1, \ldots, X_n \), not reducible to that of \( \xi_1, \ldots, \xi_\nu \)) has a classical distribution on \( \mathbb{R} \). The probability

\[ P(\xi \in A) := E P(A), \quad A \in \mathcal{B}, \quad (26) \]

is defined in terms of the averaged projection-valued measure \( P \) in the spectral decomposition \( \xi = \int_{\mathbb{R}} z P(dz) \) (satisfying \( P(A) P(B) = P(A \cap B) \) for all \( A, B \in \mathcal{B} \), with \( P(\mathbb{R}) = I_\Theta \) the identity operator on \( \mathcal{B} \)). Here,

\[ E\varphi := \text{Tr}(\varphi \xi) \quad (27) \]

is the quantum expectation of an operator \( \varphi \) on the space \( H \) over an underlying density operator \( \rho = \rho^\dagger \geq 0 \) on \( \mathcal{B} \) of unit trace \( \text{Tr} \rho = 1 \). Accordingly, the probability distribution of \( \xi \), defined by (26), satisfies the classical probabilistic inequalities (Shiryaev (1996)), including

\[ \ln P(\xi \geq z) \leq -\sup_{\mu \geq 0} (z \mu - \ln E e^{\mu \xi}), \quad z \in \mathbb{R}, \quad (28) \]

where the supremum is the Legendre transformation (Rockafellar (1970)) of the cumulant-generating function (CGF) \( \mu \mapsto \ln E e^{\mu \xi} \) for the quantum variable \( \xi \). In the context of “localising” the statistical behaviour of \( X_1, \ldots, X_n \) (in the absence of a joint distribution in the classical sense), the tail distribution bounds (28) are applicable to the positive semi-definite self-adjoint quantum variable

\[ Q := \sum_{k=1}^n X_k^2 = X^T X \quad (29) \]

(a quantum counterpart of the square of the Euclidean norm \( \cdot \) in \( \mathbb{R}^n \)) as

\[ P(Q \geq 2\epsilon) \leq e^{-\epsilon^2/\alpha} \exp\left( -\epsilon \eta(\mu) \right), \quad \epsilon \geq 0. \quad (30) \]

Here,

\[ \eta(\mu) := \text{ln} \Xi(\mu) \quad (31) \]

is the CGF for the quantum variable \( \frac{1}{2} Q \), related to the quadratic-exponential moments (QEMs)

\[ \Xi(\mu) := \text{E} e^{\mu \xi}, \quad \mu \geq 0, \quad (32) \]

of the quantum variables \( X_1, \ldots, X_n \), with \( \mu \) playing the role of a risk sensitivity parameter. Note that \( \Xi(\mu) \geq 1 \) for any \( \mu \geq 0 \) since \( Q \geq 0 \), and hence, \( \eta(\mu) \geq 0 \). An alternative form of (30) is

\[ P(Q \geq 2\epsilon(\mu)) \leq 1 + \mu^\prime(\mu) \quad (33) \]

for all \( \mu \geq 0 \), where the right-hand side is the negative of the Bregman divergence (Bregman (1967)) associated with the CGF \( \eta \) at the points \( 0, \mu \) in view of \( \text{Tr}(\eta) = 0 \). Instead of \( Q \) in (29), a more general quadratic form \( X^T \Pi X \), with a positive definite matrix \( \Pi = \Pi^\dagger \in \mathbb{R}^{n \times n} \), can also be used. However, it is reduced to (29) by replacing \( X \) with its weighted version \( \sqrt{\Pi} X \), which, in comparison with (2), has an appropriately modified nonsingular CCR matrix \( \sqrt{\Pi} \Theta \sqrt{\Pi} \).
In the limiting case of commuting system variables $X_1, \ldots, X_n$ (with zero CCR matrix $\Theta = 0$), when $X$ is a classical $\mathbb{R}^n$-valued random vector, there is an integral relation
\[
\mathbb{M}e^{\frac{1}{2}|X|^2} = \mathbb{M}(e^{\nu Z^T X} | X) = \mathbb{M}(e^{\nu Z^T X}) = \mathbb{M} e^{\nu Z^T X} | Z = \mathbb{M}e^{\nu (Z^T X)} = (2\pi)^{-n} \int_{\mathbb{R}^n} e^{-\frac{1}{2}|z|^2} \Lambda(\sqrt{\mu}z) \, dz \tag{33}
\]
between the QEMs and the moment-generating function (MGF)
\[
\Lambda(u) := \mathbb{M}e^{u^T X}, \quad u \in \mathbb{R}^n, \tag{34}
\]
where $\mathbb{M}(\cdot)$ is the classical expectation, with its conditional version $\mathbb{M}(\cdot | \cdot)$. Here, $Z$ is an auxiliary standard normal random vector in $\mathbb{R}^n$ (that is, Gaussian with zero mean $MZ = 0$) and the identity covariance matrix $\mathbb{M}(ZZ^T) = I_n$, independent of $X$, so that the conditional distribution of $Z^T X$, given $X$, is Gaussian with zero mean $\mathbb{M}(Z^T X | X) = X^T MZ = 0$ and variance $\mathbb{M}(Z^T X)^2 | X) = X^T \mathbb{M}(ZZ^T) X = |X|^2$. Hence, $\mathbb{M}(e^{\nu Z^T X} | X) = e^{\nu |X|^2}$, which gives rise to the first equality in (33). The tower property of iterated conditional expectations (Shiryaev (1996)) is then repeatedly employed in order to arrive at the averaging of the classical MGF $\Lambda$ from (34) over its argument on the right-hand side of (33). The relation (33) allows upper bounds on the MGF $\Lambda$ to be “translated” to those for the QEM of the classical random vector $X$ and the tail distributions (30). However, the reasoning, based on classical conditional expectations as in (33) (or a more elementary completion-of-the-square argument in Appendix A) uses the commutativity between $X_1, \ldots, X_n$ and is not applicable in the noncommutative quantum case. Nevertheless, the general randomization idea can be retained, similarly to (Vladimirov, Petersen & James, 2019), with an appropriate modification, as discussed in the next section.

4. A RANDOMISED REPRESENTATION OF QEMS

We will first represent the quadratic-exponential function $e^{\Phi_Q}$ of $X$ in the QEM (32) in a form which does not depend on a particular quantum state $\rho$ from (27). For this purpose, the following lemma on “elementary” quadratic-exponential functions will be used.

Lemma 2. (Vladimirov, Petersen & James, 2021, Theorem A.1) For any $\omega \succeq 0$, a quantum mechanical position-momentum pair $(q, p)$ (with $[q, p] = i$) satisfies the identity
\[
e^{\omega(q^2 + p^2)} \cos \omega = \mathbb{M} e^{\omega(q + p)}, \quad \omega := \sqrt{2 \tan \omega}, \tag{35}
\]
where the classical expectation $\mathbb{M}(\cdot)$ is over independent standard normal random variables $\alpha, \beta$.

This lemma will be combined below with the representation (25) of the quantum variables $X_1, \ldots, X_n$ in terms of the position-momentum pairs $q_1, p_1, \ldots, q_n, p_n$ in (18), (19). To this end, (35) extends to
\[
e^{\omega_1 s_1 + \ldots + \omega_n s_n} = \mathbb{M} e^{\sum_{k=1}^n \omega_k s_k} = \mathbb{M} e^{\sum_{k=1}^n \omega_k s_k} = \prod_{k=1}^n \mathbb{M} e^{\omega_k s_k}, \tag{36}
\]
for any $\omega_1, \ldots, \omega_n \succeq 0$, where
\[
s_k := (q_k^2 + p_k^2), \quad k = 1, \ldots, n, \tag{37}
\]
are pairwise commuting ($[s_j, s_k] = 0$ for all $j, k$) positive semi-definite self-adjoint quantum variables associated with the vectors $r_k$ in (21), and the classical expectation $\mathbb{M}(\cdot)$ is over mutually independent standard normal random variables $\alpha_1, \beta_1, \ldots, \alpha_n, \beta_n$.

Lemma 3. Under the conditions of Lemma 1, the quadratic-exponential function of the quantum variables $X_1, \ldots, X_n$ in (32) can be represented as
\[
e^{\Phi_Q} = \frac{1}{\sqrt{\det \cos(\mu \Theta)}} \mathbb{M} e^{\Phi_Q}, \tag{38}
\]
Here,
\[
S := \sum_{k=1}^n \sigma_k(\alpha_k q_k + \beta_k p_k), \tag{39}
\]
is a self-adjoint quantum variable which depends parametrically on the risk-sensitivity parameter $\mu > 0$ and the eigenfrequencies $\theta_k$ of the CCR matrix $\Theta$ in (2) through
\[
\sigma_k := \sqrt{2 \tanh(\mu \theta_k)}, \quad k = 1, \ldots, n, \tag{40}
\]
and the classical expectation $\mathbb{M}(\cdot)$ is over the mutually independent standard normal random variables $\alpha_k, \beta_k$.

Proof. Due to orthogonality of the matrix $\sqrt{2}H$ in (11), it follows from (25), (29) that
\[
Q = 4r^T (\sqrt{\Gamma} \otimes I_2) H (\sqrt{\Gamma} \otimes I_2)^T r = 2r^T (\Gamma \otimes I_2)^T r = 2 \sum_{k=1}^n \theta_k s_k, \tag{41}
\]
where use is made of the vector $r$ given by (21), the matrix $\Gamma$ from (12), and the quantum variables $s_1, \ldots, s_n$ from (37). A combination of (41) with the corollary (36) of Lemma 2 yields
\[
e^{\Phi_Q} = \prod_{k=1}^n e^{\theta_k s_k} = \prod_{k=1}^n \left( \frac{1}{\cos(\mu \theta_k)} e^{\sigma_k(\alpha_k q_k + \beta_k p_k)} \right) = e^{\sum_{k=1}^n \ln \cosh(\mu \theta_k)} \mathbb{M} e^{\sum_{k=1}^n \sigma_k(\alpha_k q_k + \beta_k p_k)}, \tag{42}
\]
which leads to (38) in view of (39), (40). Here, use is made of the relations $\sum_{k=1}^n \ln \cos(\mu \theta_k) = \sum_{k=1}^n \ln \cos(\mu \theta_k) = \frac{1}{2} \ln \det \cos(\mu \Theta)$, where the symmetry of the functions $\cos, \cosh$ and the double multiplicity of the eigenfrequencies $\theta_k$ of the CCR matrix $\Theta$ (as in (16)) are taken into account along with the identity $\ln N = \ln \det N$ for nonsingular square matrices $N$. The last equality in (42) uses the commutativity between the position-momentum pairs $(q_k, p_k)$ for different $k$, in accordance with (24), and the mutual independence of the random variables $\alpha_k, \beta_k$.

The randomised representation (38) of the quadratic-exponential function of the quantum variables $X_1, \ldots, X_n$ involves only their commutation structure and holds regardless of a particular quantum state.

The classical averaging in Lemma 3 over the standard normal random coefficients $\alpha_k, \beta_k$ for the positions and momenta $q_k, p_k$ in (39) can be represented in terms of the original quantum variables $X_1, \ldots, X_n$ and the averaging over a classical Gaussian random vector. In what follows, the quantum variables are assumed to have an everywhere finite MGF
\[
\Psi(u) := \mathbb{E} e^{u^T X}, \quad u \in \mathbb{R}^n. \tag{43}
\]
Note that $\Psi$ takes values in $(0, +\infty)$ (with $\Psi(0) = E\Sigma = 1$) since $e^{u^T X}$ is a positive definite self-adjoint quantum variable, which corresponds formally to the Weyl operator (4) evaluated at a purely imaginary vector $-iu \in i\mathbb{R}^n$ (that is, $e^{u^T X} =$...
\[ \mathcal{W}(-iz) \]. Accordingly, (43) is formally related by \( \Psi(u) = \Phi(-iz) \) to the quasi-characteristic function (QCF)

\[
\Phi(u) := \mathbf{E} \mathcal{W}(u) = \Phi(-u), \quad u \in \mathbb{R}^n. \tag{44}
\]

The latter takes values in the disk \( \{ z \in \mathbb{C} : |z| \leq 1 \} \) (with \( \Phi(0) = 1 \)) and, due to the Weyl CCRs (3), satisfies a weighted positive semi-definiteness property in the sense that

\[
\left( e^{i \Phi_k} \right)_{k \in \mathbb{Z}} \equiv 1 \quad \text{for any positive integer } n \text{ and any points } u_1, \ldots, u_n \in \mathbb{R}^n, \text{ as a quantum mechanical counterpart (Cushen & Hudson (1971); Hudson (2010)) of the Bochner-Khinchin positiveness criterion (Gikhman & Skorokhod (2004)) for the characteristic functions of classical probability distributions. In contrast to the QCF \( \Phi \) in (44), which is well-defined in \( \mathbb{R}^n \) due to boundedness of the Weyl operators in (4), the finiteness of the MGF \( \Psi \) in (43) everywhere in \( \mathbb{R}^n \) has to be assumed. The Weyl CCRs (3) imply (see also Vladimirov, 2015, Section 6) or (Vladimirov, Petersen & James, 2019, Lemma 3.1)) that

\[
\prod_{k=1}^n e^{iu_k X_k} = e^{u^T X + i \Phi(u) \Theta^T u}, \quad u := (u_k)_{1 \leq k \leq n} \in \mathbb{R}^n, \tag{45}
\]

where \( \prod_{k=1}^n \zeta_k := \zeta_1 \times \ldots \times \zeta_n \) is the rightward product of noncommuting variables \( \zeta_1, \ldots, \zeta_n \), and \( \Theta^\dagger \) denotes a symmetric matrix of order \( n \) which inherits its upper triangular part (with the zero main diagonal) from \( \Theta \). Accordingly, (45) allows the computed moments of the quantum variables \( X_1, \ldots, X_n \) to be computed in terms of (43) as

\[
\mathbf{E} \left[ \prod_{k=1}^n X_k^{u_k} \right] = \partial_{u} \left( \Psi(u) e^{u^T \Theta^T u} \right) \bigg|_{u=0} \tag{46}
\]

for any \( m := (m_k)_{1 \leq k \leq n} \in \mathbb{Z}^n \) (with \( \mathbb{Z}_+ := \{0, 1, 2, \ldots\} \) the set of nonnegative integers, and \( \partial_{m} := \partial_{m_1} \ldots \partial_{m_n} \) the multiindex notation), provided \( \Psi(\cdot) \) is continuously differentiable at the origin a sufficient number of times. In the limiting commutative case, when the CCR matrix \( \Theta \) vanishes, so also does the correction term \( \frac{1}{u} u^T \Theta^T u \) in (45), (46), thus leading to the usual relations for the mixed moments of classical random variables and their MGF.

**Theorem 4.** Under the conditions of Lemmas 1 and 3, the QEM (32) of the quantum variables \( X_1, \ldots, X_n \) is related to their MGF (43) as

\[
\Xi(\mu) = \frac{\mathcal{M}(\sqrt{\tau Z})}{\sqrt{\det \cos(\mu \Theta)}} \tag{47}
\]

Here, the classical expectation \( \mathcal{M}(\cdot) \) is over an auxiliary zero-mean Gaussian random vector \( Z \in \mathbb{R}^n \) with the covariance matrix

\[
K(\mu) := \text{tanh}(\mu \Theta), \tag{48}
\]

which involves the CCR matrix \( \Theta \) in (2) and the risk sensitivity parameter \( \mu > 0 \) and is a positive definite contraction:

\[
0 < K(\mu) \prec I_n \tag{49}
\]

(the functions \( \text{tanh} z := \frac{\sinh z}{\cosh z} \), extended by continuity to 1 at \( z = 0 \), and \( \cos \) are evaluated (Higham (2008)) here at the matrix \( \mu \Theta \).)

**Proof.** Substitution of (18), (19) into (39) leads to

\[
S := \sum_{k=1}^n \frac{\sigma_k}{\sqrt{\beta_k}} (\alpha_k u_k + \beta_k v_k)^T X = \sqrt{\mu} Z^T X, \tag{50}
\]

where, in view of (9), (40),

\[
Z := \sum_{k=1}^n \sqrt{2 \tanh(\mu \theta_k)} (\alpha_k u_k + \beta_k v_k)^T u_k
\]

\[
= \sum_{k=1}^n \sqrt{2 \tanh(\mu \theta_k)} \Delta_k \gamma_k
\]

\[
= \sqrt{2H(\sqrt{\tanh(\mu \Gamma)} \otimes I_n) \gamma} \tag{51}
\]

(with \( \text{tanh} z := \text{tanc}(iz) \) a hyperbolic version of \( \text{tanc} \) an auxiliary random vector in \( \mathbb{R}^n \). Here, \( \gamma \) is an \( \mathbb{R}^n \)-valued Gaussian random vector, formed from the mutually independent standard normal random variables \( \alpha_1, \beta_1, \ldots, \alpha_n, \beta_n \) as

\[
\gamma := (\gamma_k)_{1 \leq k \leq n}, \quad \gamma_k := (\alpha_k, \beta_k) \quad \text{for all } k = 1, \ldots, n,
\]

and hence, satisfying \( \mathbf{M}_\gamma = 0, \mathbf{M}_\gamma(\gamma^T \gamma) = I_n \). Therefore, \( Z \) in (51) is a zero-mean Gaussian random vector in \( \mathbb{R}^n \) with the covariance matrix

\[
K(\mu) := \mathcal{M}(ZZ^T)
\]

\[
= 2H(\sqrt{\tanh(\mu \Gamma)} \otimes I_n)(\sqrt{\tanh(\mu \Gamma)} \otimes I_n) H^T = 2H(\sqrt{\tanh(\mu \Gamma)} \otimes I_n) H^T = \text{tanc}(\mu \Theta), \tag{52}
\]

where the last equality is obtained by applying (16) to the symmetric function \( f(z) := \text{tanc}(z) \). Since \( \text{tanc} \) on the punctured real line \( \mathbb{R} \setminus \{0\} \) takes values in the interval (0, 1), then so also do the eigenvalues \( \text{tanh}(\mu \theta_k) \) (of double multiplicity) of the matrix \( K(\mu) \) in (52), which implies (49). Now, (50) allows (38) to be represented as

\[
e^z Q = \frac{1}{\sqrt{\det \cos(\mu \Theta)}} \mathcal{M}(\sqrt{\tau Z})^T X
\]

\[
= \frac{(2\pi)^{-\nu}}{\sqrt{\det(\mu \Theta) \cos(\mu \Theta)}} \int_{\mathbb{R}^n} e^{\nu \tau Z^T X - \frac{1}{2} \| z \|_{K(\mu)^{-1}}} d\nu \tag{53}
\]

where \( \| z \|_{K(\mu)^{-1}} := \text{euc}^T N^{-1} \text{euc} \) is a weighted Euclidean (semi-)norm of a real vector \( \text{euc} \) associated with a real positive (semi-)definite symmetric matrix \( N \). Therefore, by applying the quantum expectation \( \mathbf{E}(\cdot) \) from (27) to both parts of (53), it follows that

\[
\Xi(\mu) = \mathcal{M}(\sqrt{\tau Z})^T X
\]

\[
= \frac{(2\pi)^{-\nu}}{\sqrt{\det(\mu \Theta) \cos(\mu \Theta)}} \int_{\mathbb{R}^n} e^{\nu \tau Z^T X - \frac{1}{2} \| z \|_{K(\mu)^{-1}}} \mathcal{M}(\sqrt{\tau Z})^T X d\nu \tag{54}
\]

thus establishing (47). Here, the commutativity between the classical averaging \( \mathcal{M}(\cdot) \) over \( Z \) and the quantum expectation \( \mathbf{E}(\cdot) \) over \( X \) (in the sense that \( \mathbf{E}(f(\mu Z)) = \mathbf{E}(f(Z)) \) for an operator-valued function \( f(\mu Z) \) of \( Z \) which depends parametrically on \( Z \)) is combined with (32), (43).

The general structure of the right-hand side of (54) resembles the change of classical Gaussian distributions under translations in the Cameron-Martin theorem (Liptser & Shiryaev (1977)). However, the dependence of the factor \( 1/\sqrt{\det(\mu \Theta) \cos(\mu \Theta)} \) and the covariance matrix (48) of the random vector \( Z \) on the CCR matrix \( \Theta \) is a consequence of noncommutativity of the quantum variables \( X_1, \ldots, X_n \). More precisely, this dependence originates from the Weyl CCRs (3) (see the proof of Lemma 2 in Vladimirov, Petersen & James, 2021, Theorem A.1). In the limiting classical case, when \( \Theta \) vanishes (together with its eigenfrequencies \( \theta_1, \ldots, \theta_n \)), the covariance matrix \( K(\mu) \) in

In application to (56), the classical expectation in (47) takes the form
\[ E(X - M)(X - M)^T = C + i\Theta \geq 0, \]  
which holds for any \( a \in \mathbb{R}^n \) and positive definite matrix \( N \). The quantum covariance matrix \( \Psi(u) = e^{2M^Tu - \frac{1}{2}\|u\|^2} \) generates the norm (63) whose commutation structure specifies the covariance matrix (48) of the auxiliary zero-mean Gaussian random vector \( Z \). If the quantum variables \( X_1, \ldots, X_n \) are in a Gaussian state (Parthasarathy (2010)) with the mean vector \( M := \mathbb{E}X \in \mathbb{R}^n \) and quantum covariance matrix
\[ \text{cov}(X) := \mathbb{E}((X - M)(X - M)^T) = C + i\Theta \geq 0, \]  
then the quantum variables satisfy the condition \( \mu < \frac{1}{2}(P - C) \) for \( P \) not necessarily Gaussian quantum state, the norms (63), considered for an interval of weighting matrices \( P \), lead to the following upper bound on the QEM (32).

**Theorem 6.** Under the conditions of Theorem 4, the QEM (32) of the quantum variables \( X_1, \ldots, X_n \) admits an upper bound
\[ \Xi(\mu) \leq \frac{(4\pi)^{-n/2}}{\sqrt{\det(\mu\text{sinc}(\mu))}} \inf_{\|P\|_P \leq \frac{1}{\mu}K(\mu)^{-1} - P} \sqrt{\det((\mu K(\mu))^ {-1} - P)} \]  
in terms of the weighted norms (63) of the MGF (43), where the matrix \( K(\mu) \) is given by (48).

**Proof.** A combination of (47) with the Cauchy-Bunyakovsky-Schwarz inequality (for the weighted inner product \( \langle f, g \rangle_P := \int_{\mathbb{R}^n} e^{-\frac{1}{2}\|u\|^2} f(u)g(u)du \) of functions \( f, g : \mathbb{R}^n \to \mathbb{C} \) which generates the norm (63)) yields
\[ \Xi(\mu) = \frac{(2\pi)^{-n}}{\sqrt{\det(\mu K(\mu) + C)}} \int_{\mathbb{R}^n} e^{-\frac{1}{2}\|u\|^2} \langle f, g \rangle_P \]  
and
\[ \Xi(\mu) \leq \frac{(4\pi)^{-n/2}}{\sqrt{\det(\mu\text{sinc}(\mu))}} \inf_{\|P\|_P \leq \frac{1}{\mu}K(\mu)^{-1} - P} \sqrt{\det((\mu K(\mu))^ {-1} - P)} \]  
where use is made of (61), and \( P = PT \in \mathbb{R}^{n \times n} \) is an arbitrary matrix satisfying
\[ 0 < P < \frac{1}{\mu}K(\mu)^{-1}. \]  

The second inequality in (66) secures finiteness of the third integral in (65) (which can be computed by using (57) with \( a := 0 \) and \( N := (\mu K(\mu)^{-1} - P) > 0 \). Since the left-hand side of (65) does not depend on \( P \), this upper bound can
be tightened by taking the infimum on its right-hand side over the matrix interval (66), which leads to (64) in view of (61).

A simplified upper bound is obtained from (64) by restricting the set of weighting matrices \( P \) to scalar matrices \( P = \lambda I_n \), where it is assumed that
\[
0 < \lambda < \frac{1}{\mu} \lambda_{\text{min}} (K(\mu))^{-1} = \frac{1}{\mu} \lambda_{\text{max}} (K(\mu))^{-1} \quad (67)
\]
in order to satisfy (66), with \( \lambda_{\text{min}}(\cdot), \lambda_{\text{max}}(\cdot) \) the smallest and largest eigenvalues. In (67), the spectrum \( \{ \tan\mu(\theta_k): k = 1, \ldots, n\} \) (as the set of eigenvalues, ignoring their double multiplicity) of the matrix \( K(\mu) \) from (48) is used along with the property that the symmetric function \( \tan\mu(\cdot) \) is strictly decreasing on \( \mathbb{R}_+ \). Accordingly, the inequality (64) is replaced in this case with its weaker counterpart
\[
\Xi(\mu) \leq \frac{(4\pi)^{-v/2}}{\sqrt{\det(\mu \sin(\mu \Theta))}} \left( \frac{1}{\lambda} \right)^{v/2} \sqrt{\det(\frac{1}{\mu} K(\mu)^{-1} - \lambda I_n)} \quad (68)
\]
where the second denominator involves the characteristic polynomial of the matrix \( \frac{1}{\mu} K(\mu)^{-1} \), and, with a slight abuse of notation, a shorthand
\[
\Psi_{\lambda} := \int_{\mathbb{R}^n} e^{-\lambda|u|^2} \Psi(u)^2 du, \quad \lambda > 0, \quad (69)
\]
is used for (63) in the case of scalar weighting matrices \( P \). Note that \( \Psi_{\lambda_{\text{max}}(P)} \leq \Psi_{\lambda} \leq \Psi_{\lambda_{\text{min}}(P)} \) for any \( P > 0 \). The numerator and denominator of the fraction, which is minimised in (68), are strictly decreasing functions of \( \lambda \) over the interval (67), thus making the infimum nontrivial.

6. QEM BOUNDS FOR OPEN QUANTUM HARMONIC OSCILLATORS

As an application of the above results to probabilistic bounds for quantum stochastic systems, suppose the underlying system is a \( \nu \)-mode open quantum harmonic oscillator (OQHO) (Gardiner & Zoller (2004)), with its dynamic variables evolving in time \( t \geq 0 \) according to a linear Hudson-Parthasarathy quantum stochastic differential equation (QSDE) (Parthasarathy (1992)):
\[
dX = AX dt + BdW \quad (70)
\]
(the time arguments are omitted). It is driven by an \( \infty \)-phase quantum Wiener process \( W := (W_k)_{1 \leq k \leq n} \) as an external bosonic field (with an even number \( n \) of time-varying self-adjoint components \( W_1, \ldots, W_n \)) on a symmetric Fock space \( \mathfrak{F} \) with a quantum Itô table \( dW(dW^T) = (I_n + iJ)dt \) (so that \( [dW, dW^T] = 2JdtdW \)), where \( J := I_{n/2} \otimes J \), with \( J \) from (10). The matrices
\[
A := 2\Theta(R + N^T J N), \quad B := 2\Theta N^T \quad (71)
\]
in (70) are parameterised by an energy matrix \( R = RT \in \mathbb{R}^{n \times n} \) and a coupling matrix \( N \in \mathbb{R}^{m \times n} \) which specify the Hamiltonian \( \frac{1}{2} X^T RX \) and the vector \( N X \) of \( m \) operators of coupling of the system to the external fields. Accordingly, \( \mathfrak{S} = \mathfrak{S}_0 \otimes \mathfrak{S} \) is the system-field tensor-product space, with \( \mathfrak{S}_0 \) the initial system space. The density operator in (27) is assumed to be \( \rho := \rho_0 \otimes v \), where \( \rho_0 \) is the initial system state on \( \mathfrak{S}_0 \), and \( v \) is the vacuum field state on the Fock space \( \mathfrak{S} \). Then, due to linearity of the QSDE (70), the MGF \( \Psi_t \) for the system variables at time \( t \geq 0 \) in (43) is related to the initial MGF \( \Psi_0 \) by
\[
\Psi_t(u) := e^{A^T X(t)} u = e^{A^T X(0)} e^{A^T \int_0^t e^{-A^T A} B dW(s)} u = \Psi_0(e^{A^T} u) e^{\frac{1}{2} \| u \|^2 \Xi_t}, \quad u \in \mathbb{R}^n \quad (72)
\]
(cf. (Vladimirov, 2015, Eq. (108))), where the matrix
\[
\Sigma_t := \int_0^t e^{A^T B B^T} e^{A^T} ds, \quad t \geq 0, \quad (73)
\]
is the finite-horizon controllability Gramian for the pair \( (A, B) \). If the initial system state is Gaussian, then so also are its \( v \)-norms, thus describing the influence of the (not necessarily Gaussian) initial quantum state of the system variables on their QEMs, which can be used for statistical “localisation” in terms of the tail probability bounds (30).
Although (78) takes advantage of the relatively simple MGF evolution (72) for QOHOs with vacuum input fields, this approach can, in principle, be extended to nonlinear quantum stochastic systems with the Hamiltonian and coupling operators in a Weyl quantization form. In the latter case, the MGF evolves according to an integro-differential equation (Vladimirov (2015)) which is amenable to the development of relevant dissipation inequalities.

7. CONCLUSION

For quantum system variables of position-momentum type, we have discussed a randomised representation of their QEMs in terms of the MGF. This has led to upper bounds for the QEMs (applicable to the tail distribution bounds for the quadratic function of the system variables) in terms of the weighted $L^2$-norms of the MGF. This approach reduces the problem of “localising” the behaviour of an underlying quantum stochastic system in terms of the QEMs to the analysis of the norms of the MGF whose evolution is more tractable. Such analysis can be carried out through dissipation inequalities for the MGF or by using its closed-form dynamics available in the case of linear QSDEs, as has been illustrated for QOHOs with vacuum input fields and a class of (not necessarily Gaussian) initial states.
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Appendix A. ALTERNATIVE PROOF OF (33)

Since a classical random vector $X$ in $\mathbb{R}^n$ satisfies $\sqrt{n}z^T X - \frac{1}{2} |z|^2 = \frac{1}{2} |X|^2 - \frac{1}{2} |z| - \sqrt{n} |X|^2$ for any $\mu \geq 0$, $z \in \mathbb{R}^n$, then, in view of (1), (34), the right-hand side of (33) can be represented as

$$\begin{align*}
(2\pi)^{-\nu} \int_{\mathbb{R}^n} e^{-\frac{1}{2} |z|^2} \Lambda (\sqrt{n}z) dz \\
= (2\pi)^{-\nu} M \int_{\mathbb{R}^n} e^{\frac{1}{2} |z|^2} T_X z - \frac{1}{2} |z|^2 dz \\
= M e^{\frac{1}{2} |X|^2} (2\pi)^{-\nu} \int_{\mathbb{R}^n} e^{-\frac{1}{2} |z| - \sqrt{n} |X|^2} dz \\
= (2\pi)^{-\nu} M e^{\frac{1}{2} |X|^2},
\end{align*}$$

which yields the left-hand side of (33), thus proving the relation.