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Abstract

In this paper, we propose several calculus rules for the generalized concave Kurdyka-Łojasiewicz (KL) property, which generalize Li and Pong’s results for KL exponents. The optimal concave desingularizing function has various forms and may be nondifferentiable. Our calculus rules do not assume desingularizing functions to have any specific form nor differentiable, while the known results do. Several examples are also given to show that our calculus rules are applicable to a broader class of functions than the known ones.
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1 Introduction

Throughout this paper, \( \mathbb{R}^n \) is the standard Euclidean space
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equipped with inner product \(\langle x, y \rangle = x^T y\) and the Euclidean norm \(\|x\| = \sqrt{\langle x, x \rangle}\) for every \(x, y \in \mathbb{R}^n\). Denote by \(\mathbb{N}\) the set of positive natural numbers, i.e., \(\mathbb{N} = \{1, 2, 3, \ldots\}\).

The open ball centered at \(\bar{x}\) with radius \(r\) is denoted by \(B(\bar{x}; r)\). The distance function of a subset \(K \subseteq \mathbb{R}^n\) is \(\text{dist}(\cdot, K) : \mathbb{R}^n \to \mathbb{R} = (-\infty, \infty]\), where \(\text{dist}(x, K) \equiv \infty\) if \(K = \emptyset\).

Before stating the goal of this paper, let us recall the pointwise version of the concave Kurdyka-Łojasiewicz (KL) property. Let \(K_\eta\) denote all functions in \(\Phi_\eta\) that are continuously differentiable on \((0, \eta]\).

**Definition 1.1** Let \(f : \mathbb{R}^n \to \mathbb{R}\) be proper and lsc. We say \(f\) has the concave\(^1\) KL property at \(\bar{x} \in \text{dom} \partial f\), if there exist neighborhood \(U \ni \bar{x}, \eta \in (0, \infty]\) and a concave function \(\varphi \in K_\eta\) such that for all \(x \in U \cap \{0 < f - f(\bar{x}) < \eta\}\),

\[
\varphi'(f(x) - f(\bar{x})) \cdot \text{dist}(0, \partial f(x)) \geq 1, \tag{1}
\]

where \(\partial f(x)\) denotes the limiting subdifferential of \(f\) at \(x\), see Definition 2.1. The function \(\varphi\) is called a concave desingularizing function of \(f\) at \(\bar{x}\) with respect to \(U\) and \(\eta\). We say \(f\) is a concave KL function if it has the concave KL property at every \(\bar{x} \in \text{dom} \partial f\).

The concave KL property is instrumental in the convergence analysis of many proximal-type algorithms, see, e.g., [1, 2, 3, 4, 7, 8, 16, 20, 22, 23] and the references therein; see also [6, 10, 14] for seminal theoretical work on this area. Convergence rates of such algorithms are usually determined by the KL exponent \(\theta \in [0, 1)\) when desingularizing functions have the Łojasiewicz form \(\varphi(t) = c \cdot t^{1-\theta}\) for some \(c > 0\). Calculating the KL exponent is usually challenging, however there are a few positive results. Li and Pong [12] recently developed several important calculus rules for the KL exponent, which facilitates estimating the KL exponent for some structured optimization problems. Under suitable assumptions, Wu, Pan and Bi [21] studied the KL exponent for problems involving sums of the zero norm and nonconvex functions, see also [13, 22] for other pleasing progress on this line of research.

\(^1\)Unlike many published articles, we use the adjective “concave” because the concavity of desingularizing function is an additional property useful for algorithmic applications and was not assumed in the seminal work on KL property, see, e.g., [6]. We appreciate the anonymous referee of the companion paper [19] for suggesting this terminology.
Our goal in this paper is to develop calculus rules that facilitate finding desingularizing functions that are neither differentiable nor have any specific forms. In a companion paper [19], we introduced the generalized concave KL property, which generalizes the concave KL property, see Definition 3.1 and Remark 3.2. It turns out that this generalized framework allows us to capture the smallest concave desingularizing function through its associated exact modulus. In particular, the optimal concave desingularizing function may neither have the Łojasiewicz form nor be differentiable, see Example B.2 and Proposition B.3, which naturally motivates this work. Moreover, our goal is interesting in its own right since most published results emphasize on calculus rules for desingularizing functions with the Łojasiewicz form, while calculus rules for general desingularizing functions received little attention and require a more sophisticated construction. Our main contributions are listed below:

- Theorem 3.3 states that the sum \( f = \sum_{i=1}^{m} f_i \) admits a concave desingularizing function \( \varphi(t) = \frac{1}{\alpha} \int_{0}^{t} \max_{1 \leq i \leq m} (\varphi_i)' \left( \frac{s}{m} \right) ds \) at \( \bar{x} \) for some \( \alpha > 0 \), provided that \( \varphi_i \) is a concave desingularizing function for \( f_i \) at \( \bar{x} \) for each \( i \) and a regularity condition (7) is satisfied.

- Theorem 3.6 shows that \( \varphi(t) = \int_{0}^{t} \max_{i \in I(\bar{x})} (\varphi_i)'(s) ds \) is a concave desingularizing function of \( f(x) = \min_{1 \leq i \leq m} f_i(x) \) at \( \bar{x} \), given that \( f_i \) has a concave desingularizing function \( \varphi_i \) for each \( i \), where \( I(\bar{x}) = \{ i : f_i(\bar{x}) = f(\bar{x}), 1 \leq i \leq m \} \).

- Theorem 3.8 concerns the generalized concave KL property of separable sums. The function \( \varphi(t) = \int_{0}^{t} \max_{1 \leq i \leq m} [(\varphi_i)'(s)] ds \) is a concave desingularizing function of \( f(x) = \sum_{i=1}^{m} f_i(x_i) \) at \( \bar{x} = (\bar{x}_1, \ldots, \bar{x}_m) \), provided that \( f_i \) has a concave desingularizing function \( \varphi_i(t) \) at \( \bar{x}_i \) for each \( i \).

- A composition rule is given in Theorem 3.11. For \( f(x) = (g \circ F)(x) \), where \( F \) is a smooth map and \( g \) has a concave desingularizing function \( \varphi \) at \( \bar{y} = F(\bar{x}) \), there exists \( r > 0 \) such that \( f \) has a concave desingularizing function \( \varphi(t)/r \) at \( \bar{x} \).

Theorems 3.3, 3.6, 3.8 and 3.11 significantly generalize corresponding calculus rules by Li and Pong, see [12] and its early preprint [11]. Examples are given to demonstrate that they are applicable to a broader class of functions, see Example 3.14.

The structure of this paper is as the following: In Section 2, we collect background knowledge about variational analysis. Our main results and examples are presented in Section 3. We end this paper in Section 4 with a concluding remark and discussion about future work. Pleasant properties of the generalized KL property and its associated exact modulus, as well as supplementary lemmas, can be found in the Appendix.
2 Preliminaries and facts

In this paper, we will use the following generalized subgradients, see, e.g., [15, 17].

**Definition 2.1** Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a proper function. We say that

(i) \( v \in \mathbb{R}^n \) is a Fréchet subgradient of \( f \) at \( \bar{x} \in \text{dom} \, f \), denoted by \( v \in \hat{\partial} f(\bar{x}) \), if for every \( x \in \text{dom} \, f \),

\[
f(x) \geq f(\bar{x}) + \langle v, x - \bar{x} \rangle + o(\|x - \bar{x}\|). \tag{2}
\]

(ii) \( v \in \mathbb{R}^n \) is a limiting subgradient of \( f \) at \( \bar{x} \in \text{dom} \, f \), denoted by \( v \in \partial f(\bar{x}) \), if

\[
v \in \{ u \in \mathbb{R}^n : \exists x_k \xrightarrow{f} \bar{x}, \exists u_k \in \hat{\partial} f(x_k), u_k \to u \}, \tag{3}
\]

where \( x_k \xrightarrow{f} \bar{x} \) denotes \( x_k \to \bar{x} \) and \( f(x_k) \to f(\bar{x}) \) as \( k \to \infty \). Moreover, we set \( \text{dom} \, \partial f = \{ x \in \mathbb{R}^n : \partial f(x) \neq \emptyset \} \). We say \( \bar{x} \) is a stationary point, if \( 0 \in \partial f(\bar{x}) \).

The following subdifferential calculus rules will used in the sequel.

**Fact 2.2** [15, Proposition 4.9] Suppose that \( f(x) = \min_{1 \leq i \leq m} f_i(x) \), where \( f_i : \mathbb{R}^n \to \mathbb{R} \) is lsc and proper function. Let \( x \in \bigcap_{i=1}^m \text{dom} \, \partial f_i \) and \( I(x) = \{ i : f(x) = f_i(x), 1 \leq i \leq m \} \). Then

\[
\partial f(x) \subseteq \bigcup_{i \in I(x)} \partial f_i(x).
\]

**Fact 2.3** [17, Proposition 10.5] Suppose that \( f(x) = \sum_{i=1}^m f_i(x_i) \), where \( f_i : \mathbb{R}^{n_i} \to \mathbb{R} \) is proper and lsc for each \( i \in \{1, \ldots, m\} \). Then we have

\[
\partial f(x) = \prod_{i=1}^m \partial f_i(x_i).
\]

**Fact 2.4** [17, Exercise 10.7] Suppose that \( f(x) = g(F(x)) \) for a proper lsc function \( g : \mathbb{R}^m \to \mathbb{R} \) and a smooth map \( F : \mathbb{R}^n \to \mathbb{R}^m \). Let \( \bar{x} \) be a point where \( f \) is finite and the Jacobian \( \nabla F(\bar{x}) \) is surjective. Then

\[
\hat{\partial} f(\bar{x}) = \nabla F(\bar{x})^* \hat{\partial} g(F(\bar{x})) \text{ and } \partial f(\bar{x}) = \nabla F(\bar{x})^* \partial g(F(\bar{x})). \tag{4}
\]

**Lemma 2.5** [18, Theorems 4.42–4.43] Let \( I \subseteq \mathbb{R} \) be an open interval and let \( \varphi : I \to \mathbb{R} \) be convex. Then the following hold:

(i) The side derivatives \( \varphi'_-(t) \) and \( \varphi'_+(t) \) are finite at every \( t \in I \). Moreover, \( \varphi'_-(t) \) and \( \varphi'_+(t) \) are increasing.

(ii) \( \varphi \) is differentiable almost everywhere on \( I \).

(iii) Let \( t \in I \). Then for every \( s \in I \), \( \varphi(s) - \varphi(t) \geq \varphi'_-(t) \cdot (s - t) \).
3 Calculus rules of the generalized Kurdyka-Łojasiewicz property

We shall develop desired calculus rules within the framework of the generalized concave KL property introduced in [19], which is a generalization of the concave KL property (recall Definition 1.1). See Appendix B for their pleasant properties.

Definition 3.1 Let $f: \mathbb{R}^n \to \mathbb{R}$ be proper lsc and let $\bar{x} \in \text{dom } \partial f$.

(i) We say that $f$ has the generalized concave Kurdyka-Łojasiewicz property at $\bar{x} \in \text{dom } \partial f$, if there exist neighborhood $U \ni \bar{x}$, $\eta \in (0, \infty]$ and a concave $\varphi \in \Phi_\eta$, such that for all $x \in U \cap [0 < f - f(\bar{x}) < \eta]$,

$$\varphi'_-(f(x) - f(\bar{x})) \cdot \text{dist}(0, \partial f(x)) \geq 1. \quad (5)$$

(ii) Define $h: (0, \eta) \to \mathbb{R}$ by

$$h(s) = \sup \{ \text{dist}^{-1}(0, \partial f(x)) : x \in U \cap [0 < f - f(\bar{x}) < \eta], s \leq f(x) - f(\bar{x}) \}.$$ 

Suppose that $h(s) < \infty$ for $s \in (0, \eta)$. The exact modulus of the generalized concave KL property of $f$ at $\bar{x}$ with respect to $U$ and $\eta$ is defined by the function $\tilde{\varphi}: (0, \eta) \to \mathbb{R}^+$,

$$t \mapsto \int_0^t h(s)ds, \quad \forall t \in (0, \eta), \quad (6)$$

and $\tilde{\varphi}(0) = 0$. If $U \cap [0 < f - f(\bar{x}) < \eta] = \emptyset$ for given $U \ni \bar{x}$ and $\eta > 0$, then we set the exact modulus with respect to $U$ and $\eta$ to be $\tilde{\varphi}(t) \equiv 0$.

Remark 3.2 The left derivative $t \mapsto \varphi'_-(t)$ is well defined on $(0, \eta)$, see Lemma 2.5(i). When $\varphi$ is continuously differentiable on $(0, \eta)$, it is easy to see that the generalized concave KL property reduces to the concave KL property.

We begin our main results with a sum rule, which generalizes [11, Theorem 3.4] under a weaker condition.

Theorem 3.3 Let $f_i: \mathbb{R}^n \to \mathbb{R}$ be a proper continuous function for each $i \in \{1, \ldots, m\}$ with $\cap_{i=1}^m \text{int dom } \partial f_i \neq \emptyset$, and let $f = \sum_{i=1}^m f_i$. Suppose that at most one of $f_i$ is not locally Lipschitz. Pick $\bar{x} \in \cap_{i=1}^m \text{int dom } \partial f_i$. Assume that for each $i$, $f_i$ has the generalized concave KL property at $\bar{x}$ with respect to $U_i = B(\bar{x}; \varepsilon_i)$ for some $\varepsilon_i > 0$, $\eta_i \in (0, \infty]$ and $\varphi_i \in \Phi_\eta_i$. Suppose that there exist $\varepsilon_0 > 0$ and $\alpha > 0$ such that for every $x_i \in B(\bar{x}; \varepsilon_0)$

$$\left\| \sum_{i=1}^m u_i \right\| \geq \alpha \sum_{i=1}^m \|u_i\|, \quad \forall u_i \in \partial f_i(x_i). \quad \{(7)\}$$
Set \( \varepsilon = \min_{0 \leq i \leq m} \varepsilon_i \) and \( \eta = \min_{1 \leq i \leq m} \eta_i \). Define \( \varphi : [0, \eta) \to \mathbb{R} \) by

\[
\varphi(t) = \frac{1}{\alpha} \int_0^t \max_{1 \leq i \leq m} (\varphi_i)'_- \left( \frac{s}{m} \right) \, ds, \forall t \in (0, \eta),
\]
and \( \varphi(0) = 0 \). If each \( \varphi_i \) is strictly concave, then the sum \( f \) has the generalized concave KL property at \( \bar{x} \) with respect to \( U = B(\bar{x}; \varepsilon), \eta \) and \( \varphi \).

**Proof.** By Lemma A.1, one concludes that \( \varphi \) is well-defined and right-continuous at 0. For convenience, we write \( \phi_i = (\varphi_i)'_- \) for every \( i \). Invoking Lemma A.3, one concludes that \( \varphi \) belongs to \( \Phi_\eta \) and

\[
\varphi'_-(t) \geq \frac{1}{\alpha} \max_{1 \leq i \leq m} \phi_i \left( \frac{t}{m} \right) \geq \frac{1}{\alpha} \phi_i \left( \frac{t}{m} \right), \forall 1 \leq i \leq m.
\]

Note \( \varphi_i \) is strictly concave. Then Lemma A.2 ensures that the function \( \phi_i \) is strictly decreasing and hence invertible. By assumption, assume without loss of generality that \( f_m \) is not locally Lipschitz. Picking \( x \in U \), one sees easily that the set \( \sum_{i=1}^{m-1} \partial f_i(x) \) is compact while \( \partial f_m(x) \) is closed. Hence \( \sum_{i=1}^{m} \partial f_i(x) \) is closed and there exists \( u_i \in \partial f_i(x) \) for each \( i \) such that \( \text{dist} (0, \sum_{i=1}^{m} \partial f_i(x)) = \left\| \sum_{i=1}^{m} u_i \right\| \). Then (7) implies that

\[
\text{dist}(0, \partial f(x)) \geq \text{dist} \left( 0, \sum_{i=1}^{m} \partial f_i(x) \right) = \left\| \sum_{i=1}^{m} u_i \right\| \geq \alpha \sum_{i=1}^{m} \| u_i \| \geq \alpha \text{dist}(0, \partial f_i(x)),
\]

where the first inequality holds because of our assumption and the subdifferential sum rule, see, e.g., [17, Corollary 10.9].

Pick \( x \in U \) and assume without loss of generality that \( f_i(x) - f_i(\bar{x}) < \eta \) for every \( i \in \{1, \ldots, m\} \). We claim that for each \( i \in \{1, \ldots, m\} \),

\[
f_i(x) - f_i(\bar{x}) \leq \phi_i^{-1} \left( \frac{\alpha}{\text{dist}(0, \partial f(x))} \right),
\]

which holds trivially when \( f_i(x) \leq f_i(\bar{x}) \). For \( x \in U \) with \( f_i(x) > f_i(\bar{x}) \), one has \( x \in U_i \cap [0 < f - f_i(\bar{x}) < \eta_i] \). By the assumption that \( f_i \) has the generalized concave KL property with respect to \( U_i, \eta_i \) and \( \varphi_i \), we have

\[
\phi_i (f_i(x) - f_i(\bar{x})) \geq \frac{1}{\text{dist}(0, \partial f_i(x))} \geq \frac{\alpha}{\text{dist}(0, \partial f(x))},
\]

where the last inequality follows from (9), from which the claimed inequality (10) readily follows. Now, for \( x \in U \), let \( i^* = i(x) \) be the index such that for every \( i \)

\[
\phi_{i^*}^{-1} \left( \frac{\alpha}{\text{dist}(0, \partial f(x))} \right) \geq \phi_i^{-1} \left( \frac{\alpha}{\text{dist}(0, \partial f(x))} \right).
\]
Then we have
\[
f(x) - f(\bar{x}) = \sum_{i=1}^{m} f_i(x) - f_i(\bar{x}) \leq \sum_{i=1}^{m} \phi_i^{-1} \left( \frac{\alpha}{\text{dist}(0, \partial f(x))} \right) \leq m \phi_i^{-1} \left( \frac{\alpha}{\text{dist}(0, \partial f(x))} \right),
\]
where the first inequality is implied by (10).

Finally, we prove the desired statement. For \( x \in \mathbb{B}(\bar{x}; \varepsilon) \cap [0 < f - f(\bar{x}) < \eta] \), we have
\[
\varphi' (f(x) - f(\bar{x})) \text{dist}(0, \partial f(x)) \geq \frac{1}{\alpha} \phi_i \left( \frac{f(x) - f(\bar{x})}{m} \right) \text{dist}(0, \partial f(x)) \geq \frac{1}{\alpha} \phi_i \left( \phi_i^{-1} \left( \frac{\alpha}{\text{dist}(0, \partial f(x))} \right) \right) \text{dist}(0, \partial f(x)) = 1,
\]
where the first inequality is implied by (8) and the second holds because of (11).

**Remark 3.4** (i) Condition (7) is weaker than the Li-Pong disjoint condition [11, Condition (12)] for a sum rule of two functions. Considering \( f = f_1 + f_2 \) with associated desingularizing functions having the form \( \varphi_i(t) = c_i \cdot t^{1-\theta_i} \) for some \( c_i > 0 \) and \( \theta_i \in [0, 1) \), Li and Pong provided a sum rule [11, Theorem 3.4] assuming the following:
\[
W_{f_1}(\bar{x}) \cap (-W_{f_2}(\bar{x})) = \emptyset,
\]
where
\[
W_{f_i}(\bar{x}) = \left\{ \lim_{k \to \infty} w_k : w_k = \frac{u_k}{\|u_k\|}, u_k \in \partial f_i(x_k) \setminus \{0\}, x_k \to \bar{x} \right\},
\]
which implies (7) with \( m = 2 \) by the first line of [11, Inequality (16)]. The converse, however, fails even on the real line. For instance, consider \( f = f_1 + f_2 \) for some \( c_i > 0 \) and \( \theta_i \in [0, 1) \), we have \( |f_1'(x) + f_2'(x)| = f_1'(x) \) for every \( x \in \mathbb{R} \). On the other hand, it is easy to see that \( W_{f_1}(0) = -W_{f_2}(0) = \{1\} \), which means that (12) fails. Nevertheless, these two conditions are equivalent when \( f_i = \delta_{C_i} \), where \( C_i \) are nonempty closed sets, see, e.g., [9, Proposition 2.4].

(ii) For \( i = \{1, \ldots, m\} \), if \( \eta_i < m \) and \( \varphi_i(t) = t^{1-\theta_i}/(1 - \theta_i) \) for some \( \theta_i \in [0, 1) \), then the desingularizing function given by Theorem 3.3 reduces to
\[
\varphi(t) = \frac{1}{\alpha} \int_{0}^{t} \max_{1 \leq i \leq m} \left( \frac{s}{m} \right)^{-\theta_i} ds = \frac{1}{\alpha} \int_{0}^{t} \left( \frac{s}{m} \right)^{-\theta} ds = \frac{m^\theta}{(1 - \theta)\alpha} t^{1-\theta}, \forall t \in (0, \eta) \subseteq (0, m),
\]
where \( \theta = \max_{1 \leq i \leq m} \theta_i \) and the second equality holds because \( s/m < 1 \).

Taking Theorem 3.3 and Remark 3.4(ii) into account, one can immediately obtain the following corollary, which states the same conclusion as in [11, Theorem 3.4] but under a weaker condition.
Corollary 3.5 Let $f_1, f_2 : \mathbb{R}^n \to \overline{\mathbb{R}}$ be proper continuous functions. Assume that $f_1$ is locally Lipschitz. Pick $\bar{x} \in \text{int} \, \text{dom} \, \partial f_1 \cap \text{int} \, \text{dom} \, \partial f_2$ and suppose that for each $i \in \{1, 2\}$ the function $f_i$ has the KL exponent $\theta_i \in (0, 1)$ at $\bar{x}$. Assume further that (7) holds for some $\alpha > 0$. Then the sum $f = f_1 + f_2$ has the KL exponent $\theta = \max(\theta_1, \theta_2)$.

The following theorem is a generalization of [12, Theorem 3.1], whose proof we follow. The novelty of our result is that we put no restriction on the differentiability and form of desingularizing function.

Theorem 3.6 Suppose that $f(x) = \min_{1 \leq i \leq m} f_i(x)$ is continuous on $\text{dom} \, \partial f$, where $f_i : \mathbb{R}^n \to \overline{\mathbb{R}}$ is proper and lsc function for each $i \in \{1, \ldots, m\}$. Let $\bar{x} \in \text{dom} \, \partial f$ and suppose that $\bar{x} \in \bigcap_{i \in I(\bar{x})} \text{dom} \, \partial f_i$, where $I(\bar{x}) = \{i : f_i(\bar{x}) = f(\bar{x})\}$. Assume further that for every $i \in I(\bar{x})$, the function $f_i$ has the generalized concave KL property at $\bar{x}$ with respect to $U_i = \mathbb{B}(\bar{x}; \varepsilon_i)$ for some $\varepsilon_i > 0$, $\eta_i > 0$ and $\varphi_i \in \Phi_{\eta_i}$. Set $\eta = \min_{1 \leq i \leq m} \eta_i$ and define $\varphi : [0, \eta) \to \overline{\mathbb{R}}$ by

$$\varphi(t) = \int_0^t \max_{i \in I(\bar{x})}(\varphi_i)'_-(s)ds, \forall 0 < t < \eta,$$

and $\varphi(0) = 0$. Then there exists $\varepsilon > 0$ such that $f$ has the generalized concave KL property at $\bar{x}$ with respect to $U = \mathbb{B}(\bar{x}; \varepsilon)$, $\eta$ and $\varphi$.

Proof. Note that $\varphi_i(t)$ is finite and right-continuous at 0 for each $i$. Hence Lemma A.1 ensures that $\varphi(t)$ is well-defined and continuous at 0. On the other hand, for every $i$, we have $\varphi_i(t) = \int_0^t (\varphi_i)'_-(s)ds$, where $(\varphi_i)'_-(t)$ is a decreasing function. Then $t \mapsto \max(\varphi_i)'_-(t)$ is a decreasing function, which by Lemma A.3 implies that $\varphi \in \Phi_\eta$ and for $t \in (0, \eta)$

$$\varphi'_-(t) \geq \max_{i \in I(\bar{x})}(\varphi_i)'_-(t).$$

(13)

Now we work towards the existence of some $\varepsilon_0 > 0$ such that

$$I(x) \subseteq I(\bar{x}), \forall x \in \mathbb{B}(\bar{x}; \varepsilon_0).$$

(14)

We claim that there exists $\varepsilon_0 > 0$ such that

$$\min_{i \notin I(\bar{x})} f_i(x) > f(x), \forall x \in \mathbb{B}(\bar{x}; \varepsilon_0),$$

which implies (14). To see this implication, taking $i_0 \in I(x)$ and supposing that $i_0 \notin I(\bar{x})$, our claim enforces that $f_{i_0}(x) \geq \min_{i \notin I(\bar{x})} f_i(x) > f(x) = f_{i_0}(x)$ whenever $x \in \mathbb{B}(\bar{x}; \varepsilon_0)$, which is absurd. Next we justify the aforementioned claim. Suppose to the contrary that for every $\varepsilon > 0$ there exists some $x \in \mathbb{B}(\bar{x}; \varepsilon)$ such that $\min_{i \notin I(\bar{x})} f_i(x) \leq f(x)$. Then there exists a sequence $x_k \to \bar{x}$ with

$$\min_{i \notin I(\bar{x})} f_i(x_k) \leq f(x_k), \forall k \in \mathbb{N}.$$
Taking \( k \to \infty \), one has by the lower semi-continuity of \( x \mapsto \min_{i \notin I(\bar{x})} f_i(x) \) and the continuity of \( f(x) \) that
\[
\min_{i \notin I(\bar{x})} f_i(\bar{x}) \leq \liminf_{k \to \infty} \left( \min_{i \notin I(\bar{x})} f_i(x_k) \right) \leq \liminf_{k \to \infty} f(x_k) = f(\bar{x}),
\]
which is absurd because \( \min_{i \notin I(\bar{x})} f_i(\bar{x}) > f(\bar{x}) \).

To show that \( \varphi(t) \) is a desingularizing function, inequality (16) helps, which will be proved in the sequel. By assumption one has for every \( i \in I(\bar{x}) \) and \( x \in B(\bar{x}; \varepsilon_i) \cap [0 < f_i - f_i(\bar{x}) < \eta_i] \)
\[
\text{dist}(0, \partial f_i(x)) \geq \frac{1}{(\varphi_i')^{-1}(f_i(x) - f_i(\bar{x}))}. \tag{15}
\]
Moreover, invoking Fact 2.2, we have for every \( x \in \text{dom} \partial f \)
\[
\partial f(x) \subseteq \bigcup_{i \in I(x)} \partial f_i(x).
\]
Take \( u \in \partial f(x) \) with \( \|u\| = \text{dist}(0, \partial f(x)) \). Then the inclusion above implies that \( u \in \partial f_{i_0}(x) \) for some \( i_0 \in I(x) \), and consequently
\[
\text{dist}(0, \partial f(x)) = \|u\| \geq \text{dist}(0, \partial f_{i_0}(x)) \geq \min_{i \in I(x)} \text{dist}(0, \partial f_i(x)). \tag{16}
\]
Set \( \varepsilon = \min_{1 \leq i \leq m} \varepsilon_i \) and \( \eta = \min_{1 \leq i \leq m} \eta_i \). Take \( x \in B(\bar{x}; \varepsilon) \cap [0 < f - f(\bar{x}) < \eta] \). Then we have \( x \in B(\bar{x}; \varepsilon_i) \) and \( 0 < f(x) - f(\bar{x}) = f_i(x) - f_i(\bar{x}) < \eta_i \) for every \( i \in I(x) \subseteq I(\bar{x}) \).

Now we are ready to prove that \( \varphi \) is a desingularizing function of \( f \) at \( \bar{x} \). For \( x \in B(\bar{x}; \varepsilon) \cap [0 < f - f(\bar{x}) < \eta] \), we have
\[
\text{dist}(0, \partial f(x)) \geq \min_{i \in I(x)} \text{dist}(0, \partial f_i(x)) \geq \min_{i \in I(x)} \frac{1}{(\varphi_i')^{-1}(f(x) - f(\bar{x}))} \geq \frac{1}{\max_{i \in I(x)} (\varphi_i')^{-1}(f(x) - f(\bar{x}))} \geq \frac{1}{(\varphi_i')(f(x) - f(\bar{x}))},
\]
where the first inequality is implied by (16); the second one holds because of (15) and the fact that \( x \in B(\bar{x}; \varepsilon_i) \cap [0 < f_i - f_i(\bar{x}) < \eta_i] \) for \( i \in I(x) \subseteq I(\bar{x}) \); the third one is implied by (14) and the last inequality holds because of (13).

**Remark 3.7** (i) Set \( \eta_1 = \min\{1, \eta\} \). Suppose that for every \( i \) the function \( \varphi_i(t) = t^{1-\theta_i}/(1-\theta_i) \), where \( \theta_i \in [0, 1) \), and define \( \theta = \max_{i \in I(\bar{x})} \theta_i \). Then the function \( \varphi(t) \) reduces to
\[
\varphi(t) = \int_0^t \max_{i \in I(\bar{x})} s^{-\theta_i} ds = \int_0^t s^{-\theta} ds = \frac{t^{1-\theta}}{1-\theta}, \quad \forall t \in (0, \eta_1),
\]
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where the second equality holds because \( \max_{i \in I(\bar{x})} s^{-\theta_i} = s^{-\theta} \) for \( s \in (0, 1) \). In this way, we recovered a result by Li and Pong [12, Theorem 3.1], where they proved that \( f(x) = \min_{1 \leq i \leq m} f_i(x) \) admits KL exponent \( \theta \) at \( \bar{x} \), if the function \( f_i \) has the concave KL property at \( \bar{x} \) with KL exponent \( \theta_i \) for each \( i \in I(\bar{x}) \).

(ii) Let us provide an example where the minimum of two lsc functions is continuous. Consider \( f : \mathbb{R} \to \mathbb{R} \) and \( g : \mathbb{R} \to \mathbb{R} \) given by

\[
f(x) = \begin{cases} 
1 - x^2, & \text{if } x \neq 0; \\
0, & \text{if } x = 0.
\end{cases} \quad \text{and} \quad g(x) = \begin{cases} 
x^2 / 2, & \text{if } x \neq 1; \\
0, & \text{if } x = 1.
\end{cases}
\]

Then the function \( h(x) = \min \{f(x), g(x)\} \) satisfies

\[
h(x) = \begin{cases} 
x^2 / 2, & \text{if } |x| \leq \sqrt{2/3}; \\
1 - x^2, & \text{if } |x| > \sqrt{2/3},
\end{cases}
\]

which is a continuous function. However, it is worth noting that the minimum of lsc functions is usually not continuous. Therefore a more restrictive yet easier to be verified condition for Theorem 3.6 is that \( f_i \) is continuous for every \( i \), in which case the continuity of \( f \) becomes automatic and our conclusion follows similarly.

Next we propose a separable sum rule for the generalized concave KL property. Our proof adapted the approach in [12, Theorem 3.3], but employs nondifferentiable desingularizing functions with general forms.

**Theorem 3.8** Let \( n_i \in \mathbb{N}, i = 1, \ldots, m_i \), and let \( n = \sum_{i=1}^{m} n_i \). For each \( i \), let \( f_i : \mathbb{R}^{n_i} \to \mathbb{R} \) be a proper and lsc function that is continuous on \( \partial f_i \). Furthermore, suppose that each \( f_i \) has the generalized concave KL property at \( \bar{x}_i \in \partial f_i \) with respect to \( U_i = \mathcal{B}(\bar{x}_i; \varepsilon_i) \) for \( \varepsilon_i > 0, \eta_i > 0 \) and \( \varphi_i \in \Phi_{\eta_i} \). Let \( \varepsilon = \min_{1 \leq i \leq m} \varepsilon_i \) and let \( \eta \) be a real number with \( \eta < m \cdot \min_{1 \leq i \leq m} \eta_i \). Define \( \varphi : [0, \eta] \to \mathbb{R} \) by

\[
\varphi(t) = \max_{1 \leq i \leq m} \left[ (\varphi_i)'_-(\frac{s}{m}) \right] ds, \forall t \in (0, \eta],
\]

and \( \varphi(0) = 0 \). If the function \( \varphi_i \) is strictly concave on \( (0, \eta_i) \) for each \( i \in \{1, \ldots, m\} \), then the separable sum \( f(x) = \sum_{i=1}^{m} f_i(x_i) \) has the generalized concave KL property at \( \bar{x} = (\bar{x}_1, \ldots, \bar{x}_m) \) with respect to \( U = \mathcal{B}(\bar{x}; \varepsilon) \), \( \eta \) and \( \varphi \). We take \( \eta = \infty \) if \( \eta_i = \infty \) for every \( i \).

**Proof.** For each \( i \), the function \( \varphi_i \in \Phi_{\eta_i} \) is finite and right-continuous at 0 according to the assumption. Invoking Lemma A.1, one concludes that \( \varphi \) is finite and right-continuous at 0. Moreover, Lemma A.3 implies that \( \varphi \) belongs to \( \Phi_{\eta} \) with

\[
\varphi_i'(t) \geq \max_{1 \leq i \leq m} (\varphi_i)'_-(\frac{t}{m}) \geq (\varphi_i)'_-(\frac{t}{m}), \forall 1 \leq i \leq m.
\]
Define $\phi_i(t) = (\varphi_i)'(t)$ for each $i \in \{1, \ldots, m\}$. By Lemma A.2, the function $\phi_i$ is strictly decreasing for each $i$ hence invertible. According to the assumption that $f_i$ has the generalized concave KL property at $\bar{x}_i$, we have for $x_i \in U_i \cap [0 < f_i - f_i(\bar{x}_i) < \eta_i]$:

$$\phi_i(f_i(x_i) - f_i(\bar{x}_i)) \geq \frac{1}{\text{dist}(0, \partial f_i(x_i))},$$

(18)

hence $1/\text{dist}(0, \partial f_i(x_i)) \in \text{dom} \phi_i^{-1}$. Furthermore, since $\phi_i^{-1}$ is decreasing, we have

$$f_i(x_i) - f_i(\bar{x}_i) = \phi_i^{-1}(\phi_i(f_i(x_i) - f_i(\bar{x}_i))) \leq \phi_i^{-1}\left(\frac{1}{\text{dist}(0, \partial f_i(x_i))}\right).$$

Shrinking $\varepsilon_i$ if necessary, we assume $f_i(x_i) < f_i(\bar{x}_i) + \eta_i$ whenever $x_i \in U_i$. Therefore for every $x_i \in U_i$, we have

$$f_i(x_i) - f_i(\bar{x}_i) \leq \phi_i^{-1}\left(\frac{1}{\text{dist}(0, \partial f_i(x_i))}\right).$$

(19)

In particular, the above inequality holds trivially when $f_i(x_i) \leq f_i(\bar{x}_i)$, because the right hand side is always positive.

Take $x = (x_1, \ldots, x_m) \in U \cap [0 < f - f(\bar{x}) < \eta]$ and denote by $i^* = i(x)$ the index such that

$$\phi_i^{-1}\left(\frac{1}{\text{dist}(0, \partial f_i(x_i))}\right) \geq \phi_i^{-1}\left(\frac{1}{\text{dist}(0, \partial f_i(x_i))}\right), \forall i \in \{1, \ldots, m\}.$$

Note that $\|x - \bar{x}\|^2 = \sum_{i=1}^m \|x_i - \bar{x}_i\|^2$. Then $\|x_i - \bar{x}_i\| \leq \|x - \bar{x}\| < \varepsilon \leq \varepsilon_i$ for each $i$. For simplicity, set $r = r(x) = 1/\text{dist}(0, \partial f_{i^*}(x_{i^*}))$, where the value $r$ depends on $x$ because the index $i^*$ does. Summing (19) from $i = 1$ to $m$ yields

$$f(x) - f(\bar{x}) = \sum_{i=1}^m [f_i(x_i) - f_i(\bar{x}_i)] \leq \sum_{i=1}^m \phi_i^{-1}\left(\frac{1}{\text{dist}(0, \partial f_i(x_i))}\right) \leq m \cdot \phi_i^{-1}(r).$$

(20)

Let $u \in \partial f(x)$ be such that $\|u\| = \text{dist}(0, \partial f(x))$. Recall from Fact 2.3 that

$$\partial f(x) = \prod_{i=1}^m \partial f_i(x_i).$$

Then there exists $u_i \in \partial f_i(x_i)$ for each $i$ such that $u = (u_1, \ldots, u_m)$ and consequently for every $i$, one has,

$$\text{dist}(0, \partial f(x)) = \|u\| \geq \|u_i\| \geq \text{dist}(0, \partial f_i(x_i)),$$

which implies that

$$r \cdot \text{dist}(0, \partial f(x)) \geq 1.$$

(21)
Finally, we show that \( \varphi \) is a desingularizing function of \( f \) at \( \bar{x} \). Take \( x \in B(\bar{x}; \varepsilon) \cap [0 < f - f(\bar{x}) < \eta] \). Note that the range of \( \phi_i^{-1} \) satisfies \( \text{ran} \phi_i^{-1} = \text{dom} \phi_i = \text{dom}(\varphi_i)^{-1} = (0, \eta_i) \). Therefore \( m \cdot \phi_i^{-1}(r) < m \cdot \eta_i \). On the other hand, recall that \( \eta \) is defined to be a real number satisfying \( \eta < m \cdot \min \eta_i \leq m \cdot \eta_i \). Therefore we need to consider two cases:

**Case 1:** If \( m \cdot \phi_i^{-1}(r) < \eta \), then one has the following from (20) and the fact that \( \varphi'_- \) is decreasing

\[
\varphi'_-(f(x) - f(\bar{x})) \geq \varphi'_-(m \cdot \phi_i^{-1}(r)).
\]  
(22)

Hence we have

\[
\varphi'_-(f(x) - f(\bar{x})) \cdot \text{dist}(0, \partial f(x)) \geq \varphi'_-(m \cdot \phi_i^{-1}(r)) \cdot \text{dist}(0, \partial f(x))
\]

\[
\geq (\varphi_i)'_-(\phi_i^{-1}(r)) \cdot \text{dist}(0, \partial f(x)) = \phi_i(\phi_i^{-1}(r)) \cdot \text{dist}(0, \partial f(x))
\]

\[
= r \cdot \text{dist}(0, \partial f(x)) \geq 1.
\]

where the second inequality is implied by (17) and the last one holds because of (21).

**Case 2:** Now we consider the case where \( m \cdot \phi_i^{-1}(r) \geq \eta \). Note that \( \eta < m \cdot \min \eta_i \leq m \cdot \eta_i \). Then we have \( \eta/m \in \text{dom} \phi_i \) and \( \phi_i(\eta/m) < \infty \). On the other hand, the assumption \( m \cdot \phi_i^{-1}(r) \geq \eta \) implies that \( r \leq \phi_i(\frac{\eta}{m}) \). Altogether, one concludes that

\[
\varphi'_-(f(x) - f(\bar{x})) \cdot \text{dist}(0, \partial f(x)) \geq \varphi'_-(\eta) \cdot \text{dist}(0, \partial f(x))
\]

\[
\geq (\varphi_i)'_-(\frac{\eta}{m}) \cdot \text{dist}(0, \partial f(x)) \geq r \cdot \text{dist}(0, \partial f(x)) \geq 1,
\]

where the second inequality is implied by (17) and the last one holds because of (21). It is worth noting that one can take \( \eta = \infty \) if \( \eta_i = \infty \) for every \( i \), in which case \( m \cdot \phi_i^{-1}(r) < \eta \) is trivially true. Then the desired result readily follows from Case 1.

**Remark 3.9** Setting \( \eta < m \) and \( \varphi_i(t) = t^{1-\theta_i}/(1-\theta_i) \), where \( \theta_i \in (0, 1) \) for every \( i \), we have for \( t \in (0, \eta] \subseteq (0, m) \)

\[
\varphi(t) = \int_0^t \max_{1 \leq i \leq m} \left( \frac{s}{m} \right)^{-\theta_i} ds = \int_0^t \left( \frac{s}{m} \right)^{-\theta} ds = \frac{m^\theta}{1-\theta} \cdot t^{1-\theta},
\]

where \( \theta = \max_{1 \leq i \leq m} \theta_i \), from which a result by Li and Pong [12, Theorem 3.3] is recovered. Note that the second equality holds because \( \max_{1 \leq i \leq m} t^{-\theta_i} = t^{-\theta} \) for \( t \in (0, 1) \) and \( s/m < 1 \).

To obtain a composition rule for the generalized concave KL property, the following technical lemma helps.

**Lemma 3.10** Let \( F : \mathbb{R}^n \to \mathbb{R}^m \) be a smooth map and let \( \bar{x} \in \mathbb{R}^n \). If the Jacobian \( \nabla F(\bar{x}) \) has rank \( m \), then there exist \( \alpha > 0 \) and \( \varepsilon > 0 \) such that for \( x \in B(\bar{x}; \varepsilon) \),

\[
\|y\| \leq \alpha \| (\nabla F(x))^* (y) \|, \forall y \in \mathbb{R}^m \setminus \{0\}.
\]  
(23)
Proof. By the assumption, $\nabla F(\bar{x}) : \mathbb{R}^n \to \mathbb{R}^m$ is surjective continuous linear map. Then by using the open mapping theorem, there exists $\alpha > 0$ such that

$$\mathbb{B}_{\mathbb{R}^m} \subseteq \nabla F(\bar{x}) \left( \frac{\alpha}{2} \cdot \mathbb{B}_{\mathbb{R}^n} \right), \quad (24)$$

where $\mathbb{B}_{\mathbb{R}^m}$ and $\mathbb{B}_{\mathbb{R}^n}$ denote the Euclidean unit balls in $\mathbb{R}^m$ and $\mathbb{R}^n$, respectively. Note that the map $F$ is assumed to be smooth. Then there exists $\varepsilon > 0$ such that

$$\|x - \bar{x}\| < \varepsilon \Rightarrow \|\nabla F(x) - \nabla F(\bar{x})\| < \frac{1}{\alpha}.$$

We claim that for $x$ with $\|x - \bar{x}\| < \varepsilon$,

$$\mathbb{B}_{\mathbb{R}^m} \subseteq \nabla F(x) \left( \alpha \mathbb{B}_{\mathbb{R}^n} \right). \quad (25)$$

Take $u \in \mathbb{B}_{\mathbb{R}^m}$. We will prove the above inclusion by constructing $v \in \alpha \mathbb{B}_{\mathbb{R}^n}$ such that $u = \nabla F(x)(v)$. By using the inclusion (24), there exists some $v_1 \in \frac{\alpha}{2} \mathbb{B}_{\mathbb{R}^n}$ such that $\nabla F(\bar{x})(v_1) = u$. Then we have

$$\|\nabla F(x)(v_1) - u\| = \|\nabla F(x)(v_1) - \nabla F(\bar{x})(v_1)\| \leq \frac{\alpha}{2} \cdot \frac{\alpha}{2} = \frac{1}{4}.$$

Hence $u - \nabla F(\bar{x})(v_1) \in \frac{1}{2} \mathbb{B}_{\mathbb{R}^m}$ and again by (24) there exists $v_2 \in \frac{\alpha}{4} \mathbb{B}_{\mathbb{R}^n}$ such that $\nabla F(\bar{x})(v_2) = u - \nabla F(x)(v_1)$, which further implies

$$\|\nabla F(x)(v_1 + v_2) - u\| = \|\nabla F(x)(v_2) - (u - \nabla F(x)(v_1))\| = \|\nabla F(x)(v_2) - \nabla F(\bar{x})(v_2)\| \leq \frac{1}{4}.$$

Repeating the same process one obtains a sequence $(v_l)_{l \in \mathbb{N}}$ satisfying

$$\left\| \nabla F(x) \left( \sum_{k=1}^{l} v_k \right) - u \right\| \leq \frac{1}{2^l} \quad \text{and} \quad \|v_l\| \leq \frac{\alpha}{2^l}, \forall l \in \mathbb{N}.$$

The latter inequality implies there exists $v \in \mathbb{R}^n$ such that $\lim_{l \to \infty} \sum_{k=1}^{l} v_k = v$ and $\|v\| \leq \alpha$, while from the former one we have $\nabla F(x)(v) = u$, which proves our claim. Let $u \in \mathbb{B}_{\mathbb{R}^m}$ obey $\|u\| = 1$ and suppose that $u = \nabla F(x)(v)$ for some $v \in \alpha \mathbb{B}_{\mathbb{R}^n}$. Then we have

$$\frac{\|u\|^2}{\alpha^2} = \frac{\langle u, u \rangle}{\alpha^2} = \frac{\langle u, \nabla F(x)(v) \rangle}{\alpha^2} = \frac{\langle (\nabla F(x))^*(u), v \rangle}{\alpha^2} \leq \frac{\| (\nabla F(x))^*(u) \| \| v \|}{\alpha^2} \leq \alpha \frac{\| (\nabla F(x))^*(u) \|}{\alpha^2}$$

$$= \frac{\| (\nabla F(x))^*(u) \|}{\alpha},$$

which implies that $\|u\| \leq \alpha \| (\nabla F(x))^*(u) \|$. Let $u = y / \|y\|$ for nonzero $y \in \mathbb{R}^m$. Then one has $\|y\| \leq \alpha \| (\nabla F(x))^*(y) \|$, as claimed. 

$\blacksquare$
Theorem 3.11 Suppose that \( f(x) = g(F(x)) \), where \( g : \mathbb{R}^m \to \mathbb{R} \) is proper lsc and \( F : \mathbb{R}^n \to \mathbb{R}^m \) is a smooth map. Let \( \bar{x} \in \text{dom } \partial f \) and let \( \varepsilon_0 > 0 \). Assume that \( g \) has the generalized concave KL property at \( F(\bar{x}) \) with respect to \( U_0 = \mathbb{B}(F(\bar{x}); \varepsilon_0) \), \( \eta > 0 \) and \( \varphi \in \Phi_\eta \). If the Jacobian \( \nabla F(\bar{x}) \) has rank \( m \), then there exist \( \alpha > 0 \) and \( \varepsilon_1 > 0 \) such that (23) holds. Furthermore, there exits \( \varepsilon \in (0, \min\{\varepsilon_0, \varepsilon_1\}] \) such that \( f \) has the generalized concave KL property at \( \bar{x} \) with respect to \( U_1 = \mathbb{B}(\bar{x}; \varepsilon) \), \( \eta > 0 \) and \( \alpha \cdot \varphi \in \Phi_\eta \).

Proof. By assumption for \( y \in \mathbb{B}(F(\bar{x}); \varepsilon_0) \cap [0 < g - g(F(\bar{x})) < \eta] \) we have

\[
\varphi'(g(y) - g(F(\bar{x}))) \cdot \text{dist}(0, \partial g(y)) \geq 1. \tag{26}
\]

On the other hand, Lemma 3.10 implies that there exist \( \alpha > 0 \) and \( \varepsilon_1 > 0 \) such that for \( x \in \mathbb{B}(\bar{x}; \varepsilon_1) \),

\[
\|y\| \leq \alpha \|(\nabla F(x))^* (y)\|, \forall y \in \mathbb{R}^m \setminus \{0\}. \tag{27}
\]

Moreover, by applying Fact 2.4, one has \( \partial f(x) = \nabla F(x)^* \partial g(F(x)) = \{\nabla F(x)^* u : u \in \partial g(F(x))\} \). Let \( v \in \partial f(x) \) be such that \( \|v\| = \text{dist}(0, \partial f(x)) \). Then we have for some \( u \in \partial g(F(x)) \)

\[
\text{dist}(0, \partial f(x)) = \|v\| = \|(\nabla F(x))^* u\| \geq \frac{\|u\|}{\alpha} \geq \frac{\text{dist}(0, \partial g(F(x)))}{\alpha}, \tag{28}
\]

where the first inequality is implied by (27). Suppose that \( \|F(x) - F(\bar{x})\| < \varepsilon_0 \) whenever \( \|x - \bar{x}\| < \varepsilon_2 \) for some \( \varepsilon_2 \) and set \( \varepsilon = \min\{\varepsilon_0, \varepsilon_1, \varepsilon_2\} \). Then for \( x \in \mathbb{B}(\bar{x}; \varepsilon) \cap [0 < f - f(\bar{x}) < \eta] \)

\[
(\alpha \cdot \varphi')_-(f(x) - f(\bar{x})) \cdot \text{dist}(0, \partial f(x)) \\
\geq \varphi'(g(F(x)) - g(F(\bar{x}))) \cdot \text{dist}(0, \partial g(F(x))) \geq 1,
\]

where the last inequality follows from (26) and (28).

Remark 3.12 Theorem 3.11 generalizes [12, Theorem 3.2], where Li and Pong obtained a similar composition rule with an additional assumption that desingularizing functions have the form \( \varphi(t) = c \cdot t^{1-\theta} \) for \( c > 0 \) and \( \theta \in [0, 1) \). Moreover, they proved (25) by applying the Lyusternik-Graves theorem [15, Theorem 1.57] to the continuous map \( x \mapsto \nabla f(x) \). In contrast, we provided a different proof by using Lemma 3.10.

Corollary 3.13 Suppose that \( f(x) = g(Ax - b) \), where \( A \in \mathbb{R}^{m \times n} \) has rank \( m \) and \( b \in \mathbb{R}^m \). Let \( \bar{x} \in \text{dom } \partial f \) and \( \varepsilon > 0 \). Set \( r = \sqrt{\lambda_{\text{min}}(AA^*)} > 0 \). If \( g \) has the generalized concave KL property at \( A\bar{x} - b \) with respect to \( U_1 = \mathbb{B}(A\bar{x} - b; \varepsilon) \), \( \eta > 0 \) and \( \varphi(t) \in \Phi_\eta \), then \( f \) has the generalized concave KL property at \( \bar{x} \) with respect to \( U_2 = \mathbb{B}(\bar{x}; \varepsilon/\|A\|) \), \( \eta > 0 \) and \( \varphi(t)/r \). Note that \( U_2 = \mathbb{R}^n \) if \( U_1 = \mathbb{R}^m \).
Proof. Notice that $A$ is surjective. Hence [15, Exercise 1.53] implies that
$$\|A^* y\| \geq r \| y\|,$$
which means that $F(x) = Ax - b$ satisfies (23) for every $x \in \mathbb{R}^n$ with $\alpha = 1/r$ and $\varepsilon_1 = \infty$. Then applying a similar argument in Theorem 3.11 completes the proof. ■

Finally, we highlights our results with two examples. The first example shows that the Li-Pong calculus rule for minimum of functions \[12, \text{Theorem 3.1}\] fails, while Theorem 3.6 is still applicable.

Example 3.14 Set $\tilde{\varphi}(t) = \sqrt{-1/\ln(t)}$ for $t > 0$ and $\tilde{\varphi}(0) = 0$. Define $f(x) = \exp(-1/x^2)$ for $x \neq 0$ and $f(0) = 0$. Let $g(x) = |x|$ and $h(x) = \min\{f(x), g(x)\}$. Then there exists $\varepsilon > 0$ such that $h$ has the generalized concave KL property at $\bar{x} = 0$ with respect to $U = (-\varepsilon, \varepsilon)$, $\eta = \exp(-3/2)$ and $\varphi(t) = \tilde{\varphi}(t)$.

Proof. Clearly $g$ has the generalized concave KL property at $\bar{x}$ with respect to $U = \mathbb{R}$, $\eta = \infty$ and $\varphi(t) = t$. Proposition B.3(i) states that $f$ has the generalized concave KL property with respect to $U = (-\sqrt{2/3}, \sqrt{2/3})$, $\eta = \exp(-3/2)$ and $\tilde{\varphi}(t)$. The desired result follows immediately from Theorem 3.6. In particular, we have
$$\varphi(t) = \int_0^t \max\{(\tilde{\varphi})'(s), 1\} ds = \tilde{\varphi}(t),$$
where the last equality holds because $\tilde{\varphi}'(t) = 1/(2t\sqrt{(-\ln(t))^3}) > 1$ for $t \in (0, \eta)$. ■

Remark 3.15 Recall that calculus rules in \[12\] assume desingularizing functions to have the special form $\varphi(t) = c \cdot t^{1-\theta}$ for $c > 0$ and $\theta \in [0, 1)$. By using Proposition B.3(ii), it is easy to see that \[12, \text{Theorem 3.1}\] fails.

The next example shows that applying generalized calculus rules to the exact modulus (recall Definition 3.1) could lead to a smaller desingularizing function.

Example 3.16 Define $f(x_1, x_2) = -\ln(1-x_1^2) - \ln(1-x_2^2)$ for $(x_1, x_2) \in (-1, 1) \times (-1, 1)$. Let $\bar{x} = 0$. Then $f$ has the generalized concave KL property at $\bar{x}$ with respect to $U = \mathbb{B}(\bar{x}; 1)$, $\eta = \infty$ and $\varphi(t) = 2\sqrt{1 - \exp(-t/2)}$.

Proof. Set $f_i(x_i) = -\ln(1-x_i^2)$ for $i = 1, 2$. Then simple calculation yields that $f_i$ has the generalized concave KL property at 0 with respect to $U_i = (-1, 1)$, $\eta_i = \infty$ and the exact modulus $\varphi_i(t) = \sqrt{1 - \exp(-t)}$. Note that $\varphi_i$ is strictly concave for every $i$. Then, invoking Theorem 3.8 with $\varepsilon_i = 1$ and $\eta_i = \infty$, one concludes that $f$ has the generalized concave KL property at 0 with respect to $U = \mathbb{B}(\bar{x}; 1)$, $\eta = \infty$ and $\varphi(t) = 2\sqrt{1 - \exp(-t/2)}$. ■
Remark 3.17 Since \( f''_i(x_i) = (2 + 2x^2_i)/(1 - x^2_i)^2 \geq 2 \), where \( f_i \) is given in the proof of Example 3.16, the separable sum \( f \) is 2-strongly convex, i.e., \( f - \| \cdot \|^2 \) is convex. By applying [7, Example 6], \( f \) has the generalized concave KL property \( \bar{x} = 0 \) with respect to \( U = \text{dom} f \), \( \eta = \infty \) and \( \varphi_1(t) = 2\sqrt{t} \). It is easy to see that \( \varphi(t) \leq 2\sqrt{t/2} \leq \varphi_1(t) \).

4 Conclusion

We established several calculus rules for the generalized concave KL property, which generalize Li and Pong’s calculus rules for the KL exponent [12]; see also its early preprint [11]. Compared to their results, ours do not assume desingularizing functions to have any specific forms nor differentiable. Such generalization is motivated by the recent discovery that the optimal concave desingularizing function has various forms and may not be differentiable. Let us end this paper by discussing some directions for future work:

- It is tempting to estimate the exact modulus for concrete optimization models using tools developed in this paper.
- The classic approach to determine convergence rates of algorithms under the KL assumption is to find an appropriate KL exponent \( \theta \), given that desingularizing functions have the form \( \varphi(t) = c \cdot t^{1-\theta} \) for \( c > 0 \) and \( \theta \in [0, 1) \). Now that we have found a way to calculate smaller desingularizing functions with possibly different forms, it is interesting to explore whether this framework leads to a new and possibly sharper analysis of convergence rate.
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Appendix

A Supplementary lemmas

Lemma A.1 Let \( m \in \mathbb{N} \) obey \( m \geq 2 \). For each \( i \in \{1, \ldots, m\} \), let \( h_i : (0, \infty) \to \mathbb{R}_+ \) be such that \( \lim_{s \to 0^+} h(s) = \infty \). Suppose that for each \( i \) the function \( \varphi_i : [0, \infty) \to \mathbb{R}_+ \) given by
\[ \varphi_1(t) = \int_0^t h_i(s)ds \text{ for } t \in (0, \infty) \text{ and } \varphi_1(0) = 0, \text{ is finite and right-continuous at } 0. \]

Then the function \( \varphi : [0, \infty) \to \mathbb{R}_+ \),

\[ (\forall 0 < t < \eta) \; t \mapsto \int_0^t \max_{1 \leq i \leq m} h_i(s)ds, \]

and \( \varphi(0) = 0 \), is finite and right-continuous at 0.

Proof. Note that \( \varphi \) is an improper integral. Hence we have for \( t > 0 \)

\[ \varphi(t) = \lim_{u \to 0^+} \int_u^t \max_{1 \leq i \leq m} h_i(s)ds. \]

Let \( m = 2 \). Then by using the inequality \( \max\{\alpha, \beta\} \leq \alpha + \beta \) for \( \alpha, \beta \geq 0 \), one has

\[ \max\{h_1(s), h_2(s)\} \leq h_1(s) + h_2(s). \]

Hence we have for \( t > 0 \)

\[ \varphi(t) \leq \lim_{u \to 0^+} \int_u^t h_1(s) + h_2(s)ds \]
\[ = \varphi_1(t) + \varphi_2(t) - \lim_{u \to 0^+} [\varphi_1(u) + \varphi_2(u)] \]
\[ = \varphi_1(t) + \varphi_2(t) < \infty, \]

where the last equality is implied by the right-continuity of \( \varphi_1 \) and \( \varphi_2 \) at 0. Taking \( t \to 0^+ \), one gets \( \lim_{t \to 0^+} \varphi(t) = 0 \). The desired result then follows from a simple induction. \( \blacksquare \)

Lemma A.2 Let \( \eta \in (0, \infty] \) and let \( \varphi \in \Phi_\eta \). Then the following hold:

(i) Let \( t > 0 \). Then \( \varphi(t) = \lim_{u \to 0^+} \int_u^t \varphi'_-(s)ds = \int_0^t \varphi'_-(s)ds. \)

(ii) The function \( t \mapsto \varphi'_-(t) \) is decreasing and \( \varphi'_-(t) > 0 \) for \( t \in (0, \eta) \). If in addition \( \varphi(t) \) is strictly concave, then \( t \mapsto \varphi'_-(t) \) is strictly decreasing.

(iii) For \( 0 \leq s < t < \eta \), \( \varphi'_-(t) \leq \frac{\varphi(t) - \varphi(s)}{t-s}. \)

Proof. (i) Invoking Lemma 2.5(ii) yields

\[ \varphi(t) = \lim_{u \to 0^+} (\varphi(t) - \varphi(u)) = \lim_{u \to 0^+} \int_u^t \varphi'_-(s)ds < \infty, \]

where the first equality holds because \( \varphi \) is right-continuous at 0 with \( \varphi(0) = 0 \). Let \((u_n)_{n \in \mathbb{N}}\) be a decreasing sequence with \( u_1 < t \) such that \( u_n \to 0^+ \) as \( n \to \infty \). For each \( n \), define
h_n : (0, t] → R_+ by h_n(s) = ϕ_-'(s) if s ∈ (u_n, t] and h_n(s) = 0 otherwise. Then the sequence (h_n)_{n∈N} satisfies: (a) h_n ≤ h_{n+1} for every n ∈ N; (b) h_n(s) → ϕ_-'(s) pointwise on (0, t); (c) The integral ∫_0^t h_n(s)ds = ∫_u_n^t ϕ_-'(s)ds = ϕ(t) - ϕ(u_n) ≤ ϕ(t) - ϕ(0) < ∞ for every n ∈ N. Hence the monotone convergence theorem implies that

\[ \lim_{u→0^+} \int_u^t ϕ_-'(s)ds = \lim_{n→∞} \int_{u_n}^t ϕ_-'(s)ds = \lim_{n→∞} \int_0^t h_n(s)ds = \int_0^t ϕ_-'(s)ds. \]

(ii) According to Lemma 2.5(i), the function t ↦ ϕ_-'(t) is decreasing. Suppose that ϕ_-'(t_0) = 0 for some t_0 ∈ (0, η). Then by the monotonicity of ϕ_-' and (i), we would have ϕ(t) - ϕ(t_0) = ∫_t_0^t ϕ_-'(s)ds ≤ (t - t_0)ϕ_-'(t_0) = 0 for t > t_0, which contradicts to the assumption that ϕ is strictly increasing.

(iii) For 0 < s < t < η, applying Lemma 2.5(iii) to the convex function −ϕ yields that −ϕ(s) + ϕ(t) ≥ −ϕ_-'(t)(s - t) ⇔ ϕ_-'(t) ≤ (ϕ(t) - ϕ(s))/(t - s). The desired inequality then follows from the right-continuity of ϕ at 0.

**Lemma A.3** Let η ∈ (0, ∞] and let h : (0, η) → R_+ be a positive-valued decreasing function. Define ϕ(t) = ∫_0^t h(s)ds for t ∈ (0, η) and set ϕ(0) = 0. Suppose that ϕ(t) < ∞ for t ∈ (0, η). Then ϕ is a strictly increasing concave function on [0, η] with

\[ ϕ_-'(t) ≥ h(t) \]

for t ∈ (0, η), and right-continuous at 0. If in addition h is a continuous function, then ϕ is C^1 on (0, η).

**Proof.** Let 0 < t_0 < t_1 < η. Then ϕ(t_1) - ϕ(t_0) = ∫_t_0^t h(s)ds ≥ (t_1 - t_0) · h(t_1) > 0, which means ϕ is strictly increasing. Applying [18, Theorem 6.79], one concludes that ϕ(t) → ϕ(0) = 0 as t → 0^+.

**B Properties of the generalized concave KL property and its associated exact modulus**

In this subsection, we recall some pleasant properties of the generalized concave KL property and its associated exact modulus. Results in this subsection can be found in [19]. Here we provide detailed proofs for the sake of self-containedness.

**Proposition B.1** Let f : R^n → R be proper lsc and let x ∈ dom ∂f. Let U be a nonempty neighborhood of x and η ∈ (0, ∞]. Let ϕ ∈ Φ_η and suppose that f has the generalized concave KL property at x with respect to U, η and ϕ. Then the exact modulus of the generalized
concave KL property of $f$ at $\bar{x}$ with respect to $U$ and $\eta$, denoted by $\tilde{\varphi}$, is well-defined and satisfies

$$\tilde{\varphi}(t) \leq \varphi(t), \ \forall t \in [0, \eta).$$

Moreover, the function $f$ has the generalized concave KL property at $\bar{x}$ with respect to $U$, $\eta$ and $\tilde{\varphi}$. Furthermore, the exact modulus $\tilde{\varphi}$ satisfies

$$\tilde{\varphi} = \inf \{ \varphi \in \Phi_\eta : \varphi \text{ is a concave desingularizing function of } f \text{ at } \bar{x} \text{ with respect to } U \text{ and } \eta \}.$$

Proof. Let us show first that $\tilde{\varphi}(t) \leq \varphi(t)$ on $[0, \eta)$, from which the well-definedness of $\tilde{\varphi}$ readily follows. If $U \cap [0 < f - f(\bar{x}) < \eta] = \emptyset$, then by our convention $\tilde{\varphi}(t) = 0 \leq \varphi(t)$ for every $t \in [0, \eta)$. Therefore we proceed with assuming $U \cap [0 < f - f(\bar{x}) < \eta] \neq \emptyset$. By assumption, one has for $x \in U \cap [0 < f - f(\bar{x}) < \eta]$,

$$\varphi'_-(f(x) - f(\bar{x})) \cdot \text{dist} \left( (0, \partial f(x)) \right) \geq 1.$$

which guarantees that $\text{dist} \left( (0, \partial f(x)) \right) > 0$. Fix $s \in (0, \eta)$ and recall from Lemma A.2(ii) that $\varphi'_-(t)$ is decreasing. Then for $x \in U \cap [0 < f - f(\bar{x}) < \eta]$ with $s \leq f(x) - f(\bar{x})$ we have

$$\text{dist}^{-1} \left( (0, \partial f(x)) \right) \leq \varphi'_-(f(x) - f(\bar{x})) \leq \varphi'_-(s).$$

Taking the supremum over all $x \in U \cap [0 < f - f(\bar{x}) < \eta]$ satisfying $s \leq f(x) - f(\bar{x})$ yields

$$h(s) \leq \varphi'_-(s),$$

where $h(s) = \sup \{ \text{dist}^{-1} \left( (0, \partial f(x)) \right) : x \in U \cap [0 < f - f(\bar{x}) < \eta], s \leq f(x) - f(\bar{x}) \}$. If $\lim_{s \to 0^+} h(s) = \infty$, then one needs to treat $\tilde{\varphi}(t)$ as an improper integral. For $t \in (0, \eta)$, one has

$$\tilde{\varphi}(t) = \lim_{u \to 0^+} \int_u^t h(s) ds \leq \lim_{u \to 0^+} \int_u^t \varphi'_-(s) ds = \varphi(t) < \infty,$$

where the last equality follows from Lemma A.2. If $\lim_{s \to 0^+} h(s) < \infty$, then the above argument still applies.

Recall that $\text{dist} \left( (0, \partial f(x)) \right) > 0$ for every $x \in U \cap [0 < f - f(\bar{x}) < \eta]$. Hence $h(s)$ is positive-valued. Take $s_1, s_2 \in (0, \eta)$ with $s_1 \leq s_2$. Then for $x \in U \cap [0 < f - f(\bar{x}) < \eta]$, one has

$$s_2 \leq f(x) - f(\bar{x}) \Rightarrow s_1 \leq f(x) - f(\bar{x}),$$

implying that $h(s_2) \leq h(s_1)$. Therefore $h(s)$ is decreasing. Invoking Lemma A.3, one concludes that $\tilde{\varphi} \in \Phi_\eta$ and $\varphi'_-(t) \geq h(t)$ for every $t \in (0, \eta)$.

Let $t \in (0, \eta)$. Then for $x \in U \cap [0 < f - f(\bar{x}) < \eta]$ with $t = f(x) - f(\bar{x})$ we have

$$\varphi'_-(f(x) - f(\bar{x})) \geq h(t) \geq \text{dist}^{-1} \left( (0, \partial f(x)) \right),$$
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where the last inequality is implied by the definition of \( h(s) \), from which the generalized concave KL property readily follows because \( t \) is arbitrary.

Recall that \( \varphi \) is an arbitrary concave desingularizing function of \( f \) at \( \bar{x} \) with respect to \( U \) and \( \eta \), and \( \tilde{\varphi}(t) \leq \varphi(t) \) for all \( t \in [0, \eta) \). Hence one has \( \tilde{\varphi} \leq \inf \{ \varphi \in \Phi_\eta : \varphi \) is a concave desingularizing function of \( f \) at \( \bar{x} \) with respect to \( U \) and \( \eta \} \).

On the other hand, the converse inequality holds as \( \tilde{\varphi} \) is a concave desingularizing function of \( f \) at \( \bar{x} \) with respect to \( U \) and \( \eta \).

The exact modulus is not necessarily differentiable and may have different forms depending on the function of interest.

**Example B.2** Let \( \rho > 0 \). Consider the function given by

\[
\begin{align*}
f(x) &= \begin{cases} 
2\rho|x| - 3\rho^2/2, & \text{if } |x| > \rho; \\
|x|^2/2, & \text{if } |x| \leq \rho.
\end{cases}
\end{align*}
\]

Then the function

\[
\tilde{\varphi}(t) = \begin{cases} 
\sqrt{2t}, & \text{if } 0 \leq t \leq \rho^2/2; \\
t/(2\rho) + 3\rho/4, & \text{if } t > \rho^2/2,
\end{cases}
\]

is the exact modulus of the generalized concave KL property of \( f \) at \( \bar{x} = 0 \) with respect to \( U = \mathbb{R} \) and \( \eta = \infty \).

**Proof.** For \( x \neq 0 \), one has

\[
\text{dist}^{-1}(0, \partial f(x)) = \begin{cases} 
1/|x|, & \text{if } 0 < |x| \leq \rho; \\
1/2\rho, & \text{if } |x| > \rho.
\end{cases}
\]

It follows that for \( s \in (0, \rho^2/2] \),

\[
h(s) = \sup \{ \text{dist}^{-1}(0, \partial f(x)) : x \in \mathbb{R} \cap [0 < f < \infty], s \leq f(x) \}
= \sup \{ \text{dist}^{-1}(0, \partial f(x)) : |x| \geq \sqrt{2s} \} = 1/\sqrt{2s},
\]

and for \( s > \rho^2/2 \)

\[
h(s) = \sup \{ \text{dist}^{-1}(0, \partial f(x)) : x \in \mathbb{R} \cap [0 < f < \infty], s \leq f(x) \}
= \sup \{ \text{dist}^{-1}(0, \partial f(x)) : x \neq 0, |x| \geq s/(2\rho) + 3\rho/4 \} = 1/(2\rho),
\]

from which the desired result readily follows.

The next proposition restates an example from [5, Section 1] in our extended framework. No proof was given in [5, Section 1], thus we prove it here for the sake of completeness.
Proposition B.3 Define \( f : \mathbb{R} \to \mathbb{R} \) by \( f(x) = e^{-1/x^2} \) for \( x \neq 0 \) and \( f(0) = 0 \). Then the following hold:

(i) The function \( \bar{\varphi}_2(t) = \sqrt{-1/\ln(t)} \) for \( t > 0 \) and \( \bar{\varphi}_2(0) = 0 \) is the exact modulus of generalized KL property of \( f \) at \( \bar{x} = 0 \) with respect to \( U = (-\frac{2}{3}, \frac{2}{3}) \) and \( \eta = \exp(-\frac{3}{2}) \).

(ii) For every \( c > 0 \) and \( \theta \in [0, 1) \), the function \( \varphi(t) = c \cdot t^{1-\theta} \) cannot be a desingularizing function of the generalized concave KL property of \( f \) at 0 with respect to any neighborhood \( U \ni 0 \) and \( \eta \in (0, \infty] \).

Proof. (i) For \( 0 < s \leq \exp(-3/2) \), \( s \leq \exp(-1/x^2) \leftrightarrow |x| \geq \sqrt{-1/\ln s} \). Thus we have

\[
\begin{align*}
h_2(s) &= \sup\{ |f'(x)|^{-1} : x \in U_2 \cap [0 < g - g(\bar{x}) < \eta_2], s \leq g(x) - g(\bar{x}) \} \\
&= \sup\{ |2x^{-3} \exp(-1/x^2)|^{-1} : \sqrt{-1/\ln s} \leq |x| < 2/3 \} = (-\ln(s))^{-3/2}/(2s).
\end{align*}
\]

Hence \( \bar{\varphi}_2(t) = \sqrt{-1/\ln(t)} \) for \( t > 0 \).

(ii) Suppose to the contrary that there were \( c > 0 \) and \( \theta \in [0, 1) \) such that \( f \) has the generalized concave KL property at 0 with respect to some \( U \ni 0 \) and \( \eta > 0 \) and \( \varphi(t) = c \cdot t^{1-\theta} \). Taking the intersection if necessary, assume without loss of generality that \( U \cap [0 < f < \eta] \subseteq (-\sqrt{2/3}, \sqrt{2/3}) \cap [0 < f < e^{-3/2}] \). Then \( f \) is convex and \( C^1 \) on \( U \cap [0 < f < \eta] \).

Applying a similar argument as in Example B.2, one concludes that the exact modulus of the generalized concave KL property of \( f \) at \( \bar{x} \) with respect to \( U \) and \( \min\{\eta, e^{-3/2}\} \) is also \( \bar{\varphi}(t) \). Hence Proposition B.1 implies that

\[
\bar{\varphi}(t) \leq \varphi(t) = c \cdot t^{1-\theta}, \quad \forall t \in (0, \min\{\eta, e^{-3/2}\}).
\]  

(29)

Let \( s > 0 \). Then one has \( s = \bar{\varphi}(t) \leftrightarrow t = e^{-1/s^2} \), which further implies that

\[
\begin{align*}
\limsup_{t \to 0^+} \frac{\bar{\varphi}(t)}{t^{1-\theta}} &= \limsup_{s \to 0^+} \frac{s}{e^{-1/s^2}} = \limsup_{s \to 0^+} \frac{e^{(1-\theta)/s^2}}{s^{-1}} = \infty,
\end{align*}
\]

which contradicts to (29).
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