Symmetries and charges of general relativity at null boundaries
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Abstract

We study general relativity at a null boundary using the covariant phase space formalism. We define a covariant phase space and compute the algebra of symmetries at the null boundary by considering the boundary-preserving diffeomorphisms that preserve this phase space. This algebra is the semi-direct sum of diffeomorphisms on the two sphere and a nonabelian algebra of supertranslations that has some similarities to supertranslations at null infinity. By using the general prescription developed by Wald and Zoupas, we derive the localized charges of this algebra at cross sections of the null surface as well as the associated fluxes. Our analysis is covariant and applies to general non-stationary null surfaces. We also derive the global charges that generate the symmetries for event horizons, and show that these obey the same algebra as the linearized diffeomorphisms, without any central extension. Our results show that supertranslations play an important role not just at null infinity but at all null boundaries, including non-stationary event horizons. They should facilitate further investigations of whether horizon symmetries and conservation laws in black hole spacetimes play a role in the information loss problem, as suggested by Hawking, Perry, and Strominger.
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1. INTRODUCTION

It is well known that gauge transformations of a diffeomorphism invariant theory can become genuine symmetries of the theory at boundaries of the spacetime. In general relativity, diffeomorphisms of asymptotically flat spacetimes that preserve the fall-off conditions for the metric near null infinity yield the standard BMS group [1–3]. Similarly, in QED there exists an infinite set of symmetries at null infinity comprised of large gauge transformations.
[4, 5]. Associated to the various symmetries are global conserved charges which act as generators of the symmetries [6, 7]. There are in addition localized charges such as Bondi mass which quantify the amount of charge in subregions of the spacetime boundary, which can be calculated using a variety of formalisms [6, 8, 9].

More recently, it has been found that stationary black holes also possess an infinite number of symmetries beyond the usual horizon Killing symmetries [10–20] (see [21] for older work on this topic, and [22] for the electromagnetic case). The new symmetries are diffeomorphisms which preserve the near horizon geometry under specific gauge conditions, and a subclass of them are similar to the supertranslations at null infinity. These horizon supertranslations give rise to contributions to the global charges associated with supertranslations, in addition to the contribution from null infinity. In [14–16] it was suggested that this enlarged group of horizon symmetries and its associated charges and conservation laws play a role in how information is released as a black hole evaporates, and may lead to a resolution of the information loss paradox (see also [23, 24]). At the least, a complete analysis of supertranslation conservation laws in black hole spacetimes cannot be undertaken without first knowing what the supertranslation charges and fluxes are on general, nonstationary event horizons. It is therefore of considerable interest to gain a deeper, more unified understanding of such symmetries and charges.

A natural question is whether supertranslations are symmetries of general relativity at any null surface, with stationary horizons and null infinity being special cases. This would give null boundaries in general relativity quite a rich structure from the phase space point of view, and put supertranslations on far more general footing. As one of the main results of this paper, we systematically calculate the group and algebra of symmetries of general relativity at a null boundary at a finite location in spacetime, and show that this is indeed the case. We do so using covariant phase space methods, which clarifies the geometric meaning of the symmetries. The symmetry group is the semidirect product of the group of diffeomorphisms of the base space (typically the two-sphere) with a nonabelian group of supertranslations, which contains angle-dependent displacements of affine parameter as well as angle-dependent rescalings of affine parameter\(^1\). The results apply to nonstationary black hole horizons as well as cosmological horizons.

We next turn to the charges and conservation laws associated with these symmetries. We distinguish between global charges \(^2\) and associated global conservation laws – the independence of integrals over Cauchy surfaces \(\Sigma\) of the choice of Cauchy surface – and localized charges \(^3\) and localized conservation laws, which involve integrals over hypersurfaces \(\Sigma\) that are not Cauchy surfaces. For the global charges, we compute explicitly the contribution to the charges from integrals over event horizons. The complete charges and complete formulation of the conservation laws requires an understanding of how the symmetries of the

\(^1\)Our symmetry group does not coincide exactly with any of the several different groups in Refs. [10–13, 19, 21], since we preserve a particular geometric structure on the null surface which defines our field configuration space, and other authors preserve other quantities such as the near horizon geometry.
event horizon mesh with asymptotic symmetries at null infinity. This has been worked out in some special cases [15, 16], but the general case is a subject for future investigations.

Localized charges, for example the Bondi mass at cross sections of future null infinity, are associated with localized conservation laws that express the difference between the charges at two successive cross sections with the integral of a flux over the intervening region of the boundary. These charges are not generators of symmetries on phase space. Wald and Zoupas [6] give a general prescription for computing such charges, by starting with the integral of a symplectic current that defines the variation of the global charge, and restricting the domain of integration to a hypersurface which is not a Cauchy surface, in order to attempt to obtain the charge contained within some of the degrees of freedom of the theory. This quantity is not in general a total variation and so cannot be integrated up in phase space to obtain the charge. Wald and Zoupas give a prescription for adding a correction term that overcomes this obstacle, thus allowing the definition of finite charges. Their prescription gives the conventional answers for localized charges and fluxes at null infinity [6].

In this paper we describe how to adapt the prescription to a finite null surface, and calculate the charges and fluxes of the symmetry algebra at the surface. In particular, we obtain simple expressions for the supertranslation charges and fluxes. The result applies to a very general class of null surfaces including, most importantly, non-stationary event horizons. The fluxes manifestly satisfy the property that they vanish on stationary solutions at the null surface, as one would desire if the charges are to be physically meaningful.

An interesting question is the physical interpretation of the localized charges at the null surface. At null infinity, such an interpretation of supertranslation charges is provided by the memory effect. The supertranslation that relates two different stationary regions (or vacua) can be measured as a gravitational wave memory [24, 25]. Outgoing radiation can be thought of as causing a transition from one vacuum to another. A similar situation likely occurs at a black hole horizon, when accretion of radiation causes a transition from one state to a supertranslated state, with the supertranslation being measurable by near-horizon observers as a memory effect. While some aspects of this memory have been uncovered [16] there are still open questions.

Aside from the above motivations, which are centered around black holes, an understanding of the gravitational symmetry algebra at a null surface is important in and of itself: null surfaces play a crucial role in information theoretic constraints and dynamics within field theory and semi-classical gravity [26–28], in holographic settings and action formulations [29–31], in derivations of the generalized second law [27], and even in quantum gravity [32, 33]. The covariant phase space formalism for spacetimes with boundary is also important in studying the contribution of edge modes to entanglement entropy in gauge theories and gravity [34, 35]. As such, a complete description of the symmetries and charges of general non-stationary solutions at null surfaces could provide further insight into gravity, just as it did at null infinity.

Our work is complementary to the recent derivation of Hopfmuller and Friedel of boundary
currents for arbitrary null surfaces and associated local conservation laws, for arbitrary vector fields tangent to the null surface [36]. Earlier treatments of the symplectic structure of general relativity on null surfaces and in 2+2 formulations can be found in Refs. [37–40].

The paper is organized as follows. Section 2 reviews the covariant phase space formulation of boundary symmetries and conserved charges of diffeomorphism covariant theories, and Sec. 3 establishes our conventions for describing the local geometry of null surfaces. In Sec. 4 we define a universal intrinsic structure for null hypersurfaces, and derive its invariance group and algebra. Section 5 defines a covariant phase space for general relativity with a null boundary, and shows the associated symmetry algebra of linearized diffeomorphisms is the same as that of the universal intrinsic structure. The global and localized charges associated with these symmetries are discussed in Sec. 6, and global conservation laws in Sec. 7. Section 8 shows that for event horizons, the algebra of global charges under Dirac brackets coincides with the algebra of linearized diffeomorphisms under Lie brackets. Section 9 discusses other applications to black holes and concludes.

1.1. Notation and conventions

We use the sign convention (−, +, +, +) throughout. We use the following conventions for tensor indices:

- Tensors on the spacetime \( M \) will be denoted by lowercase Roman abstract indices \( a, b, c \) etc. from the first half of the alphabet.

- Tensors on the null surface \( N \) will be denoted by lowercase Roman abstract indices \( i, j, k \) etc. from the second half of the alphabet.

- Tensors built on the vector space of covectors \( w_i \) orthogonal to the normal \( \ell^i \) at a point on \( N \) will be denoted by uppercase Roman abstract indices \( A, B, C \) etc.

Boldface quantities like \( \omega \) will denote differential forms. In Sec. 2 we will work in \( d \) spacetime dimensions, but in the remainder of the paper we will specialize to 4 spacetime dimensions.

2. REVIEW OF THE COVARIANT PHASE SPACE FORMALISM

In this section we review the generally covariant phase space framework for describing symmetries in a diffeomorphism covariant theory on a manifold \( M \) with boundary \( \partial M \) [6, 41–46]. We mostly follow the notations and terminology of Wald and Zoupas [6], with one or two exceptions noted below. The framework is very general and can be applied to arbitrary theories and boundary conditions. It was applied to vacuum general relativity at null infinity in Ref. [6], and will be applied to vacuum general relativity at finite null boundaries in later sections of this paper.
| Property | Noether charge | Boundary symmetry “charge variation” | Localized (Wald-Zoupas) boundary symmetry charge | Global symmetry generator charge |
|----------|----------------|-------------------------------------|-----------------------------------------------|----------------------------------|
| Symbol   | $Q_\xi$        | $\delta Q_{\xi,j}$                | $Q^{\mu\nu}$                                  | $Q_\xi$                          |
| Defining equations | $(2.6), (2.7), (6.7)$ | $(2.14)$                | $(2.25), (2.24), (2.26)$, (2.27)              | $(2.13)$ with $\Sigma$ a Cauchy surface |
| Always well defined? | Yes            | Yes                                | Requires the existence of presymplectic potential $\Theta$ satisfying certain properties | Yes (assuming validity of conjecture of Sec. 2.6) |
| Interpretation as generator of symmetry? | No             | No                                | No                                             | Yes (assuming global conservation laws valid) |
| Depends on? | Field configuration $\phi$, (d − 2)-surface $S$, boundary symmetry $\xi^a$ at $S$ | Field configuration $\phi$, (d − 2)-surface $S$, boundary symmetry $\xi^a$ at $S$ | Field configuration $\phi$, (d − 2)-surface $S$, boundary symmetry $\xi^a$ at $S$ | Conjectured law is that integral of symplectic current (2.8) over Cauchy surface $\Sigma$ and then in phase space independent of $\Sigma$ (Sec. 7). Established in some special cases |

$^a$The slash on the variation symbol is included here as a reminder that this is a one form on phase space which need not be exact, the corresponding charge may not exist.

TABLE I: A summary of the properties of the various charges and conservation laws reviewed in this section.

A summary of the properties of the various charges and conservation laws reviewed in this section is given in Table I.

### 2.1. Definitions of field configuration space and covariant phase space

We consider a $d$-dimensional manifold $M$ with boundary $\partial M$, on which we want to define a theory of some dynamical fields $\phi$, tensors$^2$ on $M$ (we suppress tensor indices on $\phi$). In the following sections of the paper we will specialize to vacuum general relativity for which $\phi = g_{ab}$. The boundary of $M$ can consist of a number of different components $B_j$,

$$\partial M = \bigcup_j B_j.$$

The boundary components can either be at a finite location, as for a black hole horizon, or can be asymptotic boundaries. In the latter case the manifold $M$ will be the unphysical spacetime of the conformal completion framework.

Two prototypical examples of setups we will want to consider are shown in Figure 1. In the first, the manifold $M$ is the domain of outer communications of a black hole formed in

$^2$One can also include dynamical fields that are gauge-covariant fields defined on a principal bundle over $M$ [47].
FIG. 1: An illustration of two situations we will consider for the spacetime $M$. (a) $M$ is taken to be the domain of outer communications of a black hole formed in a gravitational collapse, with boundary elements $\mathcal{I}^-$, $\mathcal{I}^+$ and $\mathcal{H}^+$. (b) $M$ is taken to be the domain of outer communications of an eternal black hole, with boundary elements $\mathcal{I}^-$, $\mathcal{I}^+$, $\mathcal{H}^-$ and $\mathcal{H}^+$. A crucial role in the formalism is the definition of a field configuration space $\mathcal{F}$ of fields $\phi$ on $M$. The fields are required to be smooth on $M$ and to obey suitable boundary conditions at each boundary component $B_j$ and at their intersections. A key goal of this paper is to determine appropriate boundary conditions for vacuum general relativity, for a boundary component which is a general null surface $\mathcal{N}$ at a finite location in spacetime. These boundary conditions should allow the computation of symmetries and charges. Boundary conditions that achieve this are specified in Sec. 5.1 below.

2.2. Definitions of currents

We next review how conserved currents associated with spacetime symmetries are obtained from the Lagrangian [6]. We assume that the dynamics of the theory is obtained
from a $d$-form Lagrangian

$$L = L(\phi)$$ (2.2)

which depends locally and covariantly on the fields $\phi$. Such a Lagrangian is independent of any “background fields”. Under a field variation $\phi \to \phi + \delta \phi$ the variation of the Lagrangian can always be written as

$$\delta L = E(\phi) \cdot \delta \phi + d\theta(\phi, \delta \phi),$$ (2.3)

where the tensor-valued $d$-form $E(\phi)$ represents the equations of motion and $\cdot$ represents contraction over any suppressed tensor indices. The $(d-1)$-form $\theta(\phi, \delta \phi)$ is the presymplectic potential, which is locally and covariantly constructed out of $\phi$ and $\delta \phi$ and finitely many of their derivatives. The subspace of $\mathcal{F}$ satisfying the equations of motion $E = 0$ forms the covariant phase space $\mathcal{F}$ of the theory.

Given two independent field variations $\delta_1 \phi$ and $\delta_2 \phi$ we define the presymplectic current

$$\omega(\phi, \delta_1 \phi, \delta_2 \phi) = \delta_1 \theta(\phi, \delta_2 \phi) - \delta_2 \theta(\phi, \delta_1 \phi).$$ (2.4)

If $\phi$ satisfies the equations of motion and $\delta_1 \phi$ and $\delta_2 \phi$ satisfy the linearized equations of motion, then the presymplectic current is conserved,

$$d\omega = 0.$$ (2.5)

We also define, for any vector field $\xi^a$ on spacetime, the Noether current $(d-1)$-form $j_\xi$ by

$$j_\xi = \theta(\phi, \mathcal{L}_\xi \phi) - i_\xi L,$$ (2.6)

where $i_\xi$ denotes contraction of the vector field with the differential form on the first index. It follows from Eqs. (2.3) and (2.6) that $dj_\xi = 0$ on shell. For any local and covariant theory it can be shown that the Noether current can always be written in the form (see [48, 49])

$$j_\xi = dQ_\xi + \xi^a C_a,$$ (2.7)

where $Q_\xi(\phi)$ is the Noether charge $(d-2)$-form and $C_a(\phi)$ are the constraints which vanish when the equations of motion hold. Taking a variation of the Noether current (2.6) and using Eqs. (2.3), (2.4) and (2.7) we get for on-shell perturbations

$$\omega(\phi, \delta \phi, \mathcal{L}_\xi \phi) = d[\delta Q_\xi - i_\xi \theta(\phi, \delta \phi)].$$ (2.8)
2.3. Definition of presymplectic form on covariant phase space

We next define the quantity

\[ \Omega_{\Sigma}(\phi, \delta_1 \phi, \delta_2 \phi) = \int_{\Sigma} \omega(\phi, \delta_1 \phi, \delta_2 \phi), \quad (2.9) \]

where \( \Sigma \) is any hypersurface embedded in \( M \). We would like to use the definition (2.9) specialized to a Cauchy surface \( \Sigma \) to define the presymplectic form\(^3\) of the theory, a two-form on the covariant phase space \( \mathcal{F} \). There are a number of properties that we would like \( \Omega_{\Sigma} \) to satisfy, some of which inform and restrict the definition of field configuration space \( \mathcal{F} \). These properties are:

- **Invariance under gauge transformations**: One might expect that \( \Omega_{\Sigma}(\phi, \delta_1 \phi, \delta_2 \phi) \) should be invariant under independent linearized diffeomorphisms acting on \( \delta_1 \phi \) and \( \delta_2 \phi \). This would require that \( \Omega_{\Sigma}(\phi, \delta \phi, L_{\xi} \phi) = 0 \) for any \( \phi \in \mathcal{F} \) and for any vector fields \( \xi^a \) and variations \( \delta \phi \) for which \( \delta \phi \) and \( L_{\xi} \phi \) are tangent to \( \mathcal{F} \). However, this is not true in general. Instead, from Eqs. (2.8) and (2.9) we have that, on shell, for a Cauchy surface \( \Sigma \),

\[ \Omega_{\Sigma}(\phi, \delta \phi, L_{\xi} \phi) = \int_{\partial \Sigma} \delta Q_{\xi}(\phi) - i_{\xi} \theta(\phi, \delta \phi), \quad (2.10) \]

where \( \partial \Sigma \) is the boundary of \( \Sigma \), a \( d - 2 \)-surface in \( \partial M \). This quantity vanishes for vector fields whose support lies in the interior of \( M \), but not in general for vector fields which are nonzero on the boundary \( \partial M \). As is well known, the fact that these diffeomorphisms do not correspond to degeneracy directions of the presymplectic form reflects the fact that the corresponding degrees of freedom are physical and not gauge\(^4\).

- **Finiteness at asymptotic boundaries**: The definition (2.9) is invariant under local deformations of the hypersurface \( \Sigma \) when on-shell, from Eq. (2.5). We would like the presymplectic form (2.9) to have a well defined limit as \( \Sigma \) approaches \( \mathcal{I}^+ \) or \( \mathcal{I}^- \), which will be true if the presymplectic current \( \omega \) has a well defined limit on those boundaries. Boundary conditions at \( \mathcal{I}^+ \) and \( \mathcal{I}^- \) that are sufficient to ensure this are given by Wald and Zoupas [6] (see their footnote 16). These boundary conditions supplement the standard definition of asymptotic flatness at null infinity [50] by specializing the gauge\(^5\), and are necessary for \( \omega \) to have a finite limit. In the context of null boundaries at finite locations discussed in this paper, we will also for convenience

---

\(^3\)The presymplectic form \( \Omega_{\Sigma} \) is usually degenerate. One can factor the configuration space \( \mathcal{F} \) by the orbits of the degeneracy subspaces of \( \Omega_{\Sigma} \) to obtain a phase space \( \Gamma \) on which there exists a nondegenerate symplectic form [43]. However this will not be needed in what follows.

\(^4\)One can choose to restore full diffeomorphism invariance by performing the Stueckelberg trick and introducing new physical degrees of freedom on the boundary, so-called edge modes [34, 35, 46].

\(^5\)Here by gauge we mean both diffeomorphism freedom and choice of conformal factor.
specialize the gauge at the boundary (see Sec. 5.1 below). There is a tension between
gauge specializations at the boundary and the fact that some of the diffeomorphism
degrees of freedom on the boundary become physical: one does not want to restrict
physical degrees of freedom in the definition of the field configuration space $\mathcal{F}$. A
general strategy for dealing with this tension is discussed in Sec. 5.1 below.

- **Independence of choice of Cauchy surface:** In order for $\Omega_\Sigma$ to define a presymplectic
form on the covariant phase space $\mathcal{F}$, one would like it to be independent of the choice
of Cauchy surface $\Sigma$. While the integral (2.9) is invariant under local deformations of
the hypersurface $\Sigma$, when one takes a limit to the boundary of spacetime there can
nonzero contributions to the limiting integral from “corners” of the spacetime where
boundary elements intersect, such as spatial infinity $i^0$. One would like to specialize
the definition of the field configuration space $\mathcal{F}$ to eliminate such contributions. This
issue is closely related to the question of the validity of the global conservation laws
discussed in Sec. 7 below.

### 2.4. Global charges that generate boundary symmetries

We now turn to a discussion of spacetime symmetries, which we will also call boundary
symmetries since only the action of the symmetry near the boundary $\partial M$ of spacetime will
be important [6]. Infinitesimal diffeomorphisms are parametrized by vector fields $\xi^a$ on $M$,
under which fields transform as $\phi \to \phi + \delta \phi$, where

$$
\delta \phi = \mathcal{L}_{\xi} \phi. \tag{2.11}
$$

Fix attention on one component $B_j$ of the boundary $\partial M$. We denote by $G_j$ the set of smooth
vector fields $\xi^a$ on $M$ such that the diffeomorphism generated by $\xi^a$ preserves the boundary
$\partial M$, and such that for any solution $\phi \in \mathcal{F}$, the transformed solution $\phi + \mathcal{L}_{\xi} \phi$ satisfies any
boundary conditions at $B_j$ imposed on fields in $\mathcal{F}$, to linear order in $\xi^a$. We will call such
a vector field a representative of an infinitesimal boundary symmetry at $B_j$. We also define
$G$ to be the set of smooth vector fields whose diffeomorphisms preserve $\partial M$ and map $\mathcal{F}$ to
$\mathcal{F}$ under pullback, which we call representatives of infinitesimal boundary symmetries.

Consider now a representative of an infinitesimal boundary symmetry $\xi^a$. We would like
to construct a charge $Q_{\xi}$, a function on $\mathcal{F}$, which generates the boundary symmetry (2.11).
This means that $Q_{\xi}$ should satisfy [6]

$$
\delta Q_{\xi} = \Omega_\Sigma(\phi, \delta \phi, \mathcal{L}_{\xi} \phi) = \int_\Sigma \omega(\phi, \delta \phi, \mathcal{L}_{\xi} \phi) \tag{2.12}
$$

6The set $G$ will generally be a proper subset of $\bigcap_j G_j$, because of boundary conditions imposed at intersections
of boundary elements in the definition of $\mathcal{F}$ (for example continuity at a bifurcation two-sphere in an eternal
black hole spacetime). See Sec. 7 below for further discussion.
for all $\phi \in \mathcal{F}$ and for all $\delta \phi$, $L_{\xi} \phi$ tangent to $\mathcal{F}$, where $\Sigma$ is a Cauchy surface. The charge $Q_{\xi}$ can be interpreted as a Hamiltonian\(^7\) in the special case when $\xi$ is a timelike vector field. We call the charges (2.12) \textit{global charges} since they are obtained by an integral over a complete Cauchy surface and so involve all the degrees of freedom in the theory, in contrast to the localized charges discussed in Sec. 2.6 below.

We next discuss the conditions under which the boundary symmetry generator charge $Q_{\xi}$ will exist. Since Eq. (2.12) is attempting to define an exact one-form on field configuration space, the right hand side should be a closed one-form. It follows from Eq. (2.8) that the variation of the charge is a surface term on-shell:

$$
\delta Q_{\xi} = \int_{\partial \Sigma} \delta Q_{\xi} - i_{\xi} \theta(\phi, \delta \phi).
$$

(2.13)

If the boundary $\partial \Sigma$ consists of a number of disconnected components $S_j$, then $\delta Q_{\xi} = \sum_j \delta Q_{\xi,j}$ where

$$
\delta Q_{\xi,j} = \int_{S_j} \delta Q_{\xi} - i_{\xi} \theta(\phi, \delta \phi).
$$

(2.14)

Taking a second variation and using the definition (2.4) of the presymplectic current gives\(^6\)

$$
0 = (\delta_1 \delta_2 - \delta_2 \delta_1) Q_{\xi} = - \int_{\partial \Sigma} i_{\xi} \omega(\phi, \delta_1 \phi, \delta_2 \phi).
$$

(2.15)

The quantity (2.15) must vanish for all $\delta_1 \phi$ and $\delta_2 \phi$ tangent to $\mathcal{F}$ in order for the charge $Q_{\xi}$ to exist. When it does vanish\(^8\), the definition (2.12) determines the charge on $\mathcal{F}$ up to constants of integration on phase space, which can be specified by demanding that the charge vanish on a reference solution on each connected component of $\mathcal{F}$ [6]. This prescription is discussed in more detail in the more general context of localized charges in Sec. 2.6 below.

In all cases that we are aware of, the condition (2.15) is satisfied whenever $\Sigma$ is taken to be a Cauchy surface, as here. While we are not aware of a general proof, there is a physical argument indicating that the condition should be satisfied: a non-vanishing pullback of the symplectic current to $\partial \Sigma$ in (2.15) reflects an interaction between degrees of freedom that have been included in the integral (2.12) and those that have been excluded, and Cauchy surfaces include all of the degrees of freedom. Some examples of cases where the condition (2.15) is satisfied include:

\(^7\)Here we depart slightly from the terminology used by Wald and Zoupas [6], who call all such charges Hamiltonians and denote them by $H_{\xi}$. The definition of Wald and Zoupas – their Eq. (8) – is also more general since they do not impose that $\Sigma$ be a Cauchy surface. We will return to this generalization in Sec. 2.6 below.

\(^8\)Note that in general the second term in Eq. (2.13) can give a nonvanishing contribution, so that the charge differs from the Noether charge, even when the obstruction (2.15) vanishes. This occurs for example for ADM charges at spatial infinity [51].
• Spacetimes in general relativity that are asymptotically flat at spatial infinity $i^0$ and vacuum in a neighborhood of $i^0$, and spacelike Cauchy surfaces $\Sigma$ that extend to $i^0$. In this case the presymplectic current extends continuously to the boundary but has vanishing pullback there [6].

• Asymptotically flat spacetimes in vacuum general relativity with no horizons, with $\Sigma$ taken to be future null infinity $I^+$, with certain fall off conditions on the News tensor. Consider the integrand in the obstruction (2.15), in the limit where the cut $\mathcal{S}$ of $\mathcal{I}^+$ approaches $\mathcal{I}^+_+$ or $\mathcal{I}^+_-$, i.e., $i^+$ or $i^0$. Denoting affine parameter by $u$, the integrand is given by Eq. (72) of [6] and scales like a symmetry generator $\sim u$, times a shear tensor $\sim u^0$, times a News tensor. Hence if the News tensor decays faster than $1/|u|$ as $|u| \to \infty$ the result vanishes:

$$\int_{\mathcal{I}^+_\pm} i_\xi \omega = 0.$$  

(2.16)

In the Christodoulou-Klainerman class of spacetimes [52] the News decays like $|u|^{-3/2}$.

• In the previous example, if the spacetime contains in addition a future event horizon $\mathcal{H}^+$, then the Cauchy surface can be taken to be $\mathcal{H}^+ \cup \mathcal{I}^+$ and the integral (2.12) will contain contributions from both $\mathcal{H}^+$ and $\mathcal{I}^+$:

$$\delta Q_{\xi} = \int_{\mathcal{H}^+} \omega(\phi, \delta \phi, L_\xi \phi) + \int_{\mathcal{I}^+} \omega(\phi, \delta \phi, L_\xi \phi).$$  

(2.17)

Here the first term will depend only on the limiting form of the symmetry $\xi^a$ near $\mathcal{H}^+$, and the second term only on the limiting form near $\mathcal{I}^+$. The integrability analysis described above can be applied to each of these terms separately. In Appendix G we show that the condition (2.15) is satisfied for the integral over $\mathcal{H}^+$ under certain conditions (as well as for the integral over $\mathcal{I}^+$).

To summarize this discussion, the definition (2.12) should be sufficient to compute global charges $Q_{\xi}$ that generate boundary symmetries when $\Sigma$ is a Cauchy surface. See the review article by Strominger [7] for several specific calculations of charges of this type. In Sec. 6.3 below we will compute explicitly the contribution to such charges from boundary elements that are null surfaces at a finite location in spacetime, and in Sec. 7 we will discuss global conservation laws that are satisfied by global charges $Q_{\xi}$.

### 2.5. Boundary symmetry algebras of linearized diffeomorphisms

We next discuss the symmetry algebras associated with each component $\mathcal{B}_j$ of the boundary $\partial M$ of spacetime. These are obtained from the set $G_j$ of representatives of infinitesimal boundary symmetries at $\mathcal{B}_j$ by modding out the trivial representatives whose charges (2.13)
vanish \cite{6}. Specifically, we define an equivalence relation on representatives $\xi^a$ by

$$\xi^a \sim \xi'^a \text{ if } \xi^a \equiv \xi'^a \text{ and } \int_S (\delta Q_\xi - i_\xi \theta) = \int_S (\delta Q_{\xi'} - i_{\xi'} \theta). \quad (2.18)$$

Here the notation $\equiv$ means equal when evaluated on $B_j$, and the integrals must coincide for all $\phi \in \mathcal{F}$ and $\delta \phi$ tangent to $\mathcal{F}$ and for all cross sections $S$ of $B_j$. We define the symmetry algebra

$$g_j = G_j / \sim, \quad (2.19)$$

which for example gives the BMS algebra at null infinity \cite{6}. In Sec. 5.2 below we will derive the corresponding symmetry algebra for a null surface at a finite location.

We similarly define the global symmetry algebra $g = G / \sim$, where now the equivalence relation is defined by imposing Eq. (2.18) at all cross sections $S$ of all boundary components $B_j$. In general $g$ will be a proper subalgebra of the direct sum algebra

$$\bigoplus_j g_j, \quad (2.20)$$

because of boundary conditions imposed at the intersections of boundary components in the definition of $\mathcal{F}$, cf. the discussions in Sec. 2.4 above and 7 below.

### 2.6. Localized (Wald-Zoupas) charges, fluxes and conservation laws

We now turn to a discussion of a different type of charge which we call localized charges, whose physical interpretation is roughly the amount of charge in a subset of the degrees of freedom of the theory. Studies of this type of charge have a long history in general relativity. For example, there have been many attempts made to define the total mass in a finite region of space, using various notions of quasilocal mass \cite{53}, but no natural and generally accepted definition has emerged. On the other hand, as is well known, the total amount of 4-momentum$^9$ radiated through any finite region of future null infinity is uniquely defined \cite{8,9}. Wald and Zoupas \cite{6} give a very general prescription for defining localized charges of this type at a boundary of spacetime, for any diffeomorphism invariant theory and for a large class of boundary conditions. They show that their general prescription gives the conventional results \cite{8,9} for BMS charges at null infinity. In this subsection we review and specialize slightly their general construction, and in Sec. 6.4 below we apply it to compute localized charges at a spacetime boundary consisting of a null surface at a finite location.

One trivial kind of localization was already encountered in Sec. 2.4 above. In the example (2.17), the charge variation $\delta Q_\xi$ was expressed as a sum of an integral over the future event horizon $\mathcal{H}^+$ and an integral over future null infinity $\mathcal{I}^+$, each of which individually satisfies

$^9$Or more generally any BMS charge.
the integrability condition (2.15). Here we want to go further and consider charges localized to subregions of boundary components.

Consider a region $\Delta B_j$ of a boundary $B_j$ whose boundary consists of two crosssections $S$ and $S'$, and a representative $\xi^a$ of an infinitesimal boundary symmetry at $B_j$. Given a solution $\phi \in \mathcal{F}$, we would like to define an exact 3-form $dQ_{\xi}^{\text{loc}}$ on $B_j$ for which the charge in the region $\Delta B_j$ is

$$\int_{\Delta B_j} dQ_{\xi}^{\text{loc}} = Q_{\xi}^{\text{loc}}(S') - Q_{\xi}^{\text{loc}}(S),$$

where

$$Q_{\xi}^{\text{loc}}(S) = \int_S Q_{\xi}^{\text{loc}}$$

is the charge at crosssection $S$. We will call the quantity (2.22) a localized or Wald-Zoupas charge. The prototypical example of a quantity like this is the Bondi mass at a cross section $S$ of $\mathscr{I}^+$, which is the total mass of the spacetime minus the mass radiated up to $S$. In Sec. 6.4 we will define a similar quantity at cuts of a null boundary, which for a future event horizon will be the total charge at the bifurcation twoosphere of the black hole (if any) plus the total charge accreted by the black hole up to the cut $S$\(^{10}\).

In the limit $\Delta B_j \rightarrow B_j$, the quantity (2.21) should reduce to the contribution from $B_j$ to the global charge $Q_{\xi}$. A natural candidate prescription for defining a $d-2$-form $Q_{\xi}^{\text{loc}}$ that would achieve this is given by taking $\Sigma = \Delta B_j$ in the definition (2.12), or, from Eqs. (2.13) and (2.21),

$$\delta Q_{\xi}^{\text{loc}} = \delta Q_{\xi} - i_\xi \theta.$$  

However, the corresponding charge (2.22) will generally not exist because of the obstruction (2.15). One would like to modify the right hand side of Eq. (2.23) in such a way as to remove this obstruction, without changing the integral on the left hand side of (2.21) in the limit $\Delta B_j \rightarrow B_j$. One would also like to find a natural prescription for this modification that yields unique charges. One could then interpret Eq. (2.21) as a localized conservation law, which equates a flux through a region of $B_j$ with the difference between the charges at the two crosssections. (A distinct kind of global conservation law involving global charges $Q_{\xi}$ is discussed in Sec. 7 below.)

Wald and Zoupas [6] suggested a prescription of this kind that gives unique answers under certain conditions, which can be summarized as follows (we omit some subtleties related to taking the limit to asymptotic boundaries that will not be relevant for our application):

1. Compute the pullback $\omega(\phi, \delta_1 \phi, \delta_2 \phi)$ to the boundary component $B_j$ of the presymplectic current $\omega(\phi, \delta_1 \phi, \delta_2 \phi)$. Here the barred fields are the dynamical fields on the boundary induced by the solution $\phi \in \mathcal{F}$ and linearized solutions $\delta_1 \phi, \delta_2 \phi$ tangent to

\(^{10}\)Our orientation convention is such that (2.21) is valid at $\mathcal{I}^+$ when $S$ is to the future of $S'$, while at a future event horizon $\mathcal{H}^+$ it is valid when $S'$ is to the future of $S$.  
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\( \mathcal{F} \), obtained by taking pullbacks of these fields (and possibly their derivatives) to the boundary.

2. Choose a presymplectic potential \( \Theta(\bar{\phi}, \delta \phi) \) on \( B_j \) for the pullback \( \omega \), that is, a \( d-1 \)-form which satisfies

\[
\omega(\bar{\phi}, \delta_1 \phi, \delta_2 \phi) = \delta_1 \Theta(\bar{\phi}, \delta_2 \phi) - \delta_2 \Theta(\bar{\phi}, \delta_1 \phi) .
\] (2.24)

We require that the dependence of \( \Theta \) on the dynamical fields on the boundary, as well as the dependence on fields in any universal background structure on \( B_j \) inherent in the definition of the field configuration space \( \mathcal{F} \), be local and covariant \(^{11}\). (See Secs. 4 and 5 for more details on universal background structures.)

3. Add the term \( i_\xi \Theta \) to the right hand side of Eq. (2.23), thus giving from Eq. (2.22) the following formula for the variation of the localized charge:

\[
\delta Q_{\xi}^{\text{loc}}(S) = \int_S \delta Q_{\xi}^{\text{loc}} = \int_S \delta Q_\xi - i_\xi \theta + i_\xi \Theta .
\] (2.25)

4. Now repeating the computation that led to Eq. (2.15) shows that the obstruction now vanishes. The definition (2.25) therefore determines the charge \( Q_{\xi}^{\text{loc}}(S) \) on \( \mathcal{F} \) up to constants of integration on phase space, which can be specified by demanding that the charges vanish on a reference solution \(^{12}\) \( \phi_0 \) on each connected component of \( \mathcal{F} \),

\[
Q_{\xi}^{\text{loc}}(S) \big|_{\phi=\phi_0} = 0 ,
\] (2.26)

for all symmetry representatives \( \xi^a \) and cuts \( S \) \(^{6}\).

5. In order to reduce the non-uniqueness in the boundary presymplectic potential \( \Theta \), we impose the requirement that

\[
\Theta(\bar{\phi}, \delta \phi) = 0
\] (2.27)

for all \( \delta \phi \) whenever \( \bar{\phi} \) is stationary \(^{13}\) at \( B_j \). We also impose that the reference solution \( \phi_0 \) be stationary at \( B_j \).

---

\(^{11}\)What this means is as follows. The presympletic potential \( \Theta \) depends on a field configuration \( \phi \), its variation \( \delta \phi \), a universal background structure on \( B_j \) which we denote by \( p \), and on the boundary \( B_j \): \( \Theta = \Theta(\phi, \delta \phi, p, B_j) \). Locality and covariance requires that for any diffeomorphism \( \psi : M \rightarrow M \),

\[
\psi_* \Theta(\phi, \delta \phi, p, B_j) = \Theta(\psi_* \phi, \psi_* \delta \phi, \psi_* p, \psi^{-1}(B_j)) ,
\]

where \( \psi_* \) is the pullback. If we specialize to diffeomorphisms which preserve the boundary, \( \psi^{-1}(B_j) = B_j \), and the universal background structure on the boundary, \( \psi_* p = p \), then \( \psi_* \Theta(\phi, \delta \phi, p, B_j) = \Theta(\psi_* \phi, \psi_* \delta \phi, p, B_j) \).

\(^{12}\)And on all solutions related to \( \phi_0 \) by linearized diffeomorphisms. See Appendix E for further discussion of this point.

\(^{13}\)By “stationary at \( B_j \)” we mean that there exists a representative \( \tau^a \) of an infinitesimal boundary symmetry at \( B_j \) which is timelike and satisfies the Killing equation on \( B_j \) and to first order in deviations off \( B_j \). This is a weaker notion than used in \(^{6}\).
The motivation for the fifth requirement is as follows [6]. It is natural on physical grounds to demand that the flux $dQ^\xi_{\text{loc}}$ vanish for solutions which are stationary at the boundary $B_j$. Taking the exterior derivative of the integrand in Eq. (2.25) and using Eq. (2.8) and the fact that $d$ and $\delta$ commute we get

$$\delta dQ^\xi_{\text{loc}} = \omega(\phi; \delta \phi, \mathcal{L}_\xi \phi) + d[i_\xi \Theta(\phi; \delta \phi)] = \omega(\phi; \delta \phi, \mathcal{L}_\xi \phi) + \mathcal{L}_\xi \Theta(\phi; \delta \phi),$$

(2.28)

To integrate this on $\mathcal{F}$, note that $Q^\xi_{\text{loc}}$ must vanish identically on $\phi_0$ by Eq. (2.26), while $\Theta(\phi_0, \delta \phi)$ vanishes by Eq. (2.27). Thus we obtain

$$dQ^\xi_{\text{loc}} = \Theta(\phi; \mathcal{L}_\xi \phi),$$

(2.29)

and so the flux vanishes identically on stationary solutions as desired, by Eq. (2.27).

A useful method of parameterizing choices of $\Theta$ that automatically satisfy all the requirements apart from the stationary requirement (2.27) is

$$\Theta = \theta - \delta \alpha,$$

(2.30)

where the first term on the right hand side is the pullback of the presymplectic potential $\theta$, and $\alpha$ is some $d-1$-form on $B_j$ constructed from $\mathcal{F}$. Inserting this into Eq. (2.25), integrating in the covariant phase space $\mathcal{F}$ and using Eq. (2.26) now gives

$$Q^\xi_{\text{loc}}(S) = \int_S Q_\xi - i_\xi \alpha,$$

(2.31)

if the right hand side vanishes on the reference solution $\phi = \phi_0$. In Sec. 6 we will show that at a null boundary for vacuum general relativity one can choose $\alpha$ so that $\Theta$ satisfies the criteria outlined above, with the definition of stationary of footnote 13 replaced by the weaker notion of shear free and expansion free.

Finally, the global charges $Q_\xi$ discussed in Sec. 2.4 above can often be written in terms of the localized charges $Q^\xi_{\text{loc}}(S)$ discussed here, specialized to specific cross sections $S$:

$$Q_\xi = \sum_j Q^\xi_{\text{loc}}(S_j) = \sum_j \int_{S_j} Q^\xi_{\text{loc}},$$

(2.32)

where the boundary $\partial \Sigma$ of a Cauchy surface $\Sigma$ is a union $\partial \Sigma = \bigcup_j S_j$ of disconnected components $S_j$. The relation (2.32) will hold when the correction term $i_\xi \Theta$ in the definition (2.25) of the localized charge vanishes on $\partial \Sigma$, from the definition (2.13), if the same reference solution is used for the localized and global charges. We expect the correction term $i_\xi \Theta$ to generically vanish on $\partial \Sigma$ when $\Sigma$ is a Cauchy surface. Some examples where this occurs are:

- At future null infinity $\mathcal{I}^+$, the correction term $i_\xi \Theta$ is proportional to the generator
\( \xi \) times the News tensor (Eq. (73) of [6]). Letting \( u \) denote an affine parameter along \( \mathcal{I}^+ \), the generator scales as \( \sim |u| \) as \( u \to \pm \infty \), and so if the News tensor decays faster than \( 1/|u| \), the contributions from the boundaries \( \mathcal{I}^\pm_+ \) of \( \mathcal{I}^+ \) will vanish [cf. the discussion before Eq. (2.17) above].

- For a future event horizon \( \mathcal{H}^+ \), we show in Appendix G that the contribution to the correction term from the future boundary \( \mathcal{H}^+_+ \) (the limit to \( i^+ \)) of the horizon vanishes, if the shear obeys a suitable decay condition near \( \mathcal{H}^+_+ \). We also show that the contribution from a bifurcation two-sphere \( \mathcal{H}^\pm_+ \) vanishes.

Explicit expressions for \( Q_{\xi}^{loc}(S) \) for cross sections \( S \) of future null infinity \( \mathcal{I}^+ \) are given in Eqs. (92) and (98) of Wald and Zoupas [6], and specialized to Bondi coordinates in Eq. (3.5) of Ref. [54]. For cross sections of an arbitrary null surface, our result for \( Q_{\xi}^{loc}(S) \) is given in Eq. (6.27) below.

### 2.7. Potential ambiguities in global and localized charges

We next discuss some ambiguities that can arise in the definitions and constructions outlined above of global and localized charges [6, 46, 55]. Wald and Zoupas show that these ambiguities can be resolved in vacuum general relativity at future null infinity. We will similarly argue that they can be resolved at null boundaries at finite locations. However, they may be significant for other theories or at other types of boundary.

First, the definition (2.3) of the presymplectic potential \( \theta \) determines it up to a closed form. Since we require that \( \theta \) be local and covariant this closed form is also exact [56]. The corresponding ambiguities are

\[
\begin{align*}
\theta(\phi, \delta \phi) &\to \theta(\phi, \delta \phi) + dY(\phi, \delta \phi), \\
\omega(\phi, \delta_1 \phi, \delta_2 \phi) &\to \omega(\phi, \delta_1 \phi, \delta_2 \phi) + d[\delta_1 Y(\phi, \delta_2 \phi) - \delta_2 Y(\phi, \delta_1 \phi)]
\end{align*}
\]  

(2.33a)  
(2.33b)

for some \((d-2)\)-form \( Y \). These give rise to the following transformations of the presymplectic potential \( \Theta \) and of the localized charge \( Q_{\xi}^{loc}(S) \):

\[
\begin{align*}
\Theta(\phi, \delta \phi) &\to \Theta(\phi, \delta \phi) + dY(\phi, \delta \phi), \\
Q_{\xi}^{loc}(S) &\to Q_{\xi}^{loc}(S) + \int_S Y(\phi, \xi \phi).
\end{align*}
\]  

(2.34a)  
(2.34b)

One can demand that the maximum number of derivatives of the fields \( \phi \) or their variations \( \delta \phi \) in the \((d-2)\)-form \( Y \) be two less than the number of derivatives appearing in the Lagrangian. This requirement is in some sense natural, since otherwise the number of derivatives in \( \theta \) from Eq. (2.33a) exceeds what one would naively expect from Eq. (2.3). In Sec. 6.1 below we argue that this requirement eliminates the ambiguity (2.33) for vacuum general relativity.
Second, the definition (2.24) of the presymplectic potential $\Theta$ determines it only up a transformation of the form

$$\Theta(\phi, \delta \phi) \rightarrow \Theta(\phi, \delta \phi) + \delta W(\phi), \quad (2.35)$$

where $W$ is constructed locally and covariantly from the field $\phi$ and from any universal background structure on $B_j$. The localized charge transforms under this ambiguity as

$$Q_{\xi}^{\text{loc}}(S) \rightarrow Q_{\xi}^{\text{loc}}(S) + \int_S i_\xi W. \quad (2.36)$$

From the requirement (2.27) it follows that $\delta W(\phi)$ must vanish for all solutions $\phi$ that are stationary at $B_j$, and for all linearized solutions $\delta \phi$. If one additionally assumes that $W$ depends analytically on the fields, it follows that $W = 0$ at future null infinity $\mathcal{I}^+$ in vacuum general relativity [6]. We give a similar argument in Sec. 6.4 below to show that the ambiguity $W$ vanishes at finite null surfaces, if we assume that the maximum number of derivatives appearing in $W$ is one less than the number of derivatives appearing in the Lagrangian.

Third, one can redefine the Lagrangian by an exact form, $L \rightarrow L + dK$, without changing the equations of motion of the theory. The corresponding transformations of the presymplectic potential $\theta$, presymplectic current $\omega$, Noether charge $d - 2$-form $Q_\xi$ and the integrands $\delta Q_\xi - i_\xi \theta$ and $dQ_\xi^{\text{loc}}$ of the symmetry generator charge (2.13) and localized charge (2.25) are given by

\begin{align*}
\theta(\phi, \delta \phi) & \rightarrow \theta(\phi, \delta \phi) + \delta K(\phi), \quad (2.37a) \\
\omega(\phi, \delta_1 \phi, \delta_2 \phi) & \rightarrow \omega(\phi, \delta_1 \phi, \delta_2 \phi), \quad (2.37b) \\
Q_\xi(\phi) & \rightarrow Q_\xi(\phi) + i_\xi K(\phi), \quad (2.37c) \\
\delta Q_\xi - i_\xi \theta & \rightarrow \delta Q_\xi - i_\xi \theta, \quad (2.37d) \\
Q_\xi^{\text{loc}}(\phi) & \rightarrow Q_\xi^{\text{loc}}(\phi). \quad (2.37e)
\end{align*}

While this transformation does affect the Noether charge, it does not affect the symmetry generator charge $Q_\xi$ and localized charge $Q_\xi^{\text{loc}}$ that are of the most interest for this paper.

3. REVIEW OF THE LOCAL GEOMETRY OF NULL HYPERSURFACES

3.1. Foundations

In this section we review the local geometry of null hypersurfaces [57, 58], in order to fix our notations and conventions. For the remainder of the paper we specialize to 3 + 1 spacetime dimensions. Suppose we are given a spacetime $(M, g_{ab})$, and a null hypersurface
\( \mathcal{N} \) in \( M \) whose topology is \( \mathcal{Z} \times \mathbb{R} \) for some base space \( \mathcal{Z} \). We denote by \( \ell_a \) a choice of future directed, null normal to the surface \( \mathcal{N} \). This normal is not unique but can be rescaled according to

\[
\ell_a \rightarrow e^\sigma \ell_a, \tag{3.1}
\]

where \( \sigma \) is any smooth function on \( \mathcal{N} \). We define the non-affinity \( \kappa \), a function on \( \mathcal{N} \), by

\[
\ell^a \nabla_a \ell^b \cong \kappa \ell^b. \tag{3.2}
\]

As a reminder here we are using \( \cong \) to mean equality when restricted to \( \mathcal{N} \). The non-affinity transforms under the rescaling (3.1) as

\[
\kappa \rightarrow e^\sigma (\kappa + \mathcal{L}_\ell \sigma). \tag{3.3}
\]

We will adopt the terminology that any quantity \( f \) which transforms under the transformation (3.1) as

\[
f \rightarrow e^{-n\sigma} f \tag{3.4}
\]

has scaling weight \( n \).

We can identify the tangent space \( T_p(\mathcal{N}) \) to \( \mathcal{N} \) at a point \( p \) with the subspace of the tangent space \( T_p(M) \) consisting of vectors \( v^a \) with \( v^a \ell_a = 0 \). Since \( \ell^a \equiv g^{ab} \ell_b \) lies in this subspace we can identify it with a vector field \( \ell^i \) on \( \mathcal{N} \), the integral curves of which are the null generators of the null surface. (Recall that we use lowercase Roman indices \( i, j, \ldots \) to denote tensors intrinsic to \( \mathcal{N} \).) Next, the pullback map takes covectors \( w_a \) on \( M \) evaluated on \( \mathcal{N} \) to covectors \( w_i \) on \( \mathcal{N} \). We denote this pullback map by

\[
w_a \rightarrow \Pi^a_i w_a, \tag{3.5}
\]

thereby defining the quantity \( \Pi^a_i \). The pullback of the null normal covector \( \ell_a \) vanishes identically by definition, since all vectors on \( \mathcal{N} \) are orthogonal to \( \ell_a \):

\[
\Pi^a_i \ell_a = 0. \tag{3.6}
\]

A question that often arises in computations is when can a contraction \( w_a v^a \) of spacetime tensors be replaced by a corresponding contraction \( w_i v^i \) of tensors intrinsic to \( \mathcal{N} \). First, given \( w_a \) and \( v^a \), while \( w_i \) can be defined using the pullback, the quantity \( v^i \) is not necessarily well defined; it is defined only when \( \ell_a v^a = 0 \). When this condition is satisfied, the contractions coincide:

\[
\ell_a v^a = 0 \implies w_a v^a = w_i v^i. \tag{3.7}
\]

A similar issue arises in going from three dimensions down to two dimensions. We denote by \( W_p \) the two dimensional subspace of the dual space \( T_p(\mathcal{N})^* \) consisting of covectors \( w_i \).
that satisfy \( w_i \ell^i = 0 \). We will denote by abstract indices \( A, B \) etc. tensors built on \( W_p \).

When can a contraction \( w_i v^i \) of tensors on \( \mathcal{N} \) be replaced by a corresponding contraction \( w_A v^A \) of tensors in \( W_p \) and \( W_p^* \)? The answer in this case is the opposite of that for going from four to three dimensions. First, given \( w_i \) and \( v^i \), the quantity \( v^A \) is always well defined by considering \( v^i \) as a linear map on \( T_p(\mathcal{N})^* \) and restricting its action to \( W_p \) (we shall call this operation a pullback). On the other hand, it is necessary that \( w_i \ell^i = 0 \) in order that \( w_A \) be defined. When this condition is satisfied, the contractions coincide:

\[
 w_i \ell^i = 0 \quad \implies \quad w_i v^i = w_A v^A. \tag{3.8}
\]

### 3.2. Geometric fields defined on a null hypersurface

We denote by \( q_{ij} \) the induced metric on \( \mathcal{N} \)

\[
 q_{ij} = \Pi_i^a \Pi_j^b g_{ab}, \tag{3.9}
\]

which has signature \((0, +, +)\). Taking the pullback of the relation \( \ell_a = g_{ab} \ell^b \) and using Eq. (3.7) gives

\[
 q_{ij} \ell^j = 0, \tag{3.10}
\]

i.e., \( \ell^i \) is an eigenvector of the induced metric with eigenvalue zero. It follows that we can regard \( q_{ij} \) as a tensor in \( W_p \otimes W_p \), which we write as \( q_{AB} \). This has a unique inverse in \( W_p^* \otimes W_p^* \) which we write as \( q^{AB} \). We will use \( q_{AB} \) and \( q^{AB} \) to freely raise and lower capital Roman indices.

The second fundamental form of the surface \( \mathcal{N} \) is given by

\[
 K_{ij} = \Pi_i^a \Pi_j^b \nabla_a \ell_b. \tag{3.11}
\]

Since \( \ell_a \) is normal to a hypersurface we have \( \ell_{[a} \nabla_b \ell_{c]} \cong 0 \) or \( \nabla_{[a} \ell_{b]} \cong \ell_{[a} w_{b]} \) for some \( w_b \), and taking the pullback and using (3.6) gives

\[
 K_{[ij]} = 0. \tag{3.12}
\]

Similarly, lowering the index in Eq. (3.2), taking the pullback and using Eqs. (3.6) and (3.7) gives

\[
 \ell^i K_{ij} = 0. \tag{3.13}
\]

It follows that \( K_{ij} \) lies in \( W_p \otimes W_p \) and so can be written as \( K_{AB} \). We can uniquely decompose the second fundamental form as

\[
 K_{AB} = \frac{1}{2} \theta q_{AB} + \sigma_{AB}, \tag{3.14}
\]
where $\theta$ is the expansion and the shear $\sigma_{AB}$ is traceless, $q^{AB}\sigma_{AB} = 0$. This equation can also be written as $K_{ij} = \theta q_{ij}/2 + \sigma_{ij}$.

The second fundamental form is related to the Lie derivative of the induced metric. Taking the pullback of the identity $\mathcal{L}_\ell g_{ab} = 2\nabla_{(a}\ell_{b)}$ and using the fact that the pullback commutes with the Lie derivative gives

$$K_{ij} = \frac{1}{2} \mathcal{L}_\ell g_{ij}. \quad (3.15)$$

Consider next the object

$$\Pi^i_\ell \nabla_a \ell^b. \quad (3.16)$$

This tensor is orthogonal to the normal on the $b$ index, since $\ell_b \Pi^i_\ell \nabla_a \ell^b = \Pi^i_\ell \nabla_a (\ell_b \ell^b)/2 = 0$, since $\ell_b \ell^b = 0$ on $\mathcal{N}$ and the derivative is along the surface. Therefore this quantity is an intrinsic tensor which we write as

$$K_{ij}, \quad (3.17)$$

called the Weingarten map [58]. From Eqs. (3.2) and (3.7) it follows that

$$K_{ij} \ell^i = \kappa \ell^j. \quad (3.18)$$

Similarly taking the pullback of the relation $\nabla_a \ell^b g_{bc} = \nabla_a \ell_c$ and using (3.7) and (3.9) gives that

$$K_{ij} q_{jk} = K_{ik}. \quad (3.19)$$

It follows from Eqs. (3.12), (3.13), (3.18) and (3.19) that the Weingarten map $K_{ij}$ has six independent nonzero components in general in four spacetime dimensions, three of which are determined by the second fundamental form $K_{ij}$, and one of which is determined by the non-affinity $\kappa$, leaving two additional independent components [see Appendix A for more details, especially Eqs. (A.13c) and (A.13d)].

Next, a choice of volume form $\varepsilon_{abcd}$ on spacetime determines a volume form $\varepsilon_{ijk}$ on $\mathcal{N}$ as follows. We consider three-forms $\varepsilon_{abc}$ on $\mathcal{N}$ which satisfy

$$4\varepsilon_{[abc]d} \equiv \varepsilon_{abcd}, \quad (3.20)$$

and then take the pullback of these three-forms:

$$\varepsilon_{ijk} = \Pi^a_i \Pi^b_j \Pi^c_k \varepsilon_{abc}. \quad (3.21)$$

Although $\varepsilon_{abc}$ is not unique, its pullback $\varepsilon_{ijk}$ is. We define the antisymmetric tensor $\varepsilon^{ijk}$ by

$$\varepsilon^{ijk} \varepsilon_{ijk} = 3!, \quad (3.22)$$
and the two-form $\varepsilon_{ij}$ by

$$\varepsilon_{ij} = -\varepsilon_{ijk} \ell^k. \quad (3.23)$$

Under the scaling transformation (3.1) the various quantities defined in this subsection transform as

\begin{align*}
q_{ij} &\rightarrow q_{ij}, \quad (3.24a) \\
K_{ij} &\rightarrow e^\sigma K_{ij}, \quad (3.24b) \\
K_i^j &\rightarrow e^\sigma \left( K_i^j + D_i \sigma \ell^j \right), \quad (3.24c) \\
\theta &\rightarrow e^\sigma \theta, \quad (3.24d) \\
\varepsilon_{ijk} &\rightarrow e^{-\sigma} \varepsilon_{ijk}, \quad (3.24e) \\
\varepsilon^{ijk} &\rightarrow e^\sigma \varepsilon^{ijk}, \quad (3.24f) \\
\varepsilon_{ij} &\rightarrow \varepsilon_{ij}, \quad (3.24g)
\end{align*}

where $D_i$ is any derivative operator on $\mathcal{N}$.

### 3.3. Divergence operator

Although there is no preferred derivative operator on $\mathcal{N}$, one can define a divergence operation $v^i \rightarrow \hat{D}_i v^i$ on vector fields via

$$\hat{D}_i v^i = \frac{1}{2} \varepsilon^{ijk} D_k (\varepsilon_{ijm} v^m), \quad (3.25)$$

where $D_i$ is again any derivative operator on $\mathcal{N}$. The right hand side is independent of the choice of $D_i$ since it enters as an exterior derivative.

We can relate this divergence operator to the four dimensional divergence operator as follows. A vector field $v^i$ on $\mathcal{N}$ corresponds to a unique vector field $v^a$ on $\mathcal{N}$ with $v^a \ell_a \equiv 0$. Now choose an extension of $v^a$ to a neighborhood of $\mathcal{N}$ in $M$. The linearized diffeomorphism associated with $v^a$ maps $\mathcal{N}$ into itself, and therefore preserves the normal $\ell_a$ up to a rescaling. Therefore there exists a function $\varpi$ on $\mathcal{N}$ which depends on $v^a$ such that

$$\mathcal{L}_v \ell_a \equiv \varpi \ell_a. \quad (3.26)$$
The relation between the two divergence operators is\textsuperscript{14}
\[ \nabla_a v^a \equiv \hat{D}_i v^i + \varpi. \] (3.27)

The divergence of the normal is
\[ \hat{D}_i \ell^i = \theta. \] (3.28)

This follows from the relation (3.27), the definition (3.26) of \( \varpi \), and the trace of Eq. (A.12).

### 3.4. Stationary regions of null hypersurfaces

As discussed in Sec. 2.6 above, we shall call a region of a null surface \textit{stationary} if there is a choice of normal covector \( \tau_a \) in that region which satisfies Killings equation on the surface and to first order in deviations off the surface,
\[ \mathcal{L}_\tau g_{ab} \equiv 0, \] (3.29a)
\[ \nabla_c \mathcal{L}_\tau g_{ab} \equiv 0. \] (3.29b)

We will denote the corresponding value of \( \kappa \) by \( \kappa_\tau \), the surface gravity. Taking the pullback of Eq. (3.29a) and using the fact that the pullback commutes with the Lie derivative gives
\[ \mathcal{L}_\tau q_{ij} = 0, \] (3.30)
and it follows from Eq. (3.15) that
\[ K_{ij} = 0, \] (3.31)
i.e. that the surface is shear free and expansion free.

It follows from the condition (3.31) together with Eqs. (A.13) that the rotation one-form defined by
\[ \omega_i = -K_{ij} n_j, \] (3.32)
where \( n_i \) is any covector with \( n_i \ell^i = -1 \), is independent of the choice of \( n_i \). This is true only for null surfaces that satisfy (3.31). Under the transformation (3.1) \( \omega_i \) transforms as \( \omega_i \rightarrow \omega_i + D_i \sigma \), from Eqs. (3.24c) and (A.13).

We define
\[ \omega_{\tau i} = \omega_i|_{\ell = \tau} \] (3.33)

---

\textsuperscript{14}This relation can be derived by specializing to a coordinate system \((r, y^1, y^2, y^3) = (r, y^\Gamma)\) for which the hypersurface \( \mathcal{N} \) is given by \( r = 0 \) and with \( \ell_a \equiv (dr)_a \). Writing the volume form as \( \varepsilon = e^{\mathcal{T}} dr \wedge dy^1 \wedge dy^2 \wedge dy^3 \) for some function \( \mathcal{T} \), the left hand side of Eq. (3.27) can be written as
\[ e^{-\mathcal{T}} \partial_r (e^{\mathcal{T}} v^r) + e^{-\mathcal{T}} \partial_T (e^{\mathcal{T}} v^\Gamma) = \partial_r v^r + e^{-\mathcal{T}} \partial_T (e^{\mathcal{T}} v^\Gamma). \]
The first term on the right hand side here is \( \varpi \), while the second term is the intrinsic divergence \( \hat{D}_i v^i \), by Eqs. (3.20), (3.21) and (3.25).
to be the rotation one-form $\omega_i$ specialized to the choice of representative $\ell^i = \tau^i$. Now Eq. (3.29) together with Eq. (C.3.6) of Wald [50] imply that $\mathcal{L}_\tau \nabla_a \tau^b \equiv 0$, and taking a pullback yields $\mathcal{L}_\tau K_{ij} = 0$. Combining this with Eqs. (A.10) and (A.13) now shows that the nonaffinity and rotation one-form are Lie transported along the null surface:

$$\mathcal{L}_\tau \kappa = 0, \quad \mathcal{L}_\tau \omega_{\tau i} = 0.$$  

(3.34)

More generally, the Bardeen-Carter-Hawking derivation [59] of the zeroth law of black hole thermodynamics,

$$D_i \kappa = 0,$$  

(3.35)

applies in this context, assuming the Einstein equations and the dominant energy condition. In the remainder of the paper we will be working in the context of vacuum general relativity, for which (3.35) will be satisfied in stationary regions.

3.5. Orthonormal basis formalism

Finally, it is sometimes useful for computational purposes to choose an auxiliary null vector field $n^a$ on $\mathcal{N}$ which together with $\ell^a$ forms part of an orthonormal basis. Some aspects of the formalism described above simplify when described in the language of an orthonormal basis, although that language does carry the baggage of an arbitrary choice. While the main results of this paper will not require a choice of auxiliary null vector, we will translate our results into the language of the orthonormal basis formalism since it is widely used. Details of the relation between the covariant and orthonormal basis formalisms for null surfaces are given in Appendix A.

4. Universal intrinsic structure of a null hypersurface

In this section we will describe an intrinsic geometric structure on null hypersurfaces $\mathcal{N}$ that is determined by the spacetime geometry. It is universal in the sense that for a given $\mathcal{N}$ any two such structures are diffeomorphic. We will define the structure in Sec. 4.1, and in Sec. 4.2 we will describe the symmetry group of diffeomorphisms from $\mathcal{N}$ to $\mathcal{N}$ that preserve the structure. The corresponding Lie algebra is described in Sec. 4.3; we will show in Sec. 5 that this symmetry algebra coincides with that obtained from a particular definition of covariant phase space for general relativity with a null boundary in the Wald-Zoupas approach. Section 4.4 discusses preferred subalgebras associated with stationary regions of the null hypersurface. Finally in Sec. 4.5 we discuss how the group and algebra are modified in the case where the null hypersurface has a boundary $\partial \mathcal{N}$ in $M$.

\[\text{\textsuperscript{15}}\text{See Ashtekar [57] for an alternative method of defining $\omega_{\tau i}$.}\]
4.1. Definition of intrinsic structure

Consider a manifold $N$ which is equipped with a smooth, nowhere vanishing vector field $\ell^i$ and a smooth function $\kappa$. Letting $\mathcal{Z}$ denote the manifold of integral curves, we assume that $N$ is diffeomorphic to the product $\mathcal{Z} \times \mathbb{R}$. We define an equivalence relation on such pairs $(\ell^i, \kappa)$ by saying that two pairs are equivalent if they are related by a rescaling of the form [cf. Eqs. (3.1) and (3.3) above]

\begin{align}
\ell^i &\to e^\sigma \ell^i, \\
\kappa &\to e^\sigma (\kappa + \mathcal{L}_\ell \sigma) \tag{4.1b}
\end{align}

where $\sigma$ is a smooth function on $N$. We denote by

$$u = [\ell^i, \kappa] \quad \tag{4.2}$$

the equivalence class associated with $(\ell^i, \kappa)$. A choice of equivalence class is the desired intrinsic geometric structure on $N$.

Suppose now we are given a spacetime $(M, g_{ab})$ with null boundary $N$. The spacetime geometry then determines a structure $[\ell^i, \kappa]$ in the manner described in Sec. 3 above: the vector $\ell^i$ is obtained by raising the index on a choice of normal covector, and $\kappa$ is the non-affinity of that vector. The resulting equivalence class $[\ell^i, \kappa]$ is independent of the choice of normalization of the covector, by the equivalence relation (4.1).

The intrinsic structure determines a class of foliations of $N$ as follows. Choose a cross section $S$ of $N$, a surface which each integral curve intersects exactly once, which will be diffeomorphic to the base space $\mathcal{Z}$. Out of the equivalence class $[\ell^i, \kappa]$, pick a member $(\ell^i_0, 0)$ for which the non-affinity vanishes, by starting with a general member $(\ell^i, \kappa)$ and solving the differential equation $\kappa + \mathcal{L}_\ell \sigma = 0$ for the scaling function $\sigma$. Now Lie drag the cross section $S$ along integral curves of $\ell^i_0$. The resulting foliation\(^{16}\) will be level sets of a coordinate $u$ which is determined by the properties that $u = 0$ on $S$ and $\ell^i_0 D_i u = 1$. In addition, if $\theta^A$ is any coordinate system on $S$, one can extend the definition of these coordinates to $N$ by demanding that they be constant along the integral curves, thereby generating a coordinate system $(u, \theta^A)$ on $N$ for which $\vec{\ell}_0 = \partial_u$.

We will say that an intrinsic structure is complete if all of the generators of $N$ can be extended to arbitrary values of affine parameter in both directions (where $u$ is an affine parameter if $\vec{\ell} = \partial_u$ with $\kappa = 0$). For example, the future light cone of a point $P$ in Minkowski spacetime (with $P$ itself removed) is not complete when the intrinsic structure induced by the flat Minkowski metric is used, since all of the generators start at $P$. By

\(^{16}\)The class of foliations generated in this way has considerable freedom. One can pick the initial cross section $S$ arbitrarily, and in addition one can pick a second arbitrary cross section $S'$ disjoint from $S$ and arrange for it to belong to the foliation, by exploiting the rescaling freedom $\ell^i_0 \to e^\sigma \ell^i_0$ with $\mathcal{L}_{\ell_0} \sigma = 0$. However, once $S$ and $S'$ are specified, the foliation is uniquely determined.
contrast, the event horizon in maximally extended Schwarzschild is complete (see Appendix E). We will study both types of intrinsic structure later in this paper.

Given two different complete intrinsic structures \( u = [\ell^i, \kappa] \) and \( u' = [\ell'^i, \kappa'] \) on \( N \), there exists a diffeomorphism \( \varphi : N \to N \) which maps \( u \) onto \( u' \). In this sense the complete intrinsic structure is universal, in the same way that an intrinsic structure of a different kind on future null infinity is universal in the BMS construction [60]. The existence of the diffeomorphism \( \varphi \) can be shown as follows. Choose a cross section \( S \) of \( N \), and using \( u \) construct a coordinate \( u \) on \( N \) in the manner discussed above. Define the diffeomorphism

\[
\Phi = (u, \pi) : N \to \mathbb{R} \times Z,
\]

where \( \pi : N \to Z \) is the natural projection obtained by taking each point to the corresponding integral curve. Starting from the intrinsic structure \( u' \) one can similarly define a diffeomorphism \( \Phi' \), and then \( \varphi = \Phi^{-1} \circ \Phi' \) maps \( u \) onto \( u' \).

### 4.2. Symmetry group of a complete intrinsic structure

We now turn to a discussion of the symmetry group \( G_u \) of diffeomorphisms \( \varphi : N \to N \) which preserve a universal structure \( u \). Remarkably, the structure of this group is very similar to that of the BMS group at null infinity, but with two important differences. First, the Lorentz group at null infinity is replaced by the group \( \text{Diff}(Z) \) of diffeomorphisms of the base space \( Z \), typically the two-sphere \( S^2 \). This replacement is not surprising, since the conformal freedom that is used at null infinity to map the induced metric onto a metric of constant curvature is not present for general null surfaces. Second, the abelian subgroup of supertranslations at null infinity is replaced by a nonabelian subgroup, which contains angle-dependent displacements of affine parameters and rescalings of affine parameters.

From the definition (4.1) of the equivalence class, it follows that a diffeomorphism \( \varphi : N \to N \) is a symmetry in \( G_u \) if, for a given representative \( (\ell^i, \kappa) \) in \( u \), the pullback \( \varphi_* \) acts as a scaling transformation for some smooth scaling function \( \beta = \beta(\varphi) \) on \( N \) [cf. Eqs. (4.1) above]:

\[
\begin{align*}
\varphi_* \ell^i &= e^\beta \ell^i, \\
\varphi_* \kappa &= e^\beta (\kappa + \mathcal{L}_{\ell} \beta).
\end{align*}
\]

If we choose a different representative \( (\ell'^i, \kappa') \) with \( \ell'^i = e^\sigma \ell^i \), then we find from (4.4) that

\[
\begin{align*}
\varphi_* \ell'^i &= e^{\beta'} \ell'^i, \\
\varphi_* \kappa' &= e^{\beta'} (\kappa' + \mathcal{L}_{\ell'} \beta'),
\end{align*}
\]
where
\[ \beta' = \beta + \varphi \sigma - \sigma. \] (4.6)

Hence \( \varphi \) will be a symmetry if (4.4) is satisfied for any choice of representative.

Specialize now to a choice of coordinate system \((u, \theta^A)\) and representative of the kind discussed in Sec. 4.1 above, where \( \kappa = 0 \) and \( \vec{\ell} = \partial_u \). Then the general solution for a diffeomorphism that satisfies (4.4) is \((u, \theta^A) \rightarrow (\overline{u}, \overline{\theta}^A)\), where
\[
\begin{align*}
\overline{u}(u, \theta^A) &= \alpha(\theta^A) + e^{-\beta(\theta^A)}u \\
\overline{\theta}^A(u, \theta^B) &= \theta^A(\theta^B).
\end{align*}
\] (4.7a, b)

This group of transformations contains a number different subgroups:

- The subgroup with \( \alpha = 0, \beta = 0 \), which consists of arbitrary diffeomorphisms on the base space \( Z, \text{Diff}(Z) \). In many applications this will be \( \text{Diff}(S^2) \), the diffeomorphisms of the two-sphere. These transformations have also been called superrotations [15].

- The subgroup with \( \overline{\theta}^A = \theta^A \), parameterized by \( \alpha(\theta^A) \) and \( \beta(\theta^A) \). These transformations consist of reparameterizations of the generators of the null surface\(^{17}\). We will call these transformations supertranslations, following common use [10, 12, 13, 15, 16, 18, 21, 61–63], and because of the analogy with the supertranslations of the BMS group.

- The subgroup of the supertranslation group with \( \beta = 0, \overline{\theta}^A = \theta^A \), which is parameterized by \( \alpha(\theta^A) \). We will call these transformations affine supertranslations since they consist of angle-dependent displacements in affine parameter (as opposed to angle-dependent displacements in Killing parameter or Killing supertranslations [10, 12, 13, 15, 21, 61–63], to be discussed in Sec. 4.4 below.)

- The subgroup of the supertranslation group with \( \alpha = 0, \overline{\theta}^A = \theta^A \), which is parameterized by \( \beta(\theta^A) \). These transformations consist of constant rescalings of affine parameter on each generator. (Note however that if \( \tau = \ln(u)/\kappa \) is a Killing parameter, the transformations consist of angle-dependent displacements in \( \tau \); see Sec. 4.4.)

The first subgroup preserves the foliation associated with the coordinate system \((u, \theta^A)\), while the last three preserve the integral curves. The affine supertranslation and supertranslation subgroups do not depend on the choice of coordinate system or representative, and can be invariantly defined. The rescaling and \( \text{Diff}(Z) \) subgroups, by contrast, do depend on these choices. Their status is analogous to that of Lorentz subgroups of the BMS group: there are many such subgroups, but no natural or unique choice.

\(^{17}\)This supertranslation subgroup of symmetries played an important role in Wall’s proof of the generalized second law [27].
The symmetry algebra associated with the group of transformations is given by the linearization of Eq. (4.7), which yields the vector field

$$\tilde{\chi} = [\alpha(\theta^A) - \beta(\theta^A)u] \partial_u + X^A(\theta^B)\partial_A,$$  (4.8)

where $X^A$ is arbitrary. The algebra of these generators under Lie brackets is

$$\left[(\alpha_1 - \beta_1 u)\partial_u + X_1^A\partial_A, (\alpha_2 - \beta_2 u)\partial_u + X_2^A\partial_A\right] = (\alpha_3 - \beta_3 u)\partial_u + X_3^A\partial_A$$  (4.9)

with

$$\alpha_3 = -\alpha_1\beta_2 + X_1^A\partial_A\alpha_2 + \alpha_2\beta_1 - X_2^A\partial_A\alpha_1,$$  (4.10a)
$$\beta_3 = -X_1^A\partial_A\beta_2 + X_2^A\partial_A\beta_1,$$  (4.10b)
$$X_3^A = X_1^B\partial_BX_2^A - X_2^B\partial_BX_1^A.$$  (4.10c)

While these explicit coordinate expressions are convenient, it can be difficult to discern which aspects of the structures are specific to the choice of coordinate system. We now turn to an analysis of the symmetry algebra which is covariant and does not depend on a choice of coordinates.

### 4.3. Symmetry algebra of a complete intrinsic structure

The Lie algebra $g_u$ of infinitesimal symmetries in $G_u$ consists of vector fields $\chi^i$ on $\mathcal{N}$ which obey the linearized versions of Eqs. (4.4):

$$\mathcal{L}_{\chi}\ell^i = \beta\ell^i,$$  (4.11a)
$$\mathcal{L}_{\chi}\kappa = \beta\kappa + \mathcal{L}_\ell\beta.$$  (4.11b)

As before, if these equations are satisfied for one representative $(\ell^i, \kappa)$ of the equivalence class, they will be satisfied for all representatives. The function $\beta$ depends on both the symmetry class and on the representative $\ell^i$, $\beta = \beta(\chi^i, \ell^i)$, and the dependence on the normalization is given by the linearized version of Eq. (4.6):

$$\beta(\chi^i, e^\sigma\ell^i) = \beta(\chi^i, \ell^i) + \mathcal{L}_{\chi}\sigma.$$  (4.12)

The general solution of Eqs. (4.11) for $\chi^i$, with a choice of representative and coordinate system $(u, \theta^A)$ for which $\kappa = 0$ and $\ell = \partial_u$, is given by Eq. (4.8) above.

The algebra $g_u$ inherits the Lie bracket structure of the space of vector fields on $\mathcal{N}$. From the definition of the symmetry group $G_u$ as a subgroup of $\text{Diff}(\mathcal{N})$, it follows that $g_u$ is closed under this Lie bracket. This closure was also shown in Eq. (4.10) above, and can also be checked directly in the covariant context: if $\tilde{\chi}_1$ and $\tilde{\chi}_2$ are two vector fields which satisfy
Eqs. (4.11), then \( \vec{\chi}_3 = [\vec{\chi}_1, \vec{\chi}_2] \) also satisfies Eqs. (4.11) with
\[
\beta(\vec{\chi}_3) = \mathcal{L}_{\vec{\chi}_1}\beta_2 - \mathcal{L}_{\vec{\chi}_2}\beta_1,
\]
where \( \beta_1 = \beta(\vec{\chi}_1) \) and \( \beta_2 = \beta(\vec{\chi}_2) \).

We now argue that the symmetry algebra has the structure
\[
g_u \cong \text{diff}(\mathcal{Z}) \ltimes (b \ltimes s_0),
\]
where \( \ltimes \) denotes semidirect sum and the various algebras are as follows:

- \( \text{diff}(\mathcal{Z}) \) is the algebra of linearized diffeomorphisms of the base space \( \mathcal{Z} \), i.e., vector fields on \( \mathcal{Z} \).
- \( s_0 \) is the abelian algebra of linearized affine supertranslations, consisting of vector fields of the form
  \[
  \chi^i = f\ell^i
  \]
  where the function \( f \) on \( \mathcal{N} \) satisfies
  \[
  \mathcal{L}_\ell f + \kappa f = 0.
  \]
- \( b \) is an abelian algebra of linearized rescalings such that \( b \ltimes s_0 \cong s \), where \( s \) is the algebra of linearized supertranslations. This is the algebra consisting of vector fields of the form (4.15) where the function \( f \) satisfies
  \[
  \mathcal{L}_\ell(\mathcal{L}_\ell f + \kappa f) = 0.
  \]

We now turn to the derivation of the structure (4.14). We define the subspace
\[
s = \{ \chi^i \in g_u | \chi^i = f\ell^i \text{ for some } f \}.
\]
By comparison with Eqs. (4.7) and (4.8), we see that this subspace consists of the linearized supertranslations. Inserting the definition (4.18) into Eqs. (4.11) yields that the function \( f \) satisfies the condition (4.17) with
\[
\beta(f \ell) = -\mathcal{L}_\ell f.
\]
The condition (4.17) is invariant under the scaling transformations
\[
\ell \rightarrow e^\sigma \ell, \quad f \rightarrow e^{-\sigma} f,
\]
so the subspace \( s \) is parameterized by functions of scaling weight 1 on \( \mathcal{N} \) [cf. Eq. (3.4)]. The
subspace \( \mathfrak{s} \) is closed under the Lie bracket and so is a subalgebra; we have

\[
[f_1 \vec{\ell}, f_2 \vec{\ell}] = (f_1 \mathcal{L}_\ell f_2 - f_2 \mathcal{L}_\ell f_2) \vec{\ell}.
\] (4.21)

Since the right hand side is nonvanishing in general, the subalgebra is nonabelian. Finally, for any \( f \vec{\ell} \in \mathfrak{s} \) and any \( \vec{\chi} \in \mathfrak{g}_u \), we have from Eqs. (4.11) that

\[
[f \vec{\ell}, \vec{\chi}] = -[\mathcal{L}_\chi f + \beta(\vec{\chi}) f] \vec{\ell}.
\] (4.22)

Hence \([\mathfrak{s}, \mathfrak{g}_u] \subseteq \mathfrak{s}\), so \( \mathfrak{s} \) is a Lie ideal of \( \mathfrak{g}_u \).

Next, we define the subalgebra \( \mathfrak{s}_0 \) of \( \mathfrak{s} \) by

\[
\mathfrak{s}_0 = \{ f \vec{\ell} | \mathcal{L}_\ell f + \kappa f = 0 \}.
\] (4.23)

By comparison with Eqs. (4.7) and (4.8), we see that this subalgebra consists of the linearized affine supertranslations, and it follows from Eq. (4.21) that it is abelian. The definition (4.23) is invariant under the rescalings (4.20). If we choose a representative \((\ell, \kappa)\) of the equivalence class with \( \kappa = 0 \), it follows that \( f \) is constant along generators and so can be regarded as a function on \( \mathcal{Z} \). There is a residual rescaling freedom of the form (4.20) with \( \mathcal{L}_\ell \sigma = 0 \) that preserves \( \kappa = 0 \). Hence, the algebra \( \mathfrak{s}_0 \) can be identified with functions on the base space \( \mathcal{Z} \) of scaling weight 1, from Eq. (3.4), just like supertranslations on \( \mathcal{J}^{18} \).

Next, if \( f_1 \vec{\ell} \) and \( f_2 \vec{\ell} \) are elements of \( \mathfrak{s} \), it follows from Eq. (4.17) that

\[
(\mathcal{L}_\ell + \kappa) (f_1 \mathcal{L}_\ell f_2 - f_2 \mathcal{L}_\ell f_2) = 0.
\] (4.24)

Combining this with Eq. (4.21) shows that

\[
[\mathfrak{s}, \mathfrak{s}] \subseteq \mathfrak{s}_0,
\] (4.25)

so \( \mathfrak{s}_0 \) is a Lie ideal of \( \mathfrak{s} \). We define the quotient algebra \( \mathfrak{b} \cong \mathfrak{s}/\mathfrak{s}_0 \). This consists of equivalence classes of elements of \( \mathfrak{s} \), where \( f_1 \vec{\ell} \sim f_2 \vec{\ell} \) if \( \mathcal{L}_\ell f_1 + \kappa f_1 = \mathcal{L}_\ell f_2 + \kappa f_2 \). Elements of \( \mathfrak{b} \) can be parameterized in terms of functions\(^\text{19}\) on \( \mathcal{Z} \) of scaling weight zero, and they correspond to linearized rescalings, cf. Eq. (4.8) above. It follows from Eq. (4.25) that \( \mathfrak{b} \) is abelian, and so we obtain

\[
\mathfrak{s} \cong \mathfrak{b} \ltimes \mathfrak{s}_0
\] (4.26)

\(^{18}\)Unlike the case with the BMS algebra, there is no preferred translation subalgebra of the affine supertranslation algebra \( \mathfrak{s}_0 \). Even if \( \mathcal{Z} \) is topologically \( S^2 \), there is no universal metric on \( \mathcal{Z} \), so it is not possible to single out a 4-dimensional subalgebra of translations by the first four spherical harmonics. Also, there is no scaling-invariant notion of constant functions on \( \mathcal{Z} \), so there is not even a natural way to single out “time-translations”.

\(^{19}\)Especially the functions \( \mathcal{L}_\ell f + \kappa f \) projected to \( \mathcal{Z} \), where \( f \vec{\ell} \in \mathfrak{s} \).
where both $\mathfrak{b}$ and $\mathfrak{s}_0$ are abelian.

We next argue that the quotient algebra $\mathfrak{g}_u/\mathfrak{s}$ is isomorphic to the algebra of linearized diffeomorphisms on the base space $\mathcal{Z}$,

$$\mathfrak{g}_u/\mathfrak{s} \cong \text{diff}(\mathcal{Z}), \quad (4.27)$$

which when combined with Eq. (4.26) gives the algebra structure\(^{20}\) (4.14). The algebra $\mathfrak{g}_u/\mathfrak{s}$ consists of equivalence classes $[\chi^i]$ of vector fields $\chi^i$ in $\mathfrak{g}_u$, where two vector fields are equivalent if they differ by an element $f\ell^i$ in $\mathfrak{s}$. Pick a cross section $\mathcal{S}$ of $\mathcal{N}$, and denote by $n_i$ the unique normal covector to $\mathcal{S}$ whose normalization is fixed by $n_i\ell^i = -1$. Given an equivalence class $[\chi^i]$, one can find a member $\chi^i$ with $\chi^in_i = 0$ on $\mathcal{S}$, by using the freedom to add terms of the form $f\ell^i$ and using the fact that solutions to Eq. (4.17) can be freely specified on an initial cross section $\mathcal{S}$. This member $\chi^i$ can then be regarded as a vector field $\chi^i$ on $\mathcal{S}$, and by using the natural identification of $\mathcal{S}$ and $\mathcal{Z}$, as a vector field on $\mathcal{Z}$. We have thus defined a mapping from $\mathfrak{g}_u/\mathfrak{s}$ to $\text{diff}(\mathcal{Z})$. One can check that this mapping is onto, and it follows from Eqs. (4.11) that the identification of $\mathfrak{g}_u/\mathfrak{s}$ and $\text{diff}(\mathcal{Z})$ is independent of the choice of cross section $\mathcal{S}$. Thus we have derived the decomposition (4.14) of the algebra $\mathfrak{g}_u$.

For the computations of charges in Sec. 6 below, it will be useful to use an explicit decomposition of symmetry generators $\chi^i$ into different pieces. However, because of the semi-direct structure $\mathfrak{g} \cong \text{diff}(\mathcal{Z}) \ltimes \mathfrak{s}$, there is no natural way to decompose a generator $\chi^i$ into a $\mathfrak{s}$-part and a $\text{diff}(\mathcal{Z})$-part. Such a decomposition requires an arbitrary choice of origin in $\mathfrak{s}$. We make such a choice by choosing a smooth covector $n_i$ on $\mathcal{N}$, normalized so that

$$n_i\ell^i = -1. \quad (4.28)$$

The generator $\chi^i$ can then be uniquely decomposed as

$$\chi^i = f\ell^i + X^i, \quad (4.29)$$

where

$$X^in_i = 0. \quad (4.30)$$

Here the first term $f\ell^i$ parameterizes the supertranslations, and the second term $X^i$ parameterizes the diffeomorphisms on the base space.

In order for both terms on the right hand side of Eq. (4.29) to belong to $\mathfrak{g}_u$, from Eq. (4.17) it is necessary that

$$\mathcal{L}_\ell(\mathcal{L}_\ell + \kappa)(\chi^in_i) = 0. \quad (4.31)$$

\(^{20}\)The subalgebra $\mathfrak{s}_0$ is also a Lie ideal of $\mathfrak{g}_u$, but $\mathfrak{g}/\mathfrak{s}_0 \neq \text{diff}(\mathcal{Z}) \ltimes \mathfrak{b}$.\)
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Using Eq. (4.11), this will be automatically satisfied if \( n_i \) obeys the equation

\[ \mathcal{L}_\ell (\mathcal{L}_\ell + \kappa)n_i + D_i \kappa = 0, \]  
\( (4.32) \)

where \( D_i \) is any derivative operator on \( \mathcal{N} \). This equation is invariant under the rescalings (4.1), since \( n_i \) transforms as \( n_i \rightarrow e^{-\sigma}n_i \) from Eq. (4.28). If we choose \( n_i \) to be the normal covector to a foliation of surfaces in the natural class of foliations discussed in Sec. 4.1 above, normalized according to (4.28), then the condition (4.32) is satisfied.

4.4. Preferred subalgebra for stationary regions of a null hypersurface: Killing supertranslations

Stationary regions of the hypersurface \( \mathcal{N} \) that intersect all the generators determine a preferred subalgebra \( \mathfrak{t} \) of the supertranslation algebra \( \mathfrak{s} \). This algebra is the set of vector fields \( \chi^i \) in \( \mathfrak{s} \) for which

\[ \mathcal{L}_\tau \chi^i = 0 \]  
\( (4.33) \)

in the stationary region, where \( \tau^a \) is the Killing vector field which is normal to \( \mathcal{N} \). Since \( (\tau^i, \kappa_\tau) \) is a representative of the equivalence class, we have from Eq. (4.17) that all elements \( \chi^i \) of \( \mathfrak{s} \) satisfy

\[ \mathcal{L}_\tau (\mathcal{L}_\tau + \kappa_\tau) \chi^i = 0. \]  
\( (4.34) \)

Hence it follows from Eqs. (3.34) and (4.33) that all solutions of Eq. (4.33) in the stationary region can be extended to vector fields on all of \( \mathcal{N} \) which lie in \( \mathfrak{s} \).

To get some insight into the nature of this subalgebra\(^21\), specialize to a representative \((\bar{\ell}^i, \kappa)\) and a coordinate system \((u, \theta^A)\) where \( \bar{\ell}^i = \partial_u \) and \( \kappa = 0 \), where the general solution for \( \chi^i \) is given by Eq. (4.8). Then the Killing field \( \tau^i \) will be of the form \( \tau^i = \kappa_\tau (u - u_0) \bar{\ell}^i \), by Eqs. (3.3), (3.34) and (3.35), where \( \kappa_\tau \) is a constant and \( u_0 \) is a function of \( \theta^A \) but independent of \( u \). The subalgebra \( \mathfrak{t} \) is then given by the condition

\[ \alpha - \beta u_0 = 0, \]  
\( (4.35) \)

and consists of vector fields of the form \( \chi^i = - (\beta/\kappa_\tau) \tau^i \). The corresponding transformation (4.7) can be expressed as

\[ \tau = \tau - \frac{\beta}{\kappa_\tau}, \]  
\( (4.36) \)

where we have defined a Killing parameter \( \tau \) by \( \tau = d/d\tau \). We will call these angle-dependent displacements of Killing parameter \emph{Killing supertranslations}. They have been studied in Refs. [10, 12, 13, 15, 21, 61–63] (although they are often called just supertranslations). The

\(^{21}\)The pullback \( \tau^i \) of the Killing field is itself a member of the subspace \( \mathfrak{t} \), giving a preferred one-dimensional subspace of “translations”.\]
intersection of the Killing supertranslation subalgebra \( t \) with the affine supertranslation subalgebra \( s_0 \) will generically have dimension 0.

We note that the Killing supertranslation subalgebra \( t \) can be defined under the slightly weaker hypothesis that the region of \( \mathcal{N} \) is *weakly isolated* in the sense of Ashtekar [57], which implies that it is shear and expansion free, satisfies Eqs. (3.34), and possesses a preferred choice of normal up to constant rescalings.

4.5. Symmetry groups of null hypersurfaces with boundaries

Our analysis so far has been restricted by the assumptions that the null hypersurface \( \mathcal{N} \) has topology \( \mathbb{Z} \times \mathbb{R} \), and that the intrinsic structure is complete, that is, that the generators of the null surface extend to infinite affine parameters in both directions. We now discuss how the symmetry group is modified when these assumptions are relaxed. Specifically, we will consider incomplete intrinsic structures. These generally occur when the null hypersurface \( \mathcal{N} \) has a nontrivial topological boundary \( \partial \mathcal{N} \) in \( M^{22} \). Rather than give a general analysis of the different possibilities, we will discuss two specific examples.

The first example is the future light cone of a point \( P \) in a spacetime which is spherically symmetric about \( P \). This could be the future event horizon of a black hole in a spherically symmetric gravitational collapse spacetime. Or, it could be the future light cone of a point in Minkowski spacetime. The null hypersurface still has topology \( \mathbb{Z} \times \mathbb{R} \simeq S^2 \times \mathbb{R} \) (if the point \( P \) is excluded), but has the nontrivial boundary \( \partial \mathcal{N} = \{ P \} \). The induced intrinsic structure is incomplete if the metric is smooth in a neighborhood of \( P \), as all the generators start at \( P \).

The second example is the future event horizon in the maximally extended Schwarzschild spacetime, on one of the two branches. In this case the boundary of \( \mathcal{N} \) is the bifurcation twosphere, and the induced intrinsic structure is again incomplete, as all the generators start on the bifurcation twosphere.

In these cases, the definition of the symmetry group is modified to include the requirement that it preserve the boundary:

\[
G_u = \{ \varphi : \mathcal{N} \to \mathcal{N} | \varphi_* u = u, \ \varphi(\partial \mathcal{N}) = \partial \mathcal{N} \}. \tag{4.37}
\]

In the first case of a single point, \( \partial \mathcal{N} = \{ P \} \), the corresponding Lie algebra consists of the vector fields \( \chi^i \) which satisfy Eqs. (4.11) and in addition the condition

\[
\chi^i|_{\partial \mathcal{N}} = 0. \tag{4.38}
\]

This removes the affine supertranslations and but not the rescalings or \( \text{diff}(S^2) \) diffeomorphisms.

---

\(^{22}\)The hypersurface \( \mathcal{N} \) can have a nontrivial boundary only when \( \mathcal{N} \) is a proper subset of the boundary \( \partial M \) of \( M \), as it will be in typical applications, since \( \partial \partial M = \{ \} \).
phisms. If one chooses an affine coordinate system \((u, \theta^A)\) of the type described in Sec. 4.1, specialized so that \(u = 0\) on \(\partial N\), then the transformation group (4.7) is modified by the condition.

\[
\alpha = 0. \tag{4.39}
\]

In the second case of the bifurcation twosphere, the condition (4.38) is replaced by the requirement that the vector field be tangent to \(\partial N\) on \(\partial N\),

\[
\chi^i n_i \big|_{\partial N} = 0, \tag{4.40}
\]

where \(n_i\) is the normal to \(\partial N\). The modification to the algebra is the same as in the first case, given by the condition (4.39).

We note that in this context the Killing supertranslation subalgebra \(t\) associated with stationary regions of the null surface will generically have dimension 0, by Eqs. (4.35) and (4.39). This is discussed further in Sec. 7 below (footnote 28).

5. GENERAL RELATIVITY WITH A NULL BOUNDARY: COVARIANT PHASE SPACE

As discussed in Sec. 2, the starting point of the Wald-Zoupas framework is the definition of a field configuration space \(\mathcal{F}\) of kinematically allowed field configurations, and the corresponding covariant phase space \(\mathcal{F}_{\text{cov}} \subset \mathcal{F}\) obtained by restricting attention to on-shell field configurations. In this section we give a particular version of these definitions for general relativity in the presence of a null boundary in 3 + 1 dimensions. The definition is given in Sec. 5.1, and in Sec. 5.2 we show that the symmetry group and algebra associated with this field configuration space coincide with those of the universal intrinsic structure of the null surface discussed in Sec. 4.

5.1. Definition of field configuration space

Consider a manifold \(M\) with boundary, for which a manifold \(\mathcal{N}\) is a portion of the boundary. We would like to consider the space \(\mathcal{F}_0\) consisting of smooth metrics \(g_{ab}\) on \(M\) for which the boundary \(\mathcal{N}\) is null and for which the induced boundary structure on \(\mathcal{N}\) is complete. This space \(\mathcal{F}_0\) is not the field configuration space \(\mathcal{F}\) we seek, since it contains a considerable amount of diffeomorphism redundancy. We will obtain our definition of \(\mathcal{F}\) by fixing some of this freedom.

The kinds of fixing of diffeomorphism freedom that we will allow will be restricted by three general considerations:

- They must be global on the field configuration space, not restricted to on-shell configurations.
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• They must be local to the boundary in the sense that the diffeomorphisms needed to enforce the gauge condition can be computed from degrees of freedom on the boundary.

• Field configurations (metrics in this case) and their derivatives evaluated on the boundary induce on the boundary certain geometric structures, which can be divided into universal and non-universal structures. The universal structures are the same for all field configurations (up to boundary diffeomorphisms), while the non-universal ones depend on the field configuration. We restrict attention to fixings of the diffeomorphism freedom that involve only the universal structures.

The diffeomorphism (and conformal freedom) fixings used at future null infinity by Wald and Zoupas [6] are also of this type.

As a side note, as discussed in Sec. 2.3 above, gauge in this context is not synonymous with diffeomorphism freedom, since there are some diffeomorphisms that act on the boundary which do not correspond to degeneracies of the symplectic form on phase space (a more fundamental notion of gauge). Some of the diffeomorphism freedom we fix in going from $\mathcal{F}_0$ to $\mathcal{F}$ is not gauge in this sense. For this reason, it would be desirable to consider a larger field configuration space that includes all metric variations that are not degeneracy directions of the symplectic form. In Appendix H we explore a modification of our definition of the field configuration space which yields a modified and larger algebra of symmetries and a modified set of charges. The main drawback of this modification is that it is no longer possible to obtain uniqueness of the prescription for defining localized charges by demanding that fluxes vanishes for stationary solutions, as discussed in Sec. 2.6 above. It is possible that a unique prescription may be obtained from some other criterion.

Our definition of the field configuration space $\mathcal{F}$ proceeds as follows. We start by defining a particular geometric structure on $\mathcal{N}$ which we will call a boundary structure. We consider triples $(\ell^a, \kappa, \hat{\ell}_a)$ of fields on $\mathcal{N}$, where $\ell^a$ is a smooth, nowhere vanishing vector field, $\kappa$ is a smooth function, $\hat{\ell}_a$ is a choice of normal covector to $\mathcal{N}$, and

$$\ell^a \hat{\ell}_a \equiv 0. \quad (5.1)$$

Recall that we are using $\equiv$ to mean equality when restricted to $\mathcal{N}$. We define two such triples $(\ell'^a, \kappa', \hat{\ell}'_a)$ and $(\ell'^a, \kappa', \hat{\ell}'_a)$ to be equivalent if they are related by the rescaling

$$\ell'^a \equiv e^\sigma \ell^a, \quad (5.2a)$$

$$\kappa' \equiv e^\sigma (\kappa + \mathcal{L}_\ell \sigma), \quad (5.2b)$$

$$\hat{\ell}'_a \equiv e^\sigma \hat{\ell}_a, \quad (5.2c)$$

23This normal covector was denoted $\ell_a$ earlier in the paper. We introduce the separate notation $\hat{\ell}_a$ because the context here of the definition of a boundary structure does not involve a metric, and to clarify that there are two independent tensor fields in the definition.
where $\sigma$ is a smooth function on $N$. We denote by
\[ p = [\ell^a, \kappa, \hat{\ell}_a] \] (5.3)
the equivalence class associated with $(\ell^a, \kappa, \hat{\ell}_a)$. A choice of equivalence class is the desired boundary structure on $N$.

It is clear that a choice of boundary structure $p = [\ell^a, \kappa, \hat{\ell}_a]$ determines a unique universal intrinsic structure $u$: choose a representative $(\ell^a, \kappa, \hat{\ell}_a)$, discard $\hat{\ell}_a$, and note that from Eq. (5.1) that $\ell^a$ can be regarded as an intrinsic vector field $\ell^i$. Then from $(\ell^i, \kappa)$ form the equivalence class $u = [\ell^i, \kappa]$ under the equivalence relation (4.1). From Eqs. (4.1) and (5.2) the result is independent of the representative $(\ell^a, \kappa, \hat{\ell}_a)$ initially chosen. We will denote this induced intrinsic structure by $u(p)$. Our boundary structures contain more information than the intrinsic structures, which will be necessary for the definition of the field configuration space. We will say that a boundary structure $p$ is complete if the corresponding intrinsic structure $u$ is complete.

In addition, a metric $g_{ab}$ on $M$ for which the boundary $N$ is null determines a unique boundary structure $p$, just as for intrinsic structures discussed in Sec. 4.1. Pick a normal covector $\hat{\ell}_a$ to $N$, raise the index to obtain $\ell^a = g^{ab}\hat{\ell}_b$, and compute the non-affinity $\kappa$ using the metric via Eq. (3.2). Then from the triple $(\ell^a, \kappa, \hat{\ell}_a)$ form the equivalence class $p = [\ell^a, \kappa, \hat{\ell}_a]$. The result is independent of the choice of initial normal covector, by the equivalence relation (5.2).

Given a boundary structure $p$, we now define the field configuration space $\mathcal{F}_p$ to be the set of smooth metrics $g_{ab}$ on $M$ which satisfy on $N$ the relations
\[ \ell^a \cong g^{ab}\hat{\ell}_b, \] (5.4a)
\[ \ell^a \nabla_a \ell^b \cong \kappa \ell^b. \] (5.4b)
From Eqs. (5.1) and (5.4a) it follows that the boundary $N$ is null with respect to $g_{ab}$, so that $\mathcal{F}_p \subset \mathcal{F}_0$. Also if the conditions (5.4) are satisfied by one representative $(\ell^a, \kappa, \hat{\ell}_a)$, they will be satisfied by all representatives, from Eqs. (3.3) and (5.2). Hence $\mathcal{F}_p$ is well defined and depends only on $p$. (An equivalent definition of $\mathcal{F}_p$ is the set of smooth metrics on $M$ for which $N$ is null and whose associated boundary structures agree with $p$). We define the corresponding covariant phase space $\mathcal{F}_p$ to be the set of metrics in $\mathcal{F}_p$ which satisfy the equations of motion.

Note that the order of definitions being used in this construction is the opposite of that which is normally used. Normally, one first picks the spacetime metric, then defines the covariant version of the null normal by raising the index as in Eq. (5.4a), and defines the non-affinity function $\kappa$ via Eq. (5.4b). Here, instead, we first choose the quantities $\ell^a$, $\hat{\ell}_a$, and $\kappa$, and then specialize the spacetime metric $g_{ab}$ to enforce Eqs. (5.4).

It may appear that the conditions (5.4) we are imposing on the metric are overly re-
strictive. In fact, they do not restrict the physical degrees of freedom in the sense that \( F_p \) is obtained from \( F_0 \) by a fixing of the diffeomorphism freedom. More precisely, given a complete boundary structure \( p \), and given any metric \( g_{ab} \) on \( M \) for which \( \mathcal{N} \) is null and for which the boundary structure induced by \( g_{ab} \) is complete, one can find a diffeomorphism \( \psi : M \to M \) which takes \( \mathcal{N} \) into \( \mathcal{N} \) for which \( \psi_* g_{ab} \) satisfies the conditions (5.4). This is proved in Appendix B.

We next show that the mapping \( p \to F_p \) is injective, so that if \( F_p = F_{p'} \) then \( p = p' \). This property will be used in Sec. 5.2 below. Let \( (\ell^a, \kappa, \hat{\ell}^a) \) be a representative of \( p \), and \( (\ell'^a, \kappa', \hat{\ell}'^a) \) be a representative of \( p' \). Since \( \hat{\ell}^a \) and \( \hat{\ell}'^a \) are both normals to \( \mathcal{N} \), they are related by a rescaling, and hence by adjusting our choice of representative we can without loss of generality take \( \hat{\ell}^a = \hat{\ell}'^a \). Now pick a metric \( g_{ab} \) which belongs to both \( F_p \) and \( F_{p'} \). Applying Eq. (5.4a) to both \( p \) and \( p' \) we find that \( \ell^a = \ell'^a \), and it follows from Eq. (5.4b) that \( \kappa = \kappa' \). Hence we have \( p = p' \).

### 5.2. Symmetry algebra of the field configuration space

We now show that for a complete boundary structure \( p \), the symmetry algebra associated with the field configuration space \( F_p \) coincides with the algebra \( g_u \) of the universal intrinsic structure \( u \) of the null surface discussed in Sec. 4, where \( u = u(p) \) is the intrinsic structure obtained from \( p \) discussed in Sec. 5.1.

We start by defining the group of diffeomorphisms on \( M \) whose pullbacks preserve the boundary and the field configuration space:

\[
H_p = \{ \psi : M \to M \mid \psi(\mathcal{N}) = \mathcal{N}, \; \psi_* F_p = F_p \}.
\]  

(5.5)

These diffeomorphisms induce diffeomorphisms of the boundary: for any \( \psi \) in \( H_p \) we define

\[
\varphi = \psi|_{\mathcal{N}};
\]  

(5.6)

and since \( \psi \) preserves the boundary, \( \varphi \) is a diffeomorphism from \( \mathcal{N} \) to \( \mathcal{N} \). Next, since \( \psi \) preserves the boundary, the pullback of the normal must be a rescaling of the normal, so we have

\[
\psi_* \hat{\ell}_a = e^{\gamma} \hat{\ell}_a,
\]  

(5.7)

where \( \gamma = \gamma(\psi, \hat{\ell}_a) \) is a smooth function on \( \mathcal{N} \) which depends on the diffeomorphism and on the normalization of the normal covector \( \hat{\ell}_a \). From Eq. (5.7) we find for the dependence on the normalization [cf. Eq. (4.6) above]

\[
\gamma(\psi, e^\sigma \hat{\ell}_a) = \gamma(\psi, \hat{\ell}_a) + \psi_* \sigma - \sigma,
\]  

(5.8)

for any smooth function \( \sigma \) on \( \mathcal{N} \).
Next from the definition (5.5) we have

$$\mathcal{F}_p = \psi_* \mathcal{F}_p = \mathcal{F}_{\psi_* p},$$  \hspace{1cm} (5.9)

where the action of the pullback $\psi_*$ on the boundary structure $p$ is defined by its action on a representative $(\ell^a, \kappa, \hat{\ell}_a)$. Now using the injectivity property of the mapping $p \to \mathcal{F}_p$ proved in Sec. 5.1, we obtain

$$\psi_* p = p. \hspace{1cm} (5.10)$$

From the definition (5.2) of the equivalence class, it follows that for a given representative $(\ell^a, \kappa, \hat{\ell}_a)$ in $p$, the pullback $\psi_*$ acts as a scaling transformation for some smooth scaling function $\beta = \beta(\psi)$ on $\mathcal{N}$ [cf. Eq. (4.4) above]:

$$\psi_* \ell^a \equiv e^\beta \ell^a, \hspace{1cm} (5.11a)$$
$$\psi_* \kappa \equiv e^\beta (\kappa + L_{\ell^b} \beta), \hspace{1cm} (5.11b)$$
$$\psi_* \hat{\ell}_a \equiv e^\beta \hat{\ell}_a. \hspace{1cm} (5.11c)$$

In the first two of these equations we can replace $\ell^a$ with $\ell^i$, by Eq. (5.1), and we can replace $\psi_*$ with $\varphi_*$. These two equations then coincide with the defining equations (4.4) for the group $G_u$ of boundary symmetries $\varphi : \mathcal{N} \to \mathcal{N}$ that preserve the intrinsic structure $u$ associated with $p$. Combining Eqs. (5.7) and (5.11c) yields that

$$\gamma(\psi) = \beta(\varphi). \hspace{1cm} (5.12)$$

Hence we have shown that

$$H_p = \{ \psi : M \to M \mid \psi(\mathcal{N}) = \mathcal{N}, \ \varphi \in G_u, \ \beta(\varphi) = \gamma(\psi) \}, \hspace{1cm} (5.13)$$

where $\varphi$ is the diffeomorphism (5.6) induced on the boundary. A bulk diffeomorphism $\psi$ is a symmetry if it preserves the boundary, if the induced boundary diffeomorphism is a symmetry of the intrinsic structure on the boundary, and if the scaling function $\gamma(\psi)$ defined by Eq. (5.7) satisfies Eq. (5.12).

We next specialize these results to infinitesimal diffeomorphisms. Linearized diffeomorphisms on $M$ are parameterized in terms of vector fields $\xi^a$ on $M$, and the boundary is preserved if these vector fields are tangent to the boundary,

$$\xi^a \hat{\ell}_a \equiv 0. \hspace{1cm} (5.14)$$

We define

$$\bar{\chi} = \xi^i |_{\mathcal{N}}, \hspace{1cm} (5.15)$$

and it follows from the condition (5.14) that we can regard $\bar{\chi}$ as an intrinsic vector field $\chi^i$.
on $\mathcal{N}$, as in Sec. 4.3 above. The definition (5.7) of the scaling function $\gamma$ becomes

$$\mathcal{L}_{\xi} \hat{\ell}_a \equiv \gamma(\xi^a, \hat{\ell}_a) \hat{\ell}_a,$$

while the dependence (5.8) on the normalization of the normal becomes

$$\gamma(\xi^a, e^a \hat{\ell}_a) = \gamma(\xi^a, \hat{\ell}_a) + \mathcal{L}_\xi \sigma.$$  

The linearized version of the constraint (5.12) is

$$\gamma(\xi^a) = \beta(\chi^i).$$

Defining $\mathfrak{h}_p$ to be the Lie algebra corresponding to the group $H_p$, we find by linearizing the result (5.13) that

$$\mathfrak{h}_p = \left\{ \xi^a \text{ on } M \mid \xi^a \hat{\ell}_a \equiv 0, \, \chi^i \in \mathfrak{g}_u, \, \beta(\chi^i) = \gamma(\xi^a) \right\},$$

where $\chi^i$ is given by the restriction (5.15) to the boundary and $\beta(\chi^i)$ is defined by Eq. (4.11a).

Finally, to obtain the physical symmetry algebra, we need to factor out the trivial diffeomorphisms for which the symmetry generator charge variation (2.13) vanishes, using the equivalence relation $\sim$ defined in Eq. (2.18). In Sec. 6 below we compute the charge variation (2.13) explicitly, and in Appendix C we show that it vanishes for all metric perturbations if and only if $\chi^i$ and $\gamma(\xi^a)$ both vanish. Hence the quotient set $\mathfrak{h}_p / \sim$ is parameterized by $\chi^i$ and $\gamma$, but from Eq. (5.18) $\gamma$ is determined by $\chi^i$. We conclude from Eq. (5.13) that

$$\mathfrak{h}_p / \sim \cong \mathfrak{g}_u,$$

as claimed.

To summarize, infinitesimal symmetries are in one-to-one correspondence with symmetries $\chi^i \in \mathfrak{g}_u$ of the intrinsic structure $\mathfrak{g}_u$. However, all representatives $\xi^a$ whose restriction to the boundary is $\chi^i$ must also obey the constraint (5.18).

### 5.3. Boundary conditions on the variation of the metric

In our application of the Wald-Zoupas formalism we will need to consider variations of the metric of the form

$$g_{ab} \rightarrow g_{ab} + \delta g_{ab} = g_{ab} + h_{ab}.$$  

We assume that both the original and varied metric lie in the configuration space $\mathcal{F}_p$, so that they both satisfy conditions (5.4). In this subsection, we will derive some resulting
boundary conditions on the metric variation \( h_{ab} \) that will be useful in later sections of the paper. Specifically these conditions are

\[
\begin{align*}
h_{ab} \ell^b &\equiv 0, \\
\nabla_c (h_{ab} \ell^a \ell^b) &\equiv 0.
\end{align*}
\]

(5.22a)  
(5.22b)

Note that the condition (5.22b) is independent of the definition of \( \ell^a \) off the surface, because of Eq. (5.22a). As a consistency check of our computations, we show in Appendix D that the conditions (5.22) are automatically satisfied for a metric perturbation of the form

\[
h_{ab} = \mathcal{L}_\xi g_{ab}
\]

(5.23)

generated by a representative \( \xi^a \) of a symmetry in the algebra discussed in the previous section.

We now turn to the derivation of Eqs. (5.22). Equation (5.22a) follows from taking the variation of Eq. (5.4a) and noting that \( \ell^a \) and \( \hat{\ell}_a \) are fixed under the variation. By varying the definition (5.4b) of non-affinity and noting that \( \kappa \) is fixed under the variation we find

\[
\nabla_a h_{bc} \ell^a \ell^c - \nabla_b h_{ac} \ell^a \ell^c / 2 = 0.
\]

(5.24)

We can rewrite the first term as \( \ell^a \nabla_a (\ell^c h_{bc}) - (\ell^a \nabla_a \ell^c) h_{bc} \). The first term here vanishes by Eq. (5.22a) since the derivative is along the surface \( \mathcal{N} \), while the second vanishes by Eqs. (5.4b) and (5.22a). Thus we obtain \( \nabla_b h_{ac} \ell^a \ell^c = 0 \), which is equivalent to Eq. (5.22b) by Eq. (5.22a).

It follows from Eq. (5.22a) that we can regard \( h^{ab} \) restricted to \( \mathcal{N} \) as an intrinsic tensor \( h^{ij} \) on \( \mathcal{N} \). We can also construct the down index versions

\[
\begin{align*}
h^{i^j} &= q_{ik} h^{kj} \\
h_{ij} &= q_{ik} q_{jl} h^{kl} = \Pi^a_i \Pi^b_j h_{ab}.
\end{align*}
\]

(5.25a)  
(5.25b)

These quantities satisfy

\[
h_{ij} \ell^i \equiv h^{i^j} \ell^i \equiv 0,
\]

(5.26)

from Eqs. (3.7) and (5.22a). In four spacetime dimensions, \( h^{ij} \) contains six independent components, \( h^{i^j} \) five, and \( h_{ij} \) three. We will express charge variations in Sec. 6 below in terms of \( h^{i^j} \).

A useful quantity involving the metric perturbation that will appear in the charge variations can be defined as follows. Defining \( h_a = h_a \hat{b}^b \hat{b}_b \), we have from Eqs. (5.4a) and (5.22a) that \( h_a \) vanishes on \( \mathcal{N} \). Hence there exists a one-form \( \Gamma_a \) on \( \mathcal{N} \) so that

\[
\nabla_{[a} h_{b]} \equiv \hat{\ell}_{[a} \Gamma_{b]}.
\]

(5.27)
The quantity $\Gamma_a$ depends linearly on $h_{ab}$ and its first derivatives, including in directions off the surface $\mathcal{N}$, but is independent of the background metric and connection. It does depend on how one extends the definition of $\hat{\ell}_a$ off the surface $\mathcal{N}$. However if we impose on this extension the condition

$$\nabla_{[a} \hat{\ell}_{b]} \equiv 0,$$  \hspace{1cm} (5.28)

then $\Gamma_a$ is uniquely determined up to the transformation $\Gamma_a \to \Gamma_a + \zeta \hat{\ell}_a$ for some $\zeta$. It follows that the pullback

$$\Gamma_i = \Pi^a_i \Gamma_a$$  \hspace{1cm} (5.29)

is unique. The quantity $\Gamma_i$ is invariant under a rescaling of the normal $\ell^a \to e^\sigma \ell^a$. It also satisfies

$$\Gamma_i \ell^i = 0,$$  \hspace{1cm} (5.30)

from Eq. (5.22b).

6. GLOBAL AND LOCALIZED CHARGES FOR A NULL BOUNDARY COMPONENT

From the perspective of the covariant phase space, we have seen in the last two sections that general relativity in the presence of null boundaries has quite a rich structure as encapsulated in the infinite dimensional symmetry algebra $\mathfrak{g}_u$. With these symmetries at hand, in this section we move on to the calculation of the corresponding charges and fluxes. We compute the Noether charge $Q_\xi$ in Sec. 6.1, its variation $\delta Q_\xi$ in Sec. 6.2, the boundary symmetry generator $Q_\xi$ and its variation in Sec. 6.3, and the localized charge or Wald-Zoupas charge $Q^\text{loc}_\xi$ and its flux in Sec. 6.4.

Appendix H computes the corresponding charges for a modified definition of field configuration space. As mentioned in the previous section the drawback of the modification is that one looses uniqueness in the prescription for defining localized charges.

6.1. Noether charge

For general relativity in vacuum, the Lagrangian, presymplectic potential 3-form and Noether charge 2-form are given by [6]

$$L_{abcd} = \frac{1}{16\pi} \varepsilon_{abcd} \ R,$$  \hspace{1cm} (6.1a)

$$\theta_{abc} = \frac{1}{16\pi} \varepsilon_{abc} \ d \left( g^{ef} \nabla_d h_{ef} - \nabla^e h_{de} \right),$$  \hspace{1cm} (6.1b)

$$Q_\xi_{ab} = - \frac{1}{16\pi} \varepsilon_{abcd} \ \nabla^c \xi^d.$$  \hspace{1cm} (6.1c)

The ambiguity (2.33) in the presymplectic potential can be resolved in the case of general relativity by demanding that the total number of derivatives of the metric $g_{ab}$ or metric
perturbation \( h_{ab} \) in the 2-form \( Y_{ab} \) be two less than the number of derivatives appearing in the Lagrangian. One can readily convince oneself that there is no 2-form \( Y_{ab} \) that depends on \( g_{ab} \), \( \varepsilon_{abcd} \) and \( h_{ab} \) that depends linearly on \( h_{ab} \) and has no derivatives.

We now evaluate the pullback of the Noether charge 2-form to \( N \). From Eqs. (3.20) and (3.6) we find

\[
Q_{\xi ij} = -\frac{1}{16\pi} \Pi^a_i \Pi^b_j (\varepsilon_{abc} \hat{\ell}_d - \varepsilon_{dab} \hat{\ell}_c + \varepsilon_{dca} \hat{\ell}_b - \varepsilon_{bdc} \hat{\ell}_a) \nabla^c \xi^d = -\frac{1}{16\pi} \Pi^a_i \Pi^b_j \varepsilon_{abc} q^c
\]

(6.2)

where \( q^c = 2 \hat{\ell}_a \nabla^c \ell^d \). Since \( \hat{\ell}_a q^a = 0 \) it follows from Eqs. (3.7) and (3.21) that we can rewrite this expression in terms of tensors intrinsic to \( N \).

\[
Q_{\xi ij} = -\frac{1}{8\pi} \varepsilon_{ijk} q^k.
\]

(6.3)

We can rewrite \( q^c \) as

\[
q^c = g^{cd} \xi^d + L \xi^c - 2 \xi^b \nabla_b \ell^c,
\]

(6.4)

where we have used the validity of Eq. (5.4a) on \( N \) and the fact that \( \xi^b \nabla_b \) differentiates along the surface, by Eq. (5.14). Next, using the definitions (4.11a) and (5.7) of \( \beta \) and \( \gamma \) and the condition (5.18) we obtain

\[
q^c = (\beta + \gamma) \ell^c - 2 \xi^b \nabla_b \ell^c = 2 \beta \ell^c - 2 \xi^b \nabla_b \ell^c.
\]

(6.5)

From Eqs. (3.7) and (5.14) the contracted \( b \) index in the second term can be replaced by an intrinsic index \( k \), and we can then use the definition (3.16) of the Weingarten map. Inserting the result into (6.3) and using (5.15) gives

\[
Q_{\xi ij} = \frac{1}{8\pi} \varepsilon_{ijk} \left[ \chi^j K^k_i - \beta (\chi^i) \ell^k \right].
\]

(6.6)

This expression is invariant under the scaling transformation (4.1), from the transformation properties (3.24c), (4.12) and (3.24e).

Suppose now that we are given a cross section \( \mathcal{S} \) of \( N \). The Noether charge associated with that cross section is given by integrating the two form (6.6). Letting \( n_i \) denote the unique normal covector to \( \mathcal{S} \) in \( N \) with the normalization (4.28), we obtain from the definition (3.23)

\[
Q_{\xi}(\mathcal{S}) = \int_{\mathcal{S}} Q_{\xi} = \frac{1}{8\pi} \int_{\mathcal{S}} \varepsilon_{ij} \left[ \chi^j n_k K^k_i + \beta (\chi^i) \right].
\]

(6.7)

6.2. Variation of Noether charge

We next turn to computing the variation of the Noether charge under a variation of the metric of the form (5.21). Of all the quantities which appear in the expression (6.6) for the
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pullback of the Noether charge two-form, only the volume form $\varepsilon_{ijk}$ and the Weingarten map $K^i_j$ vary as the metric is varied. Using $\delta \varepsilon_{abcd} = h \varepsilon_{abcd}/2$ with $h = g^{ab}h_{ab} = q^{AB}\delta q_{AB}$ we obtain

$$16\pi \delta Q_{\xi \ ij} = \varepsilon_{ijk} \left[ h\chi^j K^k_i - h\beta(\chi^i)\ell^k + 2\chi^j \delta K^k_i \right]. \quad (6.8)$$

To compute the variation of the Weingarten map we define $K^b_a = \nabla_a \ell^b$, which when we pullback the $a$ index is orthogonal to $\hat{\ell}_b$ on the $b$ index and reduces to $K^i_j$. Taking a variation we find

$$2\Pi_i^a \delta K^b_a = \Pi_i^a \left[ -\nabla^b h_{ac} + \nabla_a h^b_c + \nabla_c h^a_b \right] \ell^c. \quad (6.9)$$

We now use the definition (5.27) of $\Gamma_a$ to rewrite the first two terms in (6.9), and rewrite the last term in terms of a Lie derivative. This yields

$$2\Pi_i^a \delta K^b_a = \Pi_i^a \left[ \hat{\ell}_a \Gamma^b - \Gamma_a \hat{\ell}^b - h^b_c \nabla_a \hat{\ell}_c + h_a^c \nabla^b \hat{\ell}_c + \mathcal{L}_\ell h^b_c + h^c_a \nabla_c \ell^b - h^b_c \nabla_a \ell^c \right]. \quad (6.10)$$

The first term here vanishes by Eq. (3.6). We can replace the $\hat{\ell}^a$ with $\ell^a$ in the second and third terms, using the condition (5.4a) and the fact that the derivative is along the surface. We rewrite the fourth term using the condition (5.28) as $h_a^c \nabla_c \ell^b = h_a^c \nabla_c \ell^b$, where we have used the fact that the derivative is along the surface by Eq. (5.22). We thus obtain

$$2\Pi_i^a \delta K^b_a = \Pi_i^a \left[ -\Gamma_a \ell^b + \mathcal{L}_\ell h^b_c + 2h^c_a \nabla_c \ell^b - 2h^b_c \nabla_a \ell^c \right]. \quad (6.11)$$

Now the individual terms on the right hand side are all orthogonal\textsuperscript{24} to $\hat{\ell}_b$, by Eqs. (5.1) and (5.22a). Hence they all give rise to tensors intrinsic to $\mathcal{N}$. Also the contractions on the $c$ index in the last two terms can be replaced by intrinsic contractions, by Eqs. (3.7) and (5.22a). Using the definition (3.16) finally gives

$$\delta K^j_i = -\frac{1}{2} \Gamma_i \ell^j + \frac{1}{2} \mathcal{L}_\ell h^j_i + h^k_i K^j_k - h^j_i K^k_k. \quad (6.12)$$

From Eq. (6.8) we obtain for the variation of the pullback of the Noether charge two-form

$$\delta Q_{\xi \ ij} = \frac{1}{16\pi} \varepsilon_{ijk} \left[ h\chi^j K^k_i - h\beta(\chi^i)\ell^k - \chi^j \Gamma_i \ell^k + \chi^j \mathcal{L}_\ell h^k_i + 2\chi^j h^m_i K^k_m - 2\chi^j h^k_m K^m_i \right]. \quad (6.13)$$

\textbf{6.3. Global charges that generate boundary symmetries}

As described in Sec. 2.4 above, the charge $Q_\xi$ that generates a boundary symmetry $\xi^a$ has a variation $\delta Q_\xi$ which is an integral of the form (2.12) over a Cauchy surface $\Sigma$, and

\textsuperscript{24}For the second term this is because $\hat{\ell}_b \mathcal{L}_\ell h^b_a = \mathcal{L}_\ell(h_a^b \hat{\ell}_b) - h_a^b \mathcal{L}_\ell \hat{\ell}_b - h_a^b \mathcal{L}_\ell g_{bc} = -h_a^b \nabla_b(\ell_c \ell^c)/2 - \kappa h_a^b \ell_b = 0$.}
can be expressed as the surface integral (2.13) over the boundary $\partial \Sigma$. We now assume that a cross section $S$ of the null surface $N$ is a component of the boundary $\partial \Sigma$. This gives

$$\delta Q_\xi = \int_S \delta Q_{\xi \, ab} + \ldots$$

(6.14)

where the ellipses represent integrals over the remaining components of $\partial \Sigma$ (for example spatial infinity). Here the integrand is the two-form

$$\delta Q_{\xi \, ab} = \delta Q_{\xi \, ab} - \xi^c \theta_{cab}$$

(6.15)

and $\theta_{abc}$ is the presymplectic potential three-form (6.1b). Pulling back this expression to $N$ using Eqs. (3.20) and (3.21) gives

$$\theta_{ijk} = \frac{1}{16\pi} \varepsilon_{ijk} \ell^f \left( \nabla_f h - \nabla_e h^e_f \right).$$

(6.16)

The second term can be rewritten using the boundary conditions (5.22a) and (5.22b) as

$$-l^f \nabla_e h^e_f = h^e_f \nabla_e \ell^f,$$

which then allows using the definition (3.16). This yields

$$\theta_{ijk} = \frac{1}{16\pi} \varepsilon_{ijk} \left[ \mathcal{L} \ell h + h_i \, ^j \mathcal{K}^i_j \right].$$

(6.17)

In this expression the trace $h$ of the metric perturbation can be written as $q^{AB} h_{AB}$, from the condition (5.22a), while the second term in the brackets can be written as

$$h_{AB} \mathcal{K}^{AB} = h_{AB} \left( \frac{1}{2} \theta q^{AB} + \sigma^{AB} \right),$$

(6.18)

from Eqs. (3.8), (3.13), (3.14), (3.19) and (5.26). Finally using Eqs. (6.13) and (6.17) yields for the pullback of the perturbed symmetry generator two-form (6.15)

$$\delta Q_{\xi \, ij} = \frac{1}{16\pi} \varepsilon_{ijk} \left[ h \chi^l \mathcal{K}^i_l - h \beta (x^i) \ell^k - \chi^l \Gamma_l \ell^k + \chi^l \mathcal{L} \ell h^k + 2 \chi^l h^m i \mathcal{K}_m^k 
- 2 \chi^l h^k m \mathcal{K}_m^i m - \chi^k \mathcal{L} \ell h - \chi^h h^i \mathcal{K}^i_j \right].$$

(6.19)

In general this expression is not a total variation, and so cannot be integrated up to compute a finite charge corresponding to the first term in the symmetry generator (6.14). To see this, we compute the pullback (2.15) of the presymplectic current, contracted with $\chi^i$. As shown in Sec. 2 above, when this quantity is nonzero the variation (6.19) is not a total variation. Taking a variation of the expression (6.17) for the pullback of the presymplectic potential, and using the formula (6.12) for the variation of the Weingarten

25An alternative form is $h_{ij} K_{kl} q^{lk} q^{ij}$ where $q^{ij}$ is any tensor that satisfies $q_{ij} q_{ik} q_{jl} = q_{kl}$, from Eq. (3.8).
map, we obtain
\[ \chi^i \omega_{ijk}(h^{lm}, h'^{pq}) = \frac{1}{16\pi} \chi^i \varepsilon_{ijk} \left[ \frac{1}{2} h L_\ell h' + \frac{1}{2} L_\ell h_m h'_l \varepsilon^{m} + \frac{1}{2} h h'_l \varepsilon^{m} K_m^{i} + 2 h_m h'_l \varepsilon^{m} K_p^{i} \right] \]
\[- (h \leftrightarrow h'). \] (6.20)

The integral of this quantity over a cross section \( S \) is nonvanishing in general. It does vanish in the case when \( \chi^i \) is tangent to \( S \), that is, when it is a generator of the diffeomorphism symmetries. It also vanishes if we demand that both the background and perturbed configurations are shear and expansion free on \( S \), and in particular if they are stationary on \( S \).

We now specialize to the case where the null surface \( \mathcal{N} \) is the future event horizon \( \mathcal{H}^+ \) of a black hole. The boundary of the horizon consists of the asymptotic boundary \( \mathcal{H}^+_\pm \) at future timelike infinity, together with a bifurcation twosphere \( \mathcal{H}^+ \) in the case of an eternal black hole. In Appendix G we show that the obstruction (6.20) vanishes on the bifurcation twosphere \( \mathcal{H}^+ \). We also show that the obstruction vanishes on the future boundary \( \mathcal{H}^+_\pm \), assuming certain fall off conditions on the shear along the horizon towards future timelike infinity, and we argue that these fall off conditions are physically reasonable. Hence for horizons, Eq. (6.14) can be used directly to compute the contribution from the horizon to global charges.

We also show in Appendix G that the correction term \( i \xi \Theta \) in the definition (2.25) of the localized charge vanishes on the boundaries \( \mathcal{H}^+_\pm \), under the same assumptions as above. Hence from Eq. (2.32) the contribution from the horizon to the global charge can be written as
\[ Q^\text{loc}_\xi(\mathcal{H}^+) - Q^\text{loc}_\xi(\mathcal{H}^+_\mp). \] (6.21)

Here \( Q^\text{loc}_\xi \) is the localized charge which is computed explicitly in the next subsection, cf. Eq. (6.27).

Global conservation laws involving these global charges are discussed further in Sec. 7 below.

### 6.4. Localized (Wald-Zoupas) charges and fluxes

We now turn to a computation of localized charges \( Q^\text{loc}_\xi(\mathcal{S}) \) for cross sections \( \mathcal{S} \) of a null surface \( \mathcal{N} \). As explained in Sec. 2 above, the integrand in the expression (2.25) for this charge is given by adding to the pullback of the right hand side of Eq. (6.15) a term \( \chi^k \Theta_{ijk} \), where the presymplectic potential \( \Theta_{ijk} \) is of the form [cf. Eq. (2.30)]
\[ \Theta_{ijk} = \Theta_{ijk} - \delta \alpha_{ijk} \] (6.22)
that is necessary for the right hand side to be a total variation. In addition, $\Theta_{ijk}$ is required to have the property that it vanish on backgrounds for which the null surface is shear free and expansion free. Then the charge is given by the expression (2.22) where the integrand is

$$Q_{\xi ij}^{\text{loc}} = Q_{\xi ij} - \chi^k \alpha_{ijk},$$

(6.23)

up to an overall constant of integration on phase space. We verify that this constant of integration vanishes by showing that the right hand side of Eq. (6.23) vanishes on our reference solution, and by assuming that the left hand side vanishes on this solution. This computation is carried out in Appendix E.

We choose the 3-form $\alpha$ on $N$ given by

$$\alpha_{ijk} = \frac{1}{8\pi} \theta \varepsilon_{ijk},$$

(6.24)

where $\theta$ is the expansion (3.28). Computing its variation yields

$$\delta \alpha_{ijk} = \frac{1}{16\pi} \varepsilon_{ijk} (h \theta + L_\ell h).$$

(6.25)

Combining this with Eqs. (6.17), (6.22) and (6.18) gives for the presymplectic potential on $N$

$$\Theta_{ijk} = \frac{1}{16\pi} \varepsilon_{ijk} \left[ h_i \mathcal{K}^j - h \theta \right] = \frac{1}{16\pi} \varepsilon_{ijk} h^{AB} \left( \sigma_{AB} - \frac{1}{2} q_{AB} \theta \right).$$

(6.26)

This choice of presymplectic potential on a null surface was independently previously suggested in Eq. (8.2.20) of a thesis by Morales [64]. For backgrounds for which the null surface is shear free and expansion free, it follows from Eq. (6.26) that $\Theta$ vanishes, as required. The two-form (6.23) is now obtained by combining Eqs. (6.6) and (6.24), which gives

$$Q_{\xi ij}^{\text{loc}} = \frac{1}{8\pi} \varepsilon_{ijk} \left[ \chi^i \mathcal{K}^k - \theta \chi^k - \beta(\chi^i) \ell^k \right].$$

(6.27)

It follows from the transformation properties (3.24) and (4.12) that this two-form is invariant under the rescaling (3.1).

We next argue that the expression (6.27) we have derived for the localized charge is unique. As discussed in Sec. 2.7 above, the presymplectic potential $\Theta$ will be unique if there does not exist a 3-form $W(\phi)$ on the boundary $N$ that is locally and covariantly constructed out of the fields and of the universal structure, with the property that its variation $\delta W$ vanishes identically on solutions for which the null boundary is shear free and expansion free. We assume that $W$ depends analytically on the fields, and that the maximum number of derivatives in the expression for $W$ is one less than the number of derivatives appearing in the Lagrangian, or one in this case.

The various geometrical quantities on which $W$ can depend are reviewed in Sec. 3 above.
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The restriction on the number of derivatives in \( W \) eliminates other quantities, not reviewed in Sec. 3, that can be used to construct candidate expressions for \( W \), such as \( \varepsilon_{ijk} \mathcal{L}_\ell R \) where \( R \) is the Ricci scalar. Using the finite number of quantities in Sec. 3 one can show by inspection that there are no expressions with the right properties. For example the expressions \( \kappa \varepsilon_{ijk} \) and \( \varepsilon_{[ij} D_k] \theta \) not invariant under the transformation (3.24), while the expression \( (\sigma_{AB} \sigma^{AB} / \theta) \varepsilon_{ijk} \) is invariant but does not depend analytically on the fields. We conclude that \( W = 0 \) and so \( \Theta \) and \( Q_{loc}^\xi(\mathcal{S}) \) are uniquely determined by our assumptions and by the Lagrangian \( L \).

Finally, the on-shell flux \( dQ_{loc}^\xi \) associated with the localized charge is given by the symplectic potential \( \Theta \) evaluated at \( h_{ab} = \mathcal{L}_\xi g_{ab} \), from Eq. (2.29). From the expression (6.26) for \( \Theta \), combined with Eqs. (3.7) and (3.16) to transform from three dimensional notation to four dimensional notation, we obtain

\[
(dQ_{loc}^\xi)_{ijk} = \frac{1}{8\pi} \varepsilon_{ijk} \nabla_a \xi_b \left( \nabla^{(a} \ell^{b)} - g^{ab} \theta \right). \tag{6.28}
\]

Alternatively, the flux can be obtained by taking an exterior derivative of the two-form (6.27)

\[
(dQ_{loc}^\xi)_{ijk} = \frac{1}{8\pi} \varepsilon_{ijk} \hat{D}_p \left[ \chi^m \kappa_m^p - \theta \chi^p - \beta \ell^p \right], \tag{6.29}
\]

where \( \hat{D}_p \) is the divergence operator (3.25). It follows from the transformation properties (3.24) and (4.12) that this flux is invariant under the rescaling (3.1). We show in Appendix F that the two expressions (6.28) and (6.29) for the flux coincide. This serves as a consistency check of the formalism.

### 6.5. Charges and Fluxes for Specific Symmetry Generators

We now specialize as before to a cross section \( \mathcal{S} \) with normal \( n_i \). For the special case of a supertranslation with \( \chi^k = f \ell^k \), integrating the 2-form (6.27) over \( \mathcal{S} \) and using Eqs. (3.18), (4.19), (3.23) and (4.28) gives the charge

\[
Q_{loc}^f(\mathcal{S}) = \frac{1}{8\pi} \int_\mathcal{S} \varepsilon_{ij} \left[ \theta f - \mathcal{L}_\ell f - \kappa f \right]. \tag{6.30}
\]

For stationary null surfaces, these charges vanish identically for affine supertranslations, for which \( \mathcal{L}_\ell f + \kappa f = 0 \). The corresponding flux through a region \( \Delta \mathcal{N} \) of \( \mathcal{N} \) is given by integrating the expression (6.29):

\[
\Delta Q_{loc}^f = \frac{1}{8\pi} \int_{\Delta \mathcal{N}} \varepsilon_{ijk} \hat{D}_p \left[ (f \kappa - \theta f + \mathcal{L}_\ell f) \ell^p \right]. \tag{6.31}
\]
This can be simplified using the formula (3.28), the symmetry condition (4.17) and Raychaudhuri’s equation in vacuum to give

$$\Delta Q_{\text{loc}}^{f} = \frac{1}{8\pi} \int_{\Delta N} \varepsilon_{ijk} f(\theta \kappa - \theta^2 - \ell \ell) = \frac{1}{8\pi} \int_{\Delta N} \varepsilon_{ijk} f \left( \sigma_{AB} \sigma^{AB} - \frac{1}{2} \theta^2 \right). \quad (6.32)$$

We next consider $\text{diff}(\mathcal{Z})$ generators of the form $\chi^i = X^i$ where $X^i n_i = 0$, making use of the decomposition (4.29). Here $n_i$ is the normal to the cross section $\mathcal{S}$, and we also demand that it obey the differential equation (4.32) on $\mathcal{N}$, in order that $X^i$ be an element of the symmetry algebra $\mathfrak{g}_u$. For such generators the pullback to $\mathcal{S}$ of $\varepsilon_{ijk} X^k$ vanishes, and so from Eqs. (6.23) and (6.24) the localized charge and Noether charge coincide. From Eq. (6.27) the localized charge is

$$Q_{X}^{\text{loc}}(\mathcal{S}) = \frac{1}{8\pi} \int_{\mathcal{S}} \varepsilon_{ij} \left[ X^i \kappa^k n_k + \beta \right], \quad (6.33)$$

and the corresponding flux from Eq. (6.29) is

$$\Delta Q_{X}^{\text{loc}} = \frac{1}{8\pi} \int_{\Delta N} \varepsilon_{ijk} \hat{D}_p \left[ X^m \kappa_p^m - \theta X^p - \beta \ell^p \right]. \quad (6.34)$$

6.6. Stationary regions of the null surface

We now specialize to stationary regions of the null surface to obtain explicit forms for the various charges. In stationary regions the general charge (6.27) reduces to

$$Q_{\xi}^{\text{loc}}(\mathcal{S}) = -\frac{1}{8\pi} \int_{\mathcal{S}} \varepsilon_{ij} (\chi^i \omega_j - \beta), \quad (6.35)$$

by Eqs. (3.31), (A.13) and (4.28). The integrand here has a vanishing Lie derivative with respect to the Killing field $\tau^i$, so the result is independent of $\mathcal{S}$ as one would expect. To see this, take the Lie derivative of the integrand with respect to $\ell^i$, and simplify using Eqs. (3.30), (4.11) and (A.10) to obtain $-\varepsilon_{ij} [\chi^k \ell_k \omega_j - \ell_k \chi_j]/(8\pi)$. Now specializing without loss of generality to the choice of representative $\ell^i = \tau^i$ and using Eqs. (3.34) and (3.35) shows that the expression vanishes.

We next specialize to the choice of normal $\ell^i = \tau^i$, and to a coordinate system $(\tau, \theta^A)$ for which the Killing field is $\tau^i = \partial_i$, and we write the rotation one-form (3.33) and symmetry generator as

$$\omega_\tau = \omega_\tau A(\theta^B) d\theta^A + \kappa_\tau d\tau \quad (6.36)$$

and

$$\hat{\chi} = \left[ \hat{\alpha}(\theta^A) e^{-\kappa_\tau \tau} + \hat{\beta}(\theta^A) \right] \frac{\partial}{\partial \tau} + X^A(\theta^B) \frac{\partial}{\partial \theta^A}. \quad (6.37)$$
Here $\hat{\alpha}$ parameterizes the affine supertranslations, $\hat{\beta}$ the Killing supertranslations\(^{26}\), and $X^A$ the $\text{diff}(S^2)$ transformations or superrotations. From Eq. (4.11a) we obtain $\beta = \kappa \tau \hat{\alpha} \exp[-\kappa \tau \tau]$ and substituting into Eq. (6.35) gives

$$Q^{\text{loc}}_\xi (S) = -\frac{1}{8\pi} \int_S \varepsilon_{ij} (X^A \omega_{\tau A} + \hat{\beta} \kappa \tau). \quad (6.38)$$

7. GLOBAL CONSERVATION LAWS INVOLVING BLACK HOLES

Although our analysis has considered arbitrary null surfaces in the preceding sections, our main interest lies with black holes. Accordingly, in the next few sections, we take $\mathcal{N}$ to be the future event horizon $\mathcal{H}^+$ of a black hole. This can either be a black hole formed in gravitational collapse, or an eternal black hole, as in Fig. 1 above. We note that our analysis is limited to smooth horizons, and that generic horizons are not smooth because of generators that join the horizon. We leave the analysis of charges and symmetries associated with nonsmooth horizons for future work.

In this section we consider global conservation laws involving black hole horizons. As discussed in the introduction, we distinguish between localized conservation laws that involve only one component $B_j$ of the spacetime boundary, and global conservation laws that involve entire Cauchy surfaces. The foundation for both types of laws is the fact that the expression (2.12) for the variation of the global charge $Q^\xi$ is invariant under local deformations of the hypersurface $\Sigma$ when on shell, from Eq. (2.5). In situations where the charge variation is a total variation and the condition (2.15) is satisfied (which happens for internal symmetries), one does not need to distinguish between these two types of conservation laws. More generally, the localized conservation laws require the application of the Wald-Zoupas procedure, while the global laws do not, as argued in Sec. 2.4 above.

As discussed in the introduction, in the past few years an infinite set of new global conservation laws in gauge theories have been discovered, associated with “large” gauge transformations which are not trivial at infinity [4, 7]. Similar conservation laws have been argued for in the gravitational case [7, 65], although completely rigorous derivations have yet to be given. One of the key motivations for studying horizon symmetries and charges is the realization that the associated global conservation laws place constraints on black hole evaporation, and that the (electric parity superrotation) charges constitute “soft hair” that may play a role in how information is released as a black hole evaporates [5, 15, 16, 24, 65, 66] (see also [7] for a complete review). In this section we review the status of these conservation laws and the implications of our results for their formulation.

Consider for example a spacetime with no horizons for which the only components of the boundary are $\mathcal{I}^+$, $\mathcal{I}^-$ and the points at infinity $i^-$, $i^0$ and $i^+$, and specialize to vacuum

\(^{26}\)Note that these parameters $\hat{\alpha}$ and $\hat{\beta}$ do not coincide with the parameters $\alpha$ and $\beta$ of Eq. (4.8).
general relativity. Since the charge variation (2.12) is invariant under local deformations of the Cauchy surface \( \Sigma \), one can deform \( \Sigma \) into the distant past and also into the distant future. Then with appropriate sign conventions one obtains a conservation law of the form

\[
\delta Q_\xi(\mathcal{I}^-) + \delta Q_\xi(i^-) + \delta Q_\xi(i^0) = \delta Q_\xi(\mathcal{I}^+) + \delta Q_\xi(i^+),
\]

(7.1)

where each term is an integral of the form (2.12) over the corresponding hypersurface or an appropriate limit of such integrals converging to one of the points at infinity, assuming such limits exist. If we specialize to spacetimes for which the Bondi mass vanishes at \( \mathcal{I}^+ \), the future limit of \( \mathcal{I}^- \), and at \( \mathcal{I}^- \), the past limit of \( \mathcal{I}^- \), then the terms at future and past timelike infinity should vanish \[65\] giving

\[
\delta Q_\xi(\mathcal{I}^-) + \delta Q_\xi(i^0) = \delta Q_\xi(\mathcal{I}^+). \tag{7.2}
\]

The contribution from spatial infinity in this equation need not vanish in general\[27\].

To derive a global conservation law one needs to show that the various limiting integrals exist, and that the contribution \( \delta Q_\xi(i^0) \) vanishes. Then integrating in phase space would yield a relation of the form

\[
Q_\xi(\mathcal{I}^-) = Q_\xi(\mathcal{I}^+), \tag{7.3}
\]

which constrains gravitational scattering \[65\]. We expect that imposing suitable boundary conditions at \( i^0 \) in the definition of \( \mathcal{F} \) should eliminate the term \( \delta Q_\xi(i^0) \) (this is closely related to the matching conditions proposed in Ref. \[7\]). In addition these boundary conditions should reduce the global symmetry algebra to a diagonal subalgebra of \( \text{BMS}^- \oplus \text{BMS}^+ \), with an appropriate identification of \( \text{BMS}^- \) and \( \text{BMS}^+ \), as argued by Strominger \[65\]. See Refs. \[67–71\] for more detailed analyses of spatial infinity and of the validity of conservation laws of the form (7.3).

Consider now the generalization of this discussion to include horizons \[15, 16\]. For the black hole formed from gravitational collapse shown in Fig. 1, and for a representative \( \xi^a \) of the global symmetry algebra, following the argument that led to Eq. (7.1) we obtain

\[
\delta Q_\xi(\mathcal{I}^-) + \delta Q_\xi(i^-) + \delta Q_\xi(i^0) = \delta Q_\xi(\mathcal{I}^+) + \delta Q_\xi(i^+) + \delta Q_\xi(\mathcal{H}^+). \tag{7.4}
\]

Here each term is an integral of the form (2.12) over the corresponding hypersurface or an appropriate limit of such integrals converging to one of the points at infinity. The term \( \delta Q_\xi(i^-) \) can be eliminated as described above. \textit{A priori}, the symmetry generator \( \xi^a \) appearing in this equation can have independent limits at the horizon \( \mathcal{H}^+ \) and at null infinity.

\[27\]For example, suppose that in Eq. (2.12) \( \phi \) is the Minkowski metric, \( \delta \phi \) is the linearized Schwarzschild solution, and \( \xi^a \) is a vector field which asymptotes to one timelike Killing vector field \( \tau_+^a \) of the Minkowski background at \( \mathcal{I}^- \) and to another \( \tau_-^a \) at \( \mathcal{I}^+ \). Then \( \delta Q_\xi(i^0) \) is proportional to \( P_a (\tau_+^a - \tau_-^a) \), where \( P_a \) is the ADM 4-momentum.
However, just as for \( i^0 \), we expect that imposing appropriate boundary conditions at future timelike infinity \( i^+ \) should eliminate the term \( \delta Q_\xi (i^+) \), and impose the appropriate relation between the limits of \( \xi^a \) at \( \mathcal{H}^+ \) and at \( \mathcal{J}^+ / \mathcal{J}^- \). Note that this viewpoint differs from that of Ref. [15], which used the specific prescription of maintaining global Bondi coordinates to link generators at \( \mathcal{J}^- \) to those at \( \mathcal{H}^+ \). However the specific identification for supertranslations obtained there seems inevitable for the case of spherical symmetry\(^\text{28}\). For more general generators and situations, the appropriate identification of the generators is an interesting question for future study, and will need to be resolved in order to obtain the general form of the global conservation law.

Finally, assuming such an identification has been derived, our explicit expressions for localized charges can be used to obtain an explicit and nonperturbative form of the resulting global conservation law. Integrating Eq. (7.4) in phase space and making use of Eq. (2.32), this form is

\[
Q^{\text{loc}}_\xi (\mathcal{J}^-) - Q^{\text{loc}}_\xi (\mathcal{J}^+) - Q^{\text{loc}}_\xi (\mathcal{H}^+) = Q^{\text{loc}}_\xi (\mathcal{J}^-) - Q^{\text{loc}}_\xi (\mathcal{J}^-). \tag{7.5}
\]

Note that the third term on the left hand side is the operator that creates soft graviton hair on a black hole horizon in the quantum theory, when \( \xi^a \) is a Killing supertranslation associated with the asymptotic Killing field near future timelike infinity, as explained by Hawking, Perry and Strominger \([15, 16]\). Our result (6.27) for this operator improves on existing treatments \([15, 16]\) in that it is nonperturbative and not a variation\(^\text{29}\).

8. ALGEBRA OF SYMMETRY GENERATOR CHARGES AND CENTRAL CHARGES

As is well known, the algebra of the global symmetry generator charges \( Q_\xi \) under Dirac brackets need not coincide with the symmetry algebra \( \mathfrak{g} \) of the vector fields \( \xi^a \) under Lie brackets, and can instead be a central extension of that algebra \([43, 72–74]\). This phenomena already arises in classical mechanics \([75]\). For example, there is a nontrivial central extension for 2+1 dimensional gravity with a negative cosmological constant with a certain choice of AdS boundary conditions, as shown by Brown and Henneaux \([72]\). There is no central extension for BMS generators in 3+1 dimensional general relativity \([76]\), and we show in

\(^{28}\)With the following minor adjustment: assuming that a supertranslation on \( \mathcal{J}^- \) corresponds to some specific element of the symmetry algebra on \( \mathcal{H}^+ \), as found in Ref. [15], the restriction (4.39) implies that the algebra element is a linear combination of a Killing supertranslation and an affine supertranslation, instead of a pure Killing supertranslation. In the notation of Eq. (6.37) near \( \mathcal{H}^+_+ \), this linear combination will be of the form

\[ \hat{\chi} = \hat{\beta}(1 + u_0 e^{-\kappa r}) \partial_r, \]

where \( u_0 = u_0 (\theta^A) \) is determined by the conditions (4.38) or (4.40) at early times. The affine supertranslation correction term does not contribute to localized charges in stationary regions or to global charges.

\(^{29}\)The explicit form of this operator is given by Eq. (6.38) above, since the horizon is asymptotically stationary, assuming the fall-off conditions on the shear of Appendix G.
this section that the same is true for the symmetry algebra of charges at event horizons in general relativity, assuming certain fall off conditions on the shear near future timelike infinity. Thus, there is no central extension of the algebra for the symmetry algebra of global charges derived in this paper.

8.1. Algebra of symmetry generator charges in general contexts

We first review in this subsection the theory of central extensions [43, 72–74] in general contexts, and in the following subsection we will apply it to black hole event horizons.

The first step in the computation of the algebra of global charges $Q_\xi$ is the computation of the Dirac bracket. For the specific case of vacuum general relativity at a future event horizon, a careful derivation of the Dirac bracket including the effects of zero modes has been given by Hawking, Perry and Strominger [15]. Here, for the discussion in a general context, we will assume that a Dirac bracket can be found for which the global charges implement the symmetries in the sense

$$\{F[\phi], Q_\xi\} = \delta_\xi F[\phi],$$

where the variation $\delta_\xi$ is defined by

$$\delta_\xi F[\phi] = F[\phi + \mathcal{L}_\xi \phi] - F[\phi].$$

Here $F$ is any function on the covariant phase space $\mathcal{F}$ (i.e. functional of field configurations $\phi$), and the right hand side is understood to be linearized in $\xi^a$. Combining this with the definition (2.12) yields

$$\{Q_\xi, Q_{\tilde{\eta}}\} = -\Omega_{\Sigma}(\phi, \mathcal{L}_\xi \phi, \mathcal{L}_{\tilde{\eta}} \phi).$$

An alternative formal derivation of Eq. (8.3) is as follows. We write the presymplectic form (2.9) as $\Omega_{\mathcal{A} \mathcal{B}}$, where the indices $\mathcal{A}, \mathcal{B}, \ldots$ represent tensors on $\mathcal{F}$. The definition (2.12) of global charges can be written in this notation as

$$\nabla_{\mathcal{A}} Q_\xi = \Omega_{\mathcal{A} \mathcal{B}} v^\mathcal{B}_\xi,$$

where $v^\mathcal{B}_\xi$ is the vector field on the covariant phase space that assigns to each solution $\phi$ the linearized solution $\mathcal{L}_\xi \phi$. We assume the existence of a Dirac bracket on functions $F, G : \mathcal{F} \rightarrow \mathbb{R}$ of the form

$$\{F, G\} = \Omega_{\mathcal{A} \mathcal{B}} \nabla_{\mathcal{A}} F \nabla_{\mathcal{B}} G$$

where $\Omega_{\mathcal{A} \mathcal{B}}$ satisfies

$$\Omega_{\mathcal{A} \mathcal{B}} \Omega_{\mathcal{C} \mathcal{D}} \Omega_{\mathcal{E} \mathcal{F}} = \Omega_{\mathcal{A} \mathcal{E}} \Omega_{\mathcal{B} \mathcal{F}} \Omega_{\mathcal{C} \mathcal{D}}.$$

Our sign convention for Eq. (8.1) is the opposite of that of Ref. [15] and agrees with that of Ref. [77].
Now inserting the charge definition (8.4) into the bracket (8.5) and using Eq. (8.6) gives
\[
\{Q_\xi, Q_\tilde\xi\} = -\Omega_{\alpha\beta}(v^\alpha_{\xi}) v^\beta_{\tilde\xi},
\]
which is equivalent to Eq. (8.3).

Next, the relation (8.3) can be rewritten using the formulae (2.10) and (8.2) as
\[
\{Q_\xi, Q_\tilde\xi\} = -\int_{\partial\Sigma} \left[ \delta_\xi Q_\xi(\phi) - i_\xi \theta(\phi, L_\xi \phi) \right].
\]
(8.7)

We now specialize to situations where the presymplectic potential \(\Theta\) exists, and where the correction term \(i_\xi \Theta\) in the definition (2.25) of the localized charge vanishes on \(\partial\Sigma\) for all \(\xi^a\). As discussed in Sec. 2.6 above, we expect this to be generically valid when \(\Sigma\) is a Cauchy surface. Taking a variation of Eq. (2.32) and combining with Eqs. (2.13) and (8.7) gives
\[
\{Q_\xi, Q_\tilde\xi\} = -\int_{\partial\Sigma} \delta_\xi Q^\text{loc}_\xi(\phi).
\]
(8.8)

Now let \(\psi_\varepsilon : M \to M\) be the one parameter family of diffeomorphisms that move points along integral curves of \(\xi^a\). Since these diffeomorphisms preserve the boundaries and the universal structures on the boundaries, and since by construction \(Q_\xi^\text{loc}\) is local and covariant in the sense of footnote 11, it follows from the argument in that footnote that
\[
\psi_\varepsilon^* Q^\text{loc}_\xi(\phi) = Q^\text{loc}_\xi(\psi_\varepsilon^\star \phi).
\]
(8.9)

Now differentiating with respect to \(\varepsilon\) and setting \(\varepsilon = 0\) gives the identity
\[
L_\xi Q^\text{loc}_\xi(\phi) = \delta_\xi Q^\text{loc}_\xi(\phi) + Q^\text{loc}_{\xi\tilde\xi}(\phi).
\]
(8.10)

Inserting this into Eq. (8.8) finally gives
\[
\{Q_\xi, Q_\tilde\xi\} = Q_{[\xi, \tilde\xi]} + K_{\xi\tilde\xi},
\]
(8.11)
where \([\xi, \tilde\xi]^a = L_\xi \tilde\xi^a\) is the Lie bracket and
\[
K_{\xi\tilde\xi} = -\int_{\partial\Sigma} L_\xi Q^\text{loc}_\xi.
\]
(8.12)

Equation (8.11) shows that when the quantity \(K_{\xi\tilde\xi}\) is non vanishing, the algebra of charges will differ from the algebra of vector fields.

A priori the quantity \(K_{\xi\tilde\xi}\) could depend on the background solution \(\phi\). However, a theorem due to Brown and Henneaux [78] shows that there is no such dependence, and so the algebra of charges consists at most of a central extension of the algebra of vector fields.

**Note:** It is important for this argument that \(Q^\text{loc}_\xi\) does not depend on arbitrary choices such as a choice of representative of an equivalence class in the universal structure.
A formal version of the argument is as follows [43, 79]:

\[ \nabla_\xi \mathcal{Q}[\xi, \tilde{\xi}] = \Omega_{\xi 8} v_\xi^{i 8} = -\Omega_{i 8} \xi v_\xi^{i 8} = -\xi v_\xi \left( \Omega_{\xi 8} v_\xi^{i 8} \right) = -\xi v_\xi \nabla_\xi \mathcal{Q}[\xi]. \quad (8.13) \]

Here we have used the charge definition (8.4), then the fact that the mapping \( \xi^a \rightarrow -v_\xi^a \) is a Lie algebra homomorphism\(^{32}\), then the fact that \( \Omega_{\xi 8} \) is a closed two form on \( \mathcal{F} \), and finally the definition (8.4) again. Continuing we obtain

\[ \nabla_\xi \mathcal{Q}[\xi, \tilde{\xi}] = -\nabla_{\xi 8} \left( v_\xi^{i 8} \nabla_8 \mathcal{Q}[\xi] \right) = -\nabla_{\xi 8} \left( v_\xi^{i 8} \Omega_{8 8} v_\xi^{8 i} \right) = \nabla_{\xi 8} \left\{ \mathcal{Q}[\xi], \mathcal{Q}[\xi] \right\}, \quad (8.14) \]

where we have used Eqs. (8.4), (8.5) and (8.6). It follows from Eq. (8.11) that \( \nabla_\xi K_{\xi \tilde{\xi}} = 0 \), as claimed.

### 8.2. Symmetry algebra of global charges at event horizons

We now show that the contribution\(^{33}\) to the central charges (8.12) from a future event horizon vanishes, assuming certain fall off conditions on the shear near future timelike infinity. This generalizes a result of Guo, Hwang and Wu who show that the central charges vanish on the horizon of a stationary, axisymmetric black hole for a large class of generators [80].

Consider a connected component \( S \) of \( \partial \Sigma \) which lies in the event horizon \( \mathcal{H}^+ \). Using Cartan’s formula together with Eq. (6.29) we find that the contribution from \( S \) to the central charges (8.12) can be written as

\[ -\int_S i_\xi d\mathcal{Q}_{\xi}^{\text{loc}} = -\frac{1}{8\pi} \int_S \chi^i \varepsilon_{ijk} \hat{D}_p \left[ \bar{\chi}^m K_m^p - \theta \bar{\chi}^p - \bar{\beta} \bar{\chi}^p \right]. \quad (8.15) \]

Now \( S \) cannot lie in the interior of \( \mathcal{H}^+ \), otherwise \( \Sigma \) would not be a Cauchy surface. We consider two different cases:

- The cross section \( S \) coincides with a component of the boundary \( \mathcal{H}^+ \), for example the bifurcation two-sphere \( \mathcal{H}_+^2 \) in an eternal black hole spacetime. Since \( \chi^i \) must be tangent to \( S \) in this case, as argued in Sec. 4.5 above, it follows that the quantity (8.15) vanishes.

- The cross section \( S \) represents the future asymptotic boundary \( \mathcal{H}_+^+ \) of \( \mathcal{H}^+ \). Now as discussed in Appendix G, event horizons are asymptotically stationary. Assuming

\(^{32}\)This follows from the fact that \( v_\xi \) maps any functional \( F[\phi] \) to \( F[\phi + L_\xi \phi] - F[\phi] \) to linear order, so \( \left[ v_\xi, v_\xi \right] F[\phi] = F[\phi + (L_\xi L_\xi \phi - L_\xi L_\xi \phi) - F[\phi] \).

\(^{33}\)As discussed in Secs. 2.4 and 2.5 above, a symmetry \( \xi^a \) can have different limiting forms on different boundaries \( B_j \), and more than one can contribute to the central charge (8.12), depending on the Cauchy surface \( \Sigma \).
exact stationarity and using the condition (3.31), the quantity (8.15) reduces to

\[- \frac{1}{8 \pi} \int_S \chi^i \varepsilon_{ijk} \hat{D}_p \left[ \tilde{\chi}^m \omega_m \ell^p - \tilde{\beta} \ell^p \right] = - \frac{1}{8 \pi} \int_S \chi^i \varepsilon_{ijk} \mathcal{L}_t \left[ \chi^m \omega_m - \tilde{\beta} \right]. \tag{8.16}\]

Here $\omega_m$ is the rotation one-form (3.32) and we have used Eqs. (3.28), (3.14) and (3.31). The Lie derivative in the integrand on the right hand side of Eq. (8.16) vanishes, as shown after Eq. (6.35), and so the result vanishes. In this analysis we have set the shear $\sigma_{ij}$ and expansion $\theta$ to zero. Assuming instead the falloff conditions $\sigma_{ij}, \theta \sim v^{-p}$ with $p > 1$ of Appendix G, where $v$ is affine parameter, one can show by an analysis similar to that of Appendix G that the contribution of the shear and expansion to the expression (8.15) vanishes in the limit $v \to \infty$. Hence the contribution from $\mathcal{H}^+_+$ to the central charge (8.12) vanishes.

### 8.3. Symmetry algebras of localized charges

One can also consider the algebra of localized charges $Q^\text{loc}_\xi(S)$. The Poisson bracket of two such charges $Q^\text{loc}_\xi(S)$ and $Q^\text{loc}_\tilde{\xi}(\tilde{S})$ will in general depend on the two-surfaces $S$ and $\tilde{S}$, but if one specializes to a stationary region of the null surface $\mathcal{N}$ the bracket becomes independent of the two-surfaces. It will be of the form\footnote{Barnich and Troessaert have shown that the anomalous term $K^\text{loc}_{\xi, \tilde{\xi}}(\phi)$ vanishes for the case of BMS generators at null infinity in 3+1 general relativity [81].}

\[
\left\{ Q^\text{loc}_\xi(\phi), Q^\text{loc}_\tilde{\xi}(\phi) \right\} = Q^\text{loc}_{[\xi, \tilde{\xi}]}(\phi) + K^\text{loc}_{\xi, \tilde{\xi}}(\phi), \tag{8.17}\]

where the anomalous term $K^\text{loc}_{\xi, \tilde{\xi}}(\phi)$ will in general depend on the background solution $\phi$ [81], in contrast to the situation (8.11) for the global charges. While we do not consider the algebra (8.17) in this paper, we note that a recent paper by Haco, Hawking, Perry and Strominger has computed such an algebra for Kerr black holes, and used it to derive the Bekenstein-Hawking entropy [82, 83]. The symmetry algebra $\mathfrak{g}$ of vector fields used there is not the same as the algebra (4.11) used in this paper, and may be related to the extended algebra we discuss in Appendix H.

### 9. DISCUSSION, APPLICATIONS AND FUTURE DIRECTIONS

In this final section we recap our main results, discuss some implications and applications, and discuss some open questions and future directions.
9.1. Recap

In this paper, we have applied the covariant phase space formalism to general relativity with a null boundary. By an appropriate gauge-fixing at the boundary we defined a field configuration space, and derived the conditions for linearized diffeomorphisms to preserve this configuration space. Factoring out by the degeneracies left us with the infinite dimensional symmetry algebra $\mathfrak{g} = \text{diff}(S^2) \ltimes \mathfrak{s}$, where $\mathfrak{s}$ is the set of supertranslations at $N$ i.e. vector fields $\chi^i = f \ell^i$ satisfying $\mathcal{L}_\ell (\mathcal{L}_f + \kappa f) = 0$. Supertranslations were therefore found to be symmetries of general relativity at general null boundaries. We then calculated the general form of the global conserved charges, and the localized charges and fluxes associated to $\mathfrak{g}$ by way of the Wald-Zoupas prescription. In particular, we found explicit expressions for the supertranslation localized charges and fluxes. These expressions are unique when we impose the condition that the potential $\Theta$ for the presymplectic current on the null surface vanish when the surface is shear free and expansion free.

9.2. Black holes: localized conservation laws and horizon memory

We next discuss the implications and interpretation in the event horizon context of the localized conservation laws that we have derived.

As discussed in Sec. 2.6 above, given any two cross sections $S$ and $S'$ of the event horizon, we have for each symmetry generator a localized conservation law of the form

$$\int_{\Delta N} dQ^\text{loc}_\xi = \int_{S'} Q^\text{loc}_\xi - \int_{S'} Q^\text{loc}_\xi,$$  

(9.1)

where $\Delta N$ is the region of $N$ between $S$ and $S'$ and explicit expressions for the charge and flux are given in Eqs. (6.27) and (6.29). Now since the event horizon has a boundary (either an initial event $P$ or a bifurcation two-sphere), some of the symmetry generators $\chi^i$ of the algebra discussed in Sec. 4 do not preserve the boundary. As discussed in Sec. 4.5, those generators must be excluded from the global algebra $\mathfrak{g}$ that is relevant for global conservation laws. Nevertheless, the conservation law (9.1) is valid for all generators. This is because the derivation of the law (9.1) is local, and is not invalidated if the vector field violates the required boundary conditions at $\partial N$ if $\partial N$ is disjoint from $\Delta N$.

In order to get some insight into the physical interpretation of the charges in (9.1), we specialize to stationary regions. The three different types of generators are:

- **Affine supertranslations**: The associated charges vanish identically in stationary regions, as noted in Sec. 6.5 above.

- **Superrotations or $\text{diff}(S^2)$ generators**: The corresponding charges in stationary regions are given by the first term in Eq. (6.38) above. The curl (magnetic parity) piece of $X^A$
yields the horizon angular momentum multipoles of Ashtekar [84], while the gradient (electric parity) piece gives additional charges.

- **Killing supertranslations**: The charge in this case is given by the second term in Eq. (6.38).

These charges all vanish for a Schwarzschild black hole, except for the \( l = m = 0 \) component of the Killing supertranslation charge in (6.38)\(^{35} \). However, as explained in Ref. [15], one can turn on an infinite number of non trivial charges by acting on the metric with symmetry transformations. If we write the charges as \( Q_{\xi}^{\text{loc}}(S, g_{ab}) \), including the dependence on the metric \( g_{ab} \), then it follows from covariance and the fact that the charges are independent of \( S \) in stationary regions that

\[
Q_{\xi}^{\text{loc}}(S, g_{ab} + L_{\tilde{\xi}}g_{ab}) = Q_{\xi}^{\text{loc}}(S, g_{ab}) - Q_{L_{\tilde{\xi}}\xi}^{\text{loc}}(S, g_{ab})
\]

(9.2)

to linear order in \( \tilde{\xi}^a \). Hence one can compute the charges on a transformed background in terms of the charges on the original background by making use of the algebra (4.10) of symmetry generators. It follows from this algebra that acting on the Schwarzschild metric with a superrotation turns on an infinite number of Killing supertranslation charges, and similarly acting with a Killing supertranslation turns on an infinite number of superrotation charges.

We next turn to a consideration of *stationary to stationary transitions*, which helps to clarify the nature of the charges and conservation laws just as at future null infinity. Suppose that there are two different stationary regions of the horizon separated by a region which is non-stationary\(^{36} \). Then the stationary regions are associated with two different Killing supertranslation algebras \( t_1 \) and \( t_2 \). This is analogous to the status of Poincaré subalgebras of the BMS algebra at null infinity. Just as there, one can find a finite supertranslation \( \sigma \) for which

\[
t_2 = \sigma t_1 \sigma^{-1},
\]

(9.3)

so that the two subalgebras are related by a supertranslation. Specifically, in the notation of Eq. (4.35), if the two subalgebras are given by \( \alpha - \beta u_1 = 0 \) and \( \alpha - \beta u_2 = 0 \), where \( u_1 \) and \( u_2 \) are functions just of \( \theta^A \), then one can take \( \sigma \) to be the affine supertranslation \( u \rightarrow u + (u_2 - u_1) \). This supertranslation is presumably related to an analog of gravitational wave memory on the horizon [16]. The details of how such memory can be defined and measured is an interesting topic for future study. The transition is also associated with net changes in (electric parity) superrotation charges, as at \( \mathcal{I}^+ \).

---

\(^{35}\)Here we define the splitting of a general generator into supertranslation and superrotation pieces by identifying the coordinates in (6.37) with ingoing Eddington-Finkelstein coordinates.

\(^{36}\)Actually it is not possible to have the first region be exactly stationary, since by Raychaudhuri’s equation in vacuum the expansion \( \theta \) must monotonically decrease to zero in affine parameterization; it can only be approximately stationary.
Finally, our formalism does not furnish an analog of the Bondi mass on black hole horizons, that is, a prescription for computing the mass of the black hole at an arbitrary cross section $S$ of the horizon. This is so for two reasons. First, it would be necessary to specify a preferred symmetry generator (or preferred four-dimensional subgroup of translations for a 4-momentum) from the algebra in order to obtain such a definition. While there is a preferred generator for each stationary region (the Killing vector), in general horizons are non-stationary, and there is no preferred generator or preferred four-dimensional subgroup of translations. Second, even when given a generator associated with a stationary region, the corresponding charge is proportional to the area of the black hole (as used in derivations of the first law), not the mass. In this sense horizons are not similar to future null infinity.

9.3. The limit to future null infinity

The symmetry algebra for a general null surface that we have derived is larger than the BMS algebra which applies to the asymptotic boundary of future null infinity $I^+$. An interesting question is how the symmetries and charges of the two algebras are related, for a family of null surfaces that limit to $I^+$ in an asymptotically flat spacetime. One might expect that the localized charges $Q^\text{loc}_\xi$ have finite limits for a subalgebra of the symmetry algebra isomorphic to the BMS algebra, and that the limits of those charges coincide with the BMS charges. In fact, this does not occur, and none of the localized charges $Q^\text{loc}_\xi$ have finite limits. This occurs because of our choice of reference solution, in effect a different choice of reference solution is necessary in order for finite limiting charges to be obtained at $I^+$. Details of this comparison will be discussed elsewhere [85].

9.4. Generalizations

While our results are specific to $d = 4$ spacetime dimensions, they generalize straightforwardly to all spacetime dimensions $d \geq 4$, with appropriate changes in numerical coefficients. Our analysis does not depend on details of Greens functions or on asymptotic fall off conditions which can be dimension dependent. This is in contrast to the situation at future null infinity, where the generalization of the symmetry group, charges and memory to higher dimensions is much more involved [25, 86–88]. Thus supertranslation and base-space diffeomorphism (superrotation) symmetries are universal symmetries of all null surfaces in vacuum general relativity.

It would also be useful to generalize our analysis to allow for the presence of matter. We expect that the symmetry algebra and expressions for charges will not be modified, but that the flux expressions will acquire corrections involving the stress-energy tensor, as in the BMS context.

Generalizations to other theories of gravity will be more involved. In particular, the
symmetry algebra obtained from the Wald-Zoupas procedure can depend on the Lagrangian through the explicit expression for the charge variation in Eq. (2.18), and may no longer coincide with the specific intrinsic symmetry algebra of Sec. 4 (although it may still possess an intrinsic characterization).

Our symmetry algebra is analogous to the BMS symmetry algebra at future null infinity. In that context it has been suggested that the BMS algebra can be usefully extended to include additional symmetries, which do correspond to soft theorems and to new types of gravitational wave memory [7, 89–91]. However these generators are not obtained from the Wald-Zoupas construction and their status as symmetries on phase space is still unclear. Perhaps the algebra computed here of symmetries on finite null surfaces could be similarly extended.

Finally, as discussed in Sec. 7, a key open question in the black hole context is the restriction on the global algebra of symmetry generators imposed by boundary conditions near future timelike infinity, that should determine the identification of symmetry generators on the horizon and at future null infinity. This identification is necessary in order to formulate the general form of the global conservation law associated with the global charges on the horizon.
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Appendix A: Orthonormal basis formalism for null surfaces

In this appendix we translate the definitions and formalism described in Sec. 3, and some of the results of Sec. 6, into the language of components on an orthonormal basis. This specialization is often useful in computations, although it does depend on arbitrary choices. We first describe the specializations that occur when one chooses an auxiliary null vector, and then the specializations associated with a complete orthonormal basis.
1. **Review of structures associated with a choice of auxiliary null vector**

We choose an auxiliary null vector field $n^a$ on $\mathcal{N}$ which satisfies

\begin{align*}
  n_a n^a &= 0, \quad \text{(A.1a)} \\
  n_a \ell^a &= -1. \quad \text{(A.1b)}
\end{align*}

The pullback of the covector field $n_a$ yields a covector on $\mathcal{N}$

$$n_i = \Pi^a_i n_a$$

which from Eqs. (3.7) and (A.1b) satisfies $n_i \ell^i = -1$ \textsuperscript{37}. We define the projection tensor

$$\pi^a_b = \delta^a_b + n^a \ell_b.$$

At a given point $p$ the mapping $v^a \rightarrow \pi^a_b v^b$ maps vectors into the space of vectors orthogonal to $\ell_a$, i.e., into the tangent space $T_p(\mathcal{N})$. We write this mapping from $T_p(M)$ to $T_p(\mathcal{N})$ as

$$v^a \rightarrow \Upsilon^i_a v^a.$$

The quantities $\Upsilon^i_a$ and $\Pi^a_i$ satisfy

$$\delta^i_j = \Upsilon^i_a \Pi^a_j, \quad \pi^a_b = \Pi^a_i \Upsilon^i_b.$$

We can now define spacetime tensors that correspond to the induced metric

$$q_{ab} = \Upsilon^i_a \Upsilon^j_b q_{ij} = g_{ab} + 2 \ell(a) n_b,$$

and shear tensor

$$\sigma_{ab} = \Upsilon^i_a \Upsilon^j_b \sigma_{ij}.$$

These quantities depend on the choice of auxiliary null vector $n_a$. We can also define a derivative operator $D_i$ on $\mathcal{N}$ by, for a given vector field $v^i$ on $\mathcal{N}$,

$$D_i v^j = \Pi^a_i \Upsilon^j_b \nabla_a v^b.$$

Here, on the right hand side, $v^a$ is any choice of vector field on $M$ for which $v^a = \Pi^a_i v^i$ when evaluated on $\mathcal{N}$. It can be checked that this prescription yields a well defined derivative operator, which depends on the choice of $n_a$.

\textsuperscript{37}Given a covector $n_i$ on $\mathcal{N}$ with $n_i \ell^i = -1$, $n_a$ is uniquely determined by the conditions (A.1a) and (A.2).
We define the rotation one-form $\omega_i$ by
\[ \omega_i = -n_j K^j_i. \]  
(A.9)

From Eq. (3.18) this satisfies
\[ \omega_i \ell^i = \kappa. \]  
(A.10)

As noted in Sec. 3.4 above the rotation one-form depends on $n_i$ except when $K_{ij} = 0$.

2. Geometric fields on an orthonormal basis

We choose on $\mathcal{N}$ a set of basis vectors
\[ \vec{e}_a = (\vec{e}_0, \vec{e}_1, \vec{e}_\hat{A}) = (\vec{\ell}, \vec{n}, \vec{e}_\hat{A}), \]  
(A.11)

where $\hat{A} = 2, 3$, and where $\vec{\ell}^2 = \vec{n}^2 = \vec{\ell} \cdot \vec{n} = \vec{n} \cdot \vec{e}_\hat{A} = 0$, $\vec{\ell} \cdot \vec{n} = -1$, $\vec{e}_\hat{A} \cdot \vec{e}_\hat{B} = \delta_{\hat{A}\hat{B}}$ on $\mathcal{N}$. We extend the definition of these vectors off $\mathcal{N}$ but do not require them to be orthonormal off $\mathcal{N}$.

We can decompose the covariant derivative of the normal on this basis as
\[ \nabla_a \ell_b = \gamma_{ab} \ell_c + \eta_{ab} n_b + \tau_{ab} e_{\hat{A}} \ell_c + \zeta_{ab} n_b + \kappa_{ab} e_{\hat{A}} n_c + \alpha_{ab} e_{\hat{A}} \ell_b + \iota_{ab} e_{\hat{A}} n_b + \left( \frac{1}{2} \theta_{\hat{A}\hat{B}} + \sigma_{\hat{A}\hat{B}} \right) e_{\hat{A}} e_{\hat{B}}, \]  
(A.12)

where $\sigma_{\hat{A}\hat{B}}$ is traceless. Imposing the orthonormality of the basis on the hypersurface gives $\zeta = \iota_{\hat{A}} = 0$, while imposing (3.2) gives $\epsilon = -\kappa$, $\kappa_{\hat{A}} = 0$. The induced metric, second fundamental form, Weingarten map and rotation one-form in terms of these quantities are
\[ q_{ij} = \delta_{\hat{A}\hat{B}} e_i^{\hat{A}} e_j^{\hat{B}}; \]  
(A.13a)

\[ K_{ij} = \left( \frac{1}{2} \theta_{\hat{A}\hat{B}} + \sigma_{\hat{A}\hat{B}} \right) e_i^{\hat{A}} e_j^{\hat{B}}; \]  
(A.13b)

\[ K^j_i = -\kappa e_i e_j + \alpha_{\hat{A}} e_i e_j + \left( \frac{1}{2} \theta_{\hat{A}\hat{B}} + \sigma_{\hat{A}\hat{B}} \right) e_i^{\hat{A}} e_j^{\hat{B}}; \]  
(A.13c)

\[ \omega_i = -\kappa n_i + \alpha_{\hat{A}} e_i^{\hat{A}}. \]  
(A.13d)

3. Expressions for charges

A simple expression for the Noether charge in terms of the orthonormal basis can be found by combining Eqs. (6.7), (3.16), (4.11a), (3.7) and (D.2):
\[ Q_\xi(S) = \frac{1}{8\pi} \int_S \varepsilon_{ij} \left[ n_a \ell^a \nabla_a \xi^b \right]. \]  
(A.14)
Here the null vector $n_a$ has been chosen so that its pullback $n_i$ to $\mathcal{N}$ is normal to the cross section $\mathcal{S}$. A similar calculation starting from the localized charge (6.27) gives

$$Q_{\xi}^{\text{loc}}(\mathcal{S}) = \frac{1}{8\pi} \int_{\mathcal{S}} \varepsilon_{ij} \left[ n_i \ell^a \nabla_a \xi^b - \theta \xi^a n_a \right]. \quad (A.15)$$

For $\text{diff}(\mathcal{Z})$ generators we have $\xi^a n_a \equiv 0$, and this charge can be rewritten as

$$Q_{\xi}^{\text{loc}}(\mathcal{S}) = -\frac{1}{8\pi} \int_{\mathcal{S}} \varepsilon_{ij} \left[ \ell^a \xi^b \nabla_a n_b \right]. \quad (A.16)$$

**Appendix B: Gauge fixing in the definition of field configuration space**

In this appendix we show that the field configuration space $\mathcal{F}_p$ that we defined is obtained from the larger space $\mathcal{F}_0$ by a gauge fixing. Specifically, given a manifold $M$ with boundary $\mathcal{N}$, a complete boundary structure $\mathfrak{p}$ on $\mathcal{N}$, and a metric $g_{ab}$ on $M$ for which $\mathcal{N}$ is null and for which the boundary structure induced by $g_{ab}$ is complete, we show that one can find a diffeomorphism $\psi : M \to M$ which takes $\mathcal{N}$ into $\mathcal{N}$ for which $\psi^* g_{ab}$ lies in $\mathcal{F}_p$.

Let $u$ be the intrinsic structure induced by $\mathfrak{p}$, and $u'$ be the intrinsic structure induced by the metric $g_{ab}$. By hypothesis, both $u$ and $u'$ are complete. Hence by the argument given in Sec. 4.1 there exists a diffeomorphism $\varphi : \mathcal{N} \to \mathcal{N}$ which takes $u$ to $u'$. Now choose a diffeomorphism $\psi : M \to M$ whose restriction to $\mathcal{N}$ is $\varphi$. By acting with $\psi$ on the metric we can without loss of generality assume that $u = u'$.

Now let $\mathfrak{p}'$ be the boundary structure induced by $g_{ab}$, and choose representatives $(\ell^a, \kappa, \hat{\ell}_a)$ and $(\ell'^a, \kappa', \hat{\ell}'_a)$ of $\mathfrak{p}$ and $\mathfrak{p}'$. Since $u = u'$ we can, by adjusting the choice of representative if necessary, take $\ell^a = \ell'^a$ and $\kappa = \kappa'$. The two normal covectors must be related by some rescaling of the form $\hat{\ell}_a = e^\lambda \hat{\ell}'_a$ for some smooth function $\lambda$ on $\mathcal{N}$. We thus have

$$g^{ab} \hat{\ell}_a \equiv e^\lambda \ell^b, \quad (B.1)$$

and we want to show that there exists a diffeomorphism $\psi$ that preserves $u'$ so that

$$(\psi^* g^{ab}) \hat{\ell}_a \equiv \ell^b. \quad (B.2)$$

By applying $\psi^{-1}$ to both sides of Eq. (B.2), specializing the diffeomorphism so that the induced diffeomorphism $\varphi$ on $\mathcal{N}$ is the identity, and using (B.1), we find that a sufficient condition for (B.2) is that

$$\psi^{-1} \hat{\ell}_a \equiv e^{-\lambda} \hat{\ell}_a. \quad (B.3)$$

To find a diffeomorphism $\psi$ satisfying (B.3), we need only specify its action to linear order in deviation off the surface $\mathcal{N}$. We can parameterize points near $\mathcal{N}$ to linear order by
specifying a point $P$ on $\mathcal{N}$ and a vector $v^a$ at $P$. We define $\psi$ to be the mapping that takes

$$\psi: (P, v^a) \rightarrow (P, v^a + \zeta^a(\mathcal{P}) \hat{\ell}_b v^b), \quad (B.4)$$

where $\zeta^a$ is some vector field defined on $\mathcal{N}$. This mapping is well defined despite the fact that representing points near $\mathcal{N}$ as pairs $(P, v^a)$ is not unique, since components of $v^a$ along the surface are annihilated by the term proportional to $\zeta^a$. Now computing the pullback of the mapping (B.4) we find that the condition (B.3) will be satisfied if we choose the vector field $\zeta^a$ to satisfy

$$1 + \zeta^a \hat{\ell}_a = e^\lambda. \quad (B.5)$$

**Appendix C: Characterization of trivial diffeomorphisms at a null boundary**

In this appendix we show that the charge variation (2.13) vanishes for all cross sections $\mathcal{S}$ of a null boundary, and for all solutions and variations of solutions, if and only if the symmetry $\xi^a$ satisfies $\chi^i = 0$ and $\gamma(\xi^a) = 0$, where $\chi^i$ is defined by Eq. (5.15) and $\gamma$ by Eq. (5.16).

The charge variation is given by Eq. (6.19), but with $\beta$ replaced by $(\beta + \gamma)/2$ from Eq. (6.5):

$$\delta Q_\xi = \frac{1}{16\pi} \int_{\mathcal{S}} \epsilon_{ijk} \left[ h \chi^i K^k_l - h \beta(\chi^i) \ell^k / 2 - h \gamma(\chi^a) \ell^k / 2 - \chi^i \Gamma^k_l \ell^k - \chi^i \ell^k h^k_i - 2 \chi^i h^m_l K^k_m 
- 2 \chi^i h^k_m K^m_l - \chi^k \ell^k h - \chi^k h^j_i \ell^j \right]. \quad (C.1)$$

This expression vanishes if $\chi^i$ and $\gamma$ vanish, from Eq. (4.11a). Conversely, we want to show that the vanishing of the expression (C.1) for all solutions and variations of solutions forces $\chi^i = \gamma = 0$.

Fix a cross section $\mathcal{S}$. We make use of the explicit form of the general solution to the vacuum Einstein equations on a null surface given by Hayward [92]. It follows from this solution that, on shell, we can freely specify $h^i_j$ on $\mathcal{S}$ subject to the constraint (5.26), $\ell^i \ell^j h^j_i$ subject to the constraint

$$\ell^i \ell^j h^j_i = 0, \quad (C.2)$$

and the quantity $\Gamma_i$ defined by Eq. (5.27) subject to the constraint (5.30). We now choose $h^i_j = 0$ and $\ell^i h^j_i = 0$. In this case the charge variation (C.1) reduces to

$$\delta Q_\xi = \frac{1}{16\pi} \int_{\mathcal{S}} \epsilon_{ij} \chi^i \Gamma_l. \quad (C.3)$$

Since $\Gamma_l$ can be chosen arbitrarily on $\mathcal{S}$ subject to Eq. (5.30), this forces $\chi^i = f \ell^i$ on $\mathcal{S}$ for some function $f$. Returning now to Eq. (C.1), choosing $h^i_j = 0$, and making use of the
constraint \((C.2)\) gives the charge variation

\[
\delta Q_\xi = \frac{1}{16\pi} \int_S \varepsilon_{ij} f \mathcal{L}_\xi h. \tag{C.4}
\]

Since \(\mathcal{L}_\xi h\) can be chosen arbitrarily on \(S\), this forces \(f\) to vanish on \(S\). Since \(S\) was chosen arbitrarily, \(f\) (and therefore \(\chi^i\)) must vanish on all of \(N\), and so \(\beta = 0\) from Eq. \((4.19)\). Now reverting to a general \(h^i_j\) and \(\mathcal{L}_\xi h^i_j\) in Eq. \((C.1)\), we obtain the charge variation

\[
\delta Q_\xi = \frac{1}{32\pi} \int_S \varepsilon_{ij} h \gamma. \tag{C.5}
\]

Since \(h\) can be chosen arbitrarily on \(S\), this forces \(\gamma = 0\) on \(S\). Finally, since the choice of \(S\) was arbitrary, it follows that \(\chi^i\) and \(\gamma\) vanish on all of \(N\).

**Appendix D: Consistency check of symmetry algebra**

In this appendix we verify that for vector fields \(\xi^a\) satisfying the conditions \((4.11)\) and \((5.18)\) of the symmetry algebra, the corresponding metric perturbation \((5.23)\) satisfies the boundary conditions \((5.22)\) derived in Sec. 5.3.

Taking the Lie derivative of Eq. \((5.4a)\) with respect to \(\xi^a\) gives

\[
\mathcal{L}_\xi \ell^a = \mathcal{L}_\xi g_{ab} \ell^b + g_{ab} \mathcal{L}_\xi \ell^b. \tag{D.1}
\]

Making use of Eqs. \((5.15)\), \((5.23)\), \((4.11a)\), \((5.16)\) and \((5.18)\) gives

\[
h_{ab} \ell^b = (\gamma - \beta) \hat{\ell}_a \equiv 0, \tag{D.2}
\]

which establishes the condition \((5.22a)\).

Next for simplicity and without loss of generality we specialize to a representative of the boundary structure with \(\kappa = 0\). We write the definition \((5.16)\) in the form, using \((5.14)\) and \((5.4a)\),

\[
\xi^b \nabla_b \ell^a + \ell^b \nabla^a \xi_b \equiv \gamma \ell^a, \tag{D.3}
\]

and take the Lie derivative with respect to \(\ell^a\). The right hand side becomes \((\mathcal{L}_\ell \gamma) \ell^a\), which vanishes by Eqs. \((5.18)\) and \((4.11b)\). Writing \(v^a\) for the expression on the left hand side, the left hand side becomes \(\ell^c \nabla_cv^a - v^c \nabla_c \ell^a\), and the second term can be written as \(\gamma \ell^c \nabla_c \ell^a \equiv \gamma \kappa \ell^a \equiv 0\). We thus obtain

\[
0 \equiv \ell^c \nabla_c \xi^b \nabla_b \ell^a + \ell^c \xi^b \nabla_c \nabla_b \ell^a + \ell^c \ell^b \nabla_c \nabla^a \xi_b. \tag{D.4}
\]

The first term can be written using the definition \((4.11a)\) as

\[-\beta \ell^b \nabla_b \ell^a + \xi^c \ell^c \ell^b \nabla_b \ell^a \equiv \]

\[
0 \equiv \ell^c \nabla_c \xi^b \nabla_b \ell^a + \ell^c \xi^b \nabla_c \nabla_b \ell^a + \ell^c \ell^b \nabla_c \nabla^a \xi_b. \tag{D.4}
\]
\[ -\xi^c \ell^b \nabla_c \nabla_b \ell^a, \] where we have used (3.2) and \( \kappa = 0 \). It follows that
\[ 0 \equiv -\ell^c \xi^b R_{cbda} \ell^d + \ell^c \ell^b \nabla_c \nabla_a \xi_b \equiv \ell^c \ell^b \nabla_a \nabla_c \xi_b, \tag{D.5} \]
from which the condition (5.22b) follows.

**Appendix E: Choice of reference solution**

As explained in Sec. 2, the dynamics of a theory fix the symmetry generator charges on phase space only up to an overall “constant of integration”. To fix that constant of integration, following Wald and Zoupas [6], we choose a reference solution and demand that the charges vanish on that solution. There are two different cases, complete intrinsic structures, and incomplete intrinsic structures associated with nontrivial boundaries \( \partial N \) of the null hypersurface \( \mathcal{N} \), as discussed in Sec. 4.5.

In the first case of complete intrinsic structures, we choose a one-parameter family of reference solutions \( g_{ab}(\varepsilon) \) and demand that the limit \( \varepsilon \to 0 \) of the charges evaluated on the reference solution vanish. (We use a one parameter family rather than a single solution since our chosen family of solutions does not have a continuous limit as \( \varepsilon \to 0 \).) The reference solution is maximally extended Schwarzschild written in Kruskal coordinates
\[ ds^2 = -2e^{2\mu(s)}dUdV + m^2\rho(s)^2d\Omega^2, \tag{E.1} \]
where \( s = UV/m^2 \), \( m \) is the mass, and \( \mu(s) \) and \( \rho(s) \) are functions whose exact forms are unimportant for what follows. We also need to specify how this manifold is to be identified with our given boundary structure \((M, \mathcal{N}, p)\). We identify \( \mathcal{N} \) with the horizon \( U = 0 \), and pick \( p \) to be determined by the representative \((\ell^a, \hat{\ell}^a, \kappa)\) where
\[ \hat{\ell}_a = (dU)_a, \tag{E.2a} \]
\[ \ell^a = -e^{-2\mu(0)} \left( \frac{\partial}{\partial V} \right)^a, \tag{E.2b} \]
\[ \kappa = 0. \tag{E.2c} \]
We identify the parameter \( \varepsilon \) with the mass \( m \) and will take the \( m \to 0 \) limit.

We now show that the charge (6.27) integrated over a fixed cross section \( S \) vanishes for the reference solution, in the limit \( m \to 0 \), as claimed in Sec. 6.4. The expansion \( \theta \) and Weingarten map \( \mathcal{K}^i_j \) vanish for this solution with the choice (E.2) of normal. The charge therefore reduces to
\[ Q^\text{loc}_\xi (S) = -\frac{1}{8\pi} \int_S \varepsilon_{ijk}\beta(\chi^i)\ell^i. \tag{E.3} \]
The only quantity that depends on the metric in this expression is the volume form \( \varepsilon_{ijk} \), which from Eq. (E.1) is of the form \( \varepsilon_{ijk} = m^2\varepsilon^0_{ijk} \) where \( \varepsilon^0_{ijk} \) is independent of \( m \). Hence
\( Q_{\xi}^{bc}(S) \to 0 \) as \( m \to 0 \) as required.

Note that this conclusion is unchanged if we replace the reference solution \( g_{ab}(m) \) with \( \psi_* g_{ab}(m) \) for any diffeomorphism \( \psi : M \to M \) which preserves the boundary structure \( p \). The only effect of this change on the argument is to replace \( \varepsilon_{ijk}^0 \) with \( \varphi_* \varepsilon_{ijk}^0 \), where \( \varphi \) is the restriction of \( \psi \) to \( N \), which does not affect the conclusion. Thus the consistency condition\(^{38}\) discussed by Wald and Zoupas \([6]\) is satisfied.

Turn now to the second case of a nontrivial boundary \( \partial N \). If the boundary \( \partial N \) is a twosphere, we take the reference solution to be the Schwarzschild solution \((E.1)\), with the hypersurface \( N \) now being restricted to \( U > 0 \), so that the boundary \( \partial N \) is identified with the bifurcation twosphere of Schwarzschild. Apart from this modifications the analysis and conclusions are unchanged.

The case where the boundary \( \partial N \) is a single point \( \{P\} \) is slightly more complicated. We choose the reference solution to be the Schwarzschild solution \((E.1)\) for \( U > U_0(m) \), and a spherically symmetric ingoing Vaidya solution at earlier advanced times, so that the origin of the event horizon is mapped onto \( P \). The reference boundary structure is chosen to satisfy Eqs. \((E.2)\) in the Schwarzschild region, which determines its definition everywhere. If we choose the function \( U_0(m) \) to go to zero as \( m \to 0 \), then the charge \((6.27)\) integrated over a fixed cross section \( S \) is evaluated entirely in the Schwarzschild region for sufficiently small \( m \), and the rest of the argument follows as before. Roughly speaking, we are taking the limit of small black holes formed in the distant past to define the reference solution in this case.

Of course, we could dispense with the reference solutions and simply say that we are picking the constant of integration to enforce the expression \((6.27)\) starting from its variation. The reference solutions clarify the physical interpretation of that assumption.

**Appendix F: Consistency of two expressions for flux of localized charge**

In this appendix we show explicitly that the two expressions \((6.28)\) and \((6.29)\) for the flux of the localized charge coincide, as they must from the general Wald-Zoupas framework reviewed in Sec. 2.

The expression \((6.28)\) was derived from Eq. \((6.22)\). The variation in the second term in \((6.22)\) can be replaced with a Lie derivative with respect to \( \xi \), from Eq. \((5.23)\), giving from the expression \((6.24)\) a contribution to \( \Theta_{ijk} \) of

\[
- \frac{1}{8\pi} \mathcal{L}_\xi (\theta \varepsilon_{ijk}). \tag{F.1}
\]

Using Cartan’s formula \( \mathcal{L}_v \omega = i_v \, d\omega + d(i_v \omega) \) and the definition \((3.25)\) of the divergence

\(^{38}\)The charges need not vanish in the \( m \to 0 \) limit for the transformed reference solution \( \psi(m)_* g_{ab}(m) \) which allows the diffeomorphism \( \psi \) to depend on \( m \). However, there is no physical argument for imposing this more stringent requirement.
operator shows that this contribution matches the second term in Eq. (6.29). Hence, using the expression (6.16) for $\theta_{ijk}$, it remains to show that

$$\ell^f(\nabla_f h - \nabla_e h^e) = 2\hat{D_i}(\chi^j K_j^i - \beta \ell^i). \quad (F.2)$$

Inserting the expression (5.23) for the metric perturbation $h_{ab}$ into the left hand side of Eq. (F.2), commuting derivatives and making use of the vacuum equation of motion $R_{ab} = 0$ gives the expression

$$\ell^f \nabla_f (\nabla_a \xi^a) - \ell^f \nabla_e \nabla_e \xi_f. \quad (F.3)$$

It follows from Eqs. (5.22) and (3.27) that

$$\nabla_a [(\nabla^a \xi^b + \nabla^b \xi^a) \ell_b] = 0, \quad (F.4)$$

and simplifying by once again commuting derivatives acting on $\xi^a$ and inserting into (F.3) gives that the left hand side of Eq. (F.2) is

$$2\mathcal{L}_\ell (\nabla_a \xi^a) + (\nabla^a \xi^b + \nabla^b \xi^a) \nabla_a \ell_b. \quad (F.5)$$

Note that this expression is independent of the definition of $\ell^a$ off $\mathcal{N}$, by Eq. (5.22a).

We now turn to evaluating the right hand side of Eq. (F.2). We define the vector

$$v^a = \xi^a \nabla_a \ell^b - \beta \ell^b, \quad (F.6)$$

which satisfies $\hat{\ell}_a v^a = 0$, in terms of which the right hand side can be written as $2\hat{D}_i v^i$. We now make use of the relation (3.27) between the three dimensional and four dimensional divergence operators, and the definition (3.26), which yields for the right hand side

$$2\nabla_a v^a + 2n^b (v^a \nabla_a \hat{\ell}_b + \hat{\ell}_a \nabla_b v^a). \quad (F.7)$$

Here $n^b$ is any null vector field which satisfies $n_a \ell^a = -1$. Now using the definition (4.11a) of $\beta$ in Eq. (F.6) we obtain $v^a = \ell^c \nabla_c \xi^a$, and substituting into (F.7) gives

$$2\nabla_a \ell^c \nabla_c \xi^a + 2\ell^c \nabla_a \nabla_c \xi^a + 2n^b \ell^c \nabla_a \hat{\ell}_b \nabla_c \xi^a + 2n^b \hat{\ell}_a \nabla_b \ell^c \nabla_c \xi^a + 2n^b \hat{\ell}_a \ell^c \nabla_b \nabla_c \xi^a. \quad (F.8)$$

It remains to show that the expressions (F.5) and (F.8) coincide. Commuting the derivatives in the second term in (F.8) and using the vacuum equation of motion $R_{ab} = 0$ shows that this term matches the first term in Eq. (F.5). The last term in (F.8) vanishes by Eqs. (5.22). In the third term, the derivative acting on $\hat{\ell}_a$ is entirely along the surface, since $\ell^c \nabla_c \xi^a = 0$ by Eq. (5.22a). Hence we can replace $\hat{\ell}_a$ with $\ell_a$ in this term, and also in the fourth term. Next, we have that $\ell^a$ is hypersurface orthogonal on $\mathcal{N}$, so $\ell_a \nabla_b \ell_c \equiv 0$. It follows that $\nabla_a \ell_b = \nabla(\ell_a \ell_b) + w_{[a} \ell_{b]}$ for some $w_a$ with $w_a n^a = 0$. Substituting this into the
first, third and fourth terms in Eq. (F.8) we find that the dependence on \( w_a \) cancels out, so that \( \nabla_a\ell_b \) can be replaced in these terms with \( \nabla_{(a}\ell_{b)} \). The first term in (F.8) then matches the second term in (F.5). The third and fourth terms can be written as \( 4p_a\ell_b\nabla^{(a}\xi^{b)} \) where \( p_a = n^b\nabla_{(a}\ell_{b)} \), which vanishes by Eq. (5.22a). Thus the expressions (F.5) and (F.8) coincide as desired.

**Appendix G: Symplectic currents on black holes horizons**

Our explicit expressions for the symplectic current and charges for general null surfaces allow us to establish a number of results about black hole horizons.

First, in vacuum general relativity, the obstruction (2.15) to defining the contribution to a global symmetry generator charge \( Q_\xi \) from an integral over a future horizon \( \mathcal{H}^+ \) vanishes,

\[
\int_{\mathcal{H}^+_{\pm}} i_\xi \omega = 0, \tag{G.1}
\]
as discussed in Sec. 2.4 above, assuming certain fall off conditions on the shear along the horizon at the future boundary \( \mathcal{H}^+_{\pm} \), which we now discuss. Consider a cross section \( S \) of the horizon that approaches \( \mathcal{H}^+_{\pm} \). The integrand in Eq. (G.1) is given explicitly for a null surface in Eq. (6.20), and scales as a product of a symmetry generator \( \chi^i \), times the expansion or shear of the background, times two factors of metric perturbation \( h_{ij} \). Denoting an affine parameter along the horizon by \( v \), the symmetry generator scales \( \sim v \) as \( v \to \infty \), by Eq. (4.8). If the shear of the background and perturbations scales as

\[
\sigma_{ij} \sim v^{-p} \tag{G.2}
\]
for some \( p > 1 \) as \( v \to \infty \), then it follows from Eq. (9.2.32) of Wald [50] that the expansion \( \theta \) is negligible. Also from Eq. (3.15) it follows \( h_{ij} \sim v^{-(p-1)} + \text{(const)} \), and hence the condition (G.1) will be satisfied at \( \mathcal{H}^+_\pm \).

Is the condition (G.2) on the late time decay of the shear physically realistic? Consider first linear gravitational perturbations of a Kerr black hole with initial data of compact spatial support. For this case Barack showed that the Weyl scalars \( \Psi_\theta \) and \( \Psi_4 \) decay along the horizon at late times like \( v^{-7} \) or smaller [93]. It then follows from Eqs. (9.2.32) and (9.2.33) of Wald [50] that \( \sigma_{ij} \sim v^{-6} \). For more general solutions with incoming radiation at \( \mathcal{I}^- \), we conjecture that imposing that the News tensor fall off along \( \mathcal{I}^- \) as \( \sim v^{-p} \) with \( p > 1 \) in the limit \( v \to \infty \) towards \( \mathcal{I}^-_+ \) will be sufficient to ensure the fall off condition (G.2) along the event horizon, both linearly and nonlinearly. This conjecture is based on the intuition that backscattering should serve to decrease rather than increase the incoming flux at late advanced times \( v \).

For eternal black holes with a bifurcation two-sphere \( \mathcal{H}^+_\pm \), the condition (G.1) will be
satisfied at $\mathcal{H}^+$ from Eqs. (4.40) and (6.20).

Second, we show that the contribution to any global symmetry generator charge $Q_\xi$ from the integral over a future event horizon $\mathcal{H}^+$ can be expressed in terms of corresponding localized charges $Q^{\text{loc}}_\xi$ evaluated on the components $\mathcal{H}^\pm_\pm$ of $\partial \mathcal{H}^+$, as discussed in Sec. 2.6 above. This requires the vanishing of the correction term $i_\xi \Theta$ in the definition (2.25) of the localized charge:

$$\int_{\mathcal{H}^\pm_\pm} i_\xi \Theta = 0. \quad \text{(G.3)}$$

Using the explicit expression (6.26), an argument analogous to that given in the last paragraph shows that the quantity (G.3) vanishes at $\mathcal{H}^+_\pm$, under the same assumptions on the shear as above. For eternal black holes with a bifurcation two-sphere $\mathcal{H}^\pm$, the corresponding integral (G.3) vanishes by the condition (4.40).

**Appendix H: Alternative definition of field configuration space and associated symmetry algebra**

In the body of this paper we have presented a specific definition of a field configuration space $\mathcal{P}$ for general relativity in the presence of a null boundary, and derived from that definition a symmetry algebra and various types of charges. A natural question is whether there is any freedom in the choice of definition of $\mathcal{P}$. In this appendix, we explore a modification of the definition of $\mathcal{P}$, in which we allow a larger set of metrics. A key motivation for this exploration is the fact that the new metric variations which are now allowed do not correspond to degeneracies of the symplectic form, and so can be regarded as physical degrees of freedom. We will show that our analysis of the symmetry algebra can be straightforwardly generalized, but that it is not possible to implement the Wald-Zoupas prescription described in Sec. 2.6 to compute localized charges in this context. One can obtain expressions for localized charges but they are not unique.

The starting point for the modified field configuration space definition is to omit the non-affinity $\kappa$ in the definition (4.2) of intrinsic structure $u$. Thus, $u$ consists of an equivalence class of normals $\ell^i$ that are related by rescalings of the form (3.1). The symmetry group is modified by replacing the transformation (4.7a) with an arbitrary smooth mapping $\pi = \pi(u, \theta^A)$, and the algebra (4.11) is modified by dropping the requirement (4.11b). The definition of the boundary structure $p$ in Sec. 5 is correspondingly modified by omitting the non-affinity $\kappa$ from the definition (5.3), and omitting the requirement (5.2b) from the definition of the equivalence relation. The definition of the field configuration space $\mathcal{P}_p$ is modified by omitting the requirement (5.4b). The conclusions (5.18), (5.19) and (5.20) then continue to hold. In particular, a key point is that the arguments of Appendix C continue to apply, and so none of the new symmetry generators $\chi^i$ on the null surface correspond to degeneracies of the symplectic form.
In the following subsection 5.3, the conditions (5.22b) and (5.30) on variations of the
metric are no longer valid. Also the non-affinity $\kappa$ is no longer preserved under variation of
the metric, its variation is given by $\delta \kappa = -\Gamma_i \ell^i / 2$, from Eqs. (5.27), (6.10) and (3.18).

The computation of charges in Sec. 6 is modified as follows. The expression (6.7) for the
Noether charge is still valid, as is its variation (6.13). In Sec. 6.3, the expression (6.16) for
the presymplectic potential $\theta_{ijk}$ is valid, but the subsequent expression (6.17) acquires the
extra term $-\varepsilon_{ijk} \Gamma_a \ell^a / (16 \pi)$, and there is the corresponding correction
$\varepsilon_{ijk} \chi^k \Gamma_a \ell^a / (16 \pi)$ to Eq. (6.19). In the computation of localized charges, we are unable to find a presymplectic
potential $\Theta$ satisfying all the requirements listed in Sec. 2.6. Specifically, if we use the
choice (6.24) of the 3-form $\alpha$, then the extra term in $\theta$ implies that $\Theta$ no longer vanishes
on stationary backgrounds. One could cancel this extra term by adding a term proportional
to $\kappa \varepsilon_{ijk}$ to $\alpha_{ijk}$, but this term is not invariant under the rescaling (3.1) as it must be. The
expression $\kappa - \mathcal{L}_\ell \ln \theta$ is invariant under rescaling, but from Raychaudhuri’s equation in
vacuum it is equivalent to $\theta / 2 + \sigma_{AB} \sigma^{AB} / \theta$ which is not well defined in the limit $\theta \to 0$.
It does not appear to be possible to find a presymplectic potential $\Theta$ satisfying all the
requirements.

Of course, one can drop the requirements related to stationarity, and choose the same
expression (6.24) for the 3-form $\alpha$ as before. Then the argument of Appendix E shows
that, assuming the localized charges $\mathcal{Q}_{\xi}^{loc}$ vanish on the reference solution, the expressions
(6.23) and (6.27) for the localized charge are still valid. However, since we are no longer
imposing any assumptions related to stationarity, the relation (2.29) between the flux $d \mathcal{Q}_{\xi}^{loc}$
and presymplectic potential $\Theta$ need not hold, and the flux will not vanish on stationary
backgrounds. In addition, one could have picked other expressions for $\alpha$, so the expression
for the localized charge is not unique. It may be possible in this context to find some other
criterion that could be used to determine a unique charge expression.
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