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1 Introduction

The fact that topological string amplitudes are closely related to certain holomorphic quantities in the physical superstring theories was known for sometime. A practical incarnation of this relation is the recently discovered
By now, this idea has been investigated using three rather independent approaches.

In the original approach of [3, 4, 5], one starts from the open/closed string duality implied by a geometric transition, and computes gauge theory superpotentials using the fluxes of the dual geometry [9-19]. The result is expressed in terms of the partition function of a certain closed topological string theory. On the open string side of the duality one relates the terms of the effective superpotential with the partition function of the holomorphic Chern-Simons theory (which describes the fields on the wrapped D-branes sourcing the geometry). Dijkgraaf and Vafa conjectured that the open and closed partition functions are identical. Since the computation of the open string partition function reduces to the computation of the partition function of a large $N$ matrix model, this conjecture implies a certain relation between gauge theory effective superpotentials and matrix models [3]. This relation was further strengthened by the study of the underlying geometry of the matrix model and of the gauge theory [4, 5].

In the second approach [20], the effective glueball superpotential of an $N = 1$ theory with adjoint matter was evaluated using superspace techniques. It was found that only zero momentum planar diagrams contribute to this superpotential, thus validating the original conjecture.

In the third approach [3, 21] the generalized Konishi anomalies of the chiral theory were used to obtain relations between the generators of the chiral ring of the theory. These relations, which under certain identifications can be reproduced from a matrix model, can then be used to construct the effective superpotential.

Perhaps the most immediate extension of the matrix model-gauge theory relation is to theories with fields transforming in matter representations of the gauge group [22-47]. For theories with fields transforming in the fundamental representation of the gauge group, it was suggested that the addition to the original DV proposal involves matrix model diagrams with a single boundary. For arbitrary generalized Yukawa couplings and a simple superpotential for the adjoint field, this proposal was proved in [36]. Furthermore, it was shown in [7] that the matrix model fully captures the holomorphic physics of theories with $N_f < N_c$, regardless of the complexity of the tree level superpotential for the adjoint field.

Extending the correspondence to gauge theories with baryons turned out to be somewhat more challenging. In particular, baryons only exist for theories with certain relations between $N_f$ and $N_c$; therefore, taking the large
Nc limit to restrict to planar diagram s is not possible. Moreover, the notion of boundary in diagrams with baryons is not well-defined unless certain manipulations are performed.

In [32] an extension of the DV proposal to theories with baryons was formulated and it was shown that for an SU(Nc) theory with Nf = Nc quarks this proposal reproduces exactly the known gauge theory physics.  

The goal of this paper is to extend the correspondence to supersymmetric QCD with Nf = Nc + 1 'avors. As it is well known [2], this theory has Nf baryons, Nf mesons and a dynamically generated superpotential

\[ W = \frac{1}{2Nc} (BM^{-1}B^t \det M) \]  

In order to relate this theory with the corresponding matrix model, we deform it with the appropriate sources, and integrate out the mesons and baryons. We then compare the result with the one given by matrix model planar one-(generalized) boundary and nd perfect agreement.

Our interest in theories with baryons has several reasons. The first is that neither of the three routes by which the original matrix model gauge theory relation was reached seem easily extendable to these theories.  

Second, in theories with only chiral 'avors, baryons are the only objects one can construct. If one is to extend the matrix model gauge theory relation to such theories, understanding the role and the correct treatment of baryons is crucial.

Last but not least, the superpotentials of theories similar to SQCD with Nf = Nc + 1 'avors are used as starting points for the construction of low energy effective superpotentials in many theories where symmetries do not determine these superpotentials directly. It is therefore important to have a direct method of computing them.

1 Related work has appeared in [30], where a perturbative field theory computation in the spirit of [20] was used to recover the term's linear in baryon sources in the gauge theory effective superpotential.

2 In particular, as we will see in the last section of this paper, understanding the baryons at Nf = Nc + 1 in geometric transitions is quite difficult.

3 These are the so-called s-conning theories. They have a description in terms of gauge-invariant operators everywhere here on the moduli space, and the effective superpotential for the connected degrees of freedom is not singular at the origin of the moduli space. (For discussions on s-conning theories see [19, 50] and references therein).
One of the ways in which the validity of the $N_f = N_c + 1$ superpotential is usually tested is by obtaining the correct $N_f = N_c$ superpotential in the absence of baryonic sources. However, this superpotential contains much more information, which can only be captured by turning on all the baryon sources. The fact that the matrix model reproduces the rather involved effective superpotential obtained with all the baryon sources turned on is a very powerful confirmation of the validity of the extension of the matrix model-gauge theory relation to baryons.

Integrating out all the fields in both the gauge theory and the matrix model is rather complicated, and often results in rather unifying expressions involving roots of large degree polynomials. Fortunately, there exists a procedure [27] which allows us to compare gauge theory and matrix model results in theories containing only mesons. Thus, to compare the gauge theory and the matrix model results it is enough to integrate out only baryon fields on the gauge theory side (sections 5 and 6), and to relate the result to the matrix model free energy obtained by treating the $N_c - 1$ massless baryons as background fields (section 7).

Except for SU(2), where computing the values of the effective superpotential at its critical points is not too difficult (sections 2 and 3), we will only be comparing matrix and gauge theory results at $N_f = N_c - 1$. In section 8.2 we will derive these values, using gauge theory techniques, and discuss a method for computing the full matrix model free energy. As an example we apply this method to the case of a SU(2) gauge theory and recover all expected results, already discussed in sections 5.2 and 6.

Before proceeding, let us remark that in our case there is no distinction between the unitary matrix model and the hermitian one. This is due to the fact that we will be interested in theories containing only fields transforming in the fundamental representation. Since these fields are not constructed out of generators of the gauge group, they are the same both in the SU($N_c$) and in the U($N_c$) theories. Thus, the matrix integral is the same for both gauge groups.

To x the notation, Latin indices from the beginning of the alphabet ($a; b; c$) are SU($N_c$) indices; Latin indices from the middle of the alphabet ($i; j; k$) are SU($N_f = N_c + 1$) indices; Greek indices from the beginning of the alphabet ($; ;;$) are SU(2) indices corresponding to two baryon fields which are singled out. They take the values $N_c$ and $N_c + 1$. Hatted Latin indices from the middle of the alphabet are SU($N_f = N_c - 1$) indices, corresponding to the baryon symmetry unbroken by the quark masses (but nevertheless
broken by the presence of baryon operators).

2 Review of the Dijkgraaf-Vafa proposal for avors

In a series of papers [3, 4, 5], Dijkgraaf and Vafa proposed a perturbative method for computing the effective glueball superpotential of certain $N = 1$ theories with elds transforming in the adjoint and bifundamental representations of the gauge group. According to this proposal, the planar diagram contribution to the free energy of a certain matrix model yields the effective superpotential of the corresponding $N = 1$ gauge theory. In T.Hoff's double line notations these diagram $s$ have the topology of a sphere.

When elds transforming in the fundamental representation of the gauge group (quarks) are present one must also include the free energy arising from planar diagrams with one boundary (diagrams with the topology of a disk) [23, 26]. More explicitly, the gauge theory effective superpotential is given by

$$ W_{e} (S; ) = N_{c} S (\ln \frac{S}{3}) + N_{c} \frac{\partial F}{\partial S} + N_{f} F_{1} = 1 ; $$

where the first two terms are also present in a theory with only adjoints, and the third term is the contribution of the avors.

If baryonic sources are also added, the diagrams that can be constructed become more complicated. However, only the planar diagram with the same index loops as a diagram with one boundary contribute to the effective superpotential [52]. Since the number of colors and the number of avors are related, it is not possible to select the relevant diagrams by taking the limit in which the number of colors is large. Thus, the planar diagrams with baryon sources have to be selected by hand. In [52] it was shown that planar baryonic diagrams for $SU(N_{c})$ theories with $N_{c}$ avors reproduce the known physics.

The nonlinearities introduced by the baryonic operators make the computation of the matrix model partition function challenging. Fortunately, when the tree level superpotential can be expressed in terms of mesons, the matrix model and gauge theory can be related more directly [27]. Thus, adding in the matrix model constraint which identifies the matrix model quark bilinears with the gauge theory mesons allows one to compute directly the gauge theory superpotential with the corresponding mesons integrated in. This proposal was proved using the geometric construction of the matrix
model [13], using the symmetries of the gauge theory [32], and by explicitly integrating in quarks [41].

Thus, the free energy which gives the superpotential of a theory with both massive and massless avors is given by

$$e^F = \int \text{D} Q \text{D} Q^\dagger (Q^a_\dagger Q^\dagger_a M^\dagger_1) e^{\text{Im} \text{tr} \text{e}^{-\frac{1}{2} \text{tr} Q Q}}$$

where $Q$ are the massive quarks and $Q^\dagger$ are the massless ones.

This expression also allows us to compute the free energy in the presence of baryons, as long as $N_f = N_c + 1$. Indeed, choosing two massive quarks, it is possible to sum up all Feynman diagrams involving them and obtain a result which only depends on quark bilinears. At this stage the function constraint can be easily enforced and we are left with computing the integral of the constraint.

If the dimension of the matrices $M_c$ is larger than $N_f$ (which is always the case in large $M_c$ limit) this integral is [27]:

$$Z = \int \text{D} Q \text{D} Q^\dagger (Q^a_\dagger Q^\dagger_a M^\dagger_1) = e^{N_c \ln (\text{det} M^\dagger M)} N_f \ln (\text{det} M^\dagger M)} N_f M_c \ln M_c;$$

where is a cuto. This result however contains both leading and subleading terms in $N_f = M_c$. In particular the logarithm in the second term in the exponent is proportional to the number of avors, $N_f$ (the determinant is taken over avor indices, and therefore is of order $M^{N_f}$), and therefore this term is of order $N_f$. Hence, it is generated by a multi-boundary diagram with insufficient gauge index loops, and should not be included in the free energy.

Identifying the matrix model with the coupled with the gauge theory glueball super eld and taking into account the clarifications above, the contribution of the planar and 1-boundary diagrams to the above integral becomes:

$$Z = \int \text{D} Q \text{D} Q^\dagger (Q^a_\dagger Q^\dagger_a M^\dagger_1) = e^{S \ln (\text{det} M^\dagger M)} N_f S \ln (S = 3)}$$

This equation will be one of the important ingredients in our comparison of matrix model and gauge theory results.

Footnote: This little miracle happens only for $N_f = N_c$ or $N_f = N_c + 1$. If $N_f = N_c + 2$ one needs to choose more than two massive avors, which makes the matrix integral non-Gaussian and rather hard to compute.
3 Integrating-Out All Flavors

In this section we compute the gauge theory effective superpotential at its critical points. The unbroken symmetries determine its value up to an unknown function of one variable. By requiring consistency with the high energy theory, we construct a differential equation for this function. We first solve it for the special case of an $U(2)$ theory with three flavors and then turn to the general case.

3.1 Symmetries and Consistency Constraints

We start with a tree level superpotential with mass terms and baryon source terms for all flavors:

$$W_{\text{tree}} = m^{1/2} Q_i Q_j^* + b^i B^i + B^i B^j :$$

The total superpotential is the sum of this tree level superpotential and of the dynamically generated superpotential

$$W_{\text{dyn}} = \frac{1}{2N_c} \det M B M^T :$$

The quantum numbers of the sources are

|   | $U(1)_R$ | $SU(N_f)_Q$ | $SU(N_f)_B$ | $U(1)_B$ | $U(1)_H$ | $D$ |
|---|---------|-------------|-------------|---------|---------|------|
| $Q$ | $\frac{1}{N_f}$ | $N_f$ | $1$ | $+1$ | $+1$ | $1$ |
| $Q^*$ | $\frac{1}{N_f}$ | $1$ | $N_f$ | $1$ | $+1$ | $1$ |
| $M$ | $\frac{2}{N_f}$ | $N_f$ | $N_f$ | $0$ | $+2$ | $2$ |
| $B$ | $\frac{1}{N_f}$ | $N_f$ | $1$ | $N_f$ | $1$ | $N_f$ | $1$ |
| $B^*$ | $\frac{1}{N_f}$ | $1$ | $\frac{1}{N_f}$ | $N_f$ | $N_f + 1$ | $N_f$ | $1$ |
| $m$ | $2\frac{1}{N_f}$ | $N_f$ | $N_f$ | $0$ | $2$ | $1$ |
| $b$ | $1 + \frac{1}{N_f}$ | $N_f$ | $1$ | $N_f + 1$ | $N_f + 1$ | $N_f + 4$ |
| $B$ | $1 + \frac{1}{N_f}$ | $N_f$ | $N_f$ | $1$ | $N_f + 1$ | $N_f + 4$ |
| $2N_f^3$ | $0$ | $1$ | $1$ | $0$ | $2N_f$ | $2N_f$ | $3$ |

Using these quantum numbers, we can determine the form of the allowed superpotential terms after integrating out all flavors.

All superpotential terms are functions of $2N_f^3$, $b$, $B$, and $m$. To construct invariants under the non-abelian flavor symmetries, the only allowed
Building blocks are $b_m \frac{1}{B} j$ and $\det m$ . The $U(1)_R$ invariant combination of these is $(b_m \frac{1}{B} j)^{N_f} = (\det m)^2$. Its $U(1)_A$ charge is $(2N_f) (N_f - 1)$

$$2(2)N_f = 2N_f^2 + 6N_f$$

Therefore the combination

$$\left( \frac{(b_m \frac{1}{B} j)^{N_f}}{(\det m)^2} \right)^1 (2N_f)^3$$

is invariant under all symmetries, and is dimensionless as well.

The existence of the gluino condensate implies that in the absence of baryonic sources, $b = B = 0$, the superpotential is $(N_f - 1) (\det m)^2 (2N_f - 1)^3$. Therefore the possible form of the superpotential in the presence of baryon source terms is

$$W = (N_f - 1) (\det m)^2 (2N_f - 1)^3$$

where $f(x)$ is a function we want to determine.

In the limit of infinite mass parameter $m$ this theory reduces to a pure $N = 1$ gauge theory. In this case we know that there are $N_c$ vacua and the values of the superpotential at the critical points differ by roots of unity of order $N_c$. In this limit, the argument of the function $f$ in the equation above vanishes, while its coefficient can be identified with the dynamical scale of the resulting theory. Thus, in order to recover the expected gauge theory results, we must impose the boundary condition

$$f(0) = N_c^k; k = 0; \ldots; N_c - 1$$

where $N_c = 1$.

The expectation values of the moduli are obtained by differentiating this effective superpotential with respect to the sources.\(^5\)

$$M^i \cdots = \frac{\partial W}{\partial m^i} = (\det m)^2 (2N_f - 1)^3$$

$$B^i = \frac{\partial W}{\partial b} = (N_f - 1)^2 (\det m)^2 (2N_f - 1)^3$$

$$B^j = \frac{\partial W}{\partial B^j} = (N_f - 1)^2 (\det m)^2 (2N_f - 1)^3$$

\(^5\)We use the simplified notation $\left( \frac{b_m \frac{1}{B} j}{(\det m)} \right)$.
Therefore, we find
\[ B^i M^j = (N_f, 1)^2 [(\det m)^{2N_f} 3^{2N_f - 1}] f(x) \]
\[ (m^1)^j_k f(x) + (N_f, 1)f^0(x) \frac{(N_f, 1) b_k b^j}{(2m B)} 2 (m^1)^j_k \frac{m^k b^j}{(2m B)} \]
\[ = (N_f, 1)^2 [(\det m)^{2N_f} 3^{2N_f - 1}] f^0(x) \frac{b^j}{(2m B)} \]
\[ (f(x) + (N_f, 1)(N_f, 3)f^0(x)) \]
(14)

One of the equations of motion derived from \( W_{\text{tree}} + W_{\text{dyn}} \) imposes the following relation:
\[ B^i M^j = 2N_f 3^{2N_f} b^j \]
(15)

Therefore,
\[ (N_f, 1)^2 1^{2N_f} 1 f^0(x) [f(x) + (N_f, 1)(N_f, 3)f^0(x)] = 1 \]
(16)

This equation is special for \( N_f = 3 \), as the second term vanishes. We begin in the following subsection by analyzing this case, and defer the general discussion to section 8. We then give the matrix model description of the SU(2) theory and compare the results.

3.2 SU(2) with three flavors: Field Theory

For \( N_f = 3 \) the superpotential is
\[ W = 2 [(\det m)^{3} f^0(x) \frac{(2m b^j b^j)^2}{(\det m)^2}] \]
(17)

Let us notice that the argument of \( f(x) \) does not depend on \( x \). This is easy to understand. Because of the Lie algebra identification SU(2) \( \rightarrow \) Sp(1), the baryons can be interpreted as mesons in the Sp(1) theory. The mass matrix is
\[ m^i_j = \delta_{ij} \]
(18)
and its Pfaffian can be perturbatively expanded around \( \det m \) in inverse powers of \( m \). The function \( f(x) \) must be precisely this expansion. Therefore it is a polynomial of \( x \).
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Indeed, equation (16) reduces to

\[ 4x^{1/2}f^0(x)f(x) = 1; \]  

which implies that \( f(x) \) is given by

\[ f(x) = (C \ x^{1/2})^{1/2}; \]  

(20)

The integration constant \( C \) is fixed to unity by the boundary conditions (10). Then, the effective superpotential becomes

\[ W = 2 \left( \det m \right)^{3/2} \frac{1}{1} \left( \frac{1}{\det m} h_{ij}^{\mathbf{A}} b_{1}^{i} = 2 \left( \det m \right)^{1/2} (h_{ij} b_{1})^{3/2} \right); \]  

(21)

The combination in the square bracket is precisely the Pfaffian of the mass matrix including the baryon source terms. In the next section we will recover this result from matrix model computations.

4 SU(2) with three flavors; Matrix Model

In this section we describe SU(2) supersymmetric QCD with 3 flavors using the matrix model. Since the baryon operators in this theory are bilinear in quarks, the matrix model free energy can be computed directly. We will find that, after integrating out the glueball superfield, the effective superpotential agrees with the field theory result given in Eq. (21).

As briefly stated in the previous section, for an SU(2) theory with three flavors the tree level superpotential is

\[ W_{\text{tree}} = m J^{a} Q_{a} \bar{Q} + b_{i j k} ^{a b} Q_{i}^{a} Q_{j}^{b} Q_{k}^{c} + \cdots + b_{i j k} ^{a b} Q_{i}^{a} Q_{j}^{b} Q_{k}^{c}; \]  

(22)

To compute the partition function it is useful to rewrite this expression as

\[ W_{\text{tree}} = \frac{1}{2} Q^{T} K_{U(2)} Q \]  

(23)

where

\[ K_{U(2)} = m_{i j} b_{i j k} ^{a b} m_{k}^{a b}; \]

and

\[ Q = Q_{b}^{a} \bar{Q}_{b}^{a}; \]  

(24)

\[ ^{6}\text{For larger } N_{c} \text{ the matrix model is sufficiently complicated to render challenging the direct recovery of the field theory results. We will return to these questions in section 3.} \]
The boundary free energy is given by the logarithm of the determinant of $K_{U(2)}$. This can be easily computed and it gives:

$$\det K_{U(2)} = \det \begin{pmatrix} \mathbf{m} \mathbf{B} \end{pmatrix}^2$$

where in the exponent the first factor of 2 is due to the fact that we integrated over two types of fields, $Q$ and $\bar{Q}$, while the second factor of 2 represents the number of colors.

In principle one should worry about isolating the planar diagram contribution to the free energy. Fortunately, for $SU(2)$, all the diagrams are planar.\(^7\)

Combining this with the Veneziano-Yankielowicz term yields the effective superpotential:

$$W_e = N_c S \left( \ln \frac{S}{3} + S \ln \frac{1}{3} \right) \det \mathbf{m} \mathbf{B}$$

(26)

To compare with the field theory result we must integrate out $S$. This gives

$$W_e = 2 \det \mathbf{m} \mathbf{B}^{1=2} 3=2$$

(27)

which precisely matches the field theory result.

Perhaps this agreement should not appear surprising, since for a $U(2)$ gauge group the mesons and baryons have similar structure. However, the computations which led to the two results are substantially different; this seems to imply that the agreement is somewhat nontrivial. Another point worth emphasizing is that all matrix model diagram contributions to the effective superpotential. The origin of this surprising fact is again the bilinearity of the baryons. This will not happen in the general case to which we return in section 7.

5 Integrating-Out Two Flavors – The Elegant Way

As discussed in section 2, our goal is to match the gauge theory effective superpotential after integrating out two quarks with the matrix model predictions. Let us therefore begin with the appropriate computation on the

\(^7\)This is due to the fact that both $b_a^b$ as well as $a_b$ are invariant tensors. The non-planarity can in principle arise due to insertions of a baryonic operator in the Feynman diagram, but the antisymmetry of $a_b$ can be used to transform it into a planar one.
gauge theory side. There are two ways to achieve our goal. In this section, using symmetry arguments, we constrain the form of the effective potential after integrating out two quarks and then derive certain constraints on the unknown functions. Solving these constraints leads to our result. In the next section we rederive the same result by directly integrating out the appropriate eikds.

Since we only give mass to two of the flavors, the tree level superpotential is

$$W = m \, Q \, Q' + b_i B_i + B_i' B_j;$$  \hspace{1cm} (28)$$

where ; = N c;N_c + 1. Hereafter we distinguish the indices of the massive and massless flavors: ; = N c;N_c + 1, and j; = 1; c;N 1 respectively.

The superpotential has a tree level part

$$W = m \, m + b \, B + b_i B_i + B_i \, B_j + B_i' B_j;$$  \hspace{1cm} (29)$$

and a non-perturbatively generated part

$$\frac{1}{2N_c - 1} \, B_i \, M_i \, B_i + B_i \, M_i \, B_i + B_i \, M_i \, B_i + B_i \, B_i \, \det M.$$  \hspace{1cm} (30)$$

5.1 Preliminaries

Our goal is to find the effective superpotential after integrating out the two massive flavors. This superpotential is a function of b, B, B', m and M'.

In the absence of baryonic source terms, it is easy to find the solution

$$B = B_i = B_j = 0;$$  \hspace{1cm} (31)$$

$$M_i = M_i = 0;$$  \hspace{1cm} (32)$$

$$M = \frac{(m_i)}{\det M} \cdot \frac{(\det M_i)^{2N_c - 1}}{\det \hat{M}};$$  \hspace{1cm} (33)$$

where, (m_i) is the inverse of the two-by-two mass matrix, and M is the meson matrix constructed out of the remaining flavors. The resulting effective superpotential is

$$W = \frac{(\det m_i)^{2N_c - 1}}{\det \hat{M}};$$  \hspace{1cm} (34)$$

which is the expected Aker {Dine-Selberg superpotential.
In the general case the quantum numbers under the SU\((N_f \ 2)_0\)SU\((2)_0\)U\((1)_0\)SU\((N_f\)avor symmetry and its counterpart for \(Q^c\), force the superpotential to take the form

\[ W = \frac{(\det m)^{2N_c+1}}{\det M^c} f(x;y); \quad (35) \]

where the invariants \(x\) and \(y\) are

\[ x = \frac{(\det M^c)^2}{(\det m)^2} \quad (36); \]

\[ y = \frac{(\det M^c)^2}{(\det m)} g(y); \quad (37) \]

with \((\det M^c) = b \ M \ \mathbb{B} \) and \((\det M^c)^2 = b \ M^c \mathbb{B} \). We require that the superpotential be regular in the limit of no baryon sources and also at weak coupling \(\lambda \rightarrow 0\). Therefore, the function \(f(x;y)\) can be at most linear in \(x\), and hence

\[ W = \frac{(\det m)^{2N_c+1}}{\det M^c} g(y) + \frac{(\det M^c)}{(\det m)} h(y); \quad (38) \]

In order to obtain the explicit form of \(g(y)\) and \(h(y)\) it is useful to consider several limiting cases.

5.2 \(b_\uparrow = B' = 0\) with \(\gamma \uparrow = 1\);

In this case, the SU\((N_f \ 2)_0\)SU\((2)_0\)SU\((N_f\)symmetry is unbroken. Hence,

\[ M^\dagger = M^\dagger \uparrow = 0; \quad (39) \]

\[ B' = B' \uparrow = 0; \quad (40) \]

The equations of motion are

\[ B' = (M^\dagger) (\det M^c)^{2N_c+1} m = 0; \quad (41) \]

\[ B = (M^\dagger) B \uparrow \; (42) \]

\[ B' = b (M^\dagger) \; (43) \]

where \((M^\dagger)\) is defined only in the two-by-two block. Substituting the solutions from the last two equations into the first one, we nd

\[ [b (M^\dagger) (M^\dagger)] (M^\dagger) (\det M^c)^{2N_c+1} m = 0; \quad (44) \]
This is an equation for two-by-two matrices and hence there are four unknowns. On symmetry grounds we take the following ansatz:

\[(M^{-1}) = m + (m B) (m)\] (45)

where \(m\) are function of the invariants. Apparently this system is over-constrained, as there are four equations for two unknowns. However, a solution exists and is given by

\[= \frac{(\text{det} M) (\text{det} m)}{(\text{det} m B) (\text{det} M)^2 + (\text{det} m)^2 2N_c 1};\] (46)

\[= \frac{(\text{det} M)^3}{(\text{det} m) (\text{det} m B) (\text{det} M)^2 (\text{det} m)^2 2N_c 1 3 2N_f};\] (47)

Using this solution, the superpotential is given by

\[W_e = \frac{(\text{det} m)^{2N_c 1}}{(\text{det} M^\wedge) (\text{det} m B) (\text{det} m)};\] (48)

which is precisely what we expected from the symmetry considerations, except that we now determine the coefficient 1 for the second term. This determines the boundary condition \(h(0) = 1\).

5.3 \(b = B = 0\) with \(; = N_c; N_c + 1\)

The next simple case is \(b = B = 0\), when the only parameters in the effective superpotential are \(m\), \(b\), \(B\), \(M\). Hence there are no doublet breaking parameters of \(\text{SU}(2)_c \times \text{SU}(2)_j\). This immediately gives

\[M = M = B = B^\dagger = 0;\] (49)

The equations of motion can be easily solved,

\[B^\dagger = \frac{2N_c 1 b (M^\dagger)^{1}}{(\text{det} M^\wedge)};\] (50)

\[B = \frac{2N_c 1 (M^\dagger)^{1} b^\dagger}{(\text{det} M^\wedge)};\] (51)

\[M = (m^{1}) \frac{(\text{det} m)^{2N_c 1}}{(\text{det} M^\wedge)};\] (52)
where \( \hat{M} \) is the meson matrix for the remaining \( N \) flavors. Substituting the solutions to the superpotential, we find

\[
W_e = \frac{(\det m)^{2N_c - 1}}{\det \hat{M}} \left( \hat{M}^\dagger \hat{M} \right)^{N_c - 1} \hat{M}^\dagger \hat{M}^\dagger \hat{M}^\dagger ;
\]

and therefore \( g(y) = 1 \). The only remaining function to be determined is \( h(y) \).

5.4 General Case

Putting together what we have learned so far, the superpotential is

\[
W_e = \frac{(\det m)^{2N_c - 1}}{\det \hat{M}} \left( \hat{M}^\dagger \hat{M} \right)^{N_c - 1} \hat{M}^\dagger \hat{M}^\dagger + \frac{(\im \hat{B}) \det \hat{M}}{\det m} h(y);
\]

with \( h(0) = 1 \) and

\[
y = \frac{(\hat{M}^\dagger \hat{B}) \det \hat{M}}{(\det m) \cdot \hat{B}} ;
\]

From this superpotential we can obtain the vacuum expectation values of the \( M \) mesons and of the baryons:

\[
M \equiv \frac{\partial W_e}{\partial m} = (m^\dagger \hat{M}) \frac{(\det m)^{2N_c - 1}}{\det \hat{M}} + \frac{(\im \hat{B}) \det \hat{M}}{\det m} h(y)
\]

\[
= (m^\dagger \hat{M}) \frac{(\im \hat{B}) \det \hat{M}}{\det m} h(y) + \frac{(\im \hat{B}) \det \hat{M}}{\det m} y h^0(y) (m^\dagger) ;
\]

\[
\hat{B}^\dagger \equiv \frac{\partial W_e}{\partial \hat{B}^\dagger} = 2N_c - 1 \left( \hat{M}^\dagger \hat{M} \right)^{N_c - 1} + \frac{(\im \hat{B}) \det \hat{M}}{\det m} y h^0(y) \left( \hat{M}^\dagger \hat{B}^\dagger \right) ;
\]

\[
\hat{B}^\dagger = \frac{\partial W_e}{\partial \hat{B}} = (\im \hat{B}) \frac{(\det \hat{M}) \hat{B}^\dagger}{\det m} h(y);
\]

The one piece of information we cannot obtain from this superpotential is the vacuum expectation value of the off-diagonal mesons. By symmetry considerations it must be of the form

\[
M^\dagger = (x; y) \hat{B}^\dagger ;
\]
and similarly for \( M_1 \). To determine the unknown functions \((x; y)\) and \(h(y)\) one must use the equations of motion. We start with

\[
0 = \frac{\partial W}{\partial B} = M E^\top + M^\top E_1^\top + b
\]

\[
= \frac{1}{2N_c} (h(y) + b - \frac{(\text{det} M) (\text{det} M^\top)}{\text{det} m} h^0(y) h(y))
\]

\[
\text{This leads to the differential equation}
\]

\[
1 + h(y) + x y h^0(y) h(y) + \frac{\text{det} m}{\text{det} M} [y + x y h^0(y)] = 0;
\]

Another useful equation is

\[
0 = \frac{\partial W}{\partial B^\top} = M^\top E + M E_1^\top + b^\top
\]

\[
= \frac{b}{2N_c} \left( h(y) + \frac{(\text{det} M) (\text{det} M^\top)}{\text{det} m} h^0(y) \right) 2N_c^1
\]

\[
\text{This leads to another differential equation}
\]

\[
\frac{\text{det} m}{\text{det} M} h(y) + h^0(y) = 0;
\]

Solving for \(h(y)\) from the second equation and substituting it into the first, we obtain

\[
1 + h(y) x y h^0(y) h(y) + (y x y h^0(y)) h^0(y) h(y) = 0;
\]

Because this equation has to hold for any \( x \), it gives two equations for \(h(y)\),

\[
1 + h(y) + \frac{h(y)}{h(y)} = 0;
\]

\[
y h^0(y) h(y) + y h^0(y) \frac{h(y)}{h(y)} = 0;
\]
It is non-trivial that two different non-linear differential equations have a consistent solution. The first equation gives

\[ \frac{dh}{h^2 + h} = \frac{dy}{y}; \]  

(67)

and hence

\[ \log \frac{1 + h(y)}{h(y)} = \log \frac{y}{y} + \text{const}; \]  

(68)

Together with the boundary condition \( h(0) = 1 \), this leads to the solution

\[ h(y) = \frac{1}{1/y}; \]  

(69)

On the other hand, the second equation gives

\[ \frac{dh}{h^2} = \frac{dy}{y}; \]  

(70)

and hence

\[ h(y) = \frac{1}{1/y}; \]  

(71)

Both equations give the same solution, which confirms our result. Therefore, the effective superpotential after integrating out two quarks is

\[ W_e = 2N_c \frac{\text{det}m}{\text{det}M} (\text{det} M^{-1} B) \frac{\text{det} \hat{M}}{\text{det} M} \frac{\text{det} M^{-1} B}{\text{det} M}; \]  

(74)

6 Integrating-Out Flavors—The Laborious Way

In this section we will recover the results of the previous section using a different method: instead of using symmetries to constrain the final form of \[ W_e \] we can also determine \( (x;y): \)

\[ (x;y) \frac{\text{det}m}{\text{det}M} = \frac{1}{1/y}; \]  

(72)

and hence

\[ M_{\ell} = \frac{h B^\dagger \text{det}M}{1/y \text{det}m}; \quad M_{\tau} = \frac{h B}{1/y \text{det}m}; \]  

(73)

These expressions are necessary for integrating the two flavors back in.
the effective superpotential, we will just directly solve the classical equations of motion and then evaluate the initial superpotential at these values of the \( \epsilon \)s. Starting from (29, 30)

\[
W_e = M \cdot m + b \cdot B \cdot \delta^i + B \cdot \delta^i + b \cdot B + B \cdot B^\dagger + B^\dagger \cdot B + B \cdot M \cdot B + B \cdot M^\dagger + B \cdot M^\dagger \cdot B + B \cdot M \cdot B \cdot \text{det}M
\]

the equations of motion are:

\[
\begin{aligned}
B \cdot B^\dagger &\cdot M^j_i + m_i^{2N_c - 1} = 0 \\
B \cdot M^j_i + B \cdot B^\dagger &\cdot M^j_i + m_i^{2N_c - 1} = 0
\end{aligned}
\]

where \( i, j = 1 \ldots (N_c + 1) \). \( M^j_i \) is the cofactor, and only \( m \neq 0 \). We split the \((N_c + 1) \times (N_c + 1)\) matrix \( M^j_i \) into a 2 \( \times \) 2 block \( M \) and a \((N_c - 1) \times (N_c - 1)\) block \( M^\dagger \). The off-diagonal blocks are \( M \) and \( M^\dagger \), respectively.

Multiplying (75) by \( M^\dagger_i \) and using the fact that \( M^\dagger_i M^j_k = \text{det}M\cdot m\cdot M^\dagger_k \) we end after a few straightforward steps:

\[
\begin{aligned}
M \cdot m &= b \cdot B \\
M^\dagger \cdot m &= B \cdot B^\dagger \\
M \cdot m &= b \cdot B + \text{det}M \cdot m^{(2N_c - 1)} \\
\end{aligned}
\]

Equations (80) and (81) give \( B \cdot m \cdot B = B \cdot b \cdot m \cdot B \), which implies

\[
\begin{aligned}
B &= B \cdot m \cdot B \cdot m^{2(2N_c - 1)} \\
B^\dagger &= B \cdot m \cdot B \cdot m^{2(2N_c - 1)} \end{aligned}
\]

where \( B \) is a parameter.

We will first express all the expectation values in terms of \( B \), and then use some of the remaining equations of motion to relate \( B \) and \( \text{det}M \). The mesons are given by:

\[
\begin{aligned}
M &= b \cdot B \cdot B \cdot b^{(2N_c - 1)} + (m \cdot m^{(2N_c - 1)}) \cdot \text{det}M \cdot m^{(2N_c - 1)} \\
M^\dagger &= b \cdot B^\dagger \cdot B \cdot b^{(2N_c - 1)} \\
M^\dagger &= b \cdot B \cdot B^\dagger \cdot b^{(2N_c - 1)}
\end{aligned}
\]
Combining these equations with equation (77) one finds the baryons $B^{\uparrow}$:

\[
B^{\uparrow} = (M^{\dagger})^{i}_{j}(1 + X B^{2})^{2N_{c}}
\]  
\[
B^{\downarrow} = b (M^{\dagger})^{i}_{j}(1 + X B^{2})^{2N_{c}}
\]

where

\[
X = (\begin{pmatrix} m & 0 \\ 0 & 0 \end{pmatrix})^{3(2N_{c} + 1)} ;
\]

Substituting everything back into $W_{e}$ we find

\[
W_{e} = \frac{1}{2N_{c} + 1} \left( \frac{h}{B^{2}X + 1} \right) \text{det} M + B X (B^{2}X + 3) ;
\]

where as before $(M^{\dagger}B)$ is a shorthand for $b (M^{\dagger})^{i}_{j}B^{\dagger}$.

The next step in our evaluation is to find the relation between $\text{det} M$ and $B$. Using the block decomposition of the meson matrix we outlined in the beginning, it is not hard to find that $\text{det} M$ can be expressed as:

\[
\text{det} M = (\text{det} M_{\uparrow}) \text{det} (\begin{pmatrix} M^{\dagger} & M^{\dagger} \end{pmatrix} \begin{pmatrix} M^{\dagger} & M^{\dagger} \end{pmatrix})
\]

After expressing all its components in terms of $B$, one can easily compute the determinant of the $2 \times 2$ matrix to be:

\[
\text{det} (\begin{pmatrix} M^{\dagger} & M^{\dagger} \end{pmatrix} \begin{pmatrix} M^{\dagger} & M^{\dagger} \end{pmatrix}) = \frac{\text{det} M^{2} + X B^{2} \left( 2(N_{c} + 1)B^{2} (M^{\dagger}B) \text{det} M \right) \left( \begin{pmatrix} M^{\dagger} \end{pmatrix} \begin{pmatrix} M^{\dagger} \end{pmatrix} \right)}{2(2N_{c} + 1) \text{det} M}
\]

We should note that if $k$ flavors were integrated out, the numerator on the right-hand-side of the equation above should be replaced with $\text{det} M_{k} = X (B^{2}B^{\dagger}B^{\dagger}B^{2}) \text{det} M^{\dagger}$. Thus, the first equation relating $B$ and $\text{det} M$ is:

\[
(\text{det} M_{\uparrow})^{2} = \frac{(\text{det} M_{\uparrow}) \text{det} (\begin{pmatrix} M^{\dagger} & M^{\dagger} \end{pmatrix} \begin{pmatrix} M^{\dagger} & M^{\dagger} \end{pmatrix})^{2(N_{c} + 1)}}{(\text{det} M^{\dagger})} \text{det} (\begin{pmatrix} M^{\dagger} & M^{\dagger} \end{pmatrix}) \left( \begin{pmatrix} M^{\dagger} \end{pmatrix} \begin{pmatrix} M^{\dagger} \end{pmatrix} \right) \text{det} M_{k} = X (B^{2}B^{\dagger}B^{\dagger}B^{2}) \text{det} M^{\dagger}
\]

To find the other relations between $B$ and $\text{det} M$ we use the equation of motion:

\[
B B + m^{2N_{c}} = \frac{\partial \text{det} M}{\partial M} = \frac{\text{det} (\begin{pmatrix} M^{\dagger} \end{pmatrix} \begin{pmatrix} M^{\dagger} \end{pmatrix}) \text{det} M_{\uparrow}}{\partial M}
\]
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Multiplying this equation by \( M \), \( M \dagger \left( M^{-1} \right) \dagger \), and using the fact that \( M_i^{ \dagger} \cdot \text{det} M = \text{det} M \), we obtain after a few steps:

\[
\text{det} M = \frac{1}{B} X + \frac{2(2N_c-1)}{B} \left( B^2 X + 1 \right) \left( M \dagger \right)^{1 \dagger} : \quad (95)
\]

Again, this relation is independent of the number of flavors integrated out. One can also evaluate by hand the cofactors in (94), sum them with \( X \), and obtain

\[
\text{det} M = \frac{\text{det} \left( 2(2N_c-1) \right)}{2 \text{det} M} \left( 2 + B^2 X \right) \frac{X}{2} \left( B \left( 2(2N_c-1) \right) B \left( M \dagger \right)^{1 \dagger} \right) : \quad (96)
\]

The equations (95, 96) have a unique solution

\[
\text{det} M = \frac{\text{det} \left( 2(2N_c-1) \right)}{2 \text{det} M} \left( B \left( 2(2N_c-1) \right) B \left( M \dagger \right)^{1 \dagger} \right) : \quad (97)
\]

which gives

\[
W_e = \frac{2N_c-1}{\text{det} M} \left( B \left( 2(2N_c-1) \right) B \left( M \dagger \right)^{1 \dagger} \right) \left( \text{det} M \right) \left( B \left( 2(2N_c-1) \right) B \left( M \dagger \right)^{1 \dagger} \right) : \quad (98)
\]

We have thus recovered the effective superpotential constructed in section 5. We now turn to the matrix model analysis of the theory and recover the same results.

7 SU \((N_c)\) with \(N_c + 1\) flavors; Matrix Model

The tree-level superpotential of the theory under consideration was described in section 5. Since the goal is summing all diagrams containing two flavors, it is useful to rewrite it in the following form:

\[
W_{\text{tree}} = m \sum_{a} Q^a Q_a + b \sum_{a b} Q^a V^b + b \sum_{a b} Q^a \bar{Q}^b V^{a b} + \bar{b} \sum_{a b} Q^a \bar{Q}^b V^{a b}
\]

where and and take the values \(N_c\) and \(N_c + 1\), and

\[
V_a = \sum_{a_1 \ldots a_{N_c + 1}} \sum_{\bar{a}_1 \ldots \bar{a}_{N_c + 1}} Q^{a_1} \ldots Q^{a_{N_c + 1}} \bar{Q}^{\bar{a}_1} \ldots \bar{Q}^{\bar{a}_{N_c + 1}} V^{a_1 \ldots a_{N_c + 1} \bar{a}_1 \ldots \bar{a}_{N_c + 1}} = 1 \cdots \cdots N_{c + 1} \quad (99)
\]
and similarly for $V^a$. Also,

$$V_{b_i b_2} = N_c N_{c+1} \cdots N_2 \cdots b_i b_2 a_1 \cdots a_{N_c} \cdots a_{N_c}$$

$$1; ; ; ; 1 = 1; ; ; ; N_c 1 ; b_1 ; b_2 ; a_1 ; \cdots a_{N_c} 1 = 1; ; ; ; N_c \quad (100)$$

and similarly $V_{ab}^\dagger$.

For latter convenience let us point out that:

$$Q^a \dagger V_a = 0 \quad \bar{Q}^a \dagger V^a = 0 \quad (101)$$

where $\dagger$ and $\dagger$ take values only from 1 to $N_c$. There is no constraint of this sort for $Q_{ab} V_{ab}^\dagger$, etc. However, one can see that

$$V_a V_b V_{ab}^\dagger = 0 \quad \text{and} \quad V^a V^b V_{ab}^\dagger = 0 \quad (8) \ \dagger = 1; ; ; ; N_c 1 ; \quad (102)$$

To systematically compute the integral it is useful to write the tree level superpotential as a quadratic form. This is easily done by introducing

$$Q = Q^a \quad V = P_{N_c+1}^{N_c} b V_a$$

and

$$K = \begin{pmatrix} b V_a^{\dagger} & m_{a_1 a_2} & \cdots & a_{N_c}^{\dagger} \\ a_{N_c} & b V_a & \cdots & a_{N_c} \end{pmatrix}$$

$$K^T = K = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad (103)$$

Then, the tree level superpotential is matrix model potential can be written as:

$$W_{\text{tree}} = \frac{1}{2} \bar{Q} \dagger K Q + \frac{1}{2} \bar{V} \dagger V$$

$$= \frac{1}{2} \bar{Q} + K^{1 \dagger} V^T K Q + K^{1 \dagger} V \frac{1}{2} V^T K \bar{V} : \quad (105)$$

Therefore, the partition function is

$$Z = D \bar{Q} \dagger D Q^{\dagger} (Q^{\dagger} Q^{\dagger} M^{\dagger}) e^{\frac{1}{2} \bar{V} \dagger K \bar{V} + \frac{1}{2} \ln \det K^{\text{planar}+1 \text{ boundary}}} \quad (106)$$

The exponent of the integrand can be easily analyzed; fairly standard matrix manipulations lead to:

$$\det K = \det_c a \det m + b b V_{ac}^{\dagger} V_{ab}^{\dagger} \frac{1}{2} : \quad (107)$$
where $\det_c$ denotes a determinant over the color indices $a; b$, while introducing the notation $V \ b V_{ab}$ and similarly for $\mathbf{V}$, the inverse of $K$ is given by:

\[
K^{-1} = \mathbf{V} (\mathbf{I} + \frac{\mathbf{V} \mathbf{V}}{\det_m})^{-1} \quad \text{and similarly for } \mathbf{V} \quad : (108)
\]

\[
\left( \mathbf{V} \mathbf{V} + \mathbf{I} \det_m \right)^{-1}
\]

\[
\text{Let us now analyze in some detail the combination } (\mathbf{V} \mathbf{V} + \mathbf{I} \det_m)^{-1}. \quad \text{Equation (101) implies that we need to compute only the term proportional to the identity matrix. The other terms will vanish upon contracting with } \mathbf{V}. \quad \text{It is not hard to see that}
\]

\[
(V \mathbf{V})^b = \mathbf{h}^b \mathbf{M} (\mathbf{V})^b_a + X_j^i (\mathbf{M})^j_i \mathbf{Q}^b_a \mathbf{Q}^j_b ; \quad (109)
\]

\[
\text{where we have already used the } \mathbf{Q} \text{ -function constraint from the path integral to replace } \mathbf{Q}^a \mathbf{Q}^a_i \text{ with } \mathbf{M}^i. \text{ This in turn implies that}
\]

\[
\mathbf{h} \left( V \mathbf{V} + \mathbf{I} \det_m \right)^{-1} = \frac{b}{\text{det}_m} \mathbf{M} (\mathbf{V})^b_a + X_j^i (\mathbf{M})^j_i \mathbf{Q}^b_a \mathbf{Q}^j_b + Y^i_j \mathbf{Q}^b_a \mathbf{Q}^i_b ; \quad (110)
\]

\[
\text{The precise value of } Y \text{ is irrelevant, since the last term always cancels due to contractions with } V_a \text{ or } V^b.
\]

\[
\text{Thus}
\]

\[
V^T K^{-1} \mathbf{V} = \frac{2 (\text{tr} M)}{\text{det}_m} \mathbf{M} (\mathbf{V})^a_a = \frac{2 (\text{tr} M)}{\text{det}_m} \quad : (111)
\]

\[
\text{Combining all pieces together we find that the gauge theory effective superpotential is given by:}
\]

\[
W_e = S \ln \frac{\mathbf{S}}{S_3} + S \ln \frac{\det_M}{2 \mathbf{Q}_{ac} \mathbf{Q}_{cb}} + \ln \text{ det} \quad : (112)
\]

\[
\text{The unit coefficient in front of the Veneziano-Yankielowicz term arises from the difference between the number of gauge theory colors } N_c \text{ and the number of massless flavors } N_f. \text{ Before we proceed, let us point out that the last term in the equation above has an implicit dependence on the glueball superfield. Indeed, as the determinant is taken over the matrix model color indices, the argument of the logarithm is of the order } m^{2g}. \text{ Exposing the part arising from the relevant planar diagram is potentially complicated; we will return to it shortly, after gaining some confidence in the power of the matrix model.}
\]
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7.1 Comparison for $b_3 = 0 = B_3$

Under this assumption the last term in equation (112) simplifies considerably, and the effective superpotential reduces to:

$$W_e = S \ln \frac{S}{3} \ln \frac{\det M^\dagger}{2} \ln \frac{(\ln B) \det M^\dagger}{\det m} + S \ln \frac{\det m}{2}.$$  \hspace{1cm} (113)

To compare with the gauge theory effective superpotential we must integrate out the glueball superfield.

$$\frac{W_e}{S} = 0 \quad S \ln \frac{\det m}{2} = \frac{2^{2N_c-1}}{\det M^\dagger},$$  \hspace{1cm} (114)

and thus the effective superpotential is given by:

$$W_e = \frac{2^{2N_c-1}}{\det M} \ln \frac{(\ln B) \det M^\dagger}{\det m} \ln \frac{\det m}{2},$$  \hspace{1cm} (115)

which reproduces the field theory result. The first term can be recognized as the $\text{ADS}$ superpotential upon noticing that $2^{2N_c-1} \det m$ is the scale of the theory obtained from the initial one by integrating out two quarks with mass matrix $m$.

7.2 General analysis

We now turn to analyzing the last term in equation (112) and isolating the part arising from planar and single boundary (in the sense of (12)) diagrams.

It is easy to reorganize this term using equation (105). To avoid cluttering the equations, let us introduce

$$A = \det m \quad (M^\dagger B) \det M^\dagger.$$  \hspace{1cm} (116)

Then the last term in (105) becomes:

$$\ln \det \frac{b \det m + b_3 \delta V_{ac} V_{cb}^{\dagger}}{a} = \text{Tr} \ln A + b_3 + \text{Tr} \ln \frac{1}{a} X^{\dagger} Q^b \frac{1}{a} X Q^b \frac{1}{a}$$

$$= S \ln A + \ln \det f + \frac{1}{A} X M_k \frac{k}{A}.$$  \hspace{1cm} (117)

where, as before, we identified the 't Hooft coupling with the glueball superfield and the matrix whose determinant is computed in the second term carriesavor indices.
We must now identify the leading terms in this equation—terms generated by planar diagrams with as many gauge index loops as the diagrams with one boundary. For this purpose it is important to notice that the computations in the previous section yield the sum of all 1-loop n-point functions. Furthermore, the planar, 1-boundary contribution must be proportional to the number of colors \( N_c \), \( S \), since there is one gauge index loop in such diagrams. It is therefore clear that only the first term in equation (117) should be kept since the determinant in the second term is in favor space and there is no term in its expansion which is proportional to the number of colors. Thus, the gauge theory effective superpotential is given by:

\[
W_e = S \ln \frac{S}{3} - S \ln \frac{\det M}{\det \left( \begin{array}{cc} \lambda M & 0 \\ 0 & \lambda M \end{array} \right)} + S \ln \frac{\det M}{\det \left( \begin{array}{cc} \lambda M & 0 \\ 0 & \lambda M \end{array} \right)} + \ldots
\]

(118)

Integrating out \( S \) leads to:

\[
S = 2^{N_c} \ln \frac{\det M}{\det \left( \begin{array}{cc} \lambda M & 0 \\ 0 & \lambda M \end{array} \right)} + \ldots
\]

(119)

which in turns implies that the effective superpotential is:

\[
W_e = 2^{N_c} \ln \frac{\det M}{\det \left( \begin{array}{cc} \lambda M & 0 \\ 0 & \lambda M \end{array} \right)} + \ldots
\]

(120)

This reproduces the field theory result \( \frac{1}{4} \).

8 Vacua

Although it is already clear that there is an exact agreement between the matrix model and gauge theory, let us briefly discuss the vacua of the gauge theory and their construction from the matrix model. In gauge theory we need to integrate out all mesons and baryons, while on the matrix model side we need to compute the full partition function. We begin with the gauge theory discussion. We will discuss the construction in the language of section 3 and relate it at the end with section 5.
8.1 Integrating out all fields in gauge theory

Let us recall equation (16), which determines the low energy effective superpotential for a general $N_f \in 3$:

$$\left( N_f - 1 \right)^2 x^{1-N_f} f^0(x) [f(x) + (N_f - 1)N_f 3) f^0(x)] = 1;$$

Besides this equation, there are other equations $f(x)$ obeys, obtained from varying the dynamical superpotential with respect to the mesons:

$$B_j \epsilon_j (\det M) \left( M^{-1} \right)_j^i + m_j^i = 0;$$

Using various equations from section 3.1, this equation can be written as:

$$B_j \epsilon_j (\det M) \left( M^{-1} \right)_j^i = m_j^i 2N_c 1$$

$$= \frac{(m B)^{1}}{(m B)} \left( N_f - 1 \right)^2 2N_c 1^{2=2}(f(x)\left( f(x) + (N_f - 1)N_f 3) f^0(x)\right)$$

$$+ 2N_c 1^{2}(f(x)2(N_f - 1) f^0(x)) [f(x) + (N_f - 1)N_f 3) f^0(x)]$$

$$m_j^i 2N_c 1^{2}(f(x)2(N_f - 1) f^0(x))^2 [f(x) + (N_f - 1)N_f 3) f^0(x)] = 0;$$

To satisfy this equation, the coefficient of $(m B)^{1}(m B)_j$ in the square bracket must vanish, and the coefficient of $m_j^i$ must agree on both sides. Therefore we find

$$\left( N_f - 1 \right)^2 x^{1-N_f} f^0(x) + (f(x)2(N_f - 1) f^0(x))^2 [f(x) + (N_f - 1)N_f 3) f^0(x)] = 0;$$

$$f(x)2(N_f - 1) f^0(x))^2 [f(x) + (N_f - 1)N_f 3) f^0(x)] = 1;$$

Thus, there seem to be three equations for a single function; it turns out however that one of them can be obtained from the other two. In general, we cannot expect to find a consistent solution for two first-order differential equations for one function. In the $N_f = 3$ case, the two differential equations were self-consistent, and their combined effect was to x the integration constant in $f(x)$ \footnote{Indeed, if one did not x the integration constant c in $f(x) = c x^{1/2}$ using the}. We expect the same to happen here.

In general, we can solve for $f^0(x)$ using Eq. (16), and substitute it to one of the other equations. Since Eq. (16) is quadratic in $f^0(x)$, it has two solutions.
Only one of them is consistent with the boundary condition $f(0)j = 1$. Keeping only the consistent solution, we find

$$0 \quad (N_f \ 1)(N_f \ 2)f \quad q \quad \frac{(N_f \ 1)^2 f^2}{(N_f \ 3)(N_f \ 1)} 4 \quad \frac{(N_f \ 1)}{(N_f \ 3)}z_A \quad 1^{N_f \ 2} \quad (N_f \ 3)(N_f \ 1)$$

$$z \quad (N_f \ 1)f + q \quad \frac{(N_f \ 1)^2 f^2}{(N_f \ 3)(N_f \ 1)} \quad 2 \quad \frac{(N_f \ 3)}{2} = 0; (126)$$

where $z = x^{1=N_f \ 1}$. This equation determines the function $f(x)$ implicitly.

The same results can be obtained following the steps in section 6. In particular, when all $N_f = N_c + 1$ avors are integrated out, equations (93) and (95) become:

$$\det M = B X \quad \frac{1}{B}$$

$$\det M = \det M^{N_f \ 1} + X \quad \det M = \det M^{N_f \ 2} = \det M^{N_f (2N_c - 1)} \quad (127)$$

The effective superpotential is then obtained by substituting the solutions of these equations in the superpotential (96)

$$2^{N_c} W_{eff} = (B^2 X + N_f \ 1) \det M + B^3 X^2 + 3B X \quad (128)$$

It is not hard to check that this reproduces the results in chapter 3 for the case of an SU (2) gauge group with 3 avors; it is, however, somewhat more challenging to see that it agrees with (126) as well.

8.2 The Matrix Model Free Energy

Let us now consider the matrix integral we considered before, but with all avors massive. In this case, we can reinterpret the function as arising from the change of variables

$$Z \quad D Q D \quad \frac{Z}{D M \ \ D D Q \quad M} \quad \frac{Q Q}{Q} \quad (130)$$

boundary conditions, equation (125):

$$p \quad x^{1=2} \quad 4x \quad \frac{1}{2} x^{1=2} \quad x \quad p \quad x^{1=2} = 1; \quad (125)$$

would x this constant to be $c = 1$. 26
Thus, to find the effective superpotential as a function of the glueball super field \( \mathcal{W} \), we must supplement the results of the previous section with a mass term for the remaining mesons and then compute the integral over \( M \) as well. We recall that we are interested only in the 1-boundary free energy. Thus, the integral can be computed by a saddle-point approximation. Alternatively, it is easy to see that the one-boundary free energy is given by the sum of all tree-level Feynman diagram arising from the superpotential \( \mathcal{W} \). This implies that, as expected, the effective superpotential is unique even when expressed in terms of the glueball super field. The vacua of the theory arise in this language as the critical points of \( W_e(S) \).

We now illustrate this simple observation for the SU(2) theory with three flavors, leaving to the reader the exercise of recovering the more involved results of section 8.4.

8.3 Back to SU(2)

Consider the equation (113) for the case of an SU(2) theory with three flavors. Since \( \mathcal{M} \) is 1-dimensional, the superpotential is:

\[
W_e = S \ln \frac{S_3}{3} S \ln \frac{M}{2} + \frac{(m \cdot B)M}{\det m} + S \ln \frac{1}{2} \det m (b \cdot \bar{b}) + m \mathcal{M}
\]

where \( b \) and \( \bar{b} \) are the sources with indices along the meson which was not integrated out in the previous section. The saddle point equation is:

\[
\frac{S}{\mathcal{M}} = m = \frac{(m \cdot B)}{\det m (b \cdot \bar{b})} = \frac{\det m (b \cdot \bar{b})}{\det m (b \cdot \bar{b})} \quad \text{where} \quad m = m_0 m_0 m
\]

and \( b \) and \( \bar{b} \) are understood as 3-component vectors. Then, the effective superpotential as a function of the glueball super field is:

\[
W_e (S) = 2S \ln \frac{S_3}{3} S \ln \frac{3}{\det m (b \cdot \bar{b})}
\]

As argued before, the vacua are now described by the critical points of \( W_e (S) \), and are given by

\[
2 \ln \frac{S_3}{3} = \ln \frac{\det m (b \cdot \bar{b})}{3}, \quad S = \frac{q}{\det m (b \cdot \bar{b})} \quad \text{for} \quad 3=2
\]
The superpotential at the critical points is therefore:

$$W_e \text{ crit} = 2 \det m (\text{Im } B)^{3=2} :$$  \hspace{1cm} (135)

We thus recover the matrix model result found directly in equation (27) of section 4, as well as the field theory result.

9 Baryons and Geometric Transitions

In this section we discuss the baryons in the context of the geometric transitions. The gauge theory is engineered by wrapping D 5 branes on several compact $P^1$ cycles of a geometry which, locally, around each cycle, is the geometry of the small resolution of the conifold. Alternatively, it can be described using the T-dual brane configuration, where the D 5 branes wrapped on $P^1$ cycles are mapped into D 4 branes stretched between NS branes [18], [51, 52, 53].

Let us begin by briefly reviewing the results of [54, 55], concerning the baryonic degrees of freedom in MQCD. First, we need to comment on having an SU ($N$) rather than an U ($N$) gauge group. The Type IIA brane configuration as well as the Type IIB geometric construction describe a classical U ($N$) gauge theory. The M theory limit describes a quantum SU ($N$), where the U (1) factor decouples. As explained in [51], the U (1) factor is recovered after the geometric transition, when the SU ($N$) part condenses. Therefore, the approach of [13] cannot be applied for the case of baryons, as the quantities in matrix models were obtained from the parameters of brane configurations via lifting to M theory.

It is nevertheless possible to collect some information about the vacuum expectation values of the baryon operators in MQCD. As described in [54], in the case $N_f = N_c$, the difference between a baryonic and a non-baryonic branch is that the asymptotic regions of the former intersect, and the ones of the latter do not. Indeed, the asymptotic regions for the non-baryonic branch are given by:

$$t = (w^2 + \frac{4}{N = 1})^{N_c=2} ; \quad v = 0$$

$$t = \frac{2N_c}{N = 1} ; \quad w = 0 \quad (136)$$

while the ones for the baryonic branch are given by:

$$t = w^{2N_c} \quad ; \quad v = 0$$

$$t = \frac{2N_c}{N = 1} \quad ; \quad w = 0 \quad : \quad (137)$$
It is clear that the two branches intersect in (136), but are separated in (137). The distance between the asymptotic regions in (137) is the value of $BB$.

In M theory terms the geometric transition corresponds to a transition from an $M$ 5-brane with a worldvolume containing a Riemann surface in the $(v;w;\tau)$ plane to an $M$ 5-brane with two dimensions embedded in $(v;w)$, for constant $t$. The equation in $(v;w)$ represents an NS brane which is T-dual to the deformed conifold.

In the case of (136)–(137), $v$ and $w$ are decoupled so the above discussion does not apply. In the language of [18], this can be understood by starting with $D_{4m}$ branes corresponding to massive flavors, taking the mass to zero and combining with a color $D_{4}$ brane to get a $D_{4m}$ brane which describes a flavor with an expectation value. Therefore, in the geometrical picture, there are no $D_{5}$ branes on the compact $P^{1}$ cycles and there are only $D_{5}$ branes on the noncompact 2-cycles. We then see that the duality between matrix models and field theory fails in this case.

The only way to use the results of [3,4,5] is to give mass to one of the flavors, which means decomposing one $D_{4m}$ brane into a $D_{4m}$ brane and a color brane. This is exactly the procedure discussed in detail in [32] where a method to deal with this case was stated. Therefore, we see that the dualities with the matrix model analysis of the baryon operators have a geometric counterpart. This should probably be expected, since the geometry is underlying the matrix models.

10 Conclusions

In this paper we further analyzed the extension of the Dijkgraaf–Vafa proposal to theories containing fields in the fundamental representation. While this extension was thoroughly analyzed in situations in which the gauge theory was described solely in terms of mesons, the matrix model description of baryonic deformation remained until now largely unexplored. The main goal of our work was to fill this gap.

We have started with the $N = 1$ SQCD with gauge group $SU(N_{c})$ and $N_{c} + 1$ flavors whose effective superpotential was conjectured in [2] and deformed the theory by adding baryon sources as well as mass terms for either two or all flavor fields. We compared the resulting effective superpotential obtained by integrating out the appropriate mesons and baryons with the one coming from the matrix model computations and we found perfect
agreement. Of essential importance has been the correct identification of Feynman diagrams contributing to the superpotential.

We expect that the effective superpotential for other screening theories is computable using matrix model techniques along the lines described here, after suitable deformations by mass terms and other sources.

SQCD theories with \(N_f \geq N_c + 2\) are usually analyzed using Seiberg's duality. One may ask whether the matrix model techniques can shed light on their effective superpotential. Using 't Hooft's anomaly matching conditions it was shown that the mesons and baryons are not the only low energy degrees of freedom. However, the complete set of low energy fields is not known. Nevertheless, by inserting sources for the known fields in the tree level superpotential, the matrix model perturbation theory should allow one to recover the truncation of the full effective superpotential to these fields.
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