Edges and switches, tunnels and bridges

Citation for published version (APA):
Eppstein, D., Kreveld, van, M. J., Mumford, E., & Speckmann, B. (2007). Edges and switches, tunnels and bridges. 146-149. Abstract from 23rd European Workshop on Computational Geometry (EuroCG 2007), Graz, Switzerland.

Document status and date:
Published: 01/01/2007

Document Version:
Publisher’s PDF, also known as Version of Record (includes final page, issue and volume numbers)

Please check the document version of this publication:
• A submitted manuscript is the version of the article upon submission and before peer-review. There can be important differences between the submitted version and the official published version of record. People interested in the research are advised to contact the author for the final version of the publication, or visit the DOI to the publisher's website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page numbers.

Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above, please follow below link for the End User Agreement:
www.tue.nl/taverne

Take down policy
If you believe that this document breaches copyright please contact us at:
openaccess@tue.nl
providing details and we will investigate your claim.

Download date: 06. Nov. 2024
Abstract

Edge casing is a well-known method to improve the readability of drawings of non-planar graphs. A cased drawing orders the edges of each edge crossing and interrupts the lower edge in an appropriate neighborhood of the crossing. Certain orders will lead to a more readable drawing than others. We formulate several optimization criteria that try to capture the concept of a “good” cased drawing. Further, we address the algorithmic question of how to turn a given drawing into an optimal cased drawing. For many of the resulting optimization problems, we either find polynomial time algorithms or NP-hardness results.

1 Introduction

Drawings of non-planar graphs necessarily contain edge crossings. The vertices of a drawing are commonly marked with a disk, but it can still be difficult to detect a vertex within a dense cluster of edge crossings. Edge casing is a well-known method—used, for example, in electrical drawings and, more generally, in information visualization—to alleviate this problem and to improve the readability of a drawing. A cased drawing orders the edges of each crossing and interrupts the lower edge in an appropriate neighborhood of the crossing. One can also envision that every edge is encased in a strip of the background color and that the casing of the upper edge covers the lower edge at the crossing. See Fig. 1 for an example.

If there are no application specific restrictions that dictate the order of the edges at each crossing, then we can in principle choose freely how to arrange them. Certain orders will lead to a more readable drawing than others. In this paper we formulate several optimization criteria that try to capture the concept of a “good” cased drawing. Further, we address the algorithmic question of how to turn a given drawing into an optimal cased drawing.

Definitions. Let $G$ be a graph with $n$ vertices and $m$ edges and let $D$ be a drawing of $G$ with $k$ crossings.

We assume that no vertex $v$ of $D$ lies on (or very close to) an edge $e$ of $D$ unless $v$ is an end-point of $e$. Further, no more than two edges of $D$ cross in one point and any two crossings are far enough apart so that the casings of the edges involved do not interfere. With these assumptions we can consider crossings independently. We define the edge crossing graph $G_{DC}$ for $D$ as follows. $G_{DC}$ contains a vertex for every edge of $D$ and an edge for any two edges of $D$ that cross. Let $C$ be a crossing between two edges $e_1$ and $e_2$. In a cased drawing either $e_1$ is drawn on top of $e_2$ or vice versa. If $e_1$ is drawn on top of $e_2$ then we say that $C$ is a bridge for $e_1$ and a tunnel for $e_2$. In Fig. 2, $C_1$ is a bridge for $e_1$ and a tunnel for $e_2$. A pair of consecutive crossings $C_1$ and $C_2$ along an edge $e$ is called a switch if $C_1$ is a bridge for $e$ and $C_2$ is a tunnel for $e$, or vice versa. In Fig. 2, $(C_1, C_2)$ is a switch.

Stacking and weaving. When we turn a given drawing into a cased drawing then we need to define a drawing order for every edge crossing. We can choose to either establish a global top-to-bottom order on the edges or to treat each edge crossing individually. We call the first option the stacking model and the second one the weaving model, since cyclic overlap of three or more edges can occur (see Fig. 3).
Quality of a drawing. Globally speaking two factors may influence the readability of a cased drawing in a negative way. Firstly, if there are many switches along an edge then it might become difficult to follow that edge. Drawings that have many switches can appear somewhat chaotic. Secondly, if an edge is frequently below other edges, then it might become hardly visible. These two considerations lead to the following optimization problems for a drawing \( D \).

- **\text{MinTotalSwitches}**: Minimize the total number of switches.
- **\text{MinMaxSwitches}**: Minimize the maximum number of switches for any edge.
- **\text{MinMaxTunnels}**: Minimize the maximum number of tunnels for any edge.
- **\text{MinMaxTunnelLength}**: Minimize the maximum total length of tunnels for any edge; the length of a tunnel is \( \text{casingwidth} / \sin \alpha \), where \( \alpha \leq \pi/2 \) is the angle of the edges at the crossing.
- **\text{MaxMinTunnelDistance}**: Maximize the minimum distance between any two consecutive tunnels.

Fig. 4 illustrates that the weaving model is stronger than the stacking model for \( \text{MinTotalSwitches} \)—no cased drawing of this graph in the stacking model can reach the optimum of four switches. For, the thickly drawn bundles of \( c > 4 \) parallel edges must be cased as shown (or its mirror image) else there would be at least \( c \) switches in a bundle, the four vertical and horizontal segments must cross the bundles consistently with the casing of the bundles, and this already leads to the four switches that occur as drawn near the midpoint of each vertical or horizontal segment. However, the drawing shown is not a stacked drawing.

Fig. 4: Optimal drawing in the weaving model for \( \text{MinTotalSwitches} \).

Results. For many of the problems described above, we either find polynomial time algorithms or \( \text{NP} \)-hardness results in both the stacking and weaving models. We summarize our results in Table 1.

| Model                          | Stacking | Weaving |
|--------------------------------|----------|---------|
| \text{MinTotalSwitches}       | open     | \text{poly.} |
| \text{MinMaxSwitches}         | open     | open    |
| \text{MinMaxTunnels}          | \text{poly.} | \text{poly.} |
| \text{MinMaxTunnelLength}     | \text{poly.} | \text{NP-hard} |
| \text{MaxMinTunnelDistance}   | \text{poly.} | \text{poly.} |

Table 1: Table of results.

2 Minimizing switches

In this section we discuss results related to the \( \text{MinTotalSwitches} \) and \( \text{MinMaxSwitches} \) problems. We first discuss some non-algorithmic results giving simple bounds on the number of switches needed, and recognition algorithms for graphs needing no switches. As we know little about these problems for the stacking model, all results stated in this section will be for the weaving model.

**Lemma 1** Given a drawing \( D \) of a graph we can turn \( D \) into a cased drawing without any switches if and only if the edge crossing graph \( G_{DC} \) is bipartite.

**Corollary 2** Given a drawing \( D \) of a graph we can decide in \( O((n + m) \log(n + m)) \) time if \( D \) can be turned into a cased drawing without any switches.

**Proof.** We apply the bipartiteness algorithm of [2]. Note that this does not construct the arrangement, so there is no factor of \( k \) in the runtime. \( \square \)

**Lemma 3** Given a drawing \( D \) of a graph the minimum number of switches of any cased drawing obtained from \( D \) is at least half of the number of odd length face cycles in the arrangement of edges (we only count odd-length cycles that do not include a graph vertex).

**Proof.** Every odd-length cycle must have a switch. If two odd-length cycles are adjacent, this switch may occur on their shared edge. \( \square \)

**Lemma 4** For any \( n \) large enough, a drawing of a graph \( G \) with \( n \) vertices and \( O(n) \) edges exists, for which any crossing choice gives rise to \( \Omega(n^2) \) switches.

**Proof.** A construction with three sets of parallel lines, each of linear size, gives \( \Omega(n^2) \) triangles, and each triangle gives at least one switch. \( \square \)

**Lemma 5** For any \( n \) large enough, a drawing of a graph \( G \) with \( n \) vertices and \( O(n^2) \) edges exists for which any crossing choice gives rise to \( \Omega(n^4) \) switches.
Proof. We build our graph in the following way. Make a very elongated rectangle, place $\frac{n}{6}$ vertices equally spaced on each short edge, and make the complete bipartite graph. This graph has $(\frac{n}{6})^2$ edges. One can prove that there is a strip parallel to the short side of the rectangle, such that the parts of the edges inside the strip behave in the same way as parallel ones do with respect to creating triangles when overlapping the way it is described in the previous lemma. This gives us the desired graph with $\Omega(4)$ triangles, and hence with $\Omega(n^4)$ switches. \qed

Theorem 6. $\text{MinTotalSwitches}$ can be solved in polynomial time in the weaving model.

Proof. Let $D$ be the drawing which we wish to case for the minimum number of switches. We may assume without loss of generality that each vertex of $D$ has degree one, for we may replace any degree-$k$ vertex $v$ by a set of $k$ degree-one vertices placed on a small circle surrounding $v$, minimize the number of switches in the resulting modified drawing, and then reconnect each edge to $v$, without changing the number of switches. Define a segment of the drawing to be a maximal component of an edge of $D$ that does not include any crossing point with another edge, and define the parity of a cycle in $D$ to be the number of segments along the cycle, plus the number of vertices of $D$ contained within the cycle, modulo two.

We apply a solution technique related to the Chinese Postman problem, and also to the problem of via minimization in VLSI design [1]: form an auxiliary graph $G$, and include in $G$ a single vertex for each odd-parity face cycle in $D$. Also include in $G$ an edge connecting each pair of vertices, and label this edge by the number of segments of the drawing that are crossed in a path connecting the corresponding two faces in $D$ that crosses as few segments as possible. We claim that the minimum weight of a perfect matching in $G$ equals the minimum total number of switches in any casing of $D$.

In one direction, we can case $D$ with a number of switches equal to or better than the weight of the matching, as follows: for each edge of the matching, insert a small break into each of the segments in the path corresponding to the edge. The resulting broken arrangement can be shown to have no odd face cycles, for the breaks connect pairs of odd face cycles in $D$ to form larger even cycles. More strongly, it has no odd cycles at all, for in any graph drawing in which all vertices have degree one, the parity of any cycle is the sum (modulo two) of the face cycles within it. Therefore, it has a bipartite edge crossing graph, and can be drawn without switches. Forming a drawing of $D$ by reconnecting all the break points adds at most one switch per break point, so the total number of switches equals at most the weight of the perfect matching.

In the other direction, from any casing of $D$ we can derive a set of paths connecting odd cycles via switch points, showing that the number of switch points is at least as large as the weight of the optimal perfect matching; we omit the details. \qed

3 Minimizing tunnels

In this section we present three algorithms that solve $\text{MinMaxTunnels}$, $\text{MinMaxTunnelLength}$, and $\text{MaxMinTunnelDistance}$ in the stacking model. We also present algorithms for $\text{MinMaxTunnel}$ and $\text{MaxMinTunnelDistance}$ in the weaving model. $\text{MinMaxTunnelLength}$ is NP-hard in the weaving model.

3.1 Stacking model

In the stacking model, some edge $e$ has to be bottommost. This immediately gives the number of tunnels of $e$, the total length of tunnels of $e$, and the shortest distance between two tunnels of $e$. The idea of the algorithm is to determine for each edge what its value would be if it were bottommost, and then choose the edge that is best for the optimization to be bottommost (smallest value for $\text{MinMaxTunnels}$ and $\text{MinMaxTunnelLength}$, and largest value for $\text{MaxMinTunnelDistance}$). The other $m-1$ edges are stacked iteratively above this edge. It is easy to see that such an approach indeed maximizes the minimum, or minimizes the maximum. We next give an efficient implementation of the approach. The idea is to maintain the values of all not yet selected edges under consecutive selections of bottommost edges instead of recomputing it.

We start by computing the arrangement of edges in $O(m \log m + k)$ expected time, for instance using Mulmuley’s algorithm [4]. This allows us to determine the value for all edges in $O(k)$ additional time.

For $\text{MinMaxTunnels}$ and $\text{MinMaxTunnelLength}$, we keep all edges in a Fibonacci heap on this value. One selection involves an extract-min, giving an edge $e$, and traversing $e$ in the arrangement to find all edges it crosses. For these edges we update the value and perform a decrease-key operation on the Fibonacci heap. For $\text{MinMaxTunnels}$ we decrease the value by one and for $\text{MinMaxTunnelLength}$ we decrease by the length of the crossing, which is $\text{casingwidth}/\sin \alpha$, where $\alpha$ is the angle the crossing edges make. For $\text{MinMaxTunnels}$ and $\text{MinMaxTunnelLength}$ this is all that we need. We perform $m$ extract-min and $k$ decrease-key operations. The total traversal time along the edges throughout the whole algorithm is $O(k)$. Thus, the algorithm runs in $O(m \log m + k)$ expected time.

For $\text{MaxMinTunnelDistance}$ we use a Fibonacci heap that allows extract-max and increase-
KEY. For the selected edge we again traverse the arrangement to update the values of the crossing edges. However, we cannot update the value of an edge in constant time for this optimization. We maintain a data structure for each edge that maintains the minimum tunnel distance in $O(\log m)$ time under updates. The structure is an augmented balanced binary search tree that stores the edge parts in between consecutive crossings in its leaves. Each leaf stores the distance between these crossings. Each internal node is augmented such that it stores the minimum distance for the subtree in a variable. The root stores the minimum distance of the edge if it were the bottommost one of the remaining edges. An update involves merging two adjacent leaves of the tree and computing the distance between two crossings. Augmentation allows us to have the new minimum in the root of the tree in $O(\log m)$ time per update. The whole algorithm therefore takes $O(m \log m + k \log m)$ expected time.

**Theorem 7** Given a straight-line drawing of a graph with $n$ vertices, $m = \Omega(n)$ edges, and $k$ edge crossings, we can solve 
\textsc{MinMaxTunnels} and 
\textsc{MinMaxTunnelLength} in $O(m \log m + k)$ expected time and 
\textsc{MaxMinTunnelDistance} in $O(m \log m + k \log m)$ expected time in the stacking model.

### 3.2 Weaving model

In the weaving model, the polynomial time algorithm for 
\textsc{MinMaxTunnels} comes from the fact that the problem of directing an undirected graph, and minimizing the maximum indegree, can be solved in time quadratic in the number of edges [5]. We apply this on the edge crossing graph of the drawing, and hence we get $O(m^2)$ time. For minimizing tunnel length per edge, we can show:

**Theorem 8** \textsc{MinMaxTunnelLength} is NP-hard in the weaving model.

In the remainder of this section we show how to solve \textsc{MaxMinTunnelDistance}. We observe that there are polynomially many possible values for the smallest tunnel distance, and perform a binary search on these, using 2-SAT instances as the decision tool.

Our algorithm first computes the arrangement of the $m$ edges to determine all crossings. Only distances between two—not necessarily consecutive—crossings along any edge can give the minimum tunnel distance. One edge crosses at most $m - 1$ other edges, and hence the number of candidate distances, $K$, is $O(m^2)$. Obviously, $K$ is also $O(k^2)$. From the arrangement of edges we can determine all of these distances in $O(m \log m + K)$ time. We sort them in $O(K \log K)$ time to set up a binary search. We will show that the decision step takes $O(m + K)$ time, and hence the whole algorithm takes $O(m \log m + K \log K) = O((m + K) \log m)$ time.

Let $\delta$ be a value and we wish to decide if we can set the crossings of edges such that all distances between two tunnels along any edge is at least $\delta$. For every two edges $e_i$ and $e_j$ that cross and $i < j$, we have a Boolean variable $x_{ij}$. We associate $x_{ij}$ with \textsc{true} if $e_i$ has a bridge at its crossing with $e_j$, and with \textsc{false} otherwise. Now we traverse the arrangement of edges and construct a 2-SAT formula. Let $e_i$, $e_j$, and $e_h$ be three edges such that the latter two cross $e_i$. If the distance between the crossings is less than $\delta$, then $e_i$ should not have the crossings with $e_j$ and $e_h$ as tunnels. Hence, we make a clause for the 2-SAT formula as follows (Fig. 5): if $i < j$ and $i < h$, then the clause is $(x_{ij} \lor x_{ih})$; the other three cases ($i > j$ and/or $i > h$) are similar. The conjunction of all clauses gives a 2-SAT formula that is satisfiable if and only if we can set the crossings such that the minimum tunnel distance is at least $\delta$. We can construct the whole 2-SAT instance in $O(m + K)$ time since we have the arrangement, and satisfiability of 2-SAT can be determined in linear time [3].

**Theorem 9** Given a straight-line drawing of a graph with $n$ vertices and $m = \Omega(n)$ edges, we can solve \textsc{MaxMinTunnelDistance} in $O((m + K) \log m)$ expected time in the weaving model, where $K = O(m^3)$ is the total number of pairs of crossings on the same edge.
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