Observer-based tracking control for single machine infinite bus system via flatness theory
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ABSTRACT

In this research, we aim to use the flatness control theory to develop a useful control scheme for a single machine connected to an infinite bus (SMIB) system taking into account input magnitude and rate saturation constraints. We adopt a fourth-order nonlinear SMIB model along an exciter and a turbine governor as actuators. According to the flatness-based control strategy, first we show that the adopted nominal SMIB model is a flat system. Then, we develop a full linearizing state feedback as well as an outer integral-type loop to ensure suitable tracking performances for the power and voltage as well as the angular velocity outputs. We assume that only the angular velocity of the generator is available to be measured. So, we provide a linear Luenberger observer to estimate the remaining states of the system. Also, the saturation nonlinearities are transferred to the linear part of the system and they are canceled out using their estimations. The efficiency and usefulness of the proposed observer-controller against faults are illustrated using simulation tests in Eurostag and Matlab. The results show that the clearing critical time of the introduced methodology is larger than the classical control approaches and the proposed observer-based flatness controller exhibits over much less control energy compared to the classic IEEE controllers.
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1. INTRODUCTION

Nowadays, the electricity has become as an important and vital component of the life and industry. So, the electrical power networks should be in a secure operation with a reasonable stability margin to produce the demanded electricity. The ability of a power system in maintaining in the machines synchronous operation point after occurrence of a disturbance and/or fault is usually interpreted as its transient stability concept. To retain the power system stability in a suitable limit in the event of uncertainties, faults and disturbances, it is necessary to add control actions, such as exciters and governors, to the system to improve dynamics till the circuit breaker opening and reclosing times [1]. The critical clearing time (CCT) is one useful and applied factor to measure the transient stability margin of a power machines. The CCT stands for the maximum time during which a fault can be applied without missing the system’s stability. Such a stability margin depends on the design of the controls of generators connected to the grid [2].

To enhance the CCT of a grid, some control devices should be designed and implemented in the network. To synthesis and analyze the performance of the controllers on the CCT of a power grid, a single
machine connected to an infinite bus (SMIB) power system model is usually adopted to avoid the unnecessary complexity of the power system in the control design phase. Generally speaking, there are two main controller classes for this case: (i) standard controllers and (ii) advanced control techniques. The first class belongs to the well-known standard IEEE controllers. More details about the classic IEEE controllers can be found in [3, 4]. Although the classic IEEE controllers are simple, their parameters are needed to be appropriately adjusted and their stability regions are limited. In the works [5–7] some intelligent heuristic optimization methods have been proposed for finding the suitable parameters of the regulators. However, since their approaches require implementation of some iterative numerical algorithms, their practical implementations will be difficult in online and fast response needed situations. On the other hand, the approaches in the second class use some so-called advanced control strategies to enhance the transient stability of the power machines. There are several examples in the literature for this category which include sliding mode control [8], fuzzy control [9], nonlinear control [10], dynamic inversion control [11] and optimal control [12], etc.

In [13], a power system stabilizer has been proposed for synchronous machines based on conventional fuzzy-PID and type-1 fuzzy controller combined with a sliding mode control strategy. The work [14] has proposed an adaptive wavelet network-based nonlinear excitation control for power systems without considering the governor dynamics. To improve the stability of the voltage regulation and to enhance the damping of low frequency power system oscillations of SMIB systems, an extended reduced-order observer along with an automatic voltage regulator has been developed in [15]. In [16], the relationship between transient stability/instability and concavity/convexity of the phase-plane trajectory has been found and a transient instability criterion has been derived for real-time instability detection and the SMIB system has been stabilized. Rout et al [17] have showed that the SMIB system can possess chaotic and oscillatory dynamics when the system parameters fall into a certain area. Accordingly, they have designed an adaptive controller based on LaSalle’s invariant principle to make the system oscillations damped. The paper [18] has investigated the problem of transient stability and voltage regulation for a SMIB system via a modified backstepping control design method. However, most of the previous works either have not considered the effects of input saturations, they have been designed for some simplified linear and/or nonlinear models of the SMIB, there are usually steady state errors on the outputs of their methods or they have assumed that all the states of the system are available to be measured.

The concept of differentially flat nonlinear systems was first introduced by Fliess et al [19, 20]. The scheme is an extension from the input-output scheme with zero internal dynamics. A system is considered to be differentially flat if all its state variables and its control inputs can be expressed as functions of one single algebraic variable which is the so-called flat output, and also as functions of the flat-output’s derivatives. The differential flatness property enables the transformation of the nonlinear system’s dynamics into the linear canonical form and the design of a state feedback controller through the application of pole placement techniques in the linearized equivalent model of the system. The construction of the feedback law is done by a simple inversion of system equations with respect to the system input. Although this technique has been applied to several nonlinear and linear mechanical systems [21–23], its application to the control of power systems has been limited to a few works [24–26] and [27]. However, the previous works have not focused on the transient stability margin and they either have not carried out the effects of the actuator saturations or they have assumed that all the states of the synchronous machines are available to be measured.

In this research, inspired by the flatness control theory, we propose a full linearizing state feedback for the system to cancel out the nonlinearities of the system and to obtain a linear canonical (Brunovsky) form for it. Then, we transfer the input saturation nonlinearities of the system to the adopted linear part of the model. To make the obtained linear system to be controllable and observable, some modifications are done on the nonlinear feedback control to modify the linear matrix of the system. Subsequently, a full order state linear observer is designed for the system to estimate the states of the model using the only available output, i.e. the angular velocity. To provide tracking of voltage and power reference commands, integral outer loops are added to the linear part of the system. The Kalman filter and the linear quadratic regulator approaches are adopted to derive the linear observer and controller, respectively, and to construct the framework of the final augmented system. Finally, the efficiency and applicability of the proposed observer-based state feedback controller are revealed using some illustrative examples simulated in the presence of short-circuit faults and magnitude and rate saturations of input signals, where the superiority of the introduced controller is revealed for its robustness against unwanted faults increasing CCT of the machines and its low implementation costs reducing the control energy required for the stabilization of the system compared to the classic IEEE control schemes.
2. SYSTEM MODELING AND PROBLEM FORMULATION

Figure 1 shows a simple representation of a power system consisting of a single machine connected to an infinite bus through a transmission line with impedance \( Z = r_e + jx_e p \). In the sequel, we will present the one-axis model, named also flux decay model, of the SMIB power system where the reader may refer to [1] for more details.

\[
\begin{align*}
\text{Transmission line} & \quad Z = r_e + jx_e p \\
\text{Infinite bus} & \quad V_\infty = (V_s, \omega_s)
\end{align*}
\]

Figure 1. A SMIB power system

2.1. One-axis model of a SMIB

The mechanical dynamics of the generator, which correspond to the rotor’s relative angle (\( \delta \)) and the angular velocity (\( \omega \)), are described by:

\[
\begin{align*}
\dot{\delta} & = (\omega - \omega_s) \omega_s \\
\dot{\omega} & = \frac{\omega_s}{2H} (T_m - T_{fw} - T_e)
\end{align*}
\]

where \( \omega_s \) is the rated synchronous speed in p.u, \( \omega_0 \) is the rated synchronous speed in rad/s, \( H \) is the machine’s inertia, \( T_m \) represents the mechanical torque applied to the shaft, \( T_{fw} = D(\omega - \omega_s) \) is a friction windage torque with a damping coefficient \( D \) and \( T_e \) is the electrical torque defined by the following expression

\[
T_e = i_q e_q' + (x_q - x_d') i_d i_q
\]

where \( x_q \) is the synchrounous reactance of the generator in quadratic axis and \( x_d' \) is its transient reactance in direct axis.

The mechanical power, denoted \( P_m \), is defined as:

\[ P_m = T_m \omega \quad (4) \]

Inserting in 2) \( T_e \) given by (3) and \( T_m \) given by (4) and assuming \( D = 0 \), one gets

\[
\dot{\omega} = \frac{1}{2H} (T_m - i_q e_q' - (x_q - x_d') i_d i_q) 
\]

The dynamic of the induced voltage on the \( q \)-axis, denoted \( e_q' \), is given by:

\[
e_q' = \frac{1}{T_{d0}} \left( -e_q' - (x_d - x_d') i_d + E_{fd} \right) 
\]

where \( E_{fd} \) represents the voltage across the rotor field coil, which is considered as an input for the SMIB model to be designed.

The mathematical equation of the governor dynamics is given below.

\[
P_{sv} = \frac{1}{T_g} (T_{cc} - P_{sv} + K_g (\omega - \omega_s)) 
\]

in which \( T_{cc} \) is a constant to be designed as a reference for mechanical torque and \( P_{sv} \) is the steam valve position and it represents the second input for the SMIB model.

The turbine dynamical equation is also given by:

\[
\dot{T}_m = \frac{1}{T_{ch}} (P_{sv} - T_m)
\]
The currents in \(dq\)-coordinates \((i_d, i_q)\) are obtained by solving a set of algebraic equations, which represents the interaction of the machine with the power grid:

\[
\begin{align*}
  i_d &= c_1 + c_2 \epsilon_q' \\
  i_q &= c_3 + c_4 \epsilon_q
\end{align*}
\]

with

\[
\begin{align*}
  c_1 &= -\frac{(r_s + r_e) \sin(\delta) + (x_q - x_{ep}) \cos(\delta)}{(r_s + r_e)^2 + (x_d + x_{ep})(x_q + x_{ep})} V_s \\
  c_2 &= \frac{(r_s + r_e)^2 + (x_d + x_{ep})(x_q + x_{ep})}{x_q + x_{ep}} \\
  c_3 &= \frac{(r_s + r_e)^2 + (x_d + x_{ep})(x_q + x_{ep})}{x_q + x_{ep}} V_s \\
  c_4 &= \frac{r_e + r_s}{(r_s + r_e)^2 + (x_d + x_{ep})(x_q + x_{ep})}
\end{align*}
\]

Assuming \(r_s = r_e = 0\) (i.e., overhead lines with neglectable resistances compared to reactances), the currents \(i_d, i_q\) are simplified as follows:

\[
\begin{align*}
  i_q &= \frac{V_o}{x_{ep} + x_d} \sin(\delta) \\
  i_d &= \frac{1}{x_{ep} + x_d} \epsilon_q' - \frac{V_o}{x_{ep} + x_d} \cos(\delta)
\end{align*}
\]

The above dynamics (1)-(10) can be regrouped in the following fifth-order state form:

\[
\dot{x}(t) = f(x(t), u(t)), \quad x(t_0) = x_0
\]

where \(x_1 = \delta, x_2 = \omega, x_3 = \epsilon_q', x_4 = T_m, u_1 = E_{fd}\) and \(u_2 = P_{sv}\).

It is noted that in this work, we will include the governor dynamics (7) in an outer control loop.

It should be also noted that due to physical limitations, the control inputs have to verify the following constraints:

Magnitude limitation: The exciter may generate positive and negative values where symmetric bounds are generally considered:

\[|u_1| \leq \bar{u}_1\]  \hspace{1cm} (12)

However, the steam valve position is limited between 0 (completely closed) and 1 (completely open):

\[0 \leq u_2 \leq \bar{u}_2\]  \hspace{1cm} (13)

Rate limitation: Beside the magnitude saturation, the variation of steam valve position has to respect some limitations:

\[\frac{1}{T_o} \leq \dot{u}_2 \leq \frac{1}{T_o}\]  \hspace{1cm} (14)

where \(T_o\) is the necessary time to pass from a completely closed (open) position to a completely open (closed) position.

Remark 1: One can use the first-order derivative approximation \(\dot{u} \approx \frac{u(t) - u(t - \epsilon)}{\epsilon}\) (where \(\epsilon\) is a small constant) to convert the rate saturation to a magnitude saturation as follows:

\[\frac{1}{T_c} \leq \dot{u}_2 \leq \frac{1}{T_o} \Rightarrow \frac{1}{T_c} \leq \frac{u_2(t) - u_2(t - \epsilon)}{\epsilon} \leq \frac{1}{T_o} \Rightarrow \frac{\epsilon}{T_c} + u_2(t - \epsilon) \leq u_2(t) \leq \frac{\epsilon}{T_o} + u_2(t - \epsilon)\]  \hspace{1cm} (15)
Now, defining  
\[ u_{2_{Min}} = \frac{\dot{v}}{T_c} + u_2(t - \epsilon) \]  
and \[ u_{2_{Max}} = \frac{\dot{v}}{T_c} + u_2(t - \epsilon) \]  
and noting to \( 0 \leq u_2 \leq \tilde{u}_2 \), we will have  
\[ u_{2L} \leq u_2(t) \leq u_{2H} \]  
with \( u_{2L} = \max \{0, u_{2_{Min}}\} \) and \( u_{2H} = \min \{\tilde{u}_2, u_{2_{Max}}\} \).

### 2.2. SMIB Model in faulty mode operation

The appearance of a temporary short-circuit in the transmission line affects considerably the system’s stability. Let us consider the case of two parallel transmission lines with the same impedance \( Z' = 2(r_c + jx_{cp}) \). This allows us to preserve the same impedance of the previous transmission line \( Z \). The short-circuit will happen at time \( t_c \) at the middle of the second transmission line. This faulty mode affects the SMIB model by changing its parameters \( (r_c, x_{cp}) \) by \( \frac{2}{3}(r_c, x_{cp}) \) and \( V_s \) by \( \frac{1}{4}V_s \) as reported in [28].

Notice that in practice the short-circuit may happen at any point of the line. It has been examined here in the middle for the sake of simplicity. For example, if the short-circuit appears at the terminal of the generator, \( V_s \) will be replaced by zero in the dynamics (1)-10. In this case, the machine’s speed increases, with respect to the dynamic (17), as long as the short-circuit is present and depending on its duration (denoted \( \Delta t \)) the machine may lose synchronism.

\[ \dot{\omega} = \frac{\omega_s}{2H}T_m \]  
(17)

### 2.3. Control objectives

The main control objective for the synchronous machine is to operate at synchronous speed \( \omega_s \), maintain a constant modulus of the terminal voltage \( V_{ref} \) and achieve a desired mechanical power \( P_{ref} \) under control inputs constraints. Accordingly, we will try to mimic the standard classic IEEE governor model (7) in the closed-loop system. The modulus of the terminal voltage of the synchronous generator, denoted \( v_t \), is given by:

\[ v_t = \sqrt{v_d^2 + v_q^2} \]  
(18)

where:

\[
\begin{align*}
v_d &= r_c i_d - x_{cp} i_q + V_s \sin(x_1) \\
v_q &= r_c i_q + x_{cp} i_d + V_s \cos(x_1)
\end{align*}
\]  
(19)

### 3. OBSERVER-BASED NONLINEAR CONTROLLER DESIGN

In this section, first we show that the nonlinear model SMIB system is flat. Then, we will compensate the effects of the input saturations. Finally, a linear state observer is designed for the system to build the final flatness-based controller.

#### 3.1. Checking out flatness of SMIB

Consider a general case of the nonlinear system (11) with \( x(t) \in \mathbb{R}^n \) and \( u(t) \in \mathbb{R}^m \). It is said to be differentially flat if and only if there exists a flat output \( z(t) \in \mathbb{R}^m \) of the form:

\[ z = h(x, u, \dot{u}, ..., u^{(r)}) \]  
(20)

such that

\[
\begin{align*}
x &= \phi(z, \dot{z}, ..., z^{(q)}) \\
u &= \psi(z, \dot{z}, ..., z^{(q+1)})
\end{align*}
\]  
(21)

The components of the flat output \( z \) are differentially independent. These equations yield, that for every given trajectory of the flat output \( t \rightarrow z(t) \), the evolution of all other variables of the system \( t \rightarrow x(t) \) and \( t \rightarrow u(t) \) are also given without integration of the system of differential equations.

Proposition 1: The one-axis model of the single machine infinite bus power system given by (11) is differentially flat with the output \( z = [x_1, x_4]^T \).
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Proof: We should prove that the remaining states \( x_2 = \omega \) and \( x_3 = e'_q \) as well as the control inputs \( u_1 = E_{fd} \) and \( u_2 = P_{sd} \) can be written as a function of the flat outputs and their successive derivatives. First, from (2), one gets

\[
\omega = \frac{\dot{\delta}}{w_0} + \omega_s
\]

So, \( x_2 = \omega \) is stated by the flat output \( \delta \). From (2), one obtains the following relation for \( e'_q \):

\[
e'_q = \frac{T_m - \frac{2H}{\omega_0} \delta AA V e_i q}{(1 + AA) i_q}
\]

where \( AA = \frac{x_a - x'_d}{x_p + x_d} \).

The next step is to express the control inputs as functions of the outputs and their derivatives. To this end, in what follows, we replace the control inputs \( u_1(t) \) and \( u_2(t) \) with \( Sat(u_1) \) and \( Sat(u_2) \), respectively to include the corresponding saturation nonlinearities. As a result, using (6) and (23), one can obtain

\[
Sat(u_1) = T_{m0} e'_q + e'_q + (x_d - x'_d)i_d
\]

where

\[
e'_q = \frac{T_m - \frac{2H}{\omega_0} \delta AA V e_i q}{(1 + AA) i_q} + F(X) = \dot{\delta}q(1 + AA)(T_m - 2H w_0 \delta + AAV \cos(\delta)i_q) \text{ and } \dot{\delta}q = \frac{V_{e}(1 + AA)}{x_p + x_d}.
\]

And, according to the (8) one can easily obtain

\[
Sat(u_2) = T_{ch} T_m + T_m
\]

So, the proof is completed and the selected variables \( z = [x_1 \ x_4] \) are the flat outputs of the SMIB system.

3.2. Flatness-based linearizing state feedback

Here, we consider the new state vector \( \xi = [\xi_1 \ \xi_2 \ \xi_3 \ \xi_4 \ \xi_5] \) with \( \xi_1 = x_1 = \delta, \xi_2 = \dot{\delta}_1, \xi_3 = \dot{\delta}_1, \xi_4 = x_4 = P_m \) and \( \xi_5 = \dot{P}_m \). In what follows, we conclude a proposition to highlight the equivalence between the nonlinear model of a SMIB power system and a linear controllable one. Before proceeding to the proposition, we first rewrite the saturation function as follows:

\[
Sat(u_i) = u_i + \Delta u_i, \ i = 1, 2.
\]

where \( \Delta u_i \) is defined as follows:

\[
\Delta u_i = \begin{cases} u_i^H - u_i, & u_i \geq u_i^H \\ 0, & u_i^L \leq u_i \leq u_i^H \\ u_i^L - u_i, & u_i \leq u_i^L \end{cases}
\]

Therefore, based on (26) and defining \( v_1 = \tilde{\delta} \) and \( v_2 = \tilde{T}_m \), the control inputs \( u_1(24) \) and \( u_2(25) \) are reformulated as (28) with \( \Delta v_1 = -\frac{w_0 \delta AAV e_i q}{2H} \) and \( \Delta v_2 = -\frac{\Delta u_2}{2H} \).

\[
u_1 = T_{m0} T_m - \frac{2H}{\omega_0} (v_1 + \Delta v_1) + AAV (\cos(\delta) - \sin(\delta)i_q) (i_q (1 + AA) - T_{m0} F(X) + T_m - \frac{2H}{\omega_0} \delta AA V e_i q) (1 + AA) i_q + (x_d - x'_d) i_d
\]

\[
u_2 = T_{ch} (v_2 + \Delta v_2) + T_m + \frac{2H}{\omega_0} \delta AAV e_i q
\]

Proposition 2: Under the mapping \( \xi = \Phi(x) \) given by:

\[
\Phi(x) = \begin{pmatrix} x_1 \\ \frac{x_2 - \omega_s}{w_0} \\ x_3 \\ \frac{x_4 (1 + AA) + x_4 + AAV e_i q}{w_0 w_s} \\ \frac{x_5}{2H} \\ x_6 \end{pmatrix}
\]
and the state feedback given in (28), the nonlinear model of the SMIB is equivalent to the following semi-linear (i.e. linear system with nonlinear uncertainties) controllable system presented in (30).

\[ \dot{x} = A x + B (v + \Delta v) \]  
\[ (30) \]

where:

\[ v = \begin{bmatrix} v_1 \\ v_2 \end{bmatrix}, \Delta v = \begin{bmatrix} \Delta v_1 \\ \Delta v_2 \end{bmatrix}, A = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, B = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \end{bmatrix} \]  
\[ (31) \]

Proof: By considering the flat variables \( x_1 \) and \( x_5 \), the corresponding Brunovsky form has a full rank controllability matrix, which means that one can propose a state feedback that can linearize the SMIB model (11) [20, 29]. Using the above diffeomorphism and replacing the control expression (28) in the dynamics of the new coordinates yields the above linear controllable system (30).

Remark 2: It should be noted that although, we have not used the derivatives of the saturation functions of the control inputs in proposition 1 to prove the flatness property of the SMIB system, the available discontinuities in the \( \Delta u \) may make the proposed diffeomorphism mapping to be local from the equivalency point of view. However, transferring the discontinuous term \( \Delta u \) to the semi-linear side as the term \( \Delta v \) and noting to this fact that the discontinuities of \( \Delta v \) are exactly equal to those of \( \Delta u \) (due to this fact that \( \Delta v \) includes the exact \( \Delta u \)), will avoid this problem and, therefore, the proposed diffeomorphism will be global.

Remark 3: It should be noted that although, we have not used the derivatives of the saturation functions of the control inputs in Proposition 1 to prove the flatness property of the SMIB system, the available discontinuities in the \( \Delta u \) make the proposed diffeomorphism mapping to be local from the equivalency point of view. In fact, when the control inputs hit the saturation limits, there will not be a one-by-one mapping between the semi-linear Brunovsky system and the corresponding nonlinear SMIB model anymore. However, even in this case, one can design proper linear control inputs \( v(t) \) to stabilize the system like an output feedback linearization scheme.

3.3. Linear state observer design

From flatness-control point of view, one of the main practical significance of the flat outputs of a dynamical system is that if the flat outputs are measurable, then all the system variables required for feedback can be directly computed without integrating any differential equations. In our case, the rotor’s relative angle and the mechanical power are selected as the system flat outputs. However, in practice, these values cannot be easily measured. And, in most practical situations, the angular velocity of the machine is the only available output to be measured. Accordingly, if we want to implement the above-designed controller, we should fist develop an observer for the system to estimate the states of the system using the angular velocity output. In what follows, the observer design procedure for the SMIB system is presented.

Instead of directly developing an observer for the SMIB system given in (1)-(10), we use the equivalent semi-linear system (31) to propose an efficient linear Luenberger observer. To this end, we first select the output matrix of the system as \( y = [0 \ 1 \ 0 \ 0]^T \) and check the observability property of the system (31). After checking the rank of the observability matrix, it is revealed that it is singular (it is rank efficient) and, therefore, the system (31) is not observable. To solve this problem, we propose an alternative: modify the linear matrix \( A \) in (31) using modifying the linear control inputs \( v_1 \) and \( v_2 \) to obtain an observable system. In this line, we add \( \mp T_m \) and \( \mp \delta \) to the control inputs \( u_1 \) and \( u_2 \) in (28), respectively as formulated in (32).

\[ u_1 = \frac{T_{do} T_m - \frac{2 T_m}{\omega_m} (v_1 - T_m + \Delta v_1 + T_m + A A V_e (i_d q \cos (\delta) - \sin (\delta) i_q (1 + A A)) - T_{do} F(X))}{\Delta v_{v_1 n}} \]

\[ u_2 = T_{ch} (v_2 \mp \delta + \Delta v_2 \mp \delta) + \frac{T_{m} - \frac{2 T_m}{\omega_m} A A V \tau_q}{(1 + A A) \tau_q} + (x_d - \dot{x}_d) i_d \]

\[ (32) \]
The above modifications are equivalent to put 1 in the third row-forth column of the matrix $A$ and another 1 in the firth row-fifth column of the matrix $A$ as follows:

$$
A = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
\end{bmatrix}
$$

(33)

Now, the pair $(A, C)$ is observable and the pair $(A, B)$ is controllable (their corresponding observability and controllability matrices are full rank). The linear Luenberger observer is designed using the following dynamics:

$$
\dot{\xi} = A\xi + BV + L(y - C\xi)
$$

(34)

where $V = [v_{1n} \; v_{2n}]^T$ is the linear control input to be designed later.

The observer gain matrix $L$ can be easily obtained using the Kalman command of the Matlab software.

So, the estimated states $\hat{\xi}$ will be used to construct the final controller (including linear controls $v_{1n}, v_{2n}$ and nonlinear ones $u_1, u_2$).

Table 1. Typical parameters of a SMIB power system in p.u

| Parameter | $\omega_s$ | $V_s$ | $T_{0d}$ | $x_d$ | $x_q$ | $x_d$ | $H$ | $T_{ch}$ | $r_s$ | $r_{ep}$ | $D$ | $x_{ep}$ |
|-----------|------------|-------|----------|-------|-------|-------|-----|---------|------|---------|-----|---------|
| Value     | 1          | 1     | 9.6      | 2.38  | 1.21  | 0.336 | 5   | 5       | 0    | 0       | 0   | 0.4     |

3.4. Output tracking loop

The new vector of control $V$ has to guarantee the stability of the SMIB system and achieve the control requirements discussed before. Thus, the state vector $\xi$ has to be driven to a desired state $\xi_{ref}$, which corresponds to a desired relative angle, a zero relative speed, a zero acceleration and a desired mechanical torque. However, in addition to the driving the states of the semi-linear system to the desired the reference values, for better tracking purposes and good robustness properties, we add an output integrator loop to the system to make it for efficient satisfaction of the control objectives. On the other hand, one needs to cancel out the effects of the semi-linear terms $\Delta v$ in the system. So, the output tracking loop includes three parts: i) an active control for cancelling the semi-linear parts, ii) a feedforward tracking scheme for providing the tracking conditions of linear state space systems, and iii) an integrator loop for including the output errors in the obtained equivalent linear system. These items are explained in the next subsections.

3.4.1. Active control

Here, we aim to cancel out the effects of the semi-linear parts $\Delta v_{1n}$ and $\Delta v_{2n}$. Noting to the definitions $\Delta v_{1n} = -\frac{w_x u_{2n} \Delta v_{2n}}{2H} + T_{n}$ and $\Delta v_{2n} = -\frac{\Delta v_{1n}}{T_{ch}} + \delta$, it is revealed that these terms are known. So, we easily use the so-called active control method [30] to directly remove them by a feedback control. However, it should be noted that we cannot use the states of the nonlinear system; instead, we use the outputs of the derived observer to build estimations for $\Delta v_{1n}$ and $\Delta v_{2n}$. Accordingly, the estimated semi-linear parts will be added to the control input $v_n$ to cancel out the effects of the corresponding terms. In this line, one can define a new linear control input as follows:

$$
v_n = v_f - \Delta v
$$

(35)

where $v_f$ is the new linear control input and $\Delta v = [\Delta v_{1n} \; \Delta v_{2n}]^T$.

Based on the above formulation, the equivalent linear system for the nonlinear model of the SMIB becomes:

$$
\dot{\xi} = A\xi + Bv_f
$$

$$
y = C\xi
$$

(36)
3.4.2. Feedforward tracking scheme

Here, we incorporate the reference input into the observer/controller state feedback. This method is useful for tracking of slowly changing references. Consider the state space system (36).

1. We first design a state feedback gain $K$ such that $A - BK$ is stable (with poles at nice locations);
2. Suppose that $\xi_{ref}$ is the reference input.

We would associate a steady state vector $\xi_{ss} = N_{\xi} \xi_{ref}$ for any constant reference input $\xi_{ref}$. Now we define the control to be:

$$V_f = -K(\xi - \xi_{ss}) + v_{ss}$$

where $V_{ss} = N_{v_f} \xi_{ref}$ is the steady state control input to maintain $\xi$ at $\xi_{ss}$.

3. To define $N_{v_f}$ and $N_{\xi}$, we consider the desired steady state relationships:

$$\dot{\xi}_{ss} = A\xi_{ss} + Bv_{ss} = (AN_{\xi} + BN_{v_f}) \xi_{ref} = 0$$

$$y_{ss} = C\xi_{ss} = CN_{\xi} \xi_{ref} = \xi_{ref}$$

To make this work for all $\xi_{ref}$, we need to solve:

$$\begin{pmatrix} A & B \\ C & 0 \end{pmatrix} \begin{pmatrix} N_{\xi} \\ N_{v_f} \end{pmatrix} = \begin{pmatrix} 0 \\ 1 \end{pmatrix}$$

4. Once $N_{\xi}$ and $N_{v_f}$ have been found, we can rewrite the control law to be:

$$V_f = -K(\xi - N_{\xi} \xi_{ref}) + N_{v_f} \xi_{ref}$$

$$V_f = -K\xi + N_{\xi} \xi_{ref}$$

where $\bar{N} = N_{v_f} + KN_{\xi}$.

3.4.3. Integrator loop

To track constant references for $v_t$ and $T_m$ without steady-state error, system (30) should be augmented by intermediate states $X = [\xi^T \ 0_{2x1} \ 0_{2x1}]^T$ where $e_v = K_v(v_t - V_{ref})$ with $K_v > 0$ as a constant gain and $e_w = w - w_{ref}$ are given by

$$\begin{cases} e_v = g_1(\xi) \\ e_p = g_2(\xi) \end{cases}$$

where $g_1(\xi)$ and $g_2(\xi)$ are nonlinear functions that can be found using equations (18) and (4). In our case, these functions are linearized around an operating point to get a local approximation in the form

$$\begin{cases} e_v = C_1(\xi) + O(\xi^2) \\ e_p = C_2(\xi) + O(\xi^2) \end{cases}$$

However, to inspire the standard classic IEEE governor model (7) in the closed-loop system, we modify the second integrator as follows:

$$e_w = \frac{1}{T_g} (T_{ref} - P_{sv} + K_g(\omega - \omega_s))$$

Neglecting high order terms in (42), the linear augmented system is

$$\dot{X} = A_aX + B_a\dot{v},$$

where

$$A_a = \begin{bmatrix} A & 0_{4x2} \\ C_1 & 0_{1x2} \\ C_2 & 0_{1x2} \end{bmatrix}, \quad B_a = \begin{bmatrix} B \\ 0_{2x2} \end{bmatrix}.$$ 

The pair $(A_a, B_a)$ is proved controllable in our case where the following rank condition is verified:

$$\text{rank} \left( [B_a A_a B_a A_a^2 B_a A_a^3 B_a A_a^4 B_a A_a^5 B_a] \right) = 6$$
Hence, there exists a stabilizing state feedback:

$$\dot{v} = -K_a X, \text{ with } K_a = [K \ K_v \ K_T]$$

(47)

where \( K \in \mathbb{R}^{2 \times 4}, K_v \in \mathbb{R}^{2 \times 1} \) and \( K_T \in \mathbb{R}^{2 \times 1} \).

Integrating the above equation, the outer-loop has the following form:

$$v(t) = -K \xi(t) - K_v \int_0^t e_v(\tau)d\tau - K_T \int_0^t e_p(\tau)d\tau$$

(48)

It includes proportional and integral terms, which achieve zero steady-state error in power and voltage responses.

One of the interesting approaches to design the gain \( K_a \) is the LQR (Linear Quadratic Regulator) method. The gain \( K_a \) is computed by solving a Riccati equation and minimizes the following index

$$J = \int_0^{\infty} X^T(\tau)QX(\tau) + \dot{v}^T(\tau)R\dot{v}(\tau)d\tau$$

(49)

where \( Q \) and \( R \) are the weight matrices.

4. SIMULATION RESULTS

In order to illustrate the performance of the proposed flatness controller in improving the transient stability of the SMIB system, some computer simulations with Matlab and Eurostag are provided here. For comparison purposes, classic controllers [3, 4] have also been implemented and tested, which are described by the following differential equations:

$$\dot{u}_1 = \frac{1}{T_a} (-u_1 + K_a(u_v - V_{ref}))$$

(50)

$$\dot{u}_2 = \frac{1}{T_g} (-u_2 + K_g(\omega - \omega) + T_{ref})$$

(51)

To enhance the performance of the classic controller, we add a PID controller for the AVR. This PID controller will ensure an exact tracking scheme for the terminal voltage and will speed up the response time of it. Also, the classic governor controller, generating \( u_2 \), is equipped with a Fast Valving Scheme (FVS), which will enhance the transient stability [31]. Once a severe disturbance is detected, the steam valve is closed with a fast dynamic respecting the rate limitation \( (u_2 = -1/T_c) \). This situation is maintained for a time \( T_2 \) and after that the valve position is released to meet the dynamic (51) and respect the rate constraints. The parameters of the controllers are given in Table 2.

| Parameter | \( u_1 \) | \( K_p \) | \( K_f \) | \( K_d \) | \( K_a \) | \( T_a \) | \( K_g \) | \( T_g \) | \( K_v \) | \( V_{ref} \) | \( w_{ref} \) | \( T_e \) | \( T_o \) |
|-----------|----------|---------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Value     | 3        | 10      | 1      | 0      | 0.1    | 25     | 0.3    | 5      | 1      | 1      | 0.3    | 3      |         |

We consider a short-circuit in the middle of the second transmission line. Figure 2 illustrates the machine speed, mechanical torque and terminal voltage obtained from Eurostag software. The CCT in this case is 585 ms. It is clear that the proposed approach shows appropriate robustness against hard faults occurred in the network. On the other hand, the classic controllers reveal a maximum CCT equal to 528 ms. This means that the suggested flatness control algorithm has over 10% improvement in CCT compared to the IEEE common controllers. Also, Figure 3 to Figure 5 illustrate different state evolutions for the proposed controller against the classic IEEE controllers which have been obtained from Matlab. One can see that the proposed controller works well. In fact, the CCT obtained by the proposed controller is larger than that of the classic IEEE controllers. The applied control inputs Ef and Ps are illustrated in Figures 6 and 7, respectively. One can see that the control inputs of the proposed scheme are feasible in practice. Also, the proposed controller has the effect of fast valving as it can be observed in Figure 7, which is an interesting feature that enhances the transient stability of the power system. Finally, Figure 8 depicts the dedicated control energies for both
the flatness and classic control strategies. It is clear that the flatness controller provides a lower value for the control energy compared to the control energy for the classic control methodology. In conclusion, the simulation results verify that the proposed flatness controller outperforms the classic IEEE controllers in both CCT and control energy criteria. It means that the flatness controller enhances the stability margin and it needs less control energy implying that its implementation costs will be much less that the existed classic ones.

Figure 2. Speed, mechanical torque and terminal voltage response obtained in Eurostag with a 580 ms short-circuit at $t=80$ s

Figure 3. Speed response with a 520 ms short-circuit at $t=100$ s

Figure 4. Mechanical torque response with a 520 ms short-circuit at $t=100$ s

Figure 5. Terminal voltage response with a 520 ms short-circuit at $t=100$ s
5. CONCLUDING REMARKS

In this paper, a flatness-based linearizing state feedback control scheme was proposed to enhance the stability margin of a single machine infinite bus (SMIB) system. The idea was to choose the right flat outputs to find a diffeomorphism map to make the nonlinear SMIB system equivalent to a linear canonical system. After describing the explicit differential equations governing the SMIB dynamics, the flatness controller was derived. However, since the flat controller needed all the states of the system to be available, a linear Luenberger observer was designed so that the states of the equivalent linear system were estimated. To consider the effects of the actuator saturations in the automatic voltage regulators and turbine governors, a simple method was employed to remove the nonlinearities made by these saturations. Finally, the developed observer-controller scheme was adopted to be examined under serious faults in the network. The simulation results in Matlab and Eurostag validated that the introduced methodology outperforms classic IEEE controllers in the senses of transient stability and control efforts. So, it can be concluded that the derived strategy can be utilized in real electrical networks with a satisfying robustness property.
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