A mathematical analysis of local and nonlocal phase-field models of tumor growth is presented that includes time-dependent Darcy–Forchheimer–Brinkman models of convective velocity fields and models of long-range cell interactions. A complete existence analysis is provided. In addition, a parameter-sensitivity analysis is described that quantifies the sensitivity of key quantities of interest to changes in parameter values. Two sensitivity analyses are examined; one employing statistical variances of model outputs and another employing the notion of active subspaces based on existing observational data. Remarkably, the two approaches yield very similar conclusions on sensitivity for certain quantities of interest. The work concludes with the presentation of numerical approximations of solutions of the governing equations and results of numerical experiments on tumor growth produced using finite element discretizations of the full tumor model for representative cases.

1. Introduction

In this exposition, we present a mathematical analysis of a general class of local and nonlocal multispecies phase-field models of tumor growth, derived using the balance laws of continuum mixture theory and employing mesoscale versions of the Ginzburg–Landau energy functional involving cell-species volume fractions. The model class involves nonlinear characterizations of cell velocity obeying a time-dependent Darcy–Forchheimer–Brinkman law. In addition, to account for long-range interactions characterizing such effects as cell-to-cell adhesion, a class of nonlocal models of tumor growth is considered, which involves systems of integro-differential equations.

This contribution generalizes the analyses of Cahn–Hilliard–Darcy models studied in Refs. 32, 34 and includes a detailed analysis of existence of weak solutions of the governing system of fourth-order integro-partial-differential equations. Beyond the mathematical analysis of this class of models, we also explore the sensitivity of model outputs to perturbations in parameters for the local models. These analyses draw from active subspace methods when observational data are available and on variance sensitivity analysis when models outputs due to parameter variations are considered. Finite element approximations of the general local tumor models are presented and the results of numerical experiments are given that depict the role of linear and nonlinear flow laws on the evolution and structure of solid tumors.

This study is intended to contribute to a growing body of mathematical and computational work accumulated over the last two decades on tumor growth, decline, and invasion in living organisms. To date, the bulk of the models proposed are phenomenological models, designed to depict phenomena at the macro- or meso-scale where microenvironmental constituents are represented by fields describing volume fractions or mass concentrations of various species. The models studied here are in this category. Reviews and surveys of recent literature of tumor growth modeling can be found in Refs. 5, 6, 21, 57, and in surveys of work of the last decade in Refs. 12, 38, 42, 59, 62, 77.
Prominent among more recent proposed models are those involving diffuse-interface or phase-field representations designed to capture morphological instabilities in the form of phase changes driven by cell necrosis and non-uniform cell proliferation. These effects result in tumor growth made possible by increases in the surface areas at the interface of cell species.\textsuperscript{77} Models that can replicate such phenomena usually involve Ginzburg–Landau free energy functionals\textsuperscript{40} of species concentrations or volume fractions, nutrient concentrations, and, importantly, gradients of species concentrations as a representation of surface energies, a feature that leads to Cahn–Hilliard type models. The use of such phase-field formulations eliminates the need for enforcing conditions across interfaces between species and for tracking the interface, the locations of which are intrinsic features of the solution. Such non-sharp interfaces are often better characterizations of the actual moving interfaces between multiple species within a tumor than models employing sharp interfaces.

Multiphase models of tumor growth have been proposed by several authors over the last decade. We mention as examples the multicomponent models of Araujo and McElwain\textsuperscript{1} and the four, six, and ten species models of Refs. 43, 48, 50, respectively, the Cahn–Hilliard–Darcy models of Garcke et al\textsuperscript{52,34} and the three-dimensional nonlinear multispecies models of Wise et al.\textsuperscript{77} Additional references can be found in these works.

Following this introduction, we introduce a general class of multispecies, phase-field models developed from balance laws and accepted cell-biological phenomena observed in cancer, in which cell velocity, present in mass convection, is modeled via time-dependent, nonlinear flow field governed by a Darcy–Forchheimer–Brinkman law,\textsuperscript{11,39,41,46,79} which can be obtained by the means of mixture theory.\textsuperscript{60,71} In Sections 3–5, we develop a complete mathematical analysis of these classes of models proving existence of weak solutions through compactness arguments. We first consider the so-called local theory with nonlinear flow in which the evolution of the tumor volume fractions are influenced only by events in the neighborhood of each spatial point in the tumor mass and then we address nonlocal effects to depict long-range interactions of cell species.

To address the fundamental question of sensitivity of solutions of such nonlinear systems to variation in model parameters, we provide a detailed analysis of sensitivity for local models in Section 6, calling on both statistical methods\textsuperscript{56,65–67} of sensitivity analysis and data-dependent methods based on the notion of active subspaces.\textsuperscript{16,18} In Section 7 we take up representative finite element approximations and numerical algorithms and present the results of numerical experiments, particularly focusing on the effects of time-dependent nonlinear flow regimes on the evolution of tumor morphology. In a final section, we provide concluding remarks of the study.

2. A Class of Local Models of Tumor Growth

We consider a solid tumor mass $\mathcal{T}$ evolving in the interior of a bounded Lipschitz domain $\Omega \subset \mathbb{R}^d$, $d \leq 3$, over a time period $[0, T]$. At each point $x \in \Omega$, several cell species and other constituents exist which are differentiated according to their volume fractions, $\phi_\alpha$, $\alpha = 1, 2, \ldots, N$. The volume fractions of tumor cells is given by the scalar-valued field $\phi_T(x, t)$ and the volume-averaged velocity is denoted by $v$. The mass density of all $N$ species is assumed to be a single constant field, and the evolution of the tumor cells is governed by the evolution of proliferative cells with volume fraction $\phi_P$, hypoxic cells $\phi_H$, and necrotic cells $\phi_N$. The nutrient supply to the tumor is characterized by a constituent with volume fraction $\phi_\sigma = \phi_\sigma(x, t)$. The tumor mass is conserved during its evolution, and this is assumed to be captured by the convective phase-field equation,\textsuperscript{48,50}

\begin{equation}
\partial_t \phi_T + \text{div}(\phi_T v) = \text{div}(m_T(\phi_T, \phi_\sigma) \nabla \mu) + \lambda_T \phi_\sigma \phi_T(1 - \phi_T) - \lambda_A \phi_T,
\end{equation}

where $m_T$ is the mobility function, $\mu$ the chemical potential, $\lambda_T$ and $\lambda_A$ are the proliferation and apoptosis rates, respectively. Here, following Ref. 43, 48, 50, 77, we take

\begin{equation}
\mu = \Psi'(\phi_T) - \varepsilon_T^2 \Delta \phi_T - \chi_0 \phi_\sigma,
\end{equation}
where $\Psi(\cdot)$ is a double-well potential with a prefactor $\mathcal{E}$, $\varepsilon_T$ is a parameter associated with the interface thickness separating cell species, and $\chi_0$ is a chemotaxis parameter. The velocity $v$ is assumed to obey the time-dependent incompressible Darcy–Forchheimer–Brinkman law\textsuperscript{11,39,41,46,79}
\begin{equation}
\begin{aligned}
\partial_t v + \alpha \nu = \text{div}(\nu(\phi_T, \phi_\sigma)Dv) - F_1|v|v - F_2|v|^2v + (\nu + \chi_0 \phi_\sigma)\nabla \phi_T,
\end{aligned}
\end{equation}
where $Dv = \frac{1}{2}(\nabla v + (\nabla v)^\top)$ denotes the deformation-rate tensor. The nutrient concentration $\phi_\sigma$ is assumed to obey a convection-reaction-diffusion equation of the form,
\begin{equation}
\begin{aligned}
\partial_t \phi_\sigma + \text{div}(\phi_\sigma v) = \text{div}(m_\sigma(\phi_T, \phi_\sigma)((\delta_\sigma^{-1}\nabla \phi_\sigma - \chi_0 \nabla \phi_T)) - \lambda_\sigma \phi_T \phi_\sigma,
\end{aligned}
\end{equation}
with $m_\sigma$ a mobility function and $\delta_\sigma$ and $\lambda_\sigma$ positive parameters.

Collecting (1)–(4), we arrive at a model governed by the system,
\begin{equation}
\begin{aligned}
\partial_t \phi_T + \text{div}(\phi_T v) &= \text{div}(m_T(\phi_T, \phi_\sigma)\nabla \mu) + S_T(\phi_T, \phi_\sigma), \\
\mu &= \Psi'(\phi_T) - \varepsilon_T^2 \Delta \phi_T - \chi_0 \phi_\sigma, \\
\partial_t \phi_\sigma + \text{div}(\phi_\sigma v) &= \text{div}(m_\sigma(\phi_T, \phi_\sigma)((\delta_\sigma^{-1}\nabla \phi_\sigma - \chi_0 \nabla \phi_T)) + S_\sigma(\phi_T, \phi_\sigma), \\
\partial_t v + \alpha \nu = \text{div}(\nu(\phi_T, \phi_\sigma)Dv) - F_1|v|v - F_2|v|^2v - \nabla p + S_v(\phi_T, \phi_\sigma), \\
\text{div} v &= 0,
\end{aligned}
\end{equation}
in the time-space domain $(0, T) \times \Omega$ with source functions $S_T, S_\sigma, S_v$ with properties laid down in Theorem 1 of Section 4. We supplement the system with the following boundary and initial conditions,
\begin{equation}
\begin{aligned}
\partial_n \phi_T &= 0 & \text{on } (0, T) \times \partial \Omega, \\
\phi_\sigma &= 1 & \text{on } (0, T) \times \partial \Omega, \\
v &= 0 & \text{on } (0, T) \times \partial \Omega, \\
\phi_T(0) &= \phi_{T,0} & \text{in } \Omega, \\
\phi_\sigma(0) &= \phi_{\sigma,0} & \text{in } \Omega, \\
v(0) &= v_0 & \text{in } \Omega,
\end{aligned}
\end{equation}
where $\phi_{T,0}, \phi_{\sigma,0}, v_0$ are given functions. Here, $\partial_n f = \nabla f \cdot n$ denotes the normal derivative of a function $f$ at the boundary $\partial \Omega$ with the outer unit normal $n$.

### 3. Notation and auxiliary results

Notationally, we suppress the domain $\Omega$ when denoting various Banach spaces and write simply $L^p, H^m, W^{m,p}$. We equip these spaces with the norms $|\cdot|_{L^p}, |\cdot|_{H^m}, |\cdot|_{W^{m,p}}$, and, to simplify notation, we denote by $(\cdot, \cdot)$ the scalar product in $L^2$. The brackets $(\cdot, \cdot)_{H^1}$ denote the duality pairing on $(H^1)' \times H^1$ and in the same way for the other spaces. In the case of $d$-dimensional vector functions, we write $[L^p]^d$ and in the same way for the other Banach spaces, but we do not make this distinction in the notation of norms, scalar products and applications with its dual.

Throughout this paper, $C < \infty$ stands for a generic constant. We recall the Poincaré and Korn inequalities,\textsuperscript{63}
\begin{align*}
|f - \overline{f}|_{L^2} &\leq C|\nabla f|_{L^2} \quad \text{for all } f \in H^1, \\
|f|_{L^2} &\leq C|\nabla f|_{L^2} \quad \text{for all } f \in H^1_0, \\
|\nabla f|_{L^2} &\leq C|Df|_{L^2} \quad \text{for all } f \in H^1_0,
\end{align*}
where \( \bar{f} = \frac{1}{|\Omega|} \int_{\Omega} f(x) \, dx \) is the mean of \( f \). We define the spaces \( H, V, V^\perp, L_0^2 \) as follows:

\[
H = \{ u \in [L^2]^d : \text{div} \, u = 0, \ u \cdot n|_{\partial \Omega} = 0 \}, \\
V = \{ u \in [H^1]^d : \text{div} \, u = 0 \}, \\
V^\perp = \{ f \in [H^{-1}]^d : (f, u)_{H^{-1} \times H^1_0} = 0 \text{ for all } u \in V \}, \\
L_0^2 = \{ u \in L^2 : \nabla \cdot u = 0 \},
\]

where, for \( u \in H \), the divergence is meant in a distributional sense and its trace operator is well-defined; see Ref. 37.

For a given Banach space \( X \), we define the Bochner space\(^{24,63}\)

\[
L^p(0, T; X) = \{ u : (0, T) \to X : u \text{ Bochner measurable}, \int_0^T |u(t)|_X^p \, dt < \infty \},
\]

where \( 1 \leq p < \infty \), with the norm \( \|u\|_{L^p(0, T; X)} = \int_0^T |u(t)|_X^p \, dt \). For \( p = \infty \), we equip \( L^\infty(0, T; X) \) with the norm \( \|u\|_{L^\infty(0, T; X)} = \sup_{t \in (0, T)} |u(t)|_X \). We introduce the Sobolev–Bochner space,

\[
W^{1,p}(0, T; X) = \{ u \in L^p(0, T; X) : \partial_t u \in L^p(0, T; X) \}
\]

and the inverse Sobolev–Bochner space

\[
W^{-1,p}(0, T; X) = \mathcal{L}(W_0^{1,p}(0, T; X)),
\]

where \( q = 1/(1 - 1/p) \) is the Hölder conjugate of \( p \).

Let \( X, Y, Z \) be Banach spaces such that \( X \) is compactly embedded in \( Y \) and \( Y \) is continuously embedded in \( Z \), i.e. \( X \hookrightarrow Y \hookrightarrow Z \). In the proof of the existence theorem below we make use of the Aubin–Lions compactness lemma, see Corollary 4 in Ref. 68,

\[
L^p(0, T; X) \cap W^{1,1}(0, T; Z) \hookrightarrow L^p(0, T; Y), \quad 1 \leq p < \infty ,
\]

\[
L^\infty(0, T; X) \cap W^{1,r}(0, T; Z) \hookrightarrow C([0, T]; Y), \quad r > 1,
\]

and of the following continuous embeddings, see Theorem 3.1 in Chapter in Ref. 51 and Theorem 2.1 in Ref. 72,

\[
L^2(0, T; Y) \cap H^1(0, T; Z) \hookrightarrow C([0, T]; [Y, Z]_{1/2}),
\]

\[
L^\infty(0, T; Y) \cap C_w([0, T]; Z) \hookrightarrow C_w([0, T]; Y),
\]

where \( [Y, Z]_{1/2} \) denotes the interpolation space between \( Y \) and \( Z \); see Definition 2.1, Chapter 1 in Ref. 51 for a precise definition. Here, \( C_w([0, T]; Y) \) denotes the space of the weakly continuous functions on the interval \([0, T]\) with values in \( Y \).

**Lemma 1** (Gronwall, cf. Lemma 3.1 in Ref. 33). Let \( u, v \in C([0, T]; \mathbb{R}_{\geq 0}) \). If there are constants \( C_1, C_2 < \infty \) such that

\[
u(t) + v(t) \leq C_1 + C_2 \int_0^t u(s) \, ds \quad \text{for all } t \in [0, T],
\]

then it holds that \( u(t) + v(t) \leq C_1 e^{C_2 T} \) for all \( t \in [0, T] \).

**Lemma 2** (De Rham, cf. Lemma 7 in Ref. 74). If \( f \in V^{\perp} \), then there is a unique \( q \in L^2_0 \) such that \( f = \nabla q \) and \( |q|_{L^2} \leq C |f|_{H^{-1}} \). In other words, there exists an operator \( L \in \mathcal{L}(V^{\perp}, L^2_0) \) such that \( \nabla \circ L = \text{Id} \).

Introducing the Nemyzki operator of \( L \),

\[
\mathcal{N}_L : W^{-1,\infty}(0, T; V^{\perp}) \to W^{-1,\infty}(0, T; L^2_0), \\
(\mathcal{N}_L w)(\eta) = L(w(\eta)) \text{ for all } \eta \in W^{1,1}_0(0, T),
\]

we get the following corollary of the de Rham lemma.

**Corollary 1.** If \( w \in W^{-1,\infty}(0, T; V^{\perp}) \), then there exists a unique \( p \in W^{-1,\infty}(0, T; L^2_0) \) such that \( w = \nabla p \) in \( W^{-1,\infty}(0, T; H^{-1}) \).
Proof. Since \( w(\eta) \in V^+ \) for all \( \eta \in W^{1,1}_0(0,T) \), we have
\[
w(\eta) = \nabla L(w(\eta)) = \nabla(N_L w)(\eta),
\]
and we define \( p = N_L w \in W^{-1,\infty}(0,T;L^2_0) \), which is clearly unique. \( \Box \)

4. Analysis of the local model

In this section, we first state the definition of a weak solution to the system (5) with the boundary and initial conditions (6), and then we establish the existence of a weak solution by employing the Faedo–Galerkin method.

To simplify notation, we introduce the abbreviations
\[
m_T = m_T(\phi_T, \phi_\sigma), \quad m_\sigma = m_\sigma(\phi_T, \phi_\sigma), \quad \nu = \nu(\phi_T, \phi_\sigma), \quad S_T = S_T(\phi_T, \phi_\sigma), \quad S_\sigma = S_\sigma(\phi_T, \phi_\sigma), \quad S_v = S_v(\phi_T, \phi_\sigma).
\]

**Definition 1** (Weak solution). We call a quadruple \((\phi_T, \mu, \phi_\sigma, v)\) a weak solution of the system (5) if the functions \(\phi_T, \mu, \phi_\sigma : (0,T) \times \Omega \to \mathbb{R}, v : (0,T) \times \Omega \to \mathbb{R}^d\) have the regularity
\[
\phi_T \in H^1(0,T; (H^1(\Omega))'), \quad \mu \in L^2(0,T; H^1(\Omega)), \quad \phi_\sigma \in W^{1,\frac{4}{3}}(0,T; (H^{-1}(\Omega))) \cap (1 + L^2(0,T; H^1(\Omega))), \quad v \in W^{1,\frac{4}{3}}(0,T; V') \cap L^4(0,T; [L^4]^d) \cap L^2(0,T; V),
\]
fulfill the initial data \(\phi_T(0) = \phi_{T,0}, \phi_\sigma(0) = \phi_{\sigma,0}, v(0) = v_0\), and satisfy the following variational form of (5),
\[
\begin{align*}
\langle \partial_t \phi_T, \varphi_1 \rangle_{H^1} &= (\phi_T v, \nabla \varphi_1) - (m_T \nabla \mu, \nabla \varphi_1) + (S_T, \varphi_1), \\
(\mu, \varphi_2) &= (\Psi'(\phi_T), \varphi_2) + \varepsilon^2_T(\nabla \phi_T, \nabla \varphi_2) - \chi_0(\phi_\sigma, \varphi_2), \\
(\partial_t \phi_\sigma, \varphi_3)_{H^1} &= (\phi_T v, \nabla \varphi_3) - \delta_\sigma^{-1}(m_\sigma \nabla \phi_\sigma, \nabla \varphi_3) + \chi_0(m_\sigma \nabla \phi_T, \nabla \varphi_3) + (S_\sigma, \varphi_3), \\
(\partial_t v, \varphi_4)_V &= -\alpha(v, \varphi_4) - (\nu Dv, D\varphi_4) - F_1(|v|v, \varphi_4) - F_2(|v|^2v, \varphi_4) + (S_v, \varphi_4),
\end{align*}
\]
for all \(\varphi_1, \varphi_2 \in H^1, \varphi_3 \in H^1_0, \varphi_4 \in V\).

In the variational form, we use the divergence-free space \(V\) as the test function space of the Darcy–Forchheimer–Brinkman equation. Therefore, the pressure \(p\) is eliminated from the equation. After proving the existence of a weak solution, we can associate a distributional pressure to the solution quadruple using the de Rham lemma; see Lemma 2.

A first principal result of this paper involves stating the existence of a weak solution to the model (5) in the sense of Definition 1.

**Theorem 1** (Existence of a global weak solution). Let the following assumptions hold:

(A1) \( \Omega \subset \mathbb{R}^d, d \in \{2,3\} \), is a bounded Lipschitz domain and \( T > 0 \).

(A2) \( \phi_{T,0} \in H^1, \phi_{\sigma,0} \in L^2, v_0 \in H \).

(A3) \( m_T, m_\sigma, \nu \in C_b(\mathbb{R}^2) \) such that \( m_0 \leq m_T(x), m_\sigma(x), \nu(x) \leq m_\infty \) for positive constants \( m_0, m_\infty < \infty \).

(A4) \( S_T, S_\sigma, S_v \) are of the form \( S_T = \lambda_T \phi_T g(\phi_T) - \lambda_A \phi_T \), \( S_\sigma = -\lambda_\sigma \phi_\sigma h(\phi_T) \) for \( g, h \in C_b(\mathbb{R}) \), and \( S_v = (\mu + \chi_0 \phi_\sigma) \nabla \phi_T, \lambda_T, \lambda_\sigma, \lambda_A \geq 0 \).

(A5) \( \Psi \in C^2(\mathbb{R}) \) is such that \( \Psi(x) \geq C(|x|^2 - 1), |\Psi'(x)| \leq C(|x| + 1), |\Psi''(x)| \leq C(|x|^4 + 1) \). Then there exists a weak solution quadruple \((\phi_T, \mu, \phi_\sigma, v)\) to (5) in the sense of Definition 1.
Moreover, the solution quadruple has the regularity:

\[ \phi_T \in C([0,T];L^2) \cap C_w([0,T];H^1), \]
\[ \phi_\sigma \in \begin{cases} C([0,T];L^2), & d = 2, \\
\quad C([0,T];H^{-1}) \cap C_w([0,T];L^2), & d = 3, \end{cases} \]
\[ v \in \begin{cases} C([0,T];H), & d = 2, \\
\quad C([0,T];V^d) \cap C_w([0,T];H), & d = 3. \end{cases} \]

Additionally, there is a unique \( p \in W^{-1,\infty}(0,T;L^2_0) \) such that \( (\phi_T, \mu, \phi_\sigma, v, p) \) is a solution quintuple to (5) in the distributional sense.

**Proof.** To prove the existence of a weak solution, we use the Faedo–Galerkin method\(^{24,64}\) and semi-discretize the original problem in space. The discretized model can be formulated as an ordinary differential equation system and by the Cauchy–Peano theorem we conclude the existence of a discrete solution. Having energy estimates, we deduce from the Banach–Alaogulu theorem the existence of limit functions which eventually form a weak solution. This method has fared popularly in the analysis of tumor models, e.g. see Refs. 15,28,32–35,44,45,52.

**Discretization in space.** We introduce the discrete spaces

\[ W_k = \text{span}\{w_1, \ldots, w_k\}, \]
\[ Y_k = \text{span}\{y_1, \ldots, y_k\}, \]
\[ Z_k = \text{span}\{z_1, \ldots, z_k\}, \]

where \( w_j, y_j : \Omega \to \mathbb{R}, z_j : \Omega \to \mathbb{R}^d \) are the eigenfunctions to the eigenvalues \( \lambda^w_j, \lambda^y_j, \lambda^z_j \in \mathbb{R} \) of the following respective problems

\[ \begin{cases} -\Delta w_j = \lambda^w_j w_j & \text{in } \Omega, \\
\quad \partial_n w_j = 0 & \text{on } \partial\Omega, \end{cases} \]
\[ \begin{cases} -\Delta y_j = \lambda^y_j y_j & \text{in } \Omega, \\
\quad y_j = 0 & \text{on } \partial\Omega, \end{cases} \]
\[ \begin{cases} -\Delta z_j = \lambda^z_j z_j & \text{in } \Omega, \\
\quad \text{div } z_j = 0 & \text{in } \Omega, \\
\quad z_j = 0 & \text{on } \partial\Omega. \end{cases} \]

Since the Laplace operator is a compact, self-adjoint, injective operator, we conclude by the spectral theorem\(^{9,10,61}\) that

\[ \{w_j\}_{j \in \mathbb{N}} \text{ is an orthonormal basis in } L^2 \text{ and orthogonal in } H^1, \]
\[ \{y_j\}_{j \in \mathbb{N}} \text{ is an orthonormal basis in } L^2 \text{ and orthogonal in } H^1, \]
\[ \{z_j\}_{j \in \mathbb{N}} \text{ is an orthonormal basis in } H \text{ and orthogonal in } V. \]

Exploiting orthonormality of the eigenfunctions, we deduce that \( W_k \) and \( Y_k \) are dense in \( L^2 \), and \( Z_k \) is dense in \( H \). We introduce the orthogonal projections,

\[ \Pi_{W_k} : L^2 \to W_k, \quad \Pi_{Y_k} : L^2 \to Y_k, \quad \Pi_{Z_k} : H \to Z_k, \]

which can be written as

\[ \Pi_{W_k} u = \sum_{j=1}^{k} (u, w_j) w_j \quad \text{for all } u \in H^1, \]

and analogously for \( \Pi_{Y_k} \) and \( \Pi_{Z_k} \).
We next consider the Galerkin approximations

\[
\phi^k_T(t, x) = \sum_{j=1}^k \alpha_j(t)w_j(x), \quad \mu^k(t, x) = \sum_{j=1}^k \beta_j(t)w_j(x), \\
\phi^k_\sigma(t, x) = 1 + \sum_{j=1}^k \gamma_j(t)y_j(x), \quad v^k(t, x) = \sum_{j=1}^k \delta_j(t)z_j(x),
\]

(11)

where \(\alpha_j, \beta_j, \gamma_j, \delta_j : (0, T) \to \mathbb{R}\) are coefficient functions for \(j \in \{1, ..., k\}\).

To simplify the notation we set

\[
m^k_T = m_T(\phi^k_T, \phi^k_\sigma), \quad m^k_\sigma = m_\sigma(\phi^k_T, \phi^k_\sigma), \quad \nu^k = \nu(\phi^k_T, \phi^k_\sigma), \quad S^k_T = S_T(\phi^k_T, \phi^k_\sigma), \quad S^k_\sigma = S_\sigma(\phi^k_T, \phi^k_\sigma), \quad S^k_v = S_v(\phi^k_T, \phi^k_\sigma).
\]

The Galerkin system of the model (10) then reads

\[
(12a) \quad (\partial_t \phi^k_T, w_j)_{H^1} = (\phi^k_T v^k, \nabla w_j) - (m^k_T \nabla \mu^k, \nabla w_j) + (S^k_T, w_j),
\]

\[
(12b) \quad (\mu^k, w_j) = (\Psi'(\phi^k_T), w_j) + \varepsilon_T^2(\nabla \phi^k_T, \nabla w_j) - \chi_0(\phi^k_\sigma, w_j),
\]

\[
(12c) \quad (\partial_t \phi^k_\sigma, y_j)_{H^1_0} = (\phi^k_\sigma v^k, \nabla y_j) - \partial_\sigma^{-1}(m^k_\sigma \nabla \phi^k_\sigma, \nabla y_j) + \chi_0(m^k_\sigma \nabla \phi^k_\sigma, \nabla y_j) + (S^k_\sigma, y_j),
\]

\[
(12d) \quad (\partial_t v^k, z_j)_V = -\alpha(v^k, z_j) - (\nu^k Dv^k, Dz_j) - F_1(|v^k|^2 v^k, z_j) - F_2(|v^k|^2 v^k, z_j) + (S^k_v, z_j),
\]

for all \(j \in \{1, ..., k\}\). We equip this system with the initial data

\[
\phi^k_T(0) = \Pi_{W_k} \phi_{T,0} \quad \text{in } L^2,
\]

\[
\phi^k_\sigma(0) = 1 + \Pi_{Y_k} \phi_{\sigma,0} \quad \text{in } L^2,
\]

\[
v^k(0) = \Pi_{Z_k} v_0 \quad \text{in } H.
\]

After inserting the Galerkin ansatz functions (11) into the system (12), one can see that the Galerkin system is equivalent to a system of nonlinear ordinary differential equations in the \(4k\) unknowns \(\{\alpha_j, \beta_j, \gamma_j, \delta_j\}_{1 \leq j \leq k}\) with the initial data

\[
\alpha_j(0) = (\phi_{T,0}, w_j) \quad \text{in } \Omega,
\]

\[
\gamma_j(0) = (\phi_{\sigma,0}, y_j) \quad \text{in } \Omega,
\]

\[
\delta_j(0) = (v_0, z_j) \quad \text{in } \Omega.
\]

Due to the continuity of the nonlinear functions \(\Psi', m_T, m_\sigma, \nu\), the existence of solutions to (12) with data (13) follows from the standard theory of ordinary differential equations, according to the Cauchy–Peano theorem, see Theorem 1.2, Chapter 1 in Ref. 14. We thus have local-in-time existence of a continuously differentiable solution quadruple,

\[
(\phi^k_T, \mu^k, \phi^k_\sigma, v^k) \in C^1([0, T_k]; W_k) \times C^1([0, T_k]; W_k) \times (1 + C^1([0, T_k]; Y_k)) \times C^1([0, T_k]; Z_k)
\]

to the Galerkin problem (12) on some sufficiently short time interval \([0, T_k]\).

Energy estimates. Next, we extend the existence interval to \([0, T]\) by deriving \(k\)-independent estimates. In particular, these estimates allow us to deduce that the solution sequences converge to some limit functions as \(k \to \infty\). It will turn out that exactly these limit functions will form a weak solution to our model (5) in the sense of Definition 1.
Testing (12a) with $\mu^k + \chi_0 \phi_k^\ast$, (12b) with $-\partial_t \phi_T^k$, (12c) with $K(\phi_k^k - 1)$, $K > 0$ to be specified, and (12d) with $v^k$, gives the equation system,

\[
\langle \partial_t \phi_T^k, \mu^k \rangle_{H^1} + \chi_0 \langle \partial_t \phi_T^k, \phi_k^k \rangle_{H^1} = (\phi_T^k v^k, \nabla \mu^k + \chi_0 \nabla \phi_k^k) - (m_T^k \nabla \mu^k, \nabla \phi_k^k) + (S_T^k, \mu^k + \chi_0 \phi_k^k),
\]

\[
-\langle \mu^k, \partial_t \phi_T^k \rangle_{H^1} = -\langle \Psi'(\phi_T), \partial_t \phi_T^k \rangle + \langle \partial_t \phi_T^k, K(\phi_k^k - 1) \rangle_{H^1} = (\phi_T^k v^k, K \nabla \phi_k^k) - K(m_T^k (\delta_7 - 1) \nabla \phi_k^k - \chi_0 \nabla \phi_T^k), \nabla \phi_k^k) + K(S_T^k, \phi_k^k - 1),
\]

\[
\langle \partial_t v^k, v^k \rangle_V = \langle -v^k Du^k, Du^k \rangle - F_1|v^k|v^k - F_2|v^k|^2 v^k - \langle \alpha v^k, v^k \rangle + (S_T^k, v^k),
\]

We observe that the tested convective terms cancel each other together with the tested source term in the velocity equation. Indeed, noting that $v^k$ is divergence-free, we have by integration by parts

\[
(\phi_T^k v^k, \nabla \mu^k + \chi_0 \nabla \phi_k^k) + (\phi_k^k v^k, K \nabla \phi_k^k) = -(v^k \cdot \nabla \phi_T^k, \mu^k + \chi_0 \phi_k^k) - K(v^k \cdot \nabla \phi_k^k, \phi_k^k)
\]

\[
= -(v^k, S_T^k),
\]

see also (A4) of Theorem 1 for the assumed form of $S_T^k$. Here, we also used that $(\phi_k^k v^k, \nabla \phi_k^k) = -(v^k \cdot \nabla \phi_k^k, \phi_k^k)$ and therefore this term vanishes.

Adding the four tested equations results in

\[
\frac{d}{dt} \left[ |\Psi(\phi_T^k)|_{L^1} + \frac{\varepsilon_T^2}{2} |\nabla \phi_T^k|_{L^2}^2 + \frac{K}{2} |\phi_k^k - 1|_{L^2}^2 + \frac{1}{2} |v^k|_{L^2}^2 \right] + \delta_7^{-1} K(m_T^k, |\nabla \phi_k^k|_{L^2}^2)
\]

\[
+ (m_T^k, |\nabla \mu^k|_{L^2}^2 + |v^k, Du^k|_{L^2}^2) + F_1|v^k|_{L^2}^3 + F_2|v^k|_{L^2}^4 + \alpha |v^k|_{L^2}^2
\]

\[
= -\chi_0 (m_T^k \nabla \mu^k, \nabla \phi_k^k) + (S_T^k, \mu^k + \chi_0 \phi_k^k) + \chi_0 K(m_T^k \nabla \phi_T^k, \nabla \phi_k^k) + K(S_T^k, \phi_k^k),
\]

where $K > 0$ can still be chosen appropriately.

We now estimate the terms on the right hand side of this inequality. The Poincaré inequality applied to $\mu^k$ and $\phi_k^k$ gives

\[
|\mu^k|_{L^2} \leq |\mu^k - \mu_k^k|_{L^2} + |\mu_k^k|_{L^2} \leq C |\nabla \mu^k|_{L^2} + |\Omega|^{-1/2} |\mu^k|_{L^1},
\]

\[
|\phi_k^k|_{L^2} \leq |\phi_k^k - 1|_{L^2} + |1|_{L^2} \leq C |\nabla \phi_k^k|_{L^2} + |\Omega|^{1/2}.
\]

Therefore, we can estimate the tested source term $S_T^k$ using its assumed representation, see (A4) of Theorem 1, the Poincaré inequality, and the $\varepsilon$-Young inequality,

\[
(S_T^k, \mu^k + \chi_0 \phi_k^k) = (\lambda_T \phi_T^k g(\phi_T^k) - \lambda_A \phi_T^k, \mu^k + \chi_0 \phi_k^k)
\]

\[
= \lambda_T (\phi_T^k g(\phi_T^k), \mu^k + \chi_0 \phi_T^k) - \lambda_T \chi_0 (|\phi_T^k|^2 g(\phi_T^k)) - \lambda_A (\phi_T^k, \mu^k + \chi_0 \phi_T^k)
\]

\[
\leq C \left( |\phi_T^k|_{L^2}^2 |\mu^k|_{L^2} + |\phi_T^k|_{L^2}^2 |\phi_k^k|_{L^2} + |\phi_T^k|_{L^2} |\phi_k^k|_{L^2} + |\phi_T^k|_{L^2} |\phi_k^k|_{L^2} \right)
\]

\[
\leq \frac{m_T^k}{4} |\nabla \mu^k|_{L^2}^2 + C \left( 1 + |\phi_T^k|_{L^2}^2 + |\mu^k|_{L^2}^2 + |\phi_k^k|_{L^2}^2 \right).
\]

Testing (12b) with $1 \in H^1$, gives, together with the growth assumption (A5) on $\Psi'$,

\[
|\mu^k|_{L^1} \leq |\Psi'(\phi_T^k)|_{L^1} + \chi_0 |\phi_k^k|_{L^1} \leq C \left( 1 + |\phi_T^k|_{L^2} + |\phi_k^k|_{L^2} \right).
\]

Similarly, using the representation of $S_T^k$, see (A4), we get

\[
K(S_T^k, \phi_k^k) = -K \lambda_\alpha (h(\phi_T^k), |\phi_k^k|^2) \leq C K |\phi_k^k|_{L^2}^2,
\]

$K$ being a positive constant appearing in (14) to be chosen below.
Now, using (15)–(17), the Hölder inequality and the $\varepsilon$-Young inequality, we can estimate the right-hand side in (14) as follows:

\[
\text{(RHS)} \leq \chi_0 m_0 \|\nabla \psi_k\|_{L^2} \|\nabla \phi_k\|_{L^2} + \frac{m_0}{4} \|\nabla \mu_k\|_{L^2}^2 + C \left(1 + |\phi_k^\sigma|^2 + |\phi_k|^2\right)
\]
\[
+ \chi_0 K m_0 \|\nabla \phi_k\|_{L^2} \|\nabla \phi_k^\sigma\|_{L^2} + CK |\phi_k^\sigma|^2
\]
\[
\leq \frac{m_0}{2} \|\nabla \mu_k\|_{L^2}^2 + CK \left(1 + |\phi_k^\sigma|^2 + |\nabla \phi_k^\sigma|_{L^2}^2\right) + C \left(1 + |\nabla \phi_k^\sigma|_{L^2}^2 + |\phi_k^\sigma|^2\right).
\]

We note that in this inequality $C$ is independent of $K$. This is important since we choose $K$ such that $\delta^{-1} K m_0 > C$ so that we can absorb $|\nabla \phi_k^\sigma|_{L^2}$ from the right-hand side. Indeed, we get the following inequality from (14),

\[
\frac{d}{dt} \left[|\Psi(\phi_k)|_{L^1} + \frac{\varepsilon^2}{2} |\nabla \phi_k^\sigma|_{L^2}^2 + \frac{K}{2} |\phi_k^\sigma|_{L^2}^2 + \frac{1}{2} |\phi_k|_{L^2}^2\right]
\]
\[
+ \left(\frac{K m_0}{\delta_\sigma} - C\right) |\nabla \phi_k^\sigma|_{L^2}^2 + \frac{m_0}{2} |\nabla \mu_k|_{L^2}^2 + m_0 |\mu_k|_{L^2}^2 + F_2 |\phi_k|_{L^4}^4
\]
\[
\leq C \left(1 + |\nabla \phi_k^\sigma|_{L^2}^2 + |\phi_k^\sigma|^2 + |\phi_k|^2\right).
\]

Integrating this inequality over $(0, t)$, $t \in (0, T_k)$, and using the growth assumption (A5) on $\Psi$ gives
\[
|\phi_k^\sigma(t)|_{L^2}^2 + \|\nabla \phi_k^\sigma(t)|_{L^2}^2 + |\phi_k^\sigma(t) - 1|_{L^2}^2 + |\phi_k|_{L^2}^2 + \|\nabla \phi_k^\sigma|_{L^2}^2 + \|\nabla \mu_k\|_{L^2(0,t;L^2)}^2
\]
\[
+ \|\mu_k\|_{L^2(0,t;L^2)}^2 + \|\nabla \phi_k^\sigma|_{L^2(0,T;L^2)}^2 + \|\phi_k^\sigma|^2_{L^2(0,t;L^2)}^2 + |\phi_k^\sigma - 1|_{L^2(0,t;L^2)}^2 + |\phi_k^\sigma|_{L^2(0,t;L^2)}^2
\]
\[
\leq C \left(1 + |\Psi(\phi_k^\sigma)|_{L^1} + |\nabla \phi_k^\sigma|_{L^2}^2 + |\phi_k^\sigma(0) - 1|_{L^2}^2 + |\phi_k(0)|_{L^2}^2\right).
\]

Applying the Gronwall lemma and taking the essential supremum over $t \in (0, T_k)$, gives
\[
\|\phi_k^\sigma\|_{L^\infty(0,T_k;L^2)}^2 + \|\nabla \phi_k^\sigma\|_{L^2(0,T_k;L^2)}^2 + \|\phi_k^\sigma - 1\|_{L^2(0,T_k;L^2)}^2 + \|\varepsilon\|_{L^2(0,T_k;L^2)}^2
\]
\[
+ \|\nabla \phi_k^\sigma\|_{L^2(0,T_k;L^2)}^2 + \|\mu_k\|_{L^2(0,T_k;L^2)}^2 + \|\mu_k\|_{L^2(0,T_k;L^2)}^2 + \|\nabla \mu_k\|_{L^2(0,T_k;L^2)}^2 + \|\phi_k^\sigma - 1\|_{L^2(0,t;L^2)}^2 + |\phi_k|_{L^2(0,t;L^2)}^2
\]
\[
\leq C \left(1 + |\Psi(\phi_k^\sigma)|_{L^1} + |\nabla \phi_k^\sigma|_{L^2}^2 + |\phi_k^\sigma(0) - 1|_{L^2}^2 + |\phi_k(0)|_{L^2}^2\right) e^{C T_k}.
\]

We have chosen the initial values of the Galerkin approximations as the orthogonal projections of the initial values of their counterpart, see (13). The operator norm of an orthogonal projection is bounded by 1 and, therefore, uniform estimates are obtained in (18); for example
\[
|\phi_k(0)|_{L^2}^2 = |\Pi_{Z_k} \phi_k^0|_{L^2}^2 \leq |\phi_k^0|_{L^2}^2.
\]

We note that we have to invoke the growth estimate (A5) to treat the term involving $\Psi$ in the following way:
\[
|\Psi(\phi_k^\sigma)|_{L^1} \leq C + C |\phi_k^\sigma|_{L^2}^2 = C + C |\Pi_{Z_k} \phi_k^\sigma|_{L^2}^2 = C + C |\phi_k^\sigma|_{L^2}^2.
\]

Now, these $k$-independent estimates allow us to extend the time interval by setting $T_k = T$ for all $k \in N$. Therefore, we have the final uniform energy estimate,
\[
\|\phi_k^\sigma\|_{L^\infty H^1}^2 + \|\phi_k^\sigma\|_{L^\infty L^2}^2 + \|\mu_k\|_{L^2 H^1}^2 + \|\mu_k\|_{L^2 H_0^1}^2 + |\phi_k^\sigma - 1|_{L^2 H_0^1}^2 + |\phi_k|_{L^2 V}^2 + |\phi_k|_{L^4 L^4}^4
\]
\[
\leq C \times (1 + |\phi_k^\sigma|_{H^1}^2 + |\phi_k^\sigma|_{L^2}^2 + |\phi_k^\sigma|_{L^2}^2) \times \exp(CT).
\]

**Weak convergence.** Next, we prove that there are subsequences of $\phi_k^\sigma, \mu_k, \phi_k, v_k$, which converge to a weak solution of our model (5) in the sense of Definition 1. From the energy estimate (19) we deduce that
\[
\{\phi_k^\sigma\}_{k \in N} \text{ is bounded in } L^\infty(0,T; H^1),
\]
\[
\{\mu_k\}_{k \in N} \text{ is bounded in } L^2(0,T; H^1),
\]
\[
\{\phi_k\}_{k \in N} \text{ is bounded in } L^\infty(0,T; L^2) \cap \{1 + L^2(0,T; H_0^1)\},
\]
\[
\{v_k\}_{k \in N} \text{ is bounded in } L^\infty(0,T; H) \cap L^2(0,T; V) \cap L^4(0,T; [L^4]^d),
\]
and, by the Banach–Alaoglu theorem, these bounded sequences have weakly convergent subsequences. By a typical abuse of notation, we drop the subsequence index. Consequently, there are functions $\phi_T, \mu, \phi_\sigma : (0, T) \times \Omega \to \mathbb{R}$, $v : (0, T) \times \Omega \to \mathbb{R}^d$ such that

$$
\begin{align*}
\phi_T^k & \rightharpoonup \phi_T \text{ weakly in } L^\infty(0, T; \mathcal{H}^1), \\
\mu^k & \rightharpoonup \mu \text{ weakly in } L^2(0, T; \mathcal{H}^1), \\
\phi_\sigma^k & \rightharpoonup \phi_\sigma \text{ weakly in } L^\infty(0, T; L^2) \cap (1 + L^2(0, T; \mathcal{H}^1)_k), \\
v^k & \rightharpoonup v \text{ weakly in } L^\infty(0, T; \mathcal{H}) \cap L^2(0, T; \mathcal{V}) \cap L^4(0, T; [L^4]^d),
\end{align*}
$$

as $k \to \infty$.

**Strong convergence.** We now consider taking the limit $k \to \infty$ in the Galerkin system (12) in hopes to attain the initial variational system (10). Since the equations in (12) are nonlinear in $\phi_T^k, \phi_\sigma^k, v^k$, we want to achieve strong convergence of these sequences before we take the limit in (12). Therefore, our goal is to bound their time derivatives and applying the Aubin–Lions lemma (7).

Let $(\zeta, \eta, \xi)$ be such that $\zeta \in L^2(0, T; \mathcal{H}^1)$, $\eta \in L^{4/(4-d)}(0, T; \mathcal{H}^1_0)$, $\xi \in L^{4/(4-d)}(0, T; \mathcal{V})$ and

$$
\Pi_{W_k} \zeta = \sum_{j=1}^k \zeta_j^k w_j, \quad \Pi_{Y_k} \varphi = \sum_{j=1}^k \eta_j^k y_j, \quad \Pi_{Z_k} \xi = \sum_{j=1}^k \xi_j^k z_j,$$

with coefficients $\{\zeta_j^k\}_{j=1}^k, \{\eta_j^k\}_{j=1}^k, \{\xi_j^k\}_{j=1}^k$. Multiplying equation (12a) by $\zeta_j^k$, (12c) by $\eta_j^k$ and (12d) by $\xi_j^k$, we sum up each equation from $j = 1$ to $k$ and integrate in time over $(0, T)$, to obtain the equation system,

$$
\begin{align*}
(22a) \quad & \int_0^T (\partial_t \phi_T^k, \zeta)_{\mathcal{H}^1} \, dt = \int_0^T (\phi_T^k v^k, \nabla \Pi_{W_k} \zeta) - (m_\delta^k \nabla \mu^k, \nabla \Pi_{W_k} \zeta) + (S_T^k, \Pi_{W_k} \zeta) \, dt, \\
(22b) \quad & \int_0^T (\partial_t \phi_\sigma^k, \varphi)_{\mathcal{H}^1} \, dt = \int_0^T (\phi_\sigma^k v^k, \nabla \Pi_{Y_k} \varphi) - \delta^{-1}_\sigma (m_\delta^k \nabla \phi_\sigma^k, \nabla \Pi_{Y_k} \varphi) + \chi_0 (m_\delta^k \nabla \phi_T^k, \nabla \Pi_{Y_k} \varphi) \\
& \quad + (S_\sigma^k, \Pi_{Y_k} \varphi) \, dt, \\
(22c) \quad & \int_0^T (\partial_t v^k, \xi)_{\mathcal{V}} \, dt = \int_0^T -\alpha(v^k, \Pi_{Z_k} \xi) - (v^k \mathbf{D} v^k, \mathbf{D} \Pi_{Z_k} \xi) - F_1(|v^k|^2 v^k, \Pi_{Z_k} \xi) \\
& \quad - F_2(|v^k|^2 v^k, \Pi_{Z_k} \xi) + (S_\xi^k, \Pi_{Z_k} \xi) \, dt.
\end{align*}
$$

Each equation in (22) can be estimated using the typical inequalities and the boundedness of the orthogonal projection. From (22a), we find

$$
\begin{align*}
(\partial_t \phi_T^k, \zeta)_{L^2(\mathcal{H}^1) \times L^2} \leq & \|\nabla \phi_T^k\|_{L^\infty L^2} \|v\|_{L^2 L^4} \|\Pi_{W_k} \zeta\|_{L^2 L^4} + m_\infty \|\nabla \mu^k\|_{L^2 L^2} \|\nabla \Pi_{W_k} \zeta\|_{L^2 L^2} \\
& + \|S_T^k\|_{L^2 L^2} \|\Pi_{W_k} \zeta\|_{L^2 L^2}
\end{align*}
$$

and from (22b), we get

$$
\begin{align*}
(\partial_t \phi_\sigma^k, \varphi)_{L^{4/(4-d)} H^{-1} \times L^{4/(4-d)} H^0} \leq & \|\phi_\sigma^k\|_{L^2 L^4} \|v\|_{L^2 L^4} \|\nabla \Pi_{Y_k} \varphi\|_{L^4 L^2} + \|S_\sigma^k\|_{L^2 L^2} \|\Pi_{Y_k} \varphi\|_{L^2 L^2} \\
& + m_\infty \left(\delta^{-1}_\sigma \|\nabla \phi_\sigma^k\|_{L^2 L^2} + \chi_0 \|\nabla \phi_T^k\|_{L^2 L^2}\right) \|\nabla \Pi_{Y_k} \varphi\|_{L^2 L^2}
\end{align*}
$$

(23)

(24)
and (22c) results in
\[
\langle \partial_t v^k, \xi \rangle_{L^{4/3} V' \times L^4 V} \leq C(\alpha \|v^k\|_{L^2 L^2} + m_\infty \|Dv^k\|_{L^2 L^2} + F_1 \|v^k\|_{L^2 L^2} \\
+ F_2 \|v^k\|_{L^4 L^4}^2 + \|\mu^k\|_{L^2 L^4} \|\nabla \phi_T^k\|_{L^\infty L^2} \\
+ \chi_0 \|\phi_T^k\|_{L^2 L^4} \|\nabla \phi_T^k\|_{L^\infty L^2}) \|\xi\|_{L^4 V'}
\]
(25)
\[
\leq C(\|\xi\|_{L^4 V'})
\]
We note that we could have estimated the convective term in the nutrient equation without using the fact that \( \{v^k\}_{k \in \mathbb{N}} \) is bounded in \( L^4(0,T; [L^4]^d) \). This is particularly interesting for the case \( F_2 = 0 \) where that regularity is missing; see Remark 2. As a substitute, we apply the Gagliardo–Nirenberg inequality,63
\[
\|f\|_{L^4} \leq C(\|f\|^1_{L^2} \|f\|^1_{L^2}) \quad \text{for all } f \in H_0^1,
\]
on \( v^k \) and use the Sobolev embedding \( H^1 \hookrightarrow L^6 \) for \( d \leq 3 \) to get
\[
\int_0^T (\phi_T^k v^k, \nabla \Pi V_t \xi) dt \leq \int_0^T \|\phi_T^k\|_{L^2 L^2} \|v^k\|_{L^6} \|\xi\|_{L^6 V} dt \leq \|\phi_T^k\|^2_{L^2 L^2} \|v^k\|^2_{L^6 V} \|v^k\|^2_{L^\infty H} \|\xi\|_{L^6 V}.
\]
From the inequalities (23)–(25) and the bounds derived earlier, see (20), we conclude that
\[
\{\phi_T^k\}_{k \in \mathbb{N}} \text{ is bounded in } L^\infty(0,T; H^1) \cap H^1(0,T; (H^1)',)
\]
\[
\{\phi_\sigma^k\}_{k \in \mathbb{N}} \text{ is bounded in } L^\infty(0,T; L^2) \cap (1 + L^2(0,T; H_0^1)) \cap W^{1,4}(0,T; H^{-1}),
\]
\[
\{v^k\}_{k \in \mathbb{N}} \text{ is bounded in } L^\infty(0,T; H) \cap L^4(0,T; [L^4]^d) \cap L^2(0,T; V) \cap W^{1, \frac{d}{2}}(0,T; V').
\]
Making use of the Aubin–Lions compactness lemma (7), giving compact embeddings to achieve the strong convergences, we have
\[
\phi_T^k \rightarrow \phi_T \text{ strongly in } C([0,T]; L^2),
\]
\[
\phi_\sigma^k \rightarrow \phi_\sigma \text{ strongly in } L^2(0,T; L^2) \cap C([0,T]; H^{-1}),
\]
\[
v^k \rightarrow v \text{ strongly in } L^2(0,T; H) \cap C([0,T]; V'),
\]
as \( k \rightarrow \infty \). The strong convergence \( \phi_T^k \rightarrow \phi_T \) in \( C([0,T]; L^2) \) implies \( \phi_T(0) = \phi_{T,0} \) in \( L^2 \) and similarly \( \phi_\sigma(0) = \phi_{\sigma,0} \) in \( H^{-1} \) and \( v(0) = v_0 \) in \( V' \). Therefore, the limit functions \( (\phi_T, \mu, \phi_\sigma, v) \) of the Galerkin approximations already fulfill the initial data of the system (5).

In the case of \( d = 2 \), we can also conclude \( \phi_\sigma \in C([0,T]; L^2) \) and \( v \in C([0,T]; H) \) due to the continuous embedding (8)). Here, we used \( [H^1, (H^1)']_{1/2} = L^2 \) and \( [V, V']_{1/2} = H \). In contrast, in the three-dimensional case, we deduce the respective weak continuities of \( \phi_\sigma \) and \( v \) due to the continuous embedding (9).

**Limit process.** It remains to be shown that the limit functions also fulfill the variational form (10), as defined in Definition 1. Multiplying the Galerkin system (12) by \( \eta \in C_c^\infty(0,T) \) and integrating from 0 to \( T \), gives
\[
\int_0^T \langle \partial_t \phi_T^k, w_j \rangle_{H^1 \eta} dt = \int_0^T (-m_{\phi_T}^{\mu k} \phi_\sigma + \phi_T^k \nabla u^k, \nabla w_j) + (S_T^k, w_j)_{L^2 \eta}(t) dt,
\]
\[
\int_0^T \langle \mu, w_j \rangle_{H^1 \eta} dt = \int_0^T (\Psi' \phi_T^k - \chi^2 \phi_T^k, w_j)_{L^2 \eta}(t) + \varepsilon \|\phi_T^k\|_{L^\infty L^2} \|\nabla \phi_T^k, \nabla w_j\|_{L^2 \eta}(t) dt,
\]
\[
\int_0^T \langle \partial_t \phi_\sigma^k, y_j \rangle_{H^1 \eta} dt = \int_0^T (-m_{\phi_\sigma}^{\delta \nabla \phi_\sigma} - \chi \phi_T^k, w_j)_{L^2 \eta}(t) + (S_\sigma^k, w_j)_{L^2 \eta}(t) dt,
\]
\[
\int_0^T \langle \partial_t v^k, z_j \rangle_{V \eta} dt = \int_0^T (\nabla v^k \nabla u^k, dz_j) \eta(t) + (F_1 |v|^k + F_2 |v|^2 w_k + \alpha v^k + S^k, z_j) \eta(t) dt,
\]
for each \( j \in \{1, \ldots, k\} \). We take the limit \( k \to \infty \) in each equation. The linear terms can be treated directly in the limit process since they can be justified via the weak convergences (21), e.g. the functional
\[
\mu^k \to \int_0^T (\mu^k, w_j)\eta(t) \, dt \leq \|\mu^k\|_{L^2 L^2} |w_j|_{L^2} |\eta|_{L^\infty}
\]
is linear and continuous on \( L^2(0, T; L^2) \) and, hence, as \( k \to \infty \)
\[
\int_0^T (\mu^k, w_j)\eta(t) \, dt \to \int_0^T (\mu, w_j)\eta(t) \, dt.
\]
Thus, it remains to examine the nonlinear terms. We do so in the steps (i)–(vi) as follows.

(i) We have derived the convergences, see (26),
\[
\phi^k_T \to \phi_T \text{ in } L^2(0, T; L^2) \equiv L^2((0, T) \times \Omega)
\]
\[
\phi^k_\sigma \to \phi_\sigma \text{ in } L^2(0, T; L^2) \equiv L^2((0, T) \times \Omega)
\]
as \( k \to \infty \) and, consequently, we have by the continuity and boundedness of \( m_T \),
\[
m^k_T = m_T(\phi^k_T(t, x), \phi^k_\sigma(t, x)) \to m_T(\phi_T(t, x), \phi_\sigma(t, x)) =: m_T \text{ a.e. in } (0, T) \times \Omega
\]
as \( k \to \infty \). Applying the Lebesgue dominated convergence theorem, gives
\[
m^k_T \nabla w_j \eta \to m_T \nabla w_j \eta \text{ in } L^2((0, T) \times \Omega; \mathbb{R}^d)
\]
as \( k \to \infty \) and, together with \( \nabla \mu^k \to \nabla \mu \) weakly in \( L^2((0, T) \times \Omega; \mathbb{R}^d) \) as \( k \to \infty \), we have
\[
m_T(\phi^k_T)\eta \nabla w_j \cdot \nabla \mu^k \to m_T(\phi_T)\eta \nabla w_j \cdot \nabla \mu \text{ in } L^1((0, T) \times \Omega)
\]
as \( k \to \infty \). We use here the fact that the product of a strongly and a weakly converging sequence in \( L^2 \) converges strongly in \( L^1 \). The same procedure can be used with terms which involve the functions \( m_\sigma \) and \( \nu^k \).

(ii) By (26), we have \( \phi^k_T \to \phi_T \) in \( L^2((0, T) \times \Omega) \) and \( \nu^k \to \nu \) in \( L^2((0, T) \times \Omega; \mathbb{R}^d) \) as \( k \to \infty \), hence, as \( k \to \infty \),
\[
\phi^k_T \nu^k \cdot \nabla w_j \eta \to \phi_T \nu \cdot \nabla w_j \eta \text{ in } L^1((0, T) \times \Omega).
\]

(iii) By the continuity and the growth assumptions on \( \Psi' \), we have
\[
\Psi'(\phi^k_T(t, x)) \to \Psi'(\phi_T(t, x)) \text{ a.e. in } (0, T) \times \Omega \text{ as } k \to \infty,
\]
\[
|\Psi'(\phi^k_T)\eta w_j| \leq C(1 + |\phi^k_T|)|\eta w_j|,
\]
and the Lebesgue dominated convergence theorem yields as \( k \to \infty \),
\[
\Psi'(\phi^k_T)\eta w_j \to \Psi'(\phi_T)\eta w_j \text{ in } L^1((0, T) \times \Omega).
\]

(iv) Using the triangle inequality, we conclude that
\[
|v^k| v^k - |v| v = |v^k| v^k - |v^k| v + |v^k| v - |v| v \leq |v^k| \cdot |v^k - v| + |v| \cdot |v^k| - |v| \leq |v^k - v| (|v^k| + |v|).
\]
and, thus, taking the limit \( k \to \infty \), results in
\[
|v^k| v^k \cdot z_j \eta \to |v| v \cdot z_j \eta \text{ in } L^1((0, T) \times \Omega).
\]

(v) Similarly to (iv), we apply the triangle inequality to deduce that
\[
|v_k|^2 v_k - |v|^2 v = |v_k|^2 v_k - |v^k|^2 v + |v^k|^2 v - |v|^2 v^k + |v|^2 v^k - |v|^2 v \leq |v^k - v| (|v^k|^2 + |v|^2 + |v^k| \cdot |v|)
\]
and, again, taking the limit as \( k \to \infty \) gives
\[
|v^k|^2 v^k \cdot z_j \eta \to |v|^2 v \cdot z_j \eta \text{ in } L^1((0, T) \times \Omega).
\]
(vi) We have the strong convergence of \( \mu_k \) and \( \phi_k^\delta \) in \( L^2((0,T) \times \Omega) \). Together with the weak convergence of \( \nabla \phi_k^\delta \) in \( L^2((0,T) \times \Omega; \mathbb{R}^d) \) is enough to conclude the convergence of the term involving \( S_k^\delta = (\mu + \chi_0 \phi_k^\delta) \nabla \phi_k^\delta \).

Using the density of \( \bigcup_{k \in \mathbb{N}} W_k \) in \( H^1 \), \( \bigcup_{k \in \mathbb{N}} Y_k \) in \( H^1_0 \), \( \bigcup_{k \in \mathbb{N}} Z_k \) in \( V \) and the fundamental lemma of the calculus of variations, we obtain a solution \( (\phi_T, \mu, \phi_\sigma, v) \) to our model (5) in the weak sense as defined in Definition 1.

\[ \square \]

**Remark 1.** We can associate a pressure function to the velocity so that we have a quintuple \( (\phi_T, \mu, \phi_\sigma, v, p) \), which solves (5) in distributional sense. See also Refs. 69, 75 for a similar argument. Let

\[ w = -\partial_t v + \text{div}(\nu \text{D}v) - \alpha v - F_1 |v| v - F_2 |v|^2 v + S_v. \]

Then \( w \in W^{-1,\infty}(0,T; H^{-1}) = \mathcal{L}(W_0^{1,1}(0,T); H^{-1}) \) and \( \langle w(\psi), \xi \rangle = 0 \) for all \( \psi \in W_0^{1,1}(0,T), \xi \in V \). Thus, by the corollary of the de Rham lemma, see Corollary 1, there is a unique \( p \in W^{-1,\infty}(0,T; L^2_\Omega) \) such that \( \nabla p = w \).

**Remark 2.** If \( F_2 = 0 \), then we only have \( u \in L^3(0,T; [L^3]d) \) instead of \( L^4(0,T; [L^4]d) \). We have to control

\[ \int_0^T |\langle v, \zeta \rangle| \, dt \leq \int_0^t \int_0^T |\zeta|^2 \, dt \leq |\zeta|^2_{L^3/2 L^{3/2} L^3} \leq C |\zeta|^2_{L^3 L^3} |\zeta|_{L^3 H^1}. \]

Hence, we are even able to bound \( \partial_v \nu \) in \( L^{3/2}(0,T; V') \) instead of only \( L^{4/3}(0,T; V') \). That means the velocity itself has less regularity, but its derivative’s regularity is larger. Still, via the Aubin–Lions lemma, we are able to extract a subsequence of the Galerkin approximation \( \{v^k\}_{k \in \mathbb{N}} \), which converges strongly to a function \( v \) in \( L^2(0,T; H) \).

5. NONLOCAL EFFECTS

In this section, we consider nonlocal effects in a tumor growth model with a convective velocity, which obeys the unsteady Darcy–Forchheimer–Brinkman law. In biological models nonlocal terms are used to describe competition for space, spatial redistribution, cell-to-cell adhesion and cell-to-matrix adhesion. Following Refs. 13, 29 we consider cell-to-cell adhesion. These effects are reasonable since the Ginzburg–Landau energy leads to separation and surface tension effects, which means that the tumor cells prefer to adhere to each other rather than to the healthy cells. We consider a class of long-range interactions in which nonlocal effects are characterized by chemical potentials, in contrast to (2), are of the form

\[ \mu = \Psi'(\phi_T) + \int_\Omega J(x - y)(\phi_T(x) - \phi_T(y)) \, dy - \chi_0 \phi_\sigma, \]

where \( J \in W^{1,1}(\mathbb{R}^d) \) is assumed to be an even function with the property \( (J * 1)(x) \geq 0 \) for almost every \( x \in \Omega \). This leads directly to a nonlocal model governed by the system

\[ \begin{align*}
\partial_t \phi_T + \text{div}(\phi_T \nu) &= \text{div}(m_T(\phi_T, \phi_\sigma) \nabla \mu) + S_T(\phi_T, \phi_\sigma), \\
\mu &= \Psi'(\phi_T) + \phi_T \cdot J \ast 1 - J \ast \phi_T - \chi_0 \phi_\sigma,
\end{align*} \]

(27)

\[ \begin{align*}
\partial_t \phi_\sigma + \text{div}(\phi_\sigma \nu) &= \text{div}(m_\sigma(\phi_T, \phi_\sigma)(\delta_\sigma^{-1} \nabla \phi_\sigma - \chi_0 \nabla \phi_T)) + S_\sigma(\phi_T, \phi_\sigma), \\
\partial_t v + \alpha v &= \text{div}(\nu(\phi_T, \phi_\sigma) \text{D}v) - F_1 |v| v - F_2 |v|^2 v - \nabla p + S_v(\phi_T, \phi_\sigma), \\
\text{div } v &= 0,
\end{align*} \]

with the initial-boundary data (6) as before. Here, the operation \( * \) denotes the convolution, which is given by

\[ (f * g)(x) = \int_\Omega f(x - y) g(y) \, dy \]

for almost every \( x \in \Omega \) for two functions \( f, g \in L^1(\Omega) \), which are set to zero outside of \( \Omega \).

The nonlocal Cahn–Hilliard equation has been analyzed in Refs. 2–4, 30, 31. In Ref. 15, 25–27 it has been coupled to the Navier–Stokes equation, in Ref. 22 to the Darcy equation, in Ref. 23 to the Brinkman equation and in Ref. 29 to a reaction-diffusion equation. We briefly discuss modifications in the energy estimates of the nonlocal model (27) in contrast to the estimates
derived in the proof of Theorem 1 for the local model. Due to the integro-differential structure, some inequalities have to be analyzed again, but overall the existence of a weak solution remains valid for the nonlocal problem. Notice that we cannot expect \( \phi_T \in L^\infty(0, T; H^1) \) since no Laplacian appears in the potential equation. Therefore, the term \( \chi_0 \) has to be treated again in the estimates with an additional assumption on the chemotaxis constant \( \chi_0 \).

**Definition 2** (Weak solution). We call a quadruple \((\phi_T, \mu, \phi_\sigma, v)\) a weak solution of the system \((27)\) if the functions \(\phi_T, \mu, \phi_\sigma : (0, T) \times \Omega \to \mathbb{R}, v : (0, T) \times \Omega \to \mathbb{R}^d\) have the regularity

\[
\phi_T \in W^{1,4}(0, T; (H^1)'(\Omega)), \quad \mu \in L^2(0, T; H^1), \quad \phi_\sigma \in W^{1,4}(0, T; H^{-1}((\Omega)), v \in W^{1,4}(0, T; (H^1)'(\Omega)) \cap L^2(0, T; H^1),
\]

and satisfy the following variational form of \((5)\)

\[
(\partial_t \phi_T, \varphi)_H = (\phi_T \nu, \varphi) - (m_T \nabla \mu, \varphi) + (S_T, \varphi_1),
\]

\[
(\mu, \varphi_2) = (\Psi(\phi_T), \varphi_2) + (\phi_T \cdot J * 1, \varphi_2) - (J * \phi_T, \varphi_2) - \chi_0(\phi_T, \varphi_2),
\]

\[
(\partial_\sigma \phi_\sigma, \varphi_3)_H = (\phi_\nu, \varphi_3) - (m_\sigma \nabla \phi_\sigma, \varphi_3) + \chi_0(\phi_\sigma \nabla \phi_T, \varphi_3) + (S_\sigma, \varphi_3),
\]

\[
(\partial_v \varphi_4)_V = -\alpha(v, \varphi_4) - (\nu Dv, D\varphi_4) - F_1(|v|v, \varphi_4) - F_2(|v|^2, \varphi_4) + (S_v, \varphi_4),
\]

for all \(\varphi_1, \varphi_2 \in H^1, \varphi_3 \in H^1, \varphi_4 \in V\).

**Theorem 2** (Existence of a weak solution). Let (A1)-(A4) hold and additionally:

(A6) \( \Psi \in C^2(\mathbb{R}) \) such that \( |\Psi(x)| \geq C_1|x|^2 - C_2, \Psi''(x) \geq C_3 - (J * 1)(x), |\Psi'(x)| \leq C_4(|x| + 1) \) for \( C_2, C_4 > 0, C_1 > \frac{1}{2}J|J|_{L^1} - \frac{1}{2}(J * 1)(x) \) for a.e. \( x \in \Omega \) and

\[
C_3 > \sqrt{\frac{2\chi_0 m_\infty}{m_0}} + \frac{4\chi_0^2 m_\infty^2 \delta_\sigma + 2m_0 \chi_0 m_\infty \delta_\sigma + \chi_0^2 \delta_\sigma m_0^2}{2m_0^2}.
\]

(A7) \( J \in W^{1,1}(\mathbb{R}^d) \) is even and \( (J * 1)(x) \geq 0 \) for a.e. \( x \in \Omega \). Then there exists a solution quadruple \((\phi_T, \mu, \phi_\sigma, v)\) to \((27)\) in the sense of Definition 2. Moreover, the solution quadruple has the regularity

\[
\phi_T \in \left\{ \begin{array}{ll}
C([0, T]; L^2), & d = 2, \\
C([0, T]; (H^1)'(\Omega)) \cap C_w([0, T]; L^2), & d = 3,
\end{array} \right.
\]

\[
\phi_\sigma \in \left\{ \begin{array}{ll}
C([0, T]; L^2), & d = 2, \\
C([0, T]; H^{-1}) \cap C_w([0, T]; L^2), & d = 3,
\end{array} \right.
\]

\[
v \in \left\{ \begin{array}{ll}
C([0, T]; H^1), & d = 2, \\
C([0, T]; V'), & d = 3.
\end{array} \right.
\]

Additionally, there is a unique \( p \in W^{1,\infty}(0, T; L^2_\Omega) \) such that \((\phi_T, \mu, \phi_\sigma, v, p)\) is a solution quintuple to \((27)\) in the distributional sense.

**Proof.** Since the approach is similar to the proof of Theorem 1, we will directly derive an energy estimate in the continuous setting. We take, as the test function in \((28b)\), \( \varphi_2 = -\partial_t \phi_T \), which gives

\[
-(\mu, \partial_t \phi_T) = -\frac{d}{dt} \left( |\Psi(\phi_T)|_{L^1} + \frac{1}{2}(J * 1/2) \phi_T^2 L^2 - \frac{1}{2}(\phi_T, J * \phi_T) + \chi_0(\phi_\sigma, \partial_t \phi_T) \right),
\]

\[
= -\frac{d}{dt} \left( |\Psi(\phi_T)|_{L^1} + \frac{1}{4} \int_\Omega \int_\Omega J(x - y)(\phi_T(x) - \phi_T(y))^2 dxdy \right) + \chi_0(\phi_\sigma, \partial_t \phi_T),
\]
where we used the fact that
\[
\frac{d}{dt} \int_{\Omega} \int_{\Omega} J(x-y)(\phi_T(x) - \phi_T(y))^2 \, dy \, dx \\
= 2 \int_{\Omega} \int_{\Omega} J(x-y)[\phi_T(x) - \phi_T(y)] \cdot [\partial_t \phi_T(x) - \partial_t \phi_T(y)] \, dy \, dx \\
= 4 \int_{\Omega} \int_{\Omega} J(x-y)[\phi_T(x) - \phi_T(y)] \partial_t \phi_T(x) \, dy \, dx,
\]
since J is assumed to be even, see (A7) in Theorem 2. As in the local model, we use the test functions \( \varphi_1 = \mu + \chi_0 \phi_\sigma, \varphi_3 = K(\phi_\sigma - 1) \) and \( \varphi_4 = v \) in (28), which gives, after adding the equations,
\[
\frac{d}{dt} \left[ |\Psi(\phi_T)|_{L^1} + \frac{1}{4} \int_{\Omega} \int_{\Omega} J(x-y)(\phi_T(x) - \phi_T(y))^2 \, dy \, dx + \frac{K}{2} |\phi_\sigma - 1|_{L^2}^2 + \frac{1}{2} |v|_{L^2}^2 \right] \\
+ (m_T, |\nabla \mu|^2) + K\sigma_1(m_\sigma, |\nabla \phi_\sigma|^2) + (\nu, |Dv|^2) + F_1|v|^2_{L^3} + F_2|v|_{L^4}^4 + \alpha|v|_{L^2}^2 \\
= -\chi_0(m_T \nabla \mu, \nabla \phi_\sigma) + (S_T, \mu + \chi_0 \phi_\sigma) + \chi_0 K(m_\sigma \nabla \phi_T, \nabla \phi_\sigma) + K(S_\sigma, \phi_\sigma),
\]
where we again used that the tested convective terms cancel with \( S_\sigma \). We estimate the terms involving the source functions \( S_T, S_\sigma \) as before in the local case, see (15) and (17). Also, as before in the local model, we additionally test with \( \varphi_2 = 1 \) in (28b) to deduce the following estimate on \( \mu \):
\[
|\mu|_{L^1} \leq |\Psi'(\phi_T)|_{L^1} + \chi_0 |\phi_\sigma|_{L^1} \leq C \left( 1 + |\phi_T|_{L^2} + |\phi_\sigma|_{L^2} \right).
\]
Here, we used the fact that \( (\phi_T, J * 1) = (J * \phi_T, 1) \), since \( J \) is assumed to be even, see (A7) in Theorem 2. Therefore, we can estimate the right hand side in (29) as
\[
(RHS) \leq \frac{m_0}{2} |\nabla \mu|_{L^2}^2 + \frac{\chi_0 m_\infty^2}{m_0} |\nabla \phi_\sigma|_{L^2}^2 + C \left( 1 + |\phi_\sigma|_{L^2}^2 + |\phi_T|_{L^2}^2 \right) \\
+ \frac{\chi_0 K^2 m_\infty}{2} |\nabla \phi_T|_{L^2}^2 + \frac{\chi_0 m_\infty}{2} |\nabla \phi_\sigma|_{L^2}^2.
\]
Notice that at this point we have no information on \( \phi_T \) on the left hand side of (29), which is crucially needed to absorb the terms from the right hand side. We can do the following calculation due to the growth estimate on \( \Psi \), see (A6),
\[
|\Psi(\phi_T)|_{L^1} + \frac{1}{4} \int_{\Omega} \int_{\Omega} J(x-y)(\phi_T(x) - \phi_T(y))^2 \, dy \, dx \\
= |\Psi(\phi_T)|_{L^1} + \frac{1}{2} |(J * 1)^{1/2} \phi_T|_{L^2}^2 - \frac{1}{2} \langle \phi_T, J * \phi_T \rangle \\
\geq \int_{\Omega} \left[ C_1 + \frac{1}{2} |(J * 1)(x) - \frac{1}{2} |J|_{L^1} | \phi_T(x)|^2 \, dx - C_2 |\Omega| \\
\geq C(|\phi_T|_{L^2}^2 - 1),
\]
where we used the Young convolution inequality\(^{47}\) to get
\[
(\phi_T, J * \phi_T) \leq |\phi_T|_{L^2} |J * \phi_T|_{L^2} \leq |\phi_T|_{L^2}^2 |J|_{L^1}.
\]
This estimate will give us \( \phi_T \in L^\infty(0, T; L^2) \). Indeed, integrating (29) with respect to time on the interval \((0, s), 0 < s < T\), and introducing the result into (30) and employing the estimates of the source terms gives
\[
C|\phi_T(s)|_{L^2}^2 + \frac{K}{2} |\phi_\sigma(s)|_{L^2}^2 + \frac{1}{2} |v(s)|_{L^2}^2 + \frac{m_0}{2} |\nabla \mu|_{L^2}^2 + m_0 |Dv|_{L^2}^2 + F_2 |v|_{L^4}^4 \\
+ \left( \frac{K m_0}{\sigma_\sigma^2} - \frac{\chi_0 m_\infty^2}{m_0} - \frac{\chi_0 m_\infty}{2} \right) |\nabla \phi_\sigma|_{L^2}^2 - \frac{\chi_0 K^2 m_\infty}{2} |\nabla \phi_T|_{L^2}^2 \\
\leq C \left( 1 + |\phi_T|_{L^2}^2 + |\phi_\sigma|_{L^2}^2 \right),
\]
where
\[ \text{IC} = |\Psi(\phi_{T,0})|_{L^1} + \frac{1}{4} \int_\Omega \int_\Omega J(x - y)(\phi_{T,0}(x) - \phi_{T,0}(y))^2 \, dx \, dy + \frac{K}{2} |\phi_{\sigma,0} - 1|_{L^2}^2 + \frac{1}{2} |v_0|_{L^2}^2, \]
and, due to assumption (A6), we have \(|\Psi(\phi_{T,0})|_{L^1} \leq C(|\phi_{T,0}|_{L^2}^2 + 1)\). Note that we have a negative term on the left hand side in the inequality (31), which we still have to overpower so that we can apply the Gronwall lemma. We have, on one hand,
\[ (\nabla \mu, \nabla \phi_T) \leq \frac{1}{C_3} |\nabla \mu|_{L^2}^2 + \frac{C_3}{4} |\nabla \phi_T|_{L^2}^2, \]
and, on the other hand, using the growth estimate on \(\Psi\), see (A6), and again the Young convolution inequality, we deduce that
\[(\nabla \mu, \nabla \phi_T) = (\Psi''(\phi_T), |\nabla \phi_T|^2) + (|\nabla \phi_T|^2, J * 1) + (J * \phi_T, \nabla \phi_T) - (\nabla J * \phi_T, \nabla \phi_T) - \chi_0(\nabla \phi_{\sigma}, \nabla \phi_T) \geq C_3 |\nabla \phi_T|_{L^2}^2 - |\nabla J|_{L^1} |\phi_T|_{L^2} |\nabla \phi_T|_{L^2} - \chi_0 |\nabla \phi_{\sigma}|_{L^2} |\nabla \phi_T|_{L^2} \geq \frac{C_3}{2} |\nabla \phi_T|_{L^2}^2 - C |\phi_T|_{L^2}^2 - \frac{\chi_0^2}{C_3} |\nabla \phi_{\sigma}|_{L^2}^2.\]
Combining these two inequalities gives the following estimate on \(\nabla \phi_T\):
\[ \frac{m_0 C_3^2}{16} |\nabla \phi_T|_{L^2}^2 \leq \frac{m_0}{4} |\nabla \mu|_{L^2}^2 + C |\phi_T|_{L^2}^2 + \frac{m_0 \chi_0^2}{4} |\nabla \phi_{\sigma}|_{L^2}^2. \]
Adding this inequality to (31) results in
\[ C |\phi_T(s)|_{L^2}^2 + \frac{K}{2} |\phi_{\sigma}(s)|_{L^2}^2 + \frac{1}{2} |v(s)|_{L^2}^2 + \frac{m_0}{2} |\nabla \mu|_{L^2}^2 + m_0 |Dv|_{L^2}^2 + F_2 |v|_{L^4}^4 + \left( \frac{Km_0 - \chi_0^2 m_0}{\delta_\sigma} - \frac{\chi_0 m_0}{2} - \frac{m_0 \chi_0^2}{4} \right) |\nabla \phi_{\sigma}|_{L^2}^2 + \frac{m_0 C_3^2}{16} - \frac{\chi_0 K^2 m_\infty}{2} |\nabla \phi_T|_{L^2}^2 \leq C (1 + IC + |\phi_T|_{L^2}^2 + |\phi_{\sigma}|_{L^2}^2). \]
We choose \(K\) large enough such that the prefactor of \(|\nabla \phi_{\sigma}|_{L^2}^2\) is strictly positive. As a consequence, the prefactor of \(|\nabla \phi_T|_{L^2}^2\) is also strictly positive due to the assumption on \(C_3\), see (A6). Hence, by applying the Gronwall lemma, see Lemma 1, we can deduce the final energy estimate
\[ |\phi_T|_{L^\infty L^2}^2 + |\phi_{\sigma}|_{L^\infty L^2}^2 + |v|_{L^\infty L^2}^2 + |\nabla \mu|_{L^2}^2 + |Dv|_{L^2}^2 + |v|_{L^4 L^4}^4 + |\nabla \phi_{\sigma}|_{L^2}^2 + |\nabla \phi_T|_{L^2}^2 \leq C(1 + IC)e^{CT}. \]
In the same way as before, we can bound the time derivatives of \(\phi_T, \phi_{\sigma}, v\) and conclude existence of strongly converging sequences in the discrete case. The only difference to the local model in the limit process is the integral term, but it can be treated immediately since the functional
\[ \phi_T \mapsto \int_0^T (\phi_T \cdot J * 1 - J * \phi_T, w_j) \eta(t) \, dt \leq 2 |\eta|_{\infty} |w_j|_{L^2} |\phi_T|_{L^2 L^2} |J|_{L^1} \]
is linear and continuous on \(L^2(0, T; L^2)\). \(\square\)

The first steps in deriving the energy estimate were the same as in the local case. The lack of regularity on \(\phi_T\), which is caused by the new chemical potential, required us to derive additional estimates as a replacement. We achieved the regularity \(\phi_T \in L^\infty(0, T; L^2) \cap L^2(0, T; H^1)\) instead of \(L^\infty(0, T; H^1)\) as in the local case. Nonetheless, this regularity is enough to prove the existence of weak solutions.
The new assumptions in Theorem 2 were crucial for the proof to be completed. We assumed a lower bound assumption on $\Psi''$, directly involving the new constant $C_3$, which has to be sufficiently large. In the case of a sufficiently small chemotaxis constant $\chi_0$, the assumption on $C_3$ is fulfilled. Moreover, we introduce assumptions on properties for the new function $J$ in the chemical potential, which are fulfilled by a typical kernel function.

6. Sensitivity analysis

The relative effects of model parameters in determining key quantities of interest (QoIs), such as the evolution of tumor mass over time, are very important in the development of predictive models of tumor growth. Accordingly, in this section we address the question of sensitivity of solutions of our system (5) to variations in model parameters, and we provide a sensitivity analyses using both statistical methods\textsuperscript{56,65–67} and data-dependent methods based on the notion of active subspaces\textsuperscript{16,18} We first introduce each method and then compare the sensitivities of the parameters

$$
\theta = (\varepsilon_T, \chi_0, \delta_\sigma, \lambda_T, \lambda_\sigma, \lambda_A, M_T, M_\sigma, E, \alpha, \nu, F_1, F_2)^T \in \mathbb{R}^{13}
$$

in our model for each method.

As the quantity of interest in the sensitivity analysis of both methods, we choose the volume of the tumor mass at different times $t \in \mathcal{I}$, i.e.

$$
Q(\theta) = \left[ \frac{1}{|\Omega|} \int_\Omega \phi_T(t, x) \, dx \right]_{t \in \mathcal{I}} \in \mathbb{R}^{\dim(\mathcal{I})},
$$

which depends on the choice of the parameter setting $p$. Further, we choose the following uniformly distributed priors,

$$
(33) \quad 
\begin{align*}
\varepsilon_T &\sim \mathcal{U}(0.01, 1.00), \\
\lambda_T &\sim \mathcal{U}(0.01, 1.00), \\
M_T &\sim \mathcal{U}(0.10, 1.00), \\
\alpha &\sim \mathcal{U}(0.10, 10.0), \\
\chi_0 &\sim \mathcal{U}(0.10, 1.00), \\
\lambda_\sigma &\sim \mathcal{U}(0.01, 1.00), \\
M_\sigma &\sim \mathcal{U}(0.10, 1.00), \\
\nu &\sim \mathcal{U}(0.10, 10.0), \\
\delta_\sigma &\sim \mathcal{U}(0.01, 1.00), \\
\lambda_A &\sim \mathcal{U}(0.00, 0.05), \\
E &\sim \mathcal{U}(0.25, 1.00), \\
F_1, F_2 &\sim \mathcal{U}(0.10, 10.0).
\end{align*}
$$

Variance-based method. The statistical method of sensitivity analysis employed in this work is a variance-based method, developed by Ref.\textsuperscript{70}, and described in detail by Ref.\textsuperscript{67}. The variance-based method takes into account uncertainties from the input factors, showing how the variance of the output is dependent on these uncertainties. The main drawback of this method is the high computational cost, which is $N(k + 2)$, where $N$ is the number of samples and $k$ is the number of parameters (here $k = 13$).

The algorithm implementing the variance-based method consists of initially generating two matrices, $A$ and $B$, with size $N \times k$, given as:

$$
A = \begin{pmatrix}
\theta_1^{(A1)} & \theta_2^{(A1)} & \ldots & \theta_1^{(A1)} & \theta_2^{(A1)} \\
\theta_1^{(A2)} & \theta_2^{(A2)} & \ldots & \theta_1^{(A2)} & \theta_2^{(A2)} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\theta_1^{(AN)} & \theta_2^{(AN)} & \ldots & \theta_1^{(AN)} & \theta_2^{(AN)} \\
\end{pmatrix},
$$

$$
B = \begin{pmatrix}
\theta_1^{(B1)} & \theta_2^{(B1)} & \ldots & \theta_1^{(B1)} & \theta_2^{(B1)} \\
\theta_1^{(B2)} & \theta_2^{(B2)} & \ldots & \theta_1^{(B2)} & \theta_2^{(B2)} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\theta_1^{(BN)} & \theta_2^{(BN)} & \ldots & \theta_1^{(BN)} & \theta_2^{(BN)} \\
\end{pmatrix}.
$$
Each row represents one set of values from the vector of parameters sampled from the priors given in (33). The following step is to generate \( k \) matrices \( C_i \), where column \( i \) comes from matrix \( B \) and all other \( k \) columns come from matrix \( A \), such as:

\[
C_i = \begin{pmatrix}
\theta_1^{(A1)} & \theta_2^{(A1)} & \cdots & \theta_1^{(B1)} & \cdots & \theta_k^{(A1)} \\
\theta_1^{(A2)} & \theta_2^{(A2)} & \cdots & \theta_1^{(B2)} & \cdots & \theta_k^{(A2)} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\theta_1^{(AN)} & \theta_2^{(AN)} & \cdots & \theta_1^{(BN)} & \cdots & \theta_k^{(AN)}
\end{pmatrix}.
\]

The output for all the sample matrices, that means \( A, B \) and \( C_i \), are computed, and stored as the vectors \( Y_A, Y_B \) and \( Y_{C_i} \). Each line of the vectors \( Y_J, J \in \{A, B, C_i\} \), of size \( N \) represents the QoI computed for each row of the matrix \( J \). The last step from the variance-based method is to computed the first-order sensitivity indices, \( S_i \), and the total effect indices, \( S_{T_i} \). The first-order sensitivity indices are computed as

\[
S_i = \frac{Y_A \cdot Y_C - f_0^2}{Y_A \cdot Y_B - f_0^2},
\]

where

\[
f_0^2 = \left( \frac{1}{N} \sum_{n=1}^{N} Y_A^{(n)} \right)^2.
\]

These indices are always between 0 and 1. High values of \( S_i \) indicate a sensitive parameter, and low \( S_i \) for additive models, indicates a low-sensitive parameter. For non-additive models, the total effect indices take the first-order effects and the contribution of higher-order effects into account due to interactions between the model parameters. These indices are given as:

\[
S_{T_i} = 1 - \frac{Y_B \cdot Y_{C_i} - f_0^2}{Y_A \cdot Y_A - f_0^2}.
\]

According to Ref. 67, for \( \theta_i \) to be a non-influential parameter, it is necessary and sufficient that \( S_{T_i} = 0 \). If the total effect index from the \( i \)th parameter is close to zero, then the parameter can be fixed to any value within the uncertainty range without affecting the variance of the QoI.\(^{67}\)

**Active subspace method.** The active subspace method is used for dimensional reduction of subspaces of probability distributions of model parameters and identifies the directions of the sensitive parameters.\(^{16,18}\) Let \( \rho \) be the probability density function corresponding to the distribution of the parameters \( \theta \) as chosen in (33) and let \( f \) be the data misfit function, which is given by

\[
f : \mathbb{R}^{13} \rightarrow \mathbb{R}, \quad p \mapsto \frac{1}{2} \| \Gamma^{-1/2} (d - Q(p)) \|^2_2,
\]

where \( d = Q(\theta) + \eta \) is some data for a zero-centered Gaussian noise \( \eta \sim N(0, \Gamma) \) with co-variance \( \Gamma \). Our data\(^{49}\) consists of in vitro data observed during the evolution of tumor cells with different initial tumor confluences without any treatment in a well with radius 0.32 cm over the course of 21 days, see Figure 1. We selected initial tumor cells corresponding to confluences of 0.00562, 0.00871 and 0.01410. For example, an initial confluence of 0.00562 corresponds to an initial tumor volume of \( V_{init} = 0.00562 \cdot \pi \cdot 0.32^2 \text{cm}^2 \approx 0.00181 \text{cm}^2 \) with radius \( r_{init} = \sqrt{0.00562 \cdot 0.32^2} \text{cm} \approx 0.0240 \text{cm} \).
The covariance matrix $V$ of $f$ is given by the integral of the outer product of the gradient of $f$ weighted with $\rho$,

$$V = \int_{\mathbb{R}^{13}} \nabla f(x)(\nabla f(x))^{\top} \rho(x) \, dx.$$ 

In our algorithm we approximate the covariance matrix $V$ by

$$V \approx \frac{1}{N} \sum_{j=1}^{N} \nabla f(X_j)(\nabla f(X_j))^{\top}, \quad X_j \sim \rho,$$

whose eigenvalues are close to the true eigenvalues of $V$ for a sufficiently large $N$, see Refs. 16,18. We consider an orthogonal eigendecomposition of $V$; that means for the eigenvalue matrix $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_{13})$ with descending eigenvalues and the corresponding eigenvector matrix $W = [w_1 \cdots w_{13}]$ we have

$$V = W\Lambda W^{\top}.$$ 

Since $V$ is a symmetric and positive semi-definite matrix, its eigenvectors can be chosen to form an orthonormal basis in $\mathbb{R}^n$ and its eigenvalues are non-negative. In particular, the $i$-th eigenvalue is given by

$$\lambda_i = w_i^{\top} V w_i = \int_{\mathbb{R}^{13}} (w_i^{\top} \nabla f(x))^2 \rho(x) \, dx,$$

from which we can see that it reflects the sensitivity of $f$ in the direction of the $i$-th eigenvector. In other words, on average $f$ changes a little in the direction of an eigenvector with a small corresponding eigenvalue, and $f$ may change significantly in the direction of an eigenvector with a large corresponding eigenvalue. But this is not enough to identify the sensitivity of each parameter. Following Ref. 17, we define the activity score $\alpha_i$ for the $i$-th parameter $p_i$ as

$$\alpha_i = \sum_{j=1}^{13} \lambda_j w_{i,j}, \quad i = 1, \ldots, 13,$$

and use the resulting number to rank the importance of each parameter. As discussed in Ref. 17 this metric has fared well in comparison to other standard sensitivity metrics such as the Sobol’ sensitivity index when adequate data is available.

\hspace{1cm}

**Figure 1.** Data of the evolution of the tumor confluence over the duration of 21 days for three different initial tumor confluenes.
Comparison of the sensitivity methods. In Figure 2 we list the relative sensitivity of each parameter for each method. We see that the proliferation rate $\lambda_T$ is highly sensitive for both methods. For the active subspace method the effects of other parameters besides $\lambda_T$ and $\lambda_A$ are nearly zero for this choice of QoI.

We remark that the dominance of the proliferation rate $\lambda_T$ in the results shown is largely due to the choice of the QoI; other choices with favor different parameters of the model. For example, numerical simulations described in the next section suggest that the velocity parameters play an important role in determine the evolution of tumor shape and, for example, surface area.

![Graph](image)

**Figure 2.** Comparison of the relative sensitivities for the variance-based and the active subspaces method; linear scale in (a) and logarithmic scale in (b)

7. Numerical discretization and examples

We choose a similar computational framework as in Refs. 48, 50 to solve the deterministic system (5) with the initial and boundary data (6). This framework includes a discrete-time local semi-implicit scheme with an energy convex-nonconvex splitting. Here, the stable contractive part is treated implicitly and the expansive part explicitly. In particular, introducing the Ginzburg–Landau energy\(^{40}\)

$$E = \int_{\Omega} \Psi(\phi_T) + \frac{\varepsilon_T^2}{2} |\nabla \phi_T|^2 + \frac{1}{2\delta_\sigma} \phi_\sigma^2 - \chi_0 \phi_T \phi_\sigma \, dx$$
we can rewrite the chemical potential in the following way,

\[ \mu = \frac{\delta E}{\delta \phi_T}, \]

where \( \frac{\delta E}{\delta \phi_T} \) is the first variation of \( E \) with respect to \( \phi_T \). We split the energy in its contractive and expansive parts via \( E = E_c - E_e \).

Let the time domain be divided into the steps \( \Delta t_n = t_{n+1} - t_n \) for \( n \in \{0, 1, \ldots\} \). We assume \( \Delta t_n = \Delta t \) for all \( n \). We write \( \phi_{T_n} \) for the approximation of \( \phi_T^k(t_n) \) and likewise for the other variables. The backward Euler method applied to the system (5) reads

\[ \frac{\phi_{T_{n+1}} - \phi_{T_n}}{\Delta t} + \text{div}(\phi_{T_{n+1}} v_{n+1}) = \text{div}(m_T(\phi_{T_{n+1}}, \phi_{\sigma_{n+1}}) \nabla \mu_{n+1}) - \lambda_A \phi_{T_{n+1}} \]

\[ + \lambda_T \phi_{\sigma_{n+1}} C(\phi_{T_{n+1}}(1 - \phi_{T_{n+1}})), \]

\[ \mu_{n+1} = D_E E_c(\phi_{T_{n+1}}, \phi_{\sigma_{n+1}}) - D_E E(\phi_{T_n}, \phi_{\sigma_n}), \]

(34) \[ \frac{\phi_{\sigma_{n+1}} - \phi_{\sigma_n}}{\Delta t} + \text{div}(\phi_{\sigma_{n+1}} v_{n+1}) = \text{div}(m_\sigma(\phi_{T_{n+1}}, \phi_{\sigma_{n+1}})(\delta_{\sigma}^{-1} \nabla \phi_{\sigma_{n+1}} - \chi_0 \nabla \phi_{T_{n+1}})) \]

\[ - \lambda_\sigma \phi_{\sigma_{n+1}} C(\phi_{T_{n+1}}), \]

\[ \frac{v_{n+1} - v_n}{\Delta t} + \alpha v_n = \text{div}(\nu(\phi_{T_{n+1}}, \phi_{\sigma_{n+1}}) \nabla v_{n+1}) - F_1 |v_{n+1}| v_{n+1} \]

\[ - F_2 |v_{n+1}|^2 v_{n+1} - \nabla p_{n+1} + (\mu_{n+1} + \chi_0 \phi_{\sigma_{n+1}}) \phi_{T_{n+1}}, \]

where \( C(\phi_{T_{n+1}}) = \max(0, \min(1, \phi_{T_{n+1}})) \) is the cut-off operator.

We uncouple the equations and use an iterative Gauß–Seidel method for solving each equation. In Algorithm 1 below, the subscript 0 stands for the initial solution, \( k \) the iteration index, \( n_{\text{iter}} \) the maximum number of iterations at each time step and \( \text{TOL} \) the tolerance for the iteration process. In each iterative loop three linear systems are solved and the convergence of the nonlinear solution is achieved at each time if \( \max|\phi_{T_{n+1}}^{k+1} - \phi_{T_{n+1}}^k| < \text{TOL} \). We obtain the algebraic systems using a Galerkin finite element approach. In this regard, let \( T^h \) be a quasiuniform family of triangulations of \( \Omega \) and the piecewise linear finite element space be given by

\[ \mathcal{V}_h = \{ v \in H^1(\Omega) : v|_T \in P_1(T) \text{ for all } T \in T^h \} \subset H^1(\Omega), \]

where \( P_1(T) \) denotes the set of all affine linear function on \( T \). Moreover, we introduce the piecewise linear finite element space with homogeneous Dirichlet boundary

\[ \mathcal{V}_{0}^h = \{ v \in \mathcal{V}_h : v = 0 \text{ on } \partial \Omega \}, \]

and for the divergence-free space \( V \) we consider the Brezzi-Douglas-Marini (BDM) space of order 1, see Ref. 7. In Ref. 58 it was shown that the mixed finite element space BDM1–DG0 is stable for the mixed formulation of the Darcy–Forchheimer equation.

We formulate the discrete problem as follows: for each \( k \), find

\[ \phi_{T_{n+1}}^{k+1} \in \mathcal{V}_h^T, \quad \mu_{n+1}^{k+1} \in \mathcal{V}_h^T \times \mathcal{V}_h, \quad \phi_{\sigma_{n+1}}^{k+1} \in 1 + \mathcal{V}_{0}^h, \quad v_{n+1}^{k+1} \in \text{BDM}_1, \quad p_{n+1}^{k+1} \in \text{DG}_0, \]

for all

\[ \varphi_T \in \mathcal{V}_h^T, \quad \varphi_\mu \in \mathcal{V}_h^T, \quad \varphi_\sigma \in \mathcal{V}_{0}^h, \quad \varphi_v \in \text{BDM}_1, \quad \varphi_p \in \text{DG}_0, \]

such that:

\[ (v_{n+1}^{k+1} - v_n, \varphi_v) + \Delta t \alpha (v_{n+1}^{k+1}, \varphi_v) \]

\[ + \Delta t F_1 (|v_{n+1}^{k+1}| v_{n+1}^{k+1}, \varphi_v) \]

\[ + \Delta t F_2 (|v_{n+1}^{k+1}|^2 v_{n+1}^{k+1}, \varphi_v) \]

\[ - \Delta t (\mu_{n+1} + \chi_0 \phi_{\sigma_{n+1}}^{k}) \phi_{T_{n+1}}^{k}, \varphi_v), \]

(35)
we used in (33); in particular we choose the dimensionless values of equations depending solely on time $t$ spherically symmetric tumor volume and use polar coordinates to transform our model (5) to a system For specificity and demonstration purposes, we assume a spherically symmetric case.

\begin{align}
(v_{n+1}^{k+1}, \nabla \varphi_p) &= 0. \\
(\phi_{\sigma_{n+1}}^{k+1} - \phi_{\sigma_n}, \varphi_T) &= \Delta t (\phi_{\sigma_{n+1}}^{k+1} v_{n+1}^{k+1}, \nabla \varphi_T) \\
+ \Delta t (m_{\sigma} (\phi_{T_{n+1}}^{k+1}, \phi_{\sigma_{n+1}}^{k+1}) \cdot (\delta_{\sigma}^{-1} \nabla \phi_{\sigma_{n+1}}^{k+1} - \chi_0 \nabla \phi_{T_{n+1}}^{k+1}), \nabla \varphi_T) \\
+ \Delta t \lambda_{\sigma} (\phi_{\sigma_{n+1}}^{k+1} C(\phi_{T_{n+1}}^{k+1}), \varphi_T) &= 0, \\
(\phi_{T_{n+1}}^{k+1} - \phi_{T_{n}}, \varphi_T) &= -\Delta t (\phi_{T_{n+1}}^{k+1} v_{n+1}^{k+1}, \nabla \varphi_T) \\
+ \Delta t (m_T (\phi_{T_{n+1}}^{k+1}, \phi_{\sigma_{n+1}}^{k+1}) \nabla \mu_{n+1}^{k+1}, \nabla \varphi_T) \\
- \Delta t \lambda_T (\phi_{\sigma_{n+1}}^{k+1} C(\phi_{T_{n+1}}^{k+1} (1 - \phi_{T_{n+1}}^{k+1})), \varphi_T) &= 0, \\
(\mu_{n+1}^{k+1}, \varphi_T) &= (D_{\phi_T} E_c(\phi_{T_{n+1}}^{k+1}, \phi_{n+1}^{k+1}), \varphi_T) = (D_{\phi_T} E_c(\phi_{T_{n}}, \phi_{\sigma_n}), \varphi_T),
\end{align}

**Algorithm 1:** Semi-implicit scheme for (34)

**Input:** $\phi_{T_0}, \phi_{\sigma_0}, v_0, \Delta t, T, TOL$

**Output:** $\phi_{T_n}, \mu_n, \phi_{\sigma_n}, v_n$ for all $n$

$t = 0, n = 0$

while $t \leq T$ do

\[
\phi_{T_{n+1}}^{k+1} = \phi_{T_{n+1}}^{k-1}
\]

while max $||\phi_{T_{n+1}}^{k+1} - \phi_{T_{n+1}}^k||$ $>$ $TOL$ do

\[
\phi_{T_{n+1}}^{k+1} = \phi_{T_{n+1}}^k
\]

solve $v_{n+1}^{k+1}, \mu_{n+1}^{k+1}$ using (35) and (36), given $\phi_{\sigma_n}, \phi_{T_{n+1}}^{k+1}$

solve $\phi_{\sigma_{n+1}}^{k+1}$ using (37), given $\phi_{\sigma_n}, \phi_{T_{n+1}}^{k+1}$

solve $\phi_{T_{n+1}}^{k+1}, \mu_{n+1}^{k+1}$ using (38) and (39), given $\phi_{T_n}, \phi_{T_{n+1}}^{k+1}, \phi_{\sigma_{n+1}}^{k+1}$

$k \rightarrow k + 1$

end

$\phi_{T_{n+1}} = \phi_{T_{n+1}}^{k+1}$

$\mu_{n+1} = \mu_{n+1}^{k+1}$

$\phi_{\sigma_{n+1}} = \phi_{\sigma_n}^{k+1}$

$v_{n+1} = v_{n+1}^{k+1}$

$n \rightarrow n + 1, t \rightarrow t + \Delta t$

end

**Spherically symmetric case.** For specificity and demonstration purposes, we assume a spherically symmetric tumor volume and use polar coordinates to transform our model (5) to a system of equations depending solely on time $t$ and radius $r$. We consider the domain $R = [0, 0.32]$ imitating our data setting as described in Section 6. We choose parameters matching the priors we used in (33); in particular we choose the dimensionless values

\begin{align}
\varepsilon_T &= 0.01, \quad \lambda_T = 1.0, \quad M_T = 1.0, \quad \alpha = 1.0, \\
\chi_0 &= 0.5, \quad \lambda_\sigma = 1.0, \quad M_\sigma = 1.0, \quad \nu = 10.0, \\
\delta_\sigma &= 0.05, \quad \lambda_A = 0.01, \quad \bar{E} = 0.25, \quad F_1, F_2 = 10.0.
\end{align}
We consider a smooth approximation of the Heaviside function matching the initial tumor confluence 0.00562 of our data setting, as it can be seen in Figure 3 (a) below. The approximation is given by

$$\phi_T(0,r) = \frac{1}{1 + \exp(M(r - r_{\text{init}}))},$$

where a larger $M > 0$ is increasing the steepening of the function around zero, and $r_{\text{init}} = 0.32\sqrt{0.00562}$ again represents the radius of the initial tumor cell.

In Figure 3, the simulation of the tumor cell $\phi_T$ is shown at different time spots. First, the initial tumor cell is illustrated, then after 7, 14 and 21 days. We plot three different curves for different proliferation rates, 0.6, 0.8, and 1.0. We observe that a higher proliferation rate is increasing the expansion of the tumor cell volume fraction $\phi_T$, and the tumor cell is continuously growing over time.

The simulation of the evolution of the tumor confluence is depicted in Figure 4 below. We observe that the confluence grows continuously in time with an increasing rate.

![Figure 3](image-url)
**Two-dimensional case.** We simulate the tumor growth on the circular domain

\[ \Omega = \{ x \in \mathbb{R}^2 : x_1^2 + x_2^2 = 0.32^2 \} \]

with the same parameters as chosen in the one-dimensional setting; see (40). For the initial tumor volume we select the following four possibilities, which are depicted in Figure 5:

(a) \( \phi_T(0, x) = \begin{cases} 
1, & \text{if } 0.9 \cdot x_1^2 + x_2^2 \leq r_{\text{init}}^2, \\
0, & \text{else,} 
\end{cases} \)

(b) \( \phi_T(0, x) = \begin{cases} 
1, & \text{if } 0.15 \cdot x_1^2 + x_2^2 \leq r_{\text{init}}^2, \\
0, & \text{else,} 
\end{cases} \)

(c) \( \phi_T(0, x) = \begin{cases} 
1, & \text{if } 0.9 \cdot (x_1 \pm 0.05)^2 + x_2^2 \leq r_{\text{init}}^2, \\
0, & \text{else,} 
\end{cases} \)

(d) \( \phi_T(0, x) = \begin{cases} 
1, & \text{if } (\sin(7.2x_1 + 5.6x_2) + 1) \cdot (4x_1 - 0.2)^2 + (\sin(8x_1) + 1) \cdot 64x_2^2 \leq 1, \\
0, & \text{else.} 
\end{cases} \)

**Figure 5.** Choices for an initial tumor mass, (a) slightly elliptic, (b) highly elliptic, (c) separated, (d) irregularly perturbed
The simulation of the full local model is depicted in Figure 6 (c). Similar to Cristini et al., Macklin et al., and Garcke et al., we notice an evolving shape instability. Starting from the slightly elliptic initial tumor mass, the ellipticity is enforced at the beginning and on the 10th day we see a clearly elliptic tumor volume. At the 15th day, a slight bulge forms along the horizontal direction and two buds form at the horizontal end points. These buds continue to evolve vertically with a new bulge oriented along the vertical directions and therefore, for each bud two new buds are forming, which implies that the instability repeats itself. This highly complex evolution in tumor shape is captured by the high-order phase-field structure of the model and is indicative of examples in tumor growth in living tissue.

To inspect the effects of the velocity itself in the model, we redo the first simulation without the presence of any velocity. We depict the results of the simulation in Figure 6 (a). We observe that the tumor stays in a symmetric shape, resembling the results in Ref. 43. We conclude that the velocity highly influences the shape of the tumor, even though the velocity parameters mainly do not mainly impact the tumor volume as the sensitivity analysis has shown in Section 6.

In the next simulation, see Figure 6 (b) for the result, we set the Forchheimer constants $F_1$ and $F_2$ equal to zero. We observe that the result largely resembles the simulation of the full case, in the sense that the Forchheimer terms delay the tumor evolution. We notice that the tumor mass splits into two parts, which begin to approach each other on the lower and upper
bulbs. Eventually, these buds reconnect and therefore, trapping the healthy tissue within the tumor, which has also been observed in Ref. 20.

Next, we use three different initial conditions, which have been depicted in Figure 5 (b)–(d), together with the full model.

Figure 7. Evolution of the tumor volume fraction $\phi_T$ using the full model III., starting from (b) a clearly elliptic tumor mass, (c) two slightly elliptic tumor masses, (d) an irregularly perturbed tumor mass

8. Concluding Remarks

In this paper, we present a mathematical analysis of a class of phase-field models of the growth and decline of tumors in living organisms, in which convective velocities of tumor cells are assumed to obey a time-dependent Darcy–Forchheimer–Brinkman flow and in which long-range interactions of cell species are accounted for through nonlocal integro-differential operators. Under some mild assumptions on mathematical properties of the governing operators, we are able to establish existence of weak solutions in the topologies of the underlying function spaces.

In addition, we explore the sensitivity of key quantities of interest, such as the evolving tumor volume, on model parameters. We demonstrate that when observational data are available, the method of active subspaces can be used to estimate parameter sensitivity. In parallel, we consider methods of output-variance-sensitivity as an alternative measure of parameter-sensitivity. Remarkably, for certain quantities of interest, such as tumor volume or mass, these two approaches yield very similar estimates. In the case in which the tumor volume is selected
as the quantity of interest, the tumor proliferation parameter of the model was found to be, by far, the dominant factor compared to other parameters.

To determine the effects of various flow terms in the evolution of tumor shape and growth, we performed numerical experiments using finite-element approximations of the model for representative cases. These numerical results reveal that nonlinear flow regimes, expected to be relevant in certain types of tumors, can apparently affect the shape, connectivity, and distribution of tumors.
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