Incident duration prediction using a bi-level machine learning framework with outlier removal and intra-extra joint optimisation

Artur Grigorev\textsuperscript{a,\textdagger,1}, Adriana-Simona Mihaita\textsuperscript{a}, Seunghyeon Lee\textsuperscript{a} and Fang Chen\textsuperscript{a}

\textsuperscript{a}University of Technology Sydney, 61 Broadway Str, Sydney, Australia

\textbf{ARTICLE INFO}

\textbf{Keywords:}
incident duration prediction
arterial road versus motorways incident management
classification
regression
machine learning
extreme-boosted decision-trees
light gradient boosting modelling
intra-extra joint optimisation

\textbf{ABSTRACT}

Predicting the duration of traffic incidents is a challenging task due to the stochastic nature of events. The ability to accurately predict how long accidents will last can provide significant benefits to both end-users in their route choice and traffic operation managers in handling of non-recurrent traffic congestion. This paper presents a novel bi-level machine learning framework enhanced with outlier removal and intra-extra joint optimisation for predicting the incident duration on three heterogeneous data sets collected for both arterial roads and motorways from Sydney, Australia and San-Francisco, U.S.A. Firstly, we use incident data logs to develop a binary classification prediction approach, which allows us to classify traffic incidents as short-term or long-term. We find the optimal threshold between short-term versus long-term traffic incident duration, targeting both class balance and prediction performance while also comparing the binary versus multi-class classification approaches using quantiled duration groups and varying threshold split. Secondly, for more granularity of the incident duration prediction to the minute level, we propose a new Intra-Extra Joint Optimisation algorithm (IEO-ML) which extends multiple baseline ML models tested against several regression scenarios across the data sets. Final results indicate that: a) 40-45 min is the best split threshold for identifying short versus long-term incidents and that these incidents should be modelled separately, b) our proposed IEO-ML approach significantly outperforms baseline ML models in 66\% of all cases showcasing its great potential for accurate incident duration prediction. Lastly, we evaluate the feature importance and show that time, location, incident type, incident reporting source and weather among the top 10 critical factors which influence how long incidents will last.

1. INTRODUCTION

1.1. Context

Traffic congestion is a significant concern for many cities around the world. Congestion arises due to various factors, including increased population, workforce concentration in central areas, or the lack of efficient public transport modes. Two forms of congestion are typically predominant: a) recurrent traffic congestion during peak hours when traffic demand exceeds the road capacity, and b) non-recurrent traffic congestion caused by unplanned events such as car accidents, breakdowns, weather, public manifestations etc. Previous studies have shown that almost 60\% of traffic congestion is due to non-recurrent incidents with a stochastic behaviour in space and time [41]. In Australia, the number of road deaths per year has been reduced by 70\% since the 1970s. However, the annual economic cost of road crashes was estimated at $27 billion per annum in 2017 [16]. Traffic Incident Management Systems (TIMS) collect data on traffic incidents, including information on different incident duration factors. Accurately predicting the total duration shortly after an incident took place could save operational costs and end-user time (through affecting the route planning). Moreover, the clearance time of accidents is highly related to the ongoing traffic congestion and several external factors with different weights of importance. Therefore, it is essential to estimate the incident factor importance to improve the accuracy of predictions. Most prior studies related to this topic concentrated on testing different machine learning models on specific road types like freeways or highways and focused primarily on different phases of the incident duration such as clearance time, recovery time, and the total incident duration [29]. There is currently a lack of an advanced approach that can be applied on all road types, for all accident types and across various countries with different driving behaviour.
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1.2. Challenges and contribution

The accuracy of predicting the incident duration is often determined more by the modelling methodology, the feature construction, and the result interpretation rather than by the model in use. In this work, we address several open questions or challenges concerning the prediction of the traffic incident duration.

The first challenge is to develop a universal bi-level framework applicable to different incident data sets reported on various road network layouts. The majority of prior works had studied the prediction of incident duration on specific types of roads (freeways or motorways) [51]-[11]-[19]-[52], where the data accuracy is higher than on arterial roads; as of 2018, very few applied the prediction strategies on normal arterial roads due to the high modelling complexity and a location mismatching; the majority of traffic incident duration analysis studies focus only on one type of road network (freeways, highways, etc.); this is revealed by a recent state-of-the-art paper published in [29] which emphasises the difficulty of solving this problem for arterial roads and the lack of studies in this field. Our study proposes a framework capable of predicting the incident duration regardless of the road network or its complexity.

Secondly, the majority of studies in the literature have concentrated on applying state of the art machine learning models mostly for classifying the incident severity [40] or their duration[29]. However, very few have treated the problem of outliers or imbalanced data classes. Our study addresses both of these issues by proposing a varying threshold procedure that can facilitate binary duration classification threshold selection by considering both class balance and model performance. We also test multi-class classification on data sets split into three equally-sized parts according to incident duration: short, medium or long term. Previous research studies were selecting incident duration thresholds by simple reasoning (e.g. choosing mean, median, percentiles, etc) [25]-[53]-[28]-[27]. We, on the contrary, test multiple different thresholds for three different data sets. Furthermore, we propose our own optimisation approach which we denote intra-extra joint optimisation (IEO) together with an outlier removal procedure (ORM) and advanced machine learning modelling.

Thirdly, we further solve the incident duration regression problem and also perform different regression scenarios to test the extrapolation performance of ML models on various incident data sets. We utilise thresholds selected during the classification threshold evaluation procedure to analyse the extrapolation performance by training ML models and making predictions on several duration subsets. It allows us to find the best ML model and the best extrapolation approach for the regression problem on each duration subset (e.g. short-term incidents) of each data set. For the regression problem, we also detect the most influential factors that affect the incident duration that traffic centres need to prioritise in order to predict incident duration with higher accuracy. Our end goal is to improve the extrapolation ability of machine learning models on the task of incident duration prediction and find the best modelling approach for short-term and long-term incidents.

Lastly, the majority of studies are primarily focusing on choosing a single winning algorithm or approach that works for a specific case study. Unfortunately, we show that the performance of ML models is highly affected by the data set and the chosen methodology: data quality, the available features, and the additional parameter tuning and optimisation techniques applied in this work. We try to develop the universal framework for traffic incident duration prediction applicable to different traffic incident data sets. We choose and adapt the best modelling approaches to each data set and show how this can affect the accuracy and performance of the models. This method allows high flexibility that can be applied for classification and regression predictions on various network types and different data sets.

The most similar research to the current work was published in [25] and relied only on one data set, one method for classification (Bayesian network), one method for regression (K-nearest neighbours), and authors selected static threshold (30 min) to alleviate the class-imbalance problem. This current paper provides a significant contribution by advancing on multiple aspects from a large pallet of machine learning models to multiple data sets with unique features, up to outlier removal and joint optimisation.

Overall, our main paper contributions are the following:

• to the best of our knowledge, this is the first research study proposing a bi-level prediction framework using a large pallet of several machine learning models applied for both incident duration classification and regression, with the scope of predicting the incident duration on different road types across two different countries (Australia and U.S.A.). Overall, our methodology is agnostic of the location, the network, or the size of the network and can be adapted to any new incident log data set that can be made available.

• we propose a binary versus multi-class classification approach in order to find the best optimal threshold to identify short versus long-term incidents via both quantile analysis and varying threshold data split.
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• we propose a novel intra/extra joint optimisation algorithm that integrates baseline ML models with outlier removal and hyper-parameter optimisation techniques across the validation cycle.

• we propose several extrapolation scenarios of analysing the impact of missing logs in the precision of the prediction model and reflect on what type of logs should be best used for tailoring to the prediction problem needs.

• we conduct a feature importance selection using the SHAP method, which allows graphical interpretation of variables impact on the model output, before we conclude on the most important factors affecting traffic incidents.

Overall, this research lays the foundation stone of bi-level predictive methodologies regarding the traffic incident duration and can provide accurate information for both the end-user route choice modelling as well as for the operational centres which need to optimise their operations under non-recurrent traffic congestion. Moreover, this work contributes to our ongoing objective to build a real-time platform for predicting traffic congestion and to evaluate the incident impact during peak hours (see our previous works published in [38]-[42]-[37]).

The paper is organised as follows: Section 1 discusses related works, Section 2 presents the data sources available for this study, Section 3 showcases the methodology, Section 4 presents the numerical results for binary and multi-class classification tasks, Section 5 presents the numerical results of the regression part of the framework, Section 6 details on the feature importance evaluation and Section 7 is reserved for conclusions and future perspectives.

1.3. Related works

Incident data interpretation: The definition of traffic incident duration phases is provided in the Highway Capacity Manual [2], and it consists of the following time-intervals: 1) incident detection time which is the time interval between the incident occurrence and its reporting, 2) incident response time standing for the time interval between the incident reporting and the arrival of the first investigator at the location of the accident, 3) incident clearance time representing the time interval between the arrival of the first investigator and the clearance of the incident, 4) incident recovery time indicating the time interval between the clearance of the incident and the return of traffic flows to normal conditions.

The total incident duration is the time interval between the first incident log, and the returning of traffic flows to normal conditions. In our work, we use the term incident duration for the time lapse between the detection of an incident and the clearance of the incident, as officially reported in traffic logs provided by local traffic authorities. Therefore we do not include the incident recovery time as this information is not recorded in the three data sets provided. However, different phases of traffic incident duration (e.g. clearance, recovery time) can be modelled individually upon availability; this type of research is rare because of the complexity of data collection for traffic incidents and small amounts of recorded traffic incidents in real-life datasets [29, 2].

When it comes to the data interpretation in the literature, the incident duration distribution has been modelled as log-normal [44] and more recently as log-logistics distribution [12, 43]. In a recent study, [17], incident clearance time and the total impact duration were modelled using Weibull, log-normal, log-logistic distributions and compared using the Akaike information criterion (AIC) criteria; findings have revealed that log-logistic distribution was outperforming other distributions. As distribution utilisation is highly related to the specificity of each data set, for this study, in which we use three different data sets, we further apply a comparison among several distribution modelling choices by using the AIC criteria.

According to [47], different statistical methods were applied to model traffic incidents: 1) fixed parameter regression 2) random parameter regression 3) quantile regression. In this study, log-transformation of the target variable (incident duration) also applied. Random parameter regression found to give better statistical fit for incident duration models than fixed parameter regression, and therefore provide more accurate predictions of incident durations. It also highlighted that fixed-parameter regression model may give non-accurate incident duration predictions due to over/under-estimation of dependency between variables and incident durations. Also, there were no substantial difference found between fixed parameter regression and quantile regression in the case of 2015 Virginia incident data set. The benefit of quantile regression is the ability to model the relationship of any quantile (rather than only average incident duration) of the incident duration vector with a set of explanatory variables [23]. Ordinary Least Squares model can provide the predicted mean of the incident duration. On the contrary, quantile regression provides estimates for every quantile, which represented as a conditional distribution of incident durations, without providing single value as the incident duration prediction. Quantile regression coefficients represent the change in the incident duration in a given quantile category in relation to independent variables. Similar to this approach, variable importance can be estimated within each traffic incident duration group.
**Machine Learning for incident duration prediction:** While several statistical modelling techniques have been applied previously, more recently, new approaches in machine learning (ML) modelling have emerged as a more advanced way of predicting the incident duration due to their capacity to easily account for new data sources, as well as for removing the linearity assumptions between features and the predicted class [20]. Examples of such approaches are: artificial neural networks (ANNs) [33], genetic algorithms [26], support vector machines (SVMs) [46], k-Nearest-Neighbours (kNNs) [49] and decision-trees (DTs) [18]. The recently proposed Gradient-Boosted Decision Trees (GBDTs) have been shown to provide superior prediction performance when compared to Random Forests, SVMs and ANNs [36]. However, it is known that GBDT can easily over-fit when the prediction target has a long-tail distribution, as is the case of the traffic incident duration distribution [36]. XGBoost [8] is another decision-tree enhancement method that has gained popularity recently in the machine learning community due to its tree boosting capability, loss function regularisation and adaptive learning rate. It was employed in several international competitions, winning 17 out of the 29 Kaggle competitions singled out on the 2015 Kaggle blog; it was also employed by every team in the top-10 in the 2015 KDDCup [4] for solving various problems such as store sales prediction, web text classification, hazard risk prediction, and product categorisation. XGBoost’s popularity is also due to its scalability (it can run on a single machine, as well as on distributed and paralleled clusters), its capacity to handle sparse data and its ability to handle instance weights in approximate tree learning (see the recent paper published by [8] where authors proposed an end-to-end tree boosting system with cache-aware and sparsity learning features). While each of these methods has its advantages and disadvantages, building a fast and reliable prediction framework that could be applied for real-time operations represents a true challenge.

One of the recent research studies [25] presented a two-step approach for traffic incident duration prediction. A cost-sensitive Bayesian network was used to perform binary classification of traffic incidents by choosing a threshold of 30 minutes and then performing regression for each class using kNN. While the approach is functional, one major drawback for the classification problem is to manually choose the class split threshold, as it can lead to severe class imbalance; to overcome this issue, in our study, we perform both a fixed and a varying threshold set-up to find the best class balance for our classification models; even-more, we propose as well a comparison with a multi-class classification approach and debate on the benefits and drawbacks of using classifiers for such problems; we also enhanced more advanced regression models together with outlier removal procedures that would provide a better and more precise prediction of the incident duration precondition in minutes. Overall, the cost sensitivity of incorrect classification can be further extended to the cost-based regression metrics. We propose our enhanced ML models with a proposed intra and extra joint optimisation technique and outlier removal procedure to have even more precise predictions.

In one of the recent research studies on applying machine learning, which was related to the classification of driving state, multiple hyper-optimised ML models were tested, and entire feature space was visualised using t-SNE for entire feature space visualisation [50]. RandomForest provided the highest prediction accuracy, but more advanced tree-based models exist that utilise gradient boosting, which we will be using in our research (e.g. gradient boosted decision trees).

To verify the performance of advanced tree-based methods (as LGBM - Light Gradient Boosted Model), additional conventional ML models can be used [10]. We decided to also include LGBM and compare it to conventional ML models with non-tree based models (KNN and Logistic Regression).

**On the feature selection:** It is generally not enough to use all the possible features for the regression analysis of traffic incident durations. Using a high amount of features combined with a small data set size can lead to over-fitting. Some features can be helpful or useless, more or less critical, while others do not impact the prediction results significantly. By performing a feature importance analysis, we can recommend to traffic management facilities to record the most critical data and omit redundant data related to traffic incidents. For example, one can increase the prediction accuracy by using as additional features the weather conditions, which were found to play a significant role in some research studies (e.g. during the summer and autumn seasons in Washington – USA in 2009, the preparation time of the rescue team was higher on freeways [21]). In some countries with cold weather, the response times can be much higher, while in regions with sunny weather most of the year, the weather impact on the intervention team can be neglected. Overall, the weather impact on the traffic incident duration prediction needs needs customised via a data-driven feature important analysis. Peak hours were the most influencing feature on response team preparation delay, which was found to be linked to response procedures (the goal of the response team was to resolve incidents during peak hours as soon as possible). A research study using Beijing traffic incidents data from 2008 [30] found the importance of ”peak hour” value for the response team travel time and clearance time, but not for the intervention team preparation time. Our
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study conducts a feature importance ranking based on the best performing ML models we have proposed and provides a detailed overview of their impact. Different approaches to feature importance estimation use tree-based models (e.g., Random Forest, Light Gradient Boosted Machines - LGBM, extreme gradient boosting models - XGBoost). For example, one can use produced decision trees from the tree-ensemble model [10]. A data-driven approach was used to perform information fusion from different sources [1], which involved the use of Gini-index extracted from Random Forests as a method to estimate feature importance. Nevertheless, the single random model can have a noticeable variance in data mapping when there is a weak connection between features and the target variable by making the feature importance value dependent on the random seed for the model. The Shapley Additive explanation (SHAP) [35] provides a more advanced approach for feature importance estimation because it fuses estimation from multiple models trained across many different subsets (which selected both feature-scale and index-scale) of the dataset. These studies motivated the utilisation of the Shap Values for our feature importance ranking across three different data sets, all with different features and incident information.

On the future application of our research: In comparison with other work, the research proposed in our paper comes not only with a significant prediction capability for all types of incident data sets with various features, but it can be further extended for solving the route scheduling problem within traffic simulation modelling, which will incorporate the adaptation of agents to occurring traffic incidents. Apart from analysing the effects of traffic control measures [24], it is possible to analyse the effect of additional information such as the predicted incident duration, which can be performed both for scheduling and online rescheduling of dynamic agent re-routing. Furthermore, simulation can be performed with and without such information to estimate the possible benefits of the incident duration prediction modelling within the traffic system. Also, using an online rescheduling procedure requires the simulation to be performed at the level of dynamic agents within a micro-simulation model, which could benefit from new re-routing schemes when traffic disruptions occur along the route.

2. DATA SOURCES

In order to test the efficiency of the proposed bi-level framework, we have used three different data sets from two different countries: Australia and U.S.A. The three data sets represent incident logs from an arterial road suburb in Sydney, a motorway in Sydney, Australia, and a road area from San Francisco, U.S.A. The data sets are all recorded by different means and allow us to explore the impact of the prediction framework across various types of road networks. The three data sets are represented in Fig. 1 and are detailed as follows.

Victoria Rd - arterial network, Sydney: The first data set (dataset AR) contains one-year incident logs from the Victoria arterial road from Sydney, Australia (in 2017) (see Table 1 for a summary of features, in which the + symbol under each data set column and for each line indicates whether that variable is present or not in the data set - for example, the TZName variable is present in the Arterial Roads data set but not in the M motorway data set). It contains information on 5,134 traffic incidents with different incident types (e.g., hazards, breakdowns, accidents) and subtypes (e.g., work zone, accident with truck). Our current study focuses on 574 “Accidents” since these induce the longest clearance time in the current subnetwork according to the traffic management centre (TMC). Traffic ‘Accidents’ have a mean duration of 44.59 minutes and a maximum of 719 minutes.

Weather data represented as average daily temperature (in Celsius) and precipitation rate (in millimetres) are obtained from the Observatory Hill station in Northern Sydney, which is the closest station to the analysis area. Public holiday data represented as boolean values for public and regional holidays in 2017 in New South Wales, Australia. The area geometry features contain the sector ID as defined by TMC, the code of the official area where the accident occurred (as defined by the Bureau of Transport and Statistics), and supplementary information such as section capacity, section speed limit, and the number of lanes. These features are available for all road sections in the Victoria sub-network, and they were extracted from the official traffic simulation model of the Victoria network, developed in Aimsun and previously used by the authors for conducting an incident impact analysis and traffic prediction [48].

M7 motorway, Sydney: The second data set is a motorway data set (dataset M), consisting of 7,194 traffic accidents along the M7 motorway in Sydney, Australia, during the same year 2017. The mean duration of motorway accidents is 47.2 minutes, with a maximum duration of 598 minutes (9.96 hours). This data set also includes weather data (average daily temperature and precipitation). This set of features is similar to the arterial roads data set AR without the geometric features of the lanes (section lanes, section class), intersection ID, distance from the central business
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Victoria subnetwork (AR)  M7 Motorway (M)  San-Francisco network (SF)

a)  b)  c)

Figure 1: Data profiling for all data sets in our study: Victoria Rd (A) - a) network mapping, d) ecdf - empirical cumulative distribution function g) distribution plot; M7 motorway (M) - b) network mapping, e) ecdf h) distribution plot; San Francisco (SF) - c) network mapping, f) ecdf i) distribution plot.

district (CBD); this is due to the complexity of mapping of a traffic incident to a correct location along the motorway. We make the observation that for both Data set AR and M, the traffic flow information of the affected road sections was omitted for this study since we found previously no significant improvement to the prediction accuracy [38].

San-Francisco road network: The last data set is from San Francisco, U.S.A. (data set SF) and includes information on accidents from all types of roads in the city. It is part of a more considerable initiative entitled "A Countrywide Traffic Accident Dataset", recently released in 2021, which contains 1.5 million accident reports collected for almost 4.5 years since March 2016 [39]. The SF data set contains 49 features describing the accidents as detailed in [39] (due to a large table of feature, we refer the reader to the cited paper and not duplicate this feature information). This study focuses on the "accident" type duration prediction as being the most severe one. We extract and use 8,754 accident records related to the San-Francisco area. As observed from Fig. 1 c), a significant part of the accidents occurred along the “US-101” highway and “John F. Foran” Freeway. Accidents have a mean duration of 100 minutes and a max duration of 2,715 minutes.

Data sets profiling: Each data set undergoes a profiling procedure by investigating the empirical cumulative distribution functions (ECDF) - as plotted in Fig. 1 d), e), f) - and their equivalent log-space distribution plots (as represented in Fig. 1 g), h), i). The ECDF function presents thresholds of data behaviour (marked in red) across each data set which reveal indicative thresholds of a different behaviour around specific incident duration (see for example Fig. 1 d) versus Fig. 1 f) where the first inflection point is around 40min for data set AR versus 100min for data set SF). Findings reveal significant anomalies representative of each data set. For example, data set AR contains a reduced amount of traffic.
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Table 1
Traffic incident features for Sydney Arterial roads (AR) and M7 motorway (M).

| Variable            | AR | M | Values                                                                 | Description                                                                 |
|---------------------|----|---|------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| Location            | +  | + | N, N                                                                  | X, Y in GDA Lambert coordinates                                             |
| Hour of day         | +  | + | [0, 1, ..., 23]                                                        | -                                                                           |
| Peak Hour           | +  | + | [1, 0]                                                                | Value is 1 if hour belongs to [7 ... 9] or [16 ... 18] hour interval         |
| Day of the week     | +  | + | [1 ... 5]                                                              | Weekday numbers from Monday to Friday                                       |
| Weekend             | +  | + | [0, 1]                                                                | Value is 1 for Saturday and 0 for Sunday                                    |
| Month of the Year   | +  | + | [1, 2, ... , 12]                                                      | -                                                                           |
| Incident Subtype    | +  | + | {Bus, car, bicycle, animals, etc.}                                    | Field indicating cause of incident                                           |
| Affected lanes      | +  | + | {1, 2, 3, 4, All lanes, breakdown, no data}                           | Number of lanes affected by the accident                                    |
| Direction           | +  | + | E, W, N, S, E-W, N-S, One/Both                                        | Affected traffic direction                                                  |
| Incident Source     | +  | + | {ICEMS, ISENTRY, OPERATOR, etc.}                                      | Source of the incident report                                               |
| Unplanned           | +  | + | [0, 1]                                                                | Value is 1 if incident is planned, 0 otherwise                             |
| Average Temperature | +  | + | [11.13C – 32.4C]                                                      | Average temperature for the time of the incident                            |
| Rainfall            | +  | + | [0 – 85mm]                                                            | Rainfall for the time of the incident                                       |
| Public holidays     | +  | + | [0, 1]                                                                | Value is 1 if days is a public holiday                                      |
| Sector ID           | +  | + | R+                                                                    | Defined by TMC                                                              |
| TZName              | +  | + | R+                                                                    | Traffic zone name as defined by the Bureau of Transport Statistics          |
| Section ID          | +  | + | R+                                                                    | Road section on which the incident occurred                                 |
| Section Speed       | +  | + | R + [Km/h]                                                            | Section speed limit                                                         |
| Section Lanes       | +  | + | [1, 2, 3, 4, 5, 6]                                                    | Number of section lanes                                                     |
| Section class       | +  | + | R+                                                                    | As defined by TMC                                                           |
| Street ID           | +  | + | R+                                                                    | As defined by TMC                                                           |
| Intersection ID     | +  | + | R+                                                                    | As defined by TMC                                                           |
| Distance from CBD   | +  | + | R+                                                                    | distance between the traffic incident and the city CBD                      |
| Section Capacity    | +  | + | [0 ... 3100 vehicles/hour]                                            | Maximum flow capacity of the section                                        |

Accidents with small incident duration (zero or less than 4 min), data set M contains an increased number of accidents with zero or one-minute duration, while the data set SF despite not presenting any short term incident duration below 17 minutes, it contains a large number of incidents of 29 and 360 minutes which raises the question of either these are outliers in the data set or simply reveal a road network behaviour in terms of incident management in the area; this also might indicate that it will present unique behaviour under the prediction framework and that different processing techniques needs to be applied for this data set. We also observe that the incident duration is long-tail distributed, which is likely to pose difficulties for prediction algorithms due to the presence of extreme values (either small or large).

3. METHODOLOGY

Clearing accidents in a short time represents a high priority task for traffic management centres (TMC) worldwide. For example, in New South Wales, Australia, the target clearance time for traffic incidents is 45 minutes, but this limit might differ in other countries. Therefore, in the rest of this paper, we will refer to this threshold as “incident clearance threshold (T_c)” and any incidents cleared before this threshold (e.g. < 45 min) as “short-term”; incidents which lasted more than the clearance threshold (e.g. >= 45 min) will be referred to as “long-term” traffic incidents. A unique threshold will be derived for each dataset and will be discussed further in this paper. The methodology of this paper has its origins in our previous work applied only for arterial roads [38], which we further extend and improve via the joint optimisation and outlier detection enhancements of the prediction framework. The methodology we propose for modelling the incident duration prediction problem is using a bi-level prediction framework combining a classification and regression modelling, as represented in Fig. 2. This approach has been constructed by considering the real-time operational goals of TMC and providing short duration prediction into the life-cycle of the incident management.

Based on the initial traffic incident information, the first step is the deployment of a fast classification method which would only predict whether the accident will be either short-term (subset A) or long-term (subset B) - see incoming data set from Fig. 2 where the data is split in two parts based on T_c. Next, we test various duration thresholds and select the optimal T_c, which provides a good class balance and classification performance for each dataset.

Once the optimal T_c has been found, a further regression modelling is applied for predicting a more precise duration of future incidents down to the minute level.

Due to the main challenge of this task, we further propose an outlier removal approach (ORM) detailed in Section 3.7 and our innovative Intra/Extra Joint Optimisation modelling coupled with several machine learning models trained via a hyper parameter tuning (we denote this approach as IEO-ML and is further detailed in Section 3.9).

The boosted regression framework is finally applied under several regression scenarios (see section Section 3.6),
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Figure 2: The proposed bi-level modelling framework for traffic incident duration prediction.

which are constructed to evaluate the framework capability to predict under all possible situations. For example, when
we only have a subset A available (short-term incidents) but the TMC would like to predict long term incident (subset
B) we denote this as a Scenario A-to-B (training the models on subset A and making predictions on subset B); all
scenarios are constructed based on the assumptions that the framework needs to be robust in order to predict any type
of incident durations, under all possible data shortage or lack of information availability. In the following subsection,
we further provide the mathematical and theoretical modelling of each of the steps described above.

3.1. Classification and regression definitions

Using all available data sets and the incident information, we first denote the matrix of traffic incident features as:

\[ X = [x_{ij}]_{i=1..N_i, j=1..N_f} \]  

where \( N_i \) is the total number of traffic incident records used in our modelling and \( N_f \) is the total number of features
charaterising the incident (severity, number of lanes, type, neighbourhood, etc.) according to each specific data set
(see examples provided in Table 1). For the incident duration classification problem, we denote the incident duration
classification vector as:

\[ Y_c = [y_{ci}]_{i=1..N_i} \]  
\[ y_{ci} \in \{0, 1\} \]  

where \( N_i \) is the duration of the traffic incident (in minutes), \( Y_c \) is the vector of binary values taking values in \{0, 1\},
and \( Y_{mc} \) is the vector of integer values for the multi-class classification problem definition, taking values in \{0, 1, 2\}.
More specifically, in the first stage we create a binary classification modelling with the purpose of identifying short
versus long-term incident duration, split by the incident clearance threshold \( T_c \). Thus our task is to predict \( y_{ci} \), where
\( Y_c \) takes one of the binary values:

\[ \begin{align*}
 y_{ci}^c &= 0 \quad \text{if} \quad y_i \leq T_c, \quad \text{short-term incidents} \\
 y_{ci}^c &= 1 \quad \text{if} \quad y_i > T_c, \quad \text{long-term incidents}
\end{align*} \]  

where \( N_i \) is the duration of the traffic incident (in minutes), \( Y_c \) is the vector of binary values taking values in \{0, 1\},
and \( Y_{mc} \) is the vector of integer values for the multi-class classification problem definition, taking values in \{0, 1, 2\}.
More specifically, in the first stage we create a binary classification modelling with the purpose of identifying short
versus long-term incident duration, split by the incident clearance threshold \( T_c \). Thus our task is to predict \( y_{ci} \), where
\( Y_c \) takes one of the binary values:

\[ \begin{align*}
 y_{ci}^c &= 0 \quad \text{if} \quad y_i \leq T_c, \quad \text{short-term incidents} \\
 y_{ci}^c &= 1 \quad \text{if} \quad y_i > T_c, \quad \text{long-term incidents}
\end{align*} \]
where the threshold is varied every 5 min between $T_c \in \{20, 25, ..., 70\}$. Subsequently, the multi-class method identifies the best two thresholds to separate between short, mid and long-term incident duration. The main purpose of this approach is to test the limits of the class balance which would maintain good model performance, and is expressed as follows:

$$
\begin{align*}
      y_{mc}^{i} &= 0 & \text{if } y_i \leq T_c^1, & \text{short-term incidents} \\
      y_{mc}^{i} &= 1 & \text{if } y_i \in [T_c^1, T_c^2], & \text{mid-term incidents} \\
      y_{mc}^{i} &= 2 & \text{if } y_i \geq T_c^2, & \text{long-term incidents}
\end{align*}
$$

(4)

where $T_c^1$ and $T_c^2$ take several values as further detailed in Section 4.3. The binary classification approach implemented with a computation time constraint for operational purposes (more details on computation time comparison can be found in Appendix B).

The regression problem is further structured with a more fine-grained incident duration prediction in mind. The main objective motivating the regression modelling consists in more precise information regarding the duration of incidents which can fall into a wide class which contains mostly incident logs with a reported duration between and 0 minutes and 30 minutes (for these cases, the traffic centres require more detailed precision to the minute level as a 5-min accident has different handling procedures than more severe accidents of 30 min for example). The incident duration regression vector ($Y_r$) is represented as:

$$
Y_r = [y_r^i]_{i=1..N}, \ y_r^i \in \mathbb{N}
$$

and the regression task is to predict the traffic incident duration $y_r^i$ based on the traffic incident features $x_{i,j}$. The regression models go via an extensive cross-validation procedure with hyper-parameter tuning, with the test of outlier removal using a joint optimisation approach as further detailed in the Section 3.4-Section 3.7-Section 3.9.

### 3.2. Applicability of knowledge-based incident duration classification guidelines

According to the The Manual on Uniform Traffic Control Devices (MUTCD) official guidelines [45] Section 6I, traffic incidents divided into three classes: a) Major - with expected duration more than 2 hours b) Intermediate — expected duration of 30 minutes to 2 hours c) Minor — expected duration under 30 minutes.

First, the MUTCD classification seems to be general knowledge-based system and does not consider specifics of each data set / country regulations / specifics of applied incident response guidelines. We approach the classification task from data analysis point of view in relation to application of ML models and try to infer these thresholds from the actual data sets. Shifting to MUTCD classification approach will also make incident duration classes imbalanced (see Figure 3). Second, this classification may not be applicable due to road networks heterogeneity [31] and consequent differences in incident duration distribution. As can be seen from Figure 1, all three data sets have different distribution of incident durations and therefore such classification may be biased in each case. Overall, in our study, we aim to provide insights from data analysis point of view.

![Figure 3: Distribution of incident durations according to MUTCD duration classes: a) Arterial roads, Sydney, Australia b) M7 Motorway, Sydney, Australia c) San-Francisco, USA](image-url)
3.3. Selection of baseline machine learning models

We have tested and deployed several ML models for both the classification and regression problems for this current work, which have served as baseline models to compare our proposed optimisation approach. These are listed as follows: a) gradient boosting decision trees - GBDT [15] which rely on training a sequence of models, where each model is added consequently to reduce the residuals of prior models; b) extreme gradient decision trees - XGBoost [9] which finds the split values by enumerating over all the possible splits on all the features (exhaustive search) and contains a regularisation parameter in the objective function; c) random forests - RF [6] which applies a bootstrap aggregation (bagging, which consists of training models on randomly selected subsets of data) and uses the average (or majority of votes) of multiple decision trees in order to reduce the sensitivity of a single tree model to noise in the data; d) k-nearest neighbours - kNN [14] which uses for the prediction on data points the majority of votes or the average from k closest neighbouring data points from the training set (based on a distance metric); e) linear Regressions - LR - a standard predictor using linear equations to model the relation between the features and the regression variable; f) light gradient boosted machines - LGBM [22] which applies gradient boosting to tree-based models; it also uses a Gradient-based One-Side Sampling (GOSS) and excludes data points with small residuals for finding split value. The models have been used for both classification and regression problems (except logistic regression applied to classification only and linear regression to regression problem only). They are the main base on which we further enhance and develop our outlier and joint optimisation prediction algorithm used in the current bi-level incident duration prediction framework.

3.4. Hyper-parameter tuning through randomised search

Most machine learning algorithms have a set of hyper-parameters related to the internal design of the algorithm that cannot be fitted from the training data. Both GBDT and XGBoost present dozens of hyper-parameters, out of which the most important ones are max_depth, learning_rate, min_child_weight, gamma, subsample, colsample_bytree and scale_pos_weight [24]. The hyper-parameters are usually tuned through randomised search and cross-validation. The most extensive search technique is the grid-search, in which several equally spaced points are chosen in the most credible interval for each parameter, and for each point combination, a model is fitted and tested through cross-validation. The grid-search parameter tuning is straightforward; however, the grid-search scales poorly as the number of hyper-parameters increases. In this work, we employ a Randomised-Search [5] which selects a (small) number of hyper-parameter configurations randomly to use through cross-validation.

To determine the optimal number of iterations for models and data sets, we perform iterative testing. The number of random-search iterations is from 25 to 250 with step 25. For example, on Fig. 4, (Arterial roads, Sydney), we see that XGBoost is the best performing model starting from 120 iterations, and it is already close to optimum starting from 175 iterations. The second-best performing model is LGBM, but increasing the number of iterations does not seem to have a significant effect on the model performance which seems to be quite stable without many fluctuations across all evaluation metrics. Other methods perform significantly worse (more than 110% MAPE). For San-Francisco, we see the superior performance of LGBM. The second best is XGBoost. Since there are no metric improvements across iterations for most models, the number of iterations is essential only for XGBoost. According to the results, we decide to search for hyper-parameters for 250 random parameter combinations for each model. We evaluate each combination using a 5-fold cross-validation and then providing results using a 10-fold cross-validation using best combination.

Figure 4: Performance testing of ML models across three different data sets
3.5. Model Performance Evaluation

The performance of classification model is evaluated using the Precision, Recall, Accuracy and F1-score and defined as:

\[
\text{Precision} = \frac{tp}{tp + fp},
\]

\[
\text{Recall} = \frac{tp}{tp + fn},
\]

\[
\text{Accuracy} = \frac{tp + tn}{tp + tn + fp + fn},
\]

\[
F_1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}.
\]

where \(tn\) represents true negatives, \(fn\) - false negatives, \(tp\) - true positives, \(fp\) - false positives. For example, We refer to true positives the incidents which have been predicted to be in a specific class (say short-term) and indeed they were short-term upon validation, false positives the incidents which were predicted to be short term but were not, etc.

We use F1-score as a target metric for classification experiments as F1 represents the balance between Precision and Recall, and is in general a better performance metric to use when we are facing an uneven class distribution rather than interpreting the Accuracy results which take into consideration the total number of both false positive, false negative together with the true positives and true negatives; therefore for uneven class balances (especially the ones with fewer incident records), one should rely less on Precision and Accuracy metrics.

To evaluate the regression models we use the mean absolute percentage error defined as:

\[
MAPE = \frac{1}{n} \sum_{r=1}^{n} \left| \frac{A_r - F_r}{A_r} \right|
\]

where \(A_r\) are the actual values and \(F_r\) - the predicted values, \(n\) - number of samples.

Other metrics have been calculated but we will keep them concise due to large amount of experiments to show.

3.6. Regression scenarios definition

The main objective of the bi-level framework is that the regression accuracy can benefit from different setups for different data subsets. For an even better accuracy compared to the classification problems, we are further developing more complex regression models that can provide incident duration prediction at minute-level accuracy. This is the second step of the bi-level prediction framework to be applied when more precision is needed at the minute level regarding the incident duration length. When training such regression models, a crucial step is the size of the data set and the distribution of the target variable (incident duration). Due to the long tail distribution of incident duration and the class imbalance problem previously identified, we need to design and construct various regression models capable of learning from various types of data sets to make accurate predictions. However, with limited information (small data set size), the prediction results can be skewed. This is the primary motivation that led to the construction of several scenarios of model training, validation and prediction that can be applied under both complete or incomplete data sets from traffic centres. By using the classification thresholds identified previously, we split the traffic incident data set into two subsets: subset A (with duration below threshold \(T_c\)) and subset B (with duration above threshold \(T_c\)) as previously defined at the beginning of Section 3. We further contract several scenarios of subset combinations for training-validation-testing detailed with the aim of extrapolating the model performance:

**Scenario All-All:** we use the entire data set and apply several regression models using a 10-fold cross-validation approach and different hyper-parameter search methods. This approach will show us the general performance across various methods.

**Scenario A-to-B:** we use subset A (short-term incidents) for training the regression models and evaluate the prediction on subset B (long-term incidents). In this scenario, we will analyse methods to extrapolate to higher values of the target variable.

**Scenario A-to-A:** we use subset A for training the regression models and predict on subset A. In this scenario, we will analyse the prediction ability of methods with long-term incidents excluded (which includes values from the tail of the incident duration distribution).

**Scenario B-to-A:** we use subset B for training the regression models and predict on subset A. In this scenario, we will analyse methods to extrapolate to lower values of the target variable.
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**Scenario B-to-B:** we use subset B for training the regression models and predict on subset B. In this scenario, we will analyse the prediction ability on long-term incidents.

**Scenario All-to-A:** we use all the data for training the regression models and predict on each fold within subset A. In this scenario, we will analyse the effect of having access to all types of incident logs in the training phases, both long-term and short-term incidents and how their presence might affect or not, the prediction of short-term incidents duration only. This is to evaluate if using all types of records, including rare events, will help or not to predict better short incidents.

**Scenario All-to-B:** we use all the data for training the regression models and predict on each fold within subset B. In this scenario, we will analyse the effect of having access to all types of incident logs in the training phases, both long-term and short-term incidents and how their presence might affect or not, the prediction of long-term incidents duration only. This is to evaluate if using all types of records, including short-term events, will help or not to predict better long incidents.

Indeed, from an operational perspective the scenario All-to-All is the ideal situation when traffic management centres would have in their database both long term and short-term incidents. However, from an operational perspective, several records of short incidents for example and not being kept all the time, while long incidents are often being transferred to various other division if they last more than one day, and they become more of a road infrastructure problem rather than an operational problem which requires constant intervention. Therefore, various incident logs can be imbalanced – some containing more short-term incidents, and others more long-term incidents. The main idea is to provide a good deep dive into the effects of data availability on the model training. For example, training any model only on short term incidents as these are the only ones available will most likely not provide good prediction results in case of long-term incidents and vice versa.

### 3.7. Outlier removal methods (ORM)

As previously discussed in Section 2-Fig. 2 during the data profiling, we observed that the traffic incident logs contain outliers appearing as either minor incidents, rare traffic incidents with highly long duration and/or as errors in incident reports. Therefore, to reduce the side-effect of outliers on all models, we deploy two commonly used outlier removal methods. The IsolationForest (IF) [32] is an outlier removal method, which uses forests of randomly split trees. For each tree, the method randomly selects a feature and a random feature value. The data set is divided into two parts in each step until each data point becomes “isolated” (split from the rest of the data). If the data point is an outlier, it will have a small tree depth (e.g. data point gets quickly separated from the rest by selecting values in just a few features). Tree depth is then averaged between all the “isolation” trees and considered an anomaly score (e.g. if the average tree depth for a point is 1.3, the point is easily separable after a small number of splits). LocalOutlierFactor (LOF) [7] is another outlier removal method, which estimates the anomaly score from local deviation of density within k-nearest neighbourhood. LOF relies on the calculation of a local reachability density (LRD), which represents the inverse of the average reachability distance (RD) of neighbouring data points from the selected data point. Reachability distance (RD) represents the distance to the most distant neighbour within a k-sized neighbourhood (k is also hyper-parameter). LOF of data point then represents the relation between LRDs of neighbours and its LRD and can take values: a) above 1 (higher LRD than its neighbours), b) below 1 (lower LRD than neighbours) and c) equal to 1 (data point has the same density as neighbours). According to the LOF score, we can sort data points and select specific per cent of data points, which have the highest LOF to be eliminated. LOF method relies on the fact that outliers belong to the area where the density of data points is low, while regular data points belong to the high-density area. To summarise, the above outlier removal procedures are applied in conjunction with the proposed optimisation framework and regression models and show a significant improvement in prediction accuracy as further detailed in Section 5.3.

### 3.8. Outliers from ORM point of view

We would like to make the observation that all the incidents have scalar degree of anomaly when applying outlier removal method. therefore, there are no discrete categories of outliers and normal data points from an outlier method point of view. We simply remove a per cent of data points (e.g. 2%) with the highest degree of anomaly. These points are either easily separable using IF method (tree-based) or remain on a low local density area for the LOF method (distance-based).

So does our outlier removal method actually remove long-term incidents failing to distinguish them from outliers? ML methods in our case, find outliers not only by the value of duration but by including all reported variables (e.g. 25 in the case of Arterial roads). Our aim in this work is to remove incident reports which have very rare characteristics.
Incident duration prediction using Machine Learning overall, which are also known to negatively affect the ML method performance [34].

Figure 5: Data sets with 10% of points with the highest anomaly score removed using IsolationForest: a) Arterial roads, Sydney, Australia b) M7 Motorway, Sydney, Australia c) San-Francisco, USA

Fig. 5 Showcases Data sets with 10% of points with the highest anomaly score removed using IsolationForest: a) Arterial roads, Sydney, Australia b) M7 Motorway, Sydney, Australia c) San-Francisco, USA. By performing experiments with an outlier removal (isolation forest, 10% of point with the highest anomaly rate removed), we see how many incidents were removed according to each duration interval. An important finding is that outliers do not reside in the area of long-term incidents but rather scattered among the general population of incidents.

3.9. Intra/Extra Joint Optimisation for ML regression prediction (IEO-ML)

This section presents our novel enhancements of ML regression models by constructing an intra/extra optimisation technique to jointly optimise the hyper-parameters of the regression models together with previous outlier optimisation methods. In the rest of the paper, we denote this approach as IEO-ML, where ML is one of the regression models previously described (GBDT, XGBoost, RF, kNN, LR, LGBM). We introduce this approach for multiple reasons: 1) the traffic incident data is prone to errors during the data collection, which is attributed to human factors
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(e.g. presence of incidents with 0 and 1-minute durations, for example), 2) an outlier removal performance cannot be assessed on the new dataset with no marking for outliers; thus, we can assess outlier removal performance by looking at model performance with outlier removal applied, use joint outlier removal and modelling to assess the outlier removal performance metrics, 3) both the outlier removal method and models have hyper-parameters forming a single hyper-parameters space, 4) we assume that the outlier removal can be performed either inside (Intra - see Fig. 6a)) or outside (Extra - see Fig. 6b)) of the cross-validation cycle, and we evaluate the effect of such an approach on the model performance, 5) Intra joint optimisation can provide a more effective outlier removal since common hyper-parameters will be found for different data subsets, which allows ORM to be adapted to different possible combinations of incidents in case of the model deployment and prediction on the newly acquired incident log. Overall we want to compare and observe the impact of each technique on the accuracy of regression models and detect the best combination of Intra/Extra joint optimisation and various ML regression models.

Further, we present our proposed IEO-ML algorithm in conjunction with the two outlier removal methods IF and LOF, and several regressions models. Our approach explores the following combinations of ML models in selected working base (decimal or logarithm) with outlier removal and intra/extra joint optimisation; for example, we denote as \textit{iLOF-LT-MLmodel} a “joint optimisation of any available baseline ML model with LOF in a log-transform base within a cross-validation cycle (an intra optimisation)”. As an observation, ORM has specific hyper-parameters but one parameter in common - the percentage of removed samples, which we assume to be outliers (ORperc). Thus, to solve the ORM problem, we assume that the amount of outliers in each data set (ORperc) can take values up to 5%. EJO is performed only once and before the cross-validation cycle, but IJO is performed within each fold in a number of times which is equal to the number of folds. Thus, ORperc has values in \(\{0, 1 \ldots 5\%\}\) for EJO, in \(\{0, 1/5, \ldots, 5/5\}\) for IJO to ensure a comparable amount of removed samples from both approaches. Results for all combinations of the proposed approach inside the incident duration prediction framework are further provided in Section 5.3 for eLOF-ML models, iLOF-ML, iIF-ML, eIF-ML (e.g. eIF-ML is a “joint ML optimisation using IF optimised outside (e) of the cross-validation cycle”).
Incident duration prediction using Machine Learning

**Data:** Traffic incident reports (feature vector $x$, duration vector $y_r$)

**Input:**
- HPSm (Hyper-Parameter Space for Model),
- ORM: Outlier Removal Method,
- HPSor: Hyper Parameter Space for ORM,
- Model: ML regression model $\in \{GBDT, XGBoost, RF, kNN, LR, LGBM\}$,
- Iters: Number Of Iterations (number of random search steps for hyper-parameter optimisation),
- Folds: number of folds for cross-validation,
- sample: function for random sampling from the hyper-parameter space,
- FoldIndexes: function to get sample indexes for training folds and test fold,
- extra: boolean variable stating the use of extra joint optimisation,
- intra: boolean variable stating the use of intra joint optimisation,
- split: function to split data set into two parts - train/test and validation parts

**Output:** Predicted duration vector $Y_r$

$x_{tr}, y_{tr}, x_{te}, y_{te} = \text{split}(x, y)$;

$P = []$;  // temporary cross-validation prediction vector

results $= []$

for $i \leftarrow 1..\text{Iters}$ do

$HY Pm \leftarrow \text{sample}(HPSm)$

$HY Por \leftarrow \text{sample}(HYSor)$

$idx_{\text{train}} = []$;  // indexes of train samples

$idx_{\text{valid}} = []$;  // indexes of validation samples

res $= 0$;  // scoring results

if extra then

$x = \text{ORM}(x, HY Por)$;  // if EO then filter the outliers from the feature vector

for $k \leftarrow 1..\text{Folds}$ do

$idx_{\text{train}}, idx_{\text{valid}} = \text{FoldIndexes}(x, k)$;

$x_{\text{train}} \leftarrow x_{tr}[idx_{\text{train}}], ..., x_{tr}[idx_{\text{train}}]$;  // array of feature vector samples for training

$y_{\text{train}} \leftarrow y_{tr}[idx_{\text{train}}], ..., y_{tr}[idx_{\text{train}}]$;  // array of duration vector samples for training

$x_{\text{valid}} \leftarrow x_{tr}[idx_{\text{valid}}], ..., x_{tr}[idx_{\text{valid}}]$;

$y_{\text{valid}} \leftarrow y_{tr}[idx_{\text{valid}}], ..., y_{tr}[idx_{\text{valid}}]$;

if intra then

$x_{\text{filtered}} = \text{ORM}(x_{\text{train}}, HY Por)$;  // if IO then filter outliers

initialize_model(Model, HY Pm);  // random hyper-parameter initialisation

$m \leftarrow \text{fit_model}(\text{Model}, x_{\text{filtered}}', y_{\text{train}}');  // fitting the model to the filtered train set

y_{\text{pred}} \leftarrow \text{predict}(m, x_{\text{valid}});  // performing predictions

P = [P; y_{\text{pred}}]

end

res $\leftarrow \text{Metric}(y_{tr}, P)$;  // scoring the accuracy of predictions using performance metric

$r[metric'] = res$;  // populating hash-array

$r['HY Pm'] = HY Pm$

$r['HY Por'] = HY Por$

results $= [results; r]$;  // collecting results for sampled hyper-parameters into array

end

best = sort(results, by $= metric'$)[0];  // selecting the best combination of hyper-parameters

initialize_model(Model, best ['HY Pm'])

$x_{\text{filtered}}', y_{\text{filtered}}' = \text{ORM}(x_{tr}, best ['HY Por'])$;  // applying ORM to the training set

$m \leftarrow \text{fit_model}(\text{Model}, x_{\text{filtered}}', y_{\text{filtered}}')$  // performing predictions

Algorithm 1: Intra and extra joint optimisation algorithm with outlier removal and ML regression modelling.
The algorithm represents the modified cross-validation cycle within the randomised hyper-parameter tuning procedure. We use multiple iterations (in fact, attempts) to find optimal parameters both for the selected model (HYPm) and the outlier removal method (HYPor). On every iteration, we sample hyper-parameter sets from hyper-parameter spaces. Then, if extra joint optimisation selected, an outlier removal procedure performed using all the data before the fold-rotation cycle. Then we perform an n-fold cross-validation procedure, where we split data set into training and testing parts (by preserving ratio between them at F:1:1, where F is the number of folds) according to sequentially generated indexes (e.g. in case of 500 data points, fold 0 will represent indexes from 0 to 100 for the testing set, rest of the folds - indexes from 100 to 500 for the training set, fold 1 - 100-200 for the testing set, rest - 0-100 and 200-500 for the training set, etc). Then, if intra joint optimisation is selected within the cross-validation cycle, we perform outlier removal with sampled hyper-parameters using only the train subset within each train-test split. Hyper-parameters for ORM include the percentage of samples to be removed. After removing outliers, we train a model using a train set and make predictions on the test set.

All arrays with actual and predicted samples collected to be used after the fold-rotation cycle for the model accuracy estimation using specified metric. Since we are selecting test folds in order and making predictions on them, the predicted duration vector will be composed of prediction results composed of these folds. So, first, we collect the resulting metric together with hyper-parameters, actual and predicted labels. To collect data we use hash-array, which is represented as an array, where each element can be addressed by name and not by index as for conventional array. Then we perform the sorting procedure, which will order solutions according to the resulting metric, where we select the best combination of hyper-parameters. Furthermore, finally, we obtain the predicted duration vector by filtering data using the ORM method, training model on the train/test part and making predictions on the validation part.

4. Incident classification results

This section details the results of the first layer of the bi-level prediction framework related to the classification prediction findings, either via a standard binary classification with varying threshold analysis or via a multi-class classification enhanced by outlier removal procedures.

4.1. Binary incident classification results using varying split thresholds

The first classification problem that we address is to predict whether an incident duration will be lower or greater than a selected threshold (we classify short-term versus long-term traffic incidents), which can then be used to supply the initial assessment needs of the traffic management centre (TMC) under fast decision times. For example, an operational clearance threshold for the Sydney TMC has been currently established at 45 min based on previous operational field experience; however, choosing a fixed threshold for classification can have a significant impact on the results of any prediction algorithm and is highly dependent on the incident duration distribution chart (as represented in Fig. 1-g, h, i). Fig. 2 showcases the data split for the binary classification problem where the threshold $T_c$ (dashed red line) is varying according to the two set-ups mentioned above: every 5 minutes ($T_c \in \{20, 25, \ldots, 70\}$). We name as Subset A all incident duration records which are lower or equal to $T_c$ (if $y_i \leq T_c$), and as Subset B all the incident duration records which are higher than $T_c$ (if $y_i > T_c$). Based on the variation of $T_c$, the size of Subsets A and B will have an impact on the prediction algorithms and this impact is further quantified.

**Figure 7:** Incident duration classification using varying thresholds for a) data set AR b) data set M c) data set SF. The red percentage above each set of ML results indicate the percentage split of Subset A and B for that particular $T_c$.

The results of the binary classification approach of incident durations using a varying split threshold are detailed in Fig. 7 (for a 5-minutes frequency split) across all data sets. More specifically, Fig. 7 presents the F1 results obtained for
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For each ML model that we have developed (XGBoost, LR, LGBM, GBDT, kNN, RF); we observe that other performance metrics have been calculated such as Accuracy, Precision and Recall and these are provided in the Appendix A).

For example, Fig. 7a) showcases the classification results for data set AR in which the blue bar represents the F1-result of the XGBoost classifier (F1 = 0.28) when the data set has been split in Subset A containing incidents with a duration less than 20min (32% of all incident records fall in this subset) and Subset B containing incidents with duration higher than 20min (the rest of 68% of incident records). Therefore, the percentage numbers written in red above each ML result represent the percentage of records lower than the $T_c$ threshold chosen for this experiment.

The split around $T_c = 20\text{min}$ is not ideal given the data imbalance (32% versus 68%) and the low F1 score; therefore further variations have been undertaken which have reported an increased $F_1 = 0.8$ for $T_c = 45\text{min}$. According to these results, if we use the best performing binary classifier, we need to select a threshold between 35 and 50 minutes because: a) it will reduce the imbalance between classes (and thus reduce the effects of imbalanced classification, which is vital for modelling when using a small data set); b) there is only a tiny improvement in F1-score after $T_c > 40\text{min}$; c) it will be a reasonable split for short incidents lower in terms of field operation management. An exciting finding is revealed for $T_c \in (20, 25)\text{min}$: we record an overall lousy performance across all ML models in all data sets (F1-score less than 0.5) while some did not even take effect, such as GBDT; for this reason, we exclude from consideration any thresholds which provide an F1-score of less than 0.5. Furthermore, we set our minimum acceptable F1-score to 0.75, and any model performing lower than this threshold will not be considered for further optimisation. By analysing all sub-figures in Fig. 7 which provide both a good F1 score and class balance, we conclude that the optimal thresholds for the binary classification problem are the following: a) $T_c = 40\text{min}$ for the arterial road network in Sydney (Fig. 7a: $F_1 = 0.79$ and a class balance of 66% for small incident duration), b) $T_c = 45\text{min}$ for the motorway network in Sydney, (Fig. 7b: $F_1 = 0.75$, class balance = 65%) and c) $T_c = 45\text{min}$ for the San Francisco network (Fig. 7c: $F_1 = 0.83$, class balance = 55%).

The other important finding is the cases when $T_c > 45\text{min}$ which present a significant improvement across all models on all performance metrics, with the best result being the one when Subset A incorporates all incidents lower than 70min (which represents the majority of incidents); this is easily explained by the fact that we use almost all the entire data set for training of the models. However, the binary classification can be a rough estimate. If TMCs need a higher prediction precision instead of incidents less than 45min or higher (which can last up to several days), then several regression and multi-class classification models are needed to provide more precise predictions. These will be further detailed in Sections 6 and 7. We will further use the detected optimal thresholds for each data set to perform the split between subset A and B in various scenarios of the incident duration regression problem.

Tree-based models yield similar results. However, in multiple cases (e.g. 35, 45, 50, and 60-minute thresholds for data set AR, 25, 30, 40, 60-minute thresholds for data set M), XGBoost produces a slightly better result than other tree-based models. Thus, we are selecting XGBoost as the best model for the incident duration classification.

4.2. Classification with outlier removal

After selecting the optimal thresholds for binary classification, we further assess the effect of: a) low-duration outliers (LDO) (which we define as reports of incidents with zero or less than a few minutes duration) and b) high-duration outliers (HDO) as in the San-Francisco data set, by trying different outlier removal procedures, as depicted in Fig. 8.

For example, an LDO Threshold of 1min represents removing outliers below 1 minute (e.g. 0min) and the per-
percentage above each removal test. For example, 99% indicates the number of samples remaining after such removal. Removing these outliers is essential since it represents errors in the incident reporting and may affect the accuracy of prediction. For example, Fig. 8a represents the LDO removal from the data set AR, up until 10min reported incident durations; by removing these outliers, we observe that the F1-score does not fall below the acceptable threshold of 0.75 until 5min (this indicates that removing all accidents reported with a duration of 0 or lower than 5min does not reduce the model performance. Therefore, we applied an LDO removal for all traffic incidents for this data set with a duration below 5min. For the data set M, the effect of LDO outlier removal is more significant, as depicted in Fig. 8b. This data set contains a lot of incidents with duration of 0 and 1 minute (which represents almost 15% of the entire data set); by removing these, we observe that the highest F1-score drops down to 0.74 across all ML models, which falls below the acceptable threshold for a good prediction accuracy). Therefore, we decide to remove only incidents with duration of 0min or 1min from this data set. Lastly, in the case of the San-Francisco data set, we have a completely different range of outliers since there are no incidents reported with a duration of fewer than 17 minutes (see Fig. 8c). There are multiple incidents cleared off at around 29min and 360min (as represented as well in Section 2, which can be identified as HDO. However, by removing these HDO data points from the ML model training (representing almost 38% of all incident records), we observe a depreciation of the F1 score from 0.85 to 0.76 for XGBoost, while some models dropped to lower values below 0.7). Therefore, the removal of HDO for the San Francisco data set cannot be adopted due to several reasons: 1) we cannot separate “rounded” duration from actually reported duration, 2) the amount of these values is almost half of the data, which becomes property of the data set, 3) these outliers still convey information related to the separation between short-term and long-term traffic accidents and 4) all models perform better when using the entire data set than with outlier removal, which makes the ORM procedure in this case non-necessary. Finally, we observe that the outlier procedure is highly related to the specificity of the data set and the incident area location, not by making default assumptions on either LDO or HDO.

4.3. Multi-class classification

While binary classification can provide fast insights in the overall incident duration, traffic incidents can have more precise duration definition and can be split (based on the histogram profiling) into short-term, mid-term, long-term. In this case one needs to solve a multi-class classification problem. We have split this problem into two subsections in which we analyse the impact of choosing three equally sized classes, versus quantile varying split thresholds and analyse the best approach.

4.3.1. Equally split multi-class classification

Firstly, we analyse the impact of using equally-sized classes (based on duration percentiles of almost 33% from each data set). We use F1-macro to assess the performance of a multi-class classification, defined as the unweighted average of class-wise F1-scores:

\[
F1\text{-macro} = \frac{1}{N} \sum_{i=0}^{N} F1\text{-score}_i
\]  

(11)

where \(i\) is the class index and \(N\) is the number of classes. Table 2 contains the F1-macro scores across all three data sets for a 3-class prediction problem which can be calculated across each data set independently. For example, \(C1\) for data set AR in Sydney contains incidents between 0 – 24min, while \(C1\) for the SF data set contains incidents between 0 – 30min; similarly, the \(C3\) class for the SF data set contains substantial incidents which can reach up to 2,715min (45h) (this is consistently larger than 710min or 595min in Australia). The F1-macro score is aggregated across all classes, and a low value (below 0.5) indicates that we cannot use a 3-class split for the data set AR (F1-macro=0.35) and M (F1-macro=0.46), but we can do so for the data set SF (F1-macro=0.72). The significant difference between these data sets is the number of records (584 incident records for the data set AR versus 8,754 records for the data set SF), which may affect model performance. The precision of predictions on the data set indicates how many classes we can have to distinguish traffic incidents by duration. However, each data set’s specificity seems to dictate the best classification approach to be done and further justifies the need for a more refined regression prediction approach.

4.3.2. Varying multi-class classification via quantile split

To analyse the effect of splitting data into more varying groups we performed a multi-class classification procedure using quantiles and the F1 results are provided in Figure 9 for three data sets: Figure 9a) when using the Arterial Roads in Sydney, Australia and b) when using M7 Motorway data set and c) when using the San Francisco data set. The result
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| Dataset | [0 − 33\%]_{C_1} | [33 − 66\%]_{C_2} | [66 − 100\%]_{C_3} | F1-macro(3-class) | F1 (2-class) |
|---------|-------------------|-------------------|-------------------|------------------|-------------|
| Data set AR | 0-24 min          | 25-44 min         | 44-710 min        | 0.35             | 0.79        |
| Data set M  | 0-24 min          | 25-54 min         | 54-598 min        | 0.46             | 0.74        |
| Data set SF | 0-30 min          | 31-71 min         | 72-2,715 min      | 0.72             | 0.85        |

Table 2
Multi-class classification results for equally-sized 3-class split

The metric represents an average of F1-scores across classes, where multi-class classification performed as 3 one-vs-all classifications.

The low/high threshold matrix represented in Figure 9 indicates a 3-class split performance and allows for the modelling of different size groups separated by quantile thresholds. As an example, the Ox axis in Figure 9a) represents the first threshold split ranging from [10\% to 80\%], while Oy represents the second threshold split percentage ranging from 20\% to 90\%. The coloured dots represent the F1 scores obtained when splitting the data according to the two thresholds; for example, the combination quantile pair of [10\%;20\%] gives an F1 score of 0.34, meaning a multi-class split of data logs between the following three classes \{C_1 = [0–10\%], C_2 = [10\%–20\%] and C_3 = [20\%–100\%]\} does not provide good accuracy. Instead, when using the first quantile threshold of 0.3 and the second quantile threshold of 0.6 (meaning \{C_1 = [0–30\%], C_2 = [30\%–60\%] and C_3 = [60\%–100\%]\}), we obtain the highest F1-macro score, F1 = 0.44.

![Figure 9a](image1.png)

![Figure 9b](image2.png)

![Figure 9c](image3.png)

**Figure 9:** Multi-class (3-class) classification using quantile splits for a) data set AR b) data set M c) data set SF

In the case of M7 Motorway (see Figure 9b), we obtain the best performance for 20\% and 60\% quantile thresholds (meaning \{C_1 = [0–20\%], C_2 = [20\%–60\%] and C_3 = [60\%–100\%]\}; 20\%, 40\%, 40\% size grouping. Other options...
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include \(\{20\%, 70\%\}\) and \(\{10\%, 60\%\}\) duration thresholds.

In the case of San-Francisco (see Figure 9c), we obtain the best performance for 10% and 90% quantile thresholds (meaning \(C_1 = [0–10\%]\), \(C_2 = [10\%–90\%]\) and \(C_3 = [90\%–100\%]\)); this means that the best data split when using quantile thresholds for San Francisco is a \(\{10\%, 80\%, 10\%\}\) size grouping. This is highly explained by the incident distribution plots for the San Francisco area which is different than the rest of data sets.

Figure 10: Regression using Quantiled Time Folding for a) data set AR b) data set M c) data set SF

Figure 11: Regression using randomised 10-folds for a) data set AR b) data set M c) data set SF

To further see the impact on error by various incident duration groups we introduce the Quantiled Time-Folding and present the results in Figure 10. Incident reports are separated into equally-sized duration groups to perform the procedure of cross-validation (each 9 folds evaluated against 1 excluded fold, repeated 10 times). For all three data sets, incidents with the longest duration have the highest contribution to error, even though they represent only 10% of the data set. Considering this error, we may choose to use the hybrid classification-regression framework, where we perform regression only for intervals with acceptable prediction error. Quantiled Time-Folding can also be useful to see the contribution to error of every duration group and possible extrapolation error towards incidents with unobserved duration groups. Also, the RMSE metric showcased in Figure 10 is related to the scale of duration observed in the fold (e.g. high durations can easily translate in high errors), whereas if we adopt a regular 10-fold cross validation (see Figure 11), the RMSE error remains below 125.0 for most of the folds.

5. Incident duration prediction using regression: results

The final objective of the bi-level framework is to predict with an accuracy at the minute level the length of a freshly reported incident, regardless of its previous classification as either short, medium or large. Therefore, the second step of the bi-level prediction framework is to develop more advanced regression models that can adjust to each data set independently and over-perform baseline ML models previously used to solve classification problems. When training such regression models, a significant step is the size of the data set and the distribution of the target variable (incident
duration). Due to the long tail distribution of incident duration and the class imbalance problem previously identified, we need to design and construct various regression models capable of learning from various types of data sets to make accurate predictions. However, with limited information (small data set size), the prediction results can be skewed (this effect of prediction skewing will be further discussed). This section first presents the regression results obtained across several scenarios of model training, validation and testing, followed by results of our proposed Intra-Extra Optimisation algorithm applied over all baseline ML models.

5.1. Regression scenarios results and comparison

In order to find the best set-up that works for traffic incident prediction in TMCs, we test various regression scenarios (detailed previously in Section 3.6), which show the extrapolation performance for different ML methods. The outlier removal procedures (LDO, HDO) together with the classification thresholds (which separate short-term and long-term duration of incidents) are selected as described in Section 4.1-Section 4.2. The primary purpose of this section is to recommend the best scenario set-up for model training and validation when parts of the data set might be hidden. Table 3, Table 4 and Table 5 present the MAPE results for all 7 scenarios (All-to-All, AtoA, AtoB, BtoB, BtoA, AltoA AltoB) using all the Baseline ML models across all three data sets (and a dedicated winning regression model across each scenario - last column). Overall, XGBoost seems to be the best regression model in a majority of scenarios across data set AR and M (Table 3,Table 4): 1) the improvement from using XGBoost shows the lowest MAPE for scenario AtoA of 49.11 and 67.92 correspondingly (predicting short term incidents only using only short term training information), 2) XGBoost also the best performing model for All-to-All regression (59.36% and 85.98% MAPE correspondingly). The main difference between LGBM and XGBoost results is that LGBM struggles with extrapolation to lower values as seen in scenario B-to-A for all data sets: 292.68% vs 77.66% MAPE for data set A, 663.12% vs 180.77% MAPE for data set M, 166.06% vs 32.62% MAPE for data set SF for LGBM and XGBoost correspondingly.

In the SF data set, the LGBM is the best performer reaching a MAPE of 9.34% for the AtoA scenario (which is almost 10 times better than the same scenario for the M data set) and 33.16% MAPE for All-to-All scenario. This is a significant improvement that reveals what model is adapting to what data set, but most importantly, that each data set reacts differently to the seven scenarios. In the following, we provide a summarised comparison across a selection of few scenarios and their performance.

| Model       | LGBM | RF  | LR  | GBDT | KNN  | XGBoost | Best model |
|-------------|------|-----|-----|------|------|---------|------------|
| AlltoAll    | 82.76| 117.28| 110.99| 113.41| 107.79| 59.36   | XGBoost    |
| AtoA        | 60.17| 59.49| 59.92| 62.08| 58.35| 49.11   | XGBoost    |
| AtoB        | 64.46| 64.39| 64.34| 63.82| 64.68| 64.39   | GBDT       |
| BtoA        | 292.68| 381.61| 367.16| 348.09| 349.62| 77.66   | XGBoost    |
| BtoB        | 29.52| 25.03| 45.14| 46.26| 43.82| 27.55   | RF         |
| AltoA       | 117.78| 121.82| 175.48| 176.71| 120   | 51.18   | XGBoost    |
| AltoB       | 34.39| 37.47| 32.11| 31.67| 35.57| 37.46   | GBDT       |

Table 3
MAPE results for all 7 scenarios on data set AR

**Scenario AtoA** uses short-term traffic accidents (below $T_c$) for both training and the prediction. XGBoost shows a significant performance for AR and M data sets compared with other scenarios; more specifically, they outperform by 10% all models in data set AR (MAPE=51.2) and 30% all models in dataset M (MAPE=68.4). For the SF data set, the improvement is even larger (MAPE=12.7), but XGBoost loses ground over LGBM, which reaches a MAPE=11.0. The comparison of scenarios AtoA and AltoA shows that adding incidents with a longer duration can severely affect the prediction performance across all data sets, regardless of the size or location of the incident logs. For the best prediction performance on data sets AR, M and SF, we need to split the data and use separate models for the short-term incidents as predictions become skewed towards longer incident duration. Thus, if we predict short-term incidents using only short-term incidents data logs, we obtain a higher accuracy across all data sets.

**Scenario AtoB** is unique because regression models are trained on Subset A, which contains short-term incident duration logs while they are trying to predict long-term incidents; therefore, the performance is much worse than for AtoA scenario since incidents with long duration are much scarcer and have unique traffic conditions. BtoB scenario shows lower error than AtoB across all three data sets (e.g. BtoB provides 23.69% MAPE and AtoB provides 65.53%
MAPE for best models for data set SF). Vice-versa, Scenario BtoA shows very high extrapolation errors across all methods to lower values. Adding short-term incidents into the training set of long-term incidents (when we move from BtoA to AlltoA scenario) significantly reduces the error (76.71% MAPE for scenario AlltoA, data set M using XGBoost), but it is still significantly higher than for AtoA scenario (67.92% MAPE for M data set using XGBoost). Scenario BtoB shows better performance (e.g. MAPE=31.18% for dataset M using XGBoost) than using data addition (such as the case of AlltoB, where MAPE=34.21% using best model) or any extrapolation (as in the case of AtoB, where MAPE=68.62% using best model). By comparing scenarios AtoB and AlltoB we observe a significant performance improvement when adding data for long-term incidents and predicting subset B (from 63.82% to 31.67% MAPE for dataset AR using best model), where error is still higher than for BtoB (25.03%, AR, best model). Scenario BtoA shows high prediction errors across all scenarios highlighting a bad extrapolation accuracy when predicting short-term incidents duration using long-term traffic incident data. It means that prediction of the duration of short-term incidents should be performed separately from long-term incidents. Thus, we can’t use long-term incidents to predict the duration of short-term incidents and vice versa if we are looking at maximising model performance with limited dataset; the second reason lies mainly in different traffic behaviour along with severe accidents that can last for several hours which are harder to clear off - these require similar previous events in order to be predicted for their duration.

### 5.1.1. Fusion framework for the incident duration prediction

In comparison to the above proposed framework, we also present a fusion framework approach, which can be applied when the incident duration category is unknown. When an incident occurs, the incident duration category is not known, but we have a historical data on traffic incidents which allows us to predict the incident duration category and apply specialised regression models (oriented towards the prediction on subsets of short-term and long-term incidents). We further propose two possible approaches to this problem:

- **the pipeline approach** (see Fig. 12a): we train a classification model using a historical data available to predict the incident duration category. Then we predict the incident duration category using the available incident reports. This prediction decides which model we need to use for a further regression (either specialised on short-term or long-term incident duration prediction). The prediction result of the specialised model is then considered to be the final prediction. Specialised regression models are trained on their corresponding subsets. In this case, the decision about the incident duration class is made by the classification model only, which becomes the most important part of the model that is highlighted by significantly improved results (see Tables 3 to 5).
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- **the fusion approach** (see Fig. 12b): instead of relying on the classification model to decide on the incident duration subset, we place a decision-making function on the additional "fusion model", which is the global regression model; it now receives the prediction results from the classification model, the regression models specialised on short-term and long-term incidents (subsets A and B) and from the regression model trained on historical data of traffic incidents regardless of the incident duration group. After training all these models on historical data, we perform the incident duration prediction on this historical data. We then use these predictions (such as the predicted incident class, the incident duration predicted by short-term incident duration regression model, the incident duration predicted by the short-term incident duration regression model, and the incident duration predicted by the regression model) in order to train the global fusion model to make a final prediction of the incident duration; we call this the global fusion model and the predicted duration is a result of multiple models fused in a centralised architecture.

The fusion approach can be perceived as the ensemble model, which allows to solve the computational problem of model training. Ensemble models may perform better than single models due to three main reasons: [13]: a) statistical: without sufficient data, a model can find multiple hypothesis about the data approximation which has the same accuracy. Each of these hypotheses can lean towards its local optima. By averaging hypotheses, we may find a better approximation of the data; b) computational: many machine learning models may get stuck in a local optima (e.g. stochastic gradient descent in the case of neural networks or the greedy split finding in the case of decision trees). An ensemble constructed by models performing local search from many different starting points may provide a better prediction performance than the individual models [13, 3], c) representational: each model forms an approximation (representation) of the data, which forms a local representation hypothesis. By combining models it is possible to extend the space of representable functions.

![Figure 12: Pipeline (a) and fusion (b) approaches for the bi-level framework structure](image)

In the case of a bi-level framework we have statistical, computational and representational reasons to expect a better performance from using an ensemble model rather than a single model, since we use different kinds of models on different subsets (in our case a simple regression model, a classification model, a regression model for subset A, a regression model for subset B). In other words, by splitting the data and by using multiple models we obtain models that are having different local optima (subset A, subset B models) and a different representation of the data (classification and regression models); in this way we can obtain a better prediction performance using model ensemble than using individual models.
Finally, we compare the fusion model, single regression model (e.g. for the data set SF it is the model with the best performance for the task of All-to-All regression) and the pipeline model (where the choice between the regression models depends on the predictions from the classification model) performance on all three data sets in Fig. 13. We evaluate all model performance on each fold in a randomised 10 fold cross-validation. We observe that the fusion model performs at least not worse than a single model on all three data sets. We use XGBoost as a fusion model. We also use the corresponding best models for each subset of each data set (see Tables 3 to 5) with hyper-parameter optimisation (e.g. LightGBM as a single model, performing All-to-All regression task for the data set SF, RandomForest as a best classification model for data set SF according to Fig. 7). There is a subtle difference in the average RMSE score among the folds for data set A (see Fig. 13a) where the average RMSE for the fusion model is 59, for the single regression model is 59.8, for the pipeline model is 62.2). The same is for the data set M (see Fig. 13b) where 68.9, 68.4 and 70.8 are the average RMSEs for the fusion, single and pipeline models correspondingly). There is a significant improvement in the average RMSE score for data set SF (see Fig. 13c) with an improvement from 73.6 to 58 of the average RMSE when using of the fusion model instead of the single model); the pipeline model didn’t show any improvement in the model performance. Overall, results show that data availability (the amount of information available about the incidents, which is high for the data set SF) can significantly affect the performance of the fusion model.

Given the observed performance (from a subtle difference to significant improvement) we recommend to use the fusion approach within bi-level framework for the task of the incident duration prediction.

![Figure 13](image_url)

**Figure 13:** Comparison of the fusion and single model performance for a) data set AR b) data set M c) data set SF. Dashed lines represent the average RMSE score across all folds for each corresponding model

### 5.2. Outcomes and recommendations

From an operational perspective the scenario All-to-All is the ideal situation when traffic management centres would have in their data base both long term and short-term incidents. However, from an operational perspective, several records of short incidents for example and not being kept all the time, while long incidents are often being transferred to various other division if they last more than one day, and they become more of a road infrastructure problem rather than an operational problem which requires constant intervention.

Scenario modelling shows that the baseline ML models are not improving when facing incident duration extrapolation or data addition (e.g. AlltoA versus AlltoA, BtoB versus AlltoB); these two training set-ups badly affect the model performance extrapolating in any direction.

By evaluating regression scenarios, we highlight the importance that incidents from different groups need to be modelled separately in order to significantly improve the accuracy of duration predictions (see Table 5) for SF data set: if we use all available data, to predict the incident duration, we will have $MAPE = 33.16\%$ (lower is better), but if we managed to categorise incidents into the short-term group, we could model these incidents with only $9.34\%$ error, which is a significant improvement. Also, the classification may point us to which data we need to include in the modelling because if we use all data to predict the duration of the short-term incident (scenario AlltoA), we will have a much higher error $45.35\%$ MAPE than just using the short-term incident for modelling. From the comparison regression of extrapolation scenarios (e.g. scenarios AlltoA versus AtoA), we see how significant can be the impact of having incidents with long duration in the training set when we need to predict the duration of short term incidents, and therefore ML methods become biased towards long-term incidents, which significantly reduces their performance. If we can perform incident duration regression, then we are able to perform incident duration classification as well. We
can do this before performing the regression in each group. In other words, our scenario modelling shows modelling advantages of classifying incidents into duration groups.

Therefore, it is essential for the bi-level framework and traffic incident duration prediction to use separate models for short-term and long-term traffic incidents. Moreover, tree-based methods significantly outperforming LR demonstrates that traffic incident regression is a complex non-linear problem that requires more advanced investigations. This aspect was the one that motivated our research to further improve and build a better ML framework for any type of incoming data set, and the results of this novel IEO-ML framework are further detailed in the following section.

### 5.3. Regression results for proposed IEO-ML model

In this section, we employ our proposed Intra-extra joint optimisation approach previously presented in Section 3.9 and we further present the results of the All-to-All regression scenario, with a log-transformation of incident duration and several outlier removal techniques such as the LocalOutlierFactor (LOF) and the IsolationForest (IF), previously described in Section 3.7. All results across the three data sets are presented in Table 6-Table 7-Table 8.

| $ML_j$ | Log | Unprocessed | iIF-Log | eIF-Log | eLOF-Log | iLOF-Log | Best approach  |
|--------|-----|-------------|---------|---------|----------|----------|----------------|
| LGBM   | 80.4| 81.1        | 79.9    | 82      | 78.4     | 80.8     | eLOF-Log-LGBM  |
| RF     | 80.3| 121.9       | 79.5    | 80.7    | 78.5     | 79.1     | eLOF-Log-RF    |
| LR     | 80.0| 128.4       | 80.4    | 81.6    | 80.5     | 80.5     | Log-LR         |
| GBDT   | 79.4| 128.2       | 82.0    | 81.3    | 81.4     | 83.4     | Log-GBDT       |
| KNN    | 82.9| 127.4       | 82.3    | 86.2    | 81.7     | 81.3     | iLOF-Log-kNN   |
| XGBoost| 59.4| 61.1        | 60.8    | 59.8    | 60.9     | 59.9     | Log-XGBoost    |

Table 6
MAPE results for All-to-All scenario of data set A, using different ORM approaches and incident duration transformation, via the proposed IEO-ML approach.

For the data set A (Table 6), we observe a significant impact of using the log-transformation of the incident duration vector via the resulting MAPE (see Unprocessed versus Log columns). Since the log-transformation provides a significant improvement among majority of ML models, we decide to use it in our outlier removal scenarios. When comparing results across all models, both regular and re-enforced by our IEO approach (column comparison - see Best $ML_j$ results), we observe that XGBoost is the best performing baseline model for this data set reaching a 59.4 MAPE. Furthermore, when comparing results across regular ML models versus our proposed IEO-ML enhancements (row comparison), then the extra optimisation approaches seem to outperform the intra optimisation approaches (see iIF-Log versus eIF-Log and eLOF-Log versus iLOF-Log columns). The last column indicates the best approach that won across all proposed IEO approaches where for example, eLOF-Log-RF model is read as the extra optimisation method applied together with the Local Outlier Factor and Random Forest over the log scale data transformation; for this data set A results indicate a similar performance between using baseline ML models with log transformation versus enhanced IEO-ML - for example the joint optimisation provides an improvement (eLOF-log-LightBGM, eLOF-log-RF) versus the cases cases when only the baseline ML with the log-transformation was used (e.g. Log-LR, Log-BDT). However, the A data set is very small and has a special behaviour when compared to the others as further results revealed.

For the data set M (Table 7), when we use Log-transformation, we observe very high MAPE scores (100% and higher), except for XGBoost, which provides a MAPE of 78.6%. When comparing the models with each other against the IEO enhancements as well (column comparison), using XGboost as a baseline seems to over-perform all the other approaches, with the best results being a MAPE=77.5 for iIF-Log-XGBoost. When comparing against the proposed approaches (row comparison), the Intra joint optimisation using Isolation Forest in log-transform shows the best performance on this data set for four models (iIF-Log-LGBM, iIF-Log-LR, iIF-Log-kNN, iIF-Log-XGBoost), which can be attributed to data set data structure - outliers can be better analysed using tree-based outlier removal methods rather than distance-based LOF. For the majority of models (4 out of 6), our proposed joint optimisation algorithm obtains the best results for this data set.

For the data set SF (Table 8), we observe two competing models - LGBM and Random Forests with a prevalence for Random Forests (column comparison - see Best $ML_j$ results). Also, we observe a considerably lower MAPE score.
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| $ML_j$ | Log | Unprocessed | iIF-Log | eIF-Log | eLOF-Log | iLOF-Log | Best approach |
|--------|-----|------------|---------|---------|---------|---------|---------------|
| LGBM   | 124.6 | 138.0 | 123.6 | 126.8 | 125.1 | 124.1 | iIF-Log-LGBM |
| RF     | 126.3 | 238.6 | 126.6 | 126.7 | 127.1 | 126.6 | eIF-Log-RF   |
| LR     | 130.7 | 245.9 | 129.8 | 129.9 | 131.1 | 131   | iIF-Log-LR   |
| GBDT   | 126.7 | 240.1 | 126.9 | 126.7 | 127.2 | 126.9 | Log-GBDT     |
| KNN    | 139   | 248.2 | 135.1 | 137   | 139.4 | 138.2 | iIF-Log-KNN  |
| XGBoost| 78.6  | 113.2 | 77.5  | 80.6  | 78.3  | 79.6  | iLOF-Log-XGBoost |

Table 7
MAPE results for All-to-All scenario of data set M, using different ORM approaches and incident duration transformation, via the proposed IEO-ML approach.

| $ML_j$ | Log | Unprocessed | iIF-Log | eIF-Log | eLOF-Log | iLOF-Log | Best approach |
|--------|-----|------------|---------|---------|---------|---------|---------------|
| LGBM   | 29.9 | 32.6 | 29.7 | 29.5 | 30.2 | 29.9 | eIF-Log-LGBM |
| RF     | 28.9 | 38.7 | 28.7 | 28.9 | 28.8 | 28.9 | iIF-Log-RF   |
| LR     | 72.6 | 140.5 | 72.8 | 73.1 | 73.3 | 72.4 | iLOF-Log-LR   |
| GBDT   | 31.2 | 46.3 | 31.5 | 31.4 | 32.4 | 32.2 | Log-GBDT     |
| KNN    | 61.5 | 108.6 | 61.7 | 62.5 | 62.2 | 61.8 | Log-KNN      |
| XGBoost| 31.7 | 35.1 | 31.9 | 31.6 | 32.7 | 31.0 | iLOF-Log-XGBoost |

Table 8
MAPE results for All-to-All scenario of data set SF, using different approaches for ORM and incident duration transformation, via the proposed IEO-ML approach.

for the best performing models which reached the lowest threshold of 28.7 across all the data sets used in this study. This reveals the power of more complete and larger data sets which can significantly improve the model performance. When comparing the IEO approaches (row comparison), the intra joint optimisation shows improvement across three models and more specifically for the best performing model on this data set, RF. One consistent finding across all results is the fact that the log-transformation of the incident duration vector should be used at all times for incident duration prediction since it significantly improves predictions accuracy; this is mostly related to the long tail distribution and extreme outliers which can affect the final errors in the model performance evaluation. Overall, the best performing models are considered to be XGBoost and Random Forests.

To summarise, every data set has its specifics in the data structure, which make some models and outlier removal methods performing better than others. Thus, it is necessary to deploy different models and outlier removal approaches on every data set. Conventional models (KNN and Linear Regressions) show the highest error which is almost twice in comparison to tree-based models. Thus, tree-based models are preferred options for solving the incident duration prediction together with adapted optimisation and outlier techniques. Overall, we proved that our proposed intra joint optimisation is improving the regression results across multiple data sets (especially data sets M and SF in 7 out of 12 cases). The joint optimisation of the model together with the outlier removal method shows a significant improvement in majority of cases (12 out of 18) across all three data sets.

5.4. Bi-level framework implementation

The code for the bi-level framework exploring previously described scenarios can be found by the link: https://github.com/Future-Mobility-Lab/bi-level-framework

6. Feature importance impact and evaluation

Finally, we evaluate the feature importance using a Shapley value calculation in order to estimate the contribution of each feature to the final prediction score. Each point related to a feature is shown in Fig. 14 and represents the SHAP value score (Oy-axis), coloured by its value (from low to high), while the Ox-axis shows the impact of that feature information on the entire prediction output. The used models for this feature importance analysis are the winning
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**Figure 14:** Feature importance for All-to-All regression using XGBoost for a) Arterial roads, Sydney, Australia b) M7 motorway, Sydney, Australia c) San-Francisco, USA

models of each data set (A, M, or SF) as previously discussed.

The hour-of-the-day when the incident started is among the top 5 features sorted by importance (ranked on the 1st place for data set A, 3rd for M and 4th for SF). For example, Fig. 14a) showcases that as the hour of the day increases (getting closer to midnight) the traffic durations are lower as the congestion is lower and rescue teams arrive faster to the accident location; this is the opposite on the motorways as Fig. 14b) reflects that rescue teams have a harder time reaching the incident location in the evening, which is mostly explained by the high distance of the motorway from the local incident management centre. The incident reporting source also has a high significance (ranked as 7th most important for A, 2nd for M, 2nd for SF). The Ox-axis on SHAP plots represents the impact on model output (e.g. the effect on the predicted duration value). Even though the average temperature is considered significant, its effect on the regression model output is very small $[-5 \text{ min}; +5 \text{ min}]$ for data set AR, $[-5 \text{ min}; +5 \text{ min}]$ for data set M, $[-25 \text{ min}; +25 \text{ min}]$ for data set SF. The distance from CBD (DistanceCBD) is important in the data set A, as it can point at some problematic areas, therefore causing a higher incident duration. The number of affected lanes is also an important feature for incident duration prediction on arterial roads in Sydney. The model outputs for the M7 motorway revealed that is highly dependent on the sector ID (similar to the traffic zones in the data set A), which may be linked to the nature of the location or to the distance from incident management agencies. The average daily temperature also affects predictions (3rd place in A, 7th in M and 6th in SF). Weather factors (rainfall) are found to play a significant role in the M and SF data sets (humidity and barometric pressure may be predictors of rainfall). Different incident sub-types in the M data set (e.g. car, motorcycle, truck, multi-vehicle) contribute to the difference in the accident duration. Severity is weakly connected to the incident duration in the A and SF data sets. It is important to note that the SF data set contains 49 features, but 39 are of very low importance for the incident duration prediction. The length of the affected road segment (Distance in SF) may also be an essential feature which is not found in Sydney data sets. Overall, the specificity of each data set is reflected once again not only in the models that may be more successful than others but also in the way that the same model can provide various feature importance due to each country, their unique
Incident duration prediction using Machine Learning

6.1. Short-term vs long-term incident duration prediction feature importance

We further perform a comparison of feature importance for the duration prediction of short-term vs long-term traffic incidents, across all data sets.

6.1.1. Arterial Roads Feature Importance, Sydney Australia.

Fig. 15 showcases the Feature importance for All-to-All regression using XGBoost for a) short-term incidents b) long-term incidents of Arterial roads, Sydney, Australia. When analysing long-term incidents, one important observation is the direct influence of the number of affected lanes on the severity and duration of disruptions. However, this feature is found to have low importance for short-term incidents. The farther short-term incidents happen from the CBD, the longer it takes to clear them off. The location of the incident is extremely important for both long and short term incidents, most likely due to the easiness to reach the affected location by the intervention teams. Another important factor affecting the short term incidents in Sydney seems to be the travel patterns for commuting [month of the year, day of week, sectionID, section capacity]. Also, the DayOfWeek (value ranges from 0 to 6), we see that the higher the value (closer to the end of the week), the longer it takes for the incident to clear. Also, some sectors reflected by the SectionID feature demonstrate a lower incident duration, which may highlight that some specific areas of the city are less affected by traffic incidents.

6.1.2. Motorway Feature Importance, Sydney Australia.

Fig. 16 showcases the Feature importance for All-to-All regression using XGBoost for a) short-term incidents b) long-term incidents of M7 Motorway, Sydney, Australia. One immediate observation is the fact that the data has 3 sources of reporting, and this can be seen as three different distributions in the top 1 most important feature ranked in Figure 4a). The source reporting the incidents seems to be the one factor which influence the most the incident duration. When comparing the top features for both short versus long term incidents, these are almost the same in both subsets: average temperature, the hour when the incident happened, the Sector ID, the direction of travel and the source of information that reported the incidents. Overall, for this data set, same features can be collected for both types of incidents.

6.1.3. San Francisco Feature Importance, U.S.A.

Finally, Fig. 17 showcases the feature importance for All-to-All regression using XGBoost for a) short-term incidents b) long-term incidents of San-Francisco, USA. This data set is very different than the rest, but as in the case of M7 motorway, the source reporting the incident seems to be most important factor affecting the duration – this is

Figure 15: Feature importance for All-to-All regression using XGBoost for a) short-term incidents b) long-term incidents of Arterial roads, Sydney, Australia
most related to the way the information is received to the centre (from road users, from local traffic agents, from
video camera surveillance, etc.). We observe that short-term and long-term incident are very different in their nature
and incident characteristics found to have different importance in the prediction of the incident duration. For the SF
data set, the most important features are Source, monthidx, SHour, regardless of the incident duration. In terms of
large accidents however, the distance from the CBD is very important while for small accident the humidity plays an
important factor ranking 4th (which might indicate that weather in San Francisco can cause small traffic accidents to
happen often). Overall, despite all data sets being different, their specificity and feature important is highly related
to their setup, the location of the network and the way the management centre received and handle the disruption. In
order to help improve the prevention techniques more effort should be invested in understand which source of incident
reporting causes the most errors overall and why.

Figure 16: Feature importance for All-to-All regression using XGBoost for a) short-term incidents b) long-term incidents
of M7 Motorway, Sydney, Australia

Figure 17: Feature importance for All-to-All regression using XGBoost for a) short-term incidents b) long-term incidents
of San-Francisco, USA
7. CONCLUSIONS

This paper proposed a novel bi-level framework for predicting the incident durations via a unique combination of baseline machine learning models (for both classification and regression), together with an outlier removal procedure and a novel intra-extra joint optimisation technique. The accuracy and importance of the proposed approach have been proved via three different data sets from 2 countries (Australia and the United States of America) under several scenarios for testing and validation.

**Major contributions:** Firstly, regarding the classification prediction of incidents into short versus long-term: we found that the optimal duration classification thresholds are similar among the three different data sets: 40min for data set AR, 45min for M, 45min for SF. Sydney TIMS also found 45 minutes to be the threshold for incident removal performance evaluation via their on-the-field expertise; this represented a confirmation that our threshold split is in coherence with realistic operational rescue times. Secondly, the best performing and robust models in the classification and regression experiments were the tree-based models (XGBoost, RandomForest, etc.). Thirdly, our extensive regression scenarios demonstrate that the short-term and long-term traffic accidents should be modelled separately. Otherwise, we will observe a drop in performance due to the adverse effect of different scale values in the training set on the model output. Fourthly, our proposed IEO-ML approach outperformed baseline ML models in 12 out of 18 cases (66%), showcasing its strong value to the incident duration prediction problem. Finally, when evaluating the feature importance, we showed that features related to time, location, type of accident, reporting source and weather are among the top 10 critical features in all three data sets. By improving the precision of the most important and removing non-important features from the incident reports, TIMS can significantly improve the quality of data acquisition.

**Limitations of this study:** One of the biggest challenges when studying the problem of incident duration prediction represents data availability. In most cases, the privacy around traffic incidents represents the main reason why data sets are not released publicly. For example, the two data sets from Australia are private and have only been released for the purpose of this study, whereas only the San Francisco data set is made open publicly. Many other countries around the world have not yet fully released their incident logs, and this represents a challenge for this topic. However, if more incident data logs become available, they can represent a good test best for our approach.

Regarding the model performance, we make the observation that the performance of ML methods is highly affected by the data sets and the used methodology. Our approach shows a better performance for 4 of 6 methods in the case of San-Francisco, but if looked more precisely into details, KNN (where there is no improvement) produces an error that is twice as large as the best performing model (GBDT). The same is for data set A when using the LR method. And, with only GBDT left with no improvement may point to the fact that GBDT is robust to outliers and does not need outlier removal (as observed on all three data sets). As can be seen for the data set A, where MAPE is high (80%), there is a very weak connection between features and the labelled data, and thus the performance for all methods is poor. Therefore, there is not much effect from the outlier removal approach on poor data sets or for methods that are weaker by design.

**Future research** can be related to the usage of traffic simulation with information on predicted traffic incident duration included in the decision making process during route planning. For example, the vehicle can consider that a traffic incident is short-term and assume that it will be cleared before arriving at the incident location and therefore reduce its travel time by not planning a route around the incident site. Furthermore, the cost of prediction error and the benefit of traffic accident duration estimation can be estimated from the simulation model, where occasional traffic accidents happen within traffic flow. Also, the benefit of this approach can be estimated for online route planning and not only at the time of the departure.
A. Appendix A

Providing additional results for the threshold variation along all data sets such as (Accuracy, Precision and Recall).

Figure 18: Binary classification performance using varying incident duration threshold
B. Appendix B

Providing additional information with regards to the computational time of various baseline ML models across the three data sets. The findings indicate the RF and kNN seem to be the slowest models to train versus LGBM and XGBoost and LR which are faster from a computational time point of view.

Figure 19: Performance testing of ML models across three different data sets
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