Estrogen regulates divergent transcriptional and epigenetic cell states in breast cancer
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ABSTRACT

Breast cancers are known to be driven by the transcription factor estrogen receptor and its ligand estrogen. While the receptor’s cis-binding elements are known to vary between tumors, heterogeneity of hormone signaling at a single-cell level is unknown. In this study, we systematically tracked estrogen response across time at a single-cell level in multiple cell line and organoid models. To accurately model these changes, we developed a computational tool (TITAN) that quantifies signaling gradients in single-cell datasets. Using this approach, we found that gene expression response to estrogen is non-uniform, with distinct cell groups expressing divergent transcriptional networks. Pathway analysis suggested the two most distinct signatures are driven separately by ER and FOXM1. We observed that FOXM1 was indeed activated by phosphorylation upon estrogen stimulation and silencing of FOXM1 attenuated the relevant gene signature. Analysis of scRNA-seq data from patient samples confirmed the existence of these divergent cell groups, with the FOXM1 signature predominantly found in ER negative cells. Further, multi-omic single-cell experiments indicated that the different cell groups have distinct chromatin accessibility states. Our results provide a comprehensive insight into ER biology at the single-cell level and potential therapeutic strategies to mitigate resistance to therapy.

INTRODUCTION

Estrogen receptor alpha (ER) is essential for the development and homeostasis of the mammary gland and is known to drive up to 70% of all breast cancers. ER is a transcription factor, that upon activation by its ligand, the hormone estrogen, binds to chromatin, modulating gene expression. ER activity across time is not uniform, with ER binding and cofactor recruitment shown to cycle at regular time intervals (1,2). Additionally, other hormone receptors such as the progesterone, androgen and glucocorticoid receptors have been shown by us and others to influence ER’s chromatin binding patterns (3–8). It is unknown whether response to hormone is uniform across all cells in a system and whether heterogeneity in response rates have any biological consequences. Time resolved single-cell studies of in-vitro model systems can hence better fundamental understanding of hormone signaling dynamics. Single-cell omics in recent years demonstrated the highly heterogeneous nature of tumors at both the transcriptional and genetic levels (9–13), significantly contributing to our understanding of tumor evolution and drug resistance (14). The ‘cell state’ model proposed in tumors suggests the existence of fluctuating transcriptional states within the system, allowing potential escape mechanisms under therapeutic pressures. Distinct transcriptional and epigenetic cell states have been shown to exist across breast cancer development in mouse tumor models using single-cell RNA-seq and bulk ATAC-sequencing approaches (15,16). In human breast tumors, Wu et al. recently reported that the PAM50 subtype classification of breast tumors at a single-cell level identified that cells within a single tumor demonstrate signatures across multiple breast cancer subtypes (13). They identified multiple transcriptional states in their studies and report marker gene characteristics of each...
state. From a data analysis perspective, while clustering has proved useful in defining distinct cell groups, such as the differentiated lineages in blood (17), identifying less discrete forms of heterogeneity, such as cell states or signaling gradients within a lineage have been challenging. Further, in developmental processes where transcriptional differences are often a unidirectional continuum, methods such as monocyte and others (18–20) effectively allow recreation of these trajectories. However, these tools are inadequate to interrogate systems exhibiting high levels of plasticity such as embryonic stem cells or signaling networks in cancer. In these systems, transcriptional heterogeneity is less rigid and often occurs as multidirectional or cyclical gradients (2,21). In addition, some a priori knowledge is required about the system to give direction to trajectories limiting the ability to quantify de novo pathways and networks. This highlights the need for alternative computational approaches that allow the study of such latent transcriptional networks.

In this study, we finely map the heterogeneity of response to estrogen across time using single-cell RNA sequencing (scRNA-seq) and single-cell multiome (joint ATAC-RNA profiling) in multiple ER positive (ER+) breast cancer cell lines and patient-derived explant organoid (PdXO) models with the aim of identifying regulatory mechanisms driving heterogeneous hormone response rates. To analyze our findings, we developed a computational tool: TITAN (Topic Inference of Transcriptionally Associated Networks). TITAN is an unsupervised Bayesian topic modeling based approach utilizing latent Dirichlet allocation (LDA). TITAN distinguishes itself in its ability to assay distinct cell states that can be visualized against traditional clusters and UMAP based projections to infer signaling or other transcriptional gradients in a system. Additionally, TITAN uses natural language processing-based dimensionality reduction to aggregate signals into transcriptional networks, improving interpretability. Using TITAN, we find distinct estrogen responsive signatures, occurring in non-overlapping cell populations, also demonstrating distinct chromatin accessibility characteristics.

MATERIALS AND METHODS

Cell line maintenance

MCF-7, T-47D and ZR-75-1 cell lines were obtained from ATCC. MCF-7 cells were maintained in high glucose DMEM with L-glutamine and pyruvate (Gibco, 11995073) supplemented with 10% FBS (Gibco, A5209402) and 1% Penicillin–streptomycin (Gibco, 10378016). T-47D and ZR-75-1 cells were maintained in RPMI 1640 (Gibco, 11875093) supplemented with 10% FBS and 1% penicillin–streptomycin. Cells were grown at 37°C with 5% CO2. Monoclonal cell populations were selected from MCF-7 cells in culture using a limiting dilution approach. Distinct genomic differences were observed between the two clones used in this study by inferCNV analysis (Data not shown, https://github.com/broadinstitute/inferCNV). HCI003 and HCI011 PdXOs were obtained from the Welm lab and maintained in culture as described here (22).

Hormone treatment for scRNA-seq and multiome experiments

Three days prior to hormone stimulation, cells or PdXOs were transferred into their respective phenol-red free media supplemented with 5% charcoal-stripped FBS (Thermo Fisher Scientific, A3382101) and 1% Penicillin–streptomycin (Thermo Fisher Scientific, 15140122) and PdXO specific supplements (22). Culture media was refreshed 1 day prior to treatments. β-Estradiol (E2, Sigma-Aldrich, E2758), progesterone (PG, Sigma-Aldrich, P8783) or both hormones in combination were added at a final concentration of 100 nmol/l each for 3, 6, 24, 48 or 72 hours (h) as noted on figures. After treatment, cells were detached using phenol-red free TrypLE (Gibco, 12604013) and collected in 1X DPBS (Gibco, 14190250). Single cell suspensions from matrigel embedded PdXOs were obtained following dispase and TrypLE dissociation as described (22).

After one wash in 1X DPBS, cells were resuspended in 2% BSA–DPBS at a concentration of 10 000 cells/ml. Following incubation with TruStain FcX blocking solution (BioLegend, 422301), a Totalseq-A Hashtag antibody was added per treatment group. Cells were washed 3 times with 1 ml 2% BSA–DPBS and resuspended at a final concentration into a concentration of ~10 000 cells/ml. Equal volumes of each treatment group were pooled and assessed for cell concentration and viability. Single-cell cDNA and hashtag barcode (HTO) libraries were generated using Chromium Single Cell 3’ version 3 and 3.1 reagents (10× genomics and Biolegend) per manufacturer’s protocols. For multiome single cell data, cell lines were treated with 20 nmol/l β-estradiol and single-cell suspension was prepared as described previously. The Single Cell Multiome ATAC+ Gene Expression kit (10x Genomics) protocol was followed per manufacturer’s guidelines to prepare nuclei, generate droplets and prepare single cell libraries from 16,000 nuclei per lane. Paired-end sequencing of libraries was performed per manufacturer’s protocol on a Novaseq 6000 (Illumina) sequencer with HTO libraries constituting 5% of the sample.

scRNA-seq data alignment and quality control (QC)

CellRanger (v3.0.2) was used to align the raw reads to the human transcriptome (hg38) and create the gene by cell expression matrix using CellRanger’s ‘count’ function. The gene expression matrix was imported into R and the R toolkit Seurat (v4.0.3) was used for QC, dimensional reduction and cluster assignments (23,24). Cells with <500 detected genes were removed. The effects of cell cycle were regressed out using Seurat’s pipeline. Cells were given a G2M-phase and S-phase score using Seurat’s CellCycleScoring function. These two scores were then fed into Seurat’s Scale Data function as variables to regress out. Principal component analysis (PCA) was performed on the scaled gene expression data with the 2000 most variable genes used as input. Centred log ratio (CLR) normalization was performed on the HTO expression matrix and then the matrix was scaled (see detailed definition in the following section). Using Seurat’s HTODemux function, samples were demultiplexed, thus connecting them to their
treatment time point of origin. Once the cells have been identified, the gene expression matrices of cells of common origin (e.g. all of the MCF-7 cells that underwent an estrogen treatment) were integrated together using Seurat’s standard integration algorithm to remove any unwanted batch effect variation (25). Cell numbers that passed data quality control used in analysis were 14,788 cells for MCF-7 E2, 10,424 cells for T-47D E2, 9,433 cells for ZR-75-1 E2, 3,750 cells for TAMR, 1,615 cells for HCI003, 13,470 cells for T-47D E2, 9,433 cells for ZR-75-1 E2, 10,668 cells for T-47D E2/PG, 10,668 cells for T-47D E2/PG and 9,458 cells for ZR-75-1 E2/PG data.

After integration, the cells were clustered in a two-step process. First, the cells were embedded in a k-nearest neighbor (KNN) graph and then, the Louvain algorithm was applied. The clustering was visualized using UMAP (Uniform Manifold Approximation and Projection). The marker genes that define the clusters were then found via Seurat’s FindMarkers function using the ‘wilcox’ method.

**Topic inference of transcriptionally associated networks (TITAN)**

LDA was originally developed for text analysis. The model assumes that each document is a mixture of topics (i.e. a probability distribution with a Dirichlet prior) and each word is characterized by the document’s topics. In the context of single-cell analysis, documents are considered as cells and genes are considered as words with gene expression levels becoming word frequencies. The resulting LDA for single-cell data is composed of a set of topic-to-cell and topic-to-gene distributions. Per-cell topic heatmaps can then be used as a low-dimensional embedding to investigate cell similarity and infer hierarchical relationships. Further analysis of topics can provide useful biological insights on the sets of genes driving the different stages of the process studied. TITAN is based on a topic modeling algorithm that involves running LDA with a collapsed Gibbs sampler for scRNA-seq, similar to the approach used by cisTopic for scATAC-seq (26).

LDA processes documents as a ‘bag of words’ model which means the frequency of the words in a document is considered independently of the order of the words. scATAC-seq data used in cisTopic is binary and counts the occurrence of the features however, scRNA-seq data is a count matrix. For this reason, the input data was transformed in such a way that highly expressed features won’t be over-represented in the topics. We used CLR transformation across features, (i) to have positive values which is a requirement for model inputs and (ii) to obtain scale-invariant values (i.e. the ratio of features is expected to remain the same regardless of total number of reads). Scale-invariant values help nullify the possible bias of highly variable read counts between individual cells.

TITAN has three main steps: (i) CLR normalization of the transcriptome matrix as input for LDA; (ii) LDA and (iii) model selection.

(i) CLR normalization: Centered log-ratio transformation is applied to each cell with given G genes. We added a pseudo count to each component before the log transformation to ensure non-negativity. CLR-transformation is based on the ratio between the instant and its geometric mean $g(x) = (x_1 \ldots x_G)^{\frac{1}{G}}$ as follows:

$$CLR(x) = \left[\ln \left(\frac{x_1}{g(x)}\right), \ldots, \ln \left(\frac{x_G}{g(x)}\right)\right].$$

Following CLR transformation into pseudo counts which converts abundance to ratios, we multiplied these by a scale factor (10 by default) then rounded the result to the nearest integer to input to LDA.

(ii) LDA: RNA counts table for all given genes for a cell is regarded as an independent document. Genes in these documents are treated as words, which collectively constitute the vocabulary. A cell-gene (i.e. document-word) matrix is constructed from the RNA counts for given genes and used as input by the LDA algorithm. LDA derives, from the original high-dimensional and sparse data, (1) the probability distributions over the topics for each cell in the dataset ($\theta$) and (2) the probability distributions over the genes for each topic ($\phi$). These distributions indicate, respectively, how important a gene is for a cell ($\theta$), and how important genes are for the topic ($\phi$). Here, we used a collapsed Gibbs sampler in which we assign each gene in each cell to a certain topic by randomly sampling from a distribution where the probability of a gene being assigned to a topic is proportional to the contribution of that gene to the topic and the contribution of that topic to the cell.

Given $N$ cells, $G$ expressed genes and a choice of $K$ topics, the model is therefore made up of two sets of Dirichlet distributions:

$$\phi_k \sim \text{Dirichlet}_G(\beta), \ k = 1 \ldots K$$

$$\theta_d \sim \text{Dirichlet}_K(\alpha), \ d = 1 \ldots N$$

where $\alpha$ and $\beta$ are vectors of length $K$ and $G$ representing the priors of per-cell topics and per-topic genes, respectively. The use of smaller values of $\alpha$ and $\beta$ makes it possible to control the sparsity of the model (i.e. the number of topics per cell and number of genes per topic). Then LDA models every cell using the following generative process:

1. For a given cell $d$, the topic distribution, $\theta_d \sim \text{Dirichlet}_K(\alpha)$ is drawn.

2. For the $i^{th}$ gene in the cell,
   a. A topic assignment $z_i \sim \theta_d$ is drawn,
   b. and a gene $w_i \sim \phi_{z_i}$ is drawn and observed.

(iii) Model Selection: We used a heuristic approach to determine the appropriate number of topics required for each data. Multiple iterations of the LDA model are run with increasing numbers of topics. These are then used to generate a perplexity score for each model using the approach shown by Zhao et al. (27). Perplexity is a commonly used measurement of how well a probability distribution or probability model predicts a dataset. Lower perplexity indicates a better probabilistic model. For all given cells in the input data, perplexity is

$$\text{perplexity(data)} = e^{\frac{-\sum_{d=1}^{N} \log(p(x_d))}{\sum_{d=1}^{N} \log\theta_d}}.$$
where \( G_d \) is the rate of genes in cell \( d \).

Plotting the number of genes of process (RPC) against the number of topics results in an elbow plot that defines an ‘elbow point’, the topic number at which the model reaches a low plateau. This point determines the optimal number of topics needed based on the data itself.

**Experimental model settings**

To limit the feature-space of the genes and minimize noise, the features were limited to the most variable 5,000 genes using Seurat’s FindVariableFeatures function with ‘vt’ method.

The model was tested for ten different numbers of topics, from 10 to 100, in increments of 10, to create an elbow plot that plots the RPC as a function of numbers of topics as described in the previous section. The elbow plots for all the data analyzed in this paper can be found in Supplementary Figures S1A and S8A.

LDA has two hyperparameters, \( \alpha \) and \( \beta \). The first, \( \alpha \), is the document-topic density, and affects how many topics will make up a single document. The second \( \beta \) is the topic-word density and determines how many words will make up a single topic. After running through multiple iterations of the two hyperparameters with \( \alpha \) ranging from 0.5 to 100 and \( \beta \) ranging from .01 to 1, we determined that an \( \alpha \) of 50 and a \( \beta \) of 0.1 worked best in our data. Other studies have recommended an \( \alpha \) equal to 50 divided by the number of topics chosen \( (T) \) (26,28). Both hyperparameters can be changed.

**TF enrichment analysis**

To find enrichment of TF (transcription factor) binding for each topic in our cell line data, the human factor ChIP-seq database from CistromeDB was used (29–31). Studies on MCF-7, T-47D and ZR-75-1 cell lines, were compiled from the entire human factor database of ChIP-seq results.

Then, the top 2,000 peaks of TF enrichment in each study were compared to the top 50 genes in each topic using a hypergeometric test to test for significance of overlap using the R function phyper (see code in linked GitHub). Top factor was then associated with each topic by ascending order of significance.

**Topic transfer to new datasets**

To transfer topics from dataset on to another, we first select the top 50 genes in each topic then calculate the gene signature score of these genes using Seurat’s AddModuleScore function which uses the method proposed originally by (32).

**Tool comparisons**

TITAN was compared against three gene network analysis approaches, PCA-based UMAP/Louvain clustering and differentially expressed genes generated by Seurat, SCENIC (33) and CountClust (34). In order to achieve an accurate comparison, we identified estrogen signaling relevant outputs for each method compared. For TITAN, topics enriched with genes regulated by ER\( \alpha \) (ESR1 topic) were identified by running the top 50 genes in each topic in Enrichr (35–37) in each cell line. These were topic 8 for MCF-7 E2, topic 20 for T-47D E2, and topic 8 for ZR-75–1 E2 datasets.

Seurat’s PCA-based UMAP visualization and cluster definition of scRNA-seq data is the most commonly used method to define transcriptional differences between groups. In each data set, the cluster demonstrating the highest increase in cell distribution in response to estrogen treatment was identified and then the average expression of the top 50 genes at the latest time point (72h) were computed for each cell line. These clusters were cluster 1 in MCF-7 E2, cluster 0 in T-47D E2 and cluster 1 in ZR-75–1 E2 datasets.

The second tool used for comparison is SCENIC which is designed to reconstruct gene regulatory networks (GRNs) in scRNA-seq data. Using a dataset, a motif ranking database and a list of known transcription factors as inputs, SCENIC outputs a list of regulons ranked by significance of enrichment. Regulons are described as co-expression modules with significant motif enrichment of the specific upstream regulator. Topics in TITAN can be compared to regulons. For the SCENIC based analysis, the full pipeline of pySCENIC (v0.10.3) was run.

GRNBoost2, from the Python package arboretio (v0.1.5), was used to infer the co-expression network (33,38). The required transcription factor ranking database was downloaded from cisTargetDBs (hg38) (https://resources.aertslab.org/cistarget/). The required motif annotation table was downloaded from pySCENIC resources (https://resources.aertslab.org/cistarget/motif/2tf/). Although the ESR1 regulon was not found to be significantly enriched as a result of the SCENIC analysis, the ESR1 regulon was added to the Z-score comparison.

The third method we compared TITAN against, CountClust is an LDA based approach for scRNA-seq analysis. The CountClust clusters with the highest Spearman rank correlation across each dataset to the ESR1 topic defined by TITAN were selected and confirmed to be enriched with ESR1 target genes based on the CistromeDB database (Supplementary Figure S3B and C). These clusters were cluster 14 in MCF-7 E2, 5 in T-47D E2 and 12 in ZR-75–1 E2 datasets.

Lastly, to quantify response to estrogen across time for each method, we plotted a delta control Z-score which shows the distribution of cell scores as compared to a median baseline which is the median Z-score for the control timepoint.

**FOXM1 knock-down and qPCR**

SMARTpools of ON-TARGETplus siRNAs were used to knockdown FOXM1 (Horizon discovery, L-009762–00-0005) and negative control siRNA (Qiagen, 1027310) was used as the control non-targeting siRNA. Cells were transferred to serum reduced and hormone deprived medium and treated with 20 nmol/l of \( \beta \)-estradiol for 6 and 24 h as described above. Lipofection of siRNAs using Lipofectamine 3000 (Thermo Fisher Scientific, L3000001)
was carried out per manufacturer’s guidelines, 24 h before estrogen treatment. Samples were collected, homogenized and RNA was isolated using the Qiashredder (Qiagen, 74104) and RNA purification kits per manufacturer’s guidelines (Qiagen, 42104). Quantitect reverse transcriptase kit (Qiagen, 205311) was used to generate cDNA per manufacturer’s guidelines. For the quantitative PCR, Powerup Sybergreen Mastermix (Thermo Fisher Scientific, A25742) was used per manufacturer’s guidelines. For the quantitative kit (Qiagen, 205311) was used to generate cDNA with E2 treatment were output. The output was then clustered by ATAC profiles using Seurat functions dimReduction, RunTFIDF, RunSVD and RunUMAP with argument dims = 2:40.

Cell lines within sample lanes were then deconvoluted by known copy number variants (CNVs). To do this, inferCNV (v1.6.0) was used to calculate copy number variation. CreateInfercnvObject was run on the RNA counts matrix generated by Seurat. Following this, CNVs were calculated using function infercnv::run with arguments cutoff = 0.1, denoise = TRUE, HMM = FALSE, cluster_references = FALSE. Output was then plotted and hierarchically clustered via ComplexHeatmap with argument km = 2 (v2.6.2) (41). CNV profiles showed little bias between control and treatment conditions. Cell lines were distinguished by plotting UMAP projection overlaid with CNV profile cluster assignment using Seurat function DimPlot. UMAP projection showed >95% CNV cluster assignment, with UMAP groupings then used to label cell lines. The SeuratObject was then split by CNV profile, and thus cell line, to be processed in parallel.

The RNA counts matrix was processed to generate TITAN topics as described previously. 40 TITAN topics were generated for both MCF-7 and T-47D data sets (Supplementary Table S1). The ATAC counts matrix was used to generate cisTopic topics, an orthogonal LDA-based dimensionality reduction using the package cisTopic (v0.3.0) (25,26). Topic models for cisTopic were generated using the function runWarpLDAModels with argument topic = c (10:30). The optimal model was then chosen via type = derivative with the function selectModel. 20 and 16 cisTopic topics were generated for MCF-7 and T-47D data sets, respectively. Topic models for cisTopic and TITAN were correlated using base R cor function and plotted with ComplexHeatmap.

Cistrome ChIP-seq data was downloaded and filtered to data sets sourced from MCF-7 or T-47D cell lines, and to those containing at least 1,000 peaks (29–31). Signature enrichment per cell was calculated through cisTopic functions getSignatureRegions with argument minOverlap = 0.01. To calculate motif usage per cell, ChromVAR (v1.12.0) was used with motifs from the JASPAR2020 data set (42,43). Motif usages were calculated via Signac functions RunChromVAR. Accessible regions were linked to promoter sites via the cicer0 package (v1.8.1) via functions make_cicero_ed, run_cicero, generate_cceans, and Signac function ConnectionsToLinks (39,44). UMAP projections were then generated across multiple modalities.
using Seurat and Signac functions. RNA UMAP projections were remade per cell line as described previously. ATAC UMAP projections were generated via FindTopFeatures with argument min.cutoff = 5, RunTFIDF, RunSVD, and RunUMAP with argument dims = 2:40. A multimodal projection of RNA PCA and ATAC LSI reductions was performed via FindMultiModalNeighbors. UMAP projections of TITAN topics and cisTopic topics were generated with the function RunUMAP using all topics. A multimodal projection of both TITAN and cisTopic topics was performed via FindMultiModalNeighbors. UMAP projections were then plotted with DimPlot. TITAN topics were classified as ‘FOXM1’ or ‘ESR1’ based on which topics had the most gene overlap with the FOXM1 or ESR1 topics defined earlier in their respective cell lines. For MCF-7 cells, TITAN topic 37 was ESR1 associated, and topic 4 was FOXM1 associated. For T-47D, TITAN topic 23 was ESR1 associated, and topic 11 was FOXM1 associated. A blended feature plot was generated using Seurat FeaturePlot with argument blend = TRUE (Figure 6B, Supplementary Figure S10A). To test correlation between topics, a linear model was fit with R base function lm. R² values for fitted lines were 8.235 × 10⁻² and 0.026. TITAN topic weights were plotted per cell via ggplot (v3.3.5) with function geom_point and geom_abline. Cells were binned for pairwise comparison between cells enriched in FOXM1 associated and ESR1 associated topics. This was done by filtering E2 treated cells to those with greater than the 20% quantile for one topic and less than the 75% quantile of the other topic. This resulted in 1,127 and 1,152 MCF-7 cells for FOXM1 and ESR1 topics, and 904 and 914 T-47D cells for FOXM1 and ESR1 topics, respectively (Figure 6D and Supplementary Figure S10B). Logistic regression was used for pairwise comparison between binned cells for ChromVAR deviations, peaks, CistromeDB enrichment, and SCTTransform-normalized RNA counts via Seurat function FindMarkers with additional arguments latent.vars = ‘nCount_peaks’. Volcano plots of resulting fold-change and adjusted p values were generated with ggplot functions geom_point and geom_text_repel (from package ggrepel v0.9.1, Figure 6E, Supplementary Figure S10D, E).

Additional joint-embedding strategies were performed for comparison to our topic modeling method. We used scREG (45), a reduction method focused on cis-regulatory networks between peak-gene pairs, and Amateur (46,47), a deep learning methodology using an autoencoder to define a reduced space of latent features (Supplementary Figure S10F). For scREG (v0.1.0), we modified data input functions to suit our preexisting Seurat Objects. Following dimensionality reduction with the RegNMF function using default arguments, we integrated the output data frame into Seurat and used Seurat functions RunUMAP on RegNMF output with dims = 1:100. For Amateur, we first generated cell cycle scores using the Seurat function, CellCycleScoring using the default gene set. We modified an output function to write out our preexisting Seurat Objects in a format compatible with Amateur and processed our data as suggested. Briefly, H5AD formatted matrices were generated, data was L1 normalized and singular value decomposition SVD matrices were generated via sklearn function TruncatedSVD. Amateur is a semi-supervised algorithm which accounts for cell labels and cell cycle scores during training, to this end we supplied annotations of cell.type.labels = mod1.obs[‘topic_bin’] (our previously defined binned cells by topics), batch_ids = mod1.obs[‘sample’] (our batch information), and phase_labels = mod1.obs[‘Phase’] (from our Seurat package CellCycleScoring). The autoencoder was built as previously described (47), and the joint.embed output, consisting of 12 latent features, were added to our Seurat objects and Seurat function RunUMAP with argument dims = 1:12, was used for final dimensionality reduction. UMAP reductions were plotted with FeaturePlot and DimPlot functions as described above. We found these processes to have roughly equivalent ability to separate out FOXM1 and ESR1 topics to our topic-modeling method, despite their orthogonal approaches.

Coverage plots across genomic locations were generated using the Signac function CoveragePlot with arguments expression.assay = ‘SCT’ (Figure 6F, Supplementary Figure S10G, H). Genes PGR and CENPF were chosen as both were differentially expressed between FOXM1 and ESR1 binned cells and had > 3 overlapping peaks with nominally significant differential accessibility. Peaks were plotted along genomic tracks. Peaks with a DNA sequence matching the ESR1 motif or FOXM1 motif were colored using motifmatcher (v1.12.0) for classification. Cis-correlation linkage between peaks calculated using cicero (described above) were plotted. Peaks which showed at least nominal significance (P-value < 0.05) were highlighted in a grey box.

RESULTS

Quantifying estrogen response pathways using TITAN

We investigated whether response to hormones in a synchronized cell population is uniform or heterogeneous. To this end, we performed scRNA-seq on four ER positive (ER+) cell lines, MCF-7, T-47D, ZR-75–1 and the tamoxifen resistant MCF-7 cell line, TAMR, as well as two ER+ patient-derived explant organoids (PdXO), HCI003 and HCI011 (48). Cells were conditioned in hormone deprived and reduced serum media for three days before stimulation with β-estradiol (E2) and/or progesterone (PG) for 0, 3, 6, 24, 48 or 72 hours (h) (Figure 1A). To aid in mapping signaling gradient changes in response to our treatment, we developed TITAN. TITAN infers gene expression gradients or ‘topics’ in the system and assigns a cell-topic score for every single cell, as well as a gene-topic score for every gene within a topic (Figure 1A). The gene sets that constitute each topic can then be analyzed for pathway enrichment using available pathway analysis methods such as Enrichr (34,35).

As an initial benchmarking experiment for the method, we compared cell lineages identified in a single-cell peripheral blood mononuclear cell (PBMC) dataset (10x genomics) using PCA based UMAP/Louvain clustering (49) and TITAN. Supplementary Figure S1A shows the number of topics generated for all datasets in this study as described in methods. We observed a need for higher...
Figure 1. TITAN, a topic modeling approach to scRNA-seq analysis, identifies distinct gene sets (topics) specific to estrogen signaling gradients. (A) Schematic representation of experimental setup and TITAN: Topic Inference of Transcriptionally Associated Networks in scRNA-seq. Breast cancer cell and PdXO models are subject to 100 nmol/l β-estradiol and/or 100 nmol/l progesterone stimulation, triggering signaling network changes across cells. Using Latent Dirichlet Allocation (LDA), TITAN identifies latent transcriptional networks, or topics, in the scRNA-seq dataset. Topics are linked by a distribution of scores that relate genes to topics and topics to cells. These scores are then used to infer transcriptional networks. TITAN identifies distinct gene gradients in comparison to standard clustering approaches which are binary distributions. (B) PCA-based (top) and TITAN-based (bottom) UMAP visualization of MCF-7 cells treated with estrogen for different time points. (C) Comparison of Z-scores normalized to control in time-dependent estrogen response networks for TITAN, PCA-based clustering (Seurat), SCENIC and CountClust.

topic numbers in the highly heterogeneous PBMC and primary tumor datasets in comparison to the cell line datasets, expected to be relatively homogenous. For the PBMC dataset, 50 topics generated by TITAN were able to show distinct transcriptional patterns in major cell clusters identified by known markers, in a manner analogous to the PCA-based approach (Supplementary Figure S1A–C). Although separating well-defined lineages is not TITAN’s primary purpose, this analysis indicates that TITAN correctly identifies variable gene sets required to differentiate major lineages independent of traditional clustering methods. The list of top 50 genes per topic of all datasets are listed in Supplementary Table S1.

To evaluate TITAN’s performance in uncovering signaling gradients in scRNA-seq data specifically, we analyzed ER+ cell lines treated with estrogen alone. Our scRNA-seq of MCF-7, T-47D and ZR-75-1 resulted in a total of 14 796, 10 424 and 9433 cells respectively.
We performed the standard PCA based dimensionality reduction and UMAP cluster visualization, revealing seven, four and six transcriptional clusters in the MCF-7, T-47D and ZR-75–1 cell lines respectively (Supplementary Figure S2A). We observed that while some groups of cells form distinct clusters on the UMAP, separation between clusters was less defined overall. To assess the impact of hormone signaling on cluster definition, we plotted the proportion of cells in each cluster across time. Remarkably, we observed that underlying heterogeneity in the system was influenced by hormone treatment as certain cluster sizes increased, decreased or stayed the same with estrogen signaling (Supplementary Figure S2B). This suggests that transcriptional heterogeneity observed in these cancer cell lines exhibits a level of plasticity and responsiveness to estrogen.

Figure 1B shows the difference between UMAPs generated using standard PCA or TITAN inputs, with TITAN showing slightly improved separation of earlier and later time points. We further compared TITAN’s performance to two other tools used for gene regulatory network (GRN) analysis: SCENIC (33) and CountClust (34). Estrogen signaling pathways are expected to increase over time with estrogen treatment, and this ground truth knowledge enhances tool comparison accuracy. The top estrogen upregulated topic identified by TITAN was compared against clusters or networks identified as being driven by estrogen in the other methods (see methods and Supplementary Figure S3A-B) and a Z-score analysis was performed. Results indicated that all four approaches captured response to estrogen across time, however TITAN showed the highest Z-score enrichment indicating its ability to better capture dynamic changes in the estrogen signaling pathway (Figure IC, Supplementary Figure S3D). While SCENIC was able to identify several transcriptional networks such as GRHL2, GRHL3 and HES1 changing in a treatment specific manner, the expected ESR1 regulon was not identified as significantly changed across time or treatments (Supplementary Figure S3C). Lastly, we compared CPU time and RAM usage for all tools run on the same data, with TITAN requiring the least resources and time (Supplementary Figure S3E).

Divergent transcriptional networks activated in response to estrogen

To better model inter-tumor heterogeneity in estrogen signaling, we expanded our study to four cell lines and two PdXOs treated with estrogen (Figure 2A, E, Supplementary Figure S2A–C and S4A). In MCF-7 cells, several topics were observed to increase or decrease in response to estrogen with differing dynamics. To identify pathways associated with a given topic, we selected the top 50 genes in a given topic based on gene distribution histograms (Supplementary Figure S2D, Table S1) and performed Enrichr (35–37). We first focused on the highest estrogen up- and down-regulated topics, topic 8 and 13, respectively (Figure 2B). Pathway analysis of these topics confirmed the expected ER and FOXA1 (50) pathways to be upregulated with treatment in topic 8, while known estrogen downregulated pathways such as TGFβ and MYC (51,52) were enriched for topic 13 (Supplementary Figure S2E).

However, in addition to topic 8 and 13, there existed multiple other estrogen up- or down-regulated topics. We compared topics in MCF-7, T-47D and ZR-75–1 against each other by plotting their cell-topic scores to identify dissimilar topics. Several estrogen responsive topics were identified to be divergent from each other and had differing rates of response to ligand (Supplementary Figure S5A, B). Topics 20 and 4 in the T-47D cell line, indicated that while both were increased by estrogen, the two topics were activated in distinct sets of cells (Figure 2C) and driven by markedly different genes (Figure 2D). Enrichr pathway analysis showed topic 4 to be driven by the transcription factor FOXM1, while topic 20 was enriched for ER. FOXM1 has been previously described to be important in regulating ER expression and also to co-bind with the receptor based on ChIP-sequencing assays (53,54).

As an orthogonal comparison to the Enrichr analysis, we tested the significance of overlap between genes in all 20 topics of our TITAN analysis and the CistromeDB (31) database of ChIP-seq studies performed in MCF-7, T-47D and ZR-75–1 (1,160 datasets) (see Materials and Methods and Supplementary Table S2). Results again indicated that not all estrogen induced topics were enriched for ER binding sites (Supplementary Table S2). Topics 20 and 4 in T-47D showed enrichment for ER and FOXM1 respectively, consistent with our Enrichr analysis.

We then investigated the occurrence of divergent ER and FOXM1 driven topics in the other models. We generated a table representing the gene overlap between all topics for all the models treated with estrogen (Supplementary Table S3). In all datasets, we found topics that correlated with the FOXM1 and ESR1 topics described in MCF-7. We confirmed their dependence on the relevant transcription factor by Enrichr analysis (Supplementary Tables S2 and S3). We projected the cells enriched for either topic on the standard UMAP and observed them occupying distinct UMAP spaces (Figure 2E, F). Distribution plot analysis of the ESR1 and FOXM1 topics confirmed that both topics increased with estrogen treatment and were present in all models (Figure 2G). Additionally, we were able to identify organoid specific topics like Topic 29 for HCI003 and topics 8, 29, 40 and 47 for HCI011 that encompass genes involved in various cell signaling pathways dependent on interferon and histone lysine demethylase activity.

To determine whether the heterogeneous response to estrogen is due to the presence of genetically distinct subclones, we performed scRNA-seq in two clonally derived MCF-7 cell lines after treatment with estrogen for 24 or 48 h. When compared to the above non-clonal scRNA-seq datasets at matched time points, results indicated that cells from both clones exist in all single-cell clusters (Supplementary Figure S6A, B), showing that PCA based UMAP clustering is not driven by genetic clones. We performed TITAN analysis and observed estrogen driven topics in all datasets, albeit with varying dynamics (Supplementary Figure S6C). Once more, both clone 1 and clone 2 demonstrated simultaneous presence of topics associated strongly with ER (topic 8) and the FOXM1 derived topic 2. Unlike standard clustering methods, gene
Figure 2. Divergent estrogen driven topics identified in breast cancer cell lines and organoids. (A) Heatmap of TITAN normalized cell topic scores for MCF-7 cells treated with estrogen for different time points. (B) Feature plot representation of Topic 8, representative of topics increased by longer estrogen treatments and Topic 13, representative of topics decreasing with longer estrogen treatments. (C) Scatter plot representation of T-47D cells expressing topic 20 and topic 4 per duration of estrogen treatment. (D) Scatter plot representation of topic 20, with expression levels of TFF3 (red) and topic 4 with expression levels of HMMR (blue), genes associated specifically with each respective topic. (E) UMAP dimensionality reduction visualization of MCF-7 (14,788 cells), T-47D (10,424 cells), ZR-75–1 (9,433 cells), TAMR (3,750 cells), HCI003 (1,615 cells) and HCI011 (13,470 cells) breast cancer models colored by estrogen treatment duration. (F) UMAP dimensionality reduction visualization of the same cells as (E) by expression of FOXM1 (purple) and ESR1 (orange) driven topics. (G) Ridge-plot representation of ESR1 (red) and FOXM1 (blue) topic expression distribution in breast cancer models treated with estrogen for 48 h.
sets in each topic identified by TITAN can be transferred onto different datasets (see methods). Hence, to confirm the presence of the original topics in MCF-7 cells, we transferred the expression of the top 50 genes in estrogen treatment topics from the MCF-7 mixed population data on to the clonal population data (Supplementary Figure S6D) and found both the FOXM1 topic (topic 2) and the ESR1 topic (topic 8) to be upregulated upon estrogen in both clones. The TITAN analysis hence indicates that alternate ER or FOXM1 linked responses are not clonally derived but rather suggestive of plastic or oscillatory states within the population.

**Estrogen and progesterone can activate both shared and unique topic signatures**

In addition to the estrogen signaling pathway, progesterone and its receptor (PR) expression is a major determinant of disease outcome in breast cancer (55) and PR has been shown to exhibit direct crosstalk with ER (3,4). Activation of PR by progesterone is known to reprogram ER genomic binding patterns and elicit unique downstream signaling events. However, these roles are presumed to be highly context specific and the interplay between these networks is not known at a single-cell level. Delineating the two pathways is made harder by the substantial overlap in downstream genes that they regulate. In order to evaluate whether TITAN can infer gene expression changes under multiple signaling cues, we performed scRNA-seq experiments after stimulation with estrogen, progesterone or both hormones for 3 or 48 h. Experiments were performed in MCF-7, T-47D and ZR-75–1 cell lines after hormone deprivation. The three cell lines have been shown to express different levels of ER and PR and hence, their dependence on these pathways is likely to be different (56). PCA based dimensionality reduction and UMAP cluster visualization indicated the presence of several clusters for all three cell lines (Figure 3A, Supplementary Figure S7A). These clusters were poorly defined and treatment groups were spread across all clusters. Similar
Figure 4. FOXM1 is activated through phosphorylation and regulates corresponding topics upon estrogen stimulation. (A) Distribution of pFOXM1 protein levels quantified as mean fluorescence intensity within 37,911 nuclei in MCF-7 cells plotted by cell cycle phase and estrogen (20 nmol/l) treatment length imaged by high-content quantitative imaging. Boxplot hinges correspond to the 25th–75th and whiskers correspond to 1.5 × IQR (inter-quartile range) of the hinge. Outlying points are plotted individually. (B) Relative gene expression of FOXM1 targets in MCF-7 cells with 20 nmol/l estrogen treatment for 6 h. SDH gene used as internal control. Error bars represent s.e.m. in three biological replicates.

to the previous estrogen only treatment experiments, the proportion of cells in each cluster were seen to exhibit shifts in response to both progesterone and estrogen treatments (Supplementary Figure S7B). TITAN analysis in the dual hormone experiment identified groups of genes observed to increase or decrease in expression with treatment conditions (Figure 3B, Supplementary Figure S7C). As an example, in T-47D cells, plotting the cell-topic scores for topic 1 and 17 resolved treatment specific transcriptional differences and found genes otherwise undetected in standard clustering and differential expression (Figure 3C, Supplementary Table S1). Using TITAN, we observed topics unique to either the progesterone or estrogen treatment such as topic 1 and 11 respectively (Figure 3D). Further, gene sets such as those in topic 17 were seen to be upregulated by both hormones separately or in combination. These results identify the presence of distinct gradients of gene expression networks unique to each hormone and others shared between the two.

Given that both ER and PR are transcription factors that directly activate or repress their respective target genes, we investigated overlap between topics and the CistromeDB database as described above. Results indicated that topic 17, which was observed to be activated by both progesterone and estrogen was enriched for ER binding patterns, while progesterone specific topics such as topic 1 was enriched for PR binding patterns (Figure 3E). Interestingly, the estrogen unique topic 11 showed enrichment for FOXM1 and E2F4 and not ESR1, allowing us to better define shared or unique hormone dependent gene signatures. This observation was also noted for topic 6 for MCF-7 and topic 12 for ZR-75-1 cells (Supplementary Figure S7D).

Phosphorylation of FOXM1 in response to estrogen activates distinct gene signature

Our topic analysis indicated the presence of distinct ER and FOXM1 driven gene expression networks in response to estrogen stimulation. We then aimed to functionally validate the role of FOXM1 in activating these gene sets. In addition to being an ER interactor, we and others have shown FOXM1 to be important in cell cycle regulation and exit from S-phase coincident with phosphorylation at Thr600 (57,58). We thus investigated whether FOXM1 is activated by phosphorylation of Thr600 in response to estrogen. Estrogen treated MCF-7 cells were stained with pFOXM1 and ER/H9251 antibodies as well as EdU for cell cycle phase assignment (Supplementary Figure S8A). Stimulation of MCF-7 cells by estrogen increased Thr600 phosphorylation of FOXM1 particularly in the G2 phase of the cell cycle relative to control (Figure 4A). ER/H9251 expression decreased with estrogen treatment as previously observed (59,60) in a cell cycle independent manner (Supplementary Figure S8B).

To confirm the FOXM1 dependent regulation of genes identified in the FOXM1 topic, we silenced FOXM1 using siRNA in MCF-7 cells treated with estrogen (Figure 4B). All tested genes from the FOXM1 topic were observed to increase in expression with estrogen and the baseline expressions of these genes were attenuated when FOXM1 was knocked-down (Supplementary Figure S8C). This suggests that the genes in this topic are indeed regulated by FOXM1 in response to estrogen.

Distinct expression of FOXM1 and ESR1 topics in primary breast cancer

To further understand the role of ER and FOXM1 linked topics identified in cell lines, we applied TITAN on a previously published patient breast tumor scRNA-seq dataset (13). Wu et al. performed scRNA-seq on 26 primary tumors of different subtypes. We analyzed the 36,798 epithelial cells defined in their research using TITAN. It is worth noting that subtype clusters were qualitatively better separated in the TITAN based UMAP space compared to the PCA based UMAP (Supplementary Figure S9A). The TITAN heatmap revealed substantial intra- and inter-tumor topic heterogeneity with some topics differentiating between samples or subtypes and others being common in all samples (Supplementary Figure S9B). For example, topics 8, 21, 32 were expressed across all subtypes while topics 23 and 36 were only seen in ER+ samples. Topic 29 on the other hand was present in all HER2+ samples while being most highly expressed in the HER2+ patient
Figure 5. Divergent ESR1 and FOXM1 topics identified in breast cancer patient scRNA-seq datasets and show subtype preference. (A) Ridge-plot representation of ESR1 (left) and FOXM1 (right) topic expression distribution in 36,798 epithelial cells from 20 breast cancer patients colored by tumor subtype. (B) Scatter plot representation of the ESR1 topic 36 (y axis) compared to the FOXM1 topic 39 (x axis) colored by tumor subtype in 20 breast cancer samples. Data used in this figure are from Wu et al. (13).

CID45171. Enrichr analysis of TITAN results indicated that topic 36 corresponded to the ESR1 topic and topic 39 corresponded to the FOXM1 topic. The genes in topic 36 and topic 39 were also observed to be the most correlated with the ESR1 and FOXM1 topics in our cell line models respectively (data not shown). We then ordered the patient samples by level of ESR1 topic expression and observed that ER+ patients had the most ESR1 topic expression as expected. Interestingly however, samples low in ESR1 topic showed a high FOXM1 topic expression and predominantly consisted of triple negative breast cancer (TNBC) samples (Figure 5A). When we plotted cell topic scores of ESR1 topic and FOXM1 topic, we observed that cells expressed the two topics in distinct sets of cells primarily in a subtype specific manner (Figure 5B). Thus, we show that our findings from the cell line models align with patient datasets.

We further explored intra-patient heterogeneity of transcriptional cell states using a separate dataset (9) consisting of an ER+ luminal B type primary tumor (BC03) and matched lymph-node metastasis (BC03LN). We transferred ESR1 and FOXM1 topics identified in the T-47D cell line onto these patient datasets. In the primary tissue, we observed higher ESR1 topic (topic 17) and reduced FOXM1 topic (topic 11) (Supplementary Figure S9C). Interestingly, for the matched lymph node metastasis, the opposite trend was observed with decreased ESR1 topic and increased FOXM1 topic, showcasing transcriptional plasticity within a patient. It is noteworthy that overexpression of FOXM1 has been described to be strongly associated with lymph node metastasis in breast cancer (61) and hence supports our analysis. Correspondingly, we observed increased ER gene expression in the primary tumor while FOXM1 gene expression was increased in the metastatic sample (Supplementary Figure S9D). Kaplan-Meier analysis of the top 50 genes driving the ESR1 topic (topic 17), indicated that higher expression of the ESR1 linked topic genes correlated with better patient outcome, while on the contrary, the top 50 genes driving the FOXM1 topic (topic 11) indicated significantly poorer patient outcome, suggesting distinct clinical roles for these two topics (Supplementary Figure S9E).

Estrogen stimulation directs transcriptionally and epigenetically distinct cell states

To investigate whether different transcriptional signatures in response to estrogen are a consequence of distinct chromatin states, we performed single-cell multiome sequencing, an assay that simultaneously analyzes mRNA expression and chromatin accessibility (ATAC-seq) from the same cell. MCF-7 and T-47D cells were subject to vehicle control or 48h estrogen treatment (Figure 6A) and single-cell multi-ome analysis was performed. Resulting single-cell transcriptomes from the dataset were analyzed using TITAN and chromatin states were identified using cisTopic, also an LDA based topic modeling approach developed for scATAC-seq analysis. UMAPs were generated separately using TITAN (RNA), cisTopic (ATAC-seq) and both modalities combined (Figure 6B, Supplementary Figure S10A). Treatment based UMAP separations were observed for the MCF-7 cell line, while these differences were less distinct in the T-47D cell line. Once again, distinct ESR1 and FOXM1 topics were identified in both datasets by TITAN and were observed to occupy separate UMAP spaces in both cell lines (far right...
Figure 6. Multiomic analysis reveals divergent gene expression and chromatin states upon estrogen stimulation. (A) Schematic of experimental design and analysis of multiome single cell profiles in MCF-7 and T-47D cell lines with and without 20 nmol/l β-estradiol (E2) treatment. RNA profiles undergo TITAN topic modeling and paired ATAC profiles undergo cisTopic topic modeling. Results are then correlated. (B) UMAP projection of MCF-7 (left, 6,438 cells) cell profiles colored by treatment. Projections were calculated using TITAN, cisTopic, and TITAN + cisTopic profiles (see Methods). UMAP projection of TITAN + cisTopic profiles colored by ESR1 and FOXM1 defined TITAN topics (far right). Color legend shared with panel (D). (C) Topic expression heatmap correlation between TITAN and cisTopic topics. TITAN ESR1 (Topic 37, blue rectangle) and FOXM1 (Topic 4, red rectangle) topics are highlighted. UMAP projection of TITAN + cisTopic profiles colored by cisTopic topics 20 (left) and 13 (right) showing open chromatin regions specific to TITAN topics (bottom). (D) Scatterplot of FOXM1 and ESR1 TITAN topic values in MCF-7. Main figures are colored by treatment with R2 correlation and linear fit shown as a black line. Inset panels show binned FOXM1 and ESR1 topic enriched cells. These bins were defined as cells having ≥20% quantile value for the respective bin and ≤75% quantile value of the opposite bin. This resulted in 1127 and 1,152 MCF-7 cells for FOXM1 and ESR1 topics respectively. Color legend shared with panel (C). (E) Volcano plot of differential expression and cistrome defined enrichment scores of ChIP-seq peaks between FOXM1 (right) and ESR1 (left) topics for binned MCF-7 cells defined in panel (D). The top 10 genes or CistromeDB peak sets are shown for FOXM1 and ESR1 bins. Names displayed show genes or target protein and cistrome ID. Positive Log2 fold-change reflects ESR1 bin enrichment. Points plotted in red are significant (adjusted P-value ≤ 0.05). (F) Coverage plot of aggregate ATAC profiles for binned MCF-7 cells defined in panel (D). Genome track covers the gene body of PGR (left) and CENPF (right) with 5kbp up and downstream. Black arrow represents the transcription direction. Side plot displays the differential gene expression of PGR. Peaks subpanel shows defined open regions on aggregate data, peaks are then colored by overlap with FOXM1 and ESR1 binding motifs. Links subpanel displays cis-coaccessibility linked between peaks, displaying peaks which are correlated. Gray highlight boxes overlap peaks which show at least nominal significance (logistic regression, P-value ≤ 0.05). *** denotes adjusted logistic regression P-value ≤ 0.01.
panels of Figure 6B and Supplementary Figure S10A, B) suggesting distinct chromatin and transcriptional states for these cells. The topic modeling-based frameworks for both TITAN and cisTopic allowed us to directly correlate transcriptional and chromatin accessibility-based patterns. Results identified differentially accessible regions associated with ESR1 and FOXM1 RNA topics (Figure 6C and Supplementary Figure S10C). While some ATAC topics overlapped with both ESR1 and FOXM1 RNA topics, chromatin patterns unique to FOXM1 or ESR1 were also observed, with cisTopic topics 20 and 13 highlighted as examples in MCF-7. Again, examples highlighted in both cell lines show that these topics occupy different UMAP spaces. To further resolve chromatin level differences between the two RNA topics, we selected cells enriched for ESR1 or FOXM1 signatures. We plotted expression levels of the FOXM1 and ESR1 TITAN topics and confirmed that these two topics are enriched in an anti-correlative manner in distinct cells (Figure 6D, Supplementary Figure S10B). The top 20% of cells enriched in either topic (see methods) was selected and we performed differential gene expression, transcription factor enrichment using the CistromeDB ChIP-seq datasets and transcription factor-associated accessibility analysis using ChromVAR (42) (Figure 6E, Supplementary Figure S10D, E, Table S4). To ensure regulatory differences between topics segregated without a priori knowledge of topics, we applied two orthogonal ATAC + RNA joint embedding dimensionality approaches, scREG (45) and Amatueur (46,47). Both analyses demonstrate the same clear separation of cell states enriched for FOXM1 and ESR1 topics (Supplementary Figure S10F). Differential gene expression results identified substantial differences between the two groups with classical ER response genes such as PGR and TRPS1 being enriched for the ER topic while known FOXM1 targets such as CENPE and TOP2A (62) being enriched for its corresponding topic. For the transcription factor enrichment analysis, ESR1 came up as an enriched transcription factor for both topics which is not surprising since FOXM1 is known to bind to chromatin at non-consensus sequences through cofactors such as ER (53,54,63). This characteristic of FOXM1 also results in ChromVAR analysis outputting cofactor related TF motifs.

We next looked at the ATAC accessibility profiles of top genes from both topics (Figure 6F, Supplementary Figure S10G, H). The cells in the ESR1 topic have a significantly higher PGR expression compared to the cells in the FOXM1 topic. As a result, the transcription start site (TSS) of PGR (highlighted) in cells from the FOXM1 high group is less accessible than the same promoter region in cells from the ESR1 high group. The opposite can be stated for the TSS of the CENPF gene which has a higher expression in the cells from the FOXM1 topic bin. Other differentially accessible regions are present on the gene body and transcription termination sites (TTS) indicating that these genes are differentially regulated in cells highly expressing one or the other topic. We further investigated chromatin states at these genes using Cicero, a tool that identifies patterns of shared accessibility. Results identified substantial differences between patterns of co-accessibility between the two topic groups, suggesting chromatin state differences between the two topics.

**DISCUSSION**

5–20% of ER+ breast tumors show intrinsic resistance to endocrine therapy and over-time, 30–40% of patients will acquire this resistance (64,65). Distinct transcriptional or mutational cell states contribute greatly to this variable response to therapy (14,66,67). Understanding disease evolution requires us to establish fundamental variability in hormone response pathways. Single-cell sequencing technologies need to be coupled to the development of computational analysis methods in order to efficiently pave the way in defining novel cell-states and transcriptional networks. Here, we provide a comprehensive study characterizing transcriptional and chromatin changes in response to estrogen stimulation in breast cancer models at single-cell resolution. To accurately assess these changes, we first developed a novel analysis tool, TITAN, to detect and quantify signaling gradients in scRNA-seq datasets and showed better performance in comparison to the other tools tested. The method does not rely on discrete classifications of cells into cluster groups, allowing better capture of transcriptional gradients. Furthermore, TITAN does not require prior knowledge about the system, allowing the discovery of new transcriptional networks. Key to TITAN’s success is the CLR based normalization approach, without which, the dataset is strongly influenced by highly abundant genes such as ribosomal and mitochondrial genes. Our results analyzed with CountClust (34), also an LDA based approach, showed high enrichment for such genes (e.g. Clusters 1 and 4, Supplementary Table S1), highlighting the importance of the normalization approach. A limitation of the TITAN method is that it does not have the function to predict probable master regulators that drive the genes in a given topic, requiring us to couple our results to CistromeDB TF enrichment (29–31) and Enrichr pathway analysis (34,35), a feature that could be incorporated in the future. Heterogeneity is a product of multiple regulatory cell mechanisms coming into play at a certain time, in a certain environment. Defining cell states that reflect this heterogeneity is greatly improved by combining data from multiple layers of transcriptional regulation analyzed in a complementary manner. TITAN and cisTOPIC (26) are easily coupled to analyze multiomic data from gene expression and chromatin accessibility profiles in cell lines treated with estrogen. Supplementing our RNA expression analysis with nucleosome accessibility data allowed further stratification of TITAN defined cell states.

Using TITAN, we discovered multiple estrogen driven topic groups changing across time. We focused on two estrogen upregulated topics that seem to be active in non-overlapping sets of cells and were predicted to be driven by ER and FOXM1 in all cell line and organoid models tested. The two cell groups demonstrated markedly different chromatin states indicating that these transient cell states are tightly regulated at the chromatin and
transcription factor level. We and others have characterized FOXM1’s role in cell cycle regulation and hence increased FOXM1 and associated cell cycle activity is not unexpected with estrogen stimulation. However, it is key to note that this FOXM1 state is associated with suppression of classical ER responsive genes such as the progesterone receptor, creating the potential for an oscillatory system. Given that FOXM1 is not a hormone receptor, its activity in response to estrogen is likely to be influenced by ER. The two factors are co-bound to chromatin in over 80% of FOXM1-bound regions in ER + cell lines while having an altered binding pattern in TNBC cell lines (53). Beyond crosstalk at the chromatin level, FOXM1 has been reported to both regulate ERα expression (54) and be itself regulated by both isoforms of ER (ERα and ERβ) (68,69), further highlighting the interplay between two factors. Interestingly, we show that unlike ER, PR is unable to activate the FOXM1 network. This may be due to the hormone having anti-proliferative effects in the context of ER positive disease, as shown by us and others (3,4,70). Other studies suggest a proliferative role for progesterone (71). These differences are likely driven by context specific differences such as cell cycle phase or coregulation by other nuclear receptors (72,73).

So why does this heterogeneity matter from a clinical perspective? By current recommendations, 1% ER expression in tumor histology is sufficient for the tissue to be assigned as ER positive (74). Interestingly, it has been shown that tumors with ER positivity as low as 10% can show significant response to anti-estrogen therapy (75–77). This observation has intrigued clinicians and researchers alike over the decades. It is plausible that a greater percentage of cells are ER driven in the system, but cycle through ER high and low cell states, hence an IHC based snapshot would underestimate ER activity in such a system. Cell cycle dependent oscillations in ER levels have been reported and suggested to be a mechanism of resistance to endocrine therapy (78). Similarly, we observe variations in ER topic expression across cell cycle states. Endocrine resistant cell line models that we tested showed increased dependence on the FOXM1 state over states. Endocrine resistant cell line models that we tested observe variations in ER topic expression across cell cycle of resistance to endocrine therapy (78). Similarly, we observe variations in ER topic expression across cell cycle states. FOXM1 state is associated with suppression of classical ER responsive genes such as the progesterone receptor, creating the potential for an oscillatory system. Given that FOXM1 is not a hormone receptor, its activity in response to estrogen is likely to be influenced by ER. The two factors are co-bound to chromatin in over 80% of FOXM1-bound regions in ER + cell lines while having an altered binding pattern in TNBC cell lines (53). Beyond crosstalk at the chromatin level, FOXM1 has been reported to both regulate ERα expression (54) and be itself regulated by both isoforms of ER (ERα and ERβ) (68,69), further highlighting the interplay between two factors. Interestingly, we show that unlike ER, PR is unable to activate the FOXM1 network. This may be due to the hormone having anti-proliferative effects in the context of ER positive disease, as shown by us and others (3,4,70). Other studies suggest a proliferative role for progesterone (71). These differences are likely driven by context specific differences such as cell cycle phase or coregulation by other nuclear receptors (72,73).
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