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Group testing is concerned with identifying $t$ defective items in a set of $m$ items, where each test reports whether a specific subset of items contains at least one defective. In non-adaptive group testing, the subsets to be tested are fixed in advance. By testing multiple items at once, the required number of tests can be significantly smaller than $m$. In fact, for $t \in O(1)$, the optimal number of (non-adaptive) tests is known to be $\Theta(\log m)$.

In this paper, we consider the problem of non-adaptive group testing in a geometric setting, where the items are points in $d$-dimensional Euclidean space and the tests are axis-parallel boxes (hyperrectangles). We present upper and lower bounds on the required number of tests under this geometric constraint. In contrast to the general, combinatorial case, the bounds in our geometric setting are polynomial in $m$. For instance, our results imply that identifying a defective pair in a set of $m$ points in the plane always requires $\Omega(m^{3/5})$ tests, and there exist configurations of $m$ points for which $O(m^{2/3})$ tests are sufficient, whereas to identify a single defective point in the plane, $\Theta(m^{1/2})$ tests are always necessary and sometimes sufficient.

1. Introduction

Group testing is often introduced through the following familiar example. Given a collection of $m$ lightbulbs, one of which is defective, the task is to identify, with as few tests as possible, the defective lightbulb. A test consists of connecting a number of lightbulbs in series with a power source, thereby detecting whether the defective lightbulb is in the tested group. The naïve method of separately testing each lightbulb requires $m$ tests. By testing multiple items at once, we may be able to identify the defective with significantly fewer tests.

More generally, consider a collection of $m$ objects, of which $t$ are defective, where $t$ is known. The goal is to identify the $t$ defective objects with as few tests as possible. A test is performed on a selected subset of objects. The outcome of a test is positive if at least one of the selected objects is defective, and negative otherwise. In non-adaptive group testing,
the tests to be performed are chosen in advance, without access to the results of other tests. In this paper we only concern ourselves with non-adaptive testing.\footnote{A natural, closely related variant of the problem is where the number $t$ of defectives is not known, and only an upper bound $t' \geq t$ is given. We discuss this setting in Appendix A.}

Group testing was introduced by Dorfman\cite{Dorfman1943} in the 1940s with medical applications in sight (e.g. pooling together multiple blood samples when testing for infections). Several aspects of group testing have since been thoroughly studied, and group testing has been applied in various fields (we refer to the comprehensive textbook of Du and Hwang\cite{DuHwang2000} and the recent survey of Aldridge, Johnson, and Scarlett\cite{Aldridge2018}). Non-adaptive group testing has close connections with error-correcting-codes\cite{Slepian1956, McEliece1978}, combinatorial designs\cite{Stinson2007, §7.1}, compressive sensing\cite{Donoho2006, Candes2006, Romberg2008, Grossmann1984, Candes2010}, streaming algorithms\cite{Alon2002, §6.1, Ailon2005}, inference and learning\cite{Mendelson2010, Dilworth1950, Mendelson2011, Slepian1956}.

It is well-known that to identify $t \in \mathcal{O}(1)$ defective items in a set of $m$ items, $\Theta(\log m)$ non-adaptive tests are necessary and sufficient (see\cite[Theorems 7.2.12 and 7.2.15]{DuHwang2000} for bounds with explicit dependence on $t$). For this result to hold, it is assumed that arbitrary subsets of the items can be selected as tests. In some applications this assumption may not be realistic. For instance, in the example mentioned in the beginning, it may be the case that all lightbulbs are initially connected in series and during testing we can not change the wiring, apart from connecting a power source at two arbitrary points. In this case, tests are in effect restricted to groups of items contained in contiguous intervals.

In this paper we study non-adaptive group testing under more general geometric constraints. Our items to be tested are assumed to be points in $d$-dimensional Euclidean space, and our tests are subsets induced by $d$-dimensional axis-parallel boxes (i.e. hyperrectangles). Point sets in high-dimensional space are commonly used to model databases with multivariate numerical data, and axis-parallel boxes naturally map to orthogonal range queries (i.e. queries where each numerical parameter is restricted to some interval).

We give upper and lower bounds on the number of tests necessary to detect defectives in this geometric setting, and observe that these bounds are polynomial in $m$, in stark contrast to the general case. For convenience, we state and prove our results in an equivalent setting, where the number of tests ($n$) is fixed and the number of items ($m$) is to be maximized. Upper bounds on $m$ hold for arbitrary configurations of points and tests, and thus show the inherent limitations of group-testing with orthogonal range queries.

Lower bounds on $m$ are concrete feasible configurations of points and tests in which group testing can be performed efficiently. In general, even improving upon the naive “one test per item” turns out to be a non-trivial task, and we consider finding optimal configurations an interesting extremal geometric question. Note that if the placement of points is adversarial, then only the trivial lower bound $m = \Omega(n)$ is possible, even in the case of a single defective point. (A possible worst-case construction is to place all $m$ points on an axis-parallel line in $\mathbb{R}^d$, in which case $n$ tests can handle only $O(n)$ points.)

With more benign point placements, however, asymptotic improvements over the worst-case are possible. We illustrate this with a simple example: consider $n^2$ points in the 2-dimensional plane, with a single defective, i.e. $t = 1$. Place the points on the $n \times n$ grid, and place $2n$ rectangle-tests, such as to cover each row and column of the grid by a unique rectangle (see Figure 3 (a)). Observe that exactly two rectangle-tests will evaluate positive,
identifying the defective item by its two coordinates. We argue later (Proposition 2) that this configuration is essentially optimal. Observe however, that the same configuration would not be able to identify two defective items, unless they were on the same row or column of the grid.

Configurations of items and tests can be described as set systems. Two properties of set systems are central in non-adaptive group testing: \(t\)-separability and \(t\)-disjunctness.

### 1.1. \(t\)-separable and \(t\)-disjunct set systems

Let \((X, \mathcal{S})\) be a set system, where \(X\) is a finite set and \(\mathcal{S} \subseteq 2^X\). We sometimes refer to elements of \(X\) as items and to elements of \(\mathcal{S}\) as tests. For \(x \in X\), let \(\mathcal{S}[x] = \{S \subseteq \mathcal{S} \mid x \in S\}\) denote the set of tests that contain \(x\). For \(Y \subseteq X\), let \(\mathcal{S}[Y] = \bigcup_{y \in Y} \mathcal{S}[y]\) denote the set of tests that contain at least one element of \(Y\). Let \(t \in \mathbb{N}_+\) and assume \(|X| > t\). Then

(a) \((X, \mathcal{S})\) is called \(t\)-separable if there are no two distinct \(Y, Z \subseteq X\) such that \(|Y| = |Z| = t\) and \(\mathcal{S}[Y] = \mathcal{S}[Z]\), and

(b) \((X, \mathcal{S})\) is called \(t\)-disjunct if there is no \(Y \subseteq X\) and \(x \in X \setminus Y\) such that \(|Y| = t\) and \(\mathcal{S}[x] \subseteq \mathcal{S}[Y]\).

Intuitively, \(\mathcal{S}[Y]\) and \(\mathcal{S}[Z]\) are the collections of tests that are positive if \(Y\), respectively \(Z\), is the set of defective items. The set system is a valid configuration of tests if and only if it can distinguish the events “\(Y\) is the defective set” and “\(Z\) is the defective set” for all distinct size-\(t\) sets \(Y, Z \subseteq X\), as captured by the first definition. Thus, \(t\)-separability is necessary and sufficient for non-adaptive group testing with \(t\) defectives.

Observe that \(t\)-separability only guarantees that the defective set can be inferred from the test results, but does not imply an efficient algorithm to do so. A naive approach is to check, for all \(\binom{|X|}{t}\) size-\(t\) subsets of items, whether they are consistent with the test outcomes. We are not aware of significantly faster algorithms to determine the defective set with an arbitrary \(t\)-separable set system.

The stronger property of \(t\)-disjunctness is sufficient for an efficient algorithm. Intuitively, \(t\)-disjunctness guarantees that every non-defective item appears in some test that contains none of the \(t\) defectives. We can therefore simply discard all items that appear in at least one negative test, so that only the \(t\) defectives remain [12, §7.1].

In the following, we ignore algorithmic aspects of group testing and focus on studying \(t\)-separable and \(t\)-disjunct set systems induced by geometric ranges. We first state the following simple facts:

**Lemma 1** (Du and Hwang [12]). For each set system \((X, \mathcal{S})\) and each \(t \geq 1\),

\[
(t + 1)\text{-separable} \implies t\text{-separable}, \quad \text{and} \\
(t + 1)\text{-disjunct} \implies t\text{-disjunct} \implies t\text{-separable}.
\]

Let \(X \subseteq \mathbb{R}^d\) be a finite set of points and let \(\mathcal{S}\) be a finite set of geometric shapes in \(\mathbb{R}^d\). We call \((X, \mathcal{S}')\) the set system induced by \((X, \mathcal{S})\), where \(\mathcal{S}' = \{R \cap X \mid R \in \mathcal{S}\}\).
We use \((X, \mathcal{S})\) and \((X, \mathcal{S}')\) interchangeably, observing that the definitions of \(t\)-separability and \(t\)-disjunctness can be equivalently applied to \((X, \mathcal{S})\) instead of \((X, \mathcal{S}')\). Given \(d \geq 1\), an (axis-parallel) \(d\)-rectangle (also referred to as box or hyperrectangle) is the cartesian product of \(d\) closed intervals. We denote the set of all \(d\)-rectangles in \(\mathbb{R}^d\) by \(\mathcal{R}_d\).

We wish to determine, given \(n\) and \(t\), the maximum \(m\), such that there exists a \(t\)-separable (resp. \(t\)-disjunct) set system \((X, \mathcal{S})\) with \(|X| = m\) and \(|\mathcal{S}| = n\).

Define \(S^d_t(n)\) to be the maximum \(m\) for which there exist a set \(X \subseteq \mathbb{R}^d\) of size \(m\) and a set \(\mathcal{S} \subseteq \mathcal{R}_d\) of size \(n\) such that \((X, \mathcal{S})\) is \(t\)-separable. In other words, \(S^d_t(n)\) is the maximum number of points in \(\mathbb{R}^d\), among which we can identify \(t\) defectives, using \(n\) rectangle-tests.

Define \(D^d_t(n)\) accordingly for \(t\)-disjunctness. Our goal is to understand the asymptotic behaviour of \(S^d_t(n)\) and \(D^d_t(n)\).

An easy observation is that both \(S^d_t(n)\) and \(D^d_t(n)\) are monotone in both \(t\) and \(d\).

**Proposition 1.** For all \(t, d \in \mathbb{N}_+\),

\[
S^d_t(n) \geq S^d_{t+1}(n), \quad \text{and} \quad S^d_t(n) \leq S^d_{t+1}(n),
\]

\[
D^d_t(n) \geq D^d_{t+1}(n), \quad \text{and} \quad D^d_t(n) \leq D^d_{t+1}(n).
\]

Monotonicity in \(t\) follows from Lemma 1, and monotonicity in \(d\) follows from the fact that a \(d\)-dimensional configuration can always be embedded in \(\mathbb{R}^{d+1}\).

Recall that in the general, combinatorial case, \(n\) tests can handle \(2^{\Theta(n)}\) items, assuming that the number of defectives \(t\) is constant [12, §7]. The next upper bound shows that restricting the tests to \(d\)-rectangles changes the situation considerably, even when \(t = 1\).

**Proposition 2.** For all \(d \in \mathbb{N}_+\), \(S^d_1(n) \leq (2n - 1)^d\).

**Proof.** Let \((X, \mathcal{S})\) be a 1-separable set system induced by \(d\)-rectangles, where \(|\mathcal{S}| = n\). In each dimension, the boundaries of the \(d\)-rectangles are defined by at most \(2n\) distinct coordinates. These coordinates define a hypergrid with at most \((2n - 1)^d\) cells. Assume \((X, \mathcal{S})\) to be in general position, so no point is on a cell boundary. Two arbitrary points (items) \(x, y \in X\) cannot be in the same cell, as otherwise they would be contained in the same set of \(d\)-rectangles (tests), and \(\mathcal{S}[Y \cup \{x\}] = \mathcal{S}[Y \cup \{y\}]\) for all \(Y \subseteq X\). Thus, \(|X| \leq (2n - 1)^d\).

For arbitrary \(d\), given a set \(X\) of \(n\) points in \(\mathbb{R}^d\), we can choose \(n\) disjoint \(d\)-rectangles so that each rectangle contains a single point of \(X\) in its interior. This structure is clearly \(t\)-disjunct for all \(t\). Together with Lemma 1 and Propositions 1 and 2, we obtain:

\[
n \leq D^d_t(n) \leq S^d_t(n) \in \mathcal{O}(n^d).
\]

### 1.2. Main results

Note that in the one-dimensional case \((d = 1)\), the trivial upper and lower bounds match. In the case of a single defective item \((t = 1)\), we show that the upper bound is tight for all \(d\). For all other cases, i.e. when \(t, d \geq 2\), we show that both the trivial lower bound and the trivial upper bound can be improved.
Lower bounds. In Section 2, we analyze a $d$-dimensional grid-line construction. Transforming it to a combinatorially equivalent set system that is induced by two-dimensional rectangles, we obtain the following results:

**Theorem 1.** $S_3^2(n) \in \Omega(n^{3/2})$, and for even $t \geq 6$, $S_t^2(n) \in \Omega(n^{1+3/t})$.

By monotonicity (Proposition 1), it follows e.g. that $S_2^2(n) \in \Omega(n^{3/2})$ and $S_4^2(n) \in \Omega(n^{4/3})$. Bounds for odd $t$ also follow by monotonicity.

In Section 3, we consider an arrangement of hyperplanes on grid points, and again construct equivalent rectangle-induced set systems, obtaining:

**Theorem 2.** For constants $d, t \in \mathbb{N}^+$, $D_d^t(n) \in \Omega\left(n^{1+\left\lfloor d-1\right\rfloor/t}\right)$.

In the special case $t = 1$, i.e. with a single defective item, the result matches the upper bound of Proposition 2. It follows that $D_1^d(n) \in \Theta(n^d)$ and $S_1^d(n) \in \Theta(n^d)$ for all $d \in \mathbb{N}^+$, and our constructions are asymptotically optimal for this case.

Note that Theorem 2 only implies meaningful lower bounds when $t < d$. In Section 4, we present superlinear lower bounds for the other cases.

**Theorem 3.** For $d, t \in \mathbb{N}^+$, with $t \geq d$, $D_d^t(n) \in \Omega\left(n^{1+\left\lfloor d-1\right\rfloor/t}\right)$.

In particular, in the two-dimensional case $D_1^d(n) \in \Omega(n^{1+1/t})$.

Finally, in Section 6, we consider a generalization of the grid construction of Section 2 that replaces axis-parallel lines with axis-parallel affine subspaces, yielding a slight improvement over Theorem 2 if $d$ is a multiple of $t$.

**Theorem 4.** For $d, t \geq 2$, $D_d^t(n) \in \Omega\left(n^{1+\left\lfloor d-1\right\rfloor/t}\right) = \Omega\left(n^{1+\left\lfloor d-1\right\rfloor/t}\right)$.

Upper bounds. In Section 5, we develop a technique based on avoided patterns (variants and extensions of the Kővári-Sós-Turán theorem [26]), obtaining the following result for 2-separability:

**Theorem 5.** For $d \geq 2$, $S_2^d(n) \in \mathcal{O}\left(n^{d-2/3}\right)$.

In particular, in the two-dimensional case $S_2^2(n) \in \mathcal{O}(n^{5/3})$. For 3-separability and higher, we obtain the stronger bound:

**Theorem 6.** For $d \geq 2$ and $t \geq 3$, $S_t^d(n) \in \mathcal{O}(n^{d-1/2})$.

In particular, together with Theorem 3, we have the asymptotically tight result $S_3^2(n) \in \Theta(n^{3/2})$. For disjunctness we obtain:

**Theorem 7.** For $d, t \geq 2$, $D_d^d(n) \in \mathcal{O}\left(n^{d-1+\frac{1}{\min(d,t)}}\right)$.

In particular, $D_2^2(n) \in \Theta(n^{3/2})$. In Appendix B we summarize the best upper and lower bounds for $D_d^d(n)$ and $S_t^d(n)$, for small values of $t$ and $d$. 
A remark is in order, regarding general position assumptions, as in the proof of Proposition 2. We say that a configuration of points \(X\) and \(d\)-rectangles \(S\) is in general position if, for each \(i \in [d]\), the \(i\)-th coordinates defining the points in \(X\) and the rectangles in \(S\) are all distinct. In other words, each axis-parallel hyperplane contains at most one point and bounds at most one rectangle, not both at once.

In our proofs it is sometimes useful to assume \((X, S)\) to be in general position. We argue that this assumption is without loss of generality, as we can always perturb a configuration to obtain a combinatorially equivalent one that is in general position.

Indeed, let \(\varepsilon\) be the smallest positive difference between a pair of coordinates of points in \(X\) and/or corners of rectangles in \(S\). Extend each rectangle by \(\varepsilon/3\) in each of the \(2d\) axis-parallel directions. By the choice of \(\varepsilon\), the point-rectangle containment relation is unchanged, and after the transformation no point is aligned with a rectangle boundary. By further perturbing the coordinates of points and rectangle corners by less than \(\varepsilon/6\), we achieve general position.

1.3. Further related work

To our knowledge, group testing with orthogonal range queries has not been considered before, although as natural measures of set system complexity, \(t\)-separability and \(t\)-disjunctness have been studied on their own. Equivalent concepts include superimposed codes [25], \(t\)-cover-free families (duals of \(t\)-disjunct set systems) [14, 8], and separating systems (1-separable set systems) [34, 24, 1, 27, 16].

We focus on results for geometrically-defined set systems. As they refer to worst-case placements of points, the bounds obtained in the referred works are not directly comparable with ours. Gerbner and Tóth [16] study 1-separable set systems induced by convex sets over points in general position. Translated into our setting their results imply that \(n\) convex tests can handle \(O(n \log n)\) arbitrary points (with a single defective) if the general position assumption is made, and \(O(n)\) points otherwise. Boland and Urrutia [6] study set systems induced by hyperplanes in a similar setting, obtaining \(\Theta(n)\) bounds when the dimension \(d\) is constant. Gledel and Parreau [20] consider a similar problem where \(S\) are disks; Harvey et al. [21] and Cheraghchi et al. [9] consider sets \(S\) restricted to paths of a given graph.

Lángi et al. [27] study 1-separation, and two generalizations: intersection-separation and containment-separation. The first notion corresponds exactly to the \(t\)-separation studied in our paper, requiring that for all pairs of size-\(t\) sets, some test properly intersects one but not the other. The second notion, \(t\)-containment-separation is similar, with “intersects” replaced by “contains”. (Notice that in the case \(t = 1\) the two notions are identical.) The bounds obtained by Lángi et al. are linear, up to poly-logarithmic factors. Again, these results are not comparable to ours, as they refer to worst-case placements of points in general position, with convex subsets of \(\mathbb{R}^d\) as tests, whereas we study best-case placements of points with axis-parallel boxes as tests.

Several other variants of the group testing problem have been considered (see [12, 4] and references therein). In probabilistic group testing it is only required to recover the defective set with high probability. In noisy group testing the tests might err with some probability [5], or possibly in an adversarial way, i.e. testing with “liars” [12, §5], [31]. In
quantitative group testing the test outcomes indicate the number of defective items in the test [3, 2]; also related are various coin-weighing problems, see e.g. [7].

2. Grids of axis-parallel lines

In this section we consider a specific family of set systems defined by points and lines, and fully characterise its \( t \)-separability, respectively \( t \)-disjunctness. We then transform this set system to obtain a combinatorially equivalent set system whose sets are induced by 2-rectangles.

Let \( n \geq 2 \), let \( P_d = [n]^d \), and define \( L_d \) to be the set of axis-parallel lines that intersect \( P_d \). In other words, \( L_d \) is the set of grid lines in the \( d \)-dimensional \( n \times n \times \cdots \times n \) hypergrid. Observe that \( |P_d| = n^d \) and \( |L_d| = dn^{d-1} \).

We start with the two-dimensional case and argue that \((P_2, L_2)\) is 1-disjunct. Suppose this is not the case. Then, there exist distinct points \( x, y \in P \) such that \( L_2[x] \subseteq L_2[y] \). As \( x \) is contained in at least one line of \( L_2 \) that does not contain \( y \), this is impossible. By Lemma 1, \((P_2, L_2)\) is also 1-separable.

We argue next that \((P_2, L_2)\) is not 2-separable. Indeed, as shown in Figure 1 (a), we can find two distinct sets of points in \( P_2 \), both of size two, such that both sets intersect the same four grid lines. (The two sets contain opposite corners of a grid cell.) By Lemma 1, \((P_2, L_2)\) is not \( t \)-separable and not \( t \)-disjunct for all \( t \geq 2 \). This settles the two-dimensional case. We continue with bounds regarding disjunctness in higher dimensions.

**Proposition 3.** Let \( d \geq 2 \). Then \((P_d, L_d)\) is not \( d \)-disjunct.

**Proof.** Consider a point \( p \in P_d \) and the set \( L_d[p] \) of \( d \) grid lines containing \( p \). Choose one more point on each line in \( L_d[p] \), yielding a set \( Q \subseteq P_d \setminus \{p\} \) of size \( d \). Now \( L_d[p] \subseteq L_d[Q] \), so \((P_d, L_d)\) is not \( d \)-disjunct. \( \square \)

**Proposition 4.** Let \( d \geq 2 \). Then \((P_d, L_d)\) is \((d-1)\)-disjunct.

**Proof.** Consider a point \( a \in P_d \) and a set \( B \subseteq P_d \setminus \{a\} \) such that \( L_d[a] \subseteq L_d[B] \), i.e. the points in \( B \) hit all lines that intersect \( a \). Two lines in \( L_d[a] \) intersect only in \( a \), which means that \( |L_d[a] \cap L_d[b]| \leq 1 \) for all \( b \in B \), implying \( |B| \geq |L_d[a]| = d > d - 1 \). \( \square \)

Determining \( t \)-separability of \((P_d, L_d)\) is somewhat more complicated. Here, \( d = 3 \) is also a special case.

**Proposition 5.** \((P_3, L_3)\) is not 4-separable.

**Proof.** Consider a set of 8 points in \( P_3 \) forming the corners of a 3-rectangle (i.e. cube). Split these points into two sets \( Y \) and \( Z \), both of size 4, as indicated by the coloring in Figure 1 (b). (The sets correspond to the odd, resp. even layers of the cube.) Then, \( L_3[Y] = L_3[Z] \), as both \( Y \) and \( Z \) hit exactly the lines supporting the edges of the cube. Thus, \((P_3, L_3)\) is not 4-separable. \( \square \)

The constructions in Figure 1 (a) and (b) can be easily generalized to higher dimensions, showing that \((P_d, L_d)\) is not \( 2^{d-1} \)-separable. The correct bounds are, however, much lower, as we show next.
**Proposition 6.** Let $d \geq 4$. Then $(P_d, \mathcal{L}_d)$ is not $(2d - 1)$-separable.

**Proof.** We use the following construction, shown in Figure 1 (c). Let $x, y \in P_d$ be distinct points contained in the same grid line $L$. Both $x$ and $y$ are contained in $d - 1$ lines apart from $L$, and these $2d - 2$ lines are pairwise distinct. Consider an additional point on each of these lines, and call the resulting set of $2d - 2$ points $Z$. Now we have $\mathcal{L}_d[Z \cup \{x\}] = \mathcal{L}_d[Z \cup \{y\}]$ as the two sets of points hit the same set of lines.

**Proposition 7.** $(P_3, \mathcal{L}_3)$ is 3-separable, and $(P_d, \mathcal{L}_d)$ is $(2d - 2)$-separable for $d \geq 4$.

We first fix some notation and make some observations. For $i \in [d]$ and $x \in P_d$, let $L_i(x) \in \mathcal{L}_d$ denote the line that contains $x$ and all points that differ from $x$ only in the $i$-th coordinate. In particular, $\mathcal{L}_d[x] = \{L_i(x) \mid i \in [d]\}$.

Let $A, B \subseteq P_d$ be distinct sets of points of the same cardinality that intersect the same set of lines, i.e. $\mathcal{L}_d[A] = \mathcal{L}_d[B]$. We have to show that the cardinalities of $A$ and $B$ are at least $2d - 1$ (respectively 4, if $d = 3$).

Let $a_0 \in A \setminus B$. Each line in $\mathcal{L}_d[a_0]$ must intersect some point in $B$. For $i \in [d]$, let $b_i$ denote a point in $L_i(a_0) \cap B$. Note that these points are distinct and let $B' = \{b_1, b_2, \ldots, b_d\}$. Consider now the set of lines $\mathcal{L}' = \{L_i(b_j) \mid i, j \in [d], i \neq j\}$. Notice that these lines contain some point in $B'$, but do not contain $a_0$. See Figure 1 (d) and (e) for illustration. Further observe that

(i) The set of lines $L_1(b_j), L_2(b_j), \ldots, L_d(b_j)$ intersect in $b_j$;
(ii) the lines $L_i(b_j)$ and $L_j(b_i)$ intersect in a unique point for all $i \neq j$; and
(iii) no other pair of lines in $\mathcal{L}'$ intersects.

Claim (i) is immediate from the definition of $L_i(b_j)$. Claim (ii) follows, as $L_i(b_j) \cap L_j(b_i)$ is the unique point that has the $i$-coordinate of $b_i$, the $j$-coordinate of $b_j$, and agrees with $a_0$ in all other coordinates. Claim (iii) follows, as pairs of lines $L_i(b_j)$ and $L_k(b_k)$ are parallel if $i = k$, and not coplanar otherwise.

Recall that each line $L \in \mathcal{L}'$ must be hit by some point $a \in A \setminus \{a_0\}$. If $d = 3$, then the lines of $\mathcal{L}'$ form a 6-cycle, as shown in Figure 1 (d). Clearly, to hit these lines, we need at least 3 points, so $|A \setminus \{a_0\}| \geq 3$, and thus $|A| \geq 4$. This settles the case $d = 3$.  

---

Figure 1: (a) $(P_2, \mathcal{L}_2)$ is not 2-separable; red and blue points indicate sets $A, B \subseteq P_2$, where $\mathcal{L}_2[A] = \mathcal{L}_2[B]$. (b) $(P_3, \mathcal{L}_3)$ is not 4-separable. (c) $(P_d, \mathcal{L}_d)$ is not $(2d - 1)$-separable (example with $d = 4$); red, blue, and green points indicate points in $A \setminus B$, $B \setminus A$, resp. $A \cap B$. (d), (e) First step in the proof of Proposition 7 for $d \in \{3, 4\}$. The blue point is $a_0$ and the set of red points is $B'$. The blue lines $\mathcal{L}'$ have to be hit by $A$. 
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For $d \geq 4$, we argue as follows. From the above claims it follows that points of $a \in A \setminus \{a_0\}$ can be of three types: (i) points of $B'$, (ii) intersection points $L_i(b_j) \cap L_j(b_i)$ for $i \neq j$, and (iii) other points.

Observe that points of type (i) hit at most $d - 1$ lines of $L'$, points of type (ii) hit at most two lines of $L'$, and points of type (iii) hit at most one line of $L'$. We claim that if $A$ is sufficiently small, then it must contain all possible points of type (i).

**Lemma 2.** If $|A| \leq 2d - 2$, then $B' \subseteq A$.

*Proof.* Let $k_1$, $k_2$, and $k_3$ denote, respectively the number of points of type (i), (ii), and (iii) in $A \setminus \{a_0\}$. Note that $k_1 \leq d$.

As $|L'| = (d - 1)d$, to hit all lines, we must have $(d - 1)k_1 + 2k_2 + k_3 \geq d(d - 1)$.

Suppose $k_1 \leq d - 3$. As $|A \setminus \{a_0\}| = k_1 + k_2 + k_3 \leq 2d - 3$, we have $(d - 1)k_1 + 2k_2 + k_3 \leq (d - 1)k_1 + 2(2d - 3 - k_1) < d(d - 1)$, a contradiction, as $d \geq 4$.

Suppose $k_1 = d - 1$. Then, there is a point in $B' \setminus A$. Let this point be $b_j$. All $d - 1$ lines $L_i(b_j)$ for $i \neq j$ must be hit by some point of type (ii) or (iii), moreover, no point can hit more than one of these lines, so $k_2 + k_3 \geq d - 1$ must hold. However, $k_2 + k_3 \leq 2d - 3 - (d - 1) = d - 2$, a contradiction.

Suppose $k_1 = d - 2$. Then there are two points in $B' \setminus A$. Let these points be $b_j$ and $b_k$. Consider the $2(d - 2)$ lines $L_i(b_j)$ and $L_i(b_k)$ for $i \neq j$ and $i \neq k$. All these lines must be hit by some point of type (ii) or (iii), moreover, no point can hit more than one of these lines, so $k_2 + k_3 \geq 2(d - 2)$ must hold. However, $k_2 + k_3 \leq 2d - 3 - (d - 2) = d - 1$, a contradiction, as $d \geq 4$.

The only remaining possibility is $k_1 = d$, so $A$ must contain all $d$ points in $B'$.

It remains to show that $|A| \geq 2d - 1$. Suppose for contradiction that $|A| \leq 2d - 2$. By Lemma 2, $B' \subseteq A$.

Let $b_0 \subseteq B \setminus A$ (recall that $A \neq B$). By symmetry, for each $i \in [d]$, there is a point $a_i \in A$ that is contained in $L_i(b_0)$. Let $A' = \{a_1, a_2, \ldots, a_d\}$. Again, applying Lemma 2, we have $A' \subseteq B$.

Observe that, as $b_0 \notin A$ (by definition), we have $b_0 \notin A' \cup B'$ (Since $A', B' \subseteq A$). Thus, $A' \cup B' \subseteq B \setminus \{b_0\}$. As $|B| \leq 2d - 2$, it follows that $|A' \cup B'| \leq 2d - 3$ must hold. Recall that $|A'| = |B'| = d$, and therefore $|A' \cap B'| \geq 3$.

Let $\{x_1, x_2, x_3\} \subseteq A' \cap B'$. Observe that $x_1$ differs from $a_0$ in exactly one coordinate (say, coordinate $i$) and from $b_0$ in exactly one coordinate (say, coordinate $j$). Thus, as $a_0 \neq b_0$, $a_0$ and $b_0$ must differ precisely in coordinates $i$ and $j$. Now $x_2$ and $x_3$, to be different from $x_1$, both must differ only in $j$ from $a_0$ and in $i$ from $b_0$. This implies $x_2 = x_3$, a contradiction, concluding the proof of Proposition 7.

### 2.1. Mapping into two dimensions

Note that, in terms of point inclusion, an axis-parallel line is equivalent to a (sufficiently long and thin) hyperrectangle. Recall that $|P_{d}| = n^{d}$ and $|L_{d}| = d n^{d-1}$, so we already have $D_{d-1}^{d}(n) \in \Omega(n^{1 + 1/(d-1)})$ from Proposition 4 and $S^{d}_{3}(n) \in \Omega(n^{3/2})$, $S^{d}_{2-2}(n) \in \Omega(n^{1+1/(d-1)})$ for $d \geq 4$ from Proposition 7.
The first bound will be improved in subsequent sections. We now strengthen the second and third bounds by showing that \((P_d, \mathcal{L}_d)\) is isomorphic to a \textit{two-dimensional} rectangle-induced set system. This proves:

**Theorem 1.** \(S_3^2(n) \in \Omega(n^{3/2})\), and for even \(t \geq 6\), \(S_3^2(n) \in \Omega(n^{1+2/k})\).

We construct the necessary isomorphism directly, that is, we define functions \(f: P_d \to \mathbb{R}^2\) and \(g: \mathcal{L}_d \to \mathcal{R}_2\), such that, for each \(x \in P_d\) and \(L \in \mathcal{L}_d\), we have \(x \in L\) if and only if \(f(x) \in g(L)\).

For a set \(X \subseteq P_d\), we write \(f(X) = \{f(x) \mid x \in X\}\). Assuming that \(f\) is injective, the above condition can be written as \(f(P_d \cap L) = f(P_d) \cap g(L)\). We prove the two directions separately (for all \(L \in \mathcal{L}_d\)):

\[
\begin{align*}
\text{(i)} & : f(P_d \cap L) \subseteq f(P_d) \cap g(L), \\
\text{(ii)} & : f(P_d) \cap g(L) \subseteq f(P_d \cap L).
\end{align*}
\]

We start with the definition of \(f\) and some observations. Let \(\varepsilon = \frac{1}{n+1}\), and let

\[
f(x_1, x_2, \ldots, x_d) = \left(\sum_{i=1}^{d} \varepsilon^{i-1}x_i, \sum_{i=1}^{d} \varepsilon^{d-i}x_i\right).
\]

Intuitively, as \(i\) grows, \(x_i\) contributes less to \(f(x)_1\) and more to \(f(x)_2\). Moreover, it is easy to show that \(\sum_{j=i}^{d} \varepsilon^{j-1}n < \varepsilon^{i-2}\) for all \(i \in [d]\). This means that changing \(x_i\) by only one has a larger effect on \(f(x)_1\) then all possible changes to the variables \(x_j\) with \(j > i\) combined (recall that \(x_j \in [n]\)). In particular, for \(x, x' \in P_d\), we have \(f(x)_1 < f(x')_1\) if and only if \(x\) precedes \(x'\) in lexicographic order, i.e. there is some \(i\) such that \(x_i < x'_i\) and \(x_j = x'_j\) for all \(j < i\). Similarly, \(f(x)_2 < f(x')_2\) if and only if the reverse of \(x\) precedes the reverse of \(x'\) in lexicographic order, i.e. there is some \(i\) such that \(x_i < x'_i\) and \(x_j = x'_j\) for all \(j > i\). This implies that \(f\) is injective.

We proceed with the definition of \(g\). To satisfy (i), \(g(L)\) must contain all points in \(f(P_d \cap L)\). When this is true, increasing the size of \(g(L)\) clearly does not help in satisfying (ii). Consequently, we let \(g(L)\) be the inclusion-wise minimal axis-parallel rectangle containing all points in \(f(P_d \cap L)\). Note that we consider a point or a line segment to be a degenerate rectangle with width and/or height 0.

Now (i) holds by definition. The following lemma implies (ii).

**Lemma 3.** Let \(x \in P_d\) and \(L \in \mathcal{L}_d\) such that \(x \notin L\). Then \(f(x) \notin g(L)\).

**Proof.** We start with an observation. As an axis-parallel rectangle, \(g(L)\) is the product of two intervals, say \(g(L) = U \times V\). In particular, \(U\) is the smallest interval containing all first coordinates of points in \(f(P_d \cap L)\), and \(V\) is the smallest interval containing all second coordinates of points in \(f(P_d \cap L)\). Thus, using our observation above, a point \(y \in P_d\) satisfies \(f(y)_1 \in U\) if and only if \(y\) is lexicographically between two points in \(P_d \cap L\). Similarly, \(f(y)_2 \in V\) if and only if the reverse of \(y\) is lexicographically between the reverses of two points in \(P_d \cap L\).
Figure 2.: The line arrangement of Lemma 4 with $m = 5$, $k = 2$, and $t = 2$. We have $\ell = 3$ and $c_1 = (1, 0), c_2 = (1, 1), c_3 = (1, 2)$.

We now prove the lemma. Let $i$ be the one coordinate that is not fixed by $L$, i.e. $L = \{ y \mid \forall j \in [d] \setminus \{ i \} : y_i = a_i \} \in L_d$ for some $i \in [d]$ and $a_j \in [n]$. As $x \notin L$, there must be some $j$ such that $y_j \neq a_j$. First, suppose that $j < i$. If $x_j < a_j$ then $x$ is lexicographically smaller than all points in $P_d \cap L$. Otherwise, $x$ is lexicographically greater than all points in $P_d \cap L$. In both cases, $f(x) \notin U$, so $f(x) \notin g(L)$.

If $j > i$, then the symmetric argument shows $f(x) \notin V$. This concludes the proof.

Having shown that $f$ and $g$ satisfy (i) and (ii), this concludes the proof of Theorem 1.

3. Hyperplanes

In this section we consider a configuration of $d$-dimensional grid points with a set of arbitrary, not necessarily axis-parallel, hyperplanes. We then construct equivalent set systems induced by hyperrectangles.

For $k \in \mathbb{N}_+$, consider the vectors $c_i = (1, (i - 1), (i - 1)^2, \ldots, (i - 1)^{k-1})$ in $\mathbb{R}^k$, for $i \in [\ell]$, where $\ell = (k-1)t+1$. Observe that every set of $k$ distinct vectors $c_i$ is linearly independent. Define the hyperplanes $H_{i,j} = \{ x \in \mathbb{R}^k \mid c_i \cdot x = j \}$ for all $i \in [\ell]$ and $j \in \mathbb{N}_+$. Observe that $H_{i,j}$ and $H_{i',j'}$ are distinct, unless $i = i'$ and $j = j'$, and that $H_{i,j}$ and $H_{i,j'}$ are parallel for all $i, j, j'$.

Lemma 4. Let $m \in \mathbb{N}_+$ with $m > k$, and let $S = \{ H_{i,j} \mid i \in [\ell], j \in [\ell m] \}$. The set system $([m]^k, S)$ is $t$-disjunct.

Proof. Let $x, y \in [m]^k$ be distinct points. We claim that there are at most $(k - 1)$ hyperplanes in $S$ that contain both $x$ and $y$. Indeed, take $k$ hyperplanes in $S$ and consider their intersection. If two of them are parallel, their intersection is empty. Otherwise, their intersections are solutions of an equation system $Ax = b$, where $b$ is some vector and $A \in \mathbb{N}^{k \times k}$ is a matrix whose rows are distinct vectors $c_i$. This means that $A$ has full rank, so if $Ax = b$ has a solution, it is unique. This proves the claim.

Now suppose that $([m]^k, S)$ is not $t$-disjunct. Then there is an $x \in [m]^k$ and a $Y \subseteq [m]^k$ with $|Y| = t$ and $x \notin Y$ such that $S[x] \subseteq S[Y]$. We will reach a contradiction by showing that $|S[x]| > |S[x] \cap S[Y]|$. 
First, observe that each \( x \in [m]^k \) is contained in exactly \( \ell \) hyperplanes, so \( |S[x]| = \ell > t(k - 1) \). On the other hand, by our claim,
\[
|S[x] \cap S[y]| \leq \sum_{y \in Y} |S[x] \cap S[y]| \leq t(k - 1),
\]
yielding the contradiction.

We remark that Lemma 4 implies that for each fixed \( t \geq 1 \), there is a set \( P \subseteq \mathbb{R}^d \) of points and a set \( S \) of hyperplanes in \( \mathbb{R}^d \) such that \( (P, S) \) is \( t \)-disjunct and \( |P| \in \Omega(|S|^d) \).
As we show in Section 5, such a result is not possible for hyperrectangles.

We now derive the lower bound on \( \text{Di}_t^d(n) \). Observe that in Lemma 4 we construct \( \ell \) \((\ell^k m)\)-partitions of the grid \([m]^k\), each consisting of parallel hyperplanes. The following lemma shows that with \( d \)-dimensional hyperrectangles, we can construct a set of \( d \) arbitrary partitions. The idea is simply to use values of the \( i \)-th coordinate to encode the \( i \)-th partition. Each part of a partition corresponds to a \( d \)-rectangle.

**Lemma 5.** Let \( \Pi_1, \Pi_2, \ldots, \Pi_d \) a set of \( q \)-partitions of some set \( X \), and let \( S = \Pi_1 \cup \Pi_2 \cup \cdots \cup \Pi_d \subseteq 2^X \). Then there are mappings \( r : S \rightarrow \mathcal{R}_d \) and \( p : X \rightarrow \mathbb{R}^d \) such that for all \( x \in X \) and \( S \in S \), we have \( x \in S \Leftrightarrow p(x) \in r(S) \).

**Proof.** Let \( \Pi_i = \{S_{i,1}, S_{i,2}, \ldots, S_{i,q}\} \) for each \( i \in [d] \). Define \( p \) such that \( p(x)_i = j \) if \( x \in S_{i,j} \) for \( i \in [d], j \in [q] \). Observe that \( p(x)_i \) is well-defined, as \( \Pi_i \) is a partition. Further, define \( R(S_{i,j}) = \mathbb{R}^{i-1} \times \{j\} \times \mathbb{R}^{d-i} \). Now \( x \in S_{i,j} \) if and only if \( p(x) \in R(S_{i,j}) \). Note that while \( R(S_{i,j}) \) is technically an axis-parallel hyperplane, it can be replaced by a sufficiently large (and thin) \( d \)-rectangle.

From Lemma 4 (setting \( \ell = d \)) and Lemma 5 it follows that for each \( k, t, m \) and \( d = (k - 1)t + 1 \) there is a set \( X \in \mathbb{R}^d \) of \( m^k \) points and a set \( S \) of \((d+1)m\) hyperrectangles, such that \( (X, S) \) is \( t \)-disjunct. This implies \( \text{Di}_t^d(n) \geq (n/dk+1)^k \). After solving for \( k \), we obtain:

**Theorem 2.** For constants \( d, t \in \mathbb{N}_+ \), \( \text{Di}_t^d(n) \in \Omega \left( n^{1+[d/k]} \right) \).

### 4. Long rectangles

We start by verbally describing the technique presented in this section in two dimensions. The main idea is to transform a \( t \)-disjunct arrangement into a \((t + 1)\)-disjunct arrangement, so that the “ratio” of rectangles to points increases only moderately. Repeating this step yields superlinear lower bounds for \( \text{Di}_t^d(n) \) for all \( t \geq d \).

An example for a single step in two dimensions is shown in Figure 3. Start with an arbitrary \( t \)-disjunct arrangement of \( m \) points and \( n \) rectangles. If multiple points are on a single horizontal line, perturb them without changing the combinatorial structure. Then make \( k \) copies of the arrangement (\( k \) is to be optimized later) and place them side by side, horizontally. Finally, for each point \( p \) in the original arrangement, add one long and thin rectangle that covers all copies of \( p \). This yields an arrangement with \( m' = km \) points and
n' = kn + m rectangles. In the following, we show that the new arrangement is (t + 1)-disjunct, and discuss the choice of k. We remark that if we start with a two-dimensional arrangement isomorphic to the grid-line arrangement \((P_d, L_d)\) from Section 2, we obtain in one step an arrangement isomorphic to \((P_{d+1}, L_{d+1})\).

![Diagram](image)

Figure 3.: The first step of the long rectangle construction in two dimensions. (a) Base case for \(k = 3\), with \(2k\) rectangles and \(k^2\) points (simplified from what Lemma 4 yields). (b) Perturbation so that all points have distinct y-coordinates. (c) Three copies of the perturbed configuration, arranged along x-coordinate with added long rectangles in red.

**Lemma 6.** Let \(X \in \mathbb{R}^d\) be a set of \(m\) points and let \(S\) be a set of \(n\) \(d\)-rectangles such that \((X, S)\) is \(t\)-disjunct, and let \(k \in \mathbb{N}_+\). Then there is a set \(S'\) of \(d\)-rectangles and a set \(X' \in \mathbb{R}^d\) of points such that \((X', S')\) is \((t + 1)\)-disjunct, \(|S'| = kn + m\) and \(|X'| = km\).

**Proof.** Without loss of generality, assume that \(X\) is in general position (i.e. no two points agree in a coordinate) and that the coordinates of all points in \(X\) and corners of hyperrectangles in \(S\) are integers in \([m]\).³

For each \(i \in [k]\), let \(X_i\) be a copy of \(X\) and let \(S_i\) be a copy of \(S\), both shifted by \((i - 1)m\) in the first coordinate. Furthermore, for each point \(p \in X\), consider the hyperrectangle \(R_p = \{q \mid 1 \leq q_1 \leq km, \forall i \in [d] \setminus \{1\} : q_i = p_i\}\) that contains all copies of \(p\). Now let \(X' = \bigcup_{i=1}^{k} X_i\) and \(S' = \{R_p \mid p \in X\} \cup \bigcup_{i=1}^{k} S_i\). Clearly, \(|X'| = km\), and \(|S'| = kn + m\). It remains to show that \((X', S')\) is \((t + 1)\)-disjunct.

Let \(p \in X'\) and \(Y \subseteq X'\) with \(|Y| = t + 1\). We claim that there is some rectangle \(R \in S'\) such that \(p \in R\) and \(Y \cap R = \emptyset\). This implies that \(S[p] \not\subseteq S[Y]\).

Recall that there is some \(q \in X\) such that \(p\) is a copy of \(q\), i.e. \(p \in R_q \cap X'\). First assume that \(R_q \cap Y = \emptyset\). Then the claim is true simply for \(R = R_q\). Otherwise, let \(s \in R_q \cap Y\).

³We can assume \((X, S)\) to be in general position. Then, replacing each rectangle by the smallest combinatorially equivalent rectangle, we obtain \(m\) distinct coordinate values in each dimension.
Let \( i \in [k] \) such that \( p \in X_i \). By construction, \( s \in \mathcal{R}_g \setminus \{p\} \) implies that \( s \notin X_i \). Let \( Y' = Y \cap X_i \subseteq Y \setminus \{s\} \), and observe that \(|Y'| \leq t\). By assumption, \((X_i, S_i)\) is \( t\)-disjunct, which means that there is some rectangle \( R \in S_i \) for which \( p \in R \) and \( Y' \cap R = \emptyset \). Moreover, \( R \cap X \subseteq X_i \) by construction, so \( Y \cap R = \emptyset \). This proves the claim.

**Corollary 1.** Let \( c \geq 1 \) and \( D_t^d(n) \in \Omega(n^c) \). Then \( D_{t+1}^d(n) \in \Omega(n^{2c-1}) \).

**Proof.** For some constant \( c' > 0 \) we have \( D_t^d(n) \geq c'n^c \) for all large enough \( n \). Then, for each such \( n \), there is a set \( S \) of \( d\)-rectangles and a set \( X \subseteq \mathbb{R}^d \) of points for which \((X, S)\) is \( t\)-disjunct and \(|S| = n\), and \(|X| = \lceil c'n^c \rceil\). Choosing \( k = \lceil n^{c-1} \rceil\), Lemma 6 yields a \((t+1)\)-disjunct set system \((X', S')\) such that

\[
|S'| = k \cdot |S| + |X| \leq n^c + n + c'n^c \leq (2 + c')n^c, \quad \text{and} \quad |X'| = k \cdot |X| \geq c'n^{2c-1}.
\]

As such, for some \( c'' > 0 \) and large enough \( n \), \(|X'| \geq c''|S'|^{(2c-1)/c} = c''n^{2c-1} \).

Using Theorem 2 with \( t = d - 1 \) as induction base and Corollary 1 as induction step, we obtain:

**Theorem 3.** For \( d, t \in \mathbb{N}_+ \), with \( t \geq d \), \( D_t^d(n) \in \Omega \left(n^{1+\frac{1}{2t+d}}\right)\).

### 5. Upper bounds

We now present a technique to improve the trivial \( O(n^d) \) upper bound for all \( t, d \geq 2 \). Throughout this section, we always assume that in a hyperrectangle-induced set system \((P, S)\), all points and rectangle corners have integral coordinates in \([4n]\), where \( n = |S| \), and no hyperplane supporting a rectangle facet contains a point.

To show that this assumption is without loss of generality, we describe an explicit transformation for each dimension \( i \in [d] \). Recall that we may assume \((P, S)\) to be in general position, and thus the rectangles in \( S \) are defined by \( 2n \) distinct \( i\)-coordinates. These coordinates induce \( 2n - 1 \) “strips”. Each point in \( P \) must lie in the interior of such a strip, or outside all strips. If two points lie in the same strip (or if both lie in no strip), then move them to align in the \( i\)-th coordinate (keeping the other coordinates unchanged). Now the points are defined by at most \( 2n \) distinct \( i\)-coordinates. After doing this transformation for each \( i \in [d] \), the coordinates of points and rectangle corners take at most \( 4n \) distinct values in each dimension. After another simple coordinate-wise transformation, all coordinates become integers in \([4n]\).

We start with a lemma that allows generalizing bounds to higher dimensions.

**Lemma 7.** For all constants \( d, t, k \in \mathbb{N}_+ \), we have:

\[
S_t^{d+k}(n) \leq (4n)^k \cdot S_t^d(n), \quad \text{and} \quad D_t^{d+k}(n) \leq (4n)^k \cdot D_t^d(n).
\]
Proof. We only prove the lemma for \(k = 1\), as the case \(k > 1\) follows by induction.

Let \((P, S)\) be a \((d + 1)\)-rectangle-induced set system, and let \(n = |S|\). Recall that we assume \(P \subseteq [4n]^{d+1}\). Let \(H\) be an axis-parallel hyperplane in \([4n]^{d+1}\), obtained by fixing the first coordinate to a value in \([4n]\). Let \(P' = P \cap H\) and \(S' = \{ R \cap H \mid R \in S \}\).

Our key observation is that if \((P, S)\) is \(t\)-separable (\(t\)-disjunct), then \((P', S')\) is \(t\)-separable. This implies that \(|P'| \leq S_d^t(|S'|) \leq S_d^t(n)\) (respectively \(|P'| \leq D_d^t(n)\)). Finally, we can cover \([4n]^{d+1}\) with \(4n\) such hyperplanes \(H\), which implies the desired bounds.

Observe that Lemma 7 implies that a bound of \(o(n^2)\) in two dimensions translates to bounds \(o(n^d)\) in all dimensions \(d > 2\). In Sections 5.1 and 5.2, we prove that \(S_2^2(n) \in O(n^{5/3})\), which implies that \(S_t^d(n) \in O(n^{d-1/3})\) for all \(t, d \geq 2\). We strengthen this result in Section 5.3 for larger \(t\), proving Theorem 6. In Section 5.4, we adapt our technique to the \(t\)-disjunct case, proving Theorem 7.

Before proceeding with the technical proofs, we give a high-level description of the upper bound for 2-separability in two dimensions. Let \((P, S)\) be a 2-separable rectangle-induced set system, and let \(n = |S|\). Assume that the coordinates of \(P\) are positive integers in \([4n]\).

We want to show that \(|P| \in O(n^{5/3})\).

An induced rectangle in \(P\) is a set of four points in \(P\) that form the corners of an axis-parallel rectangle (which is not necessarily in \(S\)). It is known that if \(P\) contains no induced rectangle, then \(|P| \in O(n^{3/2})\). (This is a special case of the well-known Zarankiewicz problem \([26]\).) We can thus assume that an induced rectangle \(I \subseteq P\) exists. Let \(P_1, P_2 \subset P\) be the two sets of opposing corners of \(I\). As \((P, S)\) is 2-separable, there must be some rectangle \(R \in S\) with \(R \cap P_1 \neq \emptyset\) and \(R \cap P_2 = \emptyset\), or vice versa. It is easy to see that this means that the rectangle formed by \(I\) contains a corner of \(R\) (see Figure 4).
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(a) (b) (c)

Figure 4.: The three ways a rectangle \(R\) can intersect an induced rectangle \(I\), up to rotation. One intersection of type (c) is necessary, as otherwise each rectangle that contains a blue point also contains a red point, and vice versa.

Let \(V\) be the set of corners of the rectangles in \(S\). Our observations imply that each induced rectangle in \(P\) must contain a point of \(V\); we say that \(V\) stabs \(P\). It is now sufficient to prove that if \(V\) stabs \(P\), then \(|P| \in O(|V|^{5/3})\) (observe that \(|V| \leq 4n\)).

Towards this claim, we cover the square \([4n]^2\) (which contains both \(P\) and \(V\)) with rectangles \(Q\) such that no rectangle \(Q \in Q\) contains a point from \(V\) in its interior. This means that the points of \(P\) that fall within \(Q\) cannot induce a rectangle. Again invoking the Zarankiewicz problem, we can bound the number of points in \(P \cap Q\). Choosing a good rectangle covering (in a non-trivial way) finally yields the desired bound.
Figure 5.: A two-dimensional rectangle covering as in Lemma 9 with $k = 3$, where rectangles are always divided with vertical lines. Blue lines indicate rectangle borders.

5.1. Hyperrectangle coverings

We start with the last part of the high-level description, generalized to higher dimensions. We consider the resulting extremal problem interesting on its own.

A hyperrectangle covering of the grid $G = [n]^d$ is a set $Q$ of $d$-rectangles (with integral corners) such that $G \subseteq \bigcup Q$. We say that $Q$ is valid with respect to some set $V \subseteq G$ of points if $V \cap \text{interior}(Q) = \emptyset$ for all $Q \in Q$. Given a set of $O(n)$ points $V$ and a weight function $w: \mathbb{R}^d \rightarrow \mathbb{R}$, we ask for the minimum total weight $W(Q) = \sum_{Q \in Q} w(Q)$ that a valid hyperrectangle covering $Q$ can have.

In this section, we define a suitable weight function for the case $d = t = 2$. (In the following sections, we will use different weight functions.) For a rectangle $Q$, let the weight $z(Q)$ be the maximum number of integral points that we can fit in $Q$ without inducing an axis-parallel rectangle. The total weight of a rectangle covering $Q$ is denoted by $Z(Q)$.

In the following, we say that a rectangle (with integral corners) is a size $p \times q$ rectangle if it covers a $p \times q$ grid, i.e. has side lengths $p-1$ and $q-1$. The Kővári-Sós-Turán theorem implies the following:

**Lemma 8** ([26, 22]). A $p \times q$ rectangle $Q$ where $p \geq q$ has weight $z(Q) \leq p^{1/2}q + p$.

Note that among rectangles with the same area, a $k^2 \times k$ rectangle is the “lightest”. We use this observation in the following upper bound.

**Lemma 9.** Let $n = k^3$ for some $k \in \mathbb{N}_+$, and let $V \subseteq [n]^2$ such that $|V| \leq n$. Then there is a rectangle covering $Q$ with $Z(Q) \leq 4n^{5/3}$ that is valid with respect to $V$.

**Proof.** We construct $Q$ as follows. Start with the regular decomposition into $n$ rectangles of size $k^2 \times k$, i.e.

$$Q_0 = \{(i-1)k^2 + 1, ik^2] \times [(j-1)k + 1, jk] \mid i \in [k], j \in [k^2]\}.$$
Observe that while these rectangles do not cover the continuous square \([1, n]^2\), they do cover all integral points in \([n]^2\). Moreover, each rectangle in \(Q_0\) has weight at most \(2k^2\), so \(Z(Q_0) = n \cdot 2k^2 = 2n^{5/3}\).

The obtained \(Q_0\) is not yet a valid rectangle covering, as its rectangles may contain points of \(V\) in their interiors. To fix this, for each point \(v \in V\) and rectangle \(Q \in Q_0\) where \(v \in \text{interior}(Q)\), split \(Q\) with an axis-parallel line through \(v\) (see Figure 5, where we always split the rectangles with vertical lines). Observe that these splits increase the number of rectangles by at most \(|V|\).

Let \(Q\) be the set of rectangles thus obtained. As the weight of a rectangle obtained by splitting can only be smaller than the weight of the original rectangle, we have \(z(Q) \leq 2k^2\) for all \(Q \in Q\), and thus,

\[
Z(Q) \leq Z(Q_0) + |V| \cdot 2k^2 \leq 4n^{5/3}.
\]

We briefly argue that Lemma 9 is asymptotically tight. It is known that Lemma 8 is asymptotically tight (see e.g. [33]). In the following, we ignore constants and assume \(z(q) = p^{1/2}q + p\). Given a rectangle with side lengths \(p \geq q\), let the density of \(Q\) be defined as \(\delta(Q) = z(Q)/(pq) = p^{-1/2} + q^{-1}\), and let the density of a rectangle covering \(Q\) of \([n]^2\) be defined as \(\Delta(Q) = Z(Q)/A(Q)\), where \(A(Q)\) denotes the total area of all rectangles in \(Q\). Observe that \(A(Q) \geq n^2\), with equality if the rectangles do not overlap. As \(\Delta(Q)\) is the weighted average of the densities of the individual rectangles, we have

\[
\Delta(Q) \geq \min_{Q \in Q} \delta(Q).
\]

Let \(n = k^3\) and consider the set \(V \subseteq \[n]^2\) of points shown in Figure 6. It consists of a large \(k \times k\) grid, where each grid cell (of size \(k^2 \times k^2\)) contains a set of \(k\) evenly spaced points on its diagonal. Let \(Q\) be a \(p \times q\) rectangle such that \(\text{interior}(Q) \cap V = \emptyset\). Observe that if \(p > k^2\), then \(q \leq k\). As such, \(\delta(Q) \geq \frac{1}{k}\). We now have \(Z(Q) = A(Q) \cdot \Delta(Q) \geq n^2 \cdot \Delta(Q) \geq n^2 \cdot \frac{1}{k} = n^{5/3}\).

![Figure 6: A set of \(n = k^3\) points \(V\) that requires a rectangle covering of weight \(n^{5/3}\).](image-url)
5.2. Stabbing induced rectangles

Let \( V, P \subseteq [n]^2 \) be point sets. We say that \( P \) induces a rectangle \( R \) if all four corners of \( R \) are in \( P \), and we say that \( V \) stabs \( P \) if every rectangle induced by \( P \) contains a point from \( V \) in its interior.

**Lemma 10.** Let \( n = k^2 \) for some \( k \in \mathbb{N} \), and let \( V, P \subseteq [n]^2 \) such that \(|V| \leq n \) and \( V \) stabs \( P \). Then \(|P| \leq 4n^{5/3}\).

**Proof.** Lemma 9 implies that there is a rectangle covering \( Q \) with \( Z(Q) \leq 4n^{5/3} \) that is valid with respect to \( V \). Now assume that \(|P| > Z(Q)\). By the pigeonhole principle, there is a rectangle \( Q \in Q \) that contains more than \( z(Q) \) points. By the definition of \( z \), inside \( Q \) there must be 4 points of \( P \) that induce a rectangle. The interior of this induced rectangle contains no point from \( V \), contradicting the assumption that \( V \) stabs \( P \). Thus, \(|P| \leq Z(Q)\). \(\square\)

Note that while Lemma 9 is tight, we do not know whether Lemma 10 is also tight. The lower bound for rectangle coverings does not simply transfer, because if we construct \( P \) by “filling up” all rectangles of the covering, then two pairs of points contained in different rectangles may still induce a rectangle that is not stabbed.

We are now ready to prove Theorem 5.

**Theorem 5.** For \( d \geq 2 \), \( S_2^d(n) \in \mathcal{O}(n^{d-1/3}) \).

**Proof.** We only show the case \( d = 2 \), the other cases follow by Lemma 7.

Let \((P,S)\) be a 2-separable rectangle-induced set system. Let \( n = |S| \) and let \( V \) be the set of \( n' = 4n \) corners of rectangles in \( S \). We assume that \( n' \) is of the form \( k^3 \), that \( P, V \subseteq [n'] \), and that points \( p \in P \) and \( v \in V \) differ in all coordinates.

Let \( P' \subseteq P \) be a set of 4 points that induce a rectangle \( R \). Let \( P_1 \) and \( P_2 \) be the pairs of opposite corners of \( R \). We claim that there must be a rectangle \( S \in S \) that contains only one point of \( P \). Suppose not, then each rectangle \( S \in S \) either contains no point of \( P \) or at least one “edge” of \( R \), and thus both a point from \( P_1 \) and a point from \( P_2 \) (see Figure 4). This implies \( S[P_1] = S[P_2] \), contradicting that \((P,S)\) is 2-separable.

As such, \( R \) contains a point of \( V \), which is in the interior of \( R \) by assumption. As a consequence, \( V \) must stab \( P \), and Lemma 10 implies \(|P| \leq 4(n')^{5/3} \in \mathcal{O}(n^{5/3})\). \(\square\)

5.3. Stabbing Z-shaped point sets

We slightly modify the technique of the previous sections and obtain improved bounds in the case \( t = 3 \). Informally, instead of the avoidance of induced rectangles, we argue about avoidance of a different pattern, called the Z-shape (Figure 7). More formally, call a set of four distinct points \( w, x, y, z \in \mathbb{N}^2 \) a Z-shape if \( w_1 < x_1 = y_1 < z_1 \) and \( w_2 = x_2 < y_2 = z_2 \).

We now adapt Lemma 9. For a rectangle \( Q \) of size \( m \times n \), let \( z'(Q) \) denote the maximum number of points that fit into \( Q \) without creating a Z-shaped subset. Füredi and Hajnal [15, Cor. 2.4] showed (using different notation) that \( z'(Q) \in \mathcal{O}(m+n) \). For a rectangle covering \( Q \), let \( Z'(Q) = \sum_{Q \in \mathcal{Q}} z'(Q) \).
Lemma 11. Let $V \subseteq [n]^2$ such that $|V| \leq n$. Then there is a rectangle covering $Q$ that is valid with respect to $V$, such that $Z'(Q) \in \mathcal{O}(n^{3/2})$.

Proof. Assume that $n = k^2$ for some $k \in \mathbb{N}_+$. (We can ensure this by padding, without affecting the asymptotic bounds.)

Start with the regular decomposition $Q_0$ into $n$ squares of size $k \times k$. We have $|Q_0| = n$ and $z'(Q) \in \mathcal{O}(k) = \mathcal{O}(\sqrt{n})$ for each $Q \in \mathcal{Q}$.

Again, for each $v \in V$ in the interior of some rectangle $Q \in Q_0$, split $Q$ with an axis-parallel line through $v$. This yields a decomposition $\mathcal{Q}$ with at most $2n$ rectangles of size at most $k \times k$. We thus have

$$Z'(Q) \in \mathcal{O}(n \cdot \sqrt{n}) = \mathcal{O}(n^{3/2}).$$

We proceed with adapting our notion of stabbing. For a Z-shaped point set $X$, let $\text{rect}(X)$ be the smallest axis-parallel rectangle that contains $X$. We say that a point set $V$ Z-stabs another point set $P$ if for every Z-shaped subset $X \subseteq P$, we have $\text{interior}(\text{rect}(X)) \cap V \neq \emptyset$.

We can now easily adapt Lemma 10, using Lemma 11.

Lemma 12. Let $V, P \in [n]^2$ such that $|V| \leq n$ and $V$ Z-stabs $P$. Then $|P| \in \mathcal{O}(n^{3/2})$.

We are now ready to prove the general upper bound:

Theorem 6. For $d \geq 2$ and $t \geq 3$, $S^d_t(n) \in \mathcal{O}(n^{d-1/2})$.

Proof. We only need to show the case $d = 2$ and $t = 3$, as the other cases follow by Lemma 7 and monotonicity (Proposition 1).

Let $(P, S)$ be a 3-separable rectangle-induced set system. Let $n = |S|$ and let $V$ be the set of $n' = 4n$ corners of rectangles in $S$. We assume that $P, V \subseteq [n']$ and that points $p \in P$ and $v \in V$ differ in all coordinates.

Let $X = \{w, x, y, z\} \subseteq P$ be a Z-shaped subset such that $w_1 < x_1 = y_1 < z_1$ and $w_2 = x_2 < y_2 = z_2$. Let $X_1 = \{w, x, z\}$ and $X_2 = \{w, y, z\}$. As $(P, S)$ is 3-separable, there must be a rectangle $S \in S$ that intersects exactly one of the two sets $X_1$ and $X_2$. It is easy to see that this means that a corner of $S$ is in $\text{rect}(X)$. See Figure 7 for an illustration.

It follows that $V$ Z-stabs $P$, and Lemma 12 yields the desired bound.
5.4. Stabbing stars

For the $d$-disjunct case, we can prove stronger bounds with essentially the same technique, but using a different weight function and hyperrectangle coverings in arbitrary dimensions.

Let $T = \{x, x_1, x_2, \ldots, x_d\} \subseteq \mathbb{N}^d$ be a set of $d+1$ points such that for all $i \in [d]$, $x_i$ differs from $x$ only in the $i$-th coordinate. Then we call $T$ a $d$-star, and refer to $x$ as the center of $T$. (In other words, a $d$-star consists of a corner of a $d$-rectangle and all its adjacent corners.) Let $\text{rect}(T)$ denote the unique rectangle that contains all points in $T$ as corners.

Given a $d$-rectangle $Q$, let $a_d(Q)$ denote the maximum number of integral points that fit in $Q$ without inducing a $d$-star. Let $A_d(Q)$ denote the total weight of a hyperrectangle covering $Q$. We bound $a_d(Q)$ for hypercubes.

**Lemma 13.** Let $P \subseteq [n]^d$ contain no $d$-star. Then $|P| \leq dn^{d-1}$.

**Proof.** Consider a point $p \in P$. There must be some axis-parallel line through $P$ that contains no other points (otherwise $p$ would be the center of a star). Thus, $|P|$ is at most the number of axis-parallel lines that intersect $P$, which is $dn^{d-1}$. \hfill $\square$

We now adapt Lemma 9 to the weight function $a_d$.

**Lemma 14.** Let $k, d \in \mathbb{N}$, let $n = k^d$ and let $V \subseteq [n]^d$ such that $|V| \leq cn$ for some constant $c \geq 1$. Then there is a hyperrectangle covering $Q$ that is valid with respect to $V$ such that $A_d(Q) \leq (1 + c)dn^{d-1+1/d}$.

**Proof.** For convenience, denote $m = n/k = n^{1-1/d}$. Start with the regular decomposition of $[n]^d$ into $n$ hypercubes, i.e.

$$Q_0 = \{Q_{i_1,i_2,\ldots,i_d} \mid 0 \leq i_j < m - 1 \text{ for } j \in [d]\},$$

where

$$Q_{i_1,i_2,\ldots,i_d} = [i_1m + 1, (i_1 + 1)m] \times [i_2m + 1, (i_2 + 1)m] \times \cdots \times [i_dm + 1, (i_d + 1)m].$$

The weight of one such cube is $m^{d-1} \leq dn^{d-2+1/d}$, so $A_d(Q_0) \leq dn^{d-1+1/d}$.

For each $v \in V$ that is not yet on a rectangle boundary, we split the containing rectangle with an axis-parallel hyperplane through $v$. This adds no more than $|V| \leq cn$ rectangles of weight at most $m^{d-1}$. \hfill $\square$

Now let $V, P \subseteq [n]^d$. We say that $V$ semi-stabs $P$ if for every $d$-star $T \subseteq P$, the rectangle $\text{rect}(T)$ contains a point of $V$ in its interior. Adapting Lemma 10 and using Lemma 14 instead of Lemma 9 immediately yields the following.

**Lemma 15.** Let $n = k^d$ for some $k \in \mathbb{N}$, and let $V, P \subseteq [n]^d$ such that $V$ semi-stabs $P$ and $|V| \leq cn$ for some constant $c \geq 1$. Then

$$|P| \leq (1 + c)dn^{d-1+1/d}.$$ 

Finally, observe that if $S \subseteq \mathcal{R}_d$ and $(P, S)$ is $d$-disjunct, then each star $T \subseteq P$ must be stabbed by some corner of a hyperrectangle in $S$. In particular, there must be a rectangle that contains only the center of $T$. 

20
Let $n = 4|S|$. There are $2^d|S| = 2^{d-2}n$ hyperrectangle corners. Thus, Lemma 15 with $c = 2^{d-2} \in O(1)$ implies $D_d^t(n) \in O(n^{d-1+1/d})$. Applying Lemma 7 yields $D_d^t(n) \in O(n^{d-1+1/d})$ for $t \leq d$ and applying monotonicity of $D_d^t(n)$ in $t$ yields $D_d^t(n) \in O(n^{d-1+1/d})$ for $t \geq d$. Together, we obtain:

**Theorem 7.** For $d, t \geq 2$, $D_d^t(n) \in O \left( n^{d-1+1/\min(d,t)} \right)$.

### 6. Grids with axis-parallel affine subspaces

Finally, we consider another generalization of the grid-line construction in Section 2. For $k, d, m \in \mathbb{N}$, let $P_d = [m]^d$ and let $\mathcal{P}_{k,d}$ be the set of $k$-dimensional axis-parallel affine subspaces of $\mathbb{R}^d$ that intersect some point in $P_d$. In other words, $\mathcal{P}_{k,d}$ is the collection of subsets of $P_d = [m]^d$ that we obtain by fixing $d-k$ coordinates to some values in $[m]$. Note that $L_d = \mathcal{P}_{1,d}$. We first prove $(d-k)$-disjunctness of $(P_d, \mathcal{P}_{k,d})$, then show how to construct an equivalent $(d-1)$-rectangle-induced set system. This slightly improves Theorem 2 in some cases.

In the following, for a set $I \subseteq [d]$ and a point $p \in \mathbb{R}^d$, let $H_I(p)$ be the axis-parallel affine subspace that extends in the coordinates $I$ and contains $p$, i.e.

$$H_I(p) = \{ x \in \mathbb{R}^d \mid \forall i \notin I : x_i = p_i \}.$$ 

**Lemma 16.** $(P_d, \mathcal{P}_{k,d})$ is $(d-k)$-disjunct.

**Proof.** Suppose $(P_d, \mathcal{P}_{k,d})$ is not $(d-k)$-disjunct. Then there is some $a \in P_d$ and $B \subseteq P_d \setminus \{ a \}$ such that $\mathcal{P}_{k,d}[a] \subseteq \mathcal{P}_{k,d}[B]$ and $|B| \leq d - k$.

Let $b \in B$ and let $J(b)$ be the set of coordinates in which $a$ and $b$ differ. Observe that $\mathcal{P}_{k,d}[a] = \{ H_I(a) \mid I \subseteq [d], |I| = k \}$, and $b \in H_I(a)$ if and only if $J(b) \subseteq I$.

We first observe that we may assume that all points in $B$ differ from $a$ in exactly one coordinate. Indeed, suppose there is some $b \in B$ such that $|J(b)| > 1$. Let $b' \in B$ be a point that differs from $a$ in an arbitrary single coordinate $j \in J(b)$. Then $J(b') = \{ j \} \cup J(b) \subseteq I$, so point $b'$ hits all the elements of $\mathcal{P}_{k,d}[a]$ that $b$ hits, so we can replace $b$ by $b'$ in $B$. We can iteratively replace all points of $B$ in this way, until the assumption holds. (The size of $B$ may only go down via this process.)

Consequently, there are $d - |B| \geq d - (d-k) = k$ coordinates on which all points of $B$ agree with $a$. Let $I$ be such a set of coordinates of size $k$. Then $H_I(a) \in \mathcal{P}_{k,d}[a]$ and $H_I(a) \notin \mathcal{P}_{k,d}[B]$, a contradiction. 

Observe that $|P_d| = m^d$ and $|\mathcal{P}_{k,d}| = \binom{d}{k} m^{d-k}$. As axis-parallel affine subspaces are equivalent to rectangles for our purposes, plugging in $k = d - t$ already yields $D_d^t(n) \in \Omega(n^{d/t})$. This bound, however, is at most as good as Theorem 2 in all cases. We strengthen it by reducing the dimension.

**Lemma 17.** For each $k \leq d-2$, there is a $(d-1)$-rectangle-induced set system $(Q, \mathcal{S})$ that is combinatorially equivalent to $(P_d, \mathcal{P}_{k,d})$. 
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Proof. Let \( \varepsilon = \frac{1}{n+1} \) and let \( f : P_d \to \mathbb{R}^{d-1} \) be defined as follows:

\[
f(x_1, x_2, \ldots, x_d) = (x_1 + \varepsilon x_d, x_2 + \varepsilon x_d, \ldots, x_{d-1} + \varepsilon x_d).
\]

Observe that \( f(x)_i \leq f(x')_i \) if and only if \( x_i < x'_i \) or \( x_i = x'_i \land x_d \leq x'_d \).

Similarly to the proof of Theorem 1, we set \( Q = f(P_d) \) and let \( S = \{g(H) \mid H \in \mathcal{P}_{k,d}\} \), where \( g(H) = \text{rect}(f(H \cap P_d)) \). We claim that \( g(H) \cap Q \subseteq f(H \cap P_d) \). This implies equivalence of \((Q, S)\) and \((P_d, \mathcal{P}_{k,d})\).

To prove the claim, let \( H_I(a) \in \mathcal{P}_{k,d} \) and let \( x \in P_d \) such that \( f(x) \in g(H_I(a)) \). We need to show that \( x \in H_I(a) \), that is, \( x_i = a_i \) for all \( i \in [d] \setminus I \).

First, consider some \( i \in [d-1] \setminus I \). We know that there are \( b, c \in H_I(a) \) such that \( f(b)_i \leq f(x)_i \leq f(c)_i \). As \( b_i = c_i = a_i \), our observation above directly implies \( x_i = a_i \) (the only other possibility is \( b_i < x_i < c_i \), a contradiction).

It remains to show the claim for \( i = d \), if \( d \notin I \). We know that \( |I| = k \leq d - 2 \), so there is some \( j \in [d-1] \setminus I \). Consider some \( b, c \in H_I(a) \) such that \( f(b)_j \leq f(x)_j \leq f(c)_j \). Our observation implies that \( x_j = a_j \) and, in particular, \( x_d = a_d \). This concludes the proof of the claim.

Using Lemma 17, we finally obtain \( D^d_{t-1}(n) \in \Omega(n^{d/t}) \), and thus:

**Theorem 4.** For \( d, t \geq 2 \), \( D^d_t(n) \in \Omega\left(n^{\frac{d+1}{t}}\right) = \Omega\left(n^{1+\frac{d+1-t}{t}}\right) \).

**7. Conclusion**

We have shown several bounds on the density of \( t \)-separable and \( t \)-disjunct set systems induced by axis-parallel boxes. In the case \( t = 1 \), we described an optimal construction, showing that the upper bound cannot be asymptotically improved (Theorem 2). For all non-trivial cases, namely if \( t, d \geq 2 \), our lower bounds improve upon the trivial \( \Omega(n) \) and our upper bounds improve upon the trivial \( \mathcal{O}(n^d) \). Still, apart from special cases, there are large gaps between the current upper and lower bounds, which provides an interesting target for future research. As a particular challenge, consider the planar, 2-separable case, where we have \( c \cdot n^{3/2} \leq S^2_t(n) \leq c' \cdot n^{3/2} \), for some \( c, c' > 0 \).

Intuitively, a larger value of \( t \) makes the group testing problem more difficult, so \( S^d_{t+1}(n) \leq S^d_t(n) \), as stated in Proposition 1. It seems likely that a stronger (asymptotic) separation holds. This question remains open even in the planar case.

**Open question 1.** Is \( S^2_{t+1}(n) \in o(S^2_t(n)) \) for all \( t \geq 2 \)?

Another intriguing question is the following.

**Open question 2.** Is \( D^d_t(n) \in o(S^2_t(n)) \) for some \( t, d \geq 2 \)?

As discussed in Section 1, worst-case configurations of points admit only trivial bounds in our setting. It may be interesting to study the problem for *random* configurations of points.
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Appendix

A. At most $t$ defectives

The restriction to have exactly $t$ defective items may seem artificial. Perhaps more natural is to let $t$ be an upper bound on the number of defectives. This variant of the problem is also well studied in the group testing literature. We summarize the main results that carry over to our geometric setting.

A set system $(X, S)$ is called $\bar{t}$-separable if there are no two distinct $Y, Z \subseteq X$ such that $|Y| \leq t$ and $|Z| \leq t$ and $S[Y] = S[Z]$. Observe that the $\bar{t}$-separability differs from $t$-separability, by allowing the set of defectives to be smaller than $t$. Thus $\bar{t}$-separability captures the problem of group testing with at most $t$ defectives.

One can similarly modify the definition of $t$-disjunctness, and say that a set system $(X, S)$ is $\bar{t}$-disjunct if there is no $Y \subseteq X$ and $x \in X \setminus Y$ such that $|Y| \leq t$ and $S[x] \subseteq S[Y]$.

The two notions of disjunctness turn out to be equivalent [12]. The two notions of separability, however, are different, satisfying the following relations:

**Lemma 18** (Du and Hwang [12]). For each set system $(X, S)$ and each $t \geq 1$,

$$\overline{(t+1)}\text{-separable} \implies t\text{-disjunct} \implies \bar{t}\text{-separable} \implies t\text{-separable}.$$

We define $S_d^t(n)$ and $D_d^t(n)$ to denote the maximum $m$ where there exist a set $X \subseteq \mathbb{R}^d$ of cardinality $m$ and a set $S \subseteq \mathcal{R}_d$ such that $(X, S)$ is $\bar{t}$-separable, resp. $\bar{t}$-disjunct. Lemma 18 implies the following inequalities:

$$D_d^t(n) = D_d^t(n) \leq S_d^t(n) \leq S_d^t(n), \quad \text{and} \quad S_d^t(n) \leq D_d^{t-1}(n).$$

In words, the maximum number of items that $n$ rectangle-tests can handle in $d$ dimensions, with at most $t$ defectives is sandwiched between the corresponding quantities with exactly $t$ defectives, respectively, with the stronger, disjunctness condition. Alternatively, bounds for disjunctness also hold for the modified notion of separability, up to a possible shift of $t$ by one.
B. Numerical bounds in special cases

|   | d=1 | 2   | 3   | 4   | 5   |
|---|-----|-----|-----|-----|-----|
| t=1 | 1   | 2   | 3   | 4   | 5   |
| t=2 | 1.5,1.67 | 2.2.67 | 2.5,3.67 | 3.4.67 |
| t=3 | 1.5 | 2.25 | 2.35 | 2.45 |
| t=4 | 1.33,1.5 | 1.5,2.5 | 1.5,3.5 | 2.45 |
| t=5 | 1.33,1.5 | 1.33,2.5 | 1.33,3.5 | 1.5,4.5 |

|   | d=1 | 2   | 3   | 4   | 5   |
|---|-----|-----|-----|-----|-----|
| t=1 | 1   | 2   | 3   | 4   | 5   |
| t=2 | 1.25,1.5 | 1.33,2.34 | 1.5,3.25 | 2.425 |
| t=3 | 1.2,1.5 | 1.2,2.34 | 1.2,3.25 | 1.5,4.2 |

Figure 8.: Polynomial degree of $S_d^t(n)$ (above) and $D_d^t(n)$ (below) for small values of $t$ and $d$. Intervals indicate best lower and upper bounds, rounded to two decimal digits. A single number in a cell indicates a tight bound.