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Abstract

This paper is concerned with the construction and analysis of boson stars in the context of nonminimal derivative coupling theories. In particular we embed our model in the biscalar extension of Horndeski gravity, considering a scalar field theory displaying a nonminimally coupled kinetic term given by the Einstein tensor. We focus on the case where the potential is given by a mass term only, and when a six order self-interaction is included. In the latter case we consider specific couplings in the self-interacting terms in such a way that our self-interaction is given by a positive definite potential presenting two degenerate local vacua. We show how solutions can be obtained and we compare its principal properties with standard configurations constructed with the usual minimally coupled kinetic term.

PACS numbers:
I. INTRODUCTION

Recently, scalar-tensor theories of gravity (STT) have attracted huge attention. Among the simplest candidates to represent a viable modified gravity theory, STT aim to describe the gravitational interaction considering extra degrees of freedom, in particular scalar fields. The prototype example of STT is the pioneer work of Brans and Dicke [1], where gravity is described by a massless spin-two particle and a single real scalar field. All matter fields are coupled only to the metric tensor in order to avoid possible violations of the weak equivalence principle. This is a common assumption in STT, that promotes them as effective field theories of some more fundamental theory, as should be a quantum description of the gravitational interaction, in which such couplings should not be neglected.

The most general STT with second order equations of motion, constructed with a single real scalar field, a single metric tensor and with a Levi-Civita connection, was given by Horndeski in the early seventies [2]. However, overlooked for a while, Horndeski theory attracted again attention after the appearance of Galileon theories [3], a scalar field theory originally motivated by the decoupling limit of the Dvali-Gabadadze-Porrati (DGP) model [4]. The DGP model is a novel higher dimensional modification of gravity based on the existence of a five-dimensional Minkowski spacetime in which a 3-brane surface containing all matter fields is embedded. Contrary to other higher dimensional models, in the DGP scenario the extra dimensions have an infinite size.

Along with the usual Einstein-Hilbert action in five dimensions, the DGP model also possesses a curvature term on the brane, given by the four-dimensional Einstein-Hilbert action, induced by the attached matter fields. From a four-dimensional point of view, gravity is mediated by a massive spin-two particle and a scalar degree of freedom. The standard gravitational potential is recovered at small distance scales, while a fully 5D potential dominates when the scales are larger than a specific crossover limit, representing an explicit infrared (IR) modification of gravity. This model was extensively analyzed due to its interesting cosmological solutions [5–7]. In particular, it was shown that one solution branch possesses a self-accelerating behavior without any cosmological constant term.

The decoupling limit of the DGP model contains a very appealing effective scalar field the-
ory. The resulting Lagrangian possesses higher order terms that combine in such a way that the resulting equations of motion are of second order. Moreover, the theory also contains a proper screening mechanism, the Vainshtein mechanism \[8\] and is invariant under Galilean transformations \(^1\). Soon after these developments, the DGP decoupling limit was generalized to the most general set of Lagrangians sharing the same properties, namely, Galileon theories \[3\]. It was shown in \[9\], that following the standard approach of covariantization, the resulting theory has equations of motion of third order. In the same work, the authors develop the procedure to construct Galileon theories on curved spacetimes conserving the second order character of the theory. To do so, several nonminimal couplings between the scalar field and curvature terms must be added as counter terms that exactly cancel all higher derivative contributions. The D-dimensional version of the theory is given in \[10\]. The covariant version of Galileon gravity was demonstrated to be equivalent to the original Horndeski theory \[11\]. Its Lagrangian can be cast in the very explicit form
\[
S = \sum_{i=2}^{5} \int d^4 x \sqrt{-g} \mathcal{L}_i ,
\]
where
\[
\mathcal{L}_2 = G_2 ,
\]
\[
\mathcal{L}_3 = -G_3 \Box \phi ,
\]
\[
\mathcal{L}_4 = G_4 R + G_{4X} \left[ (\Box \phi)^2 - (\nabla_\mu \nabla_\nu \phi)^2 \right] ,
\]
\[
\mathcal{L}_5 = G_5 G_{\mu \nu} \nabla^\mu \nabla^\nu \phi - \frac{G_{5X}}{6} \left[ (\Box \phi)^3 + 2(\nabla_\mu \nabla_\nu \phi)^3 - 3(\nabla_\mu \nabla_\nu \phi)^2 \Box \phi \right] .
\]
Here, \(G_i\) are arbitrary functions of the scalar field and of its standard canonical kinetic term \(X \equiv -\nabla_\mu \phi \nabla^\mu \phi\), while \(G_{iX}\) stands for their derivatives with respect to \(X\).
As we can see, this Lagrangian possesses a huge freedom encoded in the arbitrary functions \(G_i\). One very nice phenomenological requirement we can impose is to consider which is the most general sector of Horndeski gravity that allows for self-tuning cosmological solutions. This means, which sector of Horndeski theory should admit Minkowski spacetime as a solution in the presence of an arbitrary cosmological constant (any value of the vacuum energy).

\(^1\) Galilean transformations are given by \(\phi \rightarrow \phi + \phi_0 + b_\mu x^\mu\), with \(\phi_0\) and \(b_\mu\) constants.
This was carried out in [12], where the authors, permitting the scalar field to evolve in time, circumvent Weinberg’s theorem [13] allowing the scalar field equation to force the vacuum curvature to vanish.

In the context of inflationary cosmology and perturbation theory, the nonminimal kinetic coupling sector $\mathcal{L}_5$ has received lot of attention, see e.g [14–19] and references therein.

It was demonstrated that in the case where $G_5 = G_5(\phi)$ ($G_5X = 0$) accelerating behaviors are obtained without including any potential term. In perturbation theory a lot of work was done in order to find potentially observable deviations from GR in large-scale structures and the conditions on the parameter space that avoid too large gravitational instabilities [20].

For works considering the whole Horndeski Lagrangian see [21, 22].

Including the canonical kinetic term, this model can be represented by the following action:

$$ S = \int d^4x \sqrt{-g} \left[ \left( \frac{R - 2\Lambda}{16\pi G} \right) - \frac{1}{2} (\alpha g^{\mu\nu} - \eta G^{\mu\nu}) \nabla_\mu \phi \nabla_\nu \phi \right], $$

where $R$ is the Ricci scalar, $G$ denotes Newton’s constant and $\alpha$ and $\eta$ are two parameters controlling the strength of the minimal and nonminimal kinetic couplings, respectively.

Along this paper, we use natural units where $\hbar = c = 1$.

Black hole solutions and neutron star configurations have also been investigated in this model. Constrained at the beginning by the existence of a no-hair theorem [23], Horndeski black hole solutions do exist in the nonminimal kinetic sector when static asymptotically AdS geometries are considered [24–32]. The stability of solutions with a linear time-dependent scalar field has been recently studied in [33]. Slowly rotating configurations have also received attention [34, 35]. Moreover, recently the study of how these configurations form through gravitational collapse has been addressed [36].

The construction of neutron stars has been tackled first in [37]. There, static neutron stars and white dwarfs are shown to be supported for the particular case in which the scalar field is kinetically coupled only through the Einstein tensor ($\alpha = 0$), imposing in a very natural way, astrophysical constraints on the only free parameter that these solutions exhibit. Progress on slowly rotating neutron stars are provided in [38] considering polytropic equations of state and in [39] considering realistic equation of state tables describing nuclear matter. In this latter work, the authors have constructed neutron stars with the maximum observed
mass to date for these kind of objects, namely the mass of the pulsar PSR J0348+0432 (2.01 ± 0.04 M⊙ and with an orbital period of 2 hours and 27 minutes). Based on the constraints imposed in [37] they show for a set of tabulated equations of state which of them can or cannot satisfy the desired mass bound and how the sign of the nonminimal coupling parameter affects the masses of these configurations. Recently in [41] the authors have followed the same procedure to understand if the construction of these neutron stars can be made in other subsectors of the Lagrangian [11]. In particular, it has been shown that the Paul sector of the theory [12] does not support these kinds of non-topological of compact objects.

In the present paper we discuss the construction of nontopological soliton solutions for the model [2], in particular the gravitating solitons known as boson stars (BSs), solutions that in many aspects behave as neutron star configurations. As far as our we know, this problem has not been tackled previously in the literature. Solitons are solutions of the nonlinear equations of motion of field theories and they represent localized particle-like objects with finite energy. These solutions can be interpreted as particle of the theory under consideration, but remarkably different from the standard quantum field theory particles. Solitons possess a nontrivial topological structure which is precisely the responsible of their stability [42]. Contrary to what happens for topological solitons, the stability of nontopological solitons is due to the existence of a globally conserved Noether charge. This Noether charge is the result of a global internal continuous symmetry of the system. This charge can be promoted to a local Noether charge when considering gauge field theories.

BSs originally constructed in [43] are compact stationary solutions of the Einstein-Klein-Gordon equations with a complex scalar field configuration. These solutions, which have shown the possibility to be stable [44,45], represent a balance between the attractive nature of gravity and the dispersive behavior of scalar fields and can be thought as a collection of stable fundamental scalar fields bounded by gravity, where the Noether charge represents the total number of bosonic particles. Contrary to what occurs with nongravitating solitons in this context, namely, Q-balls [46], BSs do not need a self-interaction. Rotating and nonrotating Q-balls have been shown to exist with polynomial self-interaction containing up
to six-th order terms \[47, 48\]. Also studied is the case where this kind of localized object exists for self-interacting potential motivated by supersymmetric extensions of the standard model \[49–51\].

BSs can be constructed even with scalar fields possessing only a mass term \[52–54\]. Due to bounds on the maximal mass of these configurations, they are usually referred as mini-BSs. For instance mini-BSs have a maximal mass of the order \( M_{\text{max}} = 0.6 \frac{M_{\text{Planck}}}{m^2} \) where the Planck mass is \( M_{\text{Planck}} = \sqrt{\frac{\hbar c}{2\pi G}} \) and \( m \) represents the mass of the bosonic particles. On this setup BSs have been proposed as possible constituents of dark matter halos, that could give an explanation of the anomaly rotation curve of some galaxies \[55, 56\].

In \[57\] it was found that BSs with masses of the order of astrophysical objects can be obtained including self-interactions without collapsing into black holes. For the particular case of quartic self-interactions \( (\lambda |\phi|^4) \) the masses of the BSs can reach astrophysical orders, \( M_{\text{max}} = (0.1\, \text{GeV}) \frac{M_C}{m^2} \) depending on the specific value of the coupling parameter \( \lambda \). This mass is of the same order as the Chandrasekhar mass for fermions \[57\].

In this scenario BSs have been proposed as possible candidates to represent supermassive objects at the center of galaxies, and it is expected due to their dynamics to be able to be detected by astronomical observations \[58–62\]. Indeed astronomical observations of the center of nearby galaxies suggest the presence of a single large mass at their galactic center \[63\]. Although it has been widely accepted that this object is a supermassive black hole, the existence of an event horizon has only been inferred indirectly and not conclusively proved.

Consequently, many candidates have emerged as alternative compact objects such as soliton stars \[52\] and neutrino balls \[64\]. In this context BSs have strongly drawn attention \[65\].

BSs have been shown to exist in several models including rotation, cosmological constant, in some modified gravity theories, higher dimensional scenarios and also containing fermionic matter contributions \[66–70\].

It has been shown that observational properties of BSs are quite similar to its counterpart in black holes. Even more, the detection of a shadow and its photon ring in the strong field region is not definitive proof of the existence of an event horizon \[58\]. Therefore, to

\[2\] Two self-contained reviews are \[71, 72\].
unambiguously differentiate a black hole from a BS the detection is required of relativistic velocities in orbits of the order of a few Schwarzschild radii. It means that astronomical observations require resolutions currently unavailable, and we expect that, in the near future, the development of the Very Long Baseline Interferometry or the Event Horizon Telescope could enlighten us about the definitive answer [73, 74].

This paper is organized as follows: the next section is devoted to present our model and the general setting in which we study BS configurations. In Section III we construct BSs considering no self-interaction. This means considering only a mass term, and we compare them with the results obtained for the standard case of minimally coupled scalar field theories. Section IV considers the inclusion of self-interaction, in particular the sixth order potential with nontrivial vacuum manifold. Finally we conclude in Sec. V.

II. GENERAL SETTING

A. The model

In the following we extend (2) to contain a complex scalar field. The action then reads

\[
S = \int d^4x \sqrt{-g} \left( \frac{R}{16\pi G_N} \right) - \int d^4x \sqrt{-g} \left[ \alpha g^{\mu\nu} - \eta G^{\mu\nu} \right] \nabla_{\mu} \Phi \nabla_{\nu} \Phi^* + U(|\Phi|) \tag{3}
\]

where \(\Phi\) denotes a complex scalar field. We work in the (-++++) signature. As we mention above \(\alpha\) and \(\eta\) are the dimensionful parameters controlling the standard and nonminimal couplings. The potential \(U(|\Phi|)\) contains the mass term \(m\) and, eventually, a self-interaction to be specified below.

To embed this model in the context of the STT we are considering here, it is necessary to go beyond the original Horndeski theory and to consider its biscalar extension. Indeed, as we know, a system composed by a complex scalar field can be treated as a system composed by two real scalar fields. Extensions of Galileon theory or Horndeski gravity for the case in which two scalar fields degrees of freedom are considered have already been constructed in [75–79]. We observe that in the biscalar extension also appears the nonminimal kinetic sector described above in (1) and that our model can be supported by that kind of Lagrangians. Construction of relativistic stars on these kinds of models have been considered in [80]. We
point out that these kinds of theories have been recently considered in cosmology \[81\-83\] where the authors have studied theories beyond Horndeski (higher order terms) imposing conformal invariance, thus arriving to a healthy ghost-free biscal tensor theory.

\section*{B. The Ansatz}

Due to the complexity of the equations, we limit ourselves to stationary nonspinning solutions. For this purpose we use a spherically symmetric ansatz for the metric and specify the radial variable through the isotropic coordinates

\[ds^2 = -F(r)dt^2 + \frac{G(r)}{F(r)}[dr^2 + r^2d\theta^2 + r^2\sin^2\theta d\phi^2] .\] (4)

The scalar field is given by

\[\Phi = \Phi_0 \phi(r)e^{i\tilde{\omega}t} \] (5)

where the constant \(\Phi_0\) supports the dimension of the scalar field and the frequency \(\tilde{\omega}\) encodes the harmonic dependence of the solution. The harmonic ansatz is used in order to circumvent Derrick’s theorem \[84\], which states that time-independent localized solutions of nonlinear wave equations in spacetime with three or more space dimensions are unstable. For this precise form of the scalar field we obtain that the contribution of the scalar field in the equations of motion remains static, even if the scalar field degree of freedom is no longer static, not sharing in this way the same symmetries than the spacetime. The coupled system of nonlinear equations then reads

\[A_{11}F'' + A_{12}G'' + A_{13}\phi'' = K_1(F, F', G, G', \phi, \phi', \tilde{\omega})\]

\[A_{21}F'' + A_{22}G'' + A_{23}\phi'' = K_2(F, F', G, G', \phi, \phi', \tilde{\omega})\]

\[A_{31}F'' + A_{32}G'' + A_{33}\phi'' = K_3(F, F', G, G', \phi, \phi', \tilde{\omega}) \] (6)

where the prime denotes the derivative with respect to \(r\). Here, \(K_a\) are polynomials given in term of the metric functions, the scalar field and their first derivatives respectively. The coefficients \(A_{ab}\) depends on the fields in the same way as the polynomials \(K_a\). They are given in the Appendix.
In the case of a minimal coupling, i.e. for $\eta = 0$, the matrix $A$ is diagonal and positive definite. Nevertheless, for $\eta \neq 0$, this matrix becomes nondiagonal and the determinant $|\det A(r)|$ plays a fundamental role in the existence of solutions. When this determinant presents zeros the corresponding system is singular and no regular solution can be found. We see that this affects significantly the pattern of solutions.

C. Boundary conditions

For the construction of BSs, the system has to be solved with the following boundary conditions:

$$F(0) = 1, \ G(0) = 1, \ \phi(0) = \phi_0, \ F'(0) = 0, \ G'(0) = 0, \ \phi'(0) = 0,$$

$$F(\infty) = 1, \ G(\infty) = 1, \ \phi(\infty) = 0.$$

(7)

Here $\phi_0$ represents the central value of the scalar field. On the one hand, the conditions at $r = 0$ are necessary for soliton solutions to be regular at the origin. On the other hand the conditions at $r = \infty$ ensure localized and asymptotically flat solutions. To find solutions respecting these conditions on $r = 0$ and $r = \infty$, the eigenvalue $\tilde{\omega}$ has to be fine-tuned for a given central value, $\phi_0$, of the scalar function $\phi$. This leads, in general, to a relation of the form $\omega(\phi_0)$. In principle, the equations can be solved by a shooting technique; we used instead the routine Colsys [85] based on the Newton-Raphson algorithm.

D. Rescaling

For the numerical study of our system [6], it is convenient to perform suitable rescalings of the parameters leading to dimensionless quantities. For this purpose, we define the dimensionless variable $x$ and parameters $\kappa, \xi, \omega$ by means of

$$x = mr, \ \kappa = 8\pi G_N \Phi_0^2, \ \xi = \frac{\eta}{m^2}, \ \omega = \frac{\tilde{\omega}}{m}.$$

(8)

where $m$ denotes the mass of the scalar field. One reason for including the parameter $\alpha$ is to allow -if they would exist- exotic solutions corresponding to $\alpha = 0$ and $\eta = 1$. Since we failed to construct such solutions in the model under consideration, we set, without losing generality, $\alpha = 1$ throughout the paper.
E. Physical Quantities

The solutions can be characterized by several quantities. The global symmetry of the action under phase change of the scalar field leads to a conserved current $j^\mu$ and conserved charge $Q$:

$$ j^\mu = -i(\Phi^* \partial^\mu \Phi - (\partial^\mu \Phi^*) \Phi) , \quad Q_{\text{phys}} = -\int j^0 \sqrt{-g} d\Sigma^3 ,$$

(9)

where $d\Sigma^3$ stands for the line element of the three-dimensional spatial hypersurface. With the ansatz and rescaling used above, the conserved charge is computed as follows

$$ Q_{\text{phys}} = 8\pi \frac{\Phi_0^2}{m^2} \int_0^\infty \frac{\sqrt{G^3}}{F^2} x^2 \omega \phi^2 dx , \quad \Phi_0^2 = \frac{M_{Pl}^2}{m} ,$$

(10)

where $8\pi G_N \equiv M_{Pl}^{-2}$ is the Planck mass; the quantity $Q$ is interpreted as the number of bosonic particles. The solution is also characterized by the mass $M$, it can be read out of the asymptotic decay of the metric function $F$

$$ F(r) = 1 - \frac{2G_N M_{\text{phys}}}{r} + O\left(\frac{1}{r^2}\right) = 1 - \frac{2m M_{\text{phys}}}{8\pi M_{Pl}^2 x} + O\left(\frac{1}{x^2}\right) .$$

(11)

The quantities $Q$ and $M$ reported on the figures are related to the physical quantities according to

$$ Q_{\text{phys}} = \kappa \frac{M_{Pl}^2}{m^2} Q , \quad M_{\text{phys}} = \kappa \frac{M_{Pl}^2}{m} M .$$

(12)

The BS can also be characterized by a radius. There are many ways to define such a parameter since the scalar field does not strictly vanish, along many authors (see namely [86]) we define the dimensionless radius $R$ of the BS as

$$ R = \frac{1}{Q_{\text{phys}}} \int r j^0 \sqrt{-g} d\Sigma^3 .$$

(13)

We find $R$ of order one; as a consequence, a mass $m$ for the boson field of order one MeV would corresponds to $R_{\text{phys}}$ of order 200 Fermi. The ratio $M/mQ$ provides some information about the stability of the soliton. The condition $M < mQ$ is necessary for the soliton to be stable. Indeed if $M > mQ$ the mass of the full soliton exceeds the mass of $Q$ scalar field quanta and no binding energy is left to stabilize the lump. In the discussion of the solutions we refer to this argument only; the full study of the stability is out of the scope of this paper.
F. The potentials

BS solutions minimally coupled to Einstein gravity with no self-interaction (mass term only) have been studied in great detail in [86]. As we pointed out, the nongravitating counterpart of BSs, Q-balls, do not exist. Indeed, to obtain the later configurations is necessary to consider self-interaction with at least sixth order powers of the scalar field (see [47]). Motivated by this, we also investigate BSs in the context of this kind of potentials for our nonminimally coupled model. The potential reads

\[ V = \lambda_3 |\Phi|^6 - \lambda_2 |\Phi|^4 + \lambda_1 |\Phi|^2, \quad \lambda_1 \equiv m^2. \]  

(14)

Because of the numerous parameters, we put the emphasis on the following two cases:

- \( \lambda_2 = 0, \lambda_3 = 0 \) which corresponds to a mass term only. We examine the influence of the nonminimal coupling on the spectrum of the solutions.

- \( \lambda_2/\lambda_1 = 2\lambda_3/\lambda_1 = 2 \). This corresponds to a positive definite potential presenting two degenerate local minima at \( \phi = 0 \) and \( \phi = 1 \). We denote it as \( V_6 \).

III. BOSON STARS WITH THE MASS POTENTIAL

As pointed out already, the occurrence of nodes of the quantity \( |\text{det}A(r, \xi)| \) plays a role in the construction of the solutions. For all parameters that we have explored, the minimum of this determinant is always located at the origin (i.e. \( x = 0 \)). Therefore we find it convenient to define

\[ \Delta(\xi) = \frac{\text{det}A(0, \xi)}{\text{det}A(0, 0)} \]  

(15)

as a control parameter. The set of numerical routines employed lead to reliable solutions as long as \( \Delta > 10^{-6} \).
A. Mini-boson stars with $\xi = 0$

In this section we comment on some properties of BSs when the nonminimal coupling is absent. For more details please see [71]. In this case, the constant $\kappa$ can be rescaled in the scalar field, and the mass $m$ of the scalar field can be rescaled in the radial variable. We can therefore set $\kappa = 1$, $m = 1$ without losing generality. BSs are then essentially characterized by the central value $\phi_0$ of the soliton. In particular, the numerical integration determines the frequency of the scalar field $\omega$ as a function of $\phi_0$. In this paper, we discuss only the fundamental solutions where the function $\phi(r)$ has no nodes; a series of excited solutions presenting zeros of $\phi(r)$ exist as well. In the limit $\phi_0 \rightarrow 0$, the vacuum solution is approached ($M = Q = 0$) and this corresponds to $\omega \rightarrow 1$. Increasing gradually the parameter $\phi_0$, it turns out that the frequency $\omega$ first reaches a minimal value $\omega_m \approx 0.7677$ and then oscillates around an asymptotic mean value $\omega_a \sim 0.8425$ (see left part of Fig. 1). In spite of the fact the the frequency $\omega$ does not characterize the solutions uniquely, it is common to display the mass $M$ and the charge $Q$ as functions of this parameter. Due to the oscillations, these plots currently present the form of spirals as seen in the right part of Fig. 1.

The three symbols bullet, triangle and square symbolize the special values where the charge $Q$ reaches its absolute maximum and minimum ($Q_{\text{max}}, Q_{\text{min}}$ and $Q_c$ where $M = mQ_c$); these values play a role in the discussion of stability. Completing Fig. 1, we show on the left panel of Fig. 2 the dependance of the mass $M$ and of the charge $Q$ as functions of the central value of the scalar field $\phi_0$. The three exceptional values $Q_{\text{max}}, Q_c, Q_{\text{min}}$ refer to the minimal case $\xi = 0$ and corresponds, respectively, to $\phi_0 \sim 0.6, 1.37, 2.6$. On the right panel of the figure, the dependance of $Q, M$ on the radius $R$ are reported. Referring to the argument of stability invoked above, it turns out that the condition $M/Q < 1$ is fulfilled only for the small values of $\phi_0$, typically for $\phi_0 \leq 1.25$. The value $\phi_0 = 1.37$ corresponds to $M = Q = Q_c \approx 67$, as seen in Fig. 3. The plot of the ratio $M/Q$ as a function of $Q$ reveals the occurrence of at least three branches joining at spikes. For later convenience let us call the branch connected to the vacuum (i.e. with $M = Q = 0$) the main branch and the other branches as the second, third branch and so on. The spike connecting the main and the second branches corresponds to the maximal value of the charge, say $Q = Q_{\text{max}}$. We find it for $Q_{\text{max}} \approx 82, M \approx 79.5$,
FIG. 1: Left: The frequency \( \omega \) as function of \( \phi_0 \) for BSs without self-interacting scalar fields and for different values of \( \xi \). Right: The mass and charge as functions of \( \omega \) for the same values of \( \xi \). The three symbols (bullet, triangle and square) show three critical values of \( Q \) on the \( \xi = 0 \) line.

\[ \omega \sim 0.85, \phi_0 = 0.6; \text{it belongs in the domain of classical stability.} \]

The second spike connects the second and third branches and corresponds to a local minimum of \( Q \), say \( Q = Q_{\text{min}} \).

We find \( Q_{\text{min}} \approx 36.00, M \approx 43.0 \). This second spike belongs to a region where the solutions

FIG. 2: Left: The mass and charge as functions of \( \phi_0 \) for \( \xi = 0 \) and \( \xi = \pm 0.2 \). Right: The mass and charge as functions of the radius \( R \) for the same values of \( \xi \).
are unstable. On the second branch, only the BSs corresponding to $Q_c \leq Q \leq Q_{max}$ are classically stable.

![Graph showing $M/Q$ as a function of $Q$ for several values of $\xi$.]

**FIG. 3:** The ratio $M/Q$ as a function of $Q$ for several values of $\xi$.

**B. Mini-boson stars with $\xi \neq 0$**

We now discuss how the spectrum of the BSs is affected by the inclusion of the nonminimal coupling, i.e. for $\xi \neq 0$. The classical equations now depend on two nontrivial parameters $\omega$ and $\xi$. As expected by a continuity argument, integrating the field equations for a fixed value of $\phi_0$, the minimally coupled BSs (i.e. with $\xi = 0$) can be continuously deformed by increasing (or decreasing) gradually the coupling parameter $\xi$.

Let us first discuss the case $\xi \neq 0$. Similarly to the case $\xi = 0$, a branch of BSs can then be constructed by increasing the parameter $\phi_0$. This leads to families of solutions characterized by the frequency $\omega$, the charge $Q$ and the mass $M$. In Fig. 4 we present some data corresponding to different values of $\xi$ together with the case $\xi = 0$. For $\xi \neq 0$, the curves stop at some critical values of $\phi_0$; the numerical integration indeed becomes problematic at some stage for high values of $\phi_0$. Our numerical results suggest that the critical phenomena limiting the solutions for positive and negative values of $\xi$ have different origins:
• For positive values of $\xi$ the solutions cannot be constructed for large values of $\phi_0$ because the determinant $\Delta$ approaches zero at a critical value of the parameter $\phi_0$, say $\phi_0 = \phi_{0,\text{max}}$. For example for $\xi = 0.2$, we find $\phi_{0,\text{max}} \approx 1.15$.

• For negative values of $\xi$, the situation is different: $\Delta$ decreases monotonically but not reaching zero while $\phi_0$ increases.

One of the main effects of the nonminimal coupling is then to limit the possible values of the central value $\phi_0$ of the boson field. In particular setting $|\xi| > 0$ has the tendency to “unwind” the spiral curves $M(\omega)$ as seen in Fig. 1. Qualitatively, this resembles the effects of the Gauss-Bonnet interaction in the pattern of higher dimensional BSs in Einstein-Gauss-Bonnet gravity. These solutions have been studied in [87], where it was shown that the origin of the critical phenomenon is related to the occurrence of a singularity of the metric at the origin. In the present case, the geometry remains regular in the critical limit, instead the system of equations becomes singular when the determinant $\Delta$ approaches to zero.

Before reexamining this phenomenon with a different point of view, let us discuss the effects of the nonminimal coupling on the classical stability of the BSs. For small values of $|\xi|$, the plot of the ratio $M/Q$ as a function of $Q$ generally presents two branches joining in a spike at, say $Q = Q_{\text{max}}$ (see Fig. 3). The main branch is stable all along. On the other hand a piece of the second branch is stable for $Q_c \leq Q \leq Q_{\text{max}}$ where we define $Q_c$ as the value of the charge where $M/Q = 1$. For $Q \leq Q_c$, the solutions of the second branch are unstable. Both values $Q_c, Q_{\text{max}}$ increase while $\xi$ decreases. This scenario holds true for small enough values of $|\xi|$. Interestingly, for $\xi < -0.15$ the pattern changes: Both the main and second branches are classically stable. Hence, negative values of the nonminimal coupling have the tendency to enhance the stability of the solutions.

To complete the discussion we study how solutions corresponding to a particular central value $\phi_0$ are affected by the nonminimal coupling. The results are the object of Figs. 4. The ratio $M/(mQ)$ is reported as a function of $\xi$ for three values of $\phi_0$ on the left panel: It shows that the ratio increases monotonically with $\xi$. As noticed already, the lump is more bounded. For negative values of $\xi$ the critical phenomenon limiting the BSs for $|\xi| \neq 0$ is revealed on the right side of Fig 4. We see that the determinant $\Delta(\xi)$ suddenly approaches to zero for a
positive critical value of $\xi$ (this value, depends of course on $\phi_0$). In contrast, for $\xi < 0$, the value $\Delta$ regularly decreases to zero, although not reaching $\Delta = 0$, while decreasing $\xi$. The numerical difficulties occur typically when $\Delta$ becomes of the order of the tolerance imposed for the numerical integrator. We manage to construct robust solutions up to $\Delta \sim 10^{-8}$. For large values of $\phi_0$ (typically $\phi_0 \geq 2$) the following features, illustrated by the red curve in Fig. 4, should be stressed

- The value $\Delta$ becomes very sensitive to $\xi$
- The interval of $\xi$ where the solutions exist decreases.

These constitute the sources of the numerical difficulties.
IV. SELF-INTERACTING SOLUTIONS

A. $\xi = 0$ case

We now discuss the effects of the self-interaction of the scalar field on the solutions. As stated above, we choose the particular potential

$$V_6(|\Phi|) = m^2 |\Phi|^2 (|\Phi|^2 - 1)^2$$

which possesses a nontrivial vacuum manifold: $|\Phi| = 0$ and $|\Phi| = 1$. Many properties of BSs in this potential (including also the effect of an electric charge) have been discussed in [88]. Perhaps one of the main properties is that the BSs can be continued to the nongravitating limit $\kappa = 0$, constituting a family of Q-ball solutions labeled by $\omega$. The self-interaction due to the potential confers very specific features to the Q-balls, some of which are shown in Fig. 5 (dashed lines):

- The solutions exist up to a maximal value of $\phi_0$.
- The solutions exist for arbitrarily small values of $\omega$. The limit $\omega \to 0$ corresponds to $\phi_0 \to 1$; the profile of the scalar field approaches a step function with $\phi(r) \sim 1$ for $r < R$ and with $\phi(r) \sim 0$ for $r > R$, so that the boson field is essentially concentrated in a sphere of radius $R$. This corresponds to the so-called “thin-wall limit”; the mass, the charge and the radius $R$ diverge while $\omega$ approaches zero.
- In the limit $\phi_0 \to 0$ the matter field approaches uniformly the vacuum configuration $\phi(r) = 0$ although the mass and the charge remain finite, forming a “mass gap”. This is denoted by $Y$ on the right side of Fig. 5.

The coupling to gravity has the effect to regularize the Q-balls configurations. This is shown in Fig. 5 where the data corresponding to $\kappa = 0.1$ (we set $\xi = 0$ in this section) is reported by means of the solid lines. In contrast with Q-balls, the following features hold:

- BSs exist for large values of $\phi_0$. The mass and charge remain finite and bounded.
- There is a minimal value of $\omega$. The minimal value depend on the constant $\kappa$. 
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• In the limit $\phi_0 \to 0$ the matter field approaches uniformly the vacuum configuration $\phi(r) = 0$. The mass and the charge converge to zero.

![Graph](https://via.placeholder.com/150)

**FIG. 5:** Left: The dependence of $\omega$ on $\phi_0$ for Q-balls (dashed) and BSs (solid). Right: The mass, charge dependence of $\phi_0$.

The classical stability of self-interacting Q-balls and (minimal-coupled) BSs can be read from the $M/Q$ plot provided in Fig.6. The curve corresponding to BSs is the black-solid line. It shows the occurrence of three branches joining in two spikes (labeled $A$ and $B$ in the figure) and forming a curve with the shape of a butterfly. The main branch, connected to the vacuum and terminating at $A$, corresponds to a set of stable solutions. The intermediate branch $A - B$ is essentially unstable (only on a small fraction of it the solutions are stable). The third branch terminating at $B$ is stable in its part corresponding to large values of $\phi_0$.

**B. $\xi \neq 0$ case**

We now discuss the influence of the nonminimal coupling to the solutions. For definiteness we set $\kappa = 0.1$ in our numerical construction. Following the same lines as in the previous section, we analyzed the deformation of the BSs for $\xi \neq 0$. As expected, it turns out that the nonminimal coupling reduces considerably the domain of existence of the BSs: For both
FIG. 6: The ratio \( M/(mQ) \) as function of \( Q \) for different self-interacting solutions.

signs of \( \xi \) the solutions exist only for small enough values of \( \phi_0 \). In particular the quantity \( \Delta(\xi) \) approaches zero while increasing the value of \( \phi_0 \) of the solution, leading to a maximal value, say \( \phi_{0,max} \). The precise determination of \( \phi_{0,max}(\xi) \) is beyond the scope of this paper, but our numerical results demonstrate that it is monotonically decreasing while \( |\xi| \) increases. The data corresponding to \( \xi = \pm 4 \) is shown in Fig. 5 (the blue lines for the charge \( Q \), the curve for the corresponding mass is very close and not reported).

Remembering that the self-interaction allows for solutions to exist in the absence of normal gravity, the question arises naturally whether solitons could interact with gravity through the nonminimal derivative term only, i.e. with \( \alpha = 0, \xi = 1 \). We therefore put some emphasis on solutions with \( \alpha/|\xi| \ll 1 \). Our numerical results strongly suggest that the standard BSs do not survive in the limit \( \alpha/|\xi| \to 0 \), their domain being too restricted by the condition
$\Delta(\xi) > 0$. It is possible, however, that new types of solitons exist on a domain of the parameter space connected to $\alpha = 0, \xi = 1$. This would constitute a bosonic counterpart of the neutron stars obtained in [37]. So far, we failed to construct such solutions numerically.

Let us finally comment on how the stability pattern is affected for $\xi \neq 0$. Due to the reduction of the domain of the solutions, the “butterfly” curve occurring for $\xi = 0$ is progressively reduced as well. For the cases $\xi = 4$ and $\xi = -4$, chosen for Fig. 6, only two of the three branches remain; they are joining at points $A'$ and $A''$ respectively. The solutions on the branch joining to the vacuum are stable, irrespectively of the sign of $\xi$. Negative values of $\xi$ allow for stable solutions with higher values of the charge $Q$ and of the energy binding $M/Q - 1$.

V. FINAL REMARKS

In this work we have constructed BS configurations for STT possessing a nonstandard kinetic term coupled through the Einstein tensor. This particular coupling is contained in the most general STT with second order equations of motion for a single new scalar degree of freedom, the so called Horndeski theory. Due to the fact that we are dealing with a complex scalar field, instead of Horndeski gravity, our model is embedded in its biscalar extension, namely, in the context of the most general STT with second order equations of motion, constructed with a single massless metric tensor and with two real scalar field degrees of freedom. In this scenario BSs are supported by new degrees of freedom and not by external matter sources. It is important to stress that along with the new degrees of freedom also external matter fields may be included. In the context of STT, in [89–91] the authors have tackled this problem showing that the phenomenon of spontaneous scalarization originally predicted for neutron stars, can also occur for BSs. Moreover, we are not considering here any kind of interaction between external fields and new scalar degrees of freedom.

We have analyzed the existence of mini-BSs configurations (where only a mass term is considered) and of self-interacting BSs where the self interaction possesses a sixth order potential which can be written, for specific values of the involved couplings, as a positive
definite potential presenting two degenerate local vacua. In both cases we have shown that
the determinant of our system of equations \([6]\) plays a fundamental role in the pattern of
solutions. Indeed, when this determinant approaches to zero no solutions can be obtained.
In practice we have seen that the pole of this determinant is always located at the origin,
thus to define the control parameter \(\Delta\) \([15]\) in order to look for nonsingular solutions.
Mini-BS solutions exist for both, positive and negative values of the nonminimal rescaled
parameter \(\xi\). For \(\xi > 0\) the solutions cannot be obtained when the central value \(\phi_0\) exceeds
some maximal value \(\phi_0 = \phi_{0,\text{max}}\), for which our function \(\Delta\) goes to zero. On the other hand,
the \(\xi < 0\) case is different. Here, \(\Delta\) shows a monotonically decreasing behavior when \(\phi_0\)
is increased without reaching the conflictual point \(\Delta = 0\); nevertheless complications arise
when this function approaches to values of the same order than the tolerance imposed by the
numerical integrator. The \(\xi\) negative branch also shows a tendency to enhance the stability
of the solutions.

For the self-interacting solutions considered here, the situation is similar to the mass term
case. The pattern of solutions is harshly constrained and exists for a limited branch of values
of \(\phi_0\), later that indeed depend on \(\xi\). For this particular case we have also investigated
the existence of configurations supported only by the presence of the nonminimal kinetic
coupling, this means for the \(\alpha/|\xi| \to 0\) case. Our results suggest that BSs do not survive in
this case. It would be interesting to circumvent this problem in order to construct the bosonic
counterpart of the neutron stars constructed in \([37]\) and make qualitative comparisons. We
leave this for future work.

Acknowledgments

A.C. would like to express his gratitude to the Theoretical Physics Department of the
University of Geneva for its kind hospitality during the final stage of this work. Y.B. and
A.C. would like to thank M. Hassaine, B. Hartmann, M. Rinaldi, F. Canfora and T. Delsate
for interesting discussions and comments. A.C.’s work is supported by FONDECYT project
No\,3150157. The work of C.E. is supported by CONICYT and Centro de Estudios Científicos
(CECs) funded by the Chilean Government through the Centers of Excellence Base Financing
VI. APPENDIX: FIELD EQUATIONS

Our field equations can be cast in the following matrix form

\[ AB = C \]  \hspace{1cm} (17)

where, before the rescaling made in Sec. II D, we have defined

\[
A = \begin{bmatrix}
A_{11} & A_{12} & A_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33}
\end{bmatrix}
\]  \hspace{1cm} (18)

\[
B = \begin{bmatrix}
F'' \\
G'' \\
\phi''
\end{bmatrix}
\]  \hspace{1cm} (19)

\[
C = \begin{bmatrix}
K_1(F, F', G, G', \phi, \phi', \bar{\omega}) \\
K_2(F, F', G, G', \phi, \phi', \bar{\omega}) \\
K_3(F, F', G, G', \phi, \phi', \bar{\omega})
\end{bmatrix}
\]  \hspace{1cm} (20)

with

\[
A_{11} = \frac{r}{4} \left( \frac{-6\bar{\omega}^2 \phi^2 \eta G^3 F r + 4\kappa F^2 G^3 r + 2r G^2 F^3 \phi^2 \eta}{G^{5/2} F^4} \right)
\]

\[
A_{12} = \frac{r^2 \bar{\omega}^2 \phi^2 \eta}{\sqrt{G F^2}}
\]

\[
A_{13} = \frac{r}{4} \left( \frac{4r G^2 F^3 \phi' F' r + 8r G^3 F^2 \bar{\omega}^2 \phi F}{G^{5/2} F^4} \right)
\]

\[
A_{21} = \frac{r^2 \bar{\omega}^2 \phi^2 \eta}{\sqrt{G F^2}} = A_{12}
\]

\[
A_{22} = -\frac{1}{8} \left( \frac{8r^3 G^2 \kappa F^3 + 4r^2 G^2 \bar{\omega}^2 \phi^2 \eta F^2 + 4r^2 G \phi^2 \eta F^4}{G^{7/2} F^3} \right)
\]
\[ A_{23} = -\frac{1}{8} \left( \frac{16r G^2 \phi \eta F^4 + 16r^2 G^3 \bar{\omega}^2 \phi \eta F^2 + 8r^2 G \phi \eta F^4 \sigma'}{G^{7/2} F^3} \right) \]

\[ A_{31} = \frac{r}{4} \left( \frac{4r G^2 F^3 \phi \eta F' + 8r G^3 F^2 \bar{\omega}^2 \phi \eta}{G^{5/2} F^4} \right) = A_{13} \]

\[ A_{32} = -\frac{1}{8} \left( \frac{16r G^2 \phi \eta F^4 + 16r^2 G^3 \bar{\omega}^2 \phi \eta F^2 + 8r^2 G \phi \eta F^4 \sigma'}{G^{7/2} F^3} \right) = A_{23} \]

\[ A_{33} = -\frac{1}{4} \left( \frac{-8r^2 F^3 G^4 \alpha + 2r^2 F^4 G \eta \sigma' - 2r^2 F^2 G^3 \eta \sigma' + 8r F^4 G^2 \eta \sigma'}{G^{7/2} F^3} \right) \]

\[ K_1 = -\frac{r}{4G^{5/2} F^4} (-4\lambda_2 \phi^4 F^2 G^4 r + 4\lambda_3 \phi^6 F^2 G^4 r \]
\+ \begin{align*} &2 \kappa F^2 G^2 \bar{\omega}^2 \phi \alpha F^4 r - 8 \bar{\omega}^2 \phi^2 \alpha F G^4 r + 9 \bar{\omega}^2 \phi^2 \eta G^3 F^2 r \\ &- 12 \bar{\omega}^2 \phi^2 \eta G^3 F' F + 8 \bar{\omega}^2 \phi^2 \eta G^2 G' F^2 - \phi^2 \eta F^2 G^2 F^2 r \\ + &\phi^2 \eta F^4 G^2 r - 4\kappa FG^3 F^2 r + 16G^3 F^2 \bar{\omega}^2 \phi \phi' \\ + &4 \lambda_1 \phi^2 F^2 G^4 r - 3 \bar{\omega}^2 \phi^2 \eta G^2 G' F r F' + 4G^2 F^3 \phi^2 \eta F' \\ + &4 \phi^2 \eta F^4 G' G + 8 \kappa F^2 G^3 F' + 8r G^3 F^2 \bar{\omega}^2 \phi^2 \eta \\ + &4r G^2 F^2 \bar{\omega}^2 \phi \eta G' \phi' - r GF^3 \phi^2 \eta F' G' \\ - &12r G^3 F \bar{\omega}^2 \phi \eta F' \phi' - 3 \bar{\omega}^2 \phi^2 \eta G G^2 F^2 r) \end{align*} \]

\[ K_2 = \frac{1}{8G^{7/2} F^3} (8r G \phi^2 \eta F^4 G' - 5r^2 \phi^2 \eta F^4 G^2 - 12r^2 G^4 \bar{\omega}^2 \phi^2 \alpha F \\ + 13r^2 G^3 \bar{\omega}^2 \phi \eta F' - 5r^2 G^2 \phi \eta F^2 F' + 4r^2 G \phi \eta F^4 G' F' \\ + 8r G^2 \phi \eta F^3 F' + 16r^2 G^3 \bar{\omega}^2 \phi \eta F^2 - 6r^2 F^3 G G^2 \kappa \\ + 16r G^2 \kappa F^3 G' + 12r^2 G^4 \lambda_1 \phi^2 F^2 - 12r^2 G^4 \lambda_2 \phi^4 F^2 \\ + 4r^2 G^3 \phi \phi \alpha F^3 + 8F^4 G^2 \phi \eta - 3r^2 F^2 G G^2 \bar{\omega}^2 \phi^2 \eta \\ + 32r G^3 \bar{\omega}^2 \phi \eta F^2 \phi' - 16r G^3 \bar{\omega}^2 \phi \eta F' F + 8r G^3 \bar{\omega}^2 \phi \eta G' F^2 \\ + 8r G^2 \bar{\omega}^2 \phi \eta G' F^2 \phi' - 4r^2 G^2 \bar{\omega}^2 \phi \eta G' F' \\ - 24r G^3 \bar{\omega}^2 \phi \eta F F' \phi' + 2r^2 G^3 \kappa F F' + 12r^2 G^4 \lambda_3 \phi^6 F^2) \]
\[ K_3 = \frac{1}{4G^{r/2}F^3}(r^2 \phi' F^2 G' \eta G^2 F'^2 + 2r^2 F^3 G \phi' \eta G'^2 F' \]
\[- 4r^2 F^3 G^3 \phi' \alpha G' - 8\phi' F^4 G \eta G'^2 r - 8r^2 \phi G^5 \omega^2 \alpha F\]
\[+ 10r^2 \phi^4 G \omega^2 F'^2 - 4\phi' F^2 G^3 \eta F^2 r + 16r^4 \phi G^3 \omega^2 \eta G' F'^2\]
\[+ 2r^2 FG^3 \phi F'^3 + 8r^2 \phi G^5 \lambda_1 F^2 - 6r^2 \phi G^2 \omega^2 \eta G'^2 F'^2\]
\[+ 24r^2 \phi G^5 \lambda_3 F^2 - 5r^2 \phi' F^4 G'^3 \eta + 8\phi' F^4 G' \eta G'\]
\[- 4r^2 \phi G^3 \omega^2 \eta F' F' - 16r^2 \phi G^4 \omega^2 \eta F'^2 F - 16\phi' F^3 G^4 \alpha r\]
\[+ 16r F^3 G^2 \phi' \eta G' F' - 16r^2 \phi G^5 \lambda_2 F'^2)\]
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