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Abstract: Eddy current (EC) testing has become one of the most common techniques for measuring metallic planar structures in various industrial scenarios such as infrastructures, automotive, manufacturing, and chemical engineering. There has been significant progress in measuring the geometry, electromagnetic properties, and defects of metallic planar structures based on electromagnetic principles. In this review, we summarize recent developments in EC computational models, systems, algorithms, and measurement approaches for planar structures. First, the computational models including analytical models, numerical methods, and plate property estimation algorithms are introduced. Subsequently, the impedance measurement system and probes are presented. In plate measurements, sensor signals are sensitive to probe lift-off, and various algorithms for reducing the lift-off effect are reviewed. These approaches can be used for measuring thickness and electromagnetic properties. Furthermore, defect detection for metallic plates is also discussed.
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1. Introduction

Measuring the defect and physical properties (electromagnetic properties, dimensions etc.) of a planar structure is important in a range of technological applications, for example, coating surface treatments [1] and quality inspections [2,3]. Inspections during the manufacturing process and on-site monitoring of steel plates is key to the safety and efficiency of industrial applications in railway, aircraft, and nuclear facilities [4–9]. Furthermore, measuring nano-scale copper film thickness guarantees product quality of the integrated circuit manufacturing process in the semiconductor industry [10,11] and chemical mechanical planarization process [12]. As one of the common nondestructive testing (NDT) techniques, for decades, EC testing has been intensively investigated for measuring planar structures, due to its characteristics of being noninvasive, contactless, fast response, and relatively low cost. The technique employs a time-varying magnetic field excited by coils covering the region of interest (ROI) in conductive structures. The eddy current is induced in the measured structures by an excitation magnetic field. Variations in the magnetic field, caused by the eddy current, contain the physical properties and geometric information of the ROI, which can be detected and employed for structural analysis.

Forward and inverse problems are the primary theoretical issues of EC testing. The forward problem aims to calculate the frequency-dependent measurements for given metallic objects, while the inverse problem determines the physical properties of the object from the frequency-dependent measurement. The forward problem can be solved by analytical and numerical methods. The analytical methods include the Dodd and Deeds model [13,14] for symmetric geometry, and the second-order vector potential (SOVP) method, also known as the Hertz method, for asymmetric geometry [15]. The numerical
methods cover the finite difference method, finite element method (FEM), and boundary element method (BEM). Recent studies on analytical models for plate measurement have focused on the solution to complex structures, for example, finite-size plates [16] and model simplification that facilitates the direct estimation of plate properties [17]. The FEM method has been implemented for complex geometry and anisotropic materials [18–21]. In addition, 3D models of FEM have been accelerated for defect plates [22,23]. In the inverse problem, the plate properties can be estimated according to the linearized simplified analytical model with lift-off compensation strategy [24] and multivariable optimization algorithms [25,26]. These methods deepen the understanding of the phenomenon in EC testing and account for the relationships between the measurement signals and plate properties.

The implementation of EC testing consists of a data acquisition system and probe which are used to obtain the measurement signal. The customized and commercial impedance analyzers both enable the measurement of mutual inductance between coils and other magnetic field variables. In general, EC probes designed for plate property estimation and defect scanning contain transmitting (Tx) coils and receiving (Rx) elements. According to the required EM field for specific applications, the structure and dimensions of Tx coils can be selected and optimized. Furthermore, coils or magnetic field sensors are usually chosen as the Rx elements, depending on the induced EM field by test pieces.

As compared with previous review articles on eddy current testing [27–30], this work investigates recent improvements of multi-frequency EC testing in plate measurement in terms of a computational model and measurement system. In addition, the key issues affecting measurement signals, i.e., lift-off and tilt effect of the probe, are discussed theoretically.

The arrangement of the rest of the paper is as follows: In Section 2, we describe the computational methods of EC testing, including the solution of the forward problem by the analytical and FEM methods and the inverse problem by the optimization approach; in Section 3, we illustrate the recently developed impedance measurement systems with relevant calibration strategies and characteristics of EC probes for plate measurement; in Section 4, we explain the lift-off compensation methods and defect scanning applications.

2. Computational Models

2.1. Analytical Models

2.1.1. Dodd and Deeds and Associated Simplified Models

For the single-layered plate model placed near a probe consisting of Tx and Rx coils, as shown in Figure 1, according to the Dodd and Deeds model [13,14], the complex mutual inductance [31], referred to as inductance hereinafter, between the Tx and the Rx coils, is given by:

\[
\Delta L(\omega) = \frac{\pi N_t N_r \mu_0}{(l_2 - l_1)(l_2 - l_1)(r_2 - r_1)(r_2 - r_1)} \int_0^\infty \frac{\Delta Z}{\Delta \omega} \left( e^{-\alpha l_1} - e^{-\alpha l_2} \right) \left( e^{-\alpha r_1} - e^{-\alpha r_2} \right) \phi(\alpha) d\alpha
\]  

(1)

\[
\phi(\alpha) = \frac{(a_1 + \mu_1 a)(a_1 - \mu_1 a) - (a_1 + \mu_1 a)(a_1 - \mu_1 a) e^{2\alpha c}}{-(a_1 - \mu_1 a)(a_1 - \mu_1 a) + (a_1 + \mu_1 a)(a_1 + \mu_1 a) e^{2\alpha c}}
\]

(2)

\[
f(\tau_1, r_1) = \int_{\tau_1}^{n r_1} \tau f_1(\tau) \tau
\]

(3)

where \(\omega\) is the angular frequency of excitation; \(\alpha\) denotes the spatial frequency; \(a_1 = \sqrt{\alpha^2 + j\omega\mu_0\mu_1\sigma_1}\); \(\sigma_1\) and \(\mu_1\) are electrical conductivity and relative magnetic permeability of plate, respectively, \(f_1(\cdot)\) is the Bessel function of the first kind; \(N_t\) and \(N_r\) are the number of turns for the Tx and Rx coils, respectively.
\[ \Delta L(\omega) = \frac{2\pi N_t N_r \mu_0}{(l_{t2} - l_{t1})(l_{r2} - l_{r1})(r_{t2} - r_{t1})(r_{r2} - r_{r1})} \sum_{\alpha_i} \int_{r_{t1}}^{r_{t2}} f_{\alpha_i}(r_{t1}, r_{t2}, r_{r1}) \left(e^{-\alpha h_1} - e^{-\alpha h_2}\right) \phi(\alpha_i) \]  

where \( h \) is the characteristic/dominant spatial frequency corresponding to the maximum value of the sensor term \( A(\alpha) \) which is determined by the sensor structure including the sensor lift-off.

The inductance can be calculated through numerical integration, whereas it is time-consuming. The truncated region eigenfunction expansion (TREE) method, proposed by T. Theodoulidis and E. Kriezis, recasts the expression as sums rather than integrals [15,32], i.e.:

\[ A(\alpha) = \frac{\pi N_t N_r \mu_0}{(l_{t2} - l_{t1})(l_{r2} - l_{r1})(r_{t2} - r_{t1})(r_{r2} - r_{r1})} \int_{r_{t1}}^{r_{t2}} \int_{r_{r1}}^{r_{r2}} \frac{f(r_{t2}, r_{t1})}{h(r_{t1}, h_{t2})} \left(e^{-\alpha h_1} - e^{-\alpha h_2}\right) \left(e^{-\alpha h_1} - e^{-\alpha h_2}\right) \phi(\alpha) \]  

W. Yin et al. employed the dominant value of plate term to approximate the original one [33], i.e.:

\[ \Delta L(\omega) = \phi(a_0)\Delta L_0 \]  

\[ \Delta L_0 = \int_0^\infty A(\alpha) d\alpha \]  

\[ A(\alpha) = \frac{\pi N_t N_r \mu_0}{(l_{t2} - l_{t1})(l_{r2} - l_{r1})(r_{t2} - r_{t1})(r_{r2} - r_{r1})} \frac{f(r_{t2}, r_{t1})}{h(r_{t1}, h_{t2})} \left(e^{-\alpha h_1} - e^{-\alpha h_2}\right) \left(e^{-\alpha h_1} - e^{-\alpha h_2}\right) \]  

where \( a_0 \) is the characteristic/dominant spatial frequency corresponding to the maximum value of the sensor term \( A(\alpha) \) which is determined by the sensor structure including the sensor lift-off.

If the sensor structure is known or can be inferred, one can obtain \( \Delta L_0 \) and \( a_0 \) before measurement. The approximation accelerates the inductance calculation and facilitates the estimation of plate properties using the plate term \( \phi(a_0) \). In addition, the sensor term \( A(\alpha) \) which reaches its maximum value when \( \alpha = a_0 \) can be approximated by an elementary function \( A_\alpha(\alpha) \):

\[ A_\alpha(\alpha) = A_m(a_0)e^{-2\alpha h_0} \sin^2 \left(\frac{\alpha\pi}{2a_0}\right) \]  

where \( A_m(a_0) \) is the maximum value of sensor term without the lift-off.
2.1.2. Model for the Finite-Size Plate

In the theoretical analysis, the Dodd and Deeds model in Equations (1)–(3) calculates the inductance of plates with infinite radius, whereas in practical measurements, the plates normally have finite radiiuses.

The TREE method indicates that the EC of the finite-size geometry can be evaluated by considering a certain range of spatial frequencies in the analytical model. By analyzing the analytical solution, R. Huang et al. proposed that the spatial frequency \( \alpha \) was inversely proportional to the plate radius \( 16,34,35 \), as the relationship shown in Figure 3. This means that the limits of integration for \( \alpha \) relates to the plate radius. For the plate with a radius of \( r_s \), the range is \( \alpha \in \left[ \alpha_s, \infty \right] \), \( \alpha_s = x_0/r_s \), and \( x_0 = 3.518 \). Consequently, the inductance change caused by the presence of the plate is:

\[
\Delta L(\omega) = \int_{\alpha_s}^{\infty} A(\alpha) \phi(\alpha) d\alpha
\] (9)

Figure 2. Comparison between the plate term \( \phi(\alpha) = z e^{i\theta} \) and sensor term \( A(\alpha) \) together with its approximation function \( A_s(\alpha) \).

Figure 3. Relationship between the spatial frequency and radius, for the measurement of a finite-size plate.

Then, based on the TREE method, the finite region eigenfunction expansion (FREE) method is proposed which confines the terms of series relating to the plate radius, i.e.:

\[
\Delta L(\omega) = \sum_{\alpha = \alpha_n}^{\alpha = \alpha_s} A(\alpha) \phi(\alpha) d\alpha
\] (10)
2.2. Finite Element Method

The finite element method (FEM) is a universal computation tool for arbitrary sensor setup and the geometry of a target object. With the support of Galerkin equations [36], the unknown fields are subjected to the boundary conditions, and the approximated vector and scalar potentials are:

\[
\int_{\Omega_c} \nabla \times N_i \cdot \nabla \times A^\Omega d\Omega + \int_{\Omega_c} j\omega \sigma N_i \cdot A^\Omega d\Omega + \int_{\Omega_c} j\omega \sigma N_i \cdot \nabla V^\Omega d\Omega = \int_{\Omega_c} \nabla \times N_i \cdot v_0 \nabla \times A_i d\Omega \quad i = 1, 2, \ldots, 6
\]  
(11)

\[
\int_{\Omega_c} j\omega \sigma \nabla L_i \cdot A^\Omega d\Omega + \int_{\Omega_c} j\omega \sigma \nabla L_i \cdot \nabla V^\Omega d\Omega = 0 \quad i = 1, 2, \ldots, 4
\]  
(12)

where \(v_0\) is the reluctivity in the air, \(\sigma\) is the reluctivity, \(\omega\) is the excitation frequency, \(A^\Omega\) and \(V^\Omega\) are vector potential and scalar potential in element \(n_i\) respectively.

As compared with analytical methods, the FEM method can adapt to any geometry with high accuracy. However, it has a high computation load and requires a large amount of time to obtain the final solution for a single simulation. An equivalent phenomenon was observed for a thin structure by using an analytical method. From the principle of a plane wave reflected and transmitted at the surface of a nonmagnetic plate, with a geometry of thin thickness, the inductance \(\Delta L\) can be simplified as [37]:

\[
\Delta L = \frac{2\pi r E_0}{I} \frac{-\mu_0 \sigma c}{\alpha_0 + j\omega \mu_0 \sigma c}
\]  
(13)

where \(r\) is the coil radius, \(E_0\) is the electrical field in the air transmitted from the probe.

Then, considering two plates in different materials and thicknesses, the induced inductance is approximately equal when:

\[
\frac{D_1}{D_2} = \frac{\sigma_2}{\sigma_1}
\]  
(14)

where \(D_1\) and \(D_2\) are the thicknesses of the plates, and \(\sigma_1\) and \(\sigma_2\) are the corresponding conductivity.

The above relationship reduces the computational burden when modeling thin structure samples. Researchers have been devoted to speed up the computation speed to satisfy users’ requirements by using some approximations/techniques, i.e., zero-thickness defect [38], dedicated kernel [39], and the FEM-BEM hybrid method [40,41]. M. Lu and W. Yin et al. introduced a preconditioner in the computation for EC problems [42,43]. The EC performance using this accelerated method for a co-axial air-cored probe above a defect is shown in Figure 4.

![Figure 4. Eddy current performance using an accelerated FEM solver: (a) Color map; (b) quiver map [42].](image-url)
The proposed preconditioning method optimizes the initial guess for solving the system algebraic equations. Combined with the perturbed matrix inversion (PMI) method, a fast FEM approach has been proposed which can effectively shrink the time needed for the crack computation due to the small perturbation \([23]\). Furthermore, by exploiting the fact that the perturbed field exists in the surrounding region of the crack, the simulation solution can be calculated by combining the crack affected field and the original field without crack \([22]\). Table 1 lists the acceleration rate and computation deviation using the proposed method under different mesh elements. It can be noticed that, for the mesh including 139 k elements, the computation time employing the accelerated method can be decreased by 34 times. As can be seen from Figure 5, the iteration number is reduced, especially for large-scale mesh models.

| Element Number | Calculation Time of the Method without Acceleration (s) | Calculation Time of the Proposed Method (s) | Accelerated Rate (Times) | Calculation Deviation (%) |
|----------------|--------------------------------------------------------|-------------------------------------------|-------------------------|--------------------------|
| 10 k           | 7.69                                                   | 2.03                                      | 3.79                    | 2.56                     |
| 51 k           | 57.74                                                  | 3.56                                      | 16.22                   | 3.22                     |
| 139 k          | 306.79                                                 | 8.96                                      | 34.24                   | 3.56                     |

Figure 5. The relative residual with different mesh elements \([22]\).

2.3. Tilted Structure Measurement

The probe tilt is identified as one of the major sources of noise in EC surface inspections \([44]\). The FEM and BEM methods can model the tilted probes naturally \([45]\), while, for the analytical model, the geometry is no longer axisymmetric and special treatments are required to represent the electromagnetic field \([15]\). The tilt effect has been studied for the analytical model, the geometry is no longer axisymmetric and special treatments are required to represent the electromagnetic field \([15]\). The FEM and BEM methods can model the tilted probes naturally \([45]\), while, for the analytical model, the geometry is no longer axisymmetric and special treatments are required to represent the electromagnetic field \([15]\).

Following studies \([44,48]\), applying the 2D Fourier transform and according to the Parseval theorem, the general expression of mutual inductance change due to the conductive half-space is:

\[
\Delta L = 2\mu_0 \int_0^\infty \int_0^\infty \frac{1}{2} \tilde{h}_T(u, v) \tilde{h}_R(-u, -v) \frac{\mu_0(x-x_1)}{\mu_0(x-x_1)} \mu_0 \frac{e^{-k_l g} - e^{-k_l h}}{k_l} du dv
\]

\[
\tilde{h}_T(u, v) = \frac{N_i}{2(r_{t2} - r_{t1})} \int (k_{r1}, k_{r2}) \left( e^{k_l g} - e^{k_l h} \right) \left( e^{k_l y} - e^{k_l y} \right)
\]

\[
\tilde{h}_R(u, v) = \frac{N_i}{2(r_{t2} - r_{t1})} \int (k_{r1}, k_{r2}) \left( e^{k_l g} - e^{k_l h} \right) \left( e^{k_l y} - e^{k_l y} \right)
\]

(15)
where the source terms \( \tilde{\mathbf{h}}_T(u, v) \) and \( \tilde{\mathbf{h}}_R(u, v) \) indicate the 2D Fourier transformed magnetic field intensity on surface of plane induced by the Tx and Rx coils, respectively, \( \chi = \sqrt{u^2 + v^2} \) and \( \kappa_1 = \sqrt{\chi^2 + j \omega \mu_0 \mu_r \sigma} \).

As the 2D Fourier transform can characterize the rotation and translation function, for the probe shown in Figure 6 which is rotated around the \( y \) axis, the source terms become:

\[
\tilde{\mathbf{h}}_T'(u, v) = \frac{jN}{2(r_2-r_1)(l_2-l_1)} \psi M(\psi r_{11}, \psi r_{12}) e^{-\chi d_1} \sin \left( \frac{\psi (l_2-l_1)}{2} \right) e^{j u x_0}
\]

\[
\tilde{\mathbf{h}}_R'(u, v) = \frac{jN}{2(r_2-r_1)(l_2-l_1)} \psi M(\psi r_{11}, \psi r_{22}) e^{-\chi d_2} \sin \left( \frac{\psi (l_2-l_1)}{2} \right) e^{j u x_0}
\]

(16)

where \( \psi = u \sin \varphi + j \kappa \cos \varphi \).

Figure 6. Cross-sectional view of tilted Tx-Rx coils, other dimensions similar as the counterparts without tilt angle.

Substituting the source terms in Equation (15) by \( \tilde{\mathbf{h}}_T'(u, v) \) and \( \tilde{\mathbf{h}}_R'(u, v) \), the inductance variation of the tilted probe can be calculated. The source terms in Equation (16) can be derived from the model of perpendicular coils [48].

For the measurement of a probe with an infinitely long crack, according to the thin-skin model in high-frequency regime [49,50], the inductance variation is:

\[
\Delta L = \frac{-j \mu_0}{2 \pi} \int_{-\infty}^{\infty} \frac{1}{\kappa^2} \tilde{H}_{yT}(v) \tilde{H}_{yR}(-v) \gamma d\nu
\]

\[
\tilde{H}_{yT}(v) = j v \int_{-\infty}^{\infty} \frac{1}{\kappa^2} M(\psi r_{11}, \psi r_{12}) e^{-\chi d_1} \sin \left( \frac{\psi (l_2-l_1)}{2} \right) e^{j u x_0} d\nu
\]

(17)

where the term \( \gamma \) is determined by the crack parameters and plate properties, which are defined in [44,51].

The measurements of probe impedance scanning through the finite-size test pieces can reflect the electromagnetic properties of the plate under measurement [52]. However, the tilt effect makes it difficult to estimate the electromagnetic properties from the measurements. Through extensive experiments, it has been observed that at several specific excitation frequencies, for example, 40 kHz, the endpoint of inductance trajectory on the complex plane can characterize the conductivity of test pieces, and the phase of the point is almost invariant regarding the tilt angle ranging from 0° to 16.7° [53]. This phenomenon is shown in Table 2. In addition, the approximate linear relationship between the endpoint inductance phase and conductivity can be obtained through the curve fitting employing the least squares method. This facilitates the classification of nonmagnetic metals [54,55].
2.4. Multivariable Inversion

The inverse methods, closely related to the forward model, retrieve the plate properties and parameter distributions, for example, conductivity profile and defect shape from the measurements. Even though the forward model varies from different governing equations and object geometry, similar inverse methods have been widely employed for a variety of objects under measurement, including pipes and spheres. The notable implementations of inverse methods in EC testing are summarized in Figure 7. The prevalent inversion algorithms for parameter estimation can be found in the literature [25,56], without being exhaustive.

![Graph showing inductance trajectory for Copper and Aluminium](image)

**Table 2.** Approximate linear relationship between the endpoint of inductance trajectory (marked by circles) and tilt angles [53].

| # | Copper | Aluminium |
|---|--------|-----------|
|  | ![Inductance trajectory for Copper](image) | ![Inductance trajectory for Aluminium](image) |

- **Computational model**
  - Analytical model
  - Numerical model

- **Variable update**
  - Gradient descent
  - Conjugate gradient
  - Newton method
  - Levenberg–Marquardt
  - Heuristic method

- **Optimized variables**
  - Object properties
  - Subset of Independent properties
  - Property profile

**Figure 7.** Primary issues of parameter inversion.

The inversion of physical properties is realized through optimization by minimizing the discrepancy between the measured and calculated electromagnetic measurements. A least square index is usually adopted as the objective function, which represents the Euclidean distance between the measured and calculated values. For instance, the objective function employing the coil inductance reads:

$$ \min_{v} f = \frac{1}{2} \| \Delta L(v) - \Delta L_m \|_2^2 $$

where \( v \in \mathbb{R}^{n_v \times 1} \) (\( n_v \) denotes the quantity of variables), \( \| \cdot \|_2^2 \) represents the \( \ell_2 \)-norm, \( \Delta L(v) \) and \( \Delta L_m(v) \in \mathbb{C}^{n_f \times 1} \) are calculated and measured inductance spectrum due to the test piece, respectively (\( n_f \) is the quantity of frequency points).

However, the inverse problem suffers from ill-posed and ill-conditioning problems which make the optimization extremely sensitive to measurement noise. To stabilize the optimization, the regularization methods originated from Tikhonov impose the prior knowledge as a regularization term to Function (18), which functions as a spectral filter. The objective function becomes:
\[
\min_{\mathbf{v}} f = \frac{1}{2} \| \Delta \mathbf{L}(\mathbf{v}) - \Delta \mathbf{L}_m \|_2^2 + \beta R(\mathbf{v})
\]  

(19)

where \( \beta \) is the relaxation factor and the term \( R(\mathbf{v}) \) for \( \ell_2 \) regularization is \( R(\mathbf{v}) = \| \mathbf{v} \|_2^2 \).

The measurements in the objective function can be the impedance of the Rx coil [57] and magnetic field values from magnetic field sensors [58]. The corresponding calculated values are usually obtained from the analytical and numerical models. The number of independent measurement points affect the estimation results to some extent [59]. The numerical simulation is usually time-consuming, whereas the analytical models are only suitable for the homogenous isotropic materials. For the isotropic material in axisymmetric geometry, the Dodd and Deeds model and its simplification have been intensively investigated [26, 60], while for the asymmetric model, the SOVP method can be applied [61]. To analyze the complex structures consisting of the heterogeneous electromagnetic property distribution [62] and anisotropic materials, for example, carbon fiber reinforced polymer (CFRP) [63], the FEM as well as hybrid FEM and boundary element method (BEM) can be adopted.

The combination of optimized variables influence the optimization performance. It is expected that the nonlinear objective function reaches its global minimum in the variable space, which only exists when the objective function is convex. This corresponds to the situation that \( \nabla_{\mathbf{v}} \nabla_{\mathbf{v}} f \succeq 0 \). The second-order derivative, the Hessian matrix, is usually approximated by \( \nabla_{\mathbf{v}} \nabla_{\mathbf{v}} f \approx H(\mathbf{v}) = (\nabla_{\mathbf{v}} f)^T \nabla_{\mathbf{v}} f \), and \( S(\mathbf{v}) = \nabla_{\mathbf{v}} f \) is referred to as the sensitivity/Jacobian matrix. If the influences of various variables on measurements are correlated, for example, coupling effect of permeability and conductivity on inductance [64–66] and correlation between the derivatives in terms of thickness and electromagnetic parameters [61], the condition number of the Hessian matrix will be large, and the function convexity can hardly be satisfied. Furthermore, the variable correlation renders the optimization process unstable when the inversion of the Hessian matrix is required [67]. The appropriate variable combination can be determined according to local and global sensitivity analyses. The local sensitivity analysis focuses on the Jacobian matrix evaluated on specific points, for example, the singular value analysis, while the global analysis can reflect the correlations between variables, for example, the variance-based methods [68, 69]. The ill-conditioning degree of the inverse problem can be represented by the singular value spectrum of sensitivity/Hessian matrix [70]. If there is no extremely small singular value, the optimization process would be stable and affected little by the measurement noise. The singular value feature of the Hessian matrix can be represented by

\[
S_f : C^{n_v \times n_v} \rightarrow \mathbb{R}:
S_f(H(v_r)) = -20 \log_{10}(\lambda_{\min}/\lambda_{\max})
\]

(20)

where \( \lambda_{\min} \) and \( \lambda_{\max} \) are the minimum and maximum singular values of \( H(v_r) \), respectively.

In the optimization process, the variables can be updated by various strategies according to the gradient of the nonlinear objective function. The representative methods and their characteristics are shown in Table 3. The variables are updated in an iterative manner:

\[
\mathbf{v}_{k+1} = \mathbf{v}_k + \Delta \mathbf{v}_k
\]

(21)

For a small number of optimized variables, the heuristic methods which employ various solution searching strategies, including classic genetic algorithm (GA) and particle swarm optimization (PSO), are usually implemented in conjunction with other methods. These methods decrease the influence of starting point selection meanwhile improve the algorithm’s convergence and maintaining its correctness as long as the heuristic is admissible [71, 72].

In previous studies, the electromagnetic properties and thickness of metallic plates have been estimated by the modified Newton-Raphson method [73]. The aforementioned algorithms have been evaluated in the reconstruction of conductivity profile in the graphite blocks [56, 74]. In addition, the reconstruction of defects in the anisotropic materials employing the GA method has been proposed in the study [63]. The shape reconstruction of
conductive clogging deposits in the steam generator is realized in research [62], using the gradient descent method employing the shape derivatives.

Table 3. Characteristics of nonlinear optimization algorithms.

| Algorithm          | Updating Direction, $\Delta \mathbf{v}_k = d_k (\Delta \mathbf{L} - \Delta \mathbf{L}_m)$ | Convergence Rate | Stability |
|--------------------|---------------------------------------------------------------------------------|------------------|-----------|
| Gradient descent   | $d_k = -S_k^H$                                                                  | Slow             | High      |
| Conjugate gradient | $d_k = -S_k^H \beta_k d_k, \beta_k = \max\left\{0, S_k^H (S_k - S_k - 1) \right\}$ | Fast             | Medium    |
| Newton method      | $d_k = -\left(S_k^H S_k -\beta S_k^H \right)^{-1} S_k^H$                       | Fast             | Low       |
| LM                 | $d_k = -\left[S_k^H + \beta\text{diag}(S_k^H S_k)\right]^{-1} S_k^H$           | Medium           | Medium    |
| PSO                | $\Delta \mathbf{v}_k = \tau \Delta \mathbf{v}_{k-1} + c_1 \text{rand}_1,k (\mathbf{v}_{pBest,k} - \mathbf{v}_k) + c_2 \text{rand}_2,k (\mathbf{v}_{gBest,k} - \mathbf{v}_k)$ | Medium           | High      |

3. Measurement System

3.1. Impedance Measurement System

3.1.1. Overview of EC Testing Instruments

EC testing techniques are widely applied in various industrial applications [27]. In practice, the system configuration, e.g., hardware and software implementation, differs from instrument to instrument and highly depends on each particular application. In general, the system contains an excitation source, which can be pulsed excitation signal [75], single frequency signal [28,76,77] and multi-frequency signal [78–82], etc. The hardware, data acquisition system (DAQ), normally includes analogue and digital conditioning electronics, which implement signal generation, signal amplification, demodulation and filtering. Typically, a control unit is in charge of the operation in the hardware, which can be a digital signal processor (DSP), a field programmable gate array (FPGA) or a microcontroller, etc. For software, normally it varies from the programming language for the user interface such as C or C++ [83,84] and LabVIEW graphical programming language [81,85,86]. Due to different requirements of measuring speed, the electromagnetic (EM) instruments can also be divided into on-line or off-line instruments [87]. In addition, there are more variations when the system is interfaced to sensors of different configurations, such as the electromagnetic tomography (EMT) sensor array, which requires multiplexing operation of the instrument [88,89].

Although much work has been carried out for EM system development, there is still a further expectation in improving hardware and software system design. With the development of technology and higher demand in the industry, the hardware and the software have kept advancing. The development of analogue EM systems has a long history, which relies on constructing physical circuits by using electronic components as in [89,90]. Compared with analogue systems, digital systems are of increasing interest as they are more reliable, robust and less complex in hardware configuration [83]. The digital systems commonly apply a DSP or an FPGA as cornerstone, which can process the detected signals digitally and quickly. Generally, a digital instrument consists of a processing unit, a control logic, front-ends and possibly a power management part. A general block diagram of digital system is shown in Figure 8.
Table 4. Characteristics of customized EC testing instruments in recent studies.

| Researcher                  | Controller                  | Applied Excitation Frequency | SNR             | Software     | Main Application    |
|-----------------------------|-----------------------------|------------------------------|-----------------|--------------|--------------------|
| M. Kekelj et al. [91]       | Cyclone V SoC               | 100–400 kHz                  | Up to 56 dB     | MATLAB       | Pipe defects       |
| M. Hamel et al. [92]        | NI DAQ                      | 50–150 kHz                   | -               | LabVIEW      | Plate with crack   |
| N. Zhang et al. [93]        | NI DAQ                      | 0.1–1 kHz                    | -               | MATLAB       | Cylindrical samples|
| A. K. Soni et al. [94]      | NI DAQ with lock-in amplifier | 0.5–80 kHz                  | 38 dB           | LabVIEW      | Plate with crack   |
| D. E. Aguiam et al. [95]    | ADSP                        | Up to 10 MHz                 | -               | LabVIEW      | Block with crack   |
| G. Zhang et al. [96]        | NI DAQ with lock-in amplifier | 50 kHz                      | -               | LabVIEW      | Plate with crack   |
| G. Dingley et al. [97]      | AVR MCU                     | 0.1–100 kHz                  | Up to 90 dB     | -            | EMT                |

The EC testing instrument developed in the EM sensing group led by W. Yin at the University of Manchester is shown in Figure 9. The cornerstone of the instrument is an FPGA SoC, which integrates an ARM dual Cortex-9-based processor and a Xilinx 7-series FPGA. The FPGA module is responsible for excitation signal generation, implementation of in-phase and quadrature phase (IQ) demodulation, multiplexing control, and data transfer. Generally, the FPGA is preferable for implementing a high-speed logic, arithmetic, and dataflow subsystem. Therefore, it is suitable for real-time online detection and imaging of defects, which requires high data speed. The ARM processor is in charge of data transfer and communication. With ethernet communication, the instrument has a fast and robust transmission, and it can provide a data rate up to 10 k samples/s. Under this configuration, the interference between the FPGA and the processor is minimized.
A block diagram of the system architecture is shown in Figure 10. In addition to the SoC, the instrument also consists of front-end circuits including excitation circuits, detection circuits, and mixed-signal circuits. Depending on the probe structure, it may also involve multiplexing when using multi-channel probes. The excitation circuit generates a sinusoidal signal to energize the Tx coils, and the detection circuit receives the induced voltage on the Rx elements. The excitation frequency ranges from 1 kHz to 1 MHz, which is applicable for most EC testing applications. A typical loop-back signal-to-noise ratio (SNR) can reach up to 100 dB. However, the real SNR including sensor elements depends on the measurement configuration.

Figure 10. System architecture of the customized EC testing instrument.

A built-in user interface running on the host PC was also developed. The user interface provides a convenient way to display and log data. It also allows the user to send configurations such as operating frequency, filter width, and coil pair assignments during the experiments. After measurements, the data is saved in a database format (.db), which can be directly fed into further signal processing algorithms.

The instrument integrates all elements in a case with a size of 288 mm × 208 mm × 135 mm, which makes it portable for in-situ tests. There are also USB and HDMI interfaces that can connect to external devices. Notably, the instrument can operate with or without the power connection as it includes an internal battery with automatic power management and can last for more than 8 h during typical use once fully charged.

3.1.3. Commercial Impedance Analyzers

Impedance is an important parameter characterizing the frequency response of EC probes. In the analytical solution of Dodd and Deeds, the inductance of Rx coil is calculated as the result in the presence of test pieces [13,14]. Generally, impedance is defined as the total opposition a device or circuit offers to the flow of an alternating current at a given frequency and is represented as a complex quantity [98]. The impedance vector consists of a real part R and an imaginary part X. The real part represents the resistance while the imaginary part denotes reactance which can be either inductive or capacitive. To acquire the impedance, both the real part and the imaginary part need to be measured [98]. The representative frequency responses of the imaginary and real parts of EC probes are shown in Figure 11.

As compared with using off-the-self commercial impedance analyzers, the development of customized instruments can be complicated and time-consuming. Therefore, commercial impedance analyzers play essential roles in laboratory-based experiments of EC testing as they may have wider operating ranges and better performances in terms of accuracy and precision than customized instruments.
Typically, commercial impedance analyzers implement 4-port measurement, where both voltage and current are measured. The terminal arrangements are shown in Figure 12a,b when measuring a single element and mutual inductance between coils, respectively. Table 5 illustrates the characteristics of two commercial impedance analyzers that have been intensively used in previous studies [99,100].

![Figure 11. Frequency responses of eddy current probes.](image)

**Figure 11.** Frequency responses of eddy current probes.

![Figure 12. Terminal arrangement of commercial impedance analyzers for: (a) impedance measurement of DUT; (b) mutual inductance measurement between the excitation and detection coils.](image)

**Figure 12.** Terminal arrangement of commercial impedance analyzers for: (a) impedance measurement of DUT; (b) mutual inductance measurement between the excitation and detection coils.

|                  | Basic Accuracy | Frequency Range      | Impedance Range | Data Speed          | No. of Channels |
|------------------|----------------|----------------------|-----------------|---------------------|----------------|
| **Zurich MFlA**  | 0.05%          | 1 mHz to 500 kHz/5 MHz | 1 mΩ to 1 TΩ    | 20 msec/point for f > 10 kHz | 1 Current, 1 Voltage |
| **Solartron 1260A impedance analyzer** | 0.1%, 0.1° | 10 µHz to 32 MHz | 100 mΩ to 100 TΩ | No specified | 1 Current, 2 Voltage |

### 3.1.4. Calibration

Generally, electronic components such as op-amps introduce phase shifts at different frequencies in acquisition channels. To reduce these phase shifts, calibration is normally required for the measuring system. Typically, it can be achieved by taking a set of measurements using a small permeable or conductive object in air space. As the expected signal in these cases has only a real (or imaginary) component, the phase shift can be
manually adjusted for each frequency to minimize the imaginary (or real) component. Then, the obtained phase for each channel can be stored and subtracted automatically from all posterior measurements using other objects [101]. A conductive brass sphere was used in [101], which was supposed to only provide a real component. In [86,102], a ferrite object was used for calibration, which was magnetically permeable but not electrically conductive. Therefore, the measurements should only change along the imaginary part in the complex plane. In this way, the errors and phase shifts introduced in the acquisition channels can be effectively attenuated.

An alternative calibration method using a current sensing transformer was proposed in [103], where both induced voltage and excitation current were measured. As compared with current sensing resistors, it provides a better dynamic range when employing coil probes. Furthermore, the transformer has quite a flat magnitude response under different frequencies and introduces little phase shift between the primary side and the secondary side. The diagram of calibrations is shown in Figure 13, with a current sensing transformer. The relative inductance in the presence of a sample can be calculated by using Equations (22) and (23):

\[
V_{\text{transformer}} = j\omega MI
\]

\[
\Delta L = \frac{V_{\text{sample}} - V_{\text{air}}}{j\omega I} = \left(\frac{V_{\text{sample}} - V_{\text{air}}}{V_{\text{transformer}}}\right) \times M
\]

where \(V_{\text{sample}}\) is the induced voltage in the Rx coil in the presence of a sample, \(V_{\text{air}}\) is the induced voltage in the Rx coil in free space, \(V_{\text{transformer}}\) is the induced voltage at the secondary side of the transformer, \(M\) is the mutual inductance between the primary side and secondary side of the transformer, \(I\) is the excitation current, and \(\omega\) is the angular frequency of the excitation signal.

\[\text{Figure 13. Calibration with a current sensing transformer.}\]

### 3.2. Probe Design

The EC probes can be categorized according to the operation mode and configuration of applications [104,105], as shown in Figure 14. The EC probes and related signal processing techniques have been summarized in previous studies [29,30,106–108]. The characteristics of the conventional probes are briefly analyzed below.

For the operation modes, the absolute mode usually measures the absolute impedance of Rx coil, which reflects the thickness, conductivity, permeability, and defect information; the differential mode measures the defect on the test pieces using the differential signal of coils that is insensitive to the slowly varying properties and environmental influences; the reflection mode conventionally referred to as driver/pickup mode adopts the Tx and Rx coils which are optimized separately for various purposes.

In the reflection mode, the Tx and Rx coils are considered separately. There exist various structures of Tx coils, for example, pancake, tangential, planar, and U-shaped/U-shaped...
cored coils. The basic structures of several representative Tx coils and sensitive regions on measured plates are illustrated in Table 6.

| Operation mode          | Application configurations          | Tx coils                      | Rx elements       |
|-------------------------|-------------------------------------|-------------------------------|------------------|
| Absolute                | Surface sensor                      | Pancake                       | Coils            |
| Differential            | Bobbin sensor                       | Solenoid                      | Magnetic field   |
| Reflection              | Encircling sensor                   | Tangential                    | sensors          |

**Figure 14.** Categories of the eddy-current probes.

**Table 6.** Transmitting coils and corresponding magnetic fields on the surface and longitudinal section of measured plates.

| Coil Structure | Magnetic Field Distribution, Normalized | Coil Structure | Magnetic Field Distribution, Normalized |
|----------------|----------------------------------------|----------------|----------------------------------------|
| Pancake coil   | ![Pancake coil](image)                 | Spiral coil    | ![Spiral coil](image)                  |
| Solenoid coil  | ![Solenoid coil](image)               | U-shaped coil   | ![U-shaped coil](image)                |
| U-shaped (ferrite core) coil | ![U-shaped (ferrite core) coil](image) |                |                                         |
Table 6. Cont.

| Coil Structure          | Magnetic Field Distribution, Normalized |H|   | Coil Structure          | Magnetic Field Distribution, Normalized |
|-------------------------|-----------------------------------------|----------|-------------------------|-----------------------------------------|
| Tangential coil         | <image>                                 |          | Rotating field coils    | <image>                                 |
| (rectangular)           |                                         |          | (Varying with time)     |                                         |

The color from blue to red indicates intensity from low to high.

To measure thick plates and pipes, the EC penetration depth is limited by:

\[
\delta = \frac{1}{\sqrt{\pi f \mu \sigma}}
\]  

(24)

The defined penetration depth corresponds to the planar wave excitation and is usually higher than that of the practical Tx coils in finite dimensions. The normalized standard penetration depth can represent the influence of variables in Equation (24) [109], i.e., excitation frequency, conductivity, and permeability. The factors that affect the penetration depth including the coil dimensions have been summarized in the study [110]. It has been suggested that the tangential coil is more suitable for the thick plate measurement, as the induced EC of the widely adopted pancake coils suffers from the diffusion and axial cancellation effect, resulting in more obvious longitudinal EC decay [109,111,112].

The U-shaped coil usually contains a ferrite core that constitute the magnetic circuit and concentrates the magnetic field beneath the two ends, which increases the signal amplitude caused by the defects [113–115]. The planar coil fabricated by flexible printed circuit (FPC) and printing electronic technology (PET) elevates the detection capability of micro-surface defects [116,117]. Furthermore, by employing a suitable track width of the planar spiral coils, the coil impedance consists of both the capacitance and inductance, reflecting various electromagnetic properties simultaneously [118]. To measure the defects in an arbitrary direction, it is efficient to employ a rotating magnetic field probe composed of several Tx coils with different excitation signal phase and positions [104,119–122]. The most significant variation of EC field due to the crack occurs when it is perpendicular to the defect direction.

The Rx elements include coils and magnetic field sensors which measure the coil impedance and magnetic field, respectively. In comparison, the coils are characterized by their linear response, no saturation, small hysteresis, and high flexibility, while the magnetic field sensors, for example, Hall sensor, anisotropic magneto resistor (AMR), giant magneto resistor (GMR), tunneling magneto resistance (TMR), and superconducting quantum interference device (SQUID), are in small dimensions and capable of low-frequency measurement in the sensitive direction. Nevertheless, the magnetic field sensors are limited in the dynamic range, to some extent, and provide the nonlinear response signal. The detailed characteristics and comparison of the magnetic field sensors are summarized in the literature [123–125]. Increasing the number of Rx elements accounts for an increase in the independent measurement signals, thereby, enriching the prior information to estimate the physical properties of objects. The plate thickness and permeability, for instance, can be
4. Planar Structure Measurements and Applications

4.1. Reducing the Lift-Off Effects

The EC testing of planar structure suffers from the lift-off effect, which attenuates the magnitude and changes the phase of measured signals, causing errors in property estimation. To address this issue, researchers have investigated a range of methods including compensation strategies, algorithms, and lift-off invariance phenomenon.

4.1.1. Lift-Off Compensation Using Multiple Measurements

Analytical models are frequently adopted to estimate plate properties, due to explicit expressions and fast calculations. Although asymmetric problems exist in applications, a variety of cases of planar structure measurement can be approximated using the axial-symmetric model employing the Dodd and Deeds model with adequate accuracy.

In the Dodd and Deeds model, the plate term of the coil inductance is a function of excitation frequency, spatial frequency, and plate properties. In the approximate model expressed by Equation (5), the characteristic spatial frequency \( \alpha_0 \) of coil probes is affected by the lift-off. The compensation methods estimate the lift-off and calculate the compensated characteristic spatial frequency \( \alpha_{0c} \), then, a specific plate property can be estimated from the phase of inductance. As the unknown parameters are lift-off and plate property, the measurements of various Rx coils (or different positions of single Rx coil) are implemented to solve the linear equations of the simplified analytical model. The representative measurement configuration is shown in Figure 15.

![Figure 15. Measurement configuration for lift-off compensation employing triple-coil probe.](image)

For the nonmagnetic plates, according to the model in Equation (5), the phase of inductance is determined by the plate term \( \phi(\alpha_0) \). In the low excitation frequency, the approximation that \( \alpha_1 c \to 0, e^{2\alpha_1 c} \sim 1 + 2\alpha_1 c \) can be satisfied. Consequently, \( \phi(\alpha_0) \) can be simplified to [114]:
\[ \phi(a_0) \approx \frac{j\omega_0 \mu_0 c}{\omega_0 + \frac{\mu_0 c^2}{\mu_0 c + \frac{2a_0}{\sigma + \mu_0 c^2} + \alpha_0 c + 2a_0 \alpha_0 c}} \]

(25)

where \( \omega_0 = 2a_0 / (\sigma \mu_0 c) \).

When the plate thickness \( c \) is a small value, the plate term can be simplified by the first-order system [100], of which the peak frequency is \( \omega_0 \), i.e.:

\[ \phi(a_0) \approx \frac{j\omega / \omega_0}{1 + j\omega / \omega_0} \]

(26)

The simplified plate term indicates that the plate thickness is inversely proportional to the peak frequency of imaginary part of inductance [114]. Providing the characteristic spatial frequency and phase of inductance, the plate thickness can be estimated using Equation (26).

Alternatively, for the magnetic plates employing the high excitation frequency (\( \alpha_1 c \to \infty \)), the plate term in Equation (2) can be approximated by [126,132,133]:

\[ \phi(a_0) \approx -\frac{\alpha_1 - \mu_1 a_0}{\alpha_1 + \mu_1 a_0} \]

(27)

Applying the approximation \( \alpha_1 = \sqrt{2a^2 + j\omega \mu_0 \mu_1 c} \approx \sqrt{j\omega \mu_0 \mu_1 c} = (1 + j) \alpha', \alpha' = \sqrt{2\omega \mu_0 \mu_1 c}/2 \), Equation (27) can be approximated by:

\[ \phi(a_0) \approx -\frac{2\alpha^2 - \mu_1 a_0^2 + j2\mu_1 a_0 \alpha'}{(\alpha' + \mu_1 a_0)^2 + \alpha'^2} \]

(28)

In this way, the real part of the plate term relating to the real part of inductance can be simplified as:

\[ \text{Re}[\phi(a_0)] \approx -\frac{2\alpha^2 - \mu_1 a_0^2}{(\alpha' + \mu_1 a_0)^2 + \alpha'^2} \]

(29)

Since \( \alpha' \gg a_0 \) for the high excitation frequency, the real part can be approximated by [126]:

\[ \text{Re}[\phi(a_0)] \approx \frac{\mu_1 a_0}{\alpha'} - 1 = \frac{2\mu_1}{\omega \mu_0 \sigma} a_0 - 1 \]

(30)

The relative permeability can be estimated if \( a_0 \) is obtained. For the unknown lift-off, the compensated characteristic spatial frequency \( a_{0r} \), relating to the maximum value in the sensor term series, is calculated by [17]:

\[ a_{0r} = a_0 - \frac{4a_0^2 l_0}{\pi^2} \]

(31)

For the plates in a large radius, according to Equation (8), the inductance magnitude can be calculated by:

\[ L_0 \approx A_m(a_0) \int_{2a_0}^{2\pi a_0} e^{-2a_0 \sin^2 \left( \frac{\pi x}{2a_0} \right)} dx = A_m(a_0) \left( \frac{\pi^2 a_0}{2a_0 l_0^2} \right) \frac{e^{-2\pi^2 a_0} - 1}{a_0 l_0} \]

(32)

where \( l_0 \) indicates the lift-off of Rx coil and the upper limit of integral relates to the range of the first peak of the sensor term, as shown in Figure 2.

In Equation (32), the linear relationship between the lift-off \( l_0 \) and magnitude of inductance \( L_0 \) can be obtained through simplification. The relationship can be applied to estimate \( l_0 \) from the inductance measured by Rx coils [17]. Combining Equation (25) for low excitation frequency, or Equation (30) for relatively high frequency and inductance mag-
magnitude, the thickness and lift-off can be estimated for nonmagnetic plates [99,100,114,126], while the permeability and lift-off can be calculated for the magnetic plates [24,132]. The experimental evaluation of aforementioned methods are shown in Table 7.

Table 7. Experimental evaluation results of representative probes for lift-off compensation.

| Probe Type          | Plate Materials | Applied Frequency for Estimation | Lift-Off (mm) | Estimated Variables and Range | Relative Error of Estimation |
|---------------------|-----------------|----------------------------------|---------------|------------------------------|------------------------------|
| Triple-coil [100]   | Al              | Peak frequency                   | Up to 6       | Thickness (22-100 μm)        | <5%                          |
| Triple-coil [132]   | DP 800, DP 1000 | Zero-crossing frequency          | Up to 4       | μᵣ                          | <2%                          |
| Triple-coil [133]   | DP 600, Cr-Mo   | Dual frequency                   | Up to 20      | μᵣ                          | <4.5%                        |
| Triple-coil [126]   | Al, Cu          | Single frequency (16 kHz)        | Up to 5       | Thickness (~66 μm)           | <5%                          |
| Triple-coil [99]    | Al, Cu          | Single frequency (200 kHz)       | Up to 4       | Thickness (0.4, 0.5 mm)       | <3%                          |

In addition, it is observed that a series of quadratic-like curves related to the plate thickness can approximately describe the relationships between the phase and logarithmic amplitude performing the lift-off scan with the inductor–capacitor (LC) resonant probe. The plate thickness can be estimated employing the curve fitting method [134].

4.1.2. Lift-Off Compensating Algorithms

A variety of algorithms have been proposed to address the influence due to probe lift-off on the electromagnetic property estimation of planar structures. W. Yin et al. proposed the characteristic frequency which relates to the thickness and conductivity of the planar plate [33]. Furthermore, it was observed that the characteristic frequency decreased with an increase in the lift-off. By utilizing the triple-coil probe with fixed coil separations, the change of characteristic frequency under the range of lift-offs tested remained a constant value [100]. Avoiding the requirement for precise magnetic balance, the compensation algorithm was proposed to tackle the lift-off variation by using the compensated peak frequency feature. Accordingly, the accuracy was increased while the mechanical configuration was simplified [17]. Furthermore, M. Lu et al. employed the zero-crossing frequency of the real part of inductance to inspect the properties of both nonmagnetic and magnetic materials [135]. The magnetic permeability prediction approach was given based on the phase compensating algorithm to reduce the inaccuracy of impedance phase for ferrous steels caused by the probe lift-offs. The error in permeability prediction was less than 2% within the evaluated range [132]. In addition, H. Wang et al. proposed that the slope of the lift-off curve (LOC) in the RL impedance plane could characterize the target thickness which was independent of lift-off variation [136,137].

For heterogeneous plates, the material property profiles have been reconstructed from frequency sweeping measurements [24,26,58,138]. By adopting the iterative optimization algorithms or simply fitting the EM measurements calculated by analytical models, the profiles for test pieces have been reconstructed. For magnetic materials, the induced eddy current concentrates near the surface of plates, due to the thin skin effect. Based on this effect, the simplified material-independent algorithm was derived to estimate the probe lift-off and plate permeability [24]. In [99], the proposed algorithm employed the inductance phase of two Rx coils in a single low excitation frequency to infer the probe lift-off, which was applied to compensate the estimated thickness of nonmagnetic plates. These compensation algorithms increased the lift-off tolerance to about 10 mm, while maintaining the high accuracy of plate property estimation.

4.1.3. Lift-Off Invariance Phenomenon

Measurements based on the electromagnetic induction method are sensitive to probe lift-off. In an investigation attenuating the lift-off effect, the lift-off invariance phenomenon was observed and applied to measure the conductive plates. As shown in Figure 16, it was found that at a certain range of lift-off, there existed a certain lift-off that made the influence of the conductivity/permeability on the inductance unchangeable, which was termed the
conductivity invariance phenomenon (CIP) [139] and permeability invariance phenomenon (PIP) [140]. This phenomenon can decouple the correlation between electrical conductivity and magnetic permeability at an optimal lift-off. In [141] and [142], the authors found that the phase curves of measurements for different lift-offs maintained a stable value. H. Wang et al. observed that, for a large distance of lift-off, the approximate linear relationship held between the logarithms of the phase signal and the plate conductivity [136]. C.S. Angani et al. indicated that the magnetic field measurements of various lift-offs intersected at a certain point in the frequency domain when performing the transient EC oscillation method [143].

With the aid of LII and LIF, optimization methods have been applied to calculate plate properties.

Under high excitation frequency, it has been proposed that there exists a linear relationship between the ratio of inductance change and the probe lift-off, namely the dual-frequency linearity of lift-off (DFL) feature [133]. This can be formulated as:

$$\ell_0 = \frac{5.56 \left(4\alpha_0^2(g+h_c)^2 + \pi^2\right)(g+h_c)\Delta L_2}{\pi^2 \left(1 - e^{-4\alpha_0(g+h_c)}\right)\Delta L_1} - \frac{1.39}{\alpha_0}$$

where $g$ and $h_c$ are gap between coils and the height of coil, respectively.

It has been noticed that there was a lift-off invariance inductance (LII) for different samples under various excitation frequencies, termed the lift-off invariance frequency (LIF) [144]. The estimation of plate properties employing the inductance measurement phenomenon is summarized in Table 8.

**Table 8.** Experimental evaluation of plate property estimation employing the representative coil inductance phenomenon.

| Phenomenon                        | Plate Materials | Applied Frequency for Estimation | Lift-Off (mm) | Estimated Variables and Range | Relative Error of Estimation |
|-----------------------------------|-----------------|----------------------------------|---------------|-------------------------------|-----------------------------|
| Phase invariance phenomenon [143]| Al, Cu          | 100–1 MHz                        | -             | Thickness (22 µm–5 mm)        | <3%                         |
| Lift-off invariance inductance [24]| DP 600, DP 800  | Single frequency depending on material | Up to 12     | $\mu_r$                       | <1%                         |
| Lift-off invariance inductance [144]| DP 600, LC-Mild, Cr-Mo | Single frequency depending on material | Up to 5      | $\sigma$ or $\mu_r$          | <1%                         |
| Conductivity invariance phenomenon [139]| DP 600, DP 800, DP 1000 | Single frequency (90 kHz) | 1.9          | $\mu_r$                       | <3%                         |
| Permeability-independent frequency [141]| Al, Al alloy, SUS304 | 4–200 kHz                        | -             | Thickness (1–8 mm)            | -                           |
| Slope of lift-off curve [136]     | Cu, Al, SS, Ti  | 1 MHz                            | 0.04 to 0.4   | Thickness (~100 µm)           | <3%                         |
Figure 16. Lift-off invariance features: (a) Phase invariance phenomenon; (b) lift-off invariance inductance; (c) conductivity invariance phenomenon; (d) permeability invariance phenomenon; (e) lift-off invariance frequency.

Under high excitation frequency, it has been proposed that there exists a linear relationship between the ratio of inductance change and the probe lift-off, namely the dual-frequency linearity of lift-off (DFL) feature [133]. This can be formulated as:

\[
\Delta L_0 = 5.56(4\alpha_0^2(g + h_c)^2 + \alpha_2^2(g + h_c)\Delta L_2\alpha_2(1 - e^{-4\alpha_0(g + h_c)}) - 1.39\alpha_0 (33)
\]

where \( g \) and \( h_c \) are gap between coils and the height of coil, respectively.
4.2. Defect Scanning

The defect evaluation is one of the major applications of the EC system in metallic plate measurement. The measurement features of signals in the time and frequency domain are extracted to infer the defect information. The recent research highlights are shown in Figure 17. Representative probes, measurement features, and inference methods are illustrated below.

**Figure 17.** Key factors estimating the defect information.

The probes suitable for the surface defect measurement include the Tx and Rx coils as well as magnetic field sensors. The measured time series and frequency spectrum when scanning the probe above the test pieces, as shown in Figure 18, reflects the properties of defects. The experiments indicate that the probe is sensitive to the defect especially when the induced eddy current is perpendicular to the defect orientation [145]. Accordingly, the rotating field coils, constructed by the planar and ferrite-core coils, have been designed to generate the magnetic field for the measurement of crack directions [146,147]. The signals of differential probe are featured as the so-called Lissajous curve, as shown in Figure 19, of which the geometric features reflect the depth of defects [148]. In addition, the probe lift-off affects the signals of Rx elements, and the influence is expected to be a fixed value during the scanning process [147]. In addition, the variation of scanning signals due to lift-off can be applied to estimate the surface corrosion of plates [149].

**Figure 18.** (a) Experimental setup of EC system; (b) diagram of defect scanning.

Table 8. Experimental evaluation of plate property estimation

| Material | Single frequency Invariance | Single frequency Inductance | Double frequency Inductance | Lift-off invariance |
|----------|----------------------------|----------------------------|-----------------------------|--------------------|
| Cu       | 0.04 kHz                     | 0.07 kHz                    | 0.04 kHz                     | 3%                 |
| Al       | 0.04 kHz                     | 0.07 kHz                    | 0.04 kHz                     | 3%                 |
| Al alloy | 0.04 kHz                     | 0.07 kHz                    | 0.04 kHz                     | 3%                 |
| DP 600   | 0.04 kHz                     | 0.07 kHz                    | 0.04 kHz                     | 3%                 |
| DP 800   | 0.04 kHz                     | 0.07 kHz                    | 0.04 kHz                     | 3%                 |

**Feature extraction**
- Clustering
- 2-D deconvolution
- Partial least squares
- PCA and kernel PCA
- Neural networks (CNN)

**Feature extraction**
- Lissajous curve of impedance \( \Delta Z \)
- Conductivity \( \sigma \)
- Current density \( J \)
- Impedance: low-dimensional features
- Inductance: resonance frequency \( \omega_r \), crossing frequency \( \omega_c \)
- Magnetic field: characteristic values
  \[ \max \left\{ |H_x|, |\Delta H_x| \right\} \]

**Inference method**
- Linear regression
- SVM
- Optimization algorithms
- ML classification & regression
The defect information can be obtained from electromagnetic measurements and corresponding statistical features. The electromagnetic measurements are measured from coils and magnetic field sensors. The statistical features are obtained from the electromagnetic measurements through the linear and nonlinear feature extraction methods of machine learning and pattern recognition, which is intended to be informative and nonredundant, facilitating the subsequent estimation of plate properties and defect information.

The measurements of coil at the characteristic frequencies, for example, peak and zero-crossing frequencies, contain the information of plate properties and probe lift-off, while the pattern of measured magnetic field parameters relates to the geometry of defects. It has been observed that the crossing frequency of a specific real part of the coil inductance corresponds to the permeability, which relates to the hardness of magnetic materials [150]. The lift-off effect of probe employing magnetic field sensors can be compensated for in the Fourier domain [151]. Furthermore, the conductivity distributions reconstructed in the ROI by inverse methods can represent the arbitrary defect location and shape [88,152]. Through the various scanning modes shown in Figure 20, it has been proposed that among the features of \( |H(f, x, y)| \), Arg\{\( H(f, x, y) \)\}, \(|\Gamma(t, x, y)|\), and Arg\{\( \Gamma(t, x, y) \)\} (\( \Gamma(t, x, y) = H(t, x, y) + j\{H(t, x, y)\} \)), \{\} represents the Hilbert transform) and Arg\{\( \Gamma(t, x, y) \)\} can characterize the defects in relatively deeper locations of test pieces [153]. The distribution of the measured magnetic field approximates to the Hermite-Gaussian (HG) modes which are solutions of analytical function [154], i.e., paraxial wave equations in Cartesian coordinates [155]. Furthermore, the Biot–Savart law implies that the variation of EC distribution reflecting the defect contour, as shown in Figure 21, can be approximated by the 2D deconvolution of magnetic field change and dipole current map [147,155], since:

\[
[B_x] = \text{conv}([b_x], [J_d])
\]

where \([B_x]\) is a matrix that maps the magnetic field perturbation, \([J_d]\) is the matrix that maps the EC perturbation induced in the metallic surface, \([b_x]\) is a transfer matrix that represents the field produced by a unit dipole current, and conv\{\( \cdot, \cdot \)\} indicates the 2D convolution operation.

The statistical features of measurements in lower dimensional space can be extracted employing the linear methods including principal component analysis (PCA), partial least squares (PLS) [156], clustering methods [148], and nonlinear methods, for example, kernel PCA [157] and neural networks of machine learning (ML) [158,159]. The no-linear mapping from the statistical features to defect dimensions is usually modeled implicitly by ML. In ML models, it is expected that the measurement features of training and test samples are uniformly distributed in a similar region of the lower dimensional space. This implies that the independent identical distribution hypothesis of samples can be satisfied, so that
the high prediction accuracy and generalization can be achieved. The adaptive sampling scheme, for example, output surface filling can be adopted to realize this condition.

![A-Scan, B-Scan, C-Scan](image)

**Figure 20.** Various scanning modes where A-Scan is the pulse response of a single point; $x$, $y$, and $\zeta$ indicate the width, length, and depth of a rectangular plate, respectively [154].

![Experimental Data](image)

**Figure 21.** (a) Comparison between the measured magnetic field signal (experimental data) and HG$_{0.1}$ pattern (simulated data) [155]; (b) shape of defect; (c) normalized sum of Eddy current density distributions [147].

Specifically, the discrete defect depth and lift-off can be estimated by classification methods, for example, support vector machine (SVM) and other ML models, implementing the classification loss functions, while the continuous dimensions and shape of defects can be obtained by the regression models [156].

Although the emerging deep learning (DL) models have demonstrated advantages regarding defect reconstruction and lift-off tolerance [160], the robustness of DL models is still one of the primary challenges. For instance, when measuring anisotropic ferromagnetic plates and unknown materials, the prediction errors tend to increase, due to large discrepancies between the available training samples prepared beforehand and test samples [161]. In the on-line monitoring process where the estimation speed and safety are in high requirement, it is difficult to deploy the large-scale DL models. The DL method for defect scanning still requires investigation of the state-of-the-art models, dataset construction, and deployment in various conditions, to test its performance and reliability.
5. Conclusions

In this review, we summarize the recent developments of EC testing for planar structures. The key issues in computational models, measurement systems, and parameter estimation are summarized. In the theoretical analysis, the forward and inverse problems are described, elaborating the basic principles of the analytical model and FEM for the forward problem as well as simplification and optimization algorithms for the inverse problem. The system development consists of a customized and commercial grade impedance measurement system including the calibration method, and probe design which is task specific. In applications of plate property measurement, the lift-off compensation methods are addressed. Furthermore, in defect scanning, the joint application of probes, measurement feature extraction, and defect parameter inference methods are investigated.

Computational models are being developed for complex geometry and real-world applications, while, at the same time, simplified methods increase the speed of computation for real-time measurements. The sensitivity and spatial resolution of measurements can be improved by system improvements as well as customized and application-specific probe optimization. Lift-off tolerance/elimination methods are still topics worth investigation. In summary, the combination of cutting-edge models and high-performance measurement systems is still required and needs to be explored through continuous efforts for many existing and potential industrial applications.
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