An unstructured CD-grid variational formulation for sea ice dynamics
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Abstract

For the numerical simulation of earth system models, Arakawa grids are largely employed. A quadrilateral mesh is assumed for their classical definition, and different types of grids are identified depending on the location of the discretized quantities. The B-grid has both velocity components at the center of a cell, the C-grid places the velocity components on the edges in a staggered fashion, and the D-grid is a ninety-degree rotation of a C-grid. Historically, B-grid formulations of sea ice dynamics have been dominant because they have matched the grid type used by ocean models. The reason for the grid match is simple – it facilitates penetration of the curl of ice-ocean stress into the deep ocean with minimal numerical diffusivity because sea ice and ocean velocity are co-located. In recent years, as ocean models have increasingly progressed to C-grids, sea ice models have followed suit on quadrilateral meshes, but few if any implementations of unstructured C-grid sea ice models have been developed. In this work, we present an unstructured CD-grid type formulation of the elastic-viscous-plastic rheology, where the velocity unknowns are located at the edges rather than at the vertices, as in the B-grid. Note that the notion of a CD-grid has been recently introduced and assumes that the velocity components are co-located at the edges. The mesh cells in our analysis have $n$ sides, with $n$ greater than or equal to four. Numerical results are also included to investigate the features of the proposed method. Our framework of choice is the Model for Prediction Across Scales (MPAS) within E3SM, the climate model of the U.S. Department of Energy, although our approach is general and could be applied to other models as well. While MPAS-Seaice is currently defined on a B-grid, MPAS-Ocean runs on a C-grid, hence interpolation operators are heavily used when coupled simulations are performed. The discretization introduced here aims
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at transitioning the dynamics of MPAS-Seaice to a CD-grid mesh, in order to ultimately facilitate improved
coupling with MPAS-Ocean and reduce numerical errors associated with this communication.

1. Introduction

Sea ice, saline ice buoyed to the surface of the ocean, plays an important role in the equilibrium of global
climate. For instance, its production stimulates ocean overturning, creates a platform for snow cover that in
turn greatly increases the planetary albedo of Earth, and forms a marine thermal blanket against the frigid
winter polar atmosphere [5, 17]. The ability to model sea ice and predict its state is therefore an important
task for climate modelers, and computer simulation is an invaluable tool for this purpose. Many numerical
models of sea ice have been developed since the 1960s, with CICE [14] being perhaps the most widely used
in this century owing to its ability to readily exploit parallel computing architectures. CICE is built on
a quadrilateral structured mesh and a variational approach is used for the discretization of the divergence of
internal ice stress. Within the Model for Prediction Across Scales (MPAS) framework [24, 23], such an approach
has been generalized to unstructured grids in the MPAS-Seaice model [27], using meshes obtained from Voronoi
tessellations [15]. The Voronoi tessellation is usually called the primal mesh, to which is associated a Delaunay
triangulation, referred to as the dual mesh. Both MPAS-Seaice and CICE are built on an Arakawa B-grid
[1], where both velocity components are discretized at the center of a cell, whereas the scalar quantities are
located on the vertices. Many existing sea ice models use this kind of staggered grid. Note that in the case
of MPAS-Seaice, it is the dual mesh that is on a B-grid, hence the velocity components are discretized on the
vertices of cells of the primal mesh. Focusing only on the velocity components, other models that discretize
them at the vertices are for instance FESIM [7], the sea ice component of FESOM [25, 28], and LIM [26],
although a C-grid placement, where velocity components are discretized at the edge locations in a staggered
fashion, is also available in the latter [3]. On the other hand, the ICON-O model features a triangular mesh
with a C-grid type staggering and a finite element discretization [16], where the normal velocity component
is defined at the edges of the computational cells. Interest in C-grid type of methods has grown, in part
thanks to a shift in ocean model discretizations from a B-grid to a C-grid. It should be mentioned that for
the correct description of the internal sea ice stress, both components of the velocity are needed, and it has
been recently observed that on a unstructured triangular grid, it is not sufficient to only consider the normal component of the velocity vector at the edges. Therefore, the notion of a so called CD-grid has emerged in the aforementioned works, where the components of the velocity vector are co-located at the edges. For a quadrilateral mesh, a CD-grid has twice as many degrees of freedom compared to a B-grid and a C-grid. Hence, for fixed resolution, it is reasonable to expect that the CD-grid will produce lower errors than the B-grid, but it will likely be more computationally expensive. In [20], a nonconforming Crouzeix-Raviart finite element formulation using a CD-grid was introduced on a triangular mesh. Here, we aim at presenting the mathematical formulation of a variational CD-grid type of approach for unstructured grids with polygonal cells having \( n \) sides, with \( n \geq 4 \). Our focus is on sea ice dynamics, hence we do not discuss the placement of scalar quantities, and assume that both components of the velocity are discretized at the same edge locations of the mesh. The differences between our approach and that in [20] will be discussed in more detail in the rest of the paper. The analysis proposed here is based on the variational strategy for the elastic-viscous-plastic (EVP) rheology, laid out in [13] for a B-grid, and extended to unstructured polygonal meshes for the same type of grid in [27]. Although our method has originated with the MPAS framework in mind, it is general enough to be applied for instance to structured quadrilateral meshes as well.

The paper is organized as follows: in Section 2 we lay out the mathematical formulation, highlighting its applicability to a general class of polygonal meshes. Next, in Section 3, we present a series of test cases in planar and spherical domains to investigate the accuracy and convergence of the proposed method, comparing it with the B-grid formulation currently available in MPAS-Seaice. Finally, we summarize our findings and discuss future work in Section 4.

2. Variational formulation on a CD-grid

In this section, we describe the variational approach applied to an unstructured polygonal CD-grid.

2.1. Preliminaries

For the following analysis, we will be considering a spherical domain, hence the coordinate system will be placed on a surface. This means that given a point on the sphere, there is a reference frame lying on the
tangent plane to this point, and the problem is two-dimensional on the spherical surface. Let us consider the reduced sea ice momentum equation of Hunke and Dukowicz [12]

\[ m \frac{\partial u}{\partial t} = \nabla \cdot \sigma + \tau_a + \tau_w - k \times m f u - m g \nabla H_0. \] (1)

The left hand side represents the inertial term, with \( m \) being the mass of snow and ice per unit area and \( u \) the sea-ice velocity. On the right hand side, the first term is the divergence of the ice internal stress \( \sigma \), \( \tau_a \) and \( \tau_w \) are the horizontal stresses due to atmospheric winds and ocean currents respectively, the next term is the Coriolis force and the last takes into account the force coming from the ocean surface tilt. The unit vector \( k \) is normal to the Earth surface, \( f \) is the Coriolis parameter, \( g \) is the gravitational acceleration, and \( H_0 \) is the ocean surface height. We consider the EVP rheology [12] that relates the internal stress components \( \sigma_{ij} \) with the strain rate tensor components \( \dot{\epsilon}_{ij} \) as follows

\[ \frac{1}{E} \frac{\partial \sigma_{ij}}{\partial t} + \frac{1}{2\eta} \sigma_{ij} + \frac{\eta - \zeta}{4\eta\zeta} \sigma_{kk} \delta_{ij} + \frac{P}{4\zeta} \delta_{ij} = \dot{\epsilon}_{ij}, \] (2)

where \( E \) is Young’s modulus, \( \eta \) is the shear viscosity, \( \zeta \) is the bulk viscosity, \( P \) is the pressure and \( \delta_{ij} = 1 \) if \( i = j \) and zero otherwise. The aim of this section is to discuss how to compute the divergence of the internal stress \( \sigma \), assuming that both components of the velocity vector are discretized at the edges of the mesh cells, i.e. on a CD-grid, rather than at the vertices, i.e. on a B-grid. Our framework of choice is MPAS, of which the ocean and sea ice components are part of the Energy Exascale Earth System Model (E3SM), developed by the U.S. Department of Energy, which runs full climate simulations on variable-resolution meshes [9, 21, 4]. The present analysis aims at facilitating the coupling of MPAS-Seaice, which currently runs on a B-grid, with MPAS-Ocean, which is on a C-grid instead. Having the velocities co-located would reduce numerical diffusivity during communication between the two models. The MPAS codes run on unstructured polygonal meshes obtained from a Voronoi tessellation [22], normally referred to as the primal mesh, to which is associated a Delaunay triangulation, the dual mesh. Cells of the dual are obtained by joining cell centers of the primal, as shown by the dashed triangles in Figure [4]. For a recent paper on MPAS-type meshes see [10]. In MPAS, the discretization points on the edges are located at the intersection between line segments joining
dual cell centers with primal cell centers. In MPAS-Ocean, an orthogonal reference frame is placed at every edge of the mesh with the tangential axis oriented as the edge. Moreover, only one component of the ocean velocity vector is prognostic, namely the one that is normal to the edge according to this reference frame. On the other hand, for MPAS-Seaice both components of the sea ice velocity vector are prognostic, because they are needed for the computation of the strain rate components, which in turn are required for the computation of the divergence of the internal stress through the constitutive relation. We make the assumption that all the orthogonal reference frames at the edge locations are oriented in the same way according to global eastward and northward directions, as is currently in the B-grid formulation of MPAS-Seaice, see Figure 1. We refer to the eastward components of the velocity vector \( u \) as \( u \), and denote the northward component of \( u \) with \( v \), hence \( u = (u, v) \). In a similar fashion, a generic vector field \( f \) will be expressed as \( f = (f_u, f_v) \), with \( f_u \) being the component directed eastward and \( f_v \) the one directed northward. This framework for MPAS-Seaice requires that the fields at the edges coming from MPAS-Ocean have to be rotated first, before they can be used as input for the sea ice model.

2.2. Variational formulation

We focus on the discretization of the term \( F := \nabla \cdot \sigma \), because the other terms in Eq. 1 can be handled in a fairly straightforward way on a CD-grid. It has been shown in \( \text{[13]} \) that over the entire domain, the total
work done by the internal stress is equal to the dissipation of mechanical energy:

\[
\int_{\Omega} (\mathbf{u} \cdot \mathbf{F}) dA = - \int_{\Omega} (\sigma_{11} \dot{\epsilon}_{11} + 2\sigma_{12} \dot{\epsilon}_{12} + \sigma_{22} \dot{\epsilon}_{22}) dA,
\]

(3)

where \( \sigma \) is the internal stress tensor and \( \dot{\epsilon} \) is the strain rate tensor, which is computed as a function of velocity as follows

\[
\dot{\epsilon}_{11} = \frac{\partial u}{\partial x} - \frac{v \tan(\lambda)}{r}, \quad \dot{\epsilon}_{12} = \frac{1}{2} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} + u \tan(\lambda) \right), \quad \dot{\epsilon}_{22} = \frac{\partial v}{\partial y}.
\]

(4)

In the above equation, \( \lambda \) is the latitude and \( r \) the spherical domain’s radius. The terms involving the latitude are called metric terms \([13]\), and take into account the curvature of the computational grid when a spherical domain is considered. When the domain is planar these terms are neglected since no grid curvature is present.

Note that, for simplicity, boundary terms are ignored in Eq. (3).

**Remark 2.1.** To avoid tedious notation, in this analysis we assume we are dealing with a spherical domain without any continents, hence no boundaries are present on the computational grid. The results of the analysis do not change in case continents or boundaries are present, and the treatment of coastal boundary conditions follows either a Dirichlet or a Neumann approach.

Following the variational approach from \([27]\), we define the function

\[
\Theta(x, y, u, v, \sigma_{11}, \sigma_{12}, \sigma_{22}) := (\mathbf{u} \cdot \mathbf{F}) + (\sigma_{11} \dot{\epsilon}_{11} + 2\sigma_{12} \dot{\epsilon}_{12} + \sigma_{22} \dot{\epsilon}_{22}).
\]

(5)

Then, Eq. (3) can be reformulated as

\[
\mathcal{I}(\mathbf{u}, \sigma) := \int_{\Omega} \Theta(x, y, u, v, \sigma_{11}, \sigma_{12}, \sigma_{22}) dA = 0.
\]

(6)
The Euler-Lagrange equations associated with the functional in Eq. (6) are given by

\[
\begin{align*}
\frac{\partial \Theta}{\partial u} - \frac{\partial}{\partial x} \left( \frac{\partial \Theta}{\partial u_x} \right) - \frac{\partial}{\partial y} \left( \frac{\partial \Theta}{\partial u_y} \right) &= 0, \\
\frac{\partial \Theta}{\partial v} - \frac{\partial}{\partial x} \left( \frac{\partial \Theta}{\partial v_x} \right) - \frac{\partial}{\partial y} \left( \frac{\partial \Theta}{\partial v_y} \right) &= 0, \\
\frac{\partial \Theta}{\partial \sigma_{ij}} - \frac{\partial}{\partial x} \left( \frac{\partial \Theta}{\partial \sigma_{ijx}} \right) - \frac{\partial}{\partial y} \left( \frac{\partial \Theta}{\partial \sigma_{ijy}} \right) &= 0, \quad (i,j) \in \{(1,1), (1,2), (2,2)\}.
\end{align*}
\]  

(7)

Considering that there is no explicit dependence of \( \Theta \) on the partial derivatives of the velocity components, the system of five equations in Eq. (7) reduces to

\[
\begin{align*}
\frac{\partial \Theta}{\partial u} &= 0, \\
\frac{\partial \Theta}{\partial v} &= 0, \\
\frac{\partial \Theta}{\partial \sigma_{ij}} - \frac{\partial}{\partial x} \left( \frac{\partial \Theta}{\partial \sigma_{ijx}} \right) - \frac{\partial}{\partial y} \left( \frac{\partial \Theta}{\partial \sigma_{ijy}} \right) &= 0, \quad (i,j) \in \{(1,1), (1,2), (2,2)\}.
\end{align*}
\]  

(8)

In the planar case, in can be shown that the three equations above involving the stress components \( \sigma_{ij} \) recover the equations in Eq. (4). Next, for any edge \( e \), we define a collection of four polygons \( \hat{V}_e^1, \hat{V}_e^2, T_e^1, T_e^2 \) as follows:
for $i \in \{1, 2\}$, the polygons $\hat{V}_i^e$ are obtained by joining the edge points of the primal cell $V_i^e$ that owns $e$ (see the orange shapes in Figure 2), whereas the polygons $T_i^e$ are obtained by joining with the point on $e$ the edge points on those edges $e'$ that share a vertex with $e$ and that belong to one of the cells that owns $e$ (see the blue-gray shapes in Figure 2). Note that these four polygons only overlap on their boundaries.

Remark 2.2. In case of a quadrilateral mesh as in Figure 2 left, all the $\hat{V}_1^e, \hat{V}_2^e, T_1^e, T_2^e$ are quadrilaterals. In case of a Voronoi tessellation as in Figure 2 right, the $\hat{V}_1^e, \hat{V}_2^e$ the are polygons with five or more sides, while the $T_1^e, T_2^e$ are triangles.

For any edge $e$, we define the following control volume

$$V_e = \hat{V}_1^e \cup \hat{V}_2^e \cup T_1^e \cup T_2^e.$$  (9)

In the existing formulation on MPAS-Seaice that relies on a B-grid, for a given vertex the control volume is given by the union of the primal cells that own that vertex, see Figure 3 (left) for the case of a Voronoi mesh.
We then integrate the first two equations in Eq.(8) over $V_e$

$$\int_{V_e} \frac{\partial}{\partial u} (u \cdot F) \, dA = - \int_{V_e} \frac{\partial}{\partial u} \left( \sigma_{11} \dot{\epsilon}_{11} + 2\sigma_{12} \dot{\epsilon}_{12} + \sigma_{22} \dot{\epsilon}_{22} \right) \, dA,$$

$$\int_{V_e} \frac{\partial}{\partial v} (u \cdot F) \, dA = - \int_{V_e} \frac{\partial}{\partial v} \left( \sigma_{11} \dot{\epsilon}_{11} + 2\sigma_{12} \dot{\epsilon}_{12} + \sigma_{22} \dot{\epsilon}_{22} \right) \, dA.$$

(10)

For ease of notation, let

$$D_{1u,e} := - \int_{V_e} \frac{\partial}{\partial u} (\sigma_{11} \dot{\epsilon}_{11}) \, dA, \quad D_{2u,e} := - \int_{V_e} \frac{\partial}{\partial u} (2\sigma_{12} \dot{\epsilon}_{12}) \, dA, \quad D_{3u,e} := - \int_{V_e} \frac{\partial}{\partial u} (\sigma_{22} \dot{\epsilon}_{22}) \, dA,$$

$$D_{1v,e} := - \int_{V_e} \frac{\partial}{\partial v} (\sigma_{11} \dot{\epsilon}_{11}) \, dA, \quad D_{2v,e} := - \int_{V_e} \frac{\partial}{\partial v} (2\sigma_{12} \dot{\epsilon}_{12}) \, dA, \quad D_{3v,e} := - \int_{V_e} \frac{\partial}{\partial v} (\sigma_{22} \dot{\epsilon}_{22}) \, dA,$$

Then Eq. (10) becomes

$$\int_{V_e} \frac{\partial}{\partial u} (u F_u + v F_v) \, dA = D_{u,e}, \quad \int_{V_e} \frac{\partial}{\partial v} (u F_u + v F_v) \, dA = D_{v,e}.$$

(11)

2.2.1. Standard approach

For the computation of the integrals on the left hand side of Eq. (12), we use a piece-wise constant approximation of the fields $u$ and $F$ subordinate to a certain cover of the domain $\Omega$. This approach was used in the original variational formulation [13] but it has been later improved in [27], as it will be shown in Section 2.2.2. For the B-grid, the cover is given by the dual triangles associated with the vertices of the mesh, see the transparent triangles in Figure 3 (left). For the CD-grid, this cover uses diamond-shaped polygons $P_e$ obtained by joining the vertices that are the end points of the edge $e$ with the cell centers of the primal cells $V^1_e$ and $V^2_e$ that own $e$, see the transparent shapes in Figure 2 and Figure 3 (right). Hence, for the computation of the left hand side integrals in Eq. (12), the velocity and stress divergence fields are expanded as

$$u = \sum_{e=1}^{N_e} u_e \chi_{P_e}(x,y), \quad F_u = \sum_{e=1}^{N_e} F_{ue} \chi_{P_e}(x,y), \quad v = \sum_{e=1}^{N_e} v_e \chi_{P_e}(x,y), \quad F_v = \sum_{e=1}^{N_e} F_{ve} \chi_{P_e}(x,y),$$

(13)
where $N_e$ is the total number of edges of the mesh, $(u_e, v_e) := u(x_e, y_e)$ and $(F_{ue}, F_{ve}) := F(x_e, y_e)$ are the values of the fields at the edge locations, and $\chi_{P_e}$ is the characteristic function of the set $P_e$. Note that Eq. (13) is only used within integrals and so the values of the fields at the boundary of the $P_e$ sets do not matter.

With the expansion in Eq. (13) and approximating the derivatives $\partial/\partial u$ and $\partial/\partial v$ with $\partial_{u_e}/\partial u$ and $\partial_{v_e}/\partial v$, the integrals on the left hand side of (12) become

$$
\int_{V_e} \frac{\partial}{\partial u} (u F_u + v F_v) \, dA = \int_{V_e} \frac{\partial}{\partial u_e} \left( \sum_{i=1}^{N_e} u_i \chi_{P_i} \sum_{j=1}^{N_e} F_{u_j} \chi_{P_j} + \sum_{k=1}^{N_e} v_k \chi_{P_k} \sum_{l=1}^{N_e} F_{v_l} \chi_{P_l} \right) dA,
$$

$$
\int_{V_e} \frac{\partial}{\partial v} (u F_u + v F_v) \, dA = \int_{V_e} \frac{\partial}{\partial v_e} \left( \sum_{i=1}^{N_e} u_i \chi_{P_i} \sum_{j=1}^{N_e} F_{u_j} \chi_{P_j} + \sum_{k=1}^{N_e} v_k \chi_{P_k} \sum_{l=1}^{N_e} F_{v_l} \chi_{P_l} \right) dA.
$$

(14)

Thanks to the Euler-Lagrange framework, the dependence of $F$ on $u$ can be neglected, since the velocity and the stress are independent parameters of the functional in Eq. (6). Hence, the above equations give

$$
\int_{V_e} \frac{\partial}{\partial u} (u F_u + v F_v) \, dA = \int_{V_e} \frac{\partial}{\partial u_e} \sum_{j=1}^{N_e} F_{u_j} \chi_{P_j} \chi_{P_e} dA = \int_{P_e} F_{ue} \, dA = F_{ue} A_{P_e}
$$

$$
\int_{V_e} \frac{\partial}{\partial v} (u F_u + v F_v) \, dA = \int_{V_e} \frac{\partial}{\partial v_e} \sum_{l=1}^{N_e} F_{v_l} \chi_{P_l} \chi_{P_e} dA = \int_{P_e} F_{ve} \, dA = F_{ve} A_{P_e}.
$$

(15)

The second to last equality follows because the $P_e$ sets only overlap on their boundaries and $V_e \cap P_e = P_e$. The quantity $A_{P_e}$ is the area of the diamond-shaped polygon $P_e$. With these computations, the equations in Eq. (12) give

$$
F_{ue} = \frac{D_{u,e}}{A_{P_e}}, \quad F_{ve} = \frac{D_{v,e}}{A_{P_e}}.
$$

(16)

Let's now continue by making the terms in Eq. (11) explicit. For simplicity, we consider only the $D_{u,e}^i$ (with $i = 1, 2, 3$) since the derivation is similar for the $D_{v,e}^i$:

$$
D_{u,e}^1 = - \int_{V_e} \frac{\partial}{\partial u} \left( \sigma_{11} \left[ \frac{\partial u}{\partial x} - v C_1(r) \tan(\lambda) \right] u C_1(r) \right) \chi_{P_e} dA,
$$

$$
D_{u,e}^2 = - \int_{V_e} \frac{\partial}{\partial u} \left( \sigma_{12} \left[ \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} + u C_2(r) \tan(\lambda) \right] v C_2(r) \right) \chi_{P_e} dA.
$$

(17)
\[ D_{u,e}^{i} = - \int_{V_e} \frac{\partial}{\partial u} \left( \sigma_{22} \left( \frac{\partial v}{\partial y} + v C_3(r) \tan(\lambda) \right) \right) dA, \]  

where \( C_i(r), i = 1, 2, 3 \) is either identically zero, if the domain is planar, or equal to \( b_i/r \) if the domain is spherical, where \( b_i \) is a non-negative number that does not depend on \( r \). Recall that \( r \) is the radius of the spherical domain and \( \lambda \) represents the latitude. The terms that include \( \tan(\lambda) \) are the metric terms for the divergence of the stress. For any edge \( e \), by definition (9) it holds that

\[ \int_{V_e} dA = \int_{\tilde{V}_1} dA + \int_{\tilde{V}_2} dA + \int_{T_1} dA + \int_{T_2} dA. \]  

Therefore, for the computation of the integrals on the right hand side of (12), we approximate the value of any of the functions \( u, v \) and \( \sigma_{ij} \) with a basis expansion, which is different depending on whether we are in \( \tilde{V}_e^i \) or \( T_e^i \). Namely, for any of the functions \( u, v \) or \( \sigma_{ij} \), we approximate their value at any point \((x, y)\) in \( T_e^i \) as the linear combination of basis functions centered at the vertices of \( T_e^i \)

\[ f(x, y) = \sum_{j=1}^{n_t} f_{t_j} L_{t_j}(x, y), \]  

where \( n_t \) is the number of vertices of \( T_e^i \), \( f \) is any of the functions mentioned above, \( f_{t_j} \) is the value of the function at the \( j \)-th vertex of \( T_e^i \) (which is an edge location) and \( L_{t_j} \) is the basis function associated with vertex \( t_j \). For ease of notation, the explicit dependence on \( e \) is not included in Eq. (21). We choose basis functions \( L_{t_j} \) for which

\[ \begin{cases} 
\sum_{j=1}^{n_t} L_{t_j}(x, y) = 1 \text{ for any } (x, y) \in T_e^i, \\
L_{t_j}(x_{t_k}, y_{t_k}) = \delta_{jk} 
\end{cases} \]  

where \((x_{t_k}, y_{t_k})\) is the location of the \( k \)-th vertex of \( T_e^i \) and \( \delta_{jk} \) is Kronecker’s delta. Because of these features, the function \( f \) is approximated with a function similar to a finite element nodal interpolator. The same approach is used for any polygon \( \tilde{V}_e^i \), with basis functions centered at the vertices of \( \tilde{V}_e^i \), which are the edge points of the Voronoi cell \( V_e^i \). Therefore, we can write the value of \( u, v \) or \( \sigma_{ij} \) at any point \((x, y)\) in \( \tilde{V}_e^i \) as the
linear combination of basis functions as

\[ f(x, y) = \sum_{j=1}^{n_c} f_{c_j} B_{c_j}(x, y), \]

(23)

where \( n_c \) is the number of vertices of polygon \( \hat{V}_e^i \), \( f \) is again the field, \( f_{c_j} \) is the value of the field at the \( j \)-th vertex of \( \hat{V}_e^i \) (which is an edge location of \( V_e \)) and \( B_{c_j} \) is the basis function associated with the polygon vertex \( c_j \). We also require \( \{B_{c_j}\} \) to have the same properties as in (22). Note that once again we are omitting the explicit dependence on \( e \) in Eq. (23) for ease of notation.

Remark 2.3. The choice of basis functions for the implementation will be either Wachspress \[8, 27\] or piece-wise linear (PWL) \[2, 27\] basis functions, as these two options are those currently available in MPAS-Seaise for the B-grid. Both options guarantee the properties in (22). Moreover, with the present approximation, the fields are globally continuous over the computational domain because both \( \{L_{t_j}\} \) and \( \{B_{c_j}\} \) are linear at the edges of their respective domains of definition for either the Wachspress choice or the PWL.

We continue by considering \( D_{u,e}^1 \) and therefore the integral in (17), which can be rewritten as

\[ D_{u,e}^1 = -\sum_{i=1}^{2} \int_{T_e^i} \frac{\partial}{\partial u_c} \left( \sigma_{11} \left( \frac{\partial u}{\partial x} - v C_1(r) \tan(\lambda) \right) \right) dA - \sum_{i=1}^{2} \int_{\hat{V}_e^i} \frac{\partial}{\partial u_c} \left( \sigma_{11} \left( \frac{\partial u}{\partial x} - v C_1(r) \tan(\lambda) \right) \right) dA. \]

(24)

Substituting Eq. (21) and (23) in Eq. (24) we get

\[ D_{u,e}^1 = -\sum_{i=1}^{2} \int_{T_e^i} \frac{\partial}{\partial u_c} \left( \sum_{j=1}^{n_t} \sigma_{11} \bar{L}_{t_j} \left( \sum_{k=1}^{n_t} u_{t_k} \frac{\partial L_{t_k}}{\partial x} - \sum_{k=1}^{n_t} v_{t_k} L_{t_k} C_1(r) \tan(\lambda) \right) \right) dA \]

\[ -\sum_{i=1}^{2} \int_{\hat{V}_e^i} \frac{\partial}{\partial u_c} \left( \sum_{j=1}^{n_c} \sigma_{11} \bar{B}_{c_j} \left( \sum_{k=1}^{n_c} u_{c_k} \frac{\partial B_{c_k}}{\partial x} - \sum_{k=1}^{n_c} v_{c_k} B_{c_k} C_1(r) \tan(\lambda) \right) \right) dA. \]

(25)

Applying the derivative, the above expression simplifies to

\[ D_{u,e}^1 = -\sum_{i=1}^{2} \int_{T_e^i} \sum_{j=1}^{n_t} \sigma_{11} \bar{L}_{t_j} \frac{\partial L_{t_j}}{\partial x} dA - \sum_{i=1}^{2} \int_{\hat{V}_e^i} \sum_{j=1}^{n_c} \sigma_{11} \bar{B}_{c_j} \frac{\partial B_{c_j}}{\partial x} dA, \]

(26)
where $\bar{e}$ is the local index that corresponds to the global index of $e$. We define the following matrices

$$
(N^e_{t,i})_{j,k} = \int_{T^e_i} L_{t,j} \frac{\partial L_{t,k}}{\partial x} dA, \quad j,k = \{1, \ldots, n_t\}, \quad i = 1, 2,
$$

$$
(N^e_{v,i})_{j,k} = \int_{\hat{V}^e_i} B_{c,j} \frac{\partial B_{c,k}}{\partial x} dA, \quad j,k = \{1, \ldots, n_c\}, \quad i = 1, 2,
$$

where $n_t = 3$ is the number of vertices of the triangle $T^e_i$ and $n_c$ is the number of vertices of $\hat{V}^e_i$, e.g. $n_c = 6$ for the orange hexagon in Fig. 2. Then Eq. (26) gives

$$
D^1_{u,e} = -2 \sum_{i=1}^{n_t} \left( \sigma_{11,j} \left( N^e_{t,i} \right)_{j,\bar{e}} + \sigma_{11,j} \left( N^e_{v,i} \right)_{j,\bar{e}} \right).
$$

For $D^1_{v,e}$, the computations are analogous until Eq. (25), after which differentiation with respect to $v_e$ gives

$$
D^1_{v,e} = 2 \sum_{i=1}^{n_t} \int_{T^e_i} \sum_{j=1}^{n_t} \sigma_{11,j} L_{t,j} \frac{\partial C_1(r) \tan(\lambda)}{\partial x} dA + \sum_{i=1}^{n_c} \int_{\hat{V}^e_i} \sum_{j=1}^{n_c} \sigma_{11,j} B_{c,j} \frac{\partial C_1(r) \tan(\lambda)}{\partial x} dA.
$$

To simplify the computations, we assume that $\lambda$ varies slowly within $T^e_i$ or $\hat{V}^e_i$, and that its value in these domains can be approximated by $\lambda_e$, the latitude at edge $e$. This approximation becomes less stringent as the computational cells size approaches zero. We introduce the following matrices

$$
(M^e_{t,i})_{j,k} = \int_{T^e_i} L_{t,j} L_{t,k} dA, \quad j,k = \{1, \ldots, n_t\}, \quad i = 1, 2,
$$

$$
(M^e_{v,i})_{j,k} = \int_{\hat{V}^e_i} B_{c,j} B_{c,k} dA, \quad j,k = \{1, \ldots, n_c\}, \quad i = 1, 2.
$$

Then, Eq. (29) becomes

$$
D^1_{v,e} = \sum_{i=1}^{n_t} C_1(r) \tan(\lambda_e) \left( \sum_{j=1}^{n_t} \sigma_{11,j} \left( M^e_{t,i} \right)_{j,\bar{e}} + \sum_{j=1}^{n_c} \sigma_{11,j} \left( M^e_{v,i} \right)_{j,\bar{e}} \right).
$$

The computations for $D^i_{u,e}$ and $D^i_{v,e}$ for $i = 2, 3$ are similar and are reported in Appendix A for completeness. Once those quantities are computed, the components of the divergence of the stress are then evaluated using
Eq. (16) as follows

\[
F_{ue} = -\frac{1}{A_P} \sum_{i=1}^{2} \left[ \left( \sum_{j=1}^{n_t} \sigma_{11t_j} (N_{t_j}^x)_{j,\bar{e}} + \sum_{j=1}^{n_c} \sigma_{11c_j} (N_{v_j}^x)_{j,\bar{e}} \right) \right.
\]
\[
+ \left( \sum_{j=1}^{n_t} \sigma_{12t_j} \left( (N_{t_j}^y)_{i,\bar{e}} + C_2 (r) \tan(\lambda_e) (M_{t_j}^x)_{j,\bar{e}} \right) \right) + \sum_{j=1}^{n_c} \sigma_{12c_j} \left( (N_{v_j}^y)_{i,\bar{e}} + C_2 (r) \tan(\lambda_e) (M_{v_j}^x)_{j,\bar{e}} \right) \right].
\]

(32)

\[
F_{ue} = -\frac{1}{A_P} \sum_{i=1}^{2} \left[ -C_1 (r) \tan(\lambda_e) \left( \sum_{j=1}^{n_t} \sigma_{11t_j} (M_{t_j}^x)_{j,\bar{e}} + \sum_{j=1}^{n_c} \sigma_{11c_j} (M_{v_j}^x)_{j,\bar{e}} \right) \right.
\]
\[
+ \left( \sum_{j=1}^{n_t} \sigma_{12t_j} (N_{t_j}^x)_{j,\bar{e}} + \sum_{j=1}^{n_c} \sigma_{12c_j} (N_{v_j}^x)_{j,\bar{e}} \right) \right.
\]
\[
+ \left( \sum_{j=1}^{n_t} \sigma_{22t_j} \left( (N_{t_j}^y)_{j,\bar{e}} + C_3 (r) \tan(\lambda_e) (M_{t_j}^x)_{j,\bar{e}} \right) \right) + \sum_{j=1}^{n_c} \sigma_{22c_j} \left( (N_{v_j}^y)_{j,\bar{e}} + C_3 (r) \tan(\lambda_e) (M_{v_j}^x)_{j,\bar{e}} \right) \right].
\]

(33)

For edges on the boundary, the velocity components are set to zero, hence the stress values \( \sigma_{11j} \) are zero. This means that the computation of the matrices in (27) and (30) is allowed to be inexact for those triangles associated with boundary vertices whose vertices (which are primal edge points) are not all part of the mesh (see Figure 2). Such inexact value is then multiplied by zero in Eq. (28) and Eq. (31), and so it does not contribute to the divergence of the stress. Note that the computation of the matrices for the blue triangles is correct since all their vertices are available on the mesh. Moreover, when continents are considered, the actual boundary of the domain for the computation of the divergence of the stress is given by the edges of the blue-grey triangles in Figure 2.

**Remark 2.4.** We observe that the proposed approach applied to a structured quadrilateral grid is equivalent to discretizing the momentum equation on a rotated grid, to relocate the velocity components from the vertices to the edges, as it is clear from Figure 3 (left).

2.2.2. Consistent approach

As observed in [27] where the unstructured B-grid formulation was presented, it is possible to define an alternative formulation to that presented in section 2.2.1 by using the basis expansions for the right hand side.
integral in Eq. (10), as well as for the integral on the left hand side. This is actually the consistent approach from a mathematical point of view, and while both approaches are convergent for the B-grid formulation, it has been shown in [27] that for the B-grid the consistent approach produces smaller errors than the standard one on a unit sphere for the divergence of the stress operator. On the other hand, the standard approach is convergent on planar test cases for the CD-grid, but the consistent approach is the only one capable of converging on the unit sphere. For brevity, considering Eq. (10), we focus only on the left hand side integral involving $\partial/\partial u$ because the procedure is analogous for the one involving $\partial/\partial v$. We have

$$\int_{V_e} \frac{\partial}{\partial u} \left( u F_u + v F_v \right) dA = \sum_{i=1}^{2} \left[ \int_{T_e} \frac{\partial}{\partial u} \left( u F_u + v F_v \right) dA + \int_{\tilde{V}_e} \frac{\partial}{\partial u} \left( u F_u + v F_v \right) dA \right].$$

(34)

Introducing the basis expansions, the above equation becomes

$$\int_{V_e} \frac{\partial}{\partial u} \left( u F_u + v F_v \right) dA = \sum_{i=1}^{2} \left[ \int_{T_e} \frac{\partial}{\partial u_e} \left( \sum_{j=1}^{n_t} u_{t_j} L_{t_j} \left( \sum_{k=1}^{n_t} F_{u_{t_k} L_{t_k}} \right) \left( \sum_{z=1}^{n_t} v_{t_z} L_{t_z} \left( \sum_{l=1}^{n_t} F_{v_{t_l} L_{t_l}} \right) \right) \right) dA, \right.$$

$$\int_{\tilde{V}_e} \frac{\partial}{\partial u_e} \left( \sum_{j=1}^{n_c} u_{c_j} B_{c_j} \left( \sum_{k=1}^{n_c} F_{u_{c_k} B_{c_k}} \right) \left( \sum_{z=1}^{n_c} v_{c_z} B_{c_z} \left( \sum_{l=1}^{n_c} F_{v_{c_l} B_{c_l}} \right) \right) \right) dA \right].$$

(35)

After applying the derivatives we obtain

$$\int_{V_e} \frac{\partial}{\partial u} \left( u F_u + v F_v \right) dA = \sum_{i=1}^{2} \left[ \int_{T_e} \sum_{k=1}^{n_t} F_{u_{t_k} L_{t_k}} L_{t_z} dA + \int_{\tilde{V}_e} \sum_{k=1}^{n_c} F_{u_{c_k} B_{c_k}} B_{c_z} dA \right].$$

(36)

with $\tilde{e}$ being again the local index corresponding to $e$. We now make the approximation that $F_u$ varies slowly spatially within $V_e$ and that its value in this set can be approximated with its value at $e$, i.e. $F_{ue}$. Hence the above equation simplifies to

$$\int_{V_e} \frac{\partial}{\partial u} \left( u F_u + v F_v \right) dA = F_{ue} \sum_{i=1}^{2} \left[ \int_{T_e} \sum_{k=1}^{n_t} L_{t_k} L_{t_z} dA + \int_{\tilde{V}_e} \sum_{j=1}^{n_c} B_{c_j} B_{c_z} dA \right],$$

(37)
Using the first property in Eq. (22), this leads to Eq. (16), with $A_{P_e}$ given by

$$A_{P_e} = \sum_{i=1}^{2} \left[ \int_{T_i^e} \mathcal{L}_{t_i} \, dA + \int_{V_i^e} \mathcal{B}_{v_i} \, dA \right],$$

(38)

instead of being the area of the diamond-shaped polygon associated with edge $e$.

2.3. Differences with existing methods

The approach proposed in this work differs from the CD-grid method developed by Mehlmann and Korn (MK) [20] for several reasons. First, in [20] a finite element (FE) method is used, whereas here it is not. In our approach there is no linear system that is solved and the velocity is not really expressed as the linear combination of basis functions in a FE sense, but rather the expansion is only used to compute the integrals for the divergence of the internal stress at the discretization points, and does not play a role in the overall solution of the dynamics equation. There are also differences between the basis functions used here for the expansion of the velocity and those employed by MK. Namely, let us consider the edge location marked with two red triangles in Figure 4 with the approach by MK, the (global) basis function associated with this edge has support on the two dashed triangles (which are part of the dual mesh) and has a value of one on the dashed triangles.

Figure 4: Support of the basis functions with the present method (colored shapes), and with the method in [20] (dashed triangles). The dashed triangles are also examples of cells of the dual mesh.
line segment that goes through it. In the present framework, considering the consistent approach in Section 2.2.2, the support is given by the union of the two orange polygons and the two blue-gray triangles. The global basis function would be continuous across the edges of the orange and blue-gray polygons (with either Wachspress or PWL, since they are both linear at the edges) but it would not have a value of one of the dashed line segment, rather only on the edge location (the point marked with two red triangles). Moreover, the basis functions from MK have range \([-1, 1]\), whereas in our approach Wachspress and PWL only attain non-negative values. It is true though that the MK basis function restricted to the blue-grey triangles do coincide with the basis function we use on such blue-grey triangles. Another difference is that MK expand the velocity with basis functions using a FE approach, but do not expand the stress or its divergence. This is consistent with the FE framework chosen by MK. Finally, the method in in [20] needs a stabilization term whereas ours does not.

3. Numerical Results

To investigate the properties of our formulation, we present results on the plane and sphere focusing on the accuracy and convergence of the proposed discretization using analytical solutions as references.

3.1. Spatial discretization test

We begin with a theoretical analysis to obtain sufficient conditions under which the proposed scheme is expected to be at least a second-order approximation of the continuous divergence operator. Placing ourselves in a general setting, let us consider \( \Omega \subset \mathbb{R}^2 \) to be a closed and bounded set, and let \( \sigma \) be a stress tensor defined on \( \Omega \) given by

\[
\sigma = \begin{bmatrix}
\sigma_{11} & \sigma_{12} \\
\sigma_{21} & \sigma_{22}
\end{bmatrix},
\]

with \( \sigma_{12} = \sigma_{21} \). Note that as before, \( \Omega \) denotes the computational domain. We also introduce \( \Omega_e \subset \Omega \) to be the set of all edge points of the mesh, i.e. if \( e \) is an edge of the mesh, then \((x_e, y_e) \in \Omega_e\). The divergence of the stress is a \( 1 \times 2 \) vector defined as

\[
\nabla \cdot \sigma = \begin{bmatrix}
\frac{\partial \sigma_{11}}{\partial x} + \frac{\partial \sigma_{21}}{\partial y} \\
\frac{\partial \sigma_{12}}{\partial x} + \frac{\partial \sigma_{22}}{\partial y}
\end{bmatrix}^T.
\]
Above, we have defined \( \mathbf{F} = (F_u, F_v) := \nabla \cdot \sigma \), hence

\[
F_u = \frac{\partial \sigma_{11}}{\partial x} + \frac{\partial \sigma_{21}}{\partial y}, \quad F_v = \frac{\partial \sigma_{12}}{\partial x} + \frac{\partial \sigma_{22}}{\partial y}.
\]  

(41)

Evaluated at an edge location \((x_e, y_e) \in \Omega_e\), the above functions give

\[
F_u(x_e, y_e) = \frac{\partial \sigma_{11}}{\partial x}(x_e, y_e) + \frac{\partial \sigma_{21}}{\partial y}(x_e, y_e), \quad F_v(x_e, y_e) = \frac{\partial \sigma_{12}}{\partial x}(x_e, y_e) + \frac{\partial \sigma_{22}}{\partial y}(x_e, y_e).
\]

(42)

For the same point \((x_e, y_e) \in \Omega_e\), for a planar case with no metric terms, Eq.(32) gives

\[
F_{ue} = -\frac{1}{A_{P_e}} \sum_{i=1}^{2} \left( \sum_{j=1}^{n_e} \sigma_{11t_j}(N_{t_j}^x)_{j,e} + \sum_{j=1}^{n_e} \sigma_{11c_j}(N_{c_j}^x)_{j,e} + \sum_{j=1}^{n_e} \sigma_{12t_j}(N_{t_j}^y)_{j,e} + \sum_{j=1}^{n_e} \sigma_{12c_j}(N_{c_j}^y)_{j,e} \right).
\]

(43)

Recall from above that \( \bar{e} \) is the local index associated to the edge \( e \). It follows by comparing (42) and (43) that with our spatial discretization of the divergence of the stress, we are approximating the gradient operator at the edge points \((x_e, y_e) \in \Omega_e\) in the following way:

\[
\frac{\partial \sigma_{11}}{\partial x}(x_e, y_e) \approx -\frac{1}{A_{P_e}} \sum_{i=1}^{2} \left( \sum_{j=1}^{n_e} \sigma_{11t_j}(N_{t_j}^x)_{j,e} + \sum_{j=1}^{n_e} \sigma_{11c_j}(N_{c_j}^x)_{j,e} \right),
\]

\[
\frac{\partial \sigma_{21}}{\partial y}(x_e, y_e) \approx -\frac{1}{A_{P_e}} \sum_{i=1}^{2} \left( \sum_{j=1}^{n_e} \sigma_{12t_j}(N_{t_j}^y)_{j,e} + \sum_{j=1}^{n_e} \sigma_{12c_j}(N_{c_j}^y)_{j,e} \right).
\]

(44)

Similarly for \( F_{ve} \) in Eq.(33), still considering a planar case with no metric terms, we have

\[
F_{ve} = -\frac{1}{A_{P_e}} \sum_{i=1}^{2} \left[ \sum_{j=1}^{n_e} \sigma_{12t_j}(N_{t_j}^x)_{j,e} + \sum_{j=1}^{n_e} \sigma_{12c_j}(N_{c_j}^x)_{j,e} + \sum_{j=1}^{n_e} \sigma_{22t_j}(N_{t_j}^y)_{j,e} + \sum_{j=1}^{n_e} \sigma_{22c_j}(N_{c_j}^y)_{j,e} \right].
\]

(45)

This implies that

\[
\frac{\partial \sigma_{12}}{\partial x}(x_e, y_e) \approx -\frac{1}{A_{P_e}} \sum_{i=1}^{2} \left[ \sum_{j=1}^{n_e} \sigma_{12t_j}(N_{t_j}^x)_{j,e} + \sum_{j=1}^{n_e} \sigma_{12c_j}(N_{c_j}^x)_{j,e} \right],
\]

\[
\frac{\partial \sigma_{22}}{\partial y}(x_e, y_e) \approx -\frac{1}{A_{P_e}} \sum_{i=1}^{2} \left[ \sum_{j=1}^{n_e} \sigma_{22t_j}(N_{t_j}^y)_{j,e} + \sum_{j=1}^{n_e} \sigma_{22c_j}(N_{c_j}^y)_{j,e} \right].
\]

(46)
which leads to the same conclusion reached after Eq. [14], i.e. that our spatial discretization approximates the gradient of a function with a linear functional $F: C^2(\Omega) \rightarrow \mathcal{B}(\Omega_e)$ such that for any $f \in C^2(\Omega)$ we have

$$\nabla f(x_e, y_e) \approx F(f)(x_e, y_e) := \left[ -\frac{1}{A_P} \sum_{i=1}^{2} \left( \sum_{j=1}^{n_t} f_t(N_{x e}^t)_{j, \bar{e}} + \sum_{j=1}^{n_c} f_c(N_{y e}^c)_{j, \bar{e}} \right) \right] ,$$

(47)

where $C^2(\Omega)$ is the space of twice differentiable functions with continuous derivatives on $\Omega$, and $\mathcal{B}(\Omega_e)$ denotes the space of bounded functions on $\Omega_e$. Let $y = (y_1, y_2) \in \Omega_e$ and $x = (x_1, x_2) \in \Omega_e$ and define

$$g_1(x) := 1, \quad g_2(x) := (x_1 - y_1), \quad g_3(x) := (x_2 - y_2), \quad g_4(x) := (x_1 - y_1)^2,$$

(48)

$$g_5(x) := (x_2 - y_2)(x_1 - y_1), \quad g_6(x) = g_5(x), \quad g_7(x) = (x_2 - y_2)^2.$$

(49)

Then, using a Taylor expansion argument whose details are reported in Appendix C, we obtain the following sufficient conditions for $F$ to be a at least a second-order approximation of $\nabla f$

$$\left\{ \begin{array}{l}
F(g_1)((x_e, y_e)) = [0, 0]^T, i \neq 2, i \neq 3, \\
F(g_2)((x_e, y_e)) = [1, 0]^T, \\
F(g_3)((x_e, y_e)) = [0, 1]^T.
\end{array} \right.$$  

(50)

for any point $(x_e, y_e) \in \Omega_e$. Note that if $F$ was indeed equal to $\nabla f$ then the above conditions would be satisfied. With respect to the analysis just concluded, we have numerically estimated the values of $F(g_i)$ for $i \in \{1, 2, 3, 4, 5, 7\}$, considering $F$ to be the operator obtained with the CD-grid approach proposed in this paper and also the one obtained with the B-grid approach form [27]. We use a planar mesh with regular hexagonal cells and one with square cells. For the B-grid approach, we select a vertex of the mesh that is not on the boundary of the domain, and also not surrounded by boundary cells. For the CD-grid case, we consider the edges that have such a vertex in common. With this setup, for the CD-grid case there will be three edges for the hexagonal mesh, each of which will be oriented differently, and four edges for the quadrilateral
mesh, with pairs of edges oriented in the same way. To avoid numerical error, instead of computing the first component of $F(g_2)$, we compute the difference
\[ |A_{P_e} - \left( - \sum_{i=1}^{2} \left( \sum_{j=1}^{n_e} g_{2t_i}(N^e_{i,j},\bar{e}) + \sum_{j=1}^{n_e} g_{2c_j}(N^e_{j,c},\bar{e}) \right) \right)|, \]
hence if such a difference is zero, then the first component of $F(g_2)$ is one. Let us denote with $\tilde{F}(g_2)$ the vector $F(g_2)$ whose first entry has been modified as explained. We adopt the same strategy for the second entry of $F(g_3)$, and define $\tilde{F}(g_3)$ in a similar way as $\tilde{F}(g_2)$. Hence, if $\tilde{F}(g_i) = 0$ for $i = 2, 3$ and $F(g_j) = 0$ for $j = 1, 4, 5, 7$, then according to the conditions in (50), we can expect the methods to be at least second-order accurate. Obviously the equality to the zero vector is intended in the machine precision sense. For this test (and all the planar tests) the area $A_{P_e}$ will be the area of the diamond-like shapes in Figure 2 (right). We consider both Wachspress and PWL basis functions. For the mesh with square cells, the B-grid returned zero vectors for both Wachspress and PWL basis functions, as did the CD-grid, for all four edges considered and both types of basis functions. Hence, on the quadrilateral mesh with square cells, both methods are expected to show second-order convergence for the divergence of the stress operator. For the hexagonal mesh, the CD-grid returned zero vectors for all three edges and both choices of basis functions, whereas the B-grid did so only for the PWL basis functions. In fact, with the Wachspress choice we had
\[ F(g_4) = [0, \gamma_1]^T, \quad F(g_5) = [\gamma_2, 0]^T, \quad F(g_7) = [0, \gamma_3]^T, \]
with $\gamma_1, \gamma_2$ and $\gamma_3$ being non zero numbers. Hence, the choice of Wachspress basis functions is not expected to be second-order with the B-grid approach but only at least first order. This was already observed in [27].

### 3.2. Convergence rate test

We continue with two tests to assess the accuracy of the proposed discretization in approximating the divergence of the internal stress. Namely, we first consider a unit square domain discretized with the same planar meshes used in the previous section (although with hexagonal cells the domain is not exactly a unit square), and then move to a unit sphere domain discretized with a Voronoi tessellation. In all cases, we consider
the values of the internal stress to be prescribed (i.e. given as input) at the edges or vertices, and obtained analytically through the simplest constitutive relation, $\sigma_{ij} = \dot{\epsilon}_{ij}$, i.e. we assume the strain rate and the stress to be equal.

3.2.1. Convergence rate test on a planar mesh

For the planar mesh test case, the strain is obtained from derivatives of an analytical velocity field $u = (u, v)$ given by

$$u(x, y) = \sin(5.12\pi x) \sin(5.12\pi y), \quad v(x, y) = u(x, y). \quad (52)$$

The strain rate (and hence the stress) is given by

$$\dot{\epsilon}_{11} = \frac{\partial u}{\partial x}, \quad \dot{\epsilon}_{22} = \frac{\partial u}{\partial y}, \quad \dot{\epsilon}_{12} = \frac{1}{2} \left( \frac{\partial u}{\partial x} + \frac{\partial u}{\partial y} \right). \quad (53)$$

Therefore, the analytical field we use to compute errors is

$$\mathbf{F} = \left[ \frac{\partial \dot{\epsilon}_{11}}{\partial x} + \frac{\partial \dot{\epsilon}_{12}}{\partial y}, \frac{\partial \dot{\epsilon}_{12}}{\partial x} + \frac{\partial \dot{\epsilon}_{22}}{\partial y} \right]. \quad (54)$$

We are going to compare the B-grid and the CD-grid formulations using the following discrete relative $L_2$ norm

$$\sqrt{\sum A_i (F_i - F^\dagger_i)^2} \sqrt{\sum A_i F^2_i} \quad (55)$$

where $F$ denotes any component of $\mathbf{F}$ and $F^\dagger$ any component of the numerical approximation $\mathbf{F}^\dagger$ of $\mathbf{F}$ computed either with the B-grid or the CD-grid method. Note that $F^\dagger$ is only available either at the vertices or at the edges, whereas $\mathbf{F}$ being an analytic field can be computed at any spatial location $(x, y)$. In Eq. (55), the summation is taken over the vertices for the B-grid and over the edges for the CD-grid. For the planar case, $A_i$ will be the area of the dual triangle centered at the $i$-th vertex for the B-grid or the area of the diamond-shaped figure centered at the $i$-th edge for the CD-grid. Results for the CD-grid approach for both the mesh with square cells and the one with hexagonal cells are shown in Figure 5 (right), considering the eastward component of the divergence of the stress (results are analogous for the northward component, hence they’re not shown).
We observe that, as expected from the test in Section 3.1, the method has second-order convergence on both types of meshes and with both types of basis functions, i.e., Wachspress and PWL. Moreover, the choice of basis function does not affect the quality of the approximation, as the associated curves lie on top of each other for a given choice of mesh cells. In Figure 5 (left) we also display the qualitative behavior of the numerical solution obtained on the mesh with hexagonal cells for the CD-grid. Next, we compare the B-grid and CD-grid approaches on the mesh with square cells and on the one with hexagonal cells, see Figure 6. We only show the behavior of the eastward component of the divergence of the stress, because the northward showed an analogous behavior. Once again, as expected by the analysis in Section 3.1, the CD-grid approach and the B-grid approach are both second-order on the mesh with square cells, with the CD-grid showing lower errors than the B-grid. Both methods are insensitive to the choice of basis functions in this case. For the mesh with hexagonal cells, the CD-grid approach has again lower errors compared to the B-grid, for which the case of Wachspress basis functions becomes first order as the resolution of the mesh is increased. This behavior for the B-grid was expected from the analysis in the previous section and already reported in [27].
3.2.2. Convergence rate test on a spherical mesh

We continue our analysis considering a spherical Voronoi mesh on a unit sphere. An investigation of the mesh quality revealed that most cells are hexagons, with the exception of a few pentagons. Errors for this case are computed considering only vertices or edges for which their latitude $\lambda$ satisfies $|\lambda| > 20^\circ$. This is because, as explained in [27], the MPAS-Seaice grid is rotated so that the poles of the eastward and northward directions are placed at the equator, to avoid a convergence of the northward components of the velocity at the geographic poles. Hence, with this rotation, the errors due to the metric terms will be prevalent at the equator where no sea ice is present, and therefore leaving these latitudes out of the calculation of the errors is justified.

We are assuming the following constitutive relation $\sigma_{ij} = \epsilon_{ij}$, hence the analytical divergence of the stress field that we use to compute errors is obtained using derivatives of the velocity field $\mathbf{u} = (u, v)$ given by

$$u(\lambda, \phi) = Y_5^3(\pi/2 - \lambda, \phi), \quad v(\lambda, \phi) = Y_4^2(\pi/2 - \lambda, \phi),$$  \hspace{1cm} (56)
where \((\lambda, \phi)\) are latitude and longitude, and \(Y\) is a spherical harmonic function. Considering the metric terms and geographical coordinates, the strain rate is given by

\[
\dot{\epsilon}_{11} = \frac{1}{r \cos(\lambda)} \frac{\partial u}{\partial \phi} - \frac{v}{r} \tan(\lambda), \quad \dot{\epsilon}_{22} = \frac{1}{r} \frac{\partial v}{\partial \lambda}, \quad \dot{\epsilon}_{12} = \frac{1}{2r} \frac{\partial u}{\partial \lambda} + \frac{1}{2r \cos(\lambda)} \frac{\partial v}{\partial \phi} + \frac{u}{2r} \tan(\lambda).
\]  

(57)

The stress divergence field \(F = (F_1, F_2)\) we use as an analytical solution is also expressed using geographical coordinates, and is the same used in [27]

\[
F_1 = \frac{1}{r \cos(\lambda)} \frac{\partial \dot{\epsilon}_{11}}{\partial \phi} + \frac{1}{r} \frac{\partial \dot{\epsilon}_{12}}{\partial \lambda} - \frac{2}{r} \tan(\lambda) \dot{\epsilon}_{12},
\]

\[
F_2 = \frac{1}{r \cos(\lambda)} \frac{\partial \dot{\epsilon}_{12}}{\partial \phi} + \frac{1}{r} \frac{\partial \dot{\epsilon}_{22}}{\partial \lambda} + \frac{1}{r} \tan(\lambda) (\dot{\epsilon}_{11} - \dot{\epsilon}_{22}).
\]  

(58)

We observe that, to have the B-grid and the CD-grid numerical solutions converge to the analytical expression above, the values of the functions \(C_i(r)\) with \(i = 1, 2, 3\) have to be different with the two methods. Namely, for the B-grid \(C_1(r) = C_2(r) = 1/r\) and \(C_3(r) = 0\), a choice that is consistent with the definition of the strain in Eq. (57). For the CD-grid, we have to set \(C_1(r) = C_3(r) = 1/r\) and \(C_2(r) = 2/r\), which means the strain rate is corrected once substituted into the discrete expression of the divergence of the stress, with extra terms that match those multiplied by \(\tan(\lambda)\) in Eq. (58). At the moment, we could not reach a definite conclusion on why this correction is necessary for the CD-grid. As shown in [27], the B-grid approach can converge on a spherical mesh with \(A_{P_e}\) being either the area of the dual triangle centered at a given vertex (standard approach), or the lumped mass matrix type of quantity defined in (38) (consistent approach). Note that for the B-grid, the definition in (38) is different in that the integrals are over the three cells that own a given vertex. On the other hand, we found that the CD-grid approach on the sphere converges only if the choice in (38) is considered for \(A_{P_e}\) (consistent approach), i.e. the diamond-shape option does not provide convergence. Therefore, for both the B-grid and the CD-grid we use the choice of \(A_{P_e}\) defined in [38], hence in the \(L_2\) norm computation in (55) the areas \(A_i\) are equal to \(A_{P_e}\) in (38). Another difference between the B-grid and the CD-grid approach lies in the way the matrices in Eq. (27) and Eq. (30) are computed. Namely, for the B-grid, it is sufficient to project the vertex coordinates on a plane tangent to the sphere at the cell center. This means that, in general, for a given vertex, the contributions coming from the three cells that own it (see Figure 3 (left) ) would not
be computed on the same plane. For the CD-grid, on the other hand, to ensure convergence it is necessary to project all the four shapes in Figure 3 (right) on the same tangent plane at an edge location, so for a given edge the contributions coming from the four shapes are all computed on the same plane.

Besides the $L_2$ norm defined in (55), for the spherical tests we also consider the $L_\infty$ norm defined as

\[
\max_i |F_i - \tilde{F}_i|,
\]

where $F_i$ and $\tilde{F}_i$ are as in (55) and the maximum is taken over all vertices or edges that take part in the computation, depending on whether a B-grid or a CD-grid approach is used.

Results are shown in Figure 7 for the case of the eastward component of the divergence of the stress and in Figure 8 for the northward. We observe from Figure 7 that while the B-grid approach shows a first-order convergence rate for the $L_2$ norm, the CD-grid remains second-order as it was on a planar mesh. Moreover, the B-grid does not converge in the $L_\infty$ norm for either choice of basis function whereas the CD-grid approach shows a convergence rate that is slightly better than linear, with the PWL choice showing lower errors than
the Wachspress. For the northward component, the results in Figure 8 show a similar behavior. In Figure 9, we are displaying the eastward component of the divergence of the stress for the B-grid and the CD-grid considering different views. The images refer to the case of PWL basis functions and the lowest resolution considered. In Figure 10, we are showing the errors of the numerical solutions compared to the analytical for the eastward component of the divergence of the stress. Notice how, as expected, the higher values of the error are in proximity of latitudes that are excluded from the computation of the errors. A similar comparison for the northward component is in Figure 11.

3.3. Velocity solver in a square domain

We conclude with some qualitative results obtained on a square domain of size 80 km as in [27], considering only the velocity solver and turning off advection and column physics. The setup is based on a similar test from [11]. The constitutive relation for this case is the EVP. No snow is present and ice thickness is fixed at 2 m. Ice concentration increases linearly in the eastward direction from zero at the western boundary to one at the eastern boundary. For the Coriolis term, we consider a constant $f$-plane with $f = 1.46\times10^{-4}$ s$^{-1}$. Forcing
terms originate from atmospheric winds $\mathbf{u}^a = (u^a, v^a)$ and ocean currents $\mathbf{u}^o = (u^o, v^o)$ of the form

$$
\begin{align*}
    u^a &= 5 - 3 \sin(2\pi x/L_x) \sin(\pi y/L_y), \\
    v^a &= 5 - 3 \sin(2\pi y/L_y) \sin(\pi x/L_x), \\
    u^o &= 0.1((2y - L_y)/L_y), \\
    v^o &= -0.1((2x - L_x)/L_x),
\end{align*}
$$

(60)

with $L_x$ and $L_y$ being the domain size in the eastward and northward directions respectively. The velocity solver is advanced with four time steps, and $\Delta t = 60$ min. The aim of this test is to show that the results obtained with the CD-grid are qualitatively similar to those obtained with the B-grid. For this purpose, we display in Figure 12 and Figure 13 the two velocity components for the two approaches, considering Wachspress basis functions and the final time of the simulation. We observe that both velocity profiles are very similar.
Figure 10: Left: error for the B-grid approach. Right: error for the CD-grid approach. Both pictures consider the eastward component of the divergence of the stress, PWL basis functions and lowest resolution of the grid.

Figure 11: Left: error for the B-grid approach. Right: error for the CD-grid approach. Both pictures consider the northward component of the divergence of the stress, PWL basis functions and lowest resolution of the grid.

qualitatively, with only minimal differences at the top right corner of the domain. For completeness, we also show the two components of the divergence of the stress in Figure 14 and Figure 15.
Figure 12: Left: eastward velocity for the B-grid. Right: eastward velocity for the CD-grid. Both pictures refer to Wachspress basis functions and the final time of the simulation.

Figure 13: Left: northward velocity for the B-grid. Right: northward velocity for the CD-grid. Both pictures refer to Wachspress basis functions and the final time of the simulation.

4. Conclusions

We presented a promising new unstructured variational formulation on a CD-grid for the sea ice dynamics, focusing our analysis on the accuracy of the proposed method in approximating the divergence of the internal stress, which is arguably the most challenging term to discretize for the sea ice dynamics. Studying the
Figure 14: Left: eastward divergence of the stress for the B-grid. Right: eastward divergence of the stress for the CD-grid. Both pictures refer to Wachspress basis functions and the final time of the simulation.

Figure 15: Left: northward divergence of the stress for the B-grid. Right: northward divergence of the stress for the CD-grid. Both pictures refer to Wachspress basis functions and the final time of the simulation.

convergence rate, we have shown that the proposed method is second-order accurate on a planar domain as well as in a spherical one and that is capable of reproducing similar results as the current B-grid formulation in MPAS-Seaice when used within a full velocity solver. More investigation on the method is needed to fully understand its inner workings, especially concerning the need for additional metric terms on the spherical
domain, that seem to be necessary to achieve convergence to an analytical solution. Despite the necessity of further work, the method showed appealing features and proved to be more accurate than the current discretization in MPAS-Seaice, making it a viable alternative to be explored in the future.
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Appendix A

The integral in (18) can be expressed as

\[
D_{u,e}^2 = -2 \sum_{i=1}^{2} \int_{T_i} \frac{\partial}{\partial u} \left( \sigma_{12} \left[ \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} + u C_2(r) \tan(\lambda) \right] \right) dA - \sum_{i=1}^{2} \int_{V_i} \frac{\partial}{\partial u} \left( \sigma_{12} \left[ \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} + u C_2(r) \tan(\lambda) \right] \right) dA.
\]

(61)

Substituting the basis expansions, the above equation becomes

\[
D_{u,e}^2 = -2 \sum_{i=1}^{2} \int_{T_i} \frac{\partial}{\partial u} \left( \sum_{j=1}^{n_T} \sigma_{12,ij} L_{ij} \left[ \sum_{k=1}^{n_x} u_{tk} \frac{\partial L_{ik}}{\partial y} + \sum_{k=1}^{n_x} v_{tk} \frac{\partial L_{ik}}{\partial x} + C_2(r) \tan(\lambda) \sum_{k=1}^{n_x} u_{tk} L_{ik} \right] \right) dA
\]

\[
- \sum_{i=1}^{2} \int_{V_i} \frac{\partial}{\partial u} \left( \sum_{j=1}^{n_T} \sigma_{12,cj} B_{cj} \left[ \sum_{k=1}^{n_x} u_{ck} \frac{\partial B_{ck}}{\partial y} + \sum_{k=1}^{n_x} v_{ck} \frac{\partial B_{ck}}{\partial x} + C_2(r) \tan(\lambda) \sum_{k=1}^{n_x} u_{ck} B_{ck} \right] \right) dA.
\]

(62)
Applying the derivative to the above equation we have

$$D_{u,e}^2 = -\sum_{i=1}^2 \left[ \int_{T_i} \sum_{j=1}^{n_t} \sigma_{12t_j} \mathcal{L}_{t_j} \left( \frac{\partial \mathcal{L}_e}{\partial y} + C_2(r) \tan(\lambda) \mathcal{L}_e \right) dA + \int_{\tilde{V}_i} \sum_{j=1}^{n_c} \sigma_{12c_j} \mathcal{B}_{c_j} \left( \frac{\partial \mathcal{B}_e}{\partial y} + C_2(r) \tan(\lambda) \mathcal{B}_e \right) dA \right],$$

(63)

where again $\tilde{e}$ refers again to the local index that corresponds to the global index of $e$. We define the matrices

$$\left( N^y_{t_i} \right)_{j,k} = \int_{T_i} \mathcal{L}_{t_j} \frac{\partial \mathcal{L}_{t_k}}{\partial y} dA, \quad j, k = \{1, \ldots, n_t\}, \quad i = 1, 2,$$

(64)

$$\left( N^y_{v_i} \right)_{j,k} = \int_{\tilde{V}_i} \mathcal{B}_{c_j} \frac{\partial \mathcal{B}_{c_k}}{\partial y} dA, \quad j, k = \{1, \ldots, n_c\}, \quad i = 1, 2.$$

It follows from Eq. (63) that

$$D_{u,e}^2 = -\sum_{i=1}^2 \left[ \sum_{j=1}^{n_t} \sigma_{12t_j} \left( \left( N^y_{t_i} \right)_{j,\tilde{e}} + C_2(r) \tan(\lambda) \left( N^y_{t_i} \right)_{j,\tilde{e}} \right) + \sum_{j=1}^{n_c} \sigma_{12c_j} \left( \left( N^y_{v_i} \right)_{j,\tilde{e}} + C_2(r) \tan(\lambda) \left( N^y_{v_i} \right)_{j,\tilde{e}} \right) \right] \right].$$

(65)

For what concerns $D_{v,e}^2$, the procedure is similar until Eq. (62), where applying the derivative with respect to $v_e$ we obtain

$$D_{v,e}^2 = -\sum_{i=1}^2 \left[ \sum_{j=1}^{n_t} \sigma_{22t_j} \left( \left( N^y_{t_i} \right)_{j,\tilde{e}} + v C_3(r) \tan(\lambda) \left( N^y_{t_i} \right)_{j,\tilde{e}} \right) + \sum_{j=1}^{n_c} \sigma_{22c_j} \left( \left( N^y_{v_i} \right)_{j,\tilde{e}} + v C_3(r) \tan(\lambda) \left( N^y_{v_i} \right)_{j,\tilde{e}} \right) \right] \right].$$

(66)

Last, let’s consider $D_{u,e}^3$, hence the integral in Eq. (19), which becomes

$$D_{u,e}^3 = -\sum_{i=1}^2 \int_{T_i} \frac{\partial}{\partial u} \left( \sigma_{22} \left[ \frac{\partial v}{\partial y} + v C_3(r) \tan(\lambda) \right] \right) dA - \sum_{i=1}^2 \int_{\tilde{V}_i} \frac{\partial}{\partial u} \left( \sigma_{22} \left[ \frac{\partial v}{\partial y} + v C_3(r) \tan(\lambda) \right] \right) dA.$$

(67)

Substituting the basis expansion we have

$$D_{u,e}^3 = -\sum_{i=1}^2 \int_{T_i} \frac{\partial}{\partial u} \left( \sum_{j=1}^{n_t} \sigma_{22t_j} \mathcal{L}_{t_j} \left[ \sum_{k=1}^{n_t} v_{t_k} \frac{\partial \mathcal{L}_{t_k}}{\partial y} + C_3(r) \tan(\lambda) \sum_{k=1}^{n_t} v_{t_k} \mathcal{L}_{t_k} \right] \right) dA - \sum_{i=1}^2 \int_{\tilde{V}_i} \frac{\partial}{\partial u} \left( \sum_{j=1}^{n_c} \sigma_{22c_j} \mathcal{B}_{c_j} \left[ \sum_{k=1}^{n_c} v_{c_k} \frac{\partial \mathcal{B}_{c_k}}{\partial y} + C_3(r) \tan(\lambda) \sum_{k=1}^{n_c} v_{c_k} \mathcal{B}_{c_k} \right] \right) dA.$$

(68)
The application of the derivative gives $D^3_{u,e} = 0$. For $D^3_{v,e}$ we have instead

$$D^3_{v,e} = -\sum_{i=1}^{n_1} \sigma_{22i} \left( (N^y_{i_e})_{j,e} + C_3(r) \tan(\lambda_e) (M^y_{e})_{j,e} \right) + \sum_{j=1}^{n_2} \sigma_{22e} \left( (N^y_{e})_{j,e} + C_3(r) \tan(\lambda_e) (M^y_{e})_{j,e} \right).$$  \hspace{1cm} (69)

### Appendix B

Let $\Omega_e$ be the set of all edge points of the mesh and $y \in \Omega_e$, then to test the accuracy of the approximation in Eq. (47), we consider the Taylor expansion of $f \in C^2(\Omega)$ at $x \in \Omega_e$:

$$f(x) = f(y) + (x_1 - y_1) \frac{\partial}{\partial x_1} f(y) + (x_2 - y_2) \frac{\partial}{\partial x_2} f(y)$$

$$+ \frac{1}{2} \left[ (x_1 - y_1)^2 \frac{\partial^2}{\partial x_1^2} f(y) + (x_2 - y_2)(x_1 - y_1) \frac{\partial^2}{\partial x_1 \partial x_2} f(y) + (x_1 - y_1)(x_2 - y_2) \frac{\partial^2}{\partial x_2^2} f(y) + (x_2 - y_2)^2 \frac{\partial^2}{\partial x_1 \partial x_2} f(y) \right] + O(\|x - y\|^3).$$  \hspace{1cm} (72)

Let us define

$$g_1(x) := 1, \quad g_2(x) := (x_1 - y_1), \quad g_3(x) := (x_2 - y_2), \quad g_4(x) := (x_1 - y_1)^2,$$

$$g_5(x) := (x_2 - y_2)(x_1 - y_1), \quad g_6(x) = g_5(x), \quad g_7(x) = (x_2 - y_2)^2,$$  \hspace{1cm} (74)

which are all functions in $C^2(\Omega)$, and the coefficients

$$c_1 := f(y), \quad c_2 := \frac{\partial}{\partial x_1} f(y), \quad c_3 := \frac{\partial}{\partial x_2} f(y), \quad c_4 := \frac{1}{2} \frac{\partial^2}{\partial x_1^2} f(y),$$

$$c_5 := \frac{1}{2} \frac{\partial^2}{\partial x_1 \partial x_2} f(y), \quad c_6 := c_5, \quad c_7 := \frac{1}{2} \frac{\partial^2}{\partial x_2^2} f(y).$$  \hspace{1cm} (76)

Then, given $y \in \Omega_e$ and neglecting the third-order terms, $f$ can be approximated by a truncated Taylor expansion as

$$f \approx \sum_{i=1}^{7} c_i g_i,$$  \hspace{1cm} (77)

36
with value at \( x \in \Omega_e \) approximated by

\[
f(x) \approx \sum_{i=1}^{7} c_i g_i(x).
\]  

(78)

Note that \( C^2(\Omega) \) is a linear space and \( g_i \in C^2(\Omega) \) for \( i = 1, \ldots, 7 \) hence due to the linearity of \( F \) we have

\[
F(f)(x) \approx \sum_{i=1}^{7} c_i F(g_i)(x).
\]  

(79)

Expanding the above sum we get

\[
F(f)(x) \approx f(y)F(g_1)(x) + \frac{\partial}{\partial x_1} f(y)F(g_2)(x) + \frac{\partial}{\partial x_2} f(y)F(g_3)(x)
\]

\[
+ \frac{1}{2} \left[ \frac{\partial^2}{\partial x_1^2} f(y)F(g_4)(x) + \frac{\partial^2}{\partial x_1 \partial x_2} f(y)F(g_5)(x)
\]

\[
+ \frac{\partial^2}{\partial x_2^2} f(y)F(g_6)(x) + \frac{\partial^2}{\partial x_2^2} f(y)F(g_7)(x) \right].
\]  

(80)

(81)

(82)

Because we want \( F \) to be an approximation of the gradient operator (ideally, we would like it to be exactly the gradient operator) on \( \Omega_e \), we set the equality

\[
\nabla f(x) = F(f)(x), \quad \forall x \in \Omega_e.
\]  

(83)

The above equality holds if the approximation below holds

\[
\nabla f(x) \approx f(y)F(g_1)(x) + \frac{\partial}{\partial x_1} f(y)F(g_2)(x) + \frac{\partial}{\partial x_2} f(y)F(g_3)(x)
\]

\[
+ \frac{1}{2} \left[ \frac{\partial^2}{\partial x_1^2} f(y)F(g_4)(x) + \frac{\partial^2}{\partial x_1 \partial x_2} f(y)F(g_5)(x)
\]

\[
+ \frac{\partial^2}{\partial x_2^2} f(y)F(g_6)(x) + \frac{\partial^2}{\partial x_2^2} f(y)F(g_7)(x) \right].
\]  

(84)
Hence, the relation above provides a sufficient condition for $F$ to be at least a second-order approximation of the derivative operator. In fact, if $x = y$, then (84) implies

$$\nabla f(y) \approx f(y)F(g_1)(y) + \frac{\partial}{\partial x_1} f(y)F(g_2)(y) + \frac{\partial}{\partial x_2} f(y)F(g_3)(y)$$
$$+ \frac{1}{2} \left[ \frac{\partial^2}{\partial x_1^2} f(y)F(g_4)(y) + \frac{\partial^2}{\partial x_1 \partial x_2} f(y)F(g_5)(y) + \frac{\partial^2}{\partial x_2^2} f(y)F(g_6)(y) + \frac{\partial^2}{\partial x_1 \partial x_2} f(y)F(g_7)(y) \right].$$

The above relation shows that the following conditions are sufficient for $F$ to be at least a second-order approximation of $\nabla f$:

$$\begin{aligned}
F(g_1)((x_e, y_e)) &= [0, 0]^T, \ i \neq 2, i \neq 3, \\
F(g_2)((x_e, y_e)) &= [1, 0]^T, \\
F(g_3)((x_e, y_e)) &= [0, 1]^T.
\end{aligned}$$

(86)

for any point $(x_e, y_e) \in \Omega_e$. 

38