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Abstract

The exact range of the positive real parameter $p$ is determined so that the multiplications by polynomial functions acting on Bergman spaces over generalized complex ellipsoids are essentially $p$-normal.

1 Introduction

Recall that an operator $T$ on a Hilbert space is (Schatten) $p$-summable, $0 < p < \infty$, if $(TT^*)^{p/2}$ is trace class [24][Chapter 11], [30,58]. (Equivalently, if the sequence of singular values $s_j = \inf\{|\|T - F\|| : \text{rank}(F) \leq j\}$ belongs to $l^p$.) A commuting tuple $(T_1, \ldots, T_m)$ of operators on a Hilbert space $\mathcal{H}$ is called $p$-essentially normal if all of the commutators $[T_j, T_k^*], j, k = 1, \ldots, m$ are $p$-summable. Alternatively, $p$-essential normality can be attributed to the Hilbert $\mathbb{C}[z_1, \ldots, z_m]$-module generated by $(T_1, \ldots, T_m)$, namely, $\mathcal{H}$ with the module action $P(z_1, \ldots, z_m) \cdot f, P \in \mathbb{C}[z_1, \ldots, z_m], f \in \mathcal{H}$ given by $P(T_1, \ldots, T_m) f$. In noncommutative geometry, $p$-essential normality is important in the study of differentiable structures [21–23,31] as well as the construction of the Chern-Connes character for noncommutative spaces [14,15].

This article is about the $p$-essential normality of the multiplications by the coordinate functions acting on the Bergman space $L^2_\alpha$ of square-integrable holomorphic functions over the egg domains of the form

$$\Omega_1 := \left\{ \sum_{j=1}^{m} |z_j|^{2p_j} < 1 \right\} \subseteq \mathbb{C}^m, \quad p_j > 0, \quad (1)$$
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or more generally of the form
\[
\Omega_2 := \left\{ \sum_{k=1}^{K} \left( \sum_{j=1}^{j_k} |z_{jk}|^{2p_{jk}} \right)^{a_k} \leq C^{j_1+\ldots+j_K}, \quad p_{jk}, a_k > 0. \right\}
\]

(When all \( p_{jk} \) equal 1, \( \Omega_2 \) is called a generalized complex ellipsoid in [37,38].) Note that \( \Omega_2 \) is always pseudoconvex (because it is a logarithmically convex, complete Reinhard domain [52, Theorem 3.28]), but, assuming all \( a_k \geq 1 \), it is strongly pseudoconvex with \( C^2 \) boundary exactly when all \( p_{jk}, a_k \) equal 1. (Compare [17].)

To put the main result of this paper in a proper context, a brief survey of the literature related to the \( p \)-essential normality of the usual Hilbert modules of analytic functions is given. In what follows, module actions are always given by multiplication with polynomial functions. First, note that the \( p \)-essential normality of, say, a Bergman module is closely related to the Schatten membership of the Hankel operators \( H_f := (I - P)M_f P \) as well as the commutators \( C_f := [M_f, P] \) associated to coordinate functions \( f \). (Here, \( M_f \) is the multiplication by \( f \), and \( P \) is the orthogonal projection in \( L^2 \) onto \( L^2_a \), the so-called Bergman projection.) More precisely, the formal identities
\[
[M_{z_j}, M_{z_k}^*] = C_{z_j} M_{z_k},
\]
show that the Bergman module is \( p \)-essentially normal if all commutators \( C_f \) associated to coordinate functions are \( p \)-summable, and that \( C_f \) is \( p \)-summable if and only if both \( H_f \) and \( H_f^* \) are so. (Obviously, \( H_f \) is zero for holomorphic functions \( f \).) Here is our survey:

- The Bergman module on the unit ball of \( \mathbb{C}^m \) is \( p \)-essentially normal exactly when \( p > 1/2 \) and \( m = 1 \), or \( p > m > 1 \) [2,4]. The \( m \)-shift (or Drury-Arveson) module \( H^2_m \) is \( p \)-essentially normal if and only if \( p > 0 \) and \( m = 1 \), or \( p > m > 1 \) [5].
- The Hardy module on a smoothly bounded, strongly pseudoconvex domain is \( p \)-essentially normal if \( p \) is strictly larger than the complex dimension of the domain [10, Theorem 13.1], [26, Proposition 1].
- The Schatten membership of the commutators \( C_f \), as well as the Hankel operators, are studied in:
  - [2–4, 34, 36, 45, 51, 54, 62–64, 67, 69] for the Bergman space on the unit ball.
  - [66] for the Bergman space on bounded symmetric domains.
  - [27, 28, 46–49, 53, 57, 68] for the Hardy spaces on the unit sphere.
  - [41, 42, 50] for the Hardy space on smoothly bounded, strongly pseudoconvex domains.
  - [33, 65] for the Segal–Bargmann (or Fock) space.
  - [8] for \( P \) being a Calderon-Zygmund operator associated to a homogeneous space.
• The essential normality of the Bergman module on a bounded, pseudoconvex domain is equivalent to the compactness of the \( \partial \)-Neumann operator \( N_1 \) on \((0,1)\)-forms with \( L^2 \) coefficients [13,29,55,56]. (The essential normality means that the \( \mathbb{C}^* \)-algebra generated by multiplications with coordinate functions is commutative modulo the ideal of compact operators.) Several sufficient conditions for this are given in the literature [11,12,32,44]. For example, strongly pseudoconvex domains, domains of finite type, and pseudoconvex domains with real analytic boundary have compact \( N_1 \). Other approaches to the essential normality of Bergman modules are given in [6,7,9,16,39,56,61].

The first main result of this article is:

**Theorem 1** The Bergman module on the domain \((1)\) is \( p \)-essentially normal if and only if

\[
p > \begin{cases} \frac{1}{2}, & m = 1, \\ \max \left\{ m, p_j(m - 1) : j = 1, \ldots, m \right\}, & m > 1. \end{cases}
\]

This result was first stated without proof in [35]. Our next result generalizes this:

**Theorem 2** The Bergman module on the domain \( \Omega_2 \) given in \((2)\) is \( p \)-essentially normal if and only if

\[
p > \begin{cases} \frac{1}{2}, & d = 1, \\ \max \left\{ d, q_1, \ldots, q_K \right\}, & d > 1, \end{cases}
\]

where

\[ d = j_1 + \cdots + j_K \]

is the complex dimension of \( \Omega_2 \), and for each \( k = 1, \ldots, K \),

\[
q_k = \begin{cases} \max \left\{ a_k p_{j_k}(d - j_k) : j = 1, \ldots, j_k \right\}, & j_k = 1, \\ \max \left\{ p_{j_k}(d - 1), a_k p_{j_k}(d - j_k) : j = 1, \ldots, j_k \right\}, & j_k > 1 = a_k, \\ \max \left\{ p_{j_k}(d - 1), a_k p_{j_k}(d - j_k), \frac{2a_k(d - j_k)}{1/p_{j_k} + 1/j_{l_k}} : j, l = 1, \ldots, j_k, j \neq l \right\}, & j_k > 1 \neq a_k. \end{cases}
\]

An interesting phenomenon appearing here (already observed in [40]; see also [35]) is that for weakly pseudoconvex domains, in contrast to strongly pseudoconvex ones, the cut-off values for the \( p \)-summability of the Bergman modules depend not only on the dimensions of the domains but also on their boundary geometry. In our case of the egg domains of type \((1)\) or \((2)\), this geometry is manifested in the maximum order of contact of the boundary with complex analytic curves (in the sense of D’Angelo [18,19]).

This paper is organized as follows: I gather several facts needed in the proof of the main results in Sect. 2. Theorems 1 and 2 are respectively proved in Sects. 3 and 4.
2 Preliminaries

This section provides some facts needed in the proof of Theorems 1 and 2.

Lemma 3 Given positive real numbers $a$, $b$, and real variable $x$, we have

\[
\frac{\Gamma(x + a)}{\Gamma(x + b)} x^{b-a} = 1 + \frac{(a-b)(a+b-1)}{2x} + \frac{(a-b)(a-b-1)}{24x^2} + O\left(\frac{1}{x^3}\right),
\]

\[
\frac{\Gamma(x + a)^2}{\Gamma(x + a + 2b)} = 1 - \frac{a^2}{x} + \frac{a^2(a^2 + 2a - 1)}{2x^2} + O\left(\frac{1}{x^3}\right),
\]

\[
\frac{\Gamma(x + a)\Gamma(x + 2a + b)}{\Gamma(x + a + b)\Gamma(x + 2a)} = 1 + \frac{ab}{x} + \frac{ab(ab - 3\alpha - b + 1)}{x^2} + O\left(\frac{1}{x^3}\right),
\]

\[
\frac{(x + a)^2}{x(x + 2a)} = 1 + \frac{a^2}{x^2} + O\left(\frac{1}{x^3}\right),
\]

\[
\frac{(x + a)(x + 2a + b)}{(x + a + b)(x + 2a)} = 1 - \frac{ab}{x^2} + O\left(\frac{1}{x^3}\right).
\]

as $x \to \infty$.

**Proof** The first formula is proved in [60] as well as [1, Appendix C]. The next two are immediate from it. 

Lemma 4 Let $\sum a_j$ and $\sum b_j$ be two series with nonnegative terms, and let $p > 0$. Then $\sum (a_j + b_j)^p$ converges if and only if both $\sum a_j^p$ and $\sum b_j^p$ converge.

**Proof** Immediate from

\[
\max\left\{a_j^p, b_j^p\right\} \leq (a_j + b_j)^p \leq (2 \max\{a_j, b_j\})^p \leq 2^p \left(a_j^p + b_j^p\right).
\]

The proof of Theorem 1 depends on the following fact about the convergence of higher zeta series. (Compare [43,59].) In what follows, $\mathbb{N}$ and $\mathbb{N}_+$ respectively denote the set of nonnegative and positive integers.

Lemma 5 Suppose positive integer $m$ and real numbers $b, a_1, \ldots, a_m$. Then: (a) The series

\[
A := \sum_{i \in \mathbb{N}_+^m} \frac{i_1^{a_1} \cdots i_m^{a_m}}{(i_1 + \cdots + i_m)^b}
\]

converges if and only if

\[
b > \max\left\{\sum_{j \in J} (a_j + 1) : \emptyset \neq J \subseteq \{1, \ldots, m\}\right\}. \quad (3)
\]

Specially, if all $a_j$ are $\geq -1$, then $A$ converges if and only if

\[
b > a_1 + \cdots + a_m + m.
\]
(b) Given positive integer \( k \) and real number \( a \), the series

\[
B := \sum_{i \in \mathbb{N}^{m+k}} i_1^{a_1} \cdots i_m^{a_m} (i_{m+1} + \cdots + i_{m+k})^a \quad (i_1 + \cdots + i_{m+k})^b
\]

converges if and only if the series

\[
\sum_{i \in \mathbb{N}^{m+1}} i_1^{a_1} \cdots i_m^{a_m} i_{m+1}^{a+k-1} \quad (i_1 + \cdots + i_{m+1})^b
\]

converges, if and only if

\[
b > \max \left\{ \sum_{j \in J} (a_j + 1), a + k, a + k + \sum_{j \in J} (a_j + 1) : \emptyset \neq J \subseteq \{1, \ldots, m\} \right\}.
\]

**Proof** (a) We prove by induction on \( m \) that \( A < \infty \) if and only if (3) holds, if and only if

\[
A' := \sum_{i \in \mathbb{N}^{m-1}_+} i_1^{a_1} \cdots i_m^{a_m} \log(i_1 + \cdots + i_m) \quad (i_1 + \cdots + i_m)^b < \infty.
\]

The case \( m = 1 \) is clear, so assume \( m > 1 \). We split the proof into two cases. Case I: All \( a_j \) are nonnegative. In this case, \( A \) is dominated by \( \sum (i_1 + \cdots + i_m)^{-c} \), where \( c = b - \sum a_j \). This latter series equals \( \sum_{N \in \mathbb{N}^+} N^{-c} \mu \), where \( \mu = \binom{N-1}{m-1} \) is the number of tuples \( (i_1, \ldots, i_m) \) of positive integers that sum up to \( N \). Since \( \mu \) grows like \( N^{m-1} \) when \( N \to \infty \), it follows that \( A \) converges if \( c > m \), namely if \( b > \sum a_j + m \). Conversely, we show that \( A \) diverges when \( b = \sum a_j + m \). Since \( b > a_m \), the general summand of \( A \) is decreasing with respect to \( i_m \) provided that \( i_m \geq r (i_1 + \cdots + i_{m-1}) \), where \( r = a_m / (b - a_m) > 0 \). By the integral test, it suffices to show that the series

\[
A_1 := \sum_{i \in \mathbb{N}^{m-1}_+} i_1^{a_1} \cdots i_{m-1}^{a_{m-1}} \int_{r(i_1+\cdots+i_{m-1})+1}^\infty \frac{x^{a_m}}{(i_1 + \cdots + i_{m-1} + x)^b} dx
\]

diverges. After the change of variables \( x = (i_1 + \cdots + i_{m-1}) t \),

\[
A_1 = \sum_{i \in \mathbb{N}^{m-1}_+} i_1^{a_1} \cdots i_{m-1}^{a_{m-1}} \int_{r+1}^{\infty} \frac{t^{a_m}}{(t+1)^b} dt \geq \sum_{i \in \mathbb{N}^{m-1}_+} i_1^{a_1} \cdots i_{m-1}^{a_{m-1}} \int_{r+1}^{\infty} \frac{t^{a_m}}{(t+1)^b} dt.
\]
By the induction hypothesis, $A_1$ diverges. So far, we have shown that $A < \infty$ if and only if (3) holds. If (3) holds, choosing $\epsilon > 0$ such that (3) still holds when $b$ is replaced by $b - \epsilon$, then $A'$ converges because it is dominated by the convergent series

$$\sum_{i \in \mathbb{N}^m} i_1^{a_1} \cdots i_m^{a_m} (i_1 + \cdots + i_m)^{b - \epsilon}.$$ 

Clearly, the convergence of $A'$ implies the convergence of $A$.

Case II: At least one $a_j$ is negative. Without loss of generality suppose $a_m < 0$.

First assume that $A$ converges. Then, by the integral test,

$$A_2 := \sum_{i \in \mathbb{N}^{m-1}} i_1^{a_1} \cdots i_{m-1}^{a_{m-1}} \int_1^{\infty} \frac{x^{a_m} dx}{(i_1 + \cdots + i_{m-1} + x)^b} < \infty.$$ 

After the change of variables $x = (i_1 + \cdots + i_{m-1})t$,

$$A_2 = \sum_{i \in \mathbb{N}^{m-1}} i_1^{a_1} \cdots i_{m-1}^{a_{m-1}} \int_{\frac{1}{i_1 + \cdots + i_{m-1}}}^{\infty} \frac{t^{a_m} dt}{(t + 1)^b}.$$ 

Since

$$A_2 \geq \sum_{i \in \mathbb{N}^{m-1}} i_1^{a_1} \cdots i_{m-1}^{a_{m-1}} \int_{\frac{1}{i_1 + \cdots + i_{m-1}}}^{\infty} \frac{t^{a_m} dt}{(t + 1)^b},$$

it follows that both

$$A_3 := \sum_{i \in \mathbb{N}^{m-1}} i_1^{a_1} \cdots i_{m-1}^{a_{m-1}}$$

and

$I := \int_{1}^{\infty} \frac{t^{a_m} dt}{(t + 1)^b}$

converge. The integral $I$ converges exactly when

$$b > a_m + 1. \quad (4)$$

By the induction hypothesis and Case I, $A_3$ converges exactly when

$$b > \max \left\{ a_m + 1 + \sum_{j \in J} (a_j + 1) : J \subseteq \{1, \ldots, m-1\} \right\}. \quad (5)$$

Therefore, the convergence of $A_2$ implies the convergence of

$$A_4 := \sum_{i \in \mathbb{N}^{m-1}} i_1^{a_1} \cdots i_{m-1}^{a_{m-1}} \int_{\frac{1}{i_1 + \cdots + i_{m-1}}}^{1} \frac{t^{a_m} dt}{(t + 1)^b}.$$
Since \((t + 1)^{-b}\) is bounded between \(2^{-b}\) and 1 when \((i_1 + \cdots + i_{m-1})^{-1} \leq t \leq 1\), it follows that the convergence of \(A_4\) is equivalent to the convergence of

\[
A_5 := \sum \frac{i_1^{a_1} \cdots i_{m-1}^{a_{m-1}}}{(i_1 + \cdots + i_{m-1})^{b-a_{m-1}}} \int_1^{1/(i_1 + \cdots + i_{m-1})} t^{a_m} \, dt.
\]

According to whether \(a_m < -1\), \(a_m = -1\), or \(a_m > -1\), the convergence of \(A_5\) is respectively equivalent to the convergence of the series:

\[
\sum \frac{i_1^{a_1} \cdots i_{m-1}^{a_{m-1}}}{(i_1 + \cdots + i_{m-1})^b},
\]

\[
\sum \frac{i_1^{a_1} \cdots i_{m-1}^{a_{m-1}} \log(i_1 + \cdots + i_{m-1})}{(i_1 + \cdots + i_{m-1})^b},
\]

or

\[
\sum \frac{i_1^{a_1} \cdots i_{m-1}^{a_{m-1}}}{(i_1 + \cdots + i_{m-1})^{b-a_{m-1}}}.
\]

By the induction hypothesis and Case I, it follows that the convergence of \(A_2\) implies ((4) and (5)) together with

\[
b > \max \left\{ \sum_{j \in J} (a_j + 1) : J \subseteq \{1, \ldots, m - 1\} \right\}
\]

whenever \(a_m < -1\).

Similarly, ((4) and (5) and (6)) is logically equivalent to (3). Conversely, assume that (3) holds. Reversing the arguments above shows that \(A_2\) converges. Then, by the integral test,

\[
A_6 := \sum_{i \in \mathbb{N}^{m-1}, i_m > 1} \frac{i_1^{a_1} \cdots i_m^{a_m}}{(i_1 + \cdots + i_{m-1})^b} < \infty.
\]

Note that

\[
A = A_6 + \sum_{i \in \mathbb{N}^{m-1}} \frac{i_1^{a_1} \cdots i_{m-1}^{a_{m-1}}}{(i_1 + \cdots + i_{m-1} + 1)^b} \leq A_6 + \sum_{i \in \mathbb{N}^{m-1}} \frac{i_1^{a_1} \cdots i_{m-1}^{a_{m-1}}}{C^b(i_1 + \cdots + i_{m-1})^b},
\]

where \(C\) equals 1 if \(b > 0\), and equals 2 otherwise. Since the second series converges by the induction hypothesis and Case I, it follows that \(A < \infty\). We have shown that \(A < \infty\) if and only if (3) holds. Similar to Case I, one can show that (3) is equivalent to \(A' < \infty\).
(b) Note that
\[ B = \sum_{i \in \mathbb{N}_+^{m+1}, N \in \mathbb{N}_+} \frac{i_1^{a_1} \cdots i_m^{a_m} N^\mu \mu}{(i_1 + \cdots + i_m + N)^b}, \]
where \( \mu = \binom{N-1}{k-1} \) is the number of tuples \((i_{m+1}, \ldots, i_{m+k})\) of positive integers that sum up to \( N \). To study the convergence, one can replace \( \mu \) by \( N^{k-1} \), and the result follows from (a).

During the proof of Theorem 2, we will need to know exactly when each of the following higher zeta series (beside the ones appearing in Lemma 5) converge:

\[
\sum_{i_1,j_1} \cdots \sum_{i_m,j_m} \frac{i_1^{a_1} \cdots i_m^{a_m}}{(i_1 + \cdots + i_m)^b},
\]

\[
\sum_{i_1,j_1} \cdots \sum_{i_m,j_m} \frac{i_1^{a_1} \cdots i_m^{a_m}}{(i_1 + \cdots + i_m)^b},
\]

\[
\sum_{i_1,j_1} \cdots \sum_{i_m,j_m} \frac{i_1^{a_1} \cdots i_m^{a_m} \cdot \text{something}}{(i_1 + \cdots + i_m)^b},
\]

Here, all parameters \( b, a_1, a_2, \ldots \) are real numbers. The following two lemmas solve this problem. Their proof is modeled on the arguments in [59, Lemma 2].

**Lemma 6** Let \( L \) be a finite collection of linear functionals \( l = l(i_1, \ldots, i_m) : \mathbb{N}_+^m \to \mathbb{R} \) with nonnegative coefficients \( \partial l / \partial i_j, j = 1, \ldots, m \). Suppose that to each \( l \in L \), there associates a real number \( a \). Let \( b \) be a real number. If the infinite series

\[
S := \sum_{i \in \mathbb{N}_+^m} \frac{\prod_{l \in L} l(i_1, \ldots, i_m)^a}{(i_1 + \cdots + i_m)^b}
\]

converges, then

\[
b > \max \left\{ |J| + \sum_{J \sim l, l \in L} a : \emptyset \neq J \subseteq \{1, \ldots, m\} \right\},
\]

where \( |J| \) is the cardinality of \( J \), and the notation \( J \sim l \) indicates that \( \partial l / \partial i_j \neq 0 \) for some \( j \in J \). The same is true if one \( l(i_1, \ldots, i_m) \) is replaced by \( | - i_1 + i_2 + \cdots + i_m | \).

**Proof** We argue by induction on \( m \). Since the case \( m = 1 \) is clear, assume \( m > 1 \). Note that (7) can be written as

\[
b > \max\{b_1, b_1 + b_{12}, b_2\},
\]
where

\[b_1 := 1 + \sum_{\{1\} \sim I} a,\]

\[b_{12} := \max \left\{ |J| + \sum_{J \sim I, \{1\} \sim I} a : \emptyset \neq J \subseteq \{2, \ldots, m\} \right\},\]

\[b_2 := \max \left\{ |J| + \sum_{J \sim I} a : \emptyset \neq J \subseteq \{2, \ldots, m\} \right\}.\]

Define the function

\[\chi : \mathbb{R} \to \mathbb{R}, \quad \chi(x) = \begin{cases} 1, & \text{if } x \geq 0, \\ 2, & \text{if } x < 0. \end{cases}\]  

(9)

The convergence of \(S\) implies the convergence of

\[\sum_{i_1 \geq 1 = i_2 = \cdots = i_m} \prod l(i_1, \ldots, i_m)^a \over (i_1 + \cdots + i_m)^b\]  

(10)

as well as

\[\sum_{i_1 \geq i_2 + \cdots + i_m} \prod l(i_1, \ldots, i_m)^a \over (i_1 + \cdots + i_m)^b\]  

(11)

The convergence of the series (10) implies \(b > b_1\). Note that on the region \(i_1 \geq i_2 + \cdots + i_m\), two quantities \(i_1\) and \(i_1 + \cdots + i_m\) are comparable in the sense that

\[\frac{i_1 + \cdots + i_m}{2} \leq i_1 \leq i_1 + \cdots + i_m.\]  

(12)

Since \(b > b_1\), this shows that the series (11) dominates

\[\sum_{i_1 \geq i_2 + \cdots + i_m} \prod l \left( \frac{i_1 + \cdots + i_m}{\chi(-a)}, i_2, \ldots, i_m \right)^a \over (i_1 + \cdots + i_m)^b l_i \geq \sum_{i_1 \geq i_2 + \cdots + i_m} \prod_{\{1\} \sim I} l^a \over (i_1 + \cdots + i_m)^{b-b_1+1} \]

\[\geq \sum_{i_2, \ldots, i_m \geq 1} \int_{i_2 + \cdots + i_m}^{\infty} \prod_{\{1\} \sim I} l^a \over (i_1 + \cdots + i_m)^{b-b_1+1} di_1 \cong \sum_{i_2, \ldots, i_m \geq 1} \prod_{\{1\} \sim I} l^a \over (i_2 + \cdots + i_m)^{b-b_1+1}.\]

Here, \(A \gtrsim B\) means that \(A\) is greater than \(B\) multiplied by a positive constant depending only on the parameters \(a, b\); and, \(A \cong B\) means \(A \gtrsim B \cong A\). Therefore, by the induction hypothesis, \(b - b_1 > b_{12}\). We have shown that part of (7) which contains the contribution from \(1 \in J\). Similar arguments (namely, summing over each of the regions \(i_j \geq \sum_{k \neq j} i_k, j = 2, \ldots, m\) instead of \(i_1 \geq \sum_{k=2}^m i_k\)) imply \(b > b_2\).
Finally, assume that one \( I(i_1, \ldots, i_m) \) is of the form \(| - i_1 + i_2 + \cdots + i_m |\). The proof above works after making the following modifications:

1 In the proof of \( b > b_1 + b_{12} \), replace the region \( i_1 \geq i_2 + \cdots + i_m \) with \( i_1 \geq 3(i_2 + \cdots + i_m) \), and the comparability estimate (12) with

\[
\frac{i_1 + 3(i_2 + \cdots + i_m)}{2} \leq i_1 \leq i_1 + 2(i_2 + \cdots + i_m).
\]

2 In the proof of \( b > b_2 \), for each \( j = 2, \ldots, m \), replace the region \( i_j \geq \sum_{k \neq j} i_k \) with \( i_j \geq 3 \sum_{k \neq j} i_k \), and the comparability estimate (12) with

\[
\frac{i_j + 3 \sum_{k \neq j} i_k}{2} \leq i_j \leq i_j + 2 \sum_{k \neq j} i_k.
\]

The proof is complete. \( \square \)

Lemma 7 The converse of Lemma 6 holds if \( S \) is any of the following series:

(a) \[
A := \sum_{i \in \mathbb{N}^4_+} \frac{i_1^{a_1} i_2^{a_2} i_3^{a_3} (i_1 + i_2)^{a_{12}}}{(i_1 + i_2 + i_3)^b}.
\]

(b) \[
B := \sum_{i \in \mathbb{N}^4_+} \frac{i_1^{a_1} i_2^{a_2} i_3^{a_3} i_4^{a_4} (i_1 + i_2)^{a_{12}}}{(i_1 + i_2 + i_3 + i_4)^b}.
\]

(c) \[
C := \sum_{i \in \mathbb{N}^4_+} \frac{i_1^{a_1} i_2^{a_2} i_3^{a_3} i_4^{a_4} (i_1 + i_2 + i_3)^{a_{123}}}{(i_1 + i_2 + i_3 + i_4)^b}.
\]

(d) \[
D := \sum_{i \in \mathbb{N}^5_+} \frac{i_1^{a_1} i_2^{a_2} i_3^{a_3} i_4^{a_4} i_5^{a_5} (i_1 + i_2 + i_3 + i_4)^{a_{1234}}}{(i_1 + i_2 + i_3 + i_4 + i_5)^b}, \quad a_{1234} > 0.
\]

(e) \[
E := \sum_{i \in \mathbb{N}^4_+} \frac{i_1^{a_1} i_2^{a_2} i_3^{a_3} i_4^{a_4} (i_1 + i_2)^{a_{12}} (i_3 + i_4)^{a_{34}}}{(i_1 + i_2 + i_3 + i_4)^b}, \quad a_1 + a_{12} > -1.
\]

(f) \[
F := \sum_{i \in \mathbb{N}^5_+} \frac{i_1^{a_1} i_2^{a_2} i_3^{a_3} i_4^{a_4} i_5^{a_5} (i_1 + i_2)^{a_{12}} (i_3 + i_4)^{a_{34}}}{(i_1 + i_2 + i_3 + i_4 + i_5)^b}, \quad a_1 + a_{12} > -1.
\]
Proof (a) We should show that $A$ converges assuming
\[ b > \max\{b_1, b_2, b_1 + b_2\}, \tag{13} \]
where
\[ b_1 := a_3 + 1, \]
\[ b_2 := \max\{a_1 + a_{12} + 1, a_2 + a_{12} + 1, a_1 + a_2 + a_{12} + 2\}. \]

Since
\[ A \leq A_1 + A'_2 + A''_2, \]
\[ A_1 := \sum_{i_3 \geq i_1 + i_2} \frac{i_1^{a_1} i_2^{a_2} i_3^{a_3} (i_1 + i_2)^{a_{12}}}{(i_1 + i_2 + i_3)^b}, \]
\[ A'_2 := \sum_{1 \leq i_3 \leq i_1 + i_2} \frac{i_1^{a_1} i_2^{a_2} i_3^{a_3} (i_1 + i_2)^{a_{12}}}{(i_1 + i_2 + i_3)^b}, \]
\[ A''_2 := \sum_{1 < i_3 \leq i_1 + i_2} \frac{i_1^{a_1} i_2^{a_2} i_3^{a_3} (i_1 + i_2)^{a_{12}}}{(i_1 + i_2 + i_3)^b}, \]
it suffices to show that $A_1, A'_2$ and $A''_2$ converge. Since $b > b_1$,
\[
A_1 \leq \sum_{i_3 \geq i_1 + i_2} \frac{i_1^{a_1} i_2^{a_2} (i_1 + i_2)^{a_{12}} (i_1 + i_2 + i_3)^{a_3}}{(i_1 + i_2 + i_3)^b} \leq \sum_{i_1, i_2 \geq 1} \int_{i_1 + i_2 - 1}^{\infty} \frac{i_1^{a_1} i_2^{a_2} (i_1 + i_2)^{a_{12}}}{(i_1 + i_2 + i_3)^b} d_i_3
\]
\[
\lesssim \sum \frac{i_1^{a_1} i_2^{a_2}}{(i_1 + i_2)^{b - b_1 - a_{12}}}. \]

Therefore, $A_1 < \infty$ according to Lemma 5.(a) and because $b > b_1 + b_2$. We have $A'_2 < \infty$ because $b > b_2$. The series $A''_2$ is dominated by
\[
\sum_{1 < i_3 \leq i_1 + i_2} \frac{i_1^{a_1} i_2^{a_2} (i_1 + i_2)^{a_{12}} (i_1 + i_2 + i_3)^{a_3}}{(\chi(b)(i_1 + i_2))^b} \lesssim \sum_{i_1, i_2 \geq 1} \int_{i_1}^{i_1 + i_2 + 1} \frac{i_1^{a_1} i_2^{a_2} i_3^{a_3}}{(i_1 + i_2)^{b - a_{12}} d_i_3}. \]

Therefore, if $a_3 > -1$, then $A''_2$ is dominated by
\[
\sum \frac{i_1^{a_1} i_2^{a_2}}{(i_1 + i_2)^{b - a_{12} - b_1}}, \]
and this latter series converges according to Lemma 5.(a) and because $b > b_1 + b_2$. If $a_3 < -1$, then $A''_2$ is dominated by
\[
\sum \frac{i_1^{a_1} i_2^{a_2}}{(i_1 + i_2)^{b - a_{12}}}, \]
and this latter series converges according to Lemma 5.(a) and because $b > b_2$. If $a_3 = -1$, then $A_p'$ is dominated by

$$
\sum \frac{i_1^a i_2^b \log(i_1 + i_2)}{(i_1 + i_2)^{b-a_12}} \lesssim \sum \frac{i_1^a i_2^b}{(i_1 + i_2)^{b-a_{12} - \varepsilon}},
$$

where we have chosen $\varepsilon > 0$ small enough such that (13) holds for $b$ replaced by $b - \varepsilon$. This latter series is finite according to Lemma 5.(a) and because $b - \varepsilon > b_2$.

(b, c) The series $B$ and $C$ are treated similar to $A$, now summing over regions $i_4 \geq i_1 + i_2 + i_3$, $1 = i_4 \leq i_1 + i_2 + i_3$, and $1 < i_4 \leq i_1 + i_2 + i_3$.

(d) Since $a_{1234} > 0$, the series $D$ is dominated by

$$
\sum \frac{i_1^a i_2^b i_3^a i_4^b i_1 + i_2 + i_3 + i_4)^{b-a_{1234}}}{(i_1 + i_2 + i_3 + i_4)^{b-a_{1234}}},
$$

and we are reduced to (c).

(e) Assume that the condition (7) holds for the series $E$. If $a_{12} \geq 0$, then, by Lemma 4, it suffices to show that both of the following series converge:

$$
\sum \frac{i_1^a i_2^b i_3^a i_4^b (i_1 + i_2 + i_3 + i_4)^{a_{12}}}{(i_1 + i_2 + i_3 + i_4)^{b}},
$$

$$
\sum \frac{i_1^a i_2^b i_3^a i_4^b (i_1 + i_2 + i_3 + i_4)^{a_{12}}}{(i_1 + i_2 + i_3 + i_4)^{b}}.
$$

Both of these series converge by (b). Now, assume $a_{12} < 0$. Since

$$
E \leq E_1 + E_1' + E_1'',
$$

$$
E_1 := \sum_{i_1 \geq i_2 + i_3 + i_4} \frac{i_1^a i_2^b i_3^a i_4^b (i_1 + i_2 + i_3 + i_4)^{a_{12}}}{(i_1 + i_2 + i_3 + i_4)^{b}},
$$

$$
E_1' := \sum_{1 = i_1 \leq i_2 + i_3 + i_4} \frac{i_1^a i_2^b i_3^a i_4^b (i_1 + i_2 + i_3 + i_4)^{a_{12}}}{(i_1 + i_2 + i_3 + i_4)^{b}},
$$

$$
E_1'' := \sum_{1 < i_1 \leq i_2 + i_3 + i_4} \frac{i_1^a i_2^b i_3^a i_4^b (i_1 + i_2 + i_3 + i_4)^{a_{12}}}{(i_1 + i_2 + i_3 + i_4)^{b}},
$$

...
it suffices to show that $E_1$, $E_2'$ and $E_2''$ converge. That $E_1$ and $E_2'$ converge can be proved by similar arguments given in (a) for the convergence of $A_1$ and $A_2'$, respectively. Since $a_{12} < 0$ and $a_1 + a_{12} > -1$, $E_2''$ is dominated by

$$
\sum_{1 < i_1 \leq i_2 + i_3 + i_4} \left\langle \left( i_1 + i_2 + 1 \right)^a (i_3 + i_4)^b \right\rangle \lesssim \sum_{1 < i_1 \leq i_2 + i_3 + i_4} \left\langle \left( i_1 + i_2 + 1 \right)^a (i_3 + i_4)^b \right\rangle \chi(b)(i_2 + i_3 + i_4)^b \lesssim \sum_{i_2, i_3, i_4 \geq 1} \left\langle \left( i_2 + i_3 + i_4 \right)^b - a_1 - a_{12} - 1 \right\rangle.
$$

The last series converges by (b).

(f) Arguing as in (a), namely summing over regions $i_5 \geq i_1 + i_2 + i_3 + i_4, 1 = i_5 \leq i_1 + i_2 + i_3 + i_4$, and $1 < i_5 \leq i_1 + i_2 + i_3 + i_4$, reduces us to (e). □

**Remark 8** The author guesses that the converse of Lemma 6 is true in general, but he has not yet been able to prove this. Lemma 7 is enough to prove Theorem 2.

## 3 Proof of Theorem 1

This section proves Theorem 1 about the $p$-essential normality of the Bergman module $L^2_a(\Omega_1)$ over the domain $\Omega_1$ given in (1). Since $\Omega_1$ is a complete Reinhardt domain, polynomials are dense in $L^2_a(\Omega_1)$ with respect to the topology of uniform convergence on compact subsets [52, Page 47]. Then a standard shrinking argument ([68][Page 43], [25, Page 11]) shows that the normalized monomials

$$
b_i := \frac{z^i}{\sqrt{\omega_1(i)}}, \quad i \in \mathbb{N}^m,
$$

where

$$
\omega_1(i) := \|z^i\|^2_{L^2_a(\Omega_1)},
$$

constitute an orthonormal basis for the Hilbert space $L^2_a(\Omega_1)$. An explicit formula for the norm of monomials is given by:

**Proposition 9** Given multi-index $i \in \mathbb{N}^m$, we have

$$
\omega_1(i) = \frac{\pi^m}{\prod p_j} \frac{B \left( \frac{i+1}{p} \right)}{\left\lfloor \frac{i+1}{p} \right\rfloor}.
$$
where \( \frac{i+1}{p} = \left( \frac{i_1+1}{p_1}, \ldots, \frac{i_m+1}{p_m} \right), \left\| \frac{i+1}{p} \right\| = \sum_{j=1}^{m} \frac{i_j+1}{p_j}, \) and

\[
B \left( \frac{i+1}{p} \right) = \frac{\prod_{j=1}^{m} \Gamma \left( \frac{i_j+1}{p_j} \right)}{\Gamma \left( \sum_{j=1}^{m} \frac{i_j+1}{p_j} \right)}
\]

is the multi-variable Beta function.

Proof \cite{[20]} or \cite{[35]}. \qed

Theorem 1 follows immediately from:

Proposition 10 For each coordinate function \( f = z_j \), let \( M_f : L^2_\alpha(\Omega_1) \to L^2_\alpha(\Omega_1) \) be the multiplication by \( f \). Then:

(a) Given \( i \in \mathbb{N}^m \), we have

\[
\left[ M_{z_1}, M^*_z \right] (b_i) = \lambda b_i,
\]

\[
\sqrt{\left[ M_{z_2}, M^*_z \right] \left[ M_{z_2}, M^*_z \right]^*} (b_i) = \mu b_i,
\]

where

\[
\lambda = \frac{\omega(i_1, i_2, \ldots, i_m)}{\omega(i_1 - 1, i_2, \ldots, i_m)} \delta(i_1) - \frac{\omega(i_1 + 1, i_2, \ldots, i_m)}{\omega(i_1, i_2, \ldots, i_m)} \delta(i_1),
\]

\[
\mu = \left| \sqrt{\frac{\omega(i_1, \ldots, i_m) \omega(i_1 + 1, i_2 - 1, i_3, \ldots, i_m) \omega(i_1, i_2, i_3, \ldots, i_m) \omega(i_1, i_1 + 1, i_2 - 1, i_3, \ldots, i_m)}{\omega(i_1 - 1, i_2, \ldots, i_m) \omega(i_1 - 1, i_2, \ldots, i_m) \omega(i_1, i_1 + 1, i_2 - 1, i_3, \ldots, i_m)} \delta(i_2)} \right|
\]

and

\[
\delta(x) = \begin{cases} 0, & \text{if } x = 0, \\ 1, & \text{otherwise}. \end{cases}
\]

(b) \( \left[ M_{z_1}, M^*_z \right] \) is \( p \)-summable if and only if

\[
p > \begin{cases} \frac{1}{2}, & \text{if } \dim \Omega_1 = 1, \\ \max \{ \dim \Omega_1, p_1(\dim \Omega_1 - 1) \}, & \text{if } \dim \Omega_1 > 1, \end{cases}
\]

where \( \dim \Omega_1 = m \) is the complex dimension of \( \Omega_1 \).

(c) Assume \( \dim \Omega_1 > 1 \). Then \( \left[ M_{z_2}, M^*_z \right] \) is \( p \)-summable if and only if \( p > \dim \Omega_1 \).

Proof (a) Straightforward computations.
(b) We can write
\[
\lambda = \lambda'(\lambda'' - 1),
\]
which, by Lemma 11,
\[
\lambda' = \frac{\Gamma \left( \frac{i_1+2}{p_1} \right) \Gamma \left( \frac{i_1+1}{p_1} + N \right) \frac{i_1+1}{p_1} + N}{\Gamma \left( \frac{i_1+1}{p_1} \right) \Gamma \left( \frac{i_1+2}{p_1} + N \right) \frac{i_1+2}{p_1} + N},
\]
\[
\lambda'' = \frac{\Gamma \left( \frac{i_1+1}{p_1} \right)^2 \Gamma \left( \frac{i_1}{p_1} + N \right) \Gamma \left( \frac{i_1+2}{p_1} + N \right) \left( \frac{i_1+1}{p_1} + N \right)^2}{\Gamma \left( \frac{i_1}{p_1} \right) \Gamma \left( \frac{i_1+2}{p_1} \right) \Gamma \left( \frac{i_1+1}{p_1} + N \right)^2 \left( \frac{i_1+1}{p_1} + N \right)^2} \delta(i_1),
\]
where
\[
N := \sum_{j=2}^{m} \frac{i_j + 1}{p_j}.
\]

Formula (14) shows that \( [M_{z_1}, M_{z_1}^*] \) is \( p \)-summable if and only if the infinite series \( \sum_{i \in \mathbb{N}} |\lambda|^p \) converges. In the following, we derive the asymptotic formula for \( \lambda \) when at least one of \( i_1, N \) tends to infinity.

First, assume \( m > 1 \). By Lemma 3,
\[
\lambda' \approx \begin{cases} 
\frac{\frac{1}{p_1}}{i_1} / (N + i_1) \frac{1}{p_1}, & \text{if } i_1 > 0, \\
N - \frac{1}{p_1}, & \text{if } i_1 = 0,
\end{cases}
\]
and
\[
\lambda'' - 1 \approx \begin{cases} 
\frac{\frac{1}{p_1}}{i_1} - \frac{1}{i_1+N} - \frac{1}{(i_1+N)^2} \approx \frac{N}{i_1(i_1+N)}, & \text{if } i_1 > 0, \\
1, & \text{if } i_1 = 0.
\end{cases}
\]

Here, \( f(x) \approx g(x) \) means that as \( x \) grows large, the dominant term in the asymptotic expansion of \( f(x) \) is \( g(x) \), namely \( f(x) = C g(x) + O(x^{-k}) \) for some \( k \in \mathbb{N}_0 \) and \( C > 0 \). Note that to obtain the asymptotic formula (16) (respectively, (17)), we have used Lemma 3 up to \( O(x^{-1}) \) (respectively, \( O(x^{-2}) \)). We have shown that
\[
\lambda \approx \begin{cases} 
\frac{1}{p_1} - \frac{1}{N+1} / (N + i_1) \frac{1}{p_1} + 1, & \text{if } i_1 > 0, \\
N - \frac{1}{p_1}, & \text{if } i_1 = 0.
\end{cases}
\]

Therefore, \( \sum |\lambda|^p \) converges if and only if both of the following series converge:
\[
\sum i_1 \left( \frac{1}{p_1} - 1 \right)^p N^p / (N + i_1) \left( \frac{1}{p_1} + 1 \right)^p, \quad \sum N^{\frac{p}{p_1}}.
\]
According to Lemma 5. (b), the first series converges exactly when \( p > \max \{(p_1 - 1)m, m\} \), and the second converges exactly when \( p > p_1(m - 1) \).

Next, assume \( m = 1 \). Then \( N = 0 \), and by Lemma 3,
\[
\lambda = \frac{i_1 + 1}{i_1 + 2} \left( \frac{i_1(i_1 + 2)}{(i_1 + 1)^2} - 1 \right) \approx \frac{1}{i_1^2}.
\]

Therefore, \( \sum |\lambda|^p \) converges exactly when \( p > 1/2 \).

The whole analysis proves (b).

(c) Note that an operator \( T \) on a Hilbert space is \( p \)-summable if and only if \( \sqrt{T^*T} \) is so. Formula (15) shows that \( \left[ M_{z_2}, M_{z_1}^* \right] \) is \( p \)-summable if and only if the infinite series \( \sum_{i \in \mathbb{N}^m} \mu_i^p \) converges. Since the region \( i_2 = 0 \) has no effect on the summability of this series, we assume \( i_2 > 0 \) from now on. We can write
\[
\mu = \mu' |\mu'' - 1|,
\]
\[
\mu' = \mu_1' \mu_2',
\]
which, by Lemma 11,
\[
\mu_1' = \sqrt{\frac{\Gamma \left( \frac{i_1+1}{p_1} \right) \Gamma \left( \frac{i_2+1}{p_2} \right) \Gamma \left( \frac{i_1+1}{p_1} + \frac{i_2+1}{p_2} + M \right) \Gamma \left( \frac{i_1+2}{p_1} + \frac{i_2+1}{p_2} + M \right)}{\Gamma \left( \frac{i_1+1}{p_1} \right) \Gamma \left( \frac{i_2+1}{p_2} \right) \Gamma \left( \frac{i_1+2}{p_1} + \frac{i_2+1}{p_2} + M \right)^2}},
\]
\[
\mu_2' = \sqrt{\frac{\left( \frac{i_1+1}{p_1} + \frac{i_2+1}{p_2} + M \right) \left( \frac{i_1+2}{p_1} + \frac{i_2+1}{p_2} + M \right)}{\left( \frac{i_1+2}{p_1} + \frac{i_2+1}{p_2} + M \right)^2}},
\]
\[
\mu'' = \frac{\Gamma \left( \frac{i_1+1}{p_1} + \frac{i_2+1}{p_2} + M \right) \Gamma \left( \frac{i_1+2}{p_1} + \frac{i_2+1}{p_2} + M \right) \Gamma \left( \frac{i_1+1}{p_1} + \frac{i_2+1}{p_2} + M \right) \Gamma \left( \frac{i_1+2}{p_1} + \frac{i_2+1}{p_2} + M \right)}{\Gamma \left( \frac{i_1+1}{p_1} + \frac{i_2+1}{p_2} + M \right) \Gamma \left( \frac{i_1+2}{p_1} + \frac{i_2+1}{p_2} + M \right) \Gamma \left( \frac{i_1+1}{p_1} + \frac{i_2+1}{p_2} + M \right) \Gamma \left( \frac{i_1+2}{p_1} + \frac{i_2+1}{p_2} + M \right)},
\]
where
\[
M := \sum_{j=3}^{m} \frac{i_j + 1}{p_j}.
\]

By Lemma 3,
\[
\mu' \approx i_1^{\frac{1}{p_1}} i_2^{\frac{1}{p_2}} / (i_1 + i_2 + M)^{\frac{1}{2}} \left( \frac{1}{p_1} + \frac{1}{p_2} \right),
\]
and
\[ \mu'' - 1 \approx \frac{1}{i_1 + i_2 + M} - \frac{1}{(i_1 + i_2 + M)^2} \approx \frac{1}{i_1 + i_2 + M}, \]
hence
\[ \mu \approx i_1^\frac{1}{p_1} i_2^\frac{1}{p_2} / ((i_1 + i_2 + M)^{\frac{1}{p_1} + \frac{1}{p_2}} + 1). \]
Therefore, \( \sum \mu^p < \infty \) if and only if
\[ \sum i_1^\frac{1}{p_1} i_2^\frac{1}{p_2} / ((i_1 + i_2 + M)^{\frac{1}{p_1} + \frac{1}{p_2}}) < \infty. \]

According to Lemma 5.(b), this happens exactly when \( p > m \). \( \square \)

### 4 Proof of Theorem 2

This section proves Theorem 2 about the \( p \)-essential normality of the Bergman module \( L^2_a(\Omega_2) \) over the domain \( \Omega_2 \) given in (2). For notational simplicity, we work on
\[ \Omega_2 := \left\{ \left( \sum_{j=1}^m |z_j|^{2p_j} \right)^a + \left( \sum_{k=1}^n |w_k|^{2q_k} \right)^b + \left( \sum_{l=1}^o |u_l|^{2r_l} \right)^c + \cdots < 1 \right\} \subseteq \mathbb{C}^{m+n+o+\cdots}, \quad (18) \]
instead of (2). Similar to the discussions in Sect. 3, the normalized monomials
\[ b_{\alpha, \beta, \ldots} := \frac{z^\alpha w^\beta \cdots}{\sqrt{\omega_2(\alpha, \beta, \ldots)}}, \quad (\alpha, \beta, \ldots) \in \mathbb{N}^{m+n+\cdots}, \quad (19) \]
where
\[ \omega_2(\alpha, \beta, \ldots) := \| z^\alpha w^\beta \cdots \|^2_{L^2_a(\Omega_2)} \]
constitute an orthonormal basis for the Hilbert space \( L^2_a(\Omega_2) \). An explicit formula for the norm of monomials is given by:

**Lemma 11** Given multi-indices \( \alpha \in \mathbb{N}^m, \beta \in \mathbb{N}^n, \ldots, \) we have
\[ \omega_2(\alpha, \beta, \ldots) = \frac{\pi^{m+n+\cdots}}{\prod p_j \prod q_k \cdots ab \cdots} B \left( \frac{\alpha + 1}{ap} \right) B \left( \frac{\beta + 1}{aq} \right) \cdots B \left( \frac{\alpha + 1}{ap} \right) + \frac{\beta + 1}{aq} + \cdots. \]

**Proof** [20] or [35]. \( \square \)

Theorem 2 follows immediately from:
Proposition 12  For each coordinate function $f = z_j, w_k, \ldots$, let $M_f : L^2_a(\Omega_2) \to L^2_a(\Omega_2)$ be the multiplication by $f$. Then:

(a) Given $(\alpha, \beta, \ldots) \in \mathbb{N}^{m+n+\ldots}$, we have

$$[M_{z_1}, M^*_{z_1}](b_{\alpha, \beta, \ldots}) = \lambda b_{\alpha, \beta, \ldots}, \quad (20)$$

$$\sqrt{[M_{z_2}, M^*_{z_1}][M_{z_1}, M^*_{z_1}]}(b_{\alpha, \beta, \ldots}) = \mu b_{\alpha, \beta, \ldots}, \quad (21)$$

$$\sqrt{[M_{z_2}, M^*_{w_1}][M_{z_1}, M^*_{w_1}]}(b_{\alpha, \beta, \ldots}) = \nu b_{\alpha, \beta, \ldots}, \quad (22)$$

where

$$\lambda = \frac{\omega(\alpha, \beta, \ldots)}{\omega(\alpha_1, \alpha_2, \ldots, \alpha_m, \beta, \ldots)} \delta(\alpha_1) - \frac{\omega(\alpha_1, \alpha_2, \ldots, \alpha_m, \beta, \ldots)}{\omega(\alpha, \beta, \ldots)} \delta(\alpha_1) - \frac{\omega(\alpha_1, \alpha_2, \ldots, \alpha_m, \beta, \ldots)}{\omega(\alpha, \beta, \ldots)} \delta(\alpha),$$

$$\mu = \sqrt{\frac{\omega(\alpha, \beta, \ldots) \omega(\alpha_1, \alpha_2, \ldots, \alpha_m, \beta, \ldots)}{\omega(\alpha_1, \alpha_2, \ldots, \alpha_m, \beta, \ldots)^2}} \delta(\alpha_2),$$

$$\nu = \sqrt{\frac{\omega(\alpha, \beta, \ldots) \omega(\alpha_1, \alpha_2, \ldots, \alpha_m, \beta_1, \beta_2, \ldots, \beta_n, \gamma, \ldots)}{\omega(\alpha, \beta_1 - 1, \beta_2, \ldots, \beta_n, \gamma, \ldots)^2}} - \frac{\omega(\alpha_1, \alpha_2, \ldots, \alpha_m, \beta_1, \beta_2, \ldots, \beta_n, \gamma, \ldots)}{\omega(\alpha, \beta, \ldots) \omega(\alpha_1, \alpha_2, \ldots, \alpha_m, \beta_1 - 1, \beta_2, \ldots, \beta_n, \gamma, \ldots)^2} \delta(\beta_1),$$

and

$$\delta(x) = \begin{cases} 0, & \text{if } x = 0, \\ 1, & \text{otherwise}. \end{cases}$$

(b) $[M_{z_1}, M^*_{z_1}]$ is $p$-summable if and only if

$$p > \begin{cases} \frac{1}{2}, & \text{if } \dim \Omega_2 = 1, \\ \max \{ \dim \Omega_2, ap_1(\dim \Omega_2 - m) \}, & \text{if } \dim \Omega_2 > 1, m = 1, \\ \max \{ \dim \Omega_2, p_1(\dim \Omega_2 - 1), ap_1(\dim \Omega_2 - m) \}, & \text{if } \dim \Omega_2 > 1, m > 1. \end{cases}$$

(c) Assume $m > 1$. $[M_{z_1}, M^*_{z_1}]$ is $p$-summable if and only if

$$p > \max \{ \dim \Omega_2, \frac{2p(\dim \Omega_2 - m)}{1/p_1 + 1/p_2} \}, \quad \text{if } a = 1,$$

$$p > \max \{ \dim \Omega_2, \frac{2p(\dim \Omega_2 - m)}{1/p_1 + 1/p_2} \}, \quad \text{if } a \neq 1.$$ 

(d) $[M_{z_1}, M^*_{w_1}]$ is $p$-summable if and only if $p > \dim \Omega_2$.

Proof (a) Straightforward computations.
(b) We can write

$$\lambda = \lambda'(\lambda'' - 1),$$

$$\lambda'' = \lambda_1 \lambda_2 \delta(\alpha_1),$$
which, by Lemma 11,

\[
\lambda' = \frac{\Gamma\left(\frac{a_1+2}{p_1}\right) \Gamma\left(\frac{a_1+1}{p_1} + A\right) \Gamma\left(\frac{a_1+1}{ap_1} + \frac{A}{a} + L\right) \Gamma\left(\frac{a_1+2}{ap_1} + \frac{A}{a} + L\right)}{\Gamma\left(\frac{a_1+1}{p_1}\right) \Gamma\left(\frac{a_1+2}{p_1} + A\right) \Gamma\left(\frac{a_1+2}{ap_1} + \frac{A}{a} + L\right) \Gamma\left(\frac{a_1+1}{ap_1} + \frac{A}{a} + L\right)},
\]

\[
\lambda'_{1} = \frac{\Gamma\left(\frac{a_1+1}{p_1}\right)^2 \Gamma\left(\frac{a_1+1}{p_1} + A\right) \Gamma\left(\frac{a_1+2}{p_1} + A\right) \Gamma\left(\frac{a_1+2}{ap_1} + \frac{A}{a} + L\right)}{\Gamma\left(\frac{a_1+1}{p_1}\right)^2 \Gamma\left(\frac{a_1+2}{p_1} + A\right)^2 \Gamma\left(\frac{a_1+1}{ap_1} + \frac{A}{a} + L\right) \Gamma\left(\frac{a_1+2}{ap_1} + \frac{A}{a} + L\right)},
\]

\[
\lambda'_{2} = \frac{\Gamma\left(\frac{a_1+1}{ap_1} + \frac{A}{a} + L\right) \Gamma\left(\frac{a_1+2}{ap_1} + \frac{A}{a} + L\right) \Gamma\left(\frac{a_1+1}{ap_1} + \frac{A}{a} + L\right)^2 \Gamma\left(\frac{a_1+2}{ap_1} + \frac{A}{a} + L\right)^2}{\Gamma\left(\frac{a_1+1}{ap_1} + \frac{A}{a} + L\right)^2 \Gamma\left(\frac{a_1+2}{ap_1} + \frac{A}{a} + L\right)^2}.
\]

where

\[
A = \sum_{j=2}^{m} \frac{\alpha_j + 1}{p_j},
\]

\[
L = \sum_{k=1}^{n} \frac{\beta_k + 1}{bq_k} + \sum_{l=1}^{o} \frac{\gamma_l + 1}{cr_l} + \cdots.
\]

Formula (20) shows that \([M_{z_1}, M_{z_1}^*]\) is \(p\)-summable if and only if the infinite series \(\sum |\lambda|^p\) converges. In the following, we derive the asymptotic formula for \(\lambda\) when at least one of \(\alpha_1, A, L\) tends to infinity.

First, assume \(m > 1\). By Lemma 3,

\[
\lambda' \approx \begin{cases} \frac{1}{\alpha_1} (\alpha_1 + A)^{-\frac{1}{p_1}} \left(1 - \frac{1}{\alpha}\right) / (\alpha_1 + A + L)^\frac{1}{\alpha p_1}, & \text{if } \alpha_1 > 0, \\ A^{-\frac{1}{p_1}} \left(1 - \frac{1}{\alpha}\right) / (A + L)^\frac{1}{\alpha p_1}, & \text{if } \alpha_1 = 0, \end{cases}
\]

and

\[
\lambda'' - 1 \approx -\frac{1}{\alpha_1} + \frac{1}{\alpha_1 + A} - \frac{a^{-2}}{\alpha_1 + A} + \frac{a^{-2}}{\alpha_1 + A + L} \approx \frac{A}{\alpha_1 (\alpha_1 + A)} + \frac{a^{-2}L}{(\alpha_1 + A)(\alpha_1 + A + L)},
\]

if \(\alpha_1 > 0\), and \(\lambda'' - 1 = -1\) if \(\alpha_1 = 0\). As before, \(f(x) \approx g(x)\) means that as \(x\) grows large, the dominant term in the asymptotic expansion of \(f(x)\) is \(g(x)\), namely \(f(x) = C g(x) + O(x^{-k})\) for some \(k \in \mathbb{N}_+\) and \(C > 0\). Note that to obtain the asymptotic formula (23) (respectively, (24)), we have used Lemma 3 up to \(O(x^{-1})\) (respectively, \(O(x^{-2})\)). We have shown that

\[
\lambda \approx \begin{cases} \frac{\alpha_1^{-1}}{p_1} (\alpha_1 + A)^{-\frac{1}{p_1}} (1 - \frac{1}{\alpha})^{-1} A + \frac{\alpha_1^{-1}}{p_1} (\alpha_1 + A)^{-\frac{1}{p_1}} (1 - \frac{1}{\alpha})^{-1} L, & \text{if } \alpha_1 > 0, \\ A^{-\frac{1}{p_1}} (\alpha_1 + A + L)^{-\frac{1}{\alpha p_1}}, & \text{if } \alpha_1 = 0, \end{cases}
\]
According to Lemma 4, \( \sum |\lambda|^p \) converges if and only if all of the following series converge:

\[
\sum \alpha_1 \left( \frac{1}{p_1} \right)^{(\alpha_1 - \frac{1}{a}) + 1} (\frac{1}{p_1} (1 - \frac{1}{a}) + 1)^p A^p / (\alpha_1 + A + L)^{\frac{p}{p_1}}, \tag{25}
\]

\[
\sum \alpha_1 \left( \frac{p}{p_1} \right)^{(\alpha_1 + A - \frac{1}{a}) + 1} L^p / (\alpha_1 + A + L)^{\frac{p}{p_1}}, \tag{26}
\]

\[
\sum A \left( \frac{p}{p_1} \right)^{1 - \frac{1}{a}} / (A + L)^{\frac{p}{p_1}}. \tag{27}
\]

Similar arguments as in the proof of Lemma 5.(b) show that the convergence of the series (25) is equivalent to the convergence of

\[
\sum_{i \in \mathbb{N}^3} \frac{(\frac{1}{i_1} - 1)^p}{(i_1 + i_2 - \frac{1}{a}) + 1} \left( \frac{1}{i_1} (1 - \frac{1}{a}) + 1 \right)^{p_1 - p + m - 2} \sum_{i_3} \frac{1}{i_3} \left( \frac{p}{p_1} \right)^{1 - \frac{1}{a}} / (A + L)^{\frac{p}{p_1}},
\]

where

\[ m' := \dim \Omega_2 - m = n + o + \cdots. \]

According to Lemma 7.(a), this latter series converges exactly when

\[ p > \max \{m + m', p_1 (m + m' - 1), ap_1 m'\}. \]

Likewise, the series (26) and (27) converge exactly when

\[ p > \max \{m + m', ap_1 m'\} \quad \text{and} \quad p > \max \{p_1 (m + m' - 1), ap_1 m'\}, \]

respectively.

Next, assume \( m = 1 \). Then, \( A = 0 \) and

\[
\lambda' = \frac{\Gamma \left( \frac{1}{i_1} + \frac{1}{i_1 + 1} \right)}{\Gamma \left( \frac{1}{i_1 + 1} \right)} \frac{\alpha_1 + 1}{\alpha_1} \frac{a_1 + 1}{a_1} + L,
\]

\[
\lambda'' = \left\{ \begin{array}{ll}
\frac{1}{\Gamma \left( \frac{1}{a_1 \alpha_1} \right)} \Gamma \left( \frac{a_1 + 1}{a_1 \alpha_1} \right) \Gamma \left( \frac{a_1 + 1}{a_1 \alpha_1} + L \right) \Gamma \left( a_1 + 1 + L \right), & \text{if } a_1 > 0, m' > 0, \\
\frac{1}{\Gamma \left( \frac{1}{a_1 \alpha_1} \right)} \Gamma \left( \frac{1}{a_1 \alpha_1} + L \right) \left( \frac{a_1 + 1}{a_1 \alpha_1} \right)^2 \left( \frac{a_1 + 1}{a_1 \alpha_1} + L \right)^2, & \text{if } a_1 > 0, m' = 0, \\
0, & \text{if } a_1 = 0.
\end{array} \right.
\]
(Note that $L = 0$ if $m' = 0$.) By Lemma 3,

$$
\lambda' \approx \begin{cases} 
\frac{1}{\alpha_1^{\alpha_1}} / (\alpha_1 + L) \frac{1}{\alpha_1^{\alpha_1}}, & \text{if } \alpha_1 > 0, \\
L \frac{1}{\alpha_1^{\alpha_1}}, & \text{if } \alpha_1 = 0,
\end{cases}
$$

$$
\lambda'' - 1 \approx \begin{cases} 
\frac{1}{\alpha_1} - \frac{1}{\alpha_1 + L} - \frac{1}{(\alpha_1 + L)^2} \approx \frac{L}{\alpha_1 (\alpha_1 + L)}, & \text{if } \alpha_1 > 0, m' > 0, \\
1/\alpha_1^2, & \text{if } \alpha_1 > 0, m' = 0, \\
L - \frac{1}{\alpha_1}, & \text{if } \alpha_1 = 0.
\end{cases}
$$

We have shown that

$$
\lambda \approx \begin{cases} 
\frac{1}{\alpha_1^{\alpha_1}} L / (\alpha_1 + L) \frac{1}{\alpha_1^{\alpha_1 + 1}}, & \text{if } \alpha_1 > 0, m' > 0, \\
1/\alpha_1^2, & \text{if } \alpha_1 > 0, m' = 0, \\
L - \frac{1}{\alpha_1}, & \text{if } \alpha_1 = 0.
\end{cases}
$$

According to Lemma 5.(b), the series $\sum |\lambda|^p$ converges exactly when

$$
p > \begin{cases} 
\max \{ap_1 m', m' + 1\}, & \text{if } m' > 0, \\
\frac{1}{2}, & \text{if } m' = 0.
\end{cases}
$$

The whole analysis proves (b).

(c) Formula (21) shows that $[M_{z_2}, M_{z_1}^a]$ is $p$-summable if and only if the infinite series $\sum \mu^p$ converges. Since the region $\alpha_2 = 0$ has no effect on the summability of this series, we assume $\alpha_2 > 0$. We can write

$$
\mu = \mu' |\mu'' - 1|,
$$

$$
\mu' = \mu_1 \mu_2^2 \mu_3^4,
$$

$$
\mu'' = \mu_1^{''} \mu_2^2 \mu_3^4,
$$

which, by Lemma 11,

$$
\mu_1' = \sqrt{\frac{\Gamma\left(\frac{\alpha_1 + 2}{p_1}\right) \Gamma\left(\frac{\alpha_2 + 1}{p_2}\right) \Gamma\left(\frac{\alpha_1 + 1}{p_1} + \frac{\alpha_2 + 1}{p_2} + \mathcal{A}\right) \Gamma\left(\frac{\alpha_1 + 2}{p_1} + \frac{\alpha_2}{p_2} + \mathcal{A}\right)} {\Gamma\left(\frac{\alpha_1 + 1}{p_1}\right) \Gamma\left(\frac{\alpha_2}{p_2}\right) \Gamma\left(\frac{\alpha_1 + 1}{p_1} + \frac{\alpha_2}{p_2} + \mathcal{A}\right)^2}},
$$

$$
\mu_2' = \sqrt{\frac{\Gamma\left(\frac{\alpha_1 + 2}{ap_1} + \frac{\alpha_2 + 1}{ap_2} + \frac{\mathcal{A}}{a}\right)^2} {\Gamma\left(\frac{\alpha_1 + 1}{ap_1} + \frac{\alpha_2 + 1}{ap_2} + \frac{\mathcal{A}}{a}\right) \Gamma\left(\frac{\alpha_1 + 2}{ap_1} + \frac{\alpha_2}{ap_2} + \frac{\mathcal{A}}{a}\right)}},
$$

where $\mathcal{A}$ is a parameter related to the problem.
\[
\begin{align*}
\mu_3' &= \Gamma \left( \frac{\alpha_1 + 1}{ap_1} + \frac{\alpha_2 + 1}{ap_2} + \frac{4}{a} + L \right) \Gamma \left( \frac{\alpha_1 + 2}{ap_1} + \frac{\alpha_2 + 2}{ap_2} + \frac{4}{a} + L \right) \\
&\quad \times \Gamma \left( \frac{\alpha_1 + 2}{ap_1} + \frac{\alpha_2 + 1}{ap_2} + \frac{4}{a} + L \right)^2, \\
\mu_4' &= \left( \frac{\alpha_1 + 1}{ap_1} + \frac{\alpha_2 + 1}{ap_2} + \frac{4}{a} + L \right) \left( \frac{\alpha_1 + 2}{ap_1} + \frac{\alpha_2 + 2}{ap_2} + \frac{4}{a} + L \right) \\
&\quad \times \left( \frac{\alpha_1 + 2}{ap_1} + \frac{\alpha_2 + 1}{ap_2} + \frac{4}{a} + L \right)^2,
\end{align*}
\]

\[
\begin{align*}
\mu_1'' &= \frac{\Gamma \left( \frac{\alpha_1 + 1}{p_1} + \frac{\alpha_2}{p_2} + A \right) \Gamma \left( \frac{\alpha_1 + 2}{p_1} + \frac{\alpha_2 + 1}{p_2} + A \right)}{\Gamma \left( \frac{\alpha_1 + 1}{p_1} + \frac{\alpha_2 + 1}{p_2} + A \right) \Gamma \left( \frac{\alpha_1 + 2}{p_1} + \frac{\alpha_2}{p_2} + A \right)}, \\
\mu_2'' &= \frac{\Gamma \left( \frac{\alpha_1 + 1}{ap_1} + \frac{\alpha_2}{ap_2} + A \right) \Gamma \left( \frac{\alpha_1 + 2}{ap_1} + \frac{\alpha_2 + 1}{ap_2} + A \right)}{\Gamma \left( \frac{\alpha_1 + 1}{ap_1} + \frac{\alpha_2 + 1}{ap_2} + A \right) \Gamma \left( \frac{\alpha_1 + 2}{ap_1} + \frac{\alpha_2}{ap_2} + A \right)}, \\
\mu_3'' &= \frac{\Gamma \left( \frac{\alpha_1 + 1}{ap_1} + \frac{\alpha_2}{ap_2} + A \right) \Gamma \left( \frac{\alpha_1 + 2}{ap_1} + \frac{\alpha_2 + 1}{ap_2} + A \right)}{\Gamma \left( \frac{\alpha_1 + 1}{ap_1} + \frac{\alpha_2 + 1}{ap_2} + A \right) \Gamma \left( \frac{\alpha_1 + 2}{ap_1} + \frac{\alpha_2}{ap_2} + A \right)}, \\
\mu_4'' &= \frac{\left( \frac{\alpha_1 + 1}{ap_1} + \frac{\alpha_2}{ap_2} + A \right) \left( \frac{\alpha_1 + 2}{ap_1} + \frac{\alpha_2 + 1}{ap_2} + A \right)}{\left( \frac{\alpha_1 + 1}{ap_1} + \frac{\alpha_2 + 1}{ap_2} + A \right) \left( \frac{\alpha_1 + 2}{ap_1} + \frac{\alpha_2}{ap_2} + A \right)},
\end{align*}
\]

where

\[
\begin{align*}
A &= \sum_{j=3}^m \frac{i_j + 1}{p_j}, \\
L &= \sum_{k=1}^n \frac{\beta_k + 1}{bq_k} + \sum_{l=1}^o \frac{\gamma_l + 1}{cr_l} + \cdots.
\end{align*}
\]

By Lemma 3,

\[
\begin{align*}
\mu' \approx \alpha_1^{\frac{1}{p_1}} \alpha_2^{\frac{1}{p_2}} (\alpha_1 + \alpha_2 + A)^{-\frac{1}{2}} \left( \frac{1}{p_1} + \frac{1}{p_2} \right) \left( 1 - \frac{1}{a} \right) \\
&\quad \times (\alpha_1 + \alpha_2 + A + L)^{\frac{1}{2}} \left( \frac{1}{p_1} + \frac{1}{p_2} \right),
\end{align*}
\]

\[
\begin{align*}
\mu'' - 1 &\approx \frac{1}{\alpha_1 + \alpha_2 + A} - \frac{a^{-2}}{\alpha_1 + \alpha_2 + A} + \frac{a^{-2}}{\alpha_1 + \alpha_2 + A + L} - \frac{a^{-2}}{(\alpha_1 + \alpha_2 + A + L)^2} \\
&\approx \frac{a^2 - 1}{\alpha_1 + \alpha_2 + A} + \frac{1}{\alpha_1 + \alpha_2 + A + L}.
\end{align*}
\]
Hence,

\[
\mu \approx \begin{cases} 
\alpha_1^{-p} \alpha_2^{-p} (\alpha_1 + \alpha_2 + A)^{-\frac{p}{2}} \left( \frac{1}{p_1} + \frac{1}{p_2} \right)^{(1 - \frac{1}{p})^{-1}} |\alpha_1 + \alpha_2 + A - tL|, & \text{if } a < 1, \\
\left( \frac{1}{p_1} + \frac{1}{p_2} \right)^{p} & \text{if } a = 1, \\
\frac{1}{\alpha_1^{1/p_1} \alpha_2^{1/p_2}} (\alpha_1 + \alpha_2 + A + L)^{-\frac{p}{2}} \left( \frac{1}{p_1} + \frac{1}{p_2} \right)^{(1 - \frac{1}{p})^{-1}} & \text{if } a > 1,
\end{cases}
\]

where

\[ t := a^{-2} - 1 > 0. \]

Therefore, \( \sum \mu^p \) converges if and only if the following series converges:

\[
\sum \alpha_1^{-p} \alpha_2^{-p} (\alpha_1 + \alpha_2 + A)^{-\frac{p}{2}} \left( \frac{1}{p_1} + \frac{1}{p_2} \right)^{(1 - \frac{1}{p})^{-1}} |\alpha_1 + \alpha_2 + A - tL|^{p}, \quad \text{if } a < 1,
\]
\[
\left( \frac{1}{p_1} + \frac{1}{p_2} \right)^{p} \frac{1}{\alpha_1^{1/p_1} \alpha_2^{1/p_2}} (\alpha_1 + \alpha_2 + A + L)^{-\frac{p}{2}} \left( \frac{1}{p_1} + \frac{1}{p_2} \right)^{(1 - \frac{1}{p})^{-1}} \frac{1}{p} \left( \frac{1}{p_1} + \frac{1}{p_2} \right)^{p}, \quad \text{if } a = 1,
\]
\[
\frac{1}{\alpha_1^{1/p_1} \alpha_2^{1/p_2}} (\alpha_1 + \alpha_2 + A)^{-\frac{p}{2}} \left( \frac{1}{p_1} + \frac{1}{p_2} \right)^{(1 - \frac{1}{p})^{-1}} \frac{1}{p} \left( \frac{1}{p_1} + \frac{1}{p_2} \right)^{p}, \quad \text{if } a > 1.
\]

Similar arguments as in the proof of Lemma 5.(b) show that the convergence of this series is equivalent to the convergence of

\[
\sum_{i \in \mathbb{N}^4} \frac{p}{i_1} \frac{p}{i_2} (i_1 + i_2 + i_3 + i_4)^{-\frac{p}{2}} \left( \frac{1}{p_1} + \frac{1}{p_2} \right)^{(1 - \frac{1}{p})^{-1}} |i_1 + i_2 + i_3 + i_4|^{p} \left( \frac{1}{p_1} + \frac{1}{p_2} \right)^{p}, \quad \text{if } a < 1,
\]
\[
\sum_{i \in \mathbb{N}^4} \frac{p}{i_1} \frac{p}{i_2} (i_1 + i_2 + i_3 + i_4)^{-\frac{p}{2}} \left( \frac{1}{p_1} + \frac{1}{p_2} \right)^{(1 - \frac{1}{p})^{-1}} \frac{1}{p} \left( \frac{1}{p_1} + \frac{1}{p_2} \right)^{p}, \quad \text{if } a = 1,
\]
\[
\sum_{i \in \mathbb{N}^4} \frac{p}{i_1} \frac{p}{i_2} (i_1 + i_2 + i_3 + i_4)^{-\frac{p}{2}} \left( \frac{1}{p_1} + \frac{1}{p_2} \right)^{(1 - \frac{1}{p})^{-1}} \frac{1}{p} \left( \frac{1}{p_1} + \frac{1}{p_2} \right)^{p}, \quad \text{if } a > 1.
\]

According to Lemmas 5 and 7.(c, d), this latter series converges exactly when

\[
p > \begin{cases} 
\max \left\{ \dim \Omega_2 \right\}, & \text{if } a = 1, \\
\max \left\{ \dim \Omega_2, \frac{2a \left( \dim \Omega_2 - m \right)}{p_1 + p_2} \right\}, & \text{if } a \neq 1.
\end{cases}
\]

(d) Formula (22) shows that \( \left[ M_{z_1}, M_{w_1}^* \right] \) is \( p \)-summable if and only if the infinite series \( \sum v^p \) converges. Since the region \( \beta_1 = 0 \) has no effect on the summability of this series, we assume \( \beta_1 > 0 \). We can write

\[ v = v' |v'' - 1|, \]
where \( \nu' = \nu_1' \nu_2' \nu_3' \),

\[ \nu'' = \nu''_1 \nu''_2 \]

which, by Lemma 11,

\[
\nu' = \frac{\Gamma\left(\frac{\alpha_1+2}{p_1}\right) \Gamma\left(\frac{\beta_1+1}{q_1}\right)}{\Gamma\left(\frac{\alpha_1+1}{p_1} + A\right) \Gamma\left(\frac{\beta_1+1}{q_1} + B\right)} \frac{\Gamma\left(\frac{\alpha_1+1}{p_1} + A\right) \Gamma\left(\frac{\beta_1+1}{q_1} + B\right)}{\Gamma\left(\frac{\alpha_1+2}{p_1}\right) \Gamma\left(\frac{\beta_1+1}{q_1}\right)} \frac{\Gamma\left(\frac{\alpha_1+2}{p_1} + \frac{\beta_1+1}{b_{q_1}} + \frac{A}{a} + \frac{B}{b} + \mathcal{L}\right)}{\Gamma\left(\frac{\alpha_1+2}{p_1} + \frac{\beta_1+1}{b_{q_1}} + \frac{A}{a} + \frac{B}{b} + \mathcal{L}\right)^2},
\]

\[
\nu''_1 = \frac{\Gamma\left(\frac{\alpha_1+1}{p_1} + \frac{\beta_1+1}{b_{q_1}} + \frac{A}{a} + \frac{B}{b} + \mathcal{L}\right)}{\Gamma\left(\frac{\alpha_1+1}{p_1} + \frac{\beta_1+1}{b_{q_1}} + \frac{A}{a} + \frac{B}{b} + \mathcal{L}\right)} \frac{\Gamma\left(\frac{\alpha_1+2}{p_1} + \frac{\beta_1+1}{b_{q_1}} + \frac{A}{a} + \frac{B}{b} + \mathcal{L}\right)}{\Gamma\left(\frac{\alpha_1+2}{p_1} + \frac{\beta_1+1}{b_{q_1}} + \frac{A}{a} + \frac{B}{b} + \mathcal{L}\right)^2},
\]

\[
\nu''_2 = \frac{\Gamma\left(\frac{\alpha_1+1}{p_1} + \frac{\beta_1+1}{b_{q_1}} + \frac{A}{a} + \frac{B}{b} + \mathcal{L}\right)}{\Gamma\left(\frac{\alpha_1+1}{p_1} + \frac{\beta_1+1}{b_{q_1}} + \frac{A}{a} + \frac{B}{b} + \mathcal{L}\right)} \frac{\Gamma\left(\frac{\alpha_1+2}{p_1} + \frac{\beta_1+1}{b_{q_1}} + \frac{A}{a} + \frac{B}{b} + \mathcal{L}\right)}{\Gamma\left(\frac{\alpha_1+2}{p_1} + \frac{\beta_1+1}{b_{q_1}} + \frac{A}{a} + \frac{B}{b} + \mathcal{L}\right)^2},
\]

where

\[
A = \sum_{j=2}^{m} \frac{\alpha_j + 1}{p_j},
\]

\[
B = \sum_{k=2}^{n} \frac{\beta_k + 1}{q_k},
\]

\[
\mathcal{L} = \sum_{l=1}^{o} \frac{\gamma_l + 1}{cr_l} + \ldots.
\]
By Lemma 3,
\[
\nu' \approx \tilde{\alpha}_1^{\frac{1}{p_1}} \beta_1^{\frac{1}{q_1}} (\alpha_1 + A) - \frac{1}{2 p_1} \left( 1 - \frac{1}{a} \right) (\beta_1 + B) - \frac{1}{2 q_1} \left( 1 - \frac{1}{b} \right) / (\alpha_1 + \beta_1 + A + B + \mathcal{L})^{\frac{1}{2}} \left( \frac{1}{p_1} + \frac{1}{q_1} \right).
\]

\[
\nu'' - 1 \approx \frac{1}{\alpha_1 + \beta_1 + A + B + \mathcal{L}} - \frac{1}{(\alpha_1 + \beta_1 + A + B + \mathcal{L})^2} \approx \frac{1}{\alpha_1 + \beta_1 + A + B + \mathcal{L}},
\]
so
\[
\nu \approx \tilde{\alpha}_1^{\frac{1}{p_1}} \beta_1^{\frac{1}{q_1}} (\alpha_1 + A) - \frac{1}{2 p_1} \left( 1 - \frac{1}{a} \right) (\beta_1 + B) - \frac{1}{2 q_1} \left( 1 - \frac{1}{b} \right) / (\alpha_1 + \beta_1 + A + B + \mathcal{L})^{\frac{1}{2}} \left( \frac{1}{p_1} + \frac{1}{q_1} \right)^{1/2}.
\]

Therefore, \( \sum \nu^p \) converges if and only if the following series converges:
\[
\sum \alpha_1^{\frac{p}{p_1}} \beta_1^{\frac{p}{q_1}} (\alpha_1 + A) - \tilde{\alpha}_1^{\frac{p}{2 p_1}} \left( 1 - \frac{1}{a} \right) (\beta_1 + B) - \tilde{\beta}_1^{\frac{p}{2 q_1}} \left( 1 - \frac{1}{b} \right) / (\alpha_1 + \beta_1 + A + B + \mathcal{L})^p \left( \frac{1}{p_1} + \frac{1}{q_1} \right)^p.
\]

Similar arguments as in the proof of Lemma 5.(b) show that the convergence of this series is equivalent to
\[
\sum_{i \in \mathbb{N}^5} i_1^{\frac{p}{p_1}} i_3^{\frac{p}{2 p_1}} (i_1 + i_2) - \tilde{\alpha}_1^{\frac{p}{2 p_1}} \left( 1 - \frac{1}{a} \right) (i_3 + i_4) - \tilde{\beta}_1^{\frac{p}{2 q_1}} \left( 1 - \frac{1}{b} \right) i_2^{p-2} i_4^{p-2} / i_5^{p-1} \left( \frac{1}{p_1} + \frac{1}{q_1} \right)^p.
\]

According to Lemma 7.(f), this series converges exactly when \( p > \dim \Omega_2 \).

\[\square\]
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