Photoluminescence spectroscopy is a widely applied characterization technique for semiconductor materials in general and halide perovskite solar cell materials in particular. It can give direct information on the recombination kinetics and processes as well as the internal electrochemical potential of free charge carriers in single semiconductor layers, layer stacks with transport layers, and complete solar cells. The correct evaluation and interpretation of photoluminescence requires the consideration of proper excitation conditions, calibration and application of the appropriate approximations to the rather complex theory, which includes radiative recombination, non-radiative recombination, interface recombination, charge transfer, and photon recycling. In this article, an overview is given of the theory and application to specific halide perovskite compositions, illustrating the variables that should be considered when applying photoluminescence analysis in these materials.

1. Introduction

Halide perovskite solar cells have reached power conversion efficiencies exceeding 25%, that is, more than any other thin-film technology except for GaAs. A key to achieve this has been the ability to use relatively simple processing technologies based mostly on solution chemistry to fabricate thin layers of halide-perovskite absorbers sandwiched between electron and hole transport layers (TLs) and metal or metal-oxide electrodes. The simple processing allowed rapid variation of various parameters regarding the absorber and interfaces to the transport layers that led to remarkably fast improvements in the reduction of non-radiative recombination losses and consequently efficiency. One of the key experimental methods to better understand recombination and to quantify losses in the bulk and at different interfaces has been photoluminescence (PL). To date a broad range of PL measurement techniques/methodologies have been proposed to study perovskite films and solar cells, including temperature, fluence, and voltage-dependent as well as spatially- and time-resolved PL. Steady-state PL measurements, for example, have been used to identify the limiting interfaces and/or components of the complete cell. Temperature-dependent PL has been used to identify the distribution of trap states at low temperatures, phase transitions, and different perovskite crystal structures. Intensity-dependent measurements have, for example, improved the understanding of the ideality factor as well as the internal and the external voltage, especially at high light intensities where the open-circuit voltage can saturate due to increased surface recombination or other effects. In addition, the voltage-dependent PL from a complete cell has been used to understand the interplay between radiative and non-radiative recombination as well as the internal and external voltage in the power generating JV-regime, especially in the presence of low-resistive transport layers. Moreover, hyperspectral or confocal PL imaging is a powerful tool to study microscopic and large area inhomogeneities which are relevant for devices. Steady-state PL measurements have been used to study the movement of different ionic species which may quench or enhance the PL over long timescales. Finally, transient PL is a very popular tool to reveal the kinetics of charge transfer and/or recombination on ns-timescales allowing us to quantify, for example, the key recombination rate constants of trap-assisted Shockley–Read–Hall (SRH), bimolecular, and Auger recombination. These parameters have been subsequently used in global drift-diffusion simulations to model complete solar cells in steady-state. However, to date there remain many inconsistencies and different interpretations about the importance of certain physical processes or recombination mechanisms, which is likely due to the rather large number of different perovskite compositions and characterization methodologies that have been proposed over the last years. For any...
photovoltaic material system, technological maturity has to come with an improved understanding of the key physical processes and especially the key remaining loss processes. Hence, the tools to study these processes and losses themselves have to be well understood and their application to particular sample types or devices has to rely on a solid theoretical base needed to correctly interpret and quantify the resulting experimental data. While both steady-state and transient photoluminescence spectroscopy have been frequently used in the community to study recombination processes in films and devices and a number of good overviews on photoluminescence theory of photovoltaic materials have been published previously,[28,29] the results of these experiments are partly quite challenging to understand and the analysis methods, especially for transient photoluminescence, often require complex numerical techniques.[30] For example, the quenching of the PL of a neat material by a transport layer (TL) is often used to quantify charge transfer[31,32] or to demonstrate the superior charge-extraction properties of new Tls. Moreover, kinetic parameters are usually not correlated to bulk- and interfacial-recombination losses in steady-state, and there exists a large spread in reported recombination parameters for specific perovskite compositions in the literature. As a consequence, it is presently quite unclear in the community, how certain kinetic properties in the bulk or the interfaces correlate to the open-circuit voltage or other performance parameters in steady-state.

The present tutorial focuses on the two different measurement types as presented in Figure 1 and discusses how the data analysis becomes increasingly complex depending on the number of charge-extracting interfaces within the investigated sample. We first focus on the more complex technique of transient photoluminescence; in particular on the impact of various recombination processes in the bulk and the interfaces as well as photon recycling on the decay dynamics of the PL signal. We then discuss how these measurements can be complemented by steady-state photoluminescence and measurements of the open-circuit voltage of complete solar cells. Finally, we discuss how charge-carrier recombination and/or transfer processes as obtained from transient PL measurements relate to the nonradiative recombination losses in the bulk and the interfaces and we discuss recent developments in the literature in this regard.

2. Experimental Setups

Various experimental setups can be used to measure photoluminescence in thin film semiconductors and also in complete solar cell layer stacks. Here, a brief overview will be given on the most common methods used and the literature will be referred to for more detailed discussion.

2.1. Time Resolved Photoluminescence

A common method to record transient photoluminescence signals is the so-called time-correlated single photon counting technique. A general sketch of a typical setup is shown in Figure 2. Here, a single-photon sensitive detector, such as an
Figure 1. Overview over the different sample and photoluminescence measurement types that be applied to halide perovskite thin-films and devices. There are essentially two types of measurements, namely steady-state PL, where the absolute intensity and the spectrum provide information about the sample, and the transient PL where the shape of the transient has to be analyzed. Depending on the sample type (i.e., absorber layer on glass or absorber layer with one or two contact layers attached), the complexity of the interpretation of data increases from left to right.

avalanche photodiode (APD) or a photomultiplier tube, is used in combination with time-measuring electronics. The detection unit measures the time which passes in between the excitation laser pulse and the first photon emitted and recorded by the detection unit. Since the emission of photons is statistical, the measurement is performed at a high repetition rate (kHz–MHz) which leads to the generation of a histogram of photon emission times that resembled the luminescence decay observed for the sample. If spectral information is needed, the luminescence signal passes through a monochromator placed before the photon detection unit. The time resolution (shortest times that can be resolved) of this method is given by the autocorrelation of the laser pulse with the time-response of the detector and typically ranges from about 50 ps to several ns. Since typically high-frequency pulsed lasers (kHz–MHz) are used in these experiments, it is important to ensure that the repetition rate is smaller than the inverse PL decay time, otherwise artifacts can develop from state-filling effects. As will be discussed further below, changing the excitation conditions can strongly affect the luminescence data and can completely change the dominating recombination path. Often in literature only a measurement at one fluence is shown and the excitation conditions are not specified fully (J cm\(^{-2}\)), which sometimes precludes evaluation, interpretation, and comparison by the reader. Thus, experimentalists are strongly advised to state the excitation flux and record and report transients as a function of excitation density. This involves measuring both the laser intensity at the sample and the spot size, which can be measured by a profiling unit or by scanning across a well-defined edge. Both the excitation spot size and the luminescence collection area are determined by the numerical aperture of the excitation and collection optics and can be adjusted to allow excitation on length scales much larger than the diffusion length in halide perovskites. For experiments using conducting layers, for example, highly doped transport layers and/or contacts or complete solar cells, partial illumination of the sample area may lead to distortions, for example, lateral currents and reduction of the luminescence intensity, as the bias voltage in the sample may be undefined. Moreover, in TRPL measurements the repetition rate of the pulsed laser system has to be adjusted such that the excited sample has enough time to return to the relaxed (dark) state, otherwise, charge carriers will accumulate in the sample which will lead to unpredictable additional recombination losses. This is particularly critical for the lead-halide perovskite samples showing very long carrier lifetimes in the microsecond range. Here, repetition rates significantly below 100 kHz should be used in order to obtain consistent data. Moreover, it is advised to check different excitation wavelengths, as for example, laser excitations using short wavelengths (<500 nm) will lead to a rather narrow generation profile. The diffusion of charge carriers out of this initial generation profile may lead to an initial drop in the TRPL decay and to a bi-exponential decay which often complicates the interpretation of the data. In particular, it was observed that using long wavelength excitation (700 nm) on perovskites with a gap of 1.6 eV led to a single-exponential decay behavior at low fluences.[8]

2.2. Steady-State Photoluminescence Spectra

A typical setup for steady-state photoluminescence can be almost identical to the setup used in TRPL, but often employs a charge-coupled device (CCD) as a detector behind the
monochromator, thus enabling to capture a full spectrum at once. The most common excitation sources used in modern instruments are solid-state laser diodes, which are available at various wavelengths and for a wide range of laser powers. Excitation and detection can be performed in a confocal arrangement or with separate beam paths.

In order to determine the PL quantum efficiency of samples, a PL setup calibrated to absolute photon numbers has to be used. In the most common implementation of this type of measurement, the sample is placed in an integrating sphere and is excited with a laser through an optical fiber which is coupled to the sphere. The intensity of the exciting laser can be adjusted to a 1 sun equivalent intensity as detailed below. A second optical fiber can be used to couple the output of the integrating sphere to a (silicon) CCD camera. The system is calibrated by shining a calibrated halogen lamp with specified spectral irradiance into the integrating sphere. A spectral correction factor must be used to match the spectral output of the detector to the calibrated spectral irradiance of the lamp. It should be noted that data are usually recorded as a function of wavelength with constant wavelength intervals using a monochromator or spectrograph. Converting the luminescence spectra, \( Y_{PL}/ΔA \), to represent constant energy intervals, \( Y_{PL}/ΔE \), thus requires multiplying the recorded signal with \( ΔE/ΔA = λ^2/c \). A second implementation is to employ hyperspectral imaging in which the sample is illuminated with a homogeneous broad-beam laser or LED-source and the luminescence is recorded as a complete image with a CCD camera. Spectral resolution at each pixel can be obtained by using an appropriate spectral filtering system, either given by a band pass wheel or tunable band pass system. In this way a hyperspectral data cube containing luminescence spectra at each pixel can be obtained.

As will be discussed below the recombination properties of semiconductors (in this case halide perovskites) depend strongly on the excitation conditions used in the measurement. To make measurements comparable and allow correlation with standard testing conditions of solar cells, the (monochromatic) excitation photon flux for a given material should be matched to the excitation that would be expected by exposing the material or solar cell to sun light (AM1.5G=100 mW cm\(^{-2}\)) \( [35] \). This is shown assuming a step-like absorption onset in Figure 3, where also the corresponding excitation intensity for different monochromatic excitation wavelengths is shown on the right axis. For a typical methylammonium lead iodide (MAPI) perovskite with a band gap of \( 1.6 \) eV this corresponds to a photon flux of \( 1.6 \times 10^{17} \) photons s\(^{-1} \) and \( 56 \) mW cm\(^{-2} \) illuminating with 532 nm light.

### 3. Basic Concepts

This tutorial aims at providing useful information for a broad readership with varying previous knowledge on the topic of photoluminescence characterization of perovskite layers and solar cells. The following section will introduce the key basic concepts required for understanding the subsequent sections. Those readers who are already familiar with concepts such as generation and recombination rates, quasi-Fermi level splittings, charge carrier lifetimes, and luminescence quantum efficiencies can skip Section 3 and directly continue with the application of the concepts to perovskite layer stacks and devices in Sections 4–6.

#### 3.1. Generation and Recombination Rates

Photoluminescence is based on measuring the emission of photons from a semiconductor that have been created by radiative recombination. Radiative recombination requires one electron and one hole to participate in a recombination process. Once the photon is created internally by radiative recombination, it may be emitted from the sample or alternatively it may be reabsorbed by the sample itself before it is able to leave the sample. Because of the higher refractive index of the semiconductor sample relative to the air surrounding it, the fraction of photons trapped inside the sample by total internal reflection might be quite substantial and the fraction of reabsorbed photons typically strongly exceeds the fraction of emitted photons. Because light outcoupling is typically independent of the concentration of charge carriers, the photoluminescence intensity \( Y_{PL} \) emitted from the semiconductor also depends on the product \( np \) of electron and hole concentrations. In order to quantitatively understand the amount of photoluminescence emitted from a semiconductor, one therefore has to find a way of calculating the electron and hole concentrations as a function of external excitation. This can be done using the continuity equations which read for electrons

\[
\frac{dn}{dt} = G_{in} + G_{ra} - R(x,t,n,p) + D_n \frac{dn(x,t)}{dx^2} + F_n \frac{dn(x,t)}{dx}
\]

(1)

and holes

\[
\frac{dp}{dt} = G_{in} + G_{ra} - R(x,t,n,p) + D_p \frac{dp(x,t)}{dx^2} - F_p \frac{dp(x,t)}{dx}
\]

(2)

Here, \( x \) is the position normal to the cell surface, \( t \) is the time, \( n \) and \( p \) are the electron and hole concentrations, \( D_n/p = μ_n/kT/q \) are the diffusion constants for electrons and holes, \( kT/q \) is the thermal voltage (25.8 mV at room temperature), \( F \) is the electric field.
field, $\mu_{\text{elp}}$ are the mobilities, $R$ is the recombination rate, $G_{\text{int}}$ is the generation rate of electron hole pairs due to external illumination (e.g., by the laser pulse in a transient experiment) and $G_{\text{ext}}$ is the internal generation rate due to the absorption of photons generated by radiative recombination within the device itself (i.e., due to photon recycling).\textsuperscript{36–38} The last two terms in Equations (1) and (2) are the diffusion and drift terms that determine the flow of electrons and holes. We note that these equations do not take into account the kinetics of trapping and detrapping, which may occur in case of shallow defects present in the semiconductor. To include these effects, an additional differential equation for the occupation of the trap level has to be considered as described in previous works.\textsuperscript{39,40} Thermal emission from shallow traps can significantly influence PL transients, in particular for materials with very short (subnanosecond) minority carrier lifetimes, since then the apparent transients, in particular for materials with very short (subnanosecond) minority carrier lifetimes, since then the apparent carrier lifetime represents the detrapping time rather than the actual non-radiative recombination lifetime.\textsuperscript{41} However, this effect becomes less important for the much longer carrier lifetimes observed for halide perovskites. Here the use of the more complicated differential equation system with additional parameters can lead to overfitting, thus masking the essence of the physical parameters that can be extracted from the experiments reliably. Therefore in the remainder of the manuscript, we will not consider trapping/detrapping specifically in our description of data and analysis.

In many practical situations, the continuity equations can be substantially simplified which then allows finding analytical solutions for the concentration of electrons and holes in a steady-state or a transient experiment. In the following, we will discuss a few relevant cases to show how to arrive at analytical solutions for the electron (or hole) concentrations and in Tables 1 and 2 we present an overview over the different solutions that are frequently used in literature and give details on their applicability. In the following, we will also introduce the key criteria leading to different photoluminescence decays (under pulsed excitation) or different luminescence intensities (under steady-state excitation). These criteria are the nature of the involved recombination processes and the ratio of the electron and hole densities under excitation, that is, whether the doping density of the semiconductor sample is higher or lower than the concentration of photogenerated electrons and holes.

Analytical solutions of the continuity equation can be used if the terms for diffusion and drift currents can be neglected. This is a good approximation for semiconductor films on glass under high illumination conditions that have no contacts and therefore no built-in potential difference.

### Table 1. Solutions of the equation $G_{\text{int}} = R(\Delta \varepsilon)$ for the quasi-Fermi level splitting $\Delta \varepsilon_F$ in high- and low-level injection as a function of the radiative recombination coefficient $k_{\text{rad}}$, the reabsorption probability $p_r$, and the electron and hole lifetimes $\tau_n$ and $\tau_p$.

#### High level injection ($n = p$)

**Equation to solve**

$$G_{\text{int}} = k_{\text{rad}}(1 - p_r)n^2 + \frac{n}{\tau_p + \tau_n}$$

**Solution for the quasi-Fermi level splitting**

$$\Delta \varepsilon_F = kT \ln \left( \frac{n^2}{n_0} \right) = 2kT \ln \left( \frac{1 + \frac{4k_{\text{rad}}(1 - p_r)(\tau_p + \tau_n)}{2k_{\text{rad}}(1 - p_r)(\tau_p + \tau_n)n_i}}{G_{\text{int}} - 1} \right)$$

**Solution in the radiative limit (i.e., SRH lifetimes are infinitely long)**

$$\Delta \varepsilon_F = kT \ln \left( \frac{n^2}{n_0} \right) = kT \ln \left( \frac{G_{\text{ext}}}{(1 - p_r)k_{\text{rad}}n_i^2} \right)$$

**Solution for short SRH lifetimes (radiative recombination neglected)**

$$\Delta \varepsilon_F = kT \ln \left( \frac{n^2}{n_0} \right) = 2kT \ln \left( \frac{G_{\text{ext}}(\tau_p + \tau_n)}{n_i} \right)$$

#### Low level injection ($n \ll p$)

**Equation to solve**

$$G_{\text{int}} = k_{\text{rad}}(1 - p_r)n^2 + \frac{n}{\tau_p} \quad n = \text{const.}$$

**Solution for the quasi-Fermi level splitting**

$$\Delta \varepsilon_F = kT \ln \left( \frac{n}{n_0} \right) = kT \ln \left( \frac{G_{\text{ext}}}{k_{\text{rad}}(1 - p_r)n_0 + \frac{n_0^2}{\tau_p}} \right)$$

**Solution in the radiative limit (i.e., SRH lifetimes are infinitely long)**

$$\Delta \varepsilon_F = kT \ln \left( \frac{n}{n_0} \right) = kT \ln \left( \frac{G_{\text{ext}}}{(1 - p_r)k_{\text{rad}}n_0} \right)$$

**Solution for short SRH lifetimes (radiative recombination neglected)**

$$\Delta \varepsilon_F = kT \ln \left( \frac{n}{n_0} \right) = kT \ln \left( \frac{G_{\text{ext}}}{n_0} \right)$$

The term $k_{\text{rad}}np$ corresponds to the internal generation rate $G_{\text{int}}$ in Equations (1) and (2). In the following, we always assume that in low level injection, electrons are the minority carriers and holes are the majority carriers. The equations for high level injection are illustrated in Figure 4. Note that we neglect Auger recombination and that the situation described corresponds to one where all diffusion and drift currents can be neglected and hence the whole system can be treated in zero spatial dimensions.
between contacts. The high illumination conditions typically encountered during PL measurements will ensure that surface band bending as observed, for example, in surface photovoltage measurements is minimized.\[42\] Hence, if we consider for simplicity a system with no spatial gradients of electron or hole concentrations or the electrostatic potential, the continuity equations simplify substantially. If we further assume that the doping density is negligible small relative to the photogenerated carrier density (a situation called high level injection), we may write

\[ \frac{dn}{dt} = \frac{d\Delta n}{dt} = G_{\text{ext}}(t) + G_{\text{rad}}(t, n) - R(t, n) \]  

where \( \Delta n = n - n_0 \) is the excess electron concentration relative to the equilibrium concentration \( n_0 \) and \( \Delta p \) is the excess hole concentration. Note that \( n_0 \) or \( p_0 \) would include the doping densities if the sample is doped. In steady-state, \( \Delta n/\Delta t = 0 \), and the continuity equation yields

\[ G_{\text{ext}} + G_{\text{rad}}(n) = R(n) \]  

From this balance equation, we obtain a steady-state concentration of electrons and holes if we know how the recombination rate depends on charge-carrier density. We also know that the luminescence emission flux \( Y_{\text{PL}} \) is proportional to the product of electron and hole concentrations (if the semiconductor is intrinsic they are equal), that is, \( Y_{\text{PL}} \propto n^2 \). The photoluminescence flux therefore allows us to calculate the quasi-Fermi level splitting \( \Delta E_f \) in the absorber layer by using

\[ \Delta E_f = kT \ln \left( \frac{n^3}{n_i^3} \right) \]  

We always assume that in low level injection, electrons are the minority carriers and holes are the majority carriers. The equations for high-level injection are illustrated in Figure 5. Note that we neglect Auger recombination and that the situation described corresponds to one where all diffusion and drift currents can be neglected and hence the whole system can be treated in zero spatial dimensions.

Thus, we conclude that the absolute intensity of steady-state photoluminescence measures the quasi-Fermi level splitting of the luminescing material. This quasi-Fermi level splitting will depend on the illumination conditions (contained in \( G_{\text{ext}} \)), the Shockley-Read-Hall (SRH) lifetime, the prefactor of recombination (in this example the radiative recombination coefficient \( k_{\text{rad}} \)) and on the equilibrium concentration of charge carriers \( n_i \) with the latter containing the effective density of states \( N_c \) and \( N_v \) (for conduction and valence band) and the band gap \( E_g \) via \( n_i = N_c N_v \exp(-E_g/kT) \). The presence of \( n_i \) in Equation (5) ensures that for a given generation and recombination rate, higher band gap materials (i.e., materials with lower \( n_i \)) tend to have a higher quasi-Fermi level splitting. Note that in the often encountered case, where the luminescence is only known in relative units (i.e., sample A luminesces twice as strongly as sample B), absolute differences in the quasi-Fermi level between the two samples can be obtained (the quasi-Fermi level splitting in sample A is higher by \( kT \times \ln(2) = 18 \) meV if \( n_i \) doesn’t change) but the absolute value would be unknown. This is due to the fact that quasi-Fermi level splitting depends logarithmically on the luminescence intensity. Hence, unknown multiplicative factors in the luminescence become unknown additive offsets in the quasi-Fermi level splitting.

The importance of the purely optical measurement of the quasi-Fermi level splitting by photoluminescence lies in the possibility to measure the upper limit of the open-circuit voltage that a certain layer or layer stack would be able to provide if contacts are attached that do not lead to additional recombination losses.\[8,9,13,16,19,30\] Figure 4 shows how the quasi-Fermi level splitting depends on the SRH lifetime \( \tau = \tau_r + \tau_p \). For lower lifetimes, \( \Delta E_f \) scales with \( \ln(\tau) \) while it approaches a constant.
is slowed down by the internal generation rate $G_{\text{int}} = k_{\text{rad}} p n_p$. The second term represents Shockley-Read-Hall recombination via a deep defect with electron and hole lifetimes $\tau_p$ and $\tau_n$ and the last two terms represent Auger recombination with Auger coefficients $C_p$ and $C_n$. In low level injection in a p-type semiconductor with doping density $N_A$, Equation (6) will simplify to

$$R_{\text{tot}} = \left[ k_{\text{rad}} (1 - p_i) + \frac{1}{n \tau_p + p \tau_n} + C_p n + C_n n^2 \right] (n - n_0)$$

$$: = \Delta \frac{n}{\tau_{\text{eff}}}$$

where $n_0 = n_i^2 / N_A$ is the equilibrium concentration of electrons in the p-type semiconductor with a density $N_A$ of ionized acceptor atoms which leads to an equilibrium hole density $p_0 = N_A$. Equation (7) implies that the dynamics of recombination can be summed up in an effective lifetime $\tau_{\text{eff}}$ that is the inverse of the term in the square brackets. The significance of the lifetime is that it can be measured in a transient experiment that is sensitive to the charge-carrier concentration such as transient photoluminescence. If we excite the doped semiconductor with a laser pulse, the decay of charge carriers follows the differential equation $-dn/dt = (n - n_0)/\tau_{\text{eff}}$ with the solution $\Delta n(t) = \Delta n(0) \exp(-t/\tau_{\text{eff}})$. Given that in a doped semiconductor, the luminescence is proportional to the minority carrier density $n$, the decay constant gives the effective lifetime that can then be interpreted in terms of the different possible recombination mechanisms discussed above. While the (effective lifetime is easy to determine, the discrimination between the recombination mechanisms is only possible if the excitation conditions are varied to go from low to high level injection or if additional information is present (e.g., about the magnitude of the Auger coefficients and radiative recombination coefficients).

### 3.2. Charge Carrier Lifetimes

#### 3.2.1. Doped Semiconductors, Low Level Injection

Most classical semiconductor materials are doped when used in optoelectronic devices. If the doping is high enough, the majority carrier density will be higher than the minority carrier density even under moderate illumination conditions. This case is called low level injection and it leads to the convenient situation that all recombination mechanisms become linear in minority carrier density. The three classical recombination mechanisms that are typically considered in semiconductors are Auger recombination, radiative recombination, and defect assisted recombination, which can be described by the Shockley–Read–Hall recombination rate. Table 3 provides the equations for these recombination mechanisms in different scenarios (the general equations, the equations for high level and those for low level injection).

Taking the general equations, one can express the total recombination rate $R_{\text{tot}}$ in terms of the charge carrier density as

$$R_{\text{tot}} = \left[ k_{\text{rad}} (1 - p_i) + \frac{1}{n \tau_p + p \tau_n} + C_p n + C_n n^2 \right] (n - n_0)$$

where the first term is the effective rate of radiative recombination as introduced above. Here the radiative recombination rate $k_{\text{rad}} n_p$ is slowed down by the internal generation rate $G_{\text{int}} = k_{\text{rad}} p n_p$. The second term represents Shockley-Read-Hall recombination via a deep defect with electron and hole lifetimes $\tau_p$ and $\tau_n$ and the last two terms represent Auger recombination with Auger coefficients $C_p$ and $C_n$. In low level injection in a p-type semiconductor with doping density $N_A$, Equation (6) will simplify to

$$R_{\text{tot}} = \left[ k_{\text{rad}} (1 - p_i) + \frac{1}{n \tau_p + p \tau_n} + C_p n + C_n n^2 \right] (n - n_0)$$

where $n_0 = n_i^2 / N_A$ is the equilibrium concentration of electrons in the p-type semiconductor with a density $N_A$ of ionized acceptor atoms which leads to an equilibrium hole density $p_0 = N_A$. Equation (7) implies that the dynamics of recombination can be summed up in an effective lifetime $\tau_{\text{eff}}$ that is the inverse of the term in the square brackets. The significance of the lifetime is that it can be measured in a transient experiment that is sensitive to the charge-carrier concentration such as transient photoluminescence. If we excite the doped semiconductor with a laser pulse, the decay of charge carriers follows the differential equation $-dn/dt = (n - n_0)/\tau_{\text{eff}}$ with the solution $\Delta n(t) = \Delta n(0) \exp(-t/\tau_{\text{eff}})$. Given that in a doped semiconductor, the luminescence is proportional to the minority carrier density $n$, the decay constant gives the effective lifetime that can then be interpreted in terms of the different possible recombination mechanisms discussed above. While the (effective lifetime is easy to determine, the discrimination between the recombination mechanisms is only possible if the excitation conditions are varied to go from low to high level injection or if additional information is present (e.g., about the magnitude of the Auger coefficients and radiative recombination coefficients).

#### 3.2.2. Intrinsic Semiconductors, High Level Injection

Lead-halide perovskites typically behave as intrinsic or low doped semiconductors in photoluminescence experiments. In addition, lead-halide perovskites have sharp absorption onsets that lead to values for the radiative recombination coefficient $k_{\text{rad}}$ that are similar to that of typical direct semiconductors such as GaAs. We will later show (see Figure 6a) that the Auger coefficients are essentially irrelevant at the illumination conditions present in solar cells under normal, unconcentrated operation, which is an advantage over silicon solar cells. Hence, in order to describe steady-state photoluminescence analytically, one has to solve the quadratic equation

$$G_{\text{int}} = \left[ k_{\text{rad}} n_i^2 + \frac{n}{\tau_p + \tau_n} \right]$$

for the carrier concentration $n$. Note, that the term $k_{\text{int}} = k_{\text{rad}} (1 - p_i)$ denotes the externally observed radiative constant, which is obtained from the analysis of photoluminescence transients. From the carrier concentration, the quasi-Fermi level splitting follows in high level injection via $\Delta E_r = kT \ln (n^2 / n_i^2)$, which results in the expressions given in Table 1. Table 1 shows the analytical solutions for the quasi-Fermi level splitting and various simplifications of the general equation for situations in
which either radiative or SRH recombination dominate and for high and low-level injection.

In case of a transient photoluminescence experiment, the electron and hole concentrations decay after a laser pulse has excited charge carriers. For times Δt after the laser pulse, the differential equation to solve is

\[- \frac{dn}{dt} = \left( k_{\text{rad}} (1 - p_r) n^2 + \frac{n}{\tau_{\text{rad}} + \tau_n} \right)\]

which has the solutions shown in Table 2. Note that in high-level injection, the decay is faster at shorter times and higher excitation conditions, because the quadratic dependence of radiative recombination on n is dominant. At later times and/or lower excitation conditions, the exponential decay caused by SRH recombination \((R_{\text{SRH}} \propto \Delta n)\) dominates the decay.

Figure 5 illustrates how typical PL transients should look like based on the equations in Table 2. Figure 5 shows PL decays normalized to the value at time \(t = 0\) for three different laser fluences that lead to different carrier concentrations \((\Delta n(0) = 10^{16}, 10^{17}, \text{and} 10^{18} \text{cm}^{-3})\) at early times. The solid lines show the decay assuming a combination of radiative recombination with \(k_{\text{rad}} = k_{\text{rad}} (1 - p_r) = 5 \times 10^{-11} \text{ cm}^3 \text{ s}^{-1}\) and SRH recombination with a lifetime \(\tau_{\text{SRH}} = \tau_n + \tau_p = 500 \text{ ns}\). The dotted lines show the decay for radiative recombination only to illustrate which parts of the curve are caused by which of the two recombination mechanisms. At early times, radiative recombination is dominant, leading to an initial fast decay (seen in solid and dotted lines) followed by a slow decay at later times (seen only in the dotted lines). For the simulations including SRH recombination, the decay at later times is monoexponential with the slope given by the SRH lifetime \(\tau_{\text{SRH}} = 500 \text{ ns}\). We note that the decays at different initial carrier concentrations differ from each other at early times, where radiative recombination dominates. At later times, the decays are parallel because SRH recombination dominates, which is linear in carrier density and hence the decay approaches \(Y_{\text{PL}}(t) \propto n^2 \propto \exp(-2t/\tau_{\text{SRH}})\). This means that in this case the SRH lifetime is obtained by multiplying the decay time by a factor of 2.

| Table 2. Equations for the recombination rates in different scenarios (high level injection and low-level injection). |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| General equations | Radiative recombination rate | \(R_{\text{rad}} = [k_{\text{rad}}(1 - p_r)](np - n^2)\) | \(R_{\text{SRH}} = \frac{(np - n^2)}{(n + n_0 + p_0)n_0 + (p + p_0)p_0}\) | \(R_{\text{SRH}} = \frac{(np - n^2)}{n_0 + p_0}\) | \(R_{\text{Aug}} = [C_n + C_p (np - n^2)]\) |
|                  | SRH recombination rate | \(R_{\text{SRH}} = \frac{(np - n^2)}{(n + n_0 + p_0)n_0 + (p + p_0)p_0}\) | \(R_{\text{SRH}} = \frac{n}{\tau_n}\) | \(R_{\text{Aug}} = [C_n + C_p (np - n^2)]\) |
|                  | SRH recombination rate for a deep defect | \(R_{\text{SRH}} = \frac{n}{\tau_n}\) | \(R_{\text{Aug}} = [C_n + C_p (np - n^2)]\) |
|                  | Auger recombination rate | \(R_{\text{Aug}} = [C_n + C_p (np - n^2)]\) |
| High level injection \((n = p)\) | Radiative recombination rate | \(R_{\text{rad}} = [k_{\text{rad}}(1 - p_r)](np - n^2)\) | \(R_{\text{SRH}} = \frac{(np - n^2)}{(n + n_0 + p_0)n_0 + (p + p_0)p_0}\) | \(R_{\text{SRH}} = \frac{n}{\tau_n}\) | \(R_{\text{Aug}} = [C_n + C_p (np - n^2)]\) |
|                  | SRH recombination rate | \(R_{\text{SRH}} = \frac{(np - n^2)}{(n + n_0 + p_0)n_0 + (p + p_0)p_0}\) | \(R_{\text{SRH}} = \frac{n}{\tau_n}\) | \(R_{\text{Aug}} = [C_n + C_p (np - n^2)]\) |
|                  | SRH recombination rate for a deep defect \((np > n^2)\) | \(R_{\text{SRH}} = \frac{n}{\tau_n}\) | \(R_{\text{Aug}} = [C_n + C_p (np - n^2)]\) |
|                  | Auger recombination rate | \(R_{\text{Aug}} = [C_n + C_p (np - n^2)]\) |
| Low level injection \((n << p, p = N_n)\) | Radiative recombination rate | \(R_{\text{rad}} = [k_{\text{rad}}(1 - p_r)](nN_A - n^2) \propto n\) | \(R_{\text{SRH}} = \frac{(nN_A - n^2)}{(N_A + p_0 + p_0)n_0 + (p + p_0)p_0}\) | \(R_{\text{SRH}} = \frac{n}{\tau_n}\) | \(R_{\text{Aug}} = [C_p N_n (nN_A - n^2)] \propto n\) |
|                  | SRH recombination rate | \(R_{\text{SRH}} = \frac{(nN_A - n^2)}{(N_A + p_0 + p_0)n_0 + (p + p_0)p_0}\) | \(R_{\text{SRH}} = \frac{n}{\tau_n}\) | \(R_{\text{Aug}} = [C_p N_n (nN_A - n^2)] \propto n\) |
|                  | SRH recombination rate for a deep defect \((np > n^2)\) | \(R_{\text{SRH}} = \frac{n}{\tau_n}\) | \(R_{\text{Aug}} = [C_p N_n (nN_A - n^2)] \propto n\) |
|                  | Auger recombination rate | \(R_{\text{Aug}} = [C_p N_n (nN_A - n^2)] \propto n\) |

\(^a\)We stress here that the common assignment of SRH, radiative and Auger recombination, respectively, to first order, second order, and third order processes in electron concentration \(n\), only works in high level injection. In low level injection, all three mechanisms are linear in \(n\). In the context of SRH recombination, we use the abbreviations \(n_i = N_c \exp [(E_c - E_i)/kT]\) and \(p_i = N_v \exp [(E_v - E_i)/kT]\), where \(E_c\) is the conduction band edge, \(E_v\) is the valence band edge, and \(E_i\) is the trap level.
namely efficiencies, and c) the external luminescence quantum efficiencies. The data are plotted for three different values of the electron and hole lifetimes, low- to high-level injection. The used values for radiative and Auger recombination are 

\[ \tau_n = \tau_p = 100 \text{ ns}, 500 \text{ ns}, \text{ and } 2.5 \mu \text{ s}. \]

We also observe that Auger recombination has only an effect on the effective lifetime at electron densities beyond one sun conditions (blue spheres). Figure 5 shows the differential lifetimes \( \tau_{\text{diff}}(t) = -\frac{\ln(I(t))}{dt} \) obtained from taking the derivative of the logarithm of the PL intensity at every point \( t \). For the simulations with combined SRH and radiative recombination, the differential lifetime increases for early times until it reaches a fixed value at longer times (in this example at 250 ns, that is, at \( \tau_{\text{SRH}}/2 \)). The continuous increase at early times is due to the effect of radiative recombination which leads to a constantly changing differential lifetime. For the case of radiative recombination only (dotted lines), the differential lifetime does not saturate but continuously increases.

### 3.3. Origin of the Recombination Coefficients

#### 3.3.1. Radiative Coefficient

As we have seen earlier, there are three key parameters \((k_{\text{rad}}, \tau_n, \text{ and } \tau_p)\) that affect both the steady-state recombination dynamics and the photoluminescence decay. Of these three parameters, \( k_{\text{rad}} \) is the most straightforward to relate to other material properties. Radiative recombination is the inverse process of absorption of photons and subsequent creation of electron-hole pairs. Microscopic processes have to obey the principle of detailed balance, which states that the rate of radiative recombination in thermal equilibrium must equal the equilibrium rate of photogeneration. Equating the two rates (recombination on the left and generation on the right) leads to the so-called van Roosbroeck–Shockley equation:

\[ k_{\text{rad}} n_i^2 = \int E \alpha n_i^2 \phi_{\text{abs}}(E) dE \]

where \( \alpha \) is the absorption coefficient, \( n_i \) is the refractive index and

\[ \phi_{\text{abs}}(E) = \frac{2\pi E^2}{h^2 c^2} \frac{1}{\exp(E/kT) - 1} = \frac{2\pi E^2}{h^2 c^2} \exp\left(\frac{-E}{kT}\right) \]

Figure 5b shows the differential lifetimes \( \tau_{\text{rad}}(t) = -\frac{\ln(I(t))}{dt} \) obtained from taking the derivative of the logarithm of the PL intensity at every point \( t \). For the simulations with combined SRH and radiative recombination, the differential lifetime increases for early times until it reaches a fixed value at longer times (in this example at 250 ns, that is, at \( \tau_{\text{SRH}}/2 \)). The continuous increase at early times is due to the effect of radiative recombination which leads to a constantly changing differential lifetime. For the case of radiative recombination only (dotted lines), the differential lifetime does not saturate but continuously increases.

### 3.3.2. Auger Coefficient

As we have seen earlier, there are three key parameters \((k_{\text{rad}}, \tau_n, \text{ and } \tau_p)\) that affect both the steady-state recombination dynamics and the photoluminescence decay. Of these three parameters, \( k_{\text{rad}} \) is the most straightforward to relate to other material properties. Radiative recombination is the inverse process of absorption of photons and subsequent creation of electron-hole pairs. Microscopic processes have to obey the principle of detailed balance, which states that the rate of radiative recombination in thermal equilibrium must equal the equilibrium rate of photogeneration. Equating the two rates (recombination on the left and generation on the right) leads to the so-called van Roosbroeck–Shockley equation:

\[ k_{\text{rad}} n_i^2 = \int E \alpha n_i^2 \phi_{\text{abs}}(E) dE \]

where \( \alpha \) is the absorption coefficient, \( n_i \) is the refractive index and

\[ \phi_{\text{abs}}(E) = \frac{2\pi E^2}{h^2 c^2} \frac{1}{\exp(E/kT) - 1} = \frac{2\pi E^2}{h^2 c^2} \exp\left(\frac{-E}{kT}\right) \]

Figure 5b shows the differential lifetimes \( \tau_{\text{rad}}(t) = -\frac{\ln(I(t))}{dt} \) obtained from taking the derivative of the logarithm of the PL intensity at every point \( t \). For the simulations with combined SRH and radiative recombination, the differential lifetime increases for early times until it reaches a fixed value at longer times (in this example at 250 ns, that is, at \( \tau_{\text{SRH}}/2 \)). The continuous increase at early times is due to the effect of radiative recombination which leads to a constantly changing differential lifetime. For the case of radiative recombination only (dotted lines), the differential lifetime does not saturate but continuously increases.

Figure 6 shows the simulation of transient photoluminescence decays of perovskite films on glass following the equations presented in Table 2 for high level injection. a) Simulation of transient photoluminescence decays of perovskite films on glass following the equations presented in Table 2 for high level injection. b) Differential lifetimes obtained from the decays shown in (a). As done in Table 2, Auger recombination is neglected. The transients are all normalized to their value at \( t = 0 \) (when the pulse hits the sample) and differ by the initial carrier concentration \( n(0) \) set by the intensity of the pulse. The solid lines show calculations assuming radiative and SRH recombination are present (\( \tau_{\text{SRH}} = 500 \text{ ns} \)) and the dotted lines show the situation when only radiative recombination is present. The higher the initial carrier concentration, the stronger the fast decay at short times that is indicative of higher order recombination (in this case, radiative recombination). All three solid lines, however, are parallel at later times, when the 500 ns SRH lifetime controls the monoexponential part of the decay. Note, the SRH lifetime is obtained by multiplying the (apparent) differential lifetime in panel b) by a factor 2.

\[ k_{\text{rad}} n_i^2 = \int E \alpha n_i^2 \phi_{\text{abs}}(E) dE \]

where \( \alpha \) is the absorption coefficient, \( n_i \) is the refractive index and

\[ \phi_{\text{abs}}(E) = \frac{2\pi E^2}{h^2 c^2} \frac{1}{\exp(E/kT) - 1} = \frac{2\pi E^2}{h^2 c^2} \exp\left(\frac{-E}{kT}\right) \]
is, the spectrum of a planar black body with temperature $T$ emitting into a hemisphere. The van Roosbroeck–Shockley equation can be used to determine the radiative recombination coefficient $k_{\text{rad}}$ if the absorption coefficient and $n_i^2$ are known.[24] Note that this value of $k_{\text{rad}}$ will be different from the recombination coefficient that follows from transient photoluminescence decay, because the latter would measure $k_{\text{rad}} = k_{\text{rad}}(1 - p_r)$. Comparing the recombination coefficients obtained from steady-state absorption and from transient methods, therefore requires a good estimate of the reabsorption probability $p_r$.

An overview of literature data for direct recombination coefficients are presented in Table 4. Surveying the literature reveals that the derived external radiative recombination constant, which includes photon-recycling, varies considerably within a factor of 10 for thin film thicknesses of around 400 nm. Interestingly, also $k_{\text{ext}}$ which is an intrinsic property of the material, varies more than one order of magnitude between different studies. This highlights the difficulty in precisely estimating such an important parameter. If parasitic absorption is neglected, then the differences in $k_{\text{ext}}$ would be solely due to different escape probabilities of photons for the samples measured in the different studies, which will be discussed further below. There are also some reports in the literature, where it was only possible to explain or model experimental data if a non-radiative quadratic recombination coefficient $k_{\text{non}}$ was introduced.[52,53]

For these cases, we also include the value for $k_{\text{non}}$ and the fraction $X_{\text{non}} = k_{\text{non}}/(k_{\text{non}} + k_{\text{rad}})$ in Table 4. There is currently no generally accepted explanation for this observation. Non-radiative band-to-band transitions could in principle proceed via multiphonon processes as for defect assisted recombination. However, one would expect the transition rates to be negligibly small, especially for materials with low phonon energies.[54,55] Auger recombination involving two free and one trapped carrier could also be $\propto np$, while being non-radiative in nature as suggested by Richter et al.[52] However, in the presence of defects one would not expect Auger processes to be dominant relative to multiphonon-assisted SRH recombination.[56,57] Therefore, the jury is still out on the existence, nature, and importance of non-radiative band to band recombination in halide perovskites. We therefore proceed discussing the situation, where band-to-band recombination is entirely radiative and SRH recombination is the dominant non-radiative recombination mechanism.

### 3.3.2. Shockley–Read–Hall Lifetimes

Understanding the lifetimes $\tau_n$ and $\tau_p$ for non-radiative SRH recombination is somewhat more difficult. In the classical interpretation of the SRH lifetimes as being due to recombination via one dominant defect level, the lifetimes depend inversely on the density of said defect and inversely on a kinetic prefactor that we could call the capture coefficient for electrons or holes of that defect. These capture coefficients are usually thought to be determined by the efficiency of multiphonon transitions between a band state and the defect state.[58–61] These multiphonon transitions become faster if electron-phonon coupling is strong and if the energy of the transition is small in units of the phonon energy. In addition, Coulomb attraction accelerates the kinetics of recombination depending on the materials permittivity and effective mass.[55] A detailed description of the origin of the recombination coefficient goes beyond the scope of the present tutorial and we refer the interested reader to a series of book chapters and review articles on the topic.[54,61–63]

### 3.4. Defect Tolerance

Because of the necessity to allow efficient light absorption in solar cell materials and because of detailed balance between absorption and emission (see Equation (10)), radiative recombination is an unavoidable process. However, recombination can lead to losses relative to the Shockley–Queisser model[67] of solar cells if non-radiative processes occur.[68–70] In perovskites, these non-radiative processes occur mainly via defect assisted

| Reference | $k_{\text{ext}}$ [cm$^3$ s$^{-1}$] | $k_{\text{rad}}$ [cm$^3$ s$^{-1}$] | $k_{\text{non}}$ [cm$^3$ s$^{-1}$] | $p_n$ [%] | $p_p$ [%] | $\tau_n$ [ps] | $\tau_p$ [ps] | $X_{\text{non}}$ [%] |
|-----------|-----------------|-----------------|-----------------|--------|--------|--------|--------|--------|
| Staub et al.[24] | $4.8 \times 10^{-11}$ | $8.7 \times 10^{-10}$ | 0 | 0.0 | 5.5 | 94.5 | 0 |
| Crothers et al.[56] | $1.4 \times 10^{-3}$ to $2 \times 10^{-11}$ | $6.8 \times 10^{-10}$ | Neglected | 79–97 | 0 |
| Richter et al.[55] | $8.1 \times 10^{-11}$ | $7.1 \times 10^{-11}$ | $7.2 \times 10^{-11}$ | 0.0 | 12.7 | 87.3 | 50 |
| Richter et al.[53] | $7.9 \times 10^{-11}$ | $1.8 \times 10^{-10}$ | $5.6 \times 10^{-11}$ | 0.0 | 12.7 | 87.3 | 24 |
| Staub et al.[53] | $4.6 \times 10^{-11}$ | $5.9 \times 10^{-11}$ | $3.1 \times 10^{-11}$ | 17.0 | 9.0 | 74.0 | 34 |
| Braly et al.[55] | $1.4 \times 10^{-11}$ | $2.3 \times 10^{-10}$ | 0 | 0.0 | 6.1 | 93.9 | 0 |
| Zhang et al.[56] | (DFT) $\text{CH}_3\text{NH}_3\text{PbI}_3$ | $1.1 \times 10^{-10}$ to $6 \times 10^{-11}$ | | | |

Reference: Staub et al.[24] © 2020 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

**Table 4.** Recombination coefficients as reported in literature including the assumptions for the probability of parasitic absorption, for emission, and for reabsorption in the perovskite layer (in addition, we note the reported fraction $X_{\text{non}}$ of non-radiative bimolecular recombination to the total bimolecular recombination).
recombination that may occur in the bulk, at grain boundaries or at surfaces and interfaces to other layers.\(^{[7,22]}\) Non-radiative phonon-assisted processes become less likely if the energetic transitions get larger.\(^{[54,58–64]}\) Hence the presence of localized states in the band gap will accelerate non-radiative transitions, because it reduces the energy difference between individual electronic states that electrons have to overcome during a phonon-assisted recombination process. Whether a defect will be highly recombination active depends on its properties and most importantly on its distance from the two band edges (conduction and valence band). Shallow defects are more likely to trap either electrons or holes while deeper defects are likely to trap both types of carriers and thereby accelerate recombination.

Relative to other semiconductors, perovskites such as MAPI (CH\(_3\)NH\(_3\)PbI\(_3\)) feature very long SRH lifetimes often derived from photoluminescence decays, which suggests that defects do less harm than in many other inorganic semiconductors.\(^{[7,21–25]}\) This observation has been frequently described as defect tolerance and a variety of explanations have been put forward.\(^{[72]}\) These include in particular the antibonding valence band maxima of MAPI which leads to the situation that most intrinsic point defects are shallow defects\(^{[78]}\) and thereby may not be able to capture either of the two charge carrier types efficiently. Another possibility is that defect densities are generally lower than in most other polycrystalline materials.\(^{[79]}\) A third possible explanation could be that the capture cross sections are lower than in other semiconductors, which for a given concentration of defects would also lead to longer lifetimes.\(^{[94]}\) Future work will have to show which of the three aspects is decisive to explain the long lifetimes in lead-halide perovskites and whether these features can also be found in other so far not explored semiconductor families.

3.5. Luminescence Quantum Efficiencies

Radiative recombination is a necessary requirement for any photovoltaic device, because it is the inverse process of absorption.\(^{[58]}\) Since high absorption coefficients are a prerequisite for efficient photocurrent generation in solar cells, the figure of merit for recombination is not necessarily a measured long lifetime but the ratio of the radiative to the total recombination rate.\(^{[68,70,80,81]}\) This ratio is called the internal luminescence quantum efficiency.

\[
Q_{\text{em}}^{\text{rad}} = \frac{R_{\text{rad}}}{R_{\text{rad}} + R_{\text{rad}}} = \frac{k_{\text{rad}}np}{k_{\text{rad}}np + R_{\text{SRH}} + R_{\text{Aug}}} \tag{12}
\]

The internal luminescence quantum efficiency cannot directly be measured in a steady-state luminescence experiment. This is due to the fact that the photons created with the rate \(R_{\text{rad}}\) by radiative recombination in the semiconductor volume are not necessarily emitted into the hemisphere above (and/or below the semiconductor layer). In general, one part of the photons created in the volume will be emitted with probability \(p_e\) some will be reabsorbed in the absorber layer itself with probability \(p_a\) and some might be reabsorbed in additional layers of the sample stack (with probability \(p_{\text{aj}}\)).\(^{[82]}\) Parasitic absorption will not be a substantial problem in case of luminescence experiments on films on glass, while the effect will likely be substantial in case of luminescence experiments on full devices that contain several carrier transport layers and electrodes that feature neither perfect transmission nor perfect reflection. Later, in Section 4, we will discuss in more detail how to calculate \(p_e\) (see Equation (17)) and how changes in \(p_e\) can affect the experimental data (see Section 4.4).

A quantity that is directly accessible by experiment is the external luminescence quantum efficiency, which is defined as the ratio of fluxes or current densities. We may write

\[
Q_{\text{em}}^{\text{ext}} = \frac{p_k p_{\text{rad}} np}{\Delta n + (p_e + p_a) k_{\text{rad}} np} \tag{14}
\]

where \(Y_{\text{em}}\) is the emitted photon flux and \(Y_{\text{rec}}\) is the recombination flux (of particles not of charge), that is, the spatial integral over the total recombination rate (radiative and non-radiative).

If we neglect Auger recombination and approximate the SRH recombination by \(\Delta n/\tau\), where \(\tau\) is the limiting lifetime (\(\tau_p\) or \(\tau_n\) in low injection, \(\tau_p + \tau_n\) in high injection), then the external quantum efficiency can be written as

\[
Q_{\text{em}}^{\text{ext}} = \frac{p_k p_{\text{rad}} np}{\Delta n + (p_e + p_a) k_{\text{rad}} np} \tag{14}
\]

where \(p = \Delta p + N_A\) in the general case, and \(n = p\) applies for high level injection conditions \(\Delta n, \Delta p \gg N_A\). The equation shows that assumptions about \(p_e, k_{\text{rad}}, N_A\) are necessary in order to correlate \(Q_{\text{em}}^{\text{ext}}\) with the carrier lifetime, which will be further discussed below.

Figure 6 presents simulations illustrating the relation between charge carrier lifetimes in panel a) to internal luminescence quantum efficiencies in panel b) and finally to external luminescence quantum efficiencies in panel c). All three quantities are presented as a function of excess electron density \(\Delta n\) and we assumed a p-type doping density \(N_A = 10^{15} \text{ cm}^{-3}\) to illustrate the effect of doping on the relationships. Figure 6a shows how the three recombination mechanisms, SRH-, radiative-, and Auger-recombination affect the lifetime using fixed values for the radiative and Auger recombination coefficients and three different SRH lifetimes (\(\tau_p = \tau_n = 100 \text{ ns}, 500 \text{ ns}, \text{and } 2.5 \mu\text{s}\)). The lower the excess electron density \(\Delta n\), the more likely it is that a lower-order recombination mechanism dominates the lifetime. In the example chosen here, the effective lifetime is dominated by SRH recombination for the lower of the two SRH lifetimes chosen (100 and 500 ns). If we assume a SRH lifetime of 2.5 \(\mu\text{s}\), however, the lifetime is already dominated by the radiative lifetime \(\tau_{\text{rad}} = (k_{\text{rad}} N_A)^{-1}\). Toward higher excess electron densities \(\Delta n\), radiative recombination dominates in all cases and leads to a reduction of the effective lifetime which approaches \(\tau_{\text{eff}} \approx \tau_{\text{rad}} = (k_{\text{rad}} \Delta n)^{-1}\). Auger recombination is only relevant for the excess electron densities higher than one sun. The impact of the doping concentration is mainly that it sets a constant value for the radiative lifetime at low \(\Delta n\) and that it leads to a transition from low- to high-level injection, that is from \(\tau_{\text{SRH}} = \tau_n\) for \(\Delta n \ll N_A\) to \(\tau_{\text{SRH}} = \tau_p + \tau_n\) for \(\Delta n \gg N_A\).

Figure 6b shows the resulting internal luminescence quantum efficiency which shows a peak for each of the three SRH lifetimes. This peak at intermediate excess electron density...
densities $\Delta n$ results from the transition from low- to high-level injection (from $\tau_0$ to $\tau_\text{in}$ or $\tau_\text{e}$) combined with the additional losses due to Auger recombination at high fluences. The final transition to the external luminescence quantum efficiency in Figure 6c requires us to assume probabilities for photon emission, reabsorption, and parasitic absorption. We use $p_e = 5\%$ and assume that there is no parasitic absorption. This then leads to the three lines shown in Figure 6c. The peak values for $Q^{\text{PL}}$ are ≈20% for the 2.5 $\mu$s SRH lifetime that however is reduced quite drastically toward lower values of $\Delta n$.

4. Films on Glass

The simplest conceivable device geometry is the one of a perovskite film on glass. Because the interface between perovskite layers and glass substrates is typically quite inert and not particularly recombination active, recombination is most likely to occur at the interface to the ambient. There are different methods of passivating that interface, either by using organic passivation layers[65,84] or simply by exposure to a certain amount of oxygen.[86] If the passivation was successful, these types of layer structures feature the highest luminescence quantum efficiencies of all samples[8,19,33,65] and can have very long photoluminescence lifetimes.[84] In the following, we will briefly review luminescence experiments that can be done on perovskite films on glass and what information can be obtained from these measurements.

4.1. Photoluminescence Spectra

The PL spectrum of typical semiconductors will closely follow the relation:[87]

$$ Y_{\text{PL}}(E) = a(E) \phi_{\text{ph}}(E) \cdot \exp(\Delta E_r / (k_B T)) $$

(15)

which links the absorbance $a(E)$ (or absorptivity) of a semiconductor to its luminescence spectrum $Y_{\text{PL}}(E)$. Equation (15) is a generalization of Kirchhoff’s law for thermal emission that states that the absorbance and emissivity of a body are identical. Würfel generalized this law to non-thermal emission in semiconductors, that is, to luminescence. The key assumption of this generalization is that the emission originates from the recombination of free electrons and holes, whose occupation probability can be described by Fermi-Dirac statistics. Equation (15) features a spatially independent value of the quasi-Fermi level splitting. This condition of a spatially independent quasi-Fermi level splitting is never perfectly true; however, in reality it is a good approximation for thin films of lead-halide perovskites but not for mm thick crystals. Given that the absorbance $a(E) = (1 - R) (1 - \exp(-\alpha d))$ of a semiconductor increases steeply around the band gap for typical direct gap absorption coefficients, $\alpha$, and then approaches a constant value, the PL spectrum of a semiconductor will be determined on the low energy side by the absorption edge and on the high energy side by the Boltzmann tail of the Bose-Einstein distribution that is part of $\phi_{\text{ph}}$.

Figure 7 shows a photoluminescence spectrum and the corresponding absorption coefficient of a MAPI film on glass, which has been measured by photothermal deflection spectroscopy (PDS) on the high energy side, and overlaid with the absorption coefficient obtained from Equation (15) on the low energy side. Together with the refractive index $n_i$, this allows to determine $k_{\text{rad}}n_i^2 = 5 \text{ cm}^{-3} \text{ s}^{-1}$ using Equation (10). Thus, if either $k_{\text{rad}}$ or $n_i^2$ is known, one can determine the respective other parameter. In MAPI, the effective masses of electrons and holes are known[90,95] to be in the range of 0.1–0.4 $m_e$, which gives a range of the combined effective densities of states from $N_c \times N_v = 6.2 \times 10^{15}$ to $4.0 \times 10^{16} \text{ cm}^{-3}$ using

$$ N_c N_v = 2 \left( \frac{2\pi m_e k_B T}{\hbar^2} \right)^{3/2} \left( \frac{2\pi m_h k_B T}{\hbar^2} \right)^{1/2} $$

(16)

With a band gap $E_g = 1.6 \text{ eV}$ this lead to a range of values for $n_i = 2.7 \times 10^4$ to $2.1 \times 10^5 \text{ cm}^{-3}$ and hence $k_{\text{rad}}$ in the case of the above data ends up in the range $7.0 \times 10^{-9}$ to $1.1 \times 10^{-8} \text{ cm}^{-1} \text{ s}^{-1}$. If the photoluminescence setup is calibrated quantitatively, giving the exact number of photons emitted from the sample), the quasi-Fermi level splitting of the sample can be estimated from Equation (15) by either plugging in the measured absorptivity, or by assuming an absorptivity of $a(E) = 1$ for energies sufficiently above the band gap. This allows to directly calculate the quasi-Fermi level splitting from the y-axis intercept of the extrapolation of the high energy slope of the PL spectrum as shown in Figure 7[92].

4.2. Bulk Recombination

In addition to a spectral analysis of the above film on glass, we can also measure the PL decay as a function of time after a laser pulse. Figure 8 shows the decays for three different laser fluences normalized to the peak luminescence at early times (at the end of the laser pulse). We note that the decays change shape as a function of laser fluence, which suggests that both radiative and SRH recombination affect the decay. The higher
Figure 8. Normalized PL decays of a MAPI film on glass (thickness \(d = 311 \text{ nm}\)) measured under different fluences. For the excitation wavelength of 496 nm this corresponds to initial carrier excitation densities of \(\Delta n(0) = 7 \times 10^{15}, 6.4 \times 10^{16},\) and \(9 \times 10^{17} \text{cm}^{-3}\). Note that the higher the fluence the faster the initial decay, that is due to higher order recombination (radiative and Auger). The global fit of the data (including Auger recombination) gives \(k_\text{rad} = (4.78 \pm 0.43) \times 10^{-11} \text{cm}^3 \text{s}^{-1}\), \(C_\text{Aug} = C_0 + C_0 = (8.83 \pm 1.57) \times 10^{-29} \text{cm}^6 \text{s}^{-1}\), \(\tau_0 = 511 \pm 80 \text{ ns}\), and \(\tau_\text{Aug} = 871 \pm 251 \text{ ns}\). Reproduced with permission.\(^8\) Copyright 2016, The American Physical Society.

laser fluences lead to the faster decay curves, consistent with the simple calculations using Equation (9) and shown in Figure 5. If we solve Equation (9) and fit the result numerically to all three curves shown, we obtain the parameters \(k_\text{rad} = (4.78 \pm 0.43) \times 10^{-11} \text{cm}^3 \text{s}^{-1}\), \(C_\text{Aug} = C_0 + C_0 = (8.83 \pm 1.57) \times 10^{-29} \text{cm}^6 \text{s}^{-1}\), \(\tau_0 = 511 \pm 80 \text{ ns}\), and \(\tau_\text{Aug} = 871 \pm 251 \text{ ns}\). Note that the values for \(k_\text{rad} (1 - p_\text{Aug}) = k_\text{ext} \) directly result from a fit of the data. If we want to determine \(k_\text{rad}\) separately, we need to obtain an estimate of the reabsorption probability first, which can be done analytically for a film on glass. Under the reasonable assumption that in this case there is no parasitic absorption, the term \(1/p_\text{Aug}\) is equal to the emission probability \(p_\text{e}\), which can be calculated from the equation:\(8\)

\[
p_\text{e} = \frac{2 \int_0^L a(E) \phi_\text{PL}(E) dE}{\int_0^L 4 n_s^2 (E) \alpha(E) \phi_\text{PL}(E) dE}
\]

(17)

The idea of this equation is that the denominator contains the terms that lead to photon generation inside the volume of the perovskite film, that is, Equation (10) multiplied with film thickness. Hence, the denominator depends on the absorption coefficient \(\alpha\). Here photons are generated and emitted into the \(4\pi\) solid angle inside the perovskite film. The numerator provides the flux that is emitted into air (\(n_s = 1\)) from a planar surface (Equation (15)) which lacks the \(4n_s^2\) term of the denominator and it depends on the absorption \(a\) instead of the absorption coefficient \(\alpha\). In case of a film on glass, there are two surfaces at which light can outcouple, so there is a factor of 2 in the numerator accounting for the two emitting surfaces.

In total, we can estimate the emission probability to be about 5% for a flat film on glass, which then leads to the values of \(k_\text{rad} = (8.77 \pm 0.79) \times 10^{-10} \text{cm}^3 \text{s}^{-1}\). We note that smaller \(k_\text{rad}\) values are obtained if a second order non-radiative recombination is considered, as discussed in Section 3.3 (Table 4). Using such analysis we obtain values for \(k_\text{rad} = 6 \times 10^{-11} \text{cm}^3 \text{s}^{-1}\), which also will be shown in Section 6 to be in much better agreement with experimental \(Q_\text{eff}\) versus lifetime values from literature. Therefore, for consistency, we will use a \(k_\text{rad} = 6 \times 10^{-11} \text{cm}^3 \text{s}^{-1}\) for all calculated radiative recombination data in this manuscript. We also note that the effect of surface roughness is included in Equation (17) in the absorptance \(a\) in the numerator of the equation. If the surface becomes rougher, the absorptance increases and thereby \(p_\text{e}\) increases.\(93,94\)

Therefore in order to obtain recombination parameters relevant for solar cell operation, excitation densities close to AM1.5G conditions should be used for the TRPL measurement. However, before measuring and analyzing the data, the photoexcited (steady-state) carrier density corresponding to solar cell operation is not known, since it requires knowledge of the minority carrier lifetime. This means that in transient PL measurements always a series of different excitation conditions should be used, spanning a wide range. Considering typical lifetimes obtained for halide perovskite samples of 100 ns–1 μs, a typical injected carrier density required in the TRPL experiment can be estimated at \(\Delta n = \phi \times \tau/d = 4 \times 10^{14} - 4 \times 10^{15} \text{cm}^{-3}\) assuming a thickness \(d = 400 \text{ nm}\).

To summarize, we notice that the general trend of the fluence-dependent behavior follows from the combination of different recombination mechanisms and does not require adjusting any parameter between the three decay curves. The result also highlights the necessity to measure at different laser fluences if all recombination parameters should be extracted from the transient data. We also note that the extracted value for \(k_\text{rad}\) is consistent with the range of values given in Section 4.1 and is compatible with an effective DOS \(N_v \times N_e = 4.9 \times 10^{16} \text{cm}^{-6}\) and an effective mass of \(m^* = 0.2\).

The monomolecular lifetime of \(\approx 500 \text{ ns}\) can be interpreted in two different ways. One option is that bulk recombination dominates the terms of the recombination rate that scale linearly with the minority carrier concentration. In this case, the decay seen for longer times in all three decays in Figure 8 would be identical to the average of the lifetimes \((\tau_0 + \tau_\text{Aug})/2\) introduced in Section 3.2.2. However, there is also an alternative interpretation possible. The surface of the film might dominate monomolecular recombination, then the lifetime is obtained as discussed in the following section.

4.3. Surface Recombination

In most inorganic semiconductors, surfaces or interfaces are among the most critical areas accelerating recombination in a device.\(95,96\) The reason for this is that the crystal structure of one material ends at its surface or at the interface to another layer. In many cases, the surface forms dangling bonds that create electronic states in the band gap. The normal strategy to circumvent this problem is to apply passivation layers that move the electronic states in the band gap out of the band gap by forming new molecular orbitals at the interface. A classic example is the surface of a silicon wafer that contains Si atoms where at least one of the four valence electrons does not form
a bond with a valence electron from another Si atom. In this case, passivation layers from, for example, amorphous Si could provide either additional bonds to valence electrons in amorphous Si or they provide hydrogen atoms that attach to dangling bonds and thereby also make sure that there are no unsaturated bonds.[96] In the case of perovskites, the same problem exists, however to a slightly lesser degree of severity as in most inorganic materials. In the same way as the bulk material forms mostly shallow defects, theoretical calculations by Uratani et al.[97] show that this is also true for the surfaces of MAPI. Hence, the defects formed at surfaces are likely much less detrimental than in most covalent semiconductors where dangling bonds form deep defects. In addition, the surfaces of lead-halide perovskites can quite easily be passivated by, for example, exposure to oxygen,[86] by covering them with various organic layers[65,84,85,98] or by using 2D perovskites or wide band gap perovskites as surface passivation layers.[99–101]

Nevertheless, we have to include the possibility of recombination at the surface or interface of any of our perovskite films or layer stacks used in photoluminescence experiments. Surface recombination is typically treated as a boundary condition to the electron and hole concentrations in the continuity equations (Equations (1) and (2)) introduced earlier. The boundary condition for electrons can be expressed as

$$\pm D_n \frac{dn}{dx} = S_n n + p / S_p, \quad (d - d, x = 0, d)$$

(18)

where the positive sign is for $x = 0$ and the negative sign for $x = d$. Thus, if the concentration of electrons decreases toward the back contact at $x = d$ (dn/dx < 0), this has to correspond to a positive rate of recombination at that contact. Here, $S_n$ and $S_p$ are the surface recombination velocities for electrons and holes and thereby fulfill a similar role as the (inverse) electron and hole lifetimes in bulk SRH recombination (see Table 3).

In order to fully simulate the effect of surface recombination on a photoluminescence transient, it is necessary to know the carrier concentrations at the interfaces or surfaces (i.e., at $x = 0$ and $x = d$) as a function of time. Hence one has to solve the full system of differential equations (continuity equation for electrons and holes and the Poisson equation) as a function of position and time, which is however not possible analytically. In case of many traditional doped semiconductors, there is a relatively simple solution for the problem. As long as one restricts the problem to low-level injection, the mathematical problem reduces to solving only the continuity equation for minority carriers as a function of position and time with the boundary condition (assuming a p-type layer).

$$\pm D_n \frac{dn}{dx} = S_n n + p / S_p, \quad (d - d, x = 0, d)$$

(19)

The solution of the differential equation in position and time then becomes a Fourier series. At long times, the decay will follow the first term of the Fourier series[102,103] with the characteristic decay time.

$$\tau_n = \frac{d}{2S_n} + \frac{d^2}{D_n \pi^2}$$

(20)

Here, we assume that the surface recombination velocities are the same for both interfaces. The two terms on the right-hand side of Equation (20) are related to i) the actual recombination process at the interface limited by the magnitude of the surface recombination velocity $S_n$ and ii) the transport to the surface which scales quadratically with thickness and inversely with the diffusion constant $D_n$. Thus, for higher mobilities and smaller distances the second term would vanish and the first one would dominate. However, for large thicknesses and high values of the surface recombination velocity, also the first term may vanish and the second one may dominate the result. A typical example for the latter scenario would be an unpassivated bare Si wafer, whose effective lifetime would not fall below about 1 µs (if the surface limits the lifetime), because of the second term in Equation (20).[104]

In the case of perovskites, photoluminescence experiments are likely done mostly in high-level injection and the analytical treatment of the problem is rather difficult. However, we may numerically calculate which monomolecular lifetime is expected for a layer with infinitely long bulk lifetime as a function of surface recombination velocity and thickness. Figure 9 shows the result of this calculation. On the bottom right, we note the diffusion limited regime, that is, the lifetimes that are so short that they are physically impossible, because transport to the surface would not be fast enough. These lifetimes are however much smaller than what we measure experimentally which suggests that it is essentially the d/2S term that is relevant for perovskites.

If we use the $\tau = 500$ ms obtained experimentally from the data shown in Figure 8, we arrive at the conclusion that the two remaining surfaces (glass/perovskite and perovskite/N$_2$ (g)) must have surface recombination velocities of 10 cm s$^{-1}$ or lower (note the sample is in a nitrogen filled sample holder). Any higher surface recombination velocities would be inconsistent with the observed long lifetimes.

Figure 9. Surface recombination velocity as a function of the surface lifetime $\tau_s$ and the layer thickness $d$ of a MAPI sample on glass. The calculation assumes a mobility of 20 cm$^2$ V$^{-1}$ s$^{-1}$ for electrons and holes and equal surface recombination velocities $S$ at the two surfaces of the sample. The blank area in the lower right corner marks the mathematically impossible region where the lifetime is increased by the finite speed of charge-carrier diffusion toward the surfaces. The dotted black line indicates the possible surface lifetimes for the observed layer thickness of $d = 311$ nm in the sample shown in Figure 8. Reproduced with permission.[94] Copyright 2016, The American Physical Society.
4.4. Parasitic Absorption

In Section 4.2, we observed that the radiative recombination coefficient $k_{\text{rad}}$ can only be determined from the data if we account for the probabilities of reabsorption and emission of light. In reality, $k_{\text{rad}}$ is fixed by the properties of the material such as the absorption coefficient and the density of states. What changes with the amount of light being reabsorbed is the observed bimolecular rate constant $k_{\text{rad}}(1 - p_{\text{r}})$. Hence, by modulating the amount of light that is parasitically absorbed it is possible to change the observed bimolecular rate constant. Figure 10 shows an example of data that was obtained using layers grown on a Si wafer using either a thick or a thin SiO$_x$ layer in between the Si wafer and the perovskite layer.[53] In case of the thin SiO$_x$ layer, light impinging on the back contact can easily couple into the Si wafer where it is then absorbed and cannot contribute to reabsorption in the perovskite (quantified by the probability $p_{\text{r}}$) anymore. In case of a thick SiO$_x$ layer, more light is reflected back into the perovskite and is reabsorbed. Consequently, we observe different values for $k_{\text{rad}}(1 - p_{\text{r}})$ despite the fact that the films are prepared in the exact same way, assuming that there is no change in $k_{\text{rad}}$ between the two samples.

5. Layer Stacks and Devices

5.1. Steady-State PL

One of the key challenges in optimizing perovskite solar cells is to choose the best transport layers for a given perovskite composition. Transport layers essentially have to fulfill two criteria, namely they have to ideally do the job of a passivation layer (i.e., reduce non-radiative recombination at the perovskite surface) while at the same time allow efficient charge extraction. Steady-state photoluminescence can be used to screen transport layers for their ability to maintain a high photoluminescence.[19] Any reduction in photoluminescence intensity when adding charge extraction layers to a perovskite absorber layer is detrimental for the $V_{\text{oc}}$ and therefore it is not possible to use steady-state photoluminescence quenching at open circuit as a good indicator of efficient charge transfer to the electron or hole transport layer. It is also interesting to note, while the PL of a solar cell or a solar cell stack has to be maximized under open-circuit conditions; at applied voltages substantially below open-circuit, the PL should be rapidly quenched with respect to the PL at $V_{\text{oc}}$, as charges need to be efficiently extracted prior to recombination.[14]

Much of the usefulness of photoluminescence characterization in solar cell development comes from the possibility to predict or compare the open-circuit voltage measured on a device with the quasi-Fermi level splitting derived from the photoluminescence measurements. In addition to the possibilities to estimate $\Delta E_{\text{F}}$ as given above (Equation (15)), there is also a direct relationship between the external quantum efficiency $Q_{\text{e,lm}}$ of photoluminescence emission and the quasi-Fermi level splitting in a device.[16,20]

$$\Delta E_{\text{F}} = \Delta E_{\text{rad}} + kT \ln \left( \frac{Q_{\text{e,lm}}}{Q_{\text{e,lm}}^\text{max}} \right)$$

Here, the radiatively limited $\Delta E_{\text{rad}}$ refers to the maximally achievable $V_{\text{oc}}$ in the absence of non-radiative (defect) recombination.

The steady-state photoluminescence can be used to quantify the internal voltage or quasi Fermi level splitting $\Delta E_{\text{F}}$ in perovskite layers with or without attached transport layers as well as in complete cells allowing a direct comparison with the device $V_{\text{oc}}$. An example of this is shown in Figure 11 where the $Q_{\text{e,lm}}^\text{max}$ is shown for a neat triple cation perovskite layer on glass and in contact with the electron and hole transport layers (ETL and HTL) and in the full device stack. The analysis reveals a drop of the $\Delta E_{\text{F}}$ and $Q_{\text{e,lm}}^\text{max}$ values when the perovskite is in contact with either of the transport layers revealing losses due to interface recombination in both sides.

This analysis allowed us to optimize the device architecture with the use of interlayers where both, the measured quasi-Fermi level splitting and the $V_{\text{oc}}$ of the devices were increased with the passivation. This has been shown to provide very consistent results in several recent studies being of great help for the understanding of the limiting device components and the development of more efficient devices.[8,19,13] However, it has also been found that in some cells with poor-performing transport layers (such as PEDOT:PSS and P3HT) the internal $\Delta E_{\text{F}}$ in the cell or the optical pin-stack on glass can be higher than the external $g_{\text{F}}$. This implied that the hole (or electron) quasi-Fermi level bends in a specific region in the device, which we attributed to a misalignment of the energy levels of the transport layer and the perovskite.[13,18] Note that open-circuit voltage losses due to non-ideal band alignment between absorber and contact layers are expected to vary substantially if absorber layers with other stoichiometries and in particular...
band gaps are used. Lower band gap perovskites for instance function well with PEDOT:PSS and C60\textsuperscript{[105]} while the typical 1.6 eV band gap compositions usually show severe losses in combination with PEDOT:PSS and still some losses with C\textsubscript{60}\textsuperscript{[19]}

5.2. Transient PL

Further quantitative information on the recombination processes in layer stacks can be obtained from transient photoluminescence measurements. In these measurements charge transfer can play a significant role in addition to interface and bulk recombination since during transient measurements, substantial currents can flow to equilibrate the quasi-Fermi levels. Hence, since for high fluences a combination of different parameters affects the transient, the extraction of those parameters from the transient becomes challenging. Especially at high fluences that are often necessary for a good signal to noise ratio, analytical equations will not be able to describe the decay and numerical simulations have to be used to analyze experimental data. Examples for such an analysis are published in ref. [30].

Fluence-dependent TRPL transients corresponding to the photoluminescence quantum efficiency measurements shown in Figure 11 are presented in Figure 13 for a perovskite film with a C60 electron transport layer (symbols in different shades of blue). For comparison, the PL transient of the pristine perovskite film measured with a fluence of 30 nJ cm\textsuperscript{-2} (1.8 × 10\textsuperscript{15} cm\textsuperscript{-3}) is shown (green symbols). It can be seen that after an initial faster decay at times >10 ns, the photoluminescence of the stack decays exponentially with a decay time of ≈20 ns, while the pristine perovskite film on glass shows a decay time of 330 ns. Applying Equation (20), an upper bound of the surface recombination velocity of S\textsubscript{R} = 40 cm s\textsuperscript{-1} and S\textsubscript{R} = 1000 cm s\textsuperscript{-1} can be given for the pristine layer and stack, respectively. The corresponding quasi-Fermi level splitting can be estimated from the measured lifetime (two times the decay time in high injection) using Equation (5), with n\textsubscript{f} = 8.3 × 10\textsuperscript{30} cm\textsuperscript{-3} which gives values of ΔE\textsubscript{F} = 1.06 eV and ΔE\textsubscript{F} = 1.21 eV, respectively. Comparison with the results from the steady-state analysis in Figure 11 indicates a relatively good agreement with the quasi-Fermi level splitting values obtained in those measurements.
6. The Relation between Lifetime, Luminescence Quantum Efficiency, and Quasi-Fermi Level Splitting

In Section 3.5, we have introduced the concept of the external luminescence quantum efficiency which depends on the rates of radiative and non-radiative recombination and on the optical properties of the sample (defined by $p_e$, $p_r$, and $p_a$). Equation (14) explicitly presents the relation between the lifetime $\tau$ and the external PL quantum yield $\Phi_{\text{exc}}$. Given that every change in $kT \ln(\Phi_{\text{exc}})$ results in a corresponding change in $qV_{\text{oc}}$ through Equation (21), we can find relations between both the lifetime and $\Phi_{\text{exc}}$ and the lifetime and $qV_{\text{oc}}$. Several parameters discussed throughout this tutorial affect this relation including the internal radiative recombination coefficient $k_{\text{rad}}$, the equilibrium charge-carrier concentration $p_0$ (for the arbitrary example of a p-type semiconductor) and the probabilities $p_e$ and $p_a$ of emission and parasitic absorption of internally generated photons. From Table 4 we have observed that the reported values for $k_{\text{rad}}$ in literature vary by more than one order of magnitude, even though $k_{\text{rad}}$ is an intrinsic material property and should be therefore a constant. This can present challenges to estimate the relation between lifetimes and PL quantum efficiencies with accuracy. We additionally note that halide perovskites are considered to be...
relatively intrinsic semiconductors generally exhibiting doping concentrations (and hence values for \( p_0 \)) lower than \( 10^{15} \, \text{cm}^{-3} \).

If the relations of the previously mentioned parameters are understood and with a relatively good knowledge of their values, a consistent picture of \( \Delta E_f \), \( Q_{\text{lim}} \), \( V_{\text{oc}} \) and lifetimes \( \tau \) measured for film stacks and devices with consistent measurement conditions and correct analytical or numerical analysis should be achieved. As mentioned earlier, lifetime measurements on stacks and devices can be challenging, thus a direct comparison of steady-state and transient luminescence measurements works best for pristine perovskite layers deposited without charge transport layers or contacts. However, we note that although the quasi-Fermi level splitting can be estimated from these measurements, it cannot be directly verified with open-circuit measurements.

In Figure 14a we show various experimental values from literature for the device \( V_{\text{oc}} \) versus the reported photoluminescence lifetime \( \tau \), which would, in high-level injection, correspond to \( (\tau_p + \tau_s)/2 \). Also shown are curves calculated using Equations (S1) and (S2), Supporting Information, for \( V_{\text{rad}} = 1.324 \, \text{V} \), \( k_{\text{rad}} = 6 \times 10^{-11} \, \text{cm}^{3} \, \text{s}^{-1} \) and different doping densities \( p_0 \). It can be seen that the reported \( V_{\text{oc}} \) values often yield significantly lower values than expected from the lifetime as compared with the theoretical curves. This may be due to the fact that for some of the data from literature, the measurement conditions were not matched for the lifetime and \( \Delta E_f \) and \( V_{\text{oc}} \) measurements, and/or that the extracted lifetime values were not representative due to inadequate analysis or measurement conditions as discussed earlier. For example, if lifetimes are measured on perovskite films on glass but the \( V_{\text{oc}} \) is measured on a device, additional interface recombination in the device would not have been accounted for in the PL transient. Therefore, we would expect the data points to lie generally below or on the black line for the case of intrinsic absorber layers (blue shaded region). This is the case for the majority of data points with a minority of outliers being slightly above the black and blue solid lines. Another reason for \( V_{\text{oc}} \) values falling below the expected theoretical curves can be a mismatch between the internal and external voltage of the device. Although in general it is assumed that the internal quasi-Fermi level splitting determined by the level of non-radiative recombination equals the externally observed open-circuit voltage, this is not necessarily true for all device configurations as reported in several recent studies.[13,19] In particular, a large band offset for holes at the p-interface has been found to lead to voltage reductions of up to 150 mV compared to the quasi-Fermi level splitting obtained from luminescence.

Figure 14b shows the experimental PL quantum yield values \( Q_{\text{lim}} \) versus SRH lifetimes \( \tau \) for halide-perovskite layers, stacks or devices together with theoretical curves obtained with Equation (S1), Supporting Information. The dependence of the experimentally observed PL quantum yield on carrier lifetime agrees reasonably well with the theoretically expected curves (calculated with the same values as in Figure 14b), with some outliers for which the \( Q_{\text{lim}} \) is substantially higher than what is expected from the reported carrier lifetime. Also, a reduction of \( Q_{\text{lim}} \) at long lifetimes \( \tau \) is expected when the parasitic absorption probability \( p_s \) is not equal to zero. This limits the maximum achievable \( Q_{\text{lim}} \) that can be achieved for a given lifetime. For carrier lifetimes \( < 1 \mu \text{s} \), an increased doping density can explain larger values of \( Q_{\text{lim}} \), as observed for example in GaAs,[18] and similar effects of doping have recently been shown in halide perovskites.[19] However, the figure also shows that even if high doping is assumed, for external PL quantum yield values exceeding 1%, lifetimes above 1 µs should be observed, which is contrast with at least some of the data points in Figure 14. This could be due to problems with either the quantum efficiencies or the lifetime analysis, potentially because non-identical samples were investigated for both measurements, or because samples degraded during or before the lifetime measurement. Since large external quantum efficiencies are an indication of superior material quality and naturally draw significant interest in the community, we therefore suggest that if large \( Q_{\text{lim}} > 1\% \) are reported for perovskite thin films, efforts should be

![Figure 14](image-url)

**Figure 14.** a) Experimental values of device \( V_{\text{oc}} \) and corresponding reported lifetimes \( \tau \) (see Table S1, Supporting Information) that were derived from PL transients measured on films with or without contacts.[8,13,35,36,114–119] In high level injection these lifetimes correspond to \( (\tau_p + \tau_s)/2 \) (see Section 4.2). Calculated curves for a planar 500 nm thick film with the parameters stated in the figure for equivalent 1 sun conditions of perovskites absorbers with \( p_0 = 10^{15} \, \text{cm}^{-3} \) and \( 10^{17} \, \text{cm}^{-3} \) (blue lines) are also shown. We note that the theoretical curves are calculated for a \( V_{\text{rad}} = 1.324 \, \text{V} \), which corresponds to perovskite films with a bandgap energy of \( -1.60 \, \text{eV} \). This is in accordance with the experimental data shown in the figure (see Table S1, Supporting Information). b) Experimental values of the external photoluminescence quantum efficiency \( Q_{\text{lim}} \) measured at 1 sun equivalent conditions reported in literature with the corresponding PL lifetime \( \tau \) (see Table S2, Supporting Information).[8,13,35,36,114–119] The black line is the calculated curve using Equation (14) for various values of \( p_0 \) and for different values of the parasitic absorption probability \( p_s \). The right axis shows the voltage loss due to non-radiative recombination \( \Delta V_{\text{occRad}} \) for a given value of \( Q_{\text{lim}} \) as calculated from the second term of Equation (21).
undertaken to back these values up with lifetime values measured under equivalent conditions.

The given calculated curves assume an absorber thickness of 500 nm, escape probability of 3%, and radiative constant \( k_{\text{rad}} = 6 \times 10^{-11} \text{ cm}^3 \text{ s}^{-1} \), consistent with previous figures shown in this manuscript. However, as also discussed in previous sections the exact value of the radiative constant is still debated, and device thickness as well as escape probability of photons may vary for different samples. To illustrate the effect of these parameters on the expected quantum efficiency versus lifetime curves, several plots are shown in the Supporting Information.

7. Conclusions

While PL characterization is routinely used in the perovskite solar cell community, the results are often challenging to interpret and much more has to be learned, for example with respect to the interplay between charge extraction and recombination. Moreover, standards in measuring and reporting results from photoluminescence-based measurements are missing which often complicates a direct comparison between PL results obtained from different groups or different compositions. This obscures how certain kinetic properties in the bulk or the interfaces correlate to the open-circuit voltage or other performance parameters in steady-state.

In this tutorial, we have discussed the application of transient and steady-state PL measurements to neat perovskite films and solar cell stacks in the presence of transport layers and metal electrodes (complete cells). To this end, we provided details on PL measurement setups along with an introduction into the basic principles to determine the charge-carrier lifetime and recombination rate constants under different conditions, ranging from low to high level injection, the presence of background doping, and charge extracting layers relevant to real devices. We then discussed the impact of photon recycling and parasitic absorption on the obtained bimolecular recombination coefficient and its impact on the device performance. Importantly, a direct comparison of transient and steady-state PL results as obtained on different perovskite layer stacks demonstrates that kinetic parameters can well describe the operation of perovskite solar cells in steady-state (analytically as well as numerically); given that they are measured under relevant conditions. However, a survey of literature in some cases shows significant inconsistencies between the kinetic parameters, such as the carrier lifetime and the obtained radiative efficiencies or open-circuit voltage in steady-state that have to be further explored. In the future, we anticipate that a more accurate determination of bulk and interfacial charge transfer and recombination rate constants will improve our understanding of perovskite solar cell operation even further, which will be an important contribution to approach the thermodynamic efficiency limit in perovskite solar cells.
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Supporting Information is available from the Wiley Online Library or from the author.
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