Simulating local measurements on a quantum many-body system with stochastic matrix product states
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We demonstrate how to simulate both discrete and continuous stochastic evolution of a quantum many-body system subject to measurements using matrix product states. A particular, but generally applicable, measurement model is analyzed and a simple representation in terms of matrix product operators is found. The technique is exemplified by numerical simulations of the anti-ferromagnetic Heisenberg spin-chain model subject to various instances of the measurement model. In particular we focus on local measurements with small support and non-local measurements which induces long range correlations.
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I. INTRODUCTION

With the experimental realization of ultra-cold atoms and optical lattice-systems experimentalists begin to probe various many-body models accurately, leading to theoretical and accurate experimental studies of highly non-trivial physical ideas, such as topological states of matter, frustrated systems and phase transition phenomena. In these systems experimentalists are not only measuring macroscopic observables, but are also beginning to measure local observables [1, 2, 3] and correlation functions [4].

Understanding quantum many-body systems is a challenge due to the large dimensionality of the many-body Hilbert space and the associated complexity of the states. Not only can it be difficult to describe a generic many-body state, but finding the physically relevant states (e.g. diagonalizing the system Hamiltonian), and quantifying their physical properties can be extremely difficult.

Recent progress in the understanding of entanglement and the complexity of quantum many-body systems has led to several simulation techniques for strongly correlated systems with local interactions based on matrix product states (MPS) for a one-dimensional lattice system, projected entangled pair states (PEPS) and variants hereof in higher dimensions [5, 6, 7, 8, 9, 10, 11], which enable us to calculate ground states, perform time-evolution of states and calculate expectation-values of many interesting physical operators accurately and efficiently.

In this paper we will use the matrix product state techniques to simulate local and non-local measurements on quantum many-body systems. Measurements lead to interesting conditioned dynamics and provide alternative routes to entanglement generation [12, 13] and to quantum computing [14]. Quantifying interaction and measurement-induced dynamics occurring on the same time-scale is, however, highly non-trivial.

In section II we review the formalism and highlight the basic features of matrix product states. In section III we will briefly review the quantum theory of measurements and introduce the measurement model studied in this paper. In section IV we describe how to simulate both discrete and continuous measurements on matrix product states, and in section V we show some example simulations. Finally we conclude and discuss further work in section VI.

II. MATRIX PRODUCT STATES AND OPERATORS

We wish to study the effect of measurements on many-body systems but, as mentioned in the introduction, solving many-body problems can be extremely difficult, and with the added complication of non-equilibrium stochastic behavior the problem is not getting any easier. We will describe how to simulate a measurement scheme in terms of matrix product states (MPS) [8, 11] or projected entangled pair states (PEPS) (the methods presented here can be extended very easily from the latter to the former). It will turn out that local measurements and certain global measurements have a natural description in terms of matrix product states, and since measurements are intimately connected to entanglement, this description will also highlight aspects of the entanglement...
properties of matrix product states.

First we will briefly review the basics of matrix product states. Any use of this technique begins with a factorization of the full many-body Hilbert space into elementary constituents of dimension $d$. This factorization is done such that the states of interest only contain a limited amount of entanglement between its subsystems (in the sense of small Schmidt-number between any bipartite cut). For spins on a periodic one-dimensional lattice of length $L$ it is natural to factor the Hilbert-space into a product of single sites. The MPS ansatz is a parametrization of the expansion coefficients in the product basis

$$\ket{\psi} = \sum_{\sigma_1...\sigma_L} \text{Tr} \left( T^{[1]}_{\sigma_1} T^{[2]}_{\sigma_2} ... T^{[L]}_{\sigma_L} \right) \bigotimes_{i=1}^L \ket{\sigma_i}, \quad (1)$$

where $T^{[i]}_{\sigma_i}$ are $d \times D$ matrices (or a $d \times D$ tensor), where $D$ is the virtual dimension and $\ket{\sigma_i}$ denote the $d$ single-site basis states. The trace operation in (1) is carried out over the virtual dimensions and results in coefficients of the different product states—the larger the virtual dimension $D$, the more entanglement is supported by the ansatz.

If one wishes to consider a system with open boundary conditions one can take the first and final matrices $T^{[1]}$ and $T^{[L]}$ to have dimensions $1 \times D$ and $D \times 1$ respectively. The essential feature of this parametrization is that any Schmidt-decomposition of the above state will contain at most $D$ terms, thus limiting the entanglement entropy between any bipartite splitting in a systematic way. Reciprocally, it can also be shown that any state where all bipartite splittings contain at most $D$ terms are of this form $\ket{\psi}$.

Single site reduced density-matrices for states of this form can be calculated in a clever way $\mathbb{I}$ using only $O(Ld^2D^3)$ operations. Similarly, few-site density-matrices can be calculated efficiently. Thus, expectation values of local and correlation-observables can be calculated efficiently for matrix product states.

Using variational methods it is possible not only to find good approximations for ground-states of nearest-neighbor Hamiltonians, but also Greens-functions, thermal states and time-evolution of these states, etc. $\mathbb{S}$ $\mathbb{I}$. All these variational methods essentially rely on the matrix element $\langle \chi | A | \psi \rangle$ between any two matrix-product states and an operator $A$ to be calculated efficiently, which is often possible for physically relevant operators, like tensor-products of local operators.

A special set of efficiently contractible operators are the matrix product operators (MPO), which are constructed in the same way as matrix product states. An MPO is parametrized as

$$A = \sum_{j_1, ..., j_L} \text{Tr} \left( M^{[1]}_{j_1} ... M^{[L]}_{j_L} \right) \bigotimes_{i=1}^L X_{j_i}, \quad (2)$$

where $M^{[i]}_{j_i}$ are $d \times D$ matrices and the $N = d^2$ operators $X_j$ constitute a basis for the operators on a single site. If we choose the matrix-basis as the $X_j$ (i.e. $\ket{\sigma} \bra{\sigma'}$), the matrices $M^{[i]}_{j_i}$ can be thought of as matrices of operators.

If $A$ is of this form, applying $A$ to $\ket{\psi}$ in (1) amounts to the update rule $T^{[j]}_{\alpha\sigma'} T^{[j]}_{\beta\sigma} = \sum_{\alpha'\beta'} T^{[j]}_{\alpha'\beta'} M^{[j]}_{\alpha'\beta'}$ where $(\alpha\beta')$ is to be understood as a combined index as in the Kronecker matrix-product $C_{(ik),(jl)} = A_{ij} B_{kl}$. The virtual dimension of $A \ket{\psi}$ will then be the product of the virtual dimensions of $A$ and $\ket{\psi}$. In practice however, it is not desirable and often not necessary to increase the virtual dimension as one can use a variational method $\mathbb{L}$ to find a matrix product state $\ket{\chi}$ of a given virtual dimension that minimizes $\| \ket{\psi} - A \ket{\psi} \|^2$. In, e.g., time-evolution, where $A$ is an approximation to the unitary time-evolution operator, one is interested in keeping a fixed virtual dimension, and the error associated with this truncation is usually negligible for short times. As shown in $\mathbb{L}$ it is also possible to perform the time evolution in the Heisenberg picture using matrix product operators.

The above techniques can be generalized in terms of projected entangled pair states (PEPS) $\mathbb{I}$, where the state is written in terms of a general tensor-network $\mathbb{I}$ instead of just nearest neighbor contractions on a one-dimensional lattice. For these kinds of states it is possible to formulate variational methods in much the same way as for MPS, but the numerical stability and time-complexity of the methods can depend drastically on the topology of the graph. For an open one-dimensional lattice with nearest-neighbor interactions calculating ground states and performing time-evolution scales as $O(LD^3)$, whereas, for a one-dimensional lattice with periodic boundary-conditions, the calculations scales as $O(LD^5)$ due to the loop in the factorization-graph $\mathbb{L}$.

The topology of the factorization-graph is usually determined by the interactions in the system, and may be a chain, a loop, a grid, a tree or some variation of these depending on the system. Since non-local measurements can induce entanglement directly between the measured subsystems due to the obtained information, the topology can also depend on the type of measurements being performed on the system.

### III. THE QUANTUM THEORY OF MEASUREMENTS

If we wish to simulate the stochastic evolution of a quantum system subject to measurements we can use several, closely related, techniques depending on the type of measurement being performed.

When a quantum system is being measured, the quantum state $\ket{\psi}$ changes because the measurement alters the observers knowledge of the system. Formally this back-action is described by the action of a set of operators $\{\Omega_\mu\}$, where the state conditioned on the measure-
moment outcome $\mu$ is $\Omega_\mu |\psi\rangle / \sqrt{\langle \psi | \Omega_\mu^\dagger \Omega_\mu | \psi \rangle}$. In general, such a set of operators is a valid measurement scheme if $\Omega_\mu^\dagger \Omega_\mu = 1$. It can be shown [19] that the action of any such set of operators can be implemented by coupling the measured system unitarily to an auxiliary system and performing a projective measurement on the auxiliary system. In particular, consider a two-level ancilla interacting with the probed system. If $\sigma_z$ acts on the ancilla space and $A$ is an observable of the probed system, then the accumulated effect of measurements in a time $\Delta t$ is given by

$$\Omega(N_+, N_-) \approx 1 + \phi A(N_+ - N_-) + \frac{1}{2} \Delta T \phi^2 A^2((N_+ - N_-)^2 - 2N).$$

In the limit $N \gg 1$ we can apply the central-limit theorem to obtain $N_+ - N_- \approx 2\kappa \Delta T \phi (A) + \sqrt{\kappa} \Delta W$, where $\Delta W$ is a normally distributed stochastic variable with zero mean and variance $\Delta T$. The accumulated effect of the measurements can then be written as

$$\Omega(N_+, N_-) \approx 1 + 2\Delta T \phi^2 \kappa A^2 + \frac{1}{12} \Delta T \phi^4 \kappa A^2,$$

where $\Gamma = \phi^2 \kappa$ is the measurement strength.

IV. STOCHASTIC PROPAGATION OF MATRIX PRODUCT STATES

If we consider measurements on a system described by an MPS then we proceed as described in section III. Propagate $|\psi\rangle$ unitarily for a time $\delta t$ and then apply $\Omega_\mu$ with probability $p(\mu) = \langle \psi | \Omega_\mu^\dagger \Omega_\mu | \psi \rangle$. If $\Omega_\mu$ is efficiently contractible we can use the same variational principle as used for time-evolution, to find the matrix-product state of a given virtual dimension which best approximate $\Omega_\mu |\psi\rangle$.

In particular, if $\Omega_\mu$ can be written as a matrix-product operator the matrix-element $\langle \chi | \Omega_\mu | \psi \rangle$ for any MPS ansatz $|\chi\rangle$ can be calculated. The probability $p(\mu) = \langle \psi | \Omega_\mu^\dagger \Omega_\mu | \psi \rangle$ can also be calculated efficiently since $\Omega_\mu^\dagger \Omega_\mu$ is also a matrix-product operator, although possibly of a higher virtual dimension. In particular if the system is measured at a single site, $\Omega_\mu$ and $\Omega_\mu^\dagger \Omega_\mu$ are just tensor products of a number of identities and a single-site operator. In this case the application of $\Omega_\mu$ to the MPS is of course trivial just as the application of any local operator $V$ is trivial for an MPS: Simply update $T_{\alpha \beta}^{[i], \sigma_i} = \sum_{\sigma_i} T_{\alpha \beta}^{[i], \sigma_i} \langle \sigma_i | V | \sigma_i \rangle$, where $V$ acts on site $i$.
We thus find that many-body systems with local interactions combined with single-site measurements are easy to simulate using matrix product states in one dimension or PEPS in higher dimensions. If, however, the measurement extends across multiple sites, e.g., if our probe is not absolutely confined to a single site, then we need to decompose $\Omega_\mu$ into an MPO and use the variational methods in order to avoid growth of the virtual dimension of the state.

We will now consider the measurement discussed in section III described by (3), (4) and (5), but with $A$ a sum of local operators, i.e. $A = \sum_i g_i O_i$. This can arise either as a combined simultaneous interaction, but also as result of a sequential interaction of an ancilla with multiple sites. As in equation (5) the measurement operators for this measurement is given by

$$
\Omega_\mu = \frac{1}{2} \left( e^{-i\phi \sum_i g_i O_i} + i\mu e^{i\phi \sum_i g_i O_i} \right)
$$

(9)

We see that applying this $\Omega_\mu$ to a general MPS results in a superposition of two MPS each a copy of the original state but multiplied with the product-operators $\otimes_j \exp(\pm i\phi g_j O_j)$. One should think that such a superposition state would not be well represented by an MPS, but if we increase the virtual dimension of the state from $D$ to $2D$ we can in fact represent the state exactly as well as any superposition of two MPSs [20].

Indeed, $\Omega_\mu$ can be written as an MPO with tensors

$$
M^{[i]} = \left( \begin{array}{cc} \frac{1}{2} \exp(-i\phi g_1 O_1) & \frac{1}{2}i\mu \exp(i\phi g_1 O_1) \\ \exp(-i\phi g_i O_i) & 0 \\ 0 & \exp(i\phi g_i O_i) \end{array} \right)
$$

$$
M^{[L]} = \left( \begin{array}{c} \exp(-i\phi L_1 O_L) \\ \exp(i\phi g_L O_L) \end{array} \right),
$$

(11)

i.e., of virtual dimension 2. Note that it is the use of a 2-dimensional ancilla, that results in virtual dimension 2. Had we used an $n$-dimensional ancilla, generically we would need a virtual dimension of $n$ for the MPO. For the calculation of the branching probabilities $p(\mu)$, we note that also $\Omega_\mu^* \Omega_\mu$ can be represented by an MPO of virtual dimension 3, since $\Omega_\mu^* \Omega_\mu = \frac{1}{2} (1 + 2\mu(\exp(2i\phi A) - \exp(-2i\phi A)))$.

As mentioned above, the variational method can now be applied to find a matrix-product state with a specified virtual dimension which is closest to $\Omega_\mu |\psi\rangle$. The truncation-error for the posterior state will naturally depend not only on how close to the identity $\Omega_\mu$ is, but also on the state being measured. As an example, an initially uncorrelated spin-chain where all the spins point in the $x$-direction, will get long-range correlations if we, e.g., measure the $z$-component of the total spin to 0. If however, a measurement of the $x$-component is performed, the spin-chain will remain in a product state.

In the above measurement scheme the rate $\kappa$ is the inverse of the simulation time-step and the measurement strength $\phi$ can be adjusted. If we wish to model continuous measurements, the measurement rate and strength can no longer be chosen independently and the accumulated effect of many measurements for each simulation time-step has to be taken into account. One approach would be to implement the limit discussed in section III by simply choosing smaller time-steps and scaling $\phi$ accordingly. But then a larger number of truncations will be performed, so even if one is able to apply the measurement exactly the regular time-evolution may lead to an increased error.

If we seek to approximate the continuous measurement regime, the time-evolution is given by (8), which is not only non-linear in $|\psi\rangle$ via the terms $\langle A \rangle A$ and $\langle A \rangle^2$, but also contains terms proportional to $A^2$, which cannot readily be cast into a matrix-product form. In each time-step, however, we can calculate $\langle A \rangle$ and pick a random $\Delta W$ to select the relevant $\Omega$-operator. To apply this operator to $|\psi\rangle$ we need to evaluate $\langle \chi|\Omega|\psi\rangle$ as described in section III but even though $\Omega$ is not on a clear MPO-form one can just evaluate the terms separately, provided $A^2$ is not too pathological. This amounts to the stochastic Euler method which has a global error of $O(\Delta t^{1/2})$ [21].

Alternatively, and in general, if the measurement extends over more than one site, it is of course always possible to combine those subsystems into a single Hilbert space and then apply the measurement operator directly on that space. If the measurement has sufficiently small support, this will not ruin the power of MPS, since it only treats a small part of the system exactly.

V. NUMERICAL EXAMPLES

We have applied the above techniques to a spin-1/2 chain with an anti-ferromagnetic Heisenberg Hamiltonian

$$
H = \frac{1}{2} J \sum_{(i,j)} \sigma_i \cdot \sigma_j,
$$

(12)

where the sum is over nearest neighbors. We first find an MPS for the ground state, and with this as our initial state we begin to probe the system with the measurement scheme outlined above.

A. Local measurements

The interesting regime in this numerical study is when the measurement- and Hamiltonian dynamics are of comparable importance, but let us first imagine a projective measurement of the $z$-component spin on one of the endpoints of the chain. Since the reduced density-matrix for each site in the anti-ferromagnetic ground-state are completely mixed (the Hamiltonian is rotational invariant), the expectation value of the local spin is zero and hence
the projective measurement will have probability 1/2 for both \(|\pm z\rangle\) and \(|-z\rangle\). The spin is, however, correlated with its neighbors, and the spin-expectation-value of the conditioned state \(\langle \sigma_j^z \rangle_{\text{cond}}\) is directly related to the ground state correlation function.

Rewriting the correlation-function between two arbitrary spins in terms of the projector onto eigenspaces of the \(i\)th spin-\(z\), \(P_i^+//-\), we obtain

\[
\langle \sigma_i^x \sigma_j^x \rangle = \frac{1}{2} \left( \langle P_i^+ \sigma_i^x \rangle - \langle P_i^- \sigma_i^x \rangle \right) = \langle P_i^+ \sigma_i^x \rangle - \langle P_i^- \sigma_i^x \rangle,
\]

since the ground state is invariant under \(\sigma_i^x \rightarrow -\sigma_i^x\) for all \(j\). But \(\langle P_i \sigma_i \rangle\) is proportional to the conditioned expectation value of \(\sigma_i^x\).

To get a feel for what a single measurement (close to the projective case) can do to a spin-chain ground state see figure 2. Figure 2a shows data for the state \(\Omega_{+} |\psi\rangle\), where \(\Omega_{\mu}\) is given by (6) with \(\phi = 0.3\pi/4\) and \(A = \sigma_z^\dagger\). We see, as noted above, the spins align (on average) with the \(z\)-\(z\) correlation function and nothing happens to the \(\sigma_y\)-average. In addition, \(\langle \sigma_i^x \sigma_j^x \rangle\) is less modulated than in the initial ground state due to the partial projection. In figure 2b we show the effects of a joint measurement, where we couple two ancillas to the system—one to \(\sigma_z^\dagger\) and one to \(\sigma_y^\dagger\). Notice how the \(z\) and \(y\)-averages follow their respective correlation-functions from each end of the spin-chain.

If the system- and measurement-dynamics occur on the same timescale the dynamics becomes far more complex. We have simulated repeated measurements over time for a spin-chain with 60 spins with varying measurement strengths \(\phi\), as shown in figure 4 where time-series for \(\langle \sigma_z \rangle\) is shown. For weak measurements (black solid and dashed) the measurements are not strong enough to project the spin to a \(\sigma_z\)-eigenstate, since the spin is strongly driven by its neighbors. For strong measurements (red dashed) the interaction is not strong enough to drive the measured spin away from its measured value quickly enough, and we observe a quantum zero effect on the first spin: effectively pinning the spin to a random, but definite, direction. In the intermediate regime (red solid) the measured spin exhibits oscillations with comparable signatures from both measurement- and interaction-dynamics.

In figure 5 the single-site scheme has been simulated (as in figure 2a) and the expectation-values of \(\sigma_z\) for the first three spins are shown as function of time. As noted above the measurements induce oscillations in the average-spin values, and in the example shown, the measurements are strong enough to project the first spin onto an eigenstate for a long interval of time. Note also that the second and third spins reflect anti-correlation and correlation with the first spin respectively, both in time-intervals, when the spin is almost in a \(\sigma_z\)-eigenstate, and when \(\langle \sigma_z \rangle\) is close to zero.

Notice, that the anti-correlations persist even after the measured spin has been almost completely projected. This can be understood, if we consider the weak measurements as a stochastic perturbation: In order to excite the high-energy non-anti correlated eigenstates of \(H\) the stochastic perturbation needs to have significant support at frequencies of comparable magnitude. Since this particular measurement is weak it does not provide enough energy to excite these states.

Figure 5 shows simulations, where \(\sigma_z^\dagger\) measurements are performed on site 1 and \(\sigma_y^\dagger\) at the end \(L = 60\) as in figure 2b. Here we also see the characteristic oscillations of measurements competing with interactions. In this case the measurements appear to be completely independent. In the very long time-limit, one might expect to see temporal correlations arise due to propagation-effects along the chain.
Figure 4: Time-series of $\langle \sigma_z^1 \rangle$ (solid), $\langle \sigma_z^2 \rangle$ (dashed) and $\langle \sigma_z^3 \rangle$ (dash-dotted) for measurements using $A = \sigma_z^i$ with $A = \sigma_z^i$ for $\phi = 0.05$ and $\kappa = 100J$.

Figure 5: (Color online) Time-series for measurements using $A = \sigma_z^i$ with both $A = \sigma_z^i$ and $A = \sigma_y^L$ for $\phi = 0.05$ and $\kappa = 100J$.

Figure 6: (Color online) To deal with non-local measurements, e.g., by sequential system-ancilla interactions (left), in the PEPS-formalism it is necessary to add an additional entanglement-bond in order to provide an efficient parametrization of the many-body state (right).

B. Non-local measurements

In figure we consider a process where we measure two sites far from each other at the same time. This might be accomplished by an ancilla first interacting with site $i$, then with site $j$ and then being projectively measured.

This can be simulated in two ways within the theory of MPS and PEPS. One way is to keep the usual matrix product states and simply apply in the form of MPO as in where $g_k = 0$ for $k \neq i, j$. The result of such a simulation can be seen in figure where we have simulated a measurement of the sum $\sigma_z^{14} + \sigma_z^{21}$ in a lattice of 30 spins. In the simulation we see many of the same features as in figures and where the spin-expectation values are projected onto eigenstates of the observable $A$. In this case the observable $A$ also has eigenstates with eigenvalue 0, and in the simulations (figure we see a projection onto this eigenvalue for $t > 4$. By closer inspection of the simulation data it was found that in the periods where the measured spins have average value 0, the two-site density matrix is a slightly asymmetric statistical mixture of the $|S = 0, m = 0 \rangle$ and $|S = 1, m = 0 \rangle$ state with a purity of about 50%.

For sites not too far apart this works well, but truncation-error will quickly become a problem due to the emerging entanglement between site $i$ and $j$. If the sites are far apart, however, one might introduce a PEPS-graph as shown to the right in figure where an extra entanglement bond has been introduced between the two distant sites. This topology constitutes a new parametrization of our states, but it is also a good illustration of the physical effects of the measurement: We are now, effectively dealing with a kind of closed boundary conditions mediated by measurements. This entails an increase in computational complexity as mentioned above, but it is still possible to use many of the same numerical tricks and techniques as used in open- and closed boundary conditions in usual MPS-simulations.

VI. CONCLUSION AND OUTLOOK

In summary we have shown how to simulate measurements on a quantum many-body system described by a MPS or PEPS formalism. In particular, a natural class of measurement-schemes can be represented simply by matrix product operators and their PEPS-equivalents. We have illustrated the use of these techniques on the anti-
ferromagnetic Heisenberg spin-chain ground state and investigated the dynamics resulting from particular weak measurement schemes.  

There are a number of natural applications and extensions of this work. Cold atoms in optical lattices constitute a very attractive model of many-body dynamics, where both direct optical imaging by a high aperture lens [2] and by the transmission properties of an optical cavity enclosing part of the atomic ensemble [3, 22, 23, 24, 25] is possible. High resolution achieved through non-linear atomic response [26, 27] as well as localized ionization signals, due to the impact of a scanning electron beam [1], may be modelled by our approach.  

This will allow studies of the interplay between measurement induced and interaction induced localization phenomena in such models. In a future perspective, closed feedback-loops on quantum many body systems may constitute a promising application to perform more general quantum state engineering and possibly to control phase transitions in many-body systems.

![Figure 7: Time-series for a measurement using (5) for $A = \sigma_2^{14} + \sigma_2^{21}$, $\phi = 0.1$ and $\kappa = 100 J$.](image)
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