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ABSTRACT
The associahedron $A(G)$ of a graph $G$ has the property that its vertices can be thought of as the search trees on $G$ and its edges as the rotations between two search trees. If $G$ is a simple path, then $A(G)$ is the usual associahedron and the search trees on $G$ are binary search trees. Computing distances in the graph of $A(G)$, or equivalently, the rotation distance between two binary search trees, is a major open problem. Here, we consider the different case when $G$ is a complete split graph. In that case, $A(G)$ interpolates between the stellohedron and the permutohedron, and all the search trees on $G$ are brooms. We show that the rotation distance between any two such brooms and therefore the distance between any two vertices in the graph of the associahedron of $G$ can be computed in quasi-quadratic time in the number of vertices of $G$.

1. Introduction
Given any graph $G$, one can build a polytope $A(G)$, the graph associahedron of $G$ [14, 21, 40] that encodes the combinatorics of certain objects related to $G$. When the graph $G$ is a path on $n$ vertices, this polytope is the ubiquitous
associahedron \[17, 30, 48, 49, 50\], whose vertices can be represented indifferent-
ly by the triangulations of a convex polygon with \(n + 2\) vertices or the binary
trees with \(n\) internal nodes. With different families of graphs, we retrieve other
well-known polytopes: the associahedron of a complete graph is the permut-
atohedron \[9, 25\], the associahedron of a cycle is the cyclohedron \[8, 46\], and
the associahedron of a star is the stellohedron \[41\]. In general, when \(G\) is an
arbitrary graph, the vertices of \(A(G)\) can be shown to correspond to the search
trees on \(G\) (that are also sometimes called elimination trees), and the edges of
\(A(G)\) to the rotations between search trees \[11, 36\].

The graphs consisting of the vertices and edges of a graph associahedron
have been attracting a lot of attention due to their applications to data struc-
tures \[6, 7, 47\], sampling algorithms \[24\], and phylogenetics \[26, 45\], among other
subjects. The diameter and hamiltonicity properties of associahedra \[35, 42, 47\],
cyclohedra \[43\], tree associahedra \[7, 10\], chordal graph associahedra \[11, 12\],
caterpillar associahedra \[5\], and complete multipartite graph associahedra \[13\]
have been considered. General results on the diameter and hamiltonicity of all
graph associahedra have also been obtained in \[13, 36\].

Many of the above mentioned results consist in bounding the diameter of
graph associahedra, or equivalently the largest possible rotation distance be-
tween any two search trees. In this paper, we are interested in the computa-
tional complexity of the following problem: Given a graph \(G\) and two search
trees on \(G\), what is the rotation distance between them?

In a recent breakthrough paper \[27\], it is shown that the corresponding deci-
sion problem is NP-complete, by reduction from the balanced minimum \((s, t)\)-cut
in a graph. The question remains open in the case of the usual associahe-
dron, or equivalently, when \(G\) is restricted to be the \(n\)-vertex path: It is not
known whether the rotation distance between two binary search trees on \(n\)
nodes can be computed in time polynomial in \(n\), or whether the problem is
NP-hard \[4, 19, 20\]. In that case, the problem can also be cast as that of com-
puting the flip distance between two triangulations of a convex polygon. It is
known to be fixed-parameter tractable: For any constant \(k\), we can decide in
linear time if the flip distance is at most \(k\) \[18, 34, 29, 31\]. Some geometric
generalizations, involving triangulations of simple polygons or point sets in the
plane, are also known to be NP-hard \[21, 33, 39\], while the flip distance can be
computed in polynomial time for certain families of point sets \[23\].
When $G$ is a complete graph, hence when $A(G)$ is a permutohedron, the rotation distance between two search trees is simply the number of inversions between the two corresponding permutations, a quantity that can be computed using classical sorting algorithms.

Our main result is that for a family of graph associahedra that interpolates between the permutohedron (when $G$ is a complete graph) and the stellohedron (when $G$ is a star), the problem of determining the distance between two vertices, hence the rotation distance between two search trees on $G$, is solvable in polynomial time. To our knowledge, this is the first non-trivial example of a family of generalized permutohedra \cite{10}, besides standard permutohedra, for which geodesics (shortest paths in their 1-skeletons) can be computed in polynomial time in the dimension of the polytope. In particular, our algorithm solves the problem for stellohedra, a question which was also open\footnote{The question was discussed for instance at the Dagstuhl Seminar 22062 in February 2022 \url{https://www.dagstuhl.de/22062}.}.

The family of graph associahedra we consider are the ones whose underlying graph is $G$ is a complete split graph: $G$ is obtained from the complete graph by selecting a non-empty proper subset $Q$ of its vertices and by removing all the edges between two vertices from $Q$. If $Q$ is a singleton, then $G$ is complete and $A(G)$ is the permutohedron. On the other hand, if $Q$ contains all the vertices of $G$ but one, then $G$ is a star and $A(G)$ is the stellohedron. It turns out that when $G$ is a complete split graph, the search trees on $G$ are brooms: they are formed from a simple path, one end of which is the root while the other end is attached to the leaves \cite{13}. Therefore, our main result can be rephrased as follows.

**Theorem 1.1:** The rotation distance between two brooms on a complete split graph with $n$ vertices can be computed in time $O(n^{2+o(1)})$.

When $G$ is a star and $A(G)$ is the stellohedron, the problem has an interesting reformulation in terms of *partial permutations*, defined as ordered subsets of $\{1, \ldots, n\}$. One can equip partial permutations with three types of elementary operations. The first operation consists in exchanging two consecutive elements of the partial permutation (a transposition of adjacent elements in the terminology of permutations). The second operation consists in adding at the end of the partial permutation an element that it does not contain yet. The third
operation is the inverse of the second one and amounts to removing the last element of the partial permutation. It follows from Theorem 1.1 that the number of these operations required to transform a partial permutation of \(\{1, \ldots, n\}\) into another can be determined in polynomial time in \(n\).

As observed by Santos (see for instance Section 5.4 in [16]), the associahedron of the star with \(n\) leaves is also known to be combinatorially equivalent to the secondary polytope of a point set in dimension \(n - 1\) formed by two dilated copies of the standard \((n - 1)\)-dimensional simplex. This point set has been referred to as the ”mother of all examples” for its role in the theory of regular triangulations [32]. Therefore, another consequence of Theorem 1.1 is that the flip distance between regular triangulations of this family of point sets can be computed in polynomial time.

Our strategy for proving Theorem 1.1 consists of modeling the rotation distance between two brooms on a complete split graph \(G\) as a quadratic function of 0/1 variables, and then minimizing this function. While minimizing a quadratic function of 0/1 variables is NP-hard in general, we shall see that our model is among the ones for which the problem is known to be polynomial.

The remainder of the paper is organized as follows. In Section 2, we recall how the boundary complex of the graph associahedron \(A(G)\) is described in terms of the tubings on the underlying graph \(G\) as well as the precise correspondence between the vertices and edges of \(A(G)\) and the search trees on \(G\) and their rotations. In Section 3, we describe our quadratic model for the rotation distance between brooms. In Section 4, we analyze this model and its solutions. We also show in that section that the rotation distance of brooms on a complete split graph can be computed in polynomial time. Finally, we show that this complexity is in fact at worst quasi-quadratic in Section 5. Interestingly, this is proved by reduction to a minimum \((s, t)\)-cut problem.

2. Graph associahedra, search trees, and brooms

In this section we consider a connected simple graph \(G\) and we describe the face complex of \(A(G)\), the graph associahedron of \(G\). We first give a description of that face complex in terms of tubings of \(G\) [1, 14, 36], and then proceed with a description of the 1-skeleton of \(G\) in terms of search trees [11]. We recall that a subset of a set \(S\) is called proper when it is distinct from \(S\).
Definition 2.1: A tubing on $G$ is a collection $\mathcal{T}$ of non-empty proper subsets of vertices of $G$, each of whose is referred to as a tube, such that

(i) for every $S$ in $\mathcal{T}$, the subgraph induced by $S$ in $G$ is connected and

(ii) for every two distinct tubes $S_1$ and $S_2$ in $\mathcal{T}$, either

(ii.a) $S_1$ is a subset of $S_2$ or $S_2$ a subset of $S_1$, in which case we say that $S_1$ and $S_2$ are nested, or

(ii.b) the subgraph of $G$ induced by $S_1 \cup S_2$ is not connected, in which case we say that $S_1$ and $S_2$ are non-adjacent.

Four tubings $\mathcal{T}_1$ to $\mathcal{T}_4$ on a claw $G$ (a star with three leaves) with leaves labeled by 1, 2, and 3 are shown in Figure 1. The tubes are depicted in this figure as curves around the vertices they contain (whose labels, that are omitted, can be recovered from the sketch of $G$ on the left of the figure). For instance,

$\mathcal{T}_1 = \left\{ \{z\}, \{3, z\}, \{2, 3, z\} \right\},$

where $z$ denotes the center of the star and

$\mathcal{T}_2 = \left\{ \{3\}, \{3, z\}, \{2, 3, z\} \right\}.$

The graph associahedron $\mathcal{A}(G)$ is then defined from the tubings of $G$: $\mathcal{A}(G)$ is any polytope whose face lattice is isomorphic to the reverse inclusion order of the tubings of $G$ [1, 14, 36]. It can be realized geometrically in different ways, for instance as a Minkowski sum of standard simplices [21, 40].

Now denote by $n$ the number of vertices of $G$. By definition, the vertices of $\mathcal{A}(G)$ are in one-to-one correspondence with inclusion-wise maximal tubings of $G$ or, equivalently, the tubings of $G$ of size exactly $n - 1$. For instance, the four tubings on the claw shown in Figure 1 correspond to vertices as they each contain three tubes. In fact, more generally, the $k$-dimensional faces of $\mathcal{A}(G)$ are in one-to-one correspondence with the tubings of $G$ of size $n - k - 1$ and $\mathcal{A}(G)$ itself has dimension $n - 1$. Thus, the facets of $\mathcal{A}(G)$ are in one-to-one correspondance with the connected induced subgraphs of $G$ other that $G$ itself. It can be shown that any tubing of size $n - 2$ can be completed into a maximal tubing in exactly two distinct ways [36]. We can therefore interpret the 1-skeleton of the graph associahedron as a flip graph on maximal tubings, where a flip consists of replacing one tube within a tubing of size $n - 1$ by the unique other tube such that the resulting set is still a tubing of $G$. In Figure 1, each of the represented tubings is related to the next by a flip. For example,
\( \mathcal{T}_1 \) can be transformed into \( \mathcal{T}_2 \) by replacing \( \{z\} \) with \( \{3\} \). Likewise, \( \mathcal{T}_3 \) can be transformed into \( \mathcal{T}_4 \) by replacing \( \{z, 2, 3\} \) with \( \{1\} \).

A simpler interpretation of maximal tubings, and of the vertices of the graph associahedron, can be given in terms of search trees.

**Definition 2.2:** A search tree \( T \) on \( G \) is any rooted tree that shares its vertices with \( G \) and can be obtained from the following recursive procedure.

(i) If \( G \) has only one vertex, then \( T \) consists of that single vertex.

(ii) Otherwise, pick any vertex \( r \) of \( G \) as the root of the search tree. The search tree \( T \) consists of that root attached to an (unordered) collection of subtrees defined recursively as search trees on each of the connected components of the graph \( G - r \).

We can associate a maximal tubing \( \mathcal{T} \) of \( G \) to any search tree \( T \) on \( G \) by taking, for the tubes in \( \mathcal{T} \), the vertex sets of all the subtrees of \( T \) (except for \( T \) itself). It is an easy exercise to check that the inclusion-wise maximal tubings of \( G \) are in one-to-one correspondence with search trees on \( G \). For example, the search trees on the claw that correspond to the four tubings from Figure 1 are shown on the right of Figure 2.

Furthermore, the flip operations on maximal tubings can be interpreted as rotations on search trees. A rotation is the local change observed on a search tree by reversing the removal order between a vertex and one of its children in the tree [12].

**Definition 2.3:** Given a search tree \( T \) on \( G \) and two vertices \( u, v \) such that \( u \) is the parent of \( v \) in \( T \), the rotation around the edge \( u, v \) of \( T \) is the operation that transforms \( T \) into another search tree in which:

- \( v \) becomes the parent of \( u \), and the parent of \( u \) in \( T \), if any, becomes the parent of \( v \),
• a subtree $S$ of $v$ in $T$ is reattached to $u$ if its vertices belong to the same connected component of $G_u - v$ as $u$, where $G_u$ is the subgraph induced by the subtree of $T$ rooted at $u$, and all other edges of $T$ are preserved.

Two search trees on $G$ are adjacent in the 1-skeleton of $\mathcal{A}(G)$ if and only if they differ by a rotation. Search trees are also sometimes referred to as elimination trees [11], and more generally as $\mathcal{B}$-trees, where $\mathcal{B}$ is the graphical building set of $G$ [41].

We can define a rotation distance problem between two search trees $T_1$ and $T_2$ on $G$ as the minimum number of rotations needed to transform $T_1$ into $T_2$. This generalizes the usual rotation distance on binary search trees, which are precisely the search trees in the case when $G$ is a simple path on $n$ vertices. In that special case, the graph associahedron of $G$ is the $n$-dimensional associahedron. When however, $G$ is the complete graph on $n$ vertices, then its graph associahedron is the $(n - 1)$-dimensional permutohedron, the search trees on $G$ are one-to-one with permutations in $S_n$, and the rotation distance is simply the number of inversions between two permutations.

Here, we are interested in a different special case of graph associahedra: the split graph associahedra. We recall the following standard definition.

**Definition 2.4:** A graph $G = (V, E)$ is a *split graph* if $V$ can be partitioned into two subsets $P$ and $Q$ inducing respectively a clique and an independent set in
A split graph is complete if it is maximal for this property, hence if every vertex of $P$ is adjacent with every vertex of $Q$.

Throughout the paper, $G$ will be a fixed complete split graph, formed from two sets $P$ and $Q$ of vertices. We will denote by $p$ the number of vertices in $P$ and by $q$ the number of vertices in $Q$. We introduce the following definition.

**Definition 2.5:** A broom $T$ is a rooted tree composed of a simple path which we shall refer to as the handle of the broom, at one end of which all the leaves are attached. The other end of the handle is the root of $T$.

A search tree on the complete split graph $G$ is always a broom \[\text{[13]}\]: The set of vertices of $G$ in the handle of $T$ is $P \cup S$ where $S$ is a subset of $Q$ and the leaves of $T$ are the vertices of $G$ contained in $Q \setminus S$. Note that by convention, in the case when $S$ is equal to $Q$, we consider that $T$ has no leaf. The vertex of the handle other than the root of $T$ (to which the leaves, if any, are attached) always belongs to $P$. Hereafter we will think of a broom as ordered from the root at the top to the leaves at the bottom and will say a vertex $u$ is above a vertex $v$ when the distance to the root is smaller for $u$ than for $v$. The four trees $T_1$ to $T_4$ shown in Figure 2, for instance, are brooms because they are search trees on a star. The search tree $T_1$ has no leaf and the vertex labeled 1 in its handle is above the vertex labeled 3. Moreover, $T_2$, $T_3$, and $T_4$ have 1, 2, and 3 leaves, respectively.

Since the search trees on $G$ are brooms we will speak of brooms on $G$. As mentioned above, the vertices of $\mathcal{A}(G)$ corresponds to these brooms and its edges to the rotations between two brooms. There are three types of rotations between brooms \[\text{[13]}\].

1. The first type of rotations consists in exchanging two consecutive vertices $u$ and $v$ within the handle of the broom. If $v$ is the vertex attached to the leaves (which belongs to $P$), then this type of rotation requires that $u$ also belongs to $P$.

2. In the second type of rotation, $v$ is the vertex attached to the leaves and the vertex $u$ just above it belongs to $Q$. Then $u$ is removed from the handle, and inserted as a leaf, while $v$ is reattached to the vertex that was above $u$. In this case, the length of the handle decreases by 1 and the number of leaves increases by 1.
The third type of rotations is the inverse of the second type: a leaf $u$ of $T$ is removed and inserted in the handle of the broom between the vertex $v$ to which the leaves are attached and the vertex just above $v$.

These three types of rotations exactly describe the edges of $\mathcal{A}(G)$ in terms of brooms [13].

**Remark 2.6:** In the introduction, we mentioned that, when $G$ is a star (that is, when $p$ is equal to 1) whose leaves are labeled from 1 to $n$, then the brooms on $G$ and their rotations can be replaced by the partial permutations of $\{1, \ldots, n\}$ where $n$ stands for the number of vertices of $G$ and three types of elementary operations. In fact, the partial permutation corresponding to a broom $T$ can be recovered by reading the elements of $Q$ contained in the handle of $T$ starting from the top. Then, the transpositions in the partial permutations correspond to exchanging two vertices in the handle of $T$. Likewise, the addition at the end of the partial permutation of an element of $\{1, \ldots, n\}$ correspond to the rotation that moves a leaf of $T$ into its handle, and the removal of the last element of the partial permutation to the inverse rotation. When $G$ is the claw shown in Figure 1, the stellohedron $\mathcal{A}(G)$ is depicted in Figure 2 where its vertices are labeled using the partial permutations of $\{1, 2, 3\}$ (and the empty partial permutation is denoted by $\emptyset$).

Let us conclude this section by observing that the face complex of $\mathcal{A}(G)$ contains a number of copies of the permutohedra of each dimension between $p - 1$ and $p + q - 2$. In particular, the subgraph induced in the 1-skeleton of $\mathcal{A}(G)$ by the brooms whose handle contains a given subset $S$ of $k$ vertices of $Q$, and whose bottommost vertex is a given element $v$ of $P$ is a permutohedron of dimension $p + k - 2$. Its edges correspond to all the possible transpositions of consecutive vertices that do not involve $v$ along the handles of these brooms or, in the terminology of permutations, to all the transpositions of consecutive entries in a permutation of $(P\setminus\{v\}) \cup S$. For instance, when $G$ is the claw from Figure 1 and $S = \{1, 2, 3\}$, one recovers the 2-dimensional permutohedron shown as the outer hexagon on the left of Figure 2. Note that, in this case, $v$ is necessarily the center of the star as $P = \{v\}$. Similarly, when $S = \{1, 2\}$, we get the 1-dimensional permutohedron corresponding to the edge between the vertices 12 and 21 on the left of Figure 2.
We therefore immediately obtain the following statement. Recall that $G$ is a complete split graph with a vertex bipartition $P \cup Q$ such that $|P| = p$ and $|Q| = q$.

**Proposition 2.7:** Consider an integer $k$ such that $1 \leq k \leq q$. The face complex of the graph associahedron $\mathcal{A}(G)$ contains at least $p\binom{q}{k}$ different copies of the $(p + k - 2)$-dimensional permutohedron.

In particular, Proposition 2.7 singles out the $p$ permutohedral facets of $\mathcal{A}(G)$ obtained by taking the whole of $Q$ for $S$. Each of these permutohedral facets corresponds to a choice for the vertex $v$ within $P$.

### 3. A quadratic model for rotation distance

Throughout the section and the next two, $T_1$ and $T_2$ are two fixed brooms on the complete split graph $G$. We aim at establishing an expression for their rotation distance or, equivalently for the distance of the vertices they correspond to in the graph of $\mathcal{A}(G)$. We denote by $Y$ the set of the vertices of $Q$ that belong to the handle of both $T_1$ and $T_2$. We also denote by $\sigma$ the permutation of $\{1, \ldots, p\}$ obtained by relabeling the vertices in $P$ from 1 to $p$ according to their order from top to bottom within the handle of $T_1$ and then reading these labels again from top to bottom within the handle of $T_2$. The number of inversions $\text{inv}(\sigma)$ of $\sigma$ will appear in the expression of the rotation distance between $T_1$ and $T_2$. Indeed, if $q$ is equal to 0, then $\mathcal{A}(G)$ is the permutohedron and the distance between $T_1$ and $T_2$ is precisely equal to $\text{inv}(\sigma)$.

Consider a vertex $u$ in $Q \setminus Y$. According to the definition of $Y$, the handles of $T_1$ and $T_2$ cannot both contain $u$. If $u$ belongs to one of these handles, we denote by $A_u$ the set of the vertices in $P$ that lie below $u$ in that handle. If however, $u$ is a leaf in both brooms, then $A_u$ is the empty set.

Now consider a vertex $u$ of $Y$. We distinguish two subsets of $P$:

(i) the set $B_u$ of all vertices in $P$ that are above $u$ in one of the two brooms $T_1$ or $T_2$ and below $u$ in the other and

(ii) the set $C_u$ of all vertices in $P$ that are below $u$ in both of the brooms $T_1$ and $T_2$.

We also distinguish three subsets of $Q$ (still for a vertex $u$ in $Y$):
(iii) the set $D_u$ of all vertices in $Q \setminus Y$ that are above $u$ in one of the two brooms $T_1$ or $T_2$,

(iv) the set $E_u$ of all vertices in $Y$ that are above $u$ in one of the two brooms $T_1$ or $T_2$ and below $u$ in the other, and

(v) the set $F_u$ of all vertices in $Y$ that are below $u$ in both of the brooms $T_1$ and $T_2$.

Using this notations, we can prove the following lower bound.

**Lemma 3.1:** Consider a sequence of rotations that transform $T_1$ into $T_2$. The number of rotations in that sequence is at least

\[
\text{inv}(\sigma) + \sum_{u \in Q \setminus Y} |A_u| + \sum_{u \in Y} (|B_u| + 2|C_u|x_u + |D_u|(1 - x_u)) + \frac{1}{2} \sum_{u \in Y} \sum_{v \in E_u} (1 + x_u)(1 - x_v) + 2 \sum_{u \in Y} \sum_{v \in F_u} x_u(1 - x_v)
\]

where, for every vertex $u$ in $Y$,

\[x_u = \begin{cases} 1 & \text{if } u \text{ is a leaf of some broom along the sequence of rotations}, \\ 0 & \text{if } u \text{ remains in the handle of all brooms in that sequence.} \end{cases}\]

**Proof.** Consider two vertices $u$ and $v$ of $G$. We will bound the number of rotations exchanging $u$ and $v$. If both $u$ and $v$ belong to $P$ and they do not have the same order in the handle of $T_1$ and $T_2$, then there is at least one rotation that exchanges them because the vertices of $P$ must belong to the handle of all brooms. Hence, the number of the rotations involving two vertices from $P$ is at least the number of inversions of $\sigma$, as desired.

If $u$ is a vertex from $Q \setminus Y$ and $v$ is a vertex from $A_u$, then at least one rotation involves $u$ and $v$ along the considered path, because $u$ is a leaf in one of the brooms $T_1$ or $T_2$ and is above $v$ in the other while $v$ must remain in the handle of all brooms along the sequence. Therefore, at least

\[(2) \quad \sum_{u \in Q \setminus Y} |A_u|\]

rotations involve a vertex from $Q \setminus Y$ and a vertex from $P$.

Now suppose that $u$ belongs to $Y$. If $v$ belongs to $B_u$ then it has to be exchanged with $u$ by at least one rotation. Indeed, $v$ lies above $u$ in one of the brooms and below it in the other. Moreover, $v$ must remain in the handle of all brooms along the sequence of rotations because it belongs to $P$. If $v$ belongs
to $C_u$ and $u$ becomes a leaf of some broom along the considered sequence of rotations, then it has to be exchanged with $v$ by two rotations (because it lies above $v$ in both brooms and $v$ must remain in the handle). Hence at least

$$\sum_{u \in Y} |B_u| + 2|C_u|x_u$$

of the considered rotations involve a vertex in $Y$ and a vertex from $P$.

If $v$ belongs to $D_u$ and $u$ remains in the handle of all brooms along the sequence of rotations, then it has to be exchanged with $v$ by a rotation (because $v$ lies above $u$ in one of the brooms and is a leaf of the other). Hence, the number of rotations involving a vertex of $Y$ and a vertex from $Q \setminus Y$ is at least

$$\sum_{u \in Y} |D_u|(1 - x_u).$$

Now suppose that both $u$ and $v$ belong to $Y$. If $v$ belongs to $E_u$ and $u$ becomes a leaf of some broom along the sequence of rotations but $v$ does not, then $u$ and $v$ must be exchanged by at least one rotation. If $v$ belongs to $E_u$ but both $u$ and $v$ remain in the handle of all brooms along the sequence of rotations, then at least one rotation must involve $u$ and $v$ because the order of these vertices is not the same within the handle of $T_1$ and the handle of $T_2$. Hence, the number of rotations involving $u$ and a vertex from $E_u$ is at least

$$\sum_{v \in E_u} x_u(1 - x_v) + \sum_{v \in E_u} (1 - x_u)(1 - x_v).$$

Note that this expression could be simplified but it will be useful later to keep it in this form. If $v$ belongs to $F_u$ and $u$ becomes a leaf of some broom along the sequence of rotations but $v$ does not, then $u$ and $v$ must be exchanged by at least two rotations (one when $u$ goes down to become a leaf and another when it goes back up along the handle of the broom). The number of rotations involving $u$ and a vertex from $F_u$ is therefore at least

$$2 \sum_{v \in F_u} x_u(1 - x_v).$$

Observe that if one sums (6) when $u$ ranges over $Y$, no rotation is counted twice as the terms $x_u(1 - x_v)$ and $x_v(1 - x_u)$ cannot both be non-zero. The same goes for the first sum from (5). However, if one sums to second sum from (5) when $u$ ranges over $Y$ each of the corresponding rotations gets counted twice.
As a consequence, there must be at least
\begin{equation}
\frac{1}{2} \sum_{u \in Y} \sum_{v \in E_u} (1 + x_u)(1 - x_v) + 2 \sum_{u \in Y} \sum_{v \in F_u} x_u(1 - x_v)
\end{equation}
rotations involving two vertices from \( Y \). Summing \( \text{inv}(\sigma) \) with (2), (3), (4), and (7) provides the announced lower bound.

Let us denote the coordinates of a point \( x \) from \( \{0, 1\}^{|Y|} \) by \( x_u \) where \( u \) ranges over \( Y \). With that notation, (1) can be thought of as a function \( f : \{0, 1\}^{|Y|} \to \mathbb{N} \) of the variable \( x \). The lower bound stated by Lemma 3.1 turns out to be sharp. In order to see that, we will construct, for each point \( x \) from \( \{0, 1\}^{|Y|} \), a sequence of exactly \( f(x) \) rotations that transform \( T_1 \) into \( T_2 \). In that sequence, each vertex \( u \) from \( Y \) will appear as a leaf of some broom precisely when the coordinate of \( x \) it corresponds to is equal to 1.

Informally, the sequence of rotations that we are going to build first moves within \( T_1 \) those vertices of \( Q \) contained in the handle that are not in \( Y \) or whose corresponding coordinate of \( x \) is equal to 1. These vertices are moved down to the leaves, which can be done without using any rotation that involves two of them. Then, the vertices remaining in the handle of the broom are permuted within that handle into their order in the handle of \( T_2 \), resulting in a broom \( T \). This portion of the sequence of rotations remains in one or several of the permutohedral faces of \( \mathcal{A}(G) \) but it should be noted that it may not remain entirely in a single permutohedral face of \( \mathcal{A}(G) \) because the bottommost vertex of the handle can change along the sequence (though this vertex always belongs to \( P \)). Finally, the leaves of \( T \) that appear in the handle of \( T_2 \) are moved up, again without using any rotation that involves two of them.

This construction is illustrated in Figure 3 in the case when \( G \) is the claw from Figure 1. In that example, the three vertices in \( Q \) belong to the handle of both \( T_1 \) and \( T_2 \) hence \( Y = \{1, 2, 3\} \). Moreover, we set \( x_1 \) to 1 and the other two coordinates of \( x \) to 0 so the only vertex from \( Y \) that becomes a leaf along the considered path is 1. Note that this does not produce a geodesic path between \( T_1 \) and \( T_2 \) but, by Lemma 3.1, this is a shortest path under the constraint that 1 becomes a leaf along the path while 2 and 3 do not.

**Lemma 3.2:** For any point \( x \) in \( \{0, 1\}^{|Y|} \), there exists a sequence of exactly \( f(x) \) rotations that transform \( T_1 \) into \( T_2 \) such that a vertex \( u \) in \( Y \) appears as a leaf of some broom along the sequence of rotations if and only if \( x_u = 1 \).
Figure 3. The path built in the proof of Lemma 3.2 in the case of two brooms $T_1$ and $T_2$ on the claw $G$ shown in Figure 1. The sequence of brooms is shown on the right, and the corresponding path in $A(G)$ is dotted on the left.

**Proof.** Consider the subset $S$ of $Y$ of the vertices $u$ such that $x_u = 1$. Further denote by $S_1$ the set of the vertices in $P \cup Q$ that belong to the handle of $T_1$ but are leaves of $T_2$. Likewise, let $S_2$ be the set of the vertices in $P \cup Q$ in the handle of $T_2$ that are leaves of $T_1$. We will explicitly build a sequence of rotations between $T_1$ and $T_2$. First consider the vertex from $S \cup S_1$ that is below all the other vertices in $S \cup S_1$ within the handle of $T_1$ and perform a sequence of rotation in order to move it down until it becomes a leaf. Do the same for the second lowest vertex of $S \cup S_1$ in the handle of $T_1$ and so on until all the vertices in $S \cup S_1$ have become leaves. Denote by $T_1'$ the broom that results from that sequence of rotations and note that on the way from $T_1$ to $T_1'$, no rotation has involved two vertices from $S \cup S_1$. Do the same starting from $T_2$ in order to obtain a broom $T_2'$ where all the vertices in $S \cup S_2$ have become leaves but no two of them were involved in the same rotation. The total number of rotations that have involved a vertex from $S$ so far is

$$
\sum_{u \in S} (|B_u| + 2|C_u| + |E_u \setminus S| + 2|F_u \setminus S|).
$$

Indeed, each vertex in $S$ has been involved in as many rotations as there are vertices in the handles of $T_1$ and $T_2$ below it that belong to either $P$ or $Y \setminus S$. More precisely, each vertex $u$ in $S$ has been involved in one rotation with each vertex in $B_u$ and with each vertex in $E_u \setminus S$. It has also been involved in two rotations with each vertex in $C_u$ and with each vertex in $F_u \setminus S$. 
The number of rotations that have involved a vertex from $Q \setminus Y$ so far is

\[
\sum_{u \in Q \setminus Y} |A_u| + \sum_{u \in Y \setminus S} |D_u|.
\]

Indeed, each of the vertex from $Q \setminus Y$ has been involved in exactly one rotation with each of the vertices from $P$ below it (note that if a vertex in $Q \setminus Y$ is a leaf of both $T_1$ and $T_2$, then $A_u$ is empty). Moreover, each vertex contained in $Y \setminus S$ has been involved in exactly one rotation with each of the vertices from $Q \setminus Y$ above it in either of the brooms $T_1$ and $T_2$.

As $S$ consists of the vertices in $Y$ such that $x_u$ is equal to 1 and $Y \setminus S$ of the vertices in $Y$ such that $x_u$ is equal to 0,

\[
\begin{align*}
|E_u \setminus S| &= \sum_{v \in E_u} (1 - x_v), \\
|F_u \setminus S| &= \sum_{v \in F_u} (1 - x_v).
\end{align*}
\]

The sum (8) can be rewritten as

\[
(10) \quad \sum_{u \in Y} \left[ (|B_u| + 2|C_u|)x_u + \sum_{v \in E_u} x_u (1 - x_v) + 2 \sum_{v \in F_u} x_u (1 - x_v) \right]
\]

and the sum (9) as

\[
(11) \quad \sum_{u \in Q \setminus Y} |A_u| + \sum_{u \in Y} |D_u|(1 - x_u).
\]

The number of rotations used to transform $T_1$ into $T_1'$ and $T_2$ into $T_2'$ is therefore the sum of (10) and (11). There remains to transform $T_1'$ into $T_2'$. Note that the vertices in the handles of these brooms are the same: they are precisely the vertices contained in $P \cup (Y \setminus S)$. Therefore, the distance between $T_1'$ into $T_2'$ is actually the number of inversions of the permutation $\tau$ obtained by relabeling the vertices of $P \cup (Y \setminus S)$ from 1 to $|P \cup (Y \setminus S)|$ in their order from the top of the handle of $T_1'$ to its bottom and their reading these labels again in the handle of $T_2'$ from the top of the handle to its bottom. By construction, the number of inversions of $\tau$ that involve two vertices in $P$ is $\text{inv}(\sigma)$. The number of inversions of $\tau$ that involve a vertex in $Y \setminus S$ and a vertex in $P$ is

\[
(12) \quad \sum_{u \in Y \setminus S} |B_u|
\]
and the number of inversions that involve two vertices from \( Y \setminus S \) is

\[
\frac{1}{2} \sum_{u \in Y \setminus S} \sum_{v \in E_u} (1 - x_v).
\]

Note that there is a \( 1/2 \) coefficient in the last expression because otherwise each inversion between two vertices \( u \) and \( v \) in \( Y \setminus S \) would be counted twice: once as the term \( 1 - x_v \) in the sum over \( E_u \) and once as the term \( 1 - x_u \) in the sum over \( E_v \). Recall in particular that \( v \) belongs to \( E_u \) if and only if \( u \) belongs to \( E_v \). Now observe that since \( x_u \) is equal to 0 when \( u \) belongs to \( Y \setminus S \), the sum of (12) and (13) can be rewritten as

\[
\sum_{u \in Y} |B_u|(1 - x_u) + \frac{1}{2} \sum_{u \in Y} \sum_{v \in E_u} (1 - x_u)(1 - x_v).
\]

Summing \( \text{inv}(\sigma) \) with (10), (11), and (14) shows that the length of the constructed path is indeed \( f(x) \) as desired.

4. Rotation distance and quadratic 0/1 optimization

In view of Lemmas 3.1 and 3.2 finding the rotation distance between \( T_1 \) and \( T_2 \) amounts to find the minimum of \( f \) when \( x \) ranges over \( \{0, 1\}^{|Y|} \). Note that \( f \) is a quadratic function of \( x \). Minimizing a quadratic function of 0/1 variables is a well-known problem of combinatorial optimization. This problem is \( \text{NP} \)-hard in general as it admits the weighted max-cut problem as a special case [28]. However, depending on the form of the quadratic function to minimize, it can be polynomial time solvable [3, 15, 38]. This is the case in particular when the coefficients of all the products between two distinct variables in the expression of the quadratic function are non-positive [15, 38]. One can see by looking at (1) that \( f \) is precisely of this form. The following proposition explicitly provides the constant, linear, and quadratic terms in the expression of \( f \).

**Proposition 4.1:** \( f(x) = c + \ell(x) + q(x) \) where

\[
\begin{align*}
c &= \text{inv}(\sigma) + \sum_{u \in Q \setminus Y} |A_u| + \sum_{u \in Y} \left( |B_u| + |D_u| + \frac{1}{2} |E_u| \right), \\
\ell(x) &= \sum_{u \in Y} (2|C_u| - |D_u| + 2|F_u|)x_u, \\
q(x) &= \frac{1}{2} \sum_{u \in Y} \sum_{v \in Y} q_{u,v} x_u x_v,
\end{align*}
\]
and for every two vertices \( u \) and \( v \) from \( Y \),

\[
q_{u,v} = \begin{cases} 
0 & \text{when } u = v, \\
-1 & \text{when } v \in E_u, \text{ and} \\
-2 & \text{otherwise}. 
\end{cases}
\]

**Proof.** Observe that

\[
\frac{1}{2} \sum_{u \in Y} \sum_{v \in E_u} (1 + x_u)(1 - x_v) = \frac{1}{2} \sum_{u \in Y} |E_u| (1 + x_u) - \frac{1}{2} \sum_{u \in Y} \sum_{v \in E_u} x_v - \frac{1}{2} \sum_{u \in Y} \sum_{v \in E_u} x_u x_v. \tag{15}
\]

However, recall that the vertex \( v \) belongs to \( E_u \) if and only if the vertex \( u \) belongs to \( E_v \). As a consequence, the number of vertices \( u \) in \( Y \) such that \( v \) belongs to \( E_u \) is equal to \( |E_v| \), and we obtain

\[
\sum_{u \in Y} \sum_{v \in E_u} x_v = \sum_{v \in Y} |E_v| x_v. \tag{16}
\]

Combining (15) and (16) yields

\[
\frac{1}{2} \sum_{u \in Y} \sum_{v \in E_u} (1 - x_u)(1 - x_v) = \frac{1}{2} \sum_{u \in Y} |E_u| - \frac{1}{2} \sum_{u \in Y} \sum_{v \in E_u} x_u x_v
\]

Further observe that

\[
\frac{2}{2} \sum_{u \in Y} \sum_{v \in F_u} x_u (1 - x_v) = \frac{2}{2} \sum_{u \in Y} |F_u| x_u - \frac{2}{2} \sum_{u \in Y} \sum_{v \in F_u} x_u x_v
\]

As a consequence,

\[
f(x) = c + \ell(x) - \sum_{u \in Y} \left[ \frac{1}{2} \sum_{v \in E_u} x_u x_v + 2 \sum_{v \in F_u} x_u x_v \right]. \tag{17}
\]

It remains to compute the coefficient of each term of the form \( x_u x_v \) in the right-hand side of (17), where \( u \) and \( v \) are two vertices from \( Y \). First note that there is no such term when \( u = v \) because \( u \) does not belong to \( E_u \) or to \( F_u \). Let \( u \) and \( v \) be two distinct vertices from \( Y \). Recall that \( v \) belongs to \( E_u \) if and only if \( u \) belongs to \( E_v \). Moreover, \( E_u \) is disjoint from \( F_u \) and \( E_v \) from \( F_v \). Hence, if \( v \) belongs to \( E_u \), then there are exactly two terms involving both \( x_u \) and \( x_v \) in the right-hand side of (17), one in the sum over the elements of \( E_u \) and one in the sum over the elements of \( E_v \) whose sum is \(-x_u x_v\). Now if \( v \) belongs to \( F_u \), then \( u \) cannot belong to \( F_v \) because \( v \) is below \( u \) in both \( T_1 \) and \( T_2 \). Hence the term \(-2x_u x_v\) (that comes from the sum over the elements of \( F_u \)) is the only one
that involves both $x_u$ and $x_v$ in the right-hand side of (15). If however, $v$ does not belong to $E_u \cup F_u$ then $u$ must belong to $F_v$. Indeed, as $v$ is not in $E_u$, it must be below $u$ in both $T_1$ and $T_2$ or above $u$ in both $T_1$ and $T_2$. However, the former is impossible because $v$ is not in $F_u$. Therefore, the term $-2x_vx_u$ (that comes from the sum over the elements of $F_v$) is the only one that involves both $x_u$ and $x_v$ in the left-hand side of (15). As a consequence,

$$-\sum_{u \in Y} \left[ \frac{1}{2} \sum_{v \in E_u} x_u x_v + 2 \sum_{v \in F_u} x_u x_v \right] = q(x)$$

which completes the proof of the proposition. 

According to Lemmas 3.1 and 3.2, computing the distance between $T_1$ and $T_2$ amounts to minimize $f$, a quadratic function of $x$, over $\{0, 1\}^{|Y|}$. By Proposition 4.1, all the terms of the form $x_u x_v$ in the expression of $f$ have non-positive coefficients. As a consequence, this 0/1 quadratic minimization problem is polynomial time solvable in $|Y|$ \[15, 38\], and we obtain the following.

**Theorem 4.2:** The rotation distance of two given brooms on a complete split graph with $n$ vertices can be computed in time polynomial in $n$.

Not only is the minimum of $f$ over $\{0, 1\}^{|Y|}$ equal to the rotation distance between $T_1$ and $T_2$, but any value of $x$ at which $f$ reaches its minimum provides a geodesic path between $T_1$ and $T_2$ via Lemma 3.2. Let us illustrate this in the case of the stellohedron, hence when $P$ is a singleton. We consider two brooms $T_1$ and $T_2$ such that all the vertices in $Q$ belong to the handle of both brooms but their order from top to bottom is opposite in $T_1$ and in $T_2$. The unique vertex in $P$ appears at the bottom of both handles.

These particular pairs of brooms are interesting for two reasons. The first is that their rotation distance is equal to the diameter of the graph of $A(G)$ \[36\]. The second is that, even though the unique permutohedral facet of $A(G)$ admits both $T_1$ and $T_2$ as vertices (as discussed in the end of Section 2), none of the geodesic paths between $T_1$ and $T_2$ in the graph of $A(G)$ remain entirely in that facet when $q$ is greater than 5 \[36\]. In other words, within the graph of $A(G)$, the subgraph consisting of the vertices and edges of that permutohedral facet is sometimes not strongly convex. This particular property has been studied under different names and in different contexts related to flip graphs (see, for instance \[22, 36, 44, 47\]).
For the brooms $T_1$ and $T_2$ defined above, $Y$ is equal to $Q$. Moreover, for every vertex $u$ in $Y$, the sets $B_u$, $D_u$ and $F_u$ are empty while $C_u$ is equal to $P$ and $E_u$ to $Y\{u\}$. Hence, it follows from Proposition 4.1 that

$$f(x) = \frac{q(q - 1)}{2} + 2 \sum_{u \in Y} x_u - \frac{1}{2} \sum_{u \in Y} \sum_{v \neq u} x_u x_v.$$ 

However, as $x_u^2$ is equal to $x_u$ for all the vertices $u$ in $Y$,

$$f(x) = \frac{q(q - 1)}{2} + \frac{5}{2} \sum_{u \in Y} x_u - \frac{1}{2} \left( \sum_{u \in Y} x_u \right)^2.$$ 

Minimizing $f$ then amounts to search for the number $i$ of vertices from $Q$ that should move down and become a leaf along a geodesic path. As (18)

$$\frac{q(q - 1)}{2} + \frac{5}{2} i - \frac{1}{2} i^2$$

is a concave function of $i$, in order to minimize this quantity, it suffices to compute it when $i$ is equal to 0 and when $i$ is equal to $q$. In the former case, (18) is equal to $q(q - 1)/2$ and in the latter, to $2q$. Therefore, we recover the observation from [36]: if $q$ is greater than 5, then

$$\frac{q(q - 1)}{2} > 2q$$

and all the vertices in $Q$ have to become leaves along any geodesic path between $T_1$ and $T_2$. In polyhedral terms, all the geodesic paths between $T_1$ and $T_2$ must leave the permutohedral facet of $A(G)$.

Let us now turn our attention to the form of the solutions to our quadratic 0/1 minimization problem. It might seem counter intuitive that, given a vertex $u$ in $Y$ and a vertex $v$ in $F_u$, the former vertex should be allowed to move down to the leaves of the broom (that is, $x_u$ is set to 1), while the latter remains in the handle ($x_v$ is set to 0). Indeed, if it is shorter to move $u$ to the leaves of the broom, then it should also be shorter to do the same with $v$.

The following lemma formalizes this observation.

**Lemma 4.3:** The function $f$ reaches its minimum over $\{0,1\}^{|Y|}$ at a point $x$ such that $x_u \leq x_v$ for any vertex $u$ in $Y$ and any vertex $v$ in $F_u$.

**Proof.** Consider a point $x$ in $\{0,1\}^{|Y|}$ and denote by $m(x)$ the number of pairs of vertices $u$ and $v$ of $G$ such that $u$ belongs to $Y$ and $v$ to $F_u$ but $x_u$ is equal to 1 and $x_v$ to 0. Let us assume that $f$ is minimal at $x$ and that, under this
requirement on \(x\), \(m(x)\) is minimal. If \(m(x)\) is equal to 0 then we are done. Otherwise, let us aim for a contradiction. As \(m(x)\) is positive then there exist a vertex \(u\) in \(Y\) and a vertex \(v\) in \(F_u\) such that \(x_u\) is equal to 1 and \(x_v\) to 0. Consider two such vertices \(u\) and \(v\). We will require without loss of generality that \(u\) is chosen among the possible candidates in such a way that \(F_u\) is as large as possible. Likewise, \(v\) is chosen within \(F_u\) such that \(F_v\) is the largest possible under the requirement that \(x_v\) is equal to 0.

Now consider the point \(x'\) of \(\{0, 1\}^{|Y|}\) obtained from \(x\) by changing \(x_u\) to 0. Similarly, let \(x''\) be the point in \(\{0, 1\}^{|Y|}\) one gets by switching \(x_v\) to 1 in \(x\). Note that \(m(x')\) and \(m(x'')\) are both less than \(m(x)\) by our choice for \(u\) and \(v\). It follows from Proposition 4.1 that

\[
f(x) - f(x') = 2|C_u| - |D_u| + 2|F_u| + \sum_{w \in Y} q_{u,w}x_w
\]

and

\[
f(x) - f(x'') = -2|C_v| + |D_v| - 2|F_v| - \sum_{w \in Y} q_{v,w}x_w.
\]

As \(v\) belongs to \(F_u\), that vertex lies below \(u\) both in the handles of \(T_1\) and in the handle of \(T_2\). Hence, \(C_v\) is a subset of \(C_u\) and \(D_u\) is a subset of \(D_v\). Moreover, \(F_v\) is a subset of \(F_u\). As a consequence,

\[
2f(x) - f(x') - f(x'') \geq 2|F_u \setminus F_v| + \sum_{w \in Y} (q_{u,w} - q_{v,w})x_w
\]

The right-hand side of this inequality must be non-negative. Indeed, consider a vertex \(w\) in \(Y\). According to Proposition 4.1, the difference \(q_{u,w} - q_{v,w}\) is only possibly negative when \(w\) is equal to \(v\) or when \(w\) belongs to \(F_u \cap E_v\). Moreover, in the latter case this difference is equal to \(-1\). However, if \(w\) is equal to \(v\), then \(x_w\) is equal to 0 and the product \((q_{u,w} - q_{v,w})x_w\) vanishes. Therefore,

\[
2f(x) - f(x') - f(x'') \geq 2|F_u \setminus F_v| - |F_u \cap E_v|.
\]

Now observe that \(F_u \cap E_v\) is a subset of \(F_u \setminus F_v\) because \(E_v\) and \(F_v\) are disjoint. As a consequence, \(2f(x) - f(x') - f(x'')\) is non-negative. It follows that the differences \(f(x) - f(x')\) and \(f(x) - f(x'')\) cannot both be negative and that \(f\) is minimal at \(x'\) or at \(x''\). However, by our choice for \(u\) and \(v\), we know that \(m(x')\) and \(m(x'')\) are both less than \(m(x)\), contradicting the minimality of \(m(x)\) among the points from \(\{0, 1\}^{|Y|}\) where \(f\) reaches its minimum. \(\blacksquare\)
Remark 4.4: If \( x \) is a point from \( \{0, 1\}^{|Y|} \) such that \( f \) reaches its minimum at \( x \) and \( x_u \leq x_v \) for any vertex \( u \) in \( Y \) and any vertex \( v \) in \( F_u \), then the last nested sum in \( (1) \) vanishes at that point because \( x_u \) cannot be equal to 1 while \( x_v \) is equal to 0. Equivalently, the terms of the form \( -2x_u x_v \) in the expression of \( q \) from Proposition 4.1 and the terms of the form \( 2|F_u| x_u \) in the expression of \( \ell \) cancel because either \( x_u \) is equal to 0 or both \( x_u \) and \( x_v \) are equal to 1. However, it is important to note that, even though Lemma 4.3 states that such a minimum for \( f \) always exists, the last nested sum in \( (1) \) is still required in order for \( f \) to properly model the rotation distance between \( T_1 \) and \( T_2 \) and for the optimization to yield a correct optimum.

5. Rotation distance and the minimum cut problem

In this section, we show how computing the rotation distance between \( T_1 \) and \( T_2 \) can be reduced to an instance of the minimum cut problem in a weighted graph \( H \). Our goal is to improve Theorem 4.2 into Theorem 1.1.

We apply the techniques from \([15, 37, 38]\). The vertex set of \( H \) is \( Y \cup \{s, t\} \) where \( Y \) is the subset of \( Q \) defined in Section 3 while \( s \) and \( t \) are two additional vertices. The edges of \( H \) are between every two vertices in \( Y \), between \( s \) and any vertex in \( Y \), and between \( t \) and every vertex in \( Y \). In other words, \( H \) is the complete split graph such that \( Y \) induces a clique and \( \{s, t\} \) is an independent set. An edge of \( H \) between two vertices \( u \) and \( v \) in \( Y \) is given a weight

\[
w_{u,v} = -\frac{1}{2} q_{u,v} = \begin{cases} 
0 & \text{when } u = v, \\
1/2 & \text{when } v \in E_u, \text{ and} \\
1 & \text{otherwise},
\end{cases}
\]

where \( q_{u,v} \) is the non-positive coefficient of the monomial \( x_u x_v \) in the expression of \( q(x) \) from Proposition 4.1. We further denote

\[
\ell_u = 2|C_u| - |D_u| + 2|F_u|,
\]

the coefficient of \( x_u \) in the expression of \( \ell(x) \) from Proposition 4.1 and

\[
r_u = \sum_{v \in Y} -w_{u,v}.
\]

For every edge of \( H \) between \( s \) and a vertex \( v \) in \( Y \), we define

\[
w_{s,v} = \max\{0, -r_v - \ell_v\},
\]
and for every edge of $H$ between $t$ and a vertex $u$ in $Y$,

$$w_{u,t} = \max\{0, r_u + \ell_u\}.$$  

Observe that all the edge weights thus defined are non-negative.

An $(s, t)$-cut of value $w$ in $H$ is a bipartition of the vertices of $H$ such that $s$ and $t$ are not in the same part and the weights of all the edges between the two parts sum to exactly $w$. Such a cut can be encoded by the point $x$ from $\{0, 1\}^{|Y|}$ whose coordinate $x_u$ is set to 1 when $u$ belongs to the part that contains $s$ and to 0 when $u$ belongs to the part that contains $t$.

The following lemma states that minimizing the function $\ell(x) + q(x) = f(x) - c$ on $\{0, 1\}^{|Y|}$ amounts to solving the minimum $(s, t)$-cut problem in $H$. Note that this indeed solves our problem, since the constant term $c$ in the expression of $f(x)$ can be safely ignored when it comes to minimizing.

**Lemma 5.1:** The graph $H$ contains an $(s, t)$-cut of value $w$ if and only if there exists a point $x$ in $\{0, 1\}^{|Y|}$ such that

$$\sum_{v \in Y} w_{s,v} + \ell(x) + q(x) = w.$$  

**Proof.** Consider an $(s, t)$-cut of value $w$ in $H$ and the point $x$ from $\{0, 1\}^{|Y|}$ that encodes it. The value $w$ of the cut can be rewritten as

$$w = \sum_{v \in Y} w_{s,v}(1 - x_v) + \sum_{u \in Y} \sum_{v \in Y} w_{u,v}x_u(1 - x_v) + \sum_{u \in Y} w_{u,t}x_u.$$  

By the above expression of $w_{s,v}$,

$$\sum_{v \in Y} w_{s,v}(1 - x_v) = \sum_{v \in Y} w_{s,v} - \sum_{v \in Y} \max\{0, -r_v - \ell_v\}x_v$$

and by the expression of $w_{u,t}$,

$$\sum_{u \in Y} w_{u,t}x_u = \sum_{u \in Y} \max\{0, r_u + \ell_u\}x_u.$$  

Since $\max\{0, r_u + \ell_u\} - \max\{0, -r_v - \ell_v\} = r_v + \ell_v$,

$$w = \sum_{v \in Y} w_{s,v} + \sum_{u \in Y} (r_u + \ell_u)x_u + \sum_{u \in Y} \sum_{v \in Y} w_{u,v}x_u(1 - x_v).$$  

(20)
Now observe that
\[
\sum_{u \in Y} \sum_{v \in Y} w_{u,v} x_u (1 - x_v) = \sum_{u \in Y} \left( \sum_{v \in Y} w_{u,v} \right) x_u - \sum_{u \in Y} \sum_{v \in Y} w_{u,v} x_u x_v
\]
\[
= - \sum_{u \in Y} r_u x_u + \frac{1}{2} \sum_{u \in Y} \sum_{v \in Y} q_{u,v} x_u x_v.
\]

As a consequence, (20) can be rewritten into
\[
w = \sum_{v \in Y} w_{s,v} + \ell(x) + q(x)
\]
and the desired result follows.

Using state-of-the-art algorithms for dense instances of maximum flow \cite{51}, we obtain that the problem can be solved in time \(O(n^{2+o(1)})\). In fact, since the number of variables only depends on the number \(q\) of vertices in \(Q\), we can further refine the result as follows

**Theorem 5.2:** Let \(G\) be a complete split graph with \(p + q\) vertices, \(p\) of whose induce a clique in \(G\) and the other \(q\) form an independent set of \(G\). The rotation distance between two brooms on \(G\) can be computed in time \(O(p + q^{2+o(1)})\).
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