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Abstract

Space-time video super-resolution (STVSR) aims to construct a high space-time resolution video sequence from the corresponding low-frame-rate, low-resolution video sequence. Inspired by the recent success to consider spatial-temporal information for space-time super-resolution, our main goal in this work is to take full considerations of spatial and temporal correlations within the video sequences of fast dynamic events. To this end, we propose a novel one-stage memory enhanced graph attention network (MEGAN) for space-time video super-resolution. Specifically, we build a novel long-range memory graph aggregation (LMGA) module to dynamically capture correlations along the channel dimensions of the feature maps and adaptively aggregate channel features to enhance the feature representations. We introduce a non-local residual block, which enables each channel-wise feature to attend global spatial hierarchical features. In addition, we adopt a progressive fusion module to further enhance the representation ability by extensively exploiting spatial-temporal correlations from multiple frames. Experiment results demonstrate that our method achieves better results compared with the state-of-the-art methods quantitatively and visually.

1. Introduction

Space-time video super-resolution (STVSR) \(^{49}\) aims at reconstructing a photo-realistic video sequence with high spatial and temporal resolutions from its corresponding low-frame-rate (LFR) and low-resolution (LR) counterparts. High-resolution (HR) slow-motion video sequences provide more visually appealing details in the space-time domain, which finds a wide range of applications, such as sports video, movie making, and medical imaging analysis.

In recent years, there is a surge of research interests in upscaling the spatial-temporal resolution of a video simultaneously. Most of traditional space-time super-resolution (SR) methods \(^{48} \cite{10, 31, 42}\) propose to increase the resolution both in the time and space domain by combining information from multiple low-resolution video recordings in a dynamic scene, where they address the space-time SR problem as an optimization problem. For example, Shechtman et al. \(^{48}\) formulates the problem of the space-time SR as linear least-square minimization with suitable regularization priors. Specifically, they demonstrate that it is possible to obtain an improved HR video sequence in both spatial and temporal dimensions. However, the complex nature of the real-world video sequences limits the effectiveness of these methods since they can only super-resolve video sequences containing slow-varying motions with a simple analytic form. Furthermore, the high computational cost limits their practical use in real-world scenarios.

Deep convolutional neural networks (CNNs) have shown promising results in various machine learning tasks \(^{51, 81, 84, 26, 25, 85, 74, 76, 80, 70, 21, 83, 79, 82, 30, 59, 58, 6, 7, 8, 3, 78, 57, 56, 72, 12, 54, 59, 75, 77, 36}\), such as video frame interpolation (VFI) \(^{45, 77}\), video super-resolution (VSR) \(^{63, 13, 61}\), and image recognition \(^{16, 58, 55}\). To jointly up-scaling videos both in space and time, the most common way is to perform learning-based VFI and VSR methods alternately and independently. For example, it first constructs in-between frames by VFI, and then generates high-resolution video sequences by VSR. However, due to the strong space-time relationship among video sequences, such two-stage methods may fail to capture correlations between space and time, which is essential for increasing spatial-temporal resolution. Moreover, these methods consist of two independent CNN-based networks, which are computationally expensive.

To enhance feature representations used for space-time video SR purposes, it is desirable to integrate the spatial and temporal information. Existing one-stage space-time SR approaches enhance feature representations by jointly aggregating the representations both in spatial and temporal dimensions. However, these methods have two major limitations. First, these learned feature representations only
contain local contexts, while lacking global structural information. Features from multiple frames and different locations can help the network to model long-term dependencies among the video sequences more efficiently. Thus, only considering spatial information is an insufficient approximation of the global and local influence. Second, space-time SR is a dynamic process with complex scenes. Most CNN-based methods indistinguishably extract different types of features to super-solve in space-time domain, which lack discriminative representation ability to attend to different types of information of fast dynamic events.

In this paper, we work toward simultaneously reconstructing a video sequence of high spatial and temporal resolution given a low-frame-rate, low-resolution video sequence. The objective is achieved by the proposed memory enhanced graph attention network (MEGAN), which comprehensively leverages the spatial-temporal information to enhance the feature representation capability of CNNs. The motivation comes from the fact that features in spatial domain correlate with the contexts in temporal domain. In implementation, we use the non-local residual block to capture the global dependencies between channel-wise features and encourage the model to capture more informative features in the spatial dimension. Considering the non-local block requires high computational cost, which is practically challenging to use for the task of STVSR. Therefore, we improve the non-local residual block to boost convergence. In addition, we design a novel long-range memory graph aggregation (LMGA) module to adaptively learn a robust spatial-temporal feature representation between the current key frame and the neighboring frames. Specifically, we cache the extracted hierarchical features in LMGA and combine embedded features in the collection to propagate contextual information towards the improved feature representations by constructing the adaptive graph. The embedded spatial features and temporal contexts provide a more clear definition of the feature aspects. To further promote the capability of feature representation, we apply progressive fusion residual dense blocks (PFRDBs) to progressively extract both intra-frame spatial correlations and inter-frame temporal correlations. Experimental results show that the proposed method achieves better results compared with the state-of-the-art methods. Our contributions are summarized as follows:

- We present a unified graph attention network for space-time SR problems. Our method utilizes the non-local residual blocks to better learn different kinds of information (e.g., low-and high-frequency information) and long-range spatial dependencies.
- We devise a novel long-range memory graph aggregation (LMGA) module which enables the key frames to adaptively model temporal dependency among the video sequences of fast dynamic events. Both local and global information of the rapid dynamic space-time scene can allow the network to obtain an improved video sequence of high spatial-temporal resolution.
- We utilize progressive fusion residual dense blocks (PFRDBNs) to combine spatial features and temporal information for better reconstruction performance.
- We validate the effectiveness of our MEGAN with extensive experiments. MEGAN achieves superior performance compared with state-of-the-art methods on three benchmark datasets.

2. Related Work

In this section, we overview the progress on three related topics: video super-resolution, video frame interpolation,
and space-time video super-resolution.

**Video Super-Resolution** Video super-resolution aims to recover HR video frames from the corresponding corrupted video frames. Several works [2, 71] adopted optical flow for explicit temporal alignment in video sequences, which can effectively capture image details among multiple frames and inter-frame motion to improve reconstruction accuracy. Other works [22, 53, 86] utilized deep residual learning to reconstruct HR output. Some works [19, 61, 63] attempted to address the implicit temporal alignment without motion estimation between video sequences at subpixel and subframe accuracy. For example, Jo et al. [19] generated dynamic upsampling filters and residuals to recover HR frames by preserving temporal consistency. Tian et al. [61] and Wang et al. [63] adaptively learned the temporal information without computing optical flow. Considering that recurrent neural networks (RNNs) can model long-term temporal information, some recent efforts [17, 46, 14] have been made to adopt RNN-based networks to encourage temporal dependency modeling without explicit temporal alignment, and therefore can steer very complex scene dynamics.

**Video Frame Interpolation** Video frame interpolation aims at synthesizing the in-between frames from two consecutive video frames. Video frame interpolation approach can usually be categorized as kernel-based [1, 45, 44], phase-based [41, 40], and flow-based [43, 37, 18, 71]. Some recent kernel-based works [45, 44] employed CNNs to estimate adaptive filters for each pixel and then convolved with input frames to synthesize an intermediate frame. More recently, some efforts [41, 40] proposed to synthesize an intermediate frame by utilizing a neural network decoder to estimate a per-pixel phase-based motion representation. Most recently, the common approach is to guide the synthesis of an intermediate frame by predicting optical flow between two input frames. For example, Context-Aware Synthesis (CtxSyn) [43] computed the optical flow between two input frames and then forward-warped the images with temporal contextual information extracted from input images corresponding to the optical flow for high-quality frame synthesis.

**Space-Time Video Super-Resolution** The pioneer space-time super-resolution (SR) work [49] addressed the problem of simultaneous spatial and temporal super-resolution by solving linear function. The following work [48] achieved space-time SR from a single video by combing information from multiple space-time patches at sub-frame accuracy. More recently, the success of CNNs has motivated the development of STVSR methods [66, 15, 23, 20, 68, 67, 62]. Xiang et al. [66] proposed a one-stage STVSR method which employed a deformable convolutional LSTMs (ConvLSTM) to align and aggregate temporal contexts for better utilization of global information. Haris et al. [15] introduced a method to super-solve in spatial and temporal dimensions simultaneously and jointly. However, most methods have limited capacity to capture global dependencies and handle space-time visual patterns in complex dynamic scenes.

### 3. Method

Given a LR space-time video sequence \(I_{LR} = \{I_{LR}^{n+1} \}_{n=1}^{2n+1}\), our method aims at reconstructing the corresponding HR video sequence \(I_{HR} = \{I_{HR}^{2n+1} \}_{n=1}^{2n+1}\). The size of input LR video frame is \(H \times W\), where \(H\) and \(W\) refer to height and width, respectively. The size of HR output
is \(rH \times rW\) with the spatial upscaling factor \(r\). An overview of MEGAN for space-time video super-resolution is shown in Figure 1. The framework consists of four main parts: residual non-local attention module, frame feature temporal interpolation module, memory enhanced graph aggregation module, and progressive fusion reconstruction module.

### 3.1. Residual Non-local Attention Module

Inspired by \[34, 55, 64, 73\], we first use a \(3 \times 3\) convolutional (Conv) layer as a shallow feature extractor. Then, we incorporate a residual non-local attention block \[64, 73\] to capture long-range dependencies between channel-wise features and allow the model to discriminatively learn different types of information (e.g., low and high frequency information). Mathematically, the non-local operation is defined as follows:

\[
y_i = \left( \sum_{j} f(x_i, x_j) g(x_j) \right) / \sum_{j} f(x_i, x_j),
\]

where \(x\) denotes the input of non-local operation and \(y\) denotes the output with the same size as \(x\). \(i\) is the output position index, and \(j\) is the index of all possible positions. The pairwise function \(f(\cdot)\) computes the attention between two inputs, while the function \(g(\cdot)\) computes the feature representation at a certain position. Non-local neural networks \[64\] provide several versions of \(f(\cdot)\), such as Gaussian function, dot product similarity, and feature concatenation. Different from \[73\], we use the dot product similarity to evaluate the pairwise attention:

\[
f(x_i, x_j) = u(x_i)v(x_j) = (W_u x_i)W_v x_j,
\]

where \(W_u\) and \(W_v\) are weight matrices, and we adopt a linear embedding for \(g(\cdot)\) as a Gaussian function to boost convergence, which allows us to train very deep networks, being more suitable for STVSR. Thus, we have the output \(z\) at position \(i\) of the non-local residual block:

\[
z_i = W_z y_i + x_i = W_z \text{softmax}(f(x_i, x_j))g(x_j) + x_i,
\]

where \(W_z\) is a weight matrix. After the \(n_1\) Conv layers, the hierarchical feature maps \(\{F_{i}^{LR}\}^{n+1}_{i=1}\) serve as inputs for the following frame feature interpolation module.

### 3.2. Frame Feature Temporal Interpolation

Frame feature temporal interpolation module has been proven to have superior performance in \[66\], thus we use it in our network to for frame feature interpolation. Given two input feature maps \(F_{1}^{LR}\) and \(F_{3}^{LR}\), our goal is to learn a feature temporal interpolation function \(f(\cdot)\) to estimate the in-between feature map \(F_{2}^{LR}\). To accurately capture complex intra-sequence motions \[61\], we adopt the modulated deformable sampling module \[66\] for feature frame sampling. Since the intermediate frame \(F_{2}^{LR}\) is not available, we use the deformable convolution to approximate the forward and backward motion conditions between \(F_{1}^{LR}\) and \(F_{3}^{LR}\). We first use \(g_1\) to predict the learnable offset \(\Delta p_1\) for the feature \(F_{1}^{LR}\). With \(\Delta p_1\) and \(F_{1}^{LR}\), we obtain the sampled features \(F_{1}^{LR'}\) by the deformable convolution \[9, 87\]. The feature sampling procedure can be defined as follows:

\[
\Delta p_1 = g_1[[F_{1}^{LR}, F_{3}^{LR}]],
\]

\[
F_{1}^{LR'} = DConv(F_{1}^{LR}, \Delta p_1),
\]

where \(g_1\) denotes the general function including several convolution layers. We follow the same procedure in Equation \[4\] and \[5\] to compute the sampled feature \(F_{2}^{LR'}\) from \(\Delta p_3\) and \(F_{3}^{LR}\). Finally, we utilize a simple linear blending function to synthesize the LR feature map. Overall, the general form of the interpolation function is formulated as follows:

\[
F_{2}^{LR} = \frac{1}{2} F_{1}^{LR} + \frac{1}{2} F_{3}^{LR} = C_1(F_{1}^{LR'}) + C_3(F_{3}^{LR'}),
\]

where \(C_1\) and \(C_3\) are \(1 \times 1\) Conv layer. Similarly, we apply the feature temporal interpolation function \(f(\cdot)\) to \(\{F_{i}^{LR}\}^{n+1}_{i=1}\). As a result, we can obtain the in-between frame feature maps \(\{F_{i}^{LR'}\}^{n+1}_{i=1}\).

### 3.3. Memory Enhanced Graph Aggregation

We now have the consecutive frame feature maps \(\{F_{i}^{LR}\}^{2n+1}_{i=1}\) as the input. The module mainly consists of two components: bidirectional deformable ConvLSTM, and long-range memory graph aggregation block (See in Figure 2). The input is the consecutive frame feature maps \(\{F_{i}^{LR}\}^{2n+1}_{i=1}\).

**Deformable ConvLSTM** We adopt the bidirectional deformable ConvLSTM \[66\] to super-solve video with the complex motion in dynamic scenes. Comparing to naive ConvLSTM, deformable ConvLSTM can better handle lager motion in complex dynamic scenes by aligning hidden and cell states to the reference feature map.

\[
\Delta p^h_t = g^h([h_{t-1}, F_{i}^{LR}]),
\]

\[
\Delta p^c_t = g^c([c_{t-1}, F_{i}^{LR}]),
\]

\[
h_{t-1}' = DConv(h_{t-1}, \Delta p^h_t),
\]

\[
c_{t-1}' = DConv(c_{t-1}, \Delta p^c_t),
\]

\[
h_t, c_t = ConvLSTM(h_{t-1}', c_{t-1}', F_{i}^{LR}),
\]

where \(\Delta p^h_t\) and \(\Delta p^c_t\) refer to the estimated offset of the hidden and cell states. \(h_{t-1}'\) and \(c_{t-1}'\) are aligned hidden and cell states. \(g^h\) and \(g^c\) denote the embedding function which
Table 1: Quantitative Evaluation of state-of-the-art methods. Red and blue indicate the best and the second best performance, respectively.

deploys the Pyramid, Cascading and Deformable (PCD) architecture in [63].

**Long-range Memory Graph Aggregation** Based on the inter-connected property between space and time domains, we propose a novel long-range memory graph aggregation (LMGA) module for STVSR, drawing inspiration from the context video object detection [4]. Different from [4], we utilize Graph Convolutional Network (GCN) to learn appropriate temporal correlations among videos. This is because GCN well exploits frame interactions by constructing prior temporal graph for better improving the semantic information among different subsets of frame features. Another major difference is that we use enlarged (interpolated) feature framesets to build our global and local pool, while [4] uses Region Proposal Network. Since the enlarged features are often of low quality, our LMGA greatly improves feature quality by using both short and long-range space-time information. In implementations, LMGA includes two operations: frame feature aggregation and graph construction. An example of frame feature aggregation in feature space is shown in Figure 2. We group the single frame features from the deformable ConvLSTM to form the local pool as \( L = \{ E_{t}^{L} \}_{t=1}^{2n+1} \). For long-term global modeling, we randomly shuffle and pick \( \tau \) indices from the ordered index sequence \( \{1, \ldots, 2n + 1\} \) to create the global pool \( G = \{ E_{t}^{G} \}_{t=1}^{\tau} \). We denote the enriched feature set as \( M = \{ E_{t}^{M} \}_{t=1}^{\tau+1} \) by concatenating each local feature and randomly selected global contexts from \( G \). To be specific, the aggregation function can be summarized as:

\[
M = N_{g}(L, G),
\]

where \( N_{g}(\cdot) \) is the global-local feature aggregation function containing three convolutional layers. The spatial-temporal

correlations among a collection of frame features can be achieved via a well constructed graph \( G \), where every frame feature is a vertex and the corresponding edge feature is a similarity-weighted interrelation of two vertices. To exploit the global and local information of space-time domain for STVSR, we propose to perform graph construction in feature domain iteratively.

The graph construction is composed of \( K \) weighted graph \( \{ G^{k}(V, E) \}_{k=1}^{K} \). The vertex set \( V \) are the enriched feature set \( M \) with the \( \phi \) nodes, and the correlation (edges) set \( E \) is with the size \( |E| = |V| \times (|\varphi| - 1) \). Following the message-passing algorithms [21][11], we define the learned edge feature \( A_{p,q}^{k} \) as the non-linear combination of the absolute difference between any two node features (\( p \) and \( q \)), e.g.,

\[
A_{p,q}^{k} = \phi(|E_{p}^{k} - E_{q}^{k}|),
\]

where \( \phi \) is a transformation function (e.g. a neural network) with learnable parameters \( \theta \). \( E_{p}^{k} \) is the feature embedding for the node \( p \) of \( G^{k} \). In this work, we use stacked convolutional layers to embed the node features to get the weighted adjacency \( A_{p,q}^{k} \) between nodes \( p \) and \( q \). The adjacent matrix is normalized to a stochastic matrix by using a softmax along each row.

Inspired by GCN [47], we aggregate \( \varphi \) node embeddings with its neighbours using adjacency operator \( A : E \mapsto A(E) \) where \( A(E) := \sum_{p \sim q} A_{p,q}E_{q} \), with \( p \sim q \) if and only if \( (p, q) \in E \). Let us denote \( E_{p,r}^{k} \) as the \( r \)-th channel of the embedding of node \( p \) in \( G^{k} \). Consequently, the \( k \)-th GCN layer \( Gc^{k}(\cdot) \) is conducted as:

\[
E_{p,r}^{k+1} = Gc(E_{p,r}^{k}) = \rho \left( \sum_{r=1}^{r_{k}} \sum_{v \in N_{p}} A_{p,v}E_{v,r}^{k} \theta_{r',r}^{k} \right) \forall r', p
\]

where \( \theta \in \mathbb{R}^{r_{k} \times r_{k}+1 \times 1 \times 1} \) are learned parameters of the
non-linear transformation. $r_k$, $r_{k+1}$, and $b$ denotes the size of the input features and the output features, 2D convolutional kernel size, respectively. $N(p)$ is the neighbour node set of the node $p$. $\ast$ denotes the convolution operation. $\rho$ is the operation of Leaky ReLU [69]. To refine the enriched intermediate features set $\{E_{t}^{K+1}(2n+1)\}_{t=1}^{2n+1}$, we use a small network containing two convolutional layers for embedding features, and then concatenate them to obtain $\{E_{t}^{K+1}(2n+1)\}_{t=1}^{2n+1}$. The refined features appears to consistently enable the network with more expressive power, which provides a better starting point for training a model for downstream tasks. As a result, we use LMGA-refined features $F_{M}^{\ast} = \{E_{t}^{K+1}(2n+1)\}_{t=1}^{2n+1}$ as the input for the subsequent layers of the network. Please see Figure 2 for more details.

### 3.4. Progressive Fusion Reconstruction

In the reconstruction process $\Psi$, we first utilize $m_{2}$ PFRDBs [73] to progressively learn intra-frame spatial representations and inter-frame temporal correlations. After that, we concatenate $m_{3}$ residual blocks [32] to further enable very deep network for video super resolution tasks. For up-sampling, we perform $\times 2$ upsample PixelShuffle operations [50, 32]. The last Conv layer fuses all the feature maps to reconstruct HR video sequence $I_{HR}^{\ast} = \{I_{t}^{HR} \}_{t=1}^{2n+1}$. We obtain the final HR output via the reconstruction module, e.g., $I_{HR}^{\ast} = \Psi(F_{M})$.

### 3.5. Loss Function

In the training process, our proposed network is optimized by the following objective function in an end-to-end manner:

$$L_{MEGAN} = \sqrt{\|I_{GT} - I_{HR}^{\ast}\|^2 + \epsilon^2},$$

(14)

where $I_{GT}$ denotes the ground-truth HR video sequence. We adopt Charbonnier penalty function [27] as the loss term and empirically set $\epsilon = 1e^{-3}$. 

Figure 3: Visual comparison of Space-time SR results produced by different methods. Our MEGAN achieves more visually pleasant results by handling motion blur and motion aliasing in complex dynamic space-time scenes (Zoomed for visual clarity).
Experimental Setup

In this study, we utilize the Vimeo-90K dataset [71] for training to demonstrate the fidelity and robustness of our proposed method. The dataset consists of over 60,000 7-frame training video sequences with the resolution of 256 × 448. The resolution of down-scaled LR frames is 64 × 112. To evaluate the performance of different methods, we select several datasets, including Vid4 [43], Vimeo [71], and Adobe240 [52] testsets. Following the setting in [13], we split Vimeo testset into fast motion, medium motion, and slow motion subsets. For evaluation, we utilize two widely-used image quality metrics to quantitatively validate the STVSR performance, including peak signal-to-noise ratio (PSNR) and structural similarity index metrics (SSIM) [65].

Comparison to State-of-the-art

In this study, we compare the proposed MEGAN with the state-of-the-art methods. For clarity, we categorize the methods into one-stage and two-stage. For one-stage methods, we choose Zooming SlowMo [66] and STARnet [15] for comparison. For two-stage methods, we pick SepConv [45], Super-SloMo [18], DAIN [1], AdaCoF [28] as Time SR and RCAN [86], RBPN [14], EDVR [63], PFRB [73] as Space SR.

We evaluate the proposed method against the state-of-the-art methods on the Vid4 and Vimeo datasets. The typical results are given in Figures 3 and 4. To further evaluate the robustness of our method, the recovered features are zoomed in Figures 3 and 4. We can clearly observe that our MEGAN provides more visually pleasant results with finer details and sharper edges than the competing methods. The quantitative results are summarized in Table 1. We can see that our model obtains 0.26, 0.37, 0.30, 0.26, and 0.22 dB PSNR gains over the best one-stage-based model Zooming-SloMo on Vid4, Vimeo-Fast, Vimeo-Medium, Vimeo-Slow, and Adobe240, and also outperforms the best two-stage method DAIN+EDVR by 0.47, 1.37, 1.05, 0.51 and 0.16 dB on Vid4, Vimeo-Fast, Vimeo-Medium, Vimeo-Slow, and Adobe240 in terms of PSNR, respectively. To better illustrate the robustness for space-time upsampling, we also compare our proposed method with 18 state-of-the-art methods on Adobe240 [43] dataset. As shown in Table 1, the proposed MEGAN consistently outperforms all the evaluated methods. This suggests that the proposed MEGAN is capable of recovering better results with finer details by capturing long-term spatio-temporal information. These comparisons intuitively show that it is essential to access more global and local information from the space-time domain to handle motion blur and motion aliasing in complex dynamic space-time scenes. In other words, the results demonstrate that the proposed MEGAN reconstructs more detailed results with more sharper contexts, as shown in Figures 3 and 4.

5. Ablation Study

We conduct a thorough ablation analysis to demonstrate the effectiveness of different key components of MEGAN. Detailed results are found in the supplementary material.
Effectiveness of LMGA  We first explore the effectiveness of the proposed LMGA block as it is the key component in our model. We establish our baseline network (w/o LMGA model) by removing the LMGA block from our model. The quantitative results are provided in Table 2. The increased performance in terms of PSNR value over the Vimeo-Fast dataset, from 36.89 to 37.18 dB, demonstrates that the LMGA module can better capture fast motions by aggregating global temporal information. The visual comparisons are depicted in Figure 5. From the visual results, we can see that the LMGA block enables the model to accurately reconstruct frames with more details. In particular, the “w/o LMGA” lower bound fails to realize the headphone on the woman’s head, but our model provides better visualization of the headphone. These observations demonstrate that adding the LMGA block to better utilize the global and local temporal contexts can further encourage our model to obtain more accurate spatial-temporal representations from fast dynamic video sequences.

Effectiveness of NLRB  We then investigate the effectiveness of the NLRB block. Our baseline network adopts the proposed network w/o NLRB block, i.e., removing two NLRB blocks when training the network. The results in Table 2 show that the deep non-local residual learning strategy helps improve the performances on two benchmark datasets. In Figure 6, it is observed that our model preserves better textural details of grasses (shown at left), and captures the human leg motion (shown at right). In comparison, the “w/o NLRB” model has limited ability to recover fine details of grasses in the central area, but the surrounding area is still blurry. These results show that the NLRB block enables the model to capture long-range dependencies in the spatial dimension, while the channel-wise attention enables the model to attend different types of feature representations. NLRB can further encourage the network to retain high-frequency details by incorporating more spatial information. Its support is further illustrated in Figure 6. We can see that NLRB is capable of retraining low- and high-frequency information to reconstruct more realistic video sequences. These observations demonstrate the effectiveness of NLRB in providing more detailed textures.

6. Conclusion

In this work, we present a unified framework for space-time video super-resolution. Aided by temporal and spatial information, our approach learns complex spatial-temporal features to reconstruct a video sequence of high space-time resolution. To this end, we propose a novel long-range memory graph aggregation (LMGA) module to enhance the features of key frames with global and local information in the dynamic space-time scene. We also introduce the deep non-local residual learning to enable our model to adaptively learn mixed attention hierarchical features from multiple video sequences. Furthermore, we adopt the progressive fusion reconstruction network to capture long-range spatial-temporal dependencies. In general, the proposed MEGAN has achieved the superior performance among all the involved methods in both static and dynamic scenes.
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