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Abstract—Automatic car damage detection has attracted significant attention in the car insurance business. However, due to the lack of high-quality and publicly available datasets, we can hardly learn a feasible model for car damage detection. To this end, we contribute with Car Damage Detection (CarDD), the first public large-scale dataset designed for vision-based car damage detection and segmentation. Our CarDD contains 4,000 high-resolution car damage images with over 9,000 well-annotated instances of six damage categories (examples are shown in Figure 1). We detail the image collection, selection, and annotation processes, and present a statistical dataset analysis. Furthermore, we conduct extensive experiments on CarDD with state-of-the-art deep methods for different tasks and provide comprehensive analyses to highlight the specialty of car damage detection. CarDD dataset and the source code are available at https://cardd-ustc.github.io.

Index Terms—Car damage, New dataset, Object detection, Instance segmentation, Salient object detection (SOD).

I. INTRODUCTION

AUTOMATIC car damage assessment systems can effectively reduce human efforts and largely increase damage inspection efficiency. Deep-learning-aided car damage assessment has thrived in the car insurance business in recent years [1]. Regular claims involving minor exterior car damages (e.g., scratches, dents, and cracks) can be detected automatically, sparing a tremendous amount of time and money for car insurance companies. Therefore, the research on car damage assessment gains many concerns.

Vision-based car damage assessment aims to locate and classify the damages on the vehicle and visualize them by contouring their exact locations. Car damage assessment is closely linked to the task of visual detection and segmentation, where deep neural networks have shown a promising capability [2], [3]. Several studies have attempted to adopt neural networks to tackle the tasks of car damage classification [4]–[8], detection [9]–[11], and segmentation [12], [13]. For the classification problem, some previous work [4], [5], [8] applies CNN-based models to identify the damage category. And for the object detection and instance segmentation task, YOLO [2], and Mask R-CNN [3] are mostly referenced, respectively.

However, due to the insufficient datasets for training such models, the research on vehicle damage assessment is far behind. Although the dataset presented by [14] is publicly available, it can only be used for damage type classification. Recall that, the objective of car damage assessment is damage detection and segmentation. Existing works are often conducted on private datasets [4], [5], [7]–[13], and hence the performance of different approaches can not be fairly compared, further hindering the development of this field.

Therefore, to facilitate the research of vehicle damage assessment, in this paper, we introduce a novel dataset for Car Damage Detection, namely CarDD. CarDD offers a variety of potential challenges in car damage detection and segmentation and is the first publicly available dataset, which combines the following properties:

- **Damage types**: dent, scratch, crack, glass shatter, tire flat, and lamp broken.
- **Data volume**: it contains 4,000 car damage images with over 9,000 labeled instances which is the largest public dataset of its kind to our best knowledge.
- **High-resolution**: the image quality in CarDD is far greater than that of existing datasets. The average resolution of CarDD is 684,231 pixels (13.6 times higher) compared to 50,334 pixels of the GitHub dataset [14].
- **Multiple tasks**: our dataset comprises four tasks: classification, object detection, instance segmentation, and salient object detection (SOD).
- **Fine-grained**: different from general-purpose object detection and segmentation tasks, the difference between car damage types like dent and scratch is subtle.
- **Diversity**: images of our dataset are more diverse regarding object scales and shapes than the general objects due to the nature of the car damage.

In summary, we make three major contributions in this paper:

- First, we release the largest dataset called CarDD, the first publicly available dataset for car damage detection and segmentation. CarDD contains high-quality images annotated with damage type, damage location, and damage magnitude, which is more practical than existing datasets. CarDD helps train and evaluate algorithms for car damage detection, offering new opportunities to advance the development of car damage assessment.
- Second, we conduct extensive exploratory experiments on object detection and instance segmentation tasks
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and carefully analyze the results, which offers valuable insights to the researchers. The unsatisfactory results of state-of-the-art (SOTA) methods on CarDD reveal the difficulty of the car damage assessment problem, proposing new challenges to the tasks of object detection and instance segmentation. To address these challenges, we introduce an improved method called DCN+, which significantly boosts the detection and segmentation performance and outperforms all SOTA methods.

- Third, we are the first to leverage SOD methods to deal with this task, and the experimental results reveal that SOD methods have the potential to solve the car damage assessment, especially on the irregular damage types. We hope CarDD can benefit the vision-based car damage assessment and contribute to the computer vision community.

II. RELATED WORK

Deep learning has immensely pushed forward studies involving the intact (undamaged) car, such as fine-grained vehicle recognition and retrieval [15], [16], vehicle type and component classification [17], [18], license plate recognition [19], [20]. However, the detection of damaged components is a more complicated problem for the following reasons. Firstly, the damaged car has a different appearance from the original one, which means the models trained on the dataset of undamaged vehicles are no longer effective. Secondly, damages are quite different from the daily seen objects, bringing new challenges to existing algorithms in the general object detection field.

A. Car Damage Related Methods

Early works are based on heuristics. For instance, Jayawardena [21] compared the ground-truth undamaged 3D CAD car model with the damaged car photographs to detect mild damages. Yet, the performance of this method will dramatically degrade in a realistic application scenario since the appearance of the car is ever-changing. Gontscharov et al. [22] installed the developed sensors on the vehicle that can detect structural damage by collecting structure-borne sound. However, this method is not practical due to the high-cost sensors, as well as the complexity of installation. Thus, while these methods give a good try to solve the problem of automatic car damage detection, they have not been widely applied.

The success of deep learning spread to the car damage field in 2017, when Patil et al. [8] employed a CNN model to classify car damage types (e.g., bumper dent, door dent). After that, [4] and [5] also use CNN-based models to classify the image into a limited number of car damage types. Nevertheless, simple damage classification cannot satisfy the actual needs for two reasons. First, damage classification is hard to handle a sample with multiple types of damage. Second, damage classification cannot tell the damage location and damage magnitude. Therefore, work studying car damage detection and segmentation emerges. Dwivedi et al. [9] applied YOLOv3 to detect the damaged region. Singh et al. [13] experimented with Mask R-CNN and PANet and a transferred VGG16 network to localize and detect various classes of car components and damages. However, the scores such as mAP in their work are relatively low, indicating the difficulty of the car damage detection task.

Besides the research community, some commercial appli-
TABLE I: Comparison of datasets for car damage classification, detection and segmentation. C: damage classification, D: damage detection, S: damage segmentation, SOD: salient object detection. PA: Publicly Available. N/A: information not provided by the authors.

| Dataset | Task | Size | PA | # Categories | Damage Categories |
|---------|------|------|----|-------------|-------------------|
| Deijn [4] | C | 1,007 | ❌ | 4 | dent, glass, hail, and scratch |
| Balci et al. [5] | C | 533 | ❌ | 2 | damaged and non-damaged |
| Waqas et al. [7] | C | 600 | ❌ | 3 | medium damage, huge damage, and no damage |
| Patil et al. [8] | C | 1,503 | ❌ | 7 | bumper dent, door dent, glass shatter, head lamp broken, tail lamp broken, scratch, and smash |
| Neo [14] | C | 1,150 | ✓ | 8 | crashed, bumper dent, glass shatter, scratch, door dent, front damage, headlight damage, and tail-lamp damage |
| Dwivedi et al. [9] | C, D | 1,077 | ❌ | 7 | smashed, scratch, bumper dent, door dent, head lamp broken, glass shatter, and tail lamp broken |
| Li et al. [11] | D | 1,790 | ❌ | 3 | scratch, dent, and crack |
| Patel et al. [10] | D | 326 | ❌ | 3 | bump, dent, and scratch |
| Dhieb et al. [12] | D, S | N/A | ❌ | 3 | minor, moderate, and major |
| Singh et al. [13] | S | 2,822 | ❌ | 5 | scratch, major dent, minor dent, cracked, and missing |
| CarDD | C, D, S, SOD | 4,000 | ✓ | 6 | dent, scratch, crack, glass shatter, lamp broken, and tire flat |

classifications also tried to recognize damaged components and the damage degree from images1 2 3. Recently, the Ant Financial Services Group [1] proposed to adopt object detection and instance segmentation techniques combined with frame selection algorithms to detect damaged components and segment accurate component boundaries. These applications prove the importance and urgent demand for car damage detection techniques in the car insurance industry.

B. Car Damage Related Datasets

Table I summarizes the existing datasets for car damage assessment. The type of task, damage categories, dataset size, and availability are listed. The tasks include car damage classification, object detection, instance segmentation, and salient object detection, abbreviated as C, D, S, and SOD, respectively. From Table I, we obtain three observations. First, many of these datasets are relatively small in size (under 2K) except the dataset [13] that includes 2,822 images. We must admit that the advantage of deep learning cannot be tested to the full since these datasets are relatively small. Second, half of the existing datasets focus on the damage classification task. As we aforementioned, damage classification is not practical enough, especially when it comes to works [5], [7] classifying damaged or not. Third, more importantly, apart from [14], most of these datasets are not released, which may hinder other researchers from following their work, and the performances of different methods cannot be fairly compared.

Although the GitHub repository [14] reveals a car damage dataset, they did not offer further labels of the damage types and damage locations, preventing the potential of damage detection and instance segmentation. Besides, images in this dataset are relatively low-resolution, which largely restricts the annotation quality as demonstrated in Section III-C.

In comparison to these datasets, the CarDD dataset includes 4,000 well-annotated high-resolution samples with over 9,000 labeled instances for damage classification, detection, segmentation, and salient object detection (SOD) [23]. For the object detection and instance segmentation tasks, we annotate our dataset with masks and bounding boxes assigned with damage types, including dent, scratch, crack, glass shatter, lamp broken, and tire flat. And for the SOD task, we offer the pixel-level ground truths containing highlighted salient objects. We release our CarDD dataset with unique characteristics (large data volume, high-quality images, fine-grained annotations) for academic research, aiming to push the field of car damage assessment further, and opening new challenges for general object detection, instance segmentation, and salient object detection.

III. THE CARDD DATASET

We aim to provide a large-scale high-resolution car damage dataset with comprehensive annotations that can expose the challenges of car damage detection and segmentation. This section will present an overview of the image collection, selection, and annotation process, followed by the analysis of dataset characteristics and statistics.

A. Dataset Construction

Damage Type Coverage. CarDD mainly focuses on external damages on the car surface that have the potential to be detected and assessed by computer vision technology. Frequency of occurrence and clear definition are the two critical considerations for the coverage of CarDD. Based on the statistics of Ping An Insurance Company4, six classes of most frequent external damage types (dent, scratch, crack, glass shatter, tire flat, and lamp broken) are covered in CarDD. These classes have relatively clear definitions compared to “smash,” a mixture of damages.

Raw Data Collection. The dataset generation pipeline is illustrated in Figure 2. To obtain high-quality raw data, we

1https://tractable.ai/en/industries/auto-claims
2https://skyl.ai/models/vehicle-damage-assessment-using-ai
3https://www.altoros.com/solutions/car-damage-recognition
4One of the largest insurance companies in China.
To obtain high-quality ground truths, we conduct a team containing 20 members, 5 of whom are experts in car damage assessment from the Ping An Insurance Company, and the other 15 annotators are selected from candidates as follows. Firstly, all candidates received professional training under Ping An car insurance claim rules and the annotation guidelines as described before. Then, the experts from the Ping An Insurance Company annotated 100 car damage images as the quality-testing set. Each candidate

---

**B. Image Annotation**

**Annotation Guidelines.** The problems of multiplicity and ambiguity are the two main challenges in annotating car damage images. So we formulated the annotation guidelines according to the insurance claim standards provided by Ping An Insurance Company. We list the three most important rules in the annotation process of CarDD:

- **Priority between damage classes:** Mixed damages are very common forms on damaged cars, especially among dent, scratch, and crack. The rule to handle these images is to annotate by specified priority. For instance, in Figure 4(a), a dent, a scratch, and a crack are intertwined, and we annotate this image by the priority of crack > dent > scratch. This logic is borrowed from the existing car damage repair standards, i.e., the crack usually requires the operation of welding, and the cracked surface with the missing part needs to be replaced, which makes the crack the severest damage of these three types. The scratch requires paint repair, while the dent usually requires both metal restoration and paint repair operations, which gives a higher priority to the dent than the scratch.

- **Damage boundary split:** According to the car insurance claim rules formulated by Ping An Insurance Company, every damaged component is charged separately. For instance, if the front door and back door are both scratched (as shown in Figure 4(b)), the repair department will charge for the two doors respectively. Therefore in our annotation, damages across different car components are annotated as several instances along the component edges, as shown in Figure 4(b).

- **Damage boundary merging:** In the car insurance claim, the same class of damages on the same component is charged at the same price regardless of the amount of the damages. Therefore, the same class of adjacent damages on the same component are annotated as one instance. For instance, although the dents on the truck carriage have clear boundaries along the wrinkles on the metal surface, we annotate all the dents on the carriage as one instance (as shown in Figure 4(c)).

**Annotation Quality Control.** To obtain high-quality ground truths, we conduct a team containing 20 members, 5 of whom are experts in car damage assessment from the Ping An Insurance Company, and the other 15 annotators are selected from candidates as follows. Firstly, all candidates received professional training under Ping An car insurance claim rules and the annotation guidelines as described before. Then, the experts from the Ping An Insurance Company annotated 100 car damage images as the quality-testing set. Each candidate
Fig. 3: The effect of image resolution on the annotation quality. The first row shows high-resolution images, and the images in the second row are low-resolution images. Annotations on high-resolution images can provide more damaged objects because more object-related legible textures and contours are involved in such images.

Fig. 4: Examples of annotation guidelines: (a) Priority between damage classes: crack > dent > scratch, (b) damages across different car components are annotated as several instances along the component edges, and (c) the same class of adjacent damages on the same component are annotated as one instance.

took the “annotation test” by annotating this set. Candidates who got recall scores over 90% were selected to participate in the remaining annotation work.

Annotators used 27-inch display devices for annotation. The function of zooming in (× 1-8) is available. Annotating each picture takes about 3 minutes on average.

To ensure the annotation quality, experts will verify each labeled sample, and the inconsistent regions will be carefully re-annotated by experts. Several rounds of feedback are conducted to ensure every image is well annotated.

Annotation Format. The dataset contains annotations of damage categories, locations, contours, and ground-truth binary maps, as shown in Figure 2. For object detection and instance segmentation tasks, the format of annotation files is consistent with that of the COCO dataset [27]: each instance has a unique ID, along with the category of damage, point coordinates on the mask contours, and the location of the bounding box. Tight-fitting object bounding boxes are obtained from the pixel-level polygonal segmentation masks. The bounding box is marked with the coordinates of the top left corner point and the height and width. As for the SOD task, the format is consistent with the DUTS [29] dataset. The ground-truth binary maps are generated from the annotation of instance segmentation, with the category information removed. The objects in concern are activated with a grayscale value of 255, and the background is 0.

In addition, we offer abundant information about the car damage image for further possible classification tasks. An Excel file is attached to the dataset, describing the number of instances, the number of damage categories, damage severity, and the shooting angle of each image.

C. Dataset Statistics

Next, we analyze the properties of the CarDD dataset. The superiorities of our dataset include the considerable dataset size, the high image quality, and the fine-grained annotations.

Data Volume. The CarDD dataset contains 4,000 damaged car images with over 9,000 labeled instances covering six car damage categories. A comparison of existing car damage datasets from the aspects of dataset size (the number of images) and category number is shown in Figure 5(a). Note that the specifications of these datasets are quoted directly from the corresponding reference since they are not publicly available, as mentioned in Section II. In addition, we show the distribution of shooting angles and vehicle colors in Figure 5(d) and (e), respectively. It can be observed that CarDD covers diverse samples regarding the shooting angle and the color.

Object Size. Following a similar manner in the COCO dataset, the objects in the CarDD dataset are also classified into three scales, where the “small,” “medium,” and “large” instances are with areas under 128², over 128² but under 256², and over 256², respectively. As a result, the proportion of small, medium, and large instances in CarDD are 38.6%, 32.6%, and 28.8%, respectively. And we report the distribution of object scale (size of the damaged area) for each class in Figure 5(b) and (c). The evaluation metrics are also designed based on this setting, see Section V-B.

Image Quality. High-quality images are the foundations of the annotation work. To verify the importance of image quality to the annotation, we ask two groups of members to annotate images with high and low resolutions separately. The annotation results are shown in Figure 3. We can see that more instances of damage are spotted in the high-resolution images, while the annotator in the low-resolution images overlooks some tiny and blurry damages. This is because high-resolution images are able to exhibit more object-related legible textures and contours, facilitating the annotation work in quality and speed. Therefore, we concentrate on collecting high-quality car damage images.

Our dataset overwhelms the GitHub dataset [14] in image quality. The highest resolution of the GitHub dataset is only 414×122 pixels, while the lowest resolution of our dataset is 1,000×413 pixels. The average resolution of CarDD is 684,231 pixels (13.6 times higher) compared to the 50,334 pixels of the GitHub dataset. The average file size of CarDD is 739 KB (over ×82) compared to 9 KB of the GitHub dataset. Significantly, images in our dataset are not covered with watermarks, which ensures that damages will not be confused with watermarks.
IV. BINARY CLASSIFICATION EXPERIMENT

A. Motivation

During data cleaning, manually picking out the candidates that can be passed to the next annotation step is extremely time-consuming since a large number of noisy samples (nearly 90%) exist in the raw data collected from Flickr and Shutterstock. To address this problem, we train a binary classifier to determine whether an image contains damaged cars so that we can utilize this binary classifier to help us clean the raw data automatically.

B. Experimental Settings

The training data contains 500 car damage samples that are manually selected and 500 negative samples which are randomly picked from abandoned pictures that do not contain car damage. And the testing data consists of another 1000 samples (500 positives + 500 negatives) non-overlapped with the training set. We apply the VGG16 [25] pre-trained on ImageNet as the backbone model and use the cross-entropy loss to fine-tune all the layers on the training set. The model is trained with a learning rate of 0.001 and a batch size of 16 for 10 epochs.

C. Results Analysis

We use metrics of accuracy, precision, and recall to evaluate the performance of the binary classifier on the testing set. The testing accuracy achieves 94.3%, and the precision and recall are 91.6% and 97.6%, respectively. And the false positive and false negative samples account for 4.5% and 1.2% of the whole testing set. This indicates that, by the classifier, we can filter out most negative samples with an acceptable false negative rate, significantly improving the annotation efficiency. But still, there are false positives that have similar appearances to car damages. Fortunately, our annotators can further check the selected positive samples (about 10% of the raw data), resulting in a high-quality car damage dataset.

In summary, the binary classifier can largely facilitate the initial data-cleaning process since we only have to manually pick out the damaged cars from the relatively small-scale predicted positive set instead of the large-scale raw data set.

V. INSTANCE SEGMENTATION AND OBJECT DETECTION EXPERIMENTS

The objective of automatic car damage assessment is to locate and classify the damages on the vehicle and visualize them by contouring their exact locations, which naturally accords with the goals of instance segmentation and object detection. Therefore, we first experiment with the SOTA approaches designed for instance segmentation and object detection tasks. Then we introduce an improved method, called DCN+, which significantly boosts the performance on the detection of hard classes (dent, scratch, and crack). A series of ablation studies are conducted to explore the effect of each module in DCN+.

A. Models

Baselines. We test five competitive and efficient models for instance segmentation and object detection, including Mask R-CNN [3], Cascade Mask R-CNN [30], GCNet [31], HTC [32], and DCN [33] with MMDetection toolbox [34]. All the initialized models have been pretrained on the COCO dataset, and we finetune them on CarDD.
TABLE II: Ablation analysis for DCN+. The baseline is ResNet-101-based DCN. The best results in each column are highlighted in bold. AP$_S$, AP$_M$, and AP$_L$ stand for average precision (AP) at small, medium, and large scales, respectively. Multi-scale: multi-scale learning, glass: glass shatter, lamp: lamp broken, tire: tire flat.

| Multi-scale | Focal Loss | AP  | AP$_S$ | AP$_M$ | AP$_L$ | dent | scratch | crack | glass | lamp | tire |
|-------------|------------|-----|--------|--------|--------|------|---------|-------|-------|------|------|
| ✓           | ✓          | 52.5| 19.7   | 44.8   | 66.3   | 32.0 | 24.0    | 9.8   | 92.6  | 70.4 | 86.0 |
| ✓           |            | 54.5| 17.9   | 46.1   | 68.5   | 39.1 | 28.0    | 15.0  | 88.6  | 71.2 | 85.2 |
| ✓           | ✓          | 56.6| 33.2   | 47.4   | 72.2   | 39.8 | 32.6    | 16.6  | 89.6  | 71.0 | 90.1 |
| ✓           | ✓          | 57.0| 34.6   | 44.0   | 71.6   | 40.5 | 34.3    | 16.6  | 89.6  | 70.8 | 90.0 |

DCN+. In our dataset, the object scales of crack, scratch, and dent classes are diverse. This characteristic leads the model can hardly recognize the objects of these hard classes. To solve this challenge, we introduce an improved version of DCN [33], called DCN+, which can significantly increase the detection results on these hard classes. The flowchart of DCN+ is shown in Figure 6. Our DCN+ involves two key techniques: multi-scale learning [35] that can be used to handle the scale diversity of objects and focal loss [36] to enforce the model to focus on hard categories. Given the image, we first apply multi-scale resizing as the augmentation approach, leading to a more diverse input image size distribution without introducing additional computational or time costs. To be specific, for multi-scale learning, we randomly resize the height of each training image in the range of [640, 1200] while keeping the width as 1333. Then the input will be fed into the backbone model which keeps the same as in DCN [33]. The network generates the predicted result, including the class, the bounding box location, and the mask of an object. And the loss calculation is based on the predicted result and the ground truth. The model will be optimized by minimizing the sum of the focal loss, the $L_1$ loss, and the cross-entropy loss. For focal loss, we use the $\alpha$-balanced version to control the importance of different categories, formulated by

$$L_{focal} = -\alpha(1 - p_{i,c})^\gamma \log(p_{i,c}),$$

where $p_{i,c}$ indicates the prediction on the ground-truth class of object $i$. We tried multiple combinations of $\alpha$ and $\gamma$ and chose the best one ($\alpha=0.50$ and $\gamma=2.0$) for the study of combined effect with multi-scale learning. For training DCN+, we use an NVIDIA RTX 3090 to train the models with a batch size of 8 for 24 epochs. The learning rate is 0.01 for the first 16 epochs, 0.001 for the 17-22th epochs, and 0.0001 for the 23rd-24th epochs. Stochastic gradient descent (SGD) is adopted as the optimizer, and we set the weight decay as 0.0001 and the momentum as 0.9.

B. Experimental Settings

Dataset Split. We split images in CarDD into the training set (2816 images, 70.4%), validation set (810 images, 20.25%), and test set (374 images, 9.35%) to make sure that instances of each category kept a ratio of 7:2:1 in the training, validation, and test sets. To avoid data leakage, we take care to minimize the chance of near-duplicate images existing across splits by explicitly removing near-duplicate (detected with the Duplicate Cleaner [24]).

Evaluation Metrics. We report the standard COCO-style Average Precision (AP) metric which averages APs across IoU thresholds from 0.5 to 0.95 with an interval of 0.05. Both bounding box AP (abbreviated as AP$^bb$) and mask AP (abbreviated as AP) are evaluated. We also report AP$_{50}$, AP$_{75}$ (AP at different IoU thresholds) and AP$_S$, AP$_M$, AP$_L$ (AP at different scales). Here, the definition of AP$_S$, AP$_M$, and AP$_L$ represent AP for small objects (area<128$^2$), medium
We respectively report the mask AP of the instance segmentation branch and box AP ($\text{AP}_{bb}$) of the object detection branch in the multi-task models, see Table IV. Additionally, mask AP and box AP of each category are separately reported in Table V.

**Training Details.** We use an NVIDIA Tesla P100 to train the models with a batch size of 8 for 24 epochs. The learning rate is 0.01 for the first 16 epochs, 0.001 for the 17-22nd epochs, and 0.0001 for the 23rd-24th epochs. Weight decay is set to 0.0001, and momentum is set to 0.9.

C. Parameter Analysis

There are four parameters in the proposed DCN+: the resize range and width in multi-scale learning, and the $\alpha$ and $\gamma$ in focal loss (Eq 1). Following the setting in [35], we fix resize range and width in multi-scale learning, and the $\alpha$ and $\gamma$ can benefit the performance in medium and large-scale object detection (see $\text{AP}_{S}$, $\text{AP}_{L}$, and $\text{AP}_{bb}$). Therefore, the baseline model is ResNet-101-based DCN. We experiment with multiple combinations of $\alpha$ and $\gamma$, and report the corresponding $\text{AP}_{S}$, $\text{AP}_{M}$, and $\text{AP}_{L}$, and $\text{AP}_{bb}$ in Table III. We can observe that a large value of $\alpha$ can benefit the performance in medium and large-scale object detection (see $\text{AP}_{S}$, $\text{AP}_{M}$, and $\text{AP}_{L}$). But a large value of $\alpha$ also hurt the small-scale detection (see $\text{AP}_{S}$). Therefore,
to balance the overall performance, we set $\alpha=0.50$ and $\gamma=2.0$ in the following experiments.

D. Ablation Study

There are two modules, i.e., multi-scale learning (MSL) for diverse scale objects learning and focal loss for class difficulty balancing in the proposed DCN+ approach. To investigate the effectiveness of these two modules, we conduct a series of ablation studies by adding them to the baseline of ResNet-101 DCN, as shown in Table II. From Table II, we make the following observations. First, adding focal loss can significantly improve the results of the hard classes. Specifically, the AP of the dent, scratch, and crack is increased by 7.8%, 8.6%, and 6.8%, respectively. Second, by using the focal loss, the AP on small-scale objects (AP_S) is largely boosted, which mainly benefits from the gains on the dent, scratch, and crack classes. Third, by additionally injecting the MSL module, the performance in the hard classes is further improved. Our DCN+ immensely increases the baseline on the AP and AP_S with an acceptable degradation on AP_M and AP_L. These observations demonstrate the effectiveness of our DCN+ in improving the performance on hard classes, which is important for accurate and comprehensive car damage detection.

In addition, to further show the effectiveness of MSL, we visualize some detection and segmentation results with and without the multi-scale learning (MSL) module based on multiple scales of inputs, as shown in Figure 7. Note that the DCN+ w/o MSL and DCN+ represent the DCN+ model without and with the MSL module. By comparing the results of the DCN+ model under different input scales, we can see that the advantage of the MSL module is more obvious when encountering low-quality input. For example, when the input size is $1333 \times 780$, the DCN+ w/o MSL model fails to detect the damage while the model with MSL can successfully detect the cracks and scratches damage. This indicates that the MSL module is able to address more challenging scenarios, verifying the necessity of the MSL module in the proposed DCN+ model.

E. Comparison with the State-of-the-arts

We first report the average performance on all the damage categories of different state-of-the-art methods. The results are shown in Table IV. Next, we show the detailed performance of the models in each category (Table V). These results introduce three observations. First, using a deeper backbone can commonly lead to higher results. Second, our DCN+ achieves the best results on almost all AP metrics in Table IV, especially on the AP_S and AP_bb metrics. Third, DCN+ significantly improves the results in the dent, scratch, and crack classes, demonstrating the effectiveness of our DCN+ in improving the performance of challenging classes.

F. Visualization

We visualize some segmentation results from the test set (Figure 8). We split the samples into two groups where the samples that can be accurately detected and segmented are called easy samples, and the others are called hard samples. Not surprisingly, these three classes, dent, scratch, and crack appear in hard samples. By carefully comparing hard and easy samples, we find that the instances in the easy samples have either a clearer boundary or a quite good shooting angle. The bad cases include confusion between categories, mistaking metallic reflection on the car body as damages, and overlapping or mixing damages.

Through the quantitative and visualization, we can observe that the performance of these methods is not good enough, particularly on the dent, scratch, and crack, and we give the following reasons. First, in Figure 5(b), we show the object size distribution for each class. On the one hand, it can be observed that classes dent, scratch, and crack have relatively various object sizes than others, meaning those classes are more diverse. This diversity might bring new challenges to existing algorithms. On the other hand, the shape of these three classes, i.e., dent, scratch, and crack change unreasonably. Existing models can not carefully address this difference. Second, in Figure 5(b), we observe that small objects account for a large proportion in the class dent, scratch, and crack, reaching over 35%, 45%, and 90%, respectively, while most of the objects in class glass shatter, tire flat and lamp broken are big in size. Small objects are notoriously harder to detect than big objects. Third, the dent, scratch, and crack are often intertwined and look alike since they are all produced on a smooth body. For example, both scratch and crack are featured with slender lines and similar colors. The wrong prediction of one class will create a ripple effect that reaches the overlapped classes.

In summary, the diversity on both object scale and shape, small object size, and flexible boundary make dent, scratch, and crack more difficult to detect.

G. More Challenging Setting

In practice, a scammer may use an undamaged picture to rip off the system, which can cause economic loss for the insurance company. To address this issue, we design a more challenging setting where the test set contains not only the original 374 damaged samples in the original test set (see Section V-B) but also another 500 undamaged samples. Some undamaged samples are shown in Figure 9. For this setting, we first use the pretrained binary classifier (in Section IV) to
detect undamaged samples from the test set. Specifically, we regard the samples with undamaged probabilities larger than 0.9 as undamaged samples. Since we use a high threshold, we can effectively avoid classifying damaged images into the undamaged category. In this manner, 449 undamaged samples are selected and discarded. Then, we send the remaining images to the car damage detection and segmentation models. We found that only 10 undamaged samples have been detected with damaged regions. And the comparison results are listed in Table VI. It can be seen that although the performance of all the models deteriorates in the challenging setting, the proposed DCN+ still maintains its advantages. And compared to the setting with only damaged images, the AP of DCN+ is only reduced by 1.2% in this challenging setting. Note that, although we do not include undamaged samples during the training of car damage detection and segmentation, the coexistence of damaged and undamaged regions within images enables the models to successfully recognize the undamaged regions during testing. This experiment indicates that our pretrained binary classifier and DCN+ model can form a double-check manner to avoid fraudulent conduct. Additionally, we can also see that the $AP_S$ declines dramatically, which demonstrates that the model is very sensitive in detecting small-size objects in this challenging setting.

VI. SALIENT OBJECT DETECTION EXPERIMENTS

Based on the result analysis in Section V-E, we observe that the hard samples of the dent, scratch, and crack are considerable challenges to current methods designed for instance segmentation and object detection tasks. The irregular shapes and flexible boundaries make it difficult to accurately detect those instances, and the similar features of the contour and color raise the possibility of confusing the classes of scratch and crack. Aiming to deal with these challenges, we attempt to apply the salient object detection (SOD) methods for the following reasons. First, SOD methods concentrate on refining the boundaries of salient objects, which is more suitable for segmenting objects with irregular and slender shapes. Second, SOD methods focus on locating all the salient objects in the image without classifying the objects. For the classes with little category information (dents, scratches, and cracks), it is more important to determine the location and magnitude of the damage rather than classify them.

A. Experimental Settings

Dataset. The dataset for the SOD task is comprised of corresponding binary maps generated from the annotation of instance segmentation, as shown in Figure 1. The split ratio...
Fig. 10: Visual comparison of SOD and segmentation methods. Each column shows saliency maps of one image, and each row represents one algorithm. Note that DCN [33] and DCN+ are instance segmentation methods, and we transform their segmentation results into saliency maps for comparison. Columns (a), (b), and (c) contain multiple instances, columns (d) and (e) are slender objects, and columns (f), (g), and (h) are tiny objects.

TABLE VII: Hyper-parameters of SOD methods. \([i, j]\) represents from the \(i^{th}\) epoch to the \(j^{th}\) epoch.

| Method     | Weight Decay | Batch Size | Max Epochs | Learning Rate |
|------------|--------------|------------|------------|---------------|
| SGL-KRN [40] | 5e-4         | 1          | 24         | [1, 15]: 5e-5 [16, 24]: 5e-6 |
| PoolNet [38] | 5e-4         | 1          | 24         | [1, 15]: 5e-5 [16, 24]: 5e-6 |
| U\(^2\)-Net [39] | 0            | 12         | 600        | 1e-3          |
| CSNet [37]  | 5e-3         | 16         | 300        | [1, 200]: 1e-4 [201, 250]: 1e-5 [251, 300]: 1e-6 |

Additional text:

of training, validation, and test set keeps the same as that in the detection and segmentation experiments.

Models. Four SOTA methods designed for the SOD task are applied on CarDD: CSNet [37], PoolNet [38], U\(^2\)-Net [39], and SGL-KRN [40]. We train all the models on CarDD from scratch. Besides, to evaluate the performance of SOD methods on each damage category, we conduct class-wise experiments, i.e., training and testing the models on CarDD with masks of only one class of damages activated in the binary maps.

The hyper-parameters in the training process are listed in Table VII. We take adam [41] as the optimizer for all the models. Note that SGL-KRN and PoolNet only support a batch size of 1. For U\(^2\)-Net, we train the model with a batch size of 12 for 140,800 iterations, equivalent to 600 epochs with 2,816 images in the training set of CarDD.

Evaluation Metrics. To quantitatively evaluate the performance of SOD methods on CarDD, we adopt five widely used metrics, including F-measure \((F_\beta)\) [42], weighted F-measure \((F_{\beta}^w)\) [43], S-measure \((S_m)\) [44], E-measure \((E_m)\) [45], and mean absolute error \((MAE)\). We refer the readers to [42]–[45] for more details.

B. Results Analysis

Quantitative Comparison. As shown in Table VIII, we compare CSNet [37], U\(^2\)-Net [39], PoolNet [38], and SGL-KRN [40] in terms of \(F_\beta\), \(F_{\beta}^w\), \(S_m\), \(E_m\), and \(MAE\). SGL-KRN has shown the best performance on almost all the metrics except the \(S_m\), while PoolNet performs best on the \(S_m\) and \(MAE\). The benefit of PoolNet is the introduction of a global guidance module and based on PoolNet, SGL-KRN uses body-attention maps to increase the resolution of the regions related to salient objects, which results in small salient objects being magnified closer to the image size. This characteristic makes it pretty good at locating and segmenting small-size objects that account for a large proportion of the class dent, scratch, and crack in CarDD.

Furthermore, we list the performance of SGL-KRN on each category in Table IX. From Table IX, we make several observations. (a) The easy and hard classes under most metrics (especially in the first four metrics) are consistent with the findings in Table V. (b) It is interesting that class crack achieves the best result on the MAE metric while performance on the other four metrics is the opposite. This is because MAE denotes the average performance between a predicted saliency map and its ground truth task, leading to it being sensitive to the object size. In other words, the MAE metric is not suitable for measuring the model performance on car damage assessment tasks in which the object size between different categories is quite diverse. Therefore, future works should study the SOD metrics tailored for car damage assessment tasks. (c) Roughly speaking, it seems that the gap between the easy and hard classes is decreased in the SOD task. To measure the gap, we calculate the standard deviation of all classes. For
TABLE VIII: Quantitative salient object detection results of CSNet, U²-Net, PoolNet, and SGL-KRN. The best results are highlighted in bold. Note that ↑ means “the higher the better” and ↓ means “the lower the better.”

| Model       | F0↑ | F0↓ | S↑  | E↑  | MAE↓ |
|-------------|-----|-----|-----|-----|------|
| CSNet [37]  | 0.587 | 0.568 | 0.734 | 0.767 | 0.127 |
| U²-Net [39]  | 0.679 | 0.663 | 0.752 | 0.842 | 0.089 |
| PoolNet [38] | 0.777 | 0.733 | 0.811 | 0.870 | 0.071 |
| SGL-KRN [40]| 0.791 | 0.744 | 0.809 | 0.884 | 0.071 |

TABLE IX: Quantitative salient object detection results of SGL-KRN on each class. The best results in each column are highlighted in bold. Note that ↑ means “the higher the better” and ↓ means “the lower the better.”

| Class       | F0↑ | F0↓ | S↑  | E↑  | MAE↓ |
|-------------|-----|-----|-----|-----|------|
| dent        | 0.698 | 0.634 | 0.776 | 0.857 | 0.060 |
| scratch      | 0.664 | 0.577 | 0.723 | 0.862 | 0.051 |
| crack        | 0.433 | 0.462 | 0.687 | 0.741 | 0.011 |
| glass shatter | 0.957 | 0.952 | 0.904 | 0.963 | 0.025 |
| lamp broken  | 0.854 | 0.838 | 0.889 | 0.930 | 0.026 |
| tire flat    | 0.936 | 0.922 | 0.932 | 0.956 | 0.022 |

instance, the standard deviation of the DCN+ model on metric mask AP is 0.28 (see Table V) while such value is reduced to 0.18 (Table IX) on F0↑ measure. We conjecture this is because compared to the multi-loss optimization in the detection and segmentation task, the loss in the SOD task is a binary loss simply determining whether a region is damaged or not, which maybe is much easier to be optimized for the optimizer during training.

Visualization. To compare the detail-processing ability of SOD methods with instance segmentation methods, we transform the segmentation results of DCN [33] and our DCN+ into saliency maps. The highlighted objects in the saliency maps have a prediction probability over 0.5. From Figure 10, we obtain several observations. First, compare to DCN, the proposed DCN+ performs better in processing the detail of objects, especially in the hard classes like slender cracks (as shown in columns (d) and (e)). Second, it is obvious that SGL-KRN is powerful at distinguishing the boundaries of small and slender objects. For instance, in columns (d),(e), and (g), SGL-KRN can locate more details of objects in comparison to the segmentation methods including both DCN and DCN+. This demonstrates the superiority of the SOD methods in detail processing, indicating that future studies can consider investigating an appropriate way to combine the advantages of SOD methods and category-dependent methods to meet the requirement of realistic applications.

VII. CONCLUSION

In this paper, we introduce CarDD, the first public large-scale car damage dataset with extensive annotations for car damage detection and segmentation. It contains 4,000 high-resolution car damage images with over 9,000 fine-grained instances of six damage categories and matches with four tasks: classification, object detection, instance segmentation, and salient object detection. We evaluate various state-of-the-art models on our dataset and give a quantitative and visual analysis of the results. We analyze difficulties in locating and classifying the categories with small and various shapes and give possible reasons. Focusing on this challenging task, we also provide an improved DCN model called DCN+ to effectively improve the performance on hard classes.

CarDD will supplement existing segmentation tasks that focus on daily seen objects (such as COCO [27] and Pascal VOC [46]). Many research directions are made possible with CarDD, such as anomaly detection, irregular-shaped object recognition, and fine-grained segmentation. We hope that the proposed CarDD makes a non-trivial step for the community, which can not only benefit the study of vision tasks but also facilitate daily human life.
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