Abstract. We provide a new proof of the inverse theorem for the Gowers $U^{s+1}$-norm over groups $H = \mathbb{Z}/N\mathbb{Z}$ for $N$ prime. This proof gives reasonable quantitative bounds (the worst parameters are double-exponential), and in particular does not make use of regularity or non-standard analysis, both of which are new for $s \geq 3$ in this setting.
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1. INTRODUCTION

1.1. Main result. Our main theorem is the following quantitative version of the inverse theorem for the Gowers norms over the cyclic group $\mathbb{Z}/N\mathbb{Z}$, for $N$ prime.

**Definition 1.1.1.** Let $s \geq 1$ be an integer and $H$ an abelian group. By a nilsequence on $H$ of degree $s$, dimension $D$, complexity $M$ and parameter $K$, we mean a function $\psi: H \to \mathbb{C}$ given by $\psi = F \circ p$, where:

- $p: H \to G/\Gamma$ is a polynomial map; and
- $F: G/\Gamma \to \mathbb{C}$ is a $K$-Lipschitz function.

We say $\psi$ is a one-bounded nilsequence if furthermore $\|F\|_{\infty} \leq 1$.

**Theorem 1.1.2.** Fix an integer $s \geq 1$. Let $N$ be a (large) prime and write $H = \mathbb{Z}/N\mathbb{Z}$. If $f: H \to \mathbb{C}$ is a function such that $\|f\|_{\infty} \leq 1$ and $\|f\|_{U^{s+1}} \geq \delta$, then there exists a one-bounded nilsequence $\psi: H \to \mathbb{C}$ with degree $s$, dimension $D = O_s(\delta^{-O_s(1)})$, parameter $K$ and complexity $M$, such that

$$|\mathbb{E}_{x \in H} f(x) \overline{\psi(x)}| \geq \varepsilon;$$

where if $s \leq 3$ then

$$\varepsilon^{-1}, K, M \leq \exp(O(\delta^{O(1)}))$$

and if $s \geq 4$ then

$$\varepsilon^{-1}, K, M \leq \exp \exp(O_s(\delta^{O_s(1)})).$$

The various technical and not entirely standard terms used here (primarily “complexity”) are discussed in Appendix C. Although they form part of the statement of our main result, the precise definitions are not particularly relevant for the purposes of most of the paper. We assume the reader is familiar with Gowers uniformity norms $U^{s+1}$ in general; see e.g. [TV10, §11.1] or [GT10c, Appendix B].

The case $s = 1$ of Theorem 1.1.2 is an exercise in Fourier analysis. The case $s = 2$ was proven by Green and Tao [GT08], and it is known [GT10a] that the bounds in that case are the same up to polynomial losses as the best available bounds in a Freiman–Ruzsa theorem, which—following work of Sanders [San12]—are significantly better than the ones we give above. The cases $s = 3$ and $s \geq 4$
were proven by Green, Tao and Ziegler (in the equivalent formulation of functions on the interval \(\{1, \ldots, N\}\)) in [GTZ11] and [GTZ12] respectively. For \(s = 3\) the quantitative bounds are extremely poor, owing to repeated use of regularity-type methods; for \(s = 4\) the proof is phrased in terms of non-standard analysis and so formally gives no bounds at all, and informally could perhaps be rephrased to give a bound far up in the Ackerman hierarchy. A different but similarly ineffective proof for general \(s\) arises from work of Szegedy (in parts together with Anatolín Camarena) [Sze12, CS10]; see [Can17b, Can17a, GMV20a, GMV19, GMV20b] for related work.

Working over groups \(H = \mathbb{F}_p^n\) for \(p\) fixed and \(n\) large, the analogue of Theorem 1.1.2, with no quantitative bounds, was proven by Tao and Ziegler [TZ10]. Recently, Gowers and Miličević [GM17] obtained a quantitative result in this setting for \(s = 3\) (and \(p \geq 5\)), where the relevant parameters (phrased rather differently to here, but corresponding primarily to the parameter \(\varepsilon^{-1}\) above) are given a double-exponential bound. (The case \(p = 2, 3\), with a triple-exponential bound, was later shown by Tidor [Tid22].) Since the first draft of this paper, this was extended to all \(s \geq 3\) [GM20], with the quality of the bounds a tower of exponentials of fixed height depending on \(s\). There are many points of comparison between this work and [GM17, GM20]; however, it is not straightforward to make their methods work in the cyclic setting (even for \(s = 3\)), and not straightforward to make the methods of this paper work over finite fields, so these results are related but nonetheless disjoint.

Recent work of Kazhdan and Ziegler [KZ18, KZ17, KZ19, KZ20], again in the finite field setting \(H = \mathbb{F}_p^n\), also has parallels with the approach here. These works do not prove an analogue of Theorem 1.1.2 directly, but from part of a programme concerning the structure theory of approximate polynomials, which is the topic of much of this paper (see Section 1.3 below). The inverse theorem for the \(U^{s+1}\)-norms over \(\mathbb{F}_p^n\) is a significant motivation and planned application of their work. Again, the settings \(H = \mathbb{Z}/N\mathbb{Z}\) and \(H = \mathbb{F}_p^n\) are analogous in some ways but different in others, so none of these results can currently be made to overlap.

1.2. Applications. The machinery of Theorem 1.1.2 and its variants, sometimes known as “higher order Fourier analysis”, has been used to prove some substantial results, a notable example being the work of Green and Tao on asymptotic counts of linear configurations in the primes [GT10c]. The use of an ineffective version of Theorem 1.1.2 was one factor prohibiting a quantitative error term in that theorem. There is another unrelated obstruction, concerning Siegel zeros; however, if one assumes (say) the generalized Riemann hypothesis, then in principle Theorem 1.1.2 should give a quantitative error term in the main theorem of [GT10c]. Moreover, since the first draft of this paper, Tao and Teräväinen [TT23] removed the Siegel zero problem using a new argument, and so—using Theorem 1.1.2—obtained an unconditional quantitative error term on the count of linear configurations in the primes.

We also note that, combining Theorem 1.1.2 with the argument in [GT10b], we can fairly cheaply obtain Szemerédi’s theorem with a not ridiculous quantitative bound (a few iterated exponentials). Of the many proofs of Szemerédi’s theorem, only Gowers’ original work [Gow01] gives a quantitative bound of similar shape. This is maybe not a terribly inspiring application, in that the proof of Theorem 1.1.2
incorporates many ideas from Gowers’ argument [Gow01], and that the latter also gives a strictly better bound; however, we mention this to illustrate the relative strength of Theorem 1.1.2 in the context of other results in this area.

Finally, since the lack of effective bounds has been a frequent reason not to try applying the inverse theorem, the author is optimistic that Theorem 1.1.2 will open up further applications where quantitative results were previously intractable. (The survey [HHL19] gives a flavour of some connected areas.)

1.3. Approximate polynomials. The key ingredient in proving Theorem 1.1.2 is a structure theorem for objects known as approximate polynomials. We briefly recall some definitions.

Definition 1.3.1. Let $s \geq 0$ be an integer, $H$ a finite abelian group and $f : H \to A$ a function. We write

$$\partial_h f : H \to A$$

$$x \mapsto f(x) - f(x + h)$$

for the discrete derivative of $f$.

We say $f$ is an approximate or 1% polynomial of degree $s$ and parameter $\varepsilon > 0$, if

$$\left| \left\{ (x, h_1, \ldots, h_{s+1}) \in H^{s+2} : \partial_{h_1} \ldots \partial_{h_{s+1}} f(x) = 0 \right\} \right| \geq \varepsilon |H|^{s+2};$$

in other words, if an $\varepsilon$ fraction of the order $s + 1$ derivatives of $f$ vanish.

If $f$ is only defined on a subset $S \subseteq H$, we make the same definition, but only counting tuples $(x, h_1, \ldots, h_{s+1})$ where the iterated derivative is well-defined.

When, say, $H = \mathbb{Z}/N\mathbb{Z} = A$ for $N$ a prime (bigger than $s$) and $\varepsilon = 1$, it is a classical fact that this defines the class of polynomials $H \to A$ of degree at most $s$, i.e. $f(x) = a_0 + a_1 x + \cdots + a_s x^s$ for $a_0, \ldots, a_s \in \mathbb{Z}/N\mathbb{Z}$. When $\varepsilon \approx 1$, the class of approximate polynomials consists precisely of functions which agree with some true polynomial at almost all values (see e.g. [AKK+03]).

When $\varepsilon$ is small the class is richer. The archetypal examples, for $A = \mathbb{R}$, are the so-called bracket polynomials. For instance, when $H = \mathbb{Z}/N\mathbb{Z}$, the function $x \mapsto \{ \beta x / N \}$ for $\beta \in \mathbb{Z}$, where $\{\cdot\}$ denotes the fractional part map $\mathbb{R} \to [0,1)$, is an approximate polynomial for $s = 1$ and, say, $\varepsilon = 1/10$. When $s = 2$ more complicated examples arise, such as $x \mapsto \{ a \{ \alpha x / N \} \{ \beta x / N \} \}$ for $a \in \mathbb{R}$ and $\alpha, \beta \in \mathbb{Z}$. More generally, a bracket polynomial of degree $s$ is any algebraic expression built out of sums, products and fractional part maps; its degree $s$ is one more than the greatest width of product operations in a term.

Other examples include any function that takes only 100 distinct values; or a function that agrees with a bracket polynomial on a positive density set and is random elsewhere; or a function that switches between a few different bracket polynomials at random (e.g., $f(x) = f_1(x)$ or $f_2(x)$, where $f_1, f_2$ are bracket polynomials and the choice is made arbitrarily for each $x$).
Our structure theorem essentially says that these are the only sources of examples, at least for certain groups $H$ and for $A = \mathbb{R}$. However, rather than stating the result in terms of bracket polynomials, we use the language of nilmanifolds, which is essentially equivalent; see [BL07, Theorem A].

**Definition 1.3.2.** Let $H$ be an abelian group and $f : H \to \mathbb{R}$ a function. We say $f$ is a *nil-polynomial* of degree $s$, dimension $D$ and complexity $M$ if there exist:

- a nilmanifold $G/\Gamma$ of degree $s$, dimension $D$ and complexity $M$;
- a function $r : H \to G$ such that $d_G(id_G, r(x)) \leq M$ for all $x \in H$, and $r \mod \Gamma : H \to G/\Gamma$ is a polynomial map; and
- a polynomial map $F : G \to \mathbb{R}(s)$;

such that $f = F \circ r$.

Again see Appendix C for the definitions of terms such as “complexity”, $\mathbb{R}(s)$, “polynomial map”, and the metric $d_G$ on $G$.

**Theorem 1.3.3.** Suppose $s \geq 1$ is an integer, $H = (\mathbb{Z}/N\mathbb{Z})^d$ where $N$ is a large prime and $d$ is a fixed positive integer, $X \subseteq H$ is a subset and $f : X \to \mathbb{R}$ is an approximate polynomial of degree $s$ and parameter $\varepsilon > 0$.

Then there is a parameter $M$, where if $s \leq 2$ we have

$$M \leq \exp \left( O_d(\varepsilon^{O_d(1)}) \right)$$

and if $s \geq 3$ then

$$M \leq \exp \exp \left( O_{d,s}(\varepsilon^{O_{d,s}(1)}) \right),$$

such that the following holds: there exists a subset $X' \subseteq X$ of size $|X'| \gg_s \varepsilon^{O_d(1)}|H|$, and a nil-polynomial $g : H \to \mathbb{R}$ of degree $s$, dimension $D \ll_{d,s} (1/\varepsilon)^{O_{d,s}(1)}$ and complexity $M$, such that $f|_{X'} = g|_{X'}$.

Briefly, $f$ agrees on a large set with a nil-polynomial. Another point of view is that this states that a large part of $f$ can be extended to a genuine (i.e. not approximate) polynomial, if we are prepared to pass to some unusual kind of extension of $H$ by the nilpotent group $\Gamma$.

Since the notion of an approximate polynomial is formally very similar to the definition of the Gowers uniformity norms, it is not too surprising that there is a strong connection between the structure theory of approximate polynomials (e.g. Theorem 1.3.3) and the inverse theory of Gowers norms (e.g. Theorem 1.1.2). It is slightly more surprising that the strongest connection is between the inverse theory in degree $s$ and local polynomials of degree $s - 1$. Indeed, in the case $s = 2$, this relates the inverse theory of the $U^3$-norm with the theory of approximately linear functions, which in turn is closely related to Freiman’s theorem; these connections form the basis of the proofs in [GT08, GT10a]. However, the existing proofs of the inverse theorem for $s > 2$ do not use such a correspondence.

\footnote{In fact the results in that paper are not sharp enough with respect to the degree to show the version of equivalence we allude to here; however, the sharper version is true and in any case not logically required in this paper.}
Our two tasks are therefore (i) to prove Theorem 1.3.3, and (ii) to use it to deduce Theorem 1.1.2.

Although no reduction of the exact shape of (ii) appears in the literature, this kind of correspondence is closely related to aspects of previous works [GT08, Gow01, GM17], and is anticipated explicitly in [KZ18, KZ19]. The proof here builds on the previous arguments. That said, some genuinely new difficulties arise, and we introduce new techniques to handle them, usually of a technical nature. All this is covered in Section 5, and we refer to the introduction to that section for further details.

By contrast, the proof of Theorem 1.3.3 in Sections 2, 3, 4 contains most of the novel content of the paper. No structural results for approximate polynomials of degree \( s > 1 \) were formerly known, and e.g. for \( H = \mathbb{F}_p^n \) for \( n \) large no such result yet exists. That said, proving an analogue of Theorem 1.3.3 in this finite field setting is a primary motivation for the ongoing programme [KZ18, KZ17, KZ19], making this work closely related, although the issues that arise in the finite field setting often have a different flavour. Similarly, [GM17] treats a related bilinear problem, again over finite fields.

Even in the linear case \( s = 1 \) of Theorem 1.3.3 (corresponding to the \( U^3 \) inverse theorem) the proof here is in principle new, and hence embeds a “new” proof of Freiman’s theorem (up to standard reductions). Of course, strong analogies with existing proofs can be detected.

### 1.4. Limitations and bounds.

We make some further brief remarks concerning the statements of Theorem 1.1.2 and Theorem 1.3.3.

First, the quality of the bounds on the various quantities is almost certainly not best possible. It should presumably be possible to take the dimensions \( D \) to be logarithmic in \( 1/\delta \) and the remaining parameters quasi-polynomial.

The primary reason we only get polynomial and single exponential bounds respectively when \( s = 2 \) or \( s = 3 \) is well-understood: it is the same obstruction to getting good bounds in classical proofs of Freiman’s theorem, and concerns a failure to split sets up into their weakly-interacting pieces. Another way of saying this is that when \( s = 2 \), where better bounds are available using Sanders’ work on Freiman–Ruzsa [San12], the proof here does not make any attempt to use anything like Sanders’ ideas, and defaults to something more like the prior Freiman–Ruzsa proofs. It is unlikely to be possible to use Sanders’ result directly here as the setting is formally different, but it is possible to speculate what it might mean to use some of these ideas indirectly.

The loss of the second exponential when \( s \geq 4 \) is much less conceptual: it is buried deep within a rather technical part of the argument aimed at recursively eliminating unwanted low-complexity identities between certain functions. The author has tried to remove this issue without success. It is unclear whether there is some genuine obstruction or whether a modification of the approach could avoid this further loss.

We also comment further on the restriction to cyclic groups of prime order. In fact the same methods would give an inverse theorem for other abelian groups of bounded rank which have no large subgroups (where “large” means index at most some function of \( \delta \)). However this case can be deduced from the prime cyclic case anyway by elementary manipulations, so for simplicity we do not state this.
Given \([\text{GM17, GM20, KZ18, KZ17, KZ19}]\), it would of course be of interest to have a uniform approach over general finite groups. However, both hypotheses—bounded rank and no large subgroups—are used in ways that appear to be difficult to eliminate. For general groups, it would almost certainly be necessary to replace the study of approximate polynomials \(H \to \mathbb{R}\) with ones \(H \to A\) for other abelian groups \(A\): e.g. when \(H = \mathbb{F}_p^n\) for \(p\) fixed the richest theory concerns approximate polynomials \(H \to \mathbb{F}_p^m\) (as discussed in \([\text{KZ18, KZ17, KZ19}]\)). However the fact that the codomain \(\mathbb{R}\) is \(|H|\)-divisible is used fairly crucially in the proof here to avoid genuine “cohomological” obstructions, and so such a generalization is far from straightforward.

The use of the “no small subgroups” hypothesis is more suspect because elementary manipulations of the kind mentioned previously allow us to pass from prime cyclic groups to non-prime ones fairly easily. The use of this hypothesis is genuine but may be avoidable.

Having said all this, many of the methods in the paper work over arbitrary groups or achieve essentially optimal bounds on the problems they address. The author is optimistic that some of these methods have more to say concerning these and other problems.

1.5. **Structure of the paper.** The proof of Theorem 1.3.3 splits into three pieces, covered by Sections 2, 3 and 4 respectively.

The first part, Section 2, has a combinatorial flavor. In the case \(s = 1\), it corresponds roughly to taking an approximate polynomial \(f: X \to \mathbb{R}\) of degree 1, and upgrading it to a more regular object, namely a globally defined function \(\tilde{f}: H \to \mathbb{R}\) whose derivatives \(\partial_{h_1} \partial_{h_2} \tilde{f}(x)\) take (almost surely) a bounded number of distinct values. The conclusion for general \(s\) is that an approximate polynomial can be extended to a global function associated to an object we term a *polynomial hierarchy*.

Next, it is necessary to upgrade this global structure to a stronger version of itself; this is handled in Section 3. The enemy here is what we call *degeneracies or redundancies* in the polynomial hierarchy object, which allow a particular function value to be given more than one low-complexity description. Removing these ambiguities is a technical and uninspiring task; however, the reward is to begin to identify algebraic structure—in the form of what are given then perhaps non-standard term *cocycles*, following \([\text{CS10}]\)—in the strengthened polynomial hierarchy object.

The third task is to show that these more regular global objects correspond, essentially, to nil-polynomials. This segment, covered in Section 4, contains the more algebraic content, where we use a few constructions in the category of nilmanifolds to build something that captures the structure emerging from previous arguments. These constructions are not deep but are rather involved. In particular some time must be spent supplying the quantitative nilmanifold data we require (i.e., checking bounds on the “complexity” of a nilmanifold), which requires the theory expounded in Appendix C.

The deduction of the inverse theorem (Theorem 1.1.2) from the structure theorem for 1% polynomials (Theorem 1.3.3) appears in Section 5. It is in some sense elementary in flavour, consisting of some Fourier analysis and many applications of the Cauchy–Schwarz inequality, and generally gives good bounds. We also require some nilmanifold constructions at this point.
To keep this introduction manageable, each section and most subsections have their own mini-introduction, giving a heuristic outline of the key tasks and ideas, and further expository passages appear throughout the paper. The reader could profitably read some or all of these remarks before reading any one section or proof in depth.

A few lemmas and definitions which are either especially technical or outside the main flow of the argument are relegated to the appendices.

1.6. Notation and definitions. We write $[k]$ to denote the set $\{1, \ldots, k\}$. As is usual, we write $O_{r_1, \ldots, r_k}(1)$ to denote a positive quantity bounded above by a constant depending only on the parameters $r_1, \ldots, r_k$. We write $O_{r_1, \ldots, r_k}(X)$ to mean $O_{r_1, \ldots, r_k}(1)X$, and $X \ll_{r_1, \ldots, r_k} Y$ to mean $X = O_{r_1, \ldots, r_k}(Y)$. Also, for $x \in \mathbb{R}$ or $\mathbb{R}/\mathbb{Z}$ we write $e(x) = \exp(2\pi ix)$.

If $X$ is a finite set, we write $\mathbb{E}_{x \in X} f(x)$ for the average $\frac{1}{|X|} \sum_{x \in X} f(x)$. If $S \subseteq X$ is a subset, we write $\mu_X(S)$ for the density $\mathbb{E}_{x \in X} 1_S(x) = |S|/|X|$ (or just $\mu(S)$ if $X$ is clear from context); i.e., the measure of $S$ under the uniform probability measure on $X$.

Given a logical condition $\mathcal{P}$ depending on certain variables, we write $[\mathcal{P}]$ to denote the function taking value 1 when $\mathcal{P}$ holds and 0 when $\mathcal{P}$ does not hold.

Throughout it will be convenient to use the following terminology regarding “cubes” or “parallelepipeds”, in preference to phrasing things explicitly in terms of iterated derivatives. This terminology is common in the “cubespace” literature [CS10, Can17b, Can17a, GMV20a, GMV19, GMV20b]; however, we use it here in an elementary fashion and will not require the more abstract axiomatic approach from that area.

We write $[k]$ as shorthand for the discrete cube $\{0, 1\}^k$. If $A$ is a set, we use the notation $A^{[k]}$ to denote the set of functions $[k] \to A$.

For $\omega, \eta \in [k]$ we write $\omega \leq \eta$ to denote the usual partial ordering $\omega_i \leq \eta_i \forall i \in [k]$, and $|\omega|$ to mean $\sum_{i=1}^k \omega_i$.

Given an abelian group $H$, by default we use the notation $C^k(H)$ to denote the subset of $H^{[k]}$ consisting of functions $c$: $[k] \to H$ of the form

$$c(\omega) = x + \omega \cdot h$$  \hfill (1.1)

where $h = (h_1, \ldots, h_k) \in H^k$, $x \in H$ and $\omega \cdot h$ is shorthand for $\sum_{i} \omega_i h_i$. Elements of $C^k(H)$ are called $k$-cubes.\footnote{The term $k$-dimensional parallelepipeds is sometimes used and is possibly more accurate, but $k$-cubes is now more standard in the literature as it consumes fewer trees.} It is clear that $C^k(H)$ is a subgroup of $H^{[k]}$ isomorphic to $H^{k+1}$ under the correspondence $c \leftrightarrow (x, h_1, \ldots, h_k)$. Given $(x, h_1, \ldots, h_k) \in H^{k+1}$ we sometimes write $\angle(x; h_1, \ldots, h_k) \in C^k(H)$ to denote the corresponding cube defined by (1.1).
Given an abelian group $A$ and a function $f: H \to A$, the $k$-th iterated derivative $\partial^k f: C^k(H) \to A$ is defined by

$$\partial^k f(c) = \sum_{\omega \in [k]} (-1)^{|\omega|} f(c(\omega)).$$

It is straightforward to verify that this does in fact correspond to an iterated discrete derivative, in that if $c = \ell(x; h_1, \ldots, h_k)$ then $\partial^k f(c) = \partial_{h_1} \cdots \partial_{h_k} f(x)$.

By a face of $[k]$ of dimension $d$, we mean a subset of the form $\{ \omega \in [k]: \eta_0 \subseteq \omega \subseteq \eta_1 \}$, where $\eta_0, \eta_1 \in [k]$, $\eta_0 \subseteq \eta_1$ and $|\eta_1| - |\eta_0| = d$. A face of codimension $d$ is a face of dimension $k - d$. A face $F$ is called an upper face if $\eta_1 = (1, 1, \ldots, 1)$ and a lower face if $\eta_0 = (0, 0, \ldots, 0)$.

For any face $F$ of $[k]$ of dimension $d$, $F = \{ \omega: \eta_0 \subseteq \omega \subseteq \eta_1 \}$, its active coordinates are the indices $1 \leq i_1 < \cdots < i_d \leq k$ such that $(\eta_1)_i = 1$ but $(\eta_0)_i = 0$, i.e. the coordinates that are not constant on $F$. We define a map

$$\tau_F: [k] \to [d]$$

$$\omega \mapsto (\omega_{i_1}, \omega_{i_2}, \ldots, \omega_{i_d}).$$

Noting that $\tau_F|_F: F \to [d]$ is a bijection, we thereby define the inverse map $i_F: [d] \to [k]$. If $A$ is some set and $c$ is a configuration in $A^{[k]}$, we abuse notation somewhat to write $c|_F: [d] \to A$ for the configuration $c|_F(\omega) = c(i_F(\omega))$.

For $\eta \in [k]$, we write $F_\eta$ for the lower face $\{ \omega \in [k]: \omega \subseteq \eta \}$ and $F^\eta$ for the upper face $\{ \omega \in [k]: \omega \supseteq \eta \}$. Also, for $i \in [k]$, we write $F_i = \{ \omega \in [k]: \omega(i) = 0 \}$ and $F^i = \{ \omega \in [k]: \omega(i) = 1 \}$ as shorthand for the lower and upper codimension one faces in direction $i$. Although these pieces of notation overlap to some extent, it will always be possible to distinguish them in context based on the type of object $\eta \in [k]$ or $i \in [k]$ respectively (which is further hinted by the use of Greek or Latin alphabets).

If $A$ is some set, $c, c' \in A^{[k]}$ and $i \in [k+1]$, we write $[c, c']_i$ to denote the configuration $[k+1] \to A$ given by

$$[c, c']_i(\omega) = \begin{cases} c(\tau_F(\omega)) & : \omega \in F_i \\ c'(\tau_F(\omega)) & : \omega \in F^i \end{cases}$$

i.e. the configuration obtained by placing $c$ and $c'$ on opposite faces of $[k+1]$ in direction $i$.

If $F = \{ \omega: \eta_0 \subseteq \omega \subseteq \eta_1 \}$ is a face of $[k]$ of dimension $d$ and $c \in A^{[d]}$, we write $\square^k_{F-d}(c)$ to denote the duplicated configuration in $A^{[k]}$ given by

$$\square^k_{F-d}(c)(\omega) = c(\tau_F(\omega))$$

i.e. the configuration which restricts to $c$ on every face parallel to $F$. We abbreviate $\square^r_{F}$ to $\square^r$ if doing so does not create ambiguity; e.g., whenever $d = 0$, in which case $\square^k(x)$ is a constant configuration.
If $\sigma: [k] \to [k]$ is a bijection, we abuse notation to write $\sigma: \llbracket k \rrbracket \to \llbracket k \rrbracket$ for the map $\sigma(\omega) = \omega \circ \sigma$ (thinking of $\omega$ as a function $[k] \to \{0, 1\}$), and call this a coordinate permutation of the discrete cube $\{0, 1\}^k$. Given $1 \leq i \leq k$, the $i$-th coordinate reflection is the map $[k] \to [k]$ sending $[c, c']_i$ to $[c', c]_i$.

1.7. **Acknowledgements.** The author is grateful to Thomas Bloom for detailed comments and corrections to an earlier draft of this paper, and to Aled Walker, Ben Green, Timothy Gowers, Tamar Ziegler, Jacob Fox, Luka Milicević, Yonatan Gutman, Péter Varjú, and many others for helpful interactions and discussions concerning this project.

2. From 1% polynomials to global structure

Throughout this section, we let $H$ be an arbitrary finite abelian group.

2.1. **Outline of the argument.** Suppose $f: X \to \mathbb{R}$ is an approximate polynomial as in Theorem 1.3.3. It may only be defined on a small subset $X \subseteq H$; or even if $X = H$, it may take arbitrary, unstructured values away from a small subset. By contrast, the statement of Theorem 1.3.3 requires us to construct a global function $F \circ p$ from polynomial maps $p: H \to G/\Gamma$ and $F: G \to \mathbb{R}$, which implicitly extends $f$ (possibly in a slightly ambiguous or arbitrary fashion) to a function on all of $H$. A reasonable question is how this extension process will be achieved within the proof.

Our approach is to select some random translates $a_1, \ldots, a_L \in H$, and consider functions $f_i: x \mapsto f(x + a_i)$ defined on $X - a_i$. Provided $L$ is large enough, the domains of these translated copies of $f$ will cover almost all of $H$ (even if we throw away unstructured values). Of course, there is an obstruction to gluing these into a globally defined function, as if $f_i$ and $f_j$ are both defined at some $x$ their values will probably not agree.

However, the failure of $f_i$ and $f_j$ to agree is measured by the function $x \mapsto f_i(x) - f_j(x) = f(x + a_i) - f(x + a_j)$, which is just a translate of the derivative $\partial_{a_j - a_i} f$. For many values of $h$, $\partial_h f$ is an approximate polynomial of degree $s - 1$; so, often $f_i$ and $f_j$ do in fact agree up to a lower-degree correction, whose structure may in turn be understood by induction on $s$.

Suppose then that $\tilde{f}$ is a function on almost all of $H$ defined by gluing the functions $f_i$ together fairly arbitrarily. We then wish to understand (almost all of) the derivatives $\partial^{s+1}\tilde{f}$. The exact statement is not straightforward, but very roughly we can use similar logic to deduce that that such derivatives may be described in terms of the lower-order functions $\partial_{a_j - a_i} f$ described earlier, in a low-complexity fashion. The precise statement of this is Lemma 2.4.1.

In the special case $s = 1$, the corrections $f_i - f_j$ are constant functions much of the time, and the final conclusion is that we can extend (a large part of) $f$ to a function $\tilde{f}$ with the property that for some not-too-large finite set $T \subseteq \mathbb{R}$ we have $\partial^2 \tilde{f}(c) \in T$ for almost all $c \in C^2(H)$; i.e., the derivative $\partial^2 \tilde{f}$ almost surely takes a bounded number of distinct values. This case is useful to keep in mind. In fact this statement can be proven using well-established tools, such as the Balog–Szemerédi–Gowers theorem.
and the Plünnecke–Ruzsa inequalities [Gow01, GT08]; however, this method does not generalize well to larger $s$ and so we develop a different one.

Given $\tilde{f}$ with this property, there is still a considerable amount of work required to deduce the kind of rigid algebraic structure we want, and this is the topic of the next two sections.

The argument in the remainder of the current section divides further into several stages:—

- (discarding bad points) We consider the set of $(s+1)$-cubes $c \in C^{s+1}(H)$ such that $\partial^{s+1} f(c) = 0$, and introduce a notion of a system of cubes to capture a robust notion of when cubes $c'$ of dimension between $0$ and $s+1$ are “popular” with respect to this set, with a view to discarding unpopular cubes. This is Section 2.2.

- (Balog–Szemerédi–Gowers / connectivity step) To deal with the case where $f$ switches arbitrarily between several unrelated structured pieces, we divide the domain of $f$ into robustly connected pieces in some sense. This is Section 2.3.

- (extension) With these issues out of the way, the core extension argument described above has a hope of working, and we turn to this in Section 2.4.

- (iteration) In Section 2.5 we apply these results recursively to the lower-degree functions $\partial_{a_j-a_j} f$ alluded to above, and record precise definitions for the recursive structure (derived from a polynomial hierarchy) this imposes on the original $\tilde{f}$.

### 2.2. Systems of cubes.

If $X \subseteq H$ and $f : X \to \mathbb{R}$ is a 1% polynomial of degree $s$ and parameter $\varepsilon$, an important quantity to track is the set of cubes on which the derivative of $f$ vanishes. Using the notation from Section 1.6, we define

$$S_{s+1} = \{ c \in C^{s+1}(H) \cap X^{s+1} : \partial^{s+1} f(c) = 0 \};$$

so by our hypothesis, $|S_{s+1}| \geq \varepsilon |C^{s+1}(H)|$.

It could be that a particular $x \in X$ is not a vertex of many of the cubes $c \in S_{s+1}$. This will happen if $f$ is a structured function in some places and random elsewhere, and $x$ is one of the random points. In any case, for such an $x$ we should assume that the value $f(x)$ is not trustworthy and discard it. Similarly, it will be useful to consider which 1-dimensional cubes $[x, y]$ are faces of many cubes $c \in S_{s+1}$: if $f$ switches between several unrelated structured functions as described above, then this tells us which pairs $x$ and $y$ are likely to be in the same structured piece.

This could motivate considering sets such as

$$S_0 = \{ x \in H : |\{ c \in S_{s+1} : c(0,0,\ldots,0) = x \}| \geq (\varepsilon/100)|H|^{s+1} \}$$

or more generally

$$S_k = \{ c \in C^k(H) : |\{ c' \in S_{s+1} : c'|_F = c \}| \geq (\varepsilon/100)|H|^{s+1-k} \}$$

where (say) $F = \{ \omega \in [s+1] : \omega_{k+1} = \cdots = \omega_{s+1} = 0 \}$, as giving a notion of “good” or “popular” cubes of smaller dimension.
The issue with this definition is that a cube in \( S_k \) could in principle have a vertex that is not in \( S_0 \), and so on. So, when we delete unpopular points not in \( S_0 \), we also lose some potentially popular \( k \)-cubes; then this might in turn cause previously popular points in \( S_0 \) to become unpopular, and so on.

The following definitions and results are designed to address these irritations.

**Definition 2.2.1.** A system of cubes in \( H \) of degree \( s \geq 0 \) and parameter \( \delta > 0 \) is a collection of subsets \( S_k \subseteq C^k(H) \) for \( 0 \leq k \leq s+1 \), with the following properties (see Section 1.6 for definitions of the terms used):—

(i) (symmetry) for each \( k \), \( 0 \leq k \leq s+1 \), if \( c \in S_k \) then so is any coordinate permutation or coordinate reflection of \( c \);

(ii) (faces) for each \( k \), \( 1 \leq k \leq s+1 \), if \( c \in S_k \) and \( F \) is any face of \( [k] \) of dimension \( d \), then \( c|_F \in S_d \);

(iii) (popularity) for each \( 0 \leq k \leq s \) and \( c \in S_k \) there are at least \( \delta |H| \) values \( h \in H \) such that \( [c, c + \Box^k(h)_{k+1}] \subseteq S_{k+1} \).

**Remark 2.2.2.** Note that if any \( S_k \) is non-empty then \( S_0 \) is non-empty (by (ii)). For any \( x \in S_0 \) there are at least \( \delta |H| \) cubes \( [x, x+h] \in S_1 \) (by (iii)), and hence at least \( \delta |H| \) elements \( x+h \in S_0 \) (by (ii)). Hence, \( \mu(S_0) \geq \delta \), and by repeated application of (iii) it follows that \( \mu(S_k) \geq \delta^{k+1} \) for each \( k \). Hence, a non-empty system of cubes automatically has positive density in each dimension.

We first show that we can always obtain such a system from suitable large sets of cubes.

**Lemma 2.2.3.** If \( s \geq 0 \) and \( S_0, \ldots, S_{s+1} \) are subsets \( S_k \subseteq C^k(H) \) satisfying parts (i) and (ii) of Definition 2.2.1, and such that \( \mu(S_{s+1}) \geq \epsilon \), then there exists a non-empty system of cubes \( S'_0, \ldots, S'_{s+1} \) with parameter \( \delta \gg_s \epsilon \) such that \( S'_k \subseteq S_k \) for each \( k \).

**Proof.** This is very similar to a proof that a dense graph has a subgraph with large minimum degree. Essentially, we delete cubes whenever we have to and show there is something left at the end.

Set \( \delta = 2^{-2s-4(s+1)^{-2}\varepsilon} \). We now iteratively perform the following procedure: for some \( k, 0 \leq k \leq s \), take all cubes \( c \in S_k \) which fail to satisfy condition (iii), and remove them. Next, remove all cubes \( c' \in S_{k+1} \) which restrict to any such \( c \) on a face of codimension 1; by hypothesis there are at most \( 2(k+1)\delta |H| \) of these (since a \( (k+1) \)-cube has \( 2(k+1) \) faces of codimension 1, and for each face and each \( c \) there are at most \( \delta |H| \) possibilities for \( c' \), by symmetry (i) and the failure of (iii) for \( c \)). Finally, also remove all cubes in \( S_{\ell} \) for \( k+2 \leq \ell \leq s+1 \) which have any of these \( (k+1) \)-cubes \( c' \) as a face. Since crudely an \( \ell \)-cube has at most \( 4^\ell \) faces, at most \( 4^\ell \cdot 2\ell \delta |H|^{\ell-k} \) cubes are deleted from \( S_{\ell} \) for each original \( c \in S_k \).

Note that after one complete iteration, conditions (i) and (ii) are still satisfied. This process is repeated until nothing is deleted for any value of \( k \). The final sequence is now a system of cubes \( S'_0, \ldots, S'_{s+1} \) with parameter \( \delta \) (with \( S'_k \subseteq S_k \) for each \( k \)) by construction; the only danger is that it might be empty.
Since each cube $c \in C^k(H)$ $1 \leq k \leq s$ can be removed at most once, the total number of cubes removed from $C^{s+1}(H)$ in the whole process is at most

$$\sum_{k=0}^{s} 4^{s+1} \cdot 2(s+1) \delta |H|^{k+1}|H|^{s+1-k} = 2^{2s+3(s+1)^2} \delta |H|^{s+2} \leq (\varepsilon/2)|H|^{s+2}$$

and hence the final set $S'_{s+1}$ has size at least $|S_{s+1}| - (\varepsilon/2)|H|^{s+2} > 0$ by hypothesis. \(\square\)

The following is then immediate.

**Corollary 2.2.4.** If $X \subseteq H$ and $f : X \rightarrow \mathbb{R}$ is an approximate polynomial with degree $s \geq 0$ and parameter $\varepsilon > 0$, then there exists a system of cubes $S_0, \ldots, S_{s+1}$ with parameter $\delta \gg_s \varepsilon$ such that $S_0 \subseteq X$ and $\partial f(c) = 0$ for all $c \in S_{s+1}$.

**Proof.** We apply Lemma 2.2.3 to the sets $S_k = X^{[k]}$ for $0 \leq k \leq s$, and $S_{s+1}$ as in (2.1). \(\square\)

When the initial sets $S_k \subseteq C^k(H)$ in Lemma 2.2.3 all have density close to 1, we might hope that the densities of $S'_k$ and the parameter $\delta$ in the conclusion could also be taken close to 1; however, Lemma 2.2.3 does not give this. Proving such a result is more involved but indispensable throughout the paper for handling error sets.

**Lemma 2.2.5.** Suppose $s \geq 0$ and $S_0, S_1, \ldots, S_{s+1}$ are sets, $S_k \subseteq C^k(H)$, such that $\mu(S_k) \geq 1 - \varepsilon$ for each $k$, $0 \leq k \leq s+1$. Then there exists a quantity $\delta \ll_s \varepsilon^{O_s(1)}$, and (if $\delta < 1$) a non-empty system of cubes $S'_0, \ldots, S'_{s+1}$ with parameter $1 - \delta$, with $S'_k \subseteq S_k$ for all $0 \leq k \leq s+1$.

**Proof.** If we replace $\varepsilon$ with $\varepsilon_0 = 2^{s+1}(s+1)!\varepsilon$ and $S_k$ with the set $S_k^{(0)}$ consisting of all $c \in C^k(H)$ all of whose iterated coordinate permutations and reflections lie in $S_k$, we obtain sets $S_0^{(0)}, \ldots, S_{s+1}^{(0)}$ as in the statement which further obey the symmetry property (i) from Definition 2.2.1.

Now define $S_k^{(1)}$ for each $0 \leq k \leq s+1$ to consist of all $c \in C^k(H)$ such that $c|_F \in S_0^{(0)}$ for every face $F$ of $[k]$. (The case $F = [k]$ says $S_k^{(1)} \subseteq S_k^{(0)}$.)

Noting that for a uniform random cube $c \in C^k(H)$ the restriction $c|_F$ is a uniform random cube in $C^{\dim F}(H)$ (e.g., by uniqueness of Haar measure) and again crudely bounding the number of faces of $[k]$ by $4^k$, by a union bound we get $\mu(S_k^{(1)}) \geq 1 - \varepsilon_1$ where $\varepsilon_1 = 4^{s+1}\varepsilon_0$. Moreover, it is clear that $S_0^{(1)}, \ldots, S_{s+1}^{(1)}$ obey properties (i) and (ii) from Definition 2.2.1.

We now recursively define subsets $T_k, U_k, S_k^{(2)} \subseteq C^k(H)$ for $0 \leq k \leq s+1$ by $T_{s+1} = U_{s+1} = \emptyset$, $S_{s+1}^{(2)} = S_{s+1}^{(1)}$ and for $0 \leq k \leq s$,

\[
T_k = \{ c \in C^k(H) : \mu(\{ h \in H : [c,c+\Box^k(h)]_{k+1} \notin S_{k+1}^{(2)} \}) \geq \eta \} \\
U_k = \{ c \in C^k(H) : \mu(\{ h \in H : (c+\Box^k(h)) \in T_k \}) \geq \eta \} \\
S_k^{(2)} = C^k(H) \setminus T_k \setminus U_k,
\]

where $0 < \eta < 1$ is a parameter to be determined.
Informally, for each \( c \in C^k(H) \) we are considering a graph \( G_c \) whose vertices are cubes \( c + □^k(h) \) that lie in \( S_k^{(1)} \) and whose edges are pairs such that \([c + □^k(h), c + □^k(h')]_{k+1}\) lies in \( S_k^{(2)} \). Then \( T_k \) records the event that \( c \) has low degree in \( G_c \) (which is precisely a failure of property (iii)); \( U_k \) records the event that many vertices in the graph \( G_c \) have low degree; and \( S_k^{(2)} \) is obtained by removing \( c \) whenever either event occurs.

We observe that \( S_k^{(2)} \subseteq S_k^{(1)} \). This is clear for \( k = s + 1 \); for \( 0 \leq k \leq s \), observe that if \( c \in S_k^{(2)} \) then \([c, c + □^k(h)]_{k+1} \in S_k^{(2)} \) for at least one \( h \in H \), so \([c, c + □^k(h)]_{k+1} \in S_k^{(1)} \) (by induction) and hence \( c \in S_k^{(1)} \) (by restricting to a face). Also, note that if \( c \notin U_k \) then \( c + □^k(h) \notin U_k \) for all \( h \in H \), and so for any \( c \in S_k^{(2)} \) \((0 \leq k \leq s)\) there are at least \((1 - \eta)|H|\) values \( h \in H \) such that \( c + □^k(h) \in S_k^{(2)} \).

If \( c \in C^k(H) \) and \( h \in H \) are chosen uniformly at random then \([c, c + □^k(h)]\) is a uniform random element of \( C^{k+1}(H) \). Hence we may estimate \(\Pr([c, c + □^k(h)] \notin S_k^{(2)} \, | \, c \in T_k) \geq \eta \Pr(c \in T_k) \) and hence \( \mu(T_k) \leq (1 - \mu(S_k^{(2)})) / \eta \). Similarly, if \( c \in C^k(H) \) and \( h \in H \) are chosen uniformly at random then \( c + □^k(h) \) is a uniform random cube, and so \(\Pr(c + □^k(h) \in T_k) \geq \eta \Pr(c \in U_k) \) i.e. \( \mu(T_k) \geq \eta \mu(U_k) \); hence, \( \mu(U_k) \leq (1 - \mu(S_k^{(2)})) / \eta^2 \). It follows that \( 1 - \mu(S_k^{(2)}) \leq (1/\eta + 1/\eta^2)(1 - \mu(S_k^{(2)}) \) for \( 0 \leq k \leq s \), and since \( 1 - \mu(S_{s+1}^{(2)}) \leq \varepsilon_1 \) we conclude \( 1 - \mu(S_k^{(2)}) \leq \varepsilon_1(1/\eta + 1/\eta^2)^{s+1-k} \) for all \( 0 \leq k \leq s + 1 \), and

\[
\mu(T_k) \leq (\varepsilon_1/\eta)(1/\eta + 1/\eta^2)^{s-k} \\
\mu(U_k) \leq (\varepsilon_1/\eta^2)(1/\eta + 1/\eta^2)^{s-k}
\]

for all \( 0 \leq k \leq s \). In particular, we have \( \mu(S_0^{(2)}) \geq 1 - \varepsilon_1(1/\eta + 1/\eta^2)^{s+1} \), and so provided we choose, say, \( \eta \geq 2\varepsilon_1^{1/(s+1)} \), the right hand side is positive and so \( S_0^{(2)} \) is non-empty.

Finally, we define \( S_k^{(3)} \) for \( 0 \leq k \leq s + 1 \) to consist of all \( c \in C^k(H) \) such that \( c|F \in S_F^{(2)} \) for every face \( F \) of \( [k] \). Again these are subsets of \( S_k^{(2)} \), and it is clear that \( S_k^{(3)} \) obey properties (i) and (ii) from Definition 2.2.1. Moreover, note that \( S_0^{(3)} = S_0^{(2)} \) and hence will be non-empty provided \( \eta \) is chosen as above.

It remains to show that \( S_k^{(3)} \) obeys condition (iii) for some parameter \( \delta > 0 \) to be determined. Let \( 0 \leq k \leq s \). For each \( c \in S_k^{(3)} \), we wish to bound \( \Pr_{h \in H}([c, c + □^k(h)]_{k+1} \notin S_k^{(3)}) \)
which by the definition of $S_{k+1}^{(3)}$ is at most

$$
\sum_{F} \mathbb{P}_{h \in H} \left( (\{c, c + \Box^{k}(h)\}_{k+1})|_{F} \notin S_{\dim F}^{(2)} \right) \tag{2.2}
$$

where the sum ranges over all faces $F$ of $[k+1]$. We consider three kinds of faces $F$ separately:

(a) $F$ is contained in the codimension 1 lower face $F_{k+1}$;

(b) $F$ is contained in the codimension 1 upper face $F^{k+1}$;

(c) both $F \cap F_{k+1}$ and $F \cap F^{k+1}$ are faces of strictly smaller dimension than $F$.

In case (a), note that $(\{c, c + \Box^{k}(h)\}_{k+1})|_{F} = c|_{F}$, which always lies in $S_{\dim F}^{(3)}$ by definition.

In case (b), similarly $(\{c, c + \Box^{k}(h)\}_{k+1})|_{F} = (c + \Box^{k}(h))|_{F} = c|_{F} + \Box^{\dim F}(h)$. We remarked above that, for random $h$, this element lies in $S_{\dim F}^{(2)}$ with probability at least $1 - \eta$.

Finally, in case (c) we have $(\{c, c + \Box^{k}(h)\}_{k+1})|_{F} = [c|_{F \cap F_{k+1}}, c|_{F \cap F^{k+1}} + \Box^{\dim F-1}(h)]$. Since $c|_{F \cap F_{k+1}} \in S_{\dim F-1}^{(2)}$ by assumption, this configuration lies in $S_{\dim F}^{(2)}$ with probability at least $1 - \eta$.

So, for each $F$ the probability that $(\{c, c + \Box^{k}(h)\}_{k+1})|_{F} \notin S_{k+1}^{(2)}$ is bounded by $\eta$. Since again there are at most $4^{k+1}$ faces of $[k+1]$, the quantity (2.2) is bounded by $4^{k+1}\eta$.

Therefore, if we set $\eta = 2\varepsilon^{1/2(s+1)}$ and $\delta = 4^{s+1}\eta$, provided $\delta < 1$ we find that $S_{k}^{(3)} \subseteq S_{k}$ is a non-empty system of cubes of parameter $1 - \delta$, as required.

We will typically use this in the form of the following corollary, which allows us to recover from losing a few cubes from a system of cubes.

**Corollary 2.2.6.** Suppose $s \geq 0$, $S_{0}, S_{1}, \ldots, S_{s+1}$ is a system of cubes with parameter $\delta$, and $S'_{k} \subseteq S_{k}$ are subsets with $\mu(S_{k} \setminus S'_{k}) \leq \varepsilon$ for each $0 \leq k \leq s+1$, where $0 < \varepsilon, \delta \leq 1$ are parameters. Then there exists a quantity $\delta' = \delta - O_{s}(\varepsilon^{1/O_{s}(1)})$, and (if $\delta' > 0$) a non-empty system of cubes $S''_{k} \subseteq S'_{k}$ with parameter $\delta'$, such that $\mu(S_{k} \setminus S''_{k}) \ll_{s} \varepsilon^{1/O_{s}(1)}$ for each $0 \leq k \leq s+1$.

**Proof.** Let $T_{k} = C^{k}(H) \setminus (S_{k} \setminus S'_{k})$ for $0 \leq k \leq s+1$; so $\mu(T_{k}) \geq 1 - \varepsilon$. By Lemma 2.2.5, we may find a non-empty system of cubes $T'_{k} \subseteq T_{k}$ with parameter $1 - \eta$, where $\eta \ll_{s} \varepsilon^{1/O_{s}(1)}$. By Remark 2.2.2, $\mu(T'_{k}) \geq (1 - \eta)^{k+1} \geq 1 - (s+2)\eta$ for each $0 \leq k \leq s+1$.

Now define $S''_{k} = S_{k} \cap T'_{k}$. It is clear that $\mu(S_{k} \setminus S''_{k}) \leq 1 - \mu(T'_{k}) \leq (s+2)\eta$ for each $k$; in particular, $S''_{k}$ is non-empty provided $\delta - \varepsilon - (s+2)\eta > 0$. Moreover, the intersection of two systems of cubes with parameters $\alpha$ and $\beta$ respectively is a system of cubes with parameter at least $\alpha + \beta - 1$, and hence $S''_{k}$ form a system of cubes with parameter at least $\delta - \eta$, as required.

**2.3. Connectivity and dividing into non-interacting pieces.** Given an approximate polynomial $f : X \to \mathbb{R}$, we suppose that we have located a system of cubes $S_{0}, \ldots, S_{s+1}$ as in Corollary 2.2.4. We now consider the possibility that our approximate polynomial $f : S_{0} \to \mathbb{R}$ alternates between several unrelated structured functions. Our goal is to cut up the domain $S_{0}$ into pieces, one for each structured component.
As stated above, it should be the case that if \( x, y \in S_0 \) are in different structured components, then there should be few derivatives \( \partial^{s+1} f(c) = 0 \) where \( c \) has \( [x, y] \) as a 1-dimensional face. In the language of systems of cubes, the analogous statement is that \( [x, y] \notin S_1 \).

Therefore, the splitting procedure is roughly to consider a graph whose vertex set is \( S_0 \) and whose edges are pairs \( xy \) such that \( [x, y] \in S_1 \) (and \( x \neq y \)), and then to decompose \( S_0 \) by taking robust connected components of this graph.

This part of the argument plays an analogous role to the Balog–Szemerédi–Gowers theorem in related works.

We fix the following notation. If \( G = (V, E) \) is a graph and \( X, Y \subseteq V \), we write
\[
E(X, Y) = \{(x, y): x \in X, y \in Y, xy \in E\}
\]
and denote by
\[
H(G) = \min_{S \subseteq V, 0 < |S| \leq |V|/2} \frac{|E(S, V \setminus S)|}{|S|}
\]
the Cheeger (edge expansion) constant. We also write \( h(G) = H(G)/|V| \) for the normalized Cheeger constant, with \( 0 \leq h(G) \leq 1 \) (except that by convention the one-vertex graph has Cheeger constant \( +\infty \)).

**Lemma 2.3.1.** Suppose \( s \geq 0 \) and \( S_0, \ldots, S_{s+1} \) is a system of cubes on \( H \) with parameter \( \delta, 0 < \delta \leq 1 \), and let \( \varepsilon > 0 \) be another parameter. We assume that \( \varepsilon \leq \delta^C/C \) is sufficiently small, for some constant \( C = C(s) \).

Then there exists a non-empty system of cubes \( S'_0, \ldots, S'_{s+1} \) with parameter \( \delta' \geq \delta - O_s(\varepsilon^{1/O_s(1)})/\delta \), with the following properties. Write \( G = (V, E) \) for the graph with \( V = S'_0 \) and \( E = \{xy: [x, y] \in S'_1, x \neq y\} \), and write \( V_1, \ldots, V_K \subseteq V \) for the connected components of \( G \). Then:

(a) \( S'_k \subseteq S_k \), and \( \mu(S_k \setminus S'_k) \ll_{s, \varepsilon} \varepsilon^{1/O_s(1)}/\delta \), for each \( 0 \leq k \leq s + 1 \);
(b) \( K \leq 1/\delta' \); and
(c) each subgraph \( G[V_i] \) has Cheeger constant \( H(G[V_i]) \) at least \( \varepsilon |H| \).

**Remark 2.3.2.** It is easy to see that for any \( c \in S'_k \) (\( 1 \leq k \leq s + 1 \)), all the values \( \{c(\omega): \omega \in [k]\} \) are contained in the same component \( V_i \) (since \( c|F \in S'_i \) for every 1-dimensional face \( F \), and the graph formed by 1-dimensional faces of \( [k] \) is connected). So, each set \( V_i \subseteq C^0(H) \) carries its own system of cubes \( S^{(i)}_0, \ldots, S^{(i)}_{s+1} \) with \( S^{(i)}_0 = V_i \) and with the same parameter \( \delta' \), by simply intersecting \( S'_k \) with \( V_i^{[k]} \). In other words, \( S'_0, \ldots, S'_{s+1} \) decomposes naturally into \( K \) non-interacting systems of cubes, one for each component \( V_i \).

**Proof of Lemma 2.3.1.** Throughout, let \( \eta = O_s(\varepsilon^{1/O_s(1)}) \) be a quantity satisfying the statement of Corollary 2.2.6 with parameter \( \varepsilon \). It is acceptable to assume \( \eta \geq \varepsilon \). By choosing \( C(s) \) in the statement appropriately, we may also assume \( \eta \leq \delta^2/4 \).
Set $S^{(0)}_k = S_k$ for $0 \leq k \leq s + 1$. We will inductively define a sequence of (non-empty) systems of cubes $S^{(i)}_0, \ldots, S^{(i)}_{s+1}$ for $0 \leq i \leq T$, with parameters $\delta^{(i)} := \delta - i\eta$, and satisfying $\mu(S_k \setminus S^{(i)}_k) \leq i\eta$. Here $T \leq \lfloor 2/\delta \rfloor$ is some integer.

First, we observe that $\delta^{(i)} \geq \delta - (2/\delta)\eta \geq \delta/2$ (using the bound $\eta \leq \delta^2/4$). In particular, $\delta^{(i)}$ remains positive for $0 \leq i \leq T$, and all $\delta^{(i)}$ obey the bound $\delta^{(i)} \geq \delta - O_\delta(\varepsilon^1/(\eta^2/\delta))$.

Let $G^{(i)}$ be the graph with vertices $S^{(i)}_0$ and edges $\{xy : [x, y] \in S^{(i)}_1, x \neq y\}$, as above. Note $G^{(i)}$ has minimum degree at least $\delta^{(i)}|H| - 1$, by the definition of a system of cubes (specifically Definition 2.2.1 (iii)). Hence, every connected component of $G^{(i)}$ has size $\geq \delta^{(i)}|H|$, and so $G^{(i)}$ has at most $1/\delta^{(i)}$ connected components.

Suppose $S^{(i)}_0, \ldots, S^{(i)}_{s+1}$ and $\delta^{(i)}$ have been chosen. If $G^{(i)}$ has the property that each connected component has Cheeger constant at least $\varepsilon|H|$, then $S^{(i)}_1, \ldots, S^{(i)}_{s+1}$ obey all the properties (a), (b), (c) in the statement, with $\delta’ = \delta^{(i)}$, so we are done and may terminate the process.

If not, by definition we can find disjoint sets $A, B \subseteq S^{(i)}_0$ with $0 < |A| \leq |B|$, such that $|E(A, B)| < \varepsilon|A||H|$ and $A \cup B$ is a connected component of $G^{(i)}$.

We note that necessarily $|A| > (\delta^{(i)} - \varepsilon)|H|$. Indeed, every $x \in A$ has degree at least $\delta^{(i)}|H| - 1$ in $G^{(i)}$, so has at least $\delta^{(i)}|H| - |A|$ neighbors in $B$; so, $|E(A, B)| \geq |A|(|\delta^{(i)}|H| - |A|)$. Using $|E(A, B)| < \varepsilon|A||H|$ and rearranging gives the stated bound.

Then, we define $S^{(i+1)}_0, \ldots, S^{(i+1)}_{s+1}$ as follows. First define $R^{(i)}_1 \subseteq S^{(i)}_1$ by removing all elements $c = [x, y] \in S^{(i)}_1$ with $x \in A, y \in B$ or $x \in B, y \in A$ (of which there are at most $2\varepsilon|A||H| \leq \varepsilon|C^1(H)|$). Then apply Corollary 2.2.6 to $S^{(i)}_0, R^{(i)}_1, S^{(i)}_2, \ldots, S^{(i)}_{s+1}$ to obtain a system of cubes $S^{(i+1)}_0, \ldots, S^{(i+1)}_{s+1}$ with parameter $\delta^{(i+1)} = \delta^{(i)} - \eta$ such that $S^{(i+1)}_k \subseteq S^{(i)}_k$, $\mu(S^{(i)}_k \setminus S^{(i+1)}_k) \leq \eta$ for each $0 \leq k \leq s + 1$, and $S^{(i+1)}_k \subseteq R^{(i)}_1$. It is clear that our inductive hypotheses hold for this $S^{(i+1)}_0, \ldots, S^{(i+1)}_{s+1}$.

Hence, we are done unless the process continues to time $T = \lfloor 2/\delta \rfloor$ without success, and it suffices to find a contradiction in this case.

We claim that for $0 \leq i \leq T$, the graph $G^{(i)}$ has at least $i + 1$ connected components. Indeed, suppose $0 \leq i \leq T - 1$ and $G^{(i)}$ has $m$ connected components $X_1, \ldots, X_m$ where $X_1 = A \cup B$. In the graph corresponding to $R^{(i)}_1$, the $m + 1$ sets $A, B, X_2, \ldots, X_m$ are each a connected component or a union of connected components. Moreover, all these sets have size at least $(\delta^{(i)} - \varepsilon)|H|$. Passing from $R^{(i)}_1$ to $S^{(i+1)}_1$, the only way the number of connected components could fall below $m + 1$ is if all vertices in one of $A, B, X_2, \ldots, X_m$ were deleted (i.e., belonged to $S^{(i)}_0 \setminus S^{(i+1)}_0$); however, there are at most $\eta|H|$ deleted vertices, and

$$\delta^{(i)} - \varepsilon - \eta \geq \delta - (i + 2)\eta \geq \delta - (T + 1)\eta \geq \delta - (2/\delta + 1)(\delta^2/4) > 0$$

so this is impossible, and the claim holds.
However, this means the number of connected components of $G(T)$ is at least $T + 1$ but at most $1/\delta(T)$, and since $T \leq 2/\delta < T + 1$, we get
\[
\frac{2}{\delta} < T + 1 \leq \frac{1}{\delta(T)} = \frac{1}{\delta - T/\delta} \leq \frac{1}{\delta - \frac{2}{3} \delta/T} = \frac{2}{\delta}
\]
which gives the desired contradiction. \hfill \Box

2.4. Extending to a global function. Using the structure obtained in previous parts, we are now in a position to deploy the random sampling argument described in Section 2.1. Recall this allows us (roughly) to extend an approximate polynomial $f$ to a global function $\tilde{f}$, and understand the derivatives $\partial^{s+1}\tilde{f}$ in terms of lower-degree approximate polynomials.

**Lemma 2.4.1.** Suppose $s \geq 1$ and $S_0, S_1, \ldots, S_{s+1}$ is a non-empty system of cubes with parameter $\delta > 0$, a function $f: S_0 \to \mathbb{R}$ satisfies $\partial^{s+1}f(c) = 0$ for all $c \in S_{s+1}$, and the graph $G = (V, E)$, where $V = S_0$ and $E = \{xy : [x, y] \in S_1\}$, has normalized Cheeger constant $h = h(G) > 0$.

Let $\varepsilon > 0$ be a further parameter. Then there exist:—

(i) a set $X \subseteq H$ with $\mu(X) \geq 1 - \varepsilon$ and a function $\tilde{f}: X \to \mathbb{R}$ with $\tilde{f}|_{X \cap S_0} = f|_{X \cap S_0}$;

(ii) a set $S \subseteq C^{s+1}(H) \cap X^{s+1}$ with $\mu(S) \geq 1 - \varepsilon$;

(iii) positive integers $M, K \ll_s \left(\delta^{-1}h^{-4}\log(2/\varepsilon)\log(2/\delta)\log(2/h)^2\right)^{O(1)}$;

(iv) for each $r \in [K]$, a non-empty system of cubes $S_0^{(r)}, \ldots, S_s^{(r)}$ of degree $s - 1$ and parameter $\delta$; and

(v) for each $r \in [K]$ a function $g_r: S_0^{(r)} \to \mathbb{R}$ such that $\partial^s g_r(c) = 0$ for all $c \in S_s^{(r)}$;

such that for each $c \in S$ there exists a configuration $b: [s + 1] \to \mathbb{Z}^K$ with $\|b(\omega)\|_1 \leq M$ for each $\omega \in [s + 1]$, giving
\[
\partial^{s+1}\tilde{f}(c) = \sum_{\omega \in [s + 1]} (-1)^{\omega_0} \sum_{i=1}^K b(\omega)_i g_i(c(\omega))
\]
(where each function $g_i(c(\omega))$ is indeed defined whenever the coefficient $b(\omega)_i$ is non-zero).

In other words, the derivatives $\partial^{s+1}\tilde{f}$ can be understood in terms of a bounded linear combination of approximate polynomials $g_1, \ldots, g_K$ of degree $s - 1$, evaluated at the vertices of $c$.

**Remark 2.4.2.** We have already discussed the conclusion in the case $s = 1$. When $s = 2$, useful examples that showcase the behavior described in the lemma in real life include those of the shape $f: \mathbb{Z}/N\mathbb{Z} \to \mathbb{R}$ given by $f(x) = \{\alpha x/N\} \{\beta x/N\}$ for arbitrary $\alpha, \beta \in \mathbb{Z}/N\mathbb{Z}$, where $\{\cdot\}: \mathbb{R} \to [0, 1)$ denotes the fractional part map.

It is a somewhat informative exercise to compute the derivative $\partial^3 f(\angle(x; h_1, h_2, h_3))$ explicitly. For current purposes, it suffices to note that it is a bounded integer combination of the functions $x \mapsto \{\alpha x/N\}$, $x \mapsto \{\beta x/N\}$ and $x \mapsto 1$ evaluated at the vertices of $c = \angle(x; h_1, h_2, h_3)$, which is exactly the kind of structure produced by the lemma.
Remark 2.4.3. It is clear any \( f \) obeying the hypotheses of Lemma 2.4.1 with \( s = 0 \) is actually a constant function on its domain (since \( f(x) = f(y) \) for all \( xy \in E \) and \( G \) is connected), and so can trivially be extended to a constant function on \( H \). This simpler statement corresponds to the \( s = 0 \) case of the lemma, and may replace it in any inductive arguments.

Proof of Lemma 2.4.1. As stated above, the key step is to pick elements \( a_1, \ldots, a_L \in H \) uniformly and independently at random, and consider the translates \( x \mapsto f(x + a_i) \). The value of \( L \) will be chosen to satisfy the following conditions (some of which may imply others):—

(A) \( \exp\left(-\frac{\delta L}{8}\right) \leq 2^{-s-1}(\varepsilon/40)(L + 1)^{-s-1} \);

(B) \( (\delta L/2 + 1) \exp\left(-\frac{(\delta L/2 - 1)h^4}{64 \log(2/h^2)}\right) \leq 2^{-s-1}(\varepsilon/40)(L + 1)^{-s-1} \);

(C) \( 2 \exp(-\delta(L - 1)/2) \leq 2^{-s-1}(\varepsilon/20)(L + 1)^{-s-1} \); and

(D) \( (s + 1) \exp(-\delta L) \leq \varepsilon/10 \).

Noting for (A),(B),(C) that for constants \( \alpha, \beta \geq 1 \) the inequality \( \exp(X) \geq \alpha X^\beta \) holds provided (say) \( X \geq 2\beta \log(2\alpha\beta) \), it follows that there is a choice of \( L \) satisfying (A)–(D) while keeping \( L \ll_s \delta^{-1} h^{-4} \log(2/\varepsilon) \log(2/\delta) \log(2/h)^2 \).

For any pair \( a, b \in H \) and \( 0 \leq k \leq s \) we define

\[
S_k^{(a,b)} = \{ c \in C^k(H) : [c + \square^k(a), c + \square^k(b)]_{k+1} \in S_{k+1} \}.
\]

Each \( S_0^{(a,b)}, \ldots, S_s^{(a,b)} \) inherits the properties in Definition 2.2.1 and so is itself a system of cubes of degree \( s \) and parameter \( \delta \); however, for a particular \( a, b \in H \) it may be empty. By symmetry (Definition 2.2.1(i)) we also have \( S_k^{(a,b)} = S_k^{(b,a)} \). We can further define

\[
g_{a,b}(x) = f(x + a) - f(x + b)
\]

as a function \( S_0^{(a,b)} \to \mathbb{R} \) (it is well-defined there, since \( x \in S_0^{(a,b)} \) implies \( [x + a, x + b] \in S_1 \) which in particular implies \( x + a, x + b \in S_0 \)). For any \( c \in S_s^{(a,b)} \), we have

\[
\partial^s g_{a,b}(c) = \partial^s f(c + \square^s(a)) - \partial^s f(c + \square^s(b)) = \partial^{s+1} f([c + \square^s(a), c + \square^s(b)]_{s+1}) = 0
\]

by hypothesis. Note also that \( g_{a,b} = -g_{b,a} \).

If \( 1 \leq k < \ell \leq L \) and \( x + a_k, x + a_\ell \in S_0 \) then it makes sense to consider the difference \( f(x + a_\ell) - f(x + a_k) \), which as discussed above measures our inability to glue the translates \( x \mapsto f(x + a_k) \) and \( x \mapsto f(x + a_\ell) \) together. When furthermore \( x \in S_0^{(a_k,a_\ell)} \), i.e. \( [x + a_k, x + a_\ell] \in S_1 \), this difference is exactly measured by the value \( g_{a_k,a_\ell}(x) \). However, this latter condition is too restrictive for what we need. The next claim allows us to describe \( f(x + a_k) - f(x + a_\ell) \) (almost surely) wherever it is defined, using a handful of different functions \( g_{a_i,a_j} \), by exploiting our robust connectivity hypothesis on the graph \( G \).

Claim 2.4.4. Fix \( x \in H \). With probability at least \( 1 - 2^{-s-1}(\varepsilon/20)(L + 1)^{-s-1} \) with respect to \( a_1, \ldots, a_L \), the following hold: (i) there is at least one \( i \) such that \( x + a_i \in S_0 \); and (ii) for every pair \( k, \ell \in [L] \) such that \( x + a_k, x + a_\ell \in S_0 \), there exist integers \( b_{i,j} \in \{-1,0,1\} \) for \( 1 \leq i < j \leq L \) such
that
\[ f(x + a_k) - f(x + a_\ell) = \sum_{1 \leq i < j \leq L} b_{i,j} g_{a_i,a_j}(x) \]
and with \( x \in S_0^{(a_1,a_L)} \) whenever \( b_{i,j} \neq 0 \) (i.e., the expression is well-defined).

**Proof of claim.** We recall the graph \( G \) from the statement. Also let \( V' = \{i: x + a_i \in S_0\} \) and \( E' = \{ij: x + a_i, x + a_j \in S_1\} \), and consider the graph \( G' = (V',E') \) (which depends on \( x \)). Since the elements \( x + a_i \) for \( i \in V' \) are independent uniform random samples of \( S_0 \), this graph \( G' \) is the induced subgraph of \( G \) on a random set of \( |V'| \) vertices (allowing repetitions), in the precise sense of Lemma A.1. Since \( |S_0| \geq \delta|H| \) (see Remark 2.2.2), we have
\[
P[V' \supseteq \delta L/2] \geq 1 - \exp(-\delta L/8) \geq 2^{-s-1}(\varepsilon/40)(L + 1)^{-s-1}
\]
by Chernoff and (A). Conditional on this event, by Lemma A.1 we have
\[
P[G' \text{ is connected}] \geq 1 - (\delta L/2 + 1) \exp \left(- (\delta L/2 - 1)h^4/64 \log (2/h^2)\right);
\]
and by (B) this probability is at least \( 1 - 2^{-s-1}(\varepsilon/40)L^{-s-1} \).

If \( k, \ell \in V', k \neq \ell, \) and \( k = i_0, i_1, \ldots, i_m = \ell \) is a path from \( k \) to \( \ell \) in \( G' \), it is immediate that
\[
f(x + a_k) - f(x + a_\ell) = \sum_{r=0}^{m-1} (f(x + a_{i_r}) - f(x + a_{i_{r+1}})) = \sum_{r=0}^{m-1} g_{a_{i_r},a_{i_{r+1}}}(x).
\]
For each \( 1 \leq i < j \leq L \) the functions \( g_{i,j}, g_{j,i} \) are used at most once in total in this sum, and so this expression has the required form. \( \square \)

Let \( X_0 \) denote the set of all \( x \in H \) for which the conclusion of Claim 2.4.4 holds. By the claim, \( \mathbb{E}[\mu(X_0)] \geq 1 - 2^{-s-1}(\varepsilon/20)L^{-s-1} \). In particular, for every \( x \in X_0 \) there is some \( i \in [L] \) such that \( x + a_i \in S_0 \); so, we may define a function \( f': X_0 \to \mathbb{R} \) by \( f'(x) = f(x + a_i) \) where \( i \in [L] \) is the least value for which \( x + a_i \in S_0 \). This choice is slightly arbitrary, but the second part of Claim 2.4.4 allows us to pass freely between the values \( f(x + a_i) \) so this is usually not important.

We now need to analyse the derivatives of \( f' \). As progress towards this, the next claim shows that we can (almost surely) understand any fixed single derivative \( f'(x) - f'(x + h) \), at the expense of considering a collection of functions \( g_{a,b} \) where \( a \) and \( b \) depend on \( h \).

**Claim 2.4.5.** Fix any \( x, h \in H \). Then with probability at least \( 1 - 2^{-s-1}(\varepsilon/20)(L + 1)^{-s-1} \) with respect to \( a_1, \ldots, a_L \), there exists \( k, \ell \in [L] \) such that \( x + a_k, x + a_\ell + h \in S_1 \).

If furthermore \( x, x + h \in X_0 \), then for some integers \( b_{i,j}, b_{i,j}' \in \{-1,0,1\} \) for \( 1 \leq i < j \leq L \), we have
\[
f'(x) - f'(x + h) = g_{a_k,a_\ell + h}(x) + \sum_{1 \leq i < j \leq L} \left( b_{i,j} g_{a_i,a_j}(x) + b_{i,j}' g_{a_i,a_j}(x + h) \right)
\]
where again we require that whenever some \( g_{a,b}(y) \) appears with a non-zero coefficient it must be well-defined (in that \( y \in S_0^{(a,b)} \)).
Proof of claim. For the first part, divide the random variables \( a_i \) into two halves \( a_1, \ldots, a_{[L/2]} \) and \( a_{[L/2]+1}, \ldots, a_L \). Since the values \( x + a_k \) for \( k \in \{1, \ldots, [L/2]\} \) are independent random samples of \( H \), with probability at least \( 1 - (1 - \delta)^{(L-1)/2} \geq 1 - \exp(-\delta(L-1)/2) \) there is some \( k \) such that \( x + a_k \in S_0 \). Fixing this \( k \), again \( x + a_k + h \) for \([L/2] + 1 \leq \ell \leq L \) are uniform random samples from \( H \), so by the definition of a system of cubes the probability that \([x + a_k, x + a_k + h] \in S_1 \) for some \( \ell \) in this range is at least \( 1 - (1 - \delta)^{L/2} \geq 1 - \exp(-\delta L/2) \). By (C), the total failure probability is at most \( 2^{-s-1}(\varepsilon/20)L^{-s-1} \) as required.

For the second part, suppose \( t, u \in [L] \) are values such that \( f'(x) = f(x + a_t) \) and \( f'(x + h) = f(x + h + a_u) \). Then we may expand
\[
f'(x) - f'(x + h) = (f(x + a_t) - f(x + a_k)) - (f(x + h + a_u) - f(x + h + a_k)) + (f(x + a_k) - f(x + h + a_k)).
\]
Since \( x, x + h \in X_0 \), the first two terms may be expanded in terms of \( g_{a_t, a_k} \) as in Claim 2.4.4. The last term is exactly \( g_{a_k, a_k+h}(x) \) and is well-defined by the first part.

We now choose a further set of uniform independent random translates \( h_1, \ldots, h_L \in H \), and write \( T = \{0, h_1, \ldots, h_L\} \) and \((s+1)T\) for the \((s+1)\)-fold sumset of \( T \). Accordingly, we define \( X_1 \subseteq H \) to consist of all \( x \in H \) such that the first part of Claim 2.4.5 succeeds for \( x \) and for each \( h \in (s+1)T \).

The bound from the claim shows that \( \mathbb{E}[\mu(X_1)] \geq 1 - 2^{-s-1}\varepsilon/20 \).

We further define \( X_2 \subseteq H \) to consist of all \( x \in X_1 \) such that \( x + t \in X_0 \) for each \( t \in (s+1)T \) (so in particular, \( x \in X_0 \)). A union bound shows \( \mathbb{E}[\mu(X_2)] \geq 1 - 2^{-s-1}\varepsilon/10 \).

Finally, define \( K \) and functions \( g_r^c \) for \( r \in [K] \) to be, in any order, all functions of the form \( g_{a_i, a_j} \), \( g_{a_i, a_j+t} \) or \( g_{a_i, a_j+t} \) for \( 1 \leq i < j \leq L \) and \( t \in (s+1)T \), whose corresponding domains \( S^0(a^b) \) are non-empty. It follows that \( K \leq 3L^{s+3} \).

With this is place, we can describe (almost all) general derivatives \( \partial^{s+1} f' \).

**Claim 2.4.6.** Fix \( c \in C^{s+1}(H) \), and suppose that \( c(\omega) \in X_2 \) for each \( \omega \in [s+1] \). Write \( c = \angle(x; u_1, \ldots, u_{s+1}) \) (see Section 1.6), and let \( k \in [L] \) be any index such that \( x + a_k \in S_0 \) (possible since \( x = c(0, \ldots, 0) \in X_0 \)).

Then with probability at least \( 1 - \varepsilon/10 \) with respect to \( h_1, \ldots, h_L \), there exist \( t_1, \ldots, t_{s+1} \in T \) such that \( \angle(x + a_k; u_1 + t_1, \ldots, u_{s+1} + t_{s+1}) \in S_{s+1} \).

If this conclusion holds, then there exist coefficients \( b(\omega) \in \mathbb{Z}^K \) with \( \|b(\omega)\|_1 \leq 3L^2 + 1 \) for each each \( \omega \in [s+1] \) (depending on \( c \), such that
\[
\partial^{s+1} f'(c) = \sum_{\omega \in [s+1]} (-1)^{|\omega|} \sum_{r=1}^K b(\omega)_r g_r^c(c(\omega))
\]
and where again the coefficient \( b(\omega)_r \) is only non-zero when \( g_r^c(c(\omega)) \) is well-defined.
2.4.4
we deduce that

\[ \Pr[\text{claim}] \geq 1 - \varepsilon/10 - 2^{s+1}\Pr[1 - \mu(X_2)] \geq 1 - \varepsilon/5. \]

Therefore with probability at least 4/5 each (say), we get that \( \mu(S') \geq 1 - \varepsilon \) and \( \mu(X_2) \geq 1 - \varepsilon \). We can therefore fix some \( a_1, \ldots, a_s \) and \( h_1, \ldots, h_L \) so that both of these estimates hold simultaneously.

Finally we apply a global translation to bring everything into line with the original function \( f \).

Define \( X \subseteq H \) by \( X = X_2 + a_1, S \subseteq C^{s+1}(H) \) by \( S = S' + \Box^{s+1}(a_1), \tilde{f}: X \to \mathbb{R} \) by \( \tilde{f}(x) = f'(x - a_1) \), and \( g_r(x) = g'_r(x - a_1) \) for \( r \in [K] \).

By definition of \( f' \), whenever \( x \in S_0 \cap X \) we have \( \tilde{f}(x) = f'(x - a_1) = f(x) \) (as 1 is the smallest index \( t \in [L] \) such that \( x - a_1 + a_t \in S_0 \), so (i) holds. The bounds in (ii),(iii) are clear. The systems of cubes attached to \( g_r \) is the corresponding translate of that attached to \( g'_r \), which has the required properties for (iv),(v). The grand conclusion then follows immediately from the claim.

**Proof of claim.** For the first part, we choose the values \( t_1, \ldots, t_{s+1} \in T \) in a recursive procedure.

For the recursive step, we show that for any \( 0 \leq m \leq s \), any cube \( \angle(y; e_1, \ldots, e_m) \in S_m \) and any \( e \in H \), with probability at least \( 1 - \exp(-\delta L) \) with respect to \( h_1, \ldots, h_L \) there exists some \( t \in T \) such that \( \angle(y; e_1, \ldots, e_m, e + t) \in S_{m+1} \). Indeed, by the definition of a system of cubes there are at least \( \delta|H| \) values \( z \in H \) such that \( \angle(y; e_1, \ldots, e_m, z) \in S_{m+1} \), and each \( e + h_i \) for \( i \in [L] \) is an independent uniform random sample from \( H \), so one lands in the good set with probability at least \( 1 - (1 - \delta)^L \).

Starting with \( x + a_k \in S_0 \) and applying this for each \( m \) from 0 to \( s \) increasing, we find the values \( t_1, \ldots, t_{s+1} \in T \) we need, with the total failure probability bounded by \( (s + 1) \exp(-\delta L) \), which in turn is at most \( \varepsilon/10 \) (by \( D \)).

For the second statement, we write \( c' = \angle(x + a_k; u_1 + t_1, \ldots, u_{s+1} + t_{s+1}) \in S_{s+1} \) as above, and note that \( \partial^{s+1}f(c') = 0 \). It follows that

\[
\partial^{s+1}f'(c) = \sum_{\omega \in [s+1]} (-1)^{|\omega|} \left( f'(c(\omega)) - f'(c'(\omega)) \right).
\]

For each \( \omega \in [s+1] \), we have \( c'(\omega) = c(\omega) + a_k + t \) where \( t = \omega \cdot (t_1, \ldots, t_{s+1}) \). Since \( c' \in S_{s+1} \) we also have \( c'(\omega) \in S_0 \), and since \( c(\omega) \in X_2 \) and \( t \in (s + 1)T \) it follows that \( c(\omega) + t \in X_0 \). By Claim 2.4.4 we can therefore write

\[
f'(c(\omega) + t) - f'(c'(\omega)) = \sum_{1 \leq i < j \leq L} b_{i,j}g_{a_i,a_j}(c(\omega) + t)
\]

where \( b_{i,j} \in \{-1, 0, 1\} \). Since \( g_{a_i,a_j}(x + t) = g_{a_i+t,a_j+t}(x) \) the terms on the right hand side can be expressed as a sum of values \( g'_{r}(c(\omega)) \) with total weight at most \( L^2 \).

Next, since \( c(\omega) \in X_1 \) and \( t \in (s + 1)T \) still, by Claim 2.4.5 we deduce that

\[
f'(c(\omega)) - f'(c(\omega) + t) = g_{a_x,a_m+t}(x) + \sum_{1 \leq i < j \leq L} b'_{i,j}g_{a_i,a_j}(x) + b''_{i,j}g_{a_i,a_j}(x + t)\]

(2.4)
for some $b'_{i,j}, b''_{i,j} \in \{-1, 0, 1\}$ and $\ell, m \in [L]$, and again every term on the right is one of the values $g'_i(c(\omega))$, with total weight $2L^2 + 1$. Adding (2.3) and (2.4) gives an expression for $\partial^{s+1}f'(c)$ of the desired form. \qed

This concludes the proof of Lemma 2.4.1. \qed

2.5. Iterating global structure and polynomial hierarchies. We now record the conclusions we get by applying Lemma 2.4.1 recursively to the lower-degree functions $g_1, \ldots, g_K$ it produces, and so on. The following definitions are designed to capture the data that arises when we do so.

Definition 2.5.1. Let $H$ be an abelian group, $X \subseteq H$ a subset, and let integers $s \geq 0$ and $d_0, d_1, \ldots, d_s \geq 0$ be given.

Suppose we have a tuple $f$ of functions $f_{i,j}: X \to \mathbb{R}$ for $0 \leq i \leq s$ and $1 \leq j \leq d_i$. In general we write $f_{\leq t}$ for the sub-tuple $(f_{i,j})$ with $i \leq t$, and similarly $f_{=t}$, etc.

Given some other function $g: X \to \mathbb{R}$, integers $k, t$ (with $0 \leq k, t \leq s + 1$), a set $S \subseteq C^k(H) \cap X^{[k]}$, and further function

$$
b: S \times [k] \to \bigoplus_{i=0}^{t-1} \mathbb{Z}^{d_i}
$$

(so, $b(c, \omega)$ is a tuple of integers mirroring the tuple $f_{\leq t-1}$), we say $g$ and $b$ satisfy the $k$-derivatives condition on $S$ with respect to $f$, with degree $t$ and parameter $M \geq 1$, if

$$
\partial^k g(c) = \sum_{\omega \in [k]} (-1)^{|\omega|} (b(c, \omega) \cdot f_{\leq t-1}(c(\omega)))
$$

(2.5)

holds for all $c \in S$, and if $\|b_{=r}(c, \omega)\|_1 \leq M^{t-r}$ for all $(c, \omega) \in S \times [k]$ and each $r$, $0 \leq r \leq t - 1$.

We often suppress explicit mention of $b$, and say more briefly that $g$ obeys the $(f, k, t, M)$-derivatives condition on $S$ if a suitable $b$ exists.

Now let $S_0, \ldots, S_{s+1}$ be a non-empty system of cubes, with $S_0 \subseteq X$. If for each $i, j$ ($0 \leq i \leq s$, $1 \leq j \leq d_i$) there is a function $b^{i,j}$ such that $f_{i,j}$ and $b^{i,j}$ obey the $(i+1)$-derivatives condition on $S_{i+1}$ with respect to $f_{\leq i-1}$, with degree $i$ and parameter $M$, we say $f$ (together with the functions $b^{i,j}$) forms a polynomial hierarchy (on $S_0, \ldots, S_{s+1}$, with degree $s$, dimensions $(d_0, d_1, \ldots, d_s)$ and parameter $M$).

Again we often suppress all mention of $b^{i,j}$ and say simply that $f$ is an $(s, d, M)$-polynomial hierarchy on $S_0, \ldots, S_{s+1}$.

Remark 2.5.2. In practice, the system of cubes $S_0, \ldots, S_{s+1}$ in the definition of a hierarchy will always have parameter $1 - \varepsilon$ for some small $\varepsilon > 0$, so should be thought of as encoding a precise technical notion of “almost all cubes”.

---

3We could instead apply a much stronger structure theorem, along the lines of Theorem 1.3.3, inductively to $g_1, \ldots, g_K$. It turns out that technical issues related to “reducibility”, discussed in the next section, are problematic in that setting, but are more tractable if we continue to work with softer statements in the spirit of Lemma 2.4.1 for now.
Also, note that the expression $M^{t-r}$ in the norm bound on $b$ is equivalent up to polynomial losses (for fixed $s$) to simply using $M$ as the bound; however, the graded bound behaves better when we combine derivative conditions of different degrees.

**Remark 2.5.3.** Our convention is that having a function $g$ obey a $k$-derivatives condition with degree $t = 0$ on a set $S$ is interpreted as a complicated way of saying that $\partial^k f(c) = 0$ for all $c \in S$.

Most statements—but not all—avoid this degenerate case. For instance, it is implicit in the description of the bottom level functions $f_{0,j}$ in the hierarchy, for $j \in [d_0]$: by this convention they satisfy $f_{0,j}(x) - f_{0,j}(y) = 0$ whenever $[x, y] \subseteq S_1$. When $S_0, \ldots, S_{s+1}$ has parameter greater than $1/2$, this is equivalent to saying that $f_{0,j}$ is a constant function on $S_0$ (since for any $x, y \in S_0$ we can find some $z \in H$ with $[x, z], [y, z] \subseteq S_1$, so $f_{0,j}(x) = f_{0,j}(z) = f_{0,j}(y)$).

We can conveniently summarize all the work of this section in this terminology, including a recursive application of Lemma 2.4.1, in the following result.

**Corollary 2.5.4.** Let $s \geq 1$, $X \subseteq H$, and suppose $g: X \to \mathbb{R}$ is an approximate polynomial with degree $s$ and parameter $\delta > 0$. Also let $\varepsilon > 0$ be a parameter.

Then there exists a system of cubes $S_0, \ldots, S_{s+1}$ with parameter $1 - \varepsilon$, an $(s - 1, d, M)$-polynomial hierarchy $f$ on $S_0, \ldots, S_s$, a set $Y \subseteq S_0 \cap X$, and a function $\tilde{g}: S_0 \to \mathbb{R}$, such that

1. $g|_Y = \tilde{g}|_Y$ and $\mu(Y) \gg_s \delta^{O_s(1)}$;
2. $\tilde{g}$ obeys the $(f, s+1, s, M)$-derivatives condition on $S_{s+1}$; and
3. the quantities $D = \sum_{i=0}^{s-1} d_i$ and $M$ satisfy $D, M \ll_s (\varepsilon \delta)^{-O_s(1)}$.

**Proof.** We apply Corollary 2.2.4 to $g$ to obtain a system of cubes $S_0^{(0)}, \ldots, S_{s+1}^{(0)}$ of parameter $\delta_0 \gg_s \delta$, with $S_0 \subseteq X$ and $\partial^{s+1} g(c) = 0$ for all $c \in S_{s+1}$.

Next we apply Lemma 2.3.1 to $S_0^{(0)}, \ldots, S_{s+1}^{(0)}$ to obtain a subsystem $S_0^{(1)}, \ldots, S_{s+1}^{(1)}$ with parameter $\delta_1 \gg \delta_0 - O_s(h_0^{1/O_s(1)}/\delta_0)$ with the property that each connected component of $S_0^{(1)}$ has normalized Cheeger constant at least $h_0$. By a suitable choice of $h_0 \gg_s \delta^{O_s(1)}$ we can ensure $\delta_1 \geq \delta_0/2$.

By Remark 2.3.2, we can pass to just one of these components to obtain a system of cubes $S_0^{(2)}, \ldots, S_{s+1}^{(2)}$ with the same parameters. Note $S_0^{(2)} \subseteq S$ is large, in that $\mu(S_0^{(2)}) \geq \delta_1$ (see Remark 2.2.2 again).

We now state for induction the following claim.

**Claim 2.5.5.** Let $t \geq 1$ and suppose $T_0, \ldots, T_{t+1}$ is a system of cubes with parameter $\delta' > 0$, such that the graph on $T_0, T_1$ has normalized Cheeger constant $h > 0$ (in the sense of Lemma 2.3.1). Also suppose $g: T_0 \to \mathbb{R}$ satisfies $\partial^{t+1} g(c) = 0$ for all $c \in T_{t+1}$, and let $\varepsilon' > 0$ be a parameter.

Then there exists a system of cubes $S_0, \ldots, S_{t+1}$ with parameter $1 - \varepsilon'$, a $(t - 1, d, M)$-polynomial hierarchy $f$ on $S_0, \ldots, S_t$, and a function $\tilde{g}: S_0 \to \mathbb{R}$, such that

1. $g|_{S_0 \cap T_0} = \tilde{g}|_{S_0 \cap T_0}$;
2. $\tilde{g}$ obeys the $(f, t+1, t, M)$-derivatives condition; and
the quantities \( D = \sum_{i=0}^{t-1} d_i \) and \( M \) satisfy \( D, M \ll_{t} (\varepsilon \delta h^{-O(1)}) \).

To complete the proof, we apply the claim to \( g \) and \( T_k = S_k^{(2)} \), with \( t = s \), \( \delta' = \delta_1 \), \( h = h_0 \) and \( \varepsilon' = \min(\varepsilon, \delta_1/2) \). Using the function \( \tilde{g} \) and the system \( S_0, \ldots, S_{s+1} \) returned by the claim, together with \( Y = S_0^{(2)} \cap S_0 \) (so that \( \mu(Y) \geq \delta_1 - \varepsilon' \geq \delta_1/2 \)), gives the result.

Proof of claim. We apply Lemma 2.4.1 to \( g \) with the further parameter \( \varepsilon_0 \) to be determined. This gives integers \( K, M_1 \ll_{s} (h \delta')^{-O(1)} \log(2/\varepsilon_0)^{O(1)} \); functions \( g_1, \ldots, g_K \), where each \( g_i \) for \( 1 \leq i \leq K \) is equipped with a system of cubes \( T_0^{(i)}, \ldots, T_t^{(i)} \) of degree \( t-1 \) and parameter \( \delta' \); sets \( X \subseteq H \) and \( S \subseteq C^{t+1}(H) \) with \( \mu(X), \mu(S) \geq 1 - \varepsilon_0 \); and a function \( \tilde{g} : X \to \mathbb{R} \); all with the properties given in the statement.

By Lemma 2.2.5, we can build a system of cubes \( S_0', \ldots, S_{t+1}' \) with parameter \( 1 - O_{t}(\varepsilon_0^{1/O(1)}) \) such that \( X \subseteq S_0' \) and \( S_{t+1}' \subseteq S \). Then, \( \tilde{g} \) obeys the \((t+1)\)-derivatives condition on \( S_{t+1}' \) with respect to the tuple \((g_1, \ldots, g_K)\) (i.e., having \( d_{t-1} = K \) and \( d_i = 0 \) for \( 0 \leq i < t - 1 \), with degree \( t \) and parameter \( M_1 \).

Now we apply Lemma 2.3.1 again to each function \( g_i \) (or more accurately, to its system of cubes \( T_0^{(i)}, \ldots, T_t^{(i)} \), with some parameter \( h_1 \), to get subsystems \( T_0^{(i)}, \ldots, T_t^{(i)} \) with parameter \( \delta_1 = \delta' - O_{s}(h_1^{1/O(1)})/\delta' \) and \( \mu(T_k^{(i)} \setminus T_k^{(i)}) \ll_{s} h_1^{1/O(1)})/\delta' \), whose normalized Cheeger constants on each connected component are bounded below by \( h_1 \). By Remark 2.3.2 we may split these systems into connected components to get systems \( T_0^{(i)}, \ldots, T_t^{(i)} \) for \( 1 \leq i \leq K \) and \( 1 \leq j \leq k_i \), where \( k_i \leq 1/\delta_1 \) for each \( i \).

Now, each restriction \( \tilde{g}_{i}\big|_{T_0^{(i)}} \) obeys the hypotheses of the claim, replacing \( t \) by \( t - 1 \), \( h \) by \( h_1 \) and \( \delta' \) by \( \delta_1 \). Applying the claim inductively (and referring to Remark 2.4.3 and Remark 2.5.3 for the absent base case \( t = 0 \)) with some new parameter \( \varepsilon_1 \), for each such restriction we get a system of cubes \( S_0^{(i,j)}, \ldots, S_t^{(i,j)} \) of parameter at least \( 1 - \varepsilon_1 \), a polynomial hierarchy \( f^{(i,j)} \) of degree \( t-1 \), total dimension \( D^{(i,j)} \) and parameter \( M^{(i,j)} \), and an extension of \( g_{i,j} \) to a function \( \tilde{g}_{i,j} \) on \( S_0^{(i,j)} \) that obeys the \( (f^{(i,j)}, t, t - 1, M^{(i,j)}) \)-derivatives condition, obeying the various conditions in the statement.

Applying Lemma 2.2.5 (or less wastefully, deploying some of the arguments in the proof), we can replace each of these systems of cubes with another one \( S_0^{(i,j)}, \ldots, S_{t+1}^{(i,j)} \) of degree \( t \) rather than \( t - 1 \), with parameters at least \( 1 - O_{t}(\varepsilon_1^{1/O(1)}) \), and such that \( S_k^{(i,j)} \subseteq S_k^{(i,j)} \) for each \( 1 \leq k \leq t \).

If we now intersect all of the systems of cubes in sight, i.e., setting

\[
S_k = S_k' \cap \bigcap_{i,j} S_k^{(i,j)}
\]

for each \( 0 \leq k \leq t + 1 \), then this is a system of cubes of parameter \( 1 - \varepsilon_2 \) where

\[
\varepsilon_2 \ll_{t} \varepsilon_0^{1/O(1)} + (K/\delta_1) \varepsilon_1^{1/O(1)}
\]
(by a union bound). Then, we can form a polynomial hierarchy \( f \) by combining all the hierarchies \( f^{(i,j)} \), as well as the functions \((\tilde{g}_{i,j})_{i \in [k], j \in [k]}\); i.e.,

\[
f = k = \bigoplus_{i,j} f^{(i,j)}
\]

for \( 1 \leq k < t - 1 \), and \( f_{=t-1} = (\tilde{g}_{1,1}, \ldots, \tilde{g}_{K,K}) \). This is a \((t - 1, d, M)\)-polynomial hierarchy on \( S_0, \ldots, S_{t+1} \), where

\[
D = \sum_{k=0}^{t-1} d_k \leq K/\delta_1 + \sum_{i,j} D^{(i,j)} \ll_t (K/\delta_1)(\varepsilon_1 \delta_1 h_1)^{-O_t(1)}
\]

and

\[
M = \max_{i,j} M^{(i,j)} \ll_t \max_{i,j} \left((\delta'h)^{-O_t(1)} \log(2/\varepsilon')O_t(1), (h_1 \delta_1 \varepsilon_1)^{-O_t(1)}\right),
\]

following directly from the facts that each \( f^{(i,j)} \) is a polynomial hierarchy and that each \( \tilde{g}_{i,j} \) obeys a derivatives condition on \( f^{(i,j)} \). Moreover, by construction \( \tilde{g} \) obeys the \((f, t + 1, t, M)\)-derivatives condition on \( S_{t+1} \); indeed, it obeys a derivatives condition with respect to the functions \( g_{i,j} \) on \( S_{t+1} \); the tuple \( f \) contains all functions \( \tilde{g}_{i,j} \); and for any \( c \in S_{t+1} \) we have \( g_{i,j}(c(\omega)) = \tilde{g}_{i,j}(c(\omega)) \) for each \( \omega \in [t + 1] \) (since \( S_0 \supseteq S_0^{(t,j)} \)).

Finally, we must exhibit a choice of the parameters \( \varepsilon_0, \varepsilon_1, h_1 \) so that \( \varepsilon_2 \leq \varepsilon' \) but \( M, D \) are not too large. For a suitable \( h_1 \gg_t \delta'O_t(1) \) we can guarantee \( \delta_1 \geq \delta'/2 \). Next we pick a suitable \( \varepsilon_0 \gg_t \varepsilon'O_t(1) \) so that the first term in (2.6) is at most \( \varepsilon'/2 \). This means \( K \ll_t (\delta'\varepsilon'^t)^{-O_t(1)} \), and so we can pick \( \varepsilon_1 \) small enough that the second term in (2.6) is again at most \( \varepsilon'/2 \), while keeping \( \varepsilon_1 \gg_t (\delta'\varepsilon')^{-O_t(1)} \). \( \square \)

This completes the proof of Corollary 2.5.4. \( \square \)

3. Improving the global structure

Again in this section we let \( H \) denote an arbitrary finite abelian group unless otherwise stated. We will need to assume at times that \( H \) has no large subgroups.

Our current task is to show that polynomial hierarchies (in the sense of Definition 2.5.1) can always be replaced by ones with additional structural properties. This prepares us for proving a structure theorem for polynomial hierarchies in the next section.

3.1. Outline of the argument. It is necessary to refine the derivatives condition from Definition 2.5.1 to get more information about the functions \( b(c, \omega) \). If we can assume these functions exhibit some kind of rigid algebraic structure, this can later be exploited to obtain genuinely algebraic objects.

To illustrate this we consider the case \( s = 1 \). For simplicity we assume the underlying system of cubes is everything. The set-up is that we have one function \( f: H \to \mathbb{R} \) and a tuple of constant functions \( f_{=0} = (f_{0,1}, \ldots, f_{0,d_0}) \) such that for some \( b: C^2(H) \times [2] \to \mathbb{Z}^{d_0} \) we have

\[
\partial^2 f(c) = (b(c, 00) - b(c, 01) - b(c, 10) + b(c, 11)) \cdot f_{=0};
\]

(3.1)
we investigate the behavior of $B(c, \omega)$ below for a graphical representation. In symbols, if $c_0 = [[x, x+h], [z, z+h]]$ and $c_1 = [[y, y+h], [z, z+h]]$ are two elements of $C^2(H)$ with a common upper face $[z, z+h]$, we can glue along this face to obtain $c = [[x, x+h], [y, y+h]]$.

If we know the values of $B(c_0), B(c_1)$, then a possible value of $B(c)$ is just $B(c_0) - B(c_1)$: this will automatically satisfy (3.1), since any derivative $\partial^2 g$ obeys the cocycle-type identity

$$\partial^2 g([[x, x+h], [y, y+h]]) = \partial^2 g([[x, x+h], [z, z+h]]) - \partial^2 g([y, y+h], [z, z+h])]$$

which we apply with $g = f$. However, it is not necessarily true that $B(c) = B(c_0) - B(c_1)$, since $B(c)$ and $B(c_0) - B(c_1)$ could be two different bounded elements of $\mathbb{Z}^{d_0}$ whose dot products with $f_{l=0}$ give the same value.

If this happens, though, it means that there is some low-weight relation between the constants $(f_{l=0}, \ldots, f_{l=d_0})$. We think of this as a kind of redundancy in the hierarchy at degree 0. In this case, we can apply some change of coordinates to find a smaller set of constants $f'_{l=0}$, such that each original constant $f_{l=0}$ is a bounded integer combination of the new constants, but all the original low-weight relations have been quotiented out. We then need to modify $B$ to $B'$ to reflect this coordinate change.

After this correction, the cocycle-like condition $B'(c) = B'(c_0) - B'(c_1)$ will indeed hold. In Lemma 3.3.7 we prove a strong classification of functions satisfying cocycle-like conditions of this type: in this case, the conclusion would be that $B' = \partial^2 g$ for some $g : H \to \mathbb{R}$ which is itself a nil-polynomial of degree 1, and this is enough to complete the proof (although for $s > 1$ there is rather more left to do, as covered in the next section).

The remaining task is to formalize the preceding discussion, introduce tolerance for errors (i.e., when $S_k \neq C^k(H)$), and generalize it to the case of higher $s$. Unfortunately the last two of these, and the last in particular, seem to require far greater technical complexity than this sketch might suggest. We briefly summarize some of the necessary components.

- We first address the unnecessary freedom implicit in allowing $2^k$ distinct values $b(c, \omega)$ in (2.5) for each $c$, for general $k$ and $t$. Because $f_{s=0}$ no longer consists of constant functions this is a bit more involved. However, it is possible (and useful) to put $b(c, \omega)$ into a simply stated normal form; see Definition 3.2.1. This is all addressed in Section 3.2.
- In Section 3.3 we investigate the behavior of $b(c, \omega)$ (assumed to be in normal form) under gluing cubes together. This leads us to define generalizations of the cocycle-type conditions discussed above, which describe what we expect to see in the absence of “redundancies”. This
is formalized in the key notion of the strong derivatives condition in Definition 3.3.3, which uses among other things the notion of a what we term a generalized cocycle in Definition 3.3.2.

In the same section we state and prove an important structural result classifying these generalized cocycles (Lemma 3.3.5). The core of the proof is an averaging argument that appears in [CS10], and which is not conceptually difficult; however, the need to handle the 99% case (where $S_k \neq C^k(H)$) efficiently, imposes costs on the proof in terms of complexity.

Lastly, in Section 3.4 we consider what to do when “redundancies” are in fact present. In the sketch above, a redundancy meant a linear combination of functions which is zero; in general the term has to include linear combinations of functions which behave a bit like they had smaller degree than they are supposed to.

The main steps are to (i) formalize a precise notion of “redundancy”, (ii) show that any failure to obey a strong derivatives condition must come from a redundancy in this precise sense, and (iii) demonstrate how to eliminate redundancies from a hierarchy in a protracted inductive fashion. Again, this involves a great deal of technical work.

### 3.2. A normal form for $b$-functions

Recall our goal is to reduce the amount of freedom in functions $\omega \mapsto b(c, \omega)$ appearing in the derivatives condition (2.5). That is, we would like a normal form for such $b$ which is unique up to elementary manipulations that do not alter the right hand side of (2.5). In the discussion above for $s = 1$, this exactly means those manipulations that do not alter the value of the quantity we termed $B(c)$.

The notation $F_\eta, F^\eta$ and $F_i, F^i$ to denote certain upper or lower faces of $[k]$ will be used extensively in this section, and is given in Section 1.6.

The normal form we will use is not hard to define.

**Definition 3.2.1.** If $d_0, \ldots, d_{t-1}$ are integers, we say a function

$$b: [k] \rightarrow \bigoplus_{r=0}^{t-1} \mathbb{Z}^{d_r}$$

is in normal form, if $b_{\equiv i}(\omega) = 0$ for all $0 \leq i \leq t-1$ and all $\omega \in [k], |\omega| \geq i+1$. Similarly, if $S \subseteq C^k(H)$ we say a function

$$b: S \times [k] \rightarrow \bigoplus_{r=0}^{t-1} \mathbb{Z}^{d_r}$$

is in normal form if $\omega \mapsto b(c, \omega)$ is normal form for each $c \in S$.

We can show that any function $b$ appearing in a derivatives condition on a polynomial hierarchy can be put into normal form.

**Lemma 3.2.2.** Suppose that $f$ is an $(s, d, M)$-polynomial hierarchy on a system of cubes $S_0, \ldots, S_{s+1}$; that $S \subseteq C^k(H)$ is a set of cubes such that $c|_F \in S_{\dim F}$ for each $c \in S$ and each face $F$ of $[k]$ of dimension at most $s+1$; and that $g: S_0 \rightarrow \mathbb{R}$ and $b$ obey the $(f, k, t, M)$-derivatives condition on $S \subseteq C^k(H)$. Here $k, t$ are integers satisfying $k \geq 0$ and $1 \leq t \leq s+1$. 


Then there exists a function $b': S \times [k] \to \bigoplus_{i=0}^{t-1} \mathbb{Z}^{d_i}$ in normal form such that $g$ and $b'$ obey the $(f, k, t, O_{k,t}(M))$-derivatives condition. Also, for the part $b'_{=t-1}$ we may give an explicit formula:—

$$b'_{=t-1}(c, \omega') = \sum_{\omega \in [k]} Z_{t-1}(\omega, \omega') b_{=t-1}(c, \omega)$$

where $Z_r(\omega, \omega')$ are the integer coefficients

$$Z_r(\omega, \omega') = \sum_{\eta \in [k], \omega \supseteq \omega', |\eta| \leq r} (-1)^{|\omega|-|\eta|}. \quad (3.2)$$

We will not prove anything along those lines now, but it will turn out that this does indeed account for all the surplus freedom in the choice of $b$; i.e., $b'$ satisfying these conditions is unique under elementary manipulations.

**Remark 3.2.3.** Given any abelian group $A$ and any function $\tau: [k] \to A$, and defining $\tau': [k] \to A$ as above by

$$\tau'(\omega') = \sum_{\omega \in [k]} Z_r(\omega, \omega') \tau(\omega)$$

using the same coefficients $Z_r$, it is automatic that $\tau'(\omega') = 0$ when $|\omega'| \geq r + 1$, and we also observe

$$(\tau - \tau')(\omega') = - \sum_{\omega \supseteq \omega', |\eta| \leq r, \omega \neq \omega'} (-1)^{|\omega|-|\eta|} \tau(\omega) = \sum_{\omega \supseteq \omega', |\eta| \geq r+1, \omega \neq \omega'} (-1)^{|\omega|-|\eta|} \tau(\omega)$$

(see (3.4) below) or equivalently

$$\tau - \tau' = \sum_{|\eta| \geq r+1} (-1)^{|\eta|} 1_{F_{\eta}}(\omega') \left( \sum_{\omega \supseteq \eta} (-1)^{|\omega|} \tau(\omega) \right);$$

that is, $\tau - \tau'$ is a linear combination of indicator functions of (lower) faces of dimension at least $r + 1$. In fact these two properties uniquely determine the normal form transformation described by the matrix $Z_r$.

**Proof of Lemma 3.2.2.** First we note that we may as well handle each $c \in S$ independently (and given it is possible to have $|S| = 1$ this is no loss). That is: fix some $c \in C^k(H)$ whose faces $c|_F$ all lie in $S_{\text{dim } F}$ (provided $\text{dim } F \leq s + 1$), and some configuration $b': [k] \to \bigoplus_{r=0}^{t-1} \mathbb{Z}^{d_r}$. Suppose that $\|b_{=r}(\omega)\|_1 \leq M^{t-r}$ for each $r$ $(0 \leq r \leq t-1)$ and $\omega \in [k]$. Then our goal is to find some $b': [k] \to \bigoplus_{r=0}^{t-1} \mathbb{Z}^{d_r}$ such that

$$\sum_{\omega \in [k]} (-1)^{|\omega|} b(\omega) \cdot f(c(\omega)) = \sum_{\omega \in [k]} (-1)^{|\omega|} b'(\omega) \cdot f(c(\omega)); \quad (3.3)$$

$b'$ is in normal form; and $\|b'_{=r}(\omega)\|_1 \ll_{k,t} M^{t-r}$ for each $r$ $(0 \leq r \leq t-1)$ and $\omega \in [k]$.

We record the following general lemma, which can be thought of as a discrete variant of the Leibniz rule for derivatives of products.
Lemma 3.2.4 ("Discrete Leibnitz rule"). Suppose $\alpha, \beta: [k] \to \mathbb{R}$ are two functions. Then

$$\sum_{\omega \in [k]} (-1)^{||\omega||} \alpha(\omega) \beta(\omega) = \sum_{\eta \in [k]} (-1)^{||\eta||} \left( \sum_{\omega \subseteq \eta} (-1)^{||\omega||} \alpha(\omega) \right) \left( \sum_{\omega' \supseteq \eta} (-1)^{||\omega'||} \beta(\omega') \right).$$

Proof. The right hand side expands to

$$\sum_{\eta \subseteq \omega' \subseteq [k]} (-1)^{||\eta|| + ||\omega'|| - ||\omega||} \alpha(\omega) \beta(\omega')$$

and so the result follows provided that for each pair $\omega \subseteq \omega'$ in $[k],

$$\sum_{\eta: \omega \subseteq \eta \subseteq \omega'} (-1)^{||\eta||} = \begin{cases} (-1)^{||\omega||} : \omega = \omega' \\ 0 : \omega \neq \omega'. \end{cases} \quad (3.4)$$

Indeed, the left hand side may be expressed as

$$(-1)^{||\omega||} (1 - 1)^{||\omega'|| - ||\omega||}$$

which is equal to the right hand side. $\square$

One consequence is that for any $r, 0 \leq r \leq t - 1,$

$$\sum_{\omega \in [k]} (-1)^{||\omega||} (f_{=r}(c(\omega)) \cdot b_{=r}(\omega)) = \sum_{\eta \in [k]} (-1)^{||\eta||} \left( \sum_{\omega \subseteq \eta} (-1)^{||\omega||} f_{=r}(c(\omega)) \right) \cdot \left( \sum_{\omega' \supseteq \eta} (-1)^{||\omega'||} b_{=r}(\omega') \right).$$

We note that the left bracket is exactly $\partial^{||\eta||} f_{=r}(c(\omega)),$ which for terms with $||\eta|| \geq r + 1$ may be re-expressed in terms of lower-degree functions $f_{\leq r}$ in the hierarchy, using the derivatives condition on each function in $f_{=r}.$ Hence, up to making lower-degree corrections we have more-or-less total freedom to choose the values $\sum_{\omega' \supseteq \eta} (-1)^{||\omega'||} b_{=r}(\omega')$ for $||\eta|| \geq r + 1,$ and in particular could choose them to be zero, without affecting the left hand side of (3.3). Iterating this observation for $r$ ranging from $t - 1$ down to 0 in that order will give the result.

Formally, we set up the following claim for inductive purposes.

Claim 3.2.5. Let $f, k, t, M$ and $c$ be as above, let $r$ be an integer, $0 \leq r \leq t - 1,$ and suppose $\alpha: [k] \to \bigoplus_{i=0}^{t-r} \mathbb{Z}^d_i$ is any configuration with $||\alpha_{=i}(\omega)||_1 \leq R^{t-i}$ for each $i (0 \leq i \leq r)$ and $\omega \in [k].$ Then there exist $\alpha': [k] \to \bigoplus_{i=0}^{t-r} \mathbb{Z}^d_i$ and $\beta: [k] \to \mathbb{Z}^{d'}$ such that $||\beta(\omega)||_1 \leq 4^k R^{t-r}$ for each $\omega,$ $||\alpha'_{=i}(\omega)||_1 \leq R^{t-i} + 4^k R^{t-r} M^{t-i}$ for each $i (0 \leq i \leq r - 1)$ and each $\omega,$ $\beta(\omega) = 0$ for each $||\omega|| \geq r + 1,$ and

$$\sum_{\omega \in [k]} (-1)^{||\omega||} \alpha(\omega) \cdot f_{\leq r}(c(\omega)) = \sum_{\omega \in [k]} (-1)^{||\omega||} \alpha'(\omega) \cdot f_{\leq r}(c(\omega)) + \sum_{\omega \in [k]} (-1)^{||\omega||} \beta(\omega) \cdot f_{=r}(c(\omega)). \quad (3.5)$$

Moreover, explicitly we have

$$\beta(\omega') = \sum_{\omega \in [k]} Z_r(\omega, \omega') \alpha_{=r}(\omega) \quad (3.6)$$
where \( Z_r \) are the coefficients in (3.2).

**Proof of claim.** First set
\[
B(\eta) = \sum_{\omega \geq \eta} (-1)^{|\omega|} \alpha_{=r}(\omega)
\]
for each \( \eta \in [k] \), so that
\[
\sum_{\omega \in [k]} (-1)^{|\omega|} \alpha_{=r}(\omega) \cdot f_{=r}(c(\omega)) = \sum_{\eta \in [k]} (-1)^{|\eta|} B(\eta) \cdot \partial^{(|\eta|)} f_{=r}(c|_{F_n})
\]
by Lemma 3.2.4. We then split the sum into cases \(|\eta| \leq r\) and \(|\eta| \geq r + 1\).

Since \( f \) is a polynomial hierarchy, for each \( 1 \leq i \leq d_r \) and each \( \eta \in [k] \), \( |\eta| \geq r + 1 \), there is a configuration \( \gamma^{i,\eta} : F_\eta \to \bigoplus_{j=0}^{r-1} \mathbb{Z}^{d_i} \) with \( \|\gamma^{i,\eta}_{=j}(\omega)\|_1 \leq M^{r-j} \) for each \( j \) and each \( \omega \in F_\eta \), such that
\[
\partial^{(|\eta|)} f_i(c|_{F_n}) = \sum_{\omega \in F_\eta} (-1)^{|\omega|} \gamma^{i,\eta}(\omega) \cdot f_{\leq r-1}(c(\omega))
\]
indeed, when \(|\eta| = r + 1\) this is by definition, and when \(|\eta| > r + 1\) this follows by decomposing \( \partial^{(|\eta|)} f_i(c|_{F_n}) \) as a sum of \((r + 1)\)-derivatives of \( f_i \) on faces of \( c|_{F_n} \) of dimension exactly \( r + 1 \).

We deduce that
\[
\sum_{\omega \in [k]} (-1)^{|\omega|} \alpha_{=r}(\omega) \cdot f_{=r}(c(\omega)) = \sum_{|\eta| \leq r} (-1)^{|\eta|} B(\eta) \cdot \left( \sum_{\omega \leq \eta} (-1)^{|\omega|} f_{=r}(c(\omega)) \right)
\,+ \sum_{|\eta| \geq r + 1} (-1)^{|\eta|} \sum_{i=1}^{d_r} B(\eta) \frac{\omega \leq \eta}{|\eta|} \gamma_{=i,\eta}(\omega) \cdot f_{\leq r-1}(c(\omega)).
\]
Hence, we may define
\[
\alpha'(\omega') = \alpha_{\leq r-1}(\omega') + \sum_{|\eta| \geq r + 1} (-1)^{|\eta|} \sum_{i=1}^{d_r} B(\eta) \frac{\omega \leq \eta}{|\eta|} \gamma_{=i,\eta}(\omega')
\]
and
\[
\beta(\omega') = \sum_{\eta \geq r+1 \atop |\eta| \leq r} (-1)^{|\eta|} B(\eta)
\]
which by the preceding discussion satisfy (3.5). Unwrapping the definitions of \( \beta, B \) and \( Z_r \) immediately gives (3.6), and the bounds on \( \|\beta(\omega)\|_1 \) and \( \|\alpha'_{=i}(\omega)\|_1 \) follow from their definitions.

To finish the proof of the lemma, we define \( \beta'_{=r} \) and auxiliary configurations
\[
\alpha^{(r)} : [k] \to \bigoplus_{i=0}^{r} \mathbb{Z}^{d_i}
\]
\footnote{Another way of saying this is that the \((f, k, t, M)\)-derivatives condition immediately implies the \((f, k', t, M)\)-derivatives condition for \( k' > k \).}
for \( r \) from \( t - 1 \) down to 0 recursively as follows: set \( \alpha^{(t-1)} = b \), and then let \( \alpha^{(r-1)} \) and \( b'_{r} \) be the configurations \( \alpha' \) and \( \beta \) respectively obtained by applying the claim to \( \alpha^{(r)} \).

We note that a direct formula for \( b'_{i} \) in terms of \( b_{i} \) is not possible for \( i < t - 1 \), as there are necessarily correction terms which depend on the polynomial hierarchy \( f \).

3.3. Cocycles and the strong derivatives condition. For this discussion suppose that \( S_{0}, \ldots, S_{s+1} \) is a system of cubes, \( f \) is an \((s,d,M)\)-polynomial hierarchy on \( S_{0}, \ldots, S_{s+1} \), that \( g: S_{0} \to \mathbb{R} \) and \( b(c,\omega) \) obey an \((f,k,t,M)\)-derivatives condition on \( S \subseteq C^{k}(H) \) (where \( k \geq 0 \) and \( 1 \leq t \leq s+1 \)), and that \( b \) is in normal form in the sense of Definition 3.2.1. We now consider compatibility conditions on \( b(c,\omega) \) across different choices of \( c \).

The key set-up consists of two cubes that can be glued together to form another cube. Specifically, let \( T_{k,i} \) denote the set of all triples of cubes \((c_{0}, c_{1}, c)\) in \( C^{k}(H) \), such that \( c_{0} \) and \( c_{1} \) have the same upper face in direction \( i \), i.e. \( c_{0}|_{F_{i}} = c_{1}|_{F_{i}} \), and \( c = [c_{0}|_{F_{i}}, c_{1}|_{F_{i}}] \) is obtained by glueing \( c_{0} \) and \( c_{1} \) together along that face. Concretely, \( T_{k,i} \) is indexed by tuples \((x, h_{1}, \ldots, h_{k}, h'_{i})\) \( \in H^{k+2} \), as follows:

\[
T_{k,i} = \left\{ (c_{0}, c_{1}, c) : \ (x, h_{1}, \ldots, h_{k}, h'_{i}) \in H^{k+2}, \right\}
\]

\[
c = \angle(x; h_{1}, \ldots, h_{i}, \ldots, h_{k})
\]

\[
c_{0} = \angle(x; h_{1}, \ldots, h_{i} + h'_{i}, \ldots, h_{k})
\]

\[
c_{1} = \angle(x + h_{i}; h_{1}, \ldots, h_{i}', \ldots, h_{k})
\]

The derivative \( \partial^{k} g \) always obeys the cocycle-like condition \( \partial^{k} g(c) - \partial^{k} g(c_{0}) + \partial^{k} g(c_{1}) = 0 \) for any triple \((c_{0}, c_{1}, c)\) \( \in T_{k,i} \) where it is well-defined: indeed, each value \( g(x) \) appears an equal number of times with a positive and negative sign. When \( k = 2 \) and \( i = 1 \) this set-up is illustrated in Figure 1.

It follows that (provided \( c_{0}, c_{1} \in S \))

\[
\partial^{k} g(c) = \sum_{\omega \in [k]} (-1)^{|\omega|} f_{\leq t-1}(c_{0}(\omega)) \cdot b(c_{0}, \omega) - \sum_{\omega \in [k]} (-1)^{|\omega|} f_{\leq t-1}(c_{1}(\omega)) \cdot b(c_{1}, \omega)
\]

\[
(3.8)
\]
by combining the derivatives conditions at \(c_0\) and \(c_1\). Regrouping terms, we see that

\[
\partial^k g(c) = \sum_{\omega \in [k]} (-1)^{\|\omega\|} f_{\leq t-1}(c(\omega)) \cdot b(\omega) + \sum_{\omega \in F^i} (-1)^{\|\omega\|} f_{\leq t-1}(c_0(\omega)) \cdot (b(c_0, \omega) - b(c_1, \omega))
\]

where

\[
b(\omega) = \begin{cases} 
  b(c_0, \omega) & : \omega(i) = 0 \\
  b(c_1, \omega \setminus \{i\}) & : \omega(i) = 1.
\end{cases}
\]

We would like this to be an alternative derivatives condition for \(g\) at \(c\), and then use some sort of uniqueness to compare \(b\) with \(b(c, \omega)\) and thereby get a cocycle-type compatibility statement between \(b(c, -), b(c_0, -)\) and \(b(c_1, -)\). There are two problems:

(i) The second term involves values of \(f\) at the vertices of the common upper face \(c_0|_{F^i} = c_1|_{F^i}\), which are not vertices of \(c\). Hence, if the associated coefficients are non-zero this is not a legal derivatives condition at \(c\).

(ii) If it happens to be true that \(b(c_0, \omega) = b(c_1, \omega)\) for all \(\omega \in F^i\), that term disappears and we do get an alternative derivatives condition at \(c\) using the configuration \(b\). However, \(b\) is not typically in normal form, and would have to be placed in normal form before we could compare it to \(b(c, -)\), which means in particular that we would lose explicit control over all but the top piece \(b_{c_{t-1}}\).

It turns out it is natural to deal with (i) by introducing a requirement that \(b(c_0, \omega) = b(c_1, \omega)\) for all \(\omega \in F^i\). This is usually true in practice, e.g. for the example functions and suitable hierarchies considered in Remark 2.4.2 (with everything put in normal form). A failure of this requirement will be interpreted as evidence of some redundancy.

The objection in (ii) is unavoidable: a naïve cocycle-like compatibility condition simply does not hold for \(b_{c_i}\) for \(i < t-1\) in this setting. However, in the overall geography of the proof, having structure in \(b_{c_{t-1}}\) will be good enough to start an induction.

It is therefore natural to make the following definitions concerning the structure we expect to see in \(b\), if there are no redundancies (a term which as yet still has no precise definition). We refer to the definition of \(T_{k,i}\) from (3.7).

**Definition 3.3.1.** If \(S \subseteq C^k(H)\), \(b: S \times [k] \to \mathbb{Z}^d\) is a function and \(\delta > 0\) a parameter, we say \(b\) is \(\delta\)-almost upper compatible on \(S\) if the following holds: for all \(\omega \in [k]\) and all \(i \in [k]\) with \(\omega(i) = 1\), we have

\[
|\{(c_0, c_1, c) \in T_{k,i}: c_0, c_1 \in S, b(c_0, \omega) \neq b(c_1, \omega)\}| \leq \delta |H|^{k+2}.
\]

If this holds for \(\delta = 0\), we just say \(b\) is upper compatible on \(S\). In that case, this equivalently states that for each fixed \(\omega \in [k]\) the function \(c \mapsto b(c, \omega)\) only depends on the value of the upper face \(c|_{F^\omega}\).

**Definition 3.3.2.** Let \(S \subseteq C^k(H)\), let \(r\) be an integer \((0 \leq r \leq k-1)\) and let \(b: S \times [k] \to \mathbb{Z}^d\) a function in normal form. Finally let \(\delta > 0\) be a parameter.
We say \( b \) is a generalized \( k \)-cocycle of type \( r \) and loss \( \delta > 0 \) on \( S \), if (i) \( b \) is \( \delta \)-almost upper compatible on \( S \), and (ii) the following holds for each \( i \in [k] \). Of the triples \((c_0, c_1, c) \in T_k, i \) with \( c_0, c_1, c \in S \), at most \( \delta|H|^{k+2} \) fail to have the following property: for each \( \omega' \in [k] \) we have

\[
\begin{align*}
\sum_{\omega \in [k]} Z_r(\omega, \omega') b(\omega) = b(c, \omega')
\end{align*}
\]

where

\[
\begin{align*}
b(\omega) = \begin{cases} b(c_0, \omega) & : \omega(i) = 0 \\ b(c_1, \omega \setminus \{i\}) & : \omega(i) = 1 \end{cases}
\end{align*}
\]

and \( Z_r(\omega, \omega') \) are the coefficients defined in (3.2).

**Definition 3.3.3.** If \( X \subseteq H \), \((f_{i,j})\) is a tuple of functions \( X \to \mathbb{R} \) of shape \( d_0, \ldots, d_s \), and \( g: X \to \mathbb{R} \) and \( b \) obey the \((f, k, t, M)\)-derivatives condition on \( S \subseteq C^k(H) \) (where \( k \geq 0 \) and \( 1 \leq t \leq s + 1 \)), we say they satisfy the strong \( k \)-derivatives condition on \( S \) with respect to \( f \), with degree \( t \), parameter \( M \geq 1 \), and loss \( \delta > 0 \), if:

(i) \( b \) is in normal form;

(ii) \( b_{=i} \) is \( \delta \)-almost upper compatible on \( S \) for each \( i \) \((1 \leq i \leq t - 1) \); and

(iii) \( b_{=t-1} \) is a generalized \( k \)-cocycle of type \( t - 1 \) and loss \( \delta \) on \( S \).

As before we often just say \( g \) obeys the \((f, k, t, M, \delta)\)-strong derivatives condition on \( S \).

**Remark 3.3.4.** Note that for \( b \) in normal form, \( b_{=0} \) satisfies \( b_{=0}(c, \omega) = 0 \) whenever \( \omega \neq (0, \ldots, 0) \). It follows that \( b_{=0} \) is automatically upper compatible, because all the values \( b(c, \omega) \) considered in Definition 3.3.1 are zero. Hence, it is not important whether Definition 3.3.3(ii) is stated for \( 1 \leq i \leq t - 1 \) or \( 0 \leq i \leq t - 1 \).

The definition of a generalized \( k \)-cocycle of type \( r \) given here, motivated by the discussion above, appears fairly ad-hoc: it just records the conditions we expect the top-level coefficients \( b_{=t-1} \) to satisfy. Nonetheless, such objects turn out to have a rigid algebraic classification.

**Lemma 3.3.5.** Let \( S_0, \ldots, S_k \) be a system of cubes of parameter \( 1 - \varepsilon \), where \( \varepsilon = \varepsilon_0(k) \) is sufficiently small, and let \( \rho: S_k \times [k] \to \mathbb{Z}^d \) be a generalized \( k \)-cocycle of type \( r \) and loss at most \( \delta \) on \( S_k \).

Then there exists a function \( \lambda: H \to \mathbb{R}^d \) with the following properties. For each \( c \in C^k(H) \), we consider the normal form of the configuration \( \omega \mapsto \lambda(c(\omega)) \), in the sense of Lemma 3.2.2 and Remark 3.2.3: i.e., we define

\[
\Lambda(c, \omega') = \sum_{\omega \in [k]} Z_r(\omega, \omega') \lambda(c(\omega))
\]

where \( Z_r(\omega, \omega') \) are defined in (3.2). Then:

(i) there are at most \( O_k(\delta^{1/O_k(1)}|C^k(H)|) \) cubes \( c \in S_k \) which do not satisfy \( \Lambda(c, \omega) = \rho(c, \omega) \) for each \( \omega \in [k] \);

(ii) for every \( c \in C^{k-r}(H) \), the derivative \( \partial^{k-r} \lambda(c) \) lies in \( \mathbb{Z}^d \); equivalently, \( \lambda \mod \mathbb{Z}^d: H \to \mathbb{R}^d / \mathbb{Z}^d \) is a polynomial map of degree \( k - r - 1 \) (see Definition C.10);
(iii) we have $\sup_{x \in H} \|\lambda(x)\|_1 \ll_k \sup_{c \in S_k} \|\rho(c)\|_1 + d$; and

(iv) for all $c \in C^k(H)$ and $\omega \in [k]$ we have $\Lambda(c, \omega) \in \mathbb{Z}^d$.

It is a straightforward fact (which we will not prove) that every function $\Lambda$ obtained in this way—i.e., by applying the normal form transformation to some $\lambda$ as in (3.10)—is automatically a generalized $k$-cocycle of type $r$. So, the lemma implies we can “explain” every generalized $k$-cocycle $\rho$ of type $r$ in a natural way; specifically by (i) finding a polynomial map $H \to \mathbb{R}^d \mod \mathbb{Z}^d$, (ii) choosing some lift to a function $\lambda: H \to \mathbb{R}^d$, and (iii) taking the normal form of $(c, \omega) \mapsto \lambda(c(\omega))$, in the sense of Lemma 3.2.2, to obtain $\rho$. Moreover, this statement is robust under small losses $\delta > 0$ (and handling this loss accounts for a large part of the complexity of the proof.)

The remainder of this subsection is spent in the proof of Lemma 3.3.5, which is fairly involved. We first switch the discussion from generalized cocycles to simpler objects which, following [CS10], we refer to simply as (non-generalized) cocycles. The definition differs from [CS10] only to introduce epsilon errors.

**Definition 3.3.6.** Let $H$ and $A$ be any abelian groups, and $S \subseteq C^k(H)$ a subset, where $k \geq 1$. A function $\rho: S \to A$ is called a $k$-cocycle on $S$ with loss $\delta$, if the following holds for each $i \in [k]$: at most $\delta|H|^{k+2}$ triples $(c_0, c_1, c) \in T_{k,i}$ with $c_0, c_1, c \in S$, fail to satisfy the identity

$$\rho(c) = \rho(c_0) - \rho(c_1).$$

In other words, $\rho$ is (almost surely) additive under glueing two cubes together along a common face in direction $i$.

We remark that $k$-cocycles (on $S$, with loss $\delta$) are precisely generalized $k$-cocycles of type 0 (on $S$, with loss $\delta$), although in this special case the definition is much more straightforward and the equivalence is not totally obvious.

The key example of cocycles are derivatives $\rho = \partial^k \lambda$ where $\lambda: X \to A$ is any function on $X \subseteq A$; these could be considered “coboundaries”, although we will not formally adopt this term. For general groups $A$, and even in the error-free case $S = C^k(H)$, $\delta = 0$, there may exist cocycles $\rho$ which are not of this type. However, when $A = \mathbb{R}^d$ the “cohomology” is trivial, and every $k$-cocycle agrees almost surely (as $\delta \to 0$, and provided $\mu(S) \approx 1$) with a coboundary $\partial^k \lambda$.

The technical statement along these lines that we will need is the following (which is in fact a special case of Lemma 3.3.5).

**Lemma 3.3.7.** Let $H$ be a finite abelian group, $S_0, \ldots, S_k$ a system of cubes on $H$ with parameter $1 - \varepsilon$ where $\varepsilon \leq \varepsilon_0(k)$ is sufficiently small, and $\rho: S_k \to \mathbb{Z}^d$ a $k$-cocycle on $S_k$ with loss $\delta$.

Then there exists a function $\lambda: H \to \mathbb{R}^d$ such that:

(i) $\partial^k \lambda(c) = \rho(c)$ for all but at most $O_k(\delta^{1/O_k(1)}|C^k(H)|)$ cubes $c \in S_k$;

(ii) $\partial^k \lambda(c) \in \mathbb{Z}^d$ for every $c \in C^k(H)$, or equivalently $\lambda \mod \mathbb{Z}^d: H \to \mathbb{R}^d/\mathbb{Z}^d$ is a polynomial map of degree $k - 1$ (see Definition C.1.10); and
(iii) we have \( \sup_{x \in H} \| \lambda(x) \|_1 \ll_k \sup_{c \in S_k} \| \rho(c) \|_1 + d. \)

The case \( \varepsilon = 0 \) and \( S = C^k(H) \) essentially appears as a special case of [CS10, Lemma 3.19] (or [GMV19, Theorem 4.11] or [Can17a, Lemma 2.5.7]). The main idea in this case is to define \( \lambda \) by a straightforward averaging process:

\[
\lambda(x) := \mathbb{E}_{h_1, \ldots, h_k \in H} \rho(\angle(x; h_1, \ldots, h_k))
\]

and then verify that \( \partial^k \lambda = \rho \) for this choice of \( \lambda \). This idea is still at the heart of the proof of Lemma 3.3.7; however, the presence of errors mean that these straightforward formulae are simply not true and—along with many other things—must be corrected.

Specifically, the proof of Lemma 3.3.7 splits into two parts. First we find a function \( \lambda' : H \to \mathbb{R}^d \) such that parts (i) and (iii) of the statement hold. By (i), we have that \( \partial^k \lambda'(c) \in \mathbb{Z}^d \) for almost all \( c \in S_k \) (since \( \rho(c) \in \mathbb{Z}^d \) for these \( c \)), but for the remaining few \( c \in C^k(H) \) part (ii) may fail. In the second stage, we correct \( \lambda' \) (if necessary) to a function \( \lambda \) which further satisfies \( \partial^k \lambda(c) \in \mathbb{Z}^d \) for every \( c \in C^k(H) \), while leaving most of its values unchanged. That is, we prove the following two statements.

**Lemma 3.3.8.** If \( H, S_0, \ldots, S_k, \varepsilon, \rho \) and \( \delta \) are as in the hypotheses of Lemma 3.3.7, then there exists a function \( \lambda : H \to \mathbb{R}^d \) such that

(i) \( \partial^k \lambda(c) = \rho(c) \) for all but at most \( O_k(\delta^{1/O_k(1)})|C^k(H)| \) cubes \( c \in S_k \); and

(ii) \( \sup_{x \in H} \| \lambda(x) \|_1 \ll_k \sup_{c \in S_k} \| \rho(c) \|_1. \)

**Lemma 3.3.9.** Let \( s \geq 0 \) be an integer, \( H \) a finite abelian group and \( A \) any abelian group. Given \( f : H \to A \), let

\[
S = \{ c \in C^{s+1}(H) : \partial^{s+1} f(c) = 0 \}
\]

and suppose \( \mu(S) \geq 1 - \varepsilon \) where \( \varepsilon < 2^{-2s-2} \). Also define

\[
X = \{ x \in H : |\{ c \in S : c(\overline{0}) = x \}| \geq (1/2)|H|^{s+1} \}
\]

(3.12)

(so necessarily \( \mu(X) \geq 1 - 2\varepsilon \)).

Then there exists a function \( \tilde{f} : H \to A \) such that \( \partial^{s+1} \tilde{f} \) is identically zero, and with \( f(x) = \tilde{f}(x) \) for all \( x \in X \).

In the application to Lemma 3.3.7, the function \( f \) in Lemma 3.3.9 will be \( f = \lambda \mod \mathbb{Z}^d \) where \( \lambda \) is the function obtained from Lemma 3.3.8 (so \( A = \mathbb{R}^d/\mathbb{Z}^d \)).

**Proof of Lemma 3.3.7 assuming Lemma 3.3.8 and Lemma 3.3.9.** We first choose \( \lambda' : H \to \mathbb{R}^d \) according to Lemma 3.3.8; so, \( \rho(c) = \partial^k \lambda'(c) \) for all \( c \in S \), where \( S \subseteq S_k \) is a set such that \( |S_k \setminus S| \ll_k \delta^{1/O_k(1)}|C^k(H)| \), and \( \lambda' \) obeys the size bound (iii).

Let \( X \subseteq H \) be defined as in (3.12) with respect to this \( S \) and with \( s = k - 1 \). For each \( x \in S_0 \) there are at least \( (1 - \varepsilon)^k|H|^k \) cubes \( c \in S_k \) with \( c(\overline{0}) = x \). Therefore every \( x \in S_0 \setminus X \) accounts for at least
\((1 - \varepsilon)^k - 1/2\)|H| \(H\) \((1 - \varepsilon)^k - 1/2\) \(H\) \(\varepsilon\) is sufficiently small in terms of \(k\).

Letting \(f: H \to \mathbb{R}^d/\mathbb{Z}^d\) be the function \(f(x) = \lambda'(x) \mod \mathbb{Z}^d\), we have in particular that \(\partial^k f(c) = 0\) for all \(c \in S\). Applying Lemma 3.3.9, we can find \(\bar{f}: H \to \mathbb{R}^d/\mathbb{Z}^d\) such that \(\partial^{k}\bar{f}(c) = 0\) for all \(c\), and with \(f(x) = \bar{f}(x)\) for all \(x \in X\).

Finally, define \(\lambda: H \to \mathbb{R}^d\) by setting \(\lambda(x) = \lambda'(x)\) if \(x \in X\), and otherwise by taking the value \(\lambda(x)\) such that \(\lambda(x) \mod \mathbb{Z}^d = \bar{f}(x)\) and \(\|\lambda(x)\|_1\) is as small as possible (and in particular at most \(d\)). It is immediate that \(\partial^k \lambda(c) \in \mathbb{Z}^d\) for any \(c \in C^k(H)\). Moreover, \(\partial^k \lambda(c) = \partial^k \lambda'(c) = \rho(c)\) for all \(c \in S\) such that \(c(\omega) \in X\) for all \(\omega \in [k]\), and the number of \(c \in S\) which do not have these properties is at most
\[
|S_k \setminus S| + 2^k|S_0 \setminus X||H|^k \ll \delta^{1/O_k(1)}|C^k(H)|
\]
as required. \(\square\)

We next consider Lemma 3.3.9, which is a “property testing” result for polynomial maps \(H \to A\) of degree \(s\). The case \(H = \mathbb{F}_2^d\), \(A = \mathbb{F}_2\) appears in [AKK+03], and various related results appear in the literature (e.g. [TZ10, Lemma 4.5]). However, as far as the author is aware the general case is not quotable in the form we need, although it is essentially well-known. For completeness, then, we record a proof of Lemma 3.3.9 in general, using similar ideas to [AKK+03] but being brief with some details.

**Proof of Lemma 3.3.9.** The key idea is to show that for \(x \in H\), the value

\[
g_h(x) = \sum_{\omega \in [s+1] \setminus \{0\}} (-1)^{\omega} f(x + \omega \cdot \tilde{h})
\]

where \(\tilde{h} \in H^{s+1}\), is almost surely constant as \(\tilde{h}\) varies. Indeed, if \(\tilde{h} = (h_1, \ldots, h_{s+1})\) and \(\tilde{h}' = (h'_1, \ldots, h'_{s+1})\), then

\[
g_h(x) - g_{\tilde{h}'}(x) = \partial^{s+1} f(\angle(x; h)) - \partial^{s+1} f(\angle(x; h'))
\]

and we also have the identity

\[
\partial^{s+1} f(\angle(x; h')) = \sum_{\eta \in [s+1]} (-1)^{\|\eta\|} \partial^{s+1} f(\angle(x_\eta; \tilde{h}_\eta))
\]

(3.13)

where \(x_\eta = x + \eta \cdot h'\), and \(\tilde{h}_\eta = (r_1, \ldots, r_{s+1})\) where \(r_i = h_i\) if \(\eta_i = 0\) or \(r_i = h_i - h'_i\) if \(\eta_i = 1\). This corresponds to a “tricube” configuration in the language of [CS10]; e.g. when \(s = 1\) this corresponds to the diagram in Figure 3.3, which demonstrates that cancellation occurs at all the internal vertices.

Note \((x_\eta; \tilde{h}_\eta) = (x; \tilde{h})\). On the other hand, for each \(\eta \neq 0\), when \(x\) is fixed and \(\tilde{h}, \tilde{h}'\) are chosen uniformly at random, \(\angle(x_\eta; \tilde{h}_\eta)\) is a uniform random element of \(C^{s+1}(H)\), and hence \(\partial^{s+1}(\angle(x_\eta; \tilde{h}_\eta)) = 0\) holds with probability at least \(1 - \varepsilon\). Hence, for each \(x \in H\), we have that

\[
\partial^{s+1} f(\angle(x; h)) - \partial^{s+1} f(\angle(x; h')) = 0
\]
for at least a $1 - (2^{s+1} - 1)\varepsilon$ fraction of pairs $(\vec{h}, \vec{h}')$, and so there is some $a \in A$ such that $g_{\vec{h}}(x) = a$ holds for at least $(1 - 2^{s+1} \varepsilon)|H|^{s+1}$ values $\vec{h} \in H^{s+1}$.

Define $g : H \to A$ by picking this majority value. Note that for $x \in X$, for at least a $1/2 - 2^{s+1} \varepsilon$ proportion of $\vec{h} \in H^{s+1}$ we have

$$f(x) - g(x) = f(x) - g_{\vec{h}}(x) = \partial^{s+1} f(x; \vec{h}) = 0$$

and so $f(x) = g(x)$ for all such $x$.

We now claim $\partial^{s+1} g(c) = 0$ for all $c \in C^{s+1}(H)$. Indeed, using the same set-up as (3.13), we have

$$\sum_{\eta \in [s+1]} (-1)^{|\eta|} g_{\vec{h}_\eta}(x_\eta) = 0$$

for all $x \in H$ and $\vec{h}, \vec{h}' \in H^{s+1}$. Fixing $x$ and $\vec{h}'$ and letting $\vec{h}$ vary uniformly at random, each $\vec{h}_\eta$ is also uniform random, and hence with probability at least $1 - 2^{2s+2} \varepsilon$ we have $g_{\vec{h}_\eta}(x_\eta) = g(x_\eta)$ for each $\eta \in [s+1]$. So, since $\varepsilon < 2^{-2s-2}$ we have $\partial^{s+1} g(\angle(x; \vec{h}')) = 0$, for any $x$ and $\vec{h}'$, as required. \hfill \square

We now prove Lemma 3.3.8. We recall the definition of $T_{k,i}$ in (3.7), and will pass freely between thinking of $t \in T_{k,i}$ as a triple $(c_0, c_1, c)$, or by abuse of notation as a tuple $(x, h_1, \ldots, h_k, h'_i) \in H^{k+2}$, under the bijection given again in (3.7).

**Proof of Lemma 3.3.8.** Note that if $\delta$ is large then the conclusion is vacuous (e.g., set $\lambda = 0$), so we are free to assume $\delta \leq \delta_0(k)$ is sufficiently small.

We first do some combinatorics to nominate a set of cubes $S \subseteq S_k$ on which $\rho$ and $\partial^k \lambda$ will eventually agree.
Claim 3.3.10. There exist sets $S \subseteq S_k$, and $I_i \subseteq T_{k,i}$ for each $i \in [k]$, such that:—

(i) $\mu(S_k \setminus S) \ll_k \delta^{1/O_k(1)}$;
(ii) for each $i \in [k]$ and $(c_0, c_1, c) \in I_i$ we have $c_0, c_1, c \in S$ and $\rho(c) = \rho(c_0) - \rho(c_1)$; and
(iii) for each $c' \in S$ and each $i \in [k]$ we have

$$\left| \{(c_0, c_1, c) \in I_i : c = c' \} \right| \geq (1 - \eta)|H|$$

where $\eta \leq 2\varepsilon + O_k(\delta^{1/O_k(1)})$.

Proof of claim. Finding these sets is reminiscent of the proof of Lemma 2.2.5. We first define $I'_i \subseteq T_{k,i}$ to consist of all triples $(c_0, c_1, c)$ such that $c_0, c_1, c \in S_k$ and $\rho(c) = \rho(c_0) - \rho(c_1)$. By hypothesis, for each $i \in [k]$,

$$\left| (T_{k,i} \cap S^3_k) \setminus I'_i \right| \leq \delta|H|^{k+2}.$$

Also note that for each $c' \in S_k$ there are at least $(1 - 2\varepsilon)|H|$ triples $(c_0, c_1, c) \in T_{k,i}$ with $c_0, c_1, c \in S_k$ and $c = c'$; given $c = c'$ at least $(1 - \varepsilon)|H|$ of the valid choices of $c_0$ are in $S_k$ (since $S_k$ is a system of cubes with parameter $1 - \varepsilon$) and similarly for $c_1$.

Set

$$A_i = \{c' \in S_k : \left| \{(c_0, c_1, c) \in I'_i : c = c' \} \right| \geq (1 - 2\varepsilon - \delta^{1/2})|H| \}$$

for each $i \in [k]$. Since each $c' \in S_k \setminus A_i$ contributes at most $\delta^{1/2}|H|$ elements $(c_0, c_1, c') \in (T_{k,i} \cap S^3_k) \setminus I'_i$, we have $\mu(S_k \setminus A_i) \leq \delta^{1/2}$. We then take $S' = \bigcap_{i=1}^k A_i$, meaning $\mu(S_k \setminus S') \leq k\delta^{1/2}$.

We now pick $S'_0, \ldots, S'_k$ to be a system of cubes with parameter $1 - \delta'$, where $\delta' \ll_k \delta^{1/O_k(1)}$, such that $S'_k$ is disjoint from $S_k \setminus S'$ (by Lemma 2.2.5). We then take $S = S'_k \cap S_k$. Finally, set

$$I_i = \{(c_0, c_1, c) \in I'_i : c_0, c_1, c \in S \}.$$

Properties (i) and (ii) from the claim are immediate (as ever noting Remark 2.2.2), so we check (iii). For a fixed $c' \in S$, since $c' \in S'$ there are at least $(1 - 2\varepsilon - \delta^{1/2})|H|$ triples $(c_0, c_1, c) \in I'_i$ with $c = c'$, and repeating the argument above on the system of cubes $S'_0, \ldots, S'_k$ there are at least $(1 - 2\delta')|H|$ triples $(c_0, c_1, c) \in T_{k,i}$ with $c = c'$ such that $c_0, c_1 \in S'_k$. It follows that at least $(1 - 2\varepsilon - \delta^{1/2} - 2\delta')|H|$ of these triples satisfy both conditions and hence lie in $I_i$, as required.

From now on we fix a choice of sets $S$ and $I_i$ with these properties, and will show that there exists a choice of $\lambda : H \to \mathbb{R}^d$ such that $\partial^k \lambda(c) = \rho(c)$ for all $c \in S$, and such that the size bound (ii) holds. For this stronger claim, we lose nothing by working with each coordinate of $\mathbb{R}^d$ separately, and hence we will now assume without loss of generality that $d = 1$. (For the size bound (ii), the $d = 1$ version gives us that $\sup_{x \in H} |\lambda(x)| \ll_k \sup_{c \in S_k} |\rho(c)|$ for each $i \in [d]$, and summing over $i$ gives the desired bound.) Also note that the remaining task is a problem concerning satisfiability of a system of linear equations, and so we will use linear algebraic rather than combinatorial tools.

We first do some analysis that corresponds to the setting where there are no losses, i.e. as if $S = C^k(H)$ and $I_i = T_{k,i}$ for each $i \in [k]$; this will be useful for the general case. We set up some notation.
Let $U$ denote the real vector space of all functions $H \to \mathbb{R}$ and $V$ the space of all functions $C^k(H) \to \mathbb{R}$. So, $\partial^k: U \to V$ is a linear map, which we abbreviate to $\partial$.

Also, for each $i \in [k]$ let $W_i$ be the space of all functions $T_{k,i} \to \mathbb{R}$ (or by abuse of notation, $H^{s+2} \to \mathbb{R}$), and define a map

$$\delta_i: V \to W_i$$

$$f \mapsto ((c_0, c_1, c) \mapsto f(c_0) - f(c_1) - f(c))$$

measuring the success or failure of (3.11) (so e.g. $\delta_i f = 0$ for all $i$ if and only if $f$ is a $k$-cocycle on $C^k(H)$ with loss 0). We note that $\delta_i \circ \partial \equiv 0$ for each $i$: this precisely records the fact that derivatives (or “coboundaries”) are cocycles.

We also define linear maps

$$\sigma: V \to U$$

$$f \mapsto (x \mapsto \mathbb{E}_{h_1, \ldots, h_k \in H} f(\langle x; h_1, \ldots, h_k \rangle))$$

i.e. the function obtained by averaging $f$ over all $c \in C^k(H)$ whose bottom left vertex is $x$; and

$$\tau_i: W_i \to V$$

$$g \mapsto (\langle x; h_1, \ldots, h_k \rangle \mapsto \mathbb{E}_{h \in H} g(x, h_1, \ldots, h_k, h))$$

(noting the abuse of notation); equivalently, the function whose value at $c'$ is obtained by averaging $g$ over all $(c_0, c_1, c) \in T_{k,i}$ with $c = c'$.

Finally, define a linear map $Z: V \to V$ by

$$Z = \partial \circ \sigma - \prod_{i=1}^{k} (\text{id}_V + \tau_i \circ \delta_i).$$

(It is not hard to show that the maps $\tau_i \circ \delta_i$ commute, but alternatively we can just compose the maps $\text{id}_V + \tau_i \circ \delta_i$ in a fixed order.)

The following observation is key in this setting.

**Claim 3.3.11.** The map $Z$ is identically zero.

Note that this suffices for the case $\varepsilon = \delta = 0$: if $f$ is a $k$-cocycle on $C^k(H)$ with loss 0, so $\delta_i(f) = 0$ for each $i$, then $Z(f) = \partial(\sigma(f)) - f = 0$ and hence $f = \partial(\sigma(f))$ is the derivative of $\sigma(f)$.

**Proof of claim.** Expanding the definitions, for $f \in V$ we have

$$\partial(\sigma(f))(\langle x; h_1, \ldots, h_k \rangle) = \sum_{\omega \in [k]} (-1)^{|\omega|} \mathbb{E}_{h_1', \ldots, h_k' \in H} f(\langle x + \omega \cdot \vec{h}; h_1', \ldots, h_k' \rangle).$$
Similarly,
\[
\tau_i(\delta_i(f))(\angle(x; h_1, \ldots, h_k)) = \mathbb{E}_{h_i' \in H} \left[ f(\angle(x; h_1, \ldots, h_i', \ldots, h_k)) - f(\angle(x; h_1, \ldots, h_i, \ldots, h_k)) - f(\angle(x + h_i; h_1, \ldots, h_i', \ldots, h_k)) \right]
\]
\[
= -f(\angle(x; h_1, \ldots, h_k)) + \mathbb{E}_{h_i' \in H} f(\angle(x; h_1, \ldots, h_i', \ldots, h_k)) - \mathbb{E}_{h_i' \in H} f(\angle(x + h_i; h_1, \ldots, h_i', \ldots, h_k))
\]
where we used shift-invariance of the average \( \mathbb{E}_{h_i' \in H} \). It follows that
\[
(id_V + \tau_i \circ \delta_i)(f)(\angle(x; h_1, \ldots, h_k)) = \mathbb{E}_{h_i' \in H} \left[ f(\angle(x; h_1, \ldots, h_i', \ldots, h_k)) - f(\angle(x + h_i; h_1, \ldots, h_i', \ldots, h_k)) \right]
\]
and hence
\[
\left( \prod_{i=1}^k (id_V + \tau_i \circ \delta_i) \right)(f)(\angle(x; h_1, \ldots, h_k)) = \mathbb{E}_{h_i', \ldots, h_k' \in H} \sum_{\omega \in [k]} (-1)^{|\omega|} f(\angle(x + \omega \cdot \vec{h}; h_1', \ldots, h_k'))
\]
which, comparing with the expression above, proves the claim. \( \square \)

We now adapt this set-up to accommodate our sets \( S \) and \( I_i \). We define some more linear operators:

\[
\pi_S: V \to V
\]
\[
\pi_{I_i}: W_i \to W_i
\]
given by \( \pi_S(f)(c) = 1_S(c)f(c) \) and \( \pi_{I_i}(g)(z) = 1_{I_i}(z)g(z) \); i.e., setting values to zero outside the sets \( S \) or \( I_i \). Also define a modified map \( Z': V \to V \) by

\[
Z' = \pi_S \circ \partial \circ \sigma - \prod_{i=1}^k \pi_S \circ (id_V + \tau_i \circ \pi_{I_i} \circ \delta_i).
\]

Further let \( V' \subseteq V \) be the subspace consisting of functions \( f \in V \) such that \( \delta_i(f)|_{I_i} \equiv 0 \) for each \( i \in [k] \) and \( f(c) = 0 \) whenever \( c \notin S \); equivalently,

\[
V' = \text{im} \pi_S \cap \bigcap_{i=1}^k \ker(\pi_{I_i} \circ \delta_i).
\]

Note that if \( g \in \ker(\pi_{I_i} \circ \delta_i) \) then \( \pi_S(g) \in \ker(\pi_{I_i} \circ \delta_i) \) also, since the value of \( (\pi_{I_i} \circ \delta_i)(g) \) depends only on values \( g(c) \) for \( c \in S \), by Claim 3.3.10(ii). Therefore, \( \text{im}(\pi_S \circ \partial) \subseteq V' \) (since \( \delta_i \circ \partial = 0 \) for all \( i \in [k] \)). It follows that if \( g \in V' \) then

\[
Z'(g) = (\pi_S \circ \partial)(\sigma(g)) - g \in V'
\]
i.e., \( Z'(V') \subseteq V' \).

We also consider the supremum norms \( \| \cdot \|_\infty \) on \( U, V, W_i \) or \( V' \), and write \( \| \cdot \| \) for the \( \ell^\infty \to \ell^\infty \) operator norm of a linear map between any of these spaces. It is clear from the definitions that \( \| \partial \| \leq 2^k, \| \delta_i \| \leq 3 \) for each \( i \in [k], \| \sigma \| \leq 1, \| \tau_i \| \leq 1 \) for each \( i \in [k] \), and \( \| \pi_S \| \leq 1 \) and \( \| \pi_{I_i} \| \leq 1 \) for each \( i \in [k] \).

We make the following claim.
Claim 3.3.12. Provided $\varepsilon \leq \varepsilon_0(k)$ and $\delta \leq \delta_0(k)$ are small enough, we have $\|Z'\| \leq 1/2$ (as a map $V \to V$). It follows that $\|(\text{id}_V + Z')(g)\|_\infty \geq (1/2)\|g\|_\infty$ for any $g \in V$, and hence the map $\text{id}_V + Z': V' \to V'$ is injective and therefore surjective.

This is enough to complete the proof, as follows. Let $f = \pi_S(\rho)$; by hypothesis $f \in V'$. By the claim, there is some $g \in V'$ such that

$$f = g + Z'(g) = (\pi_S \circ \partial \circ \sigma)(g)$$

(as $g \in V'$ and so all the terms involving $\pi_I \circ \delta_i$ vanish), and hence $f|_S = \partial(\sigma(g))|_S$. Then $\lambda = \sigma(g)$ satisfies $\partial\lambda(c) = f(c)$ for all $c \in S$ as well as $\|\lambda\|_\infty \leq \|g\|_\infty \leq 2\|f\|_\infty \leq 2\|\rho\|_\infty$. Hence $\lambda$ obeys parts (i) and (ii) as required, with the implied constant in (ii) in fact being 2.

Proof of Claim 3.3.12. It is immediate from the definition that $\pi_S \circ Z' = Z'$. Since $Z = 0$, we can write

$$Z' = \pi_S \circ (Z' - Z) = \left( \prod_{i=1}^k \pi_S \circ \left( \text{id}_V + \tau_i \circ \pi_I \circ \delta_i \right) \right) - \pi_S \circ \left( \prod_{i=1}^k \left( \text{id}_V + \tau_i \circ \delta_i \right) \right).$$

For convenience we define

$$\phi_i = \text{id}_V + \tau_i \circ \delta_i$$
$$\phi_i' = \text{id}_V + \tau_i \circ \pi_I \circ \delta_i$$

so that

$$Z' = \prod_{i=1}^k \pi_S \circ \phi_i' - \pi_S \circ \prod_{i=1}^k \phi_i.$$

Note that it is immediate from the operator norm bounds given above that $\|\phi_i\|, \|\phi_i'\| \leq 4$ for each $i \in [k]$. We also claim the bound $\|\pi_S \circ \phi_i \circ (1 - \pi_S)\| \leq 2\eta$, for $\eta$ as in Claim 3.3.10(iii). Indeed, since $\pi_S \circ (1 - \pi_S) = 0$ we have

$$\pi_S \circ \phi_i \circ (1 - \pi_S) = \pi_S \circ \tau_i \circ \delta_i \circ (1 - \pi_S)$$

and by unwrapping the definitions, if $g$ is supported on $C^k(H) \setminus S$ and $c' \in S$ then

$$\left| (\tau_i \circ \delta_i)(g)(c') \right| = \left| \mathbb{E}_{(c_0,c_1) \in T_{k,i} : c=c} (g(c_0) - g(c_1) - g(c)) \right| \leq 2\eta\|g\|_\infty$$

by Claim 3.3.10(ii,iii), since at most $\eta|H|$ terms in the average fail to have $c_0, c_1 \in S$. The claimed norm bound follows.
For $1 \leq j \leq k - 1$ we note
\[
\left(\prod_{i=1}^{j}(\pi_S \circ \phi_i) \circ \left(\prod_{i=j+1}^{k} \phi_i\right) - \left(\prod_{i=1}^{j+1}(\pi_S \circ \phi_i)\right) \circ \left(\prod_{i=j+2}^{k} \phi_i\right)\right) = \left(\prod_{i=1}^{j-1}(\pi_S \circ \phi_i)\right) \circ (\pi_S \circ \phi_j \circ \phi_{j+1} - \pi_S \circ \phi_j \circ \pi_S \circ \phi_{j+1}) \circ \left(\prod_{i=j+2}^{k} \phi_i\right)
\]
and by telescoping we deduce that
\[
\left\| \pi_S \circ \prod_{i=1}^{k} \phi_i - \prod_{i=1}^{k}(\pi_S \circ \phi_i) \right\| \leq (k - 1)4^{k-1}(2\eta).
\]
Next we claim that $\|\pi_S \circ (\phi_i - \phi'_i)\| \leq 3\eta$. We have $\phi_i - \phi'_i = \tau_i \circ (1 - \pi_{I_i}) \circ \delta_i$. So, for $g \in V$ and $c' \in S$, unwrapping the definitions gives
\[
|(\phi_i - \phi'_i)(g)(c')| = |E_{(c_0,c_1,c) \in \mathcal{T}_{k,i} : c=c'} (1 - 1_{I_i}(c_0,c_1,c))(g(c_0) - g(c_1) - g(c))| \leq 3\eta\|g\|_{\infty}
\]
as required, again using Claim 3.3.10(iii). By telescoping again, we have
\[
\left\| \prod_{i=1}^{k}(\pi_S \circ \phi'_i) - \prod_{i=1}^{k}(\pi_S \circ \phi_i) \right\| \leq \sum_{j=1}^{k} \left\| \left(\prod_{i=1}^{j-1}(\pi_S \circ \phi_j)\right) \circ (\pi_S \circ (\phi'_j - \phi_j)) \circ \left(\prod_{i=j+1}^{k} (\pi_S \circ \phi'_i)\right) \right\|
\leq k4^{k-1}(3\eta)
\]
and combining these estimates yields $\|Z'\| \leq 5k4^{k-1}\eta$, which for $\varepsilon$ and $\delta$ sufficiently small in terms of $k$ is at most $1/2$, as required.

This completes the proof of Lemma 3.3.8 (and therefore of that of Lemma 3.3.7).

Finally we deduce the classification of generalized cocycles from that of non-generalized cocycles.

**Proof of Lemma 3.3.5.** As usual, we are free to assume $\delta \leq \delta_0(k)$ is sufficiently small. We fix $\rho: S_k \times [k] \to \mathbb{Z}^d$ as in the statement.

The argument has several stages. First, as we have done on other occasions, we locate some sets of configurations with good properties where the relevant hypotheses of Definition 3.3.2 and Definition 3.3.1 hold. Second, we show that, on these sets, $\rho$ induces a collection of un-generalized cocycles $\rho_F$ (one for each face $F \subseteq [k]$ of codimension $r$), to which we can apply Lemma 3.3.7; i.e., we find functions $\lambda_F: H \to \mathbb{R}$ such that $\rho_F = \partial^{k-r}\lambda_F$ on its domain. Finally, we use a separate argument to show that (without loss of generality) all these $\lambda_F$ are the same, and this common function gives the $\lambda$ we require.
First, for each $i \in [k]$, let $I'_i \subseteq T_{k,i}$ denote the set of all triples $(c_0, c_1, c)$ such that $c_0, c_1, c \in S_k$, and which are not in the exceptional sets for $\rho$ described in Definition 3.3.1 or Definition 3.3.2: that is, for all $\omega \in F^k$ we have $\rho(c_0, \omega) = \rho(c_1, \omega)$, and for all $\omega \in [k]$ we have

$$\rho(c, \omega') = \sum_{\omega \in [k]} Z_r(\omega, \omega') b(\omega)$$

where

$$b(\omega) = \begin{cases} b(c_0, \omega) & : \omega(i) = 0 \\ b(c_1, \omega \setminus \{i\}) & : \omega(i) = 1. \end{cases}$$

The hypotheses of being a generalized $k$-cocycle of type $r$ and loss $\delta$ immediately implies that

$$|\{(T_{k,i} \cap S_k^2) \setminus I'_i\}| \leq (2^k + 1)\delta|H|^{k+2}$$

for each $i \in [k]$. The next claim locates cubes $c \in S_k$ which are trustworthy in the sense of belonging to many triples of $I'_i$ for each $i$, and so on in a hereditary fashion, in the spirit of Definition 2.2.1.

**Claim 3.3.13.** There exists a system of cubes $S_0', \ldots, S_k'$ with $S_j' \subseteq S_j$ for $0 \leq j \leq k$, and sets $I_i \subseteq I'_i$ for each $i \in [k]$, such that:

(i) $S_0', \ldots, S_k'$ has parameter $1 - \varepsilon - O_k(\delta^{1/O_k(1)})$, and $\mu(S_j \setminus S_j') \ll_k \delta^{1/O_k(1)}$ for each $0 \leq j \leq k$;

(ii) for each $i \in [k]$ and $(c_0, c_1, c) \in I_i$ we have $c_0, c_1, c \in S_k'$;

(iii) for each $c' \in S$ and each $i \in [k]$ we have

$$|\{(c_0, c_1, c) \in I_i : c_0 = c'\}| \geq (1 - \eta)|H|$$

$$|\{(c_0, c_1, c) \in I_i : c_1 = c'\}| \geq (1 - \eta)|H|$$

$$|\{(c_0, c_1, c) \in I_i : c = c'\}| \geq (1 - \eta)|H|$$

where $\eta \leq 2 \varepsilon + O_k(\delta^{1/O_k(1)})$; and

(iv) we have

$$|\{(T_{k,i} \cap S_k^3) \setminus I_i\} \ll_k \delta^{1/O_k(1)}|H|^{k+2}$$

for each $i \in [k]$.

**Proof of claim.** This is almost identical to the proof of Claim 3.3.10, so we will be brief and focus on what is different. The definition of $I'_i$ above directly replaces that from Claim 3.3.10. As well as

$$\mathcal{A}_i = \{c' \in S_k : |\{(c_0, c_1, c) \in I'_i : c = c'\}| \geq (1 - 2\varepsilon - \delta^{1/2})|H|\}$$

we define

$$\mathcal{B}_i = \{c' \in S_k : |\{(c_0, c_1, c) \in I'_i : c_0 = c'\}| \geq (1 - 2\varepsilon - \delta^{1/2})|H|\}$$

$$\mathcal{C}_i = \{c' \in S_k : |\{(c_0, c_1, c) \in I'_i : c_1 = c'\}| \geq (1 - 2\varepsilon - \delta^{1/2})|H|\}$$

so that $\mu(S_k \setminus \mathcal{A}_i) \ll_k \delta^{1/2}$ as before, and similarly for $\mathcal{B}_i$ and $\mathcal{C}_i$. We then set $S'$ to be the intersection of $\mathcal{A}_i \cap \mathcal{B}_i \cap \mathcal{C}_i$ over all $i \in [k]$, and locate a system of cubes $S''_0, \ldots, S''_k$ with parameter $1 - O_k(\delta^{3/O_k(1)})$
such that \( S_k \setminus S' \) is disjoint from \( S''_j \). Finally we set \( S'_j = S_j \cap S''_j \), and
\[
I_i = \{(c_0, c_1, c) \in I'_i \colon c_0, c_1, c \in S'_k \}.
\]
The argument to show that (iii) holds is unchanged, and it is immediate that
\[
\mu(I'_i \setminus I_i) \leq 3\mu(S_k \setminus S'_k) \ll k^{-1/\Omega(k^1)}
\]
which implies (iv).

For any face \( F \subseteq [k] \) of codimension \( r \), we define
\[
\rho_F \colon S_k \to \mathbb{Z}^k
\]
\[
c \mapsto \sum_{\omega \in F} (-1)^{|\omega|} \rho(c, \omega).
\]
Our next task is to use these functions to reformulate the definition of a generalized cocycle in a more natural and symmetrical way.

**Claim 3.3.14.** Take any \( i \in [k] \) and \( (c_0, c_1, c) \in I'_i \). For each face \( F \subseteq [k] \) of codimension \( r \):

(i) if \( F \subseteq F^i \), then \( \rho_F(c_0) = \rho_F(c_1) \);

(ii) if \( F \subseteq F_i \), then \( \rho_F(c_0) = \rho_F(c) \);

(iii) if \( F \nsubseteq F^i \) and \( F \nsubseteq F_i \), then \( \rho_F(c) = \rho_F(c_0) - \rho_F(c_1) \);

(iv) if \( F \subseteq F^i \) and \( F' = \{\omega \setminus \{i\} \colon \omega \in F\} \) is the opposite face in direction \( i \), then \( \rho_F(c) = -\rho_F(c_1) \).

Statement (i) is immediate from the hypothesis of upper compatibility. By contrast, statement (ii) is symmetrically a statement about “lower compatibility”, which we did not assume, and which we must justify in a more roundabout way. Taken together, these roughly state (in a way we will make precise shortly) that \( \rho_F(c) \) only really depends on the face \( c|_F \), not on the rest of \( c \). After that, we will use (iii,iv) to deduce that the implied functions \( S_{k-r} \to \mathbb{Z}^d \) obtained this way are non-generalized cocycles.

**Proof of claim.** As stated, (i) is immediate from upper compatibility:
\[
\rho_F(c_0) = \sum_{\omega \in F} (-1)^{|\omega|} \rho(c_0, \omega) = \sum_{\omega \in F} (-1)^{|\omega|} \rho(c_1, \omega) = \rho_F(c_1).
\]
For the remaining parts, we recall by Remark 3.2.3 that \( \omega \mapsto b(\omega) - \rho(c, \omega) \) is a linear combination of indicator functions of faces \( F \) each of dimension at least \( r + 1 \). For each such \( F \) we have that \( F \cap F \) is a face of dimension at least 1, and hence \( \sum_{\omega \in F \cap F} (-1)^{|\omega|} = 0 \) (see (3.4)). Therefore,
\[
\rho_F(c) = \sum_{\omega \in F} (-1)^{|\omega|} \rho(c, \omega) = \sum_{\omega \in F} (-1)^{|\omega|} b(\omega).
\]
If we now expand the definition of \( b \), we deduce
\[
\rho_F(c) = \sum_{\omega \in F \setminus F_i} (-1)^{|\omega|} \rho(c_0, \omega) + \sum_{\omega \in F \cap F} (-1)^{|\omega|} \rho(c_1, \omega \setminus \{i\}).
\]
If $F \subseteq F_i$, this just says that $\rho_F(c) = \rho_F(c_0)$, as required for (ii). If $F \not\subseteq F^i$, this is exactly the statement we need for (iv).

In the last case (iii), we have $\{\omega \setminus \{i\} : \omega \in F \cap F^i\} = F \cap F_i$, and so we can rewrite this as

$$\rho_F(c) = \sum_{\omega \in F \cap F_i} (-1)^{|\omega|} \rho(c_0, \omega) - \sum_{\omega \in F \cap F_i} (-1)^{|\omega|} \rho(c_1, \omega)$$

and recalling that $\rho(c_0, \omega) = \rho(c_1, \omega)$ for all $\omega \in F^i$, this implies

$$\rho_F(c) = \sum_{\omega \in F} (-1)^{|\omega|} \rho(c_0, \omega) - \sum_{\omega \in F} (-1)^{|\omega|} \rho(c_1, \omega)$$

or $\rho_F(c) = \rho_F(c_0) + \rho_F(c_1)$, as required. \qedhere

We now formalize the statement above, that there exist non-generalized cocycles corresponding to each $\rho_F$, and state some relationships between them.

**Claim 3.3.15.** For each face $F \subseteq [k]$ of codimension $r$ there exists a $(k - r)$-cocycle $\rho'_F : S_{k-r}' \to \mathbb{Z}^d$ on $S_{k-r}'$ with loss $O_k(\delta^{1/O})$, such that $\rho_F(c) = \rho'_F(c|F)$ for every $c \in S_k$.

Moreover, if faces $F = \{\omega : \eta_0 \subseteq \omega \subseteq \eta_1\}$ and $F' = \{\omega : \eta_0' \subseteq \omega \subseteq \eta_1'\}$ of codimension $r$ are parallel, in the sense that they have the same set of active coordinates (see Section 1.6), then $\rho'_F = (-1)^{|\eta_0| - |\eta_0'|} \rho'_{F'}$.

**Proof of claim.** The first step is to show that $\rho_F$ descends to a well-defined function on $S_{k-r}'$. That is, we claim that if $c, c' \in S_k$ and $c|F = c'|F$ then $\rho_F(c) = \rho_F(c')$. We can then define $\rho'_F(\bar{c})$ for $\bar{c} \in S_{k-r}'$ unambiguously to be $\rho_F(c)$ for any $c \in S_k$ which has $c|F = \bar{c}$: such a $c$ always exists, as $S_0', \ldots, S_k'$ is a system of cubes with positive parameter.

To prove that $\rho_F(c) = \rho_F(c')$ whenever $c|F = c'|F$, we show the following: for every $c \in S_k'$ there are more than $(1/2)|H|^r$ cubes $c'' \in S_k'$ with $c''|F = c|F$ and $\rho_F(c) = \rho_F(c'')$. Applying this to $c'$ as well, the two sets of cubes $c''$ must intersect, and hence $\rho_F(c) = \rho_F(c')$ as required.

We exhibit a large collection of such cubes $c''$ by making changes in one coordinate $i$ at a time (without ever changing the restriction to $F$). Take any $c_1 \in S_k$ with $c_1|F = c|F$, and write $c_1 = \angle(x; h_1, \ldots, h_k)$.

If $i \in [k]$ and $F \subseteq F_i$, we note that are at least $(1 - \eta)|H|$ values $h \in H$ such that $c_2 = \angle(x; h_1, \ldots, h_i + h, \ldots, h_k)$ is in $S_k'$, and has $c_1|F = c_2|F$ and $\rho_F(c_1) = \rho_F(c_2)$, by Claim 3.3.13(ii,iii) and Claim 3.3.14(i).

Similarly, if $F \subseteq F^i$, there at least $(1 - \eta)|H|$ values $h \in H$ such that $c_3 = \angle(x - h; h_1, \ldots, h_i + h, \ldots, h_k)$ is in $S_k'$, and has $c_1|F = c_3|F$ and $\rho_F(c_1) = \rho_F(c_3)$, by Claim 3.3.13(ii,iii) and Claim 3.3.14(ii).

Applying this to each of the $i \in [k]$ which are not active coordinates of $F$ (of which there are $r$) in turn, we obtain $(1 - \eta)^r|H|^r$ cubes $c''$ with the desired properties (noting all possible outcomes are distinct). Provided $(1 - \eta)^r > 1/2$, which we may assume, this suffices.
The second step is to show that these \( \rho_F' \) are \((k-r)\)-cocycles with suitable parameters. Fix a triple \((c_0, c_1, c) \in T_{k-r, i}\) for \(i \in [k-r]\), such that \(c_0, c_1, c \in S'_{k-r}\) but \(\rho_F'(c) \neq \rho_F(c_0) - \rho_F(c_1)\). The goal is to show the number of such triples is small.

By Claim 3.3.14(iii), there cannot be a triple \((\tilde{c}_0, \tilde{c}_1, \tilde{c}) \in I_j\) such that \(\tilde{c}_0|_F = c_0, \tilde{c}_1|_F = c_1, \tilde{c}|_F = c\), where \(j \in [k]\) is the index corresponding to \(i \in [k-r]\) when we restrict to \(F\). However, since \(S'_0, \ldots, S'_k\) is a system of cubes with parameter \(1 - \varepsilon - O_k(\delta^{1/O_k})\), by a union bound there are always at least \((1 - 3\varepsilon - O_k(\delta^{1/O_k}))|H|\) ways to augment a triple in the system to one of dimension one higher, and so

\[
\left| \{(\tilde{c}_0, \tilde{c}_1, \tilde{c}) \in T_{k,j} : \tilde{c}_0|_F = c_0, \tilde{c}_1|_F = c_1, \tilde{c}|_F = c, \tilde{c}_0, \tilde{c}_1, \tilde{c} \in S'_{k}\} \right| \geq (1 - 3\varepsilon - O_k(\delta^{1/O_k}))^r|H|^r.
\]

Again we are free to assume the right hand side is at least \(|H|^r/2\). So, every original triple \((c_0, c_1, c)\) gives rise to at least \(|H|^r/2\) triples \((\tilde{c}_0, \tilde{c}_1, \tilde{c})\) in \(T_{k,j} \cap S'_k \setminus I_j\), all distinct, and so by Claim 3.3.13 that there are at most \(O_k(\delta^{1/O_k})\) such bad triples \((c_0, c_1, c)\), as required.

Lastly we verify the second part of the claim. In the first instance suppose that \(F, F'\) are two parallel faces of \([k]\) of codimension \(r\), and moreover that \(F \subseteq F^i\) and \(F' = \{\omega \setminus \{i\} : \omega \in F\}\) for some \(i \in [k]\) (in other words, these are adjacent parallel faces in direction \(i\)).

For any \(c \in S'_{k-r}\), pick any \(\tilde{c} \in S'_{k}\) such that \(\tilde{c}|_F = c\) (which we may), and then pick any \((\tilde{c}_0, \tilde{c}_1, \tilde{c}) \in I_i\); so, \(\tilde{c}_1|_F = c\). By Claim 3.3.14(iv) we have \(\rho_F(\tilde{c}) = -\rho_{F'}(\tilde{c}_1)\), and hence \(\rho_F'(c) = -\rho_{F'}(c)\), which agrees with what we were supposed to prove in this special case.

For general parallel faces \(F\) and \(F'\), we note that it is possible to move from any face to any parallel one in at most \(r\) steps, where each step consists of moving to an adjacent parallel face in the above sense, so the claimed statement follows from applying this special case at most \(r\) times. \(\square\)

We can now apply Lemma 3.3.7 to deduce that for each face \(F\) of codimension \(r\), there is some \(\lambda_F : H \to \mathbb{R}^d\) such that \(\rho_F'(c) = \delta^{k-r}\lambda_F(c)\) for all but \(O_k(\delta^{1/O_k})|C^{k-r}(H)|\) cubes \(c \in S'_{k-r}\), and moreover that properties (ii) and (iii) from Lemma 3.3.7 hold for \(\lambda_F\). Also, we may assume that if \(F = \{\omega : \eta_0 \subseteq \omega \subseteq \eta_1\}\) and \(F' = \{\omega : \eta'_0 \subseteq \omega \subseteq \eta'_1\}\) are parallel faces of codimension \(r\) as in Claim 3.3.15, then \(\lambda_F = (-1)^{|\eta_0| - |\eta_1|}\lambda_{F'}\).

In fact, we claim that without loss of generality all the functions \(\lambda_F\) are equal up to sign changes.

\textbf{Claim 3.3.16.} There exists a single function \(\lambda : H \to \mathbb{R}^d\) such that \(\lambda_F(x) = (-1)^{|\eta_0|}\lambda(x) + C_F\) for each face \(F = \{\omega : \eta_0 \subseteq \omega \subseteq \eta_1\}\) of codimension \(r\) and each \(x \in S'_{k}\), where \(C_F \in \mathbb{R}^d\) are constants (and \(C_F = 0\) for at least one \(F\)).

We claim this \(\lambda\) has all the properties required to complete the proof of Lemma 3.3.5. Indeed, parts (ii) and (iii) of the statement follow immediately from the corresponding parts of Lemma 3.3.7. For (i), we assert that—in the notation of the statement—we have \(\rho(c, \omega') = \Lambda(c, \omega')\) for each \(c \in S'_{k}\) and \(\omega' \in [k]\), which is sufficient (noting Claim 3.3.13(i)). To see this, we note that for any face \(F\) of
dimension \( k - r \) and \( c \in S_k' \), we have
\[
\sum_{\omega \in F} (-1)^{|\omega|} \lambda(c(\omega)) = \rho_F(c) = \sum_{\omega \in F} (-1)^{|\omega|} \rho(c, \omega)
\]
since \( \partial^{k-r} \lambda = \partial^{k-r} \lambda_F \) for any \( F \) (as the constants \( C_F \) do not affect the derivative, since \( k > r \)). It follows that for any \( F \) of dimension at least \( k - r \) we also have
\[
\sum_{\omega \in F} (-1)^{|\omega|} \lambda(c(\omega)) = \sum_{\omega \in F} (-1)^{|\omega|} \rho(c, \omega)
\]
by summing over smaller faces. We can now compute directly from the definitions of \( \Lambda \) and \( \partial \) (i.e., (3.10) and (3.2)) that for all \( c \in S_k' \) and \( \omega' \in [k] \),
\[
\Lambda(c, \omega') = \sum_{\omega \in [k]} Z_{\tau}(\omega, \omega')\lambda(c(\omega)) = \sum_{|\eta| \leq r} (-1)^{|\eta|} \sum_{\omega \geq \eta} (-1)^{|\omega|} \lambda(c(\omega)) \sum_{\omega \geq \eta} (-1)^{|\omega|} \rho(c, \omega)
\]
by (3.14), and rearranging gives
\[
\Lambda(c, \omega') = \sum_{\omega \geq \omega'} (-1)^{|\omega|} \rho(c, \omega) \sum_{|\eta| \leq r} (-1)^{|\eta|} \sum_{\omega \geq \eta} (-1)^{|\omega|} \rho(c, \omega)
\]
The outer summand is zero if \( |\omega| > r \) (as then \( \rho(c, \omega) = 0 \)) and so the condition \( |\eta| \leq r \) is redundant. Therefore the inner sum is given by (3.4), and so the right hand side is precisely \( \rho(c, \omega') \), so \( \Lambda(c, \omega') = \rho(c, \omega') \) as required for (i).

Finally we show part (iv). For any \( c \in C^k(H) \), by (ii) we have \( \sum_{\omega \in F} (-1)^{|\omega|} \lambda(c(\omega)) \in \mathbb{Z}^d \) for any face \( F \subseteq [k] \) of dimension \( k - r \), and hence (by summing over smaller faces as above) for any face \( F \) of dimension at least \( k - r \). But then for any \( \omega' \in [k] \) we have \( \Lambda(c, \omega') \in \mathbb{Z}^d \) by (3.15) (which holds for any \( c \)).

**Proof of Claim 3.3.16.** Consider some pair of lower faces \( F_\eta, F_{\eta'} \) where \( \eta, \eta' \in [k] \) have \( |\eta|, |\eta'| = k - r \). We observe that for any \( c \in S_k' \),
\[
\partial^k \lambda_{F_\eta}(c) = \sum_{\omega \in [k]} (-1)^{|\omega|} \rho(c, \omega) = \partial^k \lambda_{F_{\eta'}}(c)
\]
where we applied the proof of (3.14) to the face \([k] \). Hence, writing \( \tau = \lambda_{F_\eta} - \lambda_{F_{\eta'}} \), we have that \( \partial^k \tau(c) = 0 \) for all \( c \in S_k' \). Now by Lemma 3.3.9, there is some function \( \tau' : H \to \mathbb{R}^d \) such that \( \tau(x) = \tau'(x) \) for all \( x \in S_0' \) (as for \( \varepsilon, \delta \) small enough the set \( X \) in (3.12) is all of \( S_0' \), by properties of the system of cubes \( S_0', \ldots, S_k' \)) and such that \( \partial^k \tau'(c) = 0 \) for all \( c \in C^k(H) \). This last condition forces \( \tau' \) to be constant: for instance, we can compute that for each \( x \in H \),
\[
0 = E_{h_1, \ldots, h_k \in H} \partial^k \tau'(\angle(x; h_1, \ldots, h_k)) = \tau'(x) - E_{y \in H} \tau'(y)
\]
and hence $\tau'$ takes its average value anywhere. Hence, $\lambda_{F_r}$ and $\lambda_{F'_r}$ differ by a global constant. Because every face is parallel to a lower face, by the second part of Claim 3.3.15 we deduce that for every pair of faces $F, F'$ the functions $\lambda_{F}, \lambda_{F'}$ differ by a global constant and the appropriate sign change. Setting $\lambda = \lambda_{F_0}$ for any face $F_0$ of codimension $r$, this proves the claim.  

This completes the proof of Lemma 3.3.5. □

3.4. Finding and eliminating redundancy. Next, we formalize what it means to find redundancies in a polynomial hierarchy, and recursively replace the hierarchy with a simpler one to eliminate them. We introduce some definitions.

Definition 3.4.1. Given non-negative integers $s$, $d_0, \ldots, d_s$, and two tuples $(f_{i,j})$ for $0 \leq i \leq s$, $j \in [d_i]$, consisting of functions $X \to \mathbb{R}$ on some set $X$, we say $f'$ reduces $f$ on $X$ with parameter $K \geq 1$ if the following holds: for each function $f_{i,j}$ and each $x \in X$ there exists $v(x) \in \bigoplus_{t=0}^{d'} \mathbb{Z}^{d'}$ such that $\|v(x)\|_1 \leq K$ and $f_{i,j}(x) = v(x) \cdot f'(x)$.

The motivation for this definition is that $f'$ carries at least as much information as $f$ for the purposes of derivatives conditions, in the sense of the following result.

Lemma 3.4.2. If $X \subseteq H$, $(f_{i,j})$ $(0 \leq i \leq s, j \in [d_i])$ is a tuple of functions $X \to \mathbb{R}$, $g: X \to \mathbb{R}$ is a function satisfying the $(f, k, t, M)$-derivatives condition on $S \subseteq C^k(H)$ (where $k \geq 0$ and $1 \leq t \leq s+1$), and $(f'_{i,j})$ $(0 \leq i \leq s, j \in [d_i])$ is some other tuple of functions $X \to \mathbb{R}$ such that $f'$ reduces $f$ on $X$ with parameter $K$; then $g$ satisfies the $(f', k, t, KM)$-derivatives condition.

Proof. This follows simply by substituting the expressions for $f_{i,j}(x)$ in terms of $f'$ given by Definition 3.4.1, into the derivatives condition (2.5). □

We are now in a position to state the main result of this subsection, which shows that a polynomial hierarchy can be upgraded to a strong one without losing information, at the expense of a loss in parameters and a small further error set.

Theorem 3.4.3. Let $s \geq t \geq 1$ be integers, let $S_0, \ldots, S_{s+1}$ be a system of cubes of parameter $1 - \varepsilon$, let $f$ be an $(s-1, d, M)$-polynomial hierarchy on $S_0, \ldots, S_s$, and suppose $g: S_0 \to \mathbb{R}$ obeys the $(f, s+1, t, M)$-derivatives condition on $S_{s+1}$. Write $D = \sum_{i=0}^{s} d_i$, and let $\delta > 0$ be an arbitrary parameter.

Suppose finally that $\varepsilon \leq \varepsilon_0(s)$ is sufficiently small. Then there exists a system of cubes $S'_0, \ldots, S'_{s+1}$ with parameter at least $1 - \varepsilon - \delta$, and with $S'_k \subseteq S_k$ and $\mu(S_k \setminus S'_k) \leq \delta$ for each $k$; and a parameter $M'$, where

$$M' \leq O_{s,M/\delta}^{O_s(D^{O_s(D)})}$$

if $t \leq 2$, and

$$M' \leq O_{s,M/\delta}^{O_s(D^{O_s(D)})}$$

if $t > 2$. □
if \( t \geq 3 \), such that the following holds. Either \( H \) has a subgroup of size at least \( |H|/M' \), or there is an \((s,d',M')\)-polynomial hierarchy \( f' \) which reduces \( f \) with parameter \( M' \), such that \( g \) obeys the \((f',s+1,t',M',\delta)\)-strong derivatives condition on \( S_{s+1} \).

**Remark 3.4.4.** The weaker bound when \( t \geq 3 \) is unsatisfactory, but the author has been unable to improve it. In the proof, we argue the two cases separately, although using all the same ingredients: roughly, the difference is that when \( t \leq 2 \) we can remove all redundancies at the same time, whereas when \( t \geq 3 \) we resort to applying induction on the dimensional quantity \( \sum_{r=0}^{s-1}(r+1)d_r \).

It is possible to adapt the former strategy to the case \( t \geq 3 \), by removing all redundancies in the same degree in one go, and then applying induction on \( t \). However, at one specific point in the argument (the proof of Lemma 3.4.9) something new and bad happens, in that we need to assume that a strong derivatives condition holds recursively in lower-degree parts of the hierarchy \( f \) for the argument to go through. It is still possible to structure the argument to avoid cyclic dependencies in the parameters, but doing so nonetheless causes a fairly disastrous explosion in the bounds, and they end up much worse than using the more direct induction on dimensions.

The upgraded hierarchy \( f' \) in Theorem 3.4.3, which should be thought of as \( f \) with enough redundancies removed, will be constructed from \( f \) using a combination of the following steps.

(i) Suppose some function \( f_{i,j} \), assumed by hypothesis to satisfy the \((f,i+1,i,M)\)-derivatives condition, in fact satisfies the stronger \((f,i,i-1,M')\)-derivatives condition. Then moving \( f_{i,j} \) out of \( f=i \) and into \( f=i-1 \) gives a tuple that reduces \( f \).

(ii) Suppose instead that \( f_{i,j} \) has the form \( f_{i,j}(x) = k(x) \cdot f_{\leq i-1} \), where \( k: S_0 \to \bigoplus_{r=0}^{i-1} \mathbb{Z}^{d_r} \) is an arbitrary function taking bounded values. This could happen: in fact, such a function even satisfies the stronger \((f,0,i,M)\)-derivatives condition. However, it is also clear that just deleting \( f_{i,j} \) gives a tuple that reduces \( f \).

(iii) If \( f_{i,j} \) satisfies the \((f,i,i,M)\)-derivatives condition (stronger than the \((f,i+1,i,M)\)-condition from the hypothesis, but weaker than (i)) it turns out we can decompose \( f_{i,j} = \phi_0 + \phi_1 \) where \( \phi_0 \) has the properties from (i) and \( \phi_1 \) has the properties from (ii), and deal with each accordingly.

(iv) We can perform any of these operations, and in particular (iii), replacing \( f_{i,j} \) (a function in the tuple) with a bounded linear combination \( v \cdot f_{\leq i} \) of such functions (with \( v_{\neq i} \neq 0 \)), by first applying a suitable change of basis.

The dichotomy we need to establish is that either \( g \) already obeys a strong derivatives condition on the hierarchy \( f \), or if not then have an opportunity to apply one of these reduction steps to \( f \).

This is achieved in two further stages. First we first show that whenever \( g \) fails to obey a strong derivatives condition, some particular linear combination \( v \cdot f_{\leq i} \) is an approximate polynomial of lower degree than expected (i.e., \( i-1 \)). Then, we argue that this approximate polynomial condition can be boosted to a derivatives condition for \( v \cdot f_{\leq i} \) of lower degree than expected as in (iv) above; or in some cases that, if not, some \( v' \cdot f_{\leq i'} \) is similarly an approximate polynomial of lower degree than expected, with \( i' < i \).
We now state the necessary ingredients precisely. First, we show that if \( g \) and \( b \) obey a derivatives condition but the compatibility condition (Definition 3.3.1) fails to hold for \( b \), then we can find some approximate polynomial \( v \cdot f_{\leq i} \) as discussed above. We first give a technical statement and then its generic consequence.

**Lemma 3.4.5.** Fix \( t \geq 2 \) and \( k \geq 0 \); let \( X \subseteq H \); let \( f \) be a tuple of functions \( X \to \mathbb{R} \), of shape \( d_0, \ldots, d_{t-1} \) with \( \sum_{r=0}^{t-1} d_r = D \); and suppose that \( g: X \to \mathbb{R} \) and \( b \) obey the \((f,k,t,M)\)-derivatives condition on \( S \subseteq C^k(H) \) and that \( b \) is in normal form. Suppose also that \( \gcd(|H|,(t-2)!) = 1 \).

Suppose moreover that for some \( R \), \( 1 \leq R \leq t-1 \), some \( i \in [k] \) and \( \omega \in [k] \) with \( \omega(i) = 1 \), and some \( v \in \bigoplus_{i=1}^R \mathbb{Z}^{d_i} \), there are at least \( \varepsilon |H|^{k+2} \) triples \((c_0,c_1,c) \in T_{k,i} \) (defined as in (3.7)) such that:

- \( c_0, c_1 \in S \);
- \( b_{\leq R}(c_0,\omega) - b_{\leq R}(c_1,\omega) = v \); and
- \( b_{> R}(c_0,\omega') = b_{> R}(c_1,\omega') \) for all \( \omega' \in F^i \).

Then the function \( v \cdot f_{\leq R} \) satisfies

\[
|\{c \in C^R(H): \partial^R(v \cdot f_{\leq R})(c) = 0\}| \geq O_{k,t}(M)^{-O_{k,t}(D)} \varepsilon^{O_{k,t}(1)} |C^R(H)|,
\]

i.e. is an approximate polynomial with the parameter shown. (As usual, we interpret expressions such as the one above only to count those \( c \in C^R(H) \) where \( \partial^R(v \cdot f_{\leq R}) \) is actually well-defined.)

If \( v_{= R} \neq 0 \), this is meant to be surprising: a priori, \( v \cdot f_{\leq R} \) is a linear combination of objects of degree (at most) \( R \), and so would typically be an approximate polynomial of degree \( R \), but under these hypotheses turns out to be one of degree \( R - 1 \). On the other hand, if \( b \) is upper compatible then \( v \) is necessarily zero and the conclusion is not surprising at all.

We recall (Remark 3.3.4) that the issue of upper compatibility does not arise for \( b_{=0} \), and hence the restriction to \( t \geq 2 \) is natural.

The more simply stated consequence of Lemma 3.4.5 is the following.

**Corollary 3.4.6.** Suppose \( t, k, d_0, \ldots, d_{t-1}, X, S, f, g, b \) and \( D \) are as in the first paragraph of Lemma 3.4.5 (with \( \gcd(|H|,(t-2)!) = 1 \)), and that \( b_{= r} \) fails to be \( \delta \)-upper compatible on \( S \), for some \( 1 \leq r \leq t-1 \) and some \( \delta > 0 \).

Then there exists \( R \), \( 1 \leq R \leq t-1 \), and some \( v \in \bigoplus_{i=1}^R \mathbb{Z}^{d_i} \) with \( v_{= R} \neq 0 \) and \( \|v\|_1 \ll_t M^{O_{k,t}(1)} \), such that

\[
|\{c \in C^R(H): \partial^R(v \cdot f_{\leq R})(c) = 0\}| \geq O_{k,t}(M)^{-O_{k,t}(D)} \delta^{O_{k,t}(1)} |C^R(H)|.
\]

A similar pair of statements holds if the function \( b_{= t-1} \) fails to satisfy the other requirements of a generalized cocycle.

**Lemma 3.4.7.** Suppose \( t \geq 1 \), \( k \geq 0 \), \( f \) is a \((t-1,d,M)\)-polynomial hierarchy on a system of cubes \( S_0, \ldots, S_t \), and \( g \) and \( b \) obey the \((f,k,t,M)\)-derivatives condition on \( S \subseteq C^k(H) \), where \( c|_F \in S_{\dim F} \).
for each $c \in S$ and each face $F$ of $[k]$ of dimension at most $t$, and $b$ is in normal form. Suppose also that $\gcd([H], (t-1)!) = 1$ and write $D = \sum_{r=0}^{t-1} d_r$.

Now suppose that for some $i \in [k]$, some $\omega \in [k]$ and some $z \in \mathbb{Z}^{d_{t-1}}$, the following holds: there are at least $\varepsilon |H|^{k+2}$ triples $(c_0, c_1, c) \in T_{k,i}$ such that $c_0, c_1, c \in S$, $b(c_0, \omega') = b(c_1, \omega')$ for each $\omega' \in F^i$, and

$$b_{t-1}(c, \omega) - \sum_{\omega' \in [k]} Z_{t-1}(\omega, \omega')b_{t-1}(\omega') = z$$

where $Z_{t-1}$ is as in (3.2) and

$$b(\omega') = \begin{cases} b(c_0, \omega') & : \omega'(i) = 0 \\ b(c_1, \omega' \setminus \{i\}) & : \omega'(i) = 1 \end{cases}$$

as in Definition 3.3.2. Then there exists $v \in \bigoplus_{r=0}^{t-1} \mathbb{Z}^{d_r}$ with $v_{t-1} = z$, $\|v\|_1 \ll t M^{O(1)}$, and such that

$$\left| \{ c \in C^{t-1}(H) : \partial^{t-1}(v \cdot f_{\leq t-1})(c) = 0 \} \right| \gg_{k,t} O(M)^{-O_{e,t}(D)} \varepsilon O_{k,t}(1) |C^{t-1}(H)|.$$  

Again, the conclusion is surprising whenever $z \neq 0$, which exactly corresponds to a failure of the relevant part of Definition 3.3.2. In particular we again record a simple consequence.

**Corollary 3.4.8.** Suppose $t, k, f, S_0, \ldots, S_t, S, g, b$ and $D$ are as in the first paragraph of Lemma 3.4.7 (and $\gcd([H], (t-1)!)) = 1$), and $b_{t-1}$ is not a generalized $k$-cocycle of type $t-1$ and loss $\delta$.

Then there exists $v \in \bigoplus_{r=0}^{t-1} \mathbb{Z}^{d_r}$ with $v_{t-1} \neq 0$, $\|v\|_1 \ll t M^{O(1)}$, and such that

$$\left| \{ c \in C^{t-1}(H) : \partial^{t-1}(v \cdot f_{\leq t-1})(c) = 0 \} \right| \gg_{k,t} O(M)^{-O_{e,t}(D)} \varepsilon O_{k,t}(1) |C^{t-1}(H)|.$$  

Next, we show that we can bootstrap these approximate polynomial conclusions to improved derivatives conditions. Crucially, we now need some hypothesis on the subgroups of the ambient group $H$.

**Lemma 3.4.9.** Let $t \geq 1$, let $S_0, \ldots, S_{t+1}$ be a system of cubes of parameter $1 - \varepsilon$ where $\varepsilon \leq \varepsilon_0(t)$ is sufficiently small; let $f$ be an $(t-1, d, M)$-polynomial hierarchy on $S_0, \ldots, S_t$; and suppose $\phi : S_0 \rightarrow \mathbb{R}$ satisfies the $(f, t+1, t, M)$-derivatives condition on $S_{t+1}$. Suppose also that

$$\left| \{ c \in C^t(H) : \partial^t \phi(c) = 0 \} \right| \geq \delta |C^t(H)|.$$  

Also, let $\eta > 0$ be another parameter; suppose $H$ has no proper subgroups of order at least $\delta |H|/J$ where $J = J(t)$ is some absolute constant; suppose $\gcd([H], (t-1)!) = 1$; and write $D = \sum_{i=0}^{t-1} d_i$.

Then either:

(A) $\phi$ satisfies the $(f, t, t, M')$-derivatives condition on a set $S \subseteq S_t$ with $\mu(S_t \setminus S) \leq \eta$, where $M' \ll t M \delta^{-O(1)}$; or

(B) for some $R$, $1 \leq R \leq t - 1$, and some $v \in \bigoplus_{r=1}^R \mathbb{Z}^{d_r}$ with $v_{t-1} \neq 0$ and $\|v\|_1 \ll_{t} (M/\delta)^{O(1)}$, we have

$$\left| \{ c \in C^R(H) : \partial^R(v \cdot f_{\leq R})(c) = 0 \} \right| \geq O(M/\delta)^{-O_{t,R}(D)} \eta^{O_{t,R}(1)} |C^R(H)|.$$


Note in particular that if \( t = 1 \) then option (B) is nonsensical and so necessarily (A) holds.

Finally, we show that a function obeying an \((f, t, t, M')\)-derivatives condition can be split into a piece obeying the more usual \((f, t, t - 1, M'')\)-derivatives condition, and a function that is pointwise a bounded linear combination of the values \( f_{\leq t - 1} \) (as in part (iii) above).

**Lemma 3.4.10.** Let \( t \geq 1 \), let \( f \) be an \((t - 1, d, M)\)-polynomial hierarchy on a system of cubes \( S_0, \ldots, S_t \) of parameter \( \varepsilon \) where \( \varepsilon \leq \varepsilon_0(t) \) is sufficiently small, and suppose \( \phi : S_0 \to \mathbb{R} \) and \( b \) satisfy the \((f, t, t, M)\)-derivatives condition on \( S_t \). Also let \( \eta > 0 \) be a parameter.

Then either:

(A) there exists a set \( S \subseteq S_t \) with \( \mu(S_t \setminus S) \leq \eta \), and a decomposition \( \phi = \phi_0 + \phi_1 \) such that (i) \( \phi_0 \) satisfies the \((f, t, t - 1, O_t(M))\)-derivatives condition on \( S \), and (ii) for each \( x \in S_0 \) there exists \( v(x) \in \mathbb{Z}^{d_{t - 1}} \) with \( \phi_1(x) = v(x) \cdot f_{= t - 1}(x) \) and \( \|v(x)\|_1 \ll_t M + d_{t - 1}; \)

(B) or, for some \( R, 1 \leq R \leq t - 1 \), and some \( v \in \bigoplus_{i=1}^{R} \mathbb{Z}^{d_i} \) with \( v = R \neq 0 \) and \( \|v\|_1 \ll_t M^{O_t(1)} \), we have

\[
\big| \{ c \in C^R(H) : \partial^R(v \cdot f_{\leq R})(c) = 0 \} \big| \geq O_t(M)^{-O_t(D)}|C^R(H)|.
\]

Again, when \( t = 1 \) statement (A) holds unconditionally.

We briefly record the deductions of Corollary 3.4.6 and Corollary 3.4.8, which are direct pigeonholing arguments.

**Proof of Corollary 3.4.6.** The hypothesis implies (a fortiori) that there is some \( r, 1 \leq r \leq t - 1 \), such that \( b_{= r} \) is not \( \delta 2^{-(k + 1)r} \)-almost upper compatible. We let \( R \) denote the largest \( r \) for which this holds.

By a union bound, this implies that there exists \( \omega \in [k] \) and \( i \in [k] \) with \( \omega(i) = 1 \), such that the number of triples \((c_0, c_1, c) \in T_{k, i} \) such that \( c_0, c_1 \in S, b_{= R}(c_0, \omega) - b_{= R}(c_1, \omega) \neq 0 \), but \( b_{> R}(c_0, \omega') = b_{> R}(c_1, \omega') \) for all \( \omega' \in F^i \), is at least

\[
2^{-(k + 1)R} |H|^{k + 2} - \sum_{r=R+1}^{t-1} \sum_{\omega \in F^i} 2^{-(k + 1)r} |H|^{k + 2} \gg_{k, t} \delta |H|^{k + 2}.
\]

Since \( \|b(c_0, \omega)\|_1, \|b(c_1, \omega)\|_1 \ll_t M^{O_t(1)} \), there are at most \( O_t(M)^{O_t(D)} \) possible values \( v = b(c_0, \omega) - b(c_1, \omega) \) with \( v = R \neq 0 \), and so one such value \( v \) occurs for \( \gg_{k, t} \delta O(M)^{-O_t(D)}|H|^{k + 2} \) tripes.

This choice of \( \omega, i \) and \( v \) (with \( v = R \neq 0 \)) then obeys the hypotheses of Lemma 3.4.5, and the result follows. \( \square \)

**Proof of Corollary 3.4.8.** If \( b_{= t - 1} \) fails to be \( 2^{-2k} \delta \) upper-compatible on \( S \), we are done by Corollary 3.4.6, so we can assume that it is. Since \( b_{= t - 1} \) is not a generalized \( k \)-cocycle of type \( t - 1 \) and loss \( \delta \), part (ii) of Definition 3.3.2 must fail. By pigeonholing in the choice of \( \omega \in [k] \) in that definition,
there exists $i \in [k]$ and $\omega \in [k]$ such that for at least $2^{-k} |H|^{k+2}$ triples $(c_0, c_1, c) \in T_{k,i}$, we have
\[ b_{s-1}(c, \omega) - \sum_{\omega' \in [k]} Z_{s-1}(\omega, \omega') b_{s-1}(\omega') \neq 0 \] (3.17)
where $b$ and $Z_{s-1}$ are as in the statement of Lemma 3.4.7. Since $b_{s-1}$ is $2^{-2k} \delta$ upper-compatible, for at least $2^{-k-1} \delta |H|^{k+2}$ of these triples $(c_0, c_1, c)$ we simultaneously have $b_{s-1}(c_0, \omega, c_1, \omega') = b_{s-1}(c_1, \omega')$ for all $\omega' \in F^s$.

Finally, since the left-hand side of (3.17) takes $O(M)^O(1)$ distinct values, we can find a fixed $z \in \mathbb{Z}^{d_{s-1}}$, $z \neq 0$, such in addition to these previous conditions,
\[ b_{s-1}(c, \omega) - \sum_{\omega' \in [k]} Z_{s-1}(\omega, \omega') b_{s-1}(\omega') = z \]
holds for at least $2^{-k-1} \delta |M^{-O(1)}| |H|^{k+2}$ such triples $(c_0, c_1, c)$. At this point, the hypotheses of Lemma 3.4.7 are satisfied, and applying that lemma gives the result. \[ \square \]

We now prove Theorem 3.4.3, assuming all of these statements. The proofs of Lemma 3.4.5, Lemma 3.4.7, Lemma 3.4.9 and Lemma 3.4.10 are given in the next two sections.

**Proof of Theorem 3.4.3.** We first argue the weaker bound that holds for large $t$, and which is more direct. Since we treat the case $t = 1$ in detail below, to avoid corner cases we assume $t \geq 2$ here. We work by induction on the quantity $I = \sum_{t=0}^{t-1} (r + 1) d_r$.

Fix $b$ such that $g$ and $b$ obey the $(f, s + 1, t, M)$-derivatives condition. Clearly if the same $g$ and $b$ obey the $(f, s + 1, t, M, \delta)$-strong derivatives condition there is nothing to do.

If not, either some $b_{s+r}$ is not $\delta$-almost upper compatible (for $1 \leq r \leq t - 1$), or $b_{t-1}$ fails to be a generalized $(s + 1)$-cocycle of type $t - 1$ and loss $\delta$. By Corollary 3.4.6 or Corollary 3.4.8 respectively, in either case we deduce that there is some $R$, $1 \leq R \leq t - 1$, and some $v \in \bigoplus_{t=0}^{R} \mathbb{Z}^{d_r}$ such that $v_{=R} \neq 0$, $\|v\|_1 \ll_t M^{O(1)}$ and
\[ \{ c \in C^R(H) : \partial^R(v \cdot f_{\leq R})(c) = 0 \} \geq \nu |C^R(H)| \] (3.18)
where $\nu \geq O_s(M)^{-O(1)} \delta^{O(1)}$. We note that these bounds on $\nu$ and $\|v\|_1$ are stronger than the bound
\[ \|v\|_1, 1/\nu \leq O_s(M/\delta)^{O(1)}. \] (3.19)

We then invoke Lemma 3.4.9 on $v \cdot f_{\leq R}$ (noting that $v \cdot f_{\leq R}$ obeys an $(f, R + 1, R, \|v\|_1 M)$-derivatives condition), as well as Lemma 3.4.10, with parameter $\eta = (\delta/I)^C/C$ for some suitable absolute constant $C = C(s)$ to be specified shortly. There are two possible outcomes.

One (option (B) in either case) is that we deduce (3.18) again but with a smaller value $R'$, $1 \leq R' < R$, and new values $\nu'$ and $v'$. Moreover the bounds this gives on $\nu'$ and $\|v'||_1$ are of the same form as (3.19), albeit with worse implied constants. If this happens, we try again with these new parameters.
until this case no longer occurs, which must happen after at most \( t - 2 \) attempts. In what follows, we abuse notation to write \( v, R \) and \( \nu \) for the final choices obtained, which still obey (3.19).  

Given the other outcome (option \((A)\) both times), with the help of Corollary 2.2.6, we find: a subsystem of cubes \( S'_0, \ldots, S'_{s+1} \) with \( S'_k \subseteq S_k \) for each \( 0 \leq k \leq s+1 \); a decomposition \( v \cdot f_{\leq R} = \phi_0 + \phi_1 \); and a parameter \( M' \); such that the following hold:—

- \( S'_0, \ldots, S'_{s+1} \) has parameter \( 1 - \varepsilon - O_s(\eta^{1/O_s(1)}) \) and \( \mu(S_k \setminus S'_k) \leq \eta^{1/O_s(1)} \) for each \( 0 \leq k \leq s+1 \);
- the function \( \phi_0 \) obeys the \((f, R, R - 1, M')\)-derivatives condition on \( S'_R \);
- \( \phi_1(x) = u(x) \cdot f_{\leq R-1}(x) \) for each \( x \in S'_0 \), where \( u \in \bigoplus_{i=0}^{R-1} \mathbb{Z}^{d_i} \) has \( \|u\|_1 \leq M' \); and
- \( M' \leq O_s(M/\delta)^{-O_s(D)^{O_s(1)}} \).

By setting the constant \( C = C(s) \) in the choice of \( \eta \) appropriately, we can assume that \( S'_0, \ldots, S'_{s+1} \) has parameter at least \( 1 - \varepsilon - \delta/2I \) and that \( \mu(S_k \setminus S'_k) \leq \delta/2I \) for each \( k \).

To conclude, we define a new hierarchy \( f' \) by deleting some \( f_{R,j} \) from \( f_{\leq R-1} \) and adding \( \phi_0 \) to level \( f_{\leq R-1} \). Specifically, pick any \( j \in [d_R] \) such that \( v_{R,j} \neq 0 \) (possible by hypothesis); then set

\[
d'_r = \begin{cases} 
  d_r - 1 & : r = R \\
  d_r + 1 & : r = R - 1 \\
  d_r & : \text{otherwise}
\end{cases}
\]

and

\[
f'_{\leq r} = \begin{cases} 
  f_{\leq r} & : r > R \\
  \frac{1}{v_{R,j}}(f_{R,1}, \ldots, f_{R,j-1}, f_{R,j+1}, \ldots, f_{R,d_R}) & : r = R \\
  \frac{1}{v_{R,j}}(f_{R-1,1}, \ldots, f_{R-1,d_{R-1}}, \phi_0) & : r = R - 1 \\
  \frac{1}{v_{R,j}}f_{\leq r} & : r < R - 1.
\end{cases}
\]

By the properties above, this is an \((s - 1, d', M'')\)-polynomial hierarchy on \( S'_0, \ldots, S'_s \), which reduces \( f \) with parameter \( K' \), where \( K', M'' \leq (M'[v_{R,j}]^{O_s(1)}) \). Hence, using Lemma 3.4.2, the original hypotheses of the theorem are satisfied by \( g, f', \varepsilon' = \varepsilon + \delta/2I \) and \( KM'' \). Moreover, the quantity \( I \) has decreased by one.

The result now follows by inductive hypothesis, applied with \( \delta' = (1 - 1/2I)\delta \). In the inductive step, we use the fact (whose proof is straightforward) that if \( f' \) reduces \( f \) with parameter \( K_1 \) and \( f'' \) reduces \( f' \) with parameter \( K_2 \) then \( f'' \) reduces \( f \) with parameter \( K_1 K_2 \).

To achieve the better bound when \( t \leq 2 \), we adapt this argument slightly. First, note that when \( t \leq 2 \) in the theorem, in the above argument we only ever apply Lemma 3.4.9 or Lemma 3.4.10 with \( t = 1 \), and so the recursive step of reducing \( R \) (i.e., option \((B)\) in the dichotomies) never arises.

Next, instead of finding just one \( v \) that represents a failure of the strong derivatives condition for \( g \), we record a list of all such \( v \) simultaneously. Firstly, when \( t = 2 \) we define a set of vectors \( V \subseteq \mathbb{Z}^{d_i} \).

\[\text{[Footnote] Although (3.19) is initially pessimistic, it becomes roughly the best we can say after iterating option \((B)\) several times.}\]
to consist of all \( v \) such that, for some \( \omega \in \{s+1\} \) and \( i \in \{s+1\} \) with \( \omega(i) = 1 \), there are at least 
\[ \sigma |H|^{s+3} \] 
triple \( (c_0, c_1, c) \in T_{s+1,i} \) such that \( c_0, c_1 \in S_{s+1} \) and \( b(c_0, \omega) - b(c_1, \omega) = v \) (i.e., \( v \) obeys the hypothesis of Lemma 3.4.5 in the special case \( t = 2, k = s + 1 \), with these values of \( \omega, i \) and with \( \varepsilon \) replaced by \( \sigma \)). Similarly, for \( t = 1 \) or \( t = 2 \) we define \( W \subseteq \mathbb{Z}^d_{t-1} \) to consist of all \( z \) that obey the hypothesis of Lemma 3.4.7 (with \( k = s + 1 \) and \( \varepsilon \) replaced by \( \sigma \)). Here \( \sigma > 0 \) is some parameter to be determined. We then set \( U = V \cup W \) (if \( t = 2 \)) or \( U = W \) (if \( t = 1 \)), so \( U \subseteq \mathbb{Z}^d_{t-1} \).

Note that it follows from the definitions of \( V \) and \( W \) that any \( u \in U \) has \( \|u\| \ll M^{O_{\omega}(1)} \). Also, we now fix a subset \( U' \subseteq U \) of size at most \( d_{t-1} \) such that \( \text{span}_Q(U') = \text{span}_Q(U) \) as vector subspaces of \( \mathbb{Q}^d_{t-1} \).

If \( u \in V \), Lemma 3.4.5 tells us that \( u \cdot f_{=1} \) is an approximate polynomial of degree \( t-1 \) and parameter at least \( O_{\omega}(M)^{-O_{\omega}(D)} \). If \( u \in W \) and \( t = 1 \), by Lemma 3.4.7 we get the same conclusion; if \( t = 2 \) we get that \( v \cdot f_{\leq 1} \) is an approximate polynomial of degree 1 with the same parameter for some \( v \in \mathbb{Z}^d_{0} \) with \( v_{=1} = u; \) however, since \( f_{=0} \) consists of constant functions (by Remark 2.5.3) this implies the same conclusion for \( u \cdot f_{=1} \). Hence, for all \( u \in U \), \( u \cdot f_{=1} \) is an approximate polynomial of degree \( t-1 \) and parameter at least \( O_{\omega}(M)^{-O_{\omega}(D)} \).

When \( t = 1 \), the statement that \( u \cdot f_{=0} \) as an approximate polynomial of degree 0 states that it is zero a positive fraction of the time (and in fact we did not need the machinery of Lemma 3.4.5 or Lemma 3.4.7 to tell us this). Moreover, each \( f_{0,j} \) is a constant function (again, see Remark 2.5.3), so \( u \cdot f_{=0} \) is identically zero.

We can therefore build a new system of cubes as follows. We pick a subset \( J \subseteq [d_0] \), \( |J| = d_0 - |U'| \) such that the standard basis vectors \( \{e_j \in \mathbb{Z}^d_{0}: j \in J\} \) together with \( U' \) form a basis \( B = (\beta_1, \ldots, \beta_{d_0}) \) for \( \mathbb{Q}^d_{0} \). We then define \( f'_{=0} \) to be \( \frac{1}{\det A} (f_{0,j})_{j \in J} \). Write \( A \) for the \( d_0 \times d_0 \) matrix with the vectors \( v \in B \) as rows, so that
\[
\beta_j = \sum_{i=1}^{d_0} A_{ji} e_i, \quad e_i = \sum_{j=1}^{d_0} A^{-1}_{ij} \beta_j.
\]
Hence, each original function \( f_{0,i} \) for \( i \in [d_0] \) can be expressed as an integer linear combination
\[
f_{0,i} = \frac{1}{\det A} \sum_{j=1}^{d_0} A_{ij} (\beta_j \cdot f_{=0}) = \sum_{j=1}^{|J|} A_{ij} f'_{0,j}
\]  
(3.20)
where \( A = (\det A)A^{-1} \) is the adjugate matrix of \( A \), and the second equality holds because \( \beta_j \cdot f_{=0} \) is just \( (\det A)f'_{0,j} \) if \( j \leq |J| \) and so \( \beta_j \) is one of the standard basis vectors, or identically zero if \( \beta_j \in U' \). Since the rows of \( A \) all have \( \|b_j\| \ll M^{O_{\omega}(1)} \), by the Hadamard bound (say) each coefficient \( A_{ij} \) has size \( O(M)^{O_{\omega}(D)} \), and so (absorbing a factor of \( d_0 \) into the term \( O(1)^{D} \)) we find that \( f' \) reduces \( f \) with parameter \( O(M)^{O_{\omega}(D)} \).

When \( t = 2 \), we further apply Lemma 3.4.9 and Lemma 3.4.10 (with \( t \) replaced by \( t-1 = 1 \)) to \( u \cdot f_{=1} \) for each \( u \in U' \), again with a suitably small \( \eta = \delta^C/\alpha C \), where \( C = C(s) \) is an absolute constant to be chosen shortly. Recall that option (B) cannot occur as we are in the case \( t = 1 \) of these lemmas. Hence, for each \( u \in U' \) we find:
By taking $S = \bigcap_{u \in U'} S_u$, which satisfies $\mu(S \setminus S) \leq |U'|\eta \leq \delta^{C(s)}/C(s)$, applying Corollary 2.2.6, and choosing $C(s)$ suitably, we obtain a system of cubes $S_0', \ldots, S_{s+1}'$ with parameter at least $1 - \varepsilon - \delta$ (or 0.51, whichever is larger) such that $S_u \subseteq S_i'$ for each $u \in U'$, $S_k' \subseteq S_k$ for each $k$ and $\mu(S_k \setminus S_k') \leq \delta$ for each $k$. In particular, $\phi_{0,u}$ is a constant function on $S_0'$ (by Remark 2.5.3).

The new system of cubes is then built as follows. Again pick a subset $J \subseteq [d_1]$ such that $B = \{e_j \in \mathbb{Z}^{d_1}: j \in J\} \cup U'$, $B = (\beta_1, \ldots, \beta_{d_1})$ is a basis for $\mathbb{Q}^{d_1}$, and let $A$ be the matrix with $B$ as its rows. Set

$$f_j' = \frac{1}{\det A} \left( f_{1,j} \right)_{j \in J} \quad f_0' = \frac{1}{\det A} \left( f_{0} \cup (\phi_{0,u})_{u \in U'} \right).$$

For $i \in [d_1]$ we have

$$f_{1,i}(x) = \frac{1}{\det A} \sum_{j=1}^{d_1} A_{i,j} (\beta_j \cdot f_{-1}(x)) = \sum_{j=1}^{|J|} A_{ij} f_{0,j}' + \left( \sum_{j=|J|+1}^{d_1} A_{ij} k_{\beta_j}(x) \right) \cdot f_{0} + \sum_{j=|J|+1}^{d_1} A_{ij} \phi_{0,\beta_j}(x)$$

(recalling $\beta_j \in U'$ for $|J|+1 \leq j \leq d_1$). It follows that this new hierarchy $f'$ reduces $f$ with parameter at most $O(M/\sigma)^{O(D)}$ (bounding the coefficients as in the case $t = 1$).

Finally we claim in both cases $t = 1$ and $t = 2$ that the new $(f', s+1, t, M')$-derivatives condition on $g$ (obtained from the calculations above and Lemma 3.4.2) is in fact an $(f', s+1, t, M', \delta)$-strong derivatives condition.

Let $b$ be the original coefficients (so that $g$ and $b$ obey an $(f, s+1, t, M)$-derivatives condition) and let $b'$ be the new coefficients provided by Lemma 3.4.2 (so that $g$ and $b'$ obey an $(f', s+1, t, M')$-derivatives condition). In both (3.20) and (3.21) above, the functions $f_{t-1,j}$ are expressed as fixed linear combinations $\sum_{j=1}^{d_1} A_{ij} f_{t-1,r}'$ plus lower-order terms. It follows that dually

$$b'_{t-1,j}(c, \omega) = \sum_{i=1}^{d_1} A_{ij} b_{t-1,i}(c, \omega)$$

(3.22)

for all $j \in [d_{t-1}'], c \in S_{s+1}'$ and $\omega \in [s+1]$.

Suppose then that $g$ and $b'$ fail to obey the strong $(f', s+1, t, M', \delta)$-derivatives condition on $S_{s+1}'$. First, suppose $b'$ fails to be $\delta$ upper-compatible. Arguing as in the proof of Corollary 3.4.6, there exist $i \in [s+1], \omega \in F^s$ and $\gg_\delta |H|^{s+3}$ triples $(c_0, c_1, c) \in T_{s+1}$ such that $b'_{t-1}(c_0, \omega) \neq b'_{t-1}(c_1, \omega)$. 

...
By (3.22), it follows that for these triples,
\[
\left( \sum_{i=1}^{d_l-1} A_{ij} \left( b_{l-1,i}(c_0, \omega) - b_{l-1,i}(c_0, \omega) \right) \right)^{|J|} \neq 0.
\]
Equivalently, this states that \( b_{m-1}(c_0, \omega) - b_{m-1}(c_1, \omega) \) is not supported on the latter basis vectors \( \beta_{[J]+1}, \ldots, \beta_{d_l-1} \), i.e., is not contained in \( \text{span}_q(U') \). By pigeonholing as in the proof of Corollary 3.4.6, we may find \( v \in \mathbb{Z}^{d_l} \setminus \text{span}_q(U') \) such that
\[
b_{m-1}(c_0, \omega) - b_{m-1}(c_1, \omega) = v
\]
for \( \gg_{\delta} \delta M^{-O(D)} |H|^{s+3} \) such triples \( (c_0, c_1, c) \). Setting \( \sigma = O_{\delta}(M)^{-O_2(D)} \delta \) for suitable implied constants, there are at least \( \sigma|H|^{s+3} \) such triples, and hence \( v \in V \) by definition, which is a contradiction as by construction \( v \notin \text{span}_q(U) \).

If \( b' \) fails to be a generalized \( k \)-cocycle of type \( t-1 \) and loss \( \delta \), we argue similarly: pigeonholing as in the proof of Corollary 3.4.8, and again taking \( \sigma = O(M)^{-O_2(D)} \delta \), we obtain \( z \in \mathbb{Z}^{d_l} \setminus \text{span}_q(U') \) obeying the criterion to be in the set \( W \), which is a contradiction. The details are essentially a reiteration of the proof of Corollary 3.4.8 and the argument above.

\[\square\]

3.5. Locating approximate polynomials by Cauchy–Schwarz. The main ingredient in both Lemma 3.4.5 and Lemma 3.4.7 is repeated application of the Cauchy–Schwarz inequality. It will be convenient to systematize this process using the notion of Cauchy–Schwarz complexity; see [GT10c, Definition 1.5]. We recall a slight variant of the definition.

**Definition 3.5.1.** Let \( \phi_1, \ldots, \phi_k : \mathbb{Z}^d \to \mathbb{Z} \) be linear forms, and \( j \in [k] \) some index. Say \( (\phi_1, \ldots, \phi_k) \) have Cauchy–Schwarz complexity \( \leq t \) with denominator \( Q \) at position \( j \) if there are sets \( \Sigma_1, \ldots, \Sigma_t+1 \subseteq [k] \setminus \{j\} \) with union \( [k] \setminus \{j\} \), and elements \( \sigma_1, \ldots, \sigma_{t+1} \in \mathbb{Z}^d \), such that for each \( r \in [t+1] \) we have \( \phi_i(\sigma_r) = 0 \) for all \( i \in \Sigma_r \), but \( q_r := \phi_j(\sigma_r) \) satisfies \( q_r \neq 0 \) and moreover \( q_r |Q \).

**Remark 3.5.2.** The more usual way of stating this is that \( \phi_j \notin \text{span}(\phi_i : i \in S_r) \) for each \( r \). This is equivalent up to getting quantitative control on the parameter \( Q \), which becomes significant in groups with torsion.

This notion is usually applied to bounding multilinear averages of real or complex valued functions by \( U^k \)-norms (such as [GW10a, Theorem 2.3], or the original [GT10c, Proposition 7.1] which works in a more difficult setting). The following lemma can be thought of as a discrete analogue of this result.

**Lemma 3.5.3** (Discrete Cauchy–Schwarz complexity). Suppose \( \phi_1, \ldots, \phi_k : \mathbb{Z}^d \to \mathbb{Z} \) is a system of linear forms of Cauchy–Schwarz complexity \( \leq t \) with denominator \( Q \) at position \( j \), and suppose that \( f_1, \ldots, f_k : H \to \mathbb{R} \) are functions such that
\[
\left| \left\{ x \in H^d : \sum_{i=1}^k f_i(\phi_i(x)) = 0 \right\} \right| \geq \delta|H|^d.
\]
Then provided $\gcd(|H|, Q) = 1$, we have

$$\left| \left\{ c \in C^{t+1}(H) : \delta^{t+1} f_j(c) = 0 \right\} \right| \geq \delta^{2^{t+1}} |C^{t+1}(H)|.$$  

(Note we abuse notation to write $\phi_1 : H^d \to H$ for the induced homomorphism.)

The proof is given in Appendix B, and as might be expected consists of multiple applications of the Cauchy–Schwarz inequality.

**Proof of Lemma 3.4.5.** If $v = 0$ the conclusion is trivial, so we may assume $v \neq 0$. Since $b$ is in normal form, if $|\omega| \geq R + 1$ we have $b \notin H(\omega) = 0$ for all $c \in S$, which would force $v = 0$; hence $|\omega| \leq R$.

Since $b(c_0, \omega')$ and $b(c_1, \omega')$ are bounded by $O(M^{O_k(1)}$ in $\ell^1$-norm, each takes at most $O(M^{O_k(D)}$ distinct values, so we may pigeonhole to assume these functions are constant in $c_0$ and $c_1$. That is, we choose global values $B_0(\omega')$ and $B_1(\omega')$ for each $\omega' \in [k]$, such that at least $\varepsilon O(M)^{-O_k(D)}$ triples $(c_0, c_1, c) \in T_{k,i}$ satisfy the hypotheses from the statement as well as $b(c_0, \omega') = B_0(\omega')$ and $b(c_1, \omega') = B_1(\omega')$ for each $\omega' \in [k]$. Let $T'$ denote this set of triples, with $\mu(T') \geq \varepsilon O(M)^{-O_k(D)}$.

Recalling (3.8), we have that

$$\partial^k g(c) = \sum_{\omega' \in [k]} (-1)^{|\omega'|} B_0(\omega') \cdot f_{\leq t-1}(c(\omega')) - \sum_{\omega' \in [k]} (-1)^{|\omega'|} B_1(\omega') \cdot f_{\leq t-1}(c(\omega'))$$

for all $(c_0, c_1, c) \in T'$. Recalling that $c_0(\omega') = c_1(\omega')$ for $\omega' \in F^1$ and regrouping terms, we get that

$$\sum_{\eta \in [k]} (-1)^{|\eta|} G_\eta(c(\eta)) + \sum_{\omega' \in F^1} (-1)^{|\omega'|} (B_0(\omega') - B_1(\omega')) \cdot f_{\leq t-1}(c(\omega')) = 0 \quad (3.23)$$

on $T'$, where $G_\eta$ for $\eta \in [k]$ are some functions $H \to \mathbb{R}$ absorbing all terms of the form $f_{\leq t-1}(c(\omega'))$ and $f_{\leq t-1}(c(\omega'))$ for $\omega \in F_1$, as well as $g(c(\omega))$ for $\omega \in [k]$, and whose precise forms are not important.

Recall that $b$ is in normal form, and so $b \in H(c_0, \omega') = b \in H(c_1, \omega') = 0$ whenever $|\omega| > R$. Moreover, by hypothesis $b > R(c_0, \omega') = b > R(c_1, \omega')$ for all $\omega' \in F^1$ and all $(c_0, c_1, c) \in T'$. Combining these two statements, if $\omega' \in F^1$ and $|\omega'| > R$ then $b(\omega', c_0) = b(c_1, \omega')$. It follows that $B_0(\omega') = B_1(\omega')$ whenever $\omega' \in F^1$, $|\omega'| > R$, and so (3.23) implies

$$\sum_{\eta \in [k]} (-1)^{|\eta|} G_\eta(c(\eta)) + \sum_{\omega' \in F^1} (-1)^{|\omega'|} (B_0(\omega') - B_1(\omega')) \cdot f_{\leq t-1}(c(\omega')) = 0 \quad (3.24)$$

on $T'$. Note the summand with $\omega' = \omega$ is exactly $v \cdot f_{\leq t}(c(\omega))$.

It therefore suffices to show that the system of linear forms $\mathbb{Z}^{k+2} \to \mathbb{Z}$ consisting of

$$\phi_0(x, h_1, \ldots, h_k, h'_i) = x + \eta \cdot (h_1, \ldots, h_k)$$

for $\eta \in [k]$, together with

$$\psi_\nu(x, h_1, \ldots, h_k, h'_i) = x + h'_i + \nu \cdot (h_1, \ldots, h_k)$$

for $\nu \in [k]$, together with

$$(\star) \quad \sum_{\eta \in [k]} (-1)^{|\eta|} G_\eta(c(\eta)) = 0$$

for $c(\eta) \in C^{t+1}(H)$. That is, we must show that $\sum_{\eta \in [k]} (-1)^{|\eta|} G_\eta(c(\eta)) = 0$. This holds if $\mu(T') \geq \varepsilon O(M)^{-O_k(D)}$, giving the lemma.
for $\nu \in F^i$ with $|\nu| \leq R$, has Cauchy–Schwarz complexity at most $R - 1$ at $\psi_{\omega}$, with denominator $(t - 2)!$; the result then follows directly from Lemma 3.5.3 applied to (3.24).

To check the Cauchy–Schwarz complexity we define $R$ sets of forms $\Sigma_r$ and corresponding vectors $\sigma_r \in \mathbb{Z}^{k+2}$ as in Definition 3.5.1, as follows:

(a) $\Sigma_1 = \{ \phi_{\nu} : \eta \in [k] \}$ and $\sigma_1 = (0, 0, \ldots, 0, 1)$ (i.e., $h'_i = 1$ and all other coordinates are zero);
(b) $\Sigma_2, \ldots, \Sigma_{|\omega|}$ are chosen according to the following scheme: for each coordinate $j \neq i$ with $\omega(j) = 1$, we take a set

$$
\Sigma = \{ \psi_{\nu} : \nu \in F^i, \ |\nu| \leq R, \ \nu(j) = 0 \}
$$

and a vector $\sigma = (x, h_1, \ldots, h_k, h'_i)$ where $h_j = 1$ and all other entries are zero; and
(c) for $|\omega| + 1 \leq r \leq R$ we take

$$
\Sigma_r = \{ \psi_{\nu} : \nu \in F^i, \ |\nu| = r \}
$$

and the vector $\sigma_r = (-r - 1, 1, 1, \ldots, 1)$.

Note that if $\nu \in F^i, |\nu| \leq R$ and $\nu \neq \omega$, then either $|\nu| > |\omega|$ (in which case $\psi_{\nu}$ is covered by one of the sets in case (c)) or there is some $j \neq i$ with $\nu(j) = 0$ but $\omega(j) = 1$ (in which case $\psi_{\nu}$ is covered by one of the sets in case (b)). Finally, $\psi_{\omega}(\sigma_r) \in \{1, -1, -2, \ldots, -R + |\omega| \}$, which are all non-zero divisors of $(t - 2)!$.

**Proof of Lemma 3.4.7.** The strategy is very similar to the proof of the previous lemma. Recalling the hypothesis that $b(c_0, \omega') = b(c_1, \omega')$ for all $\omega' \in F^i$ and all triples $(c_1, c_1, c)$ in our set, we deduce from (3.9) that

$$
\partial^k g(c) = \sum_{\omega' \in [k]} (-1)^{|\omega'|} b(c_0, c_1, c; \omega') \cdot f_{\leq t-1}(c(\omega'))
$$

$$
= \sum_{\omega' \in [k]} (-1)^{|\omega'|} b(c; \omega') \cdot f_{\leq t-1}(c(\omega'))
$$

where

$$
b(c_0, c_1, c; \omega') = \begin{cases} b(c_0, \omega') & : \omega'(i) = 0 \\ b(c_1, \omega' \setminus \{i\}) & : \omega'(i) = 1. \end{cases}
$$

By Lemma 3.2.2 we may define $b'(c_0, c_1, c; -) : [k] \to \bigoplus_{r=0}^{t-1} \mathbb{Z}^{d_r}$ such that

$$
\sum_{\omega' \in [k]} (-1)^{|\omega'|} b(c_0, c_1, c; \omega') \cdot f_{\leq t-1}(c(\omega')) = \sum_{\omega' \in [k]} (-1)^{|\omega'|} b'(c_0, c_1, c; \omega') \cdot f_{\leq t-1}(c(\omega'))
$$

and moreover $b'(c_0, c_1, c; -)$ is in normal form and $\|b'(c_0, c_1, c; \omega)\|_1 \ll_{k,t} M^{O(k,t)}$. By that lemma, we also get that

$$
b'_{=t-1}(c_0, c_1, c; \omega) = \sum_{\omega' \in [k]} Z_{t-1}(\omega, \omega') b_{=t-1}(c_0, c_1, c; \omega')
$$

and hence $b_{=t-1}(c, \omega) - b'_{=t-1}(c_0, c_1, c; \omega) = z$ for all triples in our set.
As before, we now pigeonhole the values of \( b(c, \omega') \) and \( b'(c_0, c_1, c; \omega') \): i.e., we define a set of triples \( T' \subseteq T_{k, i} \) to consist of all \((c_0, c_1, c)\) which obey all the hypotheses from the statement together with \( b(c, \omega') = B(\omega') \) and \( b'(c_0, c_1, c; \omega') = B'(\omega') \) for each \( \omega' \in [k] \), for some choice of \( B \) and \( B' \) such that \( |T'| \geq \varepsilon O(M)^{-O_{k, t}(D)} |H|^{k+2} \) (and \( \|B\|_1, \|B'\|_1 \ll_{k, t} M^{O_{k, t}(1)} \)).

We conclude that

\[
\sum_{\omega' \in [k]} (-1)^{\omega'}(B(\omega') - B'(\omega')) \cdot f(c(\omega')) = 0
\]

for all \((c_0, c_1, c) \in T'\); or rather at this point, for all \( c \in C^k(H) \) which appear in at least one triple \((c_0, c_1, c) \in T'\), which constitute a subset of \( C^k(H) \) with density at least \( \varepsilon O(M)^{-O_{k, t}(D)} \). Note that because \( b \) and \( b' \) were in normal form, \( B(\omega') = B'(\omega') = 0 \) whenever \( |\omega'| > t - 1 \). In particular if \( |\omega| > t - 1 \) then \( z = 0 \) and there is nothing to prove, so we may assume \( |\omega| \leq t - 1 \).

It therefore suffices to show that the system of linear forms \( \mathbb{Z}^{k+1} \rightarrow \mathbb{Z} \) consisting of

\[
\psi_\eta(x, h_1, \ldots, h_k) = x + \eta \cdot (h_1, \ldots, h_k)
\]

for all \( \eta \in [k] \) with \( |\eta| \leq t - 1 \), has Cauchy–Schwarz complexity at most \( t - 2 \) at index \( \eta = \omega \), with denominator \( (t - 1)! \). If this holds, by Lemma 3.5.3 we deduce that \( (B(\omega) - B'(\omega)) \cdot f \) is an approximate polynomial with parameter \( O(M)^{-O_{k, t}(D)} \varepsilon^{O_t(1)} \), and since \( (B(\omega) - B'(\omega))_{j=1} = z \) this implies the result, setting \( v = B(\omega) - B'(\omega) \).

To verify this, we use a \( t - 1 \) sets of linear forms similar to those in the proof of Lemma 3.4.5:

- choose \( \Sigma_1, \ldots, \Sigma_{|\omega|} \) by considering each coordinate \( j \neq i \) with \( \omega(j) = 1 \) and defining a set

\[
\Sigma = \{ \psi_\eta : |\nu| \leq t - 1, \ \eta(j) = 0 \}
\]

and a vector \( \sigma = (x, h_1, \ldots, h_k) \) where \( h_j = 1 \) and all other entries are zero; and
- for \( |\omega| + 1 \leq r \leq t - 1 \) we take

\[
\Sigma_r = \{ \psi_\eta : |\eta| = r \}
\]

and set \( \sigma_r = (-r, 1, 1, \ldots, 1) \).

As in the proof of Lemma 3.4.5, these sets cover all forms \( \psi_\eta \) with \( \eta \in [k], |\eta| \leq t - 1 \) and \( \eta \neq \omega \).

Finally, we have \( \psi_\omega(\sigma_r) \in \{ 1, -1, -2, \ldots, -(t - 1) - |\omega| \} \), which are all integers dividing \( (t - 1)! \).  

3.6. **Boosting approximate polynomials to derivatives conditions.**  We now tackle Lemma 3.4.9 and Lemma 3.4.10.

The proof of Lemma 3.4.9 is perhaps the most technically involved part of the paper. There are some similarities between its proof and that of Lemma 2.4.1. We give a brief outline before starting on the details.

Recall we assume that \( \phi \) obeys an \((f, t+1, t, M)\)-derivatives condition almost everywhere, and is an approximate polynomial of degree \( t-1 \) and parameter \( \delta > 0 \). We can interpret the second statement as saying that \( \phi \) obeys a \((f, t, t, 0)\)-derivatives condition, but on a small set of cubes of density \( \delta \).
The basic approach is to grow the \( t \)-derivatives condition from this small set of cubes to one on progressively larger sets; or, find along the way that part (B) of the dichotomy holds and stop. In doing so, we use in an essential way that we already have a global \((t + 1)\)-derivatives condition in play.

There are two basic mechanisms for “growing” the set of cubes. One is to observe, as we essentially already did in (3.9), that if \( c_0, c_1 \in C^t(H) \) have the same upper face \( c_0 |_{F_1} = c_1 |_{F_1} \), and \( t \)-derivatives conditions holds at both \( c_0 \) and \( c_1 \) and are compatible on the shared upper face, then we can deduce a \( t \)-derivatives condition on the cube \( c = [c_0 |_{F_1}, c_1 |_{F_1}] \), obtained by gluing \( c_0 \) and \( c_1 \) along their shared upper face.

The other is to note that if \( c_0 \in C^t(H) \), \( h \in H \) and \( c_1 = c_0 + \Box^t(h) \) is a translate of \( c_0 \) on which a \( t \)-derivatives condition holds, and \( [c_0, c_1]_{t+1} \in C^{t+1}(H) \) has a \((t + 1)\)-derivatives condition, then assuming again some kind of compatibility on \( c_1 \) we can deduce a \( t \)-derivatives condition on \( c_0 \).

The conclusion of applying these two arguments is that we can assume the set of cubes at which a \( t \)-derivatives condition holds is—roughly—closed under gluing and under translation. We would like to deduce that such a set of cubes is close to being all of \( C^t(H) \), and this turns out to be true, unless the process gets stuck inside a large subgroup of \( H' \) in some sense. To locate such a subgroup we use a standard result on sets of very large additive energy, due to Fournier [Fou77]. Finally, we can use our hypothesis that \( H \) has no large subgroups to rule out this case.

This approach is complicated in practice in several ways. One is that the ambient system of cubes \( S_0, \ldots, S_{t+1} \) has parameter \( 1 - \varepsilon \) where \( \varepsilon \) is small in absolute terms but large compared to the other parameters \( \delta, \eta \), meaning we cannot afford to lose sets of density \( \varepsilon \) at any stage and must work around that. Another is the need to address the compatibility statements alluded to vaguely above. This is handled by part (B) and Cauchy–Schwarz arguments (old or new), but we still only get to assume compatibility holds almost all the time, which adds another layer of small losses and parameters.

\textit{Proof of Lemma 3.4.9.} Because it will come up a lot, we say \textit{option (B) holds with parameters \( K, \alpha \)} if (as in (B) in the statement) for some \( R, 1 \leq R \leq t - 1 \), and some \( v \in \bigoplus_{r=1}^R \mathbb{Z}^d\) with \( v_{=R} \neq 0 \) and \( \|v\|_1 \leq K \), we have

\[
\left| \{ c \in C^R(H): \partial^R(v \cdot f_{\leq R})(c) = 0 \} \right| \geq \alpha |C^R(H)|.
\]

If this holds for parameters \( K \ll t \) \((M/\delta)^O(1)\) and \( \alpha \geq O(M/\delta)^{-O(1)}\gamma^{O(1)} \), we will be done; however, we also use this terminology in cases where it is not yet obvious that \( K, \alpha \) obey these bounds. In the case \( t = 1 \) of the lemma, this statement should be taken to be false whenever it appears.

As stated above, the first key argument is that, given a derivatives condition on a set of cubes \( S \), we can deduce a derivatives condition on the set of cubes obtained by gluing cubes in \( S \) together along common faces (or deduce that option (B) holds). The mechanism was discussed in (3.9), assuming some kind of upper compatibility. We now state a result of this form precisely.

\textbf{Definition 3.6.1.} If \( S \subseteq C^k(H) \), \( i \in [k] \) and \( \gamma > 0 \), write \( S_{+i,\gamma} \) for the set of all \( c \in C^k(H) \) such that

\[
\left| \{(c_0, c_1, c'): c = c', \ c_0 \in S, c_1 \in S \} \right| \geq \gamma |H|;
\]
We note that if \( S' \subseteq S \) and \( \gamma > \gamma' \) then
\[
|((S + i,\gamma) \setminus (S' + i,\gamma') S')| \leq \frac{2|S \setminus S'|}{\gamma - \gamma'} \tag{3.25}
\]
since each element \( c \) of the left hand set accounts for at least \( (\gamma - \gamma')|H| \) triples \((c_0, c_1, c) \in T_{k,i}\) for which either \( c_0 \in S \setminus S' \) or \( c_1 \in S \setminus S' \).

**Claim 3.6.2.** Let \( k \geq 1 \) and \( i \in [k] \), suppose \( \phi \) and \( b \) obey an \((f, k, t, m)\)-derivatives condition on a set \( S \subseteq C^k(H) \), and let \( \nu, \gamma > 0 \) be parameters. Then either \( \phi \) obeys an \((f, k, t, O_{k,t}(m))\)-derivatives condition on a subset \( S' \subseteq S + i,\gamma S \) with \(|(S + i,\gamma) \setminus S'| \leq \nu|C^k(H)|\); or, option (B) holds with parameters \( O(m)^{O_{k,t}(1)} \) and \( O(m)^{-O_{k,t}(D)(\nu\gamma)^{O_{k,t}(1)}} \).

**Proof of claim.** By Lemma 3.2.2, we are free to assume \( b \) is in normal form, at the expense of replacing \( m \) by \( O_{k,t}(m) \).

By Corollary 3.4.6 we have that either option (B) holds with the parameter stated, or we may assume \( b \) is \((\nu\gamma)\)-almost upper compatible.

Define \( S' \) to consist of those \( c \in S + i,\gamma S \) such that at least one triple \((c_0, c_1, c) \in T_{k,i}\) with \( c_0, c_1 \in S \) has \( b(c_0, \omega) = b(c_1, \omega) \) for all \( \omega \in F^k \) (i.e., an upper compatible triple). So, for each \( c \in S + i,\gamma S \) but not in \( S' \) there are at least \( \gamma |H| \) distinct incompatible triples by hypothesis; hence,
\[
\gamma |H| \cdot |(S + i,\gamma) \setminus S'| \leq \nu \gamma |H|^{k+2}
\]
and the bound on \( S' \) follows.

Finally, if \( c \in S' \) and \((c_0, c_1, c) \) is any compatible triple with \( c_0, c_1 \in S \), then (3.9) implies a derivatives condition at \( c \) as required. \( \square \)

By hypothesis, \( \phi \) obeys an underlying \((f, t + 1, t, M)\)-derivatives condition on \( S_{t+1} \). Although \( S_{t+1} \) contains almost all cubes with vertices in \( S_0 \), as measured by \( \varepsilon \), it is likely that \( \varepsilon \) is much larger than \( \delta \) or \( \eta \), and so this notion of “almost all” is quite weak. Our first use for Claim 3.6.2 is to boost this \((f, t + 1, t, M)\)-derivatives condition to a larger set of cubes (although, throughout, the underlying the vertex set \( S_0 \subseteq H \) does not grow). In fact we state a result in slightly greater generality.

**Claim 3.6.3.** Let \( k \geq 1 \), \( S_0', \ldots, S_k' \) be a system of cubes with parameter \( \varepsilon' \), where \( \varepsilon' \leq \varepsilon_0'(k, t) \) is sufficiently small, and suppose \( \phi \) obeys an \((f, k, t, m)\)-derivatives condition on \( S_k' \). Also let \( \nu > 0 \) be a further parameter.

Then either there exists a set \( S \subseteq C^k(H) \cap S_0'^{[k]} \) such that
\[
|(C^k(H) \cap S_0'^{[k]}) \setminus S| \leq \nu|C^k(H)|
\]
and such that \( \phi \) obeys an \((f, k, t, O_{k,t}(m))\)-derivatives condition on \( S \); or, option (B) holds with parameters \( O(m)^{O_{k,t}(1)} \) and \( O(m)^{-O_{k,t}(D)(\nu\gamma)^{O_{k,t}(1)}} \).
Proof of claim. We apply Claim 3.6.2 for each $i \in [k]$ in turn, with parameters $\nu'$ and $\gamma'$ to be determined. Specifically, define a sequence of sets $S(i) \subseteq C^k(H)$ for $0 \leq i \leq k$ by taking $S(0) = S_k'$ and setting $S(i)$ to be the subset of $S(i-1) + _{i, \gamma'} S(i-1)$ produced by applying the claim.

Also define sets $Z(i)$ for $0 \leq i \leq k$ to consist of all $c \in C^k(H)$ such that $c|_{F} \in S'_{k-i}$, for each of the $2^i$ faces of codimension $i$ with active coordinates $[i]$: i.e., for all faces

$$F = \{ \omega \in [k]: \omega_j = \sigma_j \forall j \in [i] \},$$

where $\sigma \in [i]$. So, $Z(0) = S_k'$, and $Z(k)$ consists of all $c \in C^k(H)$ whose vertices $c(\omega)$ all lie in $S_0'$. Then we claim that for each $i$, $1 \leq i \leq k$,

$$Z(i) = Z(i-1) + _{i,1-2\nu'} Z(i-1).$$

The inclusion $\supseteq$ is immediate. Conversely, suppose $c \in S(i)$ and $F, F'$ are a pair of opposite codimension $i$ faces in direction $i$,

$$F = \{ \omega \in [k]: \omega_j = \sigma'_j \forall j \in [i-1], \ \omega(i) = 0 \}$$

$$F' = \{ \omega \in [k]: \omega_j = \sigma_j' \forall j \in [i-1], \ \omega(i) = 1 \}$$

where $\sigma' \in [i-1]$: so, $c|_F$ and $c|_{F'}$ are in $S_{k-i}$ by hypothesis. Then by definition of a system of cubes there are at least $(1 - 2\nu')|H|$ values $h \in H$ such that, writing $c' = c|_F + \Box^{k-i}(h)$, both $[c|_F, c'|_i]$ and $[c|_{F'}, c'|_i]$ are cubes in $S_{k+1-i}$. Taking a union bound over all $2^{i-1}$ such pairs $(F, F')$, there are at least $(1 - 2\nu')|H|$ elements $h \in H$ such that $[c|_F, c|_F + \Box^{i}(h)] \in Z(i-1)$ and $[c|_{F'}, c|_{F'} + \Box^{i}(h)] \in Z(i-1)$, and hence $c \in Z(i-1) + _{i,1-2\nu'} Z(i-1)$ as required.

By the definition of $S(i)$ and (3.25) we have that for each $i$, $1 \leq i \leq k$,

$$|Z(i) \setminus S(i)| \leq |(Z(i-1) + _{i,1-2\nu'} Z(i-1)) \setminus (S(i-1) + _{i, \gamma'} S(i-1))| + |(S(i-1) + _{i, \gamma'} S(i-1)) \setminus S(i)|$$

$$\leq \frac{2}{1 - 2\nu' - \gamma'} |Z(i-1) \setminus S(i-1)| + \nu'|C^{t+1}(H)|.$$  

We may assume $\nu' \leq 2^{-k-2}$, and set $\gamma' = 1/4$ and $\nu' = 4^{-k}\nu$. Since $Z(0) = S(0)$, the resulting bound on $|Z(k) \setminus S(k)|$ proves the claim. \hfill $\square$

For the remainder of the argument, we assume this claim has been applied with $k = t + 1, m = M$, the system $S_0, \ldots, S_{t+1}$ with parameter $\varepsilon$ from the statement, and some $\nu_0 > 0$ to be determined. We rename the set of cubes produced this way as $Y \subseteq C^{t+1}(H)$. So, either $\phi$ obeys the $(f, t+1, t, O_t(M))$-derivatives condition on $Y$ and $|(C^{t+1}(H) \cap S_0^{t+1}) \setminus Y| \leq \nu_0|C^{t+1}(H)|$; or, option (B) holds with parameters $O(M)O_t(1)$ and $O_M - O_t(D)\nu_0O_t(1)$. We may assume the former, provided we check at the end that our final choice of $\nu_0$ is not too small for part (B) of the statement.

Our other key component in expanding the derivatives condition on subsets of $C^t(H)$ is to pass from a derivatives condition on $c \in C^t(H)$ to a derivatives condition on translates $c + \Box^i(h)$ of $c$.  


Claim 3.6.4. Suppose $\phi$ and $b$ obey an $(f, t, t, m)$-derivatives condition on some set $S \subseteq C^t(H) \cap S_0^{[t]}$, and let $\alpha > 0$ be a further parameter. Consider the set

$$W = \{c \in C^t(H) \cap S_0^{[t]} : |\{h \in H : c + \square^t(h) \in S\}| \geq \alpha|H|\};$$

i.e., those cubes which have many translates in $S$. Then either there exists a subset $W' \subseteq W$ such that $|W \setminus W'| \leq (3\nu_0/\alpha)|C^t(H)|$ and $\phi$ obeys an $(f, t, t, O_t(m + M))$-derivatives condition on $W'$; or, option (B) holds with parameters $O(m + M)O_t(1)$ and $O(m + M)^{-O_t(D)}O_t(1)$.

Proof of claim. We pick functions $b : Y \times [t+1] \to \bigoplus_{i=0}^{t-1} \mathbb{Z}^{d_i}$ and $b' : S \times [t] \to \bigoplus_{i=0}^{t-1} \mathbb{Z}^{d_i}$ such that $\phi$ and $b$ obey the $(f, t + 1, t, O_t(M))$-derivatives condition on $Y$, and $\phi$ and $b'$ obey the $(f, t, t, m)$-derivatives condition on $S$, as hypothesized.

First we set

$$W'' = \{c \in C^t(H) \cap S_0^{[t]} : |\{h \in H : c + \square^t(h) \in S, [c, c + \square^t(h)]_{t+1} \in Y\}| \geq \alpha/2\}.$$  

Each $c \in W \setminus W''$ contributes at least $(\alpha/2)|H|$ elements to $(C^{t+1}(H) \cap S_0^{[t+1]}) \setminus Y$, and therefore

$$|W \setminus W''| \leq (2/\alpha)\nu_0|C^t(H)|.$$  

Now suppose $c_0 \in W''$ and take any $h \in H$ such that $c_1 = c_0 + \square^t(h) \in S$ and $c = [c_0, c_1]_{t+1} \in Y$, as in the definition. We have

$$\partial^t \phi(c_0) = \partial^{t+1} \phi(c) + \partial^t \phi(c_1)$$

$$= \sum_{\omega \in [t+1]} (-1)^{|\omega|} b(c, \omega) \cdot f(c(\omega)) + \sum_{\omega' \in [t]} (-1)^{|\omega'|} b'(c_1, \omega') \cdot f(c_1(\omega'))$$

$$= \sum_{\omega \in [t+1]} (-1)^{|\omega|} b(c, \omega) \cdot f(c(\omega))$$

(3.27)

where $\omega \mapsto b(c, \omega)$ is the configuration obtained by putting

$$\omega \mapsto \begin{cases} b(c, \omega) & : \omega(t + 1) = 0 \\ b(c, \omega) - b'(c_1, (\omega_1, \ldots, \omega_t)) & : \omega(t + 1) = 1 \end{cases}$$

into normal form (by Lemma 3.2.2).

If $b(c, \omega)$ has the property that $b(c, \omega) = 0$ for all $\omega \in F^{t+1}$, then

$$\partial^t \phi(c_0) = \sum_{\omega \in [t]} (-1)^{|\omega|} b(c_0, \omega) \cdot f(c_0(\omega))$$

and so an $(f, t, t, O_t(m + M))$-derivatives condition holds at $c_0$. Also note that this conclusion holds if the hypothesis on $b(c, \omega)$ is met for any value of $h$. Finally, if $t = 1$ then this property always holds, as in this case since $b$ is in normal form we have $b(c, \omega) = 0$ for any $\omega \neq 0$.

So, we define $W' \subseteq W''$ to consist of all $c_0 \in W''$ such that, in the above notation, there is at least one $h \in H$ and corresponding $c_1, c$ and $b$ with the properties above such that $b(c, \omega) = 0$ for all
\( \omega \in F^{t+1} \). Hence, if \(|W'' \setminus W'| \leq (\nu_0/\alpha)|C^t(H)|\), the set \( W' \) has all the desired properties and we are done.

If on the contrary \(|W'' \setminus W'| \geq (\nu_0/\alpha)|C^t(H)|\), we must show that option (B) holds with the indicated parameters. To do this, we again use a Cauchy–Schwarz argument, sufficiently similar to the proof of Lemma 3.4.7 that we will describe it fairly concisely.

Note first that for each \( c_0 \in W'' \setminus W' \) there are at least \( \alpha/2 \) values \( h \in H \) such that \( c_1 = c_0 + \Box t(h) \in S \), \( c = [c_0, c_1]_{t+1} \in Y \) and, in the above notation, \( b(c, \omega) \neq 0 \) for at least one \( \omega \in F^{t+1} \). Hence there are at least \( (\nu_0/2)|C^{t+1}(H)| \) such cubes \( c \) (such that \( c \in Y, c = [c_0, c_1]_{t+1} \) where \( c_0 \in W'' \), and \( b(c, \omega) \neq 0 \) for at least one \( \omega \in F^{t+1} \) in total.

By pigeonholing, there exists some \( R, 1 \leq R \leq t - 1 \), some \( \omega \in \llbracket t + 1 \rrbracket \) with \( \omega(t + 1) = 1 \), and \( \gg t \) \( \nu_0|C^{t+1}(H)| \) cubes \( c \in C^{t+1}(H) \) as above, such that \( b_{=R}(c, \omega) \neq 0 \) but \( b_{>R}(c, \omega') = 0 \) for all \( \omega' \in F^{t+1} \). Since \( b \) is in normal form and \( b_{=R}(c, \omega) \neq 0 \), necessarily \( |\omega| \leq R \). Similarly, if \( \omega' \in F^{t+1} \) and \( |\omega'| > R \) then \( b_{>R}(c, \omega') = 0 \) (by hypothesis) and \( b_{\leqR}(c, \omega') = 0 \) (by normal form) so more simply \( b(c, \omega') = 0 \) for such \( \omega' \).

By further pigeonholing to make the values \( b(c, -) \) constant, we may pick \( B: \llbracket t + 1 \rrbracket \to \bigoplus_{i=0}^{t-1} \mathbb{Z}^{d_i} \) such that \( O(M + m)^{-O_{(D)}\nu_0|C^{t+1}(H)|} \) of these cubes \( c \) have \( b(c, \omega') = B(\omega') \) for all \( \omega' \in \llbracket t + 1 \rrbracket \). For these \( c = [c_0, c_1]_{t+1} \), noting from the discussion above that \( B(\omega') = 0 \) if \( \omega' \in F^{t+1} \) and \( |\omega'| > R \), by (3.27) we have

\[
-\partial^t \phi(c_0) + \sum_{\omega' \in \llbracket t+1 \rrbracket \setminus \llbracket t \rrbracket} (-1)^{|\omega'|} B(\omega') \cdot f(c(\omega')) = 0.
\]

Hence, Lemma 3.5.3 will show that option (B) holds with parameters \( O(M + m)^{O_{(1)}} \) and \( O(M + m)^{-O_{(D)}\nu_0^{O_{(1)}}} \) as required; provided the system of linear forms \( \mathbb{Z}^{t+2} \to \mathbb{Z} \) consisting of

\[
\phi_\eta(x, h_1, \ldots, h_{t+1}) = x + \eta \cdot (h_1, \ldots, h_{t+1})
\]

for \( \eta \in \llbracket t+1 \rrbracket \) such that \( \eta(t + 1) = 0 \) or \( |\eta| \leq R \), has Cauchy–Schwarz complexity at most \( R \) at \( \eta = \omega \) with denominator \((t - 1)!\). Indeed, much as before we can take:—

- sets \( \Sigma_1, \ldots, \Sigma_{|\omega|} \) given for each index \( j \in \llbracket t + 1 \rrbracket \) with \( \omega(j) = 1 \) by

\[
\Sigma = \{ \phi_\eta: \eta(j) = 0 \}
\]

and with corresponding vector \( \sigma = (0, \ldots, 0, 1, 0, \ldots, 0) \) (i.e., \( \sigma_j = 1 \) and all other entries are zero); and

- \( \Sigma_{|\omega|+1, \ldots, |\omega|+t} \) are given by \( \Sigma_i = \{ \phi_\eta: |\eta| = i \} \), with \( \sigma_i = (-i, 1, 1, \ldots, 1) \);

which have the required properties. \( \square \)

Combining translation (Claim 3.6.4) and gluing (Claim 3.6.2), we can almost always pass from a derivatives condition on \( S \subseteq C^t(H) \) to one on a larger set.
Claim 3.6.5. For any constant $c_1 > 0$, there exist $c_2, c_3 \gg t, c_1$ such that the following holds. Let $S_0, \ldots, S_{t+1}$ be the system of cubes of parameter $1 - \varepsilon$ from the statement, and let $S \subseteq C^t(H) \cap S_0^{[t]}$ be any set of cubes of size $\delta'(C^t(H))$. There exists a parameter $\gamma \gg t, c_3 \delta'^2$, such that if we define

$$W = \{ c \in C^t(H) \cap S_0^{[t]} : |\{ h \in H : c + \Box^t(h) \in S \}| \geq (\delta'/2)|H| \}$$

as above, then one of the following occurs:

1. we get a size increase, in that for some $i \in [t]$ we have $|W + i, \gamma W| \geq (1 + c_2 - O_1(\varepsilon))|S|$;
2. $H$ has a proper subgroup of order at least $c_3 \delta'|H|$; or
3. the set $S$ was almost everything to start with, in that $\delta' \geq 1 - c_1$.

Proof of claim. We write

$$V = \{(h_1, \ldots, h_t) \in H^t : |\{ x \in H : \angle(x; h_1, \ldots, h_t) \in S \}| \geq (\delta'/2)|H| \}$$

which means that

$$W = \{ \angle(x; h_1, \ldots, h_t) \in S_0^{[t]} : (h_1, \ldots, h_t) \in V \}$$

by definition. We record the estimate

$$|S| = \sum_{(h_1, \ldots, h_t) \in H^t} |\{ x \in H : \angle(x; h_1, \ldots, h_t) \in S \}| \leq |V| |H| + (\delta'/2)|H|^{t+1}$$

which implies $|V| \geq (\delta'/2)|H|^t = |S|/2|H|$. 

For each $i \in [t]$ and each choice $\vec{h} = (h_1, \ldots, h_{i-1}, h_{i+1}, \ldots, h_t) \in H^{t-1}$, we define the fiber $V_{\vec{h}, i} = \{ h_i \in H : (h_1, \ldots, h_i, \ldots, h_t) \in V \}$, as well as a directed graph (with self-loops) with vertex set

$$X = \{ x \in H : \angle(x; h_1, \ldots, h_{i-1}, h_{i+1}, \ldots, h_t) \in S_0^{[t-1]} \}$$

and edge set

$$E = \{(x, y) \in X \times X : y - x \in V_{\vec{h}, i} \}. $$

It follows that $\angle(x; h_1, \ldots, h_t) \in W$ if and only if $x \in X$, $x + h_i \in X$ and $(x, x + h_i) \in E$. Moreover, $\angle(x; h_1, \ldots, h_t) \in W + i, \gamma W$ if and only if $x$ and $y = x + h_i$ are in $X$ and there are at least $\gamma|H|$ elements $z \in X$ such that $xz, yz \in E$.

We note that $|X| \geq (1 - 2^t - \varepsilon)|H|$: as $x$ ranges over $H$, each vertex of $\angle(x; h_1, \ldots, h_{i-1}, h_{i+1}, \ldots, h_t)$ is excluded from $S_0$ with probability $\varepsilon$, and we take a union bound.

Similarly, $|E| \geq |V_{\vec{h}, i}|(2|X| - |H|)$, since each pair $h \in V_{\vec{h}, i}$ and $x \in H$ yields an edge $(x, x + h) \in E$ unless either $x \in H \setminus X$ or $x + h \in H \setminus X$, each of which occurs with probability exactly $1 - |X|/|H|$ as $x$ varies over $H$. Combining these estimates, we deduce $|E| \geq |V_{\vec{h}, i}||H|(1 - 2^t \varepsilon)$.

Given $x, y \in X$, write $r(x, y) = |\{ z \in X : xz, yz \in E \}|$. Note

$$|\{ (x, y) \in X \times X : r(x, y) \geq \gamma|H| \}| \geq \left( \frac{\sum_{(x, y) \in X \times X} r(x, y) [r(x, y) \geq \gamma|H|]}{\sum_{(x, y) \in X \times X} r(x, y)^2 [r(x, y) \geq \gamma|H|]} \right)^2$$
by Cauchy–Schwarz. Bounding based on the cases \( r(x, y) < \gamma |H| \) and \( r(x, y) \geq \gamma |H| \), we have
\[
\sum_{(x, y) \in X \times X} r(x, y) \leq \gamma |H||X|^2 + \sum_{(x, y) \in X \times X} r(x, y) \geq \gamma |H|
\]
and conversely by double-counting and Cauchy–Schwarz we have the lower bound
\[
\sum_{(x, y) \in X \times X} r(x, y) = \sum_{z \in X} |\{ x \in X : xz \in \mathcal{E} \}|^2 \geq |\mathcal{E}|^2/|X|.
\]
Combining these, and using the lower bound on \( |\mathcal{E}| \) above, gives
\[
\sum_{(x, y) \in X \times X} r(x, y) |r(x, y)| \geq |\mathcal{E}|^2/|X| - |\gamma |H||X|^2 \geq |V_{\tilde{h},i}|^2 |H| (1 - 2t^{+1} \varepsilon) - \gamma |H|^3.
\]
Meanwhile, the second moment of \( r(x, y) \) can be controlled in terms of the additive energy of \( V_{\tilde{h},i} \):
\[
\sum_{(x, y) \in X \times X} r(x, y)^2 = \left| \left\{ (x, y, z, z') \in X^4 : xz, xz', yz, yz' \in \mathcal{E} \right\} \right|
\leq \left| \left\{ x \in X, (y, z, z') \in H^3 : z - x, z' - x, z - y, z' - y \in V_{\tilde{h},i} \right\} \right|
= |X| E(V_{\tilde{h},i})
\]
where \( E(A) \) denotes the additive energy \( \left| \left\{ (a, a', b, b') \in A^4 : a - a' = b - b' \right\} \right| \) of a set \( A \subseteq H \).

Putting this together, we deduce that
\[
\left| \left\{ (x, y) \in X \times X : r(x, y) \geq \gamma |H| \right\} \right| \geq \frac{(|V_{\tilde{h},i}|^2 |H| (1 - 2t^{+1} \varepsilon) - \gamma |H|^3)^2}{|H| E(V_{\tilde{h},i})}
= |H| |V_{\tilde{h},i}| \left( E(V_{\tilde{h},i})/|V_{\tilde{h},i}|^3 \right)^{-1} (1 - 2t^{+1} \varepsilon - \gamma |H|^2/|V_{\tilde{h},i}|^2 )^2. \tag{3.30}
\]

We now consider some cases based on the additive energy of \( V_{\tilde{h},i} \). Let \( \beta > 0 \) be a further parameter. If \( E(V_{\tilde{h},i}) \geq (1 - \beta)|V_{\tilde{h},i}|^3 \), a well-known argument of Fournier ([Fou77] or see e.g. [GW10b]) shows that there is some subgroup \( H' \leq H \) and a coset \( x + H' \) such that
\[
|(x + H') \cap V_{\tilde{h},i}| \geq (1 - 10\beta^{1/2}) \max(|H'|, |V_{\tilde{h},i}|).
\]
In particular, \( |H'| \geq (1 - 10\beta^{1/2})|V_{\tilde{h},i}| \); but then either \( H' = H \); or \( H' \) is a proper subgroup of order at least \( c_3 \delta |H| \) and (II) holds, which we may assume does not happen; or \( |V_{\tilde{h},i}| \leq (1 - 10\beta^{1/2})^{-1} c_3 \delta |H| \) must be rather small. On the other hand, when \( H' = H \) we have that \( |V_{\tilde{h},i}| \geq (1 - 10\beta^{1/2}) |H| \), i.e. \( V_{\tilde{h},i} \) is almost all of \( H \).

Accordingly, for each \( i \in \{t\} \) we distinguish three kinds of \( \tilde{h} \in H^{t-1} \):
\[
L_{sml,i} = \{ \tilde{h} \in H^{t-1} : |V_{\tilde{h},i}| \leq 2 \delta' c_3 |H| \},
L_{big,i} = \{ \tilde{h} \in H^{t-1} : |V_{\tilde{h},i}| \geq (1 - \rho)|H| \} \setminus L_{sml,i},
L_{med,i} = \{ \tilde{h} \in H^{t-1} : E(V_{\tilde{h},i}) \leq (1 - \beta)|V_{\tilde{h},i}|^3 \} \setminus L_{sml,i} \setminus L_{big,i};
\]
where $\rho > 0$ is some further parameter to be determined. Provided we choose $\beta < \min(1/2, \rho^2)/100$ and so $(1 - 10\beta^{1/2})^{-1} \leq 2$ and $1 - 10\beta^{1/2} \geq 1 - \rho$, the discussion above tells us exactly that these three sets partition $H^{t-1}$.

Note also that whenever $\vec{h} \notin L_{\text{sml}, i}$ we may modify (3.30) to
\[
\left|\left\{(x, y) \in X \times X : r(x, y) \geq \gamma |H|\right\}\right| \geq |H| |V_{\vec{h}, i}| \left(E(\rho_{\vec{h}, i})/|V_{\vec{h}, i}|^3\right)^{-1} \left(1 - 2^{t+1} \varepsilon - \gamma/2\delta^2 c_3^2\right).
\] (3.31)

We can bound the total number of $v \in V$ that lie over fibers $L_{\text{sml}, i}$ by
\[
\sum_{\vec{h} \in L_{\text{sml}, i}} |V_{\vec{h}, i}| \leq 2\delta^t c_3 |H|^s \leq 4c_3 |V|
\]
where we used the lower bound on $|V|$ above. Also, we denote the proportion of $v \in V$ that lie over fibers $L_{\text{med}, i}$ by
\[
\sigma_i = \frac{1}{|V|} \sum_{\vec{h} \in L_{\text{med}, i}} |V_{\vec{h}, i}|.
\]

We now bound $|W + i, \gamma W|$ below by summing (3.31) over $\vec{h} \in H^{t-1}$, giving
\[
|W + i, \gamma W| \geq \sum_{\vec{h} \in L_{\text{med}, i}} |H| |V_{\vec{h}, i}| (1 - \beta)^{-1} \left(1 - 2^{t+1} \varepsilon - \gamma/2\delta^2 c_3^2\right)
\] + \sum_{\vec{h} \in L_{\text{big}, i}} |H| |V_{\vec{h}, i}| (1 - 2^{t+1} \varepsilon - \gamma/2\delta^2 c_3^2)
\] \geq |H| |V| \left(1 - 2^{t+1} \varepsilon - \gamma/2\delta^2 c_3^2 - 4c_3\right)(1 + \beta \sigma_i). \tag{3.32}
\]

We would like to deduce the size increase (I). Recalling from above that $|H| |V| \geq (1 - \alpha/\delta') |S|$, and since clearly $\sigma_i \geq 0$ for each $i$, the only way (I) can fail to happen is if both of these inequalities are nearly tight (up to small multiplicative factors), in which case we will show that $\delta' \approx 1$ and so (III) holds.

For this last part, consider the projections $\pi_i : H^t \to H^{t-1}$ given by
\[
\pi_i(h_1, \ldots, h_t) = (h_1, \ldots, h_{i-1}, h_{i+1}, h_s)
\]
for each $i \in [t]$, and define
\[
B = \{v \in V : \pi_i(v) \in L_{\text{big}, i} \text{ for all } i \in [t]\}.
\]
Since any elements $v \in V \setminus B$ must have either $\pi_i(v) \in L_{\text{med}, i}$ or $\pi_i(v) \in L_{\text{sml}, i}$ for some $i \in [t]$, a union bound gives
\[
|B|/|V| \geq 1 - \sum_{i=1}^t \sigma_i - 4tc_3.
\]
It is also clear that $|L_{\text{big}, i}| \leq (1 - \rho)^{-1} |V|/|H|$ for each $i \in [t]$, as every $\vec{h} \in L_{\text{big}, i}$ accounts for at least $(1 - \rho) |H|$ elements of $V$. Also, the image $\pi_i(B)$ is a subset of $L_{\text{big}, i}$ for each $i \in [t]$, so by the
Loomis–Whitney inequality we deduce
\[ |B| \leq \prod_{i=1}^{t} |\pi_i(B)|^{1/(t-1)} \leq (1 - \rho)^{-t/(t-1)}(|V|/|H|)^{t/(t-1)} \]
and rearranging gives
\[ |V| \geq (|B|/|V|)^{t-1}(1 - \rho)^{t}|H|^t \geq |H|^t \left(1 - t \sum_{i=1}^{t} \sigma_i - t\rho - 4t^2c_3\right) \quad (3.33) \]
i.e. if \( \sigma_i \approx 0 \) for each \( i \) then \( V \) is almost all of \( H^t \). If furthermore \( |V| \approx |S|/|H| \) then this will imply \( \delta' \approx 1 \) as required, in a way to be made precise.

It remains only to bolt the quantitative statements together and pick values for all the parameters. We are free to assume \( c_1 \leq 1 \), or else (III) holds vacuously.

We start by setting \( \rho = c_1/10t, \beta = c_2^2/10t^2 \) and \( \gamma = 2\delta^2c_3^3 \). We will also assume that our final choice of \( c_3 \) obeys \( c_3 \leq c_1/40t^2 \) and \( c_3 \leq c_1/200 \).

In the case that \( |V| \leq \delta'(1 + c_1/10)|H|^t \) and \( \sigma_i \leq c_1/10t^2 \) for all \( i \in [t] \), from (3.33) and these parameter choices we get \( |V| \geq |H|^t(1 - 3c_1/10) \) and so \( \delta' \geq 1 - c_1 \), giving (III). We may therefore assume one of these inequalities fails.

If \( |V| \geq \delta'(1 + c_1/10)|H|^t \) then (3.32) gives
\[ |W +_{i,\gamma} W| \geq |S|(1 - 2^{t+1}\varepsilon - 5c_3)(1 + c_1/10) \]
for any \( i \in [t] \). The right hand side is at least \( |S|(1 + c_1/20 - O_t(\varepsilon)) \), which is acceptable for (I) provided our final choice of \( c_2 \) has \( c_2 \leq c_1/20 \).

Finally, if \( \sigma_i \geq c_1/10t^2 \) for some \( i \in [t] \), then by (3.32) again we get
\[ |W +_{i,\gamma} W| \geq |S|(1 - 2^{t+2}\varepsilon - 5c_3)(1 + (c_1/10t^2)(c_3^2/10^4)) \]
and so if we set \( c_2 = c_3 = c_1^2/10^6t^2 \), the right hand side is again at least \( |S|(1 + c_2 - O_t(\varepsilon)) \), giving (I).

The proof of Lemma 3.4.9 now proceeds as follows. First consider the set
\[ U_0 = \{ c \in C^t(H) \cap S_0^{[t]} : \partial^t\phi(c) = 0 \} \]
which by hypothesis has \( \mu(U_0) \geq \delta \). It is clear that in particular \( \phi \) (together with the zero function) obeys an \( (f, t, t, 0) \)-derivatives condition on \( U_0 \).

We recursively use Claim 3.6.5 (and Claim 3.6.4, Claim 3.6.2, and (3.25)) to define further subsets \( U_j \subseteq C^t(H) \cap S_0^{[t]} \) for \( 1 \leq j \leq K \) on which \( \phi \) obeys an \( (f, t, t, m_j) \)-derivatives condition (for some parameters \( m_j \) to be determined), as follows.

Suppose inductively that \( U_j \) is defined, that \( \mu(U_j) \geq \delta \) and that \( \phi \) obeys an \( (f, t, t, m_j) \)-derivatives condition on \( U_j \). We apply Claim 3.6.5 with \( S = U_j \), and with a parameter \( c_1 \) depending only on \( t \) to
be determined. Provided the choice of $J(t)$ in the statement of the lemma obeys $J(t) > 1/c_3$, option (II) cannot occur.

If option (I) occurs, let $W$, $i$ and $\gamma \gg t, c_1$, $\mu(U_j)^2$ be as in the claim, and set $U'_{j+1} = W + i, \gamma W$, so that $\mu(U'_{j+1}) \geq (1 + c_2 - O_t(\varepsilon)) \mu(U_j)$. By Claim 3.6.4 there is a subset $W' \subseteq W$ such that $\mu(W \setminus W') \leq 6\nu_0/\delta$ and $\phi$ obeys an $(f, t, t, O_t(M + m_j))$-derivatives condition\footnote{In a previous version of this paper, it was stated that $\phi$ obeys an $(f, t, t, O_t(M))$-derivatives condition where the parameters do not depend on $m_j$; however, this was not correct and the dependence on $m_j$ here is necessary. The effect on the bounds is ultimately not significant. The author is grateful to Thomas Bloom for pointing this out.} on $W'$ (unless option (B) holds with parameters $O(M + m_j)^{O(1)}$ and $O(M + m_j)^{-O(D)}$, $\nu_0^{O(1)}$).

We then let $U_{j+1}$ be the set obtained by applying Claim 3.6.2 to $W' + i, \gamma/2 W'$ with parameter $\nu = \nu_0/\delta$, so that $\phi$ again obeys the $(f, t, t, O_t(M + m_j))$-derivatives condition on $U_{j+1}$ (or, noting the bound on $\gamma$, option (B) occurs with parameters $O(M + m_j)^{O(1)}$ and $O(M)^{-O(D)(\nu_0^{O(1)})}$, and

$$
\mu(U'_{j+1} \setminus U_{j+1}) \leq \mu(U'_{j+1} \setminus (W' + i, \gamma/2 W')) + \mu([W' + i, \gamma/2 W'] \setminus U_{j+1})
$$

$$
\leq 24\nu_0/\delta + \nu_0/\delta = 25\nu_0/\delta
$$

where we used the definition $U'_{j+1} = W + i, \gamma W$ and (3.25). If we demand that our final choice of $\nu_0$ obeys $\nu_0 \leq c_2\delta^2/100$, and that $\varepsilon_0 \leq c_2/C$ where $C = C(t)$ is a constant chosen such that the term $O_t(\varepsilon)$ in Claim 3.6.5(I) is bounded by $(C/4)\varepsilon$ (and hence by $c_2/4$), then we establish that

$$
\mu(U_{j+1}) \geq (1 + c_2 - O_t(\varepsilon)) \mu(U_j) - 25\nu_0/\delta \geq (1 + c_2/2) \mu(U_j),
$$

and particular we still have $\mu(U_{j+1}) \geq \delta$. We may also choose a parameter $m_{j+1} = O_t(M + m_j)$ so that $\phi$ obeys an $(f, t, t, m_{j+1})$-derivatives condition on $U_{j+1}$.

If on the other hand option (III) in Claim 3.6.5 occurs, we terminate the process and set $K = j$ for this final index. As $\mu(U_j)$ is increasing by a factor of at least $1 + c_2/2$ at each step in the process, this must happen eventually, and in fact for some $K \ll c_2 \log(1/\delta)$.

In conclusion, we have located a set $U_K \subseteq C^t(H) \cap S_0^{[k]}$ with $\mu(U_K) \geq 1 - c_1$ and such that $\phi$ obeys an $(f, t, t, m_K)$-derivatives condition on $U_K$, where our recursive bound $m_{j+1} \ll m_j + M$ (and $m_0 = 0$) implies that

$$
m_K \ll \delta^{-O_t(c_2(1))} M. \tag{3.34}
$$

We are again in the situation that a derivatives condition holds for almost all cubes with vertices in $S_0$, but only “almost all” in a weak sense, since $c_1$ is still a constant depending only on $t$ (to be determined). However, we need the derivatives condition to hold on all but $\eta|C^t(H)|$ cubes in $S_t$, where $\eta > 0$ is the parameter from the statement and could be very small.

We address this in two stages. First, we will use Claim 3.6.4 to expand our derivatives condition to a system of cubes $S'_0, \ldots, S'_t$ whose vertex set $S'_0$ is almost all of $S_0$ (in a strong sense); however, $S'_t$ may only be almost all of $S_t$ in a weak sense. Then, we apply Claim 3.6.3 to upgrade this to almost all of $S_t$ in a strong sense also.
The first step is captured by the following claim. During the course of the proof, we will finally fix the choices of $c_1$, $\nu_0$ and $\varepsilon_0(t)$ to suitable values.

Claim 3.6.6. There exists a system of cubes $S'_0, \ldots, S'_1$ with parameter $1 - \varepsilon'$ for some $\varepsilon' \leq \varepsilon'_0(t)$ (where $\varepsilon'_0(t)$ is the quantity from Claim 3.6.3), with $S'_k \subseteq S_k$ for each $k$ and $\mu(S'_0 \setminus S'_0) \leq 2^{t-1}\eta$ (where $\eta > 0$ is the parameter from the statement), and such that $\phi$ obeys an $(f, t, t, O_t(M + m_K))$-derivatives condition on $S'_1$; or, option (B) holds with parameters $O(M + m_K)O_t(1)$ and $O(M + m_K)^{O_t(1)}\nu_0^{O_t(1)}$.

By (3.34), the parameters in option (B) are acceptable.

Given the claim, we can finish the argument as follows. Applying Claim 3.6.3 to $S'_0, \ldots, S'_1$ with parameter $\nu = \eta/2$, we find a set $S \subseteq S'_0$ with $\mu((C^t(H) \cap S'_0) \setminus S) \leq \eta/2$ and such that $\phi$ obeys an $(f, t, t, O_t(M + m_K))$-derivatives condition on $S$, as required; or option (B) holds with parameters $O(M + m_K)^{O_t(1)}$ and $O(M + m_K)^{O_t(1)}\eta^{O_t(1)}$. Since

$$\mu(C^t(H) \cap (S'_0 \setminus S'_0)) \leq 2\mu(S'_0 \setminus S'_0) \leq \eta/2$$

we deduce $\mu((C^t(H) \cap S'_0) \setminus S) \leq \eta$ (and hence $\mu(S \setminus S) \leq \eta$) as required.

Proof of claim. Define a set $W$ as in (3.26):

$$W = \{c \in C^t(H) \cap S'_0: |\{h \in H: c + \Box^t(h) \in U_K\}| \geq c_1|H|\}$$

and apply Claim 3.6.4 to find a set $W' \subseteq W$ such that $\phi$ obeys an $(f, t, t, O_t(m_K))$-derivatives condition on $W'$ and $|W \setminus W'| \leq (3\nu_0/c_1)|C^t(H)|$.

It remains only to find $S'_0, \ldots, S'_1$ obeying the conditions in the statement and with $S'_i \subseteq W'$. As in (3.28), we define

$$V = \{(h_1, \ldots, h_i) \in H^t: |\{x \in H: \angle(x; h_1, \ldots, h_i) \in U_K\}| \geq c_1|H|\}$$

and consider the set of cubes

$$\tilde{V} = \{\angle(x; h_1, \ldots, h_i) \in C^t(H): (h_1, \ldots, h_i) \in V\}.$$ 

By definition, $W = \tilde{V} \cap S'_0$. Just as in (3.29), we can bound $|U_K| \leq c_1|H|^{t+1} + |V||H|$, and note $|\tilde{V}| = |V||H|$; so as $|U_K| \geq (1 - c_1)|C^t(H)|$ we deduce $|\tilde{V}| \geq (1 - 2c_1)|C^t(H)|$.

Applying Lemma 2.2.5 to $\tilde{V}$, we may define a (non-empty) system of cubes $S^{(1)}_0, \ldots, S^{(1)}_t$ with parameter $1 - \varepsilon^{(1)}$ where $\varepsilon^{(1)} \ll c_1^{1/O_t(1)}$, such that $S^{(1)}_i \subseteq \tilde{V}$.

Since $\tilde{V}$ is translation-invariant (i.e., if $c \in \tilde{V}$ then so is $c + \Box^t(h)$ for any $h \in H$), it is fairly clear from the proof of Lemma 2.2.5 that the sets $S^{(1)}_k \subseteq C^k(H)$ inherit the same property; or alternatively, we can force this directly by replacing $S^{(1)}_k$ with

$$\{c + \Box^k(h): c \in S^{(1)}_k, h \in H\}$$
for each \(k\), and noting that this defines another system of cubes with the same parameter \(\varepsilon^{(1)}\) that is definitely translation-invariant, and still satisfies \(S_{1}^{(1)} \subseteq \tilde{V}\). We assume this has been done (if necessary). In particular, \(S_{0}^{(1)}\) is translation-invariant, or in other words \(S_{0}^{(1)} = C^{0}(H)\) is everything.

Also define a (non-empty) system of cubes \(S_{1}^{(2)}, \ldots, S_{t}^{(2)}\) by removing elements of \(W \setminus W'\) from \(C^{0}(H)\) and applying Lemma 2.2.5. This has parameter \(1 - \varepsilon^{(2)}\) where \(\varepsilon^{(2)} \ll_{t} (\nu_{0}/c_{1})^{1/O_{1}(1)}\), and \(S_{1}^{(2)} \cap (W \setminus W') = \emptyset\).

We finally define the system of cubes \(S_{k}^{'} = S_{k} \cap S_{k}^{(1)} \cap S_{k}^{(2)}\) for \(0 \leq k \leq t\). It has parameter \(1 - \varepsilon'\) where \(\varepsilon' = \varepsilon + \varepsilon^{(1)} + \varepsilon^{(2)}\), and is non-empty provided \(\varepsilon' < 1\). Moreover:—

- \(S_{1}^{'} \subseteq S_{t} \subseteq S_{0}^{[t]}\),
- \(S_{1}^{'} \subseteq S_{t}^{(1)} \subseteq \tilde{V}\) and so \(S_{1}^{'} \subseteq S_{0}^{[t]} \cap \tilde{V} = W\); and
- \(S_{1}^{(2)}\) which is disjoint from \(W \setminus W'\), so \(S_{1}^{'} \subseteq W'\).

Finally, since \(S_{0}^{(1)} = H\) we have \(\mu(S_{0} \setminus S_{0}') \leq \varepsilon^{(2)}\) (using Remark 2.2.2).

Lastly, we choose parameters. Since \(\varepsilon^{(1)} \ll_{t} c_{1}^{1/O_{1}(1)}\), we may choose \(c_{1}\) depending only on \(t\) such that \(\varepsilon^{(1)} \leq \varepsilon_0'(t)/3\), where \(\varepsilon_0'(t)\) is the quantity from the statement of Claim 3.6.3. By choosing \(\nu_{0} \leq (\eta/c_{1})^{C}/C\) for a suitable constant \(C = C(t)\), we may ensure that

\[
\varepsilon^{(2)} \leq \min(\varepsilon_0'(t)/3, 2^{1+t-1}\eta)
\]

and so \(\mu(S_{0} \setminus S_{0}') \leq \varepsilon^{(2)} \leq 2^{-t-1}\eta\) as required. Finally, we may insist \(\varepsilon_0(t)\) from the statement obeys \(\varepsilon_0(t) \leq \varepsilon_0'(t)/3\), so that \(\varepsilon' \leq \varepsilon_0'(t)\) as required.

We can now choose any \(\eta_{0}\) obeying \(\eta_{0} \leq c_{2}\delta^{2}/100\) and \(\eta_{0} \leq (\eta/c_{1})^{C}/C\) for some given constant \(C = C(t)\); clearly (as we have now chosen \(c_{1}\) and hence \(c_{2}\) to be fixed constants depending on \(t\)) both bounds have the form \(O(\eta^0_{0})^{O_{1}(1)}\), and this completes our choice of parameters. We retrospectively note that this means any outstanding appeals to option (B) had acceptable bounds. This completes the proof of Lemma 3.4.9.

It remains to prove Lemma 3.4.10. This is comparatively straightforward, provided we borrow a special case of the theory of cocycles (Lemma 3.3.5).

**Proof of Lemma 3.4.10.** As always, we may assume \(b\) is in normal form, at the expense of replacing \(M\) with \(O_{1}(M)\).

We first consider the case \(t = 1\) separately. Recall (Remark 2.5.3) that \(f_{=0}\) are constant functions (if \(\varepsilon < 1/2\)), and so we may write the hypothesis as \(\phi(x) = \phi(y) = b([x,y],[0]) \cdot f_{=0}\) for all \([x,y] \in S_{1}\).

We will show that \(\phi = \phi_{0} + \phi_{1}\), where (i) \(\phi_{0}\) is a constant function, and (ii) for all \(x \in S_{0}\) we have \(\phi_{1}(x) = v(x) \cdot f_{=0}\) for some \(v(x) \in \mathbb{Z}^{d_{0}}\) with \(\|v(x)\|_{1} \ll M\). Indeed, we pick any \(x_{0} \in S_{0}\) and set \(\phi(x) = \phi(x_{0})\) for all \(x \in S_{0}\). Setting \(\phi_{1}(y) := \phi(y) - \phi_{0}(y)\) for any \(y \in S_{0}\), we note that we can pick \(z \in S_{0}\) such that \([x_{0},z],[y,z] \in S_{1}\) (provided \(\varepsilon < 1/2\)) and so

\[
\phi_{1}(y) = \phi(y) - \phi(x_{0}) = \partial^{1}\phi([y,z]) - \partial^{1}\phi([x_{0},z]) = (b([y,z],[0]) - b([x_{0},z],[0])) \cdot f_{=0}
\]
which has the required form.

When $t > 1$, we instead apply Corollary 3.4.6 and Corollary 3.4.8 to deduce that if option (B) does not hold then $b$ obeys the $(f, t, t, O_t(M), \delta)$-strong derivatives condition, where $\delta \gg_t \eta^{O_t(1)}$ is a parameter to be determined. In particular, we may assume $b_{=t-1}$ is a generalized $t$-cocycle of type $t-1$ and loss at most $\delta$.

By Lemma 3.3.5, we deduce that there is a subset $S \subseteq S_t$ with $\mu(S_t \setminus S) \ll_t \delta^{1/O_t(1)}$, and a function $\lambda: H \to \mathbb{R}^{d_{t-1}}$ such that

$$\lambda(c, \omega') := \sum_{\omega \in [t]} Z_{t-1}(\omega, \omega') \lambda(c(\omega))$$

as in the statement\(^7\) satisfies $\lambda(c, \omega) = b_{=t-1}(c, \omega)$ for all $c \in S$ and $\omega \in [t]$. Also, $\|\lambda(\omega)\|_1 \ll_t M + d_{t-1}$ for each $x \in H$, and $\partial^1 \lambda([x, y]) \in \mathbb{Z}^{d_{t-1}}$ for all $x, y \in H$. By a suitable choice $\delta = \eta^{O_t(1)}/O_t(1)$ we can ensure $\mu(S_t \setminus S) \leq \eta$.

It is easy to check that if we change $\lambda$ by adding a global constant, e.g. to $x \mapsto \lambda(x) - \lambda(0)$, then (3.35) still holds (see (3.2), or Remark 3.2.3, or Footnote 7), so we may assume without loss of generality that we have done this so that $\lambda(0) = 0$. In particular,

$$\lambda(x) = \lambda(x) - \lambda(0) = \partial^1 \lambda([x, 0]) \in \mathbb{Z}^{d_{t-1}}$$

and so $\lambda$ itself takes values in $\mathbb{Z}^{d_{t-1}}$.

Having done this, we can define $\phi_1(x) := \lambda(x) \cdot f_{=t-1}(x)$ and $\phi_0(x) := \phi(x) - \phi_1(x)$, which we claim have the desired properties. This is clear for $\phi_1$. It remains to show that $\phi_0$ obeys an $(f, t, t-1, O_t(M))$-derivatives condition on $S$. Taking any $c \in S$, we certainly have

$$\partial^t \phi_0(c) = \partial^t \phi(c) - \partial^t \phi_1(c) = \sum_{\omega \in [t]} (-1)^{|\omega|} b(c, \omega) \cdot f(c(\omega)) - \sum_{\omega \in [t]} \lambda(c(\omega)) \cdot f_{=t-1}(c(\omega))$$

$$= \sum_{\omega \in [t]} (-1)^{|\omega|} b(c, \omega) \cdot f(c(\omega))$$

where $b_{=t-1}(c, \omega) = b_{=t-1}(c, \omega) - \lambda(c(\omega))$ and $b_{=i} = b_{=i}$ for all $0 \leq i < t-1$. Let $b'(c, \omega)$ be the configuration obtained by placing $b(c, \omega)$ in normal form, by Lemma 3.2.2: hence, we still have

$$\partial^t \phi_0(c) = \sum_{\omega \in [t]} (-1)^{|\omega|} b'(c, \omega) \cdot f(c(\omega))$$

---

\(^7\)In the case of a $t$-cocycle of type $t-1$, an inspection of the definition of $Z_{t-1}(\omega, \omega')$ in (3.2) together with (3.4) shows that this identity reduces to $\Lambda(c, \omega') = \lambda(\omega') - \lambda(\overline{1})$. However, this does not greatly simplify the calculations: what is really important is that the right-hand side is what you get by putting $\omega \mapsto \lambda(c(\omega))$ into normal form at level $t-1$. 
and using the explicit formula for $b_{=t-1}'$ in Lemma 3.2.2 gives
\[
b_{=t-1}'(c, \omega') = \sum_{\omega \in [t]} Z_{t-1}(\omega, \omega') b_{=t-1}(c, \omega) = \sum_{\omega \in [t]} Z_{t-1}(\omega, \omega') b_{=t-1}(c, \omega) - \sum_{\omega \in [t]} Z_{t-1}(\omega, \omega') \lambda(c(\omega)) = b_{=t-1}(c, \omega) - \Lambda(c, \omega) = 0
\]
where we used the definition of $b$, (3.35) and the fact that $b_{=t-1}(c, \omega)$ is already in normal form. Since $b_{=t-1}'$ is identically zero, we deduce that $\phi_0$ and $b_{\leq t-2}'$ obey an $(f, t, t-1, O_t(M))$-derivatives condition on $S$, as required.

4. Recovering algebraic structure

4.1. The structure theorem for polynomial hierarchies. We will now use the improved structure obtained in Section 3 to show that any function obeying a derivatives condition on a polynomial hierarchy, such as the function $\tilde{g}$ in the conclusion of Corollary 2.5.4, agrees almost everywhere with a nil-polynomial.

For inductive reasons it is necessary to work over a slightly larger class of groups $H$ than we traditionally care about. We also handle $(f, s+1, t, M)$-derivatives conditions for $1 \leq t \leq s$, again for induction. The precise statement is as follows.

**Theorem 4.1.1.** Let $H = (\mathbb{Z}/N^n\mathbb{Z})^n$ for some $N$ prime and $n, \kappa \geq 1$. For $s \geq 1$, let $S_0, \ldots, S_{s+1}$ be a system of cubes of parameter $1 - \varepsilon$, let $f$ be an $(s-1, d, M)$-polynomial hierarchy on $S_0, \ldots, S_s$, and suppose $g : S_0 \to \mathbb{R}$ obeys the $(f, s+1, t, M)$-derivatives condition on $S_{s+1}$ for some $t \ (1 \leq t \leq s)$.

Write $D = \sum_{i=0}^{s-1} d_i$, and let $\eta > 0$ be a further parameter.

Then there exists a quantity $M'$ with
\[
M' \leq O(M/\eta)^{O_{\omega,s}(D)^{O_{\omega,s}(D)}}
\]
if $s \geq 3$, or
\[
M' \leq O_{\omega}(M/\eta)^{O_{\omega}(D)^{O_{\omega}(D)}}
\]
if $s \leq 2$, such that the following holds: provided $\varepsilon \leq \varepsilon_0(s)$ is sufficiently small and $N \geq M'$, then there exists a nil-polynomial $g' : H \to \mathbb{R}$, with degree $s$, dimension $O(D)^{O_{\omega,s}(D)}$ and complexity at most $M'$, such that $g(x) = g'(x)$ for all but at most $\eta |H|$ values $x \in S_0$.

This is one of the two places in the work where serious discussion of nilmanifolds is necessary, and we will certainly need to use discuss notions from Appendix C (polynomial maps, filtrations, etc.) a fair amount.

The more serious nilmanifold content is in Section 4.2, and quotes more technical content from Appendix C. An attempt has been made to limit the amount of Appendix C the reader would actually have to read to follow the proofs, and to make it clear when we are merely performing technical checks.
of technical properties as opposed to anything conceptual. However, some engagement with the theory is inevitably required for a detailed reading of that section.

We make some remarks which will be useful in the proof of Theorem 4.1.1.

Remark 4.1.2. If \( g, g' : H \to \mathbb{R} \) are nil-polynomials of degrees \( s \) and \( s' \), dimensions \( D \) and \( D' \) and complexities \( M \) and \( M' \) respectively, then for \( \lambda \in \mathbb{R} \) we have that \( x \mapsto \lambda g(x) \) is again a nil-polynomial of degree \( s \), dimension \( D \) and complexity \( M \), and \( g + g' \) is a nil-polynomial of degree \( \max(s, s') \), dimension \( D + D' \) and complexity \( \max(M, M') \).

Indeed, if \( g = F \circ r \), defined with respect to a nilmanifold \( G/\Gamma \), and similarly \( g' = F' \circ r' \) on \( G'/\Gamma' \), as in Definition 1.3.2, then \( \lambda g = (\lambda F) \circ r \) has the same form. For \( g + g' \), we work on the direct product \( \tilde{G} = G \times G', \tilde{\Gamma} = \Gamma \times \Gamma' \) (which inherits complexity \( \max(M, M') \) in the sense of Definition C.7) and define \( \tilde{r}(x) = (r(x), r'(x)) \) and \( \tilde{F}(y, y') = F(y) + F'(y') \), giving \( g + g' = \tilde{F} \circ \tilde{r} \).

Remark 4.1.3. Suppose instead that \( g : H \to \mathbb{R} \) obeys the hypothesis \( \partial^{s+1}g(c) = 0 \) for all \( c \in S_{s+1} \), where \( S_0, \ldots, S_{s+1} \) is as in Theorem 4.1.1. This corresponds to the missing case \( t = 0 \) of the theorem, and is useful for inductive purposes.

In this case, we can deploy an argument we made in the proof of Claim 3.3.16. By Lemma 3.3.9, we know that there is some \( \tilde{g} : H \to \mathbb{R} \) such that \( \partial^{s+1}\tilde{g} \equiv 0 \) and \( g(x) = \tilde{g}(x) \) for all \( x \in S_0 \) (again arguing that the set \( X \) in (3.12) contains all of \( S_0 \)). Then, (3.16) again shows \( \tilde{g} \) must be constant, and hence so is \( g \).

The key step in the proof of Theorem 4.1.1 is as follows: given \( g \) and \( b \) obeying a strong \((f, s + 1, t, M, \delta)\)-derivatives condition, we consider the top-level part \( b_{t-1} \), whose structure we understand in terms of generalized cocycles, and construct a nil-polynomial obeying a derivatives condition with the same top-level part \( b_{t-1} \). Subtracting the two gives a function obeying an \((f, s + 1, t - 1, M')\)-derivatives condition, which we can handle by induction.

The technical statement encoding this step is the following.

Lemma 4.1.4. Let \( H = (\mathbb{Z}/N^k\mathbb{Z})^n \) for some \( n, k \geq 1 \) and some prime \( N \). Let \( s \geq 1 \) and \( t, 1 \leq t \leq s \), be integers, and let \( f : H \to \mathbb{R} \) be a nil-polynomial of degree \( t - 1 \), dimension \( D \) and complexity \( M \) on a nilmanifold \( G/\Gamma \). Further let \( \lambda : H \to \mathbb{R} \) be a function with \( |\lambda(x)| \leq M \) for each \( x \in H \) and such that \( \lambda \mod \mathbb{Z} : H \to \mathbb{R}/\mathbb{Z} \) is a polynomial map of degree \( s + 1 - t \). For \( c \in C^{s+1}(H) \), write

\[
\Lambda(c, \omega') = \sum_{\omega \in [k]} Z_\tau(\omega, \omega') \lambda(c(\omega))
\]

as in (3.10). Finally suppose \( N > s \).

Write \( H' = (\mathbb{Z}/N^{2k}\mathbb{Z})^n \). Then there exists a nil-polynomial \( g : H' \to \mathbb{R} \) of degree \( s \), dimension at most \( D' \) and complexity at most \( M' \), and a \((t - 1, d, M')\)-polynomial hierarchy \( f' \) on the full system \( C^0(H'), \ldots, C^s(H') \), such that:

(i) \( d_{t-1} = 1 \) and \( f'_{t-1,1} \) is the function \( x \mapsto f(x \mod N^k) \); and
(ii) \( g \) obeys an \((f', s + 1, t, M')\)-derivatives condition with some \( b \), such that \( b_{i-1}(c, \omega) = \Lambda(c \mod N^\kappa, \omega) \) for all \( c \in C^{s+1}(H') \) and \( \omega \in [s+1] \).

Here, \( D' \ll_s D^{O(1)} \) and \( M' \ll_s (DM)^{O(1)} \) are parameters, and we have \( \sum_{r=0}^{t-1} d_r \ll_s D^{O(1)} \).

Note that we are forced to pass from \( H \) to the group extension \( H' \). In a sense this is necessary: under the hypotheses given, there may not exist a function \( g: H \to \mathbb{R} \) obeying a derivatives condition whose top piece \( b_{i-1} \) is \( \Lambda \), on a hierarchy of bounded complexity whose top piece \( f'_{i-1} \) is the single function \( f \), irrespective of whether \( g \) is a nil-polynomial: the requirements this imposes on \( g \) may just be inconsistent. In other words, \( \Lambda \) being a generalized cocycle is not a sufficient condition for it to appear as \( b_{i-1} \) alongside \( f \) in a derivatives condition, as above: there may be further cohomological obstructions.

We can rectify this runaway group extension after the fact using the following construction, which is closely related to [Man14, Theorem 1.5] or [GTZ12, Proposition C.2].

**Lemma 4.1.5.** Let \( H = (\mathbb{Z}/N^\kappa\mathbb{Z})^n \) and \( H' = (\mathbb{Z}/N^{\kappa'}\mathbb{Z})^n \), where \( N \) is prime and \( n \geq 1 \), \( \kappa' \geq \kappa \geq 1 \) are integers. Suppose \( g': H' \to \mathbb{R} \) is a nil-polynomial on \( H' \), with degree \( s \geq 0 \), dimension \( D \) and complexity \( M \). Define the inclusion \( i: H \to H' \) by \( i(x_1, \ldots, x_n) = (x_1, \ldots, x_n) \) whenever \( x_1, \ldots, x_n \) are integers with \( 0 \leq x_i < N^\kappa \).

Then the function \( g: H \to \mathbb{R} \) given by \( g = g' \circ i \) is a nil-polynomial of degree \( s \), dimension \( \ll_s D^{O_s,n(1)} \) and complexity \( \ll_s, (DM)^{O_s,n(1)} \).

**Proof of Theorem 4.1.1 assuming Lemma 4.1.4 and Lemma 4.1.5.** We proceed by induction on \( s \) and \( t \); i.e., we will assume that the theorem holds for all smaller values of \( s \), and for the same \( s \) but smaller values of \( t \).

We begin by applying Theorem 3.4.3 to \( g \) and \( f \) with some parameter \( \delta \) to be determined. So, we may assume that \( g \) and \( b \) obey an \((f', s + 1, t, M_1, \delta)\)-strong derivatives condition on \( S_{s+1}' \), where \( f' \) is a modified \((s, d', M_1)\)-polynomial hierarchy on a subsystem \( S_0', \ldots, S_{s+1}' \), with bounds on \( d', S_k' \) and \( M_1 \) as stated in Theorem 3.4.3. Here \( \delta > 0 \) is a parameter to be determined.

By our hypotheses on \( b \) and Lemma 3.3.5, we may find \( \lambda: H \to \mathbb{R}^{d'_{t-1}} \) such that \( b(c, \omega) = \Lambda(c, \omega) \) for all \( \omega \in [s+1] \), for all but \( O_s(\delta^{1/O_s(1)})|C^{s+1}(H)| \) cubes \( c \in S_{s+1}' \), where \( \Lambda(c, \omega) \) is defined as in (3.10). We will write \( \lambda_j \) and \( \Lambda_j \) to refer to individual coordinates of these functions, for \( j \in [d'_{t-1}] \).

We recall that each function \( f_{0,j} \) for \( j \in [d_0'] \) is constant (provided \( \varepsilon < 1/2 \); see Remark 2.5.3), and a constant function is a nil-polynomial of degree 0, with \( G = \Gamma = \{ * \} \) being the trivial group, \( r: H \to G \) the unique map and \( F: G \to \mathbb{R}(0) \) taking the constant value.

By induction on \( s \) (when \( t \geq 2 \)) or the previous paragraph (when \( t = 1 \)), each function \( f_{j-1,j}' : S_0' 

for \( j \in [d'_{t-1}] \) agrees on all but \( \eta_1 |H| \) values \( x \in S_0' \) with a nil-polynomial \( f_j : H \to \mathbb{R} \) of degree \( t - 1 \), whose dimension \( D_1 \) and complexity \( M_2 \) obey the bounds from the statement of the theorem. Here \( \eta_1 > 0 \) is another a parameter to be determined.
For each $f_j$, we apply Lemma 4.1.4 to find a nil-polynomial $g_j : H' \to \mathbb{R}$ of degree $s$, dimension $D_2 \ll_s D_1^{O_s(1)}$ and complexity $M_3 \ll_s (D_1 M_2)^{O_s(1)}$, with all the properties given in the statement of the lemma, where $H' = (\mathbb{Z}/N^{2s}\mathbb{Z})$.

Note that we may lift $S_0', \ldots, S_{s+1}'$ to a system of cubes $\tilde{S}_0', \ldots, \tilde{S}_{s+1}'$ on $H'$, $g$ to a function $H' \to \mathbb{R}$ and $f'$ to a polynomial hierarchy on $H'$ (by composing with the projection $H' \to H$), without any loss of parameters.

We therefore combine each of the new polynomial hierarchies $f^{(j)}$ produced by Lemma 4.1.4, together with our original hierarchy $f'$, into a new hierarchy $f''$ on $\tilde{S}_0', \ldots, \tilde{S}_{s+1}'$, whose dimension and complexity are still controlled polynomially in terms of the other parameters. Since $f'_{t-1,j}$ and $f_j$ agree on all but $\eta_1|H'|$ values each, we may discard each $f'_{t-1,j}$ from the hierarchy and replace all references to it with $f_j$, at the expense of replacing $\tilde{S}_0', \ldots, \tilde{S}_{s+1}'$ with a subsystem $\tilde{S}_0'', \ldots, \tilde{S}_{s+1}''$ that loses another $O_s(\eta_1^{1/O_s(1)})$ in its parameter (by Corollary 2.2.6).

So, $g$ and $g_j$ all obey $(f'', s + 1, t, M_3)$-derivatives conditions on $\tilde{S}_{s+1}''$. Write (with some abuse of notation) $b$ and $b^{(j)}$ for the other functions appearing in these derivatives conditions. By the definition of $\Lambda$ and the conclusion of Lemma 4.1.4 again, we have

$$b_{t-1} - \sum_{j=1}^{d_t - 1} b^{(j)}_{t-1} = 0$$

and hence $\tilde{g} = g - \sum_{j=1}^{d_t - 1} g_j$ actually obeys an $(f'', s + 1, t - 1, M_3(1 + d_t - 1))$-derivatives condition on $\tilde{S}_{s+1}''$, as the terms in the $t - 1$ level cancel.

By induction on $t$ (or Remark 4.1.3, if $t = 1$) we have that $\tilde{g}$ agrees with a nil-polynomial on $H'$ of degree $s$, complexity $M_4$ and dimension $D_3$ on all but $\eta_1|H'|$ values $x \in \tilde{S}_0''$ (again obeying the bounds in the statement). By Remark 4.1.2, $g' = \tilde{g} + \sum_{j=1}^{d_t - 1} g_j$ is therefore also a nil-polynomial of degree $s$, complexity $M_4$ and dimension $D_4 = D_3 + d_t - 1 D_2$ on $H'$, and has the property that $g'(x) = g(x \mod N)$ for all but $\eta_1|H'|$ values $x \in \tilde{S}_0''$, and hence all but $O_s(\eta_1^{1/O_s(1)})|H'|$ of those values $x \in H'$ with $x \mod N^\kappa \in S_0$.

It is clear that these properties of $g'$ also hold for its translates $x \mapsto g'(x + a)$ for $a \in \ker(H' \to H)$. Writing $\iota : H \to H'$ as in Lemma 4.1.5, by averaging there is some such $a$ such that $g(x) = g'(\iota(x) + a)$ for all but $O_s(\eta_1^{1/O_s(1)})|H|$ values $x \in S_0$. Applying Lemma 4.1.5 to $x \mapsto g'(x + a)$, we obtain a nil-polynomial $x \mapsto g'(\iota(x) + a)$ with the degree $s$, dimension $D_5 \ll_{s,n} D_4^{O_{s,n}(1)}$ and complexity $M_5 \ll_{s,n} (D_4 M_4)^{O_{s,n}(1)}$.

Finally, without laboring the point, we note that it suffices to take $\eta_1 = (\eta/Cd_t - 1)^C$ and $\delta = \eta C / C$ for some suitable $C = C(s)$, and that then all the other various quantities $D_1, \ldots, D_5, M_1, \ldots, M_5$, and in particular the final ones, have bounds of the form required.

\[
4.2. \text{Nilmanifold constructions. We now turn to proving the two construction lemmas above, Lemma 4.1.4 and Lemma 4.1.5. We first record some generalities concerning spaces of polynomial}
\]
maps $G \to G'$ between filtered groups, which will be relevant throughout. Again see Appendix C for the fundamental definitions.

**Proposition 4.2.1.** Let $G_\bullet$ and $G'_\bullet$ be explicitly presented filtered groups, with degrees $s, s'$, dimensions $D, D'$, complexities $M, M'$ and integral subgroups $\Gamma, \Gamma'$ respectively. We consider the space $\text{poly}(G, G')$ of polynomial maps $G \to G'$ with these filtrations.

(i) The space $\text{poly}(G, G')$ is a group under pointwise multiplication.

(ii) We can put a filtration on $\text{poly}(G, G')$ by $\text{poly}(G, G')_i = \text{poly}(G, G')^i$, where $G'^i$ is the filtered group with $G'^{i+j} = G'^{i+j}$. This is indeed a filtration on $\text{poly}(G, G')$.

(iii) Any polynomial map $\Gamma \to G'$ can be extended uniquely to a polynomial map $G \to G'$, and hence $\text{poly}(\Gamma, \Gamma') \cong \text{poly}(G, G')$ are interchangeable.

(iv) There are one-parameter subgroups $p_{i,j}: \mathbb{R} \to \text{poly}(G, G')_i$, denoted $\alpha \mapsto p_{i,j}^\alpha$ (writing $p_{i,j}$ for $p_{i,j}^1$), for $0 \leq i \leq s'$ and $j \in [d]$, where $\mathcal{D}_s \equiv \sum_{s,s'} (D'D)^{O_s,s'}(1)$ are non-negative integers, with the property that for any $p \in \text{poly}(G, G')$ there are unique coefficients $\alpha_{i,j} \in \mathbb{R}$ such that $p = \prod_{i,j=0}^s \prod_{j=1}^{d_j} P_{i,j}^{\alpha_{i,j}}$ (with products ordered from left to right).

Moreover, $p \in \text{poly}(G, G')_i$ if and only if $\alpha_{i,j} = 0$ whenever $i < i'$ and $p \in \text{poly}(\Gamma, \Gamma')$ (equivalently, $p(\Gamma) \subseteq \Gamma'$) if and only if $\alpha_{i,j} \in \mathbb{Z}$ for each $i, j$.

In particular, $(p_{i,j})$ for $i \geq 1$ make $\text{poly}(G, G')_1$ into an explicitly presented filtered group of degree $s'$, dimension $\sum_{s,s'} (D'D)^{O_s,s'}(1)$ and complexity $\sum_{s,s'} (DM'D')^{O_s,s'}(1)$, with integral subgroup exactly $\text{poly}(\Gamma, \Gamma')_1$.

(v) There are left and right actions of $G$ by homomorphisms of $\text{poly}(G, G')$, by translation: for $g \in G$ and $p \in \text{poly}(G, G')$ we let $s(g, p)$ denote the map $x \mapsto p(xg)$ and similarly $\tau(p, g)$ is the map $x \mapsto p(xg)$.

If $p \in \text{poly}(G, G')_i$ then so are $s(g, p)$ and $\tau(p, g)$, and if furthermore $g \in G_i$ then $p \cdot s(g, p)^{-1} \in \text{poly}(G, G')_{i+1}$, and similarly for $\tau$.

(vi) If $g \in G$, $p_{i',j'}$ is one of the polynomials in (iv) and we expand $s(g, p_{i',j'})$ or $\tau(p_{i',j'}, g)$ as $\prod_{i=0}^{i'} \prod_{j=1}^d P_{i,j}^{\alpha_{i,j}}$ as in (iv), then $\alpha_{i,j}$ satisfy

$$\sum_{i,j} |\alpha_{i,j}| \equiv \sum_{i,j} \sum_{s,s'} (D'DM')^{O_s,s'}(1) (1 + dG(id_G, g))^{O_s,s'}(1).$$

If $g \in \Gamma$ then $\alpha_{i,j}$ as above are integers.

(vii) If $p = \prod_{i=0}^{i'} \prod_{j=1}^d P_{i,j}^{\alpha_{i,j}}$, then for some $R = O_{s,s'}(1)$ the sum $\sum_{i=0}^{i'} \sum_{j=1}^d |\alpha_{i,j}|$ is bounded by $O(D'DM')^{O_{s,s'}(1)} (1 + \sup \{ dG(id_G, p(\gamma)) : \gamma \in \Gamma, dG(id_G, \gamma) \leq R \})^{O_{s,s'}(1)}$;

i.e., the size of the coefficients in the expansion of $p$ are controlled by the size of elements $p(\gamma)$ for bounded $\gamma \in \Gamma$.

(viii) For $x_1, x_2 \in G$ and any $p_{i,j}$ the quantity $dG(p_{i,j}(x_1), p_{i,j}(x_2))$ is bounded by

$$O(D'DM')^{O_{s,s'}(1)} dG(x_1, x_2) (1 + dG(id_G, x_1) + dG(id_G, x_2))^{O_{s,s'}(1)}.$$

The proof is given in Appendix C.5.
Remark 4.2.2. In some applications \( G^*_\bullet \) is abelian, and more specifically \( G^*_\bullet = \mathbb{R}_{(s')} \) (the abelian group \( \mathbb{R} \) with the degree \( s' \) filtration).

In this case we convert these statements to additive notation. Moreover, part (iv) can be stated more succinctly in terms of the basis \( \{ p_{i,j} \} \) for the vector space \( \text{poly} \left( G, \mathbb{R}_{(s')} \right) \) and the full rank sub-lattice \( \text{poly} \left( \Gamma, \mathbb{Z}_{(s')} \right) \) it generates, and in (ii) the shifted filtration \( G^{s+1}_\bullet \) is just \( \mathbb{R}_{(s'-1)} \).

Before we begin proving Lemma 4.1.4, we give a kind of converse to Theorem 4.1.1 which will be needed in the proof. In other words, this shows that nil-polynomials always obey a derivatives condition on a polynomial hierarchy.

**Proposition 4.2.3.** Let \( H \) be any abelian group and \( g = F \circ r \) a nil-polynomial on \( H \) of degree \( s \), dimension \( D \), and complexity \( M \), where \( r : H \to G, F : G \to \mathbb{R}_{(s)} \) and \( G/\Gamma \) are as in Definition 1.3.2. Then there is a sequence of non-negative integers \( (d_0, \ldots, d_{s-1}) \), and collection of polynomial maps \( F_{i,j} : G \to \mathbb{R}_{(i)} \) for \( 0 \leq i \leq s-1 \) and \( j \in [d_i] \), such that the following hold.

(i) If we expand
\[
F = \sum_{i_1=0}^{s} \sum_{j_1=1}^{d_{i_1}} \alpha_{i_1,j_1} p_{i_1,j_1}
\]
as in Proposition 4.2.1(iv), then \( F_{i,j} \) are exactly the functions \( \alpha_{i,j} \) of degree \( M \) and complexity \( \gamma \).

(ii) For every \( \gamma \in \Gamma \) we may write
\[
F - \tau(F, \gamma) = \sum_{i=0}^{s-1} \sum_{j=1}^{d_i} \tilde{b}^{(\gamma)}_{i,j} F_{i,j}
\]
where \( \tilde{b}^{(\gamma)}_{i,j} \in \mathbb{Z} \) are integers with \( \| b \|_1 \approx_s (DM)^{O(1)} (1 + d_G(\text{id}_G, \gamma))^{O(1)} \).

(iii) Write \( f_{i,j} = F_{i,j} \circ r \). Then the tuple \( f = (f_{i,j}) \) is an \( (s-1, d, M') \)-polynomial hierarchy on \( C^0(H), \ldots, C^s(H) \), and there is some \( b \) such that \( g \) and \( b \) obey an \( (f, s+1, s, M') \)-derivatives condition on \( C^{s+1}(H) \), where \( M' \ll_s (DM)^{O(1)} \).

We first show the following.

**Lemma 4.2.4.** If \( F' \circ r \) is a nil-polynomial \( H \to \mathbb{R} \) on \( G/\Gamma \), of degree \( t \), dimension \( D \), and complexity \( M \). For any \( c \in C^{t+1}(H) \) there exist values \( \gamma(c, \omega) \in \Gamma \) with \( d_G(\text{id}_G, \gamma(c,\omega)) \ll_t (MD)^{O(1)} \) such that
\[
\partial^{t+1}(F' \circ r)(c) = \sum_{\omega \in [t+1]} (-1)^{|\omega|} (F' - \tau(F', \gamma(c,\omega)))(r(c(\omega))).
\]

**Proof.** We choose \( \gamma(c,\omega) \) to “correct” the configuration \( \omega \mapsto r(c(\omega)) \) to a Host–Kra cube. Specifically, since \( \omega \mapsto r(c(\omega)) \) lies in \( \text{HK}^{t+1}(G/\Gamma) \) by the hypothesis on \( r \), by Proposition 4.2.1 we can find \( \gamma(c,\omega) \) with \( d_G(\text{id}_G, \gamma(c,\omega)) \ll_t D \) (and hence \( d_G(\text{id}_G, \gamma(c,\omega)) \ll_t (MD)^{O(1)} \)), such that the configuration \( \tilde{c}(\omega) = r(c(\omega))\gamma(c,\omega) \) lies in \( \text{HK}^{t+1}(G) \).
Since $F'$ is a polynomial map, we have that $\omega \mapsto F(\bar{c}(\omega))$ lies in $HK^{t+1}(\mathbb{R}(t))$, and hence
\[
\sum_{\omega \in \llbracket t+1 \rrbracket} (-1)^{\omega} F(\bar{c}(\omega)) = 0.
\]
It follows immediately that
\[
\partial^{t+1} (F' \circ r)(c) = \sum_{\omega \in \llbracket r+1 \rrbracket} (-1)^{\omega} \left( F'(r(c(\omega))) - F'(\bar{c}(\omega)) \right)
\]
and on unwrapping the definitions of $\bar{c}$ and $\tau$ this completes the proof. \qed

Proof of Proposition 4.2.3. Assuming (ii) and noting the choice (i), applying Lemma 4.2.4 with $F' = F$ proves that $F \circ r$ obeys the derivatives condition on $(f_{i,j})$ required in (iii).

To finish the proof we need the following.

**Claim 4.2.5.** For any polynomial $p_{i',j'}$ as in Proposition 4.2.1, where $0 \leq i' \leq s$ and $j' \in [d_{i'}]$, and any $\gamma \in \Gamma$, we have
\[
p_{i',j'} - \tau(p_{i',j'}, \gamma) = \sum_{i=i'+1}^{s} \sum_{j=1}^{d_i} b_{i,j} p_{i,j}
\]
where $b_{i,j} \in \mathbb{Z}$ depend on $\gamma$ and $\|b\|_1 \ll_s (DM)^{O_s(1)} (1 + d_G(id_G, \gamma))^{O_s(1)}$.

With the choice of $F_{i,j}$ in (i) this proves (ii), and combined with Lemma 4.2.4 applied with $F' = F_{i,j}$ we get a derivatives condition for each function $F_{i,j} \circ r$, proving $f$ is a polynomial hierarchy as required in (iii).

**Proof of claim.** The fact that integers $b_{i,j}$ of this form exist is immediate by Proposition 4.2.1(iv,v) (converting to additive notation).

In this abelian setting, the bound on $\|b\|_1$ is immediate from Proposition 4.2.1(vi). \qed

This completes the proof of Proposition 4.2.3. \qed

**Proof of Lemma 4.1.4.** Let $r : H \to G$ and $F : G \to \mathbb{R}_{(t-1)}$ be the functions associated to the nil-polynomial $f$, as in Definition 1.3.2. Also let $D_1, \ldots, D_{t-1}$ and $\gamma_{i,j}$ for $1 \leq i \leq t-1$ and $j \in [D_i]$ be the data associated to the explicitly presented filtered group $G$.

Our task is twofold. First we construct the nilmanifold $G'/\Gamma'$ on which the nil-polynomial $g$ from the statement is defined, and followed by the remaining data of $g$. Second, we use Proposition 4.2.3 to construct a polynomial hierarchy, and verify that it has the required properties with respect to $g$.

**Preliminaries.** We consider the real vector space poly $(G, \mathbb{R}_{(t-1)})$, and note the conclusions of Proposition 4.2.1 (and Remark 4.2.2) in this setting. In particular we write $e_{i,j}$ (where $0 \leq i \leq t-1$ and $j \in [d_i]$) for the basis given in Proposition 4.2.1(iv), which has the property that $\{e_{i,j} : i \geq i'\}$ is a basis for poly $(G, \mathbb{R}_{(t-1)})_{i'}$, which is the same as poly $(G, \mathbb{R}_{(t-1-v)})$. 
We also consider the linear algebraic dual \( V = \text{poly}(G; \mathbb{R}(t-1))^\ast \). This again has the structure of a filtered vector space, by defining \( V_i \subseteq V \) for \( i = 0, 1, \ldots \) by \( V_0 = V \) and

\[
V_i = \{ \phi \in V: \phi(z) = 0 \ \forall z \in \text{poly}(G; \mathbb{R}(i-1)) \}
\]

when \( i \geq 1 \); i.e., \( V_i = \text{poly}(G; \mathbb{R}(i-1))^\perp \). It follows that \( V_0 \supseteq V_1 \supseteq \cdots \supseteq V_i = 0 \).

The left action \( s \) of \( G \) on \( \text{poly}(G; \mathbb{R}(t-1)) \) induces a dual action on \( V \), i.e. sending a linear map \( \phi: \text{poly}(G; \mathbb{R}(t-1)) \rightarrow \mathbb{R} \) in \( V \) to \( s(z, \phi): F \rightarrow \phi(s(z, F)) \), for \( z \in G \). It follows from Proposition 4.2.1(v) that for \( \phi \in V_i \) and \( z \in G \), we have \( s(z, \phi) \in V_i \) and \( \phi - s(z, \phi) \in V_{i+1} \).

The basis \( \{ e_{i,j} \} \) above induces a dual basis \( \{ e_{i,j}^\ast \} \) for \( V \). If we change the labels, writing \( e'_{i,j} = e_{i-1-j,j} \), for \( j \in [d_t-1] = [d_r-1] \), the remarks above imply that \( \{ e'_{i,j}: i \geq i' \} \) is a basis for \( V_{i'} \), for each \( i' \), \( 0 \leq i' \leq t - 1 \).

We define an \( \ell^1 \)-norm \( \| \cdot \| \) on \( V \) with respect to this basis. By Proposition 4.2.1(vi), for \( z \in G \) the linear map \( s(z): V \rightarrow V \) obeys the operator norm bound

\[
\|s(z)\|_{\ell^1 \rightarrow \ell^1} \ll_s (MD)^{O(1)}(1 + d_G(\text{id}_G, z))^{O(1)}.
\]

We also note that the lattice \( \Upsilon \subseteq V \) generated by \( \{ e_{i,j} \} \) is exactly the dual lattice of \( \text{poly}(G, \mathbb{R}(t-1)) \); that is,

\[
\Upsilon = \{ v \in V: v(F) \in \mathbb{Z} \ \forall \ F \in \text{poly}(G, \mathbb{R}(t-1)) \}.
\]

Given \( z \in G \), there is an element \( e\gamma \in V \) defined by \( e\gamma(F) = F(z) \); so, \( e\gamma = s(z, e\gamma_G) \). It is immediate that \( e\gamma \in \Upsilon \) for all \( \gamma \in \Gamma \). A close inspection of the definition of the basis vectors \( e_{i,j} \) (in the proof of Proposition 4.2.1) shows that \( e_{t-1,1} \) is the constant function 1 and \( e_{i,j}(\text{id}_G) = 0 \) whenever \( i < t - 1 \); hence, \( e_{0,1} = e_{0,1}' \) is already one of our standard basis vectors.

**Construction of \( G' \).** The intuition, such as it is, is that we want to build a machine which stores (roughly) three pieces of information: an element of \( z \in G \), corresponding roughly to \( r(c(z)) \); an element of \( t \in \mathbb{R} \), corresponding roughly to \( \lambda(x) \); and an element of \( V \) which acts as an “accumulator”. It should support the following operations: we should be able to move around \( G \) by right-multiplying by elements of \( \Gamma \); and also translate \( \mathbb{R} \) by elements \( m \in \mathbb{Z} \), but in the process we do something that behaves like adding \( mf(z) \) to the accumulator.

The idea is that when we correct a configuration \( \omega \mapsto (r(c(\omega)), \lambda(c(\omega)), \ldots) \) for \( c \in C^{t+1}(H') \) to a Host–Kra cube in \( \text{HK}^{t+1}(G') \), as in the proof of Proposition 4.2.3, the top-level correction will be exactly one of the form \( \Lambda(c, \omega) F(r(c(\omega))) \) at each vertex.

We now define \( G' \) formally. As a set, we have \( G' = G \times \mathbb{R} \times V \times V \).\(^8\) The group law of \( G' \) is the somewhat complicated semi-direct product construction

\[
(z, a, u, v) \ast (z', a', u', v') = (zz', a + a', u + s(z, u'), v + s(z, v') + a'u).
\]

\(^8\)The first copy of \( V \) was not mentioned in the informal sketch above: roughly it exists because the object has to be a group, and so we need a spare copy of \( V \) for \( G \) to act on by translation as we move around.
The filtration on $G'$ is the following: if $\mathbb{R}_i$ is taken to be $\mathbb{R}$ for $i \leq s + 1 - t$ and $\{0\}$ otherwise (i.e., $\mathbb{R}$ is $\mathbb{R}_{(s+1-t)}$) then

$$G'_i = G_i \times \mathbb{R}_i \times V_i \times V_{\max(i-s+1+t,0)};$$

so the filtration on the last copy of $V$ has been shifted $s + 1 - t \geq 1$ places to the right (which is acceptable given $V$ is an abelian group).

The filtration is not proper, as $V_0 \neq V_1$ in general. As usual, we may consider the subgroup $G'_1$ with the filtration $G'_1 = G'_1 \supseteq G'_2 \supseteq \ldots$, which is proper, and $g$ will ultimately be defined on this smaller group; however, it is convenient in passing to work on all of $G'$.

We make the following technical claim.

**Claim 4.2.6.** This group $G'_*$ is indeed a filtered group, and $G'_1$ can be made into an explicitly presented filtered group with dimension $\ll_s D^{O_\nu(1)}$ and complexity $\ll_s (MD)^{O_\nu(1)}$, with integral subgroup $\Gamma' = \Gamma \times \mathbb{Z} \times Y \times Y$.

**Proof of claim.** It is straightforward to verify that the law above does in fact define a group, and to evaluate the commutators

$$[(z, 0, 0, 0), (id, 0, u, 0)] = (id, 0, u - s(z^{-1}, u), 0)$$

$$[(z, 0, 0, 0), (id, 0, 0, v)] = (id, 0, 0, v - s(z^{-1}, u))$$

$$[(id, a, 0, 0), (id, 0, u, 0)] = (id, 0, 0, -au)$$

with other single-entry elements commuting. These verify that the filtration described really is a filtration. We can define one-parameter subgroups

$$a \mapsto (\gamma_{i,j}^a, 0, 0, 0) \quad a \mapsto (id, 0, ae_{i',j'}, 0)$$

$$a \mapsto (id, a, 0, 0) \quad a \mapsto (id, 0, 0, ae_{i',j'}')$$

for $1 \leq i \leq t - 1$ and $j \in [D_i], or 0 \leq i' \leq t - 1 and j' \in [D'_i]$. It is clear (given the properties of $\gamma_{i,j}$) that any element of $G'$ is a product of such elements in a unique way. If we omit the only instance $a \mapsto (id, 0, ae_{0,1}^a, 0)$ which does not lie in $G'_1$ from the list, this gives the subgroup $G'_1$ the structure of an explicitly presented filtered group, of degree $s$, dimension $\ll_s D^{O_\nu(1)}$ and complexity $\ll_s (MD)^{O_\nu(1)}$ as required. The identification of the integral subgroup $\Gamma'$ is immediate. \hfill $\square$

**Construction of $g$.** We now locate a function $r': H' \to G'_1$ with the properties we require.

Recall $H' = (\mathbb{Z}/N^{2n}\mathbb{Z})^n$. In general we omit explicit references to the usual quotient maps $H' \to H$ or $\mathbb{Z}^d \to H'$.

**Claim 4.2.7.** There is some function $v: H' \to V_1$, with $\|v(x)\|_1 \ll_s D^{O_\nu(1)}$ for each $x \in H'$, such that if we define $r': H' \to G'$ by

$$r'(x) = (r(x), \lambda(x), ev_{r(x)} - ev_{id_G}, v(x))$$

then $r' \mod \Gamma': H' \to G'/\Gamma'$ is a polynomial map.
Proof of claim. Since \( r \mod \Gamma : H \to G/\Gamma \) is a polynomial map, we may extend it to a polynomial map \( \mathbb{Z}^n \to G/\Gamma \) given by \( x \mapsto r(x \mod N^s) \Gamma \). By Proposition C.17 we can then find a polynomial map \( p : \mathbb{Z}^n \to G \) such that \( p(x) \Gamma = r(x \mod N^s) \Gamma \) for all \( x \in \mathbb{Z}^n \).

Similarly, \( \lambda \mod \mathbb{Z} : H \to \mathbb{R}/\mathbb{Z} \) is a polynomial map of degree \( s + 1 - t \), so by Proposition C.17 we may choose a polynomial map \( \bar{\lambda} : \mathbb{Z}^n \to \mathbb{R}_{(s+1-t)} \) such that \( \bar{\lambda}(x) \mod \mathbb{Z} = \lambda(x \mod N^s) \mod \mathbb{Z} \) for all \( x \in \mathbb{Z}^n \).

We next define a polynomial map \( p' : \mathbb{Z}^n \to G' \) by
\[
p'(x) = (id_G, \bar{\lambda}(x), 0, 0) * (id_G, 0, -ev_{id}, 0) * (p(x), 0, 0, 0) * (id_G, ev_{id}, 0)
\]
\[
= (p(x), \bar{\lambda}(x), ev_{p(x)} - ev_{id_G}, 0).
\]
By the first line definition, the comments in Example C.12, and our hypotheses, this is a polynomial map. By the second line, we note that \( ev_z - ev_{id_G} \in V_1 \) for any \( z \in G \) (since it evaluates to zero on constant functions), and hence \( p'(x) \in G'_1 \) for all \( x \) and \( p' \) is a polynomial map \( \mathbb{Z}^n \to G'_1 \).

We claim that \( p' \mod \Gamma' : \mathbb{Z}^n \to G'_1/\Gamma'_1 \) descends to a polynomial map on \( H' = (\mathbb{Z}/N^{2s}\mathbb{Z})^n \); that is, that \( p'(x+y) - p'(x) \in \Gamma' \) for all \( x \in \mathbb{Z}^n \) and \( y \in N^{2s}\mathbb{Z}^n \). To see this, we compute
\[
p'(x+y) - p'(x) = \left( p(x+y) - p(x), \bar{\lambda}(x) - \bar{\lambda}(x+y), ev_{p(x+y)} - p(x), ev_{id_G} \right)
\]
\[
= (\bar{\lambda}(x) - \bar{\lambda}(x+y)) (ev_{p(x+y)} - p(x)).
\]
Whenever \( y \in N^s\mathbb{Z}^n \), we know that \( p(x+y) - p(x) \in \Gamma' \), \( \bar{\lambda}(x) - \bar{\lambda}(x+y) \in \mathbb{Z} \) and \( ev_{id_G} \in \mathcal{Y} \), so it suffices to see when \( (\bar{\lambda}(x) - \bar{\lambda}(x+y)) ev_{p(x+y)} \in \mathcal{Y} \). By Proposition C.14 we may expand
\[
\bar{\lambda}(x) = \sum_{w(\ell) \leq s+1-t} \alpha_\ell \binom{x}{\ell}
\]
for some \( \alpha_\ell \in \mathbb{R} \), where the sum is over all \( n \)-tuples of non-negative integers \((\ell_1, \ldots, \ell_n)\) with \( w(\ell) \leq s+1-t \); in this case \( w(\ell) = \sum_{j=1}^n \ell_j \) and \( \binom{x}{\ell} = \prod_{j=1}^n \binom{x_j}{\ell_j} \) is the multivariate binomial coefficient as in (C.4). Similarly, since \( x \mapsto ev_{p(x)} \) is a polynomial map \( \mathbb{Z}^n \to \mathcal{V} \) it may be expanded as
\[
\ev_{p(x)} = \sum_{i=0}^{t-1} \sum_{j=1}^{s_i} \sum_{k(w(k)) \leq t-1} \beta_{i,j,k} \binom{x}{k} e_{i,j}
\]
for some \( \beta_{i,j,k} \in \mathbb{R} \), by Proposition C.14 applied to each coordinate of \( \mathcal{V} \). Provided \( N > s \) (say) and so the denominators of binomial coefficients are coprime to \( N \), the maps \( x \mapsto \ev_{p(x)} \mod \mathcal{Y} \) and \( x \mapsto \bar{\lambda}(x) \mod \mathbb{Z} \) are \( N^s \)-periodic if and only if \( \alpha_i, \beta_{i,j,k} \in N^{1-s} \mathbb{Z} \) for each \( \ell \) and \( i, j, k \). It follows that if \( y \in N^{2s}\mathbb{Z}^n \) then \( \bar{\lambda}(x) - \bar{\lambda}(x+y) \in N^{s} \mathbb{Z} \), \( \ev_{p(x+y)} \in N^{s} \mathcal{Y} \) and hence their product lies in \( \mathcal{Y} \), as required.
We will now choose \( v \colon H' \to V \), and thereby \( r' \colon H' \to G'_1 \) with the form above, so that \( p'(x)\Gamma' = r'(x)\Gamma' \) for every \( x \in H' \). We may compute
\[
p'(x)^{-1}r'(x) = \left( p(x)^{-1}r(x), \lambda(x) - \tilde{\lambda}(x), \text{ev}_{p(x)^{-1}r(x)} - \text{ev}_{id_G},
\right)
\]
and this lies in \( \Gamma' \) if and only if
\[
\mathfrak{s}(p(x)^{-1}, v(x)) \in (\tilde{\lambda}(x) - \lambda(x))(\text{ev}_{p(x)^{-1} - \text{ev}_{id_G}}) + \Upsilon.
\]
Using the fact that \( \mathfrak{s}(p(x)^{-1}, u) - u \in V_{i+1} \) whenever \( u \in V_i \), and induction on \( i \), it is clear that there is an unique choice of \( v(x) \) for each \( x \) that obeys this condition and also has all its coordinates \( v(x)_{i,j} \in [0,1) \) for \( 0 \leq i \leq s \) and \( j \in [a_i] \). We take this as the definition of \( v(x) \), and thereby of \( r' \).

Noting that \( \text{ev}_{p(x)^{-1}} - \text{ev}_{id_G} \in V_i \) again, this unique choice will necessarily have \( v(x)_{i,0} = 0 \), so the construction implies that \( v(x) \in V_1 \) for all \( x \). It is also clear that \( r' \mod \Gamma'_1 \colon H' \to G'_1/\Gamma'_1 \) is a polynomial map, since it is the same as \( p' \mod \Gamma'_1 \).

We have \( d_G(\text{id}_G, r(x)) \leq M \) for all \( x \in H \) by hypothesis, and therefore \( \|\mathfrak{s}(r(x), ev_{id})\|_1 \ll_s (MD)^{O_s(1)} \) for each \( x \in H' \) by (4.1). Moreover, \( |\lambda(x)|_1 \leq M \) for all \( x \in H \) by hypothesis, and \( \|u(x)\|_1 \ll_s D^{O_s(1)} \) for all \( x \in H' \). It follows that \( d_G(\text{id}_G, r'(x)) \ll_s (MD)^{O_s(1)} \) for all \( x \in H' \).

We now define \( F' \colon G' \to \mathbb{R}_{(s)} \) by \( F'(z, a, u, v) = v(F) + aF(\text{id}_G) \), which is a polynomial map. Indeed, the second factor of \( V \) carries a filtration of degree \( s \), and any linear function from a degree \( s \) filtered abelian group to \( \mathbb{R}_{(s)} \) is a polynomial map; and similarly a linear function \( \mathbb{R}_{(s+1-t)} \to \mathbb{R}_{(s)} \) is always a polynomial map (noting \( t \geq 1 \)).

Hence, \( g := F' \circ r' \colon H' \to \mathbb{R} \) is a nil-polynomial of degree \( s \) and with dimension and \( \ll_s D^{O_s(1)} \) and complexity \( \ll_s (DM)^{O_s(1)} \), as required.

The derivatives condition on \( g \). We can apply Proposition 4.2.3 to the original nil-polynomial to get a polynomial hierarchy \( f'' \) of degree \( t-2 \), dimension \( \ll_s D^{O_s(1)} \) and complexity \( \ll_s (DM)^{O_s(1)} \), such that \( f \) obeys an \( (f'', t, t-1, O_s(1)) \)-derivatives condition. If \( t = 1 \) we can skip this step and take \( f'' \) to be the empty tuple.

It follows in either case that the tuple \( f' \) with \( f'_{\leq t-2} = f'' \) and with \( f'_{t-1} \) the single function \( f \), is again a polynomial hierarchy, having degree \( t-1 \), dimension \( \ll_s D^{O_s(1)} \) and complexity \( \ll_s (DM)^{O_s(1)} \), and of the form required by the statement. So, it suffices to show that \( g \) obeys a derivatives condition on \( f' \).

To do this we first apply Lemma 4.2.4, or more accurately its proof, to \( g \). Given \( c \in C^{s+1}(H') \), as before we can use Proposition C.21 to find a configuration

\[
\gamma'(c, \omega) = (\gamma(c, \omega), \alpha(c, \omega), \beta(c, \omega), \theta(c, \omega) \in \Gamma'
\]
with \( d_G(\text{id}_G, \gamma'(c, \omega)) \ll_s (DM)^{O_s(1)} \), such that \( \omega \mapsto r(c(\omega))\gamma'(c(\omega)) \) lies in \( H^{s+1}(G') \). Given that \( r(c(\omega)) \in G \times \mathbb{R} \times V_1 \times V_1 \) by construction, we can further insist that \( \beta, \theta \in V_1 \). Moreover, since the
configuration $\omega \mapsto \lambda(c(\omega)) - \Lambda(c, \omega)$ lies in $\text{HK}^{i+1}(\mathbb{R}_{(s+1-i)})$, by Remark 3.2.3, multiplying on the right by $(\text{id}_G, -\alpha(c, \omega) - \Lambda(c, \omega), 0, 0)$ if necessary we can assume that $\alpha = -\Lambda$. Note this does not significantly change the bound on $d_G'(\text{id}_G', \gamma'(c, \omega))$.

Then as before we have that
\[
\partial^{s+1} g(c) = \sum_{\omega \in [s+1]} (-1)^{[\omega]} \left[ F'(r(c(\omega))) - F'(r(c(\omega))^\gamma'(c, \omega)) \right]
\]
and we can further compute
\[
F'(r(c(\omega))^\gamma'(c, \omega)) = \left( \lambda(c(\omega)) - \Lambda(c, \omega) \right) F(\text{id}_G) + \left( \nu(c(\omega)) + s(r(c(\omega)), \theta(c, \omega)) - \Lambda(c, \omega) \right) \left( \text{ev}(r(c(\omega))) - \text{ev}_{\text{id}_G} \right) (F)
\]
and so
\[
F'(r(c(\omega))) - F'(r(c(\omega))^\gamma'(c, \omega)) = \Lambda(c, \omega) F(r(c(\omega))) - \theta(c, \omega) \left( s(r(c(\omega)), F) \right)
\]
The first term is precisely $\Lambda(c, \omega) f(c(\omega))$, as desired. For the second term, we can certainly expand
\[
F = \sum_{i=0}^{t-1} \sum_{j=1}^{s} \xi_{i,j} e_{i,j}
\]
for real numbers $\xi_{i,j}$, as in Proposition 4.2.3(i), and
\[
\theta(c, \omega) = \sum_{i'=1}^{t-1} \sum_{j'=1}^{s} \sum_{j=1}^{s} \theta(c, \omega)_{i',j',j} e_{i',j'} e_{i,j}
\]
in the basis for $V_1$ (recalling $\theta(c, \omega) \in V_1 \cap \mathcal{Y}$). Hence, to understand the functions $x \mapsto \theta(c, \omega) \left( s(r(x), F) \right)$ it suffices to understand the maps $G \to \mathbb{R}$ of the form $z \mapsto e_{i',j'}(s(z, e_{i,j}))$. In other words, these are the matrix coefficients of the left translation action of $G$ on poly $(G, \mathbb{R}_{(s)})$, as a function of $z \in G$.

Such functions do turn out to be polynomial maps $G \to \mathbb{R}$ (of degree $i - i'$), and so can in turn be expressed as a linear combination of our standard basis vectors, with small integer coefficients. However, this statement requires a small amount of theory to prove.

**Claim 4.2.8.** For any $i, j$ and $i', j'$, the map $\phi(z) = s(z, e_{i',j'})(e_{i,j}) = e_{i',j'}(s(z, e_{i,j}))$ is a polynomial map $G \to \mathbb{R}_{(i-i')}$, and admits a decomposition
\[
\phi = \sum_{i_1=0}^{i-1} \sum_{j_1=1}^{j} \sum_{i_{j_1},j_1}^{a_{i_1,j_1}} \beta_{i_1,j_1} = \sum_{i_1=0}^{i-1} \sum_{j_1=1}^{j} \sum_{i_{j_1},j_1}^{a_{i_1,j_1}} \phi_{i_1,j_1}
\]
where $a_{i_1,j_1}$ are integers (depending on $i, j$ and $i', j'$) with $\sum_{i_{j_1},j_1} |a_{i_1,j_1}| \ll_s (DM)^{(i,1)}$.

**Proof of claim.** For any $h_1 \in G_{i_1}, \ldots, h_k \in G_{i_k}$ the function $p' = \partial_{h_1} \ldots \partial_{h_k} e_{i,j}$ is in poly $(G, \mathbb{R}_{(i-i_1,\ldots,i_k)})$ by Proposition C.11, and hence so is $s(z, p')$ for any $z \in G$. By definition of $V_{i'}$, $e_{i',j'}(s(z, e_{i,j}))$ is zero whenever $i_1 + \cdots + i_k \geq i - i' + 1$. By Proposition C.11 again this proves that $\phi$ is a polynomial map of degree $i - i'$. 
It is clear $\phi(\Gamma) \subseteq \mathbb{Z}$. Decomposing in the basis $\{e_{i_1,j_1}\}$ as in the statement, it follows that $\alpha_{i_1,j_1}$ are integers.

Since the values $\|\phi(z)\|_1$ for $z \in \Gamma$ with $d_G(\text{id}_G, \gamma) \leq R$ are $\ll_s (RDM)^{O_s(1)}$—this is equivalent to Proposition 4.2.1(vi)—we conclude by Proposition 4.2.1(vii) that $\sum_{i_1,j_1} |\alpha_{i_1,j_1}| \ll_s (DM)^{O_s(1)}$. □

Hence, each value $\theta(c, \omega)(s(r(x), F))$ has the form $\sum_{i,j} b_{i,j} f_{i,j}(x)$, where $f_{i,j}$ are the functions in Proposition 4.2.3 and $b_{i,j}$ are integers with $\|b\| \ll_s (DM)^{O_s(1)}$. This proves the required derivatives condition on $g$, and so completes the proof of Lemma 4.1.4. □

The proof of Lemma 4.1.5 has many similar elements, but slightly less involved.

Proof of Lemma 4.1.5. Let $G_\bullet$, $r: H' \to G$ and $F: G \to \mathbb{R}_{(a)}$ be the data associated to the nil-polynomial $g': H' \to \mathbb{R}$; so in particular $G_\bullet$ is an explicitly presented filtered group of degree $s$, dimension $D$ and complexity $M$.

We consider $G' = \text{poly}(\mathbb{Z}^n, G_\bullet)$ where $\mathbb{Z}^n$ carries the standard filtration. Again this is a special case of the set-up of Proposition 4.2.1, and the conclusions apply.

In particular we recall that if $p \in G'$ and $t \in \mathbb{R}^n$ then $\tau(p, t)$ denotes the shift $x \mapsto p(x + t)$. (Since $\mathbb{Z}^n$ is abelian we need not distinguish between a left and a right action.) We can therefore define a semi-direct product $\tilde{G} = \mathbb{R}^n \ltimes G'$ accordingly; i.e., $\tilde{G}$ consists of pairs $\mathbb{R}^n \times G'$ with the group law

$$(t, p) \ast (t', p') = (t + t', \tau(p, t')p').$$

We give this the filtration $\tilde{G}_i = (\mathbb{R}^n)_i \ltimes \text{poly}(\mathbb{R}^n, G_\bullet)_i$, where $(\mathbb{R}^n)_i$ is $\mathbb{R}^n$ if $i = 0, 1$ and zero otherwise (i.e. the standard filtration). By Proposition 4.2.1(v) this is indeed a filtration, although again it is not proper. Moreover, taking the one-parameter subgroups $(0, p_i^a)$ as in Proposition 4.2.1(iv) together with $a \mapsto (ae_j, \text{id})$ for each basis vector $e_j$ of $\mathbb{R}^n$ ($1 \leq j \leq n$), the subgroup $\tilde{G}_1$ is an explicitly presented filtered group of degree $s$, dimension $\ll_s n^{O_s(1)} D$ and complexity $\ll_s (DMn)^{O_s(1)}$. The integral subgroup is identified with $\mathbb{Z}^n \ltimes \text{poly}(\mathbb{Z}^n, \Gamma)$.

We now construct maps $\tilde{F}: H \to \tilde{G}_1$ and $\tilde{F}: \tilde{G}_1 \to \mathbb{R}_{(a)}$ such that $g = \tilde{F} \circ \tilde{r}$ becomes a nil-polynomial, for $g$ as in the statement.

First note that, since $r \bmod \Gamma: H' \to G/\Gamma$ is a polynomial map, we can define a polynomial map $\mathbb{Z}^n \to G/\Gamma$ (by $x \mapsto r(x \bmod N^n)\Gamma$), and by Proposition C.17 we can find a polynomial map $p': \mathbb{Z}^n \to G$ such that $p'(x)\Gamma = r(x \bmod N^n)\Gamma$ for all $x \in \mathbb{Z}^n$.

We can extend $p'$ uniquely to a polynomial map $\mathbb{R}^n \to G$ (Proposition 4.2.1(iii)) and rescale to get $p: \mathbb{R}^n \to G$ given by $p(x) = p'(N^n x)$. Finally, using Proposition C.6 and Proposition 4.2.1(iv) again, we write $p = Pp_0$ where $p_0 \in \text{poly}(\mathbb{Z}^n, \Gamma)$ and $\sigma_{G'}(P) \in [0, 1)^{\dim(G')} \subset \Gamma$ lies in the fundamental domain (see Definition C.5 concerning the coordinate map $\sigma_{G'}$).

We define a map $\tilde{p}: \mathbb{Z}^n \to \tilde{G}$ by

$$\tilde{p}(x) = (0, p_0) \ast (x/N^n, \text{id}_{G'}) \ast (0, p_0^{-1}) = (x/N, \tau(p_0, x/N) p_0^{-1});$$
this is a polynomial map by the comments in Example C.12 (in particular, constant functions and suitable group homomorphism are polynomial maps). Moreover by Proposition 4.2.1(v), \( \bar{p}(x) \in \bar{G}_1 \) for all \( x \), so the same expression defines a polynomial map \( \mathbb{Z}^n \to \bar{G}_1 \). Finally note 
\[
\bar{p}(x)\Gamma = (0, p_0) * (x/N^\kappa, id_{G'})\tilde{\Gamma}
\]
which is unchanged under replacing \( x \) by \( x + N^\kappa \lambda \) for any \( \lambda \in \mathbb{Z}^n \); i.e., \( \bar{p}(x) \mod \Gamma \) descends to a polynomial map \( H \to \bar{G}/\Gamma \) or \( \bar{G}_1/\Gamma_1 \).

We define \( \tilde{\bar{F}}: \bar{G} \to \mathbb{R}_{(s)} \) by setting \( F'(t, \rho) = F(\rho(0)) \) (which is a polynomial map) and then \( \tilde{\bar{F}}(y) = F'((0, P) * y) \).

Finally we define \( \tilde{r} \) as follows. For any \( g \in G \) let \( \{x\}_G \) denote the element of the fundamental domain (in the sense of Proposition C.6) with \( \{x\}_G \Gamma = x\Gamma \), and define \( \{\cdot\}_{G'} \) similarly. Note \( \{\rho\}_{G'}(0) = \{\rho(0)\}_G \). Then for \( x \in \{0, \ldots, N^\kappa - 1\}^n \) we set 
\[
\tilde{r}(x) = (x/N^\kappa, \{\tau(p_0, x/N^\kappa)\}_{G'} \{p_0(x/N^\kappa)\}_G^{-1} P(x/N^\kappa)^{-1} r(x))
\]
where we allow elements of \( G \) to appear as constant functions \( \mathbb{Z}^n \to G \) in poly(\( \mathbb{Z}^n, G \)). It follows from our various bounds and the triangle inequality that \( d_G(id, \tilde{r}(x)) \ll_s (nMD)^{O_s(1)} \) (using the fact that \( d_G(id_G, P(t)) \ll_s D \) whenever \( t \in [0, 1] \)). Also, for all such \( x \), 
\[
(0, P) * \tilde{r}(x) = (x/N^\kappa, \tau(P, x/N^\kappa) \{\tau(p_0, x/N^\kappa)\}_{G'} \{p_0(x/N^\kappa)\}_G^{-1} P(x/N^\kappa)^{-1} r(x))
\]
and hence 
\[
\tilde{\bar{F}}(\tilde{r}(x)) = F(P(x/N^\kappa) \{p_0(x/N^\kappa)\}_G \{p_0(x/N^\kappa)\}_G^{-1} P(x/N^\kappa)^{-1} r(x)) = F(r(x))
\]
as required.

Finally we verify that \( \tilde{r}(x)\Gamma = \bar{p}(x)\Gamma \) for every \( x \in \{0, \ldots, N^\kappa - 1\}^n \); as we already know the latter defines a polynomial map \( H \to \bar{G}_1/\Gamma_1 \), this complete the proof that \( \tilde{\bar{F}} \circ \tilde{r} \) is a nil-polynomial. We recall that \( r(x)\Gamma = p(x/N^\kappa)\Gamma = P(x/N^\kappa)p_0(x/N^\kappa)\Gamma \) for all \( x \), and hence 
\[
p_0(x/N^\kappa)^{-1} P(x/N^\kappa)^{-1} r(x) \in \Gamma.
\]
By definition \( \{p_0(x/N^\kappa)\}_G \Gamma = p_0(x/N^\kappa)\Gamma \), so 
\[
\tilde{r}(x)\Gamma = (x/N^\kappa, \{\tau(p_0, x/N^\kappa)\}_{G'} \Gamma) = (x/N^\kappa, \tau(x/N^\kappa, p_0) p_0^{-1}\Gamma)
\]
since \( (0, p_0) \in \Gamma \). But the right hand side matches \( \bar{p}(x)\Gamma \), as required, and this completes the proof. \( \square \)

This completes the proof of Theorem 4.1.1. Combining this with Corollary 2.5.4 completes the proof of Theorem 1.3.3.

5. Deduction of the inverse theorem

We now prove Theorem 1.1.2. As stated above, the most significant ingredient is Theorem 1.3.3.
The argument deducing Theorem 1.1.2 from Theorem 1.3.3 is very much related to the original work of Gowers [Gow01], and in the special case \( s = 2 \) to [GT08]; the recent [GM17] also employs a similar strategy in this phase. The approach taken in [GTZ12] is rather different.

However, there are some technical differences between what we do here and what is done in all these other works. Notably, [Gow01] and [GM17] locate an object with approximate multilinear structure, in a suitable sense, whereas we work with approximate polynomial structure in the sense of Theorem 1.3.3. This means we require a new Cauchy–Schwarz argument to locate approximate polynomial structure in Proposition 5.1.2 below, which is not entirely straightforward.

Another difference concerns the method for passing from this approximate polynomial object back to the required nilsequence. The other works employ a “symmetry argument” and an anti-differentiation step, both of which seem hard to apply in this setting. Here we instead use a sampling method and yet another Cauchy–Schwarz argument; see Section 5.5.

We also have to take more care to avoid poor bounds in the final step, where we apply the inverse theorem inductively to a lower-degree object. A direct approach would give a final bound involving \( O(s) \) iterated exponentials. To avoid this, we must maintain global rather than local control of certain functions, using a partition of unity argument. This significantly adds to the work in Section 5.4.

5.1. Identifying a local polynomial object. For this subsection we let \( H \) be any finite abelian group. Suppose \( f : H \to \mathbb{C} \) is some function.

We define a function

\[
S_{s} f : H^{s} \to \mathbb{C}
\]

\[
(h_1, \ldots, h_s) \mapsto \mathbb{E}_{x \in H} \prod_{\omega \in [s]} C[|\omega|] f(x + \omega \cdot \vec{h})
\]

where \( C \) is the complex conjugation operator (\( C^m f = \overline{f} \) if \( m \) is odd and \( f \) if \( m \) is even), \(|\omega|\) denotes \( \sum_{i=1}^{s} \omega_i \), and we write \( \vec{h} = (h_1, \ldots, h_s) \) and \( \omega \cdot \vec{h} = \sum_{i \in \omega} h_i \).

We also define

\[
\tilde{S}_{s} f : H^{s-1} \times \widehat{H} \to \mathbb{C}
\]

\[
(h_1, \ldots, h_{s-1}, \chi) \mapsto \mathbb{E}_{h} \chi(-h) S_{s} f(h_1, \ldots, h_{s-1}, h),
\]

the Fourier transform of \( S_{s} f \) in its last argument (although it doesn’t matter which argument, as \( S_{s} f \) is symmetric in \( h_1, \ldots, h_s \)).

We record some basic properties of \( \tilde{S}_{s} \) (see [Gow01]).

**Proposition 5.1.1.** For any \( s \geq 1 \) and any function \( f : H \to \mathbb{C} \) with \( \|f\|_{\infty} \leq 1 \) and \( \tilde{S}_{s} f \) defined as above, the following hold:

(i) for any \( h_1, \ldots, h_{s-1} \in H \) and \( \chi \in \widehat{H} \), the value \( \tilde{S}_{s} f(h_1, \ldots, h_{s-1}, \chi) \) is real and non-negative;
(ii) for any fixed $h_1, \ldots, h_{s-1} \in H$, the sum
\[ \sum_{\chi \in \hat{H}} \tilde{S}_s f(h_1, \ldots, h_{s-1}, \chi) \]
is bounded by 1; moreover, for any fixed $h_1, \ldots, h_{s-1} \in H$, the sum
\[ \sum_{\chi \in \hat{H}} \tilde{S}_s f(h_1, \ldots, h_{s-1}, \chi) \]
lies in $[0, 1]$.

(iii) there is an identity
\[ \mathbb{E}_{h_1, \ldots, h_{s-1} \in H} \sum_{\chi \in \hat{H}} \tilde{S}_s f(h_1, \ldots, h_{s-1}, \chi)^2 = \|f\|_{L_{s+1}^2}^2. \]

Proof. Writing $\tilde{h} = (h_1, \ldots, h_{s-1})$, part (i) follows from the identity
\[ \tilde{S}_s f(\tilde{h}, \chi) = \mathbb{E}_{h, x \in H} \chi(-h) \prod_{\omega \in [s]} C^{[\omega]} f(x + \omega \cdot (\tilde{h}, h)) \]
\[ = \mathbb{E}_{h, x \in H} \chi(-h) \prod_{\omega \in [s-1]} C^{[\omega]} f(x + \omega \cdot \tilde{h}) \prod_{\omega \in [s-1]} C^{[\omega]} f(x + h + \omega \cdot \tilde{h}) \]
\[ = \left| \mathbb{E}_{x \in H} \chi(x) \prod_{\omega \in [s-1]} C^{[\omega]} f(x + \omega \cdot \tilde{h}) \right|^2. \]

For part (ii), note by Fourier inversion that
\[ \sum_{\chi \in \hat{H}} \tilde{S}_s f(h_1, \ldots, h_{s-1}, \chi) = S_s f(h_1, \ldots, h_{s-1}, 0) = \mathbb{E}_{x \in H} \prod_{\omega \in [s]} C^{[\omega]} f(x + \omega \cdot (h_1, \ldots, h_{s-1}, 0)) \]
and as the right hand side is an average of complex numbers of absolute value at most 1, it is bounded by 1.

For (iii), by Parseval’s identity,
\[ \mathbb{E}_{h_1, \ldots, h_{s-1} \in H} \sum_{\chi \in \hat{H}} \left| \tilde{S}_s f(h_1, \ldots, h_{s-1}, \chi) \right|^2 = \mathbb{E}_{h_1, \ldots, h_s} |S_s f(h_1, \ldots, h_s)|^2 \]
and the right hand side can be expanded as
\[ \mathbb{E}_{h_1, \ldots, h_s, x, y} \prod_{\omega \in [s]} C^{[\omega]} f(x + \omega \cdot \tilde{h}) \prod_{\omega \in [s]} C^{[\omega]} f(y + \omega \cdot \tilde{h}) \]
\[ = \mathbb{E}_x \mathbb{E}_{h_1, \ldots, h_{s+1}} \prod_{\omega \in [s+1]} C^{[\omega]} f(x + \omega \cdot (h_1, \ldots, h_{s+1})) \]
which is exactly the definition of $\|f\|_{L_{s+1}^2}^2$. \qed

The intuition when considering $\tilde{S}_s f$ is as follows. If $f(x)$ were actually a phase polynomial of degree $s$ such as $f(x) = e(\alpha x^s)$ (where $H = \mathbb{Z}/N\mathbb{Z}$ and $\alpha \in \frac{1}{N} \mathbb{Z}$) then the repeated multiplicative derivative $S_s f$ is given by
\[ \prod_{\omega \in [s]} C^{[\omega]} f(x + \omega \cdot \tilde{h}) = e(s! \alpha h_1 \ldots h_s) \]
which is a multilinear function in $h_1, \ldots, h_s$. Specifically, for $h_1, \ldots, h_{s-1}$ fixed, this is a character in the variable $h_s$ with frequency $s! \alpha h_1 \ldots h_{s-1}$, so when we take Fourier transform in $h_s$ we find that

$$\widehat{S}_s f(h_1, \ldots, h_{s-1}, \chi) = \begin{cases} 1 & : \chi = (t \mapsto e(s! \alpha h_1 \ldots h_{s-1} t)) \\ 0 & : \text{otherwise.} \end{cases}$$

So, $\widehat{S}_s f$ is the graph of a multilinear function $H^{s-1} \rightarrow \hat{H}$.

When $f$ is not a phase polynomial but merely has large $U^{s+1}$-norm, some weak analogues of these facts are preserved. Specifically, $\widehat{S}_s f$ is large on the graph of some “1% multilinear” function $H^{s-1} \rightarrow \hat{H}$. This is the approach taken in [Gow01, GM17], for some suitable precise notion of “1% multilinear”.

Note that a multilinear function $H^{s-1} \rightarrow \hat{H}$ is a special case of a polynomial function $H^{s-1} \rightarrow \hat{H}$ of degree $s - 1$. So, an alternative but related approach, we will follow here, is instead to show that $\widehat{S}_s f$ looks like the graph of a 1% polynomial function in the sense made precise above.

Specifically, we show the following.

**Proposition 5.1.2.** Let $f : H \rightarrow \mathbb{C}$ be any function with $\|f\|_\infty \leq 1$, and let $\widehat{S}_s f : H^{s-1} \times \hat{H} \rightarrow [0, 1]$ be as above. Let $\tau : H^{s-1} \times \hat{H} \rightarrow [0, 1]$ be any function with $\sum \tau(h, \chi) \leq 1$ for every $h \in H^{s-1}$, and such that the inner product $\langle \widehat{S}_s f, \tau \rangle = \mathbb{E}_{h \in H^{s-1}} \sum_{\chi \in \hat{H}} \widehat{S}_s f(h, \chi) \tau(h, \chi)$ is at least $\delta$.

Then $\tau$ respects many $s$-cube configurations on $H^{s-1}$, in the following sense:

$$\mathbb{E}_{a, t_1, \ldots, t_s \in H^{s-1}} \sum_{(\chi_\omega)_{\omega \in \{0, 1\}^s} \in \hat{H}} \prod_{\omega \in \{0, 1\}^s} \tau(a + \omega \cdot (t_1, \ldots, t_s), \chi_\omega) \geq \delta^M$$

where $^9 M = 2^{s+2^{s-1}}$.

In particular this applies when $\tau = \widehat{S}_s f$ and $\|f\|_{U^{s+1}}$ is large. The case we are most interested in, however, is when $\tau$ is $\{0, 1\}$-valued and hence the indicator of the graph of some (partial) function $H^{s-1} \rightarrow \hat{H}$. We record the conclusion in this case.

**Corollary 5.1.3.** Let $f : H \rightarrow \mathbb{C}$ be any function with $\|f\|_\infty \leq 1$, let $A \subseteq H^{s-1}$ be some set and $\kappa : A \rightarrow \hat{H}$ some function such that $\widehat{S}_f(x, \kappa(x)) \geq \varepsilon$ for all $x \in A$. Then $\kappa$ is an approximate polynomial with parameter $(\varepsilon \mu(A))^M$, where $M = 2^{s+2^{s-1}}$.

We pay a modest price for working with 1% polynomial functions rather than 1% multilinear ones, in that Proposition 5.1.2 is harder to prove than the analogous multilinear statement. As might be expected, the proof proceeds by multiple applications of the Cauchy–Schwarz inequality; however, both the number of applications required and the care involved in choosing them are greater.

---

This value is certainly not best possible, although it is unclear by how much. In general we will not worry too much about optimizing constants that depend only on $s$. 

---
Proof of Proposition 5.1.2. We first remove all the Fourier transforms. Let

\[ T : H^s \to \mathbb{C} \]

\[ \langle h_1, \ldots, h_s \rangle \mapsto \sum_{\chi \in \hat{H}} \chi(h_s)\chi(h_1, \ldots, h_{s-1}, \chi) \]

be the inverse Fourier transform of \( \tau \) in its last argument. By the hypothesis on \( \tau \) we have \( \|T\|_\infty \leq 1 \). By Parseval, the correlation hypothesis \( \langle S, f, \tau \rangle \geq \delta \) from the statement is equivalent to \( |\langle S_s f, T \rangle| \geq \delta \) (where \( \langle S_s f, T \rangle = E_{x \in H} \overline{f(x)} T(x) \)). Finally, the desired conclusion is equivalent to the lower bound

\[ \left| \mathbb{E}_{a,t_1, \ldots, t_s \in H^{s-1}} \mathbb{E}_{y \in H} T(a + \omega \cdot (t_1, \ldots, t_s), y) \right| \geq \delta^M, \]

under taking Fourier transforms. For each \( y \in H \) we define \( T_y : H^{s-1} \to \mathbb{C} \) by \( T_y(h_1, \ldots, h_{s-1}) = T(h_1, \ldots, h_{s-1}, y) \) and \( f_y : H \to \mathbb{C} \) by \( f_y(x) = f(x)\overline{f(x + y)} \). It suffices to show the following.

**Lemma 5.1.4.** For any functions \( k : H \to \mathbb{C} \) and \( R : H^{s-1} \to \mathbb{C} \) with \( \|k\|_\infty, \|R\|_\infty \leq 1 \), we have

\[ |\langle S_{s-1} k, R \rangle| \leq \|R\|_{U^{s'}}^{1/M'} \]

where \( M' = 2^{2^{s-1}} \).

Indeed, given this we could deduce that

\[ \delta \leq \mathbb{E}_y |\langle S_{s-1} f, T_y \rangle| \leq \mathbb{E}_y \left( \|T_y\|_{U^{s'}}^{1/M'} \right)^{1/2^{s-M}} \]

by monotonicity of \( \ell^p \) norms, and Proposition 5.1.2 follows.

**Proof of Lemma 5.1.4.** For any collection of functions \( (k_\omega : H \to \mathbb{C} : \omega \in [s-1]) \), write

\[ S_{s-1}(k_\omega) : H^{s-1} \to \mathbb{C} \]

\[ (h_1, \ldots, h_{s-1}) \mapsto \mathbb{E}_x \prod_{\omega \in [s-1]} C^{[\omega]} k_\omega(x + \omega \cdot \overline{h}) \]

for the multilinear generalization of \( S_{s-1} \). Also, we recall the notion of a *generalized convolution* of degree \( k \) (see [CFZ14]) which is the function on an abelian group \( G \) given by

\[ *(F_1, \ldots, F_{k+1}) : G \to \mathbb{C} \]

\[ x \mapsto \mathbb{E}_{y_1, \ldots, y_k+1 \in G} \frac{F_1(y_2, y_3, \ldots, y_k+1)F_2(y_1, y_3, \ldots, y_k+1) \cdots F_{k+1}(y_1, y_2, \ldots, y_k)}{y_1 + \cdots + y_k = x} \]

where \( F_i : G^k \to \mathbb{C} \) are given functions. A standard application of the Cauchy–Schwarz inequality \( k+1 \) times shows that for any function \( r : G \to \mathbb{C} \) and functions \( F_i : G \to \mathbb{C} \) with \( \|F_i\|_\infty \leq 1 \), we have

\[ \left| \mathbb{E}_{x \in G} *(F_1, \ldots, F_{k+1})(x) r(x) \right| \leq \|r\|_{U^{k+1}}. \quad (5.1) \]

We first show the following.
Claim 5.1.5. If each function \( k_\omega : H \to \mathbb{C} \) for \( \omega \in [s-1] \) is a generalized convolution of degree \( s-1 \) of 1-bounded functions \( F_{\omega,i} : H^{s-1} \to \mathbb{C} \), and \( R : H^{s-1} \to \mathbb{C} \) is any function, then

\[
|\langle S_{s-1}(k_\omega), R \rangle| \leq \|R\|_{U^s}.
\]

Proof of claim. We may expand out the left hand side as

\[
\mathbb{E}_{x \in H} \mathbb{E}_{h \in H^{s-1}} R(h) \prod_{\omega \in [s-1]} C^{[\omega]} s(F_{\omega,1}, \ldots, F_{\omega,s})(x + \omega \cdot h)
\]

and introduce a change of variables\(^{10}\) \( t_1, \ldots, t_s \in H^{s-1} \) and \( z_{\omega,i} \in H \) (for \( i \in [s] \) and \( \omega \in [s-1] \)) such that \( \sum_{i=1}^s t_i = h \), \( \sum_{i=1}^s z_{\omega,i} = x \) for each \( \omega \) and \( y_{\omega,i} = z_{\omega,i} + \omega \cdot t_i \), so that

\[
\text{LHS} = \mathbb{E}_{x \in H} \mathbb{E}_{\sum_{i=1}^s z_{\omega,i} = x} \mathbb{E}_{h \in H^{s-1}} R(h) \prod_{i=1}^s F_j^{(x, z_{\omega,i})}(t_1, \ldots, t_{j-1}, t_{j+1}, t_s)
\]

where \( F_j^{(x, z_{\omega,i})} : (H^{s-1})^{s-1} \to \mathbb{C} \) is a 1-bounded function depending on \( x \) and the variables \( z_{\omega,i} \) given by

\[
F_j^{(x, z_{\omega,i})}(t_1, \ldots, t_{j-1}, t_{j+1}, t_s) = \prod_{\omega \in [s-1]} C^{[\omega]} F(z_{\omega,1} + \omega \cdot t_1, \ldots, z_{\omega,j-1} + \omega \cdot t_{j-1},
\]

\[
z_{\omega,j+1} + \omega \cdot t_{j+1}, \ldots, z_{\omega,s} + \omega \cdot t_s).
\]

Hence, the term in parentheses in (5.2) has the form \( \langle s(F_j^{(x, z_{\omega,i})}), R \rangle \) and so is bounded in magnitude by \( \|R\|_{U^s}^2 \) (by (5.1) applied with \( G = H^{s-1} \)). The claim follows by the triangle inequality. \( \square \)

It therefore suffices to show that the original quantity \( |\langle S_{s-1}(k), R \rangle| \) may be bounded in terms of a quantity \( |\langle S_{s-1}(k_\omega), R \rangle| \) where each \( k_\omega \) is a generalized convolution of bounded functions. This is achieved by \( 2^{s-1} \) further applications of Cauchy–Schwarz. For any functions \( k_\omega \) and any \( \eta \in [s-1] \), one application of Cauchy–Schwarz to the function \( k_\omega \) yields

\[
|\langle S_{s-1}(k_\omega), R \rangle| \leq \|k_\omega\|_2 |\langle S_{s-1}(k_\omega'), R \rangle|^{1/2}
\]

where \( (k_\omega')_{\omega \in [s-1]} \) are new functions given by \( k_\omega' = k_\omega \) if \( \omega \neq \eta \), and

\[
k_\omega'(y) = \mathbb{E}_{x \in H, h \in H^{s-1}} R(h) \prod_{\omega \in [s-1] \setminus \{\eta\}} C^{[\omega]+|\eta|+1} k_\omega(x + \omega \cdot h)
\]

is a corresponding “dual function”.

By grouping the functions \( \{k_\omega : \omega \in [s-1] \setminus \{\eta\} \} \) into \( s-1 \) classes based on the value of \( \min \{i : \omega_i \neq \eta_i\} \), and putting \( R(h) \) in a class by itself, we see that \( k_\omega' \) is a generalized convolution of degree \( s-1 \) of 1-bounded functions (and so is itself 1-bounded). Applying this argument once for each \( \eta \), we

---

\(^{10}\)This change of variables is redundant insofar as each value of the old variables \( x, h, y_{\omega,i} \) corresponds to many values of the new variables \( x, h, t_i, y_{\omega,i} \), but since we are averaging and the fibers have constant size this is not a problem.
can replace all of the original functions $k$ by (different) functions which are generalized convolutions. Combining this with Claim 5.1.5 gives the result. □

This concludes the proof of Proposition 5.1.2. □

Remark 5.1.6. It follows that if $\|f\|_{U^{s+1}} \geq \delta$, we can locate a subset $S \subseteq H^{s-1}$ of density $\mu(S) \geq \delta^{1/O_s(1)}$ and a function $\kappa: S \to \hat{H}$, such that $\tilde{S}_s f(x, \kappa(x)) \geq \delta^{1/O_s(1)}$ for all $x \in S$ and $\kappa$ is an approximate polynomial with parameter $\geq \delta^{1/O_s(1)}$. Indeed, we can set $\kappa(x)$ to be any value in $\hat{H}$ such that $\tilde{S}_s f(x, \kappa(x))$ is large, if possible, and set $S$ to consist of all $x \in H^{s-1}$ for which it is possible. The other properties then follow from Proposition 5.1.2 and Proposition 5.1.1.

This is the basic mechanism for locating approximate polynomials to which we will apply Theorem 1.3.3. However, for technical reasons to do with bounds we will need to find not just one such function $\kappa$, whose graph correlates weakly with $\tilde{S}_s f$, but a family whose graphs collectively cover all large values of $\tilde{S}_s f$. This occurs in Lemma 5.3.1 below. However, until we get there the reader should keep in mind a single representative function $\kappa$ of this type.

5.2. Passing to a real-valued approximate polynomial. A technical issue is that the partial approximate polynomials $\kappa: H^{s-1} \to \hat{H}$ discussed in Remark 5.1.6 have codomain $\hat{H}$, whereas our structure theorem for approximate polynomial functions only applies when the codomain is $\mathbb{R}$. However, in the case that $H = \mathbb{Z}/N\mathbb{Z}$ for $N$ prime, and hence $\hat{H} = \frac{1}{N}\mathbb{Z}/\mathbb{Z}$, it is straightforward to pass from a $\hat{H}$-valued approximate polynomial to an $\mathbb{R}$-valued one, at the cost of worsening the parameter by a small amount. A similar statement is true replacing $\frac{1}{N}\mathbb{Z}/\mathbb{Z}$ by any product of $O(1)$ cyclic groups.

Lemma 5.2.1. Let $G$ be any finite abelian group, $X \subseteq G$ a subset, $N$ a positive integer and $\kappa: X \to \frac{1}{N}\mathbb{Z}/\mathbb{Z}$ an approximate polynomial of degree $s$ with parameter $\delta$.

Then there exists a function $\tilde{\kappa}: X \to \frac{1}{N}\mathbb{Z}$ such that $\tilde{\kappa}(x) \mod 1 = \kappa(x)$ for all $x \in X$ and $\tilde{\kappa}$ is an approximate polynomial with parameter $\delta' \geq \delta/3^{2^{s+1}} - 2^{2s+2}/|G|$.

Proof. For $y \in \mathbb{R}/\mathbb{Z}$ we let $\{y\}$ denote the unique value in $[0, 1)$ such that $\{y\} \mod 1 = y$. Then define a random function $\tilde{K}: X \to \mathbb{R}$ by

$$\tilde{K}(x) = \{\kappa(x)\} + R(x)$$

where $R: X \to \{-1, 0, 1\}$ is a function chosen uniformly at random.

Suppose $c \in C^{s+1}(G) \cap X^{s+1}$ is such that the values $c(\omega) \in G$ are all distinct, and satisfies $\partial^{s+1}\kappa(x) = 0$. Then $\partial^{s+1}\{\kappa\}(c)$ is an integer (as reducing modulo 1 recovers $\partial^{s+1}\kappa(c)$) and lies between $-2s+1$ and $2s-1$. It follows that there is at least one choice of values $r_\omega \in \{-1, 0, 1\}$ for $\omega \in [s+1]$ such that

$$\sum_{\omega \in [s+1]} (-1)^{|\omega|} \{\kappa(c(\omega))\} + r_\omega = 0.$$ 

Hence,

$$P[\partial^{s+1}\tilde{K}(c) = 0] \geq 1/3^{2s+1}.$$
Noting that the number of choices of $c \in C^{s+1}(G)$ with $c(\omega_1) = c(\omega_2)$ for some particular distinct $\omega_1, \omega_2 \in \mathbb{N}$ is exactly $|G|^{s+1}$ (as the associated group homomorphism $C^{s+1}(G) \to G$ sending $c$ to $c(\omega_1) - c(\omega_2)$ is surjective), the number of $c \in C^{s+1}(G)$ where the values $c(\omega)$ fail to be distinct is at most $\left(\begin{array}{c} 2s+2 \end{array}\right) |G|^{s+1}$. Hence,

$$\mathbb{E}[\{|c \in C^{s+1}(G): \delta^{s+1} \bar{K}(c) = 0\}|] \geq \delta|G|^{s+2}/32^{s+1} - 22s+2|G|^{s+1}$$

and so there is some particular value $\bar{K} = \bar{\kappa}$ with the required properties. \hfill \Box

5.3. Applying the structure theorem for approximate polynomials. Throughout this subsection we take $H = \mathbb{Z}/N\mathbb{Z}$ for $N$ prime.

We are now in a position to apply Theorem 1.3.3. As discussed in Remark 5.1.6, in order to prevent a parameter explosion in a later part of the proof it turns out to be preferable to show that almost all of the mass of $\bar{S}f$, rather than just a part of it, can be explained by a collection of nil-polynomials.

Specifically, the following lemma states that most of the large support of $\bar{S}f$ is covered by the graphs of a few nil-polynomials $g_i$.

**Lemma 5.3.1.** Let $f: H \to \mathbb{R}$ be a function with $\|f\|_{\infty} \leq 1$, and let $\varepsilon > 0$ be a parameter. Then there exists an integer $L \ll_s \varepsilon^{O_s(1)}$, sets $A_1, \ldots, A_L \subseteq H^{s-1}$ and nil-polynomials $g_1, \ldots, g_L: H^{s-1} \to \mathbb{R}$ of degree $s-1$, dimension $\ll_s \varepsilon^{O_s(1)}$ and complexity $M$, such that $g_i(x) \in \mathbb{N}\mathbb{Z}$ for all $x \in A_i$, and such that the following holds.

For each $i \in [L]$, let $S_i$ denote the graph of the induced function $g_i|_{A_i}: H^{s-1} \to \hat{H}$, i.e. the subset $S_i = \{(x, t) \mapsto e(g_i(x)t): x \in A_i\} \subseteq H^{s-1} \times \hat{H}$

and write $S = \bigcup_{i=1}^L S_i$. Then

$$\mathbb{E}_{x \in H^{s-1}} \sum_{\chi \in \hat{H}} (1 - 1_{S}(x, \chi)) \bar{S}f(x, \chi)^2 \leq \varepsilon. \tag{5.3}$$

Finally, we have $M \leq \exp(\mathcal{O}(\varepsilon)^{O_s(1)})$ if $s \leq 3$ and $M \leq \exp(\mathcal{O}(\varepsilon)^{O_s(1)})$ if $s \geq 4$.

**Proof.** We write $\bar{R} = \{(x, \chi) \in H^{s-1} \times \hat{H}: \bar{S}f(x, \chi) \geq \varepsilon/2\}$ for the points where $\bar{S}f$ is not too small. We note

$$\mathbb{E}_{x \in H^{s-1}} \sum_{\chi \in \hat{H}} (1 - 1_{\bar{R}}(x, \chi)) \bar{S}(x, \chi)^2 \leq \mathbb{E}_{x \in H^{s-1}} \sum_{\chi \in \hat{H}} (\varepsilon/2) \bar{S}(x, \chi) \leq \varepsilon/2 \tag{5.4}$$

by Proposition 5.1.1(ii).

Since the result is trivial if $N < C\varepsilon^{-C}$ for some $C = C(s)$ (e.g., take $L = N^s$, all sets $A_i$ to have size 1 and $g_i$ every possible constant function) we can assume a suitable lower bound on $N$ in terms of $\varepsilon$ of this form.
Let \( \eta > 0 \) be a parameter to be specified later. We choose sets \( A_i \) and nil-polynomials \( g_i \) iteratively, in such a way that the following properties hold: (i) the resulting sets \( S_i \) are disjoint, (ii) each set \( A_i \) has \( \mu(A_i) \geq \eta \), and (iii) \( S_i \subseteq \mathcal{R} \) for each \( i \).

Given these assumptions, we have

\[
\mathbb{E}_{x \in H^{s-1}} \sum_{\chi \in \tilde{H}} 1_{U_{i=1}^k S_i} (x, \chi) \tilde{S}f(x, \chi)^2 \geq \sum_{i=1}^L \mu(A_i) (\varepsilon/2)^2 \geq L \varepsilon^2 \eta/4
\]

and as the left hand side is bounded by \( \|f\|_{U^{s+1}}^2 \leq 1 \) (Proposition 5.1.1(iii)), any process for picking \( A_i \) and \( g_i \) must terminate while \( L \leq 4\varepsilon^{-2}\eta^{-1} \).

Suppose \( A_i \) and \( g_i \) have been chosen for \( i \in [k] \). If (5.3) holds already for \( k \) then we stop. If not, let

\[
T = R \setminus \bigcup_{i=1}^k S_i
\]

and let \( U \subseteq H^{s-1} \) denote those points \( x \) such that \( (x, \chi) \in T \) for at least one value of \( \chi \in \tilde{H} \). We can bound

\[
\mathbb{E}_{x \in H^{s-1}} \sum_{\chi \in \tilde{H}} (1 - 1_{U_{i=1}^k S_i} (x, \chi)) \tilde{S}f(x, \chi)^2 \leq \varepsilon/2 + \mathbb{E}_{x \in H^{s-1}} 1_T(x, \chi) \tilde{S}f(x, \chi)^2
\]

by (5.4), and hence

\[
\mu(U) \geq \mathbb{E}_{x \in H^{s-1}} \sum_{\chi \in \tilde{H}} 1_T(x, \chi) \tilde{S}f(x, \chi)^2 \geq \varepsilon/2
\]

using Proposition 5.1.1(ii) again.

We define a function \( \kappa: U \to \tilde{H} \) by setting \( \kappa(x) \) to be one of the values such that \( (x, \kappa(x)) \in T \), arbitrarily. It follows by Corollary 5.1.3 that \( \kappa \) is a \( 1\% \) polynomial with parameter \( \gg_s \varepsilon^{O_s(1)} \).

By Lemma 5.2.1 we can find \( \kappa': U \to \frac{1}{\varepsilon} \mathbb{Z} \) such that \( \kappa'(x) \mod 1 = \kappa(x) \) for all \( x \in U \) and \( \kappa \) is a \( 1\% \) polynomial with parameter \( \gg_s \varepsilon^{O_s(1)} \) (using our lower bound on \( N \) in terms of \( \varepsilon \)).

By Theorem 3.3.3, we can find a nil-polynomial \( g_{k+1}: H^{s-1} \to \mathbb{R} \) of degree \( s - 1 \), dimension \( O_s(\varepsilon)^{-O_s(1)} \) and complexity \( M \) as in the statement, and a set \( A_{k+1} \subseteq U \) with \( \mu(A_{k+1}) \gg_s \varepsilon^{O_s(1)} \), such that \( g_{k+1}|_{A_{k+1}} = \kappa'|_{A_{k+1}} \). Pick \( \eta \gg_s \varepsilon^{O_s(1)} \) so that the lower bound on \( \mu(A_{k+1}) \) is precisely \( \eta \).

It is clear by construction that \( g_{k+1} \) and \( A_{k+1} \) obey the properties (i), (ii), (iii) required, and so the recursive construction is complete. \( \square \)

5.4. Correlation of \( S_f \) with a sum of nilsequences. We now have to do something useful with the conclusion of Lemma 5.3.1. This splits into two parts: first, we show that the function \( S_f: H^s \to \mathbb{C} \) correlates strongly with a sum of degree \( s \) nilsequences on \( H^s \); then in the next subsection, we use this to find a sum of nilsequences \( H \to \mathbb{C} \) that correlates with the original function \( f \).
We know that $\tilde{S}f$ correlates strongly with the graphs of various nil-polynomials $g_i: H^{s-1} \to \mathbb{R}$. By taking a Fourier transform, it would be sufficient to show that functions $H^{s-1} \times H \to \mathbb{C}$ of the form $(x, y) \mapsto e(g_i(x)y)$ were essentially nilsequences.

Unfortunately this last fact is not quite true. For example, a function $H^{s-1} \to \frac{1}{N}\mathbb{Z}$ taking $O(1)$ distinct values is always a nil-polynomial in some trivial way, but the corresponding function $(x, y) \mapsto e(g_i(x)y)$ is not nilsequence-like on $H^s$ if the values $g_i(x)$ are chosen arbitrarily. More generally, the feature of nil-polynomials that we are free to apply arbitrary bounded $\Gamma$-translates pointwise to the function $r: H \to G$ (see Definition 1.3.2) is not nilsequence behavior.

If we only wish to find a nilsequence $H^{s} \to \mathbb{C}$ that correlates weakly with $S_nf$, this is not actually a problem, essentially because $\tilde{S}f$ is non-negative, and so it is good enough to choose a nilsequence that captures some small window of this arbitrary nil-polynomial behaviour. However, this notion of “weakly” involves an exponential or double-exponential loss in parameters. When we apply the inverse theorem inductively on $s$, this loss really hurts, leading to $O(s)$ iterated exponentials overall.

Instead, then, we want to understand most or almost all of the mass of $S_nf$ in terms of a family of nilsequences. The technical statement is the following partition of unity argument.

**Lemma 5.4.1.** Let $f: H \to \mathbb{R}$ be a function with $\|f\|_\infty \leq 1$ and $\|f\|_{U^{s+1}} = \delta$. Then there exists a function $B: H^s \to \mathbb{R}$ with the following properties:

(i) $\|B\|_\infty \leq 1$;

(ii) the inner product $\langle S_nf, B \rangle$ is large, i.e., $|\mathbb{E}_{h \in H^s} S_nf(h)\overline{B(h)}| \geq \delta^{2^{s+1}/2}$;

(iii) there exists a family of nilsequences $\rho_i: H^s \to [0,1]$ for $i \in [T]$, where $T$ is some positive integer, with $\rho_i$ having degree $s_i$, dimension $O_s(\delta)^{-O_s(1)}$, complexity $M_i$ and parameter $K_i$; and complex numbers $\alpha_i$ for $i \in [T]$ with $|\alpha_i| \leq 1$; such that $B = \sum_{i=1}^T \alpha_i \rho_i$;

where as usual $T, M, K \ll \exp(O_s(\delta)^{O_s(1)})$ if $s \leq 3$ and $T, M, K \ll \exp\exp(O_s(\delta)^{O_s(1)})$ if $s \geq 4$.

The principal ingredient is the following result which—necessarily in a weak sense, given the discussion above—allows us to relate a function of the type $(x, y) \mapsto e(g_i(x)y)$, where $g_i: H^{s-1} \to \mathbb{R}$ is a nil-polynomial of degree $s - 1$, to a nilsequence of degree $s$ on $H^s$.

**Lemma 5.4.2.** Suppose $\phi: H^{s-1} \to \mathbb{R}$ is a nil-polynomial of degree $s - 1$, dimension $D$ and complexity $M$, and $A \subseteq H^{s-1}$ is some set such that $\phi(x) \in \frac{1}{N}\mathbb{Z}$ for all $x \in A$. Also let $\varepsilon > 0$ be a parameter.

Then there exist a nilmanifold $G/\Gamma$ of degree $s$, dimension $D^{O_s(1)}$, and complexity $D^{O_s(1)}$, a polynomial map $p: H^{s-1} \times H \to G/\Gamma$, and a family $F_z: G/\Gamma \to \mathbb{R}$ of $K$-Lipschitz functions where $K = O_s(MD)^{O_s(1)}$ and $z$ is some auxiliary variable, such that the following holds: for any $x \in A$ there exists some choice of $z$ such that $F_z(p(x, y)) = e(\phi(x)y)$ for all $y \in H$.

This implies that $(x, y) \mapsto e(\phi(x)y)$ behaves like a Lipschitz function in the $y$ variable for each fixed $x$, under a metric on $H$ induced from a nilmanifold $G/\Gamma$ that does not depend on $x$.

Before starting on proofs we make one remark that will be used frequently, analogous to Remark 4.1.2.
Remark 5.4.3. If $\psi_i$ for $i \in [L]$ are all one-bounded nilsequences on a group $H'$ of degree $s$, dimension $D_i$, complexity $M_i$ and parameter $K_i$. Then there is a nilmanifold $G/\Gamma$ of degree $s$, dimension $D = \sum_{i=1}^{L} D_i$ and complexity $M = \max_{i=1}^{L} M_i$, such that any functions of the form $\psi_i$, $\sum_{i=1}^{L} \psi_i$ or $\prod_{i=1}^{L} \psi_i$ are nilsequences on $G/\Gamma$ with Lipschitz parameter $K = \max_{i=1}^{L} K_i$.

Indeed, if $G^{(i)}/\Gamma^{(i)}$, $p_i : H' \to G^{(i)}/\Gamma^{(i)}$ and $F_i : G^{(i)}/\Gamma^{(i)} \to \mathbb{C}$ are data associated to $\psi_i$, we can take direct products $G = \prod_{i=1}^{L} G^{(i)}$, $\Gamma = \prod_{i=1}^{L} \Gamma^{(i)}$, so $G/\Gamma \cong \prod_{i=1}^{L} G^{(i)}/\Gamma^{(i)}$, and then set $p(x) = (p_1(x), \ldots, p_L(x))$. Then, functions $F(x_1, \ldots, x_L) = F_i(x_i)$, $F(x_1, \ldots, x_L) = \sum_{i=1}^{L} F_i(x_i)$ or $F(x_1, \ldots, x_L) = \prod_{i=1}^{L} F_i(x_i)$ give the required nilsequences $F \circ p$.

It is easy to verify that the filtrations, explicitly presented filtered group structures, metrics and so on behave exactly as one would expect, giving the quantitative bounds claimed.

Given Lemma 5.4.2, the outline of the proof of Lemma 5.4.1 is as follows.

By Lemma 5.4.2 and a Fourier transform, we can deduce that $S_s f(h_1, \ldots, h_s)$ itself behaves (up to small errors) like a Lipschitz function in $h_s$ for $h_1, \ldots, h_{s-1}$ fixed, for some notion of distance coming from a nilmanifold. Because $S_s f$ is symmetric, the same holds for each other coordinate $h_i$. Hence, we can potentially relate the values $S_s f(x)$ and $S_s f(y)$ by moving from $x$ to $y$, changing one coordinate at a time.

We use this induced notion of distance on all of $H^s$ and build an associated partition of unity on almost all of $H^s$, whose parts are the functions $\rho_i$ for $i \in [L]$ and such that $S_s f$ is approximately constant on the support of $\rho_i$ for each $i$. We can then approximate $S_s f$ by a smoothed-out version of itself, built as a sum of the nilsequences $\rho_i$.

Proof of Lemma 5.4.1 assuming Lemma 5.4.2. We first take an integer $L$, sets $A_1, \ldots, A_L \subseteq H^{s-1}$ and $S_i \subseteq H^{s-1} \times \hat{H}$, and nil-polynomials $g_1, \ldots, g_L : H^{s-1} \to \mathbb{R}$ of degree $s - 1$, dimension $D_0$ and complexity $M_0$, as provided by Lemma 5.3.1 applied with some parameter $\varepsilon$ to be determined.

For each $i \in [L]$ we apply Lemma 5.4.2 with $\phi = g_i$, and obtain families of one-bounded nilsequences $F^{(i)}_1 \circ p_i : H^{s-1} \times H \to \mathbb{C}$ on nilmanifolds $G^{(i)}/\Gamma^{(i)}$ with the stated properties. Specifically say these have degree $s$, dimension $D_1 \ll_s D_0^{O(1)}$, complexity $M$ and parameter $K_1$, where $M, K_1 \ll_s (D_0 M_0)^{O(1)}$.

By Remark 5.4.3 we can form one big nilmanifold $G/\Gamma$ of degree $s$, dimension $D_2 = LD_1$ and complexity $M$, and a polynomial map $p : H^{s-1} \times H \to G/\Gamma$, such that each nilsequence $F^{(i)}_z \circ p_i$ is equal to a nilsequence $F^{(i)}_z \circ p$ on $G/\Gamma$ with parameter $K_1$.

For $x, y \in H^s$, define $d(x, y) = d_G(p(x), p(y))$. This can be thought of as a nilsequence $H^{2s} \to \mathbb{R}$ on the nilmanifold $(G/\Gamma)^2$, since $(x, y) \mapsto (p(x), p(y))$ is a polynomial map and $(u, w) \mapsto d_{G/\Gamma}(u, w)$ is a Lipschitz function $(G/\Gamma)^2 \to \mathbb{R}$ with parameter 1, under the product metric on $(G/\Gamma)^2$.

Consider the function $\Lambda : H^{s-1} \times H \to \mathbb{C}$ obtained by restricting $\tilde{S} f$ to $S = \bigcup_{i=1}^{L} S_i$ and taking an inverse Fourier transform; that is,

$$\Lambda(x, y) = \sum_{\chi \in \hat{H}} 1_S(x, \chi) \tilde{S} f(x, \chi) \chi(y).$$
By Proposition 5.1.1 we have \( \|\Lambda(x, y)\|_\infty \leq 1 \), and by the conclusion of Lemma 5.3.1 and Parseval we have
\[
\mathbb{E}_{h \in H^*} |S_s f(h) - \Lambda(h)|^2 \leq \varepsilon. \tag{5.5}
\]
We recall that \( S_s f \) is a symmetric function in its arguments. However, \( \Lambda \) will not be in general. If \( \pi \) is a bijection \([s] \to [s]\) we abuse notation to write \( \pi: H^s \to H^s \) for the map sending \((h_1, \ldots, h_s)\) to \((h_{\pi(1)}, \ldots, h_{\pi(s)})\), and write \( \Lambda_\pi = \Lambda \circ \pi \). We then define \( \Omega_0 \subseteq H^s \) by
\[
\Omega_0 = \{ h \in H^s : |S_s f(h) - \Lambda_\pi(h)| > \varepsilon^1/4 \text{ for some } \pi: [s] \to [s] \}. \tag{5.6}
\]
We deduce from (5.5) that \( \mu(\Omega_0) \leq s! \varepsilon^{1/2} \). Also, for \( x, y \in H^s \) we define \( d_s(x, y) = d(\pi(x), \pi(y)) \), for \( d \) as above.

By the discussion above we know that for every \((x, \chi) \in S \) there exists some \( K_1 \)-Lipschitz function \( F: G/\Gamma \to \mathbb{C} \) such that \( \chi(y) = F(p(x, y)) \) for all \( y \in H \). In particular, for every \( y, y' \in H \) we have \( |\chi(y) - \chi(y')| \leq K_1 d((x,y),(x,y')) \).

For any \( x \in H^{s-1} \) the function \( y \mapsto \Lambda(x, y) \) is a linear combination of characters \( \chi \) for which \((x, \chi) \in S \) by definition, with total weight at most \( \sum_{\chi} |\tilde{S} f(x, \chi)| \leq 1 \) (Proposition 5.1.1 again), and hence \( |\Lambda(x, y) - \Lambda(x, y')| \leq K_1 d((x,y),(x,y')) \) for all \( x \in H^{s-1} \) and \( y, y' \in H \).

Replacing \( \Lambda \) by \( \Lambda_\pi \) where \( \pi(s) = i \), similarly if \( x, x' \in H^s \) and \( x_j = x_j' \) for all \( j \neq i \) then
\[
|\Lambda_\pi(x) - \Lambda_\pi(x')| \leq K_1 d_s(x, x'). \tag{5.7}
\]
We now construct a rather involved approximate partition of unity on \( H^s \), as follows.

**Claim 5.4.4.** Let \( \sigma, \eta > 0 \) be parameters. Then there exists an integer \( T \leq O(MD_2/\eta)^{-O(D_2)^s O(1)} \), functions \( \rho_j: H^s \to [0, 1] \) for \( j \in [T] \), and an exceptional set \( \Omega_1 \subseteq H^s \) with \( \mu(\Omega_1) \leq \sigma \), such that:

(i) for any \( x \in H^s \setminus \Omega_1 \) we have \( \sum_{j \in [T]} \rho_j(x) = 1 \), and for all \( x \in H^s \) we have \( \sum_{j \in [T]} \rho_j(x) \leq 1 \);

(ii) each \( \rho_j \) is a nilsequence of degree \( s \), dimension \( D = 2sD_2 \), complexity \( M \) and parameter \( O(1/\eta) \); and

(iii) for each \( j \in [T] \) and any \( x, x' \) in the support of \( \rho_j \) we have \( |S_s f(x) - S_s f(x')| \ll s K_1 \eta + \varepsilon^1/4 \).

**Proof of claim.** For each \( i \in [s] \), fix any permutation \( \pi_i: [s] \to [s] \) with \( \pi_i(s) = i \). We then consider the following function on pairs \( x, y \in H^s \):
\[
\Delta(x, y) = \sum_{i=1}^s d_{\pi_i}((y_1, \ldots, y_{i-1}, x_i, \ldots, x_s), (y_1, \ldots, y_i, x_{i+1}, \ldots, x_s)) \tag{5.8}
\]
i.e. the total distance travelled as we walk from \( x \) to \( y \) by changing the coordinates over one at a time. (Note \( \Delta \) need not be symmetric nor obey the triangle inequality.)

The motivation for this definition is the following: if \( x, y \in H^s \) and \((y_1, \ldots, y_i, x_{i+1}, \ldots, x_s) \notin \Omega_0 \) for each \( 0 \leq i \leq s \), by (5.6), (5.7) and repeated use of the triangle inequality we deduce that
\[
|S_s f(x) - S_s f(y)| \ll s K_1 \Delta(x, y) + \varepsilon^1/4; \tag{5.9}
\]
i.e., $S_s f$ behaves like a Lipschitz function under $\Delta$. We call $(x, y)$ such that $(y_1, \ldots, y_s, x_{i+1}, \ldots, x_s) \notin \Omega_0$ for each $0 \leq i \leq s$ an **admissible pair**.

The function $\Delta : H^{2s} \to \mathbb{R}$ is a nilsequence on $(G/\Gamma)^{2s}$ with parameter 1. Indeed, we know $(x, y) \mapsto d(x, y)$ is a nilsequence on $(G/\Gamma)^2$ with parameter 1, and hence so is each term in the sum (5.8), as it composes $d : H^{2s} \to \mathbb{R}$ with a group homomorphism $H^{2s} \to H^{2s}$. Hence the sum is also a nilsequence on $(G/\Gamma)^{2s}$ by Remark 5.4.3.

It follows that for any fixed $y \in H^s$ the function $x \mapsto \Delta(x, y)$ is a nilsequence $H^s \to \mathbb{R}$ on $(G/\Gamma)^{2s}$, with parameter 1, whose associated polynomial map depends on $y$: indeed, it is a composition of $\Delta$ with an affine-linear map $H^s \to H^{2s}$.

We next want to show that for most $x \in H^s$ there are many $y \in H^s$ such that $\Delta(x, y)$ is small.

**Claim 5.4.5.** There is a set $\Omega_2 \subseteq H^s$ with $\mu(\Omega_2) \leq \sigma/2$ such that the following holds: for all $x \in H^s \setminus \Omega_0 \setminus \Omega_2$, there exist at least $\nu|H|^s$ values $y \in H^s$ such that $(x, y)$ is an admissible pair and $\Delta(x, y) \leq \eta$. Here we can take $\nu \geq O(MD_2/\eta)^{O(D_2)}\sigma^s$.

**Proof of claim.** We observe by Proposition C.6 and Proposition C.19 that $G/\Gamma$ may be covered by $Q = O(MD_2/\eta)^{O(D_2)}$ balls of radius $\eta/2s$; write $U_1, \ldots, U_Q \subseteq G/\Gamma$ for these sets. Let $U_j^i \subseteq U_j$ be disjoint subsets which partition $G/\Gamma$. Clearly, if $p(x), p(y)$ lie in the same cell $U_j^i$ then $d(x, y) \leq \eta/s$.

We therefore colour $H^s \setminus \Omega_0$ with colours $[Q]^s$, where $x \in H^s \setminus \Omega_0$ is given the colour $(j_1, \ldots, j_s)$ such that $p(x_i) \in U_{j_i}^i$, for each $i \in [s]$. We say an admissible pair $(x, y)$ is **completely monochromatic** if $x$, $y$ and every intermediate point $(y_1, \ldots, y_i, x_{i+1}, \ldots, x_s)$ (1 $\leq i \leq s - 1$) all have the same color.

By (5.8) this implies $\Delta(x, y) \leq \eta$.

We next perform another clean-up argument in the spirit of Lemma 2.2.3.

**Claim 5.4.6.** If $X \subseteq H^s$ is any set and $c > 0$ is a parameter, there exists $X' \subseteq X$ with the property that for each $i \in [s]$ and $x \in X'$,

$$|\{z \in X' : z_j = x_j \forall j \neq i\}| \geq c|H|$$

(5.10)

and $\mu(X \setminus X') \leq cs$.

**Proof of claim.** We define $X'$ by starting with the set $X$ and repeatedly applying the following procedure: if $i \in [s]$ and $x \in X'$ fails to satisfy (5.10), remove the whole fiber of points $z \in X'$ such that $z_j = x_j$ for all $j \neq i$ (including $x$ itself). When this process terminates, $X'$ has the required property. Moreover, each of the $s|H|^{s-1}$ fibers can be deleted at most once, and in doing so we lose at most $c|H|$ elements from $X'$, so $|X \setminus X'| \leq (c|H|)(s|H|^{s-1})$ as required. \hfill \Box

We apply the claim with $c = \sigma/(2sQ^s)$ to each of the $Q^s$ colour classes of $H^s \setminus \Omega_0$, and set $\Omega_2$ to be the union of all the deleted sets $X \setminus X'$. By applying (5.10) once for each $i \in [s]$ in increasing order, it is immediate that for each $x \in H^s \setminus \Omega_0 \setminus \Omega_2$ we can find $(c|H|^s)$ elements $y \in H^s \setminus \Omega_0 \setminus \Omega_2$ such that $(x, y)$ is completely monochromatic, i.e. by choosing the coordinates $y_1, \ldots, y_s$ one at a time. This proves Claim 5.4.5. \hfill \Box
We continue to write \( \nu \) and \( \Omega_2 \) for the values given by Claim 5.4.5. If we now pick \( y_1, \ldots, y_T \in H^s \) independently and uniformly at random, for some \( T \) to be determined, then for fixed \( x \in H^s \setminus \Omega_0 \setminus \Omega_2 \) the probability that there is at least one \( j \) such that \( (x, y_j) \) is admissible and \( \Delta(x, y_j) \leq \eta \) is at least
\[ 1 - (1 - \nu)^T. \]
Taking any \( T \geq \log(2/\sigma)/\nu \) this is at least \( 1 - \sigma/2 \).

So there is some choice of \( y_1, \ldots, y_T \) and some further exceptional set \( \Omega_3 \subseteq H^s \), such that \( \mu(\Omega_3) \leq \sigma/2 \), and for all \( x \in H^s \setminus \Omega_0 \setminus \Omega_2 \setminus \Omega_3 \) there is at least one \( j \in [T] \) such that \( (x, y_j) \) is an admissible pair and \( \Delta(x, y_j) \leq \eta \). We set \( \Omega_1 = \Omega_2 \cup \Omega_3 \).

We lastly define our functions \( \rho_j \) as follows. For each \( j \in [T] \), define \( \beta_j, \rho_j : H^s \to [0, 1] \) by
\[
\beta_j(x) = \min \left( 1, 2 \max(0, 1 - \Delta(x, y_j)/2\eta) \right)
\]
and
\[
\rho_j(x) = \frac{\beta_j(x)}{\min \left( 1, \sum_{j' \in [T]} \beta_{j'}(x) \right)}.
\]
Note that \( \beta_j \) is supported on \( \{ x : \Delta(x, y_j) \leq 2\eta \} \). Hence, \( |S_s f(x) - S_s f(y_j)| \ll_s \eta K_1 + \varepsilon^{1/4} \) whenever \( \rho_j(x) > 0 \) (by (5.9)). Part (iii) of Claim 5.4.4 follows.

Whenever \( \Delta(x, y_j) \leq \eta \) for at least one \( j_0 \in [T] \) we have \( \beta_{j_0}(x) = 1 \) and hence \( \sum_{j \in [T]} \rho_j(x) = 1 \), since the minimum in the denominator of the definition of \( \rho_j \) does not kick in. This shows part (i).

Finally, note that \( \Delta(x, y_j) \) are nilsequences on \( (G/\Gamma)^{2s} \) described above, and hence so are \( \beta_j \) and \( \rho_j \); moreover these have dimension \( D = 2sD_2 \), and the latter two have Lipschitz parameter \( O(1/\eta) \), as required for (ii).

To complete the proof of Lemma 5.4.1, we write \( \|\rho_j\|_1 = \mathbb{E}_{x \in H^s} \rho_j(x) \) and define complex numbers
\[
\alpha_j = \frac{1}{\|\rho_j\|_1} \mathbb{E}_{y \in H^s} \rho_j(y) S_s f(y)
\]
which gives \( |\alpha_j| \leq 1 \) since it is an average of values \( |S_s f(y)| \) and \( \|S_s f\|_\infty \leq 1 \). We also define the function \( B : H^s \to \mathbb{C} \) by \( B = \sum_{j=1}^T \alpha_j \rho_j \). This completes part (iii) of the lemma, up to finalizing parameters.

Moreover for \( x \in H^s \),
\[
|B(x)| \leq \sum_{j=1}^T |\alpha_j| |\rho_j(x)| \leq 1
\]
by Claim 5.4.4(i), giving part (i) of the lemma.

We note that if \( x \in H^s \setminus \Omega_0 \setminus \Omega_1 \) and \( j \) is such that \( \rho_j(x) \neq 0 \), then \( |\alpha_j - S_s f(x)| \ll_s K_1 \eta + \varepsilon^{1/4} \), by averaging Claim 5.4.4(iii). By further averaging we deduce \( |B(x) - S_s f(x)| \ll_s K_1 \eta + \varepsilon^{1/4} \) for all such \( x \). Hence
\[
\mathbb{E}_{x \in H^s} |B(x) - S_s f(x)|^2 \ll_s (K_1 \eta + \varepsilon^{1/4})^2 + \varepsilon^{1/2} + \sigma
\]
and part (ii) of the lemma follows by the triangle inequality (and Proposition 5.1.1(iii)) provided the right hand side is at most \( \delta^{2s+1}/4 \).
This is achievable for some \( \varepsilon, \sigma \) and \( \eta \) with \( \varepsilon, \sigma \gg_s \delta \sigma^{-1}(1) \), and \( \eta \gg_s \delta \sigma^{-1}(1)/K_1 \). Hence the final Lipschitz parameter \( K = O(1/\eta) \) is \( \ll_s \delta \sigma^{-1}(1) K_1 \). Substituting these into the bounds for \( D, M, K_1 \) and \( T \) already obtained gives final bounds in terms of \( \delta \) of the correct form.

We now prove Lemma 5.4.2. The main issue is that the given nil-polynomial \( \phi = f \circ r \) makes no topological guarantees about the polynomial map \( f : G \to \mathbb{R}(s-1) \); in particular a function \( G \to \mathbb{C} \) such as \( g \mapsto e(f(g)) \) may not be Lipschitz with a well-controlled constant, even on small neighbourhoods. By contrast, a nilsequence requires a Lipschitz function. To deal with this we need to import the polynomial map \( f \) into the nilmanifold structure itself, where its failure to be Lipschitz can do no harm.

**Proof of Lemma 5.4.2.** We fix a nilmanifold \( G/\Gamma \), function \( r : H^{s-1} \to G \) and polynomial map \( f : G \to \mathbb{R}(s-1) \) defining the nil-polynomial \( \phi = f \circ r \). Also let \( d_1, \ldots, d_s \) and \((\gamma_{i,j})_{i \in [s], j \in [d_i]}\) be the data of the explicitly presented filtered group \( G \) (see Definition C.5).

We first construct an auxiliary nil-polynomial from \( \phi \).

**Claim 5.4.7.** The function \( H^{s-1} \times H \to \mathbb{R} \) sending \((x, y) \mapsto \phi(x) y \) for each \( x \in H^{s-1} \) and each integer \( -N/2 < y \leq N/2 \), is a nil-polynomial \( f' \circ r' \) of degree \( s \), dimension \( D + 1 \) and complexity \( M \) on a nilmanifold \( G' / \Gamma' \).

**Proof of claim.** We define the direct product \( G' = \mathbb{R} \times G \), where \( \mathbb{R} \) carries the standard filtration; so, \( G'_i = \mathbb{R} \times G_i \) if \( i \leq 1 \) and \( G'_i = \{0\} \times G_i \) if \( i \geq 2 \). Using the one-parameter subgroups \( a \mapsto (0, \gamma_{i,j}) \) and \( a \mapsto (a, \text{id}_{G_i}) \), it is clear this is an explicitly presented filtered group of degree \( s - 1 \), dimension \( D + 1 \) and complexity \( M \), with integral subgroup \( \Gamma' = Z \times \Gamma \).

We then define \( r' : H^{s-1} \times H \to G' \) by setting \( r'(x, y) = (y/N, r(x)) \) whenever \( y \) is an integer with \( -N/2 < y \leq N/2 \), and \( f' : G' \to \mathbb{R}(s) \) by \( f'(t,g) = N tf(g) \). It is clear \( f' \circ r' \) has the form claimed, and so it suffices to show \( f' : G' \to \mathbb{R}(s) \) and \( r' \) mod \( \Gamma' = H^{s-1} \times H / \Gamma' \) are polynomial maps.

To see \( f' \) is polynomial, we claim for induction the more general fact that if \( h : G \to \mathbb{R}(t) \) is a polynomial map of degree \( t \) then \( h' : G' \to \mathbb{R}(t+1) \) given by \( h'(t,g) = t h(g) \) is a polynomial map of degree \( t + 1 \). Indeed, we can observe that for any \((t_1, g_1) \in G'_t\), the map

\[
(t, g) \mapsto \partial_{(t_1, g_1)} h'(t, g) = t h(g) - (t + t_1) h(g_1 g) = t \partial_{g_1} h(g) - t_1 h(g_1 g)
\]

is a polynomial map \( G' \to \mathbb{R}_{t+1} \). To see this, note \( g \mapsto \partial_{g_1} h(g) \) is a polynomial map \( G \to \mathbb{R}_{t+1} \) by Proposition C.11, and so \((t, g) \mapsto t \partial_{g_1} h(g) \) is a polynomial map \( G' \to \mathbb{R}_{t+1} \) by inductive hypothesis. Also, \((t, g) \mapsto t_1 h(g_1 g) \) is a polynomial map \( G' \to \mathbb{R}_{t+1} \), which suffices if \( i = 1 \), and if \( i > 0 \) then \( t_1 = 0 \) anyway. By Proposition C.11 again this shows \( h' \) has degree \( t + 1 \) as claimed.

The fact that \( r' \) mod \( \Gamma' = H^{s-1} \times H / G' / \Gamma' \) is a polynomial map is clear, as it is the direct product of polynomial maps \( H \to \mathbb{R} / \mathbb{Z} \) and \( H^{s-1} \to G / \Gamma \). \( \square \)
We next perform a nilmanifold construction closely related to the proof of Lemma 4.1.4. In particular we recall the facts in Proposition 4.2.1, as they apply to the vector space of polynomial maps \( W = \text{poly}(G', \mathbb{R}_{(s)}) \), its filtration \( W_0 \supseteq \cdots \supseteq W_s \) of degree \( s \) where \( W_i = \text{poly}(G', \mathbb{R}_{(s-i)}) \), the natural basis \( \{e_{i,j}\} \) for \( W \) where \( 0 \leq i \leq s \) and \( j \in [d_i] \), and the lattice \( \Psi = \text{poly}(\Gamma', \mathbb{Z}_{(s)}) \) generated by the vectors \( e_{i,j} \), consisting precisely of those \( w \in W \) such that \( w(\gamma) \in \mathbb{Z} \) for all \( \gamma \in \Gamma' \). We also recall the right action of \( G' \) on \( W \) given by \( \tau(w, g) = x \mapsto w(xg) \), and define an \( \ell^1 \)-norm on \( W \) with respect to the basis \( \{e_{i,j}\} \).

We define\(^{11} \) a new group \( \tilde{G} = G' \ltimes W \), i.e. the group whose elements as a set are pairs \( (g, w) \in G' \times W \) and with group law
\[
(g, w) * (g', w') = (gg', \tau(w, g') + w').
\]
This is given the filtration \( \tilde{G}_i = G'_i \ltimes W_i \), which is a filtration by Proposition 4.2.1(v); however it is not proper, as \( W_0 \neq W_1 \), and hence \( \tilde{G} \) cannot be an explicitly presented filtered group. We write \( \tilde{\Gamma} = \Gamma' \ltimes \Psi \).

If we consider the subgroup \( \tilde{G}_1 \), with filtration \( \tilde{G}_1 = \tilde{G}_1 \supseteq \tilde{G}_2 \supseteq \ldots \), and take one-parameter subgroups \( a \mapsto (\gamma^a_{i,j}, 0) \) and \( a \mapsto (0, ae_{i,j}) \) (for \( 1 \leq i \leq s \)), then \( \tilde{G}_1 \) does have the structure of an explicitly presented filtered group, of degree \( s \), dimension \( \ll_s D_{O_1(1)} \) and complexity \( \ll_s (DM)^{O_1(1)} \). Its integral subgroup is exactly \( \tilde{\Gamma}_1 = \tilde{\Gamma} \cap \tilde{G}_1 \). We write \( \tilde{d}_1, \ldots, \tilde{d}_s \) for the dimension sequence of \( \tilde{G}_1 \) and \( \sigma_{\tilde{G}_1} : \tilde{G}_1 \rightarrow \bigoplus_{i=1}^s \mathbb{R}^{\tilde{d}_i} \) for its coordinate map (in the sense of Definition C.5).

The map \( f' \) discussed above lies in \( \text{poly}(G', \mathbb{R}_{(s)}) \). We can furthermore decompose \( f' = f_0 + f_1 \), where \( f_1 \in \Psi \) and \( f_0 = \sum_{i=0}^s \sum_{j=1}^{d_i} \alpha_{i,j} e_{i,j} \) with \( \alpha_{i,j} \in [0, 1) \) for each \( i, j \); i.e., the representative of \( f' \) in a fundamental domain for \( \Psi \).

We then define \( \tilde{r} : H^{s-1} \times H \rightarrow \tilde{G} \) by
\[
\tilde{r}(z) = (\text{id}_{G'}, f_1) * (r'(z), 0) * (\text{id}_{G'}, -f_1) = (r'(z), \tau(f_1, r'(z)) - f_1).
\]
Note that the second expression shows that \( \tilde{r}(z) \in \tilde{G}_1 \) for all \( z \), as \( f_1 \neq \tau(f_1, r'(z)) \in W_1 \) by Proposition 4.2.1(v).

**Claim 5.4.8.** The function \( \tilde{r} \mod \tilde{\Gamma} \) is a polynomial map \( H^{s-1} \times H \rightarrow \tilde{G}/\tilde{\Gamma} \).

**Proof of claim.** Note that, since \( (\text{id}_{G'}, -f_1) \in \tilde{\Gamma} \),
\[
\tilde{r}(z) \tilde{\Gamma} = (\text{id}_{G'}, f_1) * (r'(z), 0) \tilde{\Gamma}.
\]
Also, since \( r' \mod \Gamma' \) is a polynomial map, for any \( c \in C^k(H^{s-1} \times H) \) we may find \( \gamma : [k] \rightarrow \Gamma' \) such that \( \omega \mapsto r'(c(\omega))\gamma(\omega) \) lies in \( \text{HK}^k(G') \). Therefore
\[
\omega \mapsto (\text{id}_{G'}, f_1) * (r'(c(\omega)), 0) * (\gamma(\omega), 0) = (\text{id}_{G'}, f_1) * (r'(c(\omega)))\gamma(\omega), 0)
\]
\(^{11}\)For avoidance of doubt we emphasize that, unlike in Lemma 4.1.4, we use the vector space \( \text{poly}(G', \mathbb{R}_{(s)}) \) itself here and not its linear dual.
lies in $\text{HK}^k(\tilde{G})$, since constant configurations are always Host–Kra cubes and $\text{HK}^k(\tilde{G})$ is a group under pointwise multiplication. This gives the claim. □

As $\tilde{r}$ takes values in $\tilde{G}_1$, we can also say that $\tilde{r} \mod \tilde{\Gamma}_1$ is a polynomial map to $\tilde{G}_1/\tilde{\Gamma}_1$, where as above $\tilde{\Gamma}_1 = \tilde{\Gamma} \cap \tilde{G}_1$.

We next define a function $F: \tilde{G}_1 \to \mathbb{C}$ by

$$F(g, w) = e\left(f_0(g) + w(\text{id}_{G'})\right).$$

Claim 5.4.9. For $x_1, x_2 \in \tilde{G}_1$ we have

$$|F(x_1) - F(x_2)| \ll_s (MD)^{O_s(1)} d_{\tilde{G}_1}(x_1, x_2)(1 + d_{\tilde{G}_1}(\text{id}_{G}, x_1) + d_{\tilde{G}_1}(\text{id}_{G}, x_2))^{O_s(1)};$$

i.e., $F$ is Lipschitz on bounded regions around $\text{id}_{\tilde{G}_1}$.

Proof of claim. We note as in the proof of Lemma 4.1.4 that by inspection of the proof of Proposition 4.2.1, the function $e_{s,1} \in \text{poly}(G', \mathbb{R}(0))$ is the constant function 1 and $e_{i,j}(\text{id}_{G'}) = 0$ for all other $i, j$. Hence, the linear map $W \to \mathbb{R}$ given by $w \mapsto w(\text{id}_{G})$ is equivalent to extracting the coefficient of $e_{s,1}$, and in particular $|w(\text{id}_{G'})| \leq \|w\|_1$.

Because the coordinates of $w$ form a subset of $\sigma_{\tilde{G}_1}(g, w)$, it follows that if $x_1 = (g_1, w_1)$ and $x_2 = (g_2, w_2)$ then

$$|w_1(\text{id}_{G'}) - w_2(\text{id}_{G'})| \leq \|\sigma_{\tilde{G}_1}(x_1) - \sigma_{\tilde{G}_1}(x_2)\|_1.$$ 

We have $\|f_0\|_1 \leq \dim W \ll_s D^{O_s(1)}$, and so by Proposition 4.2.1(viii) it follows that

$$|f_0(g_1) - f_0(g_2)| \ll_s (DM)^{O_s(1)} d_{G'}(g_1, g_2)(1 + d_{G'}(\text{id}_{G'}, g_1) + d_{G'}(\text{id}_{G'}, g_2))^{O_s(1)}.$$ 

The claim follows from these bounds and Proposition C.19. □

We note that for $g' \in G'$,

$$F\left(g', \tau(f_1, g') - f_1\right) = e\left(\tau(f_1, g')(\text{id}_{G'}) - f_1(\text{id}_{G'}) + f_0(g')\right) = e\left(f'(g')\right)$$

(5.11) since $f_0 + f_1 = f'$ and $f_1(\text{id}_{G'}) \in \mathbb{Z}$ by definition. In particular, whenever $x \in H^{s-1}$ and $y$ is an integer with $-N/2 < y \leq N/2$, we have

$$F(\tilde{r}(x, y)) = e\left(\phi(x) y\right).$$

Similarly, note that $F$ is invariant under the right action of $(\text{id}_{G'}, \Psi_1) \subseteq \tilde{\Gamma}_1$, since multiplying $(g, w)$ on the right by $(0, \psi)$ for $\psi \in \Psi_1$ changes $w(\text{id}_{G'})$ by an integer and leaves $f_0(g)$ unchanged. However, $F$ is not invariant under multiplication by $(\Gamma', 0)$ and hence does not define a function on $\tilde{G}_1/\tilde{\Gamma}_1$.

Instead, we define a family of Lipschitz functions $F_\varepsilon$ on $\tilde{G}_1/\tilde{\Gamma}_1$ by localizing $F$ to some neighbourhood of $G'$ and then summing the action of $\Gamma'$. Specifically let

$$T^{(\nu)}: \mathbb{R} \to [0, 1]$$

$$t \mapsto \max(0, 1 - |t|/\nu)$$
denote a tent function centered at zero and supported on \((-\nu, \nu)\). We recall that \(G' = \mathbb{R} \times G\). For any 
\(z \in \bigoplus_{i=1}^{s-1} \mathbb{R}^{d_i}\), define a function \(T_z : G \to [0, 1]\) by
\[
T_z(x) = \prod_{i=1}^{s-1} \prod_{j=1}^{d_i} T^{(1/10)}(\sigma_G(x)_{i,j} - z_{i,j});
\]
i.e., a multi-dimensional tent function in the coordinate space of \(G\), centered at \(z\), supported on 
\(B_z = \prod_{i,j}[z_{i,j} - 1/2, z_{i,j} + 1/2]\). Because \(T_z\) is a Lipschitz function on the coordinate space \(\bigoplus_{i=1}^{s-1} \mathbb{R}^{d_i}\), supported on points close to \(z\), by Proposition C.19 again we deduce that \(T_z\) is Lipschitz on \(G\), or that 
\(((t, g), w) \mapsto T_z(g)\) is Lipschitz on \(\tilde{G}_1\), with parameter \(O_s(MD)^{O_s(1)}(1 + \|z\|_1)^{O_s(1)}\) in each case.

We then define \(F_z\) on \(\tilde{G}_1/\tilde{\Gamma}_1\) by
\[
F_z((t, g), w) = \sum_{\langle (t', g'), w' \rangle \in ((t, g), w) + \langle \Gamma', 0 \rangle} T^{(1)}(t') T_z(g') F(t', g', w')
\]
\[
= \sum_{\gamma \in \Gamma} \sum_{m \in \mathbb{Z}} T^{(1)}(m + t) T_z(g\gamma) F((t + m, g\gamma), \tau(w, (m, \gamma))).
\]
Noting Proposition C.6, each function \(T_z\) is supported on a fundamental domain for \(\Gamma\) and so at most
one term of the sum over \(\Gamma\) has a non-zero summand. Similarly, at most two terms \(m\) give a non-zero
summand. Since the right action of \((id_G', \Psi_1)\) leaves every function in the sum unchanged, it follows
that \(F_z\) is invariant under \((\Gamma', 0)(id_G', \Psi_1) = \tilde{\Gamma}_1\), so \(F_z\) is a well-defined function \(\tilde{G}_1/\tilde{\Gamma}_1 \to \mathbb{C}\).

Moreover, note \(((t, g), w) \mapsto T^{(1)}(t) T_z(g) F((t, g), w)\) is Lipschitz with parameter \(O_s(MD)^{O_s(1)}(1 + \|z\|_1)^{O_s(1)}\), by our previous bounds and noting it is supported near \(z\). Since the metric \(d_{\tilde{G}}\) is right-
invariant and and most two terms in the sum are non-zero, \(F_z\) is Lipschitz with a parameter of the
same form.

Hence, each function \(F_z \circ (r \mod \tilde{\Gamma}_1)\) is a nilsequence with acceptable bounds on its parameters,
provided \(\|z\|_1\) is not too large.

It suffices to show that for each \(x \in A\) there is some bounded choice of \(z\) such that \(F_z(\tilde{r}(x, y)) = e(\phi(x) y)\) for each \(y \in H\). To do this, set \(z = \sigma_G(r(x))\); so \(T_z(r(x)) = 1\) and \(T_z(r(x)\gamma) = 0\) for all
\(\gamma \in \Gamma \setminus \{id_G\}\).

For for any \(y \in H\), by (5.11) we have
\[
F_z(\tilde{r}(x, y)\tilde{\Gamma}_1) = \sum_{t \in y/N + \mathbb{Z}} T^{(1)}(t)e(N \phi(x) t)
\]
and since \(\phi(x) \in \frac{1}{N} \mathbb{Z}\) by assumption and \(\sum_{t \in y/N + \mathbb{Z}} T^{(1)}(t) = 1\), this is just \(e(\phi(x) y)\), as required. \(\Box\)

5.5. Correlation of \(f\) with a sum of nilsequences. With Lemma 5.4.1, we have succeeded in showing
that the function \(S_zf : H^s \to \mathbb{C}\) in \(s\) variables correlates with a linear combination of nilsequences
\(B\) on \(H^s\). We need to deduce a similar statement for the function \(f : H \to \mathbb{C}\) itself, rather than \(S_zf\).

We briefly remark on the approaches taken in [GT08] and [GM17] at the analogous stage. In both
cases, a “symmetry argument” is deployed to show that one can essentially reduce to the case that \(B\) is
a symmetric function of its arguments. This is reasonable given $S_s f$ itself is symmetric. Then, $B$ can be explicitly anti-differentiated: i.e., a function in one variable is exhibited which has this structured piece as its $s$-fold derivative. This is essentially sufficient. A related set of issues are addressed in [GTZ12].

In all cases the symmetry arguments are not straightforward. Also, in the current setting the anti-differentiation step is also troublesome, both because $B$ is potentially a polynomial object rather than a truly multilinear one, and because general nilsequences are unpleasant to work with.

Instead, we attempt to recover a one-variable function by sampling $B$ along its diagonals, e.g. considering $g(x) = B(x, x, \ldots, x)$ or more generally $B(x + a_1, \ldots, x + a_s)$ for some fixed $a_1, \ldots, a_s$. In the case that $f$ was originally a true phase polynomial $e(P(x))$, we could recover $g(x) = e(\pm s! P(x))$, which is not correct but not far off, provided $s!$ is invertible in the group $H$. This can be fixed by taking a product of many copies of $g$ and then applying a change of variables.

Specifically, we prove the following lemma.

**Lemma 5.5.1.** Suppose $|H|$ is coprime to $s!$. If $f: H \to \mathbb{C}$ is some function with $\|f\|_\infty \leq 1$ and $B: H^s \to \mathbb{C}$ is any function such that

$$\left| \mathbb{E}_{h \in H^s} S_s f(h) B(h) \right| \geq \eta$$

then there exists a function $g: H \to \mathbb{C}$ such that $\|f g\|_{U^s} \geq \eta^L$ and

$$g(x) = \prod_{i=1}^L B(h_i - (x/s!, x/s!, \ldots, x/s!))$$

for some fixed $h_1, \ldots, h_L \in H^s$, where $L = s!^{s-1}$.

The proof is elementary, insofar as the only ingredients are repeated applications of the Cauchy–Schwarz inequality and a small amount of Fourier analysis.

By Remark 5.4.3 the nilsequence structure of $B$ is inherited directly by $g$, with some mild loss of parameters. The conclusion of Lemma 5.5.1 in terms of the $U^s$-norm is not quite what we want, and corresponds roughly to relating $f$ to a nilsequence up to as yet unknown lower-degree corrections (indeed, $S_s f$ does not carry such lower-degree information). However, we can handle this easily by applying Theorem 1.1.2 for $s - 1$ inductively to $f \mathcal{G}$.

**Proof of Theorem 1.1.2 assuming Lemma 5.5.1.** Note the case $s = 1$ of Theorem 1.1.2 is an exercise in Fourier analysis (see e.g. [TV10, (11.9)]) so we assume $s \geq 2$.

We take $B$, $\rho_i$, $a_i$, $D$, $M$, $K$ and $T$ as in Lemma 5.4.1, and apply Lemma 5.5.1 with this $B$ to get $g$, $L$ and $h_1, \ldots, h_L$ as in Lemma 5.5.1.

By applying Theorem 1.1.2 inductively to $f \mathcal{G}$ with parameter $\eta^L$, we can find a nilsequence $\psi': H \to \mathbb{C}$ of degree $s - 1$, dimension $D' \ll_s \eta^{O(1)}$, complexity $M'$ and parameter $K'$ such that

$$\left| \mathbb{E}_{x \in H} f(x) \mathcal{G}(x) \overline{\psi'(x)} \right| \geq \varepsilon'$$
where for $s \leq 4$ we have
\[ \varepsilon'^{-1}, K', M' \leq \exp \left( O(\eta)^{(1)} \right) \]
and for $s \geq 5$
\[ \varepsilon'^{-1}, K', M' \leq \exp \exp \left( O_s(\delta)^{(1)} \right). \]
By expanding $B = \sum_{j=1}^T \alpha_j \rho_j$ and applying the triangle inequality, we deduce that there are some $j_1, \ldots, j_L \in [T]$ such that
\[ \left| \mathbb{E}_{x \in \mathbb{H} \setminus f(x)} \varphi (x) \prod_{i=1}^L \phi_{j_i}(h_i - (x/s!, x/s!, \ldots, x/s!)) \right| \geq \varepsilon/T^L. \]
By Remark 5.4.3, and composing with the affine-linear maps $H \rightarrow H^*$ given by $x \mapsto h_i - (x/s!, \ldots, x/s!)$, the function
\[ \psi': x \mapsto \prod_{i=1}^L \phi_{j_i}(h_i - (x/s!, \ldots, x/s!)) \]
is a nilsequence of degree $s$ dimension $LD$, complexity $M$ and parameter $K$. By Remark 5.4.3 again, $x \mapsto \psi'(x)^{\psi'(x)}$ is again a nilsequence of degree $s$, dimension $LD + D'$, complexity $\max(M, M')$ and parameter $\max(K, K')$. This proves the theorem. \hfill \Box

We will prove Lemma 5.5.1 in two stages.

**Lemma 5.5.2.** Suppose $|H|$ is coprime to $s!$, $f: H \rightarrow \mathbb{C}$ has $\|f\|_\infty \leq 1$, and $B: H^* \rightarrow \mathbb{C}$ satisfies
\[ \left| \mathbb{E}_{h \in H^*} S_h f(h) B(h) \right| \geq \eta. \]
Then there exists some $h_0 \in H^*$ such that, defining $g: H \rightarrow \mathbb{C}$ by $g(x) = B(h_0 + (x, x, \ldots, x))$, we have
\[ \left| \mathbb{E}_{h_1, \ldots, h_s \in H} S_{h_1} \cdots S_{h_s} g(-h_1, -h_2/2, -h_3/3, \ldots, -h_s/s) \right| \geq \eta^2. \]

Note that this would be exactly what we want were it not for the factors $-1, -1/2, -1/3, \ldots, -1/s$ in the iterated derivative of $g$. Again, by considering the 100% case $f(x) = e(P(x))$ where $P$ is a genuine polynomial $H \rightarrow \mathbb{R}/\mathbb{Z}$ of degree $s$ and $B = S_s f$, we see that simply removing these factors yields a false statement, as the phases differ by a factor of $\pm s!$.

We fix some notation for the remainder of this subsection. For $h \in H$ and a function $\lambda: H \rightarrow \mathbb{C}$ we write $\Delta_h \lambda$ for the multiplicative derivative, i.e. the function $H \rightarrow \mathbb{C}$ given by $x \mapsto \lambda(x)\lambda(x+\widetilde{h})$. In particular the definition of $S_h \lambda$ is equivalent to
\[ S_h \lambda(h_1, \ldots, h_s) = \mathbb{E}_{x \in H} \Delta_{h_1} \cdots \Delta_{h_s} \lambda(x). \quad (5.12) \]

**Proof of Lemma 5.5.2.** We may expand the original expression to
\[ \eta \leq \left| \mathbb{E}_{x \in H} \mathbb{E}_{h \in H^*} B(h) \prod_{\omega \in [s]} c^{[\omega]} f(x + \omega \cdot h) \right| \]
and then make a redundant change of variables $h = r + (t, t, \ldots, t)$ for $r \in H^s$ and $t \in H$, i.e.:

$$\mathbb{E}_{x \in H} \mathbb{E}_{h \in H^s} B(h) \prod_{\omega \in [s]} C^{\omega} f(x + \omega \cdot h) = \mathbb{E}_{r \in H^s} \mathbb{E}_{x \in H} B(r + (t, t, \ldots, t)) \prod_{\omega \in [s]} C^{\omega} f(x + |\omega| t + \omega \cdot r).$$

Hence, by the triangle inequality there exists some $r \in H^s$, which we now regard as fixed, such that

$$\left| \mathbb{E}_{x, t \in H} B(r + (t, t, \ldots, t)) \prod_{\omega \in [s]} C^{\omega} f(x + |\omega| t + \omega \cdot r) \right| \geq \eta.$$

We now group the $f$’s into $s + 1$ classes according to the value of $|\omega|$. Define functions $F_i : H \to \mathbb{C}$ for $1 \leq i \leq s$ by

$$F_i(y) = C^i \prod_{|\omega| = i} f(y + \omega \cdot r)$$

and also let $g(x) = B(r + (x, x, \ldots, x))$, so that

$$\left| \mathbb{E}_{x, t \in H} \overline{g(t)} f(x) \prod_{i=1}^{s} F_i(x + it) \right| \geq \eta.$$

Finally, we eliminate the functions $F_i$ by $s$ applications of Cauchy–Schwarz. This is a standard calculation—e.g. the proof of [TV10, Lemma 11.4] just works—but is not quotable, so we give some details.

The general Cauchy–Schwarz step is as follows.

**Claim 5.5.3.** If $k \geq 1$, for any functions $\alpha, \beta : H \to \mathbb{C}$ and $F_1, \ldots, F_k : H \to \mathbb{C}$ with $\|F_i\|_{\infty} \leq 1$ for each $i \in [k]$, we have

$$\left| \mathbb{E}_{x, t \in H} \prod_{i=1}^{k} F_i(x + it) \right| \leq \left( \mathbb{E}_{u_1, \ldots, u_k \in H} H \Delta_{u_1} \ldots \Delta_{u_k} \alpha(x) \prod_{i=1}^{k} \Delta_{u_i} \Delta_{u_i/2} \ldots \Delta_{u_i/k} \beta(t) \right)^{1/2k}.$$

**Proof of claim.** By a change of variables $y = x + kt$ and applying Cauchy–Schwarz to $F_k(y)$, we have

$$\text{LHS} \leq \left( \mathbb{E}_{y, x' \in H} \beta((y - x)/k)\beta((y - x')/k) \alpha(x) \alpha(x') \prod_{i=1}^{k-1} F_i(x + i(y - x)/k) F_i(x' + i(y - x')/k) \right)^{1/2}.$$

(noting the quantity under the square root is non-negative). Under a further change of variables $t = (y - x)/k$ and $u = x' - t$, the right hand side is exactly

$$\left( \mathbb{E}_{u \in H} \mathbb{E}_{x, t \in H} \Delta_u \alpha(x) \Delta_{u/k} \beta(t) \prod_{i=1}^{k-1} \Delta_{(1-i/k)u} F_i(x + it) \right)^{1/2}.$$

We apply the claim inductively to the inner expectation for every $u \in H$, to bound this by

$$\left( \mathbb{E}_{u \in H} \mathbb{E}_{u_1, \ldots, u_k \in H} H \Delta_{u_1} \ldots \Delta_{u_k} \alpha(x) \prod_{i=1}^{k-1} \Delta_{u_i/2} \ldots \Delta_{u_i/k} \beta(t) \right)^{1/2k-1}.$$

and applying Hölder’s inequality this gives the claim. \qed
Noting (5.12), this completes the proof of Lemma 5.5.2. \[\square\]

The second stage is to eliminate these unwanted multipliers. We will prove the following.

**Lemma 5.5.4.** Suppose \( f, g : H \to \mathbb{C} \) are two functions, and \( \|f\|_\infty \leq 1 \). Suppose further that \( a_1, \ldots, a_s \) and \( k \geq 1 \) are integers coprime to \(|H|\), and \( 1 \leq j \leq s \). Then there exists a function \( g' : H \to \mathbb{C} \) such that

\[
g'(x) = \prod_{i=1}^k g(x + h_i)
\]

for some constants \( h_i \in H \), and

\[
\left| \mathbb{E}_{h_1, \ldots, h_s \in H} S_x f(h_1, \ldots, h_s) \overline{S_x g(h_1/a_1, h_2/a_2, \ldots, h_s/a_s)} \right| \leq \left| \mathbb{E}_{h_1, \ldots, h_s \in H} S_x f(h_1, \ldots, h_s) \overline{S_x g'(h_1/a_1, h_2/a_2, \ldots, h_j/(ka_j), \ldots, h_s/a_s)} \right|^{1/k}
\]

This, together with Lemma 5.5.2, allows us to prove Lemma 5.5.1.

**Proof of Lemma 5.5.1 assuming Lemma 5.5.4.** Given \( f \) and \( B \) as in the statement, since

\[
\left| \mathbb{E}_{h \in H^*} S_x f(h) \overline{B(h)} \right| \geq \eta
\]

by Lemma 5.5.2 we have

\[
\left| \mathbb{E}_{u_1, \ldots, u_s \in H} S_x f(u_1, \ldots, u_s) \overline{S_x g_1(-u_1, -u_2/2, -u_3/3, \ldots, -u_s/s)} \right| \geq \eta^{2^s}
\]

where \( g_1(x) = B(h_0 + (x, x, \ldots, x)) \) for some \( h_0 \in H^* \). Applying Lemma 5.5.4 for each \( j \) between 1 and \( s \), with \( k = s!/j \), we deduce

\[
\left| \mathbb{E}_{u_1, \ldots, u_s \in H} S_x f(u_1, \ldots, u_s) \overline{S_x g_2(-u_1/s!, -u_2/s!, -u_3/s!, \ldots, -u_s/s!)} \right| \geq \eta^{2^s s^{s-1}}
\]

where \( g_2(x) = \prod_{i=1}^{s^{s-1}} g_1(x + v_i) \) for some constants \( v_i \in H \). Setting \( g_3(x) = g_2(-x/s!) \), we obtain

\[
\left| \mathbb{E}_{h \in H^*} S_x f(h) \overline{S_x g_3(h)} \right| \geq \eta^{2^s s^{s-1}}
\]

and note that the left hand side is exactly

\[
\mathbb{E}_{t \in H} \left\| x \mapsto f(x)g_3(x + t) \right\|^2_{U^s}.
\]

Hence, we may select some \( t \in H \) such that \( g(x) = g_3(x + t) \) has the form required by the statement and also \( \| \overline{f} \|_{U^s} \geq \eta^{s^{s-1}} \), as required. \[\square\]

To prove Lemma 5.5.4, we isolate the following fact, which is essentially the special case \( s = 1 \) of Lemma 5.5.4 itself.
Lemma 5.5.5. Suppose $f, g : H \to \mathbb{C}$ are two functions, $\|f\|_{\infty} \leq 1$, and $a$ and $k \geq 1$ are integers coprime to $|H|$. Then

$$\mathbb{E}_{h \in H} \left( \mathbb{E}_{x \in H} \Delta_h f(x) \right) \left( \mathbb{E}_{y \in H} \Delta_{h/a} g(y) \right) \leq \left( \mathbb{E}_{r \in H^k} \mathbb{E}_{h \in H} \left( \mathbb{E}_{x} \Delta_h f(x) \right) \left( \mathbb{E}_{y} \Delta_{h/ka} g_r(y) \right) \right)^{1/k}$$

with both sides of the inequality being non-negative real quantities, and where $g_r : H \to \mathbb{C}$ for $r \in H^k$ is defined by

$$g_r(x) = \prod_{i=1}^{k} g(x + r_i).$$

Proof. First note that

$$\mathbb{E}_{h \in H} \left( \mathbb{E}_{x \in H} \Delta_h f(x) \right) \left( \mathbb{E}_{y \in H} \Delta_{h/a} g(y) \right) = \sum_{\chi \in \hat{H}} |\hat{f}(\chi)|^2 |\hat{g}(a\chi)|^2$$

which is in particular non-negative. By convexity,

$$\sum_{\chi \in \hat{H}} |\hat{f}(\chi)|^2 |\hat{g}(a\chi)|^2 \leq \left( \sum_{\chi \in \hat{H}} |\hat{f}(\chi)|^2 |\hat{g}(a\chi)|^{2k} \right)^{1/k}$$

and as $\sum_{\chi \in \hat{H}} |\hat{f}(\chi)|^2 = \|f\|_2 \leq 1$ we have that (5.13) is bounded by

$$\left( \sum_{\chi \in \hat{H}} |\hat{f}(\chi)|^2 |\hat{g}(a\chi)|^{2k} \right)^{1/k}.$$ 

We also have the trivial inequality

$$\sum_{\chi \in \hat{H}} |\hat{f}(\chi)|^2 |\hat{g}(a\chi)|^{2k} \leq \sum_{\chi \in \hat{H}} |\hat{f}(\chi)|^2 \sum_{\xi_1 + \cdots + \xi_k = a\chi} \prod_{i=1}^{k} |\hat{g}(\xi_i)|^2$$

since every term is non-negative and the terms on the left hand side form the subset of the terms on the right hand side for which $\xi_1 = \cdots = \xi_k$. Taking a Fourier transform again, the right hand side is exactly

$$\mathbb{E}_{h \in H} \left( \mathbb{E}_{x \in H} \Delta_h f(x) \right) \left( \mathbb{E}_{y \in H} \Delta_{h/ka} g_r(y) \right)^k$$

which, introducing one redundant average, is equal to the expression

$$\mathbb{E}_{r \in H^k} \mathbb{E}_{h \in H} \left( \mathbb{E}_{x} \Delta_h f(x) \right) \left( \mathbb{E}_{y} \Delta_{h/ka} g_r(y) \right)$$

as required. □

We now finish the proof of Lemma 5.5.4.
Proof of Lemma 5.5.4. Since the derivatives $\Delta h_i$ commute, we may assume for simplicity that $j = s$. For each choice of $h_1, \ldots, h_{s-1}$, we may apply Lemma 5.5.5 to the functions
\[ F_{h_1, \ldots, h_{s-1}}(x) = \Delta h_1 \ldots \Delta h_{s-1} f(x) \]
and
\[ G_{h_1, \ldots, h_{s-1}}(x) = \Delta h_1/a_1 \ldots \Delta h_{s-1}/a_{s-1} g(x) \]
to obtain
\[
\mathbb{E}_{h_1, \ldots, h_s \in H} \mathbb{E}_{S_s \in H} [f(h_1, \ldots, h_s) g(h_1/a_1, h_2/a_2, \ldots, h_s/a_s)]
\]
\[
= \mathbb{E}_{h_1, \ldots, h_s \in H} \mathbb{E}_{h \in H} \left( \mathbb{E}_{x \in H} \Delta h F_{h_1, \ldots, h_{s-1}}(x) \right) \left( \mathbb{E}_{y \in H} \Delta h/a_y G_{h_1, \ldots, h_{s-1}}(y) \right)
\]
\[
\leq \left( \mathbb{E}_{h_1, \ldots, h_s \in H} \mathbb{E}_{r \in H^k} \mathbb{E}_{h \in H} \left( \mathbb{E}_{x \in H} \Delta h F_{h_1, \ldots, h_{s-1}}(x) \right) \left( \mathbb{E}_{y \in H} \Delta h/a_y G^{(r)}_{h_1, \ldots, h_{s-1}}(y) \right) \right)^{1/k}
\]
(5.14)
where again the left hand side and each term $(\ldots)^{1/k}$ are real and non-negative, and where
\[ G^{(r)}_{h_1, \ldots, h_{s-1}}(x) = \prod_{i=1}^k G_{h_1, \ldots, h_{s-1}}(x + r_i) \]
\[ = \Delta h_1/a_1 \ldots \Delta h_{s-1}/a_{s-1} g_r(x) \]
for $g_r(x) = \prod_{i=1}^k g(x + r_i)$, since $\Delta$ commutes with products and shifts. By convexity, (5.14) is bounded by
\[
\left( \mathbb{E}_{h_1, \ldots, h_s \in H} \mathbb{E}_{r \in H^k} \mathbb{E}_{h \in H} \left( \mathbb{E}_{x \in H} \Delta h F_{h_1, \ldots, h_{s-1}}(x) \right) \left( \mathbb{E}_{y \in H} \Delta h/a_y G^{(r)}_{h_1, \ldots, h_{s-1}}(y) \right) \right)^{1/k}
\]
\[
= \left( \mathbb{E}_{r \in H^k} \mathbb{E}_{h_1, \ldots, h_s \in H} S_s f(h_1, \ldots, h_s) S_s g_r(h_1/a_1, \ldots, h_s/a_s) \right)^{1/k}.
\]
Specializing the average to some particular $r \in H^k$, the stated result follows. \hfill \square

Appendix A. Expansion and robust connected components

We recall from Section 2.3 the definition of the normalized Cheeger constant of a graph. The following lemma roughly states that the induced subgraph of $G$ on a randomly chosen set of at least $Ch(G)^{-C}$ vertices is almost surely connected.

Lemma A.1. Let $G = (V, E)$ be a graph with Cheeger constant $h = h(G) \leq 1$. Let $x_1, \ldots, x_k \in V$ be vertices chosen independently and uniformly at random, and consider the graph $G' = (V', E')$ where $V' = [k]$ and $E' = \{(i, j) : 1 \leq i < j \leq k, x_i x_j \in E\}$.\footnote{If the $x_i$ are distinct, which almost surely they are when $|V|$ is large compared to the other parameters, this is just the induced subgraph $G'[\{x_1, \ldots, x_k\}]$.} Then
\[
\mathbb{P}[\text{$G'$ is connected}] \geq 1 - (k + 1) \exp \left( - (k - 1)h^4/64 \log (2/h^2) \right)
\]
Although this lemma should be standard in some form, the author has not been able to find it in
quotable form. The general framework of this proof was suggested to the author by Jacob Fox.

Proof. We run a two-stage argument. In the first stage, we expose the first \( \ell \) elements \( x_1, \ldots, x_\ell \) and
find (almost surely) a subsequence \( x_{i_1}, \ldots, x_{i_m} \) where \( 1 \leq i_1 < \cdots < i_m \leq \ell \), which induces a connected
subgraph, and such that \( \bigcup_{j=1}^{m} \Gamma \cap(x_{i_j}) \geq (1 - \delta)|V| \) for some small \( \delta \); i.e., almost every \( v \in V \) is a
neighbour of some element in this subsequence. In the second stage, we expose \( x_{\ell+1}, \ldots, x_k \), and claim
that almost surely the following hold: each vertex from \( x_{\ell+1}, \ldots, x_k \) has at least one neighbour in
\( x_{i_1}, \ldots, x_{i_m} \), and every vertex in \( x_1, \ldots, x_{\ell} \) has at least one neighbor in \( x_{\ell+1}, \ldots, x_k \). These conditions
certainly imply that \( \mathcal{G}' \) is connected.

Formally, set \( S_1 = \Gamma(x_1) \), and for each \( 2 \leq i \leq \ell \), set
\[
S_i = \begin{cases} 
S_{i-1} \cup \Gamma(x_i) & : x_i \in S_{i-1} \\
S_{i-1} & : x_i \notin S_{i-1}
\end{cases}
\]
and let \( 1 = i_1 < i_2 < \cdots < i_m \leq \ell \) denote those indices for which \( x_i \in S_{i-1} \) and the former case
holds, together with \( i = 1 \). Then it is clear by construction that \( S_r \subseteq \bigcup_{i \leq r} \Gamma \cap(x_{i_j}) \) and that for each
\( 1 < r \leq m \) the vertex \( x_{i_r} \) has at least one neighbor in \( x_{i_1}, \ldots, x_{i_{r-1}} \). Hence the induced subgraph of \( \mathcal{G}' \)
on \( i_1, \ldots, i_m \) is connected. Our next goal is to show that \( S_\ell \) is almost all of \( V \) with high probability.

To do this, we roughly show a lower bound on the typical increase in size of \( S_i \) over \( S_{i-1} \), and use
submartingale inequalities to bound the probability that \( S_\ell \) is not basically everything. Note that
\[
\mathbb{E}_{y \in S_{i-1}} \left| \Gamma(y) \backslash S_{i-1} \right| = \frac{|E(S_{i-1}, V \backslash S_{i-1})|}{|S_{i-1}|}
\]
and so
\[
\mathbb{E}_{y \in V} \left[ \left| \Gamma(y) \backslash S_{i-1} \right| \right] = \frac{|E(S_{i-1}, V \backslash S_{i-1})|}{|V|} \geq h \min(|S_{i-1}|, |V| - |S_{i-1}|).
\]
Given that \( |S_1| \geq h|V| \), we may bound the right hand side below by \( h^2(|V| - |S_{i-1}|) \), and so we get a
conditional expectation bound
\[
\mathbb{E}[|S_i \backslash S_{i-1}| \mid S_1, \ldots, S_{i-1}] \geq h^2(|V| - |S_{i-1}|)
\]
for each \( 2 \leq i \leq \ell \). Setting \( S_0 = \emptyset \) the same bound holds for \( i = 1 \) (as \( |S_1| \geq h|V| \) always).

If we define \( T_i = 1 - |S_i|/|V| \) for \( 0 \leq i \leq \ell \), i.e. the proportion of vertices still missing from \( S_i \) (with
\( T_0 = 1 \)), then \( T_i \leq T_{i-1} \) for all \( 1 \leq i \leq \ell \) and the bound above translates as
\[
\mathbb{E}[T_i \mid T_1, \ldots, T_{i-1}] \leq (1 - h^2)T_{i-1}.
\]
Changing variables again and letting \( R_i = T_i/T_{i-1} \) for \( 1 \leq i \leq \ell \), we have \( 0 \leq R_i \leq 1 \) and
\[
\mathbb{E}[R_i \mid R_1, R_2, \ldots, R_{i-1}] \leq 1 - h^2.
\]
For technical reasons we will also define a variant where the ratio $R_i$ is capped below, i.e. setting $R'_i = \max(h^2/2, R_i)$. It follows that $R_i \leq R'_i \leq R_i + h^2/2$ and so

$$E[R'_i \mid R_1, R_2, \ldots, R_{i-1}] \leq 1 - h^2/2.$$ 

Furthermore we have $h^2/2 \leq R'_i \leq 1$. For our final change of variables to obtain a submartingale, let $L_0 = 0$ and $L_i = i \log(1 - h^2/2) - \sum_{j=1}^{i} \log R'_j$; so, $\log(1 - h^2/2) \leq L_i - L_{i-1} \leq -\log(h^2/2)$, and

$$E[L_i \mid L_1, \ldots, L_{i-1}] = L_{i-1} - E[\log R'_i \mid L_1, \ldots, L_{i-1}] + \log(1 - h^2/2) \geq L_{i-1}$$

(by convexity of log) and hence $L_0, L_1, \ldots, L_\ell$ do indeed form a submartingale. Note $|\log(1 - h^2/2)| \leq \log 2 \leq |\log(h^2/2)|$. By the Azuma–Hoeffding inequality, we deduce that

$$P[L_\ell \leq -t] \leq \exp\left(-t^2/2\ell \log(2/h^2)\right).$$

We now recover information about previous variables. The value of $T_i$ is given by

$$T_i = \prod_{j=1}^{i} R_j \leq \prod_{j=1}^{i} R'_j = \exp( - L_i + i \log(1 - h^2/2))$$

and so we deduce that

$$P[T_\ell \geq (1 - h^2/2)^{\ell/4}] \leq \exp\left(-t^2/2\ell \log(2/h^2)\right).$$

Setting $t = -(\ell/2) \log(1 - h^2/2)$, it follows that

$$P[T_\ell \geq (1 - h^2/2)^{\ell/4}] \leq \exp\left(-\ell \log(1 - h^2/2)^2 \over 8 \log(2/h^2)\right) \leq \exp\left(-\ell h^4/32 \log(2/h^2)\right).$$

We write $\delta = (1 - h^2/2)^{\ell/4}$ and $p = \exp\left(-\ell h^4/32 \log(2/h^2)\right)$; so, we have shown that $|S_\ell| \geq (1 - \delta)|V|$ with probability at least $1 - p$. We can further bound $\delta \leq \exp\left(-\ell h^2/4\right)$.

We now treat $x_1, \ldots, x_\ell$ as fixed subject to the event $|S_\ell| \geq (1 - \delta)|V|$, and enter the second stage where we expose $x_{\ell+1}, \ldots, x_k$.

With probability at least $1 - (k - \ell)\delta$, each $x_i$ for $\ell + 1 \leq i \leq k$ lies in $S_\ell$, i.e., has a neighbor among $x_{i_1}, \ldots, x_{i_m}$. Also, since each vertex $v \in \{x_1, \ldots, x_\ell\}$ has degree at least $h|V|$, the probability (in $x_{\ell+1}, \ldots, x_k$) that $v$ has at least one neighbor among $x_{\ell+1}, \ldots, x_k$ is at least $1 - (1 - h)^{k-\ell}$.

Hence, the probability that the graph is not connected is bounded by

$$p + (k - \ell)\delta + \ell(1 - h)^{k-\ell}.$$ 

Setting $\ell = [k/2]$, note that each of $p$, $\delta$ and $(1 - h)^{k-\ell} \leq \exp(-h(k - 1)/2)$ is certainly bounded by

$$\exp\left(- (k - 1)h^4/64 \log(2/h^2)\right),$$

and so the total failure probability is at most

$$(k + 1) \exp\left(- (k - 1)h^4/64 \log(2/h^2)\right)$$

as required. \qed
Appendix B. Discrete Cauchy–Schwarz and Cauchy–Schwarz complexity

We supply the missing proof of the discrete Cauchy–Schwarz complexity result (Lemma 3.5.3) used above.

The proof is analogous to the proof that systems of Cauchy–Schwarz complexity \( \leq t \) are controlled by the \( U^{t+1} \)-norm (implicit in [GT10c], or [GW10a, Theorem 2.3]), only replacing every application of the Cauchy–Schwarz inequality with an appeal to the following lemma.

Lemma B.1 (Discrete Cauchy–Schwarz surrogate). Suppose \( X, Y \) are finite sets, \( Z \) is any set, and \( \pi : X \to Y \) and \( f : X \to Z \), \( g : Y \to Z \) are functions. If

\[
|\{ x \in X : f(x) = g(\pi(x)) \}| \geq \delta |X|
\]

then

\[
|\{(x, x') \in X^2 : \pi(x) = \pi(x'), f(x) = f(x')\}| \geq \delta^2 |X|^2 / |Y| .
\]

If furthermore every non-empty fiber \( \pi^{-1}(y) \) for \( y \in Y \) has the same size, we can rewrite this as

\[
|\{(x, x') \in X^2 : \pi(x) = \pi(x'), f(x) = f(x')\}| \geq \delta^2 |\{(x, x') \in X^2 : \pi(x) = \pi(x')\}| .
\]

Proof. We have

\[
\delta |X| \leq |\{ x \in X : f(x) = g(\pi(x)) \}| = \sum_{y \in Y} |\{ x \in \pi^{-1}(y) : f(x) = g(y) \}|
\]

\[
\leq \sum_{y \in Y} |\{(x, x') \in (\pi^{-1}(y))^2 : f(x) = f(x')\}|^{1/2}
\]

since the latter set contains all pairs \((x, x')\) with \( f(x) = f(x') = g(y) \). By Cauchy–Schwarz, we have

\[
\text{LHS} \leq |Y|^{1/2} \left( \sum_{y \in Y} |\{(x, x') \in (\pi^{-1}(y))^2 : f(x) = f(x')\}| \right)^{1/2}
\]

and rearranging gives the first stated result. For the second, note that under the assumption on the fibers,

\[
|\{(x, x') \in X^2 : \pi(x) = \pi(x')\}| = \sum_{y \in Y} |\pi^{-1}(y)|^2 = \frac{1}{|Y|} \left( \sum_{y \in Y} |\pi^{-1}(y)| \right)^2 = |X|^2 / |Y|
\]

by the converse to Cauchy–Schwarz. \( \square \)

From now on we write \( X \times_{\pi} X \) to denote the set \( \{(x, x') \in X^2 : \pi(x) = \pi(x')\} \). The next lemma captures what happens when we apply this bound a number of times, in the setting of abelian groups.

Lemma B.2. Suppose \( k \geq 0 \), \( X \) is a finite abelian group, \( K_1, \ldots, K_k \subseteq X \) are subgroups, \( Z \) is any abelian group, and \( f : X \to Z \) and \( g_i : X/K_i \to Z \) for \( i \in [k] \) are any functions. Let \( \bar{X} \) denote the
subset of $X^{[k]}$ given by
\[
\tilde{X} = \{ \omega \mapsto x + \omega_1 h_1 + \cdots + \omega_k h_k : x \in X, h_i \in K_i \}.
\]
If
\[
\left| \left\{ x \in X : f(x) = \sum_{i=1}^{k} g_i(x + K_i) \right\} \right| \geq \delta |X|
\]
then
\[
\left| \left\{ c \in \tilde{X} : \partial^k f(c) = 0 \right\} \right| \geq \delta^{2^k} |\tilde{X}|.
\]

Proof. We apply induction on $k$; the case $k = 0$ is trivial so we fix $k \geq 1$. Write $\pi_i : X \to X/K_i$ for the quotient map, and set $F(x) = f(x) - \sum_{i=1}^{k-1} g_i(x + K_i)$. Then
\[
\left| \left\{ x \in X : F(x) = g_k(x + K_k) \right\} \right| \geq \delta |X|
\]
and so by Lemma B.1 we have
\[
\left| \left\{ (x, x') \in X \times_{\pi_k} X : F(x) - F(x') = 0 \right\} \right| \geq \delta^{2} |X \times_{\pi_k} X|,
\]
noting that the condition on fibers is automatic for group homomorphisms. If we define $X' = X \times_{\pi_k} X$, or equivalently
\[
X' = \left\{ (x, x + h_k) : x \in X, h_k \in K_k \right\},
\]
as well as subgroups $K'_i = X' \cap (K_i \times K_i)$, and functions $f'(x, x') = f(x) - f(x')$ for $(x, x') \in X'$ and
\[
g'_i((x, x') + K'_i) = g_i(x + K_i) - g_i(x' + K_i),
\]
then we have that
\[
\left| \left\{ y \in X' : f'(y) = \sum_{i=1}^{k-1} g'_i(y + K'_i) \right\} \right| \geq \delta^{2} |X'|
\]
and so by inductive hypothesis,
\[
\left| \left\{ c \in \tilde{X}' : \partial^{k-1} f'(c) = 0 \right\} \right| \geq \delta^{2^k} |\tilde{X}'|.
\]
However, it is straightforward to verify that $\tilde{X}' = \tilde{X}$ and $\partial^{k-1} f' = \partial^k f$, so the result follows. \(\square\)

Proof of Lemma 3.5.3. We use the notation of Definition 3.5.1 and the statement. In particular, recall we are given functions $f_1, \ldots, f_k \to \mathbb{R}$, linear forms $\phi_1, \ldots, \phi_k : \mathbb{Z}^d \to \mathbb{Z}$, sets $\Sigma_1, \ldots, \Sigma_{t+1}$ that cover $[k] \setminus \{j\}$, and elements $\sigma_1, \ldots, \sigma_{t+1} \in \mathbb{Z}^d$ witnessing the Cauchy–Schwarz complexity of $\phi_1, \ldots, \phi_k$ at index $j \in [k]$. Note that without loss of generality we may assume $\Sigma_i$ are disjoint.

Set $X = H^d$, and for $r \in [t + 1]$ consider the subgroup $K_r = \{ h \sigma_r : h \in H \} \subseteq H^d$ and function
\[
g_r : H^d/K_r \to \mathbb{R}
\]
\[
x + K_r \mapsto \sum_{i \in \Sigma_r} -f_i(\phi_i(x))
\]
which is well-defined as $\phi_i(\sigma_r) = 0$ for $i \in \Sigma_r$ by assumption. Finally write $f(x) = f_j(\phi_j(x))$. It follows that
\[
\left\{ x \in H^d : f(x) = \sum_{r=1}^{t+1} q_r(x + K_r) \right\} \geq \delta |X|
\]
and so applying Lemma B.2 we deduce that for
\[
\bar{X} = \{ \omega \mapsto x + \omega_1 h_1 \sigma_1 + \cdots + \omega_{t+1} h_{t+1} \sigma_{t+1} : x \in H^d, h_i \in H \} \subseteq C^{t+1}(X)
\]
we have
\[
|\{ c \in \bar{X} : \partial^{t+1} f_j(\phi_j(c)) = 0 \}| \geq \delta^{2t+1} |\bar{X}|.
\]
However, we note that
\[
\{ \phi_j(c) : c \in \bar{X} \} = \{ \omega \mapsto \phi_j(x) + \omega_1 q_1 h_1 + \cdots + \omega_{t+1} q_{t+1} h_{t+1} : x \in H^d, h_1, \ldots, h_{t+1} \in H \}
\]
and since $(q_r, |H|) = 1$ for each $r$, this is precisely $C^{t+1}(H)$. It follows that
\[
|\{ c \in C^{t+1}(H) : \partial^{t+1} f_j(c) = 0 \}| \geq \delta^{2t+1} |C^{t+1}(H)|.
\]
as required. □

APPENDIX C. ALGEBRAIC DEFINITIONS AND FACTS CONCERNING NILMANIFOLDS AND RELATED OBJECTS

The theory of nilmanifolds is now an established part of additive combinatorics and ergodic theory, and accounts of the essential theory exist in the literature [Tao12, §1.6] [GMV20a, Appendix A] [GTZ12, Appendix B] [GT10c, Appendix E]. Given this, the purpose of this appendix is twofold:—

- to fix the definitions and conventions to be used in this work, not all of which are standard;
- and
- to provide statements and in some cases proofs from the algebraic theory where these are not available in the standard literature or not straightforward to extract from it.

Little of this content is actually novel, although it may be idiosyncratic. On the other hand, this is expressly not intended as a pedagogical introduction to the theory, with motivating examples etc., as such already exist and as this is not the role of the current work.

C.1. Filtered groups and Host–Kra cubes. The following are by now fairly standard concepts.

**Definition C.1** (Filtered group). If $G$ is a group, a *degree $s$ filtration* on $G$ is a decreasing sequence $G = G_0 \supseteq G_1 \supseteq \ldots$ of subgroups of $G$ with $G_k = \{ \text{id}_G \}$ for $k > s$, with the property that if $g \in G_i$ and $h \in G_j$ then the commutator $[g, h] = g^{-1} h^{-1} gh$ lies in $G_{i+j}$. The filtration is called *proper* if $G_0 = G_1$.

If $G$ has a topology, we insist $G_i$ are closed.

We sometimes write $G_\bullet$ to emphasize that a particular filtration on $G$ has been specified. Note that a proper filtered group is necessarily nilpotent.
Definition C.2. If $H$ is an abelian group, the standard filtration on $H$ is to take $H = H_0 = H_1$ and $H_i = \{0\}$ for $i \geq 2$. On the other hand, we write $H_{(s)}$ to denote the standard degree $s$ filtration $H = H_0 = \cdots = H_s$ and $H_i = \{0\}$ for $i \geq s + 1$.

Definition C.3 (Host–Kra cubes). Given a filtered group $G_\bullet$ and an integer $k \geq 0$, the Host–Kra cube group $\text{HK}^k(G_\bullet)$ is the subgroup of $G^{[k]}$ (with pointwise group operations) generated by elements of the form

$$[g]_F: [k] \to G$$

$$\omega \rightarrow \begin{cases} 
  g & : g \in F \\
  \text{id}_G & : g \notin F
\end{cases}$$

where $g \in G_i$ and $F$ is a face of $[k]$ of codimension at most $i$.

Remark C.4. If $H$ is an abelian group considered with the standard filtration, $\text{HK}^k(H) = C^k(H)$, where $C^k(H)$ is defined as in (1.1).

C.2. Nilmanifolds and complexity. We now discuss nilmanifolds. For current purposes, we always consider these objects to come with a certain amount of extra data, and to have some quantitative control on their complexity. The data we refer to is referred to elsewhere in the literature as a set of Mal’cev coordinates of the second kind. To avoid generalities, we give a fairly unsophisticated definition, which is equivalent (but not totally obviously so) to other conventions, notably [GT12, Definition 2.1].

Our main definition describes a class of filtered nilpotent groups which admit a low-complexity description.

Definition C.5 (Explicitly presented filtered group). Let $s \geq 1$ and $d_1, \ldots, d_s \geq 0$ be integers, and write $d = (d_1, \ldots, d_s)$. We say $G_\bullet$ is an explicitly presented filtered group of degree $s$, dimension $d$ and complexity $M$ if it is a proper filtered Lie group of degree $s$; and the following hold.

(i) We are given homomorphisms $\gamma_{i,j}: \mathbb{R} \to G$ (i.e., one-parameter subgroups) for each $i \in [s]$ and $j \in [d_i]$. We denote these by $\gamma_{i,j}^a$ for $a \in \mathbb{R}$ (instead of $\gamma_{i,j}(a)$), and abbreviate $\gamma_{i,j}^1 = \gamma_{i,j}$.

(ii) Every $g \in G$ has a unique representation $g = \prod_{i=1}^s \prod_{j=1}^{d_i} \gamma_{i,j}^{a_{i,j}}$ for $a_{i,j} \in \mathbb{R}$, where the product has $i$ and $j$ in increasing order from left to right. We write $\sigma: G \to \bigoplus_{i=1}^s \mathbb{R}^{d_i}$ for the associated bijection sending $g$ to the tuple of real numbers $a_{i,j}$. We require further that $\sigma$ is a homeomorphism.

(iii) For each $r \in [s]$, the subgroup $G_r \subseteq G$ in the filtration consists precisely of those $g \in G$ such that $\sigma(g)_{i,j} = 0$ for all $i < r$ and $j \in [d_s]$.

(iv) For each $i,j$ and $i',j'$, the coordinates $\sigma([\gamma_{i,j}, \gamma_{i',j'}])$ of the commutator $[\gamma_{i,j}, \gamma_{i',j'}] \in G_{i+j'}$ are all integers bounded by $M$.

The integral subgroup of such a $G_\bullet$ is the set

$$\Gamma = \{ \gamma \in G: \sigma(\gamma)_{i,j} \in \mathbb{Z} \text{ for all } i,j \}$$
and we write $\Gamma_i = G_i \cap \Gamma$, yielding a filtered group $\Gamma_i$.

We note the following.

**Proposition C.6** (\(\Gamma_i\) and the fundamental domain). In the setting of Definition C.5, $\Gamma$ is indeed a subgroup of $G$. Moreover, for each $i$, every element $g \in G_i$ has a unique representation $g = h\gamma$ where $\gamma \in \Gamma_i$, $h \in G_i$ and $\sigma(h)_{i',j'} \in [0,1)$ for each $i', j'$. Hence $\Gamma_i$ is co-compact in $G_i$.

Moreover, the same holds replacing the fundamental domain $\prod_{i',j'}[0,1)$ with a shifted version $\prod_{i',j'}\left[a_{i',j'}, a_{i',j'} + 1\right)$, for any real numbers $a_{i',j'}$.

**Proof.** By (ii) it is clear $\Gamma$ is contained in the subgroup generated by the elements $\gamma_{i,j}$. Conversely, given a word in $\gamma_{i,j}$ can be reordered so that $(i,j)$ occur in increasing order from left to right, by repeated use of identity $\gamma_{i',j'}\gamma_{i,j} = \gamma_{i,j}\gamma_{i',j'}[\gamma_{i,j}, \gamma_{i',j'}]^{-1}$, and using the filtration property and an inductive argument to deal with the lower-order correction $[\gamma_{i,j}, \gamma_{i',j'}]$.

The second statement is proven similarly: given $g \in G_i$ we can set $h = \prod_{j=1}^{d_i} \gamma_{i,j}^{\lfloor \sigma(h)_{i,j} \rfloor}$ where $\lfloor \cdot \rfloor, \{\cdot\}$ denote the fractional and integer parts of a real number, and note that $g = hg'\gamma'$ for some $g' \in G_{i+1}$. The claimed fact then follows by induction on $i$.

The extension to a customized fundamental domain is routine. \(\Box\)

With this done, we consider nilmanifolds.

**Definition C.7** (Nilmanifold of bounded complexity). For $s \geq 1$ and $d = (d_1, \ldots, d_s)$ as above, a nilmanifold of degree $s$, dimension $d$ and complexity $M$ is precisely a space of the form $G/\Gamma$, where $G_\bullet$ is an explicitly presented filtered group of degree $s$, dimension $d$ and complexity $M$, and $\Gamma$ is its integral subgroup.

(If we wish to be less precise, we may say the dimension of $G/\Gamma$ is $D = \sum_{i=1}^{s} d_i$.)

Again, it is true but not obvious that every filtered nilmanifold arising as in e.g. [GT10c, §8] has finite complexity in this sense, but we do not have to be concerned with results of this nature as our constructions always supply the full data.

We also recall a notion of Host–Kra cubes on a nilmanifold.

**Definition C.8** (Host–Kra cubes on nilmanifolds). Let $G_\bullet$ be an explicitly presented filtered group and $G/\Gamma$ the associated nilmanifold. For $k \geq 0$ we define $\text{HK}_k^{\bullet}(G/\Gamma) \subseteq (G/\Gamma)^{[k]}$ to consist of those configurations $\omega \mapsto x(\omega) \in G/\Gamma$ with the property that for some $y \in \text{HK}_k^{\bullet}(G_\bullet)$ (defined as in Definition C.3) we have $x(\omega) = y(\omega)\Gamma$ for each $\omega \in [k]$.

In other words, $\text{HK}_k^{\bullet}(G/\Gamma)$ is the image of $\text{HK}_k^{\bullet}(G_\bullet)$ under the projection $G \rightarrow G/\Gamma$ applied at each coordinate.

We also briefly mention some properties of these Host–Kra cubes.
Proposition C.9. If \( G_* \) is an explicitly presented filtered group, then for \( k \geq 0 \) we have that \( HK^k(\Gamma_*) \subseteq HK^k(G_*) \) is a discrete and co-compact subgroup; that is, \( HK^k(\Gamma_*) \) is discrete and the homogeneous space \( HK^k(G_*)/HK^k(\Gamma_*) \) is compact. Moreover there is a natural continuous injective map

\[
HK^k(G_*)/HK^k(\Gamma_*) \to (G/\Gamma)^{[k]}
\]

whose image is \( HK^k(G/\Gamma) \); hence, \( HK^k(G/\Gamma) \) is compact and the map induces a homeomorphism \( HK^k(G_*)/HK^k(\Gamma_*) \cong HK^k(G/\Gamma) \).

Proof. Given Proposition C.6, co-compactness of \( HK^k(\Gamma_*) \) in \( HK^k(G_*) \) is discussed in [GT10c, Lemma E.10]. We note that \( HK^k(\Gamma_*) = HK^k(G_*) \cap \Gamma^{[k]} \); this is not totally obvious but follows immediately from a “face decomposition”; see [GTZ12, (E.1)] or [GMV20a, Proposition A.5]. It follows that the map given is well-defined and injective, and it is continuous by definition. The remaining statements are standard consequences in topology. \( \square \)

C.3. Polynomial maps. Central to the theory of nilmanifolds and related objects are polynomial maps, which are effectively the morphisms in this category. Possibly unconventionally, we define them as follows.

Definition C.10 (Polynomial map). If \( X \) and \( Y \) are each either a filtered group or finite complexity nilmanifold, and \( p: X \to Y \) is some continuous function, we say \( p \) is a polynomial map if the induced map \( p: X^{[k]} \to Y^{[k]} \) has \( p(HK^k(X)) \subseteq HK^k(Y) \), for each \( k \geq 0 \), where \( HK^k(X), HK^k(Y) \) are defined as in Definition C.3 or Definition C.8.

If \( A \) is an abelian group, we say \( p: X \to A \) is a polynomial map of degree \( s \) to mean the same as a polynomial map \( X \to A_{(s)} \).

We write \( \text{poly}(X,Y) \) for the collection of all polynomial maps \( X \to Y \).

In other words, polynomial maps are maps which send Host–Kra cubes to Host–Kra cubes. In the case of polynomial maps between groups, there is an equivalent alternative definition.

Proposition C.11. Let \( H_* \) and \( G_* \) be filtered groups and \( p: H \to G \) a continuous function. For \( h \in H \) we write \( \partial_h p: H \to G \) for the map \( x \mapsto p(x)p(hx)^{-1} \). Then \( p \) is a polynomial map if and only if the following holds: for each \( m \geq 0 \), \( i_1, \ldots, i_m \geq 0 \), \( h_1 \in H_{i_1}, \ldots, h_m \in H_{i_m} \) and \( x \in H \) we have \( \partial_{h_1} \ldots \partial_{h_m} p(x) \in G_{i_1 + \ldots + i_m} \).

Proof. This is a special case of [GTZ12, Theorem B.3]. \( \square \)

Example C.12. It is clear that any group homomorphism \( \phi: G \to G' \) between filtered groups \( G_* \) and \( G'_* \) is a polynomial map if and only if \( \phi(G_i) \subseteq G'_i \) for each \( i \geq 0 \) (although polynomial maps do not need to be group homomorphisms in general).

Any constant function \( X \to Y \) is certainly a polynomial map, as constant elements of \( Y^{[k]} \) are always Host–Kra cubes. The identity map \( X \to X \) is also trivially a polynomial map.
If $G_\bullet$ is a filtered group and $p_1, p_2 : X \to G$ are polynomial maps then so is the pointwise product $x \mapsto p_1(x)p_2(x)$ (since Host–Kra cubes on $G_\bullet$ are groups under pointwise multiplication).

Hence e.g. the maps $G \to G$ given by $x \mapsto gx$ or $x \mapsto xg$ for fixed $g \in G$, or $x \mapsto x^2$, are all polynomial maps, as is $x \mapsto x^{-1}$.

Finally, it is immediate with these definitions that a composite of two polynomial maps is polynomial.

For the main argument, we will need a number of facts about polynomial maps between filtered groups in various settings. The next proposition shows that (at least in cases we care about) polynomial maps on filtered groups do not significantly generalize polynomial maps on abelian filtered groups.

**Proposition C.13.** Let $G_\bullet$ be an explicitly presented filtered group. Consider the coordinate bijection $\sigma : G \to \bigoplus_{i=1}^{s} \mathbb{R}^{d_i}$, and interpret the codomain as a filtered abelian group $G_\prime = G_0' \supseteq G_1' \supseteq \ldots$, where $G_r'$ is the abelian group $\bigoplus_{i=1}^{s} \mathbb{R}^{d_i}$.

Then $\sigma : G_\bullet \to G_\prime$ and $\sigma^{-1} : G_\prime \to G_\bullet$ are polynomial maps.

**Proof.** We claim that a configuration $c : [k] \to G$ lies in $\text{HK}^k(G_\bullet)$ if and only if there are real numbers $a_{i,j,F}$ and an associated decomposition

$$c = \prod_{i=1}^{s} \prod_{j=1}^{d_i} \prod_{\text{codim}(F) \leq i} \left[ \gamma_{i,j,F} \right]_{F}$$

in $\text{HK}^k(G_\bullet)$ (again, with pointwise group operations) where again the order of products is increasing from left to right, the third product is over all faces $F$ of $[k]$ with the specified codimension (in any order), and the notation $[g]_F$ is as in Definition C.3.

The “if” direction is immediate. For the “only if” part, we observe the commutator identity

$$[[g]_F, [h]_{F'}] = [[g, h]]_{F \cap F'}$$

for any $g, h \in G$ and any faces $F, F'$ of $[k]$. Hence, we are free to reorder any product of elements $[g]_F$ at the expense of introducing commutators of the same form which lie further down the filtration of $G$, and by an inductive process this proves the claim.

Similarly, the configuration $\sigma(c) : [k] \to G_\prime$ lies in $\text{HK}^k(G_\bullet')$ if and only if there exist real numbers $a_{i,j,F}$ such that

$$\sigma(c) = \sum_{i=1}^{s} \sum_{j=1}^{d_i} \sum_{F} \left[ \sigma(\gamma_{i,j,F}) \right]_{F}$$

where we use additive notation for the group operation on $G'$: this time the group is abelian so we can reorder terms arbitrarily, and hence this is immediate from the definition of $\text{HK}^k(G_\bullet')$.

Finally, note that for fixed coefficients $a_{i,j,F} \in \mathbb{R}$, (C.1) and (C.3) are equivalent, by the definition of $\sigma$. Therefore $c \in \text{HK}^k(G_\bullet)$ if and only if $\sigma(c) \in \text{HK}^k(G_\bullet')$, as required. □
The next result gives an explicit characterization of polynomial maps on certain classes of filtered abelian group. It is a variant of [GTZ12, Lemma B.9].

**Proposition C.14** ("Taylor expansion"). Let $d_1, \ldots, d_s \geq 0$ be integers, consider the abelian group $H = \bigoplus_{i=1}^s \mathbb{Z}^{d_i}$, with filtration $H_k = \bigoplus_{i=r}^s \mathbb{Z}^{d_i}$, and let $A$ an arbitrary abelian group. If $(k_{i,j})_{i \in [s], j \in [d_i]}$ is a tuple of non-negative integers and $v \in H$, define the integer coefficients

$$
\binom{v}{k} = \prod_{i=1}^s \prod_{j=1}^{d_i} \binom{v_{i,j}}{k_{i,j}}
$$

(where the binomial coefficient $\binom{n}{r}$ is generalized to negative $n$, or even real numbers $n$, in the obvious way) and also write

$$
w(k) = \sum_{i=1}^s \sum_{j=1}^{d_i} k_{i,j}.
$$

Then for $t \geq 0$, the set poly $(H, A_{(t)})$ consists precisely of maps $p: H \to A$ of the form

$$
p(v) = \sum_{k: w(k) \leq t} \alpha_k \binom{v}{k}
$$

for elements $\alpha_k \in A$ determined uniquely by $p$, where the sum ranges over all non-negative integer tuples $k$ of the above shape.

**Proof.** We write $e^{(i,j)}$ for the tuple $e$ with $e_{i,j} = 1$ and all other entries zero. In particular it can be thought of as an element of $H$.

For one inclusion, it suffices to show that $v \mapsto \binom{v}{k}$ is a polynomial map $H \to \mathbb{Z}_{(t)}$ whenever $w(k) \leq t$; it follows directly that scalar multiples $v \mapsto a \binom{v}{k} \in A$, and sums of these, are also polynomial maps. The former follows from [GTZ12, Proposition B.8] and the following identity: whenever $k_{i,j} > 0$,

$$
\partial_{e^{(i,j)}} \binom{v}{k} = -\binom{v}{k - e^{(i,j)}}.
$$

Now suppose $p: H \to A_{(t)}$ is an arbitrary polynomial map. To determine the structure of $p$ we deploy the “integration” argument outlined in [GTZ12, Lemma B.9]. For any function $f: H \to A$, write $T^h f$ for the shifted function $x \mapsto f(x + h)$; so, $\partial_h f = (1 - T^h) f$ in this abelian setting. It follows that for a non-negative integer $r$ we have

$$
T^r e^{(i,j)} p = (1 - \partial_{e^{(i,j)}})^r p = \sum_{u=0}^r \binom{r}{u} (-1)^u \partial_{e^{(i,j)}}^u p
$$

where we may stop the sum at $t$ irrespective of $r$ since $\partial_{e^{(i,j)}}^u p \equiv 0$ for $u \geq t + 1$ by hypothesis. By reasoning formally in the ring $(\partial_{e^{(i,j)}}) \cong \mathbb{Z}[X]/(X^{t+1})$, the argument can be extended to give the same conclusion for negative $r$. Therefore, for $h \in H$,

$$
T^h p = \left( \prod_{i,j} T^{h_{i,j}} e^{(i,j)} \right) p = \sum_{k: w(k) \leq t} (-1)^{\sum_{i,j} k_{i,j}} \binom{h}{k} \left( \prod_{i,j} \partial_{e^{(i,j)}}^{k_{i,j}} \right) p
$$
and evaluating at 0 gives

\[ p(h) = \sum_{k: \text{ } w(k) \leq t} \binom{h}{k} \left( (-1)^{\sum_{i,j} k_{i,j}} \left( \prod_{i,j} \partial_{e^{(i,j)}}^{k_{i,j}} \right) p(0) \right) \]

which has the required form, setting

\[ \alpha_k = (-1)^{\sum_{i,j} k_{i,j}} \left( \prod_{i,j} \partial_{e^{(i,j)}}^{k_{i,j}} \right) p(0). \]  \hspace{1cm} (C.7)

Finally, for uniqueness of the coefficients \( \alpha_k \), suppose that

\[ \sum_{k: \text{ } w(k) \leq t} \alpha_k \binom{v}{k} = 0 \]

for some coefficients \( \alpha_k \in A \) that are not all zero, and specifically suppose \( k_0 \) is a minimal index with respect to the usual partial ordering on non-negative tuples such that \( \alpha_{k_0} \neq 0 \). But then

\[ \sum_{k: \text{ } w(k) \leq t} \alpha_k \binom{k_0}{k} = \alpha_{k_0} \]

which gives a contradiction. \( \square \)

This explicit result has a number of useful consequences.

**Corollary C.15.** Let \( H \) be as in Proposition C.14 and let \( \mathcal{H} = H \otimes \mathbb{R} \), i.e. \( \mathcal{H} = \bigoplus_{i=1}^s \mathbb{R}^{d_i} \) is an abelian group with filtration \( \mathcal{H}_r = \bigoplus_{i=r}^s \mathbb{R}^{d_i} \). We identify \( H \) as the subgroup of \( \mathcal{H} \) consisting of integer tuples.

If \( t \geq 0 \) and \( p \in \text{poly}(H, \mathbb{R}(t)) \), then \( p \) can be extended uniquely to a polynomial map \( \mathcal{H} \to \mathbb{R}(t) \) via \( (C.6) \).

**Proof.** By treating binomial coefficients \( \binom{\cdot}{\cdot} \) as functions \( \mathbb{R} \to \mathbb{R} \), we can interpret \( (C.6) \) as a function \( \mathcal{H} \to \mathbb{R}(t) \) extending \( p \), which is clearly continuous and a polynomial map (indeed, it is a polynomial in the usual sense of the term, with the necessary bounds on the degrees of each coordinate of \( \mathcal{H} \)). For uniqueness, note that for any positive integer \( N \) the extension of \( p \) to a polynomial map \( \frac{1}{N} H \to \mathbb{R}(t) \) implied by \( (C.6) \) is unique, by the uniqueness part of Proposition C.14 applied to \( \frac{1}{N} H \cong H \). Then send \( N \to \infty \) and invoke continuity. \( \square \)

We can also use these results to argue that the group operations on an explicitly presented filtered group are given by low-complexity polynomial functions.

**Corollary C.16.** Let \( G \) be an explicitly presented filtered group of degree \( s \), dimension \( d \) and complexity \( M \), and write \( G' = \bigoplus_{i=1}^s \mathbb{R}^{d_i} \) with the filtration as in Proposition C.13.
Consider the maps \( \phi_1, \phi_2 : G' \times G' \rightarrow G' \) and \( \phi_3 : G' \rightarrow G' \) given by
\[
\phi_1(x, y) = \sigma(\sigma^{-1}(x)\sigma^{-1}(y)) \\
\phi_2(x, y) = \sigma([\sigma^{-1}(x), \sigma^{-1}(y)]) \\
\phi_3(x) = \sigma(\sigma^{-1}(x)^{-1});
\]
i.e., various group operations on \( G \) under the coordinate map.

Then each entry \( \phi_1(x, y)_{i,j}, \phi_2(x, y)_{i,j}, \phi_3(x)_{i,j} \) is a polynomial function of \( x \) and \( y \) of the form (C.6), where the coefficients \( \alpha_k \) (for \( w(k) \leq i \)) are integers bounded by \( O_s((DM)^{O(1)}) \), where \( D = \sum_{i=1}^{s} d_i \).

**Proof.** By Example C.12 and Proposition C.13, each function \( \phi_1(-, -)_{i,j}, \phi_2(-, -)_{i,j} \) or \( \phi_3(-)_{i,j} \) is a polynomial map \( G' \times G' \rightarrow \mathbb{R}_{(i)} \) or \( G' \rightarrow \mathbb{R}_{(i)} \). Hence by Proposition C.14 and Corollary C.15, these functions \( p \) have the form (C.6), with coefficients \( \alpha_k \) defined by (C.7). In particular, \( \alpha_k \) is an \( O_s(1) \)-bounded integer combination of values \( p(v) \) where \( v \) ranges over integer tuples with each entry in \( \{0, \ldots, s\} \). Hence it suffices to show that \( \|p(v)\|_1 \ll_s (DM)^{O(1)} \) for such tuples \( v \).

In all cases, we have reduced to showing that words of length \( O_s(D) \) in the group elements \( \gamma_{i,j} \) (with integer exponents) can be reexpressed as \( \prod_{i,j} \gamma_{i,j}^{a_{i,j}} \) where \( a_{i,j} \in \mathbb{Z} \) obey \( \sum_{i,j} |a_{i,j}| \ll_s (DM)^{O(1)} \).
This follows from iterative use of commutator identities and the hypothesis on the basic commutators \( [\gamma_{i,j}, \gamma_{i',j'}] \).

We noted above that our definition of a polynomial map \( H \rightarrow G/\Gamma \) when (say) \( H \) is a group and \( G/\Gamma \) is a nilmanifold, may be unconventional. When \( H = \mathbb{Z}^A \), an alternative common in the literature is to say that a polynomial map \( \mathbb{Z}^A \rightarrow G/\Gamma \) is the same thing as the composite of a polynomial map \( \mathbb{Z}^A \rightarrow G \) (in the sense of Definition C.3) with the projection \( G \rightarrow G/\Gamma \); or not to define the former notation at all. It turns out these are equivalent.

**Proposition C.17.** If \( A \geq 0 \) is an integer and \( p : \mathbb{Z}^A \rightarrow G/\Gamma \) is a polynomial map, then there exists a polynomial map \( \bar{p} : \mathbb{Z}^A \rightarrow G \) such that \( p(x) = \bar{p}(x)\Gamma \) for all \( x \in \mathbb{Z}^A \).

**Proof.** If \( G = \mathbb{R}_{(i)}^k \) and \( \Gamma = \mathbb{Z}_{(i)}^k \) for some \( k \geq 0 \), we can apply Proposition C.14 with \( A = (\mathbb{R}/\mathbb{Z})_{(i)} \) to find coefficients \( \alpha_k \in \mathbb{R}/\mathbb{Z} \) such that (C.6) holds. Lifting \( \alpha_k \) arbitrarily to elements of \( \mathbb{R} \) gives a polynomial map \( \mathbb{Z}^A \rightarrow \mathbb{R}_{(i)} \) as required.

Suppose \( G/\Gamma \) has degree \( s \). For induction, suppose that \( 1 \leq i \leq s + 1 \) and that \( p(x) \in G_i/\Gamma_i \) for all \( x \in \mathbb{Z}^A \). If \( i = s + 1 \) then we can just set \( \bar{p}(x) = \text{id}_G \) for all \( x \in \mathbb{Z}^A \), and when \( i = 1 \) we have not assumed anything new.

Consider the restricted coordinate map \( \sigma_{=i} : G_i \rightarrow \mathbb{R}^{d_i} \). By the properties of the explicitly presented filtered group \( G \), this induces a polynomial map \( \sigma_{=i} : \mathbb{Z}^{d_i} : G_i/\Gamma_i \rightarrow (\mathbb{R}^{d_i}/\mathbb{Z}^{d_i})_{(i)} \). Composing and applying the remark above, we can find a polynomial map \( p' : \mathbb{Z}^A \rightarrow \mathbb{R}^{d_i} \) such that \( \sigma_{=i}(p(x)) = p'(x) \mod \mathbb{Z}^{d_i} \) for all \( x \in \mathbb{Z}^A \).
By Proposition C.13, $\sigma^{-1} \circ p': Z^A \to G$ is again a polynomial map. Moreover, $p''(x) = p'(x)^{-1} p(x) \Gamma$ is a polynomial map $Z^A \to G_{i+1}/\Gamma_{i+1}$. Applying induction, we can lift $p''$ to a polynomial map $\tilde{p}'': Z^A \to G$, and then set $\tilde{p}(x) = p'(x) p''(x)$ to complete the proof. □

If $H$ is instead a finite group, polynomial maps $H \to G$ are constant functions and this ceases to be a particularly useful way to think about polynomial maps $H \to G/\Gamma$.

C.4. Metrics. Given an explicitly presented filtered group $G_*$, there are many ways to define metrics on $G$ or $G/\Gamma$ that generate the correct topology, and broadly they will give comparable results on bounded neighbourhoods of the identity in $G$. For concreteness we make the following definitions.

**Definition C.18.** If $G_*$ is an explicitly presented filtered group, the right-invariant word metric $d_G$ on $G$ is defined by $d_G(x,y) = d_G(id,yx^{-1})$ and

$$d_G(id,g) = \inf \left\{ \sum_{r=1}^K |a_r| : g = \gamma_{i_1,j_1}^{a_1} \ldots \gamma_{i_K,j_K}^{a_K} \right\}$$

i.e., the smallest $\ell^1$-norm of the exponents in a representation of $g$ as a “word” in the one-parameter subgroups $\gamma_{i,j}$.

The associated metric on $G/\Gamma$ is defined to be

$$d_{G/\Gamma}(x,y) = \inf \{ d_G(g,g') : g \Gamma = x, g' \Gamma = y \}.$$

Another distance function on $G$ would be to use the $\ell^1$-distance (say) under the coordinate map, $(x,y) \mapsto ||\sigma(x) - \sigma(y)||_1$. This does not have good invariance properties. However, it is sometimes easier to work with, and does control $d_G$ above and below up to polynomial losses.

**Proposition C.19.** Let $G_*$ be an explicitly presented filtered group with total degree $D = \sum_{i=1}^s d_i$, coordinate map $\sigma: G \to \bigoplus_{i=1}^s \mathbb{R}^{d_i}$ and complexity $M$. For all $g \in G$ we have $d_G(id,g) \leq ||\sigma(g)||_1$ and

$$||\sigma(g)||_1 \ll_s (MD)^{O_s(1)} d_G(1,g) (1 + d_G(idG,g))^{O_s(1)}.$$

Furthermore, for $g, g' \in G$ we have

$$||\sigma(g) - \sigma(g')||_1 \ll_s (MD)^{O_s(1)} d_G(g,g') (1 + d_G(idG,g) + d_G(idG,g'))^{O_s(1)}.$$

**Proof.** The bound $d_G(id,g) \leq ||\sigma(g)||_1$ is immediate from the definitions of $d_G$ and $\sigma$.

By Corollary C.16 we have the bound

$$||\sigma([x,y])||_1 \ll_s (DM)^{O_s(1)} ||\sigma(x)||_1 ||\sigma(y)||_1 (1 + ||\sigma(x)||_1 + ||\sigma(y)||_1)^{O_s(1)}$$

where we use the observation that the polynomial $\sigma(x), \sigma(y) \mapsto \sigma([x,y])$ as in Corollary C.16 vanishes when $\sigma(x) = 0$ or $\sigma(y) = 0$, and hence every term has degree at least 1 in some coordinate of each of $x$ and $y$. In particular we note this when $x = \gamma_{i,j}, y = \gamma_{i',j'}$.

We make the following claim.
Claim C.20. For any \( a_1, \ldots, a_K \in \mathbb{R} \) and tuples \((i_1, j_1), \ldots, (i_K, j_K)\),
\[
\| \sigma(\gamma_{i_1,j_1}^{a_1} \cdots \gamma_{i_K,j_K}^{a_K}) \|_1 \lesssim_s (MD)^{O_s(1)} \left( \sum_{r=1}^K |a_r| \right) \left( 1 + \sum_{r=1}^K |a_r| \right)^{O_s(1)}.
\]

Proof of claim. We reorder the terms \( \gamma_{i_r,j_r}^{a_r} \) into increasing order of \( i \) and \( j \), incurring commutators farther down the filtration, and keep track of the total weights in each piece of the filtration:
\[
B_i = \sum_{r \in [K], i_r = i} |a_r|
\]
as the word evolves. Specifically, we repeatedly choose a term \( \gamma_{i',j'}^{a'} \) with \( i' \) as small as possible, and \( j' \) as small as possible for that \( i' \), whose correct position in the ordering lies to its left, and move it as far left as possible.

After doing this once, the weights of the resulting word are controlled as
\[
B'_i \leq \begin{cases} 
B_i & : i < 2i' \\
B_i + |a'|O(MD)^{O_s(1)}(1 + |a'|)^{O_s(1)} \left( 1 + \sum_{j=j'}^{i-i'} B_j \right)^{O_s(1)} & : i \geq 2i'.
\end{cases}
\]

Hence, after moving all the terms with a particular value of \( i' \) leftward to their correct positions, the weights \( B'_i \) afterwards crudely obey the bound
\[
B'_i \lesssim_s (MD)^{O_s(1)} \left( \sum_{j=1}^s B_j \right) \left( 1 + \sum_{j=1}^s B_j \right)^{O_s(1)}.
\]

We only have to do this \( s \) times. At the end, the final sum \( \sum_{i=1}^s B'_i \) is exactly \( \| \sigma(\gamma_{i_1,j_1}^{a_1} \cdots \gamma_{i_K,j_K}^{a_K}) \|_1 \), and the claim follows. \( \square \)

The bound on \( \| \sigma(g) \|_1 \) follows immediately from the claim, by taking an infimum over all words with \( \gamma_{i_1,j_1}^{a_1} \cdots \gamma_{i_K,j_K}^{a_K} = g \).

We now consider the third bound from the statement. We note that
\[
\| \sigma(x) - \sigma(yx) \|_1 \lesssim_s (MD)^{O_s(1)} \| \sigma(y) \|_1 (1 + \| \sigma(x) \|_1 + \| \sigma(y) \|_1)^{O_s(1)}
\]
by Corollary C.16 again, where we again observe that the polynomial \( \sigma(x), \sigma(y) \mapsto \sigma(x) - \sigma(yx) \) vanishes when \( \sigma(x) = 0 \), and so every term has degree at least 1 in \( \sigma(y) \). Therefore, setting \( x = g \) and \( y = g'g^{-1} \),
\[
\| \sigma(g) - \sigma(g') \| \lesssim_s (MD)^{O_s(1)} \| \sigma(g'g^{-1}) \|_1 (1 + \| \sigma(g) \|_1 + \| \sigma(g'g^{-1}) \|_1)^{O_s(1)}
\]
and by the previous bounds applied to the right hand side we get
\[
\| \sigma(g) - \sigma(g') \| \lesssim_s (MD)^{O_s(1)} d_G(\text{id}_G, g'g^{-1})(1 + d_G(\text{id}, g) + d_G(\text{id}, g'g^{-1}))^{O_s(1)}
\]
and since \( d_G \) is right-invariant and a metric this gives the result. \( \square \)
C.5. Miscellaneous results. We recall that, by definition, for any Host–Kra cube \( c \in \text{HK}^k(G/\Gamma) \) there is some \( \tilde{c} \in \text{HK}^k(G) \) whose image under the projection \( G \to G/\Gamma \) is \( c \). In the spirit of previous results, we will need to know that we can always choose such a lift \( \tilde{c} \) whose elements are not too large.

**Proposition C.21.** If \( G \) is an explicitly presented filtered group of degree \( s \), dimension \( D \) and complexity \( M \) and \( c \in \text{HK}^k(G/\Gamma) \) is a Host–Kra cube, then there exists \( \tilde{c} \in \text{HK}^k(G) \) such that \( \tilde{c}(\omega)\Gamma = c(\omega) \) for each \( \omega \in [k] \), and moreover \( \max_{\omega \in [k]} d_G(\text{id}_G, \tilde{c}(\omega)) \ll_k D \).

**Proof.** By Definition C.8 there is some \( \tilde{c}' \in \text{HK}^k(G) \) with \( \tilde{c}'(\omega)\Gamma = c(\omega) \) for each \( \omega \). Reordering terms as in the proof of Proposition C.13, we can write

\[
\tilde{c}' = \prod_{i=1}^s \prod_{j=1}^{d_i} \prod_{\text{codim}(F) \leq i} \left[ \gamma_{i,j,F}^{\alpha_{i,j,F}} \right]_F
\]

as in (C.1). As in the proof of Proposition C.6, and using (C.2), in decreasing order of \( i \) we can multiply on the right by an expression

\[
\prod_{j=1}^{d_i} \prod_{\text{codim}(F) \leq i} \left[ \gamma_{i,j,F}^{-\alpha_{i,j,F}} \right]_F
\]

where \( \alpha_{i,j,F} \) are integers, to replace \( a_{i,j,F} \) with real numbers in \([0,1)\), and then absorb commutators in the parameters \( a_{i',j,F} \) for \( i' > i \). When this process terminates, the exponents all lie in \([0,1)\) and the distance bound follows. \( \square \)

We also record the proof of Proposition 4.2.1, which incorporates much of the work of this appendix.

**Proof of Proposition 4.2.1.** Part (i) is covered in Example C.12, and (ii) and (v) are immediate e.g. from Proposition C.11.

Write \( d, d' \) for the dimension sequences of \( G \) and \( G' \) respectively, and write \( \sigma(G) = \bigoplus_{i=1}^s \mathbb{R}^{d_i} \) and \( \sigma'(G') = \bigoplus_{i=1}^{s'} \mathbb{R}^{d_i'} \), where \( \sigma, \sigma' \) are coordinate maps. These are considered as filtered abelian groups, as in Proposition C.13.

By Proposition C.13, \( \text{poly}(G,G') \) as a set is in bijection with \( \text{poly}(G,\sigma'(G')) \) or \( \text{poly}(\sigma(G),\sigma'(G')) \), since \( \sigma \) and \( \sigma' \) are polynomial isomorphisms. The same holds for \( \text{poly}(G,G')_i \) and \( \text{poly}(\sigma(G),\sigma'(G'))_i \), and for \( \text{poly}(\Gamma,G') \) and \( \text{poly}(\sigma(\Gamma),\sigma'(G')) \), etc.

For \( X = G_\bullet \) or \( \Gamma_\bullet \), a map \( p \): \( X \to \sigma'(G) \) is polynomial if and only if each restriction \( p_{\equiv j'} : X \to \mathbb{R}^{d_{j'}} \) is polynomial. With Corollary C.15 this proves (iii).

By Proposition C.14, \( p_{\equiv j'} \) is polynomial if and only if \( p_{\equiv j'}(x) = \sum_{w(k) \leq i'} \alpha_{i',k}(x) \) for some \( \alpha_{i',k} \in \mathbb{R}^{d_{j'}} \). Moreover, \( p_{\equiv j'} \) lies in \( \text{poly} \left( X, \mathbb{R}^{d_{j'}}_{(i')_i} \right) \) if and only if \( \alpha_{i',k} \) are supported on values with \( w(k) \leq i' - i \) (where \( w(k) \) is as in (C.5)).

Hence, a natural basis for \( \text{poly}(\sigma(G),\sigma'(G')) \) consists of elements \( \tilde{p}_{i',j',k} \), corresponding to \( \alpha_{i',k} = e_{j'} \), the \( j' \)-th basis vector in \( \mathbb{R}^{d_{j'}} \), and all other terms zero. These give rise to one-parameter subgroups
$p_{i,j,k}^{\alpha}: G \to G'$ given by

$$p_{i,j,k}^{\alpha}(x) = \gamma_{i,j}^{\alpha(x)}$$

and it follows that every polynomial map $G \to G'$ has the form

$$x \mapsto \prod_{i,j,k} \gamma_{i,j,k}^{\alpha_{i,j,k}}(x) = \prod_{i,j,k} p_{i,j,k}^{\alpha_{i,j,k}}$$

for some $a_{i,j,k} \in \mathbb{R}$, and again this lies in poly($G, G'$) if and only if $a_{i,j,k}$ is non-zero only when $w(k) \leq i - i$, and in poly($G, G'$) if and only if $a_{i,j,k}$ are integers.

For $p(x)$ of the form (C.8), we recall the value $a_{i,j,k}$ is given explicitly by (C.7), and hence is a linear combination of values $\sigma'(p(\sigma^{-1}(\ell)))$, as $\ell$ ranges over non-negative tuples with $\ell_{i,j} \leq k_{i,j}$ for each $i,j$, with coefficients bounded by $O_{\sigma}(1)$. This implies (vii).

It also follows from this that if we expand $x \mapsto \left[ p_{i,j,k}(x), p_{i,j,k}(x) \right]$ as in (C.8), the integer coefficients $a_{i,j,k}$ are necessarily bounded by $O_{\sigma}(D'M')^{O_{\sigma}(1)}$, since its value at any such argument $\sigma^{-1}(\ell)$ has coordinates bounded by $O_{\sigma}(D'M')^{O_{\sigma}(1)}$ by Corollary C.16.

If we relabel the functions $p_{i,j,k}$, grouping by the value of $i = i - w(k)$, this gives functions $p_{i,j}$ with all the properties needed for (iv). It is immediate from our previous remarks that $\{p_{i,j}: i \geq 1\}$ make poly($G, G'$) (with filtration poly($G, G'$) $\supseteq$ poly($G, G'$)) into an explicitly presented nilpotent group with the bounds required, giving (iv).

Part (vi) follows from the formula for $a_{i,j}$ in terms of $p(\sigma^{-1}(\ell))$ above; the bound on $\|\sigma(xg)\|_1$ or $\|\sigma(gx)\|_1$ in terms of $\|\sigma(x)\|_1$ and $\|\sigma(g)\|_1$ given by Corollary C.16; and Proposition C.19.

Finally, (viii) is immediate from a quantitative continuity statement for the multivariate binomial coefficient $x \mapsto \left( \begin{smallmatrix} x \\ \ell \end{smallmatrix} \right)$, and Proposition C.19 again.
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