Electrically tunable crossed Andreev reflection in a ferromagnet–superconductor–ferromagnet junction on a topological insulator
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Abstract
We investigate the crossed Andreev reflection in a ferromagnet–superconductor–ferromagnet junction on the surface of a topological insulator, where the magnetizations in the left and right leads are perpendicular to the surface. We find that the nonlocal transport process can be pure crossed Andreev reflection or pure elastic cotunneling, and the switch between the two processes can be controlled electrically. Pure crossed Andreev reflection appears for all bias voltages in the superconducting energy gap, which is independent of the configuration of the magnetizations in the two leads. The spin of the crossed Andreev reflected hole could be parallel to the spin of the incident electron, which is brought by the spin-triplet pairing correlation. The average transmission probability of crossed Andreev reflection can be larger than 90%, so a high efficiency nonlocal splitting of Cooper pairs can be generated, and turned on and off electrically.
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1. Introduction

The entangled states of electrons have received much attention in solid state system for practical application in quantum information [1]. Superconductors have been considered as natural sources of entangled electrons, where the two electrons in Cooper pair are spin and momentum entangled [2].

Usually, the Andreev reflection (AR) [3] is a local process of converting an electron into a hole occurring at the same interface of a superconductor, producing a Cooper pair in a superconductor. Sometimes, however, the AR can be a nonlocal process [4] and this referred to as the crossed Andreev reflection (CAR), in which the conversion from an electron into a hole occurs at two different interfaces of a superconductor. Therefore, the reverse process of the CAR is a good approach to produce the spatially separated entangled states of electrons by splitting Cooper pairs from the superconducting condensate into two leads [5, 6], and then the entangled states of electrons can be well probed in...
experiments. In experiments, a tunable Cooper pair splitter with high efficiency has been realized in low-dimensional semiconductor structures [7]; furthermore, a close-to-unity efficiency has been already achieved [8].

Usually, the CAR competes with other transport processes, such as the normal reflection (NR), local Andreev reflection (LAR), and the elastic cotunneling (EC) in conventional metal–superconductor–metal (MSM) heterostructures. EC is a process that the electron tunnels elastically from one lead to the other through the superconducting energy gap. EC often has the same probability as the CAR in MSM junctions [4, 9], thus the CAR cannot be detected by nonlocal conductance. Recently, several proposals have been made to raise the band gap of a semiconductor to a tunable Cooper pair splitter [10]. A perfect CAR was suggested in a superconducting graphene spin valve for all bias voltages in superconducting energy gap [11]. Nonlocal Cooper pair splitting has been proposed in a p-type semiconductor–superconductor–n-type semiconductor junction by means of the band gap of a semiconductor [12]. The CAR has also been studied in systems based on topological insulators (TIs) [13–21]. The change from pure EC to pure CAR has been studied in a superconducting spin valve based on a 3D TI, which is controlled by the configuration of magnetizations [17]. A resonant CAR was predicted in a junction based on a narrow quantum spin Hall insulator [18]. Furthermore, a Majorana fermion induced resonant CAR has been inspected in a 1D topological superconductor [20].

In this paper, we study the nonlocal transport of a ferromagnet–superconductor–ferromagnet (FSF) junction on the surface of a TI, where the magnetizations in the left and right leads are perpendicular to the surface. So far the electrically controlled nonlocal transport of this system has not been addressed, and it is found to be very interesting. The nonlocal transport process can be pure CAR, which appears for all bias voltages in the superconducting energy gap and is independent of the configuration of the magnetizations of the two leads. The average transmission probability of CAR is very large, therefore high efficiency nonlocal splitting of Cooper pairs can be generated, and turned on and off electrically.

2. Model and formalism

We consider a ballistic 2D FSF junction formed on the surface of a 3D TI as shown in figure 1(a). The bulk s-wave superconductor (S) interacts with the surface electrons of a TI by the proximity effect, and then superconductivity is induced in the topological surface states [22–30]. The ferromagnetism in the surface states is induced by the proximity effect of the ferromagnetic insulator (FI) [31, 32]. The interfaces between ferromagnet and superconductor are parallel to y-direction, and the superconductor segment is located between x = 0 and x = 1 [33]. In the Nambu notation $\Phi = (\Phi_1, \Phi_2, \Phi_3^\dagger, -\Phi_2^\dagger)^T$, where $\Phi_i (i)$ is the electron field operator with spin up $(\downarrow, \uparrow)$, the 2D FSF junction can be described by the Bogoliubov–de Gennes equation [34–36],

$$\begin{pmatrix} \hat{h}_+ - \mu(r) & \hat{\Delta} \\ \hat{\Delta}^* & \hat{h}_- + \mu(r) \end{pmatrix} \psi(x, y) = \varepsilon \psi(x, y),$$

with $\hat{h}_\pm = \pm \sqrt{\nu_F} \sigma \cdot \mathbf{p} + \sigma \cdot \mathbf{m}(r)$, where the Pauli matrices $\sigma = (\sigma_x, \sigma_y, \sigma_z)$, the in-plane electron momentum $\mathbf{p} = (p_x, p_y, 0)$, the Fermi velocity $\nu_F$, and the chemical potential $\mu(r)$ are measured with respect to the Dirac point. $\psi(x, y)$ is the wave function, and $\varepsilon$ is the excitation energy. The magnetization $\mathbf{m}(r)$ is chosen to be a vector pointing along an arbitrary direction in the left region with $\mathbf{m}_L = (m_{xL}, m_{yL}, m_{zL}) = m_L (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)$ and fixed along the z-axis perpendicular to the TI surface in the right region with $\mathbf{m}_R = (0, 0, m_{zR})$. The chemical potential $\mu(r)$ is $\mu_L$ in the middle of the superconducting region, $\mu_L$ and $\mu_R$ in the left and right ferromagnetic regions, and they can be tuned independently [37, 38]. $\hat{\Delta} = \Delta e^{i \eta}$ is the superconducting pair potential in the middle region, and $\Delta$ and $\eta$ are the energy gap and phase of the superconductor, respectively.

Solving equation (1), we obtain the wave function in the left ferromagnetic lead as

$$\psi_L = \psi_0 e^{ik_L x} + r_\psi \psi_0 e^{-ik_L x},$$

where $\psi_0 = (\psi_x, \psi_y, \psi_z, i(\psi_y - i \psi_x))^T$, $\psi_0 = (\psi_x, \psi_y, \psi_z, -i(\psi_y - i \psi_x))^T$, $\psi_L = \psi_0 e^{i(k_L - 2m_{xL}/\nu_F)x} + r_\psi \psi_0 e^{-i(k_L - 2m_{xL}/\nu_F)x}$, and $\psi_L = \psi_0 e^{i(k_L + 2m_{xL}/\nu_F)x} + r_\psi \psi_0 e^{-i(k_L + 2m_{xL}/\nu_F)x}$.

Figure 1. (a) Schematic diagram of a 2D FSF junction on the surface of a 3D TI, (b) and (d) show the energy band of the n-type lead–superconductor–n-type lead junction on the TI surface, (c) and (e) correspond to the energy band of the n-type lead–superconductor–p-type lead junction on the TI surface. The left and right normal-state leads show no gap in (b) and (c), while the left and right ferromagnetic leads have magnetic gaps $2|m_{xL}|$ and $2|m_{xR}|$, respectively, in both (d) and (e). The dashed blue lines represent the Fermi energy $E_F$. 
There exists a translational invariance along the \( y \)-direction, so the wave vector \( k_z \) is conserved in the three regions, and we omit the common part \( e^{ik_y} \) in the above wave functions. These wave functions are matched by the boundary conditions: \( \psi_\ell(0) = \psi_S(0) \) and \( \psi_S(l) = \psi_R(l) \), which determine the coefficients \( r_x, r_y, t_x, \) and \( t_y \) in the wave functions.

A bias voltage is applied in the left ferromagnetic lead, while the superconductor and right ferromagnetic lead are grounded. It is straightforward to get the cross (nonlocal) differential conductance from the nonlocal current \( I_2 \) between the superconductor and right ferromagnetic lead at zero temperature as \( G = dl_2/dV = G_{\text{EC}} - G_{\text{CAR}} \) [40], with

\[
G_{\text{EC}} = \frac{G_0}{2} \int \frac{d^2 \varepsilon}{\pi} T_{\text{EC}}(\varepsilon, \phi) \cos \phi d\phi,
\]

(5)

\[
G_{\text{CAR}} = \frac{G_0}{2} \int \frac{d^2 \varepsilon}{\pi} T_{\text{CAR}}(\varepsilon, \phi) \cos \phi d\phi,
\]

(6)

where \( G_0 = \frac{e^2}{h} N(eV) \), \( N(eV) \) is the density of states given by

\[
N(\varepsilon) = \frac{\omega_{\text{B}}(\varepsilon + eV)^2 - m_0^2}{\pi \hbar^2} T_{\text{EC}}(\varepsilon, \phi) \cos \phi \frac{d\phi}{d\varepsilon}
\]

(7)

\[
T_{\text{CAR}}(\varepsilon, \phi) \cos \phi d\phi,
\]

(8)
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In figure 2, we will quantitatively investigate the cross differential conductance $G_{\text{CAR}}$, which is pure $G_{\text{EC}}$ or pure $G_{\text{CAR}}$.

### 3.2. Junction width dependence of $G_{\text{EC}}$ and $G_{\text{CAR}}$

In figures 2(a) and (b), we present the conductance $G_{\text{EC}}$ as a function of the junction width $l$, where $l$ is the unit of superconducting coherence length $\xi = \hbar v_F / \Delta$. Because of $\mu_R = |m_{k_F}|$, the cross differential conductance is pure $G_{\text{EC}}$. It is found that $G_{\text{EC}}$ rapidly oscillates with decaying amplitudes as $l$ increases. Such an overall decrease of the oscillation magnitude is due to the fact that the conductance $G_{\text{EC}}$ results from the tunneling effect in the superconducting energy gap, which is manifested in the part $e^{i k_x}$ in the wave function of the superconductor. It is seen that $G_{\text{EC}}$ exists in both parallel and antiparallel configurations of the magnetizations, and such a character is different from that of the superconducting graphene spin valve [11] and the superconducting spin valve on the TI surface [17]. The $G_{\text{EC}}$ in antiparallel configuration has a shift of about half a period compared with that in the parallel configuration, as shown in figures 2(a) and (b). This anomalous transport results from the fact that the transmission probability of the electron has a shift of about half a period, which is similar to that in the ferromagnet–normal–ferromagnet junction on the TI surface [41].

Figures 2(c) and (d) show the dependence of $G_{\text{CAR}}$ on the junction width $l$, where because of $-\mu_R = |m_{k_F}|$, the cross differential conductance is pure $G_{\text{CAR}}$. The $G_{\text{CAR}}$ rapidly oscillates with the increase of $l$, the same as $G_{\text{EC}}$. Such kind of rapid oscillation with $l$ is due to the phase factor $e^{i k_x a_x}$ of the wave function in the superconductor, where $k_F$ is proportional to $\mu_S$ when $\mu_S$ is large enough. The dependence of $G_{\text{CAR}}$ on $l$ is basically different from that of $G_{\text{EC}}$ as can be seen by comparing figure 2(c) with figures 2(a) or 2(d) with figure 2(b). It can clearly be seen that the oscillation magnitude of $G_{\text{CAR}}$ first increases and then decreases with the increase of $l$, which is rooted in two aspects below. On the one hand, the increase of $G_{\text{CAR}}$ with $l$ stems from the fact that the CAR is a process converting an electron into a hole, which needs a sufficiently long superconductor for the formation of coherence of two electrons as a Cooper pair. On the other hand, the following decrease of $G_{\text{CAR}}$ with $l$ results from the fact that the CAR occurs nonlocally at two different superconductor interfaces. It is of interest that the conductance $G_{\text{CAR}}$ exists in both parallel and antiparallel configurations. On the whole, the envelope of $G_{\text{CAR}}$’s oscillation with $l$ is unimodal, which is different from the multimodal character of that in superconducting graphene spin valves [11]. Such a difference is due to the enhanced CAR and the prohibited EC occurring in the bands having originated from the same Dirac cone for the junction on the TI surface, while they are from two different Dirac cones for the junction on graphene.

In figure 2, we find that the cross differential conductance which is pure $G_{\text{EC}}$ or pure $G_{\text{CAR}}$ depends on the carrier’s type in the right ferromagnetic lead, rather than on the configuration of the magnetizations in two leads. Hence, the switch between pure EC and pure CAR can be controlled electrically in our proposed setup, such as by gate voltage. Thus, the switch between pure EC and pure CAR in our setup is completely different from magnetically controlled switches in superconducting graphene spin valves [11], in which the change from pure $G_{\text{EC}}$ to pure $G_{\text{CAR}}$ is proposed by reversing the magnetization direction in one of the ferromagnetic leads.

In [17], the change from pure EC to pure CAR is proposed by altering the configuration of the magnetizations from parallel to antiparallel under the assumption that the magnetizations in the two leads are in the $x$–$y$ plane. The magnetization in the $x$–$y$ plane cannot open the gap in the surface states of TIs. However, the $y$-orientations of the magnetizations shift the Fermi surfaces in the two leads. When the $y$-orientations of the magnetizations in two leads are parallel (antiparallel), the Fermi surface of the incident electrons matches well only with the Fermi surface of the electrons (holes) for EC (CAR), thus the only nonlocal transport process is EC (CAR). In figure 2, the magnetizations in the two leads are in $z$-orientation, which can open a gap in the surface states. Pure EC happens in both parallel and antiparallel configurations of the magnetizations, so does pure CAR. Whether the nonlocal transport process is pure EC or pure CAR depends on the carrier’s type in the right ferromagnetic lead, thus the switch between pure EC and pure CAR is controlled electrically. In other words, the mechanism of the nonlocal transport proposed in our setup is novel and absolutely different from that in [17].
Since the maximum magnitude of the conductance $G_{\text{CAR}}$ occurs around the junction width $l \sim \xi$ as shown in figures 2(c) and (d), next we will carefully consider the influence of the bias voltage $V$ on $G_{\text{CAR}}$ around $l \sim \xi$. In figure 3(a), the dependence of the conductance $G_{\text{CAR}}$ on the junction width $l$ is shown for all bias voltages $V$ in the superconducting energy gap $\Delta$. We find that the width $l$ at which the maximum magnitude of $G_{\text{CAR}}$ appears becomes short with the increase of the bias voltage $V$. This behavior can be clearly understood from the properties of transmission probability $T_{\text{CAR}}$. Figures 3(b) and (c) show the dependence of $T_{\text{CAR}}$ on $\phi$ and $l$ for two different excitation energies $\varepsilon$, respectively. It is found that $T_{\text{CAR}}$ mainly oscillates with $l$ and changes slightly with $\phi$. And the width $l$ at which the maximum value of $T_{\text{CAR}}$ appears becomes short with the increase of the excitation energy $\varepsilon$ by comparing figures 3(b) and (c). The nonlocal differential conductance $G_{\text{CAR}}$ is proportional to the summation of the transmission probability $T_{\text{CAR}}$ over all incident angles.

### 3.3. Dependence of cross differential conductance on chemical potential

When the magnetizations in the left and right leads are collinear in the $z$-direction, the cross differential conductance that is pure $G_{\text{CAR}}$ for all bias voltages $0 < eV < \Delta$ is satisfied under the assumption of $\mu_L = -\mu_R = |m_L| = |m_R| \geq 0.5\Delta$. Moreover, the cross differential conductance that is pure $G_{\text{CAR}}$ can also be obtained for the bias voltages $x < eV/\Delta < 1$ under the condition $\mu_L + (-)x\Delta = -\mu_R + (-)x\Delta = |m_L| = |m_R|$ for $|m_{LR}| \geq \Delta$ and $0 < x < 1$. The condition for pure $G_{\text{CAR}}$ could be obtained similarly as for $G_{\text{CAR}}$. As shown in figure 4, the cross differential conductance can be abruptly switched from pure $G_{\text{BC}}$ (pink) to pure $G_{\text{CAR}}$ (blue) by changing $\mu_R$, where $\mu_R$ could be tuned by gate voltage. Hence, the magnitudes of $\mu$ and $m$ in the left and right leads do not have to be equal and much larger than $\Delta$, and the observation and control of CAR are easy to implement in experiments.

Although the width $l$ of the superconductor in the FSF junction is unchangeable in experiments, it is convenient to tune the chemical potential $\mu_S$ of the superconductor. Now, we consider the influence of $\mu_S$ on the conductance $G_{\text{CAR}}$. Figure 5 shows that $G_{\text{CAR}}$ changes periodically with the increase of $\mu_S$. Such a periodicity results due to the fact that, for large $\mu_S$, the factor $\gamma$ appearing in the spinor part of wave function is nearly zero, and $k_{\alpha\beta}$ in $e^{ik_{\alpha}\sigma^x}$ is proportional to $\mu_S$.

### 3.4. Role of spin-triplet pairing correlation

As shown above, the CAR occurs in both the parallel and antiparallel configurations, which is unusual and essentially different from that in a similar junction based on graphene because the operator $\sigma$ in the Dirac Hamiltonian represents real spin and pseudospin for topological surface states and graphene, respectively. Since the Cooper pairs are spin-singlet pairing correlation in superconducting graphene spin valves [11], the spin of the incident electron is antiparallel to the spin of the crossed Andreev reflected hole at the given energy, and the conversion probability is found to be very large. Hence, a very high efficiency nonlocal splitting of Cooper pairs could be generated and well tuned in our proposed model.
Andreev reflected hole are approximately parallel, which is supported by the spin-triplet Cooper pairs. In figure 1(e), the magnetizations interact with the spins to affect the direction of the spins of the electron and hole in the two leads, therefore, the spin of the incident electron is parallel to \((k_x, k_y, ml_z/h\hbar\nu)\), and the spin of the crossed Andreev reflected hole is parallel to \((k_x', k_y', mR_z/h\hbar\nu)\). Therefore, when \(ml_z\) and \(mR_z\) are large enough as given in the above figures and satisfy \(ml_z = mR_z\) (in Bi2Se3, \(ml_z = -mR_z\)), the spins of the incident electron and the hole of the CAR are approximately parallel (antiparallel), which is supported by the spin-triplet (spin-singlet) Cooper pairs.

3.5. Effect of \(x\)- and \(y\)-components of magnetization on \(G_{\text{CAR}}\)

Finally, we consider the effect of the \(x\)- and \(y\)-components of the magnetization in the left lead on the conductance \(G_{\text{CAR}}\), as shown in figure 6, where the magnetization is in the \(z\)-direction in the right lead. In figure 6(a), the conductance \(G_{\text{CAR}}\) depends irregularly on \(\varphi\) and \(\theta\) of the magnetization in the left ferromagnet. Concretely, we present the effect of the \(x\)- or \(y\)-component of the magnetization in figures 6(b), (c), and (d), in which the magnetization stays in \(xy\)- or \(yz\)-plane. We find the \(x\)-component of the magnetization has no effect on \(G_{\text{CAR}}\), and the change of \(G_{\text{CAR}}\) with \(\varphi\) for the curves with \(\varphi = 0\) or \(\pi\) just displays the effect of \(ml_z\) on \(G_{\text{CAR}}\). When \(\theta = 0.5\pi\) and \(\varphi = 0\) or \(\pi\), the left ferromagnetic surface state is equivalent to a normal topological surface state, and the \(G_{\text{CAR}}\) has a finite value. Such a character means that the pure CAR can be observed in a normal-state–superconductor–ferromagnet junction on a TI surface, which is different from the junction in [17] where two magnetic leads are needed and must be in an antiparallel configuration. By comparing the curves for \(\varphi = 0.5\pi\) or \(1.5\pi\) with those for \(\varphi = 0\), we find the \(y\)-component magnetization has a remarkable effect on \(G_{\text{CAR}}\), and such an influence depends on both the magnitude and direction of \(ml_y\). Also it can be seen that the change in \(G_{\text{CAR}}\) with \(ml_y\) and \(mR_y\) is irregular, and depends obviously on the bias voltage \(V\) as shown in figures 6(b), (c), and (d). Hence, pure CAR can be obtained when one of the two ferromagnetic leads become normal topological surface states in our setup.

In our calculations, constant finite singlet pairing \(\Delta\) is used in equation (1) to explore the nonlocal transport. Interesting results have been shown in a wide range of widths \(l\), which ranges from 0–2.6\(l\) in figure 2 and from 0.6\(l\)–2.2\(l\) in figure 3(a). Certainly, the magnetism has an influence on the amplitude and the uniformity of \(\Delta\) in a superconductor, thus the uniformity of \(\Delta\) would be difficult to be realized in real life setups. However, our results are not obtained at a fixed width of the superconductor, such as \(l = \xi\). If \(l = \xi\) is not sufficiently long to maintain the superconductivity, it could be double and even triple that of \(\xi\). Therefore, the uniformity and detailed amplitude of \(\Delta\) should not change the primary physics in our model. In order to establish a model which will well simulate real life setups, one can adopt a piecewise function to describe \(\Delta\) in a superconducting region in the theoretical calculations.

The conventional superconducting spin valve has been realized in an experiment in [33]. The realization demonstrates that it is possible to have a finite singlet pairing \(\Delta\) between two oppositely magnetized leads. Fortunately, the superconductivity and the magnetism of the topological surface states have been realized step by step in experiments [22, 32].

4. Conclusions

In this paper, we have studied the nonlocal quantum transport of the FSF junction on the surface of a TI. It has been found that the switch between pure CAR and pure EC can be controlled electrically, and pure CAR is independent of the configuration of the magnetizations in the left and right leads. Such a pure CAR could occur for all bias voltages in the superconducting energy gap. The average transmission probability of CAR could be very large, hence, a very high efficiency nonlocal splitting of Cooper pairs could be produced. The spin of the crossed Andreev reflected hole can be generally parallel to the spin of the incident electron, which is induced by the spin-triplet pairing correlation.

Moreover, we would like to discuss the realization of our model. The bulk band gap of a TI depends on the materials, which are, for example, about 300 meV in Bi2Se3, 100 meV in Bi2Te3, and 22 meV in HgTe [45–48]. The magnetic gap of the surface states could be realized by putting the magnetic material on the surface of a TI. The magnetic material could be MnSe or MnBi2Se4. Depending on the interface match of the TI and magnetic material, the surface gap can be 54 meV for a Bi2Se3/MnSe heterostructure and 100 meV for a MnBi2Se3/Bi2Se3 heterostructure [32, 49]. The superconducting energy gap of the surface states could be induced by depositing the superconductor on the surface of a TI. The superconducting energy gap of the surface states is about 1.1 meV for the Bi2Se3/NbSe2 and Bi2Te3/NbSe2 junctions, and 0.07 meV for the HgTe/Nb junction [22, 50, 51]. The gate electrode and chemical doping have been used to tune the

![Figure 6](image-url)
chemical potential of the surface states of Bi$_2$Se$_3$, Bi$_2$Te$_3$, or HgTe in experiments [37, 38, 51–53]. The superconducting coherence length $\xi$ of the surface states is about 200–2000 nm for $v_F = 5 \times 10^3$ m s$^{-1}$ [45, 50], then the width of the superconducting region in our model can be about 200–2000 nm. Thus at present, the parameters and calculated values in our work can be accessible in a real life system. We suggest that Bi$_2$Se$_3$ and Bi$_2$Te$_3$ could be good candidates for the 3D TI materials in our setup.
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