The locally monochromatic approximation to QED in intense laser fields
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We derive an approximation to QED effects in intense laser fields which can be employed in laser-particle collisions. Treating the laser as a plane wave of arbitrary intensity, we split the wave into fast (carrier) and slow (envelope) modes. We solve the interaction dynamics exactly for the former while performing a local expansion in the latter. This yields a ‘locally monochromatic’ approximation (LMA), which we apply to nonlinear Compton scattering in circularly- and linearly-polarised backgrounds and to nonlinear Breit-Wheeler pair production. We provide the explicit link between the LMA and QED, and benchmark against exact QED results. The LMA is particularly useful for high-energy, intermediate-intensity collisions, where, unlike the ‘locally-constant field’ approximation, the LMA correctly describes the position and amplitude of harmonic features and exactly reproduces the low energy limit. We show that in the limit of high-intensity and large harmonic order, the locally-constant field approximation is recovered from the LMA.

I. INTRODUCTION

There is a growing interest in experimentally verifying the predictions of quantum electrodynamics (QED) in the strong field, high-intensity, regime. To access this regime in experiment, two requirements must be met: (i) an electromagnetic field is present which is sufficiently intense so that many field quanta participate in a given process; (ii) the momentum transfer (recoil) in scattering is large enough that the quantum nature of processes is manifest. Upcoming laser facilities such as ELI-Beamlines [1], ELI-NP [2], and SEL (see [3] for an overview) will reach field strengths to fulfil requirement (i). One way to fulfil (ii) is to use laser wakefield accelerated particles, recent successes of which include the generation of positron beams in the lab [4] and measurement of quantum signals of radiation reaction [5, 6].

Background electromagnetic field strength can be quantified using an intensity parameter, \( \xi \), equivalent to the work done by the background over a Compton wavelength, in units of the background photon energy. When \( \xi \sim O(1) \), the standard approach of treating the background in perturbation theory fails, because this assumes that processes are more probable when fewer background photons are involved. When \( \xi \gg 1 \), an alternative approximation is often employed, in which the instantaneous rate for processes in a constant (‘crossed’) plane wave background (treated without recourse to perturbation theory) is integrated over the classical trajectories of the scattered particles. This “locally-constant field approximation” (LCFA) [7–10] has the particular advantage that it can be applied to arbitrary external fields. Therefore, when used in conjunction with a classical Maxwell field equation solver, it can be employed in situations for inhomogeneous backgrounds. The locally-constant field approximation is almost exclusively the method by which QED processes in intense fields are added to laser-plasma simulation codes [11–22]. It has recently been extended in several respects, by including higher derivative corrections [23–25], analysing simple, non-constant, fields in Schwinger pair production [26] and extending it to previously neglected processes [27, 28].

An alternative approach to probe the strong-field regime of QED is to use a conventional particle accelerator to fulfil the energy condition (ii), and a less intense laser to fulfil the field condition (i). This was demonstrated by the landmark E144 experiment [29] which investigated photon emission [30] and pair production [31, 32] in the weakly nonlinear regime. Using modern high-intensity laser systems, this form of experiment will be performed at E320 at FACET-II and at LUXE [33] at DESY, to measure QED in the highly non-linear, non-perturbative regime, which was out of reach for E144. These experiments will access the intermediate intensity regime \( \xi \sim O(1) \), where the locally-constant field approximation breaks down and fails to capture experimental observables such as the harmonic structure in spectra [34, 35].

To address this problem we derive here, from QED, the “locally monochromatic approximation” (LMA). Because the LMA is based upon a perturbation around a monochromatic background, it is not suitable for intense laser-matter collisions where a plasma is generated. Instead, it complements the locally-constant-field approximation by covering the regime of high-energy and intermediate intensity where the LCFA becomes invalid. As usual, we assume that the laser background is well defined and backreaction [37, 38] can be neglected to a first approximation. Rather than taking the constant crossed field result to be fundamental and the basis of the approximation, the LMA builds upon the monochromatic result, which is more specific to propagating fields such as laser pulses. One can show that both field configurations are ‘null’ (characterised by vanishing field invariants) and thus have the same degree of symmetry so that the dynamics becomes maximally super-integrable.
in either case \[39\] \[40\].

Various numerical codes have already been implemented that include the QED effects of nonlinear Compton scattering and nonlinear Breit-Wheeler pair-creation, by using an “instanceously monochromatic” rate that samples a non plane-wave field around the probe particles. Examples include the simulation code to support the SLAC E144 experiment \[29\], CAIN \[41\] and IP Strong \[42\], which has lately been used to provide simulation support for the planning of the LUXE experiment \[33\].

In this paper, we formalise the LMA and identify the approximations necessary to derive it from QED. We find the LMA treats the fast dynamics related to the carrier frequency of the plane wave exactly, but uses a local expansion to describe the slow dynamics associated with the pulse envelope. This combines the slowly-varying envelope approximation \[43–47\] with the locally-constant field approximation, improving upon both. It captures features to which the locally-constant field approximation is blind, yet because it is still an explicitly local approximation, it can be added to single-particle simulation codes. Furthermore, by benchmarking the LMA against exact calculations in pulses, an additional feature in the mid-IR region of nonlinear Compton scattering will become apparent, which may provide an additional signal to be searched for in experiment.

The paper is organised as follows. In Sec. II we outline the key steps in deriving the LMA for a general first-order strong field QED process. In Sec. III we give an outline of the numerical methods that form the basis of our benchmarking against finite-pulse results. The LMA for nonlinear Compton scattering is then compared to QED in circularly and linearly polarised pulse backgrounds in Sec. IV. We demonstrate the validity of the LMA for nonlinear Breit-Wheeler pair production in Sec. V. We conclude in Sec. VI. In Appendix A, a detailed derivation of the LMA for nonlinear Compton scattering in a circularly polarised background is presented and in Appendix B we include an alternate derivation of the infrared \[41\] limit of nonlinear Compton scattering, demonstrating also that the correct limit is trivially reproduced from the LMA. Finally, in Appendix C we show that the locally-constant field approximation can be recovered as a high-intensity limit of the LMA.

II. OUTLINE OF THE LOCALLY MONOCHROMATIC APPROXIMATION

Let the gauge potential of the background, \(a_{\mu}(\varphi)\), depend only on the phase \(\varphi = k \cdot x\), with \(k\) being the wave four-vector. We will work in lightfront coordinates \(x = (x^+, x^-, x^0)\) where \(x^- = x^0 + x^3\) and \(x^+ = (x^1, x^2)\). Here \(x^+\) is lightfront time while \(x^-\) and \(x^z\) are called the longitudinal and perpendicular directions, respectively \[38\]. With this notation, the wave vector of the background \(k_\mu = \delta^z_\mu k^z + \varphi = k^z x^z\). The scattering amplitude, \(S_{f_1}\), for an incoming electron with on-shell momentum \(p, p^2 = m^2\), is then calculated using the Volck wavefunction \[49\],

\[
\Psi_p(x) = \left(1 + \frac{\bar{\delta}_k(\varphi)}{2k \cdot p} \right) u_p e^{-iS_p(x)}. \tag{1}
\]

In the exponent, \(S_p(x)\) is the classical action for an electron in a plane wave background,

\[
S_p(x) = p \cdot x + \int_{-\infty}^{\infty} \frac{2p \cdot a(t) - a^2(t)}{2k \cdot p} dt. \tag{2}
\]

The scattering amplitude \(S_{f_1}\) in a plane wave background can then be written as

\[
S_{f_1} = (2\pi)^3 \delta^3_{\perp\perp}(p_{\text{in}} - p_{\text{out}}) M, \tag{3}
\]

with an invariant amplitude \(M\). Due to the non-trivial structure of the background, overall momentum conservation (encoded in the delta functions) only holds in three directions, \([-,-,\perp]\).

A closed form solution for phase integrals such as \(2\) is only known for some special cases of the background field, for example infinite “monochromatic” plane waves (see e.g. \[8\] for extensive applications). Beyond these solutions, one can turn to a numerical approach or employ an approximation. The slowly varying envelope approximation is known to simplify the classical action occurring in the exponent and hence make the phase integrations tractable \[43–47\]. It is applied as follows. Let the pulse \(a_{\mu}(\varphi)\) have the form

\[
a_{\mu}(\varphi) = m \xi f \left( \varphi \xi \right) \left( \varepsilon^\mu \cos \delta \cos \varphi + \varepsilon^\mu \sin \delta \sin \varphi \right), \tag{4}
\]

where \(\xi\) is the dimensionless Lorentz and gauge invariant measure of the field intensity \[39\], \(f(\varphi/\Phi)\) is the pulse envelope with phase duration \(\Phi\) and \(\varepsilon^\mu\), and \(\varepsilon^\mu\) are polarisation directions satisfying \(\varepsilon^\mu \cdot \varepsilon = -1\) and \(\varepsilon \cdot k = k \cdot \varepsilon = k \cdot \bar{\varepsilon} = 0\). The parameter \(\delta \in (0, \pi/2)\) determines the polarisation of the pulse; \(\delta = 0\) for linear polarisation along \(\varepsilon\), \(\delta = \pi/2\) for linear polarisation along \(\bar{\varepsilon}\) and \(\delta = \pi/4\) for circular polarisation\[4\]. We consider the pulse envelope to be asymptotically switched on and off, \(\lim_{x \to \pm \infty} f(\varphi) = 0\).

The slowly varying envelope approximation assumes that the pulse duration \(\Phi\) is sufficiently long that terms of order \(O(\Phi^{-1})\) can be neglected. (Higher orders can in principle be included in the approximation but they

1 Here and throughout, we use ‘infra-red’ to denote low lightfront energy \(n \cdot P\), for \(n\) the laser propagation direction and \(P\) any given particle momentum. This is a natural variable in plane wave calculations.

2 We make implicit a normalisation factor in the gauge potential \(\xi\) such that \(\text{Max}[a_{\mu}(\varphi)/(m\xi)] = 1\).
will lead to a more complicated result that takes longer to numerically evaluate and, as we shall see, the leading order terms will already be sufficient to reproduce the main features of spectra.) As a result, derivatives of the envelope with respect to the phase can be neglected, because they are of the form \(df(\varphi/\Phi)/d\varphi \sim \Phi^{-1}f'(\varphi/\Phi)\). In other words, the envelope varies slowly compared to the fast dynamics of the carrier frequency. The practical benefit of this is that we can simplify the classical action \([2]\). More explicitly, the classical action will have terms both linear and quadratic in the field envelope. In all terms involving both fast and slow oscillations, we integrate by parts, picking up terms of order \(O(\Phi^{-1})\) which we neglect, and so remove the integrals from \([2]\). This gives us, for the possible linear terms arising,

\[
\int_{-\infty}^{\varphi} d\psi \ f(\frac{\psi}{\Phi}) \{ \cos \psi, \sin \psi \} \approx f(\frac{\varphi}{\Phi}) \{ \sin \varphi, -\cos \varphi \},
\]

and for the possible quadratic terms

\[
\int_{-\infty}^{\varphi} d\psi \ f^2(\frac{\psi}{\Phi}) \{ \cos^2 \psi, \sin^2 \psi \}
\]

\[
\approx \frac{1}{2} f^2(\frac{\varphi}{\Phi}) \{ (\varphi + \sin \varphi \cos \varphi), (\varphi - \sin \varphi \cos \varphi) \}.
\]

For the particular case of a circularly polarised background, there arises a term containing only slow oscillations (the integral of \(f^2\) without trigonometric functions), which must be approximated by different means (see below). With these approximations, the background-dependent parts of the classical action can always be put in the form

\[
S_p(x) \approx G(\varphi, \frac{\varphi}{\Phi}) + \frac{1}{2} \alpha(\frac{\varphi}{\Phi}) [u(\varphi) - u^{-1}(\varphi)]
\]

\[
+ \frac{1}{2} \beta(\frac{\varphi}{\Phi}) [v(\varphi) - v^{-1}(\varphi)].
\]

The functions \(\alpha\) and \(\beta\) are purely slowly-varying functions of the phase \(\varphi\). The functions \(u(\varphi)\) and \(v(\varphi)\) are of the form \(\exp(ic\varphi)\), for \(c \in \{1, 2\}\). Note the similarity of the form of the exponent with the generating function for the Bessel function of the first kind,

\[
\exp \left\{ \frac{1}{2} z \left( \frac{\varphi}{\Phi} \right) [u(\varphi) - u^{-1}(\varphi)] \right\} = \sum_{n \in \mathbb{Z}} u^n(\varphi) J_n \left[ \frac{z(\varphi/\Phi)}{\Phi} \right].
\]

This was recognised and exploited in \([13]\) and essentially gives a generalisation of the infinite monochromatic field results \([8, 51]\) to the case where the argument of the Bessel function now depends slowly on the phase. There will also appear rapidly oscillating terms in the pre-exponent, but these can be incorporated by differentiating \([3]\) with respect to \(z\) and combining terms. The scattering amplitude will thus be defined in terms of harmonics, represented by the sum over integers \(n \in \mathbb{Z}\).

So far everything has been typical for the application of the slowly-varying envelope approximation in the strong-field QED literature \([43, 47]\). It is at this point that we take the further step of performing a local expansion in the phase variables to arrive at a local “rate” which can be implemented in one-particle numerical simulations.

To define the local expansion, we will concentrate on single (dressed) vertex “one-to-two” processes: nonlinear Compton scattering and nonlinear Breit-Wheeler pair production. The amount of literature on these processes has become too large to be cited here in full; regarding nonlinear Compton scattering see \([7, 54]\) for the original papers, \([8, 51]\) for reviews and \([45, 55–58]\) for a selection of more recent results. Nonlinear Breit-Wheeler pair creation was first discussed in \([7, 59, 60]\), while the study of finite size effects was initiated in \([61]\). Both processes were observed (at mildly nonlinear intensities) by the SLAC E144 experiment \([29, 30, 32]\). For the two examples to be considered, the reduced amplitude \(M\) in \([3]\) will have one phase integral, and after applying the slowly-varying envelope approximation, will be defined in terms of an infinite sum over the harmonic order \(n\), i.e.

\[
M = \sum_{n=-\infty}^{\infty} \int d\varphi \ M_n(\varphi).
\]

Squaring the amplitude for the probability, we will have something of the form,

\[
P \sim \sum_{n, n'=-\infty}^{\infty} \int d\Omega_{\text{LIPS}} \int d\varphi \ d\varphi' M_n(\varphi) M_{n'}(\varphi').
\]

i.e., a double infinite sum over harmonic orders, two phase integrals, and an integration over the Lorentz invariant phase space of the process, \(d\Omega_{\text{LIPS}}\). Now we perform a local expansion of the probability, in analogy to the locally-constant field approximation (see e.g. \([7, 10]\)). We make a change of variables to the sum and difference of phases,

\[
\phi = \frac{1}{2}(\varphi + \varphi'), \quad \theta = \varphi - \varphi'.
\]

Terms in the probability are then expanded in a Taylor series in \(\theta \ll 1\), and the slowly-varying envelope approximation is then applied to all derivatives of the pulse envelope, giving

\[
f(\frac{\varphi}{\Phi}) \approx f(\frac{\varphi'}{\Phi}) \approx f(\frac{\theta}{\Phi})\]

This allows the \(d\theta\) integrals to be performed, and the probability takes the form

\[
P = \int d\phi \ R(\phi),
\]

where \(R(\phi)\) is interpreted as a local “rate”\(^3\). For the processes of nonlinear Compton scattering and nonlinear Breit-Wheeler pair production we can write:

\[
P_{\text{LMA}} \approx \int d\phi \ R_{\text{mono}}[\xi f(\phi/\Phi)],
\]

\(^3\) In general \(R(\phi)\) will contain infinite sums over harmonic orders,
where \( R_{\text{mono}} \) is the probability per unit phase of the process in a monochromatic (infinitely long) plane wave. For a circularly polarised background the LMA is exactly equal to the integral on the right-hand side of (14). For a linearly polarised background, it is not so straightforward, as interference between different harmonic orders is included, but we will find that, to a good approximation, both sides of (14) are equal.

To conclude this outline of the LMA, we reiterate that the LMA is simply the application of two well-known approximations in the strong-field QED literature, the slowly varying envelope approximation and the “local” approximation in the relative phase variable, \( \theta \), carried out at the level of the probability. For each term in the local expansion we apply the slowly-varying envelope approximation, which reduces the complexity of the rates and allows us to progress further analytically. What this means is that no further restrictions have to be imposed on the pulse envelope beyond those required for the slowly-varying envelope approximation to be valid, i.e. that the phase duration \( \Phi \) be sufficiently large that derivatives of the envelope can be safely neglected. Although the approximation has been used before for a circularly polarised background \[62\], as far as we are aware, this is the first explicit derivation and benchmarking with the LMA as for a first order process in an infinite monochromatic plane wave \[8, 51\] (see appendix A).

\[ \text{III. DIRECT CALCULATION FROM QED FOR A PULSED BACKGROUND} \]

We wish to benchmark the LMA against the numerical evaluation of exact expressions from high-intensity QED. We provide here the details of the integration scheme used. For both nonlinear Compton scattering and nonlinear Breit-Wheeler pair production in a plane-wave pulse, one can write the total probability in the form \( P = \alpha I/\eta \), where \( \alpha \) denotes the fine structure constant, \( \eta = k \cdot P/m^2 \) is the energy parameter of the incoming particle (where \( k \) is the light-like wave vector of the plane wave background, \( P \) is the four-momentum of the incoming particle) and \( I \) is a triple integral. \( I \) involves two phase integrals, \( \phi, \theta \), and an integral over \( s \), the fraction of the incoming particle’s light-front momentum, \( P^- \), carried away by the emitted particle. For nonlinear Compton scattering, this is of the form:

\[
I = \int_{-\infty}^{\infty} \! \! d\phi \int_{0}^{1} \! \! ds \left\{ -\frac{\pi}{2} \right. \\
+ \left. \int_{0}^{\infty} \! \! \frac{d\theta}{\theta} [1 + h(a, s)] \sin \left[ g(s) \theta \mu(\phi, \theta) \right] \right\} . \quad (15)
\]

For the numerical calculation of the exact QED result, we are using the “\( i\epsilon \)” regularisation at the level of the probability (see e.g. \[63\]), as evidenced by the \( \pi/2 \) counter-term in Eq. (15). The dependence on the field \( a \) defined in \[41\] resides in both \( h(a, s) \) and in the Kibble mass \[61, 65\] normalised by the electron mass:

\[
\mu(\phi, \theta) = 1 - \frac{1}{\theta} \int_{-\theta/2}^{\theta/2} \frac{\alpha^2}{m^2} + \left( \frac{1}{\theta} \int_{-\theta/2}^{\theta/2} \frac{\alpha}{m} \right)^2 . \quad (16)
\]

In what follows we will outline some manipulations allowing for a straightforward numerical integration of \( I \).

The phase integration plane \((\phi, \theta)\) can be split naturally into subregions where the integrand in (15) takes a specific form according to the following two observations: First, the field-dependent function \( h(a, s) \) only has support for \( a \neq 0 \). Second, the Kibble mass becomes phase-independent when \( \phi \pm \theta/2 \) obey certain inequalities (see below).

Suppose we consider a pulse envelope, \( f(\phi/\Phi) \), which is symmetric about the origin with support \(|\phi| < L/2\). The example pulse shape we consider in this paper is \( f = \cos^2 \), where the phase duration is \( L = \pi \Phi \) and the pulse length parameter, \( \Phi \), can be related to the number of cycles, \( N \), via \( \Phi = 2N \). Using the symmetry of the integrand, we only have to consider the first quadrant in the \((\phi, \theta)\)-plane, which splits into the sub-regions shown in Fig. 1 such that \( I = \int ds \sum_{k=1}^{4} f_k \).
To deal with the infinite numerical integration of a non-linearly oscillating pure phase term, we first rewrite the regularisation factor as
\[
\frac{\pi}{2} = \int_{0}^{\infty} \frac{d\theta}{\theta} \sin K\theta,
\]
which is independent of the choice of the constant factor \(K\). In order to make for a simpler numerical evaluation, we choose \(K = g(s)\), allowing us to combine it with the other infinite phase term in Eq. \((13)\). (Other choices are useful in other circumstances, see for example \([66]\) and \([61]\) in the appendix.) Using this trick, we find that the first integral vanishes,
\[
I_1 = \int_{2\pi\Phi}^{\infty} d\sigma \int_{0}^{2(\phi - 2\pi \Phi)} \frac{d\theta}{\theta} \left\{ -\sin[g(s)\theta] + \sin[g(s)\theta \mu(\phi, \theta)] \right\} = 0.
\]
This can be shown by noting that \(\lim_{\sigma \to 0} \mu(\phi, \theta) = 1\), and in this phase region the pulse has no support. This is because terms depending on the potential, \(a(\varphi), a(\varphi')\) are zero unless:
\[
|\varphi| = |\phi + \theta/2| < 2\pi\Phi \quad \text{or} \quad |\varphi'| = |\phi - \theta/2| < 2\pi\Phi.
\]
In contrast, the integral \(I_2\) over the region where the pulse is yet to pass through, is non-zero:
\[
I_2 = \int_{0}^{\infty} d\phi \int_{2(\pi\Phi + \phi)}^{\infty} \frac{d\theta}{\theta} \left\{ -\sin[g(s)\theta] + \sin[g(s)\theta \mu(\phi, \theta)] \right\} \neq 0.
\]
Nevertheless, it may be calculated analytically by noting that the combination \(\mu(\phi, \theta)\) accumulates a constant total phase, \(\theta \mu \to \theta + \theta_{\infty}\), when the probe particle traverses the pulse and continues to propagate in vacuum. Explicitly, one finds for both nonlinear Compton and Breit-Wheeler processes that \(\theta_{\infty} = 3\pi c_{\epsilon}^{2}\Phi/2\), where \(c_{\epsilon} = 1\) (\(c_{\epsilon} = 1/2\)) for a circularly (linearly) polarised background. This finally leads to
\[
I_2 = 4\pi\Phi \sin X \cos X \cos Y - \sin X \sin Y
+ \frac{\pi}{2} \sin X - \frac{1}{Y} \sin (X + Y),
\]
where \(X = \theta_{\infty} g(s)/2\) and \(Y = 4\pi\Phi g(s)\). This is related to recent studies of interference effects in a double-pulse background \([67]\) \([68]\).

The remaining integral, \(I_3\), collects the contributions where the average phase \(\phi\) is outside the pulse, while the phase difference \(\theta\) is large enough that \(\phi - \theta/2\) reaches back into the pulse,
\[
I_3 = \int_{2\pi\Phi}^{\infty} d\phi \int_{2(\phi - 2\pi \Phi)}^{\infty} \frac{d\theta}{\theta} \left\{ -\sin[g(s)\theta] + \sin[g(s)\theta \mu(\phi, \theta)] \right\}.
\]
The integrand oscillates with a slowly decaying amplitude for \(\phi > 2\pi\Phi\) outside the pulse. As the oscillations are regular, they can be handled by using many data points. We also expect (and will show later) that contributions from outside the pulse are important mainly in the infra-red region of the spectrum, where we have an analytical expression for the limit.

Finally, \(I_4\) is just the evaluation of the full integral in Eq. \((13)\), for \(\phi \in [0, 2\pi\Phi], \theta \in [0, 2(2\pi\Phi + \phi)]\), i.e. “on top of” the pulse. As this is a well-defined, finite integration range, convergence can be assured by simply increasing the sampling resolution of the integrand.

![FIG. 2. A demonstrative plot showing how different parts of the integration region contribute to the spectrum (here, for a linearly polarised pulse) using a) a log scale and b) a linear scale.](image)

The contribution of each part of the phase integration plane \((\phi, \theta)\) to the spectrum is shown, for example parameters, in Fig. 2. This demonstrates that in the infra-red limit, \(s \to 0\), the integral \(I\) from \((13)\) is dominated by the sub-integral \(I_2\), i.e. by contributions from phase regions located outside the pulse. On the other hand, this agrees with intuition based on the uncertainty principle—the lowest photon energies require the longest interaction of the electron with the background as has already been pointed out in the literature for nonlinear Compton scattering \([9]\). On the other hand, when studying the infra-red, one should take into account soft contributions from higher-order processes \([63]\).

**IV. NONLINEAR COMPTON SCATTERING**

**A.Circularly polarised plane wave**

Having evaluated the full QED integrals for a pulse, we can now compare with the LMA. The latter is numerically more efficient, but also implies enhanced analytical control as it typically results in well-known special functions. Beyond these immediate advantages, our motivation to improve standard literature approximations is three-fold: (i) to have a locally defined rate which could in principle be implemented in numerical simulation codes; (ii) to be able to resolve the harmonic structures present in the exact QED probabilities with this ap-
Consider the interaction of an electron, initial invariant energy parameter \( \eta_e = k \cdot p/m^2 \), with the plane wave

\[
a_\mu(\phi) = m \xi \cos^2 \left( \frac{\phi}{\Phi} \right) (\bar{\varepsilon}_\mu \cos \phi + \bar{\varepsilon}_\mu \sin \phi),
\]

(18)

which has circular polarisation and envelope \( f \sim \cos^2 \). The LMA to the nonlinear Compton spectrum in this setup is given in (A21). In Fig. 3, we compare the photon spectrum predicted by the LMA with the exact QED result, for the parameters \( \xi = 0.5 \) and \( \eta_e = 0.1 \), and various pulse lengths \( \Phi \). This is the low intensity, high-energy regime which will be probed at, for example, LUXE [23]. In this regime, the locally-constant field approximation, valid for \( \xi^2/\eta_e \gg 1 \) [23], is no longer applicable and fails by a large margin as demonstrated in Fig. 3.

Each of the plots (a)–(d) in Fig. 3 shows the spectra for the LMA (dark long-dashed line), the locally-constant field approximation (light short-dashed line) and the numerically integrated exact QED results, the latter of which is plotted for various pulse lengths. (We recall the number of cycles \( N \) and the pulse duration \( \Phi \) are related by \( \Phi = 2N \).) The numerically integrated exact QED spectra have been normalised by \( N/2 \) to facilitate comparison. As discussed above, one of the steps in deriving the LMA for a given process is to first apply the slowly-varying envelope approximation, which assumes that the pulse duration is sufficiently long such that derivatives of the profile can be neglected. We can see the consequences of this in Fig. 3. As the pulse duration is increased, the LMA result remains the same (when normalised by pulse duration), but the results from the numerical integration of the exact QED probability become progressively more peaked around the first harmonic, and the agreement between this and the LMA improves. In all cases, the locally-constant field approximation completely misses not only the key harmonic structures and the infra-red

FIG. 3. The photon spectrum from nonlinear Compton scattering in a circularly polarised background, in the high-energy, weakly nonlinear regime, normalised by \( N/2 \) for pulses with different numbers of cycles, \( N \). The locally-constant field approximation (light short-dashed line) poorly approximates the spectrum, whereas the LMA (dark long-dashed line) captures the harmonic structure and becomes more accurate as the length of the pulse increases. Plotted left-to-right is: a) the yield spectrum; b) the energy spectrum; c) the IR part of the spectrum (log-linear); d) the UV part of the spectrum (log). The vertical solid lines here and in the following figures correspond to the positions of the harmonic edges calculated for an infinite monochromatic plane wave.

FIG. 4. The photon spectrum from nonlinear Compton scattering in a circularly-polarised background, in the high-energy nonlinear regime, normalised by half the number of laser cycles, \( N/2 \). The locally-constant field approximation (light short-dashed line) approximates the spectrum well for values of \( s \) corresponding to higher harmonics. The LMA (dark long-dashed line) captures both the harmonic structure and the large-\( s \) behaviour and becomes more accurate as the length of the pulse increases. Plotted left-to-right is: a) the yield spectrum; b) the energy spectrum; c) the IR part of the spectrum (log-linear); d) the UV part of the spectrum (log).
limit, but also fails in the high-energy, \( s \to 1 \), regime. This is characteristic of the locally-constant field approximation for \( \xi < 1 \).

Fig. 4 we show the same spectra as before, however for the increased field strength of \( \xi = 2.5 \). We are now in a regime where the locally-constant field approximation is able to more accurately capture at least the \( s \to 1 \) behaviour of the spectra, but we can see that the LMA is still vastly superior. In fact, in Fig. 4 we can distinguish three distinct regions of the spectrum on the interval \( 0 < s < 1 \), defined in relation to the position of the first harmonic/Compton edge, which for a monochromatic plane wave is located at \( s_1 = 2\eta_e/(1 + \xi^2 + 2\eta_e) \).

There is the far infra-red sector where \( 0 < s \ll s_1 \), the harmonic range where \( s > s_1 \) which includes all of the harmonic structure of the spectrum, and the intermediate regime where \( s \lesssim s_1 \). In both the far infra-red and the harmonic range the LMA gives a very good agreement with the numerically integrated exact QED spectrum, outperforming the locally-constant field approximation in both cases. One of the most striking improvements in this regard is the agreement between the LMA and the exact QED spectrum in the far infra-red, \( s \to 0 \) limit. This agreement is not only visible numerically; one can trivially derive the correct \( s \to 0 \) limit from the LMA, as shown in Appendix B where we also provide a novel derivation of the limit from the exact QED probability.

The second area in which the LMA performs well is in the harmonic range. For sufficiently long pulses, which in Fig. 4 corresponds to 8 cycles (full-width-half-max duration of around 11 fs for a 800 nm carrier wavelength), the LMA not only predicts the correct position of the leading harmonic in the spectrum, but is also accurate in predicting the locations and magnitudes of the subleading harmonics.

The only part of the spectrum in which the LMA deviates somewhat from the exact QED result is the intermediate regime where \( s \lesssim s_1 \). It turns out that this sector of the spectrum contains features which, to the best of our knowledge, have not been extensively commented on in the literature. Most numerical investigations of the exact QED spectrum/probability are compared to the locally-constant field approximation, which is well known (i) to not capture harmonic structure and (ii) to diverge towards the infra-red. The LMA, however, yields the correct infra-red limit, \( s \to 0 \), and very good agreement in the harmonic range, but does not capture the full structure of the spectrum in the intermediate range. In each of the spectra coming from the numerically integrated exact QED results there is a clear “bump” in the range just before the first harmonic. This same feature can be seen in various other works in the literature, see for example 29, 24, 70.

A qualitative explanation for these additional peaks is that a pulse profile introduces additional frequency scales in the dynamics, analogous to the usual harmonics found at locations determined by the carrier frequency scale of the background, see e.g. 23, 59, 57. For the current choice of a \( \cos^2 \) pulse envelope, we found that the approximate position of these peaks can be determined as follows. One first introduces a rescaled frequency, \( \tilde{k}^0 = k^0/2I \), where \( k^0 \) is the carrier wave frequency and \( I \) is the integral of the pulse profile, \( f \). One then calculates the position of the first harmonic/Compton edge, \( s_1 \), using the rescaled energy parameter \( \eta_e \to \eta_e/2I \). As pulse duration increases, the additional broad peaks get pushed further back into the infra-red and are smoothed out, eventually disappearing in the infinite plane wave (monochromatic) limit. Therefore an improvement of the accuracy of the LMA in this part of the spectrum might be achieved by including higher order terms in \( 1/\Phi \), i.e. the slowly-varying-envelope part of the approximation. The amplitude of these peaks also decreases significantly as \( \xi \) falls below unity.

Fig. 4 also shows that in the UV range, \( s \to 1 \), there is good agreement between the LMA and the locally constant field approximation for \( \xi = 2.5 \). However, this is no longer true when \( \xi = 0.5 \) as in Fig. 3. To capture the UV limit in more detail one could adopt the methods of 71, 72 and use the saddle point method, noting that, in the exponent, the pre-factor of the Kibble mass is proportional to \((1 - s)^{-1} \). Following this route, though, is beyond the scope of our present discussion.

The case of a circularly polarised plane wave pulse gives the simplest form of the LMA due to the additional symmetries of the choice of background. The approach can, however, still be used for the case of linear polarisation, to which we now turn.

### B. Linearly polarised plane wave

As above, we compare the LMA for a linearly polarised background field with the numerically integrated exact result for a fixed electron energy \( \eta_e = 0.1 \) and field strengths \( \xi = 0.5 \) (Fig. 5) and \( \xi = 2.5 \) (Fig. 6). In this case the LMA is given by (A34). Even for infinite monochromatic plane wave fields, the probability of nonlinear Compton scattering for a linearly polarised background field has extra structure compared to the circularly polarised case. The same is true for the LMA in a pulsed linearly polarised field. The source of the extra structure is that for linear polarisation the term which is quadratic in the background field in the classical action (2) is dependent on both the slow oscillations due to the pulse profile, and the fast oscillations of the carrier frequency of the plane wave. Within the LMA, this results in a non-trivial integration over the angular spread of the emitted photons. As a consequence (see Appendix A for details), there remains a double harmonic sum, compared to the circularly polarised case, where it simplifies

\[ \Phi \]

\[ 4 \text{ For circular polarisation, i.e. the choice } 18, \text{ one finds } I = \pi \Phi/2. \]

An analogous argument for linear polarisation (see below) employs the scaling \( k^0 \to k^2/\sqrt{2\pi \Phi} \).
FIG. 5. The photon spectrum from nonlinear Compton scattering in a linearly polarised background, in the high-energy, weakly nonlinear regime, normalised by half the number of laser cycles, $N/2$. The agreement of the LMA (dark long-dashed line) and disagreement of the locally-constant field approximation (light short-dashed line) with the numerically exact results is similar to the circularly polarised case. The dot-dashed line is the spectrum acquired by taking the LMA for a circularly polarised background and rescaling the intensity parameter $\xi \rightarrow \xi/\sqrt{2}$.

due to the extra symmetry in the background. Hence, it is not possible to simply take the textbook expression for linearly polarised monochromatic plane waves and localise the field intensity, $\xi \rightarrow \xi f$, as could be done in the circularly polarised case. In principle, the additional structure of a double-harmonic sum allows for the possibility of interference effects between the harmonics. However, in the intermediate intensity, high-energy regime, we did not find any appreciable contribution from this interference.

For weak fields, $\xi < 1$, the low-energy part of the spectrum, i.e. the region $s \lesssim s_1$ below the first harmonic, $s_1$, is well approximated by the perturbative contribution from the squared potential, $a^2$. In this case, the linearly polarised LMA turns out to be well-approximated by taking the circularly polarised LMA and making the replacement $\xi \rightarrow \xi/\sqrt{2}$, as is demonstrated in [6]. Because of this, rescaling the circularly polarised result is a method which has been used to implement rates for linear polarisation in numerical codes.

However, this method fails for $\xi > 1$. In this regime, higher harmonics, proportional to $a^{2n}$ for the $n$th harmonic, contribute to the spectrum and can no longer be obtained through a simple modification of the circularly polarised LMA. This impact of the background polarisation at higher values of the field strength is demonstrated in Fig. [4]. Although the position of the harmonics is still correctly predicted by the rescaled circularly polarised LMA, their amplitude is not, nor is the overall shape of the spectrum correctly captured: the rescaled circularly polarised result gives an underestimate for the smallest values of $s$, but an overestimate for larger values. Hence, the linearly polarised LMA proper, rather than the rescaled circularly polarised LMA, must be used in the intensity regime of upcoming experiments [33].

From both the circular and linear polarisation cases just discussed one notes that the higher the field strength $\xi$, the better the agreement between LMA and locally-constant field approximation in the ultra-violet (large-$s$) regime. In appendix C we show explicitly that this is not just some numerical accident. Indeed, we will derive the locally-constant field approximation as the high-field limit of the LMA.

FIG. 6. The photon spectrum from nonlinear Compton scattering in a linearly polarised background, in the high-energy, nonlinear regime, normalised by half the number of laser cycles. The agreement of the LMA (dark long-dashed line) and the locally-constant field approximation (light short-dashed line) with the exact pulsed results is similar to the circularly polarised case. The dot-dashed line is the spectrum acquired by taking the LMA for a circularly polarised background and replacing the intensity parameter $\xi \rightarrow \xi/\sqrt{2}$. Unlike in the weak-field regime, the linearly polarised LMA is not well approximated by rescaling the intensity parameter in the circularly polarised LMA.
V. NONLINEAR BREIT-WHEELER

So far our focus has been on implementing and analysing the LMA for nonlinear Compton scattering. In principle, however, the LMA can be applied to any QED scattering process in a plane wave background. As another example, consider nonlinear Breit-Wheeler pair production, where an initial photon decays into an electron-positron pair. The derivation of the LMA for this process follows the same route as for nonlinear Compton scattering (see appendix A), and we again find that in the case of a circularly polarised plane wave the final differential probability is simply the textbook result in a monochromatic plane wave \[\xi \rightarrow \xi f\], see (A36) in the appendix. A well known feature of the nonlinear Breit-Wheeler process is the strict lower bound, \[n_\ast\], on the harmonic number contributing for a given field strength and initial photon energy. This is because the outgoing particle states are massive, so that their production can only proceed above an energy threshold.

For a monochromatic plane wave, the lower bound is given by \[n_{\ast, \text{mono}} = 2(1 + \xi^2)/\eta_\gamma\], where \[\eta_\gamma = k \cdot \ell/m^2\] is the energy parameter for the incident photon with four-momentum \[\ell\]. Comparing this to (A37), we can see that for a pulse there are points along the phase for which the minimum harmonic \[n_\ast < n_{\ast, \text{mono}}\] for the same \[\xi\] and \[\eta_\gamma\].

At first glance, this would appear to mean that at the wings of the pulse, as \[f \rightarrow 0\], the minimum harmonic contributing would decrease, and since Bessel harmonics of lower order are typically greater in magnitude, that the process would be more probable at lower field strengths. One has to keep in mind, though, that the argument \[\delta(z, \phi)\] of the Bessel function depends on the pulse profile \[f\] and vanishes in the limit \[f \rightarrow 0\]. The only Bessel function surviving this limit is \(J_0\). However, since the harmonic sum in (A36) is over strictly positive \[n > 0\] and thus excludes \(J_0\), there is no contribution to the probability for \[f \rightarrow 0\]. Hence, in comparison to nonlinear Compton scattering, the nonlinear Breit-Wheeler process will still require either very high field strengths, for which the locally-constant field approximation should be a good approximation, or very high initial photon energies.

For both the Compton and Breit-Wheeler processes, the momentum taken from the field increases with field strength, and the harmonic structure becomes less well defined. In order to demonstrate the LMA for the Breit-Wheeler process, the centre-of-mass energy should be close to the pair rest-energy in order that only very few laser photons are required for pair production to take place. In Fig. 7, we demonstrate such a situation, where we present the spectrum of electrons produced by a head-on collision of a 250 GeV photon (\(\eta_\gamma = 3\)) with a laser pulse of intensity \(\xi = 1\). We note that the harmonic structure of the spectrum for long pulses is well-approximated by the LMA, whereas the locally-constant field approximation both misses the harmonics in the spectrum and under-predicts the yield.

VI. SUMMARY

Motivated by the need to improve the theoretical tools required for supporting state-of-the-art laser experiments probing the high-intensity regime of QED, we have introduced here the locally monochromatic approximation (LMA).

This technique treats the quickly- and slowly-oscillating components of laser field profiles differently, in order to improve on the accuracy of the existing locally-constant field approximation, which essentially treats all field components as slowly varying. Oscillations due to the carrier frequency of the laser field are treated exactly, while the slowly-varying field envelope degrees of freedom are treated in a local expansion. Therefore, the accuracy of the LMA increases with increasing pulse duration as we have shown by comparing directly with exact QED results. This conclusion agrees with other works that have compared a train of monochromatic pulses with single short-pulse spectra \[73, 74\]. Although we have not included it here, the LMA could easily be extended to include a carrier-envelope-phase, since the separation between fast and slow time scales would remain (see e.g. \[62\] for an example of this applied to the slowly-varying-envelope approximation).

The LMA (or its precursors) have been used in several numerical codes, albeit in an ad-hoc fashion. To put the LMA on a firmer basis, we provide the first derivation from, and the first benchmarking against, QED in a plane wave background. In doing so we have identified the character of expansions at work and established how the accuracy improves with pulse duration. Finally, we have located spectral features in the mid-infra-red that are missed by this approximation.

We note, however, that despite being local in the phase...
variable, the LMA is unsuitable for intense laser-matter interactions where plasma is present. This is because the LMA relies on the presence of structures particular to laser fields, essentially a central frequency and an envelope, which normally are absent in a plasma. Instead, the LMA can be thought to extend the LCFA up to higher energies and down to intermediate and low intensities, in situations where the background field is a laser pulse of well-characterised shape. Such a situation is to be found in upcoming high-energy experiments [33]. When applicable, the LMA correctly resolves harmonic structure in particle spectra. Whilst it is known that these can be washed out due to multi-particle effects [75], they have been observed in experiments [29, 35, 36, 76]. The washing-out effect is expected to be less significant if the electron beam has a narrow momentum spread. A further advantage of the LMA is its capability to capture the infra-red limit of nonlinear Compton scattering. In contrast, the locally-constant field approximation is well-known to fail in this regard.

In this paper we have considered the first-order processes of nonlinear Compton scattering and nonlinear Breit-Wheeler pair production, but the LMA could also be extended to higher-order processes such as triple pair production (see e.g. [77, 82]) and double nonlinear Compton scattering (see e.g. [83, 88]). This extension is not trivial, as it would need to deal with the appearance of resonant singularities in dressed propagators [89, 90] and a normalisation factor of $\delta$. The integrand involves a spin structure $\alpha^\mu$ such that

$$\alpha^\mu(\varphi) = m\xi f^{\varphi}_\Phi (\Phi) (\epsilon^\mu \cos \varphi + \bar{\epsilon}^\mu \sin \varphi) .$$

The term quadratic in the gauge potential in (A4) only contains the slow timescale in $\varphi$:

$$a^2(\varphi) = -m^2 \xi^2 f^2 \left( \frac{\varphi}{\Phi} \right) ,$$

and so the slowly-varying envelope approximation [5] need only be applied to the other terms linear in $a^\mu$. This results in

$$\int_{-\infty}^{\varphi} \frac{\ell' \cdot \pi_p}{k \cdot (p - \ell')} \simeq G(\varphi) - \alpha_e \left( \frac{\varphi}{\Phi} \right) \sin \varphi + \alpha_s \left( \frac{\varphi}{\Phi} \right) \cos \varphi .$$

The function $G(\varphi)$ is slowly varying with $\varphi$,

$$G(\varphi) = \frac{s}{2n_e(1 - s)} \left[ 1 + \frac{|\ell'_e - sp|^2}{s^2m^2} \right] \varphi + \int_{-\infty}^{\varphi} d\psi \xi^2 f^2 \left( \frac{\psi}{\Phi} \right) .$$

Nonlinear Compton scattering is the process by which an electron of 4-momentum $p$ scatters off a background plane wave pulse to emit a photon of momentum $\ell'$ and polarisation $\epsilon'_{\ell'}$, $e^- (p) \rightarrow e^- (p') + \gamma (\ell')$. The amplitude is given by the standard $S$-matrix element

$$S_{\text{NLC}} = -ie \int d^4x \tilde{\Psi}_p (x) e^* \Psi_p (x) e^{i\ell' \cdot x} .$$

The explicit representation of the Volkov wavefunctions [4] and some trivial integrations lead to the representation [3] with reduced amplitude

$$M_{\text{NLC}} = -ie \int d\varphi S(\varphi) \exp \left( i \int_{-\infty}^{\varphi} \frac{\ell' \cdot \pi_p}{k \cdot (p - \ell')} \right) .$$

The integrand involves a spin structure

$$S(\varphi) = \bar{u}_{\ell'} \left( 1 + \frac{\phi(\varphi)}{2k \cdot p} \right) \ell' \left( 1 + \frac{\phi(\varphi)}{2k \cdot p} \right) u_p .$$

and an exponential given in terms of the kinetic momentum of a classical electron in a plane wave background,

$$\pi^\mu_p (\varphi) = p^\mu - a^\mu (\varphi) + \frac{2p \cdot a(\varphi) - a^2 (\varphi)}{2k \cdot p} k^\mu .$$

We proceed now to the particular case of a circularly polarised pulse.

### 1. Circularly polarised plane wave pulse

The circularly polarised plane wave pulse is given by [4] with $\delta = \pi/4$ and a normalisation factor of $\sqrt{2}$ such that $\max (|a^\mu / m\xi|) = 1$,

$$a^\mu (\varphi) = m\xi f^{\varphi}_\Phi (\Phi) (\epsilon^\mu \cos \varphi + \bar{\epsilon}^\mu \sin \varphi) .$$

The function $G(\varphi)$ is slowly varying with $\varphi$,

$$G(\varphi) = \frac{s}{2n_e(1 - s)} \left[ 1 + \frac{|\ell'_e - sp|^2}{s^2m^2} \right] \varphi + \int_{-\infty}^{\varphi} d\psi \xi^2 f^2 \left( \frac{\psi}{\Phi} \right) .$$
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### Appendix A: Detailed derivation of the LMA

In Sec. [11] we presented only the key steps involved in calculating the LMA for a high-intensity QED process. To be more explicit, we turn to an example derivation for the process of nonlinear Compton scattering in a plane wave pulse. We will give a thorough account of the calculation in a purely monochromatic plane wave (see for example [51] for the circularly polarised case).
and depends on $\eta = k \cdot p/m^2$, the normalised measure of the electron’s light-front momentum, and $s = k \cdot \ell'/k \cdot p$, the light-front momentum fraction of the outgoing photon. The rapidly oscillating terms $\{\cos \varphi, \sin \varphi\}$ each have a slowly-varying pre-factor,

$$
\alpha_e \left( \frac{\varphi}{\Phi} \right) = \frac{\xi f \left( \frac{\varphi}{\Phi} \right)}{\eta_m (1 - s)} (\ell' - sp) \cdot \varepsilon ,
\alpha_s \left( \frac{\varphi}{\Phi} \right) = \frac{\xi f \left( \frac{\varphi}{\Phi} \right)}{\eta_m (1 - s)} (\ell' - sp) \cdot \bar{\varepsilon} ,
$$

(A9)

respectively, and depend on a 4-vector $\mathcal{L} = \ell' - sp$, projected onto the polarisation directions, $\varepsilon$ and $\bar{\varepsilon}$, of the background. Defining an angle $\vartheta$,

$$
\vartheta = \tan^{-1} \frac{\alpha_s}{\alpha_e} ,
$$

(A10)

allows us to write

$$
\alpha_e \left( \frac{\varphi}{\Phi} \right) = z \left( \frac{\varphi}{\Phi} \right) \cos \vartheta ,
\alpha_s \left( \frac{\varphi}{\Phi} \right) = z \left( \frac{\varphi}{\Phi} \right) \sin \vartheta ,
$$

(A11)

(we will use the shorthand $z(\varphi) \equiv z(\varphi/\Phi)$ in what follows) such that

$$
z(\varphi) = \sqrt{\alpha_e^2 + \alpha_s^2} = \sqrt{\frac{\xi^2 f^2 \left( \frac{\varphi}{\Phi} \right)}{\eta^2 m^2 (1 - s)^2} (\ell' - sp)^2} .
$$

(A12)

This drastically simplifies the exponent (A7), and the reduced amplitude (A2), which becomes

$$
\mathcal{M}_{\text{NLC}} = -ie \int d\varphi \mathcal{S}(\varphi) e^{i(G(\varphi) - z(\varphi) \sin(\varepsilon - \vartheta))} .
$$

(A13)

The probability is now calculated in the usual way by averaging/summing over incoming/outgoing spins and polarisations and integrating over the outgoing particle phase space with the result

$$
\mathcal{P}_{\text{NLC}} = \frac{\alpha}{16\pi^2 (k \cdot p)^2} \int d\varphi \int d\varphi' \int \frac{ds}{s(1 - s)} \int d|\mathcal{L}_\perp|^2 \int d\vartheta \mathcal{T}_{\text{NLC}}(\varphi, \varphi')
\times \exp \left[ iG(\varphi) - iG(\varphi') - iz(\varphi) \sin(\varphi - \vartheta) + iz(\varphi') \sin(\varphi' - \vartheta) \right] .
$$

(A14)

Here, we have introduced the fine structure constant $\alpha$ and the auxiliary quantity

$$
\mathcal{T}_{\text{NLC}}(\varphi, \varphi') = -2m^2 + \left( 1 + \frac{s^2}{2(1 - s)} \right) (a(\varphi) - a(\varphi'))^2 ,
$$

(A15)

(up to a factor) representing the trace, $\text{tr} \bar{\mathcal{S}} \mathcal{S}$, from the spin sum/average. For the perpendicular photon momentum integrals one has $d^2 \ell'_\perp = d^2 \mathcal{L}_\perp$ or, in polar coordinates,

$$
\int d^2 \ell'_\perp = \frac{1}{2} \int d|\mathcal{L}_\perp|^2 \int d\vartheta .
$$

(A16)

$$
\mathcal{T}_{\text{NLC}}(\varphi, \varphi') e^{-iz \sin(\varphi - \vartheta) + iz' \sin(\varphi' - \vartheta)} = \sum_{n, n' = -\infty}^\infty e^{-in\varphi + in'\varphi'} e^{i(n-n')\vartheta} \left\{ -2m^2 J_n(z)J_{n'}(z') \right. 
- m^2 \xi^2 \left( 1 + \frac{s^2}{2(1 - s)} \right) \left[ \left( f^2 \left( \frac{\varphi}{\Phi} \right) + f^2 \left( \frac{\varphi}{\Phi} \right) \right) J_n(z)J_{n'}(z') - f \left( \frac{\varphi}{\Phi} \right) f \left( \frac{\varphi'}{\Phi} \right) \left[ J_{n+1}(z)J_{n+1}(z') + J_{n-1}(z)J_{n-1}(z') \right] \right\} .
$$

(A17)

Observe that the only dependence on the angle $\vartheta$ is through the term $\exp[i(n - n')\vartheta]$ (recall $G(\varphi)$ is also independent of $\vartheta$, c.f. (A8)). The integral over this angle can then be performed, giving a $\delta$-function which means
the probability only has support on \( n = n' \), reducing the complexity from a doubly infinite sum to a single one. (It is interesting to note that in the calculation for a monochromatic plane wave \[ A1 \] this factor setting \( n = n' \) comes instead from a phase integral.)

The probability \[ A14 \] still has a complicated form, with two phase integrals and an integral over the transverse momentum variable \(|\mathbf{P}_\perp|^2\) which resides in the argument \( z(\varphi) \) of the Bessel functions. As the integrals cannot be done analytically, the route forward now is to introduce a local expansion. We switch to the sum and difference variables \[ 11 \] and expand in \( \bar{\theta} = \varphi - \varphi' \ll 1 \), once again ignoring all derivatives of the field profile \( f(\varphi/\Phi) \). Then we have \( f(\varphi/\Phi) \approx f(\varphi'/\Phi) \approx f(\phi/\Phi) \), and consequently

\[
z(\varphi) \approx z(\varphi') \approx z(\phi), \tag{A18}
\]

\[
\mathbb{P}\text{\textsc{\tiny NLC}}^{(\text{circ})} = -\frac{\alpha}{\eta_c} \int d\phi \int ds \int d|\mathbf{P}_\perp|^2 \sum_{n=-\infty}^{\infty} \delta \left( |\mathbf{P}_\perp|^2 - m^2 \left[ 2\eta_c (1-s) n s - s^2 \left( 1 + \xi^2 f^2 \left( \frac{\varphi}{\Phi} \right) \right) \right] \right) \times \left\{ J_n^2(z(\phi)) + \frac{1}{2} \xi^2 f^2 \left( \frac{\varphi}{\Phi} \right) \left( 1 + \frac{s^2}{2(1-s)} \right) \left[ 2J_n^2(z(\phi)) - J_{n+1}^2(z(\phi)) - J_{n-1}^2(z(\phi)) \right] \right\}. \tag{A20}
\]

The remaining momentum integral is now trivial, giving the final result of

\[
\mathbb{P}\text{\textsc{\tiny NLC}}^{(\text{circ})} \approx -\frac{\alpha}{\eta_c} \int d\phi \sum_{n=1}^\infty \int_0^{s_{n+1}(\phi)} ds \left\{ J_n^2(z(\phi)) + \frac{1}{2} \xi^2 f^2 \left( \frac{\phi}{\Phi} \right) \left( 1 + \frac{s^2}{2(1-s)} \right) \left[ 2J_n^2[z(\phi)] - J_{n+1}^2[z(\phi)] - J_{n-1}^2[z(\phi)] \right] \right\}, \tag{A21}
\]

in which

\[
z(\phi) = \frac{2n \xi \left[ f\left( \frac{\phi}{\Phi} \right) \right]}{\sqrt{1 + \xi^2 f^2 \left( \frac{\phi}{\Phi} \right)^2}} \left[ \frac{s}{s_n(1-s)} \left( 1 - \frac{s}{s_n(1-s)} \right) \right]^{1/2}, \tag{A22}
\]

and

\[
s_n = \frac{2n \eta_c}{1 + \xi^2 f^2 \left( \frac{\phi}{\Phi} \right)^2}, \quad \eta_c = \frac{k \cdot p}{m^2}, \quad s = \frac{k \cdot \ell'}{k \cdot p}. \tag{A23}
\]

(We have suppressed the argument of \( s_n = s_n(\phi/\Phi) \) for brevity.) Momentum conservation leads to the condition \( n \geq 1 \) on the harmonic number, whereas kinematic considerations lead to a phase-dependent upper bound on the \( s \)-integration of \( s_{n+1}(\phi) = s_n(\phi) / (1 + s_n(\phi)) \). So for a circularly polarised plane wave field, \[ A5 \], the LMA gives a direct generalisation of the infinite monochromatic plane wave result (see e.g. \[ 11 \]), where the field strength has been localised, i.e. turned into a function of phase, \( \phi \), by replacing \( \xi \rightarrow \xi f(\phi/\Phi) \). As mentioned in the main text, this ad-hoc replacement has been used in the literature \[ 62 \], but to the best of our knowledge, the necessary approximations required, and in fact the validity of the approach, has not been studied. In \[ 62 \] this trick of localising the field strength in the monochromatic result is also used for the case of a linearly polarised plane wave pulse. However, we will see below that the validity of this replacement may not be applicable in all cases.

2. Linearly polarised plane wave pulse

The derivation of the LMA for a linearly polarised plane wave pulse mostly follows the same path as for circular polarisation, and so we just point out the key differences, most importantly the reasons why it is not possible to simply take the standard results for the case of a linearly polarised monochromatic plane wave (see e.g. \[ 8 \]) and “localise” the field strength \( \xi \).

We will assume the pulse to be linearly polarised in the \( \varepsilon \) direction by adopting \[ 4 \] with \( \delta = 0 \), hence

\[
a_\mu(\varphi) = m_k f \left( \frac{\varphi}{\Phi} \right) \xi_\mu \cos \varphi. \tag{A24}
\]

Choosing a linearly polarised background leads to additional structure in the final expression for the probability.
where we have introduced the function $\varepsilon$ with arguments $\phi$ slowly-varying with pulse the term (A6) quadratic in the gauge potential is rapidly oscillating parts, but that $\beta(\phi)$ is independent of the perpendicular directions. These simple observations have far reaching consequences. Most notably, the two trigonometric terms in (A26) cannot be combined as was done in (A13). Therefore, each of the oscillating terms in the exponential will have to be expanded individually, once they have been put into the form of the Bessel generating function (S). Furthermore, after implementing the expansion into Bessel harmonics, the probability will depend on terms like $J_n(\alpha(\phi))$, the argument of which depends on both the magnitude $|\mathcal{L}_\perp|$ and the angle $\vartheta$ (using the notation of the circularly polarised case). As such, only one of the two integrals coming from the perpendicular components of the outgoing photon momentum can be done, and the result will have a residual angular dependence (if one chooses to do the integral in $|\mathcal{L}_\perp|$). Remember that for circular polarisation the simple dependence on the angle $\vartheta$ in (A17) meant that the integral over $\vartheta$ could be performed, and the probability then only had support on $n = n'$. This is not the case for linear polarisation, and one finds that the number of harmonic sums cannot be reduced to the same amount as for the case of an infinite monochromatic plane wave.

With all this in mind we jump ahead to the probability, expand in the phase difference variable, $\theta = \phi - \phi'$, and perform all the remaining integrals which can be done analytically. Defining the combinations of Bessel functions

$$\begin{align*}
\Gamma_{0,n}(\phi) & = \sum_{r=-\infty}^{\infty} J_{n+2r}[\alpha(\phi)] J_r[\beta(\phi)], \\
\Gamma_{1,n}(\phi) & = \frac{1}{2} \sum_{r=-\infty}^{\infty} \{ J_{n+2r+1}[\alpha(\phi)] + J_{n+2r-1}[\alpha(\phi)] \} J_r[\beta(\phi)], \\
\Gamma_{2,n}(\phi) & = \frac{1}{4} \sum_{r=-\infty}^{\infty} \{ J_{n+2r+2}[\alpha(\phi)] + J_{n+2r-2}[\alpha(\phi)] + 2 J_{n+2r}[\alpha(\phi)] \} J_r[\beta(\phi)],
\end{align*}$$

with arguments

$$\begin{align*}
\alpha(\phi) = -\frac{(n + n')\xi f\big(\frac{\phi}{\Phi}\big)}{\sqrt{1 + \frac{\xi^2 f^2\big(\frac{\phi}{\Phi}\big)}}} \sqrt{w_{n+n'}\left(1 - w_{n+n'}\right)}, \\
\beta(\phi) = \frac{\xi^2 f^2\big(\frac{\phi}{\Phi}\big)}{8\eta_e} \frac{s}{1 - s}
\end{align*}$$

and abbreviations

$$w_{n+n'} = \frac{s}{s_{n+n'}(1 - s)}, \quad s_{n+n'} = \frac{(n + n')\eta_e}{1 + \frac{\xi^2 f^2\big(\frac{\phi}{\Phi}\big)}},$$

In the monochromatic limit, $f \to 1$, the use of linear polarisation is also well known to add some additional complexity to the probability as the quadratic term in a circularly polarised pulse is constant, while it varies with the phase in the linear case. Compare e.g. the results of [8] (linear) with [51] (circular) for nonlinear Compton scattering.
the probability for linearly polarised nonlinear Compton scattering finally becomes

$$
\mathcal{P}_{\text{NL}}^{(\text{lin})} \simeq \frac{\alpha}{2\pi\eta_e} \int d\phi \sum_{n=1}^{\infty} \sum_{n'=1}^{\infty} \int_{s_{n+n',\phi}} \int_{0}^{2\pi} ds \, d\theta \exp(-i(n-n')\phi) \\
\times \left\{ -\Gamma_{0,n}(\phi)\Gamma_{0,n'}(\phi) \\
- \frac{1}{2} \xi^2 f^2(\phi) \left[ 1 + \frac{s^2}{2(1-s)} \right] \left[ \Gamma_{2,n}(\phi)\Gamma_{0,n'}(\phi) + \Gamma_{0,n}(\phi)\Gamma_{2,n'}(\phi) - 2\Gamma_{1,n}(\phi)\Gamma_{1,n'}(\phi) \right] \right\},
$$

(A34)

where the upper bound on the integration over $s$ is given by, $s_{n+n',\phi} = s_{n+n'(\phi)}/(1 + s_{n+n'(\phi)})$.

Due to the additional structure and the infinite summations it is not possible to simply take the standard monochromatic plane wave result and “localise” the field strength, as could be done in the circularly polarised case. In principle, the appearance of this extra structure opens up the possibility of interference between different harmonics. However, in the parameter regime investigated in the main text we did not find a case where this interference was significant.

3. Nonlinear Breit-Wheeler Pair Production

Nonlinear Breit-Wheeler pair production\footnote{\textbf{[31, 32, 59]}} is the decay of a photon, of momentum $\ell$ and polarisation $\varepsilon$, into an electron-positron pair, with momenta $p'$ and $q'$ respectively: $\gamma(\ell) \rightarrow e^{-}(p') + e^{+}(q')$. In vacuum, this process is forbidden as it violates energy-momentum conservation, but here is made possible through the interaction with a background electromagnetic field. Again, the amplitude is given in terms of the Volkov wave functions\footnote{\textbf{[7]}}

$$
S_{\text{BW}} = -ie \int d^4x \Psi_\ell(x) \Psi_{-\ell}(x) e^{-itx}.
$$

(A35)

The derivation of the LMA is exactly the same as for nonlinear Compton scattering, and so we do not give any details here. Instead, we simply state the final result for the case of the circularly polarised plane wave\footnote{\textbf{[A3]}}

$$
\mathcal{P}_{\text{BW}}^{(\text{circ})} \simeq \frac{\alpha}{\eta}\int d\phi \sum_{n>|n,\phi|} \int_{r_-}^{r_+} \left\{ J_n^2(z(\phi)) - \frac{1}{2} \xi^2 f^2(\phi) \left[ \frac{1}{2r(1-r)} - 1 \right] \left[ 2J_n^2(z(\phi)) - J_{n+1}^2(z(\phi)) - J_{n-1}^2(z(\phi)) \right] \right\}
$$

(A36)

where we have employed the abbreviations

$$
z(\phi) = \frac{2n\xi|f(\phi)|}{\sqrt{1 + \xi^2 f^2(\phi)}}, \quad r_\pm = \frac{2n\eta}{1 + \xi^2 f^2(\phi)}, \quad r_\pm = \frac{k \cdot \ell}{m^2}, \quad r_1 = \frac{2(1 + \xi^2 f^2(\phi))}{\eta_\gamma}.
$$

(A37)

Appendix B: Infra-red limit ($s \to 0$) of nonlinear Compton scattering

A well known discrepancy between the locally-constant field approximation and exact QED results is the failure of the former in the “infra-red”, $s \to 0$, limit of the emitted photon spectrum. This is a consequence of performing a local expansion in $\theta = \varphi - \varphi' \ll 1$ for the entire pulse, whereas the low $s$ spectrum is dominated by contributions from large $\theta$\footnote{\textbf{[9]}}. Here we present a new derivation of this limit from the full QED probability in an arbitrary plane wave pulse, and show that the same
where we have also shifted integration variables to compactify the expression. To proceed, we Fourier transform the gauge potentials, make use of

$$\int d\phi e^{i\omega(\phi+t/2s)} e^{i\nu(\phi+t/2s)} = 2\pi\delta(\omega + \nu) e^{i\nu(\omega - \nu)/2s},$$

(B6)

to get rid of the integral over \(\phi\), and put the differential probability in the form

$$\frac{dP_{\text{NLC}}}{ds} \sim \frac{\alpha}{\pi\eta_c} \int d\omega \, a(\omega) \cdot a^*(\omega) \times \left[ \int_0^\infty \frac{dt}{t} \sin \left( \frac{t\omega}{2\eta_c} \right) \right].$$

(B7)

The remaining integral over \(t\) can now be performed exactly,

$$\int_0^\infty \frac{dt}{t} \sin \left( \frac{t\omega}{2\eta_c} \right) \left[ 1 - \cos \left( \frac{t\omega}{s} \right) \right] = \frac{\pi}{4} \left[ -2 + \text{sign} \left( 1 - \frac{\omega}{s} \right) + \text{sign} \left( 1 + \frac{\omega}{s} \right) \right].$$

(B8)

In the limit \(s \to 0\) this yields

$$\lim_{s \to 0} \int_0^\infty \frac{dt}{t} \sin \left( \frac{t\omega}{2\eta_c} \right) \left[ 1 - \cos \left( \frac{t\omega}{s} \right) \right] = \frac{\pi}{2},$$

(B9)

so that the infra-red limit finally becomes

$$\lim_{s \to 0} \frac{dP_{\text{NLC}}}{ds} = \frac{\alpha}{4\pi\eta_c} \int d\omega \, a(\omega) \cdot a^*(\omega).$$

(B10)

This agrees with the result found in [10].

Now, the locally-constant field approximation is well known to fail in predicting the correct value for the \(s \to 0\) limit. [9, 10, 23, 60, 70, 81, 92]. We have demonstrated in the main text that, on the other hand, the LMA gives a perfect match to the exact QED results numerically. It turns out that in the LMA, recovering the correct limit (B10) is completely trivial.

First consider the LMA of nonlinear Compton scattering in a circularly polarised plane wave pulse (A21). The argument of the Bessel functions \(z(\phi)\), defined in (A22), has leading order behaviour \(z(\phi) \to 0\) in the \(s \to 0\) limit. In the \(z \to 0\) limit, the Bessel functions obey,

$$\lim_{z \to 0} J_m(z) = \begin{cases} 1 & \text{for } m = 0 \\ 0 & \text{for } m \neq 0. \end{cases}$$

(B11)

So the only term that remains non-zero in the \(s \to 0\) limit is the term \(\alpha J^2_{n-1}(z)\) in (A21), with \(n = 1\). Then, after Fourier transforming the remaining terms and calculating the resulting trivial integrals, one recovers precisely (B10). The same argument carries through for linear polarisation as well.
Appendix C: High-field limit ($\xi \gg 1$) of the LMA

We noted in the main text that the locally-constant field approximation can be derived as the high-field limit of the LMA; we show this explicitly here. We will focus on the simplest case, nonlinear Compton scattering in a circularly polarised background field, c.f. (A21).

We begin by considering the behaviour of the argument of the Bessel function (A22) for $\xi \gg 1$ which should be real and positive. For a particular value of the light-front momentum fraction, $s$, there is a minimum value of the harmonic number given by

$$n_{\text{min}} = \frac{\xi^3}{2\chi_e} \left[ 1 + \frac{s}{\xi^2} \right], \quad (C1)$$

where we use the shorthand $\tilde{\xi} = \xi f$ and defined $\chi_e = \tilde{\xi} \eta_e$.

We note that as $\tilde{\xi} \to \infty$, $n \sim \xi^3/\chi_e$, and hence the corresponding harmonic order at a fixed value of $s$ becomes very large. In this limit, the behaviour of the Bessel function terms may be determined as follows. Let $v = s/s_{n,*}$ where $s_{n,*} = s_n/(1+s_n)$ is the edge of the $n$th harmonic. This removes any dependency on $n$ from the $s$ integration range:

$$\int_0^{s_{n,*}} ds \to s_{n,*} \int_0^1 dv.$$  

Then the argument of the Bessel functions becomes:

$$z = \frac{2n\tilde{\xi}}{\sqrt{1 + \xi^2}} \left[ \frac{s_{n,*}}{s_n} \frac{v}{1-vs_n} \left( 1 - \frac{s_{n,*}}{s_n} \frac{v}{1-vs_n} \right)^{1/2} \right]. \quad (C2)$$

Recalling that $s_n = 2n\eta_e/(1 + \zeta^2)$, we see that, in the limit of $\xi \to \infty$, keeping all other variables fixed, $z \to n\zeta(v)$, where $\zeta$ is independent of $n$. In the high-field limit, $\xi \gg 1$, the function $\zeta(v)$ tends to

$$\lim_{\xi \to \infty} \zeta(v) \simeq 2[v(1-v)]^{1/2}. \quad (C3)$$

In this limit, the main contribution to the probability comes from the vicinity of $\zeta \sim 1$ or $v \sim 1/2$. In other words, the main contribution comes from the region where $z \sim n$. Using the high field limit of $n$, the argument of the Bessel functions, $z$, can be shown to approach the finite value

$$z \to \frac{\xi^3}{\chi_e} \frac{s}{1-s}. \quad (C4)$$

To proceed we follow the approach of Ritus [8] and introduce a new parameter,

$$\tau = \frac{\xi}{2} \left[ \left( \frac{2\chi_e (1-s)}{\xi^3} \right)^2 - 1 \right], \quad (C5)$$

which characterises the difference between $z$ and its limiting high-field value at the points of maximum contribution to the probability (with a normalisation set for later convenience). Then, using the relationship between $z$ and the harmonic number $n$, we can express $n$ in terms of $\tau$,

$$n = \frac{\xi^3}{2\chi_e} \frac{s}{1-s} \left( 1 + \frac{2\tau}{\xi^3} \right) + n_{\text{min}}. \quad (C6)$$

In the probability one now exchanges the order of summation (over $n$) and integration (over $s$). In the high-field limit, one can replace the summation by an integration over $\tau$ such that,

$$P_{NLC} \simeq -\frac{\alpha}{\eta_e} \int \! d\phi \int_0^\infty ds \int_{-\xi/2}^\infty d\tau \left( \frac{\xi^2}{\chi_e} \frac{s}{1-s} \right)^{1/2} \left[ J_n^2(n\zeta) - \xi^2 \left( 1 + \frac{1}{2} \frac{s^2}{1-s} \right) \left[ 1 - \frac{\xi^2}{\chi_e} \frac{s^2}{1-s} \right] \right]. \quad (C7)$$

As noted previously, in the high field limit, the minimum value $n_{\text{min}}$ for the harmonic number becomes large, and the main contribution to the probability comes from the regions where $\zeta \sim 1$. These two conditions allow us to use

the Watson representation [93] of the Bessel functions,

$$J_n(n\zeta) \simeq \left( \frac{2}{n} \right)^{1/3} \text{Ai}(y), \quad y = \left( \frac{n}{2} \right)^{2/3} \left( 1 - \zeta^2 \right), \quad (C8)$$

where Ai$(y)$ is an Airy function. Implementing the Watson representation, expanding around $\xi \gg 1$ and defining $u = s/(1-s)$ we can approximate

$$y \simeq \left( \frac{u}{2\chi_e} \right)^{2/3} (1 + u^2), \quad (C9)$$

such that the probability turns into
\[ \mathbb{P}_{NLC} \simeq -\frac{2\alpha}{\eta_c} \int d\phi \int_0^\infty \frac{du}{(1+u)^2} \int_0^\infty d\tau \left( \frac{u}{\chi_c} \right)^{1/3} \left\{ Ai'(y) - \left( \frac{2\chi_c}{u} \right)^{2/3} \left( 1 + \frac{1}{2} \frac{u^2}{1+u} \right) \left[ yAi^2(y) + Ai^2(y) \right] \right\}. \] (C10)

In (C10) we made use of the fact that the only dependence of the probability on \( \tau \) is through (C9), and so the integration in \( \tau \) is symmetric in the \( \xi \gg 1 \) limit.

Next, we change variables to \( T = (u/2\chi_c)^{2/3}\tau^2 \), use the two Airy function identities \[8, 93\]

\[ yAi^2(y) + Ai^2(y) = \frac{1}{2} \frac{d^2}{dy^2}Ai^2(y), \] (C11)
\[ \int_0^\infty \frac{dT}{\sqrt{T}}Ai^2(A+T) = \frac{1}{2} \int_0^\infty dxAi(x), \] (C12)

and define
\[
\tilde{z} = \left( \frac{u}{\chi_c} \right)^{2/3} \quad Ai_1(\tilde{z}) = \int_{\tilde{z}}^\infty dxAi(x),
\] (C13)

Next, we change variables back to \( s = u/(1+u) \) the probability can be put in the form

\[ \mathbb{P}_{NLC} \simeq -\frac{\alpha}{\eta_c} \int d\phi \int_0^1 ds \left\{ Ai_1(\tilde{z}) + \left( \frac{2}{\tilde{z}} + s \chi \sqrt{\tilde{z}} \right) Ai'(\tilde{z}) \right\}. \] (C14)

Finally, changing variables back to \( s = u/(1+u) \) the probability can be put in the form

\[ \mathbb{P}_{NLC} \simeq -\frac{\alpha}{\eta_c} \int d\phi \int_0^1 ds \left\{ Ai_1(\tilde{z}) + \left( \frac{2}{\tilde{z}} + s \chi \sqrt{\tilde{z}} \right) Ai'(\tilde{z}) \right\}. \] (C15)

This is exactly the locally-constant field approximation, cf. (A.14) of [23], where \( \chi_0 \equiv s \chi \). Hence, the locally-constant field approximation is nothing but the high-field limit of the more general LMA which has been the subject of the present paper.
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