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ABSTRACT. In this paper some piecewise smooth perturbations of
a three-dimensional differential system are considered. The exist-
tence of invariant manifolds filled by periodic orbits is obtained
after suitable small perturbations of the original differential sys-
tem. These manifolds emerge from a continuum of cylinders of $\mathbb{R}^3$
which does exist for the piecewise smooth differential systems after
a rotation of some planar algebraic polynomial curves. The main
tool used in order to obtain the results is the averaging theory for
piecewise smooth differential systems.

INTRODUCTION

The existence of invariant manifolds plays an important role in the
qualitative understanding of trajectories in a dynamical systems. They
occur, for instance, in Hamiltonian system presenting a set of variables
known as action-angle variables. In these variables the equations of mo-
tion are very simple and when the trajectories are bounded, a precession
of the angle variables around a torus takes place. We also address the
KAM theory (see [1, 11, 20]) which basically consists in answering the
question: “Do the trajectories of the perturbed Hamiltonian system still
lie on invariant tori, at least for small perturbations?”. Accordingly,
to detect how persistent are some objects is actually one of the main
problems of general perturbation theory. This problem is particularly
interesting when the perturbation involves the persistence of invariant
manifolds because the dynamics is confined to a lower dimension object
so usually the study is simpler.

In this paper we consider perturbations of a three-dimensional dif-
ferential system having a continuum of invariant cylinders. We are
mainly motivated by the problem of finding limit cycles in dimension
two, from a perturbative point of view. Indeed, in dimension two, it
is very effective to perturbate a linear center in order to obtain limit
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cycles, so in our context we consider a three-dimensional differential system behaving like a linear center but the extra dimension generates a continuum of invariant cylinders for the model we are considering. A simplified differential system achieving these assumptions can be taken as the following

\begin{align}
\dot{x} &= -y, \\
\dot{y} &= x, \\
\dot{z} &= h(x, y).
\end{align}

where $h$ is a continuous real-valued function. The main goal of this paper is to study the existence of two dimensional invariant manifolds under small piecewise smooth perturbations of (1).

Invariant manifolds in smooth and piecewise smooth systems have been recently studied in some papers. Concerning smooth systems, the existence of invariant manifold were addressed in [17, 18, 19] among others. In the piecewise linear context, several authors study the existence, the number and the stability of invariant cones and limit cycles in piecewise linear systems, see [4, 5, 9, 10] and references therein. For the case of nonlinear piecewise smooth systems similar results are obtained in [12, 21, 22] where the considered systems are approximated by linear ones. In this case, the presence of the so called sliding motion have also been addressed.

We stress that the study of general nonlinear piecewise smooth differential systems can be a hard task. This is the main goal of this paper. Regardless, some particular situations have been considered in the literature. For instance, in [3] the authors study smooth and piecewise smooth perturbations of a cylinder filled by periodic orbits obtaining the persistence of limit cycles. A similar approach is done in [6] where the authors study the existence of limit cycles around a fold-fold singularity in $\mathbb{R}^3$. The study of invariant manifolds have been also done in [13, 14]. In these papers the authors provide sufficient conditions for the existence of some particular invariant manifolds, namely cylinders and tori.

This paper is organized as follows: Section 1 is devoted to introduce the problem, notations and methods used throughout the paper. In Section 2 we present the main results of the paper and their proofs are provided in Section 3. In Section 4 some particular examples are discussed and finally Section 5 provides the averaging method for piecewise smooth differential systems.

From now on we refer to the differential system (1) simply by system (1) dropping the word differential.
1. Setting the Problem

We start noticing that solutions of system (1) starting at $(x_0, y_0, z_0) \in \mathbb{R}^3$ are

$$x(t) = x_0 \cos t - y_0 \sin t, \quad y(t) = y_0 \cos t + x_0 \sin t$$

and

$$z(t) = z_0 + \int_0^t h(x_0 \cos t - y_0 \sin t, y_0 \cos t + x_0 \sin t)dt.$$

We are interested in the study of the cylinders $C_\rho = \{(x, y, z) \in \mathbb{R}^3 : x^2 + y^2 = \rho^2\}$, which are invariant sets for system (1) for all values $\rho \neq 0$ regardless of $h$. To see that notice that $x(t)^2 + y(t)^2 = \rho_0^2$ for any initial condition satisfying $x_0^2 + y_0^2 = \rho_0^2$ with $\rho_0 \neq 0$. Moreover, the invariance of the cylinders $C_\rho$ does not depend on the function $h$. When $\rho_0 = 0$ we have initial conditions on the $z-$axis which is an invariant set for the flow associated to system (1). For our purposes this case is not considered.

In this paper we shall assume that the cylinders $C_\rho$ are periodic, that is, every trajectory contained on it is periodic having the same period. Of course, in order to do that we must assume extra hypothesis on the function $h$.

Remark 1. The periodicity of the cylinders is mandatory for obtaining the results of this paper. For instance, if $h(x, y) = k$, where $k \in \mathbb{R}\setminus\{0\}$, then cylinders $C_\rho$ are still invariant and trajectories spiral around them and go to infinity. However, the methods used in this paper do not apply in such case, see Section 5.

In order to obtain a periodic behavior on the cylinder is sufficient to choose the function $h$ properly such that: (i) the solution $z(t)$ presented in (2) is periodic and (ii) the averaging method applies. This is achieved assuming, respectively, the following hypotheses:

**H1:** $h(x, y) = \phi(x^2 + y^2)\overline{h}(x, y)$, $\overline{h}(x, y) = x P_1(x^2, y^2) + xy P_2(x^2, y^2) + y P_3(x^2, y^2)$, with $P_1$, $P_2$ and $P_3$ polynomial functions and $\phi$ is an arbitrary continuous function.

**H2:** The function $h$ expressed in terms of cylindrical coordinates does not depend on the radius $r$, that is, $\frac{\partial h}{\partial r}(r, \theta) \equiv 0$.

Hypothesis **H1** is already considered in [3]. Now, under the previous hypotheses, to study the appearance of periodic invariant manifolds from system (1), we will perform a small radial cylindrical perturbation of this system. In the literature (see [16]) a center is rigid if its angular speed is constant. Here we say that a vector field on $\mathbb{R}^3$ is radial cylindrical if in cylindrical coordinates $x = r \cos \theta$, $y = r \sin \theta$ and
$z = z$ we have $\dot{\theta} = 0$ and $\dot{z} = 0$. More specifically, this perturbation is given by the function
\[
g(x, y, z) = \begin{cases} 
g^+(x, y, z), & y > 0, \\
g^-(x, y, z), & y < 0, \end{cases}
\]
where $g^\pm = (g_1^\pm, g_2^\pm, g_3^\pm)$ are given by
\[
g_1^\pm(x, y, z) = x\Psi^\pm(x, y, z), \\
g_2^\pm(x, y, z) = y\Psi^\pm(x, y, z), \\
g_3^\pm(x, y, z) = 0,
\]
and
\[
\Psi^\pm(x, y, z) = \sum_{0 \leq i+j+k \leq n-1} a_{ijk}^\pm x^iy^jz^k,
\]
with $i, j, k, n \in \mathbb{N}$ and $a_{ijk}^\pm \in \mathbb{R}$, $\forall i, j, k \in \mathbb{N}$. Assuming $X = (x, y, z)$, that lead us to the piecewise smooth differential system
\[
\dot{X} = f(X) + \varepsilon g(X),
\]
where $\varepsilon$ is a small parameter and $f$ is given by $f(X) = (-y, x, h(x, y))^T$.

System (4) with $\varepsilon = 0$ is the smooth system presenting the continuum of cylinders mentioned previously, but assuming $\varepsilon \neq 0$ sufficiently small one cannot assure they are preserved. Moreover, the plane $y = 0$ split the original cylinders into two parts, so their persistence depend also on each perturbation is taking place (that is, if $g^+$ or $g^-$ is acting).

Notice that over the plane $\Sigma = \{(x, 0, z) \in \mathbb{R}^3\}$ the differential system (4) is bi-valued therefore trajectories on this plane must be properly defined. According to [8] such trajectories are of crossing, sliding or tangent type depending on how the vector fields $f(X) + \varepsilon g^\pm(X)$ interacts to $\Sigma$. The first (respect. second) case occurs when for points on $\Sigma$ the vectors fields point to the same side of it (respect. point to opposite directions). The third case occurs when at least one the vector fields is tangent to $\Sigma$. For the particular case addressed in the paper, it is easy to see that every point on $\Sigma \setminus \{ x = 0 \}$ is of crossing type. The set $\Sigma \cap \{ x = 0 \}$ (the $z-$axis) is formed by tangency points of both vector fields. For more details on general properties of piecewise smooth differential systems see [7, 8].

Here in this paper we are interested in periodic orbits of crossing type. Under this assumption and assuming hypothesis $H1$ and $H2$, we can apply the averaging theory for piecewise smooth systems in order to obtain the bifurcation of two dimensional manifolds desired. See Theorem 4 of Section 5 which can be found originally in [15].
2. Statements of the main results

Now we establish the main results of the paper. For that, we call

\[ I_h(\theta) = \int_0^\theta h(\cos s, \sin s) ds. \]

Define also the integrals

\[ c_{10}^0 = \int_0^\pi I_\theta d\theta, \quad c_{01}^0 = \int_0^{2\pi} I_\theta d\theta, \quad c_{11}^1 = \int_0^\pi I_{\theta C_\theta} d\theta, \]

\[ c_{12}^1 = \int_0^{2\pi} I_\theta C_\theta d\theta, \quad c_{21}^1 = \int_0^\pi I_\theta S_\theta d\theta, \quad c_{22}^1 = \int_0^{2\pi} I_{\theta S_\theta} d\theta, \]

\[ c_{10}^2 = \int_0^\pi I_\theta^2 d\theta, \quad c_{01}^2 = \int_0^{2\pi} I_\theta^2 d\theta, \]

where \( I_\theta = I_h(\theta), \ C_\theta = \cos(\theta), \ S_\theta = \sin(\theta), \ i = 1, \ 2. \)

A key result of the paper follows as an application of averaging theorem.

**Fundamental Lemma.** Consider system (4) and assume that hypotheses H1 and H2 hold for some function \( h \) and \( g \) is radial cylindrical. Consider also cylindrical coordinates \( x = r \cos \theta, \ y = r \sin \theta, \ z = z \), with \( r > 0 \) and suppose that the real valued function

\[ \psi_n^{z_0}(r) = r \left[ \int_0^\pi \Psi^+(r \cos \theta, r \sin \theta, z_0 + I_h(\theta)) \ d\theta \right] + \int_\pi^{2\pi} \Psi^-(r \cos \theta, r \sin \theta, z_0 + I_h(\theta)) \ d\theta \]

has a zero \( r_0 = r_0(z_0) \) such that \( (\partial \psi_n^{z_0}/\partial r)(r_0(z_0)) \neq 0 \). Call \( S = \{ z_0 \in \mathbb{R}; (\partial \psi_n^{z_0}/\partial r)(r_0(z_0)) \neq 0 \} \) and define the function \( \psi_n : \mathbb{R}_+ \times S \rightarrow \mathbb{R} \) by \( \psi_n(r, z_0) = \psi_n^{z_0}(r) \). Then, for \( |\varepsilon| \) sufficiently small and for each fixed \( z_0 \in S \), the following statements hold:

(i) there exists a \( 2\pi \)-periodic solution \( X(t, z_0, \varepsilon) \) of system (4) such that \( X(0, z_0, \varepsilon) \to (r_0(z_0), 0, z_0) \) as \( \varepsilon \to 0 \).

(ii) the trajectory of each point starting on \( \psi_n^{-1}(0) \) is \( 2\pi \)-periodic.

In other words, system (4) has a piecewise smooth manifold \( \overline{M} \) homeomorphic to the revolution manifold \( \overline{M} = S^1 \times \psi_n^{-1}(0) \subset \mathbb{R}^3 \) filled by closed orbits.

**Remark 2.** We notice that we only consider the derivative of function \( \psi_n^{z_0} \) in Fundamental Lemma instead of deal with the Brouwer degree, as considered in Theorem 4. The reason why we do that is because in the most part of problems with a polynomial perturbation approach,
the averaged function $\psi^n_{z_0}$ is also polynomial. In this case, the study of Brouwer’s degree is equivalent to the study of the signal of the derivative of $\psi^n_{z_0}$.

We stress that Fundamental Lemma is quite general, since the degrees of the perturbation $g$ of system (4) are arbitrary and so is function $h$. However, it does not provide any information about the shape of the manifolds bifurcating from the continuum of cylinders. In this direction, the next results are particular cases of Fundamental Lemma which provide the nature of the manifolds $\mathcal{M}$ depending on the degrees of the perturbations. It also assure the realization of such manifolds.

**Theorem 1.** Assume that system (4) satisfies hypotheses $H1$ and $H2$ for some function $h$ and $g$ is a radial cylindrical perturbation of degree $n$. Then function $\psi_n : \mathbb{R}_+ \times S \to \mathbb{R}$ writes

$$\psi_n(r, z_0) = r \left[ \sum_{0 \leq i + j \leq n-1} C^n_{ij} r^i z_0^j \right],$$

where the coefficients $C^n_{ij}$ are real constants depending on both degree and parameters of the perturbation $g$. Consequently we get:

(i) $\psi_n^{-1}(0)$ is the intersection of an algebraic real curve of degree $n-1$ in the $(r, z_0)$-plane with the set $\mathbb{R}_+ \times S$;

(ii) $\mathcal{M}$ is homeomorphic to the revolution manifold $\widetilde{\mathcal{M}}$ obtained by the rotation of $\psi_n^{-1}(0)$ around the $z_0$-axis.

Moreover, given any polynomial $\bar{\psi}_n(r, z_0)$, as in (5) of degree $n$, there exists a perturbation $g$, also of degree $n$, that realizes the polynomial $\bar{\psi}_n$.

The following results are particular cases of previous theorem when we consider perturbations of degree one and two, respectively.

**Theorem 2.** Under the same hypotheses of Theorem 1 with $n = 2$, we have $\psi_2(r, z) = r \left[ C^2_{10} r + C^2_{01} z + C^2_{00} \right]$, where

$$C^2_{10} = 2(a^+_{010} - a^-_{010}),$$

$$C^2_{01} = \pi(a^+_{001} + a^-_{001}),$$

$$C^2_{00} = \pi(a^+_{000} + a^-_{000}) + c^0_{10} a^+_{001} + c^0_{01} a^-_{001}.$$  

Moreover, if we call $L_1$ the straight line $\{(r, z) : \psi_2(r, z) = 0 \text{ and } r > 0\}$ in the $(r, z)$-plane and $\ell = L_1 \cap \{\theta = 0\}$ then we have

(i) if $C^2_{10} \neq 0$ then $\widetilde{\mathcal{M}}$ is a revolution manifold surrounding the $z$-axis obtained by revolution of the segment $\ell$. 

(ii) if $C_{10}^2 = 0$ then the method does not apply and we can not obtain manifolds fulfilled by periodic orbits.

**Theorem 3.** Under the same hypotheses of Theorem 1 with $n = 3$, we have

$$
\psi_3(r, z) = r \left[ C_{20}^3 r^2 + C_{11}^3 rz + C_{02}^3 z^2 + C_{10}^3 r + C_{01}^3 z + C_{00}^3 \right],
$$

where

$$
\begin{align*}
C_{20}^3 &= \frac{\pi}{2} (a_{200}^+ + a_{020}^- + a_{200}^- + a_{020}^+), \\
C_{11}^3 &= 2(a_{011}^+ - a_{011}^-), \\
C_{02}^3 &= \pi (a_{002}^+ + a_{002}^-), \\
C_{10}^3 &= a_{101}^+ c_{11}^1 + a_{011}^- c_{21}^1 + 2(a_{010}^+ - a_{010}^-) + a_{101}^- c_{12}^1 + a_{011}^- c_{22}^1, \\
C_{01}^3 &= 2a_{002}^+ c_{10}^0 + \pi a_{001}^+ + 2a_{002}^- c_{10}^0 + \pi a_{001}^-, \\
C_{00}^3 &= a_{002}^+ c_{10}^- + a_{002}^- c_{10}^0 + \pi (a_{000}^+ + a_{000}^-) + a_{002}^- c_{01}^2 + a_{001}^- c_{01}^0.
\end{align*}
$$

Moreover, $\psi_3^{-1}(0) \setminus \{r = 0\}$ is the intersection of a conic with $\mathbb{R}_+ \times S$. So, when $\psi_3^{-1}(0) \setminus \{r = 0\} \neq \emptyset$, $\tilde{M}$ is a manifold of revolution obtained by the rotation of (eventually only a piece of) a conic around the $z$–axis.

We stress that while in Theorem 2 we describe the manifolds $\tilde{M}$, in Theorem 3 they are a large number of objects in the sense that a full classification is an arduous topological task and is out of the goal of this paper. For instance, it is not difficult to see that such objects must include manifolds with more than one connected component not always compact (in the case, for instance, of a hyperbola).

### 3. Proofs of the main results

Now we apply the methods and tools described previously in order to prove the results presented in Section 2.

**3.1. Proof of Fundamental Lemma.** Consider system (4) and assume hypothesis H1, so solutions of such system with $\varepsilon = 0$ are periodic. Moreover they live on the cylinders $C_\rho$, then we perform a cylindrical change of coordinates in system (4) by introducing the new variables $(z, r, \theta)$ given implicitly by $x = r \cos \theta$, $y = r \sin \theta$ and $z = z$. In the new variables $(z, r, \theta)$ system (4) writes

$$
\begin{align*}
\dot{r} &= \varepsilon r \Psi^\pm (r \cos \theta, r \sin \theta, z), \\
\dot{\theta} &= 1, \\
\dot{z} &= h(r \cos \theta, r \sin \theta).
\end{align*}
$$

(6)
Observe that, in cylindrical coordinates, the discontinuity plane is provided by \(\text{sgn}(\sin \theta)\). Now we change the independent variable \(t\) of system (6) to the new variable \(\theta\). By the hypothesis \(H_2\) it follows that 
\[h(r \cos \theta, r \sin \theta) = h(\cos \theta, \sin \theta)\] so we obtain the solution of third equation of (6), namely, 
\[z(\theta) = z_0 + I_h(\theta).\] Consequently, replacing this expression into the first equation of system (6) we get the equation
\[
\frac{dr}{d\theta} = \varepsilon \Psi^\pm (r \cos \theta, r \sin \theta, z_0 + I_h(\theta)).
\]
Finally, in order to apply Theorem 4, we observe that system (7) can be written as
\[
\frac{dr}{d\theta} = \varepsilon G(\theta, r) + \varepsilon^2 R(\theta, r, \varepsilon),
\]
with
\[
G(\theta, r) = G^+ (\theta, r) + \text{sgn}(\eta(\theta, r)) G^- (\theta, r),
\]
\[
R(\theta, r, \varepsilon) = R^+ (\theta, r, \varepsilon) + \text{sgn}(\eta(\theta, r)) R^- (\theta, r, \varepsilon),
\]
where
\[
\eta(\theta, r) = \sin \theta,
\]
\[
G^+ (\theta, r) = \frac{(\Psi^+(\vartheta) + \Psi^-(\vartheta))/2,}{\Psi^+(\vartheta) - \Psi^-(\vartheta))/2},
\]
\[
R^+ (\theta, r, \varepsilon) = 0,
\]
\[
R^- (\theta, r, \varepsilon) = 0,
\]
\[
\vartheta = (r \cos \theta, r \sin \theta, z_0 + I_h(\theta)).
\]
It is clear that the functions \(G^\pm : \mathbb{R} \times \mathbb{R}_+ \to \mathbb{R}, R^\pm : \mathbb{R} \times \mathbb{R}_+ \times (-\varepsilon_0, \varepsilon_0) \to \mathbb{R}, \eta : \mathbb{R} \times \mathbb{R}_+ \to \mathbb{R}\) are continuous, \(2\pi\)-periodic in the variable \(\theta\), locally Lipschitz with respect to \(r\) and \(\eta\) is a \(C^1\) function having 0 as a regular value. From Remark 3 the condition (ii) of Theorem 4 holds, because \(\partial_\theta \eta(0, r) = \cos(0) = 1\) and \(\partial_\theta \eta(\pi, r) = \cos(\pi) = -1\). Now we call \(\psi^n_{z_0} : \mathbb{R}_+ \to \mathbb{R}\) given by
\[
\psi^n_{z_0} (r) = \int_0^{2\pi} G(\theta, r) d\theta,
\]
where \(n\) denotes the degree of the perturbation function \(g\). Therefore function \(\psi^n_{z_0}\) is polynomial in the variable \(r\) and writes
\[
\psi^n_{z_0} (r) = r \left[ \int_0^\pi \Psi^+ (\vartheta) d\theta + \int_\pi^{2\pi} \Psi^- (\vartheta) d\theta \right].
\]
Therefore, by hypothesis, $\psi_n^0$ has a zero $r_0 = r_0(z_0)$ satisfying $(\partial \psi_n^0 / \partial r)(r_0(z_0)) \neq 0$. Consequently, $z_0 \in S$ and then there exists a neighborhood $V_{r_0} \subset \mathbb{R}_+$ of $r_0(z_0)$ such that $\psi_{z_0}^n(r) \neq 0$ for all $r \in V_{r_0} \setminus \{r_0(z_0)\}$. Moreover, by the late,

$$d_B(\psi_{z_0}^n, V_{r_0}, r_0(z_0)) = \text{sgn}(\partial \psi_{z_0}^n / \partial r)(r_0(z_0)),$$

that is $d_B(\psi_{z_0}^n, V_{r_0}, r_0(z_0))$ is +1 or −1. Thus bullet (iii) of Theorem 4 holds.

Then, by applying Theorem 1 for the $z_0$-parametric system (7), it follows that, for $|\varepsilon| > 0$ sufficiently small, system (7) has a $2\pi$-periodic orbit $r(\cdot, z_0, \varepsilon)$ for all $z_0 \in S$ such that $r(0, z_0, \varepsilon) > 0$ and such that $r(0, z_0, \varepsilon) \to r_0(z_0)$ when $\varepsilon \to 0$. The same is true for system (6) for every $z_0 \in S$, since they are equivalent to system (7). Therefore, coming back through the cylindrical coordinates $x = r \cos \theta$, $y = r \sin \theta$, $z = z$, there exists a $2\pi$-periodic solution $X(t, z_0, \varepsilon)$ of system (4) such that $X(0, z_0, \varepsilon) \to (r_0(z_0), 0, z_0)$ as $\varepsilon \to 0$, thus the proof of the first statement of the Fundamental Lemma is done.

In order to prove the second statement of Fundamental Lemma, observe that since $\psi_n$ is defined only for $z_0 \in S$, then for each pair $(r_0(z_0), z_0)$ we have $\psi_n(r_0, z_0) = \psi_{z_0}^n(r_0) = 0$ so we can apply bullet (i) proved before to guarantee that such a pair corresponds to a $2\pi$-periodic solution. That is to say we have $2\pi$-periodic solutions for every initial condition on $\psi_n^{-1}(0)$. Again, coming back from cylindrical to Cartesian coordinates, every point on the curve $\psi_n(r_0, z_0) = 0$, whose trace is contained on $\mathbb{R}_+ \times S$, corresponds to a closed orbit $\Gamma_{z_0}$ passing through $(r(2\pi), 0, z_0)$, being $\Gamma_{z_0}$ contained in $\mathbb{R}^3$. More specifically, such an orbit is formed by two pieces $\Gamma_{z_0}^+$ corresponding to each crossing through the plane $y = 0$: $\Gamma_{z_0}^+ = [0, \pi] \times (r_0, z_0)$ and $\Gamma_{z_0}^- = [\pi, 2\pi] \times (r_0, z_0)$. Therefore, $\Gamma_{z_0} = \Gamma_{z_0}^+ \cup \Gamma_{z_0}^-$. Proceeding analogously for every $z_0 \in S$ we get the revolution manifold $\widehat{\mathcal{M}} = S^1 \times \psi_n^{-1}(0)$. It is easy to see then that

$$\mathcal{M} = [0, \pi] \times \psi_n^{-1}(0) \cup [\pi, 2\pi] \times \psi_n^{-1}(0)$$

is homeomorphic to $\widehat{\mathcal{M}}$ due to the eventually non regular contact with the plane $y = 0$. Moreover, $\mathcal{M}$ is filled by closed orbits of system (4). This concludes the proof of Fundamental Lemma.

3.2. Proof of Theorem 1. For the first part of the proof we consider $\Psi^\pm$ a polynomial of degree $n - 1$. So, the functions $g_i^\pm(\vartheta)$, $i = 1, 2, 3$, in (6) are polynomial of degree $n$ in the variables $r, z$. It implies that the function $\psi_n^\pm$, defined in (9) also is polynomial of degree $n$ in the variables $r$ and $z_0$, in fact it is of the form $rP_{n-1}(r, z_0)$ where $P_{n-1}(r, z_0)$
is a polynomial of degree $n - 1$ in the variables $r$ and $z_0$. In particular, equation $\psi_n(r, z_0) = 0$ defines an algebraic real curve of degree $n$ for each every solution $(\tilde{r}_0(z_0), \tilde{z}_0)$, satisfying $(\partial \psi_n / \partial r)(\tilde{r}_0(z_0), \tilde{z}_0) \neq 0$, corresponds to a closed orbit in $\mathbb{R}^3$. That follows from Fundamental Lemma. Doing the procedure for every $z_0 \in S$ we get $\mathcal{M}$, so statements $(i)$ and $(ii)$ are proved.

The second part of the proof is done by induction on the degree $n$ of the perturbation. For $n = 1$ we get that function $\psi_1(r, z_0)$ writes

$$\psi_1(r, z_0) = r \left[ \pi (a_{000}^+ + a_{000}^-) \right].$$

Therefore the perturbation $g_3^+ = g_1^- = g_2^- = g_3^- = 0$ joint with

$$g_1^+(x, y, z) = \frac{C_{00}^1}{\pi} x;$$
$$g_2^+(x, y, z) = \frac{C_{00}^1}{\pi} y;$$

realizes the polynomial $\tilde{\psi}_1(r, z_0) = r \left[ C_{00}^1 \right]$. Assume that for any polynomial

$$\tilde{\psi}_n(r, z_0) = r \left[ \sum_{0 \leq i + j \leq n - 2} \tilde{C}_{ij}^m r^i z_0^j \right],$$

of degree $n - 1$, there exists a perturbation $\tilde{g}^\pm = (\tilde{g}_1^\pm, \tilde{g}_2^\pm, \tilde{g}_3^\pm)$, also of degree $n - 1$, that realizes the polynomial $\tilde{\psi}_n$. Let be given a polynomial of degree $n$ of the form

$$\tilde{\psi}_n(r, z_0) = r \left[ \sum_{0 \leq i + j \leq n - 1} C_{ij}^m r^i z_0^j \right],$$

with arbitrary coefficients $C_{ij}^m$. Consider the perturbation of degree $n$ given by

$$g_1^+(x, y, z) = \tilde{g}_1^+(x, y, z) + x \sum_{i=0}^{n-1} a_i y^i z^{n-1-i},$$
$$g_2^+(x, y, z) = \tilde{g}_2^+(x, y, z) + y \sum_{i=0}^{n-1} a_i y^i z^{n-1-i},$$
$$g_3^+(x, y, z) = \tilde{g}_3^+(x, y, z),$$
$$g_1^-(x, y, z) = \tilde{g}_1^-(x, y, z),$$
$$g_2^-(x, y, z) = \tilde{g}_2^-(x, y, z),$$
$$g_3^-(x, y, z) = \tilde{g}_3^-(x, y, z) \ldots \ldots \ldots (10)$$

We will show how we can choose the coefficients $a_i$, of the perturbation, in terms of the coefficients $C_{ij}^m$ and $\tilde{C}_{ij}^m$ of the polynomials $\tilde{\psi}_n$ and $\psi_n$. 
so that $g$ realizes the polynomial $\tilde{\psi}_n$. From (10) it is clear that

$$
\tilde{\psi}_n(r, z_0) = \tilde{\psi}_n(r, z_0) + r \left[ \int_0^\pi \sum_{i=0}^{n-1} a_i r^i (\sin \theta)^i (z_0 + I_h(\theta))^{n-1-i} d\theta \right]
$$

$$
= \tilde{\psi}_n(r, z_0) + r \left[ \sum_{i=0}^{n-1} \sum_{j=0}^{n-1-i} a_i \delta_{ij} r^i z_0^j \right],
$$

where $\delta_{ij} = \frac{(n-1-i)!}{j!(n-1-i-j)!} \int_0^\pi (\sin \theta)^i (I_h(\theta))^{n-1-i-j} d\theta$. Here is important to mention that if $i + j = n - 1$ then $\delta_{ij} \neq 0$. So, we have the relation

$$
\left\{ \begin{array}{ll}
C_{ij}^m = \tilde{C}_{ij}^m + a_i \delta_{ij}, & \text{for } 0 \leq i + j \leq n - 2, \\
C_{ij}^m = a_i \delta_{ij}, & \text{for } i + j = n - 1. 
\end{array} \right.
$$

The induction works in the following way. Given the polynomial $\tilde{\psi}_n$, first we take the coefficients $C_{ij}^m$ such that $i + j = n - 1$, and we have the coefficients of the perturbation $a_i = C_{ij}^m / \delta_{ij}$. Now we consider the coefficients $\tilde{C}_{ij}^m = C_{ij}^m - a_i \delta_{ij}$, for $0 \leq i + j \leq n - 2$, and by hypothesis of induction we obtain the perturbation $\tilde{g}^\pm$. Finally, using (10), we have the perturbation $g^\pm$ that realizes the polynomial $\tilde{\psi}_n$. This concludes the proof of Theorem 1.

3.3. **Proof of Theorem 2.** The first part of Theorem 2 is a straightforward calculation using (9) and taking into account that function $G$ in (8) is piecewise linear in the variables $r$ and $z$. The second part of Theorem 2 is an immediate consequence of statement $(ii)$ of Theorem 1.

3.4. **Proof of Theorem 3.** The proof of Theorem 3 is completely analogous to the proof of Theorem 2 just observing that in this case the function $G$ in (8) is piecewise quadratic in the variables $r$ and $z$.

4. **Some examples**

In this section we present two examples, for Theorems 2 and 3, in order to clarify the approach used throughout the paper.

4.1. **Example of Theorem 2.** Consider system (4) putting $h(x, y) \equiv 0$ and the radial perturbation (3) with $a_{001}^+ = 1/2$, $a_{001}^- = 1/\pi$ and all
other coefficients vanishing. In this case system \( \text{(4)} \) for \( y \geq 0 \) writes

\[
\begin{align*}
\dot{x} &= -y + \varepsilon x \left( \frac{y}{2} \right), \\
\dot{y} &= x - \varepsilon y \left( \frac{y}{2} \right), \\
\dot{z} &= 0,
\end{align*}
\]

and for \( y \leq 0 \) it writes

\[
\begin{align*}
\dot{x} &= -y + \varepsilon x \left( -\frac{z}{\pi} \right), \\
\dot{y} &= x + \varepsilon y \left( -\frac{z}{\pi} \right), \\
\dot{z} &= 0,
\end{align*}
\]

which is a piecewise quadratic system. Notice that since \( \dot{z} = 0 \) every level \( z = k \) with \( k \in \mathbb{R} \) is invariant. We remark, as commented before, that every point on \( \{y = 0\} \) outside the \( z \)-axis is formed by crossing points.

The function \( \psi_1(r, z_0) \) in this case is given by \( \psi_1(r, z_0) = r(r - z_0) \), so \( L_1 \) is the straight line \( r = z_0 \) and \( \ell = L_1 \cap \{\theta = 0\} \cap \{r > 0\} \). Now, since \( C_{10}^1 = 1 \neq 0 \) and \( \ell \) is a half straight line (therefore non-empty) then \( \mathcal{M} = S^1 \times \ell \) is a cone obtained by the revolution of \( \ell \) around the \( z \)-axis, see Figure 1.

4.2. Example of Theorem 3. Consider system (4) with \( h(x, y) = x/\sqrt{x^2 + y^2} \) which in cylindrical coordinates writes \( h(r, \theta) = \cos \theta \). Clearly the function \( h \) satisfies hypotheses \( H1 \) and \( H2 \). Consider
also perturbations with \(a_{\pm 00}^2 = 2/\pi\), \(a_{002}^+ = 1/(2\pi)\), \(a_{\pm 010}^0 = -3\), \(a_{\mp 002} = 1/(2\pi)\), \(a_{000}^- = 8/\pi\) and all other coefficients vanishing. Then system (4) for \(y \geq 0\) writes

\[
\dot{x} = -y + \varepsilon x \left(\frac{2}{\pi} x^2 + \frac{1}{2\pi} z^2 - 3y\right),
\]

\[
\dot{y} = x + \varepsilon y \left(\frac{2}{\pi} x^2 + \frac{1}{2\pi} z^2 - 3y\right),
\]

\[
\dot{z} = \frac{x}{\sqrt{x^2 + y^2}},
\]

and for \(y \leq 0\) it writes

\[
\dot{x} = -y - \varepsilon x \left(\frac{1}{2\pi} z^2 + \frac{8}{\pi}\right),
\]

\[
\dot{y} = x - \varepsilon y \left(\frac{1}{2\pi} z^2 + \frac{8}{\pi}\right),
\]

\[
\dot{z} = \frac{x}{\sqrt{x^2 + y^2}}.
\]

In order to verify the other hypotheses of Theorem 3, we note that in this particular case we get \(I_h(\theta) = \sin \theta\). Due to the previous choice of parameters for the radial perturbation, we only have to calculate two integral involving \(h\), namely, \(c_0^1 = 2\) and \(c_{01}^0 = -2\). The other constants do not play any role because they are multiplied by zero. Thus function \(\psi_2\) given in (5) is

\[
\psi_2(r, z_0) = r \left(r^2 + z_0^2 - 6r + 8\right) - r((r - 3)^2 + z_0^2 - 1).
\]

For every \(z_0\) satisfying \(-3 \leq z_0 \leq 4\), the zeros of \(\psi_2\) belong to the circumference on \(M\) with \(\theta = 0\) which is centered at the point \((\tilde{r}, \tilde{z}) = (3, 0)\) having radius \(\tilde{\rho} = 1\). Evaluating such zeros in \(\partial \psi_2 / \partial r\) we obtain \(\pm 2\sqrt{1 - z^2}\) which is nonzero if \(z \neq \pm 1\). Therefore \(S\) is the open interval \(S = (-1, 1)\), since \(\psi_2\) has no zero if \(|z_0| > 1\).

Finally, since \(\psi_2^{-1}(0)\) is a circumference (excluding north and south poles) on \([1, \rho_1] \times S\), call \(\tilde{S}\), we distinguish the following cases:

- If \(\rho_1 < 2\), then \(\psi_2^{-1}(0) = \emptyset\);
- If \(2 < \rho_1 < 4\), then \(\psi_2^{-1}(0)\) is a subset of \(\tilde{S}\) and \(\tilde{M} = \mathbb{S}^1 \times \psi_2^{-1}(0)\) is a set contained on the tori \(\tilde{\mathbb{T}} = \mathbb{S}^1 \times \tilde{S}\), which is a tori where the parallels \(\mathbb{S}^1 \times \{(0, 3, 1)\}\) and \(\mathbb{S}^1 \times \{(0, 3, -1)\}\) have been excluded.
- If \(\rho_1 > 4\) then \(\psi_2^{-1}(0) = \tilde{S}\) and \(\tilde{M} = \tilde{\mathbb{T}}\).

Now if \(\rho_1 = 2\) or \(\rho_1 = 4\), then \(\psi_2^{-1}(0) = \{p\}\) and therefore the method does not apply. See Figure 2.
5. AVERAGING THEORY OF FIRST ORDER FOR PIECEWISE SMOOTH
DIFFERENTIAL SYSTEMS

In this section we present the first-order averaging theory for piecewise smooth differential systems. This method was introduced in [15] and is summarized in what follows.

**Theorem 4.** We consider the following piecewise smooth differential system

\[ x'(t) = \varepsilon G(t, x) + \varepsilon^2 R(t, x, \varepsilon), \]

with \( G(t, x) = G^+(t, x) + \text{sgn}(\eta(t, x))G^-(t, x), \)
\[ R(t, x, \varepsilon) = R^+(t, x, \varepsilon) + \text{sgn}(\eta(t, x))R^-(t, x, \varepsilon), \]

where \( G^+, G^- : \mathbb{R} \times D \to \mathbb{R}^n, R^+, R^- : \mathbb{R} \times D \times (-\varepsilon_0, \varepsilon_0) \to \mathbb{R}^n \) and \( \eta : \mathbb{R} \times D \to \mathbb{R} \) are continuous functions, \( T \)-periodic in the variable \( t \) and \( D \) is an open subset of \( \mathbb{R}^n \). We also suppose that \( \eta \) is a \( C^1 \) function having 0 as a regular value.

Define the averaged function \( \psi : D \to \mathbb{R}^n \) as

\[ \psi(x) = \int_{0}^{T} G(t, x)dt. \]

We assume the following three conditions.

(i) \( G^+, G^-, R^+, R^- \) and \( \eta \) are locally Lipschitz with respect to \( x \);
(ii) there exists an open bounded subset \( C \subseteq D \) such that, for \( |\varepsilon| \) sufficiently small, every orbit starting in \( C \) reaches the set of piecewise smooth only at its crossing regions.
(iii) for $a \in C$ with $\psi(a) = 0$, there exist a neighborhood $U \subset C$ of $a$ such that $\psi(z) \neq 0$ for all $z \in U \setminus \{a\}$ and $d_B(\psi, U, a) \neq 0$, (i.e. the Brouwer degree of $\psi$ at $a$ is not zero).

Then, for $|\varepsilon| > 0$ sufficiently small, there exists a $T$--periodic solution $x(\cdot, \varepsilon)$ of system (11) such that $x(0, \varepsilon) \to a$ as $\varepsilon \to 0$.

**Remark 3.** In [15] it is proved that if $\partial_t \eta(t, x) \neq 0$ for each $(t, x) \in \Sigma = \eta^{-1}(0)$ then hypothesis (ii) in Theorem 4 holds.

**Remark 4.** We observe that if function $\psi(z)$ is of class $C^1$, $\psi(a) = 0$ and the Jacobian $J\psi(a)$ is not zero, then $d_B(\psi, V, a) \neq 0$. For more information concerning the Brouwer degree see [2].
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