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ABSTRACT. We study the Cauchy problem for the nonlinear wave equations (NLW) with random data and/or stochastic forcing on a two-dimensional compact Riemannian manifold without boundary. (i) We first study the defocusing stochastic damped NLW driven by additive space-time white noise, and with initial data distributed according to the Gibbs measure. By introducing a suitable space-dependent renormalization, we prove local well-posedness of the renormalized equation. Bourgain's invariant measure argument then allows us to establish almost sure global well-posedness and invariance of the Gibbs measure for the renormalized stochastic damped NLW. (ii) Similarly, we study the random data defocusing NLW (without stochastic forcing or damping), and establish the same results as in the previous setting. (iii) Lastly, we study the stochastic NLW without damping. By introducing a space-time dependent renormalization, we prove its local well-posedness with deterministic initial data in all subcritical spaces.

These results extend the corresponding recent results on the two-dimensional torus obtained by (i) Gubinelli-Koch-Oh-Tolomeo (2021), (ii) Oh-Thomann (2020), and (iii) Gubinelli-Koch-Oh (2018), to a general class of compact manifolds. The main ingredient is the Green's function estimate for the Laplace-Beltrami operator in this setting to study regularity properties of stochastic terms appearing in each of the problems.
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1. Introduction

1.1. Nonlinear wave equations. We investigate the stochastic damped nonlinear wave equations (SDNLW):
\[ \frac{\partial^2}{\partial t^2} u + (1 - \Delta_g)u + \partial_t u + u^k = \sqrt{2} \xi, \quad (t, x) \in \mathbb{R}^+ \times \mathcal{M}, \tag{1.1} \]
where the unknown \( u \) is real-valued, \( k \geq 2 \) is an integer, and \((\mathcal{M}, g)\) is a two-dimensional compact Riemannian manifold without boundary. In particular, we study the Cauchy problem for (1.1) with random initial data of low regularity distributed according to the Gibbs measure and with stochastic forcing \( \xi \) given by the space-time white noise. See below for precise definitions.

We also consider the nonlinear wave equations (NLW) without stochastic forcing:
\[ \frac{\partial^2}{\partial t^2} u + (1 - \Delta_g)u + u^k = 0, \quad (t, x) \in \mathbb{R} \times \mathcal{M}, \tag{1.2} \]
with initial data distributing according to the Gibbs measure, as well as the stochastic nonlinear wave equations (SNLW) with deterministic data:
\[ \frac{\partial^2}{\partial t^2} u + (1 - \Delta_g)u + u^k = \xi, \quad (t, x) \in \mathbb{R} \times \mathcal{M}. \tag{1.3} \]

In the case of the two-dimensional torus \( \mathbb{T}^2 = (\mathbb{R}/\mathbb{Z})^2 \), these equations have been studied in recent works by Gubinelli-Koch-Oh-Tolomeo [18], Oh-Thomann [32], and Gubinelli-Koch-Oh [17]. Our main goal in this paper is to primarily investigate the Cauchy problem for (1.1) to extend the main results in [18, 32, 17] to a more general setting of two-dimensional compact Riemannian manifolds without boundary.

Remark 1.1. The equations (1.1), (1.2), and (1.3) indeed correspond to the (stochastic) nonlinear (damped) Klein-Gordon equations. As for local-in-time results, the same results with inessential modifications also hold for the (stochastic) nonlinear wave equations, where we replace \((1 - \Delta_g)\) in the left-hand side of (1.1), (1.2), and (1.3) by \(-\Delta_g u\). In the following, we simply refer to (1.1), (1.2), and (1.3) as the (stochastic) nonlinear wave equations.

1.2. The \( \Phi^2_4 \)-measure and the corresponding hyperbolic dynamical problem. The motivation to study SDNLW comes from looking at a hyperbolic counterpart of the so-called stochastic quantization equation (SQE) which is given by the following parabolic equation
\[ \partial_t u = \Delta u + u^3 - \infty \cdot u + \xi, \tag{1.4} \]
\footnote{Our argument also works for (1.2) and (1.3).}
where $\xi$ is as above and $\infty \cdot u$ refers to a counter term arising in the renormalization procedure. The equation (1.4) was introduced in [34] as a dynamical problem whose limiting behavior of the solutions as $t \to +\infty$ is at least formally given by the $\Phi_4^2$-measure:

\[ d\rho_4 = Z^{-1} \exp \left( -\int_{\mathcal{M}} |\nabla u|^2 dx - \int_{\mathcal{M}} u^2 dx - \frac{1}{4} \int_{\mathcal{M}} (u^4 - \infty \cdot u^2) dx \right) du. \]

Hereafter, we use $Z$ to denote various normalizing constants. This measure does not make sense as it is, since, first of all, the measure $d\mu$ is not well defined. This is overcome by viewing it as

\[ d\rho_4 = Z^{-1} e^{-\int_{\mathcal{M}} (u^4 - \infty \cdot u^2) dx} d\mu, \]  

where $\mu_0$ is a Gaussian measure on the Sobolev space $H^s(\mathcal{M})$ for any $s < 0$ with covariance operator $(1 - \Delta_g)^{s-1}$ (see (1.7) below). In particular, the nonlinearity $u^4$ is not integrable with respect to $\mu_0$, and hence there is a need for a renormalization in (1.5) and correspondingly in (1.4), which we discuss in the following subsection.

Now, for a stochastic hyperbolic equation with a general power nonlinearity, the corresponding measure on the phase-space

\[ \mathcal{H}^s(\mathcal{M}) = H^s(\mathcal{M}) \times H^{s-1}(\mathcal{M}) \]

is given similarly by the formal Gibbs measure

\[ d\rho_{k+1}(u, v) = e^{-\mathcal{E}(u,v)} dudv, \]

where $v = \partial_t u$, and $\mathcal{E}(u, v)$ is the (renormalized) energy given by

\[ \mathcal{E}(u, v) = \frac{1}{2} \int_{\mathcal{M}} \left\{ v^2 + |\nabla u|^2 + u^2 \right\} dx + \frac{1}{k+1} \int_{\mathcal{M}} :u^{k+1}: dx, \]

and $:u^{k+1}:$ denotes the renormalization of the nonlinearity. In this case, the full measure is given by

\[ d\rho_{k+1}(u, v) = Z^{-1} e^{-\int_{\mathcal{M}} :u^{k+1}: dx} d(\mu_0 \otimes \mu_1), \]  

(1.6)

where $\mu_1$ is the white noise measure on $\mathcal{M}$. Note that when there is no stochastic forcing as in NLW (1.2), since it admits the Hamiltonian structure

\[ \partial_t \begin{pmatrix} u \\ v \end{pmatrix} = J \nabla_{(u,v)} \mathcal{E}(u, v) \text{ with } J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \]

then the energy $\mathcal{E}$ is preserved along the flow, and so at least formally $\rho_{k+1}$ is invariant for (1.2). On the other hand, adding a stochastic forcing in the equation breaks down the Hamiltonian structure and in particular changes the equation satisfied by the speed $v = \partial_t u$. Thus, in order for $\mu_1$ to be stationary for $v$, one needs to add an extra damping term, making the equation into a Langevin equation with the momentum $v = \partial_t u$. This leads us to consider (1.4)\(^2\)

\(^2\)In the physics literature, when $k$ is odd the stochastic equation (1.4) is then known at the “canonical” stochastic quantization [35] of the $\Phi_4^{k+1}$-measure (1.6).
1.3. Renormalization of the nonlinearity. Let us now describe the renormalization procedure. Let \( \{\varphi_n\}_{n \geq 0} \) be an orthonormal basis of \( L^2(M) \) consisting of real-valued \( C^\infty(M) \)-eigenfunctions of \(-\Delta_g\) with corresponding eigenvalues \( \{\lambda_n^2\}_{n \geq 0} \) assumed to be arranged in increasing order, so that for any \( u \in D'(M) \), where \( D'(M) \) is the dual of \( C^\infty(M) \), one can decompose
\[
\hat{u} = \sum_{n \geq 0} a_n \varphi_n,
\]
for some sequence \( \{a_n\}_{n \geq 0} \) of real numbers. Then, we can see \( \mu = \mu_0 \otimes \mu_1 \) as the Gaussian probability measure induced under the map
\[
X : (\omega_0, \omega_1) \in \Omega_0 \times \Omega_1 \longmapsto \left( w_0^{\omega_0}, w_1^{\omega_1} \right) = \left( \sum_{n \geq 0} \frac{g_n(\omega_0)}{\langle \lambda_n \rangle} \varphi_n, \sum_{n \geq 0} h_n(\omega_1) \varphi_n \right) \in H^s(M),
\]
where \( \langle \lambda_n \rangle = \sqrt{1 + \lambda_n^2} \) and \( \{(g_n, h_n)\}_{n \geq 0} \) is a sequence of independent standard real-valued Gaussian random variables on a probability space \( (\Omega_0 \times \Omega_1, \mathcal{F}, \mathbb{P}_0 \otimes \mathbb{P}_1) \). From Weyl’s law \( (2.3) \), which in particular says that \( \lambda_n \sim n^2 \), it is easy to see that the convergence of these series holds in \( L^2(\Omega_0 \times \Omega_1; H^s) \) whenever \( s < 0 \). Moreover \( \text{supp} \mu \subset H^s \) for any \( s < 0 \) but \( \mu(H^0) = 0 \).

Now, the space-time white noise \( \xi \) is a centered Gaussian random variable on a probability space \( (\Omega, \mathbb{P}) \) with values in the space of Schwartz distributions \( S'(\mathbb{R}; D'(M)) \), which is delta correlated. This means that for any space-time test functions \( \eta, \tilde{\eta} \in S(\mathbb{R}; C^\infty(M)) \), we have
\[
\mathbb{E}[\xi(\eta(\tilde{\eta})] = \langle \eta, \tilde{\eta} \rangle_{L^2_{t,x}},
\]
where \( \langle \cdot, \cdot \rangle_{L^2_{t,x}} \) stands for the usual inner product on \( L^2(\mathbb{R} \times M) \). In the following, we impose that the space-time white noise \( \xi \) is independent of \( g_n, h_n \) in \( (1.7) \).

In particular, we see that \( \xi \) is given by \( \partial_t B \), where \( B \) is a two-sided cylindrical Wiener process on \( L^2(M) \), defined as
\[
B(t) = \sum_{n \geq 0} \beta_n(t) \varphi_n,
\]
with \( \beta_n(0) = 0 \) and \( \beta_n(t) = \langle \xi, 1_{[0,t]} \rangle \cdot \varphi_n \rangle_{L^2_{t,x}} \). Here, \( \langle \cdot, \cdot \rangle_{L^2_{t,x}} \) denotes the duality pairing on \( \mathbb{R} \times M \). As a result, we see that \( \{\beta_n\}_{n \geq 0} \) is a family of mutually independent (and independent of \( g_n, h_n \) above) two-sided Brownian motions on \( (\Omega, \mathbb{P}) \). In particular, we have \( B \in C^{0,b}(\mathbb{R}; W^{s-1,\infty}(M)) \) almost surely for any \( b \in [0, \frac{1}{2}) \) and \( s < 0 \). In the following, we look at the base probability space \( (\Omega_0 \times \Omega_1 \times \Omega, \mathbb{P}_0 \otimes \mathbb{P}_1 \otimes \mathbb{P}) \) as
\[
\left( \mathcal{H}^s(M) \times \Omega, \mu \otimes \mathbb{P} \right),
\]
where
\[
\mu = \mu_0 \otimes \mu_1 = X_*(\mathbb{P}_0 \otimes \mathbb{P}_1) = (\mathbb{P}_0 \otimes \mathbb{P}_1) \circ X^{-1}
\]
is the push-forward of \( X \) defined in \( (1.7) \).

With these notations at hand, let us first discuss the renormalization for \( (1.1) \). A solution \( u \) to \( (1.1) \) can be represented through Duhamel’s formula:
\[
u(t) = \partial_t V(t)u_0 + V(t)(u_0 + u_1) - \int_0^t V(t - t')u_k(t')dt' + \sqrt{2} \int_0^t V(t - t')dB(t'),
\]
where \((u_0, u_1)\) is as in (1.7), and
\[
V(t) = e^{-\frac{t}{2}} \frac{\sin \left( t \sqrt{\frac{3}{4} - \Delta_g} \right)}{\sqrt{\frac{3}{4} - \Delta_g}}
\]  
(1.10)
is the propagator for the damped Klein-Gordon equation: \(\partial_t^2 u + (1 - \Delta_g)u + \partial_t u = 0\), i.e. the (deterministic) linear part of (1.1).

We see that the roughness of a solution \(u\) already appears at the linear level:
\[
\Psi_{\text{damp}}(t) \overset{\text{def}}{=} \partial_t V(t) u_0 + V(t)(u_0 + u_1) + \sqrt{2} \int_0^t V(t - t') dB(t'),
\]  
(1.11)
which lies in \(C(\mathbb{R}; H^s(\mathcal{M}))\) almost surely for any \(s < 0\) (see Proposition 3.8 below). The strategy to define the product \(u^k\) in the Duhamel formula (1.9) is then to regularize the rough term \(\Psi_{\text{damp}}\) and to replace \(u^k\) by another well-chosen polynomial such that, as we remove the regularization, the corresponding renormalized power \(\hat{u}^k\) converges to some finite random variable almost surely.

More precisely, for any \(N \geq 0\), let \(P_N\) be (a smooth version of) the frequency projection on the set of frequencies \(\{\lambda_n \leq N\}\) (see (2.1) below). For each \((t, x) \in \mathbb{R} \times \mathcal{M}\), \(P_N \Psi_{\text{damp}}(t, x)\) is then a mean-zero real-valued Gaussian random variable with variance
\[
\sigma_N(x) \overset{\text{def}}{=} \mathbb{E}[(P_N \Psi_{\text{damp}}(t, x))^2] = \mathbb{E}[(P_N u_0(x))^2]
\]  
(1.12)
where the second equality results from the invariance of (the truncated version of) the Gaussian measure \(\mu\) under the (truncated) linear stochastic damped wave equations given by Proposition 3.8 and the last estimate comes from Lemma 2.1 along with Weyl’s law (2.3). We note that \(\sigma_N(x)\) in (1.12) is time independent.

As in the case \(\mathcal{M} = \mathbb{T}^2\) investigated in [33, 32, 17], when the truncated nonlinearity \((P_N u)^k\) is replaced by the Wick ordered monomial defined for all \((t, x) \in \mathbb{R} \times \mathcal{M}\) by
\[
(P_N u)^k : (t, x) = H_k(P_N u(t, x); \sigma_N(x)),
\]  
(1.13)
where \(H_k(x, \sigma)\) is the \(k\)th Hermite polynomial, the renormalized powers of the stochastic contribution \((P_N \Psi_{\text{damp}})^k\) converge almost surely to some random variable \(\hat{\Psi}_{\text{damp}}^k\). See Section 3 below.

1.4. Well-posedness of the renormalized dynamics. In view of the above discussion, we look at the following smoothed renormalized version of (1.1):
\[
\begin{cases}
\partial_t^2 u_N + (1 - \Delta_g)u_N + \partial_t u_N + H_k(u_N; \sigma_N(x)) = \sqrt{2} P_N \xi, \\
(u_N, \partial_t u_N)|_{t=0} = (P_N u_0, P_N u_1),
\end{cases}
\]  
(1.14)
with the random initial data \((u_0, u_1)\) given by (1.7). Our main result is then the following.

---

\(^3\)In particular, note that the renormalized power defined below is a monic polynomial with its lower-order coefficients becoming infinite as the regularization is removed, which justifies the notation \(\infty \cdot u\) in (1.4) for the cubic case.

\(^4\)When \(\mathcal{M} = \mathbb{T}^2\), since the Gaussian process \(P_N \Psi_{\text{damp}}(t, x)\) is also stationary in \(x\), \(\sigma_N\) is then independent of \(x\). Here the renormalization must be defined pointwise in \(x\).
Theorem 1.2. Let $k \geq 2$ be an integer and $s < 0$. Then, there exists a stopping time $T$, $\mu \otimes \mathbb{P}$-almost surely positive, such that for any $N \in \mathbb{N}$, there exists a unique solution $u_N$ to (1.14) which belongs $\mu \otimes \mathbb{P}$-almost surely to $C([0, T]; H^s(M))$. Moreover, $\{u_N\}_{N \in \mathbb{N}}$ converges $\mu \otimes \mathbb{P}$-almost surely to a stochastic process $u \in C([0, T]; H^s(M))$.

Remark 1.3. (i) Formally, the limiting process $u$ is a solution of the full equation:

$$\partial_t^2 u + (1 - \Delta_g) u + \partial_t u + :u^k = \sqrt{2}\xi.$$  

(1.15)

This is only formal since the renormalized nonlinearity (1.13) is only defined for smoothed (i.e. frequency truncated) noise and data.

(ii) The limit $u$ in Theorem 1.2 is unique in the class

$$\Psi_{\text{damp}} + C([0, T]; H^{s_1}(M)) \subset C([0, T]; H^s(M))$$

for $0 < 1 - s_1 \ll 1$.

(iii) The full Wick ordered nonlinearity is actually well defined on the above class (see (3.1) below), which justifies that $u$ “is a solution” of the full renormalized dynamics (1.15).

We now investigate the global well-posedness of (1.15) and the invariance of the Gibbs measure (1.6) when $k \geq 3$ is an odd integer. Instead of considering the approximate dynamics given by truncating the noise and the initial data (as in (1.14)), we truncate the “sign in front of the nonlinear term on the left-hand side of (1.1), since in the focusing case the density of $\rho = 2M_k+1 \mu(u, \partial_t u)$ cannot be properly defined [3, 31]. When $k$ is even, there is no notion of focusing or defocusing. When $k = 2$, it is still possible to construct a focusing Gibbs measure, at least on the flat torus $T^2$; see [4, 31]. This focusing Gibbs measure is, however, endowed with a taming by a power of the Wick-ordered $L^2$-norm, leading to a slightly different equation. Hence, we do not consider it in this paper. A similar comment applies to Theorem 1.7.
Remark 1.5. As pointed out above, Theorem 1.4 is concerned with the invariance of the Gibbs measure \( \rho_{k+1} \) in (1.14) for the limit of the truncated equation (1.16). The reason to consider this dynamics (rather than (1.14)) is that it also admits an invariant (truncated) Gibbs measure \( \rho_{N,k+1} \) (see the definition in (5.2) below), which makes it easier to apply Bourgain’s invariant measure argument [3, 5] to globalize the dynamics in Section 5. However, this approximation is somehow less natural than (1.14) considered in Theorem 1.2, as this latter deals with solutions arising from smooth approximations of the initial data and noise instead of truncating the nonlinearity. It turns out that there are situations where the truncated dynamics (1.16) is actually easier to handle than the natural approximation (1.14), as one can benefit of the invariance of \( \rho_{N,k+1} \) also in the local theory. We refer the reader to the introduction of [37] for a more thorough discussion on this point. In our case, the local theory and stability property established in Propositions 4.1 and 5.3 below are robust enough to handle both the truncated dynamics (1.16) and the natural approximation (1.14), and the result of Theorem 1.4 should also hold for the natural approximation (1.14) up to minor modifications of the argument presented in Section 5.

As mentioned above, we can also look at the evolution of \( \rho_{k+1} \) under (a suitably renormalized version of) the deterministic NLW (1.2) (i.e. without stochastic forcing or damping). For this purpose, we first study the following renormalized NLW:

\[
\begin{cases}
\partial_t^2 u_N + (1 - \Delta_g)u_N + H_k(u_N; \sigma_N(x)) = 0 \\
(u_N, \partial_t u_N)|_{t=0} = (P_N u_0, P_N u_1),
\end{cases}
\]

where \((u_0, u_1)\) has the law \( \mu \) defined in (1.7). In this case we have similar results.

Theorem 1.6. Let \( k \geq 2 \) be an integer and \( s < 0 \). Then, there exists a stopping time \( \mu \)-almost surely positive, such that for \( \mu \)-almost every initial data \((u_0, u_1) \in H^s(M)\) and for any \( N \in \mathbb{N} \), there exists a unique solution \( u_N \in C([0, T]; H^s(M)) \) to (1.17). Moreover, \( \{u_N\}_{N \in \mathbb{N}} \) converges \( \mu \)-almost surely to a function \( u \in C([0, T]; H^s(M)) \).

Here, the uniqueness of \( u \) is in the corresponding class:

\[
z = C([0, T]; H^{s_1}(M)),
\]

where \( s_1 \) is as in Remark 1.3(ii) and

\[
z(t) = S(t)(u_0, u_1) = \cos(t \sqrt{1 - \Delta_g}) u_0 + \frac{\sin(t \sqrt{1 - \Delta_g})}{\sqrt{1 - \Delta_g}} u_1 \tag{1.18}
\]

is the linear solution with the random initial data \((u_0, u_1) = (u_0^\omega, u_1^\omega)\) defined in (1.7). Note that we have \( E[(P_N z(t,x))^2] = \sigma_N(x) \) as in (1.12), and hence the renormalization in (1.17) is also defined by (1.13).

As before, we can alternatively look at the approximations given by solving the truncated NLW:

\[
\begin{cases}
\partial_t^2 u_N + (1 - \Delta_g)u_N + P_N H_k(P_N u_N; \sigma_N(x)) = 0 \\
(u_N, \partial_t u_N)|_{t=0} = (u_0, u_1) \sim \rho_{N,k+1}.
\end{cases}
\]

Due to the conservation of the energy and subsequently of the truncated Gibbs measure, we also have a global statement for the limit of the solutions to (1.19).
Theorem 1.7. Let $k \geq 3$ be an odd integer. Then, there exists a set $\Sigma$ of full $\rho_{k+1}$-measure such that for any initial data $(u_0, u_1) \in \Sigma$, the limit $(u, \partial_t u)$ of the solutions $(u_N, \partial_t u_N)$ to (1.19) exists globally in time. Moreover, the flow map $\Phi(t) : (u_0, u_1) \mapsto (u, \partial_t u)$ leaves the Gibbs measure $\rho_{k+1}$ invariant. Namely, for any $t \in \mathbb{R}$ and any $F \in C_b(\mathcal{H}^s(\mathcal{M}); \mathbb{R})$, we have
\[
\int_{\mathcal{H}^s(\mathcal{M})} F(\Phi(t)(u_0, u_1)) d\rho_{k+1}(u_0, u_1) = \int_{\mathcal{H}^s(\mathcal{M})} F(u_0, u_1) d\rho_{k+1}(u_0, u_1).
\]

Remark 1.8. The same comment as in Remark 1.5 above also applies to the result stated in Theorem 1.7. In particular, for the deterministic equation (1.2), the approximation by smooth initial data in (1.17) (while studying the same equation) is genuinely more natural than the one given by the truncated equation (1.19), since in this case the use of randomness on initial data can be interpreted as a way to give a meaning to limits of smooth solutions to (1.2) at a super-critical regularity. See, for example, [10, 12, 30].

Finally, we consider the case with stochastic forcing but with deterministic initial and no damping. Let
\[
\begin{cases}
\partial^2_t u_N + (1 - \Delta_g) u_N + H_k(u_N; \sigma_N(t, x)) = P_N \xi, & (t, x) \in \mathbb{R} \times \mathcal{M} \\
(u, \partial_t u)_{l=0} = (u_0, u_1),
\end{cases}
\]
for deterministic initial data in $(u_0, u_1) \in \mathcal{H}^s(\mathcal{M})$, where $\sigma_N(t, x)$ is as in (1.21) below. Here, the renormalization is slightly different. Let us first define the stochastic convolution
\[
\Psi(t) \overset{\text{def}}{=} \int_0^t \frac{\sin((t-t')\sqrt{1 - \Delta_g})}{\sqrt{1 - \Delta_g}} dB(t') = \sum_{n \geq 0} \left( \int_0^t \frac{\sin((t-t')\langle \lambda_n \rangle)}{\langle \lambda_n \rangle} d\beta_n(t') \right) \varphi_n,
\]
which is the solution of the linear stochastic wave equation with the zero initial data. Then, from Itô’s isometry, we have for any $x \in \mathcal{M}$ and $t \geq 0$:
\[
\sigma_N(t, x) \overset{\text{def}}{=} \mathbb{E}[P_N \Psi(t, x)^2] = \sum_{n \geq 0} \psi_0(N^{-2} \lambda_n^2)(\varphi_n(x))^2 \int_0^t \left[ \frac{\sin((t-t')\langle \lambda_n \rangle)}{\langle \lambda_n \rangle} \right]^2 dt' = \sum_{n \geq 0} \psi_0(N^{-2} \lambda_n^2)(\varphi_n(x))^2 \left( \frac{t}{2 \langle \lambda_n \rangle^2} - \frac{\sin(2t \langle \lambda_n \rangle)}{4 \langle \lambda_n \rangle^3} \right) = O(t \log N).
\]
As in (1.13), we thus define the renormalized Wick powers by
\[
: (P_N \Psi(t, x))^k : \overset{\text{def}}{=} H_k(P_N \Psi(t, x); \sigma_N(t, x)).
\]
We emphasize here that since now $P_N \Psi$ is not stationary in $x$ or $t$, the renormalization needs to be performed pointwise in both $x$ and $t$.

Theorem 1.9. Given an integer $k \geq 2$, let $s_{crit}$ be the critical regularity defined in (1.23) below. Let $0 < s_1 < 1$ satisfying $s_1 > s_{crit}$ if $k = 2, 3$ or $s_1 \geq s_{crit}$ when $k \geq 4$. Then, the truncated Wick ordered SNLW (1.20) is almost surely locally well-posed in $\mathcal{H}^{s_1}(\mathcal{M})$, in the sense that for any data $(u_0, u_1) \in \mathcal{H}^{s_1}(\mathcal{M})$ and any $s < 0$, there exists an almost surely

\footnote{Let us recall that the damping term was added in (1.1) in order to preserve the measure $\rho_{k+1}$. Hence when there is no damping term as in (1.3) there is no point in considering random initial data, since there is no invariant measure for (1.3).}
positive stopping time $T = T_\omega(u_0, u_1)$ such that for any $N \in \mathbb{N}$, there is a unique solution $u_N$ to (1.20) in the class

$$P_N \Psi + X_T^{s_1} \subset C([0,T]; H^s(M)),$$

where the space $X_T^{s_1}$ is defined in (4.6) below. Moreover, the solutions $u_N$ converge to a stochastic process $u \in C([0,T]; H^s(M))$ almost surely.

The critical exponent $s_{\text{crit}}$ corresponds to the one given by the deterministic well-posedness theory:

$$s_{\text{crit}} = \max(s_{\text{scal}}, s_{\text{conf}}, 0) = \max \left( 1 - \frac{2}{k-1}, \frac{3}{4} - \frac{1}{k-1}, 0 \right)$$

(1.23)

where $s_{\text{scal}}$ and $s_{\text{conf}}$ correspond respectively to the scaling invariance and the conformal symmetry.

Unlike in the previous models, there is no invariant Gibbs measure available for (1.3), and as a consequence globalizing the solutions is not as straightforward. We point out that in the special case $M = T^2$, this has been investigated very recently in [18].

1.5. Scheme of proofs and organization of the paper. As transpired in the discussion above, the general strategy used in [13] (see also [24, 5]) to prove Theorems 1.2, 1.6, and 1.9 is to look for a solution under the form $u_N = r_N + w_N$ with $r_N \in \{ P_N \Psi_{\text{damp}}, z_N, P_N \Psi \}$, where $w_N$ is expected to be smoother and hence falling into the scope of applicability of the deterministic well-posedness theory. Then, we aim to solve the perturbed equation for $w_N$ with the enhanced data set $\{ w_N(0), \partial_t w_N(0), r_N, \ldots, r_{kN} \}$. Indeed, in view of the formula (3.1) below for the renormalization of the sum, we see that $w_N$ solves (in the case of (1.1))

$$\partial_t^2 w_N + (1 - \Delta_g) w_N + \partial_t w_N + \sum_{\ell=0}^{k} \binom{k}{\ell} : r_{N}^\ell : w_N^{k-\ell} = 0.$$

(1.24)

Hence it is enough to estimate the Wick ordered monomials $r_N^\ell$ uniformly in $N$ in order to estimate $u_N^k$. Then, we can solve the equation for $w_N$ uniformly in $N$ by a standard fixed point argument as in the deterministic setting. The difficulty with working on a general compact Riemannian manifold without boundary appears in the first step when trying to get good probabilistic estimates on the random objects appearing after renormalization. Indeed, the Fourier analytic proofs of these estimates in the previous works on $T^2$ [33, 32, 17] fail here because of the lack of structure of a commutative group and of uniform boundedness of the eigenfunctions. Thus we cannot rely only on “global” (on $M$) arguments. Instead, we give a local description of the stochastic objects in the spirit of [7], so that up to localizing and controlling various error terms which appear in this process, the probabilistic estimates in the case of a manifold follow from analyzing the kernel of some pseudo-differential operators ($\Psi$DOs) in $\mathbb{R}^2$. Note that the semi-classical analysis that we employ is somehow non-standard, since not all the pseudo-differential operators involved depend on the semi-classical parameter, so we have to work with “semi” semi-classical $\Psi$DOs.

Alternatively, in the context of parabolic singular stochastic PDEs, the authors in [2] developed a functional calculus adapted to the heat semi-group on manifolds, which enabled
them to build a robust and general theory for the study of singular stochastic PDEs in a more complex geometrical setting. Though we believe that their approach could be adapted to treat our problem, it seems that the general bound on the powers of the truncated Green function for the Laplace-Beltrami operator established in Proposition 3.6 which is in the core of our proof, is new and of independent interest. In particular, it would prove itself useful if one wishes to extend the result of [13] for (1.4) on compact surfaces. See also Remark 3.9 below.

Another contribution of this work is to extend Bourgain’s invariant measure argument [3, 5] to the case of a singular stochastic PDE, allowing us to globalize the local result of Theorem 1.2. This argument has indeed previously been used mainly in the context of a deterministic Hamiltonian PDE with random initial data such as (1.2) considered here. In Section 5 we carefully detail its implementation in the presence of a singular random forcing term.

We begin by recalling the tools that we need from spectral theory and semi-classical calculus in Section 2, in particular the local description of semi-classical pseudodifferential operators given in [7] that we shall use extensively. In Section 3 after recalling the basic tools from probability theory and Euclidean quantum field theory, we establish the crucial probabilistic estimates on the aforementioned stochastic objects. Sections 4 and 5 are dedicated to the proof of the local and global well-posedness results and the invariance property of the Gibbs measure \( \rho_{k+1} \).

2. Functional calculus and semi-classical pseudo-differential calculus

In this section, we collect the tools from micro-local analysis that we will need in the next sections. Most of the background needed here can be found in [40], except for the few results on the functional calculus which can be found in [15].

2.1. Geometric setting. We begin by recalling the general setting for our results. We consider a \( d \)-dimensional compact Riemannian manifold without boundary \((M, g)\), on which we fix a finite atlas \((U_j, V_j, \kappa_j)_{j \in J}\) for some finite index set \( J \), i.e. the \( V_j \) are open sets covering \( M \):

\[
M = \bigcup_{j \in J} V_j,
\]

and \( U_j \) are open sets in \( \mathbb{R}^d \), with some homeomorphisms \( \kappa_j : U_j \subset \mathbb{R}^d \to V_j \subset M \) such that \( \kappa_j^{-1} \circ \kappa_k \) are smooth diffeomorphisms on \( U_j \cap U_k \), for any \( j, k \in J \) such that \( U_j \cap U_k \neq \emptyset \). We also fix an associated smooth partition of unity \((\chi_j)_{j \in J}\), i.e. \( \chi_j \in C^\infty(M) \) with \( \text{supp} \chi_j \subset V_j \) and for any \( x \in M \),

\[
\sum_{j \in J} \chi_j(x) = 1.
\]

For \( j \in J \) and a smooth function \( u \in C^\infty(V_j) \), the pull-back of \( u \) is then the function \( \kappa_j^* u = u \circ \kappa_j \in C^\infty(U_j) \).

\footnote{In this section we state some results for a general dimension \( d \in \mathbb{N} \), but in the rest of the paper we only consider \( d = 2 \).}

\footnote{In the differential geometry literature, atlases are generally defined with the opposite convention that \( U \subset M \) and \( \kappa : U \to \kappa(U) \subset \mathbb{R}^d \). Here we chose to keep the convention of [7].}
Given a local chart \((U_j, V_j, \kappa_j)\), the metric \(g\) is given by a smooth mapping \(g : x \in U_j \mapsto (g_{m,\ell}(x))_{m,\ell=1...d}\) where \((g_{m,\ell}(x))_{m,\ell=1...d}\) is a symmetric positive definite matrix, with inverse denoted by \((g^{m,\ell}(x))_{m,\ell=1...d}\).

The Laplace-Beltrami operator can then be described as the negative operator acting locally on smooth functions \(u \in C^\infty(V_j)\) by

\[
\kappa_j^* \chi_j(\Delta_g u)(x) = \sum_{m,\ell=1}^d \frac{1}{\sqrt{\det g(x)}} \partial_{x_m} \left( \sqrt{\det g(x)} g^{m,\ell}(x) \partial_{x_\ell} \right) \kappa_j^* (\tilde{\chi}_j u),
\]

for any \(x \in U_j\), where \(\tilde{\chi}_j \in C_0^\infty(V_j)\) satisfies \(\tilde{\chi}_j \equiv 1\) on \(\text{supp} \, \chi_j\). Here \(p_1\) is a differential operator of order 1, and the differential operator \(p_2\) is given by

\[
p_2(x, D) = \sum_{m,\ell=1}^d g^{m,\ell}(x) \partial_{x_m} \partial_{x_\ell}.
\]

In particular, since \(g\) is smooth with values in symmetric positive definite matrices and \(M\) is compact, there exists \(c, C > 0\) such that for any \(x \in \bigcup_{j \in J} \text{supp} \, \kappa_j^* \chi_j\) and \(\xi \in \mathbb{R}^d\) we have

\[
-C|\xi|^2 \leq p_2(x, \xi) \leq -c|\xi|^2.
\]

We recall that \(-\Delta_g\) admits an orthonormal basis \(\{\varphi_n\}_{n \geq 0} \subset C^\infty(M)\) of \(L^2(M)\) consisting of eigenfunctions with corresponding eigenvalues \(\{\lambda_n^2\}_{n \geq 0}\) assumed to be arranged in the non-decreasing order, and that we have Weyl’s law

\[
\# \{ n \geq 0, \lambda_n \leq \lambda \} \sim \lambda^d,
\]

for any \(\lambda \geq 0\). In particular we have \(\lambda_n \sim n^{\frac{2}{d}}\).

The eigenfunctions \(\varphi_n\)’s are not uniformly bounded (in \(n\)), but we have (see e.g. [9, Proposition 8.3]) that they are bounded in a mean value meaning:

**Lemma 2.1.** Let \(d = 2\). There exists \(C > 0\) such that for any \(\Lambda \in \mathbb{R}\) and \(x \in M\), we have

\[
\sum_{n \geq 0} 1_{(\Lambda, \Lambda + 1]}(\lambda_n) \left( \varphi_n(x) \right)^2 \leq C \sum_{n \geq 0} 1_{(\Lambda, \Lambda + 1]}(\lambda_n) \frac{1}{1 + \lambda_n^2},
\]

where \(1_{(\Lambda, \Lambda + 1]}\) is the indicator function of the interval \((\Lambda, \Lambda + 1]\).

Indeed, this lemma follows directly from the following asymptotic behavior for the spectral function of \(\Delta_g\) due to Hörmander [20]: for any \(d \in \mathbb{N}\), there exists \(c_d > 0\) such that for any \(\Lambda \geq 0\) and \(x \in M\),

\[
e(x, \Lambda^2) \overset{\text{def}}{=} \sum_{\lambda_n^2 \leq \Lambda^2} (\varphi_n(x))^2 = c_d \Lambda^d + O(\Lambda^{d-1}).
\]

\(^{10}\) Again, it is common to define the Laplace-Beltrami operator as the positive operator \(-\Delta_g\), but we stick to the negative one so that the wave equations (1.1)–(1.2)–(1.3) have the same formulation as on \(T^2\).
2.2. Functional calculus. We finally move onto the definition and the local description in terms of ΨDOs of some operators used to describe the stochastic objects and to construct the Sobolev and Besov spaces needed to measure them.

To this end, let us first define $P_N$ to be a smooth version of the Dirichlet projection onto the frequencies $\{\lambda_n \leq N\}$. Namely, take a smooth even non-increasing cut-off $\psi_0 \in C_0^\infty(\mathbb{R})$ satisfying $\text{supp} \psi_0 \subset [-1, 1]$ and $\psi_0 \equiv 1$ on $[-1/2, 1/2]$. For any real-valued $u \in L^2(M)$, we have

$$u = \sum_{n \geq 0} \langle u, \varphi_n \rangle_{L^2(M)} \varphi_n,$$

where

$$\langle u, v \rangle_{L^2(M)} = \int_M u(x)v(x)dx$$

is the inner product in $L^2(M)$ and we simply wrote $dx$ for the volume density on $(M, g)$. For any $N > 0$, $P_N$ is then defined as the linear operator on $L^2(M)$ given by

$$P_N u = \sum_{n \geq 0} \psi_0(\frac{\lambda_n^2}{N^2}) \langle u, \varphi_n \rangle_{L^2(M)} \varphi_n. \quad (2.4)$$

In particular, if we define the finite-dimensional subspace of $L^2(M)$

$$E_N = \text{Span}\{\varphi_n, \lambda_n \leq N\}$$

with the orthogonal projection

$$\Pi_N : L^2(M) \rightarrow E_N,$$

then $P_N$ maps $L^2(M)$ into $E_N$ and

$$\Pi_N P_N = P_N \Pi_N = P_N. \quad (2.5)$$

Next, we define the sets of dyadic integers for $N$ as

$$2^Z_+ = \{1, 2, 4, ...\} \quad \text{and} \quad 2^N = 2^Z_+ \setminus \{1\}.$$

Hereafter, we will use the Sobolev and Besov spaces $W^{s,p}(M)$ and $B^{s}_{p,q}(M)$, $s \in \mathbb{R}$, $1 \leq p, q \leq \infty$, which are defined via the norms

$$\|u\|_{W^{s,p}} \overset{\text{def}}{=} \left\| \sum_{n \geq 0} \langle \lambda_n \rangle^s \langle u, \varphi_n \rangle_{L^2(M)} \varphi_n \right\|_{L^p(M)};$$

and

$$\|u\|_{B^{s}_{p,q}} \overset{\text{def}}{=} \left(\|P_1 u\|_{L^p}^q + \sum_{N \in 2^N} N^{sq} \|P_N - P_{N/2} u\|_{L^p}^q \right)^{\frac{1}{q}}.$$

For now the Besov norms of a function $u$ are only defined in terms of projections in the eigenfunction expansion of $u$. Although it is easy to handle these norms when $p = 2$ (since the $\varphi_n$’s form an orthonormal basis of $L^2(M)$), we need an equivalent characterization to be able to estimate them when $p \neq 2$. 
Let us recall the definition of the $L^2$ functional calculus. For any bounded continuous function $f$ on $\mathbb{R}$, we can define the bounded linear operator $f(-\Delta_g)$ on $L^2(M)$ as

$$f(-\Delta_g)u = \sum_{n \geq 0} f(\lambda^2_n)\langle u, \varphi_n \rangle_{L^2(M)}\varphi_n.$$  \hfill (2.6)

This defines a continuous linear map from $C_b(\mathbb{R})$ to the space $L(L^2(M))$ of bounded linear operators on $L^2(M)$. More generally, if $f \in S^m$ for some $m > 0$ (see (2.7) below), then $f(-\Delta_g)$ is an unbounded operator on $L^2(M)$ with domain given by

$$D(f(-\Delta_g)) = \left\{ u \in D'(M), \sum_{n \geq 0} |f(\lambda^2_n)\langle u, \varphi_n \rangle|^2 < \infty \right\}.$$

For $N \in 2^\mathbb{N}$, we define

$$\psi_{N^2}(x) = \psi_0(N^{-2}x) - \psi_0(4N^{-2}x),$$

and

$$\psi_1(x) = \psi_0(x)$$

for $N = 1$. In view of the previous definition, we have $P_N = \psi_0(-N^{-2}\Delta_g)$ and for $N \in 2^\mathbb{N}$, we have

$$P_N - P_{N/2} = \psi_{N^2}(-\Delta_g).$$

Thus we need to give a local description of the bounded linear operators which are functions of $-\Delta_g$ on $L^2(M)$ given by the functional calculus. This is the content of the next subsection.

2.3. Pseudo-differential calculus. We begin by collecting a few facts about (semi-classical) $\Psi$DOs. First, for $d \in \mathbb{N}$ and any $m \in \mathbb{R}$ we say that a function $f \in C^\infty(\mathbb{R}^d)$ belongs to the space $S^m$ if for any multi-index $\beta \in \mathbb{N}^d$ and any $\xi \in \mathbb{R}^d$,

$$|\partial_\xi^\beta f(\xi)| \lesssim \langle \xi \rangle^{-|\beta|},$$  \hfill (2.7)

where $\langle \xi \rangle = \sqrt{1 + |\xi|^2}$ and $|\beta|$ is the length of the multiindex $\beta$. Here we use the notation $A \lesssim B$ if there exists $c > 0$ (independent of the sets where $A$ and $B$ vary) such that $A \leq cB$. We also use the notations $A \sim B$ if $A \lesssim B$ and $B \lesssim A$, and $A \ll B$ if we can take $c = 10^{-12}$. We extend this definition to functions $a : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$, which belong to the symbol class $S^m$ if $a \in C^\infty(\mathbb{R}^d \times \mathbb{R}^d)$ and satisfy for any $\alpha, \beta \in \mathbb{N}^d$ and $(x, \xi) \in \mathbb{R}^d \times \mathbb{R}^d$,

$$|\partial_\xi^\alpha \partial_\xi^\beta a(x, \xi)| \lesssim \langle \xi \rangle^{-|\beta|}.$$  \hfill (2.8)

Then for $m \in \mathbb{R}$ and a symbol $a \in S^m$ we define the semi-classical $\Psi$DO of order $m$ with symbol $a$ with respect to some semi-classical parameter $h \in (0, 1]$ to be the linear operator acting on Schwartz functions $u \in S(\mathbb{R}^d)$ by the quantization rule

$$a(x, hD)u = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{ix\cdot\xi} a(x, h\xi)\hat{u}(\xi) d\xi,$$  \hfill (2.9)

and $\hat{u}$ stands for the Fourier transform of $u$. Hereafter we systematically neglect the constants $2\pi$ appearing either in (2.9) or in the Fourier transform.\footnote{In the following, we will take for the semi-classical parameter $h = N^{-1}$ for some $N \in \mathbb{N}$.}
A particular case of Fefferman’s result \cite{Fefferman} is that a (semi-classical) ΨDO of order 0 extends to a bounded linear operator on $L^p(\mathbb{R}^d)$ (with norm independent of $h$ in the semi-classical case), for any $1 < p < \infty$. It is also well-known (see for example \cite{Taylor}) that the composition of ΨDOs of order $m_1$ and $m_2$ gives a ΨDO of order $m_1 + m_2$, and moreover the symbolic calculus gives

$$a(x, hD) \circ b(x, hD) = (a\# b)(x, hD),$$

where for arbitrary $M \in \mathbb{N}$,

$$(a\# b)(x, h\xi) = \sum_{|\alpha| \leq 0} c_\alpha h^{\alpha} (\partial^\alpha_x a \cdot \partial^\alpha_x b)(x, h\xi) + O_{S^{m_1 + m_2 - M}}(h^M). \quad (2.10)$$

Here we use the notation $O_{S^{m_1 + m_2 - M}}(h^M)$ to mean

$$O_{S^{m_1 + m_2 - M}}(h^M) = h^M r_{M,a,b}(x, hD)$$

for some $r_{M,a,b} \in S^{m_1 + m_2 - M}$ (and depending continuously upon $a$ and $b$ for the composition). This implies that if $a \in S^m$, then for any $s \in \mathbb{R}$, $a(x, hD)$ maps continuously $H^s(\mathbb{R}^d)$ into $H^{s-m}(\mathbb{R}^d)$, and for any $u \in S(\mathbb{R}^d)$ we have the estimate\footnote{The operator norm of $a(x, hD) : H^s(\mathbb{R}^d) \to H^{s-m}(\mathbb{R}^d)$ depends on $h$ here because we always work with \textit{classical} Sobolev spaces, as opposition to the \textit{semi-classical} Sobolev spaces generally used in the semi-classical analysis. This is due to the “hybrid” nature of our problem where we have to measure the composition of classical ΨDOs with semi-classical ones.}

$$\|a(x, hD)u\|_{H^{s-m}(\mathbb{R}^d)} \lesssim h^{(m-s)/\sigma + s\lambda_0} \|u\|_{H^s(\mathbb{R}^d)}. \quad (2.11)$$

Here $s \wedge 0 = \min(s, 0)$. This follows directly from the uniform (in $h$) $L^2$ boundedness of the semi-classical ΨDO $\langle hD \rangle^{s-m} a(x, hD) \langle hD \rangle^{-s}$ which is of order 0, and the estimates $\langle \xi \rangle^s \lesssim h^{-s\lambda_0} \langle h\xi \rangle^s$ and $\langle h\xi \rangle^s \lesssim h^{s\lambda_0} \langle \xi \rangle^s$ for any $s \in \mathbb{R}$ and $\xi \in \mathbb{R}^d$.

Let us now give a local description in terms of ΨDOs of the bounded linear operators on $L^2(M)$ given by the previous functional calculus. If $\psi$ is any smooth and compactly supported function, we can also view $\psi(-N^{-2}\Delta_g)$ as a semi-classical ΨDO (with semi-classical parameter $h = N^{-1}$) in local coordinates. Indeed, let us recall the result of Proposition 2.1 in \cite{Taylor}.

**Proposition 2.2.** Let $\psi \in C_0^\infty(\mathbb{R})$, $\kappa : U \subset \mathbb{R}^d \to V \subset M$ be a coordinate patch, and $\chi, \tilde{\chi} \in C_0^\infty (V)$ with $\tilde{\chi} \equiv 1$ on $\operatorname{supp} \chi$. Then there exists a sequence of symbols $(a_m)_{m \geq 0}$ in $C_0^\infty(U \times \mathbb{R}^d)$ with the following properties:

(i) for any $M \in \mathbb{N}$, any $h \in (0, 1]$ and any $s \in \mathbb{R}$, $0 \leq \sigma \leq M$, we have the expansion

$$\|\kappa^* (\chi \psi(-h^2 \Delta_g)v) - \sum_{m=0}^{M-1} h^m a_m(x, hD)\kappa^* (\tilde{\chi} v)\|_{H^{s+\sigma}(\mathbb{R}^d)} \lesssim h^{M - \max(\sigma + s, \sigma, |s|)} \|v\|_{H^s(M)} \quad (2.12)$$

for any $v \in C^\infty(M)$;

(ii) for any $x \in U$ the principal symbol is given by

$$a_0(x, \xi) = \chi(\kappa(x))\psi(-p_2(x, \xi)), \quad (2.13)$$
where $p_2$ has been defined in (2.11),

(iii) for all $m \geq 0$, $a_m$ is supported in

$$
\left\{ (x, \xi) \in U \times \mathbb{R}^d, \kappa(x) \in \text{supp } \chi, -p_2(x, \xi) \in \text{supp } \psi \right\}.
$$

(2.13)

In particular, this means that for $\psi \in C_0^\infty(\mathbb{R})$, the semi-classical operator $\psi(-h^2\Delta_g) \in \mathcal{L}(L^2(M))$ defined by the functional calculus can be described locally by some $\Psi$DOs with symbol in

$$
S^{-\infty}(\mathbb{R}^d \times \mathbb{R}^d) = \bigcap_{m \in \mathbb{R}} S^m(\mathbb{R}^d \times \mathbb{R}^d).
$$

Note that the smoothing property of the remainder in (2.12) is only stated for $s = 0$ in [7, Proposition 2.1], but one can derive the bound in (2.12) by the same computation as in [7] and using (2.11).

**Remark 2.3.** This result relies on describing $\psi(-\Delta_g)$ through Helffer-Sjöstrand’s formula

$$
\psi(-\Delta_g) = -\frac{1}{\pi} \int_{\mathbb{C}} \tilde{\psi}(z)(z + \Delta_g)^{-1}dz,
$$

where $\tilde{\psi}$ is an almost analytic extension of $\psi$, and using that the resolvent $(z + \Delta_g)^{-1}$ is locally a $\Psi$DO of order $-2$. In particular, one can see that the above integral is absolutely convergent for any function $\psi$ in the class

$$
\mathcal{A} = \bigcup_{m < 0} S^m(\mathbb{R})
$$

(which contains $C_0^\infty(\mathbb{R})$), so that the integral representation of $\psi(-\Delta_g)$ also holds for $\psi \in \mathcal{A}$ (see [13] Chapter 2). Using the same argument, for any $\psi \in S^m(\mathbb{R})$, $m < 0$, then $\psi(-\Delta_g)$ is locally given by a $\Psi$DO of order $-2m$ with principal symbol

$$
\psi(-p_2(x, \xi)) \in S^{-2m}(\mathbb{R}^d \times \mathbb{R}^d).
$$

Using the previous proposition, we get the following Bernstein type estimate for the $L^p(M) \to L^q(M)$ mapping property of the operator $\psi(-h^2\Delta_g)$. See Corollary 2.4 in [7].

**Corollary 2.4.** Under the conditions of the previous proposition, for any $1 \leq p \leq q \leq \infty$, there exists $C > 0$ such that for any $u \in C^\infty(M)$ and $h \in (0, 1]$,

$$
\|\psi(-h^2\Delta_g)u\|_{L^q(M)} \leq Ch^d(\frac{1}{q} - \frac{1}{p}) \|u\|_{L^p(M)}.
$$

2.4. **More on the function spaces.** In order to close the fixed point argument in the proofs of the well-posedness results, we will need an equivalent characterization of the topology on the Besov spaces $B^s_{p,q}(M)$. First, we need an equivalent characterization of the topology on the Besov spaces $B^s_{p,q}(\mathbb{R}^d)$.

**Proposition 2.5.** Let $\kappa : U \subset \mathbb{R}^d \to V \subset M$ be a coordinate patch and $\chi \in C_0^\infty(V)$. For any $s \in \mathbb{R}$ and $1 \leq p, q \leq \infty$, there exist $c, C > 0$ such that for any $u \in C^\infty(M)$,

$$
c \|\chi u\|_{B^s_{p,q}(M)} \leq \|\kappa^*(\chi u)\|_{B^s_{p,q}(\mathbb{R}^d)} \leq C \|u\|_{B^s_{p,q}(M)}. \tag{2.14}
$$
Proof. First, observe that it is enough to establish the right-hand side inequality, since by duality it holds
\[ \|\varphi\|_{B_{p,q}^s(M)} = \sup_{\|\varphi\|_{B_{p,q}^s(M)} \leq 1} \int_M \varphi \, u = \sup_{\|\varphi\|_{B_{p,q}^s(M)} \leq 1} \int_{\mathbb{R}^d} \kappa^*(\varphi u) \cdot \kappa^*(\tilde{\varphi} u) \]
\[ \lesssim \sup_{\|\varphi\|_{B_{p,q}^s(M)} \leq 1} \|\kappa^*(\varphi u)\|_{B_{p,q}^s(\mathbb{R}^d)} \|\kappa^*(\tilde{\varphi} u)\|_{B_{p,q}^s(\mathbb{R}^d)} \lesssim \|\kappa^*(\varphi u)\|_{B_{p,q}^s(\mathbb{R}^d)}, \]

where in the last step we used the right-hand side inequality in (2.14). This shows that the left-hand side inequality follows from the right-hand side one.

We thus need to estimate
\[ \sum_{N \in 2^{\mathbb{Z}_+}} N^{sq}\|\theta_N(D)\kappa^*(\varphi u)\|_{L^p(\mathbb{R}^d)}^q, \]
where \( \{\theta_N\}_{N \in 2^{\mathbb{Z}_+}} \) is an inhomogeneous dyadic partition of unity in \( \mathbb{R}^d \). We first take a fattened version \( \tilde{\psi}_{N_1^2} \) of \( \psi_{N_1^2} \), where \( \psi_{N_1^2} \) is the multiplier in the definition of \( P_{N_1} \), and decompose
\[ \theta_N(D)\kappa^*(\varphi u) = \sum_{N_1 \in 2^{\mathbb{Z}_+}} \theta_N(D)\kappa^*(\varphi u_{N_1}) \]
\[ = \sum_{N_1 \sim N} \theta_N(D)\kappa^*(\varphi u_{N_1}) + \sum_{N_1 \not\sim N} \theta_N(D)\kappa^*(\varphi \tilde{\psi}_{N_1^2}(-\Delta_g)u_{N_1}), \]
where \( u_{N_1} = \psi_{N_1^2}(-\Delta_g)u \). To bound the terms in the second sum above, we have the following lemma.

Lemma 2.6. Let \( \kappa \) and \( \varphi \) as in Proposition 2.7. Then for any \( u \in L^p(M) \), \( p \geq 1 \), and any \( N, N_1 \in 2^{\mathbb{Z}_+} \) with \( (N \setminus N_1) \gg (N \wedge N_1) \), we have for arbitrary \( B > 0 \):
\[ \|\theta_N(D)\kappa^*(\varphi \tilde{\psi}_{N_1^2}(-\Delta_g)u)\|_{L^p(\mathbb{R}^d)} \lesssim (N \wedge N_1)^{-B} \|u\|_{L^p(M)}. \]

With this lemma at hand, we can finish establishing the right-hand side inequality in (2.14). Indeed, for the almost diagonal terms, we have from Minkowski’s inequality, the uniform boundedness of the Littlewood-Paley projectors \( \theta_N(D) \) on \( L^p(\mathbb{R}^d) \), and Hölder’s inequality with Fubini’s theorem that
\[ \|1_{N_1 \sim N} N^s \theta_N(D)\kappa^*(\varphi u_{N_1})\|_{\ell^q_N(2^\mathbb{Z}_+)L^p(\mathbb{R}^d)\ell^q_N(2^\mathbb{Z}_+)} \lesssim \|1_{N_1 \sim N} N^s u_{N_1}\|_{\ell^q_N(2^\mathbb{Z}_+)L^p(\mathbb{R}^d)\ell^q_N(2^\mathbb{Z}_+)} \lesssim \|u\|_{B_{p,q}^s(M)}, \]
while for the off-diagonal terms we have from Minkowski’s inequality and Lemma 2.6 applied to \( u_{N_1} \) with \( B > 2|s| \):
\[ \|1_{N_1 \not\sim N} \theta_N(D)\kappa^*(\varphi \tilde{\psi}_{N_1^2}(-\Delta_g)u_{N_1})\|_{\ell^q_N(2^\mathbb{Z}_+)L^p(\mathbb{R}^d)\ell^q_N(2^\mathbb{Z}_+)} \lesssim \|1_{N_1 \not\sim N} N^s(N \wedge N_1)^{-B} u_{N_1}\|_{\ell^q_N(2^\mathbb{Z}_+)L^p(\mathbb{R}^d)\ell^q_N(2^\mathbb{Z}_+)} \lesssim \|N_1^{|s|-B} u_{N_1}\|_{\ell^q_N(2^\mathbb{Z}_+)L^p(\mathbb{R}^d)\ell^q_N(2^\mathbb{Z}_+)} \lesssim \|u\|_{B_{p,q}^s(M)}. \]
This concludes the proof of Proposition 2.5, assuming Lemma 2.6. □
Proof of Lemma 2.6. For $M \gg 1$ to be chosen later, we use Proposition 2.2 to decompose

$$
\theta_N(D)\kappa^*(\tilde{\chi}\psi_{N_i^2}(-\Delta_R)u) = \theta_N(D)\left\{ \sum_{m=0}^{M-1} N_1^{-m}a_m(x,N_1^{-1}D)\kappa^*(\tilde{\chi}u) + U_{-M,N_i} \right\},
$$

where

$$
\|U_{-M,N_i}\|_{H^{\sigma_1}(M)} \lesssim N_1^{s_1+s_2-M}\|u\|_{H^{-s_2}(M)}
$$

for any $s_1, s_2 \geq 0$ with $s_1 + s_2 \leq M$, in view of Proposition 2.2 (i) with $s = -s_2$ and $\sigma = s_1 + s_2$.

Note that from the support property (2.13) of $a_m$ and the assumption $(N \lor N_1) \gg (N \land N_1)$, we have from the symbolic calculus that $\theta_N(D) \circ a_m(x,N_1^{-1}D)$ vanishes at infinite order, but we have to be cautious with the dependence in $N$ and $N_1$ within the remainder in (2.10). Namely for any $A \geq 1$, we use the composition rule (2.10) to expand

$$
\theta_N(D) \circ a_m(x,N_1^{-1}D)
$$

$$
= \sum_{|\alpha|=0}^{A-1} c_\alpha N^{-|\alpha|}\left\{ \partial^{\alpha}\theta_N(\xi) \cdot \partial^{\alpha}a_m(x,N_1^{-1}\xi) \right\}(x,D) + N^{-A}r_{A,N,N_i}(x,D)
$$

for some constants $c_\alpha$. Indeed, the last equality results of the support property of $a_m$ and the assumption $(N \lor N_1) \gg (N \land N_1)$ so that the supports (in $\xi$) of $\theta_N$ and $a_m(x,N_1^{-1}\xi)$ are disjoint. Here $r_{A,N,N_i}$ is a $\Psi$DO with symbol

$$
\sum_{|\alpha|=A} c_\alpha \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_0^1 e^{-iz\xi_1} \partial^{\alpha}\theta_N(\xi + \xi_1)\partial^{\alpha}a_m(x + tz,N_1^{-1}\xi)(1-t)^{A-1}dtd\xi_1dz.
$$

(2.16)

This is obtained as a by-product of the proof of the symbolic product rule for $\Psi$DOs: writing down the symbol of the composition, performing the Taylor expansion of this symbol and integrating by parts gives the sum for $|\alpha| < A$, and the rest which corresponds to the symbol in (2.10). In particular, in view of the support properties in $\xi$ of $\theta_N(\xi)$ and $a_m(x,N_1^{-1}\xi)$ (and the boundedness of $M$), we can integrate by parts the kernel

$$
R_{A,N,N_i}(x,y) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{i(x-y)\cdot \xi} r_{A,N,N_i}(x,\xi) d\xi
$$

of $r_{A,N,N_i}(x,D)$ with respect to $z$ in (2.16) to get some negative powers of $\xi_1$. Indeed, for any $\ell_1 \in \mathbb{N}$, we integrate by parts to get

$$
R_{A,N,N_i}(x,y) = \sum_{|\alpha|=A} c_\alpha \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_0^1 (\xi_1)^{-\ell_1} e^{-i(z\xi_1 - (x-y)\cdot \xi)} \partial^{\alpha}\theta_N(\xi + \xi_1)
$$

$$
\cdot (D_z)^{\ell_1} (\partial^{\alpha}a_m(x + tz,N_1^{-1}\xi) t^{\beta}) (1-t)^{A-1}dtd\xi_1dzd\xi.
$$
Similarly, in order to get some decay in $x$, we can integrate by parts in $\xi$ to get for any $\ell_2 \in \mathbb{N}$

$$R_{A,N,N_1}(x,y) = \sum_{|\alpha|=A} c_\alpha \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\xi_1)^{-\ell_1} (x-y)^{-\ell_2} e^{-i(x-x_1-(x-y))}$$

$$\times (D_\xi)^{\ell_2} [\partial^a \theta_N(\xi + \xi_1)(D_\xi)^{\ell_1} (\partial^a a_m(x + tz, N_1^{-1} \xi)) (1-t)^{A-1}] dt d\xi_1 dz d\xi.$$  

We finally integrate by parts in $\xi_1$ to get some decay in $z$, leading to

$$R_{A,N,N_1}(x,y) = \sum_{|\alpha|=A} c_\alpha \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\xi_1)^{-\ell_1} (x-y)^{-\ell_2} (z)^{-\ell_3} e^{-i(x-x_1-(x-y))}$$

$$\times (D_\xi)^{\ell_2} [\partial^a (D_\xi)^{\ell_1} \theta_N(\xi + \xi_1)(D_\xi)^{\ell_1} (\partial^a a_m(x + tz, N_1^{-1} \xi)) (1-t)^{A-1}] dt d\xi_1 dz d\xi.$$  

In view of $(N \lor N_1) \gg (N \land N_1)$ and the localization of $\xi$ and $(\xi + \xi_1)$, we have the localization $|\xi_1| \sim (N \land N_1)$. Moreover, for fixed $\xi_1$, in view of the support properties of $\theta_N$ and $a_m$ then $\xi$ lies in a set of size at most $(N \land N_1)^d$. Hence for any $\ell_1, \ell_2, \ell_3 > 2$ the integrand is absolutely integrable and we get the bound

$$|R_{A,N,N_1}(x,y)| \lesssim (N \land N_1)^d (N \lor N_1)^{d-\ell_1} (x-y)^{-\ell_2}.$$  

We can then integrate in $x$ or $y$ provided that we take $\ell_2 > d$, to obtain

$$\|R_{A,N,N_1}\|_{L^p_x L^q_y} + \|R_{A,N,N_1}\|_{L^p_y L^q_x} \lesssim (N \land N_1)^d (N \lor N_1)^{d-\ell_1}.$$  

This is enough to estimate the contribution

$$N^{-A} N_1^{-m} \|\theta_N(D) \circ a_m(x, N_1^{-1} D) \kappa^*(\hat{x}u)\|_{L^p(\mathbb{R}^d)}$$

by the right-hand side of (2.15) in view of Schur’s lemma, since $\ell_1 \in \mathbb{N}$ is arbitrary.

As for the remainder in the use of Proposition 2.2, we first take $M = B + s_1 + s_2 + 10$ with $s_1$ and $s_2$ large enough so that, by Sobolev embedding, $H^{s_1}(\mathbb{R}^d) \subset L^p(\mathbb{R}^d)$, and by Sobolev embedding and the compactness of $\mathcal{M}$, $L^p(\mathcal{M}) \subset H^{-s_2}(\mathcal{M})$. Then, in the case $N \ll N_1$, we use the boundedness of $\theta_N(D) : L^p(\mathbb{R}^d) \rightarrow L^p(\mathbb{R}^d)$ to bound

$$\|\theta_N(D) U_{-M,N_1}\|_{L^p(\mathbb{R}^d)} \lesssim \|U_{-M,N_1}\|_{H^{s_1}(\mathbb{R}^d)} \lesssim N_1^{s_1 + s_2 - M} \|u\|_{H^{-s_2}(\mathcal{M})} \lesssim N_1^{-B} \|u\|_{L^p(\mathcal{M})}.$$  

In the other case $N \gg N_1$, using that $\theta_N$ is then supported on an annulus we have

$$\|\theta_N(D) U_{M,N_1}\|_{L^p(\mathbb{R}^d)} \lesssim N^{-B} \|U_{M,N_1}\|_{H^{s_1 + s_2 + B}(\mathbb{R}^d)}$$

$$\lesssim N_1^{s_1 + s_2 + 2B - M} N^{-B} \|u\|_{L^p(\mathcal{M})} \lesssim N^{-B} \|u\|_{L^p(\mathcal{M})}.$$  

This concludes the proof of the lemma.

Using Proposition 2.5 the finiteness of $\mathcal{J}$ and that the embeddings and the fractional Leibniz rule hold on $\mathbb{R}^d$, we get the following consequences of Proposition 2.5.

**Corollary 2.7.** Let $\mathcal{M}$ be any compact Riemannian manifold of dimension $d$ without boundary.
(i) For any \( s \in \mathbb{R} \) we have \( B^s_{2;2}(\mathcal{M}) = H^s(\mathcal{M}) \), and more generally for any \( 2 \leq p < \infty \) and \( \varepsilon > 0 \) we have

\[
\|u\|_{B^s_{p;\infty}(\mathcal{M})} \lesssim \|u\|_{W^{s,\rho}(\mathcal{M})} \lesssim \|u\|_{B^s_{p;2}(\mathcal{M})} \lesssim \|u\|_{B^s_{p;\varepsilon}(\mathcal{M})}.
\]

(ii) Let \( s \in \mathbb{R} \) and \( 1 \leq p_1 \leq p_2 \leq \infty \) and \( q \in [1, \infty] \). Then for any \( f \in B^s_{p_1,q}(\mathcal{M}) \) we have

\[
\|f\|_{B^s_{p_2,q}(\mathcal{M})} \lesssim \|f\|_{B^s_{p_1,q}(\mathcal{M})}.
\]

(iii) Let \( \alpha, \beta \in \mathbb{R} \) with \( \alpha + \beta > 0 \) and \( p_1, p_2, q_1, q_2 \in [1, \infty] \) with

\[
\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2} \quad \text{and} \quad \frac{1}{q} = \frac{1}{q_1} + \frac{1}{q_2}.
\]

Then for any \( f \in B^\alpha_{p_1,q_1}(\mathcal{M}) \) and \( g \in B^\beta_{p_2,q_2}(\mathcal{M}) \), we have \( fg \in B^{\alpha+\beta}_{p,q}(\mathcal{M}) \), and moreover it holds

\[
\|fg\|_{B^{\alpha+\beta}_{p,q}(\mathcal{M})} \lesssim \|f\|_{B^{\alpha}_{p_1,q_1}(\mathcal{M})}\|g\|_{B^{\beta}_{p_2,q_2}(\mathcal{M})}.
\]

Proof. The first estimate in (i) is a direct consequence of the boundedness of \((P_N - P_{N/2})\) provided by Corollary 2.4, whereas the second one follows from the square function estimate given in [7, Corollary 2.3], and the last one from Cauchy-Schwarz inequality. Similarly, (ii) follows directly from Corollary 2.4.

For the product rule (iii), we take a partition of unity \( \{\chi_j\}_{j \in J} \) and a fattened version \( \{\tilde{\chi}_j\}_{j \in J} \), so that using Proposition 2.5, we have

\[
\|fg\|_{B^{\alpha+\beta}_{p,q}(\mathcal{M})} \lesssim \sum_{j \in J} \|\kappa_j^*(\chi_j f \cdot \tilde{\chi}_j g)\|_{B^{\alpha+\beta}_{p,q}(\mathbb{R}^d)}.
\]

Then using the standard product rule for Besov spaces on \( \mathbb{R}^d \) (see [1], using the paraproduct estimates of Theorems 2.82 and 2.85), we can estimate the term above with

\[
\sum \|\kappa_j^*(\chi_j f)\|_{B^{\alpha}_{p_1,q_1}(\mathbb{R}^d)}\|\kappa_j^*(\tilde{\chi}_j g)\|_{B^{\beta}_{p_2,q_2}(\mathbb{R}^d)}.
\]

We can then use the finiteness of \( J \) along with Proposition 2.5 to conclude.

\[
\square
\]

3. Probabilistic estimates

3.1. Probabilistic tools and construction of the Gibbs measure. We recall briefly here some basic probabilistic estimates and the outline of the construction of the Gibbs measure. A fully detailed construction on a 2d-manifold can be found in [33] in the context of the nonlinear Schrödinger equation, which, up to replacing the Laguerre polynomials used in [33] with the Hermite polynomials, can be adapted in a straightforward manner to treat the invariant measure for \((1.1)\) and \((1.2)\).

Let us first recall a few facts about the Hermite polynomials \( H_k(x; \sigma) \). They are defined through the generating function

\[
e^{tx - \frac{t^2}{2}} = \sum_{k \geq 0} \frac{t^k}{k!} H_k(x; \sigma),
\]
for any \( t, x \in \mathbb{R} \). When \( \sigma = 1 \) we simply write \( H_k(x; 1) = H_k(x) \), and we have the scaling property

\[
H_k(x; \sigma) = \sigma^k H_k(\sigma^{-1}x).
\]

Moreover, the following formula hold:

\[
H_k(x+y; \sigma) = \sum_{\ell=0}^{k} \binom{k}{\ell} H_\ell(x; \sigma)y^{k-\ell}.
\]  
(3.1)

and

\[
\partial_x H_k(x; \sigma) = k! H_k(x; \sigma).
\]  
(3.2)

Now if we define the (spatial) white noise on \( \mathcal{M} \)

\[
\xi_0 = \sum_{n \geq 0} g_n \varphi_n,
\]

where \( g_n \) are as in (1.7), then we can define the white noise functional to be the action of the distribution \( \xi_0 \) extended to \( L^2 \) functions, i.e.

\[
W : f \in L^2(\mathcal{M}) \mapsto Wf = \langle f, \xi_0 \rangle_{L^2(\mathcal{M})} \in L^2(\Omega).
\]

It is easy to see that \( W \) is unitary, and moreover we have the relation

\[
E[H_k(Wf)H_\ell(Wg)] = \delta_{k,\ell}k! \langle f, g \rangle_{L^2(\mathcal{M})},
\]

(3.3)

for any \( f, g \) normalized \( L^2 \) functions, where \( \delta_{k,\ell} \) stands for Kronecker’s delta function.

As in [17], we also have the following lemma.

**Lemma 3.1.** Let \( f, g \) be centered jointly Gaussian random variables with variances \( \sigma_f \) and \( \sigma_g \), then

\[
E[H_k(f; \sigma_f)H_\ell(g; \sigma_g)] = \delta_{k,\ell}k! E[fg]^k.
\]  
(3.4)

See [27, Lemma 1.1.1].

Now, if we then define the real-valued random variables \( G_{N,k+1} \) on \( (H^s(\mathcal{M}), \mu_0) \) as

\[
G_{N,k+1}(u_0) = \frac{1}{k+1} \int_{\mathcal{M}} : (P_N u_0)^{k+1}(x) : dx,
\]

then we have the following lemma.

**Lemma 3.2.** Let \( G_{N,k+1} \) be the random variable on \( (H^s(\mathcal{M}), \mu_0) \) defined above.

(i) \( \{ G_{N,k+1} \}_{N \in \mathbb{N}} \) is a Cauchy sequence in \( L^p(\mu_0) \) for any finite \( p \geq 1 \), thus converging to some \( G_{k+1} \in L^p(\mu_0) \).

(ii) \( e^{-G_{N,k+1}} \) converges to \( e^{-G_{k+1}} \) almost surely and in \( L^p(\mu_0) \) for any finite \( p \geq 1 \).

This last convergence result allows to define the Gibbs measure \( \rho_{k+1} \) as the limit in total variation of \( Z_N^{-1} e^{-G_{N,k+1}} d\mu \).

The proof of (i) for \( p = 2 \) follows from a direct computation using (3.3) and Lemma 2.1 and for \( p > 2 \) it is a consequence of the case \( p = 2 \) along with the following Wiener chaos estimate (see [36]):
Lemma 3.3. Let $d, m \in \mathbb{N}$ and $Q(X_1, \ldots, X_m)$ be a polynomial of degree $d$ in $m$ variables. Let $\{g_n\}$ be as in (1.7). Then for any $p \geq 2$ we have

$$\|Q(g_1, \ldots, g_m)\|_{L^p(\Omega)} \leq (p-1)^{\frac{d}{2}}\|Q(g_1, \ldots, g_m)\|_{L^2(\Omega)}.$$  \hfill (3.5)

This lemma is itself a consequence of the hypercontractivity of Ornstein-Uhlenbeck’s semi-group \cite{26}. As for Lemma 3.2 (ii), it then follows from the same argument as in Proposition 4.5.

As explained in the introduction, Lemma 3.2 allows us to define the Gibbs measure $\rho_{k+1}$ on $H^s(\mathcal{M})$ by the formula (1.6). In particular, $\rho_{k+1} \ll \mu$ as $e^{-G_{k+1}}$ is a finite positive random variable, so that supp $\rho_{k+1} = \text{supp} \mu \subset H^s(\mathcal{M})$ for any $s < 0$ but $\rho_{k+1}(\mathcal{H}^0) = 0$.

### 3.2. Stochastic estimates for (1.1) and (1.2)

Now we move onto the construction of the Wick ordered monomials $\Psi_{damp}^k$ and their large deviation bounds. We first deal with the stochastic objects for (1.2), and so we recall that $z_N = P_N S(t)(u_0, u_1)$ is the truncated linear solution with the random initial data $(u_0, u_1)$ given in (1.7).

Proposition 3.4. For any $k \geq 1$, $T > 0$, $0 < \varepsilon \ll 1$ and $1 \leq p, q < \infty$\footnote{Unlike when $\mathcal{M} = \mathbb{T}^2$, it is not as straightforward to get the convergence of $H_{\ell}(z_N; \sigma_N(x))$ in $C([0,T]; W^{-\varepsilon,\infty}(\mathcal{M}))$ almost surely when $\ell \geq 2$, which prevents us from taking $q = \infty$. See also Remark 3.7 below.} the random variables $\{H_k(P_N S(t)(u_0, u_1); \sigma_N(x))\}_{N \in \mathbb{N}}$ form a Cauchy sequence in $L^p(\mu; L^q([0,T]; W^{-\varepsilon,\infty}(\mathcal{M})))$. Moreover, there exists $C > 0$ such that for any $T, R > 0$ and $N \in \mathbb{N}$ the following tail estimate holds:

$$\mu\left(\left\|H_k(P_N S(t)(u_0, u_1); \sigma_N(x))\right\|_{L^q_{\varepsilon,\infty}} > R\right) \leq C e^{-c R^{\frac{q}{p}} T^{\frac{q}{p}}}.$$  \hfill (3.6)

Denoting the limit by $z^k :$, it also holds $H_k(P_N S(t)(u_0, u_1); \sigma_N(x)) \to : z^k :$ in $L^q([0,T]; W^{-\varepsilon,\infty}(\mathcal{M}))$, $\mu$-almost surely, and $: z^k :$ also satisfies the tail estimate (3.6).

Moreover, for $k = 1$ we have $z \in C([0,T]; W^{-\varepsilon,\infty}(\mathcal{M})) \cap C^1([0,T]; W^{-1-\varepsilon,\infty}(\mathcal{M}))$, $\mu$-almost surely, for any $\varepsilon > 0$. Lastly, we also have the following tail estimate for the convergence:

$$\mu\left(\left\|H_k(P_N S(t)(u_0, u_1); \sigma_N(x)) - H_k(P_N S(t)(u_0, u_1); \sigma_N(x))\right\|_{L^q_{\varepsilon,\infty}} > R\right) \leq C e^{-c R^{\frac{q}{p}} T^{\frac{q}{p}}},$$  \hfill (3.7)

for some $0 < \tilde{\varepsilon} \ll \varepsilon$ and any $N_2 \geq N_1$.

Proof. We begin by proving that $H_k(P_N S(t)(u_0, u_1); \sigma_N(x))$ is uniformly bounded in $L^p(\mu; L^q([0,T]; W^{-\varepsilon,\infty}(\mathcal{M})))$. Note that it is enough to consider the case $p, q \geq 2$. In the following, we write $x, y$ for the space variables on $\mathcal{M}$ and $x, y$ for the points in $\mathbb{R}^2$. Let us start with the following lemma which collects the main properties of $P_N S(t)(u_0, u_1)$ that we will use.

Lemma 3.5. The measure $\mu$ is invariant under the transformation $(u_0, u_1) \mapsto (S(t)(u_0, u_1), \partial_t S(t)(u_0, u_1))$, for any $t \in \mathbb{R}$. Moreover, if we define the (truncated) covariance function

$$\gamma_N(t_1, t_2; x, y) \overset{\text{def}}{=} \int_{H^s(\mathcal{M})} \left[ P_N S(t_1)(u_0, u_1)(x) P_N S(t_2)(u_0, u_1)(y) \right] d\mu(u_0, u_1),$$


then we have for any \((t, x) \in \mathbb{R} \times \mathcal{M}\)
\[
\int_{H^s(\mathcal{M})} \left| (1 - \Delta_g)_{x}^{-\frac{5}{2}} H_k\left( \mathbf{P}_N S(t)(u_0, u_1)(x); \sigma_N(x) \right) \right|^2 d\mu(u_0, u_1) \\
= k! \left[ (1 - \Delta_g)^{x_1^{-\frac{5}{2}}} (1 - \Delta_g)^{x_2^{-\frac{5}{2}}} \left( \gamma_N(t, t, x_1, x_2)^k \right) \right]_{x_1 = x_2 = x}.
\] (3.8)

Lastly, we have the identity
\[
\gamma_N(x, y) \overset{\text{def}}{=} \gamma_N(t, t, x, y) = (\mathbf{P}_N \otimes \mathbf{P}_N) \gamma(x, y),
\] (3.9)

where \(\gamma\) is the Green function for the Laplace-Beltrami operator on \(\mathcal{M}\), i.e. \(\gamma\) is the kernel of \((1 - \Delta_g)^{-1}\):
\[
\gamma(x, y) = \sum_{n \geq 0} \frac{\varphi_n(x) \varphi_n(y)}{\langle \lambda_n \rangle^2}.
\]

Here the notation \((\mathbf{P}_N \otimes \mathbf{P}_N) \gamma(x, y)\) means that we apply \(\mathbf{P}_N\) to both \(\gamma(\cdot, y)\) and \(\gamma(x, \cdot)\). Note that since \(\gamma\) has a diagonal expansion on the basis \(\varphi_n \otimes \varphi_n'\) of \(L^2(\mathcal{M} \times \mathcal{M})\), this is the same as \((\mathbf{P}_N^2 \otimes \text{Id}) \gamma\) or \((\text{Id} \otimes \mathbf{P}_N^2) \gamma\).

**Proof of Lemma 3.5.** In order to prove the invariance, we first compute for \((u_0^\omega, u_1^\omega)\) given by (1.7):
\[
S(t)(u_0^\omega, u_1^\omega) = \sum_{n \geq 0} \frac{\varphi_n}{\langle \lambda_n \rangle} \left\{ \cos(t\langle \lambda_n \rangle) g_n(\omega_0) + \sin(t\langle \lambda_n \rangle) h_n(\omega_1) \right\} = \sum_{n \geq 0} \frac{\varphi_n}{\langle \lambda_n \rangle} g_n'(\omega_0, \omega_1),
\]

where for any \(t \in \mathbb{R}\), \(\{g_n^t\}_{n \geq 0}\) is a family of independent real-valued standard Gaussian random variables on \(\Omega_0 \times \Omega_1\), and similarly for \(\partial_t S(t)(u_0^\omega, u_1^\omega)\). In particular this shows that if \((u_0, u_1) \sim \mu\) then for any \(t \in \mathbb{R}\), \(\left( S(t)(u_0, u_1), \partial_t S(t)(u_0, u_1) \right) \sim \mu\) too.

Next, with the definition of the operator \((1 - \Delta_g)^{-\frac{5}{2}}\), we compute for any fixed \((t, x) \in [0, T] \times \mathcal{M}\):
\[
\int_{\Omega_0} \int_{\Omega_1} \left| (1 - \Delta_g)_{x}^{-\frac{5}{2}} H_k\left( \mathbf{P}_N S(t)(u_0^\omega, u_1^\omega)(x); \sigma_N(x) \right) \right|^2 d\mu_0 d\mu_1 \\
= \sum_{n, n' \in \mathbb{N}} \frac{\varphi_n(x) \varphi_{n'}(x)}{\langle \lambda_n \rangle^2 \langle \lambda_{n'} \rangle} \int_{\mathcal{M} \times \mathcal{M}} \varphi_n(x_1) \varphi_{n'}(x_2) \\
\times \mathbb{E} \left[ H_k\left( \mathbf{P}_N S(t)(u_0^\omega, u_1^\omega)(x_1); \sigma_N(x_1) \right) H_k\left( \mathbf{P}_N S(t)(u_0^\omega, u_1^\omega)(x_2); \sigma_N(x_2) \right) \right] d\mu_1 d\mu_2
\]

where the expectation is taken with respect to \(\mu_0 \otimes \mu_1\). We can then use (3.4) and the definition of \(\gamma_N(t, t, x_1, x_2)\) to continue with
\[
= \sum_{n, n' \in \mathbb{N}} \frac{\varphi_n(x) \varphi_{n'}(x)}{\langle \lambda_n \rangle^2 \langle \lambda_{n'} \rangle} \int_{\mathcal{M} \times \mathcal{M}} k! \gamma_N(t, t, x_1, x_2)^k \varphi_n(x_1) \varphi_{n'}(x_2) d\mu_1 d\mu_2 \\
= k! \left[ (1 - \Delta_g)_{x_1}^{-\frac{5}{2}} (1 - \Delta_g)_{x_2}^{-\frac{5}{2}} \left( \gamma_N(t, t, x_1, x_2)^k \right) \right]_{x_1 = x_2 = x}.
\]
This shows (3.8).
As for (3.9), in view of the definitions of the (truncated) covariance function $\gamma$ and of the propagator $S(t)$, we can compute

$$\gamma_N(t_1, t_2, x, y) = \sum_{n_1, n_2 \geq 0} \psi_0(N^{-2} \lambda_{n_1}^2) \psi_0(N^{-2} \lambda_{n_2}^2) \frac{\varphi_{n_1}(x) \varphi_{n_2}(y)}{(\lambda_{n_1})^2} \int_{\Omega_0} \int_{\Omega_1} \left[ (\cos(t_1(\lambda_{n_1}))g_{n_1} + \sin(t_1(\lambda_{n_1}))h_{n_1}) \times (\cos(t_2(\lambda_{n_2}))g_{n_2} + \sin(t_2(\lambda_{n_2}))h_{n_2}) \right] dP_0 dP_1$$

$$= \sum_{n \geq 0} \psi_0^2(N^{-2} \lambda_n^2) \frac{\varphi_n(x) \varphi_n(y)}{(\lambda_n)^2} \cos((t_1 - t_2)(\lambda_n)). \tag{3.10}$$

The identity (3.9) thus follows from (3.10) by taking $t_1 = t_2$.

Note that in order to estimate the right-hand side of (3.8), we do not need the smoothing in $x_1$, and using Sobolev inequality in $x_1$ with some (large) $p_\varepsilon$ and the compactness of $\mathcal{M}$, we have

$$\sup_{x \in \mathcal{M}} \left| (1 - \Delta_g)^{-\frac{s}{2}} (1 - \Delta_g)^{-\frac{s}{2}} (\gamma_N(x_1, x_2)^k) \right|_{x_1 = x_2 = x} \lesssim \| (1 - \Delta_g)^{-\frac{s}{2}} (\gamma_N(x_1, x_2)^k) \|_{L^p(\mathcal{M}) \times L^q(\mathcal{M})} \tag{3.11}$$

$$\lesssim \| (1 - \Delta_g)^{-\frac{s}{2}} (\gamma_N(x_1, x_2)^k) \|_{L^\infty(\mathcal{M} \times \mathcal{M})}.$$

The following proposition allows us to bound the powers of the covariance function $\gamma_N$, viewed through the identity (3.9).

**Proposition 3.6.** Let $\gamma_N : \mathcal{M} \times \mathcal{M} \to \mathbb{R}$ be the truncated Green function of the Laplace-Beltrami operator on $\mathcal{M}$ defined in (3.9). Then for any $\varepsilon > 0$ and $k \in \mathbb{N}$, there exists $C = C(\varepsilon, k) > 0$ such that for any $N \in \mathbb{N}$,

$$\| (1 - \Delta_g)^{-\frac{s}{2}} (\gamma_N(x_1, x_2)^k) \|_{L^\infty(\mathcal{M} \times \mathcal{M})} \leq C < \infty. \tag{3.12}$$

Moreover, $\{\gamma_N^k\}_{N \in \mathbb{N}}$ defines a Cauchy sequence in

$$W^{0,-\varepsilon,\infty}(\mathcal{M} \times \mathcal{M}) = \{ u \in D'(\mathcal{M} \times \mathcal{M}), \| (1 - \Delta_g)^{-\frac{s}{2}} u(x_1, x_2) \|_{L^\infty(\mathcal{M} \times \mathcal{M})} < \infty \}$

and satisfies

$$\| (1 - \Delta_g)^{-\frac{s}{2}} (\gamma_N(x_1, x_2)^k - \gamma_{N_2}(x_1, x_2)^k) \|_{L^\infty(\mathcal{M} \times \mathcal{M})} \leq CN_1^{-\varepsilon}, \tag{3.13}$$

for any $N_1 \leq N_2 \in \mathbb{N}$ and some $0 < \varepsilon \ll \varepsilon$ and $C > 0$ independent of $N_1, N_2$.

Finally, if $\tilde{\mathbf{P}}_N$ is defined similarly to $\mathbf{P}_N$ but with another cut-off $\tilde{\psi}_0$ in place of $\psi_0$ with the same properties, then

$$\| (1 - \Delta_g)^{-\frac{s}{2}} (\tilde{\mathbf{P}}_N^2 \gamma(x_1, x_2)^k - \mathbf{P}_N^2 \gamma(x_1, x_2)^k) \|_{L^\infty(\mathcal{M} \times \mathcal{M})} \leq CN^{-\varepsilon}. \tag{3.14}$$

We postpone the proof of this proposition and finish the proof of Proposition 5.4. Now, for any finite $p \geq 1$, we first use Sobolev inequality to get for any $t \in \mathbb{R}$:

$$\| H_k(\mathbf{P}_N S(t)(u_0, u_1); \sigma_N(x)) \|_{W^{-,\infty}} \lesssim \| H_k(\mathbf{P}_N S(t)(u_0, u_1); \sigma_N(x)) \|_{W^{-,\frac{1}{p}}},$$
for some $r_\varepsilon \in [2, +\infty)$. Thus if $p \geq \max(q, r_\varepsilon)$, using Minkowski’s inequality, the Wiener chaos estimate \([3.5]\) along with \([3.8], \text{3.13}\) and Proposition 3.6 with the compactness of $\mathcal{M}$, we obtain

\[
\| H_k(\mathbb{P}_N S(t)(u_0, u_1)(x); \sigma_N(x)) \|_{L^p_{\mathbb{P}^\infty} L^q_{\mathbb{P}^{\infty}, \infty}} \\
\lesssim \| \{1 - \Delta_0\}^{-\frac{q}{2}} H_k(\mathbb{P}_N S(t)(u_0, u_1)(x); \sigma_N(x)) \|_{L^p \mathbb{P}} \| H_k(\mathbb{P}_N S(t)(u_0, u_1)(x); \sigma_N(x)) \|_{L^q_{\mathbb{P}^\infty} L^r_{\mathbb{P}^{\infty}, \infty}} \\
\lesssim p^{k/2} \| \{1 - \Delta_0\}^{-\frac{q}{2}} H_k(\mathbb{P}_N S(t)(u_0, u_1)(x); \sigma_N(x)) \|_{L^p \mathbb{P}} \| H_k(\mathbb{P}_N S(t)(u_0, u_1)(x); \sigma_N(x)) \|_{L^q_{\mathbb{P}^\infty} L^r_{\mathbb{P}^{\infty}, \infty}} \\
= p^{k/2} \| \{1 - \Delta_0\}^{-\frac{q}{2}} (1 - \Delta_0)^{-\frac{q}{2}} (\gamma_N(x_1, x_2)^k) \|_{x_1 = x_2 = x} \| \{1 - \Delta_0\}^{-\frac{q}{2}} \|_{L^2_{\mathbb{P}^\infty} L^\infty_{\mathbb{P}^{\infty}, \infty}} \\
\lesssim k T^{1/q} p^{k/2}. 
\]

This proves that \( \{ H_k(\mathbb{P}_N S(t)(u_0, u_1)(x); \sigma_N(x)) \}_{N \in \mathbb{N}} \) is bounded in \( L^p(\mu; L^q([-T, T]; W^{-\varepsilon, \infty}(\mathcal{M}))) \) for any finite \( p, q \geq 1 \) with \( p \) large enough. Using then Chebyshev’s inequality, we get that there is \( C > 0 \) such that for any \( p \geq 1 \) and \( R > 0 \)

\[
\mu\left( \| H_k(\mathbb{P}_N S(t)(u_0, u_1)(x); \sigma_N(x)) \|_{L^p_{\mathbb{P}^\infty} W^{\varepsilon, \infty}} > R \right) \\
\leq R^{-p} \| H_k(\mathbb{P}_N S(t)(u_0, u_1)(x); \sigma_N(x)) \|_{L^p_{\mathbb{P}^\infty} L^q_{\mathbb{P}^{\infty}, \infty}} \leq C^p p^{k/2} T^{\frac{p}{2}} R^{-p}, 
\]

and optimizing in \( p \) leads to \([3.6]\).

Now for any \( N_1 < N_2 \), we can compute, similarly to \([3.8]\),

\[
\int_{H^s(\mathcal{M})} \left| \{1 - \Delta_0\}^{-\frac{q}{2}} H_k(\mathbb{P}_{N_1} S(t)(u_0, u_1)(x); \sigma_{N_1}(x)) \right|^2 d\mu(u_0, u_1) \\
= k! \left( \{1 - \Delta_0\}^{-\frac{q}{2}} \{1 - \Delta_0\}^{-\frac{q}{2}} \right)^2 \left( \mathbb{P}_{N_1} \gamma(x_1, x_2)^k - 2 \mathbb{P}_{N_1} \gamma(x_1, x_2)^k + \mathbb{P}_{N_2} \gamma(x_1, x_2)^k \right) \big|_{x_1 = x_2 = x},
\]

where we used that \( \mathbb{P}_{N_2} \mathbb{P}_{N_1} = \mathbb{P}_{N_1} \mathbb{P}_{N_2} \) for \( N_2 > N_1 \). Then \([3.13]-[3.14]\) in Proposition 3.6 show that the sequence \( \{ H_k(\mathbb{P}_N S(t)(u_0, u_1)(x); \sigma_N(x)) \}_{N \in \mathbb{N}} \) defines a Cauchy sequence, thus converging to some \( z^k \) : \( L^p(\mu; L^q([-T, T]; W^{-\varepsilon, \infty})) \) and from the same argument as above with \([3.13]\) we get the tail estimate \([3.7]\). Then, as in the proof of Proposition 3.2 in \([30]\), Borel-Cantelli’s lemma yields that \( H_k(\mathbb{P}_N S(t)(u_0, u_1)(x); \sigma_N(x)) \) converges to \( z^k \) in \( L^q([-T, T]; W^{-\varepsilon, \infty}) \), \( \mu \)-almost surely, and moreover \( z^k \) also satisfies \([3.6]\).

Lastly, we prove the continuity in time of \( z \). If we define the translation operator \( \tau_h : u \mapsto u(\cdot + h) \) for any \( h \in [-1, 1] \), we can use \([3.10]\) and the mean value theorem to estimate

\[
\int_{H^s(\mathcal{M})} \left| \{1 - \Delta_0\}^{-\frac{q}{2}} (\tau_h z - z)(t, x) \right|^2 d\mu \\
= 2 \sum_{n_{1}, n_{2}} \frac{\varphi_{n_1}(x) \varphi_{n_2}(x)}{\langle \lambda_{n_1} \rangle^{\varepsilon} \langle \lambda_{n_2} \rangle^{\varepsilon}} \int_{\mathcal{M}} \left| \int_{\mathcal{M}} \varphi_{n_1}(x) \varphi_{n_2}(x) \{ \gamma(x_1, x_2) - \gamma(t + h, t, x_1, x_2) \} dx_1 dx_2 \right|^2 d\mu \\
\lesssim \sum_{n \geq 0} \frac{\varphi_n(x)^2}{\langle \lambda_n \rangle^{2 + \varepsilon} |h|^\varepsilon} \lesssim \sum_{n \geq 0} \frac{\varphi_n(x)^2}{\langle \lambda_n \rangle^{2 + \varepsilon} |h|^\varepsilon},
\]
uniformly in $h \in [-1,1]$, $\mathbf{x} \in \mathcal{M}$ and $t \in \mathbb{R}$. Finally, using Lemma 2.1 we obtain the bound
\[
\int_{\mathcal{H}^t(\mathcal{M})} |(1 - \Delta_\theta)^{-\frac{\epsilon}{2}}(\tau_h z - z)(t, \mathbf{x})|^2 \, dm \lesssim |h|^p \sum_{k \geq 0} |k|^{-\epsilon} \sum_{n \geq 0} 1_{[k, k+1)}(\lambda_n) \frac{\varphi_n(\mathbf{x})^2}{(\lambda_n)^{2+\epsilon}} \lesssim |h|^p \sum_{k \geq 0} |k|^{-\epsilon} \sum_{n \geq 0} 1_{[k, k+1)}(\lambda_n) \frac{1}{(\lambda_n)^{2+\epsilon}} \lesssim |h|^p. \]

Hence using Sobolev’s and Minkowski’s inequalities as above, together with the Wiener chaos estimate (3.13)
\[
\|((\tau_h z - z)(t))\|_{L^p_{\mu}W^{-\epsilon,\infty}} \lesssim |h|^p \frac{1}{\epsilon}, \tag{3.15}
\]
uniformly in $t \in [0, T]$, which suffices to conclude that $z \in C([0, T]; W^{-1,\infty}(\mathcal{M}))$ almost surely by using Kolmogorov’s continuity criterion for $p$ large enough. We can use the same argument to bound $\partial_t z$ in $C([0, T]; W^{-1-\epsilon,\infty}(\mathcal{M}))$ almost surely, which concludes the proof of Proposition 3.6. \hfill \square

**Proof of Proposition 3.6.** We now give the proof of (3.12). Since this is clear for $N \lesssim 1$, we can assume that $N \gg 1$. First, in view of the finiteness of $\mathcal{J}$, it is enough to fix $j, j_1 \in \mathcal{J}$ and to estimate
\[
\|((\kappa_j \otimes \kappa_{j_1}) f_j f_{j_1})\|_{L^\infty(\mathbb{R}^2 \times \mathbb{R}^2)} \lesssim \|((\kappa_j \otimes \kappa_{j_1}) f_j f_{j_1})\|_{L^\infty(\mathbb{R}^2 \times \mathbb{R}^2)} \tag{3.16}
\]
where for functions $f$ on $\mathcal{M} \times \mathcal{M}$ and $(x, y) \in U_j \times U_{j_1}$ we write $(\kappa_j \otimes \kappa_{j_1}) f(x, y) = f((\kappa_j(x), \kappa_{j_1}(y)))$.

By a variant of Proposition 2.2 (see Remark 2.4) with fixed $x \in \mathbb{R}^d$, we can write
\[
(\kappa_j \otimes \kappa_{j_1})^* \{\chi_j(x) \chi_{j_1}(y)\} \|((\kappa_j \otimes \kappa_{j_1}) f_j f_{j_1})\|_{L^\infty(\mathbb{R}^2 \times \mathbb{R}^2)} \lesssim N^{-s_1 + s_2 - M} \|\chi_j(x) \gamma_N(x, y)\|_{L^\infty(\mathcal{M}) \times H^{-s_2}(\mathcal{M})}
\]
for any $s_1, s_2 \geq 0$ with $s_1 + s_2 \leq M$. In particular the contribution of this last term to (3.16) is
\[
\|G_{-M,N}\|_{L^\infty(\mathbb{R}^2 \times \mathbb{R}^2)} \lesssim \|G_{-M,N}\|_{L^\infty(\mathbb{R}^2) \times H^2(\mathbb{R}^2)} \lesssim N^{-2-M} \|\gamma_N\|_{L^\infty(\mathcal{M}) \times L^\infty(\mathcal{M})}^k \lesssim N^{-2-M} \sup_{x, y \in \mathcal{M}} \left( \sum_{n \geq 0} \psi_0(N^{-2} \lambda_n^2) \frac{\varphi_n(x)^2}{(\lambda_n)^2} \right)^{\frac{1}{2}} \left( \sum_{n \geq 0} \psi_0(N^{-2} \lambda_n^2) \frac{\varphi_n(y)^2}{(\lambda_n)^2} \right)^{\frac{1}{2}} \lesssim O(\frac{N^{-2-M} \log(N)^k}{\epsilon}),
\]
where the last two estimates come from Cauchy-Schwarz inequality and (1.12). This term is uniformly bounded by choosing $M > 2$.

Taking again fattened versions of $\chi_j, \chi_{j_1}$ (which to simplify notations we still write $\chi_j, \chi_{j_1}$) it then remains to estimate
\[
a_{j, \epsilon}(y, D) \{(\kappa_j \otimes \kappa_{j_1})^*(\chi_j \chi_{j_1} \gamma_N)\}^k.
\]
Now, in view of the definition of the functional calculus and (3.9), we can see $\gamma_N$ as the kernel of the $\Psi$DO $(1 - \Delta_0)^{-1}\psi_0^2(-N^2\Delta_0)$. First, using e.g. [21 Theorem 18.1.24], we can expand the resolvent as

$$\kappa_j^*(\chi_j(1 - \Delta_0)^{-1}) = a_{j,-2}(x, D)\kappa_j^*\chi_j + R_{j,-3}$$

for some symbol $a_{j,-2} \in \mathcal{S}^{-2}(\mathbb{R}^2 \times \mathbb{R}^2)$ compactly supported in $x$ in $U_j$, and some smoothing operator $R_{j,-3}$ of order $-3$ satisfying for any $s \in \mathbb{R}$

$$\|R_{j,-3}\|_{H^s(\mathcal{M}) \to H^{s+3}(\mathbb{R}^d)} \lesssim 1.$$  

Next, using Proposition 222 and dropping the tilde for the fattened cut-offs, we get the expansion

$$\kappa_j^*(\chi_j(1 - \Delta_0)^{-1}\psi_0^2(-N^2\Delta_0)\chi_{j1})$$

$$= [a_{j,-2}(x, D)\kappa_j^*\chi_j + R_{j,-3}]\psi_0^2(-N^2\Delta_0)\chi_{j1}$$

$$= a_{j,-2}(x, D)(\kappa_j^*\chi_j)\left(\sum_{m=0}^{M-1} N^{-m}a_{j,m}(x, N^{-1}D)\kappa_j^*(\chi_j\chi_{j1}) + R_{j,-M,N}\chi_{j1}\right)$$

$$+ R_{j,-3}\psi_0^2(-N^2\Delta_0)\chi_{j1},$$

where $R_{j,-M,N}$ is a smoothing operator of order $-M$, with

$$\|R_{j,-M,N}\|_{H^{-s_2}(\mathcal{M}) \to H^{s_1}(\mathbb{R}^d)} \lesssim N^{s_1+s_2-M},$$

for any $s_1, s_2 \geq 0$ with $s_1 + s_2 \leq M$.

Then, taking $M = 1$ in the above expansion, we have for any $(x, y) \in U_j \times U_{j1}$ and $(x, y) = (\kappa_j(x), \kappa_j(y))$:

$$\gamma_{N,j,j_1}(x, y) \overset{\text{def}}{=} (\kappa_j \otimes \kappa_{j_1})^*(\chi_j(x)\chi_{j_1}(y)\gamma_N(x, y))$$

$$= (\text{Id} \otimes \zeta_{j,j_1})^*(\kappa_j^*(\chi_j\chi_{j1})(y)K_0(x, y)) + \chi_{j_1}(y)K_1(x, y), \quad (3.17)$$

where $K_0$ is the kernel of

$$(\kappa_j^*\chi_j)a_{j,-2}(x, D)(\kappa_j^*\chi_{j1})\psi_0^2(-p_{j,2}(x, N^{-1}D)), \quad (3.18)$$

and $K_1$ the one to

$$(\kappa_j^*\chi_j)a_{j,-2}(x, D)(\kappa_j^*\chi_{j1})R_{j,-M,N} + \kappa_j^*(\chi_j)R_{j,-3}\psi_0^2(-N^{-2}\Delta_0). \quad (3.19)$$

Here $\zeta_{j,j_1} = \kappa_j^{-1} \circ \kappa_{j_1}$ is a diffeomorphism on $U_j \cap U_{j_1}$, provided that $\text{supp} \chi_j \cap \text{supp} \chi_{j_1} \neq \emptyset$, otherwise the contribution of $K_0$ in (3.17) vanishes. Let us also decompose $K_1 = K_{1,1} + K_{1,2}$ corresponding to the two operators in (3.19).

We will use that we can bound these kernels by the operator norm of the corresponding operators from $H^{-1-\delta}(\mathbb{R}^2)$ (or $H^{-1-\delta}(\mathcal{M})$) to $H^{1+\delta}(\mathbb{R}^2)$. For $K_{1,1}$, since $a_{j,-2}(x, D)$ is bounded from $H^{s_1}(\mathbb{R}^2)$ to $H^{s_1+2}(\mathbb{R}^2)$, and using the smoothing property of $R_{j,-M,N}$ for $M = 1$, we deduce that for $s_1 = -1+\delta$ and $s_2 = 1+\delta$ for some $0 < \delta < \frac{1}{2k}$, the operator with kernel $K_{1,1}$ maps $H^{-1-\delta}(\mathcal{M})$ to $H^{1+\delta}(\mathbb{R}^2)$ with operator norm bounded by $N^{s_2-1}$. 

Thus we obtain
\[
\|\kappa_j^* (\chi_j (y) K_{1,1} (x, y))\|_{L^\infty (\mathbb{R}^2 \times \mathbb{R}^2)} \lesssim \| (\kappa_j^* \chi_j) a_{j,-2}(x, D) (\kappa_j^* \chi_j) R_{j,-M,N} (\kappa_j^* \chi_j)\|_{H^{-1-\delta}(\mathcal{M}) \to H^{1+\delta}(\mathbb{R}^2)} \\
\lesssim \| R_{j,-M,N} (\kappa_j^* \chi_j)\|_{H^{-1-\delta}(\mathcal{M}) \to H^{1+\delta}(\mathbb{R}^2)} \\
\lesssim N^{2\delta-1} \| (\kappa_j^* \chi_j)\|_{H^{-1-\delta}(\mathcal{M}) \to H^{-1-\delta}(\mathcal{M})} \\
\lesssim N^{2\delta-1}, \tag{3.20}
\]
where in the last step we used the product rule of Corollary 2.7 (iii).

As for $K_{1,2}$, we have that $\| R_{j,-3}\|_{H^{2+\delta}(\mathcal{M}) \to H^{1+\delta}(\mathbb{R}^2)} \lesssim 1$ and since we assumed that $N \gg 1$ we also have that $\| \psi_0 (N^{-2} \Delta_y)\|_{H^{-1-\delta}(\mathcal{M}) \to H^{2+\delta}(\mathcal{M})} \lesssim N^{2\delta-1}$. Thus we also have the bound
\[
\| \kappa_j^* (\chi_j K_{1,2})\|_{L^\infty (\mathbb{R}^2 \times \mathbb{R}^2)} \lesssim N^{2\delta-1}.
\]

Now we compute
\[
\gamma_{N,j,j_1}^k = \left( (\text{Id} \otimes \zeta_{j,j_1})^* (\kappa_j^* (\chi_j \chi_{j_1}) K_0) \right) \left( \begin{array}{c} \ldots \\ \begin{array}{c} \text{Id} \otimes \zeta_{j,j_1} \\ \kappa_j^* (\chi_j \chi_{j_1}) K_0 
\end{array} \end{array} \right)
+ \sum_{\ell=1}^k \left( \begin{array}{c} k \\ \ell \end{array} \right) (\kappa_j^* (\chi_j K_1))^\ell (\text{Id} \otimes \zeta_{j,j_1})^* \left( \kappa_j^* (\chi_j \chi_{j_1}) K_0 \right)^{k-\ell}.
\]

We first deal with the terms with $\ell \geq 1$. Since $a_{j_1,-\varepsilon} \in \mathcal{S}^{-\varepsilon} (\mathbb{R}^2 \times \mathbb{R}^2)$, in particular it is bounded on $L^p(\mathbb{R}^2)$ for any $1 < p < \infty$ (see e.g. [10]), hence using as above the Sobolev inequality $W^p, r_\varepsilon (\mathbb{R}^d) \subset L^\infty (\mathbb{R}^d)$ for some $r_\varepsilon \gg 1$, and the compactness of $\text{supp} (\kappa_j^* (\chi_j \chi_{j_1}) K_0)$ and $\text{supp} (\kappa_j^* (\chi_j K_1))$, we get the crude estimate
\[
\| a_{j_1,-\varepsilon} (y, D) \left( (\kappa_j^* (\chi_j K_1))^\ell (\text{Id} \otimes \zeta_{j,j_1})^* (\kappa_j^* (\chi_j \chi_{j_1}) K_0)^{k-\ell} \right) \|_{L^\infty (\mathbb{R}^2 \times \mathbb{R}^2)} \\
\lesssim \| (\kappa_j^* (\chi_j K_1))^\ell (\text{Id} \otimes \zeta_{j,j_1})^* (\kappa_j^* (\chi_j \chi_{j_1}) K_0)^{k-\ell} \|_{L^\infty (\mathbb{R}^2 \times \mathbb{R}^2)} \\
\lesssim \| \kappa_j^* (\chi_j K_1)\|_{L^\infty (\mathbb{R}^2 \times \mathbb{R}^2)} \| \kappa_j^* (\chi_j \chi_{j_1}) K_0\|_{L^\infty (\mathbb{R}^2 \times \mathbb{R}^2)} \| \kappa_j^* (\chi_j \chi_{j_1}) K_0\|^{k-\ell}_{L^\infty (\mathbb{R}^2 \times \mathbb{R}^2)}.
\]

Along with the previous bounds for $K_{1,1}$ and $K_{1,2}$, we finally obtain
\[
\| a_{j_1,-\varepsilon} (y, D) (\gamma_{N,j,j_1}^k) \|_{L^\infty (\mathbb{R}^2 \times \mathbb{R}^2)} \lesssim \| a_{j_1,-\varepsilon} (y, D) \left( (\text{Id} \otimes \zeta_{j,j_1})^* (\kappa_j^* (\chi_j \chi_{j_1}) K_0) \right) \|_{L^\infty (\mathbb{R}^2 \times \mathbb{R}^2)} \\
+ \sum_{\ell=1}^k \| (\kappa_j^* (\chi_j \chi_{j_1}) K_0)\|^{k-\ell}_{L^\infty (\mathbb{R}^2 \times \mathbb{R}^2)} N^{(2\delta-1)\ell}. \tag{3.21}
\]

Now, with the definition of $K_0$, we proceed as in (3.20) to get the rough bound
\[
\| K_0\|_{L^\infty (\mathbb{R}^2 \times \mathbb{R}^2)} \\
\lesssim \| (\kappa_j^* \chi_j) a_{j,-2}(x, D) (\kappa_j^* \chi_j) (x) \psi_0^2 (-p_{j,2}) (x, N^{-1} D) \|_{H^{-1-\delta}(\mathbb{R}^2) \to H^{1+\delta}(\mathbb{R}^2)} \\
\lesssim \| \psi_0^2 (-p_{j,2}) (x, N^{-1} D)\|_{H^{-1-\delta}(\mathbb{R}^2) \to H^{-1+\delta}(\mathbb{R}^2)} \lesssim N^{2\delta},
\]
so that with our choice for $\delta$, the second term in the right-hand side of (3.21) is $O(N^{-\delta'})$ for $\delta' = 1 - 2k\delta > 0$. We are then left with estimating

$$\left\| a_{j_1,-\varepsilon}(y,D) \left( (\text{Id} \otimes \zeta_{j,j_1})^* (\kappa_j^*(\chi_j \chi_{j_1}) K_0) \right)^k \right\|_{L^\infty(\mathbb{R}^2 \times \mathbb{R}^2)}.$$  

First, to deal with $\zeta_{j,j_1}$, since the symbol class $\mathcal{S}^m$ in (2.8) is invariant by diffeomorphisms for any $m \in \mathbb{R}$ (see e.g. Theorem 18.1.17 in [21]), we can then write

$$a_{j_1,-\varepsilon}(y,D) \left( (\text{Id} \otimes \zeta_{j,j_1})^* (\kappa_j^*(\chi_j \chi_{j_1}) K_0) \right)^k = (\text{Id} \otimes \zeta_{j,j_1})^* \left( \tilde{a}_{j_1,-\varepsilon}(y,D) (\kappa_j^*(\chi_j \chi_{j_1}) K_0)^k \right)$$

for some $\tilde{a}_{j_1,-\varepsilon} \in \mathcal{S}^{-\varepsilon}$.

Next, we compute the symbol $c_0(x, \xi)$ of (3.18) as

$$c_0(x, \xi) = (\kappa_j^* \chi_j)(x) \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} e^{-ix_1 \xi_1} a_{j,-2}(x, \xi + \xi_1) (\kappa_j^* \chi_j)(x + x_1)$$

$$\times \psi_0^2(-p_{j,2}(x + x_1, N^{-1} \xi)) d\xi dx_1. \tag{3.22}$$

First, since $p_{j,2}$ and $(\kappa_j^* \chi_j)$ are smooth in $x_1$ with bounded derivatives, we can integrate by parts in $x_1$ to get enough decay in $\xi_1$. Using that $a_{j,-2}$ is a $\Psi DO$ of order $-2$, which therefore satisfies the bound (2.8) with $m = -2$, this gives for any $\alpha \in \mathbb{N}$

$$|c_0(x, \xi)| \lesssim (\kappa_j^* \chi_j)(x) \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} (\xi_1)^{-2\alpha} \langle \xi + \xi_1 \rangle^{-2}$$

$$\times \left| (1 - \partial^2_{x_1})^{\alpha} ((\kappa_j^* \chi_j)(x + x_1) \psi_0^2(-p_{j,2}(x + x_1, N^{-1} \xi))) \right| d\xi_1 dx_1.$$  

Now, when a derivative in $x_1$ hits $\psi_0^2(-p_{j,2}(x + x_1, N^{-1} \xi))$, we pick up a term $(1 - \partial^2_{x_1})^{\alpha} p_{j,2}(x + x_1, N^{-1} \xi) = O((N^{-1} \xi)^2)$ by (2.8) which, due to the localization $|\xi| \lesssim N$ on the support of $\psi_0^2(-p_{j,2}(x + x_1, N^{-1} \xi))$, is then bounded uniformly in $N$. Thus we see that the term on the second line above can be bounded by

$$1(x + x_1 \in \text{supp}(\kappa_j^* \chi_j)) 1(|\xi| \lesssim N).$$

Then we can take $\alpha$ large enough to ensure that the integral in $\xi_1$ converges, so that we arrive at

$$|c_0(x, \xi)| \lesssim (\kappa_j^* \chi_j)(x) 1(|\xi| \lesssim N) \int_{\mathbb{R}^2} (\xi_1)^{-2\alpha} \langle \xi + \xi_1 \rangle^{-2} d\xi_1$$

$$\lesssim (\kappa_j^* \chi_j)(x) 1(|\xi| \lesssim N) \langle \xi \rangle^{-2}. \tag{3.23}$$

Now, the kernel $K_0$ is related to the symbol $c_0(x, \xi)$ via the formula,

$$K_0(x,y) = \int_{\mathbb{R}^2} e^{i(x-y) \cdot \xi} c_0(x, \xi) d\xi = \mathcal{F}_\xi^{-1}(c_0)(x, x - y),$$

where $\mathcal{F}_\xi^{-1}$ means the inverse Fourier transform in the $\xi$ variable. This means that

$$\left( (\kappa_j^* \chi_{j,j_1})(y) K_0 \right)^k$$

can be seen as

$$\left( (\kappa_j^* \chi_{j,j_1})(y) K_0 \right)^k = (\kappa_j^* \chi_{j,j_1})^k \mathcal{F}_\xi^{-1}(c_0^k)(x, x - y),$$
where \( *^k_\xi \) stands for the iterated convolution in the \( \xi \) variable:

\[
(c_0 *^k_\xi)(x,\xi_0) = \int_{\xi_0=\xi_1+\ldots+\xi_k} \prod_{j=1}^k c_0(x,\xi_j)d\xi_j.
\]

Next, using that \( \tilde{a}_{j_1,-\varepsilon} \in \mathcal{S}^{-\varepsilon}(\mathbb{R}^2 \times \mathbb{R}^2) \), we have for any \( \xi,\xi_1 \in \mathbb{R}^2 \),

\[
|\tilde{a}_{j_1,-\varepsilon}(y,\xi)| \lesssim (\xi)^{-\varepsilon} \lesssim (\xi_1)^{-\varepsilon} (\xi - \xi_1)^{-\varepsilon},
\]

and since \( \kappa_j^*(x_j \chi_{j_1}) \in C^\infty_0(\mathbb{R}^2) \), we can compute

\[
\| \tilde{a}_{j_1,-\varepsilon}(y, D) \left( (\kappa_j^*(x_j \chi_{j_1})) (y) K_0 \right)^k \|_{L^\infty(\mathbb{R}^2 \times \mathbb{R}^2)} = \left\| \int_{\mathbb{R}^2} e^{iy \xi} \tilde{a}_{j_1,-\varepsilon}(y,\xi) \int_{\mathbb{R}^2} (\kappa_j^*(x_j \chi_{j_1}))^k(\xi - \xi_1)e^{-ix \xi_1} (c_0 *^k_\xi)(x,\xi)d\xi d\xi_1 \right\|_{L^\infty(\mathbb{R}^2 \times \mathbb{R}^2)} 
\]

\[
\lesssim \sup_{x \in \text{supp}(\kappa_j^* x_j)} \sup_{y \in \text{supp}(\kappa_j^* x_j)} \int_{\mathbb{R}^2} |(\xi_1)^{-\varepsilon} (\xi - \xi_1)^{-\varepsilon} | \cdot |(\xi - \xi_1)^{-10} | (c_0 *^k_\xi)(x,\xi_1)|d\xi d\xi_1 
\]

\[
\lesssim \sup_{x \in \text{supp}(\kappa_j^* x_j)} \int_{\mathbb{R}^2} |(\xi_1)^{-\varepsilon} | (c_0 *^k_\xi)(x,\xi_1)|d\xi_1.
\]

Thus, expanding the iterated convolution above and using the triangle inequality with the bound \( [6.23] \), we get the estimate

\[
\| \tilde{a}_{j_1,-\varepsilon}(y, D) \left( (\kappa_j^*(x_j \chi_{j_1})) (y) K_0 \right)^k \|_{L^\infty(\mathbb{R}^2 \times \mathbb{R}^2)} \lesssim \int_{\Gamma_k,N} \langle \xi_1 + \ldots + \xi_k \rangle^{-\varepsilon} \prod_{\ell=1}^k \langle \xi_\ell \rangle ^{-2} d\xi_\ell,
\]

where

\[ \Gamma_k,N = \{ (\xi_1,\ldots,\xi_k) \in (\mathbb{R}^2)^k, \ |\xi_\ell| \lesssim N, \ \ell = 1,\ldots,k \}. \]

So it remains to bound the integral in \( [3.24] \), uniformly in \( N \). By symmetry in \( \xi_1,\ldots,\xi_k \), it is enough to bound the contribution of

\[ \tilde{\Gamma}_{k,N} = \{ (\xi_1,\ldots,\xi_k) \in \Gamma_{k,N}, \ |\xi_k| \geq \cdot \cdot \cdot \geq |\xi_1| \}. \]

First, to estimate the integral in \( \xi_k \), if \( \langle \xi_1 + \ldots + \xi_k \rangle \geq \langle \xi_k \rangle \) then we have

\[
\int_{|\xi_k| \geq \langle \xi_{k-1} \rangle} \langle \xi_1 + \ldots + \xi_k \rangle^{-\varepsilon} \langle \xi_k \rangle^{-2} d\xi_k \lesssim \int_{|\xi_k| \geq \langle \xi_{k-1} \rangle} \langle \xi_k \rangle^{-2-\varepsilon} d\xi_k \lesssim \langle \xi_{k-1} \rangle^{-\varepsilon}.
\]

On the other hand, in the case \( \langle \xi_1 + \ldots + \xi_k \rangle \leq \langle \xi_k \rangle \) we have

\[
\int_{|\xi_k| \geq \langle \xi_{k-1} \rangle} \langle \xi_1 + \ldots + \xi_k \rangle^{-\varepsilon} \langle \xi_k \rangle^{-2} d\xi_k \lesssim \langle \xi_{k-1} \rangle^{-\varepsilon} \int_{\mathbb{R}^2} \langle \xi_1 + \ldots + \xi_k \rangle^{-2-\frac{\varepsilon}{2}} d\xi_k \lesssim \langle \xi_{k-1} \rangle^{-\frac{\varepsilon}{2}}.
\]

Hence we end up with the bound

\[
\int_{\Gamma_{k-1,N}} \langle \xi_{k-1} \rangle^{-2-\frac{\varepsilon}{2}} \prod_{\ell=1}^{k-2} \langle \xi_\ell \rangle ^{-2} d\xi_\ell d\xi_{k-1},
\]
for which we can integrate successively in $|\xi_{k-1}| \geq |\xi_{k-2}| \geq \cdots \geq |\xi_1|:

$$
\int_{\Gamma_{k-1,N}} \langle \xi_{k-1} \rangle^{-2-\frac{2}{\ell}} \prod_{\ell=1}^{k-2} \langle \xi_{\ell} \rangle^{-2} d\xi_{\ell} d\xi_{k-1} \lesssim \int_{\Gamma_{k-2,N}} \langle \xi_{k-2} \rangle^{-2-\frac{2}{\ell}} \prod_{\ell=1}^{k-3} \langle \xi_{\ell} \rangle^{-2} d\xi_{\ell} d\xi_{k-2} \lesssim \cdots \lesssim \int_{\mathbb{R}^2} 1(|\xi_1| \lesssim N) \langle \xi_1 \rangle^{-2-\frac{2}{\ell}} d\xi_1 \leq C < \infty
$$

uniformly in $N$. This proves (3.12).

For (3.13), we can decompose locally $\gamma_{N_1} = K_{0,N_1} + N_1^{-1}K_{1,N_1}$ and $\gamma_{N_2} = K_{0,N_2} + N_2^{-1}K_{1,N_2}$ similarly as above, and following the computations we end up with estimating

$$
\|a_{j_1,-\varepsilon}(y,D)(K_{0,N_1}^k - K_{0,N_2}^k)\|_{L^\infty(\mathbb{R}^2 \times \mathbb{R}^2)},
$$

which follows as before except that we notice that the corresponding symbols satisfy

$$
(c_{0,N_1} * \xi^k)(x,\xi_0) - (c_{0,N_2} * \xi^k)(x,\xi_0)

= \int_{\xi_0 = \xi_1 + \cdots + \xi_k} \left( \prod_{\ell=1}^{k} c_{0,N_1}(x,\xi_\ell) - \prod_{\ell=1}^{k} c_{0,N_2}(x,\xi_\ell) \right) \prod_{\ell=1}^{k} d\xi_{\ell}.
$$

In view of (3.22), for the integral above to be non-zero, this requires at least one of the $\xi_\ell$ to be in the region $N_1 \lesssim |\xi_\ell| \lesssim N_2$: otherwise, in the case all $|\xi_\ell| \ll N_1$ we have both $\psi_0^2(-p_{j_2,2}(x,N_1^{-1}\xi_\ell)) = 1 = \psi_0^2(-p_{j_2,2}(x,N_2^{-1}\xi_\ell))$ and we see that $\prod_{\ell=1}^{k} c_{0,N_1}(x,\xi_\ell) = \prod_{\ell=1}^{k} c_{0,N_2}(x,\xi_\ell)$. For $N_1 \lesssim |\xi_\ell| \lesssim N_2$, we can then replace the factor $\langle \xi_\ell \rangle^{-2-\frac{2}{\ell}}$ in the corresponding integral by $N_1^{-\frac{2}{\ell}} \langle \xi_\ell \rangle^{-2-\frac{2}{\ell}}$ and finish integrating as above. The estimate (3.11) follows from the same argument, replacing $N_1 \lesssim |\xi_\ell| \lesssim N_2$ by $|\xi_\ell| \sim N$.

\[\square\]

**Remark 3.7.** In Proposition 3.4 we only estimated the higher Wick powers $\varepsilon^{\ell} \cdot, \ell \geq 2$, in $L^q([0, T]; W^{-\varepsilon, \infty}(\mathcal{M}))$ and did not show the continuity in time for these objects. Though we would only need a very rough bound in space (just to get a power of $h$ as in (3.15), the global argument as the one we used for $z$ does not seem to apply since we would need to estimate a product of $k$ eigenfunctions $\varphi_{n_1} \cdots \varphi_{n_k}$, for which it is not clear if there is an “off-diagonal decay” allowing to sum on $n_1, ..., n_k$ even after regularizing the product.

On the other hand, a local argument as in Proposition 3.6 also fails since contrary to the truncation operator $\psi_{N_2}(\Delta_y)$, the wave operator $\cos(h \sqrt{1 - \Delta_y})$ for the linear wave equations does not belong to the usual symbol class $S^0$ defined in (2.8). However, we might be able to overcome this difficulty by replacing the local description of $\gamma_N$ in terms of $\Psi DO$ by a local description of $\gamma_N(t+h,t)$ in terms of Fourier integral operators by following the construction in e.g. [7, 25]. We chose not to pursue this point further since our proof of well-posedness only requires the Wick powers to be controlled in $L^q([0, T]; W^{-\varepsilon, \infty}(\mathcal{M}))$ for some large but finite $p, q \in [1, \infty)$.

Next, we prove a similar statement as in Proposition 3.4 but for the solution $\mathbf{P}_N \Psi_{\text{damp}}$ to truncated linear stochastic damped wave equations

$$
d\begin{pmatrix} u_N \\ v_N \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ \Delta_y - 1 & 0 \end{pmatrix} \begin{pmatrix} u_N \\ v_N \end{pmatrix} dt + \begin{pmatrix} 0 \\ -v_N dt + \sqrt{2} \mathbf{P}_N dB \end{pmatrix}
$$

with data given by $(u_N, v_N)|_{t=0} = \mathbf{P}_N(u_0, u_1) \sim (\mathbf{P}_N)_* \mu$. Recall that $\Psi_{\text{damp}} = \Psi_{\text{damp}}(u_0, u_1, \omega)$ is the random variable on $\mathcal{H}^\omega(\mathcal{M}) \times \Omega$ defined in (1.11).
Proposition 3.8. \((P_N)_\# \mu\) is invariant under (3.25), in the sense that for any continuous and bounded test function \(F \in C_b(\mathcal{H}^s(\mathcal{M}); \mathbb{R})\) and any \(t \geq 0\),

\[
\int_{\mathcal{H}^s(\mathcal{M})} \int_{\Omega} F \left( (P_N \Psi_{\text{damp}}(u_0, u_1, \omega), \partial_t P_N \Psi_{\text{damp}}(u_0, u_1, \omega) ) \right) d\mathbb{P}(\omega) d\mu(u_0, u_1) = \int_{\mathcal{H}^s(\mathcal{M})} F(\mu(u_0, \mathcal{P}N u_1)) d\mu(u_0, u_1).
\]

Moreover for any \(k \in \mathbb{N}, T > 0, 0 < \varepsilon \ll 1\) and \(1 \leq p, q < \infty\) then \(\{H_k(\mu, P_N \Psi_{\text{damp}}(u_0, u_1, \omega); \sigma_N(x))\}_{N \in \mathbb{N}}\) is a Cauchy sequence in \(L^p(\mu \otimes \mathbb{P}; L^q([0, T]; W^{-\varepsilon, \infty}(\mathcal{M})))\) and converges almost surely to a limit \(\Psi^k_{\text{damp}} : \mu \otimes \mathbb{P} \mapsto L^q([0, T]; W^{-\varepsilon, \infty}(\mathcal{M})).\) Moreover \(H_k(\mu, P_N \Psi_{\text{damp}}(u_0, u_1, \omega); \sigma_N(x))\) and \(\Psi^k_{\text{damp}}\) obey the tail estimates (3.6) and (3.7), and we also have \(\Psi_{\text{damp}} \in C([0, T]; W^{-\varepsilon, \infty}(\mathcal{M})) \cap C_t([0, T]; W^{-\varepsilon - 1, \infty}(\mathcal{M}))\) almost surely, as well as the tail estimate

\[
\mu \otimes \mathbb{P}(\|\Psi_{\text{damp}}, \partial_t \Psi_{\text{damp}}\|_{C([0, T]; \mathcal{H}^s)} > R) \leq C e^{-cR^2}.
\]

(3.26)

Lastly, \(\mu\) is invariant under \((u_0, u_1) \mapsto (\Psi_{\text{damp}}, \partial_t \Psi_{\text{damp}}),\) in the same sense as above.

Remark 3.9. Note that in the case of the stochastic quantization equation (1.4) treated in [13], the truncated stochastic convolution

\[
\hat{z}_N(t) = P_N \int_{-\infty}^t e^{(t-t')(\Delta - 1)} dB'(t')
\]

has the same covariance function \(\gamma_N\) as for \(z_N\) and \(P_N \Psi_{\text{damp}},\) so we can use the same argument as in Propositions 3.4 and 3.8 to estimate the Wick powers of \(\hat{z}_N\). In turn this would generalize the result of Da Prato and Debussche [13] to the case of a general compact boundaryless Riemannian surface, which to the authors knowledge would be new.

Proof of Proposition 3.8. We only prove the first assertion, since the rest of the proposition follows from the same analysis as for Proposition 3.4. Namely, once we have the invariance of \((P_N)_\# \mu\), we know that \(P_N \Psi_{\text{damp}}\) has the same (spatial) covariance function \(\gamma_N\) as \(P_N S(t)(u_0, u_1)\), so we can write

\[
\int_{\mathcal{H}^s(\mathcal{M})} \int_{\Omega} |(1 - \Delta_\theta)^{-\frac{k}{2}} H_k(\mu, P_N \Psi_{\text{damp}}(u_0, u_1, \omega)(t, x); \sigma_N(x))| \mathbb{P}(\omega) d\mu(u_0, u_1)
\]

\[
= k! \left[ (1 - \Delta_\theta)^{-\frac{k}{2}} (1 - \Delta_\theta)^{-\frac{k}{2}} (\gamma_N(x_1, x_2))^k \right] |_{x_1 = x_2 = x},
\]

where \(\gamma_N\) is the same as in Lemma 3.3, and the same computations as in the proof of Proposition 3.4 apply.

Proving the invariance of \(\mu_N = (P_N)_\# \mu\) is equivalent to showing \(\mathcal{L}_N^\# \mu_N = 0\), where \(\mathcal{L}_N\) is the infinitesimal generator of (3.25) and \(\mathcal{L}_N^\#\) is its dual acting on probability measures on \(E_N \times E_N\) by

\[
\forall F \in C_0^\infty(E_N \times E_N; \mathbb{R}), \int_{E_N \times E_N} F(u, v) d(\mathcal{L}_N^\# \mu_N) = \int_{E_N \times E_N} (\mathcal{L}_N F)(u, v) d\mu_N(u, v).
\]
But in view of (3.25), we have $\mathcal{L}_N = \mathcal{L}_N' + \mathcal{L}_N^2$, where $\mathcal{L}_N'$ is the generator for the linear wave equations, and $\mathcal{L}_N^2$ the one for an Ornstein-Uhlenbeck process. More precisely, (3.25) can be seen as a system of SDEs in $\mathbb{R}^{2\Lambda_N}$, where $\Lambda_N = \dim E_N$, given by

$$
\begin{aligned}
da_n &= b_n dt \\
db_n &= -\langle \lambda_n \rangle^2 a_n dt + \sqrt{2} \psi_0 (N^{-2} \lambda_n^2) d\beta_n
\end{aligned}
$$

whose infinitesimal generator is given by

$$
\mathcal{L}_N f(a_0, \ldots, a_{\Lambda_N-1}, b_0, \ldots, b_{\Lambda_N-1}) = \sum_{n=0}^{\Lambda_N-1} b_n \partial_{a_n} f - \langle \lambda_n \rangle^2 a_n \partial_{b_n} f - b_n \partial_{b_n} f + \psi_0 (N^{-2} \lambda_n^2)^2 \partial_{b_n}^2 f.
$$

Now if we set

$$
\mathcal{L}_N^2 f = \sum_{n=0}^{\Lambda_N-1} -b_n \partial_{b_n} f + \psi_0 (N^{-2} \lambda_n^2)^2 \partial_{b_n}^2 f
$$

we recognize the generator of the Ornstein-Uhlenbeck process

$$
\begin{aligned}
a_n(t) &= a_n(0), \\
b_n(t) &= e^{-t} b_n(0) + \sqrt{2} \psi_0 (N^{-2} \lambda_n^2) \int_0^t e^{-(t-t')} d\beta_n(t'),
\end{aligned}
$$

and a straightforward computation using Itô’s isometry gives that $b_n$ is a mean 0 Gaussian random variable with variance

$$
\mathbb{E}(b_n(t)^2) = e^{-2t} \mathbb{E}(b_n(0)^2) + 2 \psi_0 (N^{-2} \lambda_n^2)^2 \frac{1 - e^{-2t}}{2}.
$$

In particular, in view of (1.7), $\mathbb{E}(b_n(t)^2) = \psi_0 (N^{-2} \lambda_n^2)^2 = \mathbb{E}(b_n(0)^2)$, which means that $\mathcal{L}_N^2$ preserves $\mu_N$. On the other hand, we have

$$
\mathcal{L}_N' = \sum_{n=0}^{\Lambda_N-1} b_n \partial_{a_n} - \langle \lambda_n \rangle^2 a_n \partial_{b_n},
$$

which is the generator of the truncated linear wave equations seen as the Hamiltonian system of ODEs

$$
\begin{aligned}
\frac{d}{dt} a_n &= b_n, \\
\frac{d}{dt} b_n &= -\langle \lambda_n \rangle^2 a_n,
\end{aligned}
$$

$n = 0, \ldots, \Lambda_N - 1$.

Now the energy of this system

$$
\mathcal{E}_{0,N}(a_0, \ldots, a_{\Lambda_N-1}, b_0, \ldots, b_{\Lambda_N-1}) = \frac{1}{2} \sum_{n=0}^{\Lambda_N-1} \left( \langle \lambda_n \rangle^2 a_n^2 + b_n^2 \right)
$$

is conserved, and by Liouville’s theorem, this system preserves the Lebesgue measure $\Pi_{n=0}^{\Lambda_N-1} da_n db_n$, so we see that the measure $e^{-\mathcal{E}_{0,N}(a_0, \ldots, a_{\Lambda_N-1}, b_0, \ldots, b_{\Lambda_N-1})} \prod_{n=0}^{\Lambda_N-1} da_n db_n$ is also conserved, which is nothing else than the conservation of $\mu_N$ in view of (1.7). All in all, $\mathcal{L}_N^2 \mu_N = 0$ which concludes the proof of the invariance.

The invariance of $\mu$ for $(\Psi, \partial_t \Psi)$ then follows from the invariance of $(P_N)_\ast \mu$ for $(P_N \Psi, P_N \partial_t \Psi)$ along with the almost sure convergence of $(P_N \Psi, P_N \partial_t \Psi)(t)$ towards $(\Psi, \partial_t \Psi)(t)$ in $\mathcal{H}^p(M)$ for any $t \geq 0$ and the weak convergence of $(P_N)_\ast \mu$ towards $\mu$ (which
is clear from the convergence almost surely and in \(L^p(\Omega_0 \times \Omega_1; \mathcal{H}^s(M))\) for any \(p \geq 1\) of the series in (1.7).

Finally, in order to show the last tail estimate (3.26), in view of (1.11) we can first separate
\[
\mu \otimes \mathbb{P}(\|\Psi(t)\|_{\mathcal{C}([0,T];\mathcal{H}^{-\varepsilon})} > R)
\]
\[
\leq \mu(\sup_{t \leq T} \|\partial_t V(t)u_0 + V(t)(u_0 + u_1)\|_{\mathcal{H}^{-\varepsilon}} \gtrsim R)
\]
\[
\hspace{1cm} + \mu(\sup_{t \leq T} \|\partial_t^2 V(t)u_0 + \partial_t V(t)(u_0 + u_1)\|_{\mathcal{H}^{-1-\varepsilon}} \gtrsim R)
\]
\[
\hspace{1cm} + \mathbb{P}(\sup_{t \leq T} \left\| \int_0^t V(t-t')dB(t') \right\|_{\mathcal{H}^{-\varepsilon}} \gtrsim R)
\]
\[
\hspace{1cm} + \mathbb{P}(\sup_{t \leq T} \left\| \int_0^t \partial_t V(t-t')dB(t') \right\|_{\mathcal{H}^{-1-\varepsilon}} \gtrsim R)
\]
\[
= I + II + III + IV.
\]

We begin by estimating I. Using Chebyshev’s inequality, the boundedness of \(\partial_t^2 V(t) : H^s(M) \rightarrow H^{s-j-1}(M)\), for any \(s \in \mathbb{R}\) and \(j \geq 0\), and the Wiener chaos estimate (3.5) with the fact that \((u_0, u_1)\) is Gaussian, we get a constant \(C > 0\) such that we can bound for any \(T, R, \varepsilon > 0\) and \(p \geq 1\)
\[
I \lesssim R^{-p} \mathbb{E}\left[ (\sup_{t \leq T} \|\partial_t V(t)u_0 + V(t)(u_0 + u_1)\|_{\mathcal{H}^{-\varepsilon}})^p \right] \lesssim R^{-p} \mathbb{E}\left[ (u_0, u_1)^p \right]_{\mathcal{H}^{-\varepsilon}}^p
\]
\[
\lesssim R^{-p(p-1)\frac{2}{p}} \left( \mathbb{E}\left[ (u_0, u_1)^2 \right]_{\mathcal{H}^{-\varepsilon}}^2 \right)^{\frac{p}{2}} \lesssim C^p(p-1)^{\frac{p}{2}} R^{-p}.
\]
Optimizing in \(p\) finally leads to
\[
\mu(\sup_{t \leq T} \|\partial_t V(t)u_0 + V(t)(u_0 + u_1)\|_{\mathcal{H}^{-\varepsilon}} \gtrsim R) \lesssim e^{-cR^2}
\]
for some \(c > 0\) independent of \(T\) and \(R\). The estimate on II is similar. As for III, we first use Doob’s martingale inequality (see e.g. Theorem 3.9 in [14]) to bound
\[
III \lesssim R^{-p} \sup_{t \leq T} \mathbb{E}\left[ \left\| \int_0^t V(t-t')dB(t') \right\|_{\mathcal{H}^{-\varepsilon}}^p \right]
\]
and then conclude as above since \(\int_0^t V(t-t')dB(t')\) is Gaussian. The same argument applies to IV, which finally leads to (3.26). \(\square\)

**Remark 3.10.** Note that the proof of the invariance of \((P_N)_\ast \mu\) above works equally well for \((\Pi_N)_\ast \mu\). Of course, the estimates on the Wick powers require the smooth cut-off \(P_N\) instead of the sharp cut-off \(\Pi_N\).

### 3.3. Estimate on the stochastic convolution.
As for the nonlinear wave equations with random initial data, the key point in the analysis of the stochastic nonlinear wave equations (1.3) is the following proposition. Let us recall here that the (truncated) stochastic convolution (solution of the linear stochastic wave equation) is defined by
\[
\Psi_N(t, x) = P_N \int_0^t \int \frac{\sin \left( (t-t') \sqrt{1-\Delta_g} \right)}{\sqrt{1-\Delta_g}} dB(t')
\]
and the cylindrical Wiener process $B$ is defined in (1.8). The corresponding renormalization is given in (1.22).

**Proposition 3.11.** Let $0 < \varepsilon \ll 1$, $k \in \mathbb{N}$, $T \in (0; 1]$ and $p, q \in [1, \infty)$. Then, \( \{H_k(P_N \Psi(\omega); \sigma_N(t, x))\}_{N \in \mathbb{N}} \) is a Cauchy sequence in $L^p(\Omega; L^q([0, T]; W^{-\varepsilon, \infty}(\mathcal{M})))$. In particular, denoting the limit by $:\Psi^k :$, we also have that $H_k(P_N \Psi(\omega); \sigma_N(t, x))$ converges almost surely towards $:\Psi^k :$ in $L^q([0, T]; W^{-\varepsilon, \infty}(\mathcal{M}))$, and for $k = 1$, we have that $\Psi$ belongs almost surely to $C([0, T]; W^{-\varepsilon, \infty}(\mathcal{M})) \cap C^1([0, T]; W^{-\varepsilon-1, \infty}(\mathcal{M}))$. Moreover $H_k(P_N \Psi(\omega); \sigma_N(t, x))$, $:\Psi^k :$, and $\Psi$ respectively obey the tail estimates (3.3), (3.7), and (3.20).

**Proof.** As before, we can compute for fixed $t \in [0, T]$ and $x \in \mathcal{M}$

$$
\mathbb{E} \left[ \left| (1 - \Delta_{\varepsilon})^{-\frac{1}{2}} H_k(P_N \Psi(\omega, t, x); \sigma_N(t, x)) \right|^2 \right]
= \sum_{n, n' \geq 0} \frac{\varphi_n(x)}{(\lambda_n)^{\frac{1}{2}}} \frac{\varphi_{n'}(x)}{(\lambda_{n'})^{\frac{1}{2}}} \int_{\mathcal{M}} \int_{\mathcal{M}} \mathbb{E} \left[ H_k(P_N \Psi(\omega, t, x_1); \sigma_N(t, x_1)) \times H_k(P_N \Psi(t, x_2); \sigma_N(t, x_2)) \right] \varphi_n(x_1) \varphi_{n'}(x_2) dx_1 dx_2.
$$

Now we use (3.11), hence

$$
\mathbb{E} \left[ \left| (1 - \Delta_{\varepsilon})^{-\frac{1}{2}} H_k(P_N \Psi(\omega, t, x); \sigma_N(t, x)) \right|^2 \right]
= k! \sum_{n, n' \geq 0} \frac{\varphi_n(x)}{(\lambda_n)^{\frac{1}{2}}} \frac{\varphi_{n'}(x)}{(\lambda_{n'})^{\frac{1}{2}}} \int_{\mathcal{M}} \left[ \gamma_N'(x_1, x_2) \right]^k dx_1 dx_2
= k! \left(1 - \Delta_{\varepsilon}\right)^{-\frac{1}{2}} \left(1 - \Delta_{\varepsilon}\right)^{-\frac{1}{2}} \left[ \gamma_N'(x_1, x_2) \right]^k \big|_{x_1 = x_2 = x},
$$

where we define

$$
\gamma_N'(x_1, x_2) \overset{\text{def}}{=} \mathbb{E} \left[ P_N \Psi(\omega, t, x_1) \cdot P_N \Psi(\omega, t, x_2) \right]
= \sum_{n \geq 0} \psi_0^2 \left( N^{-2} \lambda_n^2 \right) \left( \int_0^t \left[ \sin \left( \frac{t - t'}{\lambda_n} \right) \right] dt' \right) \varphi_n(x_1) \varphi_n(x_2),
$$

the last equality resulting from Itô’s isometry. In particular, in view of the second line in (1.21), we see that $\gamma_N'$ can be decomposed as

$$
\gamma_N' = \frac{t}{2} \gamma_N + \tilde{\gamma}_N',
$$

where $\gamma_N$ is given in (3.10), and

$$
\tilde{\gamma}_N'(x_1, x_2) = - \sum_{n \geq 0} \psi_0^2 \left( N^{-2} \lambda_n^2 \right) \frac{\sin(2t(\lambda_n))}{4\lambda_n^3} \varphi_n(x_1) \varphi_n(x_2).
$$

Hence, using the product estimate of Corollary 2.7 (iii), we get for any $t \in [0, T]$

\[
\left\| \left( \gamma_N' \right)^k \right\|_{B_{\infty, \infty}(\mathcal{M}) \times B_{\infty, \infty}(\mathcal{M})} \lesssim \sum_{\ell = 0}^k \left\| \left( \gamma_N' \right)^{k-\ell} \right\|_{B_{\infty, \infty}(\mathcal{M}) \times B_{\infty, \infty}(\mathcal{M})} \left\| \left( \tilde{\gamma}_N' \right)^{\ell} \right\|_{B_{\infty, \infty}(\mathcal{M}) \times B_{\infty, \infty}(\mathcal{M})},
\]

where $\gamma_N$ is defined in (3.10).
Now from Proposition 3.6, we have that $\|\gamma_N\|_{W^{-\frac{1}{2},\infty}}$ is bounded uniformly in $N$ for any $\varepsilon > 0$. As for the other term, we can estimate it directly with Cauchy-Schwarz inequality and Lemma 2.4:

$$
\|\gamma_N\|_{B_{2,\infty}(\mathcal{M})} = \sup_{M_1, M_2 \in 2^{\mathbb{Z}^+}} \sup_{x_1, x_2 \in \mathcal{M}} \left| \sum_{n \geq 0} \psi_0(N^{-2} \lambda_n^2) \psi_M(\lambda_n^2) \psi_M(\lambda_n^2) \frac{\sin(2t(\lambda_n))}{4(\lambda_n)^2} \varphi_n(x_1) \varphi_n(x_2) \right|
$$

$$
\leq \sup_{M_1, M_2 \in 2^{\mathbb{Z}^+}} \sup_{x_1, x_2 \in \mathcal{M}} \left( \sum_{n \geq 0} \psi_0(N^{-2} \lambda_n^2)^2 \psi_M(\lambda_n^2) \psi_M(\lambda_n^2) \frac{\sin(2t(\lambda_n))^2}{(\lambda_n)^2} \varphi_n(x_1)^2 \right)^{\frac{1}{2}}
$$

$$
\times \left( \sum_{n \geq 0} \psi_M(\lambda_n^2)^2 \psi_M(\lambda_n^2) \frac{1}{(\lambda_n)^3} \varphi_n(x_2)^2 \right)^{\frac{1}{2}}
$$

$$
\leq \sup_{M_1 \sim M_2 \leq N} \sum_{n \geq 0} \psi_M(\lambda_n^2) \psi_M(\lambda_n^2) \frac{1}{(\lambda_n)^3}
$$

$$
\leq \sup_{M_1 \leq N} M_1^{2\varepsilon - 1} \leq C < +\infty
$$

uniformly in $N \in \mathbb{N}$.

Thus we can conclude as in the proof of Proposition 3.4 that $E\left[(1 - \Delta_g)^{-\frac{\varepsilon}{2}} : \Psi_N^k(t, x) : \right]^2$ is uniformly bounded in $N$, from which we get a uniform bound in $L^p(\Omega; L^q([0, T]; W^{-\varepsilon,\infty}(\mathcal{M})))$ for any $1 \leq p, q < \infty$.

As for the convergence of $H_k(P_N\Psi(\omega, t, x); \sigma_N(t, x))$, we have again for $N_1 < N_2$

$$
E\left[(1 - \Delta_g)^{-\frac{\varepsilon}{2}} [H_k(P_{N_1}\Psi(\omega, t, x); \sigma_{N_1}(t, x)) - H_k(P_{N_2}\Psi(\omega, t, x); \sigma_{N_2}(t, x))]^2 \right]
$$

$$
= k!(1 - \Delta_g)^{\frac{-\varepsilon}{2}} \left[\left(\psi_{N_1}(\gamma^l(x_1, x_2)) \right)^k - 2(\psi_{N_1}(\gamma^l(x_1, x_2)) \right)^k + (\psi_{N_2}(\gamma^l(x_1, x_2)) \right)^k \right]_{x_1 = x_2 = x}
$$

$$
\leq \left\| \left(\psi_{N_1}(\gamma^l(x_1, x_2)) \right)^k - 2(\psi_{N_1}(\gamma^l(x_1, x_2)) \right)^k + (\psi_{N_2}(\gamma^l(x_1, x_2)) \right)^k \right\|_{B_{2,\infty}(\mathcal{M}) \times B_{2,\infty}(\mathcal{M})}.
$$

Writing as above $\psi_{N_2}^l = \frac{1}{2} \psi_{N_2}^l + \psi_{N_2}^l$, we then estimate for $t \in [0, T]$ the contribution of

$$
\left\| \left(\psi_{N_1}(\gamma^l(x_1, x_2)) \right)^k - (\psi_{N_1}(\gamma^l(x_1, x_2))) \right\|_{B_{2,\infty}(\mathcal{M}) \times B_{2,\infty}(\mathcal{M})}
$$

$$
\leq \sum_{\ell = 0}^k \left\| \left(\psi_{N_1}(\gamma^l(x_1, x_2)) \right)^\ell (\psi_{N_2}(\gamma^l(x_1, x_2))) \right\|_{B_{2,\infty}(\mathcal{M}) \times B_{2,\infty}(\mathcal{M})}
$$

$$
\leq \left\| \left(\psi_{N_1}(\gamma^l(x_1, x_2)) \right)^k - (\psi_{N_1}(\gamma^l(x_1, x_2))) \right\|_{B_{2,\infty}(\mathcal{M}) \times B_{2,\infty}(\mathcal{M})}.
$$

$$
\leq \sup_{\ell \leq k} \left\| \left(\psi_{N_1}(\gamma^l(x_1, x_2)) \right)^\ell - (\psi_{N_1}(\gamma^l(x_1, x_2))) \right\|_{B_{2,\infty}(\mathcal{M}) \times B_{2,\infty}(\mathcal{M})}.
$$

$$
\leq \sup_{\ell \leq k} \left( (\psi_{N_2}(\gamma^l(x_1, x_2))) \right)^k - (\psi_{N_1}(\gamma^l(x_1, x_2))) \right\|_{B_{2,\infty}(\mathcal{M}) \times B_{2,\infty}(\mathcal{M})}.
$$

$$
\leq \sup_{\ell \leq k} \left( \right).
Using again the product estimate of Corollary 2.7 (iii), we bound
\[ I \lesssim \left\| \left( P_{N_2} \gamma(x_1, x_2) \right)^\ell \right\|_{B_{\infty, \infty}^M} \times \left\| \left( P_{N_2} \tilde{\gamma}^t(x_1, x_2) \right)^{k-\ell} \right\|_{B_{\infty, \infty}^M} \lesssim N_1^{-\varepsilon}, \]
for some $0 < \varepsilon \ll \varepsilon$. This follows from Proposition 3.4 along with the previous bound on $\gamma^t$. As for II, we use also the product estimate to get
\[ II \lesssim \left\| \left( \tilde{P}_{N_1} \gamma(x_1, x_2) \right)^\ell \right\|_{B_{\infty, \infty}^M} \times \left\| \left( P_{N_2} \tilde{\gamma}^t(x_1, x_2) \right)^{k-\ell} \right\|_{B_{\infty, \infty}^M}, \]
and we can gain a small negative power of $N_1$ in the second term by proceeding as for $\tilde{\gamma}^t$ above and using that the supremum of $M^{2-1}$ now runs over $N_1 \lesssim N$. The second contribution $\left( \tilde{P}_{N_1} \gamma^t(x_1, x_2) \right)^k - \left( \tilde{P}_{N_1} \gamma^t(x_1, x_2) \right)^k$ is estimated similarly. This shows that $\{ H_k(\tilde{P}_N \gamma(t, x); \sigma_N(t, x)) \}_{N \in \mathbb{N}}$ is a Cauchy sequence in $L^p(\Omega; L^q([0, T]; W^{-\varepsilon, \infty}(M)))$ for any finite $p, q \geq 1$.

Let us finally turn to the continuity property of $\Psi_N$ and $\Psi$. As in the previous section, we compute for any $h, t \in [0, T]$ and $x \in M$

\[ \mathbb{E} \left| (1 - \Delta_g)^{-\varepsilon}(\tau h \Psi - \Psi)(\omega, t, x) \right|^2 = \sum_{n \geq 0} \frac{\varphi_n(x)^2}{(\lambda_n)^{2\varepsilon}} \left\{ \int_0^t \left[ \left( h + t - t^\prime \right) \left\langle \lambda_n \right\rangle - \left( t - t^\prime \right) \left\langle \lambda_n \right\rangle \right]^2 \right\} dt^\prime \]

\[ \leq \sum_{n \geq 0} \frac{\varphi_n(x)^2}{(\lambda_n)^{2\varepsilon + 1}} \left( h + t \sin \left( \frac{h}{2} \lambda_n \right) \right), \]

which leads as in the previous section to $\Psi \in C([0, T]; W^{-\varepsilon, \infty}(M))$ almost surely.

Lastly, the tail estimate is obtained through the same argument as in the previous section. This concludes the proof of Proposition 3.11. \hfill \Box

4. LOCAL WELL-POSEDNESS RESULTS

4.1. Proof of Theorems 1.2 and 1.6. We begin by establishing a general local well-posedness result for a perturbed version of (1.2). Let us consider the nonlinear wave equations with a general nonlinearity

\[ \begin{cases} \partial_t^2 w + (1 - \Delta_g)w + \nu \partial_t w + F_k(w) = 0 \\
(w, \partial_t w)|_{t=0} = (0, 0) \end{cases} \tag{4.1} \]
where
\[ F_k(w) = w^k + \sum_{\ell=0}^{k-1} f_\ell w^\ell \]
for some functions \( f_\ell : \mathbb{R}^+ \times \mathcal{M} \to \mathbb{R} \), and \( \nu \in \{0,1\} \). Note that here we only consider the dynamics (4.1) starting from zero initial data, as the data for the Cauchy problem is contained in the forcing terms \( f_\ell \). This is not a restriction, as the case of a general initial data \( (w, \partial_t w)|_{t=0} = (w_0, w_1) \) can be put in the form (4.1) by decomposing \( w = (\partial_t V(t)w_0 + V(t)(w_0 + w_1)) + W \) where \( W \) solves (4.1) with \( \tilde{F}_k(W) = W^k + \sum_{\ell=0}^{k-1} f_\ell W^\ell \) for some data \( \tilde{f}_\ell \) depending on \( f_\ell \) and \( (w_0, w_1) \).

**Proposition 4.1.** There exists \( \varepsilon_0 = \varepsilon_0(k) > 0 \) such that if \( s_1 = 1 - \varepsilon \) for any \( 0 < \varepsilon < \varepsilon_0 \), then for any \( q > 1 \) there exists \( C > 0 \) such that for any \( R \geq 1 \geq \theta > 0 \), and any \( f_\ell \in L^q([0,1]; W^{-\frac{2}{q}, \infty}(\mathcal{M})) \) with \( \|f_\ell\|_{L^q([0,1]; W^{-\frac{2}{q}, \infty}(\mathcal{M}))} \leq R \), \( \ell = 0, ..., k - 1 \), if we set
\[ \delta = C(\theta R^{-1})q' \in (0, 1) \]
then (4.1) admits a unique solution \( w \in C([0, \delta]; H^{s_1}(\mathcal{M})) \cap C^1([0, \delta]; H^{s_1-1}(\mathcal{M})) \), which satisfies
\[ \|(w, \partial_t w)\|_{C([0, \delta]; H^{s_1})} \leq \theta. \]
Moreover, the flow map
\[ (f_0, ..., f_{k-1}) \in L^q([0,1]; W^{-\frac{2}{q}, \infty}(\mathcal{M}))^k \longmapsto (w, \partial_t w) \in C([0, \delta]; H^{s_1}(\mathcal{M})) \]
is continuous. Lastly, the same local well-posedness result holds if we replace \( F_k \) in (4.1) by
\[ F_{N,k}(w) = P_N \left( (P_N w)^k + \sum_{\ell=0}^{k-1} f_\ell (P_N w)^\ell \right), \]
uniformly in \( N \in \mathbb{N} \).

**Proof.** For \( \delta \in (0,1], \nu \in \{0,1\} \), let us define the nonlinear operator on \( C([0, \delta]; H^{s_1}(\mathcal{M})) \) by
\[ \Upsilon_\delta(w)(t) = -\int_0^t e^{-\frac{\nu}{\delta}(t-t')} \sin \left( \frac{(t-t') \sqrt{1 - \frac{\nu^2}{\delta^2} - \Delta_\delta}}{\sqrt{1 - \frac{\nu^2}{\delta^2} - \Delta_\delta}} \right) F_k(w) dt'. \]
We shall prove that for \( \delta \) small enough, \( \Upsilon_\delta \) defines a contraction mapping in a ball of radius \( \theta \) in \( C([0, \delta]; H^{s_1}(\mathcal{M})) \cap C^1([0, \delta]; H^{s_1-1}(\mathcal{M})) \).

We use (2.6) to define and evaluate the \( H^{s_1}(\mathcal{M}) \) norm of the operators, and that \( H^{s_1}(\mathcal{M}) = B_{2,1}^{s_1}(\mathcal{M}) \), so that we get the first bound
\[ \|(\Upsilon_\delta(w), \partial_t \Upsilon_\delta(w))\|_{C([0, \delta]; H^{s_1})} \lesssim \|w^k\|_{L^1_\delta H^{s_1-1}} + \sum_{\ell=0}^{k-1} \|f_\ell w^\ell\|_{L^1_\delta H^{s_1-1}} \]
\[ \lesssim \|w^k\|_{L^1_\delta B_{2,2}^{-\epsilon}} + \sum_{\ell=0}^{k-1} \|f_\ell w^\ell\|_{L^1_\delta B_{2,2}^{-\epsilon}}. \]
We begin by treating the first term, which we can simply estimate by
\[ \|u^k\|_{L^2(\mathbb{R}^d)} \lesssim \|u\|_{L^2(\mathbb{R}^d)} \leq \delta \|w\|_{L^2(\mathbb{R}^d)}. \]
Thus, provided that \( \varepsilon < \frac{1}{k} \), we can use Sobolev's inequality to get the bound
\[ \|w^k\|_{L^2(\mathbb{R}^d)} \lesssim \|w\|_{L^2(\mathbb{R}^d)}. \]
As for the other terms, we now use the product rule in Corollary \ref{cor:product_rule} (iii), to get for
\[ f \in \mathcal{D}, \quad \ell = 1, \ldots, k \]
\[ \|f\|_{L^2(\mathbb{R}^d)} \lesssim \|f\|_{L^2(\mathbb{R}^d)} \|w\|_{L^2(\mathbb{R}^d)}, \]
and then use that
\[ \|w\|_{L^2(\mathbb{R}^d)} \lesssim \|w\|_{L^2(\mathbb{R}^d)} \]
for any \( \ell = 1, \ldots, k - 1 \), provided that \( \varepsilon < \frac{1}{2(k-1)} \). The term for \( \ell = 0 \) is estimated directly, so that all in all we arrive at
\[ \|(T_{\delta}(w), \partial T_{\delta}(w))\|_{C([0, \varepsilon]; H^s)} \leq c_1 \delta \|\|w\|_{L^2(\mathbb{R}^d)} \|_{L^2(\mathbb{R}^d)} \]
and similarly for the time derivative. This shows the contraction property and the continuous dependence on the \( f \)'s up to taking \( \delta \) smaller depending on \( c_1, c_2, c_3 \).

With Proposition \ref{prop:well_posedness} at hand, we can now get our main local well-posedness results.

**Proof of Theorems \ref{thm:local_well_posedness} and \ref{thm:global_well_posedness}** We begin by proving Theorem \ref{thm:local_well_posedness}. Recall that we see \( \Psi_{\text{damp}} \) as a random variable on \( (\mathcal{H}^s(\mathcal{M}) \times \Omega, \mu \otimes \mathbb{P}) \). For any \( M \in \mathbb{N} \) we take
\[ \Sigma_M = \left\{ (u_0, u_1, \omega) \in \mathcal{H}^s(\mathcal{M}) \times \Omega, \Psi_{\text{damp}} \in C([0, \varepsilon]; W^{-\frac{\delta}{2}}(\mathcal{M})) \right\} \] and \( \forall \ell = 1, \ldots, k \),
\[ \|H_\ell(P_N \Psi_{\text{damp}}(u_0, u_1, \omega); \sigma_N)\|_{L^2([0, \varepsilon]; W^{-\frac{\delta}{2}}(\mathcal{M}))} \rightarrow 0, \]
and
\[ \sup_{N \in \mathbb{N}} \|H_\ell(P_N \Psi_{\text{damp}}(u_0, u_1, \omega); \sigma_N)\|_{L^2([0, \varepsilon]; W^{-\frac{\delta}{2}}(\mathcal{M}))} \leq M \].
In view of the large deviation bounds given by Proposition \ref{prop:large_deviation}, we see that
\[ \mu \otimes \mathbb{P}(\mathcal{H}^s(\mathcal{M}) \times \Omega \setminus \Sigma_M) \leq C e^{-cM^2}. \]
Moreover, (1.24) and Proposition 3.8 show that for any \((u_0, u_1, \omega) \in \Sigma_M\), we can apply Proposition 3.1 with \(R = M, \theta = 1\) and \(f_\ell = (\ell \gamma) H_\ell(\Phi N \Psi_{\text{damp}}(u_0, u_1, \omega); \sigma_N(x))\) for any \(N \in \mathbb{N} \cup \{\infty\}\), with the convention that \(\Phi \infty \Psi_{\text{damp}} = \Psi_{\text{damp}}\) and \(H_\ell(\Phi \infty \Psi_{\text{damp}}(u_0, u_1, \omega); \sigma_in(x)) = : \Phi_{\text{damp}}(u_0, u_1, \omega) :\). We thus get solutions \(w_N\) and \(w_\infty = w\) to \(1.24\) on \([0, T]\) with \(T = CM^{-2}\) independent of \(N\). Moreover since \(\Phi N \Psi_{\text{damp}} \in C([0, T]; W^{-\frac{1}{2}, \infty}(\mathcal{M}))\), \(N \in \mathbb{N} \cup \{\infty\}\), we have

\[
u_N = \Phi N \Psi_{\text{damp}} + w_N \in \Phi N \Psi_{\text{damp}} + C([0, T]; H^s_1(\mathcal{M})) \cap C^1([0, T]; H^s_1(\mathcal{M})).
\]

Hence in view of Proposition 3.8 we have \(u_N\) and \(u\) in \(C([0, T]; H^{-\varepsilon}(\mathcal{M})) \cap C^1([0, T]; H^{s - \varepsilon}(\mathcal{M}))\) and using again Proposition 3.8 we get the convergences \(\Phi N \Psi_{\text{damp}} \to \Psi_{\text{damp}}\) and \(w_N \to w\). From the continuous dependence in Proposition 3.1, we thus get that \(u_N \to u\) in \(C([0, T]; H^{s - \varepsilon}(\mathcal{M}))\). The proof of Theorem 1.2 is completed by taking

\[
\Sigma = \liminf_{M \to \infty} \Sigma_M
\]

which, by (4.33) and Borel-Cantelli’s lemma, is of full probability. The proof of Theorem 1.3 follows through the same argument, with \(\Phi N S(t)(u_0, u_1)\) in place of \(\Phi N \Psi_{\text{damp}}(u_0, u_1, \omega)\) and \((\mathcal{H}^s(\mathcal{M}, \mu))\) in place of \((\mathcal{H}^s(\mathcal{M}) \times \Omega, \mu \otimes \mathbb{P})\). \(\Box\)

4.2. Deterministic estimates. We collect here the deterministic estimates needed to prove Theorem 1.9. Let us recall from [17] that for \(s_1 \in (0, 1)\), a pair \((q, r)\) is \(s_1\)-admissible (respectively \((\tilde{q}, \tilde{r})\) dual \(s_1\)-admissible) if \(1 \leq \tilde{q} < 2 < q \leq \infty, 1 < \tilde{r} \leq 2 \leq r < \infty\) and

\[
\frac{1}{q} + \frac{2}{r} = 1 - s_1 = \frac{1}{q} + \frac{2}{r} - 2, \quad \frac{2}{q} + \frac{1}{r} \leq \frac{1}{2}, \quad \text{and} \quad \frac{2}{q} + \frac{1}{r} \geq \frac{5}{2}.
\]

Let us then consider the following inhomogeneous linear wave equations

\[
\begin{cases}
(\partial_t^2 + 1 - \Delta_y)u = f & \text{on } [0, T] \times \mathcal{M}, \\
(u, \partial_t u)|_{t=0} = (u_0, u_1) & \in \mathcal{H}^{s_1}(\mathcal{M})
\end{cases}
\]

for some \(T \in (0, 1]\). For \(s_1 \in (0, 1)\) and \((q, r)\) an \(s_1\)-admissible pair (respectively \((\tilde{q}, \tilde{r})\) a dual \(s_1\)-admissible pair), we set

\[
X^{s_1}_T = C([0, T]; H^{s_1}(\mathcal{M})) \cap C^1([0, T]; H^{s_1-1}(\mathcal{M})) \cap L^q([0, T]; L^r(\mathcal{M}))
\]

and

\[
\tilde{X}^{s_1}_T = L^1([0, T]; H^{s_1-1}(\mathcal{M})) + L^{\tilde{q}}([0, T]; L^{\tilde{r}}(\mathcal{M})).
\]

Lemma 4.2. Let \(u\) be a solution of (4.5), then the following Strichartz estimate holds:

\[
\|u\|_{X^{s_1}_T} \lesssim \|(u_0, u_1)\|_{\mathcal{H}^{s_1}} + \|f\|_{\tilde{X}^{s_1}_T}.
\]

Proof. Due to the finite speed of propagation and in the absence of boundary, this follows from the same Strichartz estimates as in [23, 25] for the variable coefficients linear wave equations on \(\mathbb{R}^2\). \(\Box\)

Next, we recall the following technical result from [17].
Lemma 4.3. Let $s_1$ be as in Theorem 1.9. Then there exist an $s_1$-admissible pair $(q, r)$ and a dual $s_1$-admissible pair $(\tilde{q}, \tilde{r})$ satisfying
\[ q \geq k\tilde{q}, \ r \geq k\tilde{r} \tag{4.8} \]
where the first inequality is strict in the case $s_1 > s_{\text{crit}}$.

Proof. This is the content of the discussion in [17, Subsection 3.1].

4.3. Proof of Theorem 1.9. We finally prove the local result for SNLW. As above, we define for $N \in \mathbb{N} \cup \{\infty\}$ and $(u_0, u_1) \in H^{s_1}(\mathcal{M})$,
\[ T_T(w) = \cos \left( t\sqrt{1 - \Delta_0} \right) u_0 + \frac{\sin \left( t\sqrt{1 - \Delta_0} \right)}{\sqrt{1 - \Delta_0}} u_1 - \sum_{\ell=0}^{k-1} \frac{(k)_\ell}{\ell!} \int_0^t \frac{\sin((t - t')\sqrt{1 - \Delta_0})}{\sqrt{1 - \Delta_0}} H_\ell(\mathbf{P}_N \Psi(t'); \sigma_N(t', x)) \, w^{k-\ell}(t') \, dt', \]
with the same convention as above for $N = \infty$.

We then prove a result similar to [17, Proposition 3.5].

Proposition 4.4. Let $k \in \mathbb{N}$ and $s_1$ be as in Theorem 1.9 and take $(q, r)$ and $(\tilde{q}, \tilde{r})$ given by Lemma 4.3. Then there exist $0 \leq \varepsilon < 1$ and $\alpha > 0$ such that for any $N \in \mathbb{N} \cup \{\infty\}$,
\[ \| \mathbf{Y}_T(w) \|_{X_{T1}^{s_1}} \lesssim \|(u_0, u_1)\|_{\mathcal{H}^{s_1}} + \| H_k(\mathbf{P}_N \Psi(t); \sigma_N(t, x)) \|_{L_T^1 H^{s_1-1}} \]
\[ + T^\alpha \sum_{\ell=1}^{k-1} \| H_\ell(\mathbf{P}_N \Psi(t); \sigma_N(t, x)) \|_{L_T^p W^{-\frac{q}{2}} \rightarrow \infty} \| w \|_{L_T^p X_{T1}^{s_1}} + T^\frac{1}{q} \| w \|_{L_T^q X_{T1}^{s_1}}, \tag{4.9} \]
for some large $p$. Moreover, a similar estimate holds for the difference as in (4.3).

Proof. The linear solution with the term for $\ell = k$ in $T_T$ are directly estimated with the Strichartz estimate (4.7) of Lemma 4.2 to give the first two terms in the right-hand side of (4.9).

As for the term $\ell = 0$, we have from the Strichartz estimate (4.7) and Hölder’s inequality with (4.8)
\[ \left\| \int_0^t \frac{\sin((t - t')\sqrt{1 - \Delta_0})}{\sqrt{1 - \Delta_0}} w^k(t') \, dt' \right\|_{X_T^{s_1}} \lesssim \| w^k \|_{X_T^{s_1}} \lesssim \| w \|_{L_T^2 X_T^{s_1}} \lesssim T^\frac{1}{q} \| w \|_{X_T^{s_1}}. \]

Hence it remains to show
\[ \left\| \int_0^t \frac{\sin((t - t')\sqrt{1 - \Delta_0})}{\sqrt{1 - \Delta_0}} H_\ell(\mathbf{P}_N \Psi(t); \sigma_N(t', x)) \, w^{k-\ell}(t') \, dt' \right\|_{X_T^{s_1}} \]
\[ \lesssim T^\alpha \| H_\ell(\mathbf{P}_N \Psi(t); \sigma_N(t, x)) \|_{L_T^p W^{-\frac{q}{2}} \rightarrow \infty} \| w \|_{X_T^{s_1}}, \]
for $\ell = 1, \ldots, k - 1$. As in [17, Proposition 3.5], by interpolation we have for any $0 < \varepsilon < s_1 \land (1 - s_1)$
\[ \tilde{X}_{T1}^{s_1} \supset L^{\tilde{q}}([0, T]; W^{-\varepsilon, r_1}(\mathcal{M})) \quad \text{and} \quad L^{\tilde{q}}([0, T]; W^{\varepsilon, r_1}(\mathcal{M})) \supset X_T^{s_1}, \tag{4.10} \]
with
\[ \frac{1}{q_1} = \frac{1 - \varepsilon/s_1}{q} \quad \text{and} \quad \frac{1}{r_1} = \frac{1 - \varepsilon/s_1}{r} + \frac{\varepsilon/s_1}{2}, \tag{4.11} \]
and
\[
\frac{1}{\tilde{q}_1} = \frac{1 - \varepsilon/(1 - s_1)}{\tilde{q}} + \frac{\varepsilon/(1 - s_1)}{1} \quad \text{and} \quad \frac{1}{\tilde{r}_1} = \frac{1 - \varepsilon/(1 - s_1)}{\tilde{r}} + \frac{\varepsilon/(1 - s_1)}{2}.
\]
(4.12)

Then, using Lemma 4.2 with the first embedding in (4.10), we have
\[
\left\| \int_0^t \sin((t - t')\sqrt{1 - \Delta}) H_1(P_N \Psi(t') + \sigma_N(t', x)) \, w^{k-\ell}(t') \, dt' \right\|_{X_{\tilde{r}_1}^{\tilde{r}_1}} \\
\lesssim \| H_1(P_N \Psi(t); \sigma_N(t, x)) \|_{X_{\tilde{r}_1}^{\tilde{r}_1}} \\
\lesssim \| H_1(P_N \Psi(t); \sigma_N(t, x)) \|_{L_{\tilde{r}_1}^{\tilde{r}_1} W^{{\tilde{r}_1}}}. 
\]

Next, we can use Corollary 2.7 (iii) and (i) with Hölder’s inequality to estimate this last term with
\[
\| H_1(P_N \Psi(t); \sigma_N(t, x)) \|_{L_{\tilde{r}_1}^{\tilde{r}_1} W^{{\tilde{r}_1}}} \lesssim \| w \|_{L_{\tilde{r}_1}^{\tilde{r}_1} W^{{\tilde{r}_1}}},
\]
where \( \tilde{q}_1 < \tilde{q}_2 < \tilde{q} \). The proof of Proposition 4.4 is then completed once we notice that for \( \ell \geq 1 \),
\[
\| w \|_{L_{\tilde{r}_1}^{\tilde{r}_1(k-\ell)\tilde{q}_2} W^{(k-\ell)\tilde{r}_1}} \lesssim T^\alpha \| w \|_{L_{\tilde{r}_1}^{\tilde{r}_1} W^{{\tilde{r}_1}}}
\]
for some small \( \alpha > 0 \) provided that \((k-1)\tilde{q}_2 < q_1 \) and \((k-1)\tilde{r}_1 < r_1 \), which can be insured by taking \( \varepsilon \) small enough in view of the choice of \( \tilde{q}_2 \) and \( (4.8)-(4.11) \). Lastly, we invoke the second embedding in (4.10) to conclude the proof of the proposition.

With this proposition at hand, we can conclude as in Subsection 4.1 in the subcritical case \( s > s_{\text{crit}} \), with a stopping time \( T = T_\omega(||(u_0, u_1)||_{H^{s_1}}) > 0 \). However, in the case \( k \geq 4 \) and \( s = s_{\text{crit}} \) then we have \( T < \tilde{r} = 1 \) and so we cannot recover the contraction property by taking \( T = T_\omega(||(u_0, u_1)||_{H^{s_1}}) \) small enough. Instead, defining as in [17] the slightly weaker norm
\[
\| u \|_{Y_{r_1}^{s_1}} = \max \left( \| u \|_{L_T^2 L^r}, \| u \|_{L_T^{1/q_1 1/q_2} L^2} \right),
\]
we can repeat the argument as in the proof of Proposition 4.4 using the interpolation inequality \( \| u \|_{L_T^{\tilde{r}_1} W^{{\tilde{r}_1}}} \lesssim \| u \|_{Y_{r_1}^{s_1}} \), to get
\[
\| \mathcal{T}_T(w) \|_{Y_{r_1}^{s_1}} \lesssim \| S(t)(u_0, u_1) \|_{Y_{r_1}^{s_1}} + \| H_k(P_N \Psi(t; \sigma_N(t, x)) \|_{L_T^{1} H^{s_1}} \\
+ T^\alpha \sum_{\ell=1}^{k-1} \| H_\ell(P_N \Psi(t; \sigma_N(t, x)) \|_{L_T^{\tilde{r}_1} W^{{\tilde{r}_1}}} \| w \|_{Y_{r_1}^{s_1}},
\]
and similarly for the difference estimate. Since \( \| \cdot \|_{Y_{r_1}^{s_1}} \to 0 \) as \( T \to 0 \), taking then \( T \) small enough such that
\[
\| S(t)(u_0, u_1) \|_{Y_{r_1}^{s_1}} + \| H_k(P_N \Psi(t; \sigma_N(t, x)) \|_{L_T^{1} H^{s_1}} \leq \frac{\theta}{2}
\]
for some small $0 < \theta \ll 1$, then $\Upsilon_T$ defines a contraction on the ball of radius $\theta$ (in $Y_T^{s_1}$).

Lastly, repeating again the argument to obtain (4.9) with the interpolation inequality we can control

$$\|w\|_{X_T^{s_1}} = \|\Upsilon_T(w)\|_{X_T^{s_1}} \lesssim \|(u_0, u_1)\|_{H^{s_1}} + \|H_k(P_N\Psi(t); \sigma_N(t, x))\|_{L_t^1 L_x^{s_1-1}}$$

$$+ \sum_{\ell=1}^{k-1} \|H_{\ell-1}P_N\Psi(t); \sigma_N(t, x))\|_{L_t^1 W^{-\frac{s}{2}, \infty}} \|w\|_{Y_T^{s_1}} + \|w\|_{Y_T^{s_1}},$$

which shows that $w \in X_T^{s_1}$ and concludes the proof of Theorem 1.9.

5. Global well-posedness and invariance of the Gibbs measure

In this last section, we present the proof of Theorem 1.4, the one for Theorem 1.7 following through the same argument. In the rest of the section, we then assume that $k$ is an odd integer, and we fix some parameters $s < 0 < s_2 < s_1 < 1 + s$ such that $0 < -s - 1 < s_1 - 1 < s_2 \ll 1$. We also simply denote $\Psi_{\text{damp}}$ by $\Psi$.

5.1. The frequency truncated SDNLW. As in [4, 39, 11, 8], for any $N \in \mathbb{N}$ and $k \geq 2$ we look at the approximating equation

$$\begin{cases}
(\partial_t^2 + 1 - \Delta_\theta + \partial_t)u + P_NH_k(P_Nu_N; \sigma_N(x)) = \sqrt{2}\xi, \\
(u, \partial_t u)|_{t=0} = (u_0, u_1).
\end{cases} \tag{5.1}$$

Note that the same argument as in the previous section shows $\mu \otimes \mathbb{P}$-almost sure local well-posedness for (5.1), thus defining a local flow map

$$\Phi^N(t) : \mathcal{H}^s(\mathcal{M}) \times \Omega \to \mathcal{H}^s(\mathcal{M}).$$

We have the following global well-posedness result for (5.1).

**Proposition 5.1.** For any $N \in \mathbb{N}$, (5.1) is $\mu \otimes \mathbb{P}$-almost surely globally well-posed. Moreover, the truncated Gibbs measure

$$d\rho_{N,k+1} = Z_N^{-1} \exp \left(-\frac{1}{k+1} \int_{\mathcal{M}} : (P_Nu)^{k+1} : \, dx \right) d\mu, \tag{5.2}$$

is invariant under (5.1), in the sense that for any $F \in C_b(\mathcal{H}^s(\mathcal{M}); \mathbb{R})$ and any $t \geq 0$,

$$\int_{\mathcal{H}^s(\mathcal{M})} \int_{\Omega} F(\Phi^N(t)(u_0, u_1, \omega)) d\mathbb{P}(\omega) d\rho_{N,k+1}(u_0, u_1) = \int_{\mathcal{H}^s(\mathcal{M})} F(u_0, u_1) d\rho_{N,k+1}(u_0, u_1).$$

**Proof.** After expanding the solution to (5.1) as $u_N = \Psi + w_N$ and writing the equation for $w_N$, we can apply Proposition 4.1 above to get local well-posedness for $w_N$, for all $N \in \mathbb{N}$, in the sense that there exists some stopping time $T_N$ almost surely positive such that there exists a unique solution $w_N \in C([0, T_N]; H^{s_1}(\mathcal{M})) \cap C^1([0, T_N]; H^{s_1-1}(\mathcal{M}))$ to

$$\begin{cases}
(\partial_t^2 + 1 - \Delta_\theta + \partial_t)w_N + F_{N,k}(w_N) = 0, \\
(w_N, \partial_t w_N)|_{t=0} = (0, 0), \tag{5.3}
\end{cases}$$

where $F_{N,k}$ is as in (4.2) with $f_\ell = H_{\ell}P_N\Psi(u_0, u_1, \omega); \sigma_N(x)$, and with $s_1$ as in Proposition 4.1 (with $\varepsilon$ replaced by $-s$). Thus justifies that the local flow map

$$\Phi^N(t) : (u_0, u_1, \omega) \mapsto (\Psi(u_0, u_1, \omega)(t) + w_N(t), \partial_t \Psi(u_0, u_1, \omega)(t) + \partial_t w_N(t))$$

is indeed almost surely well-defined on $[0, T_N]$ for some $T_N = T_N(u_0, u_1, \omega) > 0$. 


Then, defining the energy
\[ E_N = \frac{1}{2} \int_M \left\{ (\partial_t w_N)^2 + |\nabla w_N|^2 + w_N^2 \right\} dx + \frac{1}{k+1} \int_M (P_N w_N)^{k+1} dx, \]
we can use (5.3) and (3.1) to compute
\[
\frac{d}{dt} E_N = -\|\partial_t w_N\|_{L^2}^2 + \langle \partial_t w_N, P_N H_k(P_N w_N + P_N \Psi; \sigma_N(x)) - P_N(P_N w_N)^k \rangle
\]
\[
\leq \langle \partial_t w_N, P_N H_k(P_N \Psi; \sigma_N(x)) \rangle
\]
\[
+ \sum_{\ell=1}^{k-1} \left( \begin{array}{c} k \\ \ell \end{array} \right) \langle \partial_t w_N, P_N \left[ (P_N w_N)^{k-\ell} H_\ell(P_N \Psi; \sigma_N(x)) \right] \rangle,
\]
where \( \langle \cdot, \cdot \rangle \) is the usual inner product in \( L^2(M) \). With \( E_N(0) = 0 \), this gives
\[
E_N(t) \leq \int_0^t \langle \partial_t w_N(t'), P_N H_k(P_N \Psi(t'); \sigma_N(x)) \rangle dt'
\]
\[
+ \sum_{\ell=1}^{k-1} \left( \begin{array}{c} k \\ \ell \end{array} \right) \int_0^t \langle \partial_t w_N(t'), P_N \left[ (P_N w_N(t'))^{k-\ell} H_\ell(P_N \Psi(t'); \sigma_N(x)) \right] \rangle dt'. \tag{5.4}
\]

The first term in the right-hand side of (5.4) can be estimated via Cauchy-Schwarz and Young’s inequalities to get the bound
\[
\left| \int_0^t \langle \partial_t w_N(t'), P_N H_k(P_N \Psi(t'); \sigma_N(x)) \rangle dt' \right|
\]
\[
\leq \int_0^t \|\partial_t w_N(t')\|_{L^2}^2 dt' + \|P_N H_k(P_N \Psi(t'); \sigma_N(x))\|_{L^2}^2
\]
\[
\leq \int_0^t E_N(t') dt' + C(N, t)
\]
for some constant \( C(N, t) \) almost surely finite for any finite \( N \) and \( t \). In the second step we used that for fixed \( N \in \mathbb{N} \), \( P_N H_k(P_N \Psi(t'); \sigma_N(x)) \) is indeed smooth with \( L^2(\mathbb{R}_+; L^2(M)) \)-norm depending on (and blowing-up with) \( N \), and that \( k \) is odd so that the potential part of the energy is non-negative.

As for the terms in the sum above, even though we work with \( N \) fixed and do not need to have bounds uniform in \( N \), the homogeneity in the terms on the second line of (5.4) does not allow us to conclude directly by a crude estimate on these terms and Gronwall’s inequality when \( k \geq 5 \). Thus we use the integration by part trick of [29] to get for

\[ 15 \text{When } k = 3, \text{ the integration by part trick is not needed, and one can instead use the argument of [12].} \]
\[1 \leq \ell \leq k - 1:\]
\[
\int_0^t \left\langle \partial_t w_N(t'), P_N \left[ \left( P_N w_N(t') \right)^{k-\ell} H_\ell \left( P_N \Psi(t'); \sigma_N(x) \right) \right] \right\rangle dt' \\
= \int_0^t \left\langle \frac{1}{k - \ell + 1} \partial_t (P_N w_N(t'))^{k-\ell+1}, H_\ell (P_N \Psi(t'); \sigma_N(x)) \right\rangle dt' \\
= c \left\langle (P_N w_N(t))^{k-\ell+1}, H_\ell (P_N \Psi(t); \sigma_N(x)) \right\rangle \\
- c \int_0^t \left\langle (P_N w_N(t'))^{k-\ell+1}, \partial_t P_N \Psi_N(t') H_{\ell-1} (P_N \Psi(t'); \sigma_N(x)) \right\rangle dt'
\]
where we used (3.2) in the last step. The first term can be bounded by
\[
\left| \left\langle (P_N w_N(t))^{k-\ell+1}, H_\ell (P_N \Psi(t); \sigma_N(x)) \right\rangle \right| \\
\lesssim \|P_N w_N(t)\|_{L^{k-\ell+1}}^{k-\ell+1} \|H_\ell (P_N \Psi(t); \sigma_N(x))\|_{L^\infty} \\
\lesssim \frac{\varepsilon}{k + 1} \|P_N w_N(t)\|_{L^{k+1}}^{k+1} + C(\varepsilon) \|H_\ell (P_N \Psi(t); \sigma_N(x))\|_{L^\infty}^{k+1} \\
\lesssim \varepsilon \mathcal{E}_N(t) + C(\varepsilon) \|H_\ell (P_N \Psi(t); \sigma_N(x))\|_{L^\infty}^{k+1}
\]
by using the compactness of \(\mathcal{M}\) and Young’s inequality (since \(1 \leq \ell \leq k - 1\)), the definition of \(\mathcal{E}_N\) and the same remark as above, for any \(0 < \varepsilon \ll 1\) so that we can absorb the term with \(\mathcal{E}_N(t)\) in the left-hand side of (5.4). Note that from the proof of Proposition 3.8 we have that the second term is bounded by \(C(N, t)\) which is almost surely finite for any finite \(t \geq 0\).

As for the other term, we have as above
\[
\left| \int_0^t \left\langle (P_N w_N(t'))^{k-\ell+1}, \partial_t P_N \Psi_N(t') H_{\ell-1} (P_N \Psi(t'); \sigma_N(x)) \right\rangle dt' \right| \\
\lesssim \int_0^t \left| \int_M (P_N w_N(t'))^{k+1} dx dt' \right| + \int_0^t \|\partial_t P_N (t')\|_{L^\infty}^{k+1} \|H_{\ell-1} (P_N \Psi(t'); \sigma_N(x))\|_{L^\infty}^{k+1} dt'
\]
\[
\lesssim \int_0^t \mathcal{E}_N(t') dt' + C(N, t).
\]
Hence using Gronwall’s inequality with \(\mathcal{E}_N(0) = 0\), we deduce that
\[
\sup_{t < T_N} \mathcal{E}_N(t) \lesssim C(N, T_N) < \infty
\]
almost surely on the set \(\{T_N < \infty\}\). Finally, using again that \(k\) is odd, we conclude that
\[
\sup_{t < T_N} \|(w_N(t), \partial_t w_N(t))\|_{H^1}^2 \lesssim \sup_{t < T_N} \mathcal{E}_N(t) < \infty
\]
almost surely on \(\{T_N < \infty\}\). This shows that \(w_N\) exists globally, and so does \(u_N\).

As for the invariance of \(\rho_{N,k+1}\) under the flow \(\Phi^N\) of (5.1), we can write
\[
\Phi^N(t, \omega) = (\Pi_N \Phi^N(t, \omega), (1 - \Pi_N) (\Psi, \partial_t \Psi)(t, \omega)) \text{ on } (E_N \times E_N) \oplus (E_N \times E_N),
\]
when we see \((\Psi(t, \omega), \partial_t \Psi(t, \omega))\) as a measurable map from \(\mathcal{H}^s(\mathcal{M})\) to \(\mathcal{H}^s(\mathcal{M})\).

First, for the linear part \((1 - \Pi_N) (\Psi(t, \omega), \partial_t \Psi(t, \omega))\), we can repeat the argument of Proposition 3.8 to get it leaves the Gaussian measure \((1 - \Pi_N)_\# \mu\) invariant; indeed, we
have for any $F \in C_b(\mathcal{H}^s(M); \mathbb{R})$ and initial data $(u_0, u_1)$ with law $(1 - \Pi_N)_* \mu$:

$$
\int_{\mathcal{H}^s(M)} F[(1 - \Pi_N)\tilde{\Psi}(t, u_0, u_1, \omega)] d\mathbb{P}(\omega) d\mu(u_0, u_1)
$$

$$
= \lim_{M \to \infty} \int_{\mathcal{H}^s(M)} F\left[ \mathbf{P}_M(1 - \Pi_N)\tilde{\Psi}(t, u_0, u_1, \omega) \right] d\mathbb{P}(\omega) d\mu(u_0, u_1)
$$

by the dominated convergence theorem, where $\tilde{\Psi} = (\Psi, \partial_t \Psi)$. Then from the same argument as in the proof of Proposition 3.8 we have that $[\mathbf{P}_M(1 - \Pi_N)]_* \mu$ is invariant for $\mathbf{P}_M(1 - \Pi_N)(\Psi(t, \omega), \partial_t \Psi(t, \omega))$, so we can continue with

$$
= \lim_{M \to \infty} \int_{\mathcal{H}^s(M)} F\left[ \mathbf{P}_M(1 - \Pi_N)u_0, \mathbf{P}_M(1 - \Pi_N)u_1 \right] d\mu(u_0, u_1)
$$

$$
= \int_{\mathcal{H}^s(M)} F\left[(1 - \Pi_N)u_0, (1 - \Pi_N)u_1\right] d\mu(u_0, u_1).
$$

This shows the invariance of $(1 - \Pi_N)_* \mu$ under $(1 - \Pi_N)(\Psi(t, \omega), \partial_t \Psi(t, \omega))$.

On the other hand, decomposing $\Pi_N u_N = \sum_{\lambda_n \leq N} a_n \varphi_n$ and $\Pi_N \partial_t u_N = \sum_{\lambda_n \leq N} b_n \varphi_n$, we can write $\Pi_N \Phi^N$ as the flow of the finite-dimensional system of stochastic differential equations (SDEs) on $\mathbb{R}^{2\Lambda_N}$:

$$
\left\{
\begin{aligned}
\text{d}a_n &= b_n \text{d}t \\
\text{d}b_n &= \left[ -\langle \lambda_n \rangle^2 a_n - \langle \mathbf{P}_N H_k \left( \mathbf{P}_N \sum_{n_1=0}^{\Lambda_N-1} a_{n_1} \varphi_{n_1}; \sigma_N(x) \right), \varphi_n \rangle - b_n \right] \text{d}t + \sqrt{2} \text{d}\beta_n(t)
\end{aligned}
\right.
$$

(5.5)

for $n = 0, ..., \Lambda_N - 1$, where as in Proposition 3.8 we define $\Lambda_N = \dim E_N$. If we redefine the truncated energy

$$
\mathcal{E}_N(a_0, ..., a_{\Lambda_N-1}, b_0, ..., b_{\Lambda_N-1}) \overset{\text{def}}{=} \frac{1}{2} \sum_{n=0}^{\Lambda_N-1} (\langle \lambda_n \rangle^2 a_n^2 + b_n^2)
$$

$$
+ \frac{1}{k+1} \int_{\mathcal{M}} H_{k+1}(\mathbf{P}_N \sum_{n=0}^{\Lambda_N-1} a_n \varphi_n(x); \sigma_N(x)) dx,
$$

we can repeat the argument of the proof of Proposition 3.8 with $\mathcal{E}_N$ instead of $\mathcal{E}_{0,N}$ to get that the truncated Gibbs measure $Z_N^{-1} e^{-G_{N,k+1}(\Pi_N)_* \mu}$, with the density $e^{-G_{N,k+1}}$ as in Lemma 3.2 and the partition function $Z_N$, is invariant under the dynamics of (5.5). All in all, this shows that the full dynamics $\Phi^N = (\Pi_N \Phi^N, (1 - \Pi_N)(\Psi, \partial_t \Psi))$ for (5.1) leaves $\rho_{N,k+1} = Z_N^{-1} e^{-G_{N,k+1}(\Pi_N)_* \mu} \otimes (1 - \Pi_N)_* \mu$ invariant. \hfill $\square$

5.2. Proof of Theorem 1.4. We now prove the almost sure global existence for (1.1) and the invariance of the Gibbs measure. We begin by constructing a set of arbitrary small complementary probability on which we have good control on the solution to (5.1). We follow closely [8] (see also [19] for the argument in the context of stochastic equations).

For $N \in \mathbb{N}$, recall that $\Phi^N(t)$ is the global stochastic flow map of (5.1) given by Proposition 5.1 and take $(u_0, u_1)$ with law $\rho_{N,k+1}$. Note that $\Phi^N(t)(u_0, u_1)$ still exists globally for $\rho_{N,k+1} \otimes \mathbb{P}$-almost every $(u_0, u_1, \omega)$ since $\rho_{N,k+1} \ll \mu$. By Proposition 5.1, we thus have that for any $t_0 \geq 0$, the law of $\Phi^N(t_0)(u_0, u_1)$ is also given by $\rho_{N,k+1}$. Moreover, since $B$
in $L^2(M)$ is a cylindrical Wiener process on $L^2(M)$, we also have that for any $t_0 \geq 0$, the translation $t \mapsto t + t_0$ defines a measure-preserving transformation $\tau_{t_0}$ on $(\Omega, \mathcal{F})$ given by
\[ B(t, \tau_{t_0}(\omega)) = B(t + t_0, \omega) - B(t_0, \omega). \] (5.6)
We can thus extend $\Phi^N(t) : \mathcal{H}^s(M) \times \Omega \to \mathcal{H}^s(M)$ as a measure-preserving map
\[ \Phi^N(t) : \begin{cases} (\mathcal{H}^s(M) \times \Omega, \rho_{N,k+1} \otimes \mathbb{P}) \to (\mathcal{H}^s(M) \times \Omega, \rho_{N,k+1} \otimes \mathbb{P}) \\ (u_0, u_1, \omega) \mapsto (\Phi^N(t)(u_0, u_1, \omega), \tau_1(\omega)) \end{cases}. \]
We then have the following control on $\Phi^N(t)$.

**Proposition 5.2.** There exists $C > 0$ such that for all $m, N \in \mathbb{N}$, there exists a measurable set $\Sigma^m_N \subset \mathcal{H}^s(M) \times \Omega$ such that
\[ \rho_{N,k+1} \otimes \mathbb{P}(\mathcal{H}^s(M) \times \Omega \setminus \Sigma^m_N) \leq 2^{-m}, \] (5.7)
and for all $(u_0, u_1, \omega) \in \Sigma^m_N$ and $t \geq 0$, the solution $\Phi^N(t)(u_0, u_1, \omega)$ to (5.1) satisfies
\[ \| \Phi^N(t)(u_0, u_1, \omega) \|_{\mathcal{H}^s} \leq C(m + \log(1 + t))^\frac{\theta}{q}. \] (5.8)

**Proof.** First, we recall that $\Psi = \Psi_{\text{damp}}$ is the stochastic process on $\mathcal{H}^s(M) \times \Omega$ defined by
\[ \Psi(t, u_0, u_1, \omega) = \partial_t V(t)u_0 + V(t)(u_0 + u_1) + \sqrt{2} \int_0^t V(t - t')dB^\omega(t'). \]
Then, for $m, j \in \mathbb{N}$, we set
\[ \delta = D^{-1}(m + j)^{-2k} \] (5.9)
given by Proposition 4.1 with $R = D(m + j)^\frac{\theta}{q}$, $\theta = R^{-1}$ and $q = 2$, for some $D \gg 1$ independent of $N, m, j$ to be fixed later, such that as in Proposition 4.1 in the nonlinear estimates we have $C\delta^\frac{\theta}{q}R \leq \frac{1}{2}$ for various constants $C$ such as in (4.3).

Next, as in [8] (see also [3, 5]), we can define
\[ \Sigma^m_{N, j} \overset{\text{def}}{=} \bigcap_{a=0}^{\lfloor 2j/\delta \rfloor} \tilde{\Phi}^N(a\delta)^{-1}(B^m_{N, j}(D)) \]
where $\lfloor 2j/\delta \rfloor$ denotes the integer part of $2j/\delta$, and
\[ B^m_{N, j}(D) \overset{\text{def}}{=} \left\{ (u_0, u_1, \omega) \in \mathcal{H}^s(M) \times \Omega, \right. \]
\[ \| (\Psi(u_0, u_1, \omega), \partial_t \Psi(u_0, u_1, \omega)) \|_{C([0,1];\mathcal{H}^s)} \leq D(m + j)^\frac{\theta}{q}, \] (5.10)
\[ \forall \ell = 1, \ldots, k, \| H_\ell(P_N \Psi(u_0, u_1, \omega); \sigma_N(x)) \|_{L^2([0,1];W^{s,\infty})} \leq D(m + j)^\frac{\theta}{q}, \] (5.11)
\[ \| H_\ell(P_M \Psi(u_0, u_1, \omega); \sigma_M(x)) - H_\ell(P_N \Psi(u_0, u_1, \omega); \sigma_N(x)) \|_{L^2([0,1];W^{s,\infty})} \leq M^{-\varepsilon}D(m + j)^\frac{\theta}{q}, \forall M \leq N, \] (5.12)
for some $0 < \varepsilon \ll -s$ in view of (3.7), and $D \gg 1$ is to be taken large enough but independent of $m, j, N$. In particular, note that using (5.6) and Proposition 4.1 with the choice of $\delta$ in (5.9), for any $a = 0, \ldots, \lfloor 2j/\delta \rfloor$ and $\tilde{\Phi}^N(a\delta)(u_0, u_1, \omega) \in B^m_{N, j}(D)$ we have that
\[ w_{N, a}(t) \overset{\text{def}}{=} \Phi^N(t + a\delta)(u_0, u_1, \omega) - \Psi(t, \tilde{\Phi}^N(a\delta)(u_0, u_1, \omega)) \]
satisfies
\[ \|(w_{N,a}, \partial_tw_{N,a})\|_{C([0,\delta];H^{s_1})} \leq D^{-1}(m+j)^{-\frac{1}{2}}, \quad (5.13) \]
where \( s_1 = 1 + 2s \). This implies that for any \( a = 0, ..., \lfloor 2^j/\delta \rfloor \) and any \((u_0, u_1, \omega) \in \Phi^N(a\delta)^{-1}B^N_{m,j}(D)\), the use of (5.10) and (5.13) leads to
\[ \|\Phi^N(t + a\delta)(u_0, u_1, \omega)\|_{C([0,\delta];H^s)} \leq D(m + j)^{\frac{k}{2}} + D^{-1}(m + j)^{-\frac{1}{2}} \leq D(m + j + 1)^{\frac{k}{2}}, \quad (5.14) \]
provided that \( D \) is large enough.

Next, using that \( \tilde{\Phi}^N(t) : (H^s(M) \times \Omega, \rho_{N,k+1} \otimes \mathbb{P}) \rightarrow (H^s(M) \times \Omega, \rho_{N,k+1} \otimes \mathbb{P}) \) is measure-preserving, we can estimate
\[ \rho_{N,k+1} \otimes \mathbb{P}(H^s(M) \times \Omega \setminus \Sigma_{N}^{m,j}) \leq \sum_{a=0}^{\lfloor 2^j/\delta \rfloor} \rho_{N,k+1} \otimes \mathbb{P}\left\{ \tilde{\Phi}^N(a\delta)^{-1}(H^s(M) \times \Omega \setminus B^N_{m,j}(D)) \right\} \leq \frac{2^j}{\delta} \rho_{N,k+1} \otimes \mathbb{P}(H^s(M) \times \Omega \setminus B^N_{m,j}(D)) \]
Using Cauchy-Schwarz inequality with the uniform (in \( N \)) integrability property of the density \( e^{-G_{N,k+1,u_0}}(u_0) \) of \( \rho_{N,k+1} \) given by Lemma 3.2, we can continue with
\[ \leq \frac{2^j}{\delta} \left\| e^{-G_{N,k+1,\bullet}(u_0)} \right\|_{L^2(\mu)} \otimes \mathbb{P}(H^s(M) \times \Omega \setminus B^N_{m,j}(D)) \leq \frac{2^j}{\delta} \left\{ \mu \otimes \mathbb{P}\left( \| (\Psi(u_0, u_1, \omega), \partial_t\Psi(u_0, u_1, \omega)) \|_{C([0,1];H^s)} > D(m + j)^{\frac{k}{2}} \right) \right\} \]
\[ + \sum_{\ell=1}^{k} \mu \otimes \mathbb{P}(\| H_\ell(P_N\Psi(u_0, u_1, \omega); \sigma_N(x)) \|_{L^2([0,1];W^{s,\infty})} > D(m + j)^{\frac{k}{2}}) \]
\[ + \sum_{\ell=1}^{k} \sum_{M \leq N} \mu \otimes \mathbb{P}(\| H_\ell(P_M\Psi(u_0, u_1, \omega); \sigma_M(x)) \|_{L^2([0,1];W^{s,\infty})} > M^{-\varepsilon}D(m + j)^{\frac{k}{2}}) \right\}. \]

Using the tail estimates (3.3) and (3.4) (which also hold for \( \Psi \)) and (3.20) given by Proposition 3.8 together with (5.9), we can finally bound for some \( 0 < \varepsilon \ll \varepsilon \ll -s \)
\[ \rho_{N,k+1} \otimes \mathbb{P}(H^s(M) \times \Omega \setminus \Sigma_{N}^{m,j}) \leq 2^j D^{4}(m + j)^{2k} \left\{ e^{-cD^2(m+j)} \right\} \]
\[ + \sum_{\ell=1}^{k} \left( e^{-cD^2(m+j)^{\frac{k}{2}}} + \sum_{M \leq N} e^{-cM^\ell D^2(m+j)^{\frac{k}{2}}} \right) \]
\[ \leq 2^j D^{4}(m + j)^{2k} e^{-cD^2(m+j)} \leq 2^{-(m+j)}, \quad (5.15) \]
for \( D \gg 1 \), independently of \( N, m, j \).
Next, we define
\[ \Sigma_N^m \overset{\text{def}}{=} \sum_{j=1}^{\infty} \Sigma_{N,j}^m. \]

With this definition, we see that (5.7) is a direct consequence of (5.15). Moreover, for any \((u_0, u_1, \omega) \in \Sigma_N^m\) and \(t \geq 0\), if \(j \in \mathbb{N}\) is such that \(2^{j-1} < 1 + t \leq 2^j\), then (5.8) follows from (5.14) since \((u_0, u_1, \omega) \in \Sigma_{N,j}^m\).

We can now finish the proof of the global existence. Let us set
\[ \Sigma^m = \limsup_{N \to \infty} \Sigma_N^m \]
and
\[ \Sigma = \bigcup_{m \in \mathbb{N}} \Sigma^m. \]

First, we show that \(\Sigma\) is of full \(\rho_{k+1} \otimes \mathbb{P}\)-measure. From Fatou’s lemma we get for any \(m \in \mathbb{N}\)
\[ \rho_{k+1} \otimes \mathbb{P}(\Sigma^m) \geq \limsup_{N \to \infty} \rho_{k+1} \otimes \mathbb{P}(\Sigma_N^m) \]

Using next the convergence of the density \(e^{-G_{N,k+1}}\) of \(\rho_{N,k+1}\) to that of \(\rho_{k+1}\) given by Lemma 3.2 (ii), and (5.15), we deduce the lower bound
\[ \geq \limsup_{N \to \infty} \rho_{N,k+1} \otimes \mathbb{P}(\Sigma_N^m) \geq 1 - \sum_{j \in \mathbb{N}} 2^{-(m+j)}. \]

This proves that
\[ \rho_{k+1} \otimes \mathbb{P}(\Sigma) \geq \lim_{m \to \infty} \rho_{k+1} \otimes \mathbb{P}(\Sigma^m) \geq 1 - \lim_{m \to \infty} \sum_{j \in \mathbb{N}} 2^{-(m+j)} = 1. \]

Now for any \((u_0, u_1, \omega) \in \Sigma\), we have by construction that there exists \(m \in \mathbb{N}, C > 0\) and a sequence \(N_p \to \infty\) such that for all \(j, p \in \mathbb{N}\) and all \(0 \leq t \leq 2^j\),
\[ \|\Phi^{N_p}(t)(u_0, u_1, \omega)\|_{\mathcal{H}^s} \leq CD(m + j + 1)^{\frac{k}{2}}. \]

(5.16)

Thus the global well-posedness part of Theorem 1.3 follows from the following proposition.

**Proposition 5.3.** Let \(m, j \in \mathbb{N}, N_p \to \infty\) and \((u_0, u_1, \omega) \in \bigcap_{p \in \mathbb{N}} \Sigma_{N_p}^{m,j}\). Then \(\{\Phi^{N_p}(t)(u_0, u_1, \omega) - \Psi(t)(u_0, u_1, \omega)\}_{p \in \mathbb{N}}\) is a Cauchy sequence in \(C([0, 2^j]; \mathcal{H}^s(M))\). In particular, \(\{\Phi^{N_p}(t)(u_0, u_1, \omega)\}_{p \in \mathbb{N}}\) is a Cauchy sequence in \(C([0, 2^j]; \mathcal{H}^s(M))\). Here \(s < 0 < s_2 < s_1 < 1 + s\) with \(0 < -s < 1 - s_1 < 1 - s_2 < 1\).

Note that contrary to [8], we prove convergence for \(\Phi^{N_p}(t)(u_0, u_1, \omega) - \Psi(t)(u_0, u_1, \omega)\) instead of \(P_{N_p} \Phi^{N_p}(t)(u_0, u_1, \omega)\), as in [5]. This allows us to prove the convergence in the stronger topology of \(\mathcal{H}^{s_2}(M)\) instead of \(\mathcal{H}^s(M)\), which is used to control the difference between the flow initiated at \(\Phi^{N_p}(a\delta)(u_0, u_1, \omega)\) and at \(\Phi^N(a\delta)(u_0, u_1, \omega)\) for \(a = 1, \ldots, [2^j/\delta]\).

First, note that since our general local well-posedness result in Proposition 1.1 is robust enough, we can use the same argument as for the proof of Theorem 1.2 in the previous section, with the truncated dynamics (1.10) in place of (1.14), to get that the limit \(\Phi(t)(u_0, u_1, \omega) = (u, \partial_t u) = \lim_{N \to \infty} \Phi^{N}(t)(u_0, u_1, \omega)\) exists in \(C([0, T]; \mathcal{H}^s(M))\) on a set \(\Sigma\).
of full $\mu \otimes \mathbb{P}$-probability, for a random time $T = T(u_0, u_1, \omega)$ $\mu \otimes \mathbb{P}$-almost surely positive, and coincides with the local solution constructed in Theorem 1.2. Then we use the previous proposition to construct iteratively $\Phi(t)(u_0, u_1, \omega)$ on larger and larger time intervals. Indeed, up to replacing $\Sigma$ by $\Sigma \cap \Sigma$, which is still of full probability, we can use Proposition 5.3 along with the definition of $\Sigma$, to get that for any $(u_0, u_1, \omega) \in \Sigma$, there exists $m \in \mathbb{N}$ and $N_p \to \infty$ as $p \to \infty$ such that $(u_0, u_1, \omega) \in \bigcap_{p,j \in \mathbb{N}} \Sigma_{N_p}^{m,j}$. In view of the previous proposition, it follows from (5.10) that for any $t \geq 0$

$$\|\Phi(t)(u_0, u_1, \omega)\|_{\mathcal{H}} = \lim_{p \to \infty} \|\Phi_{N_p}(t)(u_0, u_1, \omega)\|_{\mathcal{H}} \leq CD\left(m + \log(1 + t)\right)^{1/2}.$$ 

In particular $\Phi(t)(u_0, u_1, \omega)$ is globally defined for any $(u_0, u_1, \omega) \in \Sigma$. The invariance of $\rho_{k+1}$ then follows directly from the invariance of $\rho_{N_p, k+1}$ under (5.11) along with the convergence of $\Phi_{N_p}(t)(u_0, u_1, \omega)$ towards $\Phi(t)(u_0, u_1, \omega)$ given by the previous proposition and the convergence of $\rho_{N_p, k+1}$ towards $\rho_{k+1}$ given by Lemma 3.2. Indeed, as in [38], for any initial data $(u_0, u_1)$ with law $\rho$, any test function $F \in C_0(\mathcal{H}^1; \mathbb{R})$ and any $t \geq 0$, we have by Lemma 3.2 Proposition 5.3 and the dominated convergence theorem

$$\int_{\mathcal{H}^1} \int_{\Omega} F[\Phi(t)(u_0, u_1, \omega)] d\mathbb{P}(\omega) d\rho_{k+1}(u_0, u_1)$$

$$= Z^{-1} \int_{\mathcal{H}^1} \int_{\Omega} F[\Phi(t)(u_0, u_1, \omega)] e^{-G_{k+1}(u_0)} d\mathbb{P}(\omega) d\mu(u_0, u_1)$$

$$= \lim_{p \to \infty} Z_{N_p}^{-1} \int_{\mathcal{H}^1} \int_{\Omega} F[\Phi_{N_p}(t)(u_0, u_1, \omega)] e^{-G_{N_p, k+1}(u_0)} d\mathbb{P}(\omega) d\mu(u_0, u_1),$$

where $Z = \int_{\mathcal{H}^1} e^{-G_{k+1}(u_0)} d\mu(u_0, u_1)$ and $Z_{N_p} = \int_{\mathcal{H}^1} e^{-G_{N_p, k+1}(u_0)} d\mu(u_0, u_1)$. Now we can use the invariance of $\rho_{N_p, k+1}$ under $\Phi_{N_p}(t)$ given by Proposition 5.3 and we can continue with

$$= \lim_{p \to \infty} \int_{\mathcal{H}^1} F(u_0, u_1) d\rho_{N_p, k+1}$$

$$= \int_{\mathcal{H}^1} F(u_0, u_1) d\rho_{k+1}.$$ 

This shows the invariance of $\rho_{k+1}$. Hence the proof of Theorem 1.4 will be completed once we prove the proposition.

Proof of Proposition 5.3. Let us fix $m, j \in \mathbb{N}$, $\delta > 0$ as in (5.9), and $(u_0, u_1, \omega) \in \bigcap_{p \in \mathbb{N}} \Sigma_{N_p}^{m,j}$. In the following, we fix two (large) integers $N, M \in \{N_p\}_{p \in \mathbb{N}}$. Again, we write

$$(w_N, \partial_t w_N)(t) = \Phi^N(t)(u_0, u_1, \omega) - \Psi(t, u_0, u_1, \omega),$$

and we denote by $\Phi_1^N(t)$ (respectively $\Phi_2^N(t)$) the first (respectively second) component of $\Phi^N(t)$. We will control inductively the difference $(w_N(t), \partial_t w_N(t)) - (w_M(t), \partial_t w_M(t))$ on the time intervals $[a\delta, (a + 1)\delta]$, $a = 1, \ldots, [2^j/\delta]$. We begin by controlling the difference on the first time interval, corresponding to $a = 0$. 
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Then on \([0, \delta]\), we have for \(N \leq M\):
\[
w_M(t) - w_N(t) = k \sum_{\ell=0}^k \left( H_t(\Psi^{(t', u_0, u_1, \sigma_M(x))}(P_Mw_M(t'))^{k-\ell} - H_t(\Psi^{(t', u_0, u_1, \sigma_N(x))}(P_Nw_N(t'))^{k-\ell}) \right)
\]
\[
= k \sum_{\ell=0}^k \left( H_t(\Psi^{(t', u_0, u_1, \sigma_M(x))}(P_Mw_M(t'))^{k-\ell} - H_t(\Psi^{(t', u_0, u_1, \sigma_N(x))}(P_Nw_N(t'))^{k-\ell}) \right) d'\]
\[
< C N^{s_2 - s_1} \delta \left\| \Psi^{(t', u_0, u_1, \sigma_M(x))}(P_Mw_M(t'))^{k-\ell} \right\|_{L^2([0, \delta]; W^{s_1, \infty})} \left\| P_Mw_M \right\|_{C([0, \delta]; H^{s_1})}
\]
for some constant \(C(m, j)\) independent of \(N, M\), where the second to last estimate comes from the same argument as in the proof of Proposition \(4.1\), and the last one from the condition \(\|\|\|\) given by \((u_0, u_1, \omega) \in B_{M}^{m,j}(D)\), with \(m, l\) and the choice of \(\delta\) in \(\text{[13,14]}\).

Similarly, we bound
\[
\left\| P_N \right\|_{C([0, \delta]; H^{s_1})}
\]
\[
< \sum_{\ell=1}^k \left\| \left[ H_t(\Psi^{(t', u_0, u_1, \sigma_M(x))} - H_t(\Psi^{(t', u_0, u_1, \sigma_N(x))}) \right] (P_Mw_M(t'))^{k-\ell} \right\|_{L^2([0, \delta]; H^{s_2-1})}
\]
\[
< \delta^{\frac{1}{2}} \left\| H_k(\Psi^{(t', u_0, u_1, \sigma_M(x))} - H_k(\Psi^{(t', u_0, u_1, \sigma_N(x))}) \right\|_{L^2([0, \delta]; H^{s_2-1})} + \sum_{\ell=1}^{k-1} \left\| H_t(\Psi^{(t', u_0, u_1, \sigma_M(x))} - H_t(\Psi^{(t', u_0, u_1, \sigma_N(x))}) \right\|_{L^2([0, \delta]; W^{s_1, \infty})}
\]
\[
\times \left\| P_M w_M \right\|_{C([0,\delta];H^{s+1})}^{k-\ell} \right\} \\
\leq C(m, j) N^{-\varepsilon},
\]

where the last bound comes from (5.12) given by \((u_0, u_1, \omega) \in B_{M}^{m,j}(D)\) and from (5.13) with the choice of \(\delta\).

Finally, we can further decompose

\[
\mathbb{I} = \sum_{\ell=0}^{k-1} \binom{k}{\ell} \int_0^t V(t - t') P_N \left\{ H_\ell(P_N \Psi(t', u_0, u_1, \omega); \sigma_N(x)) \left[ \left( w_N(t')^{k-\ell} - (P_N w_N(t'))^{k-\ell} \right) \\
+ \left( (P_M w_M(t'))^{k-\ell} - w_M(t')^{k-\ell} \right) + \left( w_M(t')^{k-\ell} - w_N(t')^{k-\ell} \right) \right] \right\} dt'
\]

\[=: \mathbb{I}_1 + \mathbb{I}_2 + \mathbb{I}_3.\]

We estimate similarly as before

\[
\left\| \mathbb{I}_1 \right\|_{C([0,\delta];H^{s+2})} \lesssim \sum_{\ell=0}^{k-1} \delta^\frac{\ell}{2} \left\| H_\ell(P_N \Psi(u_0, u_1, \omega); \sigma_N(x)) \right\|_{L^2([0,1];W^{s, \infty})} \times \left\| (1 - P_N) w_N \right\|_{C([0,\delta];H^{s+2})} \left( \left\| P_N w_N \right\|_{C([0,\delta];H^{s+2})}^{k-\ell-1} + \left\| w_N \right\|_{C([0,\delta];H^{s+2})}^{k-\ell-1} \right)
\]

\[\leq C(m, j) N^{s_2-s_1},\]

where the first estimate follows from the same argument as in the proof of Proposition 4.1 provided that \(s_2 < s_1 < 1 + s < 1\) is close enough to 1. The same argument applies to \(\mathbb{I}_2\) and gives the same bound (with \(M\) in place of \(N\)), and the last term can be bounded similarly by

\[
\left\| \mathbb{I}_3 \right\|_{C([0,\delta];H^{s+2})} \lesssim \sum_{\ell=0}^{k-1} \delta^\frac{\ell}{2} \left\| H_\ell(P_N \Psi(u_0, u_1, \omega); \sigma_N(x)) \right\|_{L^2([0,1];W^{s, \infty})} \times \left\| w_M - w_N \right\|_{C([0,\delta];H^{s+2})} \left( \left\| w_M \right\|_{C([0,\delta];H^{s+2})}^{k-\ell-1} + \left\| w_N \right\|_{C([0,\delta];H^{s+2})}^{k-\ell-1} \right)
\]

\[\leq C \delta^\frac{m+j}{2} D(m + j) \frac{\varepsilon}{2} \left\| w_M - w_N \right\|_{C([0,\delta];H^{s+2})},\]

where the last estimate comes again from (5.11) thanks to \((u_0, u_1, \omega) \in B_{M}^{m,j}(D)\), and from (5.13) with the argument of Proposition 4.1 applied with \(s_2\) (provided that \(s_2\) is sufficiently close to 1). With our choice of \(C \delta^\frac{m+j}{2} D(m + j) \frac{\varepsilon}{2} = C \delta^\frac{m+j}{2} R \leq \frac{1}{2}\), we can absorb this last term in the left-hand side of (5.17).

The same arguments also apply to control \(\Phi^N_2(t) - \Phi^M_2(t)\) on \([0, \delta]\). Therefore, gathering the estimates above leads to

\[
\left\| \Phi^M(t)(u_0, u_1, \omega) - \Phi^N(t)(u_0, u_1, \omega) \right\|_{C([0,\delta];H^{s+2})} \leq C(m, j) \left( N^{s_2-s_1} + N^{-\varepsilon} \right) \quad (5.18)
\]

for any \(N \leq M\). In particular this shows the convergence on the time interval \([0, \delta]\).
We now investigate the convergence on the second time interval \([\delta, 2\delta]\): we first decompose
\[
\| \Phi_1^M(t + \delta)(u_0, u_1, \omega) - \Phi_1^N(t + \delta)(u_0, u_1, \omega) \|_{C([0, \delta]; H^{s_2})} \\
\leq \| \Phi_1^M(t) \tilde{\Phi}_1^M(\delta)(u_0, u_1, \omega) - \Phi_1^N(t) \tilde{\Phi}_1^N(\delta)(u_0, u_1, \omega) \|_{C([0, \delta]; H^{s_2})} \\
+ \| \Phi_1^N(t) \tilde{\Phi}_1^M(\delta)(u_0, u_1, \omega) - \Phi_1^N(t) \tilde{\Phi}_1^N(\delta)(u_0, u_1, \omega) \|_{C([0, \delta]; H^{s_2})}.
\]

Note that replacing \(\Psi(u_0, u_1, \omega)\) by \(\Psi(\tilde{\Phi}_1^M(\delta)(u_0, u_1, \omega))\) in the previous estimates and using that we still have \(\tilde{\Phi}_1^M(\delta)(u_0, u_1, \omega) \in B^m_N\) by choice of \((u_0, u_1, \omega) \in \Sigma^m_N\) shows that the first term above is still bounded by
\[
\| \Phi_1^M(t) \tilde{\Phi}_1^M(\delta)(u_0, u_1, \omega) - \Phi_1^N(t) \tilde{\Phi}_1^M(\delta)(u_0, u_1, \omega) \|_{C([0, \delta]; H^{s_2})} \\
\leq C(m, j)(N^{s_2-s_1} + N^{-\varepsilon})
\]
for any \(N \leq M\).

Thus we need to deal with the second term. We can redefine
\[
w_M(t) = \Phi_1^N(t) \tilde{\Phi}_1^M(\delta)(u_0, u_1, \omega) - \Psi(t, \tilde{\Phi}_1^M(\delta)(u_0, u_1, \omega))
\]
and
\[
w_N(t) = \Phi_1^N(t) \tilde{\Phi}_1^N(\delta)(u_0, u_1, \omega) - \Psi(t, \tilde{\Phi}_1^N(\delta)(u_0, u_1, \omega)),
\]
and since \(N, M \in \{N_p\}_{p \in \mathbb{N}}\) and \((u_0, u_1, \omega) \in \bigcap_{p \in \mathbb{N}} \Sigma^m_N\) we have in particular that both \(\tilde{\Phi}_1^M(\delta)(u_0, u_1, \omega) \in B^m_N(D)\) and \(\tilde{\Phi}_1^N(\delta)(u_0, u_1, \omega) \in B^m_N(D)\) so that both \(w_M\) and \(w_N\) are well-defined and enjoy the bound \([5, 13]\). Moreover, by definition of \(\Phi_1^N(t)\) and \(\Psi\), they satisfy the following Duhamel formula:
\[
w_M = \sum_{\ell = 0}^k \binom{k}{\ell} \int_0^t V(t - t')P_N \left\{ H_\ell \left( \mathbf{P}_N \Psi(t', \tilde{\Phi}_1^M(\delta)(u_0, u_1, \omega)) ; \sigma_N(x) \right) (\mathbf{P}_N w_M(t'))^{k-\ell} \right\} dt',
\]
and
\[
w_N = \sum_{\ell = 0}^k \binom{k}{\ell} \int_0^t V(t - t')P_N \left\{ H_\ell \left( \mathbf{P}_N \Psi(t', \tilde{\Phi}_1^N(\delta)(u_0, u_1, \omega)) ; \sigma_N(x) \right) (\mathbf{P}_N w_N(t'))^{k-\ell} \right\} dt'.
\]

To estimate in \(C([0, \delta]; H^{s_2}(\mathcal{M}))\) the difference
\[
\Phi_1^N(t) \tilde{\Phi}_1^M(\delta)(u_0, u_1, \omega) - \Phi_1^N(t) \tilde{\Phi}_1^N(\delta)(u_0, u_1, \omega) = \Psi(t, \tilde{\Phi}_1^M(\delta)(u_0, u_1, \omega)) - \Psi(t, \tilde{\Phi}_1^N(\delta)(u_0, u_1, \omega)) + w_M - w_N,
\]
we first bound directly the linear terms by
\[
\| \Psi(t, \tilde{\Phi}_1^M(\delta)(u_0, u_1, \omega)) - \Psi(t, \tilde{\Phi}_1^N(\delta)(u_0, u_1, \omega)) \|_{C([0, \delta]; H^{s_2})} \\
\leq \| \Phi_1^M(\delta)(u_0, u_1, \omega) \|_{H^{s_2}} \\
\leq C(m, j)(N^{s_2-s_1} + N^{-\varepsilon})
\]
thanks to \([1, 11]\) and \([5, 13]\).
To estimate the difference of the nonlinear components, we decompose

\[ w_M - w_N \]

\[
= \sum_{\ell=0}^{k} \binom{k}{\ell} \int_0^t V(t - t') P_N \left\{ H_\ell \left( P_N \Psi(t', \tilde{\Phi}^M(\delta)(u_0, u_1, \omega)) ; \sigma_N(x) \right) \left( P_N w_M(t') \right)^{k-\ell} - H_\ell \left( P_N \Psi(t', \tilde{\Phi}^N(\delta)(u_0, u_1, \omega)) ; \sigma_N(x) \right) \left( P_N w_N(t') \right)^{k-\ell} \right\} dt' 
\]

\[
= \sum_{\ell=0}^{k} \binom{k}{\ell} \int_0^t V(t - t') P_N \left\{ \left[ H_\ell \left( P_N \Psi(t', \tilde{\Phi}^M(\delta)(u_0, u_1, \omega)) ; \sigma_N(x) \right) - H_\ell \left( P_N \Psi(t', \tilde{\Phi}^N(\delta)(u_0, u_1, \omega)) ; \sigma_N(x) \right) \right] \left( P_N w_M(t') \right)^{k-\ell} + H_\ell \left( P_N \Psi(t', \tilde{\Phi}^N(\delta)(u_0, u_1, \omega)) ; \sigma_N(x) \right) \left( P_N w_N(t') \right)^{k-\ell} \right\} dt' 
\]

\[ =: \tilde{\Pi} + \tilde{\Pi}. \]

First note that we can estimate \( \tilde{\Pi} \) exactly as \( \Pi \) in (5.17), giving the bound

\[ \| \tilde{\Pi} \|_{C([0,\delta];H^{s_2})} \leq C(m, j) N^{s_2-s_1} + \frac{1}{2} \| w_M - w_N \|_{C([0,\delta];H^{s_2})}. \]

Finally, we estimate the remaining term by

\[ \| \tilde{\Pi} \|_{C([0,\delta];H^{s_2})} \leq \sum_{\ell=1}^{k} \left\| \left[ H_\ell \left( P_N \Psi(\Phi^M(\delta)(u_0, u_1, \omega)) ; \sigma_N(x) \right) - H_\ell \left( P_N \Psi(\Phi^N(\delta)(u_0, u_1, \omega)) ; \sigma_N(x) \right) \right] \left( P_N w_M \right)^{k-\ell} \right\|_{L^1([0,\delta];H^{s_2-1})} \]

Writing then

\[ H_\ell(u; \sigma_N) - H_\ell(v; \sigma_N) = -\sum_{i=0}^{\ell-1} \binom{\ell}{i} H_i(u; \sigma_N)(v - u)^{\ell-i} \]

thanks to (3.1), we can then estimate the previous term with

\[
\sum_{\ell=1}^{k} \sum_{i=0}^{\ell-1} \delta^{\ell \frac{i}{2}} \left\| \left[ \left( P_N \Psi(\Phi^M(\delta)(u_0, u_1, \omega)) - P_N \Psi(\Phi^N(\delta)(u_0, u_1, \omega)) \right) \right] \right\|_{L^2([0,\delta];H^{s_2-1})} \]

\[
\times \left\| H_\ell \left( P_N \Psi(\Phi^N(\delta)(u_0, u_1, \omega)) ; \sigma_N(x) \right) \right\|_{L^2([0,\delta];W^{s,\infty})} \]

\[
\leq \sum_{\ell=1}^{k} \sum_{i=0}^{\ell-1} \delta^{\ell \frac{i}{2}} \left\| H_\ell \left( P_N \Psi(\Phi^N(\delta)(u_0, u_1, \omega)) ; \sigma_N(x) \right) \right\|_{L^2([0,\delta];H^{s_2-1})} \times \left\| \Psi(\Phi^M(\delta)(u_0, u_1, \omega)) - \Psi(\Phi^N(\delta)(u_0, u_1, \omega)) \right\|_{C([0,\delta];H^{s_2})} \left\| w_M \right\|_{C([0,\delta];H^{s_2})}. \]
provided again that \( s_2 \) is close enough to 1 (depending on \( k \)). Using then that 
\[ \Phi^N(\delta)(u_0, u_1, \omega) \in B_N^{m,j}(D) \] 
and (5.13), (5.18), we finally get
\[ \| \tilde{w} \|_{C([0, \delta]; H^2)} \leq C(m, j)(\delta^s_2 + N^{-\varepsilon}). \]

Gathering the estimates above, we obtain
\[ \| w_M - w_N \|_{C([0, \delta]; H^2)} \leq 4C(m, j)(\delta^s_2 + N^{-\varepsilon}) \]
which leads to
\[ \| (w_N, \partial_t w_N)(t + \delta) - (w_M, \partial_t w_M)(t + \delta) \|_{C([0, \delta]; H^2)} \leq C_2(m, j)(\delta^s_2 + N^{-\varepsilon}) \]
for some larger constant \( C_2(m, j) \geq C(m, j) \). This shows that \( \left\{ (w_{N_p}, \partial_t w_{N_p}) \right\}_{p \in \mathbb{N}} \) is also a Cauchy sequence in \( C([0, \delta]; H^2(M)) \).

We can then proceed inductively on \( a = 0, \ldots, [2^j/\delta] \) and repeat the previous estimates by using that at each step \( \Phi^N(a\delta)(u_0, u_1, \omega) \in B_N^{m,j}(D) \) since \( (u_0, u_1, \omega) \in \Sigma^{m,j} \). Thus we deduce that there exists a (large) constant \( C_2/\delta(m, j) > 0 \) such that for any \( N, M \in \{ N_p \}_{p \in \mathbb{N}} \) with \( N \leq M \) it holds
\[ \| (w_N, \partial_t w_N) - (w_M, \partial_t w_M) \|_{C([0, 2^j]; H^2)} \leq C_2/\delta(m, j)(\delta^s_2 + N^{-\varepsilon}). \] (5.19)

This is enough to show the convergence of \( \left\{ \Phi^{N_p}(t)(u_0, u_1, \omega) - \Psi(t)(u_0, u_1, \omega) \right\}_{p \in \mathbb{N}} \) in \( C([0, 2^j]; H^2(M)) \). As a result, \( \left\{ \Phi^{N_p}(t)(u_0, u_1, \omega) \right\}_{p \in \mathbb{N}} \) converges in \( C([0, 2^j]; H^2(M)) \). This concludes the proof of Proposition 5.3. \( \square \)

**Remark 5.4.** By slightly modifying the proof of Proposition 5.3, we can indeed show that for \( (u_0, u_1, \omega) \in \Sigma \), the entire sequence \( \left\{ \Phi^N(t)(u_0, u_1, \omega) \right\}_{N \in \mathbb{N}} \) converges in \( C([0, 2^j]; H^2(M)) \) for any \( j \in \mathbb{N} \). See for example Corollary 9.11 in [28].
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