Visual Meterstick: Preceding Vehicle Ranging Using Monocular Vision Based on the Fitting Method
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Abstract: The gradual application of deep learning in the field of computer vision and image processing has made great breakthroughs. Applications such as object detection, recognition and image semantic segmentation have been improved. In this study, to measure the distance of the vehicle ahead, a preceding vehicle ranging system based on fitting method was designed. First obtaining an accurate bounding box frame in the vehicle detection, the Mask R-CNN (region-convolutional neural networks) algorithm was improved and tested in the BDD100K (Berkeley deep derive) asymmetry dataset. This method can shorten vehicle detection time by 33% without reducing the accuracy. Then, according to the pixel value of the bounding box in the image, the fitting method was applied to the vehicle monocular camera for ranging. Experimental results demonstrate that the method can measure the distance of the preceding vehicle effectively, with a ranging error of less than 10%. The accuracy of the measurement results meets the requirements of collision warning for safe driving.
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1. Introduction

As a basic technology in the field of computer vision, visual ranging occupies an important position. It is widely used in the research of visual navigation, machine vision positioning, target tracking, etc., especially in human–computer interaction systems [1]. Monocular vision ranging refers to the use of a digital camera to capture a single image to measure distance. The procedure of obtaining the distance of the preceding vehicle with visual ranging mainly includes the following two steps: First, object detection, finding the object (the preceding vehicle) to be detected in the image. Second, object ranging, using the real world and the target position in the picture. The corresponding relationship determines the true distance between the target object and the camera. The accuracy of target recognition has a direct impact on object ranging. For this purpose, this paper researches the method of monocular vision measurement of vehicle distance.

Front vehicle detection is one of the research contents of computer vision for identifying and locating vehicles in images or videos. In the field of ITS (intelligent transport system) and IV (intelligent video) research at home and abroad, many algorithms and implementation methods for vehicle detection have been proposed. Researchers have made some progress in applied machine learning for vehicle detection [2], but the current vehicle detection research still faces the following major problems: The complex and diverse actual road conditions, the various types, multiple colors and different sizes of vehicles and the insufficiency of the model training data [3]. Some vehicles have large area occlusion problems. This increases the matching difficulty based on the vehicle detection...
model to some extent. In addition, smart driving is especially demanding for real-time SVM (support vector machine) or neural networks. The machine-based learning method cannot meet the safety requirements of intelligent driving in terms of vehicle detection time [4]. Constructing a deep network through deep learning to extract vehicle target features is currently a hot research topic of vehicle detection technology [5]. In order to solve these problems, this paper proposes a method based on the improved Mask R-CNN, which removes the RoIAlign layer of the Mask R-CNN, and improves the speed of training and detection without reducing the detection accuracy. The experimental results show that, compared with the existing Mask R-CNN vehicle detection method, the performance of the method is improved, which provides a more general and simple solution for the problem of vehicle detection ahead.

At present, the focus of research in vehicle ranging technology is monocular ranging and multi-target ranging, and binocular ranging is more commonly known. In contrast, binocular vision ranging is more accurate, but it still has some problems that limit its application. Since binocular ranging requires precise matching, and the matching process is time consuming, it is not negligible for the real-time impact of the visual navigation system [6]. In addition, binocular measurement has high requirements for some special constraints, such as camera resolution, imaging quality, distance between the left and right camera optical axes, camera focal length, etc., which are very strict in the quality and installation of the camera and measurement platform standards. On the other hand, the monocular depth extraction method, with only one camera and less constraint requirements than binocular ranging, has the advantages of higher usability, simple operation and low cost. Thus, monocular vision ranging conforms more closely to the experimental requirements. First, the distance model is established by the transformation of two-dimensional images and three-dimensional space. Then, after obtaining the value of the bounding box of the vehicle through the first step, the internal and external parameters of the camera are based on the bounding box center. The coordinate value of the point is measured by the fitting method. Even if the abscissa and the ordinate of the pixel in the image are fitted to the actual distance to calculate a certain functional relationship, the actual distance of the obstacle is calculated. Finally, the experimental results are used to analyze whether the error is within the allowable range of the experiment.

2. Related Work

2.1. Vehicle Detection Improved Method

2.1.1. RoIAlign Layer

Instance segmentation is challenging because it requires the correct detection of all objects in an image while precisely segmenting each instance. It therefore combines elements from the classical computer vision tasks of object detection where the goal is to classify individual objects and localize each using a bounding box and semantic segmentation and to classify each pixel into a fixed set of categories without differentiating object instances [7]. Given this, one might expect that a complex method is required to achieve good results. Mask R-CNN extends Faster R-CNN [8] by adding a branch for predicting segmentation masks on each Region of Interest (RoI) in parallel with the existing branch for classification and bounding box regression (Figure 1). The mask branch is a small FCN (feature pyramid networks) applied to each RoI, predicting a segmentation mask in a pixel-to-pixel manner [9].

RoIPool is the standard operation for extracting feature maps from each RoI. RoIPool first quantifies the RoI represented by floating-point numbers to the granularity matched with the feature graph, then divides the quantized RoI into blocks, and finally summarizes the eigenvalues of the regions covered by each block. Quantization operation has little effect on classified images, but it has a larger effect on fine pixel-level segmentation images [10]. To solve these problems, a RoIAlign layer is proposed, which mainly eliminates the rough quantization of RoIPool and aligns the extracted features
and pixels accurately. Four regular positions in each RoI block are selected, and the precise values of each position are calculated by bilinear difference. The results are then summarized [11].

**Figure 1.** The Mask R-CNN framework for instance segmentation.

### 2.1.2. Improved Mask R-CNN Structure and Training Process

The Mask-RCNN framework or Faster-RCNN framework can be said to add a fully connected partitioned subnet after the basic feature network. Mask R-CNN is a two-stage framework. The first stage scans the image and generates proposals. The second stage classifies proposals and generates boundary boxes and masks. The method proposed in this paper is to annotate the RoIAlign layer and not to train the case segmentation. After FPN generates the suggestion window, it maps the suggestion window to the last convolution feature map of CNN. Then it directly uses full connection classification, border and mask to regress. The overall process is shown in Figure 2.

**Figure 2.** Algorithm flow.
2.2. Experimental Results and Analysis

2.2.1. Experimental Environment

In the field of machine learning and computer vision for the development of deep learning, most are constructed with TensorFlow as the main learning framework. TensorFlow is a framework for open source software. TensorFlow has a multi-tiered architecture that can be deployed on a variety of servers, PC terminals and web pages and supports GPU (graphics processing unit) and TPU (tensor processing unit) high performance numerical computing. Therefore, this article still uses TensorFlow to build a deep learning framework. The operating system is Ubuntu16.04, using Python3.5 as the main compilation environment; the main graphics card model used in computer hardware is TITAN V; the CPU is I9 7900X.

2.2.2. Datasets

Berkeley University, BDD100K. The BDD100K asymmetry dataset contains 100,000 segments of HD video. Each video is about 40 s, 720 p, 30 fps [12]. The key frame is sampled in the 10th second of each video to get 100,000 images (image size: $1280 \times 720$). There are 10 categories of labels in the dataset: Bus, light, sign, person, bike, truck, motor, car, train and rider. There are about 1.84 million calibration frames in total, and the number of different types of targets is shown in Figure 3.

![Label category](image)

**Figure 3.** Label category.

This article selects 99,292 images containing vehicle tags, as shown in Figure 4.

![BDD100K car image](image)

**Figure 4.** BDD100K car image.
2.2.3. Evaluation Metrics

Under the same conditions, the three kinds of convolutional neural networks, Fast R-CNN, Faster R-CNN, and Mask R-CNN, are discussed in terms of the calibration frame precision and the processing time of a single image. The evaluation criteria are as shown in Equation (1):

$$MIoU = \frac{1}{k+1} \sum_{i=0}^{k} \frac{P_{ij}}{P_{ii} + \sum_{j=0}^{k} P_{ji} - P_{ii}}$$

Mean intersection over union (MIoU), $P_{ij}$, indicates that the true value is $i$, which is predicted as the number of $j$.

The experimental comparison results are listed in Tables 1 and 2.

Table 1. Test results of BDD100k.

| Method       | MIoU  | Average Running Time |
|--------------|-------|----------------------|
| Fast R-CNN   | 78.56%| 0.74 fps             |
| Faster R-CNN | 82.06%| 4.13 fps             |
| Mask R-CNN   | 85.28%| 4.26 fps             |

Table 2. Deletion of the time comparison of the RoIAlign layer.

| Method                   | Training Time/min | Test Time/s |
|--------------------------|-------------------|-------------|
| Mask R-CNN (RoIAlign)    | 35                | 0.3         |
| Mask R-CNN               | 28                | 0.2         |

Table 1 can be used to obtain the ideal results of the calibration frame accuracy and average running time of the Mask R-CNN. Table 2 shows that the training time of the model can be reduced by 25% after deleting the RoIAlign layer. The test time was reduced by 33%. This paper has practical significance in solving the vehicle detection within a limited time.

3. Preceding Vehicle Ranging

There are three main methods of ranging based on machine vision: Binocular vision measurement, monocular vision measurement [13] and structured light vision measurement [14]. Due to the limitation and influence of the light source, the structured light is scarcely applied and fixed; the theoretical research of binocular vision ranging focuses on the matching of features [15,16]. The difficulty lies in the accuracy of feature point matching. It affects the efficiency and accuracy of measurement, while monocular vision has broad application prospects due to its fast calculation speed and simple structure. At the same time, object ranging based on monocular vision is widely used in the fields of driverless cars and autonomous mobile robots. It is extremely significant. It can accurately acquire spatial parameters such as distance, posture and orientation of the preceding object and is applied to driverless cars, navigation and path planning aspects.

There are three main ranging models based on monocular vision: Ranging models based on the principle of small hole imaging, ranging models based on sequence images and ranging models based on single-frame static images [17].

The monocular vision vehicle ranging method can be divided into the following four categories. The first is based on the imaging model method, and the literature [18] uses the vehicle width to measure the vehicle distance. This method requires the actual width of the known vehicle and the width of different vehicles. The width of different vehicles varies from 1.4 m to 2.6 m; if the actual width of the vehicle is unknown in advance, it will cause a large ranging error. The authors of [19] use the position of the vehicle in the image to measure the distance of the vehicle. This method needs to accurately obtain the position of the vehicle in the image, otherwise it will generate a
large ranging error. The second is a method based on geometric relations. To achieve vehicle ranging, the literature [20] uses the geometric positional relationship of the vehicle in the imaging model to derive the correspondence between the image coordinate system and the world coordinate system. This type of method requires accurate measurement of the camera’s viewing angle and pitch angle, otherwise the accuracy of the range is greatly reduced, and it is difficult to accurately measure the pitch angle for a camera on a moving vehicle. The third is based on mathematical regression modeling. For example, the literature [21] uses the correspondence between different reference distances and their positions in the image to calculate the regression model to measure the distance. This method requires a large amount of up-front data acquisition, analysis and calculation of mathematical models. The fourth is based on machine learning methods, and the literature [22] proposes a forward vehicle detection method that combines machine learning with prior knowledge. Vehicle candidate regions are extracted by using MB–LBP (multiscale block–local binary pattern) and Adaboost [23], and the vehicle is false detected based on the horizontal edges and grayscale features in the candidate regions. In addition, based on the vehicle detection, the improved vehicle bottom shadow positioning method is used to obtain the accurate position of the vehicle, and the vehicle distance measurement is realized by the position information imaging model method.

In order to solve the problem of poor environmental adaptability and low robustness in vehicle detection, this paper proposes a method of combining the imaging model and data fitting. According to the vehicle bounding box frame detected by Mask R-CNN, the relationship between the position of the vehicle in the image and the actual distance is established, and the polynomial function is established to realize the vehicle ranging by the fitting method.

4. Results

4.1. Establishment of Monocular Vision Ranging Model

4.1.1. Coordinate System Conversion

According to the camera mathematical model [24,25], the machine vision maps the scene projection in the three-dimensional world and coordinates to the pixel value of the two-dimensional gray matrix using the cooperative symbol fixed by the geometric dimension. The most common phenomenon is the pinhole camera model. The conversion process is shown in Figure 5 below.

(1) World coordinate to camera coordinate conversion.

Both the world point and the camera are in a three-dimensional coordinate system, and only a proper rotation and translation are required to convert specific virtual world coordinates to camera-centric camera coordinates. Take the linear camera model, the small hole imaging model, as an example [26,27], as shown in Figure 6. The arbitrary P-point world coordinates are \( X_w, Y_w, Z_w \); the conversion relationship between world coordinates and camera coordinates can be obtained by the unit orthogonal rotation matrix \( R \) and the translation vector \( T \).

\[
\begin{bmatrix}
X_c \\
Y_c \\
Z_c
\end{bmatrix} = R \begin{bmatrix}
X_w \\
Y_w \\
Z_w
\end{bmatrix} + T
\]
Figure 6. Small hole imaging model.

(2) Camera coordinate to plane coordinate conversion.

In Figure 6, \( O_c \) is the optical center of the camera, which is the origin of the camera coordinate system. The \( Z_c \) axis is parallel to the optical axis of the camera. The direction of each coordinate axis is as shown. In the camera coordinate system, assume that the coordinates of a point are \( P(x, y, z) \). The projection point of point \( P \) on the imaging plane \( \Pi_i \) is \( P_1(x_1, y_1, z_1) \), \( f \) is the focal length of the camera and the formula for the conversion relationship is as follows.

\[
\begin{align*}
\begin{cases}
x = \frac{x_1}{f} \\
y = \frac{y_1}{f} \\
z = \frac{z_1}{f}
\end{cases}
\end{align*}
\]

(3) Conversion from plane coordinates to pixel coordinates.

The pixel coordinate system is a two-dimensional coordinate, and the origin is freely selected. Assuming that the pixel coordinate origin is \((u_0, v_0)\), the image coordinates of the arbitrary coordinates \((u, v)\) are:

\[
\begin{bmatrix}
    u \\
v \\
1
\end{bmatrix} =
\begin{bmatrix}
s_x & 0 & u_0 \\
0 & s_y & v_0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix}
\]

(5)

In summary, the relationship between the conversion of the world coordinate system to the pixel coordinate system is as shown in Equation (6).

\[
\begin{bmatrix}
    u \\
v \\
1
\end{bmatrix} =
\begin{bmatrix}
s_x & 0 & u_0 \\
0 & s_y & v_0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
f & 0 & 0 & 0 \\
0 & f & 0 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
    X_w \\
    Y_w \\
    Z_w \\
1
\end{bmatrix}
\]

(6)
This is simplified as shown in Equation (7).

\[
z_c \begin{bmatrix} u \\ v \\ 1 \end{bmatrix} = \begin{bmatrix} f_x & 0 & u_0 & 0 \\ 0 & f_y & v_0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} R \\ T \\ 0 \\ 1 \end{bmatrix} \begin{bmatrix} X_w \\ Y_w \\ Z_w \end{bmatrix} \tag{7}
\]

Among them, \(f_x, f_y, u_0\) and \(v_0\) are the internal parameters of the camera, and \(R\) and \(T\) are external parameters, which are constrained by external conditions.

### 4.1.2. Data Regression Modeling

Literature [21] has proposed a monocular vision ranging method based on data regression modeling. The main idea is the reverse of “first modeling and then ranging” or “first ranging and re-modeling”. This method does not require any assumptions about the actual road scene to simplify the problem. Firstly, some distance sample points are obtained through calibration test, and the relationship between independent variables and dependent variables is studied. The mapping curve is drawn, and nonlinear regression is performed to establish a mathematical model. The obtained model is then used for causality analysis or prediction and optimization. In this paper, the TSD (traffic scene database) road scene data collected by Xi’an Jiaotong University is used as experimental data. Since the dataset has been calibrated by the camera and given internal and external parameters, this paper first uses the internal and external parameters given to make distortion and correction and then uses data regression as the way to model. As shown in Figure 7, the longitudinal distance of the vehicle body coordinate system is the x-axis and the lateral distance is the y-axis.

![Figure 7. Monocular vision ranging diagram.](image)

The data regression model is established by using the pixel values of the vehicle bounding box of the Mask R-CNN detected above. The statistical results of the position of the vehicle in the image and the longitudinal distance of its corresponding point to the camera are shown in Table 3.

In the car body coordinate system, the camera’s focus is obtained by reading the internal parameters of the camera, and the left side of the car body is the y-axis forward direction. The lateral distance to the camera is shown in Table 4.

In the coordinate system, the position of the vehicle in the image is the abscissa. The actual distance from the camera to the vehicle is the ordinate, and the corresponding data points are drawn. In this coordinate system, the data points are separately subjected to different forms of polynomial
fitting and curve fitting, which mainly includes quadratic fitting, cubic fitting and quadratic fitting of the polynomial. The fitting curves are shown in Figures 8 and 9.

Table 3. Image location and actual distance from the point to the camera (x-axis).

| Serial Number | Pixel Coordinates/Pixel | Actual Distance/m |
|---------------|-------------------------|-------------------|
| 1             | 712                     | 6.12              |
| 2             | 561                     | 11.01             |
| 3             | 516                     | 13.53             |
| 4             | 484                     | 16.19             |
| 5             | 444                     | 19.85             |
| 6             | 426                     | 23.42             |
| 7             | 420                     | 26.33             |
| 8             | 399                     | 29.37             |
| 9             | 382                     | 32.61             |
| 10            | 373                     | 35.06             |
| 11            | 362                     | 48.92             |
| 12            | 250                     | 51.95             |

Table 4. Image position and the actual distance from the point to the camera (y-axis).

| Serial Number | Pixel Coordinates/Pixel | Actual Distance/m |
|---------------|-------------------------|-------------------|
| 1             | –205.9                  | –4.04             |
| 2             | 292.1                   | 2.89              |
| 3             | 231.1                   | 2.75              |
| 4             | –246.9                  | –1.96             |
| 5             | 145.6                   | 2.51              |
| 6             | –158.9                  | –1.48             |
| 7             | 77.6                    | 2.05              |
| 8             | 69.6                    | 2.03              |
| 9             | 26.1                    | 1.58              |
| 10            | 23.6                    | 1.57              |

Figure 8. Vertical distance.
Figure 9. Horizontal distance.

It can be seen from the longitudinal fitting curves that the linear fitting is relatively poor. The quadratic and cubic polynomial fitting effect is better and the results are similar, and the quadratic and cubic polynomial fitting effect of the transverse fitting curves is better. In order to quantitatively analyze the specific effect of curve fitting, three indexes, SSE (sum and variance), RMSE (standard deviation) and R-square (determination coefficient), are used to measure the effect. The closer SSE is to 0, the better model selection and fitting are and the more successful data prediction is. The normal range of the coefficients is [0∼1], and the closer to 1, the stronger the explanatory power of the variables of the equation to y and the better the model fits the data. Tables 5 and 6 are the evaluation criteria for curve fitting.

| Polynomial Order | SSE     | RMSE   | R-Square |
|------------------|---------|--------|----------|
| 1                | 630.96  | 7.94   | 7.94     |
| 2                | 171.1   | 4.36   | 0.924    |
| 3                | 65.86   | 2.869  | 0.9707   |

| Polynomial Order | SSE     | RMSE   | R-Square |
|------------------|---------|--------|----------|
| 2                | 1.682774| 0.458636| 0.968495 |
| 3                | 0.256663| 0.191484| 0.995195 |
| 4                | 0.133177| 0.148984| 0.997507 |

From Tables 5 and 6, it can be concluded that the three-time fit of the longitudinal distance is the best, and the four-time fit of the lateral distance is the best. The fitting coefficient of the longitudinal distance is $-3.4 \times 10^{-6}$, 0.0059, $-3.4, 6.6 \times 10^2$; the fitting coefficient of the lateral distance is $1.1 \times 10^{-10}$, $-3.7 \times 10^{-8}$, $-2.4 \times 10^{-3}$, 0.013, 1.2.
4.2. Distance Measurement

According to the bounding box detected by Mask R-CNN above, the pixel value of the bottom bounding box is calculated as shown in Figure 10. The fitted model is used to calculate the actual distance.

![Figure 10. Bounding box.](image)

The pictures used in this experiment are all TSD public datasets. In order to verify the accuracy of the system ranging, the data range with a longitudinal distance of 10–80 m is selected. The results are shown in Table 7.

**Table 7. Evaluation criteria for horizontal curve fitting.**

| Serial Number | Actual x-Axis Distance/m | x-Axis Calculation Result/m | Relative Error/% | Actual y-Axis Distance/m | y-Axis Calculation Result/m | Relative Error/% |
|---------------|--------------------------|-----------------------------|-----------------|--------------------------|-----------------------------|-----------------|
| 1             | 10                       | 9.2                         | 5.0             | 0.5                     | 0.56                        | 12.0            |
| 2             | 20                       | 18.5                        | 3.5             | 1.5                     | 1.38                        | 8.0             |
| 3             | 30                       | 31.2                        | 4.0             | 2.5                     | 2.26                        | 9.6             |
| 4             | 40                       | 36.6                        | 3.5             | 3.5                     | 3.36                        | 4.0             |
| 5             | 50                       | 47.4                        | 5.2             | -0.5                    | -0.43                       | 14.0            |
| 6             | 60                       | 65.8                        | 9.7             | -1.5                    | -1.41                       | 6.0             |
| 7             | 70                       | 78.5                        | 12.4            | -2.5                    | -2.36                       | 5.6             |
| 8             | 80                       | 92.3                        | 15.4            | -3.5                    | -3.32                       | 5.1             |

4.3. Fitting Method vs. Geometric Relations Algorithms

Based on Table 8, the partial ranging results of the geometric relation algorithm are better than those of the fitting method, because there is a certain error in the bounding box when detecting a small object or a distant vehicle. This leads to a large error in the fitting method. However, at a closer distance, the accuracy of the fitting method is better than the geometric relation algorithm. Moreover, the geometric relationship algorithm cannot calculate the lateral distance; only the longitudinal distance can be measured.
Table 8. Comparison of the Two Methods.

| Actual x-Axis Distance/m | Fitting Method/m | Relative Error/% | Geometric Relations Algorithms/m | Relative Error/% |
|--------------------------|------------------|-----------------|----------------------------------|-----------------|
| 10                       | 9.2              | 5.0             | 9.0                              | 10.0            |
| 20                       | 18.5             | 3.5             | 22.1                             | 10.5            |
| 30                       | 31.2             | 4.0             | 28.5                             | 5.0             |
| 40                       | 38.6             | 3.5             | 37.8                             | 5.5             |
| 50                       | 47.4             | 5.2             | 53.0                             | 6.0             |
| 60                       | 65.8             | 9.7             | 65.9                             | 9.8             |
| 70                       | 78.5             | 12.4            | 77.6                             | 10.9            |
| 80                       | 92.3             | 15.4            | 89.5                             | 11.9            |

The experimental results show that the relative error of the lateral distance is within 0.3 m, and the error is within the acceptance range, which satisfies the requirements of front vehicle ranging. When the longitudinal actual distance is within 60 m, the relative error is within 10%. When the distance is more than 60 m, the vehicle target is too small due to the long distance. It is difficult to correctly detect the vehicle for the Mask R-CNN model. The ranging model in this paper is based on the detection of the bounding box, while the small object detection will have detection errors, resulting in too large a ranging error, and needs to be optimized and improved in future work.

5. Conclusions

In this paper, we studied the monocular vision ranging method in images and proposed a vehicle ranging algorithm based on the fitting method to accurately obtain the distance between two vehicles. The mask R-CNN algorithm was improved in the experiment and the experiment was carried out using BDD100K data. The results show that vehicle detection time is improved by 33% without reducing the detection accuracy. In the second step, according to the pixel position of the vehicle in the image, the linear relationship between the pixel value and the actual distance was established; it avoids measuring the elevation angle of the camera and the yaw angle of the vehicle during the vehicle driving process and achieves the adaptive measurement of the vehicle distance in front of monocular vision. The test results show that the method can measure the distance of the vehicle ahead effectively and the accuracy of the measurement results meets the requirements of safe driving collision warnings. Yet when the distance between the two vehicles is more than 80 m, the accuracy of the proposed algorithm needs to be further improved.

The main innovations of this paper are as follows.

Firstly, the traditional binocular vision ranging is changed to monocular camera ranging, which reduces the difficulty of the algorithm. Moreover, the computational accuracy and robustness of monocular vision are better than that of binocular vision. Compared with other monocular vision ranging algorithms, the proposed monocular vision ranging algorithm based on the fitting method has higher accuracy and faster detection speed, so it has broad application prospects. At the same time, the proposed method has low computational complexity, so it can be easily implemented in practice.

Secondly, in order to accurately obtain the pixels of the vehicle in the image, this paper chooses the neural network model with high detection accuracy and optimizes it to improve its detection speed.
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