Using Virtual Reality and Smart Textiles to Assess the Design of Workstations
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Abstract. This paper presents a solution that integrates a smart textiles system with virtual reality to assess the design of workstations from an ergonomics point of view. By using the system, ergonomists, designers, engineers, and operators, can test design proposals of workstations in an immersive virtual environment while they see their ergonomics evaluation results displayed in real-time. The system allows its users to evaluate the ergonomics of the workplace in a pre-production phase. The workstation design can be modified, enabling workstation designers to better understand, test and evaluate how to create successful workstation designs, eventually to be used by the operators in production. This approach uses motion capture together with virtual reality and is aimed to complement and integrate with the use of digital human modelling (DHM) software at virtual stages of the production development process.
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Introduction

The industry is going towards a new stage called “Industry 4.0” [1], in which digitalization is a major theme. One of the central techniques within Industry 4.0 is simulation, which has become one of the essential tools used in the industry to optimize current situations and predict future ones. The use of simulation is increasing as its reliability and accessibility are improving all the time, along with numerous demonstrations of its efficiency and effectiveness [2]. Various parameters of the product and the associated production can be considered in earlier stages of the product realization process, and along the life-cycle of the product and the production. This enables proactuality, from the product and production conception to the end of the product and production life-cycle, which allows companies and organizations to increase their performance [3].

Acting proactively in the industry involves the necessity of considering as many aspects, scenarios and situations as possible in the early stages of the development process, i.e. proactively solving problems at the design stage, rather than reactively solving them after they occurred. Production aspects are among the most important to be considered, since an efficient production system is essential to stay competitive in the market, and also, many problems can arise if the production is not planned carefully.
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Workers’ wellbeing, which is closely related to the ergonomics of the workspace, is among these production aspects. An ergonomic workstation is essential to provide the operators with a better work situation as well as better life quality [4]. It avoids work-related musculoskeletal disorders (WMSDs) [5] including the problems that it causes to the companies, related to quality [6], productivity [7] and performance [8], as well as to the society, both economically [9, 10] and socially [11].

Digitalization and virtual tools included in the concept of Industry 4.0 can be used to assess the ergonomics in the design of workstations. One of the most important among the ergonomics tools available in the market is digital human modelling (DHM) [12]. DHM can be described as human simulation consisting of digital human models, so-called manikins, in a virtual environment. DHM is commonly used to assess and validate the interaction between humans and products or workstations to enrich and improve its design [13], mainly regarding ergonomics. There are several DHM tools available such as Siemens Jack [14], IPS IMMA [15] and Santos [16].

1. Ergonomics evaluations and virtual reality

Numerous assessing techniques for ergonomics are available. These techniques are usually classified in three categories: self-report (different types of questionnaires to the workers), observational techniques (ergonomist observing and assessing the performance of the task), and direct measurement methods (which rely on measuring devices, such as motion sensors, attached to the subject) [17]. Direct measurements methods are the most advanced and objective techniques since they rely on numeric data, and the results do not depend on the assessor’s judgment. To analyze the data, several observational methods for posture evaluation to identify and assess risk factors in the workplace can be applied. Some of them are Rapid Upper Limb Assessment (RULA) [18], Rapid Entire Body Assessment (REBA) [19], and Ovako Working Posture Assessment System (OWAS) [20] among others.

By using motion capture, ergonomics evaluations can for example be performed by attaching inertial measurement units (IMUs) on a person’s body to keep track of his/her movements [21], and then analyzing the data with ergonomics evaluation methods such as RULA, REBA and so on [22]. Such techniques can be applied to assess the design of new workstations in a pre-production phase. A physical prototype of a new workstation can be built to replicate the task that the workers are supposed to execute in the production line. Then, the movements are performed while recording data with IMUs attached to the subject’s body. Based on that data the design of the workstation can be iterated to identify successful design solutions.

However, such a process can be time-consuming and expensive, especially building and redesigning physical prototypes. This problem can be reduced by making use of new technologies such as virtual reality (VR).

VR is defined as a group of technologies that aim to immerse the user in an immersive computer-generated environment. It can be used to add value to traditional simulations shown on 2D flat screens [23] or substitute physical prototypes [24]. In the context of workstation design, VR enables designers, engineers, and ergonomists to test their designs with no need for physical prototypes. Therefore, the design process can be more efficient [25] and enriched based on user experience in a virtual environment [26].
2. Proposed system combining virtual reality and motion capture

This paper presents a solution that combines a motion capture (mocap) based system for direct measurements and ergonomics evaluations, with VR to assess the design of workstations from an ergonomics perspective in a virtual environment. Based on the user’s postures, the solution can display real-time ergonomics evaluations in the VR environment. In this way, ergonomists, designers, engineers and operators (here referred to as users) can perform the work tasks in the virtual environment and see how the ergonomics evaluation is for a specific design. With the ergonomics evaluations, and based on the user’s experience in VR, the layout of the workstation can be iterated, and improved design solution can be reached.

2.1. Previous work on combining virtual reality and motion capture

The idea of combining mocap with VR has become popular in recent years. The core idea is to use VR as a graphical representation of the reality, and mocap as the system to keep track of the posture. The main characteristics of similar systems presented recently are shown in the list below.

- Daria et al. combine ErgoLog to perform ergonomics evaluations, together with a IMU based mocap system connected to Siemens Jack to run the workstation simulation [27].
- Caputo et al. combine a IMU based mocap system developed at the University of Campania Luigi Vanvitelli to track the posture, and EAWS digital by MTM to perform the ergonomics evaluation, all connected to Siemens Tecnomatix to run the virtual environment [28].
- Peruzzini et al. use Delmia V5-6 for workstation digitalization, Vicon Tracker for posture tracking (Optical Motion Capture system), Catia for manikin digitalization, Haption RTI Delmia for connection among real user movements and virtual manikin movements [29].

2.2. Elements of the developed system

The main elements of the system presented in this paper consist of a smart textiles system, i.e. an IMU based motion capture equipment together with an ergonomics analyzer, and VR equipment. The smart textiles system is a result of previous research [30, 31, 32, 33]. The smart textiles system includes three IMUs, one placed on the trunk and one on each upper arm (Figure 1). The smart textiles system can provide real-time ergonomics feedback based on the data collected by the IMUs (such as joint angles and angular velocity).
The VR equipment used to display the virtual environment is HTC VIVE [34]. It has been validated as a good option to pick-and-place tasks [35]. The equipment consists of a head-mounted display (HMD) with a refresh rate of 90 Hz and 110-degree field of view, two controllers with multiple inputs such as pad and several buttons, as well as two base stations that emit infrared pulses to track the locations of the HMD and the controllers.

The software used to run the VR immersive environment is IPS [36]. IPS is generally used for virtual verification of assembly feasibility, motion planning and so on. IPS has a VR functionality that is used to show any environment imported or created in the software. IPS supports some interaction between the user and the elements that are in the virtual environment, such as tools and objects. This functionality makes IPS suitable for testing virtual workstations.

The main characteristic of the system developed is that it can show ergonomics evaluation results inside of the VR environment. To do that, a standalone program was developed to collect the ergonomics evaluation results from the smart textiles system and push the data into the VR environment. This program is based on the open-source project OpenVRDesktopPortal, made with the Unity game engine. Its purpose is to overlay a 2D virtual screen in VR when another program is being displayed [37]. Some features and functionalities were adapted to make it compatible with the smart textiles system.

### 2.3. System operation

The system consists of two different parts that are running in parallel. One part is responsible for displaying the virtual environment and handling interactions between the user and the virtual environment, whereas the other part is controlling the ergonomics evaluations. An overview of the system’s data flow is shown in Figure 2.
As shown in Figure 2, on one side the program in charge of displaying the VR environment is running and displaying the virtual environment as well as handling the user’s interactions with it through the VR equipment. On the other side, the user is wearing the motion capture equipment, keeping track of the user’s movements and providing the ergonomics evaluations. The ergonomics evaluations are pushed into the virtual environment by a specific software developed for the system. This software captures what the ergonomics evaluation interface is displaying, and then overlays this into the virtual environment, so that the user can see the ergonomics evaluation results in VR.

3. Results

To test the system, it was implemented in a case study in which a company wanted to assess the ergonomics impact of implementing a collaborative robot in one of its assembly stations. An example of what the system looks like in the case study from the user’s perspective is shown in Figure 3.

The ergonomics feedback is given by visual stimulus. In Figure 3, the different parts of the body (trunk and arms) are colored differently depending on how ergonomic the posture is. There are three colors to illustrate the ergonomics status of the posture. Green color shows that the posture is ergonomically sound, and that it normally can be maintained for long periods. Yellow color represents a posture that should not be maintained long periods, and neither should be repeated a high number of times per day. Red color stands for postures that should be avoided. The specific angles and exposure criteria are based on Arvidsson et al., as well as Lind [38, 39].
The system can also run together with other VR capable programs. Figure 4 shows the system running together with a different application, where the user is shown on the right side and the user’s view in the VR system, and the corresponding ergonomics evaluation, are shown on the left side.

4. Summary and discussion

The system presented in this paper gives an immersive experience complemented with the data-based decision-support system for improved ergonomics. This approach can help ergonomists, designers, and engineers etc. to test and improve workstation designs in a cost-effective way, both existing workstations and workstations that have not yet been built. A similar solution could also be used to train operators to perform work tasks in the virtual environment before entering the actual production line, e.g. train workers of how to perform tasks according to instructions, as well as how to perform tasks in an ergonomic manner.
The main limitations of the approach presented in this paper regard current limitations of the VR technology in itself. Some parameters such as the grasping of the tools, weight, collisions with objects cannot yet be simulated. For instance, the developed system cannot be used to study the biomechanical effects of lifting objects or applying forces when performing work tasks in the virtual environment. Further development in VR technologies such as haptic exoskeletons, haptic gloves and so on might overcome some of these problems in the future.

The VR based approach presented is meant to mainly be used in early phases of production development processes, e.g. as a complement to the more traditional way to use DHM tools on 2D computer screens. Its goal is to consider ergonomics in a proactive manner, when new workstations are designed, or existing workstations are improved.

Although DHM tools can be seen as the state of the art for the simulation of ergonomics in virtual worlds, there are aspects that typically cannot be simulated yet by the DHM approach, at least not automatically. Examples are cognitive factors such as the selection of actions. To clarify, when simulating work tasks in a DHM tool, the DHM tool user needs to define how tasks are to be performed by the manikin in the DHM simulation. This is often hard to know in detail, especially for new workstations, and it is also time consuming to enter into the DHM tool. By using the VR/mocap solution presented, the user, e.g. the simulation engineer or an operator, can rather perform the tasks in the VR world himself/herself. This can save time and enhance the correspondence with how the task is likely to be performed in the real situation. Hence, the VR/mocap approach brings value to DHM, and it is rather a complement than an alternative. DHM is able to consider some human aspects that would be hard to take into account with the VR/mocap approach, such as the representation of anthropometric diversity and assessment of biomechanical loads. An objective in the continuation of this research is to establish a method that allows automatic instructions of a manikin in the DHM tool, i.e. where a real human instructs the DHM manikin of what tasks that are to be simulated, where the real human is in a real or in a VR setting.
After instructing one manikin, the other manikins in the DHM tool would perform the same tasks, possibly differently due to different constraints [40]. This would enable the simulation to represent diversity among the workforce, which is a central aspect in ergonomics.

The fact that the person testing the workstation in VR is wearing a mocap suit and VR goggles might change his/her behaviour when performing the tests in the VR world. However, advances in VR, e.g. related to realism, latency and tactile feedback, as well as in mocap technologies, e.g. related to precision, comfort and data transfer, are believed to reduce this problem in the future.
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