The development of a company often entails the emergence of autonomous data sources with different structural and technological organization. This can lead to the inability of data analysis at a high level and a violation of the integrity and reliability of data within the organization, hindering the adoption of high-quality decisions and further development of the company. This problem can be solved by implementing a higher abstraction, representing heterogeneous organization data in a single space by combining them into a single knowledge graph. We propose a framework capable of autonomous construction of an organization’s knowledge graph based on semi-structured data from various sources by finding links between sources based on data with an arbitrary structure, and combining document collections into single entities. The results of tests show the applicability of the developed approach for constructing a knowledge graph based on partially-structured data from various sources and the high efficiency of the approach based on the metrics of completeness of data storage subsystems coverage (11 out of 11) and filtering false connections (there are only 2.5 connections of collections with neighbors on average in the final graph).
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The problem of data integration of heterogeneous structures from various sources differing in technological equipment and semantics can be solved by the introduction of higher-level abstractions representing heterogeneous data organization in a single space by combining them into a single knowledge graph. In such graph the nodes are entities, which are grouped based on multiple tables collections (including from different sources) that describe an individual object within the organization, and edge is the fact of a relationship between such objects, denoted by the semantics, extracted from the data: inclusion, intersection, inheritance, etc.

In this project existing solutions for auxiliary graph building knowledge of the organization on the basis of data from different sources (p. 1) are researched, and an approach to solving this problem is developed. The basis of this approach is a set of methods and algorithms, including filtering and pre-processing semi-structured data (section 3), the algorithm of searching links between sources based on the data with any structure (**4), and an algorithm of combining the collections of documents in a single entity (**5). This approach is implemented as a software library in Python 3.9 and tested for cross-domain data organization provided by the customer. The results of testing show the applicability of the developed approach for constructing a knowledge graph based on partially structured data from various sources and the high efficiency of the approach based on the metrics of completeness of data storage subsystems coverage (11 out of 11) and filtering false connections (there are only 2.5 connections of collections with neighbors on average, in the final graph).

Figure 1: Example graph.
2 Theoretical background and related work

2.1 Knowledge graphs and ontologies

Despite the intensive development of the region, there is no commonly accepted definition of the term "graph knowledge" [Hogan et al., 2021]. Most definitions note that this is a graph representation of real-world objects and their relationships. In general, the knowledge graph includes two components: data and a schema.

Data in the knowledge graph is represented as triplets: < subject, predicate, object>. A subject can only be an entity and acts on an object through some predicate (relation). An object in a triplet can be either an entity or an attribute (literal). In the first case, the predicate is called an object predicate, and in the second case, it is called a literal predicate.

To add semantics to the accumulated data, the knowledge graph is supplemented with an ontology. An ontology represents the schema of data and its semantics. An ontology consists of classes (entity types) and relationships (edge types). The ontology also contains axioms about classes (TBox, terminology box) and relations (RBox, relation box). Axioms about classes allow you to define a hierarchy of classes (equivalence and subordination relations). Axioms about relations allow you to define the hierarchy of relations, as well as properties such as transitivity, reflexivity, symmetry, incompatibility, and so on.

Object classes and literal types define the domain space of predicate definitions and values. It is the set of classes to which a subject can belong in a triplet with a given predicate. Value domain is a set of classes or literal types that a triplet object can belong to.

ABox (assertion box) contains instances (entities) classes and relationships, i.e. nodes and edges. An ABox can also include a statement about the equivalence of entities.

Most ontology description languages are based on mathematical logics. The more expressive the logic, the higher the algorithmic complexity. Among the widely used languages for describing ontologies, we can distinguish RDF, RDFS, OWL 1, OWL 2. The latter also has several profiles that have different levels of expressiveness.

The features of TBox and RBox determine the expressiveness of an ontological language. Moreover, the expressiveness of the language depends on the ability to create composite (complex) classes. Composite classes can be described by expressions consisting of simple classes and relationships.

You can follow two paradigms while working with knowledge graphs: the "open world hypothesis" and the "closed world hypothesis". The first, Open World Assumption (OWA), assumes that the absence of information in the database does not mean that it is true or false. The second hypothesis, the Closed World Assumption (CWA), in contrast, sets a strict condition that all true information is stored in the database.

2.2 Integrating structured data into knowledge graphs

Two NoSQL databases are considered in [Curé et al., 2013]: document-oriented (MongoDB) and columnar (Cassandra). A "local" ontology is extracted from each database. Then, a common "global" ontology is constructed by comparing the classes of the two ontologies. The authors use a virtual approach to make queries to the resulting ontology. This approach implies that queries written in one language are translated into the languages of the used DBMS. The general scheme of the solution is shown in Figure 1.1.

To extract an ontology from data, the authors developed rules for converting JSON (MongoDB) documents to RDF:

- Each collection in the database is treated as a class.
- Each field in a document is a relation whose domain space is the document class.
- Fields with standard types (strings, numbers, boolean values) are converted to literal relations with the value range corresponding to the value type.
- If the field values are an array, then there are two possible options.
  - If IDs of other entities are listed in the array, then an object relation is added. The value domain of this relation is the classes of entities, whose IDs are listed in the array.
  - If an array contains enumeration values that have a finite set of possible values, then each such element of this array is considered as a class. An object relation is added whose value domain is the classes specified in the array.

Rules for converting JSON documents into an ontology are also proposed in papers [Abbes et al., 2015] Abbes and Gargouri, 2017]. The data source is the NoSQL database MongoDB:
• Each collection in the database is treated as a class.

• Each field in a document is a relation whose domain space is the document class.

• Fields with standard types (strings, numbers, boolean values) are converted to literal relations with the value range corresponding to the value type.

• If the field value is a nested object, then an object relation is created. The domain space of the relationship is the class of the current document. A new class is extracted from the nested object, and the field name is assigned to it. This class is defined as the value area of the selected relationship. The relationship name is formed from the field name and the "has" prefix.

• Similarly to item "d", transformation is also applied for "foreign keys" that are supported in MongoDB using the "DB Refs" mechanism. In this case, the value domain of the selected relationship is the document class that the field points to.

• If there are fields named "child" or "parent" that point to other documents, then subordination relationships are created, i.e. a class hierarchy.

• All field values are converted to entities.

• An axiom of equivalence (owl:equivalentClass) is added between two classes if the entities of these classes completely coincide. Otherwise, the incompatibility axiom is added (owl:disjointWith).

• For each object relation, an inverse relation is added, the value domain and domain space of which are equal to the value domain and domain space of the original relation, respectively. The relationship name is formed from the prefix "belongs_to" and the name of the original relationship without "has".

• For fields whose values are represented by an array, there are restrictions on the number of possible edges: owl:maxCardinality, owl:minCardinality, owl:cardinality.

An arbitrary file in JSON format is considered as the data source in [Sbai et al., 2019]. At the first stage, the class hierarchy is calculated. To do this, the authors analyze the field names of nested objects. The parent class is selected from two objects if some of their fields intersect. At the second stage, the authors apply the transformation rules:

• Each object in the JSON file is converted to a simple class.

• Fields with standard types (strings, numbers, boolean values) are converted to literal relations with the value range corresponding to the value type. The relationship name is formed from the "has" prefix, the field name, and the class name from the definition area.

• If the field value is a nested object, then an object relation is created. The domain space of the relationship definition is the class of the current document. A new class is extracted from the nested object, and the field name is assigned to it. This class is defined as the value area of the selected relationship. The relationship name is formed from the field name and the "has" prefix. The root object is named "Class1". Other objects that cannot be named are also referred to as "ClassN", where N is the class number.

### 2.3 Integrating unstructured data into knowledge graphs

Despite the fact that there is a lot of data that is stored in a format that has some structure, most of the information is presented in the form of arbitrary text. In this regard, it makes sense to extract facts directly from symbolic representations. Converting text into a knowledge graph can be divided into four stages.

#### 2.3.1 Preprocessing

Original text goes through standard procedures used in natural language processing:

• tokenization (highlighting individual words);

• automatic morphological markup (part-of-speech detection);

• building a dependency tree where leaf nodes contain individual words that form phrases or whole sentences;

• determining the meaning of a word.
2.3.2 Named Entity Recognition (NER)

Named entity recognition consists of identifying references to entities of a certain class (people, organizations, locations, etc.) in the text. There are several types of RICE. A number of solutions use lexical features (morphology, dependency tree) and reference books (lists of commonly-used names, countries, and businesses). Learning methods with a teacher [Lample et al., 2016] require preliminary data markup. Since the creation of the markup is a costly process, methods used procedure of bootstrapping [Gupta and Manning, 2014] [Nakashole et al., 2013] [Yogatama et al., 2015], which increases initially a small training sample. Learning methods with minimal teacher involvement [Ling and Weld, 2012] [Ren et al., 2015] using well-known entities of the knowledge graph as the initial training sample in order to identify similar entities in the text. Methods based on manual rules are also used [Chiticariu et al., 2018] [Kluegl et al., 2009]. Such methods are better controlled and their behavior is more predictable [Chiticariu et al., 2013].

The selected entities from the text must be linked to those that already exist in the knowledge graph. The task can be considered as a ranking, where each mention from the text is compared with all entities [Moro et al., 2014] [Wu et al., 2018]. The task is complicated by the fact that the reference may occur in different contexts, and also by the fact that one entity may be referred to differently in the text.

2.3.3 Extracting relationships

After recognizing entities, the search is performed for relationships that can be associated with these entities. A "closed configuration" implies that the set of relationships you are looking for is defined in advance. Methods of this class can be based on rules, use supervised learning [Roller et al., 2018], bootstrapping [Bunescu and Mooney, 2005] [Etzioni et al., 2004], training with minimal involvement of teachers [Smirnova and Cudré-Mauroux, 2018]. In an "open configuration", the set of relationships is not defined in advance, but is extracted entirely from the text. In this case, unsupervised learning is used.

The described division into stages is not strict. Some methods can perform part of the steps together in order to improve the quality of the result.

2.4 Ontology matching methods

Creating the most accurate and comprehensive knowledge base requires combining several different sources. However, the data in the sources may overlap, so the resulting graph will also contain duplicate information. Comparison of different graph knowledge consists in definition of the entities, which is one of the real-world object [Nentwig et al., 2017] [Sun et al., 2020] [Zhao et al., 2020].

The problem of identifying duplicates was initially solved for records in relational database tables. To map vertices, feature description made up of table fields is used. Having a set of matched pairs of vertices and their feature descriptions, you can train standard machine learning algorithms for the classification problem in the supervised learning. This approach can also be generalized to graphs by including attributes from adjacent vertices in the table.

Since checking all possible pairs of entities is a resource-intensive operation, a set of candidate entities from the target source is formed for each entity from the source source. This procedure is called blocking. The essence is to determine the most likely possible duplicates, the number of which is much smaller than the size of the entire set of entities. The similarity of records can be determined in various ways. The simplest and most widely used method is calculating the proximity of entity names. Framework Magellan [Konda et al., 2016] provides a set of tools for composing blocks and matching records using various machine learning algorithms (for example, decision trees, random forest, gradient boosting). DeepMatcher [Mudgal et al., 2018] allows to obtain higher quality mapping through the use of deep learning models.

3 Methodology

3.1 Preprocessing and filtering

Relational databases maintain relationships between tables using primary and foreign keys. The first one is the ID of a specific record in the table, and the second one indicates the ID of a record from another table. However, NoSQL databases either have no such mechanisms, or these mechanisms are rarely used by system developers due to the lack of a strict data schema. Moreover, it is often more convenient and efficient to store part of an external document as a nested object in the current document. This raises the problem of recognizing keys among document fields. The names of documents and their temporal component-fields that store dates are also important information in addition to keys.
Figure 2: Distribution of the nesting degree of objects (left); distribution of object types in all collections (right)

Algorithm 3.1 Keys, names and dates searching

```python
procedure FINDKEYS(document, find_primary)

primary_list ← ∅
foreign_list ← ∅
namer_list ← ∅
date_list ← ∅

for field in document do
    if find_primary and ((w ∈ W in field.name) or (field.value is hash)) then
        primary_list ← primary_list ∪ { field}
    else
        f, n, d ← EXPLOREEMBEDDED(field)
        foreign_list ← foreign_list ∪ f
        name_list ← name_list ∪ n
        date_list ← date_list ∪ d

if find_primary and len(primary_list) > 0 then
    primary_key ← choose field from primary_list, such that field.name w ∈ W (according to the priority)
    foreign_list ← foreign_list \ primary_list \ primary_key

if find_primary and len(primary_list) = 0 then
    primary_key ← try to find field in foreign_list, such that field.name includes w ∈ W (according to the priority)
    foreign_list ← foreign_list \ primary_key

if find_primary and KEYismancomPsite(primary_key) then
    field.IdType = COMPOSITE

if find-primary and KEYismanmultiRef(PRIMARY_KEY) then
    field.IDType = MANY

return primary_key, foreign_list, name_list, date_list
```

In the MongoDB database, documents are divided into collections. We define the schema of a collection based on its first non-empty document. Each field in the document has a name and value. To identify the key by the field name, an ordered set of keywords (for example, "Id", "uid", etc.), whose order means that the word takes precedence over others is introduced. The proposed method recursively traverses the document using algorithm 3.1 which accepts the document as input and checks all fields for belonging to the primary / foreign key, name or date. An auxiliary algorithm has been developed for processing nested objects and arrays 3.2. To solve the problem, it is necessary to determine whether the key is composite or multiple (it refers to several documents at once). An algorithms 3.3 and 3.4 have been developed for this purpose, respectively.

The developed method is tested on all collections of the provided data. As you can see in Figure XX, the primary key was extracted for most collections. Moreover, the portion of "covered" collections for each source (collection set) is close to one. However, most of the extracted keys are integers (Figure XX).

Figure XX shows the distribution of extracted foreign keys by type. In this case, composite keys, represented by two-element arrays (e.g., [815, “John Smith”]), and multiple keys, e.g. on several papers (e.g. [“5f7a9de6f6f4d1c8ca390e0”, “5f7a0d1d6f4d1c8ca390ec”]) are more common. As long as different collections can
Algorithm 3.2 Keys, names and dates searching in embedded documents

```plaintext
1: procedure PROCESSEMBEDDED(field)
2:   foreign_list ← ∅
3:   name_list ← ∅
4:   date_list ← ∅
5:   if ((w ∈ W in field.name) or (field.value is hash)) then
6:     foreign_list ← foreign_list ∪ { field}
7:   else if field.name = 'name' then
8:     name_list ← name_list ∪ { field}
9:   else if field.value can be converted to the date then
10:   date_list ← date_list ∪ { field}
11:   else if field.value is an array then
12:     if KEYSCOMPOSITE(field.value) then
13:       return { field.value}, name_list, date_list
14:     field.IdType = MANY
15:   return { field.value}, name_list, date_list
16:   for element in field.value do
17:     f, n, d ← PROCESSEMBEDDED(element)
18:     foreign_list ← foreign_list ∪ f
19:     name_list ← name_list ∪ n
20:     date_list ← date_list ∪ d
21:   else if field is embedded document then
22:     p, f, n, d ← FINDKEYS(field, False)
23:     foreign_list ← foreign_list ∪ f
24:     name_list ← name_list ∪ n
25:     date_list ← date_list ∪ d
26:   return foreign_list, name_list, date_list
```

Algorithm 3.3 Composite key determination

```plaintext
1: procedure KEYSCOMPOSITE(array)
2:   if len(array) = 2 and (elements do not contain documents or arrays) and (array[0] is integer) and (array contains at least one string value) then
3:     return True
4:   return False
```

have the same fields, the distribution of unique keys is analysed (figure XX). In this aspect, the fraction of numeric, string, and boolean values increases and becomes closer to the fraction of composite keys and arrays.

### 3.2 Finding links between sources

#### 3.2.1 Search

The problem of finding links between sources is solved by searching for common identifiers among pairwise intersections of all collections. However, the difficulty lies in the fact that a large number of identifiers are not unique.

A typical example to illustrate this situation is data uploaded from a PostgreSQL-based database without additional metadata. In this case, identifiers are integer keys with a starting point at 0. In this case, a large number of false matches occur. A similar scenario is possible for other sources if the identifiers are names or other short string literals.

To solve this problem, it was proposed to construct a metric based on data on key intersections. Several options were suggested:

\[
N(U, V) = |U \cap V| \quad (1)
\]

\[
J(U, V) = \frac{|U \cap V|}{|U \cup V|} \quad (2)
\]
**Algorithm 3.4** Multiple key determination

1: procedure KEYSMULTIREference(array)
2:    if len(array) > 0 and (all elements are hash-sum) then
3:       return True
4:    return False

---

**Figure 3:** Distribution of the number of elements in the intersection of collections.

\[
I(U, V) = \frac{|U \cap V|}{\min(|U|, |V|)}
\]  

\[
PMI(U, V) = \log \left( \frac{p(U, V)}{p(U)p(V)} \right)
\]

The first option is simply the number of intersections between the sets of keys contained in the \(U\) and \(V\) collections. However, this metric is difficult to use for filtering, as the number of intersections can vary greatly between pairs of collections. An exception is the use of the criterion \(N(U, V) > 1\), since the use of relationships does not make sense when traversing only one key. At the same time, as you can see in Figure 3, such intersections significantly exceed all others, so it is advisable to use such a simple criterion.

The second option is a Jaccard coefficient. The third option is designed to solve the problem of a low value of Jaccard coefficient in the case of a connection between a collection with high and low cardinality.

The fourth option is a modified point mutual information between the sets \(U\) and \(V\). In this case, the probabilities of choosing a given pair of collections with the key \(z\) are used, expressed in counting the number of collections with the key \(z\). This approach reduces the impact of very frequent keys that occur in a large number of collections, such as "0".

### 3.2.2 Filtering

To compare the presented metrics, the following criterion was used: multiple intersections were filtered for each of the metrics and the dependence of the number of vertices on the number of edges for each filtration was constructed. Then the following assumptions were used:

- All collections must be connected to at least one neighboring collection. Reducing the number of vertices during filtering means that real links are cut off incorrectly.
- For an ideal metric, the condition \(M(x, y) < M(i, j)\) holds for all \(x, y, i, j\), where the pair \((x, y)\) represents a real relationship, and the pairs \((i, j)\) are false – positive.

In this case, it is reasonable to expect that the "ideal" filtering criterion allows you to reduce the number of edges without reducing the number of vertices.
3.3 Entities integration

Different collections may contain information from different sources/tables of any DBMS, but at the same time two different collections can describe properties or events of the same entity. Also, two different collections can represent the same information if these collections are built on different versions of the same database. Here we describe the developed method of combining such collections in entities in order to make the graph more compact and more informative.

Using the algorithm for finding links between sources and identified primary keys in these sources, we can construct a matrix $A \in \mathbb{R}^{n \times n}$, where $n$ is the number of collections, and the $A_{ij}$ occurrence of $A$ is the maximum metric value of the intersection of a pair of primary keys between $i$-th and $j$-th sources. The degree of coverage of one set by another, or more formally ($I(U, V)$), is used as a metric. Thus, if one set of keys is completely included in the other for the collection pair $i$ and $j$, then the metric value will be equal to one, and $A_{ij} = 1$. If this value exceeds a pre-defined threshold, then the collections $i$ and $j$ are linked into a single entity. To solve the problem, we will consider the membership of one entity to be transitive, and since the matrix $A$ is symmetric, it can be considered as an adjacency matrix for an undirected graph of collections with $n$ vertices. By reducing the matrix values to zero that do not exceed the specified metric threshold, the problem of combining collections is essentially reduced to searching of connected components of the graph.

All connected components can be found using the breadth-first search traversal algorithm (BFS) for each vertex, excluding previously added ones. Thus, an entity is represented by a set of its own collections, as well as a name generated based on the names of these collections. This approach allows you to incrementally add new collections to the data model – just calculate which collections the new primary keys intersect with, and then add new vertices to the corresponding connected components. It should be noted that in this case, some components can be connected via a new collection, but combining the graph components is a trivial task, which does not introduce additional costs to the algorithm.

The dependencies of the number of entities (connected components) and the average size of entities on the threshold of the metric value are shown in Figure 5.
Figure 5: Dependencies of the number of connected components (a) and the average size of the connected component (b) on the metric threshold.

Figure 6: Data flow diagram. Red arrows indicate the main data stream, blue indicates the statistical data stream, and orange indicates parameters passed to software components.

4 Framework architecture

This section describes the software architecture of the methods and algorithms developed as a result of research. This architecture takes into account the sequence of execution of the developed components, and also describes the input and output data streams. Figure 6.1 shows a data flow diagram. The main input data for the operation of the developed software is the configuration file, as well as the external DBMS of the organization whose data needs to be processed. In the following sections, each component will be considered separately.

This component is the main input point of the developed software and is responsible for the mode of operation of other components. Configurations can be divided into three parts:

- authorization parameters for external sources: contains descriptions of the protocols used, URIs, and information required to confirm access rights to the target DBMS.
- hyper-parameters of the developed methods and algorithms.
- parameters for the output data content and format.

The configuration file is described in YAML format with a top-level division into three logical parts.

**Data Source Adapter** This component provides work with external DBMSs of the organization, provides other components with a single abstract interface for reading and processing data without binding to the specifics of the external DBMS. It accepts information about the protocol used and the data required for authorization as source data.

**Abstract Collection Linker**
This component provides uploading and primary processing of data from the organization’s external DBMS using an abstract interface provided by the data source adapter. Primary data processing is performed using the method of filtering and preprocessing partially structured data (item 3). As a result, abstract collections that contain meta-information about the nature and structure of the source data are formed. The graph will be formed based on these collections. Additionally, this component collects global statistical characteristics of the organization’s source data, which are necessary for building results or working of algorithms at subsequent stages of data processing, and transmits them to the statistics collection component.

**Statistics Collector**

This component provides collection and storage of global statistics necessary for the correct operation of the developed methods and algorithms, as well as for enriching the results with descriptive statistics and building analytics.

**Relationship Constructor**

This component is responsible for finding the relationship between abstract collections. Hyper-parameters of abstract collections and distribution of occurrence of unique identifiers (provided by statistics collector) are used as the input. The basis of this component is an algorithm of searching links between sources based on the data with any structure (**). The result of the work of this component is a graph whose nodes are abstract collections, and edges are facts of relations\intersections between the collections.

**Entity Constructor**

This component is responsible for combining abstract collections in an entity******. hyperparameters and a graph of abstract collections are passed as input data. This component is based on the algorithm for combining collections in an entity (item 5). The result of this component is a graph where nodes are entities (combined collections), and edges are relations between them.

**Result Handler**

This component generates results in the form of an output file, in accordance with the configuration passed to the input. This component provides the ability to upload a mapping of field ownership in the source data structure to entities, as well as the history of changes in attributes of identified entities. This component is based on the "factory" design pattern, which allows you to safely change the format of the output file and the structure of the received data.

**5 Experimental setup**

The source data was provided by the customer as authorized access to the MongoDB document-oriented DBMS. Instead of tables, it stores collections – sets of documents, in turn, a document, unlike a record, can represent a complex nested structure of various data sets. A distinctive feature of this DBMS is the absence of any relationships between documents in collections, as well as its ability to store documents with different structures within the same collection, which complicates offline search for relationships.

Data is a set of collections, each of which contains a set of records from some source. A collection consists of a set of documents, each of which contains a record from a specific source, with its meta-information, such as the recording time, source, etc., while the main data of the record is located in the data field. There is also a collection that stores information about all collections, from which you can understand, what collections exist and how to access them.

In total, the data contains 895 collections, among which 894 contain at least one document. The distribution of the number of documents in collections is shown in Figure 2.1.1. In this distribution Q, Q1=7, Q2=40Q3, Q3=346, where QX is the corresponding quartile. In total, all collections contain 13584675 documents. In this case, the data field is of primary interest and is non-empty in 12928927 cases (95.17%).

Each document in the collection contains information about a record of some source and its contents. The recording information is the recording time, source version, and other meta information, while the content is contained in the data field. The data field, in turn, is a json document that also contains fields that can be nested objects. The distribution of the degree of nesting of objects is shown in Figure . In turn, each object is either an array, or, if the object is a terminal node, a string, number, or other basic type. The distribution of node object types is shown in Figure 3.

In the course of exploratory data analysis, the distributions of the number of documents in collections, the degree of nesting of fields, and basic data types were considered. Data does not have a uniform structure, and the structure may vary from collection to collection. Moreover, the data structure may differ within the same collection, since the DBMS allows you to write objects of any type. Working with such data is also complicated by the fact that objects can be
nested, as well as by the fact that about 29% of the fields are not filled in. Also, collections are heterogeneous in terms of the number of documents in them, which potentially complicates their linking.

6 Results

When analyzing the source data, it was revealed that the data warehouse consists of 11 subsystems that contain 872 non-empty collections. After grouping collections with the same models and accounting for versioning, 430 collections were obtained. As a result of performing the procedures described in paragraphs 3-6, two graphs were constructed: 1) collection graph; 2) clustered graph (entity graph). Their characteristics are shown in Table 1.

We can draw the following conclusions: both graphs are sparse, which correctly reflects the fact that the collection, as a rule, is connected only with a small number of other collections; a high modularity coefficient indicates that clusters representing different areas of activity can be distinguished.

However, you can see that most collections are entities, and only a few entities are the product of combining many collections. This fact is illustrated by the distribution of the number of collections in entities (Figure 7.1).

It can be concluded that the resulting graphs link all 11 information systems of the customer. This is illustrated in Figure 7.2, which shows the number of edges between different subsystems. You can see that although the connectivity within a subsystem is higher, there are connections with other subsystems for each of them. Clustering the graph (on the right) reduces the noise of connections, making the structure more explicit.

Thus, as a result of the work, the task of constructing a domain-specific knowledge graph based on customer data was completed, and it covered all 11 subsystems of data storage, while remaining very sparse – there are only 2.5 connections on average.

7 Discussion and conclusion

We developed a method for filtering and preprocessing of partially structured data, and aggregating it into data structures, taking into account the possibility of changing the set of sources and their fields over time. We developed an algorithm for finding links between sources based on data with an arbitrary structure in automatic mode and a method for integrating structured and partially structured data into graphs, where nodes are tables or collections of source databases, and edges reflect the fact of relationships/intersections between data entities of tables/collections. Based on the proposed methodology and algorithms, a software library for automatic profiling and building an organization’s knowledge graph in Python 3.9 was implemented. The developed library was tested on customer data, which showed the applicability of the developed approach for building a knowledge graph based on partially structured data from various sources and high efficiency in terms of completeness of data storage subsystems coverage (11 out of 11) and filtering false connections (in the final graph, there are only 2.5 connections of collections with neighbors on average). Thus, in the course of the work, the goal was achieved – the development of methods and algorithms for automatically compiling and enriching a domain-specific knowledge graph based on intelligent profiling of partially structured industrial data.
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