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ABSTRACT

In this paper, we leverage the human perceiving process, that involves vision and language interaction, to generate a coherent paragraph description of untrimmed videos. We propose vision-language (VL) features consisting of two modalities, i.e., (i) vision modality to capture global visual content of the entire scene and (ii) language modality to extract scene elements description of both human and non-human objects (e.g. animals, vehicles, etc), visual and non-visual elements (e.g. relations, activities, etc). Furthermore, we propose to train our proposed VLCap under a contrastive learning VL loss. The experiments and ablation studies on ActivityNet Captions and YouCookII datasets show that our VLCap outperforms existing SOTA methods on both accuracy and diversity metrics. Source code: https://github.com/UARK-AICV/VLCAP

Index Terms— Contrastive Learning, Video Captioning, Vision, Language

1. INTRODUCTION

Video paragraph captioning (VPC) aims to generate a paragraph description of untrimmed videos with several temporal event locations in a coherent storytelling. VPC can be considered as a simplified version of dense video captioning by eliminating the requirements for generating event proposals. VPC takes a video with its corresponding event proposals as the input and returns a coherent paragraph as the output. A typical VPC contains two components corresponding to (i) feature extraction to encode each event into a feature and (ii) caption generation to decode features into a list of sentences. An essential requirement of VPC is maintaining the intra-event coherence between words within a sentence describing an event and inter-event coherence between sentences within a paragraph describing an entire video.

Zhou, et al. [4] first leveraged the success of Transformer [5] to dress VPC task, known as Vanilla Transformer VPC. In their approach, intra-event coherence is decoded by a Transformer but there is no mechanism to model the inter-event coherence i.e., each event is decoded individually. Later, [6] tackled this limitation and proposed MFT by utilizing LSTM [7]. In MFT, the last hidden state of the current sentence is used as an initial hidden state for the next sentence. However, the coherence between sentences in MFT is ill-favored, facing the gradient vanishing problem [8] and unable to model long-term dependencies [9]. Being inspired by the recent transformer language model, Transformer-XL [1], which is able to resolve context fragmentation for language modeling, [2] proposed MART. While Transformer-XL directly uses hidden states from previous segments, MART is designed as a unified encoder-decoder to prevent overfitting and reduce memory usage.

Clearly, to understand and describe a video, we not only observe the entire scene but also pay attention to both element scenes such as human and non-human objects (e.g., vehicles, animals, tools, etc.), visual and non-visual elements (e.g., actions, relations, etc). Furthermore, vision and language are two primary capabilities of humans language influences basic perceptual processing [10]. However, most of the existing VPC
approaches [4, 11, 1, 12, 13] decode caption description by applying a backbone, e.g. C3D [14], I3D [15], 2Stream [16, 17], or Slowfast [18] to extract global visual information of the entire scene. By doing that, they ignore the interaction between the entire scene and relevant elements as well as disregard the fact that language and perception are two central cognitive systems.

In this paper, we propose a multi-modal VL representation consisting of the global visual feature of the entire scene and linguistics relevant scene elements. While maximum likelihood estimation (MLE) is the most widely used loss function for supervised learning VPC, it does not guarantee that the learnt latent features represent the groundtruth captions. In this paper, we leverage contrastive learning [19, 20] and propose VL Loss, which consists of two terms corresponding to captioning loss ($L_{\text{cap.}}$) and a contrastive contextual loss ($L_{vl}$). The network comparison between our proposed VLCap with other existing VPC networks is shown in Fig. 1.

## 2. PROPOSED METHOD

Our proposed VLCap is designed as a unified encoder-decoder architecture and contains two main modules, i.e., VLCap Encoder and VLCap Decoder. Both modules are trained in an end-to-end framework by our proposed VL loss function. The entire architecture of VLCap is shown in Fig. 2.

In this section, we first introduce all notations and VPC problem formulation as follows: Given an untrimmed video $V = \{v_i\}_{i=1}^{|V|}$, where $|V|$ is the number of frames, and a list of its important events $E = \{e_i = (e_i^s, e_i^e)\}_{i=1}^{|E|}$, where $|E|$ is the number of events within a video and event $e_i$ is defined by a pair of beginning and ending timestamps $(e_i^s, e_i^e)$. Our objective is to generate a coherent paragraph $P = \{s_i\}_{i=1}^{|P|}$ that describes the whole video $V$. In this setup, a sentence $s_i$ aims to describe its corresponding event $e_i$. We use notation $e = (e^s, e^e)$ to denote an event and it is presented by a sequence of frames $V_e = \{v_i\}_{e^s \leq i \leq e^e}$.

### 2.1. VLCap Encoder

This module aims to extract VL feature $f^{VL}_i$ given an event $e_i$, presented by a sequence of frames $V_e$. Follow the standard setup [4, 11, 1, 12, 13], we divide $V_e$ into $L$ snippets, $\{S_i\}_{i=1}^L$, each snippet $S_i$ consists of $\delta$ consecutive frames, where $L = \lceil \frac{|V_e|}{\delta} \rceil$ and $|V_e|$ is the number of frames in $V_e$. VLCap Encoder processes a snippet $S_i$ to extract $f^{VL}_i$. As a result, VLCap Encoder processes the event $e$ to extract feature $f^{VL} = \{f^{VL}_i\}_{i=1}^L$ as shown in the Fig.2 (left). The VLCap Encoder contains three modalities as follows:

**i. Vision Modality** This modality aims to extract visual content by applying a C3D network [14] into snippet $S_i$. The output feature map of C3D network $\phi$ is processed by average pooling to reduce the entire spatial dimension followed by channel multilayer perceptron (MLP). As a result, each snippet $S_i$ is represented by a feature $f^V_i$.

**ii. Language Modality** This modality aims to extract element-level linguistic details of each snippet $S_i$. We leverage the success of recent works [24, 25] which have proved the effectiveness of feature representation learned via Contrastive Language-Image Pre-training (CLIP) [26]. Given a snippet $S_i$, the linguistic feature $f^L_i$ is extracted by the following steps: (i) - Word embedding: We construct a vocabulary $W = \{w_1, \ldots, w_N\}$ using the groundtruth captions from training dataset. Each word $w_i \in W$ is encoded by a Transformer network [5] into a text feature $f^w_i$. We then project feature...
Table 2. Performance comparison of VLCap with other SOTA models on ActivityNet Captions ae-val. † denotes results by us.

| Methods            | Year       | Input                  | B@4↑ | M↑ | C↑ | R↑ | Div@2↑ | R@4↓ |
|--------------------|------------|------------------------|------|----|----|----|--------|------|
| Vanilla Transformer [4] | CVPR2018   | Res200 + Flow          | 9.75 | 15.64 | 22.16 | 28.90† | 77.40 | 7.79   |
| AdvIn [11]        | CVPR2019   | C3D + Object           | 10.04 | 16.60 | 20.97 | –    | –      | 5.76   |
| GVD [12]          | CVPR2019   | Res200 + Flow + Object | 11.04 | 15.71 | 21.95 | –    | –      | 8.76   |
| Transformer-XL [1] | ACL2019    | Res200 + Flow          | 10.39 | 15.09 | 21.67 | 30.18† | 75.96† | 8.54   |
| Transformer-XLRG [2] | ACL2020    | Res200 + Flow          | 10.17 | 14.77 | 20.40 | –    | –      | 8.85   |
| MART [2]          | ACL2020    | Res200 + Flow          | 10.33 | 15.68 | 23.42 | 30.32† | 75.71† | 5.18   |
| PDVC [13]         | ICCV2021   | C3D + Flow             | 11.80 | 15.93 | 27.27 | –    | –      | –      |
| **VLCap (ours)**  | –          | C3D + Language         | **14.00** | **17.78** | **32.58** | **36.37** | **78.01** | **4.42** |

Table 3. Performance comparison of VLCap with other SOTA models on ActivityNet Captions ae-test. † denotes results by us.

| Methods            | Year       | Input                  | B@4↑ | M↑ | C↑ | R↑ | Div@2↑ | R@4↓ |
|--------------------|------------|------------------------|------|----|----|----|--------|------|
| Vanilla Transformer [4] | CVPR2018   | Res200 + Flow          | 9.31 | 15.54 | 21.33 | 28.98† | 77.29† | 7.45   |
| Transformer-XL [1] | ACL2019    | Res200 + Flow          | 10.25 | 14.91 | 21.71 | 30.25† | 76.17† | 8.79   |
| Transformer-XLRG [2] | ACL2020    | Res200 + Flow          | 10.07 | 14.58 | 20.34 | –    | –      | 9.37   |
| MART [2]          | ACL2020    | Res200 + Flow          | 9.78  | 15.57 | 22.16 | 30.85† | 75.69† | 5.44   |
| MART w/ COOT [23] | NIPS2020   | COOT                   | 10.85 | 15.99 | 28.19 | –    | –      | 6.64   |
| **VLCap (ours)**  | –          | C3D + Language         | **13.38** | **17.48** | **31.29** | **35.99** | **78.29** | **4.18** |

Table 4. Performance comparison of VLCap with other SOTA models on YouCookII validation set.

| Methods            | Year       | Input                  | B@4↑ | M↑ | C↑ | R↑ | Div@2↑ | R@4↓ |
|--------------------|------------|------------------------|------|----|----|----|--------|------|
| Vanilla Transformer [4] | CVPR2018   | Res200 + Flow          | 4.38 | 11.55 | 38.00 | –    | –      | –     |
| GPaS [28]         | IEEE-TM2020| Res200                 | 1.64 | 12.20 | 41.44 | 27.98 | –      | –     |
| MART [2]          | ACL2020    | Res200 + Flow          | 8.00  | 15.90 | 35.74 | –    | –      | **4.39** |
| MART w/ COOT [23] | NIPS 2020  | COOT                   | 9.44  | **18.17** | 46.06 | –    | –      | 6.30   |
| **VLCap (ours)**  | –          | C3D + Language         | **9.56** | **17.95** | **49.41** | **38.17** | **67.97** | **5.16** |
2.3. VL Loss

Maximum likelihood estimation (MLE) loss, which is trained to increase the likelihood between predicted captions and groundtruth, is the most common in VPC. However, it is unable to address the question of how well the learnt latent features represent the groundtruth captions. In this paper, we proposed Visual-Linguistic (VL) Loss, which tackles the aforementioned concerns while maintaining the likelihood between predicted caption and groundtruth. Particularly, we leverage the recent advantages of constructive learning to propose $\mathcal{L}_{vl}$ to pull all snippets of the same event and push snippets of different events. Let consider a set of $N$ events $\{e_i\}_{i=1}^N$, each event $e_i$ consists of $L$ snippets $\{S_i\}_{i=1}^L$. Each event $e_i$ has its corresponding groundtruth caption $c$, which is then presented as $f^T$ by the pretrained Text Transformer from CLIP [26]. Apply our proposed VLCap network into $e_i$, we obtain the event embeddings $F_i$ which is then processed as a vector $f_i = \text{mean}(F_i)$. $\mathcal{L}_{vl}$ is computed as follows:

$$\mathcal{L}_{vl} = -\sum_{i,j=1}^{N} \mathbb{1}_{i \neq j} \log e^{\rho(f_i \cdot f_j^T)} + \log (1 - e^{\rho(f_i \cdot f_j^T)})$$

where $\rho$ is a learnable temperature parameter, which is initialized to $\log(1/0.07)$, to prevent scaling of the dot product and reduce training instability.

Our VL loss $\mathcal{L}_{VL}$ consists of two terms corresponding to caption-caption loss ($\mathcal{L}_{MLE}$) and a vision-language loss ($\mathcal{L}_{vl}$) as follows:

$$\mathcal{L}_{VL} = \mathcal{L}_{MLE} + \mathcal{L}_{vl}$$

3. EXPERIMENTS

3.1. Datasets, Metrics and Implementation Details

We benchmark our VLCap on two popular VPC datasets, YouCookII [22] and ActivityNet Captions [21]. Information of these datasets are summarized in Table 1. We follow the previous works [2] to split the original validation set into two subsets: ae-val with 2,460 videos for validation and ae-test with 2,457 videos for test.

We benchmark VLCap on four standard accuracy metrics, i.e., BLEU@4 (B@4) [30], METEOR (M) [31], CIDEr (C) [32], ROUGE (R) [33] and two diversity metrics i.e., 2-gram diversity (Div@2) [34] and 4-gram repetition (R@4) [6].

Adam optimizer was used to train our VLCap with an initial learning rate of 1e-4, $\beta_1 = 0.9$, $\beta_2 = 0.999$, $L_2$ weight decay of 0.01, and learning rate warm up over the first 5 epochs. During the training, we use the label smoothing with a value of 0.1 and $\lambda = 0.1$.

3.2. Performance and Comparison

Tables 2, 3 report the performance comparison on ActivityNet Captions corresponding to ae-val and ae-test sets whereas Table 4 shows the performance comparison on YouCookII validation set. In each table, we highlight the best and the second-best with **bold** and underline. On YouCookII, VLCap obtains the best performance on B@4, C and R metrics whereas it gains compatible on other metrics. On ActivityNet Captions, VLCap obtains the best performance with large gaps on both accuracy metrics and diversity metrics compared to the second-best score. Take ActivityNet Captions as an example, corresponding to ae-val and ae-test sets, our VLCap gains (2.2%/1.18%/5.31%/6.05%) and (2.53%/1.49%/3.10%/5.14%) higher on BLEU@4/METEOR/CIDEr/ROUGE metrics while improves (0.61%) and (1.0%) on Div@2 as well as reduces (0.31%) and (1.26%) on R@4 compare to the second-best achievement.

To evaluate the effectiveness of our proposed VL feature as well as VL loss, we conduct ablation studies as shown in Table 5. The capability of the proposed VL loss ($\mathcal{L}_{VL}$) is shown in comparisons between Exp.#1 v.s #2 and Exp.#3 v.s #4 where we compare between VL loss and MLE loss. The advantage of the proposed VL feature is shown in comparisons between Exp.#1 v.s #3 and Exp.#2 v.s #4 where we compare between vision feature (i.e. C3D) and VL feature. Both of our proposed VL feature and VL loss contribute in improving the accuracy and diversity metrics.

4. CONCLUSION

In this work, we present a novel VLCap network for video paragraph captioning. Our VLCap network is trained in an end-to-end framework with a two-fold contribution: (i) VL feature, which extracts the global visual features of the entire scene and local linguistics feature of scene elements; and (ii) VL loss, which is trained by a constrastive learning mechanism. In VLCap network, the intra-event coherence is learnt by a Transformer whereas the inter-event coherence is modeled by GRU-like memory. Comprehensive experiments and ablation studies on ActivityNet Captions and YouCookII datasets demonstrate the effectiveness of our VLCap, which outperforms the existing SOTA approaches on both accuracy (BLEU@4, METEOR, CIDEr, ROUGE) and diversity (Div@2, R@4) metrics.

---

Table 5: Ablation study on the contribution of the proposed VL feature and VL loss $\mathcal{L}_{VL}$ on ActivityNet Captions dataset.

| Exp. | Vision | Lang | $\mathcal{L}_{MLE}$ | $\mathcal{L}_{VL}$ | ae-test  | ae-test  | ae-val  | ae-val  |
|------|--------|------|---------------------|---------------------|---------|---------|---------|---------|
|      |        |      |                     |                     | B@4↑    | M↑      | C↑      | R↑      |
| #1   | ✓      | ×     | ✓                   | ✓                   | 11.10   | 13.72   | 27.88   | 31.75   |
| #2   | ✓      | ×     | ✓                   | ✓                   | 11.17   | 16.27   | 30.22   | 31.72   |
| #3   | ✓      | ✓     | ×                   | ✓                   | 13.56   | 17.42   | 30.10   | 35.78   |
| #4   | ✓      | ✓     | ✓                   | ✓                   | 13.38   | 17.48   | 31.29   | 35.99   |
|      |        |      |                     |                     | 78.29   | 4.18    | 78.01   | 4.42    |

---
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