A warning machine learning algorithm for early knee osteoarthritis structural progressor patient screening
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Abstract

Aim: In osteoarthritis (OA) there is a need for automated screening systems for early detection of structural progressors. We built a comprehensive machine learning (ML) model that bridges major OA risk factors and serum levels of adipokines/related inflammatory factors at baseline for early prediction of at-risk knee OA patient structural progressors over time.

Methods: The patient- and gender-based model development used baseline serum levels of six adipokines, three related inflammatory factors and their ratios (36), as well as major OA risk factors [age and bone mass index (BMI)]. Subjects (677) were selected from the Osteoarthritis Initiative (OAI) progression subcohort. The probability values of being structural progressors (PVBSP) were generated using our previously published prediction model, including five baseline structural features of the knee, i.e. two X-rays and three magnetic resonance imaging variables. To identify the most important variables amongst the 47 studied in relation to PVBSP, we employed the ML feature classification methodology. Among five supervised ML algorithms, the support vector machine (SVM) demonstrated the best accuracy and use for gender-based classifiers development. Performance and sensitivity of the models were assessed. A reproducibility analysis was performed with clinical trial OA patients.

Results: Feature selections revealed that the combination of age, BMI, and the ratios CRP/MCP-1 and leptin/CRP are the most important variables in predicting OA structural progressors in both genders. Classification accuracies for both genders in the testing stage (OAI) were >80%, with the highest sensitivity of CRP/MCP-1. Reproducibility analysis showed an accuracy ≥92%; the ratio CRP/MCP-1 demonstrated the highest sensitivity in women and leptin/CRP in men.

Conclusion: This is the first time that such a framework was built for predicting knee OA structural progressors. Using this automated ML patient- and gender-based model, early prediction of knee structural OA progression can be performed with high accuracy using only three baseline serum biomarkers and two risk factors.
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Plain language summary

Machine learning model for early knee osteoarthritis structural progression

Knee osteoarthritis is a well-known debilitating disease leading to reduced mobility and quality of life – the main causes of chronic invalidity. Disease evolution can be slow and span many years; however, for some individuals, the progression/evolution can be fast. Current treatments are only symptomatic and conventional diagnosis of
osteoarthritis is not very effective in early identification of patients who will progress rapidly. To improve therapeutic approaches, we need a robust prediction model to stratify osteoarthritis patients at an early stage according to risk of joint structure disease progression.

We hypothesize that a prediction model using a machine learning system would enable such an early identification of individuals for whom osteoarthritis knee structure will degrade rapidly. Data were from the Osteoarthritis Initiative, a National Institute of Health (United States) databank, and the robustness and generalizability of the developed model was further evaluated using osteoarthritis patients from an external cohort. Using the supervised machine learning system (support vector machine), we developed an automated patient- and gender-based model enabling an early clinical prognosis for individuals at high risk of structural progressive osteoarthritis. In brief, this model employed at baseline (when the subject sees a physician) easily obtained features consisting of the two main osteoarthritis risk factors, age and bone mass index (BMI), in addition to the serum levels of three molecules. Two of these molecules belong to a family of factors names adipokines and one to a related inflammatory factor. In brief, the model comprising a combination of age, BMI, and the ratios CRP/MCP-1 and leptin/CRP were found very robust for both genders, and the high accuracy persists when tested with an external cohort conferring the gender-based model generalizability. This study offers a new automated system for identifying early knee osteoarthritis structural progressors, which will significantly improve clinical prognosis with real time patient monitoring.

Introduction

Osteoarthritis (OA), a slowly progressive disease with joint structural change, is amongst the most prevalent chronic musculoskeletal diseases. Its clinical burden is considerable and includes pain, functional limitations, and multimorbidity. Although early proactive management is essential for OA patients in which the disease will progress rapidly, validated early-stage diagnosis is unavailable at present.

To assess the burden of OA on an individual basis and to accurately monitor and manage the course of the disease, it is important to improve our knowledge and identify early predictors of the structural progression of this disease. This will lead to precision medicine ensuring “the right treatment at the right time”, a key strategy for customized and more efficient therapies. Currently, in clinical practice, the progression of OA relies mainly on clinical judgment, often combined with imaging examinations (usually X-ray images). However, these approaches quite often show a discrepancy between patient symptoms and the extent of joint structural changes, limiting prediction of disease progression at an early stage. There is therefore an obvious need for more specific means that not only efficiently predict the structural progression of the disease at an early stage, but also easily allow individualized risk assessment for use in clinical practice.

The understanding of OA processes has led to the search of molecules/factors that could be used as biochemical markers. Biomarkers offer an interesting alternative means to chart the early progression of this disease. During the last few decades, researchers have looked at serum/urinary levels of several biomarkers for an early diagnosis, monitoring and/or prediction of the course of the disease. Yet, none have been shown to be sufficiently specific or sensitive.

Recently, adipokines have prompted much interest as biomarkers for OA. This family of factors have demonstrated potent modulatory properties on different effector cells in the pathogenesis of OA and have been considered key players in the network of mediators involved in the progression of the disease. The main sources of adipokines are the infrapatellar fat pad (IPFP) and adipocytes, but they are also synthesized by many cells in the joint microenvironment. Although there has been work looking at the association of adipokines with knee structural degeneration, there are differing data in the literature when individual adipokine
members are studied. An explanation may be the different experimental conditions and patient populations used among studies. However, it also could also be due to the fact that a given adipokine may not reflect a comprehensive and effective evaluation of knee structure progression in OA. Data from different diseases including OA, suggest that the ratio of adipokine levels, or a combination of adipokines, their ratios, and other biomarkers demonstrated a better association and prediction assessment. In recent years, the concept of a combination of OA biomarkers and patient features has also been considered as being a more successful approach than using individual factors/parameters to identify OA progressors. Hence, it has been shown recently, by using machine learning (ML) methodologies, that a combination of biomarkers and/or ratios of biomarkers and other clinical and demographic variables were associated with OA progressors or predicted alteration of an articular tissue, the IPFP, reported to be a potential early marker of OA incidence and progression.

As a novel contribution, the present study aimed to develop a model that could predict at an early stage, and in patient- and gender-specific manners, individuals at-risk of being knee OA structural progressors to improve clinical diagnosis with real-time patient monitoring. Our hypothesis suggests that a prediction model using an ML system would enable such an early identification of individuals for whom OA knee structure will degrade rapidly. To this end, the main objective is to find the answer to the following question: can baseline serum biomarker levels of adipokines/related inflammatory factors, in addition to major OA risk factors, be used to classify and predict with high accuracy knee OA progressor individuals?

Materials and methods

Study population

For the ML prediction model, individuals were all from the Osteoarthritis Initiative (OAI). The OAI cohort is an observational study on the natural progression of knee OA. Men and women between the ages of 45 and 79 were enrolled at four centers across the United States (Columbus, OH; Baltimore, MD; Pawtucket, RI; Pittsburgh, PA). The collected information includes clinical evaluations, radiological and magnetic resonance images (MRI), nutritional information, and physical activity monitoring, to name a few. The cohort included 4796 individuals at baseline divided into Control (normal), Incident, and Progression subcohorts (https://nda.nih.gov/oai/study-details). We received, from OAI, the serum at baseline of 700 individuals from the Progression subcohort. The latter include individuals in which there is, at baseline, OA radiographic and/or symptom features (https://oai.nih.gov). Of the 700 individuals, 11 were eliminated as they were missing at least one feature for labeling the probability values of being progressors (PVBSP) and 12 others for which the value for at least one of the studied biomarkers was missing (see below). Then, 677 individuals (364 men and 313 women) were employed for the model development. From these individuals, 22% had a meniscus (18%) and/or ligament (4%) repair. The participant characteristics of the cohort are as described in Table 1.

Predictors: serum samples and biomarker determination

The serum was obtained from the baseline time point of both OAI and Naproxen (see Reproducibility section) cohorts. As previously described, the markers included the two main OA risk factors [age and bone mass index (BMI)], nine serum biomarkers [six adipokines: adiponectin high (H) and low (L) molecular weight (MW), adipsin, chemerin, leptin, visfatin, and three related inflammatory factors: C-reactive protein (CRP), interleukin (IL)-8, monocyte chemoattractant protein-1 (MCP-1)], and their 36 ratios. All biomarkers were determined with specific assays according to the manufacturer specifications.

All methods, including serum measurements, were performed in accordance with the relevant guidelines and regulations.

Probability values of being progressors

In order to assign a label for each participant, the PVBSP were generated using the prediction model developed in our previous study. As this model consists of features that could be difficult to obtain for a health care professional, we chose to use this knowledge and build a model that would be more accessible, that is, biomarkers and OA risk factors. In brief, we used to label PVBSP for each participant the baseline medial minimum joint space width, mean cartilage thickness of peripheral, medial and central tibial plateaus as
Table 1. Participant characteristics. Data are presented as mean ± SD, % and number (n) of patients. Continuous variables were compared using the Student’s t test/Mann–Whitney test.

|                      | OAI cohort4 (n = 677) | Reproducibility (Naproxen) (n = 44) | p value* |
|----------------------|-----------------------|------------------------------------|---------|
| Age, years           | 60 ± 9                | 59 ± 8                             | 0.687   |
| Gender, male, % [n]  | 54% (364)             | 45% (20)                           | 0.350** |
| BMI, kg/m²            | 29.2 ± 4.9            | 34.5 ± 3.9                         | <0.0001*|
| WOMAC                |                       |                                    |         |
| Pain [0–20]           | 3.7 ± 3.8             | 11.2 ± 2.3                         | <0.0001*|
| Function [0–68]       | 11.8 ± 12.1           | 37.0 ± 11.2                        | <0.0001*|
| Stiffness [0–8]       | 2.1 ± 1.8             | 4.6 ± 1.4                          | <0.0001*|
| Total [0–96]          | 17.6 ± 17.0           | 52.9 ± 13.9                        | <0.0001*|
| Kellgren–Lawrence gradeb, % [n] |               |                                    |         |
| 0–1                  | 32% (218)             |                                    |         |
| 2                    | 30% (201)             |                                    |         |
| 3                    | 28% (189)             |                                    |         |
| 4                    | 10% (69)              |                                    |         |
| Joint space width (medial minimum), mm | 3.8 ± 1.8            | 3.2 ± 2.0                          | 0.019*  |
| Joint space narrowing (score 0–2)c | 0.7 ± 0.8            | 1.1 ± 0.5                          | <0.0001*|
| Biomarker levels      |                       |                                    |         |
| Adiponectin HMW, µg/ml| 4.5 ± 3.2             |                                    |         |
| Adiponectin LMW, µg/ml| 2.4 ± 1.1             |                                    |         |
| Adipsin, µg/ml        | 7.3 ± 2.5             |                                    |         |
| Chemerin, ng/ml       | 6.4 ± 2.7             |                                    |         |
| CRP, µg/ml            | 4.1 ± 7.0             | 11.0 ± 15.1                        | <0.0001*|
| IL-8, pg/ml           | 12.2 ± 7.2            |                                    |         |
| Leptin, ng/ml         | 23.4 ± 28.6           | 49.2 ± 31.3                        | <0.0001*|
| MCP-1, pg/ml          | 447.4 ± 305.0         | 578.8 ± 211.3                      | <0.0001*|
| Visfatin, pg/ml       | 614.0 ± 2139.4        |                                    |         |

4Individuals were from the OAI cohort [http://oai.nih.gov], and the Reproducibility [Naproxen] cohort from the comparator arm of the Licofoleone/Naproxen clinical trial.21
4Indicates that one of the inclusion criteria of the trial (reproducibility) was the Kellgren-Lawrence (KL) grade of 2 or 3;21 however, the individual grade (KL 2 or 3) for each patient in the Naproxen group is not available.
4The joint space narrowing scoring was as described.22
*p values ≤ 0.050 considered statistically different.; **proportions were compared using the chi-squared test/Fisher’s exact test. Adiponectin HMW, adiponectin high molecular weight; adiponectin LMW, adiponectin low molecular weight; BMI, body mass index; CRP, C-reactive protein; IL-8, interleukin 8; MCP-1, monocyte chemoattractant protein-1; OAI, osteoarthritis initiative; WOMAC, Western Ontario and McMaster Universities Osteoarthritis Index.
assessed by quantitative MRI, the medial joint space narrowing (JSN) as a score,\textsuperscript{22} and the outcome JSN $\geq 1$ at 48 months.

The PVBSP for each participant was done as follows. Classification of knees from the OAI cohort was performed, in which the five features at baseline as well as the outcome were available and served to generate the model/code as well as the threshold for discriminating the progressor/no-progressor. The threshold was calculated with the $F_1\text{ Max}$ from the data model metrics. The $F_1$ score provides a measure for how well a binary classifier can classify positive cases (given a threshold value). The $F_1$ score is calculated from the harmonic mean of the precision as follows:

$$F_1 = 2 \times \frac{(\text{Precision}) \times (\text{Recall})}{\text{Precision} + \text{Recall}}$$ \hspace{1cm} (1)

where: (i) precision represents the positive observations (true positives) of the model correctly identified from all the observations it labeled as positive; and (ii) recall represents the positive observations (true positives) of the model correctly identified from all the actual positive cases. All predicted probabilities greater than or equal to the $F_1\text{ Max}$ threshold are labeled progressors, and the $1 - F_1\text{ Max}$ threshold values are labeled no-progressors.

Thus, a prediction value was assigned for each OAI (677) participant and labeled as progressor/no-progressor and named actual. Data showed that 55%/45% of the men were classified as progressors/no-progressors, respectively, and 50% in each group for the women.

**ML methodology**

To train supervised classifiers, five ML techniques including $k$-nearest neighbor,\textsuperscript{23} random forest,\textsuperscript{24} decision tree,\textsuperscript{25} extreme learning machine,\textsuperscript{26} and support vector machine (SVM)\textsuperscript{27} were investigated. The dataset was divided randomly into 70% of the participants for training and 30% for testing data. Based on prediction accuracy in the training stage, data showed that SVM is the best ML classifier technique to predict the probability of being PVBSP; we then, for further analysis, used only the SVM.

To develop the SVM model for PVBSP prediction (Figure 1), three general steps were performed and included feature selection, modeling, and evaluation.

**Variable selection.** In the feature selection step, out of the 47 input variables, which include 11-dimensional and 36 high dimensionless variables, all possible combinations are checked with 1–47 input variables, and the best combination is selected.

In supervised ML methods, to avoid the overfitting problem, the number of variables should be limited,\textsuperscript{28} as the application of the fully related variables in ML development not only leads to simplicity of the final model but also can improve prediction results. Therefore, to develop the SVM classification model, one must first apply the feature selection to identify the best input variables for the classifier model. To find the most effective input variables in PVBSP prediction, 47 independent variables were considered. These variables were categorized into three groups; OA risk factors variables (age and BMI), biomarker levels (six adipokines and three related inflammatory factors), and biomarker ratios (36).

Therefore, several input combinations from 1 to 47 parameters exist, and, for developing the ML prediction model, PVBSP, $2.81E + 14$ input combinations were checked to find the most important one for the prediction. From an ML approach point of view in a high-dimensional problem, a subset of relevant factors related to all different input combinations should be found to build the final predictive model. By removing extraneous inputs and redundant information, the final model is more interpretable and easier to understand. In addition, the problem of overfitting during training and testing stages will be reduced. In the current study, the particle swarm optimization (PSO)-based feature selection technique was applied to find the most efficient sub-variable producing high prediction accuracy with the least number of input parameters.\textsuperscript{13} The cost function related to the feature selection problem based on Akaike information criteria ($AIC$) is defined. The PSO algorithm is then used to find the best input combination. Integrated with the PSO based feature selection model, the $k$-fold cross-validation approach was considered to prevent overfitting and evaluate the generalizability of the selected sub-variable in PVBSP prediction in all ranges of outcomes. In the $k$-fold cross-validation technique, all samples are randomly divided into $k$ different categories. In the following, one category is
considered as test samples and the other remaining categories \((k-1)\) are considered as training samples. This process is repeated \(k\) times, so that, in each iteration, the test samples are different from other iterations. In this study, the value of \(k\) is considered to be 10.

**Modeling.** After selecting the best combination, the modeling step begins. After finding the best sub-variable in PVBSP prediction, the SVM method was applied for PVBSP modeling. In addition, to check the effect of each selected sub-variable on the PVBSP prediction, different SVM models were examined.

The most important part of the ML modeling is to determine the parameters to achieve the optimal one. Two modes were used: user-defined parameters and hyperparameter optimization. In the user-defined mode, the modeling parameters are selected by the user. These parameters include kernel function, cross-validation technique, and standardize mode. For standardize mode, one of the two true and false modes is selected in which

---

**Figure 1.** Flowchart of developed SVM model for predicting PVBSP based on gender separation. ISDA, iterative single data algorithm; OA, osteoarthritis; PVBSP, probability values of being structural progressors; SMO, sequential minimal optimization; SVM support, vector machine.
the true choice indicates that the parameters are standardized before starting the modeling. For kernel function, there are three choices, linear, Gaussian, and polynomial, then the polynomial degree can also be selected by the user. In addition, there are three different options for cross-validation, including \( k \)-fold, holdout, and leave-out. Leave-one is \( k \)-fold cross-validation that the \( k \) is equal to the number of all samples (i.e., \( N \)). The holdout is the simplest type of cross-validation so that \( k \) is equal to 2, which are known as training and testing samples. The hyperparameter optimization mode includes three options: none, all, and auto. The “none” option is used when the “user-defined parameters” are considered, while the “auto” and “all” are considered for automatic optimization of the SVM parameters and optimization of all vector machine parameters, respectively.

After defining the model parameters, we further train the model. There are two ways to use the solver to train the model: iterative single data algorithm (ISDA) and sequential minimal optimization (SMO). The SMO method is an algorithm developed to solve the quadratic programming problems generated through SVM model training. The ISDA is a good Gauss–Seidel technique to solve linear systems of equations subject to the constraints.

**Evaluation.** Finally, the model performance is evaluated by the percent estimation consisting of the ratio of corrected classified participants on the total number for the test and validation dataset. If the results are confirmed, the modeling ends. Otherwise, the modeling is re-run from the model parameter determination stage. The accuracy of the model is checked based on the following index:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]  

(2)

where TP and TN are the number of correctly estimated positive and negative samples, respectively, while the FP and FN denote the number of wrongly estimated positive and negative samples, respectively.

The best sub-variables for progressors/no-progressors for both men and women were then selected, and the performance of the models evaluated. Further, the effect of each selected variable as well the sensitivity of the independent variables, that is the impact of a variation of a variable, were also assessed.

**Reproducibility of the proposed model**

To assess the reproducibility of the developed ML models, we used an external dataset consisting of 44 knee OA patients (20 men and 24 women) from the comparator arm (Naproxen, a cyclooxygenase inhibitor) of patients with primary symptomatic knee OA from a multicenter, randomized, double-blind clinical trial evaluating the effect of Licofelone (a lipoxygenase/cyclooxygenase inhibitor). This cohort was further named Naproxen. To label PVBSP for each participant of this cohort, the baseline values of the five X-rays and MRI features as described above were used as well as the outcome JSN \( \geq 1 \) but at 24 months, since, compared with OAI, Naproxen participants demonstrated a higher level of disease severity (Table 1).

The participant characteristics of the Naproxen cohort is as described in Table 1. Classification of the participants as progressors/no-progressors (named actual) were 60%/40% for the men and 75%/25% for women, respectively. Samples from this cohort were used only for validation and had no role in the modeling development.

**Results**

**Variables selected and performance of the developed model**

The feature selection results based on gender separation indicated that the best sub-variable for both men and women PVBSP estimation is as follows:

\[
PVBSP = f(\text{age}, \text{BMI}, \text{CRP/MCP-1}, \text{leptin/CRP})
\]  

(3)

Using feature selection to identify the most effective ones led to a simple and accurate model based on four input variables as defined in Equation 3. The statistical indices of each gender-based input parameter in the PVBSP model in training and testing stages (OAI cohort) and Naproxen cohort are shown in Table 2. In brief, data showed that, for the men, the mean PVBSP values around 0.60 for all the analyses indicate that the number of progressors is higher than the no-progressors. For the women, the number of
Table 2. Statistical indices of the risk factors and biomarker ratios.

| Gender  | Stagea | Index | No.  | Variable          | Outcome |
|---------|--------|-------|------|-------------------|---------|
|         |        |       |      | Age (years) | BMI (kg/m²) | CRP/MCP-1 ($\times 10^3$) | Leptin/CRP ($\times 10^{-3}$) | PVBSP |
| Man     | Train  | Min   | 255  | 45.00       | 16.60       | 0.17       | 0.05       | 0.00 |
|         |        | Max   |      | 79.00       | 40.70       | 306.47     | 98.76      | 1.00 |
|         |        | Mean  |      | 61.04       | 29.49       | 10.10      | 9.77       | 0.60 |
|         |        | SD    |      | 9.76        | 4.09        | 25.50      | 13.37      | 0.38 |
| Test    |        | Min   | 109  | 45.00       | 20.90       | 0.17       | 0.12       | 0.00 |
|         |        | Max   |      | 78.00       | 43.00       | 57.68      | 216.67     | 1.00 |
|         |        | Mean  |      | 59.96       | 29.21       | 7.51       | 11.45      | 0.57 |
|         |        | SD    |      | 8.87        | 4.26        | 11.40      | 23.26      | 0.38 |
| Reproducibility | Min | 20    | 42.00 | 28.63   | 0.87  | 1.74  | 0.10 |
|         |        | Max   |      | 74.00       | 42.80       | 48.71      | 26.23      | 1.00 |
|         |        | Mean  |      | 57.80       | 34.75       | 8.93       | 10.12      | 0.63 |
|         |        | SD    |      | 8.73        | 3.71        | 11.84      | 6.37       | 0.35 |
| Woman   | Train  | Min   | 219  | 45.00       | 16.80       | 0.21       | 0.33       | 0.00 |
|         |        | Max   |      | 79.00       | 50.40       | 184.80     | 249.77     | 1.00 |
|         |        | Mean  |      | 59.18       | 28.71       | 15.03      | 21.61      | 0.48 |
|         |        | SD    |      | 8.58        | 5.74        | 24.99      | 31.10      | 0.39 |
| Test    |        | Min   | 94   | 45.00       | 21.00       | 0.28       | 0.35       | 0.00 |
|         |        | Max   |      | 79.00       | 45.60       | 227.72     | 383.61     | 1.00 |
|         |        | Mean  |      | 60.72       | 29.86       | 14.20      | 25.57      | 0.58 |
|         |        | SD    |      | 9.59        | 5.51        | 28.64      | 43.60      | 0.38 |
| Reproducibility | Min | 24    | 44.00 | 30.18 | 2.03 | 1.12 | 0.06 |
|         |        | Max   |      | 71.00       | 47.18       | 143.91     | 23.39      | 0.99 |
|         |        | Mean  |      | 60.33       | 34.37       | 34.61      | 11.37      | 0.70 |
|         |        | SD    |      | 6.69        | 4.05        | 43.32      | 9.05       | 0.31 |

*Train and test individuals were from the OAI cohort and reproducibility (Naproxen) cohort from the comparator arm of the Licofelone/Naproxen clinical trial. Statistical analysis was done using the Student’s t test; p-values ≤ 0.050 were considered statistically different. Inter-cohort significant differences were obtained when train or test individuals were compared to reproducibility ones for BMI, p < 0.0001 for both man and woman, and CRP/MCP-1, p ≤ 0.004 for woman. Values between man and woman differ for CRP/MCP-1, p ≤ 0.035 for each cohort; and leptin/CRP, p ≤ 0.004 for train and test. BMI, bone mass index; CRP, C-reactive protein; Max, maximum; MCP-1, monocyte chemoattractant protein-1; Min, minimum; No, number of subjects; OAI, osteoarthritis initiative; PVBSP, probability values of being structural progressor; SD, standard deviation.
progressor and no-progressor subjects are about similar in the training stage (0.48), whereas the number of progressor patients is higher in the test stage (0.58) and more so in reproducibility analysis (0.70). Statistical differences within women showed that when Naproxen (reproducibility) was compared with test or train individuals, there were higher BMI \((p < 0.0001)\) and CRP/MCP-1 \((p \approx 0.006)\) (Tables 2). Moreover, a comparison between gender revealed that women demonstrated higher levels of CRP/MCP-1 \((p \approx 0.035)\) for each cohort and leptin/CRP \((p \approx 0.004)\) for both train and test cohorts.

Figure 2 illustrates the performance of the developed models in PVBSP prediction in training and testing stages in regard to actual values. The developed ML classifier training stage for men showed that about 82% of progressors and 92% of no-progressors were correctly estimated, whereas, in the test stage, the developed model estimates 81% and 98%, respectively. For women, the number of estimations in the training and testing stages is about the same as for the men (both at 97%) for the no-progressors, but for the progressors slightly lower in the training stage (76%) and higher in the test stage (88%). Data showed that in the testing stage for the progressor estimation, the performance of the model is almost the same for men, but an increase of 12% for women is observed.

Reproducibility of the developed model
As suggested in the literature,\(^1\) we designed two-step supervised ML models, in which we first developed discriminative SVM classifier codes for men and women and then analyzed the developed SVM model for PVBSP prediction on an external cohort. Compared with OAI participants (Table 1), Naproxen patients had higher BMI, WOMAC scores, JSW, JSN, and serum levels of the three biomarkers used for the analysis (CRP, leptin, and MCP-1), all with a \(p < 0.02\), indicating clinically more symptomatic knee OA patients than the OAI cohort.

Estimations for both genders (Figure 3) in the Naproxen cohort indicate that for the men, 92%, and 100% of the patients were estimated correctly for progressors and no-progressors, respectively. For the women, the progressors were estimated correctly at 94% and the no-progressors at 83%. Data then demonstrated that the developed SVM-based model for PVBSP prediction provides high performances for each gender.
Study of the effect of each variable in PVBSP prediction

To verify the effect of each of the PVBSP selected variables: age, BMI, CRP1/MCP-1, and leptin/CRP, five different SVM-based models were designed. As illustrated in Figure 4a, with the exception of the first model (SVM 1), which takes into account all the variables as in Equation 3, the other models have only three variables.

Performance of developed models was done with progressors and no-progressors together for OAI test stage and Naproxen cohorts (Figure 4b). Data show that, for both cohorts and for either men or women, the removal of a variable results in a significant reduction in the performance of the developed model. For the test stage using the OAI cohort, the order of the significance of the variables is CRP/MCP-1, BMI, age, and leptin/CRP for both genders. Hence, by not considering the CRP/MCP-1 variable, there is a reduction in the accuracy of 35% for men and 48% for women. This indicates the significant importance of the CRP/MCP-1 variable in the developed PVBSP model.

For the reproducibility analysis (Naproxen cohort; Figure 4b), using only three variables also results in reducing the accuracy for both genders. For women, similar to the OAI cohort, the most important variable is the ratio CRP/MCP-1; however, for men, it is the leptin/CRP.

Altogether these results show that all variables from Equation 3 are of importance, but both ratios CRP/MCP-1 and leptin/CRP are of the most significance for at least one gender.

Sensitivity analysis of the developed model to independent variables

To examine the impact of a variation of a variable on the PVBSP by the developed ML prediction due to, for example, laboratory/clinical measurement errors, the sensitivity of each variable was investigated using all dataset (OAI and Naproxen cohorts) and all participants (progressor and no-progressor) (Figure 5). The variation range was from −10% to 10% with a step of 1%.

For age, a 10% error reduces the accuracy index by about 30%; thus, the value of this index in error-free mode is 86%, but, considering a 10% error, the value of this index for men and women is 54% and 52%, respectively. The highest decrease in accuracy index for age occurs in low percentages, in which a 1–3% error is associated with a steep slope, and, in both men and women,
the accuracy index reaches less than 55% and then almost no significant changes occur. Although the effect of error reduction on both genders is almost the same, the performance of this model in different errors is not constant for both genders in the range of 1–3%; the highest error reduction is related to men, but for the 10% error rate, the lowest accuracy index is related to women.

For BMI, the maximum reduction in accuracy index after 10% error, similar results to age with the accuracy index of 55% and 53% for men and women, respectively. The main difference between age and BMI is the downward slope of the accuracy index. In the BMI, in contrast to age, the slope of the accuracy index decreases by 1–3% and gradually increases with the increasing error value. Men are more sensitive to BMI variation, as their decreasing slope of the accuracy index is higher than for women, but the accuracy values for both genders are almost equal at ±10% error.

For CRP/MCP-1, the decreasing trend of the accuracy index is almost the same as for age, in that when the error value increases, the accuracy index decreases, and the highest decreasing of the accuracy index occurs in the 1–3% range. The increase error of this variable has almost the same effect on the performance in men and women.

Leptin/CRP experienced the lowest decrease in accuracy index in comparison with other variables. Increasing the error of this variable demonstrated a greater effect on women in that the accuracy index decreases by about 15%. For men, the 10% error effect leads to only a 7% decrease in accuracy index.

Discussion

In this study, a novel supervised ML model was developed to predict, in knee OA individuals, those at high risk of a rapid progressive disease. An automated assistance ML- and gender-based model to improve clinical diagnosis with real-time patient monitoring was introduced. Data showed that, among the 47 variables used, four of them, including age, BMI, and two ratios of serum biomarkers, CRP/MCP-1 and leptin/MCP-1, could estimate with high accuracy the OA progressors and no-progressors in either men or women. More specifically, the developed methodology

Figure 5. Change effect of each variable on performance of the model. Data employed all datasets: OAI and Naproxen cohorts as well as progressors and no-progressors. BMI, bone mass index; CRP, C-reactive protein; MCP-1, monocyte chemoattractant protein-1; OAI, osteoarthritis initiative.
could correctly estimate >80% (OAI test stage), in either gender, the individuals at-risk of being progressors. Moreover, the reproducibility experiments done with symptomatic knee OA patients provide face validity that the combination of these factors/biomarker ratios is reflective of OA progression. In addition, this external cohort also demonstrated a high sensitivity (≥92%). The fact that, in the Naproxen cohort, OA patients had more disease severity than the OAI participants and more men (60%) and women (75%) were classified progressors could provide an explanation for the better performance.

In this study, we chose to investigate the biomarkers adipokines, as this family of factors is increasingly recognized of being of importance for OA progression. However, there is only a limited amount of information on the predictive values of such factors on OA structure progression. Moreover, many studies that have examined predictors of OA progressors have focused on an individual factor instead of on a combination and/or ratio as in this study. Hence, in recent years, it has been shown for this disease and others that combinations, as well as ratios, of factors could lead to better accuracy than individual ones. Data from this study demonstrated that ratios, as well as combinations of some adipokines/related inflammatory factors, contribute to better prediction of OA structural progressors than individual factors.

In regard to the modeling, considering all of the 47 variables in an ML model without sufficient knowledge of the various variable combinations not only does provides the model with proper accuracy but also greatly enhances model complexity. Therefore, a feature selection approach using ML was first employed to assess a pattern recognition for the outcome.

Data revealed that CRP appeared to be an important factor as a biomarker for predicting OA structural progressors in both genders. Moreover, when combined in ratios with either leptin or MCP-1, this study showed that it contributes more accurately to the identification of progressors in both genders. Each of these three biomarkers (CRP, MCP-1, and leptin), all considered inflammatory molecules, have been previously found associated with OA structural alterations and/or symptoms. Moreover, MCP-1 and leptin were also found associated with obesity and OA obese individuals. The developed ML model was based on gender separation as in the pathophysiology of knee OA major differences (e.g., knee anatomy, hormones, etc.) exist between genders in that, compared with women, fewer men develop OA. Moreover, in this disease, it cannot be assumed that the factors influencing OA outcomes are all similar in both genders; an average effect may not be appropriate or lead to the best accuracy as a prognostic model. The need for gender specific investigation in OA research has been widely highlighted, and our findings confirm evidence of this need. Hence, data revealed that although the same factors (Equation 3) were found for both genders, some demonstrated different weight according to gender. In the Naproxen cohort, more representative of the OA patients routinely seen by physicians, the ratio CRP/MCP-1 showed the highest performance for women, while it was the leptin/CRP for men.

The fact that MCP-1 and leptin, factors involved in both OA and lipid metabolism, differ between men and women in discriminating OA progressors is not very surprising as gender differences have been reported in fat metabolism. In addition, a difference in the circulating levels of leptin and CRP was reported to be increased significantly in OA women compared with men as well as in our study (data not shown). Moreover, the sensitivity analysis evaluating the impact of each parameter variation on the accuracy of the prediction could also provide an explanation for these differences. Indeed, data revealed that variation in the leptin/CRP ratio has the lowest influence, while the ML model is more sensitive to variation of age and CRP/MCP-1 for both genders compared with other variables, and that, compared with women, men had a higher sensitivity to variation in BMI.

Amongst supervised ML methods, SVM demonstrated the highest accuracy of the other four techniques analyzed. This was not unexpected, as although all five methods used showed some common general properties, SVM in addition minimizes the classification error by not only mapping inputs to a higher dimensional feature space via kernel function, but also by maximizing the margin between different classes. This method has shown excellent performance in classification-based problems in recent years compared with other methods. Moreover, SVM has been used widely to deal with difficult classification problems in digital health technology to
provide an accurate, quantitative prediction model to improve clinical diagnosis.53–55

This study has several strengths. The excellent accuracy of the gender-based model persistence, when tested with an external cohort, enhances the robustness and generalizability of our findings. Another strength is that the model used at baseline the serum levels as variables for the discrimination of the progressor/no-progressor, which is relatively easy to obtain in addition to two risk factors that are basics characteristics. This study was based on discriminating knee OA structural progressors instead of pain as this latter outcome is a subjective phenomenon that is highly variable, complex, and multifactorial in nature. Furthermore, having applied the imaging (radiographic and MRI features)-based predictions from our previous study for generating the PVBSP label for each individual,22 provides a comprehensive and effective assessment of knee OA structure.

As in all studies, this one has limitations. One of them could be that our models were developed using the OAI cohort in which participants are at a mild–moderate stage of the disease, and that the reproducibility analysis was performed with OA patients with more disease severity but mimicking clinical routine. However, such a concern about the use of different knee OA patient disease severity could be lessened by the fact that the accuracy of the model persists and is even better in the reproducibility cohort. Moreover, and to add to the generalizability of this study’s findings, a further cohort showing similar characteristics as the OAI (mild–moderate stage) could be used. In addition, cohorts from Europe or Asia, for example, could also be analyzed, as the participants of the two cohorts used in this study were from North America. However, such a cohort should have, in addition to serum and X-rays, MRI quantitative data features at baseline in order to label the subjects. In regard to different cohorts, as an extension of this study, such a model could also be developed on specific OA types, including post-traumatic and congenital musculoskeletal abnormalities. Finally, we tested nine adipokines/related inflammatory factors to develop ML models, others reported serum biomarkers associated with OA could be further tested.

As a next step of this work, we are planning to transform this automated early screening of OA structural progressors into an application that will make it quick and easy for individual usage by health professionals for a given patient. It will also help discriminate progressor individuals for a clinical trial aimed at looking at disease-modifying OA drugs.

In conclusion, this study offers automated OA structural progressor patient screening as a promising step toward OA precision medicine. Hence, based on three baseline serum biomarkers and two major risk factors, we developed sensitive, reliable, and highly accurate gender-based models that can discriminate OA knee structural progression over time. These models offer a significant step forward as a source of decision support, enabling health professionals to be more effective in screening and detecting patients at risk of structural progressive OA. Such a framework will allow the adjustment of the treatment plan and therapeutic approaches that can lead to improved long-term patient outcomes and hopefully delay the time to or stop the need for surgery (e.g., knee replacement). This is important as more serious adverse events are found associated with patients that underwent knee replacement than those having nonsurgical treatment.56 In addition, such a prognosis could also be very useful for the patients; if they are better informed it may promote a more robust shared discussion-making process, particularly if the patient has modifiable factors that place them at risk of a poor outcome.
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