I. INTRODUCTION

Diffusion is a typical relaxation process and appears in various fields of physics: thermal diffusion processes, spin diffusion processes, Brownian motions and so on. It is empirically known that the dynamics of these processes is approximately given by the diffusion equation,

$$\frac{\partial}{\partial t} u(x, t) - D \nabla^2 u(x, t) = 0,$$

where $D$ is the diffusion constant. This equation is phenomenologically derived by employing the Fick’s law or the Fourier's law.

Although the diffusion equation has broad applicability, there exist the limits of the validity. First of all, the diffusion equation does not obey causality.[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14] The propagation speed of information exceeds the speed of light. This means that we cannot apply the ordinary diffusion equation to describe relativistic heavy-ion collisions.[10, 11, 12, 13] Second, the diffusion equation breaks sum rules associated with conservation laws[15]. The diffusion equation is the coarse-grained equation that is valid only for describing macroscopic motions, and hence one may claim that such a coarse-grained dynamics does not necessarily satisfy the sum rules. However, as we will see later, it is possible to derive a coarse-grained equation consistent with a sum rule.

These deficiencies can be overcome by introducing relaxation times[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16]. Then, the diffusion equation is changed into the following telegraph equation:

$$\frac{\tau}{\partial t} \frac{\partial^2}{\partial x^2} u(x, t) + \frac{\partial}{\partial t} u(x, t) - D \nabla^2 u(x, t) = 0,$$

where $D$ is the diffusion constant and $\tau$ is the relaxation time. The telegraph equation is reduced into the diffusion equation in the limit of $\tau \to 0$. The propagation speed of the equation is defined by $V = \sqrt{D/\tau}$. One can easily see that the propagation speed of the diffusion equation diverges and hence causality is broken. Thus, in the following, we call the diffusion equation given by the Fick’s law the ”acausal” diffusion equation, and call the telegraph equation the ”causal” diffusion equation. Furthermore, as we will see later, the causal diffusion equation does not break sum rules.

As just described, the causal diffusion equation may be more appropriate to describe diffusion processes[20]. However, the microscopic derivation of the causal diffusion is still controversial. One of the typical methods to derive coarse-grained equations is the projection operator method (POM)[21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36]. In this method, the motions associated with microscopic time and length scales are projected out by introducing projection operators, and we can obtain coarse-grained equations expressed in terms of variables associated with macroscopic time and length scales. As is discussed in Ref. 22, the coarse-grained equation derived by using the POM is not causal diffusion equations but acausal diffusion equations. However, it should be noted that an approximation whose validity is not obvious is introduced to obtain the acausal diffusion equation. Thus, when we do not use the approximation, it may be possible to obtain causal diffusion equations instead of acausal ones by using the POM.

As a matter of fact, the author recently applied the POM to derive the coarse-grained equation of the order parameter that describes the critical dynamics of the chiral phase transition[23, 24, 25]. The derived equation fulfills the requirements near the critical temperature and converges to the equilibrium state consistent with mean-field results evaluated in finite temperature field theory. However, the equation shows the relaxation exhibiting oscillation. This behavior is different from that of the time-dependent Ginzburg-Landau (TDGL) equation that has been assumed as a phenomenological equation of the critical dynamics. We can look upon the TDGL equation as the acausal diffusion equation for ”non-conserved” quantities because of its overdamping behavior. Then, the appearance of the oscillation means that a kind of relaxation time is introduced. This result suggests to us that if we apply the POM to derive a coarse-grained equation of a ”conserved” quantity, for instance, a number den-
sity, the coarse-grained dynamics may be accompanied by oscillation like the causal diffusion dynamics.

In this paper, we apply the POM to a non-relativistic model and show that the coarse-grained equation of the number density has a similar form to the causal diffusion equation instead of the acausal one.

This paper is organized as follows. In Section 2, we summarize the POM. In Section 3, we apply the POM to a non-relativistic model and derive the coarse-grained equation of the number density. The number density is a conserved quantity in this model and there exists the sum rule associated with the conservation law. We investigate the relation between the coarse-grained equation and the sum rule in Section 4. The coarse-grained equation contains the memory effect, which can be eliminated by employing the Markov limit. Then, the equation has a similar form to the causal diffusion equation, as is shown in Section 5. In the acausal diffusion equation of the number density, it is known that the diffusion constant is given by the time correlation function of the number density. However, the simple relation is changed for causal diffusion equations. The reason is discussed in Section 6. The summary and concluding remarks are given in Section 7.

II. PROJECTION OPERATOR METHOD

In this section, we give a short review of the POM. The time-evolution of an arbitrary operator follows the Heisenberg equation of motion,

\[
\frac{d}{dt}O(t) = \{H, O(t)\}
\]

(3)

\[
= iLO(t)
\]

(4)

\[\rightarrow O(t) = e^{iL(t-t_0)}O(t_0),\]

(5)

where \(L\) is the Liouville operator and \(t_0\) is an initial time at which we set up an initial state. To carry out the coarse-grainings of irrelevant information, we introduce the projection operators \(P\) and its complementary operator \(Q = 1 - P\) with the following generic properties:

\[
P^2 = P,
\]

(6)

\[
QP = QP = 0.
\]

(7)

From Eq. (5), one can see that operators are evolved by \(e^{iL(t-t_0)}\), that obeys the following differential equation:

\[
\frac{d}{dt}e^{iL(t-t_0)} = e^{iL(t-t_0)}iL
\]

\[
= e^{iL(t-t_0)}PiL + e^{iL(t-t_0)}QiL.
\]

(8)

Operating the projection operator \(Q\) from the right, we obtain

\[
\frac{d}{dt}e^{iL(t-t_0)}Q = e^{iL(t-t_0)}PiLQ + e^{iL(t-t_0)}QiLQ.
\]

(9)

This equation can be solved for \(e^{iL(t-t_0)}Q\).

\[
e^{iL(t-t_0)}Q = Qe^{iL(t-t_0)} + \int_{t_0}^{t} d\tau e^{iL(\tau-t_0)} PiLQe^{iLQ(\tau-t_0)}.
\]

(10)

Substituting Eq. (10) into the second term on the r.h.s. of Eq. (9) and operating \(O(t_0)\) from the right, the Heisenberg equation of motion is rewritten as

\[
\frac{d}{dt}O(t) = e^{iL(t-t_0)} PiLO(t_0)
\]

\[
+ \int_{t_0}^{t} d\tau e^{iL(\tau-t_0)} PiLQe^{iLQ(\tau-t_0)}iLO(t_0)
\]

\[
+ Qe^{iLQ(t-t_0)}iLO(t_0).
\]

(11)

This equation is called the time-convolution (TC) equation. The first term on the r.h.s. of the equation is called the streaming term and corresponds to a collective oscillation such as plasma wave, spin wave, and so on. The second term is the memory term that causes dissipation. The third term is the noise term. We can show that the memory term can be expressed by the time correlation of the noise. This relation is called the fluctuation-dissipation theorem of the second kind.

In this paper, we simply drop the noise term in the following discussion.

The TC equation (11) is still equivalent to the Heisenberg equation of motion and difficult to solve in general. Note that we can reexpress the memory term of the TC equation as

\[
\int_{t_0}^{t} d\tau e^{iL(\tau-t_0)} PiLQD(\tau, t_0)e^{iQLaQ(\tau-t_0)}iLO(t_0),
\]

(12)

where

\[
D(t, t_0) = 1 + \sum_{n=1}^{\infty} i^n \int_{t_0}^{t} dt_1 \int_{t_0}^{t_1} dt_2 \cdots \int_{t_{n-1}}^{t_n} dt_n
\]

\[
\times Q\tilde{L}_I^Q(t_n - t_0)Q\tilde{L}_I^Q(t_{n-1} - t_0) \cdots Q\tilde{L}_I^Q(t_1 - t_0),
\]

(13)

with

\[
\tilde{L}_I^Q(t - t_0) \equiv e^{iQLaQ(t-t_0)}L_I e^{-iQLaQ(t-t_0)}.
\]

(14)

Here, \(L_0\) and \(L_I\) are the Liouville operators of the non-perturbative Hamiltonian \(H_0\) and the interaction Hamiltonian \(H_I\), respectively,

\[
L_0 O = [H_0, O], \quad L_I O = [H_I, O].
\]

(15)

When we expand \(D(t, t_0)\) up to first order in terms of \(L_I\), the TC equation is given by

\[
\frac{d}{dt}O(t_0) = e^{iL(t-t_0)} PiLO(t_0)
\]

\[
+ \int_{t_0}^{t} d\tau e^{iL(\tau-t_0)} PiLQe^{iQLaQ(\tau-t_0)}iLO(t_0).
\]

(16)
Here, we have already dropped the noise term. Equation (16) is the starting point in the following calculation.

Note that the memory term contains the coarse-grained time-evolution operator $e^{iQ_{LO}Q_{t}}$. In general, it is not easy to evaluate the coarse-grained time-evolution and hence it is approximately replaced by the ordinary time-evolution operator $e^{iL_{t}}$.

\[
\int_{0}^{t} dr e^{iL(t-\tau)} P_{t}Q e^{iQ_{LO}Q_{t}} iLO(0) \\
\approx \int_{0}^{t} dr e^{iL(t-\tau)} P_{t}Q e^{iL_{t}Q_{t}} iLO(0). \tag{17}
\]

See Appendix A for details. This approximation is crucial to derive the "acausal" diffusion equation. However, as we will see later, it yields several problems.

### III. APPLICATION TO NON-RELATIVISTIC MODEL

In this section, we apply the POM to the non-relativistic model. In the view of causality, coarse-grained equations of non-relativistic models is not necessarily causal diffusion equations. However, if we can implement coarse-grainings preserving conservation laws, the causal diffusion equations are more appropriate as coarse-grained equations even in the non-relativistic systems, because acusal diffusion equations break sum rules.

We apply the POM to the non-relativistic model with the following Hamiltonian:

\[ H = H_{0} + H_{I}, \tag{18} \]

\[ H_{0} = \int d^{3}x \psi^\dagger(x) \left( \frac{1}{2m} \nabla^2 - \mu \right) \psi(x), \tag{19} \]

\[ H_{I} = - \int d^{3}x d^{3}x' \frac{g}{2} \psi^\dagger(x) \psi(x) \psi(x-x') \psi^\dagger(x'). \tag{20} \]

where $H_{0}$ and $H_{I}$ are the non-perturbative Hamiltonian and the interaction Hamiltonian, respectively. The chemical potential $\mu$ is introduced in the non-perturbative Hamiltonian.

The commutation relation of the fermion field $\psi(x)$ is given by

\[ [\psi(x), \psi^\dagger(x')]_{+} = \delta^{(3)}(x-x'), \tag{21} \]

where $[ \quad ]_{+}$ denotes the anticommutator.

There are many possibilities for the definition of the projection operator $[22][23][24][25][26][27][28][29][30][31][32][33][34][35][36]$. To describe the diffusion process of the number density, we employ the following Mori projection operator $[27]$,

\[ PO = \int d^{3}x d^{3}x' (O, \delta n(x)) \cdot (\delta n(x), \delta n(x'))^{-1} \cdot \delta n(x'). \tag{22} \]

Here, $\delta n(x)$ denotes the fluctuations of the number density,

\[ \delta n(x) = \psi^\dagger(x) \psi(x) - \langle \psi^\dagger(x) \psi(x) \rangle_{eq}. \tag{23} \]

where $\langle \psi^\dagger(x) \psi(x) \rangle_{eq}$ is the expectation value in thermal equilibrium. The Kubo’s canonical correlation is defined by

\[ \langle X, Y \rangle = \int_{0}^{\beta} \frac{d\lambda}{\beta} \langle e^{\lambda H_{0}} X e^{-\lambda H_{0}} Y \rangle_{0}, \tag{24} \]

where \[ \langle O \rangle_{0} = \frac{1}{Z_{0}} \text{Tr}[e^{-\beta H_{0}} O], \tag{25} \]

with $Z_{0} = \text{Tr}[e^{-\beta H_{0}}]$. When we use this projection operator, we obtain a linear equation. This is enough for our purpose because we are interested in the dynamics close to equilibrium. If we want to take nonlinear terms into account, we should re-define a projection operator including nonlinear operators. See $[24][27]$ for details.

Substituting them into the TC equation $[19]$ and setting $O(0) = \delta n(x)$ and $t_{0} = 0$, the coarse-grained equation of the number density is derived. As is discussed in Refs. $[23][24]$, the memory function is approximately given by calculating the contribution of the ring diagram shown in Fig. 1. Then, we set $\psi(x-x') = \delta^{(3)}(x-x')$ for simplicity. Finally, we have the integrodifferential equation of the number density,

\[ \frac{d}{dt} \delta n(k, t) = - \int_{0}^{t} ds \Gamma(k, t-s) \delta n(k, s). \tag{26} \]

Here, the memory function $\Gamma(k, t)$ is defined by the inverse-Laplace transform of $\Gamma^{L}(k, s)$,

\[ \Gamma^{L}(k, s) = \frac{-\dot{\chi}_{s}^{L}(k)}{\chi_{0}(k) + \dot{\chi}_{s}^{L}(k) \Omega(k)}, \tag{27} \]

where

\[ \Omega(k) = 1 - g \beta \chi_{0}(k), \tag{28} \]

\[ \dot{\chi}_{s}^{L}(k) = \int_{0}^{\infty} dt e^{-st} \frac{d}{dt} \chi_{s}(k), \tag{29} \]

\[ \chi_{s}^{L}(k) = \int_{0}^{\infty} dt e^{-st} \frac{d^{2}}{dt^{2}} \chi_{s}(k), \tag{30} \]
with
\[
\chi_t(k) = \frac{1}{\beta V} \sum_p \left( \frac{n_{p+k}^- - n_p^-}{E_{p+k} - E_p} \right) - \frac{1}{E_{p+k} - E_p} e^{-i(E_{p+k} - E_p)t}.
\]

(31)

Here, \(n_{p+k}^-\) is the Fermi distribution function,
\[
n_{p+k}^- = \frac{1}{e^{\beta(E_{p+k} - E_p)} + 1}.
\]

(32)

with \(E_k = k^2/2m\). The function \(\chi_t(k)\) corresponds to the simple contribution of the one-loop fermion diagram and is interpreted in the kinematical way as is discussed in Refs. [23, 24]. However, the memory function itself is given by the involved combination of \(\chi_t(k)\) because of the coarse-grained time-evolution operator. If we use the approximation discussed in Eq. [17], the memory function is more simplified. We will come back to this point later.

The Laplace transform of the diffusion equation is
\[
\delta n^L(k, s) = \frac{\delta n(k, 0)}{s + \Gamma^L(k, s)}.
\]

(33)

Now, we can investigate whether the number density converges to the thermal equilibrium state or not. When the diffusion equation describes the thermal equilibration process, \(\delta n(x, t)\) vanishes at late time. From the final value theorem of the Laplace transformation, \(\delta n(k, \infty)\) is given by
\[
\lim_{t \to \infty} \delta n(k, t) = \lim_{s \to 0} s \delta n^L(k, s).
\]

(34)

Substituting Eq. (33) into the final value theorem, we have
\[
\lim_{t \to \infty} \delta n(k, t) = 0.
\]

(35)

Thus, the time-evolution of \(\delta n(k, t)\) is consistent with the fact that the derived diffusion equation describes the thermal equilibration process.

As we have discussed at the last paragraph of the preceding section, the projection operator \(Q\) contained in the memory term is sometimes dropped and the approximation yields several problems. One is the problem of the convergence discussed above. When we apply the approximation, from Eq. (17), the memory function is given by
\[
\Gamma^L(k, s) = -\frac{\chi^L(k)}{\chi_0(k)} \Omega(k).
\]

(36)

Substituting this expression into the final value theorem, one can easily check that \(\delta n(x, t)\) does not vanish at late time,
\[
\lim_{t \to \infty} \delta n(k, t) \neq 0.
\]

(37)

This means that the derived equation cannot describe the thermal equilibration process in employing the approximation. Thus, we should not apply the approximation in this calculation. Another problem will be discussed in Section 6.

IV. COARSE-GRAININGS AND SUM RULE

In our Hamiltonian, the number density is a conserved quantity and there exists a sum rule associated with the conservation law. Then, it is desirable that the coarse-grained equation is consistent with the sum rule. In this section, we show that our coarse-grained equation is consistent with the sum rule.

First of all, we introduce the Fourier transform of the correlation function of the number density,
\[
\langle [n(x, t), n(x', t')] \rangle_{eq} = \int \frac{d\omega}{2\pi} \int \frac{d\mathbf{k}}{(2\pi)^3} C''(\mathbf{k}, \omega) e^{i\mathbf{k}(x-x')} e^{-i\omega(t-t')}.
\]

(38)

The Fourier transform \(C''(\mathbf{k}, \omega)\) is real and an odd function of the frequency \(\omega\). From the sum rule associated with the number conservation, as is discussed in Appendix B, the Laplace-Fourier transform \(\delta n^{LF}(k, z)\) is expanded for large values of \(z\),
\[
\delta n^{LF}(k, z)/F(k) = \frac{i}{z} C(k) + \frac{1}{z^3} \frac{k^2}{m} \langle n(0) \rangle_{eq} + O(1/z^4),
\]

(39)

where \(F(k)\) denotes an external field, and
\[
C(k) = \int \frac{d\omega'}{2\pi} C''(k, \omega') \omega'.
\]

(40)

We can see that (i) the term proportional to \(1/z^2\) disappears and (ii) the coefficient of the term \(1/z^3\) is given by \(i \langle n(0) \rangle_{eq} k^2/m\). As is shown in Appendix B if the dynamics of the number density is approximately given by the causal diffusion equation, one can show that the term proportional to \(1/z^2\) does not disappear. This is contradiction to the exact result.

On the other hand, the integrodifferential equation obeys the sum rule and is consistent with Eq. (39). By setting \(s = -iz\) and expanding Eq. (33) for large values of \(z\), we obtain
\[
\delta n^{LF}(k, z) = \frac{i \delta n(k, 0)}{z} + \frac{i \delta n(k, 0)}{z^3} \frac{k^2}{m} \sum_p \frac{n_p^-(E_{p+k} - E_p)}{E_{p+k} - E_p} \Omega(k) + O(1/z^4)
\]

\[
+ \frac{i \delta n(k, 0)}{z^3} \sum_p \frac{n_p^-(E_{p+k} - E_p)}{E_{p+k} - E_p} \Omega(k) + O(1/z^4).
\]

(41)
One can see that the coefficient of the term proportional to $1/s^2$ vanishes, as is the case with Eq. (39).

As the initial condition, we set
\[ \delta n(k,0) = C(k)F(k), \] (42)
where, the function $C(k)$ is given by
\[ C(k) = \int \frac{d\omega}{2\pi} \int d^3x \frac{\delta n(x,t)\delta n(0,0)}{\omega} e^{-i\omega x} e^{i\omega t}. \] (43)

Substituting it into Eq. (41), we find that the first term is identical with that of Eq. (39). On the other hand, we can see the following relation by comparing the second terms:
\[ \langle n(x')\rangle_{eq} = C(k) \frac{\frac{1}{\pi} \sum_p n_p}{\chi_0(k)} \Omega(k). \] (44)

When we apply the free gas approximation to the expectation value of Eq. (38), the initial condition is given by
\[ C(k) = \beta \chi_0(k). \] (45)

Substituting this expression into Eq. (41), we obtain the number density at the equilibrium state,
\[ \langle n(0)\rangle_{eq} = \frac{1}{V} \sum_p n_p \Omega(k). \] (46)

The r.h.s. of the equation has the $k$ dependence. It follows that the number density converges to an inhomogeneous distribution instead of a thermal equilibrium distribution. However, it should be noted that the breaking of the sum rule is small for low $k$ because $\lim_{k \to 0} \Omega(k) = 1$.

Thus, this approach is still available for describing the dynamics associated with long distance scales [37].

V. MARKOV APPROXIMATION

The derived diffusion equation is still an integrodifferential equation. To discuss the behavior of the coarse-grained equation, that is, causal or acausal, we derive the local equation by employing the Markov approximation.

First of all, we should notice that the memory term can be separated into two terms [23, 24],
\[ \frac{d}{dt} \delta n(k,t) = -\int_0^t d\tau \Omega^2(k,t-\tau)\delta n(k,\tau) \]
\[ -\int_0^t d\tau \Phi(k,t-\tau)\delta n(k,\tau), \] (47)
where the frequency function $\Omega^2(k,t)$ and the renormalized memory function $\Phi(k,t)$ are defined by the imaginary part and the real part, respectively,
\[ \Omega^2(k,t) = \int \frac{d\omega}{2\pi} \text{Im}[\Gamma^L(k,-i\omega + \epsilon)] e^{-i\omega t}. \] (48)

It is worth noting that the time derivative of the number density always vanishes at the initial time, $d(\delta n(k,t))/dt|_{t=0} = 0$.

From the final value theorem, we can see the temporal behavior of the two functions; the frequency function converges to a finite value and the renormalized memory function vanishes at late time. Thus, we assume that the renormalized memory function relaxes rapidly and vanishes, while the frequency function converges to finite values depending on temperatures and chemical potentials after short time evolution. Actually, the memory function of the chiral order parameter behaves as is assumed above [23, 24]. Because we are interested in the slow dynamics associated with the macroscopic time scale, we ignore such fast variations. Then, the frequency function is approximately given by a time-independent constant and the time dependence of the renormalized memory function is replaced by the Dirac delta function,
\[ \Omega^2(k,t) \approx \lim_{t \to \infty} \Omega^2(k,t) \equiv D_k k^2, \] (50)
\[ \Phi(k,t) \approx 2\delta(t) \int_0^\infty d\tau \Phi(k,\tau) \equiv \frac{2}{\tau_k}(t). \] (51)

As a result, the integrodifferential equation is approximately given by
\[ \frac{d}{dt} \delta n(k,t) = -D_k k^2 \int_0^t d\tau \delta \delta n(k,\tau) - \frac{1}{\tau_k} \delta n(k,t), \] (52)
where
\[ D_k = \frac{2\Omega(k)}{m\beta(2\pi)^2 \chi_0(k)} \int_0^\Lambda dpp^2 n_p, \] (53)
\[ \frac{1}{\tau_k} = |k| \chi_0(k) \Omega(k) \]
\[ \times \left[ \frac{m\pi}{(2\pi)^2} \int_0^\Lambda dpp n_p(1-n_p) \theta(1-\frac{|k|}{2p}) \right]^{-1}. \] (54)

Here, we introduced the momentum cutoff $\Lambda$. It should be noted that $D_k$ is defined also by the final value theorem,
\[ D_k k^2 = \lim_{s \to 0} s \Gamma^L(k,s). \] (55)

This definition gives completely the same expression as Eq. (39).

These expressions are further simplified in the low momentum limit,
\[ D_k \approx D = \frac{1}{m\beta} \int_0^\Lambda dpp^2 n_p, \] (56)
\[ \frac{1}{\tau_k} \approx \frac{2}{m\pi} |k| \int_0^\Lambda dpp n_p(1-n_p). \] (57)
For later convenience, we multiply $\tau_k$ for both sides. Finally, the integrodifferential equation is reduced to the following Markovian diffusion equation:

$$
\tau_k \frac{d^2}{dt^2} \delta n(k, t) + \frac{d}{dt} \delta n(k, t) + D_k^c k^2 \delta n(k, t) = 0,
$$

where

$$
D_k^c \equiv D \tau_k.
$$

Solving the differential equation, we should employ the constraint for the initial condition

$$
\frac{d}{dt} \delta n(k, t) \bigg|_{t=0} = 0.
$$

One can easily see that the equation is nothing but the causal diffusion equation. The diffusion coefficient $D_k^c$ corresponds to the diffusion constant of the usual diffusion equation, and $\tau_k$ represents the relaxation time. One can easily see that the Markovian diffusion equation is reduced into the form of the acausal diffusion equation by setting $\tau_k = 0$.

The difference between Eq. (2) and Eq. (58) is the number density decays with the same relaxation time even for the different momentum modes. On the other hand, our equation shows different relaxation time even for the different momentum modes. On the other hand, our equation shows different relaxation time even for the different momentum modes. On the other hand, our equation shows different relaxation time even for the different momentum modes.

VI. DIFFUSION CONSTANT AND RELAXATION TIME

If the coarse-grained dynamics is given by the acausal diffusion equation, the diffusion constant is expressed by the time correlation function of the number density (or the time correlation function of the number current density)[21]. In this section, we give the expressions of the diffusion coefficient and the relaxation time in terms of correlation functions.

By using the initial condition given by the linear response of the external field $F(k)$, the Laplace-Fourier transform of the causal diffusion equation (68) is presented by

$$
\delta n^{LF}(k, z)/F(k) = \frac{(1 - iz\tau_k) C(k)}{z^2 \tau_k - z + D_k k^2}.
$$

Note that the real part of $\delta n(k, z)/F(k)|_{z = \omega + i\epsilon}$ is related to the correlation function of the number density (see Appendix A).

Setting $z = \omega + i\epsilon$, we can find that the real part has the following relations:

$$
\lim_{\omega \to 0} \lim_{k \to 0} \frac{\omega^4}{|k|^3} \text{Re} \frac{n(k, \omega) F(k)}{F(k)} = \frac{C(0) D}{\tau},
$$

$$
\lim_{k \to 0} \lim_{|k| \to 0} \frac{|k|^4}{|k|^3} \text{Re} \frac{n(k, \omega) F(k)}{F(k)} = \frac{C(0)}{D\tau}.
$$

where $\tau = \lim_{k \to 0} (|k|\tau_k)$ and $D$ is defined by Eq. (50). Thus, it is possible to express the diffusion coefficient and the relaxation time in terms of the correlation function. However, the expressions are not so simple as the diffusion constant of the acausal diffusion equation. This is because our equation is based on the coarse-grained dynamics using the projection operator. In the POM, the projected microscopic variables are the origin to cause the fluctuations and dissipations of variables associated with macroscopic time scales. Then, the diffusion coefficient is defined by the noise-noise correlation instead of the current-current correlation [22, 27, 28, 29, 30, 31, 33, 34, 35, 36]. As a matter of fact, from Eq. (11), the exact TC equation of the number density is given by

$$
\frac{d}{dt} \delta n(x, t) = \int_0^t d\tau \int d^3x' \Gamma(x - x', t - s) \delta n(x', s) + \xi(x, t).
$$

Here, the last term represents the noise term that has been ignored until now and is defined by

$$
\xi(x, t) = Q e^{iLt} i\hat{L} \hat{n}(x, 0).
$$

The relaxation function $\Gamma(x - x', t - s)$ is expressed by the noise-noise correlation,

$$
\Gamma(x - x', t - s) = \int d^3x'' \langle \xi(x, t), \xi(x'', t') \rangle \cdot (\delta n(x'', 0), \delta n(x', 0))^{-1}.
$$

In the linear response theory, it is known that the diffusion constant is expressed by the correlation function of currents when the coarse-grained dynamics is assumed to be given by the acausal diffusion equation[21]. To derive the acausal diffusion equation after taking the Markov limit in the POM, the noise-noise correlation must be replaced by the current-current correlation, at least, in the low momentum limit. This is easily verified if we can approximately replace the coarse-grained time-evolution operator $e^{iLt}$ with the usual time-evolution operator $e^{iLt}$ (see Appendix A for details). As a matter of fact, this approximation means to drop $\chi^c_x(k)$ in the denominator of the memory function, and hence the memory function is approximately replaced by Eq. (60). Then, one can easily show that the Markovian diffusion equation is reduced to the acausal diffusion equation in the low momentum limit. It is normally assumed that the approximation is justified at least in the low momentum limit [22]. Actually, the famous conclusion that the diffusion constant is given by the current-current correlation is derived under the same assumption. However, $\chi^c_x(k)$ is not small even in the low momentum limit. This is the reason why we cannot obtain the acausal diffusion equation in contrast to Ref. [22]. This result further suggests that the current-current correlation does not necessarily give the definition of the diffusion constant.
VII. SUMMARY AND CONCLUDING REMARKS

We applied the projection operator method (POM) to the non-relativistic model and derived the coarse-grained equation for the number density. The derived equation is an integrodifferential equation and contains the memory effect. In our model, the number density is a conserved quantity and there exists the sum rule associated with it. The usual acausal diffusion equation breaks the sum rule. On the other hand, the integrodifferential equation satisfies the sum rule in the low momentum limit.

Second, we assumed that there exists the clear separation between microscopic and macroscopic scales, and employed the Markov approximation. The Markovian diffusion equation is characterized by the diffusion coefficient and the relaxation time as is the case with the causal diffusion equation. Thus, we can conclude that the causal diffusion equation can be derived by using the POM. However, it should be noted that the relaxation time of our equation depends on the momentum.

To derive the acausal diffusion equation in the POM, as is discussed in Ref. 22, we should approximately replace the coarse-grained time-evolution operator with the normal time-evolution operator. Usually, it is assumed that the approximation is justified in the low momentum limit 22. However, in our calculation, we cannot employ the approximation even in the low momentum limit. This result further suggests that the current-current correlation does not necessarily give the definition of the diffusion constant.

These results are not particular to the model used in this paper. The causal diffusion equation is obtained also by applying the POM to the Nambu-Jona-Lasinio (NJL) model, which is the low energy effective model of quantum chromodynamics (QCD). This result may be important to discuss the QCD critical dynamics. Usually, we simply assume acausal diffusion equations as coarse-grained equations of conserved variables associated with macroscopic time and length scales near the critical points 40, 41, 42, 43. However, the coarse-grained equation does not necessarily have an acausal form 22, 24, 44. When we apply causal diffusion equations instead of acausal ones, the QCD critical dynamics might be changed.

In this calculations, we employed the perturbative approximation. Thus, there may exist criticism that if we calculate without employing approximations, we may be possible to obtain acausal diffusion equations instead of causal ones. However, it is impossible because the exact calculation must satisfy the sum rule.

Ichiyanagi also discussed the causal diffusion equation (more generally, the extended irreversible thermodynamics) based on the projection operator method 45, 46. However, the situation discussed by him is different from ours. He introduced a time-smoothed density matrix to define the projection operator. The time-smoothed density matrix represents a non-equilibrium state and hence, the Kubo’s canonical correlation of Eq. 24 is replaced by a non-equilibrium expectation value. In our calculation, we consider the situation where the deviation from the equilibrium state is not so strong and the degrees of freedom associated with microscopic time scale has already reached the thermal equilibrium. This is the reason why we employ the Kubo’s canonical correlation as the definition of the scalar product contained in the projection operator. On the other hand, when we employ the time-smoothed density matrix as the definition of the scalar product, the microscopic degrees of freedom stays in the non-equilibrium state and hence the derived coarse-grained equation describes the evolution of the fluctuations from the non-equilibrium state.

Recently, the generalized projection operator method (GPOM) is developed to describe the pulse parameter dynamics 47. Although projection operators are introduced also in the GPOM, the GPOM is different from our method. The Mori projection operator satisfies the condition 20, and this plays an important role in deriving the TC equation 16. However, the projection operator introduced in the GPOM does not satisfy this condition because the phase degree of freedom is introduced. Thus, it is difficult to reproduce the GPOM in our projection operator method.
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APPENDIX A: CONVENTIONAL DERIVATION OF DIFFUSION EQUATION IN THE PROJECTION OPERATOR METHOD

In this section, we review the conventional derivation of a coarse-grained equation of the number density in the POM 22.

Substituting the Mori projection operator defined by Eq. 22 into Eq. 11, the exact TC equation is given by

\[
\frac{d}{dt} \delta n(x,t) = \int_0^t d\tau \int d^3x' d^3x'' (e^{iQL\tau} \delta \dot{n}(x), \delta \dot{n}(x')) \cdot (\delta n(x'), \delta n(x''))^{-1} \cdot \delta n(x'', t - \tau) + \xi(x,t),
\]

(A1)

The streaming term vanishes in this definition of the projection operator. We assume that the memory function can be approximated as follows:

\[
(e^{iQL\tau} \delta \dot{n}(x), \delta \dot{n}(x')) \approx -\nabla_x (e^{iQL\tau} \delta J(x), \delta J(x')).
\]

(A2)
where $\delta J(x)$ is the current of the number density. In the first line, we used the equation of continuity,

$$\frac{d}{dt} \delta n(x, t) + \nabla \cdot \delta J(x, t) = 0. \quad (A3)$$

In the second line, the coarse-grained time-evolution operator $e^{iQLt}$ is approximately replaced by the usual time-evolution operator $e^{iLt}$.

After the Fourier transformation, the TC equation is given by

$$\frac{d}{dt} \delta n(k, t) = k^2 \int_{-\infty}^{\infty} d\tau \Gamma_{J,J}(k, \tau) \delta n(k, t - \tau) + \xi(k, t), \quad (A4)$$

where $\Gamma_{J,J}(k, t)$ is the Fourier transform of the memory function,

$$\int d^3x' (e^{iLt} \delta J(x), \delta J(x')) \cdot (\delta n(x'), \delta n(x''))^{-1} = \int \frac{d^3k}{(2\pi)^3} \Gamma_{J,J}(k, t) e^{ik(x-x')}.$$  

(A5)

We assume that $\Gamma_{J,J}(0, t)$ is finite after taking the Markov approximation. Finally, the coarse-grained equation at low $k$ is given by

$$\frac{d}{dt} \delta n(k, t) = k^2 D^{aca} \delta n(k, t) + \xi(k, t), \quad (A6)$$

where the diffusion constant is defined by

$$D^{aca} = \int_{-\infty}^{\infty} d\tau \Gamma_{J,J}(0, \tau). \quad (A7)$$

This is the acausal diffusion equation, and hence it is often claimed that acausal diffusion equation can be derived in the POM. However, as we have seen, to derive the acausal diffusion equation, we should apply the approximation $\Gamma_{J,J}(0, t)$ and it is not applicable to the non-relativistic Hamiltonian used in this paper.

**APPENDIX B: CORRELATION FUNCTIONS OF NUMBER DENSITY**

First of all, we summarize the general properties of the correlation functions of the number density following the discussion given by Kadanoff and Martin [15]. This discussion is of assistance when we investigate the validity of the coarse-grained equation obtained by applying the POM.

In the linear response theory, the expectation value of an arbitrary operator $\langle O(t) \rangle$ that is dynamically induced by the external field is given by

$$\langle O(x, t) \rangle - \langle O(x, t) \rangle_{eq} = i \int_{-\infty}^{t} ds \langle [H_{ex}(s), O(x, t)] \rangle_{eq}, \quad (B1)$$

where $(\quad)_{eq}$ means to take a thermal expectation value with a Hamiltonian $H$, and $O(x, t) \equiv e^{iHt}O(x)e^{-iHt}$.

We are interested in the number density induced by the external field $F(x, t)$. For this purpose, we substitute

$$O(x) = n(x) \quad \text{and} \quad H_{ex}(t) = -\int d^3x n(x, t) F(x, t) \text{ into Eq. } (B1).$$

Then, we obtain

$$\langle \delta n(x, t) \rangle = i \int_{-\infty}^{t} dt' \langle [n(x, t), n(x', t')] \rangle_{eq} F(x', t'). \quad (B2)$$

Here, the external field has the following time dependence:

$$F(x, t) = \begin{cases} F(x)e^{it} & t < 0 \\ 0 & t > 0 \end{cases}. \quad (B3)$$

Now, we introduce a function $C''(k, \omega)$ as follows;

$$\langle [n(x, t), n(x', t')] \rangle_{eq} = \int \frac{d\omega}{2\pi} \int \frac{dk}{(2\pi)^3} C''(k, \omega) e^{ik(x-x')} e^{-i\omega(t-t')}.$$  

(B4)

The $C''(k, \omega)$ is real and an odd function of the frequency $\omega$.

Substituting Eq. (B5) into Eq. (B3), we obtain

$$\langle \delta n(x, t) \rangle = \int \frac{d\omega}{2\pi} \int \frac{dk}{(2\pi)^3} F(k) \frac{C''(k, \omega)}{\omega} e^{ikx} e^{-i\omega t} \text{ (} t \geq 0\text{).} \quad (B5)$$

We further define the Laplace-Fourier transform of the number density,

$$\delta n^{LF}(k, z) = \int d^3x \int_{0}^{\infty} dt e^{zt} \langle \delta n(k, t) \rangle = \int \frac{d\omega}{2\pi} \frac{C''(k, \omega)}{\omega + z} F(k). \quad (B6)$$

Here, we substitute Eq. (B5) into Eq. (B6), we obtain

$$C(k, z) = \int \frac{d\omega}{2\pi} \frac{C''(k, \omega)}{\omega + z}. \quad (B7)$$

Setting $z = \omega + i\epsilon$, the dynamic susceptibility is decomposed into the real part and the imaginary part;

$$C(k, \omega + i\epsilon) = C''(k, \omega) + \frac{i}{2} C'''(k, \omega), \quad (B8)$$

where

$$C''(k, \omega) = P \int \frac{d\omega'}{2\pi} \frac{C''(k, \omega')}{\omega' - \omega}. \quad (B9)$$

This is a Kramers-Kronig relation. Because the function $C''(k, \omega)$ is an odd function of $\omega$, we obtain the following relation from the Kramers-Kronig relation,

$$C(k) \equiv C(k, \omega = 0) = \int \frac{d\omega'}{2\pi} \frac{C''(k, \omega')}{\omega'}. \quad (B10)$$
We can derive a sum rule with the help of the equation of continuity,
\[ \frac{\partial}{\partial t} n(x, t) + \nabla \cdot J(x, t) = 0. \]  

(B11)

Operating the time derivative to Eq. (B4) and applying the equation of continuity, we obtain
\[ \frac{\partial}{\partial t} \langle [n(x, t), n(x', t')] \rangle_{eq} = -\langle [\nabla \cdot J(x, t), n(x', t')] \rangle_{eq} = -i \int \frac{d\omega}{2\pi} \int \frac{dk}{(2\pi)^3} \omega C''(k, \omega) e^{ik(x-x')} e^{-i\omega(t-t')} \dfrac{\partial}{\partial t} \nabla \cdot J(x, t). \]

(B12)

In the Schrödinger field discussed in this paper, the current operator \( J(x, t) \) is given by
\[ J(x, t) = \frac{i}{2m} (\nabla \psi^\dagger(x, t) \cdot \psi(x, t) - \psi^\dagger(x, t) \nabla \psi(x, t)). \]

(B13)

Then, one can easily calculate the equal time commutator of the current and the number density,
\[ \langle [J(x, t), n(x', t')] \rangle_{eq} = -\frac{i}{m} \nabla \delta(x-x') \langle n(x') \rangle_{eq}. \]

(B14)

This equation implies
\[ \int \frac{d\omega}{2\pi} \int \frac{dk}{(2\pi)^3} \frac{d\omega}{(2\pi)^3} \omega C''(k, \omega) e^{ik(x-x')} = \frac{1}{m} \nabla^2 \delta(x-x') \langle n(x') \rangle_{eq}, \]

(B15)

and hence we can obtain the following f-sum rule,
\[ \int \frac{d\omega}{2\pi} \omega C''(k, \omega) = \frac{1}{mk^2} \langle n(0) \rangle_{eq}. \]

(B16)

By expanding Eq. (B16) for large values of \( z \) and using the relation and the sum rule, we obtain
\[ \delta n^{LF}(k, z)/F(k) = \frac{i}{z} C(k) + \frac{i}{z^2} \int \frac{d\omega}{2\pi} \omega C''(k, \omega) + \frac{i}{z^3} \int \frac{d\omega}{2\pi} \omega C''(k, \omega) + \cdots \]
\[ = \frac{i}{z} C(k) + \frac{i}{z^3} \frac{1}{mk^2} \langle n(0) \rangle_{eq} + O(1/z^4). \]

(B17)

1. Acausal diffusion equation

Here, we assume that the time-evolution of the number density follows the acausal diffusion equation. Then, from the Fick’s law, the current is given by
\[ J(x, t) = D \nabla n(x, t), \]

(B18)

where \( D \) is the diffusion constant. Substituting it into the equation of continuity, we obtain the acausal diffusion equation,
\[ \frac{\partial}{\partial t} n(x, t) = D \nabla^2 n(x, t). \]

(B19)

After the Laplace-Fourier transformation, the number density is given by
\[ n^{LF}(k, z) = \frac{n(k, 0)}{-iz + Dk^2}, \]

(B20)

where, \( n(k, 0) \) represents an initial value of the number density. When the initial value is induced by the external field \( F(x, t) \) defined in the preceding section, we can set
\[ n(k, 0) = C(k) F(k). \]

(B21)

Expanding the Laplace-Fourier transform for large values of \( z \), we have
\[ n^{LF}(k, z) = \frac{i C(k)}{z} - \frac{C(k)Dk^2}{z^2} \omega + \cdots. \]

(B22)

This expression has the term proportional to \( 1/z^2 \), while the corresponding term vanishes in Eq. (B17). Furthermore, \( C''(k, \omega) \) in the diffusion equation is
\[ C''(k, \omega) = \frac{C(k)Dk^2 \omega}{\omega^2 + (Dk^2)^2}. \]

(B23)

This expression fails to satisfy the sum rule (B16). Thus, if the coarse-grained dynamics is approximated by the acausal diffusion equation, the time-evolution completely breaks the sum rule.

2. Causal diffusion equation

Kadanoff and Martin pointed out that we should introduce a relaxation time to satisfy the sum rule (B12). Then, the Fick’s law is modified as follows;
\[ \frac{\partial}{\partial t} J(x, t) = \frac{1}{\tau} J(x, t) - D \nabla n(x, t). \]

(B24)

Substituting this equation into the equation of continuity, we obtain
\[ \left[ \frac{\partial^2}{\partial t^2} + \frac{1}{\tau} \frac{\partial}{\partial t} - D \nabla^2 \right] n(x, t) = 0. \]

(B25)

After using the initial conditions
\[ n(k, 0) = C(k) F(k), \]

(B26)

\[ \frac{\partial}{\partial t} n(x, t) \bigg|_{t=0} = 0, \]

(B27)

the Laplace-Fourier transform of the number density is given by
\[ \frac{n^{LF}(k, z)}{F(k)} = \frac{C(k)(1 - iz\tau)}{-iz + Dk^2 - \tau z^2} \omega + \cdots. \]

(B28)
In this expression, we do not have the term proportional to $1/z^2$ and the equilibrium value of the number density is given by $\langle n(0) \rangle_{eq} = m C(k) D/\tau$. The equilibrium number density should not depend on the momentum and hence the expression of $\langle n(0) \rangle_{eq}$ looks inconsistent. However, the diffusion equation is the coarse-grained equation and it is valid only in the low momentum limit. Then, the function $C(k)$ is approximately given by $C(0)$. Thus, one can conclude that the causal diffusion equation is consistent with the sum rule in the low momentum limit.
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