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Abstract. Cardiac motion estimation is an important diagnostic tool to detect heart diseases and it has been explored with modalities such as MRI and conventional ultrasound (US) sequences. US cardiac motion estimation still presents challenges because of the complex motion patterns and the presence of noise. In this work, we propose a novel approach to estimate the cardiac motion using ultrafast ultrasound data. – Our solution is based on a variational formulation characterized by the $L^2$-regularized class. The displacement is represented by a lattice of b-splines and we ensure robustness, in the sense of eliminating outliers, by applying a maximum likelihood type estimator. While this is an important part of our solution, the main highlight of this work is to combine a low-rank data representation with topology preservation. Low-rank data representation (achieved by finding the $k$-dominant singular values of a Casorati Matrix arranged from the data sequence) speeds up the global solution and achieves noise reduction. On the other hand, topology preservation (achieved by monitoring the Jacobian determinant) allows to radically rule out distortions while carefully controlling the size of allowed expansions and contractions. Our variational approach is carried out on a realistic dataset as well as on a simulated one. We demonstrate how our proposed variational solution deals with complex deformations through careful numerical experiments. The low-rank constraint speeds up the convergence of the optimization problem while topology-preservation ensures a more accurate displacement. Beyond cardiac motion estimation, our approach is promising for the analysis of other organs that experience motion.

1. Introduction

According to the World Health Organization, cardiovascular diseases are the leading cause of death in the world. A key factor for early detection and prevention of these diseases is to analyze the cardiac motion to diagnose, for example, valve conditions and motion abnormality. Moreover, the cardiac mechanics can be studied and analyzed through the heart deformation [1]. In most of the medical laboratories, diagnosis is based on the visual inspection of the heart’s motion [2]. However, the results are conditioned to the experience of an expert, and in consequence, they are highly variable and subjective. Thereby, the need of having objective and understandable measures emerge, and up-to-date cardiac motion estimation is a central topic in cardiac imaging [3].

Estimation of cardiac motion is a very active problem to be tackled. In the search of achieving a good motion estimation, different authors have used diverse biomedical imaging modalities including: magnetic resonance imaging (MRI), computed tomography (CT), single photon emission computed tomography (SPECT), and positron emission tomography (PET) (e.g. [4] [5] [6]). However, the lack of resolution in modalities such as PET and SPECT ($\approx 4 - 7 \text{ mm}$ [7]), together with the exposure to radiation (i.e. CT, PET/SPECT), and the magnetic interference and cost of MRI make their use complicated.

An alternative modality to estimate cardiac motion is ultrasound imaging (US). US is very popular due to its low cost, high accessibility, real-time interaction, non-ionization, portability, and rapid assessment [8]. It has become routinely used in multiple clinical scenarios including diagnostic and heart disease prevention. US allows capturing, for example, the heart’s size and shape, strain rate, ventricular deformation, and abnormal motions. Moreover, its feasibility for tissue tracking and estimated motion analysis has been demonstrated [9] [10].

Despite these benefits, ultrasound has disadvantages related to the presence of noise and occasional artifacts and as well a limited acquisition speed. The poor temporal resolution of conventional US hinders retrieving
different mechanical events of the heart [11, 12]. Nonetheless, recent advances in ultrafast ultrasound (UUS) imaging have overcome previous issues, particularly temporal resolution, as they have a much higher frame rate (greater than 1000fps) [13], which is advantageous for cardiac motion estimation. An UUS system is capable of computing many lines in parallel, generating in this way a full image from one single transmitting event. Different applications of UUS emerge, such as tissue and blood motion estimation and imaging of micro bubbles or neurovascular coupling. Moreover, it facilitates advancements in disease prevention, diagnosis, and therapeutic monitoring [12]. In this work, we study the application of UUS to estimate the cardiac motion.

In the literature, different works for US cardiac motion estimation have been reported. Most of them use conventional ultrasound (e.g. [14, 15, 16, 18]), while few works have been reported using ultrafast ultrasound imaging (e.g. [19, 20]). Despite the use of conventional or ultrafast ultrasound, the approaches proposed to retrieve the cardiac motion can be classified into those using the characteristics of the radio frequency (RF) signal, and those based on computer vision techniques applied to an image sequence.

Motion estimation techniques in the first category use the natural acoustic reflections of the radio frequency (RF) signal. When this option is used, the cardiac motion can be computed by either applying speckle tracking techniques, which use the amplitude of the signal, or radio-frequency-based correlation techniques, which use the phase information (e.g. [20, 21, 22]). This option is a promising approach to estimate the cardiac motion. However, the result greatly depends on the characteristics of the RF.

In the second category of motion estimation techniques, we can find solutions based on Optical Flow (OF), in which the relative motion of the heart is computed from the velocities of patterns’ brightness (examples can be found in [23, 24, 25]). Although different authors have proved the feasibility of OF for motion estimation, its main drawback is that it only works with relatively non-complex deformations. Another common solution, usually adapted for more complex motions, is non-rigid registration, in which displacements of the tissue can be tracked by computing the spatial correspondences between frames [14, 20, 27, 28].

Another option for estimating the dynamics of the heart is by tracking the heart’s borders using deformable models (e.g. [29, 30, 32]). However, cardiac motion estimation can be inaccurate when the displacements are parallel to the edge or when there is a lack of well-defined borders, which is a common problem when using US [14].

In this work, we propose a new approach to estimate the cardiac motion using ultrafast ultrasound modality (see Figure. 1). Based on a variational formulation for non-rigid registration in $L^2$, we include a maximum likelihood type estimator to increase the robustness of the solution in the sense of being able to deal with outliers. While this is an important part of the solution, the main contribution is: combining low-rank data representation with a topology-preserving approach. Particularly:

- We promote low-rank data representation. As a stand-alone tool, it already offers several advantages, such as speeding up the global solution by reducing the computational time and decreasing the noise in the image sequence.
- Another key point is topology preservation. A penalization term for the Jacobian determinant is used in order to guarantee a diffeomorphic transformation. We use a regularizer to rule out distortions while controlling the magnitude of expansion and compression.
- The combination of the two previous tools turns out to be powerful as it allows computing an accurate displacement field that is mathematically well-motivated and computationally efficient.

![Figure 1](image-url)
The remainder of this paper is organized as follows. Section 2 presents previous literature related to the topology-preserving problem. Our solution is tackled in Section 3. Particularly, in Subsection 3.1 we present the low-rank data representation strategy, while in Subsection 3.2 we describe our variational framework to recover the deformation over time. Moreover, in Subsection 3.3 we describe our penalization term for achieving topology preservation. In Section 4, we validate our proposal presenting experiments on both, a realistic and a simulated dataset. Section 5 provides a final conclusion and directions for future works.

2. Related Work

During cardiac motion estimation, unpreserved topologies result in violations of region convexity and are reflected in penetration of boundaries and overlapped or distorted mesh elements. Thereby, topology preservation is important in order to ensure connectivity between structures, maintain the relations between neighboring elements, and avoid distortion of existing structures. When the deformations are small, topology is preserved by the smoothness offered by the regularization term, but this is not the case when large deformations appear, as it happens when the complex dynamics of the heart is to be retrieved.

From the conservation principles of continuum mechanics, it is clear that the elastic displacement field in cardiac motion can be modeled as isomorphism resp. diffeomorphism. Necessary and sufficient conditions are that its deformation gradient tensor exists and is nonsingular at every point in the deformable body [33]. In terms of the Jacobian $J$, this means that $J$ exists and that $\det(J) \neq 0$ at every point in the deformable body. For a positive volume, it is required that $|J| > 0$ throughout the deformable body [33].

A well-known approach to achieve topology preservation is controlling the Jacobian determinant. Dacorongna in [34] presented a detailed discussion related to the Jacobian determinant equation in which he demonstrated its ability to achieve topology preservation. Jacobian determinant has been used in problems involving deformable structures in order to achieve more realistic transformations (e.g. [35, 36, 37]). However, in this section we cover only those that have relation with the modeling of deformable objects. In a multidimensional elastic registration framework, authors in [31] explored a barrier function for penalizing locally non-invertible functions.

The problem of achieving topology preservation has been reported in different works addressing MRI and US data. The authors in [35] ensured topology preservation by defining a threshold of 0.5 for the Jacobian determinant. Then, for values lower than this threshold, they generate a new template, equal to the previous deformed template, to continue with the registration process. Similarly, Ashburner et al. in [36, 38] penalized singular values of the Jacobian having lognormal distribution. To enforce the Jacobian positivity, Musse and colleagues [39] proposed a 2D parametric approach based on the constraint of the continuous hierarchical modeling of the deformation field.

Later on, Noblet et al. [40] reported an extension of Musse’s work in the three-dimensional space. They presented a hierarchical deformation field model in which the Jacobian determinant was conditioned when it had negative values. The main difference between the two works is that the nontrivial optimization problem in [40] was obtained in the 3D space. Topology preservation was treated as a hard constraint in [41], where they restricted the Jacobian determinant within a set of intervals in a grid region. If these conditions were not met, then they enforced topology preservation in terms of gradients. Explicit control of the deformation in terms of the determinant of the Jacobian was reported in [42]. In comparison with similar works, here, the authors proposed the use of point-wise inequality constraints (i.e. they achieved topology preservation by controlling voxel by voxel instead of using integral measures).

Another approach was presented in [43], in which topology was preserved by quantifying the magnitude of deformations and examining the statistical distributions of Jacobian maps in the logarithmic space. A two-step solution was proposed in [44]. Authors first corrected the gradient vectors of the deformation and then they reconstructed the deformation based on a minimization problem on a convex subset of the underlying Hilbert space. As a result, they achieved a well-defined Jacobian in the image domain. An extension of that work was presented in [45], in which authors proposed a solution based on independent problems of small dimension that allow parallel computation.

Zhang et al. [15, 18] developed a temporally diffeomorphic motion estimation approach for conventional cardiac ultrasound sequences. In that work, the authors addressed the topology-preservation problem by using a smooth velocity field with a differential operator in a Sobolev space. The resulting transformation defines a group of diffeomorphisms. In [46], authors used the Beltrami coefficient (BC) to represent an orientation-preserving diffeomorphism. To deal with the computational cost of the BC method, they presented a splitting algorithm, one part solved the BC whereas the other involved the quasi-conformal map. However, the BC
was reduced to constrain the Jacobian. Moreover, a biophysically constrained framework for large deformation
diffeomorphic image registration was proposed in \cite{46}. They achieved topology preservation by controlling the
Jacobian determinant and the amount of shear in the deformation map using a nonlinear Stroke regularization
scheme.

3. Cardiac Motion Recovery

In this section, we present our solution to estimate the cardiac motion. The section contains three parts: First
we describe the low-rank representation of the data. Then we give the variational framework to recover the
deforation field. Finally, we present our regularizer for topology preservation to obtain a realistic diffeomorphic
solution.

3.1. Low-Rank Data Representation

As a recent promising tool, low-rank data representation has been promoted in a variety of areas, including but not
limited to: computer vision, machine learning for fitting problems, and computing the low-rank approximation
of a matrix \cite{47,48}. Low-rank representation has been useful for processing big data because in many datasets,
the relevant information lies in a low-dimensional space \cite{49}. In particular, low-rank representations have been
used in motion recovery in optical flow, e.g. in \cite{50}, to recover the motion in videos of facial movements.

Our motivation for using low-rank data is threefold: First, we aim to increase the computational speed of
the solution convergence. Second, it constitutes a means of denoising the ultrasound data and avoiding artifacts
in the recovered deformation field. Third, we aim to investigate the synergy of the low-rank representation with
the preservation of the topology.

For a precise description of our low-rank data representation, consider an ultrafast ultrasound image
sequence, $F = \{f_s\}_{s=0}^{S-1}$, with $S$ frames of size $M \times N$. Then, a new structure of the data is given in the
form of a single matrix, called Casorati matrix $C$, which columns are the $S$ frames in a vectorized way:

$$
C = \begin{bmatrix}
    f_0(1,1) & \cdots & f_{S-1}(1,1) \\
    \vdots & & \vdots \\
    f_0(M,N) & \cdots & f_{S-1}(M,N)
\end{bmatrix}
$$

where $f_s(m, n)$ is the scalar value of the sequence in frame $s$, at a given pixel location $(m, n)$.

Let us now turn to the theoretical prerequisites to produce a low-rank representation of the Casorati
representation $C$, exploiting the high correlation in the columns of the matrix.

It is well-known (see, for instance, \cite{51}) that any matrix $A \in \mathbb{R}^{M \times N}$ admits a decomposition in the way:

$$
A = \sum_{y=1}^{r} \sigma_y u_y v_y^T = USV^T
$$

### Table 1. Decomposition of the Casorati matrix $C$ and the rank 100-approximation $C_{100}$

|     | U       | S       | V       |
|-----|---------|---------|---------|
| $C$ | 13824x13824 | 13824x1814 | 1814x1814 |
| $C_{100}$ | 13824x100 | 100x100 | 1814x100 |

### Figure 2. Left: Singular values $\sigma_{k+1} = \|C - C_k\|^2$. Right: CPU time to compute the rank-$k$ approximation $C_k$. 
where $\mathbf{U} = (\mathbf{u}_1, \ldots, \mathbf{u}_M) \in \mathbb{R}^{M \times M}$ and $\mathbf{V} = (\mathbf{v}_1, \ldots, \mathbf{v}_N) \in \mathbb{R}^{N \times N}$ are orthogonal matrices; the matrix $\mathbf{S}$ is diagonal $\mathbf{S} = (\sigma_1, \ldots, \sigma_r, 0, \ldots, 0)$ with $r \leq \min(M, N)$ and the scalar quantities $\sigma_i$ are called the singular values of the matrix $\mathbf{A}$. Then, the triplet $\mathbf{USV}$ is called a singular value decomposition (SVD).

A major issue in medical applications is the large amount of data to be processed, which is the case when the cardiac motion is estimated. An option to deal with this issue is to compute the set of dominant singular values instead of computing the singular value decomposition of a large and dense matrix. This allows keeping the most relevant information in a subspace which is smaller than the original one. Thus, the problem of building a low-rank representation can be given by finding the $k$-dominant singular values of $\mathbf{A}$. Mathematically, finding the rank-$k$ approximation of the matrix $\mathbf{A}$ can be described as:

$$\mathbf{A}_k := \sum_{y=1}^{k} \sigma_y \mathbf{u}_y \mathbf{v}_y^T = \arg \min_{\text{rank}(\mathbf{A}) \leq k} \| \mathbf{A} - \mathbf{\hat{A}} \|_F^2.$$  

where $\| \mathbf{L} \|_F^2$ is the squared Frobenius norm of a matrix. It is used in low-rank based problems since it is invariant to rotations and to the rank. The importance of the rank-$k$-approximation in [3] is given by the Eckhart-Young theorem (see, for instance, [52]). Take a matrix $\mathbf{A}$ with a SVD as in [2], and let $k < r := \text{rank}(\mathbf{A})$. Let $\mathbf{A}_k$ be the rank-$k$ approximation in equation (3). Then, we have:

$$\| \mathbf{A} - \mathbf{A}_k \|^2 = \min_{\text{rank}(\mathbf{B}) = k} \| \mathbf{A} - \mathbf{B} \|^2 = \sigma_{k+1}$$  

For our data described in Section 4, we compute the Casorati matrix $\mathbf{C}(F)$ and different rank-$k$ approximations $\mathbf{C}_k$ in equation (3). The resulting matrix decomposition is displayed in Table 1 in which the original matrix (of size $13824 \times 1814$) was reduced to rank 100. Both the error and the computational time are plotted against the rank $k$ in Figure 2. This figure shows that only an average of 2.08984 seconds was needed to obtain $\mathbf{C}_k$, and that the approximation error for $\mathbf{C}_{100}$ is $1.44e^{-5}$.

As we stated before, another main motivation to promote low-rank representation $\mathbf{C}_k$ instead of using the full Casorati matrix $\mathbf{C}$ is to reduce noise. This is accomplished by eliminating the subspace where the noise relies, which results in retrieving a subspace with only relevant information. Noise, which normally relies on another subspace due to its characteristics, is rejected from the solution (see Figure 3). This eliminates artifacts in the subsequent deformation computation.

In the last step, we use the invertibility in equation (1) to invert the low-rank representation $\mathbf{C}_k(F)$ back to the denoised video sequence $\mathbf{F}_k = ((f_s)_k)_{s=0}^{S-1}$. We will work with that sequence in the following section to extract the mechanical deformation field of the heart.

Let us now expose the variational framework to recover the deformation.

3.2. Deformation Recovery

Let $F = \{f_s\}_{s=0}^{S-1}$ be the image sequence over $S$ frames, where each image $f_s$ is a function over the bounded domain $\Omega$. 

Figure 3. Top row shows an original and denoised frame after applying low-rank process along with the rejected space. Bottom row, A and B, show zoom in views of the same frames in which we can see that both noise and some artifacts were removed.
We will find a deformation vector field \( \mathbf{h} \) defined on the domain \( \Omega \) as a minimizer of an energy functional:

\[
E(\mathbf{h}) = \sum_{s=0}^{S-2} E_{\text{disc}}(f_s, f_{s+1}; \mathbf{h}) + E_{\text{reg}}(\mathbf{h}) + E_{\text{tp}}(\mathbf{h})
\]

where the three terms used have the following purposes: \( E_{\text{disc}} \) discrepancy measure, \( E_{\text{reg}} \) regularization term and \( E_{\text{tp}} \) topology preservation.

We will now go through our variational framework and explain each of the terms in the energy functional. We begin with the representation of the deformation field \( \mathbf{h} \), then go on to the discrepancy term \( E_{\text{disc}} \) and the regularization term \( E_{\text{reg}} \). In Subsection [3.3] we describe the topology preservation term \( E_{\text{tp}} \) necessary to achieve realistic deformations.

How to represent the deformation field \( \mathbf{h} \)? The deformation model is an essential factor that defines how fast and accurate the approach is. In order to find a compromise between computational cost and accuracy, we will handle the changes over time using a lattice as in the following definition:

**Definition 1** A m-dimensional lattice is the Z-linear span of a set of k linearly independent vectors in \( \mathbb{R}^m \).

We will then use a lattice in which its points are characterized by the tensor product of the b-splines [53]. These are widely used in medical applications. The advantage of this lattice deformation model is that it demands low running time, allows multiresolution, has optimal mathematical properties, and keeps affine invariance. Using b-splines has the additional advantage of being able to handle complex deformations.

Consider a given position \( \mathbf{w} = (w_1, \ldots, w_d) \) in \( \mathbb{R}^d \). Let \( \{\xi_i(\cdot)\} \) be a basis of spline functions and let \( \mathbf{P}_{j_1,\ldots,j_d} \) be control points. Then, we express the deformation vector \( \mathbf{h} \) at point \( \mathbf{w} \) through the model:

\[
\mathbf{h}(\mathbf{w}) = \sum_{j_1=0}^{n} \cdots \sum_{j_d=0}^{n} \mathbf{P}_{j_1,\ldots,j_d} \prod_{k=1}^{d} \xi_{j_k}(w_k)
\]

In this work, we use cubic basis splines:

\[
\xi_0(x) = (1 - x)^3/6, \quad \xi_1(x) = (4 - 6x^2 + 3x^3)/6, \quad \xi_2(x) = (1 + 3x + 3x^2 - 3x^3)/6, \quad \xi_3(x) = x^3/6
\]

The deformation model for \( \mathbf{h} \) in (6) is in \( \mathbb{R}^d \) and it shows that within our framework, we actually reconstruct the control points \( \mathbf{P}_{j_1,\ldots,j_d} \) in order to get the deformation \( \mathbf{h} \). In our application, we will exploit this deformation model for dimension \( d = 2 \).

We now turn to the discrepancy term \( E_{\text{disc}} \). Since the images are acquired by the same sensor, it is not expected that they have a big intensity variation between them. Therefore, an iconic method is a perfect match for this application. One possible option is to use the Sum of Squared Differences (SSD) method:

\[
\int_{\Omega} f_0(\mathbf{w} + \mathbf{h}(\mathbf{w})) - f_1)^2 d\mathbf{w}
\]

SSD offers a low computational cost but it has the disadvantage of not dealing well with outliers.

For the actual expression for \( E_{\text{disc}} \) in (5), we use:

\[
E_{\text{disc}}(f_0, f_1; \mathbf{h}) = \int_{\Omega} \rho(f_0(\mathbf{w} + \mathbf{h}(\mathbf{w}))) - f_1) d\mathbf{w}
\]

Here, the function \( \rho \) is a maximum likelihood type estimator motivated by robust statistics:

**Definition 2** An M-estimator is a symmetric and positive definite function \( \rho \) with a unique minimum at zero.

The M-estimator substitutes the minimization of \( \sum_i r_i^2 \), where \( r \) is the residual error, with \( \sum_i \rho(r_i) \), in order to deal with the effect of outliers. This increases the robustness and accuracy of the result.

In this work, we use the Turkey estimator for \( \rho \):

\[
\rho(x) = \begin{cases} 
\frac{\alpha^2}{\pi} \left[ 1 - \left( \frac{x}{\alpha} \right)^2 \right]^3 & \text{if } |x| \leq c \\
\frac{\alpha^2}{6} & \text{if } |x| > c 
\end{cases}
\]

\[
(10)
\]
Figure 4. When topology-preserving is not enforced, unrealistic transformations result. A way to ensure topology preservation is by checking the Jacobian determinant $|J|$. When it is equal to 1 then the volume is preserved. Small positive or large positive numbers of $|J|$ result in contractions or expansions. But having $|J| \in (-\infty, 0)$ can result in distortions, overlapping, and creation of new structures.

Table 2. Jacobian determinant conditions for topology preservation

| Condition               | Local type of deformation                          |
|-------------------------|----------------------------------------------------|
| $|J_h(w)| \leq 0$       | topology is destroyed, overlapping, distortion and penetration of boundaries may occur |
| $|J_h(w)| > 0$           | diffeomorphism, topology preservation              |
| $0 < |J_h(w)| < 1$       | contraction                                         |
| $|J_h(w)| = 1$           | volume preservation                                  |
| $1 < |J_h(w)|$         | expansion                                           |

where $c$ is a tuning parameter. The discrepancy term with the Turkey estimator in [10] is known to offer a hard rejection of outliers [54].

For the regularization term $E_{\text{reg}}$, we use the Tikhonov method to impose stability to the energy functional. Let $\gamma \in \mathbb{R}^+$ be the regularization parameter. Then we use for $h = (h_1, \ldots, h_d)$ the term:

$$E_{\text{reg}}(h) = \gamma \sum_{\ell=1}^{d} \int_{\Omega} \|\nabla h_{\ell}(w)\|^2 dw$$

as the regularizer in our variational framework [5].

3.3. Topology Preservation

A common drawback of most of the solutions working with complex deformations is that topology-preserving is not guaranteed, which leads to unrealistic deformations becoming a source of error. An example of such deformations is shown in Figure 4 in which topology is not preserved. In medical applications, this issue is of huge importance in order to maintain the anatomical structures. In order to preserve the topology, the deformation must be a diffeomorphism. One way to achieve topology preservation is using the Jacobian determinant. This option makes sense since it allows measuring the changes in the area/volume produced by the deformation at each patch.

Let $|J_h(w)|$ be the Jacobian determinant of the deformation $h = (h_x, h_y)$ in $\mathbb{R}^2$. The Jacobian determinant is described as:

$$|J_h(w)| = \det \begin{pmatrix} \frac{\partial h_x(w)}{\partial x} & \frac{\partial h_x(w)}{\partial y} \\ \frac{\partial h_y(w)}{\partial x} & \frac{\partial h_y(w)}{\partial y} \end{pmatrix}$$

Table 2 shows the characteristics of the deformation $h$ encoded in the Jacobian and an illustration of these behaviors can be seen in Figure 4.
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From our deformation model in (6), the partial derivatives of \( \frac{\partial h}{\partial x}(w) \), ... , \( \frac{\partial h}{\partial y}(w) \) can be easily evaluated, as they come from the tensor product of independent functions. Using Equation (7), we have for the derivatives of the cubic basis splines:

\[
\xi_0'(x) = (1 - x)^2/2, \quad \xi_1'(x) = (3x^2 - 4x)/2, \quad \xi_2'(x) = (-3x^2 + 2x + 1)/2, \quad \xi_3'(x) = x^2/2
\] (13)

Then, the determinant in (12) can be straightforwardly evaluated as a function of the lattice points \( P_{j_1, \ldots, j_d} \) characterizing the deformation \( h \).

Once we have stated how to compute the Jacobian determinant, we turn to formulate our penalization term \( E_{tp} \) for the energy functional (5). We use a weak constraint, but do not penalize values lying near 1:

\[
E_{tp}(h) = \int_{\Omega} \delta_h(w) dw, \text{ with }
\delta_h(w) := \begin{cases} 
  e^{-|J_h(w)|} + \varphi \sqrt{|J_h(w)|^2} & \text{if } ||J_h(w)|| - 1 \geq \tau \\
  0 & \text{otherwise}
\end{cases}
\] (14)

Here \( \varphi \in \mathbb{R}^+ \) offers a balance in our penalization, and \( \tau \in \mathbb{R}^+ \) is the margin of acceptance for values close to one. The first term

\[
e^{-|J_h(w)|}
\]

heavily penalizes negative values of the deformation. Thus it prevents the field \( h \) from having distortions or penetration of boundaries. The term

\[
\varphi \sqrt{|J_h(w)|^2}
\]

with the parameter \( \varphi \) controls the magnitude of the expansions and contractions.

Unlike most of the Jacobian determinant constrains, for example \( \log(|J|) \) (see [36]) and \( e^{(|J|)} \) (as in [31]), we do not only guarantee the positivity of the Jacobian determinant but also enforce its value to stay near one. Moreover, we penalize big expansions in order to achieve more realistic deformations.

There are different options for solving the \( L^2 \)-regularized class. Traditional methods include Gradient Descent, Newton’s method, Nonlinear Conjugate Gradient, and Evolutionary Optimization Algorithms. However, they can get stuck at local minima, might need an infinite number of iterations to converge, or have a slow rate of convergence. A better alternative is the well-known Levenberg-Marquardt (LM) which offers better results with less computational time. For these reasons, in this work we use LM method to minimize our energy functional.

4. Experimental Results

This section describes in detail the experiments that we conducted to validate our proposal.

4.1. Subjects and acquisition

We used two ultrafast ultrasound datasets (see Figure 5) to evaluate our proposed approach.

The first is a realistic dataset from one patient. During the acquisition, the patient was placed in the supine position or left lateral decubitus. Then, the probe was placed on the left parasternal line at the fourth intercostal space with the marker pointing toward the right shoulder of the patient. The images were thus taken from the parasternal long axis view. This view is useful for global assessment of the motion of the heart’s wall and the function of different areas including the right and left ventricle, the mitral and aortic valves and the interventricular septum. This dataset is composed of 1814 frames with size of 720x480, and a scaled version of size 144x96. This data was acquired with an UUS device with a (fc) transducer with a bandwidth of 6MHz and 192 elements using coherent compounding of plane waves. The output is a 2D plane wave image sequence of the long axis view of a healthy heart.

The second dataset (see [19] for details) is a simulated ultrafast ultrasound sequence that has a realistic cardiac deformation field and describes the mechanics of a healthy left ventricle (see [55] for the description of the mechanics). This data was generated using (fc) transducer with a frame rate of 5000 Hz (single transmits) and effective frame rate of 500 Hz. The output of this simulated data is a set of 2D apical imaging planes. This view is helpful to study the left ventricle and the mitral inflow. The sequence is composed of 399 frames with size of 2143x250. This simulated data is very helpful to assess the performance of our approach since it includes a ground truth of the displacements which can be compared against our estimation.
Figure 5. Sample frames of the raw data extracted from the two datasets used for evaluating our approach.

| Preprocessing                      | Topology Regularizer | Minimum                        | Preprocessing                      | Topology Regularizer | Minimum                        | Preprocessing                      | Topology Regularizer | Minimum                        |
|-----------------------------------|----------------------|--------------------------------|-----------------------------------|----------------------|--------------------------------|-----------------------------------|----------------------|--------------------------------|
| Low-Rank (SVD)                    | Our Approach         | \( E_{\text{tp}}(h) = \int_{\Omega} \delta_h (w) dw \) \[14\] | Low-Rank (SVD)                    | Rohlfing et al. \[17\]            | \( 2.057e^{-4} \)           | Low-Rank (SVD)                    | Heyde et al. \[16\]            | \( 3.2012e^{-7} \)          |
| Wavelet                           |                      | \( 6.696e^{-4} \)                          | Wavelet                           |                      | \( 1.7417e^{-3} \)                          | Wavelet                           |                      | \( 1.644e^{-5} \)                          |
| Gaussian Smoothing                |                      | \( 2.216e^{-3} \)                          | Gaussian Smoothing                |                      | \( 1.40264e^{-4} \)                          | Gaussian Smoothing                |                      | \( 7.822e^{-2} \)                          |

Table 3. Performance comparison between our proposed approach and other state of the art approaches

All the measurements and reconstructions in this section are taken from these two ultrafast ultrasound cardiac sequences. All test and comparison were run under the same condition on a CPU-based implementation. We used an Intel(R) Core i7-6700 CPU at 3.40GHz-32GB RAM, and a Nvidia GeForce GT 610.

4.2. Validation scheme

We divided our validation scheme into two parts. The first part makes use of the realistic dataset and relies on the following measurements to evaluate the performance of our topology-preserving technique:

- Comparison between our proposed topology regularizer and two from the literature: Table 3;
- Assessment of using low-rank as a preprocessing step: Figure 6;
- Inspection of the displacement field: Figure 7 (A)/(B);
- Numerical results offered by the Jacobian determinant: Figure 7 (A.2)/(B.2); Table 4;
- Careful comparison of the residual error for both the low-rank tool and the topology preservation tool and study of their synergy: Table 4;

In the second part, we use a simulated dataset with a provided ground truth in which we perform the following evaluations:

- Numerical visualization and comparison of the displacement field: Figures 8 and 9;
- Numerical visualization of mean accumulated displacement of the seven segments of the left ventricle Figure 9;
- Nonparametric statistical analysis between the real and the estimated displacements;
- Illustration of the computed strain as a reasonable clinical measure: Figure 10.

4.3. Results

In order to prove the benefits of using low-rank (SVD) as a preprocessing step, we compared it against two common preprocessing techniques: Gaussian smoothing (kernel 5x5 and \( \sigma = 0.7 \)) and Wavelets (Biorthogonal Spline Wavelet, 4 levels). We carried out the comparison of the three preprocessing techniques using our topology regularizer and two more from the state of the art \[17, 16\].
According to the results (Table 3 and Figure 6), we found that low-rank was able to find the best minima in our case study in a computationally efficient manner. The results showed that Wavelet was able to find an acceptable minima but, it needed an average of 30 iterations per frame to converge compared to the 16 needed by low-rank (see plots in Figure 6). Gaussian smoothing on the other hand performed the worst in terms of minima and average iterations per frame.

Overall, out of the three prepossessing techniques, low-rank offered a good tradeoff between accuracy and computational time since it requires less iterations per frame. This is further reflected in the overall CPU time as illustrated in the box-plot at right side of Figure 6 where low-rank only needed an average of 2.3217 seconds of computational time while Gaussian and Wavelet both required more than 11 seconds in average. Moreover, it performed the best across the different regularizers giving the best minima each time. In general, our topology regularizer approach was the best compared to the regularizers offered by Rohlfing [17] and Heyde [16]. It has the advantage of enforcing the value to be close to one and penalizing very strong expansions and contractions.

The performance of our proposed topology-preserving technique is illustrated in Figure 7 with and without topology preservation. First we show the performance without topology preservation ($E_{tp} = 0$ in the energy functional (3)) where the resulting displacement fields are displayed in (A) and the corresponding Jacobian determinant are shown in (A.2). The example frames in the columns show critical details of the respective displacements fields and Jacobian. Row (A.1) shows zoom-in parts where different violations of the topology occur in part (A), such as overlapping, boundaries penetration, and mesh elements distortion.

The plots of the Jacobian clearly show huge variations in the value of the determinant which results in an unstable representation of the anatomical structure. Not only that, but in some parts the Jacobian determinant presents big values (greater than 3), which indicates that some transformations produced very big expansions, while in others the Jacobian determinant gave negative values, which indicates that new structures were formed. These violations create new structures and result in an unrealistic representation of the complex deformation of the heart’s motion. This is not acceptable particularly in medical applications where preservation of the anatomical structure is remarkably needed.
Figure 7. (A) Resulted transformations, during complex deformations, without applying topology preservation. Highlighted areas denote structure violations that are more clearly displayed in the zoom-in views (A.1). The resulted Jacobian determinant are shown in (A.2). Resulted transformations, after applying topology preservation, are shown in (B) and can be compared with (A) in which (B.1) and (B.2) show that they keep the mesh structures with most of the Jacobian determinant staying at 1.

Figure 8. (From right to left) Accumulated displacement for the apical view of the left ventricle. Few samples of the approximated axial and lateral displacements (top and bottom) are compared against the ground truth. Left side shows the Jacobian determinant of the same sample frames which reflects preservation of the anatomy.

We then ran the same tests after applying the proposed topology preserving approach ($E_{tp}$ in (14) with $\varphi = 5 \cdot 10^{-3}$) and show the results in part B. Looking at the zoom in parts in B.1, and comparing it with
Figure 9. Mean accumulated displacement of the seven segments of the left ventricle. Blue circles make reference to the axial displacement while red squared refer to the lateral displacement.

Figure 10. (Top) Radial and longitudinal strain profiles of the left ventricle. These profiles are evaluated by their sign where negative values reflect shortening and positive ones reflect stretching. (Bottom) Few frames of the cardiac cycle showing the radial strain.

part A.1, we can verify that our approach allows controlling expansions and contractions, maintaining region convexity, and avoiding foldings. The corresponding plots of the Jacobian determinant are shown in part B.2. In comparison to the Jacobians without topology preservation, we can see stabilities on the values as they do not suffer large variations (mostly stay on 1) with guaranteed positivity. These are realistic values, as over two pairs of time-frames, the volume should be approximately preserved. From these illustrations one can therefore conclude that the approach was successful in avoiding topology violation even with complex deformations of the cardiac motion.

For a more detailed quantitative analysis, we evaluated the global performance of our approach by comparing its performance with low-rank and full-rank data using 600 frames of the sequence (see Figure 5 dataset I). Unlike works where speckles were useful as indicators for tracking the heart’s motion, in the framework we proposed, results from Table 4 show that promoting low-rank offered a positive effect on the solution as it significantly reduced the computational time and allowed faster convergence of the energy functional (less iterations per frame).

Table 4, Exp. 1 and Exp. 5 show that without topology preservation in the functional (5), the residuum was about 0.1 with and without the low-rank constraint. Applying low-rank, the Jacobian determinant had higher values but still suffered from heavy distortions. With topology preservation in Exps. 2-4, and 6-8, reasonable
values of the Jacobian determinant were obtained, avoiding any penetration of boundaries. Thus, topology preservation is a necessary tool to get realistic deformation results for cardiac motion estimation.

The primary role of the low-rank representation seems to be the radical decrease in computational time, as seen from a comparison of Exps. 1-4 and Exps. 5-8, where the computational time was decreased by about 75%.

The residual errors in Exps. 2-4 in the topology-preserved full-rank case were in the order of magnitude \(10^{-3}\) resp. \(10^{-4}\). Contrary to that, topology preservation in the low-rank case in Exps. 6-8 yielded minima in the order of magnitude \(10^{-9}\) to \(10^{-12}\). Moreover, the discrepancy error showed that low-rank achieved an order of magnitude \(10^{-6}\) in comparison with \(10^{-3}\) given by the full-rank case. In practice, topology preservation and low-rank constraint act together to get a more realistic deformation field in less time.

As a second part of our validation scheme and for an extended evaluation of our proposal, we illustrate the axial and lateral accumulated displacement of both the ground truth and our estimation of a single heart cycle (left side of Fig. 3). It is clear by visual inspection of the colored bar that our estimation is very close to the ground truth. In order to support this statement, we computed the Root-Mean Square error (RMSE) for the axial and lateral displacement and plotted the results in left side of Figure 9 where we can see RMSE values less than 1mm for the axial direction and less than 1.2mm for the lateral direction. The plots also show a concentration of values much lower than 1mm in both displacement directions.

To complement the analysis of the estimated displacement, in right side of Figure 9 we offer an analysis of the seven segments of the left ventricle during one cycle of the heart. Since the inferior and anterior parts are symmetric, we can evaluate their behavior for the axial and lateral displacements. As expected, axial displacements (blue circle) reported positive values acting in a similar way in both sides while lateral displacements (red squared) showed similar behavior with contrary signs since they go to opposite directions during heart motion.

We used the nonparametric Wilcoxon signed rank sum test to answer whether there is statistical significant difference between the real values (ground truth) and the estimated values. We found that the null hypothesis was not rejected with \(p < 0.05\) significance level. This, lead us to conclude that we obtained a good estimation of the displacement.

To further support the results obtained in Figure 7 (A.1 and A.2) and Table 4, the right side of Fig. 8 shows the corresponding Jacobian determinant of the illustrated frames where we can see that most of the values meet the desired criteria (stay at 1) for achieving topology preservation, which proofs the efficiency of our proposed term.

Finally, we provide strain images as these are often used clinically. It is well-known that the strain can be calculated in terms of the components of the displacement vector field \(\mathbf{h}(w)\):

\[
\varepsilon(w) = \begin{pmatrix}
\varepsilon_{xx}(w) & \varepsilon_{xy}(w) \\
\varepsilon_{yx}(w) & \varepsilon_{yy}(w)
\end{pmatrix} = \frac{1}{2}(C - I) = \frac{1}{2}(F^T F - I),
\]

where \(C\) is the Green deformation tensor, \(F = \nabla \mathbf{h}(w)\) is the displacement gradient, and \(I\) is the identity.

Strain is useful to evaluate the heart muscle and to identify subtle changes in heart function [56]. Moreover, it allows representing the percentage change in dimension from a resting state to a stressed state (after applying a force). Figure 10 shows the radial and longitudinal strains related to the left ventricle. The resulted plots can be evaluated according to the sign of the strain in which negative values indicate shortening and positive values denote stretching. According to the results at the upper part of the figure, radial strain reported a stretching behavior while longitudinal strain a shortening behavior. For illustration purposes, the radial strain of few frames from the sequence are displayed at the lower part of the same figure. The strain profiles and displacements of the left ventricle exhibit distinct features and clinically meaningful motion patterns.

5. Conclusion

In this paper, we presented a new approach to estimate the cardiac motion using ultrafast ultrasound data. In a variational framework, we combined a penalizer for topology preservation with a low-rank data representation. Together with the better temporal resolution of ultrafast ultrasound, our proposed approach overcame challenges of non-rigid registration, including noise and complex heart motion and inaccurate results exhibiting distortions. While keeping the computational time relatively low, a realistic and clinically meaningful displacement field was produced, with the diffeomorphic features and preserved structures.

In our variational framework, the displacement was represented by a lattice with splines, and a maximum likelihood estimator was used in the discrepancy term to provide robustness against outliers. The regularizer for the topology has two features: eliminating radically negative values and carefully controlling the volume
expansion and compression. We validated the accuracy of our approach and showed that it offers a RMSE lower than 1 mm in comparison to the ground truth.

While this variational framework gives good results and is strong individually, the consuming CPU time and artifacts in the ultrafast ultrasound sequence motivated us to promote a low-rank data representation, as it has proved to be useful in other areas of imaging and computer vision. We represented the data in a single Casorati matrix and used the dominant singular values to compute the deformation. Apart from removing the noise in the ultrasound data, this technique greatly reduces the computational time and produces, together with the topology penalization term, significantly less discrepancy in the results.

While we wanted to show the potentials of combining ultrafast ultrasound with low-rank techniques and topology preservation from a technical point of view, the objective of this work is to have a first study for proof of concept and to open a new line of research for further clinical investigation. In this work, we evaluated the technique using data from one subject. Future work will include a more extensive evaluation with more subjects to examine the clinical potentials of the approach. Moreover, the technique promises to be useful for analyzing organs experiencing complex motion other than the heart, as for example the movement of the lungs in respiration.
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