Implementation of different techniques for removing artifacts in diaphragmatic sEMG, and evaluation of these in automatic and online applications
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Abstract: Respiratory muscles superficial electromyography (sEMG) is an important source of information in the monitoring of ventilated patients. One of the main problems in the acquisition of sEMG signals is the different sources of interference. The most common artifacts are the baseline wander (BW) normally generated by motion, and power line interference (PLI). In this paper, different methods were selected and evaluated for the removal of these artifacts in a simulated sEMG signal of the right diaphragm muscle. The best performance technique for the removal of each artifact was determined using frequency analysis and estimation of criteria such as the signal to noise ratio, relative error, cross-correlation, and coherence of the power spectrum density. The computational cost of each of the techniques was estimated to also assess how appropriate it is to implement in online applications and limited hardware. The study demonstrates that the spectral interpolation technique has a good performance in removing PLI from the sEMG signal but has a high computational cost, unlike the adaptive LMS filter. On the other hand, the SSA-based technique proved to be the best performing for BW removal and its computational cost is adequate in a more limited hardware system.
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1. INTRODUCTION

During the last decades, the sEMG has been positioned as a very useful tool, not only in the academic field but also in the medical field, since the information it provides sheds light on the physiological and pathophysiological behavior of muscle function [1,2]. Therefore, the sEMG corresponding to the respiratory muscles can be of great diagnostic help and constant monitoring of patients in medical environments [1,3]. Its usefulness has been demonstrated also in the case of critical mechanically ventilated patients [4].

The analysis of the sEMG signals of respiratory muscles to support the diagnosis requires a signal without noise and ideally without interference because it is about deep muscles in which biopotentials in critical conditions are highly affected by thoracic edema, fat or the inherent muscle fatigue [5,6] Among the most common interferences that affect the sEMG signals are the power line (PLI) [6–10], the baseline wandering (BW) [5,6,11–13] that is normally generated by motion artifacts [4,10], biopotentials interference related to the heart activity [14,15], and interference of non-respiratory
muscles (crosstalk)[16,17]. The acquisition of the sEMG in clinical implementations or that require online processing and with automatic removal techniques makes noise contamination an even more challenging problem [18–20].

Conventional linear digital filters are not recommended for the removal or reduction of artifacts in sEMG because attenuate the sEMG where there is a spectral overlap between the noise and the signal [6]. Therefore, one of the main challenges is the removal of artifacts without distorting the sEMG signal [6,11]. Another great challenge is the performance of removal techniques in online and automatic applications as the monitoring of the work of breathing and breathing rate of a ventilated patient [6]. Another application in non-respiratory muscles would be for prosthesis control, muscle dysfunction diagnosis, among other types of applications [11–13]. The artifact removal techniques for sEMG signals can be separated into two large fields, on the one hand, the removal of artifacts common to all biopotentials, which are not of physiological origin, and another field that depends on each application and the type of muscle involved. Regarding the techniques focused on the removal of artifacts that are not of physiological origin, which are the purpose of this article, different techniques have been proposed and they mainly focus on two types of interference, Baseline Wander (BW) generated by motion artifacts, perspiration and poor electrode contact [21] and Power Line Interference (PLI).

For the removal of PLI the following techniques have been proposed: an adaptive LMS filter [9], a spectrum interpolation technique [8,10], and an empirical mode decomposition (EMD) based technique [6]. For the removal of BW artifacts, the following techniques have been proposed: a high-pass filter [5], an EMD-based technique [6], and a singular spectrum analysis (SSA) based technique [22]. In this study, these techniques were applied in a model of an artifactual sEMG signal of the diaphragm, it was implemented both in a sEMG signal non affected by ECG interference and in a signal affected by ECG interference. The results were compared through a frequency analysis between the simulated sEMG signal with the signals obtained using the techniques and the criteria of signal-to-noise ratio, relative error, and cross-correlation. At last, the performance of each of the techniques in an online implementation is evaluated, the computational cost of each of the techniques and the delay is determined.

2. METHODS

Because this study uses simulated signals, the methodology includes three sections. First, the models used to generate electromyographic and electrocardiographic signals as well as the interferences are described; later the filtering techniques to be evaluated are described, and finally, the performance evaluation strategy is detailed.

2.1. Modeled interfered sEMG signals

To evaluate the artifact reduction techniques, knowledge of the characteristics of the clean signal is required to calculate the residual interference after the application of the different filtering methods, which is why simulation of the sEMG signal is necessary. Also, an ECG signal is simulated, which is summed to the sEMG signal, since the recording of sEMG in the diaphragm normally has ECG artifacts present, the performance of the artifact reduction techniques are evaluated using sEMG with ECG interference and without it.

2.1.1 The sEMG signal

The model consists of two steps: 1) a white zero-mean Gaussian noise source \( g(t) \) and, 2) the implementation of a linear filter with a transfer function \( H \), that introduces the spectral characteristics for each of the respiratory phases, inspiration or expiration [14]. The variance of each of the phases of the respiratory cycle, as well as the transfer functions, are estimated from a real sEMG signal[23].

The variances that were estimated for both the expiration and inspiration phases were \( 8.14 \times 10^{-5} \) and
respectively, the transfer function for the AR filters used has order 4. The outputs of each filter were modulated by (1).

\[ ms(t) = \sqrt{\frac{b_1}{1 + \lambda_0}} \left( \lambda_0 + \sin \left( \frac{2\pi t}{T_p} + \phi \right) \right) + b_2 \]  

(1)

When \( \lambda_0 > 0, b_1 > 0, b_2 \geq 0 \), and the phase angle is \( \phi \). \( T_p \) is the time of a respiration cycle and the operator \([x]^+\) indicates that it is equal to \( x \) when \( x > 0 \), and is equal to 0 when \( x \leq 0 \) [23,24]. In the sEMG, the time of the respiratory cycle has small variations, therefore \( T_p \) has a variation in time. Therefore, it is multiplied by a scalar, where the scalar value is a number randomly taken from the range \([0.9,1.1]\), as can be seen in (2).

\[ T_p = \alpha T_0 \]  

(2)

The maximum value of (1) is the following:

\[ ms_{max} = \sqrt{b_1 + b_2} \]  

(3)

Finally, the function for inspiration is as see in (4).

\[ ms_i(t) = \frac{ms(t)}{ms_{max}} \]  

(4)

And for expiration is the following expression:

\[ ms_e = 1 - ms_i(t) = 1 - \frac{ms(t)}{ms_{max}} \]  

(5)

The values of the variables of the previous equations were taken from previous studies (\( b_1 = 1, b_2 = 0, \lambda_0 = 0.5, \phi = -\frac{\pi}{6} \), and \( T_0 = 4s \)) [23,24]. The sEMG signal for the simulated diaphragm is seen in Figure 1(a).

\[ \text{Figure 1. Result of the models. a) simulated sEMG generated from the model; b) simulated ECG generated from the model; c) sEMG simulated contaminated with ECG} \]
The ECG was simulated using a dynamic model based on three ordinary differential equations [25].

\[ \dot{x} = \alpha x + \omega y \]  \hspace{1cm} (6)

\[ \dot{y} = \alpha y + \omega x \]  \hspace{1cm} (7)

\[ \dot{z} = \sum_{i \in \{P,Q,R,S,T\}} \alpha_i \Delta \theta_i \exp \left( -\frac{\Delta \theta_i^2}{2b_i^2} \right) - (z - z_0) \]  \hspace{1cm} (8)

Where \( \alpha = 1 - \sqrt{x^2 + y^2} \),  \( \Delta \theta_i = (\theta - \theta_i) \text{mod}(2\pi) \) and  \( \theta = \text{atan2}(y, x) \). With \( -\pi \leq \text{atan2}(y, x) \leq \pi \), \( \omega \) is the angular velocity of the trajectory as it moves around the limit cycle and also, \( z_0 \) is the baseline wander by summing the value with the respiratory frequency \( f_2 \) as is shown in (9)[25].

\[ z_0 = A \sin(2\pi f_2 t) \]  \hspace{1cm} (9)

Where \( A = 0.15mV \). Using the dynamic model, the RR intervals of the ECG signal are generated, which corresponds to one turn of the limit cycle. By varying the angular velocity, the length of each RR interval is varied[25].

A bimodal power spectrum \( S(f) \), which consists of the sum of two Gaussian distributions is added to the RR interval. Which simulates the effect of the RSA and Mayer waves on the power spectrum of the RR-intervals[26,27].

Estimating the inverse Fourier transform of a sequence of complex numbers and phase amplitudes that can be randomly distributed among 0 and \( 2\pi \), the interval RR with spectral power of \( S(f) \) can be obtained[25]. By multiplying a suitable scalar and summing a compensation value, the standard deviation and means required for the RR interval can be provided[25,27]. Finally, the angular velocity of time-dependent motion around the limit cycle, the equation is given by (10).

\[ S(f) = \frac{\sigma_1^2}{\sqrt{2\pi c_1^2}} \exp \left( \frac{(f - f_1)^2}{2c_1^2} \right) + \frac{\sigma_2^2}{\sqrt{2\pi c_2^2}} \exp \left( \frac{(f - f_2)^2}{2c_2^2} \right) \]  \hspace{1cm} (10)

The resulting ECG signal is shown in Figure 1(b), the image depicts the modulation of the QRS complex thanks to the RSA and Mayer waves. Finally, an observation uncertainty was used to the signal, this is done by adding measurement errors normally distributed with zero mean and standard deviation of 0.05mV. With the simulation of a raw \( sEMG + ECG \), the first approach can be made in the evaluation of the artifact reduction techniques, the simulated signal is shown in Figure 1(c).

The PLI interference can be modeled as a sinusoidal signal with a nominal frequency of 60 Hz (or 50 Hz depending on location). However, there are certain deviations in the nominal frequency over time, which may be due to certain instabilities in the power network, in addition to the high amplitude of the harmonic components. That is why according to[13], the PLI signal can be represented as shown in (11).

\[ A_{PLI} = A \sin(2\pi ft) + B \sin(2\pi ft) \]  \hspace{1cm} (11)

The PLI artifact is defined in the sum of a sine and cosine function. Where A and B are two second-order polynomial, \( (a_0 + a_1 t + a_2 t^2) \) and \( (b_0 + b_1 t + b_2 t^2) \) respectively to obtain the amplitude and frequency variations and \( f \) is the nominal frequency with a variation among 2 Hz[13]. The phase shift of the function was set to zero. Harmonics were added to the signal as shown in (12), according to[10].
\[ A_{\text{PLI}} = \sum_{h=1}^{H} A \sin(2\pi fh) + B \sin(2\pi fh) \]  

(12)

Where \( h \) is its harmonics. For the generation of the model, the first three harmonics were selected (\( H = 3 \)). The PSD of the simulated clean sEMG with the simulated PLI is shown in Figure 2(a) and the simulated sEMG with ECG artifacts contaminated with PLI is shown in Figure 2(b).

![Figure 2](image)

**Figure 2.** PSD of the simulated signal contaminated with PLI: a) clean sEMG signal contaminated with PLI; b) sEMG with ECG artifacts contaminated with PLI.

The baseline artifact can be determined as a low-frequency signal, the spectral energy of the BW signal is approximately 1 Hz. For the model that generates the BW signal, the equation (11) described previously can be used, with the difference that \( f = 0 \) as it is described in[13]. In this way, the expression becomes as shown in (13).

\[ A_{\text{BW}} = b_0 + b_1 t + b_2 t^2 \]  

(13)

The signal of the simulated clean sEMG with the simulated BW is shown in Figure 3(a) and the simulated sEMG with ECG artifacts contaminated with BW is shown in Figure 3(b).
Figure 3. Simulated signal contaminated with BW: a) clean sEMG signal contaminated with BW; b) sEMG with ECG artifacts contaminated with BW.

2.2 Techniques for reduction of non-physiological interference

In this paper, 3 techniques for PLI remotion and 3 for BW remotion in sEMG signal were implemented and tested.

2.2.1 Adaptive LMS filter for PLI remotion

This corresponds to a filter class that "learns" an unknown transfer function. These types of filters use a gradient descent method in which the filter coefficients are updated based on the instantaneous error signal. This method needs a reference signal that is correlated with the noise of the signal of interest[9]. The filter is optimal by minimizing the LMS error. The structure of the filter is seen in Figure 4.

\[ s(k) + e(k) \xrightarrow{\text{Delay}} s^*(k) \]

Where \( s(k) \) is the signal of interest, \( e(k) \) is the noise that contaminates the signal, \( n(k) \) is the reference signal as an input of the system and \( s^*(k) \) is the estimation of the signal of interest.

The coefficients of the LMS filter are determined according to (14) and the fundamental equation for the LMS filter is shown in (15).

\[ H(k + 1) = H(k) + 2\mu s^*(k)n(k) \] (14)
\[ s^*(k) = s(k) + 2\mu H^T(k)n^T(k) \] (15)

Where \( \mu \) is the rate of convergence and accuracy of the adaptation process and \( H(k) \) is the coefficients of the adaptive filter, the finite impulse response of the adaptive filter is determined with the number of coefficients[9].

2.2.2 Spectrum interpolation technique for PLI remotion

This is a suppression method based on an interpolation in the frequency spectrum. This technique assumes that at the interference frequency \( f_{PLI} \) there is a peak superimposed on the signal[8]. Therefore, the actual spectral value of the signal at frequency \( f_{PLI} \) can be estimated using an interpolation. The interpolation is implemented in the result of the discrete Fourier transform (DFT) of the signal, to obtain the signal again once the spectral interpolation has been carried out, using the inverse Fourier transform. In this way, a filter is applied to the signal with a limited attenuation and not an infinite null, with this technique the information of the sEMG signal at this frequency point is assumed, instead of completely removing the information[8,10].

The technique was implemented using linear interpolation, to reduce the computational cost as much as possible. To perform the interpolation, a window \( L \) is defined, this window is below the value of \( f_{PLI} \) and above said value, once the two ranges of values are obtained, interpolation is implemented[8,10]. Said interpolation generates a new curve of amplitude values in the frequency values belonging to the interference. The selected window corresponds to 2 Hz and at 60 Hz, the lower value selected is 59 Hz and higher is 61 Hz.

2.2.3 EMD-based technique for PLI remotion

The EMD is used for the decomposition of a time-series signal into a sum of intrinsic mode functions (IMF)[6]. EMD is described in the equation.

\[ s(t) = \sum_{i=1}^{N+1} c_i(t) \] (16)

Where \( s(t) \) is the signal decomposed and \( c(t) \) is the IMF and \( i \) is the number of IMFs from the signal.

After EMD on the sEMG signal, to identify the components that contain PLI interference, a notch filter with a band-stop frequency around 60 Hz and its harmonics is applied to each IMF, if \( e_i \) corresponds to the filtered IMFs, the identification of the components contaminated by PLI explained in the equation (17)[6].

\[ e_i = \frac{\text{var}(c_i(t) - a_i(t))}{\text{var}(c_i(t))} \] (17)

Where \( e_i \) is the variable that quantifies PLI intervention in each IMF and \( \text{var}[\cdot] \) corresponds to the variance of each time series. Once the PLI intervention estimates are obtained in the signal, a threshold is implemented. If \( e_i < 0.1 \), then \( \tilde{c}_i = c_i \); or if \( e_i \geq 0.1 \), then \( \tilde{c}_i = a_i \). Where \( \tilde{c}_i \) is the processed IMFs, in other words, if the IMF is contaminated with PLI (greater than 0.1), the component with the notch filter is applied, otherwise the component is not changed.

2.2.4 High-pass filter for BW reduction

The high-pass (IIR) filter can be described as the following expression (18).

\[ y(n) = \sum_{b=0}^{M} b_m x(n-m) - \sum_{m=1}^{N} a_m y(n-m) \] (18)
Where \( b_m \) and \( a_m \) are the coefficients of the filter, \( N \) is the order of the filter, \( x(n) \) is the input of the signal, \( y(n) \) is the filtered signal. IIR filters can use a much lower filter order to meet the required stopband attenuation[5]. The basics topologies of the IIR filter are the Butterworth filter, Chebyshev Type I filter, Chebyshev Type II filter, and Elliptic filter. In this study, the Butterworth filter is used with a cut-off frequency of 0.5 Hz and a filter order of 2.

### 2.2.5 EMD-based technique for BW reduction

To identify BW contaminated IMFs after EMD is applied, a low pass filter is used on each component with a cutoff frequency that varies as shown in 19.

\[
    f_i = \frac{f_0}{M^{N-i}}
\]

Where \( N \) is the numbers of IMFs of the signal, \( i \) is the IMF order, \( f_0 \) is the estimated cutoff frequency of the IMF, \( f_0 \) is the estimated cutoff frequency of \( N + 1 \) and \( M \) is a frequency folding coefficient. In this study, \( f_0 \) and \( M \) were set to 30 and 1.15 respectively. For the identification of IMFs contaminated by BW, the equation (20) is used[6].

\[
    e_i = \frac{\text{var}(d_i)}{\text{var}(c_i)}
\]

Where \( e_i \) is the variable that quantifies BW intervention in each IMF, \( c_i \) corresponds to each IMF and \( d_i \) corresponds to each filtered IMF. Once the BW intervention estimates are obtained in the signal, a threshold is implemented. If \( e_i < 0.05 \), then \( b_i = 0 \); or if \( e_i \in [0.05, 0.5] \), then \( b_i = d_i \); or if \( e_i > 0.5 \), then \( b_i = c_i \). Where \( b_i \) is the component processed. Once the threshold is applied to all IMFs, the denoised signal is obtained as is shown in (21).

\[
    \tilde{c}_i = c_i - b_i
\]

### 2.2.6 SSA-based technique for BW reduction

It is a technique that consists of the decomposition of a time series into a set of summable components. Each component can be interpreted as a trend, periodicity, and noise. SSA easily separates the periodicities found on different time scales, even in signals where there is a high noise content[22]. The original signal is obtained from the components only using a summation[22].

The implementation of this technique consists of several steps to decompose the signal. The first step is to transform the signal into a trajectory matrix, for this, the dimension of the window \( L \) is defined; the window size must meet the following conditions \( 2 \leq L \leq \frac{N}{2} \)[22]. Where \( N \) is the number of data points from the time-series. The windows are formed by the subseries \( \{s_i, s_{i+1}, ..., s_{i+L-1}\} \), where \( i = 0, 1, ..., N - L \). By this process, each column of the matrix is determined, sliding the window over the entire signal as seen in (22).

\[
    \begin{align*}
    X_0 &= (s_0, s_1, ..., s_{L-1})^T \\
    X_1 &= (s_1, s_2, ..., s_L)^T \\
    X_2 &= (s_2, s_3, ..., s_{L+1})^T \\
    \vdots \\
    X_{N-L} &= (s_{N-L}, s_{N-L+1}, ..., s_N)^T
    \end{align*}
\]

In this way, all the columns of the trajectory matrix \( (X) \) are created. \( K = N - L + 1 \) equals the number of columns that the trajectory matrix contains. This matrix is also known as a Hankel matrix. The second step is to decompose said trajectory matrix with a singular value decomposition (SVD).
\[ X = U \Sigma V^T \] (23)

Where \( U \) is a unitary matrix containing the orthonormal set of left singular vectors of \( X \) as columns and with dimensions \( L \times L \). \( \Sigma \) is a rectangular diagonal matrix containing \( L \) singular values of \( X \) with dimensions \( L \times K \), the singular values are \( \sqrt{\lambda_i} \), where \( \lambda_i \) are the eigenvalues. \( V \) is a unitary matrix containing the orthonormal set of right singular vectors of \( X \) as columns with dimensions \( K \times K \).

The next step is to determine the elementary matrices (\( E_i \)), each of these matrices correspond to one of the components of the original signal \( s(k) \). To calculate the components, an average of the antidiagonals of the given \( E_i \) is used. The components are estimated according to (24).

\[ s(k) = \sum_{i=1}^{d} E(k)_i \] (24)

Where \( d \) corresponds to the number of time series components of the original signal.

The last step corresponds to identify the elementary matrices (\( E_i \)) containing BW interference. For this, is proposed the same method of artifact identification shows in the EMD-based technique and described by equations 19 and 20. In this technique, \( f_0 \) and \( M \) were set to be 30 and 1.45 respectively.

The threshold implemented is: if \( e_i > 0.4 \), then \( \tilde{E}_i = E_i - d_i \); or if \( e_i \leq 0.4 \) then \( \tilde{E}_i = E_i \).

### 2.3 Performance evaluation

The evaluation of the performance of the techniques in the two simulated signals is made with the following quantitative criteria: signal to noise ratio (SNR), relative error, and cross-correlation. The signal to noise ratio is calculated with equation 25.

\[ \text{SNR} = 10 \log_{10} \frac{\text{var}(s(k))}{\text{var}(s(k) - s^*(k))} \] (25)

Where the variance of \( s(k) \) is the variance of the simulated sEMG signal (Figure 1(c)) and the variance of \( s^*(k) \) is the estimated sEMG signal by the techniques of PLI and BW artifact removal. The higher the value of this measure, the better the performance of the technique.

The relative error (RE) is estimated using the following equation (26).

\[ \text{RE} = \frac{\sum (S(f) - S^*(f))^2}{\sum S(f)^2} \] (26)

Where, \( S(f) \) and \( S^*(f) \) are the spectral density of the simulated sEMG signal and the estimated sEMG signal by the techniques of PLI and BW artifact removal, respectively. The lower value of this measure indicates the technique with the best performance.

The cross-correlation (CC) is calculated with (27).

\[ \text{CC} = \frac{\sum s(k)s^*_*(k)}{(\sum s(k)^2)(\sum s^*(k)^2)} \] (27)

The increase of the cross-correlation indicates a better performance of the technique. Coherence was estimated between the original sEMG and the processed signal, this indicator provides a measure of the performance in the frequency domain. A higher coherence value indicates a better performance of the technique. The equation for the coherence is (28).
\[ \text{Coh}(f) = \frac{|P_s(n)s^*(n)(f)|^2}{P_s(n)(f)P^{s^*}(n)(f)} \]  

(28)

Where, \( P(n)s^*(n)(f) \) is the cross-spectral density between the simulated sEMG and the processed sEMG signal, and the \( P_s(n)(f) \) and \( P^{s^*}(n)(f) \) their respective auto-spectra.

### 2.4 Tests in online and automatic implementation

The performance of each of the techniques was estimated in a real-time record. To identify the most suitable techniques for online implementations, during the registration a time window was defined where the techniques were applied, a window that changes every 10 seconds. The selected time windows were 10, 5, 2, 1, 0.5, and 0.3 seconds. In each of these time windows, the computational cost was determined. This process was done on specific hardware and the performance of each technique was also evaluated with each amount of data.

### 3. RESULTS

Each of the three PLI removal techniques was implemented in the simulated signals of clean sEMG and contaminated by ECG, as observed in Figure 5, a PSD analysis of the result of each technique compared to the original signal.

![Figure 5. PSD resulted of each technique compared with PSD of the original signal, where: a) corresponds to the adaptive LMS filter applied to the sEMG+ECG signal; b) corresponds to the spectrum interpolation technique applied to the sEMG+ECG signal; c) corresponds to the EMD-based technique applied to the sEMG+ECG signal; d) corresponds to the adaptive LMS filter applied to the clean sEMG signal; d) corresponds to the spectrum interpolation technique applied to the clean sEMG signal and e) corresponds to the EMD-based technique applied to the pure sEMG signal.](insert_image_url)

The adaptive LMS filter is applied with an order of 2 and a step size of 5 for the two modeled signals. The reference signal was generated by adding two cosine functions, one with a frequency of 60 Hz and the other with 180 Hz, according to the interference of PLI and its simulated harmonics in the
signals.

The result of the adaptive LMS filter technique is seen in Figure 5(a) for the sEMG signal contaminated with ECG and in Figure 5(d) for the clean sEMG signal.

With the spectrum interpolation technique, a frequency window between 59 Hz to 61 Hz and 179 to 181 Hz was separated in each of the components. Then in every range, a linear interpolation was performed, taking as initial data, the same window below 59 and above 61, the same procedure in the 180 Hz component. The result of this technique is seen in Figure 5(b) for the sEMG signal contaminated with ECG and in Figure 5(e) for the clean sEMG signal.

For the EMD-based technique, the signal was decomposed into 12 IMFs, from which the threshold was filtered and applied in the 60 and 180 Hz components. The results of the EMD-based technique are seen in Figure 5(c) for the sEMG signal contaminated with ECG and in Figure 5(f) for the clean sEMG signal.

To the results of the different techniques SNR, RE, and CC values were estimated to evaluate the performance of each technique in the two types of modeled signals. The values of these criteria are shown in Table 1 for the clean sEMG model and the model of sEMG contaminated with ECG.

| Criteri a | Adaptive LMS filter | Spectrum interpolation technique | EMD-based technique |
|---------|---------------------|---------------------------------|---------------------|
| SNR     | 0.1001              | 0.3396                          | 0.1821              |
| RE      | 0.0723              | 0.0312                          | 0.0714              |
| CC      | 0.0631              | 0.0661                          | 0.0642              |

| Criteri a | Adaptive LMS filter | Spectrum interpolation technique | EMD-based technique |
|---------|---------------------|---------------------------------|---------------------|
| SNR     | 0.1729              | 0.0897                          | 0.0562              |
| RE      | 0.0438              | 0.0264                          | 0.0198              |
| CC      | 0.0165              | 0.0169                          | 0.0169              |

The spectral coherence between the original signal and the signal processed by the artifact removal techniques is observed in Figure 6, for both the clean sEMG signal and the sEMG signal contaminated with ECG.

The signal is decomposed into 12 IMFs with the EMD-based technique, the filters have the following values for cutoff frequencies: [ 3.6868, 4.2398, 4.8758, 5.6072, 6.4482, 7.4155, 8.5278, 9.8070, ……, 11.2781, 12.9698, 14.9153, 17.1525, 19.7254, 22.6843] Once the threshold has been implemented for each simulated signal, the results of the PSD are shown in Figure 7(b) for the sEMG with ECG artifacts and Figure 7(e) for clean sEMG.
For the SSA-based technique, the signal was decomposed into 12 components, the values of cutoff frequencies of the filter are: [0.2395, 0.3473, 0.5035, 0.7301, 1.0587, 1.5352, 2.2261, 3.2278, 4.6803, …., 6.7865, 9.8405, 14.2687] Once the threshold has been implemented for each simulated signal, the results of the PSD are shown in Figure 7(c) for the sEMG with ECG artifacts and Figure 7(d) for clean sEMG.

Regarding the BW removal techniques, the same implementation as previously described was made, Figure 7 shows the comparison of the PSD of the original signal, that is, the models of pure sEMG and sEMG contaminated with ECG, with the processed signals for each of the techniques.

Figure 6. Spectral coherence of the signals processed by the artifact removal techniques with the original signal: a) corresponds to the adaptive LMS filter applied to the sEMG+ECG signal; b) corresponds to the spectrum interpolation technique applied to the sEMG+ECG signal; c) corresponds to the EMD-based technique applied to the sEMG+ECG signal; d) corresponds to the adaptive LMS filter applied to the clean sEMG signal; d) corresponds to the spectrum interpolation technique applied to the clean sEMG signal and e) corresponds to the EMD-based technique applied to the clean sEMG signal.

Furthermore, the results of SNR, CC, and RE were estimated for each technique, both in the modeled signal of the clean sEMG and in the modeled signal of sEMG contaminated with ECG (Table 2). Finally, the spectral coherence of each of the techniques with the original signals was estimated, as observed in Figure 8.

Once each of the processed signals corresponding to the techniques of BW and PLI removal applied to both the models and the recorded sEMG has been obtained and the criteria for performance evaluation has been calculated, the computational cost of each of the techniques is estimated to determine which techniques for BW removal and PLI removal are the most suitable in online and automatic applications. The removal techniques were compiled on hardware which is a small single-board computer known as Raspberry Pi to verify its operation in automatic applications in independent hardware systems of a computer and to be able to estimate the latency between the original and the estimated signal when the processing is done in limited hardware.
Figure 7. PSD resulted of each technique compared with PSD of the original signal, where: a) corresponds to the IIR High-Pass Filter applied to the sEMG+ECG signal; b) corresponds to the EMD-based technique applied to the sEMG+ECG signal; c) corresponds to the SSA-based technique applied to the sEMG+ECG signal; d) corresponds to the IIR High-Pass Filter applied to the clean sEMG signal; d) corresponds to the EMD-based technique applied to the clean sEMG signal and e) corresponds to the SSA-based technique applied to the clean sEMG signal.

The specifications of the small single-board are a Broadcom BCM2837B0, Cortex-A53 (ARMv8) 64-bit SoC @ 1.4GHz processor, 1GB RAM, and 32GB storage memory. The operating system implemented on the small single-board is the Raspbian version from 2019-04-08 and the techniques were developed and compiled in Python 3.5.6. Each of the techniques was implemented in different time windows in modeled signals that contain BW and PLI artifacts. The time windows were 10, 5, 2, 1, 0.5, and 0.3 seconds. Each window was tested in a length of time of ten seconds and the estimated compile-time across the window is averaged.

Table 2. Comparison of the quantitative criteria of every artifact removal technique for sEMG model and sEMG+ECG simulated signal.

| Criteri a | IIR High-Pass Filter | EMD-based technique | SSA-based technique |
|-----------|----------------------|---------------------|---------------------|
| SNR       | 0.5276               | 0.5025              | 0.5621              |
| RE        | 0.1145               | 0.1457              | 0.1117              |
| CC        | 0.4974               | 0.4873              | 0.5002              |
sEMG+ECG simulated signal

| Criteria | IIR High-Pass Filter | EMD-based technique | SSA-based technique |
|----------|----------------------|---------------------|---------------------|
| SNR      | 0.1005               | 0.0077              | 1.5940              |
| RE       | 0.2995               | 0.3091              | 0.2989              |
| CC       | 0.0317               | 0.0311              | 0.0319              |

**Figure 8.** Spectral coherence of the signals processed by the artifact removal techniques with the original signal: a) corresponds to the IIR High-Pass Filter applied to the sEMG+ECG signal; b) corresponds to the EMD-based technique applied to the sEMG+ECG signal; c) corresponds to the SSA-based technique applied to the sEMG+ECG signal; d) corresponds to the IIR High-Pass Filter applied to the clean sEMG signal; e) corresponds to the EMD-based technique applied to the clean sEMG signal and e) corresponds to the SSA-based technique applied to the clean sEMG signal.

**Table 3.** Mean runtime of every BW removal and PLI techniques in different time windows.

| Window (seconds) | IIR High-Pass Filter (seconds) | EMD-based technique (seconds) | SSA-based technique (seconds) |
|------------------|--------------------------------|------------------------------|------------------------------|
| **0.3**          | 0.0293                         | 0.1438                       | 0.0144                       |
| **0.5**          | 0.0501                         | 0.4567                       | 0.5819                       |
| **1**            | 0.1058                         | 0.9623                       | 0.1087                       |
It should be noted that in the tests where the execution time of each of the techniques was measured for both the removal of PLI and BW, although these results vary due to various factors, the type of hardware, compiler, programming language, optimization code, among others. The implementation of these tests seeks to find the techniques that have the best performance with the least delay difference between the signal processed and the one acquired in real-time.

### 4. DISCUSS

In this paper, 3 artifact removal techniques for PLI and 3 for BW were implemented according to literature reports [4,5,7–9,16]. With the selected techniques, the performance in removing the artifacts without distorting the frequency components corresponding to the signal and the computational cost.

In the two simulated sEMG signals with PLI, the three removal techniques were implemented. According to results in the frequency domain, the adaptive LMS filter in the two simulated signals, a considerable attenuation is observed in the peak located approximately at the 60 Hz frequency. This result is observed for both, for the pure sEMG signal and the contaminated with ECG. However, in the two signals a remnant located in the harmonic corresponding to a frequency of 180 Hz is also observed, where although a smaller amplitude, the peak is maintained. However, in the two signals, a remnant located in the harmonic corresponding to a frequency of 180 Hz is also observed, where the peak is maintained although with a smaller amplitude. The result of this technique may be due to the reference signal, said signal is constructed by a sinusoidal function with the frequency values corresponding to the PLI, which is at 60 Hz and its harmonics. However, it should be noted that the amplitude of the PLI is variable according to conditions such as the state of the electrical network, the electrodes of the acquisition device, the circuits of the acquisition device, among others. The change that said magnitude has in the signal interference is, without a doubt, a limitation of this technique, since, as observed in Figure 5(a) and Figure 5(d), it does not completely attenuate the artifact if it presents a greater magnitude in that frequency component.

The results of the spectral interpolation technique shown a better result than the previous technique. According to Figure 5(b) and Figure 5(e), the amplitude peaks corresponding to the PLI artifacts are completely attenuated and the resulting amplitude is consistent with the frequency activity of the signal. It should be noted that this technique is an estimate of the real value of the signal, that is, the frequency values corresponding to the artifacts are replaced by the calculated value of a linear interpolation of the signal. The resulting information on these frequency components is determined as

| Window (seconds) | LMS filter (seconds) | Spectrum interpolation (seconds) | EMD-based technique (seconds) |
|------------------|----------------------|---------------------------------|-------------------------------|
| 0.3              | 0.0237               | 2.9458                          | 0.4037                        |
| 0.5              | 0.0351               | 2.9436                          | 1.3222                        |
| 1                | 0.0626               | 3.0206                          | 2.1879                        |
| 5                | 0.2874               | 3.3231                          | 7.1894                        |
| 10               | 0.5667               | 4.0062                          | 11.1071                       |
a mathematical approximation of the actual signal.

In the EMD-based technique, according to Figure 5(c) and Figure 5(f), a complete attenuation is presented in the 60 Hz component; however, in the 180 Hz harmonic, a remnant remained, but of less amplitude compared to the adaptive LMS filter technique. From inspection of the PSD, the spectral interpolation technique is the one that presents the best result, followed by the EMD-based technique.

From Table 1, the results obtained from each of the estimated values for each criterion can be analyzed. Regarding the results obtained from the SNR, the technique with the best result for the two simulated signals is the spectral interpolation with a higher value compared to the other two techniques; in RE in the clean sEMG signal, the technique with the least relative error is the spectral interpolation technique and in the sEMG signal contaminated with ECG, the EMD-based technique has a slightly smaller relative error than the spectral interpolation technique; and for the CC, the three techniques presented very similar values in the two signals, the spectral interpolation technique being slightly higher in the pure sEMG signal and the SEMG signal contaminated with ECG, the spectral interpolation technique and the base-EMD have the same value. The coherence Figure 6 confirms the spectral interpolation as the best technique, being the one that shows the smallest difference between the original and the filtered signal between the 60 and 180 Hz components.

In BW removal, the first technique implemented is the IIR High-Pass Filter. In Figure 7(a) and Figure 7(d), removal of the amplitude peaks corresponding to the artifact is observed. However, in the sEMG signal contaminated with ECG, a greater amplitude occurs, this amplitude offset can be considered as a distortion of the original signal, which is not suitable.

In the EMD-based technique, according to Figure 7(b) and Figure 7(e), the artifact corresponding to BW is correctly attenuated and the rest of the signal frequency activity is not distorted or modified in terms of phase, frequency, or amplitude.

Finally, for the SSA-based technique, according to Figure 7(c) and Figure 7(f), the artifact corresponding to BW is correctly attenuated and the rest of the signal frequency activity is not distorted, except for some maximum amplitude values in the ECG contaminated signal.

When evaluating the values obtained for each criterion in Table 2 the SSA-based technique obtains the best SNR value, being the highest compared to the other two techniques in the two signals; the RE of lesser value in the two signals corresponds to the SSA-based technique, and the highest value CC also corresponds to the SSA-based technique. The estimated values in each criterion inferred SSA-based as the best technique and the visual inspection of the PSD (Figure 7) shows that it attenuates the artifacts corresponding to BW that are found in the lower frequency components and that it does not significantly distort the signal compared to the original signal. Figure 8 corresponding to the coherence values confirms the SSA-based technique as the best since it is the one that shows the least difference with the original signal in the lower frequency components.

In Table 3 the runtime is shown for the removal PLI techniques, the least computational cost technique for the removal of PLI is the adaptive LMS filter, while the spectral interpolation technique, although it is the one with the best performance, has a high computational cost. The EMD-based technique has a high computational cost in signals of a large amount of data, but as the number of data is reduced, the compilation times are considerably reduced. For BW removal technique, it can be seen in Table 3 that the least computational cost technique in the 10-second window is the moving average filter; however, by reducing the window, the SSA-based technique reduces the runtime significantly, so that in the 0.5 second window it has a runtime similar to the moving average filter technique and in the 0.3 second window it has a shorter runtime than the moving average technique.
5. CONCLUSIONS

In this study, several BW and PLI removal techniques in sEMG signals were selected according to a bibliographic review. The selected techniques were evaluated on sEMG signals from the respiratory muscle diaphragm and it was determined how suitable they were for applications such as monitoring in ventilator-supported patients or other clinical applications. During the evaluation of these techniques, it was verified that they fulfilled conditions such as the performance in removing the BW and PLI artifacts. Thus, for PLI removal techniques, the spectral interpolation technique, for online applications, does not seem to be suitable despite the good performance is shown, this due to its computational cost, the same problem is presented by the EMD-based technique, the adaptive LMS filter has a low computational cost but it presents problems in terms of its reference signal that can affect its performance when removing artifacts, however, in the real sEMG record, it presented a very good performance. For the spectral interpolation technique, its implementation should be optimized to reduce compilation time and may be suitable for online applications. Finally, for the BW removal techniques, the SSA-based technique proved to be the best performing and its computational cost is considerably reduced in small time windows, which makes it ideal to implement in this type of time windows. On the other hand, the EMD-based technique presented a high computational cost, unlike the IIR High-Pass Filter, although in a frequency analysis and criteria estimates, it turned out to be the one with the lowest performance.
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