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Abstract. In this paper, we study quantum walks on the extension of association schemes. Various state transfers can be achieved on these graphs, such as multiple state transfer among extreme points of a simplex, fractional revival on subsimplexes. We also investigate the relation between perfect state transfer and the generation of maximal entanglement. Characterization of zero transfer is given as well, which has not been well-studied in the area of quantum walks.

1. Introduction
Given a graph $\Gamma = (X, E)$, which might be weighted or oriented, the continuous-time quantum walk on this graph is given by $U(t) = \exp(-\text{i}tA)$, where $A$ is a Hermitian matrix associated to the graph $\Gamma$. This notion was raised by Farhi and Guttmann (11) to develop quantum
algorithms. Bose (3) investigated quantum walk on a path for the study of quantum information transmission.

Let $|e_x⟩$ be the characteristic vector for the vertex $x ∈ X$, and let $V = ⊕_{x ∈ X} C|e_x⟩$ be the space on which $U(t)$ acts. Suppose one starts with a state, say $|e_u⟩$, after evolution by time $t$, one reaches

$$U(t)|e_u⟩ = \sum_{x ∈ S} c_x |e_x⟩,$$

where $S$ is a subset of $X$ and $\sum_{x ∈ S} |c_x|^2 = 1$. We say fractional revival (FR) occurs on $S$ at time $t$. Several special cases have been focused in the research.

- **Generation of maximal entanglement (GME).**
  If $S = \{v, w\}$ and $|c_v| = |c_w| = \frac{1}{\sqrt{2}}$ for $x ∈ S$, then the resulting state at time $t$ is a maximally entangled state of $e_v$ and $e_w$.

- **Perfect state transfer (PST).**
  If $S = \{v\}$, in other words there exists a real constant $\gamma$ such that $U(t)|e_u⟩ = e^{i\gamma}|e_v⟩$, then we say that there exists perfect state transfer from $u$ to $v$ at time $t$.

- **Pretty good state transfer (PGST).**
  If there exists a real sequence $\{t_k\}$ and a constant $\gamma ∈ \mathbb{R}$ such that $\lim_{k \to \infty} U(t_k)|e_u⟩ = e^{i\gamma}|e_v⟩$, then we say that there exists pretty good state transfer from $u$ to $v$.

- **Multiple state transfer (MST) and universal state transfer (UST).**
  Let $C$ be a subset of $X$. If for every $u, v ∈ C$, there exists perfect/pretty good state transfer from $u$ to $v$, then we say that there exists multiple perfect state transfer/multiple pretty good state transfer in $C$. In particular, if $C = X$, then we say that there exists universal state transfer in the graph $Γ$.

- **Zero transfer (ZT).**
  If there exists $v ∈ X$ such that for every $t ∈ \mathbb{R}$, $⟨e_v|U(t)|e_u⟩ = 0$, then we say that there is zero transfer between $u$ and $v$. In other words, the state on $u$ can never be seen on $v$ at any time.

After Bose, the study turns to general graphs as perfect state transfer between antipodal points of an unweighted path only occurs when the length is 2 or 3. Christandl et al. (7) showed that perfect state transfer can be achieved between antipodal points of a hypercube of arbitrary dimension, which gives the perfect state transfer between the two ends of a weighted path through projection. As perfect state transfers are hard to obtain, the notation of pretty good state transfer was introduced by Godsil (14). It was shown by Kay (17) that in an unoriented graph, if one fixes the initial state on $u$, then one can only achieve
perfect state transfer between two vertices $u$ and $v$, but not a third vertex. Recently Chaves et al. (6) discussed ‘Why and how to add direction to a quantum walk’. They also studied the phenomenon of zero transfer. The ambitious universal state transfer was constructed by Cameron et al. (4) in oriented graphs, which is impossible for unoriented graphs. Graphs that carry universal perfect state transfer and universal pretty good state transfer are partially constructed and characterized in (4; 8). However, these graphs are dense in the sense that almost every pair of vertices are adjacent. Multiple state transfer, as a relaxation of universal state transfer, was proposed by Godsil and Lato in (15).

Association schemes provide fruitful examples of graphs with good algebraic and combinatorial properties. Quantum walks on these graphs have been studied extensively, (5; 9; 16; 18; 20) to name a few. In this paper, we consider quantum walks on simplexes using the extension of association schemes. Through this approach, we can construct (multiple) perfect state transfers among extreme points of a simplex, where the underlying graph is sparse. Moreover, the distance between extreme points of a simplex can be arbitrarily large. Fractional revival on subsimplexes can be achieved as well, which explains the phenomenon in (18).

The paper is organized as follows. In Section 2, we first recall the characterizations of perfect state transfer, pretty good state transfer, and universal state transfer. Then we provide a characterization of zero transfer and show that perfect state transfer can be modified to generate maximal entanglement. In Section 3, we introduce the definition and basic properties of association schemes. The extension of association schemes is emphasized. In Section 4, we analyze quantum walks on extension of association schemes. In Section 5, we apply the analysis in Section 4 to several base association schemes, which gives various examples of state transfer, such as perfect state transfer among extreme points of a simplex, multiple perfect state transfer among extreme points of a simplex, and fractional revival on subsimplexes of a simplex.

2. State transfer on graphs

In this section, we first recall characterizations of perfect state transfer, pretty good state transfer, and universal state transfer. Emphasis will be put on the distinction between unoriented graphs and oriented graphs. The properties which rely on the rationality of entries of $A$ will be omitted. Then we give a characterization of zero transfer. At
last, a construction is given, which turns perfect state transfer into the
generation of maximal entanglement.

The following characterization of perfect state transfer was stated
for unweighted unoriented graphs in (14). In fact it holds for general
graphs. Note that there is a sign change since in some literature the
definition of quantum walk is given by
\[ U(t) = \exp(-itA) \] instead of
\[ U(t) = \exp(itA) \].

**Theorem 1** ((14, Lemma 2.1)). Let \( A \) be the Hermitian matrix as-
associated to a graph \( \Gamma \). Let \( E_1, E_2, \ldots, E_m \) be the idempotents in the
spectral decomposition \( A = \sum_{r=1}^{m} \lambda_r E_r \), where \( \lambda_1, \lambda_2, \ldots, \lambda_m \) are the
corresponding eigenvalues. Then there exists a perfect state transfer
from \( u \) to \( v \) at time \( \tau \) if and only if there exists a real constant \( \gamma \) such
that
\[ E_r |e_u\rangle = e^{i(\gamma + \tau \lambda_r)} E_r |e_v\rangle, \]
for \( r = 1, 2, \ldots, m \).

**Corollary 2** ((14, Corollary 2.2)). If the graph \( \Gamma \) in Theorem 1 is un-
oriented, in other words, the Hermitian matrix \( A \) is in fact real sym-
metric, then \( E_r |e_u\rangle = \pm E_r |e_v\rangle \) for \( r = 1, 2, \ldots, m \).

Concerning unoriented graphs, perfect state transfer implies periodic-
ity. More specifically, if there is perfect state transfer from \( u \) to \( v \) at time \( \tau \) on an unoriented graph \( \Gamma \), then perfect state transfer occurs
from \( v \) to \( u \) at time \( \tau \) as well. Consequently, there is perfect state transfer from \( u \) to itself at time \( 2\tau \). In such case, one says that the
graph \( \Gamma \) is periodic with respect to vertex \( u \). As one can see from (2)
that as long as \( E_r |e_u\rangle \neq 0 \), the phase factor \( e^{i(\gamma + \tau \lambda_r)} \) is equal to 1 if
the graph is periodic at \( u \). We define the eigenvalue support of \( u \) to be
the set of eigenvalues \( \lambda \) such that \( E_\lambda |e_u\rangle \neq 0 \).

**Theorem 3** ((13, Theorem 2.2)). Let \( A \) be the Hermitian matrix as-
associated to a graph \( \Gamma \). Let \( E_1, E_2, \ldots, E_m \) be the idempotents in the
spectral decomposition \( A = \sum_{r=1}^{m} \lambda_r E_r \), where \( \lambda_1, \lambda_2, \ldots, \lambda_m \) are the
corresponding eigenvalues. Let \( \lambda_k, \lambda_\ell, \lambda_r, \lambda_s \) be eigenvalues in the sup-
port of \( u \) and \( \lambda_r \neq \lambda_s \), then
\[ \frac{\lambda_k - \lambda_\ell}{\lambda_r - \lambda_s} \in \mathbb{Q}. \]

The above theorem was stated for unweighted unoriented graphs in
(13). Indeed it holds for general graphs as well. On the other hand,
the nearly-integral condition on eigenvalues of unweighted unoriented
graphs, namely the eigenvalues are in a field of the form \( \mathbb{Q}(\sqrt{\Delta}) \), no
longer holds for general graphs. This is due to the fact the weights in a graph are not necessarily rational numbers.

Pretty good state transfer is a relaxation of perfect state transfer. In fact, their properties do not differ by much. Before we proceed, an equivalent definition of pretty good state transfer is given, where the real constant $\gamma$ can be discarded.

**Theorem 4.** Let $A$ be the Hermitian matrix associated to a graph $\Gamma$. Let $u$ and $v$ be two vertices of $\Gamma$. Then the followings are equivalent.

1. There exists a real sequence $\{t_k\}$ and a constant $\gamma \in \mathbb{R}$ such that $\lim_{k \to \infty} U(t_k) |e_u\rangle = e^{i\gamma} |e_v\rangle$.
2. There exists a real sequence $\{t_k\}$ such that $\lim_{k \to \infty} |\langle e_u | U(t_k) | e_v\rangle| = 1$.

**Proof.** Suppose 2 holds. Consider the coefficient $c_w(t)$ in the expansion $U(t) |e_u\rangle = \sum_{w \in X} c_w(t) |e_w\rangle$. Since $U(t)$ is unitary, the norm $c_w(t)$ is at most 1, in other words, $c_w(t)$ is contained in the unit disk. Note that the unit disk is compact, hence there exists a subsequence $\{t_{k_i}\}$ such that $\lim_{k \to \infty} c_v(t_{k_i})$ converges to a point $\xi$. Since $1 = \lim_{k \to \infty} |\langle e_v | U(t_{k_i}) | e_u\rangle| = \lim_{k \to \infty} |c_v(t_{k_i})| = |\xi|$, we obtain that $\xi = e^{i\gamma}$ for some real constant $\gamma \in \mathbb{R}$. The other coefficients $c_w(t)$, $w \neq v$ vanishes since $\sum_{w \in X} |c_w(t)|^2 = 1$. Therefore 1 holds.

The proof of the other direction is trivial. \qed

The following theorem was stated for perfect state transfer in oriented graphs (15) as well as pretty good state transfer in unoriented graphs (14). In fact, it holds for pretty good state transfer in general graphs.

**Theorem 5.** Let $A$ be the Hermitian matrix associated to a graph $\Gamma$. Let $E_1, E_2, \ldots, E_m$ be the idempotents in the spectral decomposition $A = \sum_{r=1}^m \lambda_r E_r$, where $\lambda_1, \lambda_2, \ldots, \lambda_m$ are the corresponding eigenvalues. If there exists a pretty good state transfer from $u$ to $v$ at time $\tau$, then there exist real constants $\gamma, \eta_r \ (r = 1, 2, \ldots, m)$ such that

$$E_r |e_u\rangle = e^{i(\gamma + \eta_r)} E_r |e_v\rangle,$$

for $r = 1, 2, \ldots, m$.

**Proof.** Since the unit circle is compact, there exists a subsequence $\{t_{k_i}\}$ such that $\lim_{k \to \infty} \exp(-it_{k_i} \lambda_r) = \exp(-i\eta_r)$. On one hand, we have

$$\lim_{k \to \infty} E_r U(t_k) |e_u\rangle = E_r e^{i\gamma} |e_v\rangle = e^{i\gamma} E_r |e_v\rangle.$$

On the other hand, we have

$$\lim_{k \to \infty} E_r U(t_k) |e_u\rangle = \lim_{k \to \infty} e^{-it_{k_i} \lambda_r} E_r |e_u\rangle = e^{-i\eta_r} E_r |e_u\rangle.$$
Therefore \( E_r |e_u\rangle = e^{i(\gamma + \eta_r)} E_r |e_v\rangle \) for \( r = 1, 2, \ldots, m \).

**Remark 6.** It is tempting to take the limit \( \lim_{k \to \infty} \exp(-it_{k}) = \exp(-i\tau) \), resulting in \( \eta_r = \tau \lambda_r \). But the branching of complex power functions forbid it.

**Corollary 7 ((14, Lemma 13.1)).** If the graph \( \Gamma \) in Theorem 5 is unoriented, in other words, the Hermitian matrix \( A \) is in fact real symmetric, then \( E_r |e_u\rangle = \pm E_r |e_v\rangle \) for \( r = 1, 2, \ldots, m \).

**Corollary 8 ((15, Lemma 5.1)).** Under the condition of Theorem 5. Let \( |z\rangle \) be an eigenvector of \( A \) corresponding to eigenvalue \( \lambda_r \). Then there exists a phase factor \( q_r(u,v) \) such that \( \langle z | e_u \rangle = e^{i q_r(u,v)} \langle z | e_v \rangle \). Here \( q_r(u,v) \) depends on \( u, v \), and \( r \), but not on the \( \lambda_r \)-eigenvector. In particular, the magnitude of entries in \( |z\rangle \) corresponding to \( u \) and \( v \) are the same.

**Proof.** Without loss of generality, we may assume that \( |z\rangle \) is a unit vector. The conclusion follows by left multiplying \( |z\rangle \langle z| \) on both sides of (4). \( \square \)

It is known that graphs with universal pretty good state transfer have distinct eigenvalues (4). The following theorem generalizes this property to multiple pretty good state transfer.

**Theorem 9.** Let \( A \) be the Hermitian matrix associated to a graph \( \Gamma = (X,E) \). Let \( C \) be a subset of the vertex set \( X \). Suppose there exists multiple pretty good state transfer in \( C \). Then the multiplicity of each eigenvalue of \( A \) is at most \( |X| - |C| + 1 \).

**Proof.** Let \( W \) be the eigenspace of \( A \) corresponding to eigenvalue \( \lambda_r \). Take \( u \) and \( v \) to be two vertices in \( C \). By Corollary 8, we know that \( W \) is contained in the subspace \( W_{u,v} = \{ |z\rangle \in \oplus_{x \in X} \mathbb{C} |e_x\rangle : \langle z | e_u \rangle = e^{iq_r(u,v)} \langle z | e_v \rangle \} \).

Since \( u \) and \( v \) can be taken arbitrarily in \( C \), we obtain

\[
W \subseteq \bigcap_{v \in C, v \neq u} W_{u,v}.
\]

Therefore \( \dim W \leq \dim \bigcap_{v \in C, v \neq u} W_{u,v} \leq |X| - |C| + 1 \). \( \square \)

**Corollary 10 ((4, Theorem 8)).** If \( \Gamma \) carries universal pretty good state transfer, then \( A \) has distinct eigenvalues.

Next we give a characterization of zero transfer.

**Theorem 11.** Let \( A \) be the Hermitian matrix associated to a graph \( \Gamma \). Let \( \Lambda \) be the set of eigenvalues of \( A \), and let \( E_\lambda \) be the projection matrix onto the \( \lambda \)-eigenspace for every \( \lambda \in \Lambda \). Suppose \( a \) and \( b \) are two
vertices of $\Gamma$. Then there exists zero transfer between $a$ and $b$ if and only if $\langle e_b \mid E_\lambda \mid e_a \rangle = 0$ for every $\lambda \in \Lambda$.

Proof. Suppose there exists zero transfer between $a$ and $b$. By the definition of zero transfer, the following identity holds for every $t \in \mathbb{R}$:

$$0 = \langle e_b \mid e^{-itA} \mid e_a \rangle = \sum_{\lambda \in \Lambda} e^{-it\lambda} \langle e_b \mid E_\lambda \mid e_a \rangle.$$  

Taking $k$-th derivative of both sides with respect to the variable $t$ and evaluating at $t = 0$, we obtain

$$0 = \sum_{\lambda \in \Lambda} (-i\lambda)^k \langle e_b \mid E_\lambda \mid e_a \rangle.$$  

It can be written in matrix form as $Bx = 0$, where $B$ is a Vandermonde matrix and $x$ is the vector consisting of $\langle e_b \mid E_\lambda \mid e_a \rangle$. Since the Vandermonde matrix is invertible, we conclude that $\langle e_b \mid E_\lambda \mid e_a \rangle = 0$ for every $\lambda \in \Lambda$.

The proof of the other direction is trivial. \hfill $\square$

Remark 12. The characterization of zero transfer depends only on the eigenspaces but not the eigenvalues, which clearly differs from the characterization of perfect state transfer.

Corollary 13. Let $A$ be a non-negative real symmetric matrix associated to an unoriented connected graph $\Gamma$. Then there exists no zero transfer between any two vertices of $\Gamma$.

Proof. By Perron-Frobenius Theorem, there exists a Perron eigenvector $|z_\rho\rangle$ whose associated eigenvalue $\rho$ is equal to the spectral radius. Note that the Perron eigenvector is positive, hence every entry of $E_\rho = |z_\rho\rangle \langle z_\rho|$ is positive. Contradiction. \hfill $\square$

Remark 14. Corollary 13 tells us that one shall not expect zero transfer in unoriented graphs.

To finish up this section, we give a construction which turns perfect state transfer into the generation of maximal entanglement.

Let $A$ be the Hermitian matrix associated to a graph $\Gamma = (X, E)$. And let $C$ be a subset of the vertex set of $\Gamma$. We define $A \{C^2\}$ to be the Hermitian matrix of a new graph $\Gamma'$ whose vertex set is the union of $X$ and a copy of $C$, namely $(X - C) \cup C_1 \cup C_2$. For a vertex $v$ in $C_1$
or \(C_2\), we denote by \(v^*\) the corresponding vertex in \(C\).

\[
(A\{C^2\})_{u,v} = \begin{cases} 
(A)_{u,v}, & \text{if } u, v \in X - C, \\
(A)_{u^*,v^*}, & \text{if } u, v \in C_1, \text{ or } u, v \in C_2, \\
\frac{1}{\sqrt{2}}(A)_{u,v}, & \text{if } u \in X - C, v \not\in X - C \\
\frac{1}{\sqrt{2}}(A)_{u^*,v}, & \text{if } u \not\in X - C, v \in X - C, \\
0, & \text{otherwise.}
\end{cases}
\]

**Theorem 15.** Let \(A\) be the Hermitian matrix associated to a graph \(\Gamma\). Let \(a\) and \(b\) be two vertices of \(\Gamma = (X,E)\). Suppose there exists perfect state transfer from \(a\) to \(b\) at time \(\tau\). Let \(C\) be a subset of the vertex set of \(\Gamma\) such that \(a \notin C\) and \(b \in C\). The resulting state in \(A\{C^2\}\) at time \(t\) is a maximally entangled state of \(b_1\) and \(b_2\).

**Proof.** Let \(Y = (X - C) \cup C_1 \cup C_2\), where \(C_1, C_2\) are two copies of \(C\). Let \(V = \oplus_{x \in X} \mathbb{C} |e_x\rangle\) and \(W = \oplus_{y \in Y} \mathbb{C} |e_y\rangle\). Let \(V' = (\oplus_{x \in X} \mathbb{C} |e_x\rangle) \bigoplus (\oplus_{c \in C} \mathbb{C} \frac{|e_{c_1}\rangle + |e_{c_2}\rangle}{\sqrt{2}})\).

Note that the action of \(A\{C^2\}\) on \(V'\) is identical to the action of \(A\) on \(V\).

Since \(e^{-irA} |e_a\rangle = e^{i\theta} |e_b\rangle\), we have \(e^{-irA\{C^2\}} |e_a\rangle = e^{i\theta} \frac{|e_{c_1}\rangle + |e_{c_2}\rangle}{\sqrt{2}}\). \(\Box\)

### 3. Association Scheme

In this section, we recall the definition and basic properties of commutative association scheme. We will emphasize the extension of association scheme, which will be used in later construction of state transfers.

A commutative association scheme \(X = (X, \{R_i\}_{i=0}^d)\) on \(X\) of class \(d\) consists of the relations \(R_i\) (0 \(\leq i \leq d\)) whose adjacency matrices \(A_i\) (0 \(\leq i \leq d\)) satisfy the following conditions.

1. \(A_0 = I;\)
2. \(A_0 + A_1 + \cdots + A_d = J;\)
3. \(A_i = A_{i'} \text{ for some } i' \in \{0, 1, \ldots, d\};\)
4. \(A_iA_j = A_jA_i = \sum_{k=0}^d p_{ij}^k A_k.\)

The Bose-Mesner algebra \(\mathcal{A} = \langle A_0, A_1, \ldots, A_d \rangle\) of a commutative association scheme \(X = (X, \{R_i\}_{i=0}^d)\) has another basis \(\mathcal{A} = \langle E_0, E_1, \ldots, E_d \rangle\) composed of primitive idempotents. They satisfy the following properties.

1. \(E_0 = \frac{1}{|X|}J;\)
2. \(E_0 + E_1 + \cdots + E_d = I;\)
3. \(E_{i'} = E_i = E_{i}\) for some \(i' \in \{0, 1, \ldots, d\};\)
4. \(E_i \circ E_j = \frac{1}{|X|} \sum_{k=0}^d q_{ij}^k E_k\)
Example 16. Let \( A_0 = \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} \) and \( A_1 = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \). The primitive idempotents are given by \( E_0 = \frac{1}{2} \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} \) and \( E_1 = \frac{1}{2} \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix} \). Then \( A_0 E_0 = E_0, A_0 E_1 = E_1, A_1 E_0 = E_0, \) and \( A_1 E_1 = -E_1 \). In other words, \( A_j E_\lambda = (-1)^j \lambda E_\lambda \) for \( j, \lambda \in \{0, 1\} \). This association scheme is called the trivial association scheme \( X_2 \) of size 2.

Example 17. Let \( Z = \begin{bmatrix} 1 & 1 & \cdots & 1 \\ & 1 & \cdots & 1 \\ & & \ddots & \cdots \\ & & & 1 \end{bmatrix} \) be the circulant matrix of size \( n \). Let \( A_k = Z_k \) for \( k = 0, 1, \ldots, n-1 \) and let \( E_\ell = \left( \zeta^{\ell k} \right)_{0 \leq j, k \leq n-1} \), where \( \zeta \) is the \( n \)-th root of unity. Then \( A_k E_\ell = \zeta^{k \ell} E_\ell \) for \( k, \ell \in \{0, 1, \ldots, n-1\} \). This association scheme is called the association scheme of directed \( n \)-gon.

Let \( X = (X, \{R_i\})_{i=0}^d \) be an association scheme on \( X \) of class \( d \). Let \( A_i (0 \leq i \leq d) \) be the adjacency matrices of \( X \), and let \( E_i (0 \leq i \leq d) \) be the primitive idempotents of \( X \). The transition matrices, the first eigenmatrix \( P = (P_{i,j})_{0 \leq i,j \leq d} \) and the second eigenmatrix \( Q = (Q_{i,j})_{0 \leq i,j \leq d} \), between the two bases are given by

\[
A_i = \sum_{j=0}^d P_{j,i} E_j, \quad E_i = \frac{1}{|X|} \sum_{j=0}^d Q_{j,i} A_j
\]

In particular we have the valencies \( k_i = P_{0,i} \) and the multiplicities \( m_i = Q_{0,i} \). The two eigenmatrix are related by \( PQ = |X| I \) and \( \frac{P_{i,j}}{k_j} = \frac{Q_{i,j}}{m_j} \). We denote the cosine matrix of these values by \( U = (u_{i,j})_{0 \leq i,j \leq d} = \left( \frac{P_{i,j}}{k_j} \right)_{0 \leq i,j \leq d} \). The reader is referred to (1) for a thorough discussion of association scheme.

3.1. Extension of association schemes. In this subsection, we exhibit two operations to construct new association schemes from old ones. The first operation is based on tensor product and the second operation is based on group action. Combining these two operations, we obtain the so-called extension of association schemes, also known as the symmetric tensor product of association schemes.

Suppose \( \mathcal{X} = (X, \{R_i\})_{i=0}^d \) is an association scheme on \( X \) of class \( d \) and \( \mathcal{Y} = (Y, \{S_j\})_{j=0}^e \) is an association scheme on \( Y \) of class \( e \). Let
$A_i$ ($0 \leq i \leq d$) and $B_j$ ($0 \leq j \leq e$) be their adjacency matrices respectively. Then

$$A_i \otimes B_j \ (0 \leq i \leq d, 0 \leq j \leq e)$$

gives an association scheme on $X \times Y$ of class $(d+1)(e+1)-1$, denoted by $\mathfrak{X} \otimes \mathfrak{Y}$. In particular one can take tensor product of an association scheme $\mathfrak{X}$ with itself, which gives $\mathfrak{X}^{\otimes 2} = \mathfrak{X} \otimes \mathfrak{X}$. By composition and associativity, we can define $\mathfrak{X}^{\otimes N} = \mathfrak{X}^{\otimes (N-1)} \otimes \mathfrak{X} = \mathfrak{X} \otimes \cdots \otimes \mathfrak{X}$. The Bose-Mesner algebra of $\mathfrak{X}^{\otimes N}$ is denoted by $\mathcal{A}^{\otimes N}$.

Let $G \leq \text{Aut}(\mathcal{A})$ be a subgroup of the automorphisms of the Bose-Mesner algebra $\mathcal{A}$ of a commutative association scheme $\mathfrak{X}$. Then the $G$-invariant matrices in $\mathcal{A}$ form a Bose-Mesner algebra of a fusion scheme (also called subscheme) of $\mathfrak{X}$.

Let us consider the group action of the symmetric group $S_N$ on the Bose-Mesner algebra of $\mathfrak{X}^{\otimes N}$ given by

$$g(A_{i_1} \otimes \cdots \otimes A_{i_N}) = A_{i_{g(1)}} \otimes \cdots \otimes A_{i_{g(N)}}$$

for every $g \in S_N$. It can be easily verified that these actions give automorphisms of $\mathcal{A}^{\otimes N}$. The fusion scheme, denoted by $\text{Sym}(\mathfrak{X}, N)$, is called the extension of $\mathfrak{X}$, also known as the $N$-th symmetric tensor product of $\mathfrak{X}$.

Consider the $N$-th symmetric tensor product $\text{Sym}(\mathfrak{X}, N)$ of $\mathfrak{X}$. We denote by $\mathfrak{I} = \{ \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d) \in \mathbb{N}_0^d : \alpha_1 + \alpha_2 + \cdots + \alpha_d \leq N \}$ the indices for $\text{Sym}(\mathfrak{X}, N)$. The value $\alpha_i$ (or $\beta_i$) represents the number of times which $E_i$ (or $A_i$) appears in the tensor product. In particular, we denote by $e_i = (0, \ldots, 0, 1, 0, \ldots, 0) \in \mathfrak{I}$ the sequence of length $d$ with 1 appearing at the $i$-th position. And $N e_i$ is understood as $(0, \ldots, 0, N, 0, \ldots, 0) \in \mathfrak{I}$. We will take the convention that for $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d) \in \mathfrak{I}$, we write $\alpha_0$ for $N - \alpha_1 - \cdots - \alpha_d$. The adjacency matrices and primitive idempotents of $\text{Sym}(\mathfrak{X}, N)$ are thus denoted by $A_\beta$ and $E_\alpha$ respectively, where $\alpha, \beta \in \mathfrak{I}$. The eigenmatrices and cosine matrices of $\text{Sym}(\mathfrak{X}, N)$ can be expressed by hypergeometric functions, more specifically the Aomoto-Gelfand series.

The $(n + 1, m + 1)$-hypergeometric function is defined by

$$F(\alpha, \beta; -N; X) = \sum_{(a_{i,j}) \in \mathbb{N}_0^{n,m-n-1}} \frac{\prod_{i=1}^{n} (\alpha_i) \prod_{j=1}^{m-n-1} (\beta_j) \prod_{i,j} a_{i,j}}{(-N)^{\sum_{i,j} a_{i,j}} \prod_{i,j} x_{i,j}^{a_{i,j}} a_{i,j}!}$$

for $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{C}^n$ and $\beta = (\beta_1, \ldots, \beta_{m-n-1}) \in \mathbb{C}^{m-n-1}$, where $X$ is a matrix of variables $x_{i,j}$ ($1 \leq i \leq n, 1 \leq j \leq m - n - 1$). Then $u_{\alpha, \beta} = F(-\alpha, -\beta; -N; \Omega)$ for $\alpha, \beta \in \mathfrak{I}$, where $\Omega = (1 - u_{i,j})_{1 \leq i,j \leq d}$. The value $\alpha_i, \beta_i$ represents the number of times which $E_i$ (or $A_i$) appears in the tensor product.

The (0, 1)-hypergeometric function is defined by

$$F(\alpha, \beta; 1; X) = \sum_{(a_{i,j}) \in \mathbb{N}_0^{n,m-n-1}} \frac{\prod_{i=1}^{n} (\alpha_i) \prod_{j=1}^{m-n-1} (\beta_j) \prod_{i,j} a_{i,j}}{\prod_{i,j} x_{i,j}^{a_{i,j}} a_{i,j}!}$$

for $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{C}^n$ and $\beta = (\beta_1, \ldots, \beta_{m-n}) \in \mathbb{C}^{m-n}$, where $X$ is a matrix of variables $x_{i,j}$ ($1 \leq i \leq n, 1 \leq j \leq m - n$). Then $u_{\alpha, \beta} = F(-\alpha, -\beta; 1; \Omega)$ for $\alpha, \beta \in \mathfrak{I}$, where $\Omega = (1 - u_{i,j})_{1 \leq i,j \leq d}$. The value $\alpha_i, \beta_i$ represents the number of times which $E_i$ (or $A_i$) appears in the tensor product.
We abbreviate $F(-\alpha,-\beta;-N,\Omega)$ by $G(\alpha,\beta)$. In fact $G(\alpha,\beta)$ are the multivariate Krawtchouk polynomials of Griffiths type (12). The generating function for $G(\alpha,\beta)$ is given by

$$
\prod_{i=0}^{d} \left(1 + \sum_{j=1}^{d} u_{j,i}s_{j}\right)^{\beta_{i}} = \sum_{\alpha \in \mathcal{J}} \binom{N}{\alpha} G(\alpha,\beta)s_{1}^{\alpha_{1}}s_{2}^{\alpha_{2}} \cdots s_{d}^{\alpha_{d}},
$$

where $\binom{N}{\alpha} = \frac{N!}{\alpha_{0}!\alpha_{1}! \cdots \alpha_{d}!}$ is the multinomial coefficient.

Both tensor product and symmetric tensor product can be used to construct new association schemes with multivariate polynomial structure, see (2) for latest development on bivariate polynomial association schemes.

4. STATE TRANSFER ON EXTENSIONS OF ASSOCIATION SCHEME

Consider $M = \sum_{i=1}^{d} w_{i}A_{e_{i}}$ with the restriction that $w_{i} = \overline{w_{i}}$, namely $M$ is a Hermitian. Note that $e^{-itM}$ is still contained in the Bose-Mesner algebra. We can rewrite $M$ in the basis $E_{\alpha}, (\alpha \in \mathcal{J})$ by

$$
M = \sum_{i=1}^{d} w_{i} \sum_{\alpha \in \mathcal{J}} P_{\alpha,e_{i}} E_{\alpha}
$$

$$
= \sum_{\alpha \in \mathcal{J}} \left( \sum_{i=1}^{d} w_{i} P_{\alpha,e_{i}} \right) E_{\alpha}.
$$

The eigenvalues $\lambda_{\alpha}$ of $M$ for $E_{\alpha}$ can be further expressed by eigenvalues in $\mathfrak{X}$, namely

$$
\lambda_{\alpha} = \sum_{i=1}^{d} w_{i} P_{\alpha,e_{i}}
$$

$$
= \sum_{i=1}^{d} w_{i} \sum_{j=0}^{d} \alpha_{j} P_{j,i}
$$

$$
= \sum_{j=1}^{d} \alpha_{j} \left( \sum_{i=1}^{d} w_{i} P_{j,i} \right) + \alpha_{0} \left( \sum_{i=1}^{d} w_{i} P_{0,i} \right)
$$

$$
= N \left( \sum_{i=1}^{d} w_{i} P_{0,i} \right) + \sum_{j=1}^{d} \alpha_{j} \left( \sum_{i=1}^{d} w_{i} (P_{j,i} - P_{0,i}) \right).
$$
Therefore
\( e^{-itM} = \sum_{\alpha \in I} e^{-it\lambda_\alpha} E_\alpha \)
(18)
\[ = \sum_{\alpha \in I} e^{-it\lambda_\alpha} \left( \frac{1}{|X|^N} \sum_{\beta \in I} Q_{\beta,\alpha} A_\beta \right) \]
(19)
\[ = \sum_{\beta \in I} \frac{1}{|X|^N} \left( \sum_{\alpha \in I} e^{-it\lambda_\alpha} m_{\alpha} u_{\alpha,\beta} \right) A_\beta \]
(20)

Since the generating function for \( G(\alpha, \beta) \) is given by (11), the coefficient for \( A_\beta \) in \( e^{-itM} \) is equal to
\[ f_\beta(t) = \frac{1}{|X|^N} \sum_{\alpha \in I} e^{-it\lambda_\alpha} m_{\alpha} G(\alpha, \beta) \]
(21)
\[ = \frac{1}{|X|^N} e^{-itN} \sum_{\alpha \in I} w_\alpha P_{0,i} \sum_{\alpha \in I} \binom{N}{\alpha} G(\alpha, \beta) \prod_{j=1}^d m_j e^{-it\sum_{\alpha \in I} w_\alpha (P_j,i - P_{0,i})} \]
(22)
\[ = \frac{1}{|X|^N} e^{-itN} \sum_{\alpha \in I} w_\alpha P_{0,i} \prod_{k=0}^d \left( 1 + \sum_{\ell=1}^d \frac{u_{\ell,k} m_{\ell} e^{-it\sum_{\alpha \in I} w_\alpha (P_{\ell,i} - P_{0,i})}}{u_{\ell,k} m_{\ell}} \right)^{\beta_k} \]
(23)
\[ = \frac{1}{|X|^N} e^{-itN} \sum_{\alpha \in I} w_\alpha \prod_{k=0}^d \left( 1 + \sum_{\ell=1}^d u_{\ell,k} m_{\ell} e^{-it\sum_{\alpha \in I} w_\alpha (u_{\ell,i} - 1)} \right)^{\beta_k} \]
(24)

For ease of notation, we let
\[ z_\ell = z_\ell(t) = e^{-it\sum_{\alpha \in I} w_\alpha (P_{\ell,i} - P_{0,i})}, \]
(25)
and let \( p_k = 1 + \sum_{\ell=1}^d u_{\ell,k} m_{\ell} z_\ell \).

As long as \( p_k = 0 \), the coefficient \( f_\beta(t) \) vanishes on \( \beta \in I \) with \( \beta_k \neq 0 \).
In order to achieve perfect state transfer or fractional revival, we want \( f_\beta(t) \) to vanish for as many \( \beta \) as possible.

We would like to emphasize that once the values of \( z_\ell(t), \ell = 1, 2, \ldots, d, (|z_\ell| = 1) \) are given, one can always find \( w_i \in \mathbb{R}, i = 1, 2, \ldots, d \) such that \( z_\ell = e^{-it\sum_{\alpha \in I} w_\alpha (P_{\ell,i} - P_{0,i})} \). Consider the linear equation \( \tilde{P}w = b \), where \( \tilde{P}_{\ell,i} = P_{\ell,i} - P_{0,i} \) for \( 1 \leq \ell, i \leq d \), and \( w = (w_1, w_2, \ldots, w_d)^T \), \( b = -\frac{1}{it}(\arg z_1, \arg z_2, \ldots, \arg z_d)^T \). Since \( \tilde{P} \) can be obtained by operating
an elementary row transformation on \( P \), which is of full rank, the matrix \( \tilde{P} \) is also of full rank. Therefore the linear equation \( \tilde{P}w = b \) always has solutions.

Perfect state transfer on \( \text{Sym}(\mathcal{X}, N) \) can be understood in two regards. On one hand, fix a base vertex \( x_0 \in X_N \) with the indicator vector \(|x_0\rangle = \delta_{x_0}|x_0\rangle\). Then the evolution gives \( e^{itM}|x_0\rangle = \sum_{x \in X^N} \alpha_x(t)|x\rangle \). On the other hand, let \(|Y_\beta\rangle = \frac{1}{\sqrt{k_\beta}}A_\beta|x_0\rangle\). Then \( e^{itM}|Y_0\rangle = \sum_{\beta \in \mathcal{I}} f_\beta(t) \sqrt{k_\beta}|Y_\beta\rangle \).

The computation in this section can be summarized as the following theorem.

**Theorem 18.** Let \( \mathcal{X} = (X, \{R_i\}_{i=0}^d) \) be a commutative association scheme of class \( d \). Let \( A_\beta (\beta \in \mathcal{I}) \) be the adjacency matrices in \( \text{Sym}(\mathcal{X}, N) \) in the \( N \)-th symmetric tensor product of \( \mathcal{X} \). Consider the quantum walks on a Hermitian matrix \( M = \sum_{i=1}^d w_iA_{e_i} \). Then \( e^{-itM} = \sum_{\beta \in \mathcal{I}} f_\beta(t)A_\beta \), where

\[
f_\beta(t) = \frac{1}{|X|^N} e^{-itN \sum_{i=1}^d w_i k_i} \prod_{k=0}^d \left( 1 + \sum_{\ell=1}^d \frac{u_{\ell,k} m_{\ell} e^{-it \sum_{i=1}^d w_i k_i (u_{\ell,i} - 1)}}{1 + \sum_{\ell=1}^d \frac{u_{\ell,k} m_{\ell} e^{-it \sum_{i=1}^d w_i k_i (u_{\ell,i} - 1)}}} \right)^{\beta_k}.
\]

In particular, suppose the quantum walk starts at a site \(|x_0\rangle\), then it will not occur at a site \(|Y_\beta\rangle = \frac{1}{\sqrt{k_\beta}}A_\beta|x_0\rangle\) with \( \beta_k \neq 0 \) at time \( t \) as long as

\[
1 + \sum_{\ell=1}^d \frac{u_{\ell,k} m_{\ell} e^{-it \sum_{i=1}^d w_i k_i (u_{\ell,i} - 1)}}{1 + \sum_{\ell=1}^d \frac{u_{\ell,k} m_{\ell} e^{-it \sum_{i=1}^d w_i k_i (u_{\ell,i} - 1)}}} = 0.
\]

5. Examples

In this section we apply the extension of association schemes to four base association schemes, the trivial association scheme \( \mathcal{X}_2 \), its tensor product \( \mathcal{X}_2^k \), the association scheme of directed \( n \)-gon, and the ordered binary word association scheme \( \text{OW}(2, d) \). Various fractional revivals on the corresponding association schemes are constructed.

5.1. The trivial association scheme of size 2. The first eigenmatrix, the second eigenmatrix, and the cosine matrix of the trivial association scheme \( \mathcal{X}_2 \) is given by

\[
P = Q = U = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}.
\]

It is in fact the Hadamard matrix \( H_2 \) of order 2 as \( U^T U = 2I \). The \( N \)-th symmetric tensor product \( \text{Sym}(\mathcal{X}_2, N) \) of \( \mathcal{X}_2 \) is the binary Hamming association scheme of length \( N \), in other words the association scheme of the \( N \)-hypercube.
If 0 = \( p_0 = 1 + z_1 \), namely \( z_1 = -1 \), then \( f_\beta(t) \) concentrates on \( (N) \in \mathcal{J} \). In other words, we have perfect state transfer from \( |Y_{(0)}\rangle \) to \( |Y_{(N)}\rangle \).

5.2. The tensor power of the trivial association scheme. The first eigenmatrix, the second eigenmatrix, and the cosine matrix of \( \mathcal{X}_2^{\otimes d} \) is given by

\[
P = Q = U = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}^{\otimes d}.
\]

It is in fact the Hadamard matrix \( H_{2^d} \) of order \( 2^d \). Note that the adjacency matrices in \( \mathcal{X}_2^{\otimes d} \) are of the form

\[
A_{i_1} \otimes A_{i_2} \otimes \cdots \otimes A_{i_d},
\]

where \( i_1, i_2, \ldots, i_d \in \{0, 1\} \). In other words, the indices for \( \mathcal{X}_2^{\otimes d} \) are in one-to-one correspondence with the binary expansion of integer \( 0, 1, \ldots, 2^d - 1 \). Moreover, the multiplication rule is given by

\[
(A_{i_1} \otimes A_{i_2} \otimes \cdots \otimes A_{i_d}),(A_{j_1} \otimes A_{j_2} \otimes \cdots \otimes A_{j_d}) = A_{i_1 \oplus j_1} \otimes A_{i_2 \oplus j_2} \otimes \cdots \otimes A_{i_d \oplus j_d},
\]

where \( \oplus \) is the addition without carry, namely, \( 0 \oplus 0 = 0, 0 \oplus 1 = 1 \oplus 0 = 1, \) and \( 1 \oplus 1 = 0 \). We abbreviate the above as \( A_i \cdot A_j = A_{i \oplus j} \),

where \( i, j \in \{0, 1\}^d \). Accordingly, the value \( \alpha_k \) in the indices \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_{2^d - 1}) \in \mathcal{J} \) for \( \text{Sym}(\mathcal{X}_2^{\otimes d}, N) \) is understood as the number of times which \( A_k \) appears.

Note that \( H_{2^d}^{T}H_{2^d} = 2^d I \). If we set the sequence \( z_{\ell} \) \( (1 \leq \ell \leq 2^d - 1) \) as the \( k \)-th row of \( H_{2^d}^{\otimes d} \) \( (k \neq 0) \), then we have \( p_0 = p_1 = \cdots = p_{k-1} = p_{k+1} = \cdots = p_{2^d-1} = 0 \) and \( p_k \neq 0 \). In other words, \( f_\beta(t) \) concentrates on \( \beta = Ne_k \in \mathcal{J} \). We have \( e^{itM}|Y_0\rangle = e^{i\theta}|Y_{Ne_k}\rangle \) for some \( \theta \in \mathbb{R} \). Meanwhile we have

\[
e^{itM}|Y_\beta\rangle = e^{itM}A_\beta|Y_0\rangle = A_\beta e^{itM}|Y_0\rangle = A_\beta e^{i\theta}|Y_{Ne_k}\rangle = e^{i\theta}A_\beta A_{Ne_k}|Y_0\rangle = e^{i\theta}|Y_\gamma\rangle,
\]

where \( \gamma \) is determined by \( A_\beta A_{Ne_k} = A_\gamma \). That is \( \gamma_i = \beta_{i \oplus k} \). In other words, we have perfect state transfer from \( |Y_\beta\rangle \) to \( |Y_\gamma\rangle \) with \( \gamma_i = \beta_{i \oplus k} \).
5.3. The association scheme of directed $n$-gon. As shown in Example 17, the first eigenmatrix of the directed $n$-gon is given by

$$P = \begin{bmatrix} 1 & 1 & 1 & \cdots & 1 \\ 1 & \zeta & \zeta^2 & \cdots & \zeta^{n-1} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & \zeta^{n-1} & \zeta^{2(n-1)} & \cdots & \zeta^{(n-1)^2} \end{bmatrix},$$

where $\zeta$ is the $n$-th root of unity, and the second eigenmatrix and the cosine matrix are given by $U = P$ and $Q = \overline{P}$. In other words, $u_{\ell,k} = \zeta^{\ell k}$ for $0 \leq \ell, k \leq n-1$. The valencies $k_j$ and multiplicities $m_i$ are all equal to 1. Here the entries of the eigenmatrices can be understood as the evaluation of orthogonal polynomials $z^k, (k = 0, 1, \ldots, n-1)$ with the weight function taking point mass at $\zeta^{0}, \zeta^{1}, \ldots, \zeta^{n-1}$ on the unit circle.

Suppose $z_{\ell}(\tau_k) = e^{\frac{2\pi i \ell \tau_k}{n}} = \zeta^{\ell k}$ for $1 \leq \ell \leq n-1$, then $p_0 = p_1 = \cdots = p_{k-1} = p_{k+1} = \cdots = p_{n-1} = 0$ since $PQ = nI$. In this case, $f_\beta(\tau_k)$ concentrates on $N_{e_k}$. In other words, we have perfect state transfer from $|Y_{(0)}\rangle$ to $|Y_{Ne_k}\rangle$ at time $t = \tau_k$.

One solution is given by $w_j = \frac{1}{\zeta^{j-1}}$ and $\tau_k = \frac{2k\pi}{n}$ for $1 \leq j, k \leq n-1$. Namely we have multiple perfect state transfers among $|Y_{(0)}\rangle$, $|Y_{Ne_1}\rangle$, $|Y_{Ne_2}\rangle$, $\ldots$, $|Y_{Ne_{n-1}}\rangle$. Similar to the case in Section 5.2, we also have multiple perfect state transfer among $|Y_{\beta}\rangle$, $|Y_{\sigma(\beta)}\rangle$, $|Y_{\sigma^2(\beta)}\rangle$, $\ldots$, $|Y_{\sigma^{n-1}(\beta)}\rangle$, where $(\sigma(\beta))_i = \beta_{i-1} \mod n$ ($0 \leq i \leq n-1$).

Figure 1 illustrates the possibility of detecting the state at different sites and at various times through the size of the bubbles (based on the 3-th symmetric tensor power of the association scheme of directed 3-gon). The Hermitian matrix is given by $A$ in (29), where $w_1 = \frac{1}{\zeta^{\frac{1}{3}-1}}$ and $w_2 = \frac{1}{\zeta^{\frac{2}{3}-1}}$ with $\zeta$ being the cubic root of unity.

$$A = \begin{bmatrix} 0 & \sqrt{3}w_1 & \sqrt{3}w_2 & 0 & 0 & 0 & 0 & 0 & 0 \\ \sqrt{3}w_2 & 0 & w_1 & 2w_1 & \sqrt{2}w_2 & 0 & 0 & 0 & 0 \\ \sqrt{3}w_1 & w_2 & 0 & 0 & \sqrt{2}w_1 & 2w_2 & 0 & 0 & 0 \\ 0 & 2w_2 & 0 & 0 & \sqrt{2}w_1 & 0 & \sqrt{3}w_1 & w_2 & 0 \\ 0 & \sqrt{2}w_1 & \sqrt{2}w_2 & \sqrt{2}w_2 & 0 & \sqrt{2}w_1 & 0 & \sqrt{2}w_1 & \sqrt{2}w_2 & 0 \\ 0 & 0 & 2w_1 & 0 & \sqrt{2}w_2 & 0 & 0 & 0 & w_1 & \sqrt{3}w_2 \\ 0 & 0 & 0 & \sqrt{3}w_2 & 0 & 0 & 0 & \sqrt{3}w_1 & 0 & 0 \\ 0 & 0 & 0 & w_1 & \sqrt{2}w_2 & 0 & \sqrt{3}w_2 & 0 & 2w_1 & 0 \\ 0 & 0 & 0 & 0 & \sqrt{2}w_1 & w_2 & 0 & 2w_2 & 0 & \sqrt{3}w_1 \\ 0 & 0 & 0 & 0 & 0 & \sqrt{3}w_1 & 0 & 0 & \sqrt{3}w_2 & 0 \end{bmatrix}$$
5.4. The ordered binary word association scheme. We first construct the ordered binary word association scheme OW(2, d) of depth d. The ordered binary Hamming association scheme of depth d can be obtained by taking the symmetric tensor product of OW(2, d).

Consider the following actions $g_j (j = 2, 3, \ldots, d)$ on $X_2^{\otimes d}$:
\begin{equation}
    g_j(A_{i_1} \otimes A_{i_2} \otimes \cdots \otimes A_{i_d}) = A_{i'_1} \otimes A_{i'_2} \otimes \cdots \otimes A_{i'_d}
\end{equation}
such that
\begin{equation}
    i'_k = \begin{cases} 
    1 - i_k, & \text{if } i_j = 1, k = j - 1, \\
    i_k, & \text{otherwise.}
    \end{cases}
\end{equation}
One can verify that $g_j (j = 2, 3, \ldots, d)$ are automorphism of the Bose-Mesner algebra of $X_2^{\otimes d}$. The fusion scheme obtained by taking $G = \langle g_2, g_3, \ldots, g_d \rangle$ acting on $X_2^{\otimes d}$ is called the ordered binary word association scheme of depth d.

The first eigenmatrix of the ordered binary word association scheme OW(2, d) of depth d is given by
\begin{equation}
    P = (P_{i,j})_{0 \leq i, j \leq d} = \begin{bmatrix}
    1 & 1 & 2 & \cdots & 2^{d-1} \\
    1 & 1 & 2 & \cdots & -2^{d-1} \\
    \vdots & \vdots & \vdots & \ddots & 0 \\
    1 & 1 & -2 & \cdots & \ddots \\
    1 & -1 & 0 & \cdots & 0
    \end{bmatrix}.
\end{equation}
and the valencies $k_j$ and $m_i$ are given by $k_j = 2^{j-1}$ and $m_i = 2^{i-1}$ with $1 \leq i, j \leq d$ and $k_0 = m_0 = 1$.

The scaled eigenmatrix of $OW(2, d)$ is given by

$$U = (u_{i,j})_{0 \leq i,j \leq d} = \begin{bmatrix} 1 & 1 & 1 & \cdots & 1 \\ 1 & 1 & 1 & \cdots & -1 \\ \vdots & \vdots & \vdots & \cdots & 0 \\ 1 & 1 & -1 & \cdots & \vdots \\ 1 & -1 & 0 & \cdots & 0 \end{bmatrix}$$

We consider the $N$-th symmetric tensor power of $OW(2, d)$, namely the ordered binary Hamming association scheme of length $N$ and depth $d$.

If we demand that $f_\beta(t)$ vanishes on $\beta \in \mathcal{I}$ with $\beta_0 \neq 0$, then it requires that

$$0 = p_0 = 1 + \sum_{\ell=1}^d u_{\ell,0} m_\ell z_\ell$$

$$= 1 + \sum_{\ell=1}^d 2^{\ell-1} z_\ell.$$  \hspace{1cm} (34)

Since $|z_\ell| = 1$ for every $1 \leq \ell \leq d$, it forces that $z_\ell = 1$ for $\ell < d$ and $z_d = -1$ by triangle inequality.

If we demand that $f_\beta(t)$ vanishes on $\beta \in \mathcal{I}$ with $\beta_k \neq 0$ ($1 \leq k \leq d$), then it requires that

$$0 = p_k = 1 + \sum_{\ell=1}^d u_{\ell,k} m_\ell z_\ell$$

$$= 1 + \sum_{\ell=1}^{d-k} 2^{\ell-1} z_\ell - 2^{d-k+1} z_{d-k+1}. \hspace{1cm} (36)$$

Since $|z_\ell| = 1$ for every $1 \leq \ell \leq d$, it forces that $z_\ell = 1$ for $\ell \leq d-k+1$.

Therefore if $p_0 = 0$, then $p_2 = p_3 = \cdots = p_d = 0$. In other words, $f_\beta(t)$ concentrates on $\beta = (N, 0, \ldots, 0)$. Similarly if $p_k = 0$ for some $k \geq 1$, then $p_{k+1} = p_{k+2} = \cdots = p_d = 0$. In other words, $f_\beta(t)$ concentrates on $\beta \in \mathcal{I}$ with $\beta_k = \beta_{k+1} = \cdots = \beta_d = 0$ (a $k$-simplex).

Such a phenomenon was first observed in (18).

Figure 2 illustrates the possibility of detecting the state at different sites and at various times through the size of the bubbles (based on the ordered Hamming association scheme of depth 3 and length 5).
6. Conclusion

In this paper we investigate quantum walks on extensions of association schemes. We provide examples of multiple state transfer among extreme points in a simplex of arbitrary dimension $d$ and arbitrary distance $N$. Examples of fractional revival on subsimplexes are given as well. We also exhibit a way to turn perfect state transfer into the generation of maximal entanglement. Characterizations of universal/multiple perfect/pretty good state transfer are reviewed and summarized while characterization of zero transfer is given.

Based on these results, we propose two problems for further research.

**Problem 19.** What is the smallest (regarding the number of vertices and edges) graph which carries multiple state transfer among $m$ vertices of pairwise distance at least $N$?

Note that Section 5.3 provides examples of graphs with $\Theta(N^{m-1})$ vertices and of bounded degree $\Theta(m^2)$, which is a relatively sparse graph. In (10), the problem of the smallest unweighted graph with perfect state transfer between two vertices of distance $N$ was investigated. The problem is easy if one considers perfect state transfer between two vertices on a weighted graph. But it is not obvious if $m > 2$.

**Problem 20.** Can we construct graphs carrying both perfect state transfer and zero transfer?
Note that the property of zero transfer allows one to check the decoherence in a quantum system. In other words, zero transfer can be used to verify the integrity of a quantum walk system and contribute to robustness.
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