Robustness to Transformations Across Categories: Is Robustness Driven by Invariant Neural Representations?
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Deep convolutional neural networks (DCNNs) have demonstrated impressive robustness to recognize objects under transformations (e.g., blur or noise) when these transformations are included in the training set. A hypothesis to explain such robustness is that DCNNs develop invariant neural representations that remain unaltered when the image is transformed. However, to what extent this hypothesis holds true is an outstanding question, as robustness to transformations could be achieved with properties different from invariance; for example, parts of the network could be specialized to recognize either transformed or...
nontransformed images. This article investigates the conditions under which invariant neural representations emerge by leveraging that they facilitate robustness to transformations beyond the training distribution. Concretely, we analyze a training paradigm in which only some object categories are seen transformed during training and evaluate whether the DCNN is robust to transformations across categories not seen transformed. Our results with state-of-the-art DCNNs indicate that invariant neural representations do not always drive robustness to transformations, as networks show robustness for categories seen transformed during training even in the absence of invariant neural representations. Invariance emerges only as the number of transformed categories in the training set is increased. This phenomenon is much more prominent with local transformations such as blurring and high-pass filtering than geometric transformations such as rotation and thinning, which entail changes in the spatial arrangement of the object. Our results contribute to a better understanding of invariant neural representations in deep learning and the conditions under which it spontaneously emerges.

1 Introduction

A widely known strategy to gain robustness to image and object transformations in deep convolutional neural networks (DCNNs) is to include the transformation in the training set (Wang & Perez, 2017; Schmidt et al., 2018; Geirhos et al., 2018, 2019). Geirhos et al. (2018) recently demonstrated that this strategy is successful in achieving robustness to local transformations, such as blur and noise, and also outperforms human-level recognition accuracy in transformed images. In a subsequent paper, Geirhos et al. (2019) show that including some transformations in the training set that emphasize the shape of the object rather than the texture leads to robustness to transformations beyond the ones seen during training.

Despite these recent results demonstrating effective ways of achieving robustness to transformations, the field still lacks a good understanding of the underlying neural mechanisms that enable such robustness. Decades of research at the intersection of neuroscience and computer vision have led to the hypothesis that neural networks may develop invariant neural representations to achieve robustness to transformations (Riesenhuber & Poggio, 1998; Quiroga et al., 2005; Goodfellow et al., 2009; Achille & Soatto, 2018; Poggio & Anselmi, 2016), that is, the internal neural representations may remain mostly unaltered when the image is transformed. Yet, to what

---

1 We use the term robustness to a transformation (or simply robustness) to denote that DCNN classification accuracy does not deteriorate in transformed images, whereas we use the term invariance to a transformation (or invariance) to indicate that the internal neural representations of the DCNN are not altered by the transformation.
extent this hypothesis holds true is an outstanding question. It is possible that to achieve robustness, neural representations develop properties different from invariance when transformations are included in the training set; for example, parts of the network may specialize in recognizing either transformed or nontransformed images.

To understand the emergence of invariant neural representations in DCNNs trained with transformations, an important question to address is to what extent and under what conditions such representations arise. Measuring the degree of invariance in neural representations can offer some hints but falls short of providing a comprehensive answer. A high degree of neural representations does not guarantee robustness to transformations, as even a small change in the representations can potentially result in poor robustness (e.g., adversarial examples). Only when the neural representations exhibit perfect invariance to image degradations can we ensure robustness to transformations. In this article, we aim to study the potential relationship between invariance and robustness to transformations by examining the impact of invariant neural representations on robustness beyond the training distribution. Invariant neural representations imply that if the network correctly classifies images from a category, it will correctly classify transformed versions of the same image as well. This fundamental property of invariant neural representations enables robustness to object categories that the network has not seen with transformations during training (Poggio & Anselmi, 2016). Thus, we analyze a training paradigm in which only some object categories are seen transformed during training and evaluate robustness to transformations for object categories that the network has not seen transformed. We denote this form of robustness as across-category robustness, while we use the term within-category robustness to designate robustness to categories that are seen transformed during training. In this way, we assess the emergence of invariant neural representations by evaluating across-category robustness. To strengthen the evidence obtained with such evaluation, we also define a metric to directly measure the degree of invariance in the neural representations. This metric, together with the across-category robustness evaluation, provides the relationship between invariant neural representations and robustness to transformations.

A series of experiments with state-of-the-art DCNNs in FaceScrub (Ng & Winkler, 2014) and ImageNet (Deng et al., 2009) reveal that robustness is not always related to invariant neural representations, as networks show robustness to categories seen transformed during training even in the absence of invariant neural representations. Invariance only emerges as the number of transformed categories in the training set is increased. Moreover, our observations indicate that different categories of transformations exhibit varying degrees of invariance, with local transformations (e.g., blurring and high-pass filtering) exhibiting an increase in invariance roughly two times greater than that of geometric transformations (e.g., rotations and
thinning). Our analysis uncovers new evidence that invariance emerges at the individual neural level and demonstrates that it facilitates robustness to categories that the network has not seen transformed during training.

These results are the first milestone in understanding the neural representations that contribute to robustness to transformations. Furthermore, answering what representations emerge in the network could guide research to develop more robust models, and investigating across-category robustness could help to reduce the number of training examples, as not all categories need to be seen transformed to achieve robustness.

2 Signatures of Invariant Neural Representations

In this section, we introduce our methodology for investigating to what extent invariant neural representations contribute to robustness to transformations. For simplicity, we consider DCNNs trained on a set of images with only one transformation, as well as a set of nontransformed images. This yields robustness to the trained transformation but is unlikely to result in robustness to other transformations that the DCNN was not trained on Geirhos et al. (2018).

A neural network is completely invariant when the neural representations in the DCNN are identical for the transformed and nontransformed images. While this is ideal, it is important to note that it is not a prerequisite for robustness: in practice, a certain amount of invariance may emerge, even without attaining identical neural activity, and result in robustness, that is, perfect invariance may not be needed in order to achieve robustness. The opposite may be true as well, as a certain amount of invariance may be unrelated to robustness—that is, high but imperfect degree of invariance may be epiphenomenal. To confirm the relationship between invariance and robustness, we evaluate across-category robustness in conjunction with the degree of invariance, which can offer strong evidence for the role of invariance in achieving robustness. In the following, we first introduce the paradigm to evaluate across-category robustness and then the measure of invariance to transformations.

2.1 Paradigm to Evaluate the Across-Category Robustness. To test across-category robustness, we use the procedure depicted in Figure 1. Images of the subset of categories denoted as seen-transformed appear both transformed and nontransformed in the training set. The remainder of the categories, denoted unseen-transformed, appear in the training set only in their nontransformed version. Note that the sum of the number of categories in each set is equal to the total number of categories in the data set. The network is trained with both seen- and unseen-transformed categories by uniformly randomizing the categories and images during each training step. When an image of the seen-transformed set is used, it is also randomly chosen with equal probability to appear as transformed or not transformed.
Figure 1: Experimental paradigm and image transformations. (a) The DCNN is trained with the transformations in the training set restricted to the *seen-transformed* categories. The accuracy for transformed images is evaluated in categories that are either *seen* or *unseen* transformed. (b) We analyze 12 image transformations from four families: color, convolutional, noise, and geometric.

The network’s task is to predict the category of the input image. We evaluate the accuracy of the network on transformed test images for the seen- and unseen-transformed categories separately, which yields the within- and across-category accuracy, respectively. We train multiple networks with different numbers of seen-transformed categories during training. In all the experiments, the network predicts a category among all categories in the data set—that is, the possible output choices of the network remain the same when evaluating within- and across-category accuracy. Thus, robustness among all the networks can be compared without bias because the only change between them is the number of seen-transformed categories during training. Alternative paradigms are also available in addition to our proposed one, and more details can be found in appendix C.

2.2 Invariance to Transformations at the Individual Neural Level. Understanding DCNNs at the individual neural level has led to promising results that provide granular and simple explanations of the underlying mechanisms behind DCNN generalization (Zeiler & Fergus, 2014; Zhou et al., 2018; Olah et al., 2018). Individual neurons are commonly interpreted as feature detectors that are tuned to image features. A neuron is active (i.e., the neuron’s output value is high) when the feature is present in the image; otherwise the neuron is not active and the output value of the neuron is low. Neurons are tuned to features that are not necessarily interpretable by humans (Bau et al., 2017). We analyze the invariance of a neuron by evaluating the change of its activity when the image is transformed. For example, a neuron may be tuned to detect a dog nose because it is active only in the
presence of a dog nose in the image. If the neuron is invariant, it will continue being active when the dog nose is transformed.

Invariance in neurons that are active may help to achieve robustness to transformations, but this is not the case for inactive neurons. If a neuron is inactive in both the transformed and the nontransformed images, the activity is invariant to the transformation. Yet this is because the feature that the neuron is tuned to is not present in the image, which does not contribute to the network’s classification accuracy. Also, neurons whose activity is constant across all images (i.e., neurons that are not tuned to any feature) are invariant and do not contribute to network accuracy. Thus, invariance is helpful to achieve robustness to transformations only when neurons that are activated by an image are also invariant to the transformation.

Following these intuitions, Goodfellow et al. (2009) introduced a measure of invariance that analyzes the activity in images that generate the top 1% of the neuron’s output value. These images are transformed, and invariance is evaluated by assessing whether the activity remains in the top 1% or not. This metric is effective to discard the cases of invariance that are not related to robustness. Yet it is unclear to what degree the activity generated in a neuron by the rest of the 99% of images that are not analyzed relates to robustness. In the following, we introduce a procedure that controls that the majority of the neural activity related to robustness is taken into account by the invariance measurement. We first introduce the procedure to determine when a neuron is active and then address the measure of invariance of active neurons.

2.2.1 Active Neurons. Let \( \mathcal{X} \) be the images of the test set, and let \( x \in \mathcal{X} \) be one of its images. We refer to the transformed version of the image as \( T(x) \). For notation simplicity, we consider \( T(x) \) to be the transformation that is included in the training set without specifying the type transformation. Let \( \hat{f}_k(x) \) be the activity of the neuron indexed by \( k \) when the network’s input is \( x \in \mathcal{X} \). Note that \( \hat{f}_k(x) \) can be multiplied by a factor without affecting the performance of the network if the postsynaptic weights are divided by that factor. Thus, without the postsynaptic weights, it is not possible to determine the relative importance of each neuron. Thus, we consider the order of magnitude of \( \hat{f}_k(x) \) not relevant, and we discard it by normalizing \( \hat{f}_k(x) \). We define \( f_k(x) \) as the normalized activity of neuron \( k \), such that \( f_k(x) \) is equal to 1 for the image that generates the maximum activity among transformed and not-transformed images. Note that the minimum value that \( f_k(x) \) can take is zero because the neurons use ReLU activation (Krizhevsky et al., 2012).

We define the neuronal tuning of a neuron as the set of images that generate an activity above a threshold. Let \( \tau \) be such a threshold, and let \( A_k \) be the set of images that generate an output value higher than \( \tau \). Thus, \( A_k \) represents the neuronal tuning of neuron \( k \) as it contains the set of images that yield the neuron active. \( A_k \) is the following subset of \( \mathcal{X} \):
$A_k = \{ x \in X \mid (f_k(x) > \tau) \lor (f_k(T(x)) > \tau) \}$, in which $\lor$ is the “logic or” operator. Note that the activity generated by both transformed and nontransformed images is considered.

In order to determine the value of $\tau$, we need to take into account a compromise between the following two factors. On one hand, the value of $\tau$ should be as high as possible, such that the neuronal tuning is specific and invariance due to lack of activity is discarded. On the other hand, $\tau$ should be made as low as possible in order to include in $A_k$ all the activity that is relevant for the network’s robustness. To do so, we validate that the network’s robustness is not affected by ablating all neurons except the active, given an image. Also, we validate that the network’s accuracy is at chance when all the active neurons are ablated. These tests provide reassurance that the active neurons drive the network’s robustness. In the experiments in section 3.2, we show that neurons are active on only a small set of images, and their activity is almost entirely responsible for the network’s robustness.

2.2.2 Measure of Invariance in Active Neurons. In order to measure the invariance of a neuron, only the images in the set $A_k$ will be used. This is because, as previously discussed, the invariance of neurons that are not active for a given image is not related to robustness. We define $h_k(x)$ as the invariance measure of neuron $k$ given an image $x \in X$. We use the following expression based on the normalized difference between the neurons’ activity of the transformed and nontransformed images:

$$h_k(x) = 1 - \frac{|f_k(T(x)) - f_k(x)|}{|f_k(T(x)) + f_k(x)|}. \quad (2.1)$$

We can see by analyzing equation 2.1 that $h_k(x)$ is equal to 1 when the neuron is perfectly invariant (i.e., $f_k(T(x)) = f_k(x)$) and is equal to 0 when the neuron’s activity varies maximally, such that $f_k(T(x)) = 0$ and $f_k(x) = 1$ and vice versa. This invariance measure takes values between 0 and 1 depending on how much the activity of $x$ and $T(x)$ varies. We define $I_k$ as the invariance coefficient of neuron $k$. $I_k$ is obtained by averaging $h_k(x)$ over the set of images that the neuron is active, $A_k$, that is, $I_k = \frac{1}{\#A_k} \sum_{x \in A_k} h_k(x)$, in which $\#A_k$ is the cardinality of the set $A_k$ (the number of images that neuron $k$ is active for). In the experiments, we analyze the distribution of $I_k$ among neurons in a layer.

3 Results

We evaluate robustness to 12 image transformations shown in Figure 1 (see appendix A for details). These are grouped in four transformation types: color (gray-scale and color rotation), geometric (thinning and rotation), convolutional (blur, high pass, and horizontal, vertical filtering, and contrast
inversion), and noise (white and salt and pepper). Our choice of transformations was motivated by studies showing that DCNNs are robust to them when they are included in the training set (Geirhos et al., 2018).

To ensure that our results are not data set- or architecture dependent, we evaluate AlexNet (Krizhevsky et al., 2012) in the FaceScrub data set (Ng & Winkler, 2014) and ResNet-18 (He et al., 2016) in the ImageNet data set (Deng et al., 2009). In ImageNet we evaluate only four transformations (blur, high-pass filtering, white noise, and salt and pepper noise) as some other transformations are already present in the training set and cannot be excluded (note that in ImageNet, objects appear at different orientations, sizes, contrasts, and colors). We use the loss function, regularizers, optimizer, and other hyperparameter choices reported in the literature, except for the learning rates that are tuned for each experiment (see appendix B for more details).

3.1 Results on Across-Category Robustness. In the following, we report the accuracy of the network using the paradigm introduced in section 2.1. For both FaceScrub and ImageNet, we report top-1 accuracy (%).

3.1.1 Reproducing Previous Results on Robustness to Transformations. Figure 2a depicts the accuracy of networks trained with each transformation and tested on all transformations. As expected, on nontransformed images, the networks perform similar to what is reported in the literature (Vogelsang et al., 2018; He et al., 2016) independent of which transformations are included in the training set. On transformed images, networks are robust to the transformations included in the training but not robust to other transformations, a finding consistent with Geirhos et al. (2018). Note that color transformations are an exception, as all networks have some degree of robustness to them. This may be because the color transformations are in part already included in the data set as a consequence of different illumination conditions. Additionally, the network trained with blur transformation is slightly robust to the noise transformations, likely because training with blur yields large receptive fields in the first layer that may help to filter out the noise—a finding consistent with previous studies (Vogelsang et al., 2018).

3.1.2 Across-Category Robustness Improves as the Number of Seen-transformed Categories is Increased. In Figures 2b and 2c, the within- and across-category accuracy are evaluated for different numbers of seen-transformed categories. The within-category accuracy (at the top of the figure) and the across-category accuracy (at the bottom) are reported. We can observe that the across-category accuracy increases as more categories are seen transformed. This indicates that invariant neural representations may have emerged in the network (we cannot confirm this without analyzing the neural activity, as across-category robustness is a consequence of
3.1.3 Color, Convolutional and Noise Transformations Lead to Higher Across-Category Robustness than Geometric Transformations. The increase of the invariance but not the reverse). Also, observe that when the network is trained with few seen-transformed categories, the robustness for these categories cannot be driven by invariance because the network is not across-category robust. Understanding the mechanisms for robustness when there is lack of invariance is an interesting open question that will be analyzed in future work.

Note also that the within-category accuracy decreases as more categories are seen transformed, and it reaches the values previously reported in Figure 2a when all categories are seen transformed. Observe that the within-category accuracy is close to 100% when the number of seen-transformed categories is close to 1. This suggests that the network uses the transformation as a feature to identify the few seen-transformed categories. This can be validated with the confusion matrices between seen- and unseen-transformed categories (see appendix D), which show that transformed images from unseen-transformed categories are mainly confused with seen-transformed categories.
across-category accuracy with the number of seen-transformed categories is common among transformations. Yet, Figures 2b and 2c show that the rate at which the across-category varies is different depending on the transformation. Observe that for color transformations, just few seen-transformed categories are sufficient to achieve a high across-category accuracy. This may be because the network is already quite robust to color transformations even training only with nontransformed images, as shown in Figure 2a. For convolutional transformations, the increase of the across-category accuracy is not as high as for color transformations, but it is remarkable. The across-category accuracy of the noise transformations is on par with the convolutional in ImageNet but not in FaceScrub. Note that the within-category accuracy for noise transformations in FaceScrub is 10% to 20% lower than for other transformations. Thus, in FaceScrub, the amount of noise impairs both within- and across-category robustness, which suggests that the low across-category accuracy is a characteristic not of the noise transformation but of the overall accuracy in FaceScrub.

For geometric transformations, the across-category accuracy is lower than other transformations, especially for rotations (the increase is only of a few percent when all categories are seen transformed). This may be because spatial rearrangement of the object is involved in geometric transformations but not in the rest. These rearrangements are larger for rotations of 90 or 180 degrees than for thinning, and rotations have much lower across-category accuracy than thinning. Also, to achieve across-category robustness for spatial rearrangements requires capturing the long-range dependencies between object parts, and this has been shown to be difficult for feedforward architectures (Srivastava et al., 2019; Engstrom et al., 2019; Azulay & Weiss, 2019; Jaderberg et al., 2015).

3.1.4 Across-Catgory Robustness May Depend on the Visual Homogeneity of the Object Categories. For convolutional and noise transformations, the across-category generalization in FaceScrub increases linearly with respect to the number of categories seen transformed, while in ImageNet, it increases much more slowly (note that in ImageNet, the number of seen-transformed categories is in logarithmic scale). These differences between data sets may be because the object categories in FaceScrub are more visually homogeneous than in ImageNet, that is, FaceScrub shares common configurations across different facial identities while ImageNet is composed of a varied set of more distinct object categories. Thus, the visual homogeneity of the categories may facilitate across-category generalization (assuming that the invariant features can be more effectively transferred across categories that share comparable visual structures).

3.2 Results on Invariance to Transformations at the Individual Neural Level. Next, we evaluate the amount of invariance using the measure introduced in section 2.2.
3.2.1 Less Than 20% of the Images Activate a Neuron. Recall that the threshold that determines if a neuron is active, $\tau$, is the compromise between two factors: (1) neurons are active for only a few images because they are tuned to specific patterns (i.e., $\tau$ is as high as possible) and (2) only the activity in active neurons matters for robustness (i.e., ablating all the inactive neurons in an image should not drop the accuracy), whereas ablating all the active neurons in an image should bring the accuracy to chance. In practice, we implement a grid search to determine $\tau$ by evaluating values between zero and one in steps of 0.05. We select the highest $\tau$ that leads to a drop of 1% of the accuracy when ablating the inactive neurons. This results in $\tau = 0.1$ for FaceScrub and $\tau = 0.05$ for ImageNet. We validate that neurons are active for only a small subset of images—that is, cardinality of $A_k$ is small for most neurons $k$ and also that each image activates a subset of neurons (i.e., cardinality of $\{k | x \in A_k\}$ is small for most images $x$). In Figure 3a, we show the distributions of both cardinalities using violin plots. Notably, between 1% and 20% of the images activate a neuron, and between 10% and 20% of the neurons are active in an image. Thus, neurons are tuned to patterns that appear in few images, and in most images, only a subset of neurons is active, which fulfills factor 1. In appendix D, we report the network’s accuracy obtained from ablating active and inactive neurons. We observe that when the inactive neurons are ablated (80% to 90% of the neurons per image), the network’s accuracy decreases less than 1% overall. When the active neurons are ablated (10% to 20% of the neurons per image), the network’s accuracy is very low for all transformations. This low but above-chance accuracy suggests that the neural activity of the inactive neurons may play a minor but redundant role toward the network’s robustness, which approximately fulfills factor 2.

In appendix D, we confirm that Goodfellow et al.’s (2009) proposal to measure invariance only in the top 1% of the neural activity per neuron...
Figure 4: Invariance for different numbers of seen-transformed categories. (a, b) Violin plots of the invariance coefficient among neurons at the penultimate layer for FaceScrub and ImageNet, respectively. Different numbers of seen-transformed categories are displayed, and the invariance coefficient is reported separately for seen- and unseen-transformed categories.

is incomplete. The results in the appendix provide evidence that supports the notion that a substantial proportion of accuracy performance is still attributed to neurons that were excluded by the threshold of the top 1% proposed by Goodfellow et al. (2009). Specifically, applying the top 20% threshold allows eliminating a large number of neurons that significantly contribute to the network’s accuracy. This observation justifies using the procedure that we introduced as it is a much more rigorous procedure to filter out neurons that are inactive most of the time.

### 3.2.2 Invariance Increases When the Number of Seen-Transformed Categories Increases.

Recall that the invariance coefficient, $I_k$, is evaluated when the neurons are active. In Figures 3b and 3c, we show the distribution of $I_k$ among neurons in the penultimate layer for networks that are trained with or without transformations. All transformations lead to more invariance than when the training is only with nontransformed images. In appendix D, we show that this invariance builds up across layers, which is in accordance with previous work (Goodfellow et al., 2009; Poggio & Anselmi, 2016).

Next, we aim to explore the relationship between invariance and the across-category robustness. Figure 4 shows the distribution of $I_k$ among neurons in the penultimate layer when the number of seen-transformed categories is increased. The distribution for the seen- and unseen-transformed categories is shown separately (see appendix D for all transformations). We
observe that the amount of invariance remarkably increases when the number of seen-transformed categories is increased. Also, the amount of invariance for the seen- and unseen-transformed categories is nearly identical (except when the number of seen-transformed categories is low because there is almost no invariance). Thus, invariance in the network is not category dependent and emerges alongside across-category robustness. This is strong evidence that invariance contributes to robustness when the number of seen-transformed categories is large.

It is worth noting that while most neurons develop invariance to transformations through training, it is unclear what neural mechanisms emerge when there is no invariance. In the case that invariance does not emerge, networks are not robust to transformations of unseen-transformed categories, but they are still robust to the transformation of the seen-transformed categories. A plausible hypothesis to explain this phenomenon is that some neurons may exhibit specialization toward the transformations such that the transformations can be handled for seen-transformed categories but not for unseen-transformed categories. In order to verify the presence of neurons specialized to the transformation, we modified equation 2.1 to calculate a specialization score, which yields a value of 1 if a neuron is selective for $T(x)$ but not $x$, or $-1$ if a neuron is selective for $x$ but not $T(x)$. In appendix D, our results demonstrate that when the transformations that are included in the training set do not lead to the emergence of invariant representations, there are neurons specialized to $x$ and other neurons to $T(x)$, but there is also a range of neurons in between. This can be observed in Figure 12 (in appendix D), especially for the case of rotations, as the violin plot is spread out across different degrees of specialization. In conclusion, when there is no emergent invariance, the neural mechanisms are related to specialization to a certain degree, and more research is needed to fully understand them.

### 3.2.3 Invariance Explains the Across-Category Robustness

Next, we further analyze the relationship between invariance and across-category robustness by scrutinizing the differences among transformations. Figure 5a shows the amount of invariance for all transformations and data sets as the number of seen-transformed categories is increased. We observe that the trends of invariance follow that of across-category robustness. To quantify whether there is a direct relationship between them, in Figures 5b and 5c, we depict the invariance and robustness for each network trained with a different number of seen-transformed categories. Observe that invariance is not needed to achieve within-category robustness (see Figure 5b), whereas the extent of across-category robustness is correlated with the amount of invariance for all transformations (see Figure 5c). Thus, the network develops properties different from invariance to achieve robustness, but as we increase the number of seen-transformed categories, the amount of invariance increases.
3.2.4 Results Are Consistent across Network Architectures. The achievement of invariance can be affected by the network architecture and capacity chosen for the task, presenting a potential point of concern. Although we attempted to address this concern by experimenting with AlexNet and ResNet-18, the differences in the data sets on which these models were trained leave open the question of whether the selection of different networks could produce distinct patterns. To mitigate this concern, we employed the Inception model (Szegedy et al., 2015) and conducted the same experiment on FaceScrub. Our analysis demonstrates a consistent pattern wherein invariance gradually emerges as the number of transformation-seen categories increases (see appendix D). This finding again suggests that the relationship between invariance and the number of transformation-seen categories during training is a generalizable phenomenon, regardless of the specific network architecture employed. However, it is intriguing to note that Inception exhibits a higher number of transformation-invariant neurons than AlexNet, indicating that network architecture and capacity may influence the attainment of invariance. Despite this, the fundamental observation that invariance arises at the neural level and is closely linked to robust performance remains valid. Future studies exploring the association between network capacity and invariance will be of great interest.
4 Discussions and Conclusion

We have demonstrated that increasing the number of seen-transformed categories results in an increase of two network properties: the amount of invariance to transformations and the robustness to transformations of unseen-transformed categories. This suggests that invariance drives robustness to transformations depending on the number of seen-transformed categories. Furthermore, we have shown that invariance emerges at the individual neural level, which adds to the growing body of literature that uses individual neurons as the elemental building blocks to analyze DCNNs (Zeiler & Fergus, 2014; Zhou et al., 2018; Olah et al., 2018). Key open questions derived from our results that will be tackled in future work are understanding why invariant representations emerge for some transformations and what the neural mechanisms for robustness are when there is a lack of invariance (e.g., for geometric transformations and also for small numbers of seen-transformed categories).

One potential limitation of our study is that it examines how networks attain invariance for individual types of transformations independently, whereas multiple types of transformations often co-occur in real-world scenarios. It is worth exploring how individual neurons develop invariance in the presence of multiple transformation types. We anticipate that neurons would form clusters based on relevant transformations and demonstrate distinct patterns across different levels of visual processing. As this exploration would necessitate additional experimental complexity, we concede that it remains an open question that needs to be addressed in future research.

Another promising avenue for future research is to explore how individual neurons respond to transformations that fall outside the range of the training transformations. While our training approach focused on generalizing invariance across different object categories, it remains an open question whether our findings hold under such conditions. The literature suggests that neural network models face significant challenges when expanding their knowledge to unseen conditions beyond the training regime (Montero et al., 2021; Schott et al., 2021). We encourage further investigation of this topic in future research.

Furthermore, in building bridges between machine learning and neuroscience, the current work adds to the existing body of literature that seeks to understand how visual experience drives the development of robust recognition systems (Le Grand et al., 2001; Wood & Wood, 2018; Jang et al., 2021). More specifically, our results suggest that robust recognition behavior across categories can be achieved as individual neurons become tuned to be invariant to experienced transformations. This enriches our understanding of how biological visual systems may develop invariant representations of objects while maintaining their sensitivity to object-specific features, one of
the central questions in computational neuroscience (Palmeri & Gauthier, 2004; Peissig & Tarr, 2007; Tsao & Livingstone, 2008; DiCarlo et al., 2012; Tacchetti et al., 2018). Our computational findings also agree with previous experimental observations made in studies of single neurons. For example, the prefrontal cortex neurons have been found to become invariant to noise after learning to recognize noisy images (Rainer & Miller, 2000). Additionally, our training paradigm may account for the observation that a large number of cells in the macaque showed viewpoint invariance to objects that the monkey had never seen before (Bao et al., 2020).

Our study motivates future endeavors in determining other contributing factors to invariance. We found that the network’s ability to learn invariance was significantly lower when geometric transformations were evaluated. One potential explanation is that our training scheme was tested only within a class of feedforward networks, while the brain heavily relies on recurrent computations (Felleman & Van Essen, 1991; Lamme & Roelfsema, 2000). Recurrent processing has been shown to confer a critical advantage in performing robust object recognition (Wyatte et al., 2012; O’Reilly et al., 2013; Spoerer et al., 2017; Kar et al., 2019). It has been also suggested that recurrent processing is actively engaged when human observers perform mental rotation (Shepard & Metzler, 1971; Roelfsema & de Lange, 2016), which may give a clue to explain why the tested networks in our study failed to achieve invariance to geometric transformations. It will be of considerable interest for future studies to investigate the efficacy of recurrent processing in acquiring invariance to various types of transformation.

Appendix A: Transformations

The transformations were applied to the data set as an input layer in the GPU, such that the transformations were computed at runtime with every forward pass.

For color transformation, the hue was rotated 180° in the hue space. The grayscale operation was performed using built-in TensorFlow functions.

For blur transformation, a gaussian filter was convolved with the input image. The standard deviation of the gaussian was selected such that the top-1 accuracy of a network trained on the untransformed FaceScrub data set was less than 10%. To do so, we increased the standard deviation in steps of 0.5 until the accuracy was less than 10%, and then we stopped. The horizontal and vertical filters have a filter size of 3 × 3 of form [−1, 0, 1]. The high-pass filter has a filter size of 5 × 5 of form [−1, 2, 4, 2, −1] in both directions.

Noise-based transformations were applied by adding white noise and salt and pepper noise to the original images. The standard deviation of noise was selected with the same procedure as the blur transformation. For the white noise, the standard deviation was increased in steps of 25. The salt and pepper noise randomly sets half of the pixels to either 0 or 255.
Geometrical transformations rotated the input images counter clockwise with angles 90° and 180°, respectively. For thinning, the image width was reduced to half and padded with zeros on both sides.

In ImageNet, the transformations were applied with parameters such that the top-1 accuracy was under 15%, using the procedure we have noted to set the parameters of the transformations.

Appendix B: Data Sets and Networks

B.1 Data Sets. We use two data sets: FaceScrub (Ng & Winkler, 2014) and ImageNet (Deng et al., 2009). FaceScrub is a face recognition data set containing over 50,000 images of 388 individuals. ImageNet is an object recognition data set with around 1.4 million images of 1000 object categories.

When increasing the number of seen-transformed categories, we use the same seen-transformed categories before the increase and an additional set of categories randomly selected. The smallest numbers of seen-transformed categories are randomly selected. This procedure facilitates comparing results between different number of seen-transformed categories, as it minimizes the dependency of the selected seen-transformed categories.

B.2 Networks. For FaceScrub, we used a modified AlexNet (Krizhevsky et al., 2012) architecture with five convolutional layers followed by two fully connected layers. The modifications included removal of the max-pooling layers after the first two convolutional layers in order to preserve necessary resolution for face recognition. The rest of the network was exactly as AlexNet (local response normalization, dropout, and initialization parameters were the same as in AlexNet). The networks were trained for a maximum of 45 epochs (sufficient for convergence in all cases) with a learning rate of 1e-4 and a weight decay of 5e-4 for all transformations. These values were selected using grid search over 25 possible combinations of learning rates and weight decay, evaluated on 10% of a held-out images of the training set (all transformations lead to the same hyperparameters). The optimization algorithm was stochastic gradient descent with a momentum of 0.9 and a batch size of 32.

For ImageNet, we trained Resnet18s (He et al., 2016) using the official tensor flow implementation and with the hyperparameters that come by default.

B.3 Preprocessing. All input images were standardized before the first hidden layer. This did not change the accuracy of the network, and it was particularly important to facilitate robustness to transformations without the need to adjust the mean and standard deviation parameters of the batch normalization to the transformation. Before the standardization, the
transformations were applied to the image, whose pixel values were between 0 and 255.

Appendix C: Alternative Training Paradigms

A possible alternative to our paradigm could be considered based on training the network in two steps: first, training the seen-transformed and then the unseen-transformed categories. Yet this has limitations to analyze invariance because lack of across-category robustness in a two-step paradigm can be due to other reasons unrelated to invariance, that is, the two-step paradigm introduces confounding factors. Namely, if the training of the unseen-transformed categories is done by fine-tuning the network after training the network with the seen-transformed categories, lack of robustness could be due to so-called catastrophic forgetting (Kirkpatrick et al., 2017) of the transformation rather than lack of invariance. Otherwise, if the training of the unseen-transformed categories is done without fine-tuning—for example, by training a classifier on the representations learned for the seen-transformed categories—lack of robustness could be because these representations may not be generalizing well to the unseen-transformed, rather than lack of invariance. Training both sets at the same time, as in our proposed paradigm, controls these confounding factors.

Another potential alternative approach could be to use a meta-learning methodology (Vinyals et al., 2016; Snell et al., 2017), in which we can investigate the generalization of invariance learned from the training set to a novel set. Since networks are presumed to acquire the ability to learn more in the concept space, meta-learning could provide a beneficial environment to evaluate invariance less influenced by category bias and could potentially serve as an appropriate platform for testing generalization ability. The extent to which the results from our current paradigm align with those obtained from a meta-learning framework remains an open question.

Appendix D: Additional Results

D.1 Confusion Matrices. In Figure 6, we show the confusion matrix between seen- and unseen-transformed categories. The figure reports the percentage of images of one set of categories classified as the same or another set.

D.2 Active Neurons. To validate that the activity of the active neurons—those with activity higher than $\tau$—captures all the activity relevant for the network’s robustness, we performed two types of ablation experiments: set all activity below the threshold to zero and set all the activity above the threshold to zero. The performance of the DCNN in these two conditions is shown in Figure 7.
Figure 6: Confusion matrix between seen- and unseen-transformed categories for FaceScrubs for all transformations at different numbers of categories transformed during training. Quadrant 1: Percentage of predictions for unseen-transformed categories misclassified as seen-transformed. Quadrant 2: Percentage of predictions for seen-transformed categories correctly classified as seen-transformed. Quadrant 3: Percentage of predictions for seen-transformed categories misclassified as unseen-transformed. Quadrant 4: Percentage of predictions for unseen-transformed categories correctly classified as unseen-transformed.

Figure 7: Accuracy of ablating active and inactive neurons. Within-category accuracy after ablating inactive (left) and active (right) neurons for FaceScrub and ImageNet, respectively.
Figure 8: Accuracy of ablating active and inactive neurons. Within-category accuracy after ablating inactive (left) and active (right) neurons for FaceScrub by changing the threshold of the proposed method by Goodfellow et al. (2009).
Figure 9: Invariance for different numbers of seen-transformed categories. Violin plots of the invariance coefficient among neurons at the penultimate layer for FaceScrub. Different numbers of seen-transformed categories are displayed and the invariance coefficient is reported separately for seen- and unseen-transformed categories.

D.3 Evaluation of the Method by Goodfellow et al. (2009). To assess the effectiveness of Goodfellow et al.’s (2009) method, we varied the firing threshold from 0.5% to 1% (as reported in the original study), 5%, 10%, 20%, and 40%, and measured the accuracies when ablating active and inactive neurons. The resulting accuracies are presented in Figure 8.

D.4 Invariance. In Figures 9 and 10, we display the invariance for the different transformations and number of categories seen-transformed in FaceScrub and ImageNet, respectively. Figure 11 shows the amount of invariance at each layer.
Figure 10: Invariance for different numbers of seen-transformed categories. Violin plots of the invariance coefficient among neurons at the penultimate layer for ImageNet. Different numbers of seen-transformed categories are displayed, and the invariance coefficient is reported separately for seen- and unseen-transformed categories.

Figure 11: Layer-wise invariance. Mean amount of invariance for different numbers of seen-transformed categories and transformations. Each row reports separately seen- and unseen-transformed categories, or both.

**D.5 Specialization.** To evaluate the selectivity of individual neurons toward transformed or non-transformed images, we modified equation 2.1 to compute specialization scores as \( \frac{f_k(T(x)) - f_k(x)}{f_k(T(x)) + f_k(x)} \). The resulting score indicates the degree to which a neuron is selective toward either transformed or nontransformed images. A score of +1 indicates high selectivity for the transformed images, whereas a score of −1 indicates high
Figure 12: Specialization in FaceScrub. Violin plots of the specialization coefficient among neurons in the penultimate layer. The specialization to each transformation is shown for networks trained with the transformation applied to all categories (indicated with $x + T(x)$) and for networks trained only with non-transformed images ($x$).

selectivity for the nontransformed images. The specialization scores of individual neurons are shown in Figure 12.

D.6 Inception. In Figures 13 and 14, we replicate the previously reported findings of AlexNet for FaceScrub using the Inception model. We
Figure 14: Invariance coefficients of individual neurons in FaceScrub using the Inception model. Replication of Figures 3 to 5 by the Inception model.

...observe a consistent pattern of results that supports our initial assertion that invariance is achieved gradually as the number of transformation-seen categories increases and occurs at the level of individual neurons.
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