An Expert System to Predict Eye Disorder Using Deep Convolutional Neural Network
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Abstract

Glaucoma according to the W.H.O is one of the major causes of blindness worldwide. Due to its complexity and silent nature early detection of this disease makes it hard to detect. There have been several techniques over the years for classification which have shown significant improvement over the past decade or two. Some of the many classification models are SVM (support vector machine), KNN (K-Nearest Neighbors), Decision tree, Logistic Regression and ANN (Artificial Neural Network) back propagation. For this paper we would consider different procedure and method of early detection of the glaucoma disease using the MATLAB Deep Convolutional Neural Network (DCNN). The DCNN based expert system basically works like the human brain with input, neurons, hidden layers and output. For this project Fundus image of both healthy image and glaucoma image are collected with good lighting condition so that all hidden features can be identify. The Fundus image are then passed through different image processing method such as Grayscale, B&W, Complement, Robert, Resize and power Transform. The fundus is then passed through a texture feature extraction algorithm know as Deep Convolutional Neural Network (DCNN). The features gotten are Contrast, Correlation, energy, Homogeneity, Entropy, Mean, Standard deviation, Variance, skewness and Kurtosis. After the feature extraction the data are arrangement on a spreadsheet which serves as a means of record. Lastly, a deep convolutional neural network is written with one hidden layer, 16 input neuron and 2 output either healthy or not. The data are split into train and test dataset with 70% for training 15% validation and 15% for testing. Accuracy of detection was 92.78% with the execution time of 5.33s only depending on the number of iteration or epochs.
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1. INTRODUCTION

Statistic according to the World Health Organization shows that over 286 million people are affected with one form of eyes disease or the other. While 39 million are totally blind and 246 partially. Glaucoma being a major cause of blindness in the world today damages the optic nerves causing partial or total blindness depending on its stage. The eye disease is caused by increasing intraocular pressure (IOP) as explained in [1]. Also, other causes can be traced to heredity, ethnic background and having high myopia. It is also caused by poor blood flow which is meant to regulate the optic nerve. This disease is usually detected late due to the fact that it’s usually painless until it gets to critical state as said in [2]. So, the ever-growing need for quick and automated detection is needed in most societies today.

In this paper we are going to introduce a system with a GUI that takes in images. Extracts features of the image passed into it and perform different image processing techniques. This project would certainly be helpful in early Glaucoma detection and would cost less for such test to be perform on patients of all kinds. With this paper health care inflation would slow down, elimination of waste and increase in efficiency thereby reducing production cost would be experience in most hospitals.
The figure 1 and 2 are the fundus image of both and healthy and glaucoma image which would be later passed through the DCNN algorithm to get necessary features. The goal of the project is to help design a system that is much faster and efficient in making accurate prediction. NOTE: this expert system is not aimed at replacing scientists in this field.

1.1. Problem Statement

The challenge inherent in biomedical information systems and eye diseases detection from detecting very reversed disease Glaucoma. Due to its growing complexity, this disease often causes serious damage to optic nerves that can be found and detected. However, there is no such automated expert system available for detecting glaucoma using deep learning techniques. Commonly referred to as a worst eye disease, these types of diseases can be very damaging and frustrating to humans. Therefore, as mentioned previously, the best strategy is to implement an expert system that could expect the inevitable result that with enough time and resources, an eye will inevitably gain access to the detection of glaucoma. It is paramount that when this occurs, the detection is discovered promptly and quarantined or eliminated before any material harm is done.

1.2. Aim of Study

• This research thesis approaches the challenge of detecting glaucoma eye disease using deep convolutional neural network in a two-fold manner.
• First, a fully connected Deep convolutional neural network (DCNN) is used to train on Fundus Images with supervised learning using labeled healthy and glaucoma disease.

• Kaggle dataset will be used which is more representative of modern-day eye disease for an expert system and do not have drawbacks of previous datasets commonly used in the field.
• We want to achieve a learning patterns of detecting eye disease by training a fully connected deep convolutional neural network for expert system
• The expert system can reliably and effectively detect glaucoma eye disease with a high degree of accuracy, high rate of recall, and a low rate of false positive rate.
• The expert system is considered to be a form of pattern-based detection because the system is trained on known well and known bad patterns and taught to detect these diseases in future, unseen flows using deep learning. İçerik 2 sütun halinde Times new roman olarak 10 punto halinde yazılmalıdır.

2. BACKGROUND

Great effort has been made by researchers all over the world and numerous studies have been presented over a period of years [4]. The fundus image is usually presented in RGB form, which are then converted to grayscale to make easy processing of the image. This is done become RGB are usually 3x the size of Grayscale image as described in [5]. Then different image processing technique are performed on the image to help understand the image better as differentiated in [6]. The GLCM feature extraction technique is then performed to get some feature after that passed to a neural network back propagation as given in [7].

Optic disk is very important in RGB of fundus image. As the optic disk extract features from ROI (region of interest). Also, Glaucoma is detected by the appearance of hemorrhages on optic disk.

Other faster ways of detection are applying convolutional neural network technique. This method works the same way the optical human eyes function. Image is first converted into pixels, this process is called convolution, after that it is passed to the hidden layer where max-pooling and fully-connected layer is form as described in [8]. The number of hidden layers depend on the data and how strong your computing power can process as much data as possible[9]. It is said to get a higher accuracy the number of hidden layers and neurons have to be increased. Dropout are usually added to prevent over-fitting of the model as updated by 10]. The DCNN network would be shown in further updates.
Researcher in [11] had a breakthrough a couple of years ago with the Concept of Transfer learning which otherwise known as pre-trained model with optimization. In this type of architecture neural network does not need to be built from scratch but rather an already built network is used with only the output removed. This technique was achieved during a competition organized yearly by ImageNet, with each competitor coming up with different models and architecture to see who have the best model with close to 100’s of hidden layers as described by author in [12].

It should be noted that the transfer learning technique does not require much data as the pre-trained data contains millions of data with thousands of categories. Only the output sigmoid layer is removed and changed to your preferred output.

3. METHODOLOGY

Figure 5. Flowchart shows an overall approach being followed.

The glaucoma eye disease detection is based on extracting features using the from fundus images. The different steps carried out would be shown on a flowchart, which gives a better understanding on steps carried out. This work will fill the gap of research where a separate model for each fundus image for eye disease was been created. The motivation is that training, deploying and maintaining an expert system for glaucoma eye disease could quickly become burdensome in big networks especially for deep learning systems. This work focuses on using newer benchmark dataset that have recently become available to the research community, the Kaggle Dataset [12] will be used using deep convolutional neural network on MATLAB R2018b. This deep convolutional neural network will have similar size and number of layers and their formula for the threshold will be used, albeit it will be modified – a parameter will be added to it, and an optimization is made for this parameter. Some details, such as activation function choice and optimization algorithm choice are this work’s original contributions. Additionally, this work will employ a feature selection mechanism and will predict the accuracy of feature selection parameters efficiently using deep learning. This work will allow for assessment of deep convolutional neural network method accuracy on smaller feature subsets and for making a fairer comparison on eye diseases detection and classification for glaucoma with more advanced deep learning method.

3.1. Dataset Details

Kaggle Dataset deals with the process and form at which data are usually collected from a repository known as Kaggle. Data can either be in form of JPEG or MPEG. But for this research the fungus images are in JPEG form and are two folders both for the healthy and Glaucoma image. The most useful datasets for Glaucoma fundus images are those containing captures of real network environments. This dataset is easily shared with the public, as they contain details of Glaucoma and Healthy eyes, and more importantly sensitive information about the fundus images for expert system on the respective network. Furthermore, the effort required to create a labeled dataset from the raw network traces is an immense undertaking. As a consequence, researchers often resort to optimal dataset that can be shared amongst the research community on Kaggle.

3.2. Deep Convolutional Neural Network

Deep Convolutional Neural Network (DCNN) architecture and hyperparameters refer to the parameters that are set before the learning process begins. These DCNN hyperparameters are tuned based on a feedback loop of the model’s performance on the validation set. Throughout the training and validation cycle, these hyperparameters are tuned in order to achieve highest and best performance for the deep learning model. The most effective neural network architecture and hyperparameters used in this work. The configuration for the deep convolutional neural network gave best results in the experiments. The first hidden layer for the continuous input features is much larger in this case at 128 neurons, than the number of inputs at 7. Smaller numbers of neurons were also tested, and found to achieve comparable results. Therefore, to keep architectures consistent, this same general configuration is also used in the study with Kaggle Dataset, which has many more continuous input features.

Hyperparameters fall into the following main categories:

- Layer size, number of units per layer
- Magnitude (momentum, learning rate)
- Regularization (dropout, L1, L2)
- Activation functions (sigmoid, relu, tanh, etc.)
- Weight initialization
- Loss functions
- Number of epochs to train, and batch size per epoch
- Data normalization scheme
3.3. Image Pre-Processing

Image processing basically deals with pixels adjustment. Adjusting the pixels of an image to a desired form. Data preprocessing are usually done to reduce contrast, unwanted noise of image, luminous of the image. For the preprocessing aspect the image is converted to grayscale, Black and White, Histogram Equalization and Thresholding.

More image pre-processing technique were carried out on the image using a Developed GUI on the MATLAB software.

3.4. Feature Extraction

Feature extraction is an important process before training and testing phase. This process involves extracting important features from the image dataset. This feature includes: Contrast, Correlation, Energy, Homogeneity and Entropy. The GLCM is a technique that evaluates texture of image by taking into attention the spatial relationship of pixels. In this research feature extraction is important to easy identify between the Glaucoma and healthy eyes. The matrices distance is usually in degree of various form which are starting from 0, 45, 90, and 135. To get a better accuracy we can increased the number of features gotten to be more.

3.4. Training and Testing

The number of accuracies can also be increased if we retrain the neural network repeatedly.

The input data are set at 5 different input. With a single hidden layer, a total of 16 neuron are set in the hidden layer with 2 outputs. After the neural network have been created, the gotten feature that are extracted from the image are then passed into the network for easy classification between healthy or glaucoma. Note that we had to represent the string data in numerical form.

Figure 6. An architectural diagram of deep convolutional neural network from input leading to output different fully-connected layers for processing glaucoma.

Figure 7. Thresholding applied on images.

Figure 8. The training and testing parameters for deep convolutional neural network with respect to model loss and 60-epochs training.

4. RESULTS

In this section, we have considered two parameters while analyzing the deep learning algorithm (DCNN) on glaucoma samples for an accuracy in terms of percentage and time in terms of seconds. The experiment is carried using MATLAB R2018b Windows environment on 12 GB RAM and 3.2 GHz Intel Core i7 with 4 GB Nvidia GPU. After carrying out several experiments using the deep convolutional neural network, we have come to present all our findings here. We carried out deep convolutional neural network algorithms on our dataset. The results are shown as below. We have done the test procedure with 15% data which is equal to 13583 data. The deep convolutional neural network was created and trained on all features. Training was limited to 60 epochs with additional condition of early stopping, using functionality provided by deep learning toolbox. This ensures that the model is trained only until the score on validation set is not getting worse – this in turn helps to avoid overfitting the training set.

The deep convolutional neural network is trained to reconstruct inputs from a latent space representation based on only glaucoma and healthy eyes. Therefore, when it receives healthy eye sample as input, it is easier for the deep convolutional neural network to detect the eye, thus resulting in a higher accuracy. When there is sufficient amount of glaucoma in an eye sample image, a deep convolutional neural network take some more time to process and can be used to detect anomalous region by passing through whole pipeline of processing.
Figure 9. Final Output from the DCNN model detecting Glaucoma Disease Optic Centre of the fundus image.

Table 1. The above table contains the sample image and the risk of the patient to confer to Glaucoma.

| Sample Image | Glaucoma Risk |
|--------------|---------------|
| V0001.jpg    | 0.28218       |
| V0002.jpg    | 0.34816       |
| V0003.jpg    | 0.027847      |
| V0004.jpg    | 0.28081       |
| V0005.jpg    | 0.28086       |
| V0006.jpg    | 0.77814       |
| V0007.jpg    | 0.23869       |
| V0008.jpg    | 0.35365       |
| V0009.jpg    | 0.28825       |
| V0010.jpg    | 0.24779       |
| V0011.jpg    | 0.018874      |
| V0012.jpg    | 0.22376       |
| V0013.jpg    | 0.23201       |
| V0014.jpg    | 0.3038        |
| V0015.jpg    | 0.24816       |
| V0016.jpg    | 0.24682       |
| V0017.jpg    | 0.37032       |
| V0018.jpg    | 0.39568       |
| V0019.jpg    | 0.24506       |
| V0020.jpg    | 0.6983        |

Figure 10. Masked Layers from DCNN Model for the detected Optic Centre of glaucoma disease.

Figure 11. The segmentation done by the model.

5. DISCUSSION

Convolutional Neural Network structures have been widely well studied in the discrimination of healthy subjects from controls or identifying different mental states of the subjects based on medical images in the literature [15, 16].

Deep Convolutional Neural Networks (DCNN) are effective when working with imagery data that consists of lots of examples, and with categorical variables of high cardinality, which are present in the domain of biomedical data.

Detecting glaucoma for the leverages and power of deep convolutional neural networks to achieve better results than other leading techniques without needing to perform much in the way of hand-engineered features, especially when the amount of training data is larger. Furthermore, it was found that using the glaucoma features as an embedded categorical feature enabled the best performance for the deep convolutional neural network. It is theorized that by using the DCNN technique and updating the weights of the glaucoma representation at each epoch, the DCNN forms a type of inherent memory about the disease in relation to the other features and the given label. Additionally, high performance was achieved when using the devised DCNN architecture for detection.

| ARTICLE | TECHNIQUE                  | ACCURACY |
|---------|----------------------------|----------|
| [14]    | Decision Tree              | 85.81%   |
| [14]    | Naive Baise                | 81.53%   |
| [14]    | Random Forest              | 86.63%   |
| [14]    | Neural Network             | 85.98    |
| Proposed| Deep Convolutional Neural Network | 95.77% |
6. CONCLUSION

In this novel research work, we have developed an intelligence expert system for the purpose of detection of most dangerous eye disease using deep convolutional neural network. Deep learning methods demonstrated good detection and accuracy. For the training, testing and validation of Kaggle based dataset for eye diseases, a well-known MATLAB R2018b software was used for this purpose. A deep convolutional neural network is written with one hidden layer, 16 input neuron and 2 output either healthy or not. The data are split into train and test dataset with 70% for training 15% validation and 15% for testing. Accuracy is found to vary between 91-92% depending on the number of iteration or epochs. Moreover, DCNN method can work well with varying number of features and generally its performance for detection purpose does not suffer from extra features, meaning that in real world environment they offer the possibility of using all existing data features. It was also shown that there may not be a need to create different models for eye disease detection, and that one model trained on data can detect glaucoma disease efficiently. This works shows that the overall accuracy of deep learning models can mitigated to some degree with deep convolutional neural network technique and achieving the accuracy of up to 92.78% with the execution time of 5.33s only.
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