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Abstract
In the problem of online load balancing on uniformly related machines with bounded migration, jobs arrive online one after another and have to be immediately placed on one of a given set of machines without knowledge about jobs that may arrive later on. Each job has a size and each machine has a speed, and the load due to a job assigned to a machine is obtained by dividing the first value by the second. The goal is to minimize the maximum overall load any machine receives. However, unlike in the pure online case, each time a new job arrives it contributes a migration potential equal to the product of its size and a certain migration factor. This potential can be spend to reassign jobs either right away (non-amortized case) or at any later time (amortized case). Semi-online models of this flavor have been studied intensively for several fundamental problems, e.g., load balancing on identical machines and bin packing, but uniformly related machines have not been considered up to now. In the present paper, the classical doubling strategy on uniformly related machines is combined with migration to achieve an \((8/3 + \varepsilon)\)-competitive algorithm and a \((4 + \varepsilon)\)-competitive algorithm with \(O(1/\varepsilon)\) amortized and non-amortized migration, respectively, while the best known competitive ratio in the pure online setting is roughly 5.828.
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1 Introduction
Consider the problem of online load balancing on uniformly related machines with bounded migration (or USM for short): Jobs from a set \(J\) arrive one after another and have to be immediately placed on a machine from a set \(M\) without knowledge about jobs that may arrive later on. Each job \(j\) has a size \(p_j\), each machine \(i\) a speed \(s_i\), and the load of job \(j\) on machine \(i\) is given by \(p_j/s_i\). The load \(\ell_i\) of a machine \(i\) is the summed up load of all the jobs assigned to \(i\) and the goal is to minimize the maximum machine load \(\ell_{\text{max}} = \max_{i \in M} \ell_i\). This would conclude the description of the problem in the pure online setting, but in this work a semi-online model is considered. In particular, the arrival of a new job \(j\) allows the reassignment of jobs with total size at most \(\mu p_j\), i.e., we have a migration potential of \(\mu p_j\) due to \(j\). The parameter \(\mu\) is called the migration factor and we consider two variants, i.e., either the full migration potential of a job \(j\) has to be used directly after the arrival of \(j\) or any time later. We refer to the former case as non-amortized and to the second as amortized and talk about the (non-)amortized migration factor as well. Like in the pure online setting, we consider the competitiveness of an algorithm as a measure of quality, i.e., the worst case ratio between the objective value of a solution found by the algorithm and the optimal objective value for a given instance. Additionally, we want to bound the migration factor and therefore consider a trade-off between this factor and the competitive ratio.
Literature Review. Regarding the pure online setting (without migration), there is a classical result due to Aspnes et al. [2] that utilizes a guess-and-double framework to achieve an 8-competitive algorithm for the problem. The best competitive ratio of \( \approx 5.828 \) was achieved by Bar-Noy et al. [3], while Ebenlendr and Sgall [7] showed that no better competitive ratio than \( \approx 2.564 \) can be achieved. Regarding non-amortized migration, Sanders et al. [16] considered the identical machine case where all machine speeds are equal. In particular, they designed several simple algorithms with small competitive ratios and small non-amortized migration factors as well as a family of \((1 + \varepsilon)\)-competitive algorithms with a non-amortized migration factor exponential in \(1/\varepsilon\). Skutella and Verschae [17] generalized the later result to the dynamic case where jobs may also depart but using amortized migration. Uniformly related machines in the dynamic case and with respect to amortized migration have been studied by Westbrook [18] who provided an \((8 + \varepsilon)\)-competitive algorithms with an amortized migration factor polynomial in \(1/\varepsilon\) for each \(\varepsilon > 0\). Finally, Andrews et al. [1] gave a 32-competitive algorithm using a generalized notion of amortized migration – where the migration cost may not be proportional to job size – and achieving a factor of 79.4. There are many more results considering the (non-)amortized migration factor primarily regarding scheduling and packing problems (see, e.g., [4–6,8–13]).

Results. In this work, we revisit the online doubling approaches [2,3] utilizing migration. In particular, we develop an algorithmic framework combining the guess-and-double approach with a straightforward migration strategy. There are slight differences depending on whether amortized or non-amortized migration is used. Otherwise, the framework is governed by three parameters influencing the doubling rate, amount of migration, and precise placement strategy. Using the arguably most intuitive choice for one of these parameters leads to the first result, namely, a \((3 + \varepsilon)\)-competitive algorithm for each \(\varepsilon > 0\) with amortized migration factor \(O(1/\varepsilon)\). The attempt of transferring this result to the case with non-amortized migration motivates the closer examination of the said parameter, which enables the second result – a \((4 + \varepsilon)\)-competitive algorithm for each \(\varepsilon \in (0,8]\) with non-amortized migration factor \(O(1/\varepsilon)\). Finally, taking insights from the second result back to the first yields an \((8/3 + \varepsilon)\)-competitive algorithm for each \(\varepsilon > 0\) with amortized migration factor \(O(1/\varepsilon)\). Hence, all three results clearly beat the best pure online approach with very moderate migration with the last result approaching the lower bound for the pure online case.

2 Algorithmic Framework

Throughout this paper, we assume \(\mathcal{M} = [m], s_1 \geq s_2 \geq \cdots \geq s_m\), and denote the optimal (offline) objective value of the input instance \(I\) as \(\text{opt}(I)\). Furthermore, we typically consider a new job \(j^*\) that has to be scheduled and denote the instance and the job set up to and including \(j^*\) as \(I^*\) and \(J^*\), respectively.

We start this section with a short account of the classical online algorithm by Aspnes et al. [2], then introduce the central ideas and notation leading to the description of the algorithmic framework.

The Classical Online Algorithm. The following approach is due to Aspnes et al. [2]. If the optimum objective value \(\text{opt}(I)\) of the instance \(I\) is known, a schedule with maximum load at most \(2\text{opt}(I)\) can be constructed online by assigning the jobs to the slowest machine on which it may be processed without exceeding the load bound of \(2\text{opt}(I)\). This can be used to achieve an 8-competitive algorithm via a guess-and-double strategy that works in phases.
Figure 1 Sketches of the load on a single machine $i$ for the classical online algorithm, the first amortized approach and the non-amortized approach depicted from left to right. Regarding the classical online algorithm the light gray boxes representing sets of jobs. For the first amortized approach, we have $\xi = 2$, $\gamma = 2/3$, and the critical case with two new jobs of size roughly $0.75T$ and one remaining old job of size roughly $0.5T$ is depicted (with the gray boxes representing the jobs). For the non-amortized approach, we have $\xi = 4$, $\eta = 2$, $\gamma = 1/2$, and a non-critical case is depicted where half of the possible new load arrived and half of the old load was migrated (with the light gray boxes representing sets of jobs).

In each phase the above algorithm is applied using a guess $T$ of $\text{opt}(I)$ and not taking into account the load that was accumulated in the previous phases. When the first job $j_1$ arrives we set $T = p_1/s_1$ and apply the above algorithm until a job $j^*$ cannot be inserted on any machine without exceeding the bound $2T$. This gives a proof that $T < \text{opt}(I^*)$. We then double the guess $T$ and start the next phase. During each phase the load on any machine can obviously be upper bounded by $2T \sum_{i=0}^{\infty} 1/2^i = 4T$. So, after scheduling the current job $j^*$, we have $\ell_{\text{max}} < 4T$ and $1/2T < \text{opt}(I^*)$, yielding $\ell_{\text{max}} < 8 \text{opt}(I^*)$. This is depicted in the first part of Figure 1.

Ideas and Notation. The basic idea of our approach is to use migration to avoid the accumulation of load from previous phases. Instead, for each machine $i$ there is only old load $\hat{\ell}_i$ from the previous phase and new load $\check{\ell}_i$ from the current phase. Correspondingly, the algorithms maintain a partition of the jobs scheduled on a machine $i$ into old jobs $\hat{J}_i$ and new jobs $\check{J}_i$. During each phase jobs are moved from $\hat{J}_i$ to $\check{J}_i$ or migrated away from $i$. This is done in such a way that at the end of each phase we have a proof that the old guess for the maximum load was too small. The notation was chosen with the following intuition in mind: The old jobs form a stack from the bottom up, the new jobs a stack from the top down, the stack of new jobs grows during the phase while the stack of old jobs drops, and the migration must ensure that they never meet.

There are several, important parameters for the algorithm that determine both the competitive ratio and the (non-)amortized migration factor: First there is the “doubling” factor $\xi$. When it gets apparent that the old guess of the maximum load was not high enough it is multiplied by $\xi$. In the classical algorithm, we have $\xi = 2$, hence the term doubling.

Next, there is $\gamma < 1$. This parameter is used to restrict the (amortized) migration a job $j$ can cause directly, meaning that we consider migration potential machine-wise and a job
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$j$ assigned to machine $i$ contributes a potential of $\gamma p_j$. Jobs that are migrated using this potential in turn contribute a potential to the machines they are assigned to leading to even more migration. The overall migration potential in this process is charged to the initial job and can be upper bounded by a geometric series yielding an overall (amortized) migration factor of $\sum_{i=0}^{\infty} \gamma^i = 1/(1 - \gamma)$.

There is a priority queue for the jobs, where jobs with higher processing time have a higher priority. When a new job $j^*$ arrives an insertion procedure is started and $j^*$ is moved to the initially empty queue. Jobs are taken from the queue and are inserted on some machine from which some jobs may be removed and moved to the queue. The insertion procedure terminates when the queue is empty.

Following the notation from [3], we call a machine $i$ eligible for a job $j$, if $p_j/s_i$ is at most as big as the current guess $T$, and saturated, if the new load $\hat{\ell}_i = \sum_{j\in \hat{J}, p_j/s_i}$ is at least as big as $T$. Furthermore, we refer to a machine $i$ as $\eta$-eligible for a job $j$, if $p_j/s_i \leq \eta T$, i.e., eligibility is the same as $1$-eligibility. The third and final parameter of the algorithmic framework is $\eta \geq 1$.

The Framework. As mentioned before, we consider and maintain migration potential machine-wise and guarantee that these potentials can be charged to the migration potentials of the newly arriving jobs. For a job $j^*$ that is on the first position of the priority queue and has not to be scheduled, we consider the slowest $\eta$-eligible machine $i'$ that is not yet saturated. Next, old jobs $j \in \hat{J}_{i'}$ are moved to $\hat{J}_{i'}$ if $p_j \geq \eta^{-1} p_{j^*}$. These jobs are chosen such that all slower machines eligible for them are already saturated. Therefore, they can be utilized for proving that the current guess of the maximum load is too small in case that a job cannot be inserted. If $i'$ remains not saturated afterwards, $j^*$ contributes a migration potential of $\gamma p_{j'}$ to $i'$ which is used – together with accumulated potential in the amortized case – to remove old jobs from $i'$ in non-increasing order which are moved to the queue. In this case $j^*$ is assigned to $i'$ and moved to $\hat{J}_{i'}$. Otherwise, we consider the next slowest eligible machine that is not saturated. These steps are carefully designed such that the load on each machine can be properly bounded at any time. Lastly, if every machine is saturated or not eligible for $j'$, the guess $T$ was too small. Therefore, we multiply it by $\xi$ and for each machine $i$ all assigned jobs are considered old, i.e., we move them from $\hat{J}_{i}$ to $\hat{J}_{i'}$. The resulting algorithmic framework is summarized and made precise in Algorithm [1].

First Results. We collect some basic results regarding the framework. During each run of the insertion procedure each job enters the queue at most once due to the ordering of the queue. Furthermore, each job $j'$ that has to be inserted will be inserted after the guess of the objective value was increased at most $O(\log p_j)$ many times, yielding:

▶ Remark 1. The procedure terminates and has a polynomial running time.

Next note that the non-amortized version of the algorithm indeed does not use any migration potential accumulated in previous rounds. Moreover, each job $j$ gives the machine it is scheduled on a migration potential of $\gamma p_j$ (which has to be used directly or not depending on the case). Jobs with overall size at most $\gamma p_j$ may be migrated using this potential, in turn adding a migration potential of at most $\gamma^2 p_j$ when inserted. Hence, the overall migration potential added due to $j$ can be bounded by a geometric series:

▶ Remark 2. The (non-)amortized migration factor of the algorithms is upper bounded by $\sum_{k=0}^{\infty} \gamma^k = 1/(1 - \gamma)$.

Lastly, we note that the doubling is justified.
whenever the guess of the objective value is increased, it was indeed too small.

than \( \sum_{j \in J} \) jobs from eligible on a slower machine. In any assignment with an objective value at most \( \{ \eta \} \), all slower machines \( \hat{\eta} \)-eligible for \( j \) is saturated there have to be new jobs filling this machine. Each of these jobs (as well as \( j \)) may also be eligible on slower machines which have to be saturated as well due to the arguments above. Hence, let \( j \) is trivial and hence we assume that \( \eta \) is \( \hat{\eta} \)-eligible on machine 1. Since this machine is saturated there have to be new jobs filling this machine. Each of these jobs (as well as \( j \)) may also be eligible on slower machines which have to be saturated as well due to the arguments above. Hence, let \( m' \leq m \) be the minimal machine such that all machines in \( \{ 1, \ldots, m' \} \) are saturated and no job placed as a new job on one of these machines is also eligible on a slower machine. In any assignment with an objective value at most \( T \) all the jobs from \( \{ j' \} \cup \bigcup_{i \in [m']} \hat{J}_i \) have to be placed on \( \{ 1, \ldots, m' \} \) but have an overall size of more than \( \sum_{i \in [m']} \hat{T}_s \). Hence no such assignment exists.

The algorithmic framework. The parts in brackets relate to the amortized case and in this case a potential \( \pi_i \) is maintained for each machine \( i \). For a job \( j \), we denote the set of \( \eta \)-eligible machines for \( j \) that are not saturated as \( \mathcal{M}(\eta, j) \). A priority queue \( Q \) is maintained. When the very first job \( j_1 \) arrives we set \( T = p_1/s_1 \) and place \( j_1 \) on the first machine. Afterwards, when a new job \( j^* \) arrives it is placed in \( Q \) and the following insertion procedure is used.

```c
1   while \( Q \) not empty do
2       Take the next job \( j' \) from \( Q \);
3          while true /* search for machine to place job */
4              if \( \mathcal{M}(\eta, j') \neq \emptyset \) then /* there are candidate machines */
5                  Choose a slowest machine \( i' \in \mathcal{M}(\eta, j') \);
6                      foreach \( j \in \hat{J}_{i'} \) with \( p_j \geq \eta^{-1}p_{j'} \) do move \( j \) from \( \hat{J}_{i'} \) to \( \hat{J}_i \);
7                          if \( i' \) is not saturated then break; /* found suitable machine */
8                              else /* no suitable machine, increase guess */
9                                  \( T = \xi T \);
10                                     \( \pi_i = \gamma \pi_{j'} [+ \pi_{i'}] \);
11                                     foreach \( j \in \hat{J}_{i'} \) ordered non-increasingly by job size do /* migrate jobs */
12                                         if \( p_j \leq p_{j'} \) then
13                                             \( \pi = \pi - p_j \);
14                                             move \( j \) from \( \hat{J}_{i'} \) to \( Q \);
15                                      move \( j' \) to \( \hat{J}_{i'} \) [and set \( \pi_{j'} = \pi \) ]; /* assign job */
```

**Lemma 3.** The algorithmic framework maintains \( \xi^{-1}T < \text{OPT}(I^*) \).

**Proof.** First note that the initial guess for the objective value that is made when the first job arrives is tight and hence the statement is true in the beginning. We will now show that whenever the guess of the objective value is increased, it was indeed too small.

Note that whenever a job is inserted into the set of new jobs \( \hat{J}_{j'} \), all slower machines eligible for the job are already saturated. For the jobs that are newly inserted on a machine \( i' \) this is clear, because we always consider a slowest \( \eta \)-eligible machine that is not saturated. For the jobs that are moved from \( \hat{J}_{i'} \) to \( \hat{J}_i \) it is easy to see as well: A job \( j \) is moved from \( \hat{J}_{i'} \) to \( \hat{J}_i \) when the assignment of a job \( j' \) on \( i' \) is considered. In this case we have \( p_j \geq \eta^{-1}p_{j'} \) and all slower machines \( \eta \)-eligible for \( j' \) are saturated. Now, let \( i \) be a slower machine eligible for \( j \). This implies \( T \geq p_j/s_i \geq \eta^{-1}p_{j'}s_i \). Hence, \( j' \) is \( \eta \)-eligible on \( i \) and therefore \( i \) has to be saturated.

Whenever the guess of the maximum load is increased, we have a job \( j' \) for which each \( \eta \)-eligible machine is saturated. The case in which there is no \( \eta \)-eligible machine for the job is trivial and hence we assume that \( j' \) is \( \eta \)-eligible on machine 1. Since this machine is saturated there have to be new jobs filling this machine. Each of these jobs (as well as \( j' \)) may also be eligible on slower machines which have to be saturated as well due to the arguments above. Hence, let \( m' \leq m \) be the minimal machine such that all machines in \( \{ 1, \ldots, m' \} \) are saturated and no job placed as a new job on one of these machines is also eligible on a slower machine. In any assignment with an objective value at most \( T \) all the jobs from \( \{ j' \} \cup \bigcup_{i \in [m']} \hat{J}_i \) have to be placed on \( \{ 1, \ldots, m' \} \) but have an overall size of more than \( \sum_{i \in [m']} \hat{T}_s \). Hence no such assignment exists.  

\( \triangleleft \)
3 Results

In the following, we discuss different possibilities for setting the parameters $\xi$, $\gamma$, and $\eta$. In each case, we mainly have to bound the overall load on each machine and the old load in particular. More precisely, we want to upper bound the load on each machine by $(1 + \eta)T$ yielding a competitive ratio of $(1 + \eta)\xi$. Hence, the competitive ratio that may be realized using the approach taken in this work is lower bounded by 2 since $\eta \geq 1$ and $\xi > 1$.

3.1 First Amortized Approach

It is not immediately clear why $\eta > 1$ should be considered since larger values of $\eta$ yield a larger objective value as well. Hence, we first consider the algorithm for $\eta = 1$ and try to upper bound the load on each machine by $(1 + \eta)T = 2T$ at all times. For this we first look at some examples to guide the choice of the remaining two parameters.

First, consider the case that in the previous phase two jobs with load roughly $\xi^{-1}T$ have been placed on a given machine and in the current phase another job of size $T$ is placed. If we have $\gamma < \xi^{-1}$, then it may happen that no job can be migrated and to guarantee a load of at most $2T$ we need to have $\xi \geq 2$ which implies a competitive ratio of at least 4. Hence, in order to do better, we consider $\xi \geq \xi^{-1}$.

Next, consider the case that during the previous phase a machine received two jobs both with size roughly $\xi^{-1}T$ and in the current phase we want to place two new jobs of size roughly $\xi^{-1}\gamma^{-1}T$ (which can happen since $\gamma \geq \xi^{-1}$). Then it may happen that none of the old jobs can be moved to the set of new jobs since $\gamma < 1$. Furthermore, it is possible that only one of the old jobs can be migrated resulting in an overall load of roughly $2\xi^{-1}\gamma^{-1}T + \xi^{-1}T$. Upper bounding this value by $2T$ yields $\xi \geq \gamma^{-1} + \frac{1}{2}$. This situation is depicted in the second part of Figure 1 and turns out to be a critical example:

Lemma 4. The algorithmic framework with $\eta = 1$, $\xi = \gamma^{-1} + \frac{1}{2}$ and $\gamma \in (0, 1)$ maintains $\ell_i \leq (1 + \eta)T$ for each machine $i \in \mathcal{M}$ in the amortized setting.

Proof. We denote the old load at the beginning of the current phase with $\hat{\ell}_i$, i.e., the load directly after $T$ was increased or initially defined and all assigned jobs are old. Furthermore, the load that has been shifted from $J_i$ to $\hat{J}_i$ during the phase is denoted as $\hat{\ell}_i$. After a new job was assigned to $i$, we have:

$$\hat{\ell}_i \leq (1 + \eta)T$$

(1)

Otherwise we would not have assigned the job. In the first phase we have $\hat{\ell}_i = 0$ and jobs enter $\hat{J}_i$ only when a job is newly assigned to $i$ yielding $\hat{\ell}_i = \hat{\ell}_i + \hat{\ell}_i = \hat{\ell}_i \leq (1 + \eta)T$ during the first phase. Hence, we can inductively assume:

$$\hat{\ell}_i \leq \hat{\ell}_i \leq (1 + \eta)\xi^{-1}T$$

(2)

If no new job is assigned to $i$ in the current phase, the claim is trivially true. Hence, assume that a new job $j^*$ has just been assigned to $i$ in the current phase. Now, if $\hat{\ell}_i = 0$, we again have $\ell_i = \hat{\ell}_i \leq (1 + \eta)T$ due to (1) and therefore we additionally assume $\hat{\ell}_i > 0$.

Note that the overall migration potential accumulated in the current phase on machine $i$ equals $\gamma(\hat{\ell}_i - \hat{\ell}_i)$, while $\pi_i$ denotes the migration potential that has not been used. We have:

$$\hat{\ell}_i = \ell_i - (\gamma(\hat{\ell}_i - \hat{\ell}_i) - \pi_i) \leq \ell_i - (\gamma(\hat{\ell}_i - \pi_i))$$


Since \( \hat{\ell}_i > 0 \) and \( p_j/s_i \leq \xi^{-1} \eta T = \xi^{-1} T \) for \( j \in \mathcal{J}_i \) we additionally get \( \pi_i \leq \min\{\xi^{-1} T, \hat{\ell}_i\} \) which in turn yields \( \gamma \hat{\ell}_i \leq \hat{\ell}_i \) together with the prior equation. Combining these observations with \( \xi = \gamma^{-1} + \frac{1}{2} \) and Equation (\text{2}) we have:

\[
\ell_i = \hat{\ell}_i + \bar{\ell}_i \leq \hat{\ell}_i + \bar{\ell}_i - (\gamma \hat{\ell}_i - \pi_i) \leq (1 - \gamma) \gamma^{-1} \hat{\ell}_i + \bar{\ell}_i + \pi_i = \gamma^{-1} \hat{\ell}_i + \pi_i
\]

\[
\leq (2\xi^{-1} \gamma^{-1} - \xi^{-1}) T = \frac{2\gamma^{-1} + 1}{\gamma^{-1} + \sqrt{2}} T = 2T = (1 + \eta) T
\]

Hence, for the parameter choice stated in the above lemma we can guarantee:

\[
\ell_{\text{max}} \leq 2T < 2\xi \text{opt} = (2\gamma^{-1} + 1) \text{opt}
\]

Note that \((2\gamma^{-1} + 1) \to 3 \) for \( \gamma \to 1 \). Now, if we set \( \varepsilon = 2\gamma^{-1} - 2 \) we get a competitive ratio of \( 3 + \varepsilon \) with a migration factor of \( \frac{1}{\varepsilon} = \frac{1}{2\gamma^{-1}} + 1 = \frac{1}{\gamma^{-1}} + 1 = 2\varepsilon^{-1} + 1 = O(\varepsilon^{-1}) \) (see Remark \text{2}). Hence, we can state the first result:

\[ \blacktriangleleft \textbf{Theorem 5.} \text{ There is an algorithm for USM with competitive ratio } 3 + \varepsilon, \text{ amortized migration factor } 2/\varepsilon + 1 \text{ and polynomial running time for each } \varepsilon > 0. \]

\[ \textbf{3.2 Non-amortized Approach} \]

The goal of this section is to transfer the previous result to the setting with non-amortized migration. We start with a brief discussion of the parameter \( \eta \). In the non-amortized case with \( \eta = 1 \), it may happen that all of the migration potential of a newly inserted job goes to waste and additionally none of the old jobs can be moved to the new ones. For instance, consider the case that the set of old jobs for a given machine contains exactly two jobs of the same size placed in the previous round and in the current round three jobs of roughly the same size but slightly bigger arrive such that the corresponding migration potential does not suffice to move the old jobs. For \( 2 \leq \xi < 2.5 \) this may happen with jobs of size roughly \( \xi^{-1} T \) and for \( \xi < 2 \) with jobs of size roughly \( 0.5T \). In both cases, the load on the machine cannot be bounded by \( 2T \).

To address this problem the parameter \( \eta \) was introduced: If we choose \( \eta \geq \gamma^{-1} \), we can guarantee that at least some, namely, at least half, of the migration potential can be used (as long as old jobs remain). This is easy to see, since if we insert a job \( j' \) on a machine in this setting, all the remaining old jobs have size at most \( \eta^{-1} p_j \leq \gamma p_j \) since this is guaranteed by the algorithm. However, we still cannot guarantee that more than half of the migration potential is used. This suggests a choice of \( \xi \geq 2\gamma^{-1} \) (see also the third part of Figure \text{1}).

Hence, we show:

\[ \blacktriangleleft \textbf{Lemma 6.} \text{ The algorithmic framework with } \eta = \gamma^{-1}, \xi = 2\gamma^{-1} \text{ and } \gamma \in (0, 1) \text{ maintains } \ell_i \leq (1 + \eta) T \text{ for each machine } i \in \mathcal{M} \text{ in the non-amortized setting.} \]

\[ \textbf{Proof.} \text{ We follow the same basic approach as in Lemma \text{1}, i.e., the old load at the beginning of the current phase is denoted as } \hat{\ell}_i \text{ and the load that has been shifted from } \mathcal{J}_i \text{ to } \tilde{\mathcal{J}}_i \text{ during the phase as } \hat{\ell}_i. \text{ Moreover, we have } \hat{\ell}_i \leq (1 + \eta) T \text{ (Equation \text{1})} \text{ after a new job was assigned to machine } i, \text{ we can inductively assume } \hat{\ell}_i \leq \hat{\ell}_i \leq (1 + \eta) T \text{ (Equation \text{2})}, \text{ and consider the critical case that a new job } j' \text{ has just been assigned to } i \text{ in the current phase with some old jobs remaining on the machine.} \]

Remember that whenever we start removing jobs from a machine \( i \) due to the assignment of a job \( j \), all the jobs from \( \mathcal{J}_i \) have size at most \( \gamma p_j \), because otherwise they would have
Online Load Balancing on Uniform Machines with Limited Migration

been shifted to \( \tilde{J}_i \). Since we remove the jobs in non-increasing order by size, either all jobs from \( \tilde{J}_i \) will be removed, or jobs with summed up size at least \( 0.5p_j \). In the considered case we have \( \ell_i > 0 \) and therefore get:

\[
\ell_i \leq \tilde{\ell}_i - \frac{1}{2} \gamma (\tilde{\ell}_i - \bar{\ell}_i) \leq \bar{\ell}_i - \frac{1}{2} \gamma \ell_i
\]

This together with \( \xi = 2\gamma^{-1} \) and \( \eta = \gamma^{-1} \) yields:

\[
\ell_i = \bar{\ell}_i + \tilde{\ell}_i \leq \bar{\ell}_i + \bar{\ell}_i - \frac{1}{2} \gamma \ell_i = \bar{\ell}_i + (1 - \frac{1}{2} \gamma) \bar{\ell}_i
\]

\[
\leq ((1 + \gamma^{-1})\xi^{-1} + (1 - \frac{1}{2} \gamma)(1 + \gamma^{-1}))T = (1 + \eta)T
\]

Hence, for the parameter choice stated in the above lemma we can guarantee:

\[
\ell_{\text{max}} \leq (1 + \gamma^{-1})T < (1 + \gamma^{-1})\xi_{\text{opt}} = 2(1 + \gamma^{-1})\gamma^{-1} \xi_{\text{opt}}
\]

Note that \( 2(1 + \gamma^{-1})\gamma^{-1} \rightarrow 4 \) for \( \gamma \rightarrow 1 \). Let \( \varepsilon = 2(1 + \gamma^{-1})\gamma^{-1} - 4 \) yielding \( 2\varepsilon^{-1} = \frac{\gamma}{\gamma^2 - 1} \gamma^{-1} \) and note that \( 1 + \gamma^{-1} - 2\gamma = 2(1 - \gamma) + \gamma^{-1}(1 - \gamma) \leq 4(1 - \gamma) \) for \( \gamma \in [1/2, 1) \). Hence, we have a competitive ratio of \( 2(1 + \gamma^{-1})\gamma^{-1} = 4 + \varepsilon \) with a migration factor of \( \frac{1}{1 - \gamma} \). Therefore, we can state the second result:

**Theorem 7.** There is an algorithm for USM with competitive ratio \( 4 + \varepsilon \), non-amortized migration factor \( 8\varepsilon^{-1} + 1 \) and polynomial running time for each \( \varepsilon \in (0, 8] \).

### 3.3 Second Amortized Approach

We carry the idea of using a value of \( \eta > 1 \) back to the non-amortized case. In the critical example for the first non-amortized approach, there were two jobs from the previous phase, two jobs in the current phase, all of them rather big, and only one of the old jobs could be migrated. Now a choice of \( \eta \geq \gamma^{-1} \) guarantees that each newly inserted job can migrate at least one job (if old jobs remain). Hence, we can avoid this example. However, it is still not immediately clear that a choice of \( \eta > 1 \) is useful and other problematic cases emerge. Say there were three rather big jobs in the previous phase and only two can be migrated or there is only one particularly big job in the new phase and only half of its migration potential can be used. Both of these cases are dealt with in the following:

**Lemma 8.** The algorithmic framework with \( \eta = \gamma^{-1} \), \( \xi = \gamma^{-1} + \frac{1}{2} \) and \( \gamma \in (0, 1) \) maintains \( \ell_i \leq (1 + \gamma)T \) for each machine \( i \in \mathcal{M} \) in the amortized setting.

**Proof.** Like before, we denote the old load at the beginning of the current phase with \( \bar{\ell}_i \) and the load that has been shifted from \( \tilde{J}_i \) to \( \tilde{J}_i \) during the phase as \( \tilde{\ell}_i \). Moreover, we can focus on the case that there is some old load remaining on a given machine \( i \) and assume Equations (1) and (2) using the same arguments as in Lemma 4. Note that Equation (2) implies the claim if \( \ell_i = 0 \) and in the following we consider the two cases that there is exactly one or more than one new job.

**Exactly One New Job.** If \( |\tilde{J}_i| = 1 \), either exactly one job was shifted from the old to the new jobs or exactly one new job was inserted after some migration and no job was shifted. Since the first case is trivial, we focus on the second and essentially use the same argument.
as in the non-amortized case (see Lemma 3). Due to the choice of $\eta$, we can guarantee that at least half of the migration potential of the inserted job was used and therefore have:

$$\ell_i \leq \bar{\ell}_i - \frac{1}{2} \gamma \bar{\ell}_i$$

Since $|\tilde{J}_i| = 1$, we additionally have $\ell_i \leq \eta T$ yielding:

$$\ell_i = \bar{\ell}_i + \ell_i \leq \bar{\ell}_i + \frac{1}{2} \gamma \bar{\ell}_i = \bar{\ell}_i + (1 - \frac{1}{2} \gamma) \bar{\ell}_i$$

$$\leq ((1 + \eta) \xi^{-1} + (1 - \frac{1}{2} \gamma) \eta) T = ((\eta + 1)(\eta + 1/3)^{-1} + \eta - 1/2) T$$

$$< ((\eta + 1)(2/3 \cdot \eta + 2/3)^{-1} + \eta - 1/2) T = (1 + \eta) T$$

More Than One New Job. If more than one job was inserted into $\tilde{J}_i$, we mostly use the same argument as in the first amortized approach (see Lemma 4). In particular, if $\pi_i$ is the remaining unused migration potential, we again have:

$$\ell_i = \tilde{\ell}_i - \ell_i - (\gamma (\tilde{\ell}_i - \ell_i) - \pi_i) \leq \bar{\ell}_i - (\gamma \bar{\ell}_i - \pi_i)$$

However, we can use the choice of $\eta$ to get a better bound for $\pi_i$. To see this, note that whenever a job is considered for insertion on $i$, all old jobs that are too big to be migrated using only the potential from this job is shifted to the set of new jobs. Hence, we know that since two jobs are included in $\tilde{J}_i$, at least the two biggest old jobs have been removed from the set of old jobs. This implies that the biggest remaining old job has a size of at most $\bar{\ell}_i / 3 \leq (1 + \eta) \xi^{-1} T / 3$ yielding $\pi_i \leq (1 + \eta) \xi^{-1} T / 3$. Hence, $\xi = 1/3 + \eta$ yields:

$$\ell_i = \bar{\ell}_i + \ell_i \leq \bar{\ell}_i + \ell_i - (\gamma \bar{\ell}_i - \pi_i) \leq (1 - \gamma) \gamma^{-1} \bar{\ell}_i + \ell_i + \pi_i = \gamma^{-1} \bar{\ell}_i + \pi_i$$

$$\leq ((1 + \eta) \eta + (1 + \eta) / 3) \xi^{-1} T = ((1 + \eta)(1/3 + \eta)) \xi^{-1} T = (1 + \eta) T$$

Hence, the stated parameter choice yields:

$$\ell_{\text{max}} \leq 2 T < 2 \xi \text{OPT} = (2 \gamma^{-1} + 2/3) \text{OPT}$$

We have $(2 \gamma^{-1} + 2/3) \rightarrow 8/3$ for $\gamma \rightarrow 1$. Now, if we set $\varepsilon = 2 \gamma^{-1} - 2$ we get a competitive ratio of $8/3 + \varepsilon$ with a migration factor of $\bar{\gamma}^{-1} = \frac{1}{\gamma^{-1}} = \frac{1}{\gamma^{-1}} + 1 = \frac{1}{\gamma^{-1} + 1} = 2 \varepsilon^{-1} + 1 = O(\varepsilon^{-1})$ (see Remark 2) yielding the last result:

$\blacktriangledown$ **Theorem 9.** There is an algorithm for USM with competitive ratio $8/3 + \varepsilon$, amortized migration factor $2/\varepsilon + 1$ and polynomial running time for each $\varepsilon > 0$.

### 4 Conclusion

We conclude this work with a brief discussion of possible future research. First, it would be interesting to investigate whether variants of the present approach can beat the lower bound of $\approx 2.564$ (see [7]) for the pure online variant. However, to breach the barrier of 2 it seems likely that different algorithmic approaches are needed. A good candidate for this could be the LPT rule for list scheduling which was successfully adapted for online machine covering on identical machines with bounded migration [12]. Of course, a PTAS result with constant migration for USM seems especially worthwhile to pursue, in particular since this
was achieved for the identical machine case [16] and PTAS results for the offline setting are well-known [14,15]. However, it seems highly non-trivial to adapt the techniques used for the identical machine setting to uniformly related machines except for special cases with, e.g., similar or few different machine speeds. Lastly, it would be interesting to revisit the results by Westbrook [18] and Andrews et al. [1] trying to come up with improved competitive ratios for the dynamic case.
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