Characterising a universal cloning machine by maximum-likelihood estimation
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We apply a general method for the estimation of completely positive maps to the 1-to-2 universal covariant cloning machine. The method is based on the maximum-likelihood principle, and makes use of random input states, along with random projective measurements on the output clones. The downhill simplex algorithm is applied for the maximisation of the likelihood functional.

PACS Numbers: 03.65.-w, 03.67.-a, 03.67.Lx

II. MEASURING QUANTUM DEVICES

The maximum-likelihood principle states that the best estimation of unknown parameters is given by the values that are most likely to produce the data one experimenter has observed. Hence, this principle involves the maximisation of a function of the unknown parameters that is given by the theoretical probability of getting the collected data.

Consider a sequence of $K$ independent measurements on the output of a physical device acting on quantum states. Each measurement is described by the element $F_l(x_l)$ of a POVM, where $x_l$ denotes the outcome at the $l$th measurement, and $l = 1, 2, ..., K$. Let us denote by $\rho_l$ the state at the input at the $l$th run. The probability of getting the string of outcomes $\bar{x} = \{x_1, x_2, ..., x_K\}$ is given by

$$ p(\bar{x}) = \Pi_{l=1}^K \text{Tr}[\mathcal{E}(\rho_l)F_l(x_l)] \ .$$

The best estimate of the map $\mathcal{E}$ maximizes the logarithm of Eq. (1)

$$ \mathcal{L}(\mathcal{E}) = \sum_{l=1}^K \log \text{Tr}[\mathcal{E}(\rho_l)F_l(x_l)]$$

over the set of completely positive maps. The likelihood function $\mathcal{L}(\mathcal{E})$ is concave, and in the present case it is defined on the convex set of CP maps. Its maximum is achieved by a single CP map if the data sample is sufficiently large, and the set of measurements is a quorum

The constraints to be imposed in the maximisation problem are the complete positivity and the trace-preserving property of the map $\mathcal{E}$. A trace-preserving CP map is a linear map from operators in Hilbert space $\mathcal{H}$ to operators in $\mathcal{K}$ which can be written in the Kraus form.
\[ \mathcal{E}(\rho) = \sum_k A_k \rho A_k^\dagger , \]  

where
\[ \sum_k A_k^\dagger A_k = \mathbb{1}_\mathcal{H} . \]  

Let \( \dim(\mathcal{H}) = N \) and \( \dim(\mathcal{K}) = M \), and consider an orthonormal basis \( \{ V_i \} \) for the space of linear operators on \( \mathcal{H} \), namely
\[ \text{Tr}[V_i^\dagger V_j] = \delta_{ij} , \]  

and for any operator \( O \)
\[ O = \sum_{i=1}^{N^2} \text{Tr}[V_i^\dagger O] V_i . \]  

Upon defining the operator
\[ S = \sum_{i=1}^{N^2} \mathcal{E}(V_i) \otimes V_i^* , \]  

where \( \ast \) denotes complex conjugation, one can write for linearity
\[ \mathcal{E}(\rho) = \text{Tr}_\mathcal{H}[(\mathbb{1}_\mathcal{K} \otimes \rho^T) S] , \]  

where \( T \) is the transposition. Notice that
\[ \sum_{i=1}^{N^2} V_i \otimes V_i^* = |\Psi\rangle \langle \Psi| , \]  

where \( |\Psi\rangle \) is given by the (unnormalized) maximally entangled state
\[ |\Psi\rangle = \sum_{n=1}^N |n\rangle \otimes |n\rangle . \]  

Hence, one has also
\[ S = \mathcal{E} \otimes \mathbb{1}(|\Psi\rangle \langle \Psi|) . \]  

Eqs. (7) and (8) establish an isomorphism between linear maps from \( \mathcal{H} \) to \( \mathcal{K} \) and linear operators on the tensor-product space \( \mathcal{K} \otimes \mathcal{H} \). Complete positivity and trace-preserving property of \( \mathcal{E} \) imply
\[ S \geq 0 \quad \text{and} \quad \text{Tr}_\mathcal{K}[S] = \mathbb{1}_\mathcal{H} . \]  

For the construction of the likelihood function \( \mathcal{L}(\mathcal{E}) \) the condition \( S \geq 0 \) is crucial. Actually, it allows to write
\[ S = C^\dagger C , \]  

where \( C \) is an upper triangular matrix, with positive diagonal elements. Similarly, one has for the density matrices \( \rho_i^T \) and the POVM’s \( F_i(x_i) \)
\[ \rho_i^T = R_i^\dagger R_i , \quad F_i(x_i) = A_i^\dagger(x_i)A_i(x_i) . \]  

From Eqs. (8), (13) and (14), the likelihood functional in Eq. (2) rewrites
\[ \mathcal{L}(\mathcal{E}) = \mathcal{L}(C) = \sum_{i=1}^K \log \text{Tr}[C^\dagger C(R_i^\dagger R_i) \otimes A_i^\dagger(x_i)A_i(x_i))] \]
\[ = \sum_{i=1}^K \log \sum_{n,m=1}^{N,M} \left| \langle n|C(R_i^\dagger \otimes A_i^\dagger(x_i))|m\rangle \right|^2 , \]  

where \( \{ |n\rangle \} \) denotes an orthonormal basis for \( \mathcal{H} \otimes \mathcal{K} \). On one hand, the parameterisation in Eq. (15) implicitly constrains the complete positivity of the map \( \mathcal{E} \). On the other, the argument of the logarithm is explicitly positive, thus assuring the stability of numerical methods to evaluate \( \mathcal{L}(C) \).

The trace-preserving condition is given in terms of the matrix \( S \) by \( \text{Tr}_\mathcal{K}[S] = \mathbb{1}_\mathcal{H} \). However, the constraint \( \text{Tr}[S] = N \) which follows from \( \text{Tr}_\mathcal{K}[S] = \mathbb{1}_\mathcal{H} \) isolates a closed convex subset of the set of positive matrices. Hence, the maximum of the concave likelihood functional still remains unique under this looser constraint, and one can check \( \text{a posteriori} \) that the condition \( \text{Tr}_\mathcal{K}[S] = \mathbb{1}_\mathcal{K} \) is fulfilled. Using the method of Lagrange multipliers, then one maximises the effective functional
\[ \tilde{\mathcal{L}}(C) = \mathcal{L}(C) - \mu \text{Tr}[C^\dagger C] , \]  

where \( \mathcal{L}(C) \) is given in Eq. (15), and the value of the multiplier \( \mu \) can be obtained as follows. Writing \( S \) in terms of its eigenvectors as \( S = \sum_i s_i^2 |s_i\rangle \langle s_i| \), the maximum likelihood condition \( \partial \mathcal{L}(C)/\partial s_i = 0 \) implies
\[ \sum_{i=1}^K \frac{\text{Tr}[s_i^2 |s_i\rangle \langle s_i|]}{\text{Tr}[s_i^2]} = \mu \frac{\text{Tr}[s_i^2]}{\text{Tr}[s_i^2]} , \]  

Multiplying by \( s_i \) and summing over \( i \) gives \( \mu = K/N \).

**III. CHARACTERISING THE UNIVERSAL CLONING MACHINE**

We consider now the problem of estimating the CP map pertaining to the 1-to-2 universal covariant cloning machine. The map is given by
\[ \mathcal{E}(\rho) = \frac{2}{3} s_2 (\rho \otimes \mathbb{1}) s_2 , \]  

where \( s_2 \) is the projection operator on the symmetric subspace, which is spanned by the set of vectors \( \{ |s_i\rangle \langle s_i|, i = 0 \pm 2 \} \), with \( |s_0\rangle = |00\rangle, |s_1\rangle = 1/\sqrt{2}(|01\rangle + |10\rangle) \), and \( |s_2\rangle = |11\rangle \), where \( \{ |0\rangle, |1\rangle \} \) is a basis for each spin 1/2 system. Using the lexicographic ordering for the basis of the tensor-product Hilbert space, one has
\[
s_2 = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1/2 & 1/2 & 0 \\
0 & 1/2 & 1/2 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix},
\]

In the following we label with \(A\) and \(B,C\) the Hilbert spaces supporting the input state and the two output copies, respectively. One can apply Eq. (7) to obtain the projector \(s_2\) and \(s_3\) corresponding matrix copies, respectively. One can apply Eq. (7) to obtain the spaces supporting the input state and the two output measurements along random directions \(\vec{r}_i\) and \(\vec{r}_i\) of the \(|\psi\rangle\) in the reconstruction of the density matrix of radiation \(A\) with \(A\) and \(B,C\) of the matrix \(S\) one has

\[
S = \frac{2}{3} \sum_{i=0}^4 \left[ (s_2)^{BC} (s_3)^{BC} \right] \otimes \sigma_i^{A}
\]

The Cholesky decomposition for \(\rho^T_l\) and \(F_l(a_1, b_1)\) writes as in Eqs. (14), with

\[
R_l = \begin{pmatrix}
cos(\theta_l/2) & e^{i\phi_l} \sin(\theta_l/2) \\
0 & 0
\end{pmatrix},
\]

and

\[
\alpha_l = \frac{\alpha_l}{2} + \pi \frac{a_1 - 1}{4},
\]

\[
\gamma_l = \frac{\gamma_l}{2} + \pi \frac{a_1 - 1}{4},
\]

We have now all the ingredients to construct the likelihood function in Eq. (15), which will be a function of the 64 real parameters that specify the triangular matrix \(C\). The problem of the maximisation of \(L(C)\) enters the realm of programming and numerical algebra optimisation, where various techniques are known [2].

In the following we show the results of a simulation obtained by applying the method of downhill simplex [21,22] to find the maximum of the likelihood functional. This method is robust and efficient in case of a relatively small number of parameters. It has been reliably used in the reconstruction of the density matrix of radiation field and spin systems [3], and in the characterisation of quantum communication channels for qubits [3].

The results are shown in Fig. 1. Pure states at the input of the cloning machine have been used, together with projective measurements over the two clones at the output. In both cases we adopted a uniform distribution on the Bloch sphere. The Monte Carlo method has been used to generate \(K = 10000\) data, by using the theoretical probability

\[
p(a_t, b_t) = \frac{2}{3} \text{Tr}[s_1 \rho \otimes s_2 F_l(a_t, b_t)].
\]
FIG. 1. Maximum-likelihood reconstruction of the CP map of the 1-to-2 universal covariant cloning. The picture represents the values of the (real part of the) elements of the matrix \( S \). Random pure states at the input of the cloning machine, and projective measurements along random directions on the two clones at the output have been used, with \( K = 10000 \) couple of measurements. The statistical error in the reconstruction is of the order \( 10^{-2} \). The results compare very well with the theoretical values of Eq. (21).

A lengthy but straightforward calculation gives

\[
p(a_l, b_l) = \frac{1}{4} + \frac{1}{6} (a_l \cos \alpha_l + b_l \cos \gamma_l) \cos \theta_l \\
+ \frac{1}{6} (a_l \sin \alpha_l \cos (\beta_l - \phi_l) + b_l \sin \gamma_l \cos (\delta_l - \phi_l)) \sin \theta_l \\
+ \frac{1}{12} a_l b_l [\cos \alpha_l \cos \gamma_l + \sin \alpha_l \sin \gamma_l \cos (\delta_l - \beta_l)].
\]

(31)

FIG. 2. Average statistical error in the characterisation of the universal covariant cloning machine versus number of data \( K \). The error affects the value of the reconstructed elements of the matrix \( S \) that is univocally related to the CP map of the cloning machine. The dotted line represents the asymptotic dependence on the inverse square root of \( K \), in accordance with the central limit theorem.

In conclusion, we have applied a general method to reconstruct experimentally the completely positive map describing a physical device to the universal covariant cloning machine. The method, based on the maximum likelihood principle, involves the maximisation of a functional, which depends on the results of quantum measurements performed on the clones at the output. The maximisation has to be made over all possible trace-preserving completely positive maps. A suitable parametrisation is allowed by the isomorphism between linear map from Hilbert spaces \( \mathcal{H} \) to \( \mathcal{K} \) and linear operators in \( \mathcal{H} \otimes \mathcal{K} \), along with the Cholesky decomposition of positive matrices. The numerical results we showed here has been obtained by applying the method of the downhill simplex to search the maximum of the likelihood functional. In our example, a good characterisation of the 1-to-2 universal cloning machine has been achieved, with a number of simulated data as low as \( 10^4 \). This is relevant, because some experiments are now feasible, but with low data rate or short stability time. In accordance with the central limit theorem, the statistical error of the characterisation shows the inverse-square-root asymptotic dependence on the number of data.

The method is very general, can be implemented immediately in the lab, and can be adopted in many fields as quantum optics, spins, optical lattices, atoms, ion trap, etc.
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