Abstract: Since the impacts of climate change will last for many years, adaptation to this phenomenon should be prioritized in urban management plans. Although Tehran, the capital of Iran, has been subject to a variety of climate change impacts in recent years, appropriate adaptation measures to address them are yet to be taken. This study primarily aims to categorize the barriers to climate change adaptation in Tehran and analyze the way they interact with each other. The study was done in three steps: first, the focus group discussion (FGD) method was used to identify the barriers; next, the survey and the structural equation modeling (SEM) were used to validate the barriers, identify their importance, and examine their possible inter-relationships; and finally, the interpretive structural modeling (ISM) was applied to categorize and visualize the relationships between the barriers. Results show that barriers related to the 'structure and culture of research', 'laws and regulations', and 'planning' belong to the cluster of independent barriers and are of greater significance. The 'social' barrier and barriers related to 'resources and resource management' are identified as dependent barriers and are of lesser importance. Barriers related to 'governance', 'awareness', 'education and knowledge', 'communication and interaction', and 'economy' are identified at the intermediate cluster. The findings of this study can provide planners and decision makers with invaluable insights as to how to develop strategies for climate change adaptation in Tehran. Despite the scope of the study being confined to Tehran, its implications go far beyond this metropolis.
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1. Introduction

Hosting more than half of the world population, cities are exposed to the threats and consequences of climate change. While many countries and cities are increasingly developing and implementing mitigation plans, it is argued that, due to historical greenhouse gas emissions, climate change impacts cannot be avoided [1,2]. There is also strong evidence suggesting that climate change will increase intensity and frequency of adverse events that may threaten urban lives and livelihoods [3]. Accordingly, it would not be a stretch to claim that climate change is the most outstanding environmental challenge of this era [4]. Among others, flash floods, storms, hails, tropical storms, rising sea levels, shrinking arctic sea ice, and heat and cold waves are induced and/or intensified by climate change [5]. Accordingly, recognizing the potentially dire consequences of these climatic events, cities around the
globe are increasingly taking a more active role in developing plans and policies for climate change adaptation [6,7].

Planning for climate change adaptation is among the most complex challenges confronting many cities around the world [8]. There is a growing consensus that adaptation to climate change impacts is now a necessity for cities [9,10]. Although, understanding this need, many cities have made significant progress in this regard and have developed adaptation strategies, climate change adaptation is yet to be at the top of city governors and planners’ agenda, particularly in developing countries. Therefore, there is a need for more research to understand the underlying complexities and barriers to adaptation, provide effective responses to challenges, and identify opportunities for enhanced adaptation [9].

Overall, it can be said that although some progress has been made in finding a common language about climate change adaptation, the path is still fraught with many challenges when it comes to providing frameworks to identify and evaluate the adaptation actions and developing criteria to assess the progress towards adaptation [7,11].

Recognizing the need to better understand the challenges and barriers to adaptation, the literature on this topic has been expanding over the past few years. Existing literature provides useful information related to various barriers linked with governance, institutions, resources, finance, policies, communication, and culture [12]. Barrier in this context refers to any undesirable factor that may undermine efforts aimed at adaptation to climate change impacts. However, the existing literature is mainly focused on identifying barriers without analyzing their interrelations. Due to the space limit, only a brief summary is provided here. Biesbroek, et al. [13] conducted semi-structured interviews with policy makers and scientists in the field of climate change adaptation in different sectors and administrative levels to identify and categorize barriers. The main questions were: “(1) What barriers to adaptation can be identified from the literature? and (2) what do actors in the governance of adaptation experience as the most important barriers to adaptation?” Their study proposed seven clusters of adaptation barriers, of which the most important one was the “conflicting timescales”. Other clusters included: “conflicting interests, lack of financial resources, unclear division of tasks and responsibilities, uncertain societal costs and future benefits; and fragmentation within and between scales of governance”. The analysis indicated that the respondents’ position in the hierarchy affects the understanding of the barriers so that actors from the lower levels of government consider the barriers more serious than those in the higher levels.

Measham, et al. [14] tried to identify the barriers to adaptation in Sydney, Australia, in 2008. The data were gathered through in-depth interviews with 33 participants from three municipal councils of Mosman, Leichhardt, and Sutherland. The identified barriers were related to leadership, competing priorities, planning processes, information constraints, and institutional constraints. Among these, lack of information, lack of resources, and institutional constraints stood out. Lack of resources, in terms of skilled personnel and economic capacities, is also highlighted in a recent study of England’s coastal urban areas [15].

Similarly, in the San Francisco Bay Area, California, USA, Ekstrom and Moser [16] performed 43 interviews with key informants, observed public meetings relevant to climate change adaptation, and performed document analysis to identify barriers to climate change adaptation. The identified barriers were related to: “(1) institutions and governance, (2) attitudes, values, and motivations, (3) resources and funding, (4) politics, (5) leadership, (6) adaptation options/processes, (7) understanding, (8) science, (9) expertise, (10) communication, (11) personality issues, and (12) technology”.

Examining activities and processes in Norwegian municipalities, Amundsen, et al. [17] identified four key barriers to climate change adaptation at the municipal level, namely: “unfamiliarity with existing data on climate change, lack of concrete data, lack of local expertise for dealing with effects of climate change, and an unclear role for local governments when working with adaptation policies and measures.”

Some studies have only highlighted barriers related to the planning process. For instance, Rivera, et al. [18] stated that fragmentation in disaster risk management systems is a barrier to achieving
integrated planning for climate change adaptation in Nicaragua. Taking a similar approach, Aylett [19] analyzed the challenges of climate change planning and implementation. The top 10 challenges identified in his study were: “lack of funding for implementation, competing priorities, lack of funding to hire sufficient staff, lack of staff or staff time, difficulty factoring climate change into infrastructure budgeting procedures, political focus on short-term goals, lack of understanding of local government responses, lack of understanding among staff, local government’s lack of jurisdiction over key policies areas, and difficulty mainstreaming climate change into existing departmental functions”.

In the same vein, Anguelovski, Chu and Carmin [8] analyzed three approaches to climate change adaptation in three cities of Quito, Surat, and Durban and found similar results. They also found that continued and strong leadership commitment and sustained stakeholder involvement are critical for effective climate change adaptation. Finally, analyzing a large geographical scale, Whitney and Ban [20] assessed the social-ecological barriers in coastal British Columbia and identified “Policy action, management understanding, management action, scientific research, policy understanding, and community uptake” as the major barriers.

What can be understood from this overview of the literature is that the barriers and their importance vary across cities and areas. This variation may arise from differences in socio-economic structures, as well as, differences in the nature of climate change threats that they are faced with. This indicates the need for more research to identify locally-specific barriers. Yet, despite such variations, lack of funding and financial resources, inadequate awareness and understanding, and institutional and governance barriers can serve as common themes linking all these studies together. This brief literature review also reveals that most studies have only identified the barriers; however, how all these barriers might interact with one another is far from clear and settled [7]. To fill this gap, by focusing on Tehran, the capital city of Iran, this study aims to contribute to the context-specific knowledge of adaptation barriers and to provide insights into potential interactions between them.

Iran has been subject to several impacts and consequences of climate change in recent years [21]. The capital city, Tehran, has been singled out as one of the most high-risk cities in Iran in terms of environmental challenges [22]. Environmental issues such as climate change and the necessity to scale up effective measures towards it are some of the challenges facing the urban management of Tehran more than ever. By some estimates, the worst is yet to come with Tehran’s average temperature projected to rise even further [21]. Tehran is located in a basin area surrounded by mountains, exposing it to acute air pollution and local climate change. Studies also suggest that Tehran is prone to climate change-induced events such as floods, sandstorms, unprecedented heat, and water scarcity [23,24]. Despite this, urban managers are yet to provide appropriate responses to these threats. The fact that there is a lack of research exploring barriers to climate change adaptation and analyzing the interrelationships between the barriers may have contributed to this issue. To our best understanding, there is only one study identifying barriers to climate change adaptation in Tehran [7]. To build on that study, here the barriers are further explored and possible interrelationships between them are also examined. The main objectives of this study are as follows: 1) to discuss the barriers to climate change adaptation in Tehran; 2) to examine the significance of different barriers; 3) to confirm the factor structure of the barriers using confirmatory factor analysis (CFA); 4) to analyze the interrelationships between the barriers using interpretive structural modeling (ISM); 5) to classify the barriers into various categories; and 6) to experimentally test the model using the ISM.

2. The Case Study Area

Tehran is located between 51°5’ and 51°37’ Eastern longitude and 35°32’ and 35°49’ Northern latitude [24]. It is the most populous city in Iran with a population of over 13 million people. Geographically, it touches Alborz mountains in the north and the plains of Shahriar and Varamin in the south [25]. Figure 1 shows the geographical location of Tehran [7].

Tehran also serves as the economic and political hub of the country. Additionally, characteristics such as diverse ethnic and cultural makeup due to massive migrations from all around the country;
the existence of industrial zones, valuable historical buildings, and natural tourism attractions; and problems such as the inequitable access to utilities and opportunities in the city [26], make Tehran an ideal case for studying urban issues.

Tehran was selected as the subject of our study for the following reasons:

- Due to the top-down nature of planning in Iran, Tehran is considered as a model city and therefore its policies are copied [27]. Therefore, the identification and analysis of the barriers in Tehran can also serve as a model for other cities.
- Tehran is subject to both direct and indirect climate threats such as flash floods and extreme heat events. Such threats have caused significant damages over the past few years [28].
- Low resilience of many districts of Tehran has been demonstrated in previous studies [29].

![Tehran's geographical position](image)

**Figure 1.** Tehran’s geographical position [30].

3. Materials and Methods

This study adopts a mixed-methods approach, including a focus group discussion (FGD) approach [7], a questionnaire-survey, interpretive structural modeling (ISM) approach, and CFA and path analysis approach to accomplish its objectives. An overview of the adopted methods and their correspondence to the research objectives is shown in Figure 2. These methods are separately discussed in the following sections.
climate change adaptation. While reading the first text passage, whenever material that can be considered as a barrier was found, a barrier category was constructed (using a short sentence as a label to represent the barrier category). As the next passage was examined, it was checked whether the barrier that is discussed falls under the previously defined barrier category or should be categorized as a distinct one. This way, a set of barrier categories was developed up on finishing the coding process for the first round of the survey. Following this, the next survey was performed, and similar procedures were taken for coding and barrier categorization. In other words, new barrier categories were only constructed when the identified barriers could not be subsumed to one of the previously formulated barrier categories. This process was continued for each interview until data saturation was reached. In other words, the categorization was finalized when additional interviews did not result in the formulation of new barrier categories. In the Supplementary material, measures taken to comply with ethical issues, when conducting the FGDs, have been explained.

3.2. Step2: Validation of the Barriers (Survey)

After the identification of the barriers through FGDs, they were validated by a questionnaire-based survey. The purposes of the survey were: (1) identifying the less important barriers, (2) assessing the construct validity of the items through the confirmatory factor analysis, and (3) studying the effects of the barriers on each other. To do so, a self-administered questionnaire was developed which consisted of 31 items related to the 9 main barriers identified by the FGDs. In the first part of the questionnaire, respondents’ personal information was recorded, namely their field of study, age, gender, education level, work experience. Descriptive statistics related to the 200 respondents are presented in Table S2 of the Supplementary material. The procedures related to the sample size selection and also the way the survey was administered are explained later in this section.

The FGD was used to identify the barriers [7,31]. The survey method was used to assess the importance and validity of the identified variables. To this end, the importance of each barrier was first determined using the one-sample t-test. Their validity and reliability were then assessed using the CFA and Cronbach’s alpha [32,33]. The path analysis was also used to examine the causal relationships between the variables [34]. The ISM was applied to determine the hierarchical levels of the variables, to draw the structural model of the relations, and to categorize them into four groups of autonomous, independent, dependent, intermediate [35,36]. The final categorization of the barriers was based on their driving power and their level of dependence.

3.1. Step1: Identification of Barriers (FGD)

Barriers were identified in a qualitative research method that relied on FGDs [7]. Nine FGDs of 4 to 8 people were held where, overall, 59 experts participated in the process (specifically, one four-member FGD, three seven-member FGDs, three six-member FGDs, and two eight-member FGDs). According to the literature, this size range allows distilling diverse opinions from the participants in an effective and efficient manner [31]. The experts represented diverse fields ranging from architecture, urban design, urban economy, urban development, urban sociology, urban environment, and urban planning. They were selected using the purposeful sampling method [37], and on the basis of their age, education and technical, scientific, and executive backgrounds. Participants were selected based on the authors’ knowledge about their expertise and the aims of the study. As will be explained in the remainder of this section, sample size was determined based on the state of progress in achieving the aims of the activity. In other words, the activity continued until reaching data saturation. Table S1 of the Supplementary material shows the characteristics of the FGD participants [7].

The FGDs were held at the Urban Development and Architecture Research Center of the Science and Research Branch of Islamic Azad University. The time and place of the FGDs were chosen in consultation with the participants. All FGDs were held in the morning and conducted in Persian as the official language.
language of the country. Each session lasted for about 90 to 120 minutes. At the beginning of each session, after introducing the researchers to the participants, the process of the FGD and the objectives of the study were explained to them. The interview questions were semi-structured and developed based on expert opinions and literature review. The questions were assessed in terms of content validity and approved by a panel of experts with academic degrees in related fields. The discussions began with the general and open question of “What do you know about climate change?” Then, the opinions expressed determined the course of the interview. When discussions seemed to veer off track, some more direct and relevant questions were asked by the facilitator to put them back on track. Some explorative questions, such as “please provide some examples,” were also asked to deepen the discussions. Further, some other techniques were also used to elicit the highest possible amount of information from the participants; some examples of such techniques were providing feedback, asking for further clarification and elaboration, and the use of non-verbal language [7].

The questions were asked by the first author as the interviewer and all discussions and non-verbal communications were noted by the two trained facilitators acting as transcribers and observers. Discussions were recorded by a digital voice recorder. The interviewer did his best to ensure that all participants contributed to the discussions and the facilitators noted the discussion process and the non-verbal behaviors such as movements, postures, gestures, silence, tone of speech, emphasis, eye contacts, and changes in facial expression. To further consolidate and substantiate the accuracy of the data, at the end of each FGD session, the above-mentioned key issues were reviewed so that the participants could confirm what they meant and modify the statements, if needed. This respondent validation was performed with the aim of increasing the internal validity of the research. After each FGD session, the recordings were transcribed in the MS Word 2010 program and checked with the field notes made during the FGDs [7].

Data collection continued until reaching data saturation, which is an indicator of the adequacy of sample size in qualitative research. Data saturation is reached when: a) it seems that no new ideas will be identified in subsequent interviews; b) the discussions have been rich enough; c) the relations between the ideas are in place [38,39]. In this research, data saturation was reached after 7 sessions of FGDs, but for good measure, two more sessions were held, which generated no new data.

The steps involved in the data analysis were as follows: debriefing the facilitators and the field notes, listening to the recorded voices and transcribing them, comparing the transcriptions with the notes of the FGD, and considering the non-verbal observations [40].

Data analysis and coding were performed manually, using the inductive content analysis method [41]. This method is based on not separating the data collection from the analysis so that the analysis is performed simultaneously with the data collection. In other words, after conducting the first interview, the transcribed text of the interview was read carefully in order to formulate categories of barriers to climate change adaptation. While reading the first text passage, whenever material that can be considered as a barrier was found, a barrier category was constructed (using a short sentence as a label to represent the barrier category). As the next passage was examined, it was checked whether the barrier that is discussed falls under the previously defined barrier category or should be categorized as a distinct one. This way, a set of barrier categories was developed upon finishing the coding process for the first round of the survey. Following this, the next survey was performed, and similar procedures were taken for coding and barrier categorization. In other words, new barrier categories were only constructed when the identified barriers could not be subsumed to one of the previously formulated barrier categories. This process was continued for each interview until data saturation was reached. In other words, the categorization was finalized when additional interviews did not result in the formulation of new barrier categories.

In the Supplementary material, measures taken to comply with ethical issues, when conducting the FGDs, have been explained.
3.2. Step2: Validation of the Barriers (Survey)

After the identification of the barriers through FGDs, they were validated by a questionnaire-based survey. The purposes of the survey were: (1) identifying the less important barriers, (2) assessing the construct validity of the items through the confirmatory factor analysis, and (3) studying the effects of the barriers on each other. To do so, a self-administered questionnaire was developed which consisted of 31 items related to the 9 main barriers identified by the FGDs. In the first part of the questionnaire, respondents’ personal information was recorded, namely their field of study, age, gender, education level, work experience. Descriptive statistics related to the 200 respondents are presented in Table S2 of the Supplementary material. The procedures related to the sample size selection and also the way the survey was administered are explained later in this section.

In the second part, they were asked to make their own judgments on the importance of the barriers on the basis of their experience in climate change adaptation in Tehran’s urban management activities. The questions were multiple-choice and had been designed based on a five-point Likert scale, ranging from very high to very low [42]. The initial questionnaire was sent to three municipal experts and three academics of the related domain for their likely revision. The experts’ suggestions were incorporated in the modified/final questionnaire to improve the understanding of the question statements.

Once verbal consent was obtained from the respondents, the questionnaires were delivered or sent to them by email. Respondents were selected from the pool of experts who had sufficient experience in research and administrative fields related to climate change adaptation. To the best of the authors’ knowledge, there is no consensus about the required sample size for confirmatory factor analysis and structural models. However, when calculating the sample size for confirmatory factor analysis, the number of variables does not matter so much as the number of factors. Therefore, when using the structural equation modeling (SEM), 20 respondents are needed for each factor (latent variable) [33]. Since there were 9 latent variables in this study, the minimum sample size was 180. Overall, 280 questionnaires were distributed, only 200 of which were analyzed because there were missing items in the other 80. The studies that have applied interpretive sequential modeling (ISM) often suggest the use of the SEM for validating the variables and for better understanding the relations between them [32]. In addition, the SEM was used as a complementary method of validation in this study. Reliability of the constructs was evaluated by Cronbach’s alpha, where values greater than 0.7 were acceptable [43].

3.3. Step3: Analysis of the Barriers (ISM)

3.3.1. Introducing the ISM

The barriers to climate change adaptation were analyzed by the ISM. This approach enables one to understand complicated issues by transforming them into a multi-level structural model. It also enables decision makers to level the complex relations between the elements of an issue in terms of importance and size. The steps involved in the ISM are [35,36,44]:

1. Listing the barriers;
2. Establishing a contextual relationship between the barriers;
3. Developing a structural self-interaction matrix (SSIM) for the barriers that shows pairwise relation of the barriers;
4. “Framing the reachability matrix from the SSIM and verifying the matrix for transitivity. The transitivity of the contextual relations is a basic assumption for the ISM and means that if variable A is related to B and B to C, variable A is, then, related to variable C” [44];
5. “Partitioning the reachability matrix into various levels” [44];
6. Drawing a directed graph based on the relations achieved in the reachability matrix and removing the transitive links;
7. Transforming the graph drawn in step 7 into an ISM by replacing the barrier nodes with a statement; and finally
8. Examining the ISM framework to check any likely conceptual inconsistencies and to make any necessary modifications [45,46]. Figure 3 shows the steps involved in the ISM.

![Flowchart for preparing interpretive structural modeling (ISM).](image)

### 3.3.2. Data Collection in the ISM

Previous studies using ISM have relied on the opinions of 5 to 10 experts [46,47]. In this study, the group of experts included 7 participants and they were asked to state their opinions about the pair matrix comparisons of the impact of variables on each other. In case of disagreement between the experts, the issue was discussed till consensus was reached. Inclusion criteria for selecting the experts were: theoretical mastery, practical experience, ability and willingness to participate, and availability. Characteristics of the experts who participated in the ISM are shown in Table S3 of the Supplementary material.

### 4. Results

#### 4.1. Findings of FGDs

Nine themes and 31 sub-themes emerged from the FGDs, which are presented in Table 1. The theme ‘structure and culture of research’ highlights the lack of research institutes that specifically work on climate change adaptation and inform planners and decision makers of the adaptation needs and priorities. This issue is further exacerbated by the limited academic capacity related to developing/implementing climate adaptation plans and/or limited opportunities for climate–policy interactions. As the focus of the second theme indicates, these issues are probably partly rooted in the lack of awareness of climate change and its impacts among planners, policy makers, and citizens, and limited education and communication efforts to enhance their awareness. Overcoming these awareness-related barriers is hampered by the lack of society-wide efforts that can increase citizens’
interest in climate action. In particular, limited capacity of non-governmental organizations (NGOs) is a key social barrier. Issues related to limited availability of resources for developing and implementing climate adaptation plans are also critical and constitute a major theme. These include issues such as lack of comprehensive local databases, and difficulties in accessing and processing data.

| Table 1. Themes and sub-themes identified through focus group discussions (FGDs) as barriers to climate change adaptation [7]. |
|---|---|---|
| Row | Themes | Sub-Themes |
| 1 | Structure and culture of research (A) | A1: The absence of a center or research institute to support decision making and policy making.  
A2: The absence of a centralized and specialized mechanism for defining, assessing, and applying studies on climate change and adaptation to it.  
A3: Failed attempts, unsavory experiences, and the inability of academics in conducting research on climate change adaptation. |
| 2 | Awareness, education, and knowledge (B) | B1: Low awareness of climate change and its related strategies.  
B2: The absence of appropriate programs for continuous advancement of knowledge and awareness.  
B3: The underperformance of specialized and public media. |
| 3 | Social (C) | C1: Citizens’ disinterest.  
C2: The limited number of NGOs.  
C3: Low responsibility and commitment. |
| 4 | Resources and resource management (D) | D1: Grudging governmental institutes in granting access to data.  
D2: Insufficient national and local data.  
D3: Logistical challenges both in terms of software and hardware.  
D4: D: Drastic underrepresentation of climate change and adaptation to it in laws and regulations. |
| 5 | Laws and regulations (E) | E1: Drastic underrepresentation of climate change and adaptation to it in laws and regulations.  
E2: Incongruity of local and national plans and regulations.  
E3: Legal loopholes in regulations on climate change.  
E4: The lack of supervision of the performance of municipalities. |
| 6 | Communication and interaction (F) | F1: The lack of communication with other countries with successful experience.  
F2: Poor interaction of the related bodies with domestic and foreign experts. |
| 7 | Economy (G) | G1: The lack of research funds for climate change adaptation.  
G2: The low and unstable incomes of municipalities.  
H1: Structural characteristics and old-fashioned management procedures. |
| 8 | Governance (H) | H1: The absence of a local independent body within municipalities for policy making.  
H2: The lack of integrated urban management.  
H3: Previous failed attempts.  
H4: The poor participation and utilization of municipalities in related programs.  
I1: The absence of a local independent body within municipalities for policy making. |
| 9 | Planning (I) | I2: Fragmented approaches toward land use planning.  
I3: The absence of a domestic model of adaptation.  
I4: The poor performance of authorities in charge of tackling climate change.  
I5: The absence of proper mechanisms for the evaluation of urban programs.  
I6: The absence of an integrated local plan for climate change adaptation. |

In terms of laws and regulations, the key barriers are the lack of mechanisms to update laws and regulations and align them with climatic concerns and priorities, lack of compatibility and consistency between local and national regulations, and the weaknesses in terms of enforcement of plans and regulations. The sixth theme highlights the lack of efforts and platforms for communication and...
experience/knowledge sharing with other countries and organizations with expertise related to climate action planning. Such interactions would be essential for awareness raising and may also provide opportunities for updating planning laws and regulations.

The last three themes are concerned with barriers related to governance, management, and planning. Limited economic capacity of municipalities and their lack of access to financial resources makes it difficult for them to allocate a budget for research and practice related to climate change adaptation. Furthermore, urban planning and governance are suffering from major barriers such as outdated management approaches, dominance of engineering-based approaches that fail to consider socio-economic factors, limited local authority and independence, absence of integrated management approaches that consider interactions between various planning and design activities that may influence the capacity to adapt to climate change impacts, lack of appropriate skills for climate adaptation planning, absence of evaluation and assessment programs, and limited local capacity to develop and implement context-specific adaptation plans.

4.2. Findings of the Survey

As stated above, this step of the study aimed to assess the importance of the variables, their validity, and their effects on each other. The findings are separately presented here.

4.2.1. Barrier Value Assessment

The first goal of the survey was to evaluate the importance of the variables. In doing so, the one-sample t-test was applied, the results of which are presented in Table 2 and Figure S1 of the Supplementary material. Results show that all identified barriers have an importance score of above 3 and the average score of the barriers is significantly higher than the threshold 3 (all significant at P < 0.01). Table 2 shows that all variables had a Cronbach’s alpha above 0.7, indicating good reliability. Based on the t coefficient and the average score of the variables, the most important variable themes were social (t = 11.096, mean = 3.71), communication and interaction (t = 8.683, mean = 3.71), and resources and resource management (t = 7.570, mean = 3.51). The less important ones, on the other hand, were laws and regulations (t = 3.179, mean = 3.24), and the economy (t = 5.423, mean = 3.47).

Table 2. Statistics of barriers.

| Barriers                       | Notation | Mean | Questions | Median | Mode | Standard Deviation | Range | Cronbach's Alpha | One Sample t-test Value | Test Value = 3 |
|-------------------------------|----------|------|-----------|--------|------|--------------------|-------|------------------|------------------------|-----------------|
| Structure and culture of research | A        | 3.3983 | 1–3       | 3.33   | 3    | 0.91314            | 4     | 0.725            | 6.169                  |                 |
| Awareness, education, and knowledge | B        | 3.4483 | 4–6       | 3.67   | 4    | 0.91857            | 4     | 0.714            | 6.902                  |                 |
| Social Resources and resource management | C        | 3.7117 | 7–9       | 4      | 4    | 0.907              | 4     | 0.72             | 11.096                 |                 |
| Laws and regulations | D        | 3.51   | 10–12     | 3.67   | 4    | 0.95277            | 4     | 0.73             | 7.57                   |                 |
| Communication and interaction | E        | 3.245  | 13–16     | 3.25   | 3    | 1.08986            | 4     | 0.785            | 3.179                  |                 |
| Economy | F        | 3.7175 | 17–18     | 4      | 5    | 1.16866            | 4     | 0.754            | 8.683                  |                 |
| Governance | G        | 3.475  | 19–20     | 3.5    | 5    | 1.23877            | 4     | 0.714            | 5.423                  |                 |
| Planning | H        | 3.509  | 21–25     | 3.6    | 4    | 1.01463            | 4     | 0.814            | 7.095                  |                 |
| Planning | I        | 3.495  | 26–31     | 3.67   | 5    | 1.01523            | 4     | 0.866            | 6.895                  |                 |
4.2.2. Validity of the Variables

The second goal of the survey was to assess the validity of the variables. In doing so, the CFA, which is a major component of the SEM, was applied. The SEM is a technique to determine, estimate, and evaluate the linear correlation models among a set of observed variables that are fewer than unobserved ones [34]. The SEM includes endogenous or dependent, and exogenous or independent variables with an observable or non-observable categorization. Since the SEM enables us to make assessments at the structural level, it is more flexible than other statistical methods. On the other hand, it is also referred to as causal modeling because it can assess causal relations [43]. Path analysis and CFA are two common forms of the SEM. Confirmatory factor analysis is used to confirm the structure of a set of observed variables. The SEM is similar to path analysis and makes parameter estimates based on direct and indirect relations between observed variables [34].

In this study, the validity of the variables was assessed in terms of face validity, convergent validity, and discriminant validity as parts of construct validity. Construct validity is the extent to which a set of measured variables reflects the latent construct for which it is designed [48]. Since the identified barriers and their measures are the results of the unanimous consensus of a group of experts with good face validity, it can be said that the measures reflect their latent construct. Convergent validity was calculated through factor loadings and average variance extracted (AVE) (Table 3). All standardized factor loadings were statistically significant (p < 0.01). Moreover, the AVE for each construct is above 0.5, which points to the convergent validity of that construct. Discriminant or divergent validity is calculated through comparing the AVE and the correlation coefficients of the corresponding inter-construct squared correlation estimates [34,49].

Table 4 shows the discriminant validity, where the diameter refers to the AVE and the other cell values represent inter-construct squared correlation. To satisfy the discriminant validity criterion, inter-construct squared correlation values should not exceed the AVEs of either of the constructs [49]. As seen in Table 4, all inter-construct combinations, except one (i.e., combination of F and G) are in line with this criterion. This points to the discriminant validity of the factors. Figure 4 illustrates the results of the CFA.

Table 3. Results of confirmatory factor analysis.

| No. | Barriers | Variables/Items | Standardized Estimate | AVE  |
|-----|----------|----------------|-----------------------|------|
| 1   | A        | A1             | 0.773                 | 0.77 |
|     |          | A2             | 0.643                 |      |
|     |          | A3             | 0.711                 |      |
| 2   | B        | B1             | 0.876                 | 0.68 |
|     |          | B2             | 0.678                 |      |
|     |          | B3             | 0.455                 |      |
| 3   | C        | C1             | 0.526                 | 0.7  |
|     |          | C2             | 0.854                 |      |
|     |          | C3             | 0.67                  |      |
| 4   | D        | D1             | 0.671                 | 0.69 |
|     |          | D2             | 0.733                 |      |
|     |          | D3             | 0.677                 |      |
| 5   | E        | E1             | 0.596                 | 1.12 |
|     |          | E2             | 0.684                 |      |
|     |          | E3             | 0.727                 |      |
|     |          | E4             | 0.766                 |      |
| 6   | F        | F1             | 0.771                 | 0.65 |
|     |          | F2             | 0.744                 |      |
| 7   | G        | G1             | 0.707                 | 0.59 |
|     |          | G2             | 0.764                 |      |
Table 3. Cont.

| No. | Barriers | Variables/Items | Standardized Estimate | AVE |
|-----|----------|-----------------|-----------------------|-----|
| 8   | H        | H1              | 0.649                 |     |
|     |          | H2              | 0.659                 |     |
|     |          | H3              | 0.735                 | 1.13|
|     |          | H4              | 0.784                 |     |
|     |          | H5              | 0.95                  |     |
| 9   | I        | I1              | 1                     |     |
|     |          | I2              | 1.176                 |     |
|     |          | I3              | 1.109                 |     |
|     |          | I4              | 1.114                 | 1.69|
|     |          | I5              | 0.971                 |     |
|     |          | I6              | 1.22                  |     |

Table 4. Discriminant validity.

|     | A  | B  | C  | D  | E  | F  | G  | H  | I  |
|-----|----|----|----|----|----|----|----|----|----|
| A   | 0.77|    |    |    |    |    |    |    |    |
| B   | 0.4624 | 0.68|    |    |    |    |    |    |    |
| C   | 0.046656 | 0.042436 | 0.7|    |    |    |    |    |    |
| D   | 0.710649 | 0.390625 | 0.037636 | 0.69|    |    |    |    |    |
| E   | 0.106276 | 0.061009 | 0.000144 | 0.101761 | 1.12|    |    |    |    |
| F   | 0.180625 | 0.111556 | 0.000169 | 0.181476 | 0.872356 | 0.65|    |    |    |
| G   | 0.178929 | 0.070225 | 0.000016 | 0.190096 | 0.670761 | 0.946729 | 0.59|    |    |
| H   | 0.075625 | 0.030976 | 0.002916 | 0.050176 | 0.725904 | 0.674041 | 0.555025 | 1.13|    |
| I   | 0.139876 | 0.058081 | 0.003844 | 0.126736 | 0.719104 | 0.786769 | 0.695556 | 0.923521 | 1.61|

Figure 4. Results of the confirmatory factor analysis (see Table 1 for the codes).
4.2.3. Impact of the Variables on Each Other

The third goal of the survey was to investigate the impacts of the variables on each other. In doing so, the path analysis was used. Results of the path analysis are shown in Table 5. The table shows that the effect of variable A (structure and culture of research) on variable E (laws and regulations) was 0.051, which means as A goes up by 1 standard deviation, E increases by 0.051 standard deviation.

Table 5. Discriminant validity of the barriers to climate change adaptation.

| Relations | Estimate | S.E. | C.R. | Standardized Regression Weights |
|-----------|----------|------|------|---------------------------------|
| E <- A    | 0.674    | 0.055| 1.1  | 0.051                           |
| H <- E    | 0.961    | 0.046| 14.76| 0.723                           |
| G <- H    | 1.01     | 0.092| 10.437| 0.785                         |
| F <- H    | 0.051    | 0.08 | 12.635| 0.875                         |
| D <- G    | 0.071    | 0.058| 0.888 | 0.068                         |
| D <- F    | 0.457    | 0.062| 1.143 | 0.089                         |
| B <- D    | 0.148    | 0.062| 2.118 | 0.149                         |
| I <- B    | 0.674    | 0.048| 1.247 | 0.053                         |

<- Means the causal path from variable A to E.

Other paths, where the barriers affect each other are presented in Table 5 and Figure S2 of the Supplementary material. The effect of variable E (laws and regulations) on H (governance) was 0.723, H on G (economy) was 0.785, H on F (communication and interaction) was 0.875, G on D (resources and its management) was 0.068, F on D was 0.089, D on B (awareness, education, and knowledge) was 0.466, B on C (social) was 0.149, and B on I (planning) was 0.053. The highest values observed was for the effects of governance (H) on communication and interaction (F) and economy (G). This could be explained by the power structure of the country and the top-down nature of the urban governance system that play significant roles in determining the nature of communication and interaction, as well as, the economic capacity of municipalities. The lowest values were obtained for the effect of the structure and culture of research (A) on laws and regulations (E) and the awareness, education, and knowledge (B) on Planning (I). The former is likely an indication of the traditional disconnect between regulations and research activities (lack of research-informed regulations). Therefore, the effect is likely to be limited. Similarly, planning follows a top-down manner and is not informed by knowledge. While raising awareness would be essential for achieving improved planning, these two are currently not directly linked due to the top-down structure of urban governance. Overall, the high effects of urban governance may indicate the importance of making improvements in the governance structure. However, it should be mentioned that further research is needed to better explain the reasons behind these relationships.

The path analysis model indicated an acceptable model fit of chi square ($\chi^2$) = 34.905; degree of freedom (DF) = 17; probability of an exact fit (p) = 0.000; $\chi^2$/DF = 2.053 (<5); comparative fit index (CFI) = 0.98; Tucker–Lewis index (TLI) = 0.957; incremental fit index (IFI) = 0.98; normed-fit index (NFI) = 0.962; relative fit index (RFI) = 0.920; goodness-of-fit index (GFI) = 0.964; root mean square residual (RMR) = 0.106; and root mean square error of approximation (RMSEA) = 0.073. The values of the fit indices indicate a reasonable fit of the path analysis model with the data [50].

Kendall’s tau-b two-tailed correlation was applied to the barriers to climate change adaptation in Tehran’s urban management to check the possible multi-collinearity. Results show no multi-collinearity between the barriers (see Table S4 of the Supplementary material). Multi-collinearity occurs when two or more independent variables show a high correlation in a multivariate regression. Correlation here means the existence of a linear relation between independent variables. Based on the extent of the correlation, the collinearity will differ. In fact, when there is no multi-collinearity between the variables, we are sure that the observed impacts of the variables on each other are not due to their interactions and correlations.
4.3. Findings of the ISM

4.3.1. Structural Self-Interaction Matrix

To make the self-interaction matrix, the experts were asked to state the relationships among the variables in the form of pairwise comparisons. The agreed relationships among the barriers are presented in Table 6. Four symbols are usually used to express the relationships among the factors in the ISM method as follows:

- “V indicates that factor i directly affects factor j;
- A indicates that factor j directly affects factor i;
- X indicates that factor i and factor j interact with each other; and
- O indicates that factor i has nothing to do with factor j” [51].

| Planning | Governance | Economy | Communication and Interaction | Laws and Regulations | Resources and Their Management | Social | Awareness, Education, and Knowledge | Structure and Culture of Research |
|----------|------------|---------|--------------------------------|----------------------|---------------------------------|--------|------------------------------------|----------------------------------|
| X        | V          | X       | V                              | X                    | A                               | X      | X                                 | X                                |
| X        | V          | A       | X                              | X                    | A                               | A      | A                                 | X                                |
| X        | X          | O       | X                              | X                    | O                               | A      | A                                 | X                                |
| V        | O          | A       | A                              | V                    | V                               | V      | V                                 | V                                |
| V        | V          | V       | V                              | V                    | V                               | V      | V                                 | V                                |
| V        | V          | V       | X                              | X                    | A                               | A      | A                                 | V                                |
| V        | X          | X       | A                              | A                    | V                               | V      | V                                 | V                                |
| X        | X          | X       | A                              | X                    | A                               | A      | A                                 | V                                |

4.3.2. Final Reachability Matrix

The SSIM was converted into a binary matrix (known as initial reachability matrix) through replacing V, A, X, and O symbols by 1 and 0 digits. The rules are as follows [47]:

- “Put 1 in (i, j) entry and 0 in (j, i) entry of the reachability matrix, if (i, j) entry in SSIM is V;
- Put 0 in (i, j) entry and 1 in (j, i) entry of the reachability matrix, if (i, j) entry in SSIM is A;
- Put 1 in (i, j) entry and 1 in (j, i) entry of the reachability matrix, if (i, j) entry in SSIM is X; and
- Put 0 in (i, j) entry and 0 in (j, i) entry of the reachability matrix, if (i, j) entry in SSIM is O”.

Then, the final reachability matrix was developed by introducing the concept of transitivity. The final reachability matrix is shown in Table S5 of the Supplementary material. Driving power in this table refers to the number of other factors (i.e., barriers) that one particular factor affects, whereas dependency refers to the number of other factors affecting one particular factor. According to this table, the highest driving powers belong to “structure and culture of research” and “laws and regulations” with a score of 8 and the lowest belongs to “social” with a score of 3. While more in-depth analysis is needed to explain these results, a likely explanation could be the significance of research for facilitating science-based policy making and the essential role that updated regulations can play in streamlining adaptation in urban planning. The low value for “social” may indicate that, within the context of Tehran, its driving power is comparatively lower and it is mainly dependent and influenced by other factors.

4.3.3. Level Partitions

The reachability set and antecedent set for each factor were obtained from the reachability matrix. The reachability set includes the element and other elements that are all affected by one particular element. The antecedent set includes the element and all elements that affect that particular element. Then, the common elements of these sets are identified. The element that is common in reachability and antecedent sets is located on the first level of the ISM hierarchy. Leveling helps us identify the
higher- and lower-importance barriers. Results of level partitioning are shown in Table S6 of the supplementary material. Since the first element in the ISM hierarchy does not affect any other elements above it, it was removed and the leveling continued with the other elements. Finally, the determined levels were used to draw a causal diagram, which is presented in Figures 5 and 6.

![Figure 5. Interrelationships among nine barriers to climate change adaptation in Tehran.](image)

![Figure 6. ISM based framework for barriers to climate change adaptation in Tehran’s urban management.](image)
The “social” and “planning” barriers are located on the first level. The “awareness, education, and knowledge” barrier is located on the second level, “resources and resource management” on the third level, “communication and interaction” and “economy” on the fourth level, “governance” on the fifth level, “laws and regulations” on the sixth level, and the “structure and culture of research” on the seventh level.

4.3.4. Cross-Impact Matrix Multiplication Applied to Classification (Matrice d’impacts croisés multiplication appliquée à un classment (MICMAC)) Analysis

As mentioned in Section 3, one of the outputs of the ISM is the classification of the barriers into four categories, namely, autonomous, dependent, linkage, and independent. Figure 7 shows this categorization of the barriers. The first category is the autonomous barriers with a poor driving power and dependency. Barriers in this category are almost apart from the system and their relationship with the system is poor and insignificant. The barriers in the dependent category have a poor driving power and strong dependency. The third category includes the linkage barriers with both a strong driving power and strong dependency. These barriers were not steady and any changes in them could affect the other barriers; and in return, the feedback of the effect is seen in the linkage barrier itself. Category four is the independent barriers with a strong driving power but poor dependency. This categorization shows that the “structure and culture of research”, “laws and regulations”, and “planning” have a high driving power and are located in the category of independent barriers. The “social” and “resources and resource management” with a poor driving power and strong dependency are located in the category of dependent barriers. Further, the barriers of “governance”, “awareness, education, and knowledge”, “communications and interactions”, and “economy” are located in the category of linkage barriers, with both a high driving power and high dependency. No barrier is located in the category of autonomous, which means that all the barriers can be inserted in the causal relations.

![Figure 7. Driving power-dependence diagram for the barriers to climate change adaptation.](image-url)
5. Discussion

This study primarily aimed to explore different barriers to climate change adaptation in Tehran and analyze their inter-relationships. Cities in general, and metropolitan areas specifically, are complex systems that need to grapple with multiple challenges, only one of which is climate change [52]. To gain improved insights into the significance and magnitude of the problem, one needs to identify and analyze the barriers prior to any decision making or policy considerations as to how to adapt to it.

Among others, the current study had hypothesized that Tehran’s urban management is facing some barriers that prevents it from appropriate adaptation to climate change impacts. On the other hand, the absence of a comprehensive study in Iran to investigate the barriers to climate change adaptation and explore their relative importance and inter-relationships is another reason for doing this study. Although some studies have already identified the barriers to climate change adaptation, none has assessed the interactions of the barriers with each other [7,13,14,53]. Sketching out the relationships among the different barriers schematically and classifying them into different categories can enable planners and policy makers to gain a hierarchical insight into the way these diverse barriers might interact. This can be helpful as the intricate and multifarious relationships across the barriers could be hard to manage without a schematic representation.

As mentioned in Table 1, nine themes of ‘structure and culture of research’; ‘awareness, education, and knowledge’; ‘social’; ‘resources and resource management’; ‘laws and regulations’; ‘communication and interaction’; ‘economy’; ‘governance’; and ‘planning’ have been identified in a related research as major barriers. Then, drawing on a mixed interpretative-experimental method, the relationships across these barriers and their impact on each other were schematically represented and tested. The barriers of “structure and culture of research”, “laws and regulations”, and “governance” were identified as key barriers because they had a high driving power to affect the other barriers. These barriers are important in terms of the structures of urban management. In other words, these barriers make up the basis for structural relationships across all barriers and should receive more weight in a causal hierarchy of the barriers. Tehran’s authorities should pay greater attention to these three barriers in all policies and plans aimed to adapt to climate change. These barriers are deeply rooted in fundamental weaknesses and in the macro-structure of planning and policy making in the whole country. Therefore, given the universality of the causes of such barriers, the issue should by no means be confined to Tehran. To mitigate the problem, all players in Iran’s urban management sector, including municipalities, city councils, and the citizens should take some measures and play a crucial role.

Tehran’s city council, as an observer and local legislator, can demand actions from the municipality as well as revise the regulations and develop new ones with incentives and necessary measures to promote adaptation. Creating a working group in the city council for continuous monitoring of the actions can also go a long way. The municipality can further create a multi-disciplinary team to develop policies and executive plans, communicate with educational and research organizations involved in climate change adaptation, benefit from the economic, institutional, and legal capacities of the three institutional powers (i.e., executive, legislative, and judiciary) and the ministries, and identify the conflicting and incongruous regulations to request their amendment.

The barriers of “economy”, “communication and interaction”, “planning”, and “awareness, education, and knowledge” were classified into the ‘linkage’ category, which means that they have a moderate driving power and moderate dependency. The importance of these barriers lies in the role they play in an interface loop between the independent and dependent barriers. Although the dependent barriers were found to have a poor driving power, the correlation coefficient matrix showed that they had significant positive correlation with some independent and linkage barriers. None of the barriers were classified as autonomous, which means that all the identified barriers have an impact and should not be excluded from the causal relationship structure.

Goodness of fit index of the path analysis model showed that the model had a good fitness according to the experimental data. This means that the interpretive structure of the relationships drawn by the ISM is compatible with the experimental data. The path analysis model also indicated
that some barriers have a causal effect on others. For example, the model showed that the “laws and regulation”, “governance”, “economy”, and “resources and resource management” had a significant impact on other barriers.

Finally, the low priority assigned to the problem of climate change is a fundamental weakness of Tehran’s urban management sector that can have irreversible physical, social, political, geographical, and ecological consequences. Measures such as integrated urban-regional planning, applying locally-relevant ideas, mainstreaming the policies and actions, and citizen participation can go a long way toward mitigating the problem [6,54].

6. Conclusions

Stressing the importance of looking at the issue of climate change adaptation as a multi-dimensional problem, this study provided new insights into barriers to climate change adaptation. In view of Tehran’s social, economic, physical, political, and geographic status, it has always served as a model for other cities in Iran. Therefore, the findings of this study may also be useful for other Iranian cities. The findings may also be applicable to other metropolises outside Iran with similar problems. At least, the methods used in this study can be adopted by researchers and planners in other contexts to better understand the relative importance of climate change adaptation barriers and realize how they may influence each other.

A limitation of this study, however, was the restricted evidence, especially experimental evidence, which caused some difficulties in identifying the barriers. To overcome this problem, the barriers identified using FGDs were used. Another restriction was our limited access to the key informant participants to take part in the survey part of the study, as they held highly-ranked governmental positions with little time to spare. To ensure this limitation would not prove a formidable challenge, the authors first contacted them and obtained their consent and commitment to the study before sending them the questionnaires. Despite this, the researchers sometimes had to lean over backwards to secure a time with them.

In light of the undeniable significance of studying the barriers to climate change adaptation, one line of research that future studies can pursue is to pick where this study has left out by studying this problem in other metropolises around the world, especially those in the Global South. The simultaneous application of quantitative and qualitative methods and drawing on residents’ living experiences might also help us better understand this problem and better interpret the findings. Using other methods and approaches such as fuzzy Delphi, Decision Making Trial and Evaluation Laboratory (DEMATEL), neural networks, Shannon entropy, and graph theory along with the ISM and the SEM may enable the researchers to better understand and compare the results. Finally, in view of the numerous stakeholders and actors involved in Tehran’s urban management, future studies might want to focus on the stakeholder analysis of adaptation to climate change.

Supplementary Materials: The following are available online at http://www.mdpi.com/2225-1154/8/10/104/s1, Figure S1: Average importance scores of the barriers (see Table 1 for the codes), Figure S2: Path diagram of the SEM for the barriers to climate change adaptation, Table S1: Characteristics of the participants in the FGDs to identify the barriers to climate change adaptation, Table S2: Demographics of the survey respondents, Table S3: Demographics of the participants, Table S4: Correlation coefficients for barriers, Table S5: Final reachability matrix, Table S6: Results of level partitions.
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