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\caption{Given a set of severe motion blurred images, our bundle adjusted deblur NeRF (BAD-NeRF) jointly learns the neural radiance fields and recovers the camera motion trajectories within exposure time. It synthesizes novel images of higher quality than prior works.}
\end{figure}

\section*{Abstract}

Neural Radiance Fields (NeRF) have received considerable attention recently, due to its impressive capability in photo-realistic 3D reconstruction and novel view synthesis, given a set of posed camera images. Earlier work usually assumes the input images are of good quality. However, image degradation (e.g., image motion blur in low-light conditions) can easily happen in real-world scenarios, which would further affect the rendering quality of NeRF. In this paper, we present a novel bundle adjusted deblur Neural Radiance Fields (BAD-NeRF), which can be robust to severe motion blurred images and inaccurate camera poses. Our approach models the physical image formation process of a motion blurred image, and jointly learns the parameters of NeRF and recovers the camera motion trajectories during exposure time. In experiments, we show that by directly modeling the real physical image formation process, BAD-NeRF achieves superior performance over prior works on both synthetic and real datasets. Code and data are available at \url{https://github.com/WU-CVGL/BAD-NeRF}.  

\section{1. Introduction}

Acquiring accurate 3D scene geometry and appearance from a set of 2D images has been a long standing problem in computer vision. As a fundamental block for many vision applications, such as novel view image synthesis and robotic navigation, great progress has been made over the last decades. Classic approaches usually represent the 3D scene explicitly, in the form of 3D point cloud \cite{8,52}, triangular mesh \cite{4,5,10} or volumetric grid \cite{31,45}. Recent advancements in implicit 3D representation by using a deep neural network, such as Neural Radiance Fields (NeRF) \cite{27}, have enabled photo-realistic 3D reconstruction and novel view image synthesis, given well posed multi-view images.

NeRF takes a 5D vector (i.e., for spatial location and viewing direction of the sampled 3D point) as input and predicts its radiance and volume density via a multilayer perceptron. The corresponding pixel intensity or depth can then be computed by differentiable volume rendering \cite{19,25}. While many methods have been proposed to further improve NeRF’s performance, such as rendering efficiency \cite{11,28}, training with inaccurate poses \cite{20} etc., limited work has been proposed to address the issue of training with motion blurred images. Motion blur is one of the most common artifacts that degrades images in practical application scenarios. It usually occurs in low-light conditions where longer exposure times are necessary. Motion blurred images would bring two main challenges to existing NeRF training pipeline: a) NeRF usually assumes the rendered
image is sharp (i.e., infinitesimal exposure time), motion blurred image thus violates this assumption; b) accurate camera poses are usually required to train NeRF, however, it is difficult to obtain accurate poses from blurred images only, since each of them usually encodes information of the motion trajectory during exposure time. On the other hand, it is also challenging itself to recover accurate poses (e.g., via COLMAP [41]) from a set of motion blurred images, due to the difficulties of detecting and matching salient keypoints. Combining both factors would thus further degrade NeRF’s performance if it is trained with motion blurred images.

In order to address those challenges, we propose to integrate the real physical image formation process of a motion blurred image into the training of NeRF. We also use a linear motion model in the SE(3) space to represent the camera motion trajectory within exposure time. During the training stage, both the network weights of NeRF and the camera motion trajectories are estimated jointly. In particular, we represent the motion trajectory of each image with both poses at the start and end of the exposure time respectively. The intermediate camera poses within exposure time can be linearly interpolated in the SE(3) space. This assumption holds in general since the exposure time is typically small. We can then follow the real physical image formation model of a motion blurred image to synthesize the blurry images. In particular, a sequence of sharp images along the motion trajectory within exposure time can be rendered from NeRF. The corresponding motion blurred image can then be synthesized by averaging those virtual sharp images. Both NeRF and the camera motion trajectories are estimated by minimizing the difference between the synthesized blurred images and the real blurred images. We refer this modified model as BAD-NeRF, i.e. bundle adjusted deblur NeRF.

We evaluate BAD-NeRF with both synthetic and real datasets. The experimental results demonstrate that BAD-NeRF achieves superior performance compared to prior state of the art works (e.g. as shown in Fig. 1), by explicitly modeling the image formation process of the motion blurred image. In summary, our contributions are as follows:

- We present a photo-metric bundle adjustment formulation for motion blurred images under the framework of NeRF, which can be potentially integrated with other vision pipelines (e.g. a motion blur aware camera pose tracker [21]) in future.
- We show how this formulation can be used to acquire high quality 3D scene representation from a set of motion blurred images.
- We experimentally validate that our approach is able to deblur severe motion blurred images and synthesize high quality novel view images.

2. Related Work

We review two main areas of related works: neural radiance fields, and image deblurring.

Neural Radiance Field. NeRF demonstrates impressive novel view image synthesis performance and 3D scene representation capability [27]. Many variants of NeRF have been proposed recently. For example, [11, 17, 37, 39, 40, 53, 56] proposed methods to improve the rendering efficiency of NeRF, such that it can render images in real-time. [13, 20, 23, 24, 26] proposed to improve the training performance of NeRF with inaccurate posed images or images captured under challenging conditions. There are also methods that extend NeRF for large scale scene representations [47, 49, 54] and non-rigid object reconstructions (e.g. human body) [1, 9, 34–36, 38, 40, 51]. NeRF is also recently being used for 3D aware image generation models [6, 12, 22, 30, 32, 50].

We will mainly detail review those methods which are the closest to our work in this section. BARF proposed to optimize camera poses of input images as additional variables together with parameters of NeRF [20]. They propose to gradually apply the positional encoding to better train the network as well as the camera poses. A concurrent work from Jeong et al. [13] also proposed to learn the scene representation and camera parameters (i.e. both extrinsic and intrinsic parameters) jointly. Different from BARF [20] and the work from [13], which estimate the camera pose at a particular timestamp, our work proposes to optimize the camera motion trajectory within exposure time. Deblur-NeRF aims to train NeRF from a set of motion blurred images [23]. They obtain the camera poses from either ground truth or COLMAP [41], and fix them during training stage. Severe motion blurred images challenge the pose estimations (e.g. from COLMAP), which would thus further degrade the training performance of NeRF. Instead of relying heavily on the accurately posed images, our method estimates camera motion trajectories together with NeRF parameters jointly. The resulting pipeline is thus robust to inaccurate initialized camera poses due to severe motion blur.

Image Deblurring. Existing techniques to solve motion deblurring problem can be generally classified into two main categories: the first type of approach formulates the problem as an optimization problem, where the latent sharp image and the blur kernel are optimized using gradient descent during inference [2, 7, 15, 18, 33, 43, 55]. Another type of approaches phrases the task as an end-to-end learning problem. Building upon the recent advances of deep convolution neural networks, state-of-the-art results have been obtained for both single image deblurring [16, 29, 48] and video deblurring [46].

The closest work to ours is from Park et al. [33], which jointly recovers the camera poses, dense depth maps,
and latent sharp images from a set of multi-view motion blurred images. They formulate the problem under the classic optimization framework, and aim to maximize both the self-view photo-consistency and cross-view photo-consistencies. Instead of representing the 3D scene as a set of multi-view dense depth maps and latent sharp images, we represent it with NeRF implicitly, which can better preserve the multi-view consistency and enable novel view image synthesis.

3. Method

In this section, we present the details of our bundle adjusted deblur NeRF (BAD-NeRF). BAD-NeRF learns both the 3D scene representation and recovers the camera motion trajectories, given a set of motion blurred images as shown in Fig. 2. We follow the real physical image formation process of a motion blurred image to synthesize blurry images from NeRF. Both NeRF and the motion trajectories are estimated by maximizing the photo-metric consistency between the synthesized blurry images and the real blurry images. We will detail each component as follows.

3.1. Neural Radiance Fields

We follow the general architecture of NeRF [27] to represent the 3D scene implicitly using two Multi-layer Perceptrons (MLP). To query the pixel intensity \( I(x) \) at pixel location \( x \) for a particular image with pose \( T_c^w \), we can shoot a ray into the 3D space. The ray is defined by connecting the camera center and the corresponding pixel. We can then compute the pixel intensity by volume rendering along the ray [25]. This process can be formally described as follows.

Given a particular 3D point \( X^w \) with depth \( \lambda \) along the ray, we can obtain its coordinate defined in the world coordinate frame as:

\[
    d^c = K^{-1} \begin{bmatrix} x \\ 1 \end{bmatrix},
\]

\[
    X^w = T_c^w \cdot \lambda d^c,
\]

where \( x \) is the pixel location, \( K \) is the camera intrinsic parameters by assuming a simple pinhole camera model, \( d^c \) is the ray direction defined in the camera coordinate frame, \( T_c^w \) is the camera pose defined from camera frame to world frame. We can then query NeRF for its corresponding view depend color \( c \) and volume density \( \sigma \) using MLPs:

\[
    (c, \sigma) = F_\theta(X^w, R_c^w d^c),
\]

where \( F_\theta \) is the Multi-layer Perceptrons parameterized with learnable parameters \( \theta \). \( R_c^w \) is the rotation matrix which transforms the viewing direction \( d^c \) from camera coordinate frame to world coordinate frame. Following Mildenhall et al. [27], which showed that coordinate-based approaches struggle with learning details from low-dimensional inputs, we also use their proposed Fourier embedding \( \gamma(X) \) representation of a 3D point \( X \) and \( \gamma(d) \) representation of the viewing direction \( d \), to map the low-dimensional inputs to high-dimensional space.

Following the definition of volume rendering [25], we can then compute the pixel intensity by sampling 3D points along the ray as follows:

\[
    I(x) = \sum_{i=1}^{n} T_i (1 - \exp(-\sigma_i \delta_i)) c_i,
\]

where \( n \) is the number of sampled 3D points along the ray, both \( c_i \) and \( \sigma_i \) are the predicted color and volume density of the \( i \)th sampled 3D point \( T_i \) is the transmittance factor which represents the probability that the ray does not hit any particle until the \( i \)th sampled point. \( T_i \) can be formally defined as:

\[
    T_i = \exp(-\sum_{k=1}^{i-1} \sigma_k \delta_k),
\]

where \( \sigma_k \) is the predicted volume density for \( k \)th point by \( F_\theta \), \( \sigma_k \) is the corresponding distance between neighboring points.

The above derivations show that the rendered pixel intensity \( I(x) \) is a function of the MLPs with learnable parameters \( \theta \), as well as the corresponding camera pose \( T_c^w \). It can also be derived that \( I(x) \) is differentiable with respect to both \( \theta \) and \( T_c^w \), which lays the foundations for our bundle adjustment formulation with a set of motion blurred images.

3.2. Motion Blur Image Formation Model

The physical image formation process refers to a digital camera collecting photons during the exposure time and converting them into measurable electric charges. The mathematical modeling of this process involves integrating over a set of virtual sharp images:

\[
    B(x) = \phi \int_0^\tau I_t(x) dt,
\]

where \( B(x) \in \mathbb{R}^{W \times H \times 3} \) is the captured image, \( W \) and \( H \) are the width and height of the image respectively, \( x \in \mathbb{R}^2 \) represents the pixel location, \( \phi \) is a normalization factor, \( \tau \) is the camera exposure time, \( I_t(x) \in \mathbb{R}^{W \times H \times 3} \) is the virtual sharp image captured at timestamp \( t \) within the exposure time. A blurred image \( B(x) \) caused by camera motion during the exposure time, is formed by different virtual images \( I_t(x) \) for each \( t \). The model can be discretely approximated as

\[
    B(x) \approx \frac{1}{n} \sum_{t=0}^{n-1} I_t(x),
\]
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The degree of motion blur in an image thus depends on the camera motion during the exposure time. For example, a fast-moving camera causes little relative motion for shorter exposure time, whereas a slow-moving camera leads to a motion blurred image for long exposure time (e.g. in low light conditions). It can be further derived that

$$\tau = \frac{t}{\tau}$$

can be further derived as

$$\frac{t}{\tau} \leq 200 \text{ms}$$. Specifically, two camera poses are parameterized, one at the beginning of the exposure $T_{\text{start}} \in \text{SE}(3)$ and one at the end $T_{\text{end}} \in \text{SE}(3)$. Between these two poses, we linearly interpolate poses in the Lie-algebra of $\text{SE}(3)$. The virtual camera pose at time $t \in [0, \tau]$ can thus be represented as

$$T_t = T_{\text{start}} \cdot \exp\left(\frac{t}{\tau} \cdot \log(T_{\text{end}}^{-1} \cdot T_{\text{start}})\right),$$

where $n$ is the number of discrete samples.

Besides the linear interpolation approach, we also explore the trajectory representation with a higher order spline (i.e., cubic B-Spline), which can represent more complex camera motions. Since the exposure time is usually relatively short, we find that a linear interpolation can already deliver satisfying performance from the experimental results. More details on the cubic B-Spline formulation can be found in our supplementary material.

### 3.4. Loss Function

Given a set of $K$ motion blurred images, we can then estimate the learnable parameters $\theta$ of NeRF as well as the camera motion trajectories for each image (i.e. $T_{\text{start}}$ and $T_{\text{end}}$) by minimizing the photo-metric loss:

$$\mathcal{L} = \sum_{k=0}^{K-1} \frac{1}{n} \sum_{i=0}^{n-1} \frac{\partial \mathbf{B}_k(x)}{\partial \mathbf{I}_i(x)} \frac{\partial \mathbf{I}_i(x)}{\partial \theta},$$

where $\mathbf{B}_k(x)$ is the $k^{th}$ blurry image synthesized from NeRF by following the above image formation model, $\mathbf{B}_k(x)$ is the corresponding real captured blurry image.

To optimize the learnable parameter $\theta$, $T_{\text{start}}$ and $T_{\text{end}}$ for each image, we need to have the corresponding Jacobians:

$$\frac{\partial \mathcal{L}}{\partial \theta} = \sum_{k=0}^{K-1} \frac{\partial \mathcal{L}}{\partial \mathbf{B}_k(x)} \cdot \frac{1}{n} \sum_{i=0}^{n-1} \frac{\partial \mathbf{B}_k(x)}{\partial \mathbf{I}_i(x)} \frac{\partial \mathbf{I}_i(x)}{\partial \theta},$$

$$\frac{\partial \mathcal{L}}{\partial T_{\text{start}}} = \sum_{k=0}^{K-1} \frac{\partial \mathcal{L}}{\partial \mathbf{B}_k(x)} \cdot \frac{1}{n} \sum_{i=0}^{n-1} \frac{\partial \mathbf{B}_k(x)}{\partial \mathbf{I}_i(x)} \frac{\partial \mathbf{I}_i(x)}{\partial T_{\text{start}}},$$

$$\frac{\partial \mathcal{L}}{\partial T_{\text{end}}} = \sum_{k=0}^{K-1} \frac{\partial \mathcal{L}}{\partial \mathbf{B}_k(x)} \cdot \frac{1}{n} \sum_{i=0}^{n-1} \frac{\partial \mathbf{B}_k(x)}{\partial \mathbf{I}_i(x)} \frac{\partial \mathbf{I}_i(x)}{\partial T_{\text{end}}},$$

where $\mathbf{B}_k(x)$ is the corresponding real captured blurry image.

### 3.5. Camera Motion Trajectory Modeling

As derived in Eq. (7), we need to model the corresponding poses of each latent sharp image within exposure time, so that we can render them from NeRF (i.e. $F_\theta$). We approximate the camera motion with a linear model during exposure time which is usually small (e.g. $\leq 200$ ms). Specifically, two camera poses are parameterized, one at the beginning of the exposure $T_{\text{start}} \in \text{SE}(3)$ and one at the end $T_{\text{end}} \in \text{SE}(3)$. Between these two poses, we linearly interpolate poses in the Lie-algebra of $\text{SE}(3)$. The virtual camera pose at time $t \in [0, \tau]$ can thus be represented as

$$T_t = T_{\text{start}} \cdot \exp\left(\frac{t}{\tau} \cdot \log(T_{\text{end}}^{-1} \cdot T_{\text{start}})\right),$$

where $\tau$ is the exposure time. $\frac{t}{\tau}$ can be further derived as

$$\frac{t}{\tau} \leq 200 \text{ms}$$

for the $i^{th}$ sampled virtual sharp image (i.e. with pose as $T_i$), when there are $n$ images being sampled in total. It can be derived that $T_i$ is differentiable with respect to both $T_{\text{start}}$ and $T_{\text{end}}$. For more details on the interpolation and derivations of the related Jacobian, please refer to prior work from Liu et al. [21]. The goal of BAD-NeRF is now to estimate both $T_{\text{start}}$ and $T_{\text{end}}$ for each frame, as well as the learnable parameters of $F_\theta$. 

Figure 2. The pipeline of BAD-NeRF. Given a set of motion blurred images, we train NeRF to learn the 3D scene representation. Different from prior works, which usually model the camera pose at a fixed timestamp, we represent the motion trajectory of each image with both poses at the start and end of the exposure time respectively. Intermediate virtual camera poses can then be linearly interpolated in SE3 space. We then follow the standard neural rendering procedures of NeRF to synthesize those virtual sharp images within exposure time. The blurry image can then be synthesized by averaging those virtual images, which obeys the real physical image formation process of a motion blurred image. The whole network and both the start and end poses are jointly estimated by minimizing the photo-metric loss between the synthesized and real blurry images.
We parameterize both \( T_{\text{start}} \) and \( T_{\text{end}} \) with their corresponding Lie algebras of \( \mathbf{SE}(3) \), which can be represented by a 6D vector respectively.

4. Experiments

4.1. Experimental details

**Benchmark datasets.** To evaluate the performance of our network, we use both the synthetic datasets and real datasets from prior works, i.e. the datasets from Deblur-NeRF [23] and MBA-VO [21]. The synthetic dataset from Deblur-NeRF [23] is synthesized by using Blender [3]. The datasets are generated from 5 virtual scenes, assuming the camera motion is in constant velocity within exposure time. Both the anchor camera poses and camera velocities (i.e. in 6 DoFs) within exposure time are randomly sampled, i.e. they are not sampled along a continuous motion trajectory. The blurry image is then generated by averaging the sampled virtual images within the exposure time for each camera. To synthesize more realistic blurry images, we increase the number of virtual images to 51 from 10 and keep the other settings fixed. They also capture a real blurry dataset by deliberately shaking a handheld camera.

To investigate the performance of our method more thoroughly, we also evaluate our method on a dataset for motion blur aware visual odometry benchmark (i.e. MBA-VO [21]). The dataset contains both synthetic and real blurry images. The synthetic images are synthesized from an Unreal game engine and the real images are captured by a handheld camera within indoor environment. Different from the synthetic dataset from Deblur-NeRF [23], the synthetic images from MBA-VO [21] are generated based on real motion trajectories (i.e. not constant velocity) from the ETH3D dataset [42].

**Baseline methods and evaluation metrics.** We evaluate our method against several state-of-the-art learning-based deblurring methods, i.e. SRNDeblurNet [48], PVD [44], MPR [57], Deblur-NeRF [23] as well as a classic multi-view image deblurring method from Park et al. [33]. For deblurring evaluation, we synthesize images corresponding to the middle virtual camera poses (i.e. the one at the middle of the exposure time) from the trained NeRF, and evaluate its performance against the other methods. Since SRNDeblurNet [48], PVD [44] and MPR [57] are primarily designed for single image deblurring, they are not generically suitable for novel view image synthesis. We thus firstly apply them to each blurry image to get the restored images, and then input those restored images to NeRF [27] for training. For novel view image synthesis evaluation, we render novel-view images with their corresponding poses from those trained NeRF. All the methods use the estimated poses from COLMAP [41] for NeRF training. To investigate the sensitivity of Deblur-NeRF [23] to the accuracy of the camera poses, we also train it with the ground-truth poses provided by Blender during dataset generation.

The quality of the rendered image is evaluated with the commonly used metrics, i.e. the PSNR, SSIM and LPIPS [58] metrics. We also evaluate the absolute trajectory error (ATE) against the method from Park et al. [33] and BARF [20] on the evaluation of the estimated camera poses. The ATE metric is commonly used for visual odometry evaluations [21].

**Implementation and training details.** We implement our method with PyTorch. We adopt the MLP network (i.e. \( F_g \)) structure of the original NeRF from Mildenhall et al. [27] without any modification. Both the network parameters and the camera poses (i.e. \( T_{\text{start}} \) and \( T_{\text{end}} \)) are optimized with the two separate Adam optimizer [14]. The learning rate of the NeRF optimizer and pose optimizer exponentially decays from \( 5 \times 10^{-4} \) to \( 5 \times 10^{-5} \) and \( 1 \times 10^{-3} \) to \( 1 \times 10^{-5} \). We set number of interpolated poses between \( T_{\text{start}} \) and \( T_{\text{end}} \) (\( n \) in Eq. 7) as 7. A total number of 128 points are sampled along each ray. We train our model for 200K iterations on an NVIDIA RTX 3090 GPU. We use COLMAP [41] to initialize the camera poses for our method.

4.2. Ablation study

**Number of virtual poses.** We evaluate the effect of the number of interpolated virtual cameras (i.e. for virtual image synthesis in Eq. (7)) within exposure time. We choose two sequences from the synthetic dataset of Deblur-NeRF [23] for experiment, i.e. the cozy2room sequence and the factory sequence, which represent sequences with low-level and high-level motion blur respectively. The experiments
are conducted by training our network with a varying number of interpolated virtual cameras. The PSNR metrics computed and plotted in Fig. 3. The experimental results demonstrate that the number of virtual cameras does not affect much for images with low-motion blur. As expected, more virtual cameras are required for images with high-level motion blur. By compromising the image rendering quality and the training complexity (i.e. the larger the number of virtual images, the more computational resource is required for training), we choose 7 virtual images for our experiments.

**Trajectory representations.** To evaluate the effect of different trajectory representations, we conduct three experiments: the first is based on optimizing $N$ (i.e. $N = 7$) camera poses directly, the second is based on optimizing $\mathbf{T}_{\text{start}}$ and $\mathbf{T}_{\text{end}}$ to represent a linear trajectory, and the last is based on a higher order spline (i.e. cubic B-Spline) which jointly optimizes 4 control knots $\mathbf{T}_1$, $\mathbf{T}_2$, $\mathbf{T}_3$ and $\mathbf{T}_4$ to represent more complex camera motions. For more detailed material of cubic B-Spline, please refer to our supplementary material. Since directly optimizing poses would lose the ordering information, we compute the metrics (e.g. PSNR) for all 7 poses and choose the best one for comparison. The average quantitative results on the datasets of Deblur-NeRF [23] (Cozy2room, Factory, Pool, Trolley) and MBA-VO [21] (Cozy2room, Factory, Pool, Tanabata and Trolley) are shown in Table 1. It demonstrates that directly optimizing $N$ camera poses performs worse than spline-based methods. It also demonstrates that linear interpolation performs comparably as that of cubic B-Spline interpolation. In particular, linear interpolation achieves slightly better performance on the dataset of MBA-VO, and cubic B-Spline performs slightly better on that of MBA-VO.

![Table 2. Quantitative deblurring comparisons on the synthetic dataset of Deblur-NeRF [23]. Note that DeblurNeRF* is trained with the ground-truth poses, while the other one is trained with the estimated poses by COLMAP [41]. The experimental results demonstrate that our method achieves the best performance over prior methods. It also demonstrates that the DeblurNeRF is sensitive to the accuracy of the provided camera poses.](image)

![Table 3. Quantitative novel view synthesis comparisons on the synthetic dataset of Deblur-NeRF [23]. The experimental results demonstrate that our method delivers state-of-the-art performance compared to prior works.](image)

![Table 4. Quantitative deblurring comparisons on the synthetic dataset of MBA-VO [21]. The experimental results demonstrate that our method achieves the best performance even with a camera that is not moving at a constant velocity within exposure time, compared to linear motion model. It is due to the relatively short time interval for camera exposure. Linear interpolation is already sufficient to represent the camera motion trajectory accurately within such short time interval.](image)

4.3. Results

**Quantitative evaluation results.** For the subsequent experimental results, we use linear interpolation by default, unless explicitly stated. We evaluate the deblurring and novel view image synthesis performance with both the synthetic images from Deblur-NeRF [23] and MBA-VO [21]. We also evaluate the accuracy of the refined camera poses of our method against that from Park [33] and BARF [20] in terms of the ATE metric. Both Table 2 and Table 3 present the experimental results in deblurring and novel view image synthesis respectively, with the dataset from Deblur-NeRF [23]. It reveals that single image based deblurring methods, e.g. MPR [57], PVD [44] and SRNDeblur [48] fail to outperform our method, due to the limited information possessed by a single blurry image and the deblurring network struggles to restore the sharp image. The results also reveal...
Figure 4. Qualitative results of different methods with synthetic datasets. BAD-NeRF achieves the best performance under inaccurate poses on various scenes and different levels of blur. Since DeblurNeRF does not explicitly model occlusions, it fails to render sharp edges (i.e. result in the second column) where large depth change exists.

that classic multi-view image deblurring method, i.e. the work from Park et al. [33], cannot outperform our method, thanks to the powerful representation capability of deep neural networks for our method. In the experiments, we also investigate the effect of the input camera poses accuracy to DeblurNeRF [23]. We conduct two experiments, i.e. the DeblurNeRF network is trained with ground truth poses and with that computed by COLMAP [41]. Since the images are motion blurred, the poses estimated by COLMAP are not accurate. The results reveal that the DeblurNeRF network trained with poses from COLMAP [41] performs poorly compared to that of ground truth poses. It further demonstrates that DeblurNeRF is sensitive to the accuracy of the camera poses, since they do not optimize them during training.

To better evaluate the performance of our network, we also conduct experiments with the dataset from MBA-VO [21]. The images from MBA-VO [21] are generated by using real camera motion trajectories from ETH3D dataset [42]. The motion is not at constant velocity compared to that of the dataset from DeblurNeRF [23]. The experimental results presented in Table 4 demonstrate that our network also outperforms other methods, even with a camera that is not moving in constant velocity within exposure time.

To evaluate the performance of camera pose estimation, we also tried to compare our method against the work from Park et al. [33]. However, we found that the method from Park et al. [33] hardly converges and we did not list their metrics. We therefore only present the comparisons of our method against that of COLMAP [41] and BARF [20]. The experiments are conducted on the datasets from DeblurNeRF [23]. The estimated camera poses are aligned with the ground truth poses before the absolute trajectory error metric (ATE). The COLMAP-blur represents the result of COLMAP with blurry images.

Table 5. Pose estimation performance of BAD-NeRF on various blur sequences. The results are in the absolute trajectory error metric (ATE). The COLMAP-blur represents the result of COLMAP with blurry images.
Figure 5. Qualitative results of different methods with the real datasets. The experimental results demonstrate that our method achieves superior performance over prior methods on the real dataset as well. Best viewed in high resolution.

Qualitative evaluation results. We also evaluate the qualitative performance of our method against the other methods. The experiments are conducted on both synthetic and real-world datasets. The experimental results presented in both Fig. 4 and Fig. 5 demonstrate that our method also outperforms other methods as in the quantitative evaluation section. In particular, single image deblurring networks (i.e. MPR [57], PVD [44] and SRNDeblur [48]) indeed can achieve impressive performance on some images, which are not severely blurred. However, they fail to restore the sharp image and bring in unpleasing artifacts for severely blurred images. On the contrary, our method always delivers consistent performance regardless of the level of motion blur. The reason is that our method takes advantage of multi-view images to recover a consistent 3D representation of the scene. It learns to fuse information from other views to improve the deblurring performance. Our method also delivers better results compared to DeblurNeRF [23]. One reason is that DeblurNeRF does not optimize the camera poses/motion trajectories within exposure time. They can deliver impressive results if the accurate poses are known. However, the performance would degrade if inaccurate poses are provided. Unfortunately, it is usually not trivial to recover accurate camera poses from motion blurred images, especially when the images are severely blurred. Thanks to the explicit modeling of the camera motion trajectory within exposure time, our method does not have such limitations. As shown in Table 5, our method can accurately estimate the camera poses together with the learning of the network. Another reason is caused by the formulation of DeblurNeRF. The motion blur aware image formation model of DeblurNeRF does not model occlusions. They synthesize a blurry image by convolving the rendered image with a learned point spread function. It thus cannot accurately model the image formation process for pixels/3D points lying around an edge, which has a large change of depth. In contrast, our method follows the real physical image formation process of a motion blurred image and does not have such an issue. Fig. 4 clearly shows that DeblurNeRF fails to render sharp images around the edge of the floating box even trained with ground truth poses, caused by the occlusion problem.

5. Conclusion

In this paper, we propose a photometric bundle adjustment formulation for motion blurred images by using NeRF to implicitly represent the 3D scene. Our method jointly learns the 3D representation and optimizes the camera poses with blurry images and inaccurate initial poses. Extensive experimental evaluations with both real and synthetic datasets are conducted. The experimental results demonstrate that our method can effectively deblur images, render novel view images and recover the camera motion trajectories accurately within exposure time.
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