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Abstract

We study homomorphisms on the algebra of analytic functions of bounded type on a Banach space. When the domain space lacks symmetric regularity, we show that in every fiber of the spectrum there are evaluations (in higher duals) which do not coincide with evaluations in the second dual. We also consider the commutativity of convolutions between evaluations. We show that in some Banach spaces $X$ (for example, $X = \ell_1$) the only evaluations that commute with every other evaluation in $X''$ are those in $X$. Finally, we establish conditions ensuring the symmetry of the canonical extension of a symmetric multilinear operator (on a non-symmetrically regular space) and present some applications.
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The study of the spectrum of the Fréchet algebra $\mathcal{H}_b(X)$ of entire functions of bounded type began with the renowned article [4] by Aron, Cole and Gamelin. In that work, the hypothesis of $X$ being symmetrically regular (see the definition below) was identified as relevant for the description of its spectrum. From there on, all the subsequent research on this topic (see, for instance, [6–9, 12]) has been mainly devoted to the symmetrically regular case.

Our aim here is to follow the unexploited path and study the behavior of homomorphisms in $\mathcal{H}_b(X)$ for $X$ a non-symmetrically regular Banach space.
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The spectrum of $\mathcal{H}_b(X)$ is the set
\[ \mathcal{M}_b(X) = \{ \varphi : \mathcal{H}_b(X) \to \mathbb{C}, \varphi \text{ is a nonzero algebra homomorphism} \}. \]

For each $x \in X$, we can define the evaluation homomorphism at $x$ as $\delta_x(f) = f(x)$, which clearly belongs to $\mathcal{M}_b(X)$. By [3], there is a canonical extension $[f \mapsto \tilde{f}]$ from $\mathcal{H}_b(X)$ to $\mathcal{H}_b(X''')$, the so-called Aron-Berner extension (see definition below). Through this extension we can also define evaluations at elements of the bidual: for $x'' \in X''$ we set
\[ \tilde{\delta}_x(f) := \tilde{f}(x''). \]

Since this extension is continuous and multiplicative we have $\tilde{\delta}_x \in \mathcal{M}_b(X)$ for each $x'' \in X''$. By [3], there is a canonical extension $[f \mapsto \tilde{f}]$ from $\mathcal{H}_b(X)$ to $\mathcal{H}_b(X''')$, the so-called Aron-Berner extension (see definition below). Through this extension we can also define evaluations at elements of the bidual: for $x'' \in X''$ we set
\[ \tilde{\delta}_x(f) := \tilde{f}(x''). \]

i.e., $\pi(\varphi)$ is the restriction of the homomorphism $\varphi$ to $X'$. For $x'' \in X''$, the fiber of the spectrum of $\mathcal{M}_b(X)$ over $x''$ is the set
\[ \mathcal{M}_{x''} = \{ \varphi \in \mathcal{M}_b(X), \pi(\varphi) = x'' \} = \pi^{-1}(x''). \]

It is easy to check that $\pi(\tilde{\delta}_x) = x''$ or, in other words, that $\tilde{\delta}_x$ belongs to $\mathcal{M}_{x''}$. We thus have the following commutative diagram:

\[ X'' \xrightarrow{\tilde{\delta}} \mathcal{M}_b(X) \xrightarrow{\pi} X'' \]

The question on the existence of elements in $\mathcal{M}_{x''}$ other than $\tilde{\delta}_x$ has been widely considered. In particular, one may wonder if we can get new homomorphisms by repeating the extension and evaluation procedure. Namely, let $\tilde{\tilde{f}}$ be the extension of $\tilde{f}$ to the fourth dual $X^{iv}$ and take $x^{iv} \in X^{iv}$. We can define
\[ \tilde{\tilde{\delta}}_{x^{iv}}(f) := \tilde{\tilde{f}}(x^{iv}). \]

This is clearly an element of the spectrum, but it is not clear that it is a new one. It may happen that there exists some $x'' \in X''$ such that
\[ \tilde{\tilde{\delta}}_{x^{iv}}(f) = \tilde{\tilde{\delta}}_{x^{iv}}(f) \]

for all $f \in \mathcal{H}_b(X)$. In fact, in [6] it is shown that this is always the case when $X$ is symmetrically regular. Note that if (3) holds, then one must have $x'' = \pi(x^{iv})$. Also in [6], the authors show that in every non-symmetrically regular space there exist some $x^{iv} \in X^{iv}$ for which $\tilde{\tilde{\delta}}_{x^{iv}}(f) \neq \tilde{\tilde{\delta}}_{\pi(x^{iv})}(f)$ for certain $f \in \mathcal{H}_b(X)$. In Sect. 1 we find conditions on $X$ ensuring that on every fiber there are new evaluations at points of the fourth dual; that is, for every $x'' \in X''$ there is $x^{iv} \in X^{iv}$ such that
\[ \tilde{\tilde{\delta}}_{x^{iv}} \in \mathcal{M}_{x''} \text{ and } \tilde{\tilde{\delta}}_{x^{iv}} \neq \tilde{\tilde{\delta}}_{x^{iv}}. \]
These conditions are fulfilled by $\ell_1$ and, more generally, for any $X$ having a complemented copy of $\ell_1$. For general non-symmetrically regular Banach spaces we show that for every $x'' \in X''$ there is $x^{vi} \in X^{vi}$ such that $\tilde{\delta}_{x^{vi}} \in \mathcal{M}_{x''}$ and $\tilde{\delta}_{x^{vi}} \neq \tilde{\delta}_{x''}$. In other words, in every fiber there are homomorphisms given by evaluations in the sixth dual which do not coincide with evaluations in the bidual. We also address a question on the approximation of homomorphisms by evaluations. From [10] we see that evaluations in the bidual $X''$ are limits of evaluations in $X$. We observe in Proposition 1.7 that the same happens with evaluations at points of $X^{iv}$ and of any higher dual: they can be approximated by evaluations in $X$ and therefore they do not belong to the so-called corona of the spectrum.

In [4] the authors also defined and studied the convolution operation $\ast$ (see definition below), which endows the spectrum with a semigroup structure. They presented some useful formulas to compute this convolution and showed that this operation makes the spectrum a non-commutative semigroup. Moreover, they give equivalent formulations for commutativity between evaluations in the bidual, i.e., conditions equivalent to

$$\tilde{\delta}_{z_1} \ast \tilde{\delta}_{z_2} = \tilde{\delta}_{z_2} \ast \tilde{\delta}_{z_1}$$

for $z_1, z_2 \in X''$. In Sect. 2 we continue the study of the convolution operation on non-symmetrically regular Banach spaces. We show that if $X$ is $\ell_1$ or $F \oplus F'$, with $F$ non-reflexive, a homomorphism $\tilde{\delta}_v$ commutes with every other evaluation if and only if $z \in X$.

A careful reading of [6] shows that a key ingredient used by the authors to find new homomorphisms given by evaluations at points of $X^{iv}$ is the existence of a symmetric multilinear map whose canonical extension is not symmetric. This is the reason why on symmetrically regular Banach spaces the points of $X^{iv}$ do not yield to new homomorphisms: a space is symmetrically regular if and only if the canonical extension of every symmetric multilinear map is again symmetric. In Sect. 3 we investigate when the canonical extension of a particular symmetric multilinear map is symmetric. On Theorem 3.1 we prove several characterizations of this fact which lead to some applications. In particular, we show that if the canonical extension of a symmetric multilinear form is symmetric, then so are all subsequent extensions to higher duals.

**Definitions and notation**

For a Banach space $X$ we write $B_X$ for the open unit ball and $i_X : X \to X''$ for the canonical embedding of $X$ into its bidual. Note that, in this case, the transpose $i'_X : X''' \to X'$ is just the restriction operator, which can be seen as a natural projection from $X''''$ onto its subspace $i_X(X')$. It is important to recall that, in general, the bitranspose $i'^*_X : X'' \to X^{iv}$ is not equal to the canonical embedding of the bidual into the fourth dual $i'''_X : X'' \to X^{iv}$.

Given Banach spaces $X$ and $E$ we say that a function $P : X \to E$ is a *continuous $m$-homogeneous polynomial* if there exists a unique continuous symmetric $m$-linear mapping $\tilde{P}$ such that $P(x) = \tilde{P}(x, \ldots, x)$. We write $\mathcal{P}(m \times X, E)$, $\mathcal{L}(m \times X, E)$ and $\mathcal{L}_s(m \times X, E)$ for spaces of $m$-homogeneous polynomials, $m$-linear mappings and symmetric $m$-linear mappings from $X$ to $E$, respectively. When $E = \mathbb{C}$ we just write $\mathcal{P}(m X)$, $\mathcal{L}(m X)$ and $\mathcal{L}_s(m X)$ for these spaces.

A mapping $f : X \to \mathbb{C}$ is said to be *holomorphic* if for every $x_0 \in X$ there exists a sequence $(P_m f(x_0))$, with each $P_m f(x_0)$ a continuous $m$-homogeneous polynomial, such
that the series
\[ f(x) = \sum_{m=0}^{\infty} P_m f(x_0)(x - x_0) \]
converges uniformly in some neighborhood of \( x_0 \).

A holomorphic function \( f : X \to \mathbb{C} \) is said to be of bounded type if it maps bounded subsets of \( X \) into bounded subsets of \( \mathbb{C} \). The set
\[ \mathcal{H}_b(X) = \{ f : X \to \mathbb{C}, \ f \text{ is a holomorphic function of bounded type} \} \]
is a Fréchet algebra if we endow it with the family of seminorms \( \{ \| \cdot \|_{rB_X} : r > 0 \} \), where
\[ \| f \|_{rB_X} = \sup_{\| x \| < r} |f(x)|. \]

Based on ideas due to Arens [1, 2], there is a canonical way to extend an element \( A \in \mathcal{L}(^m X, E) \) to an element \( \tilde{A} \in \mathcal{L}(^m X'', E'') \) using weak star limits. Given \( x_1'', \ldots, x_n'' \in X'' \), we define
\[ \tilde{A}(x_1'', \ldots, x_n'') = w^*- \lim_{\alpha_1} \cdots w^*- \lim_{\alpha_m} A(x_{\alpha_1}, \ldots, x_{\alpha_m}), \]
where \( (x_{\alpha_i}) \subseteq X \) is any net \( w^*- \)convergent to \( x_i'' \). In other words, we extend one variable at a time, from right to left, using weak star limits. From now on, we write
\[ w^*- \lim_{\alpha_1 \cdots \alpha_m} A(x_{\alpha_1}, \ldots, x_{\alpha_m}) \]
for short. This is not the original definition (see [3]), but it is equivalent to it and it is the one used through this work. Naturally, this way of extending multilinear mappings gives a tool to extend a polynomial \( P \in \mathcal{P}(^m X, E) \) to \( \tilde{P} \in \mathcal{P}(^m X'', E'') \) by defining
\[ \tilde{P}(x'') = \tilde{\tilde{P}}(x'', \ldots, x''). \]
The above provides a canonical extension \([ f \mapsto \tilde{f}]\) from \( \mathcal{H}_b(X) \) to \( \mathcal{H}_b(X'') \) which satisfies, for any \( f \in \mathcal{H}_b(X) \) and \( r > 0 \),
\[ \| f \|_{rB_X} = \| \tilde{f} \|_{rB_{X''}}. \]

This extension of holomorphic functions is often referred to as the Aron-Berner extension. We refer the reader to the articles [3, 10], or the survey [17] (and the references therein), for more details on this topic.

A fundamental property to consider when studying canonical extensions to the bidual is the Arens regularity: a Banach space \( X \) is said to be Arens regular, or simply regular, if every continuous linear mapping \( T \in \mathcal{L}(X, X') \) turns out to be weakly compact. When this holds just for every symmetric mapping \( T \) (i.e., those satisfying \( T(x_1)(x_2) = T(x_2)(x_1) \) for all \( x_1, x_2 \in X \)) the space \( X \) is said to be symmetrically regular. Note that regularity is more restrictive than symmetric regularity: it is commented in [6] that the dual \( J' \) of James’ space is symmetrically regular although it is not regular.

1 Evaluations in higher duals

As mentioned in the introduction, in [6, Theorem 1.3] it is proved that a space is non-symmetrically regular if and only if there is a fiber \( \mathcal{M}_x \) with an evaluation homomorphism
\[ \tilde{\delta}_{x^{iv}} \in \mathcal{M}_{x''}, \text{ different from } \tilde{\delta}_{x^{v}}. \] In the main result of this section we prove something stronger for a large class of non-symmetrically regular Banach spaces: on every fiber there is such a homomorphism. Also, we show that for an arbitrary non-symmetrically regular space a similar result holds, eventually seeking for evaluations at points of the sixth dual. The main result of this section is the following theorem, whose proof will be presented below.

**Theorem 1.1** Suppose the Banach space \( X \) has a quotient isomorphic to \( F \oplus F' \) for some non-reflexive Banach space \( F \). Then, for every \( x'' \in X'' \) there is \( x^{iv} \in X^{iv} \) such that

\[ \tilde{\delta}_{x^{iv}} \in \mathcal{M}_{x''} \text{ and } \tilde{\delta}_{x^{iv}} \neq \tilde{\delta}_{x^{v}}. \]

A large family covered by the previous theorem is that of Banach spaces containing complemented (isomorphic) copies of \( \ell_1 \). Indeed, such a Banach space \( X \) has a quotient isomorphic to \( \ell_1 \). Since \( c_0 \oplus \ell_1 \) is separable, there is a quotient map from \( \ell_1 \) onto \( c_0 \oplus \ell_1 \) and therefore \( X \) has a quotient isomorphic to \( c_0 \oplus \ell_1 \). Hence, \( X \) satisfies the hypotheses of the above theorem for \( F = c_0 \). This gives the following.

**Corollary 1.2** Let \( X \) be a Banach space containing a complemented copy of \( \ell_1 \). Then, for every \( x'' \in X'' \) there is \( x^{iv} \in X^{iv} \) such that

\[ \tilde{\delta}_{x^{iv}} \in \mathcal{M}_{x''} \text{ and } \tilde{\delta}_{x^{iv}} \neq \tilde{\delta}_{x^{v}}. \]

One may note that the argument of the previous corollary holds for any space \( X \) having a quotient isomorphic to \( \ell_1 \), not only for those containing complemented copies of \( \ell_1 \). However, this observation will not give us more examples, since the existence of such a quotient is equivalent to \( X \) having a complemented copy of \( \ell_1 \) (see for example [11, Chapter 7, Theorem 5]). We also mention that the hypotheses of Theorem 1.1 are more general than those of the corollary: the space \( X = J \oplus J' \), where \( J \) is James’ space, satisfies the hypotheses of the theorem but does not contain copies of \( \ell_1 \) since it has separable dual.

The previous results cover most of the known examples of non-symmetrically regular spaces in the literature. Obvious examples are infinite dimensional \( L_1(\mu) \) spaces. Moreover, if \( X' \) is complemented in a Banach lattice or if it is isomorphic to a closed subspace of an ordered continuous Banach lattice, then the condition of having a complemented copy of \( \ell_1 \) is actually equivalent to being non-symmetrically regular (see [16, Corollary 10]). In fact, we are not aware of any non-symmetrically regular Banach space not covered by the theorem. But for those possible cases, we can see that every fiber has evaluations in the sixth dual which are different from all the evaluations in the bidual.

**Proposition 1.3** Let \( X \) be a non-symmetrically regular Banach space and \( x'' \in rB_X'' \). Then, there is \( x^{vi} \in rB_X^{vi} \) such that

\[ \tilde{\delta}_{x^{vi}} \in \mathcal{M}_{x''} \text{ and } \tilde{\delta}_{x^{vi}} \neq \tilde{\delta}_{x^{v}}. \]

We remark that the homomorphism \( \tilde{\delta}_{x^{vi}} \) given by the previous proposition may actually be an evaluation in \( X^{iv} \), in the sense that there may be a \( y^{iv} \in X^{iv} \) such that \( \tilde{\delta}_{x^{vi}} = \tilde{\delta}_{y^{iv}} \).

Now we focus on the proof of Theorem 1.1. We begin by proving the following lemma, which gives sufficient conditions for the existence of evaluations in the fourth dual giving new homomorphisms in every fiber of the spectrum.
Lemma 1.4 If there exists an element \( w \in (X')^\perp \subseteq X^{iv} \) and a polynomial \( P \in \mathcal{P}(mX) \) satisfying
\[
\tilde{P}(w) \neq 0
\]
then, for any \( x'' \in X'' \) there is \( x^{iv} \in X^{iv} \) such that
\[
\tilde{\delta}_{x^{iv}} \in \mathcal{M}_{x''} \text{ and } \tilde{\delta}_{x^{iv}} \neq \delta_{x''}.
\]

Proof Recall that \( X^{iv} = X'' \oplus (X')^\perp \) and take \( x^{iv} = x'' + \alpha w \) with \( \alpha \in \mathbb{C} \) to be fixed. It is clear that \( \tilde{\delta}_{x^{iv}} \in \mathcal{M}_{x''} \) and we can compute
\[
\tilde{P}(x^{iv}) = \tilde{P}(x'' + \alpha w) = \sum_{k=0}^{m} \binom{m}{k} \tilde{P}(x'')^{m-k} \cdot ((\alpha w)^{k}) = \sum_{k=0}^{m} \binom{m}{k} \alpha^{k} \tilde{P}(x'')^{m-k} \cdot w^{k},
\]
obtaining a polynomial of degree \( m \) on \( \alpha \). Thus, we can set \( \alpha \) such that
\[
\tilde{\delta}_{x^{iv}}(P) = \tilde{P}(x'' + \alpha w) \neq \tilde{P}(x'' + 0w) = \tilde{P}(x'') = \tilde{\delta}_{x''}(P).
\]
\[\square\]

Note that the hypothesis of the previous lemma is equivalent to the existence of elements \( x_{0} \in X, \ w \in (X')^\perp \) and a polynomial (non necessarily homogeneous) \( Q \) such that \( \tilde{Q}(x_{0} + w) \neq Q(x_{0}) \).

Let \( P \in \mathcal{P}(2X) \) be a polynomial and \( A \) be its associated symmetric bilinear form. We define the linear operator associated to \( P \) as \( T : X \rightarrow X' \) given by
\[
T(x) = A(x, \cdot).
\]

Note that the linear operator \( T \) associated to a polynomial \( P \) is symmetric. Moreover, by [4, Lemma 8.1] the extension of \( P \) can be computed as
\[
\tilde{P}(x'') = \langle T'', x'' \rangle. \tag{4}
\]

Remark 1.5 Let \( P \in \mathcal{P}(2X) \) with associated operator \( T \in \mathcal{L}(X, X') \). By [4, Lemma 8.1], the symmetric operator associated to \( \tilde{P} \) is \( T_{\tilde{P}} \in \mathcal{L}(X'', X'') \) given by \( T_{\tilde{P}} = \frac{T'' + iX''iT''}{2} \).

Now we can use (4) to compute the extension \( \tilde{P} \) of \( P \) to \( X^{iv} \) as
\[
\tilde{P}(x^{iv}) = \left\langle T_{\tilde{P}}^{iv}x^{iv}, x^{iv} \right\rangle = \left\langle \left( \frac{T'' + iX''iT''}{2} \right)^{(iv)}(x^{iv}), x^{iv} \right\rangle = \left\langle \frac{T^{iv}(x^{iv}) + iX^{iv}T^{iv}(x^{iv})}{2}, x^{iv} \right\rangle.
\]

During the course of the present work, we noticed that in the proof of [6, Theorem 1.3] the extension \( \tilde{P} \) is not properly computed and subsequent steps are then not valid. Fortunately, using the expression for \( \tilde{P} \) from the previous remark, that proof can be fixed with some minor changes that do not alter the original idea. Since that result is cited repeatedly here, for the sake of completeness and the reader’s convenience, we specify these changes below. We are grateful to Richard Aron and Manolo Maestre for useful talks regarding this topic.
In [6, Theorem 1.3], the authors need to show that the linear coefficient of the polynomial of degree 2

$$\alpha \rightarrow \tilde{P}(x_0'' + \alpha w)$$  \hspace{1cm} (5)

is not null. Here, $P$ is a 2–homogeneous polynomial in $X$ whose associated operator $T$ is not weakly compact, and $x_0'' \in X''$, $w \in (X')^\perp \subseteq X^{iv}$ are chosen such that $\langle T''x_0'', w \rangle \neq 0$. The existence of these elements is a consequence of $T$ not being weakly compact. The linear coefficient of the polynomial given in (5) is

$$\frac{1}{2} \left( \langle T^{iv}x_0'', w \rangle + \langle i''_X i'''_X T^{iv}x_0'', w \rangle + \langle T^{iv}w, x_0'' \rangle + \langle i''_X i'''_X T^{iv}w, x_0'' \rangle \right) \hspace{1cm} (6)$$

The term $\langle T^{iv}x_0'', w \rangle$ is equal to $\langle T''x_0'', w \rangle$. For the second term we have that

$$\langle i''_X i'''_X T^{iv}x_0'', w \rangle = \langle i''_X T''x_0'', i''_X w \rangle = \langle i''_X T''x_0'', i''_X w \rangle,$$

which is null since $i''_X w = 0$ (recall that $w \in (X')^\perp$). Similarly

$$\langle T^{iv}w, x_0'' \rangle = \langle w, T''x_0'' \rangle = \langle w, T''x_0'' \rangle = 0$$

because $T'x_0'' \in X'$. Finally, using that $T$ is symmetric we have that $T'' = T'' i''_X$, and thus

$$\langle i''_X i'''_X T^{iv}w, x_0'' \rangle = \langle w, T''' i''_X i'''_X x_0'' \rangle = \langle w, T''' x_0'' \rangle$$

which is exactly the first term of (6). Therefore, the linear coefficient (6) is equal to $\langle T''x_0'', w \rangle$, which incidentally is the same obtained by the authors in [6], despite the computation mistake.

The following result is crucial for the proof of the main theorem of this section. It shows that in any space of the form $F \oplus F'$, with $F$ non-reflexive, we can find in every fiber evaluations at elements of the fourth dual giving new homomorphisms.

**Theorem 1.6** Given a non-reflexive Banach space $F$, consider $E = F \oplus F'$ and $P \in \mathcal{P}(E)$ defined as

$$P((x, x')) = x'(x).$$

Then, $P$ satisfies the conditions of Lemma 1.4. As a consequence, in every fiber there are evaluations at elements of the fourth dual giving new homomorphisms.

**Proof** To see this, we first note that $\tilde{P}((x, x'), (y, y')) = \frac{x'(y) + y'(x)}{2}$, so the operator $T : F \oplus F' \to F'' \oplus F'''$ associated to $P$ is given by

$$T((x, x')) = \frac{1}{2}(x', i_F(x)).$$
Therefore, by Remark 1.5 we have that \( \overline{P} \in \mathcal{P}(2E^{' iv}) \) is computed in the following way:

\[
\overline{P}((x^{iv}, x^v)) = \left\langle \frac{T^{iv}((x^{iv}, x^v)) + i_F^{' iv}i_F'^{iv}T^{iv}((x^{iv}, x^v))}{2}, (x^{iv}, x^v) \right\rangle \\
= \left\langle \frac{(x^v, i_F^{' iv}x^v) + i_F^{' iv}i_F'^{iv}(x^v, i_F^{' iv}x^v)}{4}, (x^{iv}, x^v) \right\rangle \\
= \left\langle \frac{(x^v, i_F^{' iv}x^v) + (i_F'^{iv}i_F^{' iv}(x^v), i_F'^{iv}i_F^{' iv}x^v)}{4}, (x^{iv}, x^v) \right\rangle \\
= \frac{x^v(x^{iv}) + i_F^{' iv}x^v(x^v) + i_F'^{iv}(x^v)(i_F^{' iv}x^v) + i_F'^{iv}i_F^{' iv}x^v(x^v)}{4} \\
= \frac{x^v(x^{iv}) + i_F^{' iv}x^v(x^v) + i_F'^{iv}(x^v)(i_F^{' iv}x^v) + x^v(i_F^{' iv}x^v)}{4}.
\]

Now, if we consider that \( (x^{iv}, x^v) \) belongs to \( (F')^\perp \oplus (F'')^\perp = (E')^\perp \subseteq E^{iv} \) with \( x^v \neq 0 \) we have \( i'_{F''}x^{iv} = 0 \) and \( i'_{F''}x^v = 0 \). Thus,

\[
\overline{P}((x^{iv}, x^v)) = \frac{x^v(x^{iv}) + i_F^{' iv}x^v(x^v)}{4} = \frac{x^v(x^{iv}) + x^v(i_F'^{iv}x^v)}{4}.
\]

Recall that \( F^{' iv} = F' \oplus F^\perp \) and let us call \( \rho : F^{' iv} \to F^\perp \) the canonical projection. The fact that \( x^{iv} \) belongs to \( (F')^\perp \) implies \( x^{iv} = x^{iv}\rho \). Therefore,

\[
\overline{P}((x^{iv}, x^v)) = \frac{x^v(x^{iv}) + x^v(i_F'^{iv}x^v)}{4} = \frac{x^v(x^{iv}) + i_F'^{iv}\rho i_F'^{iv}x^v(x^{iv})}{4} = \frac{[x^v + i_F'^{iv}\rho i_F'^{iv}x^v](x^{iv})}{4}.
\]

Note that \( x^v + i_F'^{iv}\rho i_F'^{iv}x^v \) cannot belong to the copy of \( F' \) inside \( F^v \) for that subspace intersects trivially the subspace \( (F'')^\perp \oplus F^\perp \) to which \( x^v + i_F'^{iv}\rho i_F'^{iv}x^v \) belongs. Then, we can choose \( x^{iv} \in (F')^\perp \) such that \( [x^v + i_F'^{iv}\rho i_F'^{iv}x^v](x^{iv}) \neq 0 \), reaching in this way to an element \( (x^{iv}, x^v) \in (E')^\perp \) that satisfies \( \overline{P}((x^{iv}, x^v)) \neq 0 \). Finally, appealing to Lemma 1.4 we get the desired conclusion. \( \square \)

In [15] there is an example of a non-reflexive Banach \( F \) space such that both \( F \) and \( F' \) are regular (and in particular symmetrically regular). Even then, the space \( F \oplus F' \) not only is non-symmetrically regular (see also the comments below [6, Corollary 1.8]), but moreover in every fiber there are evaluations in the fourth dual giving new homomorphisms.

We are ready to prove the main theorem of this section.

**Proof of Theorem 1.1** Writing \( E = F \oplus F' \), Theorem 1.6 gives us a polynomial \( Q : E \to \mathbb{C} \) with \( \overline{Q}(u) \neq 0 \) for some \( u \in (E')^\perp \). Now, the assumptions on \( X \) mean that there is a continuous surjective linear map \( T : X \to E \). Let us see that \( P := Q \circ T \) satisfies the conditions of Lemma 1.4. Using that

\[
\overline{P} = \overline{Q} \circ T^{iv}
\]

and that \( T^{iv} \) is onto, we can take \( x^{iv} \in X^{iv} \) such that \( T^{iv}(x^{iv}) = u \). In particular

\[
\overline{P}(x^{iv}) = \overline{Q}(u) \neq 0.
\]
Let us write $x^{iv} = x'' + w$, with $x'' \in X''$ and $w \in (X')^\perp$. Then
\[
u = T^{iv}(x^{iv}) = T''(x'') + T^{iv}(w).
\]
Since
\[
\begin{align*}
&\bullet \ w \in (X')^\perp \text{ implies that } T^{iv}(w) \in (E')^\perp, \\
&\bullet \ T''(x'') \in E'', \\
&\bullet \ u \in (E')^\perp,
\end{align*}
\]
we conclude that $T''(x'') = 0$. Therefore, $\widetilde{P}(w) = \widetilde{P}(x^{iv}) \neq 0$ and given that $w \in (X')^\perp$ we can use Lemma 1.4 to finish the proof. \hfill \Box

We continue with the proof of Proposition 1.3.

**Proof of Proposition 1.3** Let $P$ be a 2-homogeneous polynomial such that its associated operator $T$ is not weakly compact. Since $T$ factors through $\widetilde{T_P}$ (the operator associated to $\widetilde{P}$), we have that $\widetilde{T_P}$ cannot be weakly compact. Thus, there is $x^{iv} \in X^{iv}$ such that
\[
T''(x^{iv}) \in X'' \setminus X^{iv}.
\]
Since
\[
X^{iv} = X'' \oplus X^\perp \quad \text{and} \quad T''(X'') = T_P(X'') \subseteq X^{iv},
\]
eventually replacing $x^{iv}$ by $x^{iv} - i'_X(x^{iv}) + x''$, we may assume $i'_X(x^{iv}) = x''$. Replacing $x^{iv}$ by $\frac{x^{iv} - x''}{K} + x''$, with $K > 0$ large enough, we may also assume that $\|x^{iv}\| < r$.

Now, the result follows using a similar argument as in the proof of [6, Theorem 1.3]. Since $T''(x^{iv}) \in X'' \setminus X^{iv}$, there is $w \in (X^{iv})^\perp \subseteq X^{iv}$ such that
\[
\alpha \rightarrow \widetilde{P}(x^{iv} + \alpha w)
\]
is a polynomial with non-null linear coefficient (see the comments after Remark 1.5). In particular, there is $\alpha_0$ close to 0, such that
\[
\|x^{iv} + \alpha_0 w\| < r \quad \text{and} \quad \widetilde{P}(x^{iv} + \alpha_0 w) \neq \widetilde{P}(x'').
\]
Taking $x^{vi} = x^{iv} + \alpha_0 w$ we conclude the proof. \hfill \Box

**A remark on the corona of the spectrum**

Throughout this article we show some similarities and differences between the evaluations at points in the bidual and evaluations at points in higher duals. We recall that, in our setting, the corona is defined as the set $\mathcal{M}_b(X) \setminus \{\delta_x : x \in X\}$ (the closure taken in the Gelfand topology), i.e., the set of homomorphisms that cannot be approximated by evaluations in $X$. We end this section with the observation that the results in [10], which clearly imply that evaluations at points of the bidual do not belong to the corona of the spectrum, also imply that evaluations at points of higher duals do not belong either.

Note that most of the examples of homomorphisms appearing in the literature are given by evaluations at points of some dual $X^{(2n)}$ or by limits of evaluations along ultrafilters (see for example [6, Proposition 1.5]). The latter are clearly outside the corona, so it is interesting to determine what happens to evaluations in $X^{(2n)}$. 
Proposition 1.7 Let $X$ be an arbitrary Banach space, then
\[ \{ \delta_{x^{iv}} \cdot x^{iv} \in X^{iv} \} \subseteq \delta_{x}, x \in X, \]
where the closure is taken in the Gelfand topology.

Proof Consider the sets
\[
\Delta = \{ \delta_{x}, x \in X \} \subseteq \mathcal{M}_b(X) \\
\Delta_2 = \{ \delta_{x^{''}}, x^{''} \in X^{''} \} \subseteq \mathcal{M}_b(X) \\
\Delta_4 = \{ \delta_{x^{iv}}, x^{iv} \in X^{iv} \} \subseteq \mathcal{M}_b(X) \\
\Theta_2 = \{ \delta_{x^{''}}, x^{''} \in X \} \subseteq \mathcal{M}_b(X^{''}) \\
\Theta_4 = \{ \delta_{x^{iv}}, x^{iv} \in X^{iv} \} \subseteq \mathcal{M}_b(X^{iv}).
\]

By [10] we know that $\Delta_2 \subseteq \overline{\Delta}$ and $\Theta_4 \subseteq \overline{\Theta_2}$. The result follows by noticing that $\Theta_2$ and $\Theta_4$ naturally map, respectively, onto $\Delta_2$ and $\Delta_4$ in $\mathcal{M}_b(X)$.

More precisely, consider the function $\varrho : \mathcal{M}_b(X^{''}) \to \mathcal{M}_b(X)$ defined as $\varrho(\varphi)(f) = \varphi(\tilde{f})$. Since $\varrho$ in continuous, we have that $\varrho(\Theta_2) \subseteq \varrho(\Theta_2)$, thus
\[
\Delta_4 = \varrho(\Theta_4) \subseteq \varrho(\Theta_2) \subseteq \varrho(\Theta_2) = \Delta_2 \subseteq \overline{\Delta} = \overline{\Delta}.
\]

\qed

It is not hard to adapt the proof above to show the same result for evaluations in higher even duals.

2 The convolution operation

In this section we study the convolution operation on $\mathcal{M}_b(X)$. We extend or complement some results on commutativity from [4, Section 6], with a special focus on the non-symmetrically regular case. Recall that given $\varphi, \psi \in \mathcal{M}_b(X)$ we can define their convolution $\varphi \ast \psi$ as
\[
\varphi \ast \psi(f) = \varphi(x \mapsto \psi(\tau_x(f))),
\]
where $\tau_x$ is the translation operator: $\tau_x(f)(y) = f(y + x)$.

Convolution is not commutative in general. However, we know from [4, Lemma 6.3] that $\delta_x \ast \varphi = \varphi \ast \delta_x$ for all $x \in X$ and all $\varphi \in \mathcal{M}_b(X)$. Regarding evaluations in the bidual, we state as a theorem a combination of Lemma 6.10 and Theorem 6.11 from [4].

Theorem 2.1 [4] Given $z_1, z_2 \in X^{''}$, the following statements are equivalent.

(i) $\tilde{\delta}_{z_1} \ast \tilde{\delta}_{z_2} = \tilde{\delta}_{z_2} \ast \tilde{\delta}_{z_1}$.

(ii) $\tilde{\delta}_{z_1} \ast \tilde{\delta}_{z_2} = \tilde{\delta}_{z_1 + z_2}$.

(iii) For any $P \in \mathcal{R}(^2X)$ we have $\tilde{P}(z_1, z_2) = \tilde{P}(z_2, z_1)$.

By [4, Theorem 8.3], a Banach space $X$ is symmetrically regular if and only if the equivalent conditions of the previous theorem hold for every $z_1, z_2 \in X^{''}$. Note also that if $\tilde{\delta}_{z_1} \ast \tilde{\delta}_{z_2} = \delta_{z_3}$ for some $z_3 \in X^{''}$, then $z_3$ must be $z_1 + z_2$. As a consequence, $X^{''}$ is a subsemigroup of $(\mathcal{M}_b(X), \ast)$ precisely when $X$ is symmetrically regular.

Note that the above means that in every non-symmetrically regular Banach space $X$ there exists a pair $z_1, z_2 \in X^{''}$ such that $\tilde{\delta}_{z_1}$ and $\tilde{\delta}_{z_2}$ do not commute. The main goal of this section
is to show that $X = L_1(G)$ and $X = F \oplus F'$ are extreme cases in the following sense: the only evaluations that commute with every other evaluation are those at points in $X$.

**Theorem 2.2** Let $X$ be $L_1(G)$, with $G$ a locally compact abelian group, or $F \oplus F'$, with $F$ a non-reflexive Banach space, and take $z \in X''$. If $\tilde{\delta}_z * \tilde{\delta}_u = \tilde{\delta}_u * \tilde{\delta}_z$ for all $u \in X''$, then necessarily $z \in X$.

Combining the previous theorem with Proposition 2.7 below, we also see that if a homomorphism $\varphi$ commutes with any other homomorphism (or any other evaluation in the bidual), then $\pi(\varphi)$ must belong to $X$.

For the particular case $X = \ell_1$ we get more: we obtain necessary and sufficient conditions on $z_1, z_2 \in \ell_1''$ to have $\tilde{\delta}_{z_1} * \tilde{\delta}_{z_2} = \tilde{\delta}_{z_2} * \tilde{\delta}_{z_1}$. The fact that the non-symmetrically regular space $\ell_1$ is itself a dual space yields the decomposition $\ell_1'' = \ell_1 \oplus c_0^\perp$ which is relevant to our arguments. The next lemma provides us with a family of symmetric bilinear forms on $\ell_1$ which behave as the product of evaluations at some elements in $\ell_1''$. Note that this could also be used to show that $\ell_1$ is non-symmetrically regular.

**Lemma 2.3** Given $a, b \in \ell_\infty$, there is a symmetric bilinear form $B \in \mathcal{L}(\ell_1)$ such that, if $z_1 \in \ell_1''$ and $z_2 \in c_0^\perp \subseteq \ell_1''$, then

$$\tilde{B}(z_1, z_2) = z_1(a)z_2(b).$$

**Proof** If $a = (a_n)_{n \in \mathbb{N}}$ and $b = (b_n)_{n \in \mathbb{N}}$, given $k \in \mathbb{N}$ let us call

$$a_{<k} = (a_1, \ldots, a_k, 0, \ldots).$$

$$b_{\geq k} = (0, \ldots, 0, b_k, b_{k+1}, \ldots).$$

Define the bilinear form $\phi \in \mathcal{L}(\ell_1)$ as

$$\phi(x, y) = \sum_{n=1}^{\infty} \sum_{k=1}^{n} b_n x_n a_k y_k$$

$$= \sum_{n=1}^{\infty} b_n x_n a_{<n}(y)$$

$$= \sum_{k=1}^{\infty} a_k y_k b_{\geq k}(x).$$

Let us show that the symmetric bilinear form

$$B(x, y) = \phi(x, y) + \phi(y, x)$$

meets the required conditions. Let $z_1 \in \ell_1''$ and $z_2 \in c_0^\perp \subseteq \ell_1''$ and observe that $a_{<n}, (b - b_{\geq k}) \in c_0$, which implies that

$$z_2(a_{<n}) = 0 \text{ and } z_2(b_{\geq k}) = z_2(b).$$
Then, if \((x^\alpha), (y^\beta) \subseteq \ell_1\) are nets \(w^*-\)convergent to \(z_1\) and \(z_2\) respectively, we have
\[
\tilde{B}(z_1, z_2) = \lim_{\alpha, \beta} B(x^\alpha, y^\beta) = \lim_{\alpha, \beta} \phi(x^\alpha, y^\beta) + \phi(y^\beta, x^\alpha)
\]
\[
= \lim_{\alpha, \beta} \left( \sum_{n=1}^{\infty} b_n x_n^\alpha a_n^\beta + \sum_{k=1}^{\infty} a_k x_k^\alpha b_k^\beta \right)
\]
\[
= \lim_{\alpha} \left( \sum_{n=1}^{\infty} b_n x_n^\alpha z_2(a_n^\beta) + \sum_{k=1}^{\infty} a_k x_k^\alpha z_2(b_k^\beta) \right)
\]
\[
= \lim_{\alpha} \left( 0 + \sum_{k=1}^{\infty} a_k x_k^\alpha z_2(b_k) \right) = \lim_{\alpha} z_2(b) a(x^\alpha)
\]
\[
= z_2(b)z_1(a).
\]

The previous lemma allows us to give a more direct proof of [4, Theorem 7.5] without appealing to measure theoretic tools developed in that article.

**Theorem 2.4** ([4, Theorem 7.5]) Given nonzero \(z_1, z_2 \in c_0^\perp \subseteq \ell_1^\perp\), then \(\tilde{\delta}_{z_1} \ast \tilde{\delta}_{z_2} = \tilde{\delta}_{z_2} \ast \tilde{\delta}_{z_1}\) if and only if \(z_1\) and \(z_2\) are multiples of each other.

**Proof** If \(z_1\) and \(z_2\) are not multiples of each other, there are \(a, b \in \ell_\infty\) such that
\[
a \in \ker(z_2) \setminus \ker(z_1) \quad \text{and} \quad b \notin \ker(z_2).
\]

For this \(a\) and \(b\), take \(B\) as in Lemma 2.3. Thus
\[
\tilde{B}(z_1, z_2) = z_1(a)z_2(b) \neq 0 = z_2(a)z_1(b) = \tilde{B}(z_2, z_1).
\]

Then, the result follows by Theorem 2.1. \(\square\)

The next corollary is an extension of the previous theorem, and it characterizes when two evaluations commute.

**Corollary 2.5** Given \(z_1, z_2 \in \ell_1''\). If \(z_1 = x_1 + w_1\) and \(z_2 = x_2 + w_2\), with \(x_1, x_2 \in \ell_1\) and \(w_1, w_2 \in c_0^\perp \setminus \{0\}\), then \(\tilde{\delta}_{z_1} \ast \tilde{\delta}_{z_2} = \tilde{\delta}_{z_2} \ast \tilde{\delta}_{z_1}\) if and only if \(w_1\) and \(w_2\) are multiples of each other.

**Proof** Since evaluations at points of \(\ell_1\) always commute, by Theorem 2.1, we have
\[
\tilde{\delta}_{z_1} \ast \tilde{\delta}_{z_2} = \tilde{\delta}_{x_1+w_1} \ast \tilde{\delta}_{x_2+w_2}
\]
\[
= \delta_{x_1} \ast \tilde{\delta}_{w_1} \ast \delta_{x_2} \ast \tilde{\delta}_{w_2}
\]
\[
= \delta_{x_1} \ast \delta_{x_2} \ast \tilde{\delta}_{w_1} \ast \tilde{\delta}_{w_2}
\]
\[
= \delta_{x_1+x_2} \ast \tilde{\delta}_{w_1} \ast \tilde{\delta}_{w_2}.
\]

Similarly
\[
\tilde{\delta}_{z_2} \ast \tilde{\delta}_{z_1} = \delta_{x_2+x_1} \ast \tilde{\delta}_{w_2} \ast \tilde{\delta}_{w_1}.
\]

Then, since \(\delta_{x_1+x_2}\) is invertible, \(\tilde{\delta}_{z_1} \ast \tilde{\delta}_{z_2} = \tilde{\delta}_{z_2} \ast \tilde{\delta}_{z_1}\) if and only if \(\tilde{\delta}_{w_1} \ast \tilde{\delta}_{w_2} = \tilde{\delta}_{w_2} \ast \tilde{\delta}_{w_1}\). Finally, an appeal to Theorem 2.4 finishes the proof. \(\square\)

We now focus on the case \(X = F \oplus F'\). The main step for the proof is next lemma, which goes in the lines of Corollary 2.5.
Lemma 2.6  Fix $x'', y'' \in F''$ and $x''', y''' \in F'''$. If $\tilde{\delta}(x'', x''')$ and $\tilde{\delta}(y'', y''')$ commute, then $\rho(x''')(y'') = \rho(y''')(x'')$, where $\rho : F''' \to F'^{\perp}$ is the canonical projection.

Proof  Consider the polynomial $P$ from Theorem 1.6. By Theorem 2.1

$$\tilde{P}((x'', x'''), (y'', y''')) = \tilde{P}((y'', y'''), (x'', x''')).$$ 

Writing $x''' = i_X^* x'' + \rho(x''')$ we obtain

$$\tilde{P}((x'', x'''), (y'', y''')) = \frac{x'''(y'') + x''(i_X^* y''')}{2} = \frac{y''(i_X^* x''') + x''(i_X^* y''')}{2} + \frac{x'''(y'') + \rho(x''')(y'')}{2}.$$ 

Similarly

$$\tilde{P}((y'', y'''), (x'', x''')) = \frac{x''(i_X^* y''') + \rho(y''')(x'') + y''(i_X^* x''')}{2}.$$ 

which gives the desired conclusion.  

Proof of Theorem 2.2  We start with the case $X = F \oplus F'$. Take $z = (x'', x''') \in F'' \oplus F'''$ and let us show that actually $x'' \in F$ and $x''' \in F'$. Since $\tilde{\delta}_z$ commutes with $\tilde{\delta}_u$ for every $u = (y'', y''') \in F'' \oplus F'''$, by Lemma 2.6, we have

$$\rho(x''')(y'') = \rho(y''')(x'').$$

This happens for every $y'' \in F''$ and every $y''' \in F'''$ if and only if $x''' \in F'$ and $x'' \in F''$, in which case both terms are zero.

The case $X = \ell_1$ can be proved similarly, using Corollary 2.5 instead of Lemma 2.6. However, we derive it from the general case $L_1(G)$, which relies on a characterization of the center of the bidual of this algebra from [14].

Let $\star$ denote the usual convolution product on $L_1(G)$ (this should not be confused with $\ast$, which stands for the convolution operation in $\mathcal{M}_b$) and define the bilinear form

$$\mathcal{E} : L_1(G) \times L_1(G) \to L_1(G)$$

by $\mathcal{E}(x, y) = x \ast y, x, y \in L_1(G)$. We consider $\tilde{\mathcal{E}} : L_1(G)'' \times L_1(G)'' \to L_1(G)''$ the bilinear form defined by the Arens product on $L_1(G)''$, i.e., the Arens extension of $\ast$.

Since $\tilde{\delta}_z \ast \tilde{\delta}_u = \tilde{\delta}_u \ast \tilde{\delta}_z$ for all $u \in L_1(G)''$, by Theorem 2.1, given $\eta \in L_1(G)'$, we have

$$(z \ast u)(\eta) = \tilde{\mathcal{E}}(z, u)(\eta) = \eta \circ \tilde{\mathcal{E}}(z, u) = \eta \circ \tilde{\mathcal{E}}(u, z) = \tilde{\mathcal{E}}(u, z)(\eta) = (u \ast z)(\eta)$$

for all $u \in L_1(G)''$. In other words, $z$ belongs to the center of $(L_1(G)'', \ast)$ which, by [14, Corollary 3], coincides with $L_1(G)$.

Recall that we always have $\delta_x \ast \varphi = \varphi \ast \delta_x$ for all $x \in X$ and all $\varphi \in \mathcal{M}_b(X)$. Therefore, a look at the previous proof shows that for a fixed $z \in L_1(G)'', \tilde{\delta}_z \ast \tilde{\delta}_u = \tilde{\delta}_u \ast \tilde{\delta}_z$ for every $u \in L_1(G)'''$ (convolution in $\mathcal{M}_b(L_1(G))$) if and only if $z \ast u = u \ast z$ for every $u \in L_1(G)'''$ (convolution in $L_1(G)'')$. This somehow links the study of the center of the convolution algebra $(L_1(G)'', \ast)$ with the study of the center of the semigroup $(\mathcal{M}_b(L_1(G)), \ast)$. We thank the anonymous referee who brought our attention to this connection and to the paper [14], which ultimately led to an improvement in Theorem 2.2.

The following proposition shows that for a pair of homomorphisms to commute it is necessary that the evaluations on their projection also commute.
Proposition 2.7 Let $X$ be a Banach space. Given two homomorphisms $\varphi \in \mathcal{M}_1$ and $\psi \in \mathcal{M}_2$, if $\varphi \ast \psi = \psi \ast \varphi$ then $\tilde{\delta}_{z_1} \ast \tilde{\delta}_{z_2} = \tilde{\delta}_{z_2} \ast \tilde{\delta}_{z_1}$.

Proof Let $P$ be a 2-homogeneous polynomial. Then
\[
\psi(\tau_x(P)) = \psi(P(\cdot) + 2\tilde{P}(x, \cdot) + P(x)) = \psi(P) + 2\tilde{P}(x, z_2) + P(x).
\] (7)
Therefore,
\[
\varphi \ast \psi(P) = \varphi(\psi(P) + 2\tilde{P}(\cdot, z_2) + P(\cdot)) = \psi(P) + 2\tilde{P}(z_1, z_2) + \varphi(P).
\] Similarly
\[
\psi \ast \varphi(P) = \varphi(P) + 2\tilde{P}(z_2, z_1) + \psi(P).
\] (8)
By hypothesis (7) and (8) are equal, hence $\tilde{P}(z_1, z_2) = \tilde{P}(z_2, z_1)$. Since this holds for any 2-homogeneous polynomial, by Theorem 2.1 we conclude that
\[
\tilde{\delta}_{z_1} \ast \tilde{\delta}_{z_2} = \tilde{\delta}_{z_2} \ast \tilde{\delta}_{z_1}.
\]
\square

Corollary 2.8 Let $X$ be $L_1(G)$, with $G$ a locally compact abelian group, or $F \oplus F'$, with $F$ a non-reflexive Banach space. Then, the center $\mathcal{Z}$ of the semigroup $(\mathcal{M}_b(X), \ast)$ satisfies
\[
\{\delta_x, x \in X\} \subseteq \mathcal{Z} \subseteq \bigcup_{x \in X} \mathcal{M}_x
\]
Looking at Theorem 2.1, it is natural to ask if the statements are equivalent for evaluations in the fourth dual. The next example shows that they are not.

Example 2.9 Let $X$ be $\ell_1$ or $F \oplus F'$, with $F$ a non-reflexive Banach space. Then, there exists $w \in X^iv$ such that $\tilde{\delta}_w$ and $\tilde{\delta}_{-w}$ commute but $\tilde{\delta}_w \ast \tilde{\delta}_{-w} \neq \delta_0$.

Indeed, by the proof of Theorem 1.1 we can take $w \in X^iv$ and a 2-homogeneous polynomial $P$ such that $\tilde{\delta}_w \in \mathcal{M}_0$ and $\tilde{P}(w) \neq 0$. Using [4, Corollary 6.7] it is not hard to see that $\tilde{\delta}_w$ and $\tilde{\delta}_{-w}$ commute. Let us show that $\tilde{\delta}_w \ast \tilde{\delta}_{-w} \neq 0$. Since $\tilde{\delta}_{-w} \in \mathcal{M}_0$ for each $x \in X$ we have
\[
\tilde{\delta}_w(\tau_x(P)) = \tilde{\delta}_{-w}(P(\cdot) + 2\tilde{P}(x, \cdot) + P(x)) = \tilde{P}(-w) + P(x) = \tilde{P}(w) + P(x).
\]
Therefore, $\tilde{\delta}_w \ast \tilde{\delta}_{-w}(P) = \tilde{P}(\tilde{P}(w) + P(\cdot)) = \tilde{P}(w) + \tilde{P}(w) \neq 0$.

3 Symmetric multilinear extensions

On symmetrically regular Banach spaces, the canonical extension of each symmetric bilinear mapping is again symmetric. This property is transferred to $m$-linear mappings due to the extension procedure which is on one variable at a time [4, Theorem 8.3]. On non-symmetrically regular spaces, it is natural to search for conditions on a symmetric multilinear mapping that ensure that it has a symmetric extension. In the next result, we exhibit a series of equivalences of this fact (note that some of them have a certain bilinear flavor).
Theorem 3.1 Given $m \geq 2$ and $A \in \mathcal{L}_s(mX; E)$, consider its canonical extension $\tilde{A} \in \mathcal{L}(mX''; E'')$. The following statements are equivalent

(i) $\tilde{A}$ is symmetric.
(ii) $\tilde{A}$ is $(w^*-w^*)$-continuous on each variable.
(iii) $i'_{E'} \circ \overline{\tilde{A}} = \tilde{A} \circ (i'_{X'} \times \cdots \times i'_{X'})$.
(iv) $\tilde{A}$ is $(w^*-w^*)$-continuous on the second variable.
(v) The first two variables of $\tilde{A}$ commute.

Proof (i) $\Rightarrow$ (ii) The extension $\tilde{A}$ is always $(w^*-w^*)$-continuous on the first variable. Thus, if it is symmetric, it is also $(w^*-w^*)$-continuous on every variable.

(ii) $\Rightarrow$ (iii) This can be proved by adapting the argument from [6, Lemma 1.2]. Take $z_1, \ldots, z_{m-1} \in X''$ and $x_m^{i_{E}} \in X^{i_{E}}$. If $(x_m^{i_{E}}) \subseteq X''$ is a net converging to $x_m^{i_{E}}$ in the $\sigma(X^{i_{E}}, X'')$-topology, then for every $e'' \in E''$,

$$
\tilde{A}(z_1, \ldots, z_{m-1}, x_m^{i_{E}}(e'')) = \lim_{\alpha}(\tilde{A}(z_1, \ldots, z_{m-1}, x_m^{i_{E}}(e'))).
$$

This implies that, for every $e' \in E'$,

$$
i'_{E'} \circ \overline{\tilde{A}}(z_1, \ldots, z_{m-1}, x_m^{i_{E}}(e')) = \lim_{\alpha}(\tilde{A}(z_1, \ldots, z_{m-1}, x_m^{i_{E}}(e'))).
$$

Similarly, since $\lim_{x_m^{i_{E}}(e')} x_m^{i_{E}}(e'') = x_m^{i_{E}}(e'')$, for all $e'' \in E''$ we have $\lim_{e''} x_m^{i_{E}}(e') = i'_{E'}(x_m^{i_{E}}(e'))$ for every $e' \in E'$, meaning that $(x_m^{i_{E}})$ is $w^*$-convergent to $i'_{E'}(x_m^{i_{E}})$. Now, by (ii), for every $e' \in E'$,

$$
i'_{E'} \circ \overline{\tilde{A}}(z_1, \ldots, z_{m-1}, x_m^{i_{E}}(e')) = \lim_{\alpha}(\tilde{A}(z_1, \ldots, z_{m-1}, x_m^{i_{E}}(e')) = \tilde{A}(z_1, \ldots, z_{m-1}, i'_{X'}(x_m^{i_{E}}))(e').
$$

To prove that for any $x_1^{i_{E}}, \ldots, x_m^{i_{E}} \in X^{i_{E}}$

$$i'_{E'}(\overline{\tilde{A}}(x_1^{i_{E}}, \ldots, x_m^{i_{E}})) = \tilde{A}(i'_{X'}(x_1^{i_{E}}), \ldots, i'_{X'}(x_m^{i_{E}})),
$$
we continue with the same procedure, one variable at a time from right to left, as done in the proof of [6, Lemma 1.2].

(iii) $\Rightarrow$ (iv) Recall that a functional in $X'$ is $w^*$-continuous if and only if it is $w^*$-continuous when restricted to bounded sets [13, Theorem V.5.6]. Thus, if $\tilde{A}$ is not $(w^*-w^*)$-continuous on the second variable, there exist $z_1, \ldots, z_m \in X''$, $e' \in E'$, $\epsilon > 0$, and a bounded net $(x_\alpha) \subseteq X''$ with $z_\alpha \xrightarrow{w^*} z_2$ such that

$$
|\tilde{A}(z_1, z_\alpha, z_3, \ldots, z_m)(e') - \tilde{A}(z_1, z_2, z_3, \ldots, z_m)(e')| > \epsilon \quad \forall \alpha.
$$

(9)

By the weak-star compactness of $B_{X^{i_{E}}}$, take $(z_\beta)$ a subnet that is $\sigma(X^{i_{E}}, X'')$-convergent to some $x^{i_{E}} \in X^{i_{E}}$. It is clear that

$$i'_{X'}(x^{i_{E}}) = \sigma(X'', X') - \lim_{\beta} i'_{X'}(z_\beta) = \sigma(X'', X') - \lim_{\beta} i'_{X'}(x^{i_{E}}).
$$

(10)

By the definition of $\tilde{A}$,

$$\tilde{A}(z_1, x^{i_{E}}, z_3, \ldots, z_m) = \sigma(X^{i_{E}}, X'') - \lim_{\beta} i'_{E''} \circ \tilde{A}(z_1, z_\beta, z_3, \ldots, z_m).
$$
then
\[
i_{E'}' \circ \widetilde{\mathcal{A}}(z_1, x^{i_1}, z_3, \ldots, z_m)(e') = \widetilde{\mathcal{A}}(z_1, x^{i_1}, z_3, \ldots, z_m)(i_{E'}(e')) = \lim_{\beta} \widetilde{\mathcal{A}}(z_1, z_{\beta}, z_3, \ldots, z_m)(e').
\]

By (9), (10) and (11),
\[
i_{E'}' \circ \widetilde{\mathcal{A}}(z_1, x^{i_1}, z_3, \ldots, z_m) \neq \widetilde{\mathcal{A}}(z_1, i_{X'}(x^{i_1}), z_3, \ldots, z_m)
\]
which contradicts (iii).

(i) \Rightarrow (v) Given \( z_1, \ldots, z_m \in X'' \) we want to see that
\[
\mathcal{A}(z_1, z_2, z_3, \ldots, z_m) = \widetilde{\mathcal{A}}(z_2, z_1, z_3, \ldots, z_m).
\]
For every \( i \) take a net \( (x_{a_i}) \subseteq X \) such that \( w^{*} \)-\( \lim_{a_i} x_{a_i} = z_i \). Then, by hypothesis
\[
\widetilde{\mathcal{A}}(z_1, z_2, z_3, \ldots, z_m) = w^{*} \lim_{a_2} \mathcal{A}(z_1, x_{a_2}, z_3, \ldots, z_m).
\]
On the other hand, by definition of the extension and the symmetry of \( \mathcal{A} \) we have
\[
\mathcal{A}(z_2, z_1, z_3, \ldots, z_m) = w^{*} \lim_{a_2, a_1, a_3, \ldots, a_m} \mathcal{A}(x_{a_2}, x_{a_1}, x_{a_3}, \ldots, x_{a_m}) = w^{*} \lim_{a_2, a_1, a_3, \ldots, a_m} \mathcal{A}(x_{a_2}, x_{a_1}, x_{a_3}, \ldots, x_{a_m}) = w^{*} \lim_{a_2} \mathcal{A}(z_1, x_{a_2}, z_3, \ldots, z_m).
\]

(v) \Rightarrow (i) Since all permutations are compositions of transpositions, it is enough to see that adjacent variables commute. That is, for any \( k = 1, \ldots, m - 1 \) and \( z_1, \ldots, z_m \in X'' \) we have to show
\[
\mathcal{A}(z_1, \ldots, z_k, z_{k+1}, \ldots, z_m) = \mathcal{A}(z_1, \ldots, z_{k+1}, z_k, \ldots, z_m).
\]

As before, for every \( i \) take a net \( (x_{a_i}) \subseteq X \) such that \( w^{*} \)-\( \lim_{a_i} x_{a_i} = z_i \). Then, by the definition of the extension, the symmetry of \( \mathcal{A} \) and (v), we have
\[
\mathcal{A}(z_1, \ldots, z_k, z_{k+1}, \ldots, z_m) = w^{*} \lim_{a_1, \ldots, a_m} \mathcal{A}(x_{a_1}, \ldots, x_{a_k}, x_{a_{k+1}}, \ldots, x_{a_m}) = w^{*} \lim_{a_1, \ldots, a_m} \mathcal{A}(x_{a_1}, x_{a_{k+1}}, x_{a_{k+1}}, \ldots, x_{a_m}) = w^{*} \lim_{a_1, \ldots, a_{k-1}} \mathcal{A}(z_{k+1}, x_{a_1}, \ldots, x_{a_{k-1}}, z_k, \ldots, z_m) = w^{*} \lim_{a_1, \ldots, a_{k-1}} \mathcal{A}(z_{k+1}, z_k, x_{a_1}, \ldots, x_{a_{k-1}}, z_k, \ldots, z_m).
\]

On the other hand
\[
\mathcal{A}(z_1, \ldots, z_{k+1}, z_k, \ldots, z_m) = w^{*} \lim_{a_1, \ldots, a_{k+1}, a_k, \ldots, a_m} \mathcal{A}(x_{a_1}, \ldots, x_{a_{k+1}}, x_{a_k}, \ldots, x_{a_m}) = w^{*} \lim_{a_1, \ldots, a_{k+1}, a_k, \ldots, a_m} \mathcal{A}(x_{a_{k+1}}, x_{a_k}, x_{a_1}, \ldots, x_{a_m}) = w^{*} \lim_{a_1, \ldots, a_{k-1}} \mathcal{A}(z_{k+1}, z_k, x_{a_1}, \ldots, x_{a_{k-1}}, z_k, \ldots, z_m),
\]
which finishes the proof. \( \square \)

Recall that, given a Banach space \( X \), every \( \mathcal{A} \in \mathcal{L}(^m X; E) \) has a symmetric extension if and only if every bilinear map \( B \in \mathcal{L}(^2 X) \) has a symmetric extension. When we are working
with a fixed $A \in \mathcal{L}(m X; E)$, a reformulation of (v) in the previous result says that $A$ has a symmetric extension if and only if for any $z_3, \ldots, z_m \in X''$ the bilinear map $\widetilde{B} \in \mathcal{L}(2 X; E)$ defined as $\widetilde{B}(x_1, x_2) = \widetilde{A}(x_1, x_2, z_3, \ldots, z_m)$ has a symmetric extension.

As mentioned above, on a symmetrically regular Banach space $X$ every symmetric bilinear form $B \in \mathcal{L}(2 X)$ has a symmetric canonical extension $\widetilde{B}$. On non-symmetrically regular spaces this relationship (between regularity and symmetric extension) remains valid in the following sense: a symmetric bilinear form $B \in \mathcal{L}(2 X)$ has a symmetric extension if and only if the linear operator $T \in \mathcal{L}(X, X')$ associated to $B$ is weakly compact (see the comments after Lemma 8.1 in [4]).

A symmetric $m$-linear form $A \in \mathcal{L}(m X)$ if said to be regular if its associated $(m - 1)$-linear mapping $T_A \in \mathcal{L}(m-1 X, X')$ is weakly compact. So, a symmetric bilinear form is regular if and only if its canonical extension is symmetric. One implication of the previous sentence remains valid in the multilinear case: every regular symmetric $m$-linear form has symmetric extension. Indeed, if $A \in \mathcal{L}_s(m X)$ is regular then, by [5, Theorem 1], there exist reflexive Banach spaces $Y_1, \ldots, Y_m$, operators $T_i \in \mathcal{L}(X, Y_i)$ and an $m$-linear mapping $D \in \mathcal{L}(Y_1 \times \cdots \times Y_m)$ such that $A = D \circ (T_1 \times \cdots \times T_m)$. Then, $\widetilde{A} = D \circ (T_1'' \times \cdots \times T_m'')$. Since $D$ is $w$-continuous on each variable and, by the reflexivity of $Y_i$, each $T_i''$ is $(w^* - w)$-continuous, we get that $\widetilde{A}$ is $w^*$-continuous on each variable and then symmetric. However, the converse does not extend to symmetric $m$-linear forms, as the next example shows.

**Example 3.2** There is a non-regular trilinear mapping with symmetric canonical extension.

Consider the space $X = c_0 \oplus_{\infty} \ell_2$ and the symmetric trilinear map $A \in \mathcal{L}(3 X)$ defined as

$$A((u, x), (v, y), (w, z)) = \sum_{n=1}^{\infty} (x_n y_n w_n + x_n v_n z_n + u_n y_n z_n).$$

Since every operator from $X$ to $\ell_2$ is weakly compact (due to the reflexivity of $\ell_2$) and every operator from $X$ to $\ell_1$ is compact (due to Pitt’s Theorem), $X$ is a regular space and, hence, symmetrically regular. Then, the extension $\widetilde{A}$ is symmetric. Let us show that $A$ is not regular; that is, $T_A \in \mathcal{L}(3 X, X')$ given by

$$T_A((u, x), (v, y)) = ((x_n y_n)_{n \in \mathbb{N}}, (x_n v_n + u_n y_n)_{n \in \mathbb{N}})$$

is not weakly compact. For this, just note that $T_A((e_k, e_k), (e_k, e_k)) = (e_k, 2 e_k)$ and that $\{(e_k, 2 e_k)\}_{k \in \mathbb{N}} \subset X$ has no weakly convergent subnet, since $\{(e_k)\}_{k \in \mathbb{N}} \subset \ell_1$ has no such a subnet.

Notice that when $E$ is reflexive, Theorem 3.1 (iii) tells us that

$$\widetilde{\tilde{A}} = \widetilde{A} \circ (i_{X'} \times \cdots \times i_{X'}). \quad (12)$$

In particular, this says that if $E$ is reflexive and $\widetilde{A} \in \mathcal{L}(m X'', E)$ is symmetric then $\widetilde{A}$ is also symmetric. In this case the third extension satisfies

$$\tilde{\tilde{A}} = \tilde{A} \circ (i_{X''} \times \cdots \times i_{X''}) = \tilde{A} \circ (i_{X''} \times \cdots \times i_{X''}) \circ (i_{X'} \times \cdots \times i_{X'}). \quad (13)$$

That is, expression (12) means that the second extension $\widetilde{\tilde{A}}$ equals the first extension composed with the natural projection from $X^{iv}$ onto $X''$. While (13) indicates that the third extension
\[ \hat{A} \text{ coincides with the first extension composed with the natural projection from } X^{\pi} \text{ onto } X'' . \]

Continuing like this, we obtain that the \( k \)-th extension \( \hat{A}^k \) is equal to the first extension \( \hat{A} \) composed with the natural projection from \( X^{(2k)} \) onto \( X'' \). Consequently, if \( E \) is reflexive and \( \hat{A} \) is symmetric then \( \hat{A}^k \) is symmetric, for all \( k \). This happens in particular in the scalar valued case.

In the language of the previous sections, if \( P \in \mathcal{P}(mX) \) is the homogeneous polynomial associated to \( A \) and \( \hat{A} \) is symmetric, the representation (12) implies that

\[ \tilde{\delta}_{x^{iv}}(P) = \delta_{\pi(x^{iv})}(P) \]

for every \( x^{iv} \in X^{iv} \). For extensions to higher duals an analogous result holds. As a consequence, to distinguish evaluations at points of the bidual from evaluations at points of higher duals we need polynomials whose associated symmetric multilinear mappings have non symmetric extension.

Next, we show that in Theorem 3.1 \((v)\) it is important that the variables that must commute are the first two. For that, we construct a trilinear form \( A \) such that two variables of \( \hat{A} \) commute, despite \( \hat{A} \) not being symmetric. First, we prove a result about how to produce certain trilinear forms on \( \ell_1 \), which is a trilinear version of Lemma 2.3.

**Lemma 3.3** Given \( a, b, c \in \ell_\infty \), there is a symmetric trilinear form \( A \in \mathcal{L}_3(3\ell_1) \) such that, if \( z_1 \in \ell_1'' \) and \( z_2, z_3 \in c_0 \subseteq \ell_1'' \), then

\[ \hat{A}(z_1, z_2, z_3) = z_1(a)z_2(b)z_3(c) . \]

**Proof** The construction is similar to the one in Lemma 2.3 and we use some notation introduced at its proof. Define the trilinear form \( \varphi \in \mathcal{L}(3\ell_1) \) as

\[
\varphi(x, y, u) = \sum_{n=1}^{\infty} \sum_{k=1}^{n} \sum_{l=1}^{k} c_n x_n b_k y_k a_l u_l = \sum_{n=1}^{\infty} \sum_{k=1}^{n} c_n x_n b_k y_k a^{\leq k}(u)
\]

\[
= \sum_{n=1}^{\infty} \sum_{l=1}^{n} \sum_{k=1}^{l} c_n x_n b_k y_k a_l u_l = \sum_{n=1}^{\infty} \sum_{l=1}^{n} c_n x_n a_l u_l (b^{\leq n} - b^{\leq l-1})(y)
\]

\[
= \sum_{k=1}^{\infty} \sum_{l=1}^{k} \sum_{n=k}^{\infty} c_n x_n b_k y_k a_l u_l = \sum_{k=1}^{\infty} \sum_{l=1}^{k} b_k y_k a_l u_l c^{\geq k}(x).
\]

Let us show that the symmetric trilinear form

\[ A(x, y, u) := \varphi(x, y, u) + \varphi(x, u, y) + \varphi(y, x, u) + \varphi(y, u, x) + \varphi(u, x, y) + \varphi(u, y, x) \]

meets the required conditions. Let \( z_1 \in \ell_1'' \) and \( z_2, z_3 \in c_0 \subseteq \ell_1'' \). First observe that

\[ z_3(a^{\leq k}) = z_3(b^{\leq n} - b^{\leq l-1}) = 0 \quad \text{and} \quad z_3(c^{\geq k}) = z_2(c) . \]

Thus, if \( (u^\gamma) \subseteq \ell_1 \) is a net \( w^*-\)convergent to \( z_3 \), we have

\[
\lim_{\gamma} \varphi(x, y, u^\gamma) = \sum_{n=1}^{\infty} \sum_{k=1}^{n} c_n x_n b_k y_k z_3(a^{\leq k}) = 0
\]

\[
\lim_{\gamma} \varphi(x, u^\gamma, y) = \sum_{n=1}^{\infty} \sum_{l=1}^{n} c_n x_n a_l z_3(b^{\leq n} - b^{\leq l-1}) = 0
\]

\[
\lim_{\gamma} \varphi(u^\gamma, x, y) = \sum_{k=1}^{\infty} \sum_{l=1}^{k} b_k y_k x_l z_3(c^{\geq k}) = z_2(c) \varphi(x, y),
\]
where $\phi(y, x)$ is the mapping defined in the proof of Lemma 2.3.

Then, if $(x^\alpha), (y^\beta) \subseteq \ell_1$ are nets $w^*$-convergent to $z_1$ and $z_2$ respectively, and $B(z_1, z_2)$ is the bilinear form introduced in Lemma 2.3, we have that

$$
\tilde{A}(z_1, z_2, z_3) = \lim_{\alpha, \beta, \gamma} A(x^\alpha, y^\beta, u^\gamma) \quad \quad \\
= \lim_{\alpha, \beta, \gamma} \left( \varphi(x^\alpha, y^\beta, u^\gamma) + \varphi(x^\alpha, u^\gamma, y^\beta) + \varphi(y^\beta, x^\alpha, u^\gamma) \right) \quad \quad \\
+ \varphi(y^\beta, u^\gamma, x^\alpha) + \varphi(u^\gamma, y^\beta, x^\alpha) + \varphi(u^\gamma, x^\alpha, y^\beta) \right) \\
= \lim_{\alpha, \beta} \left( 0 + 0 + 0 + z_3(c) \phi(y^\beta, x^\alpha) + z_3(c) \phi(x^\alpha, y^\beta, ) \right) \\
= z_3(c) \tilde{B}(z_1, z_2) = z_1(a)z_2(b)z_3(c)
$$

Following the same idea of the proof of Lemma 3.3, it is not hard to show that given $a_1, \ldots, a_m \in \ell_\infty$, there is $A \in L_2(\ell_1)$ such that, if $z_2, \ldots, z_m \in \ell_1^\prime \subseteq \ell_1''$, then

$$
\tilde{A}(z_1, \ldots, z_m) = z_1(a_1) \cdots z_m(a_m).
$$

Now, we show the promised example of a non-symmetric extension with two commuting variables.

**Example 3.4** There exists a mapping $A \in L_2(\ell_1)$ such that the second and third variable of $\tilde{A}$ commute but $\tilde{A}$ is not symmetric.

Take $A$ as in the Lemma 3.3 with $a, b \in \ell_\infty \setminus c_0$ linearly independent and $c = b$. Then it is clear that $\tilde{A}(z_1, z_2, z_3) \neq \tilde{A}(z_2, z_1, z_3)$ for many $z_1, z_2, z_3 \in \ell_1''$.

To see the commutativity of the last two variables note that by the construction of the canonical extension we have $\tilde{A}(z_1, z_2, z_3) = \tilde{A}(z_1, z_3, z_2)$ when either $z_2$ or $z_3$ are elements in $\ell_1$. Now, since $\ell_1'' = \ell_1 \oplus c_0^\perp$, we only need to check that $z_2$ and $z_3$ commute in the case $z_2, z_3 \in c_0^\perp$. This is immediate due to Lemma 3.3:

$$
\tilde{A}(z_1, z_2, z_3) = z_1(a)z_2(b)z_3(c) = z_1(a)z_2(c)z_3(b) = \tilde{A}(z_1, z_3, z_2).
$$

Even when the canonical extension of a symmetric $m$-linear form $A$ is not symmetric, if one or more variables are taken in $X$, some permutations leave $\tilde{A}$ unchanged. Let us take $m = 3$ for simplicity. For $z_1 \in X''$ and $x_2, x_3 \in X$, $\tilde{A}(z_1, x_2, x_3)$ coincides with $\tilde{A}$ in any permutation of $\{z_1, x_2, x_3\}$. Also, for $z_1, z_2 \in X''$ and $x_3 \in X$, it easily follows from the definition of the extension that

$$
\tilde{A}(z_1, z_2, x_3) = \tilde{A}(z_1, x_3, z_2) = \tilde{A}(x_3, z_1, z_2).
$$

We might be tempted to assert that, whenever a variable is in $X$, $\tilde{A}$ is essentially symmetric. However, the next example shows that if just one variable is in $X$, what we have in (14) is the best we can get.

Recall that $\ell_1'' = \ell_1 \oplus c_0^\perp$.

**Example 3.5** There is a mapping $A \in L_2(\ell_1)$ such that $\tilde{A}(\cdot, \cdot, z)$ is symmetric for any $z \in c_0^\perp$ but $\tilde{A}(\cdot, \cdot, x)$ is not symmetric for many $x \in \ell_1$. [Springer]
Take $A$ as in Lemma 3.3 with $a, c \in \ell_\infty \setminus c_0$ linearly independent and $b = a$. Arguing as in the previous example, it is easy to see that for any $z \in c_0^\perp$ we have that $\tilde{A}(\cdot, \cdot, z)$ is symmetric. Now, let $x \in \ell_1$ such that $x(a) \neq 0$. In this case, if $z_1, z_2 \in c_0^\perp$ satisfy $z_1(a)z_2(c) \neq z_2(a)z_1(c)$, then $\tilde{A}(z_1, z_2, x) \neq \tilde{A}(z_2, z_1, x)$. Indeed,

$$\tilde{A}(z_1, z_2, x) = \tilde{A}(z_1, x, z_2) = \tilde{A}(x, z_1, z_2) = x(a)z_1(a)z_2(c) \neq x(a)z_2(a)z_1(c) = \tilde{A}(x, z_2, z_1) = \tilde{A}(z_2, z_1, x).$$
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