Abstract—Accurate estimates of network parameters are essential for modeling, monitoring, and control in power distribution systems. In this paper, we develop a physics-informed graphical learning algorithm to estimate network parameters of three-phase power distribution systems. Our proposed algorithm uses only readily available smart meter data to estimate the three-phase series resistance and reactance of the primary distribution line segments. We first develop a parametric physics-based model to replace the black-box deep neural networks in the conventional graphical neural network (GNN). Then we derive the gradient of the loss function with respect to the network parameters and use stochastic gradient descent (SGD) to estimate the physical parameters. Prior knowledge of network parameters is also considered to further improve the accuracy of estimation. Comprehensive numerical study results show that our proposed algorithm yields high accuracy and outperforms existing methods.
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I. INTRODUCTION

Accurate modeling of three-phase power distribution systems is crucial to accommodating the increasing penetration of distributed energy resources (DERs). To monitor and coordinate the operations of DERs, several key applications such as three-phase power flow, state estimation, optimal power flow, and network reconfiguration are needed. All of these depend on accurate three-phase distribution network models, which include the network topology and parameters [1]. However, the distribution network topology and parameters in the geographic information system (GIS) often contain errors because the model documentation usually becomes unreliable during the system modifications and upgrades [2].

Although topology estimation for distribution networks has been studied extensively [3], [4], the estimation of distribution network parameters such as line impedances still needs further development. The objective of network parameter estimation is to infer the series impedances of lines in an electric power circuit based on network topology information and data from sensors such as smart meters, phasor measurement units, and supervisory control and data acquisition (SCADA) system. It is more challenging to estimate the parameters of power distribution networks than that of transmission networks. This
is because in transmission networks, single-phase line models are widely used. The transmission system is often assumed to be balanced and the three-phase lines are usually fully transposed [5]–[10]. However, single-phase line models are insufficient for accurate modeling of distribution networks due to the unbalanceness of distribution systems. Power distribution system often have unbalanced network parameters, unbalanced loads and DERs [11]–[13]. The distribution lines are rarely transposed, which lead to unequal diagonal and off-diagonal elements in the impedance matrix. Thus, three-phase line models need to be developed instead of single-phase equivalent models. Specifically, the elements of the $3 \times 3$ phase impedance matrix need to be estimated for each three-phase line segment. The modeling of three-phase distribution line parameters is crucial to the operation and analysis of unbalanced distribution networks, such as state estimation [14], network reconfiguration [11], [15], and optimal power flow [16].

Many methods have been proposed to estimate transmission network parameters. However, very few of them can be applied to the three-phase distribution networks using readily available sensor data. The existing parameter estimation literature can be roughly classified into three groups based on the type of sensor data used.

In the first group of literature, supervisory control and data acquisition (SCADA) system data such as power and current injections are used to estimate transmission network parameters of a single-phase model. Most of the algorithms in this group perform joint state and parameter estimation by residual sensitivity analysis and state vector augmentation [5]. Parameter errors are detected using identification indices [6], [7], enhanced normalized Lagrange multipliers [8], and projection statistics [9]. Adaptive data selection [10] is used to improve parameter estimation accuracy. Most of the papers in this group focus on detecting and correcting line parameter errors, while [10] estimates the parameters of all lines. However, all of these methods are designed for single-phase line model of a balanced transmission system, which is not applicable to the estimation of $3 \times 3$ phase impedance matrices of distribution networks’ three-phase lines.

In the second group of literature, phasor measurement unit (PMU) data such as voltage and current phasors are used to estimate line parameters of transmission and distribution systems [12], [17]–[22]. Linear least squares is used to estimate transmission line parameters [17]. Parallel Kalman filter for a bilinear model is used to estimate both states and line parameters of the transmission system [18]. With single-phase transmission line models, nonlinear least squares is used to estimate line parameters and calibrate remote meters [19]. Traveling waves are used to estimate parameters of series compensated lines [20]. Maximum likelihood estimation (MLE) is used to estimate single-phase distribution line parameters [21]. An augmented state estimation method is developed to estimate three-phase transmission line parameters [22]. Lasso is adopted to estimate three-phase admittance matrix in distribution systems [12]. Most of the papers in this group consider single-phase line models, while two papers [12], [22] consider three-phase line models. Although these methods achieve highly accurate parameter estimates, they require widespread installations of PMUs or micro-PMUs, which is cost prohibitive.

In the third group of literature, smart meter data such as voltage magnitude and complex power consumption are used to estimate distribution line parameters [13], [23]–[27]. Particle swarm [23] and linear regression [24], [25] are used to estimate single-phase line parameters. Linear approximation of voltage drop [26] is used to estimate the parameters of single-phase and balanced three-phase distribution lines. Multiple linear regression model is used to estimate three-phase line impedance in [13], but it does not work with delta-connected smart meters with phase-to-phase measurement. In [27], three-phase line parameters are estimated through MLE based on a linearized physical model. Most of the papers in this group consider only single-phase or balanced three-phase line models. Thus they are incapable of estimating the $3 \times 3$ phase impedance matrices of unbalanced three-phase lines. Only two papers [13], [27] consider three-phase line models. However, [13] does not work with distribution networks that have delta-connected smart meters. The estimation accuracy of [27] needs further improvement.

The existing methods for parameter estimation either assume a single-phase equivalent distribution network model or require widespread installation of micro-PMUs, which are cost prohibitive. To fill the knowledge gap, this paper develops a physics-informed graphical learning algorithm to estimate the $3 \times 3$ series resistance and reactance matrices of three-phase distribution line model using readily available smart meter measurements. By “physics-informed,” we mean the physical equations of power flow are embedded in the graphical learning model. Our proposed method is inspired by the emerging graph neural network (GNN), which is designed for estimation problems in networked systems. We develop three-phase power flow-based physical transition functions to replace the ones based on deep neural networks in the GNN. We then derive the gradient of the voltage magnitude loss function with respect to the line segments’ resistance and reactance parameters with an iterative method. Finally, the estimates of distribution network parameters can be updated with the stochastic gradient descent (SGD) approach to minimize the error between the physics-based graph learning model and the smart meter measurements. Prior estimates and bounds of network parameters are also leveraged to improve the estimation accuracy. To improve computation efficiency, partitions can be introduced so that parameter estimations are executed in parallel in sub-networks.

The main technical contributions of this work are:

- A physics-informed graphical learning method is developed to estimate line parameters of three-phase distribution networks.
- Our proposed algorithm only uses readily available smart meter data and initial estimates of the network parameters from GIS. Thus, it can be easily applied to estimate line parameters of real-world distribution circuits.
- By preserving the nonlinearity of three-phase power flows in the graphical learning framework, our proposed approach yields more accurate parameter estimates on test feeders than the state-of-the-art benchmark.
The rest of the paper is organized as follows. Section II describes the problem setup and assumptions. Section III presents the overall framework of the proposed method and briefly introduces the GNN. Section IV provides the technical methods for model construction and parameter estimation based on the physics-informed graphical model. Section V evaluates the performance of the proposed algorithm with a comprehensive numerical study. Section VI states the conclusion.

II. PROBLEM SETUP AND ASSUMPTIONS

A. Problem Setup

This work only considers the primary network of the distribution system. The objective of this work is to estimate the series resistance and reactance in the three by three phase impedance matrix of three-phase primary lines of a distribution feeder. The impedance matrix of a line \( l \) can be written as,

\[
Z_l = R_l + jX_l,
\]

Since \( Z_l \) is symmetric, for each line segment there are 6 resistance and 6 reactance parameters. The network contains \( 2L \) lines and \( N+1 \) nodes, indexed as node 0 to \( N \). Node 0 is the source node (e., a substation). In total, there are \( 12L \) parameters to estimate. \( M \) loads are connected to the primary lines through the non-source nodes. The loads can be single-phase, two-phase, or three-phase.

B. Assumptions

The assumptions of measurement data and the network model are summarized below. First, for a single-phase load on phase \( i \), the smart meter records real and reactive power injections and voltage magnitude of phase \( i \). Second, for a two-phase delta-connected load between phase \( i \) and \( j \), the smart meter records the power injection and voltage magnitude across phase \( i \) and \( j \). Third, for a three-phase load, the smart meter records total power injection and voltage magnitude of a known phase \( i \). Fourth, SCADA system records the voltage measurements at the source node. Fifth, it is assumed that the phase connections of all loads are known. Sixth, the topology of the primary three-phase feeder is known, including the number of nodes and line segments. Seventh, we assume that the GIS contains rough estimates of the network parameters. Assumptions one to four are based on the typical measurement configurations of smart meters and SCADA. Assumptions five to seven are based on the available information in GIS.

In this work, the theoretical derivation and algorithm design are based on 100% measurement density, i.e., every load has smart meter measurement. However, numerical study shows that the proposed algorithm also works with lower measurement density. The parameter estimation accuracy increases as the measurement density increases.

III. OVERALL FRAMEWORK AND REVIEW OF THE GNN

A. Overall Framework of the Proposed Method

The overall framework of the proposed graphical learning method for distribution line parameter estimation is illustrated in Fig. 1. As shown in the figure, a physics-informed graphical learning engine is constructed based on nonlinear power flow. The inputs to the graphical learning engine include power injection measurements from smart meters, distribution network topology, and distribution line parameters. In the graphical learning engine, each node corresponds to a physical bus in the distribution network. The nodal states, i.e., the three-phase complex voltage are iteratively updated by a set of transition functions. The graphical learning engine’s outputs are the estimated smart meter voltage magnitudes, which are used to calculate the graphical learning engine’s loss function. The gradient of the line parameters is computed from the loss function and subsequently used to update the line parameters using stochastic gradient descent. The technical details of the proposed method will be explained in Section IV.

B. A Brief Overview of the GNN

A GNN is a neural network model, which uses a graph’s topological relationships between nodes to incorporate the underlying graph-structured information in data [28]. GNNs have been successfully applied in many different domains, such as social networks, image processing, and chemistry [29]. Our proposed physics-informed graphical learning model is developed by embedding physics of power distribution networks into the standard GNN.

The GNN is comprised of nodes connected by edges. The nodes represent objects or concepts, and the edges represent the relationships between nodes. Two vectors are attached to a node \( n \): the state vector \( x_n \) and the feature vector \( l_n \). A feature vector \( l_{m,n} \) is attached to edge \((m, n)\). The state vector \( x_n \) is represented by hidden variables, which are unknown before training the GNN. \( l_n \) and \( l_{m,n} \) represent the characteristics or information associated node \( n \) and edge \((m, n)\), which are
known. The state $x_n$, which embeds information from its neighborhood with arbitrary depth, is naturally defined by the features of itself and the neighboring nodes and edges through a local parametric transition function $f_{w,n}$. A local output $o_n$ of node $n$, representing a local decision, is produced through a parametric output function $g_{w,n}$. The local transition and output functions are defined as follows:

$$x_n = f_{w,n}(l_n(I_{n}, l_{co}(n)), x_{ne}(n), l_{ne}(n))$$

$$o_n = g_{w,n}(x_n, l_n)$$

Here, $l_{co}(n)$, $x_{ne}(n)$, and $l_{ne}(n)$ are the features of edges connected to node $n$, the states of node $n$’s neighbor nodes, and the features of node $n$’s neighbor nodes. $w$ is the set of parameters defining the transition and output functions. An example of a node and its neighbor area in a GNN is depicted in Fig. 2. The local transition function for node 1 is $x_1 = f_{w,1}(l_1(l_{1,2}), l_{1,3}, l_{1,4}, x_2, x_3, x_4, l_2, l_3, l_4)$. The implementation of the transition and output functions are flexible. They can be modeled as linear or nonlinear functions (e.g., neural networks). Let $[x]$, $[o]$, $[l]$, and $[l_N]$ represent the vectors constructed by stacking all the states, all the outputs, all the features, and all the node features, respectively. Then (2) can be represented in a compact form:

$$[x] = F_{w}([x], [l])$$

$$[o] = G_{w}([x], [l_N])$$

Here, $F_w$ and $G_w$ are the global transition and global output function, which stacks all nodes’ $f_{w,n}$ and $g_{w,n}$, respectively.

With the sufficient condition provided by the Banach fixed point theorem [30], one can find a unique solution of the state $[x]$ for (3) using the classic iterative scheme:

$$[x]^{\tau+1} = F_{w}([x]^{\tau}, [l])$$

Here, $[x]^{\tau}$ is the $\tau$-th iteration of $[x]$. The dynamic system of (4) converges exponentially fast to the solution of system (3) for any initial value $[x]^{0}$.

The parameters $w$ of a GNN’s global transition and output functions $F_w$ and $G_w$ are updated and learned such that the output $[o]$ approximate the target values, i.e., minimizing a quadratic loss function:

$$\text{loss} = \sum_{m=1}^{M} (o_m - \hat{o}_m)^2$$

Here, $M$ is the number of elements (number of measurements) in $[o]$, and $o_m$ and $\hat{o}_m$ are the $m$-th output and target value. The learning algorithm is based on a gradient-descent strategy. Since the iterative scheme in (4) is equivalent to a recurrent neural network, the gradient is calculated in a more efficient approach based on the Almeida-Pineda algorithm. Additional technical details of the GNN can be found in [28], [31], [32].

IV. TECHNICAL METHODS

This section is organized as follows. Section IV-A describes the construction of transition function $F_w$. Section IV-B describes the formulation of the output function $G_w$ and the loss function. Section IV-C derives the gradient of the loss function. The use of prior knowledge of line parameters is described in Section IV-D. Section IV-E presents the parameter estimation algorithm. The network partition method, which improves the scalability of the algorithm is described in Section IV-F.

Our proposed physics-informed graphical learning model is different from the GNN [28]. In the GNN, $F_w$ and $G_w$ are often represented by general multi-layer neural networks whose weights are being learned. It is difficult to explicitly model line resistance and reactance in a black-box model such as neural network. In our proposed framework, $F_w$ and $G_w$ are built based on the physical model of the power distribution system. The parameters to be estimated are the line resistance and reactance. Our proposed model also removes the features of edges, because they are not used in the physical model of the power distribution system.

A. Construction of the Transition Function

The transition function is constructed based on the nonlinear power flow model of the distribution system. Let $s_n = [s_n^a, s_n^b, s_n^c]^T$ be a $3 \times 1$ vector of nodal three-phase complex power injection of node $n$. $s_n^i = p_n^i + j q_n^i$, $i = a, b, c$, where $p_n^i$ and $q_n^i$ are node $n$’s real and reactive power injection of phase $i$. $s_n$ can be derived from smart meters’ power consumption data and phase connections as described in Section III-A of [4]. Similarly, we define three-phase complex nodal voltage as $u_n = [u_n^a, u_n^b, u_n^c]^T$, $u_n^i = \alpha_n^i + j \beta_n^i$, $i = a, b, c$. Let $Y_{nk} = Z_{nk}^{-1}$ be the $3 \times 3$ admittance matrix of the line between node $n$ and $k$, which can be calculated by using the topology and line parameters of the distribution network. Ignoring the negligible shunt, the three-phase power flow equation of node $n$ can be written as:

$$s_n = u_n \odot \left( Y_{nn}^+ u_n^+ - \sum_{k \in ne(n)} Y_{nk}^+ u_k^+ \right)$$

Here, $Y_{nn} = \sum_{k \in ne(n)} Y_{nk}$, $\odot$ is the element-wise multiplication, $ne(n)$ is the set of $n$’s neighbor nodes, and $(\cdot)^*$ represents complex conjugate. An equivalent form of (6) is:

$$u_n = Y_{nn}^{-1} \left( s_n^+ \odot u_n^+ + \sum_{k \in ne(n)} Y_{nk} u_k \right)$$

Here, $\odot$ represents element-wise division.
Next we convert (7) from a complex equation to a real-valued equation. For a matrix $A$, we define

$$
(A) \triangleq \begin{bmatrix}
Re(A) & -Im(A) \\
Im(A) & Re(A)
\end{bmatrix}
$$

(8)

Here, $Re(A)$ and $Im(A)$ are the real and imaginary part of $A$. Then, (7) can be rewritten as a real-valued local power flow equation:

$$
\begin{align*}
\begin{bmatrix}
Re(u_n) \\
Im(u_n)
\end{bmatrix}
&= \begin{bmatrix}
Re(s^n_1 \otimes u^n_1) \\
Im(s^n_2 \otimes u^n_2)
\end{bmatrix} + \sum_{k \in \text{ne}(n)} \begin{bmatrix}
Re(u_k) \\
Im(u_k)
\end{bmatrix}
\end{align*}
$$

(9)

Here $Z_{nn} \triangleq Y^{-1}_{nn}$. We define $6 \times 1$ state vector $x_n$ and feature vector $l_n$ of node $n$ as

$$
\begin{align*}
x_n &\triangleq \begin{bmatrix}
Re(u_n) \\
Im(u_n)
\end{bmatrix}, \\
l_n &\triangleq \begin{bmatrix}
Re(s_n) \\
Im(s_n)
\end{bmatrix}
\end{align*}
$$

(10)

By plugging (10) into (9), we obtain a local transition function similar to $f_{w,n}$ in (2). The left hand side (LHS) of (9) is $x_n$. On the right hand side (RHS) of (9), the first term inside the round brackets is calculated based on $x_n$ and $l_n$; the second term inside the round brackets is calculated based on $x_k$, $k \in \text{ne}(n)$ (i.e., $x_{\text{ne}(n)}$). In our problem, there are no features defined for the edges, thus $l_{\text{ne}(n)}$ does not exist. Now, the real-valued power flow (9) is converted to the local transition function in the standard form and the global compact form:

$$
x_n = f_{w,n}(x_n, l_n, x_{\text{ne}(n)}) \quad \text{(local form of node n)}
$$

(11)

$$
\begin{align*}
[x] &= F_w([x], [l]) \quad \text{(global compact form)}
\end{align*}
$$

(11)

For each node in a distribution system, we can derive a local transition function and stack them to obtain the global form of $F_w$ as in (11). Note that $[l]$ only contains all the nodes’ features and does not contain any edge features. The model’s parameter $w$ is defined as the set of all lines’ three-phase resistance and reactance as described in Section II-A (122 parameters in total). $w$ is embedded in $Z_{nn}$ and $Y_{nk}$ of (9), because both $Z_{nn}$ and $Y_{nk}$ are functions of $w$, based on the derivations of (6)–(9).

Given line parameter $w$, we can calculate the theoretical node state values of each instance $t$ by iteratively applying the transition function (11). This iteration procedure is formulated as a function called FORWARD shown in Algorithm 1. In the algorithm, step 1 initializes all nodes’ states. In step 2, the global transition function is constructed. Step 3–6 estimate the nodes’ states iteratively, while $x_0(t)$ is fixed to its initial value because its the measurement at the reference node. The iteration continues until convergence, which is controlled by a small ratio $\epsilon_{\text{forward}}$.

**B. Construction of the Output and Loss Function**

The output of our proposed graphical learning model is the estimated smart meters’ voltage measurements. For smart meter $m$, the estimated output $o_m$ is in the form of:

$$
o_m = g_m(x_{\text{ne}(m)}) \quad \text{(local form of meter m)}
$$

$$
o = G([x]) \quad \text{(global compact form)}
$$

(12)

**Algorithm 1: FORWARD($w$, $t$).**

**Input:** Current line parameter $w$ and the time instance $t$.

**Output:** Theoretical $[x(t)]$ of the distribution system with line parameter $w$.

1: Initialize the source nodes’ state $x_0(t)$ with the known measurement at the source node. Initialize the other nodes’ state $x_n(t)$ as defined in (10) with balanced flat node voltage, i.e. $u_n(t) = [1, e^{-j \frac{2 \pi}{3}}, e^{j \frac{2 \pi}{3}}]^T$.

2: Construct the initial $[x(t)]_0$ by stacking all the initial $x_n(t), (n = 0, \ldots, N)$. Construct function $F_w$ with $w$.

3: repeat

4: $[x(t)]_{\tau+1} = F_w([x(t)]_{\tau}, [l(t)])$ and fix $x_0(t)$ to its initial value.

5: $\tau = \tau + 1$

6: until $\| [x(t)]_{\tau} - [x(t)]_{\tau-1} \|^2 < \epsilon_{\text{forward}} \cdot \| [x(t)]_{\tau-1} \|^2$

7: return $[x(t)]_{\tau}$.

Here, $x_{\text{ne}(m)}$ is the state of the node, which the smart meter $m$ is connected to. Suppose we have a solution of the state $[x(t)] = \text{FORWARD}(w, t)$, then $o(t) = G([x(t)])$. Though $x_{\text{ne}(m)}$ has 6 elements from 3 phases, a smart meter only measures one single-phase or one phase-phase voltage magnitude. Based on the first, second, and third assumption in Section II-B, if $k = \text{no}(m)$, then $g_m$ is defined as follows based on the Pythagorean theorem:

$$
g_m[x] = \begin{cases} 
\sqrt{(\alpha_k^2 + \beta_k^2)} & \text{ if meter m is single-phase or three-phase, measuring phase i} \\
\sqrt{(\alpha_k^2 - \alpha_m^2) + (\beta_k^2 - \beta_m^2)} & \text{ if meter m is two-phase, measuring phase ij}
\end{cases}
$$

(13)

Note that in the line parameter estimation formulation, $g_m$ does not depend on the parameter vector $w$. Thus, it is not a parametric function.

Next we derive the loss function. To remove trends, instead of directly using the voltage output $o$, we use the first difference of the output time series. The estimated first difference of output time series for meter $m$ is:

$$
\tilde{o}_m(t) \triangleq o_m(t) - o_m(t-1)
$$

(14)

The loss of first difference voltages at time $t$ is:

$$
e_m(t) = \frac{1}{M} \sum_{m=1}^{M} (\tilde{v}_m(t) - \tilde{o}_m(t))^2
$$

(15)

Here, $M$ is the number of meters, $\tilde{v}_m(t) = v_m(t) - v_m(t-1)$ is the first difference of actual voltage magnitude measured by meter $m$. In the graphical learning model, we need to calculate the loss function over both the whole data set (i.e., all first difference instances) and mini-batch data (i.e., a smaller set of first difference instances). Thus, we define the gross loss function.
over a batch of data with time index set $\mathcal{I}$ as:

$$e_w(\mathcal{I}) \triangleq \frac{1}{|\mathcal{I}|} \sum_{t \in \mathcal{I}} e_w(t)$$  \hspace{1cm} (16)$$

Here, $|\mathcal{I}|$ is the size of $\mathcal{I}$. Suppose we have measured data over $t = 0, \ldots, T$, and define $\mathcal{I}^{\text{full}} \triangleq \{ t \mid t = 1, \ldots, T \}$ as the full batch for first difference time series. Then the gross error of the model over all first difference instances is $e_w(\mathcal{I}^{\text{full}})$.

C. Gradient of the Loss Function With Respect to the Line Parameters

We design a new algorithm to calculate the gradient of the loss function (16) of first difference voltage time series with respect to the line parameters $w$. The gradient calculation formula in the GNN cannot be directly applied because it is derived for the data of a particular time instance, and not for time series. To derive the gradient of the loss function (16), we define an equivalent graphical learning model, with new state and feature vectors as follows:

$$\tilde{x}_n(t) \triangleq \begin{bmatrix} x_n(t-1) \\ x_n(t) \end{bmatrix}, \quad \tilde{l}_n(t) \triangleq \begin{bmatrix} l_n(t-1) \\ l_n(t) \end{bmatrix}$$  \hspace{1cm} (17)$$

The corresponding equivalent transition function is:

$$\tilde{x}_n(t) = \tilde{f}_{w,n}(\tilde{x}_n(t), \tilde{l}(t), \tilde{x}(t)_{\text{nn}(n)})$$  \hspace{1cm} (18)$$

The compact form of (18) is:

$$[\tilde{x}(t)] = \tilde{F}_w([\tilde{x}(t)], [\tilde{l}(t)])$$  \hspace{1cm} (19)$$

Here,

$$[\tilde{x}(t)] = \begin{bmatrix} [x(t-1)] \\ [x(t)] \end{bmatrix}, \quad [\tilde{l}(t)] = \begin{bmatrix} [l(t-1)] \\ [l(t)] \end{bmatrix}$$  \hspace{1cm} (20)$$

The output function of first difference voltage time series for meter $m$ is:

$$\tilde{o}_m(\hat{t}) = \hat{g}_m(\tilde{x}_{\text{no}(m)}(\hat{t})) \triangleq g_m(\tilde{x}_{\text{no}(m)}(\hat{t})) - g_m(\tilde{x}_{\text{no}(m)}(\hat{t} - 1))$$  \hspace{1cm} (21)$$

The compact form of (21) is:

$$[\tilde{o}(t)] = \hat{G}([\tilde{x}(t)]) \triangleq G([x(t)]) - G([x(t-1)])$$  \hspace{1cm} (22)$$

Using the equivalent graphical learning model defined in (17)–(22), we can calculate the gradient of $e_w(\mathcal{I})$ over any batch of data $\mathcal{I}$ with respect to $w$ using an efficient function BACKWARD shown in Algorithm 2. Please do not confuse the BACKWARD function developed in this paper with the backward/forward sweep method of load flow study. The iterative FORWARD function can be represented as a recurrent neural network. Thus, $e_w(\mathcal{I})$’s gradient is difficult to calculate in the conventional way. To evaluate the gradient more efficiently, we design Algorithm 2 following the same backpropagation principle in [28] based on the Almeida-Pineda algorithm [31], [32].

**Algorithm 2: BACKWARD($w$, $\mathcal{I}$).**

**Input:** Current line parameter $w$ and the first difference instance batch index $\mathcal{I}$.

**Output:** Gradient $\frac{\partial e(w)}{\partial w}$.

1. $[x(t)] = \text{FORWARD}(w, t), t \in \mathcal{I} \cup \tilde{\mathcal{I}}$.
2. Construct $[\hat{x}(t)]$ as (20), $t \in \mathcal{I}$.
3. Calculate $[\tilde{o}(t)] = \hat{G}([\tilde{x}(t)])$, $\hat{A}(t) = \frac{\partial \hat{F}_w([\tilde{x}(t)], [\tilde{l}(t)])}{\partial [\tilde{x}(t)], [\tilde{l}(t)]}$, $\hat{b}(t) = \frac{\partial \hat{F}_w([\tilde{x}(t)], [\tilde{l}(t)])}{\partial [\tilde{x}(t)], [\tilde{l}(t)]}$, for $t \in \mathcal{I}$.
4. for $t \in \mathcal{I}$ do
5. Initialize $z(t)^0 = 0_{1 \times 12N}$, $\tau = 0$.
6. repeat
7. $z(t)^{\tau+1} = z(t)^\tau \cdot \hat{A}(t) + \hat{b}(t)$
8. $\tau = \tau + 1$
9. until $\|z(t)^\tau - z(t)^\tau-1\|^2 < e_{\text{backward}} \cdot \|z(t)^\tau-1\|^2$
10. $\frac{\partial e(w)}{\partial w} = z(t)^\tau \cdot \frac{\partial \hat{F}_w([\tilde{x}(t)], [\tilde{l}(t)])}{\partial [\tilde{x}(t)], [\tilde{l}(t)]}$, for $t \in \mathcal{I}$.
11. end for
12. $\frac{\partial e(w)}{\partial w} = \frac{1}{|\mathcal{I}|} \sum_{t \in \mathcal{I}} \frac{\partial e(w)}{\partial w}$
13. return $\frac{\partial e(w)}{\partial w}$

D. Utilization of Prior Distribution of Line Parameters Through MAP and Constraints

Electric utilities often have reasonable estimates of distribution systems’ line impedance in GIS, which serve as key statistics for the prior distributions of the line parameters. This subsection describes how to use these information to improve estimates of line parameters using maximum a posteriori probability (MAP) and parameter constraints.

1) Use of Prior Line Parameter Distribution in MAP Estimate:

The posterior distribution of the line parameters is:

$$P(w \mid \{\tilde{v}(t)^T_{t=1}\}) = \frac{P(\{\tilde{v}(t)^T_{t=1} \mid w\})P(w)}{P(\{\tilde{v}(t)^T_{t=1}\})}$$  \hspace{1cm} (24)$$

Here $[\tilde{v}(t)]$ represents a stack of $\tilde{v}_m(t)$, $(m = 1, \ldots, M)$, and $[\tilde{v}(t)^T_{t=1}]$ represents $[\tilde{v}(t)]$ of $t = 1, \ldots, M$, i.e., the observed first difference voltage time series over the entire time period. Maximizing (24) is equivalent to the minimization in (25):

$$\min_w \log P([\tilde{v}(t)^T_{t=1} \mid w]) - \log P(w)$$  \hspace{1cm} (25)$$

We assume $\tilde{v}_m(t) \sim N(\tilde{o}_m(t), \sigma^2_{\tilde{o}_m})$ and are independent across smart meters $m = 1, \ldots, M$ and time steps $t = 1, \ldots, T$. We also assume a Gaussian prior of the line parameters $w_i \sim N(\mu_i, \sigma^2_{w_i})$. 
\[ i = 1, \ldots, |w|, \hat{\sigma}_{m}(t) \] is the output of the graphical learning model with parameter \( w \), i.e., the theoretical \( \hat{v}_{m}(t) \) with parameter \( w \). For simplification, we further assume \( \sigma_{v_m} \approx \sigma_{v}, \forall m \), so that (25) can be approximated by:

\[
\min_{w} \frac{1}{TM} \sum_{i=1}^{T} \sum_{m=1}^{M} \left( \hat{v}_{m}(t) - \hat{\sigma}_{m}(t) \right)^2 + \frac{\sigma_2^2}{\sigma_{w_i}^2} \sum_{i=1}^{|w|} (w_i - \mu_i)^2
\]  
(26)

By scaling (26), we have:

\[
\min_{w} e_w(\mathcal{T}_{\text{full}}) + R(w)
\]
where \( R(w) = \frac{\sigma_2^2}{TM} \sum_{i=1}^{|w|} (w_i - \mu_i)^2 \). The prior distribution of line parameters specifies \( \mu_i \) and \( \sigma_{w_i}^2 \). The only unknown term in \( R(w) \) is \( \sigma_2^2 \), which needs to be estimated. With the Gaussian assumption \( \hat{v}_{m}(t) \sim N(\hat{\sigma}_{m}(t), \sigma_2^2) \), \( \sigma_2^2 \) can be estimated from data samples by:

\[
\sigma_2^2 \approx \frac{1}{M(T-1)} \sum_{i=1}^{T} \sum_{m=1}^{M} \left( \hat{v}_{m}(t) - \hat{\sigma}_{m}(t) \right)^2 = \frac{T}{T-1} e_w(\mathcal{T}_{\text{full}})
\]
(28)

The approximation in (28) holds when \( w \) is close to the true parameter value. The MAP estimation of line parameters consists of two steps. First, we estimate \( w \) by minimizing \( e_w(\mathcal{T}_{\text{full}}) \) without prior knowledge and calculate \( \sigma_2^2 \) with (28). Second, we obtain the MAP estimate with (27).

Since we work with both the entire dataset and mini-batches, we define the loss function over a data batch \( \mathcal{T} \) as:

\[
J_w(\mathcal{T}) = e_w(\mathcal{T}) + \gamma R(w)
\]
(29)

where \( \gamma \) is the regularization factor that controls the weight of prior. (24)–(27) corresponds to MAP with \( \gamma = 1 \). Note that \( R(w) \) does not depend on \( |\mathcal{T}| \), because \( R(w) \) is defined on the full batch size \( T = |\mathcal{T}_{\text{full}}| \). This definition ensures that when \( \mathcal{T}_{\text{full}} \) is split into mini-batches, the average \( J_w(\mathcal{T}) \) over all mini-batches equals \( J_w(\mathcal{T}_{\text{full}}) \).

The gradient of \( R(w) \) can be calculated as follows:

\[
\frac{\partial R(w)}{\partial w_i} = 2\frac{\sigma_2^2}{TM} \frac{(w_i - \mu_i)}{\sigma_{w_i}^2}, \quad i = 1, \ldots, |w|
\]
(30)

2) Constraints on Line Parameter Estimates: We can also add constraints to the line parameter estimates if we know their upper and lower limits. Assume that we know \( w_{\text{min},i} \leq w_i \leq w_{\text{max},i}, \quad i = 1, \ldots, |w| \). Then we can apply projected gradient descent to ensure that the learned parameters from the SGD-based estimation procedure stays within the allowable range. Here we denote the projection as \( w_{\text{proj}} = \text{CONS}(w, w_{\text{min}}, w_{\text{max}}) \), in which \( w_{\text{proj},i} = \min(w_{\text{max},i}, \max(w_{\text{min},i}, w_i)) \) for \( i = 1, \ldots, |w| \).

E. SGD-Based Line Parameter Estimation Algorithm

Our proposed SGD-based line parameter estimation method is summarized in Algorithm 3. In step 1, the parameter set \( w_{\text{iter}} \) is initialized with its original value in the GIS. The initial values for the parameters are assumed to be not far from the correct values. In steps 2 to 20, we iteratively update \( w_{\text{iter}} \) by descending \( J_w(\mathcal{T}_{\text{batch}}) \)'s gradient over a small number of samples (i.e., a mini-batch) of size \( n_{\text{batch}} \). We use patience \( n_{\text{patience}} \) to decide when to stop the iterative update process. That is to say, the algorithm will be stopped if \( J_{\text{best}} \) is not improved in \( n_{\text{patience}} \) epochs (an epoch goes through all \( T \) samples in mini-batches).

Steps 5 to 10 show the procedure of updating \( w_{\text{iter}} \) over each mini-batch, in which we use the backtracking line search of parameters \( s_{\text{initial}}, \alpha, \beta \) and \( \epsilon_{\text{stop}} \) to determine the step size in each move. In step 21, the parameters \( w_{\text{best}} \), which has the lowest \( J_{\text{best}} \), is selected as the output. The use of prior distribution of the distribution line parameters is controlled by \( \mu_i, \sigma_{w_i}^2, \quad i = 1, \ldots, |w|, \gamma, \text{w}_{\text{min}}, \text{and w}_{\text{max}} \).

**Algorithm 3:** SGD-Based Line Parameter Estimation.

**Input:** First difference of smart meter voltage magnitude \( \hat{v}(t) \) and three-phase nodal power injection \( \dot{l}(t) \), \( t \in \mathcal{T}_{\text{full}} \); prior distribution information \( \mu_i, \sigma_{v_i}^2 \) of line parameters, \( i = 1, \ldots, |w| \), regularization factor \( \gamma \); parameter constraints \( w_{\text{min}}, w_{\text{max}} \); hyperparameters \( n_{\text{batch}}, n_{\text{patience}}, \text{p}_{\text{initial}}, \alpha, \beta \) and \( \epsilon_{\text{stop}} \); an initial estimate \( w_{\text{initial}} \) of \( w \) for the 12Σ line parameters.

**Output:** Updated estimate of \( w \).

1. Initialize \( w_{\text{iter}} = w_{\text{initial}} \) and \( J_{\text{best}} = J_{\text{wbest}}(\mathcal{T}_{\text{full}}) \) as (29). \( n_{\text{epoch}} = 0, n_{\text{epoch}}(n_{\text{epoch}}) = J_{\text{best}} \).
2. repeat
3. \( n_{\text{epoch}} = n_{\text{epoch}} + 1 \)
4. Randomly split \( \mathcal{T}_{\text{full}} \) into mini-batches of size \( n_{\text{batch}} \).
5. for each mini-batch \( \mathcal{T}_{\text{batch}} \) do
6. Calculate \( \partial R(w_{\text{iter}}) / \partial w_{\text{iter}} \) (30).
7. \( \nabla J_{w_{\text{iter}}} = \text{BACKWARD}(w_{\text{iter}}, \mathcal{T}_{\text{batch}}) + \gamma R(\mathcal{T}_{\text{full}}) \)
8. Set \( s = s_{\text{initial}} \) and \( \Delta w = -\nabla J_{w_{\text{iter}}} \).
9. \( w_{\text{temp}} = \text{CONS}(w_{\text{iter}} + s \Delta w, w_{\text{min}}, w_{\text{max}}) \)
10. while \( J_{w_{\text{temp}}}(\mathcal{T}_{\text{batch}}) > J_{w_{\text{iter}}}(\mathcal{T}_{\text{batch}}) + \alpha s \nabla J_{w_{\text{iter}}} \Delta w \) do
11. \( s = \beta s \)
12. \( w_{\text{temp}} = \text{CONS}(w_{\text{iter}} + s \Delta w, w_{\text{min}}, w_{\text{max}}) \)
13. end while
14. \( w_{\text{iter}} = w_{\text{temp}} \)
15. end for
16. if \( J_{w_{\text{iter}}}(\mathcal{T}_{\text{full}}) < J_{\text{best}} \) then
17. \( J_{\text{best}} = J_{w_{\text{iter}}}(\mathcal{T}_{\text{full}}), w_{\text{best}} = w_{\text{iter}} \).
18. end if
19. \( n_{\text{epoch}}(n_{\text{epoch}}) = J_{\text{best}} \)
20. until \( 1 - J_{\text{history}}(n_{\text{epoch}} - n_{\text{patience}}) < \epsilon_{\text{stop}} \)
21. return \( w_{\text{best}} \).

**F. Distributed Parameter Estimation With Network Partition**

For large-scale networks, the FORWARD function takes a larger number iterations to converge and is thus more time consuming. To solve this problem, we propose a network partitioning method to enable parallel computing over smaller
sub-networks. The proposed approach works as follows. First, we identify a few edges of the network, which partition the network into sub-networks with similar sizes. Second, for each selected edge, one end of it is used as a quasi-source. The quasi-source’s three-phase power injection, voltage magnitude of each phase, and the voltage angle difference between phases are measured. Now, each sub-network contains at least one quasi-source node or substation. Third, each sub-network is treated as an independent network and one quasi-source node or substation is selected as the source node; the other quasi-source nodes or substations in this sub-network are treated as ordinary nodes with three additional single-phase pseudo-loads in phase A, B, and C respectively, whose voltage and power injections are measured. Fourth, we execute Algorithm 3 for all sub-network in parallel.

We can take the IEEE 37-bus test feeder shown in Fig. 3 as an example of the network partition method. The feeder is partitioned into three sub-networks with similar size by edge 702-703 and 708-733. Node 702 and 708 are used as quasi-sources. Sub-network 1’s source node is 799, and node 702 has 3 additional pseudo loads. Sub-network 2’s source node is 702, and node 708 has 3 additional pseudo loads. Sub-network 3’s source node is 708. Since sub-network 3 has no other quasi-source nodes, it does not contain any pseudo loads.

V. NUMERICAL STUDY

A. Setup for Numerical Tests

We evaluate the performance of our proposed graphical learning-based parameter estimation algorithm and a few state-of-the-art algorithms on the modified IEEE 13-bus and 37-bus test feeders. We modify these two test feeders by introducing loads with all 7 types of phase connections, \(AN, BN, CN, AB, BC, CA,\) and \(ABC\). The basic information of the two modified IEEE test feeders is shown in Table I. The modified 37-bus test feeder is shown in Fig. 3 and the modified 13-bus feeder is described in [27].

The hourly real power consumptions on the test feeders are calculated based on the real power consumption time series from the smart meters of a real-world distribution feeder managed by FortisBC [4]. The length of the real power consumption time series is 2160, which corresponds to 90 days of measurements. The reactive power time series are calculated by power flow analysis using OpenDSS. To simulate the smart meter measurement noise, we use a zero-mean Gaussian distribution with three standard deviation matching 0.1% to 0.2% of the nominal values. The 0.1 and 0.2 accuracy class smart meters established in ANSI C12.20-2015 represent the typical noise levels in real-world advanced metering infrastructure. We assume that the initial estimates for the distribution line parameters, \(w_{\text{initial}}\), are randomly sampled from a uniform distribution within \(\pm 50%\) of the correct values.

When generating simulated time series data, the power consumptions are allocated relatively evenly to each phase so that the test feeders are close to balance. Following [33], the level of unbalance of a feeder at time interval \(t\) can be measured as

\[
u(t) = \left| I_A(t) - I_m(t) \right| + \left| I_B(t) - I_m(t) \right| + \left| I_C(t) - I_m(t) \right| \over 3I_m(t)
\]

where \(I_m(t) = \frac{1}{3}(I_A(t) + I_B(t) + I_C(t))\) is the mean of the distribution substation line current magnitudes of the three phases at time interval \(t\). We use the 90-day average of \(|\nu(t)|\) to measure the level of unbalance of the test feeders, which are shown in Table I.

The hyperparameters for SGD of the proposed graphical learning model is set up as follows. \(n_{\text{batch}} = 10, n_{\text{patience}} = 10, s_{\text{initial}} = 10000, \alpha = 0.3, \beta = 0.5,\) and \(\epsilon_{\text{stop}} = 0.01\). The \(\epsilon_{\text{forward}}\) in the FORWARD function and \(\epsilon_{\text{backward}}\) in the BACKWARD function are set to be \(1e-20\). These values are set empirically so that the algorithm updates \(J_{\text{w}_{\text{initial}}}(\mathbb{X})\) adequately and stops when it saturates.

The setup corresponding to the prior distribution component of the proposed algorithm is set up as follows. \(w_{\text{initial}}\) is assumed to be within \(\pm 50\%\) of the correct values. Thus, the lower and upper bounds of the parameter \(w_i\) are selected to be \(w_{\text{initial},i} = \frac{5}{6}w_{\text{initial},i} \) and \(w_{\text{initial},i} = 2w_{\text{initial},i}\), where \(w_{\text{initial},i}\) is the \(i\)th element in \(w_{\text{initial}}\). For the MAP estimation of each parameter \(w_i\), we set \(\mu_i = w_{\text{initial},i}\) and \(\sigma_i = w_{\text{initial},i} \times 50\% \times \frac{1}{3}\), which represents a Gaussian distribution centered at \(w_{\text{initial},i}\) and its three standard deviation matching \(\pm 50\%\) of \(w_{\text{initial},i}\). Though this Gaussian assumption is different from the actual uniform distribution of \(w_{\text{initial}}\), simulation results show the MAP is still effective.

The proposed graphical learning model uses SGD to update line parameter estimates. To reliably evaluate the performance of the proposed model, we execute the algorithm multiple times with different random seeds and calculate the average performance. The numerical tests are implemented using MATLAB.
in a Linux system on a DELL workstation with two 3.0 GHz Intel Xeon 8-core CPUs and 192 GB RAM.

**B. Performance Measurement**

We use the mean absolute deviation ratio (MADR) to measure the estimation error of distribution line parameters. The MADR between the estimated \( w \) and the correct value \( w^\dagger \) is defined as:

\[
\text{MADR} \triangleq \sum_{i=1}^{12} |w_i - w_i^\dagger| / \sum_{i=1}^{12} |w_i^\dagger| \times 100\%
\]  

(32)

The performance of a distribution line parameter estimation algorithm is evaluated by the percentage of MADR improvement, which is defined as:

\[
\text{MADR improvement} \triangleq \frac{\text{MADR}_{\text{initial}} - \text{MADR}_{\text{final}}}{\text{MADR}_{\text{initial}}} \times 100\% 
\]  

(33)

where \( \text{MADR}_{\text{initial}} \) and \( \text{MADR}_{\text{final}} \) represent the MADR of the initial and the final line parameter estimates. The maximum possible MADR improvement is 100%, which corresponds to a perfect estimation (i.e., \( \text{MADR}_{\text{final}} = 0\% \)).

**C. Performance Comparison of the Proposed Graphical Learning Method and State-of-The-Art Algorithms**

The performance of our proposed graphical learning algorithm (GL) with MAP and parameter constraints (abbreviated as CON) is compared with the state-of-the-art algorithm, linearized power flow model based maximum likelihood estimation (LMLE) [27]. We also design another baseline method, which is called nonlinear maximum likelihood estimation (NMLE). The NMLE algorithm is derived based on the nonlinear three-phase power flow model and it uses the same iterative scheme as the FORWARD function to calculate the complex voltage state \( [x(t)] \) from the given line parameter set \( w \). The NMLE also tries to minimize the mean squared error in (16) by an iterative SGD scheme similar to Algorithm 3. The main difference between GL and NMLE is how the gradient \( \frac{\partial \mathcal{L}(\Xi)}{\partial w_i} \) is estimated. The GL method uses the efficient BACKWARD function designed for the GNN to estimate the gradient. The NMLE method uses an empirical gradient estimation approach: for each \( i = 1, \ldots, |w| \), we change \( w_i \) by a small amount \( \Delta w_i \), calculate the change in loss function \( \Delta e_{\text{w}}(\Xi) \), and then estimate the derivative over \( w_i \) by \( \frac{\Delta e_{\text{w}}(\Xi)}{\Delta w_i} \).

In addition, we perform an ablation study to evaluate the relative importance of the MAP and parameter constraints modules in our proposed graphical learning model. These methods are tested with three smart meter accuracy classes: noiseless (0%), 0.1%, and 0.2%. Due to the randomness of the SGD component of the proposed and comparison algorithms, the combination of each algorithm and smart meter class is tested 20 times with different random seeds. The computation efficiency of the NMLE scheme similar to Algorithm 3. The main difference between GL and NMLE is how the gradient \( \frac{\partial \mathcal{L}(\Xi)}{\partial w_i} \) is estimated. The GL method uses the efficient BACKWARD function designed for the GNN to estimate the gradient. The NMLE method uses an empirical gradient estimation approach: for each \( i = 1, \ldots, |w| \), we change \( w_i \) by a small amount \( \Delta w_i \), calculate the change in loss function \( \Delta e_{\text{w}}(\Xi) \), and then estimate the derivative over \( w_i \) by \( \frac{\Delta e_{\text{w}}(\Xi)}{\Delta w_i} \).

In addition, we perform an ablation study to evaluate the relative importance of the MAP and parameter constraints modules in our proposed graphical learning model. These methods are tested with three smart meter accuracy classes: noiseless (0%), 0.1%, and 0.2%. Due to the randomness of the SGD component of the proposed and comparison algorithms, the combination of each algorithm and smart meter class is tested 20 times with different random seeds. The computation efficiency of the NMLE scheme similar to Algorithm 3. The main difference between GL and NMLE is how the gradient \( \frac{\partial \mathcal{L}(\Xi)}{\partial w_i} \) is estimated. The GL method uses the efficient BACKWARD function designed for the GNN to estimate the gradient. The NMLE method uses an empirical gradient estimation approach: for each \( i = 1, \ldots, |w| \), we change \( w_i \) by a small amount \( \Delta w_i \), calculate the change in loss function \( \Delta e_{\text{w}}(\Xi) \), and then estimate the derivative over \( w_i \) by \( \frac{\Delta e_{\text{w}}(\Xi)}{\Delta w_i} \).

In addition, we perform an ablation study to evaluate the relative importance of the MAP and parameter constraints modules in our proposed graphical learning model. These methods are tested with three smart meter accuracy classes: noiseless (0%), 0.1%, and 0.2%. Due to the randomness of the SGD component of the proposed and comparison algorithms, the combination of each algorithm and smart meter class is tested 20 times with different random seeds. The computation efficiency of the NMLE scheme similar to Algorithm 3. The main difference between GL and NMLE is how the gradient \( \frac{\partial \mathcal{L}(\Xi)}{\partial w_i} \) is estimated. The GL method uses the efficient BACKWARD function designed for the GNN to estimate the gradient. The NMLE method uses an empirical gradient estimation approach: for each \( i = 1, \ldots, |w| \), we change \( w_i \) by a small amount \( \Delta w_i \), calculate the change in loss function \( \Delta e_{\text{w}}(\Xi) \), and then estimate the derivative over \( w_i \) by \( \frac{\Delta e_{\text{w}}(\Xi)}{\Delta w_i} \).
Fig. 4. Box plot of 20 random tests for each different algorithm in the 13-bus test feeder, 0.2% noise level. The green diamond represents the mean value.

or more accurate line parameter estimation than the NMLE with much lower computation time.

In addition to the advantage of GL algorithm, Table II shows the benefit of CON and MAP. Compared with GL algorithm, using only CON has a higher MADR improvement by 1.7% to 5.5% in the 13-bus feeder, and 1.2% to 8% in the 37-bus feeder. Compared with GL algorithm, using only MAP has a higher MADR improvement by 0.3% to 3.3% in the 13-bus feeder, and 0% to 9.6% in the 37-bus feeder. The GL algorithm using both CON and MAP has the highest MADR improvement, which is higher than LMLE by 13.8% to 15.1% in the 13-bus feeder, and 5.9% to 31.8% in the 37-bus feeder. The box plot of Fig. 4 compares the accuracy of different algorithms in the 13-bus test feeder, 0.2% meter class. These results show that both MAP and CON are effective in utilizing the prior distribution of line parameters to further improve the parameter estimation accuracy.

The estimation accuracy of all algorithms increases as the meter noise level decreases, with one exception. In Table II, we note that under meter class 0%, the MAP’s improvement over the GL algorithm is not as significant as 1% and 2% meter classes. This is because under the noiseless 0% meter class, the \( \sigma_v^2 \) for MAP is much smaller than 1% and 2% meter classes. The smaller \( \sigma_v^2 \) put less weight on R(\( w \)) in (27) and thus the MAP is less effective under the 0% meter class.

In Table II, we also note that the overall accuracy of 13-bus feeder is higher than 37-bus. This is because the 37-bus feeder has lower meter number to line number ratio and longer average node-to-node distances (in terms of number of line segments). The material of line segments, configurations, and load profiles are also different between the two feeders.

**D. Performance on Unbalanced Distribution Feeders**

We test our proposed method with higher unbalance levels by adjusting the load levels in each phase of the test feeders. The result shows that our proposed method is very accurate even if the feeder is severely unbalanced. Table III shows the average MADR improvement of different parameter estimation methods when the feeder’s unbalance level is 0.1, which is deemed as severely unbalanced. From Table III, We can draw similar conclusions as in Table II. The GL algorithm and its combination with CON and MAP significantly outperform LMLE. Compared with the LMLE, the GL algorithm has a higher MADR improvement by 8.4% to 8.7% in the 13-bus feeder, and 4.5% to 19.7% in the 37-bus feeder. The GL+CON&MAP has the most accurate estimation result. Its MADR improvement is higher than LMLE by 14.7% to 16.1% in the 13-bus feeder, and 6.6% to 29.5% in the 37-bus feeder. The line parameter estimation accuracy of NMLE is also close to GL. The NMLE’s MADR improvement is slightly higher than the GL in the 13-bus feeder with 0% and 0.2% meter class, and the 37-bus with 0.2% meter class. As mentioned in Section V-C, this is because the runtime limit on the NMLE stops the algorithm early, which accidentally mitigated overfitting and we expect the accuracy of NMLE to be slightly lower than that of GL if NMLE has enough runtime. In the test of 37-bus feeder with 0% meter class, the average MADR improvement of the NMLE is 15.8% lower than the GL and 10.4% lower than the LMLE. As mentioned in Section V-C, this is because NMLE does not have enough SGD iterations to update the parameter estimation within the runtime limit.

**E. Performance Under Different Levels of Smart Meter Penetrations**

We also evaluate the performance of our proposed method with different levels of smart meter penetration. Table IV shows the average MADR improvement of different distribution line parameter estimation methods. In the 13-bus test feeder with 90% and 80% smart meter penetration levels, the average MADR improvement is calculated over 10 and 45 possible meter placement combinations respectively. For each of other tests with less than 100% smart meter penetration, the average MADR improvement is calculated over 50 random smart meter placement combinations. As shown in the table, the MADR improvement decreases when the penetration level of the smart meters decreases. The GL and its combination with CON and MAP
significantly outperform LMLE. Compared with the LMLE, the GL algorithm has a higher MADR improvement by 8.7% to 16.5% in the 13-bus feeder, and 5% to 11.8% in the 37-bus feeder. The GL+CON&MAP has the most accurate estimation result. Its MADR improvement is higher than LMLE by 14.1% to 40.0% in the 13-bus feeder, and 8.6% to 14.7% in the 37-bus feeder. The line parameter estimation accuracy of the NMLE is also close to or slightly lower than the GL, except in the 13-bus feeder with 90%, 80%, and 50% penetration ratio. As mentioned in Section V-C, these exceptions exist because the runtime limit on the NMLE stops the algorithm early, which accidentally mitigated overfitting and we expect that the NMLE’s accuracy to be slightly lower than that of GL if NMLE has enough runtime.

**F. Comparison of Computation Time of GL and NMLE**

In the numerical study, we limit the runtime of NMLE to 10 hours in each single test. Without the time limit, the average runtime of the NMLE algorithm is 1538 minutes for the 13-bus feeder or a sub-network in the 37-bus feeder, while the average runtime of the GL algorithm is 52 minutes. In other words, the GL algorithm is about 30 times faster than the NMLE algorithm. This is because the BACKWARD function of GL is much more efficient than the empirical gradient calculation method in NMLE.

To explain it further, let us use the 13-bus feeder as an example. The main computation time in the SGD-based approach of GL and NMLE is taken by the backward function and the evaluation of loss function descent (line 10 of Algorithm 3). For the GL algorithm, the gradient is calculated by the BACKWARD function, which has an average runtime of 0.43 s on a mini-batch of data. For the NMLE algorithm, the gradient is calculated empirically by \( \frac{\Delta e_w(t)}{\Delta w} \) for each line parameter \( w \). In the 13-bus feeder with 6 lines (12 parameters per line), it needs to calculate \( e_w(t) \) 6 \times 12 + 1 = 73 times (1 calculation for the original parameter values and 72 calculations for changing one of the parameter values). The most time consuming step of evaluating \( e_w(t) \) is in the FORWARD function, which takes 0.32 s on a mini-batch of data on average. Thus, the empirical gradient calculation in NMLE takes about 0.32 \times 73 = 23.36 seconds per mini-batch of data. The loss function descent for both GL and NMLE is evaluated by a FORWARD function. Thus, the total runtime over one mini-batch of data in the SGD-based algorithm is roughly 0.43 + 0.32 = 0.75 second for GL, and 23.36 + 0.32 = 23.68 seconds for NMLE. With other computation overhead added to GL and NMLE, the runtime of NMLE is about 30 times longer than that of GL.

**VI. CONCLUSION**

In this paper, we develop a physics-informed graphical learning algorithm to estimate line parameters of three-phase power distribution networks. Our proposed algorithm is broadly applicable as it uses only readily available smart meter data to estimate the three-phase series resistance and reactance of the primary line segments. We leverage the domain knowledge of power distribution systems by replacing the deep neural network-based transition functions in the graph neural network with three-phase power flow-based physical transition functions. A rigorous derivation of the gradient of the loss function for first difference voltage time series with respect to line parameters is provided. The network parameters are estimated through iterative application of stochastic gradient descent. The prior distribution of the line parameters is also considered to further improve the accuracy of the proposed parameter estimation algorithm. Comprehensive numerical study results on IEEE test feeders show that our proposed algorithm significantly outperforms the state-of-the-art algorithms and is more computationally efficient than other nonlinear approaches. The relative advantage of the proposed algorithm becomes more pronounced when smart meter measurement noise level is higher.

**APPENDIX A**

**DERIVATION OF \( \hat{A}(t) \)**

The 12 \( N \times 12 \) matrix \( \hat{A}(t) \) is defined as

\[
\hat{A}(t) \triangleq \frac{\partial \hat{F}_w([\tilde{x}(t)], [\tilde{l}(t)])}{\partial [\tilde{x}(t)]}
= \begin{bmatrix}
\frac{\partial F_w([\tilde{x}(t-1)], [\tilde{l}(t-1)])}{\partial [\tilde{x}(t-1)]}
& \cdots & \frac{\partial F_w([\tilde{x}(t-1)], [\tilde{l}(t)])}{\partial [\tilde{x}(t-1)]}
\end{bmatrix}
\]

(34)

The calculation of (35) depends on \( n \) and \( k \). If \( k \notin n \) and \( k \neq n \), then

\[
\frac{\partial f_{w,n}(t)}{\partial x_k(t)} = 0_{6 \times 6}
\]

(36)

If \( k \in n \) or \( k \neq n \), then

\[
\frac{\partial f_{w,n}(t)}{\partial x_k(t)} = \langle Z_{nn} \rangle \cdot \langle Y_{nk} \rangle
\]

(37)

which is a function of line impedance parameters. If \( k = n \), then

\[
\frac{\partial f_{w,n}(t)}{\partial x_k(t)} = \langle Z_{nn} \rangle \cdot \begin{bmatrix}
\frac{\partial}{\partial} \text{Re}(s_n^*(t) \odot u_n^*(t)) \\
\frac{\partial}{\partial} \text{Im}(s_n^*(t) \odot u_n^*(t))
\end{bmatrix}
\]

(38)

To calculate (38), we simplify the notations and define

\[
\gamma_i(t) \triangleq \frac{p_{\alpha_i}(t) - j q_{\alpha_i}(t)}{\alpha_i(t) - j \beta_i(t)} \quad i = a, b, c.
\]

(39)
By rules of the function derivative, each element in the second term of the RHS of (38) can be calculated as in (40) and (41):
\[
\frac{\partial \text{Re}(\mathcal{Y}_n(t))}{\partial \alpha_n(t)} = \frac{p_n(t)(\beta_n(t))^2(\alpha_n(t))^2 - 2q_n(t)(\alpha_n(t))^3 - 2p_n(t)(\alpha_n(t))\beta_n(t)}{[\alpha_n(t)^2 + (\beta_n(t))^2]^2}
\]
\[
\frac{\partial \text{Re}(\mathcal{Y}_n(t))}{\partial \beta_n(t)} = \frac{q_n(t)(\alpha_n(t))^2 - 2p_n(t)(\alpha_n(t))\beta_n(t)}{[\alpha_n(t)^2 + (\beta_n(t))^2]^2}
\]
\[
\frac{\partial \text{Im}(\mathcal{Y}_n(t))}{\partial \alpha_n(t)} = \frac{\partial \text{Re}(\mathcal{Y}_n(t))}{\partial \beta_n(t)}
\]
\[
\frac{\partial \text{Im}(\mathcal{Y}_n(t))}{\partial \beta_n(t)} = -\frac{\partial \text{Re}(\mathcal{Y}_n(t))}{\partial \alpha_n(t)}
\]
(40)

For \(i \neq j\), we have:
\[
\frac{\partial \text{Re}(\mathcal{Y}_n(t))}{\partial \alpha_n(t)} = \frac{\partial \text{Re}(\mathcal{Y}_n(t))}{\partial \beta_n(t)} = \frac{\partial \text{Im}(\mathcal{Y}_n(t))}{\partial \alpha_n(t)} = -\frac{\partial \text{Im}(\mathcal{Y}_n(t))}{\partial \beta_n(t)} = 0
\]
(41)

Thus, given the features \(\hat{\mathbf{I}}(t-1)\) and \(\hat{\mathbf{I}}(t)\), the line parameter \(\mathbf{w}\), and the theoretical states \(\hat{\mathbf{x}}(t-1)\) and \(\hat{\mathbf{x}}(t)\) on current \(\mathbf{w}\) estimation, we can calculate \(A(t)\) following (34)–(41).

**APPENDIX B**

**DERIVATION OF \(\hat{\mathbf{b}}(t)\)**

The \(1 \times 12\) \(N\) vector \(\hat{\mathbf{b}}(t)\) is defined by
\[
\hat{\mathbf{b}}(t) = \frac{\partial e_w(t)}{\partial a(t)} \cdot \frac{\partial \hat{G}(\hat{\mathbf{x}}(t))}{\partial \hat{\mathbf{x}}(t)}
\]
(42)

In (42), calculating \(\frac{\partial e_w(t)}{\partial a(t)}\) is equivalent to calculating \(\frac{\partial e_w(t)}{\partial m(t)}\), \(m = 1, \ldots, M\). From (15), we have:
\[
\frac{\partial e_w(t)}{\partial m(t)} = \frac{2}{M} (\hat{a}_m(t) - \hat{\nu}_m(t)), \; m = 1, \ldots, M
\]
(43)

By the definition of (22), the second term of RHS of (42) can be calculated as an \(M \times 12\) \(N\) matrix:
\[
\frac{\partial \hat{G}(\hat{\mathbf{x}}(t))}{\partial \hat{\mathbf{x}}(t)} = \left[ -\frac{\partial G(\mathbf{x}(t-1))}{\partial \mathbf{x}(t-1)} \right]
\]
(44)

\(\frac{\partial G(\mathbf{x}(t-1))}{\partial \mathbf{x}(t-1)}\) is derived by calculating each \(1 \times 6\) vector \(\frac{\partial g_m(x_m(n))}{\partial x_m(n)}\), \(m = 1, \ldots, M\), \(n = 1, \ldots, N\). Depending on \(m\) and \(n\), \(\frac{\partial g_m(x_m(n))}{\partial x_m(n)}\) is calculated in three cases.

**Case 1:** If \(n \neq \text{no}(m)\), then:
\[
\frac{\partial g_m(x_m(n))}{\partial x_m(n)} = 0_{6 \times 1}
\]
(45)

**Case 2:** If \(n = \text{no}(m)\) and meter \(m\) measures voltage magnitude of phase \(i\) (i.e., meter \(m\) is a single-phase meter on phase \(i\) or a three-phase meter measuring phase \(i\)’s voltage), then each element of \(\frac{\partial g_m(x_m(n))}{\partial x_m(n)}\) can be calculated as follows:
\[
\frac{\partial g_m(x_m(n))}{\partial x_m(n)} = \frac{\alpha_i(t) - \alpha_i(t) - \beta_i(t)}{\sqrt{(\alpha_i(t))^2 + (\beta_i(t))^2)}}
\]
\[
\frac{\partial g_m(x_m(n))}{\partial x_m(n)} = \frac{\beta_i(t) - \beta_i(t)}{\sqrt{(\alpha_i(t))^2 + (\beta_i(t))^2)}}
\]
\[
\frac{\partial g_m(x_m(n))}{\partial x_m(n)} = \frac{\gamma_i(t) - \gamma_i(t)}{\sqrt{(\alpha_i(t))^2 + (\beta_i(t))^2)}}
\]
(46)

**Case 3:** If \(n = \text{no}(m)\) and meter \(m\) is a two-phase meter measuring phase \(ij\)’s voltage magnitude, then each element of \(\frac{\partial g_m(x_m(n))}{\partial x_m(n)}\) can be calculated as follows:
\[
\frac{\partial g_m(x_m(n))}{\partial x_m(n)} = \frac{\alpha_i(t) - \alpha_i(t) - \beta_i(t)}{\sqrt{(\alpha_i(t))^2 + (\beta_i(t))^2)}}
\]
\[
\frac{\partial g_m(x_m(n))}{\partial x_m(n)} = \frac{\beta_i(t) - \beta_i(t)}{\sqrt{(\alpha_i(t))^2 + (\beta_i(t))^2)}}
\]
\[
\frac{\partial g_m(x_m(n))}{\partial x_m(n)} = \frac{\gamma_i(t) - \gamma_i(t)}{\sqrt{(\alpha_i(t))^2 + (\beta_i(t))^2)}}
\]
(47)

Thus, given the theoretical output time difference \(\hat{a}_m(t)\), the measured output time difference \(\hat{\nu}_m(t)\), and the theoretical states \(\hat{\mathbf{x}}(t-1)\) and \(\hat{\mathbf{x}}(t)\) on current \(\mathbf{w}\) estimation, we can calculate \(\hat{\mathbf{b}}(t)\) following (42)–(47).

**APPENDIX C**

**DERIVATION OF \(\frac{\partial F_w(\{\hat{x}(t), \hat{\mathbf{I}}(t)\})}{\partial \mathbf{w}}\)**

From (19), we have the \(12 \times 12\) \(12\) matrix
\[
\frac{\partial F_w(\{\hat{x}(t), \hat{\mathbf{I}}(t)\})}{\partial \mathbf{w}} = \left[ \frac{\partial F_w(\{\hat{x}(t-1), \hat{\mathbf{I}}(t-1)\})}{\partial \mathbf{w}} \right]
\]
(48)

\(\frac{\partial F_w(\{\hat{x}(t-1), \hat{\mathbf{I}}(t-1)\})}{\partial \mathbf{w}}\) is derived by calculating \(\frac{\partial f_{w,n}(t)}{\partial w_m}\) for each \(n = 1, \ldots, N\) and \(m = 1, \ldots, |\mathbf{w}|\), in which
\[
f_{w,n}(t) = \hat{f}_{w,n}(\mathbf{x}_n(t), \mathbf{I}_n(t), \mathbf{x}_{\text{no}(n)}(t))
\]
(49)

For easier derivation, here we introduce a new set of parameters \(\xi\) of size \(12\), which is the set of \(\mathbf{w}\)’s corresponding line conductance and susceptance. Then \(\frac{\partial f_{w,n}(t)}{\partial w_m}\) is derived by
\[
\frac{\partial f_{w,n}(t)}{\partial w_m} = \frac{\partial f_{w,n}(t)}{\partial \xi} \cdot \frac{\partial \xi}{\partial w_m}
\]
(50)
\[
\frac{\partial f_{w,n}(t)}{\partial \xi_m} = \frac{\partial (Z_{mn})}{\partial \xi_m} = \left[ \frac{\partial \text{Re}(s^*(t) \otimes u_n(t))}{\partial \xi_m} - \frac{\partial \text{Im}(s^*(t) \otimes u_n(t))}{\partial \xi_m} \right] + \sum_{k \in \mathscr{N}(n)} \left( \frac{\partial \text{Re}(u_k(t))}{\partial \xi_m} - \frac{\partial \text{Im}(u_k(t))}{\partial \xi_m} \right) + (Z_{nn}) \sum_{k \in \mathscr{N}(n)} \frac{\partial \text{Re}(u_k(t))}{\partial \xi_m} \left[ \frac{\partial \text{Im}(u_k(t))}{\partial \xi_m} \right]
\]

(50) and (51) can be calculated given current parameter estimate \(w\), corresponding \(\xi\), and the theoretical state (\(\hat{x}(t)\)) on current \(w\) estimation. The derivation of \(\frac{\partial (Z_{mn})}{\partial \xi_m}\) and \(\frac{\partial (Y_{mn})}{\partial \xi_m}\) in (51) will be explained in Appendix section C.6. The derivation of \(\frac{\partial \delta}{\partial \omega_m}\) in (50) will be explained in Appendix section C.6.

**A. Derivation of \(\frac{\partial (Z_{nn})}{\partial \xi_m}\) and \(\frac{\partial (Y_{nn})}{\partial \xi_m}\)**

From (8), we have
\[
\frac{\partial (Z_{nn})}{\partial \xi_m} = \left[ \frac{\partial \text{Re}(Z_{nn})}{\partial \xi_m} - \frac{\partial \text{Im}(Z_{nn})}{\partial \xi_m} \right]
\]

By the definition in (6) and (9), we have
\[
Z_{nn} = Y_{nn}^{-1} = (G_{nn} + jB_{nn})^{-1}
\]

Here, \(G_{nn} = \sum_{k \in \mathscr{N}(n)} G_{nk}\) and \(B_{nn} = \sum_{k \in \mathscr{N}(n)} B_{nk}\). \(G_{nk}\) and \(B_{nk}\) are the real and imaginary part of \(Y_{nk}\). For a complex square matrix \((A + jB)\), if \(A\) and \((A + BA^{-1}B)\) are non-singular, then by the Woodbury matrix identity, we can prove the following:
\[
(A + jB)^{-1} = (A + BA^{-1}B)^{-1} - j(A + BA^{-1}B)^{-1}BA^{-1}
\]

Under normal conditions, the \(G_{nn}\) and \(B_{nn}\) satisfy the condition for (54), which is also verified by numerical tests. Thus, we have
\[
\frac{\partial \text{Re}(Z_{nn})}{\partial \xi_m} = \frac{\partial (G_{nn} + B_{nn}G_{nn}^{-1}B_{nn})^{-1}}{\partial \xi_m} = \frac{\partial \text{Im}(Z_{nn})}{\partial \xi_m} = \frac{-\partial (G_{nn} + B_{nn}G_{nn}^{-1}B_{nn})^{-1}B_{nn}G_{nn}^{-1}}{\partial \xi_m}
\]

The 3x3 matrix \(\frac{\partial \text{Re}(Z_{nn})}{\partial \xi_m}\) is derived by calculating \(\frac{\partial \text{Re}(Z_{nn}(i,j))}{\partial \xi_m}\) for each \(i, j\), in which \(Z_{nn}(i,j)\) is the \(i\)-th element of \(Z_{nn}\). By the chain rule, we have
\[
\frac{\partial \text{Re}(Z_{nn}(i,j))}{\partial \xi_m} = \text{Tr} \left( \frac{\partial \text{Re}(Z_{nn}(i,j))^T}{\partial \text{Re}(Z_{nn}(i,j))} \right) \frac{\partial (Z_{nn})}{\partial \xi_m}^{-1}
\]

We define \(E_{m,n}^{(i,j)}\) as an \(m \times n\) matrix, in which the \(i\)-th element is 1 and the rest of elements are all 0. Using the rules of matrix derivatives [34], we have
\[
\frac{\partial \text{Re}(Z_{nn}(i,j))}{\partial \text{Re}(Z_{nn})} = -\text{Re}(Z_{nn})^T E_{3 \times 3}^{(i,j)} \text{Re}(Z_{nn})^T
\]

The second term of RHS of (56) is calculated following (55):
\[
\frac{\partial \text{Re}(Z_{nn})}{\partial \xi_m}^{-1} = \frac{\partial (G_{nn} + B_{nn}G_{nn}^{-1}B_{nn})}{\partial \xi_m}^{-1} = \frac{\partial G_{nn}}{\partial \xi_m} + \frac{\partial B_{nn}}{\partial \xi_m} G_{nn}^{-1} B_{nn} + B_{nn} \frac{\partial G_{nn}^{-1}}{\partial \xi_m} B_{nn} + B_{nn} G_{nn}^{-1} \frac{\partial B_{nn}}{\partial \xi_m}
\]

Here \(\frac{\partial G_{nn}}{\partial \xi_m} = \sum_{k \in \mathscr{N}(n)} \frac{\partial G_{nk}}{\partial \xi_m}\) and \(\frac{\partial B_{nn}}{\partial \xi_m} = \sum_{k \in \mathscr{N}(n)} \frac{\partial B_{nk}}{\partial \xi_m}\). Calculating \(\frac{\partial G_{nn}}{\partial \xi_m}\) and \(\frac{\partial B_{nn}}{\partial \xi_m}\) is straightforward as in (59) and (60).

The 3x3 matrix \(\frac{\partial \text{Re}(Z_{nn})}{\partial \xi_m}\) is derived by calculating \(\frac{\partial G_{nn}(i,j)}{\partial \xi_m}\) for each \(i, j\), in which \(G_{nn}(i,j)\) is the \(i\)-th element of \(G_{nn}\). By the chain rule, we have
\[
\frac{\partial G_{nn}(i,j)}{\partial \xi_m} = \text{Tr} \left( \frac{\partial G_{nn}(i,j)}{\partial \text{Re}(Z_{nn})} \right) \frac{\partial \text{Re}(Z_{nn})}{\partial \xi_m}^{-1}
\]

We have shown how to calculate \(\frac{\partial \text{Re}(Z_{nn})}{\partial \xi_m}\). And similar to (57), we have
\[
\frac{\partial \text{Im}(Z_{nn})}{\partial \xi_m} = -\text{Re}(Z_{nn})^T E_{3 \times 3}^{(i,j)} G_{nn}^{-1}
\]

Every term in (56) has been solved by (56)–(62).

The \(\frac{\partial \text{Re}(Z_{nn})}{\partial \xi_m}\) in (51) can be calculated as
\[
\frac{\partial \text{Re}(Z_{nn})}{\partial \xi_m} = \frac{\partial \text{Re}(Z_{nn})}{\partial \xi_m} \frac{\partial \text{Re}(Z_{nn})}{\partial \xi_m}^{-1} = \left[ \frac{\partial \text{Re}(Z_{nn})}{\partial \xi_m} \frac{\partial \text{Re}(Z_{nn})}{\partial \xi_m}^{-1} \right]^T
\]

Here, every element in (64) can be calculated by (59) and (60).

**B. Derivation of \(\frac{\partial \xi_m}{\partial \omega_m}\)**

Since \(\xi\) is the set of 12Σ lines’ conductance and susceptance, we have \(\xi = \{ g_{ij}, b_{ij} | i = 1, \ldots, 12, j = a, a\bar{b}, ab, a\bar{c}, b\bar{b}, bc, cc \}\), in which \(g_{ij}\) and \(b_{ij}\) are line \(l\)’s conductance and susceptance in phase \(ij\). Thus, we need
to calculate $\frac{\partial g_{ij}}{\partial w_m}$ and $\frac{\partial b_{ij}}{\partial w_m}$. Let $G_l$ and $B_l$ be the $3 \times 3$ conductance and susceptance matrix of line $l$. From (54), we know
\[
G_l = (R_l + X_l R_l^{-1} X_l)^{-1}
\]
\[
B_l = -G_l X_l R_l^{-1}
\] (65)

By the chain rule, we have
\[
\frac{\partial g_{ij}}{\partial w_m} = \text{Tr} \left( \left[ \frac{\partial g_{ij}}{\partial G_l} \right]^T \times \frac{\partial G_l^{-1}}{\partial w_m} \right)
\]
\[
\frac{\partial b_{ij}}{\partial w_m} = \text{Tr} \left( \left[ \frac{\partial b_{ij}}{\partial B_l} \right]^T \times \frac{\partial B_l^{-1}}{\partial w_m} \right)
\] (66)

Suppose $g_{ij}$ and $b_{ij}$ are the $h k$-th element of $G_l$ and $B_l$, ($h \leq k$).

Similar to (57), we have
\[
\frac{\partial g_{ij}}{\partial G_l^{-1}} = -G_l^T E_{3\times3}^{(h,k)} G_l^T
\]
\[
\frac{\partial b_{ij}}{\partial B_l^{-1}} = -B_l^T E_{3\times3}^{(h,k)} B_l^T
\] (67)

From (65), we have:
\[
\frac{\partial G_l^{-1}}{\partial w_m} = \frac{\partial R_l}{\partial w_m} + \frac{\partial X_l}{\partial w_m} R_l^{-1} X_l
\]
\[
+ X_l \frac{\partial R_l^{-1}}{\partial w_m} X_l + X_l R_l^{-1} \frac{\partial X_l}{\partial w_m}
\]
\[
\frac{\partial B_l^{-1}}{\partial w_m} = -\frac{\partial G_l}{\partial w_m} X_l R_l^{-1} - G_l \frac{\partial X_l}{\partial w_m} R_l^{-1}
\]
\[
- G_l X_l \frac{\partial R_l^{-1}}{\partial w_m}
\] (68)

Here,
\[
\frac{\partial R_l}{\partial w_m} = \begin{cases} \mathbf{I}_{3\times3} & \text{if } w_m \text{ is not line } l \text{'s resistance parameter} \\ E_{3\times3}^{(d,d)} & \text{if } w_m \text{ is the } d d \text{th diagonal element in } R_l \\ E_{3\times3}^{(e,d)} & \text{if } w_m \text{ is the } d e \text{th and } e d \text{th off-diagonal elements in } R_l 
\end{cases}
\]
\[
\frac{\partial X_l}{\partial w_m} = \begin{cases} \mathbf{I}_{3\times3} & \text{if } w_m \text{ is not line } l \text{'s reactance parameter} \\ E_{3\times3}^{(d,d)} & \text{if } w_m \text{ is the } d d \text{th diagonal element in } X_l \\ E_{3\times3}^{(e,d)} + E_{3\times3}^{(e,d)} & \text{if } w_m \text{ is the } d e \text{th and } e d \text{th off-diagonal elements in } X_l 
\end{cases}
\] (69)

\[
\frac{\partial R_l^{-1}}{\partial w_m} \text{ is derived by calculating } \frac{\partial R_l^{-1}(d,e)}{\partial w_m} \text{ for each } d \text{ and } e, \text{ where } R_l^{-1}(d,e) \text{ is the } d e \text{-th element of } R_l^{-1}.
\]
\[
\frac{\partial R_l^{-1}(d,e)}{\partial w_m} = \text{Tr} \left( \left[ \frac{\partial R_l^{-1}(d,e)}{\partial R_l} \right]^T \times \frac{\partial R_l}{\partial w_m} \right)
\] (71)

And similar to (57), we have
\[
\frac{\partial R_l^{-1}(d,e)}{\partial R_l} = -R_l^{-T} E_{3\times3}^{(d,e)} R_l^{-T}
\] (72)

Thus, following (65)–(72), we derive $\frac{\partial g_{mn}(t)}{\partial w_m}$. Plugging it into (50), we calculate $\frac{\partial f_m((t))}{\partial w_m}$ and thus obtain $\frac{\partial g_m((t))}{\partial w_m}$. 
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