Anti-Shake HDR Imaging Using RAW Image Data
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Abstract: Camera shaking and object movement can cause the output images to suffer from blurring, noise, and other artifacts, leading to poor image quality and low dynamic range. Raw images contain minimally processed data from the image sensor compared with JPEG images. In this paper, an anti-shake high-dynamic-range imaging method is presented. This method is more robust to camera motion than previous techniques. An algorithm based on information entropy is employed to choose a reference image from the raw image sequence. To further improve the robustness of the proposed method, the Oriented FAST and Rotated BRIEF (ORB) algorithm is adopted to register the inputs, and a simple Laplacian pyramid fusion method is implanted to generate the high-dynamic-range image. Additionally, a large dataset with 435 various exposure image sequences is collected, which includes the corresponding JPEG image sequences to test the effectiveness of the proposed method. The experimental results illustrate that the proposed method achieves better performance in terms of anti-shake ability and preserves more details for real scene images than traditional algorithms. Furthermore, the proposed method is suitable for extreme-exposure image pairs, which can be applied to binocular vision systems to acquire high-quality real scene images, and has a lower algorithm complexity than deep learning-based fusion methods.
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1. Introduction

Raw images capture all image data recorded by the sensor, providing many advantages compared with common compressed image formats, such as lossless compression, linear response to scene radiance, non-destructive white balance, wider color gamut, higher dynamic range (generally 12–14 bits), and so on. Most vision tasks are finished using 8-bit standard RGB (sRGB) compressed JPEGs because raw images require large amounts of memory space and are not well supported by many imaging applications. However, while compression algorithms may be optimized perfectly, the sRGB images are highly processed by the color Image Processing Pipeline (IPP) in terms of color and scene radiance. The process of IPP may result in noise and loss of detail, causing sRGB image information distortion in many advanced vision tasks. Hence, researchers need to increase the complexity of algorithms to obtain better results when using the compressed JPEG formats in vision tasks.

High-dynamic-range (HDR) imaging provides the capacity to capture, manipulate, and display real-world lighting in different imaging conditions, significantly improving the visual experience. Some HDR imaging methods enhance the dynamic range by using particular sensors [1–3], and others use image processing techniques to generate a high-quality HDR image by merging multiple low-dynamic-range (LDR) images captured sequentially with different exposure times. HDR imaging has many applications in augmented reality [4,5], photography, lighting [6–8], saliency detection [9,10], data hiding [11], quality assessment [12,13], and image stitching [14], etc. Many HDR imaging
methods [15–24] have been proposed, which can be divided into two categories: tone-mapping methods [15,18,20,25–28], and multi-exposure image fusion (MEF) methods [16,23,29–31]. In addition, some methods of HDR acquisition based on dynamic scenes [32,33] have also been proposed. Tone-mapping methods produce HDR images by adjusting the grayscale image, which may create some halos in the mapping process. MEF methods merge well-exposed regions from numerous LDR input images to produce a single visually appealing LDR result that appears to possess a higher dynamic range, but the fusion result is usually unsatisfactory due to camera shaking and object movement. Most researchers have designed complicated HDR image fusion algorithms to improve the quality of produced HDR images using the compressed JPEG images as inputs. Nevertheless, camera shaking and object movement in the fusion process still represent a tricky problem. In this paper, an anti-shake HDR image acquisition method is proposed for real scenes based on raw camera data. This method is ghost-free and can save more details than traditional HDR fusion methods.

In summary, the main contributions of this paper are as follows:

• A new dataset of multi-exposure raw image sequences featuring camera shaking is collected, and each raw image has a corresponding JPEG format.
• A reference image selection method for multi-exposure raw image sequences with camera shaking is proposed based on information entropy.
• A pipeline for raw image sequences with camera shaking to produce ghost-free HDR images is designed, with more robust performance for extreme-exposure raw image pairs.

2. Related Work

HDR imaging technology has been the focus of a significant body of imaging science and computer vision in recent years. There are three related categories of work: tone mapping, multi-exposure image fusion, and raw image processing.

Reinhard et al. [25] proposed a tone-mapping method based on photographic models that automatically adjusts the brightness. Durand et al. [27] used an edge-preserving filter called the bilateral filter to reduce contrast and preserve details. The method of Drago et al. [28] is based on the logarithmic compression of luminance values by introducing a bias power function to adaptively vary logarithmic bases. Mantiuk et al. [26] utilized higher-order image statistics and quadratic programming through the model of the human visual system to reduce image distortion. Although the above methods [25–28] can improve the quality of images, they fail to restore the details of image and are sensitive to lighting conditions. To enrich the details of images, Kinoshita et al. [23] proposed a novel pseudo multi-exposure image fusion method based on a single image, utilizing the local contrast enhancement method to obtain high-quality pseudo multi-exposure images. However, with this method the fusion results depend on the quality of input images, resulting unsatisfactory for extreme exposures.

Zhang et al. [29] suggested a wavelet-based fusion algorithm for multi-exposure images. However, the method cannot enhance the details adequately for low-resolution images. Kinoshita et al. [31] proposed a multi-exposure image fusion method based on exposure compensation, but the method requires that the inputs have no moving artifacts. Zhen et al. [34] proposed an algorithm to improve accurate contrast enhancement, but it has a poor effect on over-exposed regions. Some HDR algorithms [35–37] based on deep learning have been proposed to generate HDR images, but these algorithms do not solve the problems of camera shaking and object movement.

Given the advantages of raw images, they are desirable for many algorithms because they allow flexibility for post-processing. Hasinoff et al. [38] described a computational photography pipeline that captures, aligns, and merges a burst of frames to reduce noise and increase dynamic range, but the pipeline failed to suppress the noise of high-contrast features. Chen et al. [35] developed a pipeline for processing low-light raw images, but with this method some obvious details are lost, and as such it is not suitable for images with high amounts of light.
Due to the poor performance of existing HDR algorithms with respect to camera shaking and extreme exposure, an anti-shake HDR image acquisition method based on raw image sequences with position offsets is proposed. The method is not only robust to camera shaking and extreme-exposure image pairs, but also has lower algorithmic complexity and better performance.

3. The Proposed Method

Modern digital cameras attempt to render a pleasant and accurate image of the world, similar to that perceived by the human eye [39]. As shown in Figure 1a, a typical camera IPP includes linearization, white balance, demosaicking, color correction, brightness, and contrast control, with the aim of converting raw sensor images to JPEG images. As shown in Figure 1b, the conventional direct fusion algorithm for multi-exposure sequences usually uses compressed JPEG formats, which are only suitable for inputs without camera shaking and object movement. Another traditional improved multi-exposure image fusion pipeline is shown in Figure 1c, which can be used to process the inputs with position offsets. However, the loss of key feature information in compressed images cannot be recovered by the fusion algorithms, and therefore the fusion results are usually undesirable.
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Figure 1. Cont.
Figure 1. Different image processing pipelines. (a) Traditional color image processing pipeline. (b) Traditional direct fusion pipeline for multi-exposure images. (c) Improved traditional multi-exposure image fusion pipeline. (d) The pipeline of the proposed algorithm.

In this paper, an anti-shake HDR image acquisition method based on raw image sequences with camera shaking and object movement is proposed, which includes raw image processing, reference image selection, image registration, and image fusion, as shown in Figure 1d. Raw images are chosen instead of JPEG images for reference, as more feature points can be detected for matching. In the process of image matching, incorrect matches are rejected many times to achieve better matching accuracy and ensure the fused HDR images are of higher quality.

3.1. Reference Image Selection

Instead of operating on sRGB images produced by the traditional camera processing pipeline, we operated using raw sensor data. Hence, we needed to convert raw images from a single channel to three channels based on Bayer interpolation algorithm to obtain full-color images, as shown in Figure 2.
To better automatically correct the position offsets caused by camera shaking between multi-exposure image sequences, we introduced a reference image selection method based on information entropy for raw image sequences. In information theory, entropy is a measure of the uncertainty in a random variable [40]. The concept of information entropy describes how much information is provided by the signal or image. The image with different exposure values contains different image information and the higher the entropy of the image, the more information the image contains. For the grayscale image, we calculated the image information entropy by Equation (1):

$$E = -\sum_{i=0}^{255} p(i) \log_2 p(i),$$

where $p(i)$ is the distribution probability of image gray $i$.

Table 1 shows the information entropy average values of the raw images and corresponding JPEG images. As shown in Table 1, the information entropy of raw images is higher than that of the JPEG images, and the middle image has the highest entropy. Hence, we chose the middle image as the reference image for multi-exposure raw image sequences.

| Exposure Image Sequence | RAW       | JPEG      |
|-------------------------|-----------|-----------|
|                         | 4.80025180| 4.66945082|
|                         | 6.02060459| 5.99022103|
|                         | 7.64435717| 7.61556499|
|                         | 7.3287806 | 7.3216680 |
|                         | 6.95316271| 6.08631492|

3.2. Feature Point Detection and Matching

The proposed method utilizes the Oriented FAST and Rotated BRIEF (ORB) algorithm [41] to extract feature points of three channels raw images. The image marked with red box in Figure 3 is the selected reference image, and the rest of images are the raw image sequences to be matched. The red points in Figure 3 stand for the detected key points.

![Figure 3](image)

Figure 3. Oriented FAST and Rotated BRIEF (ORB) detection results of the raw image with different levels of exposure.

There were a large number of incorrect matches in the matching process, but we required good matches to estimate the transform matrix. The method to reject incorrect matches can be divided into three steps.

The first step is to utilize the Brute-Force (BF) algorithm to match the feature points of reference images and exposure images according to Hamming distance. The smaller the Hamming distance,
the more similar the two feature points. If the Hamming distance is less than certain threshold $T_1$, the two feature points will be considered to match. $T_1$ can be calculated by Equation (2):

$$T_1 = s(d_{\text{max}} + d_{\text{min}}),$$

where $s$ is a variable, and $d_{\text{max}}$ and $d_{\text{min}}$ represent the maximum Hamming distance and the minimum Hamming distance, respectively. We can find the best $T_1$ by changing the value of $s$. If the Hamming distance is greater than the best $T_1$ value, the matched pair will be eliminated; otherwise, it will be considered a correctly matched pair.

The second step is to further eliminate the incorrect matches by the KNN algorithm. For each feature point in the reference image, we must find the two best matches in the raw image to be registered. Then we also should find the two best matches for the feature point of the raw image in the reference image. The best match for each feature point should be chosen based on the Hamming distance between their descriptors from the two candidate matches. The threshold $T_2$ is used to choose a good match, which defined as:

$$T_2 = \frac{d_{\text{best}}}{d_{\text{second}}},$$

where $d_{\text{best}}$ and $d_{\text{second}}$ denote the measured distance for the best and the second-best match, respectively. If the $d_{\text{best}}$ is much smaller than the $d_{\text{second}}$, the best match will be regarded as the better of the two candidate matches.

Although a large number of incorrect matches are eliminated in step one and step two, we cannot guarantee that the matches obtained will be perfectly exact. Hence, the last step is to reject the matches that do not obey the epipolar constraint by utilizing the RANSAC algorithm [42]. RANSAC is an uncertain algorithm that can estimate mathematical model parameters from the match set containing “outliers”, which are the matches that do not fit the model, and “inliers”, which are the matches that can be explained by model parameters. In this step, we assume all the matches retained in step one and step two are “inliers”, and then randomly select eight sets of matching pairs from the “inliers” to estimate the model by iteration, which can quickly compute the transform matrix. However, if one of the selected matches is an inaccurate match, the computed transform matrix will be incorrect. Hence, the Hamming and KNN algorithms are chosen to reject the most incorrect matches before RANSAC. Figure 4a is the matching result of raw image sequences without rejecting incorrect matches. Figure 4b is the final matching result by the RANSAC algorithm. All the incorrect matches were rejected, indicating that the proposed matching algorithm can greatly improve the matching rate.

![Figure 4](image_url)  

**Figure 4.** The matching results of raw exposure sequence. (a) The results without rejecting incorrect matches. (b) The final matching results by the RANSAC algorithm.
3.3. Image Aligned and Registration

The alignment of raw images with camera shaking is a special challenge, so the homography matrix was adopted to warp the matched raw image sequences. This matrix was computed by the method of direct linear transform (DLT), as shown in Equation (4), which used to estimate the perspective transformation \( H \) matrix of the remaining matched feature pairs. For all feature points, the mapping error from the raw image to the reference image was calculated. The maximum inlier feature points set by the mapping error could be found, and the matrix \( H \) could be recalculated by the coordinates of the inlier feature points.

\[
\begin{bmatrix}
x_1 \\
y_1 \\
1
\end{bmatrix} \sim \begin{bmatrix}
x_2 \\
y_2 \\
1
\end{bmatrix}, \quad (4)
\]

where \((x_1, y_1)\) stands for the coordinates of keypoints in the reference image, \((x_2, y_2)\) denotes the coordinates of keypoints in the raw image to be aligned, and \( H \) represents the transformation matrix with \(3 \times 3\) size, as shown in Equation (5):

\[
H = \begin{bmatrix}
h_{11} & h_{12} & h_{13} \\
h_{21} & h_{22} & h_{23} \\
h_{31} & h_{32} & h_{33}
\end{bmatrix}, \quad (5)
\]

where \(h_{ij} (i, j = 1, 2, 3)\) can be any value.

The registration results are described in Figure 5, in which the reference image is marked by the red box and the right four images are aligned images. It can be observed that the position offsets caused by camera shaking have been corrected and the coordinates of one pixel in different images are consistent.

Figure 5. The results of image registration.

3.4. Image Fusion

To improve the efficiency of the proposed algorithm, the simple Laplacian pyramid decomposition algorithm was used to fuse the registered raw image sequences, extracting the high-frequency information of the image and enriching the detailed information to achieve a better HDR fusion result. The calculation formula \(G_l(i, j)\) of the Gaussian pyramid layer \(l\) is shown in Equation (6):

\[
G_l(i, j) = \sum_{m=-2}^{2} \sum_{n=-2}^{2} w(m, n)G_{l-1}(2i + m, 2j + n)(1 \leq l \leq N, 0 \leq i \leq C_l, 0 \leq j \leq R_l), \quad (6)
\]

where \(w(m, n)\) represents the 2-D low-pass filter, and \(N\) denotes the total number layer of the pyramid. \(C_l\) and \(R_l\) represent the height and width of the pyramid \(l\)-level image, respectively. Equation (6) was used to generate each layer of the Gaussian pyramid \(G_1, G_2, G_3, \ldots, G_N\).
The function `Expand()` was used to expand each layer size of the Gaussian pyramid by interpolation, and the calculation formula is shown in Equation (7):

\[ G_{l,k}(i, j) = 4 \sum_{m=-2}^{2} \sum_{n=-2}^{2} w(m, n) G_{l,k-1}\left(\frac{i + m}{2} \times \frac{i + n}{2}\right) \], (7)

where \( G_{l,k} \) denotes the interpolation result of \( G_{l,0} \). \( G_{l,0} = G_l \), and \( G_{l,k} = \text{Expand}(G_{l,k-1})(0 \leq k \leq N) \).

The Laplacian pyramid can be obtained by calculating the two different layers of the Gaussian pyramid:

\[
\begin{align*}
L_l &= G_l - \text{Expand}(G_{l+1}), & 0 \leq l < N \\
L_N &= G_N, & l = N
\end{align*}
\] (8)

The Gaussian pyramid is a set of low-pass filtered images, while the Laplacian pyramid is a set of band-pass filtered images. The image can be reconstructed by the Laplacian pyramid:

\[ G_l = L_0 + \text{Expand}(G_{l+1}), \] (9)

Equation (9) was used to reconstruct the image from the top to the bottom, and the bottom layer \( G_0 \) is the reconstructed image. The Gaussian and Laplacian pyramids of raw images are shown in Figure 6.

![Figure 6. The Gaussian and Laplacian pyramid results of the raw image. (a) The result of the Gaussian pyramid; (b) The result of the Laplacian pyramid.](image)

The weighted average method was used for image fusion, and each exposure image was fused with the reference image by Equation (10).

\[ F = A \cdot 50\% + B \cdot 50\%, \] (10)

where \( F \) is the fusion image of \( A \) and \( B \), and \( A \) and \( B \) are the Laplacian components of the exposure image and reference image, respectively. Finally, for each exposure image sequence, the reference image was fused with each image of the exposure image sequence by the Laplacian pyramid method to generate the final HDR image, which could be displayed on the monitor directly without tone mapping.

The fused HDR image of the proposed method is shown in Figure 7a. Due to the raw image sequences with camera shaking and object movement, the black area needed to be clipped. The result after clipping is shown in Figure 7b.
4. Experiments and Results

4.1. Dataset

Camera shaking is inevitable in real shooting. Most of the existing multi-exposure image sequence datasets are in JPEG format with no camera shaking, and do not meet the requirements for real scenes. Considering the scarcity of large datasets for MEF in literature, a new dataset was collected for our experiment using the handheld iPhone6s plus smartphone, including 435 multi-exposure raw image sequences. Each image sequence consisted of 4–6 images with exposure values between −3EV and +3EV (inclusive), and the captured images had a resolution of 3024 × 4032 pixels. The scenes of the multi-exposure raw image dataset included buildings, cars, street lamps, scenery, benches, bridges, stones, etc., and each raw image had a corresponding JPEG format. The multi-exposure raw image sequences are shown in Figure 8.

![Figure 7](image1.png)

**Figure 7.** High-dynamic-range (HDR) fusion results. (a) Fusion result; (b) clipped result.

4.2. Experiments

The weighted average method was used for image fusion, and each exposure image was fused with the reference image by Equation (10).

\[
F = \frac{A}{A + B}
\]

where \(F\) is the fusion image of the exposure image sequence, \(A\) and \(B\) are the Laplacian components of the exposure image sequence, and \(L\) is the Laplacian pyramid result of the raw image. The Gaussian and Laplacian pyramid results of the raw image are shown in Figure 6.

![Figure 8](image2.png)

**Figure 8.** (a–h) are the sequences of a multi-exposure raw image. The top row is the selected reference image and the rest are the multi-exposure raw image sequences.
4.2. Experiments

4.2.1. Experimental Results

Figure 9a shows the fusion result of a raw image sequence with the proposed method, and the fusion result of the corresponding JPEG image sequence can be observed in Figure 9b. The experiments were performed on a computer with an Intel Core i7-4790 CPU, 3.6 GHz processor and 8.0 GB RAM. JPEG images lose much image information in IPP, which results in the poor quality of the final HDR images. There is distinct ghosting in Figure 9b (red box), but the ghosting does not exist in Figure 9a, which indicates that the proposed method is superior to the traditional method based on JPEG images.

![Figure 9. The comparison of image fusion results. (a) Fusion result of raw images; (b) Fusion result of JPEG images.](image)

4.2.2. Comparison with Other Methods

Multi-method fusion for multi-exposure images. In this section, the proposed algorithm is compared with other traditional methods on multi-exposure raw image sequences. In Figure 10a–d, a multi-exposure raw image sequence is shown, and the fusion results are shown in Figure 10e–j. In Figure 10e–g the fusion results of three tone mapping methods [25,26,28] are provided, and appear to have distinct ghosting. Figure 10h represents the traditional direct fusion result using JPEG image sequences as inputs, the performance is extremely poor. Figure 10i depicts the fusion result of JPEG image sequences with our method and a significant improvement in image quality can be observed, but ghosting artifacts can be seen in the red box. Figure 10j shows the raw image sequence fusion result, which achieves a satisfactory performance. In conclusion, the anti-shake performance of the proposed algorithm is superior to other traditional methods based on multi-exposure JPEG image sequences.
1. Entropy. The information entropy describes how much information is provided by the signal or image on average, as defined in Equation (1):

\[
MSE = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} (X(i,j) - Y(i,j))^2,
\]

\[
PSNR = 10 \log_{10} \left( \frac{2^n - 1}{MSE} \right)
\]

where \(MSE\) stands for the mean square error between fusion image \(X\) and the reference image \(Y\); \(H\) and \(W\) are the height and width of the image, respectively; \((i, j)\) represent the image coordinates; and \(n\) denotes the number of bits per pixel.

2. PSNR. PSNR is the ratio between the maximum possible power of a signal and the power of corrupting noise that affects the fidelity. The larger the PSNR, the better the fusion result. The calculation formulae are shown in Equations (11)–(12):

3. Average gradient. The average gradient reflects the sharpness and texture of the image, as shown in Equation (13). When the average gradient is higher, the method is regarded as more effective.

\[
G = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} \sqrt{\left(\frac{\partial f}{\partial x}\right)^2 + \left(\frac{\partial f}{\partial y}\right)^2} / 2.
\]
4. **SSIM.** SSIM describes the similarity between two images. Equation (14) is used to calculate the similarity between the reference images and the fused HDR images. A larger value of SSIM indicates a smaller difference between the two images, and that the fusion result is of higher quality.

\[
SSIM(x, y) = \frac{(2\mu_x\mu_y + c_1)(\sigma_{xy} + c_2)}{\left(\mu_x^2 + \mu_y^2 + c_1\right)\left(\sigma_x^2 + \sigma_y^2 + c_2\right)},
\]

where \(x\) denotes the reference image, \(y\) is the fused HDR image, \(\mu_x\) and \(\mu_y\) represent the average pixel values of \(x\) and \(y\), respectively, \(\sigma_x\) and \(\sigma_y\) are the standard deviation of \(x\) and \(y\), respectively, \(\sigma_{xy}\) is the covariance of \(x\) and \(y\), \(c_1, c_2, \text{ and } c_3\) are the constants, and \(c_3 = c_2/2\).

5. **HDR-VDP-2.** The HDR-VDP-2 [43] metric is based on the human visual perception model that can predict visibility and quality difference between two images. For quality differences, the metric produces a mean-opinion score (Q-score), which computes the quality degradation of the fused HDR images with respect to the reference images.

We randomly selected 150 exposure image sequences from the dataset to evaluate the fusion results by different methods. The sequence of exposed images and fusion results of the test are shown in Figure 11. In Figure 11a,b the exposure image sequence is shown, and the fusion results of different methods are shown in Figure 11e–j.

![Figure 11. The sequence of exposure for the image and fusion results of the test. (a–d) The image sequence. (e) Fused image by JPEG directly. (f) Fused image using the method of Drago [28]. (g) Fused image using the method of Durand [27]. (h) Fused image using the method of Reinhard [25]. (i) Fused image using the method of Mantiuk [26]. (j) Fused image using our proposed method.](image)

Table 2 reports the average evaluation scores of fusion results using different evaluation criteria and fusion methods. The fusion results of JPEG images have a higher information entropy value, but with a lower average gradient and serious blurring effects. The tone mapping methods of Drago, Durand, Reinhard, and Mantiuk have lower information entropy and fail to recover the lost details of over- or under-exposed regions. As shown in Table 2, the fusion results of the proposed method have a higher value than the other five methods in entropy, PSNR, and average gradient, indicating that the HDR images generated by the proposed method are clearer.
Table 2. The analysis of the experimental comparative.

| Method/Metrics | Entropy   | PSNR  | Average Gradient | SSIM  | Q-Score |
|---------------|-----------|-------|------------------|-------|---------|
| JPEG          | 7.24006583 | 20 dB | 0.0089           | 0.35  | 37.35   |
| Drago [28]    | 4.73977225 | 28 dB | 0.0082           | 0.49  | 49.33   |
| Durand [27]   | 4.86853024 | 36 dB | 0.0316           | 0.68  | 62.18   |
| Reinhard [25] | 6.48690328 | 33 dB | 0.0191           | 0.54  | 53.26   |
| Mantiuk [26]  | 4.80421760 | 35 dB | 0.0239           | 0.78  | 64.07   |
| Our method    | 7.71679023 | 41 dB | 0.0451           | 0.91  | 73.50   |

Moreover, the overall runtimes of the image-matching process of eight raw image sequences in Figure 8 were evaluated, as shown in Table 3, which report the average value of each image sequence of Figure 8a–h.

We can observe from Table 3 that most of the matching rates of raw images are higher than for JPEG images, and the runtimes for raw images are shorter than for JPEG images. There is little difference in runtime between raw and JPEG images, but the matching rates of raw images are higher than JPEG images, demonstrating that the proposed method can improve the matching rate with the same time consumption.

Table 3. The comparative analysis of feature-matching time and matching rate.

| Figure 8 | The Number of Feature Points Detected ($N_d$) | The Number of Feature Points Rejected ($N_r$) | Matching Rate ($N_d - N_r$)/$N_d$ | Time (ms) |
|----------|---------------------------------------------|---------------------------------------------|-----------------------------------|-----------|
| JPEG     | RAW                                        | JPEG                                        | RAW                               | 13.95     |
| (a)      | 2893                                      | 3415                                          | 1367                              | 13.95     |
| (b)      | 3135                                      | 3389                                          | 1945                              | 14.59     |
| (c)      | 2520                                      | 2765                                          | 1937                              | 14.59     |
| (d)      | 2693                                      | 2905                                          | 1263                              | 9.28      |
| (e)      | 2960                                      | 3218                                          | 1458                              | 11.48     |
| (f)      | 3045                                      | 3319                                          | 1363                              | 11.48     |
| (g)      | 3157                                      | 3578                                          | 1950                              | 13.04     |
| (h)      | 2875                                      | 3176                                          | 1469                              | 14.37     |

4.2.3. Image Fusion with the Extreme-Exposure Sequence

To test the robustness of the proposed method, we tested 100 sets of raw image pairs with extreme exposure, which contain very little image information owing to under- or over-exposure. The fusion results are demonstrated in Figures 12 and 13. In Table 4 the fusion results are compared, and the average scores of the 100 extreme-exposure image pairs with entropy, PSNR, average gradient, SSIM, and HDR-VDP-2 are reported, confirming that the proposed method has strong robustness for extreme-exposure image pairs.
The blue boxes in Figure 12c show that the lost details generated by the proposed method have been recovered well. It can be seen that the fence, the blue writing on the bench, the rectangular bricks on the ground, and even the yellow leaves on the ground are demonstrated clearly. In contrast, the fusion results of compressed JPEG images are unsatisfactory; the words on the bench cannot be seen, and the shapes of the tiles are fuzzy (Figure 12b, blue boxes).

To test the robustness of the proposed method, we tested 100 sets of raw image pairs with extreme exposure, which contain very little image information owing to under- or over-exposure.

The fusion results are demonstrated in Figures 12 and 13. In Table 4 the fusion results are compared, confirming that the proposed method has strong robustness for extreme-exposure image pairs.

**Figure 12.** The fusion results of extreme-exposure pairs. (a) Over- and under-exposed raw image pairs. (b) JPEG fusion result using our method. (c) The result of the proposed method.

**Figure 13.** The fusion results of extreme-exposure image sequence. (a) The over- and under-exposed raw image sequence. (b) JPEG fusion result using our method. (c) Raw fusion result.

| Images/Metrics | Entropy   | PSNR | Average Gradient | SSIM  | Q-Score |
|----------------|-----------|------|------------------|-------|---------|
| JPEG           | 7.50736193| 34 dB| 0.3967           | 0.74  | 63.75   |
| RAW            | 7.70380035| 40 dB| 0.0463           | 0.87  | 69.29   |

Table 3. The comparative analysis of feature-matching time and matching rate.

As shown in Figure 13a, the details of circular columns are lost due to over-exposure (region marked by red box), and there is no reflection in the water in the yellow box. The fusion results of JPEG images are shown in Figure 13b, where blurring of the stone in the circular columns can be seen. The blue boxes in Figure 13c show clear details and color fidelity, and the crack in the stone wall is also observed to be closer to the real-world scene. In summary, the experimental results show that our fusion method achieves an outstanding effect, even in extreme exposure conditions.
5. Conclusions

In this paper, an anti-shake HDR acquisition method based on raw camera data was presented, and a new raw image dataset of a real scene was created. Compared with traditional algorithms, the proposed method retained more HDR image details by using raw images as inputs, avoiding the artifacts caused by camera shaking and object movement. The performance of the proposed method was evaluated using extreme-exposure image pairs. A better HDR image result was found as compared to existing algorithms; hence, the proposed method can be used in binocular or multi-sensor vision systems. The proposed method also has a lower algorithm complexity than deep learning-based fusion methods and adapts more easily to real processing.
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