KOHOVANOV INVARIANTS VIA FUKAYA CATEGORIES: 
THE TANGLE INVARIANTS AGREE
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Abstract. Given a pointed 4-ended tangle $T \subset D^3$, there are two Khovanov theoretic tangle invariants, $D_1(T)$ from [KWZ19] and $L_T$ from [HHHK18], which are twisted complexes over the Fukaya category of the boundary 4-punctured sphere $(S^2, 4\text{pt}) = \partial(D^3, T)$. We prove that these two invariants are the same.

1. Introduction

A framework for studying Khovanov and Bar-Natan homologies via wrapped Lagrangian Floer theory of the 4-punctured sphere was recently developed [KWZ19]. Given a 4-ended tangle decomposition of a link $L$ along a Conway sphere $(S^2, 4\text{pt})$, we defined various types of immersed curves inside the decomposing sphere $(S^2, 4\text{pt})$, such that their wrapped Lagrangian Floer homology recovers Khovanov and Bar-Natan homologies of $L$. These constructions drew inspiration from a paper of Hedden, Herald, Hogancamp, and Kirk [HHHK18], and our aim here is to pin down the precise connection between the two works.

A pointed 4-ended tangle is a 4-ended tangle inside a 3-ball $D^3$, one of whose tangle ends is distinguished from the other three. We usually choose the top left tangle end and mark it with an asterisk *, for example like so: $\ast \ast$. Let $(S^2, 4\text{pt})$ denote the 4-punctured sphere which is the boundary of the 3-ball $D^3$ minus the four tangle ends, and write $W(S^2, 4\text{pt})$ for the wrapped Fukaya category of this 4-punctured sphere.

Hedden, Herald, Hogancamp, and Kirk defined an invariant $L_T$ of pointed 4-ended tangles $T$, which takes the form of a twisted complex over a certain full subcategory $A$ of $W(S^2, 4\text{pt})$ [HHHK18]; see Definition 1. We denote the $A_\infty$-category of twisted complexes over $A$ by $\text{Mod}^A$. In previous work, we defined an invariant $\mathcal{D}_1(T)$ of pointed 4-ended tangles $T$, which takes the form of a twisted complex over another full subcategory $B$ of $W(S^2, 4\text{pt})$ [KWZ19]; see Definition 5. We denote the $A_\infty$-category of twisted complexes over $B$ by $\text{Mod}^B$. Both invariants are well-defined up to homotopy.

Main Theorem. There exists a quasi-isomorphism between $\text{Mod}^A$ and a full subcategory of $\text{Mod}^B$ such that the image of $L_T$ under the embedding

$$\text{Mod}^A \to \text{Mod}^B$$

is chain homotopic to $\mathcal{D}_1(T)$ for any pointed 4-ended tangle $T$. In particular, as twisted complexes up to homotopy, $L_T$ and $\mathcal{D}_1(T)$ determine each other.

To be precise, the authors of [HHHK18] actually work in the Fukaya category of the pillowcase instead of $(S^2, 4\text{pt})$. The pillowcase is the traceless $SU(2)$-character variety of the 4-punctured sphere. As an orbifold, it is a 2-sphere with four orbifold points. These orbifold points are treated as punctures in [HHHK18], and so there is no difference between working with the pillowcase or a 4-punctured sphere. Moreover, the pillowcase can be canonically identified with $(S^2, 4\text{pt})$ after distinguishing one of the tangle ends [KWZ19, Section 8.2]. So in the discussion above, we are implicitly using the induced identification of the Fukaya category of the pillowcase with $W(S^2, 4\text{pt})$.
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1.1. Immersed curves. The invariant $\mathcal{D}_1(T)$ can be represented geometrically by a collection of immersed curves with local systems [KWZ19]. The authors of [HHHK18] mention that it should be possible to reinterpret their invariant $L_T$ in terms of immersed curves with local systems by appealing to a general result by Haiden, Katzarkov, and Kontsevich [HKK17, Theorem 4.3]. Doing this in practice, however, is rather involved, because one needs to rewrite the twisted complex $L_T$ in terms of generators of $\mathcal{W}(S^2, 4\text{pt})$ specified by some full arc system of the 4-punctured sphere.

As a consequence of the Main Theorem, combined with results from [KWZ19], we now obtain a concrete way of producing immersed curves with local systems from $L_T$; compare [HHHK18, Corollary 1.3] and remarks following. Namely, we first use the equivalence of $L_T$ with $\mathcal{D}_1(T)$, and then interpret $\mathcal{D}_1(T)$ as the immersed curve invariant $\tilde{\mathcal{K}}(T)$, one of the main objects introduced in [KWZ19]. An algorithm for computing $\tilde{\mathcal{K}}(T)$ has been implemented in [CZ].

1.2. Notation, conventions, references. This paper is written as a follow-up to [KWZ19], and so we follow the same notation and conventions. All algebras in this paper are considered to be $A_\infty$-algebras, even in the case when the differential and the higher products vanish (as is the case, for example, for the algebra $B$). Consequently, all the maps between algebras are required to satisfy the corresponding relations. Moreover, all categories will be enriched over vector spaces. Therefore, we will use algebras and categories synonymously, treating every basic idempotent of an algebra as an object in its corresponding category. For derived structures over algebras we use the bordered algebraic framework of Lipshitz, Ozsváth, and Thurston [LOT18, LOT15]. The main algebraic object for us is a basic idempotent of an algebra as an object in its corresponding category. For derived structures of type AD bimodules, whereas the subscript indicates the algebra from the type A side. For $\mathcal{D}$-algebras, even in the case when the differential and the higher products vanish (as is the case, for example, for the algebra $B$). Consequently, all the maps between algebras are bounded, since they arise from the cube of resolution construction where all the maps increase the cube filtration.

Type $D$ structures are preferred over twisted complexes because we often find it more convenient to analyze $A_\infty$-functors, eg $G: \mathcal{X} \to \mathcal{Y}$ or $G: \mathcal{X} \to \text{Mod}^\mathcal{Y}$, in terms of the corresponding type $AD$ structures (bimodules) $\mathcal{X}G^\mathcal{Y}$. See [LOT15, Definition 2.2.48] for the construction in the case $G: \mathcal{X} \to \mathcal{Y}$; the case $G: \mathcal{X} \to \text{Mod}^\mathcal{Y}$ is completely analogous. The induced map on the $A_\infty$-categories of type $D$ structures is given by the box tensor product: $- \boxtimes \mathcal{X}G^\mathcal{Y}: \text{Mod}^\mathcal{X} \to \text{Mod}^\mathcal{Y}$. Note that superscripts indicate the algebra from the type $D$ side of type $AD$ bimodules, whereas the subscript indicates the algebra from the type $A$ side. For the generators of bimodules, we use the subscripts to indicate their left and right idempotents.

We work exclusively over the field $F$ of two elements.

1.3. Outline. Section 2 introduces the algebras that are needed to define the tangle invariants $\mathcal{D}_1(T)$ and $L_T$ in Section 3. Section 4 constructs an embedding of $\mathcal{A}$ into $\text{Mod}^B$ that is used in Section 5 to prove the Main Theorem.

2. Various algebras

There are a number of algebras that are relevant to the construction of the tangle invariants $L_T$ and $\mathcal{D}_1(T)$. The relationship between these algebras is summarized in Figure 1.

2.1. The algebras $\mathcal{A}$ and $\mathcal{A}^t$.

Definition 1. Let $\mathcal{A}$ be the full subcategory of the Fukaya category $\mathcal{W}(S^2, 4\text{pt})$ of the 4-punctured sphere generated by the two figure-8 curves $L_0$ and $L_1$ in Figure 2c.
The non-zero values of \( \mu^2 \) are

\[
\mu^2(b_0, c_0) = \mu^2(c_0, b_0) = \mu^2(p_0, q_{10}) = \mu^2(q_{01}, p_{10}) = d_0, \quad \mu^2(p_1, p_1) = c_0,
\]

\[
\mu^2(b_1, c_1) = \mu^2(c_1, b_1) = \mu^2(p_{10}, q_{01}) = \mu^2(q_{10}, p_{01}) = d_1, \quad \mu^2(p_1, p_0) = c_1
\]

The non-zero values of \( \mu^3 \) are

\[
\mu^3(p_0, p_{10}, b_0) = a_0, \quad \mu^3(p_{10}, b_0, p_0) = a_1,
\]

\[
\mu^3(q_{01}, p_{10}, b_0) = \mu^3(p_0, q_{10}, b_0) = b_0, \quad \mu^3(q_{10}, p_{01}, b_1) = \mu^3(b_1, p_1, q_{01}) = b_1,
\]

\[
\mu^3(c_0, b_0, c_0) = \mu^3(c_0, q_{01}, p_{10}) = \mu^3(c_0, p_{01}, q_{10}) = c_0,
\]

\[
\mu^3(c_1, b_1, c_1) = \mu^3(c_1, q_{10}, p_{01}) = \mu^3(p_{10}, q_{01}, c_1) = c_1,
\]

\[
\mu^3(d_0, c_0, b_0) = \mu^3(b_0, c_0, d_0) = \mu^3(q_{01}, p_{10}, d_0) = \mu^3(p_{01}, q_{10}, d_0) = d_0,
\]

\[
\mu^3(d_1, c_1, d_1) = \mu^3(d_1, c_1, b_1) = \mu^3(d_1, p_{10}, q_{01}) = \mu^3(q_{10}, p_{01}, d_1) = d_1,
\]

\[
\mu^3(p_0, q_{10}, q_{01}) = q_{10}, \quad \mu^3(q_{10}, p_{01}, q_{10}) = q_{10}, \quad \mu^3(p_{10}, q_{01}, p_{10}) = \mu^3(p_{10}, p_{01}, q_{10}) = p_{10}.
\]

Furthermore, \( \mu^k \) is zero if \( k \neq 2, 3 \).
Remark 3. The $A_{\infty}$-operations of $\mathcal{A}$ are asymmetrical. This is an artifact of the particular choice of representatives of the curves $L_0$ and $L_1$ and the Hamiltonian function used for perturbations; see the bottom of [HHHK18, Page 10]. There exists a different Hamiltonian function which results in a symmetric model of the quasi-isomorphism class of the algebra $\mathcal{A}$.

Definition 4. Let $\mathcal{A}^s$ be the subalgebra of $\mathcal{A}$ generated by the morphisms $a_0$, $c_0$, $a_1$, $c_1$, $p_{01}$ and $p_{10}$.

Observe that the subalgebra $\mathcal{A}^s$ has no higher $A_{\infty}$-multiplications; it is an honest algebra over $\mathbb{F}$. In [HHHK18], this algebra is denoted by $A_D$.

2.2. The algebras $\mathcal{B}$ and $\mathcal{B}^s$.

Definition 5. Let $\mathcal{B}$ be the full subcategory of the wrapped Fukaya category $\mathcal{W}(S^2, 4\text{pt})$ of the 4-punctured sphere generated by the two arcs labelled $\bullet$ and $\circ$ in Figure 3.

It is well-known (see [Boc16, Theorem 7.6], for example) that the wrapped Fukaya category generated by arcs on a surface admits an explicit description in terms of a quiver algebra. In our case of the category $\mathcal{B}$, we have

$$\mathcal{B} = \mathbb{F}[D_1, \circ \to S_2 \leftarrow S_1 D_2] / (D_j S_i = 0 = S_i D_j)$$

Often, we will abuse notation by using $D$ in place of both $D_1$ and $D_2$, and $S$ in place of both $S_1$ and $S_2$. More precisely, set $S := S_1 + S_2$ and $D := D_1 + D_2$. The variable $H$ denotes the following central element of $\mathcal{B}$:

$$H := D + S^2 = D_1 + D_2 + S_2 S_1 + S_1 S_2$$

Definition 6. Let $\mathcal{B}^s = \mathcal{B}|_{H=0}$ be the quotient algebra obtained from $\mathcal{B}$ by setting $H = 0$.

The algebra $\mathcal{B}^s$ admits the following description as a quiver algebra:

$$\mathcal{B}^s = \mathbb{F}[D, \circ \to S \leftarrow S D] / (DS = 0 = SD, S^3 = 0)$$

2.3. The cobordism categories $\text{Cob}_{/l}$ and $\text{Cob}_{\bullet/l}$.

Definition 7. Let $\text{Cob}_{/l}$ be the following category: the objects are crossingless tangle diagrams $T$ in a fixed disc $D^2$ with four ends on $\partial D^2$. The morphisms are $\mathbb{F}$-linear combinations of orientable cobordisms between those tangle diagrams modulo the following relations:

S-relation: Whenever a cobordism contains a component which is a sphere, the cobordism is set equal to 0; in short:

$$\bigcirc = 0$$

4Tu-relation: Given a cobordism $C$, let us consider four embedded open discs $D_1$ through $D_4$ on $C$. For $i \neq j$, let $C_{ij}$ denote the cobordism obtained from $C$ by removing the discs $D_i$ and $D_j$ and replacing them by a tube with the same boundary. Then

$$C_{12} + C_{34} = C_{13} + C_{24}$$

or in pictures:
Definition 8. Let $\text{Cob}_{/l}$ be the following category: its objects are the same as in $\text{Cob}_{/l}$. Morphisms are $\mathbb{F}$-linear combinations of orientable dotted cobordisms. The components of such cobordisms carry extra decorations in the form of marked points, which we label by dots $\bullet$; they can move freely along each component. The morphisms are considered modulo the following set of relations:

- **S-relation:** Whenever a cobordism contains a component which is a sphere, the cobordism is set equal to 0; in short:
  \[ \emptyset = 0 \]

- **$S_\bullet$-relation:** Whenever a cobordism contains a component which is a sphere with a single dot $\bullet$, it is equal to the same cobordism but with this component removed:
  \[ \bullet \emptyset = 1 \]

- **$\bullet\bullet$-relation:** Whenever a cobordism contains a component containing two dots occupying the same component of a cobordism, the cobordism is set equal to 0:
  \[ \bullet\bullet = 0 \]

- **Neck-cutting relation:** Given a cobordism $C$ containing a compressing disc $D$, consider the cobordism $C'$ obtained from $C$ by doing surgery along $D$, which contains two embedded discs $D_1$ and $D_2$ as mementos from the surgery. Then the morphism represented by $C$ is equal to the formal sum of two morphisms which are obtained from $C'$ by placing a dot in $D_1$ and $D_2$, respectively. In pictures:
  \[ \emptyset = \bullet \emptyset + \bullet \emptyset + H \cdot \bullet \emptyset \]

Both categories $\text{Cob}_{/l}$ and $\text{Cob}_{/l}$ were introduced by Bar-Natan [BN05], and in [KWZ19, Remark 4.12] we explain the connection between them. The main idea is to choose a particular basis for the morphism spaces in $\text{Cob}_{/l}$. This is done as follows: first, we fix a special component for every cobordism in $\text{Cob}_{/l}$. To make these choices consistently, we distinguish one of the four tangle ends (the same for all tangles, usually the one on the top left), and say that the special component of any cobordism between two crossingless tangles is the one containing this distinguished tangle end. Note that this is compatible with composition of cobordisms. In local pictures of cobordisms, we will decorate the special component by an asterisk $\ast$. Similarly, we mark the distinguished tangle end by an asterisk $\ast$, like so: $\ast \emptyset$. Then we introduce two pieces of specific notation. First, we introduce a formal variable $H$; multiplication of a cobordism by $H$ increases the genus of the special component by 1. Second, we introduce decorations of components of cobordisms by dots $\bullet$, which represent certain linear combinations of cobordisms in $\text{Cob}_{/l}$. For details, see [KWZ19, Definition 4.10]. With this notation in place, [KWZ19, Proposition 4.11] and [KWZ19, Proposition 4.15] imply that the two relations on morphisms in $\text{Cob}_{/l}$ are equivalent to

\[ (1) \]

\[ \emptyset = 0 \quad \emptyset = 1 \quad \bullet\bullet = H \cdot \bullet\bullet \quad \bullet\bullet = 0 \]

By comparing these relations to the relations in Definition 8, we obtain the following relationship between $\text{Cob}_{/l}$ and $\text{Cob}_{/l}$:

\[ (2) \quad \text{Cob}_{/l} / (H = 0) = \text{Cob}_{/l} / (\bullet\bullet = 0) \]

Definition 9. Define $\text{Cob}_{/l}^{\bullet\bullet=0}$ to be the category from Equation (2).

Remark 10. An important feature of the categories $\text{Cob}_{/l}$, $\text{Cob}_{/l}$, and $\text{Cob}_{/l}^{\bullet\bullet=0}$ is that every object is isomorphic to a direct sum of the basic crossingless tangles. This results from a process referred to as delooping; see [BNBS14, Lemma 3.1] for $\text{Cob}_{/l}$ and [KWZ19, Observation 4.18]
for $\text{Cob}_{/l}$. Specializing to the case of 4-ended tangles, there are exactly two basic crossingless tangles: $\bar{\otimes}$ and $\bar{\otimes}$. Delooping implies that $\text{Cob}_{/l}$ is equivalent to the additive enlargement of its full subcategory generated by $\bar{\otimes}$ and $\bar{\otimes}$, and the same holds for $\text{Cob}_{/l}$ and $\text{Cob}_{/l}$. We denote those subcategories by

$$\text{Cob}_{/l}(\bar{\otimes} \oplus \bar{\otimes}), \quad \text{Cob}_{/l}(\bar{\otimes} \oplus \bar{\otimes}), \quad \text{and} \quad \text{Cob}_{/l}(\bar{\otimes} \oplus \bar{\otimes}),$$

respectively.

2.4. Various coincidences. In [KWZ19, Theorem 4.21], we showed the following:

**Theorem 11.** There is an isomorphism $\mathcal{B} \cong \text{Cob}_{/l}(\bar{\otimes} \oplus \bar{\otimes})$ via the following dictionary:

- $\bullet \leftrightarrow \bar{\otimes}$, $(\bullet \rightarrow \bullet) \leftrightarrow \text{id}_{\bar{\otimes}}$, $(\bullet \rightarrow \bullet) \leftrightarrow (\text{dot cobordism})$, $(\bullet \rightarrow \bullet) \leftrightarrow (\text{saddle cobordism})$
- $\circ \leftrightarrow \bar{\otimes}$, $(\circ \rightarrow \circ) \leftrightarrow \text{id}_{\bar{\otimes}}$, $(\circ \rightarrow \circ) \leftrightarrow (\text{dot cobordism})$, $(\circ \rightarrow \circ) \leftrightarrow (\text{saddle cobordism})$

By dot cobordism, we mean the identity cobordism with a dot on the component without the distinguished tangle end $\ast$, and by saddle cobordism we mean the cobordism whose underlying surface is contractible and does not carry any dot. Note that since we are using the dot notation in this theorem, the isomorphism depends on the choice of the distinguished tangle end $\ast$.

**Observation 12.** The isomorphism from Theorem 11 restricts to $\mathcal{B} \cong \text{Cob}_{/l}^{s=0}(\bar{\otimes} \oplus \bar{\otimes})$.

One of the key results in [HHHK18], namely Theorem 7.1, states that Bar-Natan’s dotted cobordism category of planar crossingless tangles is isomorphic to the additive enlargement of the subalgebra $A^\ast$. In view of Observation 12, the following result is simply a reformulation of theirs:

**Theorem 13.** There is an isomorphism $\mathcal{B} \cong A^\ast$ via the following dictionary:

- $\bullet \leftrightarrow L_0$, $(\bullet \rightarrow \bullet) \leftrightarrow a_0$, $(\bullet \rightarrow \bullet) \leftrightarrow c_0$, $(\bullet \rightarrow \bullet) \leftrightarrow p_0$
- $\circ \leftrightarrow L_1$, $(\circ \rightarrow \circ) \leftrightarrow a_1$, $(\circ \rightarrow \circ) \leftrightarrow c_1$, $(\bullet \rightarrow \bullet) \leftrightarrow p_1$

3. Complex-valued tangle invariants

We recall the definitions of the invariants $D_4(T)$ and $L_T$ associated with a pointed 4-ended tangle $T$. A schematic picture is shown in Figure 4, which we will explain in more detail throughout this section. To give just a rough overview, in the center of this diagram we see various categories of complexes over the algebras from Section 2. The relationship between those categories is informed by the relationship between the corresponding algebras summarized in Figure 1. The top and bottom of the diagram show the intermediate steps in the definitions of $D_4(T)$ and $L_T$.

3.1. The invariant $D_4(T)$. The definition of $D_4(T)$ starts with Bar-Natan’s invariant $[T]_{/l}$ of oriented tangles $T$ in the 3-ball [BN05]. This invariant generalizes Khovanov homology of links in the 3-sphere. Like Khovanov’s link invariant, $[T]_{/l}$ takes the form of a bigraded chain complex which is well-defined up to chain homotopy equivalence. However, while the link invariant is a chain complex over $\mathbb{F}$, $[T]_{/l}$ is a chain complex over the cobordism category $\text{Cob}_{/l}$ from Section 2.3.

The next step relies in an essential way on the fact that we work with pointed 4-ended tangles. First, we deloop the chain complex $[T]_{/l}$, thus writing it as a chain complex over $\text{Cob}_{/l}(\bar{\otimes} \oplus \bar{\otimes})$, as explained in Remark 10. Then, using the isomorphism from Theorem 11 between $\text{Cob}_{/l}(\bar{\otimes} \oplus \bar{\otimes})$ and the algebra $\mathcal{B}$ specified by the distinguished endpoint $\ast$ of $T$, we obtain the type D structure $D(T)^\mathcal{B}$. We highlight that the choice of $\ast$ simply specifies a particular basis of the morphism spaces inside $\text{Cob}_{/l}$. 
Theorem 11 to obtain a complex $\Lambda_1(T)$ and $L_T$. The triangle $\triangle$ and the squares $\square$ and $\lozenge$ commute.

In the last step, we take the mapping cone of the $H$ times the identity map on $\Lambda(T)^B$:

$$\Lambda_1(T) := [\Lambda(T)^B \xrightarrow{H \cdot \text{id}} \Lambda(T)^B]$$

Equivalently, we can view $\Lambda_1(T)$ as the result of taking the box tensor product of $\Lambda(T)^B$ with the type AD bimodule $B[I \rightarrow I]^B$ defined by

$$B[I \rightarrow I]^B := [B^B \xrightarrow{(-)H} B^B]$$

where $B^B[I \rightarrow I]$ denotes the identity bimodule of the algebra $B$.

### 3.2. The invariant $L_T$.

The first step in the definition of $L_T$ is very similar to that of $\Lambda_1(T)$. The authors of [HHHK18] also start with some version of Bar-Natan’s tangle invariant over a cobordism category. However, they work over chain complexes over the whole category $\text{Cob}$. We denote the corresponding tangle invariant by $\mathcal{C}_{\mathcal{T}}^{s=0}$. Then they observe that the algebra $\text{Cob}^{s=0}(\mathcal{C} \oplus \mathcal{C})$ is isomorphic to the subalgebra $\mathcal{A}^s$ of $\mathcal{A}$ [HHHK18, Proposition 6.3]. This allows them to construct a functor from $\text{Cob}^{s=0}$ to the additive enlargement of $\mathcal{A}$ [HHHK18, Theorem 7.1]. This functor induces a functor from $\text{Mod}^{\text{Cob}^{s=0}}$ to $\text{Mod}^4$, and the image of $[\mathcal{T}]_{s=0}$ under this functor is $L_T$.

### 3.3. A preliminary comparison of the two invariants.

It is clear from the construction that the image of $[\mathcal{T}]_{s=0}$ under the functor induced by the quotient map $\text{Cob}_{1/1} \rightarrow \text{Cob}_{s=0}$ is equal to $[\mathcal{T}]_{s=0}$, explaining the commutativity of the triangle labelled $\triangle$ on the left of Figure 4.

Furthermore, the single step from $[\mathcal{T}]_{s=0}$ to $L_T$ can be broken into three steps, as shown at the bottom of that diagram. Namely, we may first deloop $[\mathcal{T}]_{s=0}$, ie write it as a chain complex over the full subcategory $\text{Cob}^{s=0}(\mathcal{C} \oplus \mathcal{C})$ and then use the isomorphism from Observation 12 to obtain a complex $\Lambda(T)^B$ over $\mathcal{B}$. The commutativity of the square $\square$ in Figure 1 implies the commutativity of the square labelled $\square$ in Figure 4. Then, we may use the isomorphism from Theorem 11 to obtain a complex $\Lambda(T)^A$ over $\mathcal{A}^s$. We may regard $\Lambda(T)^A$ as a complex over $\mathcal{A}$ via the embedding $\text{Mod}^4 \hookrightarrow \text{Mod}^4$. We claim that this complex agrees with $L_T$.

Indeed, the composition of the isomorphisms between $\text{Cob}^{s=0}(\mathcal{C} \oplus \mathcal{C})$, $\mathcal{B}$ and $\mathcal{A}^s$ agrees with the isomorphism between $\text{Cob}^{s=0}(\mathcal{C} \oplus \mathcal{C})$ and $\mathcal{A}^s$ used in [HHHK18]. So the only difference between the two constructions is that the authors of [HHHK18] do not use delooping, but work with chain complexes over the whole category $\text{Cob}_{1/1}^{s=0}$ instead. To define the embedding of $\text{Cob}_{1/1}^{s=0}$ into the additive enlargement of $\mathcal{A}$, the authors describe all the morphisms...
in the category $\text{Cob}_{\bullet}^{s=0}$, see [HHHK18, Proposition 6.5]. That proposition, in its content, is equivalent to delooping. So we see that the square labelled $\circ$ in Figure 4 also commutes.

The main conclusion from the commutativity of the whole diagram in Figure 4 is the following:

**Proposition 14.** The tangle invariants $\mathcal{A}_1(T)$ and $L_T$ can be both recovered from the invariant $\mathcal{A}(T)^B$.

3.4. **Prospectus on the Main Theorem.** The strategy for the proof of the Main Theorem is as follows: we define yet another pair of categories, namely the full subcategory $\mathcal{C}$ of $\text{Mod}^B$ generated by the two mapping cones, and its subcategory $\mathcal{C}^s$. We then construct a quasi-isomorphism between $\mathcal{C}$ and $\mathcal{A}$ which restricts to a quasi-isomorphism between $\mathcal{C}^s$ and $\mathcal{A}^s$. This allows us to view $L_T$ as an object in $\text{Mod}^B$ that can be compared to $\mathcal{A}_1(T)$; see Figures 5 and 9.

4. **An embedding of $\mathcal{A}$ into $\text{Mod}^B$.**

We define a full subcategory $\mathcal{C}$ of $\text{Mod}^B$ and a subcategory $\mathcal{C}^s$ of $\mathcal{C}$ and show that they are quasi-isomorphic to $\mathcal{A}$ and $\mathcal{A}^s$, respectively. This allows us to embed $\mathcal{A}$ into $\text{Mod}^B$. Figure 5 shows how the categories $\mathcal{C}$ and $\mathcal{C}^s$ extend the diagram from Figure 1.
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**Definition 15.** Let $\mathcal{C}$ be the full subcategory of $\text{Mod}^B$ generated by the two objects $\bullet \xrightarrow{H} \bullet$ and $\circ \xrightarrow{H} \circ$.

A basis of the algebra $\mathcal{C}$ as a vector space over $\mathbb{F}$ is shown in Figures 6 and 7. The multiplication and the differential is inherited from $\text{Mod}^B$. $A_0^1$ and $A_1^0$ are the identity morphisms. The non-zero actions of the differential $\mu^1$ are given by

$$\mu^1(X^k) = X^{k+1} \quad \text{for all } k \geq 1 \text{ and } X \in \{A_i, B_i, C_i, D_i, P_j, Q_j \mid i \in \{0, 1\}, j \in \{01, 10\}\}$$

and

$$\mu^1(A_0^1) = A_1^1 \quad \text{and} \quad \mu^1(B_0^1) = B_1^1 + D_1^1 \quad \text{for } i \in \{0, 1\}.$$

**Definition 16.** Let $\mathcal{F}: \mathcal{A} \to \mathcal{C}$ be the $A_\infty$-functor defined as follows. On the level of objects, we set

$$\mathcal{F}(L_0) = [\bullet \xrightarrow{H} \bullet] \quad \text{and} \quad \mathcal{F}(L_1) = [\circ \xrightarrow{H} \circ].$$

We then define

$$\mathcal{F}^1(a_i) = A_i^0 \quad \mathcal{F}^1(b_i) = B_i^0 \quad \mathcal{F}^1(c_i) = C_i^1 \quad \mathcal{F}^1(d_i) = D_i^1 \quad \mathcal{F}^1(p_j) = P_j^1 \quad \mathcal{F}^1(q_j) = Q_j^1$$

for all $i \in \{0, 1\}$ and $j \in \{01, 10\}$. The non-zero actions of $\mathcal{F}^2$ and $\mathcal{F}^3$ are shown in Figure 8. Furthermore, $\mathcal{F}^k = 0$ for $k \geq 4$.

**Lemma 17.** $\mathcal{F}$ is a well-defined $A_\infty$-functor.

**Proof.** We only need to check the $A_\infty$-relations on sequences of length at most six, because the multiplications $\mu^i_A$ in $\mathcal{A}$ vanish for $i \neq 2, 3$, the multiplications $\mu^i_C$ in $\mathcal{C}$ vanish for $i \neq 1, 2$ and $\mathcal{F}^j$
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A_0^k := \begin{pmatrix} \cdots & S^{2k} & \cdots \end{pmatrix} \quad B_0^k := \begin{pmatrix} \cdots & S^{2k} & \cdots \end{pmatrix} \quad C_0^l := \begin{pmatrix} \cdots & D^l & \cdots \end{pmatrix} \quad D_0^l := \begin{pmatrix} \cdots & D^l & \cdots \end{pmatrix}

A_1^k := \begin{pmatrix} \cdots & S^{2k} & \cdots \end{pmatrix} \quad B_1^k := \begin{pmatrix} \cdots & S^{2k} & \cdots \end{pmatrix} \quad C_1^l := \begin{pmatrix} \cdots & D^l & \cdots \end{pmatrix} \quad D_1^l := \begin{pmatrix} \cdots & D^l & \cdots \end{pmatrix}

P_{10}^l := \begin{pmatrix} \cdots & S^{2l-1} & \cdots \end{pmatrix} \quad Q_{10}^l := \begin{pmatrix} \cdots & S^{2l-1} & \cdots \end{pmatrix} \quad P_{01}^l := \begin{pmatrix} \cdots & S^{2l-1} & \cdots \end{pmatrix} \quad Q_{01}^l := \begin{pmatrix} \cdots & S^{2l-1} & \cdots \end{pmatrix}

\text{Figure 6. A basis of the kernel of the differential of the dg algebra } C \text{ as a vector space over } F. \text{ The vertical arrows are labelled by } H = D + S^2, \text{ and } k \geq 0, l \geq 1.

\hat{A}_0^k := \begin{pmatrix} \circ \cdots \circ & S^{2k} \circ \cdots \circ \end{pmatrix} \quad \hat{B}_0^k := \begin{pmatrix} \circ \cdots \circ & S^{2k} \circ \cdots \circ \end{pmatrix} \quad \hat{C}_0^l := \begin{pmatrix} \circ \cdots \circ & D^l \circ \cdots \circ \end{pmatrix} \quad \hat{D}_0^l := \begin{pmatrix} \circ \cdots \circ & D^l \circ \cdots \circ \end{pmatrix}

\hat{A}_1^k := \begin{pmatrix} \circ \cdots \circ & S^{2k} \circ \cdots \circ \end{pmatrix} \quad \hat{B}_1^k := \begin{pmatrix} \circ \cdots \circ & S^{2k} \circ \cdots \circ \end{pmatrix} \quad \hat{C}_1^l := \begin{pmatrix} \circ \cdots \circ & D^l \circ \cdots \circ \end{pmatrix} \quad \hat{D}_1^l := \begin{pmatrix} \circ \cdots \circ & D^l \circ \cdots \circ \end{pmatrix}

\hat{P}_{10}^l := \begin{pmatrix} \circ \cdots \circ & S^{2l-1} \circ \cdots \circ \end{pmatrix} \quad \hat{Q}_{10}^l := \begin{pmatrix} \circ \cdots \circ & S^{2l-1} \circ \cdots \circ \end{pmatrix} \quad \hat{P}_{01}^l := \begin{pmatrix} \circ \cdots \circ & S^{2l-1} \circ \cdots \circ \end{pmatrix} \quad \hat{Q}_{01}^l := \begin{pmatrix} \circ \cdots \circ & S^{2l-1} \circ \cdots \circ \end{pmatrix}

\text{Figure 7. Families of morphisms of the dg algebra } C \text{ which complete those morphisms from Figure 6 to a basis of } C \text{ as a vector space over } F. \text{ Notation is that of Figure 6.}

\begin{align*}
F^2(p_{01}, p_{10}) &= \begin{pmatrix} \circ \cdots \circ \end{pmatrix} \quad A_0^0 = \begin{pmatrix} \cdots & 1 & \cdots \end{pmatrix} \\
F^2(c_0, c_0) &= \begin{pmatrix} \circ \cdots \circ \end{pmatrix} \quad \hat{C}_0^1 = \begin{pmatrix} \cdots & D^l & \cdots \end{pmatrix} \\
F^2(q_{01}, p_{10}) &= \begin{pmatrix} \circ \cdots \circ \end{pmatrix} \quad \hat{B}_0^0 = \begin{pmatrix} \cdots & 1 & \cdots \end{pmatrix} \\
F^2(p_{01}, q_{10}) &= \begin{pmatrix} \circ \cdots \circ \end{pmatrix} \quad \hat{B}_0^0 = \begin{pmatrix} \cdots & 1 & \cdots \end{pmatrix} \\
F^2(d_0, c_0) &= \begin{pmatrix} \circ \cdots \circ \end{pmatrix} \quad \hat{D}_0^1 = \begin{pmatrix} \cdots & D^l & \cdots \end{pmatrix} \\
F^2(c_0, d_0) &= \begin{pmatrix} \circ \cdots \circ \end{pmatrix} \quad C_0^1 + \hat{D}_0^1 = \begin{pmatrix} \cdots & 1 & \cdots \end{pmatrix} \\
F^3(c_0, d_0) &= \begin{pmatrix} \circ \cdots \circ \end{pmatrix} \quad \hat{C}_0^1 = \begin{pmatrix} \cdots & D^l & \cdots \end{pmatrix} \\
F^3(c_0, d_0, c_0) &= \begin{pmatrix} \circ \cdots \circ \end{pmatrix} \quad \hat{C}_0^1 = \begin{pmatrix} \cdots & D^l & \cdots \end{pmatrix} \\
F^2(c_1, c_1) &= \begin{pmatrix} \circ \cdots \circ \end{pmatrix} \quad \hat{D}_1^l = \begin{pmatrix} \cdots & D^l & \cdots \end{pmatrix} \\
F^2(c_1, d_1) &= \begin{pmatrix} \circ \cdots \circ \end{pmatrix} \quad C_1^1 + \hat{D}_1^1 = \begin{pmatrix} \cdots & 1 & \cdots \end{pmatrix} \\
F^3(c_1, d_1, c_1) &= \begin{pmatrix} \circ \cdots \circ \end{pmatrix} \quad \hat{C}_1^1 = \begin{pmatrix} \cdots & D^l & \cdots \end{pmatrix}
\end{align*}

\text{Figure 8. The non-zero actions of } F^2 \text{ and } F^3. \text{ The asymmetry between } F^2(p_{01}, q_{10}) \text{ and } F^2(p_{10}, q_{01}) \text{ is forced by the asymmetry of the } A_\infty \text{-operations of } A, \text{ see Remark 3.}
vanishes for \( j \neq 1, 2, 3 \). Moreover, for sequences of length six, the only possible non-vanishing term in the \( A_\infty \)-relation is

\[
\mu^5_1(\mathbf{F}^3(f, e, d), \mathbf{F}^4(c, b, a)) \quad \text{(for } a, b, c, d, e, f \in \mathcal{A})
\]

We can easily check by hand that this expression vanishes, since the only non-vanishing actions of \( \mathbf{F}^3 \) are \( \mathbf{F}^3(c_0, d_0, c_0) \) and \( \mathbf{F}^3(c_1, d_1, c_1) \) and they square to zero. Similarly, for sequences of length one, the \( A_\infty \)-relation boils down to checking if the images of the basis elements of \( \mathcal{A} \) under \( \mathbf{F}^1 \) lie in the kernel of \( \mu^1_1 \). Checking the relations on the sequences of length strictly between one and six is more tedious. However, it is a finite calculation, so it can be checked by a computer; see the C++ script \texttt{functor.cpp} [KWZ]. \qed

**Definition 18.** Let \( C^s \) be the subalgebra of \( \mathcal{C} \) generated by \( A^k_i, \hat{A}^k_i, C^l_i, \hat{C}^l_i, P^l_j \) and \( \hat{P}^l_j \) for all \( k \geq 0, l \geq 1, i \in \{0, 1\} \) and \( j \in \{01, 10\} \).

**Proposition 19.** The functor \( \mathbf{F} \) is a quasi-isomorphism between the two \( A_\infty \)-algebras \( \mathcal{A} \) and \( \mathcal{C} \). Furthermore, \( \mathbf{F} \) restricts to a quasi-isomorphism between the two subalgebras \( \mathcal{A}^s \) and \( C^s \).

**Proof.** From the description of the differentials on \( \mathcal{C} \), it is clear that \( \mathbf{F} \) induces an isomorphism on homology. Indeed, \( H_*(\mathcal{A}) = \mathcal{A} \) and

\[
H_*(\mathbf{F}) : \mathcal{A} \to H_*(\mathcal{C})
\]

is an isomorphism since \( [A^0_i], [B^0_i], [C^1_i], [D^1_i], [P^1_j] \) and \( [Q^1_j] \) for \( i \in \{0, 1\} \) and \( j \in \{01, 10\} \) generate \( H_*(\mathcal{C}) \). The second statement follows from the definitions. \qed

## 5. PROOF OF THE MAIN THEOREM

Figure 9 shows an updated version of Figure 4 which now includes the quasi-isomorphism \( \mathbf{F} \) and the two algebras \( \mathcal{C} \) and \( C^s \) from Section 4. Definition 4 of \( C^s \) implies that the functor \( - \otimes B[\mathbf{I} \to \mathbf{I}]^B \) factors through \( \text{Mod}^{C^s} \). We denote the corresponding tangle invariants in \( \text{Mod}^{C^s} \) and \( \text{Mod}^C \) by \( \mathcal{D}(T)^{C^s} \) and \( \mathcal{D}(T)^C \), respectively. If we can show that the square in the middle of the diagram in Figure 5 labelled by \( \square \) commutes up to homotopy, then so does the square labelled \( \Box \) in Figure 9; this is the remaining obstacle on the way to the proof of the Main Theorem.

![Figure 9](image_url)

**Figure 9.** An update of Figure 4 taking Section 4 into account.

Let us first consider the commutativity of the square \( \Box \) from Figure 5 after composition with the embeddings \( C^s \hookrightarrow \mathcal{C} \hookrightarrow \text{Mod}^B \). Denote the composition of functors

\[
\mathcal{B} \cong \mathcal{A}^s \xrightarrow{\mathbf{F}} C^s \hookrightarrow \mathcal{C} \hookrightarrow \text{Mod}^B
\]

by \( \mathcal{Y} \). The induced map on type D structures is the box tensor product with the type AD bimodule \( \mathcal{B} \mathcal{Y}^B \) from Figure 10a. Denote the map

\[
\mathcal{B} \xrightarrow{H=0} \mathcal{B}
\]
by $Q$ ("quotienting"). The induced map $\text{Mod}^B \xrightarrow{H=0} \text{Mod}^\delta$ amounts to box tensoring with the bimodule $gQ^\delta$ from Figure 10b.

**Lemma 20.** The bimodules $g[I \to I]^B$ and $gQ^\delta \boxtimes B^Y$ are homotopy equivalent. In other words, the following diagram commutes up to homotopy:

$$
\begin{array}{ccc}
B & \xrightarrow{[I \to I]} & \text{Mod}^B \\
\downarrow & & \downarrow \\
Q & \rightarrow & \mathcal{B}
\end{array}
$$

**Proof.** We will prove a stronger statement, namely, that the bimodules $g[I \to I]^B$ and $gQ^\delta \boxtimes B^Y$ are chain isomorphic. The two bimodules are depicted in Figures 10c and 10d, respectively. The following example explains our shorthand notation for the $\delta^1_{1+j}$-actions of type AD bimodules:

$$(z \boxtimes k) \xrightarrow{(S^2 \boxtimes D)} (z \boxtimes t)$$ represents an action $S^2 \otimes D \otimes (z \boxtimes k) \longrightarrow (z \boxtimes t) \otimes D$ of the $\delta^1_{1+j}$-map.

Furthermore, $k$ means summation over non-negative integers: for example, the action $(D^{k+1} | D^{k+1})$ represents infinitely many actions, one for each $0 \leq k \leq \infty$.

In Figure 11, we define two type AD bimodule maps $f = f_1 + f_2$ and $g = g_1 + g_2$, where $f_1$ and $g_1$ denote the identity components of these maps indicated by the dashed arrows. We claim that $f$ and $g$ are isomorphisms between the bimodules $gQ^\delta \boxtimes B^Y$ and $g[I \to I]^B$. For this we need to check that:

1. $g_2 \circ f_2 = 0$, $g_2 \circ f_1 = g_1 \circ f_2$, $g_1 \circ f_1 = \text{id}$, so $(g_1 + g_2) \circ (f_1 + f_2) = \text{id}_{[I \to I]}$;
2. $f_2 \circ g_2 = 0$, $f_1 \circ g_2 = f_2 \circ g_1$, $f_1 \circ g_1 = \text{id}$, so $(f_1 + f_2) \circ (g_1 + g_2) = \text{id}_{Q^\delta B}$;
3. $f$ and $g$ are type AD bimodule homomorphisms, i.e., $\partial(f) = \partial(g) = 0$.

We refer the reader to [LOT15, Definition 2.2.43] for how the composition and the differentials of type AD bimodule maps are defined.

The first two statements follow in a straightforward way from the diagrams in Figure 11. Before we verify the third statement, observe that the bimodules and maps are symmetrical under switching $l \leftrightarrow b$, $m \leftrightarrow y$, $z \boxtimes t \leftrightarrow w \boxtimes u$ and $z \boxtimes k \leftrightarrow w \boxtimes v$. So to check that $f$ is a homomorphism, it suffices to verify that the following components of $\partial(f)$ vanish:

- $l \to z \boxtimes t$
- $l \to w \boxtimes u$
- $m \to z \boxtimes t$
- $m \to w \boxtimes u$
- $l \to z \boxtimes k$
- $m \to z \boxtimes k$
- $m \to w \boxtimes v$

This calculation is very simple in all but the two underlined cases. We consider those separately: the component $m \to z \boxtimes t$ consists of the terms below, where we take the sum over all non-negative $l$ and $k$; the symbol $\partial^*$ represents the second term in the formula of $\partial(f)$ from [LOT15, Figure 2].

$$
\begin{align*}
\partial^*(m \to z \boxtimes t) &= \partial^*(S^{2k+2}|S^{2k}) + \partial^*(D^{k+2}|D^{k+1}) \\
&= (S^2, S^2[D]) + (D, S^2[D]) + (S^2, D^{k+2}|D^{k+2}) + (D, D^{k+2}|D^{k+2}) \\
&= (S^2, D^{k+1}|D^{k+1}) + (D^{k+2}, D^{k+1}|D^{k+1}) + (S^{2k+2}, S^{2k+2}|S^{2k+2+2}) \\
&= (S^2, S^{2k+3}|S^{2k+3}) \\
&= (S^2, S^{2k+3}|S^{2k+3}) \\
&= (S^2, S^2[D]) + (D, D^{2k+2}|D^{2k+2}) + (D, S^{2k+2}|S^{2k+2+2}) \\
&= (S^2, D^{k+3+2k}|D^{k+3+2k}) \\
&= (S^2, D^{k+3+2k}|D^{k+3+2k})
\end{align*}
$$

This completes the proof.
Figure 10. Various bimodules appearing in Lemma 20

Figure 11. The isomorphisms between the type AD bimodules $\mathcal{B}Q^\mathcal{B} \otimes \mathcal{B}Y^\mathcal{B}$ and $\mathcal{B}[I \to I]^\mathcal{B}$. Degree $k$ in actions means summation over non-negative integers.
All these contributions cancel. Similarly, the component $m \rightarrow w \boxtimes u$ consists of the following terms which also cancel each other:

\[
\begin{align*}
\partial^* (m \rightarrow w \boxtimes u) &= \partial^* (S^{2k+3}, S^{2l+2} | S^{2l+2k+3}) \\
m \rightarrow m &\rightarrow w \boxtimes u = (S, S^{2k+2}, S^{2k+1}) \\
m \rightarrow z \boxtimes t &\rightarrow w \boxtimes u = (S, S^{2k+2} | S^{2k+1}) \\
m \rightarrow y &\rightarrow w \boxtimes u = (S^{2k+2}, S^{2l+2k+3})
\end{align*}
\]

This finishes the proof that $f$ is a homomorphism. To see that $g$ is a homomorphism, observe that this map is symmetric to $f$ under reversing the direction of all arrows and switching $l \leftrightarrow m$, $b \leftrightarrow y$, $z \boxtimes t \leftrightarrow z \boxtimes k$ and $w \boxtimes u \leftrightarrow w \boxtimes v$. □

**Corollary 21.** The square labelled $\square$ in Figure 5 commutes up to homotopy, and so does the square labelled $\square$ in Figure 9.

**Proof.** Observe that the chain isomorphisms $f$ and $g$ factor through $C^s$. □

**Proof of the Main Theorem.** Consider Figure 9. The commutativity of this diagram, which we have established in this and the previous two sections, implies that for any pointed 4-ended tangle $T$, the image of $L_T$ under the quasi-isomorphism $F$ is equal to $D(T)^C$ up to chain homotopy. Thus the invariants $L_T$ and $D(T)^C$ are equivalent. Moreover, $\text{Mod}^C$ is a full subcategory of $\text{Mod}^{C^s}$ which implies that any two objects in $\text{Mod}^C$ which are chain homotopic as objects in $\text{Mod}^{C^s}$ are also chain homotopic in $\text{Mod}^C$. Thus $D_1(T)$ is equivalent to $D(T)^C$ and hence to $L_T$. □

By passing from the category $\text{Mod}^{C^s}$ to the category $\text{Mod}^C$ (or equivalently from $\text{Mod}^{A^s}$ to $\text{Mod}^A$) there may be a loss of information since there are potentially more chain homotopies in the latter than in the former. Thus we end with:

**Question 22.** Is $D(T)^{C^s}$ (equivalently $D(T)^{A^s}$) a stronger tangle invariant than $D_1(T)$ (equivalently $L_T$)?
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