Ultralow mechanical damping with Meissner-levitated ferromagnetic microparticles.
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Levitated nanoparticles and microparticles are excellent candidates for the realization of extremely isolated mechanical systems, with a huge potential impact in sensing applications and in quantum physics. Magnetic levitation based on static fields is a particularly interesting approach, due to the unique property of being completely passive and compatible with low temperatures. Here, we show experimentally that micromagnets levitated above type-I superconductors feature very low damping at low frequency and low temperature. In our experiment, we detect 5 out of 6 rigid-body mechanical modes of a levitated ferromagnetic microsphere, using a dc SQUID (Superconducting Quantum Interference Device) with a single pick-up coil. The measured frequencies are in agreement with a finite element simulation based on ideal Meissner effect. For two specific modes we find further substantial agreement with analytical predictions based on the image method. We measure damping times \( \tau \) exceeding \( 10^7 \) s and quality factors \( Q \) beyond \( 10^7 \), improving by 2–3 orders of magnitude over previous experiments based on the same principle. We investigate the possible residual loss mechanisms besides gas collisions, and argue that much longer damping time can be achieved with further effort and optimization. Our results open the way towards the development of ultrasensitive magneto mechanical sensors with potential applications to magnetometry and gravimetry, as well as to fundamental and quantum physics.

Micromechanical and nanomechanical resonators are widely employed in fundamental and applied physics, due to the fact that they can be interfaced to virtually any kind of system. Broadly speaking, we can identify two main groups of applications. A first one is represented by quantum optomechanics [1, 2] and tests of quantum physics in the large scale limit [3, 4]. A second one is represented by mechanical sensing of weak signals. Well known examples are force microscopy [5], force-detected single spins [6], detection of small masses at molecular level [7], ultrasensitive accelerometry [8] and gravimetry [9, 10], magnetometry [11] and tests of wavefunction collapse models [12].

For sensing applications a proper figure of merit to compare different systems is the ratio \( T/\tau \) where \( T \) is the temperature and \( \tau \) is the mechanical damping time. In fact, the ultimate limit for sensing is given by the thermal force noise, with spectral density \( S_f = 4 k_B T m \Gamma \) where \( \Gamma = \omega / Q = 2 / \tau \) is the energy dissipation rate, \( \omega \) is the angular frequency, \( Q \) is the quality factor and \( m \) is the mass [13]. It is apparent that, for a given \( Q \) factor, lower thermal noise is achieved at lower frequencies.

To date, clamped mechanical resonators optimized for quantum optomechanics at MHz and GHz have achieved ultrahigh \( Q \) factors up to \( 10^9 - 10^{10} \) [14, 15]. The factor \( T/\tau \) can be as low as \( 10^{-2} \) K/s for cryogenic micromembranes [14]. Similar values have been achieved by aluminum membranes cooled to millikelvin temperatures [16]. At kHz frequencies, the most typical mechanical sensors are micromachined cantilevers for force microscopy [5, 17], which achieve \( T/\tau \) as low as \( 10^{-4} \) K/s at millikelvin temperatures[18]. Finally, microelectromechanical systems optimized for seismometry and gravimetry at Hz frequencies achieve \( Q \approx 10^4 \) in vacuum at room temperature[8, 10]. This means that they can potentially achieve \( T/\tau \approx 10^{-4} \) K/s at cryogenic temperatures.

Levitated microparticles and nanoparticles have recently emerged as a very promising alternative to clamped mechanical resonators. Besides flexibility and tunability of mechanical parameters, a particularly attractive feature of levitated systems is the absence of clamping losses. As a consequence, very low levels of dissipation and decoherence are potentially achievable [19]. Optical levitation, the most popular and developed technique [20], has been widely demonstrated for force [21–23], torque [24, 25] and acceleration sensing [26]. In spite of high flexibility, optical levitation suffers from heating induced by photon-absorption and scattering, which prevents low temperature operation and ultimately leads to excess thermal noise and decoherence [27]. The lowest \( T/\tau \) factor for optically levitated nanoparticles is approximately \( 10^{-2} \) K/s, which is obtained in low frequency systems [26].

This suggests that different levitation methods, such as Paul traps [28–31], or magnetic traps [32–35] could outperform optical levitation in applications requiring the lowest possible noise level. In particular, magnetic levitation appears very promising because of the unique combination of two properties: a completely passive trapping by static magnetic fields, and the possibility of using SQUIDs to detect the motion with ultralow power dissipation. As a consequence it appears as the perfect solution for operation at low temperatures. Magnetic levitation can be implemented using diamagnetic [32, 33] or superconducting particles [27] in external static fields, or
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ferromagnetic particles above superconductors [34, 35]. Interestingly, these systems have been proposed not only for ultrasensitive force and inertial sensing [34, 36], but also to test quantum mechanics in currently inaccessible regimes [4], to enable quantum technologies such as quantum magnetomechanics [27] and acoustomechanics [37] and for ultrasensitive magnetometry [11]. In particular, it has been suggested that a levitated micromagnet can overcome the standard quantum limitations to the resolution per unit volume of a magnetometer [11, 38].

In this paper we experimentally investigate magnetic levitation of micromagnets using passive superconducting traps, employing SQUIDs for low power position detection. Specifically, we levitate, trap and detect individual ferromagnetic microparticles in a type-I superconducting trap made of lead, and identify rigid body modes in the frequency range 1−400 Hz. We perform a mechanical characterization at $T = 4.2$ K at pressures down to $10^{-3}$ mbar, measuring quality factors in excess of $10^5$ and damping time in excess of $10^2$ s. These results improve over similar previous experiments by more than two orders of magnitude. The value of $T/\tau \approx 10^{-4}$ K/s is already at the state of the art for microsensors, and can be further improved by cooling to millikelvin temperature. We investigate the limiting dissipation mechanisms and discuss a number of possible applications, including force and acceleration sensing, gravimetry, magnetometry as well as fundamental and quantum physics experiments. As a case study, we will investigate the potential of using our levitated micromagnet as a torque magnetometer.

I. EXPERIMENTAL SETUP AND MODE IDENTIFICATION

The trap consists of a cylindrical well inside a 99.95%-purity Pb block (Figs. 1a and 1b) with 4 mm diameter and 4 mm depth. The Meissner surface currents induced by the magnetic particle, combined with gravity, provide the vertical confinement, while the lateral surface provides the horizontal one. No special loading procedure is implemented. The magnetic particle is individually manipulated at room temperature and placed at the bottom of the trap before cooling down. Upon cooldown, Meissner repulsion alone is sufficient to overcome electrical interactions and levitate the particle. We have checked this behaviour for particle radii down to $\sim 30 \mu m$.

We have experimentally demonstrated stable trapping for a variety of spherical and cylindrical magnetic particles with characteristic size in the range $30 - 1000 \mu m$. Here, we will focus on the smallest particle we have levitated, a microsphere made of a neodymium-based alloy [39] with radius $R = (27 \pm 1) \mu m$ (Fig. 1c), determined by optical microscope inspection. The microsphere has been fully magnetized in a 10 T NMR magnet prior to the experiment, with an expected saturated magnetization $\mu_0 M \approx 0.7$ T.

We detect the motion of the particle using a commercial dc SQUID from Quantum Design connected through a single pick-up coil placed above the levitated particle (Fig. 1a). The motion along a given degree of freedom induces a change of the magnetic flux $\Phi$ in the pick-up coil produced by the permanent magnetic dipole $\mu$ of the particle. As the pick-up coil connected to the SQUID input coil constitutes a superconducting loop of total inductance $L$, this results in a current $I$ and a flux $\Phi_S = MI = (M/L) \Phi$ into the SQUID, with $M$ the mutual inductance between SQUID and input coil. The pick-up coil consists of 6 loops of NbTi wire, wound around a cylindrical PVC holder with radius 1.5 mm, coaxial with the trap. The SQUID is enclosed in a separate superconducting shield. The NbTi wires connecting the SQUID input coil and the pick-up coil are pair-twisted and shielded by a lead tube. We can drive the microparticle by means of a second NbTi coil wound on the same pick-up coil holder, connected to an external resistive line.

 Trap and SQUID are enclosed in a indium-sealed copper vacuum chamber which can be dipped in a standard helium transport dewar. A rough mechanical isolation is obtained by hanging the dewar from the laboratory ceiling through a silicone tube. This reduces seismic noise in the bandwidth 1-20 Hz by more than 1 order of magnitude. A cryoperm shield reduces the earth field by a factor of about 10 at the lead trap location. After evacuating the chamber at room temperature, 1 mbar of helium exchange gas is added for thermalization and pumped out after cooldown. We monitor the pressure in the vacuum chamber with a Pirani-Penning gauge placed.
at room temperature. Pressure data is corrected for the gas composition by assuming that the gas is pure helium.
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Figure 2: Spectrum of the flux measured by the SQUID at two representative nominal pressures, $P = 1.0 \times 10^{-4}$ mbar (black continuous line) and $P = 5.0 \times 10^{-2}$ mbar (red dotted line). The rigid body mechanical modes of the microsphere are marked by labels.

Fig. 2 shows two typical SQUID spectra at low and high pressure. The spectra are averaged over a total time of $4.2 \times 10^4$ s. Five modes related with the microsphere rigid body motion have been identified, as described below. Other peaks and structures are due to seismic and acoustic noise. We can distinguish the levitated particle modes from spurious peaks thanks to the high quality factor $Q$ and its characteristic dependence on pressure, as discussed below.

To identify the observed peaks with specific translational and rotational modes of the microparticle, we need a reliable modeling of the system. We parameterize the motion of the particle with the center of mass coordinates $x, y, z$, the librational angle $\beta$ and the azimuthal angle $\alpha$ defined by the permanent magnetic moment $\mu$, and the rotation angle $\gamma$ around $\mu$ (Fig. 1b). The origin is chosen at the center of the bottom surface of the trap. For ideal Meissner effect and trap axis aligned with the gravitational field (i.e. with no tilt), the equilibrium position corresponds to $x_0, y_0, \beta_0 = 0$ and a finite equilibrium height $z_0$ depending on the equilibrium between Meissner repulsion and gravity. There will be no confinement in the $\alpha$ and $\gamma$ angle, so we would expect to detect only 4 modes. In a real implementation any finite tilt with respect to the Earth gravitational field shifts the horizontal equilibrium position off center, breaking the rotational symmetry around $\alpha$, and shifting all frequencies. A trapped torsional $\alpha$ mode will then show up, leading to 5 detectable modes. Because of symmetry breaking all 5 modes are expected to show some finite coupling to the pick-up coil.

In the following, we will mostly focus on two specific modes, namely the $z$ and the $\beta$ ones. Remarkably, the frequency of these modes can be analytically predicted with reasonable accuracy, as a straightforward application of the image method [40, 41]. This is because the dynamics of these modes depends almost exclusively on the interaction of the microsphere with the bottom surface, as long as the equilibrium height $z_0$ is much smaller than the trap radius. Therefore, the resonance frequency is expected to depend very little on the trap tilt. Indeed, we do observe two modes with relatively stable frequency at $(56.5 \pm 0.1) \text{ Hz}$ and $(377 \pm 5) \text{ Hz}$, while the other 3 modes show frequency variations up to $50\%$ upon tilting the experimental setup by a few degrees.

According to the image method [40, 41], the potential energy of a permanent magnet with magnetic moment $\mu$ and mass $m$, placed above an horizontal infinite superconducting plane, is given by:

$$U = \frac{\mu g z^2}{64\pi^3} \left(1 + \sin^2 \beta\right) + mgz$$  \hspace{1cm} (1)

Upon minimization one finds that the equilibrium position is achieved at $\beta = \beta_0 = 0$, i.e. with the magnet positioned horizontally, and $z = z_0$, with:

$$z_0 = \left(\frac{3\mu_0 \mu^2}{64\pi mg}\right)^\frac{1}{3}$$ \hspace{1cm} (2)

The angular resonance frequencies of the $z$ and $\beta$ modes are then easily calculated as $\omega_z = \sqrt{k_z/m}$ and $\omega_\beta = \sqrt{k_\beta/I}$, where $I$ is the moment of inertia and $k_z, k_\beta$ are the spring constants:

$$k_z = \frac{d^2U}{dz^2}(z,\beta=(z_0,\beta_0))$$  \hspace{1cm} (3)

$$k_\beta = \frac{d^2U}{d\beta^2}(z,\beta=(z_0,\beta_0))$$ \hspace{1cm} (4)

Assuming our particle is a homogeneous sphere, the moment of inertia is $I = \frac{2}{5} mr^2$ and we finally obtain:

$$\omega_z = \sqrt{\frac{4g}{z_0}}$$ \hspace{1cm} (5)

$$\omega_\beta = \sqrt{\frac{5z_0 g}{3R^2}}$$ \hspace{1cm} (6)

Interestingly, both frequencies can be written as the square root of the ratio of $g$ with an effective length, as in a simple pendulum. Furthermore, by multiplying Eq. (5) with Eq. (6) we derive the following remarkably simple relation:

$$R = \sqrt{\frac{20}{3} \frac{g}{\omega_z \omega_\beta}}$$ \hspace{1cm} (7)

which provides the microsphere radius $R$ as a function of the two frequencies, independent of mass density and magnetization.
Plugging the experimental values of the two stable frequencies into Eq. (7), we obtain a radius \( R = (30.1 \pm 0.5) \, \mu m \), which is compatible within 10% with the radius \( R = (27 \pm 1) \, \mu m \) measured by optical inspection. The small discrepancy could be partially explained by a finite tilt, as discussed later, or by deviations from sphericity. Further use of Eqs. (5,6) allows identification of the \( \beta \)-mode at \( \omega_\beta/2\pi = (377 \pm 5) \, Hz \) and the \( \alpha \)-mode at \( \omega_\alpha/2\pi = (56.5 \pm 0.1) \, Hz \). The resonance frequencies are correctly reproduced by using the values \( \rho = 7430 \, kg/m^3 \) for the mass density and \( \mu_0 M = 0.71 \, T \) for the magnetization, which are consistent with the values provided by the manufacturer. The derived equilibrium height \( z_0 = 311 \, \mu m \) is much smaller than the hole radius, which justifies the assumption of infinite plane.

A finite element analysis is required to account for the full dynamics and to predict the frequency of all modes. Results from a full 5D finite element simulation of our system based on FEniCS software [42] are shown in Appendix 1. The simulation provides the equilibrium position and the resonant frequencies of all 5 modes, as a function of a finite tilt \( \theta \) applied along the \( x \)-axis. The mode frequencies are in reasonable agreement with the experimental results by assuming a tilt of about 3 degrees. In particular, the \( z \) and \( \beta \)-mode are in substantial agreement with the image method estimation, and show indeed a weak dependence on the tilt, in contrast with the other modes. The low frequencies peaks in the spectrum (Fig. 2) at about 4 and 10 Hz are identified as the \( y \) and \( x \)-mode. The remaining peak is identified as the \( \alpha \)-mode. For the latter, a somewhat larger discrepancy between experiment and simulation is observed, with a small discrepancy could be partially explained by asymmetrical feature in the system which is not accounted for by the model, such as deviations from sphericity or magnetization inhomogeneities.

The simulation also provides an estimation of the equilibrium values of the 5 independent variables. Assuming the tilt along the \( x \)-axis, the equilibrium configuration is \( (x, y, z, \beta, \alpha) \approx (x_0, 0, z_0, 0, \pi/2) \), with \( z_0 \) in agreement within 10% with the image method estimation and \( x_0 \) which is strongly dependent on the tilt.

II. CHARACTERIZATION OF MECHANICAL MODES

We measure the amplitude decay time \( \tau \) of a given mode at frequency \( f = \omega/2\pi \) by means of standard ringdown measurements. The mode is selectively excited at large amplitude by sending a current signal into the excitation coil, and the ringdown is acquired by a lock-in amplifier with reference tuned on the resonance frequency. \( \tau \) is inferred from an exponential fit of the amplitude versus time. The quality factor is calculated as \( Q = \pi f \tau \). At the lowest measured pressures \( P \sim 10^{-5} \, mbar \), \( \tau \) is of the order of several hours and the measurement becomes very difficult, due to the interplay between environmental vibrational noise and the onset of nonlinearities which restrict the available linear dynamic range. Nevertheless, we could perform reliable ringdown measurements of the \( \beta \)-mode at all pressures, and of the \( z \)-mode at almost all pressures.

As first example, we show in Fig. 3a a ringdown measurement of the \( \beta \)-mode at the lowest nominal pressure \( P = 5.7 \times 10^{-5} \, mbar \), featuring a decay time \( \tau = 1.13 \times 10^4 \, s \) and a quality factor \( Q = 1.34 \times 10^{7} \). The ringdown is exponential and does not feature significant damping nonlinearities. Instead, we observe a clear spring softening effect, appearing as a negative frequency shift proportional to the square amplitude, as shown in Fig. 3b. This behaviour is entirely expected, as the trapping potential is intrinsically nonlinear. Based on the analytical potential derived from the image method, we can calculate explicitly the expected frequency shift as a function of the angular amplitude (see Appendix 2 for details). This provides an indicative calibration of the absolute value of the angular motion. The absolute motion for the ringdown of the \( \beta \)-mode in Fig. 3a corresponds to a range \( \beta = 3 - 20 \times 10^{-3} \, rad \), while the typical amplitude of the undriven mode after the exponential ringdown corresponds to about \( 10^{-4} \, rad \). This is significantly larger than the mean thermal motion, which can be estimated as \( \beta_{th} = \sqrt{k_B T/k_B} \approx 6 \times 10^{-6} \, rad \), suggesting that the \( \beta \)-mode is dominated by ambient vibrational noise, for instance seismic noise.

In Figs. 4a and 4b we show a similar ringdown and frequency shift measurement of the \( z \)-mode. The ringdown is acquired at nominal pressure \( P = 1.0 \times 10^{-4} \, mbar \), and shows a decay time \( \tau = 1.17 \times 10^4 \, s \) and a quality factor \( Q = 2.1 \times 10^6 \). The frequency shift measurement shows a behaviour similar to the \( \beta \)-mode, proportional to the square of the oscillation amplitude. Using the expected frequency shift from the image method, we find that the
the absolute motion in the ringdown measurement corresponds to a range \( z = 10 - 20 \mu m \), while the typical amplitude of the undriven mode corresponds to about 0.2 \( \mu m \). Similarly to the \( \beta \) mode, the motion of the undriven mode is much larger than the expected mean thermal motion \( z_{th} = \sqrt{k_BT/\kappa_e} \approx 0.7 \text{ nm} \), showing that the \( z \) mode is also dominated by ambient vibrations. A further mechanical isolation by at least 3 orders of magnitude would be needed to suppress excess noise well below the thermal noise. We note the estimation of the absolute amplitude is also dominated by ambient vibrations. A further mention \( z \) mode is much larger than the expected mean thermal motion.

\[ \tau = \frac{1}{2} \left( 1 + \frac{8}{\pi} \right) \frac{P}{\rho R v} \]  

\[ \tau = \frac{5}{\pi} \frac{P}{\rho R v} \]  

where \( P \) is the gas pressure, \( v = \sqrt{8k_BT/\pi m_g} \) the mean velocity of the gas molecules, with \( m_g \) gas molecular mass, and \( \rho \) and \( R \) density and radius of the microsphere. The two expressions are indeed frequency-independent, depend linearly on pressure and differ one from each other by \( \sim 10\% \).

We have measured \( \tau \) for the \( z \) and \( \beta \) modes at several pressures. The data is shown in Fig. 5. In order to compare the data with the gas damping model, we have to identify the pressure \( P \) in Eqs. (8,9) with the pressure \( P_c \) of the gas in the cold side of the vacuum chamber at \( T_c = 4.2 \text{ K} \), where the microparticle is levitated. In general, \( P_c \) differs from the nominal pressure \( P_w \) measured by the pressure gauge at the warm side (room) temperature \( T_w \), due to the so called thermomolecular effect \([45]\). This phenomenon was studied in detail for the case of helium gas between 4 K and 300 K by Weber and Schmidt \([46, 47]\) and interpolating formulae are reported in Ref. \([45]\). In Fig. 5 the pressure on the \( z \)-axis is the cold pressure \( P_c \) obtained from the Weber-Schmidt model by specifying the measured warm pressure \( P_w \) and the inner radius \( r = 0.97 \text{ cm} \) of the stainless steel tube which connects the cold chamber to the warm gauge pressure. In the limit of low pressure, the thermomolecular pressure ratio scales as \( P_c/P_w = (T_c/T_w)^{5/2} \) and becomes independent of geometric factors.

The data for both the \( \beta \) mode and the \( z \) modes in Fig. 5 are fitted by a second-order polynomial fit significantly better than by a linear fit. We attribute the deviation from the expected linear behaviour to an imperfect estimation of \( P_c \). The Weber-Schmidt formulae are obtained for ideal cylindrical connecting tubes, but in our experiment this is a crude approximation, due to the presence of the wiring inside the tube. However, as the low pressure limit of Weber-Schmidt formulae is independent of form factors of the connecting tube, we expect Eqs. (8,9) to be valid in this limit. Indeed, the linear terms obtained from the fits are respectively \((5.6 \pm 0.3) \text{ s}^{-1}/\text{mbar}\) for the \( \beta \) mode and \((6.2 \pm 0.5) \text{ s}^{-1}/\text{mbar}\) for the \( z \) mode. These estimations are in good agreement with the theoretical predictions \((5.35 \text{ s}^{-1}/\text{mbar})\) and \((5.96 \text{ s}^{-1}/\text{mbar})\) obtained from Eqs. (8,9), using the measured values of \( R \) and the nominal density of the material \( \rho = 7430 \text{ kg/m}^3 \) provided by the manufacturer. The agreement provides an indirect support to the Weber-Schmidt model. A notable feature of the gas damping model which is reproduced by the experiment is the ratio of translational to rotational damping of the order of 1.1.

For the \( \beta \) mode the intercept of the fit \( 1/\tau_{\beta 0} = (4.3 \pm 0.2) \times 10^{-5} \text{ s}^{-1} \) corresponds to a quality factor \( Q = 2.7 \times 10^7 \) at vanishing gas pressure. For the \( z \) mode the intercept of the fit \( 1/\tau_{z 0} = (5 \pm 6) \times 10^{-6} \text{ s}^{-1} \) is instead compatible with zero. This indicates that the residual damping time of the \( z \) mode is longer than 1 day, while the \( Q \) factor is at least of the order of that of the \( \beta \) mode at some \( 10^7 \).

Finally, we have performed single mode noise measurements, focusing on the \( \alpha \) mode, which corresponds to a horizontal twisting motion as in a torsion pendulum (Fig. 1b). Compared to other modes, the \( \alpha \) one appears less sensitive to ambient vibrational noise. Fig. 6 shows the same spectra of Fig. 2, zoomed in around the \( \alpha \) mode. The high pressure data can be accurately fitted by a Lorentzian curve:

\[ S_\alpha = A_0 + A_1 \frac{f_0^4}{(f-f_0)^2 + (f/f_0/Q)^2} \]  

which gives \( Q = 421 \) and \( A_1 = 3.82 \times 10^{-14} \Phi_0^2/\text{Hz} \).
Figure 5: Measured amplitude damping time as a function of the effective pressure at $T = 4.2 \, \text{K}$ calculated using the Weber-Schmidt model. The data refer to the $\beta$ mode (black squares) and $z$ mode (red circles). Solid and dashed lines are second order polynomial fits to the $\beta$ and $z$ mode data.

parameter $A_1$ is proportional to the torque noise acting on the microsphere. In the thermal noise limit, the latter is given by the expression:

$$S_T = 4k_B T \frac{\Phi_0}{Q}$$

so we expect $A_1$ to drop at low pressure due to increasing $Q$. Indeed, the data at low pressure feature a much lower value of $A_1$. The curve superimposed on the low pressure data in Fig. 6 is a fit restricted to the tails of the peak. In fact, we have removed 9 bins around resonance which are affected by spectral leakage, due to the peak being narrower than the spectrum resolution. From the fit we get $A_1 = (1.6 \pm 0.1) \times 10^{-16} \, \Phi_0^2$/Hz. The excess noise above the resonance frequency originates from a broad peak produced in the SQUID electronics and causes a slight overestimation of the Lorentzian peak amplitude.

The fact that $A_1$ is much lower at low pressure than at high pressure is clearly indicating that the latter data are dominated by thermal noise from gas collisions. Based on this assumption, we estimate the torque noise at high pressure using Eq. (11), $\sqrt{S_T} = 1.00 \times 10^{-20} \, \text{Nm}/\sqrt{\text{Hz}}$. This provides an absolute calibration factor to convert the $A_1$ factor measured at low pressure into a torque. From this we estimate the torque noise at low pressure as $\sqrt{S_T} = (6.4 \pm 0.2) \times 10^{-22} \, \text{Nm}/\sqrt{\text{Hz}}$.

III. DISCUSSION

The comparison between $\beta$ mode and $z$ mode suggests that when the pressure is reduced towards 0 the dissipation moves from a gas damping regime, where the damping $1/\tau$ is independent of frequency, to a regime in which $1/\tau$ grows with frequency. This may correspond for instance to a loss angle $1/Q$ either constant or increasing with frequency. Under this regime the modes at low frequency should then achieve a $Q$ of the order of $10^7$ or higher. For a mode at $3 - 4 \, \text{Hz}$, as the $y$ mode in the present experiment, this would translate to a damping time $\tau \approx 10^6 \, \text{s}$.

Besides the obvious damping related with the gas, which can be in principle reduced to negligible levels by operating at lower pressure and temperature, we still need to discuss the origin of the residual dissipation, which is apparent at least in the $\beta$ mode data. We consider magnetic and eddy current losses in the ferromagnetic sphere and losses in the superconductor as possible options.

Estimations of the first two sources are reported in Appendix 3. For our particle, the order of magnitude of eddy current losses is $Q \approx 10^{11}$, so we can reasonably rule them out as the dominant effect. On the other hand magnetic hysteresis losses in the ferromagnetic particle could give the right order of magnitude, assuming a magnetic susceptibility with imaginary part of order $10^{-3}$. A hint on the limiting loss mechanism could be given by the dependence of the $Q$ factor on the microparticle size. We have performed additional measurements on a second similar particle with radius $a = 39 \, \mu\text{m}$ finding a residual $Q = 6 \times 10^6$ for the $\beta$ mode. Other measurements performed with a different type of magnetic particle, such as cylinders with size larger of $200 \times 400 \, \mu\text{m}$ have shown $Q$ factors below $10^5$. The general trend is therefore towards an improvement of $Q$ by lowering the particle size. As shown in Appendix 3, magnetic losses in the particle are
in principle consistent with this picture.

Finally let us consider possible effects arising from non-idealities in the superconducting lead trap. Under ideal Meissner effect we do not expect significant losses from the superconductor, due to oscillation frequency being many orders of magnitude smaller than the superconducting gap frequency [36]. However, it is notoriously difficult to observe ideal Meissner effect in real type-I superconducting samples [48]. Flux penetration and mixed states can arise even in very pure lead polycrystalline samples. Normal metal regions arising from partial field penetration may in principle cause additional eddy current dissipation [35].

In order to investigate a possible role of flux penetration in our experiment, we have performed additional measurements by applying an external field to the lead trap during the superconducting transition. The field is applied through a superconducting coil placed outside the lead trap. Flux penetration appears as a shift of the z and \( \beta \) modes with respect to the typical values obtained in absence of applied field. We find that flux penetration shows up at fields down to 50 \( \mu \)T, comparable with the Earth magnetic field and much lower than the nominal critical field of lead \( H_c = 80 \) mT. The amount of flux penetration and frequency shift is not reproducible upon thermal cycling of the superconductor. For large frequency shifts, above 20\%, we also observe a strong increase of dissipation, up to 2-3 orders of magnitude. This finding indicates that a strong attenuation of any external field is crucial to achieve high \( Q \). In our experiment the magnetic shielding reduces the Earth field to the level of a few \( \mu \)T. This is one order of magnitude lower than the field necessary to cause significant flux penetration, indicating that residual losses due to flux penetration are likely negligible in the current setup. An interesting corollary is that our experimental technique can be used to probe deviations from the ideal Meissner effect in a macroscopic sample of a type I superconductor, and to assess the conditions under which ideal Meissner effect can effectively show up.

Let us compare our results with other micro/nanomechanical techniques and experiments. While higher quality factors have been reported in several systems, both in optically levitated nanoparticles [21] and in clamped ultrastressed membranes [14], values exceeding \( 10^7 \) are not easily obtained. Compared to previous attempts of magnetically levitating a ferromagnetic particle above a superconductor [34, 35] we obtain quality factors 3 orders of magnitude higher.

The damping time \( \tau \) is comparable with recent results obtained with optical [26], diamagnetic [32] and electrical [29] levitation, with the advantage of lower temperature. In terms of the thermal noise factor, our magnetically levitated particles achieve \( T/\tau \approx 10^{-4} \) K/s, which is already at the state of the art for micro/nanosystems. Comparable values have been achieved so far in ultracold cantilevers [18]. However, we stress that our approach has a substantial potential for improvement by fully suppressing gas damping and further cooling to millikelvin temperature, with values below \( 10^{-6} \) K/s which appear to be within reach.

By assuming a thermal noise limited operation, the microparticle described in this work would feature a force noise spectral density \( \sqrt{S_f} \approx 1 \) aN/\( \sqrt{\text{Hz}} \) for the \( z \) mode. This noise level has been achieved so far only with much smaller masses [23, 26, 29]. Therefore, our micromagnet would be suitable to detect forces which scale with the size or with the mass of the particle. We can also consider the potential use as compact accelerometer, in particular as subresonant graviometer [49], despite the relatively low mass compared to macroscopic systems. For operation at \( T = 4.2 \) K and with a lowest mode at 1 Hz with \( Q = 3 \times 10^7 \), we estimate a thermal noise limited acceleration noise of \( 3 \times 10^{-10} \) m/s\(^2\)/\( \sqrt{\text{Hz}} \), which would be competitive with state-of-the-art gravimeters [49, 50]. Due to the compactness of our setup, an attractive possibility is the realization of gravity gradiometers composed of several pairs of identical trapped particles [51].

In order to exploit this potential for sensing applications, some technical issues need to be addressed. First, vibrational noise has to be substantially suppressed below the thermal noise. For resonant force detection in the \( 1 - 100 \) Hz, seismic noise has to be suppressed by at least 2 orders of magnitude. Second, feedback cooling of all normal modes will be necessary to shorten the measurement time and ensure stable operation in the linear regime. This can be done inductively by means of the driving coil, or electrostatically, by means of nearby electrodes and residual charge on the magnet. Finally, one may substantially reduce the displacement noise in order to increase the measurement bandwidth. This can be achieved by improving the SQUID sensor and optimizing of the pick-up coil coupling.

Beside direct sensing of forces or acceleration, we discuss now the unique potential of a levitated micromagnet as torque-based magnetometer. We limit our discussion to the \( \alpha \) mode, and assume the magnetic moment \( \mathbf{\mu} \) is oriented along the \( y \) axis. By applying a magnetic field \( \mathbf{B} \) along \( x \), one would generate a torque \( \mathbf{T} = \mu \mathbf{B} \) directly driving the \( \alpha \) mode. From the torque noise of the \( \alpha \) mode estimated from data shown in Fig. 6, we infer an effective magnetic field noise \( \sqrt{S_B} = \sqrt{S_f}/\mu = 14 \) fT/\( \sqrt{\text{Hz}} \). This figure is comparable with that of SQUID [52] or atomic [53] magnetometers with much larger characteristic size of the order of 1 mm. Therefore, our levitated particle has the potential to outperform existing state-of-the-art magnetometers in terms of field resolution normalized over the sensed magnetic field volume. This finding can be stated more precisely in terms of the so called quantum limit of magnetometry [38], which can be defined through the relation:

\[
\frac{S_B}{2\mu_0} = \frac{h}{V} \tag{12}
\]

where \( V \) is the volume. Eq. (12) expresses the fact that the magnetic field resolution scales inversely with the av-
eraging volume. By taking the physical volume of our microsphere as reference, the quantum limited magnetic field resolution can be calculated for our experiment as $\sqrt{S_{B,QL}} = 57 \mu T/\sqrt{Hz}$. This means that, in contrast with other magnetometers [38], our micromagnet could potentially beat the quantum limit by a factor of 4. By achieving the theoretical thermal motion of the $\beta$ mode with the measured $Q$ factor, the field resolution would be $\sqrt{S_B} \approx 1 \mu T/\sqrt{Hz}$ almost two orders of magnitude better than the quantum limit. A more detailed discussion of this unexpected finding goes beyond the scope of this paper. In particular, it is questionable whether the microsphere physical volume is the proper normalization factor to be considered in Eq. (12). However, we pointed out that schemes employing levitated ferromagnets to overcome quantum limits on magnetometry have been theoretically proposed in literature [11]. While the dc precession scheme proposed in [11] is conceptually different from ours, the predicted potential performance is comparable, reaching some $2-3$ orders of magnitude below the quantum limit of Eq. (12) under thermal noise limited operation.

From a practical point of view the magnetic microsphere cannot be used as a direct sensor of an external magnetic field, because in the Meissner limit the trap would completely shield the field. However, we can envision a practical magnetometer where the magnetic field is externally sensed by a superconducting pick-up coil circuit and applied to the microsphere by a nearby input coil placed inside the trap, as routinely done in SQUID magnetometers. In this case, some loss of efficiency due to geometrical couplings and partial image shielding will be unavoidable. However, the microsphere could be used as a direct sensor to probe pseudomagnetic fields such as those arising from exotic spin-dependent interactions of electrons [11] or from interactions mediated by axion-like particles [54]. These interactions are not supposed to be shielded by the superconducting trap.

IV. CONCLUSIONS

We have demonstrated that stable levitation of micromagnets using type-I superconducting traps, and measured ultralow damping of the rigid body mechanical modes. Due to the simultaneous combination of ultralow damping and low temperature, this system features very low thermal noise, opening the way to a number of extreme sensing applications, to detect weak forces, acceleration, torque and magnetic fields. For instance, this technology can be exploited in the search for exotic effects arising from new physics [11, 22, 26, 54], measurements of the gravitational constant $G$ with small test masses [55] and tests of collapse models [12, 18, 29]. In the context of quantum technologies, ultraisolated micromagnets can be strongly coupled to single spins [31], superconducting circuits [27] or acoustomagnonic modes [37], enabling unconventional quantum protocols and, on more fundamental level, tests of quantum mechanics at mesoscopic scale [4].

Note: when finalizing this paper we became aware of a related paper by Gieseler et al. [56].
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The potential energy of a ferromagnetic particle in the presence of a superconductor is described by

\[ U = -\frac{1}{2} \int_V d\mathbf{x} \mathbf{M}(\mathbf{x}) \cdot \mathbf{B}_{\text{ind}}(\mathbf{x}) - mgz, \quad (A1) \]

where \( \mathbf{M} \), \( m \) and \( V \) are the magnetization, the mass and the volume of the particle, and \( \mathbf{B}_{\text{ind}} \) is the magnetic field induced by the presence of the superconductor. Determining the induced magnetic field for a dynamical system is not an easy task, however as the motion of the magnet is much slower then the time scale of the super-currents and the London penetration depth is much smaller than the characteristic length scale of the system, we can rely on a quasi-static approximation and assume the London penetration depth to be zero. Under this approximation the induced magnetic field \( \mathbf{B}_{\text{ind}} \) can be described by the following differential equation

\[ \nabla \times \mathbf{B}_{\text{ind}} = 0 \quad x \in \Omega \]
\[ \mathbf{n} \cdot \mathbf{B}_{\text{ind}} = -\mathbf{n} \cdot \mathbf{B}_f \quad x \in \partial \Omega \]

where \( \partial \Omega \) represents the surface of the superconductor and \( \Omega \) the space outside the superconductor, allowing us to numerically solve the magneto-static problem using a finite-element method with FEniCS software [42].

The simulation was carried out to find the equilibrium positions \((x_0, y_0, z_0, \alpha_0, \beta_0)\) and the frequencies \((\omega_x, \omega_y, \omega_z, \omega_\beta, \omega_\alpha)\) in the experimental setup with the \( z \)-axis tilted from 0° to 3° with respect to the gravitational axis, as shown in figure 7. We extract the frequencies by fitting the data from the simulation around the minima with a quadratic function. Plots of these frequencies and minima are shown in figure 8.
Figure 8: Panels (a),(c),(e),(g),(i): dependence of the mode frequencies \((\omega_x, \omega_y, \omega_z, \omega_\beta, \omega_\alpha) / 2\pi\) on the angle of tilt \(\theta\) with respect to gravity. Panels (b),(d),(f),(h),(j): same for equilibrium positions \((x_0, y_0, z_0, \beta_0, \alpha_0)\).
Appendix B: CALCULATION OF THE FREQUENCY SHIFT

The frequency shift as a function of the motion amplitude for an unforced mechanical resonator due to nonlinear restoring terms can be calculated using various ways, such as the Lindstedt-Poincare method or the multiple scales method, see for instance ref. [57] for an extensive review.

When the equation of motion is written in the following form, where dissipation terms are neglected and nonlinear terms up to the third order are retained:

\[ \ddot{x} + \omega_0^2 x + \alpha_2 x^2 + \alpha_3 x^3 = 0 \]  

the resulting effective resonance frequency is found to be:

\[ \omega_0^* = \omega_0 \left[ 1 + \frac{3}{8} \frac{\alpha_3}{\omega_0} - \frac{5}{12} \left( \frac{\alpha_3}{\omega_0} \right)^2 x_A^2 \right] \]  

where \( x_A \) is the amplitude of the oscillation, meaning that the oscillation is written as \( x = x_A \cos(\omega_0 t + \phi_0) \).

For the \( \beta \) and \( z \) modes in the present experiment we can start from the potential predicted by the image method model, and Taylor expand up to fourth order. We obtain the following equations of motion:

\[ \ddot{z} + \omega_z^2 z - \frac{5}{2} \frac{\omega_z^2}{\omega_0} z^2 + \frac{5}{2} \frac{\omega_z^2}{\omega_0} z^3 = 0 \]  
\[ \ddot{\beta} + \omega_\beta^2 \beta - \frac{2}{3} \omega_\beta^2 \beta^3 = 0 \]

where for each equation we have assumed that only that specific mode is excited at large amplitude, so that cross-coupling terms such as \( \beta^2 z^2 \) can be neglected.

Combining Eq. (B2) with Eqs. (B3,B4) we finally obtain:

\[ \omega_z = \omega_z \left( 1 - \frac{35}{48} x_A^2 \right) \]  
\[ \omega_\beta = \omega_\beta \left( 1 - \frac{1}{4} x_A^2 \right) \]

where \( z_A \) and \( \beta_A \) are the oscillation amplitudes. In both cases the nonlinear terms produce a softening effect proportional to the square of the amplitude of oscillation. The frequency shift observed in the experiment can then be used to provide an approximate estimation of the absolute oscillation amplitude.

Appendix C: ESTIMATION OF MAGNETIC DISSIPATION

To estimate dissipation from eddy currents, we assume the microparticle has a finite electrical conductivity \( \sigma \) and relative permeability \( \mu_r \approx 1 \). The latter condition is expected for a hard ferromagnetic particle fully saturated. Under these assumptions the calculation of eddy current losses for a spherical geometry is a standard problem in electromagnetism [58]. Defining the complex polarizability \( \alpha \) with the relation \( M = \alpha H \), where \( M \) is the magnetization induced by eddy currents and \( H \) magnetic field, the induced magnetic moment is \( \mu_\alpha = (\alpha^* + i\alpha^\prime) V H \).

Following Landau-Lifshitz [58] in the low frequency limit \( \delta \gg a \), where \( \delta = \sqrt{2/\sigma \mu_0 \omega} \) is the penetration depth, condition largely fulfilled in our system:

\[ \alpha'' = \frac{1}{5} \left( \frac{\alpha'}{\delta} \right)^2 \]

This leads to a power dissipation:

\[ W_{ec} = \frac{1}{2 \mu_0} \omega \alpha'' B^2 V = \frac{\pi}{15} \sigma \omega^2 a^5 B^2 \]

where \( V = 4 \pi a^3 / 3 \) is the particle volume. The same result can be derived by a direct integration of the power dissipation, under the condition of complete field penetration and dividing the sphere in elementary conductive rings.

In order to calculate the mechanical energy dissipated by eddy currents in the \( \beta \) mode, we note that a rotation of the magnetic particle by an angle \( \beta \) from the equilibrium position is equivalent to a change of the image magnetic moment \( \Delta \mu' = -\mu \beta \hat{z} \), which produces a change of the \( B \) field orthogonal to \( \mu' \):

\[ \Delta B = \frac{\mu_0}{4\pi} \frac{\mu \beta}{a^3} \]

For a sinusoidal oscillation of \( \beta \) we can identify \( \Delta B \) with \( B \) in Eq. (C2), and taking into account that the mechanical energy of the mode is \( E = \frac{1}{2} k_\beta \beta^2 \) we can finally calculate the loss angle as:

\[ \frac{1}{Q_{ec}} = \frac{W_{ec}}{\omega E} \]

Inserting the parameters of our experiment and assuming a typical value \( \sigma \approx 10^6 \ \Omega^{-1} \text{m}^{-1} \) for NdFeB alloys, we obtain \( Q_{ec} \approx 10^{11} \). This is clearly too high to explain the measured residual loss.

Magnetic hysteresis losses can be estimated following the same scheme, but now replacing the eddy current polarizability with a complex magnetic susceptibility \( \chi = \chi' + i\chi'' \). As we are using a fully saturated hard ferromagnet, we expect \( |\chi| \ll 1 \). The total power dissipation will be given by:

\[ W_m = \frac{1}{2 \mu_0} \omega \chi'' B^2 V \]

and we can calculate \( 1/Q_m \) using Eq. (C4) with \( W_m \) in place of \( W_{ec} \). Carrying out the calculation we find:

\[ \frac{1}{Q_m} = \frac{1}{24} \chi'' \left( \frac{a}{z_0} \right)^3 \]

Assuming that \( \chi'' \) is frequency independent and taking into account that \( z_0 \propto a^t \), this implies \( 1/Q_m \propto a^t \).
which means that we expect a slightly sublinear increase of $Q$ when reducing the radius $a$. However, if $\chi'' \propto \omega$ and taking into account that $\omega_\beta \propto a^{-5/8}$ we find a nearly size-independent behaviour $1/Q_m \propto a^{1/8}$. 