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Abstract

This paper complements the results of (Andresen and Spokoiny, 2014) on profile estimators in semiparametric models. We present two examples. One that illustrates that the smoothness constraint on the expected value of the contrast functional used to define the profile M-estimator is necessary for the bound derived for the critical ratio of dimension to sample size. A second one to show that in the case that the target dimension is proportional to the full dimension the critical ratio for the Fisher type result stays the same while for the Wilks phenomenon it is multiplied with the square root of the full dimension, just as in the upper bound in (Andresen and Spokoiny, 2014).
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1 Introduction

In this work we want to elaborate on the critical dimension in semiparametric profile M-estimation as analyzed in Andresen and Spokoiny (2014). Consider a contrast functional \(\mathcal{L} : T \to \mathbb{R}\) define for \(\mathbf{v} = (\theta, \eta)\)

\[
\hat{\mathcal{L}}(\theta) \overset{\text{def}}{=} \max_{\mathbf{v} \in T: H_0: \mathbf{v} = \theta} \mathcal{L}(\mathbf{v}).
\]
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Andresen and Spokoiny (2014) derive their result for any functional $\mathcal{L}$ that satisfies their conditions. The functional need not be the loglikelihood of a parametric family. This will be important for the construction of critical examples in this paper.

The object of study, the profile M estimator, is defined as

$$\tilde{\theta} = \operatorname*{argmax}_{\theta \in \Theta} \tilde{L}(\theta) = \operatorname*{argmax}_{\theta \in \Theta} \max_{v \in \mathcal{V}: H\theta v = \theta} L(v).$$

We define the semiparametric excess

$$\tilde{L}(\tilde{\theta}) - \tilde{L}(\theta^*) = \max_{v \in \mathcal{V}} L(v) - \max_{v \in \mathcal{V}: H\theta v = \theta^*} L(v).$$

The “target” value $v^* = (\theta^*, \eta^*)$ can defined by

$$v^* = \operatorname*{argmax}_{v \in \mathcal{V}} \mathbb{E}L(v).$$

The key result of Andresen and Spokoiny (2014) claims that the profile estimator $\tilde{\theta}$ estimates well $\theta^*$ if the spread $\diamondsuit > 0$ is small and $\tilde{L}(\tilde{\theta}) - \tilde{L}(\theta^*) \approx \|\tilde{\xi}\|^2$ if $\sqrt{p} \diamondsuit > 0$ is small, where $\|\tilde{\xi}\|^2 > 0$ is a quadratic form and $p \in \mathbb{N}$ the target’s dimension. The spread $\diamondsuit > 0$ is a term that depends on the smoothness of the functional $\mathcal{L}$ and exponential bounds of its gradient $\nabla \mathcal{L}$. The critical size of the full parameter dimension $p^* \in \mathbb{N}$ then depends on the exact bounds for $\diamondsuit$. If the functional is “well behaved” one gets $\diamondsuit \propto p^*/\sqrt{n}$. In other words, one needs that “$p^{*2}/n$ is small” to obtain an accurate non asymptotic version of the Wilks phenomenon and the Fisher Theorem.

This paper addresses two questions: 1. Are the conditions underlying the result of Theorem 2.2 necessary for the obtained bound? 2. The error bound for the Fisher expansion differs from that of the Wilks result by a factor of $\sqrt{p} \in \mathbb{N}$. Does this difference really exist, i.e. are the results different if $p = cp^*$?

We present an example that illustrate that the answer to the first question is ”partially yes”. If everything is left equal but condition $(\tilde{L}_0)$ of (Andresen and Spokoiny, 2014) is slightly weakened, then one already needs ”$p^{*3}/n$ is small”. Further our second example shows that indeed, once the target dimension is proportional to the full dimension the Wilks result (2.3) becomes substantially harder than the Fisher result (2.2), i.e. one needs ”$p^{*3}/n$ is small” for the former and ”$p^{*2}/n$ is small” for the later.

2 The result of Andresen and Spokoiny (2014)

In this section we summarize the results of Andresen and Spokoiny (2014).

Define

$$D \overset{\text{def}}{=} \nabla^2 \mathbb{E}L(v^*), \ V \overset{\text{def}}{=} \operatorname{Cov}(\nabla \mathcal{L}(v^*), \zeta(v)) = \nabla \mathcal{L}(v) - \mathbb{E}L(v)$$
Andresen and Spokoiny (2014) prove their main Theorem under the following list of assumptions:

\((\check{\mathcal{L}}_0)\) For each \( r \leq r_0 \), there is a constant \( \check{\delta}(r) \) such that it holds on the set \( \Upsilon_{r}(r) \):

\[
\| D^{-1}D^2(v)D^{-1} - I_p \| \leq \check{\delta}(r), \\
\| D^{-1}(A(v) - A)H^{-1} \| \leq \check{\delta}(r), \\
\| D^{-1}AH^{-1} (I_m - H^{-1}H^2(v)H^{-1}) \| \leq \check{\delta}(r).
\]

**Remark 2.1.** This condition describes the local smoothness properties of function \( IE_L(v) \).

We will see that it is necessary for the critical dimension ratio "\( p^*/\sqrt{n} \) small".

\((\check{\mathcal{E}}\mathcal{D})\) There exist constants \( \nu_0 > 0 \) and \( g > 0 \) such that for all \( |\mu| \leq g \)

\[
\sup_{\gamma \in \mathbb{R}^{p^*}} \log \mathcal{E} \exp \left\{ \mu \frac{\langle \nabla \zeta(v^o), \gamma \rangle}{\| \nabla \gamma \|} \right\} \leq \frac{\nu_0^2 \mu^2}{2}.
\]

\((\check{\mathcal{E}}\mathcal{D}_1)\) There exists a constant \( \omega \leq 1/2 \), such that for all \( |\mu| \leq g \) and all \( 0 < r < r_0 \)

\[
\sup_{v, v' \in \Upsilon_{r}(r)} \sup_{\|\gamma\|=1} \log \mathcal{E} \exp \left\{ \mu \gamma^\top D^{-1} \left[ \nabla \zeta(v) - \nabla \zeta(v') \right] \right\} \omega \|D(v - v')\| \leq \frac{\nu_0^2 \mu^2}{2}.
\]

The global conditions are:

\((\mathcal{L}\mathcal{r})\) For any \( r > r_0 \) there exists a value \( b(r) > 0 \), such that

\[
-\mathcal{E}L(v, v^o) \geq b(r), \quad v \in \Upsilon_{r}(r).
\]

\((\check{\mathcal{E}}r)\) For any \( r \geq r_0 \) there exists a constant \( g(r) > 0 \) such that

\[
\sup_{v \in \Upsilon_{r}(r)} \sup_{\mu \leq g(r)} \sup_{\gamma \in \mathbb{R}^{p^*}} \log \mathcal{E} \exp \left\{ \mu \frac{\langle \nabla \zeta(v), \gamma \rangle}{\| D\gamma \|} \right\} \leq \frac{\nu_0^2 \mu^2}{2}.
\]

Lemma 2.1 of Andresen and Spokoiny (2014) shows, that these conditions imply the weaker ones \((\check{\mathcal{L}}_0)\), \((\check{\mathcal{E}}\mathcal{D}_0)\) and \((\check{\mathcal{E}}\mathcal{D}_1)\) that appear below:

**Lemma 2.1.** Assume \((\mathcal{I})\). Then \((\mathcal{E}\mathcal{D}_1)\) implies \((\check{\mathcal{E}}\mathcal{D}_1)\), \((\mathcal{L}_0)\) implies \((\check{\mathcal{L}}_0)\), and \((\mathcal{E}\mathcal{D}_0)\) implies \((\check{\mathcal{E}}\mathcal{D}_0)\) with

\[
\check{\nu} = \frac{\sqrt{1 - \rho^2}}{1 + \rho \sqrt{1 + \rho^2}} \nu, \quad \check{\delta}(r) = \delta(r), \quad \text{and} \quad \check{\omega} = \omega.
\]
Remark 2.2. In this work we concentrate on the conditions \((L_0), (ED_0)\) and \((ED_1)\) and do not use the refined weaker versions \((\tilde{L}_0), (ED_0)\) and \((ED_1)\) as they do not make any difference for the presented examples.

We want to cite Theorem 2.1 of Andresen and Spokoiny (2014). For this purpose define the \(p\)-vectors \(\tilde{\nabla}_\theta\) and \(\tilde{\xi} \in \mathbb{R}^p\)

\[
\tilde{\nabla}_\theta = \nabla_\theta - AH^{-2}\nabla_\eta, \quad \tilde{\xi} \overset{\text{def}}{=} \tilde{D}^{-1}\tilde{\nabla}_\theta,
\]

and \(p \times p\) matrix \(\tilde{D}^2\) as

\[
\tilde{D}^2 = D^2 - AH^{-2}A^T.
\]

The random variable \(\tilde{\nabla}_\theta \in \mathbb{R}^p\) is related to the efficient influence function in semiparametric estimation and the matrix \(\tilde{D}^2 \in \mathbb{R}^{p \times p}\) equals its covariance in the case of correct specification. Define the semiparametric spread \(\tilde{\rho}(r, x) > 0\) as

\[
\tilde{\rho}(r, x) \overset{\text{def}}{=} \left(\frac{8}{(1 - \rho^2)^2} \tilde{\delta}(r) + 6\nu_1 \tilde{\omega}(x, 2p^* + 2p)\right)r, \tag{2.1}
\]

where \(\tilde{\delta}(r)\) is shown in the condition \((\tilde{L}_0)\), the constants \(\tilde{\omega}, \nu_1\) are from condition \((\tilde{ED}_1)\). The value \(\tilde{\rho}(x, 2p^* + 2p)\) is related to the entropy of the unit ball in a \(\mathbb{R}^{p^*+p}\)-dimensional Euclidean space

\[
\tilde{\rho}(x, 2p^* + 2p) \overset{\text{def}}{=} \begin{cases} 
\sqrt{2(x + 2p^* + 2p)} & \text{if } \sqrt{2(x + 2p^* + 2p)} \leq g, \\
g^{-1}(x + 2p^* + 2p) + g/2 & \text{otherwise},
\end{cases}
\]

and one can apply \(\tilde{\rho}(x, p^*) \equiv \sqrt{x + p^*}\) for moderate choice of \(x > 0\); see Appendix C of Andresen and Spokoiny (2014). The value \(\tilde{\rho}(r, x)\) measures the quality of a linear approximation to \(\tilde{\nabla}\mathcal{L}(\nu) - \tilde{\nabla}\mathcal{L}(\nu^*)\) in the local vicinity the local vicinity \(\mathcal{Y}_0(r) = \{\nu \in \mathcal{Y}: \|D(\nu - \nu^*)\| \leq r\}\). Finally we introduce \(\tilde{\nu}_{\theta^*} \in \mathcal{Y}\), which maximizes \(\mathcal{L}(\nu, \nu^*)\) subject to \(\Pi_0 \nu = \theta^*\):

\[
\tilde{\nu}_{\theta^*} \overset{\text{def}}{=} (\theta^*, \tilde{\eta}_{\theta^*}) \overset{\text{def}}{=} \underset{\nu \in \mathcal{Y}}{\text{argmax }} \mathcal{L}(\nu, \nu^*), \quad \underset{\Pi_0 \nu = \theta^*}{\text{argmax }} \mathcal{L}(\nu, \nu^*)
\]

and define the radius \(r_0 > 0\)

\[
r_0(x) \overset{\text{def}}{=} \inf_{r > 0} \left\{ \mathbb{P}(\tilde{\nu}, \tilde{\nu}_{\theta^*} \in \mathcal{Y}_0(r)) \geq 1 - e^{-x} \right\},
\]

which we set to infinity if \(\tilde{\nu} = \{\}\) or \(\tilde{\nu}_{\theta^*} = \{\}\).
Theorem 2.2. Assume \((\mathcal{E}_1), (\mathcal{L}_0), \text{ and } (I)\) with a central point \(\nu^0 = \nu^*\) and some matrix \(D^2\). Further assume that the sets of maximizers \(\tilde{\nu}, \tilde{\nu}_{\theta^*}\) are not empty. Then it holds on a set \(\Omega(x) \subseteq \Omega\) of probability at least \(1 - 2e^{-x}\) for the profile MLE \(\tilde{\theta}\)

\[
\|\tilde{D}(\tilde{\theta} - \theta^*) - \tilde{\xi}\| \leq \tilde{\delta}(x_0, x), \tag{2.2}
\]

\[
|2\tilde{L}(\tilde{\theta}, \theta^*) - \|\tilde{\xi}\|^2| \leq 8 \left(\|\tilde{\xi}\| + \tilde{\delta}(x_0, x)\right) \tilde{\delta}(2(1 + \rho)x_0, x) + \tilde{\delta}(x_0, x)^2, \tag{2.3}
\]

where the spread \(\tilde{\delta}(x_0, x)\) is defined in (2.1).

The critical size of \(p^*\) depends on the exact bounds on \(\delta(\cdot), \omega\). If \(\tilde{\delta}(x)/x \asymp \tilde{\omega} \asymp 1/\sqrt{n}\) one gets \(\tilde{\delta}(x, x) \asymp p^*/\sqrt{n}\). Andresen and Spokoiny (2014) discuss the critical dimension in this setting and in our example we will have \(\tilde{\delta}(x)/x \asymp \tilde{\omega} \asymp 1/\sqrt{n}\) as well.

2.1 Critical smoothness

This section addresses the necessary smoothness to ensure the bound \(p^{*2}/n\) for Theorem 2.2. We show that the following slightly weaker version of \((\mathcal{L}_0)\) already allows to find examples that satisfy all conditions of Section 2.1 of (Andresen and Spokoiny, 2014) but for which the critical ratio is \(p^{*3}/n \to 0\).

Consider:

\((\mathcal{L}_0)'\) There exists a symmetric \(p^* \times p^*\)-matrix \(D^2\) such that such that it holds on the set \(Y_0(x_0)\) for all \(x \leq x_0\)

\[
\left|\frac{E\mathcal{L}(\nu, \nu_0) - \|D(\nu - \nu^*)\|^2}{\|D(\nu - \nu^*)\|^2}\right| \leq \delta(x)
\]

and note that \((\mathcal{L}_0)\) implies \((\mathcal{L}_0)'\) but not the other way round.

Remark 2.3. This condition appears in Spokoiny (2012) and allows to prove Theorem 2.2 from above with an error bound \(\delta(x, x) = O(p^{*3/2}/\sqrt{n})\) instead of \(\tilde{\delta}(x, x)\).

We write \(p^* = p_n\). We show that the condition \(p^{*3}/n \to 0\) is critical for the class of models satisfying the conditions of Section 2 with \((\mathcal{L}_0)\) replaced by \((\mathcal{L}_0)'\). Namely, we present an example in which the behavior of the profile MLE \(\tilde{\theta}\) heavily depends on the value \(\beta_n = \sqrt{p_n^3/n} \geq \beta > 0\). If \(\beta_n \to 0\), then the conditions of Section 2 are satisfied yielding asymptotic efficiency of \(\tilde{\theta}\). At the same time, if \(\beta_n \geq \beta > 0\), then the MLE \(\tilde{\theta}\) is not anymore root-n consistent.

Assume that \(p_n/\sqrt{n} \to 0\). Let a random vector \(X \in \mathbb{R}^{p_n}\) follow \(X \sim \mathcal{N}(\nu^*, n^{-1}I_{p_n})\). Take for simplicity \(\nu^* = 0\) and let \(P = \mathbb{P}_{0}\) denote the distribution of \(X\). Introduce a
special set $S \subset \mathbb{R}^{p_n}$ with

$$S \overset{\text{def}}{=} \left\{ \mathbf{v} = (v_1, \ldots, v_{p_n}) : v_1 = \frac{z}{2\sqrt{\beta_n/n}}, z \in \mathbb{Z} \right\}$$

$$\cap \mathcal{Y}_0 \left( \sqrt{2p_n/n} + \frac{1}{2}\sqrt{\beta_n/n} \right).$$

(2.4)

We denote by $S_\delta$ its $\delta$-vicinity:

$$S_\delta \overset{\text{def}}{=} \{ \mathbf{v} : d(\mathbf{v}, S) < \delta \},$$

where $d(\mathbf{v}, S)$ is the Euclidean distance from the point $\mathbf{v}$ to the set $S$. Also $S_\delta^c$ stands for the complement of $S_\delta$. Below we fix $\delta = 1/n$. Consider a special parametric quasi log-likelihood ratio $L(\mathbf{v}, 0)$ defined as

$$L(\mathbf{v}, 0) = n\mathbf{X}^T \mathbf{v} - n\|\mathbf{v}\|^2/2 + nf(\mathbf{v})\|\mathbf{v}\|^3.$$ 

Here $f : \mathbb{R} \mapsto \mathbb{R}$ is a smooth function with

$$f(\mathbf{v}) = \begin{cases} 1 & \mathbf{v} \in S, \\ 0 & \mathbf{v} \in S_\delta^c. \end{cases}$$

Below we consider the problem of estimating the first component $\theta \overset{\text{def}}{=} v_1 \in \mathbb{R}$. Since by assumption $p_n/\sqrt{n} \to 0$ it holds for $n$ large enough and for any $\mathbf{v}$ with $\|\mathbf{v}\|^2 \leq 4p_n/n + \beta_n/n$ that $n\|\mathbf{v}\|^2/2 \geq nf(\mathbf{v})\|\mathbf{v}\|^3$ and thus

$$\arg\max_{\mathbf{v}} \mathbb{E}L(\mathbf{v}) = \arg\min_{\mathbf{v}} \{ n\|\mathbf{v}\|^2/2 - nf(\mathbf{v})\|\mathbf{v}\|^3 \} = 0.$$ 

It is easy to see that all conditions from Section 2 except ($L_0$) are satisfied with $\omega \equiv 1/\sqrt{n}$ and

$$D^2 = \mathbf{V}^2 = nI_{p_n}, \quad \mathcal{Y}_0(\mathbf{r}) = \{\|\mathbf{v}\| \leq \mathbf{r}/\sqrt{n}\}.$$ 

But clearly ($L_0)'^T$ is met with $\delta(\mathbf{r}) = \mathbf{r}/\sqrt{n}$. It is straightforward to see that

$$\tilde{D} = \sqrt{n}, \quad \tilde{\mathbf{v}}(L - \mathbb{E}L) = \nabla_\theta(L - \mathbb{E}L) = n\mathbf{X}_1, \quad \text{and} \quad \tilde{\xi} = \sqrt{n}\mathbf{X}_1.$$ 

The next result shows that in this example the critical ratio reads $\beta_n = \sqrt{p_n^3/n}$, i.e. iff it is not small, the profile MLE $\tilde{\theta}$ is not root-$n$ consistent.

**Theorem 2.3.** If $\beta_n^2 = p_n^3/n \to 0$ then

$$\|\tilde{D}(\tilde{\theta} - \theta^*) - \tilde{\xi}\| = \sqrt{n}\|\tilde{v}_1 - X_1\| \to 0.$$
Suppose that $\beta_n \rightarrow (6c)^2$ for some $c > 0$. Let also $n$ be large enough to ensure

$$\frac{2^{1/3} - 1}{21/6} \sqrt{p_n/n} \geq \frac{1}{2} (p_n/n)^{3/4}.$$  

There exists a positive $\alpha > 0$ such that it holds with a probability exceeding $\alpha$

$$\|\tilde{D}(\hat{\theta} - \theta^*) - \tilde{\xi}\| \geq \frac{1}{6} \beta_n^{1/2} - \frac{1}{\sqrt{n}} \geq c - o_n(1).$$  

If $\beta_n \rightarrow \infty$, then

$$\|\tilde{D}(\hat{\theta} - \theta^*) - \tilde{\xi}\| \xrightarrow{P} +\infty,$$

where $\xrightarrow{P}$ means convergence in probability.

In short: we have shown that - everything else left unchanged - a smoothness conditions of the kind of $(L_0)$, i.e. qualified smoothness of second derivatives, is necessary to ensure that "$p^*/\sqrt{n}$ is small" suffices to get accurate results in Theorem 2.2.

### 2.2 Difference between Wilks and Fisher

This section discusses the issue of critical dimensions if the target dimension $p = cp^*$ for some $c > 0$. We again write $p^* = p_n$. In this case Theorem 2.2 - and assuming that $\delta(r)/r \equiv \omega \equiv 1/\sqrt{n}$ - requires that $p_n = o(n^{1/3})$ or $p_n = o(n^{1/2})$ to obtain non asymptotic versions of the Wilks phenomenon and the Fisher Theorem respectively. Here we show that this difference actually occurs on the class of models satisfying the conditions of Section 2.

Our example shows critical behavior in the sense that, when $p_n^2/n \rightarrow 0$ we find for each $n \in \mathbb{N}$ large enough a set $A \subset \Omega$ of positive probability on which the profile log likelihood ratio does not converge to a chi-square random variable. In accordance with the results of Theorem 2.2 the estimator is efficient if $p_n^2/n \rightarrow 0$ and the Wilks phenomenon occurs if $p_n^3/n \rightarrow 0$.

Assume $p_n = 2m$ and take as target $\theta := \Pi_2 \upsilon \in \mathbb{R}^m$, where $\Pi_2 : \mathbb{R}^{p_n} \rightarrow \mathbb{R}^m$ denotes the orthogonal projection on the first $m \in \mathbb{N}$ components. Further assume that $p_n^2/n \rightarrow 0$. We use a miss specified model, i.e. we take standard normal observations on $\mathbb{R}^{p_n}$ but assume that the ME is derived from the correct loglikelihood function altered by an additional term. Consider

$$L(\upsilon, 0) = nX^\top \upsilon - n\|\upsilon\|^2/2 + f(\upsilon)n\|\upsilon\|^3/3,$$

where

$$X \sim N\left(0, \frac{1}{n} I_{p_n}\right),$$
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where $f : \mathbb{R}^{p_n} \to \mathbb{R}$ is some smooth function with

$$f(\nu) = \begin{cases} 0 & \nu_1 = 0, \\ 1 & \mathcal{S} := \left\{ \|\Pi_2\nu\| \geq \frac{2}{L} \sqrt{\frac{p_n}{n}} \right\} \cap B_2 \sqrt{\frac{n}{p_n}}(0), \end{cases}$$

where $L > 0$. More precisely we set for any $\nu^o \in \mathbb{R}^{p_n}$

$$f(\nu^o) = \varphi \left\{ \|\Pi_2\nu\| \geq \frac{2}{L} \sqrt{\frac{p_n}{n}} \right\} B_2 \sqrt{\frac{n}{p_n}}(0)(\nu^o), \quad (2.5)$$

where

$$\varphi \left\{ \|\Pi_2\nu\| \geq \frac{2}{L} \sqrt{\frac{p_n}{n}} \right\}(\nu^o) = \int_{\mathbb{R}} \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{\frac{p_n}{n}}} (\nu_1) K \left( \frac{\nu^o - \nu_1}{\sqrt{\beta_n}} \right) d\nu_1$$

where $K$ is a smooth kernel with support on $[-1, 1]$ and

$$K_h(x) := \frac{1}{h} K \left( \frac{x}{h} \right).$$

**Theorem 2.4.** In the above model the conditions of Section 2 are satisfied yielding $\varnothing(x_0, x) = o(p_n/\sqrt{n})$. The Fisher theorem holds true if $p_n^2/n \to 0$. Further the Wilks phenomenon occurs iff $p_n^3/n \to 0$.

### 2.3 Proof of Theorem 2.3

We only sketch the proof of the first claim as it is rather uninteresting. Note that

$$\mathbb{P}(n\|X\|^2 \geq 4p_n) \to 0,$$

which implies that $\tilde{\nu} \in \mathbb{Y}_c(2\sqrt{p_n})$. On $\mathbb{Y}_c(2\sqrt{p_n})$

$$n\nu^\top X - n\|\nu\|^2/2 - \sqrt{\beta_n} \leq \mathcal{L}(\nu) \leq n\nu^\top X - n\|\nu\|^2/2 + \sqrt{\beta_n}. \quad (2.6)$$

Maximizing on the left hand side of (2.6) and plugging in $\tilde{\nu}$ on the right hand side we get

$$\|\mathcal{D}(\tilde{\nu} - X)\|^2/2 = n\|X\nu\|^2/2 - n\nu^\top X + n\|\nu\|^2/2 \leq 2\sqrt{\beta_n}.$$  

This gives the claim:

$$\|\mathcal{D}(\tilde{\theta} - \theta^*) - \tilde{\xi}\|^2 \leq \|\mathcal{D}(\tilde{\nu} - X)\|^2 \leq 2\sqrt{\beta_n} \to 0.$$

For the other claims we first show that for $n$ large enough, the MLE $\tilde{\nu} \in \mathbb{R}^{p_n}$ belongs with probability close to one to the $\delta = 1/n$ vicinity $S_\delta$ of the set $\mathcal{S}$ from (2.4). The second step is to show that with a probability exceeding a fixed constant $\alpha > 0$, 

the profile MLE $\tilde{\theta}$ differs significantly from $X_1$, which is the profile MLE in the linear Gaussian model. The third step focuses on the case $\beta_n \to \infty$.

1. First we show that for $n$ large enough, the MLE $\tilde{\nu} \in \mathbb{R}^p$ lies in $S_\delta$ with probability close to one. For this we check that the maximum of $\mathcal{L}(\nu)$ on $S_\delta^c$ is smaller than a similar maximum on $S$ for “typical” values of $X$ and $n$ large enough. Indeed, for any point $\nu \in S_\delta^c$

$$\mathcal{L}(\nu, 0) \leq \max_{\nu \in S_\delta^c} \mathcal{L}(\nu, 0) = \max_{\nu \in S_\delta^c} \left\{ nX^\top \nu - n\|\nu\|^2/2 \right\}$$

which is the profile MLE in the linear Gaussian model. The third step focuses on the case $\beta_n \to \infty$. Further, introduce a random set of “typical” values $X$:

$$C_1 \overset{\text{def}}{=} \left\{ X : \frac{1}{2} \left( \frac{p_n}{n} \right)^{3/2} < \|X\|^3 < \left( \frac{2p_n}{n} \right)^{3/2}, \text{ and } |X_1| \leq 1 \right\}.$$  

Below we assume that $\mathbb{P}(X \in C_1)$ is exponentially close to one for $n$ large. Let also $n$ be large enough to ensure that

$$\frac{2^{1/3} - 1}{2^{1/6}} \left( \frac{p_n}{n} \right)^{1/2} \geq \frac{1}{2} \left( \frac{p_n}{n} \right)^{3/4} = \frac{1}{2} \sqrt{\beta_n/n}.$$  

(2.7)

Introduce $X_\delta$ as the closest point in $S$ to $X$ with $|v_1| \geq |X_1|$. This point always exists by the definition of $S$. Denote

$$\delta(X) = \|X - X_\delta\| = |X_1 - v_1|.$$  

By construction of $S$, it holds $\delta(X) \leq 0.5\sqrt{\beta_n/n}$ for $X \in C_1$. For $n$ satisfying (2.7) this also yields $[\|X\| - \delta(X)]^3 \geq 1/2\|X\|^3$. Now we have for $X \in C_1$

$$\max_{\nu \in S} \mathcal{L}(\nu, 0) \geq \mathcal{L}(X_\delta, 0) \geq n\|X\|^2 - n|X_1|\delta(X) - n\left\{ \|X\|^2 - 2|X_1|\delta(X) + \delta^2(X) \right\}$$

$$+ n\left\{ \|X\|^2 - 2|X_1|\delta(X) + \delta^2(X) \right\}^{3/2} \geq \frac{n}{2}\|X\|^2 - n\delta^2(X) + n\left\{ \|X\| - \delta(X) \right\}^3$$

$$> \frac{n}{2}\|X\|^2 - \frac{\beta_n}{4} + \frac{n}{2}\|X\|^3 > \frac{n}{2}\|X\|^2 = \max_{\nu \in S_\delta} \mathcal{L}(\nu, 0).$$

This implies $\tilde{\nu} \in S_\delta$.

2. Now we discuss the case when $\beta_n^2 = p_n^3/n \to (6c)^4$ for some $c \geq 0$ and show that the profile MLE $\tilde{\theta}$ deviates significantly from $X_1$ on a random set of positive probability.
Define for each \( n \in \mathbb{N} \)
\[ C_n \overset{\text{def}}{=} C_1 \cap \left\{ \|X - X_\delta\| \geq \frac{1}{6} \sqrt{\beta_n/n} \right\} = C_1 \cap \left\{ |X_1 - X_{\delta,1}| \geq \frac{1}{6} \sqrt{\beta_n/n} \right\}. \]

It is easy to see that \( \mathcal{P}(C_n) \geq \alpha \) for some fixed \( \alpha > 0 \) and all \( n \). It remains to note that on the set \( C_n \) it holds under (2.7)
\[
\|\hat{D}(\bar{\theta} - \theta^*) - \bar{\xi}\| = \sqrt{n} |\bar{v}_1 - X_1| \\
\geq \sqrt{n} |X_1 - X_{\delta,1}| - \sqrt{n}/n \\
\geq \frac{1}{6} \beta_n^{1/2} - \frac{1}{\sqrt{n}} \rightarrow \left\{ \begin{array}{ll} 
\infty & p_n^3/n \to \infty, \\
c & p_n^3/n \to (6c)^4,
\end{array} \right.
\]
which yields the claim.

3. Finally consider the case when \( \beta_n \to \infty \). Fix any sequence \( c_n \) such that \( c_n \to 0 \) and \( c_n \beta_n \to \infty \), e.g. \( c_n = \beta_n^{-1/2} \). Consider the random set
\[
C_n \overset{\text{def}}{=} C_1 \cap \left\{ \|X - X_\delta\| \geq \frac{c_n}{6} \sqrt{\beta_n/n} \right\} = C_1 \cap \left\{ |X_1 - X_{\delta,1}| \geq \frac{c_n}{6} \sqrt{\beta_n/n} \right\}.
\]
Then \( \mathcal{P}(C_n) \to 1 \) and on \( C_n \)
\[
\|\hat{D}(\bar{\theta} - \theta^*) - \bar{\xi}\| \geq \frac{c_n}{6} \beta_n^{1/2} - \frac{1}{\sqrt{n}} \rightarrow \infty,
\]
as required.

### 2.4 Proof of Theorem 2.4

Since by assumption \( p_n^2/n \to 0 \) and the support of \( f(v) \) is contained in \( B_{2\sqrt{p_n}/\sqrt{n}}(0) \)
by the choice of \( \tilde{K} \) it holds for \( n \) large enough and for any \( v \) with \( \|v\|^2 \leq 4p_n/n \) that \( n\|v\|^2/2 \geq nf(v)||v||^3 \) and thus
\[
\arg\max_v \mathbb{E} \mathcal{L}(v) = \arg\min_v \left\{ n\|v\|^2/2 - nf(v)||v||^3/3 \right\} = 0.
\]

Apart from (\( \mathcal{L}_0 \)) it is easy to see that all conditions are satisfied with \( b = 1 \) and \( \delta(x)/x \overset{\omega}{=} 1/\sqrt{n} \) if we set
\[
\mathcal{D}^2 = \mathcal{V}^2 = nI_{p_n}.
\]

It is straightforward to see that
\[
\hat{D} = \sqrt{n}, \quad \hat{\nabla}(\mathcal{L} - \mathbb{E}\mathcal{L}) = \nabla_\theta(\mathcal{L} - \mathbb{E}\mathcal{L}) = nX_1, \quad \text{and } \hat{\xi} = \sqrt{n}X_1.
\]
Consequently Theorem 2.2 gives efficiency of the profile if $\frac{p^2}{n^2} \to 0$ and the Wilks phenomenon if $\frac{p^2}{n} \to 0$. In the following we will first show that condition $(L_0)$ is satisfied, then that the Fisher theorem holds if $\frac{p^2}{n} \to 0$ and finally that $\frac{p^2}{n} \to 0$ is indeed necessary to obtain the Wilks phenomenon.

2.4.1 Condition $(L_0)$

We will show that $\nabla^2 \mathcal{E} \mathcal{L}$ is Lipshitz continuous on $\mathcal{T}_0(x_0) = B_{2\sqrt{p_n/n}}(0)$ with Lipshitz constant $n\tilde{L} > 0$ where $\tilde{L}$ is independent of $n, p_n$. This gives $(L_0)$ with $\delta(x) = \frac{\tilde{L}x}{\sqrt{n}}$. For this purpose it suffices to consider the Lipshitz continuity of $\nabla^2 g(v) := \nabla^2 (f(v)n\|v\|^3)$. We neglect the indicator $1_{B_{2\sqrt{p_n/n}}(0)}(\cdot)$ as we only have to consider smoothness on $\mathcal{T}_0(x_0)$. We have for two points $v, v^o \in \mathcal{T}_0$

$$\frac{1}{n}\|\nabla^2 g(v) - \nabla^2 g(v^o)\| \leq \|\nabla^2 f(v)\|\|v\|^3 - \|\nabla^2 f(v^o)\|\|v^o\|^3\|$$

$$+\|\nabla f(v)\|\|v\|^T - \nabla f(v^o)\|v^o\|^T\|$$

$$+\|f(v)\|\|v\|^T - f(v^o)\|v^o\|^T\|v^o\|^T\|.$$ 

Denote by $L_{\|\cdot\|^3_{\mathcal{T}_0}}$ the Lipshitz constant of $\|\cdot\|^3$ restricted to $\mathcal{T}_0(x_0)$, which is independent of $n, p_n \in \mathbb{N}$ because the set $\mathcal{T}_0(x_0) \subset B_1(0)$ for $n \in \mathbb{N}$ large enough. We estimate

$$\|\nabla^2 f(v)\|\|v\|^3 - \|\nabla^2 f(v^o)\|\|v^o\|^3\|$$

$$\leq \|\nabla^2 f(v) - \nabla^2 f(v^o)\|\|v\|^3 + \|\nabla^2 f(v^o)\|\|\nabla^2 f(v^o)\|\|v\|^3 - \|v^o\|^3\|$$

$$\leq 8\left(\frac{p_n}{n}\right)^{3/2}\|\nabla^3 f\|_{\infty}\|v - v^o\| + \|\nabla^2 f\|_{\infty}L_{\|\cdot\|^3_{\mathcal{T}_0}}\|v - v^o\|.$$ 

By the definition (2.5) we find that

$$\|\nabla^3 f\|_{\infty} \leq L^3\left(\frac{n}{p_n}\right)^{3/2}\left\|\int_{\mathcal{R}} K^{(3)}(v)dv\right\| =: C\left(\frac{n}{p_n}\right)^{3/2},$$

with a constant $C \in \mathbb{R}$ that does not depend on $n, p_n \in \mathbb{N}$. With the same arguments for the other terms we find

$$\|\nabla^2 \mathcal{E} \mathcal{L}(v) - \nabla^2 \mathcal{E} \mathcal{L}(v^o)\| \leq n\tilde{L}\|v - v^o\|.$$ 

2.4.2 Fisher theorem

We control the deviations of the maximizer of $\mathcal{L}$. The gradient reads

$$\nabla \mathcal{L}(v) = nX - nv + nf(v)\frac{1}{2}\|v\|v + n\nabla f(v)\|v\|^3/3.$$
Setting this equal to zero we find that $\tilde{\upsilon}$ satisfies
\[ \sqrt{n}\|\mathbf{X} - \tilde{\upsilon}\| \leq \frac{\sqrt{n}}{2}\|\tilde{\upsilon}\|^2 + \sqrt{n}\|
abla f(\tilde{\upsilon})\|^{3/2}. \]

Using the fact that by Theorem 2.2 of (Andresen and Spokoiny, 2014) $\text{P}(\tilde{\upsilon} \in B_{2\sqrt{np}/n}(0)) \geq 1 - 2e^{-p^*}$ such that $\|\tilde{\upsilon}\| \cong \sqrt{pn}/n$ and that $\|\nabla f(\tilde{\upsilon})\| \cong \sqrt{n}/pn$ we obtain
\[ \|\tilde{D}(\tilde{\theta} - \theta^*) - \hat{\xi}^2 = n\|\tilde{\theta} - X_1\|^2 \leq n\|\tilde{\upsilon} - \mathbf{X}\|^2 \lesssim p_n^2/n, \]
which shows that if $p_n^2/n \to 0$ we obtain the Fisher theorem.

### 2.4.3 Wilks phenomenon

Suppose for a moment that $f \equiv 1$. One can see that the unique local maximizer $\hat{\upsilon}$ of
\[ \hat{\mathcal{L}}(\upsilon) = n\mathbf{X}^\top \upsilon - n\|\upsilon\|^2/2 + n\|\upsilon\|^3/3, \]
equals $\lambda \mathbf{X}$ for some $\lambda > 0$ as only the term $n\mathbf{X}^\top \upsilon$ depends on the direction of $\upsilon$ and is maximized on balls with finite radius on the linear space spanned by $\mathbf{X}$. We will show that $\lambda = 1 + \delta(\mathbf{X})\|\mathbf{X}\|$ where almost surely
\[ \delta(\mathbf{X}) \to 4. \]

To see this note that the maximization problem reduces to solving
\[ \arg\max_{\lambda} \{\lambda - \lambda^2/2 + \|\mathbf{X}\|\lambda^3/3\}. \]
The solution can easily be obtained with first and second order criteria of maximality and is given as
\[ \lambda_{\text{max}} = \frac{1 - \sqrt{1 - 4\|\mathbf{X}\|}}{2\|\mathbf{X}\|} = \frac{4\|\mathbf{X}\|}{2\|\mathbf{X}\|((1 + \sqrt{1 - 4\|\mathbf{X}\|}))} = 1 + \frac{4\|\mathbf{X}\|}{(1 + \sqrt{1 - 4\|\mathbf{X}\|})^2} = 1 + \tau(\mathbf{X})\|\mathbf{X}\|. \]
Consequently $\tilde{\upsilon} = (1 + \tau(\mathbf{X})\|\mathbf{X}\|)\mathbf{X}$. Now if $\hat{\upsilon} \in \mathcal{S}$ this means that $\tilde{\upsilon} = \tilde{\upsilon}$ in our model, since for any other point $\upsilon \in \mathcal{Y}$
\[ \mathcal{L}(\upsilon) = n\mathbf{X}^\top \upsilon - n\|\upsilon\|^2/2 + f(\upsilon)n\|\upsilon\|^3 \leq n\mathbf{X}^\top \upsilon - n\|\upsilon\|^2/2 + n\|\upsilon\|^3 \leq \max_{\upsilon} \left\{n\mathbf{X}^\top \upsilon - n\|\upsilon\|^2/2 + n\|\upsilon\|^3\right\} = \mathcal{L}(\hat{\upsilon}). \]
The event \( \{ \hat{\nu} \in S \} \) is of strictly positive probability that depends on the choice of \( L > 0 \) and grows with \( n \to \infty \). Now observe that if \( \hat{\nu} \in S \)

\[
\tilde{L}(\hat{\theta}) = \max_{\eta} \mathcal{L}(\hat{\theta}, \eta) = \mathcal{L}(\hat{\nu}) = \mathcal{L}(\tilde{\nu})
\]

\[
= n \left( (1 + \tau(X)\|X\|)^2/2 \right) \|X\|^2 + n(1 + \tau(X)\|X\|)^3/3 \|X\|^3
\]

\[
= n\|X\|^2/2 + n\|X\|^3/3 + n \left( \left( \frac{1}{2} + \tau(X) \right)\|X\|^4 + \tau(X)^2\|X\|^5 + \tau(X)^3\|X\|^6/3 \right).
\]

By the definition of \( X \) we have almost surely \( \lim n\|X\|^2/p_n \leq C \), such that if \( p_n^2/n \to 0 \)

\[
n \left( \left( \frac{1}{2} + \tau(X) \right)\|X\|^4 + \tau(X)^2\|X\|^5 + \tau(X)^3\|X\|^6/3 \right) = o_P(1).
\]

On the other hand we have due to \( f(0, \eta) = 0 \) for all \( \eta \in \mathbb{R}^{p_n-1} \) with the orthogonal projection \( \Pi_{\eta} : \mathbb{R}^{p_n} \to \mathbb{R}^{p_n-1} \) onto the nuisance component

\[
\tilde{L}(\theta^*) = \max_{\eta} \mathcal{L}(\theta^*, \eta) = \max_{\eta} \left\{ nX^\top(0, \eta) - n\|\eta\|^2/2 \right\} = n\|\Pi_{\eta}X\|^2/2.
\]

Consequently

\[
\tilde{L}(\hat{\theta}) - \tilde{L}(\theta^*) = n\|X\|^2/2 - n\|\Pi_{\eta}X\|^2/2 + n\|X\|^3 + o_P(1)
\]

\[
= nX_1^2/2 + n\|X\|^3 + o_P(1).
\]

It is clear that if \( p_n^3/n \to 0 \) also \( n\|X\|^3 \to 0 \) almost surely. Clearly \( nX_1^2 \sim \chi_1^2 \) for all \( n \in \mathbb{N} \). But if \( p_n^3/n \not\to 0 \) obviously \( nX_1^2/2 + n\|X\|^3 + o_P(1) \) does not converge to a chi-square random variable with 1 degree of freedom. In consequence the Wilks phenomenon does not occur on a set of positive probability if \( p_n^3/n \not\to 0 \).
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