Channel Optimized Visual Imagery based Robotic Arm Control under the Online Environment
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Abstract—An electroencephalogram is an effective approach that provides a bidirectional pathway between the user and computer in a non-invasive way. In this study, we adopted the visual imagery data for controlling the BCI-based robotic arm. Visual imagery increases the power of the alpha frequency range of the visual cortex over time as the user performs the task. We proposed a deep learning architecture to decode the visual imagery data using only two channels and also we investigated the combination of two EEG channels that has significant classification performance. When using the proposed method, the highest classification performance using two channels in the offline experiment was 0.661. Also, the highest success rate in the online experiment using two channels (AF3–Oz) was 0.78. Our results provide the possibility of controlling the BCI-based robotic arm using visual imagery data.
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I. INTRODUCTION

The brain-computer interface (BCI) allows users to communicate with computers using brain signals [1]–[4]. Electroencephalography (EEG) has the advantage of having a higher time resolution than comparable methods like near-infrared spectroscopy [5], [6] and functional magnetic resonance imaging (fMRI) [7]. This study applied an endogenous paradigm based on visual imagery for EEG-based BCI.

Various studies have been conducted to decode human intentions based on brain signals or other bio-signals in the last few years [8]–[14]. In order to control BCI-related devices, EEG signals associated with the user’s intentions were analyzed using several BCI paradigms. P300 [15]–[17], steady-state visual evoked potentials (SSVEP) [18], [19], and motor imagery (MI) [20]–[23] were implemented to control BCI-related devices. Using exogenous paradigms such as SSVEP and P300 can decrease concentration and fatigue among users because they require external devices. Furthermore, MI is perceived differently by each individual, which results in a lack of consistency. This may result in discrepancies between the user’s intentions and the actual outcome.

We used visual imagery in this study to overcome these limitations. The user performs visual imagery when they visualize a picture or movement as if they were drawing a picture. Visual imagery is a paradigm based on visual perception experiences without the need for additional external devices [24]. As a result of visual imagery, a wide range of brain signals are generated from the frontal and occipital areas, containing the visual cortex. It is possible to analyze visual imagery in a variety of frequency ranges, including delta, theta, and alpha bands, and the prefrontal and occipital lobes are mainly activated [25]. It is clear that visual imagery visual perception can be decoded in the visual cortex, including V1 and V2, through activities based on visual imagery [26]. These activities induce delta bands in the prefrontal lobes and alpha bands in the occipital lobes.

Upon looking at an object, a specific brain signal is manifested in the visual cortex, which is known as visual perception. During visual imagery, brain signals follow a similar path to visual perception, and their intensity increases as time passes. In the visual cortex, visual perception leads to a reduction in brain activity within the alpha frequency range over time, and as the user continues to do the task, visual imagery leads to an increase in the alpha frequency range in the visual cortex. This study aimed to reduce the differences between visual perception and visual imagery and construct a neural network accordingly to improve visual imagery decoding. As part of the visual imagery classes, the user was asked to complete four tasks (pouring water, opening a door, eating food, and picking up a cell phone), while performing visual imagery, they were instructed to perform a task on the black screen to demonstrate the difference between visual perception and visual imagery. In this study,
we were able to identify the most meaningful channels for visual imagery and confirmed the possibility of controlling a BCI-based robotic arm in real-life.

II. METHODS

A. Dataset

The EEG data of eight subjects from our previous study (S01-S08); ages 24-30 (Mean: 26.6, SD: 1.89; 4 men and 4 women, all right-handed) were used. We used 64 Ag/AgCl electrodes with a 1,000 Hz sampling rate (Fp1–2, AF3–4, AF7–8, AFz, F1–8, Fz, FC1–6, FT7–10, C1–6, Cz, T7–8, CP1–6, CPz, TP7–10, P1–8, PZ, PO3–4, PO7–8, O1–2, Oz, Iz) via BrainAmp (BrainProduct GmbH, Germany) via a 10/20 international system (BrainProduct GmbH, Germany).

For the purpose of acquiring good-quality visual imagery-related EEG signals, visual imagery paradigm consists of three stages: the rest stage, the instruction stage, and the visual imagery stage. After the visual imagery stage, there is a 5-s pause between the visual stimulus and the rest stage so that the aftereffect of previous visual stimuli are not experienced. The data were collected from 200 trials per subject, of which 50 trials were collected for each class. A visual imagery task consists of pouring water, opening the door, eating food, and picking up a cell phone.

B. Data Analysis

To preprocess the data, BBCI toolbox and openBMI [27] were used with MATLAB 2020a (MathWorks Inc., USA). In visual imagery, the band-pass filter was applied between [0.5–13] Hz, corresponding to significant frequencies such as delta, theta, and alpha. Based on a one-versus-rest approach, we selected the significant channels for controlling the BCI-based robotic arm in the online environment. Also, we investigated important channels in the visual imagery task through spatial comparison with significant differences in brain activation, to consider the practicality of BCI-related devices.

C. Channel optimization method

In this paper, we investigated optimized EEG channels when the subjects performed the visual imagery tasks to control the BCI-based robotic arm in an online environment. Using deep learning approaches based on convolutional neural networks (CNN) that consists of 3 convolution layers, we identified channels that were appropriate for online application based on their results. With an optimized order (N= 30), Hamming-windowed zero phase finite impulse response (FIR) filters were used to band-pass filter the EEG data between 0.5 and 13 Hz, focusing on the delta, theta, and alpha frequencies that are associated with visual imagery. We used a sliding window as an augmentation method with a length of 2 seconds and a 50 % overlap to increase the amount of training data for a deep learning network. To begin training the networks, 80 % of the trials were randomly chosen for training, and 20 % were selected for performance evaluation. The training is done over 200 epochs, with 16 batches, and a learning rate of 0.0001.

D. Online experiment

An online experiment was conducted to verify that the BCI-based robotic arm was feasible. The user sat in a comfortable position about 30cm away from the robotic arm and performed the visual imagery task with a JACO arm (KINOV A Inc., Canada). Our method of obtaining EEG signals with only two channels was optimized based on the results obtained from the channel optimization method we performed previously. Using a CNN-based deep learning network in offline experiments, all settings were set the same for analyzing user intentions.
A. Data analysis

The significance of brain activation differences between each class and the rest class was examined based on one versus rest approaches. Using statistical analysis, Fig. 1 depicts the spatial differences in spectral power between each class and resting state. The prefrontal and occipital lobes showed significant activity in the study, while other brain regions did not show statistically significant differences. Using these results and previous studies that indicated significant EEG channels in visual imagery, we selected 10 EEG channels (Fp1–2, AFz, AF3–4, POz, Oz, O1–2, Iz) to decode the visual imagery data.

B. Performance evaluation

In order to validate that the visual imagery-based BCI can be used to control the device, we validated the visual imagery data using CNN with the 10 channels we selected. Table I shows the classification performances of CNN with significant channels. Despite using a single channel, it showed encouraging results between 0.591 and 0.611 in classifying four classes. The highest classification performance was recorded in channel AF3 with 0.611 because blinking and movement are less noticeable. Table II shows the results of classification performance for each subject was 0.610-0.667, which was higher than when one channel was used. As these results are suitable for controlling the robot arm in real life, we conducted an online experiment based on them.

Table III shows the success rate of the online experiment for the three subjects who performed best in the offline experiment. The subjects with the best performance were Sub06, Sub07, and Sub08, and three channel combinations and three runs were performed for each channel combination. Each run included 40 trials, and the lowest success rate was 0.55 and the highest success rate was 0.78. Despite
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The significance of brain activation differences between each class and the rest class was examined based on one versus rest approaches. Using statistical analysis, Fig. 1 depicts the spatial differences in spectral power between each class and resting state. The prefrontal and occipital lobes showed significant activity in the study, while other brain regions did not show statistically significant differences. Using these results and previous studies that indicated significant EEG channels in visual imagery, we selected 10 EEG channels (Fp1–2, AFz, AF3–4, POz, Oz, O1–2, Iz) to decode the visual imagery data.

B. Performance evaluation

In order to validate that the visual imagery-based BCI can be used to control the device, we validated the visual imagery data using CNN with the 10 channels we selected. Table I shows the classification performances of CNN with significant channels. Despite using a single channel, it showed encouraging results between 0.591 and 0.611 in classifying four classes. The highest classification performance was recorded in channel AF3 with 0.611 because blinking and movement are less noticeable. Table II shows the results of classification performance using the combination of two channels with the highest classification performance. As a result, the average success rate of the online experiment was 0.68 (27/40) when using AF3–Oz.

Table III shows the success rate of the online experiment for the three subjects who performed best in the offline experiment. The subjects with the best performance were Sub06, Sub07, and Sub08, and three channel combinations and three runs were performed for each channel combination. Each run included 40 trials, and the lowest success rate was 0.55 and the highest success rate was 0.78. Despite
the 0.23 deviation between the highest and lowest success rates, we could investigate the possibility of controlling a visual imagery-based robotic arm according to these results. The combination of AF3–Oz showed the highest classification performance out of the three channel combinations, and its average classification performance was 0.664. This result showed the highest classification performance due to the combination of channels in the frontal and occipital areas. Also, since AF3 performed better than AFz in the frontal area, AF3–Oz had the highest classification performance even when combined with Oz in the occipital area.

IV. CONCLUSION

In this study, we tested the feasibility of controlling a BCI-based robotic arm in a real environment. Furthermore, we performed a statistical analysis based on neurophysiological data to select significant channels in visual imagery. Based on these results, we evaluated the classification performance using one channel and combinations of two channels. The classification performance with two channels was higher than the classification performance with one channel, and the combination of two channels involving both the frontal and occipital areas had the highest classification performance. Although the results of the online experiment had large deviations for each experiment, we could investigate the feasibility of BCI-based robotic arm control in the real environment.

In future work, we will propose a deep-learning architecture to decode visual imagery with stable performances for BCI-based devices, such as robotic arms that respond to intuitive user intentions. Additionally, because EEG data is especially difficult to acquire, augmentation methods will be developed to solve this problem. Finally, we will develop a new conceptual paradigm that increases the degree of freedom of visual imagery to solve the limited command.
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