Enhancement of the upper critical field by nonmagnetic impurities in dirty two-gap superconductors
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Quasiclassic Uzadel equations for two-band superconductors in the dirty limit with the account of both intraband and interband scattering by nonmagnetic impurities are derived for any anisotropic Fermi surface. From these equations the Ginzburg-Landau equations, and the critical temperature \( T_c \) are obtained. An equation for the upper critical field, which determines both the temperature dependence of \( H_{c2}(T) \) and the orientational dependence of \( H_{c2}(\theta) \) as a function of the angle \( \theta \) between \( \mathbf{H} \) and the \( c \)-axis is obtained. It is shown that the shape of the \( H_{c2}(T) \) curve essentially depends on the ratio of the intraband electron diffusivities \( D_1 \) and \( D_1 \), and can be very different from the standard one-gap dirty limit theory. In particular, the value \( H_{c2}(0) \) can considerably exceed \( 0.7T_c dH_{c2}/dT \), which can have important consequences for applications of \( MgB_2 \). A scaling relation is proposed which enables one to obtain the angular dependence of \( H_{c2}(\theta) \) from the equation for \( H_{c2} \) at \( \mathbf{H} || \mathbf{c} \). It is shown that, depending on the relation between \( D_1 \) and \( D_2 \), the ratio of the upper critical field \( H_{c2}^{ab}/H_{c2}^\perp \) for \( \mathbf{H} || \mathbf{ab} \) and \( \mathbf{H} \perp \mathbf{ab} \) can both increase and decrease as the temperature decreases. Implications of the obtained results for \( MgB_2 \) are discussed.
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I. INTRODUCTION

Recent discovery of \( MgB_2 \) has renewed interest in superconductors with multicomponent order parameters. In particular, extensive ab-initio calculations\cite{1,2} along with ample experimental evidences based on STM, point contact, and Raman spectroscopy, heat capacity, and rf response measurements strongly indicate that \( MgB_2 \) has two distinct s-wave superconducting gaps \( \Delta_1(0) \approx 7.2 \text{mV} \) and \( \Delta_2(0) \approx 2.3 \text{mV} \). These gaps reside on different disconnected sheets of the Fermi surface (FS), which comprises nearly cylindrical 2D parts formed by in-plane \( \sigma \) antibonding \( p_{xy} \) orbitals of B, and a more isotropic 3D tubular network formed by out-of-plane \( \pi \) bonding and antibonding \( p_z \) orbitals of B. So far all attempts to increase the critical temperature \( T_c \) of \( MgB_2 \) by doping have been unsuccessful\cite{3}.

On the other hand, the significant potential of \( MgB_2 \) for applications\cite{4} is limited by comparatively low upper critical fields \( H_{c2}^{ab}(0) \approx 3 - 5 \text{T} \) and \( H_{c2}^\perp(0) \approx 15 - 19 \text{T} \), of hexagonal \( MgB_2 \) single crystals\cite{5}, where the indices \( \perp \) and \( || \) correspond to the magnetic field \( \mathbf{H} \) perpendicular and parallel to the ab plane, respectively. As far as \( H_{c2} \) is concerned, it can be increased by adding nonmagnetic impurities\cite{6,7,8,9}, which are especially effective in the dirty limit, \( 2\pi k_B T_c < h/\tau \), where \( \tau \) is the elastic scattering time, \( h \) is the Planck constant, and \( k_B \) is the Boltzmann constant. In this case, there is a simple universal relation between the zero-temperature value \( H_{c2}(0) \), the slope \( H_{c2}' = dH_{c2}/dT \) at \( T_c \), and the normal state residual resistivity \( \rho_n \)\cite{10,11,12}:

\[
H_{c2}(0) = 0.69 T_c H_{c2}', \quad H_{c2}' = \frac{4 e k_B}{\pi \hbar} N_F \rho_n, \quad (1)
\]

where \( N_F \) is the density of states at the FS and \( -e \) is the electron charge. The fact that adding nonmagnetic impurities increases \( H_{c2} \) has been used to significantly improve \( H_{c2} \) of \( NbTi \) and \( Nb_3Sn \) compounds\cite{4,13,14,15}. The same approach has been also taken to improve the high-field performance of \( MgB_2 \) in which the additional scattering was introduced by proton\cite{16,17,18} and neutron\cite{19} irradiation, and atomic substitutions on both B and Mg sites in thin films\cite{20,21,22,23,24}, bulk samples\cite{25}, and wires\cite{26}. For instance, in highly resistive c-axis oriented \( MgB_2 \) films\cite{27}, \( \rho_n \) was increased from the nominal value \( \sim 1 \mu \Omega \text{cm} \) to more than \( 700 \mu \Omega \text{cm} \), which in turn increased the slopes \( H_{c2}' \) to rather high values \( H_{c2}' \approx 1 \text{T/K} \) and \( H_{c2}' \approx 1.5 \text{T/K} \), while reducing \( T_c \) down to \( \approx 30 \text{K} \). Based on these numbers, the extrapolation\cite{28} would give the upper critical field, \( H_{c2}^{ab}(0) \approx 20 \text{T} \), which is still below \( H_{c2}(0) \approx 30 \text{T} \) of \( Nb_3Sn \). However, Eq. (1) is a result of the one-gap theory\cite{29}, which does not take into account the multiple scattering channels in two-gap superconductors.

In this paper I show that \( H_{c2}(0) \) in two gap superconductors can be significantly higher than what follows from Eq. (1), thus the upper critical fields of \( MgB_2 \) alloys can in fact exceed \( H_{c2}(0) \) of \( Nb_3Sn \) even for the values \( H_{c2}' \approx 1 \text{T/K} \) which have already been achieved\cite{30,31}.

The theory of the two-band superconductivity has been developed long ago\cite{32,33,34}, and more recently generalized to include the effects of impurities\cite{35,36,37} and strong electron-phonon coupling\cite{38,39}. The Fermi surface of \( MgB_2 \) provides three different impurity scattering channels: intraband scattering within each \( \sigma \) and \( \pi \) FS sheets and interband scattering between them. Strong impurity scattering in the dirty limit causes intraband electron diffusion over the respective FS sheets, which reduces the intrinsic anisotropy of \( \Delta_\sigma \) and \( \Delta_\pi \), but does not
affect \( T_c \), in accordance with the Anderson theorem. By contrast, the pairbreaking interband scattering reduces \( T_c \), but its effect in \( MgB_2 \) seems to be not very pronounced due to orthogonality of \( \sigma \) and \( \pi \) orbitals.\(^4\) It is the multiple scattering channels, which provide the essential flexibility to increase the \( H_{c2} \) of \( MgB_2 \) to a much greater extent than in one-gap superconductors not only by the usual increase of \( \rho_n \), but also by optimizing the relative weight of the \( \sigma \) and \( \pi \) scattering rates. The latter could be done by selective atomic substitution on B sites (with C, O, etc.) which mostly affect the in-plane \( \sigma \) scattering, and Mg site (Mg vacancies,\(^1\) etc.) which mostly affects out-of-plane \( \pi \) scattering.\(^4\)

In this work I use a weak coupling multiband BCS model\(^2\) to develop a theory of magnetic properties of two-gap superconductors in the dirty limit, taking \( MgB_2 \) as an example. This approach generalizes the well-known theory developed for dirty one-gap superconductors.\(^2\)

The paper is organized as follows. In section II the quasi-classical Uzadel equations are obtained for an anisotropic two-gap superconductor with the account of both interband and intraband scattering by nonmagnetic impurities. In section III these equations are used to derive the Ginzburg-Landau equations and the critical temperature \( T_c \) in the dirty limit. In section IV the linearized Uzadel equations are solved exactly to obtain a general equation for the upper critical field parallel to the \( c \)-axis. It is shown that the temperature dependence of \( H_{c2}(T) \) can be very different from the one-band theory\(^6\) and \( H_{c2}(0) \) can be considerably higher than what follows from Eq. (1). In section V I calculate the angular dependence of \( H_{c2}(\theta) \) and propose a scaling rule, which shows that the anisotropy ratio \( H_{c2}^||/H_{c2}^\perp \) can both increase and decrease with temperature, depending on the relation between intraband diffusivities. In section VI the results of this work are used to address the observed temperature and orientational dependencies of \( H_{c2} \) of \( MgB_2 \).

II. UZADEL EQUATIONS

A powerful tool for investigating inhomogeneous states of superconductors is the quasi-classic Eliashberg equations\(^2\)\(^,\)\(^4\)\(^,\)\(^6\) for the Green functions \( f(\mathbf{k}, r, \omega) \), \( f^+(\mathbf{k}, r, \omega) \), \( g(\mathbf{k}, r, \omega) \) and the order parameters \( \Delta(\mathbf{k}, r) \) which depend on the coordinates \( r \), the Matsubara frequency \( \omega = \pi T (2n + 1) \), and the wave vector \( \mathbf{k} \) on the FS (henceforth the units with \( k_B = \hbar = 1 \) are used). The essential dependence of \( f(\mathbf{k}, r, \omega) \), \( g(\mathbf{k}, r, \omega) \) and \( \Delta(\mathbf{k}, r) \) on the direction of \( \mathbf{k} \), makes them sensitive to the shape of the FS, which greatly complicates solving the nonlinear Eliashberg equations. Thus, the Eliashberg equations are not so useful in the case of complicated FS, such as the tubular network of disconnected FS sheets of \( MgB_2 \) for which the numerical solutions of the Eliashberg equation have shown the significance of the FS anisotropy.\(^6\) However the situation simplifies in the dirty limit for which the impurity scattering within each FS sheet averages out the angular dependences of \( f(\mathbf{k}, r, \omega) \), \( f^+(\mathbf{k}, r, \omega) \), \( g(\mathbf{k}, r, \omega) \), making them independent of \( \mathbf{k} \). In this case the Eliashberg equations reduce to much simpler Uzadel equations,\(^2\) in which all microscopic details are hidden in the electronic diffusivity tensors \( D_m^{\alpha} \) for each \( m \)-th FS sheet and the interband scattering rates \( \gamma_m \) which reflect the underlying FS symmetry.\(^2\)

In this paper I consider a dirty two-gap anisotropic superconductor in the simplest case of two disconnected sheets 1 and 2 of the FS. This model corresponds to the \( \pi \) and \( \sigma \) bands in \( MgB_2 \)\(^6\) for which the superconducting gaps take the constant values \( \Delta_1 \) and \( \Delta_2 \) on the sheets 1 and 2, respectively. The Uzadel equations derived in Appendix A have the form

\[
2\omega f_1 - D_1^{\alpha\beta} [g_1 \Pi_{\alpha} \Pi_{\beta} f_1 - f_1 \nabla_\alpha \nabla_\beta g_1] = 2\Delta g_1 + \gamma_1 (g_1 f_2 - g_2 f_1) \tag{2}
\]

\[
2\omega f_2 - D_2^{\alpha\beta} [g_2 \Pi_{\alpha} \Pi_{\beta} f_2 - f_2 \nabla_\alpha \nabla_\beta g_2] = 2\Delta g_2 + \gamma_2 (g_2 f_1 - g_1 f_2), \tag{3}
\]

Eqs. (2) and (3) are supplemented by the self-consistency equations for the order parameters \( \Delta_m = |\Delta_m| \exp(i\varphi_m) \):

\[
\Delta_m = 2\pi T \sum_{\omega > 0} \sum_m \lambda_{mm'} f_{m'}(r, \omega), \tag{4}
\]

normalization condition

\[
|f_m|^2 + g_m^2 = 1, \tag{5}
\]

and the expression for the supercurrent density

\[
J^a = 4\pi i e T M \sum_{\omega} \sum_m N_m D_m^{ab} f_{m'} f_{m'} \Pi_{bb'} f_{m''} = 1. \tag{6}
\]

Here the band index \( m \) runs from 1 and 2, and the functions \( f_m(r, \omega) \) and \( g_m(r, \omega) \) in the \( m \)-th band depend on \( r \) and \( \omega \) but not on \( \mathbf{k} \). \( D_m^{ab} \) are the intraband diffusivity tensors due to nonmagnetic impurity scattering, \( \gamma_m \) are the interband scattering rates, \( N_m \) is the partial density of states, \( \Pi = \nabla + 2\pi i A/\phi_0 \), \( A \) is the vector potential, \( \phi_0 \) is the flux quantum, and the summation over the Greek Cartesian indices is implied.

Eqs. (5) contains the matrix of the BCS superconducting coupling constants \( \lambda_{mm'} = \lambda_{mm'}^{\text{ep}} - \mu_{mm'} \), where \( \lambda_{mm'}^{\text{ep}} \) are electron-phonon constants, and \( \mu_{mm'} \) is the matrix of the Coulomb pseudopotential. Here the diagonal terms \( \lambda_{11} \) and \( \lambda_{22} \) quantitify the intraband superconducting coupling, and off-diagonal terms \( \lambda_{12} \) and \( \lambda_{21} \) describe the interband coupling. The eigenvalues of \( \lambda_{mm'} \) are assumed positive, the band 1 having the highest coupling constant \( \lambda_{11} \). The indices 1 and 2 thus correspond to the \( \sigma \) and \( \pi \) bands of \( MgB_2 \) for which \( ab\text{-initio} \) calculations yield \( \lambda_{11} \approx 0.81, \lambda_{22} \approx 0.285, \lambda_{12} \approx 0.119 \), and \( \lambda_{21} \approx 0.09 \). The mixed components \( \lambda_{12} \) and \( \lambda_{21} \) satisfy the symmetry relation\(^2\) (see also Eq. (12.39))

\[
N_1 \lambda_{12} = N_2 \lambda_{21}. \tag{7}
\]
where $N_1$ and $N_2$ are partial densities of states in the bands 1 and 2 ($N_\pi \approx 1.3N_\sigma$ for MgB$_2$). A similar approach based on the Uzadel equations was recently proposed to describe vortices in two-gap superconductors.

Formulas for the interband scattering rates $\gamma_{mm'}$ and the intraband diffusivity tensors $D_m^{\alpha\beta}$ expressed in terms of microscopic material parameters are given in Appendix A. They will be used in the next sections as input parameters, which can be either calculated from first principles or extracted from the observed temperature dependences of $H_{c2}(T)$ and resistivity $\rho$, as discussed below. Here we just emphasize the fact that, although both $D_m^{\alpha\beta}$ and $D_m^{\beta\alpha}$ reflect the underlying symmetry of the FS, the features of atomic orbitals which form the bands 1 and 2 can manifest themselves in very different properties of $D_m^{\alpha\beta}$ and $D_m^{\beta\alpha}$. For instance, the principal value $D_m^{(c)}$ along the c-axis in MgB$_2$ is much smaller than two principal values $D_m^{(a)}$ and $D_m^{(b)}$ in the ab plane, because of the nearly 2D nature of the $\sigma$-band formed by in-plane bonding and antibonding $p_{xy}$ orbitals of B, as shown by STM. By contrast, the difference in the principal values $D_m^{(c)}$, $D_m^{(a)}$ and $D_m^{(b)}$ is less pronounced for the 3D $\pi$-band formed by the out-of-plane $p_z$ orbitals of B. The resulting relation $D_m^{(c)}/D_m^{(a)} \ll D_m^{(c)}/D_m^{(b)}$ can manifest itself in anomalous temperature dependence of the anisotropy of $H_{c2}$, as shown in the next sections.

### III. CRITICAL TEMPERATURE AND GINZBURG-LANDAU EQUATIONS

The necessity to satisfy the self-consistency condition (1) complicates solving the nonlinear Eqs. (3)-(8) for inhomogeneous $\Delta_m(r)$. The situation simplifies near $T_c$, where Eqs. (3)-(8) reduce to the Ginzburg-Landau (GL) equations for the order parameters $\Delta_m$. We derive the GL equations neglecting the interband scattering terms $\gamma_{\alpha\beta} \ll \pi T$, which are usually small in MgB$_2$ due to orthogonality of the $\sigma$ and $\pi$ orbitals. Expanding the solution of Eqs. (3) and (4) in powers of $\Delta_m$ and its spatial derivatives, and using $g_m \simeq 1 - |f_m|^2/2$, we obtain

$$f_m = \frac{\Delta_m}{\omega} + \frac{D_m^{\alpha\beta}}{2\omega^2} \Pi_{\alpha\beta} \Delta_m - \frac{\Delta_m |\Delta_m|^2}{2\omega^3}$$  

Inserting Eqs. (3) into Eq. (4) and summing up over $\omega$, results in the following equations

$$\Delta_1 = \lambda_{11} R_1 + \lambda_{12} R_2,$$  

$$\Delta_2 = \lambda_{21} R_1 + \lambda_{22} R_2,$$  

$$R_m = \Delta_m l + \frac{\pi D_m^{\alpha\beta}}{8T} \Pi_{\alpha\beta} \Delta_m - \frac{7\zeta(3)}{8\pi^2 T^2} |\Delta_m|^2 \Delta_m,$$

where $R_m = \sum_\omega f_m$, $l = \ln(2\gamma_{\text{D}}/\pi T)$, $\ln \gamma = -0.577$ is the Euler constant, and $\zeta(3) = 1.202$. The supercurrent density at $T - T_c \ll T_c$ is obtained by inserting the first term in the right hand side of Eq. (14) into Eq. (11) and summing up over $\omega$:

$$J^a = -\frac{\pi e}{4T} \sum_m N_m D_m^{\alpha\beta} \Delta_m^* \Pi_{\beta\Delta_m},$$

where the asterisk means complex conjugation. As follows from Eq. (13), the current density near $T_c$ is a sum of independent intraband contributions.

Equilibrium equations (3)-(8) for the order parameters $\Delta_m$ are not yet the GL equations which are obtained by varying the free energy functional, $\delta F/\delta \Delta^* = 0$. The reason is that the off-diagonal terms with respect to the band index $m$ in Eqs. (3)-(8) violate the necessary symmetry conditions which the variational equations $\delta F/\delta \Delta^* = 0$ must satisfy. To find the proper linear combinations of Eqs. (3) and (8) which satisfy all necessary symmetry conditions, we first solve Eqs. (3)-(8) for the quantities $N_1 R_1 = (\lambda_{12} \Delta_2 - \lambda_{12} \Delta_1) N_2/\omega$ and $N_2 R_2 = (\lambda_{12} \Delta_2 - \lambda_{12} \Delta_1) N_2/\omega$, where $w = \lambda_{11} \lambda_{22} - \lambda_{12} \lambda_{21}$ is the determinant of the matrix $\gamma_{mm'}$. Expressing then $R_m$ via $\Delta_m$ using Eq. (11), we obtain the GL equations for an anisotropic two-band superconductor:

$$-a_1 \Delta_1 + b_1 |\Delta_1|^2 + c_1^{\beta\lambda} \Pi_{\alpha\beta} \Delta_1 + g \Delta_2 = 0,$$  

$$-a_2 \Delta_2 + b_2 |\Delta_2|^2 + c_2^{\alpha\lambda} \Pi_{\alpha\beta} \Delta_2 + g \Delta_2 = 0.$$

Here the GL expansion coefficients are given by

$$a_1 = \left( \ln \frac{2\gamma_{\text{D}}}{\pi T} - \frac{\lambda_{22}}{\omega} \right) N_1, \quad b_1 = \frac{7\zeta(3) N_1}{8\pi^2 T^2},$$

$$a_2 = \left( \ln \frac{2\gamma_{\text{D}}}{\pi T} - \frac{\lambda_{11}}{\omega} \right) N_2, \quad b_2 = \frac{7\zeta(3) N_2}{8\pi^2 T^2},$$

$$c_1^{\beta\lambda} = \pi N_1 D_1^{\beta\lambda}/8T, \quad c_2^{\alpha\lambda} = \pi N_2 D_2^{\alpha\lambda}/8T,$$

$$g = \lambda_{12} N_2/\omega = \lambda_{12} N_1/\omega.$$

The equality in Eq. (13) results from Eq. (7) for the interband coupling constants $\lambda_{12} = V_1 N_2$, and $\lambda_{21} = V_1 N_1$. The GL equations (13) and (14) can now be obtained by varying the free energy $F = \int [F_1 + F_2 + F_i]dV$, which contains the usual GL intraband contributions

$$F_m = -\frac{a_m}{2} |\Delta_m|^2 + \frac{b_m}{4} |\Delta_m|^4 + \frac{c_m^{\beta\lambda}}{2} \Pi_{\alpha\beta} \Delta_m \Pi_{\beta\Delta_m}^*,$$

and the interband interaction term

$$F_i = \frac{g}{4} (\Delta_1 \Delta_2 + \Delta_2 \Delta_1^*).$$

Notice that Eq. (12) for the current density obtained from the Uzadel equations coincides with the general expression $J = \delta F/\delta \mathbf{A}$, where $F$ is defined by Eqs. (13) and (20). Static GL equations (13)-(20) and their time-dependent generalization have been suggested phenomenologically to describe various distributions of the order parameters and vortex properties in two-gap superconductors.
Eqs. (13) and (14) give the following equation \(a_1a_2-g^2=0\) for the critical temperature \(T_c\), which results in the quadratic equation for \(\xi_c = \ln(2\gamma_\omega_D/\pi T_c)\):

\[
1 - \lambda_+ \xi_c + w \xi_c^2 = 0
\]

where \(\lambda_{\pm} = \lambda_{11} \pm \lambda_{22}\), and \(w = \lambda_{11}\lambda_{22} - \lambda_{12}\lambda_{21}\). Solution of Eq. (21) reproduces the well-known result by Suhl, Matthias and Walker.

\[
T_{c0} = 1.14 \omega_D \exp\left[-\left(\lambda_{+} - \lambda_{0}\right)/2w\right],
\]

where \(\lambda_{0} = (\lambda_{1}^2 + 4\lambda_{12}\lambda_{21})^{1/2}\). As follows from Eq. (22), the interband coupling always increases \(T_c\) as compared to the case of negligible impurity scattering, for example, by changing the impurity concentration. However, while the intraband impurity scattering does not affect \(T_c\), in accordance with the Anderson theorem.

IV. UPPER CRITICAL FIELD FOR \(H || c\)

Now we turn to the calculation of the upper critical field \(H_{c2}\) applied along the \(c\)-axis of a hexagonal crystal. Here \(H_{c2}\) is the maximum eigenvalue of the linearized Eqs. \(\xi_{mn}\) and \(\xi_{nm}\) for \(\xi \ll 1\) and \(g \rightarrow 1\). In Appendix B, these equations are solved exactly and an equation for \(H_{c2}\) is obtained for arbitrary reflection between \(D_1, D_2\) and \(\gamma_{mm'}\). This general equation for \(H_{c2}\) is very cumbersome, so to make the essential effects of two-gap superconductivity more transparent, we consider here a much simpler case of negligible \(\gamma_{mm'}\) for which the nonmagnetic impurity scattering does not affect \(T_c\). If \(\gamma_{12} = \gamma_{21} = 0\), the linearized Eqs. \(\xi_{mn}\) and \(\xi_{nm}\) take the form

\[
2\omega f_1 - D_1^{\alpha \beta} \Pi_\alpha \Pi_\beta f_1 = 2\Delta_1,
\]

\[
2\omega f_2 - D_2^{\alpha \beta} \Pi_\alpha \Pi_\beta f_2 = 2\Delta_2.
\]

For \(H \parallel c\), the relevant solutions of Eqs. \(\xi_{mn}\) and \(\xi_{nm}\) depends only on isotropic in-plane diffusivities. \(D_1^{\alpha \beta} = D_0 \delta_{\alpha \beta}\). In the gauge \(A_y = H x\) the solutions of Eqs. \(\xi_{mn}\) and \(\xi_{nm}\) are

\[
f_m(x, \omega) = \Delta_{m}(x)/(\omega + \pi HD_m/\phi_0),
\]

\[
\Delta_m(x) = \Delta_m \exp(-\pi H x^2/\phi_0).
\]

Inserting Eqs. \(\xi_{mn}\) and \(\xi_{nm}\) into the gap equation \(\xi\) yields two linear equations for \(\Delta_1\) and \(\Delta_2\) in which the summation over \(\omega\) is performed using the identity

\[
2\pi T \sum_{\omega>0} \frac{1}{\omega + \Omega} = \ln \frac{2\gamma_\omega_D}{\pi T} - U \left(\frac{\Omega}{2\pi T}\right),
\]

\[
U(x) = \psi(1/2 + x) + \psi(1/2),
\]

where \(\psi(x)\) is the di-gamma function. The equations for \(\Delta_1\) and \(\Delta_2\) become

\[
\Delta_1 = \lambda_{11}[l - U(h)]\Delta_1 + \lambda_{12}[l - U(\eta h)]\Delta_2,
\]

\[
\Delta_2 = \lambda_{22}[l - U(\eta h)]\Delta_2 + \lambda_{21}[l - U(h)]\Delta_1.
\]

where \(l = \ln(2\gamma_\omega_D/\pi T),\ h = \gamma_{c2}D_1/2\phi_0 T,\ \eta = D_2/D_1\). The solvability condition of Eqs. \(\xi_{mn}\) and \(\xi_{nm}\) gives an equation for \(H_{c2}\), in which it is convenient to express \(\omega_D\) via \(T_c\) using Eqs. \(\xi_{mn}\) and \(\xi_{nm}\). As a result, the equation for \(H_{c2}\) takes the form

\[
2\omega_0[\ln(t + U(h))] [\ln(t + U(\eta h))] + a_2[\ln(t + U(\eta h))] + a_1[\ln(t + U(h))] = 0.
\]

For \(D_1 = D_2\), Eq. \(\xi_{mn}\) yields the result of the one-band theory, \(H_{c2} = 4(T_c - T_0)/\pi^{2}D_1\). Furthermore, if \(\lambda_{12} = \lambda_{21} = 0\), then \(a_1 = 2\) and \(a_2 = 0\), thus \(H_{c2}(T)4(T_c - T_0)/\pi^{2}D_1\) is determined by \(D_1\) for the band with the highest coupling constant \(\lambda_{11}\). However, if all constants \(\lambda_{mm'}\) are finite, but \(D_1\) and \(D_2\) are very different, then \(H_{c2}\) is determined by the maximum diffusivity, for example, by \(D_2 < D_1\) if the scattering in the "weak" band 2 dominates.

The zero-temperature \(H_{c2}(0)\) can be obtained using the asymptotic behavior of \(U(x) \approx \ln(4\gamma h)/(h \rightarrow \infty)\). Then all terms proportional to ln \(t\) cancel out, and Eq. \(\xi_{mn}\) reduces to a quadratic equation for \(H_{c2}\), whence

\[
H_{c2}(0) = \frac{\phi_0 T_c}{2\gamma_\omega_D} \exp\left(\frac{g}{2}\right),
\]

\[
g = \left(\frac{\lambda_{12}^2}{w^2} + \ln^2 \frac{D_2}{D_1} + \frac{2\lambda_{12}^2}{w} \ln \frac{D_2}{D_1}\right)^{1/2} - \frac{\lambda_0}{w}.
\]

For \(D_1 = D_2\), Eqs. \(\xi_{mn}\) again yield the result \(H_{c2}(0) = \phi_0 T_c/2\gamma_\omega_D\) of the one-band dirty limit. However for \(D_1 \neq D_2\), Eqs. \(\xi_{mn}\) predict a significant enhancement of \(H_{c2}(0)\) as compared to \(H_{c2}(0) = 0.69H_{c2}T_c\) for the symmetric case \(D_1 = D_2\). Indeed, in the limit of very different diffusivities, we obtain

\[
H_{c2}(0) = \frac{\phi_0 T_c}{2\gamma_\omega_D} e^{\frac{\lambda_{12}^2}{2w^2}},\ \ D_2 < D_1 e^{-\frac{\lambda_0}{w}},
\]

\[
H_{c2}(0) = \frac{\phi_0 T_c}{2\gamma_\omega_D} e^{\frac{\lambda_{12}^2}{2w^2}},\ \ D_1 < D_2 e^{-\frac{\lambda_0}{w}}.
\]
FIG. 1: Temperature dependences $H_{c2}(T)$ calculated from Eq. (34) for different ratios of $D_2/D_1$ and the coupling constants $\lambda_{0\sigma} \approx 0.81, \lambda_{c\sigma} \approx 0.285, \lambda_{0\pi} \approx 0.119, \lambda_{c\pi} \approx 0.09$ calculated for MgB$_2$.

Unlike $H_{c2}(T)$ at $T \approx T_c$, the limiting value of $H_{c2}(0)$ is determined by the minimum diffusivity. It is the feature of a two-band superconductor, which causes both the upward curvature and the enhancement of $H_{c2}$ at low $T$ in Fig. 1. In the limit $D_2 \ll D_1$, the diffusivity $D_2$ does not affect $H_{c2}$ practically for all temperatures $T < T_c$, except a narrow region $T \ll T_c$, but for $D_2 \to 0$, the upper critical field $H_{c2}(T)$ diverges at $T = 0$.

V. ANISOTROPY OF $H_{c2}$

A. General equations

To address the anisotropy of $H_{c2}$, observed in MgB$_2$, we consider a uniaxial crystal in a field $\mathbf{H}$ inclined with respect to the c-axis. Then the tensors $D_{\alpha\beta}$ in Eq. (2) have two equal principal values $D_1^{(a)}$ in the ab plane and a different value $D_2^{(a)}$ along the c-axis. If the z-axis is taken along $\mathbf{H}$ and the a-axis coincides with the y-axis, the coupling constant $\sigma$ is different for different bands, as characteristic of the two-gap superconductor, which causes both the upward curvature and the enhancement of $H_{c2}$ at low $T$ in Fig. 1.

In the gauge $A_y = H_x$, the Uzadal equations (23) and (24) take the form

$$-D_{xx}^{(a)} \partial_{xx} f_m - D_{yy}^{(a)} (\partial_y + 2\pi i H_x/\phi_0)^2 f_m$$

$$-D_{zz}^{(a)} \partial_{zz} f_m - 2 D_{zz}^{(a)} \partial_{zz} f_m + 2 \omega f_m = 2 \Delta_m.$$  \hspace{0.5cm} (41)

The solution of this equation has the form $f_m(x) = \exp(ik_z z - ik_x x D_{xx}^{(a)}/D_{zz}^{(a)} + ik_\theta \theta) f_m(x)$, where $f_m(x)$ is determined by the following equation

$$-D_{xx}^{(a)} f_m'' + D_{yy}^{(a)} (2\pi H_x/\phi_0)^2 f_m + 2 \omega f_m$$

$$+ k_z^2 (D_{zz}^{(a)} - D_{zz}^{(a)}/D_{xx}^{(a)}) f_m = 2 \Delta_m.$$  \hspace{0.5cm} (42)

the prime denotes differentiation over $x$, and $k_\theta$ was absorbed by the shift of $x$. The upper critical field $H_{c2}$ is the maximum eigenvalue of Eq. (42). Because of the stability condition $D_{zz}^{(a)} D_{xx}^{(a)} > D_{zz}^{(a)}/D_{xx}^{(a)}$, the term quadratic in $k_z$ always decreases the eigenvalues of Eq. (42), so $H_{c2}$ corresponds to $k_z = 0$. In this case the lowest eigenfunction $\varphi_0$ of Eq. (43) is

$$\varphi_0^{(m)} \propto e^{-q_m x^2/2}, \quad q_m = \left[\frac{2 \pi H_x}{\phi_0} \left(\frac{D_{yy}^{(a)}}{D_{xx}^{(a)}}\right)^{1/4}\right]^{1/2}.$$  \hspace{0.5cm} (43)

An interesting situation occurs if the ratio $D_{yy}^{(m)}/D_{xx}^{(a)}$ is different for different bands, as characteristic of the $\sigma$ and $\pi$ bands of MgB$_2$. In this case the solution $f_m(x) \propto \Delta_m(x) \propto \varphi_0(x)$ satisfies Eq. (43), but does not satisfy the self-consistency condition (44), because $q_1 \neq q_2$. This feature of two-gap superconductors can essentially complicate the calculation of $H_{c2}$ for inclined fields, as compared to the case $\mathbf{H} \parallel c$.

$H_{c2}(\theta)$ for an arbitrary field orientation can be obtained by expanding the solution of the inhomogeneous
Eq. (43) in the series of orthogonal normalized eigenfunctions $\varphi_n(q,m,x)$ for the different Landau levels $n$:

$$f_m = \sum_{n=0}^{\infty} \frac{\varphi_n(q,m,x)}{\omega + (2n+1)\Omega_m} \int_{-\infty}^{\infty} \Delta_n(u)\varphi_n(q,m,u)du,$$  \hspace{1cm} (44)

$$\varphi_n(q,m,x) = \left(\frac{q_m}{\sqrt{2\pi^2 n!}}\right)^{1/2} e^{-q_m^2x^2/2H_n(q,m,x)},$$

$$\Omega_m = (D_m^{xx}D_m^{yy})^{1/4}2\pi H/\phi_0,$$ \hspace{1cm} (45)

where $H_n(q,x)$ is the Hermite polynomial. Inserting Eq. (43) into Eq. (4) and summing up over $\omega$, gives $H_{c2}$ as the maximum eigenvalue of a matrix $M_{nn'}$, for which the determinant $||M|| = 0$. The matrix $M_{nn'}$ is given by (see Appendix C):

$$M_{nn'} =$$

$$(1 - \lambda_1F_0^{(1)}\delta_{nn'} - \lambda_2\lambda_2F_0^{(1)}\sum_{s=0}^{\infty} V_{ns}V_{ns'}F_s^{(2)}),$$

$$F_s^{(m)} = \ln \frac{2\gamma\omega D}{\pi T} - \psi \left(\frac{1}{2} + \frac{\Omega_m(2n+1)}{2\pi T}\right) + \psi \left(\frac{1}{2}\right),$$

$$V_{ns} = \int \varphi_n(q,x)\varphi_s(q,x)dx$$ \hspace{1cm} (47)

$$\delta_{nn'}$$ is the Kronecker symbol. For $||H||c$ or for equal anisotropy ratios $D_m^{(a)}/D_m^{(c)} = D_2^{(a)}/D_2^{(c)}$, we have $q_1 = q_2$, so $V_{nn'} = \delta_{nn'}$, and all off-diagonal terms of the matrix $M$ vanish. In this case the equation for the maximum eigenvalue $H_{c2}$ is simply $M_{00} = 0$, which reduces to Eq. (31) of the previous paragraph. For arbitrary field orientation and general relations between the coupling constants and the anisotropy ratios $D_m^{(a)}/D_m^{(c)}$ the equation $||M|| = 0$ for $H_{c2}$ can be solved numerically. In this case the matrix $M_{nn'}$ should be first diagonalized to $M_{nn'}\delta_{nn'}$, and then $H_{c2}$ can be found as a root of $M_{00} = 0$.

The equation for $H_{c2}$ greatly simplifies for the moderate anisotropy case of $M(B_2)$. To quantify the degree of anisotropy, we introduce the asymmetry parameter $\zeta = [(q_2^2 - q_1^2)/(q_2^2 + q_1^2)]^2$, that is,

$$\zeta = \left[\frac{\sqrt{D_{2x}^{xx}/D_{2y}^{yy}} - \sqrt{D_{1x}^{xx}/D_{1y}^{yy}}}{\sqrt{D_{2x}^{xx}/D_{2y}^{yy}} + \sqrt{D_{1x}^{xx}/D_{1y}^{yy}}}\right]^2$$ \hspace{1cm} (50)

As shown in the next section, the observed anisotropy of $H_{c2}$ of $M(B_2)$ near $T_c$ indicates that $D_2^{(a)} \approx D_2^{(c)}$ and $D_1^{(a)} \approx 4D_1^{(c)}$, or $\zeta \approx 1/9$. In this case, the matrix elements $V_{02}^{2s} \propto \xi^s$ rapidly decreases with $s$ (see Appendix C). By contrast, the factor $F_s^{(2)}/(1 - \lambda_2F_s^{(2)})$, which varies much slower with $s$, can be replaced by its value at $s = 0$ and taken out of the sum. Indeed, near $T_c$ where $\Omega_m \to 0$, the function $F_s \to \ln(2\gamma\omega D/\pi T)$ is independent of $s$ over a very wide range of $s$, so the above procedure becomes exact. Even for $T = 0$, the function $F \propto \ln[(2s+1)\Omega_m/T_0]$ varies much weaker as compared to the exponential decay of $V_{02}^{2s}$, so the replacement of $F_s^{(2)}/(1 - \lambda_2F_s^{(2)})$ by a constant is still a very good approximation. The remaining summation over $s$ in Eq. (45) can then be performed exactly, using the sum rule due to the orthogonality of the eigenfunctions $\varphi_n$ (see Appendix C):

$$\sum_{s=0}^{\infty} V_{ns}V_{ns'} = \delta_{nn'},$$

Because of the $\delta_{nn'}$ in Eq. (51), all off-diagonal elements of the matrix $M$ vanish, thus the equation $M_{00} = 0$ for $H_{c2}$ takes the form

$$(1 - \lambda_1F_0^{(1)})(1 - \lambda_2F_0^{(2)}) = \lambda_1\lambda_2F_0^{(1)}F_0^{(2)}$$ \hspace{1cm} (52)

In this equation all $q_m(\theta)$ cancel out, and the anisotropy manifests itself only via $\Omega_m(\theta)$ in the functions $F_0^{(m)}$ defined by Eqs. (41) and (42). After subtraction Eq. (21) for $l_c = \ln(2\gamma\omega D/\pi T_0)$, from Eq. (32), the latter reduces to Eq. (31) if the following rescaling $D_m = (D_{2x}^{xx}D_{2y}^{yy})^{1/2}$ is made. Therefore, all formulas of the previous section can be generalized to the anisotropic case of inclined field by replacing $D_1$ and $D_2$ with the angular-dependent diffusivities $D_1(\theta)$ and $D_2(\theta)$ for both bands:

$$D_m(\theta) = [D_m^{(a)2}\cos^2\theta + D_m^{(a)2}\sin^2\theta]^{1/2}$$ \hspace{1cm} (53)

For example, Eqs. (31) and (53) give the following angular dependence of $H_{c2}(\theta)$ near $T_c$:

$$H_{c2}(\theta) = \frac{8\phi_0(T_c - T)}{\pi^2[aD_1(\theta) + aD_2(\theta)]}.$$ \hspace{1cm} (54)

For $D_1 = D_2$, Eq. (54) reduces to the well-known result of the anisotropic GL theory. $H_{c2} = 4\phi_0(T_c - T)/(\pi^2D(\theta))$ for a one-gap superconductor in the dirty limit.

B. Temperature dependence of the anisotropy of $H_{c2}$

Eqs. (31) and (53) determine both the temperature and angular dependences of $H_{c2}$. Here the anisotropy of $H_{c2}(\theta)$ essentially depends on both $\theta$ and the in-plane diffusivity ratio $D_2^{(a)}/D_1^{(a)}$. For instance, let us consider a simpler case of isotropic diffusivity $D_2^{(a)} = D_2^{(c)}$ for the band 2 and anisotropic diffusivity with $D_1^{(a)} \gg D_2^{(c)}$ for the band 1, which qualitatively models the 3D $\pi$ band and the 2D $\sigma$ band of $MgB_2$. Then for $D_1^{(a)} \gg D_2^{(c)}$, the angular dependence of $H_{c2}$ is most pronounced at $T_c$ were it is determined by the large anisotropic $D_1(\theta)$ (see Eq. (54), while at lower $T$ the angular dependence of $H_{c2}$ decreases, as it is mostly affected by the nearly isotropic small $D_2$ (see Eqs. (31) and (53)). However for $D_1^{(a)} \ll D_2^{(c)}$, the situation reverses: the upper critical field is nearly isotropic at $T_c$, becoming more anisotropic at lower $T$. These two different types of angular dependencies of $H_{c2}(\theta)$ are shown in Fig. 2.
The above arguments indicate that the temperature dependence of the anisotropy parameter \( H_{c2}^\parallel /H_{c2}^\perp \) can be rather sensitive to the ratio \( D_1/D_2 \), which in turn is determined by the type of intraband scatterers. Indeed, if the intraband scattering is dominated by impurities (like C or N) which mostly reduce \( D_1 \) in the main \( \sigma \)-band, \( (D_1 \ll D_2) \), then, according to Eqs. (34) and (33), respectively with \( D_2^{(c)} = D_2^{(a)} \), \( D_1(\theta) = (D_1^{(a)} \cos^2 \theta + D_1^{(c)} \sin^2 \theta)^{1/2} \) for \( D_1^{(c)} = 4D_1^{(a)} \). The cases (a) and (b) correspond to different ratios \( D_2^{(a)}/D_1^{(a)} \), and \( \lambda_{mm'} \) are the same as for Fig. 1.

By contrast, if impurities (like Al, Mg vacancies) cause the strongest intraband scattering in the "weak" \( \pi \)-band, \( (D_2 \ll D_1) \), then the anisotropy parameter \( H_{c2}^\parallel /H_{c2}^\perp \) would decrease as \( T \) decreases, The temperature dependence of \( H_{c2}^\parallel /H_{c2}^\perp \) for these limiting cases is shown in Fig. 3.

**FIG. 2**: Angular dependences of \( H_{c2}(\theta) \) for \( T \approx T_c \) and \( T = 0 \) calculated from Eq. (34) and Eq. (33), respectively with \( D_2^{(c)} = D_2^{(a)} \), \( D_1(\theta) = (D_1^{(a)} \cos^2 \theta + D_1^{(c)} \sin^2 \theta)^{1/2} \) for \( D_1^{(c)} = 4D_1^{(a)} \). The cases (a) and (b) correspond to different ratios \( D_2^{(a)}/D_1^{(a)} \), and \( \lambda_{mm'} \) are the same as for Fig. 1.

**FIG. 3**: Temperature dependences of the anisotropy ratio of \( H_{c2}^\parallel /H_{c2}^\perp \) calculated from Eq. (31) with \( D_2 = D_2^{(a)} \) and \( D_1 = D_1^{(a)} \) for \( H_{c2}^\perp \), and \( D_2 = D_2^{(a)} = D_2^{(c)} \) and \( D_1 = \sqrt{D_1^{(a)}D_1^{(c)}} \) with \( D_1^{(c)} = 4D_1^{(a)} \) for \( H_{c2}^\parallel \). The cases (a), (b) and (c) correspond to different ratios \( D_2^{(a)}/D_1^{(a)} \), and \( \lambda_{mm'} \) are the same as for Fig. 1.
VI. DISCUSSION

The results of this work show that the magnetic behavior of two-gap superconductors can essentially depend on the intraband diffusivity ratio \( \eta = D_2^{(a)} / D_1^{(a)} \). This fact can have important consequences for MgB\(_2\) for which \( H_{c2} \) can be increased to a much greater extent than in one-band superconductors not just by the usual increase of \( \rho_n \), but also by tuning the ratio of intraband scattering rates via selective atomic substitutions on both Mg and B sites. Actually, this possibility is naturally provided by the electron structure of MgB\(_2\) for which substitutions on Mg site mostly disturb the out-of-plane \( p_c \) orbitals of B thus increasing the \( \pi \) scattering. Likewise, atomic substitutions on the B sites mostly increase scattering in the 2D \( \sigma \) band. As shown above, the upward curvature of \( H_{c2}(T) \) for \( D_2^{(a)} \ll D_1^{(a)} \) can make the zero-temperature \( H_{c2}(0) \) significantly higher than what the one-gap estimate suggests. For example, if \( \Delta = 0.05 D_2 \) as in Fig. 1a, the field \( H_{c2}(0) \approx 2.3 T \), \( H_{c2}^{(a)} \) could approach the paramagnetic limit of MgB\(_2\), \( 70 T \) for the values \( H_{c2}^{(a)} \approx 1 T / K \) and \( T_{c} \approx 30 K \) observed on dirty c-axis oriented MgB\(_2\) films\(^{23} \). In fact, recent high-field measurements on this film gave \( H_{c2}^{(a)} \approx 33.5 T \) and \( H_{c2}^{(a)} \approx 48 T \) which corresponds \( D_2 \approx 0.12 D_1^{(a)} \). Thus, dirty MgB\(_2\) can exhibit upper critical fields significantly higher than \( H_{c2}(0) \approx 30 T \) of Nb\(_3\)Sn\(^{23,24} \) which can be very important for applications.

The intraband diffusivities \( D_1 \) and \( D_2 \) can be either calculated from first principles using Eqs. (A22), or extracted from measurements of \( H_{c2} \) and \( \rho_n \). For negligible interband scattering, \( D_1 \) and \( D_2 \) can be obtained using Eq. (32) for \( H_{c2} \) and the relation between intraband diffusivities and the residual conductivity \( \sigma = 1/\rho_n \):

\[
\sigma_{\alpha\beta} = c^2 \sum_m N_m D_m^{\alpha\beta} \tag{55}
\]

For \( \mathbf{H} || c \), solving two linear equations (32) and (55) expresses \( D_1 \) and \( D_2 \) in terms of observed \( H_{c2} \) and \( \rho_n \):

\[
D_1 = \frac{1}{a_1 N_2 - a_2 N_1} \left( \frac{8 k_B \phi_0 N_2}{\pi^2 \hbar^2 c_2} - \frac{a_2}{c^2 \rho_n} \right), \tag{56}
\]

\[
D_2 = \frac{1}{a_1 N_2 - a_2 N_1} \left( \frac{a_1}{c^2 \rho_n} - \frac{8 k_B \phi_0 N_1}{\pi^2 \hbar^2 c_2} \right), \tag{57}
\]

where the normal units are restored.

Using the results of \textit{ab-initio} calculations\(^{35,37} \) for MgB\(_2\), \( \lambda_{\sigma\sigma} \approx 0.81, \lambda_{\tau\tau} \approx 0.285, \lambda_{\sigma\tau} \approx 0.119, \lambda_{\tau\sigma} \approx 0.09, N_{\sigma} \approx 0.3 \) states/cell eV, and \( N_{\tau} \approx 0.41 \) states/cell eV, we obtain \( \lambda_{\sigma\sigma} - \lambda_{\tau\tau} = 0.525, \lambda_0 = (\lambda_{\sigma\sigma}^2 + 4 \lambda_{\tau\tau} \lambda_{\sigma\tau})^{1/2} = 0.564 \), thus \( a_1 = 1 + \lambda_{\tau}/\lambda_0 = 1.93 \), \( a_2 = 1 - \lambda_{\sigma}/\lambda_0 = 0.07 \), and \( a_1 N_2 \gg a_2 N_1 \). Since both \( D_1 \) and \( D_2 \) must be positive, the slope \( B_{c2} \) for a given \( \rho_n \) in confined within the following limits

\[
\frac{8 k_B}{\pi a_1} N_1 \rho_n < B_{c2}^{(a)} < \frac{8 k_B}{\pi a_2} N_2 \rho_n. \tag{58}
\]

For negligible interband coupling \( a_2 \to 0 \), Eq. (58) reduces to the second Eq. (1), of the one-gap theory, whereas the stability condition (33) requires that \( B_{c2}^{(a)} \) cannot be smaller than \( 4 k_B N_1 \rho_n / \pi \). This condition gives \( B_{c2}^{(a)} > 1.6 T / K \) for \( \rho_n = 1 m\Omega \) cm, and \( N_1 = 0.3 \) states/cell eV\(^{32} \), thus \( B_{c2}^{(a)}(0) = T_c = 30 K \) cannot be smaller than \( 0.7 \lambda_{\tau}^{(a)} T_c = 12.6 T \) even for the symmetric case \( D_1 = D_2 \) which gives the minimum \( H_{c2}(0) \) for a given \( H_{c2} \). For asymmetric case, \( D_2 \approx D_1 \) characteristic of dirty c-axis oriented MgB\(_2\) films, \( H_{c2}^{(a)}(0) \) can considerably exceed this minimum\(^{34} \).

Another property for which the diffusivity ratio \( D_2^{(a)} / D_1^{(a)} \) is essential is the temperature dependence of the anisotropy of \( H_{c2} \). As shown in the previous section, the anisotropy parameter \( H_{c2}^{(a)} / H_{c2}^{(c)} \) increases as \( T \) decreases for \( D_2 \approx D_1 \), but decreases as \( T \) decreases for \( D_2 \gg D_1 \) (see Fig. 3). Both cases are in stark contrast with the one-gap theory in which the anisotropy ratio for both the upper critical field \( H_{c2}^{(a)} / H_{c2}^{(c)} \) and the lower critical field \( H_{c1}^{(a)} / H_{c1}^{(c)} \) is determined by the ratio of the effective masses \( m_c / m_{ab} \) and is temperature independent. By contrast, the two-gap MgB\(_2\) exhibits a strong temperature dependence of \( H_{c2}^{(a)} / H_{c2}^{(c)} \) which is rather different from the temperature dependence of \( H_{c1}^{(a)} / H_{c1}^{(c)} \) as was shown both experimentally and theoretically\(^{34,37} \). For the dirty c-axis oriented films, the observed \( H_{c2}^{(a)} / H_{c2}^{(c)} \) is about \( 5 \), and \( D_2 \approx 0.12 D_1^{(a)} \). In this case the anisotropy of \( H_{c2} \) near \( T_c \) is entirely determined by the anisotropy of \( D_\sigma \), thus Eq. (52) it follows that \( D_2^{(a)} \approx 4 D_\sigma^{(c)} \).
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APPENDIX A: DERIVATION OF THE UZADEL EQUATIONS

We derive the Uzadel equations for an anisotropic two-gap superconductor from the general Eilenberger equations for the quasiclassical Green functions \( f(v, r, \omega), f^+(v, r, \omega) \) and \( g(v, r, \omega) \).
nonmagnetic impurity scattering, \( u_{k,q} \) is the scattering amplitude, \( n_i \) is the density of impurities, \( v_k \) is the normal group velocity on an anisotropic FS, the wave vectors \( k \) and \( q \) lie on the FS, and the asterisk means complex conjugate. Eqs. (A1) and (A2) are supplemented by the normalization condition

\[
ff^* + |g|^2 = 1, \quad (A3)
\]

the equation for the superconducting gap

\[
\Delta(k, r) = 2\pi T \sum_{\omega > 0} \int \frac{dA_q}{v_q} V(k, q) f(q, r, \omega), \quad (A4)
\]

and the expression for the current density

\[
J = -4\pi TeIm \sum_{\omega > 0} \int \frac{dA_q}{v_q} v_q g(q, r, \omega), \quad (A5)
\]

where \( V(k, q) \) is the pairing potential.

Now we define the Green functions \( f_1 \) and \( f_2 \) on two separate sheets of the FS, and write the collision integrals in the right hand side of Eqs. (A1) and (A2) in the form

\[
S_{f_1} = n_i \int \frac{dA_k}{v_{k_1}} |u_{k_1,q_1}|^2 |g_1(k_1)f_1(q_1) - f_1(k_1)g_1(q_1)|
\]

\[
+ n_i \int \frac{dA_{k_2,q_2}}{v_{k_2}} |u_{k_2,q_2}|^2 |g_1(k_2)f_2(q_2) - f_2(k_2)g_1(q_2)| \quad (A6)
\]

\[
S_{f_2} = n_i \int \frac{dA_k}{v_{k_1}} |u_{k_2,q_2}|^2 |g_2(k_2)f_2(q_2) - f_2(k_2)g_2(q_2)|
\]

\[
+ n_i \int \frac{dA_{k_2,q_1}}{v_{k_2}} |u_{k_2,q_1}|^2 |g_2(k_2)f_1(q_1) - f_2(k_2)g_1(q_1)| \quad (A7)
\]

The first integral term in Eqs. (A6) and (A7) describe the intraband scattering for which the wave vectors \( k \) and \( q \) lie on the same sheet (1 or 2) of the FS, while the second integral term describes the interband scattering for which \( k \) and \( q \) lie on different FS sheets.

To derive the equations for \( f_m(r, \omega), f_m^+(r, \omega), g_m(r, \omega), \) and \( \Delta_m(r) \) in the dirty limit, we follow the procedure developed for one-band superconductors, expanding \( f(k, r, \omega) \) and \( g(k, r, \omega), \) in spherical harmonics, and keeping only the first dipole term:

\[
f_m(k, r, \omega) = f_m(r, \omega) + (v_m \delta f_m(r, \omega)), \quad (A8)
\]

\[
g_m(k, r, \omega) = g_m(r, \omega) + (v_m \delta g_m(r, \omega)), \quad (A9)
\]

where the band index \( m \) runs from 1 to 2, and the last terms in the right hand side describe first order anisotropic corrections to \( f(k, r, \omega) \) and \( g(k, r, \omega). \) These corrections are small if \( 6\pi T_c \gg v_m^2 / D_m, \) where \( D_m \) are intraband diffusivities (see below). The vector corrections \( \delta g_m \) and \( \delta f_m \) are related through the normalization condition \( \delta f_m^* = f_m \delta f_m. \)

\[
2g_m \delta g_m = -f_m^+ \delta f_m - f_m \delta f_m^* \quad (A10)
\]

Now we insert Eqs. (A8) and (A9) into Eqs. (A1)-(A2) and (A4)-(A7) and integrate over the respective FS sheets: \( \int dA_k / v_m(k), \) using \( \int v_m(k) dA_k = 0. \) Since all \( f_m \) and \( \delta f_m \) are independent of \( \nu, \) this yields

\[
2\omega f_1 - 2\Delta_1 g_{1} + \gamma_{1\beta} \Pi_\beta f_1^\beta = (g_f 2 - g_f 1) \gamma_{12}, \quad (A11)
\]

\[
2\omega f_2 - 2\Delta_2 g_{2} + \gamma_{2\beta} \Pi_\beta f_2^\beta = (g_f 2 - g_f 1) \gamma_{21}, \quad (A12)
\]

\[
\gamma_{m\mu'} = \frac{n_i}{N_m} \int \frac{dA_q}{v_m(q)} dA_k |u_{k,q}|^2 \quad (A14)
\]

Then we substitute Eqs. (A3) and (A4) into Eqs. (A1)-(A2) and (A4)-(A7), multiply by \( v_m(k) \) and integrate over the respective FS sheets, using the fact that \( \int v_1(k) v_2(k) dA_k = 0. \) In the dirty limit, this yields the following relations

\[
\gamma_{m\beta} = n_i \int \frac{dA_q}{v_m(q)} \frac{dA_k}{v_m(k)} |u_{k,q}|^2 \delta_{\nu m} \quad (A17)
\]

Eqs. (A15) and (A16) can be rewritten as

\[
f_m \delta g_m^\alpha - g_m \delta f_m^\alpha = F_{m\beta}^\alpha \Pi_\beta f_m, \quad (A18)
\]

\[
f_m^+ \delta g_m^\alpha - g_m^+ \delta f_m^+ = -F_{m\beta}^\alpha \Pi_\beta f_m^+, \quad (A19)
\]

where \( F_{m\beta}^{\alpha}(\gamma_{m\mu'})^{-1} f_m^{\beta}. \) Multiplying Eq. (A18) by \( f_m^+ \) and Eq. (A19) by \( f_m \), adding, and then using Eq. (A10), we obtain

\[
2\delta_{\nu m} = F_{m\beta}^{\alpha \beta} (f_m^+ \Pi_\beta f_m - f_m \Pi_\beta^* f_m^+) \quad (A20)
\]

Using Eq. (A15), (A16), (A21), and the normalization condition \( g_m^2 + |f_m|^2 = 1, \) we obtain

\[
\delta_{\nu m} = -F_{m\beta}^{\alpha \beta} (g_m \Pi_\beta f_m - f_m \Pi_\beta g_m) \quad (A21)
\]

Inserting Eq. (A22) and its conjugate into Eqs. (A11) and (A12), we arrive at Eqs. (3) and (4) in which the intraband diffusivity tensors are given by

\[
D_{m\beta}^{\alpha \beta} = r_{m\mu'}^{\alpha \beta} (\Gamma_{m\mu'}^{-1})_{m\beta} \quad (A22)
\]

Averaging the gap equation (A3) over the FS, yields Eq. (6) in which the coupling constants \( \lambda_{mm'} \) are given by

\[
\lambda_{mm'} = \frac{1}{N_m} \int \frac{dA_k dA_q}{v_m(q)} V(k, q) \quad (A23)
\]

whence \( N_1 \lambda_{12} = N_2 \lambda_{21}. \)
APPENDIX B: EQUATIONS FOR \( H_c \) AND \( T_c \) WITH THE ACCOUNT OF INTERBAND SCATTERING

For \( H||c \), the linearized Eqs. (B1) and (B2) take the form

\[
\omega f_1 - \frac{D_1}{2} \Pi^2 f_1 = \Delta_1 + (f_2 - f_1)\gamma_{12}, \tag{B1}
\]

\[
\omega f_2 - \frac{D_2}{2} \Pi^2 f_2 = \Delta_2 + (f_1 - f_2)\gamma_{21}. \tag{B2}
\]

Inserting Eqs. (B4) and (B5) into Eq. (C1) we first sum up where \( A \) is given by Eq. (B17). Setting \( H_c = 0 \) in Eq. (B17), gives the equation for \( T_c \) with the account of interband scattering for which \( \omega_{z} = \Omega_{z} = 0, \Omega_{x} = \gamma_{12} + \gamma_{21}, \gamma_{+} = 2\gamma_{12}((\gamma_{12} + \gamma_{21}), \gamma_{-} = 2\gamma_{21}((\gamma_{12} + \gamma_{21}) \). Subtracting Eq. (B11) for \( T_0 \) from Eq. (B17), the equation for \( T_c \) can be reduced to

\[
\begin{align*}
U & \left( \frac{\gamma_{12} + \gamma_{21}}{2\pi T} \right) = \frac{(\lambda_0 - w \ln t) \ln t}{\Omega_{z} \Omega_{x} - \Omega_{z} \Omega_{x}}, \tag{B18}
\end{align*}
\]

\[
\begin{align*}
p = \gamma_{21}(\lambda + \gamma_{21}) + \gamma_{21}(\lambda - \gamma_{21})

\tag{B19}
\end{align*}
\]

where \( t = T_c/T_{0}, \lambda_1 = \lambda_0 + \lambda_- , \text{ and } \lambda_2 = \lambda_0 - \lambda_- . \) The effect of interband scattering on \( T_c \) suppression was considered before Eq. (B12).

APPENDIX C: MATRIX M

Inserting Eq. (C4) into the gap equation (B1) yields

\[
\Delta_m = 2\pi T \sum_{\omega} \sum_{n,m'} \lambda_{mm'} \sum_{n=0}^{\infty} \frac{\varphi_n(q_m x) C_{n(m')}}{\omega + (2n + 1)\Omega_{m'}}, \tag{C1}
\]

where \( C_{n(m)} = \int_{-\infty}^{\infty} \varphi_n(q_m x) \Delta_m(x) \, dx \). Now we multiply Eq. (C1) by \( \varphi_n(q_m x) \), integrate over \( x \) using the orthogonality condition \( \int \varphi_n(q_m x) \varphi_n'(q_m x) \, dx = \delta_{nn'}, \) and then sum up over \( \omega \). This gives two sets of linear equations

\[
\begin{align*}
(1 - \lambda_{11} F_{s(1)}^{'(1)}) C_{s(1)}^{'(1)} &= \lambda_{12} \sum_{n} V_{sn} F_{n(2)}^{'(2)} C_{n(1)}^{'(1)}, \tag{C2}
\end{align*}
\]

\[
\begin{align*}
(1 - \lambda_{22} F_{s(2)}^{'(2)}) C_{s(2)}^{'(2)} &= \lambda_{21} \sum_{n} V_{sn} F_{n(1)}^{'(1)} C_{n(1)}^{'(1)}, \tag{C3}
\end{align*}
\]

where \( V_{sn} \) and \( F_{n(m)} \) are defined as follows

\[
\begin{align*}
V_{sn} &= \int_{-\infty}^{\infty} \varphi_s(q_1 x) \varphi_n(q_2 x) \, dx \tag{C4}
\end{align*}
\]

\[
\begin{align*}
F_{n(m)} &= \sum_{\omega > 0} \frac{1}{\omega + (2n + 1)\Omega_{m}} \tag{C5}
\end{align*}
\]

Eq. (C5) can be expressed in terms of the \( \psi \) function as in Eq. (B18). Inserting \( C_{n(2)}^{'(2)} \) from Eq. (C4) into Eq. (C2) yields the closed set of linear equations for \( C_{n(1)}^{'(1)} \)

\[
\sum_{n'=0}^{\infty} M_{nn'} C_{n'}^{(1)} = 0, \tag{C6}
\]

where the matrix \( M_{nn'} \) is given by Eq. (B17). The solvability condition of Eq. (C6) gives the equation for \( H_c \), which is the maximum eigenvalue of the matrix \( M \).

A general formula for \( V_{nn'} \) is rather cumbersome, so to illustrate general behavior of \( V_{nn'} \) we consider the case of \( n' = 0 \) for which the integral (C4) equals \( 4\pi \)

\[
V_{n=0} = \left( \frac{2q_1q_2(2n)!}{2^{2n}(n!)^2(q_1^2 + q_2^2)} \right)^{1/2} \left( \frac{q_2^2 - q_1^2}{q_2^2 + q_1^2} \right)^{n}, \tag{C7}
\]
if $n = 2s$, and $V_{00} = 0$ for $n = 2s + 1$, where $s$ is any positive integer. As follows from Eq. (C7), $V_{2s,0} \propto \zeta^s$ exponentially decays with $s$. The matrix elements $V_{n'n''}$ obey the useful sum rule \( \sum_{n'} V_{n'n''} \delta_{nn''} \), which can be proven by inserting Eq. (C8) under the sum:

\[
\sum_{n=0}^{\infty} \int_{-\infty}^{\infty} dx dx' \varphi_n(q x) \varphi_s(q x') \varphi_{n'}(q x') \varphi_s(q x')
\]

To sum up over $s$, we use the identity:

\[
\sum_{s=0}^{\infty} \varphi_s(q x) \varphi_s(q x') = \delta(x - x')
\]

After inserting Eq. (C9) into Eq. (C8), the latter reduces to \( \int \varphi_n(q x) \varphi_{n'}(q x) dx \), giving the sum rule (C1).

Another equation for $H_{c2}$ valid for weak interband coupling $\lambda_{12} \ll \lambda_{11} \lambda_{22}$ and any anisotropy can be obtained as follows. Since off-diagonal terms of $M$ in Eq. (17) are proportional to the small factors $\lambda_{12} \lambda_{21}$, the matrix element $M_0$ can be obtained in the second order perturbation theory:

\[
M_0 = M_{00} - \sum_{s=1}^{\infty} \frac{M_{02s} M_{2s,0}}{M_{2s,2s}}
\]

Here $M_{0,2s}$ is proportional to the small parameter $\lambda_{12} \lambda_{21} \zeta$, so the sum in Eq. (C10) is by the factor $\sim \lambda_{12} \lambda_{21} \zeta^2$ smaller than the sum in the right hand side of Eq. (17) for $M_0$. Thus, the contribution of the off-diagonal terms to $M_0$ can be neglected, and the equation for $H_{c2}$ is again $M_0 = 0$, that is,

\[
1 - \lambda_{11} F_0^{(1)} = \lambda_{12} \lambda_{21} F_0^{(1)} \sum_{s=1}^{\infty} \frac{V_{2s,2s}^2}{1 - \lambda_{22} F_0^{(2)}}
\]

For moderate anisotropy ($\zeta \ll 1$), Eq. (C11) reduces to Eq. (22), as the convergence of the sum in $\delta_{s}$ Eq. (11) is due to the rapidly decreasing factor $V_{00}^2 \propto \zeta^s$. However, for very strong anisotropy $\zeta \approx 1$ at low $T$ when the dependence of $F_0^{(2)}$ on $s$ is essential, Eq. (C11) may be simpler for numerical solution than the full Eq. (C6).
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