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Abstract

We discuss two ways in which parton shower algorithms can be supplemented by matrix-element corrections to ensure the correct hard limit: by using complementary phase-space regions, or by modifying the shower itself. In the former case, existing algorithms are self-consistent only if the total correction is small. In the latter case, existing algorithms are never self-consistent, a problem that is particularly severe for angular-ordered parton shower algorithms. We show how to construct self-consistent algorithms in both cases.
1 Introduction

Monte Carlo event generators\cite{1,2,3} that combine the parton shower\cite{4,5} or dipole cascade\cite{6} approaches for perturbative jet evolution with local models of non-perturbative hadronisation\cite{7,8} have been extremely successful in describing the hadronic final state of high energy reactions (see \cite{9} for example). One feature that is essential for an accurate description of final state effects is the coherence of radiation from different partons in the event. In the parton shower approach, this can be implemented as an ordering in opening angles during the evolution away from the hard process. In the virtuality-ordered algorithm of \cite{5}, this is done by vetoing non-ordered emission, while in the algorithm of \cite{4}, it is more directly incorporated by using opening angle as the evolution variable.

However, because parton showers are based on expansions around the soft and collinear limits that dominate the total emission cross-section, there is no guarantee that they will perform well away from those limits. Many experimental observables are specifically sensitive to hard emission, such as event shapes in the 3-jet region of $e^+e^-$ annihilation, or the $E_T$ flow in DIS. To give a reliable prediction for such quantities, it is necessary to supplement the parton shower algorithm with the exact first-order matrix-element cross-section. This is particularly important for angular-ordered algorithms.

There are two approaches in current practice: either to split the phase-space into two parts, using the matrix-element cross-section in one region and the parton shower in the other\cite{10}; or to modify the algorithm so that it faithfully reproduces the matrix-element cross-section in the hard limit\cite{5}. It is worth noting that the dipole cascade model\cite{6} automatically reproduces this hard limit by construction, so no such matrix-element corrections are required.

In this paper, we discuss both approaches and show that the former can be inconsistent if the total correction is large. In the latter, particular care must be taken to ensure the theoretical consistency. We show how self-consistency can be achieved in both cases, with minor modifications to existing algorithms.

2 Basics

We begin by recalling some of the features of parton shower evolution. We consider an arbitrary hard process with cross-section $\sigma_0$, and study the cross-section for additional radiation,

$$d\mathcal{P}_{m.e.}^{\text{incl}} = \frac{1}{\sigma_0} d\sigma.$$  \hspace{1cm} (1)

The subscript refers to the fact that the matrix-element cross-section describes the \emph{inclusive} emission rate. After integrating over the whole of phase-space, this
gives the average number of emissions,

\[ N_{\text{incl}} = \int d\mathcal{P}_{\text{incl}}^{\text{m.e.}}. \]  

(2)

Unless an infrared cutoff is applied, \( N_{\text{incl}} \) is a divergent quantity.

Parton shower algorithms are based on a ‘sequential evolution’ picture in which multiple emission occurs in a definite (but algorithm-specific) order, for example from largest to smallest angle in [4] or largest to smallest virtuality in [5]. This is defined by some ordering variable \( q^2 \), with emissions with larger \( q^2 \) being treated earlier in the evolution than those with smaller \( q^2 \). An important quantity for the construction of the algorithm is the probability that there was no emission before some scale \( q^2 \) (which is generally referred to as a form factor, although it is formally the ratio of two form factors),

\[ \Delta(q^2) = 1 - \int q^2 d\mathcal{P}_{\text{incl}}^{\text{m.e.}} + \mathcal{O}
\left(\frac{1}{q^2} \int q^2 d\mathcal{P}_{\text{incl}}^{\text{m.e.}} \right) - \ldots \approx \exp \left\{ - \int q^2 d\mathcal{P}_{\text{incl}}^{\text{m.e.}} \right\}, \]  

(3)

where the approximation is valid when the cross-section is dominated by the soft and collinear regions, i.e. when \( q^2 \) is small. Note that we do not explicitly give the upper limit of the integral because it depends on the definition of \( q^2 \). One of the approximations used to construct a probabilistic parton shower algorithm is to replace the approximation by an equality,

\[ \Delta(q^2) \equiv \exp \left\{ - \int q^2 d\mathcal{P}_{\text{incl}}^{\text{m.e.}} \right\}. \]  

(4)

The cross-section for the first emission is then simply the product of the inclusive cross-section with the probability that there was no earlier emission,

\[ d\mathcal{P}_{\text{1st}}^{\text{m.e.}}(q^2) = d\mathcal{P}_{\text{incl}}^{\text{m.e.}}(q^2) \exp \left\{ - \int q^2 d\mathcal{P}_{\text{incl}}^{\text{m.e.}} \right\}, \]  

(5)

which is always finite. One then obtains the average number of first emissions,

\[ N_{\text{1st}} = \int d\mathcal{P}_{\text{1st}}^{\text{m.e.}} \leq 1, \]  

(6)

where the equality applies when there is no infrared cutoff. The other approximation used is to replace the exact cross-section by

\[ d\mathcal{P}_{\text{incl}}^{\text{p.s.}} = \frac{1}{\sigma_0} d\sigma_{\text{p.s.}}, \]  

(7)

\[ d\mathcal{P}_{\text{1st}}^{\text{p.s.}}(q^2) = d\mathcal{P}_{\text{incl}}^{\text{p.s.}}(q^2) \exp \left\{ - \int q^2 d\mathcal{P}_{\text{incl}}^{\text{p.s.}} \right\}, \]  

(8)

which is again valid in the soft and collinear limits. In general for multiple emission, only this approximation can be calculated, and not the exact matrix element. This paper is about how the exact cross-section can be used to improve the parton shower algorithm in cases in which it is known. Specifically, we consider the first-order matrix element, which dominates the cross-section when there is one emission that is much harder than all others.

\[^1\text{This is an arbitrary function of the emission kinematics, not necessarily the pair virtuality.}\]
3 Complementary phase-spaces

Since the first-order matrix-element cross-section is reliable in the hard limit, and parton shower algorithms are reliable in the soft and collinear limits, the simplest approach is to split the phase-space into two parts, and use each in their reliable regions. If, as one would hope, there is reasonable overlap between the two regions of reliability, then the final result should not depend strongly on where the border between the two regions is drawn. To prevent double-counting of emissions, the border must be used consistently in both the matrix-element and parton shower phase spaces, i.e. the two regions must be exactly complementary.

In the model of [10], this is implemented for DIS by using an adjustable cutoff in invariant mass. On the other hand, using the angular-ordered parton shower algorithm of [4] one finds that the shower phase space has a natural border, from the requirement that all emissions be into the forward hemisphere in the particular Lorentz frame used. This was exploited in [11] for $e^+e^-$ and [12] for DIS, to provide a similar correction, but without an adjustable cutoff.

Since the first-order matrix element describes the inclusive emission cross-section, it only reliably predicts the single-emission cross-section if the region in which it is used contributes a small fraction of the total cross-section. If this fraction approaches unity, then multiple emission is bound to play a rôle and the matrix-element cross-section will become unreliable. In the $e^+e^-$ algorithm of [11], this fraction is a very safe 1 in 40, while for DIS [12] it is typically 1 in 10 so still reasonably safe. On the other hand, the cutoff in [10] is phenomenologically required to be rather small, leading to a fraction that is typically around 50%. They also find a residual dependence on the cutoff value. Thus we should consider how the way in which the matrix-element is used might be modified to improve the agreement.

Although we have said that the matrix-element cross-section only generates a single emission in its phase-space region, multiple emission is in fact generated by the algorithm. This is because after generating an emission within that region, the resulting hard process is parton showered with upper limits for emission controlled by the dynamics of the hard emission. In particular, subsequent emission from this system cannot be harder than the hard emission, but can be harder than the cutoff between the two regions. Thus, to the same accuracy as the usual parton shower, multiple emission into the matrix-element region is generated.

Since the parton shower emission cannot be harder than the emission generated using the matrix element, the matrix-element emission must be the hardest in the event. However, this is in contradiction with the fact that the matrix element describes the inclusive emission cross-section. To avoid this contradiction, a form factor should be included to incorporate the probability that there was not an emission at a higher scale. That is, instead of generating events in the matrix-element region according to the inclusive cross-section, $dP_{\text{incl}}^m$, they should be generated according to $dP_{\text{1st}}^m$, which correctly accounts for the probability that
Figure 1: The phase-space for $e^+e^-$ divided according to an ordering variable $q^2$ into a matrix-element region, $q^2 > Q^2$, and a parton shower region, $q^2 < Q^2$. Recall that the matrix element is divergent at $x_{1,2} = 1$.

There was no emission at a higher scale than the one generated.

In figure 1 we show an illustration for the specific case of $e^+e^-$ annihilation. The probability distribution for the first emission to be at $y$ is

$$dP_{\text{p.s.}}(q^2_y) = dP_{\text{incl}}(q^2_y) \exp\left\{-\int_{q^2_y}^{Q^2} dP_{\text{incl}} \right\} \exp\left\{-\int_{Q^2}^{q^2} dP_{\text{m.e.}} \right\}.$$  \hspace{1cm} (9)

The second integration arises because the first emission can only come from the parton shower if there was no matrix-element emission. If events at $x$ in the matrix-element region are generated according to the exact first-order matrix element, as in the standard algorithm, they are distributed according to $dP_{\text{m.e.}}(q^2_x)$. In the limit $q^2_{x,y} \to Q^2$, where the points correspond to identical physical configurations, the two probability distributions are different, even if $dP_{\text{incl}}$ is a perfect approximation to $dP_{\text{m.e.}}$, leading to a residual dependence on the cutoff between the two regions, $Q^2$. If

$$\int_{Q^2} dP_{\text{m.e.}}(Q^2)$$ \hspace{1cm} (10)

is large, this dependence is strong. On the other hand, if we generate the matrix-element events according to

$$dP_{\text{m.e.}}(q^2_y) = dP_{\text{m.e.}}(q^2_x) \exp\left\{-\int_{q^2_x}^{q^2_y} dP_{\text{incl}} \right\},$$ \hspace{1cm} (11)

as we propose, then in the $q^2_{x,y} \to Q^2$ limit we obtain

$$dP_{\text{m.e.}}(Q^2) = dP_{\text{m.e.}}(Q^2) \exp\left\{-\int_{Q^2}^{q^2} dP_{\text{incl}} \right\},$$ \hspace{1cm} (12)

$$dP_{\text{p.s.}}(Q^2) = dP_{\text{p.s.}}(Q^2) \exp\left\{-\int_{Q^2}^{q^2} dP_{\text{incl}} \right\}.$$ \hspace{1cm} (13)

If the parton shower cross-section exactly reproduced the first-order matrix element, the two would then be perfectly matched, with no dependence on $Q^2$. 

5
4 Correcting the algorithm

In [5], a method was described to correct the first emission of a virtuality-ordered algorithm to reproduce the first-order matrix-element cross-section. Although we shall show that this is not self-consistent, it is similar to the method we propose, so it is worth describing the details.

If one stops a parton shower after one emission then the final state is exactly that described by the first-order matrix element: three partons in the $e^+e^-$ case. It is straightforward to then work through the kinematic reconstruction used by the algorithm, to relate the variables generated in the parton shower branching to those used to describe the matrix-element cross-section, and calculate the differential cross-section produced by the algorithm, $dP_{\text{incl}}$. In the algorithm of [5], this was found to be everywhere larger than the matrix-element cross-section, $dP_{\text{m.e. incl}}$, so the veto algorithm was used to correct the distribution of first branchings.

However, we recall that the time-ordered language used to describe parton shower evolution is not fundamental to the theory, so when we use a concept like the ‘first’ emission we must be extremely careful that we have retained theoretical consistency. Indeed, the important point has been made above, that the first-order matrix-element cross-section describes the inclusive distribution of all emissions from the original current, and not just the first. Thus all hard emission should be corrected to the first-order matrix-element cross-section, and not just the first.

At this point it becomes necessary to define more specifically what we mean by ‘hard’ emission. The most suitable definition is in terms of transverse momentum, since this avoids in a single variable both the soft and collinear singularities. By contrast, the virtuality and opening angle, which are used as ordering variables in the algorithms of [3] and [4] respectively, do not prevent emission at low transverse momenta where the running coupling becomes large. To prevent them from entering the non-perturbative region, the infrared cutoff is active throughout the evolution. Furthermore, the QCD matrix elements for multiple emission factorise in the limit of strongly-ordered transverse momenta, so using it as the variable to measure hardness allows simple construction of algorithms.

In terms of the transverse momentum, the recoil of parton $a$ from the emission of parton $b$ is extremely simple—parton $a$’s direction is perturbed by an amount proportional to the transverse momentum. Thus we can simply analyse the effect of a later emission from parton $a$ in the two strongly-ordered regions, in which the second emission is much harder or much softer than the first. In the first case, as far as the second emission is concerned, the recoil from the first emission is insignificant, so the emitting current is identical to the original current, and the emission should be described the first-order matrix element. Furthermore,

\footnote{See the appendix for a brief discussion of the veto algorithm.}
Figure 2: Emission of two gluons in which the first (according to the ordering variable of the algorithm) is softer, and at a larger angle, than the second. Both should be described by the first-order matrix element: the second because the recoil from the first is negligible, so it is effectively emitted by the original current; and the first because it represents the coherent sum of emissions from the external lines which, after azimuthal averaging, is equivalent to a single emission from the internal line pretending that the later emission did not happen, i.e. it is also effectively emitted by the original current.

since the first emission can be considered infinitely soft by comparison, the second emission can be related to the matrix-element cross-section by pretending that the first emission never occurred, i.e. exactly as in the method described above. On the other hand if the second emission is much softer than the first, it is effectively emitted by a completely different current and should not be corrected to the first-order matrix-element cross-section. Instead, the second-order matrix element factorises in this limit, and the parton shower algorithm is reliable without correction.

Thus, we see that the parton shower algorithm can be corrected to the first-order matrix-element cross-section by applying the method given above to every emission that is the hardest so far, instead of just the first.

One might suppose that having found a later emission that was harder than the first, the first should be considered as coming from a modified current, so should not have been corrected. This is not the case, owing to the coherence of large-angle radiation from different partons in the event. Since the parton shower is generated with ordered opening angles, the first gluon must be at a larger angle than the later one. The coherence of soft large-angle radiation from the two emitters then allows them to be described as a single emission from the internal line imagined to be on shell, i.e. pretending that the later emission did not happen. Thus the earlier gluon is effectively emitted by the lowest-order current, and both emissions should be corrected. This is illustrated in figure 2.

It is worth considering what goes wrong with an algorithm that corrects the first emission, rather than the hardest. For events in which the hardest emission is first there is clearly no difference, but if a soft gluon is emitted beforehand, then no correction would be applied to the hard gluon. However, the probability that
this occurs is strongly (logarithmically) dependent on the infrared cutoff, leading to the result that the hard emission cross-section of the algorithm is unphysically dependent on its soft infrared cutoff. That is,

\[ dP_{\text{hard}} = dP_{\text{hard}}^{\text{m.e.}} \exp\left\{ - \int_\epsilon dP_{\text{soft}}^{\text{m.e.}} \right\} + dP_{\text{hard}}^{\text{p.s.}} \left( 1 - \exp\left\{ - \int_\epsilon dP_{\text{soft}}^{\text{m.e.}} \right\} \right) \]  

(14)

\[ \sim dP_{\text{hard}}^{\text{m.e.}} \exp(\alpha_s \log \epsilon) + dP_{\text{hard}}^{\text{p.s.}} (1 - \exp(\alpha_s \log \epsilon)). \]  

(15)

Expanding in powers of \( \alpha_s \), this dependence might seem sub-leading,

\[ dP_{\text{hard}} = dP_{\text{hard}}^{\text{m.e.}} + \mathcal{O}(\alpha_s^2), \]  

(16)

so irrelevant, but in the realm of applicability of parton showers, logarithms of the ratio of the hard scale to the infrared cutoff are large enough to overcome the smallness of \( \alpha_s \), so the dependence is formally leading order. That is, when counting powers of \( \alpha_s \), \( -\alpha_s \log \epsilon \) should be considered \( \mathcal{O}(1) \). Correcting only the first emission is therefore formally inconsistent. In our solution, both the softer earlier emission and the later harder one would be corrected to the matrix element, so

\[ dP_{\text{hard}} = dP_{\text{hard}}^{\text{m.e.}} \exp\left\{ - \int_\epsilon dP_{\text{soft}}^{\text{m.e.}} \right\} + dP_{\text{hard}}^{\text{m.e.}} \left( 1 - \exp\left\{ - \int_\epsilon dP_{\text{soft}}^{\text{m.e.}} \right\} \right) \]  

(17)

\[ = dP_{\text{hard}}^{\text{m.e.}}, \]  

(18)

as claimed. This makes a particularly large difference in angular-ordered algorithms because it is common for several soft gluons to be emitted at large angles before reaching the hardest emission.

We finally note that the parton shower cross-section is not in general guaranteed to be larger than the matrix-element one, so we need to be able to enhance emission, as well as reduce it. As we show in the appendix, it is straightforward to uniformly enhance the emission probability by any integer factor. The veto algorithm can then be used to reduce this down to the appropriate level.

5 Summary

We have discussed the two ways in which first-order matrix elements can be used to improve parton shower algorithms, and showed that both must be carefully defined to ensure self-consistency. For the complementary phase-space method, this requires either that the fraction of emissions that go in to the matrix-element region be small, or that a form factor be included to generate the hardest emission in the region exclusively, rather than all inclusive emissions. For the correction to the algorithm, it requires that the correction should be applied to every emission that is the hardest so far, rather than just to the first emission, as was done in previous algorithms.
There is no conceptual difficulty with combining both types of correction within the same algorithm. Indeed for parton shower algorithms that are capable of covering the whole of phase-space with their first emission, the two corrections are identical for the first emission. The only difference is whether the phase-space points are generated directly according to the matrix element or first according to the parton shower algorithm, and then corrected to the matrix element. By then going on to correct any subsequent emissions that are harder than the first, we ensure that the correction is self-consistently applied to the whole shower, and not just to the first emission.

Having implemented both types of correction\cite{11,12}, we have found that while the complementary phase-space method is phenomenologically important, the correction to the algorithm has little effect, at least within the algorithm of \cite{4}, in which the parton shower is not able to cover the whole of phase-space, but is a good approximation in the regions it does cover.

We finally note that although such corrections have only been applied to $e^+e^-$ or DIS so far, our arguments apply equally well to any other hard process. In particular, it would be straightforward to use the simple prescription of \cite{13} to provide a matrix-element correction to the Drell-Yan process that successfully unified the high- and low-$p_t$ regions. This is in progress.
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**Appendix: The Veto Algorithm**

In this appendix we briefly recall three applications of the veto algorithm.

**A.1 The Veto Algorithm**

Imagine that we want to generate a probability distribution

$$F(x) = f(x) \exp \left\{ - \int_x^{x_{\text{max}}} f(x) \, dx \right\} \text{ with } x < x_{\text{max}}, \quad (19)$$

but only know how to generate some other distribution

$$G(x) = g(x) \exp \left\{ - \int_x^{x_{\text{max}}} g(x) \, dx \right\} \text{ with } x < x_{\text{max}}, \quad (20)$$
with
\[ g(x) \geq f(x). \]  \hfill (21)

The veto algorithm consists of the following steps to generate \( F(x) \):

1. Generate a value of \( x \) according to \( G(x) \), with \( x < x_{\text{max}} \).
2. With probability \( f(x)/g(x) \), keep the generated \( x \) value.
3. Otherwise, set \( x_{\text{max}} = x \) and go to step 1.

The probability distribution produced by this procedure satisfies the integral equation
\[ P(x) = \frac{f(x)}{g(x)} \left[ \exp \left\{ -\int_{x_{\text{max}}}^x g(x)dx \right\} ight] \]
\[ + \int_x^{x_{\text{max}}} dx' P(x') \frac{g(x') - f(x')}{f(x')} \exp \left\{ -\int_{x'}^x g(x)dx \right\}. \]  \hfill (22)

The term outside the bracket is the probability that the generated value was kept, the first term in brackets is the probability that this value was generated at the first attempt. The second term is the integral over all higher values, of the probability that they were generated, but rejected, with the next value being generated at \( x \). It is straightforward to show that this is satisfied by
\[ P(x) = F(x) \]  \hfill (23)
as claimed.

**A.2 Competing Processes**

Imagine that we want to generate a probability distribution \( F(x) \), but only know how to generate \( G(x) \) and \( H(x) \), with
\[ f(x) = g(x) + h(x). \]  \hfill (24)

\( F(x) \) is then generated by choosing one \( x \) value according to each of \( g(x) \) and \( h(x) \), and using the larger. In this case the resulting probability distribution satisfies
\[ P(x) = G(x) \exp \left\{ -\int_x^{x_{\text{max}}} h(x)dx \right\} + H(x) \exp \left\{ -\int_x^{x_{\text{max}}} g(x)dx \right\}, \]  \hfill (25)

where the first term corresponds to cases where the value chosen according to \( G(x) \) is the larger, reduced by the probability that the other value is not larger, and vice versa. Clearly this is satisfied by
\[ P(x) = F(x) \]  \hfill (26)
as claimed. In the case that \( g(x) \) and \( h(x) \) correspond to different physical processes, the process from which \( x \) was generated is the one that happened.
A.3 Enhancing Emission

Finally, imagine that we want to generate $F(x)$, but only know how to generate $G(x)$, with

$$f(x) = ng(x), \quad (27)$$

with $n$ an integer. This can be done as a special case of A.2, by considering $F(x)$ to be the sum of $n$ identical competing processes, $G(x)$. We then choose $n$ values of $x$ according to $G(x)$ and use the largest of them.
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