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Abstract. Machine learning is one of the technologies used in medicine. Machine learning can help detect various kinds of problems in the medical field and enables a process to be faster and more efficient. Cancer is one of the most dangerous diseases in the world. Machine learning is widely used in bioinformatics and particularly in cancer diagnosis. One of the most popular methods is K-nearest neighbors (K-NN) and Neural Network. There are supervised learning methods. Using K-NN, the quality of the results depends largely on the distance and the value of the parameter “k” which represents the number of the nearest neighbors. This research is explains the classification of colorectal cancer by using K-NN with different k values and Neural Network Classification. Our work will be performed on the Colorectal Cancer dataset obtained by the Al-Islam Hospital, Bandung, Indonesia and it consists of benign cases 163 and malignant cases 47 samples. Thus, the final result indicates better performance for K-nearest neighbors’ accuracy is 0.786 in K-parameter equal to 7, 9, 11 has the same accuracy with 60% data training and Neural Network reached 0.904 with 90% of data training.

1. Introduction

Cancer is a disease that causes death in second place in the world [1]. Detecting these diseases when still at an early stage is associated with markedly improved survival prospects [2]. Cancer is a disease that can be detected by machine learning[3]. It can be seen from the development of data mining in medical science is increasing rapidly[4]. This increase can be seen from the high prediction results, which can reduce treatment costs, increase the chances of recovery of patients, and decisions to save lives [4]. Colorectal cancer is cancer with the third death rate. responsible for around 600,000 per year worldwide [5].

Various methods can be used to cure this disease, including systemic chemotherapy, radiotherapy, and resection surgery [6]. However, there is no efficient treatment for colorectal cancer patients, especially in patients with liver metastases (CRLM) [7]. Liver metastases are the main cause of death in this disease [8]. The treatments commonly used in CRLM are chemotherapy and liver resection. However, its toxicity and side effects limit the use of this chemotherapy [9].

There are some methods of previous researches for processing colorectal cancer datasets, such as Neural Network[10], Fuzzy C-Means [11], and Random Forest [12]. This research uses another method for classifying the data, which is K-Nearest Neighbor and Neural Network. Therefore, this method will help the medical staff to classify a medical problem easily.
2. Methods
This research using Jupyter Notebook as software for running the program of K-NN with different k-values and Neural Network Classification. The programming language used for this paper is Python 3.

2.1. Data
The Colorectal Cancer dataset was taken from Al-Islam Hospital, Bandung, Indonesia. This dataset consists of begin cases 163 and malignant cases 47. The colorectal cancer dataset consists of 6 variables, as shown in Table 1.

| Attributes     | Description                                           |
|----------------|-------------------------------------------------------|
| Age            | The number of age patients who are in check           |
| CA 19-9        | The number of cancer antigen units per milliliter of blood |
| Hemoglobin     | The number of hemoglobin gram per deciliter of blood  |
| Leukocyte      | The number of leukocyte cell per uL of blood          |
| Hematocrit     | Hematocrit or the volume percentage of red blood cells|
| Platelets      | The number of thrombosis cell per uL of blood         |

Table 1. Colorectal Cancer Dataset Variable

This research uses logistic regression and random forest for classification. This method are evaluated using 43-random state. Table sample of dataset shown in Table 2.

| Age | CEA  | Hemoglobin | Leukocyte | Hematocrit | Platelets | Diagnosis |
|-----|------|------------|-----------|------------|-----------|-----------|
| 54  | 0.94 | 12.1       | 6500      | 39.2       | 286000    | 0         |
| 48  | 0.82 | 12.3       | 11100     | 39.2       | 503000    | 0         |
| 83  | 1.14 | 12.7       | 6100      | 38.5       | 462000    | 0         |
| 56  | 12.38| 7.8        | 21000     | 23.4       | 223000    | 1         |
| 68  | 1.18 | 13.1       | 5800      | 38.7       | 195000    | 0         |
| 63  | 1.3  | 12.8       | 12300     | 40.7       | 329000    | 0         |
| 76  | 1.28 | 8.3        | 16400     | 20.8       | 165000    | 0         |
| 58  | 40.38| 14.7       | 17600     | 44.4       | 429000    | 1         |

Table 2. Sample of Colorectal Cancer Dataset from Al-Islam Hospital, Bandung, Indonesia

2.2. K-Nearest Neighbors (K-NN)
The closest K-Nearest Neighbor (K-NN) is a well-known non-parametric classifier that is widely used in pattern recognition [13]. K-Nearest Neighbor is a method for classifying a test object data by calculating the value of the adjacency value based on the distance function and the pattern of similarity to certain objects [14]. K-Nearest Neighbor is used to determining class membership with the highest environmental value. In this method, there are several formulas for calculating distances, one of which is:

Euclidean Distance
The Euclidean Distance is an equation to calculate the value of the distance between \(X_i\) and \(Y_i\) [15]. This value can be calculated using Equation (5):

\[
d_{m,n} = \sqrt{\sum_{i=1}^{n}(X_{mi} - Y_{ni})^2} \quad (1)
\]
2.3. Neural Network

Artificial Neural Networks are machine learning which is used widely in many application areas. This is due to their higher classification performance \[16\]. This algorithm uses a universal function approach that can model linear and non-linear data \[17\]. A type of artificial neural network, a simple three-layer feedforward network with well-established generalization properties is called a multilayer perceptron \[18\]. The classification process uses an Artificial Neural Network, which is entering data into the classifier through the input layer to produce output in the hidden layer, such as:

\[ H_j = \varphi_H(\sum_{i=1}^{d} w_{j,i}x'_i) \]  

\( d \) = the number of inputs neurons  
\( w_{j,i} \) = input and hidden layer’s weights  
\( H_j \) = the hidden layer’s activation function  
\( \varphi_H \) = activation function at the hidden layer

The classification at the output layer as follows:

\[ y_k = \varphi_O(\sum_{j=1}^{M} w_{k,j}H_j) \]  

\( y_k \) = the output layer’s activation function  
\( M \) = neurons at the hidden layer  
\( w_{k,j} \) = the hidden and output layer’s weights  
\( O \) = the output layer’s activation function

The hidden layer and the output layer use the tan-sigmoid and softmax activation functions. The tan-sigmoid function:

\[ \varphi_H = \frac{2}{1+e^{-2}} - 1 \]  

\( \varphi_H \) = tan-sigmoid’s activation function

The softmax function:

\[ \varphi_O = \frac{e}{\sum_{i=1}^{e}} \]  

\( \varphi_O \) = softmax’s activation function

Backpropagation learning algorithms are used to train neural networks. This is done by updating the weights backward from the output layer through the hidden layer to the input layer by spreading the difference between the desired output and the predicted output \[19\]. Can be seen in the equation:

\[ E = \frac{1}{2} \sum_{n=1}^{N}(y_n - z_n)^2 \]  

\( E \) = error of output
\( y_n \) = the predicted value
\( z_n \) = the actual value
\( E \) = the mean squared error.
\( N \) = the number of value output

Errors are minimized by adjusting the weight vector for each iteration, taking into account several hidden neurons and different training algorithms that are optimized simultaneously with feature weights to maximize classification accuracy on colorectal cancer data.

2.4. Confusion Matrix

One of the methods used to calculate accuracy in the concept of data mining or decision support systems is the Confusion Matrix [20]. Accuracy is the ratio of the true predictions in the whole data [21].

\( TP \) (True Positive): Number of samples having colorectal cancer diagnosed correctly.
\( FP \) (False Positive): Sum of healthy people that were incorrectly identified to have colorectal cancer.
\( TN \) (True Negative): Number of healthy individuals correctly spotted.
\( FN \) (False Negative): The number of samples with colorectal cancer that were incorrectly classified as healthy.

| Actual Value | Recognize Value | Positive | Negative |
|--------------|-----------------|----------|----------|
| Positive     | TP              | FN       |
| Negative     | FP              | TN       |

From Table 3 it can build the formula for accuracy that can be seen in the equation below:

\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \times 100\% \quad (7)
\]

3. Experiments Results

This research using Jupyter Notebook as software for running the program of K-NN and Neural Network in processing colorectal cancer classification problem. In this test, the number of data training is equal to 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, and 90% which will be used on the results of the dataset. The results of accuracy is given by K-NN and Neural Network Classifier method are shown in table 4 and 5:

| Train size | Accuracy of K-NN |
|------------|------------------|
|            | k = 1 | k = 5 | k = 7 | k = 9 | k = 11 |
| 10%        | 0.619 | 0.704 | 0.725 | 0.783 | 0.783 |
| 20%        | 0.661 | 0.690 | 0.714 | 0.714 | 0.780 |
| 30%        | 0.653 | 0.707 | 0.728 | 0.741 | 0.776 |
| 40%        | 0.683 | 0.738 | 0.770 | 0.770 | 0.770 |
| 50%        | 0.695 | 0.743 | 0.752 | 0.771 | 0.771 |
| 60%        | 0.679 | 0.738 | **0.786** | **0.786** | **0.786** |
| 70%        | 0.683 | 0.762 | 0.778 | 0.778 | 0.778 |
| 80%        | 0.619 | 0.738 | 0.738 | 0.738 | 0.738 |
| 90%        | 0.476 | 0.571 | 0.571 | 0.571 | 0.571 |
Based on Table 4, it is shown that the number of data training is affecting by the values of accuracy. In this research, the highest accuracy value was recorded when the data training is 60% with 0.786 while the lowest accuracy value was recorded when the data training is 90% with $k = 1$ the accuracy is 0.476%.

### Table 5. The results of colorectal cancer classification using neural network

| Train size | Accuracy of Neural Network |
|------------|---------------------------|
| 10%        | 0.746                     |
| 20%        | 0.797                     |
| 30%        | 0.802                     |
| 40%        | 0.785                     |
| 50%        | 0.704                     |
| 60%        | 0.809                     |
| 70%        | 0.841                     |
| 80%        | 0.857                     |
| 90%        | **0.904**                 |

Based on Table 5, it is shown that the number of data training is affected by the values of accuracy. In this research, the highest accuracy value was recorded when the data training is 90% with 0.904 while the lowest accuracy value was recorded when the data training is 50% with 0.704.

### 4. Conclusion

Colorectal cancer detection quickly is very important. It is useful for handling cancer quickly before being infected to all organs of the body. However, this is difficult because colorectal cancer has no specific symptoms. The K-NN and Neural Network methods can help detect colorectal cancer based on blood tests and age. Thus, the final result indicates better performance for K-nearest neighbors accuracy is 0.786 in K-parameter equal to 7, 9, 11 has the same accuracy with 60% data training and Neural Network reached 0.904 with 90% of data training.
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