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Abstract—This paper provides a dendriform-tree setting for Fliess operators with matrix-valued inputs. This class of analytic nonlinear input-output systems is convenient, for example, in quantum control. In particular, a description of such Fliess operators is provided using planar binary trees. Sufficient conditions for convergence of the defining series are also given.

I. INTRODUCTION

Fliess operators provide a general framework under which analytic nonlinear input-output systems can be studied [10]–[12]. Let \( X = \{ x_0, x_1, \ldots, x_m \} \) be an alphabet and \( X^* \) the free monoid comprised of all words over \( X \) (including the empty word \( \emptyset \)) under the catenation product. A formal power series \( F \) in \( X \) is any mapping of the form \( X^* \to \mathbb{R}^d \); \( \eta \mapsto (c, \eta) \). The set of all such mappings will be denoted by \( \mathbb{R}^d \langle X \rangle \). The support of an arbitrary series \( c \) is \( \text{supp}(c) = \{ \eta \in X^*: (c, \eta) \neq 0 \} \). A series having finite support is called a polynomial, and the set of all polynomials is represented by \( \mathbb{R}^d \langle X \rangle \).

For a measurable function \( u : [a, b] \to \mathbb{R}^m \) define \( \| u \|_{L^p} = \max\{ \| u_i \|_{L^p} : 1 \leq i \leq m \} \), where \( \| u_i \|_{L^p} \) is the usual \( L^p \)-norm for a measurable real-valued component \( u_i \). Define iteratively for each \( \eta \in X^* \) the mapping \( E_{\eta} : L^p \langle [t_0, t_0 + T] \to C([t_0, t_0 + T]) \rangle \) by \( E_{\eta}[u] = 1 \), and

\[
E_{\eta'}[u](t_0) = \int_{t_0}^{t_0 + T} u(x)(t)E_{\eta'}[u](t, t_0)\, dt,
\]

where \( x \in X \), \( \eta' \in X^* \) and \( u_0 = 1 \). The input-output operator corresponding to \( \eta \) is then

\[
F_{\eta}[u](t) := \sum_{\eta \in X^*} (c, \eta) E_{\eta}[u](t),
\]

which is called a Fliess operator. If the generating series \( c \) is locally convergent, i.e., there exists constants \( K, M > 0 \) such that \( |(c, \eta)| \leq KM^{(\eta)} ||\eta|| \) for all \( \eta \in X^* \), then \( F_{\eta}[u] \) converges absolutely and uniformly on \([t_0, t_0 + T] \) if \( T \) and \( \| u \|_{L^p} \) are sufficiently small. In general, the input-output map \( F_{\eta} : u \to y \) need not have a state space realization, however, many familiar and relevant examples are obtained from the state space setting.

A tacit assumption in the standard theory of Fliess operators is that the inputs are mutually commutative, i.e., the functions associated with each letter of \( X \) commute pointwise in time. The proposition here is that this assumption results in a great deal of simplification and hides certain underlying algebraic structures that are important in applications like control on Lie groups [3] and quantum control [1].

As a motivating example, consider a bilinear system

\[
\dot{z}(t) = Az(t) + B(t)z(t)u(t),
\]

where \( B \) is a smooth function on \([0, T]\). One can view \( u \) as the user controlled input and \( B \) as a disturbance input. Let \( z \) be the solution of \( (2) \) when \( z(0) = \epsilon_1 \in [0, \ldots, 0, 1, 0, \ldots, 0]^T \) with the \( 1 \) in the \( i \)-th position and define \( Z(t) = [x_1(t), \ldots, x_n(t)] \), where \( n \) is the dimension of the system. Then

\[
\dot{Z}(t) = (A + B(t)u(t))Z(t) = U(t)Z(t),
\]

where in general \( U(t_1)U(t_2) \neq U(t_2)U(t_1) \). This is, for example, the setting of a regulator problem in which the input-output map from disturbance to some output \( y(t) = CZ(t) \) needs to be determined when \( u(t) = u_0 \in \mathbb{R} \). Equation \( (3) \) is also the usual starting point for control theory on Lie groups. Systems such as in \( (3) \) are ubiquitous in quantum mechanics. Take for instance the case of a spin particle in a magnetic field \( B_m \) whose direction changes in time. The function \( U \) is proportional to the scalar product \( S \cdot B_m \), where \( S \) represents the spin vector. Now suppose the magnetic field at \( t = t_1 \) is parallel to the \( x \)-axis, and at \( t = t_2 \) to the \( y \)-axis, then \( (U(t_1) \propto |B_m^x| S_x, U(t_2) \propto |B_m^y| S_y \), and \( [U(t_1), U(t_2)] \propto B^2 m S_x S_y \propto B^2 m S_x \neq 0 \). Moreover, systems of the form \( \dot{Z} = U(t)\bar{F}(Z(t)) \) can be considered where the coordinate change \( \bar{Z} = F(Z) \) is valid on a neighborhood of \( Z(0) = I \). In which case,

\[
\dot{\bar{Z}}(t) = \left( \frac{dF^{-1}(\bar{Z})}{dZ} \right)_{\bar{Z}=Z(0)}^{-1} U(t)\bar{Z}(t) = : W(t)\bar{Z}(t),
\]

is in the same class as \( (3) \).

A series representation of the solution of \( (3) \) can be obtained by successive iterations. That is,

\[
Z(t) = I + \sum_{n=1}^{\infty} \int_0^t U(t_1)dt_1 \cdots \int_0^{t_n-1} U(t_n)dt_n.
\]

This series has an artificial exponential representation in terms of the time ordered operator

\[
\mathcal{T}(U(t_1) \cdots U(t_n)) := \sum_{\sigma \in S_n} \Theta_{\sigma}^{\epsilon} U(t_{\sigma(1)}) \cdots U(t_{\sigma(n)}),
\]

where \( \Theta_{\sigma}^{\epsilon} = \prod_{i=1}^{n-1} \Theta(t_{\sigma(i)} - t_{\sigma(i+1)}) \), \( \Theta \) is the Heaviside step function, \( \sigma \) is a permutation, and \( S_n \) is the group of all permutations of order \( n \) [2]. Because of the symmetry of the simplex consisting of all ordered \( n \)-tuples \( (t_1, t_2, \cdots, t_n) \) in...
the integration limits, this operator satisfies:
\[
\int_{t_0}^t dt_1 \int_{t_0}^{t_2} dt_2 \cdots \int_{t_0}^{t_{n-1}} dt_n U(t_1)U(t_2)\cdots U(t_n)
= \frac{1}{n!} \int_{t_0}^t dt_1 \int_{t_0}^{t_2} dt_2 \cdots \int_{t_0}^{t_n} T(U(t_1)U(t_2)\cdots U(t_n)).
\]
The solution is thus written as the time ordered exponential
\[
Z(t) = I + \sum_{n=1}^{\infty} \frac{1}{n!} \int_{t_0}^t \cdots \int_{t_0}^{t_n} T(U(t_1)\cdots U(t_n)) dt_1\cdots dt_n
=: \mathcal{T} \exp \left( \int_{t_0}^t U(s) \, ds \right).
\tag{5}
\]
Expression (5) disregards the algebra provided by the non-commutative iterated integrals in (4). However, it is known that by systematically keeping track of the non-commutative orderings of the iterated integrals, a true exponential (Magnus expansion) can be derived. That is, \( X(t) = \exp (\Omega(U(t))) \), where \( \Omega \) is obtained via a recursion \([8], [9], [15]\). In the case of commutative inputs, the algebra provided by the iterated integrals is the shuffle algebra, which is based on the integration by parts formula \([17], [18]\). The noncommutative version of this formula is
\[
\int_0^t u_i(s) \, ds \int_0^t u_j(s) \, ds = \int_0^t u_i(s) \left( \int_0^s u_j(r) \, dr \right) \, ds
+ \int_0^t \left( \int_0^s u_i(r) \, dr \right) u_j(s) \, ds.
\]

Note that the second summand on the right-hand side above cannot be generated recursively as in (4). Moreover, products of iterated integrals are fundamental when the system’s state is filtered by an analytic output function \([10], [20]\), in the computation of bounds for iterated integrals \([5]\) and the characterization of system interconnections such as the product, cascade and feedback connections \([11]\). The first goal of this paper is to provide a fully non-commutative extension of the theory of Fließ operators in the context of dendriform/tree algebras. They will be referred to as dendriform Fließ operators. The second goal is to give sufficient conditions under which dendriform Fließ operators with non-commutative inputs converge.

The paper is organized as follows. Section III provides a tutorial treatment of dendriform algebras. In Section IV planar binary trees are presented as a tool to keep track of the non-commutativity of iterated integrals. Also, the noncommutative version of the shuffle product is given. These results are then applied in Section VI to define dendriform Fließ operators. Then sufficient conditions for the convergence of dendriform Fließ operators are provided. Finally, the conclusions are given in Section V.

II. DENDRIFORM ALGEBRAS

The goal of this section is to introduce parenthesis words and their relationship to dendriform algebras. The concepts here can be found in \([6], [14]\) and references therein.

Let \( X \) be a finite alphabet and \( \mathcal{P}X = X \cup \{., |\} \). The free semigroup under catenation generated by \( \mathcal{P}X \) is denoted \( \mathcal{P}X^* \). For \( \eta = q_1q_2\cdots q_n \in \mathcal{P}X^* \), let \( s(\eta)_i \) denote the number of \( |'s \) in \( q_1 \cdots q_i \) minus the number of \( .'s \) in \( q_1 \cdots q_i \).

Definition 1: A word \( \eta = q_1q_2\cdots q_n \in \mathcal{P}X^* \) is called a parenthesis word if its parenthesization is balanced, i.e., it satisfies:

i. \( s(\eta)_i \geq 0 \) for \( i = 1, \ldots, n-1 \) and \( s(\eta)_n = 0 \).

ii. \( q_{k+1} \neq x_i \) for \( x_i, x_k \in X \) and \( i = 1, \ldots, n-1 \).

iii. \( q_{k+1} \neq |' \) for \( i = 1, \ldots, n-1 \).

iv. \( q_1 | \) and \( q_n | \) cannot occur at the same time.

v. There are no sub-words in \( \eta \) of the form \( \xi[|v|]k \) or \( |l|l \) for \( \xi, v, k \in \mathcal{P}X^* \).

Parenthesis words are such that \( x_i | x_j \neq x_i | x_j \) for \( x_i, x_j \in X \). This set of parenthesis words constitutes a free magma under balanced parenthesization \([6], [7], [16]\). The set of parenthesis words including the empty word \( \emptyset \) is denoted by \( \mathcal{P}X^* \). In Section III the operation in this magma is better understood in terms of the grafting operation on trees. A formal power series in \( \mathcal{P}X \) is any mapping of the form \( \mathcal{P}X^* \to \mathbb{R}^{\times n} : \eta \mapsto (c, \eta) \). The set of all such mappings will be denoted by \( \mathbb{R}^{\times n} \langle \mathcal{P}X \rangle \), which forms an \( \mathbb{R} \)-vector space.

An alternative to parenthesization of words is to encode the order in which balanced parentheses appear by using two different products, say \( \prec \) and \( \succ \). For example,
\[
x_i | x_j \equiv x_i \prec x_j \text{ and } [x_i | x_j] \equiv x_i \succ x_j.
\tag{6}
\]
Using these products the induced algebraic structure on \( \mathcal{P}X^* \) is described next.

Definition 2: A dendriform algebra is an \( \mathbb{R} \)-vector space, \((D, +, \cdot)\), endowed with products \( \prec \) and \( \succ \) such that for \( a, b, c \in D \) the following axioms are satisfied:

\[(a \prec b) \prec c = a \prec (b \prec c + b \succ c), \quad (7a)\]

\[(a \succ b) \prec c = a \prec (b \prec c) \prec c), \quad (7b)\]

\[a \succ (b \prec c) = (a \prec b + a \succ c) \succ c, \quad (7c)\]

If \( D = X \), then \((X, \prec, \succ)\) forms a dendriform algebra. Similar to (6), for every \( \eta \in \mathcal{P}X^* \) there is a corresponding dendriform product in \((X, \prec, \succ)\). This is made explicit by the injection \( \delta : \mathcal{P}X^* \to (X, \prec, \succ) \), which is defined recursively by
\[
\delta(\eta) = \begin{cases} 
  x_i \prec \delta(\eta'), & \text{if } \eta = x_i[|\eta'], \\
  \delta(\eta') = x_i, & \text{if } \eta = [\eta']x_i, \\
  \delta(\eta') \succ x_i \prec \delta(\eta''), & \text{if } \eta = [\eta']x_i[|\eta''],
\end{cases}
\]
where \( x_i \in X, \eta', \eta'' \in \mathcal{P}X^* \), \( \delta(\emptyset) = 0 \), and \( \delta(x_j) = x_j \) for all \( x_j \in X \). For example,
\[
\delta(x_i | [x_j | x_k]) = x_i \prec (\delta([x_j | x_k]) = x_i \prec (x_j \succ x_k).
\]
Define \( \Sigma X^* = \delta(\mathcal{P}X^*) \), the image of \( \mathcal{P}X^* \) under \( \delta \). Any element of \( \Sigma X^* \) is called a dendriform word.

The set of formal power series on dendriform words is denoted by \( \mathbb{R}^{\times n} \langle \Sigma X \rangle \), and it is also an \( \mathbb{R} \)-vector space. An element of \( \mathbb{R}^{\times n} \langle \Sigma X \rangle \) can be viewed as a mapping \( c : \Sigma X^* \to \mathbb{R}^{\times n} : \eta \mapsto (c, \eta) \). The set of all series in \( \mathbb{R}^{\times n} \langle \Sigma X \rangle \) having finite support is denoted by \( \mathbb{R}^{\times n} \langle \Sigma X \rangle \). In addition, for any dendriform word there is only one corresponding word in \( X^* \) given by the projection \( \varphi : \Sigma X^* \to X^* \). For example, \( \varphi(x_i \prec (x_j \prec x_k)) = x_i x_j x_k \in X^* \).
Next define the product \( \otimes : \mathfrak{T}^* \times \mathfrak{T}^* \to \mathbb{R}^{x \times n}(\mathfrak{T}^*) \) : 
\( (\eta, \xi) \mapsto \eta \langle \xi + \eta \rangle \xi \). This product is the non-commutative counterpart of the shuffle product \([10]\), and it is extended bilinearly on \( \mathbb{R}^{x \times n}(\langle \mathfrak{T}^* \rangle) \times \mathbb{R}^{x \times n}(\langle \mathfrak{T}^* \rangle) \).

**Lemma 1:** \([9], [14], [16]\) \( (\mathbb{R}^{x \times n}(\langle \mathfrak{T}^* \rangle), \otimes) \) is an associative \( \mathbb{R} \)-algebra.

An important characteristic of the commutative shuffle product is that it can be defined recursively, which is convenient for computer implementations. For the non-commutative shuffle product such a recursive definition is only available when the words to be shuffled have single letters. In this regard, the notion of planar binary trees plays a key role as described next.

### III. Trees, Dendriform Words and Iterated Integrals

The objective of this section is to describe the one-to-one correspondence between planar binary trees and dendriform words. Then their relationship to non-commutative iterated integrals is described. The majority of concepts presented in subsection III.A can be found in \([9], [14], [16]\) and references therein.

#### A. Trees and dendriform words

A tree is a non-cyclic connected graph \((V, \Gamma)\), where \(V\) denotes the vertices of the graph and \(\Gamma\) the edges. A *leaf* is defined as a vertex that is the endpoint of only one edge. The \(n\) leaves of a tree are labeled from left to right as \(1, 2, \ldots, n\). A planar *rooted* tree is a tree embedded in the plane in which one vertex (with no incoming edges) is labeled as the *root*. The interior vertices of a rooted planar tree is the set \(V\) minus the root and the leaves. A planar *n-ary* tree is a planar rooted tree where every interior vertex has one root and \(n\) leaves. Order is defined by the number of interior vertices. This paper is concerned with *planar binary trees*, so every interior vertex has one root and two leaves. The set of all planar binary trees is denoted by \(\mathfrak{T}\), and \(\mathfrak{T}_n\) denotes the set of planar binary trees of order \(n\). The planar binary trees up to order three are:

\[
\mathfrak{T}_0 = \{ \} \, , \quad \mathfrak{T}_1 = \{ \varepsilon \} \, , \quad \mathfrak{T}_2 = \{ \alpha, \upsilon \} \, , \quad \mathfrak{T}_3 = \{ \beta, \delta, \gamma, \chi \}.
\]

The tree \(\varepsilon\) is the *trivial tree*. A well known fact about planar binary trees is their cardinality \(\#(\mathfrak{T}_n) = C_n := \frac{1}{n+1} \binom{2n}{n}\), which is the \(n\)-th Catalan number. It is also known that the number of ways of associating \(n\) applications of a binary operator (e.g., balanced parenthesesization) is \(C_n\). Thus, if trees are suitably *decorated* with a set of symbols, then there is a one-to-one correspondence between trees and dendriform words. Trees are decorated by attaching symbols to every interior vertex.

**Definition 3:** Let \(V_{int}\) be the set of interior vertices of tree \(\tau \in \mathfrak{T}\) and \(D\) a finite set of symbols. A decoration of \(\tau\) is any injection \(\rho : V_{int} \to D\).  

**Example 1:** Let \(\tau = \triangle \), \(D = \{ x, y, z \}\) and \(V_{int} = \{ v_1, v_2, v_3 \}\), where \(v_i\) is the vertex where the paths starting from leaves \(i\) and \(i + 1\) join together. Figure [1] shows the decoration of \(\tau\) by \(\rho\), where \(\rho(v_1) = x\), \(\rho(v_2) = y\) and \(\rho(v_3) = z\).

![Fig. 1: Tree decoration](image)

A formal power series on decorated trees is any mapping \(c : \mathfrak{T} D X^* \to \mathbb{R}^{x \times n} : \eta \mapsto (c, \eta)\). The set of formal power series on decorated trees is \(\mathbb{R}^{x \times n}(\langle \mathfrak{T} D X^* \rangle)\), and forms an \(\mathbb{R}\)-vector space. The subset of series with finite support is \(\mathbb{R}^{x \times n}(\mathfrak{T} D X^*)\). In this context, the decoration of trees is a bilinear operation.

One way of constructing new trees from a given set of trees (usually called a forest) is by the operation of *grafting*.

**Definition 4:** The *grafting* of trees is an \(n\)-ary operation \(\vee\) consisting of joining together \(n\) trees to the same root to form a new tree. More precisely, \(\vee : \mathfrak{T} \times \cdots \times \mathfrak{T} \to \mathfrak{T}\) such that

\[
\vee(\tau^1, \ldots, \tau^n) = \tau^{1 \vee \cdots \vee \tau^n}.
\]

Grafting is for trees what *catenation* is for words. For example,

\[
\vee = \alpha \, , \, \gamma \vee \alpha = \gamma \alpha
\]

Observe that if \(\tau = \vee(\tau^1 \cdots \tau^m) \in \mathfrak{T}_n\), then \(\tau^i \in \mathfrak{T}_{m_i}\), with \(\sum m_i = n - 1\). In this paper, the focus is on binary grafting, i.e., \(m = 2\). Any planar binary tree can be decomposed uniquely as \(\tau = \tau^1 \vee \tau^2\) since by definition any planar binary tree interior vertex is trivalent (has one root and two leaves). Other tree decompositions such as the ones used in Hopf algebras of trees are not unique \([13]\). The tree \(\tau^1\) (respectively \(\tau^2\)) is the left part (respectively the right part) of \(\tau\). Further decompositions allow one to write any planar binary tree in terms of the trivial tree \(\varepsilon\). The grafting operation \(\vee\) makes \(\mathfrak{T}\) the free magma algebra with one generator. It is neither commutative nor associative but is of order one with
respects to the grading in terms of internal vertices. That is, for two trees \( \tau_1 \), \( \tau_2 \) of order \( n_1, n_2 \), respectively, the product \( \tau_1 \vee \tau_2 \) is of order \( n_1 + n_2 + 1 \). Particular types of trees that allow an easy decomposition are the so-called right-comb and left-comb as shown in Figure 2.

Fig. 2: a) left comb, b) right comb

Clearly for a right-comb (respectively left-comb) \( \tau^n_r = \tau^{n-1}_r \vee \) (respectively \( \tau^n_l = \vee \tau^{n-1}_l \)), where \( \tau^n_k \) denotes the \( k \)-th order right-comb (respectively \( \tau^n_k \) denotes the \( k \)-th order left-comb).

One way of realizing the decoration of a tree is by attaching a letter from the alphabet \( X \) to every grafting operation used in the construction, say \( \vee_{x_i} \). For example,

\[
\begin{align*}
| \vee_{x_i} | &= x_i \\
| \vee_{x_i} (| \vee_{x_j} |) &= | \vee_{x_i} x_j | = x_i x_j \\
| \vee_{x_i} (| \vee_{x_j} |) | \vee_{x_j} (| \vee_{x_k} |) &= x_i x_j x_k.
\end{align*}
\]

The grafting operation allows an explicit description of the correspondence between the sets \( \mathcal{X} X^* \) and \( \mathcal{D} \mathcal{D} X^* \). This is provided by the isomorphism \( \Phi : \mathcal{X} X^* \to \mathcal{D} \mathcal{D} X^* \) with the inductive definition

\[
\Phi(\eta_r) = \left\{ \begin{array}{ll}
| \vee_{x_i} \Phi(\eta'_r), & \text{if } \eta_r = x_i < \eta'_r, \\
\Phi(\eta'_r) \vee_{x_i} | & \text{if } \eta_r = \eta'_r > x_i, \\
\Phi(\eta_r) \vee_{x_i} \Phi(\eta'_r), & \text{if } \eta_r = \eta'_r \prec x_i \prec \eta''_r, 
\end{array} \right.
\]

where \( x_i \in X \), \( \eta_r, \eta'_r, \eta''_r \in \mathcal{X} X^* \), \( \Phi(\emptyset) = | \) and \( \Phi(x_j) = x_j \) for \( x_j \in X \). For example,

\[
\begin{align*}
\Phi(\emptyset) &= | \\
\Phi(x_i) &= x_i \\
\Phi(x_i \prec x_j) &= x_i x_j \\
\Phi(x_i \prec (x_j \prec x_k)) &= x_i x_j x_k.
\end{align*}
\]

In [16], the free magma \( \mathcal{X} X^* \) is defined directly as the set of all planar binary trees whose leaves are decorated with the letters in \( X \). Any \( \eta \in \mathcal{X} X^* \) will be denoted as \( \eta_r \), where it is made explicit the fact that for any dendriform word there exist a decorated tree \( \tau \in \mathcal{D} \mathcal{D} X^* \) providing the order in which the products \( \prec \) and \( \succ \) appear. The corresponding tree is then obtained as \( \Phi(\eta_r) = \tau_{\eta} \in \mathcal{D} \mathcal{D} X^* \), and its inverse satisfies \( \Phi^{-1}(\tau_{\eta}) = \eta_r \in \mathcal{X} X^* \). Moreover, the foliation of \( \tau_{\eta} \) can be written in terms of the map \( \varphi \) of dendriform words as \( \psi(\tau_{\eta}) = \varphi(\Phi^{-1}(\tau_{\eta})) = \eta \in X^* \). The isomorphism \( \Phi \) is extended linearly in the natural way over \( \mathbb{R}^{\mathcal{X} X^*} \).

This subsection ends with two key lemmas employed in Section III-B to characterize the grouping of non-commutative iterated integrals.

Lemma 3: For any \( n \geq 0 \),

\[
\text{char}(\mathcal{X}_{n+1}) := \sum_{\tau \in \mathcal{X}_{n+1}} \tau = \sum_{i=0}^{n} \text{char}(\mathcal{X}_{n-i}) \vee \text{char}(\mathcal{X}_i).
\]

Proof: Recall that \( \mathcal{X}_n = \# \mathcal{X}_n = C_n \). Since the grafting operation is non-commutative and provides a unique decomposition of planar binary trees, one can prove the claim by showing that the right-hand side of (11) produces a number of summands equal to the \((n + 1)\) Catalan number. First, note that the grafting operation does not generate extra trees in the sense that

\[
\# \text{supp} \left( \sum_{i=1}^{n_1} \tau_{1,i} \vee \sum_{j=1}^{n_2} \tau_{2,j} \right) = n_1 n_2.
\]
It then follows that
\[
\#\text{supp}(\text{char}(\Sigma_{n+1})) = \sum_{i=0}^{n} \#\text{supp}(\text{char}(\Sigma_{n-i}) \lor \text{char}(\Sigma_{i})) = \sum_{i=0}^{n} C_{n-i}C_{i} = C_{n+1},
\]
which is Segner’s recurrence relation for the \((n+1)\) Catalan number [19].

The collection of all trees of a certain order can be described in terms of the non-commutative shuffle product.

Lemma 4: The summation of all undecorated trees of order \(n \geq 0\) is given by
\[
\text{char}(\Sigma_{n}) = \sum_{i=0}^{n} \text{char}(\Sigma_{i}) \lor \text{char}(\Sigma_{n-i}),
\]
where \(\lor \approx^{n+1} = (\lor \approx^{n}) \lor \lor \) and \(\lor \approx^{0} = \emptyset\).

Proof: The proof is done by induction on the number of shuffles. For \(n = 0, 1\), the identity holds trivially. For \(n = 2\), it is easy to see that
\[
\lor \approx^{(n+1)} = \left(\lor \approx^{n}\right) \lor \lor = \text{char}(\Sigma_{2}).
\]
Assume now that (12) holds up to some \(n \geq 1\). Using Lemma 3 and the associativity of \(\lor \approx\), it follows that
\[
\lor \approx^{(n+1)} = \left(\lor \approx^{n}\right) \lor \lor = \sum_{i=0}^{n-1} \text{char}(\Sigma_{i}) \lor \text{char}(\Sigma_{n-i}) \lor \text{char}(\Sigma_{0}).
\]
Given that \(\lor \approx^{n+1} = \lor \approx^{(n+1)} \lor \lor \), and using the induction hypothesis, the last summand above is
\[
\sum_{i=0}^{n-1} \text{char}(\Sigma_{i}) \lor \text{char}(\Sigma_{n-i}) \lor \text{char}(\Sigma_{0}) = \text{char}(\Sigma_{n}) \lor \text{char}(\Sigma_{0}).
\]
Thus,
\[
\lor \approx^{(n+1)} = \sum_{i=0}^{n-1} \text{char}(\Sigma_{i}) \lor \text{char}(\Sigma_{n-i}) = \text{char}(\Sigma_{n+1}).
\]

B. Non-commutative iterated integrals

For a matrix-valued measurable function \(u : [0, T] \rightarrow \mathbb{R}^{n \times q}\), define \(\|u\|_{L_{1}^{0 \times q}} = \int_{0}^{T} \|u(s)\|_{1} ds\). Note that \(\|u(s)\|_{1} = \max_{j} \{\sum_{i} |u(s)_{ij}|\}\). Now let instead \(u = (u_{1}, \ldots, u_{m})\), where each \(u_{i} : [0, T] \rightarrow \mathbb{R}^{n \times q}\). The norm for this \(u\) is \(\|u\| := \max_{i} \|u_{i}\|_{L_{1}}\). The set \(L_{1}^{m \times (n \times q)}[0, T]\) contains all measurable functions defined on \([0, T]\) hav-

ing finite \(\|\cdot\|\) norm, and \(B_{0}^{1 \times (n \times q)}(R)[0, T] := \{u \in L_{1}^{m \times (n \times q)}(R)[0, T], \|u\| \leq R\}.

Definition 7: Let \(u \in B_{0}^{m \times (n \times n)}(R)[0, T]\). The non-commutative iterated integral corresponding to \(\eta_{r} \in \Sigma X^{*}\) for \(t \in [0, T]\) is defined inductively by \(E_{0}[u] = I\), and
\[
E_{\eta_{r}}[u](t) = \int_{0}^{t} E_{\eta_{r-1}}[u](s) u_{r}(s) E_{\eta_{r}}[u](s) ds,
\]
where \(x_{i} \in X, \eta_{r} = \xi_{1} \lor \ldots \lor \eta_{r}\) with \(\xi_{1}, \eta_{r} \in \Sigma X^{*}\), \(\tau_{1}, \tau_{2} \in \Sigma\), \(u_{0} = I\), and \(I\) denotes the identity matrix.

The mapping \(E_{0}\) is extended linearly on \(\mathbb{R}^{n \times n}(\Sigma X)\) in the natural way. For example, the iterated integrals corresponding to \(\Sigma\) are, respectively,
\[
E_{x_{r}, \tau_{1}, \tau_{2}}[u](t) = \int_{0}^{t} E_{x_{r}, \tau_{1}, \tau_{2}}[u](s) u_{r}(s) E_{x_{r}, \tau_{1}, \tau_{2}}[u](s) ds,
\]

For a planar binary tree \(\tau = \tau_{1} \lor \tau_{2} \in \Sigma\), the tree factorial is defined as
\[
\gamma(\tau) = (|\tau_{1}| + |\tau_{2}| + 1) \gamma(\tau_{1}) \gamma(\tau_{2}),
\]
where \(\gamma() = 0\) (the trivial tree has no interior vertices) [4]. For instance, the tree factorial of the \(n\)-th order left-comb is
\[
\gamma(\tau_{1}^{n}) = \gamma(\tau_{1}^{n-1}) = n \gamma(\tau_{1}^{n-1}).
\]
Repeating the procedure \(n\) times one arrives at \(\gamma(\tau_{1}^{n}) = n!\). Thus, the standard factorial is a special case of the tree factorial. An analogous procedure applies for right-combs.

The next three lemmas and theorem were developed in order to derive the main results of the paper in Section 4.3. The first lemma provides bounds for particular types of non-commutative iterated integrals.

Lemma 5: Let \(\tau\) be an arbitrary tree in \(\Sigma_{n}, \tau_{1}^{n}\) the left-comb tree in \(\Sigma_{n}, x_{1} \in X\) and \(\eta \in \Sigma^{*}\) (all words in \(\Sigma X^{*}\) of length \(n\)). The non-commutative iterated integrals satisfy:
\[
i. \quad \|E_{x_{r}, \tau_{1}}[u](t)\|_{1} \leq \frac{U_{1}(\tau)}{\gamma(\tau)},
\]
\[
ii. \quad \|E_{\eta_{r}, \tau_{1}}[u](t)\|_{1} \leq \frac{U_{n}(\tau)}{\gamma(\tau)},
\]
where \(U_{j}(\tau) := \int_{0}^{t} \gamma(\tau)(s) ds, \tilde{u}_{j}(s) := \|u_{j}(s)\|_{1}, \eta_{j} = \gamma(x_{j})\) for \(j = 0, \ldots, m\), and \(\gamma(x_{j})\) denotes the number of \(x_{j}\) letters in \(\eta \in X^{*}\).

Proof: Bound \(i\) is proved by induction over \(n\). The \(n = 0, 1\) cases are trivial. Let \(\tau = \tau_{1} \lor \tau_{2}\) with \(\tau_{1} \in \Sigma_{k}\) and \(\tau_{2} \in \Sigma_{n-k+1}\) for \(0 \leq k \leq n-1\). Assume \(i\) holds for any \(k < n\). Then
\[
\|E_{x_{r}, \tau_{1}}[u](t)\|_{1} \leq \int_{0}^{t} \|E_{\eta_{r}, \tau_{1}}[u](s)\|_{1} \|E_{x_{r}, \tau_{2}}[u](s)\|_{1} ds,
\]
\[
\leq \int_{0}^{t} \tilde{u}_{j}(s) \frac{U_{j}(\tau_{1})}{\gamma(\tau_{1})(\tau_{2})} ds.
\]
Thus, the bound holds for all $n \geq 0$. 

It is important to note that even though the components of $\bar{u}$ are mutually commutative, the corresponding iterated integrals do not coincide with the commutative counterpart where one removes the ordering provided by the trees.

Example 3: Let $\eta = x_i x_j x_k$ ($i \neq j \neq k$) and $\tau = \tilde{\tau}$. Then it follows that

$$E(x_i x_j x_k)_\tau[\bar{u}](t) = \int_0^t \left( \int_0^s \bar{u}_j(r) \, dr \right) \left( \int_0^s \bar{u}_k(r) \, dr \right) \, ds$$

where $E_{x_i x_j x_k}[\bar{u}](t)$ and $E_{x_i x_j x_k}[\bar{u}](t)$ are commutative iterated integrals distinct from $E_{x_i}[\bar{u}](t)$.

The correspondence between the commutative shuffle product, $\cdot \cdot \cdot$, and the product of commutative iterated integrals generalizes in the non-commutative setting as follows.

Theorem 2: Let $u \in B_{1}^{m \times (n \times n)}(R)[0, T]$ and $\eta_{r_1}, \xi_{r_2} \in \mathcal{T}X^{*}$. Then

$$E_{\eta_{r_1}}[u](t)E_{\xi_{r_2}}[u](t) = E_{\eta_{r_1} \cdot \cdot \cdot \eta_{r_2} \cdot \cdot \cdot \xi_{r_2}}[u](t).$$

Proof: Recall that the decorated tree corresponding to $\eta_{r_1}$ is $\tau_{\eta_{r_1}} = \Phi(\eta_{r_1})$. Identity (13) is proved by induction over $|\eta_{r_1}| + |\xi_{r_2}| = n$. The claim is trivial for $n = 0, 1$ since $E_0[u] = I$ and by definition $\eta_{r_1} \Rightarrow 0 \Rightarrow \eta_{r_1} = \eta_{r_1}$. Assume (13) holds up to some fixed $n \geq 1$. If $\tau_{\eta_{r_1}} = \tau_{\eta_{r_1} \cdot \cdot \cdot \eta_{r_2} \cdot \cdot \cdot \xi_{r_2}}$, then

$$E_{\eta_{r_1}}[u](t)E_{\xi_{r_2}}[u](t) = \int_0^t E_{\eta_{r_1}}[u](s)E_{\eta_{r_2}}[u](s) ds$$

and

$$E_{\xi_{r_2}}[u](t)E_{\eta_{r_1}}[u](t) = \int_0^t E_{\xi_{r_2}}[u](s)E_{\xi_{r_1}}[u](s) ds.$$
The final lemma in the section is the result of the grouping of trees with same order (Lemma 3 and Lemma 6)

**Lemma 7:** Let \( \tau = \sqrt{\cdot} \). The following identity holds when \( u_i \) is replaced with \( \bar{u}_i \):

\[
E_{(x_i)^{\tau}}[\bar{u}](t) = n!E_{x_i^\tau}[\bar{u}](t).
\]

**Proof:** For brevity define \( x_i^{\tau} = (x_i)^{\tau} \) and recall that \( x_i^{\tau} = \Phi^{-1}(\sqrt{\cdot}) \in \mathbb{R}(\mathcal{S}X) \). In the commutative setting, the definition of an iterated integral coincides with the ordering of a non-commutative iterated integral corresponding to left-comb trees (see 1). Thus, replacing \( u_i \) with \( \bar{u}_i \), one has

\[
E_{x_i^{\tau}}[u](t) = n!E_{x_i^\tau}[\bar{u}](t).
\]

Applying the identity \( x_i^{\tau} = n!x_i^\tau \) proves the lemma. \( \square \)

IV. DENDRIFORM FLIESS OPERATORS AND THEIR CONVERGENCE

In this section dendriform Fließ operators are defined, and sufficient conditions for their convergence are provided.

A. Dendriform Fließ Operators

The definition of a dendriform Fließ operator is given first.

**Definition 8:** Let \( u \in B_{1}^{m\times(n\times n)}(R)[0,T] \) and \( c \in \mathbb{R}^{(n\times n)}(\langle \mathcal{S}X \rangle) \). A dendriform Fließ operator with generating series \( c \) is defined by the following summation

\[
F_{c}[u](t) = \sum_{\eta \in \mathcal{S}X^*} (c, \eta)E_{\eta}[u](t).
\]

The operator in (4) is a special case of a dendriform Fließ operator. The support of its generating series contains only left-comb trees. This is purely a consequence of the iterative procedure used to derive it. However, defining Fließ operators as a summation comprised of only left-comb trees limits its application as shown in the next example.

![Figure 3: Product connection of Fließ operators](image)

**Example 4:** Suppose two Fließ operators \( F_{c} \) and \( F_{d} \) generating series in terms of left-comb trees. Assume \( c = c'I \) and \( d = d'I \) in \( \mathbb{R}^{n\times n}(\langle \mathcal{S}X \rangle) \) with \( c'I, d'I \) being scalar-valued series, and \( u \in B_{1}^{1\times(n\times n)}(R)[0,T] \) for some \( R, T > 0 \). Since \( \sum_{\eta \in \mathcal{S}X^*} \eta = \sum_{\eta \in \mathcal{S}X^*} \sum_{\tau \in \mathcal{S}X^*} \eta \), their product connection as shown in Figure 3 is described by

\[
F_{c}[u]F_{d}[u] = \sum_{n_1, n_2 = 0}^{\infty} \sum_{\eta \in \mathcal{S}X_{n_1 \times n_2}} (c, \xi_{n_1}) (d, \xi_{n_2}) E_{\eta_n_1 \eta_2}[u] E_{\xi_{n_1 \times n_2}}[u].
\]

Recall that \( E_{\eta_n_1 \eta_2}[u]E_{\xi_{n_1 \times n_2}}[u] = E_{\eta_n_1 \eta_2 \xi_{n_1 \times n_2}}[u] \), where \( \prec \) generates more than just left-combs as shown in Example 2. Therefore, Definition 8 is general enough to characterize such interconnections in the non-commutative framework. \( \square \)

B. Convergence of dendriform Fließ operators

The next theorem addresses the convergence of dendriform Fließ operators by considering bounds on the coefficients of the corresponding generating series. The final three lemmas and theorem in Section III were specifically developed for proving this theorem.

**Theorem 3:** Let \( c \in \mathbb{R}^{1\times(n\times n)}(\langle \mathcal{S}X \rangle) \) with coefficients satisfying the growth condition

\[
\|\eta_c, \eta_T\| \leq K M^{\tau_c}, \quad \forall \eta_c, \eta_T \in \mathcal{S}X^*
\]

for some constants \( K, M > 0 \). Then there exist \( R, T > 0 \) such that for each \( u \in B_{1}^{1\times(n\times n)}(R)[0,T] \) the series

\[
y(t) = F_{c}[u](t) = \sum_{\eta \in \mathcal{S}X^*} (c, \eta)E_{\eta}[u](t)
\]

converges absolutely and uniformly on \([0,T] \).

**Proof:** Fix some \( T > 0 \). Pick \( u \in B_{1}^{1\times(n\times n)}(R)[0,T] \) and let \( R := \max\{\|u\|, T\} \). Since the summation over dendriform words can be decomposed into the summations over words in \( X^* \) (decorations) and the summation over trees, define

\[
a_k = \sum_{\eta \in X^k} (c, \eta)E_{\eta}[u].
\]

Using (15) and Lemma 6 a bound for \( a_k(t) \) is computed as

\[
\|a_k\| = \sum_{\eta \in X^k} \sum_{\tau \in \mathcal{T}_k} \|E_{\eta}[\bar{u}]\| \leq \sum_{\eta \in X^k} \|E_{\eta}[\bar{u}]\| \leq K M^k \sum_{\eta \in X^k} \sum_{\tau \in \mathcal{T}_k} \|E_{\eta}[\bar{u}]\|.
\]

From (13), Lemma 9 and the commutativity of \( \bar{u} \), one has that

\[
\sum_{\eta \in X^k} \sum_{\tau \in \mathcal{T}_k} E_{\eta}[\bar{u}] = E_{\Phi^{-1}\left(\sum_{\eta \in X^k} \eta \sum_{\tau \in \mathcal{T}_k} \tau\right)}[\bar{u}] = \sum_{\alpha_1 + \cdots + \alpha_m = k} \lim_{x \to \mathcal{S}X^k} \sum_{\eta \in X^k} \sum_{\tau \in \mathcal{T}_k} E_{\Phi^{-1}\left(\sum_{\eta \in X^k} \eta \sum_{\tau \in \mathcal{T}_k} \tau\right)}[\bar{u}].
\]

Lemma 7 in tree terminology amounts to \( (\tau_1^k)^{\prec_k} = k! \tau_1^k \). This is also equivalent to

\[
E_{\Phi^{-1}\left(\sum_{\eta \in X^k} \eta \sum_{\tau \in \mathcal{T}_k} \tau\right)}[\bar{u}] = k! E_{\Phi^{-1}\left(\sum_{\eta \in X^k} \eta \sum_{\tau \in \mathcal{T}_k} \tau\right)}[\bar{u}].
\]

Continuing the analysis,

\[
\sum_{\eta \in X^k} \sum_{\tau \in \mathcal{T}_k} E_{\eta}[\bar{u}] = k! \sum_{\alpha_1 + \cdots + \alpha_m = k} \|E_{\tau_1^{\alpha_1} \cdots \tau_m^{\alpha_m}}[\bar{u}]\| \leq R^k \sum_{\alpha_1 + \cdots + \alpha_m = k} \frac{k!}{\alpha_1! \cdots \alpha_m!} = ((m+1)R)^k,
\]

where \( \prec \) generates more than just left-combs as shown in Example 2. Therefore, Definition 8 is general enough to characterize such interconnections in the non-commutative framework. \( \square \)
where \( E_{x_i}[u](t) = \bar{U}_i(t) \leq \|u\| \leq R \). It is now clear that
\[
\sum_{k=0}^{\infty} \|a_k(t)\| \leq \sum_{k=0}^{\infty} K(MR(m+1))^k.
\]
Therefore, \( F_c[u](t) \) converges absolutely and uniformly on \([0, T]\) for \( R < \frac{1}{M(m+1)} \).

Coefficients bounded as in \((15)\) give convergence of a local nature whereas in the commutative case such coefficients bounds provide a type of global convergence \([12]\). The reason for this discrepancy is that in addition to summing over all possible permutations of letters in \( X \), which is the commutative case, the bounds for non-commutative iterated integrals also require the summation over all trees. This contributes an extra \( k! \) factor coming directly from the integrals.

A left-comb dendriform Fliess operator is a dendriform Fliess operator whose generating series support only have dendriform words corresponding to left-combs. The convergence of such operators is addressed in the next theorem.

**Theorem 4:** Let \( c \in \mathbb{R}^{\ell \times n}((\mathbb{T}X)) \) with coefficients satisfying the growth condition
\[
\|(c, \eta_\tau)\|_1 \leq K M^{\tau} |\tau| !, \quad \forall \eta_\tau \in \mathbb{T}X^* \nolimits^s
\]
for some constants \( K, M > 0 \) and \( \text{supp}(c) \subseteq \{ \eta_\tau \in \mathbb{T}X^* \mid \tau = \tau \eta_\tau \eta, k > 0 \} \). Then there exist \( R, T > 0 \) such that for each \( u \in B_1^{n \times (n \times n)}(R)[0, T] \) the series
\[
y(t) = F_c[u](t) = \sum_{k=0}^{\infty} \sum_{\eta_k \in \mathbb{T}X^*} (c, \eta_\tau_k) \eta_{\eta_k} [u](t) \tag{16}
\]
converges absolutely and uniformly on \([0, T]\).

**Proof:** The proof is similar to the one for Theorem 3. However, there is no \( k! \) factor from the iterated integrals since the series only depends on left-combs.

**Example 5:** Consider \( c = \sum_{k=0}^{n \times n} \eta_\tau \in \mathbb{R}^{n \times n}((\mathbb{T}X)) \). This series is the generating series corresponding to \( 4 \), which is the solution of \( 3 \). Recall that \( 3 \) can represent the evolution of a closed quantum system (all quantum constants normalized to 1). In the commutative case, it is known that \( X = \exp(\Omega) \), where \( \Omega(t) = \int_0^t U(s) \, ds \). From the Fliess operator point of view,
\[
Z = F_c[U] = \sum_{n=0}^{\infty} E_{x_1^n}[U],
\]
which by the properties of the commutative shuffle product gives
\[
Z = F_c[U] = \sum_{k=0}^{\infty} \frac{(E_{x_1}[U])^k}{k!} = \exp(E_{x_1}[U]), \tag{17}
\]
where obviously \( E_{x_1}[U] = \Omega \). Suppose now \( U \) is non-commutative. Then
\[
F_c[U] = \sum_{k=0}^{\infty} E_{x_1^{k+1}}[U], \tag{18}
\]
which by Theorem 4 with \( K = M = 1 \) is well defined. Assume now that \( F_c[U] \) has an exponential representation similar to the commutative case. That is, \( F_c[U] = \exp(\Omega) \) with \( \Omega = F_d[U] \) for some \( d \in \mathbb{R}^{n \times n}((\mathbb{T}X)) \). Unfortunately, the identities used to obtain \((17)\) cannot be used to find the expression for \( d \). But Lemma 4 provides an inductive way to compute it. Assume that \( \Omega = E_{x_1^n}[U] \). Then expanding \( \exp(\Omega) \) gives
\[
\exp(\Omega) = I + E_{x_1^n}[U] + \frac{1}{2!} E_{x_1^{k+1}}[U] + \cdots
\]
which by the properties of the commutative shuffle product
\[
\exp(\Omega) = I + E_{x_1^n}[U] + \frac{1}{2!} E_{x_1^{k+1}}[U] + \cdots
\]

Observe that the expansion produces more terms than needed. Therefore, a correction term must be used in order cancel the extra second order terms. So redefine \( \Omega \) as
\[
\Omega = E_{x_1^n}[U] - \frac{1}{2} E_{x_1^{k+1}}[U].
\]
It follows then that the first and second order terms are
\[
\exp(\Omega) = I + E_{x_1^n}[U] - \frac{1}{2} E_{x_1^{k+1}}[U] + \cdots
\]
where \( [\cdot, \cdot] \) representing the commutator. The non-associative product \( \triangleright \) is an example of a pre-Lie product \([8]\). This correction procedure can be applied successively at every order. At order 3, the correction terms for \( \Omega \) are
\[
\Omega = E_{x_1^n}[U] - \frac{1}{2} E_{x_1^{k+1}}[U] + \frac{1}{4} E_{x_1^{k+2}}[U] + \cdots
\]
with \( d[n] = \frac{B_n}{n!} L^{(n)}_{d[n-1]}(x_1) \) for \( d[n] \), where \( L^{(n)}_{d[n-1]}(x_1) \) is a \( n \)-th Bernoulli number. Thus, the limit of \( \exp(F_d[k][U]) \) as \( k \to \infty \) agrees with \((18)\).

This is the well-known Magnus expansion. The more familiar expression for the Magnus expansion is obtained by noting

\[
\exp(\Omega) = I + E_{x_1^n}[U] + E_{x_1^{k+1}}[U] + E_{x_1^{k+2}}[U] + \cdots
\]
that
\[ E_{L_{db}(x_1)}^{(n)}(U(t)) = \int_0^t ad_{\Omega(s)}^{(n)}(U(s)) \, ds, \]
and \( ad_{\Omega}^{(n)}(U) = \left[ \Omega, ad_{\Omega}^{(n-1)}(U) \right] \) with \( ad_{\Omega}^{(0)}(U) = U \).

Compared to the ordered exponential presented in the introduction, this is a true exponential. In quantum mechanics this is one way to show that the evolution operator is unitary for all times. Finally, the Fliess operator \( F_c[U] \) in (18) provides an input-output map that encodes in the iterated integrals the underlying algebraic structure of the system.

\[ \square \]

V. Conclusions

A setting for dendriform Fliess operators has been provided. The algebraic structure basically considers the relationship between dendriform words and trees. Sufficient conditions for the convergence of such Fliess operators were given for the general case (14) and for operators indexed only by left-comb trees (16).
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