Convergence of an alternating direction and projection method for sparse dictionary learning
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Abstract. In this paper, we focus on sparse dictionary learning that is widely used as a data processing technique in many real-world applications. Based on the frame of alternating direction method of multiplier (ADMM), we extend to an alternating direction and projection method for sparse dictionary learning. By introducing proximal mapping and the equivalence to the corresponding projection, a partial convergence result of this multi-block and nonconvex ADMM algorithm is given that the algorithm converges to a Karush-Kuhn-Tucker point whenever it converges.

1. Introduction
Dictionary learning, a data processing technique widely used in many applications including signal processing, compressive sensing and machine learning. The research in dictionary learning has followed three main directions that correspond to three categories of algorithms: 1) the probabilistic learning methods; 2) the learning methods based on clustering or vector quantization; and 3) the methods for learning dictionaries with a particular construction. This construction in 3) is typically driven by priors on the structure of the data or to the target usage of the learned dictionary.

Dictionary learning is to decompose a sampled data matrix Y into a product of two factors, say D and X where D is called a dictionary and X is a representation of the data (or a coding matrix) under the dictionary. As usual, some desired properties, such as nonnegativity and sparsity, can be imposed on either or both factors. In recent years, dictionary learning for sparse representation (or say sparse dictionary learning) has found successful applications in real world. For example, it has been applied to medical imaging and representation of signals, audio and visual data. Designing dictionaries to better fit the above decomposition can be done by either selecting one from a pre-specified set of linear transforms, or by adapting the dictionary to a set of training signals. Both these techniques have been considered, but this topic is largely still open.

1.1. Sparse dictionary learning
In recent years, there is a growing interest in the study of dictionary learning for sparse representations of real data, like signals, medical images, audios and visuals. Roughly speaking, we say that a signal \( y \in \mathbb{R}^n \) admits a sparse representation under a dictionary \( D \in \mathbb{R}^{m \times n} \) if one can find a linear combination of “a few” columns (atoms) from \( D \) that is “close” to the signal \( y \). Sparse representations serve useful purposes in many data processing tasks, and a key to success is to have a sufficiently good dictionary. In many situations, a good dictionary, such as a wavelet basis, is known a priori. Most of
earlier works in this field have been done based on this premise, and algorithms have been developed to reconstruct signals from a given dictionary and associated measurements, such algorithms [1-6]. More recently, there is a growing body of works without assuming that a dictionary is known. Instead, a dictionary is constructed for training data using learned techniques such as [7-12], for example. Under favorable conditions, learning the dictionary instead of using off-the-shelf bases has been shown to dramatically improve data reconstruction.

Again, most algorithms in dictionary learning are developed based on minimizing data fidelity functions either with penalty/regularization terms or with explicit constraints (occasionally with both). For instance, the popular algorithm K-SVD [11] widely used to learn dictionaries for sparse representation, is built on minimizing the Frobenius-norm data fidelity with explicit sparsity constraints. For very large training sets and dynamic (time-dependent) training data, a number of approximate matrix factorization models and so-called online algorithms have been proposed that also enforce sparsity structures by various means (see [13-15], for example). In this paper, we focus on the sparse dictionary learning with explicit sparsity constraints from the view point of matrix factorization. In addition, there are also some works on Lagrange multiplier in various fields including the variational theory (see [16-19], for example) and optimization theory. We focus on a kind of Lagrange multiplier method by means of optimization framework in this paper.

1.2. Matrix factorization model of sparse dictionary learning
Sparse dictionary learning can be formulated as a specific matrix factorization problem. As in [20], we denote a training dataset by Y, a dictionary by D and a sparse representation by X. The concerned sparse dictionary learning model takes the following form,

$$\min_{D,X} ||Y - DX||^2_F \quad \text{s.t.} \quad D \in \mathcal{D}, \ X \in \mathcal{X},$$

(1)

where,

$$\mathcal{D} = \{d_1, \cdots, d_p\} \in \mathbb{R}^{m \times p}; \ |d_i|_2 = 1, \ \forall i = 1, \cdots, p,$$

$$\mathcal{X} = \{x_1, \cdots, x_n\} \in \mathbb{R}^{p \times n}; \ |x_i|_0 \leq K, \ \forall i = 1, \cdots, n.$$

The constraint both $\mathcal{D}$ and $\mathcal{X}$ are easily projectable sets so that we can apply the class of projection algorithm without difficulty.

1.3. The main contribution
We extend the classic alternating direction method of multipliers (ADMM) to an alternating direction and projection method for solving (1). By introducing proximal mapping of indicator function and inducing the equivalence to the corresponding projection operator, we give a partial convergence result of this multi-block and nonconvex ADMM algorithm. That is, the algorithm converges to a Karush-Kuhn-Tucker point whenever it converges. This provides some assurance on the behavior of the ADMM-type algorithm applied to sparse dictionary learning problem.

This paper is organized as follows. In Sect. 2, we introduce the classic ADMM and propose an alternating direction and projection method for (1). Sect. 3 contains a convergence result for the proposed method. A numerical example is tested in Sect. 4. Finally, we conclude this paper in Sect. 5.

2. An alternating direction and projection method for sparse dictionary learning
In this section, we first introduce the classic ADMM, then deduce a projection method based on ADMM algorithmic frame for (1) according to the previous work [20].

2.1. Classic ADMM method
In a finite-dimensional setting, the classic alternating direction method of multipliers (ADMM or simply ADM) is designed for solving separable convex programs of the form

$$\min_{x \in \mathcal{X}, y \in \mathcal{Y}} f(x) + g(y) \quad \text{s.t.} \quad Ax + By = c,$$

(2)

where $f$ and $g$ are convex functions defined on closed convex subsets $\mathcal{X}$ and $\mathcal{Y}$ of finite-dimensional spaces, respectively, and $A, B$ and $c$ are matrices and vector of appropriate sizes. The augmented Lagrangian function of (2) is
\[ \mathcal{L}_A(x, y, \lambda) = f(x) + g(y) + \lambda^T (Ax + By - c) + \frac{\beta}{2} \| Ax + By - c \|_2^2, \]  
where \( \lambda \) represents a Lagrangian multiplier vector and \( \beta > 0 \) is a penalty parameter.

ADMM method [21, 22] is an extension of the classic augmented Lagrange multiplier method. It performs one sweep of alternating minimization with respect to \( x \) and \( y \) individually, then updates the multiplier \( \lambda \). At the \( k \)-th iteration, an ADMM scheme executes the following steps: given \((x^k, y^k, \lambda^k)\),

\[
\begin{align*}
    x^{k+1} &\leftarrow \arg\min_{x \in \mathcal{X}} \mathcal{L}_A(x, y^k, \lambda^k), \\
y^{k+1} &\leftarrow \arg\min_{y \in \mathcal{Y}} \mathcal{L}_A(x^{k+1}, y, \lambda^k), \\
    \lambda^{k+1} &\leftarrow \lambda^k + \gamma B (Ax^{k+1} + By^{k+1} - c),
\end{align*}
\]

where \( \gamma \in (0,1.618) \) is step length. It is worth noting that (4) only involves \( f(x) \) in the objective and (5) only \( g(y) \), whereas the classic augmented Lagrangian multiplier method requires a joint minimization with respect to both \( x \) and \( y \), that is, substituting steps (4) and (5) by

\[(x^{k+1}, y^{k+1}) \leftarrow \arg\min_{x \in \mathcal{X}, y \in \mathcal{Y}} \mathcal{L}_A(x, y, \lambda^k),\]

which involves both \( f(x) \) and \( g(y) \) and is usually more difficult to solve.

2.2. Extension with projection to sparse dictionary learning

As in [20], to facilitate an efficient use of alternating minimization, we introduce two auxiliary variables \( U \in \mathbb{R}^{m \times p} \) and \( V \in \mathbb{R}^{p \times n} \) and consider the following model equivalent to (1),

\[
\begin{align*}
    \min_{D, X, U, Y} &\frac{1}{2} \| Y - DX \|_F^2 \text{ s.t. } D - U = 0, \ X - V = 0, \ U \in \mathcal{D}, \ V \in \mathcal{X}.
\end{align*}
\]

The augmented Lagrangian function of (7) is

\[
\mathcal{L}_A(D, X, U, V, \Lambda, \Pi) = \frac{1}{2} \| Y - DX \|_F^2 + \Lambda \cdot (D - U) + \Pi \cdot (X - V) + \frac{\alpha}{2} \| D - U \|_F^2 + \frac{\beta}{2} \| X - V \|_F^2,
\]

where \( \Lambda \in \mathbb{R}^{m \times p}, \Pi \in \mathbb{R}^{p \times n} \) are Lagrangian multipliers and \( \alpha, \beta > 0 \) are penalty parameters for the constraints \( X - U = 0 \) and \( Y - V = 0 \), respectively, and the scalar product “\( \cdot \)” of two equal-size matrices \( A \) and \( B \) is the sum of all element-wise products, i.e., \( A \cdot B = \text{trace} (A^T B) = \sum_{i,j} a_{ij} b_{ij} \).

The alternating direction method of multipliers (ADMM) for (8) is derived by successively minimizing the augmented Lagrangian function \( \mathcal{L}_A \) with respect to \( D, X \) and \( (U, V) \), one at a time while fixing others at their most recent values, and then updating the multipliers after each sweep of such alternating minimization. The introduction of the two auxiliary variables \( U \) and \( V \) makes it easy to carry out each of the alternating minimization steps. Specifically, these steps can be written in the following closed form,

\[
\begin{align*}
    D_+ &= (YX^T + \alpha U - \Lambda)(XX^T + \alpha I)^{-1}, \tag{9} \\
    X_+ &= (D_+^T D_+ + \beta I)^{-1}(D_+^T Y + \beta V - \Pi), \tag{10} \\
    U_+ &= \mathcal{P}_D(D_+ + \Lambda/\alpha), \tag{11} \\
    V_+ &= \mathcal{P}_\mathcal{X}(X_+ + \Pi/\beta), \tag{12} \\
    \Lambda_+ &= \Lambda + \alpha(D_+ - U_+), \tag{13} \\
    \Pi_+ &= \Pi + \beta (X_+ - V_+), \tag{14}
\end{align*}
\]

where \( \mathcal{P}_\mathcal{X} (\mathcal{P}_D) \) stands for the projection onto the set \( \mathcal{X} (\mathcal{D}) \) in Frobenius norm, and the subscript “\( + \)” is used to denote values at the new iteration. We stop the updating (9-14) either when data fidelity does not change or both variables \( D \) and \( X \) do not change meaningfully in several consecutive iterations, for given tolerance \( tol > 0 \),

\[ \min \{ |f - f_k|/|f|, \max(\|D - D_k\|/\|D\|, \|X - X_k\|/\|X\|) \} \leq tol. \]

Since the involved inverse matrices are both \( p \times p \), which is usually small in dictionary learning, the linear systems (9) and (10) are relatively inexpensive, especially for \( p \ll \max(m, n) \). On the other hand, when \( p \) is relatively large as considered in [20], instead of using the inversions in (9) and (10), it will be more efficient to employ suitable iterative procedures, such as the conjugate gradient method, to approximately solve the two convex quadratic minimization problems in (4) and (5).

We note that the similar algorithms with fixed and adaptive penalty parameters, has been studied in [23] for NMF and in [20] for structured-enforced matrix factorization. Moreover, [23] gives a
convergence of the algorithm for NMF which possess convex nonnegative projections. [20] consider a unified structure-enforced matrix factorization which contains sparse dictionary learning, but there are no theoretical results since complexity of nonconvex structures and object function. The current work provides convergence of the extended algorithm for sparse dictionary learning which is several meaningful and nontrivial extensions beyond the work in [23] and [20].

3. Convergence to KKT points

It is known that the classic ADMM methodology has theoretical guarantees of convergence for convex programs of two separable variables (see [24–26], for example). However, the convergence of 3-block ADMM is generally not guaranteed [27]. Some other sufficient conditions ensuring the convergence of multi-block ADMM were introduced, see [28–32] for example. In spite of the success of ADMM on convex problems, the behavior of ADMM on nonconvex problems has been largely a mystery, especially when there are nonconvex, non-separable and nonsmoothed functions in the problem (1).

In this section, we provide a partial result on the convergence of the proposed algorithm, i.e., (9-14). Denote as the indicate function of the set \( \mathcal{X} \), namely when \( x \in \mathcal{X} \), \( \delta_x(x) = 0 \) and \( \delta_x(x) = +\infty \) otherwise. Let \( U_i \) be the i-th column of \( U \), since the normalization set \( \mathcal{D} \) has explicit formulation, we can rewrite (7) to the following form,

\[
\begin{align*}
\min_{D,X,U,V} & \quad \frac{1}{2} \left\| Y - DX \right\|_F^2 + \delta_X(V) \\
\text{s.t.} & \quad D - U = 0, \quad X - V = 0, \\
& \quad U_i^T U_i - 1 = 0, i = 1, \ldots, k.
\end{align*}
\]

(15)

To simplify notation, let us define \( Z \equiv (D,X,U,V) \), then a point \( Z \) is a KKT point (see [24–32] for example) of problem (7) and (15) if it satisfies the KKT conditions with proper \( \Lambda, \Pi \) and \( \lambda \):

\[
\begin{align*}
(DX - Y)^T + \Lambda = 0, \\
D^T(DX - Y) + \Pi = 0, \\
D - U = 0, \\
X - V = 0, \\
U_i^T U_i - 1 = 0, i = 1, \ldots, k, \\
\text{diag}(\lambda) U - \Lambda = 0, \\
\Pi \in \partial \delta_X(V), \\
V \in \mathcal{X},
\end{align*}
\]

(16) (17) (18) (19) (20) (21) (22) (23)

where \( \text{diag}(\lambda) \) is a \( k \times k \) diagonal matrix with diagonal elements \( \{\lambda_i\}_{i=1}^k \), namely Lagrange multipliers of \( U_i^T U_i - 1 = 0 \). \( \partial \delta_X(V) \) is limit subdifferential of the indicate function \( \delta_X(\cdot) \) at \( V \).

3.1. Proximal mapping

Since the set \( \mathcal{X} \) represents each column of \( V \in \mathcal{X} \) is sparse which is easily projected, we interpret its subdifferential (22) from the view of proximal mapping. Consider the proximal mapping of \( \delta_X(\cdot) \):

\[
\text{prox}_{\beta \delta_X} (z) := \arg \min_{\hat{z}} \left\{ \frac{\beta}{2} \| z - x \|^2 + \delta_X(\hat{z}) \right\}.
\]

Let \( z^* = \text{prox}_{\beta \delta_X} (x) \), according to the first order necessary conditions, we have

\[
0 \in \beta (z^* - x) + \partial \delta_X (z^*).
\]

Therefore, (22) can be equivalent to

\[
V = \text{prox}_{\beta \delta_X} (V + \Pi / \beta).
\]

(24)

Since the proximal mapping of an indicate function of the closed and nonempty set is actually the projection operator on the set, we can obtain

\[
V = P_{\mathcal{X}} (V + \Pi / \beta).
\]

(25)

Denote \( J = \{(i,j) : V_{ij} \neq 0, 1 \leq i \leq k, 1 \leq j \leq n\} \) as the index of nonzeros in \( V \). It’s obviously obtained that \( (V + \Pi / \beta)_{j} = V_j \), then \( \Pi_j = 0 \). Thus, the complementary condition is also satisfied.
3.2. Convergence analysis

Simply denote $Z_k \triangleq (D_k, X_k, U_k, V_k, \Lambda_k, \Pi_k)$ as the $k$-th iterative pint of updating rule (9-14), then we can obtain the following convergence result.

**Theorem 1** Let $\{Z_k\}_{k=1}^{\infty}$ be a sequence generated by the algorithm (9-14) with fixed penalties that satisfies the condition

$$\lim_{k \to \infty} (Z_{k+1} - Z_k) = 0.$$  

Then any accumulation point of $\{D_k, X_k, U_k, V_k\}_{k=1}^{\infty}$ is a KKT point of (7). Consequently, any accumulation point of $\{D_k, X_k\}_{k=1}^{\infty}$ is a KKT point of (1).

**Proof.** We can rearrange the update formulas (9-14) into

$$(D_k - D)(XX^T + \alpha I) = -(D^T X - Y)X^T + \alpha(D - U) + \Lambda),$$

$$(D_k^T D_k + \beta I)(X_k - X) = -(D_k^T (D_k - U) + \beta(X - X) + \Pi),$$

$$U_k - U = \mathcal{P}_D(D_k + \Lambda_k/\alpha) - U,$$

$$V_k - V = \mathcal{P}_\mathcal{X}(X_k + \Pi_k/\beta) - V,$$

$$\Lambda_k - \Lambda = \alpha(D_k - U_k),$$

$$\Pi_k - \Pi = \beta(X_k - V_k).$$

The assumption $Z_k - Z \to 0$ implies that both sides above all go to zero. Thus, after adding subscript $k$ to all variables $D, X, \cdots$ replacing “+”, letting $k \to +\infty$, we have

$$(D_k - D)XX^T + \Lambda_k \to 0,$$  

$$(D_k^T D_k + \beta I)(X_k - X) \to 0,$$  

$$\mathcal{P}_D(D_k + \Lambda_k/\alpha) - U_k \to 0,$$  

$$\mathcal{P}_\mathcal{X}(X_k + \Pi_k/\beta) - V_k \to 0,$$  

$$D_k - U_k \to 0,$$  

$$X_k - V_k \to 0,$$  

where $(D_k - U_k)$ and $(X_k - V_k)$ in (27) and (28) have been eliminated from (31) and (32). Clearly, the first four equations in the KKT conditions (16-19) are satisfied at any limit point $Z \triangleq (\bar{D}, \bar{X}, \bar{U}, \bar{V}, \bar{\Lambda}, \bar{\Pi}).$

The normalization of $\bar{D}$ and sparsity of $\bar{V}$ are guaranteed by the updating rule. Thus, we only need to verify (21) and (22). Now we examine the following two equations (29) and (30) at $\bar{Z}$,

$$\mathcal{P}_D (\bar{D} + \bar{\Lambda}/\alpha) = \bar{U},$$  

$$\mathcal{P}_\mathcal{X} (\bar{X} + \bar{\Pi}/\beta) = \bar{V}.$$  

According to the above derivation from (22) to (25), (34) is also equivalent to the form of (22). Since $\mathcal{D} = \{d_l, \cdots, d_k\}: \|d_i\|_2 = 1, \forall i\}$ and $\bar{D} = \bar{U} \in \mathcal{D}$, then from (33) we can get $(\bar{D} + \bar{\Lambda}/\alpha)_j = \bar{D}_j + \bar{\Lambda}_j/\alpha = \bar{\Lambda}_j/\alpha (\bar{\Lambda}_j \neq 0)$, namely, $\bar{\Lambda}_j = \alpha(\bar{\Lambda}_j - 1)\bar{D}_j$. Let $\bar{\Lambda}_i = (\bar{\Lambda}_j - 1)$, the (21) is also satisfied at $\bar{Z}$.

We have verified the statement concerning the sequence $\{Z_k\}_{k=1}^{\infty}$ and the problem (15). Then directly get the statement that any accumulation point of $\{D_k, X_k, U_k, V_k\}_{k=1}^{\infty}$ is a KKT point of (7). Finally, from the equivalence between (1) and (7), the statement about $\{D_k, X_k\}_{k=1}^{\infty}$ and problem (1) can be verified. This completes the proof.

Far from being satisfactory, the above simple result nevertheless provides some assurance on the behavior of the ADMM-type algorithm applied to sparse dictionary learning problem. Further theoretical studies in this direction are certainly desirable.

4. Numerical tests

In this section, we conduct a synthetic test to verify the effectiveness of the proposed algorithm. We randomly generate a matrix $D \in \mathbb{R}^{40 \times 60}$ using the Matlab commend randn while each column of $D$ is normalized to unit 2-norm. Then construct a sparse matrix $X \in \mathbb{R}^{60 \times 1500}$ so that each column of $X$ has 3 non-zeros in random values (using randn) and at random locations. Then we synthesize the $40 \times 1500$ “exact” data matrix as the product $Y = DX$. 
We set the maximum number of iterations to \( \text{maxiter} = 1000 \) and the tolerance value to \( \text{tol} = 1 \times 10^{-06} \). The penalty parameters are set to \( \alpha = \|M\|_F / 100 \) and \( \beta = 0.1\alpha \) based on empirical evidence, since such a choice tends to give better convergence results.

We implement the proposed algorithm (9-14) to solve problem (1) with the above generating data \( \mathbf{Y} \). Figure 1 shows a representative convergence history of \( \|\mathbf{Y} - \mathbf{UV}\| \) and \( \|\mathbf{Y} - \mathbf{DX}\| \). From Figure 1, we can see that the data fidelity tends to \( 10^{-16} \), namely finding one of the optimal solutions. Besides, the solid and dashed line remain consistent after about 700 iterations, which implies \( D - U \to 0 \) and \( X - V \to 0 \). Therefore, it numerically demonstrates the result of convergence analysis.

![Figure 1. Convergence history of \( \|\mathbf{Y} - \mathbf{UV}\| \) and \( \|\mathbf{Y} - \mathbf{DX}\| \).](image)

5. Conclusions
Motivated by an alternating direction method and projection algorithm for structure-enforced matrix factorization, we extend the method to solve sparse dictionary learning and give a convergence result which is lack of research on theoretical analysis of multi-block and nonconvex ADMM. This provides some assurance on the behavior of the ADMM-type algorithm for sparse dictionary learning at least, although the simple result is far from being satisfactory. Further theoretical studies in this direction are certainly desirable.
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