Shower Identification in Calorimeter using Deep Learning
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ABSTRACT: Pions constitute nearly 70% of final state particles in ultra high energy collisions. They act as a probe to understand the statistical properties of Quantum Chromodynamics (QCD) matter i.e. Quark Gluon Plasma (QGP) created in such relativistic heavy ion collisions (HIC). Apart from this, direct photons are the most versatile tools to study relativistic HIC. They are produced, by various mechanisms, during the entire space-time history of the strongly interacting system. Direct photons provide measure of jet-quenching when compared with other quark or gluon jets. The $\pi^0$ decay into two photons make the identification of non-correlated gamma coming from another process cumbersome in the Electromagnetic Calorimeter. We investigate the use of deep learning architecture for reconstruction and identification of single as well as multi particles showers produced in calorimeter by particles created in high energy collisions. We utilize the data of electromagnetic shower at calorimeter cell-level to train the network and show improvements for identification and characterization. These networks are fast and computationally inexpensive for particle shower identification and reconstruction for current and future experiments at particle colliders.
1 Introduction

Detector acts as an imaging equipment for the final state particles produced in high energy collisions. Many types of detectors ranging from Gas detectors such as Multigap Resistive Plate Chamber (MRPC) [2], Gas Electron Multiplier (GEM), MicroMegas etc to Scintillators based detectors are being used to identify charged as well neutral particles produced in collision events. In experiments, numerous detectors are arranged in specific sequence to probe the properties of particles produced in collision experiment. For example, in CMS experiment [3], various layers of detectors are arranged and each of them measures the tracks. The first detector is the tracker detector which records the paths taken by charged particles. Then there is Electromagnetic calorimeter (ECAL) which detect particles that interact mainly through electromagnetic interaction like $\gamma, e$ and measures the energy and their shower profiles. Similar to ECAL, Hadronic Calorimeter (HCAL) is placed which detect particles that interact through strong interaction like proton, neutron etc. The last layer of detectors consist of muon detector as muons are highly penetrating particles and are not stopped by calorimeters. Other experiments like ALICE [4], ATLAS [5] etc follows a similar approach of detector sequence.

Among all these detectors, calorimeters act as an imaging equipment for the energy of the incoming particle. When a particle traverses through the calorimeter, a shower of secondary particles produces depending on the type of the calorimeter; for ECAL electrons-positrons pairs are produced whereas for HCAL hadron showers are produced. These traversed particles leave their footprint in the detector in terms of energy depositions in the calorimeter. The energy deposited in the calorimeter is used to perform various task like reconstruction of energy of the incoming particle, type of particle etc. The calorimeter volume can be segmented into smaller volumes called unit cells. Then the energy information
of each unit cell can be utilized to form a set of pixelized images which are sensitive to the type and energy of the particle.

Before discussing about detailed techniques of particle reconstruction in the detector, it is essential to know about the various particle types and their production mechanisms in HIC. Among all the particles produce, pions constitute a high fraction of final state particles in heavy ion collisions and are extensively studied to probe the statistical features of QGP created in collision [14, 16]. Majority of the $\pi^0$ decays into two $\gamma$ becoming a major source of correlated $\gamma$ production whereas, a direct photon is a photon which originates directly from an electromagnetic vertex in a quark-quark, quark-gluon or gluon-gluon scattering sub-process or originate from compton and annihilation processes. Direct photon being an electromagnetic particle, doesn’t interact with strongly interacting medium, hence carries early information about the system produced in heavy ion collision. These direct photons acts as a probe to study jet quenching effects, viscous dynamics of the QGP etc. Although, direct photons are very good messenger of the system, but its detection becomes extremely challenging because of the other source of $\gamma$ coming from various meson decays.

Therefore, it is necessary to distinguish between showers of the correlated $\gamma$ coming from neutral pion ($\pi^0$) decays and any random $\gamma$. One of the challenging task is to resolve the showers of $\pi^0$ and $\gamma$ in the calorimeter. This is due to the reason that the decay angle of the two $\gamma$ emitted from $\pi^0$ decreases with the increase in the energy of the $\pi^0$. This led to the two $\gamma$ becoming more and more collimated with the increase in energy of parent $\pi^0$. Thus, the shower originated from the collimated $\gamma$ are hard to distinguish from a direct $\gamma$. Moreover, a simultaneous shower originating from multi-particles states like $\pi^0\gamma$, $\gamma\gamma$ will increase the complexity to resolve the showers and identify the originating particles.

Traditionally, several algorithms are used to perform these tasks producing various measurements of physical features like shower width, reconstructed energy, rate of energy loss for particles traversing calorimeter layers and identification of particles [21–24]. When we move to high luminosity experiments, like HL-LHC [19], the sensitivity of the detector is required to be improved not only to precisely measure the $\gamma$ but also to be able to isolate rare phenomenon. The accelerator upgrades will lead to increase in data volumes and pose a various technological and computational challenges in tasks ranging from tracking to reconstruction and identification. When moving to HL-LHC [19] and other future accelerator upgrades will lead to higher data volume pose numerous challenges both technologically and computationally. These challenges require novel methods which has led to application of advanced computing techniques in calorimetry. Although, traditional techniques remain very successful to reconstruct the data, however the large data volume at high luminosity becomes a huge bottleneck for these algorithm to work. Therefore, the advanced techniques like machine learning algorithm can be adapted to overcome these issues. The application of machine learning (ML) in HEP have seen an exponential rise from niche field [6–8] to wider applications [9–13]. In traditional algorithms, mostly shower topologies are not considered whereas these shower topologies may become an interesting feature for identification and reconstruction tasks. These extra features can be used as an input to machine learning algorithms to perform these tasks. Neural networks have been proved to be very efficient among several machine learning techniques in handling numerous features.
In this article, we demonstrate the application of neural network based approach to identification of particle and multi-particle states from 3-D shower profile in electromagnetic calorimeter. To do this, we used fully simulated calorimeter data by modelling a 3D Si \textit{- PbWO}_4 electromagnetic calorimeter using GEANT4 \cite{1}. We developed a ML model, deep neural network, that receive 3D shower profile from calorimeter data as form of calorimeter-cell voxelized images from single particle as well multi-particle showers and identify the particle/multi-particle states corresponding to that shower. We limit our model to take data from Electromagnetic calorimeter (ECAL) showers to demonstrate the effectiveness of the model to identify particles states relying only upon the one type of dataset. The deep network models were implemented and trained using Keras \cite{17} and Tensorflow \cite{18}. In section 2, we describe the schematics of the detector modelled using GEANT4. Section 3 depicts the representation of dataset generated for \(\pi^0\) and \(\gamma\). Sections 5 and 4 describe the pre-processing steps we follow and description of the deep network model we considered. In particular, section 6 shows results of our model in desired task of identification of showers in detector. Conclusions are given in section 7.

## 2 Design of Si - PbWO\textsubscript{4} Calorimeter

The main goal is to detect various particles by optimizing the design of calorimeter with adequate energy and position resolutions which can handle extreme high particle density environment. We constructed a hypothetical electromagnetic calorimeter to carry out our studies. A sampling type electromagnetic calorimeter of dimension 10cm \(\times\) 10cm \(\times\) 22cm with silicon cells as sensitive medium and lead tungstate (\textit{PbWO}_4) as an absorber has been modeled using GEANT4 simulation toolkit \cite{1}. The detector consist of 20 layers of lead tungstate and 20 layers of Si pad-arrays layer. Each absorber layer is of dimension 10cm \(\times\) 10cm \(\times\) 0.5cm followed by a Si pad-array layer. We have chose the lead tungstate due to the fact that it is a high-Z element scintillator which converts the high energy \(\gamma\) and electrons into electromagnetic showers.

One of the major goal is to resolve the showers associated from \(\pi^0\) mesons and other \(\gamma\). The major complexity comes from the fact that the opening angle of emitted \(\gamma\) from \(\pi^0\) decreases with the increase in energy, mimicking it as if it is a single \(\gamma\). Therefore, our first task is to find out the \(\gamma\) and photons originated from \(\pi^0\) with respect to its incoming energy. Thus, a detail knowledge of the properties of each of them is required. In order to probe the properties of incoming particle, tracking and good position resolution of showers in sensitive layer is essential. The sensitive layer, active sensor layers, in calorimeters are built by considering all of these facts. Twenty sensitive layer of high granularity are considered which consist of 900 silicon cells in each layer, where each cell is of 0.3cm \(\times\) 0.3cm \(\times\) 1.5mm dimension. A pictorial representation of detector is shown in Fig. 1.
Figure 1: (color online) Schematic view of Si - PbWO$_4$ ECAL

3 Dataset

To train the neural network model to identify shower signatures of $\gamma$ and $\pi^0$ and its combinations in the detector, we first simulated $\gamma$ and $\pi^0$ shower in the Si - PbWO$_4$ calorimeter using GEANT4 for various energies ranging from 100 MeV to 5 GeV in random position in x-y plane and projecting towards front end of detector. Particles are simulated by throwing at random angles to the face plane of the detector to maximally mimic experimental scenario. A schematic view of shower profile as hit-points in Si pad array is shown in Fig. 3, 2 for both $\gamma$ and $\pi^0$ for an event.

In the experiment scenario, it is also possible that simultaneous shower from two or three $\gamma$ and $\pi^0$ can traverse through detector at same instant creating shower. Hence, it is essential to characterize and identify these showers coming from multiple particles. So, we also simulated the events corresponding to showers originating from multi-particles like $\gamma\gamma$, $\pi^0\gamma$ etc.
Figure 2: (color online) Pictorial representation of shower profile in detector for $\gamma$ and $\pi^0$ in first few layers with $\theta$ is the incident angle

Figure 3: 3D image of a photon (left) and neutral pion (right) shower in detector for one event at 1 GeV energy. The red points are hit-points in the Silicon pad arrays.
4 Deep Network Model

We implemented the 3D Convolutional Neural Network (CNN) model [25] for end to end
reconstruction and classification of showers of different particles in the detector. The CNN
network consist of four 3D convolutional layers that act on the input 3D image. The first
layer (conv1) consist of 64 filters having a size of (2, 2, 2), the second layer(conv2) of 32
filters having same size. The third (conv3) and fourth (conv4) layer consist of 16 filters
having the same size. After each convolutional layer, dropout is also implemented with a
rate of 0.5 to curb over-fitting of the model. Batch Normalization is used after second and
third layer in addition to the use of 3D Max Pooling having size of (2, 2, 2).

The convolution network layer is flattened after fourth layer to Dense network. A dense
layer (Dense1) of 100 neurons and a final layer of two neurons with softmax activation func-
tion which output the probability of event belonging to various classes. Sigmoid activation
function is implemented in all the layers except the last dense layer of two neurons. A
schematic view of the model architecture is shown in Fig. 4

Figure 4: (color online) Schematic view of model architecture
5 Dataset Preprocessing

The input to our model for training is a volume of images \( \rho(E, x, y, z) \) representing the energy deposition in the silicon cells in an event. It is a three-dimensional energy signature representation of the shower pattern of constituent particles. The image consists of a 3D regular grid of pixels in \( x \times y \times z \) giving us a matrix of \( 30 \times 30 \times 20 \) which is \( \rho \).

The intensity of each cell or each entry in the above matrix is the \( E(x, y, z) \) (the energy deposited in the respective cell during an event). Opposite to the commonly studied data-sets of images, these images are highly sparse and do not posses smooth features. This serves as an input to our model for training and testing. The class or output labels are converted to one hot encoding vectors by converting them into categorical variables for training and testing. We could not include a very large area detector due to limitations in computational resources.

6 Results

The model was trained on 100k samples for each event and validation was done on 30k samples of each event. We trained a binary classifier using our deep network model to classify between various shower profiles as a function of their energy signature in the detector for various energies. We first start from basic task of classifying \( \gamma \) vs \( \pi^0 \). The validation accuracy for the model tested after the model has been trained is shown in Fig. 5. We observe that at low energies the model is unable to distinguish between \( \gamma \) and \( \pi^0 \), but the accuracy sharply increase with the energy and become a plateau around \( \sim 70\% \) accuracy after 900 MeV energy.
Figure 5: Accuracy of classification between $\gamma/\pi^0$ by 3D ConvNet model

We extend the application of our deep network model to distinguish between $\gamma \gamma$ vs $\pi^0$. As we can see from Fig. 6, there is a smooth rise in the accuracy with increase in the energy and performing good at higher energies by giving an accuracy $> 90\%$.

Figure 6: Accuracy of classification between $\gamma\gamma/\pi^0$ by 3D ConvNet model

For the final task, we apply our deep model to classify shower profiles of multi-particle states i.e. $\gamma\gamma\gamma$ vs $\pi^0\gamma$. Accuracy vs energy profile for the model is shown in Fig. 7. We infer that the accuracy rises continuously as a function of energy and performs better at higher energies.
Figure 7: Accuracy of classification between $\gamma\gamma/\pi^0\gamma$ by 3D ConvNet model

7 Conclusion

In this article, we demonstrated the effectiveness of deep learning techniques for the shower identification of single and multi-particle states in the electromagnetic calorimeter. We utilize data from a full detector simulation, based on a complete GEANT4 simulation of electromagnetic calorimeter. The method is based on 3D convolutional neural networks which could outperform traditional and resource consuming techniques. Our studies, indicate that the model is able to distinguish between showers coming from single as well as multi-particle states from low energy to high energy. In addition, our studies indicate the rigorousness and robustness of the model towards characterizing the shower based on only electromagnetic shower as an input not hadronic shower in hadronic calorimeter or any other input. These results offers a solid direction for implementing essential machine learning based algorithms which are robust to the event by event fluctuations, model-dependent effects present in the data which is a notable application of machine learning at collider experiments.
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