We consider entanglement across a planar boundary in flat space. Entanglement entropy is usually thought of as the von Neumann entropy of a reduced density matrix, but it can also be thought of as half the von Neumann entropy of a product of reduced density matrices on the left and right. The latter form allows a natural regulator in which two cones are smoothed into a Euclidean hourglass geometry. Since there is no need to tensor-factor the Hilbert space, the regulated entropy is manifestly gauge-invariant and has a manifest state-counting interpretation. We explore this prescription for scalar fields, where the entropy is insensitive to a non-minimal coupling, and for Maxwell fields, which have the same entropy as \( d - 2 \) scalars.
1  Introduction

Consider a field theory in its Minkowski ground state and divide space into $L \cup R$ where

$$L = \{ x < 0 \} \quad R = \{ x > 0 \}$$

(1)

Entanglement entropy is usually defined as the von Neumann entropy of the reduced density matrix associated with the region $R$ (or equivalently the region $L$).

$$\rho_R = \text{Tr}_L(|0\rangle\langle 0|)$$

$$S = -\text{Tr}_R(\rho_R \log \rho_R)$$

(2)

But this definition is problematic in a continuum field theory for a number of reasons. For one thing the Hilbert space of a field theory does not factorize into $\mathcal{H}_L \otimes \mathcal{H}_R$, so it’s not clear that the entropy is well-defined or can be thought of as counting states. This is closely related to the fact that for a field theory entanglement entropy is UV divergent and requires regularization. For a recent discussion of these matters see [1]. One way to address UV issues would be to define the field theory on a lattice. But even this isn’t fully satisfactory
for a gauge theory, where the connection variables live on links and the decomposition into $L \cup R$ isn’t gauge invariant. For work on this issue see [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17].

It would be desirable to have a regulated definition of entanglement entropy in field theory that is manifestly gauge invariant and has a manifest state-counting interpretation. Here we make a simple proposal in this direction. For motivation consider a field theory in $1+1$ dimensions with coordinates $(t, x)$. On the $t = 0$ time slice a Lorentz boost is generated by

$$K = \int_{-\infty}^{\infty} dx \, x T_{00}$$

This can be formally decomposed as $K = K_R - K_L$ where

$$K_R = \int_{0}^{\infty} dx \, x T_{00}$$
$$K_L = \int_{-\infty}^{0} dx \, (-x) T_{00}$$

are defined to boost the right and left half-spaces forward in time. For a field theory in its ground state the modular operator is given by [1, 18]

$$\Delta = e^{-2\pi K} = e^{-2\pi (K_R - K_L)}$$

The modular operator can be formally decomposed as

$$\Delta = \rho_L^{-1} \otimes \rho_R$$

where $\rho_L, \rho_R$ are the reduced density matrices describing the left and right half-spaces. The modular operator is well-defined in the continuum but it’s not directly useful for studying entanglement. Instead to study entanglement we’d like to work with the operator

$$V = K_L + K_R = \int_{-\infty}^{\infty} dx \, |x| T_{00}$$

which boosts both the left and right half-spaces forward in time. Then formally we’d have

$$e^{-2\pi V} = \rho_L \otimes \rho_R$$

If we could define a partition function

$$Z(\beta) = \text{Tr} e^{-\beta V} = \text{Tr} \left( \rho_L^{\beta/2\pi} \otimes \rho_R^{\beta/2\pi} \right)$$

we could compute entanglement entropy using

$$S_{\text{entanglement}} = \frac{1}{2} \left( \beta \frac{\partial}{\partial \beta} - 1 \right) \bigg|_{\beta = 2\pi} \left( -\log Z(\beta) \right)$$
The partition function (8) can be thought of as putting the field theory on two Euclidean cones of angle $\beta$ joined at their tips. The factor of $1/2$ in (9) compensates for the double-counting of having two cones and gives an entropy that formally agrees with (2).

The operator $V$ has UV problems near $x = 0$, but this is easy to regulate. Introduce a small parameter $\epsilon$ and choose a function $r_\epsilon(x)$ with

$$r_\epsilon(x) \approx \begin{cases} |x| & \text{for } |x| > \epsilon \\ \text{smooth and non-zero for } |x| < \epsilon \end{cases}$$

(10)

In our explicit calculations we will generally take $r_\epsilon(x) = \sqrt{x^2 + \epsilon^2}$, but other choices are possible. Given a choice of $r_\epsilon(x)$ we can define

$$V_\epsilon = \int_{-\infty}^{\infty} dx \, r_\epsilon(x) T \rho_{00}$$

$$Z_\epsilon(\beta) = \text{Tr} e^{-\beta V_\epsilon}$$

(11)

Note that the trace here is over the full Hilbert space, with no need to factor into $\mathcal{H}_L \otimes \mathcal{H}_R$. The regulated partition function $Z_\epsilon(\beta)$ can be used to compute a regulated entanglement entropy

$$S_\epsilon = \frac{1}{2} \left( \beta \frac{\partial}{\partial \beta} - 1 \right) \bigg|_{\beta = 2\pi} \left( - \log Z_\epsilon(\beta) \right)$$

(12)

This has a manifest state-counting interpretation, as (half of) the von Neumann entropy of the density matrix

$$\rho_\epsilon = \frac{1}{Z_\epsilon(\beta)} e^{-\beta V_\epsilon}$$

(13)

Note that this prescription is manifestly gauge invariant and avoids any discussion of factoring the Hilbert space. The prescription is somewhat arbitrary, of course. But in field theory some regulator is necessary if entropy of entanglement is to be discussed at all, and the regulator we have introduced has the appealing features we just described. Geometrically the regulated partition function has the interpretation of putting the field theory on a Euclidean spacetime with metric

$$ds^2 = dx^2 + (r_\epsilon(x))^2 d\theta^2 \quad -\infty < x < \infty, \quad \theta \approx \theta + \beta$$

(14)

The regulator smooths the two cones into an hourglass shape as shown in Fig. 1. The hourglass geometry corresponds to studying the theory with a position-dependent proper temperature

$$T_{\text{proper}}(x) = \frac{1}{\beta r_\epsilon(x)}$$

(15)

The proper temperature is high near the waist of the hourglass and (as in Rindler space) falls off at large $|x|$, where $T_{\text{proper}} \sim 1/2\pi |x|$ when $\beta = 2\pi$.

---

1This regulator was first introduced by Solodukhin, who applied it to the thermal atmosphere of a BTZ black hole [19, 20].
We will work with regulators \( r_{\epsilon}(x) \) that are smooth near \( x = 0 \), so that we avoid UV problems in defining the operator \( V_{\epsilon} \) or equivalently so that the hourglass geometry is smooth. This may not be a necessary requirement. One is free to consider non-smooth regulators such as \( r_{\epsilon}(x) = |x| + \epsilon \). Such regulators introduce curvature singularities on the hourglass geometry, which presumably make non-minimal couplings such as \( R^2 \phi^2 \) ill-defined, but if such problems can be dealt with or avoided then non-smooth regulators are allowed and may provide a convenient calculational tool.

It’s worth contrasting the hourglass prescription with a well-known approach in the literature, where entanglement entropy is defined by putting the field theory on a cone and varying with respect to the deficit angle \([21]\). The cone approach can be thought of as directly attempting to make sense of \([2]\). The cone partition function is UV divergent but can be regulated in a gauge-invariant manner. However the resulting entropy, defined as \( S_{\text{cone}} = (\beta \partial \beta - 1)(-\log Z_{\text{cone}}) \), can’t necessarily be given a state-counting interpretation. This is particularly clear for scalar fields with non-minimal couplings to curvature. Such fields respond to the curvature at the tip of the cone, even though the non-minimal coupling doesn’t affect the ground-state wavefunction in flat space and therefore shouldn’t affect entanglement. A closely-related example is a Maxwell field which can lead to a negative entropy when put on a cone \([22, 23]\).

In what follows we illustrate these properties in a series of examples. To warm up we begin by studying a general CFT and a free massive scalar in two dimensions, reproducing standard results. Then we consider non-minimal scalars and Maxwell fields in two dimensions, where the hourglass prescription makes an important difference: it leads to an entropy which is independent of \( \xi \) (for non-minimal scalars) and which vanishes (for Maxwell fields in two dimensions). We consider scalar theories in higher dimensions in section \([6]\), treat Maxwell fields in higher dimensions in section \([7]\), and conclude in section \([8]\).
2 2D CFT

To get started we show that the hourglass prescription reproduces the standard results for entanglement in a 2D CFT \[24, 25\].

For a discussion that runs parallel to what follows, we consider a CFT on a spatial interval \(0 < \sigma < \pi\). The finite interval provides an infrared cutoff. The Virasoro generators are given by

\[
L_m = \int_0^\pi d\sigma (\cos(m\sigma)T_{00} + i \sin(m\sigma)T_{01})
\]

The vacuum state is annihilated by the \(SL(2, \mathbb{R})\) algebra generated by \(L_1, L_0, L_{-1}\). We divide space in half, with \(L = (0, \pi/2)\) and \(R = (\pi/2, \pi)\). The modular Hamiltonian – the operator which annihilates the vacuum, leaves the midpoint fixed, and looks locally like a boost near the midpoint – is given by \[26, 27\]

\[
K = \int_0^\pi d\sigma (-\cos \sigma)T_{00} = -\frac{1}{2} (L_1 + L_{-1})
\]

The operator \(V\) is then given by

\[
V = \int_0^\pi d\sigma |\cos \sigma| T_{00}
\]

We can regulate this by defining

\[
V_\epsilon = \int_0^\pi d\sigma r_\epsilon(\sigma)T_{00}
\]

The exact form of \(r_\epsilon(\sigma)\) won’t matter, but an explicit example to keep in mind is

\[
r_\epsilon(\sigma) = \sqrt{\cos^2 \sigma + \epsilon^2}
\]

The partition function \(Z_\epsilon(\beta) = \text{Tr} e^{-\beta V}\) corresponds to putting the theory on a Euclidean spacetime with metric

\[
ds^2 = d\sigma^2 + (r_\epsilon(\sigma))^2 d\theta^2 \quad 0 < \sigma < \pi, \quad \theta \approx \theta + \beta
\]

Defining

\[
y = \int_0^\sigma \frac{d\sigma'}{r_\epsilon(\sigma')}
\]

the metric becomes conformally flat, with

\[
ds^2 = (r_\epsilon(\sigma))^2(dy^2 + d\theta^2)
\]

---

More generally if we divided space at \(\sigma = a\) we could have first performed an \(SL(2, \mathbb{R})\) transformation to move \(a\) to \(\pi/2\).
We can drop the conformal factor to obtain a CFT on a cylinder, but the length of the spatial interval has changed from $\pi$ to

$$L_\epsilon = \int_0^\pi \frac{d\sigma'}{r_\epsilon(\sigma')}$$  \hspace{1cm} (24)

For any reasonable regulator $r_\epsilon(\sigma)$ the length diverges logarithmically as $\epsilon \to 0$, $L_\epsilon \sim 2 \log(1/\epsilon)$. In particular this is true for the choice $[20]$. Let us pause to see how this comes about. The divergence arises from behavior near the entangling surface $\sigma = \pi/2$ where

$$r_\epsilon(\sigma) \approx \sqrt{(\sigma - \frac{\pi}{2})^2 + \epsilon^2}$$  \hspace{1cm} (25)

The divergence in $L_\epsilon$ arises from the integration region $\epsilon \ll |\sigma - \frac{\pi}{2}| \ll 1$ where $r_\epsilon(\sigma) \approx |\sigma - \frac{\pi}{2}|$. The contribution of this region is

$$L_\epsilon \approx 2 \int_{\frac{\pi}{2} + \epsilon}^{\pi} \frac{d\sigma}{\sigma - \frac{\pi}{2}} \sim 2 \log(1/\epsilon)$$  \hspace{1cm} (26)

Any reasonable regulator will lead to the same result, since the only role of the regulator in this calculation is to provide a cutoff near the entangling surface.

On a cylinder we have thermal entropy given by\textsuperscript{3}

$$S = \frac{\pi c L_\epsilon}{3 \beta}$$  \hspace{1cm} (27)

Setting $\beta = 2\pi$ and dividing by 2 as in (12) we find that the entanglement entropy is

$$S_\epsilon = \frac{c}{12} L_\epsilon \sim \frac{c}{6} \log \frac{1}{\epsilon}$$  \hspace{1cm} (28)

in agreement with $[24] [25]$. An alternative perspective is to rescale by a factor $\pi/L_\epsilon$. This keeps the size of the spatial interval fixed at $\pi$, but with an effective inverse temperature

$$\beta_\epsilon = \frac{\pi}{L_\epsilon} \beta \sim \frac{\pi \beta}{2 \log(1/\epsilon)}$$  \hspace{1cm} (29)

Note that $\beta_\epsilon$ vanishes as $\epsilon \to 0$. In this perspective entanglement entropy for a 2D CFT is simply the high-temperature limit of ordinary thermal entropy.

\textsuperscript{3}This follows from the Cardy formula, or more directly from the result that in the limit of a long cylinder the partition function per unit length is $-\log Z/L_\epsilon = -\frac{\pi \beta}{6 \beta} [28]$.  

6
3 Massive scalar in 2D

Next we consider a simple example of a non-conformal theory: a free massive scalar in two non-compact dimensions. For this problem we set

$$V_\epsilon = \int_{-\infty}^{\infty} dx r_\epsilon(x)T_{00}$$

and make the explicit choice $r_\epsilon(x) = \sqrt{x^2 + \epsilon^2}$. The partition function $Z_\epsilon(\beta) = \text{Tr} \ e^{-\beta V_\epsilon}$ corresponds to a Euclidean geometry

$$ds^2 = dx^2 + (r_\epsilon(x))^2 d\theta^2 \quad -\infty < x < \infty, \ \theta \approx \theta + \beta$$

Setting $x = \epsilon \sinh y$ makes the metric conformally flat.

$$ds^2 = \epsilon^2 \cosh^2 y (dy^2 + d\theta^2) \quad -\infty < y < \infty, \ \theta \approx \theta + \beta$$

The action for a free massive scalar on this geometry is

$$S = \int_{-\infty}^{\infty} dy \int_{0}^{y} d\theta \left( \frac{1}{2} (\partial_y \phi)^2 + \frac{1}{2} (\partial_\theta \phi)^2 + \frac{1}{2} m^2 \epsilon^2 \cosh^2 y \phi^2 \right)$$

so that

$$Z_\epsilon(\beta) = \det^{-1/2} \left( -\partial_y^2 - \partial_\theta^2 + m^2 \epsilon^2 \cosh^2 y \right)$$

Interpreting the $\theta$ direction as a thermal circle and passing to a Hamiltonian description we have a Bose partition function given by

$$-\log Z_\epsilon = \sum_n \log \left( 1 - e^{-\beta \omega_n} \right)$$

Here the frequencies $\omega_n$ are obtained from a Schrodinger problem with potential $\mathcal{V}(y) = m^2 \epsilon^2 \cosh^2 y$.

$$\left( -\partial_y^2 + m^2 \epsilon^2 \cosh^2 y \right) \psi_n = \omega_n^2 \psi_n$$

Classically the ground state sits at the minimum of the potential and has $\omega_0 = m\epsilon$. For small $m\epsilon$ the partition function will be dominated by highly excited states (recall that we’re interested in $\beta \approx 2\pi$). To analyze this we follow ’t Hooft and approximate the spectrum as continuous, with

$$-\log Z_\epsilon = \int_{0}^{\infty} dn \log \left( 1 - e^{-\beta \omega_n} \right)$$

$$= \int_{\omega_0}^{\infty} d\omega \frac{dn}{d\omega} \log \left( 1 - e^{-\beta \omega_n} \right)$$

$$= -\beta \int_{\omega_0}^{\infty} d\omega \frac{n(\omega)}{e^{\beta \omega} - 1}$$

\footnote{In writing the partition function in this way we’re making an implicit choice for the path integral measure \cite{29,30,31}, one that corresponds to the optical geometry of \cite{32}.}

\footnote{We’re denoting the Schrodinger potential $\mathcal{V}$ to distinguish it from the operators $V, V_\epsilon$ we’ve introduced.}
To get a rough approximation for \( n(\omega) \), the number of states with frequency less than \( \omega \), note that the Schrodinger problem has turning points at \( y \approx \pm \log \frac{2\omega}{m\epsilon} \). So we can approximate it as a particle in a box with size \( L = 2\log \frac{2\omega}{m\epsilon} \). For such a particle \( \omega_n = \frac{n\pi}{L} \) or

\[
n(\omega) = \frac{L\omega}{\pi} = \frac{2\omega}{\pi} \log \frac{2\omega}{m\epsilon} \tag{38}
\]

Using this in (37) gives

\[
-\log Z_{\epsilon} = -\frac{\pi}{3\beta} \log \frac{1}{m\epsilon} + \text{(finite)} \tag{39}
\]

Then the entanglement entropy (12) is

\[
S_{\epsilon} = \frac{1}{6} \log \frac{1}{m\epsilon} + \text{(finite)} \tag{40}
\]

This simple approximation captures the leading log divergence in the entanglement entropy. Note that the coefficient of the log is universal and agrees with (28). In appendix A we re-derive these results from a more systematic WKB approximation.

### 4 Non-minimal scalar in 2D

In the examples we’ve considered so far the hourglass prescription reproduces the standard expressions for the entanglement entropy. We now consider an example where the hourglass prescription makes a difference: a scalar field in two dimensions with a non-minimal coupling to curvature. The Euclidean action is

\[
S = \int d^2x \sqrt{g} \left( \frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + \frac{1}{2} \xi R \phi^2 + \frac{1}{2} m^2 \phi^2 \right) \tag{41}
\]

In the conformally flat coordinates introduced in (32) the hourglass geometry is

\[
ds^2 = \epsilon^2 \cosh^2 y (dy^2 + d\theta^2) \quad -\infty < y < \infty, \quad \theta \approx \theta + \beta \tag{42}
\]

with curvature

\[
R = -\frac{2}{\epsilon^2 \cosh^4 y} \tag{43}
\]

Thus

\[
S = \int_{-\infty}^{\infty} dy \int_{0}^{\beta} d\theta \left( \frac{1}{2} (\partial_y \phi)^2 + \frac{1}{2} (\partial_\theta \phi)^2 + \frac{1}{2} \mathcal{V}(y) \phi^2 \right) \tag{44}
\]

where the effective potential

\[
\mathcal{V}(y) = m^2 \epsilon^2 \cosh^2 y - \frac{2\xi}{\cosh^2 y} \tag{45}
\]
Figure 2: Effective potential for a non-minimal scalar with $m_\epsilon = 2 \times 10^{-5}$ and $\xi = -0.2$.

In a Hamiltonian description

$$- \log Z_\epsilon = \sum_n \log \left(1 - e^{-\beta \omega_n}\right)$$  \hspace{1cm} (46)

where the frequencies are determined by the Schrödinger equation

$$\left(-\partial_y^2 + V(y)\right) \psi_n = \omega_n^2 \psi_n$$  \hspace{1cm} (47)

From this description it’s clear that the hourglass prescription gives a regulated entanglement entropy $S_\epsilon$ whose leading behavior as $\epsilon \to 0$ is insensitive to the non-minimal coupling. That is, the hourglass prescription gives $S_\epsilon = \frac{1}{6} \log \frac{1}{m_\epsilon} + \text{(finite)}$ just as in section 3. The reason is that the non-minimal coupling produces a bump or dip in the potential of height $\sim \xi$ and width $\sim 1$ as shown in Fig. 2. But roughly speaking it’s still a particle in a box of size $\sim 2 \log \frac{2\omega}{m_\epsilon}$, and as $\epsilon \to 0$ the bump can be neglected relative to the size of the box. So by adopting the hourglass prescription for the entropy we find that the leading behavior of $n(\omega)$, and therefore the leading behavior of the entropy $S_\epsilon$, is insensitive to the value of the non-minimal coupling parameter $\xi$. We derive this result from a more systematic WKB approximation in appendix A.

Of course this behavior was to be expected. The non-minimal coupling modifies the stress tensor and controls how the theory couples to gravity. But in flat space the non-minimal coupling has no effect on the ground state wavefunction of the field and should have no effect on entanglement. The hourglass prescription agrees with this expectation. By contrast, the prescription of putting the theory on a cone and varying with respect to the deficit angle leads to an entropy whose leading behavior depends on $\xi$: $S_{\text{cone}} = \left(\frac{1}{6} - \xi\right) \log \frac{1}{m_\epsilon}$.
5 Maxwell field in 2D

Next we explore the issues associated with gauge symmetry by considering a Maxwell field in two dimensions. Since there are no local degrees of freedom we expect the entropy to vanish. We will see that the hourglass prescription agrees with this expectation. We show this in two separate choices of gauge: first in a physical gauge, where the absence of local degrees of freedom makes the entropy vanish, then in a covariant gauge, where the entropy vanishes due to a cancellation between gauge and ghost degrees of freedom.

5.1 Physical gauge

We first consider Maxwell theory in physical or unitary gauge. We work in Lorentzian signature, in flat two-dimensional Minkowski space, and begin by writing the Maxwell action in first-order form.

\[ S = \int d^2 x \left( -E_x \partial_t A_x - \frac{1}{2} E_x^2 - A_t (\partial_x E_x - \rho) \right) \]  

(48)

Here \((A_t, A_x)\) is the gauge field, \(E_x\) is the electric field and \(\rho\) is a specified charge density. Integrating out \(E_x\) using its equation of motion \(E_x = \partial_x A_t - \partial_t A_x\) recovers the usual second-order action. But in first-order form we see that \(A_t\) is a Lagrange multiplier enforcing the Gauss constraint \(\partial_x E_x = \rho\).

We’d like to make explicit that the hourglass prescription is consistent with having flux across the entangling surface. To this end we introduce equal and opposite charges \(\pm Q\) at fixed positions,

\[ \rho = Q \delta(x + L) - Q \delta(x - L) \]  

(49)

and solve the Gauss constraint by\(^6\)

\[ E_x = \begin{cases} 
Q & -L < x < L \\
0 & \text{otherwise} 
\end{cases} \]  

(50)

The energy density is \(T_{tt} = \frac{1}{2} E_x^2\) so the operator \(V\) defined in (6) is

\[ V = \int_{-L}^{L} dx |x| T_{tt} = \frac{1}{2} L^2 Q^2 \]  

(51)

Note that, given the absence of local degrees of freedom, there is no need to introduce a UV regulator \(\epsilon\).

\(^6\)More generally we could allow electric flux to extend to infinity. We prefer to think of \(L\) as an infrared cutoff and keep the flux confined to \(-L < x < L\).
Since there are no degrees of freedom there is nothing to quantize. The partition function is rather trivially given by

\[ Z(\beta) = \text{Tr} e^{-\beta V} = e^{-\beta L^2 Q^2/2} \]  

(52)

As a result the entropy

\[ S = \frac{1}{2} \left( \beta \frac{\partial}{\partial \beta} - 1 \right)|_{\beta = 2\pi} \left( - \log Z(\beta) \right) \]  

(53)

vanishes. It’s no surprise that in a theory with no local degrees of freedom there is no entanglement.

5.2 Covariant gauge

For a different perspective, which will be useful below when we treat gauge fields in higher dimensions, we consider Maxwell theory in covariant gauge. Of course we expect to obtain the same result, namely that the entropy vanishes. But in covariant gauge this will be due to a rather non-trivial cancellation between ghost and gauge degrees of freedom. Our main challenge in this section will be understanding the boundary conditions that make this cancellation possible. Since the boundary conditions described here will not be important in the rest of the paper, the reader who is satisfied that entanglement entropy vanishes in 2D Maxwell theory is invited to skip ahead to the next section.

We work on a two-dimensional Euclidean manifold with boundary. Locally near the boundary we choose coordinates so that \( ds^2 = dn^2 + dt^2 \) where \( \frac{\partial}{\partial n} \) is an inward-pointing normal vector and \( \frac{\partial}{\partial t} \) is tangent to the boundary. The covariant gauge-fixed action is

\[ S_E = \int_M d^2 x \sqrt{g} \left( \frac{1}{4} F^2 + \frac{1}{2} (\nabla_\mu A^\mu)^2 + i \partial_\mu b \partial^\mu c \right) + \int_{\partial M} dt A_t J^t \]  

(54)

We’ve included ghost fields \( b, c \) and introduced a conserved current \( J^t \) (really just a charge) on the boundary of the manifold. We fix boundary conditions that are compatible with the boundary current we have introduced, namely

\[ A_n|_{\partial M} = 0 \]
\[ F_{nt}|_{\partial M} = \partial_n A_t|_{\partial M} = J^t \]
\[ \partial_n b|_{\partial M} = \partial_n c|_{\partial M} = 0 \]  

(55)

In the literature these are variously known as absolute \[35\], electric \[36\] and type I \[37\] boundary conditions. To proceed we make a Hodge decomposition

\[ A = d\phi_L + *d\phi_T + A_H \]  

(56)
into longitudinal and transverse scalars $\phi_L, \phi_T$ plus a harmonic form $A_H$ that satisfies\footnote{Here $\delta = s d*$, not to be confused with the BRST variation $\delta_\alpha$ we introduce below. On a closed manifold a harmonic form would satisfy $d A_H = \delta A_H = 0$ but on a manifold with boundary \cite{57} is the best we can do.}

\begin{equation}
(d\delta + \delta d)A_H = 0, \quad \delta A_H = \nabla_\mu A_H^\mu = 0 \quad (57)
\end{equation}

The boundary conditions \cite{55} translate into

\begin{align}
\partial_n \phi_L |_{\partial M} &= 0 \quad (58) \\
\phi_T |_{\partial M} &= 0 \quad (59) \\
A_H n |_{\partial M} &= 0 \quad (60) \\
\partial_n A_H |_{\partial M} &= J^t \quad (61) \\
\partial_n b |_{\partial M} &= \partial_n c |_{\partial M} = 0 \quad (62)
\end{align}

To see that these are the appropriate conditions to impose, note that according to the Hodge decomposition \cite{56} the normal component of the gauge field $A_n$ and the field strength $F$ are given by

\begin{align}
A_n &= \partial_n \phi_L + \partial_t \phi_T + A_H n \\
F &= * \nabla^2 \phi_L + *dA_H
\end{align} \quad (63)

On the boundary the conditions \cite{58}, \cite{59}, \cite{60} make the first line vanish while the conditions \cite{59}, \cite{60}, \cite{61} ensure that $F_{nt}$ from the second line is equal to $J^t$. Thus the boundary conditions \cite{55} are satisfied.

It’s important that the boundary conditions we have imposed respect the BRST symmetry ($\alpha$ is a Grassmann parameter)

\begin{align}
\delta_\alpha A_\mu &= i\alpha \partial_\mu c \\
\delta_\alpha b &= \alpha \nabla_\mu A^\mu \\
\delta_\alpha c &= 0 \quad (64)
\end{align}

To see how this works, note that under BRST

\begin{align}
\delta_\alpha A_n &= i\alpha \partial_n c \\
\delta_\alpha F &= 0 \\
\delta_\alpha \partial_n b &= \alpha \partial_n \nabla^2 \phi_L \quad (65)
\end{align}

On the boundary the first line vanishes by the Neumann condition on $c$, the second line trivially vanishes, and the third line vanishes since $\phi_L$ and therefore $\nabla^2 \phi_L$ obey Neumann boundary conditions. So the boundary conditions \cite{55} are preserved by BRST.

With boundary conditions in place let’s analyze the one-loop determinants which arise in covariant gauge. We will return to consider the harmonic piece below. So leaving aside $A_H$, under the Hodge decomposition \cite{56} the vector wave operator becomes

\begin{equation}
(d\delta + \delta d) A = d \nabla^2 \phi_L + *d \nabla^2 \phi_T \quad (66)
\end{equation}
In place of $A_\mu$ we integrate over $\phi_L$ with Neumann boundary conditions and $\phi_T$ with Dirichlet boundary conditions. The Neumann boundary conditions on $\phi_L$ allow a zero mode; we suppress this zero mode on the grounds that a constant $\phi_L$ gives $A_\mu = 0$ and hence does not appear in the measure for integrating over $A_\mu$. The ghosts obey Neumann boundary conditions with zero modes which we likewise suppress. Thus the one-loop determinants are

$$\det^{\prime-1/2}(-\nabla_N^2) \det^{-1/2}(-\nabla_D^2) \det^{\prime}(-\nabla_N^2)$$

arising from $\phi_L$, $\phi_T$ and the ghosts, respectively. The cancellation is not obvious unless the Dirichlet and Neumann Laplacians $\nabla_D^2$, $\nabla_N^2$ happen to be (aside from the zero mode) isospectral. Fortunately the hourglass geometry is conformal to a cylinder and on a cylinder the Dirichlet and Neumann Laplacians are isospectral. This makes it seem the determinants should cancel. One should still worry about the conformal transformation from the hourglass to the cylinder. But this is a local change in integration measure which, as discussed in [31], produces a Liouville action that doesn’t affect the entropy. So for our purposes the fluctuation determinants cancel.

We still have to treat the harmonic part of the gauge field. We do this explicitly on the hourglass geometry

$$ds^2 = dx^2 + (r_\epsilon(x))^2 d\theta^2 \quad -L < x < L, \quad \theta \approx \theta + \beta$$

where we have introduced $L$ as an infrared cutoff. As in (49) we place a charge $+Q$ on the left boundary and $-Q$ on the right boundary. The harmonic gauge field is then

$$A_{Hx} = 0$$
$$A_{H\theta} = \text{const.} + Q \int_0^x dx' r_\epsilon(x')$$

with corresponding field strength

$$F = dA_H = Qr_\epsilon(x) dx \wedge d\theta$$

This satisfies the harmonic condition $(d\delta + \delta d)A_H = 0$, $\delta A_H = 0$ or equivalently $\nabla_\mu F^{\mu\nu} = 0$, $\nabla_\mu A_H^{\mu} = 0$ as well as the boundary conditions (60), (61). The constant term in (69) corresponds to a Polyakov loop that won’t be important for our purposes. The Euclidean action is

$$S_E = \frac{1}{2} \beta Q^2 \int_{-L}^{L} dx' r_\epsilon(x') + \beta Q^2 \int_{0}^{L-x} dx' r_\epsilon(x') - \beta Q^2 \int_{0}^{L} dx' r_\epsilon(x')$$

arising from the bulk, left boundary and right boundary, respectively. In total we have

$$S_E = -\frac{1}{2} \beta Q^2 \int_{-L}^{L} dx' r_\epsilon(x')$$
$$\to -\frac{1}{2} \beta Q^2 L^2 \quad \text{as} \ \epsilon \to 0$$

---

8Explicitly the Dirichlet and Neumann modes on a cylinder are related by $\sin \leftrightarrow \cos$.
9Intuitively the change in integration measure, being local, shifts the effective action by a term proportional to $\beta$ and hence does not affect the entropy.
One final subtlety is that $Q$ here is the Euclidean charge which couples to $A_\theta$. To relate it to the charge in Lorentzian signature we must Wick rotate $Q^2 \rightarrow -Q^2$. After this replacement we have
\[ Z(\beta) = e^{-S_E} = e^{-\beta Q^2 L^2 / 2} \] (73)
in agreement with [52].

6 Scalar fields in higher dimensions

We now turn to theories in higher dimensions. In this section we treat scalar fields with mass parameter $m$ and non-minimal coupling parameter $\xi$. We introduce $d-2$ additional transverse dimensions which we compactify on a torus of size $L_1 \times \cdots \times L_{d-2}$. Our goal is to study the dependence of the entropy on all of these parameters.

To do this efficiently it’s convenient to introduce a Schwinger proper-time representation for the partition function. We will calculate the entropy while keeping in place a short-distance cutoff on proper time, $s_{\text{min}} = 1/\Lambda^2$. This cutoff regulates UV divergences and will allow us to take the singular limit of the hourglass geometry, $\epsilon \rightarrow 0$, in which the hourglass reduces to a double cone. (The singular limit can be seen by reversing the arrow in Fig. 1.) The singular limit with a proper time cutoff provides a convenient way to package the dependence on the various parameters in the problem. We should say in advance that there are no physical surprises in the results. For example we find that, as expected, the entropy has a leading power-law UV divergence proportional to the volume of the transverse torus. But we do find an interesting mathematical connection, that the entropy is proportional to the late-time behavior of the heat kernel on an hourglass geometry.

We start from the Euclidean action
\[ S = \int d^d x \sqrt{g} \left( \frac{1}{2} g^{\mu\nu} \partial_{\mu} \phi \partial_{\nu} \phi + \frac{1}{2} \xi R \phi^2 + \frac{1}{2} m^2 \phi^2 \right) \] (74)
with metric
\[ ds^2 = \frac{dx^2 + (r_\epsilon(x))^2 d\theta^2 + dz_1^2 + \cdots + dz_{d-2}^2}{ds_d^2} \] (75)
\[ -\infty < x < \infty, \quad \theta \approx \theta + \beta, \quad z_i \approx z_i + L_i \]
This describes a two-dimensional hourglass regulated by $\epsilon$, times a transverse torus of volume $\text{vol}_\perp = L_1 \cdots L_{d-2}$. An explicit choice is $r_\epsilon(x) = \sqrt{x^2 + \epsilon^2}$ but this is not essential to the results.

In a proper-time representation we have
\[ -\log Z = -\frac{1}{2} \int_{1/\Lambda^2}^{\infty} \frac{ds}{s} \text{Tr} e^{-s(-\nabla^2 + \xi R + m^2)} \] (76)
Here Λ plays the role of a UV cutoff. In short order this will allow us to simplify the geometry by sending $\epsilon \to 0$. The mass acts as an IR cutoff. Strictly speaking we need such a cutoff because, although the torus cuts off IR divergences in the transverse directions, there are also IR divergences on the hourglass.

The heat kernel appearing in (76) $K(s) = \text{Tr} e^{-s(-\nabla^2 + \xi R + m^2)}$ can be decomposed as

$$K(s) = K_2(s)K_{d-2}(s) \quad (77)$$

where

$$K_2(s) = \text{Tr} e^{-s(-\nabla_2^2 + \xi R)} \quad \text{heat kernel on hourglass}$$

$$K_{d-2}(s) = \text{Tr} e^{-s(-\nabla_{d-2}^2)} \quad \text{heat kernel on transverse torus} \quad (78)$$

The torus heat kernel is well known. Its leading behavior at large volume (or small $s$) is

$$K_{d-2}(s) = \frac{\text{vol}_\perp}{(4\pi s)^{(d-2)/2}} \text{ at large volume} \quad (79)$$

This large-volume behavior is quite universal and would hold for any transverse geometry. Here we focus on the large-volume behavior of the entropy. We also focus on the leading UV divergence. This means we can set $m = 0$ so that

$$-\log Z = -\frac{1}{2} \int_{1/\Lambda^2}^\infty \frac{ds}{s} \frac{\text{vol}_\perp}{(4\pi s)^{(d-2)/2}} K_2(s) \quad (80)$$

Corrections to this result, involving finite-mass and finite-volume effects, are analyzed in appendix B.

The next challenge is to analyze $K_2(s)$. This turns out to be surprisingly easy. Setting $x = \epsilon \sinh y$ as in (32) we have

$$ds_2^2 = \epsilon^2 \cosh^2 y \left(dy^2 + d\theta^2\right) = \epsilon^2 \tilde{ds}_2^2 \quad (81)$$

Note that $\epsilon$ only enters as an overall conformal factor, so the Laplacians are related by

$$\nabla_2^2 = \frac{1}{\epsilon^2} \tilde{\nabla}_2^2 \quad (82)$$

and the heat kernels are related by

$$K_2(s) = \tilde{K}_2(s/\epsilon^2) \quad (83)$$

Thus sending $\epsilon \to 0$ in (80) gives

$$-\log Z = -\frac{1}{2} \int_{1/\Lambda^2}^\infty \frac{ds}{s} \frac{\text{vol}_\perp}{(4\pi s)^{(d-2)/2}} \tilde{K}_2(\infty) \quad (84)$$
We have the somewhat surprising result that \( \log Z \) is proportional to the late-time behavior of the heat kernel on a unit hourglass (\( \epsilon = 1 \)).

Although the short-time behavior is more familiar, we are able to obtain the late-time behavior of \( \tilde{K}_2(s) \) from the following observation. The result (84) holds in any number of dimensions, in particular in \( d = 2 \). Restoring the mass to serve as an IR cutoff, in two dimensions we have

\[
-\log Z = -\frac{1}{2} \int_1^{\infty} \frac{ds}{s} e^{-sm^2} \tilde{K}_2(\infty) = \left( \log \frac{m}{\Lambda} + \text{finite} \right) \tilde{K}_2(\infty)
\]

Comparing the (universal) coefficient of the log divergence to our previous result (39) we identify\[10\]

\[
\tilde{K}_2(\infty) = \frac{\pi}{3\beta}
\]

It would be interesting to recover this result directly from an analysis of the spectrum of the hourglass Laplacian. Note that, as shown in section 4, this result is independent of the non-minimal coupling \( \xi \).

With this in hand the rest of the calculation is immediate. From (84) we have

\[
-\log Z = -\frac{\pi}{3\beta} \frac{\text{vol}_1 \Lambda^{d-2}}{(d-2)(4\pi)^{(d-2)/2}}
\]

and

\[
S_{\text{scalar}} = \frac{1}{2} \left( \frac{\beta}{\partial \beta} - 1 \right) \bigg|_{\beta = 2\pi} \left( -\log Z(\beta) \right) = \frac{1}{6} \frac{\text{vol}_1 \Lambda^{d-2}}{(d-2)(4\pi)^{(d-2)/2}} \quad (89)
\]

7 Maxwell in higher dimensions

Finally we consider a Maxwell field in higher dimensions. In covariant gauge the Euclidean action is

\[
S = \int d^d x \sqrt{g} \left( \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \frac{1}{2} (\nabla_{\mu} A^{\mu})^2 + i \partial_{\mu} b \partial^\mu c \right)
\]

\[10\]As in footnote 9, this argument could miss terms arising from the path integral measure that are proportional to \( \beta \) and do not affect the entropy.
As in the scalar case we work on the geometry (75) which is a product of an hourglass and a transverse torus.

\[ ds^2 = dx^2 + (r_\epsilon(x))^2 d\theta^2 + dz_1^2 + \cdots + dz_{d-2}^2 \]

\[-\infty < x < \infty, \quad \theta \approx \theta + \beta, \quad z_i \approx z_i + L_i \]

It’s convenient to break \( x^\mu \) up into coordinates \( x^{\alpha} = (x, \theta) \) on the hourglass and coordinates \( x^i = z^i \) on the torus. The gauge field has polarizations \( A_\alpha \) tangent to the hourglass and polarizations \( A_i \) tangent to the torus. Integrating by parts the action decomposes as

\[ S = \int d^d x \sqrt{g} \left[ \frac{1}{2} A^{(\alpha} (-g_{\alpha\beta} \nabla_\mu \nabla^\mu + R_{\alpha\beta}) A^{\beta)} + \frac{1}{2} A^i (-\delta^{ij} \nabla_\mu \nabla^\mu) A^j - ib \nabla_\mu \nabla^\mu c \right] \]

The partition function is then

\[ -\log Z = -\frac{1}{2} \int_{1/\Lambda^2}^{\infty} \frac{ds}{s} \left( \text{Tr} e^{-s(-g_{\alpha\beta} \nabla_\mu \nabla^\mu + R_{\alpha\beta})} + \text{Tr} e^{-s(-\delta^{ij} \nabla_\mu \nabla^\mu)} \right) \]

\[ + \int_{1/\Lambda^2}^{\infty} \frac{ds}{s} \text{Tr} e^{-s(-\nabla_\mu \nabla^\mu)} \]

As in (77) the heat kernels in this expression factorize, and the torus polarizations make the same contribution as \( d - 2 \) scalars. Thus

\[ -\log Z = -\frac{1}{2} \int_{1/\Lambda^2}^{\infty} \frac{ds}{s} \left( K_2^{\text{vector}}(s) K_{d-2}^{\text{scalar}}(s) + (d - 2) K_d^{\text{scalar}}(s) \right) \]

\[ + \int_{1/\Lambda^2}^{\infty} \frac{ds}{s} K_2^{\text{scalar}}(s) K_{d-2}^{\text{scalar}}(s) \]

In section 5.2 we showed that the Maxwell entropy vanishes in two dimensions. This means that as far as the entropy is concerned the first and third terms cancel and we’re left with the entropy of \( d - 2 \) scalar fields. From (89) we have

\[ S_{\text{Maxwell}} = \frac{1}{6} \frac{\text{vol}_d}{(4\pi)^{(d-2)/2}} \]

8 Conclusions

In this paper we have explored a prescription for defining entanglement entropy in quantum field theory. There are two broad perspectives one can take on the prescription.

From a canonical or thermal perspective, the prescription avoids any factoring of the Hilbert space. Instead the entropy is defined in terms of the full Hilbert space and has a
straightforward state-counting interpretation, as half of the von Neumann entropy of the density matrix \( \rho \).

\[
\rho_\epsilon = \frac{1}{Z_\epsilon(\beta)} e^{-\beta V_\epsilon}
\]

(96)

This density matrix has a thermal interpretation, corresponding to the position-dependent proper temperature \( T_{\text{proper}}(x) = \frac{1}{\beta r_\epsilon(x)} \).

(97)

From a covariant or path integral perspective the entropy can be obtained from the partition function on the product of an hourglass geometry with a transverse space. This provides a powerful calculational tool which is most effective when taking the singular limit of the hourglass geometry \( \epsilon \to 0 \) with a proper time cutoff in place. Rather curiously the overall coefficient in the entropy is related to the late-time behavior of the heat kernel on a unit hourglass.

In relating these two perspectives it’s important that (just like an ordinary thermal system) the hourglass has a freely-acting Killing vector \( \frac{\partial}{\partial \theta} \). This means local geometric quantities such as the curvature will be independent of \( \theta \) and local terms in the effective action will be proportional to \( \beta \). As in footnote 9 such terms can shift the energy \( E = \frac{\partial}{\partial \beta}(-\log Z) \) but don’t contribute to the entropy. Instead, just as in an ordinary thermal system, only worldlines which wind around the Euclidean time direction contribute to the entropy. This stands in contrast to the prescription mentioned in the introduction, of putting the field theory on a cone and varying with respect to the deficit angle. The Killing vector on a cone has a fixed point. This means local terms in the effective action can, and in the case of the Einstein-Hilbert term do, contribute to the entropy [38].

To conclude, let us mention a few directions for future work.

- The leading divergence of the entropy can be thought of as counting degrees of freedom per unit area. For example for a scalar field from \( (89) \) we have

\[
\frac{S_{\text{vol}_\perp}}{6(d-2)(4\pi)^{(d-2)/2}} = \frac{\Lambda^{d-2}}{6(d-2)(4\pi)^{(d-2)/2}}
\]

(98)

We expect that this quantity should be positive in any unitary theory. Intuitively it should decrease under RG flow. Does it satisfy a c-theorem?

- We have restricted our attention to planar entangling surfaces. It would be interesting to consider other possibilities. For a generic entangling surface in even dimensions it’s reasonable to expect a log divergent term in the entanglement entropy. It would be interesting to calculate the coefficient of the log for a spherical entangling surface in 3+1 and compare to the results of [13].
• In a holographic setting one could in principle use the hourglass prescription to calculate entanglement in the boundary theory. Can one identify the bulk dual of this calculation, say along the lines of [39]?
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A WKB for scalar fields

We first consider a minimally-coupled scalar field. The WKB quantization condition for the Schrodinger problem (36) is

$$2 \int_{0}^{\cosh^{-1}(\omega/m\epsilon)} dy \sqrt{\omega^2 - m^2 \epsilon^2 \cosh^2 y} = \left( n + \frac{1}{2} \right) \pi$$

Setting $u = \frac{m\epsilon}{\omega} \cosh y$, $a = \frac{m\epsilon}{\omega}$ this becomes

$$n + \frac{1}{2} = \frac{2\omega}{\pi} \int_{a}^{1} du \sqrt{\frac{1 - u^2}{u^2 - a^2}} \tag{100}$$

The integral can be evaluated as the difference of two complete elliptic integrals and can be expanded for small $a$.

$$\int_{a}^{1} du \sqrt{\frac{1 - u^2}{u^2 - a^2}} = K(\sqrt{1 - a^2}) - E(\sqrt{1 - a^2})$$

$$= \log \frac{1}{a} + \log 4 - 1 + \mathcal{O}(a^2) \tag{101}$$

Thus the leading behavior of $n(\omega)$ for small $a$ is

$$n(\omega) = \frac{2\omega}{\pi} \log \frac{\omega}{m\epsilon} \tag{102}$$

The same leading behavior was obtained from the particle-in-a-box approximation in (38).

Next we consider scalar fields with non-minimal couplings. For the potential (45) the WKB quantization condition becomes

$$n + \frac{1}{2} = \frac{2\omega}{\pi} \int_{\max(a,u)}^{u_+} du \sqrt{\frac{(u_+^2 - u^2)(u^2 - u_-^2)}{u^2 - a^2}} \tag{103}$$
The variables $u$, $a$ are defined as above and the turning points are at

\[ u^2 = \frac{1}{4} \pm \frac{1}{2} \sqrt{1 - \frac{8\xi a^2}{\omega^2}} \quad (104) \]

($u_-$ is only a turning point if $u_- > a$). Note that when $a$ is small $u_- \approx \sqrt{2\xi} a$.

To evaluate the integral in (103) for small $a$ with $u_- \sim a$ we introduce a parameter $z$ with $a \ll z \ll u_+$. (A systematic choice is $z \sim \sqrt{a}$.) We break the integral into two regions,

\[ I = I_1 + I_2 \]

where

\[ I_1 = \int_{\max(a,u_-)}^{z} \frac{du}{u} \sqrt{\frac{(u^2 - u^2)(u^2 - u^2_+)}{u^2 - a^2}} \]

\[ I_2 = \int_{z}^{u^+} \frac{du}{u} \sqrt{\frac{(u^2 - u^2)(u^2 - u^2_+)}{u^2 - a^2}} \quad (105) \]

For small $a$ we can approximate

\[ I_1 \approx u_+ \int_{\max(a,u_-)}^{z} \frac{du}{u} \sqrt{\frac{u^2 - u^2_+}{u^2 - a^2}} \]

\[ I_2 \approx \int_{z}^{u^+} \frac{du}{u} \sqrt{u^2_+ - u^2} \quad (106) \]

These integrals can be evaluated to obtain\(^{11}\)

\[ I = \log \frac{1}{a} + \log 4 - 1 - \frac{1}{4} \left( 1 - \frac{\sqrt{2\xi}}{\omega} \right) \log \left( 1 - \frac{\sqrt{2\xi}}{\omega} \right)^2 - \frac{1}{4} \left( 1 + \frac{\sqrt{2\xi}}{\omega} \right) \log \left( 1 + \frac{\sqrt{2\xi}}{\omega} \right)^2 \]

\[ + \text{ (terms which vanish as } a \to 0) \quad (107) \]

Note that the non-minimal coupling only appears in the finite terms. So for a non-minimal scalar the leading behavior of $n(\omega)$ is still given by (102).

### B Finite mass and volume effects

In this appendix we revisit the expression for a scalar field given in (76).

\[- \log Z = -\frac{1}{2} \int_{1/A^2}^{\infty} \frac{ds}{s} \text{Tr} e^{-s(-\nabla^2 + \xi R + m^2)} \quad (108)\]

\(^{11}\)There are two possible lower limits, $a$ and $u_-$, but the result (107) is correct for both possibilities.
The leading UV divergent contribution to the entropy, given in (89), is extensive in the volume of the transverse torus and is insensitive to the mass. Our goal here is to understand corrections to this leading behavior arising from finite-mass and finite-volume effects.

Thanks to the factorization (77), the rescaling (83) and the late-time behavior (87) we have

\[- \log Z = - \frac{\pi}{6\beta} \int_{1/\Lambda^2}^{\infty} \frac{ds}{s} e^{-sm^2} K_{d-2}(s) \] (109)

The heat kernel for the transverse torus is

\[ K_{d-2}(s) = K(s, L_1) \cdots K(s, L_{d-2}) \] (110)

where the heat kernel for a circle (a periodic dimension of size \(L\)) can be written as a sum over momentum modes.

\[ K(s, L) = \sum_{n=-\infty}^{\infty} e^{-s(2\pi n/L)^2} \] (111)

By Poisson resummation this can be written as a sum over winding modes.

\[ K(s, L) = \frac{L}{\sqrt{4\pi s}} \sum_{n=-\infty}^{\infty} e^{-L^2n^2/4s} \] (112)

Here \(n\) is the number of times the particle worldline wraps around the circle. This winding form will be more useful for our purposes.

We begin by considering corrections due to finite mass. To do this we keep the UV cutoff \(\Lambda\) in place and hold the mass fixed but take the torus to be large, \(L_i \to \infty\) for all \(i\). Then only the zero-winding modes in (112) contribute and we have

\[- \log Z = - \frac{\pi}{6\beta} \frac{\text{vol}_\perp}{(4\pi)^{(d-2)/2}} I_d \] (113)

where

\[ I_d = \int_{1/\Lambda^2}^{\infty} \frac{ds}{s^{d/2}} e^{-sm^2} \] (114)

It’s straightforward to expand \(I_d\) in powers of \(m/\Lambda\), as illustrated in table I. The entropy

\[ \frac{1}{2} (\beta \partial_\beta - 1) |_{\beta=2\pi} (- \log Z) \]

is given by

\[ S = \frac{1}{12} \frac{\text{vol}_\perp}{(4\pi)^{(d-2)/2}} I_d \] (115)

As expected the entropy is extensive in the volume of the torus, with a leading divergence \(\sim \Lambda^{d-2}\) and a series of corrections suppressed by powers of \(m/\Lambda\).

\footnote{Note that the late-time behavior is completely insensitive to the non-minimal coupling parameter \(\xi\).}
\[
\begin{array}{|c|c|}
\hline
\text{d} & I_d \\
\hline
2 & 2 \log \frac{\Lambda}{m} - \gamma \\
3 & 2\Lambda - 2\sqrt{\pi}m \\
4 & \Lambda^2 - 2m^2 \log \frac{\Lambda}{m} + (\gamma - 1)m^2 \\
5 & \frac{2}{3}\Lambda^3 - 2\Lambda m^2 + \frac{4}{3}\sqrt{\pi}m^3 \\
6 & \frac{1}{2}\Lambda^4 - \Lambda^2 m^2 + m^4 \log \frac{\Lambda}{m} + \left(\frac{3}{4} - \frac{\gamma}{2}\right)m^4 \\
\hline
\end{array}
\]

Table 1: \(I_d\) in various dimensions, neglecting terms which vanish as \(\Lambda \to \infty\).

Now let’s consider corrections due to finite-volume effects. That is, we consider terms in \((112)\) with non-zero winding. Since these terms are exponentially suppressed at small \(s\) they are UV finite which means we can send \(\Lambda \to \infty\). For concreteness we set \(d = 3\), meaning a single circle of size \(L\), and find the winding contribution

\[
-\log Z_{\text{winding}} = -\frac{\pi}{6\beta} \int_0^\infty ds \frac{ds}{s} e^{-sm^2} \frac{L}{\sqrt{\pi s}} \sum_{n=1}^\infty e^{-n^2L^2/4s} \tag{116}
\]

The integral and sum are straightforward. Overall we find

\[
-\log Z_{d=3} = \text{(extensive result from (113))} + \frac{\pi}{3\beta} \log \left(1 - e^{-Lm}\right) \tag{117}
\]

As expected the winding contributions are exponentially suppressed at large \(Lm\). At small \(Lm\) there is a divergence \(\sim \log Lm\). This is nothing but the IR divergence associated with the hourglass. The same divergence is present in \(d = 2\) as can be seen in \((39)\). To make this connection precise note that the IR divergence arises from the \(n = 0\) term in the momentum sum \((111)\), and that setting \(n = 0\) in that sum is equivalent to dimensional reduction to \(d = 2\).
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