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Abstract: We introduce a notion of upper Green regular solutions to the Lax-Oleinik semi-group that is defined on the set of $C^0$ functions of a closed manifold via a Tonelli Lagrangian. Then we prove some weak $C^2$ convergence results to such a solution for a large class of approximated solutions as

1. the discounted solution (see [DFIZ16]);
2. the image of a $C^0$ function by the Lax-Oleinik semi-group;
3. the weak K.A.M. solutions for perturbed cohomology class.

This kind of convergence implies the convergence in measure of the second derivatives. Moreover, we provide an example that is not upper Green regular and to which we have $C^1$ convergence but not convergence in measure of the second derivatives.

1. Introduction

This article focuses on some weak solutions of the stationary Hamilton-Jacobi equation $H(\cdot, Du(\cdot)) = c$ on some closed manifold $M^{(d)}$. Classical solutions of this equation are generating functions of Lagrangian submanifolds that are invariant by the Hamiltonian flow, but it often happens that such classical solutions don’t exist.

The viscosity solutions were then introduced by P.-L. Lions and M.G. Crandall (see [CL83]) and provide generalizes solutions under very weak hypotheses for $H$. In 1997 and in a convex setting, A. Fathi proved his weak K.A.M. theorem (see [Fat97]) that provides weak K.A.M. solutions and also proved (see [Fat08]) that these solutions coincide with the viscosity solutions. The weak K.A.M. solutions are fixed points of the so-called Lax–Oleinik semi-group and Fathi proved in [Fat98] the convergence of the Lax–Oleinik
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semi-group to weak K.A.M. solutions in $C^0$-topology. As the approximated solutions that we use are not all $C^1$, let us explain what we mean by $C^1$ convergence in this case.

**Definition 1.** Let $(U_\mu)$ be a 1-parameter family of continuous real functions defined on $M$. Let $u \in C^1(M, \mathbb{R})$ be a $C^1$ function. The sequence $(U_\mu)$ $C^1$-converges to $u$ when $\mu$ tends to $\mu_0$ if $(U_\mu) \in C^0$ uniformly converges to $u$ and for every $\varepsilon > 0$, there exists a neighbourhood $N$ of $\mu_0$ such that for every $\mu \in N$, for every $q \in M$ where $U_\mu$ is differentiable, we have

$$\|Du(q) - DU_\mu(q)\| \leq \varepsilon.$$

Here we consider various problems of $C^1$ and $C^2$ convergence, that correspond to a convergence of graphs of discontinuous Lagrangian submanifolds of $T^*M$. Before our results, only results concerning the $C^0$-convergence and some partial results concerning $C^1$ convergence, [Arn05], were known.

We study the problem of the $C^1$ or $C^2$ convergence of approximated solutions for the Lax–Oleinik semi-group defined on a closed manifold $M$. More precisely, we will consider the following three problems:

1. the dependence of the weak K.A.M. solution on the cohomology class;
2. the convergence of the so-called discounted solution (see [DFIZ16]);
3. the convergence of the Lax–Oleinik semi-group to a weak K.A.M. solution.

The problem of $C^1$ convergence for Point (3) was partially solved in [Arn05]. The Dynamics that we will consider are Hamiltonian or conformally Hamiltonian on $T^*M$ and the associated Hamiltonians are all convex in the fiber, which means the following.

**Definition 2.** A $C^2$ function $H : (q, p) \in T^*M \mapsto H(q, p) \in \mathbb{R}$ is $C^2$-convex in the fiber direction if for every $x \in T^*M$, the Hessian in the fiber direction $\frac{\partial^2 H}{\partial p^2}(x)$, denoted by $H_{p,p}(x)$ for short, is positive definite as a quadratic form. The $C^2$ function $H$ is superlinear in the fiber direction if for any Riemannian metric on $M$, for any $A > 0$, there exists $B$ such that

$$\forall (q, p) \in T^*M, \quad H(q, p) \geq A\|p\| + B.$$ 

A Tonelli Hamiltonian is a function that is superlinear and $C^2$-convex in the fiber direction.

We will be interested in conformally Hamiltonian flows associated to a Tonelli Hamiltonian, defined by the following equations (see [MS17]) with $\lambda > 0$.

$$\frac{dq}{dt} = \frac{\partial H}{\partial p}(q, p) \quad \text{and} \quad \frac{dp}{dt} = -\frac{\partial H}{\partial q}(q, p) - \lambda p. \quad (1)$$

Observe that the case $\lambda = 0$ is the Hamiltonian case.

**Definition 3.** *(Hausdorff distance)* Let $(X, d)$ be a metric space. For any non-empty compact subsets $K_1, K_2$ of $X$, the Hausdorff distance between $K_1$ and $K_2$ is defined by

$$d_H(K_1, K_2) := \max\{\rho(K_1, K_2), \rho(K_2, K_1)\}$$

where $\rho(K_1, K_2) := \sup_{x \in K_1} d(x, K_2)$.

$^1$ We can have $\mu_0 = \infty$. 
Notation.

- Choosing a Riemannian metric, we will denote by \( d_H \) the associated Hausdorff distance in \( T^*M \);
- if \( \Lambda : N \subset M \to T^*M \) is a section of \( \pi : T^*M \to M \), its graph is denoted by
  \[ \mathcal{G}(\Lambda) = \{ (q, \Lambda(q)) : q \in N \} \subset T^*M \);
- at every \( x \in T^*M \), the vertical subspace at \( x \) is \( V(x) = \ker D\pi(x) \);
- if \( A \) is a subset of a topological space, we denote its closure by \( \overline{A} \).

Theorem 1. Let \( H : T^*M \to \mathbb{R} \) be a \( C^2 \) Tonelli Hamiltonian. Let \( (u_\lambda)_{\lambda \in [0, 1]} \) be the solutions to the associated discounted problem (see [DFIZ16]) and let \( u : M \to \mathbb{R} \) be their limit \( \lim_{\lambda \to 0^+} u_\lambda = u \). Then

\[ \lim_{\lambda \to 0^+} d_H(\mathcal{G}(Du_\lambda), \mathcal{G}(Du)) = 0. \]

Corollary 1. With the same hypotheses as in Theorem 1, if \( u \) is \( C^1 \), then \( u_\lambda \) \( C^1 \)-converges to \( u \) when \( \lambda \to 0^+ \).

To give a similar statement in the case of varying cohomology classes, we introduce some notations.

Notation. For every \( c \) in the linear space \( H^1(M, \mathbb{R}) \), we choose in a continuous way a smooth closed 1-form \( \eta_c \) with cohomology class \( c \). When \( M = \mathbb{T}^d \), we can identify \( H^1(\mathbb{T}^d, \mathbb{R}) \) with the set of constant 1-forms.

Theorem 2. Let \( H : T^*M \to \mathbb{R} \) be a \( C^2 \) Tonelli Hamiltonian. For every \( c \in H^1(M, \mathbb{R}) \), we consider the modified Lax–Oleinik semi-group \( (T_c^t)_{t \in \mathbb{R}^+} \) that corresponds to the closed 1-form \( \eta_c \), defined by

\[ T_c^t u(x) = \inf_{\gamma} \left\{ u(\gamma(-t)) + \int_{-t}^0 \left[ L(\gamma(s), \dot{\gamma}(s)) - \langle \eta_c, \dot{\gamma}(s) \rangle + \alpha(c) \right] ds \right\} \]

where the infimum is taken over all the absolutely continuous curves \( \gamma : [-t, 0] \to M \) such that \( \gamma(0) = x \). Assume that \( (u_c)_{c \in D} \) is a family of fixed points of \( (T_c^t) \) that uniformly converge to \( u \) when \( c \) tends to 0.

Then,

\[ \lim_{c \to 0} d_H(\mathcal{G}(\eta_c + Du_c), \mathcal{G}(\eta_0 + Du)) = 0. \]

Corollary 2. With the same hypotheses as in Theorem 2, if \( u \) is \( C^1 \), then \( u_c \) \( C^1 \)-converges to \( u \) when \( c \to 0 \).\(^4\)

\(^2\) See Definition 1 for the notion of \( C^1 \)-convergence for functions that are not \( C^1 \).
\(^3\) \( \alpha(c) \) is Mañé critical value for the cohomology class \( c \), see [Fat08].
\(^4\) See Definition 1 for the notion of \( C^1 \)-convergence for functions that are not \( C^1 \).
Remark.

1) When \((u_n)\) is a sequence of \(K\) semi-concave functions that uniformly converges to a function \(u\), then \(u\) is \(K\) semi-concave and the limsup of the enlarged pseudo-graphs \(\tilde{G}(D^+u_n) = \{(q, p); p \in D^+u(q)\}\) is contained in \(\tilde{G}(Du)\). But in general, there is no convergence of \((\tilde{G}(Du_n))\) to \(\tilde{G}(Du)\). This happens in our case because we consider viscosity solutions.

(2) We could give the following statement that summarizes Theorems 1 and 2.

Assume that \((c_n, \lambda_n) \in H^1(M, \mathbb{R}) \times \mathbb{R}_+\) converges to some \((c, \lambda)\) and that a sequence of fixed points \((u_n)\) of the semi-groups \((T_t^{c_n, \lambda_n})\) converge to a fixed point \(U_\infty\) of the semi-group \((T_t^{c, \lambda})\). Then we have

\[
\lim_{n \to \infty} d_H(\tilde{G}(\eta_{c_n} + Du_n), \tilde{G}(\eta_{c} + Du_\infty)) = 0.
\]

Note that for every \((c, \lambda) \in H^1(M, \mathbb{R}) \times \mathbb{R}_+\), the multi-parameter Lax–Oleinik \(T_t^{c, \lambda}\) acting on any continuous function \(u : M \to \mathbb{R}\) is defined by

\[
T_t^{c, \lambda}u(x) = \inf_\gamma \left\{ e^{-\lambda t} u(\gamma(-t)) + \int_{-t}^0 e^{\lambda s} [L(\gamma(s), \dot{\gamma}(s)) - \langle \eta_c, \dot{\gamma}(s) \rangle + \alpha(c)] ds \right\}
\]

where the infimum is taken over all the absolutely continuous curves \(\gamma : [-t, 0] \to M\) such that \(\gamma(0) = x\) and \(\eta_c\) is the closed 1-form.

We will now focus on the case of \(C^2\) topology when \(M = \mathbb{T}^d\) and the considered limit solution \(u\) satisfies some regularity assumption that we will detail.

For Dynamics that are defined with a Tonelli Hamiltonian, the pieces of orbit with no conjugate points play a special role; for example, in a Lagrangian setting, when their interval of definition is not a segment, they correspond to locally minimizing orbits.

Definition 4. Let \((\phi_t)_{t \in \mathbb{R}}\) be a flow on \(\mathbb{T}^d \times \mathbb{R}^d\).

- a piece of orbit \((\phi_t(x))_{t \in I}\) with interval \(I \subset \mathbb{R}\) has no conjugate points if \(\forall t \neq s \in I, (D\phi_{t-s} V(\phi_s(x))) \cap V(\phi_t(x)) = \{0\}\);

- for such a piece of orbit, for every \(s, t \in I\), we define

\[ G_{t-s}(\phi_t(x)) = D\phi_{t-s} V(\phi_s(x)) \]

For such a piece of orbit with no conjugate points, observe that all the Lagrangian subspaces \(G_{t-s}(\phi_t(x))\) with \(t \neq s\) are transverse to the vertical \(V(\phi_t(x))\) and then are graphs of some symmetric matrix in the usual coordinates.

Notations.

- We denote the set of symmetric matrices with size \(n\) by \(S_n\).
- Let \(G \subset T_x (\mathbb{T}^d \times \mathbb{R}^d)\) be a Lagrangian subspace that is transverse to the vertical subspace. Its height \(\mathcal{H}(G)\) is the symmetric matrix such that

\[ G = \{(\delta \theta, \mathcal{H}(G) \delta \theta) ; \delta \theta \in \mathbb{R}^d\}. \]

In fact, we will identify \(\mathcal{H}(G)\) with a quadratic form.

\[ 5 \text{ Here } D^+u(x) \text{ denotes the set of super-differentials of } u \text{ at } x, \text{ see Section 2 for the definition.} \]
The set of symmetric matrices is endowed with a natural order, the one of the corresponding quadratic forms. The following proposition is proved in [Arn08] for the Hamiltonian case and we will prove in Section 3 that it is also true for conformal Hamiltonian flows.

**Proposition 1.** If \((\varphi_t)_{t \in \mathbb{R}}\) is a conformal Hamiltonian flow on \(\mathbb{T}^d \times \mathbb{R}^d\) that is associated to a \(C^2\)-convex in the fiber Hamiltonian and if \((\varphi_t(x))_{t \in I}\) is a piece of orbit with no conjugate points, then

- if \(t \in I\), the map \(s \in (-\infty, t) \cap I \mapsto \mathcal{H}(G_{t-s}(\varphi_t(x)))\) is increasing and the map \(s \in (t, +\infty) \cap I \mapsto \mathcal{H}(G_{t-s}(\varphi_t(x)))\) is increasing;
- for every \(s_1 \in I \cap (-\infty, t)\) and \(s_2 \in (t, +\infty) \cap I\), then \(\mathcal{H}(G_{t-s_1}(\varphi_t(x))) > \mathcal{H}(G_{t-s_2}(\varphi_t(x)))\);
- when \(\inf I = -\infty\), the limit \(G_+(\varphi_t(x)) = \lim_{s \to -\infty} G_{t-s}(\varphi_t(x))\) exists and when \(\sup I = +\infty\), the limit \(G_-(\varphi_t(x)) = \lim_{s \to +\infty} G_{t-s}(\varphi_t(x))\) exists;
- when \(I = \mathbb{R}\), we have \(\mathcal{H}(G_-) \leq \mathcal{H}(G_+)\).

\(G_-\) and \(G_+\) are then called Green bundles.

As said before, we will consider some special weak K.A.M. solutions \(u : \mathbb{T}^d \to \mathbb{R}\) of some Hamiltonians. These solutions are always semi-concave,\(^6\) and then

- they are Lipschitz and Lebesgue almost everywhere differentiable by Rademacher Theorem (see [EG15]);
- if \(\theta_k \in \mathbb{T}^d\) converges to \(\theta\) and if \(p_k \in D^+u(\theta_k)\)\(^7\) converges to a vector \(p \in \mathbb{R}^d\), then \(p \in D^+u(\theta)\) (see [CS04]);\(^8\)
- by Alexandrov Theorem (see [NP06]), they admit a second derivative \(D^2u\) at Lebesgue almost every \(\theta \in \mathbb{T}^d\).

Let us give some precisions on Alexandrov Theorem, see [NP06] for proofs.

**Theorem.** (Alexandrov Theorem). Every concave function on \(\mathbb{R}^d\) is twice differentiable Lebesgue almost everywhere in the following sense.

The function \(f\) is twice differentiable at \(a\), with Hessian \(D^2f(a)\) in the set of symmetric positive \(d\)-dimensional matrices if \(Df(a)\) exists and if for every \(\varepsilon > 0\), there exists \(\delta > 0\) such that

\[
\|x - a\| < \delta \Rightarrow \sup_{p \in D^+f(x)} \|p - Df(a) - D^2f(a)(x - a)\| \leq \varepsilon \|x - a\|.
\]

Moreover, if \(a\) is such a point, then

\[
\lim_{h \to 0} \frac{f(a + h) - f(a) - Df(a)h - \frac{1}{2}D^2f(a)(h, h)}{\|h\|^2} = 0.
\]

It can be proved (see [Fat08]) that at every point \(\theta\) where the weak K.A.M. solution \(u\) is differentiable, the negative orbit \((\varphi_t(\theta, Du(\theta)))_{t \in \mathbb{R}}\) has no conjugate points and thus the Green bundle \(G_+(\theta, Du(\theta))\) exists.

\(^6\) See Section 2 for the definition.

\(^7\) See Section 2 for the notation.

\(^8\) Here \(D^+u(x)\) denotes the set of super-differentials of \(u\) at \(x\), see Section 2 for the definition.
**Definition 5.** A weak K.A.M. solution $u$ is **upper Green regular** if at Lebesgue almost every $\theta \in \mathbb{T}^d$, we have

$$\mathcal{H}(G_+(\theta, Du(\theta))) = D^2u(\theta).$$

A weak K.A.M. solution $u$ is **lower Green regular** if at Lebesgue almost every $\theta \in \mathbb{T}^d$, we have

$$\mathcal{H}(G_-(\theta, Du(\theta))) = D^2u(\theta).$$

We will prove in Section 4 that the following examples of restricted Dynamics to invariant $C^1$ Lagrangian graphs correspond to a $C^1$, upper and lower Green regular weak K.A.M. solution

- the restricted Dynamics is Lipschitz conjugated to the one of a rotation flow;
- the restricted Dynamics is Morse–Smale;
- the degree of freedom is $d = 2$.

In particular, the K.A.M. tori are graphs of derivatives of weak K.A.M. solutions that are upper and lower Green regular. Hence we can apply our results of convergence to the K.A.M. tori case.

We will now estimate a kind of $C^2$ distance between any $C^1$ and upper (resp. lower) Green regular weak K.A.M. solution and its approximated solutions. The quantity that we will estimate is described below.

**Notation.**

- We denote by $\text{Leb}$ the Lebesgue measure on $\mathbb{T}^d$.
- If $S$ is a symmetric matrix on $\mathbb{R}^d$, its norm is defined by

$$\|S\| = \sup_{v \in \mathbb{R}^d, \|v\|_2 = 1} |S(v, v)|$$

where $\|\cdot\|_2$ is the standard Euclidean norm on $\mathbb{R}^d$.
- Let $u, v : \mathbb{T}^d \to \mathbb{R}$ be two semi-concave functions. Then they admit a second derivative Lebesgue almost everywhere and we can define the following pseudo-distance

$$d_{2,1}(u, v) = \int_{\mathbb{T}^d} \|D^2u(\theta) - D^2v(\theta)\|d\text{Leb}(\theta).$$

Observe that $d_{2,1}$ is a pseudo-distance but not a distance. If $u - v$ is a non-zero constant, then $u \neq v$ but $d_{2,1}(u, v) = 0$.

**Theorem 3.** Let $H : \mathbb{T}^d \times \mathbb{R}^d \to \mathbb{R}$ be a $C^2$ Tonelli Hamiltonian. Let $(u_\lambda)_{\lambda \in (0,1]}$ be the solutions of the associated discounted problem and let $u : \mathbb{T}^d \to \mathbb{R}$ be their limit, i.e.

$$\lim_{\lambda \to 0^+} u_\lambda = u.$$ Then, if $u$ is $C^1$ and upper Green regular, $(u_\lambda) C^1$-converges to $u$ when $\lambda \to 0^+$ and $u$ is a weak K.A.M. solution that satisfies

$$\lim_{\lambda \to 0^+} d_{2,1}(u_\lambda, u) = 0.$$
Theorem 4. Let $H : \mathbb{T}^d \times \mathbb{R}^d \to \mathbb{R}$ be a $C^2$ Tonelli Hamiltonian with associated Lax–Oleinik semi-group $(T_t)_{t \geq 0}$. Let $u_0 \in C^0(\mathbb{T}^d, \mathbb{R})$ and let us use the notation $u_t = T_t u_0$ and $u = \lim_{t \to +\infty} u_t$. Then, if $u$ is $C^1$ and upper Green regular, $(T_t u_0)_{t \geq 0}$ $C^1$-converges to $u$ when $t \to +\infty$ and $u$ is a weak K.A.M. solution that satisfies
\[
\lim_{t \to +\infty} d_{2,1}(u_t, u) = 0.
\]

Theorem 5. Let $H : \mathbb{T}^d \times \mathbb{R}^d \to \mathbb{R}$ be a $C^2$ Tonelli Hamiltonian. For every $c \in \mathbb{R}^d$, we consider the modified Lax–Oleinik semi-group $(T^c_t)_{t \geq 0}$ that corresponds to the cohomology class $c$. Assume that $(u_c)_{c \in D}$ is a family of fixed points of $(T^c_t)$ that uniformly converge to $u$ when $c$ tends to $0$. Then, if $u$ is $C^1$ and upper Green regular, $(u_c)_{c}$ $C^1$-converges to $u$ when $c \to 0$ and $u$ is a weak K.A.M. solution that satisfies
\[
\lim_{c \to 0} d_{2,1}(u_c, u) = 0.
\]

In [Fat08], the symmetrical Lagrangian $\tilde{L}(q, v) = L(q, -v)$ is introduced and the symmetrical Lax–Oleinik semi-group is defined. More precisely, if we just here adopt the notation $(\tilde{T}_t)_{t > 0}$ for the Lax–Oleinik semi-group for $L$ and $(\tilde{T}^L_\lambda, \lambda t)_{t > 0}$ for the discounted semi-group for $L$, we define
\[
\begin{align*}
&\text{• the symmetrical Lax–Oleinik semi-group } (\tilde{T}_t^L)_{t > 0} \text{ is defined by } \tilde{T}_t^L u = -T_t^L (-u); \\
&\text{• the symmetrical discounted semi-group } (\tilde{T}^L_\lambda, \lambda t)_{t > 0} \text{ is defined by } \tilde{T}^L_\lambda, \lambda t u = -T^L_\lambda, \lambda t (-u).
\end{align*}
\]

Using its definition, we deduce easily for $C^1$ and lower Green regular solutions $u$ to the symmetrical semi-group the $d_{2,1}$ convergence of
\[
\begin{align*}
&\text{• the symmetrical discounted solutions; } \\
&\text{• the image of an initial condition by the symmetrical Lax–Oleinik semi-group; } \\
&\text{• the symmetrical solutions depending on the cohomology class.}
\end{align*}
\]

Remark.
\[
\begin{align*}
&\text{• For Theorems 3, 4 and 5, the fact that } M = \mathbb{T}^d \text{ is not fundamental. But to give some correct statements on any closed manifold, we would need to choose a “horizontal” subspace at any point by using a connection. We preferred to avoid this, but such a similar proof (in charts) could be given for any closed manifold. } \\
&\text{• Observe that this kind of convergence implies the convergence to 0 in (Lebesgue) measure of the } C^2 \text{-distances to the limit, for instance, in the case of Theorem 5, i.e. } \\
&\forall \varepsilon > 0, \lim_{c \to 0} \text{Leb} \left( \{ \theta \in \mathbb{T}^d ; \| D^2 u(\theta) - D^2 u_c(\theta) \| \geq \varepsilon \} \right) = 0.
\end{align*}
\]

In fact, we will see in the proof that this convergence in measure is an essential lemma (Lemma 3) to deduce our theorems.
\[
\begin{align*}
&\text{• We will see in Subsection 4.2 by providing some example that we cannot improve this convergence into a uniform one for the } C^2 \text{ pseudo-distance } d_{2,1}. \\
&\text{9 The existence of the limit is due to weak K.A.M. theorem, see [Fat08]. }
\end{align*}
\]
Moreover, we will build in Subsection 4.3 an example of a weak K.A.M. solution that is not upper Green regular nor lower Green regular and we will prove for this example that the conclusion of Theorem 4 is not valid. Note that for this example, we will not work on a torus $\mathbb{T}^d$.

We end this introduction by asking some question.

**Question.** Does there exist an example of weak K.A.M. solution that is $C^1$, upper Green regular but not lower Green regular?

1.1. Notations. As said before, $\pi : T^*M \to M$ is the canonical projection and the vertical subspace at $x \in T^*M$ is $V(x) = \ker D\pi(x)$.

We recall that if $q = (q_i)_{1 \leq i \leq d}$ are coordinates in $M$, we define dual coordinates $(p_i)_{1 \leq i \leq d}$ as follows: if $\eta$ is an element of $T^*_q M$, it can be written in the basis $(dq_1, \ldots, dq_d)$ as $\eta = \sum_{i=1}^d p_idq_i$, and then the coordinates of $\eta$ are $(q_1, \ldots, q_d, p_1, \ldots, p_d)$.

The usual symplectic form $\omega$ on $T^*M$ is chosen in such a way that all these coordinates are symplectic. In other words, we have in dual coordinates

$$\omega = \sum_{i=1}^d dq_i \wedge dp_i.$$ 

The manifolds $M$ and then $T^*M$ are endowed with a Riemannian metric and we denote by $B(x, r)$ the open ball with center $x$ and radius $r$.

1.2. Structure of the article.

- In section 2, we will establish some basic facts concerning the discounted equation;
- in section 3, we will establish some properties of the Green bundles;
- in section 4, we will provide different examples and counter-examples;
- in section 5, we will prove the results of $C^1$ convergence (Theorems 1 and 2 and Corollaries 1 and 2);
- in section 6, we will prove the results of $C^2$ convergence (Theorems 3, 4 and 5).

2. Basic Facts About Discounted Equation

2.1. Semi-concave functions.

**Definition 6.** A function $u : U \to \mathbb{R}$ defined on an open subset $U$ of $\mathbb{R}^d$ is semi-concave if there exists some constant $K \in \mathbb{R}$ such that

$$\forall x \in U, \exists p \in \mathbb{R}^d, \forall y \in U, u(y) \leq u(x) + p(y - x) + K \|y - x\|^2.$$ 

We also say that $u$ is $K$-semi-concave.

Then $p$ is a super-differential of $u$ at $x$ and we denote by $D^+u(x)$ the set of super-differentials of $u$ at $x$.

If $M$ is a closed manifold, we fix a finite atlas $\mathcal{A} = \{(\phi, V)\}$. A function $u : M \to \mathbb{R}$ is said to be $K$-semi-concave if every $u \circ \phi^{-1}$ is $K$-semi-concave and $p \in D^+u(x)$ means that $p \circ D\phi(x) \in D^+(u \circ \phi^{-1})(x)$. 

**
A good reference for semi-concave functions is [CS04]. We recall that a semi-concave function that is defined on an open subset of $\mathbb{R}^d$ is always locally the sum of a concave function and a smooth function. We recalled in the introduction the following properties of the semi-concave functions.

- They are Lipschitz and Lebesgue almost everywhere differentiable by Rademacher Theorem (see [EG15]);
- if $q_k \in M$ converges to $q$ and if $p_k \in D^+u(q_k)$ converges to some $p \in T^*M$, then $p \in D^+u(q)$ (see [CS04]);
- by Alexandrov Theorem (see [NP06]), they admit a second derivative $D^2u$ at Lebesgue almost every $q \in M$.

Let $H : T^*M \to \mathbb{R}$ be a $C^2$ Tonelli Hamiltonian and $L : TM \to \mathbb{R}$ be its associated Lagrangian via the Legendre transformation. The number $\alpha(c)$ is the Mañé critical value of the modified Hamiltonian $H(q, p + \eta_c(q))$.

**Definition 7.** A function $u \in C(M, \mathbb{R})$ is called a weak K.A.M. solution of negative type of Hamilton-Jacobi equation

$$H(x, Du(x)) = \alpha(0)$$

if

(i) for each continuous piecewise $C^1$ curve $\gamma : [t_1, t_2] \to M$ with $t_1 < t_2$, we have

$$u(\gamma(t_2)) - u(\gamma(t_1)) \leq \int_{t_1}^{t_2} [L(\gamma(s), \dot{\gamma}(s)) + \alpha(0)] ds;$$

(ii) for any $x \in M$, there exists a $C^1$ curve $\gamma : (-\infty, 0] \to M$ with $\gamma(0) = x$ such that for any $t \geq 0$, we have

$$u(x) - u(\gamma(-t)) = \int_{-t}^{0} [L(\gamma(s), \dot{\gamma}(s)) + \alpha(0)] ds.$$

A discounted version of (2) is the equation

$$\lambda u(x) + H(x, Du(x)) = \alpha(0)$$

where $\lambda > 0$. Note that the viscosity solution of (3) is unique and denoted by $u_\lambda$. We call $u_\lambda$ the discounted solutions of (2) and it can be represented by the following formula

$$u_\lambda(x) = \inf_{\gamma} \int_{-\infty}^{0} e^{\lambda s} [L(\gamma(s), \dot{\gamma}(s)) + \alpha(0)] ds, \quad \forall x \in M$$

where the infimum is taken over all absolutely continuous curves $\gamma : (-\infty, 0] \to M$ with $\gamma(0) = x$. 
2.2. Discounted dynamics. We assume that $H : T^*M \to \mathbb{R}$ is a Tonelli Hamiltonian. Let $L : TM \to \mathbb{R}$ be the Lagrangian associated to $H$.

We denote by $(\varphi^\lambda_t)$ the flow that solves Equation (1) that we recall:

$$\frac{dq}{dt} = \frac{\partial H}{\partial p}(q, p) \quad \text{and} \quad \frac{dp}{dt} = -\frac{\partial H}{\partial q}(q, p) - \lambda \ p.$$  

Recall that the Legendre map $L : T^*M \to TM$ is a diffeomorphism that is defined by

$$L(q, p) = (q, \frac{\partial H}{\partial p}(q, p))$$

and we have

$$L^{-1}(q, v) = (q, \frac{\partial L}{\partial v}(q, v)).$$

Then the flow $(f^\lambda_t) = (L \circ \varphi^\lambda_t \circ L^{-1})$ solves the discounted Euler–Lagrange equation

$$\frac{d}{dt} \left( \frac{\partial L}{\partial \gamma}(\gamma, \dot{\gamma}) \right) - \frac{\partial L}{\partial \dot{q}}(\gamma, \dot{\gamma}) + \lambda \frac{\partial L}{\partial v}(\gamma, \dot{\gamma}) = 0.$$  

(4)

For any $\lambda \in \mathbb{R}$ and $t > 0$, we define the following action on $M \times M$

$$a^\lambda_t(q_0, q_1) = \inf_{\gamma} \int_{-t}^{0} e^{\lambda s} \left[ L(\gamma(s), \dot{\gamma}(s)) + \alpha(0) \right] ds$$  

(5)

where the infimum is taken on all the absolutely continuous curves $\gamma : [-t, 0] \to M$ such that $\gamma(-t) = q_0$ and $\gamma(0) = q_1$.

Then the infimum in Equality (5) is a minimum and every $\gamma_0$ where this minimum is reached corresponds to a solution of the $\lambda$-discounted Euler–Lagrange equation, i.e. satisfies

$$\frac{d}{dt} \left( \frac{\partial L}{\partial \gamma}(\gamma_0, \dot{\gamma}_0) \right) - \frac{\partial L}{\partial \dot{q}}(\gamma_0, \dot{\gamma}_0) + \lambda \frac{\partial L}{\partial v}(\gamma_0, \dot{\gamma}_0) = 0.$$  

Then $\gamma_0$ is a minimizing curve and more generally, a curve $\gamma_0 : I \to M$ defined on some interval $I$ is minimizing if its restriction to every segment of $I$ is minimizing. The corresponding pieces of orbit for the Euler–Lagrange and Hamiltonian flows are said to be minimizing.

**Remark.** Observe that if we replace $L$ by $L$ plus a constant, we obtain exactly the same notion of minimizing orbit.

**Proposition 2.** Any minimizing curve that is defined on an interval that is not a segment has no conjugate points.

**Proof.** Observe that if we define $\tilde{L}(q, v, t) = e^{\lambda t} L(q, v)$, Equation (4) is nothing else than the classical Euler–Lagrange equation for the time-dependent Lagrangian $\tilde{L}$. For such an equation, it is well-known that along any minimizing piece of orbit that is defined on an interval that is not a segment, there are no conjugate points. Using Legendre map, there are also no conjugate points for the corresponding Hamiltonian piece of orbit. □
2.3. Discounted Lax–Oleinik semi-groups. Using methods similar to the ones used in [Ber08], it can be proved that

- every function \( a^λ_t \) is semi-concave;
- for every minimizing curve \( γ \) in (5), \(-e^{-λt} \frac{∂L}{∂v}(γ(−t), γ'(−t))\) is a super-differential of \( a^λ_t(−, γ(0)) \) at \( γ(−t) \) and \( \frac{∂L}{∂v} (γ(0), γ'(0)) \) is a super-differential of \( a^λ_t(γ(−t), ·) \) at \( γ(0) \);
- at \((q_0, q_1)\), \( a^λ_t \) admits a derivative with respect to the first variable if and only if it admits a derivative with respect to the second variable if and only if there is only one minimizing curve \( γ \) between \((−t, q_0)\) and \((0, q_1)\). Then in this case, we have

\[
\frac{∂a^λ_t}{∂q_0} (q_0, q_1) = -e^{-λt} \frac{∂L}{∂v}(γ(−t), γ'(−t)) \quad \text{and} \quad \frac{∂a^λ_t}{∂q_1} (q_0, q_1) = \frac{∂L}{∂v} (γ(0), γ'(0)).
\]

The discounted Lax–Oleinik semi-group \((T^λ_t)_{t>0}\) is defined on the set of continuous functions \( u : M → \mathbb{R} \) by

\[
T^λ_t u(q) = \inf_γ \left( e^{-λt} u(γ(−t)) + \int_{−t}^0 e^{λs} [L(γ(s), γ'(s)) + α(0)] \, ds \right), \quad (6)
\]

where the infimum is taken on all the absolutely continuous curves \( γ : [−t, 0] → M \) such that \( γ(0) = q \). Then \( T^λ_t u \) is semi-concave for any \( t > 0 \). This infimum is always a minimum and when \( γ : [−t, 0] → M \) is minimizing in Equation (6), then \( γ \) is a solution for (4), \( \frac{∂L}{∂v} (γ(−t), γ'(−t)) \) is a sub-differential of \( u \) at \( γ(−t) \) and \( \frac{∂L}{∂v} (γ(0), γ'(0)) \) is a super-differential of \( T^λ_t u \) at \( γ(0) \).

Moreover, when \( u \) is semi-concave, then \( u \) is differentiable at \( γ(−t) \). In this case, we have

\[
φ^λ_t (γ(−t), Du(γ(−t))) = (q, ∂L/∂v(γ(0), γ'(0))) ∈ \mathcal{G}(DT^λ_t u). \quad (7)
\]

As every \( T^λ_t u \) is semi-concave, it is Lipschitz and differentiable on a subset \( \mathcal{D} ⊂ M \) that has full Lebesgue measure. Then if \( q_0 ∈ \mathcal{D} \), there is only one minimizing curve in Equality (6), that is given by \( γ(s) = π ◦ φ^λ_s(q_0, DT^λ_t u(q_0)) \) for any \( s ∈ [−t, 0] \).

Because \( u \) is semi-concave, \((q_s, p_s)_{s∈[−t,0]} = (φ^λ_s(q_0, DT^λ_t u(q_0)))_{s∈[−t,0]} \) is a piece of orbit for the discounted Hamiltonian flow that joins a point of \( \mathcal{G}(Du) \) to a point of \( \mathcal{G}(DT^λ_t u) \) and then

- for every \( s ∈ [−t, 0] \), \( T^λ_{t+s} u \) is differentiable at \( q_s = γ(s) \);
- for every \( s ∈ [−t, 0] \),

\[(q_s, p_s) ∈ \mathcal{G}(DT^λ_{t+s} u) ⊂ φ^λ_{t+s}(\mathcal{G}(Du)).\]

Observe that this implies that

\[
\mathcal{G}(DT^λ_t u) ⊂ φ^λ_t(\mathcal{G}(Du)). \quad (8)
\]
2.4. A priori compactness results.

**Proposition 3.** (A priori compactness). Let $L$ be a Tonelli Lagrangian, $\lambda > 0$ and $t > 0$. There exist a neighborhood $N$ of $(L, \lambda)$ in the compact-open $C^2$ topology and a compact set $\mathcal{K}_t \subset TM$ such that if $(L', \lambda') \in N$ with $L'$ Tonelli and $\lambda' > 0$ and if $\gamma : [-t, 0] \to M$ is a minimizing orbit for $(L', \lambda')$, then

$$(\gamma(s), \dot{\gamma}(s)) \in \mathcal{K}_t \quad \forall s \in [-t, 0].$$

**Proof.** We fix $\varepsilon > 0$.

Step 1. Fix a Riemannian metric $g$ on $M$ and $t > 0$. Let $\gamma_{q_0, q_1} : [-t, 0] \to M$ be a geodesic for the metric $g$ joining $q_0$ and $q_1$. We have

$$\|\dot{\gamma}_{q_0, q_1}(s)\|_{\gamma_{q_0, q_1}(s)} = \frac{d(q_0, q_1)}{t} \quad s \in [-t, 0].$$

Consequently, the compact set

$$\mathcal{K} = \{(q, v) \in TM : \|v\| \leq \frac{\text{diam}(M)}{t}\}$$

contains all the points $(\gamma_{q_0, q_1}(s), \dot{\gamma}_{q_0, q_1}(s))$ for $s \in [-t, 0]$.

Let $M_L := \max \{\max_{\mathcal{K}} L(q, v), 0\}$.

$$a^L(q_0, q_1) = \inf_{\eta} \int_{-t}^{0} e^{\lambda s} L(\eta(s), \dot{\eta}(s)) ds$$

$$\leq \int_{-t}^{0} e^{\lambda s} L(\gamma_{q_0, q_1}(s), \dot{\gamma}_{q_0, q_1}(s)) ds$$

$$\leq \int_{-t}^{0} e^{\lambda s} M_L ds \leq M_L t$$

where the infimum is taken over all the absolutely continuous curves $\eta : [-t, 0] \to M$ such that $\eta(-t) = q_0$ and $\eta(0) = q_1$.

By the superlinearity of $L$, there exists $R > 2\frac{\text{diam}(M)}{t}$ such that if $\|v\| \geq R$ we have

$$L(q, v) \geq (M_L + \varepsilon)(1 + e^{(\lambda + \varepsilon)t}) + \varepsilon.$$

We introduce the notation

$$\mathcal{K}_1 = \{(q, v) \in TM : \|v\| \leq R\}.$$

Step 2. We consider any Tonelli Lagrangian $L'$ satisfying $\|L' - L\|_{C^2, \mathcal{K}_1} \leq \varepsilon$ and any $\lambda' > 0$ satisfying $|\lambda' - \lambda| \leq \varepsilon$.

We deduce from the definition of $R$ and $\mathcal{K}_1$ and the inequality that $\|L' - L\|_{C^2, \mathcal{K}_1} \leq \varepsilon$ that if $\|v\| = R$, we have

$$L'(q, v) \geq (M_L + \varepsilon)(1 + e^{(\lambda + \varepsilon)t}).$$

For every $(q, v) \in TM$ with $\|v\| > R$, let $w = R \frac{v}{\|v\|}$. By the convexity of $L'$, we have

$$L'(q, w) \leq (1 - \frac{R}{\|v\|})L'(q, 0) + \frac{R}{\|v\|} L'(q, v).$$
So
\[
L'(q, v) \geq \frac{\|v\|}{R} L'(q, w) - \left( \frac{\|v\|}{R} - 1 \right) L'(q, 0)
\]

\[
\geq \frac{\|v\|}{R} (M_L + \varepsilon)(1 + e^{(\lambda + \varepsilon)t}) - \left( \frac{\|v\|}{R} - 1 \right)(M_L + \varepsilon)
\]

\[
= \frac{\|v\|}{R} (M_L + \varepsilon)e^{(\lambda + \varepsilon)t} + M_L + \varepsilon > (M_L + \varepsilon)e^{(\lambda + \varepsilon)t}.
\]

We have then proven that
\[
\forall (q, v) \notin \mathcal{K}_1, L'(q, v) > (M_L + \varepsilon)e^{(\lambda + \varepsilon)t}.
\] (10)

Because \( \|L' - L\|_{C^2, \mathcal{K}_1} \leq \varepsilon \), we have \( M_{L'} \leq M_L + \varepsilon \) and we deduce from (9) that
\[
\alpha_t^{L', \lambda'}(q_0, q_1) \leq (M_L + \varepsilon)t.
\]

That is, if \( \gamma \) is minimizing for \( (L', \lambda') \) between \(-t\) and 0, we have
\[
\int_{-t}^{0} e^{\lambda's} L'(\gamma (s), \dot{\gamma} (s)) ds \leq (M_L + \varepsilon)t.
\]

Hence, there exists \( s_0 \in [-t, 0] \) such that
\[
L'(\gamma (s_0), \dot{\gamma} (s_0)) \leq (M_L + \varepsilon)e^{-\lambda's_0} \leq (M_L + \varepsilon)e^{(\lambda + \varepsilon)t}.
\]

We deduce from Equation (10) that \( (\gamma (s_0), \dot{\gamma} (s_0)) \in \mathcal{K}_1 \).

Hence, if \( \gamma \) is minimizing for \( (L', \lambda') \) between \(-t\) and 0, we have
\[
\forall s \in [-t, 0], \quad (\gamma (s), \dot{\gamma} (s)) \in \phi_{L', \lambda'}^{[-t, t]} (\mathcal{K}_1).
\]

To conclude, note that the set
\[
\bigcup_{\|L' - L\|_{C^2, \mathcal{K}_1} \leq \varepsilon} \phi_{L', \lambda'}^{[-t, t]} (\mathcal{K}_1)
\]

is relatively compact in \( TM \) because of the continuous dependence of the solutions of a differential equation from the parameters (see e.g. [HW95]). \( \Box \)

Using Legendre duality, we deduce a similar statement for Tonelli Hamiltonians.

**Corollary 3.** Let \( H \) be a Tonelli Hamiltonian, \( \lambda > 0 \) and \( t > 0 \). There exist a neighborhood \( \mathcal{N} \) of \((H, \lambda)\) in the compact-open \( C^2 \) topology and a compact set \( \mathcal{K}' \subset T^* M \) such that if \((H', \lambda') \in \mathcal{N} \) with \( H' \) Tonelli and \( \lambda' > 0 \) and if \((\varphi_{s}^{H}(x))_{s \in [-t, 0]} \) is a minimizing piece of orbit for \((H', \lambda')\), then
\[
\varphi_{s}^{H}(x) \in \mathcal{K}' \quad \forall s \in [-t, 0].
\]

### 3. Green Bundles

Green bundles will be the main ingredient to prove the results of \( C^2 \) convergence. Here we state some of their properties.
3.1. Proof of Proposition 1. The first goal of this section is to prove Proposition 1. The proof is very similar to the one given in [Arn08] for Tonelli Hamiltonian flows. With the notations of Proposition 1, we use $I_\omega = (-\infty, t) \cap I$ and $I_\omega = (t, +\infty) \cap I$.

Because there are no conjugate points on $I$, we have for every $s \neq s'$ in $I$

$$D\varphi_{s',s}V(\varphi_s(x)) \cap V(\varphi_{s'}(x)) \neq \{0\}$$

and then by taking their images by $D\varphi_{t-s'}(x)$,

$$\mathcal{H}(G_{t-s}(\varphi_t(x))) - \mathcal{H}(G_{t-s'}(\varphi_t(x)))$$

is always a non-degenerate symmetric matrix. As this continuously depends on $s, s'$, we deduce that its signature is constant on each connected set

$$D_- = \{(s, s') \in I_-^2, s < s'\}; \ D_+ = \{(s, s') \in I_+^2, s < s'\}; \ D_0 = I_- \times I_+.$$

To determine these three signatures, we only consider the case where $|s|$ and $|s'|$ are small. We use the notation in usual coordinates for $D\varphi_s(y)$

$$M_s(y) = \begin{pmatrix} a_s(y) & b_s(y) \\ c_s(y) & d_s(y) \end{pmatrix}.$$

Then we have $d_s(y) = 1_d + O(s)$ and $b_s(y) = O(s)$. Let us write the linearized discounted equations for a positive parameter $\lambda$. The notation $1_d$ is for the $d$-dimensional matrix of the identity map.

$$\dot{M}_s(y) = \begin{pmatrix} H_{q,p}(y) & H_{p,p}(y) \\ -H_{q,q}(y) & -H_{p,q}(y) - \lambda 1_d \end{pmatrix} M_s(y)$$

which gives that $\dot{b}_s(y) = H_{q,p}(y)b_s(y) + H_{p,p}(y)d_s(y) = H_{p,p}(y) + O(s)$ and then $b_s(y) = sH_{p,p}(y) + O(s)$, the $O(s)$ being uniform in $y$. This implies that

$$\mathcal{H}(G_s(\varphi_t(x))) = d_s(\varphi_{t-s}(x)). (b_s(\varphi_{t-s}(x)))^{-1} = \frac{1}{s}(H_{p,p}(\varphi_t(x))^{-1} + O(s)).$$

We deduce for $s > 0$ small enough that

$$\mathcal{H}(G_{2s}(\varphi_t(x))) - \mathcal{H}(G_s(\varphi_t(x))) = -\frac{1}{2s}(H_{p,p}(\varphi_t(x))^{-1} + O(s)) < 0;$$

$$\mathcal{H}(G_s(\varphi_t(x))) - \mathcal{H}(G_{-s}(\varphi_t(x))) = \frac{2}{s}(H_{p,p}(\varphi_t(x))^{-1} + O(s)) > 0;$$

$$\mathcal{H}(G_{-s}(\varphi_t(x))) - \mathcal{H}(G_{-2s}(\varphi_t(x))) = -\frac{1}{2s}(H_{p,p}(\varphi_t(x))^{-1} + O(s)) < 0.$$

This finishes the proof of Proposition 1.
3.2. Continuity of $G_t^{c,\lambda}$ and semi-continuity of the two Green bundles.

**Notation.**

- We consider a map $c \in C \mapsto H_c$ defined on some metric space $C$ that is continuous for the $C^2$ open-compact topology and such that every $H_c : T^*M \to \mathbb{R}$ is a $C^2$-convex in the fiber Hamiltonian. We will denote by $(\varphi_t^{c,\lambda})$ the flow associated to the $\lambda$-discounted equation for $H_c$.
- Then we use the notation $G_t^{c,\lambda}(x) = D\varphi_t^{c,\lambda} V(\varphi_{-t}^{c,\lambda}(x))$.

Observe that the map

$$g : (t, x, c, \lambda) \mapsto G_{-t}^{c,\lambda}(x)$$

is continuous.

**Notation.** We then define $\mathcal{U}$ as being the set of the $(t, x, c, \lambda) \in \mathbb{R} \times T^*M \times C \times \mathbb{R}$ such that there is no conjugate points for $H^{c,\lambda}$ on the piece of orbit of $x$ between $x$ and $\varphi_t^{c,\lambda}(x)$. Moreover $\mathcal{U}_- = \mathcal{U} \cap (\mathbb{R}_- \times T^*M \times C \times \mathbb{R})$ and $\mathcal{U}_+ = \mathcal{U} \cap (\mathbb{R}_+ \times T^*M \times C \times \mathbb{R})$.

Because $g$ is continuous, $\mathcal{U}$ is open and the map $h = \mathcal{H} \circ g : \mathcal{U}_- \cup \mathcal{U}_+ \to \mathcal{S}_U$ is continuous. We deduce from Proposition 1 that $h$ is increasing in the first variable on $\mathcal{U}_+$ (resp. $\mathcal{U}_-$) and that if $(t, x, c, \lambda) \in \mathcal{U}_-$ and $(s, x, c, \lambda) \in \mathcal{U}_+$, we have

$$h(s, x, c, \lambda) < h(t, x, c, \lambda). \quad (11)$$

**Notation.** We are interested in infinite time interval, so we introduce

$$\mathcal{U}^\infty_- = \{(x, c, \lambda); \forall t \in \mathbb{R}_-, (t, x, c, \lambda) \in \mathcal{U}_-\}$$

and

$$\mathcal{U}^\infty_+ = \{(x, c, \lambda); \forall t \in \mathbb{R}_+, (t, x, c, \lambda) \in \mathcal{U}_+\}.$$

The sets $\mathcal{U}_-^\infty$ and $\mathcal{U}_+^\infty$ are closed. Indeed, let us assume for example that $(x, c, \lambda) \in \overline{\mathcal{U}_+^\infty} \setminus \mathcal{U}_+^\infty$. Then there exists $t > 0$ such that $D\varphi_t^{c,\lambda} V(x) \cap V(\varphi_t^{c,\lambda}(x)) \neq \{0\}$. Because the Hamiltonian is convex, the set $\mathcal{S}$ of such positive $t$ is discrete and doesn’t contain 0 in its closure. We introduce $t_1 = \min \mathcal{S}$ and $t_2 = \inf \mathcal{S} \setminus \{t_1\}$.\(^{10}\) We fix $t_3 \in (t_1, t_2)$. Then for every $(y, e, \mu)$ close to $(x, c, \lambda)$, the piece of orbit $(\varphi_s^{\epsilon,\mu}(y))_{s \in [0, t_3]}$ has also conjugate points, which contradicts that $(x, c, \lambda) \in \overline{\mathcal{U}_+^\infty}$.

Moreover, we can define

- for $(x, c, \lambda) \in \mathcal{U}_-^\infty$ the Green bundle $G_+^{c,\lambda}(x) = \lim_{t \to +\infty} G_t^{c,\lambda}(x)$;
- for $(x, c, \lambda) \in \mathcal{U}_+^\infty$ the Green bundle $G_-^{c,\lambda}(x) = \lim_{t \to +\infty} G_{-t}^{c,\lambda}(x)$.

Then we have

- $h_-(x, c, \lambda) := \mathcal{H}(G_-^{c,\lambda}(x)) = \lim_{t \to +\infty} h(t, x, c, \lambda)$;
- $h_+(x, c, \lambda) := \mathcal{H}(G_+^{c,\lambda}(x)) = \lim_{t \to +\infty} h(-t, x, c, \lambda)$.

\(^{10}\) Either this is $+\infty$ or this belongs to $\mathcal{S}$ and is different from $t_1$.\]
Observe that because of Equation (11), we have

$$\forall (x, c, \lambda) \in U_-^\infty \cap U_+^\infty, h_-(x, c, \lambda) \leq h_+(x, c, \lambda).$$

We deduce from the fact that the considered functions are continuous and $t$-increasing the following proposition about semi-continuity.

**Proposition 4.** Let us fix $(x, c_0, \lambda_0) \in U_+^\infty$ and $\varepsilon > 0$. Then there exist a neighborhood $N_-$ of $(x, c_0, \lambda_0)$ in $T^*M \times C \times \mathbb{R}$ and $T > 0$ such that

- for every $(t, y, c, \lambda) \in U_+ \cap (\mathbb{R}_+ \times N_-)$ with $t \geq T$, we have
  $$h(t, y, c, \lambda) \geq h_-(x, c_0, \lambda_0) - \varepsilon 1;$$

- for every $(y, c, \lambda) \in N_- \cap U_+^\infty$, we have
  $$h_-(y, c, \lambda) \geq h_-(x, c_0, \lambda_0) - \varepsilon 1.$$

**Proof.** The second point comes from the first point by taking the limit for $t \to +\infty$. Now we prove the first point.

Because $$\lim_{t \to +\infty} h(t, x, c_0, \lambda_0) = h_-(x, c_0, \lambda_0),$$ there exists some $T > 0$ such that

$$h(T, x, c_0, \lambda_0) > h_-(x, c_0, \lambda_0) - \varepsilon 1.$$

By continuity of $h$, there exists a neighborhood $N_-$ of $(x, c_0, \lambda_0)$ in $T^*M \times C \times \mathbb{R}$ such that

$$\forall (y, c, \lambda) \in N_-, (T, y, c, \lambda) \in U_+ \Rightarrow h(T, y, c, \lambda) > h_-(x, c_0, \lambda_0) - \varepsilon 1.$$

Because $h$ is increasing in $t$, we have

$$\forall t \geq T, \forall (y, c, \lambda) \in N_-, (t, y, c, \lambda) \in U_+ \Rightarrow h(t, y, c, \lambda) > h_-(x, c_0, \lambda_0) - \varepsilon 1. \quad \square$$

We have of course in a similar way a statement for the positive times.

**Proposition 5.** Let us fix $(x, c_0, \lambda_0) \in U_-^\infty$ and $\varepsilon > 0$. Then there exists a neighborhood $N_+$ of $(x, c_0, \lambda_0)$ in $T^*M \times C \times \mathbb{R}$ and $T > 0$ such that

- for every $(-t, y, c, \lambda) \in U_- \cap (\mathbb{R}_- \times N_+)$ with $t \geq T$, we have
  $$h(-t, y, c, \lambda) \leq h_+(x, c_0, \lambda_0) + \varepsilon 1;$$

- for every $(y, c, \lambda) \in N_+ \cap U_+^\infty$, we have
  $$h_+(y, c, \lambda) \leq h_+(x, c_0, \lambda_0) + \varepsilon 1.$$
3.3. Comparison between Green bundles and second derivatives.

**Proposition 6.** Let \( u \in C^0(M, \mathbb{R}) \) and \( t' > t > 0 \). Then for every point \( q_0 \) where \( T^\lambda_t u \) is twice differentiable

1. \( (\varphi^\lambda_s(q_0, DT^\lambda_t u(q_0)))_{s \in (-t',0]} \) has no conjugate points;
2. \( D^2T^\lambda_t u(q_0) \leq \mathcal{H}(G^\lambda_t(q_0, DT^\lambda_t u(q_0))) \).

**Proof.** Let us now consider a point \( q_0 \) where \( T^\lambda_t u \) is twice differentiable. Then the infimum in Equation (6) is attained at a unique solution \( \gamma : [-t',0] \to M \) for (4) and we have

\[
\frac{\partial L}{\partial v}(\gamma(0), \dot{\gamma}(0)) = DT^\lambda_t u(q_0) = DT^\lambda_t u(q_0). 
\]

As \( \gamma \) is minimizing, \( (\varphi^\lambda_s(q_0, DT^\lambda_t u(q_0)))_{s \in [-t,0]} \) has no conjugate points. Because of the definition of the semi-group in (6), we have

\[
T^\lambda_t u(q_0) - e^{-\lambda t} u(\gamma(-t)) = a^\lambda_t(\gamma(-t), \gamma(0))
\]

and

\[
\forall q \in M, \quad T^\lambda_t u(q) - e^{-\lambda t} u(\gamma(-t)) \leq a^\lambda_t(\gamma(-t), q).
\]

Subtracting these two equations, we deduce

\[
T^\lambda_t u(q) - T^\lambda_t u(q_0) \leq a^\lambda_t(\gamma(-t), q) - a^\lambda_t(\gamma(-t), q_0).
\]

These two functions vanish for \( q = q_0 \) and have the same derivative \( \frac{\partial L}{\partial v}(q_0, \dot{\gamma}(0)) \) at \( q_0 \). If we succeed in proving that

\[
\frac{\partial^2 a^\lambda_t}{\partial q_1^2}(\gamma(-t), q_0) = \mathcal{H}(G^\lambda_t(q_0, DT^\lambda_t u(q_0))), \quad (12)
\]

we will deduce that

\[
D^2T^\lambda_t u(q_0) \leq \mathcal{H}(G^\lambda_t(q_0, DT^\lambda_t u(q_0))).
\]

The arguments that we use to prove Equality (12) are similar to the ones given in \[Arn12\].

**Lemma 1.** For every \( t > 0 \) and every \( q \in M \), the function \( v^t_q = a^\lambda_t(q, \cdot) \) is semi-concave, and satisfies

\[
\mathcal{G}(Dv^t_q) \subset \varphi^\lambda_t(T^*_q M).
\]

**Proof.** Because \( a^\lambda_t \) is semi-concave, the function \( v^t_q \) is semi-concave and then Lipschitz. By Rademacher’s theorem \( v^t_q \) is differentiable almost everywhere.

Moreover, if \( q_0 \) is a point where \( v^t_q \) is differentiable, then \( v^t_q \) has exactly one super-differential at this point, there is only one minimizing arc \( \eta \) joining \((-t,q) \) to \((0,q)\), and we have:

1. \( Dv^t_q(q_0) = \frac{\partial L}{\partial v}(\eta(0), \dot{\eta}(0)) \);
2. \( \eta(-t), \frac{\partial L}{\partial v}(\eta(-t), \dot{\eta}(-t)) = (q, \frac{\partial L}{\partial v}(\eta(-t), \dot{\eta}(-t))) \in T^*_q M \);
• $\varphi^k_t(q, \frac{\partial L}{\partial v}(\eta(-t), \dot{\eta}(-t))) = (\eta(0), \frac{\partial L}{\partial v}(\eta(0), \dot{\eta}(0))) = (q_0, Dv^t_q(q_0))$.

Then we have proved that: $\varphi^k_t(T_q^*M) \supset \mathcal{G}(Dv^t_q)$. Hence, we have selected a pseudograph in the image $\varphi^k_t(T_q^*M)$ of the fiber. \hfill \Box

We come back to the point $q_0$ where $T^k_q u$ is twice differentiable and recall that $(\varphi^k_s(q_0, DT^k_q u(q_0)))_{s \in [-t, 0]} = (q_s, p_s)_{s \in [-t, 0]}$ has no conjugate point because $(\varphi^k_s(q_0, DT^k_q u(q_0)))_{s \in [-t, 0]}$ is minimizing and that $\gamma = (\pi \circ \varphi^k_s(q_0, DT^k_q u(q_0)))_{s \in [-t, 0]}$ is the unique minimizing arc joining $\gamma(-t)$ to $\gamma(0) = q_0$.

**Lemma 2.** There exists a neighborhood $V_0$ of $q_0 = \gamma(0)$ in $M$ such that $v^t_{\gamma(-t)}$ is as regular as $H$ is (then at least $C^2$) and then

$$D^2 v^t_{\gamma(-t)}(q_0) = \mathcal{H}(G^k_t(q_0, DT^k_q u(q_0))).$$

Proof. Lemma 1 proves that $\mathcal{G}(Dv^t_{\gamma(-t)}) \subset \varphi^k_t(T^*_{\gamma(-t)}M)$. Let us now prove that $v^t_{\gamma(-t)}$ is smooth near $q_0$.

We use now the so-called “a priori compactness lemma” (see Corollary 3) that says to us that there exists a constant $K_t = K > 0$ such that the velocities $(\dot{\gamma}(s))_{s \in [0, t]}$ of any minimizing arc $\gamma$ between any points $q \in M$ and $q' \in M$ are bounded by $K$; hence if we denote by $K$ the set of the minimizing arcs that are parametrized by $[-t, 0]$, $K$ is a compact set for the $C^1$ topology because it is the image by the projection $\pi$ of a closed set of bounded orbits. Let us denote by $K_0$ the set of $\gamma \in K$ such that $\gamma(-t) = \gamma(t)$; then $K_0$ is compact. Let us introduce another notation: $\mathcal{K}(q) = \{\eta \in K_0 : \eta(0) = q\}$. Then $\mathcal{K}(q_0) = \{\gamma\}$ and hence, because $K_0$ is closed, for $q$ close enough to $q_0$, all the elements of $\mathcal{K}(q)$ are $C^1$ close to $\gamma$.

Moreover, $\varphi^k_t(T^*_{\gamma(-t)}M)$ is a submanifold of $T^*M$ that contains

$$(q_0, \frac{\partial L}{\partial v}(q_0, \dot{\gamma}(0))) = (q_0, p_0).$$

Its tangent space at $(q_0, p_0)$ is $G^k_t(q_0, p_0)$, which is transverse to the vertical because $(q_s, p_s)_{s \in [-t, 0]}$ has no conjugate vectors. Hence, the manifold $\varphi^k_t(T^*_{\gamma(-t)}M)$ is, in a neighborhood $U_0$ of $(q_0, p_0)$, the graph of a $C^1$ section of $T^*M$ defined on a simply connected neighborhood $V_0$ of $q_0$ in $M$. Moreover, because this submanifold is Lagrangian (indeed, $T^*_{\gamma(-t)}M$ is Lagrangian and $\varphi^k_t$ is conformally symplectic), it is the graph of $Du_0$ where $u_0 : V_0 \to \mathbb{R}$ is a $C^2$ function.

Now, if $q$ is close enough to $q_0$, we know that all the elements $\eta$ of $\mathcal{K}(q)$ are $C^1$ close to $\gamma$, and then that $(q, \frac{\partial L}{\partial v}(\eta(0), \dot{\eta}(0)))$ belongs to the neighborhood $U_0$ of $(q_0, p_0) = (q_0, \frac{\partial L}{\partial v}(\gamma(0), \dot{\gamma}(0)))$ and to $\varphi^k_t(T^*_{\gamma(-t)}M)$. Because $\varphi^k_t(T^*_{\gamma(-t)}M) \cap U_0$ is a graph, this element is unique: $\mathcal{K}(q)$ has only one element and $v^t_{\gamma(-t)}$ is differentiable at $q$, with $Du^t_{\gamma(-t)}(q) = \frac{\partial L}{\partial v}(\eta(0), \dot{\eta}(0)) = Du_0(q)$. We deduce that near $q_0$, on the set of differentiability of $v^t_{\gamma(-t)}$, $Du^t_{\gamma(-t)}$ is equal to $du_0$; because $v^t_{\gamma(-t)}$ and $u_0$ are Lipschitz on $V_0$ and their differentials are equal almost everywhere, we deduce that on $V_0$, $v^t_{\gamma(-t)} - u_0$ is constant. Hence, on a neighborhood $V_0$ of $q_0$, $v^t_{\gamma(-t)}$ is $C^2$ and

$$D^2 v^t_{\gamma(-t)}(q_0) = \mathcal{H}(G^k_t(q_0, DT^k_q u(q_0))). \hfill \Box$$
3.4. On the dynamical criterion in the Hamiltonian case. We recall here two dynamical criteria concerning the Green bundles that are proven in [Arn08].

**Proposition 7.** (Proposition 3.12 in [Arn08]) Let $x \in T^* M$ be a point whose negative orbit under the Tonelli Hamiltonian flow $(\phi_t^H)$ has no conjugate points and let $v \in Tx(T^* M)$ be a tangent vector. Then, if $v \notin G_+(x)$, we have

$$\lim_{t \to +\infty} \| D(\pi \circ \phi_{-t}^H)v \| = +\infty.$$ 

When moreover we pay attention to points that are far from the critical points of $H$, we can use a symplectic reduction on the level $E$ of $H$ in a neighborhood of such points by using the canonical projection $p_x : T_x E \to T_x E / \mathbb{R} X_H(x)$. The following statement can be deduced from Proposition 3.17 in [Arn08].

**Proposition 8.** Let $x \in T^* M$ be a point whose negative orbit under the Tonelli Hamiltonian flow $(\phi_t^H)$ has no conjugate points and let $v \in Tx(T^* M)$ be a tangent vector. We assume that $(t_n)_{n \in \mathbb{N}}$ is a sequence of positive real numbers tending to $+\infty$ such that the angle of $X_H(\phi_{-t_n}^H(x))$ with $\ker D \pi(\phi_{-t_n}^H(x)) = V(\phi_{-t_n}^H(x))$ is uniformly bounded from below by some positive constant. Then, if $v \notin G_+(x)$, we have

$$\lim_{t \to +\infty} \| p_{\phi_{-t}(x)} \circ D(\phi_{-t_n}^H)v \| = +\infty.$$ 

4. Examples and Counter-Examples

4.1. Examples of upper and lower Green regular weak K.A.M. solutions. The following proposition is proven in [Arn14]. It can also be deduced from the dynamical criterion and Proposition 4.12 of [Arn08].

**Proposition 9.** Assume that $H : T^* \mathbb{T}^d \to \mathbb{R}$ is a Tonelli Hamiltonian that has a $C_1$ weak K.A.M. solution $u : \mathbb{T}^d \to \mathbb{R}$ such that there exists $t > 0$ for which $\phi_t^H$ is bi-Lipschitz conjugate to some rotation of $\mathbb{T}^d$. Then $u$ is upper and lower Green regular.

The ideas of the proof of the following proposition are contained in [Arn14]. Let us recall that a vector field is Morse–Smale if all its periodic and fixed points are hyperbolic (these periodic and fixed points are called critical elements), if the stable and unstable submanifolds of two such critical elements are transverse, if there is only a finite number of such critical elements and if the non-wandering set is equal to the set of the critical elements.

**Proposition 10.** Assume that $H : T^* \mathbb{T}^d \to \mathbb{R}$ is a Tonelli Hamiltonian that has a $C_2$ weak K.A.M. solution $u : \mathbb{T}^d \to \mathbb{R}$ such that $X_H|_{G(du)}$ is Morse–Smale. Then $u$ is upper and lower Green regular.

---

11 Observe that it is proved in [Fat08] (Theorem 4.11.5) that every $C^1$ weak K.A.M. solution is in fact $C_1$.1.
Proposition 11. We denote by $\mathcal{O}_1, \ldots, \mathcal{O}_m$ the periodic (eventually critical) orbits that are contained in $\mathcal{G}(Du)$ and by $W^s(\mathcal{O}_i, (\varphi^H_{t|\mathcal{G}(Du)}))$ and $W^u(\mathcal{O}_i, (\varphi^H_{t|\mathcal{G}(Du)}))$ their stable and unstable manifolds.

Because the non-wandering set of $(\varphi^H_{t|\mathcal{G}(Du)})$ is $\mathcal{O}_1 \cup \cdots \cup \mathcal{O}_m$, then

$$\mathcal{G}(Du) = \bigcup_{1 \leq i, j \leq m} \left( W^s(\mathcal{O}_j, (\varphi^H_{t|\mathcal{G}(Du)})) \cap W^u(\mathcal{O}_i, (\varphi^H_{t|\mathcal{G}(Du)})) \right).$$

If $\mathcal{O}_i$ is not an attractive orbit for $(\varphi^H_{t|\mathcal{G}(Du)})$ then $W^s(x_i, (\varphi^H_{t|\mathcal{G}(Du)}))$ is an immersed manifold whose dimension is less than $d$ and then has zero Lebesgue measure. We deduce that there is a dense set $D$ in $\mathcal{G}(Du)$ such that for all $x \in D$, $\varphi^H_t(x)$ tends to a repulsive periodic orbit when $t$ tends to $-\infty$ and tends to an attractive periodic orbit when $t$ tends to $+\infty$.

Let us consider $x \in D$.

We assume that $(\varphi^H_t(x))$ tends to a critical attractive fixed point $x_0$ when $t$ tends to $+\infty$. We can choose $k \in \mathbb{Z}$ and a Riemannian metric such that in a neighborhood $\mathcal{V}$ of $x_0$: $\|D\varphi^H_{t|\mathcal{G}(Du)}(\gamma)\| \leq k$, $\forall \gamma \in \mathcal{V}$. If $t \geq T$ is great enough, $\varphi^H_t(x)$ belongs to $\mathcal{V}$ and

$$\|D\varphi^H_{t|\mathcal{G}(Du)}(\varphi^H_t(x))\| \leq k. \text{ We deduce: } \forall n \in \mathbb{N}, \|D\varphi^H_{T+n}(x)\| \leq \prod_{i=0}^{n-1} \|D\varphi^H_{T+i}(x)\| \leq \|D\varphi^H_T(x)\|k^n;$$

hence the sequence $(D\varphi^H_{T+n}(x))_{n \in \mathbb{N}}$ is bounded.

If $(\varphi^H_t(x))$ tends to an attractive periodic orbit $\mathcal{O}$ that is not a single point, then $\mathcal{O}$ is a normally hyperbolic (attractive) submanifold for $(\varphi^H_{t|\mathcal{G}(Du)})$. Then there exists $x_0 \in \mathcal{O}$ such that $x \in W^s(x_0, \varphi^H_{t|\mathcal{G}(Du)})$ (see for example [HPS77]). Any vector $w$ of $T_x\mathcal{G}(Du)$ can be written as the sum of $\lambda X_H(x)$ where $X_H$ is the Hamiltonian vector field and a vector $v$ tangent to $W^s(x_0, \varphi^H_{t|\mathcal{G}(Du)})$. Then $D\varphi^H_T(x)X_H(x) = X_H(\varphi^H_T(x))$ is bounded and $D\varphi^H_t(x)v$ tends to $0$ when $t$ tends to $+\infty$. Finally, the family $(D\varphi^H_{t|\mathcal{G}(Du)}(x))_{t>0}$ is bounded. By the dynamical criterion, this implies that

$$\forall x \in \mathcal{G}(Du), \quad T_x\mathcal{G}(Du) = G_+(x)$$

and then $u$ is upper Green regular. \hfill \Box

The following result is more or less proven in [Arn08] (see Proposition 4.18, the statement is different but the proof is similar).

**Proposition 11.** Assume that $H : T^*\mathbb{T}^2 \to \mathbb{R}$ is a Tonelli Hamiltonian that has a $C^1$ weak K.A.M. solution $u : \mathbb{T}^2 \to \mathbb{R}$ such that all the critical points of $H$ that are contained in the graph of $Du$ are hyperbolic for the Hamiltonian flow. Then $u$ is upper and lower Green regular.

**Proof.** As the critical points of $H$ contained in $\mathcal{G}(Du)$ are hyperbolic for the Hamiltonian flow, their set $S = \{s_1, \ldots, s_n\}$ is finite.

We denote by $W^u$ the union of the unstable sets of the critical points of $H$ in $\mathcal{G}(Du)$

$$W^u = \bigcap_{i=1}^n W^u(s_i) \cap \mathcal{G}(Du).$$
Observe that $W^u$ and $R = \mathcal{G}(Du) \setminus W^u$ are measurable sets. The strategy is then to show that at Lebesgue almost every $q$ in $\pi(W^u)$ and $\pi(R)$, we have $T_{(q, Du(q))} \mathcal{G}(Du) = G_+(q, Du(q))$. We will conclude that $u$ is upper Green regular. We know by [Fat03] that $u$ is $C^{1,1}$.

**Case of** $\pi(R)$. For every $i \in [1, n] \cap \mathbb{Z}$, we construct a decreasing sequence $(D_k(i))_{k \in \mathbb{N}}$ of open discs that are centered at $\pi(s_i)$ and whose diameters tend to 0. We denote by $(\tilde{D}_k(i))_{k \in \mathbb{N}}$ its lift to $\mathcal{G}(Du)$. We denote by $f = \phi^H_1$ the time -1 flow. We also use the notations $\tilde{D}_k = \bigcup_{i=1}^n \tilde{D}_k(i)$ and $R_k = R \setminus \tilde{D}_k$. For every $x \in R$ and $k \geq 1$, we introduce the notation

$$n_k(x) = \inf\{n \geq 1; f^n(x) \in R_k\}$$

and $F_k(x) = f^{n_k(x)}(x)$ when $n_k(x) \neq +\infty$. Then, for every $x \in R$, there exists a point in the $\omega$-limit set of $x$ that is not a critical point of $H$ and then there exists $k_0 \geq 0$ such that the $F_k(x)$ are defined for every $m \geq 1$ and every $k \geq k_0$. Hence, if $E_k$ is the set of elements of $R_k$ for which $F_k$ is defined for every $m$, we have

$$\bigcup_{k=0}^\infty E_k = R.$$ 

Observe that $F_k : E_k \to E_k$ is injective. Indeed, let us assume that for some $x \neq y$, $F_k(x) = F_k(y)$. As $x \neq y$, we have $n_k(x) \neq n_k(y)$. Let us assume $n_k(x) > n_k(y)$. Then $f^{n_k(x)}(x) = F_k(x) = F_k(y) = f^{n_k(y)}(y)$ and $y = f^{n_k(x) - n_k(y)}(x) \in E_k$. This is a contradiction with the definition of $n_k(x)$ that is the first positive return time in $E_k$. Hence for every positive $m$, the iterated function $F_k^m$ is also injective. We deduce, that the map defined on $\pi(E_k)$ that maps $q$ to $\pi \circ F_k^m(q, Du(q))$ is also injective.

We know by [Fat03] that $Du$ is Lipschitz and then differentiable Lebesgue almost everywhere by Rademacher Theorem. Then if we use the notations $E'_k = \{q \in \pi(E_k); D^2u(q) \text{ exists}\}$ and $\tilde{E}'_k = \{(q, Du(q)); q \in E'_k\}$, we know that $\bigcup_{k \in \mathbb{N}} E'_k$ has full Lebesgue measure into $\pi(R)$. We have then

$$\text{Leb}(\pi(R_k)) \geq \text{Leb}(\pi(F_k^m(\tilde{E}'_k))) = \int_{E'_k} (\pi \circ F_k^m(\cdot, Du(\cdot)))^* \text{Leb},$$

and so

$$\text{Leb}(\pi(R_k)) \geq \int_{E'_k} |\det(D(\pi \circ F_k^m(\cdot, Du(\cdot))))| \text{dLeb} = \int_{E'_k} |\det(D(\pi \circ \phi^H_{-N_{k,m}(q)}(q, Du(q))(\cdot, Du^2(q)(\cdot))))| \text{dLeb}(q)$$

where we use the notation

$$N_{k,m}(q) = \sum_{j=0}^{m-1} n_k(F_k^j(q, Du(q)).$$

Because $n_k$ takes non-null values, then $N_{k,m}(q) \geq m$ tends to $+\infty$ when $m$ tends to $+\infty$.
We deduce from Fatou lemma that at Lebesgue almost everywhere point \( q \) in \( E_k' \), we have
\[
\liminf_{m \to +\infty} \left| \det \left( D(q, Du(q)) \right) \right| < +\infty.
\]

Using the definition of \( R_k \), let us note that there exists a constant \( C_k \) such that
\[
\forall x, y \in R_k, \quad \frac{1}{C_k} \leq \frac{\| X_H(x) \|}{\| X_H(y) \|} \leq C_k.
\]

Let us denote by \( \ell \) a Lipschitz constant for \( Du \) that is then an upper bound for \( \| D^2 u \| \). Then we have
\[
\forall v \in T_q M, \quad \left\| D(q, Du(q)) \right\| = \left\| (12 \ 02) \right\| \geq \left\| D(q, Du(q)) \right\|.
\]
Hence
\[
\left| \det \left( D(q, Du(q)) \right) \right| \geq \frac{1}{1 + \ell} \left| \det \left( D(q, Du(q)) \right) \right|.
\]

We then use a symplectic reduction on the energy level of \( x \) by \( X_H \) as explained in Subsection 3.4 and deduce from equations (13), (14) and (15) the fact that the dimension of \( M \) is 2 that
\[
\liminf_{m \to +\infty} \left\| \left( p^{\varphi}_{N_k(m)} \circ D(q, Du(q)) \right) \right\| < +\infty.
\]

Using Proposition 8, we deduce that \( T_{q, Du(q)} G(Du) \subset G_+(q, Du(q)) \) and then \( T_{q, Du(q)} G(Du) = G_+(q, Du(q)) \).

**Case of \( \pi(W^u) \).** We denote by \( W^u_{\text{loc}} \) the intersection of \( G(Du) \) with the union of the local unstable submanifolds of the \( s_i \). If \( x \in W^u \), there exists a positive \( T > 0 \) such that \( x \in \varphi_T^H(W^u_{\text{loc}}) \). Because \( M \) is 2-dimensional, we have two cases.

1. We say that \( x \) is *simple* if there exists a neighborhood \( U_x \) of \( x \) in \( \mathcal{G}(Du) \) such that the only points of \( U_x \cap \varphi_T^H(W^u_{\text{loc}}) \) are on the orbit of \( x \). Observe that the set of simple orbits is countable and thus the projection of the set of simple points has zero Lebesgue measure.

2. Let \( W' \) be the set of non simple points of \( W^u \) at which \( \mathcal{G}(Du) \) has a tangent subspace. The projection of this set has full Lebesgue measure in \( \pi(W^u) \). If \( x \in W' \), then for some \( i \) we have \( x \in \varphi_T^H(W^u(s_i)) \) and because \( x \) is not simple, we deduce that \( T_x \mathcal{G}(Du) = T_x W^u(s_i) \). As \( T_x W^u(s_i) = G_+(x) \), we obtain the wanted result. \( \Box \)
4.2. An example where the convergence is not $C^2$-uniform. We will show that for the pendulum, the dependence on the cohomology class is not continuous for the $C^2$ uniform topology. The Hamiltonian is given by

$$H(q, p) = \frac{1}{2} p^2 + \cos(2\pi q).$$

We use the notation $I_+ = \int_0^1 \sqrt{2(1 - \cos(2\pi q))} \, dq$. Then the map $c : [1, +\infty) \to [I_+, \infty)$ defined by

$$c(e) = \int_0^1 \sqrt{2(e - \cos(2\pi q))} \, dq.$$

is a homeomorphism and even a diffeomorphism when restricted to $(1, +\infty)$. For every $I \in [I_+, +\infty)$, the function $u_I(q) = \int_0^q \left( \sqrt{2(c^{-1}(I) - \cos(2\pi s))} - I \right) \, ds$

is the unique (up to the addition of a constant) weak K.A.M. solution for $T_I$. Observe that every $u_I$ is $C^1$. Moreover, $u_I'$ is smooth on $(0, 1)$ and because of the dynamical criterion in Proposition 7, we have for every $q \in (0, 1)$

$$\mathbb{R}(1, u_I''(q)) = T_{(q, I_++u_I'(q))}W^u(0, 0) = G_+(q, I_++u_I'(q)).$$

Hence $u_I$ is upper Green regular (and also Green lower regular).

The function $u_I$ is not $C^2$ because $u_I'$ is not differentiable at 0 but every $u_I$ is smooth when $I > I_\infty$. Because a $C^2$ uniform limit of $C^2$ functions is $C^2$, we don’t have continuous dependence of $u_I$ on $I$ for the uniform $C^2$ distance.

4.3. Examples of weak K.A.M. solutions that are not upper Green regular nor lower Green regular and to which the Lax–Oleinik semi-group doesn’t $d_{2,1}$-converge. Let $S$ be a closed surface with negative curvature. Let us denote by $M = T^1 S$ its unitary tangent bundle and by $X$ the geodesic vector field. We then consider the Mañé Lagrangian (see [Mn92]) $L : TM \to \mathbb{R}$ that is defined by

$$L(q, v) = \frac{1}{2} \|v - X(q)\|^2.$$

The corresponding Hamiltonian is given by

$$H(q, p) = \frac{1}{2} \|p\|^2 + p.X(q).$$

Observe that the critical level is $H = \{H = 0\}$ because this level contains an exact Lagrangian graph (see [Fat08]).

Then 0 is a weak K.A.M. solution. We denote by $Z$ the zero section in $T^* M$. The set $Z$ is hyperbolic for the restriction of $(\varphi^H_t)$ to the energy level $H = \{H = 0\}$. We denote by $E^s, E^u$ the 3-dimensional stable and unstable bundles along $Z$: they contain the vector field direction and also the strong stable (unstable) bundle. By [Arn12], we
have \( E^u(x) = G_+(x) \) and \( E^s(x) = G_-(x) \). As \( (\varphi^H_{t|Z}) \) is Anosov, the intersection of \( E^u(x) \) (resp. \( E^s(x) \)) with \( T_x Z \) is 2-dimensional and then we have
\[
\forall x \in Z, G_+(x) \neq T_x Z.
\]
So \( u \) is nowhere upper Green regular.

Let us now prove that \( u \) is the only weak K.A.M. solution (up to the addition of a constant).

As the flow \( (\psi_t) \) of \( X \) is transitive, the projected Aubry set for \( H \) is the whole \( M \). To prove that, we use the characterization of the projected Aubry set that is given in [Fat08].

Let \( q_0 \in M \) be any point. As \( (\psi_t) \) is transitive, for every neighborhood \( V \) of \( q_0 \) and any \( T > 0 \), there exist \( q \in V \) and \( t \geq T \) such that \( q, \psi_t(q) \in V \). Let \( \gamma : [0, t + \varepsilon] \to M \) be the closed arc that is made with the three following pieces.

1. the straight segment that joins \( q_0 \) to \( q \) with unitary derivative;
2. the arc of orbit \( (\psi_t q)_{t\in[0,1]} \);
3. the straight segment that joins \( \psi_t(q) \) to \( q_0 \) with unitary derivative.

The Lagrangian action of the first and third parts of this arc are very small, and the second one is zero because we have a piece of orbit. Hence the action of \( \gamma \) can be very small. Hence \( q_0 \) belongs to the Aubry set.

This implies that, up to the addition of a constant, there is only one weak K.A.M. solution, and so the only weak K.A.M. solutions are the constant functions.

We will now build an example of an initial condition and so the only weak K.A.M. solutions are the constant functions. This implies that, up to the addition of a constant, there is only one weak K.A.M. solution, and so the only weak K.A.M. solutions are the constant functions.

We will now build an example of an initial condition \( u \) for the Lax–Oleinik semi-group such that the conclusion of Theorem 4 is not satisfied, i.e. such that the family \( (d_{2,1}(T_t u, 0))_{t\in[0,\infty[} \) doesn’t tend to 0 when \( t \) tends to \( +\infty \).

We choose a large set of points \((q_1, 0), \ldots, (q_n, 0)\) in \( Z \), we fix some \( T > 0 \) and we introduce the following functions.

We recall that \( a_T \) is semi-concave and then Lipschitz (see [Ber08]). We denote by \( K_T \) a constant of semi-concavity for \( a_T \). Define
\[
\bullet \ u^T_i(q) = a_T(q_i, q);
\]
\[
\bullet \ u^T(q) = \min \{ u^T_i(q); 1 \leq i \leq n \}.
\]

All these functions are non-negative and \( K_T \)-semi-concave. By Lemma 1, we have
\[
\forall i \in \{1, \ldots, n\}, \quad \mathcal{G}(Du^T_i) \subset \varphi^H_T(T^*_q q_i, M);
\]
and so because of semi-concavity
\[
\mathcal{G}(Du^T) \subset \bigcup_{i=1}^n \varphi^H_T(T^*_q q_i, M). \quad (18)
\]
Note that \( u^T_i(\psi_T(q_i)) = 0 \) and so for every \( i \in \{1, \ldots, n\} \), we have \( u^T(\psi_T(q_i)) = 0 \).

Because \( u^T \) is \( K_T \)-semi-concave, non-negative and vanishes at the points \( \psi_T(q_i) \), if we choose the \( q_i \)'s in such a way that the \( \psi_T(q_i) \) are \( \varepsilon \)-dense in \( M \) for a small \( \varepsilon \), then \( u^T \) is \( C^0 \) close to 0.

Let us now prove that \( u^T \) can be chosen such that the graph of \( Du^T \) is in a small neighborhood of the zero section. We denote by \( M_T \) the set of \( T \)-minimizing orbits for the Euler–Lagrange flow \( (f^L_T)_{t \in \mathbb{R}} \).
\[
M_T = \left\{ (f^L_T(x))_{t \in [0, T]} ; \left( \pi \circ f^L_T(x) \right)_{t \in [0, T]} \text{ is minimizing} \right\}.
\]
Observe that $\mathcal{M}_T$ is compact. We can endow it as well with the $C^0$ or $C^1$ topology that are equal. We have

- $\forall \Gamma \in \mathcal{M}_T$, $A_L(\Gamma) = \int_0^T L \circ \Gamma(t) dt \geq 0$;
- $\forall \Gamma \in \mathcal{M}_T$, $A_L(\Gamma) = 0 \Leftrightarrow \Gamma([0, T]) \subset \mathcal{G}(X)$.

We introduce the notation

$$Z_T = \{ \Gamma \in \mathcal{M}_T; \Gamma([0, T]) \subset \mathcal{G}(X) \}.$$

Then $Z_T = \{ \Gamma \in \mathcal{M}_T; A_L(\Gamma) = 0 \}$ is compact. We now fix a small neighborhood $\mathcal{N}_T$ of $Z_T$ in $\mathcal{M}_T$. We introduce

$$\varepsilon = \frac{1}{2} \inf \{ A_L(\Gamma); \Gamma \in \mathcal{M}_T \setminus \mathcal{N}_T \}.$$

Then $\varepsilon > 0$. We choose $\alpha > 0$ such that

$$\forall q, q_1, q_2 \in M, d(q_1, q_2) < \alpha \Rightarrow |a_T(q, q_1) - a_T(q, q_2)| < \varepsilon.$$}

We choose a finite number of points $x_1, \ldots, x_n \in \mathcal{G}(X)$ on the graph of the vector-field $X$ such that

$$M \subset \bigcup_{i=1}^n B(\pi \circ f^L_T(x_i), \alpha).$$

and use the notation $x_i = (q_i, X(q_i))$. Then we define the $u^T_i$’s and $u^T$ as before. Let us consider $q \in M$. Then $q$ belongs to some ball $B(\pi \circ f^L_T(x_i), \alpha)$ and so we have

$$u^T_i(q) = a_T(q_i, q) - a_T(q_i, \pi \circ f^L_T(x_i)) < \varepsilon.$$

We deduce that $u^T(q) \leq u^T_i(q) < \varepsilon$. Let $j \in \{1, \ldots, n\}$ be such that $u^T_j(q) = u^T(q)$.

We have $u^T_j(q) = a_T(q_j, q) < \varepsilon$. Hence for every $\Gamma \in \mathcal{M}_T$ such that $\pi \circ \Gamma(0) = q_j$, $\pi \circ \Gamma(T) = q$, we have $\Gamma \in \mathcal{N}_T$.

If now $Du^T(q)$ exists, we have $Du^T(q) = Du^T_j(q)$, the minimizing arc $\Gamma$ is unique and we denote $\gamma = \pi \circ \Gamma$, then $\dot{\gamma}$ is $C^0$-close to $X \circ \gamma$ because $\Gamma \in \mathcal{N}_T$. By using Legendre map, this implies that $Du^T_j \circ \gamma$ is $C^0$-close to the zero section and then $Du^T(q) = Du^T_j(\gamma(T))$ is close to zero.

So we have proved that we can assume that the graph of $Du^T$ is contained in a neighborhood $\mathcal{N}$ of the zero section that is as small as we want. By [Ber08], observe that

$$\forall t \geq 0, T_t u^T = u^{t+T} \text{ and } \mathcal{G}(Du^{t+T}) \subset \varphi^H_t(\mathcal{G}(Du^T)). \quad (19)$$

By continuity of the flow and compacity of the closure of $\mathcal{G}(Du^T)$, there exists a small $\tau > 0$ such that

$$\forall t \in [0, \tau], \quad \mathcal{G}(Du^{t+T}) \subset \varphi^H_t(\mathcal{G}(Du^T)) \subset \mathcal{N}.$$

We now use Lemma 7 of [Arn05] and find some $\beta > 0$ such that

$$\forall u \in C^0(M, \mathbb{R}), \quad \|u\|_{\infty} < \beta \Rightarrow \mathcal{G}(DT_t u) \subset \mathcal{N}.$$
We can assume that $u^T$ satisfies $\|u^T\|_\infty < \beta$. Then for every $t \geq \tau$, we have

$$\|T_{t-\tau}u^T - 0\|_\infty = \|T_{t-\tau}u^T - T_{t-\tau}0\|_\infty \leq \|u^T\|_\infty < \beta$$

because of the non-expansiveness of the Lax–Oleinik semi-group (see [Fat08]). We deduce

$$\forall t \geq \tau, \; \mathcal{G}(Du^{t+T}) = \mathcal{G}(DT_{t-\tau}u^T)) \subset \mathcal{N}.$$

We have then proved that

$$\forall t \geq 0, \; \mathcal{G}(DT_tu^T) \subset \mathcal{N}. \quad (20)$$

Let us recall that the flow $(\psi_t)$ is Anosov. This implies that the cocycle that we will now introduce is hyperbolic on $Z$.

The cocycle is defined in a fiber bundle over a neighborhood $\mathcal{N}$ of the zero section $Z$ in $T^*M$. At a point $x \in \mathcal{N}$, we consider the tangent space $T_x \mathcal{H}_x$ of the energy level $\mathcal{H}_x = \{H = H(x)\}$. Then $E_x$ is defined as being the reduced linear space $T_x \mathcal{H}_x / \mathbb{R}.X_H(x)$ endowed with the quotient norm $\| \cdot \|$ and the corresponding projection is denoted by $p_x : T_x \mathcal{H}_x \rightarrow E_x$. As we take the quotient of an Anosov flow by the vector field, the corresponding reduced cocycle $(M_t)$ of $(D\varphi_t^H)$ restricted to $Z$ is hyperbolic, and has an invariant splitting $E = E^s \oplus E^u$ where the stable and unstable bundles are 2-dimensional. This splitting is continuous on $Z$.

We now recall the cone field criterion given in [Yoc95] for hyperbolicity of cocycles (that are called fibered linear automorphisms in Yoccoz article).

- there exist two norms $| \cdot |_{s,u}$ on $E^{s,u}$ such that
  $$C_x = \{v = v_s + v_u, \; v_s \in E^s_x, \; v_u \in E^u_x, \; |v_s|_{s,x} \leq |v_u|_{u,x}\};$$
  the family $(C_x)_{x \in Z}$ is called the associated cone field; the dual cone field is the family $(C^*_x)_{x \in Z}$ defined by $C_x^* = E_x \setminus \text{int}C_x$.
- for some constant $c > 0$, we have for every $x \in Z$, $v_s \in E^s_x$ and $v_u \in E^u_x$
  $$c^{-1}\|v_s + v_u\| \leq \max(|v_s|_{s,x}, |v_u|_{u,x}) \leq c\|v_s + v_u\|_x. \quad (21)$$
- there exists an integer $m \geq 1$ and two constants $\lambda, \mu > 1$ so that
  1. If we introduce $\tilde{C}_{\lambda,x} = \{v = v_s + v_u \in E^s_x; \; \lambda |v_s|_{s,x} \leq |v_u|_{u,x}\}$; then
     $$\forall x \in Z, \; M_1(C_x) \subset \tilde{C}_{\lambda,\varphi^H_t(x)}; \quad (22)$$
  2. for $x \in Z$, for $v \in C_x$, $\|M_m(v)\|_{\varphi^H_t(x)} \geq \mu.\|v\|_x$;
  3. for $x \in Z$, for $v \in C^*_x$, $\|M_{-m}(v)\|_{\varphi^H_t(x)} \geq \mu.\|v\|_x$.

We then extend the splitting $E = E^s \oplus E^u$ on $Z$ to a continuous splitting $E = E^1 \oplus E^2$ on a neighbourhood $\mathcal{N}^{12}$ and also extend the two norms $| \cdot |_{s,u}$ to two norms $| \cdot |_i$ on $E^i$ for $i = 1, 2$. This allows us to extend the cones on $\mathcal{N}$ by

$$C_x = \{v = v_1 + v_2, \; v_1 \in E^1_x, \; v_2 \in E^2_x, \; |v_1|_{1,x} \leq |v_2|_{2,x}\};$$

and $C^*_x = E_x \setminus \text{int}C_x$.

---

12 This neighbourhood may be smaller than the neighbourhood that we introduced before.
Increasing the constant $c$ given in (21) and decreasing $\mathcal{N}$ we can assume that $| \cdot |_i$ satisfy (21), i.e. that we have for every $x \in \mathcal{N}$, $v_1 \in E^1_x$ and $v_2 \in E^2_x$,

$$c^{-1} \|v_1 + v_2\| \leq \max(|v_1|_{1,x}, |v_2|_{2,x}) \leq c \|v_1 + v_2\|_x.$$ 

Decreasing the constant $\lambda$ of Equation (22) and $\mathcal{N}$, we can also assume that (22) is satisfied on $\mathcal{N}$, i.e.

$$\forall x \in \mathcal{N}, M_1(C_x) \subset \tilde{C}_{\lambda, \varphi^H(x)}.$$ 

In the same way, decreasing $\mu$ and $\mathcal{N}$, we can assume that

1. for $x \in \mathcal{N}$, for $v \in C_x$, $\|M_1(v)\|_{\varphi^H(x)} \geq \mu \|v\|_x$;
2. for $x \in \mathcal{N}$, for $v \in C^x_x$, $\|M_1(v)\|_{\varphi^H(x)} \geq \mu \|v\|_x$.

Following [Arn12], we now introduce some notations.

**Notations.**

- for $x \in \mathcal{N}$, we denote by $v(x)$ the $p$-projection of the intersection of the vertical with the tangent space to the energy level $v(x) = p_x (T_x \mathcal{H}_x \cap V(x))$;
- when $\varphi^H_s(x) \in \mathcal{N}$ for every $s$ between 0 and $-t$, we denote by $g_t(x)$ the subspace $M_1(\varphi^H_{-t}x)v(\varphi^H_{-t}x)$. Moreover
  - if $\varphi^H_s(x) \in \mathcal{N}$ for every $s \in (-\infty, 0)$ and $g_u(x)$ is transverse to $v(x)$ for every $u > 0$, then $g_u(x) = \lim_{t \to \infty} g_t(x)$ exists and is a reduced Green bundle; for $x \in Z$, we have $g_u(x) = E^u(x) = E^2(x)$;
  - if $\varphi^H_s(x) \in \mathcal{N}$ for every $s \in (0, +\infty)$ and $g_u(x)$ is transverse to $v(x)$ for every $u < 0$, then $g_u(x) = \lim_{t \to -\infty} g_t(x)$ exists and is a reduced Green bundle; for $x \in Z$, we have $g_u(x) = E^u(x) = E^1(x)$.
- for every $x \in Z$, we also use the notation $\mathcal{H}_x = p_x (T_x Z)$ and denote by $\mathcal{H}$ the corresponding bundle over $Z$.

On $Z$, $g_E = E^1$ is well defined and transverse to $v(x)$. The hyperbolicity of $(M_t)$ on $Z$ implies that for every $m \geq 1$, there exists some $n > 0$ such that

$$\forall x \in Z, \quad g_n(x) = M_n(v(\varphi^H_{-n}x)) \in \tilde{C}_{\lambda, \varphi^H(x)}.$$ 

and we can also assume that

$$\forall x \in Z, \quad M_n(\tilde{C}_{\lambda, \varphi^H(x)} \subset \tilde{C}_{\lambda, \varphi^H(x)}.$$ 

Observe that $E^2$ is different from $\mathcal{H}_x$ (because of Equation (17)). Hence we can choose $m \in \mathbb{N}$ large enough such that

$$\forall x \in Z, \quad \mathcal{H}_x \notin \tilde{C}_{\lambda, \varphi^H(x)}.$$ 

We now choose an eventually smaller neighborhood $\mathcal{N}$ of $Z$ that satisfies the following conditions, where we assume that we choose a metric on $E_\mathcal{N}$ that allows us to compare tangent vectors of different fibers.

$$\forall x \in \mathcal{N}, \exists w \in \mathcal{H}_x, \quad \|w\| = 1, d(w, \tilde{C}_{\lambda, \varphi^H(x)}) > \varepsilon_0$$ 

for some $\varepsilon_0 > 0$ because of Equation (25);

$$\forall x \in \mathcal{N}, \quad g_n(x) = M_n(v(\varphi^H_{-n}x)) \in \tilde{C}_{\lambda, \varphi^H(x)}.$$ 

(27)
because of Equation (23);

\[
\forall x \in \mathcal{N}, \quad M_n(\tilde{C}_{\lambda^m,x}) \subset \tilde{C}_{\lambda^m,\varphi^H_n x}
\]  

(28)
because of Equation (24).

We now choose \(u^T\) depending on \(\mathcal{N}\) as before. We have proved that for every \(t \geq 0\),

\[
\mathcal{G}(DT_t u^T) \subset \mathcal{N} \quad \text{(see Equation (20)).}
\]

We also have by Equation (19) that

\[
\forall t \geq 0, \forall s \in [0, t], \quad \varphi^H_s \left( \mathcal{G}(DT_t u^T) \right) \subset \mathcal{G}(DT_{t-s} u^T) \subset \mathcal{N}.
\]

and by Equation (18)

\[
\forall t > 0, \forall x \in \mathcal{G}(DT_t u^T), \quad T_{\varphi^H_t} \mathcal{G}(DT_t u^T) = D\varphi_t \left( T_x \mathcal{G}(Du^T) \right) = G_t(\varphi^H_t x).
\]

(29)
We deduce from Equations (29), (27) and (28) that

\[
\forall k \in \mathbb{N}, \forall x \in \mathcal{G}(DT_{nk} u^T), \quad \exists D^2 T_{nk} u^T(x) \Rightarrow p_x \left( T_x \mathcal{G}(DT_{nk} u^T) \right) \subset \tilde{C}_{\lambda^m,\varphi_{nk}^H x}
\]
and then by Equation (26) that for every \(k \in \mathbb{N}\), every \(x \in \mathcal{G}(DT_{nk} u^T)\), if the Hessian \(D^2 T_{nk} u^T(x)\) exists, then we have

\[
p_x \left( T_x \mathcal{G}(DT_{nk} u^T) \right) \subset \tilde{C}_{\lambda^m,\varphi_{nk}^H x}
\]
and thus

\[
\| D^2 T_{nk} u^T(\pi(x)) \| \geq \varepsilon_0.
\]
Hence the quantity \(d_{2,1}(T_t u^T, 0)\) doesn’t tend to 0 when \(t\) tends to +\(\infty\), hence doesn’t satisfy the conclusion of Theorem 4.

5. Proof of the \(C^1\) Convergence

5.1. Proof of Theorems 1 and 2. We extend the ideas that were introduced in [Arn05] to a more general setting.

We consider a map \(c \in C \mapsto H_c\) defined on some compact metric space \(C\) that is continuous for the \(C^2\) open-compact topology and such that every \(H_c : T^*M \to \mathbb{R}\) is a Tonelli Hamiltonian. The associated Lagrangian is denoted by \(L_c\). We will denote by \((\varphi^c_{t,\lambda})\) the flow associated to the \(\lambda\)-discounted equation for \(H_c\).

Proposition 12. Let us fix \(t > 0\) and \((u_0, c_0, \lambda_0) \in C^0(M, \mathbb{R}) \times C \times \mathbb{R}_+\) with \(u_0\) fixed point of the semi-group \((T^{c_0,\lambda_0}_t)\). For every \(\varepsilon > 0\), there exists a neighborhood \(\mathcal{N}\) of \((u_0, c_0, \lambda_0)\) such that for every \((u, c, \lambda) \in \mathcal{N}\), we have

\[
d_H(\mathcal{G}(DT^c_{t,\lambda} u), \mathcal{G}(Du_0)) \leq \varepsilon.
\]
To finish the proofs of Theorems 1 and 2, we have to apply Proposition 12 when

- either the space \(C\) is only one point, \(u = u^\lambda\) is the discounted solution and \(u_0\) the limit weak K.A.M. solution;
- or \(\lambda = 0\) is fixed and \(c \in H^1(M, \mathbb{R})\), \(u = u_c\) is a weak K.A.M. solution for the cohomology class \(c\).
Proof. We recall that because of the a priori compactness Lemma (Corollary 3), there exists for every $t > 0$ a compact subset $K_t \subset T^* M$ such that, for every $c \in C$ and $\lambda \in \Lambda$ where $\Lambda$ is any compact subset of $\mathbb{R}$, any minimizing orbit $(\varphi_{s,c}^{c,\lambda}(q, p))_{s \in [0, t]}$ takes all its values in $K_t$. Observe that if $T > t$, we can choose $K_T = K_t$.

Let us fix $t > 0$. We define the map $\mathcal{M}_t : T^* M \times C \times \mathbb{R}_+ \to \mathbb{R}$ by

$$\mathcal{M}_t(q, p, c, \lambda) = \int_{-t}^0 e^{\lambda s} L_c(\pi \circ \varphi_{s,c}^{c,\lambda}(q, p), \frac{\partial}{\partial s} (\pi \circ \varphi_{s,c}^{c,\lambda}(q, p))) ds.$$ 

Observe that this map is continuous with respect to all the variables.

We have for every $t \geq T > 0$ and every continuous map $u : M \to \mathbb{R}$

$$T_t^{c,\lambda} u(q_0) = \min_{(q_0, p) \in K_T} \left( e^{-\lambda t} u(\pi \circ \varphi_{-t,c}^{c,\lambda}(q_0, p)) + \mathcal{M}_t(q_0, p, c, \lambda) \right).$$

We now define for every $u \in C^0(M, \mathbb{R}_+)$, $(c, \lambda) \in C \times \mathbb{R}_+$ and $t \geq T > 0$ the map $\mathcal{U}_t(u, c, \lambda) : K_T \to \mathbb{R}$ by

$$\mathcal{U}_t(u, c, \lambda)(q, p) = e^{-\lambda t} u(\pi \circ \varphi_{-t,c}^{c,\lambda}(q, p)) + \mathcal{M}_t(q, p, c, \lambda).$$

Then every map $\mathcal{U}_t(u, c, \lambda)$ is continuous and the map

$$\mathcal{U}_t : C^0(M, \mathbb{R}) \times C \times \mathbb{R}_+ \to C^0(K_T, \mathbb{R})$$

is itself continuous if $C^0(M, \mathbb{R})$ and $C^0(K_T, \mathbb{R})$ are endowed with the uniform $C^0$ distances.

This implies that the map $(u, c, \lambda) \in C^0(M, \mathbb{R}) \times C \times \Lambda \mapsto T_t^{c,\lambda} u \in C^0(M, \mathbb{R})$ that is defined by (see Equation (30))

$$T_t^{c,\lambda} u(q_0) = \min_{(q_0, p) \in K_T} \mathcal{U}_t(u, c, \lambda)(q_0, p)$$

is also continuous.

Moreover, the corresponding arg min function, that is the function

$$\mathcal{E}_t : M \times C^0(M, \mathbb{R}) \times C \times \Lambda \to \mathcal{K}(K_t)$$

that takes its values is the set $\mathcal{K}(K_t)$ of non-empty compact subsets of $K_t$ and is defined by

$$\mathcal{E}_t(q_0, u, c, \lambda) = \{(q_0, p) \in T_{q_0}^* M; T_t^{c,\lambda} u(q_0) = \mathcal{U}_t(u, c, \lambda)(q_0, p)\}$$

is an upper-continuous function when $\mathcal{K}(K_t)$ is endowed with the Hausdorff distance. Hence

$$\mathcal{F}_t(u, c, \lambda) = \bigcup_{q \in M} \mathcal{E}_t(q, u, c, \lambda)$$

is also compact. Observe that $\mathcal{G}(D T_t^{c,\lambda} u) \subset \mathcal{F}_t(u, c, \lambda)$ and then

$$\mathcal{G}(D T_t^{c,\lambda} u) \subset \mathcal{F}_t(u, c, \lambda).$$
Let us prove that Equation (31) is an equality for \( u = u_0 \). We recall that \( u_0 \) is a fixed point of the semi-group \((T^c_\tau)_{\tau \in (0, t)}\). But we know from Equation (7) that for every \( \tau \in (0, t) \), we have

\[
\mathcal{F}_\tau(u_0, c_0, \lambda_0) \subset \mathcal{F}_\tau(u_0, c_0, \lambda_0) \subset \varphi^{c_0, \lambda_0}_\tau(G(Du_0)) \subset \varphi^{c_0, \lambda_0}_\tau(G(Du_0))
\]

and then by taking the limit for \( \tau \) tending to 0, we deduce that

\[
\mathcal{F}_\tau(u_0, c_0, \lambda_0) \subset \overline{G(Du_0)}.
\] (32)

Equations (31) and (32) give finally

\[
\overline{G(Du_0)} = \mathcal{F}_\tau(u_0, c_0, \lambda_0).
\] (33)

Let us now fix \( \varepsilon > 0 \). If \((u_0, c_0, \lambda_0, q_0) \in C^0(M, \mathbb{R}) \times C \times [0, 1] \times M\), there exists a neighborhood \( \mathcal{V} \) of \((u_0, c_0, \lambda_0)\) and a neighborhood \( V \) of \( q_0 \) such that for every \((q, u, c, \lambda) \in V \times \mathcal{V}\), we have

\[
\mathcal{E}(q, u, c, \lambda) \subset \mathcal{E}(q_0, u_0, c_0, \lambda_0) \varepsilon,
\]

where we use the following notation for \( K \subset T^* M\).

**Notation.**

\[
K_\varepsilon = \{ x \in T^* M; d(x, K) \leq \varepsilon \}.
\]

Then we can extract a finite covering of \( M \) by \((V_i)_{1 \leq i \leq n}\) that are built as before, with neighborhoods \( \mathcal{V}_i \) \( V_i \) of \((u_0, c_0, \lambda_0, q_i)\). Then \((\mathcal{E}(q_i, u_0, c_0, \lambda_0) \varepsilon)_{1 \leq i \leq n}\) is a covering of \( \mathcal{F}_i(u_0, c_0, \lambda_0) = \overline{G(Du_0)} \) by equation (33) and we have for \((u, c, \lambda) \in \mathcal{V} = \bigsqcup_{1 \leq i \leq n} \mathcal{V}_i\)

\[
\overline{G(DT^c_\tau u)} \subset \mathcal{F}_i(u, c, \lambda) = \bigcup_{q \in M} \mathcal{E}_i(q, u, c, \lambda) \subset \bigcup_{i=1}^n \mathcal{E}_i(q_i, u_0, c_0, \lambda_0) \varepsilon \subset (\overline{G(Du_0)}) \varepsilon.
\]

To obtain the wanted conclusion, we only need to prove that \( \overline{G(Du_0)} \subset (\overline{G(DT^c_\tau u)}) \varepsilon \) for \((u, c, \lambda) \) close to \((u_0, c_0, \lambda_0)\).

We denote by \( D_0 \) the set of derivability of \( u_0 \) and we consider a finite covering of \( \overline{G(Du_0)} \) by open balls with radius \( \eta = \frac{\varepsilon}{2} \) and centers at \((q_i, Du_0(q_i))_{1 \leq i \leq n}\) where \( q_i \in D_0 \). As the map \( \mathcal{E}_i \) is upper semi-continuous and has for value at every \((q_i, u_0, c_0, \lambda_0)\) the set \( \{(q_i, Du_0(q_i))\} \), there exists \( \alpha > 0 \) such that

\[
\|u - u_0\|_{C_0} < \alpha, d(c, c_0) < \alpha, \quad |\lambda - \lambda_0| < \alpha, d(Q_i, q_i) < \alpha \Rightarrow d((q_i, Du_0(q_i)), (Q_i, u, c, \lambda)) < \varepsilon_0.
\]

Then we choose for every \( i \) a \( Q_i \) where \( T^c_\tau u \) is differentiable and obtain

\[
d((q_i, Du_0(q_i)), (Q_i, DT^c_\tau u(Q_i)) < \varepsilon_0.
\]

Then we have

\[
\forall q \in D_0, \exists i \in [1, n], d((q, Du_0(q)), (Q_i, DT^c_\tau u(Q_i)) \leq d((q, Du_0(q)), (q_i, Du_0(q_i)) + d((q_i, Du_0(q_i)), (Q_i, DT^c_\tau u(Q_i))) \leq 2\varepsilon_0 = \varepsilon.
\]
5.2. Hausdorff distance in $T^*M$ and $C^1$ convergence. We will prove a proposition that implies that if a family of pseudographs $(G(\eta_c + Du_\lambda'))_{\lambda \in \Lambda}$ converges to the graph of $\hat{G}(\eta_c + Du)$ for the Hausdorff distance and if the map $u : M \to \mathbb{R}$ is $C^1$, then the derivatives $(Du_\lambda')$ $C^0$- uniformly converge to $Du$. Hence Corollaries 1 and 2 comes easily from Theorems 1 and 2.

**Notation.** If $K \subset T^*M$ and $q \in M$, we will denote by $K_q = K \cap T^*_q M$.

**Proposition 13.** Let us consider a family $(K^\lambda)_{\lambda \in \Lambda}$ of compact subsets of $T^*M$ and let $\mathcal{G} = \mathcal{G}(\eta) \subset T^*M$ be the graph of a continuous map $\eta$ defined on the whole $M$. Assume that $\lim_{\lambda \to \lambda_0} d_H(K^\lambda, \mathcal{G}) = 0$. Then

$$\lim_{\lambda \to \lambda_0} \sup_{q \in M} \sup_{x \in K_q^\lambda} d(\eta(q), x) = 0.$$  \(13\)

**Proof.** Assume that the result is not true. Then there exists a sequence $(\lambda_n)$ that converges to $\lambda_0$ and an $\varepsilon > 0$ such that

$$\forall n \in \mathbb{N}, \exists q_n \in M, \exists x_n \in K^\lambda_{q_n}, \quad d(\eta(q_n), x_n) \geq \varepsilon. \tag{34}$$

Extracting a subsequence, we can assume that $(q_n)$ converges to some $q_0$ in $M$. For $n \geq N$ large enough we have

$$\sup_{x \in K^\lambda_{q_n}} d(x, \mathcal{G}) \leq 1.$$  

Hence for $n \geq N$, we have $d(x_n, \mathcal{G}(\eta)) \leq 1$, which means that $x_n$ takes its values in a fixed compact set. Extracting a subsequence, we can then assume that $(x_n)$ converges to some $x \in T^*M$. We deduce from equation (34) and continuity of $Du$ that $d(\eta(q), x) \geq \varepsilon$.

This implies that $x \notin \mathcal{G}(\eta)$. Let us recall that the graph of a continuous map is closed. Hence there exists some $\beta > 0$ such that $B(x, 2\beta) \cap \mathcal{G}(\eta) = \emptyset$.

As $(x_n)$ converges to $x$, for $n \geq N'$ large enough, we have $x_n \in B(x, \beta)$ and then $B(x_n, \beta) \cap \mathcal{G}(\eta) = \emptyset$. Hence we obtain finally

$$\forall n \geq N', x_n \in K^\lambda_{q_n} \quad \text{and} \quad d(x_n, \mathcal{G}(\eta)) \geq \beta;$$

and then

$$\forall n \geq N', d_H(K^\lambda_{q_n}, \mathcal{G}(\eta)) \geq \beta;$$

which contradicts the hypothesis. \(\square\)

---

13 See the latest notation for the meaning of $K_q^\lambda$. 
6. Proof of the $C^2$ Convergence

We give a proof that is valid for Theorems 3, 4 and 5.

We fix $u_\infty$ the $C^1$ and upper Green regular weak K.A.M. solution. It is proved in [Fat08] that any $C^1$ weak K.A.M. solution is $C^{1,1}$, so $u_\infty$ is $C^{1,1}$ and then semi-concave and semi-convex.

We recall that we consider the behavior of a family of equi-semi-concave functions $(U_\mu)_{\mu \in \mathcal{M}}^{14}$ when $\mu$ tends to some (eventually infinite) $\mu_0$ that

- converges to $u_\infty$ in $C^1$ uniform topology; this comes from Corollaries 1 and 2 and also [Arn05] joint with Proposition 13;
- satisfies the following lemma.

**Lemma 3.** For $\varepsilon > 0$, there exists a neighborhood $V$ of $\mu_0$ such that for every $\mu \in V$, we have

$$\text{Leb}\{\theta \in \mathbb{T}^d : D^2 U_\mu - D^2 u_\infty \neq \epsilon 1\} < \varepsilon$$

where $1$ is the identity matrix of the standard scalar product.

In fact, Lemma 3 being proved, the proof of the $C^2$ convergence is reduced to the proof of the following proposition.

**Proposition 14.** Assume that a equi-semi-concave family of functions $(U_\mu)$ $C^1$-converge to a $C^{1,1}$ function $u$ when $\mu$ tends to $\mu_0$ and satisfies that for every $\varepsilon > 0$, there exists a neighborhood $V$ of $\mu_0$ such that for every $\mu \in V$, for every $\mu \in V$, we have

$$\text{Leb}\{\theta \in \mathbb{T}^d : D^2 U_\mu - D^2 u_\infty \neq \epsilon 1\} < \varepsilon,$$

then $(U_\mu)$ converge to $u$ for the pseudo-distance $d_{2,1}$ when $\mu$ tends to $\mu_0$.

**Proof of Lemma 3.** Since $u_\infty$ is semi-concave, $D^2 u_\infty : \mathbb{T}^d \rightarrow S_d$ is defined (and measurable) Lebesgue almost everywhere. Due to Lusin’s theorem, there exists a compact $K \subset \mathbb{T}^d$ with $\text{Leb}(\mathbb{T}^d \setminus K) < \frac{\varepsilon}{10}$ such that $D^2 u_\infty|_K$ is continuous. Hence, there exists $\alpha > 0$, such that for any $\theta, \theta' \in K$ with $d(\theta, \theta') < \alpha$ we have

$$\|D^2 u_\infty(\theta) - D^2 u_\infty(\theta')\| < \frac{\varepsilon}{2}. \quad (35)$$

Let us recall that the approximated solutions $U_\mu$ that we consider are semi-concave, $C^0$-close to $u_\infty$ and are of one of the three possible kinds that we now describe.

- $U_\mu = u^\lambda$ that is a discounted solution for a small $\lambda$; then by Corollary 1, $U_\mu$ is $C^1$ close to $u_\infty$;
- $U_\mu = T_t u$ for some $u \in C^0(\mathbb{T}^d, \mathbb{R})$ and some $t > 0$ large enough; then by Theorem 1 of [Arn05] and Proposition 13, $U_\mu$ is $C^1$ close to $u_\infty$;
- $U_\mu = u_c$ that is a weak K.A.M. solution for a cohomology class $c$ close to 0; then by Corollary 2, $U_\mu$ is $C^1$ close to $u_\infty$.

\[\text{\textsuperscript{14}}\] $\mu$ can be a cohomology class, a discounted positive parameter or a positive time for the Lax–Oleinik semi-group.
We deduce that for every $x = (\theta, Du_\infty(\theta)) \in \mathcal{G}(Du_\infty|_K)$, due to Propositions 5 and 6, there exists $\eta_x$ with $\eta_x < \alpha$ such that for every $y \in B(\theta, \eta_x) \times B(Du_\infty(\theta), \eta_x)$, we have for some $t > 0$ large enough
\[
D^2U_\mu(\pi(y)) < \mathcal{H}(G_*(y)) < D^2u_\infty(\theta) + \frac{\varepsilon}{2} 1 \leq \mathcal{H}(G_*(x)) + \frac{\varepsilon}{2} 1. \tag{36}
\]

Since $\mathcal{G}(Du_\infty|_K)$ is compact, there exists $n$ and $x_i \in K$ with $i = 1, \ldots, n$ such that
\[
\mathcal{G}(Du_\infty|_K) \subset \bigcup_{i=1}^n B(\theta_i, \eta_{x_i}) \times B(Du_\infty(\theta_i), \eta_{x_i}) := \mathcal{N}.
\]

Because $(U_\mu)$ $C^1$-converges to $u_\infty$ when $\mu$ tends to $\mu_0$, one can choose $\mu$ such that $\mathcal{G}(DU_\mu|_K) \subset \mathcal{N}$. For every $\theta \in K$, without loss of generality, we assume $(\theta, DU_\mu(\theta)) \in B(\theta_1, \eta_{x_1}) \times B(DU_\mu(\theta_1), \eta_{x_1})$. Using (35) and (36), we obtain
\[
D^2U_\mu(\theta) < D^2u_\infty(\theta_1) + \frac{\varepsilon}{2} 1 < D^2u_\infty(\theta) + \varepsilon 1.
\]

We fix one integer $i \in \{1, \ldots, d\}$ and we consider one (non-injective) arc $\gamma : t \in [0, 3] \rightarrow y(t) \in \mathbb{T}^d$ defined by $\pi_i y(t) = t \in [0, 3]$ and the other coordinates $\theta_j$ fixed. Because $U_\mu$ and $u_\infty$ are semi-concave, they are differentiable Lebesgue almost everywhere and admit a second derivative Lebesgue almost everywhere. By the Fubini Theorem, there exists some $\sigma \in [0, 1]$ such that for Lebesgue almost every choice of $(\theta_j)_{j \neq i}$, $U_\mu$ is differentiable at $\gamma(\sigma)$ and is twice differentiable Lebesgue almost everywhere along the arc $\gamma$ and we can write
\[
e(\gamma) := U_\mu(\gamma(3)) - u_\infty(\gamma(3)) - (U_\mu(\gamma(\sigma)) - u_\infty(\gamma(\sigma))) = \int_\sigma^3 (DU_\mu(\gamma(t)) - Du_\infty(\gamma(t)))\gamma'(t) dt.
\]

Because $U_\mu - u_\infty$ is semi-concave, the function $(U_\mu - u_\infty) \circ \gamma$ is semi-concave, which implies that its derivative $(DU_\mu \circ \gamma - Du_\infty \circ \gamma)\gamma'$ has only decreasing discontinuity. Hence its variation along every segment is less than the integral of its second differential, i.e. for all $t, \sigma$, we have
\[
\left(DU_\mu(\gamma(t)) - Du_\infty(\gamma(t))\right)\gamma'(t) \leq \left(DU_\mu(\gamma(\sigma)) - Du_\infty(\gamma(\sigma))\right)\gamma'(\sigma) + \int_\sigma^t \left(D^2U_\mu(\gamma(s)) - D^2u_\infty(\gamma(s))\right)\gamma''(s)s ds.
\]

As $\gamma' = 0$, we deduce
\[
e(\gamma) \leq \int_\sigma^3 \left(DU_\mu(\gamma(s)) - Du_\infty(\gamma(s))\right)\gamma''(s) + \int_\sigma^t \left[D^2U_\mu(\gamma(s)) - D^2u_\infty(\gamma(s))\right]((\gamma'(s), \gamma'(s))dt ds.
\]

We have
\[
\int_\sigma^3 \left(DU_\mu(\gamma(\sigma)) - Du_\infty(\gamma(\sigma))\right)\gamma'(\sigma) dt = (3 - \sigma)(DU_\mu - Du_\infty)(\gamma(\sigma))\gamma'(\sigma)
\]
\[
\int_\sigma^3 \int_\sigma^t \left[D^2U_\mu(\gamma(s)) - D^2u_\infty(\gamma(s))\right]((\gamma'(s), \gamma'(s))ds dt
\]
\[
= \int_\sigma^3 \int_\sigma^t \left[D^2U_\mu(\gamma(s)) - D^2u_\infty(\gamma(s))\right]((\gamma'(s), \gamma'(s))ds dt
\]
hence
\[ e(\gamma) \leq (3 - \sigma)(DU_\mu - Du_\infty)(\gamma(\sigma)) \dot{\gamma}(\sigma) \]
\[ + \int_\sigma^3 (3 - t)(D^2U_\mu(\gamma(t)) - D^2u_\infty(\gamma(t)))(\dot{\gamma}(t), \dot{\gamma}(t))dt, \]
and then because \( \dot{\gamma}(t) = e_i \) and then \( \|\dot{\gamma}\| = 1 \) and
\[ -\varepsilon \int_\sigma^3 (3 - t)dt = -\varepsilon \frac{(3 - \sigma)^2}{2} \geq -(3 - \sigma)\frac{3\varepsilon}{2}, \]
we obtain
\[ e(\gamma) - (3 - \sigma)\bigg[(DU_\mu - Du_\infty)(\gamma(\sigma))e_i + \frac{3}{2}\varepsilon\bigg] \]
\[ \leq \int_\sigma^3 (3 - t)(D^2U_\mu(\gamma(t)) - D^2u_\infty(\gamma(t)) - \varepsilon 1)(e_i, e_i)dt. \quad (37) \]

Let \( E_1 = \{ t \in [0, 3] : (D^2U_\mu - D^2u_\infty)(\gamma(t)) - \varepsilon 1 < 0 \} \) and \( E_2 = [0, 3] \setminus E_1 \).
Because of the uniform semi-concavity of \( U_\mu \) and because \( u_\infty \) is \( C^{1,1} \), there exists \( K > \varepsilon \) such that \( (D^2U_\mu - D^2u_\infty)(\theta) \leq K1 \) for any \( \theta \in \mathbb{T}^d \) where \( D^2U_\mu - D^2u_\infty \) exists. We deduce
\[ e(\gamma) - (3 - \sigma)\bigg[(DU_\mu - Du_\infty)(\gamma(\sigma))e_i + \frac{3}{2}\varepsilon\bigg] \]
\[ \leq \int_{E_2 \cap [\sigma, 3]} (3 - t)(D^2U_\mu(\gamma(t)) - D^2u_\infty(\gamma(t)) - K1)(e_i, e_i)dt + \frac{3K}{2}(3 - \sigma)\text{Leb}(E_2) \]
\[ + \int_{E_1 \cap [\sigma, 3]} (3 - t)(D^2U_\mu(\gamma(t)) - D^2u_\infty(\gamma(t)) - \varepsilon 1)(e_i, e_i)dt \]

Hence as the functions that appear in the integrals are non-positive, we deduce also
\[ e(\gamma) - (3 - \sigma)\bigg[(DU_\mu - Du_\infty)(\gamma(\sigma))e_i + \frac{3}{2}\varepsilon\bigg] \]
\[ \leq \int_{E_2 \cap [1, 2]} (D^2U_\mu(\gamma(t)) - D^2u_\infty(\gamma(t)) - K1)(e_i, e_i)dt + \frac{3K}{2}(3 - \sigma)\text{Leb}(E_2) \]
\[ + \int_{E_1 \cap [1, 2]} (D^2U_\mu(\gamma(t)) - D^2u_\infty(\gamma(t)) - \varepsilon 1)(e_i, e_i)dt. \]

We introduce the notation \( E = \{ \theta \in \mathbb{T}^d : D^2u - D^2u_\infty < \varepsilon 1 \} \). We recall that \( \|u\|_{C^1} = \|u\|_{\infty} + \|Du\|_{\infty} \).
By Lemma 3, we have \( \text{Leb}(\mathbb{T}^d \setminus E) < \varepsilon \). Integrating with respect to \( (\theta_j)_{j \neq i} \in \mathbb{T}^{d-1} \), we finally obtain
\[ -3\left(\|U_\mu - u_\infty\|_{C^1} + \frac{3}{2}\varepsilon\right) \]
\[ \leq \int_{\mathbb{T}^d \setminus E} (D^2U_\mu(\theta) - D^2u_\infty(\theta) - K1)(e_i, e_i)d\theta + \frac{3K}{2}(3 - \sigma)\text{Leb}(\mathbb{T}^d \setminus E) \]
\[ + \int_{E} (D^2U_\mu(\theta) - D^2u_\infty(\theta) - \varepsilon 1)(e_i, e_i)d\theta \]
and then because $\text{Leb}(\mathbb{T}^d \setminus \mathcal{E}) < \varepsilon$, we have

$$-3 \left( \|U_\mu - u_\infty\|_{C^1} + \frac{3}{2}(K + 1)\varepsilon \right) \leq \int_{\mathbb{T}^d \setminus \mathcal{E}} (D^2U_\mu(\theta) - D^2u_\infty(\theta) - K1)(e_i, e_i)d\theta$$

$$+ \int_\mathcal{E} (D^2U_\mu(\theta) - D^2u_\infty(\theta) - \varepsilon1)(e_i, e_i)d\theta.$$ 

We deduce that

$$-\int_{\mathbb{T}^d \setminus \mathcal{E}} (D^2U_\mu(\theta) - D^2u_\infty(\theta) - K1)(e_i, e_i)d\theta \leq 3 \left( \|U_\mu - u_\infty\|_{C^1} + \frac{3}{2}(K + 1)\varepsilon \right)$$

(38)

and

$$-\int_\mathcal{E} (D^2U_\mu(\theta) - D^2u_\infty(\theta) - \varepsilon1)(e_i, e_i)d\theta \leq 3 \left( \|U_\mu - u_\infty\|_{C^1} + \frac{3}{2}(K + 1)\varepsilon \right).$$

(39)

Let $v = \sum v_ie_i \in \mathbb{R}^d$ such that $\|v\| = 1$. Then we have for every $\theta \in \mathcal{E}$

$$0 \leq -(D^2U_\mu(\theta) - D^2u_\infty(\theta) - \varepsilon1)(v, v) \leq -d^2 \sup_{1 \leq i \leq d} (D^2U_\mu(\theta) - D^2u_\infty(\theta) - \varepsilon1)(e_i, e_i)$$

and for every $\theta \in \mathbb{T}^d \setminus \mathcal{E}$

$$0 \leq -(D^2U_\mu(\theta) - D^2u_\infty(\theta) - K1)(v, v) \leq -d^2 \sup_{1 \leq i \leq d} (D^2U_\mu(\theta) - D^2u_\infty(\theta) - K1)(e_i, e_i).$$

We deduce that

$$\int_\mathcal{E} \|D^2U_\mu - D^2u_\infty\|d\theta \leq -d^2 \sum_{1 \leq i \leq d} \int_\mathcal{E} ((D^2U_\mu - D^2u_\infty)(\theta) - \varepsilon1)(e_i, e_i)d\theta$$

and

$$\int_{\mathbb{T}^d \setminus \mathcal{E}} \|D^2U_\mu - D^2u_\infty\|d\theta$$

$$\leq -d^2 \sum_{1 \leq i \leq d} \int_{\mathbb{T}^d \setminus \mathcal{E}} ((D^2U_\mu - D^2u_\infty)(\theta) - K1)(e_i, e_i)d\theta.$$ 

Observe that $d_{2,1}(U_\mu, u_\infty) \leq$

$$\int_{\mathbb{T}^d \setminus \mathcal{E}} \|D^2U_\mu - D^2u_\infty\|d\theta + K.\text{Leb}(\mathbb{T}^d \setminus \mathcal{E})$$

$$+ \int_\mathcal{E} \|D^2U_\mu - D^2u_\infty\|d\theta + \varepsilon.\text{Leb}(\mathcal{E})$$

and then

$$d_{2,1}(U_\mu, u_\infty) \leq \int_{\mathbb{T}^d \setminus \mathcal{E}} \|D^2U_\mu - D^2u_\infty\|d\theta$$

$$+ \int_\mathcal{E} \|D^2U_\mu - D^2u_\infty\|d\theta + (K + 1)\varepsilon$$
Using Equations (38) and (39), we deduce

\[
d_{2,1}(U_{\mu}, u_{\infty}) \leq -d^2 \sum_{1 \leq i \leq d} \left( \int_{\mathbb{T}^d \setminus \mathcal{E}} ((D^2 U_{\mu} - D^2 u_{\infty})(\theta) - K1)(e_i, e_i) d\theta \right) + \int_{\mathcal{E}} ((D^2 U_{\mu} - D^2 u_{\infty})(\theta) - \varepsilon1)(e_i, e_i) d\theta \right) + (K + 1)\varepsilon
\]

This is the wanted result.
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