Prediction of Health-Related Leave Days among Workers in the Energy Sector by Means of Genetic Algorithms
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Abstract: In this research, a model is proposed for predicting the number of days absent from work due to sick or health-related leave among workers in the industry sector, according to ergonomic, social and work-related factors. It employs selected microdata from the Sixth European Working Conditions Survey (EWCS) and combines a genetic algorithm with Multivariate Adaptive Regression Splines (MARS). The most relevant explanatory variables identified by the model can be included in the following categories: ergonomics, psychosocial factors, working conditions and personal data and physiological characteristics. These categories are interrelated, and it is difficult to establish boundaries between them. Any managing program has to act on factors that affect the employees’ general health status, process design, workplace environment, ergonomics and psychosocial working context, among others, to achieve success. This has an extensive field of application in the energy sector.
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1. Introduction

Over the past few years, the main concerns of industry, especially in developed countries, have been to improve the workers’ productivity, occupational health and safety in the workplace, physical and mental well-being, and job satisfaction. Through the application of ergonomics, it has been shown that these issues have improved, so an effective implementation of ergonomics in the workplace can achieve a balance between the characteristics of the worker and the demands of the task, in addition to improving workplace design and introducing appropriate management programs. Companies that belong to the energy sector have also been working in this direction, showing some distinctive features that have been identified and studied here.

When the industry does not get involved in the abovementioned issues, it can affect the lives of workers. This results in a risk of deterioration in health and causes absenteeism. Currently, one of the major concerns is sick leave.

There are several factors that affect sick leaves. In this introduction, we first revise the studies that explain the behavior of such factors in the general working environment. Afterwards, we focus on the few works that are specifically oriented to the singularities of the energy sector.
According to the EUROSTAT [1], some 1194 M€ have been spent on sickness and health benefits in the European Union. This number was equivalent to 8.0% of gross domestic product (GDP). The average expenditure per inhabitant was 2338 Euros. In recent years, the spending on sick leave benefits has increased to 12.4%, with Norway being the country with the highest spending (32.4%) compared to Portugal, the country with the lowest (5.8%). For these reasons, the problem of absenteeism is of great interest to healthcare professionals, employers and economists.

According to the latest research published by the European Commission [2], women have higher rates of sick leave than men. There are multiple reasons for this. They have more precarious work and work contracts often linked to low income. Moreover, women often seek medical help for less-serious illnesses and are more frequently diagnosed with mental-health-related illnesses. Another explanation is connected to the burden of housework and childcare.

The aforementioned study [2] also mentions that sick leave increases with age; elderly people take longer-term leave compared to young people, who generally take short-term leave. This is due to the fact that health worsens with age, and working conditions have deteriorated since the economic recession. A clear correlation between occupational, socioeconomic status and absence due to illness is highlighted: the more physically demanding the occupation is and the lower the socioeconomic status, the higher the absenteeism.

Regarding the energy sector, different factors have been studied that may lead to sick leave. A study carried out in the petroleum industry [3] corroborates that women are more likely to take sick leave than men. This may be mainly due to three factors: there is sick leave due to pregnancy; they tend to have more temporary contracts; and they suffer more psychological problems. Another risk factor is smoking; workers who are smokers or former smokers have a higher risk of taking sick leave than non-smokers, those who consume alcohol and even workers exposed to chemical products. Other good predictors of absenteeism due to illness are abnormal sleep and job dissatisfaction. Some physical activity is recommended for workers.

Another specific factor that has been studied in the energy sector is how the different shiftwork patterns can cause sick leave. The employees of a power plant prefer 12-hour shifts rather than eight-hour shifts, since they enjoy longer breaks and an improved social and domestic life. This measure also improves mood, health status and both the quality and quantity of sleep. The only drawback is that it can pose a potential safety risk for the employee when performing highly demanding tasks at the end of the shift, since concentration decreases [4]. A study conducted among workers of a nuclear power plant [5] confirms all these findings on the relation between working in shifts and domestic, social life and well-being of the worker.

Another relevant factor in the energy sector is the type of work carried out. It has been proven that people who do manual work, also called blue-collar (production) workers, are more likely to remain on long-term leave, and this would be of longer duration than in those people who perform skilled jobs, also known as white-collar workers (office workers and managers). The latter are exposed to a greater risk for short-term pain, mainly musculoskeletal disorders (MSD), but this could be avoided by correcting posture [6].

The design of the job is another very important factor to take into account in this sector. A study of workers in a thermal power plant [7] detected deficiencies both in its facilities and its resources. This type of industry is complex and usually has more problems than other industries. Apart from health problems due to ergonomic factors, it has been found that production work in combination with bad environmental conditions (excessive temperatures in summer) and very noisy and dusty environments are factors that tend to worsen the health of workers and increase the possibility of their going on sick leave.

In summary, talking about the energy sector, it seems that absenteeism rates have different behaviors attending to factors like gender, working organization circumstances, such as shifts or psychosocial demands, workplace environment and other factors related with workstation design. The way these factors combined affect sick leave remains unexplored.
The use of machine-learning techniques to predict occupational health and safety outcomes in different fields is not new, whether focused on work-related accidents [8], fire risk [9,10], MSD [11–14] or visual disorders [15,16]. Some of these works focus on specific sectors, such as mining or the health industry.

Nevertheless, to date, no researches have studied how the combination of factors such as age, gender, well-being, domestic and social life, as well as psychosocial factors, can influence the proneness to sick leave among workers in the energy sector. As far as it is known by the authors, most of the previous research in this field that make use of machine-learning techniques employed just only, for example, support vector machines [8,16], artificial neural networks [9,11], Multivariate Adaptive Regression Splines (MARS) [10,14] or k-nearest neighbors [12]. All these research studies have shown the utility of machine-learning techniques in this area for both regression and classification. However, until today, there have been few works [13,15] that combine more than one machine-learning methodology in order to improve their performance.

In this research, a hybrid methodology that combines MARS and genetic algorithm is proposed for predicting the number of days absent from work due to sick or health-related leave, among workers in the industry sector, according to ergonomic, social and work-related factors reported in the Sixth European Working Conditions Survey (EWCS).

2. Materials and Methods
2.1. Dataset

This research work employs selected microdata from the Sixth European Working Conditions Survey (EWCS), which was conducted in 2015 by the European Foundation for the Improvement of Living and Working Conditions, Eurofound [17]. The EWCS is generally conducted every five years, providing an overview of working conditions of the European population. A random representative sample of “persons in employment” (i.e., employees and the self-employed) is surveyed through a questionnaire administered face-to-face. The Eurofound datasets are stored and promoted online by the UK Data Service [18]. Upon request, the data are available free of charge, provided they will be used for non-commercial purposes.

Almost 44,000 workers in 35 countries were interviewed through the sixth wave of the EWCS. The validity of the questionnaire was guaranteed by a questionnaire-development group composed of experts and representatives of the European Commission and different international organizations [19]. This sixth edition codified more than 370 variables that included physical and psychosocial risk factors, working time, place of work, work-place determinants, employee participation, job security, social relations, personal conditions, etc. The whole list of variables included in the sixth wave of the survey can be found in the source questionnaire, available online at the website of Eurofound [20]: https://www.eurofound.europa.eu/sites/default/files/page/field_ef_documents/6th_ewcs_2015_final_source_master_questionnaire.pdf.

The size of the initial dataset was first reduced by only selecting workers from energy-related sectors. The final sample consisted of 420 workers (333 men and 87 women), aged between 17 and 71 years (average 44; see Figure 1) from the following NACE Revision 1 sections: mining of coal and lignite; extraction of peat; extraction of crude petroleum and gas; mining of uranium and thorium ores; manufacture of coke, refined petroleum products and nuclear fuel; electricity, gas, steam and hot water supply. The distribution of the subjects by country is shown in Table 1. Table 2 presents their level of studies, according to the International Standard Classification of Education (ISCED). Table 3 shows the distribution of the sample of workers according to their household’s total monthly income. The average leave time was of 5.9 days, with a standard deviation of 16.1 days. Only two workers have a leave longer than 100 days. Please also note that leaves over 10 days represent only 18.33% of the total.
Figure 1. Age distribution of the workers.

Table 1. Distribution of the sample of workers by country.

| Country       | Number of Workers | %   |
|---------------|-------------------|-----|
| Norway        | 35                | 8.3%|
| Albania       | 26                | 6.2%|
| Slovenia      | 25                | 6.0%|
| Serbia        | 25                | 6.0%|
| Spain         | 22                | 5.2%|
| Belgium       | 18                | 4.3%|
| United Kingdom| 17                | 4.0%|
| Croatia       | 17                | 4.0%|
| Montenegro    | 17                | 4.0%|
| Czech Republic| 15                | 3.6%|
| Poland        | 14                | 3.3%|
| Bulgaria      | 13                | 3.1%|
| Germany       | 13                | 3.1%|
| France        | 12                | 2.9%|
| Romania       | 12                | 2.9%|
| Denmark       | 11                | 2.6%|
| Lithuania     | 11                | 2.6%|
| Austria       | 11                | 2.6%|
| Estonia       | 10                | 2.4%|
| Other countries* | 76            | 18.1%|
| **Total**     |                   | **420** |

* Other countries: FYROM, Luxembourg, Slovakia, Hungary, Netherlands, Sweden, Switzerland, Greece, Turkey, Italy, Finland, Cyprus, Portugal, Malta.

A second-dimensional reduction was carried out by decreasing the number of variables through expert criteria. Only the 59 most relevant independent variables were preselected to initially feed the model developed and to try to explain the output variable. Some of the variables were designed as Likert scales, some of them were binary and a few were continuous (numerical). Please note that it would have been possible to perform this reduction also by means of either genetic algorithms or other...
methodologies like decision trees or PCA, but in our understanding, it was less time-consuming to use expert criteria. Please note that this is a good way in order to avoid finding spurious relationships.

The output variable, y15_Q82, records the answers provided by the sample of workers to the following question: “In the past 12 months, how many days absent from work due to sick leave or health-related leave?” It is a numerical variable, ranging from 0 to 360, and synthetizes the duration of the sick leave taken by the workers.

### Table 2. Distribution of the sample of workers according to the level of studies (ISCED).

| Level of Studies (ISCED)                          | Number of Workers | %     |
|--------------------------------------------------|-------------------|-------|
| Early childhood education                        | 1                 | 0.2%  |
| Primary education                                | 1                 | 0.2%  |
| Lower secondary education                        | 39                | 9.3%  |
| Upper secondary education                        | 185               | 44.0% |
| Post-secondary non-tertiary education            | 23                | 5.5%  |
| Short-cycle tertiary education                   | 54                | 12.9% |
| Bachelor or equivalent                           | 52                | 12.4% |
| Master or equivalent                             | 63                | 15.0% |
| Doctorate or equivalent                          | 2                 | 0.5%  |
| **Total**                                        | **420**           |       |

### Table 3. Distribution of the sample of workers according to their household’s total monthly income.

| Is Your Household Able to Make Ends Meet? | Number of Workers | %     |
|------------------------------------------|-------------------|-------|
| Very easily                              | 55                | 13.1% |
| Easily                                   | 101               | 24.0% |
| Fairly easily                            | 121               | 28.8% |
| With some difficulty                     | 104               | 24.8% |
| With difficulty                          | 30                | 7.1%  |
| With great difficulty                    | 9                 | 2.1%  |
| **Total**                                | **420**           |       |

#### 2.2. Multivariate Linear Regression

Let us consider a set of $k + 1$ quantitative variables with $y$ as the dependent variable and $x_1, x_2, \ldots, x_k$ as independent variables. The multivariate linear regression method consists of creating a lineal model that predicts $y$, using variables $x_1, x_2, \ldots, x_k$. It can be expressed as follows [21]:

$$ y = \beta_0 + \beta_1 x_1 + \ldots + \beta_k x_k $$ (1)

The parameters’ estimation is performed by means of the ordinary least squares approach [22] by means of the following:

$$ \min_{\beta \in \mathbb{R}^{k+1}} \| y - X \beta \|^2 = \min_{\beta \in \mathbb{R}^{k+1}} \sum_{i=1}^{n} (y_i - \beta_0 - \sum_{j=1}^{k} \beta_j x_{ij})^2 $$ (2)

where $\| \cdot \|$ denotes the Frobenius norm.

#### 2.3. Support Vector Machine for Regression

Let us consider again a set of $k + 1$ quantitative variables with $y$ as the dependent variable and $x_1, x_2, \ldots, x_k$ as independent variables, where each $i$ element constitutes a row vector. Let $\Phi : \chi \rightarrow \mathcal{F}$ be the function that corresponds to each row vector with a point of the characteristics space $\mathcal{F}$. Let us define a function as follows [23]:

$$ f(x) = < \omega, \Phi(x) > + b $$ (3)
The problem to solve is as follows:

\[
\min \frac{1}{2} \| \omega \|^2 + C \sum_{i=1}^{n} (\xi_i + \xi_i^*)
\]

(4)

Constrains:

\[
y_i - \langle \omega, \phi(x_i) \rangle \leq \varepsilon + \xi_i \quad i = 1, \ldots, n
\]

\[
\langle \omega, \phi(x_i) \rangle - y_i \leq \varepsilon + \xi_i^* \quad i = 1, \ldots, n
\]

\[
\xi_i \geq 0, \quad \xi_i^* \geq 0 \quad i = 1, \ldots, n
\]

(5)

The problem complexity depends on the dimension of the row vectors [24]. The solution of this problem gives as a result the model of support-vector machines for regression.

2.4. Genetic Algorithms

The process of learning by trial and error can be considered as being similar to the natural evolution process. The development of genetic algorithms (GA) started with the works of Holland [25]. GA is a kind of evolutionary algorithm that is based on the evolution of a certain set of solutions trying to either maximize or minimize the result of an objective function. GA is a bioinspired methodology that mimics the procedure of natural selection. The interest in GA methodology in optimization is because they are a global and robust method for finding solutions that do not require any a priori knowledge about the problem.

GA make use of the following three basic operators [16]:

- Crossover;
- Mutation;
- Elitism.

The crossover operator takes two different individuals of the population and creates a new one, mixing the two. The mutation operator performs random changes in those individuals, created with the help of the crossover operator. Mutation makes it possible to introduce new strings in the next generation, giving the ability to search beyond the scope of the initial population. Another interesting mechanism is elitism, which makes a certain number of individuals with a good performance according to the result of the objective function survive and pass to the next generation, without any change.

2.5. Multivariate Adaptive Regression Splines

MARS is a well-known parametric methodology that builds a non-linear model based on hinge functions. It is expressed by the following equation [26]:

\[
\hat{y}_j = \beta_0 + \sum_{i=1}^{k} \beta_i B(x_i),
\]

(6)

where \( \hat{y}_j \) represents each one of the outputs forecasted values per each \( y_j \), \( \beta_i \) are the model parameters and \( B \) are the model basis functions. The basis functions are defined as follows:

\[
B^- = \begin{cases} 
(t-x)^q & \text{if } x < t \\
0 & \text{otherwise}
\end{cases}
\]

\[
B^+ = \begin{cases} 
(t-x)^q & \text{if } x \geq t \\
0 & \text{otherwise}
\end{cases}
\]

(7)

where \( q \) is a natural number that represents the power function.

When a MARS model is created, there are three different well-known methods that take part in the model in order to assess the importance of the variables. They are the following:
• nsubsets: this criterion indicates the number of model subsets that make use of the variable. The larger the number of subsets that include the variable, the more important they will be considered.

• gcv: this criterion calculates the generalized cross-validation (GCV) of the variables, and, taking into account the results, those variables that contribute most to increasing the GCV value are considered the most important.

• rss: this criterion can be considered equivalent to gcv, but making use of the residual sum of squares (RSS) expression.

The GCV expression is as follows [23]:

$$GCV(M) = \frac{1}{n} \sum_{j=1}^{n} \left( \frac{y_j - \hat{y}_j}{\left(1 - C(M) \frac{1}{n}\right)^2} \right)$$

(8)

where $C(M)$ is the complexity penalty function that increases with the number of basis functions in the model and which is defined with this equation, where $M$ is the number of basis functions. In the case of the present research, the maximum interaction degree allowed was nine.

The equation for RSS is as follows [27]:

$$RSS = GCV(M) \frac{3M}{n^3}$$

(9)

2.6. The Proposed Algorithm

The proposed algorithm works as is explained here. First, it is initialized with a random population. Each member of the random population represents a subset of all the available variables that will be employed for the forecast of the number of days off for each worker. It is a string, as in the following example: 1100011 ... 0101 with a total of 59 digits, one per variable, where 1 means that the variable is present and 0 that is missing.

In order to know how each of the variables subsets performs, they are employed for training a MARS model, using 80% of the available individuals, while the other 20% are employed for the model validation. This process is repeated 1000 times for each of the variables subset and the average $R^2$ value obtained is used as the result of the objective function. Following the usual methodology of genetic algorithms, the best individuals of the population are selected and crossed.

In the present research, a mutation rate of 10% was allowed, and a 5% of elitism, which means that the 5% of the best individuals of a generation are included in the next one. In the case of the present research, a fine-tuning was performed, testing mutation rates from 0.5% to 15% in steps of 0.5%. The $R^2$ values obtained did not find statistically significant differences from 0.5% to 10%, while in higher mutation values, the $R^2$ decreased. Therefore, results with 10% probability mutation rates are presented. The crossover methodology employed is known as single point crossover, in which both parental chromosomes are split in only one point randomly selected. Each generation of the genetic algorithm population is formed by 1000 individuals; this means that there are 1000 different variables subsets. The results shown were obtained after 100 iterations, which means that 100,000 variables subsets were examined. This is a small number if compared with the more than $5.7 \times 10^{17}$ possible variables subsets that can be obtained for a problem like this with 59 independent variables. Finally, it can also be highlighted that the performance of the algorithm would be improved if those workers whose leave durations are over certain threshold value (i.e., 10 or 100 days) were considered as outliers and removed. The flowchart for the proposed algorithm is shown in Figure 2.
3. Results

The average value of the $R^2$ for the 1000 models trained for the variables that were finally selected in each case was 74.26%. The RMSE average value was 27.51. The average difference in days in absolute value of forecasted and real number of days off was 10.22. If workers are divided in those with leaves of 10 or less days, 85% of the total, and those with leaves of more than 10 days, the RMSE values obtained are quite different. In the case of those with leaves of 10 or less days, the RMSE value was of 5.56 and 71.49 for those with leaves of more than 10 days. In the case of average difference in days in absolute value of forecasted and real number of days off, it was 4.28 for those with leaves of 10 or less days and 48.81 for those whose leaves are over 10 days. It means that prediction for those leaves of 10 or less days are much more accurate. Figure 3 shows the histogram of the number of leave days for all the workers. It can be observed that most of the leaves are of 10 or less days. The results described in this paragraph are in line with what is said in Section 2.3 about how an outlier’s removal would improve the algorithm performance.

In order to assess the performance of the proposed algorithm, it was compared with two benchmark methodologies: linear regression [28] and support vector machines for regression [29]. In both algorithms, 1000 models with different training and validation datasets were tested. For the linear regression, the average $R^2$ value was of 26.72% with an RMSE of 74.21, while in the case of support vector machine for regression the average $R^2$ value was of 67.32% with a RMSE of 29.01. Table 4 shows a comparison of the performance of the proposed algorithm with the two benchmark methodologies referred before, linear regression and support vector machines.

Figure 4 shows the results of one of the models created with these variables. In such a model, the forecasted and real number of days off for all the workers randomly included in the validation dataset can be observed. The values in the horizontal axis are the workers’ identifiers. Please note that the largest differences of forecasted and real values can be found for workers with numbers from 81 to 83 that would be considered as spurious. In this case, the difference in days of forecasted and

![Flowchart of the proposed algorithm.](image_url)
real number of days off was on average $-4.255$, with a median of 2.53 and a standard deviation of 27.34. In absolute values, the mean was 10.642 days. As after 100 iterations all the models give similar results in terms of $R^2$, Table 5 shows the list of variables selected by this model as the most relevant when predicting absenteeism among workers in the energy sector, using the three importance criteria (nsubsets, gcv and rss) referred to in Section 2.2.

![Figure 3. Histogram of the number of leave days of all those individuals that took part in the present research.](image)

**Table 4.** Comparison of the performance of the proposed algorithm with two benchmark methodologies, linear regression (LR) and support vector machines (SVM).

| Performance Metric | Proposed Algorithm | LR     | SVM    |
|--------------------|--------------------|--------|--------|
| $R^2$              | 74.26%             | 26.72% | 67.32% |
| RMSE               |                    |        |        |
| all                | 27.51              | 74.21  | 29.01  |
| 10 or less leave days | 5.56              | 72.92  | 13.91  |
| more than 10 leave days | 71.49              | 74.47  | 68.75  |
| Average absolute difference of days | 10.22 | 49.60 | 17.26 |
| all                | 4.28               | 47.62  | 10.06  |
| 10 or less leave days | 48.81              | 61.51  | 60.42  |

**Table 5.** A list of variables selected by the model as the most relevant to predict absenteeism among workers in the energy sector.

| Variable | Nsubsets $^1$ | gcv $^2$ | rss $^3$ | Description |
|----------|---------------|----------|----------|-------------|
| y15_Q48a | 30            | 100      | 100      | Short repetitive tasks of less than 1 min |
| y15_Q88  | 30            | 100      | 100      | Satisfied with working conditions |
| y15_Q100 | 30            | 100      | 100      | Income |
| y15_Q20  | 29            | 90.3     | 91.0     | Restructuring or reorganization at the workplace |
| y15_Q53d | 29            | 90.3     | 91.0     | Monotonous tasks |
| y15_Q78f | 29            | 90.3     | 91.0     | Headaches, eyestrain |
| y15_Q95f | 27            | 81.7     | 82.5     | Outside work: taking a training or education |
Table 5. Cont.

| Variable  | Nsubsets | gcvs | rsss  | Description                                      |
|-----------|----------|------|-------|-------------------------------------------------|
| y15_Q75   | 24       | 62.6 | 65.2  | General health status                           |
| y15_Q48b  | 19       | 45.6 | 49.4  | Short repetitive tasks of less than 10 min      |
| y15_Q30a  | 18       | 41.7 | 46.0  | Tiring or painful positions                     |
| y15_Q30h  | 17       | 38.5 | 43.2  | Being in situations that are emotionally disturbing |
| y15_Q76   | 17       | 38.5 | 43.2  | Long-lasting illness                            |
| y15_Q29e  | 15       | 34.8 | 39.3  | Smoke, fumes, powder, dust                      |
| y15_Q30d  | 14       | 30.9 | 36.2  | Sitting                                         |
| y15_Q27_lt| 13       | 27.9 | 33.6  | Other paid job                                  |
| y15_Q74   | 12       | 24.8 | 31.0  | Work affects health                             |
| y15_Q29b  | 9        | 15.9 | 23.9  | Noise                                           |
| y15_Q24   | 8        | 13.9 | 22.0  | Work hours/week                                 |
| y15_Q29d  | 5        | 13.4 | 18.2  | Low temperatures                                |
| y15_Q2b   | 4        | 11.2 | 15.9  | Age                                             |

1 nsubsets: number of model subsets that make use of the variable (see Section 2.2). 2 gcvs: generalized cross-validation of the variables (see Section 2.2). 3 rsss: residual sum of squares (see Section 2.2).

Figure 4. Results of one of the models created: forecasted and real number of days off for all the workers randomly included in the validation dataset.

4. Discussion

The results obtained show that it is possible to make use of machine-learning methodologies such as MARS and GA in order to predict the number of days of health-related leave taken by workers in the energy sector, taking into account a certain number of variables linked to personal and work-related factors for each individual. The results obtained are not surprising, as GA and MARS have proven to be valid in similar scenarios [23] and in other problems linked to the energy field [30,31]. The worst forecasts were obtained for the longest leaves, as they were few and present a behavior outside the normal range. In future research, the MARS model could be substituted by other regression models such as neural networks or support vector machines for regression, and even by replacing GA with other evolutive methods like particle swarm optimization or differential evolution.

As other studies have shown [13,32], there are several factors that have an influence on absenteeism in the workplace. It should be pointed out that, in this case study, sick leave due to common illness and sick leave due to occupational illness or occupational accidents were not analyzed separately. This is
the reason behind the multiple kinds of factors that become part of the model, and implies that some difficulties may appear during the discussion of the results [33]; in any case, it is necessary to consider both, in order to understand the causes behind absenteeism.

The model was built with twenty items that can be classified into four categories:

- Ergonomics;
- Psychosocial factors;
- Working conditions;
- Personal data and physiological characteristics.

It must be pointed out that several of these items could belong to different categories simultaneously. Therefore, they are included in those ones that better explain their impact as a cause of absenteeism. Moreover, there are many interrelated circumstances between each category, to the extent that it is difficult to find studies that only deal with one of them. In fact, there are several research studies that cover issues in relation to ergonomics while speaking about working conditions, workers’ personal characteristics and organizational contexts at the same time [32].

In absolute terms, working conditions have the greatest impact on sick leave among workers, since nine out of twenty items of the model developed fall into this category. However, as mentioned before, several of these items also affect other categories, such as ergonomics and psychosocial factors.

A discussion on the relationship between absenteeism and the items in each category is presented next.

4.1. Ergonomics

There are five items in the model that show the impact of ergonomics on sick leave among workers. This is in consonance with other researchers’ conclusions [33–36] that maintain that poor ergonomics in the workplace and prevalence of musculoskeletal disorders (MSD) are linked and could therefore mean an increase in sick leave. These five items are as follows:

- Doing short repetitive tasks of less than 1 min.
- Doing monotonous tasks.
- Doing short repetitive tasks of less than 10 min.
- Suffering tiring or painful positions.
- Remaining seated for a long time.

It is remarkable that the model seems to suggest a contradictory idea in relation to repetitive tasking, in that it considers that short repetitive tasks of less than ten minutes have a negative impact on sick leave among workers, whereas short repetitive tasks of less than one minute can reduce absenteeism. Concerning ergonomics, the shorter the task, the more damaging it could be, so at first glance, this would seem to be an error.

On the other hand, there could be several explanations for this curious result. For instance, it is difficult to find a job that requires doing the same repetitive tasks lasting less than one minute for the entire working day. However, it is more feasible to find jobs that include the same repetitive task lasting less than ten minutes for the entire working day. Thus, multitasking would preferably be linked to the first of these cases, and multitasking is a valued characteristic of good ergonomics. This would be a proper explanation for the behavior of these items in the model. In any case, this sets a starting point for future research.

Other items that are included in the model and classified into the ergonomics category, such as monotonous tasks, painful positions and sitting, are ergonomic factors traditionally considered during risks assessments due to their negative impact on MSD prevalence. As a first conclusion, the model has proven that the beliefs as to how ergonomic investments have a positive impact on MSD prevalence and occupational absenteeism are a step in the right direction. This study therefore supports other
researchers’ conclusions that are applicable to industrial environments [37] and to the energy sector in particular [38].

4.2. Psychosocial Factors

Only one item falls into this category: that of being in situations that are emotionally disturbing. However, there are several studies that point out that psychosocially demanding working environments have a deeply negative impact on absenteeism [39,40]. Nevertheless, it should be noted that this does not mean that psychosocial factors are less relevant than others. In fact, there is a close interrelation between them and the rest. For instance, as other studies have shown [41], ergonomic interventions could be counterproductive, unless they attend to psychosocial factors.

4.3. Working Conditions

Working conditions is the category that includes the largest number of items from the model. However, as previously stated, that does not necessarily mean it is the category with the strongest influence on absenteeism. The nine items from the model classified in this category are as follows:

- Being satisfied with working conditions;
- Income;
- Restructuring or reorganization at the workplace;
- Working environment: smoke, fumes, powder and dust;
- Another paid job;
- Work affects health;
- Noise;
- Work hours/week;
- Working environment: low temperatures.

First of all, it must be said that “being satisfied with working conditions” could be included in the category of psychosocial factors; after all, this item depends both on how working conditions are designed and how workers perceive them. In any case, this aspect has already been discussed in the previous section. In fact, the item included on working conditions highlights the interaction between categories and the importance of psychosocial factors on the control of absenteeism.

Working conditions cover a great spectrum of factors that can become causes of occupational absenteeism. Indeed, workers’ general health status, MSD prevalence and other diseases are closely related to the working environment. Therefore, in terms of the energy sector in particular, each company has to understand and act on several working conditions, to develop health management, as other works have already shown [42].

A conclusion that can be obtained by analyzing the factors that appear in this category is, as has been the case with others, the existence of a link with the category concerning personal conditions. For example, it has been proven that a low income of the worker increases the probability of his/her taking sick leave. One wonders if, in fact, this circumstance reveals the effects of socioeconomic status on occupational absenteeism [43].

Other working condition factors included in the model show the effects of workplace environment on sick leave: noise, air pollution, extreme temperatures, etc. This was to be expected, because it points in the direction of occupational diseases, in line with several previous studies [44,45].

The only remarkable item that could be seen as a contradiction is that workers with more than one job seem to be less vulnerable to sick leave. Several explanations can be suggested. For instance, having more than one job could be linked with multitasking and, therefore, lower prevalence of MSD. Another possible reason could be that this kind of worker is more likely to belong to a precarious social stratum where health damages are sometimes underreported. In any case, this could be the subject of a future line of research.
4.4. Personal Data and Physiological Characteristics

There are five possible causes of absenteeism included in this category:

- Having headaches and eyestrain;
- Outside work: receiving training or education;
- General health status;
- Suffering a long-lasting illness;
- Age.

This category joins together several factors related to lifestyle that are too difficult to identify and analyze properly, especially when the studied variable includes both common and occupational diseases as a cause of absenteeism. In fact, there are many studies that deal with this subject without achieving unanimity [46–48].

It seems to be expected that general health status [49] and, as a result, other factors that can alter it, like age, must affect the prevalence of several illnesses that end up causing sick leave. There are other studies that go further and that try to analyze gender differences in this matter [14]. In this category, however, everything is vaguely interrelated, so there are many questions to answer in future research.

Apart from the item that refers to activities outside work, every factor included in this category is a cause or an effect of the workers’ general health status. This appraisal has many implications that must be kept in mind when planning any move designed to reduce absenteeism among a company’s workforce.

5. Conclusions

It is possible to make use of machine-learning methodologies, such as MARS and GA, in order to create models able to predict the number of days of health-related leave among workers in the energy sector. Absenteeism can be monitored and predicted by using a model that employs several items included in the following categories:

- Ergonomics;
- Psychosocial factors;
- Working conditions;
- Personal data and physiological characteristics.

These categories are all interrelated, and it is difficult to establish boundaries between them, but as a positive consequence of this, acting on one of them to reduce absenteeism in a company could have a great impact on the others.

Any management program has to act on factors that affect the employees’ general health status, process design, workplace environment, ergonomics and psychosocial working context, among others, if it is going to be successful. This has an extensive field of application in the energy sector, where most of the activities are undertaken in an industrialized context.
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