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We define and study a random Lie bracket that induces torsion in expectation. Almost all stochastic analysis on manifolds have assumed parallel transport. Mathematically this assumption is very reasonable. However, in many applied geometry and graphics problems parallel transport is not achieved, the “change in coordinates” are not exact due to noise. We formulate a stochastic model on a manifold for which parallel transport does not hold and analyze the consequences of this model with respect to classic quantities studied in Riemannian geometry. We first define a stochastic lie bracket that induces a stochastic covariant derivative. We then study the connection implied by the stochastic covariant derivative and note that the stochastic lie bracket induces torsion. We then state the induced stochastic geodesic equations and a stochastic differential equation for parallel transport. We also derive the curvature tensors for our construction and a stochastic Laplace-Beltrami operator. We close with a discussion of the motivation and relevance of our construction.

1 Introduction

Stochastic processes on manifolds have been an object of interest to probabilists, harmonic analysts, statisticians, and machine learners. The basic idea across all these disciplines has been to define or characterize random processes on Riemannian manifolds. There are basically two approaches to construct or model random processes on manifolds: one can randomize paths on the manifold or randomize the geometry that the paths follow. There is extensive literature on randomizing paths on manifolds. The problem of studying paths on a randomized geometry is less developed and is more aligned with the model we study in this paper. A byproduct of modeling stochastic processes on manifolds by randomizing paths is that these stochastic process models assume that the torsion tensor is zero, that is the Lie bracket (which encodes the geometry) is equal to the covariant derivative. The assumption that the torsion tensor is zero gives rise to the phenomena of parallel transport which allows one to connect the geometries of nearby points on the manifold. In this paper we explore stochastic models on manifolds where the torsion tensor is not zero. We introduce torsion by defining random vector fields or random diffeomorphisms which induces a random Lie bracket. Given the random Lie bracket we derive stochastic analogs of classical Riemannian structures including: torsion, parallel transport, geodesics, curvature, and the Laplace-Beltrami operator.
There is extensive literature in probability, harmonic analysis, and statistics on random processes on manifolds. Probabilists have studied Brownian motion on Riemannian manifolds (Stroock, 2000; Hsu, 2008). Building on stochastic processes on manifolds, stochastic differential equations (SDEs) on manifolds are well understood (Itô, 1950; Itô et al., 1953; Elworthy, 1982; Li, 1994; Emery and Meyer, 1989). SDEs on manifolds have been applied to multiple fields, including non-linear filtering (Rugunanan, 2005) and signal processing (Manton, 2013). There is also extensive literature on Wiener measures and path integrals on Riemannian manifolds, including the the Feynman-Kac formula on Riemannian manifolds (de Lima, 2018). A common approach in the study of Brownian motion on manifolds is to extend stochastic analysis on Euclidean space to manifolds by using the frame bundle to transfer Brownian motion in $\mathbb{R}^d$ to manifolds via the so-called Eells-Elworthy-Malliavin (Eells and Elworthy, 1970) construction. The random process we study diverges from the classical perspective of Brownian motion on Riemannian manifolds as we consider a stochastic process that will induce torsion and parallel transport does not hold.

In harmonic analysis there is extensive work on diffusions on manifolds ranging from the theory of diffusions and semi-groups on manifolds (Grigor’yan, 2009) to methodology for data analysis based on manifold assumptions including diffusion maps for dimension reduction (Coifman and Lafon, 2006; Coifman et al., 2005), diffusions on non-orientable manifolds (Singer and Wu, 2011), vector diffusion maps (Singer and Wu, 2012), and diffusion geometries of fiber bundles (Gao, 2019). In the statistics and machine learning literature there has been extensive work under the rubric of manifold learning using random process on manifolds for unsupervised dimension reduction (Donoho and Grimes, 2003; Tenenbaum et al., 2000; Roweis and Saul, 2000; Belkin and Niyogi, 2003), supervised methods for dimension reduction (Mukherjee et al., 2010), as well as inference based on Gaussian processes embedded in a manifold Gaussian process (Dunson et al., 2019), and and stochastic gradient descent (Feng et al., 2019). Almost all the theory as well as data analysis methods have assumed that the torsion tensor is zero and there is a connection that allows for the flow of geometries between nearby points on the manifold. From the perspective of harmonic analysis and inference this paper explores a setting where coordinate changes between two points on the manifold are noisy.

Our motivation for introducing torsion to stochastic processes on manifolds arises from a data analysis application in geometric morphometrics. The objective of geometric morphometrics is to quantifying biological shape, shape variation, and covariation of shape with other biotic or abiotic variables or factors often with an eye to study evolutionary processes. Often these shapes are stored in large a database of 3-dimensional scans of surfaces such as bones or teeth (Boyer et al., 2016). A classic mathematical tool to compare shapes uses diffeomorphism-based representations (Dupuis and Grenander, 1998) and shapes are compared by examining the cost to continuously deform one shape into another (Li et al., 2014; Boyer et al., 2011). These diffeomorphism-based approaches can be characterized as diffusions of fiber bundles (Gao, 2019), hence a form of diffusion on manifolds. It is a fact that for real data the deformations do not map one shape exactly to another shape, there are
errors in the correspondence map, see Figure 1 where the data are 3-dimensional scans of lemur teeth. This error in maps can naturally be thought of as the lack of parallel transport and was a strong motivation to provide a stochastic model on manifolds that has torsion.

Figure 1: The black points on the far left shape are mapped to the blue points on the shape on the right. If the black points are mapped via the upper shape to the shape on the right we observe that they have been mapped to the red points. This example illustrates that these maps incur errors one propagates the analysis along shapes.

There are two natural approaches to generalize random processes on manifolds by either randomizing sections on the manifold or making the manifold itself random. Both approaches can be thought of as particular extensions or departures form the classic Malliavin calculus on a manifold. The basic elements required for Malliavin calculus on a manifold are a basis manifold $V$, a fiber space $F$ on $V$, and a distribution over sections on $F$. One can generalize Malliavin calculus on a manifold by randomizing the manifold, an approach taken in Khe–lif and Tarica (2013) with the introduction of $D^\infty$-stochastic manifolds. A $D^\infty$-stochastic manifold is constructed from a family of stochastic charts that satisfy a compatibility condition and the metric tensor, Levi-Civita connection, derivations, and curvature are derived in Khe–lif and Tarica (2013). The $D^\infty$-stochastic manifold is a very general construction and can have either non-zero or null torsion. The authors however focus on the setting with the analog of the classical the Levi-Civita connection and the torsion is zero. The stochastic construction in this paper is less abstract and the focus is more on introducing torsion and we make can explicitly state how the curvature tensor, parallel transport, and Levi-Civita connection changes. In Nicolaescu (2016) Gaussian ensembles on smooth sections are defined to prove a stochastic version of the Gauss-Bonnet-Chern theorem, which relates the curvature of a surface to its topology. In Nicolaescu (2016) it was shown that the expectation of a random current is equal to the current defined by the Euler form. The definition of a
stochastic section in Nicolaescu (2016) is abstract, depending on a pullback bundle and dual bundle. Unlike our construction an explicit construction of stochastic sections in Nicolaescu (2016) would be very complex. We will also show that our construction does not admit a Gauss-Bonnet-Chern theorem so the local addition of torsion induces an obstruction to topology.

2 Riemannian structures with random vector fields

2.1 A stochastic connection

Consider a $m$-dimensional smooth Riemannian manifold $M$ equipped with a metric $g$. Denote the space of all smooth vector fields on $M$ by $\mathfrak{X}(M)$, and denote $g(X,Y)$ by $(X,Y)$. In differential geometry a fundamental object is the connection. The connection formalizes the procedure of transporting data along a manifold in a consistent manner. In Riemannian geometry the canonical connection is the Levi-Civita connection which is an affine connection typically denoted as $\nabla$ for which

\[
\nabla g = 0, \quad \text{the metric is preserved}\\
\nabla_X Y - \nabla_Y X = [X,Y], \quad \text{there is no torsion},
\]

in the above $X,Y$ are vector fields, $[\cdot,\cdot]$ is the Lie bracket of the fields, and $g$ is the metric tensor. The connection encodes the geometry of the manifold and provides a means to parallel transport tangent vectors from one point to another along a curve. The second equation above states that the connection can be stated in the form of a covariant derivative. The covariant derivative provides a calculus for taking directional derivatives of vector fields, measuring the deviation of a vector field from being parallel in a given direction. A key idea in classical Riemannian geometry is that the geometry encoded by the Lie bracket provides the same information as the covariant derivative.

In this section we will define a stochastic connection that will share many of the nice properties of the Levi-Civita connection but will allow for the addition of torsion and state the relation between the stochastic connection and classic deterministic one.

The key idea we will use to define a stochastic connection is a randomization of vector fields, as defined below.

**Definition 1** (A random vector field). For $X \in \mathfrak{X}(M)$, a randomization of $X$, denoted by $\tilde{X}$, is a random vector field satisfying for any $p \in M$

(a) $\tilde{X}(p)$ is a random vector in $T_pM$;

(b) $\mathbb{E}[\tilde{X}(p)] = X(p)$.

There are two important properties of this randomization. First the fiber bundle structure of the field is preserved, the randomization is a random map that takes a tangent vector to
a (random) tangent vector in the same tangent space. The second condition states that
this map is unbiased. In keeping with classical constructions in differential geometry, the
smoothness of a vector field is necessary. In the stochastic setting, we will require the
randomized vector field to be almost surely smooth. In this section we will provide examples
of randomizations that satisfy the previous conditions, we will also see that there is not a
unique randomization that satisfies the above properties so a rich class of random fields can
be considered.

We will use the random vector field $\tilde{X}$ to define a random connection. The first step of
this process is to define a random differentiation $\tilde{D}$.

**Definition 2** (Random differentiation). For any $X, Y \in \mathfrak{X}(M)$, the stochastic covariant
derivative of $Y$ with respect to $X$ is defined as

$$\tilde{D}_X Y := D_{\tilde{X}} \tilde{Y}.$$  

We will use this random differentiation to define a connection. Then for any smooth
function $f \in C^\infty(M)$, vector fields $X, Y, Z \in \mathfrak{X}(M)$, and scalar $a \in \mathbb{R}$:

1. $\tilde{D}_fX + Y = f\tilde{X} + \tilde{Y}$;
2. $\tilde{D}_X (aY + Z) = a\tilde{D}_X Y + \tilde{D}_X Z$;
3. $\tilde{D}_X fY = \tilde{X}(f)\tilde{Y} + f\tilde{D}_X Y$.

The first two conditions simply state the linearity of the random connection $\tilde{D}$. The third
condition is the analog of the Leibniz rule for differentiation of vector fields.

**Example 1.** Let $\varepsilon$ be a random smooth function on $\mathcal{M}$ and set $\tilde{X} = \varepsilon X$. Two conditions
stated in Definition 2 hold: $\tilde{X}(p) \in T_p \mathcal{M}$ and $\mathbb{E}[\tilde{X}(p)] = \mathbb{E}[\varepsilon(p)X(p)] = X(p)$. It also holds
that for vector fields $X, Y \in \mathfrak{X}(\mathcal{M})$ for all $f \in C^\infty(\mathcal{M})$

$$f\tilde{X} + Y = f\tilde{X} + \tilde{Y}.$$  

We could further require that $\mathbb{E}[\tilde{D}_X Y] = D_X Y, \forall X, Y \in \mathfrak{X}(\mathcal{M})$, that is the connection itself
behave like the Levi-Civita connection in expectation which implies that

$$\mathbb{E}[\varepsilon^2(p)] = 1, \forall p \in \mathcal{M}.$$
Requiring both \( E[\tilde{X}(p)] \) and \( E[\varepsilon^2(p)] = 1 \) results in \( \text{var}(\varepsilon(p)) = 0 \), so there is no randomization. So the random connection cannot in expectation give back the Levi-Civita connection.

A natural question is assuming \( D \) is the Levi-Civita connection with respect to Riemannian metric \( g \) what is the relation between \( D \) and \( \tilde{D} \) and what is the relation between the lie bracket corresponding to \( D \) and the covariant derivative corresponding to \( \tilde{D} \). This analysis will show that the random connection will induce torsion. We start by computing the covariant derivative \( \tilde{D}X - \tilde{D}Y \) in terms of a random smooth function \( \varepsilon \), our notion of noise:

\[
\tilde{D}X - \tilde{D}Y = D_{\varepsilon X} \varepsilon Y - D_{\varepsilon Y} \varepsilon X = \varepsilon (D_X \varepsilon Y - D_Y \varepsilon X) \\
= \varepsilon [\varepsilon D_X Y + X(\varepsilon)Y - \varepsilon D_Y X - Y(\varepsilon)X] \\
= \varepsilon^2 (D_X Y - D_Y X) + \varepsilon X(\varepsilon)Y - \varepsilon Y(\varepsilon)X \\
= \varepsilon^2 [X, Y] + \varepsilon X(\varepsilon)Y - \varepsilon Y(\varepsilon)X \\
\neq [X, Y].
\]

So the random covariant derivative induces torsion with respect to the Lie bracket as defined by the standard affine connection and

\[
[X, \tilde{Y}] = [\varepsilon X, \varepsilon Y] = \varepsilon^2 [X, Y] + \varepsilon X(\varepsilon)Y - \varepsilon Y(\varepsilon)X.
\]

The above equation allows us to define a stochastic notion of torsion.

**Definition 3** (Stochastic torsion). The stochastic torsion with respect to \( \tilde{D} \) is

\[
\tilde{T}(X, Y) := \tilde{D}X - \tilde{D}Y - [X, \tilde{Y}].
\]

From the above calculation we conclude that \( \tilde{T} = \varepsilon^2 T \). In the following statements we assume the noise \( \varepsilon \) has non-zero variance. Given our construction of \( \tilde{D} \) the following torsion terms are zero

\[
0 = \tilde{D}X - \tilde{D}Y - [X, \tilde{Y}] \\
0 = D_X Y - D_Y X - [X, Y],
\]

while the following torsion term will not be zero

\[
0 \neq \tilde{D}X Y - \tilde{D}Y X - [X, Y] = (\varepsilon^2 - 1)[X, Y] + \varepsilon X(\varepsilon)Y - \varepsilon Y(\varepsilon)X.
\]

We would like our connection \( \tilde{D} \) to share most of the properties of the Levi-Civita connection, the exception being that the stochastic covariant derivative induced by our stochastic connection has torsion with respect to the standard deterministic Lie bracket.

Another property of the Levi-Civita connection is compatibility with the Riemannian metric:

\[
\langle D_X Y, Z \rangle + \langle Y, D_X Z \rangle = X \langle (Y, Z) \rangle.
\]
A natural question to ask is whether

\[ \langle \bar{D}_X Y, Z \rangle + \langle Y, \bar{D}_X Z \rangle = X(\langle Y, Z \rangle), \]

which is not likely to be true because the right hand side is deterministic while the left hand side is random:

\[
\langle \bar{D}_X Y, Z \rangle + \langle Y, \bar{D}_X Z \rangle = \langle \varepsilon^2 D_X Y + \varepsilon X(\varepsilon)Y, Z \rangle + \langle Y, \varepsilon^2 D_X Z + \varepsilon X(\varepsilon)Z \rangle \\
= \varepsilon^2 (\langle D_X Y, Z \rangle + \langle Y, D_X Z \rangle) + 2\varepsilon X(\varepsilon)\langle Y, Z \rangle \\
= \varepsilon^2 X(\langle Y, Z \rangle) + 2\varepsilon X(\varepsilon)\langle Y, Z \rangle \\
\neq X(\langle Y, Z \rangle).
\]

Observe that \( X \left( \langle \bar{Y}, \bar{Z} \rangle \right) = \langle \varepsilon^2 \langle Y, Z \rangle \rangle = \varepsilon^2 X(\langle Y, Z \rangle) + 2\varepsilon X(\varepsilon)\langle Y, Z \rangle \), so we conclude that

\[ \langle \bar{D}_X Y, Z \rangle + \langle Y, \bar{D}_X Z \rangle = X \left( \langle \bar{Y}, \bar{Z} \rangle \right) \neq X(\langle Y, Z \rangle), \]

and the randomization does not recover the classical quantity \( X(\langle Y, Z \rangle) \).

The following theorem summarizes the properties that our stochastic connection satisfies that have natural analogs in the Levi-Civita case, the exception is in our construction all these quantities are random.

**Theorem 1.** Assume \( \bar{X} = \varepsilon X \) where \( \varepsilon \) is a almost surely random smooth function on \( M \), define \( \bar{D}_X Y := D_X \bar{Y} \), then for any \( a \in \mathbb{R}, f \in C^\infty(M) \) and \( X, Y, Z \in \mathcal{X}(M) \), we have

1. \( \bar{D}_{fX+Y} Z = f \bar{D}_X Z + \bar{D}_Y Z. \)
2. \( \bar{D}_X(aY + Z) = a \bar{D}_X Y + \bar{D}_X Z. \)
3. \( \bar{D}_X(fY) = f \bar{D}_X Y + \bar{X}(f)\bar{Y}. \)
4. \( \bar{D}_X Y - \bar{D}_Y X - [\bar{X}, \bar{Y}] = 0. \)
5. \( \langle \bar{D}_X Y, Z \rangle + \langle Y, \bar{D}_X Z \rangle = \bar{X} \left( \langle \bar{Y}, \bar{Z} \rangle \right). \)

**Proof.** We need to prove the first three equations hold as we have all ready shown that equations (4) and (5) hold. Showing that equations (1)-(3) hold results from applying equation (1) to each of the first three equations above:

1. \( \bar{D}_{fX+Y} Z = D_{fX+Y} \bar{Z} = D_{fX} \bar{Z} + D_{fY} \bar{Z} = f \bar{D}_X \bar{Z} + D_{\bar{Y}} \bar{Z} = f \bar{D}_X Z + \bar{D}_Y Z. \)
2. \( \bar{D}_X(aY + Z) = D_X aY + D_X Z = D_X (a \bar{Y} + \bar{Z}) = a \bar{D}_X \bar{Y} + \bar{D}_X \bar{Z} = a \bar{D}_X Y + \bar{D}_X Z. \)
3. \( \bar{D}_X fY = D_X f\bar{Y} = D_X f\bar{Y} = \bar{X}(f)\bar{Y} + f D_X \bar{Y} = \bar{X}(f)\bar{Y} + f \bar{D}_X Y. \)
Equations (1)-(3) imply that $\tilde{D}$ is a connection, (4) states that $\tilde{D}$ is stochastic torsion free while (5) shows that $\tilde{D}$ is compatible with the stochastic Riemannian metric $\tilde{g}(X,Y) = \langle \tilde{X}, \tilde{Y} \rangle$, formally represented by $\tilde{D}g = 0$.

To help fix the idea of a random vector field we provide a natural construction of the random function or field $\varepsilon$. This is obviously not the only construction and it would be interesting to further understand in greater detail how the geometric quantities we consider in this paper vary with the specification of the stochastic vector field. The following example is possibly the most obvious construction.

**Example 2** (A random vector field). Assume $(M,g)$ is a compact Riemannian manifold and $\Delta$ is the Laplace-Beltrami operator with eigenvalues $0 = \lambda_0 \leq \lambda_1 \leq \cdots$. We will use as bases the orthonormal eigenfunctions $\{\psi_i\}_{i=1}^{\infty}$ of $L^2(M,dV_g)$, that is

$$\Delta \psi_i = \lambda \psi_i, \quad \langle \psi_i, \psi_j \rangle_{L^2} = \delta_{ij}, \quad \forall i,j.$$ 

Let $X_1, X_2, \cdots$ be i.i.d Gaussian random variables $X_i \sim N(0,\sigma_i^2)$. The random functions we consider are defined as

$$\varepsilon(x) = \sum_{i=1}^{\infty} X_i \psi_i(x) + 1, \quad \forall x \in M.$$ 

If $\lim_{i \to \infty} i^\alpha \sigma_i^2 = 0$, then $f \in C^\alpha(M)$ almost surely. In particular if $\sigma_i^2 = \frac{1}{i^2}$ then $\varepsilon$ is almost surely $C^2$ for any $\alpha > 2$.

For this construction it holds that $\mathbb{E}[\varepsilon(x)] = 1$, again a property that seems natural.

There are very general constructions of Gaussian random functions on a manifold via Gaussian measures on spaces of distributions (Nicolaescu, 2016; Gelfand and Vilenkin, 1964; Bogachev, 1998; Hsu, 1997). Our goal in this paper is not generality. We would like construction for which we can interpret and compute the random geometric objects we consider, such as geodesic equations.

### 2.2 Geodesics and parallel transport

We will derive the geodesic equations and parallel transport induced by the stochastic connection $\tilde{D}$. First we will define the Christoffel symbol with respect to $\tilde{D}$. We will then compute the geodesic and parallel transport equations in expectation, both of these are deterministic differential equations. We will then consider the stochastic geodesic and parallel transport equations both of which will be stochastic differential equations.

Let $\gamma : (-T,T) \to M$ be a smooth curve and denote $\gamma(0) = p$. For $p \in U$ there is a local chart $[x^1, \cdots, x^m]$ and $\gamma(t) = [\gamma^1(t), \cdots, \gamma^m(t)]$. Denote $\Gamma$ as the Christoffel symbol with respect to $\tilde{D}$. From the definition of $\tilde{D}$

$$\tilde{D} \frac{\partial}{\partial x^i} \frac{\partial}{\partial x^j} = \tilde{\Gamma}_{ij}^{k} \frac{\partial}{\partial x^k}.$$
The relation between the stochastic and standard Christoffel symbols is

\[ \tilde{\Gamma}^k_{ij} = \varepsilon^2 \Gamma^k_{ij} + \varepsilon \frac{\partial \varepsilon}{\partial x^i} \delta_{jk}, \]

as the following calculations confirm

\[ \tilde{D} \frac{\partial}{\partial x^i} \frac{\partial}{\partial x^j} = D \varepsilon \frac{\partial}{\partial x^i} \frac{\partial}{\partial x^j} \]
\[ = \varepsilon^2 D \frac{\partial}{\partial x^i} \frac{\partial}{\partial x^j} + \varepsilon \frac{\partial \varepsilon}{\partial x^i} \frac{\partial}{\partial x^j} \]
\[ = \varepsilon^2 \Gamma^k_{ij} \frac{\partial}{\partial x^k} + \varepsilon \frac{\partial \varepsilon}{\partial x^i} \frac{\partial}{\partial x^j} \]
\[ = \tilde{\Gamma}^k_{ij} \frac{\partial}{\partial x^k}, \]

where \( \tilde{\Gamma}^k_{ij} = \varepsilon^2 \Gamma^k_{ij} + \varepsilon \frac{\partial \varepsilon}{\partial x^i} \delta_{jk}. \) Recall that for standard Christoffel symbol,

\[ \frac{\partial g_{ij}}{\partial x^k} = g_{lj} \Gamma^l_{ik} + g_{il} \Gamma^l_{jk}. \]

In the stochastic case, a similar formula holds:

\[ \frac{\partial \varepsilon^2 g_{ij}}{\partial x^k} = g_{lj} \tilde{\Gamma}^l_{ik} + g_{il} \tilde{\Gamma}^l_{jk}, \]

where the term \( \varepsilon^2 g_{ij} \) can be interpreted as the coefficient of \( \tilde{g}(X,Y) = \langle \tilde{X}, \tilde{Y} \rangle. \)

We now derive the geodesic equations. A curve \( \gamma \) is a geodesic with respect to \( \tilde{D} \) if and only if \( 0 = \tilde{D}_\gamma \gamma' |_{\gamma(t)} \). The geodesic equations with respect to \( \tilde{D} \) are given by the following equation which is formally the same as the standard geodesic equation

\[ \varepsilon(t)^2 \frac{d^2 x^k(t)}{dt^2} + \frac{dx^i(t)}{dt} \frac{dx^j(t)}{dt} \tilde{\Gamma}^k_{ij}(t) = 0, \quad k = 1, \ldots, m, \quad (2) \]
which is validated by the following calculations

\[ 0 = \bar{D}_{\gamma'} \gamma' |_{\gamma(t)} \]
\[ = \varepsilon^2 D_{\gamma'} \gamma' + \varepsilon' \gamma' \]
\[ = \varepsilon(t)^2 \left[ \frac{d^2 x^k(t)}{dt^2} + \frac{dx^j(t)}{dt} \frac{dx^i(t)}{dt} \Gamma^k_{ij}(\gamma(t)) \right] \frac{\partial}{\partial x^k} \bigg|_{\gamma(t)} + \varepsilon(t) \frac{d\varepsilon(t)}{dt} \frac{dx^k(t)}{dt} \frac{\partial}{\partial x^k} \bigg|_{\gamma(t)} \]
\[ = \varepsilon(t)^2 \left[ \frac{d^2 x^k(t)}{dt^2} + \frac{dx^j(t)}{dt} \frac{dx^i(t)}{dt} \Gamma^k_{ij}(\gamma(t)) + \varepsilon(t) \frac{d\varepsilon(t)}{dt} \frac{dx^k(t)}{dt} \right] \frac{\partial}{\partial x^k} \bigg|_{\gamma(t)} \]
\[ = \varepsilon(t)^2 \frac{d^2 x^k(t)}{dt^2} + \varepsilon(t) \frac{dx^j(t)}{dt} \frac{dx^i(t)}{dt} \Gamma^k_{ij}(\gamma(t)) + \varepsilon(t) \frac{d\varepsilon(t)}{dt} \frac{dx^k(t)}{dt} \frac{\partial}{\partial x^k} \bigg|_{\gamma(t)} \]
\[ = \varepsilon(t)^2 \frac{d^2 x^k(t)}{dt^2} + \varepsilon(t) \frac{dx^j(t)}{dt} \frac{dx^i(t)}{dt} \Gamma^k_{ij}(\gamma(t)) + \varepsilon(t) \frac{d\varepsilon(t)}{dt} \frac{dx^k(t)}{dt} \frac{\partial}{\partial x^k} \bigg|_{\gamma(t)} \]
\[ = \varepsilon(t)^2 \frac{d^2 x^k(t)}{dt^2} + \varepsilon(t) \frac{dx^j(t)}{dt} \frac{dx^i(t)}{dt} \Gamma^k_{ij}(\gamma(t)) + \varepsilon(t) \frac{d\varepsilon(t)}{dt} \frac{dx^k(t)}{dt} \frac{\partial}{\partial x^k} \bigg|_{\gamma(t)} \]
\[ = \varepsilon(t)^2 \frac{d^2 x^k(t)}{dt^2} + \varepsilon(t) \frac{dx^j(t)}{dt} \frac{dx^i(t)}{dt} \Gamma^k_{ij}(\gamma(t)) + \varepsilon(t) \frac{d\varepsilon(t)}{dt} \frac{dx^k(t)}{dt} \frac{\partial}{\partial x^k} \bigg|_{\gamma(t)} \]
\[ = \varepsilon(t)^2 \frac{d^2 x^k(t)}{dt^2} + \varepsilon(t) \frac{dx^j(t)}{dt} \frac{dx^i(t)}{dt} \Gamma^k_{ij}(\gamma(t)) + \varepsilon(t) \frac{d\varepsilon(t)}{dt} \frac{dx^k(t)}{dt} \frac{\partial}{\partial x^k} \bigg|_{\gamma(t)} \]
\[ = \varepsilon(t)^2 \frac{d^2 x^k(t)}{dt^2} + \varepsilon(t) \frac{dx^j(t)}{dt} \frac{dx^i(t)}{dt} \Gamma^k_{ij}(\gamma(t)) + \varepsilon(t) \frac{d\varepsilon(t)}{dt} \frac{dx^k(t)}{dt} \frac{\partial}{\partial x^k} \bigg|_{\gamma(t)} \]

We can rewrite equation (2) in terms of \( \Gamma \):

\[ \varepsilon(t)^2 \frac{d^2 x^k(t)}{dt^2} + \varepsilon(t) \frac{dx^j(t)}{dt} \frac{dx^i(t)}{dt} \Gamma^k_{ij}(\gamma(t)) + \varepsilon(t) \frac{d\varepsilon(t)}{dt} \frac{dx^k(t)}{dt} = 0, \quad k = 1, \ldots, m, \quad (3) \]

Typically a geodesic is a deterministic object, the shortest path between two points on a manifold. Equations (2) and (3) suggest a stochastic notion of a geodesic. Before we examine random geodesics we first consider the expectation of equation (3) as the deterministic analog resulting from our stochastic connection to the classic geodesic induced by the Levi-Civita connection.

We first define a new deterministic notion of a geodesic based on the expectation of the random field used to construct \( \bar{D} \).

**Definition 4 (Geodesic in expectation).** A curve \( \gamma \) is called a geodesic in expectation with respect to the stochastic connection \( \bar{D} \) if for all \( k = 1, \ldots, m \),

\[ \mathbb{E} \left[ \varepsilon(t)^2 \frac{d^2 x^k(t)}{dt^2} + \varepsilon(t) \frac{dx^j(t)}{dt} \frac{dx^i(t)}{dt} \Gamma^k_{ij}(\gamma(t)) + \varepsilon(t) \frac{d\varepsilon(t)}{dt} \frac{dx^k(t)}{dt} \right] = 0, \]

\[ \alpha(t) \left\{ \frac{d^2 x^k(t)}{dt^2} + \frac{dx^j(t)}{dt} \frac{dx^i(t)}{dt} \Gamma^k_{ij}(\gamma(t)) \right\} + \beta(t) \frac{dx^k(t)}{dt} = 0, \]

where \( \mathbb{E} \left[ \varepsilon(t)^2 \right] = \alpha(t) \) and \( \mathbb{E} \left[ \varepsilon(t) \frac{d\varepsilon(t)}{dt} \right] = \beta(t) \). If \( \alpha \) and \( \beta \) are \( C^2(\mathcal{M}) \), there exists a unique solution of the above differential equations given initial conditions.
In the noiseless case where \( \varepsilon \equiv 1 \), \( \alpha(t) = 1 \) and \( \beta(t) = 0 \) the standard geodesic equation is recovered. If \( \alpha \) and \( \beta \) are both \( C^2(M) \) or smooth, there exists a unique geodesic locally. Ideally we want an almost surely smooth (at least \( C^2(M) \)) random function \( \varepsilon : M \to \mathbb{R} \) so Gaussian processes are excluded as they do not have the required smoothness properties.

For the random vector field defined in Example 2 we can explicitly calculate \( \alpha \) and \( \beta \)

\[
\alpha(t) = \sum_{i=1}^{\infty} \psi_i(t)^2 \sigma_i^2 + 1, \quad \beta(t) = \sum_{i=1}^{\infty} \psi_i(t) \psi_i'(t) \sigma_i^2.
\]

Since the bases \( \{\psi_i\} \) are all smooth, both \( \alpha \) and \( \beta \) are smooth, so the local existence and uniqueness of a geodesic is guaranteed.

The intuition behind parallel transport of a connection is a way of locally moving the local geometry of one point on a manifold to a nearby point, in short one should consider parallel transport as the local realization of a connection. Given the stochastic connection \( \tilde{D} \) we can state two constructions of parallel transport. The first definition is a deterministic object and is the expected parallel transport. The second is a stochastic construction of parallel transport. Before stating the two definitions we write the the stochastic differential equations for the parallel transport that arises from \( \tilde{D} \) by setting \( 0 = \tilde{D}_{\gamma} X \)

\[
X(0) = X_0
\]

\[
\varepsilon(t)^2 \frac{dX^k(t)}{dt} \frac{\partial}{\partial x^k} + \varepsilon(t)^2 \frac{dx^i(t)}{dt} X^j(t) \Gamma^k_{ij} \frac{\partial}{\partial x^k} + \varepsilon(t) \frac{d\varepsilon(t)}{dt} X^k(t) \frac{\partial}{\partial x^k} = 0.
\]

**Definition 5 (Parallel transport in expectation).** The parallel transport from a point \( X = \gamma(s) \) to \( X' = \gamma(t) \) is a map \( \tilde{P}_s^t : T_{\gamma(t)}M \to T_{\gamma(s)}M \), where \( \tilde{P}_s^t(v) = X(s) \) and \( X \) is the unique solution of the following linear differential equations. For all \( k = 1, \ldots, n \)

\[
\mathbb{E} \left[ \varepsilon(t)^2 \right] \frac{dX^k(t)}{dt} + \mathbb{E} \left[ \varepsilon(t)^2 \right] \frac{dx^i(t)}{dt} X^j(t) \Gamma^k_{ij} + \mathbb{E} \left[ \varepsilon(t) \frac{d\varepsilon(t)}{dt} \right] X^k(t) = 0
\]

\[
X(t) = v.
\]

From the definition we can tell that \( \tilde{P}_s^t \) is a linear isomorphism between tangent spaces \( T_{\gamma(t)} \) and \( T_{\gamma(s)} \). Moreover, such parallel transport can recover the random covariant derivative in the expectation sense:

**Proposition 1.** Let \( \gamma \) be any smooth curve on \( M \), for any smooth vector field \( X \in M \),

\[
\mathbb{E} \left[ \tilde{\nabla}_{\gamma'(t)} X(t) \right] = \mathbb{E} \left[ \varepsilon(t)^2 \right] \lim_{\Delta t \to 0} \frac{\tilde{P}_s^{t+\Delta t}(X(t + \Delta t)) - X(t)}{\Delta t}.
\]

**Proof.** Let \( \{e_i\} \) be a basis of \( T_{\gamma(0)}M \) and \( e_i(t) := \tilde{P}_0^t(e_i) \). Then \( \mathbb{E} \left[ \tilde{\nabla}_{\gamma'(t)} e_i(t) \right] = 0 \). Since \( \tilde{P} \) is an isomorphism, \( \{e_i(t)\} \) is a basis of \( T_{\gamma(t)}M \), so we can represent \( X(t) \) by \( X(t) = X^i(t)e_i(t) \).
where $X^i(t)$ are smooth functions with respect to $t$. By Theorem 1,

$$\tilde{\nabla}_{\gamma'(t)} X(t) = \gamma'(t)(X^i(t))\tilde{e}_i(t) + X^i(t)\tilde{\nabla}_{\gamma'(t)} e_i(t) = \varepsilon(t)^2 \frac{dX^i(t)}{dt} e_i(t) + X^i(t)\tilde{\nabla}_{\gamma'(t)} e_i(t).$$

So

$$E\left[\tilde{\nabla}_{\gamma'(t)} X(t)\right] = E\left[\varepsilon(t)^2\right] \frac{dX^i(t)}{dt} e_i(t) + X^i(t)E\left[\tilde{\nabla}_{\gamma'(t)} e_i(t)\right] = E\left[\varepsilon(t)^2\right] \frac{dX^i(t)}{dt} e_i(t).$$

Recall that $\tilde{P}_{t+\Delta t}$ is an isomorphism, so

$$\tilde{P}_{t+\Delta t}(X(t+\Delta t)) = \tilde{P}_{t+\Delta t}(X^i(t+\Delta t)\tilde{e}_i(t+\Delta t)) = X^i(t+\Delta t)\tilde{P}_{t+\Delta t} e_i(t+\Delta t) = X^i(t+\Delta t)e_i(t).$$

As a result,

$$\lim_{\Delta t \to 0} \frac{\tilde{P}_{t+\Delta t}(X(t+\Delta t)) - X(t)}{\Delta t} = \lim_{\Delta t \to 0} \frac{(X^i(t+\Delta t) - X^i(t))e_i(t)}{\Delta t} = \frac{dX^i(t)}{dt} e_i(t).$$

So we conclude that

$$E\left[\tilde{\nabla}_{\gamma'(t)} X(t)\right] = E[\varepsilon(t)^2] \lim_{\Delta t \to 0} \frac{\tilde{P}_{t+\Delta t}(X(t+\Delta t)) - X(t)}{\Delta t}.$$  

This result is not surprising: one cannot recover $\tilde{\nabla}$, a random operator by the deterministic parallel transport $\tilde{P}$. Instead we can recover the expectation.

We now remove the expectation and consider a stochastic version.

**Definition 6** (Stochastic parallel transport). The stochastic parallel transport is the solution to the follow stochastic differential equations with $k = 1, \ldots, n$,

$$\varepsilon(t)^2 dX^k_t + \varepsilon(t)^2 \frac{d\varepsilon(t)}{dt} \Gamma^k_{ij}(t) X^j_t dt + \varepsilon(t) \frac{d\varepsilon(t)}{dt} X^k_t = 0,$$

which can be written in a more familiar notation as

$$dX_t = \mu(X_t, t)dt + \sigma(X_t, t) d\varepsilon(t),$$

where the drift term is $\mu^k(X_t, t) = -\frac{d\varepsilon(t)}{dt} \Gamma^k_{ij}(t) X^j_t$ and the diffusion term is $\sigma^k(X_t, t) = \sigma^k(X_t) = -X^k_t$ with $\varepsilon = \log \varepsilon$.

Note that the equations stated in (5) are not stochastic differential equations in the sense of Itô but are differential equations with random coefficients. Unlike the Itô setting $\varepsilon$ is differentiable, at least $C^2$, so the first and second order variations are finite. In other words, the Riemann-Stieltjes integral works in this situation, instead of the Itô integral. Since these
are linear differential equations with almost surely $C^2$ coefficients, there exists unique solution locally given initial value $X_0$, which provides a random flow starting from $X_0 \in T_{\gamma(t)} M$.

If we weaken the assumption for the smoothness of the noise $\tilde{\epsilon}$, for example assume $\tilde{\epsilon}$ is Brownian motion, $\tilde{\epsilon}(t) = B_t$, then equation (5) becomes a collection of linear stochastic differential equations that can be interpreted as

$$X_t = \int_0^t \mu(X_s, s)ds + \int_0^t \sigma(X_s, s)dB_s = \int_0^t \mu(X_s, s)ds + \lim_{n \to \infty} \sum_{[t_{i-1}, t_i] \in \pi_n} \sigma(X_{t_{i-1}})(B_{t_i} - B_{t_{i-1}}),$$

where $\pi_n$ is a sequence of partitions of $[0, t]$ with the mesh going to zero. As a result, there exists a unique solution locally for a given initial condition $X_0$:

$$X_t = \Psi_t X_0,$$

where $\Psi_t$ is the fundamental matrix satisfying $\Psi_0 = \text{Id}$ and the homogeneous matrix SDE

$$d\Psi_t = A_t \Psi_t dt + B_t dW_t,$$

where $(A_t)_{j,k} = -\frac{d\epsilon^i(t)}{dt} \Gamma^k_{ij}(t)$ and $B_t = -\text{Id}$ (Platen and Bruti-Liberati, 2010). The intuition of $\tilde{\epsilon}$ being Brownian motion is that $\epsilon$ is centered at 1 so its log should be centered at 0. In this Brownian motion setting, the theory of stochastic calculus applies but geometrically the resulting vector field $X_t$ given by the stochastic parallel transport is no longer a smooth vector field almost surely. This is not surprising as Brownian motion is nowhere smooth. It is the case that when $\epsilon$ is the Brownian motion, which is not differentiable, stochastic parallel transport is still well defined.

The smoothness condition on $\epsilon$ can be weakened in this situation for two reasons. First, the stochastic parallel transport involves only first order differentiation (see (5)), so even if the noise is not differentiable one can use Itô calculus. Second, the parallel transport is essentially a covariant derivative with respect to a deterministic curve $\gamma$, a one-dimensional submanifold parametrized by $t$, whose tangent vector field can be randomized by an one-dimensional Brownian motion, greatly simplifying the problem.

However, the geodesic equation is not well defined as the derivative of the noise $\epsilon$ is involved. A possible solution is through discretization and numerical approximation, converting equation (2) to a second order difference equations, which depends on both the choice of local coordinate chart and the discretization. Since we are focusing on globally defined geometries including stochastic covariant derivative, stochastic torsion, and stochastic curvature, certain smoothness ($C^2$) is necessary. As a result, in the remaining sections, we still assume that $\epsilon$ is $C^2$ so that geometries can be pushed to the stochastic setting.

2.3 Curvature

Once we define parallel transport and geodesics the next obvious object of interest is the curvature tensor and the sectional, Ricci, and scalar curvature.
Recall that for a connection $D$ the curvature tensor $R$ for vector fields $X, Y, Z, W \in \mathfrak{X}(\mathcal{M})$ is a map $R : \mathfrak{X}(\mathcal{M}) \times \mathfrak{X}(\mathcal{M}) \to \mathfrak{X}(\mathcal{M})$ where
\[
R(X, Y)Z = DXDYZ - DYZX - D_{\{X,Y\}}X.
\]
The Riemannian curvature tensor $\mathcal{R}$ is
\[
\mathcal{R}(X, Y)Z = DXDYZ - DYZX.
\]

**Definition 7** (Stochastic curvature tensor). The stochastic curvature tensor $\tilde{R}$ with respect to $\tilde{D}$ for $X, Y, Z, W \in \mathfrak{X}(\mathcal{M})$ is
\[
\tilde{R}(X, Y)Z := \tilde{R}(\tilde{X}, \tilde{Y})\tilde{Z} = D_{\tilde{X}}D_{\tilde{Y}}\tilde{Z} - D_{\tilde{Y}}D_{\tilde{X}}\tilde{Z} - D_{[\tilde{X}, \tilde{Y}]}\tilde{Z},
\]
where $D$ is the standard affine connection and $\mathcal{R}$ is the curvature tensor induced by $D$.

The stochastic curvature tensor can also be stated in terms of the classic curvature tensor as stated in the following Lemma.

**Lemma 2.** For vector fields $X, Y, Z \in \mathfrak{X}(\mathcal{M})$ the following relation between the stochastic and deterministic curvature tensors hold
\[
\tilde{R}(X, Y)Z = \varepsilon^3 R(X, Y)Z.
\]

**Proof.** Note that $\tilde{R}$ has three terms. We first simplify the first term and note that the second term follows directly from the first term.
\[
D_{\tilde{X}}D_{\tilde{Y}}\tilde{Z} = D_{\varepsilon X}D_{\varepsilon Y}\varepsilon Z,
\]
\[
= \varepsilon D_X \left\{ \varepsilon^2 D_Y Z + \varepsilon Y(\varepsilon)Z \right\},
\]
\[
= \varepsilon \left\{ \varepsilon^2 D_X D_Y Z + 2\varepsilon X(\varepsilon)D_Y Z + \varepsilon Y(\varepsilon)D_X Z + X(\varepsilon)Y(\varepsilon)Z + \varepsilon X(Y(\varepsilon))Z \right\},
\]
\[
= \varepsilon^3 D_X D_Y Z + 2\varepsilon^2 X(\varepsilon)D_Y Z + \varepsilon Y(\varepsilon)D_X Z + \varepsilon X(Y(\varepsilon))Z + \varepsilon^2 X(Y(\varepsilon))Z.
\]

We now simplify the third term
\[
D_{[\tilde{X}, \tilde{Y}]}\tilde{Z} = D_{[\varepsilon X, \varepsilon Y]}\varepsilon Z = D_{\varepsilon^2 [X,Y] + \varepsilon X(\varepsilon)Y - \varepsilon Y(\varepsilon)X}Z,
\]
\[
= \varepsilon^3 D_{[X,Y]}Z + \varepsilon^2 [X,Y](\varepsilon)Z + \varepsilon^2 X(\varepsilon)D_Y Z + \varepsilon X(Y(\varepsilon))Z - \varepsilon^2 Y(\varepsilon)D_X Z - \varepsilon Y(\varepsilon)X(\varepsilon)Z,
\]
\[
= \varepsilon^3 D_{[X,Y]}Z + \varepsilon^2 X(Y(\varepsilon))Z - \varepsilon^2 Y(X(\varepsilon))Z + \varepsilon^2 X(\varepsilon)D_Y Z - \varepsilon^2 Y(\varepsilon)D_X Z.
\]

Now we can combine the above equations and cancel most of the terms
\[
\tilde{R}(X, Y)Z = D_X D_Y \tilde{Z} - D_Y D_X \tilde{Z} - D_{[\tilde{X}, \tilde{Y}]}\tilde{Z},
\]
\[
= \varepsilon^3 D_X D_Y Z + 2\varepsilon^2 X(\varepsilon)D_Y Z + \varepsilon^2 Y(\varepsilon)D_X Z + \varepsilon X(Y(\varepsilon))Z + \varepsilon^2 X(Y(\varepsilon))Z
\]
\[
- \left\{ \varepsilon^3 D_Y D_X Z + \varepsilon^2 X(\varepsilon)D_Y Z + 2\varepsilon^2 Y(\varepsilon)D_X Z + \varepsilon Y(\varepsilon)X(\varepsilon)Z + \varepsilon^2 Y(\varepsilon)X(\varepsilon)Z \right\},
\]
\[
- \left\{ \varepsilon^3 D_{[X,Y]}Z + \varepsilon^2 X(\varepsilon)D_Y Z - \varepsilon^2 Y(\varepsilon)D_X Z + \varepsilon^2 X(Y(\varepsilon))Z - \varepsilon^2 Y(X(\varepsilon))Z \right\}
\]
\[
= \varepsilon^3 R(X, Y)Z.
\]
\[\square\]
The above equation can also be interpreted as the tensor property of $R$. Recall that vector fields are randomized only in the radial direction: $\tilde{X} = \varepsilon X$, by multiplying a random function, then tensor property implies that $R$ is $C^\infty(M)$-linear.

**Definition 8** (Stochastic Riemannian curvature tensor). The stochastic Riemannian curvature tensor for $X, Y, Z, W \in \mathfrak{X}(M)$ is

$$\tilde{R}(X, Y, Z, W) := \langle \tilde{R}(Z, W)X, \tilde{Y} \rangle = \langle R(\tilde{Z}, \tilde{W})\tilde{X}, \tilde{Y} \rangle.$$
The covariant derivative of $\tilde{R}$ denoting $\{e_i\}$ as the basis of the tangent space is

$$\tilde{R}_{kij,h} e_l = D_{e_h} (R(e_i,e_j)e_k) = D_{e_h} (\varepsilon^3 R(e_i, e_j)e_k)$$

$$= \varepsilon^4 D_{e_h} R(e_i, e_j)e_k + 3\varepsilon^3 e_h(\varepsilon) R(e_i, e_j)e_k$$

$$= \varepsilon^4 R_{kij,h}^{l} e_l + 3\varepsilon^3 e_h(\varepsilon) R_{kij}^{l} e_l.$$ 

So the stochastic curvature tensor in coordinates is a composition of elements from the standard curvature tensor

$$\tilde{R}_{kij,h}^{l} = \varepsilon^4 R_{kij,h}^{l} + 3\varepsilon^3 e_h(\varepsilon) R_{kij}^{l}.$$ 

There are three notions of curvatures in differential geometry that are used to summarize the curvature tensor. The first is the Ricci curvature tensor which measures how much the volume of a geodesic ball changes as it moves along the manifold and the classic Ricci curvature tensor is

$$\text{Ric}_{ij} = R_{kikj}.$$ 

where $R$ is the Riemannian curvature tensor. The sectional curvature $K$ is the curvature of two-dimensional sections of $\mathcal{M}$ and can also be written in terms of the curvature tensor

$$K(X,Y) = \frac{R(X,Y,X,Y)}{\langle X,X \rangle \langle Y,Y \rangle - \langle X,Y \rangle^2},$$

where $X,Y \in \mathfrak{X}(\mathcal{M})$. The simplest notion of curvature is the scalar curvature which is the amount by which the volume of a small geodesic ball in a Riemannian manifold deviates from a standard ball in Euclidean space. The scalar curvature can be stated in terms of the Ricci curvature

$$S = \text{trace}_g \text{Ric}.$$ 

We can define the same curvature summaries for our stochastic curvature tensor. The Ricci curvature and scalar curvature differ but the sectional curvature does not. This is because the sectional curvature $K(X,Y)$ depends on the 2-dimensional subspace spanned by $X,Y$ only, as the randomization simply rescales $X,Y$ the subspace does not change, hence the sectional curvature is the same.

**Theorem 3.** The stochastic sectional curvature $\tilde{K}$, Ricci curvature $\tilde{\text{Ric}}$ and scalar curvature $\tilde{S}$ are given by:

1. $\tilde{K} = K$;
2. $\tilde{\text{Ric}} = \varepsilon^3 \text{Ric}$;
3. $\tilde{S} = \varepsilon^3 S$. 
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Proof. It suffices to calculate the sectional curvature as the other two statements are straightforward.

\[
\tilde{K}(X,Y) = \frac{R(\tilde{X},\tilde{Y},X,Y)}{\langle X,X \rangle \langle Y,Y \rangle - \langle X,Y \rangle^2} - \frac{\varepsilon^4 R(X,Y,X,Y)}{\varepsilon^4 \langle X,X \rangle \langle Y,Y \rangle - \varepsilon^4 \langle X,Y \rangle^2} = \frac{R(X,Y,X,Y)}{\langle X,X \rangle \langle Y,Y \rangle - \langle X,Y \rangle^2} = K(X,Y).
\]

Recall that the curvature form \( \Omega^j_i \) is defined by \( R(X,Y) = \Omega^j_i(X,Y) w^i \otimes e_j \) where \( \{ e_j \} \) is an orthonormal basis of tangent space and \( \{ w^i \} \) is its dual basis. Similarly we can defined the stochastic curvature form \( \tilde{\Omega}^j_i \) by \( \tilde{R}(X,Y) = \tilde{\Omega}^j_i(X,Y) w^i \otimes e_j \). By above calculation we know that \( \tilde{\Omega}^j_i = \varepsilon^2 \Omega^j_i \). The Chern-Gauss-Bonnet theorem connects topology and geometry of a 2\( p \) dimensional orientable Riemannian manifold by the following formula:

\[
\chi(M) = \int_M \Omega, \tag{6}
\]

where \( \chi \) is the Euler characteristic and \( \Omega = \frac{(-1)^p}{2^{2p} \pi^p p!} \sum_{i_1, \ldots, i_{2p}} \delta_{i_1 \ldots i_{2p}}^j \Omega_{i_1 i_2} \wedge \cdots \wedge \Omega_{i_{2p-1} i_{2p}} \).

The main goal of defining stochastic sections in [Nicolaescu (2016)] was to provide a stochastic version of the Chern-Gauss-Bonnet theorem. We will see that for the stochastic process we consider a stochastic version of the Chern-Gauss-Bonnet theorem will not hold. In we replace \( \Omega \) with \( \tilde{\Omega} \)

\[
\tilde{\Omega} := \frac{(-1)^p}{2^{2p} \pi^p p!} \sum_{i_1, \ldots, i_{2p}} \delta_{i_1 \ldots i_{2p}} \tilde{\Omega}_{i_1 i_2} \wedge \cdots \wedge \tilde{\Omega}_{i_{2p-1} i_{2p}} = \varepsilon^{2p} \Omega,
\]

in the Chern-Gauss-Bonnet theorem, equation (6), the equality will no longer hold as the Euler characteristic is deterministic and \( \tilde{\Omega} \) is random. One can address the randomness by taking the expectation and considering the equation

\[
\int_M \mathbb{E} \left[ \tilde{\Omega} \right] = \int_M \mathbb{E} \left[ \varepsilon^{2p} \right] \Omega \neq \chi(M)
\]

so in general a Chern-Gauss-Bonnet theorem does not hold for out construction. The deviation from the Euler characteristic comes from the noise \( \varepsilon \), or its high order moment, this result is a significant difference from the work in [Nicolaescu (2016)] on stochastic Chern-Gauss-Bonnet theorem.
2.4 The Laplace-Beltrami Operator

One of the most important quantities used to study time varying processes on a Riemannian manifold is the Laplace-Beltrami operator. Here we define a stochastic Laplace-Beltrami operator. Recall that the definition of the standard Laplace-Beltrami operator is \( \Delta = \text{div} \cdot \nabla \) where \( \text{div} \) is the divergence and \( \nabla \) is the gradient.

The obvious definition of the stochastic Laplace-Beltrami operator is

\[
\tilde{\Delta} = \tilde{\text{div}} \cdot \tilde{\nabla}
\]

where \( \tilde{\text{div}} \) is the stochastic divergence and \( \tilde{\nabla} \) is the stochastic gradient. The next definition states the stochastic version of the gradient, divergence, and Laplace-Beltrami operator.

**Definition 9 (Stochastic Laplace-Beltrami operator).** For \( f \in C^\infty(M) \) and \( X \in \mathfrak{X}(M) \).

1. The stochastic gradient \( \tilde{\nabla} f \) satisfies \( \langle X, \tilde{\nabla} f \rangle = \tilde{X}(f) \);
2. The stochastic divergence can be stated as the trace of the gradient \( \tilde{\text{div}} X = \text{trace}(\tilde{\nabla}) \);
3. The stochastic Laplace-Beltrami operator is \( \tilde{\Delta} = \tilde{\text{div}} \cdot \tilde{\nabla} \).

The following lemma states the relation between the standard gradient, divergence, and Laplace-Beltrami operator and their stochastic analogs.

**Lemma 3.** For any \( f \in C^\infty(M) \) and \( X \in \mathfrak{X}(M) \)

1. Gradient: \( \tilde{\nabla} f = \varepsilon \nabla f \);
2. Divergence: \( \tilde{\text{div}} X = \text{div}(\tilde{X}) \);
3. Laplace-Beltrami: \( \tilde{\Delta} f = \varepsilon^2 \Delta f + 2\varepsilon \nabla f(\varepsilon) \).

**Proof.** We first prove the case of the stochastic gradient and divergence.

The stochastic gradient directly follows from its definition which in local coordinates is

\[
\tilde{\nabla} f = \varepsilon \nabla f = \varepsilon \partial_i f g^{ij} \frac{\partial}{\partial x^j}.
\]

To show the relation for the divergence we write out the following relation in local coordinates

\[
D \tilde{X} = \left\{ \varepsilon \left( \frac{\partial X^j}{\partial x^i} + X^k \Gamma^{ij}_k \right) + \frac{\partial \varepsilon}{\partial x^i} X^j \right\} dx^i \otimes \frac{\partial}{\partial x^j}.
\]

By the above computation the stochastic divergence is

\[
\tilde{\text{div}} X = \varepsilon \left( \frac{\partial X^i}{\partial x^i} + X^k \Gamma^{ki} \right) + \frac{\partial \varepsilon}{\partial x^i} X^i = \varepsilon \text{div} X + X(\varepsilon) = \text{div}(\tilde{X}).
\]
Combining the results for the gradient and divergence we get
\[ \tilde{\Delta} f = \text{div} \left( \tilde{\nabla} (f) \right) = \text{div} \left( \varepsilon \nabla f \right) = \text{div} (\varepsilon^2 \nabla f) = \varepsilon^2 \text{div} (\nabla f) + \nabla f (\varepsilon^2) = \varepsilon^2 \Delta f + 2 \varepsilon \nabla f (\varepsilon). \]

Lastly in the stochastic setting an analog of the classical divergence theorem holds.

**Theorem 4.** Let \( M \) be a compact, orientable Riemannian manifold with boundary and \( n \) be the inward unit normal vector of \( \partial M \), then for any \( X \in \mathfrak{X}(M) \),
\[ \int_M \tilde{\text{div}} X dV_M = - \int_{\partial M} \langle n, \tilde{X} \rangle dV_M. \]

**Proof.** The theorem results from the second equation in Lemma 3 and the standard divergence theorem
\[ \int_M \tilde{\text{div}} X dV_M = \int_M \text{div} \tilde{X} dV_M = - \int_{\partial M} \langle n, \tilde{X} \rangle dV_M. \]

Both gradients and the Laplace-Beltrami operator have been used extensively in data science in applications such as dimensionality reduction and learning representations of data. We are interested in applying the novel Laplace-Beltrami operator we propose to applications where the classic Laplace-Beltrami operator has seen success.

### 3 Discussion

This paper introduces a novel stochastic process on manifolds where the random paths on the manifold are generated via random differentiation and random connections. The motivation for the stochastic process we propose is we are interested in the setting where information along the manifold cannot locally or globally be transported with exact fidelity, one does not have parallel transport. The desire to model this error in coordinates comes from applications in graphics and geometric morphometrics where one cannot exactly morph one shape into another, there are always some errors in the coordinate map. Starting with our definition of random connections we introduce the standard analogs of quantities of interest in Riemannian geometry: parallel transport, geodesics, curvature, and the Laplace-Beltrami operator.

We consider this paper as a first step in developing a stochastic calculus on manifolds where one randomizes the geometry of the manifold itself. Classic Malliavin calculus on manifolds focuses on randomizing paths rather than randomizing the geometry of the manifold. In this paper we take a very differential geometric perspective and avoid embeddings and have a coordinate-free perspective. One can take a more differential equations perspective
and model the paths as parabolic stochastic differential equations embedded in an ambient space and concentrated on a manifold. The connections between the embedded SDE and the construction we propose is of interest. There is growing literature on controlled rough paths (Lyons 1998) and regularity structures Hairer (2014) where the random paths resemble differentiable functions unlike the random paths in classic Itô calculus. It is of interest to relate the smooth random differentiations and connections we have developed to the random paths perspective that has been developed in rough paths. Lastly, in this paper we focused on Riemannian geometries and affine connections, it is of interest to generalize to Finsler geometries and Ehresmann connections.
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