A study on facial expressions recognition
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Abstract. In terms of communication, postures and facial expressions of such feelings like happiness, anger and sadness play important roles in conveying information. With the development of the technology, recently a number of algorithms dealing with face alignment, face landmark detection, classification, facial landmark localization and pose estimation have been put forward. However, there are a lot of challenges and problems need to be fixed. In this paper, a few technologies have been concluded and analyzed, and they all relate to handling facial expressions recognition and poses like pose-indexed based multi-view method for face alignment, robust facial landmark detection under significant head pose and occlusion, partitioning the input domain for classification, robust statistics face formalization.

1 Introduction

As an important part of artificial intelligence, face recognition has gained much popularity and is able to be applied in many purposes. Many scientists devote themselves in developing methods to refine the performance of face recognition system to an extent like human eyes.

However, there are some drawbacks in these algorithms. Firstly, the method Current cascaded pose regression (CPR) [1-6] used for face alignment is not ideal. When the mean shape is far away from the ground truth, it is not reliable to use the mean shape as an initiation. What’s more, when dealing with large pose variations, the conditions referred above are more likely to occur. Secondly, when dealing with facial landmark detection, most of the algorithms cannot handle images with occlusions and large head poses simultaneously [5], [7-8]. Thirdly, with the classification tasks becoming more and more sophisticated, more complex classifiers like Convolutional neural networks [9, 10] are in demand. At last, state-of-the-art landmark localization methods take advantages of available annotated data and method [11-14] will consume a lot of time and money. In addition, 2D landmark localization is not desirable enough for face formalization.

To tackle these problems mentioned above, several more advanced technologies have been brought up. Firstly, Pose-indexed based multi-view method [6] for face alignment could perform better when processing images with various poses, occlusions, or illumination, when compared to other methods. Although using relevant shape as the initiation for face alignment is coarser than using the mean shape, it appears more robust and more accurate. Secondly, [15] raised a robust cascaded regression framework, and it can process images with severe occlusions and big head poses in the meanwhile. Nevertheless, with letting the real-time tracking detection possible and improving the algorithm to solve more sophisticated conditions in real world, it can be refined. Thirdly, instead of introducing complex classifiers, [16] has brought up a great idea that partitions the input domain in order to utilize simple classifiers which are more easy to control to tackle complex problems. On the one hand, by constraining the energy of input domain it can limit the complexity, and it could control the energy.
directly. On the other hand, this way to partition can improve the performance of both linear support vector machine and classifiers in every partitioning. The disadvantage of this algorithm is that it does not consider the class distribution directly during the partitioning. At last, a new method named robust statistical face formalization [17] is able to estimate facial formalization reconstruction, facial landmark localization, pose-invariant facial recognition and face verification without constraint conditions. In this paper, a number of algorithms related with face recognition including face alignment, facial landmark detection, classification, facial landmark localization (as shown in Fig. 1) are discussed and analyzed.

The rest of the paper is organized as follows. Section 2 introduces some methods dealing with face recognition, including face alignment, face landmark detection, classification, and facial landmark localization in detail. The results of these methods are presented in Section 3. The challenges of these methods are illustrated in Section 4.

Finally, conclusions are drawn in Section 5.

Fig. 1. Some algorithms about facial recognition

2 Techniques and Methods

2.1 Facial alignment

In [6], the author has presented pose-indexed based on multi-view method for face alignment. Firstly, it uses multi-view model based on piece to estimate facial poses of input face images. Due to facial poses, it can obtain corresponding face shape from pose-indexed shape search space for initialization in following iterative stages. It takes advantage of pose-indexed shape search space including a series of pose shape pairs for matching data from pose to face shape. Every angle in the space corresponds to a face shape. So the initial shape for face alignment consists of relevant shapes. (The author has presented a method to search a better initial shape from pose-indexed shape search space. This space consists of a series pose pairs used for matching face shape with poses. Every shape in space corresponds to angles used for pose indexed. So using pose indexed as the initial shape in following iterative stages.) This way to realize shape initialization can prevent the problems due to the initialization of the poor in the prediction. What’s more, this method is able to perform better particularly when dealing with poses which are various, with occlusion, or under illumination. In a word, although this way for initialization is a little bit coarse, it performs better accuracy and robustness.

In [18], the author has proposed a new cascaded deep auto-encoder method for face alignment, including global exemplar-based deep auto-encoder networks (GEDAN) and a series of cascaded local deep auto-encoder networks (LDAN), as shown in Fig. 2. Firstly, in GEDAN, it uses low-resolution global facial image as an input to develop a primary facial landmark configuration. Secondly, in LDAN, it samples features in present landmark which develop index. Then, it uses increasingly improved image resolution to refine the landmark location. By this way, on the one hand, it can enhance robust for handling pose variation. On the other hand, it can improve the accuracy of landmark estimation. By using GEDAN, it can not only realize facial pose initiation better, but also
enlarge the capacity of deep auto-encoder networks in pose estimation to handle pose variation better to approach profile posture and posture under extreme illumination. By using LDAN can extract features related to posture information from local parts effectively. What’s more, it can construct nonlinear model between local features and facial features.

![Fig. 2. Block diagram representing CDAN](image)

In [19], the author raised a method combine production and resolution concept by weighted array depending on descent direction. This model adopts global parametric cascading based on descent direction. It allows the model to have better robust for very serious initiation and be able to converge to local minimization. In this way, it can realize the performance that resumes accurate landmark localization for good details of an article.

### 2.2 Face landmark detection

In [15], the author has raised robust cascaded regression framework which can deal with images with serve occlusion and big hand poses. Especially, the method is able to predict the occlusion of the landmark and the location of the landmark. Firstly, it uses mean face shape as initial landmark location and supposed that every dot in first iterative process is visible. Then, keeping updating the probability of the landmark visibility and landmark location iteratively substitutes for predicting binary landmark occlusion vector and the location of the landmark directly in order to realize better robustness. What’s more, it definitely adds occlusion pattern for limitation to improve the performance of predicting occlusion. For landmark detection, it combines the visibility, local appearance and local shape to update their location iteratively. However, it can be refined in two directions in the future. On the one hand, it is able to be improved to realize real-time tracking detection. On the other hand, it can process more sophisticated conditions in reality by improving its algorithms.

In [20], the author has proposed a method for facial landmark detection based on facial contour and deep learning component constraints. The deep convolutional neural network in facial detection includes two deep networks, as shown in Fig. 3. One is used for detect the facial landmark detection of facial contour, and the other is utilized to detect landmark constraints of facial component. On the one hand, it divides deep convolutional neural network used for facial detection into two deep networks to improve the ability of detecting facial component landmark. On the other hand, it improves the ability of detecting facial contour by relating facial contour and component.

![Fig. 3. The procedures of the method, FAME](image)
In [21], the author has presented long-term facial landmark tracking standard, including over 110 recent videos with annotations firstly. And it has concluded the result of landmark tracking or detection in videos which nearly lasts for one minute firstly. What’s more, this method performs better when there is only one person in the video with no occlusions or severe poses.

2.3 Classification

In [16], the author has raised a method, partitioning the input domain for classification to deal with complex questions. This method do not need utilize the number of partitioning as the prior by defining the biggest variance in every partitioning. In this way, classifiers are easier to control. Because constraining the input energy can limit the complexity of the questions, this method can control energy directly in every partitioning. What’s more, it can improve the performance of linear support vector machine and classifiers in every partitioning to match more sophisticated neural networks’ classifiers. However, due in partitioning process, a more interesting task in the future is to partition on the condition that packet data is supervised based on the type of label distribution.

In [22], the author has proposed a method, facial association through model evolution to reduce data to make the model related to name evolve, as shown in Fig. 4. Firstly, this method creates model by taking advantage of messy outcomes from name query, and this model evolves in continuous iterative processes so that name query is able to match with accurate face. Then, these models are used as faces with labels for database. What’s more, the method, facial association through model evolution can remove outliers in the process of creating models on the condition that it can guarantee the diversity as much as possible.

2.4 Facial landmark localization

In [17], the author has put forward a new method, robust statistics face frontalization which only use a series of small range of frontal images to achieve the goal that associates subjective view reconstruction with landmark localization. The front view of an image has minimal rank in all poses so it can restore facial front view and design facial landmark. Hence this method is able to estimate facial front reconstruction, facial landmark localization, pose-invariant face recognition and face verification under unrestricted condition. What’s more, robust statistics face frontalization is the first common and state-of-the-art method to realize landmark localization only using front image. In the future, it will be demonstrated that the method, robust statistics face frontalization is able to process all human faces, cat faces and other faces.
In [23], the author raised a common result of the face detection and landmark localization which can be used for recurrent train, accurate face detector varying from person to person and offline deformable face tracking landmark localization. This method proposes an accurate and effective channel (as shown in Fig. 5) which for long-term tracking offline sequence variability facial landmarks. This channel associate auto deformable face detection varying from person to person and the construction of landmark localization in offline mode so that it can track landmark captured from severely long-time sequences in any conditions. What’s more, it is the first system which can eliminate false rate in all frames and drift problems in the videos of any length.

In [24], the author has proposed a two-stage facial landmark localization. Firstly, it locates facial features or landmarks by simulating facial detection, face alignment, and expression recognition at the same time. Then, it takes advantage of supervised descent method to refine the location of facial features.

3 Results
There are several methods have been discussed in this paper related to face alignment, facial landmark detection, classification and landmark localization. And the Table I will show the results of these methods.

4 Challenges
However, there are still some problems remained to be resolved. For example, the method partitioning the input domain for classification doesn’t take class distribution in consideration directly. So in the future we can try to partition input domain under the conditions based on label distribution supervised data packet. In a word, the actual conditions are much more sophisticated just taking the images with occlusions and various poses for an example, so improving these algorithms constantly and realizing real-time tracking detection are quite essential in the future.

5 Conclusion
Recently, with the popularity on face recognition increasing, many excellent algorithms have been brought up in this particular domain. In this paper, some algorithms about face alignment, face landmark detection, classification and facial landmark localization are introduced in detail. From the
result provided by these algorithms, the ability of these techniques to deal with images has been improved dramatically and can realize higher accuracy and robustness. However, these algorithms still need to be perfected for being applied in more reality conditions.
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