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Mobile Robot Indoor Positioning System has wide application in the industry and home automation field. Unfortunately, existing mobile robot indoor positioning methods often suffer from poor positioning accuracy, system instability, and need for extra installation efforts. In this paper, we propose a novel positioning system which applies the centralized positioning method into the mobile robot, in which real-time positioning is achieved via interactions between ARM and computer. We apply the Kernel extreme learning machine (K-ELM) algorithm as our positioning algorithm after comparing four different algorithms in simulation experiments. Real-world indoor localization experiments are conducted, and the results demonstrate that the proposed system can not only improve positioning accuracy but also greatly reduce the installation efforts since our system solely relies on Wi-Fi devices.

1. Introduction

With the development of the global positioning system (GPS), extremely high accuracy and reliable positioning have been achieved in most outdoor environments. And it has been widely used in various fields of daily life, such as transportation, surveying, military, and other fields. Nevertheless, most of human activities are carried out indoors; the GPS devices have poor performance in indoor environments owing to its weak reception of satellites’ signals. It is necessary to study the corresponding indoor positioning method because GPS cannot meet the needs of indoor positioning. Compared with the matured satellite positioning navigation system, indoor positioning technology is still in its infancy and has great application prospects. Indoor position-based service includes indoor location, navigation, surveillance, and home automation [1–3].

Over the past decade, numerous universities and research institutes have conducted in-depth research on indoor positioning technology and proposed many indoor positioning technologies such as UWB [4], RFID [5], Zigbee [6], and Bluetooth [7]. Nevertheless, all of the indoor positioning technologies require the installation of additional infrastructure. Wi-Fi-based indoor positioning has received widespread attention because commercial Wi-Fi devices widely exist in indoor environments and a lot of mobile devices are equipped with Wi-Fi modules. Furthermore, Wi-Fi-based indoor positioning has higher accuracy than other indoor positioning technologies.

Wi-Fi indoor positioning technology can be divided into two categories: range-based and range-free. According to the way of obtaining characteristic parameters, the range-based positioning technology includes positioning based on time of arrival (TOA) [8], positioning based on time difference of arrival (TDOA) [9], positioning based on angle of arrival (AOA) [10], and positioning based on received signal strength indicator (RSSI) [11].

Wi-Fi indoor positioning techniques which do not require ranging are divided into two ways: communication hop-based and matching-based. When we utilize matching-based positioning techniques, firstly we should collect a number of reference positions in the positioning area and establish a database of position and feature parameters, then the measured characteristic parameters are compared with the database to obtain the current target position information [12]. The location based on the number of communication
hops is estimated by calculating the minimum hop count and the hop distance between the target node and the beacon node [13]; the DV-Hop algorithm is recognized as a classic algorithm to solve it. Most of the research is focused on how to improve the accuracy of the DV-Hop algorithm, and those improvements mainly include three aspects: node topology [14], interhop distance calculation method [15], and some hybrid improvement methods [16].

Mobile robots can replace people in many dangerous tasks. Therefore, mobile robots are of important significance to military reconnaissance, anti-terrorism, explosion proof, and anti-nuclearization. Of course, mobile robots also have a wide range of applications in daily life. Entering a large art or technology museum, we often get lost and hard to find exhibits we are interested in. It will be convenient to have mobile robot positioning and explanation. If a mobile robot integrated an indoor positioning system, we need a high-frequency and outstanding portability device. Additionally, simultaneous localization and mapping (SLAM) is applied to the autonomous navigation and positioning of the robot. It employs a large number of sensors such as vision, laser, and odometer to assist in positioning and constructing maps in unfamiliar environments [17–19]. Its advantage is that it can be positioned in unknown environments, and the positioning accuracy is relatively high through the cooperative operation of various sensors. Although the monocular visual SLAM has simple structure and is inexpensive, its reliability is poor. The binocular visual SLAM solved the shortcoming of monocular vision, but the cost of the whole system is high and the design is complicated, and it is limited by a certain distance. Due to a large amount of computation requirements, it is difficult to achieve real-time positioning and flexibility is worse.

Based on the above opinions, this paper designs a Wi-Fi-based indoor positioning mobile robot based on the ARM. The ge210 high-performance Cortex-A8 development board is employed as the hardware part of the mobile robot and performs data interaction during offline and real-time positioning. The high-performance development board collects signal strength data up to four times a second through the wireless network card, which can improve the real-time performance of the overall positioning system. The STM32F103ZET6 development board and the L298N motor drive board are utilized to control the robot with the high-performance development board. The computer is employed for remote monitoring; we can observe real-time positioning and the actual position of the mobile robot and control the moving route of the mobile robot.

Usage scenarios: there are many real-world applications that rely on indoor positioning, and the positioning accuracy of the requirements is diverse. Our objective in this work is to design a low-cost, high-accuracy solution for robot localization using Wi-Fi. It is necessary to point out that our system should not be used in many scenarios such as locate a robot for military reconnaissance or emergency rescue where localization error should be at centimetre or even millimeter level. Instead, our system is useful for purposes of convenience and entertainment in homes and offices where localization error of robots is not catastrophic: for instance, robots for location finding and explanation in the museum, position detection of medical staff or equipment in hospitals, and finding tagged maintenance tools and equipment scattered all over the smart plant [20]. Both theoretical analysis and experiments are carried out to verify the capability and demonstrate the superiority of the proposed system.

The rest of the paper is organized as follows. K-ELM and fingerprint indoor location algorithms are briefly reviewed in Section 2. Section 3 introduces the detailed system design of the indoor positioning system based on the ARM. In Section 4, the experiment results of the proposed indoor location system are presented, and the performance is then analyzed. The conclusions are presented in Section 5.

2. KELM-Based Indoor Location Algorithm

Nowadays, there are many indoor positioning algorithms based on Wi-Fi. The geometric positioning algorithm and position fingerprint algorithm employed in WLAN (wireless local area network) positioning are also applicable for Wi-Fi indoor positioning. In our indoor positioning system, we do not adopt TOA, TDOA, and AOA methods due to these required additional specialized equipment to achieve indoor Wi-Fi positioning, generally applied to outdoor satellite positioning systems. The positioning method based on the propagation model is simple to implement; unfortunately, the multipath non-line-of-sight effect cannot make the model fully describe the indoor environment, leading to poor positioning accuracy [21, 22]. Compared with other positioning methods, the fingerprinting technique does not rely on precision instruments and is less affected by the indoor environment and has better positioning accuracy, which is a widely used method. Therefore, the fingerprinting technique is utilized as an indoor positioning method in this paper.

2.1. The Implementation of Fingerprinting Technique

It is acknowledged that wireless signals are easily affected by the indoor environment and gradually weaken as the distance increases. Furthermore, the signal has distinct multipath characteristics at different locations, after refraction, reflection, and scattering; the only signal associated with its transmission channel is generated. We call this multipath feature the “fingerprint” of the location of the signal. The multipath characteristics of the signal include various signal characteristics such as signal-to-noise ratio, signal strength, and signal impulse response time.

In this paper, signal strength is employed as the fingerprint feature of the location, as shown in Table 1. We combine coordinates of a sampling position and signal strength of eight access point (AP) collected at a sampling position to a matrix; the matrix is one fingerprint of a two-dimensional sampling position.

The fingerprint-based method includes two phases in the positioning process: “offline/training” and “online/positioning.” The positioning flowchart is shown in Figure 1, I represents position coordinates, and RSS is the received signal strength received from APs.
(1) **Offline Training Phase.** In the offline training phase, the user mainly collects RSS and coordinates of sampling positions and constructs fingerprint datasets.

(2) **Online Positioning Phase.** The user receives the real-time signal feature vector of the surrounding AP access point at a location to be located. The matching algorithm can be used to match the RSS vector with the fingerprint in the location fingerprint database. After the fingerprinting technique finds the matching fingerprint, the location corresponding to the fingerprint in the location fingerprint database is considered to be the location of the current user. Most machine learning algorithms such as ELM, KNN, and BYS can be used for positioning, and during the offline phase, these algorithms learn the relationship functions between the location and the fingerprint. In the online phase, we employ fingerprint matching technology to match the received signal fingerprints with the fingerprint database to predict the user’s location.

### 2.2. ELM Algorithm.

The extreme learning machine (ELM) is an algorithm for solving single hidden layer feedforward networks (SLFNs) [23, 24]. We can randomly initialize the input weight and bias of the ELM, thus simply manually setting the number of hidden layer nodes to find the unique optimal solution. But traditional neural network algorithms (such as BP neural network) need to manually set a large number of training parameters in the training process and are easy to fall into the local optimum. Therefore, compared with the traditional neural network, ELM is faster than traditional neural network algorithms and has higher accuracy, so it is more suitable for indoor positioning in practical applications.

The single hidden layer feedforward neural network is a common model of feedforward neural network in which the training process is the process of continuous approximation of the training samples. ELM is an extremely fast algorithm for solving single hidden layer neural networks. Its network structure is shown in Figure 2. Suppose there is M arbitrary independent sample \( (x, t) \), where \( x = [x_1, x_2, \ldots, x_n]^T \in \mathbb{R}^n \), \( t = [t_1, t_2, \ldots, t_m]^T \in \mathbb{R}^m \). For a single hidden layer neural network with \( N \) hidden layer nodes, it can be described as

\[
\sum_{i=1}^{N} \beta_i h\left(\mathbf{w}_i \cdot \mathbf{x} + b_i\right) = o_j, \quad j = 1, 2, \ldots, M,
\]

where \( h(x) \) is the activation function, \( \mathbf{w}_i = [w_{i,1}, w_{i,2}, \ldots, w_{i,M}]^T \) is the input weight matrix between the input neurons and the \( i \)-th hidden layer neurons, and \( \mathbf{b}_i = [b_{i,1}, b_{i,2}, \ldots, b_{i,M}]^T \) is the output weight matrix between the \( i \)-th hidden layer neurons and the output neurons. \( b_i \) is the bias of the input layer, \( o_j \) is the bias of the output layer.
The goal of SLFN learning is to allow zero-error approximation of the sample output, namely,

$$
\sum_{j=1}^{M} \left\| o_j - t_j \right\| = 0.
$$

The existence of $\beta$, $w_i$, and $b_i$ satisfies

$$
\sum_{i=1}^{S} \beta_i h(w_i \cdot x_j + b_i) = t_j, \quad j = 1, \ldots, M.
$$

Equation (3) is abbreviated as the following matrix equation:

$$
H\beta = T,
$$

where $H$ is the hidden layer output:

$$
H(w_1, \ldots, w_S; b_1, \ldots, b_S; x_1, \ldots, x_M) =
\begin{bmatrix}
    h(w_1 \cdot x_1 + b_1) & \cdots & h(w_S \cdot x_1 + b_S) \\
    \vdots & \ddots & \vdots \\
    h(w_1 \cdot x_M + b_1) & \cdots & h(w_S \cdot x_M + b_S)
\end{bmatrix}_{M \times S}
$$

$\beta$ is the output weight:

$$
\beta = \begin{bmatrix} \beta_1^T \\ \vdots \\ \beta_S^T \end{bmatrix}_{S \times m},
$$

and $T$ is the expected output:

$$
T = \begin{bmatrix} t_1^T \\ \vdots \\ t_M^T \end{bmatrix}_{M \times m}.
$$

In order to train the single-layer neural network approaching the sample output with zero error, we need to make $\hat{\beta}$, $\bar{w}_i$, and $\bar{b}_i$ satisfy

$$
\left\| H(\bar{w}_i, \bar{b}_i) \hat{\beta}_i - t_i \right\| = \min_{w_i, b_i, \beta} \left\| H(\bar{w}_i, \bar{b}_i) \beta_i - t_i \right\|, \quad i = 1, \ldots, S.
$$

Equation (8) is equivalent to minimizing the loss function

$$
E = \sum_{j=1}^{M} \left( \sum_{i=1}^{S} \beta_i h(w_i \cdot x_j + b_i) - t_j \right)^2.
$$

The gradient descent method can be leveraged to obtain the optimal solution. The gradient descent method is achieved through continuous iteration. The iteration process of the parameter $w$ is as follows:

$$
w_k = w_{k-1} - \eta \frac{\partial E(w)}{\partial w},
$$

where $\eta$ is the learning rate. The typical representative based on the gradient descent method is the BP neural network learning algorithm, which can be widely used in the feedforward neural network learning because it can efficiently carry out the gradient learning through the backpropagation of output and input. Nevertheless, the BP neural network learning algorithm has many defects: its learning rate is difficult to choose, the convergence rate of the iterative process is slow and the learning rate is small, and a larger rate may result in the algorithm being unstable and unable to converge. The algorithm is easy to fall into the local optimum due to overtraining and takes a long time.

The ELM algorithm can effectively solve the defects of the above single hidden layer neural network. In the ELM algorithm, it is not necessary to adjust the network input weight $w_i$ and the hidden layer bias $b_i$, and the hidden layer output matrix $H$ is also determined after the input parameters are randomly determined.

When the algorithm starts the operation, randomly assign the weight $w_i$ between the input layer and the hidden layer and the bias $b_i$ of the hidden layer randomly. Then, the least squares solution of Equation (8) for $\hat{\beta}$, is obtained as

$$
\left\| H(\bar{w}_i, b_i) \hat{\beta}_i - T \right\| = \min_{\beta} \| H(\bar{w}_i, b_i) \beta_i - T \|, \quad i = 1, \ldots, S,
$$

which can be deduced by the least squares

$$
\hat{\beta} = H^T T,
$$

where $H^+$ is the Moore-Penrose generalized inverse matrix of $H$.

### 2.3. K-ELM Algorithm

Considering that the classical ELM algorithm randomly gives the input weight and hidden layer bias may lead to instability of the output result; the literature [25] based on the traditional ELM, following the SVM learning principle, adds the kernel function to constitute the K-ELM algorithm. Numerous studies have shown that K-ELM has better generalization ability than SVM [26]. According to the optimization theory, the classical ELM algorithm (11) is rewritten as

$$
\begin{align*}
\text{Minimize} & : & L_p = \frac{1}{2} \| \beta \|^2 + C \frac{1}{2} \sum_{i=1}^{M} \xi_i^2, \\
\text{Subject to} & : & f(x_i) = h(x_i) \beta = t_i - \xi_i,
\end{align*}
$$
where $C$ is the regularization coefficient and $\xi_i$ is the training error of the theoretical output relative to the training output. According to KKT optimal conditions, the following solution can be obtained:

$$\beta = H^T (HH^T + \frac{1}{C})^{-1} T. \tag{14}$$

Applying the Mercer condition to define $\Omega_{\text{ELM}}$ as the kernel matrix,

$$\Omega_{\text{ELM}} = HH^T,$$
$$\Omega_{\text{ELM}(i,j)} = h(x_i) \cdot h(x_j) = K(x_i, x_j), \tag{15}$$

where $K(x_i, x_j)$ is a kernel function, which is the element of the $j$–th column of the $i$–th row of $\Omega_{\text{ELM}}$, then the output of the hidden layer of K-ELM can be expressed as

$$f(x) = h(x)\hat{\beta} = h(x)H^T (HH^T + \frac{1}{C})^{-1} T. \tag{16}$$

2.4. Locating Process of the Indoor Positioning System Based on K-ELM

First, we develop a software on the computer to enable the mobile robot to communicate with the server; simultaneously, we utilize software and mobile devices to collect and send RSS data from different AP in the positioning region. The whole positioning process includes two stages: offline training and online positioning.

During offline training, a mobile robot installed synchronous reception signal software for collecting RSS data at a known reference location. Using the reference point position fingerprint database $\{r_1, r_2, \ldots, r_M\}$ as input and the corresponding spatial position coordinate set $\{l_1, l_2, \ldots, l_M\}$ as output, we also need to set the kernel function and the relevant parameters and determine the regularization coefficient $C$. Then, the hidden layer output matrix $H$ of the network was calculated. Finally, the output weight matrix $\beta = H^T (HH^T + (1/C))^{-1} T$ will be calculated; at the same time, we will obtain the K-ELM model.

Online phase: enter the fingerprint database $r_o = (r_{o,1}, r_{o,2}, \ldots, r_{o,N})$ of the test subject received in real time, then calculate $f(r_o) = h(r_o)\hat{\beta}$ and output point coordinates.

The collected RSS signal contains noise errors due to its being easily disturbed by the indoor environment and other wireless signals. We utilize the smooth filter to preprocess the collected training data to eliminate the unstable and abnormal data caused by non-line-of-sight or other factors to reduce the impact of noise.

3. Indoor Positioning System Based on ARM

The existing indoor positioning system suffers from low positioning accuracy, poor stability, energy consumption, and poor expansibility. So we propose an indoor positioning system based on ARM with low energy consumption, high stability, and better accuracy.

3.1. System Architecture. The entire indoor positioning system consists of a server and a mobile robot, in which the server employs the Acer E1-470G notebook computer, and the mobile robot is controlled by a “high-performance Cortex-A8 development board GEC 210” (A8) and the “STM32 microcontroller” (S32). The server and the mobile robot communicate via the wireless network (Wi-Fi) and support the IEEE802.11b standard; its transmission rate is fast and can reach 11 Mbps. During data interaction, we leverage the TCP/IP protocol as the rule for transmitting data; the underlying Wi-Fi physical layer is called by TCP/IP when sending and receiving data. We utilize the K-ELM algorithm to train and predict on the server. The system architecture is shown in Figure 3.

In Figure 3, the mobile robot collects the Wi-Fi signal strength data which is then sent to the server via a wireless network card. The server receives and processes the data in real time and displays the positioning results on the software.
interface. At the same time, the movement of the robot can also be controlled by the server. The mobile robot easily adapts to a complex indoor environment through the rapid and accurate coordination of the server and the mobile robot, achieves better accuracy indoor positioning, and quickly reaches the designated target point.

### 3.2. Hardware Architecture of the Mobile Robot

This section describes the hardware of the mobile robot of the indoor positioning system-based Wi-Fi. The hardware architecture includes six parts, as shown in Figure 4.

The A8 in Figure 4 is the master module which receives data sent by the server and sends real-time data collecting.
Wi-Fi signal strength through wireless network cards to the server. Meanwhile, the S32 receives signals sent by the A8; after unpacking, the A8 cooperates with the motor drive board communicated with S32 through the universal asynchronous receiver/transmitter (UART) protocol to control the movement of the robot. The battery module is the energy supply module of the entire mobile terminal, and we select a 12 V lithium battery. Because the rated voltage of the A8 and S32 is distinct from the rated voltage of the motor drive plate, we utilize a buck module to reduce the voltage to 5 V to supply the A8 and S32, respectively, while the motor drive module was directly connected to the 12 V lithium battery.

3.3. Software. We developed the software using the Qt Creator, as shown in Figure 5. The software has outstanding portability and is fast to operate. Meanwhile, MATLAB’s program can be called to process Wi-Fi data in our software.

The software interface based on the indoor Wi-Fi positioning system can monitor the movement of the mobile robot without the assistance of the camera. Meanwhile, it can directly communicate with the A8 and receive the Wi-Fi data collected by the A8. In Figure 5, the interface contains a map of the laboratory, a real-time coordinate display of the position of the robot, a console window, and a box for setting the speed of the car and the angle of turning. When collecting Wi-Fi data, we can set the collected coordinate points and the number of data collections in the interface and also display the signal strength of eight routers in real time.

4. Experimental Study

Extensive experiments were conducted to evaluate the performance of the proposed system. We first describe the setup of our testbed, and then detail the experimental results and performance evaluation.

4.1. Deployment of the Experiment. The testbed for our experiments was installed at our Industrial Robot Laboratory.

Figure 6 illustrates the layout of the lab, with a total area of around 512 m² (32 m × 16 m). The circle indicates the position of the offline training reference point, and the location of the test point is marked by the triangle. Eight TP-Link WDR6500 Wi-Fi cloud routers were installed as APs for our experiments, and all the APs were fixed on a 1.2-meter-high table to keep them at the same height level.

A large number of documents demonstrate that small data sets do not clearly describe the environment and the signal characteristics, resulting in low positioning accuracy. However, if the amount of data is too large, the data acquisition will lead to high labor costs and high computation costs. In order to do a trade-off between the cost and accuracy, when we collect training data and testing data, 500 sets of RSS vector data are collected at each location, and utilizing the advantage of A8, each collection interval is set to 250 ms. Then, the scanned data is sent to the server.
Figure 8: The localization error’s statistical histogram of different algorithms. (a) BYS, (b) KNN, (c) ELM, (d) OS-ELM, and (e) K-ELM.
collected 53,500 sets of position fingerprint data at 107 points as a training database. A total of 15,000 sets of position fingerprint data as a test database were collected at 30 test data points. Because the dynamic environment has a great influence on RSS, the database collection is carried out in five time periods. It is noteworthy that when we use fingerprint location methods, we can locate in the same area only because we only have a fingerprint database in this area. If we collect training data sets in one area and collect test data sets in another area, the positioning accuracy will not be guaranteed and cannot meet the actual needs. After the database is preprocessed, we trained K-ELM in the server. At the stage of testing the positioning accuracy, the server preprocesses the test database and enters the trained K-ELM model, then the model outputs the position coordinates, then we compare these coordinates with the original coordinates of the test database and finally get the positioning accuracy.

4.2. Selection of Model Parameters. Based on the description of the ELM algorithm in Section 2.2, it can be seen that the activation function and the number of hidden layer neurons are important parameters in the ELM model, which have a great influence on the accuracy of constructing the ELM prediction model during offline training. In the K-ELM algorithm, the kernel function type also has a great influence on the accuracy of the algorithm.

The algorithm positioning error statistics for the K-ELM of lin-kernel and RBF-kernel are shown in Figure 7. As we can see from the figure, the RBF-kernel has better average positioning error. Therefore, we apply the RBF-kernel as the kernel function of the K-ELM algorithm in our indoor positioning system.

4.3. Experimental Results and Evaluation. To evaluate the positioning performance of the K-ELM-based positioning system, KNN (k-nearest neighbor) [27], BYS (Bayesian) [28, 29], classic ELM [30], and OS-ELM (online sequential ELM) [31] algorithms are utilized for comparison; we compared the above algorithms’ experimental results with the results of K-ELM in the positioning system.

To evaluate the experimental test results, we apply evaluation indicators: RMSE (root mean square error) and STD (standard deviation):

$$\text{RMSE} = \sqrt{\frac{1}{s} \sum_{i=1}^{s} \left| h_i - \hat{h}_i \right|^2}$$

$$\text{STD} = \sqrt{\frac{1}{s} \sum_{i=1}^{s} \left( \left| h_i - \hat{h}_i \right|^2 - \frac{1}{s} \sum_{j=1}^{s} \left| h_j - \hat{h}_j \right|^2 \right)^2},$$

(17)

where $s$ is the total number of test samples. In this experiment, there are 30 test points, and we collect 500 data at each test point, so $s$ is 15,000.

The statistical histogram of the positioning error of each algorithm is shown in Figure 8. After analyzing the error statistics histogram, we know that the K-ELM algorithm has a smaller positioning error than others, and its distribution is more concentrated and its stability is better.

Table 2 shows the positioning results of ELM, OS-ELM, KNN, BYS, and K-ELM. From Table 2, it can be seen that ELM, OS-ELM, and BYS have extremely fast training speeds. Although K-ELM positioning is not as good as the above algorithm, its training time takes only 60.847 s, which can meet the requirements of actual application. The RMSE of K-ELM is the highest in Table 2; up to 2.4178 m, ELM is followed by 3.2616 m, and the RMSE of other algorithms is above 4 m.

Figure 9 shows the cumulative error diagram of all algorithms. Obviously, the positioning system based on the K-ELM algorithm has better positioning accuracy and stability than other algorithms. And from the above analysis, it can be seen that the operating speed of the K-ELM algorithm is sufficient to meet the requirements of the application. To sum up, the K-ELM algorithm performs better than other algorithms in indoor test scenarios do.

In the online positioning phase, the server preprocesses the test data and enters the trained K-ELM model, after calculation using MATLAB, and outputs the position coordinates, and then the server sends the position coordinates to the mobile robot; finally, the user can obtain the position of the mobile robot. The real-time display of the server interface
at the actual test is shown in Figure 10, where the square is marked as a predicted position.

5. Conclusion

In this paper, a new real-time positioning system for mobile robot is proposed based on the centralized positioning method. We clearly describe the design idea and function realization based on the fingerprint matching method. Meanwhile, the K-ELM algorithm is compared with the KNN, OS-ELM, BYS, and classical ELM algorithms, and the actual test results demonstrate that the K-ELM algorithm applied in our indoor positioning system can achieve better positioning accuracy and higher efficiency than other algorithms can. In general, the real-time mobile robot system designed and developed in this paper has lower cost, simple installation and maintenance, and high positioning accuracy. It is notable that our system has the drawbacks of the Wi-Fi based positioning method; the approach suffers from relatively low accuracy, time-consuming and laborious data collection, and device heterogeneity.
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