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Abstract
To avoid infrared or thermal signatures of the fixed-wing unmanned aerial vehicle, the engine is encapsulated in a special cowling that limits the ventilation and causes thermal stress. The stressed condition heats up the engine and accelerates the degradation process compromising life and causing early failure. Fatigue life estimation can help to predict and prevent sudden failure and improve safety and reliability. The study presents a grey forecasting methodology for estimating the fatigue life of fixed-wing unmanned aerial vehicle engines operating under a stressed environment. Grey forecasting models are used for fatigue life estimation of the unmanned aerial vehicle engine using degradation data of output power for reliable flight hours (50 h). The result of grey forecasting models reveals that under normal operation, engine power drops to a threshold value of 9.4 kW (below this engine does not remain flight worthy) after 100 h. The forecasted life is in close agreement with the specification of the engine under normal operating conditions. This validates the accuracy of forecasting models. Furthermore, the forecast models are applied to estimate the fatigue life using degradation data in a stressed environment, which comes out to be 70 h. The study proposes application of grey forecasting to predict mechanical degradation and early failures by considering single or multiple parameters undergoing degradation and having limited data samples. Forecasting results are compared with other prediction tools like autoregressive–moving-average and found more accurate which shows the significance of grey forecasting models in a limited data sample environment. The results are also compared with exponential regression and found in close agreement but more robust.
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Introduction
The engine is the only thrust source and mission-critical part of fixed-wing unmanned aerial vehicle (UAVs). UAV engine demands, predicts and prevents rather than fails and fixes due to the safety and complexity of the operation. Failure of most of the mechanical parts is due to the degradation which depends upon the fatigue level of the operating environment. The stress–strength model developed by Johnson suggests that when the stress exceeds or approaches strength, the degradation process accelerates causing early failure.1 Estimating the degradation process can help in predicting and avoiding failures of safety-critical systems like the UAV. The fatigue life of the UAV engine is unknown and after certain flying hours, without knowing the prognostic condition of engine flying becomes risky.2–4 Recently, the use of UAVs has significantly increased both for military and commercial applications. Fatigue life estimation of the UAV engine will help in improving the safety and reliability of operations. One method to evaluate the fatigue life is by analysing degradation, field, or failure data using different statistical tools. Unfortunately, insufficient degradation data for such type of application are available, and modern prediction tools such as neural networks and artificial intelligence cannot be applied as they demand large data. The advantage of grey forecasting models and grey theory for limited degradation data environment has not been effectively utilized in machine degradation and prognostic.5,6
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Researchers have employed different techniques for life estimation based on degradation and prognostic health condition of different mechanical systems. Ordóñez et al. used a hybrid approach to predict the remaining useful life (RUL) of aircraft engines by combining a data-driven and model-based approach. Kumar et al. used hidden Markov models (HMM) and regression techniques to predict the RUL of cutting tools. Zhao et al. used a stress field intensity approach for fatigue life prediction of aero engines. Peng and Dong used HMM and grey model for deteriorating the health estimation of engineering assets. Zhou et al. used a grey prognostic model based on the Markov process and grey incidence analysis of energy conversion equipment degradation. Maintenance of energy conversion equipment must be pre-empted to avoid system breakdown. Grey forecasting models help in forecasting necessary maintenance points for prognostic health management. Ismail used three methods: maximum likelihood (ML), percentile bootstrap (PB) and Markov chain Monte Carlo (MCMC) for reliability analysis of constant stress life profile data. Zhang et al. used a fuzzy-grey method to predict the failure of rotating parts to prevent failures in the mechanical systems. Almost all the researchers have performed prediction of fatigue life, RUL and reliability of mechanical system using a model-based, data analysis-based, or both model- and data-based mixed approaches. The grey forecasting models have proven their usefulness in a limited data environment, and this motivates us to apply these models for fatigue life estimation using degradation data. We find a gap in the application of grey forecasting models in life estimation and reliability predictions. Grey forecasting models use accumulated generating operation (AGO) and inverse accumulated generating operation (IAGO) for processing and organizing small data samples to mitigate randomness. This is similar but more accurate to the moving average and auto regression techniques used in prediction and forecasting. The grey forecasting models are used for the prognostics of the system with some degree of greyness in available data, system structure, or system.

Grey forecasting can be applied for degradation analysis of the mechanical system in order to predict early failure to avoid accidents due to sudden failure. Wang et al. combined the fuzzy and grey theory to perform risk analysis using failure data of computer numerical control (CNC) machines. Failure of cutting tool or machine can cause significant loss by destroying semi-finished parts, loss of man-hours and material. Zhao et al. used grey forecasting theory to estimate the fatigue life of wire rope in a limited data environment as grey forecasting is considered a more reliable tool in limited data environments. Yang et al. used a novel multi-information fusion grey model for predicting the wear trend in wind turbine gearboxes by monitoring its lubricant oil and associated data analysis. Lihua et al. used grey forecasting models for active vibration control systems for earthquake response mitigation.

Grey system theory and grey prediction algorithms such as grey model \((GM(1,1))\), discrete grey model \((DGM(1,1))\) and nonhomogeneous discrete grey model \((NDGM(1,1))\) are not very common in the field of life estimation and failure prediction. Grey prediction tools can have a useful application where the data are sparse or minimal and have some uncertainties. Modern prediction tools such as machine learning, neural networks and fuzzy set theory cannot be applied in a small data environment as these techniques demand big data for model training. In this research article, the service life of a turbo UAV engine with a capacity of about 18 hp under different operating conditions is estimated using grey forecasting models. The typical service life of such type of UAV engine under standard operating conditions is around 500 h. After every 100 h, piston and cylinders need to be replaced. Due to application requirements, we have to elude thermal and infrared signatures which can be achieved by installing the engine inside a cowling which minimizes ventilation. This causes the UAV engine to experience thermal stress due to which engine temperature rises. Degradation of moving parts in both cylinder and piston of the UAV engine is accelerated in the presence of thermal stresses. Due to this forced thermal degradation of engine parts, it is necessary to estimate the fatigue life of the UAV engine. To make the estimation or prediction, we need to have some degradation or failure data collected through experiments and field failures or ground testing. We consider 50% of total flying hours as safe and degradation data of the first 50 h can be used for remaining safe flying hours estimation.

The key objective of this study is to estimate the fatigue life of the UAV engine using grey system theory and its grey forecasting models to analyze degradation data for life estimation. The main contributions of this study include the following: (1) application of different grey forecasting models to predict mechanical degradation and their mutual coherency to predict normal and fatigue life of UAV engine; (2) conduct comparative analysis between grey models and linear regression model; (3) to give a new dimension to prognostic studies for mechanical degradation and to predict and prevent failures. A comparison of results with the autoregressive–moving-average (ARMA) model to estimate the effectiveness and advantage of grey models has also been made.

The content of this manuscript is structured as follows. Section ‘Methodology’ discusses how the research work will be carried out. Section ‘Grey system theory’ is about grey prediction models; here, we have discussed the mathematics of each grey model \(GM(1,1)\), \(DGM(1,1)\) and \(AGO/IAGO\) functions, and interconnections and applicability or limitations of.
grey models. Section ‘Results and discussion’ discusses the predicted results for life estimation under standard and stressed conditions. Section ‘Conclusion’ concludes the whole manuscript with outcomes, application and recommendation for future research work.

Methodology

The research methodology can be divided into two parts as follows: (1) experimental setup to acquire sample data of UAV engine at normal and stressed conditions or documenting reliable flight-hour data to predict failure, and (2) use of prediction tools to estimate the normal and fatigue life of the engine. This new technique is beneficial to reschedule maintenance activities and part replacement to assure reliable and safe operation.26 The engine test bench can measure the following engine parameters: engine revolutions per minute (RPM), engine torque, the propeller thrust, cylinder head temperature, intake air temperature, exhaust gas temperature, intake manifold pressure and fuel consumption (throttle %).

All the parameters have a certain threshold value at which the engine does not remain flight worthy. The research work focuses on the safe flying of fixed-wing UAV, so the amount of power delivered by the engine at various times and the effect of degradation on output power is considered as the core parameter. The engine starts delivering power in the range of 12.4–12.5 kW at normal operating conditions. With the passage of time, the power drops and power value below 9.4 kW is considered as the threshold failure point. The power loss of the engine is due to heating of the cylinder and piston which degrades the moving surfaces and hence power drops. In presence of limited ventilation, the engine operates in a stressed environment due to which engine temperature rises. A difference of about 50 °C is observed between normal and stressed operating conditions. As shown in Figure 1, the temperature is mostly around 200 °C with minor fluctuation under normal operation where ventilation provides necessary cooling. Under a stressed environment where ventilation is compromised in order to conceal thermal signatures due to the mission profile, a positive shift of approximately 50 °C is observed in chamber head temperature (CHT) of the UAV engine. This accelerates the degradation process due to additional thermal stress in engine moving parts; the engine power decreases and below a threshold level, the engine does not remain flight worthy. The time to reach this point is called the useful life or fatigue life.

The effect of the rise in temperature on moving parts of the UAV engine with time is shown in Figure 2. During the engine’s routine maintenance, ring and piston are replaced in order to prevent damage to engine assembly. However, degradation in the cylinder of the UAV engine accumulates, and after five removals of the ring and piston, it is required to retire the UAV engine. Surveillance, fighter and rescue types of UAVs need a high-quality engine for which life estimation is necessary to carry out preventive maintenance in order to mitigate the risk of operational failure. Target UAVs are a one-shot device, so engine quality is normal.

The fatigue life estimation also helps in the life extension of engines based on experimental and predicted data, as the duty cycle of flying hours plays an important role in the degradation process.27 Single long flight causes more degradation as compared to many flights of small duration. This can also be achieved by forecasting fatigue life and estimating the wearing process with a certain degree of accuracy.28 In this research, a data-driven approach is used in which the degradation data or failure data are used for the life estimation of the UAV engine. A model-based method in addition to
the data-driven approach is also applied, in which all the systems and subsystems are mathematically modelled. Modelling of complex systems like UAV engines and stresses experienced with a certain degree of accuracy is complicated. However, in the data-driven approach, having the failure or degradation data of the system parameters is sufficient. In the data-driven approach, the accuracy of the prediction depends both on input data and prediction algorithm or tool. Life data for reliable operation of the UAV are collected both from test run and telemetry data on UAV flights. Flight data for reliable flying hours are taken as input to predict the RUL. Considering the factors of safety, we assume that 50% of flying hours are reliable flying. During these flying hours, the degradation data are collected to predict the failure point. In the case of accelerated degradation due to stress, quality, or developed fault, the data will help in predicting early failure. From the literature, it is observed that exhaust gas temperature, RPM, engine power, or torque are the main parameters for engine health assessment. The most critical parameter for reliable operation and life estimation is engine power which has built-in information about all other allied parameters as it is the decision parameter.\textsuperscript{22} Power decline is taken as degradation data, and using prediction techniques such as grey prediction models GM(1,1), DGM(1,1) and NDGM(1,1),\textsuperscript{29} fatigue life and hence RUL of UAV engine with a certain degree of accuracy and reliability are estimated. UAV engine along with a test bench model for power monitoring is shown in Figure 3. The torque sensor is providing the output power of the engine. As the engine operates and completes its flying hours, the output power decreases due to wear and tear of moving parts.

**Data collection and analysis**

Table 1 shows the first few measurements after time 5 and 10 h under standard and stressed operating conditions.

In order to make a grey prediction for TTF (time to failure) or the time at which power will drop to a threshold value of 9.4 kW or below, 10 data samples are collected at an interval of five working hours to make better predictions.

**Grey system theory**

The Grey system theory was developed in the 1980s; the basic concept was to deal with grey information. Grey information means data are not 100% complete, and there is some degree of greyness or uncertainty. The methodology is more powerful than many statistical tools that need complete information and large sample data to make accurate predictions. Different models are developed based on the type of input data. In this research, we have applied GM(1,1), DGM(1,1) and NDGM(1,1). Grey modelling software version 5.0 and MATLAB are used to make normal and fatigue life estimation using these models. Results of grey
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**Table 1.** First two data samples of standard and modified conditions.

| Time (h) | Operating condition | Maximum RPM | Power (kW) | Throttle (%) | CHT (°C) |
|----------|---------------------|-------------|------------|--------------|---------|
| 05       | Standard            | 5847        | 12.43      | 100          | 220     |
| 10       | Standard            | 5840        | 12.15      | 100          | 225     |
| 05       | Stressed            | 5803        | 12.20      | 100          | 270     |
| 10       | Stressed            | 5749        | 12.08      | 100          | 273     |

RPM: revolutions per minute; CHT: chamber head temperature.
Grey forecasting models can be considered identical if the input data type is of similar nature; however, the degree of approximation between different forms is different. NDGM(1,1) is mostly used for nonhomogeneous discrete data. In order to evaluate the effectiveness of grey forecasting models, the autoregressive prediction model is applied to degradation data. The flow diagram of grey forecasting models is given in Figure 4. The basic form of grey prediction model GM(1,1) is explained below:

Step 1: original sequence of data with m terms is expressed as:

\[
 x^{(0)} = \{x^{(0)}(1), x^{(0)}(2), \ldots, x^{(0)}(k), \ldots, x^{(0)}(m)\}
\]

Step 2: the accumulated generated sequence is given as:

\[
 x^{(1)} = \{x^{(1)}(1), x^{(1)}(2), x^{(1)}(3), \ldots, x^{(1)}(k), \ldots, x^{(1)}(m)\}
\]

where \( x^{(1)}(k) = \sum_{i=1}^{k} x^{(0)}(i) \) and \( k = 1, 2, 3, \ldots, m \).

Step 3: the 1-AGO function in terms of the differential equation is given:

\[
 \frac{d\hat{x}^{(1)}}{dt} + a\hat{x}^{(1)} = b \quad (4)
\]

where \( \wedge \) represents a grey predicted value with initial conditions \( \hat{x}^{(1)} = x^{(0)}(1) \) and in equation (4), \( a \) and \( b \) are called the model parameters.

Step 4: equation (4) in discrete form can be rewritten as:

\[
 \frac{d\hat{x}^{(1)}}{dt} = \lim_{\Delta t \to 1} \frac{\hat{x}^{(1)}(t + \Delta t) - \hat{x}^{(1)}(t)}{\Delta t} \quad (5)
\]

For \( \Delta t \to 1 \), equation (5) can be expressed as:

\[
 \frac{d\hat{x}^{(1)}}{dt} \approx x^{(1)}(k + 1) - x^{(1)}(k) = x^{(0)}(k + 1) \quad (6)
\]

where \( k = 1, 2, 3, \ldots \).

Equation (6) can be rewritten as equation (7) to predict value \( \hat{x}^{(1)} \):

\[
 \hat{x}^{(1)}(k) \approx P_x^{(1)}(k) + (1 - P)x^{(1)}(k + 1) = x^{(1)}(k + 1) \quad (7)
\]

where \( k = 1, 2, 3, \ldots \).

The basic model of GM(1,1) can be expressed as:

\[
 x^{(0)}(k) + ax^{(1)}(k) = b \quad (8)
\]

where \( k = 1, 2, 3, \ldots \).

Model parameters \( a \) and \( b \) in equation (8) can be expressed as:

**Grey prediction model GM(1,1)**

We will use three different grey prediction techniques to estimate TTF or RUL of the UAV engine. The first one is the grey prediction model, GM(1,1), which is applied where the sample size of data is small.31 The grey forecasting model GM(1,1) is the combination of differential equations used to predict the next sequence from its previous values.32,33

AGO and IAGO also called 1-AGO are used to generate new sequences \( x^{(1)} \) and \( \hat{x}^{(1)} \) from the original data sequence \( x^{(0)} \) and the background, sequence is constructed for smoothing the increasing rates.

Let \( x^{(0)} \) be a raw sequence of data, then AGO \((x^{(0)}) = x^{(1)}\), the predicted value \( \hat{x}^{(0)}(\xi) \) at a point \( \xi \) is given as \( IAGO.GM.AGO : x^{(0)} \rightarrow x^{(0)}(\xi) \), and can be expressed as:

\[
 x^{(0)} = (x^{(0)}(1), x^{(0)}(2), \ldots, x^{(0)}(n)), \quad \xi > n \quad (1)
\]

IAGO and AGO are maps which transform \( \hat{x}^{(1)} \) to \( \hat{x}^{(0)} \) and \( x^{(0)} \) to \( x^{(1)} \). That is why IAGO is also called the inverse of AGO. These AGO functions are basically data curating techniques and provide accuracy in prediction or forecasting applications.

The flow chart of grey forecasting models is given in Figure 4.
The grey prediction model NDGM(1, 1) is given by equations (8) and (15). By substituting \( z^{(k)}(k) = 1/2(\chi^{(1)}(k) + \chi^{(1)}(k-1)) \) into equation (8), we get

\[
\chi^{(1)}(k) = \frac{1 - 0.5a}{1 + 0.5a} \chi^{(1)}(k-1) + \frac{b}{1 + 0.5a}, \quad k = 2, 3, \ldots, n
\]

Putting the values of \( k \) from equation (8), equation (19) can be rewritten as

\[
\chi^{(1)}(k + 1) = \frac{1 - 0.5a}{1 + 0.5a} \chi^{(1)}(k) + \frac{b}{1 + 0.5a}, \quad k = 1, 2, \ldots, n - 1
\]

Solving equations (16) and (19) simultaneously, the values of \( \beta_1 \) and \( \beta_2 \) are given as

\[
\beta_1 = \frac{1 - 0.5a}{1 + 0.5a} \quad \text{and} \quad \beta_2 = \frac{b}{1 + 0.5a}
\]

Solving for \( a \) and \( b \), we get

\[
a = \frac{2(1 - \beta_1)}{1 + \beta_1}, \quad b = \frac{2\beta_2}{1 + \beta_1}, \quad \frac{\beta_2}{a} = \frac{\beta_2}{1 - \beta_1}
\]

To explain the relationship between GM(1, 1) and DGM(1, 1), equation (15) can be written as

\[
\tilde{\chi}(k + 1) = \chi^{(0)}(1)e^{-a(k)} + \frac{b}{a}(1 - e^{-a(k)}), \quad k = 1, 2, \ldots, n - 1
\]

Nonhomogeneous discrete grey prediction model NDGM(1, 1)

For every grey system model, whether it is a basic model GM(1, 1) or any of the extended models DGM(1, 1) NDGM(1, 1), the original sequence \( \chi^{(0)} = \{\chi^{(0)}(1), \chi^{(0)}(2), \ldots, \chi^{(0)}(n)\} \) of data should satisfy the law of homogeneous exponential growth. Mathematically, the sequence satisfies the condition that \( \chi^{(0)}(k) = ak^k \), \( k = 1, 2, 3, \ldots \). In real-world problems, the data in the form of such sequence are limited. The grey prediction model NDGM(1, 1) mostly deals with cases of nonhomogeneous growth, but can also be applied to typical data sequences, which implies that basic sequence \( \chi^{(0)} \) roughly satisfies \( \chi^{(0)}(k) = ak^k + b \), \( k = 1, 2, 3, \ldots \).

For a given sequence \( \chi^{(0)} = \{\chi^{(0)}(1), \chi^{(0)}(2), \ldots, \chi^{(0)}(n)\} \) of raw data, let its accumulation generation (AGO function) be \( \chi^{(1)} = \{\chi^{(1)}(1), \chi^{(1)}(2), \ldots, \chi^{(1)}(n)\} \), then the following refers to an NDGM.
\[ \hat{x}^{(1)}(k + 1) = \beta_1 \hat{x}^{(1)}(k) + \beta_2 + \beta_3 \]  
\[ \hat{x}^{(1)}(1) = x^{(1)}(1) + \beta_4 \]

where \( \hat{x}^{(1)}(k) \) stands for the simulated or predicted value of the corresponding given sequence value, \( \beta_1, \beta_2, \beta_3 \) and \( \beta_4 \) are the parameters defined in equations (22) and (23), and \( x^{(1)}(1) \) is the basis value of the iterated sequence.

\[ \beta = (B^T B)^{-1} B^T Y = [\beta_1, \beta_2, \beta_3]^T \]  

Once we have calculated \( \beta_1, \beta_2 \) and \( \beta_3 \), then the fourth parameter \( \beta_4 \) can be calculated using equation (24)

\[ \beta_4 = \frac{\sum_{k=1}^{n-1} [x^{(1)}(k + 1) - \beta_1 x^{(1)}(1) - \beta_2 \sum_{i=1}^{k} \beta_1^{k-i} - \frac{1 - \beta_1}{\beta_1 - 1} \times \beta_2] \times \beta_1^k}{1 - \sum_{k=1}^{n-1} (\beta_1)^k} \]  

To calculate the values of \( B \) and \( Y \) in the sequence of the parameter, \( \beta \), in equation (24), the following matrices need to be solved

\[
\begin{bmatrix}
  x^{(1)}(2) \\
  x^{(1)}(3) \\
  \vdots \\
  x^{(1)}(n)
\end{bmatrix}, \quad
B = \begin{bmatrix}
  x^{(1)}(1) & 1 & 1 \\
  x^{(1)}(2) & 2 & 1 \\
  \vdots & \vdots & \vdots \\
  x^{(1)}(n-1) & n-1 & 1
\end{bmatrix}
\]

Further details of the mathematical explanation of the model, its theorems, corresponding lemma and its properties are explained by Liu and Lin (2010, Chapter 5).

Results and discussion

As the engine starts, its RPM increases, and so the power of the engine increases till it reaches a maximum power of 12.43 kW, and at this power, the value of RPM is between 5500 and 6000. We can see that initially power and RPM are almost the same for standard and modified conditions. At this time when the engine is new, and there is no performance degradation due to stresses (thermal stresses affecting piston and cylinder). As the temperature increases, thermal degradation of moving parts reduces the efficiency of the engine and out power is dropped slowly and continuously. At a threshold value of 9.4 kW, the engine does not remain flight worthy, and flying is at risk. Figure 5 shows that under stressed or modified conditions, engine demands more RPM which also a degrading factor and affects the life of the engine. The effect of thermal degradation on the cylinder and piston is shown in Figure 2. From reliability studies and life estimation data of mechanical systems, they are supposed to be best when new, unlike electronic systems. The degradation factor affects the life of a mechanical system which finally leads to failure. As a factor of safety, we assume that there is no flying risk under normal and stressed conditions for the
first 50 h even the engine is going through continuous degradation. The degradation data for the first 50 h can be used as input to predict the remaining flight hours. One thing that should be noted is that the duty cycle of operation is an important factor that decides the rate of degradation. Longer flights cause more degradation than short flights for the same number of flight hours. It is, therefore, necessary to record the duty cycle along with stresses for recording degradation of the UAV engine.

**Life prediction under normal operating conditions**

The engine has a standard life 500 h under normal conditions (when the engine is provided with proper ventilation to achieve heat transfer with the environment), but after every 100 h of operation, the cylinder and piston need to be replaced. We have data for the operation of 50 h with the reading of output power after every 5 h. The predicted results show the trend of failure (power drop to 9.4 kW from 12.43 kW) are given in Table 2 and shown in Figure 6. From Figure 6, it is clear that both predicted and theoretical life results are the same. Predicted life of 100 h for a given set of the pistons and cylinders is similar to the engine life provided by the OEM (original equipment manufacturer) of the UAV engine. Here, we have considered thermal stress only; during flight operation, other stresses such as vibration and shock also play their role in degradation. But those stresses remain constant and the only thermal variation is a significant change in operating conditions.

**Life prediction under stressed operating conditions**

Under stressed (modified) operational requirements, the engine is encapsulated in a special cowling to conceal infrared and thermal signatures. The rise in
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**Table 2. Life estimation under standard operating conditions.**

| Time (h) | Actual data | GM(1,1) predicted | DGM(1,1) predicted | NDGM(1,1) predicted | Cumulative RGR | RGR Mean | MAPE (%) |
|----------|-------------|--------------------|--------------------|---------------------|----------------|----------|----------|
| 5        | 12.4300     | 12.4300            | 12.4300            | 12.4300             | 12.4300        | 12.4300  | 0.398858774 |
| 10       | 12.3100     | 12.3624            | 12.3629            | 12.3681             | 24.7400        | 0.1377   | 0.0150   |
| 15       | 12.2200     | 12.1782            | 12.1787            | 12.1799             | 36.9600        | 0.0803   | 0.0626   |
| 20       | 12.0000     | 11.9967            | 11.9972            | 11.9957             | 48.9600        | 0.0562   | 0.0436   |
| 25       | 11.9300     | 11.8184            | 11.8184            | 11.8153             | 60.8900        | 0.0349   | 0.0492   |
| 30       | 11.6000     | 11.6419            | 11.6423            | 11.6388             | 72.4900        | 0.0251   | 0.0223   |
| 35       | 11.4000     | 11.4685            | 11.4688            | 11.466              | 83.8900        | 0.0292   | 0.0223   |
| 40       | 11.2300     | 11.2976            | 11.2979            | 11.2968             | 95.1200        | 0.0251   | 0.0251   |
| 45       | 11.2000     | 11.1293            | 11.1296            | 11.1312             | 106.3200       | 0.0223   | 0.0213   |
| 50       | 10.9700     | 10.9635            | 10.9637            | 10.9690             | 117.2900       | 0.0196   | 0.0196   |
| 55       | 10.8004     | 10.8004            | 10.8004            | 10.6550             | 10.6550        | 0.0196   | 0.0196   |
| 60       | 10.6395     | 10.6395            | 10.6395            | 10.5029             | 21.1579        | 0.1372   | 0.0498   |
| 65       | 10.4810     | 10.4810            | 10.4810            | 10.3540             | 31.5119        | 0.0797   | 0.0498   |
| 70       | 10.3248     | 10.3248            | 10.2083            | 41.7202             | 0.0561         | 0.0498   |
| 75       | 10.1710     | 10.1709            | 10.0656            | 51.7858             | 0.0432         | 0.0432   |
| 80       | 10.0195     | 10.0194            | 9.9260             | 61.7118             | 0.0351         | 0.0351   |
| 85       | 9.8702      | 9.8701             | 9.7893             | 71.5011             | 0.0294         | 0.0294   |
| 90       | 9.7231      | 9.723              | 9.6555             | 81.1566             | 0.0253         | 0.0253   |
| 95       | 9.5783      | 9.5781             | 9.5244             | 90.6810             | 0.0222         | 0.0222   |
| 100      | 9.4356      | 9.4354             | 9.3962             | 100.0772            | 0.0197         | 0.0197   |
| **MAPE (%)** |        | 0.398858774        | 0.398528781        | 0.392906653        |                |          |          |

GM: grey model; DGM: discrete grey model; NDGM: nonhomogeneous discrete grey model; MAPE: mean absolute percentage error; RGR, Relative Growth Rate.

Bold Values are predicted values where engine is flight worthy below 9.4, engine fails.

$\text{MAPE}^2 = \frac{1}{n} \sum_{k=1}^{n} \left| \frac{x^{(0)}(k) - \tilde{x}(k)}{x^{(0)}(k)} \right| \times 100 \% \quad (27)$

$\text{MAPE}^2$ indicates that the model has a close alliance with the data. For grey forecasting models, the development coefficient $a$ and the grey action quantity $b$ as mentioned in equations (10) and (13) can be calculated using the grey forecasting software and are given as, $a = 0.0150$ and $b = 12.6422$ for the GM(1, 1) forecasting model under normal operating conditions.

The sum of squares of residual error is 0.0331 and the average relative error is 0.4430%, which shows the accuracy of the grey forecasting software. The values of $\beta_1$ and $\beta_2$ for DGM(1, 1) are calculated using grey forecasting software and values are given as $\beta_1 = 0.9851$ and $\beta_2 = 12.5481$. The sum of squares of residual error is 0.0331 and the average relative error is 0.0492%, which again speaks of the accuracy of forecast values.

For NDGM(1,1), at standard operating conditions, the values of $\beta_1 = 0.9789$, $\beta_2 = 0.0724$, $\beta_3 = 12.5574$ and $\beta_4 = -4.6182e-05$ and can be calculated from equations (21) and (23). Values of shape parameters and scale parameters help in getting final plots as shown in Figure 6. From Figure 6, it is clear that both predicted and theoretical life results are the same. Predicted life of 100 h for a given set of the pistons and cylinders is similar to the engine life provided by the OEM (original equipment manufacturer) of the UAV engine. Here, we have considered thermal stress only; during flight operation, other stresses such as vibration and shock also play their role in degradation. But those stresses remain constant and the only thermal variation is a significant change in operating conditions.
temperature due to the extra thermal stress negatively affects the degradation of moving parts. As a result of this wear and tear, the degradation of engine parts becomes rapid and an earlier failure is expected. Again, we have collected data of engine performance at modified conditions and the first 10 readings, taken after every 5 h are considered. Using grey prediction models GM(1, 1), DGM(1, 1) and NDGM(1, 1), we observe that the failure occurs at 70 h of operation instead of 100 h. Thus, we need to replace the engine piston and cylinder after 70 h to avoid damage to the engine and risk of sudden failure. The predicted results for modified conditions are shown in Table 3 and plotted in Figure 7.

The power value of 9.40 kW is the threshold value, below which the UAV cannot fly or is unsafe for flying. Using the grey prediction model, we have estimated the service life under modified conditions. Results of mapping also show that error in modelling is deficient, which speaks of the accuracy of the model. We can see that for unidirectional data, the results of both GM(1, 1) and DGM(1, 1) are almost the same and NDGM(1, 1) differs slightly, but that too is in close agreement with final predictive value. For grey forecasting models, the development coefficient $a$ and grey action quantity $b$ as mentioned in equations (11) and (14) can be calculated using grey forecasting software and are given as, $a = 0.0208$ and $b = 12.4649$ for GM(1, 1) forecasting model under modified or stressed operating conditions. The sum of squares of residual error is 0.1116 and the average relative error is 0.8312%, which shows the accuracy of the grey forecasting software. The values of $\beta_1$ and $\beta_2$ for DGM(1,1) are calculated using grey forecasting software and are given as $\beta_1 = 0.9794$ and $\beta_2 = 12.3371$. The sum of squares of residual error is 0.1116 and the average relative error is 0.0926%, which again speaks of the accuracy in forecast values. For NDGM(1,1), under the stressed operating condition, the values of $\beta_1 = 0.9513$, $\beta_2 = 0.3154$, $\beta_3 = 12.3940$ and $\beta_4 = -4.5989 e^{-08}$ and can be calculated from equations (21) and (23), respectively. The results of Table 3 are also plotted in Figure 7. From the comparison of threshold failure points of Figures 6 and 7, it can be observed that the value of failure point decreases along the time axis. Now the failure occurs at 70 h of operation and the piston plus cylinder needs to be replaced. The trend line of Figures 6 and 7 has a close resemblance, but we see that on average, a decline of 30% in the life of the engine is predicted which reflects the effectiveness of grey prediction models.

![Figure 6. Grey forecasting of service life under standard operating conditions.](image-url)
Such small changes cannot be modelled or predicted by simple statistical tools as they are unable to extract hidden information from a limited or sparse data set. Different forecasting tools such autoregressive method (ARM), ARMA and autoregressive integrated moving-averages are also used to predict the life of the engine, but the accuracy of these models is not comparable with grey forecasting models. From Figures 6 and 7, it is clear that autoregressive prediction does not match both grey forecasting as well as OEM specified life under normal operation.

**Conclusion**

The dual use of technology, especially for complex applications, employs the operation of equipment or
components at an extended range of stress conditions. The fatigue life for most of the equipment is unknown and usually less than documented service life by the OEM. In order to ensure the safe and reliable operation of such type of equipment, it is necessary to estimate fatigue life and prevent failure by predicting the RUL under the fatigue environment. The effects of operating conditions on the service life of the UAV engine have been studied in this research article. All UAV engines are assigned a service life under stated operating and maintenance requirements. Grey prediction models help in estimating the fatigue life of the engine under the stated conditions. The estimated life under both standard conditions (100 h for cylinder and piston assembly and 500 h for the UAV engine) and fatigue or modified operating conditions (70 h for cylinder and piston assembly and 350 h for the UAV engine) is in close agreement with the service life mentioned in the literature and observed during operation. The proposed research helps in predicting failure, rescheduling part replacements and maintenance to avoid unexpected risky failures of the UAV. Mechanical system degradation process if documented in safe zones of operation can help in predicting failures towards the end of life. It is also concluded that the grey prediction models can best be applied to predict early failure when the available field or testing data are limited. Reliability engineering depends on the failure and degradation data, and grey prediction tools can be applied for RUL estimation and reliability calculation more effectively than standard stochastic techniques.
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