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Abstract—Mega-constellations of small-size Low Earth Orbit (LEO) satellites are currently planned and deployed by various private and public entities. While global connectivity is the main rationale, these constellations also offer the potential to gather immense amounts of data, e.g., for Earth observation. Power and bandwidth constraints together with motives like privacy, limiting delay, or resiliency make it desirable to process this data directly within the constellation. We consider the implementation of on-board federated learning (FL) orchestrated by an out-of-constellation parameter server (PS) and propose a novel communication scheme tailored to support FL. It leverages intra-orbit inter-satellite links, the predictability of satellite movements, and partial aggregating to massively reduce the training time and communication costs. In particular, for a constellation with 40 satellites equally distributed among five low Earth orbits and the PS in medium Earth orbit, we observe a 29× speed-up in the training process time and a 8× traffic reduction at the PS over the baseline.

Index Terms—Low Earth orbit (LEO), Intra-plane ISLs, Federated learning, Star architecture with ring-based clusters.

I. INTRODUCTION
Constellations of low Earth orbit (LEO) satellites with small form factor are emerging to enable ubiquitous connectivity and support various Earth observation applications. Their key benefit over larger traditional satellites are vastly reduced development and deployment costs, together with lower latency in ground to satellite connections and denser Earth coverage [1], [2]. One major objectives for such constellations is Earth observation. Through Earth observation, valuable information can be provided for decision-makers in applications such as urban planning and disaster management [3]. For example, the Disaster Monitoring Constellation (DMC) [4] is one of the first-ever constellations aimed at disaster management. The declining trend in the cost of sending small satellites to space is likely to further increase this trend.

A challenge for these satellite constellations is that downlink transmission of huge volumes of collected data is unreasonable from an environmental perspective and leads to unnecessary spectrum utilization. The obvious solution to this is on-board processing of the data and then sending only relevant information to the Ground Station (GS).

One major use case is data-driven machine learning [5], [6] based on federated learning (FL) [7], where the training of a machine learning model is implemented directly on the satellites without exchanging any raw data [8]. FL can work perfectly in the constellations with satellites from different operators. These operators perform joint Earth observation using an agreed ML model, but without the need to exchange their raw data. In particular, this process is orchestrated by a parameter server (PS) that maintains a global version of the model and distributes it to the satellites. These improve the model parameters using a local gradient descent (GD) procedure and then return the updated model parameters to the PS. After all updates are received, the PS aggregated them and starts a new round ("epoch").

In general, the satellites have intermittent but predictable connectivity to the PS due to their orbital movement [8]. We propose a communication scheme specifically tailored to running a synchronous FL procedure within a satellite mega-constellation orchestrated by an out-of-constellation PS, i.e., either a satellite in sufficiently different orbital height or a GS. This scheme leverages intra-plane ISLs to bridge non-availability periods between individual satellites and the PS. This is combined with partial aggregation to avoid unnecessary transmissions. We focus on enabling FL with only intra-plane ISLs rather than inter-plane ISLs, which connect satellites from different orbits. The reason is that inter-plane ISLs are highly dynamic, can be affected by Doppler shift, and require much more careful connection planning [9].

A similar scenario is considered in [8]. The main difference to this paper is that in [8] no ISLs are considered and each satellite needs to individually contact the PS. The underlying network topology is a star architecture of ring clusters as a result of having several circular orbits with one PS. Several previous works have considered this architecture [10]–[12]. However, none addresses the intrinsic properties of satellite constellations such as the non-visibility and the predictability behavior.

II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider the satellite constellation illustrated in Fig. 1 consisting of P orbital planes. Orbit p contains Kp equally spaced satellites with unique IDs \( \{k_p,1, \ldots, k_p, K_p\} = \mathcal{K}_p \) such that \( \mathcal{K}_{p_1} \cap \mathcal{K}_{p_2} = \emptyset \), for all \( p_1 \neq p_2 \), and \( \mathcal{K} = \bigcup_{p=1}^{P} K_p = \{1,2, \ldots, K\} \), where \( K = \sum_{p=1}^{P} K_p \) is the total number of satellites. For orbit p, \( h_p \) and \( i_p \) denote the altitude and inclination, respectively. Each satellite in orbit p moves with speed \( v_p = \sqrt{\frac{\mu}{h_p + r_E}} \) m/s, where \( r_E = 6371 \text{ km} \) is the...
Earth radius and $\mu = 3.98 \times 10^{14} \text{m}^3/\text{s}^2$ is the geocentric gravitational constant. The orbital period of the satellites in orbit $p$ is $T_p = \frac{2\pi(r_e + h_p)}{v_p}$.

### A. Computation Model

Each satellite within the constellation $\mathcal{K}$ has a local data set $D_k$, that is used to train a ML model using the Federated Averaging (FedAvg) algorithm from [7]. The training process is orchestrated by another satellite in a different orbit or by a GS, denoted as the PS. The local data sets are neither known nor shared with the PS or other satellites. The collaborative goal is to learn the model parameters that minimize a global loss function

$$F(w) = \sum_{k \in \mathcal{K}} \frac{D_k}{D} F_k(w),$$

where $D_k$ is the size of $D_k$, $D = \sum_{k \in \mathcal{K}} D_k$ is the total number of training samples, $w$ is the parameter vector describing the model, and $F_k(w)$ is the local loss function at satellite $k$. We consider a local loss function

$$F_k(w) = \frac{1}{D_k} \sum_{x \in D_k} f_k(x, w),$$

where $f_k(x, w)$ is the per-sample loss function at satellite $k$ that depends on the concrete learning scenario at hand and is possibly nonconvex. We are interested in the case with full device participation [13].

The FedAvg algorithm is based on 1) transmitting the global parameters $w$ from the PS to the satellites, 2) training the model at the satellites using local GD, 3) sending the obtained local parameters to the PS by satellites, and 4) aggregating the parameters by the PS. This process continues for several epochs until convergence. The local training steps are referred to ML steps in each client. Every satellite $k$ minimizes its loss function using $I$ iterations of local GD and updates the local version of the global model parameters as

$$w^{n,i}_k = w^{n-1,i}_k - \eta \nabla F_k(w^{n-1,i}_k),$$

where $\eta$ is the learning rate, $n$ the global epoch, $i \geq 1$ the local iteration in epoch $n$, and $w^{n,0}_k = w^n$ is initialized with the received global model parameters $w^n$. After receiving the local updates $(w^{n,i}_k)_{k \in \mathcal{K}}$ from all workers, the PS aggregates them into a new version of the global model parameters as

$$w^{n+1} = \sum_{k=1}^{\mathcal{K}} \frac{D_k}{D} w^{n,i}_k$$

and advances into the next epoch until the global convergence criterion is met [7].

The time required for learning in every satellite $k$ is proportional to the size of the data $S(D_k)$ in bits and the CPU frequency $\nu_k$ at satellite $k$, i.e.,

$$t_k(k) = \frac{c_k S(D_k)}{\nu_k},$$

where $c_k$ is the required number of CPU cycles to process a single data sample. This computation time model has been proposed for FL in [13].

### B. Communication Model

Communication between satellites is feasible if the line of sight is unobstructed by Earth. By straightforward geometric considerations, it can be shown that this is the case if $d(k, i) < d_{TH}(k, i)$, where $d(k, i)$ is the Euclidean distance between satellites $k$ and $i$ and $d_{TH}(k, i)$ is a threshold value computed as

$$d_{TH}(k, i) = \sqrt{(h_{\pi(k)} + r_E)^2 - r_i^2} + \sqrt{(h_{\pi(i)} + r_E)^2 - r_i^2}. $$

for the case that $k$ and $i$ are two satellites. $\pi(k)$ is the index of satellite $k$’s orbit. For the satellite-to-ground communications, based on the minimum elevation angle $\alpha_e$, the PS and satellite are visible if

$$\frac{\pi f}{2} - \angle(\vec{r}_PK, \vec{r}_i - \vec{r}_PS) \geq \alpha_e$$

where $\vec{r}_k$ and $\vec{r}_PS$ denote the position of satellite $k$ and PS.

Assuming Gaussian channels, the maximum achievable data rate for the transmission between satellites $k$ and $i$ is

$$r(k, i) = B \log_2 (1 + \text{SNR}(k, i)),$$

where $B$ is the channel bandwidth, and SNR($k, i$) is the signal to noise ratio (SNR) which can be expressed as [9], [15]

$$\text{SNR}(k, i) = \frac{P_i G_i(k) G_i(k) N_0 L(k, i)}{N_0 L(k, i)}$$

if $k$ and $i$ are visible and zero otherwise, where $G_j(l)$ is the average antenna gain of satellite $j$ towards satellite $l$, $N_0 = k_B TB$ is the total noise power with $k_B = 1.380649 \times 10^{-23} \text{J/K}$ being the Boltzmann constant, $T$ is the receiver noise temperature. The free space path loss $L(k, i)$ is

$$L(k, i) = \left(\frac{4\pi f_c d(k, i)}{c}\right)^2,$$

where $f_c$ and $c$ are the carrier frequency and the speed of light, respectively. The time for transmitting a parameter vector $w$ from satellite $k$ to satellite $i$ is the sum of propagation, transmission, and communication processing delays, i.e.,

$$t_c(k, i) = S(w) \frac{d(k, i)}{r(k, i)} + t_s(k) + t_r(i),$$

where $t_s(k)$ and $t_r(i)$ are the processing delays in the transmitter and receiver of satellite $k$, respectively, and $S(w)$ is the data size of $w$ in bits. Observe that the size of $w$ is model dependent and remains fixed during the whole training process. This model is also used for ground to satellite links if
necessary. Observe that (10) is not dependent on the usage of the Shannon rate in (7) but can also be any other rate function that adequately models the data rate over the considered link.

III. SATELLITE COMMUNICATION FOR FL

Connections between the PS and workers are the necessary condition to exchange the model parameters in canonical FedAvg [7]. In satellite scenarios, the location and motion of each LEO satellite and PS cause them to visit for a while. After the visiting duration, the connection between them is implausible due to the blockage by Earth. This pattern of visiting, followed by non-visibility periods, continues.

The duration and start of each visit do not follow a regular pattern because both satellites and PS move and they are most probably located in different altitudes. In rare cases, the visiting follows a regular pattern. Take the PS in the north pole and the satellites with inclination 90° as an example. In this case, the duration between two visits lasts exactly one orbital period $T_p$ because the PS does not move. However, because the inclinations are not always exactly 90° and the PS does not visit the North pole, the time between visits can be less or more than the $T_p$.

For more clarification, we have shown the visiting between satellites and the PS in the Bremen in 12 hours as Fig. 2 in five different orbits for the system model presented in Fig. 1. As this figure shows, satellites have different visiting patterns as a result of orbit specification, satellite and Earth movements. Take the satellites with IDs $k_{3,2}$ and $k_{4,2}$ from orbit 3 and 4 as examples, respectively. Satellite $k_{3,2}$ has the first visit after around 9 hours. However, satellite $k_{4,2}$ only visits the PS in the first 6 hours and after that does not have any visit. The beginning and duration of each visit between satellites and the PS are predictable. This is because the movement patterns of the satellite and PS in space are known in advance. To adapt the well-known FedAvg scheme introduced in [7], the non-availability between satellites and the PS must be taken into account. Hence, to enable the synchronous FL, we propose two schemes named FedNonISL and FedISL. FedNonISL implements the FedAvg by considering the visiting periods between PS and satellites. While FedISL uses the intra-plane ISLs and the predictability of satellites positions to schedule the exchanging model parameters between PS and satellites in each orbit.

A. Canonical FL for the Satellites: FedNonISL

To implement the canonical FedAvg [7], the model aggregation step needs the exchange of information between satellites and PS. As explained, the satellites and PS are not available all the time. In this regard, without the scheduling and using the intra-plane ISLs, the PS needs to wait for all the satellites to receive the model parameters. To do this as Eq. 4 all $K$ satellites must send the model parameters to the PS.

Each satellite $k$ from any orbit $p$ receives the initial global parameters from the PS in its visit period. Then, it trains the model based on some local gradient steps as Eq. 3 and derives the new local parameters. It transmits the updated parameters to the PS directly in its visibility period. For each global step, PS waits to receive all the model parameters from all $K$ satellites in their visit period. The time required for waiting depends on the constellation specifications and the position of PS. After receiving the parameters by the PS and aggregating them, the PS must again send the aggregated parameters to all LEOs to train. It requires the PS to wait for all LEOs to visit again. This process will continue for $N$ global updates.

B. Federated Learning with Intra-Plane ISLs: FedISL

To cope with intermittent connectivity between satellites and the PS, we design a communication scheme, denoted as FedISL, that employs intra-plane ISLs and the predictability of satellite movements to enable synchronous FL. In particular, the satellites in each orbit build a ring network using ISLs, where each satellite can connect to both of its direct orbital neighbors. Communication between the PS and satellites within one orbit is routed through the satellite that has the current best connection to the PS. Such routing decisions are enabled by the predictability of orbital mechanics and require no additional communication between the satellites. The resulting topology is a star network of ring clusters that is not subject to the long delays involved in FedNonISL.

Each communication/computation round is split into three different phases: parameter distribution, computation, and aggregation. In the distribution phase, one satellite per orbit, denoted as the source, receives the model parameters from the PS and distributes them using ISLs to its neighboring satellites. These continue to propagate the parameters through their respective ISLs until all satellites have the current global model parameters. In particular, idle satellites from each orbit that are not in parameter distribution, computation, and aggregation phases, connect to the PS. Upon connection, the PS checks whether the connected satellite is from an orbit where the model parameters either are already received or are currently transmitted to. In the first case, the PS informs the satellite to wait for the parameters through ISL distribution. In the second case, the PS asks the satellite to reconnect after a short waiting time unless the parameters are received through ISL distribution in the meantime. If neither is the case, the PS...
transmits the global model and waits for the satellite to signal successful reception. Then, the PS marks the orbit as done and the satellite starts acting as the source of that orbit.

Before distributing the model parameters, the source node uses predictive routing to determine the sink node that is responsible for collecting and transmitting the updated model parameters to the PS. This node is called sink. First, an estimate for the time needed to distribute the model parameters, complete the local computation tasks, and then collect the mate for the time needed to distribute the model parameters, the satellite starts acting as the source of that orbit.

If satellite starts acting as the source of that orbit, the remaining contact time after communication range of the PS, the satellite with the longest is the current time. Among the satellites that will be within those satellite are received and then computes the sum of the node. This routing decision is appended to the global model parameters with a local GD procedure as Eq. (3). The satellite forwards the model parameters to the next neighbor via its other ISL and then also advances into the next phase.

During the computation phase, the satellites update the model parameters with a local GD procedure as Eq. (3). Incoming ISL connections with global model parameters are dropped, i.e., the global model will only be forwarded once per communication/computation round. However, if a local model update is received from a neighboring node via ISL it is cached until completion of the computation phase.

Each satellite advances into the aggregation phase once its local GD procedure terminates. First, the routing graph \( G_p \) for the complete orbital plane \( p \) is computed, where each satellite uses the route with the lowest number of hops to the sink node. If this decision is not unique, it selects the route via the neighboring satellite with the smallest ID. This results in a tree rooted at the sink node. If the satellite has children in this routing graph, it will wait until all parameter updates from those satellite are received and then computes the sum of the received parameters with its own parameters. In particular, at satellite \( k \) and in epoch \( n \), let \( T_k^p \) contain the parameter updates received via ISLs and \( \mathbf{w}^{n,l}_k \) be the result of the computation phase. Then, the outgoing partial aggregate is computed as

\[
\mathbf{w}^{n,\text{out}}_k = D_k \mathbf{w}^{n,l}_k + \sum_{w \in T_k^p} \mathbf{w}.
\] (13)

At all satellites except the sink, the partial aggregate \( \mathbf{w}^{n,\text{out}}_k \) is then transmitted to the next satellite in the routing graph, i.e., to its parent vertex in this graph. Instead, the sink node sends

\[ T_{c,p} \] (11)

where

\[ T_{c,p} = \max_{k \in K_p, i \in N(k)} t_c(k, i), \quad T_{L,p} = \max_{k \in K_p} t_{l}(k) \] (12)

are the maximum expected times required for learning and transmission between two adjacent satellites in orbit \( p \), respectively, with \( N(k) \) being the neighbors of node \( k \).

Then, the future position of all satellites within that orbit at time \( t_n + T_{c,p} \) is computed using orbital mechanics, where \( t_n \) is the current time. Among the satellites that will be within communication range of the PS, the satellite with the longest remaining contact time after \( t_n + T_{c,p} \) is selected as the sink node. This routing decision is appended to the global model parameters, which are then propagated through both ISLs to the direct neighbors of the source. Then, the source node starts the computation phase. For all other satellites, upon reception of new model parameters via one of the ISLs, the receiving satellite forwards the model parameters to the next neighbor via its other ISL and then also advances into the next phase.

\[ \text{Algorithm 1 Parameter Server Operation} \]

1: Initialize epoch \( n = 1 \), model \( \mathbf{w}^0 \), number of orbital planes \( P \)  \Comment{Distribution Phase}
2: Set \( \mathcal{T}^n = \emptyset \)
3: while \(|\mathcal{T}^n| < P\) do
4:    Upon incoming connection by satellite \( k \):
5:        Determine orbit \( p \) of satellite \( k \)
6:        if \( p \notin \mathcal{T}^n \) then
7:            Transmit \( \mathbf{w}^{n-1} \) to satellite \( k \)
8:        upon successful transmission, add \( p \) to \( \mathcal{T}^n \)
9:        else
10:        \Comment{Weights already sent to this orbit}
11:        Terminate connection
12:    end if
13: Set \( \mathcal{R}^n = \emptyset \), \( \mathbf{w}^n = 0 \)
14: while \(|\mathcal{R}^n| < P\) do
15:    Upon incoming connection by satellite \( k \):
16:        Determine orbit \( p \) of satellite \( k \)
17:        if \( p \notin \mathcal{R}^n \) and received weights \( \mathbf{w}^n_p \) then
18:            Update \( \mathbf{w}^n \leftarrow \mathbf{w}^n + \mathbf{w}^n_p \)
19:            Add \( p \) to \( \mathcal{R}^n \)
20:        else
21:        \Comment{Termination connection}
22:        Terminate connection
23:    end if
24:    Update \( \mathbf{w}^n \leftarrow \frac{\mathbf{w}^n}{2} \)

After receiving all aggregates, PS derives \( \mathbf{w}^{n+1} \) as \( \mathbf{w}^{n+1} = D^{-1} \sum_{p=1}^{P} \mathbf{w}_p^n \), where \( \mathbf{w}_p^n \) are the received partial aggregates of orbit \( p \). In case of a predictive routing failure, i.e., if satellites complete the process either too early or late, the sink node forwards the aggregated model parameters, again using predictive routing, until they reach a satellite that can communicate with the PS. After successful transmission, each satellite moves into a new distribution phase.

The PS, after it completes distribution, directly starts the aggregation phase and waits for incoming connections from the worker satellites. Once the partial aggregates from all orbits have been received, they are summed together to obtain the new version of the global model. This implements Eq. (4) in a distributed manner. Then, the PS also advances to the next distribution phase. Incoming requests for a new global model are turned away during the aggregation phase. The described procedure is summarized in Algorithms 1 and 2 for the PS and and the satellites, respectively. Note that we have introduced two sets \( \mathcal{R}^n \) in Algorithm 1 to keep track of the states for each orbit, and a new variable \( s_p^n \) in Algorithm 2 that denotes the sink node in orbit \( p \) and epoch \( n \). Also, for ease of exposition, Algorithms 1 only accepts connections sequentially. However, the extension to a parallel algorithm is quite straightforward.

We illustrate this procedure with an example in Fig. 3 with two orbits 1 and 2. Each orbit consists of 8 satellites. Satellites 1-8 and 9-16 are located in orbits 1 and 2, respectively. In orbit 1, the PS visits and transmits the model parameters to satellite 5. Then, this satellite determines the routing decision, appends it to the model parameters, then sends it to satellites 4 and 6 over the ISLs and starts the training. Satellites 4 and 6 relay the received packet to 3 and 7, respectively. Finally, satellite 1
Algorithm 2 Satellite Operation

1: Initialize epoch \( n = 1 \), satellite ID \( k \) and orbital plane ID \( p \)
2: loop ▶ Parameter distribution phase
3: if received \( (s^n_k, w^n) \) from satellite \( l \) then
4:   if \( s^n_k = -1 \) then ▶ Fallback routing
5:     Set \( n \leftarrow n - 1 \), \( w^n_{k,\text{out}} \leftarrow w^n \), Go to line 27
6:   end if
7:   Transmit \( (s^n_k, w^n) \) to satellite \( N(k) \setminus \{l\} \), Go to line 18
8:   end if
9: if PS became visible since last iteration or asked for reconnection then
10:   Connect to PS and ask for weights
11: if received weights \( w^n \) then
12:   Estimate aggregation time \( T_{c,p} \) using \( 11 \)
13:   Set sink node \( s^n_k \) to satellite with longest connection time to PS at current time + \( T_{c,p} \)
14:   Transmit \( (s^n_k, w^n) \) to neighbors \( N(k) \), Go to line 18
15:   end if
16: end if
17: end loop ▶ Computation phase
18: \( w^n_{k,\text{in}} \leftarrow \text{LEARNING}(w^n) \) ▶ Aggregation phase
19: Build routing tree \( G^n_p \) to \( s^n_k \) for whole orbital plane
20: Initialize \( T^n_k \leftarrow \emptyset \)
21: if Satellite \( k \) has children in \( G^n_p \) then
22:   Check receive buffer until all expected weights arrive
23: Store weights in \( T^n_k \)
24: end if
25: Compute \( w^n_{k,\text{out}} \) as in \( 13 \)
26: if \( s^n_k = k \) then
27:   if PS is visible or will be in short time then
28:     Connect to PS and transmit \( w^n_p \)
29:     else
30:     Determine which satellite \( l \in N(k) \) is closest to PS
31:     Transmit \((−1, w^n_{k,\text{out}})\) to \( l \)
32:     end if
33: else
34:     Transmit \( w^n_{k,\text{out}} \) to parent in \( G^n_p \)
35: end if
36: Set \( n \leftarrow n + 1 \) and goto line 2

stops the transmission to the other satellites because it receives the weights from both 2 and 8. In orbit 2, the PS transmits the model parameters to 11. Then, this process of orbit 2 derives the routing tree and transmits the model parameters to adjacent satellites and this process continues as orbit 1.

As Fig. 3 shows, satellite 8 is selected as the sink satellite in orbit 1. Then, satellites 4 and 5 transmit the parameters to 3 and 6, respectively. In the next step, 3 and 6 aggregate their own parameters with the model parameters of 4 and 5. Because of the satellites’ positions, after this step, 3 and 6 send the aggregated model parameters to 2 and 7 and they sum the received and own parameters. This process continues until satellite 1 transmits the aggregated parameters to satellite 8. This satellite aggregates the model parameters received on both sides of ISLs and its own parameters. The routing tree for aggregating of the model parameters in orbit 1 is depicted in Fig. 4. Finally, the sink sends the aggregated parameters to the PS. PS waits for the parameters from orbit 2. The process to aggregate the model parameters is done as orbit 1 with its routing tree. After receiving the model parameters of orbit 2 by PS, the aggregation is done by PS.

IV. EXPERIMENTAL RESULTS

We present the convergence results of the proposed FedNonISL and FedISL schemes. We consider a walker constellation with a total of 40 LEO satellites distributed in 5 orbital planes in an altitude of 2000 km with inclination 80°. We evaluate the performance of the proposed schemes with three different cases for the position of PS, one MEO satellite in altitude 20000 km with inclination 0°, GS located in the North Pole, and Bremen, named as MEO, NP-GS, and BR-GS in the results, respectively. For NP-GS and BR-GS, the minimum elevation angle is set to 10°.

Each satellite and the PS transmit the model parameters on a channel with a bandwidth of 20 MHz. We set the transmission power of each satellite and the PS to 40 dBm and the transmitter and receiver antenna gains to 6.98 dBi. We also set \( f_c = 2.4 \) GHz and \( T = 354.81 \) K. We ignore the communication processing delays in transmitter and receiver because they are negligible compared to the sum of propagation and transmission delays.

For the ML task, a logistic regression model for image classification of handwritten digits 0-9 in MNIST data sets is considered [16]. The learning rate is set to \( \eta = 0.05 \) and full batches are considered. We examine our proposed schemes with Non-IID data distributions. For the Non-IID data distribution, we assign 0-4 labels for 20 satellites and 5-9 to the other 20 satellites. We use the FedML research library [17].

We investigate the test accuracy of the considered model over time for both schemes. For computation settings, \( c_k = 10^3 \) and \( \nu_k = 10^9 \) are set [18]. We show the performance of the FedISL and FedNonISL schemes for 4 days in Fig. 5.

Fig. 5 shows that the FedISL scheme with the PS as NP-GS and MEO provides accuracy in the range of 83% after around 3.30 hours from the start of the simulation. With the
Indeed, while the baseline implementation, FedNonISL, concentrates all communication at the PS, the proposed protocol evenly distributes the communication within the constellation resulting in only two PS data exchanges per orbital plane. The performance was evaluated numerically and highlights superiority of the proposed method. Especially for a PS in MEO and also for a carefully located ground station, it shows promising performance. However, the performance for suboptimally located ground stations shows still potential for improvement. Possible solution approaches involve careful worker scheduling, asynchronous algorithms (see, e.g., [8]), and inter-orbit ISLs.
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V. CONCLUSION

We have proposed a novel communication scheme to support FL in LEO satellite mega-constellations equipped with intra-plane ISLs, named as FedISL. FedISL relies on predictive scheduling and improves the convergence time of FedAvg significantly over the baseline. Owing to partial aggregation, this does not come at the cost of higher communication cost.