Abstract: Container-based virtualization is a lightweight virtual hosting environment that provides application isolation with less overhead. Containerization enables the creation of isolated, multiple user-space instances and effectual consumption of resources and rapid provisioning. However, container-based virtual environments have a weak isolation due to a shared kernel. This makes the entire system vulnerable to security attacks. This paper investigates various security issues in container based systems and proposes a solution for securing the container using a novel access control model. We also conducted stress test using benchmarking tool to evaluate the enhanced isolation using our proposed model.
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I. INTRODUCTION

Virtualization enables resource sharing using emulation of resources. The hypervisor-based virtualization provides sufficient isolation between guest virtual machines but imposes significant overheads. On the other hand, in container-based virtualization, the host operating system is virtualized to aid multiple guest containers run on top of host operating system without installing the added kernel for the guest containers, which substantially reduces the performance overhead [1].

Kernel namespaces and control groups are deployed to realize isolation between guests and host operating system in Linux kernels. Namespaces offer resource isolation, network isolation while cgroups bring about the resources, process control and depict the configuration of a network. The multiple processes added to cgroup shares all the resources allocated to that group [2]. LXC has also taken on of Linux Kernel features like chroot, Process identifier (PID) and permit users to build and manage applications using APIs.

Even though namespaces and Linux kernel feature perk up container security, there exist various security issues due to a shared kernel and weak isolation. In this paper, we investigate the security risks associated with a container based virtual environment.

The major contributions of this paper are the following:

- We identify the security concerns in container based virtual environments.
- We review the mechanisms to mitigate the identified security issues.
- Propose a model to enhance the isolation and security of the cloud container-based environment.
- Benchmarking the proposed model and evaluate the performance.

The rest of the paper is organized as follows:

In Section II we have discussed security concerns in cloud container based environments. Section III details the existing security mechanisms that are deployed to address the challenges in container security. Section IV explains the proposed approach. Section V explains the access control process flow of the security module. In section VI evaluation of proposed system and the results are discussed.

II. SECURITY VULNERABILITIES

Containers suffer from weak isolation owing to sharing of the system kernel. Any malicious code can get proliferated to other containers and underlying operating system. A malicious container on the host can compromise the security of other containers and thus the entire system.

A user with root privileges on the container can mount and access any directory from the host even the root directory [3] which exposes the host to a threat called root breakout. A process that breaks out of the guest container has same access privileges on the host including root privileges. Host break in attack turns out on the allocated container when the host root gains access to containers and modifies it [4]. A user with uid 0 will be root on the host with full root access privileges on the host. This can lead to privilege escalation attacks where a user gets privileges like root users.

The multi-tenant container cloud-based systems where multiple containers share the host resources are vulnerable to threats like information leakage [5]. Adversaries can take advantage of these information leakage channels and instigate attack that affects the confidentiality and integrity of the entire system [6].

The container daemon is easily accessible from a web interface which makes the applications in the container prone to security attacks. Malicious applications in the container to tire out the system resources to an extent those other applications are unable to use them, like in the case of threats like Denial of service (DOS) [7]. Container lacks an additional layer of isolation provided by the hypervisor which makes it effortless for attackers to launch into the host machine. Cloud container based environments that lack strong access control policies are susceptible to cross site scripting [8] attacks that let the attacker instill client side script into web pages.
III. SECURITY APPROACHES

A. ACCESS CONTROL MECHANISMS

The authentication and authorization of users to resources is a major challenge in a multiuser environment. Numerous security issues caused due to multi-tenancy can be addressed by strong access control methods [9]. Some of the traditional access control methods used in cloud systems are discussed below.

1) Discretionary access control (DAC) [10]

DAC enables resource owner to set the access rights for the users and restricts the right to use of resource according to the identity of the user. The access privileges of each user are specified using Access control list (ACL), and these owners defined policies are applied to the files and directories by the administrator. DAC is the default access control method in UNIX systems that apply security attributes to the subjects and objects, allows controlling access to objects and setting rights according to permissions assigned. ACL was inefficient in cloud environments with a large number of users. Hybrid approaches using RBAC and ACL are used for secured authorization.

The main shortcoming of DAC and RBAC models is that these models implement the access control checks through the application interfaces, which are easy to be evaded in web-based systems [12].

2) Role-Based Access Control (RBAC) [11]

RBAC is nondiscretionary access control method that allows access to the resources based on the subject’s role in an organization. User’s RWE rights on the container objects dependent on his role and does not have the command over the roles assigned. A core RBAC model assigns roles to users with specific rights. The user can perform operations on the objects according to permissions assigned. ACL was inefficient in cloud environments with a large number of users. Hybrid approaches using RBAC and ACL are used for secured authorization.

The main shortcoming of DAC and RBAC models is that these models implement the access control checks through the application interfaces, which are easy to be evaded in web-based systems [12].

3) Mandatory Access Control (MAC) [13]

Mandatory Access Control enables administrators to define and implement access control policies for the entire system that cannot be bypassed by the subjects. MAC policies override the DAC file and directory privileges. The mandatory rules of “no read up” and “no write down” are practiced in MAC to ensure security. The most prevalent MAC technologies for Linux are SELinux and AppArmor and are realized using Linux Security Modules (LSM) framework.

a) SELinux [14]

SELinux administers policy-based security controls that define activities permitted for a process on a system irrespective of DAC permissions. Access policies are set as labels for entire system components which include files, directories, process and other container objects. It provides a strong level of isolation for the containers.

b) AppArmor [15]

AppArmor is a Linux security module (LSM) implementation and is a Mandatory Access Control (MAC) system that achieves fine-grained access control system to protect from attacks by allowing an application to access the objects specified in AppArmor Profile. It follows a file path based approach in contrast to SELinux which follows label based method. The enforcement mode of AppArmor enforces policies on an application and reports any policy violations. The enforcement mode of AppArmor restricts a container from retrieving important file system on the host in case a process in the container is compromised.

c) Information flow control (IFC)

Information flow control is a MAC based approach to control and make safe the data propagation. IFC employs a controlled and safe information flow by attaching labels with data and with users who desire to access the data. IFC model defines secrecy and integrity labels that can be associated with system entities. Data flow is endorsed if the security label of the source is a subset of the label of the receiver [16].

IV. PROPOSED APPROACH

We propose a security module for improving the isolation and security of container-based cloud systems. Our model relies on employing stronger access control mechanism combined with process id (PID) isolation to address the security challenges caused due to a shared kernel. The architectural outline of our approach is as shown in Figure 1.

An authenticated user who login to the system will have a defined user policy. In the security module file path of each container object is mapped against a user and each process id in turn mapped against user security table. The security table maintains an index of all file path and process id. It also maintains a log of all the container activities in the system. The two-way authorization mechanism verifies object file path against the user policy and hence ensures that only authorized users who have an entry in file path access the container. Even the host root is denied access to the container as it does not have a file path entry in security table. Each Process id is mapped to the user so that any user without a mapping to process id will not permit access to the container objects.

V. ACCESS CONTROL PROCESS IN SECURITY MODULE

- Step1: User authentication on credential verification
- Step2: User policy applied.
- Step3: Object file path set in the security module.
- Step4: Set the process id and update the security table.

Figure 1: Schematic diagram of proposed approach
VI. EVALUATION OF CONTAINER ISOLATION

In order to evaluate our proposed security module, we created a system prototype with Ubuntu 14.4, open stack and container on LXD. We conducted fork bomb test using benchmarking tool to evaluate the enhanced isolation using our proposed model. Fork bomb test creates the denial of service (DOS) and exhausts the resources by looping that creates new child processes. Fork bomb operates on CPU cycles and saturates the system. In our proposed approach as we have deployed process id isolation and file path verification, a user is permitted to run process inside the container as per the user policy and this ensures that unauthorized processes are not created.

The analysis of the results from fork bomb test illustrates that with proposed system an improvement of 99% was achieved in reply time, 33% improvement in Net I/O, 24% increase in connection rate and 26% increase in test duration. Hence the proposed approach increases the container isolation and improves the security in container based cloud systems.

Graphical representation of the performance benchmarking between a native container and container secured with our proposed approach is as shown in Figure 2.

![Figure 2: Performance comparison](image)

VII. CONCLUSION AND FUTURE WORK

The dynamic, ad-hoc nature of cloud computing demands much more than traditional security. We have discussed security concerns in cloud container based environments, security mechanisms and proposed a novel approach for a secured access control. Our future work will focus on integrating flexible access control and multi policy to the proposed model.
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