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Abstract A market model in Stochastic Portfolio Theory is a finite system of strictly positive stochastic processes. Each process represents the capitalization of a certain stock. If at any time no stock dominates almost the entire market, which means that its share of total market capitalization is not very close to one, then the market is called diverse. There are several ways to outperform diverse markets and get an arbitrage opportunity, and this makes these markets interesting. A feature of real-world markets is that stocks with smaller capitalizations have larger drift coefficients. Some models, like the Volatility-Stabilized Model, try to capture this property, but they are not diverse. In an attempt to combine this feature with diversity, we construct a new class of market models. We find simple, easy-to-test sufficient conditions for them to be diverse and other sufficient conditions for them not to be diverse.
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1 Introduction

Stochastic Portfolio Theory is a recently developed area of financial mathematics. It is a flexible framework for analyzing portfolio behavior and equity market structure. See the book [6] and the more recent survey [10] for detailed treatment of this topic.

Fix $n$, the number of stocks. Denote by $X_i(t)$ the total capitalization of the $i$th stock at time $t$. Let

$$S(t) = X_1(t) + \ldots + X_n(t) \quad \text{and} \quad \mu_i(t) = \frac{X_i(t)}{S(t)}, \quad i = 1, \ldots, n, \quad t \geq 0,$$

be the total capitalization of the market at time $t$ and the market weights of stocks, respectively. Fix a threshold $\delta \in (0, 1)$. The market is called $\delta$-diverse if for every $t \geq 0$ and $i = 1, \ldots, n$ we have:

$$\mu_i(t) < 1 - \delta.$$

This definition was introduced in [6]. Intuitively it means that, at any given moment, no stock dominates almost the entire market.
Stochastic Portfolio Theory studies market models that capture characteristics observed in the real-world markets. In particular, this theory is concerned with existence or absence of arbitrage opportunities (=portfolios outperforming the market) in these models. A few portfolios outperforming the market were constructed in the articles [11], [9] and the survey [10, Sections 7, 8, 11]. In these articles, it is proved that diverse markets can be outperformed. This is what makes diverse market models interesting. These markets were further studied in the articles [1], [19].

A few market models have recently attracted considerable attention. First, let us mention Geometric Brownian Motions with Rank-Dependent Drifts, see [3], [22], [4], [13], [23], [14], [8]. There are several generalizations of this model: second-order models, [7], the hybrid Atlas models, [15], competing Levy particles, [25], and particles with asymmetric collisions, [17]. However, these models are not diverse.

In real-world markets, stocks with lower market weights have larger drift and larger volatility. The Volatility-Stabilized Model, introduced in [11] and further elaborated in [21], [26], [2], attempts to capture this effect; see also the article [24] for some generalizations. Unfortunately, it is also not diverse; see [21, Theorem 3].

In this paper, we desire to combine diversity with this property of stocks with lower market weights. We introduce the following general class of models. Assume \( g : (0, 1-\delta) \to \mathbb{R} \) is a continuous function such that \( \lim_{s \to 1-\delta} g(s) = \infty \). Let \( W(\cdot) \), where

\[
W(t) = ((W_1(t), \ldots, W_n(t)), t \geq 0), \quad t \geq 0,
\]

be an \( n \)-dimensional standard Brownian motion. The market model is defined by the following system of stochastic differential equations:

\[
d \log X_i(t) = -g(\mu_i(t))dt + dW_i(t), \quad i = 1, \ldots, n.
\]

We find conditions on the function \( g \) which guarantee that the market is \( \delta \)-diverse. We also find other conditions which guarantee that it is not \( \delta \)-diverse.

In addition, we refer the reader to the following articles on this topic. Some diverse models were introduced in the article [9] and were also mentioned in the survey [10, Chapter 7]. The paper [20] gives a measure-change method for constructing diverse market models.

First, we study the case \( n = 2 \) (two stocks). The proof in this case is easier than in the general case, and so we are able to obtain necessary and sufficient conditions for diversity. Then, we consider the general case \( n \geq 2 \), in which we are only able to find some sufficient conditions for \( \delta \)-diversity and some other sufficient conditions for the absence of \( \delta \)-diversity. Our main technique is Feller’s test for explosions, see for example [5, Section 6.2].

The paper is organized as follows. In Section 2, we present basic definitions and statements of theorems, as well as concrete examples of functions \( g \) for which the proposed market model is \( \delta \)-diverse or not \( \delta \)-diverse. In Section 3, we provide proofs for the case \( n = 2 \), and in Section 4, we consider the general case \( n \geq 2 \). The Appendix contains the formulation of Feller’s test for explosions, as well as the statements and proofs of some auxiliary lemmas.

2 Main Results

First, let us introduce the general definition of a market model. Consider a filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})\), where the filtration \((\mathcal{F}_t)_{t \geq 0}\) satisfies the usual conditions: it is right-continuous and augmented by \( \mathbb{P} \)-null sets. Let \( n \) be the number of stocks. We denote the \( n \times n \)-identity matrix by \( I_n \). Let \( \delta_{ij} \) stand for the Kronecker delta symbol: \( \delta_{ij} = 1 \) for \( i = j \) and \( \delta_{ij} = 0 \) for \( i \neq j \).

Fix an integer \( d \geq 1 \). Let \( W(\cdot) \), where

\[
W(t) = (W_1(t), \ldots, W_d(t)), \quad t \geq 0,
\]
be a $d$-dimensional standard Brownian motion. Assume the filtration $(\mathcal{F}_t)_{t \geq 0}$ is generated by this Brownian motion. Assume $\gamma(\cdot)$, where

$$\gamma(t) = (\gamma_1(t), \ldots, \gamma_n(t)), \ \forall t \geq 0,$$

is an $\mathbb{R}^n$-valued progressively measurable stochastic process, and $\sigma(\cdot)$, where

$$\sigma(t) = (\sigma_{ij}(t))_{1 \leq i \leq n, 1 \leq j \leq d}, \ \forall t \geq 0$$

is a matrix-valued $(\mathcal{F}_t)_{t \geq 0}$-progressively measurable stochastic process. The size of this matrix is $n \times d$. We impose a technical condition: for every finite $T \geq 0$, each $\gamma_i$ is integrable and each $\sigma_{ij}$ is square-integrable on $[0, T]$ a.s.

**Definition 1** Assume that an $n$-dimensional process $X(\cdot)$, where

$$X(t) = (X_1(t), \ldots, X_n(t)), \ \ t \geq 0,$$

with the state space $(0, \infty)^n$, satisfies the following system of stochastic differential equations:

$$d \log X_i(t) = \gamma_i(t)dt + \sum_{j=1}^{d} \sigma_{ij}(t)dW_j(t), \ i = 1, \ldots, n.$$

Then this process $X(\cdot)$ is called the **market model of $n$ stocks with growth rates** $\gamma_i(t)$, $i = 1, \ldots, n$, and **volatility matrix** $\sigma(t)$. The value $X_i(t)$ is called the **capitalization of the $i$th stock at time $t \geq 0$**.

We have already defined market weights and the notion of diversity in the introduction. Loosely speaking, a market is diverse if at every moment no stock dominates almost the entire market. Let us recall this definition:

**Definition 2** Denote

$$S(t) = X_1(t) + \ldots + X_n(t) \ \text{and} \ \mu_i(t) := \frac{X_i(t)}{S(t)}, \ i = 1, \ldots, n. \quad (1)$$

The quantity $S(t)$ is called the **total market capitalization** at time $t$. The quantity $\mu_i(t)$ is called the **market weight of the $i$th stock at time $t$**. The **market weights vector** is defined by

$$\mu(t) \equiv (\mu_1(t), \ldots, \mu_n(t)), \ t \geq 0.$$ 

**Definition 3** The market $X(\cdot)$, where $X(t) = (X_1(t), \ldots, X_n(t)), \ t \geq 0$, is **diverse with parameter** $\delta > 0$, or simply $\delta$-diverse, if a.s. for each $i = 1, \ldots, n$ and every $t \geq 0$ we have:

$$\mu_i(t) < 1 - \delta.$$ 

The parameter $\delta$ is called a **diversity threshold**.

This can be viewed as a consequence of an antitrust legislation. See, for example, an interesting paper [27]. Incidentally, note the strict inequality $\mu_i(t) < 1 - \delta$ instead of $\mu_1(t) \leq 1 - \delta$ in [6] and [10]. The definition with $\leq$ is common in the literature, but the definition with strict inequality is more convenient in our proofs.

Let us introduce a new class of market models. We fix a parameter $\delta \in (0, 1)$, which plays the role of the diversity threshold.

**Definition 4** Assume a continuous function $g : (0, 1 - \delta) \to \mathbb{R}$ satisfies the following condition: $\lim_{x \uparrow 1-\delta} g(x) = \infty$. Then the function $g(\cdot)$ is called **admissible**.
For every admissible $g(\cdot)$, consider the market model defined by:

$$
n = d, \gamma_i(t) = -g(\mu_i(t)), \sigma(t) = I_n, \ t \geq 0.
$$

In other words, consider the vector-valued stochastic process $X(\cdot)$, where

$$
X(t) \equiv (X_1(t), \ldots, X_n(t)), \ t \geq 0,
$$
satisfying the following system of stochastic differential equations:

$$
d\log X_i(t) = -g(\mu_i(t))dt + dW_i(t), \ i = 1, \ldots, n,
$$
where $W(\cdot) = (W_1(t), \ldots, W_n(t), t \geq 0)$ is an $n$-dimensional Brownian motion.

**Lemma 1** Assume the market model is governed by (2) for some admissible function $g$. Let us define an auxiliary function:

$$
\psi(s) := s(-g(s) + 1/2) - s^2, \ s \in (0, 1 - \delta).
$$

Then the market weights, defined in (4), satisfy the following system of stochastic differential equations:

$$
d\mu_i(t) = \left(\psi(\mu_i(t)) - \mu_i(t) \sum_{j=1}^{n} \psi(\mu_j(t))\right)dt + \sum_{j=1}^{n} (\delta_{ij} - \mu_i(t)\mu_j(t))dW_j(t),
$$
for $i = 1, \ldots, n, \ t \geq 0$.

A fairly straightforward proof (by Itô’s lemma) is postponed until the Appendix. Now we can state our main results. Define

$$
A_1(x) := \frac{2}{1 + (n - 1)^{-1} x(1-x)}, \ A_2(x) := \frac{1}{x(1-x)}, \ a_1 = A_1(1-\delta), \ a_2 = A_2(1-\delta).
$$

First, consider the case $n = 2$ (two stocks). Here, the threshold $\delta$, defined in Definition 2, must be between 0 and $1/2$. Indeed, $\mu_1(t) + \mu_2(t) = 1, \ t \geq 0$, so at least one of market weights $\mu_1(t)$ and $\mu_2(t)$ must be greater than or equal to $1/2$.

**Theorem 1** Consider the case of two stocks, $n = 2$. Fix the parameter $\delta \in (0, 1/2)$. Assume the market model is governed by the equations (2) for some admissible function $g(\cdot)$. The market is $\delta$-diverse if and only if

$$
\int_{1/2}^{1-\delta} \exp \left( \int_{1/2}^{y} A_2(z)g(z)dz \right) dy = \infty.
$$

**Corollary 1** Consider the case of two stocks, $n = 2$. Fix the parameter $\delta \in (0, 1/2)$. Assume the market model is given by (2).

(i) If $\int_{1/2}^{1-\delta} g(z)dz = \infty$ and for some $\varepsilon > 0$ we have:

$$
\int_{1/2}^{1-\delta} \exp \left( (a_2 - \varepsilon) \int_{1/2}^{y} g(z)dz \right) dy = \infty,
$$
then the market is $\delta$-diverse.

(ii) If $\int_{1/2}^{1-\delta} g(z)dz = \infty$, but

$$
\int_{1/2}^{1-\delta} \exp \left( a_2 \int_{1/2}^{y} g(z)dz \right) dy < \infty,
$$
then the market is not $\delta$-diverse.

(iii) If $\int_{1/2}^{1-\delta} g(z)dz < \infty$, then the market is not $\delta$-diverse.
Now, consider the general case: \( n \geq 2 \), the number of stocks is any fixed number greater than or equal to two.

**Theorem 2** Fix \( \delta \in (0, 1/2) \). Assume the market model is governed by the equations (2) for some admissible \( g \) which satisfies

\[
-\infty < \lim_{x \downarrow 0} x g(x) \leq \lim_{x \downarrow 0} x g(x) < 0. \tag{8}
\]

Fix some \( x_0 \in (0, 1 - \delta) \).

(i) If

\[
\int_{x_0}^{1-\delta} \exp \left( \int_{x_0}^{y} A_1(z) g(z) \, dz \right) \, dy < \infty,
\]

then the market is not \( \delta \)-diverse.

(ii) If

\[
\int_{x_0}^{1-\delta} \exp \left( \int_{x_0}^{y} A_2(z) g(z) \, dz \right) \, dy = \infty,
\]

then the market is \( \delta \)-diverse.

**Corollary 2** Fix the parameter \( \delta \in (0, 1/2) \). Take any point \( x_0 \in (0, 1 - \delta) \). Assume the market model is governed by the equations (2) for some admissible function \( g \) which satisfies the condition (8).

(i) If \( \int_{x_0}^{1-\delta} g(z) \, dz = \infty \) and for some \( \varepsilon > 0 \) we have:

\[
\int_{x_0}^{1-\delta} \exp \left( (a_2 - \varepsilon) \int_{x_0}^{y} g(z) \, dz \right) \, dy = \infty,
\]

then the market is \( \delta \)-diverse.

(ii) If \( \int_{x_0}^{1-\delta} g(z) \, dz = \infty \) and

\[
\int_{x_0}^{1-\delta} \exp \left( a_1 \int_{x_0}^{y} g(z) \, dz \right) \, dy < \infty,
\]

then the market is not \( \delta \)-diverse.

(iii) If \( \int_{x_0}^{1-\delta} g(z) \, dz < \infty \), then the market is not \( \delta \)-diverse.

The proofs of Theorems 1 and 2 are given in Sections 3 and 4. In both cases, to prove that the market is \( \delta \)-diverse, we must show that no market weight hits zero or \( 1 - \delta \). Indeed, if a certain market weight hits zero, then the respective capitalization \( X_i(t) \) becomes zero, and this is forbidden by the definition of the market model. If a certain market weight hits \( 1 - \delta \), then the market model is not \( \delta \)-diverse. Similarly, to prove that the market is not \( \delta \)-diverse, we must show that no market weight hits zero, but at least one market weight hits the point \( 1 - \delta \).

In the case \( n = 2 \), we can express \( \mu_2(t) = 1 - \mu_1(t) \) and write a stochastic differential equation for \( \mu_1(t) \). Then we apply Feller’s explosion test from [5, Section 6.2] for \( \mu_1 \). For convenience, we provide the general statement of this test in the Appendix. For the general case, we take each market weight and estimate its drift and diffusion, to find whether it hits or does not hit \( 0 \) and \( 1 - \delta \). In this case, the proof is also based on Feller’s test, but we were not able to find conditions which are both necessary and sufficient. We only found a condition under which the market is \( \delta \)-diverse, and another condition under which it is not \( \delta \)-diverse. These two conditions are pretty close to each other, but there is still a gap between them.

Note that, in the proposed model, the drift is larger for smaller stocks, but the volatility coefficient is the same (unit) for all stocks. However, in volatility-stabilized models, as
well as in real-world markets, the volatility coefficient has this same property as the drift coefficient: it is larger for stocks with smaller capitalization. To capture this, it would be nice to introduce the model

\[ d \log X_i(t) = g(\mu_i(t)) dt + h(\mu_i(t)) \, dW_i(t), \; t \geq 0, \; i = 1, \ldots, n. \]

Here, \( g, h : (0, 1 - \delta) \to \mathbb{R} \) are continuous functions. It is worth to find conditions on the functions \( g \) and \( h \) which guarantee existence or absence of \( \delta \)-diversity. Alternatively, consider even more general model

\[ d \log X_i(t) = g_i(\mu_i(t)) dt + h_i(\mu_i(t)) \, dW_i(t), \; t \geq 0, \; i = 1, \ldots, n, \]

where the functions \( g_i, h_i : (0, 1 - \delta) \to \mathbb{R}, \; i = 1, \ldots, n \), are continuous. This is an interesting topic for future research.

Let us return to the proposed class of models and consider some of examples.

**Example 1** Assume there are two stocks, \( n = 2 \). Check the conditions of Corollary 1 for the function

\[ g(y) = \frac{p}{1 - \delta - y}, \; \text{where} \; p > 0. \]

Then \( \int_{1/2}^{1-\delta} g(y) dy = \infty \). For \( \alpha > 0 \) we have:

\[ \exp \left( \alpha \int_{1/2}^{x} g(y) dy \right) = \exp \left( -\alpha p \log(1 - \delta - x) + \alpha p \log(1/2 - \delta) \right) = c(1 - \delta - x)^{-\alpha p}, \]

where \( c > 0 \) is a certain constant (dependent on \( \alpha \) and \( p \) but not on \( x \)). Therefore,

\[ \int_{1/2}^{1-\delta} \exp \left( \alpha \int_{1/2}^{x} g(y) dy \right) dx < \infty \; \text{if and only if} \; \alpha p < 1. \]

If \( p < \delta(1 - \delta) \), then take \( \alpha = a_2 = (\delta(1 - \delta))^{-1} \) and get: \( \alpha p < 1 \), so the market is not \( \delta \)-diverse. If \( p > \delta(1 - \delta) \), then take \( \alpha = a_2 - \varepsilon = (\delta(1 - \delta))^{-1} - \varepsilon \) for sufficiently small \( \varepsilon > 0 \) and get: \( \alpha p \geq 1 \), so the market is \( \delta \)-diverse. For \( p = \delta(1 - \delta) \), Corollary 1 does not work. We must use the general Theorem 1. We can verify directly that the condition (6) is true for this function \( g \). Thus, the market is \( \delta \)-diverse.

**Example 2** Consider again the case \( n = 2 \), two stocks. Check the conditions of Corollary 1 for the function

\[ g(y) = \frac{p}{(1 - \delta - y)^q}, \; \text{where} \; p, q > 0. \]

We have just discussed the case \( q = 1 \). For \( q < 1 \), we have: \( \int_{1/2}^{1-\delta} g(y) dy < \infty \), so the market is not \( \delta \)-diverse. For \( q > 1 \), we have:

\[ \int_{1/2}^{y} g(z) dz = \frac{p}{q(1 - \delta - y)^{q-1}} - c, \]

where \( c \) is a certain constant, dependent on \( p, q \), but not \( x \). Therefore, \( \int_{1/2}^{1-\delta} g(z) dz = \infty \). In addition, it is easy to see that for every constant \( \alpha > 0 \), we have:

\[ \int_{1/2}^{1-\delta} \exp \left( \alpha \int_{1/2}^{y} g(z) dz \right) dy = \infty. \]

Therefore, the market is \( \delta \)-diverse.
Example 3 Now, consider the general case, \( n \geq 2 \). Take an admissible function \( g \) which satisfies the condition (8). Assume that in some left neighborhood \((x_0, 1 - \delta)\) of \( 1 - \delta \), where \( x_0 \in (0, 1 - \delta) \) is a fixed number, it is given by the formula
\[
g(z) = \frac{p}{1 - \delta - z}.
\]
Here, similarly to Example 1, we have: from Corollary 2, if \( p < 1/a_1 \), then the market is not \( \delta \)-diverse, and if \( p > 1/a_2 \), then the market is \( \delta \)-diverse. If \( p = 1/a_2 \), then we must use Theorem 2 instead of Corollary 2, which gives us that the market is \( \delta \)-diverse. If \( 1/a_1 \leq p < 1/a_2 \), then the question remains open.

Example 4 Make the same assumptions as in the previous example, except that, in some left neighborhood of \( 1 - \delta \), we have:
\[
g(z) = \frac{p}{(1 - \delta - z)^q}, \quad \text{where} \quad p, q > 0.
\]
Then, similarly to Example 2, we have: for \( q < 1 \), this market is not \( \delta \)-diverse, and for \( q > 1 \), it is always diverse. The case \( q = 1 \) was already considered.

3 Proof of Theorem 1 and Corollary 1

Proof of Theorem 1. Since there are only two stocks, we have: \( \mu_2(t) = 1 - \mu_1(t) \). To prove \( \delta \)-diversity, it suffices to show that \( \mu_1 \) does not hit \( 1 - \delta \). Indeed, these two stocks are absolutely symmetric, and the proof that \( \mu_2 \) does not hit \( 1 - \delta \) is repeated verbatim. After we prove that both of these weights are strictly less than \( 1 - \delta \), we can immediately conclude that both are strictly greater than \( \delta \), since they add up to 1. Therefore, they do not hit zero. Thus, we arrive at the conclusion that this is a \( \delta \)-diverse market model.

Plug \( \mu_2(t) = 1 - \mu_1(t) \) into the equation (4). The market weight \( \mu_1 \) satisfies the equation:
\[
d\mu_1(t) = \left[ \psi(\mu_1(t))(1 - \mu_1(t)) - \mu_1\psi(1 - \mu_1(t)) \right]dt + (\mu_1(t) - \mu^2_1(t))dW_1(t) - (\mu_1(t) - \mu^2_1(t))dW_2(t), \quad t \geq 0.
\]
Define the process \( B(\cdot) = (B(t), t \geq 0) \) by
\[
B(t) := \frac{1}{\sqrt{2}}(W_1(t) - W_2(t)).
\]
This is a one-dimensional standard Brownian motion. Therefore, \( \mu_1(\cdot) \) satisfies the following stochastic differential equation:
\[
d\mu_1(t) = b_0(\mu_1(t))dt + \sigma(\mu_1(t))dB(t),
\]
where the drift and diffusion coefficients \( b_0 \) and \( \sigma \) are defined as:
\[
b_0(x) := (1 - x)\psi(x) - x\psi(1 - x), \quad \text{and} \quad \sigma(x) := \sqrt{2}(x - x^2).
\]
Use Feller’s test for explosions, see the Appendix. We apply this test for the interval \((\delta, 1 - \delta)\) of values of \( \mu_1 \). Let us follow the notation from Appendix. Take \( x_0 = 1/2 \). The natural scale is defined as
\[
\varphi(x) = \int^{x}_{1/2} \exp \left( \int^{u}_{1/2} \frac{2b_0(z)}{\sigma^2(z)} dz \right) dy.
\]
Let \( m(x) := 1/(\varphi'(x)\sigma^2(x)) \). The following conditions are equivalent: \( \mu_1 \) does not hit \( 1 - \delta \) a.s. if and only if either \( \varphi(1 - \delta) = \infty \), or \( \varphi(1 - \delta) < \infty \) but
\[
\int_{1/2}^{1-\delta} m(x)(\varphi(1 - \delta) - \varphi(x))dx = \infty.
\]

Now, let us plug \( b \) into these formulas:
\[
\frac{2b_0(z)}{\sigma^2(z)} = \frac{2((1 - z)\psi(z) - z\psi(1 - z))}{2z^2(1 - z)^2} = \frac{\psi(z)}{z^2(1 - z)} - \frac{\psi(1 - z)}{z(1 - z)^2} = \frac{z(-g(z) + 1/2) - z^2}{z(1 - z)^2} - \frac{(1 - z)(-g(1 - z) + 1/2) - (1 - z)^2}{z(1 - z)^2}
\]
\[
= \frac{g(z)}{z(1 - z)} + \varepsilon_1(z),
\]
where we let
\[
\varepsilon_1(z) := \frac{g(1 - z) + 1 - 2z}{z(1 - z)}.
\]

Since the function \( g(\cdot) \) is continuous on \([\delta, 1/2]\), there exists a constant \( C_1 > 0 \) such that for every \( z \in [1/2, 1 - \delta] \) we have: \( |\varepsilon_1(z)| \leq C_1 \). Let us continue our calculations:
\[
G(y) := \exp\left( \int_{1/2}^{y} \frac{2b_0(z)}{\sigma^2(z)} dz \right) = \exp\left( \int_{1/2}^{y} \left( \frac{g(z)}{z(1 - z)} - \varepsilon_1(z) \right) dz \right) = e^{F(y)}\varepsilon_2(y),
\]
where for \( y \in [1/2, 1 - \delta] \) we have:
\[
F(y) := \int_{1/2}^{y} \frac{g(z)}{z(1 - z)} dz = \int_{1/2}^{y} A_2(z)g(z)dz, \quad \varepsilon_2(y) := \exp\left( -\int_{1/2}^{y} \varepsilon_1(z)dz \right).
\]

Let \( C_2 := \exp((1/2 - \delta)C_1) \). Then for every \( y \in [1/2, 1 - \delta] \) we have:
\[
0 < C_2^{-1} \leq \varepsilon_2(y) = \frac{G(y)}{e^{F(y)}}, \quad C_2 < \infty.
\]

Therefore, the integrals
\[
\varphi(1 - \delta) = \int_{1/2}^{1-\delta} G(y)dy \quad \text{and} \quad \int_{1/2}^{1-\delta} e^{F(y)}dy
\]
either both converge or both diverge. If they diverge, then the process \( \mu_1(\cdot) \) does not hit \( 1 - \delta \), and the market is \( \delta \)-diverse. If they both converge, then let us show that
\[
\int_{1/2}^{1-\delta} (\varphi(1 - \delta) - \varphi(x))m(x)dx < \infty.
\]

This will prove that \( \mu_1(\cdot) \) does hit \( 1 - \delta \) with positive probability, so the market is not \( \delta \)-diverse. Indeed,
\[
\varphi(1 - \delta) - \varphi(x) = \int_{x}^{1-\delta} G(y)dy,
\]
and, in addition,
\[
m(x) := \frac{1}{\varphi'(x)\sigma^2(x)} = \frac{1}{G(x)} \cdot \frac{1}{2x^2(1 - x)^2}.
\]
Therefore, we have:
\[
\int_{1/2}^{1-\delta} (\varphi(1-\delta) - \varphi(x))m(x)dx = \int_{1/2}^{1-\delta} \int_x^{1-\delta} G(y)dy \cdot \frac{1}{G(x)} \cdot \frac{dx}{2x^2(1-x)^2}. \tag{10}
\]
Note that the function \(1/(2x^2(1-x)^2)\) is bounded from above for \(x \in [1/2, 1-\delta)\). To show that the integral from (10) is finite, we need to prove that the integral
\[
\int_{1/2}^{1-\delta} \left(\int_x^{1-\delta} e^{F(y)}dy\right) \frac{dx}{e^{F(x)}} \tag{11}
\]
is finite. Recall that, according to Definition 4, \(g(x) \to \infty\) as \(x \uparrow 1-\delta\). There exists \(x_0 \in (1/2, 1-\delta)\) such that \(g(x) \geq 0\) for \(x \in [x_0, 1-\delta)\). The function \(F(\cdot)\) increases on \([x_0, 1-\delta)\), and so does \(e^{F(\cdot)}\). Therefore, \(e^{F(x)} \geq e^{F(x_0)}\) for \(x \in [x_0, 1-\delta)\). Since \(F(\cdot)\) is continuous on \([1/2, x_0]\), it is bounded from below on this interval, and so is \(e^{F(\cdot)}\). We conclude that the function \(e^{F(\cdot)}\) is bounded from below on \([1/2, 1-\delta)\) by some positive constant \(C_3 > 0\). Therefore, we have:
\[
\int_{1/2}^{1-\delta} \left(\int_x^{1-\delta} e^{F(y)}dy\right) \frac{dx}{e^{F(x)}} \leq \frac{1}{C_3} \int_{1/2}^{1-\delta} \left(\int_{1/2}^{1-\delta} e^{F(y)}dy\right) dx
\]
\[
= \frac{(1-\delta)-1/2}{C_3} \int_{1/2}^{1-\delta} e^{F(y)}dy < \infty. \]

**Proof of Corollary 1.** (i) Let us show that
\[
\int_{1/2}^{1-\delta} \exp \left(\int_{1/2}^{y} A_2(z)g(z)dz\right) dy = \infty. \tag{12}
\]
Since the function \(A_2(\cdot)\) is continuous and increasing on \([1/2, 1-\delta)\), there exists \(x_0 \in (1/2, 1-\delta)\) such that for \(z \in [x_0, 1-\delta)\) we have: \(a_2 - \varepsilon \leq A_2(z) \leq a_2\). Since \(g(1-\delta) = \infty\), without loss of generality (increasing the value of \(x_0\) if necessary) we can assume \(g(z) \geq 0\) for all \(z \in [x_0, 1-\delta)\). To prove (12), let us show that
\[
\int_{x_0}^{1-\delta} \exp \left(\int_{1/2}^{y} A_2(z)g(z)dz\right) dy = \infty. \tag{13}
\]
The expression under the outer integral can be rewritten as
\[
\exp \left(\int_{x_0}^{y} A_2(z)g(z)dz\right) \cdot \exp \left(\int_{1/2}^{x_0} A_2(z)g(z)dz\right).
\]
The second factor does not depend on \(y\). Therefore, to show (13), it suffices to prove that
\[
\int_{x_0}^{1-\delta} \exp \left(\int_{x_0}^{y} A_2(z)g(z)dz\right) dy = \infty.
\]
Since \(A_2(z) \geq a_2 - \varepsilon \) and \(g(z) \geq 0\) for \(z \in [x_0, 1-\delta)\), we have:
\[
\int_{x_0}^{1-\delta} \exp \left(\int_{x_0}^{y} A_2(z)g(z)dz\right) dy \geq \int_{x_0}^{1-\delta} \exp \left((a_2 - \varepsilon) \int_{1/2}^{y} g(z)dz\right) dy = +\infty.
\]
The proof of (i) is complete. Part (ii) is proved analogously. Let us show (iii). Assume \(\int_{1/2}^{1-\delta} g(z)dz < \infty\). The function \(A_2(\cdot)\) is bounded on \([1/2, 1-\delta]\). Therefore, for \(y \in [1/2, 1-\delta]\) the function \(F(\cdot)\) defined in the proof of Theorem 1 is bounded from above. Thus, the function \(e^{F(\cdot)}\) is also bounded on \([1/2, 1-\delta]\), and therefore it is integrable on this interval. \(\blacksquare\)
4 Proof of Theorem 2 and Corollary 2

Proof of Theorem 2. Let us first informally present the idea of the proof.

Step 1: Choose a market weight, say \( \mu_1 \), and find whether it hits 0 or \( 1 - \delta \). Write an equation for \( \mu_1 \) in the form:

\[
d\mu_1(t) = \beta(t)dt + \rho(t)dB(t).
\]

Here, \( \beta = (\beta(t), t \geq 0) \) and \( \rho = (\rho(t), t \geq 0) \) are certain random processes, and \( B = (B(t), t \geq 0) \) is a one-dimensional standard Brownian motion.

Step 2: The first difficulty is that \( \beta(t) \) and \( \rho(t) \) are not functions of \( \mu_1(t) \). As we shall see in the sequel, these are functions of the whole market weights vector \( \mu(t) \equiv (\mu_1(t), \ldots, \mu_n(t)) \). In the case of two stocks (\( n = 2 \)), we could express the other market weight \( \mu_2(t) \) as \( 1 - \mu_1(t) \), so \( \beta(t) \) and \( \rho(t) \) were functions only of \( \mu_1(t) \). Therefore, \( \mu_1 \) satisfied a certain stochastic differential equation, for which we could just apply Feller’s test in the most straightforward manner. Here, we can only find some lower and upper estimates for \( \beta(t) \) and \( \rho(t) \) of the form:

\[
b_1(\mu_1(t)) \leq \beta(t) \leq b_2(\mu_1(t)) \quad \text{and} \quad \sigma_1(\mu_1(t)) \leq \rho(t) \leq \sigma_2(\mu_1(t)).
\]

Step 3: Having found these estimates, one might want to compare \( \mu_1 \) to solutions of SDEs. However, this approach does not work directly. When we compare two Itô processes, they must have the same diffusion coefficient, as in [18, Proposition 5.2.18]. We resolve this difficulty by making the diffusion coefficients equal to each other using an appropriate time-change, as in [12, Section 3]. On the general theory of time-change, see the book [18, Section 3.4.B]. Then we use Feller’s test to find whether the solutions of these stochastic differential equations hit or do not hit 0 and \( 1 - \delta \). We shall prove that, under the conditions of this theorem, they do not hit 0.

Now, let us carry out the proof of Theorem 2 in full detail, following the steps outlined above.

Step 1: Choose one of the market weights, say \( \mu_1 \). It satisfies the equation

\[
d\mu_1(t) = \left[ \psi(\mu_1(t)) - \mu_1(t) \sum_{j=1}^{n} \psi(\mu_j(t)) \right] dt + \mu_1(t)dW_1(t) - \mu_1(t) \sum_{j=1}^{n} \mu_j(t)dW_j(t)
\]

\[
= \left[ \psi(\mu_1(t))(1 - \mu_1(t)) - \mu_1(t) \sum_{j=2}^{n} \psi(\mu_j(t)) \right] dt
\]

\[
+ (\mu_1(t) - \mu_1^2(t))dW_1(t) - \mu_1(t) \sum_{j=2}^{n} \mu_j(t)dW_j(t), \quad t \geq 0.
\]

Rewrite this equation as

\[
d\mu_1(t) = \beta(t)dt + \rho(t)dB(t).
\]

Here \( B = (B(t), t \geq 0) \) is a one-dimensional standard Brownian motion, and

\[
\beta(t) = \psi(\mu_1(t))(1 - \mu_1(t)) - \mu_1(t) \sum_{j=2}^{n} \psi(\mu_j(t))
\]

and

\[
\rho(t) = \left[ (\mu_1(t) - \mu_1^2(t))^2 + \mu_1^2(t) \sum_{j=2}^{n} \mu_j^2(t) \right]^{1/2}
\]
are drift and diffusion coefficients. As mentioned above, they depend on the whole market weights vector $\mu(t)$, and not just on $\mu_1(t)$.

**Step 2:** Let us find lower and upper estimates for $\beta(t)$ and $\rho(t)$ which depend only on $\mu_1(t)$.

(a) First, consider $\rho(t)$. We have:

$$\sum_{j=2}^{n} \mu_j(t) = 1 - \mu_1(t), \quad \text{and} \quad \mu_j(t) > 0 \quad \text{for} \quad j = 2, \ldots, n.$$ 

Fix a positive integer $m$ and a real number $a > 0$. Consider the expression

$$y_1^2 + \ldots + y_m^2, \quad \text{where} \quad y_1, \ldots, y_m \geq 0 \quad \text{and} \quad y_1 + \ldots + y_m = a.$$ 

Its maximal value is achieved when one of the variables $y_i$ is equal to $a$ and all others are 0, and this maximal value is equal to $a^2$. Its minimal value is achieved when all variables are equal to each other (i.e. equal to $a/m$), and this minimal value is equal to $m(a/m)^2 = a^2/m$. Therefore,

$$(n-1)^{-1}(1-\mu_1(t))^2 \leq \sum_{j=2}^{n} \mu_j^2(t) \leq (1-\mu_1(t))^2.$$ 

Plugging this into the formula for $\rho(t)$, we get the following estimates:

$$\left[\mu_1^2(1-\mu_1(t))^2(1 + (n-1)^{-1})\right]^{1/2} \leq \rho(t) \leq \left[2\mu_1^2(t)(1-\mu_1(t))^2\right]^{1/2}.$$ 

Rewrite this as

$$\kappa \sigma(\mu_1(t)) \leq \rho(t) \leq \sigma(\mu_1(t)), \quad (16)$$

where, as in the previous section, $\sigma(x) = \sqrt{2x(1-x)}$, and

$$\kappa := \left(1 + \frac{(n-1)^{-1}}{2}\right)^{1/2}$$

is a constant, $0 < \kappa \leq 1$.

(b) Let us find similar estimates for the drift $\beta(t)$. Condition (8), imposed in Theorem 2, implies that the function $\psi(x) := x(1/2 - g(x)) - x^2$ satisfies

$$0 < \lim_{x \downarrow 0} \psi(x) \leq \lim_{x \downarrow 0} \psi(x) < \infty.$$ 

Therefore, $\psi(\cdot)$ is bounded on $(0, 1/2]$. Also, from condition $\lim_{x \uparrow 1-\delta} g(x) = +\infty$ we imply that $\lim_{x \uparrow 1-\delta} \psi(x) = -\infty$, so $\psi(\cdot)$ is bounded from above on $(0, 1-\delta)$. Therefore, there exists a constant $C_1 > 0$ such that for every vector $(y_1, \ldots, y_{n-1})$ which satisfies the following properties:

$$0 < y_i < 1 - \delta, \quad i = 1, \ldots, n-1, \quad y_1 + \ldots + y_{n-1} < 1,$$

the following estimate holds true:

$$\sum_{j=1}^{n-1} \psi(y_j) \leq C_1. \quad (17)$$

Therefore, we have: $\sum_{j=2}^{n} \psi(\mu_j(t)) \leq C_1$. Thus,

$$\beta(t) \geq b_1(\mu_1(t)), \quad \text{where} \quad b_1(x) := \psi(x)(1-x) - C_1 x. \quad (18)$$
Let us also find an upper estimate. For any fixed \( x \in (0, 1 - \delta) \), let
\[
\theta(x) := \inf \sum_{j=1}^{n-1} \psi(y_j),
\]
where the minimum is taken over all vectors \((y_1, \ldots, y_{n-1}) \in \mathbb{R}^{n-1}\) such that
\[
0 < y_i < 1 - \delta, \quad i = 1, \ldots, n - 1, \quad y_1 + \ldots + y_{n-1} < 1 - x.
\]
This infinum is finite, since the function \( \psi(\cdot) \) is bounded on \((0, 1 - \delta)\). Let \( b_2(x) := \psi(x)(1 - x) - \theta(x)x \). We have:
\[
\beta(t) \leq b_2(\mu_1(t)), \quad \text{where} \quad b_2(x) := \psi(x)(1 - x) - \theta(x)x. \quad (20)
\]
Let us mention some properties of the function \( \theta(\cdot) \) and \( b_2(\cdot) \). Since \( \delta < 1/2 \), we have: \( \delta < 1 - \delta \). When \( x \in [1/2, 1 - \delta) \), we have: \( 1 - x \in (\delta, 1/2] \). As mentioned before, the function \( \psi(\cdot) \) is bounded on \((0, 1/2] \). It easily follows from the definition of \( \theta(x) \) that this function is bounded for \( x \in [1/2, 1] \). Recall the assumptions of Theorem 2: \( \lim_{x \searrow 0} xg(x) < 0 \). Therefore, \( \lim_{x \searrow 0} \psi(x) > 0 \), and we have: \( \lim_{x \searrow 0} b_1(x) > 0 \). Hence, there exist \( K_1 > 0 \) and \( x_1 \in (0, 1 - \delta) \) such that for every \( x \in (0, x_1] \), we have: \( b_1(x) \geq K_1 \). Let \( C_2 \) be a constant such that \( \theta(x) \geq C_2 \) for \( x \in (1/2, 1 - \delta) \). Then, for \( x \in (1/2, 1 - \delta) \) we have:
\[
b_2(x) \leq \bar{b}_2(x) := \psi(x)(1 - x) - C_2 x.
\]
Moreover, \( \lim_{x \to 1-} \psi(x) = -\infty \), and so \( \lim_{x \to 1-} \bar{b}_2(x) = -\infty \). There exists \( x_2 \in [1/2, 1 - \delta) \) such that for \( x \in (x_2, 1 - \delta) \) we have:
\[
b_2(x) \leq \bar{b}_2(x) < 0.
\]

**Step 3:** Let us carry out the time-change mentioned above. Let
\[
\Delta(t) = \int_0^t \frac{\rho^2(u)}{\sigma^2(\mu_1(u))} du, \quad t \geq 0.
\]
From (16) it follows that \( \rho^2 \leq \Delta'(t) \leq 1 \) for all \( t \geq 0 \). Therefore, \( \Delta(\cdot) \) is a strictly increasing, continuously differentiable function with \( \Delta(0) = 0 \) and \( \Delta(\infty) = \infty \). Let \( \tau(\cdot) \) be its inverse function:
\[
\tau(s) = \inf \{ t \geq 0 \mid \Delta(t) \geq s \}.
\]
Let \( Z(t) = \mu_1(\tau(t)) \). By Lemma 2 (see Appendix),
\[
dZ(s) = \beta(\tau(s)) \frac{\sigma^2(Z(s))}{\rho^2(\tau(s))} ds + \sigma(Z(s)) dB_0(s),
\]
where \( B_0 = (B_0(s), s \geq 0) \) is an \( (\mathcal{F}_{\Delta(t)})_{t \geq 0} \)-Brownian motion.

Our goal is to compare the process \( Z(\cdot) = (Z(t), t \geq 0) \) with solutions of one-dimensional stochastic differential equations to find whether this process hits or does not hit 0 and \( 1 - \delta \). The range of \( \Delta(t) \) is \([0, \infty)\), so the process \( Z(\cdot) \) hits a certain point if and only if the market weight \( \mu_1(\cdot) \) hits this point.

Recall the estimates from Step 2:
\[
b_1(\mu_1(t)) \leq \beta(\cdot) \leq b_2(\mu_1(t)) \quad \text{and} \quad \kappa \sigma(\mu_1(t)) \leq \rho(\cdot) \leq \sigma(\mu_1(t)).
\]
Therefore,
\[
b_1(Z(s)) \leq \beta(\tau(s)) \leq b_2(Z(s)) \quad \text{and} \quad \kappa \sigma(Z(s)) \leq \rho(\tau(s)) \leq \sigma(Z(s)). \quad (21)
\]
We have:
\[ B_1(Z(s)) \leq \beta(\tau(s)) \frac{\sigma^2(Z(s))}{\rho^2(\tau(s))} \leq B_2(Z(s)), \]
where
\[ B_1(x) := \min(b_1(x), b_2(x), \kappa^{-2}b_1(x), \kappa^{-2}b_2(x)), \quad B_2(x) := \max(b_1(x), b_2(x), \kappa^{-2}b_1(x), \kappa^{-2}b_2(x)). \]

Recall that 0 < \kappa < 1. Therefore, when \( b_1(x) \geq 0 \) (this is true, for example, for \( x \in (0, x_1] \)), we have: \( B_1(x) = b_1(x) \) and \( B_2(x) = \kappa^{-2}b_2(x) \). When \( b_2(x) \leq 0 \) (for example, for \( x \in [x_2, 1 - \delta) \)), we have: \( B_1(x) = \kappa^{-2}b_1(x) \) and \( B_2(x) = b_2(x) \).

Let \( Z_1(\cdot) = (Z_1(s), s \geq 0) \) and \( Z_2(\cdot) = (Z_2(s), s \geq 0) \) be the solutions of the following stochastic differential equations:

\[ dZ_1(s) = B_1(Z_1(s))ds + \sigma^2(Z_1(s))dB_0(s), \quad dZ_2(s) = B_2(Z_2(s))ds + \sigma^2(Z_2(s))dB_0(s) \]

with initial conditions \( Z_1(0) = Z_2(0) = \mu_1(0) \). By Lemma 3, see Appendix, the process \( Z(\cdot) \) a.s. does not hit 0 if the process \( Z_1(\cdot) \) a.s. does not hit 0. Apply Feller’s test (see Appendix): we want to show that

\[
\int_0^{x_1} \exp\left(-\int_{x_1}^y \frac{2B_1(z)}{\sigma^2(z)} dz\right) dy = \infty,
\]
which can be equivalently written as

\[
\int_0^{x_1} \exp\left(\int_{x_1}^y \frac{2B_1(z)}{\sigma^2(z)} dz\right) dy = \infty.
\]

As mentioned above, for \( x \in (0, x_1] \) we have: \( b_1(x) \geq K_1 > 0 \), and \( B_1(x) = b_1(x) \). Therefore, we have:

\[
\int_0^{x_1} \exp\left(\int_{x_1}^y \frac{2B_1(z)}{\sigma^2(z)} dz\right) dy \geq \int_0^{x_1} \exp\left( K_1 \int_{x_1}^y \frac{dz}{z^2(1 - z)^2} \right) dy \geq \int_0^{x_1} \exp\left( K_1 \int_{x_1}^y \frac{dz}{z^2(1 - z)} \right) dy = \int_0^{x_1} \exp\left( K_1(1/y - 1/x_1) \right) dy = e^{-K_1/x_1} \int_0^{x_1} e^{K_1/y} dy = \infty.
\]

This proves that \( Z_1(\cdot) \) (as well as \( Z(\cdot) \) and \( \mu_1(\cdot) \)) does not hit zero is complete.

Now, let us deal with the other singularity: \( 1 - \delta \). If the process \( Z_1(\cdot) \) hits \( 1 - \delta \) with positive probability, then the process \( Z(\cdot) \) does the same. If the process \( Z_2(\cdot) \) a.s. does not hit \( 1 - \delta \), then the process \( Z(\cdot) \) does the same.

The natural scale for the process \( Z_1 \) is

\[ \varphi_1(x) := \int_{x_2}^x \exp\left(\int_{x_2}^y \frac{2B_1(z)}{\sigma^2(z)} dz\right) dy. \]

For \( z \in [x_2, 1 - \delta) \), we have: \( B_1(z) = \kappa^{-2}b_1(z) \), and

\[
-\frac{2B_1(z)}{\sigma^2(z)} = -\frac{2\kappa^{-2}b_1(z)}{\sigma^2(z)} = -\frac{2(\psi(z)(1 - z) - C_1z)}{2\kappa^{-2}z^2(1 - z)^2} = -\frac{\psi(z)}{\kappa^2 z^2(1 - z)} + \frac{C_1}{\kappa^2 z(1 - z)^2} = \frac{z(\psi(z) + 1/2) - z^2}{\kappa^2 z^2(1 - z)} + \frac{C_1}{\kappa^2 z(1 - z)^2} = A_1(z)g(z) + \varepsilon_3(z),
\]

where we have defined

\[ \varepsilon_3(z) := \frac{z - 1/2}{\kappa^2 z(1 - z)} + \frac{C_1}{\kappa^2 z(1 - z)^2}. \]
Here, \( B \) is a process satisfying the following stochastic differential equation:

\[
\varphi_1(1 - \delta) < \infty \quad \text{if and only if} \quad \int_{x_2}^{1-\delta} \exp \left( \int_{x_2}^{y} A_1(z) g(z) \, dz \right) \, dy < \infty.
\]

If these integrals are indeed finite, then

\[
\int_{x_2}^{1-\delta} \frac{\varphi_1(1 - \delta) - \varphi_1(x)}{\varphi_1'(x) \sigma^2(x)} \, dx < \infty.
\]

This is verified in the same way as in the proof of Theorem 1. Thus, if

\[
\int_{x_2}^{1-\delta} \exp \left( \int_{x_2}^{y} A_1(z) g(z) \, dz \right) \, dy < \infty,
\]

then the process \( Z_1(\cdot) \) hits \( 1 - \delta \) with positive probability, and the market is not diverse. Moreover, we have: \( \varphi_1(1 - \delta) = \infty \) if and only if

\[
\int_{x_2}^{1-\delta} \exp \left( \int_{x_2}^{y} A_1(z) g(z) \, dz \right) \, dy = \infty.
\]

If \( \varphi_1(1 - \delta) < \infty \), then the process \( Z_1(\cdot) \) and therefore the processes \( Z(\cdot) \) and \( \mu_1(\cdot) \) hit \( 1 - \delta \) with positive probability. The proof of part (i) is complete.

Part (ii) is proved similarly. Indeed, in this case we have a scale

\[
\varphi_2(x) := \int_{x_2}^{x} \exp \left( \int_{x_2}^{y} -\frac{2B_2(z)}{\sigma^2(z)} \, dz \right) \, dy.
\]

Let us show that \( \varphi_2(1 - \delta) = \infty \). From here, it would follow that \( Z_2(\cdot) \) a.s. does not hit \( 1 - \delta \), and so \( Z(\cdot) \) a.s. does not hit \( 1 - \delta \), and the market is \( \delta \)-diverse. Let

\[
\tilde{\varphi}_2(x) := \int_{x_2}^{x} \exp \left( \int_{x_2}^{y} -\frac{2\tilde{B}_2(z)}{\tilde{\sigma}^2(z)} \, dz \right) \, dy.
\]

As mentioned above, for \( z \in [x_2, 1 - \delta) \), we have: \( b_2(z) \leq 0 \), and so \( B_2(z) = b_2(z) \leq \tilde{B}_2(z) \), and \( \tilde{\varphi}(x) \leq \varphi(x) \) for \( x \in [1/2, 1 - \delta) \). Therefore, it suffices to show that \( \tilde{\varphi}_2(1 - \delta) = \infty \). The proof of this statement is similar to that from part (i).

The proof of Corollary 2 is similar to the proof of Corollary 1 and is left to the reader.

5 Appendix

Let us state Feller’s test for explosions. It is taken from [5, Section 6.2]. Fix an interval \( (\alpha, \beta) \subseteq \mathbb{R} \) and a point \( x_0 \in (\alpha, \beta) \). Let \( X(\cdot) = (X(t), t \geq 0) \) be a real-valued stochastic process satisfying the following stochastic differential equation:

\[
dX(t) = b(X(t)) \, dt + \sigma(X(t)) \, dB(t), \quad t \geq 0, \quad X(0) = x_0.
\]

Here, \( B = (B(t), t \geq 0) \) is a one-dimensional standard Brownian motion, and \( b, \sigma : (\alpha, \beta) \to \mathbb{R} \) are continuous functions such that \( \sigma^2(x) > 0 \) for all \( x \in (\alpha, \beta) \). Define the natural scale as

\[
\varphi(x) := \int_{x_0}^{x} \exp \left[ \int_{x_0}^{y} -\frac{2b(z)}{\sigma^2(z)} \, dz \right] \, dy, \quad x \in (\alpha, \beta).
\]

Also, let

\[
m(x) = \frac{1}{\varphi(x)\sigma^2(x)}, \quad x \in (\alpha, \beta).
\]
Finally, define the following integrals:

\[ I_\alpha := \int_\alpha^{x_0} (\varphi(x) - \varphi(\alpha))m(x) \, dx, \quad I_\beta = \int_{x_0}^{\beta} (\varphi(\beta) - \varphi(x))m(x) \, dx. \]

**Proposition 1**

(i) If \( \varphi(\alpha) = -\infty \), or \( \varphi(\alpha) > -\infty \) and \( I_\alpha = \infty \), then the process \( X(\cdot) \) a.s. does not hit \( \alpha \). Otherwise, it does hit \( \alpha \) with positive probability.

(ii) If \( \varphi(\beta) = \infty \), or \( \varphi(\beta) < \infty \) but \( I_\beta = \infty \), then the process \( X(\cdot) \) a.s. does not hit \( \beta \). Otherwise, it does hit \( \beta \) with positive probability.

**Proof of Lemma 1.** From (2), we have:

\[ dX_i(t) = X_i(t) \left[ \left( -g(\mu_i(t)) + \frac{1}{2} \right) dt + dW_i(t) \right], \quad i = 1, \ldots, n \]

and

\[ dS(t) = \sum_{i=1}^{n} X_i(t) \left[ \left( -g(\mu_i(t)) + \frac{1}{2} \right) dt + dW_i(t) \right]. \]

Therefore,

\[ d < X_i, S >_t = X_i^2(t)dt, \quad d < S >_t = \sum_{i=1}^{n} X_i^2(t)dt. \]

Apply Ito’s formula to \( X_i(t)/S(t) \). Let \( f(x, y) = x/y \), then

\[ f_x = \frac{1}{y}, \quad f_y = -\frac{x}{y^2}, \quad f_{xx} = 0, \quad f_{xy} = -\frac{1}{y^2}, \quad f_{yy} = \frac{2x}{y^3}. \]

Therefore, we have:

\[
\begin{align*}
d\mu_i(t) &= df(X_i(t), S(t)) = f_x(X_i(t), S(t))dX_i(t) + f_y(X_i(t), S(t))dS(t) \\
&\quad + \frac{1}{2}f_{xx}(X_i(t), S(t))d < X_i, S >_t + f_{xy}(X_i(t), S(t))d < X_i, S >_t + \frac{1}{2}f_{yy}(X_i(t), S(t))d < S >_t \\
&= \frac{1}{S(t)}X_i(t) \left[ \left( -g(\mu_i(t)) + \frac{1}{2} \right) dt + dW_i(t) \right] - \frac{X_i(t)}{S^2(t)} \sum_{j=1}^{n} X_j(t) \left[ \left( -g(\mu_j(t)) + \frac{1}{2} \right) dt + dW_j(t) \right] \\
&\quad - \frac{1}{S^2(t)}X_i^2(t)dt + \frac{X_i(t)}{S^3(t)} \sum_{j=1}^{n} X_j^2(t)dt.
\end{align*}
\]

We can express this in terms of market weights as

\[
\mu_i(t) \left( -g(\mu_i(t)) + \frac{1}{2} \right) dt + \mu_i(t)dW_i(t) - \mu_i(t) \sum_{j=1}^{n} \mu_j(t) \left( -g(\mu_j(t)) + \frac{1}{2} \right) dt \\
- \mu_i(t) \sum_{j=1}^{n} \mu_j(t)dW_j(t) - \mu_i^2(t)dt + \mu_i(t) \sum_{j=1}^{n} \mu_j^2(t)dt \\
= \left[ \psi(\mu_i(t)) - \mu_i(t) \sum_{j=1}^{n} \psi(\mu_j(t)) \right] dt + \sum_{j=1}^{n} (\delta_{ij} - \mu_i\mu_j)dW_j(t). \]
\]
Lemma 2 Assume $X = (X_t, t \geq 0)$ is a progressively measurable continuous stochastic process such that

$$X_t = x + \int_0^t \gamma_u du + \int_0^t \rho_u dW_u,$$

where $B$ is an $(\mathcal{F}_t)_{t \geq 0}$-Brownian motion, and the processes $\gamma = (\gamma_t)_{t \geq 0}$ and $\rho = (\rho_t)_{t \geq 0}$ are progressively measurable. Assume that, for some constants $0 < \kappa_1 \leq \kappa_2 < \infty$, $t \geq 0$, we have the following estimate:

$$0 < \kappa_1 \leq \frac{|\rho_t|}{\sigma(X_t)} \leq \kappa_2 < \infty, \quad t \geq 0,$$

where $\sigma : \mathbb{R} \to (0, \infty)$ is a continuous real-valued function. Then the following time-change process

$$\Delta(t) := \int_0^t \frac{\rho_s^2}{\sigma^2(X_s)} ds,$$

is a strictly increasing function, $\Delta(0) = 0$, $\Delta(\infty) = \infty$. Define its inverse:

$$\tau(s) := \inf\{t \geq 0 \mid \Delta(t) \geq s\}.$$

The family $(\mathcal{F}_{\tau(s)})_{s \geq 0}$ of $\sigma$-algebras is a filtration satisfying the usual conditions. Moreover, the process $Z = (Z_s = X_{\tau(s)})_{s \geq 0}$ satisfies the equation

$$dZ_s = \frac{\sigma^2(Z_s)}{\rho_{\tau(s)}^2} ds + \sigma(Z_s) dB_s,$$

where $B = (B_s)_{s \geq 0}$ is another $(\mathcal{F}_{\tau(s)})_{s \geq 0}$-Brownian motion.

Proof Analogous to [12, Section 3]. For $s \geq 0$, we have:

$$Z_s = X_{\tau(s)} = x + \int_0^{\tau(s)} \gamma_u du + \int_0^{\tau(s)} \rho_u dW_u. \quad (22)$$

Let us change variables in the first integral from the right-hand side of (22): $u = \tau(v)$, $v = \Delta(u)$, $0 \leq v \leq s$. Then

$$du = \tau'(v) dv = \frac{1}{\Delta'(\tau(v))} dv = \frac{\sigma^2(X_{\tau(v)})}{\rho_{\tau(v)}^2} dv = \frac{\sigma^2(Z_v)}{\rho_{\tau(v)}^2} dv.$$

Therefore,

$$\int_0^{\tau(s)} \gamma_u du = \int_0^{\tau(s)} \gamma_{\tau(v)} \frac{\sigma^2(Z_v)}{\rho_{\tau(v)}^2} dv.$$

Now, consider the Itô integral from the right-hand side of the (22): let

$$M_t = \int_0^t \frac{\rho_u}{\sigma(X_u)} dW_u, \quad t \geq 0.$$

Then $M = (M_t)_{t \geq 0}$ is a continuous $(\mathcal{F}_t)_{t \geq 0}$-martingale with $<M>_t = \Delta(t)$, and

$$\int_0^t \rho_u dW_u = \int_0^t \sigma(X_u) dM_u.$$
By [18, Theorem 3.4.6], \( M_t = B_{\Delta(t)} \) for \( t \geq 0 \), where \( B = (B_s)_{s \geq 0} \) defined by \( B_s = M_{\tau(s)} \), \( s \geq 0 \) is another \((\mathcal{F}_{\tau(s)})_{s \geq 0}\)-Brownian motion, and this filtration satisfies the usual conditions. By [18, Proposition 3.4.8],
\[
\int_0^t \sigma(X_u) dM_u = \int_0^\Delta(t) \sigma(X_{\tau(v)}) dB_v = \int_0^\Delta(t) \sigma(Z_v) dB_v.
\]
Since \( \Delta(\tau(s)) = s \), we have:
\[
\int_0^{\tau(s)} \rho_u dW_u = \int_0^{\tau(s)} \sigma(X_u) dM_u = \int_0^s \sigma(Z_v) dB_v.
\]
Thus, for \( s \geq 0 \) we have:
\[
Z_s = x + \int_0^s \sigma^2(Z_v) \rho_v dW_v + \int_0^s \sigma(Z_v) dB_v,
\]
which completes the proof.

**Lemma 3** Assume \( X = (X_t)_{t \geq 0} \) and \( Y = (Y_t)_{t \geq 0} \) are two progressively measurable continuous stochastic processes which satisfy
\[
dX_t = \beta dt + \sigma(X_t) dW_t, \quad X_0 = x; \quad dY_t = b(Y_t) dt + \sigma(Y_t) dW_t, \quad Y_0 = x.
\]
Here, \( \beta = (\beta_t)_{t \geq 0} \) is a progressively measurable process, and \( b, \sigma : \mathbb{R} \rightarrow \mathbb{R} \) are real-valued continuous functions. If \( \beta_t \leq b(X_t) \) a.s. for \( t \geq 0 \), then \( X_t \leq Y_t \) a.s. for \( t \geq 0 \). If \( \beta_t \geq b(X_t) \) a.s. for \( t \geq 0 \), then \( X_t \geq Y_t \) a.s. for \( t \geq 0 \).

**Proof** Follows from [16, Lemma 6.1].
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