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Understanding the electronic properties of materials with strong electronic Coulomb correlations remains one of the biggest challenges of modern condensed matter physics. The interplay of delocalization and interactions is not only at the origin of exotic ground states, but also determines the excitation spectra of correlated materials. The “standard model” of correlated fermions, the Hubbard model, in principle captures these phenomena. Yet, relating the model to the material on a microscopic footing remains a challenge. Even more importantly, the approximation of purely local Coulomb interactions can become severe in realistic materials, where long-range interactions and charge fluctuation physics cannot be neglected.

Systems of adatoms on semiconductor surfaces display competing ground states and exotic spectral properties typical of two-dimensional correlated electron materials which are dominated by a complex interplay of spin and charge degrees of freedom. We report a fully ab initio derivation of low energy Hamiltonians for the adatom systems Si(111):X, with X=Sn, Si, C, Pb, that we solve within self-consistent combined GW and dynamical mean field theory (“GW+DMFT”). Calculated photoemission spectra are in agreement with available experimental data. We rationalize experimentally observed tendencies from Mott physics towards charge-ordering along the series as resulting from substantial long-range interactions.

PACS numbers: 71.15.Mb, 73.20.At, 71.10.Fd, 71.30.h

We derive low-energy effective Hamiltonians ab initio from a combined density functional and constrained random phase approximation (cRPA) scheme in the implementation of (see also the extension to surface systems in [34]). While the first surprise are the relatively large values of the onsite interactions which we find to be of the order of the bandwidth (≈1 eV), most importantly we show that non-local interactions are large (nearest-neighbor interaction of ≈0.5 eV) and, hence, an essential part of the resulting many-body Hamiltonians. This result confirms previous speculations about the importance of non-local effects in these materials [21, 29]. We solve these Hamiltonians within fully self-consistent combined GW and dynamical mean field theory (“GW+DMFT”) [35], calculating in particular (single particle-) angular resolved photoemission spectra (ARPES) and the (two particle-) charge susceptibility. We identify a clear-cut materials trend starting from Si(111):C deep in a Mott phase to Si(111):Pb which shows tendencies towards metallicity and charge-ordered states driven by non-local interaction terms. Comparing our results to available experimental data yields encouraging insights: Without adjustable parameters we reproduce the experimentally measured gap size of insulating Si(111):Sn and its transition to a “bad-insulator” at elevated temperatures. Moreover, based on the charge susceptibility, we identify the electronic tendency of Si(111):Pb towards charge-ordering of the so-called 3 × 3 symmetry, which is indeed seen experimentally by scanning tunneling microscopy. Our work is the first one that addresses the electronic properties of real materials on the basis of fully self-consistent GW+DMFT calculations (for a non-self-consistent calculation see [36], for self-consistent calculations for models see [33, 39, 48]).

The single-particle part of the Hamiltonian is calculated in the local density approximation of density functional theory. In Fig. 1 we present LDA bandstructures for the series Si(111):(C, Si, Sn, Pb). For all considered systems the surface-state in the semiconducting gap is indeed responsible for a well-separated, single band around...
the Fermi energy. In red (gray) we plot the contributions stemming from the $p_z$-orbital of the adatom while we plot the adatom $p_{x,y}$-character in blue (dark gray). Even though the actual molecular orbital composition might be complicated, the half-filled surface band has a clear-cut “apical” (i.e. carrot-like) character. For our calculations presented below we directly use the $ab$ initio derived dispersion relation. However, for the purpose of analysis we note that the tight-binding dispersion of the half-filled surface band can be well fitted using up to third-nearest-neighbor hopping ($t$, $t'$, and $t''$) by:

$$\varepsilon_k = 2t \left( \cos(k_x) + 2\cos(k_x/2)\cos(\sqrt{3}/2k_y) \right)$$

$$+ 2t' \left( \cos(3k_y) + 2\cos(3k_x/2)\cos(3\sqrt{3}/2k_y) \right)$$

$$+ 2t'' \left( \cos(2k_x) + 2\cos(k_x)\cos(\sqrt{3}k_y) \right)$$

The values for the hopping integrals can be found in Tab. I and we plot the analytically calculated bands in Fig. 1 as the black dashed line. The quality of the fit supports the picture of Wannier-like orbitals with a fast decaying real space overlap on neighboring sites.

In order to determine the interaction parameters as partially screened matrix elements of the Coulomb interaction within the cRPA one has to choose a suitable energy-window around the Fermi energy encompassing the surface band. The bare interaction parameters are calculated by means of explicit evaluation of the radial (Slater-) integrals of the Wannier functions. Subsequently, the dielectric tensor is obtained within cRPA for local and non-local interaction parameters [34]. The results are summarized in Tab. I.

The bare onsite interaction parameters ($V_0$) vary between 6.0 eV for Si(111):C and 4.3 eV for Si(111):Pb decreasing monotonously within the series. The onsite $U_0$ is reduced roughly by a factor of 4 - 5 due to cRPA screening. At first glance the onsite/static $U_0$ of the order of 1 eV - about twice the size of the bandwidth - strongly points towards Mott physics. This is, however, a premature conclusion due to the effect of non-local interaction terms. The first non-local contribution (nearest-neighbor interaction) $U_1$ [bare $V_0$ is 0.5 eV [2.8 eV]]. Remarkably, the value is - opposed to $U_0$ [$V_0$] - almost the same for all materials. The reason is that the intersite overlap of the orbitals is so small that the Coulomb energy corresponds to the electrostatic energy of two point charges. With the virial theorem $\langle E^{\text{tot.}} \rangle = 1/2 \langle V \rangle$, we quantify this argument by a rescaled hydrogen problem with effective Bohr radius of 6Å ($\approx$distance of adatom sites):

$$\frac{\langle \varepsilon^2 \rangle}{\varepsilon_{\text{surf}}^2} = \frac{1}{12} V_{\text{pot}}^{\text{Hat}} = \frac{1}{12} \frac{1}{2} U_{\text{groundstate}}^{\text{Hat}} = 2.3 eV$$

which roughly matches the value of our bare intersite interaction parameters. The second, likewise remarkable, observation is that the screened values $U_1$ are extremely close to the value we get by assuming a static continuum approximation on the surface of a dielectric medium: $V_1/\varepsilon_{\text{surf}}^2$, where $\varepsilon_{\text{surf}}^2 = \frac{1}{2}(\varepsilon_{\text{Si}} + 1)$ is the static dielectric constant of silicon on the surface. The reason is straightforward: The adatom distance (6Å) is already large enough compared to the atomic structure of the silicon substrate ($\approx$2 Å) so that local field effects (included in cRPA) are negligible. Following this reasoning we can calculate longer range interaction terms by simply scaling $U_1$ with $a/r$, i.e., with the distance in units of the nearest-neighbor distance $a$, i.e., $U_2 = U_1/\sqrt{3}$ and so on. In this respect $U_1$ is not only the nearest-neighbor interaction, but the parameter that quantifies the strength of non-local interaction.

To solve the effective low-energy Hamiltonians resulting from our parameter-free downfolding procedure we implement the combined GW+DMFT scheme [35, 42] and calculate spectral properties and charge-charge re-

**TABLE I.** Values of the bare (V) and static, screened ($U_0 = U(\omega = 0)$) values for on- and intersite nearest neighbor (nn) interaction parameters. Also reported are the values of the static component of the effective $U(\omega = 0)$ calculated from GW+DMFT, see text.

| $t$ | $t'$ | $t''$ | $U_0$ | $U_1$ | $U_n$ | $V_0$ | $V_1$ |
|-----|------|-------|-------|-------|-------|-------|-------|
| 38.0 | 50.0 | 42.0 | 42.0 | 1.4 | 1.1 | 1.0 | 0.9 |
| 15.0 | 23.0 | 20.0 | 20.0 | 0.5 | 0.5 | 0.5 | 0.5 |
| 0.5 | 5.0 | 10.0 | 10.0 | 6.0 | 4.7 | 4.4 | 4.3 |
| 5.0 | 2.8 | 2.8 | 2.7 | 2.8 | |
| 4.7 | 0.47 | 0.47 | 0.45 | 0.47 | |

$U(\omega = 0)$: 1.3 | 0.94 | 0.84 | 0.67 | 0.54 |
response functions. Fully self-consistent GW+DMFT was applied to the extended Hubbard model in seminal work by Sun et al. [37, 49], but only recently have numerical techniques for the solution of dynamical impurity models [44–46] been sufficiently advanced to extract real-frequency information from such calculations [38, 39]. We employ the techniques of the latter two works (in particular a continuous-time quantum Monte Carlo impurity solver within the hybridization expansion [44]), but implement them for the realistic Hamiltonian derived above. Moreover, we go beyond the ‘standard’ extended Hubbard model and do not restrict the range of the non-local interaction terms. Rather, we include the entire $1/r$ tail by means of an Ewald-type lattice sum. In Fig. 2 we show momentum-resolved spectral functions from GW+DMFT for all compounds in our series: As expected from the spectral function, specifically Si(111):Si shows substantial dispersion following the bare bandstructure, as expected on general grounds. The insulating gap decreases within the series and we can estimate from the center of mass of the Hubbard bands values of: 1.3eV (C), 0.8eV (Si), 0.7eV (Sn), and 0.5eV (Pb). However, specifically for the Si(111):{Sn,Pb} we find substantial spectral weight already at $\omega \geq -0.2$eV. Given this small gap, a sizable temperature dependence can be expected. We have extracted the value of the local (i.e., k-integrated) spectral function at the Fermi-level [50] (see Fig. 2, bottom left panel). While for Si(111):C the spectral weight transfer to the Fermi energy with temperature is negligible as expected from the spectral function, specifically Si(111):Si and most of all Si(111):Sn display significant transfer of spectral weight on a temperature scale from 50K to room temperature 300K.

Photoemission experiments for Si(111):Sn [11, 13] (and, possibly [51], for Si(111):Pb [11]) observe, indeed, such a temperature dependence and agree well with our results, both, concerning the gap size and temperature scale. Our results - obtained without any adjustable parameters - also stand as a theoretical prediction for more extensive studies on Si(111):Pb and the (experimentally so far not studied) Si(111):C compound. Next, we analyze the spectral functions in view of the interaction strengths calculated by cRPA (see Tab. I). The gap sizes no longer reflect the energy-scale of the onsite interaction $U_0$ but are reduced due to non-local interactions which screen the local interaction by non-local charge fluctuations. This physics is naturally present in the GW+DMFT scheme, where non-local effects are incorporated into an effective retarded onsite interaction $U(\omega)$ (plotted in the left panel of Fig. 3). The shape of this quantity is reminiscent of screened interactions as calculated, e.g., within the cRPA [32], where retardation effects result from downfolding of high-energy degrees of freedom. The GW+DMFT $U(\omega)$ can be viewed as an effective interaction, where the dynamical character results from downfolding non-local degrees of freedom into a local quantity. At large frequencies, screening is not efficient and, hence, $U(\omega = \infty) = U_0$. On the other hand, the static value $U(\omega = 0)$ can be significantly reduced (up to nearly a factor of 2 for Si(111):Pb). The latter sets the energy scale for the gaps we observe in the spec-
tral function. The transition between unscreened high-frequency behavior and the static value takes place at an energy scale $\omega_p$ (plasmonic frequency) characteristic of the non-local charge fluctuation. The strikingly different behavior of the dynamical effective interactions $U(\omega)$ reflects the observed materials trend: Si(111):C [Si(111):Si] is nearly unaffected by non-local interaction terms and there is barely any screening. The remaining two compounds show, however, large effects. The static values $U(\omega = 0)$ are reduced compared to the onsite interaction to 0.84 eV for Si(111):Sn and to 0.67 eV (0.54 eV) for the insulating (metallic) solution for Si(111):Pb which leads to the reduced gap sizes. Moreover, plasmonic resonances at energies between 0.6 eV and 0.8 eV stress the importance of non-local interactions/charge-fluctuations for these systems.

Besides leading to a retarded, frequency-dependent interaction, the non-local charge fluctuations signal tendencies towards a charge-ordered (CO) state. Analyzing the momentum-dependence of the imaginary part of the charge-charge response function $\text{Im}\chi(k, \omega = 0)$ for the high symmetry points of the Brillouin zone, shown in Fig. 3, we find for the different materials very particular behavior. The local double occupancy, which corresponds to the integral of the plotted quantity over all momenta, becomes larger towards the end of the series. Most interesting is the case of metallic Si(111):Pb for which we find a distinct structure within the Brillouin zone: The maximum of $\text{Im}\chi(k, \omega = 0)$ at the K symmetry point indicates strong charge fluctuations of the so-called $3 \times 3$ symmetry, sketched in Fig. 4. This order might eventually be frozen in to form a charge ordered ground state which is actually seen in scanning tunneling microscopy for this material.8 An insulating charge ordered ground state of $3 \times 3$ symmetry is, in fact also seen in Ge(111):Sn17 where a concomitant structural distortion (vertical displacement of adatoms) of the same symmetry is seen - our results show, that the instability in the correlated electronic response function is a good candidate for the key player of this feature.

We can summarize our results by drawing a schematic phase-diagram as a function of the strength of local and non-local interactions (represented by the value of $U_1$) as we show in Fig. 4. For zero non-local interactions our phase diagram describes the Mott-Hubbard metal to insulator transition. The adatom systems are placed at about 0.5 eV of non-local interaction strength. However, due to the difference in the onsite term $U_0$ their respective position in the phase diagram and, hence, their ground state character is different: Si(111):C is deep in the Mott phase with a charge localization defined by one electron per adatom-site.

The Si(111):Si compound is also of Mott type with only small values for the double occupancy and little effect of plasmon excitations. However, Si(111):Sn and most dramatic Si(111):Pb (which is actually already in a coexistence region) are much closer to a phase boundary to a metallic phase. Even more peculiar is the obvious tendency of Si(111):Pb towards a charge-ordered phase of $3 \times 3$ symmetry indicated by the white region in our phase diagram.

In conclusion, we have set up a fully self-consistent GW+DMFT scheme for the realistic treatment of correlated surface systems to address the electronic properties of the $\alpha$-phases of adatoms on the Si(111) surface. We reported on the ab initio construction of the materials-specific low-energy Hamiltonians and, most importantly, on the respective interaction parameters including the long-range Coulomb tail. From these it becomes clear that for the adatom systems taking into account non-local interaction effects is mandatory. We have solved the derived many body Hamiltonians and discussed our finding for momentum-resolved spectral functions, to be compared to ARPES spectra. Without adjustable parameters we reproduced available experimental findings, or, in (most) cases where experiments are missing, made predictions. Specifically, the ARPES spectra for the series, as well as the charge order instabilities in the case of Si(111):Pb are key conclusions/predictions which can provide guidance for further experimental and theoretical studies of semiconductor adatom structures.
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