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Abstract—Data augmentation is a powerful technique for improving the performance of the few-shot classification task. It generates more samples as supplements, and then this task can be transformed into a common supervised learning issue for solution. However, most mainstream data augmentation based approaches only consider the single modality information, which leads to the low diversity and quality of generated features. In this paper, we present a novel multi-modal data augmentation approach named Dizygotic Conditional Variational AutoEncoder (DCV AE) for addressing the aforementioned issue. DCVAE conducts feature synthesis via pairing two Conditional Variational AutoEncoders (CVAEs) with the same seed but different modality conditions in a dizygotic symbiosis manner. Subsequently, the generated features of two CVAEs are adaptively combined to yield the final feature, which can be converted back into its paired conditions while ensuring these conditions are consistent with the original conditions not only in representation but also in function. DCVAE essentially provides a new idea of data augmentation in various multi-modal scenarios by exploiting the complement of different modality prior information. Extensive experimental results demonstrate our work achieves state-of-the-art performances on miniImageNet, CIFAR-FS and CUB datasets, and is able to work well in the partial modality absence case.

Index Terms—Few-shot learning, conditional variational auto-encoder, multi-modal feature generation.

I. INTRODUCTION

In recent years, with the upsurge of research in the field of artificial intelligence, the supervised learning technique achieves extensive remarkable successes due to the significant advance of deep learning and the availability of large scale labeled data. However, some studies indicate that the frequencies of observing objects often follow a long-tailed distribution in the wild, and the number of rare objects significantly surpasses that of common objects [1]. Moreover, labeling data is costly in labor and time, since some tasks may need fruitful expert knowledge for data labeling, such as fine-grained species recognition and malignancy assessment. In other words, the supervised learning task is more realistic in few-shot scenarios where some categories do not have enough labeled data for training. This fact leads to the emergence of few-shot learning technique which understands the new concept with only limited relevant labeled examples and a large number of irrelevant labeled data.

Over the past few years, an increasing number of few-shot learning approaches have been proposed to address this challenge. These methods are mainly divided into three categories. The first one is the metric based approach [4], [6], [7], which aims to learn a metric space for pulling the homogenous samples closer to each other while pushing the inhomogeneous samples away. Another category is the gradient based method [8]–[10]. The basic idea of this method is learning to learn which attempts to train a meta-learner with a good generalization ability based on a large number of tasks, and quickly adapt the model to the new task with only a few labeled samples and a small number of gradient update steps. The last one is the data augmentation based method [11]–[14], which attempts to generate the extra samples for the few-shot categories to mitigate the lack of the labeled samples.

Data augmentation is deemed as the panacea for alleviating data scarcity, and it has become a novel way for few-shot learning very recently. The early works focus on performing a variety of deformations on the image [15], [16] to produce the extra samples. However, the generated samples based on this scheme lack diversity and no prior information is implanted into the sample generation procedure, which leads to its low performance in comparison with the other kinds of few-shot learning approaches. Another kind of data augmentation method is to employ the conditioned deep generative model...
In this section, we review the mainstream methods of few-shot learning, which can be grouped into metric based methods, gradient based methods and data augmentation based methods. In addition, we also provide a brief review of few-shot learning approaches, which involve multiple modality information.

A. Metric Learning Based Methods

Metric learning is a classic way for few-shot learning, which aims to learn a metric space for distinguishing samples with their similarities. The early work of metric learning focused on measuring the distance from each query sample to its support images through some simple metrics, such as cosine distance or Euclidean distance. Instead of using these simple metrics, Relation Network leverages a neural network for learning the similarity between the query and its support samples. Different to the aforementioned methods that measure similarities between samples, Prototypical Network measures the distance between the query sample and each class prototype for classification. More recently, SMAVI utilizes saliency maps as extra visual information and then combines image features and saliency map features into new features for classification. Although these approaches have achieved encouraging performance, most of them are limited by the choice of metric function and embedding spaces, which leads to the poor generalization ability of the model.

B. Gradient Based Methods

Gradient based methods aim to learn a model for learning the meta knowledge of tasks which helps the model to quickly adapt to recognize novel classes with limited samples. The gradient based methods have an intersection with the aforementioned metric based methods which adopt the specifically designed training strategy for learning the meta knowledge cross-tasks. Similarly, some approaches attempt to acquire prior knowledge by building meta-learner via a diverse set of tasks, and then use this knowledge to evaluate the final classification task. Another branch of this method is the optimization-based meta-learning approach. It aims to learn a model which can quickly adapt to new tasks just with a small amount of fine-tuning and a suitable initialization. The main drawback of these methods is that they must sample a mass of tasks to learn the suitable meta-knowledge transfer, which is quite time-consuming.

In summary, the main contributions of our work are as follows:

- We propose an ingenious feature generation approach named DCVAE, which sufficiently utilizes multi-modal information with both the semantic and visual to generate the high-quality features for few-shot learning. Extensive experimental results on three popular benchmarks and three well-known backbones show that our method achieves very promising performance in comparison with the recent state-of-the-art approaches.
- DCVAE provides a novel conditional VAE framework for data synthesis with the paired conditions. Such framework is also flexible to be further extended to support the multi-condition case (more than two conditions) via following the dizygotic symbiosis manner.
- DCVAE adopts an adaptive linear combination fashion to construct the final feature with different modality features with respect to each sample, which endows it with the ability to tackle the few-shot learning task under modality absence and cross-modal scenarios.
C. Data Augmentation Based Methods

Data augmentation is a more intuitive and straightforward approach, which transforms the few-shot classification into a common supervised learning problem by generating more samples for complementary. The early works generate the extra samples via simply applying a set of transformations (such as rotation, deformation, Gaussian perturbation and so on) to the original image [15], [16], [30]. However, these methods are hard to generate the diverse samples and no prior knowledge has been incorporated into the sample generation procedure.

Recently, some more sophisticated data augmentation methods have been developed for few-shot learning and achieve more superior performance. For example, Li et al. [13] employs the conditional GAN to synthesize the data with prior visual information. Zhang et al. [12] utilizes a saliency network for extracting the foregrounds and backgrounds of available images and feeds the resulting maps into a two-stream network to hallucinate data points directly in the feature space from viable foreground-background combinations. VI-Net [31] construct a generative framework to define a generating space for each class in the latent space based on support samples and then generating synthetic features based on it. Diversity Transfer Network [14] is presented to learn to transfer latent diversities from known categories and composite them with support features to generate diverse samples for novel categories. However, only the single modality prior knowledge (condition), mostly the visual information, is considered as the prior knowledge for manipulating the data generation in such methods. Unfortunately, it is unrealistic to extract the rich prior knowledge only from a few samples or even one sample for generating the diverse features.

D. Multi-Modal Few-Shot Learning

The universality of modalities and the rapid development of deep learning endow multi-modal learning with great potential. Especially in the case of extremely scarce samples, multi-modal data can provide more information to the model to obtain the more comprehensive feature with a better generalization ability.

Recently, some works have leveraged multi-modal information to improve the performance of models in the context of few-shot learning. Dual TriNet [32] maps the sample to the semantic space and adds noise for perturbation, and then maps the perturbation semantic samples back to the visual space to generate sample features. Xing et al. [19] both adopt an adaptive modality mixing mechanism, which further enhanced the existing classification algorithm based on metric learning by adaptively combining information from both semantic and visual modalities. Xian et al. [5] propose a conditional generation model which learns the marginal feature distribution of unlabeled images using an unconditional discriminator. Based on Prototypical Network [4], Pahde et al. [1] train a generative model to map semantic information into the visual feature space to obtain more reliable prototypes. These methods achieve very competitive performances with the help of multi-modal complementary information. However, all the methods only consider the ideal multi-modal data scenario where all the modalities of information are available for each sample. In the real world, the few-shot learning model often faces some more complex and challenging multi-modal data settings. For example, some modalities of samples may be unavailable or missing as illustrated in Figure 1(d), (e). In some more extreme cases, the modalities of samples from different categories may be even not overlapped with each other during testing as illustrated in Figure 1(f).

Although there have been a few of research efforts in handling missing modalities for multi-modal learning, such as testing with missing modality [20], training with unpaired modality [21], or their mixture [22], the multi-modal few-shot learning in the above extreme cases still remains unstudied, which severely limits its effectiveness in some more realistic scenarios.

III. METHODOLOGY

A. Problem Definition and Notations

In the few-shot setting, there is no intersection between the class spaces of the source domain and the target domain, and the target domain only contains a few labeled data. Therefore, the few-shot learning task is to learn the concept of novel
categories with a small amount of labeled samples in the target domain based on the source domain which has sufficient labeled samples from non-intersect categories.

Let \( D_{\text{train}} = \{(x, y, s_y) | x \in X^{tr}, y \in Y^{tr}, s_y \in A^{tr}\} \) and \( D_{\text{test}} = \{(x, y, s_y) | x \in X^{te}, y \in Y^{te}, s_y \in A^{te}\} \) be the training and test sets in the source/target domain respectively, where their class sets are disjoint. \( x \) is denoted as a visual feature produced by feature extractor and \( y \) is its corresponding label. \( s_y \) is the semantic representation for class corresponding to the label \( y \). \( X^{tr}, Y^{tr} \) and \( A^{tr} \) are denoted as the feature, label and semantic embedding sets of training data respectively. According to the definitions in literatures \([4, 9]\), a few-shot classification task is often called \( N \)-way \( K \)-shot problem. Each \( N \)-way \( K \)-shot classification task \( T \) consists of a support set \( S_T \), which contains \( K \) labeled samples for each of the \( N \) classes, and a query set \( Q_T \) where the samples are randomly sampled from the same \( N \) classes on the test dataset. Thus, we can define the task as: \( T = \{(S_T, Q_T)\} \) where \( S_T = \{(x_i, y_i, s_y) | x_i \in X^{te}, y_i \in Y^{te}, s_y \in A^{te}\}_{i = 1}^{N \times K} \) and \( Q_T = \{(x_j, y_j) | x_j \in X^{te}, y_j \in Y^{te}\}_{j = 1}^{M} \). Here, \( M \) is the number of samples in the query set. \( X^{te}, Y^{te} \) and \( A^{te} \) respectively denotes the feature, label and semantic embedding sets of test data.

In the modality absence scenarios, some modalities of a sample are partially missing, e.g., \( \{(x_i, y_i, -)\} \) or \( \{(-, y_i, s_y)\} \). The cross-modal scenario is a special case of the modality absence as seen in Figure 1(f), e.g., \( \{(x_i, y_i, -)\} \cap \{(-, y_j, s_y)\} = \emptyset \). Here, we consider that the modality absence cases only exist in the support set \( S_T \), since the categories of training data have no overlap with the ones of testing data, and the training data can be manually collected by users, which are able to collect the samples from categories with full modalities only.

B. Overview

We present a novel deep generative approach named Dizygotic Conditional Variational AutoEncoder (DCVAE) for few-shot learning from the perspective of data augmentation. The framework architecture of our method is illustrated in Figure 2 which consists of four components: Feature Extraction, Dizygotic Feature Generation (DFG), Dizygotic Feature Adaptive Mixture (DFAM) and Condition Cyclic Consistency (CCC). Firstly, only the training data is used to train the feature extraction network to extract discriminative image features. The key component of our model is the dizygotic feature generation. It is a paired conditional variational autoencoder model which leverages an encoder \( E(\cdot) \) to convert the input visual feature \( x \) into a latent representation encoded by the gaussian distribution parameters \( \mu \) and \( \sigma \), and then uses two decoders \( D_x(\cdot) \) and \( D_s(\cdot) \) to reconstruct the input feature \( x \) respectively with different conditions and the random noise vector \( z \) generated by \( \mu \) and \( \sigma \). After that, we can procure the final synthetic feature \( \hat{x} \) via fusing the pair of the reconstructed features generated by decoders in an adaptive feature mixture mechanism \([2]\). In pace with the generator, a condition cyclic consistency module is introduced for transforming the final synthetic feature \( \hat{x} \) back to its corresponding conditions. Moreover, the dizygotic feature generation procedure should be conducted again with these reconstructed conditions to validate the condition cyclic consistency.

C. Feature Extraction

The feature extraction is the basis of feature generation algorithms to success. The Convolutional Neural Networks (CNNs) are considered as one of the most dominant feature learning methods which have been widely used in few-shot learning. The mainstream FSL methods \([2, 13, 14, 18, 33]\) mainly adopt ResNet with different depths (such as ResNet-12, ResNet-18 and ResNet-101, etc.) to extract features. Here, we choose ResNet-12, a relatively lightweight network, as the basic feature extractor of our framework.

Meanwhile, ResNet-18 is also frequently adopted in few-shot learning, so we use it as another feature extraction network for miniImageNet and CIFAR-FS. With regard to CUB, the dataset provides off-the-shelf deep features extracted by ResNet-101 \([17]\) that have been adopted by some few-shot learning methods \([2, 5, 18]\). therefore we also use these features for verification on CUB datasets.

D. Dizygotic Feature Generation

In our paper, we intend to generate the deep features for the few-shot categories and then consider few-shot learning task as an ordinary classification issue for solution. Variational AutoEncoder (VAE) and Generative Adversarial Network (GAN) are two of the most popular generative frameworks. Here, we choose VAE as the basic generative network, since some works indicated that the samples generated by GAN suffer from the mode collapse and lack of diversity \([34]\).

The conventional CVAE contains an encoder \( P_E(z|x, c) \) that maps the feature \( x \) into the latent representation conditioned by class embedding \( c \) and a decoder \( P_D(x|z, c) \) that reconstructs the input \( x \) from the latent \( z \) and condition \( c \). However, this model is hard to be trained due to the fact that CVAE suffers from the posterior collapse problem \([35, 36]\). In order to alleviate this problem, we follow the setting in \([37]\) to generate latent representation \( z \) only by visual feature \( x \). Thus, the objective function of CVAE can be formulated as,

\[
\mathcal{L}_{\text{cvaee}} = \mathbb{E}_{P_{\text{data}}(x, z)} \mathbb{E}_{P_E(z|x)} \log P_D(x|z, c) - \lambda \cdot D_{KL}(P_E(z|x)||P(z)),
\]

where \( D_{KL}(\cdot||\cdot) \) is the Kullback-Leibler divergence (KL-Divergence), \( \lambda \) is a positive hyper-parameter for reconciling the reconstruction error and KL-Divergence, and \( P(z) \) follows the distribution of \( \mathcal{N}(0, 1) \).

As shown in the green dashed box in Figure 2 our model generates discriminative and high-quality synthetic features conditioned by different prior knowledge, such as semantic embedding and class prototype, associated with the same random noise into the decoders respectively. Such feature generation procedure is just like the procedure that two eggs are fertilized by the same seed and grow as twins that we name it Dizygotic Symbiosis Manner (DSM). In such a manner, our feature generation network which is based on Conditional Variational AutoEncoder (CVAE) is named as Dizygotic Conditional Variational AutoEncoder (DCVAE).
The existing VAE or GAN-based few-shot and zero-shot learning approaches all only consider the single modality information as the condition for feature generation [5], [13]. However, as two most important cues for feature generation, no matter the visual information or the semantic information have been proven its effectiveness in few-shot and zero-shot learning. Moreover, in the one-shot scenarios, it is almost impossible to synthesize the feature for a class with high diversity only based on the limited visual information from one sample. DCVAE aims to incorporate all these two cues as the twin conditions for generating the high-quality features.

DCVAE utilizes a shared encoder \( E(\cdot) \) to learn a latent representation space parameterized by \( \mu \) and \( \sigma \), and then employs these parameters to randomly generate a latent representation \( z \) as the random noise vector. Two decoders are leveraged for generating two independent features via respectively feeding the semantic information \( s \) and visual information \( v \) together with the same random noise vector \( z \) where the visual-based decoder \( D_v(\cdot) \) generates the visual-based synthetic feature \( x_v \) while the semantic-based decoder \( D_s(\cdot) \) generates the semantic-based synthetic feature \( x_s \), \( x_v \) and \( x_s \) are the twins generated by the same seed but with different conditions. Here, the semantic representation of class such as attribute or word embedding is considered as the semantic information while the class prototype is deemed as the visual information. Following the work [2], the class prototype is directly generated by averaging the features from the same class:

\[
v_k = \frac{1}{|C_k|} \sum_{(x_i,y_i) \in C_k} x_i, \quad (2)
\]

where \( C_k \) denotes the set of examples labeled with class \( k \). In such a way, the loss of CVAE should be further updated as follows in our case,

\[
\mathcal{L}_{\text{bcvae}} = \mathbb{E}_{P_{\text{data}}(x,z),P_E(z|x)}[\log P_{D_s}(x|z,s)] + \mathbb{E}_{P_{\text{data}}(x,z),P_E(z|x)}[\log P_{D_v}(x|z,v)] - \lambda \cdot D_{KL}(P_E(z|x) || P(z)) \tag{3}
\]

where \( \lambda \) is a positive hyper-parameter for weighting the KL-Divergence.

In addition, the similarity of the generated twin features should be maximized (the distance between them should be minimized), since they are all generated from the same seed (the random noise) and represent the same example. In such a manner, an additional twin similarity loss, which measures the similarities between original conditions and retrieved ones in feature generation, is introduced to DCVAE,

\[
\mathcal{L}_{ts} = \|D_s(s,z) - D_v(v,z)\|_2^2. \tag{4}
\]

E. Dizygotic Feature Adaptive Mixture

After obtaining the paired features \( x_v \) and \( x_s \), we need to unify them as a final unique feature \( \hat{x} \). We adopt an adaptive mixture mechanism [2] to accomplish this task which considers the final feature as an adaptive linear combination of features,

\[
\hat{x} = H(x_s, x_v) = \eta \cdot x_s + (1 - \eta) \cdot x_v, \tag{5}
\]

where \( H(\cdot) \) is such adaptive linear combination operation and \( \eta \) is the adaptive mixture coefficient which is learned by a feature mixing network \( G(\cdot) \) via giving the corresponding semantics \( s \),

\[
\eta = \sigma(G(s)), \tag{6}
\]

where \( \sigma(\cdot) \) is the sigmoid function.

This adaptive linear combination approach implicitly forces the features generated by the conditions of different modalities, i.e. \( x_v, x_s \) and \( \hat{x} \), to lie in the same feature space, and provides an intuitive way for comparing these aforementioned features with each other. In other words, DCVAE is capable of accomplishing the few-shot learning task even in the case that some modalities of examples are absence as illustrated in Figure 7. Moreover, if only the visual information \( v \) is available while the semantic information \( s \) is absent, DCVAE is degenerated as the class prototype-conditioned VAE (the visual version). Similarly, if only the semantic information \( s \) is available, DCVAE is degenerated as the semantic conditioned VAE, and the few-shot learning task is degenerated as the zero-shot learning task. With regard to the case that only some visual or semantic modality knowledge is missing, the original few-shot learning task is translated as the hybrid task of few and zero-shot learning.

F. Condition Cyclic Consistency

In order to ensure that the final synthetic feature \( \hat{x} \) generated by cross-modal conditions can fully encode both semantic and visual cues, we require the final synthetic feature \( \hat{x} \) can be converted back to its corresponding original conditions \( s \) and \( v \) via the semantic consistency network \( R_s(\cdot) \) and the visual consistency network \( R_v(\cdot) \) respectively. Moreover, these retrieved conditions should be consistent with the original conditions not only in representation but also in function.

The condition consistency in representation means that the retrieved conditions should be as similar as possible to the original conditions. Meanwhile, as two of the most commonly used metrics in NLP and computer vision, cosine distance is usually used to measure the similarity between semantic features, while Euclidean distance is used to measure the similarity between visual features. Thus, we attempt to maximize the similarities between original conditions and retrieved ones via maximizing the cosine distances between semantic representations while minimizing the Euclidean distances between class prototypes. Finally, such a goal can be achieved by minimizing the following representation consistency loss,

\[
\mathcal{L}_{rc} = \frac{\|v - \tilde{v}\|_2^2}{\cos(s, \tilde{s}) + \epsilon}, \tag{7}
\]

where \( \tilde{s} = R_s(\hat{x}) \) and \( \tilde{v} = R_v(\hat{x}) \) are the retrieved semantic and visual conditions respectively. \( \epsilon \) is a constant to avoid the denominator being divided by zero. Here, \( \epsilon = 0.1 \).

The condition consistency in function means that the retrieved conditions should have the same effect as their original ones in feature generation. In other words, the final synthetic feature generated by the original semantic representation \( s \) and the retrieved class prototype \( \tilde{v} \) should be consistent with the one generated by the retrieved semantic representation \( \tilde{s} \) and
the original class prototype \( v \). Such property can be achieved by minimizing the following function consistency loss,

\[
L_{gfc} = \| H(\hat{x}_s, x_u) - H(x_s, \hat{x}_v) \|^2_2, \tag{8}
\]

where \( \hat{x}_s = \mathcal{D}_s(\hat{s}, z) \) and \( \hat{x}_v = \mathcal{D}_v(\hat{v}, z) \) are synthetic features generated by combining different retrieved condition and original condition respectively.

\section*{G. The DCAVE Model}

Integrating all losses in Equations \( \{3, 4, 7, 8\} \) to yield the final DCAVE Model,

\[
\arg \min_{E, D, G} L_{DCAVE} = L_{bcvae} + L_{ts} + L_{tc} + L_{gfc}, \tag{9}
\]

to achieve all the aforementioned feature generation properties.

\section*{H. Details of Network Architecture}

Following the previous data augmentation works \( [3, 13, 14] \), we adopt ResNet with different depths (such as ResNet-12, ResNet-18 and ResNet-101, etc.) as the backbone to extract features from all three datasets. This is done for the sake of fair comparison with the backbone of different data augmentation approaches.

The encoder \( E(\cdot) \) of DCAVE consists of two fully connected layers of 1200 and 600 dimensions respectively, all followed by ReLU as the activation. Decoders \( D_s(\cdot) \) and \( D_v(\cdot) \) are implemented with one hidden layer of 600 units. In addition, each of the two branches of the cyclic consistency module is also implemented with one hidden layer of 512 units. The feature mixing network \( G(\cdot) \) has only one hidden layer of 1024 units and the noise vector \( z \) is a 100-dimensional vector drawn from the uniform Gaussian distribution.

During the feature extraction, the SGD optimizer is exploited with a momentum of 0.9 and a weight decay of \( 5e^{-4} \). The learning rate is initialized as 0.05 and is decayed after epoch 60 and 80 by a factor of 0.1, respectively. We choose Adam as our feature generate optimizer, where the learning rate is fixed to \( 10^{-4} \).

\section*{I. Training Strategies of DCAVE}

The training stage of few-shot learning model is commonly divided into two steps. The first step is to pre-train the few-shot learning model with training dataset. The second step is to fine-tune the model with the support set and then infer label for the query set.

In the multi-modal few-shot learning, the modality absence case is more frequently happening in the fine-tuning step, since the categories of training and testing set can be non-overlapped, and thus we can especially collect samples with full modalities only to construct the training dataset in real scenarios. In such a manner, the pre-training step of DCAVE is as same as the one of other few-shot learning models. However, the fine-tuning step needs to face two situations in multi-modal case. One is the full modality case, the other is the modality absence case. In the full modality case, the fine-tuning step of DCAVE is as same as the one of the other approaches.

With regard to the fine-tuning step of DCAVE in the modality absence case, the batch-based optimization strategy should be switched to the subbatch-based optimization strategy, since the modalities of samples in the same batch may be different as shown in Figure \( [1, b)-(f) \). The batch is further divided into several subbatches based on the modality situations of samples, e.g., the full modality subbatch \( \{ x_i, y_i, s_{yi} \} \), the visual modality absence subbatch \( \{ -x_i, y_i, s_{yi} \} \) and the semantic modality absence subbatch \( \{ x_i, y_i, - \} \).

For the full modality subbatch \( \{ x_i, y_i, s_{yi} \} \), the parameters of all modules are updated during this subbatch-based optimization. For the semantic modality absence subbatch \( \{ -x_i, y_i, s_{yi} \} \), only the parameters of the encoder \( E(\cdot) \) and the visual decoder \( D_v(\cdot) \) are updated while other modules are frozen during this subbatch-based optimization. However, due to the lack of visual samples, the semantic decoder \( D_s(\cdot) \) is directly adopted to generate synthetic features for the visual modality absence subbatch \( \{ -x_i, y_i, - \} \) setting. The fine-tuning of DCAVE in the modality absence cases shown in Figure [1] all can be accomplished by the different mixtures of these aforementioned subbatch-based optimizations.

\section*{J. Label Inference}

Once the model has been fine-tuned, as illustrated in Figure [2] we can generate three kinds of synthetic features for each class in \( S_T \), and then combine those synthetic features with the support set \( S_T \). After that, any classifier can be trained based on this augmented support set. In this paper, we just apply the simple \( k \)-nearest neighbor\((k\)-NN\)\) classifier to classify samples from the query set \( Q_T \).

\section*{IV. EXPERIMENTS}

In this section, we conduct the experiments on three popular benchmarks, namely CIFAR-FS, CUB, miniImageNet, for evaluating our work in comparison with the recent state-of-the-art methods.

\subsection*{A. Datasets and Settings}

The miniImageNet [6] consists of 100 classes randomly sampled from the ILSVRC2012 dataset [50], each class has 600 images with size \( 84 \times 84 \) pixels. Following the same split proposed by [4], we take 64 categories for training, 16 for validation and 20 for test, respectively. The CUB-200-2011(CUB) dataset is proposed by [57], which is a popular benchmark dataset originally for fine-grained classification. It contains 11,788 images from 200 categories of birds annotated with 312 attributes. We follow the training/validation/testing split proposed by [17] for evaluation. CIFAR-FS is derived from the standard CIFAR-100 dataset [58], which randomly divides 100 classes into 64 training classes, 16 validation classes and 20 testing classes.

We use the 300-dimensional word embedding obtained by GloVe [59] via feeding the class name of each category as the semantic representation in the miniImageNet. With regard to the CUB dataset, we take advantage of the publicly available attributes provided by [17] as the semantic representation of class.
Following the previous approaches [13, 14], we evaluate 5-way 1-shot and 5-way 5-shot classification tasks. During the test stage, for each task $T$, we use the support set $S_T$ for fine-tuning the trained model. We respectively conduct 50 and 100 times of fine-tuning in 5-way 1-shot and 5-way 5-shot tasks. Finally, we synthesize 100 fake features for each class and adopt the Euclidean distance based $k$-NN classifier for classification. Here, we set $k = 5$. Following the usual settings, our model is evaluated over 600 episodes with 15 test samples from each category. Our project is implemented in PyTorch and will be released in the future.

B. Few-Shot Learning

Table I tabulates the few-shot classification accuracy of different compared methods on CUB dataset. From the results, it is clear that DCV AE achieves the best performances with the significant advantages in all experiments. The performance gains of our method over the second best one are 1.43% and 6.76% in 5-way 1-shot and 5-way 5-shot tasks respectively in the case of ResNet-101. $\Delta$-encoder, AFHN, VI-Net and Deep DTN are the single-modal data augmentation-based approaches. DCV AE gets 15.63%, 14.90%, 10.67% and 13.43% more performance gains over these four methods respectively in 5-way 1-shot task. We attribute these significant performance gains to the fact that these data augmentation approaches only consider the single-modal condition during sample generation while our work considers the semantic and visual conditions both. Multi-Semantic [19], AM3-TADAM [2] and so on. DCV AE still shows its prominent advantages over these methods in both 5-way 1-shot and 5-way 5-shot task. Moreover, the ResNet-12 Feature Extractor-based DCV AE outperforms all the compared methods with ResNet-12 and four-layer CNN backbones, and also performs much better than most of the compared approaches with a heavier backbone network, e.g., Multi-Semantic (DenseNet-121) [19], AM3-TADAM (ResNet-101) [2], Dual TriNet (ResNet-18) [32] and so on.

Table II records the few-shot classification accuracies of different methods on miniImageNet dataset. DCV AE achieves very promising performances in comparison with the state-of-the-art approaches. It outperforms all compared methods with ResNet-18 backbone in 5-way 1-shot task and with ResNet-12 backbone in 5-way 5-shot task respectively. Deep DTN [14] is the best performed data augmentation-based compared method on miniImageNet. DCV AE outperforms it with 2.67% and 2.68% accuracy improvements in 5-way 1-shot and 5-way 5-shot tasks respectively. AM3-TADAM [2] is the best performed multi-modal few-shot learning approach on miniImageNet. DCV AE still gains more 0.82% and 2.49% accuracies in 5-way 1-shot and 5-way 5-shot tasks respectively.

Table III reports the few-shot learning results on CIFAR-FS. Similar to the observations on CUB and miniImageNet dataset, DCV AE is still the best performed approach on CIFAR-FS dataset, and the performance advantages of DCV AE over other compared approaches on CIFAR-FS dataset are even more significant than the ones on miniImageNet dataset. Dual TriNet [32] is the only multi-modal data augmentation-based methods among all compared approaches. DCV AE gains more 12.7% and 8.6% accuracies over it in 5-way 1-shot and 5-way 5-shot tasks respectively. Deep DTN [14] is the best performed data augmentation-based compared method. The accuracy improvements of our method over Deep DTN in 5-way 1-shot and 5-way 5-shot tasks are 4.6% and 4.2%

| Source     | Methods                     | Feature Extractors | 5-way 1-shot | 5-way 5-shot |
|------------|-----------------------------|--------------------|--------------|--------------|
| ICCV’2019  | SAMI [38]                   | 64-64-64-64        | 69.35        | 81.37        |
| ICLR’2019  | Closer Look [39]            | 64-64-64-64        | 60.53        | 79.35        |
| NeurIPS’2019 | AM3-TADAM [2]             | ResNet-101         | 71.40        | 79.70        |
| CVPR’2019  | Multi-Semantic [19]         | DenseNet-121       | 76.10        | 82.90        |
| CVPR’2020  | Hyperbolic [7]              | ResNet-18          | 64.02        | 82.53        |
| ICLR’2021  | BOIL [29]                   | 64-64-64-64        | 61.60        | 75.96        |
| MTA’2021   | SMAVI [26]                  | 64-64-64-64        | 63.54        | 76.14        |
| TCSVT’2021 | HGN [40]                    | 64-64-64-64        | 69.43        | 87.67        |
| PR’2021    | LMPNet [41]                 | ResNet-12          | 65.59        | 68.19        |
| WACV’2021  | Multimodal [3]              | ResNet-18          | 75.01        | 85.30        |
| ICLRW’2021 | TFH [42]                    | ResNet-18          | 75.83        | 88.17        |

| Source     | Methods                  | Feature Extractors | 5-way 1-shot | 5-way 5-shot |
|------------|--------------------------|--------------------|--------------|--------------|
| NeurIPS’2018 | $\Delta$-encoder [43]  | ResNet-18          | 69.80        | 82.60        |
| TIP’2019   | Dual TriNet [32]          | ResNet-18          | 69.61        | 84.10        |
| CVPR’2019  | f-VAEGAN-D2 [5]†         | DataAug            | ResNet-101   | 84.00        | 85.00        |
| CVPR’2020  | AFHN [13]                 |                   | ResNet-18    | 70.53        | 83.95        |
| AAAI’2020  | Deep DTN [14]             |                   | ResNet-12    | 72.00        | 85.10        |
| WACV’2021  | VI-Net [31]               |                   | ResNet-18    | 74.76        | 86.84        |

| DCV AE (Ours) | DataAug                  | ResNet-12          | 77.19        | 86.97        |
| DCV AE (Ours) | DataAug                  | ResNet-101         | 85.43        | 91.76        |

Table I: Few-shot classification accuracy (in %) on CUB dataset. “Others” include metric and gradient based methods, “DataAug” represents data augmentation based methods. † indicates that the method is a multi-modal approach, which has leveraged the additional semantic information. The best results are displayed in boldface.
shot learning via properly exploiting the complementary of DCV AE is a promising data augmentation approach for few-shot learning.

| Source     | Methods         | Feature Extractors | 5-way 1-shot | 5-way 5-shot |
|------------|-----------------|-------------------|--------------|--------------|
| ICML’2019  | TapNet [33]     | ResNet-12         | 61.65 ± 0.15 | 76.36 ± 0.10 |
| NeurIPS’2019 | AM3-TADAM [2]  | ResNet-12         | 65.30 ± 0.49 | 78.10 ± 0.36 |
| CVPR’2019  | MTL [28]        | ResNet-12         | 61.20 ± 1.80 | 75.50 ± 0.80 |
| ICLR’2019  | LEO [9]         | WRN-28-10         | 61.76 ± 0.08 | 77.59 ± 0.12 |
| CVPR’2020  | Hyperbolic [7]  | ResNet-18         | 59.47 ± 0.20 | 76.84 ± 0.14 |
| CVPR’2020  | DSN [10]        | ResNet-12         | 62.64 ± 0.66 | 78.83 ± 0.45 |
| ICMIL’2020 | SLA-AG [44]     | ResNet-12         | 62.93 ± 0.63 | 79.63 ± 0.47 |
| CVPR’2020  | AGIM [55]       | WRN-28-10         | 63.12 ± 0.08 | 78.40 ± 0.11 |
| IJCAI’2020 | ADM [45]        | 64-64-64-64       | 54.26 ± 0.63 | 72.54 ± 0.50 |
| ICLR’2021  | BOIL [29]       | 64-64-64-64       | 49.61 ± 0.16 | 66.45 ± 0.37 |
| MTA’2021   | SMAVI [66]      | 64-64-64-64       | 58.91 ± 0.85 | 74.44 ± 0.62 |
| TCSVT’2021 | HGN [40]        | 64-64-64-64       | 60.03 ± 0.51 | 79.64 ± 0.36 |
| arXiv’2021 | S-MoCo [47]     | ResNet-18         | 59.94 ± 0.89 | 78.17 ± 0.64 |
| ICLRW’2021 | TFH [48]        | ResNet-18         | 64.25 ± 0.85 | 80.10 ± 0.61 |
| PR’2021    | LMPNet [41]     | ResNet-12         | 62.74 ± 0.11 | 80.23 ± 0.52 |
| ICLR’2021  | ConstellationNet [48] | ResNet-12 | 64.89 ± 0.23 | 79.95 ± 0.17 |

| Source     | Methods         | Feature Extractors | 5-way 1-shot | 5-way 5-shot |
|------------|-----------------|-------------------|--------------|--------------|
| NeurIPS’2018 | MetaGAN [11]   | 32-32-32-32       | 52.71 ± 0.64 | 68.63 ± 0.67 |
| NeurIPS’2018 | Delta-encoder [43] | ResNet-18       | 59.90 ± n/a  | 69.70 ± n/a  |
| ICCV’2019   | GCR [49]        | 64-64-64-64       | 53.21 ± 0.40 | 72.34 ± 0.32 |
| CVPR’2019   | SalNet [12]     | ResNet-101        | 62.22 ± 0.87 | 77.95 ± 0.65 |
| TIP’2019    | DualTriNet [32] | DataAug           | 58.12 ± 1.37 | 76.92 ± 0.69 |
| CVPR’2019   | IDEMe-Net [19]  | ResNet-18         | 59.14 ± 0.86 | 74.63 ± 0.74 |
| AAAI’2019   | Self-Jig [16]   | ResNet-18         | 58.80 ± 1.36 | 76.71 ± 0.72 |
| AAAI’2020   | DeepDTN [14]    | ResNet-12         | 63.45 ± 0.86 | 77.91 ± 0.62 |
| CVPR’2020   | AFHN [13]       | ResNet-18         | 62.38 ± 0.72 | 78.16 ± 0.56 |
| WACV’2021   | VI-Net [37]     | ResNet-18         | 61.05 ± n/a  | 78.60 ± n/a  |
| DCVAE (Ours)| DataAug         | ResNet-12         | 63.67 ± 0.84 | 80.59 ± 0.45 |
|             |                 | ResNet-18         | 66.12 ± 0.25 | 78.61 ± 0.63 |

| Source     | Methods         | Feature Extractors | 5-way 1-shot | 5-way 5-shot |
|------------|-----------------|-------------------|--------------|--------------|
| NeurIPS’2017 | PrototypicalNet [4] | ResNet-12       | 72.2 ± 0.7   | 83.5 ± 0.5   |
| TIP’2019    | TwoStage [50]   | 64-64-64-64       | 67.1 ± 0.3   | 81.6 ± 0.3   |
| ICCV’2019   | Shot-Free [57]  | ResNet-12         | 69.2 ± n/a   | 84.7 ± n/a   |
| CVPR’2019   | MetaOptNet-Net [52] | ResNet-12     | 72.6 ± 0.7   | 84.3 ± 0.5   |
| CVPR’2019   | MetaOptNet-SVM [52] | ResNet-12     | 72.0 ± 0.7   | 84.2 ± 0.5   |
| ECCV’2020   | BAS [53]        | ResNet-12         | 73.5 ± 0.9   | 85.5 ± 0.6   |
| CVPR’2020   | LR+IC [54]      | Others            | 73.9 ± n/a   | 84.1 ± n/a   |
| CVPR’2020   | DSN-MR [10]     | ResNet-12         | 75.6 ± 0.9   | 86.2 ± 0.6   |
| ICMIL’2020  | SLA-AG [44]     | ResNet-12         | 74.6 ± 0.7   | 86.8 ± 0.5   |
| ECCV’2020   | RFS-distill [55] | ResNet-12         | 73.9 ± 0.8   | 86.9 ± 0.5   |
| ICLR’2021   | ConstellationNet [48] | ResNet-12 | 75.4 ± 0.2   | 86.8 ± 0.2   |
| arXiv’2021  | S-MoCo [47]     | ResNet-18         | 69.2 ± 0.9   | 85.3 ± 0.7   |
| ICLRW’2021  | TFH [42]        | ResNet-18         | 73.8 ± 0.8   | 85.9 ± 0.6   |
| DCVAE (Ours)| DataAug         | ResNet-12         | 76.1 ± 0.6   | 87.0 ± 0.3   |
|             |                 | ResNet-18         | 74.9 ± 0.4   | 86.5 ± 0.5   |

In summary, all these experimental results demonstrate that DCVAE is a promising data augmentation approach for few-shot learning via properly exploiting the complementary of different modality information.

C. Partial Modality Absent Few-Shot Learning

In this section, we conduct several experiments on all three benchmarks to validate the partial modality absent few-shot
learning abilities of DCVAE. The partial modality absent few-shot learning means that some examples lack the completed modality information as shown in Figure 1. In these experiments, we randomly remove some modalities samples to simulate different modality absence scenarios, and define the modality absence ratio to measure the severity of samples to simulate different modality absence scenarios. In short, DCV AE provides a more general, elegant, and proper way to address the few-shot learning task under different modality absence scenarios.

D. Parameter Sensitivity Studies

1) Effect of Hyper-parameters $\lambda$: Hyper-parameter $\lambda$ is used for reconciling the different losses in our model. By varying the value of $\lambda$ from $\{0.01, 0.1, 1, 10, 100\}$, we can find the influence of $\lambda$ on the performance of the proposed model. To this end, we evaluate our method on all three datasets for 5-way 1-shot and 5-way 5-shot tasks.

As shown in Figure 3, we observe that the best performance is achieved at $\lambda = 100$ in the 1-shot task of the CUB. In the 5-shot task, the model performance decreases slightly at the beginning and then increases along with the increase of $\lambda$, again achieving the best performance at $\lambda = 100$. Furthermore, the growth trends of model performance on CIFAR-FS and miniImageNet are very similar. Their best $\lambda$ are 10.

2) Effect of the Number of $k$ in $k$-NN: We conduct several experiments to study the impacts of different $k$ in the $k$-NN classifier to the performance of DCVAE. Table V tabulates the 5-way classification performances of our model under different $k$ on miniImageNet. From the results, it is not hard to find that our method is quite insensitive to the setting of $k$, and we suggest $k = 5$.

| TABLE IV |
| --- |
| THE 5-WAY FEW-SHOT CLASSIFICATION ACCURACY (IN %) OF DCVAE UNDER DIFFERENT ABSENCE RATIOS ($\eta_{m}$) OF VISUAL AND SEMANTIC MODALITIES ON MINIIMAGENET, CUB AND CIFAR-FS DATASETS. $\eta_{s} + \eta_{v} \leq 100\%$ FOR MAKING SURE THAT EACH SAMPLE SHOULD BE REPRESENTED BY AT LEAST ONE MODALITY. |
| (a) 1-shot on miniImageNet | (b) 1-shot on CIFAR-FS | (c) 1-shot on CUB |
| --- | --- | --- |
| $\eta_{s}$ | 0% | 20% | 40% | 60% | 80% | 100% |
| 0% | 66.12 | 64.41 | 63.25 | 60.79 | 59.53 | 59.42 |
| 20% | 65.73 | 63.56 | 62.16 | 59.56 | 58.33 | - |
| 40% | 63.68 | 61.98 | 59.78 | 57.51 | - | - |
| 60% | 61.21 | 59.67 | 57.54 | - | - | - |
| 80% | 60.29 | 58.34 | - | - | - | - |
| 100% | 59.75 | - | - | - | - | - |
| (d) 5-shot on miniImageNet | (e) 5-shot on CIFAR-FS | (f) 5-shot on CUB |
| --- | --- | --- |
| $\eta_{s}$ | 0% | 20% | 40% | 60% | 80% | 100% |
| 0% | 78.61 | 76.15 | 75.86 | 75.63 | 75.38 | 75.58 |
| 20% | 72.24 | 70.81 | 69.39 | 60.79 | 59.53 | 59.42 |
| 40% | 66.12 | 64.41 | 63.25 | 60.79 | 59.53 | 59.42 |
| 60% | 61.21 | 59.67 | 57.54 | - | - | - |
| 80% | 60.29 | 58.34 | - | - | - | - |
| 100% | 59.75 | - | - | - | - | - |
Fig. 3. Effect of Hyper-parameters $\lambda$ on three benchmarks. By varying the value of $\lambda$ from \{0.01, 0.1, 1, 10, 100\}, we can explore the effect of hyper-parameter on the performance of the model.

TABLE V

| Model       | 5-way Accuracy(%) |
|-------------|-------------------|
|             | $k=1$ | $k=3$ | $k=5$ | $k=7$ | $k=9$ |
| 1-shot      | 65.70 | 66.11 | **66.12** | 66.07 | 66.10 |
| 5-shot      | 76.62 | 78.53 | **78.61** | 78.60 | 78.58 |

TABLE VI

| Setting | n=0 | n=50 | n=100 | n=200 | n=300 | n=400 | n=500 |
|---------|-----|-----|------|------|------|------|------|
| 1-shot  | 56.13 | 65.31 | **66.12** | 66.04 | 66.02 | 65.92 | 66.10 |
| 5-shot  | 68.45 | 78.51 | 78.61 | 78.53 | 78.50 | 78.49 | **78.65** |

3) Effect of the Number of Synthetic Features: In this subsection, we analyze how the final synthetic feature amount complemented in support set affects test accuracy on miniImageNet, as shown in Table V. We achieve at least 10% accuracy improvement via complementing the features generated by our DCVAE to the original support set in both 5-way 1-shot and 5-way 5-shot tasks respectively. From the experimental results, it is not hard to find that the performance is quite insensitive to the setting of the complemented synthesized sample amount $n$ when $n \geq 0$. These observations reveal that the augmented sample prominently alleviates the data scarcity, and 50 synthesized samples are enough for complementing the support set to train a reliable classification model. Here, we set $n = 100$.

TABLE VII

| Loss Function | Type | 1-shot | 5-shot |
|---------------|------|--------|--------|
| $\mathcal{L}_{\text{bcvae}}$ w/o DFAM | $x_v$ | 63.28 | 76.48 |
| $\mathcal{L}_{\text{bcvae}}$ w/ DFAM | $x_v$ | 59.04 | 74.92 |
| $\mathcal{L}_{\text{bcvae}}$ w/ DFAM | $\tilde{x}$ | 65.30 | 77.79 |
| $\mathcal{L}_{\text{bcvae}} + \mathcal{L}_{ts}$ | $\tilde{x}$ | 65.38 | 77.85 |
| $\mathcal{L}_{\text{bcvae}} + \mathcal{L}_{ts} + \mathcal{L}_{cr}$ | $\tilde{x}$ | 65.67 | 78.03 |
| DCVAE w/ CCC | $\tilde{x}$ | 66.01 | 78.35 |

E. Ablation Study

1) Influences of Different Losses: We study the influences of different loss terms in Eq. 9 by progressively integrating them into our proposed model. To this end, we evaluate our method on the miniImageNet for 5-way setting with the ResNet18 backbone and the results are reported in Table VII. We observe that the integration of all three terms in our loss consistently outperforms any other configuration, it boosts the performance from 65.30% to 66.01% in 1-shot task. We also find that twin similarity loss $\mathcal{L}_{ts}$, only marginally improved the performance of our model. We attribute this to the fact that the twin similarity loss and the reconstruction loss share some overlapping functions on the constraints of generated features, which all tend to make the generated features as similar as possible to the original features and their twins.

2) Influences of Different Modules: The proposed DCVAE consists of two essential modules, Dizygotic Feature Adaptive Mixture (DFAM) and Condition Cyclic Consistency (CCC). Thus, we perform an ablative study and empirically analyze the contributions of these two modules on the miniImageNet for 5-way setting. The analysis results are also shown in Table VII. From observations, we can give the following conclusions: (1) the semantic representation plays a more important role for guiding the feature generation, particularly in one-shot scenario. (2) the DFAM module adaptively combines the features generated by two different conditions and achieves a performance gain of at least 1.31%. (3) Combined with DFAM, CCC module further improves the performance from 65.38% to 66.01%. This indicates that condition cyclic consistency module can effectively ensure that the final synthetic features have sufficiently encoded both semantic and visual information, thus improving the quality of the generated features and few-shot classification performance.

3) Effect of Different Feature Settings for Few-shot Classification Accuracy: There are three kinds of synthetic features produced by our proposed model. They are visually conditional synthetic feature $x_v$, semantically conditional synthetic feature $x_s$ and the final hybrid synthetic feature $\tilde{x}$ respectively. We conduct several experiments on miniImageNet via analyzing the influences of different combinations of these features to the performance of our model. Moreover, we build three extra CVAE models which only consider the semantic
Fig. 4. The t-SNE visualization of synthetic features on miniImageNet. The class prototype is indicated by ⋆ in a 5-way 5-shot task. Figures 4(a)-4(c) visualize the distributions of data generated by the conventional Conditional Variational AutoEncoder (CV AE) via considering the single modality information as the feature generation condition, while Figures 4(d)-4(f) visualize the distributions of different modality features synthesized by our model. “s;v” represents the concatenation of semantic and visual information and “dis” indicates the mean of the Euclidean distances between the class prototype and the synthetic category prototype (the mean of the generated samples per category) in the few-shot classification task. Different colors are used for distinguishing the samples from different categories. The lower “dis” implies the smaller discrepancy between the distribution of real data and the distribution of synthesized data.

**TABLE VIII**

| Methods          | 5-way 1-shot | 5-way 5-shot |
|------------------|--------------|--------------|
| CVAE(s)          | 63.71        | 76.52        |
| CVAE(v)          | 56.42        | 73.35        |
| CVAE(s;v)        | 61.10        | 74.15        |
| DCVAE(x_s)       | 65.40        | 78.17        |
| DCVAE(x_v)       | 62.32        | 78.03        |
| DCVAE(ẑ)         | 66.01        | 78.35        |
| DCVAE(x_s + x_v) | 65.73        | 78.26        |
| DCVAE(x_s + ẑ)  | **66.12**    | **78.61**    |
| DCVAE(x_v + ẑ)  | 65.84        | 78.29        |
| DCVAE(x_s + x_v + ẑ) | 66.06 | 78.54        |

The best results are in bold.

representation or the class prototype or the concatenation of these two representations as the unique condition for validating the effect of our proposed dizygotic symbiosis manner.

Table VIII reports the results of the aforementioned experiments. From observations, here we can give the following conclusions: (1) the dizygotic symbiosis manner boosts the performance of the semantic and visual information-based feature generators both. For example, the $x_s$ and $x_v$ generated by DCVAE gain more 1.69% and 5.90% accuracies respectively than the ones generated by CVAE in 5-way 1-shot task. (2) the performance of CVAE model with the concatenation of semantic and visual information as the condition is not significantly better than that of CVAE with the single condition. For example, the one-shot classification accuracy of such a simple model is 56.42% (visual only)<61.10%<63.71% (semantic only). This means that if we have not elaborated a proper multi-modal learning fashion, the multi-modal version even cannot outperform the single one. The experimental results also imply that our method sufficiently exploit both of these two modalities of information, and present a considerable improvement in few-shot learning. (3) the semantic representation plays a more important role for guiding the feature generation particularly in one-shot scenario, since the features generated based on semantics consistently achieve better results than the ones based on the visual information while their performance gap is shrunk along with the increase of the labeled samples. Such phenomenon again confirms the importance of semantics in few shot learning, which has been indicated in some previous works [2]. (4) the feature combinations always perform much better than the solo one, and $x_s + ẑ$ is the optimal combination. For example, $x_v + ẑ$ and $x_s + ẑ$ respectively improve 3.52% and 0.72% more accuracies. (5) the final hybrid synthetic feature $ẑ$ is the best among the three generated features, however the performance gap between $x_s$ and $ẑ$ is very narrow.

**F. Visualization of Synthetic Features**

We use the t-SNE [60] to visualize the data synthesized by Conditional Variational AutoEncoder (CVAE) and DCVAE
with different modalities of prior knowledge in Figure [3]. The first row of the figure shows the distributions of data synthesized by CVAE with visual, semantic, combined modality prior knowledge from left to right. Similarly, the second row shows the ones of DCVAE with the same order. The * points represent the center of real samples (the category prototype) with respect to each category. In such a manner, the closer the distance between the center of the synthesized data and its corresponding point * is, the higher quality the synthesizes features are. From observations, it is clear that the * points are always much closer to the center of data synthesized by DCVAE. For more explicitly showing such a fact, we report the mean of Euclidean distance between the center of synthesized data and its corresponding * over categories, which is referred as “dis” in Figure [4]. Clearly, such distances achieved by DCVAE are consistently shorter than the ones achieved by CVAE on all cases. In summary, all these visualization experimental results well validate the better feature generalization ability of DCVAE over CVAE.

V. CONCLUSION

In this paper, we presented an ingenious multi-modal data augmentation method named Dizygotic Conditional Variational AutoEncoder (DCVAE) for few-shot learning. DCVAE pairs two Conditional Variational AutoEncoders (CVAEs) with a dizygotic symbiosis manner to utilize both the semantic and visual prior knowledge for conditioning the feature generation. It unifies the features generated based on different modality information to a final synthetic feature with an adaptive mixture mechanism, and employs a condition cyclic consistency module to keep the consistency between the original conditions and the conditions retrieved based on the final synthetic feature in both representation and function. DCVAE provides a new generative learning framework for data generation under multimodal conditions. Extensive experimental results on three popular benchmarks demonstrate its superiority over the state-of-the-arts, and also validate that DCVAE is able to work well in various data modality configurations.
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