Combined Artificial Intelligence Approaches Analyzing 1000 Conservative Patients with Back Pain—A Methodological Pathway to Predicting Treatment Efficacy and Diagnostic Groups
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Abstract: Patients with back pain are common and present a challenge in everyday medical practice due to the multitude of possible causes and the individual effects of treatments. Predicting causes and therapy efficiency with the help of artificial intelligence could improve and simplify the treatment. In an exemplary collective of 1000 conservatively treated back pain patients, it was investigated whether the prediction of therapy efficiency and the underlying diagnosis is possible by combining different artificial intelligence approaches. For this purpose, supervised and unsupervised artificial intelligence methods were analyzed and a methodology for combining the predictions was developed. Supervised AI is suitable for predicting therapy efficiency at the borderline of minimal clinical difference. Non-supervised AI can show patterns in the dataset. We can show that the identification of the underlying diagnostic groups only becomes possible through a combination of different AI approaches and the baseline data. The presented methodology for the combined application of artificial intelligence algorithms shows a transferable path to establish correlations in heterogeneous data sets when individual AI approaches only provide weak results.
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1. Introduction

Artificial Intelligence (AI) is gaining more and more influence in medical care. However, clinical disease presentations are complex and prediction of the progress of a disease for the individual patient is often difficult. Patients with back pain are a typical example as the causes of pain are diverse and complex ranging from simple muscular spasms to malignant tumors or serious injuries. Thus, the perception and processing of the complaints as well as the extent of therapeutic success through medical measures show a high interindividual variability [1].

Finding the right cause of back pain and better estimation of success rates of a conservative therapy would help to propose a suitable treatment. This could facilitate the initiation of individually appropriate therapy and the determination of a suitable diagnosis without the excessive use of costly and time-consuming, often invasive diagnostics. An insufficient or too excessive care of patients could be avoided.

In recent years, there have been increasingly promising efforts to improve medical care in the field of back pain and spinal therapy through the application of artificial
intelligence [2–6]. Typically, two approaches are followed to establish an AI dealing with medical issues. Supervised AI performs learning on repetitive, comparable procedures, allowing the prediction of defined target variables. In non-supervised AI approaches, patterns are searched for in data sets to apply them to the course of a disease. In the case of spinal conditions, however, the predictions have so far been limited, irrespective of the AI approach used, as the full spectrum of available technical possibilities has so far only been exploited in a few cases.

To further improve AI prediction, we have developed a combined AI approach. For this purpose, a dataset of 1000 patients with spinal complaints who underwent standardized conservative therapy was utilized. The individual efficiency of this treatment was first examined in a supervised AI approach. Secondly a non-supervised clustering was performed. Then a combination of both approaches by supervised prediction of clusters was established. The joint application of all three approaches then enabled the prediction of diagnostic groups through the analysis of cluster subgroups. This entire process exemplifies how a combination of AI approaches can enable diagnostic prediction.

2. Materials and Methods

2.1. Patient Population

Prospectively collected data of 1000 consecutive patients presented at the Spine Center of the Hessing Foundation in Augsburg, Germany, between August 2018 and January 2020 were used. All patients suffered from back pain and received standardized inpatient conservative therapy. All patients were treated according to the same therapy sequence over 5 days, whereby the therapy modules provided were individually adaptable.

Complaints were assessed at baseline and at the end of therapy using the Oswestry Disability Index (ODI) and a visual analogue scale (VAS), separately for leg and back pain. The ODI is based on a questionnaire and ranges from 0 to 100. Higher scores in the ODI indicate a higher disability [7]. VAS is measured on a 100 mm visual analogue scale and is reported as a number between 0 and 10, with 10 indicating highest possible pain level. All of the patients provided informed written consent to the use of their data. The data collection took place within the framework of participation in the German Spine Registry. For use in the present project, patient data were anonymized at the time of inpatient discharge. The complete data set was processed in a translational approach together with the digital pathology and AI working group at the University Hospitals Erlangen, Germany, to establish the combined AI method presented here.

2.2. Course of Standardised Conservative Therapy

All patients received a combination of different therapeutic measures over 5 days including daily specific spinal infiltrations (epidural, periradicular or facet infiltrations). Additionally, daily physiotherapeutically guided exercises, balneo-physical applications and learning of pain-coping strategies were carried out in individual and group therapies.

2.3. Content and Structure of Database

Basic demographic data, as well as the ODI value along with separate VAS score for leg and back pain for every patient were assessed on the day of admission. The ODI was reassessed on the day of discharge following inpatient treatment. The data collected from the 1000 patients were divided into three quality categories. As a result, 100% complete data sets were available for 427 patients. In 211 cases there was an insufficient response regarding the ODI questionnaires (more than one question has not been answered). The remaining 362 records had multiple incomplete data.

The mean age of the patients was 62.8 years and ranged from 18 to 95 years. 55.2% of patients were female, 44.8% male, 0% diverse. In total, 37.1% of patients had a BMI above 30 kg/m² and were thus classified as obese. A total of 31.2% of patients stated that they were regular smokers. In total, 28.9% of the patients had previously undergone spinal surgery.
2.4. Supervised Prediction of Treatment Efficiency

The data collected from the 1000 patients were stored in a csv file format that was read by the pandas python package (pandas v. 0.23.1 [8]; python 3.6.7 [9]). Plotting of correlation matrix (matplotlib v. 2.1.2 [10] and seaborn v. 0.8.1 [11]), density distributions, histograms of various parameters and basic statistical operations were performed on the dataset.

Then, to predict the patient outcome after initial treatment during hospital stay, we defined the ODI Score after treatment to be our target predictive value, hence the machine learning problem was a linear regression problem. Applying recursive feature elimination, weighing of feature importance and analysis of intercorrelating features, half of the parameters within the csv file for a given patient were dropped to reduce complexity (feature selector v. 1.0.0). The final parameters used during the machine learning are shown in Table 1.

| Categorical Variables | Continuous Variables | Target Variable |
|----------------------|----------------------|-----------------|
| Gender               | Age                  | ODI at admission|
| Pain duration > 3 month | Year of birth       |                 |
| Smoking              | BMI                  |                 |
| Previous spine operation | Back pain (VAS)   |                 |
|                      | Leg pain (VAS)       |                 |
|                      | ODI at admission     |                 |
|                      | Patient standing height |             |

After identification of categorical variables, these were implemented in a neural net. The rest were continuous variables that have been collected in a separate array as a separate input to the model. The model used had multiple categorical inputs processed via an embedding layer and one input for the continuous variables. All inputs were concatenated and processed through two additional hidden layers with rectified linear activation functions and a subsequent linear output at the last layer. The Keras framework (v. 2.2.4) [12] with tensorflow backend (v.1.12.0) [13] was used to model the network architecture and perform network training.

2.5. Cluster Analysis and Prediction

Firstly, in a non-supervised approach, the whole dataset was investigated. Therefore we used a Python implementation of an algorithm for dimensionality reduction (Uniform Manifold Approximation and Projection for Dimension Reduction; UMAP) [14] to visualize our data. By using the Hierarchical Density-Based Spatial Clustering of Applications with Noise (HDBSCAN) [15] python implementation we identified three unique clusters within our dataset of 1000 patients and assigned the identified cluster labels to the dataset.

Secondly, we trained a simple shallow neural net to predict the cluster labels assigned. Eventually we identified the most important features within our dataset contributing to the class label hence the cluster they were assigned to by using the python implementation of SHapley Additive exPlanations (SHAP) [16] which is a game-theoretic approach to explain the output of any machine learning model. Finally, these features were overlayed and assigned to the plot showing the distinct clusters from our patient data.

2.6. Combination of AI Approaches

Machine learning is used in the supervised AI approach, on the one hand, to predict the ODI score at the end of conservative therapy and on the other hand to predict the cluster group of the non-supervised AI approach as described above.

In the framework of the cluster group analysis, the ODI at admission was shown to be the most important influencing factor on the cluster grouping (Figure 1) and at the same
time showed a cluster specific correlation in the Shap value analysis (Figure 2). Further detailed analysis of the cluster groups revealed clinically relevant diagnosis subgroups within the main cluster groups that could be identified. To be able to use the tendencies of the ODI score on admission and at the end of therapy to differentiate between the diagnosis subgroups, only the 427 data sets with completely recorded ODI scores were used. The predicted ODI value at discharge was converted into a value that describes the change in ODI compared to the start of therapy.

Accordingly, the following data are available for an individual patient at the start of treatment:
- given ODI at admission;
- predicted change in ODI after therapy;
- predicted cluster group a patient belongs to.

If one analyzes the general ODI values in the predicted cluster group and compares them with the two individual ODI values of the patient (given at admission and predicted at discharge), it becomes possible to identify diagnostic groups based on the ODI characteristics of the patient.

Figure 1. SHAP value analysis shows the relationship between variables and their influence on clustering results. The ODI at the time of admission clearly has the greatest influence, followed by the other parameters (VAS for back and limb pain) used to describe complaints.
3. Results

3.1. Prediction of Treatment Efficiency

The supervised AI model was performed in 5-fold cross-validation and achieved a mean absolute error of 9.06 in the prediction of the ODI value at discharge. A standard deviation of 0.17 was found (Table 2).

| Fold | 1    | 2    | 3    | 4    | 5    | Mean | SD  |
|------|------|------|------|------|------|------|-----|
| Mean absolute error | 8.91 | 8.94 | 8.99 | 9.29 | 9.20 | 9.06 | 0.17 |

3.2. Unsupervised Cluster Analysis with Supervised Cluster Prediction

In the non-supervised AI model, a clear clustering with three separate areas could be found (Figure 3). Training a supervised model to learn the cluster labels assigned, we could achieve a mean of 89.54% prediction accuracy in a 5-fold cross validation approach with a standard deviation of 5.25% (Table 3). This cluster predicting model was found to be predominantly defined and determined by the ODI and VAS values of the patients at the time of admission (Figure 1). The cluster group “0” in particular proved to be an obstacle for a more optimal prediction, as a prediction failed here conspicuously often (Figure 4).
In the non-supervised AI model, a clear clustering with three separate areas could be found (Figure 3). Training a supervised model to learn the cluster labels assigned, we could achieve a mean of 89.54% prediction accuracy in a 5-fold cross-validation approach with a standard deviation of 5.25% (Table 3). This cluster predicting model was found to be predominantly defined and determined by the ODI and VAS values of the patients at the time of admission (Figure 1). The cluster group "0" in particular proved to be an obstacle for a more optimal prediction, as a prediction failed here conspicuously often (Figure 4).

Figure 3. The nonsupervised data analysis shows a clear delineation of 3 different clusters.

Table 3. Mean correct prediction rate of the cluster group and mean and standard deviation of the performed 5-fold cross-validation.

| Fold | 1    | 2    | 3    | 4    | 5    | Mean | SD  |
|------|------|------|------|------|------|------|-----|
| correct prediction | 89.4% | 80.6% | 92.3% | 91.5% | 93.9% | 89.54% | 5.25% |

Figure 4. Representation of the worst prediction for the cluster group of a patient. Mainly in the cluster group "0" there seem to be difficulties in establishing a good prediction.

3.3. Combined AI Approach for Predicting Groups of Diagnoses

An analysis of the diagnosis subgroups in each cluster in Table 4 shows that these subgroups within a cluster can be distinguished from each other by certain combinations of
ODI value at admission and change in ODI at discharge. In particular, certain pathologies stand out clearly in several cluster groups. In cluster “0”, a well recognizable constellation for herniated discs can be distinguished. This subgroup has unusually strong improvements in ODI value due to therapy. In addition, the subgroup of deformities in cluster “0” with low ODI values at the beginning of therapy and almost unchanged ODI values after conservative treatment can be well identified, too. In cluster group “1”, the diagnosis group of osteochondrosis stands out from the other subgroups with low initial ODI values and almost unchanged values after therapy. In cluster group “2”, tendencies for individual diagnostic groups are recognizable. Thus, osteoarthroses, osteochondroses and olistheses with insufficient changes in the ODI values following therapy distinguish themselves from the other subgroups.

Table 4. Mean values of ODI at admission (ODI initial) and change in ODI value at the time of discharge from hospital (with standard deviation in grey beneath) for the diagnosis subgroups in all three clusters. In the overall comparison, higher values are highlighted in yellow and lower values in blue.

| Cluster 0 | Cluster 1 | Cluster 2 |
|-----------|-----------|-----------|
| n ODI Initial Delta ODI | n ODI Initial Delta ODI | n ODI Initial Delta ODI |
| osteoarthritis | 27 | 46.39 | 6.24 | 2 | 46.11 | 16.78 | 16 | 29.11 | 5.82 |
| deformity | 14 | 30.90 | 3.54 | 1 | 26.00 | 19.33 | 1 | 26.00 | 19.33 |
| osteochondrosis | 74 | 45.67 | 7.53 | 6 | 22.93 | 3.44 | 22 | 27.84 | 5.85 |
| olisthesis | 10 | 47.40 | 6.13 | 10 | 15.34 | 4.20 | 4 | 28.00 | 6.78 |
| other degenerative | 20 | 50.79 | 8.51 | 8 | 46.50 | 11.57 | 12 | 30.87 | 11.36 |
| spinal stenosis | 55 | 51.09 | 9.85 | 5 | 49.96 | 3.35 | 13 | 35.34 | 15.67 |
| disc herniation | 24 | 49.07 | 21.77 | 32 | 47.34 | 3.19 | 45 | 35.34 | 15.67 |
| other radiculopathy | 26 | 52.00 | 3.02 | 2 | 55.00 | 5.00 | 9 | 32.20 | 8.89 |

4. Discussion

4.1. Prediction of Efficiency of Conservative Treatment of Back Pain

Our supervised AI model for the prediction of ODI scores after conservative treatment can be considered useful to predict the success of conservative treatment of back pain. Unfortunately the absolute error rate of about 9 percentage points on the ODI scale does not lie within the minimum clinical difference (MCID) for the ODI which is also 9% (with 95% confidence interval) [17]. For the optimal quality of the assessment, a further reduction of the error rate below 9% would be required. However, whether or not an improvement of the patient’s complaints is to be expected through therapy, this can already be assessed indicatively with this AI model.

The reason for the insufficient prediction rate is not the number but the quality of the data [18]. We showed previously that a good prediction is possible even with small groups if the data quality is appropriate [19]. The present study is a preliminary study using prospectively collected registry data generated in daily clinical routine. There was no thorough data review and no explicit measures to ensure data quality. In line with current ideas on the establishment of artificial intelligence as discussed in the current literature, we see this as the main reason for the not entirely convincing predictive power of this AI model [2–4,18,20].

4.2. Prediction of Cause of Back Pain

In a separate analysis, we looked for a way to identify the causes of a patient’s back pain solely on the basis of the data set used here, without performing further diagnostics such as MRI or X-ray.
For this purpose, we first conducted a cluster analysis and then established a prediction of these clusters. Further analysis of the clusters led to subgroups that can be identified with the available predictions and baseline data of an individual patient.

To our knowledge, the interlinking of a cluster data analysis with a supervised AI for the prediction of cluster subgroups, represents a new approach for AI algorithms to address clinical questions. The diagnosis subgroup into which a patient can be assigned is identified in a kind of decision tree. This is built up from a combined supervised and non-supervised AI and provides distinguishing features based on the ODI on admission, the change in ODI after therapy, and the predicted cluster group. These features can be applied to the subgroups of clusters that are diagnosis-based, allowing the underlying diagnosis of a patient to be determined.

The correct cluster for a new patient is predicted with an accuracy of 89.54% in our model. The standard deviation here is 5.25%. These values show that the prediction is possible, but for clinical application, these values should be considered insufficient. From our point of view, an improvement of the data quality is a necessity for an improvement of the prediction, as stated above. In detail, when the dimensionally reduced cluster representation is combined with the detailed analyses of the individual predictions, it becomes apparent that the cluster group “0” probably consists of several individual clusters, but the available data sets cannot produce sufficient discriminatory power to differentiate them further. As a result, the predictions mainly show difficulty in correctly predicting the cluster group “0” (an example of the weakest prediction is shown in Figure 4).

Consequently, the diagnosis subgroup prediction based on the cluster prediction is also rudimentary in the present version. Clear differentiation is currently only possible for several diagnosis subgroups. Often only tendencies are recognizable in the current form, which make a definite classification into a diagnosis group difficult. It is well recognized that clinically related diagnostic groups also achieve comparable ODI values (Table 4). This confirms that the predictions basically work, however the required discriminatory power of the subgroups cannot, unfortunately, be achieved with the present data set.

4.3. Weaknesses of the Presented Concept

Since the data sets used here are the results of a single center and the therapies were carried out in all patients with the same components, we see the main problem to be the insufficient data quality. Secondly, the amount of data in this study could also be considered insufficient as the available data combine a large number of pathologies [21]. We have been able to show in a previous study that an assured data quality from the beginning leads to good predictions with regard to an AI establishment, even with small data sets.

Although it has been shown that imaging often does not necessarily correlate with the clinical impact of spinal changes [1], integration of existing image datasets should be considered in the further course provided it is not misunderstood to explain clinical symptoms. Particularly in determining a diagnosis, correlation with radiographs and/or MRI images is useful for quality reasons if only to verify the individual diagnoses in the dataset.

The data set of our methodological study used here has no relevant follow-up data. The predicted ODI value at the time of discharge after inpatient treatment is recorded approx. 5 days after the baseline values were recorded. To make a relevant statement about the success of the therapy, follow-up data would have to be collected several weeks to months after the treatment [17,22,23]. An accordingly adapted trial procedure has already been established for the further course of the study.

4.4. Artificial Intelligence in Treatment of Back Pain

The application of artificial intelligence algorithms in spine therapy is slowly gaining momentum. A few years ago, there were hardly any approaches to using the latest algorithms to optimize therapy for patients with back pain and spine related problems [20,24]
In the meantime, it has been shown several times that, using modern techniques, predictions can also be made for these patients with increasing accuracy [2–5].

Our presented concept shows that a combination of different AI techniques represents an added value and can be adapted towards clinical challenges. We believe our work can provide another component to further establish artificial intelligence in the treatment of back pain.

5. Conclusions

In this methodological study, we show how different artificial intelligence approaches can be applied in a patient collective, both individually and in combination, to gain insights into the cause of back pain in individual cases.

Author Contributions: Conceptualization: A.W. and S.J.; methodology: A.W. and S.J.; software: S.J.; validation: A.W., S.J. and F.G.; formal analysis: A.W. and S.J.; investigation: A.W., S.J., F.G., A.R. and A.H.; resources: A.W., F.G., A.R., S.J., I.B. and L.O.; data curation: A.W., F.G., A.R.; writing—original draft preparation: A.W.; writing—review and editing: F.G., S.J., L.O. and S.R.; visualization: S.J.; supervision: F.G., I.B. and S.R.; project administration: A.W. and S.J. All authors have read and agreed to the published version of the manuscript.

Funding: S. Jabari is supported by The Interdisciplinary Center for Clinical Research (IZKF Erlangen, Germany, project number J081). No further external funding was received.

Institutional Review Board Statement: The study was conducted according to the guidelines of the Declaration of Helsinki. For the present study, a new ethical review and approval was waived because approval was available within the German spine registry for data acquisition and the data used here were recorded in a completely anonymized form.

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: The algorithms and original data sets used in this study can be reviewed upon reasoned request via the corresponding author.

Acknowledgments: This publication would not have been possible without the tireless help of our esteemed colleagues at the Spine Center of the Hessing Foundation in Augsburg. In particular, we would like to thank Johanna Eberl and Julia Hartmann for their involvement in compiling the dataset used here.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Brinjikji, W.; Luetmer, P.H.; Comstock, B.; Bresnahan, B.W.; Chen, L.; Deyo, R.; Halabi, S.; Turner, J.; Avins, A.; James, K.; et al. Systematic literature review of imaging features of spinal degeneration in asymptomatic populations. *Am. J. Neuroradiol.* 2015, 36, 811–816. [CrossRef] [PubMed]

2. Mallow, G.M.; Siyaji, Z.K.; Galbusera, F.; Espinoza-Orias, A.A.; Giers, M.; Lundberg, H.; Ames, C.; Karppinen, J.; Louie, P.K.; Phillips, F.M.; et al. Intelligence-Based Spine Care Model: A New Era of Research and Clinical Decision-Making. *Glob. Spine J.* 2021, 11, 135–145. [CrossRef] [PubMed]

3. Harada, G.K.; Siyaji, Z.K.; Mallow, G.M.; Hornung, A.L.; Hassan, F.; Basques, B.A.; Mohammed, H.A.; Sayari, A.J.; Samartzis, D.; An, H.S. Artificial intelligence predicts disk re-herniation following lumbar microdiscectomy: Development of the “RAD” risk profile. *Eur. Spine J.* 2021. [CrossRef] [PubMed]

4. Durand, W.M.; Lafage, R.; Hamilton, D.K.; Passias, P.G.; Kim, H.J.; Protopsaltis, T.; Lafage, V.; Smith, J.S.; Shaffrey, C.; Gupta, M.; et al. Artificial intelligence clustering of adult spinal deformity sagittal plane morphology predicts surgical characteristics, alignment, and outcomes. *Eur. Spine J.* 2021. [CrossRef] [PubMed]

5. Kawchuk, G.N.; Guan, R.; Keen, C.; Hauer, B.; Kondrak, G. Using artificial intelligence algorithms to identify existing knowledge within the back pain literature. *Eur. Spine J.* 2020, 29, 1917–1924. [CrossRef]

6. Khan, O.; Badihivala, J.H.; Grasso, G.; Fehlings, M.G. Use of Machine Learning and Artificial Intelligence to Drive Personalized Medicine Approaches for Spine Care. *World Neurosurg.* 2020, 140, 512–518. [CrossRef]

7. Mannion, A.; Junge, A.; Fairbank, J.; Dvorak, J.; Grob, D. Development of a German version of the Oswestry Disability Index. Part 1: Cross-cultural adaptation, reliability, and validity. *Eur. Spine J.* 2006, 15, 55–65. [CrossRef]

8. Team, T. Pandas development Pandas-dev/pandas: Pandas. *Zenodo* 2020, 21, 1–9.

9. Van Rossum, G.; Drake, F.L., Jr. Python reference manual. Centrum voor Wiskunde en Informatica. Amsterdam, The Netherlands. *In Python Reference Manual*; CWI (Centre for Mathematics and Computer Science): Amsterdam, The Netherlands, 1995.
10. Hunter, J.D. Matplotlib: A 2D graphics environment. *Comput. Sci. Eng.* 2007, 9, 90–95. [CrossRef]
11. Waskom, M.L. Seaborn: Statistical data visualization. *J. Open Source Softw.* 2021, 6, 3021. [CrossRef]
12. Chollet, F.K. GitHub Repository. Available online: https://github.com/fchollet/keras-resources (accessed on 8 August 2021).
13. Abadi, M.; Agarwal, A.; Barham, P.; Brevdo, E.; Chen, Z.; Citro, C.; Corrado, G.S.; Davis, A.; Dean, J.; Devin, M. Tensorflow: Large-scale machine learning on heterogeneous distributed systems. *arXiv 2016*, arXiv:1603.04467.
14. McInnes, L.; Healy, J.; Melville, J. Umap: Uniform manifold approximation and projection for dimension reduction. *arXiv 2018*, arXiv:1802.03426.
15. McInnes, L.; Healy, J.; Astels, S. hdbscan: Hierarchical density based clustering. *J. Open Sour. Softw.* 2017, 2, 205. [CrossRef]
16. Lundberg, S.M.; Lee, S.-I. A unified approach to interpreting model predictions. In Proceedings of the 31st International Conference on Neural Information Processing Systems, (NIPS 2017), Long Beach, CA, USA, 4–9 December 2017; pp. 4766–4777.
17. Mannion, A.; Junge, A.; Grob, D.; Dvorak, J.; Fairbank, J. Development of a German version of the Oswestry Disability Index. Part 2: Sensitivity to change after spinal surgery. *Eur. Spine J.* 2006, 15, 66–73. [CrossRef]
18. Kedra, J.; Gossec, L. Big Data and artificial intelligence: Will they change our practice? *J. Bone Spine* 2020, 87, 107–109. [CrossRef]
19. Wirries, A.; Geiger, F.; Hammad, A.; Oberkircher, L.; Blumcke, I.; Jabari, S. Artificial intelligence facilitates decision-making in the treatment of lumbar disc herniations. *Eur. Spine J.* 2020, 30, 2176–2184. [CrossRef]
20. Galbusera, F.; Casaroli, G.; Bassani, T. Artificial intelligence and machine learning in spine research. *JOR Spine* 2019, 2, e1044. [CrossRef]
21. Topol, E.J. High-performance medicine: The convergence of human and artificial intelligence. *Nat. Med.* 2019, 25, 44–56. [CrossRef]
22. van Hooff, M.L.; Mannion, A.E.; Staub, L.P.; Ostelo, R.W.; Fairbank, J.C. Determination of the Oswestry Disability Index score equivalent to a “satisfactory symptom state” in patients undergoing surgery for degenerative disorders of the lumbar spine—A Spine Tango registry-based study. *Spine J.* 2016, 16, 1221–1230. [CrossRef] [PubMed]
23. Osthus, H.; Cziske, R.; Jacobi, E. Cross-cultural adaptation of a German version of the Oswestry Disability Index and evaluation of its measurement properties. *Spine (Phila Pa 1976)* 2006, 31, E448–E453. [CrossRef] [PubMed]
24. Ames, C.P.; Smith, J.S.; Pellise, F.; Kelly, M.; Alanay, A.; Acaroglu, E.; Perez-Grueso, F.J.S.; Kleinstück, F.; Obeid, I.; Vila-Casademunt, A. Artificial intelligence based hierarchical clustering of patient types and intervention categories in adult spinal deformity surgery: Towards a new classification scheme that predicts quality and value. *Spine 2019*, 44, 915–926. [CrossRef] [PubMed]