DEVELOPMENT OF A METHOD FOR THE INTERACTIVE CONSTRUCTION OF EXPLANATIONS IN INTELLIGENT INFORMATION SYSTEMS BASED ON THE PROBABILISTIC APPROACH

Subject: the use of the apparatus of temporal logic and probabilistic approaches to construct an explanation of the results of the work of an intelligent system in order to increase the efficiency of using the solutions and recommendations obtained. Purpose: development of a method for constructing explanations in intelligent systems with the ability to form and evaluate several alternative interpretations of the results of the operation of such a system. Tasks: justification for the use of the black box principle for interactive construction of explanations; development of a pattern explanation model that provides for probabilistic estimation; development of a method of interactive construction of explanations on the basis of the probabilistic approach. Methods: methods of data analysis, methods of system analysis, methods of constructing explanations, models of knowledge representation. Results: A model of the explanation pattern is proposed, which contains temporal regulations reflecting the sequence of user interaction with an intelligent system, which allows the formation of explanations based on a comparison of the actions of the current user and other well-known users. An interactive method for constructing explanations based on a probabilistic approach has been developed; the method uses patterns of user interaction with an intelligent system and contains phases of constructing patterns of explanations and forming explanations using the obtained patterns. The method organizes the received explanations according to the likelihood of use, which makes it possible to form target and alternative explanations for the user. Conclusions: The use of the black box principle for the formation of a probabilistic approach to the construction of explanations in intelligent systems has been substantiated. A model of a pattern of explanations based on temporal regulations is proposed. The model reflects the sequence of user interaction with the intelligent system when receiving decisions and recommendations and contains an interaction pattern as part of temporal regulations that have weight, and also determines the likelihood of using the user interaction pattern. An interactive method for constructing explanations has been developed, considering the interaction of the user with the intelligent system. The method includes phases and stages of the formation of regulations and patterns of user interaction with the determination of the probability of their implementation, as well as the ordering of patterns according to the probability of their implementation. The implementation of the method was carried out when constructing explanations for recommender systems.
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Introduction

Considerable attention in the field of development of intelligent systems is paid to the integration of decision-making processes and the formation of explanations to the received decisions and recommendations [1]. The problem of explanations in intelligent systems is largely a consequence of the problem of user confidence in the results of such systems. Decisions received from the intelligent system, recommendations should be implemented by the user in the process of solving his practical problems. However, the lack of understanding of the algorithms and mechanisms that allowed to obtain this solution, greatly complicates the solution of this problem. The explanation should provide the user with causal relationships between the input data and the result obtained so that the latter understands (perhaps in a simplified form) the process of forming a solution in an intelligent information system [2].

This problem has become especially relevant in recent years, with the widespread introduction of machine learning methods in the construction of intelligent systems. To solve this problem, the concept of explained artificial intelligence (XAI Explainable Artificial Intelligence) was proposed [3]. This concept assumes that the user must receive a rational explanation of the decisions, actions or recommendations of the intelligent system. This configuration of the intelligent system makes it possible to answer a number of questions that determine the possibility of using the obtained solution by the user. Key of these questions are related to the reasons for the formation of the proposed solution and its possible alternatives. The importance of comparison with alternatives is determined by the peculiarities of human perception of explanations. Usually at least two alternatives are compared: the one proposed and the one that has not been implemented [4, 5]. The explanation should also determine the conditions of use of the obtained solution and the causes of user errors when applying the recommendations of the intelligent system. Thus, the construction of explanations involves the formation of several interpretations and the choice of one of them according to a certain criterion.

Analysis of recent research and publications

Existing approaches to the construction of explanations mainly involve the formation of a separate module of explanation, which operates in parallel with the decision-making process in the intelligent system [6], or the construction of models that are interpreted [7]. Decisions on the choice of method of constructing explanations in this case are made at the stage of designing an intelligent system. This feature limits the possibility of using these approaches in existing intelligent systems. A separate direction of construction of explanations is connected with addition of existing systems by additional functionality of explanations without disturbance of their current work. The practical advantages of this approach are related to the increased ease of use of functioning systems, such as e-commerce systems, recommendation systems, etc. However, the
existing approaches to supplementing intelligent systems with explanations are focused primarily on the selection of key elements of the solution [8] or to determine the temporal characteristics of users [9].

It should be noted that the solution of the problem of forming a set of alternative explanations and the choice of explanation for the user taking into account the given criterion is not given enough attention. This does not allow to justify the proposed solution for the user, taking into account the psychological characteristics of the perception of the explanation [4]. Alternative explanations can be arranged on the basis of criteria that take into account the properties of the subject area. However, such criteria are in most cases contradictory. Therefore, an external indicator can be used to organize the explanations, which determines their importance directly to the user. In works [10, 11] the possibility of using the probabilistic criterion for an estimation of results of a conclusion in knowledge bases, and also search results in information - search systems was proved. This indicates the importance of developing a method of constructing explanations, which would provide the possibility of constructing several versions of explanations with their subsequent probabilistic assessment.

The aim of the article is to develop a method of constructing explanations in intelligent systems with the possibility of forming and evaluating several alternative interpretations of the results of such a system.

Table 1. Characteristics of the concept of constructing explanations based on the principle of “black box”

| Differences of the concept | Advantages | Disadvantages | Existing approaches |
|---------------------------|------------|---------------|---------------------|
| Explanation in addition to the basic model used in the intelligent system | Ability to supplement the existing system with an explanatory function | The process of explanation and decision-making processes in the intelligent system are performed in parallel | Formation of an explanation based on the analysis of input and output information of the intelligent system [8] |
| The explanation and the model work in parallel, can use different data sets | Ability to build a “plausible” explanation for the user based on a simplified description of the model or algorithm of the intelligent system | The use of simplified causal relationships can lead to misinterpretations or misperceptions | Construction of an explanation based on temporal regulations [19] |

Second, only a subset of the data used by the intelligent system in forming the solution is used for explanation. Third, the possibilities of the black box explanation can be supplemented by existing intelligent systems without the need to redesign the latter. Thus, the formation of explanations on the principle of a black box provides considerable flexibility and creates conditions for clarification and improvement of explanations without direct modification of the functioning intelligent system.

A key disadvantage of such parallel to decision-making formation of explanations is the possibility of creating misinterpretations. To overcome this shortcoming, it is necessary to adjust the explanations online, taking into account information from users. These features determine the relevance of the use of the black box principle in the development of an interactive method of forming explanations in intelligent systems.

To achieve this goal, the following tasks are solved in the work:
- justification for the use of the black box principle for interactive construction of explanations;
- development of a model of explanation pattern, which provides for probabilistic estimation;
- development of a method of interactive construction of explanations on the basis of the probabilistic approach.

Main part

In order to substantiate the interactive method of constructing explanations, we will identify the key differences in the formation of interpretations using the principles of black and white boxes. Interpretation, according to the principle of the black box, is built into the decision-making model and fully reflects the process of obtaining results in the intelligent system. Depending on the complexity of the problem, hybrid approaches are used [12-15] or simplified models that can be directly interpreted [16-18]. In the first case, the main attention is paid to the visualization and reflection of the semantics of the decision-making process. In the second case, the display of semantics is a property of models and methods of decision-making in the intelligent system.

Features of the explanation on the principle of the black box are given in table 1. The key differences, first, are to build a simplified description of the dependencies that underlie the work of the intelligent system.

Table 1. Characteristics of the concept of constructing explanations based on the principle of “black box”

| Differences of the concept | Advantages | Disadvantages | Existing approaches |
|---------------------------|------------|---------------|---------------------|
| Explanation in addition to the basic model used in the intelligent system | Ability to supplement the existing system with an explanatory function | The process of explanation and decision-making processes in the intelligent system are performed in parallel | Formation of an explanation based on the analysis of input and output information of the intelligent system [8] |
| The explanation and the model work in parallel, can use different data sets | Ability to build a “plausible” explanation for the user based on a simplified description of the model or algorithm of the intelligent system | The use of simplified causal relationships can lead to misinterpretations or misperceptions | Construction of an explanation based on temporal regulations [19] |

Second, only a subset of the data used by the intelligent system in forming the solution is used for explanation. Third, the possibilities of the black box explanation can be supplemented by existing intelligent systems without the need to redesign the latter. Thus, the formation of explanations on the principle of a black box provides considerable flexibility and creates conditions for clarification and improvement of explanations without direct modification of the functioning intelligent system.

A key disadvantage of such parallel to decision-making formation of explanations is the possibility of creating misinterpretations. To overcome this shortcoming, it is necessary to adjust the explanations online, taking into account information from users. These features determine the relevance of the use of the black box principle in the development of an interactive method of forming explanations in intelligent systems.

Thus, to integrate the advantages of the proposed approaches, it is necessary to form explanations in the form of dependencies that allow to display the semantics of the result taking into account the needs of the user of the intelligent system. Such needs are usually determined during system development, and adjusted in the process of user interaction with the intelligent system. Adjustments make it possible to take into account changes in user requirements over time. To take into account the changes, it is advisable to form several possible explanations and offer the user the most acceptable option for an a priori defined indicator.

The proposed approach has the following key differences that reflect the results of the analysis:
- information on user interaction with the intelligent system is used to construct explanations;
- the complex pattern which defines an order in time of interaction of the user with intelligent system is estimated;
- assessment of the pattern of interaction with the user is based on the scales of temporal dependencies that are part of it;
- the probability of using the explanation is calculated depending on the weights of the patterns that form the specified explanation.

The first difference of the approach makes it possible to interactively adjust the explanation depending on the actions of the user of the intelligent system. The explanations take into account the simplified causal links between user actions and system response.

The second feature of the approach is related to the adaptation of the explanation to a specific subject area. The pattern of interaction with the user can be formalized on the basis of expert knowledge on the tasks to be solved in the subject area. It is also possible to automatically build a pattern based on temporal knowledge. That is, the analysis of user interaction over time makes it possible to identify typical sequences of user actions on decisions or recommendations of the intelligent system. For example, when interacting with a referral system, you can select typical patterns of purchases (or waivers) after receiving the recommended list of products or services. The combination in one pattern of reactions of several users makes it possible to offer the most plausible explanation for similar consumers.

The third difference of the approach provides an opportunity to determine the weight of a complex pattern based on its basic structural elements. Object-relationship-subject triplets can be used as such elements. In the case of the "if" relationship, such triples are transformed into production regulations. When using the temporal ordering between the facts, the above three become temporal regulations [20].

The fourth feature determines the method of calculating the probabilities of explanations due to the weights of the patterns. In turn, the weights of the patterns and their components are determined by the known probabilities of the user's pattern actions.

**Pattern explanation model.**

Formally, information about the interaction of the intelligent system with the user can be represented as a sequence of events ordered in time:

$$E_u = \{e_{u,1},...,e_{u,j},...,e_{u,k}\};\quad e_{u,j} = \{a_{u,j}\},$$

where $u$ – index of the user interacting with the intelligent system; $e_{u,x} - n – an event that reflects the results of user $u$ interaction with the system; $|E_u|$ – the number of elements in an ordered set $E_u$; $a_{u,j} - l – a variable that contains the result or characteristics of interaction with the user $u$ in a particular aspect.

For example, for an e-commerce system, this sequence has the form:

$$E_u = \{ purchase\_product1, ..., purchase\_product\_n,...\}. \quad (2)$$

Characteristics of the $n – events for this example contain the date and time and have the following meaning:

$$e_{u,a} = \{ product\_code, price, quantity, date\_time\}. \quad (3)$$

The interaction of several users with an intelligent system makes it possible to determine the set of such sequences $E = \{E_u\}$. All of these sequences are ordered in time, even if they do not have timestamps. This ordering makes it possible to compare sequences and establish common patterns of interaction for multiple users. For the given example (2) it is possible to define patterns of a choice of the same goods by several consumers. For example, consumers successively bought goods 1, 2 and 3. Or after goods 1 they bought goods 3. That is, the elements of the pattern determine the order of the consumer's actions in time. This order is set through a continuous sequence of elections or intervals between elections. In the second case, intermediate user actions are skipped.

Thus, the user selection pattern may consist of at least two basic elements that can be formalized using temporal logic operators. In [11, 20] it is proposed to represent such dependences by temporal regulations of X and F-type. The basic template of interaction with the user using the specified regulations is given in fig. 1.

**Fig. 1. Explanation pattern**

The formal representation of this pattern has the form:

$$\pi = (e_{Fe_j}) \wedge (e_{Xe_{i+1}} \ldots e_{j-1} e_{Xe_j})$$

where $e_{Xe_{i+1}}$ – two consecutive events $e_i$ and $e_{i+1}$; $e_{Fe_j}$ – two events $e_i$ and $e_j$, between which there are events $e_{i+1} \ldots e_{j-1}$; $t$ – time line.

Events $e_i$ are related to relevant events $e_{u,j}$ in the following way:

$$(\forall u)e_i = (e_{i_1} \lor e_{i_2} \lor \ldots \lor e_{i_n})$$

For the given example of sequences of events in recommendation systems, expression (5) has the following meaning: $e_i$ is an event of purchase of a certain product by one of the users $u$.

The probability of interaction in the form of (4) between the user and the intelligent system is defined as the ratio of the number of patterns $\pi$ to the number of all
patters $[\Pi]$ that were used in the process of interaction with the user in forming a solution:

$$P(\pi) = \frac{n^\pi}{|\Pi|},$$ (6)

where $n$ – the number of patterns of type (4) that were used in the decision-making process; $\Pi$ – the set of all patterns of interaction with the user.

Thus, the model of the pattern (4) has probabilistic characteristics. Pattern (4) consists of temporal regulations that reflect the basic aspects of the process of user interaction with the intelligent system. Therefore, such regulations may be part of different patterns. The more patterns the regulation uses, the more typical the latter is. This characteristic is set by the weight of the regulations. Accordingly, the greater the weight of the regulations in the pattern, the higher the probability of its use. That is, the probability (6) can be determined by the total weight of the regulations in the pattern. On the other hand, if the probability of a pattern is known, then we can find the weights of X and F-type regulations in its composition. The peculiarity of the calculation of weights is that the same regulations $e_iXe_{i+1}$ and $e_jFe_j$ can be used in different patterns of interaction with the user. Therefore, the relationship between probability and regulation weights is represented by the Gibbs probability distribution. When calculating the weights of the regulations for this distribution can be used one of the variants of the gradient descent method.

Thus, the model of the pattern of explanations, which is intended for interactive construction of explanations taking into account the probabilistic aspect, has the form:

$$M = \{\pi, W, P(\pi)\},$$ (7)

where $W$ – the set of weights of temporal regulations in the pattern.

It should be noted that the parallel or sequential combination of the basic pattern (4) allows you to create new patterns that define more complex processes of interaction with the user. Models of such complex patterns have the same elements as the model (7).

This model makes it possible to form two options for constructing explanations taking into account the interaction of the intelligent system with the user: the selection of the most probable pattern $\pi$ of the known; construction of a new explanation of the regulations that are part of the pattern. The first option requires simple calculations and therefore can be used in the online mode of the intelligent system. The second option requires the probabilistic derivation of new patterns from known regulations and the calculation of their probability based on the weights of the regulations. Therefore, such explanations require preliminary calculations in offline mode.

**Interactive method of constructing explanations.**

The proposed method uses model (7) and contains the phases of construction of explanation patterns and formation of explanations.

The pattern construction phase is designed to form patterns of interaction with the user based on data about his actions. This phase contains the following steps.

Stage 1. Determination of temporal dependences of X and F-type.

Step 1.1. Forming a set of event pairs for sequences $E_u$.

Step 1.2. Formulation of regulations $e_iXe_{i+1}$ and $e_jFe_j$ taking into account (1) and (5).

Stage 2. Formation of patterns of interaction with the user (4).

Step 3. Calculation of the probabilities of using patterns according to (6).

Stage 4. Calculation of the weights of the regulations in the pattern.

The result of this phase is a set of pattern models (7). The phase of formation of explanations contains stages of a choice of existing or construction of new patterns of interpretations.

Step 1. Selection of a set of patterns of explanations by condition:

$$\left(e_i = e_{u_i}\right) \land \left(e_j = e_{u_j}\right).$$ (8)

Under this condition, the existing patterns are selected, which contain similar initial and final events. The comparison of events is performed according to their characteristics, which were presented in expression (1). If the set obtained in step 1 is empty, then there is a transition to step 3.

Stage 2. Arranging patterns by probability (6).

Stage 3. Formation of a set of new patterns from the temporal regulations obtained in stage 1. Formation occurs using known methods of probabilistic inference [11]. Patterns are sorted by the total weight of the regulations in their composition.

Step 4. Presentation of the explanation on the basis of the first pattern. Other patterns are used as alternatives to justify other aspects of the decision.

The result of this phase is an explanation based on certain patterns.

Consider an example of forming an explanation using this method for users of the recommendation system. Such systems are usually part of e-commerce systems. They offer the user a personal list of goods or services that suits his interests.

The purpose of explaining the recommendations is to justify the goods or services offered to the user on the basis of changes in demand for them. The sequence of purchases in the form (2) is used as input data. The pattern of type (4) reflects the sequence of purchases of the target product by different consumers. Changing the number of purchases for events $e_i$ and $e_j$ reflects the dynamics of consumer demand. Therefore, the weights of the regulations in this case can be calculated simplified, based on the difference in purchases. The total weight of the regulations reflects the change in purchases due to fluctuations in intermediate events $e_{i+1},...,e_{j-1}$. Therefore, in this case, the patterns can be sorted by the total weight of the regulations. Accordingly, the explanation interface...
represents the changes in demand for this template, presented in numerical form or in the form of a bar chart. As an alternative, it is advisable to use explanations for changes in demand for similar but not offered goods. The implementation of this approach to justify the choice of target product in the recommendation system based on data on wholesale sales in supermarkets is presented in Table 2.

### Table 2. Product sales explanation results for recommendation system

| Name                                              | Explanation of the current position | Alternative position 1 | Alternative position 2 |
|---------------------------------------------------|------------------------------------|-------------------------|------------------------|
| Sales by days                                     | 28;2;24;31                         | 14; 18; 26; 11          | 2;1;4;1:2              |
| The sum of the normalized weights of the regulations for the pattern | 1,097                              | 0,336                   | 0,147                  |
| Aggregate increase/decrease in sales             | increase                           | decrease                | increase               |

Sales patterns for the current week were used in this experiment. The total sales of goods for 1 day were considered as events. The explanation pattern makes it possible to present a normalized change in weight, which reflects the aggregate change in demand for the product, taking into account fluctuations by day. The presentation in the form of a change in weights for the target product and for its two alternatives shows that over the last week the demand for the target product has increased the most by day compared to similar alternatives. This explanation provides simplified causal links that describe to the user the decision-making process in the recommendation system.

### Conclusions

The substantiation of the use of the black box principle to the development of an interactive method of constructing explanations in intelligent systems is performed. The results of the substantiation showed that the application of this principle creates conditions for supplementing the functionality of existing intelligent systems with the possibility of explaining the results of their work without significant modification of such systems. This advantage is due to the fact that the explanation of this principle is formed in parallel with the decision-making process and uses a different subset of data compared to the information used in decision-making.

A model of the pattern of explanations based on temporal regulations is proposed. The model displays a fragment of the sequence of user interaction with the intelligent system in obtaining decisions and recommendations and contains a pattern of temporal regulations, taking into account the weight of these regulations in the composition, as well as the probability of using the pattern. Explanation patterns can be formed on the basis of information about the sequence of interaction of several users with an intelligent system, which makes it possible to predict the actions of the current user and form appropriate explanations. The combination of several patterns makes it possible to describe the process of user interaction with the intelligent system as a whole.

An interactive method of constructing explanations has been developed, which takes into account the user's interaction with the intelligent system and uses the probabilistic estimation of interpretation patterns. The method contains phases of pattern construction for construction of explanations and formation of explanations. In the first phase, the regulations and patterns of interaction with the user are formed, as well as the probability of their implementation is determined. In the second phase, the existing patterns of explanations are selected and arranged according to the probability of realization. In the absence of realized patterns in this phase, new patterns are formed from the existing temporal regulations. Constructed patterns are sorted by the total weight of the regulations and used to construct explanations.

Further development of the proposed method involves the use of context-oriented patterns of user actions, which would take into account changes in the conditions in which the consumer chooses goods or services. It is planned to use temporal regulations of the "Until" type to formally describe changes in the context. Such regulations make it possible to take into account changes in individual properties of goods and situations in which the user interacts with the recommendation system.
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ROZROBKA METODU ІНТЕРАКТИВНОЇ ПОБУДОВИ ПОЯСНЕНЬ В ІНТЕЛЕКТУАЛЬНИХ ІНФОРМАЦІЙНИХ СИСТЕМАХ НА ОСНОВІ ІММОРФІНІСНОГО ПІДХОДУ

Предмет: використання апарату темпоральної логіки та ймовірнісних підходів для побудови пояснення щодо результатів роботи інтелектуальної системи з тим, щоб підвищити ефективність використання отриманих рішень та рекомендацій. Ціль: розробка методу побудови пояснень в інтелектуальних системах з можливістю формування та
оцінки декількох альтернативних варіантів тлумачень результатів роботи такої системи. Задачі: обґрунтування використання принципу черного ящику для інтерактивної побудови пояснень; розробка методі патерну пояснень, що передбачає ймовірність оцінку; розробка методу інтерактивної побудови пояснень на основі ймовірністю операції. Методи: методи аналізу даних, методи системного аналізу, методи побудови пояснень, методи представлення знань.

Результати: Запропоновано модель патерну пояснень, що містить темпоральні правила, які відображають послідовність взаємодії користувача з інтелектуальною системою, що дає можливість формувати пояснення на основі порівняння дій поточного користувача та інших відомих користувачів. Розроблено метод інтерактивної побудови пояснень, який базується на ймовірнісному підході, використовує патерн взаємодії користувача з інтелектуальною системою та містить фази побудови патернів пояснень й формування пояснень з використанням отриманих патернів. Метод упорядковує отримані пояснення за ймовірністю використання, що дає можливість сформувати цільове та альтернативне пояснення для користувача.

Висновки: Обґрунтовано використання принципу черного ящику до розробки ймовірнісного підходу до побудови пояснень в інтелектуальних системах. Запропоновано модель патерну пояснень на базі темпоральних правил. Модель відображає послідовність взаємодії користувача з інтелектуальною системою при отриманні рішень та рекомендацій та містить патерн взаємодії у складі темпоральних правил, що мають вагу, а також визначає ймовірність використання патерну взаємодії з користувачем. Розроблено метод інтерактивної побудови пояснень з урахуванням взаємодії користувача з інтелектуальною системою. Метод містить фази та етапи оформлення правила й патернів взаємодії з користувачем з визначенням ймовірності їх виконання, а також підбір упорядкування патернів за ймовірністю їх реалізації. Виконано імплементацію методу при побудові пояснень для рекомендаційних систем.

Ключові слова: інтелектуальна система; пояснення; паттерн; пояснення штучний інтелект; правила.

РАЗРАБОТКА МЕТОДА ИНТЕРДИСЦИПЛИНАРНОГО ПОСТРОЕНИЯ ОБЪЯСНЕНИЙ В ИНТЕЛЛЕКТУАЛЬНЫХ ИНФОРМАЦИОННЫХ СИСТЕМАХ НА ОСНОВЕ ВЕРОЯТНОСТНОГО ПОДХОДА

Предмет: использование аппарата темпоральной логики и вероятностных подходов для построения объяснений о результатах работы интеллектуальной системы с тем, чтобы повысить эффективность использования полученных решений и рекомендаций. Цель: разработка метода построения объяснений в интеллектуальных системах с возможностью формирования и оценки нескольких альтернативных вариантов толкований результатов работы такой системы. Задачи: обоснование использования принципа черного ящику для интердисциплинарного построения объяснений; разработка модели паттерна объяснение, что предполагает вероятностную оценку; разработка метода интердисциплинарного построения объяснений на основе вероятностного подхода. Методы: методы анализа данных, методы системного анализа, методы оценки объяснений, модели представления знаний. Результаты: Предложена модель паттерна объяснений, содержащий темпоральные правила, отражающие последовательности взаимодействия пользователя с интеллектуальной системой, что позволяет формировать объяснения на основе сравнения действий текущего пользователя и других известных пользователей. Разработан интердисциплинарный метод построения объяснений, основанный на вероятностном подходе; метод использует шаблоны взаимодействия пользователя с интеллектуальной системой и содержит этапы построения паттернов объяснений и формирования объяснений с использованием полученных паттернов. Метод упорядочивает полученные объяснения по вероятности использования, что позволяет сформировать целевое и альтернативные объяснения для пользователя. Выводы: Обосновано использование принципа черного ящику к разработке вероятностного подхода к построению объяснений в интеллектуальных системах. Предложена модель паттерна объяснений на базе темпоральных правил. Модель отражает последовательность взаимодействия пользователя с интеллектуальной системой при получении решений и рекомендаций и содержит паттерн взаимодействия в составе темпоральных правил, имеющих вес, а также определяет вероятность использования паттерна взаимодействия с пользователем. Разработан интердисциплинарный метод построения объяснений с учетом взаимодействия пользователя с интеллектуальной системой. Метод включает фазы и этапы формирования правил и паттернов взаимодействия с пользователем с определением вероятности их выполнения, а также упорядочения паттернов по вероятности их реализации. Выполнена имплементация метода при построении объяснений для рекомендаційних систем.

Ключевые слова: интеллектуальная система; объяснение; паттерн; объяснений штучный интеллект; правила.
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