Open Pit Optimization Using the Floating Cone Method: A New Algorithm
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Abstract: Three-dimensional block models are the most frequently used tool for estimating mineral resources and reserves within a mineral deposit. In open pit mining, the basis of mine design and the long term mining schedule is calculation of the ultimate pit limit. The ultimate pit limit is the pit with the highest profit value. Over the years, different algorithms have been developed that enable us to calculate the final pit: floating or mobile cone, floating cone II and its corrected forms, floating cone III, the Korobov algorithm and its corrected form, the Lerchs–Grossmann 2D algorithm (dynamic programming), and the Lerchs–Grossmann 3D algorithm (graph theory). All these algorithms have advantages and disadvantages. The floating cone method stands out for its simplicity, speed, and easy implementation, even for calculating a pit with a variable slope angle. The main drawback of this method is that it is unable to examine all possible combinations. For this reason, the algorithm does not consistently give optimal results, which is why it has required improvements over time. However, the improved methods still have some problems. To overcome these problems, a new algorithm called the floating cone IV method will be demonstrated in this paper.
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1. Introduction

The algorithms used in the optimization of a mineral deposit work using a mineralization model built by three-dimensional blocks in a quantity large enough to include the entire area of interest. A three-dimensional block model is a database in which each record represents a discrete element of rock where the fields define the block’s location and properties (density, lithology, ore grade, etc.).

The discussion of economic models is directly related to the concept of ore cut-off grade. Any block with a grade lower than the cut-off grade is considered waste and without economic value. On the contrary, a block with a grade higher than the cut-off grade will be considered ore and therefore will be of economic interest.

The problem of the ultimate pit limit can be defined as the determination of the subset of reservoir blocks that maximizes the economic value, observing the slope restrictions to ensure the stability of the pit [1]. It is possible to generate pits with variable slope angles assigned to each block [2,3]. It is important to remember that there are no time or extraction capacity considerations at this stage.

In order to calculate the ultimate pit limits, different algorithms have been developed such as the floating cone algorithm [4,5], the Korobov algorithm [6], the corrected form of the Korobov algorithm [7], the Lerchs–Grossmann 2D algorithm (dynamic programming), and the Lerchs–Grossmann 3D algorithm (graph theory) [8]. All of the methods have strengths and weaknesses. For example, the floating cone method is the simplest and easiest technique to implement in order to determine the optimal pit limits. Nonetheless,
this method does not allow the optimal pit to be calculated in all models, as will be
discussed below. Therefore, algorithms have been developed that improve the original
floating cone algorithm: the floating cone II [9], modified floating cone II, and floating cone
III methods [10,11]. Although these algorithms have improved the obtained results, they
still do not always allow for the optimal pit calculation.

Throughout this article, a new version of the floating cone algorithm is proposed, to
be named “floating cone IV”. This new algorithm tries to solve some of the problems for
which the floating cone method does not always obtain the optimal pit.

2. Block Models and Cut-Off Grade

In order to achieve the optimization of the ore deposit, i.e., the optimal pit calculation,
it is necessary to have a block model that faithfully represents the area where mining
operations will be developed, where each block stores the main parameters that define it
such as weight, lithology, and grades. It is also necessary to take into account the following
parameters [12]:

\[ C_w = \text{the mining cost of waste rock. This includes the costs of drilling, blasting, loading,} \]
\[ \text{hauling, and dumping material in the waste rock dump. This cost is usually given per ton} \]
\[ \text{or per cubic metre.} \]

\[ C_o = \text{the mining cost of ore. This includes the costs of drilling, blasting, loading,} \]
\[ \text{hauling to the processing plant, and grade control. This cost is usually given per ton or per} \]
\[ \text{cubic metre. It tends to be somewhat higher than that of waste rock due to grade control} \]
\[ \text{costs and because the mined benches are generally smaller.} \]

\[ C_p = \text{the ore processing cost. This includes all operating costs in the processing plant,} \]
\[ \text{including crushing, milling, processing, handling of concentrates, and administrative costs.} \]
\[ \text{This cost is usually given per ton of ore processed. It also has the added administrative and} \]
\[ \text{other costs here, which are generally calculated per ton of ore processed.} \]

\[ Rec = \text{the average processing recovery. The percentage by weight of metal or ore that} \]
\[ \text{is recovered in the processing plant.} \]

\[ P_s = \text{the selling price is the final selling price of the metal or ore. It is equal to the} \]
\[ \text{market price minus the costs of transport, freight, fines, smelting, and royalties. Although} \]
\[ \text{there are many types of purchase contracts for concentrates produced at the mine, some are} \]
\[ \text{complex. The actual price paid is related not only to the metal content of the concentrate} \]
\[ \text{but also to the content of other metals. The standard practice is to calculate the real price} \]
\[ \text{that is charged minus all of these costs.} \]

Geotechnical angles represent the maximum allowable slope angles that, depending on
the characteristics of the rock, ensure a stable mining operation. These angles vary according
to lithology, degree of alteration, rock fracture, etc., and are critical for determining the
ultimate pit limits since they considerably impact the amount of waste that needs to be
extracted.

To discern the ore blocks, i.e., those that provide economic profit, it is mandatory to
define the cut-off grade. Two types of cut-off grades can be distinguished:

Break-even cut-off grade is obtained from the null benefit, i.e., the cut-off grade
that equates the benefits to the costs. Therefore, it can be calculated by the following
equation [13,14]:

\[
\text{Cut-off grade}_{\text{break-even}} = \frac{C_o + C_p}{P_s \cdot Rec}
\]  

However, taking into account that the waste inside the pit has to be exploited and
taken to the dump at a cost $C_w$ (cost of exploitation of the waste per ton). If we eliminate
this cost in the previous formula, the internal cut-off grade can be defined, which would
equal to the costs of the extraction of the ore and its treatment minus the costs of the waste
with the income obtained as:

\[
\text{Cut-off grade}_{\text{internal}} = \frac{C_o + C_p - C_w}{P_s \cdot Rec}
\]
It is important to note that blocks of ore that are between the break-even cut-off grade and the internal cut-off grade are often referred to as marginal ore. Their value is slightly negative, but less negative than if they are considered waste, so the overall benefit will be higher.

Once the cut-off grade has been determined, the evaluation of the blocks $V_b$ that make up the block model can be carried out. It is important to bear in mind that the value of each block must be calculated assuming that the block is discovered, i.e., the cost required to access the block must not be considered in the total costs [15]. The formula used to generate the value $V$ for each block $b$ is the following:

$$V_b = \begin{cases} 
  T \cdot \left( G \cdot \text{Rec} \cdot P_s - C_w - C_p \right), & \text{if } G \geq \frac{C_w + C_p - C_w}{P_s \cdot \text{Rec}} \\
  T \cdot (-C_w), & \text{for the rest}
\end{cases}$$

where:

$T =$ Tons of the block

$G =$ Mean block cut-off grade

3. Economic Pit Calculation Methods

In the mid-1960s, the mobile or floating cone algorithm was developed [4,5]. As discussed above, the main handicap of this algorithm is that it cannot study all adjacent block combinations. Therefore, the algorithm does not give optimal results in a regular way, which is why several improvements have been developed: floating cone II [9], modified floating cone II, and floating cone III methods [10,11].

At the same time, Lerchs and Grossmann presented two novel methods to try to solve the open-pit-optimization problem: Lerchs–Grossmann 2D, which utilizes dynamic programming, and Lerchs–Grossmann 3D, which utilizes graph theory [8]. Both algorithms allow us to calculate an ultimate pit limit in a block model. In the mid-1980s, Jeff Whittle of Whittle Programming Pty Ltd. developed a practical optimization program called Whittle Three-D where the Lerchs–Grossmann algorithm was implemented [16].

Later, new methods were developed. The Korobov algorithm and the corrected form of the Korobov algorithm [6,7], dynamic programming, and genetic algorithms are some of the several algorithms developed to determine the optimal pit limits [17–20].

4. Evolution of the Floating Cone Algorithm
4.1. Original Floating Cone

This method consists of the economic study of the mineralized and waste blocks that fall within an inverted cone [4,5] that moves systematically through a matrix of blocks, with the vertex of the cone occupying, successively, the center of the blocks (Figure 1). The overall slope angle will depend on the slope angle of the final pit, understood to be from the base of the lower bank to the crest of the upper bank. This angle will be calculated according to the geotechnics of the materials traversed.

The basic premise of this method is that the net benefits obtained from mining the ore found within all the blocks and included in the cone must exceed the mining and treatment expenses in said cone. If the profit is positive, all blocks included within the cone are marked and removed from the block matrix so that they are not part of any future cone. On the contrary, if the profits are negative, it would remain as is and the vertex of the cone is transferred to the next block whose value is above the minimum mining cut-off grade, repeating the process afterwards.

This method is not capable of producing a true optimum pit limit. There are two situations where optimal solutions cannot be achieved which are described below:

Ore blocks that are analyzed individually. A single ore block may not justify the removal of waste blocks while the combination of these blocks with others that overlap can generate positive values. This situation is shown in Figure 2.
The basic premise of this method is that the net benefits obtained from mining the ore found within all the blocks and included in the cone must exceed the mining and treatment expenses in said cone. If the profit is positive, all blocks included within the cone are marked and removed from the block matrix so that they are not part of any future cone. On the contrary, if the profits are negative, it would remain as it is and the vertex of the cone is transferred to the next block whose value is above the minimum mining cut-off grade, repeating the process afterwards.

This method is not capable of producing a true optimum pit limit. There are two situations where optimal solutions cannot be achieved which are described below:

1. Ore blocks that are analyzed individually. A single ore block may not justify the removal of waste blocks while the combination of these blocks with others that overlap can generate positive values. This situation is shown in Figure 2.

   **Figure 2.** Comparison of the result of the floating cone algorithm against an optimal result. While the floating cone algorithm would not generate a result, an optimal algorithm would generate a pit of +1.

   The method includes non-profitable blocks in the final design. Such inclusion reduces the net value of the mine design. A simple example that demonstrates this is the block model shown in Figure 3. The cone of the block of value 20 generates a profit of 50, but if the cones of the blocks of value 70 and 90 are generated before, it would have a profit greater than 60 and the remaining cone of value block 20 would no longer be profitable.
The method includes non-profitable blocks in the final design. Such inclusion reduces the net value of the mine design. A simple example that demonstrates this is the block model shown in Figure 3. The cone of the block of value 20 generates a profit of 50, but if the cones of the blocks of value 70 and 90 are generated before, it would have a profit greater than 60 and the remaining cone of value block 20 would no longer be profitable.

**Figure 3.** Comparison of the result of the floating cone algorithm against an optimal result. While the floating cone algorithm would yield a +50 pit, an optimal algorithm would yield a +60 pit.

### 4.2. Floating Cone II

The floating cone II (flowchart in Figure 4) was presented by Wright [9]. It follows a similar methodology to the floating cone approach, except that it goes from level to level from the top down, analyzing them.

The algorithm starts by calculating the values of all potential cones at each level (each ore block has its cone constructed and valued). Following this step, the cones are removed one by one, from highest to the lowest value, until reaching the lowest value of that level. If two cones have the same maximum value, the cone with fewer blocks must be removed.

Finally (flowchart in Figure 4), it analyzes the value curve of all the cones that are removed at that level and the one with the highest value will be chosen as the optimum of that level and will proceed to the next level.

If this method is applied to the block model in Figure 2, the algorithm can start both with the block in the third row and in the third column (3, 3) and with the block (3, 5) that both have the same cone value ($-4$) and the same size. In this case, block (3, 3) was removed first, giving an accumulated value of $-4$ (Table 1). Next, the block (3, 5) was removed. By adding this cone to the solution, the accumulated value was +1. Therefore, as can be seen with this example, this method solves the problem of ore blocks that are analyzed individually as long as they are at the same level.

In the case of the block model shown in Figure 3, the same process is followed. As shown in Table 2, it begins by calculating the value of the cones of the mineralized blocks on the third level. Once completed, it continues with the next level. At the end of the process, each block in the list represents the highest accumulated value (inclusive) and are the ore blocks that create the optimal pit. In this case, only the blocks belonging to the third level will be included since the blocks of the fourth level decrease the accumulated value.

As has been shown by the previous examples, the floating cone II, in principle, would both solve the problem of mineralized blocks that are analyzed individually, as long as they are at the same level, and include blocks without benefit in the final design. However, the previously studied block models are quite simple; when this method is applied to more complex block models it does not generate optimal solutions. As can be

**Figure 4.** Flowchart of the floating cone II algorithm [9].
The algorithm starts by calculating the values of all potential cones at each level (each ore block has its cone constructed and valued). Following this step, the cones are removed one by one, from highest to the lowest value, until reaching the lowest value of that level. If two cones have the same maximum value, the cone with fewer blocks must be removed.

Finally (flowchart in Figure 4), it analyzes the value curve of all the cones that are removed at that level and the one with the highest value will be chosen as the optimum of that level and will proceed to the next level.

If this method is applied to the block model in Figure 2, the algorithm can start both with the block in the third row and in the third column (3, 3) and with the block (3, 5) that both have the same cone value (−4) and the same size. In this case, block (3, 3) was removed first, giving an accumulated value of −4 (Table 1). Next, the block (3, 5) was removed. By adding this cone to the solution, the accumulated value was +1. Therefore, as can be seen with this example, this method solves the problem of ore blocks that are analyzed individually as long as they are at the same level.

| Stage | Block     | Block Value | Cone Value | Cumulative Value | Mineable? |
|-------|-----------|-------------|------------|-----------------|-----------|
| 3     | (3, 3)    | +15         | −4         | −4              | No        |
|       | (3, 5)    | +15         | +5         | +1              | Yes       |

In the case of the block model shown in Figure 3, the same process is followed. As shown in Table 2, it begins by calculating the value of the cones of the mineralized blocks on the third level. Once completed, it continues with the next level. At the end of the process, each block in the list represents the highest accumulated value (inclusive) and are the ore blocks that create the optimal pit. In this case, only the blocks belonging to the third level will be included since the blocks of the fourth level decrease the accumulated value.

| Stage | Block     | Block Value | Cone Value | Cumulative Value | Mineable?   |
|-------|-----------|-------------|------------|-----------------|-------------|
| 3     | (3, 3)    | +70         | −10        | −10             | No          |
|       | (3, 4)    | +90         | +70        | +60             | Yes         |
| 4     | (4, 4)    | +20         | −10        | +50             | Yes, but not optimal |

As has been shown by the previous examples, the floating cone II, in principle, would both solve the problem of mineralized blocks that are analyzed individually, as long as they are at the same level, and include blocks without benefit in the final design. However, the previously studied block models are quite simple; when this method is applied to more complex block models it does not generate optimal solutions. As can be observed in the block model shown in Figure 5, the floating cone II algorithm does not allow us to obtain a solution (Table 3) and therefore no extraction should be carried out, while in an optimal result, a pit value of +2 would be obtained. Due to the inaccuracies of the floating cone II, two modifications have been suggested to improve it, which are explained below.

| Stage | Block     | Block Value | Cone Value | Cumulative Value | Mineable? |
|-------|-----------|-------------|------------|-----------------|-----------|
| 2     | (2, 8)    | +8          | −1         | −1              | No        |
|       | (2, 2)    | +7          | −2         | −3              | No        |
| 3     | (2, 4)    | +6          | 0          | −3              | No        |
|       | (3, 4)    | +15         | −2         | −2              | No        |
observed in the block model shown in Figure 5, the floating cone II algorithm does not allow us to obtain a solution (Table 3) and therefore no extraction should be carried out, while in an optimal result, a pit value of +2 would be obtained. Due to the inaccuracies of the floating cone II, two modifications have been suggested to improve it, which are explained below.

Figure 5. Block model where neither the floating cone nor the floating cone II algorithm generates a solution.

4.2.1. Modified Floating Cone II, Method 1

In 2007 the floating cone II algorithm received a series of modifications with the aim of solving some of the problems of this method [10]. The first of these small modifications is shown by the flowchart in Figure 6. This modification would still not generate a positive result for the block model in Figure 5.

Figure 6. Flowchart of the floating cone II algorithm, method 1 [10].
4.2.2. Modified Floating Cone II, Method 2

The second modification to the floating cone method is an enlargement of the previous modification [17]. In this algorithm, all levels are studied together; therefore, the value of each cone is economically evaluated and the cone with the maximum value is included as part of the optimum pit (Figure 7). From this, the accumulated value of the pit is calculated. This process is repeated until no ore blocks remain. The block with the most positive accumulated value and all previously investigated blocks are included as part of the optimal solution.

![Flowchart of the floating cone II algorithm, method 2](image)

**Figure 7.** Flowchart of the floating cone II algorithm, method 2 [10].

If this algorithm is used in the block model of Figure 5 the ultimate pit limit has a value of +1 as shown in Figure 8 and Table 4.

| Stage | Block | Block Value | Cone Value | Cumulative Value | Mineable? |
|-------|-------|-------------|------------|-----------------|-----------|
| 2     | (2, 8) | +8          | -1         | -1              | No        |
| 3     | (2, 2) | +7          | -2         | -3              | No        |
| 3     | (3, 4) | +15         | +4         | +1              | Yes       |

**Figure 8.** Limit of the optimal pit calculated by modified floating cone II, method 2.

![Table 4](image)
Table 4. Values of the block model of Figure 4 obtained by the modified floating cone II, method 2.

| Stage | Block   | Block Value | Cone Value | Cumulative Value | Mineable? |
|-------|---------|-------------|------------|------------------|-----------|
| 2     | (2, 8)  | +8          | −1         | −1               | No        |
| 2     | (2, 2)  | +7          | −2         | −3               | No        |
| 3     | (3, 4)  | +15         | +4         | +1               | Yes       |

The problem with this algorithm is that it incorporates blocks to the pit that reduce its final value (problem shown in Figure 3). If the result obtained is compared using this method (Figure 8) with the optimal result of the block model (Figure 5), we can see how the value of the pit has decreased.

4.3. Floating Cone III

A new algorithm was presented in 2012, floating cone III (Figure 9), to solve the problem of the final optimal pit [11]. This floating cone algorithm focuses on the problem of positive blocks that are individually analyzed shown in Figure 2. To do this, it classifies each ore block into two groups: dependent and independent. Ore blocks that share a block with other ore blocks in their cones are called dependent; otherwise, they are classified as independent. These two groups are in turn classified into two other groups according to the value of their cones: effective blocks have positive value cones and ineffective blocks have negative value cones. The cones of the effective blocks are what form the ultimate pit limit. It is important to note that this algorithm does not take into account the cones whose value is null [11]. Once the classification is carried out, the ultimate pit limit is established by the set of cones associated with the effective blocks. The formally established floating cone III algorithm follows the following steps:

1. The algorithm is very similar to the original floating cone algorithm, with the exception that when a cone is removed, the algorithm starts over from the first level. This step ends when all of the independent effective blocks in the model blocks have identified.
2. Levels are analyzed for their effect on each other, e.g., an ore block on overlapping levels can make blocks of ore on underlying levels more or less effective.
3. Following the technical restrictions, cones are built for all ore blocks and ore blocks are classified as dependent or independent.
4. Ineffective independent blocks are identified. These blocks have negative cone value, though they can still form part of a positive block cone.
5. Ineffective and dependent blocks, i.e., the blocks which have negative cone value, are identified. These blocks can be part of the final pit, but only as part of a larger cone, or together with other positive value blocks.
6. Finally, the algorithm studies the remaining positive blocks. To do this, the algorithm continues as follows:
   a. Identify common blocks for each cone and calculate their weights. The weight of a block equals the number of cones in which said block can be included.
   b. Calculate the weight of cones. The weight of cone is the sum weight of common blocks of the cone.
   c. Calculate the value of the cone for each cone.
   d. Find the importance of each cone. The importance is the ratio between the weight of cones (which is the sum of the weight of the blocks that make up the cone) and cone value.
   e. Rank the cones at each level in order of importance, then by value in descending order.
   f. Extract the cones from each level in ascending order, adding the accumulated value.
   g. If the maximum accumulated value is positive, include the cones as part of the optimal pit. Repeat steps e–g for all levels of the model.
Figure 9. Flowchart of the floating cone III algorithm [11].

The result obtained for the block model shown in Figure 5 with the floating cone III is +2, as can be seen in Figure 10.
5. Floating Cone IV

A new version of the floating cone algorithm is proposed below, which is called floating cone IV. The floating cone algorithm IV (Figure 11) has two main well differentiated parts. In the first part, cones that are positive are removed from the block model. In the second part, it looks for cones that, although individually they are not positive, the combination of two or more overlapping cones can generate positive values.

The details of the floating cone IV algorithm are explained below:

1. First, the algorithm reads the block model and assigns a value to each block according to Equation (3).
2. In the first part, cones that are positive are removed from the block model following a strict order from top to bottom, taking into account that each time a cone is removed from the set, the process is restarted from the beginning, thus avoiding cones that are profitable due to the positive value of another cone that is above it. Once the first part is finished, the value of all the remaining cones in the block model will be negative.
3. In the second part, the blocks with positive values are crossed again one by one from top to bottom. For each block with a positive value, it will calculate the value of the corresponding cone, which it will call the “cone under study”. If its value is positive, it is removed from the set and this second part is restarted again. The value of these cones should be negative, since the positives were removed in the first part, but when a cone is removed from the set in this second part, it is possible that some cone becomes positive if they have removed blocks that subtracted value, which is why it is returned to ask if the cone is positive before continuing with the process.
4. If the value of the “cone under study” is negative, all positive value blocks that are at the same level or higher whose cones share blocks with the “cone under study” will be selected, ordered from top to bottom, and studied one by one if the value of the corresponding cone, removing the blocks that they share, is \( > = 0 \). When the first one that fulfills this condition is identified, it join its blocks, excluding those that they share so as not to repeat them, to the “cone under study”. If the value of the “cone under study” is already positive, it will be removed from the set and the second part will be restarted again. If it is still negative, it will continue with the rest of the selected blocks, repeating the process each time until one with a positive value is found, removing the common ones. If all of the selected blocks have been analyzed and the value of the “cone under study” is still negative, it will go on to the next block with a positive value.
5. When all the blocks with a positive value have been studied in this second part without removing more cones from the set, the process will end. All the blocks that have been removed from the block model will be those that form the ultimate pit limit.

To explain the floating cone algorithm IV (Figure 11), the block model shown in Figure 12 will be used.
A new version of the floating cone algorithm is proposed below, which is called floating cone IV. The floating cone algorithm IV (Figure 11) has two main differentiated parts. In the first part, cones that are positive are removed from the block model. In the second part, it looks for cones that, although individually they are not positive, the combination of two or more overlapping cones can generate positive values.

Figure 11. Flowchart of the floating cone IV algorithm.

The details of the floating cone IV algorithm are explained below:

1. First, the algorithm reads the block model and assigns a value to each block according to Equation (3).

2. In the first part, cones that are positive are removed from the block model following a strict order from top to bottom, taking into account that each time a cone is removed from the set, the process is restarted from the beginning, thus avoiding cones that are profitable due to the positive value of another cone that is above it. Once the first part is finished, the value of all the remaining cones in the block model will be negative.

3. In the second part, the blocks with positive values are crossed again one by one from top to bottom. For each block with a positive value, it will calculate the value of the corresponding cone, which it will call the "cone under study". If its value is positive, it is removed from the set and this second part is restarted again. The value of these cones should be negative, since the positives were removed in the first part, but when a cone is removed from the set in this second part, it is possible that some cone becomes positive if they have removed blocks that subtracted value, which is why it is returned to ask if the cone is positive before continuing with the process.

4. If the value of the "cone under study" is negative, all positive value blocks that are at the same level or higher whose cones share blocks with the "cone under study" will be selected, ordered from top to bottom, and studied one by one if the value of the corresponding cone, removing the blocks that they share, is > = 0. When the first one that fulfills this condition is identified, it join its blocks, excluding those that they share so as not to repeat them, to the "cone under study". If the value of the "cone under study" is already positive, it will be removed from the set and the second part will be restarted again. If it is still negative, it will continue with the rest of the selected blocks, repeating the process each time until one with a positive value is found, removing the common ones. If all of the selected blocks have been analyzed and the value of the "cone under study" is still negative, it will go on to the next block with a positive value.

5. When all the blocks with a positive value have been studied in this second part without removing more cones from the set, the process will end. All the blocks that have been removed from the block model will be those that form the ultimate pit limit.

To explain the floating cone algorithm IV (Figure 11), the block model shown in Figure 12 will be used.

Figure 12. 2D block model.
The block model in Figure 12 is characterized by the absence of a positive value in any individual cone and only the combination of the block cones (3, 9), (3, 12) and (4, 6) gives the optimal result (+11). If the cone of the block (2, 2) is included in the previous combination, the value of the pit is reduced (+3). The floating cone algorithm IV would work as follows in the block model presented in Figure 12:

1. First, the algorithm analyzes the block model and assigns a value to each block according to Equation (3).
2. Once the value of each block that makes up the model has been calculated, the algorithm follows the same logic as the original floating cone algorithm, as explained above. In this step, cones that are positive are removed from the block model following a strict order from top to bottom. Each time a cone is removed, the process is restarted from the beginning, thus avoiding cones that are profitable due to the positive value of another cone that is above it. In the block model of Figure 12, there is no single cone with a positive result.
3. The remaining cones in the block model will all be negative, otherwise they would have been removed in the previous step. Each of these cones are known as the “cone under study”.
4. The first “cone under study” will be selected and the cones prior to this one (which are above or at the same level) that share blocks with the “cone under study” will be studied. This study will always follow a descending order. In the block model shown in Figure 12, the first “cone under study” would be the cone of block (2, 2) but there are no previous cones or at the same level that share blocks.
5. The next “cone under study” would be the cone formed by the block (3, 9). In this case, it would share blocks with the cone formed by block (3, 12). The value of this second cone (Figure 13), without taking into account the blocks shared with the “cone under study”, would be positive (+15); however, the sum of both cones would still remain negative (-25). Since there are no other cones above or at the same level that share blocks with the cone under study, the next “cone under study” would be passed.
6. The last “cone under study” that remains to be analyzed would be that of the block (4, 6). The first cone that it will share blocks with would be the block cone (2, 2). As can be seen in Figure 14, the value of this second cone, without taking into account the blocks shared with the “cone under study”, is negative (-8), so it is not incorporated into the “cone under study”.
7. The next cone with which the “cone under study” would share blocks would be the cone of the block (3, 9), as shown in Figure 15. In this case, the value of this second cone, not counting the shared blocks with the “cone under study”, is positive (+1), so it is added to the “cone under study” (Figure 15).
8. The new “cone under study” shares blocks with the cone of the block (3, 12). The value of this second cone, not counting the blocks shared with the “cone under study”, is positive (+15) so it would be added to the cone under study (Figure 16). As the “cone under study” is now positive (+11), it is removed from the block model. In the event that the sum of the cones are negative and there are no more cones with which the “cone under study” shares blocks, it would be discarded and the next “cone under study” would be passed. If there is no other “cone under study”, as in this block model, the process will end.

![Figure 13](image-url) The “cone under study”, painted orange, shares blocks with the cone of the block (3, 12), which is painted blue. The sum of both cones gives a negative value (-24).
which is painted orange. The sum of both cones gives a negative value (−13).

Figure 15. The “cone under study”, painted purple, shares blocks with the cone of the block (3, 9), which is painted orange. The sum of both cones gives a negative value (−5). However, the value of the orange cone is not negative, so it joins the “cone under study”.

Figure 16. The “cone under study”, painted purple, shares blocks with the cone of the block (3, 12), which is painted blue. The sum of both cones gives a positive value (+11), so it is removed from the block model.

6. Comparison of the Different Algorithms of the Floating Cone

Throughout this section, the results given by the different floating cone algorithms for the block model in Figure 12 are presented.

The original floating cone algorithm is not capable of calculating any pit limit, since, as previously mentioned, no individual cone has a positive value. The floating cone II algorithm (as well as the first modification of it) is not capable of generating a solution either, as can be seen in Table 5.

Table 5. Values of the block model of Figure 12 obtained by the floating cone II.

| Stage | Block | Block Value | Cone Value | Cumulative Value | Mineable? |
|-------|-------|-------------|------------|-----------------|----------|
| 2     | (2, 2) | +12         | −18        | −18             | No       |
| 3     | (3, 12)| +75         | −5         | −5              | No       |
| 4     | (3, 9) | +41         | −39        | −24             | No       |
| 4     | (4, 6) | +145        | −5         | −5              | No       |

The second modification of the floating cone II algorithm, as can be seen in Table 6 and Figure 17, would obtain a pit with a value of +3 (the optimal pit for the block model studied is +11).
Finally, by means of the floating cone algorithm III, the optimal final pit (+11) was obtained. However, the floating cone III algorithm is more complicated and time consuming than the floating cone IV algorithm. While the floating cone IV algorithm only calculates the value of the cones of the positive blocks and the accumulated value of the “cone under study”, the floating cone III algorithm classifies the positive blocks at each level as either independent or dependent and either effective or ineffective, to be grouped into the following categories: effective independent, independent ineffective and ineffective dependent. After studying the first two groups, we need to calculate the following values for the last group:

1. Weight of each block (the number of cones in which said block can be included);
2. Weight of the cones (the sum of the weights of all the blocks within each cone);
3. Value of the different cones;
4. Importance of each cone (the relationship between the weight of the cones and the value of the cone).

Once all the aforementioned faces have been calculated, classify the cones in order of importance, then remove the cones in ascending order of importance, adding the accumulated value of the cone. If the maximum accumulated value is positive, include the cones as part of the optimal pit. Once a level is finished, repeat the previous calculations in the next level.

All of the above-mentioned steps and calculations make the floating cone III method much more difficult to understand, complicated to implement, and time consuming than the floating cone IV algorithm. In addition, problems can arise with those cones that have a value equal to zero since the floating cone III algorithm does not specify how these should be classified.

7. Floating Cone IV versus Lerchs–Grossmann

To compare both algorithms, the calculations of the Sarfartoq deposit [21], a rare earth deposit on the southwestern coast of Greenland, were used. (Figure 18).

Table 6. Values of the block model of Figure 12 obtained by the floating cone II algorithm, method 2.

| Stage | Block | Block Value | Cone Value | Cumulative Value | Mineable? |
|-------|-------|-------------|------------|-----------------|-----------|
| 2     | (2, 2) | +12         | −18        | −18             | No        |
| 3     | (3, 12)| +75         | −5         | −23             | No        |
| 4     | (4, 6) | +145        | −5         | +3              | Yes       |

Figure 17. Pit calculated by floating cone II algorithm, method 2 for the block model of Figure 8.
Figure 18. Mineralized body of the Sarfartoq deposit. (a) Mineralized body of the Sarfartoq deposit colored according to the ore grade. The topography has been triangulated using the Recmin software, colored in violet. (b) Ultimate pit limit section obtained using the floating cone IV algorithm in Recmin Pro software. The blocks are colored according to ore grade.
The project is located 60 km southwest of Kangerlussuaq International Airport, in West Greenland. It is a deposit of rare earth carbonatites (rare earth elements, REE), with a very high neodymium content, a key component in the manufacture of permanent magnets directly applied in the construction of electric motors and generators. An estimated 18.1 million tons of ore with an average total rare earth oxide (TREO) content of 1.10%. It is a complex project that involves the creation of energy infrastructure (diesel generators) and transportation (roads, a port in a fjord) in harsh working conditions and only from May to October. The project is in the exploration and development phase [22].

The block model used in the calculations presents a total of 154,849 $10 \times 10 \times 10$ blocks. Figure 18a shows the blocks that define the ore body divided by color based on the ore grade, as well as the digital terrain model of the topography once the pit has been excavated, triangulated using Recmin software.

Starting from the same geological model infused in the block model referred above, three optimization methods were executed and compared. As a result, the inherent uncertainties which are always present when simulating geological or geotechnical materials were cleared. The comparison were made between optimization algorithms, not between different block models.

The calculations of the mining viability were carried out using three procedures (Table 5). Firstly, using Whittle software, which uses the Lerchs and Grossmann algorithm (the de facto standard in the industry, e.g., [23]), although in its latest version it can also apply newer algorithms such as Pseudoflow [16]. The second calculation was performed using the Recmin free software, which uses the floating cone algorithm and the last calculation was performed using the Recmin Pro software, which performed the calculations using the floating cone IV algorithm (Figures 18b and 19).

As can be seen in Table 7, the best result is given by the Lerchs–Grossmann algorithm, with the smallest pit of the three calculated. Although the floating cone method IV improves the results presented by the floating cone algorithm, this method continues to add blocks that reduce the final value of the pit. The differences obtained from the income minus the costs between the different methods barely reached 2%. It is important to note that the acceptable ranges of precision in estimating economic calculations from the preliminary stage to the feasibility stage are the following [24]:

1. Conceptual study: ±30%
2. Preliminary study: ±20%
3. Feasibility study: ±10%

Figure 19. Orthophoto of the area of the Sarfactoq deposit. The ultimate pit limit calculated by the floating cone IV algorithm is represented together with the ore blocks included in the pit. The blocks are colored according to ore grade.
Table 7. Results obtained by the different methods. The values used in the calculation of the economic pits are the following: 43° slope, mining cost $2.56/t, plant cost $120.18/t, recovery 76.63%, sale price $33,470/t, and internal cut-off grade 0.4686.

| Date         | Lerchs–Grossmann | Floating Cone | Floating Cone IV |
|--------------|------------------|---------------|------------------|
|              | No. of pit blocks | 53,021        | 58,211           | 55,901           |
|              | No. of ore blocks | 5322          | 5324             | 5313             |
|              | No. of waste blocks | 47,699        | 52,887           | 50,588           |
|              | Calculation time  | 3 min 2 s     | 9 min 47 s       | 3 min 59 s       |
|              | Pit volume (m$^3$) | 53,021,000.00 | 58,211,000.000   | 55,901,000.000  |
|              | Pit weight (t)    | 159,063,000.00 | 174,633,000.000 | 167,703,000.00  |
|              | Ore weight (t)    | 15,966,000.00 | 15,972,000.000   | 15,939,000.00   |
|              | Waste weight (t)  | 143,097,000.00 | 158,661,000.000 | 151,764,000.000|
|              | Ratio             | 8.963         | 9.934            | 9.522            |
|              | cut-off grade (%) | 1.201         | 1.201            | 1.201            |
|              | Metal (t)         | 191,751.66    | 191,823.72       | 191,427.39      |
|              | Recovered Metal (t) | 146,939.30   | 146,994.52       | 146,690.81      |
|              | Metal value ($)   | 4,918,058,272.531 | 4,919,906,471.807 | 4,909,741,375.79 |
|              | Ore mining cost ($) | 40,872,960.00 | 40,888,320.000   | 40,803,840.00   |
|              | Waste mining cost ($) | 366,328,320.000 | 406,172,160.000 | 388,515,840.00 |
|              | Processing cost ($) | 1,918,793,880.00 | 1,919,514,960.000 | 1,915,549,020.00 |
|              | Total cost ($)    | 2,325,995,160.00 | 2,366,575,440.00 | 2,344,868,700.00 |
|              | Income less cost ($) | 2,592,063,112.531 | 2,553,331,031.807 | 2,564,872,675.79 |

In addition, the acceptable precision for estimating mineral resources and ore reserves is much greater than the differences previously presented [25], i.e., the geological uncertainty in these stages is greater than the differences between the different calculation methods of the optimal pit. Together, the profitable pit must take into account a study of robustness or sensitivity to changes in market conditions, mainly the sale price [21].

The optimal pit, as defined by the different methods, is the basis for designing the final pit in which the mining road will be included. As a result, the final pit will, in reality, have a larger number of blocks. In addition, during the mining operation changes will occur (problems during execution, changes in the market, application of reserves, etc.) that will modify the design of the mine with respect to the optimal pit calculated in these stages.

Finally, it should be noted that the floating cone IV method significantly improves the calculation times of the floating cone, approaching the calculation times presented by the Lerchs–Grossmann algorithm (Table 7). To this last point, it is important to note that in these stages the proper choice of block size is essential, since large blocks with dimensions close to those of the spacing of the sample will improve the reliability of the estimates, while the smaller blocks will have variations of increasingly higher estimates (in addition to much longer optimal pit calculation times). The small block problem has been widely documented [26–28].

It could be said that the use of floating cone methods is out of date. As compared to the Lersch–Grossmann or Pseudoflow methods, it could be slower and give slightly less optimized results. On the contrary, the floating cone method is robust, always gives a solution, and can be easily programmed and its solution checked, as its code can be fully written from scratch with no use of external optimization libraries as is usually done for other methods.

8. Conclusions

The floating cone IV algorithm presented in this article is a notable improvement of the algorithms of the floating cone family, both in terms of results and calculation time, since it is much more precise and faster than other floating cone algorithms in the calculation of cones that are at the limit of being profitable and could become part of the final pit only if they join other cones with which they share blocks. However, the Lerchs and Grossmann method delivers the best results for now.
It is important to highlight that the differences between the different methods that are applied today are very small and are in the blocks whose cones are not cheap but that are joined to other cones. The differences between the different calculations hardly add economic value to the pit, and are not relevant, especially considering that:

1. The calculation of the ultimate pit limit must consider a study of robustness or sensitivity to changes in market conditions, mainly the sale price.
2. The optimal pit defined by the different methods is the basis for designing the final pit in which the transport lanes are included. Therefore, the actual log will implement more blocks in the contour. The floating cone method when making slightly larger pits would already include blocks for the design of the ramps.
3. The geological uncertainty in these stages is greater than the differences between the different methods of calculating the optimal pit.
4. During the mining operation, changes will occur (problems during execution, changes in the market, application of reserves, etc.) that will modify the design of the mine with respect to the ultimate pit limit calculated in these stages.

It is also important to note the notable improvement in the calculation times obtained by the floating cone IV algorithm, bringing it closer to the calculation times obtained by Lerchs and Grossmann.

Due to all of the above, the floating cone method continues to be a fully valid method for calculating the optimal pit of a mineral deposit.
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