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Abstract—Millimeter-wave (mmWave) communication is a promising solution to the high data rate demands in the upcoming 5G and beyond communication networks. When it comes to supporting seamless connectivity in mobile scenarios, resource and handover management are two of the main challenges in mmWave networks. In this paper, we address these two problems jointly and propose a learning-based load balancing handover in multi-user mobile mmWave networks. Our handover algorithm selects a backup base station and allocates the resources to maximize the sum rate of all the users while ensuring a target rate threshold and preventing excessive handovers. We model the user association as a non-convex optimization problem. Then, by applying a deep deterministic policy gradient (DDPG) method, we approximate the solution of the optimization problem. Through simulations, we show that our proposed algorithm minimizes the number of the events where a user’s rate is less than its minimum rate requirement and minimizes the number of handovers while increasing the sum rate of all users.
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I. INTRODUCTION

The expected growth of mobile traffic and high data rate demands has triggered the design of communication networks over millimeter-wave (mmWave) bands [1]. mmWave networks promise Gbps data rates over directional links. However, high penetration loss and vulnerability to rapidly varying channel conditions and blockages are the principal challenges to overcome in mmWave bands [2]. In order to provide proper coverage and capacity, dense base station (BS) deployments are necessary, and frequent handovers may occur in scenarios where both the user and the obstacles are mobile. The latter increases the signaling overhead and the service delay due to more frequent channel estimation and cell association. Thus, handover and resource allocation during user association is an important issue in mmWave networks [3].

The problem of user association to achieve load balancing in mmWave networks has received considerable attention in recent years. The authors in [3] proposed a distributed algorithm via dual decomposition to achieve load balancing among different tiers in the heterogeneous network. The authors in [4], [5] formulated the association as a mixed-integer optimization and proposed a heuristic approach and a polynomial-time algorithm to solve it. However, the sensitivity of the association solution to the network dynamics [6] causes the re-execution of the complicated association problem.

In [7], the association problem is modeled as a Markov decision process framework. The authors in [8] leverages a distributed deep reinforcement learning algorithm to find the optimal solution of the user-association problem in V2X communication networks. The authors in [9] proposed a reinforcement learning handoff policy to reduce the number of handoffs in heterogeneous networks. However, the long-term effect of handovers in order to maximize the sum rate of all the UEs along trajectories and at the same time reduce the number of the handovers and ensure the rate requirement per UE to provide a reliable connection, have not been addressed in the aforementioned works.

In this paper, we propose a learning-based load balancing handover in a multi-user mobile mmWave networks. Our algorithm aims to associate the UEs and allocate the required resources to maximize the sum rate of all UEs moving along different trajectories in the environment and at the same time minimize the number of handovers and the probability of the events in which each UE’s average rate is less than a predefined data rate threshold. We model the user association problem as a non-convex optimization problem and deploy a machine-learning tool, namely deep deterministic gradient method, to approximate the solution of this optimization problem.

Leveraging machine-learning in mobile mmWave, as the main decision-making tool, is motivated by the fact that it can learn the geometry of the environment based on the statistic data and past experiences. In our proposed approach, most of the computational tasks are done during offline training to approximate the solution of the optimization problem based on databases of the dynamic environment from the past experiences. Then, the optimal policy of the offline training process is validated during the online test.

The simulation results show that our proposed load balancing handover method increases the sum rate of the UEs, reduces the number of the outage events (when the average achieved rate becomes less than the rate requirement) and reduces the number of handovers in comparison with two benchmarks, namely random backup benchmark and the worst connection swapping (WCS) algorithm (similar idea to [5]).

The rest of the paper is organized as follows. In Section II, we introduce our system model and explain our problem formulation. In Section III, we introduce our learning-based load balancing handover method. We present the numerical results in Section IV, and conclude our work in Section V.

Notations: Throughout this paper, matrices, vectors and...
scalars are represented by bold upper-case (X), bold lower-case (x) and non-bold (x) letters, respectively. The transpose, the conjugate transpose and the $\ell_2$-norm of a vector $\mathbf{x}$ denote $\mathbf{x}^T$, $\mathbf{x}^H$ and $\|\mathbf{x}\|$, respectively. We define set $[L] = \{1, 2, \ldots, L\}$ for any integer $L$. The indicator function $1\{\cdot\}$ is equal to one if the constraint inside $\{\cdot\}$ is satisfied.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a downlink mmWave network with $|\mathcal{B}|$ BSs and $|\mathcal{U}|$ mobile user equipments (UEs), where each UE is served by only one BS. We assume each UE is moving through a specific trajectory with length $L \in \mathcal{N}$ where $\ell(i)$ is the location of UE $i \in \mathcal{U}$. Each BS is equipped with $N_{BS}$ antennas, and each UE is equipped with $N_{UE}$ antennas. We assume that all BSs have full buffers and fixed transmit powers. Next, we explain the channel model and problem formulation.

A. Channel Model

Considering a narrow band cluster 3D channel model [2], the channel matrix $\mathbf{H} \in \mathbb{C}^{N_{BS} \times N_{UE}}$ between UE $i$ in location $\ell(i)$ of a trajectory (with $L$ points) and BS $j \in \mathcal{B}$ is fixed during a coherence interval (CI) and can be defined as:

$$
\mathbf{H}(i,j) = \frac{1}{\sqrt{R}} \sum_{c=1}^{C} \sum_{r=1}^{R} h_{r,c} \mathbf{u}_s(\theta_r, \phi_r, \mathbf{u}_c(\theta^r, \phi^r))^\mathbf{H}(\theta_r^B, \phi_r^B),
$$

where $C$ is the number of path clusters and $R$ is the number of subpaths in each cluster. Each subpath have horizontal and vertical angle of arrivals (AoAs), $\theta_{r,c}, \phi_{r,c}$, and horizontal and vertical angle of departures (AoDs), $\theta^r_{r,c}, \phi^r_{r,c}$. The complex gain of $r$-th subpath of cluster $c$ is $h_{r,c}$ which includes both the path loss and small scale fading [2]. These parameters are generated based on different distribution as given in [2, Table I].

For the sake of notation simplicity, we drop the notation $i$ and $j$ from the channel parameters, whenever they are clear from the context. $\mathbf{u}_s(z) \in \mathbb{C}^{N_z}$ (for both $\{\mathcal{B}, \mathcal{U}\}$) is the vector response function of the BS and UE antenna arrays to the AoAs and AoDs. In this work, we consider a half wavelength uniform planar arrays of antennas both at the BS and the UE sides which can be defined as [10]:

$$
\mathbf{u}_s(\theta^s, \phi^s) = [1, ..., e^{j\pi n_{BS} \sin(\theta) \cos(\phi) + n_{UE} \sin(\theta) \sin(\phi)}] \end{bmatrix}^T
$$

where $1 \leq n_{BS} \leq N_{BS} - 1$, $1 \leq n_{UE} \leq N_{UE} - 1$, and $s \in \{\mathcal{B}, \mathcal{U}\}$.

For the blockage model, we use the probability functions obtained based on the New York City measurements in [11] to define the probability of LoS and NLoS states of each link:

$$
P_{\text{LoS}}(d) = \left\lfloor \min \left( \frac{27}{d}, 1 \right), \left(1 - e^{-\frac{d}{\lambda}}\right) + e^{-\frac{d}{\lambda}} \right)^2
$$

$$
P_{\text{NLoS}}(d) = 1 - P_{\text{LoS}}(d),
$$

where $d$ is the 3D distance between UE and BS in meters. We model the pathloss for LoS and NLoS links as:

$$
\text{PL}(d)[\text{dB}] = 10 \log_{10} \left( \frac{4\pi d_0}{\lambda} \right)^2 + 10 \hat{n} \log_{10} \left( \frac{d}{d_0} \right) + X_{\mu},
$$

where $d_0$ is the close-in free space reference distance which in this work $d_0 = 1$, $\lambda$ is the wavelength and $\hat{n}$ is the path loss exponent which has different amount depending on the LoS or NLoS links. $X_{\mu}$ is a zero mean Gaussian random variable with a standard deviation $\mu$ in dB which represents the shadow fading for LoS or NLoS links. These parameters are given in [12, Table V and VI].

Under the assumption of using capacity achieving codes, the achievable rate, between BS $j$ and UE $i$, can be approximated with link capacity $c(i,j)$ which is defined as:

$$
c(i,j) = W \log_2 \left( 1 + \frac{|\mathbf{w}(i)\mathbf{H}(i,j)\mathbf{f}(i,j)|^2}{\sigma^2 W + I(i,j)} \right),
$$

$$
I(i,j) = \sum_{j' \in \mathcal{B}, j' \neq j} \sum_{i'} |\mathbf{w}(i')\mathbf{H}(i,j')\mathbf{f}(i',j')|^2,
$$

where $p$ is the transmit power, $W$ is the system bandwidth, $\sigma^2$ is the noise power level, $\Gamma \in \mathbb{C}^{N_{BS}}$ is the beamforming vector in the BS side and $\mathbf{w} \in \mathbb{C}^{N_{BS}}$ is the combining vector in the UE side. The combing and beamforming vectors are found from the left and right singular vectors of $\mathbf{H}$. The interference, $I(i,j)$ is coming from other BSs ($j' \neq j$) which are sending signals to their active UEs $i'$. In this work we omit the interference effect of other active UEs of the BS $j$ and leave it as a future work.

We define a zone based on a certain geographical area with a specific number of BSs. We consider one agent as the decision-maker for each zone that connects all the BSs in its zone.

B. Problem Formulation

We consider the problem in the discrete-time domain, where the duration of each time slot is equal to the duration of the CI. As it is shown in Fig. 1, each time slot $t$ starts with data transmission within a time of less than one CI. Afterward, we assume that the current CI ends, and the next CI begins while the location dynamics follow a mobility pattern. The new CI ends after the next data transmission. At the end of the time slot $t$, channel estimation, resource allocation, and handover decision making in the new location is executed, as shown in Fig. 1. We assume the channel estimation during mini-slot $S$ and mini-slot $B$ are done based on an efficient beamforming algorithm in [13] which has low signaling overhead during the beamforming phase.

For each time slot $t$, we define variables $x^t(i,j) \in [0,1]$ for all $i \in \mathcal{U}, j \in \mathcal{B}$, where it represents the normalized shared resources of BS $j$ for UE $i$. As a result, $x^t(i,j) > 0$ if and only if BS $j$ is serving UE $i$. Therefore, in time slot $t$, the achieved rate of UE $i$ is:

$$
R^t(i) = x^t(i, j_{\text{LoS}}(i)) c^t(i, j_{\text{LoS}}(i)) = \sum_{j \in B} x^t(i,j) c^t(i,j),
$$
Data Transmission

Fig. 1: Time segmentation. Mini-slot $S$ and mini-slot $B$ are related to the channel estimation toward serving and backup BSs, respectively. DM$_t^1$ is the decision making phase regarding the choice of backup BS during mini-slot $B$. DM$_t^2$ is the decision making phase regarding the handover execution, and DM$_t^3$ is related to the resource allocation phase.

where $c^t(i, j)$ is the capacity defined in (5), and $j_0^t(i)$ is the index of the serving BS of UE $i$.

In this paper, we consider multiple mobile UEs moving through different trajectories. The goal is to maximize the sum of achievable rates of the UEs, while minimizing the number of handovers and the number of UEs which have the rates less than their rate requirement. For the latter, we define a window of recent achieved rates and ensure that the UEs averaged rate over this window is larger than an $R_{th}$. To this end, we define functions $F_1$, $F_2$ and $F_3$ as follows.

- $F_1$ is the averaged trajectory rate of the UEs, defined as the aggregated rates of the UEs along their own trajectories. Formally,
  \[
  F_1 = \sum_{t=1}^T \sum_{i\in\mathcal{U}} \mathbb{E}[x^t(i, j)c^t(i, j)],
  \]
  where $T$ is the number of time slots during a trajectory, and the expectation is with respect to the randomness of $c^t(i, j)$.

- $F_2$ is the expected number of UEs whose rate requirement has not been met. We define the rate requirement as the average rate of each UE in the last $K$ CIs, so
  \[
  F_2 = \mathbb{E} \left[ \sum_{t=1}^T \sum_{i\in\mathcal{U}} \left\{ \frac{1}{K} \sum_{k=0}^{K-1} R_t^{t-k}(i) \leq R_{th}(i) \right\} \right],
  \]
  where $R_{th}(i)$ is the minimum rate requirement of the UE $i$. Note that if $t-k \leq 0$, we assume $R_t^{t-k} = 0$.

- $F_3$ is the expected value of the number of handovers. The number of handovers is $1 \{ \sum_{j\in\mathcal{B}} x^t(i,j) = 0 \}$ for UE $i$ in time slot $t$. Hence, $F_3$ is
  \[
  F_3 = \mathbb{E} \left[ \sum_{t=1}^T \sum_{i\in\mathcal{U}} \left\{ \sum_{j\in\mathcal{B}} x^t(i,j) = 0 \right\} \right],
  \]

where $\lambda_t$ and $\lambda_h$ are positive constants controlling the importance of $F_2$ and $F_3$, respectively. We assume that all variables $\lambda_t$, $\lambda_h$ and $\lambda_t/\lambda_h$ are large enough. Thus, reducing the probability of UE rate becomes less than threshold is more important than reducing the number of handovers, and reducing the number of handovers is more important than increasing the total sum rate of UEs. Constraint (6b) guarantees that each UE is served by at most one BS. Constraint (6c) refers to the resource limitation of BSs. Therefore, each BS allocates a ratio of its resource to UEs, and the sum of ratios cannot be more than 1. According to (6d), the amount of resource allocation is a positive real number.

The optimization problem (6) is nonlinear because of (6b); as a result, the computational complexity of solving this problem is high. Further, the rate allocation policy must be causal, i.e., the optimal $x^t(i,j)$ is independent of $c^{t+1}(i,j), \ldots, c^t(i,j)$ given $c^{t}(i,j), \ldots, c^{1}(i,j)$, for all $i \in \mathcal{U}, j \in \mathcal{B}, t \in [T]$. Therefore, the impact of the selection of the backup BSs propagates in time and may affect the UEs’ QoS in later times. Hence, it is crucial to consider the long-term benefits of selecting backup BSs besides their temporal effects on UEs’ QoS. Moreover, in order to select backup BSs, one needs to predict and model the UEs’ QoS, in future time slots, which may not be affordable due to the high mobility of UEs and obstacles in mmWave networks. These requirements motivate us to transfer the optimization problem (6) to the reinforcement learning (RL) problem.

III. REINFORCEMENT LEARNING-BASED HANDOVER

In this work, we propose to keep a set of backup BSs for each set of UEs, which may need to do a handover in the next time slot. In the RL framework, the objective function is transformed into the reward function, and the network constraints are transformed into the feasible state and action spaces. In the following we will describe the Markov decision process formulation of the problem. Then, we will explain our proposed handover process.

The optimal solution $x^{*t}(i,j)$, in (6), can be found in two steps: finding the non-zero elements of $x^{*t}(i,j)$, and the optimal value of $x^{*t}(i,j)$. It is the same as first setting $j_0^t(i) \in \mathcal{B}$ as the serving BS of UE $i$ in time slot $t$, and then finding $a^t(i)$, which is the ratio of resources of BS $j_0^t(i) \in \mathcal{B}$ allocated to UE $i$. As a result, we can write the optimization as

\[
\max_{(x^t(i,j))_{i,j}} F_1 - \lambda_t F_2 - \lambda_h F_3 = \max_{(j_0^t(i))_{i}} \mathbb{E} (G(j_0^t(1), \ldots, j_0^t(|\mathcal{U}|)),
\]

Therefore, we propose the optimization problem as follows

\[
\max_{(x^t(i,j))_{i,j}} F_1 - \lambda_t F_2 - \lambda_h F_3 = \max_{(j_0^t(i))_{i}} \mathbb{E} (G(j_0^t(1), \ldots, j_0^t(|\mathcal{U}|)),
\]
where 
\[ G(j_S^1(1), \ldots, j_S^K(\mathcal{U}t)) = \max_{\{a^t(i) \in [0,1]\}_{i=1}} F_1 - \lambda_t F_2 - \lambda_h F_3 \]

In order to reduce the complexity, we evaluate suboptimal \( j_S^1(i) \) utilizing RL framework, then evaluating \( a^t(i) \) based on a fixed policy.

A. Markov Decision Process Formulation

RL problems are formulated utilizing the idea of the Markov decision process (MDP), which is based on the agent’s interaction with different states of the environment to maximize the expected long-term reward. The agent is the main decision-maker who can sit on the edge cloud. Here, we define the elements of an MDP.

1) State Space: The state space describes the environment in which the agent is interacting by selecting different actions and observing the reward. We define the state at time slot \( t \) in multi-user mmWave network as:

\[ s_t = (\ell^t(i), j_S^t(i), c^t(i, j_S^t(i)), \alpha^t(i), R_t^{t-1}(i), \ldots, R_t^{t-K+2}(i)) \in \mathcal{U}, \]

where \( \ell^t(i) \) denotes the location of UE \( i \); \( j_S^t(i) \in \mathcal{B} \) is the serving BS of UE \( i \); \( c^t(i, j_S^t(i)) \) is the capacity of the channel between UE \( i \) and BS \( j_S^t(i) \). Note that \( c^t(i, j_S^t(i)) \) is a random value due to the randomness of the channel gain (fading and blockage). \( \alpha^t(i) \in [0,1] \) is the proportion of the resources of BS \( j_S^t(i) \) allocated to UE \( i \). All the variables mentioned earlier are evaluated at the start of the time slot \( t \). \( R_t^{t-1}(i), \ldots, R_t^{t-K+2}(i) \) are the last \( K-2 \) observations of achieved rate of UE \( i \) in the previous time slots. The agent, at the beginning of each time slot, sees the input state \( s_t \) and accordingly choose an action.

2) Action Space: In the next state, a set \( \mathcal{U}_h \subseteq \mathcal{U} \) of UEs does the handover. Hence, the action of the agent is to determine a backup for each one of the UEs \( i \in \mathcal{U}_h \) for all \( 2^{\mathcal{U}_t} \) possible subsets \( \mathcal{U}_h \subseteq \mathcal{U} \). In other words, actions are functions 
\[ A : \mathcal{P}(\mathcal{U}) \rightarrow 2^{\mathcal{U}_t}, \; A(\mathcal{U}_h) = a, \]

from \( \mathcal{P}(\mathcal{U}) \), the set of all subsets of \( \mathcal{U} \), to the set of all possible allocations among UEs and BSs. Each allocation between UEs and BSs is denoted by a vector \( a \in 2^{\mathcal{U}_t} \) where \( a_i \) denotes the possible serving BS for UE \( i \) in the next time slot. We suppose that if \( i \notin \mathcal{U}_h \), then its serving BS is not changed in the next time slot. Note that actions are the function of the state in the corresponding time slot. Hence, actions are determined at the beginning of time slots, during DM (see Fig. 1).

3) Transition to the next state: For each UE \( i \), transition to the next location \( \ell^{t+1}(i) \) is realized based on the current location \( \ell^t(i) \). Taking into account that one can predict the mobility of the UEs in mmWave reliably [14], we assume the mobility model, including UEs trajectories, are available; as a result, the transition between locations are deterministic. The UEs which require to do a handover are the ones with average rate of the last \( K-2 \) time slots, the current time slot, and the next time slot if transmission continues with the same serving BS and resource allocation, becoming less than the threshold: 
\[ \frac{1}{K} \left[ \sum_{\tau=t-K+2}^{t} c^t(i, j_S^\tau(i)) \alpha^\tau(i) + c^{t+1}(i, j_S^{t+1}(i)) \alpha^{t+1}(i) \right] < R_{th}(i) \Leftrightarrow i \in \mathcal{U}_h, \]

where the set \( \mathcal{U}_h \) represents the UEs are required to do the handover. Note that the estimation of the channel in the new CI is done in the mini time slot \( S \) after data transmission (see Fig. 1). The handover procedure is explained in Section III-C. After the handover, the new serving BS and the proportion of resources allocated to each UE, in time slot \( t+1 \), are determined.

4) Reward Function: In finite-horizon MDP, total reward \( r \) is the summation of per-time rewards, \( r^t \), which are evaluated at the end of each time slot based on the corresponding state \( s_t \), action \( A^t \) and the next state \( s_t^{t+1} \). In our problem, per-time reward in time slot \( t \) is the summation of the rates of UEs in time slot \( t \) minus the loss for the handovers and average rates getting less than the thresholds. Hence, we have

\[ r = \sum_{t=1}^{T} \mathbb{E}[r^t(s^t, A^t, s^{t+1})], \]

where,

\[ r^t(s^t, A^t, s^{t+1}) = \sum_{i \in \mathcal{U}} R^t(i) - \lambda_t \sum_{i \in \mathcal{U}} 1 \left\{ \frac{1}{K} \sum_{k=1}^{K-2} R^{t-k}(i) \leq R_{th}(i) \right\} - \lambda_h \sum_{i \in \mathcal{U}} 1 \left\{ j_S^t(i) \neq j_S^{t+1}(i) \right\}, \]

where

\[ R^t(i) = c(i, j_S^t(i)) \alpha^t(i). \]

In order to find the optimal policy, due to the continuous and large number of the state space, one solution is Deep Q Network (DQN) algorithm. In this algorithm, the action-value function is estimated based on the deep neural network function approximators. However, DQN cannot straightforwardly be applied to the continuous or very large action space [15]. Due to the large number of the action space in our algorithm, which is \( \prod_{i=0}^{\mathcal{U}_t} |\mathcal{B}|^{(\mathcal{U}_t)} = |\mathcal{B}|^{2^{\mathcal{U}_t}-1} \) (which is a large number even in a sparse network), we utilize deep deterministic policy gradient (DDPG) method [15] which is compatible with the large number of states and action spaces.

B. DDPG Algorithm

The DDPG is an off-policy, model-free, and online RL method, which has two main components: actor and critic. The actor, \( \mu(s) \), takes the state \( s^t \) as the input and returns the corresponding action \( a^t \), which maximizes the long-term reward. The critic, \( Q(s^t, a^t) \), returns the expected long-term
reward based on the state and action inputs. It can be defined for discounted infinite horizon MDP as
\[
Q(s', a') = \mathbb{E}[r(s', a', s^{t+1}) + \gamma Q(s^{t+1}, \mu(s^{t+1}))]
\]
(10)
where \(\gamma\) is the discount factor of MDP reward, and
\[
\mu(s') = \arg\max_a Q(s', a').
\]

In DDPG, it is assumed that \(Q(s, a)\) is the scaler output of a neural network with input \(s, a\), with parameters \(\theta^Q\). Actor is also the output of a neural network with input \(s\) and output \(a\), where the parameters are represented by \(\theta^A\). In order to explore new states, a noise \(\mathcal{N}\) is added to the output of the actor to get new random actions. After getting the initial state of a episode, for each time step \(t\) the action input of critic neural network will be selected based on the current policy and the action exploration noise. All the transitions \((s', a', r', s^{t+1})\) are stored in the replay buffer. Then, the critic and the actor policy and their parameters \(\theta^Q^t\) and \(\theta^A^t\), respectively, are updated by sampling a mini-batch with size \(M\) from the replay buffer. We refer reader to [15] for more details on DDPG algorithm.

Note that in our algorithm, DDPG method is applied to the offline training phase to estimate the optimal policy. Then, the obtained policy is used to the online phase. The DDPG method can be also used for the online phase in order to estimate the optimal policy asymptotically. However, due to the computational complexity of the online training phase, it needs a simpler neural network model. For instance, it can apply a neural network with lower number of the hidden layers or it can explore more of the time to find a policy close to the optimal one and does not exploit.

C. Handover Algorithm

The handover process starts after mini-slot \(S\) (see Fig. 1). At DM\(j\) backup BSs are chosen based on \(A(\ell_\mathcal{U})\) and we define \(j^\ell_{B}(i)\) as the \(i\)-th element of \(A(\ell_\mathcal{U})\). Hence, \(j^\ell_{S}(i)\) is equal to \(j^\ell_{B}(i)\) if UE \(i\) does handover, and it remains \(j^\ell_{B}(i)\) otherwise. As a result, the serving BSs for time slot \(t+1\) are determined.

After DM\(i\), the agent estimates the channel capacity between UEs and their backup BSs. This is done during mini-time slot \(B\) (see Fig. 1). Then, in order to find the amount of resources allocated to each UE, agent tries to find an optimal solution \(\alpha^*(i)\) for \(i\in\mathcal{U}\) which maximizes the sum of the achieved rate of all UEs in the zone while minimizing the amount number of UEs with average rate less than \(R_{th}\). Formally, the agent finds the sub-optimal solution \(\alpha^*(i)\) for \(i\in\mathcal{U}\) for the following problem:
\[
\max_{\{\alpha(i)\}_{i\in\mathcal{U}}} \sum_{i\in\mathcal{U}} c^{t+1}(i, j^\ell_{S}(i)) \alpha(i)
\]
\(1\)The best choice of the discount factor in finite horizon MDP is equal to 1. However, the DDPG algorithm has been designed for the infinite horizon and converges with discount factor less than 1. Hence, in our algorithm, we choose the discount factor close to 1.

Algorithm 1 Handover at the end of the time slot \(t\).

**Inputs:** The set \(\mathcal{U}_h\) includes all the UEs which require to do the handover.

1. Choose \(j^\ell_{B}(i)\) for all \(i\in\mathcal{U}_h\), based on action \(A(\ell_\mathcal{U})\), where \(j^\ell_{B}(i) = j^\ell_{S}(i)\) if \(i\notin\mathcal{U}_h\).
2. \(j^\ell_{S}(i) = j^\ell_{B}(i)\).
3. During mini-time slot \(B\), estimate channel from BS \(j^\ell_{B}(i)\) toward UE \(i\) in location \(\ell^{t+1}\) and calculate \(c^{t+1}(i, j^\ell_{B}(i))\).
4. Calculate required resource \(\tilde{\alpha}(i), \forall i \in \mathcal{U}\) based on (12).
5. for all \(j \in B\) do
6. \(\tilde{\alpha}(i)\) based on (13) and find \(N_S(j)\) from (14).
7. Find \(I^*_j\) from (15) and \(\alpha^{t+1}(i)\) from (16).
8. end for
9. Outputs: \(j^\ell_{S}(i)\) and \(\alpha^{t+1}(i)\) for all \(i\in\mathcal{U}\).

\[
-\lambda_t \left\{ \sum_{k=0}^{K-2} \mathbb{R}^{t-k}(i) \leq R_{th}(i) \right\}
\]
subject to \(\sum_{i\in\mathcal{U}} \alpha(i) = 1, \forall j \in B\)
(11a)
\[
\alpha(i) \geq 0, \forall i \in \mathcal{U}.
\]
(11b)
This optimization is done in mini time slot \(DM^i\) (see Fig. 1).

Now, we explain a sub-optimal solution for (11). As we mentioned before, we assume that \(\lambda_t \gg 1\). Therefore, it is more important to minimize the number of UEs getting less than \(R_{th}\) than to maximize the sum rate. To this end, first, consider each BS separately. If at most one UE is allocated to BS \(j\), the BS allocates all of its resources to that UE, which is the best strategy for BS \(j\). Otherwise, find \(\tilde{\alpha}(i)\), the amount of resources for each UE so that the rate is greater than the threshold:
\[
\tilde{\alpha}(i) = \max \left\{ 0, \frac{K R_{th} - \sum_{k=0}^{K-2} \mathbb{R}^{t-k}(i)}{c^{t+1}(i, j^\ell_{S}(i))} \right\}.
\]
(12)
Define \(i^\ell_{S}(j)\) as all UEs allocated to BS \(j\):
\[
i^\ell_{S}(j) := \{ i \mid j^\ell_{S}(i) = j \}.
\]
(13)
Thus, \(N_S(j)\), the maximum number of UEs which can be served by BS \(j\) while satisfying the rate requirement, is
\[
N_S(j) = \max_{I_j \subseteq i^\ell_{S}(j)} |I_j|
\]
subject to \(\sum_{i\in I_j} \tilde{\alpha}(i) \leq 1\).
(14a)
(14b)
Next, for all \(j \in B\), by exhaustive search among all subsets of \(i^\ell_{S}(j)\) with number of elements equal to \(N_S(j)\), one finds \(I^*_j\) as
\[
I^*_j = \min \sum_{i\in I_j} \tilde{\alpha}(i) c^{t+1}(i, j)
\]
subject to \(|I_j| = N_S(j)|.
(15a)
(15b)
The remaining resources of BS $j$, which is $1 - \sum_{i \in T_j} \tilde{a}(i)$, are allocated to the UE $\text{argmax}_{i \in T_j} \tilde{a}(i)$. Hence,

$$\alpha^{t+1}(i) = \begin{cases} 
\tilde{a}(i) & i \in T_j, \\
1 - \sum_{i \in T_j} \tilde{a}(i) & i = \text{argmax}_{i \in T_j} \tilde{a}(i), \quad (16) \\
0 & \text{otherwise}.
\end{cases}$$

IV. NUMERICAL RESULTS

In this section, we evaluate the performance of our proposed handover method in the downlink of a mmWave network operating at 28 GHz with 4 BSs and 7 UEs. The mmWave links are generated as described in Section II-A. All the UEs move through different trajectories with different directions in 100 seconds. We consider the pedestrian and the vehicular mobility models with speed 5 km/h and 60 km/h, respectively. We consider a zone of $100 \times 100$ m$^2$ area. The main simulation parameters are listed in Table I.

The rate requirement are drawn from uniform distribution $R_{th}(i) \sim U[0.2, R_{\text{max}}]$ Gbps, $\forall i \in U$, where $R_{\text{max}}$ can vary. The average rate per location is computed in $K = 2$ previous time slots. We define an episode of the learning process as a trajectory and use 5000 different realizations of the channels through the trajectories as the database of the learning process.

We compare the performance of our proposed method with two benchmarks. In the first benchmark, Rand, a backup solution is chosen randomly from one of the BSs in UE’s vicinity. Although the Rand benchmark may be fast, it is not efficient and can be considered as a lower bound for the performance of our approach. The second benchmark, WCS, is inspired by the worst connection swapping algorithm in [5] which converges fast and provides a near optimal solution for user association problem. In this approach, the serving BSs of all the UEs needed to do a handover are swapped with the ones maximizing the reward function. If the current connections are the best ones among all swapping possibilities (in switching step), the serving BSs are swapped with another arbitrary UEs.

Table II and Fig. 2 illustrate three objectives ($F_1$, $F_2$, and $F_3$) of optimization problem (6) for all algorithms. Compared to the benchmarks, our approach minimizes the number of handovers and the outage events (average number of events where not meet the rate requirement) while maximizes the sum rate of all the UEs. It happens because our handover algorithm prioritizes reducing the number of outage events and the number of handovers over maximizing the sum rate. As a result our algorithm provides more reliable connection.

V. CONCLUSIONS

In this paper, we investigated the problem of the load balancing handover in multi-user mobile mmWave networks. We leverage machine-learning tools to approximate the non-convex association problem. Numerical evaluation confirmed that our algorithm maximizes the sum rate of all the UEs while guaranteeing a minimum rate requirement, as well as preventing frequent handovers for all the UEs in comparison with the benchmarks.
### Table II: Average sum rate of all the UEs.

| Methods       | Average sum rate of all the UEs (Gbps) |
|---------------|---------------------------------------|
| Our approach  | 190.1486                               |
| Benchmark 1   | 188.7487                               |
| Benchmark 2   | 191.2312                               |
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