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Abstract: In probabilistic analysis, random variables with unknown distributions are often appeared when dealing with practical engineering problem. A Hermite normal transformation model has been proposed to conduct structural reliability assessment without the exclusion of random variables with unknown probability distributions. Recently, linear moments (L-moments) are widely used due to the advantages of stability and insensitivity. In this paper, the complete expressions of the inverse transformation of L-moments Hermite (L-Hermite) model have been proposed. The criteria are proposed to derive the complete inverse transformation of performance function and the complete expressions of the inverse transformation of L-Hermite model are formulated. Moreover, a first-order reliability method for structural reliability analysis based on the proposed inverse transformation of L-Hermite model is then developed using the first four L-moments of random variables. Through the numerical examples, the proposed method is found to be efficient for normal transformations since the results of the proposed L-Hermite are in close agreement with the results of Rosenblatt transformation. Additionally, the reliability index obtained by the proposed method using the first four L-moments of random variables provides a close result to the reliability index obtained by first-order reliability method with known probability density functions in structural reliability assessment.
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1. Introduction

One basic problem of structural reliability analysis is calculating the failure probability. In practical engineering, it is usually necessary to consider the uncertainties both from the structure itself and the external load [1,2]; therefore, the calculation of failure probability is usually a high-dimensional integral, which is difficult to solve directly. Under the background, various reliability approximation methods have been developed during the past five decades, such as Monte Carlo simulation (MCS) [3,4], first-order reliability method (FORM) [5,6], second-order reliability method (SORM) [7–9], the moment methods and simulation methods for estimating the failure probability [10,11]. However, almost all these methods are assumed to have normally distributed random variables. Normal transformation techniques can be applied using the Rosenblatt [12] or Nataf transformation [13] with known probability density functions (PDFs). However, as we all know, the distributions of the random variables are often unknown in many practical engineering problems, so it is a fatal task to realize the x→u and u→x transformation by conventional methods. To solve the
problem, Fleishman suggested the third-order polynomial normal transformation, in which the $u - x$ transformation can be realized by using the first four central moments (C-moments). Due to the complex solution of the polynomial coefficients, some explicit expressions of coefficients have been developed, such as the second-order Fisher-Cornish expansion [14], Winterstein’s formula [15], and the four C-moments standardization function of the Hermite model [16,17]. Among them, the C-moments standardization function of the Hermite model is explicit and efficient for $x - u$ transformation. However, studies have shown that the numerical values of sample C-moments, particularly when the sample size is small, may be very different from those of the probability distribution from which the sample was drawn [18].

The linear moments (L-moments) are an alternative moment system used to characterize the shape of a probability distribution. The concept of L-moments originates from various disconnected results on linear combinations of order statistics. Hosking [18] unified the theory of L-moments and provided guidelines for the practical use of L-moments. L-moments have the advantage of stability and are relatively robust to the effects of outliers [18]. Due to these advantages, L-moments have been used for hydrological and structural reliability [19–28]. For example, Ahmad et al. [18] performed the flood frequency analysis of annual maximum stream flows over the station in Negeri Sembilan by using the L-moments; Pandey et al. [20] evaluated the effectiveness of the method of L-moments for estimating parameters of the Pareto distribution model of peaks over a sufficiently high threshold; MacKenzie and Winterstein [23] compared L-moments and conventional C-moments to model current speeds in the North sea; Winterstein and MacKenzie [24] proposed the Hermite model based on L-moments and estimated extreme response statistics using this Hermite model, in which the polynomial coefficients of $u - x$ transformation have been derived; Tung [25] proposed the simple and explicit expressions for the polynomial coefficients in normal transformation based on L-moments; Tong et al. [28] proposed a method for simulating strongly non-Gaussian and non-stationary processes by combining Karhunen–Loève expansion with the L-moments-based Hermite polynomial model. From past research, it can be concluded that the L-Hermite transformation mainly focuses on the $u - x$ transformation. However, the expression of the inverse transformation (the $x - u$ transformation) for the L-Hermite model is still lacking. Without a clear definition of the complete expression of the polynomial normal transformation by the L-Hermite model and the corresponding monotonic regions of $x$ or $u$, the L-Hermite model will be unsuitable for reliability engineering.

The project of this paper is to find the complete expression of inverse transformation based on the L-Hermite model. Moreover, a combination of L-moments and FORM for calculating the reliability index is proposed. This paper is organized as follows. The definition of L-moments is provided in Section 1. The complete expressions of the transformation, including the $x - u$ transformation and the $u - x$ transformation, are derived in Section 2. Section 3 is to show the method of combination of L-moments and FORM. The accuracy and efficiency of the proposed complete expressions of the inverse transformation of the L-Hermite model and correlated transformation for structural reliability assessment are demonstrated in Section 4. The findings of this paper are finally summarized in Section 5.

2. The L-Hermite Models

2.1. General Results for L-Moments

Let $X$ be a random variable and let $X_{1:n} \leq X_{2:n} \leq \ldots \leq X_{n:n}$ be the order statistics, a random variable distributed as the $j$-th smallest element of a random sample of size $n$ drawn from the distribution of $X$. Hosking [18] defined the L-moments of $X$ to be the quantities

$$
\lambda_r = r^{-1} \sum_{j=0}^{r-1} (-1)^k \binom{r-1}{k} EX_{r-k|r}.
$$

(1)
The L in 'L-moments' emphasizes that \( \lambda_r \) is a linear function of the expected order statistics. The expectation of an order statistic may be written as

\[
E(X_{r-k}) = \frac{r!}{(r-k-1)!k!} \int x[F(x)]^{r-k-1}[1-F(x)]^k dF(x). \tag{2}
\]

The first four L-moments can then be expressed as

\[
\lambda_1 = EX_{1:1} = \int_0^{\infty} x dF(x),
\]

\[
\lambda_2 = \frac{1}{2} E(X_{2:2} - X_{1:2}) = \int_0^{\infty} x^2 dF(x) - \int_0^{\infty} x dF(x),
\]

\[
\lambda_3 = \frac{1}{2} E(X_{3:3} - 2X_{2:3} + X_{1:3}) = \int_0^{\infty} x^3 dF(x) - 3(\int_0^{\infty} x^2 dF(x) - \frac{1}{2} \int_0^{\infty} x dF(x)),
\]

\[
\lambda_4 = \frac{1}{4} E(X_{4:4} - 3X_{3:4} + 2X_{2:4} - X_{1:4}) = \int_0^{\infty} x^4 dF(x) - 6(\int_0^{\infty} x^3 dF(x) - 3(\int_0^{\infty} x^2 dF(x) - \frac{1}{2} \int_0^{\infty} x dF(x)),
\]

in which \( \lambda_1 \) and \( \lambda_2 \) are measures of the mean and scale. Higher L-moments reflect different aspects of distribution shape. \( \lambda_3 \) and \( \lambda_4 \) reflect asymmetric and symmetric deviations. The L-moment ratios \( r_3 = \lambda_3/\lambda_2 \) and \( r_4 = \lambda_4/\lambda_2 \) are defined as dimensionless analogs of \( \lambda_3 \) and \( \lambda_4 \), therefore, they are plausible measures of skewness and kurtosis.

In practice, L-moments must usually be estimated from random samples drawn from an unknown distribution. Assuming that \( x_1, x_2, \ldots, x_n \) are the samples and \( x_{(1:n)} \leq x_{(2:n)} \leq \cdots \leq x_{(n:n)} \), the ordered samples, and the first four sample L-moment, i.e., \( l_1, l_2, l_3, \) and \( l_4 \), can be given by \[22\]

\[
l_1 = \frac{1}{n} \sum_{j=1}^{n} x_{(j:n)},
\]

\[
l_2 = \frac{2}{n^2} \sum_{j=2}^{n} \frac{(j-1)}{(n-1)} x_{(j:n)} - \frac{1}{n} \sum_{j=1}^{n} x_{(j:n)},
\]

\[
l_3 = \frac{6}{n^3} \sum_{j=3}^{n} \frac{(j-1)(j-2)}{(n-1)(n-2)} x_{(j:n)} - \frac{6}{n^2} \sum_{j=2}^{n} \frac{(j-1)}{(n-1)} x_{(j:n)} + \frac{1}{n} \sum_{j=1}^{n} x_{(j:n)},
\]

\[
l_4 = \frac{20}{n^4} \sum_{j=4}^{n} \frac{(j-1)(j-2)(j-3)}{(n-1)(n-2)(n-3)} x_{(j:n)} - \frac{30}{n^3} \sum_{j=3}^{n} \frac{(j-1)(j-2)}{(n-1)(n-2)} x_{(j:n)} + \frac{12}{n^2} \sum_{j=2}^{n} \frac{(j-1)}{(n-1)} x_{(j:n)} - \frac{1}{n} \sum_{j=1}^{n} x_{(j:n)}. \tag{10}
\]

2.2. L-Hermite Transformation Models

The conventional Hermite models can be expressed as \[15\]

\[
x_0 = \frac{x - \mu}{\sigma} = \kappa[u + \tilde{h}_3(u^2 - 1) + \tilde{h}_4(u^3 - 3u)],
\]

where \( \kappa, \tilde{h}_3, \tilde{h}_4 \) are Hermite coefficients, and \( \kappa = \frac{1}{\sqrt{1 + 2\tilde{h}_3^2 + 6\tilde{h}_4^2}} \). \( x_0 \) is the standardized random variable, \( \mu \) and \( \sigma \) are the mean and the standard deviation of \( x \), \( u \) is the standard normal variable.

Then regrouping \( u + \tilde{h}_4(u^3 - 3u) \) as \( (1 - 3\tilde{h}_4)u + \tilde{h}_4u^3 \), and dividing by \( (1 - 3\tilde{h}_4) \), Equation (11) can be expressed as

\[
x_0 = \frac{x - \mu}{\sigma} = \kappa[u + b(u^2 - 1) + cu^3], \tag{12}
\]
and the scaling factor $K$ becomes

$$K = \frac{1}{\sqrt{1 + 2b^2 + 6c + 15c^2}}$$  \hspace{1cm} (13)$$

in which $b = \frac{9.21\tau_3}{11.68 - 2.57\gamma}$, $c = \frac{\gamma - 1}{11.68 - 2.57\gamma}$, $\gamma = \tau_4/\tau_{4,Gauss}$, and $\tau_{4,Gauss} = 0.1226$.

Equations (11)–(13) comprise the L-Hermite models. In the conventional Hermite conversion models, both skewness and kurtosis of central moments vary with both $h_3\sim$ and $h_4\sim$, whose expressions are complicated [17]. This leads to approximate results for the coefficients, and then the Hermite model may only approximately match the desired skewness and kurtosis. However, for the L-Hermite models, $\tau_4\sim$ depends only on $c$, and $\tau_3\sim$ depends on $b$ and $c$, therefore, which are explicit expressions. Therefore, the L-moment ratios $\tau_3\sim$ and $\tau_4\sim$ can be preserved without approximation in the results.

3. Complete Expressions of the Inverse Transformation of the L-Hermite Models

3.1. Basic Ideas

To develop the complete expressions of the inverse transformation of the L-Hermite models, i.e., $x-u$ transformation, Equation (12) can be rewritten as follows

$$x' = S^*_u(u) = u^3 + a'_2u^2 + a'_1u - a'_2,$$  \hspace{1cm} (14)$$
in which $S^*_u(u)$ is a cubic function of $u$, $a'_1$, $a'_2$ are polynomial coefficients, $x'$ is the transformed random variable of $x$, and $a'_1$, $a'_2$ and $x'$ are given by

$$a'_1 = \frac{1}{c}, \quad a'_2 = \frac{b}{c}, \quad x' = \frac{x_0}{Kc}.$$  \hspace{1cm} (15)$$

To identify the proper expression of the $x-u$ transformation, the key problem is to find the solution to Equation (14).

3.2. Selection of Suitable Solution for the Inverse Transformation

The $x-u$ transformation can be determined by solving the root of $u$ in Equation (14), and the process of obtaining the root of $u$ is essentially solving the cubic equation. According to the Cardano formula [28], the solution of a cubic equation can be expressed as:

$$u_1 = \sqrt[3]{-\frac{h}{2} + \sqrt{\frac{h^2}{4} - \frac{a'_2}{3}}} + \sqrt[3]{-\frac{h}{2} - \sqrt{\frac{h^2}{4} - \frac{a'_2}{3}}},$$  \hspace{1cm} (16)$$

$$u_2 = \omega\sqrt[3]{-\frac{h}{2} + \sqrt{\frac{h^2}{4} - \frac{a'_2}{3}}} + \omega^2\sqrt[3]{-\frac{h}{2} - \sqrt{\frac{h^2}{4} - \frac{a'_2}{3}}},$$  \hspace{1cm} (17)$$

$$u_3 = \omega^2\sqrt[3]{-\frac{h}{2} + \sqrt{\frac{h^2}{4} - \frac{a'_2}{3}}} + \omega\sqrt[3]{-\frac{h}{2} - \sqrt{\frac{h^2}{4} - \frac{a'_2}{3}}},$$  \hspace{1cm} (18)$$

where

$$\omega = -\frac{1 + \sqrt{3i}}{2}, \quad h = \frac{2a'_2}{27} - \frac{a'_1a'_2}{3} - a'_2 - x', \quad I = \left(\frac{3a'_1^2 - a'_2^2}{9}\right) + \frac{h^2}{4}. \hspace{1cm} (19)$$

in which $I$ is the discriminant of the roots. When $I > 0$, there exists one real root; when $I = 0$, there are two real roots; and when $I < 0$, there are three real roots.

However, when a cubic equation has three real roots, the roots expressed by Equations (17) and (18) involve complex numbers. In order to solve the problem, the trigonometric function can be used to express the three real roots [29], i.e.,

$$u_1 = 2\sqrt[3]{\frac{a'_2^2 - 3a'_1}{9}} \cos \left(\frac{\alpha}{3}\right) - \frac{a'_2}{3},$$  \hspace{1cm} (20)$$
\[ u_2 = -2 \sqrt[3]{\frac{a_2^2 - 3a_1'}{9}} \cos \left( \frac{\alpha + \pi}{3} \right) - \frac{a_2'}{3}, \]  

(21)

\[ u_3 = -2 \sqrt[3]{\frac{a_2^2 - 3a_1'}{9}} \cos \left( \frac{\alpha - \pi}{3} \right) - \frac{a_2'}{3}, \]  

(22)

in which \( \alpha = \arccos \left( -\frac{h}{2 \sqrt{3 \left( \frac{a_2^2 - 3a_1'}{9} \right)}} \right). \]  

(23)

Using the inequalities \( 0 \leq \arccos(m) \leq \pi \) for a real number \( m \) such that \(-1 \leq m \leq 1\), one can obtain \( u_1 > u_2 > u_3 \) after derivation.

According to the Cardano formula, the number of roots can be determined by the discriminant \( I \). Since the calculation of \( I \) is rather complicated, another concise discriminant method should be found.

In order to find a concise discriminant method, we need to analyze the property of \( S_\nu(u) \). The monotonicity of \( S_\nu(u) \) is relevant to its derivative. According to Equation (14), the first derivative of \( S_\nu(u) \) can be derived as

\[ \frac{dS_\nu(u)}{du} = 3u^2 + 2a_2' u + a_1'. \]  

(24)

One critical point can be defined as the value of \( u \) when \( dS_\nu(u)/du=0 \). The number of solutions is determined by the parameter \( p \), expressed as

\[ p = \frac{3a_1' - a_2'^2}{9}. \]  

(25)

**Selection criterion 1:** the sign of \( p \)

When \( p \geq 0 \), one obtains \( S_\nu(u) \) strictly monotonic, and there will be only one solution of Equation (14), the root can be determined as Equation (16).

When \( p < 0 \), one obtains \( S_\nu(u) \) non-monotonic, there will be two or three solutions of Equation (14), there are two critical points of \( S_\nu(u) \), and the derivative value at the critical point equals zero.

**Selection criterion 2:** the range of \( x \)

Assume that the two critical points are \( \eta_1 \) and \( \eta_2 \) (\( \eta_1 < \eta_2 \)), respectively. The range of \( u \) is divided into three monotonic regions: \((-\infty, \eta_1], [\eta_1, \eta_2], \text{ and } [\eta_2, +\infty)\). The solutions in these sections can be named \( u_{\text{max}}, u_{\text{med}}, u_{\text{min}}(u_{\text{max}} > u_{\text{med}} > u_{\text{min}}) \), respectively.

At critical points, the value of \( x' \) is computed as \( \eta_1^* \) and \( \eta_2^* \).

\[ \eta_1^* = \mu + \sigma Kc \left( \frac{2}{27}a_2'^3 - \frac{a_1' a_2'^2}{3} - a_1' - 2|p|^\frac{2}{3} \right), \]  

(26)

\[ \eta_2^* = \mu + \sigma Kc \left( \frac{2}{27}a_2'^3 - \frac{a_1' a_2'^2}{3} - a_1' + 2|p|^\frac{2}{3} \right), \]  

(27)

The parameter \( I = q^2 + 4p^3 \) can be determined by the value of \( x \), which is shown as

\[
\begin{align*}
I &\geq 0, \ x \geq \max(\eta_1^*, \eta_2^*) \text{ or } x \leq \min(\eta_1^*, \eta_2^*) \\
I &< 0, \min(\eta_1^*, \eta_2^*) < x < \max(\eta_1^*, \eta_2^*)
\end{align*}
\]

(28)

where \( q = \frac{2Kb^3 - 9Kbc - 27Kc^2 - 27x_0c^2}{27Kc^3} \).

**Selection criterion 3:** the sign of \( c \).

From the basic principles of transformation [14]:

\[ F(x) = \Phi(u). \]
where \( F(\cdot) \) and \( \Phi(\cdot) \) are the cumulative density functions (CDF) of \( x \) and \( u \), respectively. Taking the derivative of both sides with respect to \( u \) of Equation (28) leads to

\[
\frac{f(x)dx}{du} = \phi(u).
\] (29)

in which \( f(\cdot) \) and \( \phi(\cdot) \) are the PDF of \( x \) and \( u \), respectively.

According to Equations (14) and (29), the first derivative of \( S_u^*(u) \) can be expressed as

\[
\frac{dS_u^*(u)}{du} = \frac{1}{K\sigma} \phi(u).
\] (30)

Using Equation (30), one can obtain that the sign of \( dS_u^*(u)/du \) can be determined by \( c \) since that \( K, \sigma \), and \( \phi(u)/f(x) \) are greater than zero.

Selection criterion 4: the sign of \( \lambda_3 \).

According to Equation (29), the second-order derivative of \( S_u^*(u) \) can be expressed as

\[
\frac{d^2S_u^*(u)}{du^2} = \frac{1}{K\sigma^2} \left( \phi'(u)f(x) - \phi^2(u)f'(x)/f(x) \right).
\] (31)

where \( f'(x) \) and \( \phi'(u) \) denote the derivatives of \( f(x) \) with respect to \( x \) and \( \phi(u) \) with respect to \( u \), respectively.

When \( u = 0 \), the value of \( dS_u^{*2}(u)/du^2 \) in Equation (31) can be simplified as

\[
\frac{d^2S_u^*(u)}{du^2} = -\frac{\phi^2(0)}{K\sigma f^3(\mu)} f'(\mu).
\] (32)

According to Equation (25), the sign of \( dS_u^{*2}(u)/du^2 \) is determined by \( f'(\mu) \). The sign of \( f'(\mu) \) is determined by the L-skewness \( \lambda_3 \), which measures the symmetry of the distribution. Figure 1a,b give the representative PDFs with positive and negative \( \lambda_3 \). It can be seen from Figure 1a,b that when \( \lambda_3 < 0 \), the random variable has a longer left tail and the maximum of PDF appears on the right side of the mean value, therefore, \( f'(\mu) \) is positive, and when \( \lambda_3 > 0 \), the PDF of a random variable has a longer right tail, so \( f'(\mu) \) is negative.
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(a) L-skewness \( \lambda_3 \leq 0 \)  
(b) L-skewness \( \lambda_3 \geq 0 \)

**Figure 1.** The relationship between the sign of \( f'(\mu) \) and \( \lambda_3 \).

### 3.3. The Complete Expressions of the Inverse Transformation of L-Hermite Models

As detailed above, the solution of the inverse transformation of L-Hermite models is determined by the value of \( p, x, c \), and \( \lambda_3 \).
(i) \( p \geq 0 \)

When \( p \geq 0 \), there is only one root. According to the Cardano formula, the root can be determined as Equation (16).

(ii) \( p < 0 \) and \( I \geq 0 \)

When \( p < 0 \), and based on selection criterion 2, if \( I \geq 0 \), then \( x \leq \min(\eta_1^*, \eta_2^*) \) or \( x \geq \max(\eta_1^*, \eta_2^*) \), and Equation (16) is the appropriate solution.

(iii) \( p < 0 \), \( I < 0 \), and \( c < 0 \)

If \( \Delta < 0 \), then \( \min(\eta_1^*, \eta_2^*) < x < \max(\eta_1^*, \eta_2^*) \), the real roots of Equation (29) may be Equation (21) or Equation (22). Based on Selection criterion 3, if \( c < 0 \), the sign of \( dS_u^*(u)/du \) is negative, and the root is formulated as Equation (21).

(iv) \( p < 0 \), \( I < 0 \), \( c > 0 \) and \( \lambda_3 > 0 \)

If \( c > 0 \), the sign of \( dS_u^*(u)/du \) is positive, both Equation(20) and (22) are possible, and Selection criterion 4 should be considered.

According to Selection criterion 4, when \( \lambda_3 > 0 \), \( dS_u^*(u)/du^2 \) is positive and Equation (20) is the suitable solution;

(v) \( p < 0 \), \( I < 0 \), \( c > 0 \) and \( \lambda_3 < 0 \)

When \( \lambda_3 < 0 \), \( dS_u^*(u)/du^2 \) is negative, and Equation (22) is the suitable solution.

(vi) \( c = 0 \) and \( \lambda_3 \neq 0 \)

When \( c = 0 \), Equation (14) is a quadratic function, and the corresponding \( u \) is expressed as

\[
u = \frac{-1 + \sqrt{1 + 4b^2 + 4b x_0 \sqrt{1 + 2b^2}}}{2b}.\]  

(vii) \( c = 0 \) and \( \lambda_3 = 0 \)

When \( c = 0 \) and \( \lambda_3 = 0 \), the Equation (14) is a linear function, then there is

\[
u = x_0.\]

For convenience, the complete expressions of the inverse transformation of the L-Hermite model can be summarized in Table 1.

| Parameters | Expression of \( u \) | Range of \( x \) |
|------------|-----------------------|-----------------|
| \( p \geq 0 \) \( c \neq 0 \) \( \lambda_3 \geq 0 \) | \( \sqrt{-h/2 + \sqrt{I + \sqrt{-h/2 - \sqrt{I - a_2^*/3}}} \} \) \( \eta_1^* < x < \eta_2^* \) | \( (-\infty, +\infty) \) |
| \( p < 0 \) \( c > 0 \) \( \lambda_3 \geq 0 \) | \( 2\sqrt{|p|} \cos(\pi/3) - a_2^*/3 \) \( \eta_1^* < x < \eta_2^* \) | \( (-\infty, +\infty) \) |
| \( p < 0 \) \( c > 0 \) \( \lambda_3 < 0 \) | \( \sqrt{-h/2 + \sqrt{I + \sqrt{-h/2 - \sqrt{I - a_2^*/3}}} \} \) \( x \geq \eta_2^* \) | \( (-\infty, +\infty) \) |
| \( p < 0 \) \( c < 0 \) \( \lambda_3 \neq 0 \) | \( -2\sqrt{|p|} \cos((\pi/3) - a_2^*/3 \) \( \eta_2^* \leq x \leq \eta_1^* \) | \( (-\infty, +\infty) \) |
| \( c = 0 \) \( \lambda_3 \neq 0 \) | \( -1 + \sqrt{1 + 4b^2 + 4b x_0 \sqrt{1 + 2b^2}} \} / 2b \) \( \eta_1^* < x < \eta_2^* \) | \( (-\infty, +\infty) \) |
| \( c = 0 \) \( \lambda_3 = 0 \) | \( x_0 \) \( \eta_2^* \leq x \leq \eta_1^* \) | \( (-\infty, +\infty) \) |

Table 1. Expressions of \( u \).
4. FORM for Structural Reliability Analysis Based on the L-Hermite Model

Based on the proposed inverse transformation of the L-Hermite model, FORM for reliability analysis, including both independent variables and correlated variables, can be readily realized. The computation procedure for FORM based on the inverse transformation of the L-Hermite model is described as follows, with the flowchart illustrated in Figure 2:

1. Obtain the first four L-moments of each random variable for all variables and the original correlation matrix for correlated variables by the probability information.
2. Determine the polynomial coefficients by Table 1, the correlation matrix $C_Z$, the lower triangular matrix $L_0$, and its inverse matrix $L_0^{-1}$.
3. Assume an initial checking point $x_0$ (generally take the mean value).
4. Obtain the corresponding checking point in the independent standard normal space, $u_0$.
5. Determine the initial reliability index $\beta_0$.
6. Determine the Jacobian matrix $J = \frac{\partial X}{\partial U}$ evaluated at $u_0$, where the Jacobian matrix is given by
   \[
   \frac{\partial x_i}{\partial u_j} = \sigma_{xi} l_{ij} \left[ b_i + 2c_i \sum_{k=1}^{i} l_{ik} u_k + 3d_i \left( \sum_{k=1}^{i} l_{ik} u_k \right)^2 \right] (i, j = 1, 2, \ldots, n). \tag{35}
   \]
7. Determine the value of the gradient vector at $u_0$ and the value of the function in normal space:
   \[
   G_u(u_0) = G(x_0), \tag{36}
   \]
   \[
   \nabla G(u_0) = J^T \nabla G(x_0). \tag{37}
   \]
   in which $G(x_0)$ can be computed directly by taking the derivative for explicit performance functions and can be computed by numerical differentiation, such as the central difference method for implicit functions. The central difference method is presented as follows:
   \[
   \nabla G(x_0) = \begin{pmatrix}
   \frac{G(x_0 + h, x_{02}, \ldots, x_{0n}) - G(x_0 - h, x_{02}, \ldots, x_{0n})}{2h_1} \\
   \vdots \\
   \frac{G(x_{01}, \ldots, x_{0i} + h, \ldots, x_{0n}) - G(x_{01}, \ldots, x_{0i} - h, \ldots, x_{0n})}{2h_i} \\
   \vdots \\
   \frac{G(x_{01}, x_{02}, \ldots, x_{0n} + h) - G(x_{01}, x_{02}, \ldots, x_{0n} - h)}{2h_n}
   \end{pmatrix}. \tag{38}
   \]
8. Calculate the new check point:
   \[
   u^{(k+1)} = u^{(k)} + \frac{\nabla G(u^{(k)})}{\nabla G^T(u^{(k)}) \nabla G(u^{(k)})} \left( \nabla G^T(u^{(k)}) u^{(k)} - \nabla G(u^{(k)}) \right), \tag{39}
   \]
   \[
   u^{(k+1)} = x^{(k)} + J(u^{(k+1)} - u^{(k)}). \tag{40}
   \]
   The corresponding reliability index can be calculated as $\beta = (u_1^T \cdot u_1)^{1/2}$.
9. Calculate the absolute difference between $\beta$ and $\beta_0$ until $|\beta - \beta_0| \leq \epsilon$, where $\epsilon$ is the permissible error (generally $\epsilon = 10^{-6}$).

Otherwise, repeat step 4 through step 9 until convergence is achieved.
(9) Calculate the absolute difference between $\beta$ and $\beta_0$ until $0||\beta - \beta_0\epsilon\leq$, where $\epsilon$ is the permissible error (generally $\epsilon = 10^{-6}$).

Otherwise, repeat step 4 through step 9 until convergence is achieved.

5. Applications in Structural Reliability Analysis
5.1. Comparison of the $x$-$u$ Transformation among Commonly Used Distributions

For a random variable $x$ to have a known PDF, $f(x)$, the relation between $x$ and $u$ can be derived by using normal transformation techniques. Using the proposed complete expressions of the inverse transformation of the L-Hermite model, the $x$–$u$ transformation for random variables with all practical combinations of the first four L-moments can be realized. To demonstrate its accuracy and efficiency, the first example considers four random variables following Weibull, gamma, Gumbel, and exponential distributions. With the first four moments of the random variables, the polynomial coefficients in Equation (11)
can be readily obtained. The distribution parameters and the first four moments of these random variables are listed in Table 2.

### Table 2. Probability distributions and their statistical parameters for Example 1.

| Distribution | The First Four L-Moments | Parameters in Equation (12) |
|--------------|--------------------------|-----------------------------|
|              | $\lambda_1$ | $\lambda_2$ | $\lambda_3$ | $\lambda_4$ | $k$ | $b$ | $c$ |
| Weibull      | 1             | 0.0554        | -0.0065       | 0.0073       | 0.9610 | -0.1211 | 0.0087 |
| Gamma        | 1             | 0.1674        | 0.0164        | 0.0210       | 0.9827 | 0.0991   | 0.0026 |
| Gumbel       | 1             | 0.2702        | 0.0459        | 0.0406       | 0.9001 | 0.1817   | 0.0263 |
| Exponential  | 1             | 0.5           | 0.1667        | 0.0833       | 0.7997 | 0.3707   | 0.0434 |

The changes of the $x$-$u$ transformation function for the four non-normal random variables are shown in Figure 3a–d, obtained from different methods, i.e., the Rosenblatt transformation (The exact), the C-Hermite method (Zhang), the proposed method and the Winterstein formula. Figure 3 reveals the following:

1. The Winterstein formula provides suitable results when the value of $x$ is around the mean value. However, when the absolute value of $x$ is far from the mean, the results obtained by the Winterstein formula exhibit significant differences compared with the exact ones, except for the case of exponential distribution with COV = 1 (Figure 3d).

2. In general, the C-Hermite method can also provide suitable results with the Rosenblatt transformation. For the gamma variable with COV = 0.3 (Figure 3b), the Gumbel variable with COV = 0.5 (Figure 3c), and the exponential variable with COV = 1 (Figure 3d), the results of $x$-$u$ transformation obtained by the C-Hermite method are similar with the exact ones. However, for the Weibull variables, there are large differences between the results obtained by the C-Hermite method and the exact ones when the value of $x$ is far from the mean value (see Figure 3a).

3. The proposed L-Hermite method performs better than the Winterstein formula and the C-Hermite method, especially for the Weibull variable with COV = 0.1 (Figure 3a), and the results of the proposed L-Hermite are in close agreement with the exact ones in the whole investigation range for all the four cases considered.

![Figure 3. Cont.](a) Weibull distribution (COV = 0.1)  
(b) Gamma distribution (COV = 0.3)
5.2. First-Order Reliability Analysis, including Random Independent Variables with Unknown CDFs/PDFs

The second example considers a soil settlement, which has been investigated by B.N. Rao [30]. The structures are shown in Figure 4. Assuming that the contribution of secondary consolidation to settlement is negligible, the settlement at point A is required to be less than 2.5 in. In this example, the performance function is given by

\[ Z = g(C_c, \varepsilon_0, H, p_0, \Delta p) = \frac{2.5}{H} \log_{10}(1 + \frac{\Delta p}{p_0}) - \frac{C_c}{(1 + \varepsilon_0)} \]  

in which \( \varepsilon_0 \) is the void ratio of the clay layer before loading, \( H \) is the thickness of the clay layer, \( C_c \) is the compression index of the clay, \( p_0 \) and \( \Delta p \) are, respectively, the original effective pressure before loading and the pressure increased at point B due to structural construction (mid height of the clay layer). The probability distribution of the random variables is listed in Table 3.

(c) Gumbel distribution (COV = 0.5)  
(d) Exponential distribution (COV = 1)

Figure 3. Comparison of \( x-u \) transformation with different normal transformation methods.

Figure 4. The model of soil settlement.
Table 3. Random variables in Example 2.

| Variable | Distribution | The First Four L-Moments | Parameters in Equation (12) |
|----------|--------------|--------------------------|-----------------------------|
| H        | Normal       | 168 4.7392 0 0.5810      | 1 0 0                       |
| CC       | Normal       | 0.396 0.0558 0 0.0068    | 1 0 0                       |
| e0       | Normal       | 1.19 0.1007 0 0.0123      | 1 0 0                       |
| p0       | Weibull      | 0.5 0.0563 –0.0036 0.0066 | 1.0086 –0.0633 –0.0042      |
| Δp       | Weibull      | 3.72 0.1019 –0.0147 0.0143 | 0.9319 –0.1510 0.0169       |

In this example, the PDFs of random variables are known; therefore, using the general FORM procedure, the reliability index can be obtained as 1.3627.

To investigate the efficiency and accuracy of the proposed method, only the first four L-moments of random variables H, CC, e0, p, Δp are used to calculate the reliability index. With the aid of Table 1 and Equation (12), the x-u and u-X transformations of the random variables can be easily performed by using the first four L-moments. Table 3 lists the parameters for the transformation of the random variables. Then, the reliability index \( \beta_{L-FORM} \) with the known first four L-moments can be readily obtained as 1.3638. Similarly, the reliability index \( \beta_{C-FORM} \) can also be readily obtained as 1.3645 when only the first four C-moments are assumed to be known.

The result shows that the reliability index obtained using the first four L-moments of random variables H, CC, e0, p, Δp are generally close to the result obtained by using the PDFs, and the result is more accurate than that obtained by using the first four C-moments for this example.

5.3. Reliability Analysis of Implicit Performance Function

The third example considers a three-bay six-story frame structure under lateral loads, which is shown in Figure 5.

The performance function of this example is [31]

\[
G(X) = u_{\text{lim}} - u(X).
\]

where \( u(X) \) is the top-floor displacement determined by finite element analysis, and \( u_{\text{lim}} \) is the specified limit, taken as 0.02 m.

Figure 5. Three-bay five-story frame structure considered in Example 3.
Here seven random variables are considered, which includes one Young’s modulus and six applied loads, and their corresponding probabilistic information is listed in Table 4.

Based on the computational procedure shown in Figure 5, the reliability index can be calculated by the proposed method for random variables with unknown PDFs. The parameters of the proposed complete expressions of L-Hermite are listed in Table 4.

In this example, the performance function is implicit. According to Equation (38), the gradient vector of the performance function can be calculated by the central differentiation method. With known PDFs of random variables, the first-order reliability assessment can be calculated as \( \beta_{\text{FORM}} = 2.9009 \). The proposed method is then used to illustrate the accuracy, and the four moments of random variables are listed in Table 4, in which the gradient vector of the performance function is also determined by the central differentiation method according to Equation (38), and the \( \beta_{\text{FORM}} \) is readily obtained as 3.0975. It can be observed that the reliability index obtained by the proposed method using the first four L-moments provides a close result to the one compared with those obtained by FORM using PDFs of random variables.

### 6. Conclusions

This study develops a probability distribution based on the polynomial normal transformation of both independent and correlated variables, and the proposed method is applied to structural reliability analysis. The transformation from non-normal random variables to normal ones, including independent and correlated random variables, is investigated, and the results obtained by the proposed complete expressions of the inverse L-Hermite model are quite accurate compared to the exact values. Numerical examples are presented to demonstrate the application of the proposed complete expressions of the inverse L-Hermite transformation in FORM, including independent and correlated random variables with unknown CDFs/PDFs. It is found that:
1. The polynomial coefficients of the L-Hermite model can be expressed by the first four L-moments explicitly. They are much easier and simpler than those based on C-moments, where the coefficients have to be obtained by nonlinear equations.

2. Numerical examples show that the inverse L-Hermite transformation is close to the exact values in the whole investigation range, which are more accurate than the C-Hermite transformation.

3. The reliability obtained by the proposed FORM based on the L-Hermite model is close to those by using known CDFs/PDFs. It can be concluded that the presented method of inverse L-Hermite transformation is quite efficient for normal transformation and sufficiently accurate to include random variables with unknown probability distributions in structural reliability analysis.
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