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A B S T R A C T

Quantum dynamics and a spin-vibronic Hamiltonian are used to investigate the intersystem crossing (ISC) mechanism of a narrow organoboron molecular emitter, 5,9-diphenyl-5,9-diaza-13-b-boranaphtho-[3,2,1-de]anthracene (DABNA-1). We find a rate of ISC (kISC) in good agreement with experiment and which operates via a second-order spin-vibronic coupling mechanism. The nonadiabatic coupling activating this mechanism occurs between the lowest singlet (S1) state and higher lying singlet states promoting ISC into the T1 state. The large S1-T1 energy gap, combined with the slow ISC arising from small spin-orbit coupling and the rigidity of the molecule is the reason for the slow rISC observed experimentally. The importance of the spin-vibronic mechanism, even for narrow Thermally Activated Delayed Fluorescence (TADF) emitters illustrates the importance of identifying the effect of key vibrational modes and their action, when attempting to design molecular emitters combining narrow TADF with efficient rISC.

1. Introduction

Organic Light Emitting Diodes (OLEDs) have emerged as an attractive approach for fabricating thinner and more efficient flat panel displays. However, one of the key issues holding OLEDs back is the lack of efficient blue emitters exhibiting working lifetimes of >10,000 h [1]. This is because the excited states of deep-blue emitters possess very high energy levels, increasing their susceptibility to degradation upon excitation. Consequently, present commercial OLED displays exploit blue emitters with efficiency enhanced by triplet-triplet annihilation, leading to a maximum internal quantum efficiency (IQE) of 62.5% [2].

Thermally Activated Delayed Fluorescence (TADF) offers an alternative approach capable of achieving 100% IQE. By designing an emitter exhibiting a small (≤0.2 eV) energy gap between the low lying singlet and triplet states, it becomes possible to harvest the 75% of the triplet states generated by electrical excitation via delayed fluorescence increasing the efficiency of these devices [3–6]. The most common approach for activating TADF is by exploiting charge transfer (CT) states achieved with donor-acceptor molecules exhibiting a relative orientation near orthogonality. This minimises the electron exchange energy responsible for splitting singlet and triplet states of the same character. However, CT states exhibit an inherently broad and featureless emission. Indeed, the typical full-width at half-maximum (FWHM) of the emission spectrum of a TADF molecule is between 70 and 120 nm. This width reduces the colour purity of the light emitted, undesirable for commercial applications as displays, which require a FWHM <50 nm.

To combat this, Hatakeyama et al. [7] recently proposed a new approach using the resonance effect. By incorporating nitrogen atoms substituted in the para-position relative to a central boron atom, they were able to exploit the opposite resonance effect of the two atoms. The authors demonstrated that using this approach it was possible to reduce the overlap of the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) and therefore the energy gap between the S1 and T1 states to ∼0.2 eV, making triplet harvesting via delayed fluorescence feasible. Importantly, this could be achieved without the need of introducing donor and acceptor groups, and two ultrapure blue emitters, 5,9-diphenyl-5,9-diaza-13-b-boranaphtho [3,2,1-de]anthracene (DABNA-1, Figure 1) and 9-(1,1′-biphenyl)-3-yl-N,N,5,11-tetraphenyl-5,9-dihydro-5,9-diaza-13-b-boranaphtho [3,2,1-de]anthracen-3-amine (DABNA-2), were reported, which when incorporated into an OLED exhibited a maximum EQE of 25% and an emission FWHM of only 28 nm.

Interestingly, this achievement of a narrow and therefore rigid TADF emitter would appear somewhat opposed to recent work that has shown efficient reverse intersystem crossing (rISC) in TADF molecules is driven by a spin-vibronic mechanism [8–12]. The requirement for specific molecular vibrations to activate this mechanism and activate rISC is likely to add an inherent width to the emission spectra of efficient TADF emitters. Consequently, understanding the (r)ISC
The geometric and electronic structure of DABNA-1 (Fig. 1a). All of the computational details can be found in the Supporting information.

2. Results

2.1. Excited state properties

The geometric and electronic structure of DABNA-1 has recently been described in Ref. [13] and therefore we only briefly review it here in the interest of clarity and context for the quantum dynamics simulations. Fig. 1 (lower panel) shows the experimental (black dashed) and TDDFT (PBE0) calculated (red dashed) absorption spectrum of DABNA-1. The agreement between the two is good, with the exception of the first peak corresponding to the S1 state, for which the calculated value is ~40 nm higher than observed experimentally. This is commonly observed for boron containing molecules [14], and in the context of the present work its effect is to increase the energy gap between the S1 and S0 states. This does not have a significant effect on the dynamics reported below. All transitions visible in the absorption spectrum correspond to π-π* transitions centred on the boron core of the molecule. The S1 and T1 states are both HOMO→LUMO transitions (Fig. 1). The T1 state is a HOMO-1→LUMO transition and almost degenerate with the S1 at

The geometric and electronic structure of DABNA-1 (a) and the HOMO-1 (b), HOMO (c), and LUMO (d) orbitals. Lower: The calculated (red) and experimental (black) absorption (dashed) and emission (solid) spectra for DABNA-1. This spectrum has been generated by broadening each transition with a Lorentzian function with full width half maximum of 5 nm. The experimental spectra have been reproduced from Ref. [7]. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

Table 1

| States     | SOCME (cm⁻¹) |
|------------|--------------|
| DABNA-1    | TF-DABNA     |
| T1-S2      | 0.66         | 0.89        |
| T1-T2      | 1.17         | 2.10        |
| S1-T1      | 0.13         | 0.27        |
| S1-T2      | 0.04         | 1.53        |
| S2-T1      | 2.03         | 1.83        |
| S2-T2      | 0.65         | 0.81        |
| S3-T2      | 1.31         | 0.96        |
| S4-T2      | 0.21         | 0.14        |
| S5-T2      | 1.39         | 0.97        |
| S6-T2      | 0.38         | 1.49        |

The magnitude of the spin-orbit coupling matrix elements (cm⁻¹) between all relevant states for DABNA-1 and the thiophene-fused DABNA (TF-DABNA) calculated using the one-electron Breit-Pauli Hamiltonian within the framework of TDDFT (PBE0) as implemented within the Q-Chem quantum chemistry package [15].

The spin-orbit-coupling matrix elements (SOCME) of DABNA-1, calculated at the ground state optimised geometry are shown in Table 1. These are small in all cases, especially for the important S1-T1 states. Due to the rigidity of DABNA-1, these coupling elements are only weakly dependent on the excited state structural changes of the molecule. Importantly, because these values are small and need to be improved in order to increase the singlet-triplet coupling in the organoboron emitters. One potential approach is adopting thiophene-fused structure [17] similar to that used recently to develop a heavy-atom-free BODIPY triplet photosensitisers. To assess this, Fig. 2 shows the structure and HOMO and LUMO orbitals of a proposed asymmetric thiophene-fused derivative of DABNA. The SOCME are shown in Table 1 and a notable increase is observed, most pertinently between the S1-T1 states, which is almost two orders of magnitude larger.

2.2. Quantum dynamics

These excited state properties are now used to inform the development of a model spin-vibronic Hamiltonian, as described in the Supporting information. This is subsequently used to perform quantum dynamics and reveal the mechanism of ISC in DABNA-1. Fig. 3a shows the population kinetics of the triplet states (T1 + T2) obtained from 100 ps of these quantum dynamics simulations after impulsive excitation into the S1 state from the Franck-Condon geometry in the ground state. The blue dashed line corresponds to a simulation for which only the S1, T1 and T2 states have been included. This shows extremely slow population transfer into the triplet states. Using the gradient of these population kinetics, kISC is estimated to be ~10⁶ s⁻¹. However, it is emphasised that the timescale of the dynamics is very short compared to this rate. Although this value should only be used as a qualitative estimate, it is in broad agreement with recent calculations of kISC [13]. Most pertinently, both of these calculated rates are 2-3 orders of magnitude smaller than reported from experiment in Ref. [7], 4.5×10⁶ s⁻¹.
population kinetics yields \( k_{\text{ISC}} = 8.0 \times 10^6 \, \text{s}^{-1} \), in excellent agreement with the experimentally determined rate reported in Ref. [7]. The rate enhancement derives from the stronger SOC of the higher lying singlet states with the low lying triplet states compared to the \( S_1 \) state (Table 1). This, in conjunction with the coupling between the \( S_1 \) and higher lying singlet states, derived from vibrational modes including torsions of the phenyl rings and antisymmetric stretches of the boron core, increases the mixing between the singlet and triplet manifolds enhancing \( k_{\text{ISC}} \). These simulations show, in agreement with other recent work [9–11], that ISC operates via a spin-vibronic mechanism. In this case, these higher lying singlet states can be described as virtual intermediate states in the sense that they enhance the population transfer without receiving significant population themselves. This is similar to the superexchange mechanism reported for singlet fission [18].

**DABNA-1** operating via a spin-vibronic mechanism highlights a crucial tension for efficient TADF emitters seeking to achieve narrow FWHM of the emission. The spin-vibronic mechanism is promoted by off-diagonal intra-state coupling terms expressed [8]:

\[
W_{fi}^{(1)} = \sum_{\alpha} \phi_i(Q_0) \left[ \frac{\partial H_{el}}{\partial Q_\alpha} \right] \phi_f(Q_0) Q_\alpha
\]

(1)

Therefore it follows that the larger the displacement in \( Q \), the larger the effect of coupling is. For typical D-A systems, the conformational freedom provides an efficient route for activating this coupling via conformational flexibility along important nuclear degrees of freedom (\( Q \)), but these also are directly or indirectly responsible for the inherently broad emission. In contrast, **DABNA-1** exhibits a narrow emission, but because of this rigidity the effectiveness of the spin-vibronic coupling mechanism is reduced. This is a key contributing factor in the slow ISC compared to other all organic systems [19,20].

Important in the context of triplet harvesting via TADF, the green trace shows the same simulation, with the population of the \( T_1 \) state removed. Therefore, although some phosphorescence from the \( T_1 \) state is observed at low temperatures in solid matrices, this reveals that coupling to it has little effect on influencing \( k_{\text{ISC}} \) consistent with the larger energy gap and weak coupling. **Fig. 3b** shows the \( k_{\text{ISC}} \) as a function of the \( S_1-T_2 \) energy gap, which as expected from first or second order rate equations, shows exponential dependence [8].

While the \( S_1-T_2 \) energy gap is clearly more important than the position of the \( T_1 \) state for ISC, this will obviously not be the case during rISC. Using the \( \Delta E_{S1-T2} \) = 0.15 eV energy gap for the **DABNA** complexes recently reported in Ref. [21], the \( k_{\text{ISC}} \) can be determined directly, from both our calculated and the experimental [7] \( k_{\text{ISC}} \) using a Boltzmann distribution to determine probability of overcoming the large energy barrier. This is indicative of a rISC mechanism controlled from the coupling between the \( T_2 \) and \( S_1 \) states, and whose rate is limited by the energy gap to the lower lying \( T_1 \) state (**Fig. 4**).

As a final note, while our present simulations are consistent with the rISC reported experimentally, they do not study it directly. In terms of the triplet harvesting mechanism of **DABNA-1**, it is also interesting to note that the \( k_{\text{ISC}} \) of **DABNA-2** [7,21] appears to be dependent on the concentration of the emitter within the host. Indeed \( k_{\text{ISC}} \) decreases by almost an order of magnitude for 6% by weight in mCBP compared to 1%. This is suggestive of host involvement in the triplet harvesting mechanism. This could be an implicit effect, changing guest-host interactions, or explicit in the sense that triplet excitons generated on the host could be transferred via a Dexter mechanism into the \( T_2 \) of the **DABNA-1**. The latter, if controlled, could provide a route of triplet harvesting, which avoids the low lying \( T_1 \) state. A detailed study of the energy transfer mechanism for guest-host blends would be required to untangle this. In addition, the slow rate of rISC is likely to put it in competition with triplet quenching mechanisms and should be carefully considered when concluding on likely device performance.

---

1, and therefore something is clearly missing.

The red trace in **Fig. 3a** shows the population kinetics of the triplet states \( (T_1 + T_2) \) for the full model Hamiltonian, which includes coupling of the \( S_1 \) state to the higher lying singlet \( (S_{2-4}) \) states. In comparison to the blue trace, a significant enhancement of \( k_{\text{ISC}} \) is observed. A fit of this

---

**Fig. 2.** Molecular structure of asymmetric thiophene fused DABNA derivative (a) and the HOMO (b), LUMO (c) orbitals.
In summary, we have used quantum dynamics to demonstrate that despite adopting a novel design approach, the (r)ISC mechanism in DABNA-1 like other organic emitters used for OLEDs, operates via a second-order spin-vibronic coupling mechanism. In this case, it is the nonadiabatic coupling between the S\textsubscript{1} and higher lying singlet states which facilitates the spin-state change. These higher-lying singlet states can be described as virtual intermediate states in the sense that they enhance the population transfer without receiving significant population themselves. Importantly, the ISC in DABNA-1 can be described without including the T\textsubscript{1} state. Indeed, it operates mostly via the T\textsubscript{2}-S\textsubscript{1} states, due to the energetic proximity.

Crucially, the application of the DABNA derivatives in OLEDs [7] or as TADF laser dyes [21] is currently limited by the rate of triplet harvesting. Therefore acceleration of k\textsubscript{ISC} is essential. An obvious approach would be to decrease ΔE\textsubscript{S1,T1}, although this is likely to be challenging, especially if one wishes to avoid introducing CT character and avoid reducing the radiative rate. The SOCMEs in the DABNA derivatives are small and could perhaps, as shown, be enhanced by adopting the thiophene-fused approach [17]. Given the spin-vibronic mechanism, potentially the most promising approach for progressing the design of these materials is to increase the emphasis on identifying the vibrational modes responsible for promoting reverse intersystem crossing and broadening the FWHM of the emission. Understanding these key interconnecting factors will make it possible to develop molecular design which includes vibrational modes, enhancing the former without contributing to the latter.
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