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Abstract—This paper addresses stochastic stabilization in case where implementation of control policies is digital, i.e., when the dynamical system is treated continuous, whereas the control actions are held constant in predefined time steps. In such a setup, special attention should be paid to the sample-to-sample behavior of the involved Lyapunov function. This paper extends on the stochastic stability results specifically to address for the sample-and-hold mode. We show that if a Markov policy stabilizes the system in a suitable sense, then it also practically stabilizes it in the sample-and-hold case. This establishes a bridge from an idealized continuous application of the policy to its digital implementation. The central result applies to dynamical systems described by stochastic differential equations driven by the standard Brownian motion. Generalizations are discussed, including the case of non-smooth Lyapunov functions for systems driven by bounded noise. A brief overview of bounded noise models is given.

I. INTRODUCTION

Stochastic systems are an important abstraction of practical objects and processes such as stock markets, noisy devices, chemical reactions etc. Studying stability of such systems is challenging as compared to the deterministic case as many results from the real analysis do not generalize to the stochastic case. A major advancement of the classical results on stability of stochastic differential equations (SDE) due to Khasminskii [1], Kushner [2], and Mao [3] was made by Deng et al. [4] who adopted the prominent Khasminskii [1], Kushner [2], and Mao [3] was made by Deng et al. [4] who adopted the prominent K-function technique of Khalil [5] to the stochastic case. However, Deng et al. [4], while studying asymptotic stability in probability, did not provide explicit convergence rates. Similar principles to [4] found wide application in various stochastic stability analyses, including discrete systems [6], cascaded systems [7], delayed systems [8], systems with input saturation [9], systems with state-dependent switching [10], hybrid systems [11] etc. Results on practical stochastic stability are known (see, e.g., some recent ones in [12], [13], [14]), whereas relatively few results on stochastic stabilization by sampled control are known and they address specific contexts, e.g., based on approximate discrete-time models [15], [16]. The of this work is to study practical stabilization of stochastic dynamical systems of the class

\[
\text{d}X_t = f(X_t, U_t) \, dt + \sigma(X_t, U_t) \, dW_t, \quad X_0 = x_0 \quad \text{a. s.,}
\]

where \( \{X_t\} \) are the state and, respectively, control stochastic processes, \( \mathbb{R}^n \)-valued, \( \mathbb{R}^m \)-valued; \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n, \sigma : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^{n \times d}; \) \( \{W_t\} \) is the standard \( d \)-dimensional Brownian motion. The technical goal of this work is to study stabilization of \( (1) \) by Markov control policies in the so-called sample-and-hold sense (S\&H), i.e., where control actions are held constant during time steps of pre-defined constant length.

Contribution. A S\&H-analysis technique of Clarke et al. [17] for practical stabilization is generalized to the stochastic case, which presents a major extension of the previous results. To this end, elements of the stochastic process theory are employed. We show in Theorem 1 that if a Markov policy stabilizes a given system in mean up to a certain best limit, which depends only on the noise characteristics, then it also practically stabilizes the system up to the same best limit, when implemented in the S\&H-mode, whenever certain conditions on the system and the related Lyapunov function hold. Generalizations to the case of a non-smooth control Lyapunov functions are addressed in Section IV (see, in particular, Theorem 2).

Notation: capital letters denote random variables or, provided with a time index, values of stochastic processes, unless specified otherwise. Probability measure is denoted \( \mathbb{P} \), expected value operator \( \mathbb{E} \), variance \( \mathbb{V} \). A closed ball with a radius \( r \) centered at \( x \) is denoted \( B_r(x) \), or just \( B_r \), if \( x = 0 \). Class kappa and kappa-infinity functions are denoted \( \mathcal{K}, \mathcal{K}_\infty \). A Lipschitz constant of a function \( L \) on a ball \( B_R \) is denoted \( \text{Lip}_R(L) \). The notation \( a \land b, a \lor b \) for some numbers \( a, b \) is a shorthand for \( \min\{a, b\} \), respectively, \( \max\{a, b\} \). The gradient vectors are treated as row vectors. Scalar product is denoted as \( \langle \cdot, \cdot \rangle \).

Abbreviations: “sample-and-hold”: S\&H, “stochastic differential equation”: SDE, “Almost surely”: a. s.

II. PRELIMINARIES

We start with assuming that the strong solutions (also referred to as “trajectories” throughout) are adapted to the augmented filtration \( \{\mathcal{F}_t\} \) generated by the Brownian motion \( \{W_t\} \). Denote \( f^\mu := f(x, \mu(x)), \sigma^\mu := \sigma(x, \mu(x)) \) for a Markov policy \( \mu \). The generator of the SDE of \( (1) \), for a smooth function \( L \), is defined as follows:

\[
A^\mu L(x) = \nabla L f^\mu(x) + \frac{1}{2} \text{tr} \left( (\sigma^\mu(x))^\top \nabla^2 L(x) \sigma^\mu(x) \right),
\]

where \( \nabla L \) is the gradient vector and \( \nabla^2 L \) is the Hessian, i.e., the matrix of second-order derivatives. In the S\&H mode, the above stochastic system \( (1) \) reads:

\[
dX_t = f(X_t, U^\delta_t) \, dt + \sigma(X_t, U^\delta_t) \, dW_t, \quad X_0 = x_0 \quad \text{a. s.,}
\]

\[
U^\delta_t \equiv U_k, t \in [k\delta, (k+1)\delta],
\]

where \( \delta \) refers to the sampling step size (or, briefly, sampling time). In particular, applying a Markov policy \( \mu \) to \( (1) \) in S\&H mode means \( U_k = \mu(X_{k\delta}) \). We will also use the notation \( \mu^\delta \) in this case. Denote, for any
We encode the numbers eventually enters a target ball of radius \( r \). The state was within some starting ball \( a \). s. t., the mean trajectory into \( \lim_{n \to \infty} \kappa(\varepsilon) = 1 \), \( \forall \varepsilon > 0 \) \( \exists A, c > 0 \), s. t.

\[
\varrho \in B_A \implies \forall t \geq 0 \ \mathbb{P}[X_t \in B_{A+c\varepsilon}] \geq \kappa(\varepsilon).
\]

**Definition 1 (Stability in probability):** The origin of the system (1) is said to be stable in probability if \( \exists \kappa \in \mathcal{K}, \lim_{t \to \infty} \kappa(\varepsilon) = 1 \) \( \forall \varepsilon > 0 \) \( \exists A, c > 0 \), s. t.

\[
x_0 \in B_R \implies \limsup_{t \to \infty} \mathbb{E}[\|X_t\|] \leq r.
\]

Moreover, the reaching time \( T(\rho, R) \) is defined as

\[
T(\rho, R) := \inf \left\{ t \geq 0 : \mathbb{E}[\|X_t\|] \leq r \right\}
\]

depends uniformly on \( r, R \).

**Remark 1:** The \( (r, R) \)-convergence in mean can be understood as a kind of practical stability; provided that the initial state was within some starting ball a. s. a., the mean trajectory eventually enters a target ball of radius \( r \) and stays there forever.

**Remark 2:** Definition 2 differs from the usual convergence in mean of the form \( \lim_{t \to \infty} \mathbb{E}[\|X_t\|] = 0 \) in the sense that we encode the numbers \( r, R \) because the main result in the said section is semi-global (see also Remark 3 below). Given a starting ball of radius \( R \), a target one of radius \( r \), there is a bound on sampling time s. t. the sampled policy stabilizes the trajectory into \( B_r \), in mean. It is, in general, impossible to guarantee convergence in mean to zero as in the standard definition mentioned above.

The next definition is the central tool for stabilization, namely, a nominal Lyapunov pair consisting of a Lyapunov function \( L \) and a Markov policy \( \mu \). The key result of this work lies in investigation of the system behavior under sampled policy, that renders the control actions \( U_t \equiv \mu(X_{k\delta}), t \in \{k\delta, (k+1)\delta\} \).

**Definition 3 (Stochastic Lyapunov pair):** A stochastic Lyapunov pair \((L, \mu)\) is for the system (1) a pair of functions if: \( L \in \mathcal{C}^2 \); there exist \( \alpha_1, \alpha_2 > 0, \alpha_3 \in \mathcal{K}_\infty \) with \( \alpha_3 \circ \sqrt{\|x\|} \) convex; there exists \( \alpha_4 \in \mathcal{K}_\infty \) \( \forall R \ G_{\mu} \leq \alpha_4(R) \) s. t. \( \alpha_4 \circ \sqrt{\|x\|} \) is concave (monotone condition cf. \[18\], \[16\], \[15\]) there exists \( K > 0, K_\mu \) s. t. \( \forall x, \mu(x) \in B_{K_\mu} \wedge \forall x, u \in B_{K_\mu} \ x^T f(x, u) + \frac{1}{2} \|\sigma(x, u)\|^2 \leq K(1 + \|x\|^2) \); the following properties hold:

\[
\forall x \ \alpha_1 \|x\|^2 \leq L(x) \leq \alpha_2 \|x\|^2.
\]

**Remark 3:** The number \( \Sigma > 0 \) in Definition 3 is related to the noise and differentiates the stochastic case from a deterministic one, which typically possesses a decay condition of the kind \( \langle \nabla L(x), f(x, \mu(x)) \rangle \leq -\alpha_3(\|x\|^2) \).

**Remark 4:** In general, for a function \( \varphi \), the Jensen’s gap, i.e., \( \mathbb{E}[\varphi(X)] - \varphi(\mathbb{E}[X]) \) can be arbitrarily large. To relate various expected values in the analysis of Theorem 1 the Jensen’s inequality has to be utilized whence the stated conditions. Notice, e.g., \[19\], Lemma 2.1 also used quadratic bounding functions of \( L \). A condition \( \mathcal{A}^\mu L(x) = -cL + 1, \Sigma \geq 0 \) (cf. \[4\], Theorem 4.1) also fits the assumptions since \( -cL \leq -c\alpha_1 \|x\|^2 \) and \( \alpha_3 \) is thus effectively \( c\alpha_1 \|x\|^2 \)

and so \( \alpha_3 \circ \sqrt{\|x\|} \) is convex. The function \( \alpha_4 \circ \sqrt{\|x\|} \) being concave is satisfied if, e.g., \( L \) is quadratic, \( f^\mu \) is Lipschitz and of linear growth, \( \sigma^\mu \) is Lipschitz and bounded. This condition will be seen as restrictive, although, e.g., linear growth is often assumed in stochastic stabilization in mean (see, for instance, \[20\], \[21\], \[22\], \[15\], \[16\]). The monotone condition is in the style of \[18\] and is weaker than in related works on sampled stochastic stabilization (see, e.g., \[16\], \[15\]), whereas it should be noted that universal formulas with bounded controls are known \[23\]. Furthermore, this condition will secure global existence of strong solutions \[18\], which is unavoidable in case of S&H mode, and this is in contrast to the “standard” Lyapunov techniques in stochastic systems \[1\]. The reason is that, in the latter, decay of the subject Lyapunov function is ensured for all times, whereas in the herein considered case, there are necessarily time intervals in which the said decay cannot be guaranteed. In Section IV we will consider stochastic systems driven by bounded noise, which is physically meaningful, and where the stated conditions can be discarded.

**Definition 4 (Practical stochastic stabilization in mean):** A Markov policy \( \mu \) is said to practically stochastically stabilize (1) for any \( \varepsilon > 0 \) any \( 0 < r < R \), there exists \( \delta > 0 \) s. t. for any S&H-mode (3) with \( \delta \leq \delta \) the following holds:

1) the origin of the system is stable in probability;
2) trajectories of the system \( (r \lor \rho, R) \)-converge in mean, where \( \rho \) depends on the noise property \( \Sigma \).

**Remark 5:** Definition 1 bears a semi-global character; the required bound on the sampling time depends on the starting and target ball radii, although they are arbitrary.

**Remark 6:** The reason for the presence of \( \rho \) is due to \( \Sigma \), the noise-related term, in the decay condition. In particular, it may be defined as \( \rho = \inf_{\rho'} \{ \inf_{r \geq \sqrt{\frac{\alpha_3}{2\alpha_2 r \lor \rho'} \alpha_3(r') \lor \Sigma \geq \alpha_3} \} \).

### III. MAIN THEOREM

**Theorem 1 (Practical stochastic stabilization):** Consider a stochastic system (1). Suppose there exists a stochastic Lyapunov pair \((L, \mu)\). Then, \( \mu \) practically stochastically stabilizes (1) in mean.

**Proof:** The proof is organized into two parts: first, necessary parameters are determined; second, a S&H-analysis is conducted on the mean Lyapunov function \( L \).

**Settings.** Let \( 0 < r < R \) be given. Let \( X_t \) be an arbitrary \( \mathcal{F}_t \)-measurable random variable and denote \( L_t := L(X_t) \) for brevity. From (6), and the Jensen’s inequality, observe that

\[
\mathbb{E}[\|X_t\|] \leq \sqrt{\frac{\alpha_1 \mathbb{E}[L_t]}{\alpha_2}}.
\]

Let \( L_t := \sup_{x \in B_R} L(x) \) and \( R^* := \sqrt{\frac{\alpha_1 L}{\alpha_2}} \). It follows that

\[
\mathbb{E}[L_t] \leq L \implies \mathbb{E}[\|X_t\|] \leq R^*.
\]
Define $\rho := \inf_{r' \geq \sqrt{\frac{1}{\alpha_3}r}} \{ \inf_{r \geq \sqrt{\frac{1}{\alpha_3}r'}} (\alpha_3(r') - \Sigma) \geq \bar{\alpha}_3 \}$ for a given $\bar{\alpha}_3$ which is always possible since $\Sigma$ is finite and $\alpha_3$ is $K_\infty$. Denote $l^* := \bar{\alpha}_3 (r \lor \rho)^2$. From the assumption that $\alpha_3 \circ \sqrt{|x|}$ is convex, use the Jensen’s inequality to deduce

$$E[L_t] \geq \frac{l^*}{2} \implies E[\alpha_3(\|X_t\|)] \geq \bar{\alpha}_3. \quad (10)$$

Without loss of generality, assume that the starting ball is bigger than $B_\rho$. The idea of the above settings is, we take a smaller level of the Lyapunov function, namely, $l^*/2$ than the one we can relate to the target ball via $E[L_t] \leq l^* \implies E[|x|] \leq r$. Once the mean Lyapunov function reaches the level $l^*$, it will stay within it from there on. The mean Lyapunov function will have guaranteed decay everywhere beyond the level $l^*/2$. Notice that due to the presence of $\Sigma$ in (7), the level $l^*$ may not be too small, for otherwise $\bar{\alpha}_3$ may fail to be negative. That is the reason to take $B_\rho$ containing $\{x \in \mathbb{R}^2 : \alpha_3(|x|) \leq 2\Sigma \}$, in particular. Proceed now to the S&H analysis, during which necessary bounds on $\delta$ will be determined.

**S&H analysis.** Now, proceed to apply the Markov policy $\mu$ in the S&H-mode (3) and check the sampled mean Lyapunov function values. Consider a time step $k$.

**Case 1:** $E[L_{k\delta}] \geq \frac{l^*}{2}$. 

Due to the monotone condition, the trajectory $\{X_t\}_t$ of (3) exists on the entire $[k\delta, (k + 1)\delta]$. Define $T_R := \inf_{t \geq k\delta} \{ \| X_t \| \geq R \}$, $T := \inf_{t \geq k\delta} \{ E[L_t] \geq L \}$, $t_{k\delta} := T \wedge T_t \wedge t$, $t \in [k\delta, (k + 1)\delta]$ and assume that $E[L_{k\delta}] \leq \bar{L}$. Applying the Itô rule to $L_{t_{k\delta}}$, we have

$$L_{t_{k\delta}} = L_{k\delta} + \int_{k\delta}^{t_{k\delta}} \mathcal{A}^\mu L(X_t) \, dt + \int_{k\delta}^{t_{k\delta}} \nabla L(X_t) \sigma(X_t, \mu(X_t)) \, dB_t. \quad (11)$$

Denote the first integral $I_1$ and the second, respectively, $I_2$. Now, apply the stochastic mean value theorem to $I_1$ to yield, for some $t^* \in [k\delta, t_{k\delta}]$: 

$$I_1 \leq \mathcal{A}^\mu L(X_{t^*}) (t \land T_t - k\delta). \quad (12)$$

Then, using that $L \in C^2$, and the bound $\| X_{t_{k\delta}} - X_{k\delta} \| \leq \frac{f_{k\delta}^\mu}{R} (t - k\delta)$, deduce

$$\mathcal{A}^\mu L(X_{t^*}) (t - k\delta) \leq -\bar{\alpha}_3 (t - k\delta) + (t_t - k\delta)^2 \sup_{t \in [k\delta, t_{k\delta}]} \left( \mathcal{A}^\mu L(X_t) \| L \| + b \| X_{t^*} \| \sigma \| X_t \| \right. \left. \left( f + \bar{\sigma} \| X_t \| b \| X_t \| \sigma \| X_t \| \right) + \frac{1}{2} (\bar{\alpha}_3)^2 \| L \| \right). \quad (13)$$

The second summand in the right-hand side of (13) is $(t_t - k\delta)^2 \sup_{t \in [k\delta, t_{k\delta}]} \| L \| L$. Notice that $\mathcal{A}^\mu L(X_{t_t}) (t_t - k\delta) \leq 0$ whenever $-\bar{\alpha}_3 + \delta \sup_{t \in [k\delta, t_{k\delta}]} \| L \| L \leq 0$ since $(t_t - k\delta) \leq \delta$ a.s. Therefore, set $\delta \leq \frac{\bar{\alpha}_3}{2\alpha_3(\sqrt{L})}$. Furthermore, the global existence of solutions implies $T_R \to \infty$ as $\mathcal{R} \to \infty$. Thus, taking this limit, the Fatou’s lemma and the Jensen’s inequality yields

$$E \left[ \lim_{\mathcal{R} \to \infty} \sup_{t \in [k\delta, t_{k\delta}]} \mathcal{A}^{\mu} L(X_t) \| L \| \right] \leq \frac{1}{\alpha_4} \alpha_4 \left( \sqrt{L} \right). \quad (14)$$

Notice that $E[I_2] = 0$ due to the martingale property of the Itô integral (up to $T_t$ with fixed $\mathcal{R}$, cf. [4]). Now, applying the expected value operator to (11) yields

$$E[L_{t_{k\delta}}] - E[L_{k\delta}] \leq -\bar{\alpha}_3 (t \land T_t - k\delta). \quad (15)$$

Since this holds for any $t$ up to $T_t$, we have $E[L_{t_{k\delta}}] \leq \bar{L}$, whence $T$ has to be not less than $(k + 1)\delta$ (cf. [24]). Recalling that $E[L_{k\delta}] \leq \bar{L}$ implies $\| X_{k\delta} \| \leq R^*$, boundedness of the trajectory in mean by $R^*$ on $[k\delta, (k + 1)\delta]$ follows.

**Case 2:** $E[L_{k\delta}] \leq \frac{3\bar{L}}{4}.$

First, evidently, $E[L_{k\delta}] \leq \frac{3\bar{L}}{4}$ implies $E[\| X_{k\delta} \|] \leq r \lor \rho$. Notice that $E[\| X \|] \leq \frac{1}{\alpha_1} \alpha_1 L$. From the Grönwall’s inequality [18], for $t \in [k\delta, (k + 1)\delta]$,

$$E[\| X_t \|^2] \leq \sqrt{1 + \sqrt{E[\| X_{k\delta} \|^2]}} e^{2\sqrt{K}t} \quad (16)$$

Then,

$$E[\| X_t \|^2] \leq \sqrt{1 + \sqrt{E[\| X_{k\delta} \|^2]}} e^{2\sqrt{K}t}. \quad (17)$$

Using the fact that $E[L_{k\delta}] \leq \frac{3\bar{L}}{4}$, one can deduce a second bound on $\delta$ so that, if $\delta \leq \delta$, then $E[L_{I(1-\delta)}] \leq \frac{1}{2} \bar{L}$. Thus, once $E[L_{k\delta}] \leq \frac{3\bar{L}}{4}$, $E[L_{k\delta}] \leq l^*$ for all subsequent $k$. Combining this with the claim from the previous case, we conclude that the trajectory exists for any $t \geq 0$ and satisfies $E[\| X_t \|] \leq R^*$. Notice that switching of the control at the nodes $k\delta$ poses no problem since $f^\mu, a^\mu, b^\mu$ only need be measurable in $t$ [25].

Now, observe that since $E[L_t] \leq \frac{\bar{L}}{1/\alpha_1 L}$. Combining this with the fact that $E[\| X_t \|^2] \leq R^2$, deduce that $\| X_t \|$ is bounded by $s^2 := \frac{1}{\alpha_1} L - R^2$. Then, observe that $\forall \varepsilon > 0 \| X_t \| \geq R^* + \varepsilon \iff \| X_t \| \geq E[\| X_t \|] + \varepsilon$ since $\varepsilon > 0 \implies E[\| X_t \|] \leq R^*$. Therefore, $P[\| X_t \| \geq R^* + \varepsilon] \leq \frac{E[\| X_t \|] + \varepsilon}{e^{\varepsilon/1+e^2}}$. By the one-tailed Chebyshev’s inequality, $P[\| X_t \| \geq E[\| X_t \|] + \varepsilon] \leq \frac{1}{1+e^2}$. Matching this with Definition 1 set, $\forall \varepsilon > 0, A := R^* \lor \varepsilon$).

To conclude, we have $(r \lor \rho, R)$-convergence of the trajectory in mean. Derive the bound on the reaching time independent of $\delta$ as follows:

$$T_{r(\delta)} \leq \frac{4\bar{L} - 3\bar{L}}{2\alpha_3}. \quad (18)$$

**Corollary 1:** Suppose that (7) have the form

$$\forall x \nabla L(x) f(x, \mu(x)) \leq -\bar{\alpha}_3(\| x \|). \quad (19)$$
In other words, $(L, \mu)$ is a Lyapunov pair for the noiseless system $\dot{x} = f(x, u)$. If it holds that
\begin{equation}
\exists \tau > 0 \forall x \not\in B_\tau \\alpha_3(\|x\|) \geq \frac{1}{2} \|\sigma^T(x, \mu(x))\nabla^2 L(x)\sigma(x, \mu(x))\| \tag{20}
\end{equation}
then, $\mu$ practically stochastically stabilizes \ref{eq:lyapunov} in mean. In particular, \ref{eq:clf} holds if $\|\sigma\|$ is uniformly bounded and $\|\nabla^2 L(x)\|$ has a growth rate lower than that of $\alpha_3$ everywhere except for a vicinity of the origin.

**Proof:** Set
$$
\Sigma := \frac{1}{2} \sup_{x \in B_\tau} \|\sigma^T(x, \mu(x))\nabla^2 L(x)\sigma(x, \mu(x))\|
$$
Define, for all $x$,
$$
\dot{\alpha}_3(\|x\|) = \alpha_3(\|x\|) - \frac{1}{2} \text{tr}(\sigma^T(x, \mu(x))\nabla^2 L(x)\sigma(x, \mu(x)))
$$
Then, for all $x$, it holds that
$$
- \alpha_3(\|x\|) + \frac{1}{2} \text{tr}(\sigma^T(x, \mu(x))\nabla^2 L(x)\sigma(x, \mu(x))) \leq - \dot{\alpha}_3(\|x\|) + \Sigma
$$
which ensures a decay condition of the kind \ref{eq:lyapunov} with the generator $A$ involved.

**Remark 7:** The growth condition \ref{eq:clf} in Corollary \ref{eq:lyapunov} may be justified as follows. Roughly speaking, taking derivatives decreases the growth rate. That is, one would normally expect that, outside some vicinity of the origin, $\|\nabla^2 L(x)\|$ grows slower than $\|\nabla L(x)\|$. Such is the case when $L$ is, e.g., polynomial. The diffusion function $\sigma$ describes the noise magnification depending on the state and control action. It may be justified in some applications to assume this term to be bounded uniformly in $x, u$. All in all, Corollary \ref{eq:lyapunov} gives a particular hint on transferring a Lyapunov pair from a nominal, noiseless, to a noisy system.

**IV. Generalizations and Applications**

The central result in Section \ref{eq:lyapunov} applies to stochastic dynamical systems provided with a Lyapunov pair $(L, \mu)$ describing a Lyapunov function $L$ for the closed-loop under a Markov policy $\mu$. There is no straightforward extension of Theorem \ref{eq:lyapunov} to the case of a general control Lyapunov function (CLF) which may have a decay condition of the kind
\begin{equation}
\forall \text{compact } X \exists \text{ compact } U_X
\forall x \in X \inf_{u \in U_x} A^u L(x) \leq -\alpha_3(\|x\|) + \Sigma. \tag{21}
\end{equation}
The reason is that there is no uniform bound on the realizations of $\{W_t\}_t$. Consequently, there does not exist a $\bar{x} > 0$ s.t. $\forall t \geq 0 \{X_t\}_t \leq \bar{x}$ a.s. What it means practically is that there is no way to determine a uniform bound on the control actions. It should be noted here that if the CLF is smooth, $\mu$ may be computed analytically by a universal formula \cite{26,27}, with a variant yielding bounded controls \cite{23}. However, most CLFs are actually non-smooth due to a general failure of existence of continuous feedback laws \cite{17}. A non-smooth CLF may have a decay condition of the kind
\begin{equation}
\forall \text{compact } X \exists \text{ compact } U_X
\forall x \in X \inf_{u \in U_x} D_{Yu} L(x) \leq -\alpha_3(\|x\|) + \Sigma, \tag{22}
\end{equation}
where $D_{Yu}$ is a suitable generalized directional differential operator, e.g., directional subderivative \cite{28}. In this case, a closed-form expression for a Markov policy $\mu$ may not be possible altogether. Therefore, the case of a general CLF is worth addressing. One immediate requirement would be to assert that $U_X = U, U$ compact for any $X$. But there is still a set of relatively strong assumptions (yet not extraordinary in the analyses and stabilization of nonlinear stochastic systems) in Definition \ref{eq:lyapunov}. The key problem may be intuitively explained as follows. When the Markov policy is sampled, there is no a priori bound on the mean Lyapunov function between the nodes. Another problem is that the mean Lyapunov function and the mean state might be unrelated due to an arbitrarily large Jensen’s gap. A way to remedy all these problems is to consider noise models different to the Brownian motion, specifically, bounded ones, i.e., those whose realizations are bounded a.s. Such models are known, and for a good review, the reader may refer to \cite{29}. We briefly mention these for the sake of completeness. The easiest way to achieve bounded noise is to apply a saturation function to $W_t$. Such is the case of the sine-Wiener process $Z_t = \sin \left( \sqrt{\frac{2}{\pi}} W_t \right)$ with an autocorrelation time parameter $\tau_a$. Substituting $W_t$ in the system SDE \ref{eq:lyapunov} for such a noise would require extra attention to the existence and uniqueness of strong solutions, though. Another way is to augment the system description with a dynamical noise model. Thus, the overall description would read:
\begin{equation}
dX_t = f(X_t, U_t) dt + \sigma(X_t, U_t)Z_t dt, P[X_0 = x_0] = 1,
dZ_t = \zeta(Z_t) dt + \nu(Z_t) dW_t, \tag{23}
\end{equation}
where $\{Z_t\}$ is the noise process with an internal model (SDE) described by the drift function $\zeta$ and diffusion function $\nu$. Particular ways to construct such an SDE include the following \cite{29}:

- **The Doering-Cai-Lin (DCL) noise**
  \begin{equation}
dZ_t = -\frac{\gamma}{2}Z_t dt + \sqrt{1-Z_t^2} dW_t, \tag{24}
\end{equation}
  with parameters $\gamma > -1, \theta > 0$;

- **The Tsallis-Stariolo-Borland (TSB) noise**
  \begin{equation}
dZ_t = -\frac{\theta}{q+1}Z_t dt + \sqrt{\frac{1-q}{\theta}} dW_t, \tag{25}
\end{equation}
  with $\theta > 0, q < 1$ parameters;

- **Kessler–Sørensen (KS) noise**
  \begin{equation}
dZ_t = -\frac{\theta}{\pi\sqrt{\sin(\pi\theta)}} \tan \left( \frac{\pi}{2} Z_t \right) dt + \frac{2}{\pi\sqrt{\sin(\pi\theta)}} dW_t, \tag{26}
\end{equation}
  with $\theta > 0, \gamma \geq 0, \vartheta = \frac{2\gamma+1}{\gamma+1}$ parameters.

The above models essentially design the drift and/or diffusion functions so as to confine strong solutions to stay within $(-1, 1)$ (component-wise) a.s. (the unitary bound is chosen for simplicity and may be adjusted according to the application). It should be noted that the corresponding functions $\zeta, \nu$ do not satisfy Lipschitz conditions in the standard way. Nevertheless, existence and uniqueness of strong solutions
can be ensured [29]. So, for instance, in the case of the TSB noise, the drift is at least locally Lipschitz. This fact, together with non-reachability of the boundaries $-1, 1$ (which can be shown) resolves the strong solution question.

Summarizing, we can generalize Theorem 1 to systems of the kind (23) with bounded noise, and general CLFs without a closed-form Markov policy $\mu$. The proof would go along the lines of [24], [30], [31] and require only technical modifications. Some aspects would get simpler compared to Theorem 1 as there are now only Lebesgue integrals (the Itô integral would be "confined" into the inner noise model). Subsequently, provided the decay condition on the mean Lyapunov function, the trajectories would be bounded a.s. (since the driving noise is now bounded a.s.). The mean trajectory bound within a time interval would read:

$$E[X_t - X_{k\delta}] \leq f \delta + \sigma \delta$$

where if the CLF were non-smooth, we would need to determine control actions in a suitable way. This can be done by various methods, such as steepest descent, Dini aiming, or inf-convolutions [32]. All these methods require performing optimization at each time step. In fact, a generalization of Theorem 1 for systems of the kind (23) applies also in the case when the said optimization is non-exact [30], [31]. A comment should be made about the generator $A$. When dealing with systems of the kind (23), the required CLF needs not to account for the diffusion function $\sigma$ to achieve stabilization in the sense of Definition 2, which already entails a best possible bound that the mean trajectory converge into. We may start with a noiseless system $\ddot{x} = f(x, u)$ and derive a CLF for it first. Then, we may apply Theorem 1 if the CLF is smooth. If it is not, the generator $A$ is not well-defined. For the S&H analysis, remarkably, this does not pose such serious difficulties, as one might think. Instead of the condition of the kind (13), which requires smoothness, one can work with a variant of Taylor series for non-smooth functions. So, for instance, in the case of inf-convolution control, such a condition reads:

$$\forall \varepsilon > 0, x, y \in \mathbb{R}^n$$

$$L_\beta(x + \varepsilon y) \leq L_\beta(x) + \varepsilon \langle v_\beta(x), y \rangle + \frac{\varepsilon^2 \|y\|^2}{2 \beta^2},$$

where $v_\beta(x), \beta \in (0, 1)$ is a proximal subgradient defined via:

$$v_\beta(x) := \frac{x - y_\beta(x)}{\beta^2},$$

$$y_\beta(x) := \arg \min_{y \in \mathbb{R}^n} \left( L(y) + \frac{1}{2 \beta^2} \|y - x\|^2 \right),$$

and $L_\beta$ is the inf-convolution of $L$, used to approximate $L$ as follows:

$$L_\beta(x) := \min_{y \in \mathbb{R}^n} \left( L(y) + \frac{1}{2 \beta^2} \|y - x\|^2 \right).$$

An important property of $v_\beta(x)$ is that it also happens to be a proximal subgradient of $L$ itself. Using this along with (22), and the fact that, for any proximal subgradient $v$ of $L$ at $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^n$, it holds that:

$$\langle v, y \rangle \leq D_v L(x),$$

allows one to determine practically stabilizing controls actions via:

$$\mu(x) := \arg \min_{u \in U^0_0} \langle v_\beta(x), f(v_\beta(x), u) \rangle,$$

(32)

where $U^0_0$ is compact and depends only on $X, \beta$. In the respective S&H-analysis, the essential fragment is exactly the treatment of the kind of a Taylor series [27], expressed for the actual system dynamics (23). So, for any $t \in [k\delta, (k+1)\delta], k \in \mathbb{N}_{+0}, \Delta t := t - k\delta$, one has:

$$E[L_t - L_{k\delta}] \leq E \left[ (v_\beta(X_{k\delta}), F_k) + \|\Phi_k\|^2 \right],$$

(33)

where

$$F_k := \int_{k\delta}^{t} f(X_{\tau}, \mu(X_{k\delta})) d\tau + \int_{k\delta}^{t} \sigma(X_{\tau}, \mu(X_{k\delta})) Z_{\tau} d\tau.$$

(34)

Re-expressing $\Phi_{k\delta,t}$ as:

$$\Delta t f(X_{k\delta}, \mu(X_{k\delta})) + \int_{k\delta}^{t} (f(X_{\tau}, \mu(X_{k\delta})) - f(X_{k\delta}, \mu(X_{k\delta}))) d\tau,$$

(35)

converts (33) into:

$$E[L_t - L_{k\delta}] \leq \Delta t E \left[ (v_\beta(X_{k\delta}), f(X_{k\delta}, \mu(X_{k\delta}))) \right] + E \left[ (\mu(X_{k\delta}), A_{k\delta,t}) \right]$$

(36)

By the Cauchy-Schwarz inequality,

$$E[\|v_\beta(X_{k\delta})\|] \leq \sqrt{E[\|v_\beta(X_{k\delta})\|^2]} \sqrt{E[\|A_{k\delta,t}\|^2]}.$$

(37)

The term $E[\|v_\beta(X_{k\delta})\|^2]$ can be bounded exploiting the fact that the driving noise is bounded and so $X_{k\delta}$ is bounded a.s. (in other words, interpreting $R^*$ as an a.s. overshoot bound), although the respective bound will depend on $\beta$. Next, observe:

$$\|A_{k\delta,t}\| \leq O(\Delta t^2).$$

Here, either one can exploit an a.s. overshoot bound $R^*$, or exploit a growth assumption like $\|f(x, \mu(x))\| \leq (a_0 + |x|)^{n_1}, a_{0,1} > 0$, or just $\|f(x, \mu(x))\| \leq |x|^{n_2}, a > 0$ if $f(0, 0) = 0 \land \mu(0) = 0$. Observe that $E[\|X\|^n]$ is a.s. bounded since $\|X\|$ is a.s. bounded by the virtue of the noise model. However, $E[\|X\|^n]$ might not be related to $E[\|X\|]$ in a straightforward way. In any case, we have:

$$E[\langle v_\beta(X_{k\delta}), \Sigma_{k\delta,t} \rangle] \leq O(\Delta t^2).$$

The following bound is due to the Cauchy-Schwarz inequality:

$$E[\langle v_\beta(X_{k\delta}), \Sigma_{k\delta,t} \rangle] \leq \sqrt{E[\|v_\beta(X_{k\delta})\|^2]} \sqrt{E[\|\Sigma_{k\delta,t}\|^2]}.$$
The first factor can be bounded the same way as in the case of (37). Further, we have a bound (assuming the noise is at most 1 in norm):
\[
\|\Sigma_{k,b,t}\| \leq \Delta t \sup_{\tau \in [k, b, t]} \|\sigma(X_t, \mu(X_t))\|.
\]

Finally and combined with the previous bounds, getting the compact \(Z\) terms
\[C\] as in [30]:
\[
\mathbb{E}[L_t - L_{k,b}] \leq \Delta t \mathbb{E}\left[\left(\sigma(X_k, f(\sigma(X_k), f(\beta(X_k), \mu(X_k))))\right)\right] + C_1 \beta \Delta t + C_2 \frac{\Delta t^2}{\beta} + C_3 \frac{\Delta t}{\beta} + C_4 \frac{\Delta t^2}{2 \beta^2} 
\]
(38)
where \(C_1, C_2, C_3, C_4 > 0\) are constants. Observe \(-\mathbb{E} [\alpha_3(X_k)] \leq -\alpha_3 (\mathbb{E}[||X_k||])\) by the Jensen’s inequality if \(\alpha_3\) is convex. So, \(\Delta t \mathbb{E}\left[\left(\sigma(X_k, f(\beta(X_k), \mu(X_k))))\right)\right] \) yields a suitable decay term. Similarly to Corollary 11 either we have to assume uniform boundedness of \(\sigma\) or that it possesses a growth rate in \(||x||\) not dominating over \(\alpha_3\) anywhere except for vicinity of the origin. The latter may be affected by \(\beta\) due to the effect of combination of the terms \(C_1 \beta \Delta t, C_4 \Delta t^2\) in (38). Now consider:

**Theorem 2:** Consider a stochastic system
\[
\begin{align*}
    &dX_t = f(X_t, U_t) dt + \sigma(X_t, U_t) Z_t dt, \mathbb{P} [X_0 = x_0] = 1, \\
    &dZ_t = \zeta(Z_t) dt + \eta(Z_t) dW_t
\end{align*}
\]
with bounded noise \(Z_t\). Suppose there exists a (in general non-smooth) CLF \(L\) with a decay condition
\[
\forall x \in X \exists \text{ compact } U_X \\
\inf_{x \in U_X} D_\nu(L(x)) \leq -\alpha_3(||x||).
\]

If \(\sigma\) is uniformly bounded or does not dominate \(\alpha_3\) in growth anywhere except for vicinity of the origin, there exists a map \(\mu: X \rightarrow U_X\) that, applied in S&H mode, practically stochastically stabilizes the system in mean with \(\rho\) (see Definition 11) depending on noise properties and \(\beta\) of (28).

Regarding robustness properties, the presented derivations may be generalized to the case of uncertainty. Whereas the system and actuator uncertainties are relatively easy to address, the major problem is measurement noise [17]. Still, the method of inf-convolutions described above can be shown robust in this regard [31]. Merging this with Theorem 2 could achieve the desired robustness, but it is left for future work.
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