I. INTRODUCTION

Impurities and their charge-state transition levels i.e. the Fermi level at which the stable charge state of a defect changes (illustrated in Fig. 1), play a crucial role in determining the properties of a semiconducting material. Transition levels within the band gap influence the optical and electronic properties of the system. Defect transition levels may serve as traps for carriers and, thus, changing the conductivity, or act as non-radiative and radiative recombination centers, affecting device efficiency. Although experimental techniques such as deep level transient spectroscopy (DLTS) are able to measure the presence of transition levels, they lack the ability to identify the underlying impurity or defect type, and they require special sample preparation. Although microscopic techniques such as cross-sectional scanning tunneling microscopy (STM) or scanning transmission electron microscopy (STEM) are able to provide additional insight into defect characterization, currently, there is no robust experimental technique which is able to determine the charge-state transition levels of a specific impurity in a semiconductor.

First-principles computational methods such as Density Functional Theory (DFT) can provide predictions for a number of defect properties, including charge-state transition levels. Such theoretically obtained results not only provide valuable insight on their own, but can be, and often are, used in conjunction with experimental techniques to help identify the observed defects or impurities and provide more in-depth description of the physical mechanisms involved in defect engineering, such as materials processing schemes to enhance or mitigate the presence of certain defect types.

However, for such calculations to be sufficiently accurate, the use of large supercells and high-fidelity computational approaches such as GW or hybrid functionals (e.g., Heyd-Scuseria-Ernzerhof (HSE06) are necessary, making studies very computationally expensive and thus often restricted to a small number of material compositions or defect types. While
high-fidelity calculations are certainly possible for a targeted and specific study, developing large databases of high-fidelity values is generally impractical due to the large computational expense. This limitation makes it difficult to develop adequate training databases of high-fidelity values for machine learning (ML) models.

In recent years, the use of ML in materials science for the purpose of predicting materials properties has been heavily explored and highly successful, with models developed to predict properties such as bulk stability, superconducting critical temperature, formability of metallic glasses, electronic bandgap, migration barriers for impurity diffusion, thermoelectric figure of merit, and effective charge for electromigration, to name just a few. In particular, the concept of multi-fidelity machine learning, where different levels of approximations (fidelity) are combined in the training data and model design, has been proposed. This approach allows for the use low-fidelity (therefore, cheaper to obtain) values to predict results at a high-fidelity level, potentially reducing the computational effort needed for training of the ML model. This may be of particular value as more complete high-throughput low-fidelity databases become available.

Multi-fidelity methods have been shown to be effective for predicting materials properties such as band gaps, dopant formation energies, crystal structures, and bulk modulus, as well as for parameterizing interatomic potentials.

In the context of predicting impurity transition levels in semiconductors, developing an ML model is very desirable as it may provide rapid predictions without having to develop a large database of computationally expensive DFT calculations. In this work, we use multi-fidelity datasets to demonstrate an alternative ML approach that is capable of nearly instantaneously predicting impurity charge-state transition levels using only elemental and one-hot encoded features and without the need to perform additional DFT calculations. We show that an increased accuracy can be achieved when utilizing a larger and lower quality dataset for training instead of a smaller and more accurate one. It is worth to mention that the meaning of the term multi-fidelity in our approach is slightly different than typically used. Here we improve the fidelity of our low-fidelity GGA and LDA training dataset by applying a correction that brings the low-fidelity values close to the high-fidelity HSE06 ones, and then verify the accuracy of the trained model against true high-fidelity HSE06 results, therefore eliminating the necessity of including the true high-fidelity values in training. Although we use the terms low/high-fidelity to describe quantities calculated with semilocal (GGA/LDA) and hybrid functional (HSE06) respectively, the conclusions drawn from this research may be applicable more generally to multi-fidelity datasets, where different reasons than the functionals used account for varying levels of fidelity. That terminology is therefore used alongside the names of the functionals to convey the potential generality of the results. The ML models constructed in this work have been made possible by two recent studies. First, it was recently demonstrated from the work of Mannodi-Kanakkithodi et al. that ML approaches can be used to estimate the impurity transition levels in II-VI Cd-based semiconductors. In that work, Mannodi-Kanakkithodi et al. used random forest models with descriptors consisting of properties of the involved chemical elements, the lattice sites containing impurities, and, optionally, results of fast unit-cell DFT calculations. ML models were constructed to predict transition levels obtained from both low-fidelity (PBE) and high fidelity (HSE06) DFT calculations. A root mean squared error (RMSE) of 0.34 eV was obtained for ML-predicted PBE transition levels vs. DFT-PBE calculated transition levels, while an RMSE of 0.61 eV was obtained for ML-predicted HSE06 transition levels vs. DFT-HSE06 calculated transition levels. Second, from the perspective of enhancing the accuracy of defect transition levels obtained from DFT, recent work from Polak et al. formulated the modified band alignment (MBA) approach as an enhancement to the previously-used band alignment approach. The MBA for defect levels is expressed as:

$$E_{MBA}^d = E^d + E_{ah} + \beta E_{sh} - E^d . \tag{1}$$

where $E_{MBA}^d$ is the MBA calculated defect level, $E^d$ is the local/semilocal defect level, $E_{ah}$ is the band gap, $E_{sh}$ is a band alignment shift and $\beta = 0.14$ for the systems studied here. This approach was found to improve the accuracy of defect transition levels obtained with local or semilocal functionals (i.e. low-fidelity LDA or PBE calculations) vs. values obtained from high-fidelity HSE06 calculations. In the work of Polak et al., an RMSE of 0.24 eV was obtained for the MBA-calculated transition levels vs. high-fidelity HSE06 calculated results.

To obtain an approximation of the level of expected accuracy by combining similar ML methods as used in Mannodi-Kanakkithodi et al. with the MBA approach of Polak et al., we add the above RMSE values in quadrature, resulting in an RMSE of 0.42 eV, which is about 32% lower than the value of 0.61 eV obtained for the direct ML prediction of HSE06 transition levels from Mannodi-Kanakkithodi et al. This reduction in error, if realized, may be attributable to the larger amount of MBA corrected PBE vs. HSE06 data available for training. This quick approximation motivates the construction of the ML models in the present work, as it is now apparent the use of ML combined with the MBA has the potential to provide predictions of high-fidelity charge-state transition levels with significantly lower error than obtained with previous ML models.

Building from the results of these previous studies and the above error approximation, there is thus an opportunity to construct improved ML models using only low-fidelity training data, where this training data is modified using the MBA approach to more closely resemble the accuracy level of high-fidelity data. Such a multi-fidelity model could not only significantly improve the accuracy in predicting high-fidelity transition levels, but would also remove the necessity of performing the computationally expensive high-fidelity HSE06 calculations for the construction of the training data set. The goal of this work is to build a model that enables fast and inexpensive estimation of defect and impurity transition levels
II. DATASETS AND METHODS

The dataset used for this study consists of 2910 low-fidelity (LDA or GGA) impurity charge-state transition levels in 14 zincblende semiconducting systems. These include Cd-based II-VI semiconductors and their alloys (i.e. CdS, CdSe, CdTe, CdS$_{0.5}$Se$_{0.5}$, and CdSe$_{0.5}$Te$_{0.5}$) and all binary stoichiometric III-V systems (i.e. AlP, AlAs, AlSb, GaP, GaAs, GaSb, InP, InAs, and InSb). This dataset is used for the training, internal validation, and optimization of the models. From the 2910 calculated systems, 896 were additionally studied with the high-fidelity hybrid HSE06 functional in order to test the final accuracy and performance of our ML models against accurate calculations using feature set containing no information from DFT SEs from 10-fold cross validation (CV). In the 10-fold CV

A. Model selection

All ML model fits were performed using the Materials Simulation Toolkit for Machine Learning (MAST-ML)\textsuperscript{34}. MAST-ML is a python-based toolkit built to enable easy automated exploration of many ML model types and statistical assessments of model performance, and heavily leverages the widely-used scikit-learn package\textsuperscript{35}. From an initial exploration of numerous canonical model types (e.g. kernel ridge regression, random forests, Gaussian process regression, etc.), we found that gradient boosting regression (GBR)\textsuperscript{36} resulted in the best overall model performance in terms of lowest RMSEs from 10-fold cross validation (CV). In the 10-fold CV

B. Feature selection and hyperparameter optimization

To find the optimal number of features for our ML model, a feature learning curve was calculated where the test mean absolute error (MAE) and RMSE scores were plotted as a function of number of selected features (Fig. S2 (a)), where the features were selected using the GBR ensemble feature importance ranking. Hyperparameter optimization was performed using the Bayesian search optimization method from the scikit-optimize package, which is integrated as part of the MAST-ML workflow. The GBR model hyperparameters and features selection were carried out using a nested CV approach to remove possible bias from using all of the training data to either select the best feature set or best set of model hyperparameters. Specifically, for each of the 10 training sets from the top level CV, we perform an additional nested 10-fold CV and minimize that score to select the optimal hyperparameters and features. We then use those optimal hyperparameters and features to refit the GBR model and predict the top level validation data and assess prediction errors. We found that the features with highest importance remained constant across all training sets, were physically meaningful, and included properties such as the impurity charge states, one-hot encoded impurity position, ionization energies, electronegativities, and electrical conductivity. When the selected features between different training sets were compared, features with low importance often changed or changed order, which did not seem to noticeably influence the overall results. It was determined that there was no significant model improvement when more than 15 features were used, so the 15 features with the highest importance were chosen to be used in the final model. The learning curve is presented in Fig. S2 (a) and the list of final features and their importances can be found in Sec. VII. Additionally, to assess the potential for improvement of the model by using more training data, a data learning curve was calculated where the test MAE and RMSE were plotted as a function of number of training points (Fig. S2 (b)). The data learning curve shows that including more data in the training may have the potential to further increase the accuracy of the model, where an additional approximately 1500 data points (an increase of about 50 %) may reduce the MAE and RMSE by about 50 meV; provided the established learning curve trend persists to higher amounts of training data. Such improvement of the model with additional training data is feasible as only relatively inexpensive low-fidelity DFT calculations are needed to generate additional training data.
III. RESULTS AND DISCUSSION

In this study, we are working with an expanded dataset of II-VI and III-V semiconductor materials compared to the datasets examined in Mannodi-Kanakkithodi et al. and Polak et al. Thus, as a first step, we re-evaluate the predictive ability of MBA vs. HSE06 transition level values and ML-predicted HSE06 values, as shown by the parity plots in Fig. 2. In Fig. 2(a), we plot the MBA values of all II-VI and III-V materials for which corresponding HSE06 data is available in our database, which amounts to 896 materials. From Fig. 2(a), the MBA method results in an RMSE of 0.24 eV vs. HSE06 values, which is the same as the previous RMSE value of 0.24 eV from Polak et al., which only used III-V compounds. Figure 2(b) contains the parity plot for ML-predicted HSE06 values, which has an RMSE of 0.42 eV. This value is lower than the RMSE of 0.61 eV from the work of Mannodi-Kanakkithodi et al., which we believe is primarily due to having a larger amount of HSE06 data in the present work. This scale of improvement is reasonable based on the HSE06 data learning curve presented in the work of Mannodi-Kanakkithodi et al., which showed an RMSE improvement of roughly 0.1 eV per 100 added data points. Given the present work uses roughly 200 more HSE06 data points, the improvement of 0.61 eV to 0.42 eV is thus expected considering this trend and the fact that the RMSE improvement per data point added will level off for larger dataset sizes.

Figure 3(a) contains a parity plot showing our ML model performance for predicting the MBA transition level values, where we have an RMSE of 0.27 eV. Note that the data shown in Figure 3(a) are the ML-predicted MBA values only for the materials for which HSE06 data is also available. An analogous plot showing the ML-predicted MBA for the full dataset is shown in Fig. S3 (a) in the Supporting Information, which showed a negligible difference in RMSE (0.26 eV (all data) and 0.27 eV (HSE06 only)). Re-evaluating the previously discussed approximate RMSE from combining the separate errors of MBA vs. HSE06 and ML-MBA vs. MBA, results in an RMSE of 0.36 eV (from adding errors in quadrature). This value is lower than the previous estimate of 0.42 eV and corresponding to an improvement of about 14% for the new multifidelity method, which in addition does not require access to the high-fidelity data for model training. Figure 3(b) presents a parity plot of the ML-predicted MBA vs. HSE06 transition levels.
state values, with an RMSE of 0.36 eV, the same as the expected RMSE of 0.36 eV. Supplemental Table SI contains the tabulated errors for the ML-predicted MBA vs. HSE06 values from Figure 3(b) for all data and across each of the 14 semiconducting systems examined here.

There are other methods, besides fitting the MBA values, that one may use to construct ML models to predict high-fidelity transition levels. It was previously shown by Mannodi-Kanakkithodi et al. that including low-fidelity level (PBE) transition levels as a feature for predicting HSE06 results leads to a substantial improvement in the model accuracy. While this method relies on using DFT calculations to first obtain the PBE transition levels, it suggests the possibility for application of the latent variable transfer learning technique, where in the first step, the low-fidelity (MBA or PBE) results are predicted from a machine learning model using elemental properties, and then the obtained results are used as an additional feature in predicting the high-fidelity values. The results of this approach are presented in Fig. S1 (b) and (c) of the Supporting Information. This transfer learning technique does improve the prediction statistics compared to the direct prediction of HSE06 values (Fig. 2(b)). However, this approach does not provide a noticeable improvement over the multi-fidelity method proposed in this work. Furthermore, this approach requires HSE06 calculations, typically quite a large number if one wants to have a good training database, which is not true of our approach which uses only MBA modified LDA and GGA values. Therefore, the approach described in this work appears to be preferable.

The obtained error statistics of our multi-fidelity model are very encouraging considering the complexity of the physical mechanisms behind impurity formation energies and their transition levels, and the fact that the model uses only basic elemental and one-hot encoded features. However, it can be easily observed that with a RMSE (MAE) of 0.36 (0.27) eV, the model is not quantitatively useful for systems with low band gaps, where a charge-state transition level may easily be predicted to be a deep defect when it should be shallow, and vice versa. Note that we find errors are similar for lower and higher band gap materials, making the errors particularly problematic for systems with low band gaps. In addition, it is worth noting that for some defects and charge states, an LDA/GGA approach may incorrectly capture localization effects, which is not corrected for in any band alignment-like method, including MBA. These cases are difficult to unambiguously identify in a high-throughput approach, and are therefore included in this model as well, influencing the statistics. Ref. has demonstrated that large discrepancies are due to this issue, so it is most likely responsible for the outlier points in Fig. 2 (a), which, fortunately, are relatively infrequent; therefore, their influence on the final model is not significant. To help address this issue and provide more insight into the practical applicability of the present model, we have devised a simple method for quantitative estimation of model applicability based on precision, recall and F1 scores that enables the interested user to investigate the performance of the model as a function of the band gap of a hypothetical system of interest. Here, we have considered three different practical scenarios where this model can be used for assessment of transition level locations, based on the level of precision needed: (a) whether a transition level exists in the band gap, (b) whether a transition level resides in the upper or lower half of the band gap, and (c) whether a transition level resides in the upper, middle or lower third of the band gap. To illustrate the model utility as a function of band gap, we generated synthetic HSE06 transition levels for systems of band gaps varying from 0.25 eV to 6 eV. For simplicity, we assumed that the impurity transition levels are distributed uniformly within the band gap and up to ± 30 eV of the impurity levels outside of the band gap. We then generated predicted transition levels with the residuals randomized with a Gaussian distribution but with the same error statistics (MAE and RMSE) of our ML-predicted MBA vs. HSE06 data from Fig. 3. This approach enables us to simulate the performance of the model for a wider range of materials of higher band gaps, where it is expected to perform better. The results of this estimation of model performance are shown in Fig. 4 as solid lines, where the precision, recall and F1 scores are presented as a function of the band gap, for the three different scenarios described above.

The assumption of the impurity transition levels being uniformly distributed within the band gap is simple and straightforward, but not necessarily true. To validate its applicability in this case, in a similar fashion as before we re-sampled the predictions of actual HSE06 impurity levels with the residuals randomized with a Gaussian distribution with the same statistics of our ML-predicted MBA vs. HSE06 data from Fig. 3. The results are plotted in Fig. 4 as points. The relatively good agreement of the points with the curves shows that the uniform distribution assumption does not alter the final results and is likely to be accurate for higher values of band gaps as well. Overall, Fig. 4 proves what was initially expected from the model, i.e., the performance is improved for systems with higher band gaps. While the results of the model will be of lower quantitative accuracy than a full suite of HSE06-level calculations, in many practical use cases, such quantitative accuracy may not be needed. For understanding the behavior of impurity transition levels in semiconducting systems, it is often most relevant whether the impurity transition level manifests within the band gap, as such a transition level may greatly influence the optical and electronic properties of the system. From Fig. 4(a), systems with band gaps of around 1 eV or higher have F1 scores above 75% for the scenario of whether a transition level resides within the band gap. Shrinking the region of testing to half, or a third of the band gap (panels (b) and (c)) reduces the performance scores. Therefore, whether the model is applicable to a particular problem has to be assessed based on the desired accuracy and material of interest.

A. Model application

The whole space of binary III-V and II-VI zincblende semiconductors is composed of 18 systems (including those where zincblende is metastable but can be synthesized and excluding alloys). Considering 63 sensible impurity elements, 5 de-
fect sites and 7 charge states (following the work of Mannodi-Kanakkithodi et al.\textsuperscript{25}), the entire space is composed of 34,524 possible impurity charge-state transition levels.

The 2910 transition levels included in the training and validation of the model covers less than 10% of this space. The model presented in this study should be capable of predicting the remaining 90%, the results of which are gathered in Sec. VII. Although the accuracy of the predictions vs. high-fidelity calculations or experiments is not currently known, the conclusions drawn in Sec. III from Fig. 4 should provide an adequate guide. Additional analysis of the results revealed that there were no outlying points or unreasonably low or high values. The histogram of the transition levels for the entire space is visualized in Fig. S4.

IV. SUMMARY AND CONCLUSION

In this work, using multi-fidelity datasets, we have constructed a machine learning model capable of predicting charge-state transition levels of impurities in II-VI and III-V semiconducting systems with an RMSE (MAE) of 0.36 (0.27) eV compared to high-fidelity hybrid functional HSE06 DFT calculations. Although the accuracy may not be good enough for certain applications, where a more refined model may be needed, it allows for qualitative and semi-quantitative predictions, especially useful in high throughput screening for systems of potential interest. Our approach demonstrates an alternative way to build accurate models without the need to perform high-fidelity calculations for training. The fitted ML model allows for nearly instantaneous prediction of impurity levels without the need to perform additional DFT calculations. It uses the results of low-fidelity (PBE or LDA functional) calculations corrected with the modified band alignment method as a target and only elemental and one-hot encoded values as features. The present model trained on a large database of MBA corrected PBE and LDA calculations has higher accuracy in predicting validation HSE06 values than models that directly fit a smaller database of HSE06 values. It shows that using a much larger dataset of lower quality data for training may be superior to using a more accurate but smaller dataset, while at the same time being computationally less expensive. This paves the way for further refinement of the model to obtain quantitatively accurate predictions of defect and impurity levels in semiconductors, and shows an alternative path to building ML models of materials properties using less expensive and more abundant data. To further assess the applicability of the method for practical applications, we provide guidance on classification of transition level positions within the band gap based on the value of the band gap, providing a useful assessment of model performance on new systems of interest. Finally, we use the model to directly predict the remaining 90% of the impurity charge-state transition levels not included in the training data, generating a large database of ML-predicted transition levels for all II-VI and III-V semiconductor systems.

V. SUPPLEMENTARY MATERIAL

See supplementary material for supplementary figures S1-S5 and table SI.
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VII. DATA AVAILABILITY STATEMENT

A spreadsheet of all the values used for model training, the values predicted with the use of the model, as well as a python pickle file with the saved scikit-learn model are openly available on figshare62. Raw data for the Cds systems is available at63. Since this model is most likely going to be used to predict new systems, in the downloadable model the entire dataset has been used in the feature selection and hyperparameters optimization, therefore, it is likely to have a slightly improved CV scores.
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