Classification of white blood cells using weighted optimized deformable convolutional neural networks
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**ABSTRACT**

**Background:** Machine learning (ML) algorithms have been widely used in the classification of white blood cells (WBCs). However, the performance of ML algorithms still needs to be addressed for being short of gold standard data sets, and even the implementation of the proposed algorithms.

**Methods:** In this study, the method of two-module weighted optimized deformable convolutional neural networks (TWO-DCNN) was proposed for WBC classification. Our algorithm is characterized as two-module transfer learning and deformable convolutional (DC) layers for the betterment of robustness. To validate the performance, our method was compared with classical MLs of VGG16, VGG19, Inception-V3, ResNet-50, support vector machine (SVM), multilayer perceptron (MLP), decision tree (DT) and random forest (RF) on our undisclosed WBC data set and public BCCD data set.

**Results:** TWO-DCNN achieved the best performance with the precisions (PREs) of 95.7%, 94.5% and 91.6%, recalls (RECs) of 95.7%, 94.5% and 91.6%, F1-scores (F1s) of 95.7%, 94.5% and 91.6%, area under curves (AUCs) of 0.98, 0.97 and 0.95 for low-resolution and noisy undisclosed data sets, BCCD data set, respectively.

**Conclusions:** With accurate feature extraction and optimized network weights, the proposed TWO-DCNN showed the best performance in WBC classification for low-resolution and noisy data sets. It could be used as an alternative method for clinical applications.

**Introduction**

White blood cells (WBCs) are widely distributed in human blood, lymph and other tissues and play an important role in the immune function of the human body. Nowadays, the incidence of blood diseases related to WBCs, such as leukaemia and malignant lymphoma, shows an increased trend. It was reported that the incidence of leukaemia ranked 11th among cancers worldwide in 2012, and even caused 53,400 cancer deaths in China in 2015 \cite{1,2}. And there are more than 250,000 new cases of malignant lymphoma each year, accounting for 3% of all cancer deaths worldwide \cite{3}.

Human blood consists of red blood cells (RBCs), WBCs, and platelets. Of these, WBCs, or leukocytes, are generally classified into two types: granulocytes and non-granulocytes. The granulocyte contains three subtypes of eosinophils (EOSs), basophils (BASs) and neutrophils (NEUs), and the non-granulocyte includes two subtypes of monocytes (MONs) and lymphocytes (LYMs) \cite{4,5}.

Abnormal concentrations of WBCs may indicate certain diseases or symptoms, for example, the increase of NEUs standing for acute infection and poisoning, increased MONs and EOSs representing bacterial infection, and proliferated LYM probably demonstrating a sign of acquired immune deficiency syndrome (AIDS) \cite{6}, etc. The accurate WBC count provides useful information for the diagnoses of blood diseases and it has become a popular field of research in clinical applications \cite{7}.

The WBC classification could be summarized as comprising three kinds of techniques, microscopy, flow cytometry, and machine learning (ML). The approach of microscopy preserves the advantage of high accuracy; however, it had the problems including low efficiency and long period of cell culture cycle \cite{8}. Presently, flow cytometry has been resorted to a prevalent technique for quantitative analysis of blood samples, yet it is impossible to perform a retrospective study of WBCs due to the inevitable destroy of blood samples \cite{9}. Since ML showed the capacity of simplicity, reliability and robustness for WBC classification, it has become the most popular approach in practice \cite{2,10}. In the literature, there are three kinds of methods of ML algorithms for WBC classification: traditional ML algorithms \cite{11–16}, deep learning (DL) \cite{17–23}, and hybrid methods of ML and DL \cite{24–28}.

According to traditional ML algorithms, morphological features of WBCs played a great role in the accuracy of WBC
classification [11]. The mixed features of shape, intensity and texture were combined with the classifier of support vector machine (SVM) and the classification accuracy of 140 digital blood smear images of five types of WBCs could reach 84% [12]. Moreover, another WBC classification algorithm based on the synthetic features and random forest (RF) was proposed for the classification of 800 WBC images of five types of WBCs and obtained an accuracy of 95.4% [13]. In addition, more features of cell energy and colour were applied in the classifier of K-means to classify 98 full cancer images of acute lymphoblastic leukaemia image database for image processing (ALL-IDB) with an accuracy of 94% [14]. Moreover, bi-spectral invariant features integrated with the SVM and classification tree were used to classify 10 types of WBCs on three data sets of Cellavision database, ALL-IDB and Wadsworth centre and ultimately achieved an averaged accuracy of 96.13% [15]. Furthermore, multiple features, such as texture, space and spectrum for the classifier of SVM were applied for the classification of five types of WBCs from hyperspectral images and obtained a classification accuracy of 98.3% [16].

Recently, DL has been widely used in the WBC classification. Convolutional neural networks (CNNs) were used to classify two types of WBCs from the ALL-IDB data set and obtained an accuracy of 96.6% [17]. The combined model of CNN and recurrent neural network (RNN) was implemented to classify four types of WBCs and obtained an accuracy of 90.79% for the BCCD data set [18]. Also, the classification of five types of WBCs using CNN could reach an accuracy of 96.63% for the ALL-IDB data set [19]. While the CNN classification of seven types of WBCs reached an accuracy of 88.5% on an undisclosed data set [20]. It is worth noting that the CNN classification of 40 types of WBCs could reach 83% with the data set of 92,800 WBC images [21]. Another dual attention CellNet (DACellNet) classification of 40 types of WBCs achieved the competitive performance of fine-grained leukocyte recognition without the need for huge human intervention, with the leukocyte data set (84.21%), ALL-IDB of (98.78%), Cellavision database (94.7%) [22]. One lately proposed CNN and RNN merging model with canonical correlation analysis demonstrated a higher performance of 95.89% for four types of WBCs with public data from Shenggan/BCCD data and kaggle.com/paultimothymooney/blood-cells/data [23].

To obtain better performance, hybrid methods were also used in the classification of WBCs. Multiple features of granularity and CNN were combined with the classifiers of SVM and RF to classify five types of WBCs on mixed databases of Cellavison, ALL-IDB and Jiashan databases, and finally obtained an accuracy of 92.8% [24]. The hybrid-classifier of SVM and neural network (NN) was once proposed for the five classifications of WBCs with an average accuracy of 96% [25]. In particular, shape and deep features were implemented in order to characterize the WBCs, and a long-short term memory (LSTM) network was employed for four types of WBC classification and eventually obtained an accuracy of 85.7% [26]. An efficient classification of WBC leukaemia with improved swarm optimization of deep features were applied on two data sets with 96.11% and 83.3% accuracies, respectively [27].

Compared to two other MLs, DL had the advantages of pipeline automation, translation in-variance, weight sharing and end-to-end training with the betterment of parameter optimization [28–30]. However, the algorithms of DL showed changed performances for different data sets in scale and image quality [31–34]. The performance of DL algorithms has still not been clearly addressed due to there being a shortage of gold standard data sets and even the implementation of the proposed algorithms. At present, the robustness of DL for the classification of WBCs still has not been reached a consensus and it had aroused great attention in the field of WBC classification [35].

In our study, two-module weighted optimized deformable convolutional neural network (TWO-DCNN) was proposed for robust WBC classification. The novelty of our algorithm is characterized as two-module transfer learning and deformable convolutional (DC) layers to improve robustness. The pipeline of our method is summarized as follows: (1) With the initialization of ImageNet characteristic weights at the first module, one known high-quality WBC data set was inputted to the first module for per-training with the output of optimized weights, (2) and then the next module was optimized by the transferred weights for the classification of low-quality WBC data set. To validate the robustness and generalization, we compared our method with classical MLs of VGG19, VGG16, Inception-V3, ResNet-50, SVM, multilayer perceptron (MLP), decision tree (DT) and RF on our undisclosed and BCCD data sets. The precision (PRE), recall (REC) and F1-score (F1) and area under curves (AUCs) of receiver operating characteristic curves (ROCs) were measured for the evaluation of performance.

**Materials and methods**

**Data sets**

One undisclosed data set was kindly provided by a collaborated corporation. It consisted of 11,865 digital microscopic images: 2144 MON, 2000 LYM, 1741 BAS, 1854 EOS, 2126 segmented NEU (SEG) and 2000 band NEU (BAN), as shown in Figure 1. The image resolution is 224 × 224 and each image data was labelled by experienced doctors.

Another BCCD data set was downloaded from website https://github.com/Shenggan/BCCD_Dataset, containing 375 labelled images: 94 cases of EOS, 37 cases of LYM, 23 cases of MON, and 217 cases of NEU, 5 cases of BAS. The image resolution is 640 × 480. Generally, BAS images were excluded and only four other types of WBC images were included for WBC classification [19,36,37].

**Methods**

In our study, our novel method is summarized as follows: prepossessing and TWO-DCNN. Here, the DL of TWO-DCNN was proposed to improve the accuracy of WBC classification for low-resolution and noisy data sets. It had two characteristics of two-module transfer learning and DC layers.
Prepossessing
For DLs, it mainly consists of four steps: intensity normalization, bicubic interpolation, rigid registration and triple augmentation. The undisclosed data set was enlarged to 40,505 images. Here, low resolution and noisy data sets were generated from undisclosed data set. By bicubic interpolation, the low-resolution data set was sampled to $112 \times 112$. While the noisy data set was produced by adding Gaussian noise (mean ± variance: $0 \pm 0.02$) to the origin undisclosed data set. Meanwhile, the BCCD data set was augmented to 14,468 images and interpolated to $512 \times 256$ (Figure 2).

In addition to the above steps, the prepossessing of traditional MLs also includes two subsequent steps of segmentation and feature extraction. During segmentation, the region of interests (ROIs) of WBCs were firstly chosen in order to avoid the disturbance, and Ostu segmentation was then used to roughly extract the contour of WBCs. Finally, region-growing segmentation was used to refine the segmentation results. Here, 65 types of WBC features of geometry, wavelet and texture were calculated (Table 1). For accurate feature extraction, 13 types of WBC features (Variance, IDM, Contrast, Entropy, ASM, Correlation, Difference Entropy, Difference Variance, InfoMeas1, InfoMeas2, Sum Average, Sum Entropy, Sum Variance) were deduced from four angles of 0, 45, 90 and 135 degrees, respectively.

TWO-DCNN
The network architecture of TWO-DCNN contains two modules, as shown in Figure 3. Firstly, Image characteristic weights of ImageNet was used to initiate the first module, and then one known high-quality WBC data set was inputted to train the first module and transfer the optimized weights to the next module; then, the second module was implemented to classify low-quality WBC data sets (low resolution, noisy and small samples/unbalanced data sets).

The first module had 26 layers: 16 convolutional layers, 5 maximum pooling layers, 1 averaged pooling layer, 3 fully connected layer and 1 softmax output layer. It contains 20,419,910 parameters. Accordingly, the second module had 29 layers: 5 DC layers, 13 convolutional layers, 5 maximum pooling layer, 1 averaged pooling layer, 4 fully connected layer and 1 softmax output layer. The second module has 39,234,630 parameters. The Radam optimizer was implemented to provide the capacity of fast converge and fitted learning rate [38].

DC Layer. In our approach, each DC layer had four layers of DC kernel, convolutional kernel, rectified linear unit (ReLU) activation function and batch normalization (BN). With the computation of convolutional and DC kernels, more accurate morphological features of WBCs were kept by adaptively adjusting the size of sampling area [39,40]. The feature maps of the input image were outputted by the ReLU activation function. BN was used to improve the training speed for increased parameters of offset fields in the traditional convolutional kernel.

The computation of 2D DC kernel had two steps: (1) to sample input feature map $x$ by traditional convolutional...
network $G$; (2) is to process sampling value $w$ by weighting sum, as shown in Figure 4. The normal convolution grid $G(3 \times 3)$ can be formulated as:

$$G = \{(−1, −1), (−1, 0), ..., (0, 1), (1, 1)\}$$  

Thus, each location $m_0$ from output feature map $y$ can be presented as:

$$y(m_0) = \sum_{m_i \in G} w(m_i) \cdot x(m_0 + m_i)$$  

Here, $x$ denotes the input feature map, $w$ represents the weights of sampled value and means the locations in $G$. For DC, normal grid $G$ is enhanced by the offset of $\Delta m_i$, that is:

$$y(m_0) = \sum_{m_i \in G} w(m_i) \cdot x(m_0 + m_i + \Delta m_i)$$

where $\Delta m_i$ was got by an additional convolution layer and was estimated by the shift values of sampled points.

**Pooling layer.** The maximum pooling layers were used to choose the most significant features by reducing feature dimensions. The size of the pooling window is $3 \times 3$ and the step size is 2. After that, the averaged pooling layer was used to average maps and the spatial information of the image was kept and reduce the possibility of over fitting [41]. The calculated parameters were obviously decreased from the size of $7 \times 7 \times 512$ to $1 \times 1 \times 512$.

**Fully connected layer and output layer.** The fully connected layer was implemented to calculate the weighted sum of different features by connecting the neurons of the two layers for subsequent classification. At the first layer, three fully connected layers were individually set as the neurons of 512, 256 and 6. For the second layer, four fully connected layers were chosen as the neurons of 1024, 512, 256 and 6, respectively. With the ReLU activation function, the softmax layer was taken as the output layer.

**Experimental setup**

In our experiment, the performance of our methods was quantitatively compared with other MLs of VGG19, VGG16, Inception-V3, ResNet-50, SVM, MLP, DT and RF on our undisclosed and BCCD datasets. Ten-fold cross-validation was used for model training and model verification (80% for training, 10% for validating and 10% for testing).

Standard parameters were chosen for the regularization of the proposed ML algorithms. For the ML algorithms VGG19, VGG16, Inception-V3, ResNet-50, SVM, MLP, DT and RF on our undisclosed and BCCD datasets. Ten-fold cross-validation was used for model training and model verification (80% for training, 10% for validating and 10% for testing).

Accordingly, the radial basis function (RBF) was taken as the kernel function of SVM; during the implementation of MLP, the hyperbolic tangent function was used as the

---

*Table 1. Calculation of WBC features of geometry, wavelet and texture.*

| Feature | Feature description | Number |
|---------|---------------------|--------|
| Geometry | SIFT, Area, Perimeter | 3 |
| Wavelet | Gabor | 1 |
| Texture | (Variance, IDM, Contrast, Entropy, ASM, Correlation, Difference Entropy, Difference Variance, InfoMeas1, InfoMeas2, Sum Average, Sum Entropy, Sum Variance) $\times 4$, Mean, UPLBP, Granularity1–Granularity7 | 61 |

---

*Figure 2. White blood cells of BCCD data set. (a) EOS, (b) LYM, (c) MON, (d) NEU.*
activation function in the hidden layer, softmax was used as the activation function, and the cross-entropy loss function was taken as the output layer. While in the model training of DT, Chi-squared automatic interaction detector (CHAID) was implemented; the algorithm of CHAID was also used for multiple DTs in RF.

The indices of precision (PRE), recall (REC) and F1-score (F1) and area under curves (AUCs) of receiver operating characteristic curves (ROCs) were used for performance evaluation [42–44]. Three indices of PRE, REC and F1 were defined as follows:

1. PRE:
   \[
   \text{PRE} = \frac{TP}{TP + FP} \tag{4}
   \]

2. REC:
   \[
   \text{REC} = \frac{TP}{TP + Fn} \tag{5}
   \]
The pipeline of our algorithm demonstrated the best performance among the proposed ML algorithms. The computation of WBC features for traditional ML algorithms was so complicated that the ultimate features would be easily affected by the object segmentation. Compared with other traditional ML algorithms of SVM, MLP and RF showed better performance than those of Inception-V3, ResNet-50. The classification accuracies of BAS and SEG were lower than those of EOS, LYM, MON for the three top DLs; accordingly, the traditional MLs of SVM, MLP and RF showed better performance than that of DT. The classification accuracies of MON and SEG were lower than those of EOS, LYM, MON for the three top DLs; accordingly, the traditional MLs of SVM, MLP and RF showed better performance than those of Inception-V3, ResNet-50. The classification accuracies of NEU were lower than those of EOS, LYM, MON for the three top DLs; accordingly, the traditional MLs of SVM, MLP and RF showed better performance than those of Inception-V3, ResNet-50. The classification accuracies of BCCD data sets were lower than those of EOS, LYM, MON for the three top DLs; accordingly, the traditional MLs of SVM, MLP and RF showed better performance than that of DT. The classification accuracies of LYM and MON were lower than those of EOS and NEU for the three top traditional MLs.

Results of BCCD data sets

Accordingly, the PREs, REcs, F1s of BCCD data sets for MLs of TWO-DCNN, VGG19, VGG16, Inception-V3, ResNet-50, SVM, MLP, DT and RF are listed in Tables 5, 6, and 7. Similar to the undisclosed data set, TWO-DCNN showed the best performance with the same averaged PREs, REcs, F1s of 91.6%, while Inception-V3 presented the worst performance with the same averaged PREs, REcs, F1s of 40.1% for the BCCD data set. Similarly, DLs of TWO-DCNN, VGG19, VGG16 showed better performance than those of Inception-V3, ResNet-50. The classification accuracies of NEU were lower than those of EOS, LYM, MON for the three top DLs; accordingly, the traditional MLs of SVM, MLP and RF showed better performance than that of DT. The classification accuracies of LYM and MON were lower than those of EOS and NEU for the three top traditional MLs.

In addition, the ROCs of BCCD data sets for MLs of TWO-DCNN, VGG19, VGG16, SVM, MLP and DT are shown in Figure 6. It was clear that the TWO-DCNN did have the largest AUCs of 0.95, while Inception-V3 had the smallest AUCs of 0.55 for the BCCD data set.

Discussion

The proposed TWO-DCNN demonstrated robust performance in WBC classification. The experiments proved that the TWO-DCNN was able to effectively classify WBCs in cases of low resolution and noisy data sets. It was due to that the network architecture of TWO-DCNN characterized as two aspects of transfer learning and DC layers. The improved CNN could be effectively used to classify WBCs for robustness capabilities [45–47].

The pipeline of our algorithm demonstrated the best performance among the proposed ML algorithms. The computation of WBC features for traditional ML algorithms was so complicated that the ultimate features would be easily affected by the object segmentation. Compared with other

Table 2. Comparison of PRE (%) of low resolution and noisy data sets.

| Types       | TWO-DCNN | VGG19 | VGG16 | Inception-V3 | ResNet-50 | SVM | MLP | DT | RF |
|-------------|----------|-------|-------|---------------|-----------|-----|-----|----|----|
| BAS         | 92.4     | 90.5  | 78.1  | 88.2          | 90.5      | 80.1| 13.3| 26.9|     |
| EOS         | 99.3     | 99.9  | 100   | 99.1          | 92.8      | 99.5| 15.4| 0.0 |     |
| LYM         | 99.3     | 99.6  | 100   | 99.3          | 99.8      | 100| 19.2| 19.8|     |
| MON         | 99.2     | 99.8  | 98.4  | 100           | 100       | 95.7| 47.1| 50.0|     |
| BAN         | 99.0     | 98.8  | 99.0  | 99.2          | 99.1      | 98.6| 0.0 | 44.9|     |
| SEG         | 80.0     | 86.0  | 90.7  | 84.2          | 81.9      | 95.6| 17.2| 16.8|     |
| AVG         | 94.5     | 95.7  | 93.9  | 94.9          | 93.6      | 94.4| 18.9| 22.1|     |

Table 3. Comparison of REC (%) on low resolution and noisy data sets.

| Types       | TWO-DCNN | VGG19 | VGG16 | Inception-V3 | ResNet-50 | SVM | MLP | DT | RF |
|-------------|----------|-------|-------|---------------|-----------|-----|-----|----|----|
| BAS         | 76.6     | 84.1  | 91.6  | 82.9          | 78.2      | 96.0| 2.0 | 26.9|     |
| EOS         | 97.1     | 98.2  | 93.1  | 98.5          | 99.3      | 98.0| 0.7 | 88.4|     |
| LYM         | 99.2     | 99.2  | 96.1  | 99.2          | 98.7      | 98.2| 98.2| 88.4|     |
| MON         | 99.4     | 99.8  | 99.7  | 98.7          | 96.3      | 100| 1.3 | 0.0 |     |
| BAN         | 99.5     | 99.4  | 99.0  | 99.1          | 97.1      | 96.1| 0.0 | 3.4 |     |
| SEG         | 93.3     | 83.6  | 91.1  | 91.9          | 78.1      | 11.2| 14.8|     |     |
| AVG         | 94.5     | 95.7  | 93.9  | 94.9          | 93.6      | 94.4| 18.9| 22.1|     |

where $T_P$ is the number of correctly classified true samples; $F_P$ represents the wrongly classified true samples; and $F_n$ indicates the wrongly classified false samples.

Results of low resolution and noisy data sets

The PREs, REcs, F1s of low resolution and noisy data sets for the MLs of TWO-DCNN, VGG19, VGG16, Inception-V3, ResNet-50, SVM, MLP, DT and RF are individually listed in Tables 2, 3, and 4. It is evident that each averaged PRE, REC, F1 of low-resolution data set were higher than those of noisy data set except for DT. Among the nine MLs, TWO-DCNN showed the best performance with the same averaged PREs, REcs, F1s of 95.7% and 94.5%, while Inception-V3 presented the worst performance with the averaged PREs, REcs, F1s of 22.1%, 18.9% for low resolution and noisy data sets, respectively. TWO-DCNN, VGG19, VGG16, SVM, MLP, and RF performed better than Inception-V3, ResNet-50, and DT.

For DLs, TWO-DCNN, VGG19, VGG16 showed better performance than those of Inception-V3, ResNet-50. The classification accuracies of BAS and SEG were lower than those of EOS, LYM, MON, BAN for the three top DLs; accordingly, the traditional MLs of SVM, MLP and RF showed better performance than that of DT. The classification accuracies of BAN and SEG were lower than those of EOS, LYM, MON, BAN for the three top traditional MLs.

In addition, the ROCs of low-resolution and noisy data sets for the MLs of TWO-DCNN, VGG19, VGG16, Inception-V3, ResNet-50, SVM, MLP, DT and RF are shown in Figure 5. It was clear that the TWO-DCNN did have the largest AUCs of 0.98 and 0.97, while Inception-V3 had the smallest AUCs of 0.52 and 0.50 for low resolution and noisy data sets, respectively.
ML algorithms, our method can avoid the process of segmentation and automate the steps of feature extraction and classification.

In terms of VGG networks, it would be easily lead to wrong labelling for single definitions and insufficient feature learning of WBCs. Moreover, the used VGG networks couldn’t solve the problem of over-fitting, which is caused by data augmentation. In our proposed method, the reformed network accelerated the period of parameter tuning. The two layers of CNNs helped to quickly obtain the optimal weights for a fast convergence speed. Through the layer of the DC CNN, the reliable feature extraction for WBC classification was obtained. With the optimized Radam optimizer, the classification performance would be greatly increased by 0.3% averaged precision. In particular, the Inception-V3 and ResNet-50 networks showed the worst performances in WBC classifications. This was due to the network architectures of Inception-V3 and ResNet-50 inevitably reusing the features from the

| Types  | TWO-DCNN | VGG19 | VGG16 | Inception-V3 | ResNet-50 | SVM | MLP | DT | RF |
|--------|----------|-------|-------|--------------|-----------|-----|-----|----|----|
| BAS    | 83.8     | 87.2  | 84.8  | 85.5         | 84.3      | 88.0| 3.5 | 26.9| 21.8| 90.0| 95.0| 91.9| 64.9| 81.7| 83.3| 87.2| 88.0|
| EOS    | 98.2     | 99    | 96.5  | 98.8         | 96.0      | 98.7| 10.8| 0.0 | 30.9| 15.3| 90.0| 92.0| 89.9| 76.9| 81.8| 74.5| 94.8| 96.4|
| LYM    | 99.2     | 99.3  | 98.0  | 99.2         | 99.2      | 99.1| 32.1| 32.4| 34.8| 47.1| 88.0| 95.0| 87.7| 79.3| 81.7| 79.3| 73.2| 75.4|
| MON    | 99.3     | 99.7  | 99.0  | 99.3         | 98.1      | 97.8| 2.5 | 0.0 | 31.7| 22.5| 96.0| 97.0| 95.8| 90.6| 90.0| 89.9| 65.3| 68.6|
| BAN    | 99.3     | 99.1  | 99.0  | 99.1         | 98.1      | 97.3| 0.0 | 6.3 | 19.2| 27.9| 69.0| 72.0| 61.4| 90.9| 60.6| 57.7| 88.2| 89.6|
| SEG    | 87.6     | 89.6  | 87.1  | 87.1         | 86.9      | 86.8| 13.6| 15.7| 32.4| 30.5| 74.0| 76.0| 72.1| 97.3| 68.4| 66.2| 91.4| 92.3|
| AVG    | 94.5     | 95.7  | 93.9  | 94.9         | 93.6      | 94.4| 18.9| 22.1| 29.9| 32.0| 84.5| 87.6| 82.7| 84.5| 77.1| 75.0| 83.2| 84.8|

Table 4. Comparison of F1(%) on low resolution and noisy data sets.

| Types  | TWO-DCNN | VGG19 | VGG16 | Inception-V3 | ResNet-50 | SVM | MLP | DT | RF |
|--------|----------|-------|-------|--------------|-----------|-----|-----|----|----|
| EOS    | 98.4     | 94.8  | 93.7  | 78.6         | 43.3      | 100 | 57.0| 26.1| 45.2|
| LYM    | 98.9     | 100   | 100   | 40.0         | 52.1      | 65.0| 64.0| 50.0| 48.7|
| MON    | 93.4     | 100   | 98.3  | 42.6         | 35.9      | 0.0 | 0.0 | 0.0 | 0.00|
| NEU    | 82.5     | 75.3  | 72.2  | 42.4         | 47.7      | 75.0| 83.0| 59.0| 78.7|
| AVG    | 91.6     | 89.5  | 87.8  | 40.1         | 44.8      | 65.8| 62.2| 58.6| 68.6|

Table 5. Comparison of PRE (%) on BCCD data set.

| Types  | TWO-DCNN | VGG19 | VGG16 | Inception-V3 | ResNet-50 | SVM | MLP | DT | RF |
|--------|----------|-------|-------|--------------|-----------|-----|-----|----|----|
| EOS    | 72.5     | 79.7  | 80.1  | 5.0          | 40.0      | 7.0 | 28.0| 17.0| 30.0|
| LYM    | 99.8     | 100   | 100   | 74.5         | 16.7      | 92.0| 75.0| 8.0 | 98.4|
| MON    | 99.2     | 83.0  | 79.5  | 34.5         | 63.4      | 0.0 | 0.0 | 0.0 | 0.00|
| NEU    | 98.8     | 96.3  | 94.2  | 42.6         | 39.2      | 97.0| 85.0| 95.0| 96.7|
| AVG    | 91.6     | 89.5  | 87.8  | 40.1         | 44.8      | 65.8| 62.2| 58.6| 68.6|

Table 6. Comparison of REC (%) on BCCD data set.

| Types  | TWO-DCNN | VGG19 | VGG16 | Inception-V3 | ResNet-50 | SVM | MLP | DT | RF |
|--------|----------|-------|-------|--------------|-----------|-----|-----|----|----|
| EOS    | 83.5     | 86.6  | 86.3  | 9.5          | 41.6      | 13.1| 37.6| 26.1| 45.2|
| LYM    | 99.3     | 100%  | 100%  | 52.1         | 25.3      | 76.2| 69.1| 13.8| 65.1|
| MON    | 96.2     | 90.7  | 87.9  | 38.1         | 41.6      | 0.0 | 0.0 | 0.0 | 0.00|
| NEU    | 89.9     | 84.5  | 81.7  | 42.6         | 41.8      | 84.6| 84.0| 72.8| 92.0|
| AVG    | 91.6     | 89.5  | 87.8  | 40.1         | 44.8      | 65.8| 62.2| 58.6| 68.6|

Table 7. Comparison of F1 (%) on BCCD data set.
lower layers during the feedforward process, and this would exaggerate the deviation of feature extraction of WBCs [48,49]. The results proved that our methods showed better generalization and robustness in WBC classification of low resolution and noisy data sets.

For low resolution and noisy undisclosed data sets, the MLs showed different capabilities in the classification of six types of WBCs. Clearly, the BAS and SEG for the top three DLs, and the BAN and SEG for the top three traditional MLs showed worse accuracies, respectively. It was because that the BAS and BAN belonged to the same type of granulocyte, and the BAN and SEG were categorized as the same type of NEU. Those subtypes of WBCs had similar morphological features of cytoplasm and were easily misclassified during WBC classification. Similarly, since the MON and LYM of BCCD had similar cell nucleus and poor background discrimination, the MON and LYM showed poorer performance than two other subtypes of WBCs.

However, our study has some limitations. Firstly, the network model still needed to be optimized in order to improve the classification accuracy; secondly, WBC data sets should be enlarged in WBC samples and WBC types for more reliable performance evaluation; thirdly, besides Radam optimizer, more kinds of optimizers should be investigated regarding the problem of over fitting in future work.

**Conclusion**

In our study, the proposed TWO-DCNN showed the best performance in WBC classification for low-quality data sets. With two-module transfer learning and DC layers, our automatic approach could effectively optimize network weights and accurately extract WBC features for WBC classification. It could be used as an alternative method for clinical applications.
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