ABSTRACT: Expanding strains over Indian borders with illegal crossings and examining past assaults on the nation, it is clear that in a large portion of the cases, security powers are uninformed of the movement of these interlopers. For this reason, a framework is needed to manage the border issue that would be equipped for working in sloping landscapes where there is no power. This paper manages identification and situating of interlopers crossing the border utilizing PIR sensors and cameras. In the event of any undesirable crossing in the area, the sensor quickly detects it and the camera will stream pictures to the base station (BS). Relying upon the guidance originating from the BS, the sensor will either activate the camera for further streaming or turn it off. The objective of this paper is to give a framework that will help the Border Security Force (BSF) in controlling all sorts of illicit activities near the outskirt in a superior and precise manner.
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1. INTRODUCTION

Outskirt Security System is a creative plan to verify wildnesses insightfully without the mediation of humans. It gives protection to the nation and simultaneously reduces manpower and asset usage. The outskirt security framework recognizes any interloper and also monitors every one of the activities occurring close to the territory. Because the border area is an enormous and perilous region, it is difficult to secure a constant power supply for the system. Nonetheless, an effective national shield requires a constant
monitoring of the border areas, with the associated labour and equipment costs. For this reason, an automated framework for surveillance is fundamental. The automated system must include specialized issues and use of legitimate calculation with the goal that any interruption identified in the outskirt can easily be transmitted to inform vital responses from authorities. Appropriate use of the framework may help Border Security Force (BSF) to control those exercises in a superior and increasingly exact manner. A report of [1] in the US in 2014 showed 1.7% of aggressive offense and robbery cases increased by 1% from total of 311936 cases of 2014. Lots of research has been carried out on face recognition border security systems and the information is available in [2-7]. Similar home security systems are also mentioned in [8-11].

Facial discovery is a PC innovation that decides the area and size of human face in a self-assertive (advanced) picture. The facial highlights are identified and some other items like trees, structures and bodies and so on are overlooked from the computerized picture. It can be seen as classification of instances where one can find the area with size of all the places and its class. Face recognition is basic element of face limitation. In face confinement, the errand is to discover the areas and sizes of a known number of appearances (normally one). Essentially there are two sorts of ways to deal with the distinguished facial part in the given picture for example highlight base and picture base approach. Feature base methodology attempts to remove highlights of the picture and compare it with the information on the face highlights. The method is based on the image to provide the best match between training and the image to be tested.

Faces are a factor that is exceptionally simple to recall, all things considered. For the most part, people can recall and perceive an individual dependent all over. It is proven that a face is one of a mind boggling set of variations when seen from the point of view of PC vision. Human countenances have various highlights and qualities of every individual with the goal that face acknowledgment is generally excellent to be applied in different territories, including excitement, savvy cards, data security, and so forth.

The essential idea of PC vision is as valuable data from a solitary picture or a succession of pictures, generally utilizing the technique of programmed extraction, investigation and learning. Probably the best technique to perform facial acknowledgment is to utilize the Principal Component Analysis (PCA) calculation. PCA is likely the most prevalent multivariate measurable procedure and it is utilized by practically all logical orders. It is additionally liable to be the most seasoned multivariate strategy. Multivariate investigation can essentially be translated as a strategy related with enormous factors in at least one examination. This strategy can separate the fundamental trademark information from different information that we have. PCA is a multivariate procedure that breaks down an information table wherein perceptions are depicted by a few between corresponded quantitative ward factors. The Eigen face based approach is used by PCA.

In this paper, the proposed approach uses a human face with an Eigen face approach to provide security at border.

2. RELATED WORKS

Face acknowledgment has been considered by numerous specialist utilizing different calculation and approach. Biometric use is the most noteworthy security framework contrasted with conventional frameworks (utilizing secret word or different Identity Card for verification) on the security framework. Face acknowledgment itself has two fundamental strides as a rule [12], namely face discovery and face acknowledgment. To
perform face identification, Cascade Classifier technique is used. In [13] the Feed Forward Neural Networks (FFNW) is used to accomplish face acknowledgment. Face recognition was performed in [12] and [13] by Principal Component Analysis (PCA).

By watching the writing, particularly [12,13], and PCA calculation is chosen to play out the face acknowledgment. This exploration is likewise bolstered by another examination like [14].

3. CHALLENGES OF BORDER SECURITY

Some of the challenges encountered in border security are as follows:

a) Infiltration and exfiltration of armed militants
b) Narcotics and armed smugglers
c) Illegal migrations
d) Export of fundamentalist terrorism

4. OBJECTIVES OF BORDER SECURITY

Based on literature review and challenges identified in section II and III, the following are the major objectives of this paper:

a) To identify intruders with cameras and sensors like PIR and IR sensors.
b) To effectively eliminate the intruder using a gun firing mechanism.
c) To eliminate the need for being physically present in any location for security of the border.

5. PROPOSED METHOD

The architecture of proposed method is shown in Fig. 1, which elaborates the complete process of how the work in the proposed approach is accomplished. The architecture shown in Fig.1 utilizes Red Green Blue (RGB) images captured by webcam as essential information and can use optional information, such as xml classifier documents, for facial identification and recognition. It comprises info factors of the initial face picture and the prepared face picture. The yield factors of this examination are level of similarity and recognition of a suspect’s face [15]. The module-wise explanation of architecture is:

5.1 Object Detection

The initial step to accomplish for face location is to get to the camera that will be utilized for face identification and acknowledgment. The detection process is shown in Fig. 2. This stage will also check whether the webcam is on. On the off chance that the camera is turned off, the procedure cannot be continued.

The recognition procedure begins by identifying objects utilizing CASCADE_FIND_BIGGEST_OBJECT as a course classifier that will only look through the one biggest item. Moreover, the underlying information picture of RGB arrangement is converted to grayscale design. The following stage is to contract the camera picture to a sensible size on the grounds that the speed of face discovery depends on the size of the picture. It will be delayed for enormous pictures and will be quick for little pictures. It is likewise still genuinely dependable to identify faces even at low resolution.
Fig. 1: Architecture of the face detection system.

Fig. 2: Face detection process.
To improve the contrast and sharpness, histogram adjustment is applied. From that point onward, we can at last recognize the face from a little improved grayscale picture. The next significant step is to grow the outcomes if the picture was briefly contracted due to a past contracting step. The last advance of distinguishing an object as a face is to restore the face recognized and put it away in "objects".

Pre-processing is done to limit disappointment in the acknowledgment process. It starts by recognizing the area of the eye from the underlying information picture. It is graphically represented in Fig. 3. The captured eye area has been retained. The geometric change process is then completed by turning, scaling, and interpreting the pictures with the goal that the eyes are adjusted, trailed by the expulsion of the foundation from the face picture. To have a better arrangement, the recognized eyes are utilized to adjust the face so that the location of the two eyes line up consummately in the desired positions.

The turning stage pivots the face with the goal that the two eyes are even. The scaling stage will make the separation between the two eyes consistent and equivalent. Then, the interpreting stage will decipher the face with the goal that the eyes are constantly focused on a level plane and at an ideal height.

A significant number of the cases wherein face acknowledgment failed, were due to the lighting factor, both the absence of lighting, the light just originating from one side, or as unreasonable lighting. In this manner, it is important to do a histogram evening out independently on the left and right parts of the face, to have institutionalized sharpness and complexity on each side of the face.

The two histogram balances will be applied bit by bit from the left or right towards the middle and blend it in with an entire face histogram adjustment, so the inside utilizes a
smooth blend of left or right value and the entire face adjusted value. The last phase of this procedure is to apply the respective channel, which is valuable for smoothing the vast majority of a picture while keeping edges sharp.

5.2 Collect and Train the Faces

Face information assortment is determined and information is prepared for the model. Each face capture takes place at a time interval of one second and should surpass the limit estimation of similarity > 0.3. The edge likeness esteem is helpful for checking whether recently captured and subsequent face pictures have variations, supposing that the information is increasingly changed the better the consequence of face acknowledgment is finished.

To provide variation in the facial training data set, a mirror version is also added. Then the data is saved in the “Data” folder in .pgm format and the process of training is performed which converts the data into a model and then stores it in xml format. At the final average face value, eigenvector and Eigen values are calculated using a PCA algorithm whose steps are explained in Fig. 4.

The possibility of an Eigenface is a movement of eigenvectors used to see human faces in a PC vision. Eigenvectors are obtained from covariance order which has a high probability scattering and vector space estimation to see the likelihood of a face [12].

\[
\text{Step 1: start.}
\]

\[
\text{Step 2: the value of average face is compiled using the formula:}
\]

\[
\text{Mean} = \frac{1}{q} \sum_{k=1}^{q} (I_k)
\]

\[
\text{Step 3: value of Substract mean is calculated from test image(D):}
\]

\[
D = [(I_1 - \text{mean}) ... (I_k - \text{mean})]
\]

\[
\text{Step 4: Find covariance matrix(C): } C = DD^T
\]

\[
\text{Step 5: Find eigen values and eigenvector. The value of P dimension vector is also calculated.}
\]

\[
\text{Step 6: Eigen image (EI) is determined as:}
\]

\[
EI = (D)(\text{Eigenvector})
\]

\[
\text{Step 7: Choose highest eigen vector.}
\]

\[
\text{Step 8: Weight matrix (WM) is calculated as:}
\]

\[
WM = (D) (\text{Transpose of largest EI})
\]

\[
\text{Step 9: Stop}
\]

Fig. 4: PCA algorithm.
5.3 Recognition

To play out a face acknowledgment process, the initial step to do is to stack the .xml document from the prepared facial picture of the past procedure and the .xml record of the course classifier that will be utilized to recognize faces and eyes. In the event that the .xml document has been effectively stacked, at that point check whether the webcam is available. On the off chance that the webcam isn't available, the procedure will consequently stop and exit, generally the framework will continue the discovery process.

The aftereffects of face pre-processing will be contrasted and the preparation model that has been handled into a reproducible face by back-anticipating the eigenvectors and eigenvalues [16]. The edge esteem utilized for examination is 0.5. In the event that the estimation of comparability/estimation of the correlation results is not exactly the edge esteem, then the client's face can be perceived by the framework, otherwise it will be considered as an "Obscure" client.

6. EXPERIMENTAL SETUP AND RESULTS DISCUSSION

The proposed approach is implemented in Python. Some other circuitry used includes:

- **Arduino Uno** is a microcontroller dependent on the ATmega328P with 14 computerized input pins with 6 information sources, 16 MHz, USB, a power jack, an ICSP header and a reset mechanism.

- **The HOG** highlights are broadly used for object recognition. Hoard disintegrates a picture into little squared cells, figures a histogram of arranged angles in every cell, standardizes the outcome utilizing a square shrewd example, and returns a descriptor for every cell. Stacking the cells into a squared picture area can be utilized as a picture window descriptor for object identification, for instance by methods for a SVM.

- **Servo engine** is an electric device to push an item with exactness.

- **A Cascade Classifier** is prepared with two or three hundred example perspectives on a specific article (i.e., a face or a vehicle), called positive models, that are scaled to a similar size (say, 20x20), and negative models - subjective pictures of a similar size. A short image of complete setup is shown in Fig. 5.

![Fig. 5: Hardware setup of proposed architecture.](image)
The proposed approach is tested by making a data set of 100 different human faces and the results found are extremely good. The whole process of the project is also explained with the help of snapshots. The facial recognition provides accurate results, so the initial step is to detect the face as shown in Fig. 6. Fig. 7 shows the finest Eigenface images available in the database. Eigen values can be used to reconstruct the initial input image. The reconstructed image is shown in Fig. 8. The face recognition by taking live image is performed on the system and is shown in Fig. 9. If the system recognizes the person then the barrier will open and allows the person to go on. If the person is not recognized, it means an unauthorized person as shown in Fig. 10, it will then restrict the person and display a message as shown in Fig. 11.

![Average face detection](image1.png)
![Finest Eigenface images](image2.png)

![Reconstructed image](image3.png)
![Face recognition at barrier](image4.png)

![Unauthorized person](image5.png)
![Dialogue box showing unauthorized access](image6.png)
In parallel, it sends a message to higher authorities to warn of unauthorized access. If higher authorities know the person, they will send an OTP on user mobile, then the user will enter this OTP on the provided interface (as shown in Fig. 12) within a specified time limit and the motor will rotate to 90 degrees (as shown in Fig. 13) and the person will be allowed to go ahead. If the OTP is incorrect or not entered, the system will send an email to higher authorities as shown in Fig. 14.

![Fig. 12: OTP authentication.](image1)

![Fig. 13: Servo motor rotating at 90 degree.](image2)

![Fig. 14: Email for unauthorized access.](image3)

7. CONCLUSION AND FUTURE SCOPE

The conclusion of the complete approach for the paper has been explained as below:

- Face recognition utilizing course classifier technique has an awesome and quick capacity to distinguish between faces of human.
- Light & edge feature identification process is compelling in support of the acknowledgment procedure, hence the pre-processing of faces must be complete that comprises of RGB shading varied nearly to grayscale picture and geometric picture change comprising of turning, scaling, and deciphering the picture, and perform histogram balance independently on the two sides of appearances to compose it balance among differentiate and brilliance.
- The varieties in faces preparing information about the framework has improved after effects of face acknowledgment and that can limit the acknowledgment of vague faces as one of the recognized face in the framework.
Acknowledgment procedure determination admirable when the discovery of caught face outcome is obvious and not hidden. Person face acknowledgment utilizing an Eigenface approach runs quite well and fast. The utilization of Eigen values and Eigen vectors in produces excellent facial pictures and can be presented as an examination of recently prepared pictures.

In the current scenario, governments all over the world are looking the ways to tighten the security of respective borders. For this purpose they are inventing and experimenting different approaches and technologies to lower the occurrence of terrorism. A versatile human identification interface may become very important in the future. Face recognition can provide quick and accurate information in identification of any unauthorized access. We are currently working on this idea by incorporating biometric identification and eye retina to make it more successful.
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