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Abstract: Emerging technologies such as Internet of Things (IoT) can provide significant potential in Smart Farming and Precision Agriculture applications, enabling the acquisition of real-time environmental data. IoT devices such as Unmanned Aerial Vehicles (UAVs) can be exploited in a variety of applications related to crops management, by capturing high spatial and temporal resolution images. These technologies are expected to revolutionize agriculture, enabling decision-making in days instead of weeks, promising significant reduction in cost and increase in the yield. Such decisions enable the effective application of farm inputs, supporting the four pillars of precision agriculture, i.e., apply the right practice, at the right place, at the right time and with the right quantity. However, the actual proliferation and exploitation of UAVs in Smart Farming has not been as robust as expected mainly due to the challenges confronted when selecting and deploying the relevant technologies, including the data acquisition and image processing methods. The main problem is that still there is no standardized workflow for the use of UAVs in such applications, as it is a relatively new area. In this article, we review the most recent applications of UAVs for Precision Agriculture. We discuss the most common applications, the types of UAVs exploited and then we focus on the data acquisition methods and technologies, appointing the benefits and drawbacks of each one. We also point out the most popular processing methods of aerial imagery and discuss the outcomes of each method and the potential applications of each one in the farming operations.
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1. Introduction

In the last five years, the total volume of investments in the agricultural sector has increased by 80%. The goal of these investments is to achieve productivity growth of at least 70% by 2050 [1] to meet the increased needs of the population of the Earth considering the fact that the area under cultivation will decrease. Emerging technologies such as Internet of Things (IoT) can provide significant potential in Precision Agriculture and Smart Farming, enabling the long-term increase in productivity [2]. The IoT (Internet of Things) paradigm offers a new perspective for precision agriculture enabling the real-time and site specific management of the cultivated fields. In IoT-based Smart farming, a system is built for monitoring the crops targeting in the automation of various important farming operations such as monitoring of the growth, irrigation process, application of fertilizers, disease detection, etc. In this context, technologies such as IoT can assist in the acquisition of real-time information from the agricultural fields. This information can be timely processed and exploited to support critical decisions regarding the management of the crops.
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Remote sensing is generally considered one of the most important technologies for Precision Agriculture and Smart Farming. It is commonly used for monitoring cultivated fields, providing effective solutions for Precision Agriculture in the last 35 years [3]. Remote sensing can monitor many crops and vegetation parameters through images at various wavelengths. In the past, remote sensing was often based on satellite images [4,5] or images acquired by using manned aircraft in order to monitor vegetation status at specific growth stages. However, satellite imagery is often not the best option because of the low spatial resolution of images acquired and the restrictions of the temporal resolutions as satellites are not always available to capture the necessary images. In addition, it is often required to wait long periods between acquisition and reception of images. In addition, environmental conditions, such as clouds, often hinder their reliable use. Considering the use of manned aircrafts, usually it results in high costs, and many times it is not possible to carry out multiple flights to obtain more than a few crop images.

The development of UAV-based remote sensing systems have taken remote sensing and Precision Agriculture (PA) one step further. The use of UAVs to monitor crops offers great possibilities to acquire field data in an easy, fast and cost-effective way compared to previous methods. UAV-based IoT technology is considered as the future of remote sensing in Precision Agriculture. UAVs’ ability to fly at a low altitude results in ultra-high spatial resolution images of the crops (i.e., a few centimeters). This significantly improves the performance of the monitoring systems. Furthermore, UAV-based monitoring systems have high temporal resolution as they can be used at the user’s will. This enhances the flexibility of the image acquisition process. In addition, UAVs are a lot simpler to use and also cheaper than manned aircrafts. Moreover, they are more efficient than the ground systems as they can cover a large field in a short amount of time and in a non-destructive way, which is very important.

UAVs are not a recent technology since the first attempt to construct a powered UAV was recorded in 1916 [6]. UAVs were initially exploited for military purposes; however, in recent years, their use has rapidly expanded to other types of applications (commercial, scientific, agricultural, etc.). The wider use of UAVs was led by the technology advancements and the miniaturization of the associated hardware during the 1980s and 1990s.

Unmanned Aerial Systems (UAS) are now very commonly used in remote sensing applications for Precision Agriculture. Equipped with sensors of different types, UAVs can be exploited to identify which zones of the crops need different management, e.g. some kind of input. This gives the farmers the ability to react on time in any problem detected. UAS can be used in a plethora of different applications on Precision Agriculture, such as health monitoring and disease detection, growth monitoring and yield estimation, weed management and detection, etc. As the use of UAVs in PA applications is very frequent in the last years and it is considered the future of remote sensing, it is a field that draws a lot of attention. Thus, several reviews exist for their application in Precision Agriculture and Smart Farming. Most of the reviews focus mainly on the different types of applications that UAVs can have in agricultural crops [7–12] or environmental monitoring in general [13]. In [14], the authors reviewed the hyperspectral imagery and the techniques used in these cases. Maes et al. [15] focused on the suitability of the different available sensors for each application, providing with important perspectives for the use of UAVs in PA. However, this work does not review the techniques used for exploiting the acquired information. In addition, a survey that discusses the use of Deep Learning in agricultural data has been conducted [16].

To the best of the authors knowledge, a review focusing also on the most frequently used techniques exploiting and processing UAV imagery from agricultural fields is currently missing from the literature, despite its necessity. We believe that it is very important mainly because the absence of a standardized workflow is one of the major drawbacks that affects the wider use of UAV systems in commercial PA applications. This fact results in the adoption of a variety of heterogeneous procedures and methods by different researchers, for the same goal. This results to not always having the best outcome. Furthermore, we believe that a study reviewing the most recent works is of paramount importance, as it is a research area that is advancing really quickly. In this work we extend [17],
reviewing the most recent studies about UAV-based applications for PA, focusing on the most common techniques applied on UAV imagery in recent works to monitor crop fields in Precision Agriculture. The goal is to identify the most used sensors and practices for each type of application.

To properly perform a review on UAV applications in Precision Agriculture, we formulated the following research questions (RQs):

1. **Which are the different types of UAV applications in Precision Agriculture?** In this research question, we aim to explore the current trends in the application of UAVs in precision agriculture. The initial goal of UAVs in their early application in agriculture was to derive direct image-based products. Nowadays, this has changed, and the applications of UAVs in agriculture are intelligence-based oriented products that process images and provide informed decision-making applications to the farmers. In this question, we provide a thorough description of the different types of applications that UAVs can support based on the different operational needs of agriculture fields.

2. **What types of crops are monitored by UAV systems?** In this research question, our target is to record the different types of crops that have been monitored so far with the help of UAVs. Additionally, we provide general information regarding the geographical distribution of these crops, their size and the different stages of growth where monitoring can take place. By answering this research question, we can identify how the different characteristics of each crop and its life cycle affect the use of UAVs.

3. **Which UAV system technologies are adopted in Precision Agriculture?** In this research question, we identify the system characteristics of UAV-based applications for Precision Agriculture. By answering this question we can locate the specific UAV types and sensors that can be used for monitoring crops.

4. **What types of data can be acquired by UAVs?** In this research question, we record the different types of data that can be acquired by UAVs based on the sensor technology employed. We also provide a review of the advantages and disadvantages of the different types of data that can be gathered with the help of different sensors based on the associated cost and the types of the field operations applied.

5. **Which data processing methods can be used to exploit the agricultural data acquired by UAVs?** In this research question, we identify the methods that are used for image analysis in agricultural crops. We distinguish between three types of data processing methods that can be used alone or complementary so as to gain insights regarding a field namely: (a) Photogrammetric techniques; (b) Machine Learning techniques; and (c) Vegetation Indices.

To answer these research questions, we reviewed 100 recent papers [18–117] published during the 2017–2019 period.

The rest of the article is organized as follows. Section 2 describes the basic UAV-based applications for Precision Agriculture, including the types of crops being monitored, the application domains and the UAV technologies being used for Precision Agriculture purposes. In Section 3, we focus on the basics of UAV-based data acquisition and the types of sensors used. Section 4 discusses the most used image processing methods that stood out in the literature: the photogrammetry techniques, the vegetation indices calculation and machine learning. Next, Section 5 focuses on the limitations in the use of UAVs for Precision Agriculture. Finally, Section 6 discusses the results of the review and make some concluding remarks.

2. **UAV-Based Monitoring of Crops**

In this section, we introduce the applications of UAVs for Precision Agriculture, along with the types of crops being monitored and the UAV technologies adopted.
2.1. Types of UAV Applications in Precision Agriculture

To date, UAV technologies have been successfully employed in a variety of applications for Precision Agriculture such as site-specific herbicide applications, water deficiency identification, detection of diseases, etc. Using the information acquired by the UAVs several decisions can be made to handle the problem(s) detected and/or optimize harvesting by estimating the yield.

The most common applications of UAVs for Precision Agriculture, as recorded in the literature, are the following:

- Weed mapping and management [70,98]
- Vegetation growth monitoring and yield estimation [48,65,87]
- Vegetation health monitoring and diseases detection [46,77]
- Irrigation management [64,118]
- Corps spraying [89,95]

Among the most popular application of UAVs in Precision Agriculture is Weed mapping. Weeds are not desirable plants, which grow in agricultural crops and can cause several problems. They are competing for available resources such as water or even space, causing losses to crop yields and in their growth. In addition to the problems in the growth of the crops, weeds can cause problems at harvesting. The use of herbicides is the dominant choice for weed control. In conventional farming, the most common practice of weed management is to spray the same amounts of herbicides over the entire field, even within the weed-free areas. However, the overuse of herbicides can result in the evolution of herbicide-resistant weeds and it can affect the growth and yield of the crops. In addition, it poses a heavy pollution threat to the environment. In addition, the above practice significantly increases the cost. To overcome the above problems, in Precision Agriculture practices, Site-Specific Weed Management (SSWM) is used. SSWM refers to the spatially variable application of herbicides rather than spraying them in the whole field. In this context, the field is divided into management zones that each one receives a customized management, as usually weed plants spread through only few spots of the field. To achieve this goal, it is necessary to generate an accurate weed cover map for precise spraying of herbicide. UAVs can gather images and derive data from the whole field that can be used to generate a precise weed cover map depicting the spots where the chemicals are needed: (a) the most; (b) the least; or (c) they should not be applied at all.

UAVs are also frequently used for Monitoring the growth of the vegetation and providing estimation regarding the yield. The lack of means for systematically monitoring the progress of cultivation is considered as one of the major obstacles to increasing the agricultural productivity and quality. This problem is also compounded by the variability of weather conditions that alter the micro-climate of crops jeopardizing the agricultural production. Regular collection of information and visualization of crops using UAVs, provides increased opportunities to monitor crop growth and record the variability observed in several parameters of the field. Many recent works focus on monitoring the biomass and nitrogen status of the crops along with yield estimation. Biomass is the most common crop parameter, which together with information related to nitrogen content can be used to determine the need for additional fertilizer or other actions. In addition, the information acquired by the UAVs can be used for the creation of three-dimensional digital maps of the crop, and for the measurement of various parameters, such as crop height, distance between rows or between plants, and the index Leaf Area Index (LAI). UAVs offer the potential to systematically collect crop information, therefore farmers can plan in a controlled manner the crop management, use of inputs (e.g., use of nutrients), timing of harvesting and soil and yield pathogens, or even identify possible management errors.

UAVs are also used to monitor vegetation health. Crop health is a very important factor that needs to be monitored, as diseases in crops can cause significant economic loss due to the reduced yield and the reduction of quality. Crops should be monitored constantly to detect the diseases in time and avoid spreading problems. Traditionally, this task is performed by human experts directly in the field.
However, this can be very time consuming, as it can require months to inspect an entire crop preventing the potentials of “continuous” monitoring. Another common disease control method is the application of pesticides in certain dates. Such a strategy incurs a high cost and also increases the likelihood of ground water contamination as pesticide residues in the products. In Precision Agriculture, site-specific disease control takes place. PA practices adopt a decision-based disease management strategy, in which automated non-destructive crops disease detection plays a very important role. Disease detection is feasible as diseases induce changes in biophysical and biochemical characteristics of the crops. UAV-based data processing technologies use crop imaging information to identify changes in plant biomass and their health. Therefore, diseases can be detected in their early stages enabling farmers to intervene in order to reduce losses. In this context, UAVs can be used in the two different stages of disease control: (a) at the initial stage of infection by collecting crop health relevant information, during which UAVs can detect a possible infection before visual indications appear and map the size of the infection to different parts of a culture; and (b) during the treatment of infection when farmers can use UAVs for targeted spraying as well as for accurately monitoring the course of their intervention.

Crop irrigation management is a very important area of application of UAV technologies in Precision Agriculture. Currently, 70% of the water consumed worldwide is used for the irrigation of crops [119,120], a fact that highlights the need for precision irrigation techniques. Precision irrigation techniques can improve the efficiency of water use, so that the resource is applied effectively: (a) in the right places; (b) at the right time; and (c) in the right quantity. The detection of the areas where major irrigation is needed can help the farmers to save time and water resources. At the same time, such precision farming techniques can lead to increased crop productivity and quality. In the context of precision agriculture, the field is divided in different irrigation zones, to precisely manage the resources. The use of Unmanned Aerial Vehicles incorporating suitable sensor types makes it possible to identify parts of a crop that need more water. At the same time, the above technologies allow for the production of specialized maps that illustrate the morphology of the soil, thus supporting the more efficient irrigation planning of each crop separately.

An application of UAVs in precision agriculture that is more rarely met is Crop spraying. The main spraying equipment used in conventional farming are the manual air-pressure and battery-powered knapsack sprayers. However, these conventional sprayers can cause major pesticide losses. In addition, the operators need to be present when spraying, which leads to exposure of the operators. In addition, it may be time-consuming to spray the entire field, which is not only limiting the resources but also can lead to not-timely spraying. In this manner, UAVs can be useful due to the lower operator exposure and improved ability to apply chemicals in a timely and highly spatially resolved manner. The use of precision systems for measuring distances allows UAVs to follow the morphology of the ground, keeping their height constant. Therefore, an aircraft has the ability to spray the appropriate amount of herbicide spatially, adjusting both its height and the amount it sprays depending on the crop site in which it is located. Crop spraying is particularly important in cases where diseases have been identified where it is important to reduce pesticide use without affecting crop yield. In conclusion, UAV-based systems can make a decisive contribution to crop spray management.

In addition to the common applications mentioned above, UAVs have also been used for soil analysis [108,112], cotton genotype selection [48], mammal detection [24], and assessment of soil electrical conductivity [66].

2.2. Types and Properties of Crops Monitored by UAV-Based Systems

In the recent years, UAV technologies have been employed to monitor a variety of different types of crops, located in several countries all over the world. UAV applications in Precision Agriculture have been carried out in 29 different countries. The majority of applications are located in economically developed countries, with the US and China standing out. Lately, however, the applications in Europe have increased as well.
Regarding the different types of crop species that can be monitored with the help of UAVs, more than 30 different species were identified. Among the most common crop species monitored by UAV technologies are Maize, Wheat, Cotton, Vineyards, Rice and Soya. In addition, we observe that these technologies have been used to monitor crops with completely different characteristics, such as olive trees and rice crops.

Another observation is that the monitoring of crops can take place during the different stages of growth, even at the early ones before being able to draw inferences from soil characteristics. The purpose of constant and continuous monitoring of crops at different stages of development is to record various factors that may affect the final performance of crops, as well as to evaluate the effectiveness of actions taken to address problems identified at an earlier stage of development. Regarding the size of the crops monitored we observe in this review that it is possible:

- To monitor large fields (>10 ha), where data are collected from all areas.
- To monitor small farms or small parts of a field.
- To monitor areas of great heterogeneity. This is achieved by using a UAV equipped with automatic pilot systems and ground-level sensors.

2.3. UAV System Technologies

An Unmanned Aerial System that applies to Precision Agriculture usually includes the following key elements [121]:

- **One or more UAVs**: Flying vehicles that have no operator on their spindle but operate either autonomously or remotely.
- **A Ground Control Station (GCS)**: It is a computer that either communicates with the UAV Control System or controls and monitors the UAV directly. The GCS monitors information related to the flight of the UAV. The user has the ability to receive data relevant to the flight of the aircraft, but also data recorded by the sensors that support the flight (i.e., ground-based sensors or sensors embedded in the aircraft). In addition, the GCS contains the software required for the processing of data acquired by the UAV and the extraction of the information needed by the system operator for the crop monitoring.
- **UAV Control System (UAV CS)**: It is used to control the UAV. It can be either a two-way data link, such as a remote control, or a built-in computer (usually with a built in GPS). The UAV CS includes the flight control system and/or the autopilot system, which controls the operation of the UAV. This system receives and processes data from the autopilot or flight control system for the proper operation of the UAV. It usually contains sensors to monitor the flight properties, such as sensors for measuring distance from ground, air force, etc. The control system has the ability to process information from sensors to correct any problems that may arise, and to communicate with the GCC wireless and in real time by sending and receiving the necessary information.
- **Sensors for data acquisition**: They are cameras intended to collect the information needed. The next section provides a detailed presentation of possible ways of collecting information and the technologies exploited. In the case that UAVs are not intended to collect information but are used for another purpose, such as spraying, the sensors are replaced with the necessary components.

Focusing on the UAV technologies being used for PA, the types of Unmanned Aerial Vehicles can be divided into five basic categories, based on their design characteristics (see Figure 1).
1. **Fixed-wing**: These are unmanned planes with wings that require a runway to take off from the ground or a catapult. This type of UAVs has high endurance as well as the ability to fly at high speeds. In addition, fixed-wing UAVs have the ability to cover large areas on each flight and can carry more payload. However, they are more expensive than the other types. In the works reviewed, 22% used fixed-wing UAVs. One type of fixed-wing UAVs that has not been identified in the reviewed literature, but is a very promising technology, is the solar-powered UAVs [124]. Solar-powered UAVs offer significantly increased flight times because they exploit and store the sun’s energy during the day. This is the reason that they are preferred for long-endurance operations.

2. **Rotary-wing**: The rotary-wing UAVS, also called rotorcrafts or Vertical Take-Off and Landing (VTOL), offer the advantages of steady flying at one place while keeping the maneuverability attribute. These features are useful for many different types of missions. However, they cannot fly at very high speed or stay in the air for a long time. They are generally the most widely used UAVs in all kinds of applications, but especially in Precision Agriculture. One reason for this is the fact that they present lower cost compared to the other types of UAVs. In addition, this type of UAVs is suitable when the monitored crops are not very large, which is usually the case. A UAV of this type may be:

   - **An unmanned helicopter**: They include main and tail rotors such as conventional helicopters. Overall, 4% of the works used this type.
   - **Multi-rotor**: This category includes rotary-wing UAVs with four or more rotors (quadcopter, hexacopter, octocopter, etc.). These aircraft are generally more stable in flight than unmanned helicopters. Overall, 72% of the works used this type.

3. **Blimps**: This type of UAV is lighter than air, has high endurance, flies at low speeds and is generally larger in size compared to the other types. Their manufacturing characteristics allows them to remain in the air even in the event of a total loss of power, while being considered relatively safe in the event of a collision. Usually, they are not used in Precision Agriculture applications. In the recent works reviewed, no application was found using this type of UAVs.
4. *Flapping wing*: These UAVs are very small and they have flexible, shaped little wings inspired by the way birds and insects fly. They are not often used in Precision Agriculture as they require high energy consumption due to their size. No work was found in the literature review using this type of UAVs.

5. *Parafoil-wing*. Usually aircrafts of this type have one or more propellers at the back in order to control the course of their flight, but at the same time for harnessing the power of the air to fly without consuming much energy. They are also capable of carrying a larger payload. They are not usually exploited for PA applications. Only 2% of the works analyzed use this type.

In addition to the above classification, UAVs can also be categorized according to their size [121]. However, the categorization used in this study is more common, as it takes into account more factors affecting the performance of UAVs and their use in Precision Agriculture.

The majority of the recent works in Precision Agriculture use multi-rotor UAVs. This is mainly due to the fact that in most applications the area under consideration is not very large. For this reason, it is not necessary to use UAVs with high speed and the ability to cover large areas in a few flights, such as fixed-wing UAVs. Thus, rotary-wing aircraft are preferred because of the following advantages:

- Easy to operate
- Slower speeds
- Ability to maneuver
- Relatively low cost

These advantages provide greater opportunities for collecting information from crops through imaging, which is the main use of UAVs in vegetation monitoring. In cases where the monitoring area is relatively large, fixed-wing aircraft are preferred, which enable the monitoring of the entire area in a short time.

3. **UAV Data Acquisition**

Equipped with specialized sensors, UAVs are becoming powerful sensing systems that complement the IoT-based techniques. The role of the sensors is to capture images of high-spatial and temporal resolution, which can assist in monitoring many different characteristics of the vegetation. A variety of different types of sensors can be used in an agricultural UAV depending on the different crop parameters that should be monitored [9]. However, the needs for low payload capacity and the utilization of small platforms pose several limitations on the selection of the sensor(s) to be used. The main criteria that the sensors have to meet are the low weight, the low energy consumption and the small size. Of course, all of the above must be combined with the ability to capture high resolution images.

Modern commercial on-board sensors complying with the above restrictions that are used for PA, mainly belong to the following four types:

- Visible light sensors (RGB)
- Multispectral sensors
- Hyperspectral sensors
- Thermal sensors

In addition to the above types of sensors, other types of sensors can be used, such as laser scanners, also mentioned in the literature as light detection and ranging (LiDAR). Laser scanners are a well-established technology used extensively for environmental sciences, however they are mostly used for terrestrial scanning. Airborne laser scanning has been exploited since 1994 [125], when commercial systems became available. However, they were not widely used in the studies reviewed, mainly due to the increased cost compared to other types of sensors used for data acquisition [84].

Each sensor type can monitor different characteristics of the vegetation, such as the color and texture of vegetation or the geometric outline of the crops. In addition, some sensors can measure...
the radiation in certain wavelengths. The data acquired by these sensors can be further processed to monitor plant biomass, vegetation health, soil moisture and other important crop characteristics at the different growth stages. Figure 2 presents examples of the main types of sensors used.

![Examples of sensors used by UAVs for PA: (a) thermal sensor [103]; (b) RGB sensor [59]; (c) multispectral sensor [26]; and (d) hyperspectral sensor [88].](image)

- **Visible light sensors (RGB):** RGB sensors are the most frequently used sensors by UAV systems for Precision Agriculture applications. They are relatively low cost compared to the other types and can acquire high resolution images. In addition, they are easy to use and operate and they are lightweight. In addition, the information acquired requires simple processing. The images can be acquired in different conditions, on both sunny and cloudy days, but a specific time frame is required based on weather conditions to avoid inadequate or excessive exposure of the image. Considering the drawbacks of these sensors, the main disadvantage is the fact that they are inadequate for analyzing a lot of vegetation parameters that require spectral information in the non-visible spectrum. They are commonly used in tandem with the other types of sensors.

- **By using multispectral or hyperspectral imaging sensors,** UAVs can acquire information about the vegetation’s spectral absorption and reflection on several bands. Spectral information can be significantly helpful in assessing a lot of biological and physical characteristics of the crops. For example, unhealthy parts of the crops can be discriminated in an image, as visible radiation in the red channel is absorbed by chlorophyll, while near infrared (NIR) radiation is strongly reflected. Thus, even if it is not yet visible in the red channel, it can be identified by the information in the NIR channel. Spectral information can be used to calculate several vegetation indices and monitor several crop characteristics based on them.

Multispectral and hyperspectral sensors are frequently used, despite their higher costs. However, a drawback of these sensors arises from the fact that it is required to apply more complex pre-processing methods in order to extract useful information from the captured images. The pre-processing procedure of spectral images often contains the radiometric calibration,
geometric correction, image fusion and image enhancement. The main difference between multispectral and hyperspectral sensors is the number of bands (or channels) that each sensor can capture and the width of the bands. Multispectral sensors capture 5–12 channels while hyperspectral images can usually capture hundreds or thousands bands, but in a narrower bandwidth. Although in the recent works studied multispectral sensors are used a lot more frequently than hyperspectral because of their lower cost, hyperspectral technology seems to have a lot of potential and is considered as the future trend for crop phenotyping research [9].

- **Thermal infrared sensors** capture information about the temperature of the objects and generate images displaying them based on this information and not their visible properties. Thermal cameras use infrared sensors and an optical lens to receive infrared energy. All objects warmer than absolute zero (−273 °C / −459 °F) emit infrared radiation at specific wavelengths (LWIR and MWIR bands) in an amount proportional to their temperature. Hence, thermal cameras focus and detect the radiation in these wavelengths and usually translate it into a grayscale image for the heat representation. Many thermal imaging sensors can also generate colored images. These images often show warmer objects as yellow and cooler objects as blue. This type of sensors is used for very specific applications (e.g., irrigation management). As a result, they are not frequently used in PA applications of UAV systems that focus on monitoring other characteristics of the crops.

In the image acquisition by UAVs, it is typical to acquire several overlapping images of the crops. In the most cases they capture both front and side overlapping images. This is desired as the overlapping images can be used for the construction of 3D models and/or orthophotos of the crops, as the next section discusses. The rate of the overlap depends on the type of the application. The front overlap usually ranges 60–95% while the side overlap ranges 40–95% to generate three-dimensional models and 25–40% for other uses.

In addition, the altitude of the UAV flights varies according to the application and spatial accuracy of the information we want to collect. The distance between the target (crop) to be visualized and the UAV plays an important role in determining the detail of the information acquired. This is something that depends on both the sensors and the resolution they offer. In the majority of cases, depending on the purpose of the application, the spatial resolution of the photographs is between 0.5 cm/pixel and 10 cm/pixel.

Quite often, RGB sensors are modified to acquire information about the radiation in other bands too, usually the Near Infrared (NIR) or the Red Edge (RE) band. This approach is observed when the stakeholders want to avoid the higher costs of buying multispectral cameras. This is achieved by replacing one of the original optical filters with one that enables the perception of near-infrared channel, resulting often in a hybrid (e.g., NIR-RGB) sensor. The visible channel that is no longer captured by the modified RGB sensor is often captured by using another embedded RGB sensor. The use of both multispectral and visible sensors was observed in many cases [22,23,31,33,49,50,55,56,61,65,69,72,87,103,107,113,117].

4. UAS Data Processing

This section focuses on the data processing techniques utilized to analyze the UAV imagery. To be more precise, we discuss the different ways the information UAVs capture can be exploited to study different vegetation features. The most common features that can be monitored with UAV-based remote sensing for Precision Agriculture are presented in Table 1:
Table 1. Crop features that can be monitored with UAVs.

| Crop Features                         |
|---------------------------------------|
| **Vegetation**                        |
| biomass [22,103]                      |
| nitrogen status [22,99,103,110]       |
| moisture content [109,110]            |
| vegetation color [49,54]              |
| spectral behavior of chlorophyll [64,99] |
| temperature [64,69]                  |
| spatial position of an object [32,106] |
| size and shape of different elements and plants |
| vegetation indices [54–56]           |
| **Soil**                             |
| moisture content [109,112]            |
| temperature [66,69]                  |
| electrical conductivity [66]         |

With the use of specialized sensors, UAVs can acquire information for various features of the cultivated field. However, as mentioned above, there is still no standardized workflow or well established techniques to follow for analyzing and visualizing the information acquired. The most commonly used image processing methods to analyze UAV imagery for Precision Agriculture purposes are the following:

- **Photogrammetry techniques:** Photogrammetry regards the accurate reconstruction of a scene or an object from several overlapping pictures. Photogrammetric techniques can process the 2D data and establish the geometric relationships between the different images and the object(s), obtaining 3D models. To construct the 3D models, photogrammetry requires at least two overlapping images of the same scene and/or object(s), captured from different points of view. These kind of techniques can be used for extracting three-dimensional digital surface or terrain models [37,40,43] and/or orthophotos [50,55]. UAV low-altitude data acquisition enables the construction of 3D models with a much higher spatial resolution compared to other remote sensing technologies (such as satellites). However, the collection of many images is required to have information for the entire field under study. Thus, in most cases, it is necessary to collect many overlapping images to construct Digital Elevation Models (DEMs) of the crops and/or create orthophotos (also referred to as orthomosaics). The 3D models and the orthophotos include information about the 3D characteristics of the crops based on the structure of the vegetation (e.g., the vegetation height, the canopy, the density, etc.) and can be very useful for applications that can exploit only RGB imagery. The works reviewed showed that photogrammetric techniques are very commonly used in all types of applications as they are also required to create vegetation indices maps. In addition, the 3D information they include is very important and is often used in tandem with other techniques.

- **Machine learning methods:** Machine Learning (ML) has been used to process the data acquired, for prediction and/or identification purposes, with great results in many domains, such as medical systems [126,127], marketing [128], biology [129], etc. Machine learning techniques are often been applied in Precision Agriculture to exploit the information from the large amount of data acquired by the UAVs. ML is able to estimate some parameters regarding the crop growth rate, detect diseases or even to identify/discriminate objects in the images. Machine learning usage has increased a lot recently due to the fast advancements taking place especially in the deep learning field.

- **Vegetation Indices calculation:** Vegetation Indices (VIs) are one of the most popular products of remote sensing applications for Precision Agriculture. They use different mathematical combinations/transformations of at least two spectral bands of the electromagnetic spectrum, designed to maximize the contribution of the vegetation characteristics while minimizing the external confounding factors. They can deliver reliable spatial and temporal information about the
agricultural crops monitored. In most cases, many VIs are extracted and used to draw conclusions. They can be calculated based on information of either each photograph individually or after the production of orthophotos depicting the whole crop. Calculating vegetation indices may serve in the identification of useful crop characteristics, such as biological and physical parameters of the vegetation.

Since the processing of data may be time consuming, several software tools and techniques have been developed to enable faster data processing. The most commonly adopted software solutions in the works reviewed to support and accelerate the data analysis procedure are summarized in Table 2. In addition to the software tools referenced in the table, there are several other promising software tools that can assist in the data analysis process, such as Erdas Imagine [130], eCognition [131], and PixelWrench 2 [132].

Table 2. Most common software tools used in the literature for image processing.

| Software Tool       | Description                                                                 |
|---------------------|------------------------------------------------------------------------------|
| Adobe Photoshop [21,100] | Applied to correct distortion/use of other image processing methods         |
| Agisoft Photoscan [22,36,37] | Exploited for the construction of 3D models and orthomosaics. It also allows the calculation of vegetation indices |
| QGIS [23,55]       | Usually exploited for the calculation of the vegetation indices from multispectral data |
| MATLAB [35,100]    | Applied mainly for the calculation of vegetation indices. It can also be exploited for other image processing methods |
| Pix4D [29,35,55]   | The most commonly used tool. It can be used for calculating VIs and/or constructing of 3D models and orthomosaics |

In the following subsections, we provide the details of the three most commonly used data processing techniques to analyze data acquired from UAV flights in the agricultural domain.

4.1. Photogrammetric Techniques

Photogrammetric techniques are mainly be applied for the construction of orthomosaics and/or Digital Elevation Models (DEMs) in order to exploit the 3D information regarding the vegetation. As mentioned above, this can be done by acquiring many overlapping images of the agricultural crops monitored. The advancements in computer vision and photogrammetric techniques have lead to many different techniques and algorithms that are able to match large numbers of overlapping images and detect common objects and scenes in them. The images are processed by applying aerial triangulation and adjusting camera orientation. Computer vision methods are used for matching the overlapping images and the common characteristics. To achieve object tracking as well as to identify the scale and the orientation of a particular image; in some cases, Ground Control Points (GCPs) are being used. GCPs distributed in the cultivated field can be identified within the overlapping images: (a) to link the images; and (b) to identify the coordinates of each image and its slope. However, recent advancements have made this redundant, as many techniques can be used without GCPs, with similar precision.

The construction of the 3D Digital Elevation Models can provide to the producer information about the altitude of the earth surface, the natural and artificial objects/structures on the surface, the density of the vegetation, and their growth, among others. There are two types of DEMs used:

- The Digital Terrain Model (DTM) represents the altitude of the surface of the Earth, i.e., of the terrain. These models do not take into account either artificial or natural (e.g., trees, vegetation, buildings) objects that exist in the field. DTMs just present the elevation of the bare Earth. Figure 3 shows a Digital Terrain Model from Ronchetti et al. [79].
- The Digital Surface Model (DSM) represents the altitude of the surface that is first encountered by the remote sensing system (i.e., when the aerial image captures the top of a building, tree, the
vegetation etc.). Hence, the elevation model generated includes the elevation of the bare Earth along with artificial and natural objects that may exist in the field.

The DEMs constructed can be exploited either for the extraction of 3D information directly or to construct orthomosaics of the crops. An orthoimage, orthomosaic or orthophoto is an aerial photograph that is orthorectified (i.e., geometrically corrected). Thus, the scale of the constructed image is uniform. As a result, the final orthophoto has the same lack of distortion as a map. In contrast with a simple aerial image of a field, an orthophoto can be used to measure true distances as it contains the 3D characteristics of the crops.

The use of photogrammetry techniques have the following procedure: create point cloud representations of the 3D surface and either combine all objects into a single Digital Elevation Model or use the DEMs to generate an orthophoto. The most commonly used set of algorithms for this purpose is Structure from Motion (SfM) [133]. The main advantage of SfM is that it does not require any information regarding the camera parameters or the environmental settings.

Photogrammetric techniques are commonly used in all types of applications as they are also required for constructing the vegetation indices maps. Photogrammetric techniques are used in the majority of recent works (93%) to exploit and extract information regarding the 3D characteristics of the crops. However, photogrammetric techniques are in most cases used to compliment other types of data processing methods.

4.2. Using Machine Learning

Machine Learning (ML) and Data Mining methods are widely used in PA to exploit the information acquired by the UAVs. Taking into account the large amounts of data collected from agricultural fields, machine learning can be applied to enhance the performance of UAV-based systems for PA, by extracting knowledge for several parameters of the vegetation. ML is used in many cases and for different purposes. Both unsupervised and supervised learning techniques are being exploited, via clustering, classification and regression methods.

Regression methods are widely used in UAV applications for PA for a variety of purposes. Regression has been used to estimate spectral vegetation indices by analyzing data acquired from RGB images [35], presenting generally good results. Additionally, regression has been used to examine the correlation of some vegetation indices with vegetation features such as nitrogen [22,38,99], leaf area index [36,103], and biomass [22,36,103]. For this purpose, both linear (simple and multiple) regression
and nonlinear regression methods have been used. In a comparison of different regression algorithms, for estimating leaf nitrogen content, Random Forests presents the best results among 14 algorithms, with the coefficient of determination ($R^2$) being up to 0.79 [38]. Regression methods are also used to predict crop water status, by using information derived from RGB, multispectral and thermal sensors [64,92,104]. In this context, Artificial Neural Networks present generally good results ($R^2$ up to 0.87 by using and information from some spectral bands).

Classification methods are also very commonly used for weed mapping [18,33,44,73,106,111] and disease detection [46,77,97]. The most popular and precise classification techniques are the Artificial Neural Networks (ANNs) family [18,44,73,104] and the Random Forest algorithm [22,38,49]. These algorithms directly use the RGB colors, the intensity, spectral information or other features derived from the image acquired. In some cases, data about the neighborhood of each pixel are also considered. Apart from the above data, classification algorithms can also use vegetation indices as features in the model to achieve higher accuracy. In general, ANNs present higher accuracy, compared to other classification algorithms, that reaches up to 99% for weed mapping in some cases [98]. The accuracy of the method depends on the type of the crops monitored [73] as expected. Convolutional Neural Networks (CNNs), is among the most used family of algorithms. CNNs belong to deep learning algorithms that have been proved to be very effective in object detection in large datasets.

The use of Deep Learning (DL) in Precision Agriculture applications is a recent, modern and promising technique, having increasing popularity. Deep learning techniques extend typical ML by adding more complexity into the derived models. DL techniques transform the data using various functions that allow data representation in a hierarchical way, through several levels of abstraction. Advancements and applications of Deep Learning into other domains indicate its large potential. As indicated in [16,134], the use of Machine Learning and more particular Deep Learning will be even more widespread in the next years.

A very common application of Machine Learning methods in PA is Object Based Image Analysis (OBIA). The purpose of OBIA is to discriminate objects within agricultural images obtained from UAVs [32,43]. In contrast to traditional pixel-based image classification, which classifies each pixel, OBIA groups small pixels together into vector objects. With the higher spatial resolution of UAV imagery, pixel-based classifications have become much less effective. That is due to the fact that the relationship between the pixel size and the object size has changed significantly. Therefore, object-oriented classification methods are increasing in popularity. They use segmentation methods to divide the image pixels into homogeneous segments/groups. Then, these segments/objects are arranged into classes based on their geometric, spectral, textural and other characteristics.

OBIA is usually composed of two main steps:

1. Image segmentation
2. Feature extraction and classification

These methods are exploited to recognize and detect weeds or discriminate different species in the field. A detailed review of algorithms and challenges for OBIA, from a remote sensing perspective, was reported by Hossain and Chen [135].

4.3. Vegetation Indices

Vegetation Indices (VIs) have been widely used in remote sensing applications for Precision Agriculture. They are considered to be very effective for monitoring the growth and health of crops in qualitative and quantitative vegetation analysis [25,29,30]. Vegetation Indices are based on the absorption of electromagnetic radiation by the vegetation.

They are mathematical transformations of the absorption and scattering in different bands of the electromagnetic spectrum. The reflectance in several bands is affected by parameters such as vegetation biochemical and physical properties, environmental effects, soil background properties, moisture content, etc. The understanding of the spectral behavior of the vegetation is fundamental
to remote sensing applications to monitor various vegetation features (e.g., biomass [22], nitrogen status [19,22], vegetation health [46], etc.) It has been shown that certain VIs are significantly related with different parameters of the vegetation.

Simple Vegetation Indices that can combine RGB information and some spectral bands such as NIR and RE have significantly improved the ability to detect green and healthy vegetation. Several VIs have been developed, as different environments have their own complex characteristics, which needs to be taken into account when using a Vegetation Index. Thus, each VI has its own specific combination of the reflectance in different bands, in order to detect vegetation. Hence, its VI is suitable for specific uses. The main concept is to combine the reflections of different bands to decrease the “noise” from external factors (e.g., sensors calibration, lighting, atmosphere, soil properties, etc.). For example, as mentioned in the previous section, visible radiation to the red is absorbed by the chlorophyll while the radiation in the NIR band is strongly reflected. In this way, vegetation can be discriminated by the soil in an image. In way, unhealthy vegetation can also be detected.

Vegetation Indices that are based on the radiation in the Red and NIR channels, such as the RVI or the NDVI index, are designed to increase the contrast between the vegetation and the soil. The relationship between the reflections of the two zones allows the elimination of disturbances by factors that affect the radiation of each zone in the same way.

The effort to model the biophysical parameters of vegetation has led to the creation of several different vegetation indices [136–139]. The vegetation indices can be divided into two main categories:

1. Vegetation Indices based on multispectral or hyperspectral data. Most of the developed Vegetation Indices use multispectral and/or hyperspectral information that can combine several bands.
2. Vegetation Indices based on information from the visible spectrum. Several VIs in the visible spectrum have been developed and are widely used due to the high cost of multispectral and hyperspectral sensors.

A list of the most used vegetation indices is presented in Table 3. For the interpretation of the following formulas, the following abbreviations represent the reflection in the respective color or spectrum:

- \( R \): Red (620–670 nm)
- \( G \): Green (500–560 nm)
- \( B \): Blue (430–500 nm)
- \( NIR \): Near Infrared (720–1500 nm)
- \( RE \): Red Edge (670–720 nm)

Concerning the multispectral vegetation indices, one of the first well-known indices was Ratio Vegetation Index (RVI). This index enhances the contrast among vegetation and soil. However, it is sensitive to the optical properties of ground. The best known and most widely used vegetation index is the Normalized Difference Vegetation Index (NDVI), which is the evolution of RVI and is calculated by the visible and near infrared light reflected from the vegetation. Unhealthy or sparse vegetation reflects more visible light and less near infrared light, making it easy to monitor the growth and health of many agricultural crops. It is based on absorption in Red due to chlorophyll and reflectance in NIR. RVI and NDVI are calculated as shown in Table 3.
Table 3. Most used vegetation indices.

| Vegetation Index                                      | Abbreviation | Formula                        |
|-------------------------------------------------------|--------------|--------------------------------|
| **Vegetation Indices derived from multispectral information** |              |                                |
| Ratio Vegetation Index                                 | RVI          | $\frac{NIR}{R}$                |
| Normalized Difference Vegetation Index                 | NDVI         | $\frac{NIR + R}{NIR - R}$      |
| Normalized Difference Red Edge Index                   | NDRE         | $\frac{NIR + RE}{NIR - G}$     |
| Green Normalized Difference Vegetation Index           | GNDVI        | $\frac{NIR + G}{NIR + RE}$     |
| **RGB-based Vegetation Indices**                       |              |                                |
| Excess Greenness Index                                 | ExG          | $2 \times \frac{G - R - B}{G + R}$ |
| Normalized Difference Index                            | NDI          | $\frac{G - R}{G + R}$          |

Several other VIs have been developed based on NDVI. NDRE uses the method of NDVI to normalize the ratio of $NIR$ radiation with Red Edge ($RE$) radiation. The same applies for GNDVI with $NIR$ and Green ($G$) bands.

Figure 4 shows examples of crop maps constructed from information of spectral VIs (NDVI and NDRE) in different growth stages. We can see that the difference in the maps while the vegetation grows is quite clear.

![Figure 4. Vegetation indices maps of crops in different growth stages [29]: (a) NDVI maps; and (b) NDRE maps](image)

Focusing on the VIs extracted from RGB images, Excess Greenness Index (ExG) and Normalized Difference Index (NDI) are the most used indices. ExG is based on the assumption that plants display a clear high degree of greenness, and soil is the only background element. Thus, it is calculated by doubling the radiation in the Green channel minus the radiation in Red and Blue channels. NDI was proposed to separate plants from soil and residue background images, using only green and red channels.
Although the VIs that use information in the visible light can be useful for crop monitoring, they cannot provide information for several parameters of the vegetation and also they are sensitive to working environment properties such as the atmosphere, lighting, etc. Hyperspectral remote sensing is expected to be the future trend in crop monitoring and this is mainly because it allows the development of new bands combination of vegetation indices. In many cases, it has been proved that hyperspectral vegetation indices are less sensitive to saturation, change in viewing/lighting geometry, and atmospheric contamination. The combination of new bands can eliminate noise from the working environment and in the same time exploit the information of certain bands and extract information for more biophysical features of the vegetation.

5. Limitations in the Use of UAVs for Precision Agriculture

Although the use of UAVs for PA is expanding there are several limitations that prevent their wider use. The absence of a standardized workflow leads to the adoption of ad-hoc procedures for deploying PA applications, a fact that discourages the relevant stakeholders. In addition, as PA requires data-intensive procedures for the exploitation of the images acquired, skilled and expert personnel is usually needed. This means that an average farmer may need training or even been forced to hire experts to assist with the image processing, which may be costly. This fact may prohibit the adoption of UAV technologies from individual farmers with only a few and small agricultural fields.

Another drawback stems from UAV technology limitations. Most commercial UAVs have a short flight time, ranging from 20 min to 1 h, covering a very restricted area at every flight. UAVs that can offer longer flight time are relatively expensive. In addition, the effective use of UAVs is prone to climatic conditions. For example, on a very windy or rainy day, the flight should be postponed.

As the use of UAVs for agriculture purposes is considered to be commercial, UAV flights should also adhere to the related legislation and national rules. However, the EU regulations [141,142] for the use of UAVs will replace national rules from July 2020. In practice, these regulations report that, once an UAV pilot has received the appropriate authorization, he/she will be allowed to freely use UAVs in the EU. The EU legislation will cover all types of possible UAVs operations, fostering the development of innovative applications (e.g., for PA).

The EU regulations consider three categories of operations:

1. **Open category**: Operations in this category do not require authorization or pilot license. This category is limited to operations: in visual line of sight (VLOS), up to 120 m flight height and performed with UAVs compliant with some technical requirements defined.

2. **Specific category**: This is the second level of operations, which covers operations that are not compliant to the restrictions of the open category and are considered “medium risk” operations. Operators must perform a risk assessment (using a standardized method) and define mitigation measures. Operations involving UAVs of more than 25 kg or not operated in VLOS will typically fall under this category. The technical requirements for this category depend on the specific authorized operation.

3. **Certified category**: This category is considered high risk and includes operations involving large drones in controlled air-spaces. Rules applicable to this category will be the same as for manned aviation. This category does not concern the use of UAVs for Precision Agriculture.

Taking into account the rapid developments in UAV technology and the sensors use in PA, the cost of the Unmanned Aerial Systems will be reduced in the near future. Practical limitations, such as the short flight time, are also expected to be solved by the advancements in technology.
These improvements will ensure that farmers can reap more from the use of UAVs for remote sensing in Precision Agriculture.

6. Discussion and Conclusions

In this work, we review 100 recent applications of UAVs for Precision Agriculture. We present the most frequent applications, the UAV types used and the Unmanned Aerial systems architecture for PA. Then, we focus on the most used sensors for monitoring the crops and the processing methods exploiting UAV imagery. We show that UAVs can have several applications, however monitoring crop growth is the one that stands out. The following three main processing techniques stand out in the literature for exploiting the information acquired:

1. Photogrammetry techniques are used to construct Orthophotos or DEMs from the overlapping images acquired. They are used in most of the applications to create vegetation maps considering several characteristics; however, they are also used standalone mainly when only RGB sensors are available, to exploit the 3D characteristics of the vegetation.

2. Machine Learning methods can be used to monitor several different characteristics of the crops. They can exploit RGB and/or multispectral/hyperspectral images. A very frequent technique exploited in the literature is the Object Based Image Analysis.

3. Vegetation Indices use combinations of the reflection of several bands obtained by RGB or spectral sensors. They are proved to be most effective when multispectral or hyperspectral information is used. They have been used in many recent studies. They have been proved to be very effective in monitoring various parameters of the crops, by using different combinations of spectral bands.

In Figure 5, we present some statistics for the use of sensors and processing methods for the different applications.

![Figure 5. The use of sensors and processing techniques in the different UAVs applications.](image)

We can observe that there is no standardized workflow in most cases and different techniques are used to exploit UAV-acquired information for the same type of application. For example, looking at the sensors and techniques used for monitoring the health of the crops, we can see that it is relatively premature. Disease detection is mainly applied through temporal analysis of the vegetation’s growth. However, multispectral and hyperspectral sensors seem to have great potential in this context. An approach using multispectral sensing technologies could reliably deliver Vegetation Indices, discriminating healthy and unhealthy portions of the vegetation. In such an approach, the farmer could locate the “weak” corps field areas and take timely decisions to save the parts of the crop production that seem unhealthy.

On the contrary, considering weed mapping, we can see that some studies use machine learning techniques to detect weeds, mainly OBIA, while others use the 3D characteristics of the crops though DEMs, VIs or other processing methods. Weed detection with UAVs based on object-based image analysis seems to be at an advanced stage and can be used for site-specific weed management. We can see that machine learning techniques are exploited in 62.50% of the applications that used RGB sensors and in all the applications with multispectral sensors.
Focusing on UAV-based growth monitoring, many different methods are really promising but it seems that their integration in a standardized workflow can improve its applicability and efficiency. Growth monitoring and yield prediction is most commonly performed with the use of RGB (30%) and multispectral (59%) sensors. The information acquired is exploited for estimating the density of production and the biomass. The findings of this review appoint that combining information coming from Vegetation Indices with the 3D characteristics of the crops coming from RGB images can improve the accuracy of growth and yield estimation methods.

In contrast with the above, the use of UAV systems for irrigation management is closer to a standard workflow, which involves the use of thermal and/or multispectral sensors to monitor the needs of water of different parts of the crops. Equipped with thermal sensors, the Unmanned Aerial Vehicles are able to detect possible deficiencies in the irrigation of different sites. This information can be processed through photogrammetry techniques into a single high-resolution vegetation map, highlighting the stressed areas. A map in this context can be constructed though the use of some VIs when multispectral imagery is used. Thus, a map such as this can support the producers to apply Variable Rate Irrigation (VRI) applications.
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