Type-II Ising superconductivity in two-dimensional materials with spin-orbit coupling
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Centrosymmetric materials with spin-degenerate bands are generally considered to be trivial for spintronics and related physics. In two-dimensional (2D) materials with multiple degenerate orbitals, we find that the spin-orbit coupling can induce spin-orbital locking, generate out-of-plane Zeeman-like fields displaying opposite signs for opposing orbitals, and create novel electronic states insensitive to in-plane magnetic field, which thus enables a new type of Ising superconductivity applicable to centrosymmetric materials. Many candidate materials are identified by high-throughput first-principles calculations. Our work enriches the physics and materials of Ising superconductivity, opening new opportunities for future research of 2D materials.

Two-dimensional (2D) materials have attracted enormous research interests due to their extraordinary electronic properties, where the interplay of spin-orbit coupling (SOC) and symmetry provides a fertile ground to discover emerging quantum phenomena, including 2D Ising ferromagnetism, valley-contrasting physics, the quantum spin/anhall effects, topological magnetolectric effects, and so on[1–5]. Thanks to these outstanding discoveries, the profound role of time reversal symmetry (TRS) and inversion symmetry in the SOC-related physics has been well recognized. By generalizing the concept further to 2D superconductors, where the subtle gauge symmetry is broken, even more intriguing emergent physics is expected[6]. One long-sought object of superconductivity research is to find superconductors robust against a magnetic field. The great advantage of 2D superconductors is that orbital effects of in-plane magnetic field are significantly eliminated by quantum confinement[7]. Then paramagnetic effects will kill superconductivity completely when the Zeeman energy splitting becomes dominate over the binding energy of Cooper pairs, setting the Pauli paramagnetic limit ($B_p$) as the upper critical field ($B_{c2}$)[8,9]. This limit, however, might be overcome by SOC that introduces an emergent magnetic field compatible with superconductivity[10].

Early attempts proposed to enhance $B_{c2}$ by introducing SOC effects extrinsically into superconductors, for instance, by spin-flip scattering[11], which unfortunately is accompanied with complicated and possibly deleterious influence of defects and disorders. In contrast, it is more favorable to incorporate SOC effects through intrinsic ways. Previous studies found that Rashba-type SOC in 2D noncentrosymmetric superconductors can create novel mixed singlet-triplet pairing and leads to a moderate enhancement of $B_{c2}$[12,13]. Very recently, a new kind of 2D noncentrosymmetric superconductivity, called Ising superconductivity, has been discovered in transition metal dichalcogenides (TMDs)[14–20]. In these materials, the SOC generates Zeeman-like spin splittings for electrons near the $K$ and $K'$ valleys. Under the extraordinarily large SOC fields, spins of Cooper pairs are aligned along the out-of-plane direction and effectively do not respond to in-plane magnetic field, resulting in enhanced $B_{c2}$ considerably beyond the Pauli limit. This breakthrough has stimulated great research interests in searching for Ising superconductors alike.

However, previous search of Ising superconductors was limited to noncentrosymmetric materials. The fundamental reason is that a centrosymmetric material with TRS is forbidden by symmetry to have spin-split bands, which does not fit the existing scenario of Ising superconductivity. In this Letter, we propose a new type (dubbed as type-II) of Ising superconductivity that does not involve inversion asymmetry, based on 2D materials with multiple degenerate orbitals. Despite the spin degeneracy, the SOC can lead to a so-called spin-orbital locking[21,22] in centrosymmetric materials, displaying opposite Zeeman-like fields for opposing orbitals. This emergent Zeeman field strongly polarizes electron spins out-of-plane, which creates novel electronic states insensitive to in-plane magnetic field and thus enables Ising superconducting pairing. By high-throughput first-principles calculations, we predict a large number of candidate 2D materials, including their monolayers and thin films, which might host type-II Ising superconductivity. The finding might open new directions for fundamental research and practical applications of 2D materials.

The interplay of SOC and symmetry plays a key role in defining Ising superconductivity, as illustrated in Fig. 1. For the previous type (named type-I) that appears in the 2H phase of TMDs (like MoS$_2$), inversion symmetry has to be broken. The SOC thus can result in Zeeman-
like spin splitting near the \( K \) and \( K' \) valleys. Moreover, the Zeeman-like splitting is opposite for the two valleys, so as to preserve TRS. In the absence of external perturbation, the Zeeman-like field is along the out-of-plane (\( z \)) direction, benefiting from the mirror symmetry \( M_z \) of materials. Such kind of SOC effects are described by an effective Hamiltonian \( H_{\text{SOC}}^{1} = \beta_{\text{SO}} s_z \sigma_z \), where \( \beta_{\text{SO}} \) denotes the SOC strength, \( s_z = \pm \) labels the \( K(\bar{K}) \) valleys, and \( \sigma_z = \pm \) labels spin up (down). Electron spins are aligned out-of-plane by the effective Zeeman field \( \beta_{\text{SO}} s_z \) and become insensitive to in-plane magnetic field. Type-I Ising superconducting pairing of opposite spins and valleys is thus enabled.

In contrast, type-II Ising superconductivity to be proposed is applicable to both centrosymmetric and noncentrosymmetric 2D materials with multiple degenerate orbitals. We will first study centrosymmetric materials and discuss the influence of inversion symmetry breaking later. The orbital degeneracy can be ensured by \( n \)-fold rotational symmetry \( C_{nz} \) \((n = 3, 4, 6)\) and TRS, or by other symmetries. To demonstrate the concept, we study an exemplary material—hydrogen-saturated stanene (SnH) [Fig. 1(c)] that has the \( D_{3h} \) space group and degenerate \( p_{x,y} \) orbitals in the top two valence bands. This material system displays interesting topological quantum physics \([23, 26]\), and few-layer stanene was recently discovered to be a 2D superconductor \([27]\).

At high-symmetry momenta of the Brillouin zone (e.g. \( \Gamma \)), which are invariant under \( C_{3z} \), Bloch states can be labelled by \( C_{3z} \) eigenvalues \( \exp(-2i\pi J_{z}/3) \), where \( J_{z} \) is called the pseudo angular momentum \([28, 29]\). TRS pairs up Bloch states of opposite pseudo angular momenta \( \pm J_{z} \). For example, the Bloch wave functions composed of \( p_{x,y} \) orbitals will be organized into \(|+ \uparrow \rangle, |- \downarrow \rangle, |+ \downarrow \rangle, |- \uparrow \rangle \) states with quantized \( J_{z} = +3/2, -3/2, +1/2, -1/2 \), respectively, where \(|\pm \rangle \) refers to \( p_{z} \pm i p_{y} \) and \( \uparrow (\downarrow) \) denotes spin up (down). In SnH, these four states are degenerate at \( \Gamma \) without SOC, and are split into \( J_{z} = \pm 3/2 \) and \( \pm 1/2 \) by SOC \([30]\).

Using the above states as basis functions, we derive a \( \mathbf{k} \cdot \mathbf{p} \) Hamiltonian around \( \Gamma \) to describe the valence bands of SnH. Four kinds of symmetry operations are included: \( C_{3z} = \exp(-i\pi \sigma_{z}/3) \otimes \exp(-i2\pi \tau_{z}/3) \), mirror symmetry \( M_{x} = -i\sigma_{x} \otimes \tau_{x} \), inversion symmetry \( P = \sigma_{0} \otimes \tau_{0} \), and TRS \( T = -i\sigma_{y} \otimes \tau_{x} K \), where the Pauli matrices \( \sigma \) and \( \tau \) act on spin and orbital spaces, respectively, and \( K \) denotes complex conjugation. The \( \mathbf{k} \cdot \mathbf{p} \) Hamiltonian that commutes with the symmetry operators takes the form

\[
H_{0} = C(\mathbf{k}) + \begin{pmatrix}
M(\mathbf{k}) & 0 & -iA_{2}k_{x}^{2} & A_{1}k_{x}^{2} \\
0 & M(\mathbf{k}) & A_{1}k_{x}^{2} & -iA_{2}k_{x}^{2} \\
iA_{2}k_{x}^{2} & A_{1}k_{x}^{2} & -M(\mathbf{k}) & 0 \\
A_{1}k_{x}^{2} & iA_{2}k_{x}^{2} & 0 & -M(\mathbf{k})
\end{pmatrix},
\]

where \( C(\mathbf{k}) = C_{0} + C_{1}(k_{x}^{2} + k_{y}^{2}), \ M(\mathbf{k}) = M_{0} + M_{1}(k_{x}^{2} + k_{y}^{2}), \ k_{\pm} = k_{x} \pm i k_{y}, \) and all the coefficients are real. Here \( M(\mathbf{k}) \) refers to the SOC-induced band splitting. \( A_{1} \) and \( A_{2} \) terms correspond to interband mixing, which are exactly zero at \( \Gamma \). To the lowest order approximation, \( H_{\text{SOC}}^{1} \cong M_{0}\tau_{z}\sigma_{z} \), which, if replacing the orbital index \( \tau_{z} \) with the valley index \( s_{z} \), looks the same as \( H_{\text{SOC}}^{1} \). Hence, in analogy to the spin-valley locking induced by \( H_{\text{SOC}}^{1} \), \( H_{\text{SOC}}^{II} \) induces a so-called spin-orbital locking \([21, 22]\). \( M_{0}\tau_{z} \) acts as an out-of-plane Zeeman-like field, which shows opposite signs for opposing orbitals \( \tau_{z} = \pm 1 \) [Fig. 1(d)]. For SnH, \( M_{0} = 0.205 \text{ eV} \) [Fig. 1(a)], equivalent to a Zeeman field \( \sim 3.5 \times 10^{3} \text{ Tesla} \). Electron spins are intrinsically polarized by the strong Zeeman-like field. Thus the influence of in-plane magnetic field is strongly suppressed, which will be explicitly demonstrated below.

The two-fold degenerate bands of \( H_{0} \) have emergent full rotational symmetry: \( \epsilon_{\pm} = C(\mathbf{k}) \pm \sqrt{M^{2}(\mathbf{k}) + A^{2}k^{2}}, \) where \( A^{2} = A_{1}^{2} + A_{2}^{2} \) and \( k^{2} = k_{x}^{2} + k_{y}^{2} \). A Zeeman field in the \( x \) direction is introduced in the Hamiltonian as \( H_{z_{1}} = Z_{\|}\sigma_{x}\tau_{0} \), which splits the two-fold degeneracy by breaking both \( C_{3z} \) and \( T \). The full Hamiltonian \( H = H_{0} + H_{z_{1}} \) has eigenvalues

\[
\epsilon_{\pm\pm} = C(\mathbf{k}) \pm \sqrt{M^{2}(\mathbf{k}) + A^{2}k^{2} + Z_{\|}^{2} + \Delta_{z}^{2}(\mathbf{k})},
\]

where \( \Delta_{z}^{2}(\mathbf{k}) = 2\sqrt{4Z_{\|}^{2}A_{1}^{2}k_{x}^{2}k_{y}^{2} + Z_{\|}^{2}A_{1}^{2}k^{4}}. \) The second \( \pm \) in the subscript of \( \epsilon \) denotes splitting caused by Zeeman interaction. The corresponding Bloch wave functions are denoted as \( |\pm\rangle \). Energy splitting caused by the Zeeman field is \( \delta\epsilon_{\pm} = \Delta_{z}^{2}(\mathbf{k})/M_{0} \). For small \( k \), this energy splitting is much smaller than the Zeeman energy: \( \delta\epsilon_{\pm} \ll Z_{\|}. \) The band splitting caused by \( H_{z_{1}} \) is visualized

\[
\begin{align*}
\text{FIG. 1. Schematic picture of Ising superconductivity.} \quad & (a) \text{ presents monolayer MoS}_{2} \text{ with type-I Ising superconductivity} \\
& \text{sketched in (b). Near } K \text{ and } K', \text{ spin up (red) and spin down (blue) split in energy by a Zeeman-like field, which is opposite} \\
& \text{for the two valleys. (c) presents monolayer SnH with type II-} \\
& \text{Ising superconductivity sketched in (d). Near } \Gamma, \text{ spin up and} \\
& \text{spin down are locked to the two opposing orbitals (denoted by} \\
& \text{solid and dashed lines, respectively). They split in energy} \\
& \text{for each orbital by a Zeeman-like field, whose sign is opposite} \\
& \text{for opposing orbitals.}
\end{align*}
\]
action in the subspace of (|+↑⟩ and |−↓⟩ (|+↓⟩ and |−↑⟩)) orbitals near Γ. Inset: Brillouin zone of SnH. (b) Schematic plot of Zeeman splitting (δε) between ε+ and ε− as a function of k. (c) The ratio between Zeeman splitting δε as a function of k in the Γ-M direction for SnH. δε is roughly independent of the polar angle of k. Inset: Zeeman splitting δε+ (red solid line, magnified by 100) and δε− (blue dashed line) at Γ as a function of Zeeman field Z.

in Fig 2(b), where the magnitude of the Zeeman splitting is exaggerated for clearness.

However, the k·p model can only describe band structure very close to Γ and requires fitting for parameters in H0. To overcome the problem, we develop a first-principles approach for investigating realistic materials. In brief, we first perform ab initio calculations by density functional theory (DFT) using OpenMX software package [30,31], then read the corresponding Hamiltonian and apply a generalized Wannier interpolation scheme to construct H0 [32], and finally add a Zeeman interaction Zσx into the ab initio Hamiltonian. Method details are described in Supplemental Material [33].

According to perturbation theory, the lowest order nonvanishing term of δε should be proportional to Zσx at Γ. However, due to the simplicity of the k·p model, the two-fold degeneracy is preserved at Γ even for broken TRS. To break the degeneracy, we need to take mixing with other orbitals into account. For instance, s and pσ have nonzero contribution to the valence bands of SnH, which are able to hybridize with Jz = ±1/2 states of pxy. In fact, an in-plane Zeeman interaction Zσx is symmetrically allowed to have the form

$$H_{Z} = \begin{pmatrix}
0 & 0 & Z_1 & -iZ_3 \\
0 & 0 & -iZ_3 & Z_1 \\
Z_1 & iZ_3 & 0 & Z_2 \\
iZ_3 & Z_1 & Z_2 & 0
\end{pmatrix},$$  \hspace{1cm} (3)

where Z1 and Z3 arise from orbital mixing and are usually very small, as verified by ab initio calculations. Eq. (3) breaks the two-fold band degeneracy at Γ. One important feature of Eq. (3) is the missing of Zeeman interaction in the subspace of (|+↑⟩, |−↓⟩). Therefore, the splitting of the upper valence band should be quadratic in Z, while the splitting of the lower valence band should be linear in Z, as displayed in the inset of Fig. 2(c). Notice that the splitting of the lower valence band is still much smaller than Z. Away from Γ, the protection against in-plane Zeeman field gets weaker due to the increasingly strong interband mixing. In Fig. 2(c), we plot the ratio between the Zeeman splitting without SOC (2Z) and with SOC (δε) for the upper valence band of SnH. As expected, the ratio is extremely large near Γ and decreases significantly away from Γ. When the Fermi level is tuned near the band edge, for instance, by chemical doping or electrical gating, novel electronic states insensitive to in-plane magnetic field will be realized.

Superconducting pairing between |+↑, k⟩ and its time-reversal partner |−↑, −k⟩ is possible. Such kind of superconductivity will be insensitive to in-plane magnetic field, resulting in the so-called type-II Ising superconductivity. To evaluate the upper critical field of type-II Ising superconductors, we numerically solve the self-consistent gap equation for time reversal invariant pairing [33]

$$\Delta = \frac{g}{\beta} \sum_{k > 0} \frac{\partial}{\partial \Delta^c} \ln[\text{Tr}(e^{-\beta H_{MF}(k)})],$$  \hspace{1cm} (4)

where the Debye energy \(\hbar \omega_D\) is assumed much larger than the Zeeman splitting \(\Delta\), \(\Delta\) is the superconducting gap, \(g\) is pairing strength, \(\beta = 1/k_B T\), \(k_B\) is the Boltzmann constant, \(T\) is temperature, \(\hbar\) is Planck's constant, \(\omega_D\) is the mean-field Hamiltonian with spectrum solvable by the BdG formalism. The summation over \(k\) is restricted to \(|\epsilon(k) - \epsilon_F| < \hbar \omega_D\), where \(\epsilon_F\) is the Fermi energy. \(k > 0\) denotes that only half of the Brillouin zone is included in the summation.

In the limit of zero temperature and for centrosymmetric materials, the upper critical field is determined by:

$$\delta \epsilon = 2\hbar \omega_D \exp(-1/gV \nu) \approx 1.13 k_B T_c,$$  \hspace{1cm} (5)

where \(V\) is the volume of material, \(\nu\) is the density of states at the Fermi energy, and \(T_c\) is the critical temperature. The result indicates that the superconductivity is killed when the Zeeman splitting reaches 1.13kBTc. As the Zeeman splitting is strongly suppressed by the SOC field [Fig. 2(c)], \(B_z\) can be greatly enhanced in type-II Ising superconductors.

Based on Eq. (4) and the ab initio Hamiltonian, \(B_z\) as a function of temperature is calculated for SnH with varying Fermi wave vector \(k_F\). Only the upper valence band is considered in the calculation, which is reasonable for small \(k_F\). As shown in Fig. 3(a), indeed \(B_z\) can be significantly larger than the Pauli limit \(B_p\), especially for small \(k_F\). Shape of the \(B_z - T\) curve is similar to that of type-I Ising superconductors [34], implying similar physical origin yet different realization approaches.
FIG. 3. (a) The relation between critical field $B_c$, normalized by Pauli limit $B_P$, with respect to temperature $T$, normalized by critical temperature $T_c$ for $k_F = 0.02/0.025/0.03/0.035 \ \text{Å}^{-1}$. (b) The relation between critical field with respect to temperature for out-of-plane electric field $E = 0.01/0.02/0.03 \ \text{V/Å}$ at $k_F = 0.025 \ \text{Å}^{-1}$. Inset: $\delta\epsilon_T$ (see main text for definition) for $E = 0$ (blue) and $E = 0.03 \ \text{V/Å}$ (red) under 1 meV Zeeman field at $k_F = 0.025 \ \text{Å}^{-1}$ for varying polar angles of $k_F$. Parameters for (a-b): $\hbar\omega_D = 0.025 \text{ eV}$, $gV = 0.25 \text{ eV} \cdot \text{Å}^2$ with $V$ volume of the superconductor.

To simulate the influence of inversion symmetry breaking, an out-of-plane electric field is introduced in ab initio calculations of SnH. The electric field ($E$) will induce an in-plane SOC field $\propto \mathbf{k} \times \mathbf{E}$ by the Rashba effect, which is usually detrimental to Ising superconductivity. However, the Rashba effect is weak due to the small $\mathbf{k}$ here. A complicated competition between the Rashba effect, other electronic effects induced by $\mathbf{E}$ and the external Zeeman field thus exists. As shown in Fig. 3(b), the critical field increases slightly under small electric fields. To understand the result, an energy splitting is defined for the superconducting pair $\langle u(\mathbf{k}) \rangle$ and $\langle Tu(\mathbf{k}) \rangle$, $\delta\epsilon_T := \langle u(\mathbf{k}) | \hat{H} | u(\mathbf{k}) \rangle - \langle Tu(\mathbf{k}) | \hat{H} | Tu(\mathbf{k}) \rangle$, where $\hat{H}$ includes both electric and Zeeman fields. As displayed in the inset of Fig. 3(b), the average value of $\delta\epsilon_T$ is increased by small electric field, thus giving an enhanced critical field. Other types of perturbations (e.g. rotational symmetry breaking), if much weaker than the SOC strength, would have minor influence on the physical picture. One may further generalize the model Hamiltonian Eq. 1 to three-dimensional momentum space (from $H_0$ to $H_0(k_z)$), which helps to understand the unusual spin-space anisotropy of iron-based superconductors in the bulk[35][36]. The results imply that the mechanism of type-II Ising superconductivity works for noncentrosymmetric systems too, which is robust against perturbations in the presence of strong SOC.

The family of Ising superconductors will be greatly enlarged by type-II Ising superconductivity. Most 2D materials have Fermi surfaces near time-reversal invariant momenta (like $\Gamma$), which is unfavorable for type-I Ising pairing due to the Kramers degeneracy. In addition, a large class of 2D materials that are centrosymmetric does not fit into the type-I framework. Such kinds of materials are allowed to be Ising superconductors by the type-II mechanism.

To identify the most promising materials for Type-II Ising superconductivity, we carry out high-throughput ab initio calculations on 2D materials database[37]. The guiding principles are follows: The candidate materials should have $C_{3v}$ or other symmetries like $S_{4v}$, so that their bands could be degenerate at high-symmetry momenta without SOC and become split by SOC. The relevant bands, if close to the Fermi level, is interesting for Ising superconductivity. Their energy splitting $\delta\epsilon_T$ caused by in-plane Zeeman field is calculated for varying $k_F$ by first-principles methods. Two quantities are used to quantify the property: $M_0$ that is the Zeeman-like field at $k = 0$ ($2M_0$ being the spin split gap) and $\bar{k}$ defined by $2Z/\delta\epsilon_T|_{k_F = \bar{k}} = 10$. Type-II Ising superconductivity is prominent for $k_F < \bar{k}$ and for large $M_0$. About one hundred candidate materials of varying symmetries are calculated, and promising candidates are presented in Fig. 4. More information about their atomic configuration, band structures and Zeeman energy splittings are included in Supplemental Material[33].

Promising candidate materials mainly include chalcogenides and halides in a CdI$_2$ prototype structure or in a MoS$_2$ prototype structure. Though only monolayer materials are calculated, their few-layer films also fit the scenario of type-II Ising superconductivity, making the study of quantum size effects interesting. Note that many
candidate materials are intrinsically not superconductors. However, they might be driven into the superconducting phase, for instance, by ionic liquid gating. Importantly, Rashba effects have minor influence on type-II Ising superconductors, which is advantageous for tuning superconductivity by gating. Noticeably, in ZrCl$_2$ and ZrCl$_2$-alike materials, the SOC results in spin-orbital locking and spin-valley locking near $\Gamma$ and $K$/$K'$, respectively, making the coexistence of type-I and type-II Ising superconductivity in the same material possible.

In summary, we propose a type-II Ising superconductivity in 2D materials with SOC, which is applicable to both centrosymmetric and noncentrosymmetric materials having multiple degenerate orbitals. The finding greatly enriches the physics and materials of Ising superconductivity, which sheds new lights on future research (e.g. topological superconductivity) and device applications.

Note added: Very recently, enhanced $B_{c2}$ was found experimentally in few-layer stanene and 1T-PdTe$_2$, providing strong support to the predicted type-II Ising superconductivity.
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