Characterizing accelerated precipitation in proton irradiated steel
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Abstract

Ion irradiation provides a promising substitute to neutron tests for investigating the effects of radiation on materials for fission and fusion reactor plants. Here we show proton irradiation can quantitatively reproduce precipitation that leads to embrittlement in reactor pressure vessel steels, at dose rates $10^4$ times greater than experienced in fission reactor operation. Small-angle neutron scattering (SANS) is used to characterize precipitate size distributions in copper-containing steels irradiated to average doses of $\approx 7$ mdpa with 5 MeV protons. Comparing our results with the literature on reactor pressure vessel steels containing $\geq 1$ at.\% nickel, we find a power-law scaling of dose with exponent 0.25–0.30 accounts for the effects of dose rate on precipitate volume fraction over 6 orders of magnitude in dose rate. In conjunction with dose rate, carbon is identified as performing a leading role in determining precipitate sizes, adding to the known effects of nickel, manganese and irradiation temperature. We discuss the composition of precipitates inferred from SANS, taking previous atom probe tomography studies into consideration.
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1. Introduction

The irradiation of materials with high energy particles spawns a profusion of microscopic effects. These include formation of dislocation loops, vacancy-solute clusters, voids and bubbles; nucleation or dissolution of precipitates and secondary phases; acceleration of corrosion; segregation of solute atoms to or from surfaces, grain boundaries, dislocations or voids \[1, 2\]. These effects may be radiation enhanced, for example the acceleration of precipitation due to enhanced diffusion \[2, 3\] or radiation induced, for example precipitation in under-saturated solid solutions \[4, 5\]. The relative significance of each effect depends sensitively on irradiation conditions (temperature, corrosive environment, incident particle, its energy, flux and fluence) as well as on material (composition, microstructure). Indeed the sensitivity to these variables presents a hurdle in designing experiments to stay ahead of arising challenges in radiation materials science.

A case in point is the neutron embrittlement of reactor pressure vessel (RPV) steels \[4, 5\] where the realized importance of neutron flux effects has led to regulatory models being constructed from surveillance data only \[2\] and to restrictions on the permissible lead factors of surveillance specimens in regulatory codes \[10\]. This does not imply that accelerated irradiation studies are wanting, rather the opposite: they are needed to explore and understand new phenomena identified by surveillance programmes in operational plants and to develop new materials for next generation fission and future fusion reactors. Here we use small-angle neutron scattering (SANS) to characterize the nanostructure of proton-irradiated steel specimens and show that 5 MeV proton irradiations with lead factors of $10^4$ can emulate fast neutron radiation damage in RPV steels.

Accelerated irradiation experiments and experiments with surrogate irradiating particles are most valuable when they quantitatively reproduce the prominent microscopic effects. To compare radiation damage caused by different particles, it is useful to quantify radiation dose in terms of displacements per atom (dpa). For example, the typical $E > 1$ MeV neutron flux on the inner side of an operating pressurized water reactor RPV is $\approx 6 \times 10^{17} \text{n} \text{m}^{-2} \text{s}^{-1}$ \[6\] which, using the dpa cross-section $\sigma_{\text{dpa}} = 1.5 \times 10^{-25} \text{m}^2$ \[11\], corresponds to a dose rate of $9 \times 10^{-11} \text{dpa s}^{-1}$ or $\approx 3 \text{mdpa/yr}$, and after 35 service years the fluence is $\approx 7 \times 10^{25} \text{n m}^{-2}$ or 0.1 dpa. MeV neutrons incident on steel produce large displacement cascades with $\approx 100 \text{keV}$ of energy transferred to lattice atoms. Interstitial clustering within these cascades is significant and drives nucleation of dislocation loops \[12\]. Protons or heavier ions also produce cascades and so are appropriate as surrogates for neutrons. MeV protons produce smaller cascades than MeV neutrons, with a few hundred eV of energy transferred on average by the Coulomb interaction. Despite differences in energy transfer and cascade size, the net microscopic damage i.e. interstitial clustering within cascades and dislocation loop densities and sizes, is found to be roughly equivalent since the differences are counterbalanced by more numerous proton cascades and by greater damage efficiency due to reduced recombination in smaller proton cascades \[2, 13, 14\]. A shift in irradiation temperature may further improve agreement between neutron and surrogate ion-
radiations by compensating for dose rate effects [1, 2, 13, 14]. The optimal shift depends on the reference temperature and the specific microscopic effect to be reproduced. For example, a recent dual Fe$^{+}$ and He$^{+}$ irradiation study of T91 ferritic-martensitic steel finds a +60 to 70$^\circ$C shift accurately reproduces dislocation and cavity microstructures of fast neutron irradiations at reference temperatures 370–420$^\circ$C, but the ion irradiations are unable to reproduce grain boundary segregation or Ni/Si-rich cluster formation effects [15]. Further examples of the use of protons and ions as surrogates for neutrons are reviewed in Ref. [13]. Studies on austenitic stainless steels published since this review provide further demonstrations that neutron radiation-induced segregation at light-water reactor operating temperatures $\simeq$ 300$^\circ$C, leading to both hardening and susceptibility to irradiation-assisted stress corrosion cracking, can be emulated by proton irradiations with a +60$^\circ$C temperature shift [16–18].

In this work we consider low alloy ferritic/haynitic steels that have particular application in light-water RPVs. The effects of radiation on these materials are comprehensively covered in several recent reviews [6–9]. Here we focus our treatment on copper-containing steels in which the formation of copper-initiated precipitates (CIPs) is the dominant microscopic effect that causes embrittlement and determines reactor service lifetimes. With increasing service life i.e. neutron fluence, the volume fraction of CIPs increases as they form and grow, then starts to plateau as matrix Cu is depleted (Fig. 1). Embrittlement, as measured by a positive shift in ductile-to-brittle transition temperature or an increase in yield stress, correlates well with the square root of precipitate volume fraction [7, 24, 25]. This relationship follows the ideas of Russell-Brown precipitation hardening [26, 27], though more refined hardening models may better describe experimental data [21]. Density functional theory and Monte Carlo calculations show that the diffusivity of copper in bcc iron is dominated by vacancies, which drag copper atoms to point defect sinks [28, 30], so the first step in modelling radiation-accelerated precipitation kinetics is to account for excess vacancies induced by radiation and the resulting radiation-enhanced diffusion of Cu [3, 20, 31, 32]. Interstitial clusters and prismatic dislocation loops generated in displacement cascades also interact strongly with Cu and other solute atoms in RPV steels, namely P, Si, Mn and Ni, as recently overviewed in Ref. [33]. These solutes are expected to enrich at defect sinks during irradiation at RPV operating temperatures $\simeq$ 300$^\circ$C, with the diffusion of Cu, Ni and Si led by the vacancy drag mechanism and for P and Mn by the dumbbell mechanism [34]. It is well established in experiments that Ni, Mn and Si enrich at the CIP–matrix interfaces. As the Ni, Mn and Si contents are usually higher than the impurity Cu content in RPV steels and the kinetics of their radiation-induced segregation at CIPs are slower than initial CIP growth due to Cu, these solutes accumulate heterogeneously at CIPs long after the matrix is depleted of Cu. This ‘after-effect’ increase of precipitate volume fraction gives rise to concomitant hardening at high fluences, dubbed “late-blooming” [6, 24, 42, 43] (cf. Fig. 1). The driving mechanism behind the clustering of Ni, Mn and Si in the absence of Cu is a question of current debate (see e.g. [33]). For copper-containing steels, like those studied here with 0.3 wt.% Cu, the situation at modest doses is clear: the Cu content lies above the low solubility limit (0.0003 wt.% [44] to 0.05 wt.% [6], from extrapolation of high temperature data to 300$^\circ$C) so we expect Cu-led precipitation from the supersaturated solid solution in equilibrium conditions, although at 300$^\circ$C the kinetics are slow. Indeed CIPs with Ni, Mn and Si-enriched interfaces are observed in long-time thermal ageing experiments of RPV steels at 405$^\circ$C with 0.3 at.% Cu after 16 months [45], at 330$^\circ$C with 0.4 at.% Cu after 11 years [40, 41] and at 345$^\circ$C with 0.1 at.% Cu after 28 years [40]. In view of their palpable thermodynamic stability at 300$^\circ$C we use the term “copper-initiated precipitates” (CIPs) throughout to describe the solute clusters that develop in Cu-containing RPV steels.

Nickel has a synergistic effect with copper on the CIP hardening contribution, increasing both the height of the initial plateau associated with Cu depletion from the matrix [47, 49] and also the hardening and CIP volume fraction in the limit of very high fluence [45] (Fig. 1). This limit, as evoked by cluster dynamics modelling [42], lies at $\approx$ 1 dpa. It is reached in a recent accelerated neutron and ion irradiation study that finds the volume fraction scales as (2 Ni + Cu) in RPV steels containing modest Mn or Si [43]. Other recent studies on RPV steels also use surrogate particles, namely keV or MeV protons [50, 51], or MeV Fe ions [43, 52, 53]. For keV protons or MeV Fe ions, the damage depth is typically a few micrometres or less. To characterize the radiation damage in this thin layer, studies draw upon contemporary nano-techniques such as atom probe tomography [43] and nanoindentation [51, 53]. An attribute of these techniques is that the minute volume sampled may not be representative of the bulk, with significant variation arising from mesoscale heterogeneity [52]. Here we use a conventional bulk technique — small-angle neutron scattering (SANS) — to characterize CIPs in copper-containing steel specimens irradi-
ated by 5 MeV protons at 300°C and at 400°C. SANS measures volume fractions and size distributions of CIPs averaged over macroscopic specimen volumes. Comparing quantitatively our proton irradiations against neutron results in the literature, including irradiations at neutron fluxes similar to RPV operational conditions [54–58], we find that 300°C proton irradiation with a lead factor of 10² is able to reproduce CIP formation and emulate in-service neutron irradiation of RPVs.

2. Material and methods

2.1. Material

The chemical composition of the split-melt bainitic model steel used in this study is shown in Table I. It was supplied by Rolls-Royce as part of an effort to investigate high strength, low alloy steels [22–59]. The as-received material is identical to the high Cu model steel used in the thermal ageing and atom probe tomography study of Zelenty et al. [45], where details of the forging and processing can be found. In brief, after forging and rolling to 25 mm thickness, the material was austenized at 920°C for 1 hour followed by an air cool, then tempered at 600°C for 5 hours followed by an air cool. The yield strength of the unirradiated material is ≃ 700 MPa. Slab-shaped specimens of thickness ≃ 0.2 mm were cut from the as-received material for proton irradiation and SANS experiments.

2.2. Proton irradiation

The irradiation conditions are summarized in Table II. Proton irradiations were carried out at the MC40 cyclotron facility at the University of Birmingham. To control the irradiation temperature, specimens were mounted on a heater block in vacuum. The first specimen was irradiated at 300°C and the second at 400°C, with the uncertainty in temperature estimated to be ±5°C, measured by a thermocouple in contact with each specimen. Each specimen was irradiated twice, once from each side, with 5 MeV protons rastered over a 1.08 cm² aperture placed close to the sample position upstream. Each irradiation took ≃ 2.5 hours, with 2.5×10¹⁰ protons deposited per specimen side. Dose calculations were carried out using the ‘quick’ Kinchin-Pease option in the SRIM Monte Carlo code with a threshold formula. This gives the characteristic peak — known as the Bragg peak — in damage just before the proton stops. These Bragg peaks progressively lose energy as they penetrate the sample, with the rate of energy loss proportional to the inverse square of their velocity following the Bethe formula. This gives the characteristic peak — known as the Bragg peak — in damage just before the proton stops.

Fig. 2. Proton damage in our model steels. (a) Damage profile through the thickness of our slab-shaped specimen irradiated by 5 MeV protons at 400°C, calculated using the SRIM Monte Carlo code. Specimens were irradiated twice, once from each side, giving the two Bragg peaks shown. Average dose is 6.1 mdpa over the full thickness, or 7.2 mdpa excluding the undamaged central region. (b) Density histogram showing dose distribution in our specimens calculated from (a), excluding undamaged central region. Modal, median, and mean doses are indicated. Our specimen irradiated by 5 MeV protons at 300°C has a similar dose profile but a slightly higher dose rate (see text Sec. 2.2 and Table II).

For an introduction to small-angle neutron scattering (SANS) and to magnetic SANS, the reader is referred to Refs. [62] and [49] for expositions of SANS on RPV model alloys. Our SANS measurements were performed at the SANS-I instrument at the Swiss Spallation Neutron Source (SINQ). Neutrons of wavelength λ = 0.6 nm with full width at half maximum spread Δλ/λ = 0.1 were collimated over distances between 3 m and 18 m before reaching the specimen and detected using a 2D multidetector at distances between 1.7 m and 20.2 m...
behind the specimen, with distances chosen depending on the desired range of scattering vectors $q$. At small scattering angles the magnitude of the scattering vector $q = |q| = 4\pi \sin \theta / \lambda$ is approximately proportional to the scattering angle $2\theta$ measured on the 2D multidetector. A horizontal electromagnet at the sample position was used to apply a saturating magnetic field of $\mu_0 H = 0.7 \text{T}$ perpendicular to the incident neutron beam. Raw scattering data were corrected for detector noise, neutron absorption within the specimen and air scattering around the specimen. An unirradiated specimen was also measured (see Fig. 3(a) and Sec. 3.1).

With the specimen in a saturating applied magnetic field $H$, the magnetic component of scattering exhibits a sine squared dependence on the angle between $q$ and $H$, due to the dipolar nature of the interaction between neutron spin and magnetic moments in the specimen. This anisotropy in the magnetic scattering allows it to be separated from the scattering from nuclei, which is isotropic. Magnetic scattering can be comparable or even more intense than nuclear scattering. For example, Fe has a nuclear bound scattering length of 9.45 fm [62] and a magnetic scattering length of 5.87 fm, taking 2.18 $\mu_0 \text{H}$/ion for bcc iron [63].

3. Results

In the following subsections we present our SANS measurements on our proton-irradiated specimens and details of the SANS analysis. Our results are summarized at the end of this section in Table 2.

In our setup $H$ lies perpendicular to the neutron beam and horizontal in the 2D detector plane, so in this direction the scattering is nuclear only. In the vertical direction the scattering contains both nuclear and magnetic components. Subtracting the horizontal scattering from the vertical scattering yields the magnetic scattering intensity profiles shown in Fig. 3(a).

3.1. Unirradiated specimen

The scattering from the unirradiated specimen (Fig. 3(a)) is well described by a power law with exponent $\alpha = -4$, originating

---

**Table 1.** Analysis of steel composition.

| Element | wt.% | at.% |
|---------|------|------|
| C       | 0.21 | 0.97 |
| Si      | 0.2  | 0.4  |
| P       | 0.008| 0.014|
| Cr      | 0.1  | 0.1  |
| Mn      | 1.48 | 1.50 |
| Ni      | 3.47 | 3.28 |
| Cu      | 0.31 | 0.27 |
| Mo      | 0.52 | 0.30 |
| Fe      | bal. | bal. |

**Table 2.** Summary of proton irradiation conditions. Dose and dose rate are averaged over the damaged volume shown in Fig. 2.

| $T_{irr}$ (°C) | $E$ (MeV) | Dose (10$^3$ dpa) | Dose rate (10$^{-7}$ dpa s$^{-1}$) |
|---------------|-----------|-------------------|----------------------------------|
| 300           | 5         | 7.2               | 8.8                              |
| 400           | 5         | 7.2               | 7.4                              |

---

Fig. 3. SANS intensity profiles and fits. (a) Magnetic scattering from our unirradiated and proton irradiated specimens (symbols). Inset is a zoom on the data at high $q$ with curves offset on the y-axis for clarity. Lines show model function fits. (b) Volume fraction distribution of CIPs reproducing the data in (a) using the maximum entropy method (symbols), or directly from the model function fits (lines) depicted in (a). The $v(r)$ scale shown presumes CIPs are non-magnetic.
from scatterers at much larger scales than those probed by our measured 
q-range. This can be understood as follows: in the limit of dilute similar scatterers, the scattered intensity is pro-
portional to the square of the form factor of an individual scat-
ter. For example, the form factor for a uniform sphere of radius 
R is \( F(qR) = 3 j_1(qR)/qR \), where the spherical Bessel func-
tion \( j_1(x) = (\sin x - x \cos x)/x^2 \). At large \( q \), that is at \( qD \gg 1 \), 
where \( D \) is the diameter of the scatterer, form factors typically 
decay as a power law in \( q \). The power law observed from the 
unirradiated specimen (Fig. 3(a)) extends to the minimum \( q \) of 
0.06 nm\(^{-1}\) probed in these measurements and hence the scatter-
ers causing it must have diameters \( \gg 17 \) nm. Given the sig-
nificant carbon content (Table 1) and bainitic microstructure of 
our specimens, these scatterers are expected to be carbides. As 
these features are much larger than the CIPs expected under ir-
radiation, we do not focus further attention on this power-law 
scattering component.

3.2. Maximum entropy analysis

In the irradiated specimens, in addition to the power law 
there is a clear bump in the scattering profile at \( \approx 2 \) nm\(^{-1}\) 
for the 300°C irradiated specimen and a broader feature be-
tween \( \approx 0.4 \) nm\(^{-1}\) and \( \approx 2 \) nm\(^{-1}\) for the 400°C irradiated 
specimen (Fig. 3(a)). Seeking an unprejudiced insight into 
these irradiation-caused features, we subtract the unirradiated 
scattering profile from each irradiated scattering profile and 
apply the maximum entropy method to the results. In this 
method, a maximum entropy algorithm is used to fit a 
size distribution \( \nu(r) \) of uniform spherical scatterers to the scat-
tering profile \( I(q) \) via

\[
I(q) = |\Delta \rho|^2 \int_0^\infty \frac{4\pi r^3}{3} F^2(q r) \nu(r) \, dr \quad (1)
\]

If the difference in scattering length density \( \Delta \rho \) between scat-
ter and matrix is known, then the \( \nu(r) \) fitted in Eq. (1) is the 
volume fraction distribution i.e. integrating \( \nu(r) \) over all \( r \) yields 
the volume fraction \( V \) occupied by scatterers. The scattered in-
tensity scales as \( V |\Delta \rho|^2 \) and we provide this quantity in case fu-
ture work should yield improved knowledge of \( \Delta \rho \). When quot-
ing volume fractions we assume the scatterers are non-magnetic 
and reside in a ferromagnetic bcc Fe matrix i.e. that the mag-
netic scattering contrast \( |\Delta \rho|^2 = 2.48 \times 10^{-7} \text{ nm}^{-4} \). We argue that 
this assumption is valid in the discussion (Sec. 4.2). Our quoted 
volume fractions also regard CIPs as forming in the damaged 
volume of irradiated specimens and not in their undamaged cen-
tral regions (Fig. 2). Throughout this article we weight averages 
of the size distribution, such as mean radius, by number density 
so that these averages may be directly compared with atom 
probe tomography results in the literature. The number density 
distribution is readily derived from \( \nu(r) = \frac{1}{4\pi r^3} n(r) \).

The \( \nu(r) \) found by applying the maximum entropy method to the 
irradiated minus unirradiated scattering profiles are shown by 
symbols in Fig. 3(b). Uncertainties in \( \nu(r) \) are estimated by 
running the maximum entropy code with different initial condi-
tions and taking the standard deviation of the results. The \( \nu(r) \) 
for the 300°C irradiated specimen (green diamonds in Fig. 3(b)) 
shows two peaks that both fit well to Gaussian sphere size dist-
tributions. The taller peak has mean radius 1.1 nm and standard 
deviation 0.2 nm. Gaussian distributions are often found to fit 
precipitates in Cu-containing Fe alloys (see e.g. [11, 22]). For the 
400°C irradiated specimen the maximum entropy analysis 
returns a bimodal size distribution (blue squares in Fig. 3(b)), 
with a long tail at high \( r \) and perhaps even a third peak at 
\( r \approx 5 \) nm. The \( \nu(r) \) fits well to the sum of two spherical size dis-
tributions: a Gaussian sphere distribution of mean radius 1.8 nm 
and standard deviation 0.4 nm plus a log-normal sphere distri-
bution of median radius 3.4 nm and width \( \sigma = 0.25 \), where \( \sigma \) is 
the standard deviation of \( \ln r \).

3.3. Direct model fitting

It proves instructive to check whether the maximum entropy 
method over-fits the scattering data. We take the previous 
spherical size distribution functions fitted to the \( \nu(r) \) output 
(symbols in Fig. 3(b)) and see if their corresponding scattering 
model functions directly fit our SANS scattering profiles 
(Fig. 3(a)), including a power-law function to account for the 
microstructural background at larger scales.

For the 300°C irradiated specimen we find the small peak 
at larger radius is not supported by direct fitting, as negative 
volume fractions then result for this feature. The large peak is 
confirmed: a single Gaussian-distributed sphere scattering 
model function plus a power law fit is shown by the solid green 
line in Fig. 3(a) and the corresponding \( \nu(r) \) distribution function 
is plotted in Fig. 3(b), also with a solid green line. The height of 
this directly-fitted distribution agrees remarkably well with 
the maximum entropy result (green diamonds in Fig. 3(b)), yielding 
a volume fraction \( V \) of 0.32(3)%). We note that attempting to fit 
a log-normal distributed sphere scattering model function plus 
a power law directly to the \( I(q) \) produces a 45% increase in \( \chi^2 \) 
compared to the Gaussian-distributed model, so the 300°C data 
evidently do not support a long tail in the size distribution.

For the 400°C irradiated specimen, a positive skew in the 
size distribution is suggested by maximum entropy fitting and 
reinforced by direct fitting of \( I(q) \). However the pronounced bi-
modal nature suggested by the maximum entropy method is less 
apparent in direct fits. The volume fractions from direct fitting 
of Gaussian plus log-normal distributed sphere scattering model 
functions including a power law (solid blue lines in Fig. 3(a) 
and (b)) are 0.11(2)% and 0.13(3)% for the Gaussian and log-

tnormal components respectively. These are smaller than those 
suggested by the maximum entropy analysis, as can be seen 
in Fig. 3(b) by comparing the directly-fitted scattering model 
distribution (solid blue line) with the maximum entropy result 
(blue squares). This difference illustrates the need for caution 
when using maximum entropy methods or other numerical re-
finements with very many degrees of freedom, since extraneous 
fluctuations in \( I(q) \) may readily be over-fitted. Furthermore, we 
are not fully convinced that a multi-modal distribution can be 
discerned in our 400°C data. For example, directly fitting a 
single log-normal distributed sphere scattering model function 
plus power law to \( I(q) \) (dashed blue line in Fig. 3(a)) increases 
\( \chi^2 \) by only 2%. This unimodal size distribution, overplotted as 
the dashed blue line on Fig. 3(b) for comparison, has a median 
radius of 1.3 nm and width \( \sigma = 0.53 \).
from the 400 °C irradiated specimen, are consistent with expectations e.g. the calculated incoherent scattering for a randomly disordered alloy of our composition (Table 1) is 0.0062 cm⁻¹ sr⁻¹. The fitted nuclear scattering intensities \( N \) are listed in Table 3 along with the magnetic scattering intensities \( M \) and the dimensionless ratio \( M/N \), which provides information as to the chemical composition of scatterers. For the 400 °C irradiated specimen, the smaller Gaussian sphere component has barely discernible nuclear scattering, resulting in a high \( M/N \) ratio with large uncertainty. Given that we are not convinced that these data support two size features, we also list in Table 3 the single log-normal sphere model fit results (blue dashed lines in Fig. 3), as well as the sum of the two-component fits. The latter yields a combined \( M/N \) ratio of 4.2 ± 1.8 and a combined size distribution of mean radius 2.1 nm and standard deviation 0.7 nm.

The 300 °C irradiated specimen has a \( M/N \) ratio of 3.0 ± 1.4 from the \( I(q) \) analysis. Here the narrow size distribution gives well-defined features in \( I(q) \) and we can improve the uncertainty on \( M/N \) by adding more scattering signal to the analysis (beyond vertical and horizontal sectors) and examining the scattering anisotropy on the 2D SANS detector (Fig. 4(a)). The sine-squared anisotropy, due to the dipolar interaction between neutron spin and magnetic moments in the specimen, is clear in Fig. 4(a). In Fig. 4(b) we show an azimuthal cut over the 1.0 ≤ \( q \) ≤ 1.5 nm⁻¹ range; this is fitted to a sine-squared plus constant term function: the amplitude of the sine-squared component is the magnetic intensity and the constant is the nuclear intensity. After correcting for the background power-law contribution, we obtain a \( M/N \) ratio of 2.4 ± 0.5.

4. Discussion

We begin our discussion by comparing our \( M/N \) ratio measured by SANS with previous atom probe tomography studies in Sec. 4.1. This comparison allows us to deduce likely compositions for CIPs in our proton irradiated specimens (Fig. 5). It also aids, in a self-consistent manner, justification of some assumptions made when calculating theoretical \( M/N \) ratios.

---

**Table 3.** Summary of SANS results on proton irradiated specimens.

| \( T \) (°C) | Analysis method | \( M \), Magnetic \( V[|\Delta \rho|^2] \) (10⁻¹⁰ nm⁻⁴) | \( N \), Nuclear \( V[|\Delta \rho|^2] \) (10⁻¹⁰ nm⁻⁴) | \( M/N \) ratio | \( V \), Volume fraction (%) | Number density (10²² m⁻³) | Mean radius (nm) | Standard deviation (nm) |
|-------|-----------------|----------------------------------|----------------------------------|-----------------|----------------------------|----------------------------|----------------|----------------------|
| 300   | Single Gaussian sphere \( I(q) \) fit | 7.9(8) | 2.6(1) | 3.0(14) | 0.32(3) | 55 | 1.1 | 0.2 |
| 400   | Two-component \( I(q) \) fit: | | | | | | | | |
| | Gaussian sphere component | 2.7(6) | 0.1(5) | 19(62) | 0.11(2) | 3.8 | 1.8 | 0.4 |
| | log-normal sphere component | 3.1(7) | 1.2(3) | 2.5(8) | 0.13(3) | 0.6 | 3.5 | 0.9 |
| | Averaged over both components | 5.8(9) | 1.4(5) | 4.2(18) | 0.23(4) | 4.4 | 2.1 | 0.7 |
| | Single log-normal \( I(q) \) fit | 6.7(9) | 1.8(3) | 3.7(8) | 0.27(4) | 8.0 | 1.5 | 0.9 |

---

**Fig. 4.** SANS from 300 °C proton-irradiated specimen. (a) 2D image of SANS multidetector. The unscattered neutron beam at the image centre is blocked by a beamstop. The applied magnetic field \( H \) lies horizontal and perpendicular to the neutron beam. (b) Azimuthal cut, averaging radially over the 1.0 ≤ \( q \) ≤ 1.5 nm⁻¹ range in which scattering from CIPs is most apparent, depicted by the white annulus in (a). The line is a fit with a sine-squared plus constant term function describing magnetic and nuclear scattering respectively.
CIP sizes (Sec. 4.3.3 and Fig. 8). Carbon content is identified quantitatively agreement with the literature data set, bearing in mind the known effects of nickel (Sec. 4.3.1) and its high content (3.3 at.%) in our specimen. We compare methods to normalize densities between CIP and matrix. Assuming the atomic volume of an element in a material is given by

\[ V = \frac{4}{3} \pi a^3 \]

where \( a \) is the lattice parameter, the scattering length \( b \) can be calculated as

\[ b = \frac{\rho}{\langle q^2 \rangle} \]

where \( \rho \) is the density of the material and \( \langle q^2 \rangle \) is the average square of the scattering length. In neutron scattering, the scattering length is a function of the atomic number and the atomic number density.

The term in curly braces \( \{ \ldots \} \) in Eq. (3) is the average nuclear CIP scattering length. For the precipitates reported by Zelenty et al. [45] it evaluates to 5.36 fm. As this is close to the nuclear scattering length of Si (4.15 fm), our results are anticipated to be fairly insensitive to the relative Si content of CIPs e.g. an increase of 5 at.\% in Si content suppresses \( M/N \) from 2.06 to 1.98. The same suppression is achieved by an increase in relative Mn CIP content of just 0.6 at.\%, demonstrating that \( M/N \) is sensitive to Mn. It is also sensitive to Cu and Ni but not to these elements separately, as illustrated by the ternary Cu-Ni-Mn diagram (Fig. 5) where lines of constant \( M/N \) are approaching parallel to the Cu axis. The \( M/N \) values displayed in Fig. 5 are calculated using Eq. (2) with a fixed CIP Si content of 20 at.\%, appropriate for the composition reported by Zelenty et al. [45].

In Fig. 5 we also overplot CIP compositions reported by other APT studies on high Ni, Cu-containing steels [39, 43, 65, 68, 69]. First we note our measured \( M/N = 2.4(5) \) for the 300°C proton-irradiated specimen is broadly consistent with the ensemble of CIP compositions from the APT literature. Looking more closely at the latter, we see the relative Ni content of CIPs tends to increase with neutron fluence at the expense of Cu (cf. triangle symbols in Fig. 5) parallel to the Cu axis. The \( M/N \) values displayed in Fig. 5 are calculated using Eq. (2) with a fixed CIP Si content of 20 at.\%, consistent with the results from other studies.

\[ M/N = \left( \frac{M}{N} \right) = \left( \frac{5.87}{9.45 - \left( 7.72a_{Cu} + 10.3a_{Ni} - 3.75a_{Mn} + 4.15a_{Si} \right) / 2} \right) \]

where it is additionally assumed that CIPs are non-magnetic. These assumptions will be justified in Sec. 4.2. \( a_j \) is the atomic fraction of element \( j \) in a CIP excluding Fe. Decimal values are elemental neutron scattering lengths in fm. Terms in minor enriching elements such as Mo and Cr are omitted since their effects are negligible here.

We begin by comparing the results of Zelenty et al. [45] on precisely the model steels examined in our study. Following thermal ageing at 405°C for 16 months, Zelenty et al. [45] report precipitates throughout the ferrite matrix and also in the cementite phase. The average composition from APT of precipitates within cementite is reported to be 12.7 at.\% Cu, 2.5 at.\% Cr, 43.4 at.\% Ni, 24.6 at.\% Mn, 16.9 at.\% Si, 1.56 at.\% Mo and 0.55 at.\% Cr, ignoring Fe and C [45]. Using Eq. (2) this gives a \( M/N \) ratio of 2.06. An APT reconstruction of one precipitate (Fig. 1 of Ref. [45]) appears to show Ni- and Si-rich regions forming as appendages to a Cu-rich core, consistent with the growth of appendages rich in Ni, Mn and Si (NMS) observed by APT in other RPV steels [8, 24, 43, 66]. Ignoring other elements, the relative NMS composition is 51.1 at.\% Ni, 29.0 at.\% Mn and 19.9 at.\% Si. In terms of Si content this lies midway between the \( G \) (\( Ni_2Mn_3Si \)) and \( G_2 \) (\( Ni_2Mn_3Si \)) phases proposed as coexisting thermodynamic endpoints [8] but is closer in Ni and Mn content to \( G_2 \), congruous with APT [24] and X-ray diffraction [66] results indicating that \( G_2 \) forms in high Ni (1.7 at.\%) RPV steel. For our 400°C proton-irradiated specimen, our two-feature fit to SANS \( I(q) \) profiles suggest large \( \approx 7 \) nm diameter scatterers with \( M/N = 2.5 \pm 0.8 \) and small \( 3.6 \) nm diameter scatterers with low nuclear contrast and high \( M/N \) ratio (Table 3). Though we are not convinced that two size features are supported by our data, this result may be reconciled with a picture of small copper cores (\( M/N \) ratio = 11.5) surrounded by large NMS appendages (\( M/N \) ratio = 1.74 for Ni:Mn:Si = 51:29:20 at.\%) growing in random directions from the cores.

The higher bulk Ni to Cu ratio explains the higher Ni and lower Cu content of the precipitates in cementite reported by Zelenty et al. [45] (four-pointed star in Fig. 5) compared to the thermally aged steels of Hyde, Sha et al. [39] (three-pointed stars in Fig. 5) and of Ref. [41]. Given that solute diffusion coefficients in cementite may be markedly different to those in
ferrite, it is remarkable that the CIP composition reported by Zelenty et al. [45] lies so close to the compositions reported by Connolly et al. [68] in high Ni, neutron-irradiated steels of similar Cu content (green circles in Fig. 5). This coincidence is possibly due to the balance of two opposing effects: irradiation of the latter steels rather than thermal ageing of the former, favouring less Cu and more Ni in CIPs, counterbalancing the lower bulk Ni to Cu ratio of the latter steels, favouring more Cu and less Ni in CIPs. With this in mind, we can tentatively estimate the composition of CIPs in our 300°C proton-irradiated steel; this estimate is sketched by the dashed oval in Fig. 5. The uncertainty and value of the $M/N$ ratio measured by SANS constrain the short axis of this oval and its lateral position on the ternary diagram (Fig. 5), while its position along the $M/N$ contour is an estimate accounting for the irradiation versus thermal-ageing effect and that our proton-irradiated steel has exactly the same bulk composition as the thermally aged steel of Zelenty et al. [45], whose CIP composition was measured by APT (four-pointed star in Fig. 5). The centre of this oval corresponds to a relative Cu-Ni-Mn-Si CIP composition of ≈11 at.% Cu, ≈47 at.% Ni, ≈22 at.% Mn and ≈20 at.% Si.

The higher proton irradiation temperature of 400°C clearly produces CIPs containing on average more Cu or Ni or both, as shown by our single-feature fit results (blue contours in Fig. 5). If we accept that our double-feature fit to these data corresponds to Cu cores surrounded by randomly orientated NMS appendages, then this picture favours greater Cu enrichment, since the smaller feature corresponding to pure Cu cores constitutes nearly half the precipitate volume fraction (cf. Table 3).

4.2. CIP magnetism, vacancy and Fe content

Here we justify the assumptions made in the expression for $M/N$ of Eq. (2), starting with the assumption that the atomic volume within CIPs $\Omega_p$ is the same as that of the matrix $\Omega_m$. Any difference between $\Omega_m = 11.78 \times 10^{-30}$ m$^3$ and $\Omega_p$ can be included in the $M/N$ calculation simply by multiplying the average nuclear CIP scattering length (the $\{\ldots\}$ term in Eq. (2)) by $\delta = \Omega_m/\Omega_p$, under the assumption that CIPs are non-magnetic. Calculated values for $\delta$, excluding vacancies, of eventual crystallographic CIP phases are close to unity, e.g. $\delta = 1.000$ for fcc Cu, $\delta = 0.986$ for $G$ phase Ni$_{56}$Mn$_{44}$Si$_{10}$ [70], and their inclusion would not have a significant effect on our results. An explicit vacancy fraction $z_v$ in CIPs can similarly be included into Eq. (2) by multiplying the average nuclear CIP scattering length by $(1 - z_v)$, where CIPs are again assumed to remain non-magnetic. For voids, $z_v = 1$ yields $M/N = 0.4$. We see the effect of increasing $z_v$ is to suppress $M/N$ and so to shift the calculated $M/N$ values, that is the background colour and contours representing our SANS results in Fig. 5 away from the
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longer overlap the uncertainties of our measured SANS $M/N$ when $z_e \gtrsim 0.1$.

Including a ferromagnetic CIP moment into the $M/N$ calculation dilutes the magnetic contrast, producing decreases of calculated $M/N$ ratios across the ternary diagram. This shifts the calculated $M/N$ contours representing our SANS results in Fig. 5 to the right of the ternary diagram, away from the ensemble of CIP compositions from the APT literature. These latter compositions no longer overlap within the uncertainties of our SANS $M/N$ for CIP moments of $\gtrsim 0.2 \mu_B / \text{ion}$. There are also good conjunctural reasons for small or zero CIP magnetic moments. Copper is observed to carry a negligible magnetic moment (0.002(94)$\mu_B / \text{ion}$) from polarized neutron diffuse scattering measurements on a bcc Fe$_{96.1}$Cu$_{3.9}$ alloy [71]. In binary bcc Fe$_{1-x}$Cu$_x$ alloys the measured magnetization change with Cu concentration $x$ is linear for $x \lesssim 20 \text{at.}\%$ and lies very close to (but not exactly at) the line given by simple dilution, where solute atoms have zero magnetic moment and no effect on Fe moments [72–74]. This apparent spin decoupling between solute and Fe electrons is unusual. It is due to Cu and Fe $\text{d}$ states being well separated in energy [75], as substantiated by first principles calculations that find solitary Cu ions in bcc Fe carry a small magnetic moment $\approx 0.1 \mu_B$ [76–81]. They also enhance the moment of nearest neighbour Fe atoms by $\approx 0.2 \mu_B$ but do not appreciably affect farther Fe moments [79, 81]. These findings explain why the magnetization decays slightly more slowly with $x$ than expected from simple dilution [72].

Including 0.1$\mu_B / \text{Cu}$ reduces the calculated $M/N$ ratio for pure copper precipitates from 11.5 to 10.5; this would affect our interpretation of the double-feature fit to our 400$\mu m$ electron micrographs and slows down CIP growth by hindering the mobility of Cu clusters [92].

In disordered alloys Mn–Mn interactions tend to be antiferromagnetic and suppress the surrounding magnetism, as observed in fcc Ni$_{1-x}$Mn$_x$ alloys for example, where the ferromagnetism of pure nickel collapses at $\gamma \approx 10 \text{at.}\%$ [82]. If the NMS-part of CIPs should order crystallographically, we might likewise expect this phase to be non-magnetic in our SANS measurements. Bulk $G$ phase (Ni$_{10}$Mn$_8$Si$_7$) for instance orders antiferromagnetically at $T_N \approx 197 \text{K}$ with Mn carrying all the magnetic moment [74].

At room temperature it is paramagnetic with a small susceptibility [71] that would yield $0.25 \mu_B$ per formula unit $= 0.009 \mu_B / \text{ion}$ in the 0.77 field applied field of our SANS measurements i.e. a negligible moment.

Having argued that the magnetic moment of CIPs in our specimens is insignificant based on theoretical grounds as well as for consistency with APT-measured compositions from the literature, we note an unfortunate corollary is that our SANS results are insensitive to the iron content of CIPs. This can be readily understood from Eq. 2 where we see that if we attempt to include a fractional atomic Fe content $z_{Fe}$ in CIPs, while preserving the relative solute compositions and assuming simple magnetic dilution, then a factor $(1 - z_{Fe})$ enters before each of the terms in Eq. 2 and so divides out. To have any appreciable effect on the $M/N$ ratio, the average magnetism of CIPs should be strongly non-linear in $z_{Fe}$, for which there is presently no quantifiable justification as far as we are aware. The reducing scattering contrast due to increasing $z_{Fe}$ does mean that the inferred CIP volume fraction $V$ increases as $1/(1 - z_{Fe})^2$. This can be used to set an upper limit on the possible $z_{Fe}$, corresponding to depletion from the matrix of any one CIP-enriching solute [83].

4.3. CIP size distribution

4.3.1. Known effects of nickel and manganese

The volume fraction and average size of CIPs in our 300°C proton-irradiated specimen are in broad agreement with reports on RPV steels irradiated to similar doses with high Ni and similarly high Cu content [58, 84]. At 1.1 nm mean radius, our CIPs are approximately half the size of copper precipitates forming under irradiation in binary Fe-Cu alloys [11, 85]. This is due to the presence of nickel and manganese, which are known to segregate to the CIP-matrix interface and lead to more numerous but smaller CIPs with increasing Ni [37, 86] or Mn [83, 85, 87–89] content, signifying a reduction in interfacial energy [37, 38, 40, 41] and/or a lowering of the work needed to form a critical CIP nucleus [90]. Nickel has also been suggested to stretch the dose dependence of hardening or volume fraction [48], with Monte Carlo simulations finding the attractive Ni-Cu solute interaction both promotes nucleation [91, 92] and slows down CIP growth by hindering the mobility of Cu clusters [92]. The formation of stabilizing Ni shells on CIPs may also contribute to the retardation [93].

We inspect our results more quantitatively by comparing measurements from the literature [21, 22, 43, 55–58, 66–68, 84, 94, 96], selecting those on RPV steels with Cu content between 0.19 and 0.33 at.% and Ni content $\gtrsim 1 \text{at.}\%$ in view of the leading effects of these elements (cf. Fig. 7). The highest Ni content in this comparison is that of our specimen (3.3 at.%). In Fig. 6a we plot the volume fraction as a function of dose. We have corrected for the different scattering contrasts used in some SANS studies for calculating $V$ [57, 95, 96]. The data shown span dose rates between 0.06 ndpa s$^{-1}$ [56] and 150,000 ndpa s$^{-1}$ [43]; irradiation temperatures between 225°C [68] and 320°C [43]; Mn content between 1.1 [43, 66] and 1.6 at.% [83]. An overlap with our 300°C proton-irradiated result is seen. However, considering the known effects of nickel and that our steel has the highest Ni content on this plot (cf. colour scales of Figs. 6d and 6e), we expect our result should lead the trend instead of overlapping it. Also the high dose-rate data (e.g. ion-irradiated points of Dohl et al. [23] or Almirall et al. [43]) lie to the right of the trend. This all indicates that dose rate effects are significant and should be corrected for.
We consider the effects of dose rate \( \phi \) (or equivalently, of flux) at a given dose \( \Gamma = \phi t \) (or fluence). Lower dose rates thus imply larger irradiation times to reach the same dose and so there is an underlying effect of thermal ageing. Monte Carlo simulations of neutron-irradiated bcc iron show this thermal ageing component becomes noticeable at dose rates below \( \approx 0.1 \text{ ndpa s}^{-1} [97] \). Above this threshold the recombination of vacancies produced in one cascade — a process which takes a few picoseconds — is not yet complete before another cascade occurs in the same region. Higher doses are then required to achieve the same damage. The threshold dose rates above depend on the mobility of vacancies and therefore upon their reaction rate constants \( K \). Recombination dominates and \( g_s \approx 1 = 0 \) at high dose rates, whereas \( g_s \) is unity in the sink dominated regime when \( \alpha \ll 1 \) at low dose rates \( \phi \ll \phi_0 \). The growth of CIPs, which is driven by the radiation enhancement of diffusion, may therefore be expected to scale as \( \phi \phi \) with \( p = 1/2 \) at high.
dose rates and to be independent of dose rate (i.e. $p = 0$) at low dose rates. This motivates one analysis method: power-law scaling of the experimental dose $Γ$, whereby an effective scaled dose $Γ(ϕ_0(ϕ))$ is defined to account for radiation-enhanced diffusion rate effects. $ϕ_0$ is the dose rate chosen to be invariant under scaling and $p$ is usually found by inspection. For the data in Fig. 6(a) we find $p = 0.25–0.30$ gives satisfactory results and show the result for $p = 0.26$ in Fig. 6(b), where we take $ϕ_0 = 0.45$ ndpa s$^{-1}$ for consistency with Ref. 58 and so that direct comparison with RPV surveillance data may be made. It is remarkable that the volume fraction in Fig. 6(b) appears to scale satisfactorily over 6 orders of magnitude of dose rate, from 0.06 ndpa s$^{-1}$ [50] to 150,000 ndpa s$^{-1}$ [43].

In Fig. 6(d) we focus on the modest dose region and show the nickel content of steels in this data set. APT tip compositions are used where provided [43, 68]. The two alloys of greatest Ni content, i.e. our specimen (3.3 at.%) and that of Connolly et al. [68] (2.5 at.%) clearly have CIP volume fractions that lie on a higher curve compared to the other alloys (that have 1.0–1.7 at. % Ni), as anticipated in view of the known nickel effects in synergy with copper (see Fig. 1 and last paragraph of Sec. 1). Dose rate effects are also expected to depend somewhat on Ni content from previous experimental investigations [32, 50]. Lower volume fractions at higher dose rates are clearly observed in SANS measurements on neutron irradiated RPV welds containing 0.2–0.6 wt. % Cu and 1.7 wt. % Ni, with $ϕ$ varying between 0.08 and 7 ndpa s$^{-1}$ [57, 90]. On the other hand, the irradiation hardening (and therefore CIP volume fraction) of Fe-Cu-Mn model alloys is observed to be independent of dose rate over the large range probed (0.3–3000 ndpa s$^{-1}$) with various irradiating particles (electrons, protons, neutrons) [50]. Microstructure may also play a role. All the data in Fig. 6 are from split-melt steels except the two points from Dohi et al. [22]; these are from a quenched ferritic steel. Our $p$ values are in line with the range of values (0.15–0.40) reported for other Ni-bearing split-melt bainitic RPV steels [8, 27, 50], whereas for single quenched ferritic model alloys containing high Ni (1.6 at. %) $p = 0.5$ is reported [50]. This may be due to a lower sink density and hence lower $S$ and $ϕ_0$ in ferritic steels, placing them firmly in the recombination dominated regime.

A second method to correct for dose rate effects is to use Eq. (4) directly [8, 21]. Presuming that a common $ϕ_0$ describes all data in Fig. 6 we find by inspection that values of $ϕ_0$ between 10 and 80 ndpa s$^{-1}$ are most suitable and show the result for $ϕ_0 = 30$ ndpa s$^{-1}$ in Figs. 6(c) and 6(e). With $r_1 = 0.57$ nm and $ζ = 0.4$, $ϕ_0 = 30$ ndpa s$^{-1}$ implies $D_s S^2 = 7 \times 10^{12}$ m$^{-2}$ s$^{-1}$. Neither $D_s$ nor $S$ are known with great certainty. Taking the sink strength $S$ as the dislocation density, values between $10^{13}$ m$^{-2}$ and $10^{15}$ m$^{-2}$ are expected in RPV steels (see e.g. [22, 51, 54, 100]). With $S = 10^{14}$ m$^{-2}$ for example, $D_s \approx 10^{-15}$ m$^2$ s$^{-1}$ at 300°C, consistent with suppressed $D_s$ associated with higher effective vacancy migration energy $\approx 1.2$ eV in ferrite compared to pure iron. This last effect is due to the formation of vacancy-carbon complexes that need to dissociate before vacancies can diffuse [101]; V$_2$C complexes in particular are important at 300°C [102–104] (see Sec. 4.5).

It is worth exploring dose rate effects and deriving normalization methods since this may reveal microscopic mechanisms underpinning CIP growth. Bearing in mind that the $ϕ^{−1/2}$ dependence emerging from the simple vacancy-interstitial recombination model is a result of its quadratic kernel, we note that if a $ϕ^{−1/n}$ dependence is evidenced experimentally, then at least $n$ distinct species must be significant active agents in the diffusion of point defects and in CIP growth. Indeed the addition of vacancy-solute traps to the vacancy-interstitial recombination model is suggested to yield a $ϕ^{−1/3}$ dependence at low dose rates [72]. In Fig. 7 we compare dose correction factors for the power-law scaling and $g_c(ϕ)$ methods used in Fig. 6 (solid and dashed line methods). Both result in the two steels with highest nickel concentrations lying above the other alloys in CIP volume fraction (Fig. 6), but on balance the power-law scaling appears more satisfactory in correcting the CIP volume fraction for dose rate effects. The difference between correction methods should be most noticeable at the extremes in dose rate (cf. Fig. 6). There we see the power-law scaling prevails: it both better normalizes the low dose-rate data of Eason et al. [55] (orange circles in Figs. 6(d) and Figs. 6(e)), while upholding a more sensible normalization of the high dose-rate ion-irradiation data of Almirall et al. [43] (blue symbols in the right halves of Figs. 6(b) and Figs. 6(c)). By contrast the $g_c(ϕ)$ adjustment returns a wider spread in the data at modest doses (cf. Figs. 6(d) and 6(e)) and misorders the pair of ion-irradiated and neutron-irradiated points from Almirall et al. [43] at $\approx 70$ mdpa in $g_c(ϕ)$-adjusted dose (Fig. 6(c)) that have very different volume fractions but are in fact irradiations of the same steel, so these volume fractions should be monotonically increasing with effective dose. For completeness in Fig. 7 we also compare the solute trapping recombination (STR) model of Odette et al. [32], taking the concentration of available traps as the total content of vacancy-binding solutes Cu, Ni, Mn and Si [50, 105] (symbols...
in Fig. 7). We use the approximation and parameter values detailed in Ref. [8] but increase the sink strength to $10^{15}$ m$^{-2}$; this facilitates comparison with the other two models by shifting the crossover between sink- and recombination-dominated regimes to higher dose rates. From Fig. 7 we see the STR model gives similar corrections to the $g_{\text{c}}(\phi)$ method with common $\phi_0$, but is less satisfactory as it appears to over-correct for the effects of irradiation temperature. An improved rate theory model might account for vacancy-carbon complexes and the non-Arrhenius vacancy diffusivity that results [101]. Moreover it should describe trapping of self interstitial atoms e.g. in Fe-Mn dumbbells [13]. Around half of interstitials generated in cascades are clustered [106], so it would not be surprising if triplets and larger clusters [106–108] were also significant in dose rate effects. It will be intriguing to discover in future work which four distinct species are instrumental in manifesting the $\phi^{-1/4}$ scaling ostensibly supported by experiments on Ni-bearing RPV steels.

4.3.3. Dose rate effects and possible influence of Ni, Mn and P on radius

In Fig. 8(a) we compare the CIP radius in our 300°C proton-irradiated specimen with the same data set used in Fig. 6 consisting of similar Cu and high Ni steels from the literature. We see higher dose rates tend to produce smaller CIPs for a given dose, as expected from the literature (e.g. [21, 59]). Since this effect on radius is visibly more pronounced than that on volume fraction (cf. Fig. 6(a)), this means the number density of CIPs increases with dose rate [21]. This outcome of more numerous and smaller CIPs is reminiscent of the known effects of nickel and manganese [83, 85, 89] (see Sec. 4.3.1) and leads us to conjecture that higher dose rates similarly suppress the CIP-matrix interface energy or the work needed to form a critical nucleus.

In Figs. 8(b) and 8(c) we see the methods to normalize for dose rate effects that worked well for CIP volume fraction appear, at first glance, to fail for CIP radius. The surviving variations in the data after normalization are difficult to justify, even with sophisticated cluster dynamics modelling where dose-rate scaling is extraneously enforced [42]. We suggest another factor plays a key role in determining CIP sizes and in the effects of dose rate therein. To reveal this hidden factor, in Fig. 9 we repeat the plot of Fig. 8(b), highlighting other factors in place of dose rate. In Fig. 9(a) we plot the Ni content and see no systematic variation. We also do not find any systematic variations of either CIP volume fractions or sizes with manganese or phosphorus (not shown). The P content varies between 0.004 at.% [23] and 0.1 at.% [95] for this data set. The lack of any discernible dependence of CIP sizes on Ni or Mn is surprising given that both are expected to result in smaller CIPs [83, 85, 89]. The Mn content varies only between 1.1 and 1.6 at.% for this data set, however. The lack of systematic variation of CIP radii with Ni content (Fig. 8(a)) suggests that the nickel effect on CIP sizes is saturated at high Ni contents $\gtrsim 1$ at.%.

4.4. Irradiation temperature and shift for surrogate ion experiments

Higher irradiation temperatures $T_{\text{irr}}$ are known to lead to reduced hardening [7, 19] with a corresponding decrease in CIP volume fraction. This is consistent with our observations of a $\approx 20\%$ lower CIP volume fraction following proton irradiation at 400°C compared to that at 300°C (cf. Table 3). However, the effect on CIP volume fraction is only slight for the literature data set shown in Fig. 6 for which $T_{\text{irr}}$ spans from 225°C [68] to 320°C [43]. Higher $T_{\text{irr}}$ is also thought to increase CIP sizes (see e.g. [84]) and indeed we observe larger CIPs at proton irradiation temperatures of 400°C compared to 300°C (cf. Table 3). We also see in Fig. 9(b) that the trend of larger CIP radii at higher $T_{\text{irr}}$ is mostly borne out in the literature data set but there are notable exceptions: for example the 310°C point from Connolly et al. [68] (blue rhombus at $\approx 6$ mdpb scaled dose in Fig. 9(b)) and the 276°C point from Dohi et al. [22] (yellow square in Fig. 9(b)). In Sec. 4.5 we see that these exceptions can be explained by a strong dependence of CIP sizes on carbon content.

Comparing our 300°C and 400°C proton irradiations to neutron irradiations at $\approx 300°C$ from the literature, we find overall that 300°C proton irradiation, with a correction of dose for the accelerated dose rate, yields CIPs similar to those engendered by neutrons, with excellent agreement with literature data in CIP volume fractions (Fig. 6), sizes (Figs. 8 and 9) and composition (Fig. 5). On the other hand, a shift of proton irradiation temperature to 400°C causes CIP sizes and composition to diverge away from $\approx 300°C$ neutron literature data, as is readily illustrated, for example, for CIP compositions by the ternary diagram (Fig. 5) where the measured $M/N$ ratio contours for our 400°C proton-irradiated specimen fail to overlap with APT results from the literature.

A zero shift in irradiation temperature is evidently desirable when simulating precipitation in reactor steels using surrogate particles, if precipitate volume fractions, sizes and compositions are to be reproduced. There are several reasons for this. To begin with, in Cu-containing steels, the proximity of Cu content and reactor steel operating temperatures to the Cu solubility function means that the degree of Cu supersaturation is a strong function of temperature; for example, a 1% change in absolute temperature at 573 K produces a $\approx 20\%$ change in Cu supersaturation [44]. The stability of vacancy-carbon complexes is also a strong function of temperature [103]. A zero shift in irradiation temperature is therefore desirable since we suggest shortly in Sec. 4.5 that dissolved carbon plays a key role in determining precipitate sizes in conjunction with dose rate. Further, irradiation temperature and dose rate are known from experiments to have qualitatively dissimilar effects on precipitate development: higher irradiation temperatures and higher dose rates both result in suppressed CIP volume fractions, but higher irradiation temperatures tend to increase CIP sizes, whereas higher dose rates tend to produce smaller CIPs for a given dose. Temperature cannot therefore be used to compensate for dose rate effects as done e.g. in austenitic stainless steels to reproduce interfacial segregation.
Fig. 8. Comparison of CIP radius in our 300°C proton-irradiated specimen with results from the literature. Effects of employing the two methods from Fig. 6 for normalizing the experimental dose $\Gamma$ are shown in (b) and (c). See Fig. 6 legend for symbol key and data references.

4.5. Potential effects of carbon

In Fig. 9(c) we show the nominal carbon content, or analysed average carbon content where available, of steels in the data set used in Fig. 6. Ignoring the two grey points with $\sim 0.005$ at.\% C of Dohi et al. [22], we see an overall trend towards smaller CIP radii at lower nominal carbon content for a given dose. The variation due to carbon appears at least as significant as that due to dose rate (cf. Fig. 8), so normalizations accounting only for dose rate are unlikely to succeed. The strong dependence of CIP sizes on C content may surpass the effect of irradiation temperature, explaining the exceptions to expected $T_{irr}$ effects noted above in Sec. 4.4.

The potential roles played by carbon are manifold. It determines the microstructure depending on heat treatment. The two grey points of Dohi et al. [22] are simply quenched and have ferritic microstructures [22], but all other steels in Fig. 9(c) have carbon contents well above the ferrite solubility limit and are expected to have appreciable carbide fractions. Carbide-ferrite interfaces are ostensively effective defect sinks, particularly for dumbbells and vacancy-solute pairs composed of carbon-binding solutes. We noted in Sec. 4.3.2 that the low sink density in simple ferritic alloys leads to recombination-dominated dose-rate scaling of CIP volume fractions [50]. Looking for possible microstructural effects on CIP sizes, in Fig. 9(c) we find the blue and green points with lower nominal carbon contents $\lesssim 0.4$ at.\% are all welds, whereas the red, orange and yellow points with higher nominal carbon contents $\geq 0.7$ at.\% are split-melt plates or forgings. At first glance this distinction seems to divide the data set into two groups, with generally smaller CIPs in welds. However the weld data from Bergner et al. [56] (top green pentagon in Fig. 9(c)) demonstrate that welds can manifest larger CIPs. Additionally, intermediate-sized CIPs falling in the apparent gap between welds and split-melt steels are observed in welds containing more carbon (up to 0.6 at.\%) than those in our data set [86, 109]; they are not plotted in Figs. 6–9 as their Cu and Ni contents fall outside the bounds delimiting our data set (see Sec. 4.3.1).

Welds tend to have lower carbon content and also higher silicon content than the base metal, depending on the weld flux. The 7 blue weld points of lowest C content $\leq 0.25$ at.\% in Fig. 9(c) indeed have the highest Si contents $\geq 0.85$ at.\%
of our data set, as illustrated in Fig. 9(d). However 4 of the 5 green weld points of C content ≃ 0.4 at.% in Fig. 9(c) have the lowest Si content (0.3 at.%) of our data set. As both blue and green points in Fig. 9(c) generally have smaller CIPs for a given dose, we deduce that any silicon effects are secondary to carbon or microstructural effects. This is corroborated by literature reporting identical CIP radii following similar neutron irradiations of RPV welds of disparate Si content (0.4 at.% and 1.2 at.%) but comparable C content (0.6 at.% and 0.4 at.%).

Further studies, in particular on lower carbon model steels, are needed to separate possible direct effects of carbon from microstructural effects particular and common to welds that may promote CIP nucleation. Further characterizations of matrix carbon levels and how carbon is distributed in RPV steels are required. For the time being we construct a picture of how carbon effects might work, positing that higher nominal contents above the ferrite solubility limit lead somewhat monotonically to greater carbide fractions and also to higher residual carbon levels in the ferrite matrix. This premise is not inconceivable given all welds and split-melt steels in our data set have comparable post-weld stress-relief or tempering treatments of several hours at temperatures 600°C–650°C. Greater carbide fractions will mop up carbide-forming solutes like manganese and diminish their levels in the matrix. Recalling that the known leading effect of manganese on CIPs is to restrict their sizes, we expect this explains some of the trend evinced in Fig. 9(c), with less Mn remaining in the matrix reducing its size-limiting effect on CIPs, resulting in larger CIPs at higher nominal carbon contents. There are, however, data such as the pair of green pentagons in Fig. 9(c) from Bergner et al. that are measured on the same steel irradiated to the same dose but at different dose rates, with very different CIP radii produced. There must therefore also be a significant compound or synergistic effect of carbon with dose rate.

Due to the strong attraction between vacancies and interstitial carbon, vacancy-carbon complexes are expected to form under irradiation. We anticipate larger complexes like vC2 [102, 105, 110] will be significant in dose rate effects, since at irradiation temperatures ≃ 300°C these lie on the threshold of stability as evidenced by positron annihilation and resistivity recovery experiments. Their long metastable lifetimes will span the interval between displacement cascades occurring in the same sample region, with the overlap extent depending on dose rate. Furthermore these lifetimes will strongly depend on irradiation temperature around 300°C and may well drive the known effects of irradiation temperature on CIP volumes and sizes. With effective migration energies of ≃ 1.6 eV [112], vC2 complexes are immobile and should act as effective sinks for interstitials, such as Fe-Mn dumbbells that dominate the transport of Mn [4, 53]. There will also be sink strengthening in the vacancy-solute transport channel due to dissolved carbon binding with vacancy-solute pairs to form immobile triplets [113, 114]. To explain the compound effect of carbon and dose rate on CIP radii, a net bias in sink strengthening caused by carbon toward the interstitial channels is required i.e. trapping by carbon and vacancy-carbon complexes of Fe-Mn dumbbells should outweigh that of vacancy-solute pairs. This would subsequently result in a relative easing of the suppression, due to recombination at higher dose rates, in interstitial concentrations, so at higher dose rates Fe-Mn dumbbell concentrations will be relatively greater compared to free vacancy and vacancy-solute concentrations that drive initial CIP growth by Cu transport. This effective increase in manganese effect would lead to smaller CIPs at higher dose rates, as seen in Fig. 8.

In Sec. we argued that a minimum of 4 distinct defect species are required in rate theory to reproduce the power-law scaling of dose for dose rate effects evinced by the experimental data. Fe-Mn dumbbells, carbon-containing vacancy complexes and carbon-containing solute clusters are clear candidates to include in future rate theory work. This would then couple with cluster dynamics modelling, for example by quantifying the effects of dose rate on interfacial energy, while atomistic simulations could explore possible changes in solute kinetics in the vicinity of precipitates.

5. Conclusions

In this study high Ni, Cu-containing model steel specimens were irradiated with 5 MeV protons to average doses of 7.2 mdp/a at dose rates 10^5 times greater than those experienced due to fission neutrons by reactor pressure vessels (RPVs) in light-water reactor operation. Small-angle neutron scattering (SANS) was used to characterize the resulting copper-initiated precipitates (CIPs), with the following principal results:

- Following proton irradiation at 300°C, CIPs follow a Gaussian size distribution of mean radius 1.1 nm and standard deviation 0.2 nm. The magnetic-to-nuclear SANS scattering ratio \( M/N = 2.4 \pm 1.5 \).
- Following proton irradiation at 400°C, CIPs are significantly larger than at 300°C and give a higher \( M/N \) ratio on average. The CIP size distribution is positively skewed: it can be well described either by a single log-normal distribution or by a distribution with two size components. The latter is consistent with a picture of small Cu cores surrounded by larger appendages rich in Ni, Mn and Si.

To establish further conclusions our SANS results were compared with data from the literature on high Ni, Cu-bearing RPV steels. We find:

- For CIP compositions in these steels, the measured SANS \( M/N \) ratio is most sensitive to the Mn content of CIPs, is sensitive to Cu and Ni but not to these elements separately, and is least sensitive to Si. For our 300°C proton-irradiated specimen, a CIP composition of \( \approx 11 \text{ at.\% Cu, } \approx 47 \text{ at.\% Ni, } \approx 22 \text{ at.\% Mn and } \approx 20 \text{ at.\% Si } \) is consistent with the measured \( M/N \) and is argued to be the likely CIP composition after considering the effects of irradiation versus thermal ageing on CIP compositions and that identical steels were thermally aged and characterized using atom probe tomography (APT) by Zelenty et al. [45].
- A power-law scaling of the experimental dose for dose rate effects, with exponent 0.25–0.30, is found to acceptably
align CIP volume fractions over 6 orders of magnitude in dose rate.

- Scaling for dose rate effects does not work satisfactorily for CIP sizes and we suggest other effects are also dominant here. We identify carbon content as playing a significant role in determining CIP sizes, in conjunction with dose rate.

- 300°C proton irradiation satisfactorily reproduces the CIP volume fraction, size and composition expected after irradiation by fission neutrons at 300°C reactor operating temperatures. 400°C proton irradiation yields larger CIP sizes and CIP compositions with more Cu and/or Ni on average. We therefore conclude a zero shift in irradiation temperature is desirable for simulating precipitation in reactor steels using surrogate particles at accelerated dose rates.

To close, we have demonstrated the partnership of proton irradiation and SANS is invaluable in investigations of radiation effects, as proven in this study of precipitation in reactor steels. MeV protons penetrate to a sufficient depth in metals so as to make bulk volume techniques like SANS feasible. By characterizing the bulk of specimens, SANS yields precise assessments of volume fractions and size distributions of hardening precipitates, complementing APT studies that provide compositional details but are limited to small probe volumes. The partnership of proton irradiation and SANS facilitates precise studies of radiation effects at accelerated dose rates, enabling new research avenues to reveal underlying radiation damage mechanisms, such as systematic studies of dose rate effects. It also clears a much-needed irradiation–characterization route for future studies of fusion neutron effects.
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