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Abstract—Spiking neural networks are efficient computation models for low-power environments. Spike-based BP algorithms and ANN-to-SNN (ANN2SNN) conversions are successful techniques for SNN training. Nevertheless, the spike-base BP training is slow and requires large memory costs. Though ANN2NN provides a low-cost way to train SNNs, it requires many inference steps to mimic the well-trained ANN for good performance. In this paper, we propose a SNN-to-ANN (SNN2ANN) framework to train the SNN in a fast and memory-efficient way. The SNN2ANN consists of 2 components: a) a weight sharing architecture between ANN and SNN and b) spiking mapping units. Firstly, the architecture trains the weight-sharing parameters on the ANN branch, resulting in fast training and low memory costs for SNN. Secondly, the spiking mapping units ensure that the activation values of the ANN are the spiking features. As a result, the classification error of the SNN can be optimized by training the ANN branch. Besides, we design an adaptive threshold adjustment (ATA) algorithm to address the noisy spike problem. Experiment results show that our SNN2ANN-based models perform well on the benchmark datasets (CIFAR10, CIFAR100, and Tiny-ImageNet). Moreover, the SNN2ANN can achieve comparable accuracy under CIFAR100, and Tiny-ImageNet). Furthermore, the SNN2ANN can provide a low-cost way to train SNNs, it requires many inference steps to mimic the well-trained ANN for good performance. In this paper, we propose a SNN-to-ANN (SNN2ANN) framework to train the SNN in a fast and memory-efficient way. The SNN2ANN consists of 2 components: a) a weight sharing architecture between ANN and SNN and b) spiking mapping units. Firstly, the architecture trains the weight-sharing parameters on the ANN branch, resulting in fast training and low memory costs for SNN. Secondly, the spiking mapping units ensure that the activation values of the ANN are the spiking features. As a result, the classification error of the SNN can be optimized by training the ANN branch. Besides, we design an adaptive threshold adjustment (ATA) algorithm to address the noisy spike problem. Experiment results show that our SNN2ANN-based models perform well on the benchmark datasets (CIFAR10, CIFAR100, and Tiny-ImageNet). Moreover, the SNN2ANN can achieve comparable accuracy under CIFAR100, and Tiny-ImageNet). Furthermore, the SNN2ANN can provide a low-cost way to train SNNs, it requires many inference steps to mimic the well-trained ANN for good performance.
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I. INTRODUCTION

In recent years, deep artificial neural networks [1] (ANNs) have achieved outstanding performance for many applications such as image recognition [2], [3], biometric identification [4], [5], object detection [6]–[8], etc. However, the success of deep ANNs relies on large-scale power consumption, which is not easy to deploy the ANNs on low-power platforms [9]–[13]. Spiking Neural Networks [14] (SNNs) is a promising learning model due to its computational efficiency for discrete spike events, which plays an important role in real-time practical applications [15]. The spiking neurons are the basic components of SNNs. These neurons fire the spikes only when the accumulated inputs exceed the threshold, making SNNs more power-efficient than ANNs. However, the outputs of the spiking neurons are binary and non-differentiable, disabling the traditional backpropagation training algorithms for SNNs.

Many algorithms have been proposed for training SNNs, and the most popular learning methodologies can be summarized in two classes: a) Spike-based backpropagation algorithms and b) ANN-to-SNN conversion (ANN2SNN). The Spike-based backpropagation [16]–[18] trains the SNN directly. One of the popular Spike-based BP algorithms is Spatio-temporal backpropagation [16] (STBP). The STBP captures the Spatio-temporal dynamic of the SNNs, leading to few time steps for inference. However, the STBP requires the BP algorithm to propagate the gradients through spatial and temporal directions, resulting in a high computational cost for training.

To avoid the costly training of Spike-based BP algorithms, the ANN2SNN converts a trained ANN to the SNN version [19]–[21], which requires few parameters to train, and the conversion cost is low. Benefitting from the good performance of the well-trained ANN, ANN2SNN conversions perform good in many tasks. Nevertheless, the excellent performance of ANN2SNN relies on a large number of time steps to simulate the behaviors of the ANN, which is inefficient during model inference. In addition, the activation values and positions of the feature maps of SNNs are much different from the ANNs, resulting in the noisy spike problem and degenerating the performance of SNNs.

In this paper, we propose a SNN-to-ANN (SNN2ANN) framework to train the SNNs in a fast and memory-efficient way. The SNN2ANN consists of 2 components: a) a weight-sharing architecture between ANN and SNN, and b) spiking mapping units. Firstly, the architecture enables the BP training on the ANN branch, and the weight-sharing mechanism guarantees that both SNN and ANN branches are updated simultaneously. Secondly, the spiking mapping units contain Rectified Spiking Unit (ReSU) and Straight-Through Spiking Unit (STSU), which adjust the spiking features as the activation values of the ANN branch. As a result, we can optimize the classification error of the SNN by training the ANN branch. Moreover, to address the noisy spike problem, we propose the adaptive threshold adjustment algorithm to decrease the firing number of noisy spikes. Our SNN2ANN differs from the ANN2SNN conversions in two aspects: a) the SNN2ANN does not require the spiking neurons to simulate the behaviors of ANN; b) the spiking mapping units bound
the time steps to result in fast inference. In addition, the spatial-temporal gradient propagation of the Spike-based BP is not involved in our SNN2ANN, reducing the GPU memory consumption and improving the training speed.

Our main contributions can be summarized below:

- We design a SNN2ANN framework to transfer the training of SNN on the ANN. Different from the Spike-based BP that directly trains the SNN, the SNN2ANN trains the SNN on the ANN branch, reducing the training time and memory costs.

- We propose the Rectified Spiking Unit (ReSU) and Straight-Through Spiking Unit (STSU) to model the ANN branch. The ReSU/STSU establishes the equivalence relation between the ANN and SNN branches. When the ANN training is finished, we can obtain the SNN with a similar performance to the ANN branch.

- We propose the adaptive threshold adjustment (ATA) algorithm to address the noisy spike problem. The ATA adaptive increases the firing threshold of the IF neuron based on the noisy activation during training. The increased threshold decreases the firing noise of the spikes, which improves the performance of SNNs.

Experiment results demonstrate that our SNN2ANN performs well on CIFAR10, CIFAR100, and Tiny-ImageNet datasets with a few time steps and significantly saves training consumption. For example, the SNN2ANN can achieve comparable accuracy under 0.625× time steps, 0.377× training time, 0.27× GPU memory costs, and 0.33× spike activities of the Spike-based BP model.

II. BACKGROUND&RELATED WORK

A. Spiking Neural Networks

The Integrate-and-Fire (IF) neuron is the basic component of SNN. Given a fully connected SNN with L layers, the dynamic of the i-th neuron of layer n can be described as

\[ u^{t,n}_i = u^{t-1,n}_i (1 - o^{t-1,n}_i) + \sum_{j=1}^{l_{n-1}} w_{j,i}^{n} o^{t-1,n-1}_j + b^n_i, \quad (1) \]

\[ o^{t,n}_i = \begin{cases} 1, & \text{if } u^{t,n}_i > V_{th}, \\ 0, & \text{otherwise} \end{cases}, \quad (2) \]

where \( o^{t,n}_i \) denotes the spike and \( u^{t,n}_i \) is the membrane potential (MP) at \( t \). \( w_{j,i}^{n} \) is the weight connects the j-th neuron in the layer n \(-1\) and the i-th neuron in layer n, and \( b^n_i \) is the bias. The MP integrates the pre-synaptic spikes in the temporal direction, and the post-synaptic spikes are generated when the MP crosses \( V_{th} \). Such a Spatio-temporal dynamic makes SNNs much different from the popular ANNs (e.g., CNN and LSTM). In addition, the discreteness of the spiking output disables the gradient calculation for BP training.

Fig. 1 shows the forward propagation of the SNN with IF neurons in \( T \) steps. The input layer receives a sequence of images for the encoder layers. For an encoder layer, the synaptic weights integrate the outputs from the previous encoder, and then the IF neurons generate the spikes to the next layer and accumulate the MP for the next time step. Finally, the output layer integrates the outputs of the last encoder and makes a decision for classification.

\[ \frac{\partial o^{t,n}_i}{\partial u^{t,n}_j} = \frac{1}{a} \text{sign}(|u^{t,n}_j - V_{th}| < \frac{a}{2}), \quad (3) \]

where \( a > 0 \) is a scalar factor. The Spike-based BP training captures the spatial-temporal dynamic of the SNN, resulting in small time steps for inference. However, based on Eq. (1), the gradients propagate through the spatial and temporal directions for synaptic weights updating. By detaching the gradient calculation of \( o^{t-1,n}_i \) in Eq. (1), for \( 1 < t \leq T \), we can write the gradient of \( o^{t,n}_i \) w.r.t \( w_{j,i}^{n} \) as

\[ \frac{\partial o^{t,n}_i}{\partial w_{j,i}^{n}} = \frac{\partial o^{t,n}_i}{\partial u^{t,n}_j} \frac{\partial u^{t,n}_j}{\partial w_{j,i}^{n}} = \frac{\partial o^{t,n}_i}{\partial u^{t,n}_j} \left( \sum_{j=1}^{l_{n-1}} o^{t-1,n-1}_j + (1 - o^{t-1,n}_j) \frac{\partial u^{t-1,n}_j}{\partial w_{j,i}^{n}} \right). \quad (4) \]

The gradients for \( w_{j,i}^{n} \) are calculated in every time step, leading to a slow training speed and large memory cost.

C. ANN-to-SNN Conversion

The ANN2SNN conversion is to convert a trained ANN to its SNN version, which requires few parameters to train, and the conversion cost is low. Many conversion-based SNNs are built based on the spiking neuron with a soft reset [28]–[30], and the MP dynamic is

\[ u^{t,n}_i = u^{t-1,n}_i + \sum_{j=1}^{l_{n-1}} w_{j,i}^{n} o_{j}^{t-1,n-1} + b^n_i - o^{t-1,n}_i V_{th}. \quad (5) \]
Then, the firing rate of the $i$th neuron of layer $n$ at step $T$ is
\[
    r_{i}^{T,n} = \frac{\sum_{t=1}^{T} o_{i}^{t,n}}{T} = \frac{\sum_{j=1}^{l_{n}-1} w_{j,i}^{n} r_{j}^{T-1,n} + b_{i}^{n}}{V_{th}} - \frac{u_{i}^{T,n}}{V_{th}}, \tag{6}
\]
Based on the Rate coding mechanism and the soft reset, the ANN2SNN conversions treat the activation of ANN as the spiking firing rate:
\[
    r_{i}^{n} = \min(\max(\frac{\sum_{j=1}^{l_{n}-1} w_{j,i}^{n} r_{j}^{n-1} + b_{i}^{n} - V_{th}}{V_{th}}, 0), 1). \tag{7}
\]
Since $r_{i}^{n} \in [0,1]$, the SNN simulates the ANN by approximating the spiking firing rate layer-by-layer. However, we can find that the equivalent between Eq. (6) and (7) is only established when $T \to +\infty$. The conversion-based SNN requires many inference steps to mimic a well-trained ANN for good performance. Till now, many techniques have been proposed to shrink the converted SNN inference time steps, such as Spike norm [21], Max norm [31], Robust norm [31], Rate norm [29], et al. Meanwhile, some coding mechanisms are designed to replace the rate coding of ANN2SNN for faster inference, such as Temporal-Switch Coding [32], and FS-conversion coding [33] and so on. However, the inference steps of ANN2SNN are much larger than the spike-based BP models.

Recently, [34] proposed tandem learning to reduce the training cost of SNNs. Nevertheless, the noisy spikes of the SNN are not addressed, and the shallow structure limits the performance. The inference steps of the conversion-based SNN are large, while the spike-based BP training is slow and costs many GPU memories. It promotes us to design a fast and memory-efficient technique to train the deep SNNs.

### III. METHODOLOGY

In this section, we design the SNN2ANN for SNN learning. We first analyze the noisy spike problem in the weight-shared SNN in Section III.A. Then, we propose the ANN2SNN framework to transfer the SNN training on ANN in Section III.B. In Section III.C, we design the spiking mapping units (ReSU and STSU) to rectify the spiking features on the ANN branch for training. Furthermore, the adaptive threshold adjustment is designed to address the noisy spike problem.

#### A. Noisy Spikes in Weight-shared SNN

Transferring the trained weights of ANN on the SNN is a direct way for SNN learning. If the accumulated spikes of SNN are equivalent to the activation values of the ANN, the models should have the same performance. However, the inputs/outputs of the spiking neurons are binary sequences, leading to the activation values of SNN being much different from the ANN. The SNN may activate the neurons which are inactive in ANN. Such inconsistent activation neurons generate noisy spikes, resulting in the degeneration performance of the SNN.

Fig. 2 visualizes the activated positions of the weight-shared SNN and ANN layer. The upper branch is the SNN, and the lower branch denotes the ANN. The conv2d is a convolution layer, and the sign function is applied to obtain the activation positions from the outputs of the ReLU [35]/IF neuron. Both SNN and ANN share the same input image. For the SNN, the input image is copied 5 times as the sequence feed into the network. The integrate-and-fire mechanism makes the dynamic of the IF neuron much different from ReLU. The inactive positions in ReLU may be activated in the IF neuron, as the red points are shown in the up-right part of Fig. 2. These inconsistent activations in SNN are the noisy spikes, making the performance of the weight-shared SNN not comparable to ANN.

We consider the weight-shared SNN and ReLU-based ANN using a VGG-13 backbone for a CIFAR10 training task and model the SNN with Integrate-and-Fire (IF) neurons. To demonstrate that the noisy spikes affect the performance of SNNs, we apply the ReLU activation positions of the ANN for the SNN to filter the inconsistent activation, and such SNN is denoted as “VGG-13-SNN-1”. The SNN that is only weight-shared with the ANN is denoted as “VGG-13-SNN-2”. Fig. 3 shows an accuracy changing curve of the weight-
shared ANN and SNNs. By utilizing the position information of the ReLU outputs, the VGG13-SNN-1 filters the noisy spikes and shows a similar changing tendency to the VGG-13-ANN. However, the VGG13-SNN-2 w/o denoising obtains poor performance. Filtering the noisy spikes is the key to improving the performance of SNN. However, it is hard to obtain the position information of ANN for SNN inference.

B. SNN-to-ANN Framework

The ANN-to-SNN conversions are not inference efficient, while the spike-based BP training requires too many computation resources. To address these problems, we design an SNN-to-ANN (SNN2ANN) framework to transfer the training of SNN on the ANN. The overview of the SNN2ANN is shown in Fig. 4. The upper branch is the SNN with IF neurons, while the lower branch is the ReSU/STSU-based ANN. The ReSU/STSU incorporates the accumulated spikes on the ANN branch, and BP training works on the ANN branch for parameter updating. Both ANN and SNN branches share the weights and classifier.

C. Spiking Mapping Units

As mentioned in Section III.A, the activation positions of ANN can not be used for the weight-shared SNN. To address this problem, we share the spiking activation for the training of ANN. Our idea is to design the Rectified Spiking Unit (ReSU) and Straight-Through Spiking Unit (STSU) to transfer the spiking features of SNN for ANN branch modeling.

1) Rectified Spiking Unit: Let \( x_q^n \) denotes the output of the \( n \)-th layer of the ANN branch, and the ReSU can be described as

\[
x_q^n = \text{Sign}(r^n_q) \circ \sum_{t=1}^{T} o^{t,n},
\]

where \( x_q^n \) is the output of ReLU activation, \( o^{t,n} \) is the spiking outputs of the \( n \)-th layer of the SNN at time step \( t \), and \( \circ \) denotes the Hardamand product. The \( \text{Sign}(\cdot) \) maps the outputs of ANN in \( \{0, 1\} \) which can be regarded as the activated positions of the ReLU. Such position information disables the noisy spikes to participate in the training of ANN. With the ReSU, the filtered spiking features are propagated through the ANN branch so that the training error is calculated based on the spiking features. The workflow of the ReSU is shown in Fig. 5.

Now, we give the gradient analysis on the ReSU activation. Suppose \( \mathcal{L} \) is the loss function of the network and \( W^n \) are the weights of layer \( n \), then the gradient of \( \mathcal{L} \) w.r.t \( W^n \) is

\[
\frac{\partial \mathcal{L}}{\partial W^n} = \frac{\partial \mathcal{L}}{\partial x^r_q^n} \frac{\partial x^r_q^n}{\partial W^n} = \frac{\partial \mathcal{L}}{\partial x^r_q^n} \frac{\partial x^r_q^n}{\partial o^{t,n}} \frac{\partial o^{t,n}}{\partial W^n} + \sum_{t=1}^{T} \frac{\partial \mathcal{L}}{\partial x^r_q^n} \frac{\partial o^{t,n}}{\partial W^n}.
\]

Since the training is worked on the ANN branch, the accumulated spikes are not involved in the gradient calculations for weight updating,

\[
\frac{\partial o^{t,n}}{\partial W^n} = 0, \ t \in [1, T].
\]

The \( \text{Sign}(\cdot) \) quantifies the ReLU outputs to the position information, disabling the gradient propagation from \( \mathcal{L} \) to \( W^n \). Therefore, we introduce the Straight-Through-Estimator \( \text{STE} \) to address this problem. Specifically, the \( \text{STE} \) passes the gradient of \( \mathcal{L} \) w.r.t \( x^r_q^n \) to \( x_q^n \).

\[
\frac{\partial \mathcal{L}}{\partial x^r_q^n} \rightarrow \frac{\partial \mathcal{L}}{\partial x^n_q}.
\]
Then, the gradient for weights and biases updating becomes

\[
\frac{\partial L}{\partial W^n} = \frac{\partial L}{\partial x^n} \frac{\partial x^n}{\partial W^n} \tag{11}
\]

\[
\frac{\partial L}{\partial b^n} = \frac{\partial L}{\partial x^n} \frac{\partial x^n}{\partial b^n} \tag{12}
\]

2) **Straight-Through Spiking Unit**: Unlike the ReSU filters noisy spikes, the Straight-Through Spiking Unit (STSU) regards the activation positions of SNN are also activated in ANN and maps all spikes for the training of the ANN branch. The definition of STSU is

\[
x^n_q = \sum_{t=1}^{T} o^t \cdot n + x^n_r - c, \text{ s.t. } c = x^n_r. \tag{13}
\]

The STSU maps the accumulated spikes \(\sum_{t=1}^{T} o^t \cdot n\) on the ANN branch, and the true output \(x^n_q\) of the ANN is offset by the constant \(c\). Therefore, the STSU ensures that the outputs of the ANN branch are equivalent to \(\sum_{t=1}^{T} o^t \cdot n\), and \(x^n_q\) enables gradient calculation for BP training. The workflow of the STSU is presented in Fig. 6, and the gradients of \(\mathcal{L}\) w.r.t \(W^n\) and \(b^n\) are calculated based on ST:

\[
\frac{\partial L}{\partial W^n} = \frac{\partial L}{\partial x^n} \frac{\partial x^n}{\partial W^n} = \frac{\partial L}{\partial x^n} \frac{\partial x^n}{\partial W^n}, \tag{14}
\]

\[
\frac{\partial L}{\partial b^n} = \frac{\partial L}{\partial x^n} \frac{\partial x^n}{\partial b^n} = \frac{\partial L}{\partial x^n} \frac{\partial x^n}{\partial b^n} \tag{15}
\]

Using ReSU/STSU for SNN2ANN modeling, the accumulated spikes propagate in the forward pass while the STE enables the BP training on ANN. In addition, the activation values of ReSU/STSU are bounded by the size of the time window, promoting us to design a time-efficient SNN. Compared with the Spike-based BP (Eq. (4)) that propagates the gradients through spatial and temporal direction, the SNN2ANN trains the SNN on the ANN branch, reducing the training time and memory cost. We anticipate that SNN2ANN can increase the training efficiency of the SNN.

**D. Adaptive Threshold Adjustment**

The ReSU/STSU provides the pseudo features for ANN training, but the noisy spikes remain on the SNN branch. Therefore, we design the Adaptive Threshold Adjustment (ATA) to address such a noisy spike problem during training:

\[
V_{th}^{k+1} = V_{th}^k + \xi (1 - \alpha)V_{th}^k, \tag{16}
\]

\[
\xi = \tau \max(0, \text{Sign}(\frac{1}{|\Omega|} \sum_{n \in \Omega} \sum_{t=1}^{T} o^t_n - \varepsilon)), \tag{17}
\]

where \(k\) is the \(k\)-th iteration in a training epoch, \(V_{th}^k\) is the threshold potential of the IF neuron, \(\alpha \in [0,1], \varepsilon \in [0,1]\) and \(\tau > 0\) are the is the momentum, tolerance and scalar factors, respectively, \(\Omega\) is a set of the positions of noisy spikes. If the average number of the accumulated noises is larger than \(\varepsilon\), Eq. (16) increases \(V_{th}\). The ATA adaptive mechanism increases the firing threshold so that the number of noise spikes of a neuron can be reduced. We present the changing average firing threshold of each layer of the STSU-based ResNet-17 with 5 time steps on CIFAR100 in Fig. 7. Each threshold is initialized to be a uniform distribution. It can be seen that all thresholds show a non-descent tendency. Based on Eq. (16), if the average of the noisy spikes is larger than \(\varepsilon\), the firing threshold will increase. Otherwise, the threshold remains unchanged.

**E. Weight Updating with Batch Normalization**

Batch Normalization [37] (BN) is a technique to remove the internal covariate shift in deep networks training. In the training of ANN, the BN operation is

\[
\text{BN}(x_q^n) = \gamma \frac{x_q^n - \mu}{\sqrt{\sigma^2 + \epsilon}} + \beta, \tag{18}
\]

where \(\gamma\) and \(\beta\) are the learnable parameters, and \(\epsilon > 0\) is a small enough number. \(\mu\) and \(\sigma\) are the mean and variance. Due to the temporal structure of the SNN, the BN operation of ANN is not suitable for SNN. Therefore, we transfer the BN to the weights and biases with Exponential Moving Average:

\[
\text{BN}(W) = \gamma \frac{W}{\sqrt{\sigma^2 + \epsilon}}, \tag{19}
\]

\[
\text{BN}(b) = \frac{b - \mu}{T \sqrt{\sigma^2 + \epsilon}} + \beta \tag{20}
\]
Algorithm 1 SNN2ANN Training Pipeline.

Require: ANN: \( f_0(\cdot) \), SNN: \( f_s(\cdot) \), Training Set: \( \{x_i, y_i\}_{i=1}^N \), Model parameters: \( \{W^n, b^n, V^n\}_{n=1}^L \), ATA parameters: \( \alpha \in [0, 1] \), \( \tau > 0 \) and \( \varepsilon > 0 \), Time Steps: \( T \), Epoch number: \( E \), Learning rate: \( \beta \), Loss function: \( L \).
Ensure: \( \{x^n_s, t^n_s\}_{i=1}^N = \{o^n_s\}_{i=1}^N = \{x_i\}_{i=1}^N, n\in[2, L] \).
Init: \( V^n_{th} \sim \mathcal{U}(0, 1), n\in[1, L] \).

For \( e = 1 \) to \( E \)
\begin{enumerate}
  \item Obtain the accumulated spikes from SNN branch.
  \item For \( t = 1 \) to \( T \)
    \begin{enumerate}
      \item If \( t = 1 \)
        \begin{enumerate}
          \item Normalize \( \{W^n, b^n\} \) based on Eq. (19) to (20);
          \item \( W^n_s = \text{BN}(W^n_s) \), \( b^n_s = \text{BN}(b^n) \);
          \item Calculate \( o^{t,n} \) with \( \{W^n_s, b^n_s\} \) based on Eq. (1);
          \item Collect the spiking outputs: \( o^n = o^n + o^{t,n} \);
          \item If \( t = T \)
        \end{enumerate}
      \item Map the accumulated spikes on ANN branch.
        \begin{enumerate}
          \item Calculate the output of the \( n \)-th layer of ANN branch: \( x^n_q = f^n_q(x^{n-1}_q; W^n, b^n) \);
          \item Calculate the ReSU/STSU activation \( x^n_q \) based on Eq. (8)/(13);
          \item Adjust the firing threshold \( V^n_{th} \) in \( n \)-th layer based on Eq. (16);
        \end{enumerate}
      \item For \( n = L \) to \( 1 \)
        \begin{enumerate}
          \item Calculate \( \frac{\partial L}{\partial W^n} \) and \( \frac{\partial L}{\partial b^n} \) based on Eq. (11), (12) or Eq. (14), (15);
          \item Update: \( W^n \leftarrow W^n - \beta \frac{\partial L}{\partial W^n}, b^n \leftarrow b^n - \beta \frac{\partial L}{\partial b^n} \);
        \end{enumerate}
    \end{enumerate}
  \item Return \( \{W^n, b^n, V^n_{th}\}_{n=1}^L \).
\end{enumerate}

where
\[
\bar{\mu} = (1 - \alpha)\mu^{k-1} + \alpha \mu^k, \quad \bar{\sigma} = (1 - \alpha)\sigma^{k-1} + \alpha \sigma^k,
\]
\( T \) is time steps, and \( k \) denotes the training iteration number.

Details of the SNN2ANN training pipeline are described in Algo. (1).

IV. EXPERIMENTS

A. Experiment Implementation

We validate the SNN2ANN with VGG-13 and ResNet-17 on the CIFAR10 [38], CIFAR100 [38], and Tiny-ImageNet [39] datasets in two aspects: a) Classification performance; b) The efficiencies of training and testing. Details of the experiment settings are given in the following subsections.

B. Experiment Settings

1) Datasets and Network Architectures: Details of the datasets are presented in Table I, and the network architectures for experiments are given in Table II. In Table II, \( k \) is the kernel size, \( c \) is the dimensions of the channel, and \( s \) denotes the stride. \( (M) \) denotes the max-pooling for Tiny-ImageNet. The stride of the 10-th and 14-th convolution layers of ResNet-17 is set to 2. For Tiny-ImageNet, we additionally set stride = 2 to the 6-th layer of ResNet-17. For the STBP-based VGG-13, we apply the spiking max-pooling layer [25] to enlarge the receptive field and utilize the BN layer to remove the deviation.

2) Pooling Layer in SNN2ANN-based VGG: Max-pooling [40] is widely used in CNN as it naturally picks the prominent features among the inputs. Since the spiking trains determine the max spike rate, most current SNNs apply the average pool on the spiking outputs to expand the receptive field [16], [21], [29]. Unlike the existing spiking pooling layer, the SNN branch of SNN2ANN operates the max-pooling on the convolution output at each time step, and the pooling feature maps are fed to the IF neuron to generate the spikes. The max-pooling selects the max convolution results as the MP without introducing any parameters and MAC operations. It is reasonable to expand the receptive field of SNN.

3) Training Setting: We apply the Cross-Entropy Loss to guide the learning of networks. Adam [41] optimizer with an initial learning rate of 0.001 is used to minimize the classification errors. We train the ANN models for 200 epochs on all datasets. Details of the SNN training setting for each dataset are presented in Table III. We decrease the learning rate by 90\% for all models at the 100-th, 150-th, 175-th, 300-th, 350-th, and 375-th epochs. For VGG-13 on CIFAR10/Tiny-ImageNet, we reset the learning rate to 0.001 at the 200-th epoch. Referring to [16], [30], [42], we directly feed the original RGB image into the network, and the first spiking layer is regarded as the spiking encoder. For ATA, we set \( \tau = \alpha = 0.1 \). For BN, we set \( \alpha = 0.1 \). The experiments are conducted on the PyTorch platform. The GPUs used in training are 8 GeForce RTX 8000.

### Table I
BENCHMARK DATASETS.

| Dataset     | CIFAR10 | CIFAR100 | Tiny-ImageNet |
|-------------|---------|----------|---------------|
| Size        | 32 \times 32 \times 3 | 32 \times 32 \times 3 | 64 \times 64 \times 3 |
| Training Samples | 50,000  | 50,000   | 100,000       |
| Testing Samples | 10,000  | 10,000   | 10,000        |
| Category    | 10      | 100      | 200           |

### Table II
NETWORK ARCHITECTURES FOR EXPERIMENTS.

| Network   | Architecture                                           |
|-----------|--------------------------------------------------------|
| VGG-13    | [k3c64x1] \times 2 [-k3c128x1] \times 2 [M] [-k3c256x1] \times 3 [M] [-k3c512x1] \times 3 [M] [-k3c512x1] \times 3 [M] -FC          |
| ResNet-17 | [k3c64x1] \times 2 [k3c64-k3c64] \times 2 [-k3c128-k3c128] \times 2 [-k3c256-k3c256] \times 2 [-k3c512-k3c512] \times 2 [M] -FC |

### Table III
TRAINING SETTING.

| Dataset     | Model | Time Steps | Epochs | Batch Size |
|-------------|-------|------------|--------|------------|
| CIFAR10     | VGG-13| 3          | 400    | 512        |
|             | ResNet-17 | 5          | 200    | 512        |
| CIFAR100    | VGG-13| 4          | 200    | 512        |
|             | ResNet-17 | 5          | 200    | 512        |
| Tiny-ImageNet | VGG-13| 3          | 400    | 1024       |
|             | ResNet-17 | 3          | 200    | 1024       |
C. Classification Performance

We first compare the performance of our models with the state-of-the-art (SOTA) SNNs, and the results are given in Table IV. Each accuracy result in Table IV is the average of the 5 best running performance. Both SNN2ANN-based VGG-13 and ResNet-17 achieve complete performance with the SOTA models. For CIFAR10 and CIFAR100, we can find that our SNN2ANN models outperform the STBP-based models for all datasets. In addition, the STBP-IF models require more inference steps than SNN2ANN models to achieve comparable performance.

D. Efficiencies

In this part, we analyze the training efficiency of the SNN2ANN framework. There are two aspects to discuss: 1) Training efficiency and 2) Inference efficiency. We compare our SNN2ANN models with the RNL-RIL, the STBP-IF, and STBP-PLIF-based models. For the STBP-based models, we apply the Spikingjelly [52] for model implementation.

1) Training Efficiency: The training efficiencies are evaluated based on the convergence, training time, and GPU memory costs. Fig. 8 displays the changing accuracies of ANN, SNN2ANN, and STBP-PLIF-based models on the benchmark datasets. The blue curves denote the ANN, the orange curves are the STBP-IF models, and the green and red curves are the SNN2ANN models.

From the view of training epochs, the ANN models converge faster than SNN2ANN and the STBP-based models. Both SNN2ANN and STBP-based models show a similar convergence tendency after 100 epoch training. Therefore, the convergence of iterations for SNN2ANN is similar to the STBP.

To further analyze the training efficiency of the SNN2ANN, Table VI presents the GPU memory costs and average training time in an epoch of SNN2ANN and STBP. Compared with the STBP, our SNN2ANN trains the SNNs in less training time and GPU memory costs. We first analyze the training cost under the same time steps setting. For the VGG-13, our SNN2ANN trains the networks with $0.448 \times 0.596$ training time and $0.369 \times 0.546$ memory cost of the STBP-IF models, $0.427 \times 0.592$ training time and $0.327 \times 0.441$ memory cost of the STBP-PLIF models. For the ResNet-17, the training time and memory cost of our SNN2ANN are $0.592 \times 0.666$ and $0.423 \times 0.556$ of the STBP-IF models, $0.579 \times 0.626$ and $0.337 \times 0.455$ of the STBP-PLIF models. In addition, based on Table V, we can find that our SNN2ANN models outperform the STBP-based models under the same time setting in most cases and always achieve the least spike activities. It demonstrates that our SNN2ANN can train the SNNs in a fast and low memory cost way.
### Table V
Classification Performance of RNL-RIL, STBP, and SNN2ANN (S2A-#) with the Same Architectures.

| Method         | CIFAR10 | CIFAR100 | Tiny-ImageNet |
|----------------|---------|----------|---------------|
|                | Acc (%) | Steps    | Spikes/Image  | Acc (%) | Steps    | Spikes/Image  | Acc (%) | Steps    | Spikes/Image  |
| VGG-13         |         |          |               |         |          |               |         |          |               |
| ANN            | 94.05   | -        | -             | 73.01   | -        | -             | 56.19   | -        | -             |
| RNL-RIL        | 92.50   | 4.24 × 10^6 | 72.90          | 250     | 5.94 × 10^6 | 56.10          | 250     | 2.03 × 10^7 |
| STBP-IF        | 84.20   | 5        | 1.11 × 10^6  | 57.77   | 4        | 1.35 × 10^6  | 54.53   | 3        | 2.17 × 10^6  |
| STBP-PLIF      | 91.63   | 5        | 9.67 × 10^6  | 70.94   | 4        | 1.05 × 10^6  | 53.08   | 3        | 1.74 × 10^6  |
| S2A-ReSU       | 92.62   | 5        | 1.68 × 10^6  | 71.10   | 4        | 6.69 × 10^6  | 54.91   | 3        | 1.02 × 10^6  |
| S2A-STSU       | 92.18   | 5        | 4.52 × 10^6  | 68.96   | 4        | 6.18 × 10^6  | 54.33   | 3        | 1.11 × 10^6  |
| ResNet-17      |         |          |               |         |          |               |         |          |               |
| ANN            | 93.87   | -        | -             | 73.64   | -        | -             | 56.04   | -        | -             |
| STBP-IF        | 83.01   | 5        | 1.42 × 10^6  | 55.50   | 5        | 1.79 × 10^6  | 39.22   | 5        | 3.59 × 10^6  |
| STBP-PLIF      | 91.33   | 5        | 1.43 × 10^6  | 70.60   | 5        | 1.50 × 10^6  | 56.84   | 5        | 3.13 × 10^6  |
| S2A-ReSU       | 92.84   | 5        | 7.42 × 10^6  | 72.92   | 5        | 9.88 × 10^6  | 56.25   | 5        | 1.49 × 10^6  |
| S2A-STSU       | 92.75   | 5        | 6.58 × 10^6  | 73.26   | 5        | 8.10 × 10^6  | 56.91   | 5        | 1.71 × 10^6  |

Fig. 8. The changing accuracy of SNN2ANN and STBP-PLIF on the benchmark datasets.

Based on Tables V and VI, we analyze the training cost when the performance of SNN2ANN and STBP-based models are similar. For CIFAR10, our SNN2ANN-ReSU ResNet-17 achieves 92.84% with 5 steps, while the STBP-PLIF ResNet-17 requires 8 steps to achieve 92.32% accuracy. The large time steps of the STBP-PLIF ResNet-17 require an extensive memory cost and slow down the training speed. Our SNN2ANN-ReSU trains the ResNet-17 with 0.402× training time and 0.313× memory cost of the STBP-PLIF. For CIFAR100, our SNN2ANN-STSU ResNet-17 achieves 73.26% accuracy under 0.377× training time, and 0.27× GPU memory cost of the STBP-PLIF ResNet-17 (T = 8). Both SNN2ANN-STSU and STBP-PLIF ResNet-17 achieve similar performance under the same time steps on Tiny-ImageNet. However, the training time and memory cost of SNN2ANN-STSU are 0.579× and 0.386× of the STBP-PLIF, respectively.

2) Inference Efficiency: We analyze the inference efficiencies in 3 aspects: i) Inference time, ii) Spike activities, and iii) Energy efficiency.

i) Inference time: Table V gives the inference time of the SNN2ANN, STBP, and RNL-RIL models. Both SNN2ANN and STBP achieve a shorter inference time than the ANN2SNN models. The time steps of RNL-RIL models are 245, 246, and 247 steps more than our SNN2ANN VGG-13 on CIFAR10, CIFAR100, and Tiny-ImageNet, respectively. The RNL-RIL-based VGG-13 performs the best accuracy among other VGG-13-based models on CIFAR10 and Tiny-ImageNet. However, the spike numbers of the RNL-RIL-based VGG-13 are 2.51× ~ 19.8× and 9.36× ~ 18.25× of our SNN2ANN-ReSU and STSU VGG-13, respectively. Then, we
analyze the efficiency of the inference time based on the SNN2ANN and STBP-based models that have similar accuracy performance. The inference steps of SNN2ANN models for comparable accuracy are less or equal to the STBP-based models for all datasets. For CIFAR10, the SNN2ANN-ReSU ResNet-17 uses 5 steps for inference and outperforms a 0.52% accuracy value than the STBP-PLIF ResNet-17, which time steps are 8. For CIFAR100, our SNN2ANN-STSU ResNet-17 achieves 73.26% under 0.625× time steps and 0.33× spike activities of the STBP-PLIF ResNet-17.

ii) Spike activities: Combining the accuracy and spikes number in Table V, we can find that our SNN2ANN models achieve complete accuracy with fewer spikes activities in most cases. We first analyze the spike activities under the same inference time setting. For VGG-13, except the ReSU model with 5 on CIFAR10, our SNN2ANN models perform 0.458× ~ 0.514× activated spikes of the STBP-IF models and 0.588× ~ 0.64× activated spikes of the STBP-PLIF models. For ResNet-17 with 5, the spike activities of our SNN2ANN models are 0.412× ~ 0.553× of the STBP-IF, and are 0.462× ~ 0.658× of STBP-PLIF models.

Then, we compare the spike activities when SNN2ANN and STBP-based models have similar performance. Based on the “Spikes/Image” in Table V of the STBP-PLIF and SNN2ANN models, for VGG-13, both SNN2ANN models achieve similar performance with STBP-PLIF under the same time steps setting, and the analysis has been mentioned above.

For ResNet-17 on CIFAR10 and CIFAR100, the accuracy performance of the STBP-PLIF with 5 = 8 is comparable with the SNN2ANN models. However, the spike activities of the SNN2ANN-based ResNet-17 are 0.282× ~ 0.407× of the STBP-PLIF-based ResNet-17. Fig. 9 shows the layer-wise spike activities of SNN2ANN and STBP-based models on the benchmark datasets with the same time steps. The red and green bars are statistical spikes of SNN2ANN, while the bars with other colors denote the spikes of STBP-based models. The layer-wise spike activities of SNN2ANN models are less than STBP-based models in most cases.

iii) Energy efficiency: Following [28], we estimate the compute energy of SNN by computing the energy benefit of SNN over ANN. In the inference of SNNs, the floating-point (FP) MAC operations of ANNs are replaced by FP additions. In 45nm CMOS technology, the cost of the addition operation is 0.9pJ, while the cost of MAC operation is 4.6pJ [28], [53]. The relationship between the number of operations per layer in SNN and ANN is

\[
\#S_{ops,n} = r_n \times \#A_{ops,n},
\]

where the spike rate \( r_n \), \( n \in [1, L - 1] \) denotes the number of spikes per neuron over all time steps in layer \( n \). Layer \( L \) is the classifier that satisfies \( \#S_{ops,L} = \#A_{ops,L} \cdot \#A_{ops,n} \) is calculated based on

\[
\#A_{ops,n} = \left\{ \begin{array}{l}
\ell \times k_h \times c_{in} \times h_{out} \times w_{out} \times c_{out} \times \text{Conv} , \\
f_{in} \times f_{out} \times \text{FC}.
\end{array} \right.
\]

Let \( E_A \) and \( E_S \) represent the energy of ANN and SNN, respectively. We compute the energy benefits of SNN over ANN by

\[
\frac{E_A}{E_S} = \frac{4.6 \times \sum_{n=1}^{L} \#A_{ops,n}}{4.6 \times \left( \#En_{ops} + \#S_{ops,L} \right) + \sum_{n=2}^{L-1} \#S_{ops,n} \times 0.9},
\]

where \( \#En_{ops} = \#S_{ops,L} \) denotes the operations of the Encoder. The larger \( \frac{E_A}{E_S} \) is, the more energy SNN saves. The energy comparisons of ANN2SNN, STBP, and our SNN2ANN are given in Table VII. The energies are estimated based on the best accuracy scores of RNL-RIL, STBP-PLIF, and SNN2ANN models. Since the SNN2ANN-based VGG-13 directly operates max-pooling on the convolution outputs, the spike rate is calculated based on the spiking feature maps of the pooling layer. Due to the RNL-RIL models requiring large time steps to achieve good performance, its energy efficiency cannot be comparable to STBP and SNN2ANN. Thanks to the low spike activities and small inference steps, our SNN2ANN models achieve considerable energy consumption in most cases. For VGG-13 on CIFAR10, the energy of ANN is 35.61× of our SNN2ANN-STSU, outperforming the RNL-RIL and STBP-PLIF VGG-13. For ResNet-17 on all datasets, our SNN2ANN models have minimal energy overall comparisons.

E. Ablation Study

Table VIII presents the ablation study of the SNN2ANN. The accuracies are reported from the best performance. Both
CIFAR10 with VGG-13

Acc (%) ATA
56.31 ✓ 50.15

CIFAR10 with ResNet-17

Acc (%) ATA
50.79 ✓ 57.02

Tiny-ImageNet with VGG-13

Acc (%) ATA
73.14 ✓ 68.06

Table VII

The compute energy of ANN (A) versus RNL-RJL (R-R), STBP-PLIF (S-P), and SNN2ANN (S2A-ReSU/STSU).

| Dataset       | Network   | A/R-R | A/S-P energy | A/S2A-R | A/S2A-S |
|---------------|-----------|-------|--------------|---------|---------|
| CIFAR10       | VGG-13    | 2.93  | 26.50        | 2.68    | 35.61   |
|               | ResNet-17 | -     | 6.57         | 19.97   | 23.91   |
| CIFAR100      | VGG-13    | 2.02  | 15.31        | 12.70   | 13.62   |
|               | ResNet-17 | -     | 4.33         | 12.48   | 14.65   |
| Tiny-ImageNet | VGG-13    | 1.23  | 15.29        | 11.57   | 13.20   |
|               | ResNet-17 | -     | 5.98         | 11.07   | 11.42   |

Table VIII

Ablation study of SNN2ANN models.

| Dataset       | STSU | ReSU | ATA | Acc (%) | STSU | ReSU | ATA | Acc (%) |
|---------------|------|------|-----|---------|------|------|-----|---------|
| CIFAR10       | ✓    | ✓    | ✓   | 92.92   | ✓    | ✓    | ✓   | 92.79   |
|               | ✓    | ✓    | ✓   | 92.87   | ✓    | ✓    | ✓   | 92.88   |
| CIFAR100      | ✓    | ✓    | ✓   | 92.80   | ✓    | ✓    | ✓   | 92.80   |
|               | ✓    | ✓    | ✓   | 57.13   | ✓    | ✓    | ✓   | 68.14   |
|               | ✓    | ✓    | ✓   | 71.19   | ✓    | ✓    | ✓   | 73.14   |
| Tiny-ImageNet | ✓    | ✓    | ✓   | 54.99   | ✓    | ✓    | ✓   | 57.92   |
|               | ✓    | ✓    | ✓   | 55.27   | ✓    | ✓    | ✓   | 56.31   |

To demonstrate that the ATA decreases the firing of noise spikes, we compare the layer-wise noisy spikes number of the w/ STSU w/ ATA with w/ STSU w/o ATA and w/o STSU w/ ATA on the CIFAR100 dataset. Experiment results are presented in Fig. 10. The max value of the noisy spikes is the size of the time window, which is 5 in this instance.

To introduce the ATA to adjust the firing thresholds, the accuracies of all models are enhanced significantly.

STSU and ReSU promote the SNNs for classification. For VGG-13, the ReSU-based SNNs achieve 89.17%, 57.13%, 50.69% on CIFAR10, CIFAR100, and Tiny-ImageNet, respectively, while the STSU-based SNNs perform 89.86%, 42.50%, and 50.79% on those datasets. For ResNet-17, the accuracy of CIFAR10, CIFAR100, and Tiny-ImageNet are 89.30%, 68.14%, and 51.82% for the ReSU-based SNNs, and 89.46%, 68.06%, and 50.15% for the STSU-based SNNs. By introducing the ATA to adjust the firing thresholds, the accuracies of all models are enhanced significantly.
Fig. 11. The validation loss of the ReSU-based ANN and SNN branches on the benchmark datasets. The abscissa is the layer number of the networks, and the ordinate denotes the loss value.

Fig. 12. The validation loss of the STSU-based ANN and SNN branches on the benchmark datasets. The abscissa is the layer number of the networks, and the ordinate denotes the loss value.

F. Equivalent Between ANN and SNN in SNN2ANN

To show the equivalent between ANN and SNN branches, we visualize the validation loss of both branches through the training process. Fig. 11 and 12 display show that SNN loss changing curves are consistent with the ReSU-based and STSU-based ANNs. It demonstrates that the ReSU and STSU map the accumulated spikes as the activation values of the ANN branch, making the ReSU/STSU-based ANN can represent the SNN. Though the BP training is only worked on the ANN branch, the decrease of the validation curves of SNN branches indicates that the SNN2ANN success in transferring the training of SNN on the ReSU/STSU-based ANN. In addition, the accuracy changing curve of SNN2ANN in Fig. 8 also validates the convergence and effectiveness of the SNN2ANN training.

V. Conclusion

This paper proposes the SNN2ANN framework to train the SNN in a fast and memory-efficient way. The SNN2ANN enables the BP algorithm on the ANN branch, and the weight-sharing mechanism guarantees that both ANN and SNN branches are updated simultaneously. Since the ReSU/STSU maps the spiking features of the SNN on the ANN branch, the classification error of the SNN can be optimized by training the ANN branch. Moreover, the adaptive threshold adjustment addresses the noisy spike problem and improves the performance of SNNs. Experiment results demonstrate that our SNN2ANN models achieve considerable accuracy with fast training, low memory cost, sparse spike activities, and fast inference.
