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Abstract—This paper develops a novel approach to track power system state evolution based on the maximum correntropy criterion, due to its robustness against non-Gaussian errors. It includes the temporal aspects on the estimation process within a maximum-correntropy-based extended Kalman filter (MCEKF), which is able to deal with both nonlinear supervisory control and data acquisition (SCADA) and phasor measurement unit (PMU) measurement models. By representing the behavior of the state variables with a nonparametric model within the kernel density estimation, it is possible to include abrupt state transitions as part of the process noise with non-Gaussian characteristics. Also, a novel strategy to update the size of Parzen windows in the kernel estimation is proposed to suppress the effects of suspect samples. By properly adjusting the kernel bandwidth, the proposed MCEKF keeps its accuracy during sudden load changes and contingencies, or in the presence of bad data. Simulations with IEEE test systems and the Brazilian interconnected system are carried out. The results show that the method deals with non-Gaussian noises in both the process and measurement, and provides accurate estimates of the system state under normal and abnormal conditions.

Index Terms—Tracking state estimation, Kalman filter, maximum correntropy, power system, Parzen window.

I. INTRODUCTION

UTILITIES rely on power system state estimation as a crucial computation tool in their control centers, which is capable of increasing the situational awareness about the power system condition in real time [1]. The increased adoption of new sensors in power systems, such as the phasor measurement units (PMUs), is currently driving changes in the operation of power systems towards a more data-driven and interconnected way. The fast sampling of these new sensors enables an important extension of state estimation formulation towards time-variant models [2]. The goal is to evaluate the operation condition under both normal and abnormal conditions, enabling a deeper understanding of power system behaviors.

The representation of system evolution in the time domain, instead of a static state model of the power system, has motivated the development of the so-called dynamic state estimators and the quasi-steady state estimators [2]. Even though the idea of including time domain aspects has been considered since the propositions of the first state estimators [3]-[5], it is only recently that this idea has gained new thrust with the increasing complexity of power systems and the advances in computation technologies [2]. Both dynamic and quasi-steady state approaches represent advances in terms of detailing in the estimation: the first aims at estimating the network state and the internal states of controllers, loads and machines, while the second focuses on the complex nodal voltages of the network and its operation constraints.

Despite their different model resolution, these estimators mostly rely on the Kalman filter theory or its variations such as the conventional linear [6], nonlinear extended [7], unscented [8] and cubature-based [9] versions to solve the estimation problem. These methods include a state space model in the form of a Markov chain process under multivariate Gaussian measurement and process noises. Despite the accurate results shown in the theory, the formulation of classical Kalman filter is prone to practical drawbacks related to the Gaussian hypothesis, such as the presence of bad data (gross errors or outliers) or non-Gaussian measurement noise, as demonstrated with practical data from PMUs in [10].

This limitation has motivated the development of robust approaches as the H-infinite [11], generalized maximum likelihood [12], polynomial-chaos loss function [13], robust hybrid [14], the least absolute value criterion [15], and the cubature robust [16] approaches. All these estimators are widely applied in the literature, and show good performance when dealing with bad data and non-Gaussian noise. Nonetheless, they all rely on the basic assumption that the Markov chain is a general probabilistic representation of the system temporal relation, which is a severe limitation since the structural changes on the system may occur [17].
Such assumption is translated into a belief that the system state evolution is a smooth process, and that the correct transition matrices (or state transition function or dynamic models of machines and controllers) are available to build the correct state space model. However, this is questionable, because the switching operations, sudden load or generation changes or failure events may abruptly change the condition of the network and introduce discrete discontinuities. To deal with such transitions, some adaptive techniques have been explored in [18] that basically adopt a different set of rules to interchange among different estimators or transition matrices. Nonetheless, such different decision rules limit their generalization in unpredictable scenarios and hamper their adoption by utilities.

This work is an effort towards a new interpretation of the state estimation problem that can encompass both the statistical robustness and flexibility to overcome system transitions in a single framework. By exploiting information theory concepts and modelling the noise characteristics through a kernel density estimation approach, this paper proposes a maximum-correntropy-based extended Kalman filter (MCEKF) to track power system state evolution. As shown in the initial work in [19], by incorporating information theory concepts within the traditional Kalman filter, it is possible to increase the accuracy without relying on the assumption of a Gaussian distribution for the measurement and process noises.

The first application of information theory in the power system static state estimation problem has been reported in the seminal work in [20], which proposes the adoption of the correntropy concept [21] in state estimation. It has been followed by many efforts that show an increase in the robustness against bad data in challenging scenarios such as the case of leverage points and critical measurements [22], [23], and recently, for detecting topology errors [24]. Such methods still focus on static steady state measurement models.

New approaches have come to light, addressing the temporal aspects of the estimation problem based on the correntropy concept [25]-[27]. Reference [25] includes a quasi-steady state estimator only for supervisory control and data acquisition (SCADA) measurements, while [26] includes a dynamic state estimator only for PMUs. Reference [27] uses the generalized correntropy concept within an unscented Kalman filter to improve the robustness against outliers. This paper extends these efforts with a new MCEKF version, enabling the incorporation of both SCADA and PMU measurements in the estimation process, a more practical approach to represent realistic metering systems. It also presents a novel way to deal with suspect samples and system transitions by performing a new special adjustment on the kernel size in the estimation process during the occurrence of such events. The main contributions of this paper can be summarized as follows.

1) A new concept is applied for the state variables, namely state evolution, which is formulated as a nonparametric probabilistic model for the state that encompasses the possibility of different state values and transitions.

2) The MCEKF is applied for tracking state estimation of power systems. This is a type of quasi-steady state estimator based on a modified-Newton algorithm, which is able to deal with nonlinear models from both SCADA and PMUs.

3) A novel method is proposed to suppress the effect of suspect samples and abrupt system transitions through a special adjustment of the kernel Parzen window sizes.

Simulation results on the IEEE test systems and the Brazilian interconnected system show that the MCEKF model provides an accurate state of the network even during severe and abrupt changes such as sudden load changes and contingencies.

II. THEORETICAL BACKGROUND

A. Power System Static State Estimation

A nonlinear measurement model formulates the static state estimation problem for a power system with \( m \) measurements and \( n \) state variables [1], [2]:

\[
\mathbf{z} = \mathbf{h}(\mathbf{x}) + \mathbf{e}
\]

where \( \mathbf{z} \) is the measurement vector (\( m \times 1 \)); \( \mathbf{x} \) is the state vector (\( n \times 1 \)); \( \mathbf{h}(\mathbf{x}) \) is the set of nonlinear equations that relates the measured electrical quantities with the state; and \( \mathbf{e} \) is the random error vector (\( m \times 1 \)) that represents the measurement noise. Traditional state estimation assumes the noise vector as multivariate Gaussian independent random variables, with zero mean and known covariance matrix \( \mathbf{R} \) (\( m \times m \)). The state vector is typically composed of the complex nodal voltage of the system, represented in rectangular coordinates in this work.

The maximization of the likelihood function results in the weighted least squares (WLS) criterion to find the estimated state, i.e., WLS snapshot state estimator. Under an independent multivariate Gaussian noise assumption, the optimization problem is written as:

\[
\max \ell(\mathbf{e}\mid \mathbf{x}) = \prod_{i=1}^{m} f(e_i|\mathbf{x}) = \prod_{i=1}^{m} \frac{1}{2\pi R_{ii}} e^{-\frac{(e_i-h_i(x))^2}{2R_{ii}}}
\]

where \( \ell() \) and \( f() \) are the likelihood function and probability distribution function of the conditional probability of the measurement error given the state, respectively; and \( R_{ii} \) is the diagonal elements of \( \mathbf{R} \). Working with the above equation, the estimated state \( \hat{\mathbf{x}} \) can then be obtained by the unconstrained minimization problem:

\[
\hat{\mathbf{x}} = \text{min} (\mathbf{z} - \mathbf{h}(\mathbf{x}))^T \mathbf{R}^{-1} (\mathbf{z} - \mathbf{h}(\mathbf{x}))
\]

B. Tracking State Estimation

The fast sampling of PMUs (from 1 to 120 samples per second) and synchronization via global positioning system (GPS) time stamps are strong motivations for formulating the state estimation as a time-dependent problem. Besides the PMU measurements, there are also measurements gathered from the SCADA system, which, thereby, still requires a nonlinear measurement model in order to include all the information available in the estimation.

Reference [2] provides a comprehensive definition of different methods and objectives to include temporal aspects in the estimation problem. Basically, they can be separated in:

1) Dynamic estimators, which encompass differential equations, generator models, speed and excitation controllers of...
synchronous machines. These estimators aim at estimating the dynamic state of the network and the internal variables of loads and generators.

2) Forecasting-aided state estimators, which use a forecasting model to forecast the states in a subsequent instant through smoothing functions for the state transition. These estimators aim at the algebraic state and the complex nodal voltages of the network.

3) Tracking state estimators, a particular case of the previous one where variations are assumed small enough, so that the forecasting corresponds to the last estimated state.

In this paper, we explore the tracking state estimation problem, since it is one of the most affected by abrupt state changes [2]. This approach may lead to fewer modifications in static estimators (and network database), while obtaining significant gains in terms of accuracy, which is a practical advantage. Tracking state estimation consists in the following discrete time-variant nonlinear model:

\[
\begin{align*}
\dot{x}_t &= x_{t-1} + \omega_t \\
\dot{z}_t &= h(x_t) + e_t
\end{align*}
\]  
(4)

where \(x_t\) and \(x_{t-1}\) are the state variable vectors \((n \times 1)\) at instant \(t\) and the previous one \(t-1\), respectively; \(z_t\) is the measurement vector \((m \times 1)\) at instant \(t\); \(e_t\) is the random error vector \((m \times 1)\) that represents the measurement noise at instant \(t\), with zero mean and known covariance matrix \(R \ (m \times m)\); and \(\omega_t\) is the random error that represents process noise with zero mean and known process noise covariance matrix \(Q \ (n \times n)\). Traditional tracking state estimation also assumes the noise vectors as multivariate Gaussian independent random variables, and the state space corresponds to a hidden Markov model, as described in (2) and illustrated in Fig. 1.

![Fig. 1. Representation of hidden Markov model for tracking state estimation problem.](image)

A notable conceptual trait in this formulation is that the state variables are now modeled with a random component \(\omega_t\). Despite the fact that static state estimation in (1) carries the notion of the estimator variance, it does not encompass the hypothesis of different possible values for the state within the inference problem. The solution of the estimation problem in such state space model corresponds to the well-known Kalman filter algorithm based on the WLS criterion [1]-[12]. It consists of a two-step recursive algorithm, with the following formulation for the tracking state estimation model:

1) Prediction step: the prior mean and covariance matrix are given by:

\[
\begin{align*}
\hat{x}_{t-1} &= \hat{x}_{t-1} \\
\hat{P}_{t-1} &= \hat{P}_{t-1} + Q
\end{align*}
\]  
(5)

where \(t\mid t-1\) stands for the conditional relation between two time-steps; \(P\) is the calculated state covariance matrix \((n \times n)\).

2) Updating step: the Kalman filter gain matrix \(K_t \ (n \times m)\), the estimated posterior state \(\hat{x}_t\) and posterior covariance \(P_t\) are then updated:

\[
\begin{align*}
K_t &= P_{t-1}^T (HP_{t-1}^TH^T + R)^{-1} \\
\hat{x}_t &= \hat{x}_{t-1} + K_t (z_t - H\hat{x}_{t-1}) \\
P_t &= (I - K_t H)P_{t-1} + K_t R K_t^T
\end{align*}
\]  
(7-9)

where \(H\) is the Jacobian matrix \((m \times n)\) of the measurement model; and \(I\) is the identity matrix \((n \times n)\). The nonlinear version of the above model corresponds to the WLS extended Kalman filter (EKF) that performs linearization of the measurement equations, and the iterated EKF (IEKF) that updates such linearization iteratively, which presents more accurate results.

C. Information Theory Concepts

Based on the information theory, the concept of correntropy arises as a measure of similarity between two probability distribution functions (PDFs) [19]-[24]. It has a strong relation to the concept of entropy, which measures the information content of a PDF. The correntropy between two random variables \(A\) and \(B\) is defined in (10) for a finite number of samples.

\[
V(A,B) = E(k_c(A - B)) = \frac{1}{N} \sum_{i=1}^{N} k_c(A_i - B_i)
\]  
(10)

where \(E()\) is the function to calculate the expectation; \(k_c()\) is a kernel for the random variable in the sampled value; \(\sigma\) is the kernel bandwidth (or size of the Parzen window in the Parzen-Rosenblatt estimator [28]); and the subscript \(i\) represents the limited number \(N\) of samples of random variables. The concept of correntropy induces a distance function to measure the similarity of two PDFs, the correntropy induced metric (CIM). Depending upon the choice of kernel and size of the bandwidth, this metric may vary from the \(L_1\) to \(L_\infty\) norms. Due to such property, it can be tuned to become insensitive to outliers, pushing it towards the \(L_\infty\) norm (indifference in distance) [22].

Finally, the CIM distance motivates the creation of the maximum correntropy criterion (MCC) to perform inference. For instance, in a regression analysis, it aims at finding parameter values that maximize the similarity among a set of observations \((r_i = A_i - B_i)\),

\[
\hat{\theta} = \max_{\theta \in \Omega} \frac{1}{N} \sum_{i=1}^{N} k_c(r_i)
\]  
(11)

where \(\hat{\theta}\) is the optimal parameter value; and \(\Omega\) is the feasible set for the parameters.

III. TRACKING POWER SYSTEM STATE EVOLUTION WITH MCEKF

A. State Evolution Concept in Power Systems

The temporal aspect of the state estimation problem and the probabilistic interpretation of the state variables provide a conceptual framework to evaluate the network condition under both measurement and system uncertainties. However, it has a limitation related to the parametric model typically
assumed for the process and measurement noises under conventional Kalman filter formulations. Many efforts have been made to explore non-Gaussian noise situations [2], [10]-[16] such as in the case of bad data, cyber-attacks or even particular noise characteristic of PMUs.

This paper proposes a new interpretation regarding the process noise towards a generalist non-Gaussian model based on the kernel density estimation principle. During a sequence of observations from the measurements, the state variables can present different possible values, which induces the proposed concept of state evolution. Such different values can be related to system transitions, which can be:
1) Systemic: due to sudden load variations, generation dispatching or controller actions.
2) Structural: due to contingencies, switching operations or changes in the network.
3) Random: due to intermittency or failures.
4) Induced: due to cyber-attacks or unsupervised switching.

An illustration of such transitions in a power system observed by a measurement set, monitored by a state estimation process is illustrated in Fig. 2. Due to the contingencies, changes in the controllers, natural load variation, and generation intermittency, each algebraic state of the network may present different values over time. The state evolution aims at capturing such different possible values within a single non-Gaussian PDF for the state.

The state evolution concept is defined by a set of state vectors, and each element is related to a respective set of observations at the instant $t$ during an observation window $\Delta t$.  

$$x = \{x_0, x_1, ..., x_{-1}, x_0, x_{+1}, ..., x_{\Delta t}\} = x_1^t = x_t$$  \hspace{1cm} (12)

Associated with this set of state vectors, the underlying PDF of the state can be obtained in a nonparametric manner with the introduction of a kernel density estimator. The Parzen-Rosenblatt method [28] for kernel density estimation then obtains the empirical PDF for the state through (13). Figure 3 illustrates this concept for a single state variable during different conditions of the network and the respective empirical probability distribution function.

$$x \sim \frac{1}{\Delta t} \sum_{i=0}^{\Delta t} k_n(x_i)$$  \hspace{1cm} (13)

Since the goal is to capture the state transitions, an observation kernel is associated with the process noise through the state space model in (4).

$$n_t \sim k_n(x_t - x_{t-1})$$  \hspace{1cm} (14)

Along with the state vector modeled as a nonparametric random variable, this work also revises the hypothesis that the measurement noise follows a Gaussian distribution. In the case of PMUs, [10] has shown with experimental results that such a hypothesis does not hold and that more robust models are required for PMU-based state estimators.

In a different perspective, [20] has shown that the presence of gross errors (bad data) consists of a non-Gaussian noise situation. To encompass such general probabilistic model for the measurement model, in the same way as for the state vector, the measurement noise is modeled under a kernel assumption related to each observation.
\[ e^{-k_x(z_i - h(x_i))} \]  

(15)

**B. EKF Based on MCC**

The MCC Kalman filter was first introduced in [19], which aims at performing inference under a state space model without the assumption of Gaussian noise. The only assumption on the noise vectors is that the second-order moment is known and given by:

\[
E\left(\begin{bmatrix} e_i \\ e_i^T \end{bmatrix}\right) = \begin{bmatrix} P_{i-1} & 0 \\ 0 & R \end{bmatrix} = \begin{bmatrix} B_f^\dagger B_f & 0 \\ 0 & B_h^\dagger B_h \end{bmatrix}
\]  

(16)

where \(B_f\) and \(B_h\) are the Cholesky decomposition of the process and measurement covariance matrices, respectively. The state space in (4) is rescaled by the respective decomposition.

\[
B_f^\dagger x_i = B_f^\dagger (x_{i-1} + \omega_i)
\]  

(17)

\[
B_h^\dagger z_i = B_h^\dagger (h(x_i) + \epsilon_i)
\]  

(18)

The MCEKF is then devised in [25] for nonlinear models in the context of power systems. This paper applies the maximum correntropy principle for tracking power system state evolution, which yields the following optimization problem for the \(i\)th and \(j\)th state variable:

\[
\max J_{MCE} = \sum_{i=1}^{n} k_s(z_i - h_i(x_i)) + \sum_{j=1}^{m} k_s(x_{j,i} - x_{j,i-1})
\]  

(19)

A Gaussian kernel shown in (13) is assumed to compose the process and measurement noise. It is worth mentioning that the assumption of the kernel function does not mean the same assumption for the PDF of the random variable.

\[
k_s(r) = \exp\left(-\frac{r^2}{2\sigma^2}\right)
\]  

(20)

Thereby, the estimation problem consists in the following optimization problem:

\[
\max J_{MCE} = \sum_{i=1}^{n} \frac{(z_i - h_i(x_i))^2}{2\sigma^2} + \sum_{j=1}^{m} \frac{(x_{j,i} - x_{j,i-1})^2}{2\sigma^2}
\]  

(21)

**C. Numerical Solution Method**

Since it is a nonlinear optimization problem, an iterative numerical procedure must be employed to find the solution, i.e., the state vector values at instant \(t\). In this work, a modified-Newton algorithm [29] is implemented to find the solution. It is worth mentioning that it consists in a different solution method compared with the first MCEKF proposed in [25], which applies a fixed-point iterative method. This work employs a nonlinear numerical optimization method. The main advantage is that the problem can be solved under a fully optimization framework with a globally convergent method [29]. An initial condition for the state \(x_i = x_0\) starts the method at iteration \(k\). The gradient function is calculated as:

\[
\frac{\partial}{\partial x_j} J_{MCE} = \sum_{i=1}^{n} \frac{1}{\sigma^2} e^{-\frac{(z_i - h_i(x_i))^2}{2\sigma^2}} (z_i - h_i(x_i)) \frac{\partial h(x_i)}{\partial x_j} - \frac{1}{\sigma^2} e^{-\frac{(x_{j,i} - x_{j,i-1})^2}{2\sigma^2}} (x_{j,i} - x_{j,i-1})
\]  

(22)

where \(H_j = \frac{\partial h_i(x_i)}{\partial x_j}\) is the element of the Jacobian matrix of the nonlinear measurement model calculated at a specific point \(x_i\). This can be rewritten in a matrix representation as:

\[
\nabla J_{MCE}(x_i) = \begin{bmatrix} I \\ H \end{bmatrix}^T D \begin{bmatrix} x_{i-1} - x_i \\ z_i - h_i(x_i) \end{bmatrix}
\]  

(23)

where \(I\) is an identity matrix \((n \times n)\); and \(D\) is a diagonal matrix \((m \times n)\) with elements \(D_{ii}(x_i)\) given by:

\[
D_{ii}(x_i) = \begin{bmatrix} \frac{1}{\sigma^2} & 0 \\ 0 & \frac{1}{\sigma^2} \end{bmatrix}
\]  

(24)

The Hessian matrix is calculated by:

\[
\nabla^2 J_{MCE}(x_i) = \begin{bmatrix} I \\ H \end{bmatrix}^T D (I - R_k) \begin{bmatrix} I \\ H \end{bmatrix} + \sum_{i=1}^{n} D_{ii}(x_i) \frac{(z_i - h_i(x_i))^2}{2\sigma^2}
\]  

(25)

where \(R_k\) is a diagonal matrix \((m \times (m + n))\) with elements given by:

\[
R_{ii} = \begin{bmatrix} \frac{1}{\sigma^2} (x_{i} - x_{i-1})^2 & 0 \\ 0 & \frac{1}{\sigma^2} (z_i - h_i(x_i))^2 \end{bmatrix}
\]  

(26)

In order to create ascending directions (remind that the solution is the maximum correntropy), the optimization method requires an approximation of the Hessian matrix \(M_k\) that keeps negative definite during the entire optimization process. In this way, a good approximation candidate is given by (27), which neglects the second-order derivatives terms in (25).

\[
\nabla^2 J_{MCE}(x_i) \approx M_k = -\begin{bmatrix} I \\ H \end{bmatrix}^T D (I - R_k) \begin{bmatrix} I \\ H \end{bmatrix} < 0
\]  

(27)

With the gradient vector and the Hessian matrix approximation, it is possible to calculate the directions \(p_k\) followed by the maximization algorithm at each iteration \(k\).

\[
M_k p_k = \nabla J_{MCE}(x_i)
\]  

(28)

A backtracking algorithm is used to find the step-size \(a_k\) and satisfy the Armijo condition [29], which is the equivalent version for the maximization problems. This will result in a sequence of iterations expressed in (29) to find the optimal value \(\hat{x}_i\).

\[
x_i^{k+1} = x_i^k + a_k p_k
\]  

(29)

The convergence is given by the difference of the state vector values in two successive iterations and a pre-specified tolerance (in this work, \(1.0 \times 10^{-6}\)). This iterative solution corresponds to the Prediction Step of the MCEKF. With the estimated state, the process covariance matrix is also updated in the Updating Step of the MCEKF. It can be deduced as follows:

\[
P_i = (P_{i-1} + H^T R^{-1} H)^{-1}
\]  

(30)
D. Suppression of Suspect Samples and System Transitions Through Parzen Window Adjustment

As shown in [19]–[24], the accuracy strongly depends on the strategy to choose the size of the Parzen windows or kernel bandwidth. The current practice on correntropy-based estimation is a reduction of the kernel bandwidth towards an indifference of the suspect samples (for instance, outliers). This approach of successively reducing the size of the Parzen windows to achieve convergence when dealing with correntropy is a widely-used method, which was firstly proposed for training mappers under correntropy and entropy cost criteria [30]. This process, sometimes referred to as “kernel annealing”, has also been adopted for power system state estimation [26], [31]. The goal was to suppress the effect of gross errors in the estimation, encompassed as a particular case of non-Gaussian errors.

The effect of reduced bandwidth kernel is well-known and conceptually proved in [28]. In this situation, correntropy is reduced to the conditional expected value of the residue equal to zero for that sample. However, from the perspective of algorithmic optimization, this approach has some difficulties. The success of the approach depends on the starting point of iteration, and the flat starting voltage is no longer a universal good point. Also, in order to create ascending directions (remind that the solution is the maximum correntropy), the optimization method requires the Hessian (or its approximation) matrix to be negative definite during the entire optimization process and at the optimal value of \( x \) in (27). Hence, the matrix \( I - R \) must be a positive definite matrix, which implies the following lower bound for the Parzen window size:

\[
\begin{align*}
  \left( x_{i,t} - x_{i,t-1} \right)^2 &< \sigma^2 \\
  \left( z_i - h_i(x) \right)^2 &< \sigma^2
\end{align*}
\]

In practice, the reduction in the bandwidth cannot be severe, and is limited to a minimum size \( \sigma_{\text{min}} \). Thereby, such annealing strategy can create a bias on the suspect samples, even if it is small in the final estimate.

This work introduces a new strategy to update the Parzen window sizes of suspect measurements, by enlarging the bandwidth of the suspect samples while maintaining the size of the non-suspect samples. Shrinking the kernel means placing an outlier in a region with metric similar to \( L_0 \) (indifference). But a Gaussian kernel with \( \sigma \) large enough can reach the same effect of indifference, because it has a smooth slope close to zero with an almost constant value across the domain, and does not introduce any spikes in the optimization landscape. We take advantage of this property.

Note that under the MCEKF, the suspect samples can be either caused by gross errors and uncalibrated measurements or by large transitions of the system (encompassed in the state evolution concept). The effect is shown directly on the objective function of the MCEKF, given a suspect set \( k \in S: \)

\[
\lim_{\sigma_i \to \infty} J_{\text{MCEKF}} = \sum_{k \in S} \sum_{i=1}^{n} \frac{(z_i - h_i(x_i))^2}{2\sigma_i^2} + \sum_{j=1}^{n} \frac{(z_j - \Sigma_j)^2}{2\sigma_j^2} = \sum_{k \in S} e^{\frac{(z_i - h_i(x_i))^2}{2\sigma_i^2}} + \sum_{j=1}^{n} e^{\frac{(z_j - \Sigma_j)^2}{2\sigma_j^2}}
\]

Expanding the summation for the suspect samples, we obtain:

\[
\lim_{\sigma_i \to \infty} J_{\text{MCEKF}} = \sum_{k \in S} \sum_{i=1}^{n} \frac{(z_i - h_i(x_i))^2}{2\sigma_i^2} + \sum_{j=1}^{n} e^{\frac{(z_j - \Sigma_j)^2}{2\sigma_j^2}} \]

The portion of derivatives related to samples in the suspect set equal to zero. Hence, this does not affect at all the rest of the optimization process and the estimated values.

In this situation, only the other measurements and the process equations are used to find the state estimates. Figure 4 shows an illustrative example of kernel density estimation and the effect of reducing and enlarging the Parzen window size for suspect samples. An outlier is associated with a large bandwidth and the other observations keep their initial window sizes. The effect of suspect samples with large window sizes spreads along the real line (from \(-\infty \) to \( +\infty \)), and does not influence the estimated PDF.

![Fig. 4. Effect of different sizes of bandwidth (Parzen window sizes) for suspect samples on kernel density estimator.](image)

If the detected event is a systemic transition, such as sudden load change, the suspect set becomes the process noise equations. In this scenario, only the Parzen windows related to the state space model are enlarged. The following equation in this situation is obtained by a similar demonstration:

\[
\lim_{\sigma_i \to \infty} J_{\text{MCEKF}} = \sum_{k \in S} \sum_{i=1}^{n} \frac{(z_i - h_i(x_i))^2}{2\sigma_i^2} + \sum_{j=1}^{n} e^{\frac{(z_j - \Sigma_j)^2}{2\sigma_j^2}}
\]
mator. In practice, this is equivalent to breaking the time dependency on the Markov chain, which has the same effect observed in [17] for treating non-stationary events.

Another situation is the simultaneous process and measurement noise due to structural transitions, caused by topological and parameter errors. In such a situation, both the process noise equations and the adjacent measurements of the affected part of the network become the suspect set, and their Parzen window sizes are enlarged.

A proper method for detecting and identifying suspect measurements is required. This paper will not treat these methods in detail, which can be obtained by a residual analysis, such as in [31] and [32] for bad data detection, or with other techniques based on artificial intelligence such as in [33] for system transitions. In this work, the standard normalized residual analysis [31], [32] triggers the identification of suspect samples for gross errors, while the system transitions are assumed as known. It is noteworthy that there are other and perhaps even more suitable ways to detect and identify suspect samples in the context of information theory, such as using the generalized correntropy along with the interior point method [22], [23].

The algorithm consists basically on the MCC Kalman filter recursive equations and the Parzen window update strategy. The window size updating consists in multiplying the bandwidth by a large value (1.0 × 10^6).

Algorithm 1: MCEKF with Parzen window update
Input: network data, network topology, measured data, \( x_n, P_n \)
Begin:
Initialize Parzen windows \( \sigma_0 = 10.0 \)
Set \( x_{0,0} \) as \( x_0 \) and \( P_{0,0} \) as \( P_0 \)
For each \( t \) in \( \Delta t \):
  1) Rescale the state space according to (17) and (18)
  2) Calculate \( x_t \) solving the MCC optimization in (21)
  3) Update posterior state covariance according to (30)
  4) Identify the suspect set \( S \)
  5) Update the Parzen window sizes according to the type of event:
     - Bad data (gross error):
       For each \( z_k \) with \( k \in S \), \( \sigma_k = 10000\epsilon_k \)
       Return to 2
     - Systemic transition:
       For each \( x_k \) in \( x_n \), \( \sigma_k = 10000\epsilon_k \)
     - Structural transition:
       For each \( x_k \) in \( x_n \), \( \sigma_k = 10000\epsilon_k \)
       For each \( z_k \) with \( k \in S \), \( \sigma_k = 10000\epsilon_k \)
  6) Update to next instant \( t \) and return to 1
End

IV. SIMULATION RESULTS

Monte Carlo simulations have been performed to evaluate and validate the proposed MCEKF. A sequence of load flow conditions creates the reference values for the state variables \( x_{w}^{o} \) and measurements \( z_{w}^{o} \). The random noise in the reference load flow values is considered in the simulation to obtain the measured values, and then state estimation is performed [34]. The noise characteristic is given based on the precision of the measurement \( pr_{i} \), (2% for SCADA and 0.1% for PMUs), and the \( i^{th} \) measured values are obtained using the following equation:

\[
z_{w}^{o} = x_{w}^{o} + u_{i} + pr_{i} \left| z_{w}^{o} \right| / 3
\]

where \( u_{i} \) is the underlying PDF of the noise. This equation provides the diagonal elements of the measurement noise covariance matrix \( R_{w} = pr_{i} \left| z_{w}^{o} \right| / 3 \). The process noise covariance matrix \( Q \) is a diagonal matrix with large values \( 1.0 \times 10^{3} \) to reduce the effect of the initial conditions on the estimation.

Different instants and the respective conditions are monitored by PMUs at a rate of 60 samples per second, while the SCADA measurements are updated at a rate of one sample per second. Each sample represents a different instant \( t \) and the respective measured values. Thus, the simulation consists of a sequence of quasi-stationary conditions with the estimation process triggered by the latest information available, sometimes monitored by SCADA and others by PMUs, with different time scales and random noise. The mean absolute error (MAE) evaluates the accuracy of the estimated state variables:

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |\tilde{x}_{w}^{o} - x_{w}^{o}|
\]

where \( \tilde{x}_{w}^{o} \) is the \( i^{th} \) state variable estimated. The MCEKF is then compared with two approaches based on the maximum likelihood principle: the WLS snapshot and the traditional WLS EKF.

A. Effect of Non-Gaussian Measurement Noise

The first test has been performed with the IEEE 14-bus test system to show aspects of non-Gaussian measurement noise under a stationary condition. The measurement set presented in Fig. 5 is used without process noise.

![IEEE 14-bus test system](image)

Fig. 5. IEEE 14-bus test system and respective SCADA and PMU measurement set for simulation.

A Monte Carlo simulation with the addition of non-Gaussian noise, in all SCADA and PMU measurements, evaluates the performance of the MCEKF during a sequence of 600
samples (equivalent to 10 s). The noise characteristic added in the simulation follows the Gaussian mixture in (38).

\[ u_r \sim 0.7N(0,1) + 0.2N(3,3) + 0.1N(0,20) \] (38)

Figure 6 shows the performance index over time in order to illustrate the effect of including the temporal aspect in the estimation. Note that the snapshot approach does not improve the estimation over time since it performs an independent estimation each instant only with the respective sample values, either from SCADA or PMUs. The traditional WLS EKF does present an improvement by including the temporal relation of the state; however, the MCEKF approach increases even further the accuracy, since it is more suitable to treat non-Gaussian noise characteristics.

![Fig. 6. MAE performance index over time.](image)

Table I presents the comparison in terms of the overall MAE performance index. A different set of fixed values for the Parzen window sizes is also compared.

| Method       | Parzen window | MAE performance index (p.u.) |
|--------------|---------------|-----------------------------|
|              |               | Real part of nodal voltage  | Imaginary part of nodal voltage |
| WLS snapshot | -             | 2.5121×10^{-4}              | 0.5899×10^{-4}                |
| WLS EKF      | -             | 0.9387×10^{-4}              | 0.1941×10^{-4}                |
| MCEKF        | \( \sigma = 0.1 \) p.u. | 14.6335×10^{-4}            | 23.0463×10^{-4}             |
| MCEKF        | \( \sigma = 1.0 \) p.u. | 1.6242×10^{-4}            | 0.2897×10^{-4}             |
| MCEKF        | \( \sigma = 10.0 \) p.u. | 0.9191×10^{-4}            | 0.1813×10^{-4}             |
| MCEKF        | With Parzen update strategy | 0.5545×10^{-4}            | 0.1024×10^{-4}             |

For the smaller window size, the lower bound is reached, and the estimation loses its performance. Another aspect is that by choosing larger size of the Parzen window, the MCEKF gets closer to the traditional WLS EKF. It is a known property in correntropy estimation that the CIM becomes the \( L_2 \) norm for high Parzen window size, which is similar to the WLS criterion. In this case, it is only with the Parzen window update strategy that more accurate estimation is achieved by suppressing the suspect set based on the largest residual.

### B. Effect of Non-Gaussian Process Noise

The second test intends to evaluate the effect of process noise on the estimation. Process noise is added in the form of random load variation. In order to obtain a sensitivity of the effect of process noise, the percentage of load variation is increased gradually on this test, from 0% to 10.0%. Figure 7 presents the accuracy in terms of the estimation error empirical cumulative distribution function for the MCEKF. Table II summarizes the results for the three estimators.

![Fig. 7. Cumulative probability distribution of estimation error for MCEKF under different load variation (process noise) levels.](image)

**TABLE II**

| Load variation (%) | MAE performance index (p.u.) |
|--------------------|------------------------------|
|                    | WLS snapshot | WLS EKF | MCEKF |
| 0.5                | 1.5510×10^{-4} | 1.0368×10^{-4} | 0.6748×10^{-4} |
| 1.0                | 1.5510×10^{-4} | 1.2205×10^{-4} | 0.8533×10^{-4} |
| 2.5                | 1.5509×10^{-4} | 1.8705×10^{-4} | 1.4698×10^{-4} |
| 5.0                | 1.5507×10^{-4} | 3.0779×10^{-4} | 2.6412×10^{-4} |
| 10.0               | 1.5503×10^{-4} | 5.6942×10^{-4} | 5.2730×10^{-4} |

The effect of the process noise is a progressive increase in the estimator variance, up to the point that the most reliable estimator becomes the WLS snapshot instead of the WLS EKF or MCEKF approaches. It is noteworthy that large variations up to 5% of the load, in the short interval of time between two consecutive PMU samples (1 cycle), can be considered as a very abrupt and abnormal condition. Furthermore, such a scenario implies on a sensitive reduction of the premise that the last observation is a good estimation for the current one, the underlying hypothesis of the Markov chain in the tracking state space model in (4). In a typical transmission system, such scenario can be related to very large load variations or contingencies. In modern power systems, with the increase of intermittent distributed energy resources, such scenario can occur more frequently. However, despite the random variation that may occur, it is more likely that such large and abrupt changes happen less often in the time span of the tracking state estimation computing horizon.

This has motivated the pursuit for a window size tuning strategy that is able to suppress the effect of such large and abrupt variations. The proposition of this paper suppresses the negative effect of the systemic transition on the estimation accuracy by enlarging the Parzen window size of the process noise equation, as shown in Section III-C. The reasoning behind such strategy is that an abrupt change on the system state can be interpreted as a particular case of process noise with a heavy tailed PDF. Hence, the process equations become the suspect set and their Parzen window sizes...
are enlarged. In order to evaluate this strategy, we consider 0.5% of random load variation and two sudden load changes in the simulation: ① an increase of all loads by 10% from \( t = 2.5 \) s to \( t = 8.5 \) s; ② a decrease of generation by 30% at node 2 from \( t = 5.8 \) s to \( t = 7.2 \) s. Figure 8 presents a performance comparison of the estimators regarding this scenario with a sudden load change. The effect is also compared for one of the estimated voltage magnitudes at nodes 2 and 14 in Fig. 9.

The effect of updating the Parzen windows related to the previous state consists in pushing the MCEKF momentarily towards the WLS snapshot. It counters the effect of the system transition by breaking the temporal relation of the Markov chain within the method. Otherwise, it would propagate a false assumption that the previous instant is a good approximation for the next one. Besides, it keeps a recursively improvement for estimating the steady state when the transition ends.

C. Suppression of Gross Errors

This third test on the IEEE 118-bus test system addresses the effect of gross errors and different measurement noise PDFs. In addition, the simulation considers the process noise with uniform load variation of 0.5%. The test assumes the non-Gaussian noise for the SCADA measurements in (38) and different characteristics for the PMUs according to the proportion and PDFs below: 80% of voltage phasor follows (39) and the remaining follows (40); and 50% of the current phasor follows (41) and the remaining follows (42).

\[
\begin{align*}
u_i &\sim 0.9N(0,1)+0.1N(0,20) \quad (39) \\
u_i &\sim 0.6N(0,1)+0.3N(0.5,0.5)+0.1N(0,20) \quad (40) \\
u_i &\sim \text{Gamma}(0.2,4) \quad (41) \\
u_i &\sim \text{Unif}(-1,1) \quad (42)
\end{align*}
\]

The simulation consists also in a SCADA and PMU observable metering system with a 5 s horizon. It includes the following gross errors to illustrate the effect of bad data:

1) Addition of 30 standard deviations in PMU measurement \( V_{31} \) (voltage phasor measurement at node 31) at \( t = 0.6 \) s.

2) Reduction of 30 standard deviations in PMU measurement \( I_{63,59} \) (current phasor measurement at branch between nodes 63 and 59) from \( t = 1.2 \) s to \( t = 1.5 \) s.

3) Addition of 30 standard deviations in SCADA measurement \( P_{76,118} \) and \( Q_{76,118} \) (active and reactive power flow measurements at branch between nodes 76 and 118) at \( t = 2 \) s.

4) Addition of 30 standard deviations in PMU measurement \( I_{49,66} \) from \( t = 2.5 \) s to \( t = 2.8 \) s.

5) Addition of 30 standard deviations in SCADA measurement \( V_{100} \) (voltage magnitude measurement at node 100) at \( t = 3 \) s.

6) All the above errors simultaneously from \( t = 3.5 \) s to \( t = 4.5 \) s.

The MAE performance index keeps the same accuracy pattern as the previous tests, with an overall value of \( 3.5317 \times 10^2 \). In order to show the effect of the Parzen window update, Fig. 10 shows the largest normalized residue, initially before any size update, and after all updates are done. Note that in the final estimates, all normalized residues are less than the chosen threshold, which, therefore, has a reduced influence in the final estimates. It is noteworthy that there are instants when the measurement noise is enough to trigger the Parzen window update, since the noise PDFs have heavy tailed distributions.
The gross errors as well as the heavy tailed noise from the underlying measurement PDF are both properly suppressed by the Parzen window update strategy. This shows that the method can sustain accurate estimates in relatively large networks, even in the presence of a series of bad data contaminating the measurement vector.

D. Accuracy During Structural Transitions

This section evaluates the effect of structural transitions, i.e., abrupt changes of the topology of the system that has a large impact on both state and measurement models. The objective is to illustrate the state evolution concept and the state tracking through normal and abnormal network conditions in the Brazilian interconnected system (BR107). The network consists of 107 nodes along with a hypothetical set of SCADA and PMU observable sets. The simulation emulates a voltage instability situation. It starts with 1 s of steady state with random load variation of 0.5%, followed by an increase of load at a rate of 0.5% per second. Then, a sudden load increase of 5% in all loads occurs at $t = 2.5$ s. After another 0.5 s, a contingency occurs in one of the 500 kV transmission lines that connect the south to the southeast region. Following the contingency, the load ramp increases to 1.0% per second, and voltage instability occurs in less than 1 s.

Figure 12 illustrates the empirical PDF for the estimated voltage magnitude at two substations of the system. The MCEKF provides an accurate estimation of the state PDF that can be used in further analysis, for instance, to calculate probabilistic voltage stability margins in real time. Besides, the MCEKF presents a lot of flexibility by properly choosing the Parzen window sizes, which can suppress the negative effects of both systemic and structural transitions on the estimation accuracy. Such flexibility motivates the further exploration of improved tuning methods for the Parzen windows.

![Fig. 12](https://example.com/fig12.png)

**Fig. 12.** Tracking state evolution PDFs for nodes 231 (minimum voltage) and 895 (terminal from transmission line that is switched off). (a) Node 231. (b) Node 895.

E. Computation Aspects

Finally, the computation aspects of the previous simulations are presented in Table III. The tests are performed using a microcomputer with a Core i7 3.60 GHz, 16 GB RAM with C programming language. The MCEKF shows good convergence characteristics in the power system state estimation problem. However, the computation burden must be taken into account for real-time applications, especially when PMUs has sampling rate up to 1 per cycle. The processing time shown in Table III is obtained without any concern on efficient programming and without using sparse matrix techniques or other computing efficiency resources. Therefore, they should be regarded only as an indication of the feasibility of the technique.

| Test system | Average processing time (ms) | Iterations with SCADA measurement | Iterations with PMU measurement |
|-------------|-----------------------------|----------------------------------|-------------------------------|
| IEEE 14-bus | 31.0                        | 4-5                              | 2-3                           |
| IEEE 118-bus| 360.0                       | 5-7                              | 2-3                           |
| BR107       | 313.0                       | 5-7                              | 2-3                           |

V. CONCLUSION

This paper has proposed a tracking state estimator based on an EKF under MCEKF that deals with both SCADA and PMU measurements. A new update strategy for Parzen window suppresses the effect of suspect samples related to gross errors, process noise as well as system transitions. The importance of expanding the static state estimation problem to include the temporal aspects is emphasized in this work.

Even though many efforts have been made towards dynamic models, it is clear that currently implemented static state estimators can benefit a lot from simple modifications that leads to the tracking model. However, special attention must be taken for possible system transitions, such as systemic and structural transitions. This has been accomplished in this work by treating the measurement and process noises within a non-Gaussian kernel density estimation.

In this sense, the MCEKF outperforms the WLS snapshot, since it is based on a state space model. It also outperforms the conventional WLS EKF for treating non-Gaussian process and measurement noise. With the proposed concept of state evolution, the state variables also gain a non-parametric interpretation that can be further used in post-processing evaluation of the condition of the network under a probabilistic framework.

The method still depends on a proper suspect sample detection and identification process. In this sense, future work includes the development of feature extraction methods to automatically trigger the Parzen window update strategy based on a broader notion of the residual analysis with Bayesian inference concepts. An important direction is to increase the robustness of the method by adopting the interior point method as solver, instead of the Newton-Raphson iteration method. Finally, the model should be extended for dynamic estimation, to treat generators, loads and controllers, and evaluate detailed transient events.
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