Robust $\pi$-Modes and a Bulk-Boundary Correspondence in Non-Unitary Floquet Models
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We explore oscillatory behaviour in a family of periodically driven spin chains which are subject to a weak measurement followed by post-selection. We discover a transition to an oscillatory phase as the strength of the measurement is increased. By mapping these spin chains to free fermion models, we find that this transition is reflected in the opening of a gap in the imaginary direction. Interestingly, we find a robust, purely real, edge $\pi$-mode in the oscillatory phase. We establish a correspondence between the complex bulk spectrum and these edge modes. These oscillations are numerically found to be stable against interactions and disorder.

Introduction – Recent years have witnessed a growing interest in the monitored many-body quantum dynamics. It has been shown that there exists a generic entanglement phase transition in a unitary quantum dynamics subject to continuous monitoring [1–5]. By varying the monitoring strength, the individual quantum trajectory changes from a highly entangled volume-law phase to a disentangled area-law phase. Besides this phase transition, monitoring quantum dynamics can generate novel quantum phases, which exhibit quantum criticality or even host quantum orders [6–10]. Here the order can be conventional order or topological order, and is determined by the form of the measurement operator.

Most of these studies are focused on the static order in the steady state. In this paper, we explore quantum ordered phases with oscillatory behavior in a monitored qubit system. We investigate this behavior in a periodically driven non-unitary circuit. We show that the steady state can exhibit persistent oscillations between two ordered phases. Moreover, these oscillations break the discrete time-translation symmetry of the underlying dynamics, similar to time crystals which have been observed in disordered Floquet many-body localized systems [11–14]. In our model, the quantum order is protected by local “forced” measurements that prefer specific ordered configurations. Applied local unitaries flip between these ordered configurations, leading to oscillations.

In systems which can be mapped to models of free fermions, we demonstrate that such an oscillation behavior is due to a non-Hermitian analog of Majorana zero modes. Such an idea has been used to understand intractable tasks, except when the Hamiltonian $\hat{H}$ can be mapped to a system of non-interacting fermions. The single particle spectrum can be easily calculated, analogous to unitary dynamics, in the non-unitary case, the dynamics of the quantum state is given by the repeated application of $\hat{V}$ followed by an explicit normalization of the state,

$$|\psi(NT)| = \frac{\hat{V}(NT)|\psi_0}\|\hat{V}(NT)|\psi_0\| = \frac{(\hat{V})^N|\psi_0}\| (\hat{V})^N|\psi_0\|, \quad (1)$$

where $T$ has been set to 1. To understand the properties of the steady states – in the limit $N \to \infty$ – we need to analyze the spectrum of the $\hat{V}$ operator.

It is also convenient to define an effective non-Hermitian Hamiltonian $\hat{H}_F$ by expressing $\hat{V}$ as $e^{-i\hat{H}_F}$. We denote the (complex) eigenvalues of $\hat{H}_F$ by $\{E_n\}$, their corresponding right eigenstates by $\{|E_n\rangle\}$ and order them such that Im$\{E_j\} \geq$ Im$\{E_{j+1}\}$. A generic initial state can be expressed as

$$|\psi_0\rangle = \sum_j c_j |E_j\rangle. \quad (2)$$

Under time evolution, the unnormalized state

$$|\psi(NT)| = \sum_j c_j e^{-iE_j^{(N)}T} e^{E_j^{(N)}T} |E_j\rangle, \quad (3)$$

where $E_j^{(R)}$ denotes the (real) (imaginary) part of $E_j$. Clearly, as $N \to \infty$, the quantum state approaches $|E_1\rangle$ with the largest $E_1^{(R)}$, provided that $c_1 \neq 0$.

In principle, a degeneracy in the imaginary direction can emerge so that $E_1^{(R)} = E_2^{(R)} = \cdots = E_{N_S}^{(R)}$ for some $N_S \geq 2$. Generic initial states then do not evolve to a single final state; instead, they continue to evolve, even at late times, in the subspace spanned by $\{|E_1\rangle, |E_2\rangle, \ldots, |E_{N_S}\rangle\}$. If the real parts $E_j^{(R)}$ are uniformly separated so that $E_j^{(R)} \equiv E_0 + j \frac{\pi}{N_S}$ the steady states can exhibit periodic behavior, with period $N_S$.

In this paper, we focus on $N_S = 2$.

Free Fermions & “Zero” Modes – Obtaining the spectrum for a many-body non-Hermitian Hamiltonian is often an intractable task, except when the Hamiltonian $\hat{H}$ can be mapped to a system of non-interacting fermions. The single particle spectrum can be easily calculated,
from which the many-particle spectrum of $\hat{H}$ can be built up by independently filling in the different complex energy levels. Since the many-particle energies are the sums of the single particle energies of the occupied levels, a steady state subspace consisting of 2 states manifests in the presence of a single-particle mode $c_0^\dagger$, the imaginary part of whose eigenvalue $\epsilon_0$ is 0. A pair of many-body eigenstates that differ only in the occupation of $c_0^\dagger$ will have the energies with the same imaginary part, and real parts offset by $\epsilon_0$.

With the above picture in mind, given a $\hat{V}$ which describes non-interacting fermions, the many-body spectrum of $\hat{V}$ is now obtained from the product of its single-particle eigenvalues. A single-particle mode $c_0^\dagger$ with the property that $\hat{V} c_0^\dagger = -c_0^\dagger \hat{V}$ generates a similar pairing of many-body states which differ in the occupation of $c_0^\dagger$, thereby having eigenvalues with the same absolute value, but differing in sign.

These modes should be differentiated from the zero modes that are found on the edges of topological Hermitian systems. For instance, the zero modes in the Majorana description of the transverse field Ising model exist in the real gap of the bulk spectrum, and their presence is heralded by the closing and reopening of a real energy gap. However, in our case, we expect these modes to exist in a gap in the imaginary direction of the complex single-particle spectrum of $\hat{H}$. The difference between the real parts of their energies determines the frequency of oscillations, if they exist. To distinguish between these two types of zero modes, we will henceforth refer to the modes with zero imaginary part as $i\theta$ modes.

**Model and setup** – In this work, we consider a system of $L$ spins subject to periodic, non-unitary driving, described by a Floquet operator $\hat{V}$. We study operators $\hat{V}$ which can be written as a composition of an imaginary time evolution $\hat{U}_I$ and a unitary operator $\hat{U}_R$. We consider a specific form for $\hat{U}_I$ and $\hat{U}_R$, as shown below:

$$\hat{V} = \hat{U}_I \hat{U}_R$$

$$\hat{U}_I = e^{i\beta \sum \hat{Z}_j \hat{Z}_{j+1}}$$

$$\hat{U}_R = e^{-i \sum J_{x,j} \hat{Z}_j \hat{Z}_{j+1} + i \sum J_{y,j} \hat{X}_j \hat{X}_{j+1} - i \sum h_j \hat{Y}_j}$$

Here, $\hat{X}_j, \hat{Y}_j$ and $\hat{Z}_j$ refer to the Pauli operators acting non-trivially only on the spin at site $j$. The various parameters $\beta, J_{x,j}, J_{y,j}$ and $h_j$ are all real. $\hat{U}_I$ can be interpreted as a forced measurement with $\beta$ being the strength of the measurement. $\hat{U}_R$ is composed of unitaries that describe nearest-neighbor $XX$ and $ZZ$ couplings, and a pulse which rotates each spin by $2h$ about the $Y$-axis. The operator $\hat{V}$ has a $\mathbb{Z}_2$ symmetry represented by the Parity operator $P = \prod_j \hat{Y}_j$, which represents a simultaneous $\pi$ rotation of every spin about the $Y$-axis. The time evolution proceeds according to Eq. (1).

In the simplest case, where the pulses are near-perfect $\pi$-rotations about the $Y$-axis (with $h_j = \frac{\pi}{2} (1 + \delta_j)$ and $|\delta_j| < 1$), the nearest-neighbor couplings $J_{x,j} = J_{z,j} = 0$, and the measurement strength $\beta \to \infty$, we expect to see oscillations between the two ordered phases $|\uparrow\uparrow\uparrow\cdots\cdots\rangle$ and $|\downarrow\downarrow\downarrow\cdots\cdots\rangle$. Our objective is to study the consequences of moving away from this fine tuned limit and examine if there exists a phase with finite $\beta$ in which oscillations are present.

**Bulk Spectrum** – We begin by studying the single particle, quasi-energy spectrum of the operator $\hat{V}$ with a fixed $\beta$. The corresponding non-interacting Hamiltonian $\hat{H}_F$ has the form $\hat{H}_F = \frac{i}{2} \sum_{\sigma i j} g_{ij} \sigma \hat{\gamma}_i \hat{\gamma}_j$, with $\mathcal{H}$ a complex, antisymmetric $2L \times 2L$ matrix and $\gamma_i$ as a majorana fermion operator. This Hamiltonian can be diagonalized analogously to a Hermitian free fermion system[19], albeit now with a complex spectrum and complex majorana-like operators $g_j$.

$$\hat{H}_F = \frac{i}{2} \sum_{j=1}^L c_j g_{2j-1} g_{2j}$$

Since the $\hat{V}$ (hence also, $\hat{H}_F$) that we consider does not conserve particle number, we plot the quasi-energy spectrum in pairs of $\pm \frac{\pi}{2}$, where the $+(-)$ corresponds to a single particle state being occupied (unoccupied), resulting in $2L$ points being presented on each plot. A many-body eigenstate of $\hat{V}$ is determined by choosing one mode in each of the $L$ pairs. The process of obtaining and diagonalizing $\hat{H}_F$ is detailed in [20].

We first focus on the regime where $\beta$ is large. Consequently, the spectrum is gapped for a wide range of $h_y$. As $h_y$ is varied, we find that an eigenvalue gap does indeed close and reopen in the imaginary direction. With open boundary conditions, $i\theta$ modes are present on either side of the gap closing. When $h_y$ is small, the modes are degenerate. However, when $h_y$ is tuned through the reopening of the imaginary gap, a $\pi$ splitting between the real parts of the $i\theta$ modes emerges, as shown in Fig. 1. This is accompanied by the presence of oscillations in the steady state. The transition that we observe concerns the development of this robust splitting of $\pi$ in the real values – not merely the presence – of the $i\theta$ modes.

For the case where $J_{xx} = J_{zz} = 0$, the bulk spectrum of $\hat{H}_F$, $\epsilon(k)$ can be obtained analytically.

$$\epsilon(k) = \frac{i}{2} \log \left( z(k) \pm i \sqrt{1 - (z(k))^2} \right)$$

$$z(k) = \cosh 2\beta \cos(2h) + i \sinh(2\beta) \sin(2h) \cos(k)$$

The gap closing in the imaginary direction corresponds to $|z \pm i\sqrt{1 - z^2}| = 1$. This can only happen at $k = \frac{\pi}{2}$, requiring the condition

$$| \cosh(2\beta) \cos(2h) | > 1$$
FIG. 1. Complex spectrum for $L = 500$, with $J_{xx} = 0.4, J_{zz} = 0.3$ and $\beta = 2$ in the chain with open boundary conditions, for various $h_y$. The imaginary gap closes and reopens with the presence of $\pi$- modes.

for the gap to remain open. The phases with and without a $\pi$-splitting between the real parts of the $i0$ modes’ energies correspond to $\cosh(2\beta) \cos(2h) < -1$ and $\cosh(2\beta) \cos(2h) > 1$, respectively.

**Edge $i0$ Modes** — We now analyze the $i0$ modes and their real-space distribution in detail. We begin by delineating the role of an $i0$ mode. When the imaginary time evolution part of $\hat{V}$ is sufficiently strong, the steady state is superposition of two states $\{|1⟩, |2⟩\}$ which have opposite parity and are the right eigenvectors of $\hat{V}$. These are degenerate, in the sense that $\hat{V} |i⟩ = \lambda_i |i⟩$ for $i = 1, 2$, $|\lambda_1| = |\lambda_2|$ and $|\lambda_1| > |\lambda_2|$ for all other eigenstates $|j⟩$ ($j \neq 1, 2$) of $\hat{V}$. An $i0$ mode is an operator $\hat{F}$ that can toggle between $|1⟩$ and $|2⟩$.

Since it toggles between states of different parity, $\hat{F}$ anticommutes with $\hat{P}$. Further, since $|\lambda_1| = |\lambda_2|$, $\hat{F} \hat{V} = e^{i\theta} \hat{V} \hat{F}$, with $\theta$ real. This can be seen from the effect of $\hat{V}$ on a superposition of $|1⟩, |2⟩$, since if $\theta$ were complex, there would only be one steady state.

$$
\hat{V} |\psi⟩ = \hat{V} (a|1⟩ + b|2⟩) = \hat{V} (a|1⟩ + b\hat{F}|1⟩) = (a\hat{V}|1⟩ + e^{i\theta} b\hat{F}\hat{V}|1⟩) = \lambda_1 (a|1⟩ + e^{i\theta} b|2⟩). \tag{8}
$$

In the case where $\theta = \pi$, oscillations are observed, and $\hat{V}$ and $\hat{F}$ anticommute. There are two $i0$ zero modes $\hat{F}_{(L)}$ and $\hat{F}_{(R)}$, localized on the left and right boundaries, respectively. The localization of these zero modes guarantees the double degeneracy of the steady states in the thermodynamic limit. For instance, in the limit where $\beta \to \infty$ and $h_y \approx \frac{\pi}{4}$, the steady states are $|n⟩ = \frac{1}{\sqrt{2}} (|↑↑↑\cdots⟩ + (-1)^n |↓↓↓\cdots⟩)$ for $n = 1, 2$. In this admittedly contrived limit, the role of $\hat{F}_{(L)}$ is played by $\hat{Z}_{1(L)}$, and both $\hat{Z}_1$ and $\hat{Z}_{1L}$ anticommute with $\hat{V}$.

Summarizing, the $i0$ mode satisfies

1. $\{\hat{F}, \hat{P}\} = 0$
2. $\{\hat{F}, \hat{V}\} \to 0$ as $L \to \infty$
3. $\hat{F}$ decays exponentially into the bulk
4. $\hat{F} = \sum_{j=1}^{L} v_{2j-1} a_j + v_{2j} b_j$ in free fermion systems

Additionally, we require that $\hat{F}^2 \propto 1$, since the steady state space is 2 dimensional. This condition is trivially satisfied by the ansatz (4) for free fermion systems.

Notice that in the parameter regime shown in Fig. 1, with $h_y < \frac{\pi}{4}$, there are $i0$ modes as well, except with equal real parts. In this regime, although there are doubly degenerate steady states, oscillations are absent (i.e. $\theta = 0$). To obtain these $i0$ modes, the second condition is now replaced by $[\hat{F}, \hat{V}] = 0$.

For $\hat{F}, \hat{V}$ can be computed in the thermodynamic limit by using a transfer matrix method, which proceeds by rewriting the equation $\{\hat{F}, \hat{V}\} = 0$ as

$$
\begin{pmatrix}
 v_{2j-2} \\
 v_{2j-1}
\end{pmatrix}
 = T
\begin{pmatrix}
 v_{2j} \\
 v_{2j-1}
\end{pmatrix}
 \tag{9}
$$

for $1 \leq j \leq L - 2$. Crucially, this equation only holds for the bulk. We can choose to fulfill either the boundary equation which relates $v_2$ to $v_1$ (to obtain $\hat{F}_{(L)}$), or $v_{2L}$ to $v_{2L-1}$ (in the case of $\hat{F}_{(R)}$).

Here, we analytically solve for $\hat{V}$ for $J_{xx} = J_{zz} = 0$. By imposing the boundary conditions for $v_1$ and $v_2$, we find that

$$
\begin{pmatrix}
 v_{2j} \\
 v_{2j-1}
\end{pmatrix}
 = \lambda_{j-1} \begin{pmatrix}
 \cos(h) \\
 \sin(h)
\end{pmatrix}
 \tag{10}
$$

Requiring that this edge mode decays exponentially fast into the bulk, we have the condition

$$
|\lambda_1| < 1 \implies \cosh(2\beta) \cos(2h) < -1, \tag{11}
$$

which is exactly the condition for the band gap closing in the imaginary condition obtained in Eq. (7). Thus, we have demonstrated a non-hermitian bulk boundary correspondence.

We further compare this with the numerical results show in Fig. 2. For $J_{xx}, J_{zz} \neq 0$, we can also numerically demonstrate that the zero modes are localized on the edge.

Lastly, we present the spectrum and left edge mode for the case with quenched disorder, i.e. $h_{y,j} = \frac{\pi}{3} \pm \delta h$, where $\delta h$ is uniformly drawn from $[-1, 1]$. Even in the presence of strong disorder, the $i0$ modes still persist, provided that the gap does not close in the imaginary direction.

We note that the robustness of the edge modes requires $L \to \infty$ since the two edge modes can couple in
small systems to produce a splitting in both the real and imaginary directions, resulting in a single steady state.

**Dynamics and Interaction** – We now turn to the dynamics to study the signature of these $0\pi$ modes. The dynamics can be simulated in two ways: first, by exploiting the mapping to free fermions and using the machinery of Fermionic Gaussian States (FGS)\[21–26\], and second, using MPS methods \[27, 28\] in terms of the spin degrees of freedom.

A limitation of FGS is that only Fermionic states with a definite parity can be simulated. Since $\hat{V}$ conserves parity, the oscillations cannot be observed directly using FGS, since the two steady states $|\psi_{\pm}\rangle \sim |\uparrow\uparrow\uparrow\cdots\rangle \pm i^L |\downarrow\downarrow\cdots\rangle$ have different parities. Instead, beginning with states of different parities, one can show that the final states at long times have an overlap $\sim 1$ with one of $|\psi_{\pm}\rangle$, providing indirect evidence for the presence of oscillations. A second limitation is that FGS cannot describe models with interactions. Thus, we use MPS methods to study the dynamics, utilizing the ITensor C++ Package \[29\].

We consider initial states that are random product states of the form $|\psi\rangle_0 = |\uparrow\uparrow\uparrow\downarrow\cdots\rangle$, where each spin points up or down along the z-axis with equal probability. This state is stroboscopically evolved using Eq. (1), and the quantity $\langle Z(t) \rangle \equiv \frac{1}{L} \sum_j \langle \psi(t) | Z_j | \psi(t) \rangle$ is calculated. We find that there are oscillations in $\langle Z \rangle$ when there are $0\pi$ modes with a difference of $\pi$ in the real parts of their quasi-energies, and not otherwise (See Fig. 3).

These oscillations persist even in the presence of interactions. To model interactions, we include the term $\sum_j Y_j \bar{Y}_{j+1} e^{-iJ_{yy} \sum_j Y_j \bar{Y}_{j+1}}$ in $\hat{U}_R$, which corresponds to a 4 fermion interaction $e^{-iJ_{yy} \sum_j \gamma_{2j} - i \gamma_{2j+1} \gamma_{2j+2}}$. It is known that such an interaction can lead to thermalization in unitary models, which usually has the effect of destabilizing order \[30, 31\]. However, as shown in Fig. 4, oscillations persist in the presence of interactions, when $\beta$ is sufficiently large.

Finally, we check if the oscillations survive in the presence of quenched disorder in the $Y$-pulses. The $Y$-fields are now random in both time and space. They are modeled as $e^{-i \sum_j h_{yy,j(t)} Y_j}$, where $h_{yy,j}(t) = \bar{h}_y + \delta h_{yy,j}(t)$, and $\delta h_{yy,j}(t)$ is drawn uniformly from $[-1,1]$ at every time step. Again, oscillations persist, both in the interacting and the non-interacting models, confirming the stability of the zero mode.

**Discussion** – In this work, we have studied the emergence of oscillatory behaviour in a periodically driven nonunitary system of qubits. We have found that a critical strength of measurement is required to observe oscillations which break the discrete time-translation symmetry in these systems. Such dynamical behavior is accompanied by the emergence of a non-Hermitian $0\pi$ mode, which is robust to various perturbations, both quenched and stochastic. Such models can be realized in quantum circuits where 1- and 2-site unitary gates as in $\hat{U}_R$ are applied to the qubits. The imaginary time evolution can be implemented by subjecting to the system weak measurements corresponding to the following Kraus operators at each site $j$

$$M_j^\pm = \frac{1}{\sqrt{2 \cosh(2\beta)}} \left( \cosh(\beta) \pm \sinh(\beta) \hat{Z}_j \hat{Z}_{j+1} \right) \quad (12)$$
FIG. 4. Plots of $\langle Z \rangle$ in the presence of interactions. a) A clean system b) A system with strong stochasticity in $h_{y,j}$. In both cases, $J_{yy} = 0.3, J_{xx} = 0.4, \beta = 1.5, L = 100$.

FIG. 5. A phase diagram summarizing the three different phases that are observed as $\beta$ and $h_y$ are tuned, in the case where $J_{yy} = 0$. The gapless critical phase is a special feature of non-unitary free fermion dynamics and will be replaced by a volume law phase in the presence of interactions, e.g., $J_{yy} \neq 0$.

and post-selecting for the $+$ outcome.

It should be noted that the steady states in either phase studied in the text obey an area law entanglement scaling. However, there is an intermediate regime between the two steady states where the spectrum is gapless in the imaginary direction. The transition from a regime where there is an imaginary gap in the spectrum of $\hat{H}_F$, to one where there isn’t, is reflected in a change in the entanglement behavior of the steady states, from an area law to a (parameter-dependent) critical phase [6, 7, 32]. The properties of this phase are detailed in [20]. Fig. 5 shows the phase diagram for these non-interacting models as both $h_y$ and $\beta$ are varied.

It remains to be seen if a topological invariant which can signal the presence of these $i\theta$ modes in either regime – and possibly even distinguish them – exists. In future work, we hope to characterize the $i\theta$ mode in the presence of interactions. It is possible that such an operator might only pair states in a part of the spectrum of $\hat{H}_F$, but still provide detectable signatures in the dynamics. We would also like to study the role of symmetry breaking in these oscillations, and especially, how it might be used to generate oscillations of period greater than 2, and for the case of $N_S > 2$ steady states. Lastly, it would be interesting to understand if analogous $i\theta$ modes can be found in models that involve a rectification of the system based on measurement outcomes [33].
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JORDAN-WIGNER TRANSFORMATION

The Jordan-Wigner transformation is a tool that is extensively used to map fermionic to spin-$\frac{1}{2}$ degrees of freedom. When $J_{yy} = 0$ in $\hat{V}$, this family of spin models maps to models of free fermions under the Jordan-Wigner transformation. The single-particle spectrum of these non-interacting models is easy to obtain numerically, even for very large system sizes. The full many-body spectrum is then built up by filling in the single particle eigenstates of $\hat{V}$. This transformation proceeds by identifying the spin operators with non-local fermionic operators. Nonlocality is required to accommodate the commutativity of spin operators on different sites. This transformation is defined using the prescription

\[
\begin{align*}
\hat{Y}_j &\rightarrow i\gamma_{2j-1}\gamma_{2j} \\
\hat{X}_j &\rightarrow \left( \prod_{l<j} i\gamma_{2l-1}\gamma_{2l} \right) \gamma_{2j-1} \\
\hat{Z}_j &\rightarrow \left( \prod_{l<j} i\gamma_{2l-1}\gamma_{2l} \right) \gamma_{2j}
\end{align*}
\]  

(S1)

with $\{\gamma_j\}_{j=1}^{2L}$ being Majorana operators that obey $\{\gamma_k, \gamma_l\} = 2\delta_{kl}$. For ease of notation, we define $a_j = \gamma_{2j}$ and $b_j = \gamma_{2j-1}$, following [S1]. Under this transformation, the $XX$ and $ZZ$ couplings are expressed as

\[
\begin{align*}
\hat{X}_j\hat{X}_{j+1} &\rightarrow ia_j b_{j+1} \\
\hat{Z}_j\hat{Z}_{j+1} &\rightarrow -ib_j a_{j+1}.
\end{align*}
\]  

(S2)

By defining a column vector $\vec{\gamma}$ whose entries are the $2L$ majorana operators $\{\gamma_j\}$

\[
\vec{\gamma} = \begin{pmatrix} b_1 \\ a_1 \\ \vdots \\ b_L \\ a_L \end{pmatrix}
\]  

(S3)

any noninteracting, fermionic, Hermitian Hamiltonian can be written in the form

\[
H = \frac{\gamma^T \mathcal{H} \gamma}{4} = \frac{1}{4} \sum_{i,j} \gamma_i \mathcal{H}_{i,j} \gamma_j,
\]  

(S4)

where $\mathcal{H}$ is a $2L \times 2L$ purely imaginary antisymmetric matrix. For instance, $\mathcal{H}_{xx}$ is a tridiagonal matrix, composed of blocks of the Pauli matrix $Y$. 
\[ H_{xx} = \begin{pmatrix} 0 & i & 0 \\ 0 & -i & 0 \\ \vdots & 0 & 0 \\ 0 & i & 0 \\ -i & 0 & 0 \end{pmatrix} \]  \hspace{1cm} (S5)

We relax the restriction that the entries of \( H \) are purely imaginary when we consider non-Hermitian Hamiltonians.

**Spectrum of Free Fermion Hamiltonians**

Given a non-interacting (not necessarily Hermitian) Hamiltonian \( \hat{H} \), we now discuss the steps involved in obtaining its spectrum. We start by reviewing this process in the case where \( \hat{H} \) is Hermitian.

The most general Hermitian, parity-conserving, quadratic, fermionic Hamiltonian can be written in terms of Majorana operators \( \{ \gamma_j \} \) as

\[ H = \frac{i}{4} \hat{H} \gamma_j \gamma_j \]  \hspace{1cm} (S6)

where \( H \) can be written as \( i \) times a real, \( 2L \times 2L \) antisymmetric matrix \( G \), such that

\[ H^\dagger = (iG)^\dagger = -iG^T = H. \]  \hspace{1cm} (S7)

The spectrum of real even-dimensional antisymmetric matrices comes in pairs of \( \pm i\lambda_j; \lambda_j \in \mathbb{R} \), with corresponding eigenvectors \( v_j, v_j^* \), where the elements of \( v_j^* \) are the complex conjugates of those of \( v_j \). \( G \) then has the decomposition

\[ X^T G X = \begin{pmatrix} 0 & \lambda_1 & 0 & \cdots & \cdots & \cdots \\ -\lambda_1 & 0 & \lambda_2 & \cdots & \cdots & \cdots \\ 0 & -\lambda_2 & 0 & \cdots & \cdots & \cdots \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & \lambda_L & 0 & \cdots & -\lambda_L & 0 \\ -\lambda_L & 0 & \cdots & 0 & 0 & 0 \end{pmatrix} = \Sigma, \]  \hspace{1cm} (S8)

with \( X \) a real orthogonal matrix

\[ X^T X = XX^T = 1; \ X_{ij} \in \mathbb{R}. \]  \hspace{1cm} (S9)

The matrix \( X \) is constructed from the normalized eigenvectors of \( G \) as

\[ X = \frac{1}{\sqrt{2}} \begin{pmatrix} v_1 + v_1^* & i(v_1 - v_1^*) & \cdots & v_L + v_L^* & i(v_L - v_L^*) \end{pmatrix} \]  \hspace{1cm} (S10)

If we define a new set of majorana operators \( \{ g_j \} \)

\[ \vec{g} = X^T \vec{\gamma} \]  \hspace{1cm} (S11)
which also obey canonical anticommutation relations
\[
\{g_i, g_j\} = \sum_{l,m} X^T_{i,m} X^T_{j,l} \{\gamma_m, \gamma_l\}
\]
\[
= 2 \sum_{l,m} X^T_{i,m} X^T_{j,l} \delta_{lm}
\]
\[
= 2(X^T X)_{ij} = 2\delta_{ij},
\]
(S12)

this decomposition allows us to rewrite the Hamiltonian from Eq. (S6) as
\[
H = \frac{1}{2} \sum_{j=1}^L i\lambda_j g_{2j-1} g_{2j}.
\]
(S13)

Lastly, defining a set of complex fermionic operators \( \{f_j, f_j^\dagger\} \)
\[
f_j = \frac{g_{2j} - ig_{2j-1}}{2},
\]
(S14)

we have diagonalized \( H \)
\[
H = \sum_j \lambda_j \left( f_j^\dagger f_j - \frac{1}{2} \right).
\]
(S15)

The many-body eigenstates of \( H \) can then be constructed by filling in the single particle states \( f_j^\dagger \).
\[
|n_1, n_2, \cdots, n_L\rangle = \left( f_1^\dagger \right)^{n_1} \left( f_2^\dagger \right)^{n_2} \cdots \left( f_L^\dagger \right)^{n_L} |0\rangle
\]
\[
H |n_1, n_2, \cdots, n_L\rangle = (E_0 + \sum_j \lambda_j n_j) |n_1, n_2, \cdots, n_L\rangle
\]
(S16)

Turning to non-Hermitian Hamiltonians, we no longer consider an \( \mathcal{H} \) which has purely imaginary entries. However, owing to the anticommutativity of \( \{\gamma_j\} \), \( \mathcal{H} \) can still be expressed as an antisymmetric matrix. Further, one now has to distinguish between the right and left eigenvectors (both of \( H \) and \( \mathcal{H} \)), which are not simply related by Hermitian conjugation, as in the Hermitian case. Once these caveats are accounted for, diagonalization proceeds in analogous fashion. The following text expands and elaborates on the methods introduced in [S2].

The eigenvalues of a complex, antisymmetric matrix \( H \) can still be written as pairs of \( \pm \lambda_j \), with \( \lambda_j \in \mathbb{C} \), now. Their corresponding (right) eigenvectors are no longer related by complex conjugation. Therefore, we update our notation as follows. We assume an unambiguous ordering of \( \pm \lambda_j \) in the pair \( (\lambda_j, -\lambda_j) \). This can be achieved, for instance, by choosing \( \lambda_j \) to have a positive real part, or a positive imaginary part, if \( \lambda_j \in i\mathbb{R} \). We use this to label the right eigenvectors as
\[
\mathcal{H} v_{2j-1} = \lambda_j v_{2j-1}
\]
\[
\mathcal{H} v_{2j} = -\lambda_j v_{2j}
\]
(S17)

The corresponding \( 2L \times 1 \) dimensional left eigenvectors are labelled
\[
u_{2j-1} \mathcal{H} = \lambda_j u_{2j-1}
\]
\[
u_{2j} \mathcal{H} = -\lambda_j u_{2j}
\]
(S18)

The eigenvectors of an antisymmetric matrix \( \mathcal{H} \) have the following properties:

1. If \( v \) is a right eigenvector with eigenvalue \( \lambda \), \( v^T \) is a left eigenvector with eigenvalue \(-\lambda\).
\[
\mathcal{H} v = \lambda v \implies (\mathcal{H} v)^T = \lambda v^T \implies v^T \mathcal{H} = -\lambda v^T
\]
2. With the ordering prescription described above, we have the following inner product rules

i) \( v_{2j-1}^T v_{2k} \propto \delta_{j,k} \)

ii) \( v_j^T v_{2k} \propto \delta_{j,k} \)

iii) \( v_{2j-1}^T v_{2k-1} = 0 = v_{2j}^T v_{2k} \)

i) \( v_{2j-1}^T \mathcal{H} v_{2k} = -\lambda_k v_{2j-1}^T v_{2k} = -\lambda_j v_{2j-1}^T v_{2k} \)

\[ \implies (\lambda_j - \lambda_k) v_{2j-1}^T v_{2k} = 0 \]

**Case 1:** \( k \neq j \implies \lambda_j \neq \lambda_k \implies v_{2j-1}^T v_{2k} \propto \delta_{j,k} \)

**Case 2:** \( k \neq j \) but \( \lambda_k = \lambda_j = \lambda \)

We have

\[ \mathcal{H}(v_{2j}, v_{2k}) = -\lambda \]

(\(S19\))

If \( v_{2j-1}^T v_{2k} \neq 0 \) and \( v_{2j-1}^T v_{2j} \neq 0 \), we can redefine

\[ v_{2k} \rightarrow v_{2k} - \frac{v_{2j-1}^T v_{2k}}{v_{2j-1}^T v_{2j}} v_{2j} \implies v_{2j-1}^T v_{2k}. \]

Lastly, if \( v_{2j-1}^T v_{2j} = 0 \), but \( v_{2j-1}^T v_{2k} \neq 0 \), we can simply swap

\[ v_{2k} \leftrightarrow v_{2j}, \text{ thus } v_{2j-1}^T v_{2k} \propto \delta_{j,k} \]

ii) follows from transposing i).

iii) \( v_{2j-1}^T \mathcal{H} v_{2k-1} = \lambda_k v_{2j-1}^T v_{2k} = -\lambda_j v_{2j-1}^T v_{2k} \)

\[ \implies (\lambda_j + \lambda_k) v_{2j-1}^T v_{2k-1} = 0 \implies v_{2j-1}^T v_{2k-1} = 0 \]

(\(S20\))

The assertion that \( \lambda_j + \lambda_k \neq 0 \) can be made because the eigenvalues and their corresponding eigenvectors have been ordered according to a particular rule that ensures that a pair of eigenvalues \( \pm \lambda \) is always ordered in the same way, regardless of the position of their occurrence in the spectrum.

3. With the normalization that \( v_{2j-1}^T v_{2j} = v_{2j}^T v_{2j-1} = 1 \), the left eigenvectors corresponding to the eigenvalue pair \( \pm \lambda_j \) are \( (u_{2j-1}, u_{2j}) \equiv (v_{2j}^T, v_{2j-1}^T) \). Moreover, we have \( u_j v_k = \delta_{j,k} \).

We are now ready to construct an analogous \( X \) for the general antisymmetric matrix, defined as

\[
X = \frac{1}{\sqrt{2}} \begin{pmatrix}
v_1 + v_2 & i(v_1 - v_2) & \cdots & v_{2L-1} + v_{2L} & i(v_{2L-1} - v_{2L}) \\
v_1 - v_2 & i(v_1 + v_2) & \cdots & v_{2L} - v_{2L-1} & i(v_{2L} - v_{2L-1}) \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
-v_{2L} & v_{2L-1} & \cdots & v_1 & v_2 \\
v_{2L} & -v_{2L-1} & \cdots & -v_1 & v_2
\end{pmatrix}
\]

(\(S21\))

\[ X^T X = XX^T = \mathbb{I} \]

It can be straightforwardly verified that

\[
X^T \mathcal{H} X = \begin{pmatrix}
0 & i\lambda_1 & 0 & \cdots & 0 \\
-i\lambda_1 & 0 & i\lambda_2 & \cdots & 0 \\
0 & -i\lambda_2 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 \\
i\lambda_L & \cdots & \cdots & \cdots & 0 \\
-i\lambda_L & 0 & 0 & \cdots & 0
\end{pmatrix} \equiv \Sigma,
\]

(\(S22\))
since
\[
\mathcal{H} = \frac{1}{\sqrt{2}} \begin{pmatrix}
\lambda_1(v_1 - v_2) & i\lambda_1(v_1 + v_2) & \cdots & \lambda_L(v_{2L-1} - v_{2L}) & i\lambda_L(v_{2L-1} + v_{2L}) \\
\end{pmatrix}
\]
(S23)
and
\[
\frac{1}{2}(v_{2k-1} + v_{2k})^T(v_{2j-1} + v_{2j}) = -\frac{1}{2}(v_{2k-1} - v_{2k})^T(v_{2j-1} - v_{2j}) = \delta_{k,j}
\]
(S24)
We can similarly define a new set of majorana-like operators \( \{g_j\} \) that obey canonical anticommutation relations
\[
\hat{g} = X^T \gamma.
\]
(S25)
and the Hamiltonian can be written as
\[
H = \frac{1}{2} \sum_j i\lambda_j g_{2j-1} g_{2j}
\]
(S26)
However, \( g_j \neq g_j^\dagger \), since \( X \) is a complex orthogonal matrix. This leads us to define 2 sets of complex fermionic operators \( \{f_{L,j}, f^\dagger_{L,j}\} \) and \( \{f_{R,j}, f^\dagger_{R,j}\} \), where \( L(R) \) denote the left and right eigenstates of the operator \( H \), respectively.
\[
f^\dagger_{R,j} = \frac{g_{2j} + ig_{2j-1}}{2}
\]
(fR,j)y_i
\[
f_{L,j} = \frac{g_{2j} - ig_{2j-1}}{2}
\]
(S27)
These operators have the following anticommutation relations
\[
\{f^\dagger_{R,j}, f_{L,k}\} = \delta_{j,k}
\]
\( \{f^\dagger_{R,j}, f^\dagger_{R,k}\} = 0 \)
(S28)
\{f_{L,j}, f_{L,k}\} = 0
Crucially, \( f^\dagger_{R,j} \neq f_{L,j} \). \( H \) can now be expressed in terms of these \( f \) operators as
\[
\hat{H} = \sum_j \lambda_j \left( f^\dagger_{R,j} f_{L,j} - \frac{1}{2} \right).
\]
(S29)
The (right) vacuum state \( |0\rangle_R \) of \( H \) is defined by
\[
f_{L,j} |0\rangle_R = 0; \; j = 1, 2, \cdots, L
\]
(S30)
The right eigenstates are now constructed from the vacuum state of \( H \), by the application of \( f^\dagger_{R,j} \):
\[
|n_1, n_2, \cdots, n_L\rangle_R = (f^\dagger_{R,1})^{n_1} (f^\dagger_{R,2})^{n_2} \cdots (f^\dagger_{R,L})^{n_L} |0\rangle_R
\]
\[
H |n_1, n_2, \cdots, n_L\rangle_R = (E_0 + \sum_j \lambda_j n_j) |n_1, n_2, \cdots, n_L\rangle_R
\]
(S31)
We are interested in the right eigenstates of $H$ since these will be used to construct the steady states of our non-unitary time evolution operator. An analogous process can be used to construct the left eigenstates of $H$.

For example, the steady state under the time evolution given by $e^{-iH}$ is given by the eigenstate whose eigenvalue has the largest imaginary part.

$$|SS\rangle_R = \prod_{\text{Im}(\lambda_j)>0} f_{R,j}^{|0\rangle_R}$$

**Quasi-energy Spectrum of Non-interacting Floquet Operators**

The penultimate step in calculating the spectrum of our non-interacting Floquet Hamiltonian $\hat{H}_F \equiv \frac{\gamma^T H_{FZ}}{4}$ is to obtain $H_F$ from $\hat{V}$. This can be done by exploiting the Gaussian nature of the various operators in $\hat{U}_R$ and $\hat{U}_I$.

Generally, if one has $\hat{V} = e^{\frac{T_A^1}{4}} e^{\frac{T_A^2}{4}}$, then

$$\hat{V} = e^{\frac{T_A^4}{4}}; \quad e^A \equiv e^{A_1} e^{A_2}. \quad \text{(S33)}$$

This can be shown by noting that

$$\left[ \frac{T_A^1 \gamma}{4}, \frac{T_A^2 \gamma}{4} \right] = \frac{T_A^1 [A_1, A_2]}{4} \gamma,$$

followed by an application of the BCH formula. If $\hat{V}$ is now a Floquet operator, this property allows us to obtain the spectrum of $A$, which we have shown to be the single-particle spectrum of $\frac{1}{4} \gamma^T A \gamma$ (and thus, of $\hat{V}$ as well).

When $\hat{V}$ is invariant under translations, the spectrum can be obtained analytically. We show this for the case where

$$\hat{V} = e^{(\beta - iJ_{zz}) H_{ZZ}} e^{-iJ_{XX} H_{XX}} e^{-ihH_Y}.$$  

Explicitly, these Hamiltonians have the following expressions

$$H_{XX} = i \sum_{j=1}^{L} a_j b_{j+1} \equiv \frac{\gamma^T H_{XX} \gamma}{4}$$

$$H_{ZZ} = -i \sum_{j=1}^{L} b_j a_{j+1} \equiv \frac{\gamma^T H_{ZZ} \gamma}{4}$$

$$H_Y = i \sum_{j=1}^{L} b_j a_j \equiv \frac{\gamma^T H_Y \gamma}{4} \quad \text{(S34)}$$

with $(a_{L+1}, b_{L+1}) = (\pm (a_1, b_1))$. The choice of (anti-) periodic boundary conditions only constrains the $k$ values to be (half-) integer multiples of $\frac{2\pi}{L}$ and has no effect on the presence of a gap in the spectrum in the thermodynamic limit. We can now write $\hat{V}$ in the form suggested by Eq. (S33).

$$\hat{V} = e^{-\frac{iH_F}{4}} \equiv e^{-i\tilde{H}_F},$$

with $e^{-i\tilde{H}_F} = e^{(\beta - iJ_{zz}) H_{ZZ}} e^{-iJ_{XX} H_{XX}} e^{-ihH_Y} \quad \text{(S35)}$

Since each Hamiltonian decomposes into blocks for each $k$, we can write, denoting $\gamma_k \equiv (a_k, b_k, a_{-k}, b_{-k})$,

$$\tilde{H}_F = \sum_{k>0} \frac{\gamma_k^T H_F(k) \gamma_k}{4}$$

$$e^{-iH_F(k)} = e^{(\beta - iJ_{zz}) H_{ZZ}(k)} e^{-iJ_{XX} H_{XX}(k)} e^{-ihH_Y(k)} \quad \text{(S36)}$$
It is useful to note the $k$-space representation of the Hamiltonians

$$\mathcal{H}_{XX}(k) = 2i \begin{pmatrix} 0 & \cos(k) & \sin(k) & 0 \\ -\cos(k) & 0 & 0 & -\sin(k) \\ -\sin(k) & 0 & 0 & \cos(k) \\ 0 & \sin(k) & -\cos(k) & 0 \end{pmatrix}$$

(S37)

$$\mathcal{H}_{ZZ}(k) = \mathcal{H}_{XX}(-k)$$

$$\mathcal{H}_Y(k) = 2 \begin{pmatrix} \sigma_y \\ \sigma_y \end{pmatrix} = 2(1 \otimes \sigma_y)$$

The energy levels of the Hamiltonian $\hat{H}_F$ correspond to $\frac{1}{2}$ times the eigenvalues of $\mathcal{H}_F$. This can be seen by considering each term in Eq. (S29), which can be rewritten as

$$\hat{H} = \sum_j \frac{\lambda_j}{2} \left( 2f_{R,j}^\dagger f_{L,j} - 1 \right).$$

(S38)

Since the eigenvalues of $\left( 2f_{R,j}^\dagger f_{L,j} - 1 \right)$ are ±1, this results in the contribution of each mode, and thus the single particle spectrum, being $\pm \frac{\lambda_j}{2}$.

In practice, we first find the eigenvalues of $\mathcal{H}_F$ and then halve them to get the quasi-energy spectrum $\epsilon(k)$ of $\hat{H}_F$. Since $\hat{V}$ is particle-hole symmetric, care must be taken to ensure the symmetry of the spectrum of $\hat{H}_F$ about $0$.

As a demonstration, we show how one calculates the spectrum for the case where $J_{XX} = J_{ZZ} = 0$. $\mathcal{H}_{ZZ}(k)$ has an interesting structure, in that it can be written as

$$\mathcal{H}_{ZZ}(k) = -2(\cos(k)1 \otimes \sigma_y + \sin(k)\tau_y \otimes \sigma_z)$$

(S39)

where $\tau_{x,y,z}$ and $\sigma_{x,y,z}$ denote the usual Pauli matrices acting in distinct spaces. Going forward, the $\otimes$ will be omitted when its presence is obvious.

An immediate consequence of this structure is that $\left( \frac{\mathcal{H}_{ZZ}(k)}{2} \right)^2 = 1$, so that

$$e^{\beta \mathcal{H}_{ZZ}(k)} = \cosh(2\beta)1 + \sinh(2\beta)\mathcal{H}_{ZZ}(k)$$

$$= \cosh(2\beta) - \sinh(2\beta)(\cos(k)\sigma_y + \sin(k)\tau_y\sigma_z)$$

(S40)

Similarly,

$$e^{-i\beta \mathcal{H}_Y(k)} = \cos(2\beta) - i\sin(2\beta)\sigma_y$$

(S41)

Multiplying the two matrices, and fixing $\tau_y = \pm 1$ (which leads to a degeneracy), $e^{-i\beta \mathcal{H}_F(k)}$ is of the form $c_0(k) + \tilde{c}(k)\tilde{\sigma}$. The eigenvalues of $e^{-i\beta \mathcal{H}_F(k)}$ can be obtained straightforwardly as $c_0 \pm \sqrt{\tilde{c}\tilde{c}}$. The single particle spectrum of $\hat{H}_F(k)$ is then

$$\epsilon(k) = \frac{i}{2} \log \left( c_0 \pm \sqrt{\tilde{c}\tilde{c}} \right)$$

(S42)

The numerical diagonalization of $e^{-i\beta \mathcal{H}_F}$ possesses a caveat that is absent in the analytical procedure, owing to the Floquet nature of the problem. A logarithm of each eigenvalue of $\mathcal{H}_F$, followed by its halving, is required to obtain the single particle spectrum of $\hat{H}_F$. As a result, the numerical procedure cannot distinguish between the two $\pm 0$ modes $\epsilon_0 = \pm \frac{\pi}{2}$, since these are both reflected as an $e^{\pm i\pi} = -1$ eigenvalue of $e^{-i\beta \mathcal{H}_F}$. Should a point appear only at one of $\pm \frac{\pi}{2}$, an additional verification that it is doubly degenerate is required, and this is indeed the case.

**Transfer Matrix Method to obtain Edge Modes**

In this section, we discuss the details of the transfer matrix method used to obtain the edge $i0$ modes. Concretely, we do this for $\hat{V} = e^{i\sum_j Z_j Z_{i+1}} e^{-i\sum_j h Y_j}$. In terms of Majoranas, this corresponds to $\hat{V} = e^{-i\beta \sum_{j=1}^L b_j a_{j+1}} e^{i\sum_j h b_j a_j}$. Requiring that $\{\hat{V}, a_j\} = \{\hat{V}, b_j\} = 0$ gives us the $2L$ equations...
FIG. S1. The complex spectrum, showing a gap closing and reopening near \( h_y = \frac{\pi}{4} \), as given by Eq. (7) in the main text.

FIG. S2. (Left) Spectrum for the disordered case. (Right) Corresponding \( i0 \) mode \( \hat{F}_L \). Open boundary conditions are considered.

\[ a_1 : (\alpha_1 + 1)v_1 - \alpha_2 v_2 = 0 \quad \text{(S43)} \]
\[ \{ b_j \}_{j=1}^{L-1} : \alpha_2 v_{2j-1} + (\alpha_1 + \alpha_3)v_{2j} + \alpha_4 v_{2j+1} = 0 \quad \text{(S44)} \]
\[ \{ a_j \}_{j=2}^{L} : -\alpha_4 v_{2j-2} + (\alpha_1 + \alpha_3)v_{2j-1} - \alpha_2 v_{2j} = 0 \quad \text{(S45)} \]
\[ b_L : (\alpha_1 + 1)v_{2L} + \alpha_2 v_{2L-1} = 0 \quad \text{(S46)} \]

with \( \alpha_1 = \cos (2h) \), \( \alpha_2 = \sin (2h) \), \( \alpha_3 = \cosh (2\beta) \) and \( \alpha_4 = i \sinh (2\beta) \), such that \( \alpha_1^2 + \alpha_2^2 = \alpha_3^2 + \alpha_4^2 = 1 \). Defining a matrix \( M \) as

\[
M = \begin{pmatrix}
\alpha_1 + 1 & -\alpha_2 \\
\alpha_2 & \alpha_1 + \alpha_3 & \alpha_4 \\
-\alpha_4 & \alpha_1 + \alpha_3 & -\alpha_2 \\
& \ddots & \ddots & \ddots \\
& & \alpha_2 & \alpha_1 + 1
\end{pmatrix}, \quad \text{(S47)}
\]

the problem now translates to finding the lowest magnitude eigenvectors \( \vec{v} \) of \( M \), and to check whether their corresponding eigenvalues approach 0 exponentially as \( L \to \infty \). We now explicitly construct \( \vec{v} \) using a transfer matrix approach.
FIG. S3. (Left) The spectrum for different values of $h_y$, for $L = 1000$, $J_{xx} = 0.2$ and $\beta = 2$. (Right) The scaling of the magnitude of the smallest eigenvalue of $T$ against $L$. When the system is in a non-trivial state, the smallest eigenvalue of $M$ decays exponentially with $L$, but not otherwise.

Presently considering only the "bulk" equations, i.e. those pertaining to $b_j, a_{j+1}$ for $1 \leq j \leq L - 1$, we can obtain
\[
\begin{pmatrix}
  v_{2j+2} \\
  v_{2j+1}
\end{pmatrix}
\]
in terms of
\[
\begin{pmatrix}
  v_{2j} \\
  v_{2j-1}
\end{pmatrix}
\]
as
\[
\begin{pmatrix}
  v_{2j+2} \\
  v_{2j+1}
\end{pmatrix} = - \begin{pmatrix}
  (\alpha_1 + \alpha_3)^2 + \alpha_4^2 & \alpha_1 + \alpha_3 \\
  \alpha_1 \alpha_3 & \alpha_4
\end{pmatrix} \begin{pmatrix}
  v_{2j} \\
  v_{2j-1}
\end{pmatrix}.
\]  

(S48)

Right away, we observe that $T = i\tilde{T}$, where $\tilde{T}$ is a real, symmetric matrix. Further,
\[
\det(T) = \frac{(\alpha_1 + \alpha_3)^2}{\alpha_4^2} + 1 - \frac{(\alpha_1 + \alpha_3)^2}{\alpha_4^2} = 1.
\]  

(S49)

Thus, the eigenvalues of $T$ are of the form $(i\lambda, -i\lambda); \lambda \in \mathbb{R}$. Explicitly, the eigenvalues of $T$ are $\lambda_{1,2} = \frac{\cos(h)}{\sin(h)} \cosh(\beta) \pm \frac{\sin(h)}{\cosh(\beta)} \sinh(\beta)$. Their corresponding eigenvectors are
\[
\begin{pmatrix}
  \alpha_1 + 1 \\
  \alpha_2
\end{pmatrix}.
\]

We now use the boundary equation for $a_1$ in order to fix the free parameters $\begin{pmatrix}
  v_2 \\
  v_1
\end{pmatrix}$. Setting $\begin{pmatrix}
  v_2 \\
  v_1
\end{pmatrix} = \begin{pmatrix}
  \cos(h) \\
  \sin(h)
\end{pmatrix} \propto \begin{pmatrix}
  \alpha_1 + 1 \\
  \alpha_2
\end{pmatrix}$, we find that
\[
\begin{pmatrix}
  v_{2j+1} \\
  v_{2j}
\end{pmatrix} = \lambda_{1,2}^{-1} \begin{pmatrix}
  \cos(h) \\
  \sin(h)
\end{pmatrix}.
\]  

(S50)

Lastly, we require that the edge mode localized around $j = 1$ decays exponentially, which imposes that
\[
|\lambda_1| < 1 \implies \cosh(2\beta) \cos(2h) < -1,
\]  

(S51)

We can analogously find the expression for the right edge mode by beginning with the boundary equation for $b_L$, and propagating leftwards with $T^{-1}$.

A few other checks were performed to confirm that the operator $F$ obtained through the transfer matrix procedure is, in-fact, the $i0$ modes of interest. We first explicitly construct $\hat{F} = \sum_{j=1}^{L} v_{2j-1} a_j + v_{2j} b_j$, and represent it as a column vector.
FIG. S4. A plot showing the decay of the $\pi -$ mode for $L = 1000, h_y = \frac{\pi}{3}, J_{xx} = 0.2$ and $\beta = 2.0$, compared against the eigenvector of $M$ with the smallest magnitude eigenvalue.

so that it corresponds to the representation introduced in Eq. (S3). We find that $e^{-iH_F}F_0 = -F_0$, confirming that $\{\hat{V}, \hat{F}\} = 0$.

While it might not be possible to analytically construct the edge modes for more general $\hat{V}$, it is straightforward to construct the matrix $M$ and thus numerically obtain its smallest magnitude eigenvalue. Again, exponentially small eigenvalues appear exactly as we tune the parameters through a closing of the bulk gap in the imaginary direction. We show this below for $\hat{V} = e^{t \sum Z_j Z_{j+1} + iJ_{xx} \sum X_j X_{j+1} / 2 - i \sum h Y_j}$.

Finally, we show in Fig. S4 that the $\pi -$ mode obtained by the direct diagonalization of $\hat{V}$ is identical to the mode constructed from the transfer matrix, for nonzero $J_{xx}$.

**TIME EVOLUTION OF FERMIONIC GAUSSIAN STATES**

A fermionic many-body state $|\psi\rangle$ is said to be a Gaussian state [S3] if

$$|\psi\rangle\langle\psi| = e^{-\frac{\mathbf{v}_c^\dagger \mathcal{H}_G \mathbf{v}_c}{2}} \quad \text{tr}\left( e^{-\frac{\mathbf{v}_c^\dagger \mathcal{H}_G \mathbf{v}_c}{2}} \right) = e^{-\frac{\mathbf{v}_c^\dagger \mathcal{H}_G \mathbf{v}_c}{4}} \quad \text{tr}\left( e^{-\frac{\mathbf{v}_c^\dagger \mathcal{H}_G \mathbf{v}_c}{4}} \right)$$

(S52)

for some $2L \times 2L$ matrix $\mathcal{H}_G^c = \mathcal{H}_G^{c\dagger}$ which has the form

$$\mathcal{H}_G^c = \begin{pmatrix} A_{L \times L}^\dagger & B_{L \times L} \\ B_{L \times L}^\dagger & -A_{L \times L} \end{pmatrix}$$

(S53)

with $A^\dagger = A$ and $B^T = -B$. For use in this section, we have defined $\mathbf{v}_c$ analogously to $\mathbf{\gamma}$ as
\[ \vec{v}_c = \begin{pmatrix} c_1 \\ c_2 \\ \vdots \\ c_L \\ c^\dagger_1 \\ \vdots \\ c^\dagger_L \end{pmatrix}, \tag{S54} \]

where \( \{c_j, c^\dagger_j\}_{j=1}^L \) denote complex fermionic annihilation and creation operators at site \( j \), obeying \( \{c_j, c^\dagger_k\} = \delta_{j,k} \). These are related to \( \{\gamma_j\} \) as

\[ \gamma_{2j-1} = i(c_j - c^\dagger_j) \]
\[ \gamma_{2j} = (c_j + c^\dagger_j) \tag{S55} \]

The relationship between \( \vec{\gamma} \) and \( \vec{v}_c \), and \( \mathcal{H}_G \) and \( \mathcal{H}^c_G \) can be succinctly expressed through the \( 2L \times 2L \) matrix \( W \)

\[ W = \begin{pmatrix} i & 0 & \cdots & -i & 0 & \cdots \\ 1 & 0 & \cdots & 1 & 0 & \cdots \\ 0 & i & \cdots & 0 & -i & \cdots \\ 0 & 1 & \cdots & 0 & 1 & \cdots \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots \\ 0 & \cdots & 1 & 0 & \cdots & 1 \end{pmatrix} \tag{S56} \]

as

\[ \vec{\gamma} = W\vec{v}_c \tag{S57} \]

and

\[ \mathcal{H}^c_G = \frac{1}{2} W^\dagger \mathcal{H}_G W. \tag{S58} \]

\( \frac{W}{\sqrt{2}} \) is a unitary matrix obeying \( WW^\dagger = W^\dagger W = 2\mathbb{1} \), so \( \mathcal{H}^c_G \) and \( \mathcal{H}_G \) are unitarily similar and thus, share an eigenspectrum, as expected. For a quadratic fermionic Hamiltonian \( \mathcal{H} \), this relation generally holds between the \( \mathcal{H} \) and \( \mathcal{H}^c \), the matrices that represent \( \mathcal{H} \) in terms of majorana and complex fermions, respectively.

A Gaussian state obeys Wick’s theorem, and every state that obeys Wick’s Theorem can be expressed as in Eq. (S52). The expectation value in this state of any \( N \)-body operator can be written in terms of contractions involving the 2-point correlator \( \langle \gamma_i \gamma_j \rangle \). Such states can be completely characterized in terms of their correlation matrices (or \( C \)-matrices)

\[ C^m_{i,j} = \langle \gamma_i \gamma_j \rangle \]
\[ C^c_{i,j} = \langle \vec{v}_i \vec{v}^\dagger_j \rangle \tag{S59} \]

where \( c(m) \) denote the expectation values of complex (majorana) fermions. The two matrices are related as

\[ C^m = WC^c W^\dagger \tag{S60} \]

and
\[
C^c = (1 + e^{-\mathcal{H}_G})^{-1},
\]
\[
C^m = 2(1 + e^{-\mathcal{H}_G})^{-1}.
\]

(S61)

The description of states that are defined on a \(2^L\) dimensional Hilbert space has now been reduced to a description only involving \(2L\) dimensions, avoiding the exponential growth of computational resources. Thus, instead of tracking the evolution of the state \(|\psi\rangle\), it suffices to study its corresponding \(C-\) matrix, provided that the state under consideration always remains Gaussian.

**Unitary Time Evolution of the C-Matrix**

Under a time evolution governed by any fermionic Hamiltonian that is quadratic in the creation/annihilation operators, an initial Gaussian state always remains a Gaussian state. So, for some Hamiltonian \(\hat{H} = \frac{\gamma}{2} \mathbb{C} \hat{c} \gamma \mathbb{C} \hat{c} \), the time evolution of the \(C-\) Matrix is given as

\[
C^c(t) = UC^c U^\dagger
\]

\[
U(t) \equiv e^{-i\mathcal{H}t}
\]

(S62)

Owing to the product rule Eq. (S33), the extension to Floquet systems proceeds using the Floquet Hamiltonian \(U = e^{-i\mathcal{H}_F}\) in Eq. (S62).

**Non-Unitary Evolution - Establishing Gaussianity**

It is not immediately obvious that \(\hat{V}\) maps one Gaussian state to another. In order to show this, we must make use of the product rule in Eq. (S33). Generalizing the evolution rule to density matrices, we have

\[
\rho \rightarrow \frac{V\rho V^\dagger}{\text{tr}(V\rho V^\dagger)}
\]

(S63)

where \(\rho\) is the density matrix \(|\psi\rangle\langle\psi|\) corresponding to the pure state \(|\psi\rangle\).

As with the time evolution of pure states, it is this explicit normalization that makes this time evolution non-linear. In the majorana representation, \(\hat{V} = e^{-i\frac{\gamma}{2}}\mathbb{C} \hat{c} \mathbb{C} \hat{c} \gamma \mathbb{C} \hat{c} \). Defining \(V = e^{-i\mathcal{H}_F}\), we have, by the product rule,

\[
e^{-\frac{\gamma}{2}N_{c\gamma}} \rightarrow e^{-\frac{\gamma}{2}N_{c\gamma}}
\]

\[
e^{-\mathcal{H}_G} = V e^{-\mathcal{H}_G} V^\dagger
\]

(S64)

Since \(\mathcal{H}_F\) and \(\mathcal{H}_G\) are antisymmetric, so is \(\mathcal{H}_G\). Further, the Hermiticity of \(\mathcal{H}_G\) ensures the Hermiticity of \(\mathcal{H}_G\). The resulting state \(\rho' = \frac{e^{-\frac{\gamma}{2}N_{c\gamma}}}{\text{tr}(e^{-\frac{\gamma}{2}N_{c\gamma}})}\) is also a Gaussian state. This proof relied only on the quadratic nature of \(\mathcal{H}_F\) and its antisymmetry, making it equally valid for unitary evolution. With the existence of a corresponding \(C-\) matrix \(C'\) ensured, we now focus on relating \(C'\) to \(C\).

**Equations of Motion for C**

The first method provides an equation of motion for the \(C-\) matrix, under the assumption that \(\hat{V}\) can be decomposed into a real time and imaginary time evolution. Unitary evolution is implemented directly by Eq. (S62). Then, using the fact that \(C = (1 + e^{-\mathcal{H}_G})^{-1}\), defining an intermediate \(\bar{C}'(x) = (1 + e^{-x\mathcal{H}_F} e^{-\mathcal{H}_G} e^{-x\mathcal{H}_F})^{-1}\) and differentiating w.r.t \(x\), we have
\[
\frac{dC}{dx} = \{H_I, C\} + 2CH_I C
\]  
(S65)

which can be numerically integrated to give the $C-$ matrix.

**Mapping Annihilation Operators**

A more efficient approach is to directly construct the $C-$ matrix at every time step. This process begins by noting that a pure state in this enlarged $2L$ dimensional space is always at “half-filling”, i.e. $\text{tr}(C) = L$. This means that for any state, there exist exactly $L$ operators that annihilate it. For example, consider a 1-D chain which has the first $N$ sites occupied

\[
|\psi\rangle = \prod_{j=1}^{N} c_j^\dagger |0\rangle, \\
c_j |\psi\rangle = 0, j = N + 1 \cdots L, \\
c_j^\dagger |\psi\rangle = 0, j = 1 \cdots N. 
\]  
(S66)

Thus, $|\psi\rangle$ can be thought of as either $N$-filled sites, starting from the vacuum, or $L - N$ particles removed from the fully occupied chain. One finds that by simply keeping track of the operators that annihilate the state at a given time, the entire $C-$ matrix can be recreated. In the basis of the operators that annihilate a state (represented as $\vec{d}$), with $d_j |\psi\rangle = 0; j = 1 \cdots L$, the only non-zero elements of the $C-$ matrix are $\langle d_j d_j^\dagger \rangle = 1$. That is, in this basis,

\[
C = \begin{pmatrix} 1_L & 0_L \\ 0_L & 0_L \end{pmatrix} \equiv C_0. 
\]  
(S67)

Secondly, for two bases $\{c_j, c_j^\dagger\}$ and $\{d_j, d_j^\dagger\}$ related by a unitary transformation $\vec{v}_c = \mathcal{U} \vec{v}_d$, the two $C-$ matrices are related by

\[
C = \mathcal{U} C_0 \mathcal{U}^\dagger; \\
C_{ij} = \sum_{l=1}^{L} \mathcal{U}_{i,l} C_0^l \mathcal{U}_{l,j}^\dagger 
\]  
(S68)

The transformation $\mathcal{U}$ is guaranteed to be unitary since it is both linear and canonical (preserves commutation relations).

**Finding $\mathcal{U}$**

Consider an initial state $|\psi_0\rangle$ and a set of creation and annihilation operators $\{c_j, c_j^\dagger\}$ such that $c_j |\psi_0\rangle = 0, j = 1 \cdots L$. The evolution of this state is given by

\[
|\psi_1\rangle = \hat{V} |\psi_0\rangle; \\
\hat{d}_j |\psi_1\rangle = 0, j = 1 \cdots L. 
\]  
(S69)

We now wish to find $\mathcal{U}$ that relates $\{c_j\}$ and $\{d_j\}$. Consider

\[
\hat{d}_j \equiv \hat{V} c_j \hat{V}^{-1}; \\
\hat{d}_j |\psi_1\rangle \propto \hat{V} c_j \hat{V}^{-1} \hat{V} |\psi_0\rangle = 0. 
\]  
(S70)
Right away,
\[ \{ \tilde{d}_j, \tilde{d}_l \} = \{ \hat{V} c_j \hat{V}^{-1}, \hat{V} c_l \hat{V}^{-1} \} = \hat{V} \{ c_j, c_l \} \hat{V}^{-1} = 0. \]  \tag{S71}

Since \( \hat{V} \) is Gaussian,
\[ \tilde{d}_j = \sum_{l=1}^{L} \left( V_{j,l} c_l + V_{j,l+L} c_l^\dagger \right). \]

However, in general, \( \{ \tilde{d}_j, \tilde{d}_l \} \neq \delta_{jl} \). This is resolved as follows.

We begin by writing each of the \( L \) annihilation operators as linear combinations of the canonical \( \{ c_j, c_j^\dagger \} \) operators. An arbitrary operator \( d_j \) can be written as
\[ d_j = \tilde{\alpha}_j \tilde{v}_c. \] \tag{S72}

Instead of attempting to study operator evolution directly, we can instead focus on the \( 2L \) dimensional complex vector \( \tilde{\alpha}_j \). Under the evolution rule \( c_j \rightarrow \hat{V} c_j \hat{V}^{-1} = \tilde{\alpha}_j^\dagger \hat{V}^{-1} \tilde{v}_c \), we can instead define the evolution as being generated by
\[ \tilde{\alpha}_i \rightarrow \tilde{\beta}_i = (\hat{V}^{-1})^\dagger \tilde{\alpha}_i. \] \tag{S73}

Owing to the Gaussian nature of the time evolution, we can collect the \( L \) vectors corresponding to the \( L \) annihilation operators \( \{ c_j \}_{j=1}^{L} \) in a \( 2L \times L \) matrix, which we shall call \( U_0 \).

\[ U_0 \equiv \begin{pmatrix} \tilde{\alpha}_1 & \tilde{\alpha}_2 & \cdots & \tilde{\alpha}_L \end{pmatrix}_{2L \times L}. \] \tag{S74}

By Eq. (S73), we have
\[ U_0 \rightarrow U_1 = \begin{pmatrix} \tilde{\beta}_1 & \tilde{\beta}_2 & \cdots & \tilde{\beta}_L \end{pmatrix}. \] \tag{S75}

The operators given by \( \tilde{\beta}_i \equiv \tilde{\beta}_i^\dagger \tilde{v}_c \) do not obey canonical commutation relations with their Hermitian conjugates. However, since \( d_j \lvert \psi_0 \rangle = 0 \), this is also true for any linear combination of the \( \{ d_j \} \). This implies that any vector constructed as a linear combination of \( \{ \tilde{\beta}_i \} \) also describes an operator that annihilates \( \lvert \psi_0 \rangle \). Additionally, since \( \{ \tilde{d}_j \} \) anticommute with each other, so too do their linear combinations. Therefore, we consider the vectors \( \{ \tilde{\beta}_j \} \) obtained by orthonormalizing \( \{ \tilde{\beta}_j \} \), collected in the matrix
\[ \mathcal{U}_1 = \begin{pmatrix} \tilde{\beta}_1 & \tilde{\beta}_2 & \cdots & \tilde{\beta}_L \end{pmatrix}. \] \tag{S76}

The operators \( \{ d_j = \tilde{\beta}_j^\dagger \tilde{v}_c \} \) are canonical. We already showed in Eq. (S71) that they anticommute amongst themselves. Further,
\[
\{ d_i, d_j^\dagger \} = \sum_{k,l=1}^{L} \left\{ (\beta_i)_{k}^* c_k + (\beta_i)_{k+L}^* c_k^\dagger, (\beta_j)_{l}^* c_l + (\beta_j)_{l+L}^* c_l^\dagger \right\}
= \sum_{k,l=1}^{L} \left\{ (\beta_i)_{k}^* c_k, (\beta_j)_{l}^* c_l \right\} + \left\{ (\beta_i)_{k+L}^* c_k^\dagger, (\beta_j)_{l+L}^* c_l^\dagger \right\}
= \sum_{k=1}^{2L} (\beta_i)_{k}^* (\beta_j)_{k} = \delta_{ij}, \quad \text{[By orthonormalization]} \]
\tag{S77}
FIG. S5. Plots of the complex spectrum showing an imaginary gap opening as $\beta$ is increased, revealing $i0$ modes (Left) with 0 splitting, $h_y = \frac{\pi}{6}$ (Right) with a $\pi$ splitting, $h_y = \frac{\pi}{3}$ in the real direction.

FIG. S6. Scaling of the entanglement entropy with subsystem size as $\beta$ is increased. (Left) $h_y = \frac{\pi}{6}$ (Right) $h_y = \frac{\pi}{3}$. When the $i0$ modes are present, the entanglement entropy becomes independent of system size.

The resulting $L \times 2L$ matrix $U_1^\dagger$ which relates $\{d_j\}_{j=1}^L$ to $\{c_j, c_j^\dagger\}$ is exactly the part of $U_1^\dagger$ that we require from Eq. (S68). Finally, we have

$$C = U_1 U_1^\dagger.$$  

(S78)

GAPLESS PHASE AND TRANSITIONS BY TUNING $\beta$

Lastly, we turn to the phase diagram as $\beta$ is varied. When $h_y$ is set to be appreciably close to $\frac{\pi}{2}$, we observe an imaginary gap open as $\beta$ increases, leaving 2 $i0$ modes with a $\pi$ splitting between their real parts. For $h_y$ closer to zero, the $i0$ modes are degenerate instead.

As might be expected for these gapless modes, when the entanglement entropy of the steady state is considered, there is a transition from a critical, logarithmic to an area law scaling with the subsystem size. The coefficient of $\log \left( \sin \left( \frac{\pi L A}{L} \right) \right)$ in the critical phase is parameter dependent, in agreement with previous results on emergent conformal symmetry in non-unitary random free fermion models [S4–S6].
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