A CLASS OF DISCRETE PREDATOR–PREY INTERACTION WITH BIFURCATION ANALYSIS AND CHAOS CONTROL
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Abstract. The interaction between prey and predator is well-known within natural ecosystems. Due to their multifariousness and strong link population dynamics, predators contain distinct features of ecological communities. Keeping in view the Nicholson-Bailey framework for host-parasitoid interaction, a discrete-time predator–prey system is formulated and studied with implementation of type-II functional response and logistic prey growth in form of the Beverton-Holt map. Persistence of solutions and existence of equilibria are discussed. Moreover, stability analysis of equilibria is carried out for predator–prey model. With implementation of bifurcation theory of normal forms and center manifold theorem, it is proved that system undergoes transcritical bifurcation around its boundary equilibrium. On the other hand, if growth rate of consumers is taken as bifurcation parameter, then system undergoes Neimark-Sacker bifurcation around its positive equilibrium point. Methods of chaos control are introduced to avoid the populations from unpredictable behavior. Numerical simulation is provided to strengthen our theoretical discussion.
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1. Introduction

Many natural ecosystems in our universe are related to host-parasitoid interaction and most of the hosts and their parasitoids have life cycles of synchronized form. Therefore, difference equations are more appropriate for dynamical study of such interactions. Oscillations with infinitely increasing amplitude are observed in case of classical Nicholson-Bailey (NB) model [3]. On the other hand, the natural host-parasitoid interactions never show such oscillatory behavior. Therefore, classical NB model is not a good representative of natural host-parasitoid interaction due to instability of coexistence and its oscillatory behavior. Some additional ecological process is needed for stability of coexistence. Many modifications of the NB model, particularly introducing density dependence effects [6, 37, 62], enabled this coexistence to occur. For some other notable modifications in host-parasitoid interaction, we refer to [4, 5, 23, 25, 26, 30, 31, 34, 36, 48, 50, 58, 59] and references therein.

The present discussion is based on framework of classical NB model to formulate a class of predator–prey interaction for non-overlapping generations. It is one of the most plain discrete-time prey-predator models, and it has demonstrated an outstanding role in the search for stabilizing mechanisms in host–parasitoid and predator—prey interactions [22]. The dynamical relation between prey and predators is a significant topic in environmental
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science and has been examined in many mathematical models (cf. [2, 27, 38, 51]). Mathematical models can be expressed in continuous time (for overlapping generations) and discrete time (for non-overlapping generations). Continuous–time dynamical systems have been used over a great extent to investigate the qualitative behavior of interacting species for many years (see [8, 21]). On the other hand, there are many models with dynamics which are suitably described by discrete time, for example, species with seasonal breeding and yearly life cycle species [7]. Furthermore, a suitable justification for analyzing discrete-time models is that data are collected at discrete times and hence it may be easier to compare data with the output of a discrete model [9].

Discretization of continuous–time dynamical systems is one of the method to obtain discrete-time dynamical systems governed by difference equations. Some numerical techniques have been frequently used to obtain discrete counterparts predator—prey systems. On the other hand, a discrete dynamical system is called dynamically consistent with its continuous counterpart if both display an identical dynamical behavior, such as persistence and boundedness of solutions, local and global behaviors of fixed points, bifurcation, and chaotic behavior [32]. Piecewise constant arguments or exponential–discretization (see [18, 24]) and Euler approximations (see [33, 39, 55]) are more frequently used methods to obtain discrete–time counterparts of predator—prey models. But both of these methods are lacking the dynamical consistency with their continuous counterparts.

On the other hand, Rosenzweig–MacArthur [46] is one of the simplest continuous models in population biology to present a Hopf bifurcation. Furthermore, Rosenzweig–MacArthur model also reveals paradox of enrichment and hydra effect. A discrete counterpart of Rosenzweig–MacArthur model was studied by Hadeler and Gerstmann [20] with implementation of Euler approximation. But this discrete counterpart of Rosenzweig–MacArthur model is not consistency and bifurcation preserving. Recently, Weide et al. [56] proposed some discrete prey–predator models by adopting NB framework and implementation of type-II functional response and logistic prey growth in form of the Beverton-Holt map. These models reveal behaviors, that is, paradox of enrichment, hydra effect and Neimark-Sacker bifurcation, similar to Rosenzweig–MacArthur model.

Arguing as in [56], we consider the following modification of NB model:

\[
\begin{align*}
x_{n+1} &= x_n G(x_n, y_n) F(x_n G(x_n, y_n)), \\
y_{n+1} &= bx_n (1 - G(x_n, y_n)), \quad n = 0, 1, 2, \ldots,
\end{align*}
\]

(1.1)

where \(x_n\) and \(y_n\) are population densities of prey and predator, respectively, at generation \(n\); \(b\) is the conversion efficiency from prey to predator, and \(F(x)\) is Beverton-Holt growth function defined by

\[
F(x) = \frac{\lambda}{1 + \frac{\lambda - 1}{k} x},
\]

where \(k > 0\) is the carrying capacity and \(\lambda > 1\) is intrinsic per–capita growth. Moreover, \(G(x, y)\) is type-II functional response given by

\[
G(x, y) = \exp\left(\frac{-ay}{1 + hx}\right),
\]

where \(a\) denotes predation rate and \(h\) represents handling time of predators per prey. Putting the values of \(F\) and \(G\) in system (1.1), we obtain the following predator–prey system:

\[
\begin{align*}
x_{n+1} &= \frac{\lambda x_n \exp\left(-\frac{ay_n}{1+h x_n}\right)}{1 + \frac{\lambda - 1}{k} x_n \exp\left(-\frac{ay_n}{1+h x_n}\right)}, \\
y_{n+1} &= bx_n \left(1 - \exp\left(-\frac{ay_n}{1+h x_n}\right)\right).
\end{align*}
\]

(1.2)
Table 1. Variables and parameters used in system (1.2) with their description and units.

| Parameter/Variable | Biological meaning                                      | Unit           |
|--------------------|---------------------------------------------------------|----------------|
| $x_n$              | Biomass density of prey                                 | Biomass per unit area |
| $y_n$              | Biomass density of predator                             | Biomass per unit area |
| $k$                | Carrying capacity of environment for prey               | Biomass per unit area |
| $\lambda$          | Intrinsic per-capita growth rate of prey                | Per day        |
| $a$                | Predation rate                                          | Per day        |
| $h$                | Predator handling time                                  | Day            |
| $b$                | Conversion efficiency from prey to predator             | Dimensionless  |

Furthermore, biological meanings and units of state variables and parametric values of system (1.2) are presented in Table 1. We summarize the remaining discussion of this paper as follows. Persistence of solutions for system (1.2) is discussed in Section 2. Section 3 is dedicated to existence of biologically feasible equilibria, and conditions for local asymptotic stability of these equilibria are also investigated. In Section 4, we show that boundary equilibrium of system (1.2) undergoes transcritical bifurcation whenever growth parameter $b$ of predator population is taken as bifurcation parameter. In Section 5, it is proved that system (1.2) undergoes Neimark-Sacker bifurcation around its interior equilibrium point. OGY, hybrid control and exponential-type control methods are introduced in Section 6. Lastly, numerical simulations are provided in Section ?? to illustrate our theoretical discussion.

2. Boundedness and persistence

In this section, we show that every solution of system (1.2) persists under certain parametric conditions. For this, the following Theorem is presented.

**Theorem 2.1.** Assume that $\lambda > e^{abk}$ and $ab(\lambda - e^{abk}) > 1 + hk$, then every solution of (1.2) is persistence.

*Proof.* See Appendix A. 

With mathematical induction one can prove the following result.

**Lemma 2.2.** Assume that $0 < x_0 \leq k$ and $0 < y_0 \leq bk$, then the rectangle $[0, k] \times [0, bk]$ is invariant interval for every positive solution $\{(x_n, y_n)\}$ of the system (1.2).

3. Existence of equilibria and stability analysis

In this section, first we explore the biologically feasible fixed points of system (1.2). The steady-states of system (1.2) satisfy the following two-dimensional algebraic equations:

\[
\begin{align*}
    x &= \frac{\lambda x \exp\left(-\frac{ay}{1+hx}\right)}{1 + \frac{\lambda-1}{k} x \exp\left(-\frac{ay}{1+hx}\right)}, \\
    y &= bx \left(1 - \exp\left(-\frac{ay}{1+hx}\right)\right).
\end{align*}
\]  

(3.1)

Then, it is quite easy to see that $O = (0, 0)$ and $E = (k, 0)$ are trivial and boundary equilibria of (1.2), respectively. We are interested in interior equilibrium, which cannot be investigated in closed form. Neglecting the
trivial solution of system (3.1), we left with the following algebraic system for coexistence:

\[
\begin{align*}
\exp\left(\frac{ay}{1+hx}\right) + \frac{\lambda - 1}{k}x - \lambda &= 0, \\
y - bx\left(1 - \exp\left(-\frac{ay}{1+hx}\right)\right) &= 0.
\end{align*}
\] (3.2)

From first equation of system (3.2), it follows that

\[
\exp\left(\frac{ay}{1+hx}\right) = \frac{\lambda - 1}{k}x.
\] (3.3)

Solving (3.3) for \(y\) gives

\[
y = \frac{1 + hx}{a} \ln\left(\frac{\lambda - 1}{k}x\right).
\] (3.4)

Similarly, from second equation of system (3.2) and (3.3), it follows that

\[
y = bx\left(1 - \frac{1}{\lambda - \frac{(\lambda-1)x}{k}}\right).
\] (3.5)

Comparison of (3.4) and (3.5) with simplification yields that:

\[
\frac{abx\left(1 - \frac{1}{\lambda - \frac{(\lambda-1)x}{k}}\right)}{hx + 1} = \ln\left(\frac{\lambda - 1}{k}x\right).
\] (3.6)

From (3.6), it follows that \(x^*\) is a positive real root for the following transcendental equation:

\[
\Psi_1(x^*) = \Psi_2(x^*),
\] (3.7)

where

\[
\Psi_1(x) := \frac{abx\left(1 - \frac{1}{\lambda - \frac{(\lambda-1)x}{k}}\right)}{hx + 1},
\]

and

\[
\Psi_2(x) := \ln\left(\frac{\lambda - 1}{k}x\right).
\]

Simple calculation yields that \(\Psi_2(0) = \ln(\lambda) > 0, \Psi_2(k) = 0\) and \(\Psi_1(0) = \Psi_1(k) = 0\). On the other hand, \(\Psi_2'(x) = -\frac{\lambda - 1}{k\lambda - k^2x} < 0\) and \(\Psi_2''(x) < 0\) for all \(x \in (0, k)\). Therefore, \(\Psi_2(x)\) is monotonically decreasing and \(\Psi_1(x)\) is concave down in \((0, k)\). Hence, transcendental equation (3.7) has a unique solution \(x^*\) satisfying \(0 < x^* < k\).

For \(a = 1.1, b = 1.5, \lambda = 2.9, h = 0.65\) and \(k = 19.3\), the intersection of \(\Psi_1(x)\) and \(\Psi_2(x)\) is depicted in Figure 1. Now, the following Lemma gives the dynamics of trivial and boundary equilibria of system (1.2).
Lemma 3.1. The following results hold true for system (1.2):
(i) The trivial equilibrium $O = (0, 0)$ is a saddle point.
(ii) The boundary equilibrium $E = (k, 0)$ is a sink if and only if $\frac{abk}{hk+1} < 1$, it is a saddle point if and only if $\frac{abk}{hk+1} > 1$ and $E$ is a non-hyperbolic equilibrium point if and only if $\frac{abk}{hk+1} = 1$.

Proof. (i) First, it is easy to see that the Jacobian matrix of (1.2) at trivial equilibrium $O$ is given by:

$$J(O) = \begin{pmatrix} \lambda & 0 \\ 0 & 0 \end{pmatrix}.$$ 

Then, eigenvalues of $J(O)$ are $\mu_1 = \lambda > 1$ and $\mu_2 = 0 < 1$. Therefore, $O$ is a saddle point.

(ii) Secondly, it is easy to see that the Jacobian matrix of (1.2) at boundary equilibrium $E$ is given by:

$$J(E) = \begin{pmatrix} \frac{1}{\lambda} & -\frac{abk}{hk+1} \\ 0 & -\frac{abk}{hk+1} + \lambda \end{pmatrix}.$$ 

Then, eigenvalues of $J(O)$ are $\mu_1 = \frac{1}{\lambda} < 1$ and $\mu_2 = \frac{abk}{hk+1}$. Therefore, it follows that $E = (k, 0)$ is a sink if and only if $\frac{abk}{hk+1} < 1$, it is a saddle point if and only if $\frac{abk}{hk+1} > 1$ and $E$ is a non-hyperbolic equilibrium point if and only if $\frac{abk}{hk+1} = 1$.

Moreover, system (1.2) undergoes transcritical bifurcation at its boundary equilibrium $E = (k, 0)$ whenever the parameter $b$ varies in a small neighborhood of $b \equiv b_0 = \frac{hk+1}{ak}$. Classification of $E$ with transcritical bifurcation curve (yellow curve) in $ab$-plane is depicted in Figure 2. Next, we see dynamics of system (1.2) at its positive steady-state, say, $(x^*, y^*)$, which satisfies the following algebraic system:

$$\exp\left(\frac{ay^*}{1+hx^*}\right) + \frac{\lambda - 1}{k} x^* - \lambda = 0,$$

$$y^* - bx^* \left(1 - \exp\left(-\frac{ay^*}{1+hx^*}\right)\right) = 0.$$
The Jacobian matrix $J(x^*, y^*)$ of system (1.2) evaluated at $(x^*, y^*)$ is given by:

$$\begin{align*}
J(x^*, y^*) &= \begin{pmatrix}
 e^{ay^*} \frac{(ahx^*y^*+(hx^*+1)^2)}{\lambda(hx^*+1)^2} & \frac{ax^*e^{ay^*}}{\lambda(hx^*+1)} \\
 y^* & -\frac{abhx^*e^{-\frac{ay^*}{hx^*+1}}}{(hx^*+1)^2}
\end{pmatrix}.
\end{align*}$$

Now characteristic polynomial of $J(x^*, y^*)$ is given by:

$$P(\mu) = \mu^2 - \left( e^{\frac{ay^*}{hx^*+1}} \frac{(ahx^*y^*+(hx^*+1)^2)}{\lambda(hx^*+1)^2} + \frac{abx^*e^{-\frac{ay^*}{hx^*+1}}}{hx^*+1} \right) \mu + a \left( y^*e^{\frac{ay^*}{hx^*+1}} + bx^* \right).$$

The following Lemma gives dynamical behavior of system (1.2) at its positive fixed point.

**Lemma 3.2.** The following results hold true for system (1.2):

(i) The positive equilibrium $(x^*, y^*)$ is a sink if and only if

$$ab\lambda x^*(hx^*+1) - (hx^*+1)e^{\frac{ay^*}{hx^*+1}}(abx^* + h\lambda x^* + \lambda) + e^{\frac{ay^*}{hx^*+1}}((hx^*+1)^2 - ay^*) < 0,$$

and

$$a \left( y^*e^{\frac{ay^*}{hx^*+1}} + bx^* \right) \frac{h\lambda x^* + \lambda}{h\lambda x^* + \lambda} < 1.$$
Figure 3. Classification of \((x^*, y^*)\) with \(a = 3.3\), \(b = 2.4\), \(h = 4.2\) and \(\lambda = 9.8\).

(ii) The positive equilibrium \((x^*, y^*)\) is a saddle point if and only if

\[
ab\lambda x^*(hx^* + 1) - \left(\frac{ay^*}{e^{\frac{ay^*}{hx^*+1}} + bx^*}\right)\left(abx^* + h\lambda x^* + \lambda\right) + e^{\frac{2ay^*}{hx^*+1}} ((hx^* + 1)^2 - ay^*) > 0.
\]

(iii) The positive equilibrium \((x^*, y^*)\) is a source if and only if

\[
ab\lambda x^*(hx^* + 1) - \left(\frac{ay^*}{e^{\frac{ay^*}{hx^*+1}} + bx^*}\right)\left(abx^* + h\lambda x^* + \lambda\right) + e^{\frac{2ay^*}{hx^*+1}} ((hx^* + 1)^2 - ay^*) < 0,
\]

and

\[
a \left(\frac{y^* e^{\frac{ay^*}{hx^*+1}} + bx^*}{h\lambda x^* + \lambda}\right) > 1.
\]

Next, it is interesting to see the dynamical classification of system (1.2) in \(x^*y^*\)-plane about its positive fixed point. For such classification, various parametric values are selected for system (1.2). Moreover, regions for sink, source and saddle cases are represented by blue, red and green regions, respectively. For \(a = 3.3\), \(b = 2.4\), \(h = 4.2\) and \(\lambda = 9.8\) dynamical classification is depicted in Figure 3. On the other hand, for comparatively smaller parametric values, that is, \(a = 0.36\), \(b = 0.5\), \(h = 0.42\) and \(\lambda = 1.4\), the dynamical classification is depicted in Figure 4.
4. Transcritical bifurcation

In this section, we apply bifurcation theory of normal forms and center manifold theorem for emergence of transcritical bifurcation around boundary equilibrium of system (1.2). For this, first we assume that

\[ b \equiv b_0 = \frac{hk + 1}{ak}. \]

Moreover, we consider the following curve

\[ C_{TB} := \left\{ (a, b, k, h, \lambda) \in \mathbb{R}_+^5 : b \equiv b_0 = \frac{hk + 1}{ak}, \lambda > 1 \right\}. \]

Next, we suppose that \((a, b, k, h, \lambda) \in C_{TB}\), and writing system (1.2) in the following equivalent map:

\[
\begin{pmatrix}
    u \\
    v
\end{pmatrix} \rightarrow \begin{pmatrix}
    \frac{\lambda u \exp\left(-\frac{av}{hk+1}\right)}{1 + \frac{\lambda v}{hk \lambda + \lambda}} \\
    (b_0 + \hat{b})u\left(1 - \exp\left(-\frac{av}{1+hk}\right)\right)
\end{pmatrix},
\]

\[ (4.1) \]

where \(\hat{b}\) is very small perturbation in \(b_0\). Moreover, taking into account the translations \(p = u - k\) and \(q = v\), then map (4.1) is converted into the following map with fixed point at origin:

\[
\begin{pmatrix}
    p \\
    q
\end{pmatrix} \rightarrow \begin{pmatrix}
    \frac{1}{\lambda} & -\frac{ak}{hk\lambda + \lambda} \\
    0 & \frac{1}{hk + 1}
\end{pmatrix} \begin{pmatrix}
    p \\
    q
\end{pmatrix} + \begin{pmatrix}
    \phi(p, q) \\
    \psi(p, q, \hat{b})
\end{pmatrix},
\]

\[ (4.2) \]
where
\[ \phi(p, q) = m_{13}p^2 + m_{14}pq + m_{15}q^2 + m_{16}p^3 + m_{17}p^2q + m_{18}pq^2 + m_{19}q^3 + O\left((|p| + |q|)^4\right), \]
\[ \psi(p, q, \hat{b}) = m_{23}pq + m_{24}q^2 + m_{25}p^2q + m_{26}pq^2 + m_{27}q^3 + c_1q\hat{b} + c_2q^2\hat{b} \]
\[ + c_3pq\hat{b} + O\left((|p| + |q| + |\hat{b}|)^4\right), \]
\[ m_{13} = \frac{1 - \lambda}{k\lambda^2}, \quad m_{14} = \frac{a(2hk(\lambda - 1) + \lambda - 2)}{(hk\lambda + \lambda)^2}, \quad m_{15} = -\frac{a^2k(\lambda - 2)}{2(hk\lambda + \lambda)^2}, \quad m_{16} = \frac{(\lambda - 1)^2}{k^2\lambda^3}, \]
\[ m_{17} = -\frac{a(3h^2k^2(\lambda - 1)^2 + hk(\lambda(3\lambda - 10) + 6) + \lambda^2 - 4\lambda + 3)}{k(hk\lambda + \lambda)^3}, \]
\[ m_{18} = \frac{a^2(hk(\lambda(3\lambda - 10) + 6) + (\lambda - 6)\lambda + 6)}{2(hk\lambda + \lambda)^3}, \quad m_{19} = -\frac{a^3k((\lambda - 6)\lambda + 6)}{6(hk\lambda + \lambda)^3}, \]
\[ m_{23} = \frac{ab_0}{(hk + 1)^2}, \quad m_{24} = -\frac{a^2b_0k}{2(hk + 1)^2}, \quad m_{25} = -\frac{ab_0h}{(hk + 1)^3}, \quad m_{26} = \frac{a^2b_0(hk - 1)}{2(hk + 1)^3}, \]
\[ m_{27} = \frac{a^3b_0k}{6(hk + 1)^3}, \quad c_1 = \frac{ak}{hk + 1}, \quad c_2 = -\frac{a^2k}{2(hk + 1)^2}, \quad c_3 = \frac{a}{(hk + 1)^2}. \]

Considering the following transformation
\[ \begin{pmatrix} p \\ q \end{pmatrix} = T \begin{pmatrix} x \\ y \end{pmatrix}, \tag{4.3} \]

where
\[ T = \begin{pmatrix} -\frac{ab_0\lambda k - hk - 1}{a} & 1 \\ 1 & 0 \end{pmatrix}. \]

From (4.2) and (4.3), we obtain
\[ \begin{pmatrix} x \\ y \end{pmatrix} \rightarrow \begin{pmatrix} 1 & 0 \\ 0 & \frac{1}{x} \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} + \begin{pmatrix} \phi_1(x, y, \hat{b}) \\ \psi_1(x, y, \hat{b}) \end{pmatrix}, \tag{4.4} \]

where
\[ \phi_1(x, y, \hat{b}) = m_{25}p^2q + m_{26}pq^2 + (\hat{b}c_3 + m_{23})pq + m_{27}q^3 + (\hat{b}c_2 + m_{24})q^2 \]
\[ + c_1q\hat{b} + O\left((|x| + |y| + |\hat{b}|)^4\right), \]
\[ \psi_1(x, y, \hat{b}) = m_{16} p^3 + (\delta m_{25} + m_{17}) p^2 q + m_{13} p^2 + (\delta m_{26} + m_{18}) q^2 p \\
+ \left( m_{14} + \delta \left( \hat{b} c_3 + m_{23} \right) \right) pq + (\delta m_{27} + m_{19}) q^3 + \left( m_{15} + \delta \left( \hat{b} c_2 + m_{24} \right) \right) q^2 \\
+ \delta \hat{b} c_1 q + O\left( (|x| + |y| + |\hat{b}|)^4 \right), \]

Due to center manifold theory [10], stability analysis of equilibrium \((x, y) = (0, 0)\) near \(\hat{b} = 0\) can be discussed by investigating a one-parameter family of reduced equations on a center manifold \(W^C(0, 0, 0)\), which can be described as follows:

\[ W^C(0, 0, 0) = \{ (x, y, \hat{b}) \in \mathbb{R}^3 : y = l_1 x^2 + l_2 x \hat{b} + l_3 \hat{b}^2 + O\left( (|x| + |\hat{b}|)^3 \right) \}, \]

where

\[ l_1 = \frac{m_{13} \delta^2 - (\delta m_{23} + m_{14}) \delta + \delta m_{24} + m_{15}}{(1 - \lambda^{-1})}, \quad l_2 = \frac{\delta c_1}{(1 - \lambda^{-1})}, \quad l_3 = 0. \]

On the other hand, the map restricted to center manifold is described as follows:

\[ F : x \rightarrow x + \hat{b} + k_1 x^2 + k_2 x \hat{b} + k_3 \hat{b}^2 + O\left( (|x| + |\hat{b}|)^3 \right), \]

where

\[ k_1 = m_{13} \delta^2 - (\delta m_{23} + m_{14}) \delta + \delta m_{24} + m_{15}, \quad k_2 = \delta c_1, \quad k_3 = 0. \]

Then, it is easy to see that

\[ F(0, 0) = 0, \quad F_x(0, 0) = 1, \quad F_{\hat{b}}(0, 0) = 1, \]

and

\[ \kappa := F_{xx}(0, 0) = 2 m_{13} \delta^2 - 2 (\delta m_{23} + m_{14}) \delta + 2 \delta m_{24} + 2 m_{15}. \]

The following Theorem gives conditions for emergence of transcritical bifurcation about boundary equilibrium of system (1.2).

**Theorem 4.1.** Assume that \(\kappa \neq 0\) and \(b = \frac{hk+1}{ak}\), then system (1.2) undergoes transcritical bifurcation around its boundary equilibrium when parameter \(b\) changes in small neighborhood of \(b_0 = \frac{hk+1}{ak}\). Moreover, two fixed points bifurcate from boundary equilibrium for \(b < b_0\), and merge as the boundary equilibrium at \(b = b_0\) and disappear at \(b > b_0\).

### 5. Neimark-Sacker bifurcation

In this section, we discuss that system (1.2) undergoes Neimark-Sacker bifurcation around its positive equilibrium \((x^*, y^*)\). For this, \(b\) is taken as bifurcation parameter. For emergence of Neimark-Sacker bifurcation around positive equilibrium \((x^*, y^*)\) of system (1.2), the roots of (3.8) must be complex conjugate with unit
modulus. Therefore, necessary conditions for emergence of Neimark-Sacker about positive fixed point of system (1.2) are described by the following curve:

\[ C_{NB} = \left\{ (a, b, k, h, \lambda) \in \mathbb{R}_+^5 : b \equiv b_1 = \frac{h \lambda x^* + \lambda - ay^*e^{\frac{ay^*}{ax^*+1}}}{ax^*}, |A| < 2 \right\}, \]

where

\[ A = \frac{e^{\frac{ay^*}{ax^*+1}}(ahx^*y^* + (hx^* + 1)^2)}{\lambda(hx^* + 1)^2} + \frac{abx^*e^{-\frac{ay^*}{ax^*+1}}}{hx^* + 1}. \]

Assuming that \( \tilde{b} \) be a small perturbation in \( b \equiv b_1 \), then system (1.2) is described by the following 2-dimensional map:

\[
\begin{pmatrix}
U \\
V
\end{pmatrix}
\rightarrow
\begin{pmatrix}
\frac{\lambda U \exp\left(-\frac{ay^*}{hx^*+1}\right)}{1 + \frac{1}{\lambda}U \exp\left(-\frac{ay^*}{hx^*+1}\right)} \\
(b_1 + \tilde{b})U \left(1 - \exp\left(-\frac{ay^*}{hx^*+1}\right)\right)
\end{pmatrix}
\] (5.1)

Suppose that \((x^*, y^*)\) be unique positive fixed point of the map (5.1), then we consider the translations \( u = U - x^* \) and \( v = V - y^* \) for shifting the fixed point of resulting map at origin. Consequently, these translations yield the following map with fixed point at origin:

\[
\begin{pmatrix}
u \\
v
\end{pmatrix}
\rightarrow
\begin{pmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{pmatrix}
\begin{pmatrix}
u \\
v
\end{pmatrix}
+\begin{pmatrix}
f(u, v) \\
g(u, v)
\end{pmatrix},
\] (5.2)

where

\[
f(u, v) = a_{13}u^2 + a_{14}uv + a_{15}v^2 + a_{16}u^3 + a_{17}u^2v + a_{18}uv^2 + a_{19}v^3 + O \left( (|u| + |v|)^4 \right),
\]

\[
g(u, v) = a_{23}u^2 + a_{24}uv + a_{25}v^2 + a_{26}u^3 + a_{27}u^2v + a_{28}uv^2 + a_{29}v^3 + O \left( (|u| + |v|)^4 \right),
\]

\[
a_{11} = \frac{e^{\frac{by^*}{ax^*+1}}(ahx^*y^* + (hx^* + 1)^2)}{\lambda(hx^* + 1)^2}, \quad a_{12} = -\frac{ax^*e^{\frac{by^*}{ax^*+1}}}{\lambda(hx^* + 1)^2},
\]

\[
a_{21} = \frac{y^*}{x^*} - \frac{a(b_1 + \tilde{b})hx^*y^*e^{-\frac{by^*}{hx^*+1}}}{(hx^* + 1)^2}, \quad a_{22} = \frac{a(b_1 + \tilde{b})x^*e^{-\frac{by^*}{hx^*+1}}}{hx^* + 1},
\]

\[
a_{13} = \frac{ahk\lambda y^*(hx^*(ay^* + 2) + 2) - 2(\lambda - 1)(hx^*y^* + (hx^* + 1)^2)^2}{2k\lambda(hx^* + 1)^4} + \frac{(\lambda - 1)^2x^*(hx^*y^* + (hx^* + 1)^2)^2}{k^2\lambda^2(hx^* + 1)^4} - \frac{ab(\lambda - 1)x^*y^*(hx^*(ay^* + 2) + 2)}{2k\lambda(hx^* + 1)^4},
\]
\[
\begin{align*}
a_{14} &= \frac{ae^{\frac{a y^*}{x^*}}}{k\lambda^2(hx^* + 1)^3} 
\left( (\lambda - 1)x^*(hx^*(ay^* + 2hx^* + 3) + 1) - ke^{\frac{ay^*}{x^*}}(h(ax^*y^* + x^*) + 1) \right), \\
a_{15} &= \frac{a^2x^*e^{\frac{ay^*}{x^*}}}{2k(h\lambda x^* + \lambda)^2} 
\left( ke^{\frac{ay^*}{x^*}} - \lambda x^* + x^* \right), \\
a_{17} &= \frac{ahe^{\frac{2ay^*}{x^*}}}{2\lambda^4(hx^* + 1)^5} 
\left( h x^* \left( -a^2y^* + 2hx^*(ay^* + 1) + 4 - 2ay^* + 2 \right) 
+ \frac{2a(\lambda - 1)e^{\frac{2ay^*}{x^*}}(hx^*(ay^* + 2hx^* + 3) + 1)(hx^*(ay^* + 1) + 1)}{k\lambda^4(hx^* + 1)^5} 
- \frac{ax^* (h x^* (6hx^*(ay^* + 3) + ay^*(ay^* + 8) + 6h^2x^* + 20) + 2(ay^* + 5) + 2)}{2k^2\lambda^3(hx^* + 1)^5(\lambda - 1)^2e^{-\frac{ay^*}{x^*}}} \right), \\
a_{16} &= 3\Upsilon h^4x^* \left( -ak^2y^*(ay^* + 2)e^{\frac{2ay^*}{x^*}} - 4a(\lambda - 1)kx^*y^*(ay^* + 2)e^{\frac{ay^*}{x^*}} \right) 
+ 3\Upsilon h^4x^* \left( 3(\lambda - 1)^2x^*(ay^*(ay^* + 6) + 10) \right) 
+ 3\Upsilon h^2 \left( ak^2y^*(ay^* + 2)e^{\frac{2ay^*}{x^*}} - 4a(\lambda - 1)kx^*y^*(ay^* + 4)e^{\frac{ay^*}{x^*}} \right) 
+ 3\Upsilon h^2 \left( (\lambda - 1)^2x^*(ay^*(ay^* + 10) + 30) \right) 
+ \Upsilon h^3x^* \left( ak^2y^* (a^2y^* - 12) e^{\frac{2ay^*}{x^*}} - 4a(\lambda - 1)kx^*y^*(ay^* + 6) + 15)e^{\frac{ay^*}{x^*}} \right) 
+ \Upsilon \left( 18h^5(\lambda - 1)^2x^* + 6h(\lambda - 1) \left( (\lambda - 1)x^*(ay^* + 6) - 2aky^* e^{\frac{ay^*}{x^*}} \right) \right) 
+ \Upsilon \left( 6h^5(\lambda - 1)^2x^* + 6(\lambda - 1)^2 \right), \quad \Upsilon = \frac{e^{\frac{ay^*}{x^*}}}{6k^2\lambda^3(hx^* + 1)^6}, \\
a_{18} &= \frac{a^2e^{\frac{2ay^*}{x^*}}}{2k(\lambda x^* + 1)^3} 
\left( ke^{\frac{ay^*}{x^*}}(hx^*(ay^* - hx^*) + 1) - 4(\lambda - 1)x^* (ahx^*y^* + (hx^* + 1)^2) \right) 
+ \frac{a^2(\lambda - 1)^2x^*e^{\frac{ay^*}{x^*}}(hx^*(ay^* + 3hx^* + 4) + 1)}{2k^2\lambda^3(hx^* + 1)^3}, \\
&= \frac{a^3x^*e^{\frac{ay^*}{x^*}}}{6k^2(hh x^* + \lambda)^3} 
\left( k^2e^{\frac{2ay^*}{x^*}} - 4(\lambda - 1)kx^*e^{\frac{ay^*}{x^*}} + (\lambda - 1)^2x^* + 2 \right), \\
a_{19} &= \frac{a(\lambda + b)h y^*(hx^*(ay^* + 2) + 2)}{2(\lambda x^* + 1)^3e^{\frac{ay^*}{x^*}}}, \\
a_{24} &= \frac{a(\lambda + b)e^{-\frac{ay^*}{x^*}}(hx^*(ay^* + 1) + 1)}{(hx^* + 1)^3},
\end{align*}
\]
A CLASS OF DISCRETE PREDATOR–PREY INTERACTION

Now, characteristic polynomial of map (5.2) at its fixed point \((0,0)\) is given by

\[
P(\tau) = \tau^2 - A(\tilde{b})\tau + B(\tilde{b}),
\]

(5.3)

where

\[
A(\tilde{b}) := e^{\frac{a y^*}{h x^* + 1}} \left( a h x^* + (h x^* + 1)^2 \right) \frac{\lambda}{\lambda (h x^* + 1)^2} + \frac{a (b_1 + \tilde{b}) x^* e^{-\frac{a y^*}{h x^* + 1}}}{h x^* + 1},
\]

and

\[
B(\tilde{b}) := \frac{a \left( y^* e^{\frac{a y^*}{h x^* + 1}} + (b_1 + \tilde{b}) x^* \right)}{h x^* + \lambda}.
\]

Moreover, complex conjugate roots of (5.3) are given by

\[
\tau_1 = \frac{A(\tilde{b}) + \sqrt{4B(\tilde{b}) - A^2(\tilde{b})}}{2},
\]

and

\[
\tau_2 = \frac{A(\tilde{b}) - \sqrt{4B(\tilde{b}) - A^2(\tilde{b})}}{2}.
\]

Then, simple computation yields that \(|\tau_1| = |\tau_2| = \sqrt{B(\tilde{b})}\). Next, in order to verify nondegeneracy conditions, first we see that:

\[
\left( \frac{d|\tau_{1,2}|}{db} \right)_{\tilde{b}=0} = \frac{ax^*}{2\lambda(h x^* + 1)} > 0.
\]
Secondly, keeping in view non-resonance, at $\tilde{b} = 0$ it is required that $\tau_{n,1}^n \neq 1$ for $n = 1, 2, 3, 4$, which is equivalent to $A(0) \neq -2, -1, 0, 2$. Assume that $(a, b, k, h, \lambda) \in C_{NB}$, then it follows that $|A(0)| < 2$. Moreover, we have

$$A(0) = \frac{e^{\pi x^* x + (hx^* + 1)^2}}{\lambda (hx^* + 1)^2} + \frac{ab_1 x^* e^{-\pi x^* x + 1}}{hx^* + 1} > 0.$$ 

Therefore, conditions for non-resonance are automatically satisfied. Furthermore, in order to compute the first Lyapunov exponent, we want to transform Jacobian matrix of (5.2) into canonical form. For this, the following transformation is considered:

$$\begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} a_{12} & 0 \\ \alpha - a_{11} & -\beta \end{pmatrix} \begin{pmatrix} w \\ z \end{pmatrix}, \quad (5.4)$$

where

$$\alpha := \frac{A(0)}{2} \quad \text{and} \quad \beta := \frac{\sqrt{4B(0) - A^2(0)}}{2}.$$ 

Consequently, from (5.2) and (5.4), it follows that

$$\begin{pmatrix} w \\ z \end{pmatrix} \rightarrow \begin{pmatrix} \alpha & -\beta \\ \beta & \alpha \end{pmatrix} \begin{pmatrix} w \\ z \end{pmatrix} + \begin{pmatrix} M(w, z) \\ N(w, z) \end{pmatrix}, \quad (5.5)$$

where

$$M(w, z) := \frac{1}{a_{12}} f\left(a_{12}w, (\alpha - a_{11})w - \beta z\right),$$

and

$$N(w, z) := -\frac{a_{11} - \alpha}{a_{12} \beta} f\left(a_{12}w, (\alpha - a_{11})w - \beta z\right) - \frac{1}{\beta} g\left(a_{12}w, (\alpha - a_{11})w - \beta z\right).$$

Keeping in view the normal forms theory related to bifurcation analysis [19, 28, 43, 53, 57], at $(w, z, \tilde{b}) = (0, 0, 0)$ the first Lyapunov exponent is computed as follows:

$$L = -Re\left(\frac{(1 - 2\tau_1)\tau_2^2}{1 - \tau_1} \tau_{20} \tau_{11}\right) - \frac{1}{2} |\tau_{11}|^2 - |\tau_{02}|^2 + Re(\tau_2 \tau_{21}),$$

where

$$\tau_{20} = \frac{1}{8}\left[M_{ww} - M_{zz} + 2N_{wz} + i(N_{ww} - N_{zz} - 2M_{wz})\right],$$

$$\tau_{11} = \frac{1}{4}\left[M_{ww} + M_{zz} + i(N_{ww} + N_{zz})\right],$$

$$\tau_{02} = \frac{1}{8}\left[M_{ww} - M_{zz} - 2N_{wz} + i(N_{ww} - N_{zz} + 2M_{wz})\right],$$
A CLASS OF DISCRETE PREDATOR–PREY INTERACTION

and

\[\tau_{21} = \frac{1}{16} \left[ M_{www} + M_{wzz} + N_{wwz} + N_{zzz} + i(N_{www} + N_{wzz} - M_{wwz} - M_{zzz}) \right].\]

Then, due to above calculation, one has the following Theorem:

**Theorem 5.1.** Suppose that \( L \neq 0 \), then unique positive equilibrium point \((x^*, y^*)\) of system (1.2) undergoes Neimark-Sacker bifurcation when the bifurcation parameter \( b \) varies in a small neighborhood of \( b_1 = \frac{h\lambda x^* + \lambda - ay^* e^{\frac{ax^*}{1+hx^*}}}{ax^*} \). Moreover, if \( L > 0 \), then a stable invariant closed curve bifurcates from the equilibrium point for \( b > b_1 \), and if \( L < 0 \), then an unstable invariant closed curve bifurcates from the equilibrium point for \( b < b_1 \).

6. Chaos control

Control of chaos and bifurcation is a theme of remarkable interest. In particular, bifurcation and chaos control methods are more applicable for models of discrete nature because these systems are of complex behavior as compared to continuous ones. On the other hand, chaos control methods are widely used in almost all branches of applied science and engineering.

This section is dedicated for implementation of chaos control methods to system (1.2). For this, three chaos control methods are implemented to system (1.2). Implementation of chaos control methods for discrete-time systems is of great interest. Recently, many dynamical systems have been discussed with implementation of strategies related to chaos and bifurcations control [1, 11, 12, 40, 42, 44, 54, 60, 61]. In [15], a new chaos control strategy of exponential type has been introduced for controlling fluctuating and chaotic behavior of discrete-time models. We apply two frequently used and one recently developed chaos control methods to system (1.2) as follows.

First, we consider Ott-Grebogi-Yorke (OGY) method (see [41]). An application of OGY feedback control method to system (1.2) yields the following control system:

\[
\begin{align*}
x_{n+1} &= \frac{\lambda x_n \exp \left( \frac{-ay_n}{1+hx_n} \right)}{1 + \frac{\lambda-1}{k} x_n \exp \left( -\frac{ay_n}{1+hx_n} \right)}, \\
y_{n+1} &= \left( b - k_1(x_n - x^*) - k_2(y_n - y^*) \right) x_n \left( 1 - \exp \left( -\frac{ay_n}{1+hx_n} \right) \right),
\end{align*}
\]

(6.1)

where \( k_1 \) and \( k_2 \) are control parameters, and \((x^*, y^*)\) is interior equilibrium point of system (1.2). In order to see the controllability of system (6.1), the Jacobian matrix for this controlled system at \((x^*, y^*)\) is computed as follows:

\[
J_C(x^*, y^*) = \begin{pmatrix}
\frac{e^{\frac{ax^*}{1+hx^{*c}}}}{\lambda(hx^{*c}+1)^2} (ahx^{*c}y^{*c}+(hx^{*c}+1)^2) & -\frac{ax^* e^{\frac{ax^*}{1+hx^{*c}}}}{\lambda(hx^{*c}+1)} \\
\frac{ay^*}{hx^{*c}+1} & \frac{abhx^* y^* e^{-\frac{ax^*}{hx^{*c}+1}}}{(hx^{*c}+1)^2} & -\frac{ax^* e^{\frac{ax^*}{hx^{*c}+1}}}{hx^{*c}+1} & k_2 y^* \end{pmatrix}.
\]
In addition, the characteristic polynomial for $J_C(x^*,y^*)$ is given by:

$$F(\eta) = \eta^2 - \left( e^\frac{\alpha y^*}{\lambda (h x^* + 1)^2} \left( a h x^* y^* + (h x^* + 1)^2 \right) + \frac{a b x^* e^{-\frac{\alpha y^*}{\lambda (h x^* + 1)}} - k_2 y^*}{h x^* + 1} \right) \eta$$

$$+ \frac{a b^2 x^* (h x^* + 1) - y e^{\frac{\alpha y^*}{\lambda (h x^* + 1)^2}} ((h x^* + 1)(-a b^2 x^* + h k_2 x^* + k_2) + a h k_2 x^* y^*))}{b \lambda (h x^* + 1)^2}.$$ 

Taking into account the controllability of system (6.2), the following Lemma is presented.

**Lemma 6.1.** System (6.1) is controllable if the following condition is satisfied:

$$\left| e^\frac{\alpha y^*}{\lambda (h x^* + 1)^2} \left( a h x^* y^* + (h x^* + 1)^2 \right) + \frac{a b x^* e^{-\frac{\alpha y^*}{\lambda (h x^* + 1)}} - k_2 y^*}{h x^* + 1} \right| < 1 + \frac{a b^2 x^* (h x^* + 1) - y e^{\frac{\alpha y^*}{\lambda (h x^* + 1)^2}} ((h x^* + 1)(-a b^2 x^* + h k_2 x^* + k_2) + a h k_2 x^* y^*))}{b \lambda (h x^* + 1)^2} < 2.$$

Secondly, we apply hybrid control method [35] to system (1.2) to get the following control system:

$$x_{n+1} = \alpha \left( \frac{\lambda x_n \exp \left( -\frac{a y_n}{1 + h x_n} \right)}{1 + \lambda^{-1} \frac{1}{k} x_n \exp \left( -\frac{a y_n}{1 + h x_n} \right)} \right) + (1 - \alpha) x_n,$$

$$y_{n+1} = \alpha \left( b x_n \left( 1 - \exp \left( -\frac{a y_n}{1 + h x_n} \right) \right) \right) + (1 - \alpha) y_n,$$

where $0 < \alpha < 1$ is control parameter for hybrid control method, which is based on parameter perturbation and state feedback control. Again controllability of system (6.2) depends upon stability of this system at its positive fixed point. To see this stability behavior, the Jacobian matrix $J_H(x^*,y^*)$ of system (6.2) at its unique positive fixed point $(x^*, y^*)$ is given as follows:

$$J_H(x^*, y^*) = \begin{pmatrix}
-\alpha a x^* e^{-\frac{\alpha y^*}{\lambda (h x^* + 1)}} \\
\frac{a y^*}{h x^* + 1} - \alpha a b h x^* y^* e^{-\frac{\alpha y^*}{h x^* + 1}} \\
\frac{a y^*}{h x^* + 1} - \alpha a b x^* e^{-\frac{\alpha y^*}{h x^* + 1}} + 1 - \alpha \\
\frac{a y^*}{h x^* + 1} + \frac{a y^*}{h x^* + 1}
\end{pmatrix}.$$ 

In addition, the characteristic polynomial for $J_H(x^*, y^*)$ is computed as follows:

$$F(\mu) = \mu^2 - \left( 2 - 2 \alpha + \frac{\alpha e^{\frac{\alpha y^*}{\lambda (h x^* + 1)^2}} (a h x^* y^* + (h x^* + 1)^2)}{\lambda (h x^* + 1)^2} + \frac{\alpha a b x^* e^{-\frac{\alpha y^*}{\lambda (h x^* + 1)}}}{h x^* + 1} \right) \mu$$

$$+ \frac{e^{-\frac{\alpha y^*}{\lambda (h x^* + 1)}} \left( a a^2 b x^* + (\alpha - 1)^2 \lambda (h x^* + 1) \right) - a (\alpha - 1) a b x^*}{h \lambda x^* + \lambda} - \frac{\alpha e^{\frac{\alpha y^*}{\lambda (h x^* + 2) - a y^*}} - (a - 1) a b x^*}{h (h x^* + 1)^2}.$$ 

Taking into account the controllability of system (6.2), the following Lemma is presented.
Lemma 6.2. Positive fixed point \((x^*, y^*)\) of system (6.2) is a sink if the following condition is satisfied:

\[
2 - 2\alpha + \frac{\alpha e^{\frac{\alpha y^*}{h(x^*+1)}}(ahx^*y^* + (hx^* + 1)^2)}{\lambda(hx^* + 1)^2} + \frac{\alpha abx^*e^{-\frac{\alpha y^*}{h(x^*+1)}}}{hx^* + 1} < 1 + \frac{e^{-\frac{\alpha y^*}{h(x^*+1)}}(aa^2hx^* + (\alpha - 1)^2\lambda(hx^* + 1)) - a(\alpha - 1)ab\lambda x^*}{h\lambda x^* + \lambda - \frac{\alpha e^{\frac{\alpha y^*}{h(x^*+1)}}(\alpha(hx^*(hx^* + 2) - ay) - hx^*(ay^* + hx^* + 2) + \alpha - 1)}{\lambda(hx^* + 1)^2} < 2.
\]

Thirdly, our aim is to apply recently proposed exponential chaos control technique to system (1.2) [17]. With application of exponential type chaos control strategy, we obtain the following control system:

\[
x_{n+1} = \exp(-s_1(x_n - x^*)) \left( \frac{\lambda x_n \exp\left(-\frac{ay_n}{1+hx_n}\right)}{1 + \frac{\lambda - 1}{k} x_n \exp\left(-\frac{ay_n}{1+hx_n}\right)} \right),
\]

\[
y_{n+1} = \exp(-s_2(y_n - y^*)) \left( bx_n \left( 1 - \exp\left(-\frac{ay_n}{1+hx_n}\right) \right) \right),
\]

(6.3)

where \(s_1\) and \(s_2\) are control parameters for exponential control strategy and \((x^*, y^*)\) be interior (positive) fixed point of system (1.2). Next, controllability of system (6.3) is directly related to stability of system about its positive fixed point \((x^*, y^*)\). For this, Jacobian matrix \(J_E(x^*, y^*)\) of system (6.3) about \((x^*, y^*)\) is computed as follows:

\[
J_E(x^*, y^*) = \begin{pmatrix}
\frac{(hx^*+1)^2 + ahx^*y^*}{(hx^*+1)^2} & \frac{\lambda x^* - \lambda x^* + k\lambda}{k(hx^*+1)} - x^* s_1 & -\frac{ax^* (x^* - \lambda x^* + k\lambda)}{k(hx^*+1)} - s_2 \\
b \left( 1 - \frac{k((hx^*+1)^2 + 1)}{x^* - \lambda x^* + k\lambda} \right) & bx^* & \frac{k(a + (hx^* + 1) s_2)}{(hx^* + 1)(x^* - \lambda x^* + k\lambda) - s_2} \\
\end{pmatrix}.
\]

Moreover, the characteristic polynomial for \(J_E(x^*, y^*)\) is computed as follows:

\[
F(\varphi) = \varphi^2 - \left( bx^* \left( \frac{k(a + s_2(hx^* + 1))}{(hx^* + 1)(k\lambda - \lambda x^* + x^*)} - s_2 \right) + \frac{x^* - \lambda x^* + \lambda}{\lambda(hx^* + 1)^2} \right) \varphi
\]

\[
+ \left( \frac{(hx^* + 1)^2 + ahx^*y^*}{(hx^*+1)^2\lambda} - x^* s_1 \right) (bx^* \left( \frac{k(a + (hx^* + 1) s_2)}{(hx^* + 1)(x^* - \lambda x^* + k\lambda) - s_2} \right))
\]

\[
+ \left( b \left( 1 - \frac{k((hx^*+1)^2 + 1)}{x^* - \lambda x^* + k\lambda} \right) \right) \left( ax^* (x^* - \lambda x^* + k\lambda) \right) \left( k(hx^* + 1)\lambda \right).
\]

Taking into account the controllability of system (6.3), the following Lemma is presented.
Lemma 6.3. Positive fixed point \((x^*, y^*)\) of system (6.3) is a sink if the following condition is satisfied:

\[
\left| b x^* \left( \frac{k (a + s_2 (hx^* + 1))}{(hx^* + 1)(k \lambda - \lambda x^* + x^*)} - s_2 \right) + \left( \frac{x^* - \lambda x^*}{k} + \lambda \right) \left( \frac{ahx^* y^* + (hx^* + 1)^2}{\lambda (hx^* + 1)^2} - s_1 x^* \right) \right| \\
< 1 + \left( \frac{((hx^* + 1)^2 + ahx^* y^*)}{(hx^* + 1)^2 \lambda} \right) \left( \lambda - \frac{x^* (\lambda - 1)}{k} \right) - x^* s_1 \left( bx^* \left( \frac{k (a + (hx^* + 1)s_2)}{(hx^* + 1)(x^* - \lambda x^* + k \lambda)} - s_2 \right) \right) \\
+ \left( b \left( 1 - \frac{k \left( \frac{ahx^* y^*}{(hx^* + 1)^2 + 1} \right)}{x^* - \lambda x^* + k \lambda} \right) \right) \left( \frac{ax^* (x^* - \lambda x^* + k \lambda)}{k (hx^* + 1)^2} \right) < 2.
\]

Note that variations of parametric values affect control performance of system (6.3). For example, if we choose \(a = 11.5, b = 0.68, h = 0.9, \lambda = 1.9\) and \(k = 3\), then controllability (stability) region (blue region) of system (6.3) is depicted in Figure 5.

7. NUMERICAL SIMULATION AND DISCUSSION

For the verification of theoretical discussion, we assume that \((\lambda, a, h, k) = (10.4, 0.5, 5.8, 1.2), b \in [1, 45]\) and \((x_0, y_0) = (0.67, 16)\). Then, system (1.2) undergoes transcritical bifurcation around its boundary equilibrium \((k, 0) = (1.2, 0)\) when \(b\) passes through the critical value \(b_0 = 13.2667\). On the other hand, system (1.2) undergoes Neimark-Sacker bifurcation around its interior equilibrium \((x^*, y^*) = (0.673646, 16.0342)\) when \(b\) passes through the critical value \(b_1 = 29.575\). At \((\lambda, a, h, k, b) = (10.4, 0.5, 5.8, 1.2, 29.575)\), the multipliers of system (1.2) are \(\mu_1 = 0.764824 + 0.644235i\) and \(\mu_2 = 0.764824 - 0.644235i\) with \(|\mu_1| = |\mu_2| = 1\). Moreover, bifurcation diagrams and maximum Lyapunov exponents (MLE) of system are depicted in Figure 6. Moreover, for \(b \in [36, 40]\) local
Figure 6. Bifurcation diagrams and MLE for system (1.2) with $(\lambda, a, h, k) = (10.4, 0.5, 5.8, 1.2)$, $b \in [1, 45]$ and $(x_0, y_0) = (0.67, 16)$.

Amplification of Figure 6 is depicted in Figure 7. On the other hand, for $b = 29.5$, 29.575, 29.58, 30 phase portraits of system (1.2) are depicted in Figure 8.

Next, we check the validity of chaos control strategies discussed in Section 6. For this, we choose $(\lambda, a, h, k, b) = (10.4, 0.5, 5.8, 1.2, 40)$. At these parametric values system (1.2) has unique positive fixed point $(x^*, y^*) = (0.360595, 12.5197)$. Clearly, this fixed point is source because multipliers of system (1.2) are $\mu_1 = 1.01709 + 0.815335i$ and $\mu_2 = 1.01709 - 0.815335i$ with $|\mu_1| = |\mu_2| = 1.30355 > 1$. First, we apply OGY method for these parametric values. In order to see the controllability of system (6.1), the Jacobian matrix for this controlled system at $(0.360595, 12.5197)$ reduces to:

$$J_C(0.360595, 12.5197) = \begin{pmatrix} 1.72623 & -0.0424813 \\ 27.4862 - 0.312993k_1 & 0.307956 - 0.312993k_2 \end{pmatrix}.$$ 

The characteristic polynomial for $J_C(0.360595, 12.5197)$ is given by

$$P(\mu) = \mu^2 + (0.312993k_2 - 2.03419)\mu + 1.69925 - 0.0132964k_1 - 0.540299k_2.$$ 

An application of Jury condition gives that system (6.1) is controllable if $|0.312993k_2 - 2.03419| < 2.69925 - 0.0132964k_1 - 0.540299k_2 < 2$. Furthermore, the controllable region in $k_1k_2$-plane with OGY method is shown in Figure 9. It must be noticed that the stability region depicted in Figure 9 is a region bounded by the following...
three lines of marginal stability:

\[ L_1 : k_2 = 2.92584 - 0.0584956k_1, \]

\[ L_2 : k_2 = 5.54727 - 0.0155825k_1, \]

and

\[ L_3 : k_2 = 1.29419 - 0.0246093k_1. \]

It is worthwhile to mention that the marginal stability lines \( L_1, L_2 \) and \( L_3 \) are consequences of \( P(1) = 0, P(-1) = 0 \) and \( P(0) = 1 \), respectively.

Secondly, we see the effectiveness of hybrid control method. For this, similar parametric values are chosen, that is, \((\lambda, a, h, k, b) = (10.4, 0.5, 5.8, 1.2, 40)\) are used in system (6.2). Then, simple calculation yields that system (6.2) is controllable if \(-0.0514052 < \alpha < 0\), which is impossible because \(0 < \alpha < 1\). Therefore, we are unable to control system (1.2) at these parametric values with hybrid control method. The failure of hybrid control method is due to the choice of bifurcation parameter \( b = 40 \), which located at most right end of chaotic region [29.575, 45]. On the other hand, if we choose \( b = 35 \), then system (6.2) is controllable if \(0 < \alpha < 0.257381\). Thus
Figure 8. Phase portraits of system (1.2) for $(\lambda,a,h,k) = (10.4, 0.5, 5.8, 1.2)$, $(x_0,y_0) = (0.67, 16)$ and with different values of $b$.

Figure 9. Stability region for system (6.1) with $(\lambda,a,h,k,b) = (10.4, 0.5, 5.8, 1.2, 40)$. 

Table 2. Controllable intervals for system (6.2) with various values of $b$ in chaotic region.

| Value of bifurcation parameter | Stability interval of system (6.2) |
|---------------------------------|-----------------------------------|
| $b = 38$                        | $0 < \alpha < 0.0357404$          |
| $b = 37$                        | $0 < \alpha < 0.0960227$          |
| $b = 36$                        | $0 < \alpha < 0.16947$            |
| $b = 35$                        | $0 < \alpha < 0.257381$           |
| $b = 34$                        | $0 < \alpha < 0.36072$            |
| $b = 33$                        | $0 < \alpha < 0.479921$           |
| $b = 32$                        | $0 < \alpha < 0.614775$           |
| $b = 31$                        | $0 < \alpha < 0.764383$           |
| $b = 30$                        | $0 < \alpha < 0.927241$           |

Figure 10. Stability regions for system (6.3) with $(\lambda, a, h, k, b) = (10.4, 0.5, 5.8, 1.2, 40)$.

length of controllability interval can be increased by shifting the value of bifurcation parameter at the left end of chaotic region (cf. Tab. 2).

Next, we check exponential-type chaos control method by taking $\lambda = 10.4$, $a = 0.5$, $h = 5.8$, $k = 1.2$ and $b = 40$ in control system (6.3). In order to see the controllability of system (6.3), the Jacobian matrix for this controlled system at $(0.360595, 12.5197)$ reduces to:

$$J_E(0.360595, 12.5197) = \begin{pmatrix} 1.72623 - 0.360595s_1 & -0.0424811 \\ 27.4862 & 0.307953 - 12.5197s_2 \end{pmatrix}.$$  

The characteristic polynomial for $J_E(0.360595, 12.5197)$ is given by

$$P(\varphi) = \varphi^2 + (0.361s_1 + 12.52s_2 - 2.034)\varphi + 1.699 - 21.6s_2 + s_1 (4.5s_2 - 0.11).$$
Figure 11. Bifurcation diagrams and MLE for system (1.2) with $k = 30$, $\lambda = 1.309$, $a = 2.207$, $h = 2.96$, $b \in [1.1, 1.6]$ and $(x_0, y_0) = (10.8, 2.696)$.

An application of Jury condition gives that system (6.3) is controllable if $|0.361s_1 + 12.52s_2 - 2.034| < 2.699 - 21.6s_2 + s_1 (4.5s_2 - 0.11) < 2$. Moreover, the controllable region in $s_1s_2$-plane with exponential-type method is shown in Figure 10. It is easy to see that in Figure 10 two red regions are depicted as stability (controllable) regions for system (6.3). Consequently, at $\lambda = 10.4$, $a = 0.5$, $h = 5.8$, $k = 1.2$ and $b = 40$, OGY and exponential-type control methods are partially successful for controlling fluctuating and bifurcating behavior due to appearance of Neimark-Sacker bifurcation. On the other hand, hybrid control method is unable to avoid the population densities from unpredictable situation at extreme right part of chaotic region.

8. Concluding remarks

This paper is concerned to investigation of some qualitative aspects of a discrete-time prey–predator model. The model is a modification of classical Nicholson-Bailey framework related to host-parasitoid interaction with implementation of Beverton-Holt growth function for prey population and type-II functional response. Persistence of solutions is discussed with implementation of method of comparison. Moreover, the existence of fixed points along their stability analysis are carried out. It is proved that system undergoes transcritical bifurcation around its boundary fixed point. On the other hand, discrete prey–predator model undergoes Neimark-Sacker bifurcation around its interior fixed point. Three chaos control methods are applied for control of bifurcating and chaotic behavior of system. Our investigation reveals that OGY and exponential-type control methods are more effective as compare to hybrid control strategy for stability of corresponding controlled systems. Furthermore, in order to validate our theoretical findings with respect to observed field data related to predator–prey interaction,
Table 3. Parameter estimates of system (1.2) from observed data.

| Parameter of system (1.2) | Parameter estimate | Reference |
|---------------------------|--------------------|-----------|
| $k$                       | 30                 | [29]      |
| $\lambda$                 | 1.309              | [49]      |
| $a$                       | 2.207              | [45]      |
| $h$                       | 2.96               | [47]      |
| $b$                       | 0.046              | [14]      |

the following parametric estimations are presented: Taking into account the estimated parametric values from observed field data in Table 3, we have $\frac{abk}{1+hk} = 0.033916 < 1$. Consequently, boundary fixed point $(k,0)$ is a sink for these parametric values. Furthermore, if we vary bifurcation parameter $b$ and keep all other parametric values fixed (that is, $k = 30, \lambda = 1.309, a = 2.207$ and $h = 2.96$), then boundary equilibrium is a sink if $0 < b < 1.35629$, and it undergoes transcritical bifurcation at $b \approx 1.35629$. On the other hand, positive equilibrium point is a sink if $1.35629 < b < 1.51164$. At $b \approx 1.51164$, the positive fixed point $(x^*, y^*) = (10.8055, 2.69622)$ undergoes Neimark-Sacker bifurcation. This whole scenario is depicted in Figure 11. Consequently, conversion efficiency from prey to predator plays vital role for altering the dynamics of predator–prey interaction. Arguing as in [13], the conversion efficiency may increase due to change in temperature (warming) and in a result simulated population dynamics reveal a destabilisation of predator–prey interaction with warming. On the other hand, conversion efficiency must be high when the actual prey biomass is low and must be low when actual prey biomass is high. Furthermore, the impact of changes in edibility and the conversion efficiency on the effective prey biomass must outweigh the impact of changes in actual prey biomass [52].

Appendix A. Proof of Theorem 2.1

Suppose that $x_0 > 0$ and $y_0 > 0$, then every solution $\{(x_n, y_n)\}$ of the system (1.2) satisfies $x_n > 0$ and $y_n > 0$ for all $n \geq 0$. Taking into account the positivity of solutions of system (1.2) and considering the first equation of the system (1.2) we have

$$x_{n+1} = \frac{\lambda x_n \exp\left(-\frac{ay_n}{1+hx_n}\right)}{1 + \lambda - \frac{1}{k} x_n \exp\left(-\frac{ay_n}{1+hx_n}\right)}$$

$$= \frac{\lambda x_n}{\exp\left(\frac{ay_n}{1+hx_n}\right) + \lambda - \frac{1}{k} x_n}$$

$$\leq \frac{\lambda x_n}{1 + \lambda - \frac{1}{k} x_n}.$$

Next, we consider the following first-order difference equation

$$u_{n+1} = \frac{\lambda u_n}{1 + \lambda - \frac{1}{k} u_n}. \quad (A.1)$$

Then, solution of (A.1) is given by:

$$u_n = \frac{k}{1 + \left(\frac{1}{\lambda}\right)^n (c_1 k \lambda - 1)}$$
where $c_1$ depends upon initial value $u_0$ of difference equation (A.1). Since $\lambda > 1$, therefore obviously one has

$$\lim_{n \to \infty} u_n = k.$$  

Suppose that $x_0 = u_0$, then by comparison we have $\limsup_{n \to \infty} x_n \leq k$ for all $n \geq 0$. It is easy to see that second equation of system (1.2) gives $y_{n+1} \leq bx_n$, and thus it follows that $\limsup_{n \to \infty} y_n \leq bk$. Again, we consider first equation of the system (1.2) as follows:

$$x_{n+1} = \frac{\lambda x_n}{\exp \left( \frac{ay_n}{1+hx_n} \right) + \frac{\lambda-1}{k} x_n} \geq \frac{\lambda x_n}{\exp \left( \frac{abk}{1+hx_n} \right) + \frac{\lambda-1}{k} x_n} \geq \frac{\lambda x_n}{e^{abk} + \frac{\lambda-1}{k} x_n}.$$  

Assume that $\lambda > e^{abk}$, then again comparison argument yields that $\liminf_{n \to \infty} x_n \geq m_1$, where

$$m_1 := \frac{k(\lambda - e^{abk})}{\lambda - 1}.$$  

Keeping in view the inequality $\frac{x}{x+y} \leq (1 - e^{-x})$ and considering second equation of the system (1.2), we have

$$y_{n+1} \geq \frac{abm_1 y_n}{1+hk + ay_n}.$$  

Finally, we assume that $abm_1 > 1 + hk$, then with comparison argument one has $\liminf_{n \to \infty} y_n \geq m_2$, where

$$m_2 := \frac{abm_1 - (1+hk)}{a}.$$  
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