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Abstract—Social media are extensively used in today’s world, and facilitate quick and easy sharing of information, which makes them a good way to advertise products. Influencers of a social media network, owing to their massive popularity, provide a huge potential customer base. However, it is not straightforward to decide which influencers should be selected for an advertising campaign that can generate high returns with low investment. In this work, we present an agent-based model (ABM) that can simulate the dynamics of influencer advertising campaigns in a variety of scenarios and can help to discover the best influencer marketing strategy. Our system is a probabilistic graph-based model that provides the additional advantage to incorporate real-world factors such as customers’ interest in a product, customer behavior, the willingness to pay, a brand’s investment cap, influencers’ engagement with influence diffusion, and the nature of the product being advertised viz. luxury and non-luxury. Using customer acquisition cost and conversion ratio as a unit economic, we evaluate the performance of different kinds of influencers under a variety of circumstances that are simulated by varying the nature of the product and the customers’ interest. Our results exemplify the circumstance-dependent nature of influencer marketing and provide insight into which kinds of influencers would be a better strategy under respective circumstances. For instance, we show that as the nature of the product varies from luxury to non-luxury, the performance of celebrities declines whereas the performance of nano-influencers improves. In terms of the customers’ interest, we find that the performance of nano-influencers declines with the decrease in customers’ interest whereas the performance of celebrities improves.
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I. INTRODUCTION

S
ocial media usage has been significantly rising over the years. Social networking platforms are now a primary stage for discussion, discourse, opinion and information sharing, recreational activities, etc. As a result, they are extensively used in a variety of domains such as business, education, medicine, finance, and politics. Online social networking platforms and their vast and diverse user population offer significant opportunities for marketers to engage with customers. Moreover, certain individuals in social networks are hugely popular and influential. These influencers can alter the opinions and ideas of their followers [1], and thus possess marketing potential which is much sought after by brands to endorse their products to the audience in the network. The social influence exerted by these influencers is known to play a significant role in the success of advertising and marketing [2]. This sort of marketing is called influencer marketing.

Influencer marketing has become one of the fastest and most effective marketing techniques since the inception of online social networks. A recent survey by Rakuten advertizing [3] showed that around 80% of consumers made purchases recommended by influencers. A social network influencer can promote a product/brand to a huge audience with a click of a button. Studies have shown that partnering with influencers for advertising results in an increase in a brand’s revenue within a short period of time [4]. However, there are several complexities involved in implementing influencer marketing. It is not straightforward to select the best set of influencers who can generate the highest returns. An influencer marketing survey by Mediakix [5] showed that 61% of the marketers surveyed agreed that it is difficult to find the right influencers for campaigns. Additionally, in recent times, influencers are found in different kinds ranging from celebrities to nano-influencers (in terms of the number of followers they have). Experimental studies have shown that even nano-influencers play significant roles in advertisements [6] and the conventional expectation that celebrities are always the best choice for advertising is incorrect. This is primarily because nano-influencers actively engage with their followers which occurs through comments, replies, etc. This engagement with potential customers has a substantial effect on marketing results. Thus, unlike in the past when a marketer would just employ a big influencer to advertise a product, the present online social network advertising strategies depend on a variety of network and brand-specific factors. Network-specific factors include the customers’ interest in the product, the kinds of influencers and their engagement in the network, and the structure of the network itself. Brand-specific factors include the hiring investment, the nature of the product being advertised, and the marketing goals.

Several works exist regarding the diffusion or propagation of influence in networks. A seminal work in the field was by Kempe et al. [7] who proposed two kinds of models—linear threshold (LT) and independent cascade (IC). These models have also been used for various applications such as voting, opinion spread, etc [8][9]. However, there exist only a few works that model social network marketing campaigns in particular. Among these are Wang et al. [10][11][12], Domingos and Richardson [13] who propose models in the context of viral marketing. Agent-based modelling approaches include —word-of-mouth marketing [14][15], and modelling of opinion dynamics [16]. But, these existing models do not incorporate factors specifically pertinent to influencer
marketing. For instance, they do not account for the new paradigm in influencer marketing involving the different kinds of influencers. Although these models effectively incorporate the diffusion of influence and opinions in the network, they do not incorporate customer behavior which plays a major role in an individual’s interactions and the decision-making process. The state of art is described in further detail in Section II.

In this work, we modify and build upon the basic models mentioned above and present the design of an agent-based model (ABM) to simulate influencer advertising campaigns in social networks. The social graph with agents at vertices forms our base framework. We incorporate real-world characteristics in the form of novel agent and model parameters that are essential in the influencer marketing context but are absent in the current literature. These include the different kinds of influencers with their respective engagements [7], the customers’ interest in the product, and the customers’ willingness to pay. The interactions of individuals in the social network are modeled as two types of agent behavior—influencer-follower and inter-follower interactions.

We use our model to study the performance of different kinds of influencers in a social network under varying circumstances, which has also not been attempted before. Given an initial set of influencers, the model simulates a campaign in a breadth-first manner, which in reality, corresponds to an influencer using a social network channel (a post in the form of an image, video, etc.) to advertise a product to their followers. These followers in turn propagate it to their sub-networks/followers (by sharing, retweeting, etc.). To simulate a specific advertising plan/campaign, a social network of choice in the form of a social graph, the corresponding customers’ interest and willingness to pay, the influencer hiring and engagement rates of the network, etc., can be provided as inputs to the model.

The rest of the paper is structured as follows: In Section II, we review relevant literature, the state of the art, and describe influencer marketing and its challenges. Then we present the design of our ABM in Section III followed by experimental results in Section IV. We conclude our work in Section V and present additional results in Appendix A.

II. BACKGROUND

Several attempts have been made to model the processes by which ideas, opinions, and influence propagate through social networks. Granovetter [13] introduced the notion of thresholds: the number or proportion of others who must make one decision before a given actor does. Threshold models can be applied in many scenarios such as the diffusion of innovation, the spread of diseases, and in situations where actors are required to take binary decisions [13]. Kempe et al. [7] generalize this concept and propose two influence diffusion models for the spread of ideas in social networks—linear threshold (LT) and independent cascade (IC). The diffusion is carried out in discrete steps wherein each agent is activated when the combined influence of its neighbors is greater than a particular threshold possessed by the agent. In addition, Kempe et al. [7] consider the problem of influence maximization: finding the set of most influential nodes in the network. They show that this problem is NP-hard and propose algorithms to obtain good solutions. Various improvements have also been made to the LT and IC models. Barbieri et al. [19] propose topic aware extensions in which authoritativeness, influence, and relevance are explicitly incorporated into the LT and IC models. Guo et al. [20] proposed a greedy hill-climbing algorithm to solve influence maximization for complementary products.

Various models for the diffusion of opinion, in particular, have been proposed. These include the voter model [8], the Deffuant model [22], and the Sznajd model [23]. The concept of an opinion leader was introduced by Lazarsfeld [24]. Opinion leaders play a central role in influencing opinion and behavior. But, identifying them is a challenge [25]. Other literature tries to identify influential nodes in a graph or “opinion leaders” in a social network, and uses techniques based on graph centrality [26] for this purpose. However, our work is not concerned with identifying specific individuals as influencers, but aims to analyze how using influencers big and small affect advertising campaigns.

Wang et al. [10] introduces a new influence cascade model and a novel algorithm for community detection and influence ranking in social networks. In their subsequent work [11], they use their influence model to uncover influence centrality and community structure in social networks. Our model is inspired mainly by this work.

In the context of viral marketing, Domingos and Richardson [13] propose a model for a customer’s network value, which includes the expected sales from the customer and others who are influenced to become customers. They view customers in the market as nodes of the social network and model their influence on each other as a Markov random field. In their subsequent work [28], they pose the problem of finding the best marketing plan for a given social network and propose a simple linear model to do so. Wang et al. [12] build upon their previous work [10] to model and maximize influence diffusion in social networks for viral marketing.

III. MODEL DESIGN

Our system is a probabilistic graph-based model inspired by the Independent Cascade (IC) model [7]. We model every individual in the social network as an agent that exerts influence on its followers and is in turn influenced by the agents that it follows. The model is integrated into a weighted directed social graph G, wherein each agent occupies a vertex in the graph. A directed edge going from x to y (x, y) represents a connection between two agents x and y where agent y is a follower of agent x in the social network. The social influence of agent x on agent y is commonly defined as the power that x has to effect a change in the opinion of y [11] [29]. This influence of x over y is represented by the edge-weight w_{x,y} and interpreted as the probability of agent x persuading agent y to purchase a product. The graph is thus defined as follows

\[
G = (V, E, W)
\]
V, a set of vertices/agents. 
- \( E \subseteq \{(x, y) | (x, y) \in V^2 \text{ and } x \neq y\} \)
- \( W \subseteq \{w_{x,y} | (x, y) \in V \text{ and } x \neq y\} \) where, \( 0 \leq w_{x,y} \leq 1 \)

In this framework, every agent in the network is considered an influencer of some degree. We model crucial real-world behavior in the form of two kinds of agent interactions—follower and inter-follower interactions. We model the nature of the product being advertised using the notion of willingness to pay and model the customers’ interest by an agent’s interest parameter and its associated behavior.

The model parameters, agent attributes, agent behavior and marketing campaign propagation are described in detail in subsections III-A, III-B, III-C and III-D respectively.

A. Model Parameters

The model parameters are essentially the inputs to the model and are provided according to the marketing scenario which is to be simulated.

- \( \lambda_x \): A potential customer could gain interest in a product in many ways such as hearing of it from a friend, personal interest in the topic that the product is about (e.g., sports in case of sports equipment), necessity, etc. It has been shown that this kind of consumer psychology is one of the factors that affect a potential customer’s interest in a product and subsequent possible purchase \([30]\). We thus incorporate this notion of customers’ interest with the parameter \( \lambda \). It can be interpreted as the probability of an agent being interested in the product, with 1 showing maximum interest and 0 indicating no interest. The overall interest of the population in a product is modeled as a Gaussian distribution with a certain mean \( (\mu) \) and variance \( (\sigma^2) \). A marketer might not know the interest of every agent, but have a general idea of the overall customers’ interest of the population and can set the initial mean \( (\mu) \) and variance \( (\sigma^2) \) of the customers’ interest before the simulation.

Then, the initial interest of each agent is assigned by sampling from this distribution. A high value of \( \mu \) is used to simulate a scenario where the customers’ interest in the product is high and a low value of \( \mu \) is used to simulate a scenario where the customers’ interest in the product is low. The interest of an agent changes dynamically and changes according to its interactions in the network. These interactions are later defined in Section III-B.

- \( \Omega \): The willingness to pay is the maximum price above which a consumer will definitely not buy one unit of a product \([31]\). The willingness to pay has been shown to depend on various factors such as altruism, price consciousness, reference price, income, and perceived fairness \([32]\). A marketer may not know the exact willingness to pay of every agent in the network but can estimate the willingness to pay for a product and approximate the fraction of the network that is willing to pay the price for a product \([33]\). We incorporate this fraction by the parameter \( \Omega \). This parameter is intended to capture the nature of the product being advertised, in terms of its price—non-luxury or luxury. We make a correlation between the nature of the product and the willingness fraction based on a reasonable assumption that the number of people willing to pay for a high-priced product will be less than the number of people willing to pay for a low-priced product. Thus, low values of \( \Omega \) are used to simulate luxury products (e.g., a luxury car) and high values are used to simulate non-luxury products.

- \( \alpha_d = d^{-2} \)

where \( d \) is the depth (number of hops) from an influencer to the node of interest. It can be interpreted as the probability of an influencer’s influence reaching a node \( d \) hops away, as analogous to the probability of a center node linking to a node at a fixed distance \( d \) of its concentric scales of resolution, which is proportional to \( d^{-2} \) as depicted by Easley and Kleinberg \([34]\) \([12]\). The effective influence received by a node \( x \) which is at depth \( d \) from the source of the advertisement campaign, by one of its neighbors \( y \) is calculated as

- \( \omega_{x,y} = w_{x,y} \cdot \alpha_d \)

where \( \omega_{x,y} \) is the effective influence of agent \( y \) on \( x \) and \( w_{x,y} \) is the original influence of \( y \) on \( x \).

- \( \rho \): The maximum investment that a marketer is ready to make to hire a set of influencers.

B. Agent Attributes

The agent’s attributes have been designed to realistically represent an individual in a social network. They are described below.

- \( \epsilon_x \): The notion of engagement has been extensively studied in a variety of networks \([29]\) \([35]\). Engagement in social media networks occurs via comments, likes, retweets, etc., and influencers’ engagement with potential customers has a significant impact on social media advertising \([17]\). We incorporate an episode of engagement, also called a stroke \([36]\), which has been quantified and used before in social networks \([37]\). In the case of influencer marketing, it is called the engagement rate \( \epsilon_x \) and it measures the level of interaction by followers from content created by an influencer agent \( x \). The engagement rate is hence an influencer-follower interaction. It is calculated as the ratio of total interactions in terms of the number of likes, comments, etc. to the total number of followers. It is also interpreted as the percent probability of the influencer engaging with a follower. Studies show a correlation between engagement rate and the number of followers. Engagement rates of influencers generally decrease with the increase in the number of followers. In other words, celebrities have much lower engagement rates than nano and micro-influencers. The impact of the engagement rate \( \epsilon \) on the outcome of an influencer’s advertising campaign will be explicated in the experimental results.
**active ness** \((a_x)\): No member of a social network is active all the time. Inactive members do not propagate an advertisement campaign to their sub-networks, nor do they interact with other agents, i.e., they are passive. We borrow this notion of passivity from Romero et al. \[38\] and define a simple activeness attribute that represents the probability that an agent is active at a particular step in the simulation. Active networks can be simulated using high values of \(a\) and less active networks using lower values.

**hiring cost** \((h_x)\): The cost of hiring an influencer for an advertising campaign in the network depends on the influencer’s follower count. We use an estimate of approximately $10 per 1000 followers \[39\]. The hiring cost of an agent \(x\) is shown in Equation (4).

\[
h_x = 0.01 \times f_x
\]

where \(f_x\) is the number of followers of the agent \(x\).

The interactions and behavior of an influencer and a consumer during an advertising campaign depend on the above mentioned attributes. These are described next.

**C. Agent Behavior**

An agent’s behavior during an advertising campaign comprises of interactions and a decision-making process. Interactions in social networking campaigns occur in multiple ways such as direct messaging, sharing and forwarding content, commenting on content, etc. An individual’s decision to purchase a product is influenced by their interactions in the network. As mentioned before, agent interactions occur in two kinds—influencer-follower and inter-follower. The decision-making process of an agent and the outcome of its interactions with other agents are mathematically described below:

1) **Purchase Decision**: When a campaign reaches an agent \(x\), the agent has the capability to decide whether or not to purchase the product. Purchasing a product is considered as a means of participating in the advertising campaign and deciding not to purchase the product means that the agent is unlikely to participate further in the campaign, since in reality, individuals do not generally share, retweet, or forward product-related content if they are uninterested \[30\]. The decision to purchase depends on the interest that an agent has in the product/campaign and the influence exerted by the influencer who propagated the campaign to the agent. This decision-making process is expressed by Equation (5).

\[
P(\zeta_x = \text{Buy Product}) = \lambda_x \cdot \bar{w}_{y,x} = \lambda_x \cdot w_{y,x} \cdot \alpha_d
\]

Where the event of an agent \(x\) purchasing the product is denoted by \(\zeta_x\). The probability of purchasing a product is computed as the product of the probability of an agent \(x\) being interested in the product \(\lambda_x\) and influencer agent \(y\)’s effective influence \((\bar{w}_{y,x})\). The effective influence is a result of the existing influence \((w_{x,y})\) being attenuated by the influence attenuation coefficient \(\alpha_d\) at a depth of \(d\) from the source of the campaign. This is similar to how Wang et al. quantify the influence along a diffusion path \[11\].

2) **Interactions**: An agent interacts either with an influencer who is advertising a product or with its fellow followers in the network. The influencer-follower interaction involves the engagement of an influencer with its follower which results in an influence update. The inter-follower interaction involves agents interacting with each other and results in an update of their respective interests in the product. These interactions are described below:

- The engagement of an influencer with its followers has already been quantified in \[11\] in terms of the engagement rate. An influencer who is advertising a product engages with its followers according to its engagement rate. As a result, the influence received by a follower will increase. This influence update is shown in Equation (6). The probability of this engagement occurring is defined as shown in Equation (7).

\[
w_{x,y} = w_{x,y} + c
\]

with

\[
P(\text{influence update}) = \frac{\epsilon_x}{100}
\]

Where the influence (edge weight) of an advertising influencer \(x\) on a follower \(y\) increases by a constant \(c\) as a result of engagement.

- If an agent \(x\) decides to purchase the product, it positively interacts with its followers and conveys its decision or opinion of the product. In reality, this happens via retweets, shares, comments, messaging word of mouth, etc. As a result, there is an increase in interest among followers. This is shown in the Equation (8).

\[
\lambda_y = \lambda_y + (w_{x,y} \cdot \lambda_y)
\]

If agent \(x\) buys the product and agent \(y\) is its follower. The interest of the follower agent \(y\) increases according to its own initial interest \(\lambda\) and the influence incoming from agent \(x\) \(w_{x,y}\).

- If an agent \(x\) does not purchase the product, it interacts with its followers with a low probability \(\gamma\), resulting in a decrease of interest in the followers. A low probability is chosen because in general people do not interact through retweets, shares, comments, messaging or word of mouth when they do not purchase a product or ignore an advertisement campaign. The interest update is performed as shown in the Equation (9).

\[
\lambda_y = \lambda_y - (w_{x,y} \cdot \lambda_y)
\]

We have described the attributes, parameters and behaviour of the agents in the our model. This is summarized in Table I. We next describe how we simulate an advertising campaign.

**D. The Marketing Campaign Propagation**

The simulation of a marketing campaign using our model involves the propagation of the campaign through the network from a set of source influencers. Depending on the network
TABLE I
AGENT BASED MODEL’S PARAMETERS AND ATTRIBUTES

| Network | Description |
|---------|-------------|
| G       | Social network graph |
| V       | Set of vertices of the graph |
| E       | Set of edges of the graph |
| νi      | Normalized out-degree of vertex i |

Model Parameters

| Parameter | Description |
|-----------|-------------|
| λx       | Probability agent x interested in product |
| Ω        | Fraction of network willing to pay |
| ρ        | Brand’s influencer hiring investment |
| εf       | Engagement rate of the agent x |
| αx       | Probability of an agent x being active |
| γ        | Probability agent propagates negative influence |
| h_x      | Hiring cost of the agent x |

Model Attributes

| Attribute | Description |
|-----------|-------------|
| α         | Diffusion attenuation factor |
| w_{x,y}   | Influence of agent x on agent y |
| f_x       | Number of followers (outdegree) of the agent x |
| ζ_x       | Purchase decision of agent x |
| η         | Total hiring cost of a set of influencers |

Evaluation Metrics

| Metric | Description |
|--------|-------------|
| ξ      | Customer Acquisition Cost |
| Θ      | Conversion Ratio |

and nature of the campaign a marketer wishes to simulate, the input parameters of the model, viz. the network graph, the hiring rates of influencers in this network, the mean interest of the network, and the engagement rates of influencers in the network can be provided. The initialization and propagation of a marketing campaign described below:

1) Initialization: We first initialize the social network graph wherein each vertex is an agent. We then initialize the agent’s parameters: the interest \( λ_x \) of an agent is initialized by sampling from the truncated normal distribution according to the input mean \( μ \) and variance \( σ^2 \) parameters, i.e., \( λ_x \sim N(μ, σ^2) \) in order to obtain values in the interval \([0, 1]\). An agent is assigned an influencer type according to its follower count with respect to the maximum outdegree in the network (Equation (11)). Then each agent is assigned the engagement rate corresponding to its influencer type. The types of influencers and their corresponding engagement rate is shown in Table II.

2) Breadth-First Propagation: Once the model initialization is complete, we initiate the influencer advertising campaign from a selected set of influencers. The number of influencers is constrained by the brand’s investment cap (\( ρ \)). The selected set of influencers advertise the product to their followers. Based on their types, the influencers engage with particular followers, which results in an update of the influence exerted over them (Equation (6)). In reality, this occurs through methods facilitated by the specific social network (e.g., an Instagram or Facebook advertisement post followed by comments, likes, etc.). All the influencers’ active follower agents then encounter the campaign and formulate their decision (Equation (5)) to either engage with the campaign (by buying the product) or not.

According to its decision, a follower agent interacts with its neighbors resulting in an interest update (Equation (8) or (9)) among the neighbors. Thereafter all the follower agents who purchased the product propagate the campaign to their followers (recall that only active agents perform interactions). The same process repeats for the agents who now encounter the campaign. Thus, the campaign is simulated in waves, much like how it progresses in a social network. The campaign wave diminishes when at a certain stage there are no potential buyers, resulting in nobody to further propagate the campaign. This decay which naturally occurs in social media campaigns is captured by the influence attenuation coefficient \( α \). This model of propagation also incorporates the possibility of an individual encountering a campaign through multiple diffusion paths at different time instances. In other words, the agent might not purchase the product for the first few times but might choose to do so later. This is often the case because what matters is not just an advertisement campaign reaching an individual, but also through whose influence it has reached them. For simplicity, we assume that an agent can purchase a product at most once (7).

The algorithm which propagates the advertising campaign in the manner discussed above is shown in Algorithm 1. In line 1, we initialize the social network graph with agents as vertices. We denote the agent purchase behavior, agent influencer-follower and inter-follower interactions in lines 2, 3 and 4 with function \( F \), \( P \) and \( H \) respectively. In line 5-6, we initialize the breadth-first queue with the chosen set of influencer agents. In line 11, according to whether influencer engages with follower or not, there is an influence update (influencer-follower interaction). Every follower agent of a chosen influencer formulates the decision whether to buy the product or not according to line 13. Then, in line 14, the follower according to the decision interacts with its neighbors and updates their interest (inter-follower interaction). In line 15 and 16, we add the agent to the queue if it has decided to purchase the product and the campaign propagates through this agent in the same manner described above.

The data and source code are available on open source

| Level | Influencer Type | Follower Range | Engagement Rate |
|-------|----------------|---------------|-----------------|
| 1     | Celebrities    | 90% \( ≤ ν_i \) \( ≤ 100\% \) | 1%              |
| 2     | Mega-influencers | 50% \( ≤ ν_i < 90\% \) | 5%              |
| 3     | Macro-influencers | 25% \( ≤ ν_i < 50\% \) | 12%             |
| 4     | Mid-tier influencers | 12% \( ≤ ν_i < 25\% \) | 18%             |
| 5     | Micro-influencers | 6% \( ≤ ν_i < 12\% \) | 25%             |
| 6     | Nano-influencers | 0% \( ≤ ν_i < 6\% \) | 30%             |

TABLE II
INFLUENCER TYPES AND THEIR ENGAGEMENT RATE. CELEBRITIES ARE THE BIGGEST INFLUENCER TYPE AND NANO-INFLUENCERS ARE THE SMALLEST.
Algorithm 1: Marketing Campaign Propagation

1. $G(V, E, W) := \text{Social Network graph}$
2. $F := \text{Agent Purchase Decision}$
3. $P := \text{Agent influencer-follower Interaction}$
4. $H := \text{Agent inter-follower Interaction}$
5. $q := \text{Breadth First Queue}$
6. $q.enqueue(\text{Set of chosen Influencers})$
7. while $q$ not empty do
   8. $\text{influencer} \leftarrow q.dequeue()$
   9. for follower $(f)$ of influencer $(i)$ do
      10. $w_{i,f} \leftarrow P(\epsilon_i, w_{i,f})$ // influence update according to the influencer’s engagement rate
      11. if follower is active and is willing to pay and has not bought product then
         12. $\text{decision} \leftarrow F(\lambda_f, \alpha_d, w_{i,f})$
         13. $H(\text{follower}; \text{decision})$ // follower interacts with its neighbors according to the purchase decision
         14. if $\text{decision} == \text{product bought}$ then
            15. $q.enqueue(\text{follower})$

GitHub repository [3]

IV. EXPERIMENTS AND RESULTS

Experiments were conducted to validate the working of the model and study different marketing situations. Two datasets were used for experimentation: A real-world Twitter social graph formed from social circles in Twitter [40] and a synthetic small-world graph generated using the NetworkX software [41]. The distribution of links in real-world social networks obeys a power law [34]. This can be observed in Figure 1a, which shows the outdegree distribution of the Twitter social graph. The synthetic small-world graph, which was generated using the Watts Strogatz model [42] does not obey this law, as can be seen from its outdegree distribution shown in Figure 1b.

We experiment on both kinds of graphs and compare their results for different situations. Relevant details for the two graphs are shown in Table III. Additionally, experimental results on a larger real-world dataset, a GooglePlus social graph [40] are presented in Appendix A to validate that our model generalizes well and can be used on any real-world social network.

TABLE III
DETAILS OF THE DATASETS

|                | Twitter | Synthetic | Gplus |
|----------------|---------|-----------|-------|
| Number of vertices | 81,306  | 40,000    | 107,614|
| Number of edges   | 176,8149| 20,000,000| 13,673,453|
| Max outdegree     | 3,383   | 1,100     | 17,055 |

Fig. 1. Out-degree distribution of the datasets

We take an agent-based modelling approach similar to [14] and analyse the effectiveness of the model in simulating advertisement campaign dynamics instead of the space or time complexity of the algorithm itself. We make use of two standard metrics to evaluate and compare influencer performance:

- **Customer Acquisition Cost ($\xi$)**: It is the cost of winning a customer to purchase a product and is computed as shown in Equation (12), as the ratio of the cost incurred in employing influencers for the advertizing campaign to the number of customers that were obtained as a result of the campaign.

$$\xi = \frac{\eta}{\psi}$$  \hspace{1cm} (12)

Where $\xi$ is the customer acquisition cost, $\eta$ is the cost of hiring the influencers and $\psi$ is the total number of customers.

- **Conversion Ratio ($\Theta$)**: It represents the capacity of the influencers to convert potential customers into actual ones. It is computed as shown in Equation (13), as the ratio of the number of customers to the total number of individuals who have participated in the campaign i.e., who have viewed the advertizement.

$$\Theta = \frac{\psi}{\chi}$$  \hspace{1cm} (13)

Where $\Theta$ is the conversion ratio and $\chi$ is the total number of agents which the campaign has reached.

These two metrics are often used in the influencer marketing domain to evaluate the performance of an influencer. Ideally, a marketer would like to acquire customers at as low a cost as possible since this would directly result in a higher return on investment. Hence, a set of influencers with low customer acquisition cost is preferable. Additionally, the conversion
The performance and subsequent choice of influencers are dependent on the marketing situation, of which the nature of a set of size \( n \) was formed for each influencer type such that the total number of unique followers of the influencers in the set is constant and equal to the number of followers of the biggest influencer in the network, which is 3383 followers (in the Twitter dataset). This helps to compare the performance of sets of different types of influencers even when their total unique follower count is the same. Since the unique follower count is kept constant, the larger set will comprise of smaller type influencers. The resulting number of buyers and the cost of hiring such a set of influencers is shown in Figure 2b.

We find that a set of many small influencers attracts more customers than a set of a few big influencers. This is primarily because those small influencers engage with their followers very actively, thereby increasing their influence over them. This engagement is captured by the engagement rate \( \epsilon \) parameter of the model. At the same time, hiring numerous small influencers is found to be more expensive, as indicated by the increasing trend in the hiring cost graph in Figure 2b. Every advertising campaign tends to have a limited budget and it is therefore unrealistic to hire a great many number of small influencers. A marketer would have to resolve this trade-off between the size of a set and the cost of hiring them according to the end goals and the circumstances in which the campaign will be conducted.

The results obtained above are fairly intuitive and obey conventional wisdom. The model effectively incorporates consumer and influencer behavior in real-world social network advertising campaigns. It can thus be used for studying various circumstances and evaluating different strategies.

### A. Model Validation

The performance of influencers individually and in sets was evaluated and compared with real-world observations to validate the model. An influencer was chosen at random from each category to begin the advertising campaign. The agent population was initialized to a medium level of interest: \( \lambda_x \sim N(\mu = 0.5, \sigma = 0.2) \), and a medium fraction of willingness: \( \Omega = 0.5 \). The simulation results are shown in Figure 2a. In terms of individual performance, it can be observed that a big influencer outperforms a small influencer. A big influencer has a large number of followers, thanks to which its advertising campaign reaches far and deep into the network. On the other hand, a small influencer has fewer followers and eventually cannot reach out to as many individuals as a big influencer. As a result, the number of customers obtained is significantly lesser compared to a bigger influencer.

However, brand marketers generally hire multiple influencers across a social network. The performance of a set of influencers and the cost of hiring them varies according to the nature and size of the set. Thus, the next step is to analyze the performance of different kinds of influencers in a set. A ratio gives a good idea of how well an influencer can convince its followers to be a customer. An influencer who might have many followers with a weak influence over them cannot effectively convert followers into customers. It is thus sometimes useful to also evaluate influencers in terms of their ability to convert potential customers. The focus being on a set of influencers, the conversion ratio and the customer acquisition cost are calculated for a set of influencers of a particular kind over an individual influencer. This enables comparison among groups of different kinds of influencers.

Sections [IV-A], [IV-B], and [IV-C] present results of experiments on the Twitter social graph. We then experiment on the synthetically generated small world graph in Section IV-D to analyze the results on a non-social graph.

For all the experiments, the following parameters are kept constant: \( \sigma = 0.2, \alpha = 0.9, \gamma = 0.01 \) and \( c = 0.7 \). The above values were chosen for these parameters in order to simulate a general circumstance, \( \sigma = 0.2 \) was chosen in order to not let a large number of samples cluster around the mean, i.e., to incorporate diversity in consumer interest. The \( \alpha = 0.9 \) ensured that around 90% of the network is active [38], and the \( \gamma = 0.01 \) was chosen to maintain a significantly lower spread of negative influence [30]. Assuming influencer interaction with followers generates a large influence impact on the follower [28], we use the influence update \( c = 0.7 \).

The Mesa library in Python was used to design the model and run experiments. Each experimental result was found by taking an average of ten trials. For each experiment, the graph was initialized once using the initialization parameters and due to the enormity of the studied graph datasets with the number of edges in the order of millions, multiple replications of the same initialization parameters did not alter the conclusions and findings which was observed during simulational testing. The variability of the model in terms of variance is presented to establish the robustness of results and conclusions.
We observe some dips or spikes in the customer acquisition cost or the conversion ratio (e.g., for influencer type 2). These are due to the nature of the graph and the particular influencer agent/vertex. However, the general observation that the conversion ratio increases from celebrities to nano-influencers and that the customer acquisition cost decreases, still holds.

1) Non-luxury product: An advertising campaign of a non-luxury product is simulated by setting the fraction of network willing to pay $\Omega$ to a high value, which means that most of the population is willing to pay for the product. In this case we set $\Omega = 0.9$. We present two cases: when the initial customers’ interest in the product is medium, $\lambda \sim N (\mu = 0.5, \sigma = 0.2)$ which is shown in Figure 3a, and when the initial interest is low, $\lambda \sim N (\mu = 0.2, \sigma = 0.2)$ which is shown in Figure 3b. The customer acquisition cost and the conversion ratio are computed from the simulation results and are shown in Figure 3.

The following observations can be drawn from Figure 3:

- The conversion ratio from celebrities (type 1) to nano-influencers (type 6) is roughly increasing in both Figure 3a and 3b. This means that nano and micro-influencers are better at converting their sub-networks into customers than mega-influencers and celebrities.
- The customer acquisition cost is roughly decreasing in both Figure 3a and 3b. This means that it is less expensive to acquire customers using nano-influencers than celebrities.

We consider two kinds of products for experimentation—non-luxury and luxury products.

We simulate the advertising campaign for the two kinds of products mentioned above. We make a reasonable assumption that the campaign has a limited budget to hire influencers. We set the hiring investment limit $\rho = 68$. We choose this value since the biggest influencer in the Twitter social graph has 3383 followers with a hiring cost of $33.83$, and hence, $\rho = 68$ is sufficient to hire at least two celebrities to facilitate a reasonable comparison with other types of influencers.

A set of influencers of each type is hired according to the investment limit $\rho$. For each set, $n$ advertisers are chosen as shown in Equation [14]

$$\eta = \sum_{i=1}^{n} h_i, \text{ such that } \eta = \rho$$

Where $\eta$ is the total hiring cost of the set and $h_i$ is the cost of hiring influencer agent $i$. Since smaller type influencers are less expensive to hire, larger sets can be formed from them at the same budget, as compared to a set of big influencers.

The product to be marketed is a major factor. We consider two kinds of products for experimentation—non-luxury and luxury products.

Considering celebrities and nano-influencers, the above observations allow us to conclude that for non-luxury products with a medium ($\mu = 0.5$) or low ($\mu = 0.2$) level of initial customers’ interest, hiring nano-influencers is the better influencer marketing strategy.
2) Luxury product: A advertising campaign of a luxury product is simulated by setting the fraction of willingness Ω parameter to a low value, which means that most of the population is unwilling to pay for the product. In this case we set Ω = 0.1. We present two cases: when the initial customers’ interest in the product is medium, λ ∼ N (μ = 0.5, σ = 0.2), and when the initial interest is high, λ ∼ N (μ = 0.8, σ = 0.2). It is important to note that the interest in a product can be independent of the willingness to pay. For example, many people might be interested in and fascinated by a luxury car, but not all of them intend to buy one.

The customer acquisition cost and the conversion ratio are computed from the simulation results and shown in Figure 3.

The following observations can be drawn from Figure 3:

- The conversion ratio is decreasing meaning that nano and micro-influencers are worse at converting their sub-networks into customers than mega-influencers and celebrities.
- The customer acquisition cost is roughly increasing meaning that it is less expensive to acquire customers using celebrities than nano-influencers.
- Considering celebrities and nano-influencers, the above observations allow us to conclude that for luxury products with a medium level of initial customers’ interest (μ = 0.5), hiring celebrities is the better influencer marketing strategy. However, if the initial customers’ interest is high (μ = 0.8), hiring nano-influencers would be the better strategy. This might be because a large proportion of the population already has a high degree of interest and this reduces the role that influencers have to play to increase the interest of the population. Owing to this high degree of interest, the campaign spreads significantly deeper and nano-influencers perform better in terms of the customer acquisition cost even though their conversion ratio remains lower than the celebrities. This is an important result because it shows the significance of the customers’ interest in the product on the outcome of advertising campaigns.

Overall, we find from Figure 3 and 4 that the order of magnitude of the customer acquisition cost for a luxury product is much higher than for a non-luxury product. In other words, it is thus more expensive to acquire customers when marketing a luxury good as compared to marketing a non-luxury good.

The variability of these experiments in terms of the variance of customer acquisition cost ξ and conversion ratio Θ is shown in Table IV. The variance was computed for the ten trials. The low variability indicates the robustness of the model to small random variations.

| Experiment | Variance | ξ  | Θ  |
|------------|----------|----|----|
| Non-luxury product, Ω = 0.9, μ = 0.5 | 6.90e-3 | 1e-3 |
| Non-luxury product, Ω = 0.9, μ = 0.2 | 1.03e-6 | 6.58e-4 |
| Luxury product, Ω = 0.1, μ = 0.5 | 4.61e-4 | 2.05e-5 |
| Luxury product, Ω = 0.1, μ = 0.8 | 4.54e-4 | 1.17e-5 |

C. A Parametric Sweep

The results obtained in subsections IV-B and IV-A exhibit the situational nature of advertising outcomes. The performance of a set of influencers was shown to depend on the customers’ interest in the product and the kind of product being advertised. In addition, it also depends on the structure of the social network itself. It is hence necessary to obtain an overall picture of how an advertising campaign propagates in various scenarios. We do this by performing a parametric sweep, in simulation, of the mean of customers’ interest μ and their willingness to pay Ω. Recall that the willingness to pay captures the nature of the marketed product i.e., low values represent a luxury product and high values represent a non-luxury product. The two parameters are varied as shown below:

- The mean is varied as, 0 < μ ≤ 1, in steps of 0.1; μ = 0 is excluded because the simulation would result in no buyers.
- The fraction of willingness is varied as 0.05 ≤ Ω ≤ 1. We start at Ω = 0.05 because it was found that lower values result in no customers for this particular graph.

The influencers are hired similar to previous experiments, i.e., as described by Equation (14). The parametric sweep is performed while computing the difference in the customer acquisition cost of the set of celebrities (ξ₁) and nano-influencers (ξ₆). The difference of the conversion ratio of the set of celebrities (Θ₁) and nano-influencers (Θ₆) is also computed during the sweep.

- Difference in customer acquisition cost: Δξ = ξ₁ − ξ₆
- Difference in conversion ratio: ΔΘ = Θ₁ − Θ₆

The results of the parametric sweep are represented as a contour map of the two parameters as shown in Figure 5. Similar to the previous experiments, the type of influencer with a lower customer acquisition cost is considered the better investment. The dashed contour line indicates the boundary between the situations in which the nano-influencers and celebrities are to be preferred. The regions in which celebrities are the recommended choice are denoted in blue and the regions in which the nano-influencers are the recommended choice are denoted in red.

Considering the customer acquisition cost, we find from Figure 5a that:

- Nano-influencers are a better investment when advertising any kind product (luxury or non-luxury) when the mean customers’ interest in the product is higher than 0.65, i.e., μ > 0.65.
On the other hand, celebrities are the better investment when advertising any kind product when the mean interest is low: approximately less than 0.2, i.e., $\mu < 0.2$.

However, for a medium level of customers’ interest ($\mu = 0.5$), the general trend is that celebrities are a better investment to market luxury products and nano-influencers become increasingly better for marketing non-luxury products, i.e., as the fraction of willingness $\Omega$ increases.

Considering the conversion ratio, shown in Figure 5b, we find that:

- Celebrities are better at converting potential customers when $0.05 < \Omega < 0.15$, irrespective of the mean customers’ interest in the product.
- Irrespective of the kind of product, for a very low interest, i.e., $\mu < 0.1$, celebrities outperform nano-influencers in terms of conversion.

Interestingly, the regions of performance in terms of the conversion ratio (Figure 5b) and customer acquisition cost (Figure 5a) do not coincide. This can be observed for low values of $\Omega$ and high values of $\mu$. In other words, a higher rate of converting followers and their sub-networks into customers does not always lead to cheaper acquisition of customers. For instance, consider an influencer $x_1$ whose campaign has reached $\chi_1$ individuals with a conversion ratio $\Theta_1$, and acquired $\psi_1$ customers at a cost of $\xi_1$. Consider another influencer $x_2$ whose campaign has reached $\chi_2$ individuals with a conversion ratio $\Theta_2$, and acquired $\psi_2$ customers at a cost of $\xi_2$. Suppose, $\Theta_1 > \Theta_2$ but $\chi_1 < \chi_2$. This means that the campaign by $x_1$ reached fewer individuals in total, but converted a higher fraction of them as compared to $x_2$. Yet, since $x_2$ has reached a larger number of individuals in the network, it is possible that the total number of customers acquired by $x_2$ is higher than those acquired by $x_1$, i.e., $\psi_2 > \psi_1$, where $\psi_1$ and $\psi_2$ are computed from Equation 13 as $\psi_1 = \Theta_1 \cdot \chi_1$ and similarly for $\psi_2$.

It follows from the inverse relation between the hiring cost $\eta$ and the customer acquisition cost $\xi$, indicated in Equation 12 that for the same hiring cost, $\xi_1 > \xi_2$. Thus, although influencer $x_1$ has a higher conversion ratio, it has a higher customer acquisition cost. Hence, the customer acquisition cost does not depend only on the conversion ratio, but also on the total number of agents that an influencer can reach (its outreach).

**D. Results on a Synthetic Graph**

The experiments and results presented up to now were conducted on the twitter graph dataset. As already indicated, the outcome is also dependent on the nature of the graph. To show how the model works on a different kind of graph, we also experiment on a synthetic small world graph generated using the Watts Strogatz model [42]. This model was chosen because social networks are known to possess small-world properties [34][43][44]. However, unlike real world social networks, the outdegree distribution of this graph does not obey the power law (Figure 1b). We perform a parametric sweep just like in Section IV-C and the contour map of the results are shown in Figure 6. These results are quite different from the results of the Twitter dataset, mainly because the outdegree distribution of the synthetically generated graph is different. As a result, observations made on real world social networks do not hold. Here, we find that the celebrity is almost always a better investment since their customer acquisition cost is lower than the nano-influencers for the same hiring investment. This can be seen in Figure 6a. However, the conversion ratio of nano-influencers is found to be higher for the most part as seen in Figure 6b.

In conclusion, a parametric sweep of the nature of the product and the customers’ interest gives a good overall picture of the outcome of an advertising campaign for varying situations, with respect to the different types of influencers within the social network.

**E. Discussion**

This model is theory-driven and designed for exploratory studies. We test the model on two datasets—a Twitter social
Influencer advertising campaigns, however, are generally implemented by employing multiple influencers throughout the social network. Thus, we consider situations where a set of influencers are employed to advertise a product, such that the total unique number of followers is the same, and show that the sales increase as the size of the set increases (larger set will consist of smaller influencers). The increase in set size is accompanied by an increase in the hiring cost and hence, a trade-off is involved in choosing a suitable set of influencers. The resolution of this trade-off depends on the circumstances under which the advertising campaign is conducted.

The advertising circumstances we consider are the nature of the product being advertised viz. luxury and non-luxury, and the customers’ interest in the product. Other factors that determine the circumstance include the engagement of influencers, the activeness of an individual in the social network, and the structure of the social network. We simulate advertising campaigns for varying kinds of products and customers’ interest and evaluate the performance of different kinds of influencers. We use two well-known metrics to evaluate the performance of influencers—customer acquisition cost [45] and the conversion ratio. Our experiments lead to an important finding—a higher conversion ratio does not always mean a lower customer acquisition cost and vice-versa. In other words, a higher rate of converting followers into customers does not always lead to the cheaper acquisition of customers.

For a specific hiring investment, the influencers who provide a lower customer acquisition cost are preferable since this directly corresponds to higher gains. In our experiments, we show how the performance of influencers changes as we vary the nature of the product and customers’ interest. In the Twitter social graph dataset [40], we find that for a medium level of customers’ interest, celebrities are a better investment to advertise luxury products, and nano-influencers are better to advertise non-luxury products. The reasons being that in the former case, celebrities acquire customers at a lower cost than nano-influencers, and vice-versa. Additionally, we find that the performance of nano-influencers improves with an increase in customers’ interest whereas the performance of celebrities decreases. The selection of influencers for advertising is thus shown to depend on the marketing circumstances. It is due to this that our study provides practical insight which can be very useful for research in the domain of influencer marketing.

V. CONCLUSION

Our model for influencer marketing campaigns has been validated for realistic behavior and used to study the trade-offs between different types of influencers and marketing strategies. From our experiments, we show how the best strategies depend on various parameters and there is no one-point solution for finding the best set of influencers. The results for different parameters were presented in the parametric sweep which can help marketers analyze and improve their influencer marketing strategies.

Our model is designed to be flexible in the sense that inputs that are relevant to the marketing scenario can be provided as parameters for simulation. These inputs are generally obtained by marketers through surveys, questionnaires, etc. In order to simulate a specific advertising plan/campaign, a social network of choice in the form of a graph, the corresponding customers’ interest and willingness to pay, the influencer hiring and engagement rates of the network, etc. can be provided as input for simulation. Hence, our model can also be used as a base for further simulation aided studies in the relatively new domain of influencer marketing. An important direction in which this work can be extended is to understand the mechanisms.
by which fake news, hate speech, and malicious gossip are spread in social networks through influencers. This in turn can lead to a better understanding of how myths, rumors, and misunderstandings are propagated by influencers, and can help devise strategies to counter such malicious influencers.

**APPENDIX**

**EXPERIMENTAL RESULTS USING THE GPLUS SOCIAL GRAPH**

We also perform the experiments discussed in Section IV-A and IV-B on another real-world dataset—the Gplus social graph [40]. The out-degree distribution of the Gplus social network is shown in Figure 7. Just like the Twitter social graph, the outdegree distribution obeys the power law.

The situational experiments as described in Section IV-B where the performance of different types of influencers are compared for luxury and non-luxury products at different mean customers’ interest are shown below:

**A. Non-luxury**

Similar to the observations made on the Twitter graph in Section IV-B1 we find that for both cases as shown in Figure 8a and 8b (a) Nano-influencers have a lower customer acquisition cost than celebrities, meaning it is less expensive to acquire customers using nano-influencers. (b) Nano-influencers have a higher conversion ratio that celebrities.

**B. Luxury**

Similar to the observations made on the Twitter graph in Section IV-B2 we find that for the case of Figure 9a (a) Celebrities have a lower customer acquisition cost than nano-influencers. (b) Celebrities have a higher conversion ratio.

In the case of Figure 9b (a) Nano-influencers have a lower customer acquisition cost that celebrities. (b) Nano-influencers have a higher conversion ratio than celebrities.

We find that the observations made from experimenting on the real-world Twitter social graph in Section IV-B for each of the four situations, hold good for Gplus social graph. This provides more certitude on the conclusions drawn on the Twitter social graph. Thus the conclusions drawn are valid in general for social graphs and our model and results can be help marketers make appropriate and informed decisions.
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