Halogen bonding in differently charged complexes: basic profile, essential interaction terms and intrinsic $\sigma$-hole†
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Studies on halogen bonds (XB) between organohalogenes and their acceptors in crystal structures revealed that the XB donor and acceptor could be differently charged, making it difficult to understand the nature of the interaction, especially the negatively charged donor's electrophilicity and positively charged acceptor's nucleophilicity. In this paper, 9 XB systems mimicking all possibly charged halogen bonding interactions were designed and explored computationally. The results revealed that all XB could be stable, with binding energies after removing background interaction as strong as $-1.2$, $-3.4$, and $-8.3$ kcal mol$^{-1}$ for Cl, Br, and I involved XB respectively. Orbital and dispersion interactions are found to be always attractive while unidirectional intermolecular electron transfer from a XB acceptor to a XB donor occurs in all XB complexes. These observations could be attributed to the intrinsic $\sigma$-hole of the XB donor and the intrinsic electronic properties of the XB acceptor regardless of their charge states. Intramolecular charge redistribution inside both the donor and the acceptor is found to be system-dependent but always leads to a more stable XB. Accordingly, this study demonstrates that the orbital-based origin of halogen bonds could successfully interpret the complicated behaviour of differently charged XB complexes, while electrostatic interaction may dramatically change the overall bonding strength. The results should further promote the application of halogens in all related areas.

1. Introduction

Precursory research on halogen bonding can probably be traced back to 1814, conducted by Colin, revealing that dry iodine forms a metallic-colored liquid with dry gaseous ammonia.$^1$ Subsequently, various unconventional iodinated complexes were reported throughout the whole 19th century,$^2$ and extended to other halogens,$^3$ indicating the potential ability of halogen atoms to interact with Lewis bases. In the middle of the 20th century, reports on the X-ray structure of the Br$_2$:dioxane adduct$^4$ revealed a substantially shorter distance of Br$-$O than the sum of their van der Waals radii, which also demonstrated the inconsistent role of halogens that are traditionally accepted as nucleophiles.

Following these early studies, intermolecular charge transfer was indicated by Mulliken to rationalize the structure of halogen–aromatic–molecule complexes,$^5$ while the structure of the Br$_2$:dioxane adduct was described as electron-pair donors bridged by halogen molecules according to Bent.$^6$ These findings partially demonstrated an orbital-based origin of the interaction between halogenated molecules and Lewis bases, which was also discussed in various pioneering research studies.$^7$ With the development of modern quantum mechanics, it was eventually revealed that a covalently bonded halogen atom, owing to the anisotropy of its electron density distribution,$^8$ could generate a locally electron-depleted region, namely the $\sigma$-hole,$^9$ upon elongation of the covalent bond, which is able to form attractive interactions with Lewis bases possibly through an electrostatic way.$^{10}$ To precisely define the interaction, IUPAC launched a project$^{11}$ which concluded that “A halogen bond occurs when there is evidence of a net attractive interaction between an electrophilic region associated with a halogen atom in a molecular entity and a nucleophilic region in another, or the same, molecular entity”.$^{12}$ In general, the electrophilic halogenated molecule is referred to as the halogen bond (XB) donor, and the nucleophile as the XB acceptor.$^{13}$ While the definition of a halogen bond as a net attractive interaction between electrophilic
and nucleophilic regions offers a wonderful answer to the question of the role halogens could play in their complexes, the origin of this interaction is still in lively discussion as either electrostatic or electronic or both in nature.\textsuperscript{10,14}

Promoted by both theoretical and experimental studies, halogen bonding is accepted nowadays as an important intermolecular interaction and applied in many research fields including materials science and medicinal chemistry.\textsuperscript{15} Numerous reports are available, which tremendously enriched our knowledge of halogen bonds and demonstrated their complexity. For example, based on UV-Vis and X-ray results and M06-2X/6-311+G(d,p) density functional theory (DFT) computations, Rosokha et al.\textsuperscript{16} found that electrophilic bromocarbons could formXBs with pseudohalide anions with considerable binding strengths up to about $-20$ kcal mol$^{-1}$ in the gas phase. The XB binding strength could be even stronger between a cationic XB donor and an anionic XB acceptor, as reported by Riley et al.\textsuperscript{17} using DFT (oB97X-D/def2-TZVP) and the symmetry-adapted perturbation theory (SAPT) method, revealing extreme negative values up to about $-80$ kcal mol$^{-1}$ in a vacuum. However, the strong ion-pair XB may weaken considerably in solvents,\textsuperscript{18} which should thus be taken into account to evaluate the binding strength more realistically. The solvent effects on the XB estimated using $^{19}$F NMR titrations by Sarwar et al. revealed that the purely electrostatic description of the XB may have limitations,\textsuperscript{19} which was suggested by Huber et al. as well.\textsuperscript{14} In recent years, Cotrina et al. reported that a XB formed between anionic difluoromethyl derivatives and the neutral residue of the TTR Y78F variant could lead to an increase in ligand bioactivity up to 4 fold moving from H to F, Cl, Br and I.\textsuperscript{20} Wang et al.\textsuperscript{21} showed that anion–anion halogen bonding is also stable in polar environments, with bonding strength possibly being stronger than classic neutral–neutral interactions while the calculations revealed that the anionic XB donor has no positively charged $\sigma$-hole region and thus should not be a conventional electrophile. Another investigation by Quinonero et al.\textsuperscript{22} revealed the existence of halogen bonding interactions in cation–cation complexes, albeit that the cationic XB acceptor is traditionally not considered as a nucleophile. Meanwhile, Mo et al.\textsuperscript{23} demonstrated that XBs between ions of like charges are anti-electrostatic in nature using the block-localized wave function (BLW) method and associated energy decomposition analysis. All these explorations might bring enlightenment for designs in molecular recognition, crystal engineering and catalyzing chemical reactions.\textsuperscript{24}

The database survey of the Protein Data Bank (PDB)\textsuperscript{25} revealed the complexity of interactions between organohalogens and proteins as well.\textsuperscript{26} While the interaction between the halogen atom of the organohalogen and the heavy atom of the residues in the binding pocket is revealed by the short intermolecular distance compared to the sum of their van der Waals radii, both the organohalogen and the residue could be neutral or positively or negatively charged, leading to 9 different types of XB-like interactions (Fig. S1, ESI†). As the anionic organohalogen and cationic residues have no classic electrophilic and nucleophilic regions, the survey raises again the concern whether there is really a net attractive interaction, especially between the like-charge pairing organohalogens and the protein residues, or if the short distance is just a geometrical constraint in the protein binding pocket but without attraction. If there are XBs in the charged systems, what are the essential attractive terms shared in all 9 types of XB interactions; what makes the like-charge repulsion under vacuum change to attraction in the ligand binding pocket of the protein; what is the basic profile of a XB; how strong is the interaction between the halogen atom and the XB acceptor in the charged complexes if the background electrostatic interaction is removed; whether the less negatively charged “$\sigma$-hole” region in anionic XB donors\textsuperscript{21} has intrinsic similarities with the conventional positively charged region; how to understand “electrophilic” and “nucleophilic” in the XB definition; is the IUPAC recommended definition still suitable in the charged systems? However, the reported investigations were mostly performed by different groups with different methods on different XB systems for different purposes, which make it difficult to compare the results for systematically answering the above raised questions.

Hence, we designed 9 highly comparable halogen bonding systems in this study to explore the multiple effects of the molecular charge state, environmental dielectric constant and halogen with the density functional theory (DFT) method. Systematic analysis of the complexity of halogen bonding was then conducted based on the optimized geometries and predicted binding energies followed by wave function analyses at the identical calculation level. The results showed that the existence of a XB depends on a combined effect of electrostatic and electronic interactions that may act either in balance or synergy with each other, as well as environmental polarity, featuring electron transfer always from the XB acceptor to donor no matter what kind of charge is present on the XB donor and acceptor in all 9 halogen bonding systems, allowing the IUPAC definition to be still applicable in all differently charged XB systems. Therefore, the study could help us to precisely understand the basic profile and essential attractive terms of XB and accurately interpret the electrophilicity and nucleophilicity of the XB donor and acceptor, and thus, the IUPAC recommended definition of XB.

2. Model systems and theoretical methods

2.1. Model systems

Considering that both the donor and the acceptor could be neutral or positively or negatively charged (Fig. S1, ESI†), 3-amino-5-halobenzoic acid and glycine were considered as the XB donor and acceptor (Fig. 1a) respectively. The charge state of the designed complex could be adjusted simply by protonation of amino groups and deprotonation of carbonyl groups to mimic all the 9 possible differently charged halogen bonding interactions discovered between organohalogens and proteins in PDB (Fig. 1b). As expected, the molecular surface electrostatic potential alters from totally positive to totally negative (Fig. 1c and d) if the protonated states of the substituent groups are changed.
2.2. Geometry optimization

The geometries of the designed XB complexes were optimized with the Gaussian 09 program suite using the M06-2X functional, owing to its satisfactory performance in describing weak interactions such as halogen bonds. Calculations were conducted either in a vacuum or with implicit solvents, including chloroform (trichloromethane, TCM, \( \varepsilon = 4.71 \)), dichloroethane (DCE, \( \varepsilon = 10.13 \)), acetone (\( \varepsilon = 20.49 \)), DMSO (\( \varepsilon = 46.83 \)) and water (\( \varepsilon = 78.36 \)), to determine the effect of the dielectric environments of protein binding pockets. The triple-\( \zeta \)-basis set 6-311++G(d,p) was employed for all atoms except iodine, for which the Stuttgart/Dresden effective core pseudopotentials (SDD) and its associated basis set were adopted. Frequency analysis was performed for all optimized geometries to confirm them as the local energy minima.

2.3. Binding energy calculation

The binding energy based on the optimized geometry is determined by eqn (1).

\[
E_{\text{bind}} = E_{\text{complex}} - E_{\text{donor}} - E_{\text{acceptor}} + \text{BSSE} \tag{1}
\]

where \( E_{\text{bind}} \) represents the binding energy between the XB donor and acceptor; \( E_{\text{complex}} \) is the electronic energy of the complex; \( E_{\text{donor}} \) and \( E_{\text{acceptor}} \) are the electronic energies of the donor and the acceptor extracted from their complex geometry, respectively; BSSE stands for the basis set superposition error estimated by counterpoise corrections performed in a vacuum.

2.4. Energy decomposition analysis

Energy decomposition analysis was performed using the ETSNOCV (Extended Transition State coupled with Natural Orbitals for Chemical Valence) method and the Amsterdam Density Functional (ADF) program package with the optimized geometries. The exchange–correlation functional Perdew–Burke–Ernzerhof (PBE) combined with dispersion correction improved by a moderate Bj damping function was applied to take dispersion terms into consideration. The double-\( \zeta \) STO basis set DZP was used for the hydrogen atom while the triple-\( \zeta \) STO basis setTZP was used for other atoms except bromine and iodine, for which relativistic effects were considered with zero-order regular approximation (ZORA) and the triple-\( \zeta \) STO basis set TZ2P was adopted. The scaling-factor corrected COSMO solvent model was employed to assess the solvation energy.

2.5. Other analyses

Wave function analyses including quantum theory of atoms in molecules (QTAIM), the non-covalent interaction (NCI) index, Hirshfeld population analysis (HPA), the electron density difference (EDD) and surface electrostatic potential (ESP) were carried out using the Multiwfn (version 3.4) program with wave functions obtained from Gaussian 09 results. The natural bond orbital (NBO) analysis was conducted with the NBO program implemented in Gaussian 09 at the same calculation level as geometry optimizations. The outer-sphere electron transfer activation barriers by the Marcus theory were calculated with Gaussian 09 following the scheme to include the carbon–halogen bond dissociation energy into the total reorganization energy (refer to the ESI, for technical details).

3. Results and discussion

3.1. Attractive binding energy \( E_{\text{bind}} \) between the XB donor and acceptor in 9 types of XB complexes

The exchange–correlation functional Perdew–Burke–Ernzerhof (PBE) combined with dispersion correction improved by a moderate Bj damping function was applied to take dispersion terms into consideration. The double-\( \zeta \) STO basis set DZP was used for the hydrogen atom while the triple-\( \zeta \) STO basis setTZP was used for other atoms except bromine and iodine, for which relativistic effects were considered with zero-order regular approximation (ZORA) and the triple-\( \zeta \) STO basis set TZ2P was adopted. The scaling-factor corrected COSMO solvent model was employed to assess the solvation energy.

The exchange–correlation functional Perdew–Burke–Ernzerhof (PBE) combined with dispersion correction improved by a moderate Bj damping function was applied to take dispersion terms into consideration. The double-\( \zeta \) STO basis set DZP was used for the hydrogen atom while the triple-\( \zeta \) STO basis setTZP was used for other atoms except bromine and iodine, for which relativistic effects were considered with zero-order regular approximation (ZORA) and the triple-\( \zeta \) STO basis set TZ2P was adopted. The scaling-factor corrected COSMO solvent model was employed to assess the solvation energy.

The exchange–correlation functional Perdew–Burke–Ernzerhof (PBE) combined with dispersion correction improved by a moderate Bj damping function was applied to take dispersion terms into consideration. The double-\( \zeta \) STO basis set DZP was used for the hydrogen atom while the triple-\( \zeta \) STO basis setTZP was used for other atoms except bromine and iodine, for which relativistic effects were considered with zero-order regular approximation (ZORA) and the triple-\( \zeta \) STO basis set TZ2P was adopted. The scaling-factor corrected COSMO solvent model was employed to assess the solvation energy.
are attractive in polar environments except that between the 3-amino-5-chlorobenzoic anion and the glycine anion, indicating that both neutral and like-charge pairing XBs could be stable. The formation of intermolecular XBs is further confirmed by both QTAIM\(^{44}\) (Fig. S2 and Tables S2–S4, ESI\(^{†}\)) and NCI\(^{31d,138,45}\) (Fig. S3–S5, ESI\(^{†}\)) analyses besides the fulfilment of the geometric criteria (Table 2 and Table S1, ESI\(^{†}\)). As expected,\(^{21}\) the local electrostatic potential maxima (\(\psi_{\text{max}}\)) maintain on halogen atoms of all differently charged XB donors in all studied solvents (Fig. S6 and Table S5, ESI\(^{†}\)), although the overall molecular surface of the anionic XB donors is negatively charged (Fig. 1c). These results suggested that a favorable XB could even form between the ligand and the residue of the like charges in the protein binding pocket that may enhance the bioactivity of the organohalogen, especially considering that charged residues (e.g., Lys, Arg, Glu and Asp) are usually in agreement with high local dielectric constant values.\(^{46}\)

Taking organobromine complexes as examples, the binding in a vacuum between the cationic donor and the anionic acceptor (hereinafter referred to as cation–anion and so forth for others) presents the strongest attraction (−65.28 kcal mol\(^{-1}\)), which is almost two times that for the anion–cation complex (−32.23 kcal mol\(^{-1}\)). The significantly weaker binding in the anion–cation complex than that in the cation–anion complex indicated that the cationic donor’s \(\sigma\)-hole and anionic acceptor’s Lewis basicity should play important roles in the halogen bonding interaction.\(^{47}\) As expected,\(^{21,48}\) complexes formed by ions of like charges are unstable and repulsive in a vacuum.

Different from the results in a vacuum, almost all the repulsive interactions eventually become attractive as the environment becomes more and more polar. If the intermolecular interaction is just a simple electrostatic repulsion, the corresponding binding energies in different solvents should be in line with the environmental dielectric constants. Therefore, the observed change from repulsion to attraction demonstrates that there should be non-electrostatic profiles in these like-charge pairing XBs. The assumption is obviously tenable as well for other neutral or charged complexes (Table 1). For instance, the ratio of binding energy in TCM and water is approximately 5:1 or 6:1 for cation–anion or anion–cation organobromine complexes, respectively, while that of the dielectric constants is approximately 17:1 (78.36:4.71), demonstrating again the existence of additional intermolecular interactions besides the Coulombic terms.

Notably, the cation–cation organobromine complex tends to have less repulsive or more attractive binding energies than the anion–anion complex in different environments. The binding energy of the anion–anion organobromine complex is 36.36 kcal mol\(^{-1}\) in a vacuum, approximately 8.5 kcal mol\(^{-1}\) larger than that for the cation–cation complex (27.89 kcal mol\(^{-1}\)). This might indicate that the donor's electrophilicity (\(\sigma\)-hole) possibly plays a more important role than the acceptor's nucleophilicity in forming such XBs even taking into consideration the different distances between charge centers in the two complexes, which may result in an energy difference of only about 2.9 kcal mol\(^{-1}\) in a vacuum.\(^{49}\) This indication might also be suggested by the more favorable binding energy for the

| Environment | Cation–anion | Cation–neutral | Cation–cation |
|-------------|--------------|----------------|---------------|
|             | Cl  | Br  | I    | Cl  | Br  | I    | Cl  | Br  | I    |
| Vacuum      | −60.21\(^b\) | −65.28\(^b\) | −76.52 | −6.72 | −7.99 | −10.23 | 28.38\(^c\) | 27.89\(^c\) | 27.09\(^c\) |
| TCM         | −10.38\(^\) | −12.51 | −17.03 | −1.80 | −2.72 | −4.25 | 4.49 | 3.86 | 2.84 |
| DCE         | −4.78 | −6.52 | −10.19 | −1.14 | −2.00 | −3.37 | 1.66 | 1.02 | 0.12 |
| Acetone     | −2.65 | −4.21 | −7.40  | −0.88 | −1.69 | −2.99 | 0.49 | −0.11 | −1.10 |
| DMSO        | −1.55 | −3.01 | −5.93  | −0.74 | −1.52 | −2.79 | −0.13 | −0.73 | −1.70 |
| Water       | −1.21 | −2.62 | −5.48  | −0.70 | −1.48 | −2.72 | −0.32 | −0.92 | −1.88 |

| Environment | Neutral–anion | Neutral–neutral | Neutral–cation |
|-------------|---------------|----------------|---------------|
|             | Cl  | Br  | I    | Cl  | Br  | I    | Cl  | Br  | I    |
| Vacuum      | −4.59\(^b\) | −8.15 | −15.39 | −0.43\(^b\) | −1.24\(^b\) | −2.69 | −2.46\(^c\) | −2.78\(^c\) | −2.90\(^c\) |
| TCM         | 0.25 | −1.48 | −4.85  | −0.28 | −0.91 | −2.13 | −0.85 | −1.33 | −2.01 |
| DCE         | 0.20 | −1.16 | −3.83  | −0.33 | −0.93 | −2.02 | −0.64 | −1.07 | −1.83 |
| Acetone     | 0.02 | −1.19 | −3.54  | −0.37 | −0.95 | −1.99 | −0.56 | −1.00 | −1.74 |
| DMSO        | −0.12 | −1.24 | −3.43  | −0.40 | −0.99 | −1.99 | −0.51 | −0.94 | −1.69 |
| Water       | −0.18 | −1.26 | −3.39  | −0.41 | −1.00 | −1.98 | −0.50 | −0.92 | −1.67 |

| Environment | Anion–anion | Anion–neutral | Anion–cation |
|-------------|-------------|--------------|-------------|
|             | Cl  | Br  | I    | Cl  | Br  | I    | Cl  | Br  | I    |
| Vacuum      | 37.69\(^b\) | 36.36\(^c\) | 31.07 | 3.94\(^c\) | 3.16\(^c\) | 1.63\(^b\) | −32.11\(^c\) | −32.23\(^c\) | −31.78\(^c\) |
| TCM         | 8.00 | 6.92 | 4.23  | 0.90\(^b\) | 0.29\(^b\) | −0.77 | −5.96\(^c\) | −6.32 | −6.72 |
| DCE         | 3.97 | 2.85 | 0.65  | 0.33 | −0.24\(^b\) | −1.11 | −2.86 | −3.23 | −3.77 |
| Acetone     | 1.97 | 0.97 | −1.00 | 0.02 | −0.51 | −1.37 | −1.56 | −1.93 | −2.54 |
| DMSO        | 0.82 | −0.07 | −1.91 | −0.17 | −0.67 | −1.51 | −0.89 | −1.28 | −1.87 |
| Water       | 0.48 | −0.40 | −2.19 | −0.24 | −0.72 | −1.54 | −0.68 | −1.07 | −1.67 |

\(^{a}\) All values are in kcal mol\(^{-1}\). \(^{b}\) Results of constrained optimization.\(^{26}\) \(^{c}\) Results of single-point energy calculations using the TCM-optimized geometries.
and polarization of the halogen atom.50 The interaction distances results from the combined effect of the dielectric environment the anionic donor or the cationic acceptor, which probably longer in polar environments for complexes except those with optimized interaction distances (Table 2) are in general always anion the shortest (smaller than 2.90 Å). It was found that the anion–cation complexes have the longest halogen bonding van der Waals radii of the corresponding atoms, while the All interaction distances are shorter than the sum of the typical bonding angle tends to be linear and varies from 173.3

| Environment | Cation–anion | Cation–neutral | Cation–cation |
|-------------|--------------|----------------|---------------|
| Vacuum      | Cl Br I      | Cl Br I        | Cl Br I       |
| TCN         | 2.53³ 2.43³ 2.40 | 2.81 2.83 2.86 | 3.09³ 3.03³ 3.04³ |
| DCE         | 2.85 2.79 2.71 | 2.94 2.94 2.96 | 3.04 3.00 3.03 |
| Acetone     | 2.88 2.83 2.76 | 2.96 2.95 2.96 | 3.04 3.01 3.02 |
| DMSO        | 2.89 2.85 2.77 | 2.98 2.98 2.97 | 3.04 3.01 3.01 |
| Water       | 2.90 2.86 2.78 | 2.98 2.99 2.97 | 3.04 3.01 3.01 |

| Environment | Neutral–anion | Neutral–neutral | Neutral–cation |
|-------------|---------------|-----------------|---------------|
| Vacuum      | Cl Br I       | Cl Br I         | Cl Br I       |
| TCN         | 2.75³ 2.70 2.63 | 3.05³ 3.02³ 3.05 | 3.15³ 3.12³ 3.12³ |
| DCE         | 2.98 2.85 2.79 | 3.07 3.04 3.03 | 3.15 3.12 3.12 |
| Acetone     | 3.02 2.89 2.85 | 3.08 3.05 3.05 | 3.15 3.12 3.10 |
| DMSO        | 3.05 2.95 2.87 | 3.09 3.09 3.04 | 3.14 3.09 3.08 |
| Water       | 3.09 2.93 2.89 | 3.10 3.09 3.05 | 3.14 3.09 3.08 |

| Environment | Anion–anion | Anion–neutral | Anion–cation |
|-------------|-------------|---------------|--------------|
| Vacuum      | Cl Br I     | Cl Br I       | Cl Br I      |
| TCN         | 3.16⁴ 2.98⁴ 2.97 | 3.25⁴ 3.20⁴ 3.34⁴ | 3.10⁴ 3.15⁴ 3.18⁴ |
| DCE         | 3.16 2.98 2.93 | 3.25³ 3.20³ 3.15 | 3.10³ 3.15³ 3.18³ |
| Acetone     | 3.08 3.10 2.94 | 3.23 3.18³ 3.12 | 3.12 3.15 3.16 |
| DMSO        | 3.19 3.04 2.94 | 3.19 3.16 3.09 | 3.18 3.17 3.15 |
| Water       | 3.16 3.04 2.94 | 3.16 3.16 3.11 | 3.18 3.19 3.14 |

- All values are in angstrom.³ The complex geometry is obtained by constrained optimization.²⁶ - The complex geometry is optimized in TCM.

organochlorine complexes while the atomic radius of iodine is much larger than that of chlorine, reflecting the flatter shape (Fig. S7 and Tables S6–S8, ESI†) and the larger σ-hole region of heavier halogens which may result in less Pauli repulsion and more favorable binding energy (the so-called polar flattening).51

In general, the dielectric environment influences both the binding strength and geometry parameters of XB by weakening electrostatic interactions, making it possible to form attractive interaction even for the like-charge pairing XBs in polar environments. This result further enriches our knowledge in applying XBs to different systems especially those formed by the negatively charged donors and the positively charged acceptors, which are traditionally regarded as nucleophiles and electrophiles respectively.

3.2. Net binding energy (\( E_{\text{bind,\ X}} \)) between a halogen atom and a XB acceptor after removing background electrostatic interaction

Although overall binding energy (\( E_{\text{bind}} \)) has long been a classic parameter when discussing the strength of XBs, intermolecular Coulombic interaction has significant contributions to total binding strength,¹⁸,²¹,²²,²⁴ especially in charged complexes (Table 1). A strategy of applying the classic point-to-point Coulombic formula via fixing the charges at specific points was considered to remove the background Coulombic interaction, and has been successfully utilized on charged XB systems to obtain net halogen bonding energy between the charged donor and acceptor.²²,⁴⁸² Considering the possible charge delocalization in the whole complex and the possible electrostatic interaction even in neutral XB systems,²⁶ we proposed a “free radical” approach to estimate the net binding energy between the halogen atom and the XB acceptor (\( E_{\text{bind,\ X}} \)) by subtracting the background Coulombic interaction (\( E_{\text{bg}} \), calculated with eqn (2)) from the total binding energy (\( E_{\text{bind}} \) (eqn (3)):

\[
E_{\text{bg}} = E_{\text{bind,\ FR}} - E_{\text{orb,\ SCF}}
\]

(2)

\[
E_{\text{bind,\ X}} = E_{\text{bind}} - E_{\text{bg}}
\]

(3)

where \( E_{\text{bind,\ FR}} \) represents the binding energy between the XB donor radical, obtained by removing the halogen atom from the donor, and the acceptor (Fig. S8, ESI†), \( E_{\text{orb,\ SCF}} \) stands for the contribution of the potential orbital interactions between the radical and the acceptor, which may be induced especially by strong intermolecular Coulombic attraction and is evaluated by comparing the corresponding electronic energy of wave functions acquired after and before the self-consistent field iteration (SCF) process as defined in Multiwfn.⁴⁰

Comparing scanning curves of \( E_{\text{bind}} \) (Fig. S9–S11, ESI†) and \( E_{\text{bind,\ X}} \) (Fig. 2 and Fig. S12, S13, ESI†) against the interaction distance, it is found that \( E_{\text{bind,\ X}} \) tends to zero at distances longer than approximately 6 Å, suggesting that the background electrostatic term has been successfully removed and thus demonstrating the rationality of the “free radical” approach.²²,⁴⁸² The \( E_{\text{bind,\ X}} \) values at the optimized distance are found to almost always have negative values in all types of halogen bonding systems.
except some of the anion–anion organochlorine complexes (Table 3 and Tables S9, S10, ESI†). As expected, attractive \( E_{\text{bind}} \) still follows the trend of \( \text{I} > \text{Br} > \text{Cl} \), with values ranging from \(-1.33\) to \(-5.44\), \(-0.72\) to \(-2.22\) and \(0.04\) to \(-0.62\) kcal mol\(^{-1}\) respectively in highly dielectric environments.

Notably, even if the contribution of background interactions has been excluded, differently charged substituent groups still influence \( E_{\text{bind}} \). Taking the organobromine complexes as examples (Table 3), the \( E_{\text{bind}} \) at the optimized interaction distance varies from \(-0.72\) to \(-3.36\) kcal mol\(^{-1}\) in different solvents. The cation–anion complex has the strongest \( E_{\text{bind}} \) strength while the anion–cation complex is the weakest, which is precisely in line with the corresponding interaction distances, as shown in Table 2. In general, the \( E_{\text{bind}} \) follows the trend of cationic > neutral > anionic donors for the same acceptor especially in solvents, which could be attributed to the electron density redistribution and \( \sigma \)-hole reshaping (Table S6, ESI†) of the halogen atom induced by the cationic or anionic substituent groups.\(^{53}\) Similarly, the charge state of the acceptor also affects \( E_{\text{bind}} \) owing to the influence of the acceptor’s nucleophilicity. \( E_{\text{bind}} \) for the cation–cation organobromine
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**Fig. 2** Net binding energy \( (E_{\text{bind}}) \) between the Br atom and the acceptor versus the intermolecular Br...O distance of the complexes between differently charged 3-amino-5-bromobenzoic acid and glycine in different environments including vacuum (black, those based on optimized structures in TCM are shown in dashed line), TCM (red), DCE (blue), acetone (magenta), DMSO (green), and water (midnight blue).

### Table 3

| Complex                  | Environment | Vacuum | TCM | DCE | Acetone | DMSO | Water |
|--------------------------|-------------|--------|-----|-----|---------|------|-------|
| Br cation–anion          |             | -16.98 | -3.36 | -2.51 | -2.22   | -2.10 | -2.05 |
| Br neutral–anion         |             | -8.38  | -2.12 | -1.50 | -1.34   | -1.26 | -1.24 |
| Br anion–anion           |             | -2.60  | -1.19 | -0.94 | -0.87   | -0.83 | -0.82 |
| Br cation–neutral        |             | -3.82  | -1.69 | -1.48 | -1.41   | -1.37 | -1.36 |
| Br neutral–neutral       |             | -1.47  | -1.09 | -1.01 | -0.97   | -0.96 | -0.96 |
| Br anion–neutral         |             | -0.44  | -0.81 | -0.79 | -0.77   | -0.75 | -0.74 |
| Br cation–cation          |             | -1.35  | -1.36 | -1.27 | -1.21   | -1.18 | -1.17 |
| Br neutral–cation        |             | -1.89  | -1.06 | -0.94 | -0.90   | -0.87 | -0.86 |
| Br anion–cation           |             | -2.78  | -0.89 | -0.79 | -0.73   | -0.72 | -0.72 |

\(^a\) All values are in kcal mol\(^{-1}\). \(^b\) The complex geometry is obtained by constrained optimization.\(^{26}\) \(^c\) The complex geometry is the optimized structure in TCM.
complex is still more negative than that for the anion–anion complex in general, indicating again the possibly more important role of the XB donor’s electrophilicity.

Additionally, with the increase of environmental polarity, $E_{\text{bind,X}}$ weakens steadily and eventually tends to be a constant in different solvents. Unlike the overall binding energy ($E_{\text{bind}}$), $E_{\text{bind,X}}$ always weakens as the environment becomes more polar (Table 3). While there is a big difference in $E_{\text{bind,X}}$ between the vacuum and solvent cases, $E_{\text{bind,X}}$ changes little in different solvents and tends to be convergent to a constant in highly polar environments with variation of <20% from TCM onward for complexes with neutral XB acceptors and <10% from acetone onward for all studied complexes. Considering that the average dielectric value inside the protein is about 6–7 ($\epsilon_{\text{TCM}} = 4.71$) while that around charged residues are probably larger than 20 ($\epsilon_{\text{acetone}} = 20.49$), this finding provides us with a new insight into describing halogen bonding interactions, which may pave a new way in developing new halogen bonding scoring functions or force fields. However, we are still not clear about the common energy terms composing the net attractive interactions between the halogen atom and the XB acceptor.

3.3. Essential attraction terms in all types of XB

In order to identify the common interaction terms existing in all types of XB with different charge states, we performed energy decomposition analysis using the ETS-NOCV scheme based on the ADF program package to decompose the total binding energy ($E_{\text{bind}}$) into electrostatic ($E_{\text{elest}}$), Pauli repulsion ($E_{\text{Pauli}}$), orbital ($E_{\text{orb}}$) and dispersion ($E_{\text{disp}}$) terms. The solvation energy ($E_{\text{solv}}$) is included, for solvent cases (eqn (4)).

$$E_{\text{bind}} = E_{\text{elest}} + E_{\text{Pauli}} + E_{\text{orb}} + E_{\text{disp}} + E_{\text{solv}}$$

The ETS-NOCV results (Tables S11–S13, ESI†) revealed that orbital interaction and dispersion terms always have negative values and contribute to the stability of complexes with all types of charge states. This observation indicates that, the orbital and dispersion terms may play essential roles in the formation of a XB, and show non-negligible contributions to the total binding energy.

Taking organobromine complexes as examples (Fig. 3 and Table S12, ESI†), regardless of the solvation energy, the orbital interaction plays the most or second most important role in the overall binding energy. Notably, the orbital interaction decreases significantly as the donor’s charge state changes from cationic to anionic and the acceptor’s from anionic to cationic (Fig. 4), revealing the stronger ability of the cationic donor to obtain electrons and that of the anionic acceptor to provide electrons in the formation of a XB. Hence, as expected, remarkable electron transfer interaction takes place in the cation–anion complex, which is also indicated by the QTAIM analysis results (Tables S2–S4, ESI†), such that the corresponding net halogen bonding strength is the strongest while that of the anion–cation complex is the weakest in polar solvents (Table 3). Although the orbital interaction decreases for most systems in polar environments, it increases in the cation–cation complex, partially as a result of intramolecular charge redistribution (part 3.5). The dispersion energy was found to be insensitive to the charge state and environmental polarity, ranging approximately from $-0.9$ to $-1.2$ kcal mol$^{-1}$ in different complexes (Fig. 4). Although the dispersion term is in general relatively weak in strength, it still contributes a considerable percentage to the total binding energy, especially for weak attractive halogen-bonded complexes, for instance the neutral–neutral cases.

The overall electrostatic interaction is not always attractive in differently charged complexes (Tables S11–S13, ESI†). For instance, the electrostatic repulsion of around 1.2 and 4.3 kcal mol$^{-1}$ was found in neutral–anion and anion–neutral organochlorine complexes in polar environments, respectively. Complexes with heavier halogens tend to exhibit stronger electrostatic attraction or weaker electrostatic repulsion, indicating the two sources for electrostatic contribution, namely, the background Coulombic term and that involving the $\sigma$-hole region.

Similar to literature reports, the solvation energy has comparable strength to the electrostatic term in all types of differently charged complexes, but in general always with opposite symbols in numerical value. Especially in complexes composed of both charged subunits, the solvation energy term even presents a larger absolute value than the electrostatic term. These observations actually originate from the dielectric properties of solvents, which by definition stands for the ability in weakening the Coulombic interaction strength and electric field intensity by generating inductive charges and may be able to change both size and magnitude of the $\sigma$-hole (Fig. S14–S15 and Table S5, ESI†). Therefore, for the like-charge pairing complexes that are unstable in a vacuum, contribution from the highly dielectric solvents shields the donor and the acceptor from repulsive background interactions, allowing these complexes to overcome the energy barrier for Coulombic repulsion and create a halogen bonding potential energy well allowing the formation of stable geometries. Yet for the charge-assisted complexes, especially with oppositely charged subunits, intermolecular electrostatic attraction is greatly weakened by polar environments, thus resulting in weaker XB attraction.

Overall, while electrostatic interaction changes from repulsive to attractive in differently charged complexes, orbital and dispersion terms always have negative values and contribute to the system’s stability, and are therefore essential terms for all halogen bonds. Meanwhile, solvation energy also plays a remarkable role in overcoming the intermolecular electrostatic repulsion, especially for the like-charge pairing complexes. Contributed by all these energy terms, favorable binding energies and stable XB geometries are presented in all 9 differently charged complexes in highly dielectric solvents, with binding strength at the same order of magnitude (several kcal mol$^{-1}$).

3.4. Basic profile of halogen bonding reflected by unidirectional electron transfer

Considering the significant character of orbital interactions, we conducted a study of the electron transfer utilizing the natural bond orbital (NBO) method. The NBO analysis results showed...
that electrons always transfer from the acceptor’s lone pair electron orbital of the oxygen atom ($n_0$) to the donor’s antibonding orbital of the carbon–halogen bond ($\sigma^*_{C-X}$) in not only the classic XB system, but all 9 types of differently charged complexes (Tables S14–S16, ESI†). For a small portion of complexes especially those involving heavy halogens, intermolecular electron transfer with a relatively small second-order perturbation stabilization energy ($E(2)$) between the lone pair electron orbital of the other oxygen atom ($n_O$) in the carboxyl group and $\sigma^*_{C-X}$ is also observed, indicating the existence of multiple halogen bonding interactions in the designed model systems. Contributed by all these inter-orbital electron transfers, the direction of overall intermolecular electron transfer is always from the XB acceptor to the XB donor in solvents (Tables S17–S19, ESI†), at least in the studied cases, even for anion–cation complexes, though much less in amount. Taking the organobromine complexes with both charged subunits as examples ($Q_{CT}$ in Table 4), the cation–anion complex has the largest amount of electrons transferred from the XB acceptor to donor (0.0351–0.0208 a.u. in solvents) while the anion–cation generally has the least (0.0042–0.0059 a.u. in solvents). Solvents are found to affect the amount of electrons transferred as well, and in general lead to less electron transfer in polar environments for charge-assisted XB complexes (e.g., cation–anion, neutral–anion and cation–neutral) and more for the others, which may explain the preference of polar solvents for the classic neutral–neutral halogen-bonded co-crystals. All these observations from the natural population analysis (NPA) are similarly indicated by the Hirshfeld population analysis (HPA) (Tables S20–S22, ESI†).

Stabilization contributions from electron transfer are estimated by the sum of $E(2)$ values for all electron transfer from $n_0$ and $n_O$ to $\sigma^*_{C-X}$, which in general show a linear relationship with the entire orbital interaction obtained using the ETS-NOCV method (Fig. S16, ESI†), indicating that such electron transfer from the acceptor to the donor probably plays the most important role in the overall orbital interaction, and therefore, should be distinguished as the basic profile of a XB.

The universal orbital interaction and unidirectional electron transfer from the acceptor to the donor may greatly help us to gain further insights into the concept of “electrophilicity” and

Fig. 3 ETS-NOCV based energy decomposition for all complexes between differently charged 3-amino-5-bromobenzoic acid and glycine. The binding energy ($E_{\text{bind}}$) is decomposed into electrostatic ($E_{\text{elest}}$, red), Pauli repulsion ($E_{\text{Pauli}}$, black), orbital ($E_{\text{orb}}$, blue) and dispersion ($E_{\text{disp}}$, dark cyan) terms. The solvation energy ($E_{\text{solv}}$, magenta) is included for solvent cases.
“nucleophilicity” in the IUPAC recommended XB definition. In other words, for the anionic XB donor, despite the overall negative surface electrostatic potential, the less negatively charged “σ-hole” region on the halogen atom still has the ability to accept electrons from the XB acceptor, and thus should be regarded as the “intrinsic σ-hole” which could still be electrophilic in nature. Similarly, for the cationic acceptor, the intrinsic electronic properties were not fundamentally changed by the charge state. The original lone pair of electrons on the oxygen atom probably still results in a nucleophilic region that is able to transfer electrons to the intrinsic σ-hole region of the XB donor, even though the overall molecular surface is positively charged. This “intrinsic” electronic property is further demonstrated in complexes with the six-membered oxocarbenium, dimethyloxidanium and methylguanidinium cations as the XB acceptors (Fig. S17, ESI†). Calculations showed that all these cationic acceptors have a locally less positively charged region (Fig. S18, ESI†) resulting from a lone pair of electrons or a π system that could form stable XB interactions with organohalogens in the polar environment (Table S23, ESI†). Consequently, all the analyses suggested that an attractive XB exists, especially in polar environments, as long as the donor and the acceptor have the intrinsic σ-hole region and maintain the intrinsic electronic properties respectively, regardless of their charge states and the sign of electrostatic potential on the molecular surface, thus indicating that the IUPAC definition should be applicable in these systems.

3.5. Charge redistribution for either enhancing binding or reducing repulsion

Besides intermolecular electron transfer, intramolecular charge redistribution was found to take place simultaneously in all XB systems according to both NPA and HPA results. As shown in Tables S17–S22 (ESI†), although the direction of intermolecular electron transfer is in general always from the acceptor to the donor, the atomic charge of the donor’s halogen has become more positive in most of the complexes. This observation suggests that the halogen atom transfers more electrons to the rest of the XB donor molecule than it obtains from the XB acceptor.21 Taking the natural population analysis results of the cation–anion organohalogen complex in a vacuum as an example (Table 4), the intermolecular electron transfer of 0.1119 a.u. ($Q_{CT}$) takes place.
from the acceptor to the donor. However, the difference of the halogen's atomic charge ($\Delta q(X)$) between its XB complex and free XB donor could be as much as 0.1077 a.u., indicating an intramolecular charge redistribution ($\Delta Q_{\text{CT}}X$) of 0.2195 a.u. from Br to the rest of the donor during the formation of the XB. As a result, the reduced electron density on the Br atom probably enhances the attraction between the $\sigma$-hole and the oxygen atom of the anionic acceptor to form a stronger XB. In contrast, for a small amount of complexes represented by the cation--cation organobromine case in a vacuum (Table 4), more negative charge is found on Br than the amount from intermolecular electron transfer ($\Delta Q_{\text{CT}}X = 0.0236$), suggesting the additional electron flow from the rest of the XB donor to Br, which thus leads to the increased electron density on the Br atom that could reduce electrostatic repulsion and enhance the XB strength.

The intramolecular electron flows are further demonstrated using electron density difference (EDD) maps (Fig. 5). Comparing the EDD maps for the cation--anion and cation--cation organobromine complexes that differ only in the acceptor's charge state (Fig. 5a), the electron density increases in a particular region of the donor in the cation--anion system, and it decreases in the corresponding region of the cation--cation one, and vice versa. These observations thus indicate the opposite intramolecular electron transfer direction within the XB donor, which is affected by the acceptor's charge state. It is obvious that a relatively strong intermolecular electrostatic repulsion is presented in the cation--cation complexes. Hence, partial electron transfer from the non-halogen part of the XB donor to the halogen atom should be able to produce a relatively stronger cation--cation XB via reducing the repulsive interaction between the two cations while still maintaining a significant positive $\sigma$-hole. Electron transfers in the XB acceptor are similarly affected by the donor's charge state. As shown in Fig. 5b, comparing the EDD maps of the anion--cation and cation--cation cases, the electrons transfer from the carboxyl oxygen atom to the rest of the acceptor molecule in the anion--cation complex, while the electrons transfer in the opposite direction for the repulsive cation--cation complex, such that the overall binding energy is more attractive and less repulsive in general.

It is noteworthy that, with the exception of the vacuum case, the direction of intramolecular electron flow in the cation--cation organobromine complex is still from the halogen atom to the rest of the donor (Table 4), which might indicate the possible balance between decreasing positive charges to reduce repulsive electrostatic interaction (electron flow direction from donor to halogen) and maintaining the ability of the $\sigma$-hole to extract electrons from other molecular entities (electron flow direction from halogen to the donor). Whenever the repulsive electrostatic interaction is partly shielded by highly dielectric solvents, the balance moves towards maintaining or strengthening the electrophilicity of the $\sigma$-hole, allowing more electrons to be able to transfer from the halogen atom to the rest of the XB donor in polar solvents for the cation--cation organobromine complex, and thus the orbital interactions are stronger in water compared to that in TCM, as shown.

### Table 4 Calculated atomic charge and electron transfer results from natural population analysis for complexes between both charged 3-amino-5-bromobenzoic acid and glycine\textsuperscript{a}

| Complex          | Environment | $Q_{\text{CT}}$ | $q(X)_{\text{monomer}}$ | $q(X)_{\text{complex}}$ | $\Delta q(X)$ | $\Delta Q_{\text{CT}}X$ |
|------------------|-------------|-----------------|-------------------------|-------------------------|----------------|-------------------------|
| **Br cation--anion** | Vacuum\textsuperscript{c} | 0.1119          | 0.1775                  | 0.2852                  | 0.1077         | 0.02195                |
|                   | TCM         | 0.0331          | 0.1289                  | 0.1859                  | 0.0570         | 0.0920                 |
|                   | DCE         | 0.0282          | 0.1188                  | 0.1612                  | 0.0423         | 0.0705                 |
|                   | Acetone     | 0.0239          | 0.1141                  | 0.1435                  | 0.0299         | 0.0520                 |
|                   | DMSO        | 0.0222          | 0.1113                  | 0.1412                  | 0.0299         | 0.0520                 |
|                   | Water       | 0.0208          | 0.1105                  | 0.1386                  | 0.0282         | 0.0489                 |
| **Br anion--anion** | Vacuum\textsuperscript{c} | 0.0143          | -0.0044                 | 0.1066                  | 0.1110         | -0.1253                |
|                   | TCM         | 0.0139          | 0.0247                  | 0.0786                  | 0.0539         | -0.0679                |
|                   | DCE         | 0.0121          | 0.0308                  | 0.0672                  | 0.0364         | -0.0484                |
|                   | Acetone     | 0.0130          | 0.0334                  | 0.0672                  | 0.0272         | -0.0403                |
|                   | DMSO        | 0.0130          | 0.0354                  | 0.0626                  | 0.0272         | -0.0403                |
|                   | Water       | 0.0131          | 0.0359                  | 0.0620                  | 0.0261         | -0.0392                |
| **Br cation--cation** | Vacuum\textsuperscript{c} | 0.0056          | 0.1775                  | 0.1483                  | -0.0292        | 0.0236                 |
|                   | TCM         | 0.0073          | 0.1289                  | 0.1319                  | 0.0030         | -0.0103                |
|                   | DCE         | 0.0079          | 0.1188                  | 0.1266                  | 0.0078         | -0.0156                |
|                   | Acetone     | 0.0081          | 0.1141                  | 0.1227                  | 0.0087         | -0.0167                |
|                   | DMSO        | 0.0082          | 0.1113                  | 0.1208                  | 0.0094         | -0.0177                |
|                   | Water       | 0.0083          | 0.1105                  | 0.1202                  | 0.0097         | -0.0180                |
| **Br anion--cation** | Vacuum\textsuperscript{c} | -0.0011         | -0.0044                 | -0.0200                | -0.0156        | 0.0166                 |
|                   | TCM         | 0.0042          | 0.0247                  | 0.0304                  | 0.0057         | -0.0099                |
|                   | DCE         | 0.0048          | 0.0308                  | 0.0394                  | 0.0086         | -0.0133                |
|                   | Acetone     | 0.0052          | 0.0337                  | 0.0433                  | 0.0096         | -0.0149                |
|                   | DMSO        | 0.0051          | 0.0354                  | 0.0432                  | 0.0078         | -0.0129                |
|                   | Water       | 0.0059          | 0.0359                  | 0.0446                  | 0.0087         | -0.0146                |

\textsuperscript{a} All values are in atomic units. \textsuperscript{b} Amount of electrons transferred from the XB acceptor to donor. \textsuperscript{c} Atomic charge of the halogen atom in the monomer determined by natural population analysis (NPA). \textsuperscript{d} Atomic charge of the halogen atom in the complex determined by NPA. \textsuperscript{e} Difference between d and c. \textsuperscript{f} $\Delta Q_{\text{CT}}X = Q_{\text{CT}} - \Delta q(X)$, negative $\Delta Q_{\text{CT}}X$ value means electron transfer from the halogen atom to the rest of the XB donor molecule and vice versa. \textsuperscript{g} The complex geometry is obtained by constrained optimization. \textsuperscript{h} The complex geometry is the optimized structure in TCM.
in Fig. 4. However, for complexes represented in the cation–anion cases, electronic effects act synergistically with electrostatic interactions, leading to the strengthening of σ-hole’s electrophilicity, and thus the electrostatic attraction. To validate the bidirectional charge redistribution phenomena, further calculations were conducted to provide more evidence (Fig. S19, S20 and Tables S24, S25, ESI†). The results revealed that, once we switch the acceptor to the cationic methylguanidinium molecule, which has a more positively charged electrostatic potential surface (Fig. S19, ESI†), charge redistribution from the rest of the XB donor to the halogen atom could exist in complexes with all types of solvents, not only in a vacuum, thus demonstrating that the charge state based electron redistribution tendency could exist widely in stable geometries in various environments. These findings might indicate the lowering of activation barriers for intramolecular electron transfer as reported by Rosokha et al.43c Actually, our calculations of the organobromine complexes showed that the outer-sphere electron transfer activation barriers according to the Marcus theory26,42 are extremely high for all differently charged XB complexes in various solvents (Table S26, ESI†), which might indicate the existence of an inner-sphere mechanism and redox centers that are strongly coupled upon the formation of halogen bonds.43c

Therefore, supported by the natural bond orbital and EDD results, it can be concluded that while the electrons always transfer from the acceptor to the donor, the intramolecular charge redistribution in either the donor or the acceptor is bidirectional, which may act in balance or synergy with the background electrostatic interaction and always contributes to more favorable complex stability and binding energy.

4. Conclusions

To explore the basic profile and essential interaction terms of halogen bonding, 9 highly comparable XB complexes with different charge states were designed and optimized by a quantum chemistry method at the M06-2X/6-311++G(d,p) level (M06-2X/SDD for iodine), followed by systematic wave function analyses. Based on theoretical explorations, orbital and dispersion terms turn out to be always attractive in all types of differently charged complexes, and thus are essential terms to all XBs. The electron transfer from the lone pair electron orbital of the heavy atom in the XB acceptor to the antibonding orbital of the carbon–halogen bond in the XB donor is widely presented as the basic profile in all halogen-bonded complexes. This basic profile causes the overall intermolecular electron transfer to be always from the XB acceptor to the XB donor. The result suggests that the intrinsic electronic properties of both anionic XB donors and cationic XB acceptors are not fundamentally changed by the molecular charge state, which should still be electrophilic and nucleophilic in nature. In other words, the locally less negatively charged region (conventional σ-hole area) on the halogen atom of the anionic XB donor is still capable of receiving electrons from the XB acceptor and thus should be regarded as the intrinsic σ-hole, while the locally less positively charged region (e.g., a lone pair of electrons or a π system) on the cationic XB acceptor is able to provide its electrons to the XB donor as well, resulting in effective XB-acceptor-to-XB-donor electron transfer in all differently charged XB complexes. Meanwhile, intramolecular charge redistribution inside both XB donors and acceptors always makes the overall binding strength more attractive or less repulsive, making it possible for the halogen atom to be more or less negatively charged upon the formation of a XB. Benefitting from all these contributions, stable complexes with favorable binding energies are widely formed in highly polar environments. Removal of the “background” electrostatic interactions was conducted by employing a “free radical” strategy to demonstrate that the net binding strength between the halogen atom and the XB acceptor is almost always attractive, regardless of the complex charge state, which weakens steadily to approximately a constant with variation less than 10% in highly dielectric solvents.
All the results discussed above suggest that the orbital-based origin of halogen bonds could be successfully applied to rationalize the complicated behaviors of halogen bonding complexes with different charge states, while the charge state and electrostatic interaction may dramatically change the overall bonding strength. These conclusions should be helpful in identifying the criteria for classifying σ-hole bonding interactions involving Group 14–16 elements in the newly launched IUPAC project⁶¹ and thus provide new insights into introducing σ-hole interactions in materials science and rational drug design⁶² and promote the development of related research areas.
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