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Cosmic polarization rotation, which may result from parity-violating new physics or the presence of primordial magnetic fields, converts \(E\)-mode polarization of the cosmic microwave background (CMB) into \(B\)-mode polarization. Anisotropic cosmic polarization rotation leads to statistical anisotropy in CMB polarization and can be reconstructed with quadratic estimator techniques similar to those designed for gravitational lensing of the CMB. At the sensitivity of upcoming CMB surveys, lensing-induced \(B\)-mode polarization will act as a limiting factor in the search for anisotropic cosmic polarization rotation, meaning that an analysis which incorporates some form of delensing will be required to improve constraints on the effect with future surveys. In this paper we extend the ResUNet-CMB convolutional neural network to reconstruct anisotropic cosmic polarization rotation in the presence of gravitational lensing and patchy reionization, and we show that the network simultaneously reconstructs all three effects with variance that is lower than that from the standard quadratic estimator nearly matching the performance of an iterative reconstruction method.

I. INTRODUCTION

Observations of the cosmic microwave background (CMB) have played a key role in establishing the current standard model of cosmology. Upcoming CMB surveys, including those with Simons Observatory [1], BICEP Array [2], CCAT-prime [3], CMB-S4 [4], Lite-BIRD [5], PICO [6], and CMB-HD [7] will provide exquisite measurements of the temperature and polarization anisotropies across a wide range of angular scales. These measurements will provide critical tests of the standard cosmological model and enable improved searches for novel cosmological signals.

One of the main targets for upcoming surveys is \(B\)-mode polarization sourced by primordial gravitational waves [8-10]. Gravitational lensing of the CMB [10] acts as a source of confusion for primordial gravitational wave searches since lensing can convert \(E\)-mode polarization into \(B\)-mode polarization [11-12]. Delensing the CMB, the process of using an estimate of the lensing field to reverse its effects, can improve constraints on primordial gravitational waves [13-15] and will be necessary to achieve the goals of upcoming surveys [4-16, 17].

Cosmic polarization rotation, or cosmic birefringence, can also convert \(E\)-mode polarization to \(B\)-mode polarization. Cosmic birefringence can be caused by parity-violating new physics [18-21] or by the presence of primordial magnetic fields [22]. A well-motivated class of models containing parity violation is provided by axion-like fields that may be related to dark matter or dark energy, with Chern-Simons coupling to the electromagnetic field strength [23-24].

Isotropic cosmic birefringence, characterized by a constant rotation angle of polarization vectors across the sky, leads to parity-violating \(EB\) and \(TB\) correlations in the CMB. Searches for these correlations are challenging due to a degeneracy of the effects of isotropic cosmic birefringence with calibration error of the polarization direction of the instrument [25-27]. This degeneracy can be mitigated by searching for the different effects of cosmic birefringence on photons propagating over different distances such as polarized foregrounds [28-29] or CMB photons scattered during reionization [30]. A recent analysis of data from the Planck satellite [31] has shown a 2.4\(\sigma\) hint of non-zero isotropic cosmic birefringence [32].

Anisotropic cosmic birefringence, where the rotation angle takes different values along different directions, leads to non-stationary CMB statistics. The mode-coupling induced by anisotropic cosmic birefringence is analogous to the effect of deflection caused by gravitational lensing, and this change to CMB statistics can be exploited to reconstruct a map of the rotation angle [33-35] using techniques that are very similar to lensing reconstruction [36]. Searches for anisotropic cosmic birefringence with existing CMB data have placed upper limits on the angular power spectrum of the rotation angle [37-40], with the tightest constraints coming from ACTPol [41] and SPTpol [42]. \(\ell(\ell+1)C_{\ell\alpha\alpha}/(2\pi) < 0.10 \times 10^{-4} \text{rad}^2 (0.033 \text{ deg}^2, 95\% \text{ CL})\). Future CMB surveys are expected to dramatically improve constraints on cosmic birefringence [43].

Much like the search for primordial gravitational waves, \(B\)-mode polarization induced by CMB lensing acts as a source of confusion in searches for cosmic polarization rotation [34]. Therefore, delensing the CMB is necessary in order to achieve the tightest constraints on cosmic birefringence. Delensing also allows for tighter cosmological parameter constraints [44], reduces lensing-induced covariance, aids the search for primordial non-Gaussianity [45], and reduces the variance in the reconstruction of other CMB secondaries including patchy reionization [46].

CMB delensing using an estimate of the lensing field reconstructed from the observed CMB map will provide the best delensing performance at the sensitivity of upcoming surveys [47]. The process of internal delensing impacts the statistics of the delensed CMB in a way that can lead to biases if not treated carefully [48, 49]. Inter-
nal delensing has been demonstrated on real data \cite{50,52}, and improved delensing techniques are being developed and refined \cite{53,59}.

Machine learning has been shown to hold promise for CMB lensing reconstruction and delensing \cite{60}. In a previous paper, we extended the network described in Ref. \cite{60} and showed that the resulting network, ResUNet-CMB, performs very well at simultaneously delensing and reconstructing the modulation resulting from patchy reionization \cite{61}. We showed that ResUNet-CMB achieved nearly optimal performance on patchy reionization reconstruction over a wide range of angular scales.

In this paper, we demonstrate that ResUNet-CMB is capable of achieving excellent performance when applied to the reconstruction of cosmic polarization rotation as well. In particular, we show that ResUNet-CMB reconstructs anisotropic cosmic birefringence with a variance that is lower than could be achieved by applying the standard quadratic estimator to the lensed and rotated CMB. Achieving this high fidelity reconstruction of cosmic polarization rotation required very little modification of the network architecture of ResUNet-CMB. It is very encouraging that ResUNet-CMB successfully and straightforwardly generalizes to incorporate cosmic birefringence reconstruction. The physical effects of gravitational lensing, patchy reionization, and cosmic polarization rotation are quite different, and still the machine learning architecture is able to handle them all.

This paper is organized as follows. In Sec. \textbf{II} we review the quadratic estimator for fields that produce statistical anisotropy of the CMB and discuss iterative reconstruction techniques. Section \textbf{III} describes the ResUNet-CMB architecture, simulation data pipeline, and training methods. We present the predictions of ResUNet-CMB and draw comparisons with the quadratic estimator in Sec. \textbf{IV}. We conclude in Sec. \textbf{V}.

\section{II. QUADRATIC ESTIMATOR}

The standard technique for reconstruction of the CMB lensing potential makes use of a quadratic estimator \cite{36}. A formalism similar to the lensing quadratic estimator can also be applied to reconstruct other distortion fields such as patchy reionization \cite{62,63} and cosmic birefringence \cite{33,35}. In this section we will discuss the quadratic estimator and how reconstruction of the anisotropic rotation angle is impacted by the effects of lensing and patchy reionization.

Weak gravitational lensing of the CMB occurs when the photons traveling towards our telescopes are gravitationally deflected by cosmological structure along their path. The photons we receive appear to originate from a position that differs by a small angle from their true origin. In real space, this deflection alters the $T$, $Q$, and $U$ maps of the CMB as

$$T^{\text{len}}(\mathbf{n}) = T^{\text{prim}}(\hat{n} + \nabla \phi(\mathbf{n})), $$

$$(Q^{\text{len}} \pm iU^{\text{len}})(\mathbf{n}) = (Q^{\text{prim}} \pm iU^{\text{prim}})(\hat{n} + \nabla \phi(\mathbf{n})), $$

where $\hat{n}$ is the line-of-sight direction, $\phi$ is the CMB lensing potential, the ‘prim’ superscript identifies the primordial CMB maps, and the ‘len’ superscript denotes the lensed maps. The deflection of fluctuations leads to non-stationary statistics of observed maps giving off-diagonal mode coupling in harmonic space. The induced mode coupling can be used to reconstruct a map of the lensing potential \cite{36}.

For a field $\theta$ that distorts CMB maps, the off-diagonal mode coupling is of the form

$$\langle X(\ell_1)Y(\ell_2) \rangle_{\text{CMB}} = f_{XY}(\ell_1, \ell_2) \theta(\ell),$$

for $\ell_1 \neq \ell_2$ and $\ell = \ell_1 + \ell_2$, where $X$ and $Y$ are CMB temperature or polarization fluctuations

$$C_{\ell}^{TT, \text{noise}} = \Delta^2 \ell \epsilon^2 \theta^{\text{FWHM}}/(8 \ln 2), $$

$$C_{\ell}^{EE, \text{noise}} = \Delta^2 \ell \epsilon^2 \theta^{\text{FWHM}}/(8 \ln 2).$$
Cosmic polarization rotation leaves the temperature unchanged but mixes $Q$ and $U$ polarization

$$
T^{\text{rot}} = T^{\text{prim}}
$$

$$
Q^{\text{rot}}(\hat{n}) = Q^{\text{prim}}(\hat{n}) \cos 2\alpha(\hat{n}) - U^{\text{prim}}(\hat{n}) \sin 2\alpha(\hat{n})
$$

$$
U^{\text{rot}}(\hat{n}) = Q^{\text{prim}}(\hat{n}) \sin 2\alpha(\hat{n}) + U^{\text{prim}}(\hat{n}) \cos 2\alpha(\hat{n}),
$$

which leads to an $EB$ mode coupling of the form

$$
f_{EB}(\ell_1, \ell_2) = 2 \left[ C_{\ell_1}^{EE} - C_{\ell_2}^{BB} \right] \cos 2\varphi(\ell_1) - \varphi(\ell_2)) \right].
$$

Inhomogeneous reionization leads to a CMB optical depth that differs across the sky $\tau(\hat{n})$, thereby causing a modulation of CMB fluctuations [62][73].

$$
T^{\text{mod}}(\hat{n}) = T^{\text{prim}}(\hat{n}) e^{-\tau(\hat{n})}
$$

$$
\langle Q^{\text{mod}} \pm iU^{\text{mod}}(\hat{n}) \rangle = \langle Q^{\text{prim}} \pm iU^{\text{prim}}(\hat{n}) \rangle e^{-\tau(\hat{n})}.
$$

Patchy reionization also generates new polarization fluctuations through the scattering of remote temperature quadrupole anisotropies [62][63], though we will neglect these scattering contributions here. The $EB$ mode coupling from modulation is given by

$$
f_{EB}(\ell_1, \ell_2) = \left[ C_{\ell_1}^{EE} - C_{\ell_2}^{BB} \right] \sin 2(\varphi(\ell_1) - \varphi(\ell_2)).
$$

Primordial $B$-mode polarization is not generated by density fluctuations at first order in perturbation theory, and the contribution from primordial gravitational waves is observationally constrained to be small [74]. Distortions of the CMB, such as deflection by gravitational lensing, cosmic polarization rotation, and modulation due to patchy reionization, convert $E$-mode polarization to $B$-mode polarization. As can be seen from Eqs. [5] and [6], the variance of the reconstruction of any distortion with the $EB$ estimator depends upon the total observed $B$-mode power, including the secondary $B$-mode polarization produced by distortion fields. Lensing-induced $B$ modes make the dominant contribution to the observed $B$-mode power in the absence of noise and foregrounds on the scales of interest.

The variance of reconstructions of distortion fields can thereby be improved if we can reverse the effects of all such distortions, and in particular if we can remove the additional $B$-mode power that these effects cause. For example, the $B$-mode power produced by gravitational lensing of $E$ modes (to leading order in the gradient expansion) is

$$
C_{\ell}^{BB,\text{len},\text{res}} = \int \frac{d^2 \ell_1}{(2\pi)^2} \left[ (\ell_1 \cdot \ell_2) \sin 2(\varphi(\ell_1) - \varphi(\ell)) \right] ^2
$$

$$
\times C_{\ell_2}^{\phi \phi} C_{\ell_1}^{EE}.
$$

If we treat the effects of lensing, modulation, and rotation as entirely independent, the observed $B$-mode power spectrum takes the form $C_{\ell}^{BB,\text{obs}} \approx C_{\ell}^{BB,\text{prim}} + C_{\ell}^{BB,\text{len}} + C_{\ell}^{BB,\text{mod}} + C_{\ell}^{BB,\text{rot}} + C_{\ell}^{BB,\text{noise}}$. The presence of lensing-induced $B$-mode power increases the variance of the modulation and rotation reconstruction, and similarly for each contribution to the total $B$-mode spectrum. We can improve the reconstruction of each field by delensing, demodulating, and derotating to remove $B$-mode power. This whole procedure of lensing reconstruction, delensing, modulation reconstruction, demodulation, polarization rotation reconstruction, and derotation can be iterated to convergence to estimate the maximum likelihood reconstruction noise in the presence of all three effects.

This iterative procedure is only an approximation, since it fails to account for the fact that the effects of lensing, modulation, and rotation are not independent. In the simulations we employ here, the polarization maps are first anisotropically rotated by $\alpha$, then modulated by $\tau$, and finally lensed by $\phi$. The effect of this series of deformations is not fully captured by a simple sum of the $B$-mode power from each effect applied in isolation. Furthermore, the real physical effects are not so distinctly
Implementing an iterative reconstruction scheme at map level is a non-trivial task, though iterative lensing reconstruction schemes have been developed \cite{15, 50, 53, 56}, and internal delensing of CMB maps has been demonstrated on data from Planck \cite{50, 75}, the Atacama Cosmology Telescope \cite{76}, and the South Pole Telescope \cite{77}. Map-level iterative reconstruction of multiple sources of statistical anisotropy poses additional challenges, since one must deal at each step with biases that may arise. For example, the presence of lensing leads to a bias in the reconstruction of patchy reionization maps \cite{40} and cosmic polarization rotation spectra \cite{12, 78}. For the purpose of this work, we do not attempt to construct a map-level iterative reconstruction scheme based on the quadratic estimator. Instead, we use the scheme described above at the level of the power spectra to estimate the reconstruction noise that would be expected assuming the existence of a map-level iterative reconstruction procedure that was able to deal with these complications without a significant impact on the resulting reconstruction noise. In Sec. IV we compare the noise of the cosmic polarization rotation reconstruction derived from this idealized iterative procedure to that obtained from ResUNet-CMB.

III. RESUNET-CMB ARCHITECTURE AND METHODS

Convolutional neural networks (CNNs) are a type of deep learning network often used for computer vision tasks. Since the data obtained from many cosmological observations can be processed as two- and three-dimensional images, CNNs are well-suited to several aspects of cosmological simulations and data analysis. For example, some current CNN applications in cosmology include producing full-sky CMB simulations \cite{79}, identification of HII regions in reionization \cite{80}, analysis of dark matter substructure \cite{81, 82}, and cosmic velocity field reconstruction \cite{83}.

In this paper we use a particular type of CNN, a ResUNet \cite{84, 85}, to reconstruct anisotropic cosmic birefringence imprinted in the polarization of simulated CMB maps in the presence of both lensing and patchy reionization effects. As shown in Refs. \cite{60, 61}, ResUNets are capable of detecting and recovering the distortions in simulated CMB maps at high fidelity.

In this section we will review the design and training of the ResUNet-CMB architecture introduced in Ref. \cite{61}, noting the modifications we made to the network and data pipeline in order to apply the framework to the new task of reconstructing cosmic birefringence.

A. ResUNet-CMB

We start from the ResUNet-CMB network described in Ref. \cite{61} which is a modified version of the ResUNet from Ref. \cite{60}. We extend the architecture in order to simultaneously reconstruct anisotropic cosmic polarization rotation $\alpha$, the lensing convergence $\kappa$, the patchy reionization modulation $\tau$, and the primordial $E$-mode polarization $E^\text{prim}$. The ResUNet-CMB architecture is shown in Fig. 1. The network is implemented using the Keras package \cite{87} of Tensorflow 2.0 \cite{88}.

The inputs to the network are simulated maps of the rotated, modulated, and lensed polarization plus noise described with Stokes parameters ($Q^\text{obs}$, $U^\text{obs}$) concatenated along the color channel. The network has four output maps, ($\alpha^\text{biased}$, $\kappa^\text{biased}$, $\tau^\text{biased}$, $E^\text{biased}$), each with its own branch. The superscripts ‘biased’ indicate that the outputs of the network exhibit a multiplicative bias, the correction of which will be described in Sec. IV.

Only two outputs are shown in Fig. 1 for clarity, and the other output branches have an identical structure. For the remainder of this paper we will refer to the network used in Ref. \cite{61} as the 3-output network and that in the current paper as the 4-output network. The 4-output network has a total of 5,494,028 trainable parameters, 206,915 more than the 3-output network.

The primary building block of the network is the convolution block shown in the legend of Fig. 1. Each convolution block, apart from the first and last blocks in the network, consists of a dropout layer with a drop value of 0.3, a convolutional layer using ‘same’ padding, an activation layer using the scaled exponential linear unit (SELU) function \cite{89}, and a batch normalization layer in that order. The first convolution block does not contain a dropout layer in order to prevent the irreversible loss of initial information. In the final convolution block of each output branch, the activation layer is set to a linear activation function instead of SELU.

Accuracy of the predictions from CNNs can be negatively affected with increasing network depth \cite{90, 92}. Residual connections, which can help mitigate this problem, take the input of a convolution block and add it element-wise to the output of a different convolution block \cite{91, 93, 94}. In the ResUNet-CMB architecture, the input of a convolution block is added element-wise to the output of the subsequent block. The residual connection over two convolution blocks is called a residual block and is shown in the legend of Fig. 1. The first residual connection of the network is from the concatenated ($Q^\text{obs}$, $U^\text{obs}$) layer to the input of the third convolution block. The next residual connection is from the input of the third convolution block to that of the fifth convolution block. This pattern of a connection every two

---

\footnote{The code for the updated ResUNet-CMB architecture and the new data pipeline is located at \url{https://github.com/EEEmGuzman/resunet-cmb}}
blocks continues with the exception of the final convolution block in each output branch where no residual connection is placed. Like the architecture from Ref. [61], we include a batch normalization layer in each residual connection, placed after a convolutional layer if one is present, since we found this additional layer reduced validation loss across all outputs.

The network includes skip connections in addition to residual connections. The skip connections are concatenations along the color channel of the output of convolution blocks in the encoder phase of the network with the input of convolution blocks of the same size in the decoder phase of the network [95]. The skip connections help mitigate some localization information lost during down-sampling by providing high resolution information to convolution blocks in the decoder phase.

B. Data pipeline and network training

We generate maps using the same set of cosmological parameters as in Ref. [61] in order to ease comparisons among the results. The fiducial cosmology is defined by: \(H_0 = 67.9 \text{ km s}^{-1} \text{ Mpc}^{-1}, \Omega_b h^2 = 0.0222, \Omega_c h^2 = 0.118, n_s = 0.962, \tau = 0.0943,\) and \(A_s = 2.21 \times 10^{-9}.\) The primordial CMB and lensing power spectra resulting from the chosen cosmology are produced with the software CAMB\(^2\) [96]. For the patchy reionization spectrum, \(C_{\ell}^{\tau\tau},\) we use the \(\bar{\tau} = 0.058\) model of Ref. [97]. We include anisotropic cosmic birefringence described by a scale-invariant power spectrum of the form \(\ell^2 C_{\ell}^{\alpha\alpha} / (2\pi) = 0.014 \text{ deg}^2,\) which is about a factor of 2 smaller than the current 95% upper limit from ACTPol [41] and SPTPol [42].

We simulate two-dimensional maps that cover a 5° × 5° patch of sky with 128 × 128 pixels by using a modified version of Orphics\(^3\). In total eight different types of maps are generated, \((Q_{\text{prim}}, U_{\text{prim}}, E_{\text{prim}}, \alpha, \tau, \kappa, Q_{\text{obs}}, U_{\text{obs}}).\) To obtain \((Q_{\text{obs}}, U_{\text{obs}})\) we first take the maps \((Q_{\text{prim}}, U_{\text{prim}})\) and rotate them using \(\alpha\) according to Eq. (9). Next, the \((Q_{\text{rot}}, U_{\text{rot}})\) maps are modulated by \(\tau\) then lensed by \(\kappa.\) Lastly, we smooth the maps with a Gaussian beam, add a noise map, and apply a 1.5° cosine taper to the result.

\(^2\)https://camb.info
\(^3\)https://github.com/msyriac/orphics
The procedure to create the training, validation, test, and prediction data sets as well as the details of the pre-processing of the training data and post-processing of the predictions follows closely the discussion of Ref. [61] modified only by the definition of the null maps and by including the additional output for $\alpha$. We restate the key points here.

We initially generate 70,000 sets of the 8 maps described above for four different experimental configurations. We simulate the same set of experiments as in Ref. [61]: a noiseless experiment; one with $\Delta T = 0.2 \mu K$-arcmin and $\theta_{\text{FWHM}} = 1.0'$; and experiments with $\Delta T = 1 \mu K$-arcmin and $2 \mu K$-arcmin each with $\theta_{\text{FWHM}} = 1.4'$. For each experiment, $\Delta P = \sqrt{2}\Delta T$. Note that due to the size and resolution of our maps, the beam scale is smaller than our pixel scale and plays little role. However, we make this choice to match the design of future experiments like CMB-S4 [73] and to ease comparisons with previous work [49, 60, 61]. Of the 70,000 sets of maps generated, for each noise level, 20% are randomly selected to be null maps. We define the null maps to be $(Q, U)$ maps that are not rotated by $\alpha$ but are modulated by $\tau$ then lensed by $\kappa$. Note that this is different than the definition of null maps used in Ref. [61], where in that case both $\tau$ and $\kappa$ were set to zero in the null maps.

The 70,000 simulated maps are then split into training, validation, and test sets with a ratio of 80:10:10, respectively. In addition to the above three data sets, we produce an additional set of 7000 simulations called the prediction set which does not include null maps. Most of the analyses reported in Sec. [IV] are derived from predictions made on the prediction set.

The training process also follows that of Ref. [61]. Training was done on a single Nvidia Tesla V100 32GB GPU with a batch size of 32. We use the Adam optimizer [28] set with default parameters and choose a mean squared error loss function. An initial learning rate of 0.25 is used with a 50% reduction in its value after three epochs of no improvement in total validation loss. Training is stopped if there is no decrease in total validation loss after 10 consecutive epochs, and the model with the lowest loss is saved. In total, four networks are trained – one for each experiment.

Network training time for each experiment varies due to the random initialization of the learning process. On average, the noiseless, 0.2 $\mu K$-arcmin, and 1 $\mu K$-arcmin networks each take approximately 15 hours to train and converge after about 60 epochs while the 2 $\mu K$-arcmin network takes only 7 hours and about 30 epochs on average to finish training.

While the training in this paper was done on a V100 GPU, we found using a Nvidia Tesla P100 16GB GPU with a batch size of 16 was also viable. Training with a batch size of 16 increased training time by a few hours, but the VRAM usage peaked at approximately 13.2 GB for both 3- and 4-output ResUNet-CMB models. Once the model is trained, generating a single set of predictions of the maps, $(\alpha, \kappa, \tau, E)$, on the V100 GPU with a batch size of 32 in the prediction function takes 0.005 seconds.

### IV. RESULTS

In this section we present results for the reconstructed maps, spectra, and noise curves for predictions made from the 4-output architecture and assess the performance of ResUNet-CMB. We compare the results to the predictions of the quadratic estimator and also to the 3-output network described in Ref. [61].

As previously described in Refs. [61] and [60], all of the output maps generated by the network are biased. For the rest of this paper we will refer to the outputs of the network prior to bias correction as $(\alpha^{\text{biased}}, \kappa^{\text{biased}}, \tau^{\text{biased}}, E^{\text{biased}})$, and the predicted maps after applying the bias correction described below will be labeled with a hat, e.g. $\hat{\alpha}$.

#### A. Reconstructed signal

First we examine the $\alpha$ maps reconstructed by ResUNet-CMB. Figure 2 shows the map-level $\alpha^{\text{biased}}$ predictions compared to the noiseless truth map for all four experiments. The bottom row of residual maps in the figure are defined as the truth minus the predictions. The large scale features appear to be faithfully reconstructed at all four noise levels, while only the lowest noise levels capture structure on small scales. As expected, as the instrument noise increases, the reconstruction worsens leaving larger residuals. The residual power spectrum, which we define as the power spectrum of the residual maps in Fig. 2, is an average of $14\%$ larger over the range of $56 < \ell < 560$ for the 1 $\mu K$-arcmin experiment than in the noiseless case.

Map-level results for the remaining three outputs, $(\kappa^{\text{biased}}, \tau^{\text{biased}}, E^{\text{biased}})$, are visually very similar to those found in Ref. [61] despite the additional source of statistical anisotropy. A more quantitative comparison of the predictions of the 4-output network and the 3-output network will be described in Sec. [IV D].

Next, we present the reconstructed average pseudo-power spectra for $\alpha$, $\langle C_\ell^{\text{biased}, \alpha^{\text{biased}}} \rangle$, in Fig. 3. To calculate $\langle C_\ell^{\text{biased}, \alpha^{\text{biased}}} \rangle$ for each noise level, we take the $\alpha$ predictions made on the prediction data set and find the power spectrum of each individual $\alpha^{\text{biased}}$ map. We then average over all 7000 spectra and divide the result by the mean of the squared taper applied to each map to get a rough window-corrected average spectrum. The true spectrum shown in Fig. 3 and below, is calculated by finding the power spectrum of the truth $\alpha$ maps in the prediction data set, averaging the result, and applying the same window correction. The peak of the reconstructed power is in the range $56 < \ell < 170$ for all four noise levels. At $\ell > 170$, the reconstructed power...
FIG. 2. Example ResUNet-CMB predictions of anisotropic cosmic polarization rotation $\alpha^{\text{biased}}$ from fully trained networks for each of four experimental configurations along with the noiseless true $\alpha$ map. Residual maps are computed as the truth minus the prediction.

FIG. 3. Power spectra of $\alpha^{\text{biased}}$ prediction maps from the ResUNet-CMB network averaged over the 7000 simulated CMB maps from the prediction data set for each of the four experiments (solid lines) plotted against the average power spectrum of the true $\alpha$ maps (black dashed-dot).

decreases with increasing $\ell$. As with the map-level results, the other outputs ($k^{\text{biased}}$, $\tau^{\text{biased}}$, $E^{\text{biased}}$) show reconstruction power similar to those from Ref. [61].

Finally, we compare the performance of the standard quadratic estimator in reconstructing the $\alpha$ power spectrum to the predictions of ResUNet-CMB. For the quadratic estimator we use the $EB$ estimator for anisotropic cosmic birefringence, $\hat{\alpha}_{EB}(\ell)$ (see Eqs. (3), (5), (6), and (10)), which is implemented using the software package Symlens

As previously mentioned, the direct outputs of ResUNet-CMB exhibit a multiplicative bias.

We must correct this bias in order to make comparisons with the predictions from the quadratic estimator. We follow the same steps that were used for the ResUNet lensing reconstruction by Ref. [60] and for patchy reionization in Ref. [61], modified appropriately for cosmic polarization rotation. The biased maps of each distortion field $\theta$ are rescaled by a factor

$$A_\theta^\alpha = \left[ \frac{\langle C_{\theta\theta}^{\alpha^{\text{biased}}} \rangle}{\langle C_{\theta\theta}^{\text{biased}} \rangle} \right]^{-1},$$

where the $\langle \ldots \rangle$ is an average over the entire prediction data set.

The final unbiased estimate of the anisotropic polarization rotation is given by

$$\hat{\alpha}(\ell) = A_\ell^\alpha \hat{\alpha}^{\text{biased}}(\ell).$$

The reconstructed $\alpha$ power spectrum predicted by ResUNet-CMB is then

$$C_\ell^{\hat{\alpha} \hat{\alpha}} = (A_\ell^\alpha)^2 \langle C_\ell^{\theta^{\text{biased}} \theta^{\text{biased}}} \rangle.$$ 

In Fig. 4 we compare the reconstructed $\alpha$ power spectra produced with the quadratic estimator and with

4https://github.com/simonsobs/symlens
ResUNet-CMB for all four experimental configurations and for two choices of fiducial $C^\alpha_\ell$. We start by producing a single map of $\alpha$ with a scale-invariant power spectrum $\ell^2C^\alpha_\ell/(2\pi)=0.014$ deg$^2$. A second map of $\alpha$ is produced by rescaling the first map such that it has a reduced power spectrum $\ell^2C^\alpha_\ell/(2\pi)=0.0016$ deg$^2$ but the same random fluctuations. A single realization of each of $\kappa$ and $\tau$ are also produced. Next we generate 7000 realizations of the CMB polarization. Each of these 7000 polarization maps is then rotated, modulated, and lensed by the fixed ($\alpha$, $\tau$, $\kappa$) fields and noise is added. This results in 14 000 maps of $(Q^{\text{obs}}, U^{\text{obs}})$, 7000 for each amplitude of the $\alpha$ map. We apply the quadratic estimator to each observed map, the power spectrum of each reconstructed $\alpha$ is computed, and the power spectra are averaged over the 7000 CMB realizations for each amplitude of $\alpha$ to produce the red curves shown in Fig. 4. The fully trained ResUNet-CMB is applied to the same set of maps, except that a cosine taper is applied before predictions are made. The average of the window-corrected power spectra of the bias-corrected predictions are shown in blue in Fig. 4. The process is repeated for each of the four experimental configurations we consider.

It is clear from Fig. 4 that ResUNet-CMB outperforms the standard quadratic estimator in reconstructing anisotropic cosmic birefringence, especially at low noise. The power spectra produced from the predictions of the quadratic estimator are almost independent of the true $\alpha$ spectrum, except at low experimental noise and on large scales $\ell < 200$. This is suggestive that the reconstructed power spectra from the quadratic estimator are dominated by noise rather than by signal for the configurations we considered here. On the other hand, for all but the highest noise experiment we considered, the predictions of ResUNet-CMB are clearly sensitive to the amplitude of the input signal. The ResUNet-CMB spectra also exhibit lower total (signal plus noise) power across a wide range of scales. For the 2 $\mu$K-arcmin case, the quadratic estimator and ResUNet-CMB perform nearly identically, with a reconstructed power that does not depend significantly on the signal amplitude, suggesting that the reconstruction is dominated by noise.

![Graphs showing average of reconstructed $\alpha$ power spectra produced with ResUNet-CMB (blue) and quadratic estimator (red) computed with 7000 simulated CMB maps, plotted for four experimental configurations.](image-url)
We performed a set of tests to check whether $A_\alpha^{\text{obs}}$ depends on the cosmology that is used to train the network. We trained models for different amplitudes of the birefringence spectrum and compared the value of $A_\alpha^{\text{obs}}$ from each and found them to generally agree, though there is a mild dependence of $A_\alpha^{\text{obs}}$ on the input amplitude of $C_{\ell \alpha}^{\text{obs}}$, particularly at the lowest experimental noise levels. We also checked the dependence of $A_\alpha^{\text{obs}}$ on the values of other cosmological parameters. For significant changes to the assumed cosmology, there were non-trivial changes to $A_\alpha^{\text{obs}}$. This is to be expected, since the reconstruction noise inevitably depends on the properties of the primordial CMB maps. This dependence on cosmology appears also in the normalization of the standard quadratic estimator.

When used in a likelihood analysis on real data, one could correct for the cosmology dependence of $A_\alpha^{\text{obs}}$ by accounting for how it depends upon the inputs used to train the network. A strategy to achieve this is discussed in Ref. [60] and briefly summarized here. First, the network could be trained for a set of cosmologies in the neighborhood of the best fit. The outputs of this set of trained models could be used to calculate numerical derivatives of the $A_\alpha^{\text{obs}}$ with respect to the fiducial cosmological parameters or input spectra. It would then be possible to apply a correction at every sampled point of the likelihood, as is done with the Planck lensing likelihood, for example (see Appendix C of Ref. [99]). This allows one to avoid biases that may arise from cosmology dependence of $A_\alpha^{\text{obs}}$ without having to re-train the network for each likelihood sample.

**B. Noise**

We now specify the procedure for computing the noise of the ResUNet-CMB reconstruction of cosmic polarization rotation and compare to the reconstruction noise obtained with the quadratic estimator.

The $\alpha$ reconstruction noise for ResUNet-CMB is defined in terms of the bias-corrected power spectrum as

$$N^{\alpha \alpha}_{\ell} = \langle C^{\alpha \alpha}_{\ell} \rangle - \langle C^{\alpha \alpha}_{\ell} \rangle,$$  \hspace{1cm} (20)

where the angle brackets again represent an average over the prediction data set. Using Eq. (20), we calculate the reconstruction noise power spectrum obtained with...
ResUNet-CMB for each experiment, and we show the results in Fig. 5.

We also show in Fig. 5 two estimates of the reconstruction noise using the quadratic estimator. One estimate, labeled “Lensed CMB” uses the observed CMB spectra without delensing, demodulation, or derotation. In this case, the lensing-induced $B$ modes act a source of noise for the sake of the birefringence reconstruction, and $N_{\ell}^{\alpha\alpha}$ does not decrease much with decreasing noise. For our choice of parameters, patchy reionization has only a very small effect on the reconstruction noise computed here. The other case, labeled “Iter. Delensed, Demodulated, and Derotated CMB” uses the iterative reconstruction procedure sketched in Sec. II. Decreasing the experimental noise gives significant improvements in the $\alpha$ reconstruction noise obtained with the iterative estimator. Both versions of the quadratic estimator noise are computed using $\ell_{\text{max}} = 6100$ in order to match the range of angular scales used in the simulations.

For the noiseless and 0.2 $\mu$K-arcmin experiments the ResUNet-CMB reconstruction noise follows closely the noise curve for the iterative reconstruction across a wide range of $\ell$ values. At higher noise levels, the ResUNet-CMB reconstruction noise approaches that obtained from the idealized iterative procedure over a smaller range of $\ell$, though it still outperforms the standard quadratic estimator with no delensing or derotation over a wide range of scales. These results indicate that the deep learning network is able to successfully disentangle and reconstruct the effects of $\alpha$, $\kappa$, and $\tau$ simultaneously, in a nearly optimal way.

C. Null test

A null test was performed to ensure that the ResUNet-CMB $\alpha$ estimates are due to the presence of a true signal and are not simply an artifact of the network or training process. We produce 7000 simulated CMB polarization maps, $(Q, U)$, that are modulated by $\tau$ and lensed by $\kappa$ but are not rotated (the $\alpha$ spectrum is set to zero). We add noise to these maps and use ResUNet-CMB to make predictions as previously described. The power spectra of the bias-corrected $\alpha$ predictions are averaged and the results for each experiment are plotted in Fig. 6. For comparison, we also plot the bias-corrected reconstructed power spectra predicted from maps with non-zero $\alpha$ (i.e. the bias-corrected version of the spectra shown in Fig. 3).

The reconstructed $\alpha$ power spectra from the null maps are consistent with the reconstruction noise spectra shown in Fig. 3. The bias-corrected power spectra predicted from maps with non-zero $\alpha$ are consistent with signal plus noise. We therefore see that ResUNet-CMB is performing as desired, and the network is recovering the true cosmic polarization rotation signal, rather than reproducing artifacts from the training process.

D. Comparison with the 3-output network

In this section we compare the reconstruction quality of the 3- and 4-output ResUNet-CMB networks by examining the reconstruction noise for the predictions they have in common, $\tau$ and $\kappa$. In Fig. 7 we show the reconstruction noise as calculated with Eq. (20), modified appropriately for $\tau$ and $\kappa$. The top row of figures features the $N_{\ell}^{\tau\tau}$ spectrum while the bottom row contains $N_{\ell}^{\kappa\kappa}$.

Generally, the reconstruction noise for the $\tau$ and $\kappa$ predictions made by the 3- and 4-output networks are in very close agreement. The predictions of the 0.2 $\mu$K-arcmin experiment were particularly stable, with nearly identical reconstruction noise for the two networks over the entire $\ell$ range we consider. The noiseless experiment exhibited a modest increase in $\kappa$ reconstruction noise for $\ell > 500$ with the addition of the $\alpha$ output branch.

The small scale $\tau$ predictions for the 1 $\mu$K-arcmin and 2 $\mu$K-arcmin experiments seemed to be most prominently affected by the addition of cosmic birefringence reconstruction. The 3-output network had been observed to perform worse than the quadratic estimator for these experiments on small angular scales, and the 4-output network seems to exhibit this breakdown at lower $\ell$ values. However, the $\tau$ reconstruction noise of the 3- and 4-output networks is essentially the same for $\ell < 1000$.

Figure 7 demonstrates that the $\tau$ and $\kappa$ reconstruction have similar variance in the 3- and 4-output networks over a wide range of angular scales. Despite adding another source of statistical anisotropy to the polarization maps and adding an output branch to the network to incorporate its reconstruction, the predictions of $\tau$ and $\kappa$ are mostly unaffected.
FIG. 7. Reconstruction noise power spectra of patchy reionization $\tau$ (top row) and lensing convergence $\kappa$ (bottom row) for ResUNet-CMB 3-output (blue, cyan) and 4-output (coral, red) network architectures for each of the four experimental configurations we considered along with the fiducial theory spectra (black dash-dot).

V. CONCLUSION

We extended the ResUNet-CMB architecture from Ref. [61] by adding an additional output branch to the network for the reconstruction of anisotropic cosmic polarization rotation, $\alpha(\mathbf{n})$. We showed that the ResUNet-CMB network is capable of $\alpha$ reconstruction from modulated, lensed, and rotated CMB polarization maps with a lower variance than what is achievable with the standard quadratic estimator over a wide range of angular scales. We also found the ResUNet-CMB estimates of $\alpha$ have a variance that approaches that of an idealized iterative reconstruction method. The ResUNet-CMB network is able to simultaneously reconstruct three sources of statistical anisotropy, ($\alpha$, $\kappa$, $\tau$), while out-performing the standard quadratic estimator for each output.

The success of ResUNet-CMB with reconstruction of cosmic polarization rotation demonstrates the flexibility and generalizability of the architecture. We showed how the network faithfully reconstructs the $\alpha$ signal even as we vary the amplitude of the true $\alpha$ applied to the maps. Unlike gravitational lensing, for which the power spectrum is mostly determined by cosmological parameters that are already well-measured, cosmic polarization rotation results from physics beyond the standard cosmological model, and so we only have observational upper bounds on its amplitude. It is therefore encouraging that ResUNet-CMB produces results consistent with noise when no cosmic birefringence is present in the maps, implying that it would be a viable tool to search for a first detection of anisotropic cosmic polarization rotation. Furthermore, the patchy reionization signal that we focused on in Ref. [61] can be treated as a small perturbation to the lensed CMB, since only a statistical detection would be possible even for a noiseless experiment. On the other hand, the cosmic birefringence we study here produces much larger effects on the CMB, allowing for a high signal-to-noise reconstruction of the rotation field on large angular scales. The flexibility of ResUNet-CMB is reinforced by the fact that the network is successful at reconstructing both patchy reionization and cosmic birefringence despite the differing size of their effects for the models we used.

In order to convert the 3-output model of Ref. [61] to the 4-output model studied here, the only modification to the ResUNet-CMB architecture was the addition of three convolution blocks that form an extra branch for the $\alpha$ map output. The data pipeline was altered to include the effects of cosmic birefringence, but no other major changes were required. The results show the variance on the reconstruction of $\alpha$ is smaller than that of the quadratic estimator, and the variances of the $\tau$ and $\kappa$ predictions in the 4-output network are very similar to those of the 3-output network where cosmic polarization rotation was absent.

The success of ResUNet-CMB applied to the new task of cosmic birefringence reconstruction suggests that additional inputs and outputs can straightforwardly be added to the network. Experience here shows that these additions need not drastically increase VRAM requirements. Additional inputs and outputs would enable ResUNet-CMB to be applied to searches for other sources of secondary CMB anisotropies, including those that are most easily observed by cross-correlating CMB maps with other cosmological surveys.

One limitation of ResUNet-CMB is that it produces point estimates of reconstructed maps with uncertainties that are somewhat opaque. As a result, constraining cosmological parameters using the outputs of ResUNet-CMB requires some additional care. One path forward
would be to incorporate ResUNet-CMB into a Bayesian framework capable of quantifying uncertainties like the one in Ref. 65. Alternatively, ResUNet-CMB could be used as the core component to construct a Bayesian neural network that is capable of producing a probabilistic distribution of outputs. Bayesian neural networks have a growing presence in cosmology with applications such as parameter and uncertainty estimation with the CMB [101, 102] and with strong gravitational lensing [103, 104]. Incorporating ResUNet-CMB into a Bayesian neural network would allow for predictions with well-characterized posterior probabilities.

Building on the success of Refs. 60 and 61, we showed that the ResUNet-CMB architecture can be straightforwardly modified to reconstruct anisotropic cosmic polarization rotation with better performance than the quadratic estimator. The results presented here give strong motivation to pursue additional applications of ResUNet-CMB.
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