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1. Introduction

In this paper we deal with nonautonomous Kolmogorov elliptic operators formally defined on smooth functions $\psi: \mathbb{R}^d \to \mathbb{R}$ by

$$
(\mathcal{A}\psi)(t, x) = \sum_{i,j=1}^{d} q_{ij}(t, x) D_{ij} \psi(x) + \sum_{j=1}^{d} b_j(t, x) D_j \psi(x) + c(t, x) \psi(x)
$$

$$
= \text{Tr}((Q(t, x)D^2 \psi(x))) + \langle b(t, x), \nabla \psi(x) \rangle + c(t, x) \psi(x). 
$$

(1.1)

for any $(t, x) \in I \times \mathbb{R}^d$, where $I$ is a right-halfline (possibly $I = \mathbb{R}$). In [1, 28] it has been proved that, under mild assumptions on the possibly unbounded coefficients $q_{ij}, b_i$ and $c$, an evolution operator $(G(t, s))_{t \geq s \in I}$ can be associated to the operator $\mathcal{A}$ in $C_b(\mathbb{R}^d)$: for any $f \in C_b(\mathbb{R}^d)$ and $I \ni s < t$, $G(t, s)f$ is the value at $t$ of the unique solution $u \in C([s, +\infty) \times \mathbb{R}^d) \cap C^{1,2}([s, +\infty) \times \mathbb{R}^d)$ to the Cauchy problem

$$
\begin{aligned}
D_t u &= \mathcal{A}u, & &\text{in } (s, +\infty) \times \mathbb{R}^d, \\
\quad u(s, \cdot) &= f, & &\text{in } \mathbb{R}^d.
\end{aligned}
$$

(1.2)
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which is bounded in each strip \([s, s + T] \times \mathbb{R}^d\). In Section 2 we will show how a solution to problem (1.2) with the previous properties can be obtained.

In recent years several properties of the family \(G(t, s)\) have been investigated in the space of bounded and continuous functions over \(\mathbb{R}^d\). Among all of them, uniform estimates for the derivatives of \(G(t, s)f\) have played an important role to prove existence, uniqueness and optimal Schauder estimates for the classical solution to the nonhomogeneous Cauchy problem

\[
\begin{aligned}
D_t u(t, x) &= A u(t, x) + g(t, x), \quad t \in [s, T], \quad x \in \mathbb{R}^d, \\
\phi(s, x) &= f(x), \\
\end{aligned}
\]

for any \(s \in I\) and \(T > s\). In [32], global uniform estimates for the first-, second- and third-order derivatives of \(G(t, s)f\) have been proved under growth and dissipativity assumptions on the coefficients of \(A\). Note that some dissipativity condition is necessary, as the one-dimensional example in [33] Example 5.1.12 shows. Actually, to get existence and uniqueness of the bounded solution to (1.3) which belongs to the so-called invariant measure \(\mu\) to the evolution system of measures is replaced by a one parameter family of probability measures, which exists under an additional algebraic assumption on the coefficients of the operator \(A\) and it is characterized by the invariance property

\[
\int_{\mathbb{R}^d} T(t)f d\mu = \int_{\mathbb{R}^d} f d\mu, \quad f \in C_b(\mathbb{R}^d).
\]

In the nonautonomous case the situation is quite different. Indeed, the invariant measure is replaced by a one parameter family of probability measures \(\{\mu_t : t \in I\}\), usually referred to as evolution system of measures. Whenever such a family exists, it is characterized by the property

\[
\int_{\mathbb{R}^d} G(t, s)f d\mu_t = \int_{\mathbb{R}^d} f d\mu_s, \quad I \ni s < t, \quad f \in C_b(\mathbb{R}^d).
\]

Through this formula, each operator \(G(t, s)\) can be extended to a contraction mapping \(L^p(\mathbb{R}^d, \mu_s)\) into \(L^p(\mathbb{R}^d, \mu_t)\). The following facts make the analysis of the evolution operator in these \(L^p\)-spaces much more difficult, than in the autonomous case:

- evolution systems of measures are infinitely many in general and not explicit (except in some special case);
- for different values of \(s\) and \(t\), the measures \(\mu_s\) and \(\mu_t\) differ in general: even if they are equivalent, since they are both equivalent to the Lebesgue measure, the spaces \(L^p(\mathbb{R}^d, \mu_s)\) and \(L^p(\mathbb{R}^d, \mu_t)\) are different.
Hence, to study the evolution operator $G(t,s)$ in this $L^p$-setting one cannot take advantage of the classical results, which require to work in spaces $L^p(J;X)$, where $J$ is an interval: in our situation $X$ depends on $t$!

Among the infinitely many evolution systems of measures, the “more important” ones are the tight evolution systems, where tight means that for any $\varepsilon > 0$ there exists $R_\varepsilon > 0$ such that for any $t \in I$, $\mu_t(B_{R_\varepsilon}) > 1 - \varepsilon$. The family of tight evolution system of measures reduces to a unique system when, for example, the evolution operator $G(t,s)$ satisfies the pointwise gradient estimate

$$|\nabla_x(G(t,s)f)(x)| \leq e^{\sigma(t-s)}(G(t,s)|\nabla f|(x), \quad t > s, \quad x \in \mathbb{R}^d$$

(1.5)

for any $f \in C_b^1(\mathbb{R}^d)$ and some constant $\sigma < 0$. Estimate (1.5) is the key tool to prove a lot of important properties of the evolution operator $G(t,s)$ in the $L^p$-spaces related to the tight evolution system of measures.

The aim of this paper is twofold. First, in Section 4 we prove different types of pointwise estimates for the first-, second- and third-order spatial derivatives of $G(t,s)f$. More precisely, we provide sufficient conditions for the estimates

$$|D_x^k G(t,s)f|^p \leq \Gamma_{p,k}(t-s)G(t,s)(\sum_{j=1}^k |D^j f|^2)^{\frac{p}{2}},$$

(1.6)

$$|D_x^k G(t,s)f|^p \leq \Gamma_{p,h,k}(t-s)G(t,s)(\sum_{j=0}^k |D^j f|^2)^{\frac{p}{2}},$$

(1.7)

to hold in $\mathbb{R}^d$ for any $t > s \in I$, $h \in \{0,\ldots,k\}$, $k = 1,2,3$ and $p \in (p^*,+\infty)$ for a suitable $p^* \in [1, +\infty)$, where $\Gamma_{p,k}$ and $\Gamma_{p,h,k}$ are positive functions. All of these estimates are proved by using a variant of the maximum principle for operator with unbounded coefficients and, as one expects, they are derived under more restrictive assumptions on the coefficients of $A$. We deal also with the case $p = 1$ which is much more delicate and requires stronger assumptions. Indeed, as [3] shows, the algebraic condition $D_1q_{ij} + D_2q_{ij} + D_3q_{ii} = 0$ in $I \times \mathbb{R}^d$ for any $i, j, l \in \{1,\ldots,d\}$ with $i \neq l \neq j$, is a necessary condition for (1.6) (with $k = 1$) to hold. For this reason many results are proved assuming that the diffusion coefficients do not depend on the spatial variable.

Next in Section 5 we present many interesting consequences of the previous estimates in the study of $G(t,s)$ in $L^p$-spaces. In particular, we stress the prominent role played by estimate (1.5), illustrating its main applications known in the literature. First of all, estimate (1.5) allows to prove a logarithmic Sobolev inequality for the unique tight evolution system of measures $\mu_t$, i.e., the estimate

$$\int_{\mathbb{R}^d} |f|^p \log |f|^p d\mu_t \leq \|f\|_{L^p(\mathbb{R}^d, \mu_t)}^p \log(\|f\|_{L^p(\mathbb{R}^d, \mu_t)})$$

$$+ C_p \int_{\mathbb{R}^d} |f|^{p-2} |\nabla f|^2 \chi_{\{f \neq 0\}} d\mu_t,$$

(1.8)

for any smooth enough function $f$ and some positive constant $C_p$, independent of $f$. Besides its own interest, which consists of the fact that (1.8) is the counterpart of the Sobolev embeddings which fail in the $L^p$-spaces related to the measures $\mu_t$, see Example 5.9, inequality (1.8) is crucial to deduce the hypercontractivity of the operator $G(t,s)$ in the $L^p$-spaces related to $\mu_t$. Further and stronger summability improving properties of the operator $G(t,s)$ are also investigated and, in most the cases, a characterization of them is given in [5].

In the last subsection we deal with the time behaviour of $G(t,s)f$, as $t \to +\infty$, when $f \in L^p(\mathbb{R}^d, \mu_s)$. Using the hypercontractivity of $G(t,s)$ and the Poincaré inequality in $L^2(\mathbb{R}^d, \mu_s)$, we connect the decay rate to zero of $\|G(t,s)f - f_s\|_{L^p(\mathbb{R}^d, \mu_t)}$
to the decay rate to zero of $\|\nabla_x G(t, s) f\|_{L^p(\mathbb{R}^d, \mu)}$ as $t \to +\infty$, obtaining as a consequence an exponential decay rate to zero of $\|G(t, s) f - \mathcal{T}_s f\|_{L^p(\mathbb{R}^d, \mu)}$ as $t \to +\infty$. Here, $\mathcal{T}_s$ denotes the average of $f$ with respect to $\mu_s$. All these results are based heavily on the estimate (1.5) whose validity, as already observed, is guaranteed under quite stronger assumptions on the coefficients of $\mathcal{A}$. The convergence to zero of $\|G(t, s) f - \mathcal{T}_s f\|_{L^p(\mathbb{R}^d, \mu)}$ can also be proved without assuming the validity of gradient estimates of negative type, using different argument that we present with some details. As a matter of fact, in this situation, we can not prove an exponential decay rate.

We point out that the convergence results are quite involved since the measures $\mu_s$ depend themselves explicitly on time too.

Notations. Throughout the paper we use the subscripts “b” and “c”, which stand for “bounded” and “compactly supported”. For instance, $C_b(\mathbb{R}^d)$ denotes the set of all bounded and continuous functions $f: \mathbb{R}^d \to \mathbb{R}$. We endow it with the sup-norm $\| \cdot \|_{\infty}$. For any $k > 0$ (possibly $k = +\infty$), $C^k_b(\mathbb{R}^d)$ denotes the subset of $C_b(\mathbb{R}^d)$ of all functions $f: \mathbb{R}^d \to \mathbb{R}$ that are continuously differentiable in $\mathbb{R}^d$ up to $[k]$th-order, with bounded derivatives and such that the $[k]$th-order derivatives are $(k - [k])$-Hölder continuous in $\mathbb{R}^d$. $C^k_b(\mathbb{R}^d)$ is endowed with the norm $\|f\|_{C^k_b(\mathbb{R}^d)} := \sum_{|\alpha| \leq [k]} \|D^\alpha f\|_\infty + \sum_{|\alpha| = [k]} \|D^\alpha f\|_{C^k_{\text{loc}}(\mathbb{R}^d)}$. For any domain $D \subset \mathbb{R}^{d+1}$ and $\alpha \in (0, 1)$, $C^{\alpha/2, \infty}(D)$ denotes the set of all Hölder-continuous functions with respect to the parabolic distance of $\mathbb{R}^{d+1}$. Similarly, for any $h, k \in \mathbb{N} \cup \{0\}$ and $\alpha \in [0, 1)$, $C^{h+\alpha/2, k+\alpha}(D)$ denotes the set of all functions $f: D \to \mathbb{R}$ which (i) are continuously differentiable in $D$ up to the $h$th-order with respect to time variable, and up to the $k$th-order with respect to the spatial variables, (ii) the derivatives of maximum order are in $C^{\alpha/2, \infty}(D)$ (here, $C^{0,0} := C$). By $C^k_{\text{loc}}$ we denote the set of all functions $f : D \to \mathbb{R}$ which are in $C^{h+\alpha/2, k+\alpha}(D_0)$ for any compact set $D_0 \subset D$. For any measure positive $\mu$, the Sobolev space $W^{k,p}(\mathbb{R}^d, \mu)$ ($k \in \mathbb{N} \cup \{0\}$, $p \in [1, +\infty]$) is the set of all functions $f \in L^p(\mathbb{R}^d, \mu)$, whose distributional derivatives up to the $k$-th-order are in $L^p(\mathbb{R}^d, \mu)$. It is normed by setting $\|f\|_{W^{k,p}(\mathbb{R}^d, \mu)} = \sum_{j=0}^k \|D^j f\|_{L^p(\mathbb{R}^d, \mu)}$. When $\mu$ is the Lebesgue measure we simply write $W^{k,p}(\mathbb{R}^d)$.

For any real function $f$ we denote by $f^+$ and $f^-$ respectively its positive and negative part. Finally, by $B_r$ and $I$ we denote, respectively, the open ball in $\mathbb{R}^d$ centered at the origin with radius $r$ and the function identically equal to one in $\mathbb{R}^d$.

2. Main assumptions and preliminaries

Throughout the paper, we assume the following conditions on the coefficients of the operator $\mathcal{A}$ in (1.4).

**Hypotheses 2.1.**

(i) $q_{ij}, b_i, c$ belong to $C^{\alpha/2, \alpha}_{\text{loc}}(I \times \mathbb{R}^d)$ for some $\alpha \in (0, 1)$ and any $i, j = 1, \ldots, d$;

(ii) the matrix $Q(t, x)$ is symmetric for any $(t, x) \in I \times \mathbb{R}^d$ and $\nu_0 := \inf_{t \times \mathbb{R}^d} \nu > 0$ where $\nu(t, x)$ is the minimum of the eigenvalues of $Q(t, x)$;

(iii) $c_0 := \sup_{t \times \mathbb{R}^d} \epsilon < +\infty$;

(iv) there exist a positive function $\varphi : \mathbb{R}^d \to \mathbb{R}$ blowing up as $|x|$ tends to $+\infty$, and, for any $[a, b] \subset I$, a positive constant $\lambda_{a,b}$ such that $\mathcal{A}_\varphi \leq \lambda_{a,b} \varphi$ in $[a, b] \times \mathbb{R}^d$.

Under the previous set of assumptions in (2.3) it has been proved that, for any $f \in C_b(\mathbb{R}^d)$ and $s \in I$, the Cauchy problem (1.2) admits a unique solution $u \in C([s, +\infty) \times \mathbb{R}^d) \cap C^1(\mathbb{R}^d)$ (a so-called *classical solution*) which is bounded in the strip $[s, T] \times \mathbb{R}^d$ for any $T > s$. In addition, $u$ satisfies the estimate

$$\|u(t, \cdot)\|_\infty \leq e^{c_0(t-s)} \|f\|_\infty, \quad t > s. \quad (2.1)$$
Actually, the existence of a solution to problem (1.2) can be proved also without Hypothesis (2.1)(iv) (which is used to prove the uniqueness of the solution) as the following lemma shows.

**Lemma 2.2.** Under Hypotheses (2.1)(i)-(iii), for any \( f \in C_b(\mathbb{R}^d) \) the Cauchy problem (1.2) admits a solution \( u \in C([s, +\infty) \times \mathbb{R}^d) \cap C^{1,2}((s, +\infty) \times \mathbb{R}^d) \), which satisfies estimate (2.1).

**Proof.** For any \( n \in \mathbb{N} \) and any nonnegative function \( f \in C_b(\mathbb{R}^d) \), consider the Cauchy-Dirichlet problem

\[
\begin{align*}
D_t u &= \mathcal{A}u, & (s, +\infty) \times B_n, \\
\frac{\partial u}{\partial x_i} &= 0, & (s, +\infty) \times \partial B_n, \\
u(s, \cdot) &= f, & B_n.
\end{align*}
\]

It is well known that, for any \( n \in \mathbb{N} \), the previous Cauchy problem admits a unique classical solution \( u_n \), and it satisfies the estimate

\[
\|u_n(t, \cdot)\|_{C(\overline{B_n})} \leq e^{c_1(t-s)}\|f\|_\infty, \quad t > s.
\]

As it is immediately seen, the function \( w_n = u_n - u_{n+1} \) satisfies the inequality

\[
D_t w_n - \mathcal{A}w_n = 0 \quad \text{in} \quad (s, +\infty) \times B_n,
\]

and it satisfies the inequality

\[
D_t w_n - \mathcal{A}w_n = 0 \quad \text{in} \quad (s, +\infty) \times B_n.
\]

The classical maximum principle shows that \( u_n \leq u_{n+1} \) in \( (s, +\infty) \times B_n \). Hence, for any \( (t, x) \in (s, +\infty) \times \mathbb{R}^d \), the sequence \( (u_n(t, x)) \) converges. We can thus define a function \( u : (s, +\infty) \times \mathbb{R}^d \rightarrow \mathbb{R} \) by setting \( u(t, x) = \lim_{n \to +\infty} u_n(t, x) \) for any \( (t, x) \in (s, +\infty) \times \mathbb{R}^d \). Clearly, \( u \) satisfies (2.1). On the other hand, the convergence is also in \( C^{1,2}([a, b] \times K) \) for any pair of compact sets \( [a, b] \subset (s, +\infty) \) and \( K \subset \mathbb{R}^d \) as a consequence of the classical interior Schauder estimates (see e.g., [11]). This implies that \( u \) solves the differential equation in (1.2).

Let us prove that \( u \) can be extended to \( (s, +\infty) \times \mathbb{R}^d \) with a continuous function and \( u(s, \cdot) = f \). We use a localization argument and, to avoid cumbersome notation, we denote simply by \( C \) a positive constant, which may depend on \( m \) but is independent of \( k \), and may vary from line to line. We fix \( m \in \mathbb{N} \) and a smooth function \( \vartheta \) such that \( \chi_{B_m} \leq \vartheta \leq \chi_{B_{m+1}} \). If \( k > m \) then the function \( v_k = \vartheta u_k \) belongs to \( C((s, +\infty) \times \overline{B_{m+1}}) \) and solves the Cauchy-Dirichlet problem

\[
\begin{align*}
D_t v_k &= \mathcal{A}v_k - \vartheta k, & (s, +\infty) \times B_{m+1}, \\
v_k &= 0, & (s, +\infty) \times \partial B_{m+1}, \\
v_k(s, \cdot) &= 0, & B_{m+1},
\end{align*}
\]

where \( v_k = 2(Q\nabla_x u_k, \nabla \vartheta) + u_k \text{Tr}(QD_y \vartheta) + u_k(b, \nabla \vartheta) \). The solution to the previous nonhomogeneous Cauchy problem is given by the variation-of-constants formula

\[
v_k(t, \cdot) = G_{m+1}(t, s) f - \int_s^t G_{m+1}(r, s) \vartheta_k(r, \cdot) dr,
\]

where \( G_{m+1} \) denotes the evolution operator associated with the realization in \( C_b(B_{m+1}) \) of the operator \( \mathcal{A} \) with homogenous Dirichlet boundary conditions.

Since \( v_k = u_k \) in \( (s, +\infty) \times B_m \), if \( x \) belongs to \( B_m \) then it holds that

\[
|u_k(t, x) - f(x)| \leq |(G_{m+1}(t, s) f)(x) - f(x)| + \int_s^t |(G_{m+1}(r, s) \vartheta_k(r, \cdot))(x)| dr,
\]

which implies that

\[
|u(t, x) - f(x)| \leq |(G_{m+1}(t, s) f)(x) - f(x)|
\]

\[\text{Actually, the interior Schauder estimates imply via a compactness argument that a subsequence (u_{n_k}) converges in C^{1,2}([a, b] \times K) and the pointwise convergence of (u_n) shows that, in fact, all the sequence u_n converges in C^{1,2}([a, b] \times K).}\]
and it is now clear that the integral term in the right-hand side of (2.4) vanishes
nonnegative functions
Moreover, the estimates in [22, Theorem 3.5] and (4.2) show that
follows that
we can straightforwardly estimate
\[
|\psi_k(t, x)| \leq C(e^{\alpha(t-s)}\|f\|_{\infty} + \|\nabla_x u_k(t, \cdot)\|_{L^\infty(B_{m+1})}), \quad t > s, \ x \in B_{m+1}.
\]

(2.5)
Moreover, the estimates in [22, Theorem 3.5] and (4.2) show that \(|\nabla_x u_k(t, x)| \leq C((t-s)^{-1/2}\|f\|_{\infty} \text{ for any } t \in (s, s+1] \text{ and } x \in B_{m+1}.
Combining this estimate and (2.5) we deduce that \(|\psi_k(t, x)| \leq C((t-s)^{-1/2}\|f\|_{\infty} \text{ for any } (t, x) \in (s, s+1] \times B_{m+1},
and \ k > m. Since \|G_{m+1}(t, s)\|_{L(C_0(\mathbb{R}^d))} \leq C_s(t-s)\|f\|_{\infty} \text{ for any } x \in \mathbb{R}^d,\text{ we thus}
follows that \(\|G_{m+1}(r, s)\psi_k(r, \cdot)\|_{\mathbb{R}^d} \leq C(r-s)^{-1/2} \text{ for any } (r, x) \in (s, s+1] \times B_{m+1},
and it is now clear that the integral term in the right-hand side of (2.4) vanishes
as } \ t \to s^{+}, \text{ uniformly with respect to } \ k.

By the arbitrariness of \ m \ we have so proved the assertion of the theorem for
nonnegative functions \ f \in C_b(\mathbb{R}^d).

For a general \ f \in C_b(\mathbb{R}^d) \ we split \ f \ = \ f^{+} - f^{-} \ and observe that the solution to problem (2.2) is the sum of the solutions \ u_{n,+} \ and \ u_{n,-} \ of this problem
corresponding to \ f^{+} \ and \ f^{-} \ respectively. Since the sequences \ (u_{n,+}) \ and \ (u_{n,-})
converge to the solutions to problem (1.2) with \ f \ replaced respectively by \ f^{+} \ and \ f^{-}, \ u_n \ converges pointwise to a solution \ u \ to problem (1.2) which belongs to
\(C((s, +\infty) \times \mathbb{R}^d) \cap C^1((s, +\infty) \times \mathbb{R}^d) \) and satisfies estimate (2.1). This completes
the proof.

\[\square\]

Remark 2.3. Some remarks are in order.

(i) If \ f \geq 0, \ then the solution to problem (1.2) is the minimal among all the
solutions which belong to \(C((s, +\infty) \times \mathbb{R}^d) \cap C^1((s, +\infty) \times \mathbb{R}^d) \) \ and are bounded
in each strip \([s, T] \times \mathbb{R}^d). \text{ Indeed, if } w \text{ is any other solution, then, for any } n \in \mathbb{N} \text{, the function } z = w - u_n \text{ (where } u_n \text{ is as in the proof of the previous theorem) solves the equation } D_t z = \mathcal{A} z, \ (z(0, \cdot) = 0 \text{ and } z \text{ is nonnegative on } (s, +\infty) \times \partial B_n. \text{ The maximum principle in [20] and [21] Theorem A.2) implies that } z \geq 0, \text{ i.e., } u_n \leq w \text{ in } (s, +\infty) \times B_n. \text{ Letting } n \to +\infty \text{ we conclude that } u \leq w \text{ in } (s, +\infty) \times \mathbb{R}^d.

(ii) Hypothesis (2.1)(iii) can not be avoided. Indeed, let us consider the one dimensional autonomous operator \(\mathcal{A} = D_{xx} + c \) and assume that \(c(x) \text{ diverges to } +\infty \text{ as } x \to +\infty.
\text{ Fix } n \in \mathbb{N}, \text{ let } M_n > 0 \text{ be such that } c(x) > n \text{ for any } x \in (M_n, +\infty) \text{ and suppose that } u \in C^1((0, +\infty) \times \mathbb{R}) \cap C^1([0, +\infty) \times \mathbb{R}) \text{ solves the equation } D_t u = \mathcal{A} u \text{ in } (0, +\infty) \times \mathbb{R}, \text{ u(0, \cdot) = 1 in } \mathbb{R} \text{ and } u(t, \cdot) \text{ is bounded in } \mathbb{R} \text{ for any } t > 0. \text{ Then, } D_t u \geq D_{xx} u + nu \text{ in } (0, +\infty) \times (M_n, +\infty). \text{ A comparison argument (see [20] and [21] Theorem A.2) shows that } u(t, x) \geq e^{nt} v(t, x - M_n) \text{ for any } (t, x) \in (0, +\infty) \times (M_n, +\infty), \text{ where } v \text{ is the unique bounded classical solution to the Cauchy-Dirichlet problem }
\begin{align*}
D_t v(t, x) &= D_{xx} v(t, x), \quad t \in (0, +\infty), \quad x \in (0, +\infty), \\
v(t, 0) &= 0, \quad t \in (0, +\infty), \\
v(0, x) &= 1, \quad x \in (0, +\infty).
\end{align*}
\text{ It thus follows } \|u(t, \cdot)\|_{\mathbb{R}^d} \geq e^{nt} v(t, 1) \text{ for any } n \in \mathbb{N} \text{ and } t \in (0, +\infty). \text{ Since } v(t, 1) > 0 \text{ for any } t > 0, \text{ letting } n \text{ tend to } +\infty \text{ in the last inequality we get to a contradiction.}

(iii) Hypothesis (2.1)(iv) is used to prove a variant of the classical maximum principle (see [21] [25]). Without such an assumption, the Cauchy problem (1.2) may
admit more than a unique solution \( u \in C^{1,2}((s, +\infty) \times \mathbb{R}^d) \cap C([s, +\infty) \times \mathbb{R}^d) \) which is bounded in \([s, T] \times \mathbb{R}^d\) for any \( T > s\). This was known since the middle of the last century in the one-dimensional case. Indeed, Feller provided in [20] a complete characterization of the operators \( \mathcal{A} = qD_{xx} + bD_x \) for which the elliptic equation \( \lambda u - \mathcal{A}u = f \in C_0(\mathbb{R}) \) admits does not admit for \( \lambda > 0 \) a unique solution \( u \in C_0(\mathbb{R}) \cap C^2(\mathbb{R}) \). The characterization is given in term of integrability properties at infinity of the functions \( Q \) and \( R \) defined by

\[
Q(x) = \frac{1}{q(x)} W(x) \int_0^x W(s)ds, \quad R(x) = W(x) \int_0^x \frac{1}{q(s)} W(s)ds
\]

for any \( x \in \mathbb{R} \), where \( W \) is, up to a multiplicative constant, the wronskian determinant associated to the ordinary differential operator \( qD_{xx} + bD_x \) i.e.,

\[
W(x) = \exp \left(-\int_0^x \frac{b(s)}{q(s)} ds\right), \quad x \in \mathbb{R}.
\]

It turns out that the above elliptic equation admits a unique bounded solution \( u \in C^2(\mathbb{R}) \) for any \( f \in C_0(\mathbb{R}) \) if and only if \( R \) is not integrable either in a neighborhood of \(-\infty\) and in a neighborhood of \(+\infty\). On the other hand, if \( R \) is integrable both in a neighborhood of \(+\infty\) and in a neighborhood of \(-\infty\), then all the solutions of the equation \( \lambda u - qu'' - bu' = f \in C_0(\mathbb{R}) \) are bounded.

Based on this remark, consider the operators \( \mathcal{A}_+ = D_{xx} + x^2D_x \) and \( \mathcal{A}_- = D_{xx} - x^3D_x \). In the first case,

\[
Q_+(x) = e^{x^2/4} \int_0^x e^{-t^2/4} dt, \quad R_+(x) = e^{-x^2/4} \int_0^x e^{t^2/4} dt
\]

for any \( x \in \mathbb{R} \). The function \( R_+ \) belongs to \( L^1((0, \infty)) \cap L^1((0, \infty)) \) and consequently, for any \( f \in C_0(\mathbb{R}^d) \), the equation \( u - \mathcal{A}_+ u = f \in C_0(\mathbb{R}) \) admits infinitely many bounded solutions \( v \in C^2(\mathbb{R}) \). From any of such solution we obtain a solution \( u \) of the parabolic equation \( D_t u - \mathcal{A} u = 0 \) which belongs to \( C^{1,2}([s, +\infty) \times \mathbb{R}^d) \) and is bounded in any strip \([s, T] \times \mathbb{R}^d\), simply by considering the function \( u \) defined by \( u(t, x) = e^{-t}v(x) \) for any \((t, x) \in [s, +\infty) \times \mathbb{R}^d\).

Hypothesis [2.1(iv) ] is not satisfied by operator \( \mathcal{A}_- \).

On the other hand, if we consider the operator \( \mathcal{A}_- \) then the function \( \varphi : \mathbb{R} \to \mathbb{R} \) defined by \( \varphi(x) = 1 + x^2 \) for any \( x \in \mathbb{R} \) satisfies Hypothesis [2.1(iv) ] and the Cauchy problem [1.2] is uniquely solvable for any \( f \in C_0(\mathbb{R}) \).

In the rest of this paper we will always assume that Hypotheses [2.1] hold true. In view of Lemma [2.2] and Remark [2.3](iii), we can associate a family of bounded operators in \( C_0(\mathbb{R}^d) \) to the operator \( \mathcal{A} \) for any \( f \in C_0(\mathbb{R}^d) \) and \( I \ni s < t \), \( G(t, s)f \) is the value at \( t \) of the unique classical solution to problem [1.2]. Estimate [2.4] guarantees that each operator \( G(t, s) \) is bounded in \( C_0(\mathbb{R}^d) \) and, again the variant of the classical maximum principle yields the evolution law \( G(t, s) = G(t, r)G(r, s) \) for any \( I \ni s < r < t \).

As it has been proved in [1], a Green kernel can be associated with the evolution operator \( G(t, s) \), i.e., there exists a function \( g : \{(t, s) \in I \times I : t > s\} \times \mathbb{R}^d \times \mathbb{R}^d \to (0, +\infty) \) such that

\[
(G(t, s)f)(x) = \int_{\mathbb{R}^d} f(y)g(t, s, x, y)dy, \quad t > s \in I, \ x, y \in \mathbb{R}^d, \ f \in C_0(\mathbb{R}^d).
\]

For any fixed \( s, t \) and \( x \), the function \( g(t, s, x, \cdot) \) belongs to \( L^1(\mathbb{R}^d) \) and its \( L^1 \)-norm is bounded from above by \( e^{\omega(t-s)} \). In particular, if \( c \equiv 0 \), then \( g(t, s, x, y)dy \) is a
probability measure. From (2.6) it follows immediately that
\[ [G(t,s)(fg)](x) \leq ([G(t,s)f^p](x))^\frac{1}{p}([G(t,s)g]^q(x))^\frac{1}{q}, \quad t > s \in I, \ x \in \mathbb{R}^d, \] (2.7)
for any \( f, g \in C_b(\mathbb{R}^d) \) and \( p, q \in (1, +\infty) \) such that \( 1/p + 1/q = 1 \). Moreover,
\[ (G(t,s)f)(x) \leq [(G(t,s)f^p)]^\frac{1}{p}, \quad t > s \in I, \ x \in \mathbb{R}^d, \ f \in C_b(\mathbb{R}^d), \] (2.8)
for any \( p \in (1, +\infty) \), if \( c_0 \leq 0 \). For estimates for the Green function \( g \), we refer the reader to [29, 30].

3. Uniform estimates for the spatial derivatives of \( G(t,s)f \) and consequences

One powerful tool used to prove estimates for the derivatives of solutions to Cauchy problems (mainly in the whole space) is the well celebrated Bernstein method (see [11]) which goes back to 1906, and the reiteration theorem (see [40]). The Bernstein method, used in the case of bounded coefficients, works well also in the case of unbounded coefficients, provided suitable both algebraic and growth conditions on the coefficients of the operator \( A \) are prescribed. More precisely, assume that

**Hypotheses 3.1.**

(i) the coefficients \( q_{ij}, b_j \ (i, j = 1, \ldots, d) \) and \( c \) belong to \( C^{\alpha/2,k+\alpha}_{loc}(I \times \mathbb{R}^d) \);
(ii) there exist two locally bounded functions \( C_1, C_2 : I \to \mathbb{R} \) such that
\[ |Q(t,x) + \text{Tr}(Q(t,x))| \leq C_1(t)(1 + |x|^2)\nu(t,x), \]
\[ |b(t,x)| \leq C_2(t)(1 + |x|^2)\nu(t,x), \]
for any \( t \in I \) and \( x \in \mathbb{R}^d \);
(iii) there exist a locally bounded function \( C : I \to \mathbb{R} \) and functions \( r_0, r, \varrho : I \times \mathbb{R}^d \to \mathbb{R} \), with \( \inf_{(a,b) \in I \times \mathbb{R}^d} \varrho > 0 \) for any \( (a,b) \subset I \) such that \( |(\text{Jac}_x b)(\xi_1, \xi)| \leq r_0|\xi|^2, |D^2_{\xi_1} b_{ij}| \leq C_\varrho, |D^2_{\xi_1} b_j| \leq r, |D^2_\xi c| \leq \varrho \) in \( I \times \mathbb{R}^d \) for any \( \{0,2\} \neq \beta \leq k, 1 < |\beta| \leq k, 0 \leq |\eta| \leq k, i, j = 1, \ldots, d \) and \( \xi, \xi_1 \in \mathbb{R}^d \);
(iv) there exist locally bounded positive functions \( L_1, L_2, L_3 \) such that \( r_0 + L_2 + L_3 \leq M \nu \) in \( I \times \mathbb{R}^d \), where \( L_1 = 0, L_2 = d^{3/2}/\sqrt{\mathcal{S}}, L_3 = 2/\sqrt{\mathcal{S}} \) if \( d = 1 \) and \( L_3 = \sqrt{d^3(d+1)/3} \) otherwise;
(v) if \( k \geq 2 \) then there exists a locally bounded function \( K : I \to \mathbb{R} \) such that
\[ \sum_{i,j,h,k=1}^d D_{hk} q_{ij} a_{ij} a_{hk} \leq K \nu \sum_{h,k=1}^d a_{hk}^2 \]
in \( I \times \mathbb{R}^d \), for any symmetric matrix \( A = (a_{hk}) \) and any \( (t,x) \in I \times \mathbb{R}^d \).

Then, the Bernstein method allows to prove the following result.

**Theorem 3.2** (Theorem 2.4 of [32]). Let Hypotheses 3.1\((k)\) be satisfied. Then, for any \( I \ni s < t \) and \( f \in C_b(\mathbb{R}^d) \), the function \( G(t,s)f \) belongs to \( C^k_b(\mathbb{R}^d) \). Moreover, for any \( h, m \in \mathbb{N} \), with \( h \leq m \leq k \) it holds that
\[ \|G(t,s)f\|_{C^m_b(\mathbb{R}^d)} \leq C_{h,m}(t-s)^{-\frac{hm}{m-h}}\|f\|_{C^h_b(\mathbb{R}^d)}, \quad t \in (s, T), \] (3.1)
for any \( f \in C^h_b(\mathbb{R}^d) \) and a positive constant \( C_{h,m} \), independent of \( s, T \) and \( f \).

The reiteration theorem allows to extend the validity of estimate (3.1) to the case when \( h \) and \( m \) are not integers. Finally, the evolution law allows to extend
to any \( t > s \) up to adding an exponential factor \( e^{\omega_{h,m}(t-s)}\) in its right-hand side, for some nonnegative constant \( \omega_{h,m} \), i.e., one can prove that 
\[
|G(t, s)|_{C^m_h(\mathbb{R}^d)} \leq C_{h,m} e^{\omega_{h,m}(t-s)}(t-s)^{-\frac{m}{2}} \| f \|_{C^m_b(\mathbb{R}^d)}, \quad s < t,
\]
for any \( m \in (0, k) \), \( f \in C^m_b(\mathbb{R}^d) \). For further details, we refer the reader to [32].

Using the above uniform estimates one can prove the following optimal Schauder estimates for the solution to the Cauchy problem \([1,3]\).

**Theorem 3.3** (Theorem 2.7 of [32]). Let Hypotheses 3.1(3) be satisfied. Fix \( \theta \in (0, 1) \), \( s \in I \), \( g \in C([s,T] \times \mathbb{R}^d) \), such that \( \sup_{t \in [s,T]} \| g(t, \cdot) \|_{C^2_b(\mathbb{R}^d)} < +\infty \), and \( f \in C^{2+\theta}_b(\mathbb{R}^d) \). Then, problem \([1,3]\) admits a unique solution \( u \in C_0([s,T] \times \mathbb{R}^d) \cap C^{1,2}(s,T) \times \mathbb{R}^d \). Moreover, \( u(t, \cdot) \in C^{2+\theta}_b(\mathbb{R}^d) \) for any \( t \in [s,T] \) and there exists a positive constant \( C_0 \) such that 
\[
\sup_{t \in [s,T]} \| u(t, \cdot) \|_{C^{2+\theta}_b(\mathbb{R}^d)} \leq C_0 \left( \| f \|_{C^{2+\theta}_b(\mathbb{R}^d)} + \sup_{t \in [s,T]} \| g(t, \cdot) \|_{C^2_b(\mathbb{R}^d)} \right).
\]

**Proposition 3.4.** Under Hypotheses 3.1(k), if \( f \in C^m_b(\mathbb{R}^d) \), then all the spatial derivatives of \( G(\cdot, s) f \) up to the order \( k \) are continuous in \([s, +\infty) \times \mathbb{R}^d\).

**Proof.** Since the arguments used are independent of \( k \), to fix the ideas we consider the case \( k = 3 \). Clearly, we have just to prove the continuity on \([s, +\infty) \times \mathbb{R}^d\) of the spatial derivatives up to the third-order of the function \( G(\cdot, s) \), since their continuity in \([s, +\infty) \times \mathbb{R}^d\) is a classical result (see e.g., [22]).

The proof is based on a localization argument as in the proof of Lemma [22]. We fix \( x_0 \in \mathbb{R}^d \) and \( m \in \mathbb{N} \) such that \( x_0 \in B_m \) and consider a smooth cut-off function \( \vartheta \) supported in \( B_{m+1} \) and identically equal to 1 in \( B_m \). Arguing as in the proof of Lemma [22] we immediately see that 
\[
u(t, \cdot) = G_{m+1}(t, s)(\vartheta f) + \int_s^t G_{m+1}(t, r) \psi(r, \cdot) dr = u_1(t, \cdot) + u_2(t, \cdot)
\]
in \( B_m \), for any \( t \in (s, +\infty) \), where \( \psi = -G(\cdot, s) f(A - c) \vartheta - 2(Q \nabla_x G(\cdot, s) f, \nabla \vartheta) \).

By classical results, the function \( u_1 \) and its spatial derivatives up to the third order are continuous in \([s, +\infty) \times B_{m+1}\). As far as \( u_2 \) is concerned, we observe that there exists a positive constant \( C \), depending also on \( s \), such that 
\[
\| G_{m+1}(t, s) \psi \|_{C^3(\mathbb{R}^d)} \leq \frac{C}{\sqrt{t-s}} \| \psi \|_{C^2(B_{m+1})}, \quad t \in (s, s + 1),
\]
for any \( \psi \in C^2(B_{m+1}) \). Since \( \| \psi(r, \cdot) \|_{C^3(\mathbb{R}^d)} \leq \bar{C} \| G(t, \cdot) f \|_{C^3(B_{m+1})} \), using Theorem [32] we immediately deduce that 
\[
\| \psi(r, \cdot) \|_{C^3(B_{m+1})} \leq \tilde{C} \| f \|_{C^3(B_{m+1})}\]
for any \( r \in (s, s + 1) \), where \( \bar{C} \) and \( \tilde{C} \) are positive constants independent of \( r \). Thus, we conclude that 
\[
\| u_2(t, \cdot) \|_{C^3(B_{m+1})} \leq \int_s^t \| G_{m+1}(t, r) \psi(r, \cdot) \|_{C^3(B_{m+1})} dr \\
\leq \frac{CC}{\sqrt{t-s}} \int_s^t (t-r)^{-\frac{3}{2}} dr \\
= 2\bar{C}\tilde{C} \| f \|_{C^3(B_{m+1})} \sqrt{t-s}
\]
for any \( t \in (s, s + 1) \). Hence, letting \( t \to s^+ \) we conclude that \( u(t, \cdot) \) and its spatial derivatives up to the third order vanish uniformly in \( B_m \) as \( t \to s^+ \). By the arbitrariness of \( m \) the claim follows.

---

\(^3\)Clearly, this method is too rough to provide us with the best constant \( \omega_{h,m} \). Different arguments are used to improve the asymptotic behaviour of the derivatives of the function \( G(t, s) f \), as we will see in Section 5.
4. Pointwise Estimates for the Derivatives of $G(t,s)f$

The pointwise gradient estimates for $G(t,s)f$ plays an important role in the study of many properties of the evolution operator, as we have already stressed in the Introduction. All these properties will be investigated in Section 5. Here, we prove some pointwise estimates for the derivatives (up to the third order) of $G(t,s)f$.

Throughout this section, we assume the following set of assumptions.

**Hypotheses 4.1.** Hypotheses 3.1(k) are satisfied with the following differences:

- $|D^2q_{ij}| \leq C\nu^\gamma$ in $I \times \mathbb{R}^d$ for any $i,j = 1, \ldots, d$, some positive constant $C$ and some $\gamma \in (0,1)$;
- $r_0 + L_\nu r + L_\rho^2 \leq M\nu^\gamma$ in $I \times \mathbb{R}^d$ for any $k = 1,2,3$ and some constants $L > 0$ and $M \in \mathbb{R}$, where the constant $L_k$ is defined in Hypothesis 3.1(k)(iv);
- Hypothesis 3.1(k)(v) is satisfied with $K\nu$ being replaced by $K\nu^\gamma$, $K$ being a real constant.

The scheme of this section is the following: first we prove estimate (1.7) (with $h = k$) for any $k = 1,2,3$ and $p \in (1, +\infty)$. Next, strengthening the assumptions on the coefficients of the operator $A$ we prove (1.6). Note that if this estimate holds true, then, taking as $f = \mathds{1}$, we conclude that $\nabla x G(t,s)\mathds{1}$ identically vanishes in $\mathbb{R}^d$, that is $G(t,s)\mathds{1} = \psi(t)$ for any $t > s$ and some function $\psi \in C((s, +\infty)) \cap C^1((s, +\infty))$, which solves the equation $\psi'(t) = c(t,x)\psi(t)$ and satisfies the condition $\psi(s) = 1$. Since $G(t,s)\mathds{1}$ is positive in $(s, +\infty) \times \mathbb{R}^d$, it follows that $\psi(t)$ is positive for any $t > s$. We thus conclude that $c(t,x) = \psi'(t)/\psi(t)$ for any $(t,x) \in (s, +\infty) \times \mathbb{R}^d$, i.e., $c$ is independent of $x$. Hence, if $u$ solves the Cauchy problem (1.2), then the function $w : [s, +\infty) \times \mathbb{R}^d \to \mathbb{R}$, defined by

$$w(t,x) = \exp\left(-\int_s^t c(r)dr\right)u(t,x), \quad (t,x) \in [s, +\infty) \times \mathbb{R}^d,$$

has the same degree of smoothness of the function $u$ and solves the Cauchy problem (1.2) with $A$ being replaced by the operator $A_0 = \text{Tr}(QD^2) + \langle b, \nabla \rangle$. For this reason in the proof of Theorem 4.6 we confine ourselves to the case when $c \equiv 0$.

Next, we deal with the case $p = 1$ in (1.6). As it has been explained in the Introduction, to get such an estimate we require that the diffusion coefficients do not depend on the space variable. Finally, we prove estimate (1.7) with $h = k - 1$ and $k = 1,2,3$, showing that $\Gamma_{p,k-1,k}(r) \sim c_{p,k}r^{-p/2}$ as $r \to 0^+$, for some positive constant $c_{p,k}$. As a byproduct, estimate (1.7) follows in its full generality. In particular, $\Gamma_{p,h,k}(r) \sim c_{p,k}r^{(k-h)p/2}$ as $r \to 0^+$, for some positive constant $c_{p,k}$. All these estimates have been proved in [15] in the autonomous case when $c \equiv 0$.

To prove the above estimates in the general case we need a preliminary result.

**Lemma 4.2.** Let the sequence $(c_n) \subset C^{\alpha/2,\alpha}_{\text{loc}}(I \times \mathbb{R}^d) \cap C_0(I \times \mathbb{R}^d)$ converges to $c$ locally uniformly in $(s, +\infty) \times \mathbb{R}^d$ as $n$ tends to $+\infty$ and $c_n(t,x) \leq M$ for any $n \in \mathbb{N}$, $(t,x) \in (s, +\infty) \times \mathbb{R}^d$ and some constant $M$. For any $n \in \mathbb{N}$, $s \in I$ and $f$ in $C_C(\mathbb{R}^d)$, let $u_n$ solve the Cauchy problem

$$\begin{cases}
    D_t u = \text{Tr}(QD^2 u) + \langle b, \nabla x u \rangle + c_n u, & \text{in } (s, +\infty) \times \mathbb{R}^d, \\
    u(s, \cdot) = f, & \text{in } \mathbb{R}^d.
\end{cases}
$$

(4.1)

Further, denote by $u \in C_0((s, +\infty) \times \mathbb{R}^d) \cap C^{1+\alpha/2,\alpha}_{\text{loc}}((s, +\infty) \times \mathbb{R}^d)$ the solution to the Cauchy problem (1.2), provided by Lemma 2.2. Then $u_n$ converges to $u$ in $C^{1,2}([a,b] \times K)$ for any $[a,b] \subset (s, +\infty)$ and any compact set $K \subset \mathbb{R}^d$. 

Finally, if Hypothesis 3.1(1)(i) is satisfied, \( c_n \in C^{\alpha/2,1+\alpha}_{\text{loc}}(I \times \mathbb{R}^d) \) and \( \nabla_x c_n \) converges to \( \nabla c \) locally uniformly in \( I \times \mathbb{R}^d \), then \( D^3_{ijh} u_n \) converges to \( D^3_{ijh} u \) locally uniformly in \((s, +\infty) \times \mathbb{R}^d\) for any \( i, j, h = 1, \ldots, d \).

*Proof.* The proof of the first part follows the same lines as in the proof of Lemma 2.2; hence, we just sketch it. By Lemma 2.2, the Cauchy problem (1.1) admits, for any \( n \in \mathbb{N} \) a solution \( u_n \) which satisfies the estimate

\[
\|u_n(t, \cdot)\|_{\infty} \leq e^{M(t-s)}\|f\|_{\infty}, \quad t > s,
\]

(4.2)

where \( M \) is as in the statement. The interior Schauder estimate in [31, Theorem 4.10.1] and a diagonal argument imply that there exists a subsequence \((u_{n_k})\) which, as \( k \to +\infty \), converges in \( C^{1,2}_{\text{loc}}([a, b] \times K) \) to a function \( u \in C^{1+\alpha/2,1+\alpha}_{\text{loc}}((s, +\infty) \times \mathbb{R}^d) \) for any \([a, b] \subset (s, +\infty)\) and any compact set \( K \subset \mathbb{R}^d \), and \( u \) solves the equation \( D_t u = \mathcal{A} u \) in \((s, +\infty) \times \mathbb{R}^d\).

The same arguments used in the proof of Lemma 2.2 and applied to the function \( u_{n_k} \) show that

\[
u_n(t, \cdot) = G_{m+1}(t, s) f - \int_s^t G_{m+1}(r, s) \psi_n(r, \cdot) dr, \quad t > s,
\]

in \( B_m \), where \( G_{m+1}(t, s) \) denotes the evolution operator associated with the realization in \( C_0(B_{m+1}) \) of the operator \( \mathcal{A} \) with homogenous Dirichlet boundary conditions, \( \psi_n = \psi_n + \theta(c - c_{n_k}) u_{n_k} \psi_n \), \( \psi_n \) being as in the proof of Lemma 2.2. Since \( |G_{m+1}(r, s)\psi_n(r, \cdot)| \leq C(|r - s|^{-1/2}) \|f\|_{\infty} \) in \( B_{m+1} \) for any \( r \in (s, s+1) \) and some positive constant \( C \), independent of \( k \), as in the proof of Lemma 2.2 we conclude that \( u \) can be extended by continuity in \((s, +\infty) \times \mathbb{R}^d\) by setting \( u(s, \cdot) = f \).

To prove the proof, we assume that the coefficients of the operator \( \mathcal{A} \) are once continuously differentiable with respect to the spatial variables in \( I \times \mathbb{R}^d \) with derivatives which belong to \( C^{\alpha/2,\alpha}_{\text{loc}}(I \times \mathbb{R}^d) \). Then, by the proof of [22, Theorem 3.10], it follows that there exists a positive constant \( C \), independent of \( k \) such that \( \|D^3_{ijh} u_n\|_{C^{\alpha/2,\alpha}_{\text{loc}}([a, b] \times K)} \leq C \) for any \([a, b] \subset (s, +\infty)\) and any compact set \( K \subset \mathbb{R}^d \). Hence, up to a subsequence, all the third-order derivatives of \( u_{n_k} \) converge uniformly in \([a, b] \times K \), and clearly they converge to the corresponding third-order spatial derivative of \( u \). Since \([a, b]\) and \( K \) have been arbitrarily fixed, the proof is complete. \( \square \)

**Theorem 4.3.** Let Hypotheses 4.1(1) be satisfied. Then, estimate (1.7) holds true, with \( h = k \) and \( \Gamma_{p,k,k}(r) = e^{\sigma_k r^p} \) for any \( r > 0 \) where

\[
\sigma_{k,p} = \left[p \sup_{I \times \mathbb{R}^d} [(1 - p)\nu + c_k(p)\nu^*] + c_0(p - 1) + p c_{d,k}\right]^{1/p}
\]

if \( p \in [1, 2] \), \( c_k(p) \) and \( c_{d,k} \) being positive constants explicitly determined (see the proof) and \( \sigma_{k,p} = p^{\sigma_{k,2}/2} \) if \( p > 2 \).

*Proof.* We split the proof into three steps. In the first one we prove the estimate when \( p \in [1, 2] \) and \( c \) is bounded. In the second step, using Lemma 2.2 we remove the assumption on the boundedness of \( c \). Finally in the last one we obtain the claim...
also in the case \( p > 2 \). To simplify the notation, throughout the proof, we set

\[
\mathcal{D}_0(\zeta) = (Q \nabla_x \zeta, \nabla_x \zeta), \quad \mathcal{D}_1(\zeta) = \sum_{i,j,h,k=1}^d D_h q_{ij} D_h \zeta D_{ij} \zeta, \quad \mathcal{D}_2(\zeta) = \sum_{i,j,h,k=1}^d D_h q_{ij} D_{ij} \zeta D_{hk} \zeta, \quad \mathcal{B}_1(\zeta) = (\langle \text{Jac}_x b \nabla_x \zeta, \nabla_x \zeta \rangle) \\
\mathcal{B}_2(\zeta) = \sum_{i,j,h=1}^d D_{jh} b_i D_i \zeta D_{jh} \zeta, \quad \mathcal{C}_1(\zeta) = \zeta \langle \nabla_x c, \nabla \zeta \rangle \quad \mathcal{C}_2(\zeta) = \zeta \text{Tr}(D_x^2 c D_\zeta^2) \\
\mathcal{F}_2(\zeta) = \mathcal{F}_2(\zeta) = \mathcal{F}_2(\zeta) = \mathcal{F}_2(\zeta)
\]

for any smooth enough function \( \zeta : \mathbb{R}^d \to \mathbb{R} \).

**Step 1.** Let \( p \in (1,2] \) and assume that \( c \) is bounded. We first consider the case \( j = 3 \). For simplicity, we set \( u = G(\cdot, s) f \) and, for any \( \tau > 0 \), we introduce the function \( w_\tau = (\sum_{k=0}^3 |D_x^k u|^2 + \tau)^{h/2} \), which is positive and belongs to \( C_0([s, +\infty) \times \mathbb{R}^d) \cap C_{1,2} \mathcal{C}_\text{loc}(s, +\infty) \times \mathbb{R}^d \), by virtue of Proposition \( \ref{prop:existence} \) and Theorem \( \ref{thm:regularity} \). Moreover, it solves the differential equation \( D_t w_\tau - \mathcal{A} w_\tau = \psi_\tau \) in \( (s, +\infty) \times \mathbb{R}^d \) where

\[
\psi_\tau = p w_\tau \frac{1}{p} \sum_{i=1}^4 \mathcal{F}_i(u) + p(2-p) w_\tau \frac{1}{p} \langle Q \xi \zeta, \xi \zeta \rangle + (p-1) c w_\tau - p c \tau w_\tau \frac{1}{p},
\]

and

\[
\begin{align*}
\mathcal{F}_1(u) & = -\mathcal{D}_0(u) - \sum_{i=1}^d \mathcal{D}_0(D_i u) - \sum_{i,j=1}^d \mathcal{D}_0(D_{ij} u) - \sum_{i,j,h=1}^d \mathcal{D}_0(D_{ijh} u) \\
& \quad + \mathcal{B}_1(u) + 2 \sum_{i=1}^d \mathcal{B}_1(D_i u) + 3 \sum_{i,j=1}^d \mathcal{B}_1(D_{ij} u), \\
\mathcal{F}_2(u) & = \mathcal{D}_1(u) + 2 \sum_{i=1}^d \mathcal{D}_1(D_i u) + 3 \sum_{i,j=1}^d \mathcal{D}_1(D_{ij} u) + \mathcal{D}_2(u) \\
& \quad + 3 \sum_{i=1}^d \mathcal{D}_2(D_i u) + \sum_{i,j,h,k,l=1}^d D_{hk} q_{ij} D_{ijh} u D_{hklij}, \\
\mathcal{F}_3(u) & = \mathcal{B}_2(u) + 3 \sum_{i=1}^d \mathcal{B}_2(D_i u) + \sum_{i,j,h,k,l=1}^d D_{jh} b_i D_i u D_{jhk}, \\
\mathcal{F}_4(u) & = \mathcal{C}_1(u) + 2 \sum_{i=1}^d \mathcal{C}_1(D_i u) + 3 \sum_{i,j=1}^d \mathcal{C}_1(D_{ij} u) + \mathcal{C}_2(u) \\
& \quad + 3 \sum_{i=1}^d \mathcal{C}_2(D_i u) + u \sum_{i,j,h=1}^d D_{ijh} c D_{ijh}.
\end{align*}
\]

\[
\xi \zeta = u \nabla_x u + \sum_{i=1}^d D_i u \nabla_x D_i u + \sum_{i,j=1}^d D_{ij} u \nabla_x D_{ij} u + \sum_{i,j,h=1}^d D_{ijh} u \nabla_x D_{ijh} u.
\]

Here and below, all the equalities and inequalities that we write are meant in \( (s, +\infty) \times \mathbb{R}^d \).
Let $\alpha$ and $\beta$, with $|\alpha|, |\beta| \leq 3$, be fixed. The Cauchy-Schwarz inequality applied twice, yields
\[
\sum_{i,j=1}^{d} q_{ij} \sum_{|\alpha|=h} D_{\alpha}^{2} u D_{\alpha}^{2} u \sum_{|\beta|=k} D_{\beta}^{2} u D_{\beta}^{2} u \\
\leq \sum_{|\alpha|=h} |D_{\alpha}^{2} u| (\mathscr{B}_{0}(D_{\alpha}^{2} u))^{\frac{1}{2}} \sum_{|\beta|=k} |D_{\beta}^{2} u| (\mathscr{B}_{0}(D_{\beta}^{2} u))^{\frac{1}{2}} \\
\leq |D_{\alpha}^{2} u| |D_{\beta}^{2} u| \left( \sum_{|\alpha|=h} \mathscr{B}_{0}(D_{\alpha}^{2} u) \right)^{\frac{1}{2}} \left( \sum_{|\beta|=k} \mathscr{B}_{0}(D_{\beta}^{2} u) \right)^{\frac{1}{2}}.
\] (4.4)

In view of (4.4) we get
\[
\langle Q\xi, \xi \rangle \leq \left[ |u| (\mathscr{B}_{0}(u))^{\frac{1}{2}} + |D_{x} u| \left( \sum_{i=1}^{d} \mathscr{B}_{0}(D_{i} u) \right)^{\frac{1}{2}} \right]^{2} \\
+ |D_{x}^{2} u|^{2} \left( \sum_{i,j,h=1}^{d} \mathscr{B}_{0}(D_{ijh} u) \right)^{2} \\
\leq w^{\frac{1}{2}} \left( \mathscr{B}_{0}(u) + \sum_{i=1}^{d} \mathscr{B}_{0}(D_{i} u) + \sum_{i,j=1}^{d} \mathscr{B}_{0}(D_{ij} u) + \sum_{i,j,h=1}^{d} \mathscr{B}_{0}(D_{ijh} u) \right).
\]

Hence, taking Hypotheses 2.1(ii) and 3.1(iii)(iii) into account, we can estimate the “good” terms in the definition of $\psi_{T}$ as follows:
\[
\mathcal{J}_{1}(u) \leq \sum_{k=1}^{3} [(1 - p)\nu + kr_{0}] |D_{x}^{k} u|^{2} + (1 - p)\nu |D_{x}^{2} u|^{2}.
\] (4.5)

The other terms in the definition of the function $\psi_{T}$ are estimated using Hypotheses 3.1(iii), 3.1(iii)(v) (where, now, $C$ and $K$ are constants) and the Cauchy-Schwarz inequality. We get
\[
\mathcal{D}_{1}(\zeta) \leq C\nu^{\gamma} \sum_{i,j=1}^{d} |D_{\alpha}^{2} u| |D_{i} \zeta| |D_{\alpha}^{2} \zeta| \\
\leq \frac{Cd^{2}}{4\epsilon} \nu^{\gamma} |\nabla_{x} \zeta|^{2} + Cd\nu^{\gamma} |D_{x}^{2} \zeta|^{2},
\] (4.6)
\[
\mathcal{D}_{2}(\zeta) \leq K\nu^{\gamma} |D_{x}^{2} \zeta|^{2},
\] (4.7)
\[
\sum_{i,j,h,k,l=1}^{d} D_{hkli} q_{ij} D_{ij} D_{hkli} \zeta \leq \frac{Cd^{3}}{4\epsilon} \nu^{\gamma} |D_{x}^{2} \zeta|^{2} + Cd\nu^{\gamma} |D_{x}^{3} \zeta|^{2}
\]
for any smooth enough function $\zeta : \mathbb{R}^{d} \to \mathbb{R}$ and $\epsilon > 0$, which shows that
\[
\mathcal{J}_{2}(u) \leq \frac{Cd^{2}}{4\epsilon} \nu^{\gamma} |D_{x}^{2} u|^{2} + \left( C\nu + \frac{Cd^{2}}{2\epsilon} + \frac{Cd^{3}}{4\epsilon} + K \right) \nu^{\gamma} |D_{x}^{2} u|^{2} \\
+ \left( 2C\nu + \frac{3Cd^{2}}{4\epsilon} + \epsilon Cd^{2} + 3K \right) \nu^{\gamma} |D_{x}^{2} u|^{2} + 3C\nu \nu^{\gamma} |D_{x}^{2} u|^{2}.
\]
Similarly,
\[
\mathcal{D}_{2}(\zeta) \leq \frac{d^{2}}{4\epsilon^{2}} |\nabla_{x} \zeta|^{2} + d\nu |D_{x}^{2} \zeta|^{2},
\] (4.8)
for any $\zeta$ as above and any $\epsilon_1 > 0$. Hence,\
\[ J_3(u) \leq \frac{d^2}{4\epsilon_1} (d + 1) r |D^2 u|^2 + dr \left( \epsilon_1 + \frac{3d}{4\epsilon_1} \right) |D^2 u|^2 + 4d\epsilon_1 r |D^3 u|^2 \]
for any $\epsilon_1 > 0$. Further,\
\[ C_1(\zeta) \leq \frac{d^3}{4\epsilon_2} \zeta^2 + d\epsilon_2 \rho^2 |D^2 \zeta|^2, \quad C_2(\zeta) \leq \frac{d^3}{4\epsilon_2} \zeta^2 + d\epsilon_2 \rho^2 |D^3 \zeta|^2 \]
for any smooth enough function $\zeta : \mathbb{R}^d \to \mathbb{R}$ and $\epsilon_2 > 0$. It thus follows that\
\[ J_4(u) \leq \frac{d^3 + d + 1}{4\epsilon_2} u^2 + \left( d\epsilon_2 \rho^2 + \frac{3d}{4\epsilon_2} \right) |D^2 u|^2 + \left( 3d\epsilon_2 \rho^2 + \frac{3}{4\epsilon_2} \right) |D^3 u|^2 \]
\[ \leq \frac{3d^3}{4\epsilon_2} u^2 + \left( d\epsilon_2 \rho^2 + \frac{5d}{4\epsilon_2} \right) |D^2 u|^2 + \left( 3d\epsilon_2 \rho^2 + \frac{3}{4\epsilon_2} \right) |D^3 u|^2 + 7d\epsilon_2 \rho^2 |D^3 u|^2. \]
Finally, $-\kappa r w^{1-2/p} \leq \|c\|_{\infty} \tau^{p/2}$.\
Summing up, from all the previous estimates it follows that we can make non-negative the coefficient in front of $|D^2 u|^2$ by taking $\epsilon = (p - 1)\nu_0^{-1}/(3Cd)$. With this choice of $\epsilon$, we get\
\[ \psi_\tau \leq p \left\{ \left( 1 - p \right) \nu + \frac{3\nu_0^{-1}}{4(p - 1)} \nu_0^{-1} \nu + r_0 + r^3 + d^2 \left( d\epsilon_2 \rho^2 + \frac{3d}{4\epsilon_2} \right) |D^2 u|^2 \right\} |D^2 u|^2 \]
\[ + \left[ \left( 1 - p \right) \nu + \left( \frac{2(p - 1)}{3} \right) \nu_0^{-1} + \frac{3\nu_0^{-1}}{4(p - 1)} \nu_0^{-1} + \frac{3\nu_0^{-1}}{4(p - 1)} \right] \nu_0^{-1} + 3K \nu_0^{-1} + 3K \nu_0^{-1} + 3K \nu_0^{-1} \right\} |D^3 u|^2 \]
\[ + 3r_0 + 4r \nu_0^{-1} + 7d\epsilon_2 \rho^2 \left\{ \left[ D^2 u \right] \right\}^{1-\frac{2}{p}} w^\tau + (p - 1)c_0 w^\tau \]
\[ + 3\left( \frac{d^3 + d + 1}{4\epsilon_2} u^2 + \frac{d\epsilon_2 \rho^2 + \frac{3d}{4\epsilon_2} \rho^2}{4\epsilon_2} \left\{ |D^2 u|^2 + |D^3 u|^2 \right\}_{\infty} \right) \]
\[ \kappa c_0 w^\tau + \|c\|_{\infty} \tau^{\frac{p}{2}}. \]
Next, we choose $\epsilon_1 = 3\sqrt{5}/10$, if $d = 1$, and $\epsilon_1 = \sqrt{3d(d + 1)}/4$ otherwise (which is the point where the function $x \mapsto d\max\{ (d^2 + d)/(4x), (4x^2 + 3d)/(8x), 4x/3 \}$ attains its minimum value) and $\epsilon_2 = 3L/(7d)$, to get\
\[ \psi_\tau \leq p(p - 1) \left\{ \left[ D^2 u \right] \right\}^{1-\frac{2}{p}} \left( c^3(p) \nu_0^{-1} \nu + \nu \right) \left\{ |D^2 u|^2 + [(p - 1)c_0 + pc_{d,3}] w^\tau + \|c\|_{\infty} \tau^{\frac{p}{2}} \right\}, \]
where $c_{d,3} = 7d^2(5 \nu + 3d^2)/(12L)$, $c_3(p) = \max\{ \kappa_{i,p}, i = 1, 2, 3 \}$ and $\kappa_{i,p} = \frac{3\nu_0^{-1}}{4(p - 1)} \nu_0^{-1} + M$.\n
the function $\varepsilon$ being the constant in Hypothesis 3.1(3)(iv).

Hence, the function $w_\tau$ satisfies the differential inequality $D_t w_\tau - \mathcal{A} w_\tau \leq \sigma_3 p w_\tau + p\|c\|_\infty \tau^{\frac{\nu}{2}}$ in $(s, +\infty) \times \mathbb{R}^d$, where $\sigma_3 p$ is as in the statement.

Now, we set $z_\tau(t, x) = e^{-\sigma_3 \nu (t-s)} (w_\tau(t, x) - p\|c\|_\infty \tau^{\nu/2} (t-s))$, for any $(t, s) \in (s, +\infty) \times \mathbb{R}^d$, and observe that the function $z_\tau$ solves the problem

$$
\begin{align*}
D_t z_\tau(t, x) &\leq \mathcal{A} z_\tau(t, x), \\
z_\tau(s, x) &= \left( \sum_{k=0}^3 |D^k f(x)|^2 + \tau \right)^{\frac{p}{2}},
\end{align*}
$$

$t > s$, $x \in \mathbb{R}^d$.

Then, the maximum principle in [3, Proposition 2.2] implies that,

$$
z_\tau \leq G(s, t) (|f|^2 + \|
abla f\|^2 + |D^2 f|^2 + |D^3 f|^2 + \tau)^{\frac{p}{2}}
$$
in $(s, +\infty) \times \mathbb{R}^d$, whence estimate (1.7), with $k = 3$, follows letting $\tau \to 0^+$.

To get (1.7) when $h = k = 2$, it suffices to apply the previous arguments to the function $w_\tau = (u^2 + |\nabla u|^2 + |D^2 u|^2 + |D^3 u| + \tau)^{\frac{p}{2}}$. Arguing as above and taking $\varepsilon = (p-1)\nu_0^{-1}/(2Cd)$, we prove that $D_t w_\tau - \mathcal{A} w_\tau \leq \Psi_\tau$, where

$$
\Psi_\tau = p \left[ (1-p)\nu + \frac{C^2 d^3}{2(p-1)} \nu_0^{\gamma-1} \nu^{\gamma} + r + \frac{r^2}{d \varepsilon_1} + \left( d \varepsilon_2 \rho^2 + \frac{1}{2\varepsilon_2} \right) |\nabla u|^2 + \left( \frac{p-1}{2} \right) + \frac{C^2 d^3}{p-1} \nu_0^{\gamma-1} + K \right] |\nabla u|^2
$$

$$
+ \left( \frac{p-1}{2} \right) + \frac{C^2 d^3}{p-1} \nu_0^{\gamma-1} + K \right] |\nabla u|^2
$$

Then, we take $\varepsilon_1 = \sqrt{d/2}$, to minimize the maximum between $d^2(4\varepsilon_1)^{-1}$ and $\varepsilon_1 d/2$, and $\varepsilon_2 = 2 L/(3d)$. We thus get

$$
\Psi_\tau \leq p \left[ (1-p)\nu + \frac{C^2 d^3}{2(p-1)} \nu_0^{\gamma-1} \nu^{\gamma} + M \nu^{\gamma} + \frac{3d}{4L} |\nabla u|^2 + \left( \frac{p-1}{2} \right) + \frac{C^2 d^3}{p-1} \nu_0^{\gamma-1} + K \right] |\nabla u|^2
$$

$$
+ \left( \frac{p-1}{2} \right) + \frac{C^2 d^3}{p-1} \nu_0^{\gamma-1} + K \right] |\nabla u|^2
$$

Hence, (1.7), with $h = k = 2$, follows with $c_{d,2} = 3 d^2 (4L)^{-1}$ and

$$
c_2(p) = \max \left\{ \frac{C^2 d^3 \nu_0^{\gamma-1}}{2(p-1)} + M \frac{p-1}{2} \nu_0^{\gamma-1} + \frac{C^2 d^3 \nu_0^{\gamma-1}}{p-1} + K \right\}.
$$

Finally, to get (1.7) with $h = k = 1$, we consider the function $w_\tau = (u^2 + |\nabla u|^2 + \tau)^{\frac{p}{2}}$ which satisfies the inequality $D_t w_\tau \leq \mathcal{A} w_\tau + \Psi_\tau$, where

$$
\Psi_\tau = p \left[ (1-p)\nu + r + \frac{C^2 d^3}{4\varepsilon \rho^2} \nu^\gamma + d \varepsilon_2 \rho^2 \right] |\nabla u|^2
$$
\[+(1-p)\nu + C d \nu'] w^2 \} w^{1-\frac{2}{\nu}} \]
\[+ \frac{p}{4\varepsilon} u^2 w^{1-\frac{2}{\nu}} + (p-1)c_0 w\tau + p\|c\|\infty w^{\frac{\nu}{\nu-1}} \]

for any \(\varepsilon, \varepsilon_2 > 0\). We take \(\varepsilon = (p-1)\nu_0^{1-\gamma} (Cd)^{-1}\) and \(\varepsilon_2 = L/d\) to get

\[\psi_\tau \leq p \left\{ (1-p)\nu + \left( \frac{C^2 d^3}{4(p-1)} \nu_0^{1-1} + M \right) \nu^3 \right\} w^{1-\frac{2}{\nu}} \]
\[+ \frac{pd}{4L} u^2 w^{1-\frac{2}{\nu}} + (p-1)c_0 w\tau + p\|c\|\infty w^{\frac{\nu}{\nu-1}}. \]

Thus, \(\psi_\tau\) (with \(h = k = 1\)) follows with \(c_{d,1} = d/(4L)\) and \(c_1(p) = \frac{C^2 d^3 \nu_0^{1-1}}{4(p-1)} + M. \]

**Step 2.** Here we prove estimate \(\psi_\tau\) for \(p \in (1,2]\) in the general case. Just to fix ideas, we consider the case \(k = 3\). We introduce two sequences \((\vartheta_n)\) and \((\varphi_n)\) of smooth cut-off functions such that \(\chi_{B_n} \leq \vartheta_n \leq \chi_{B_{n+1}}\) and \(\chi_{(s+2/n, s+4n)} \leq \varphi_n \leq \chi_{(s+1/n, s+3n)}\) for any \(n \in \mathbb{N}\). Without loss of generality, we can assume that \(\|D^\beta \vartheta_n\|_\infty \leq C_0 n^{-|\beta|}\) for any \(|\beta| \leq 3\) and some positive constant \(C_0\). For any \(n \in \mathbb{N}\) we set \(c_n(t,x) = \varphi_n(t) \vartheta_n(x) c(t,x)\) for any \((t,x) \in (s, +\infty) \times \mathbb{R}^d\). Clearly each function \(c_n\) is bounded. Moreover, \(|D^\beta c_n| \leq g_n := (1 + C_1 n^{-1}) g\) for any \(n \in \mathbb{N}\), \(|\eta| = 1, 2, 3\) and some positive constant \(C_1\). Note that in view of Hypothesis 3.1(3)(iv) (where, now, \(L, M, d\) are constants) it follows that \(r_0 + L_3 s + L_3^{(n)} u_n^2 \leq M \nu^\gamma\) in \((s, +\infty) \times \mathbb{R}^d\), where \(L_3^{(n)} = L[1 + (C_2^2 + 2C_1) n^{-1}]^{-1}\). By Step 1 it follows that the solution \(u_n = G^{(n)}(\cdot, s) f\) to problem

\[
\begin{align*}
D^3 u_n & = \text{Tr}(Q D^2 u_n) + \langle b, \nabla u_n \rangle + c_n u_n, \quad \text{in } (s, +\infty) \times \mathbb{R}^d, \\
\quad u_n(s, \cdot) & = f, \quad \text{in } \mathbb{R}^d,
\end{align*}
\]

provided by Lemma 2.2 satisfies the estimate

\[|D^3 u_n|^p \leq e^{\sigma_{s,p,n} G^{(n)}(\cdot, s)} \left( \sum_{j=0}^{3} |D^j f|^2 \right)^{\frac{p}{2}} \]

in \((s, +\infty) \times \mathbb{R}^d\), where \(\sigma_{s,p,n}\) is defined by \(1.3\) with \(c_{d,3}\) being replaced by \(c_{d,3,n} = 7d^2 (5 \nu_0^{1-1}) / (12L_n)\). Note that \(\sigma_{s,p,n}\) converges to \(\sigma_{s,p}\) as \(n \to +\infty\). By Lemma 1.2 we can let \(n\) tend to \(+\infty\) in both the side of \((4.9)\) obtaining \((4.7)\).

**Step 3.** Finally, the case when \(p > 2\) follows easily from the case \(p = 2\). Indeed,

\[|D^k G(t,s)f|^p = |D^k G(t,s) f|^2 \eta \leq e^{\sigma_{s,t}(t-s)} G(t,s) \left( \sum_{j=0}^{k} |D^j f|^2 \right)^{\frac{p}{2}}, \]

for \(k = 1, 2, 3, 4\), and we get \(1.17\) just observing that \((G(t,s)f)^p \leq G(t,s)h^p/2\), for any \(t > s\) and any nonnegative function \(h \in C_b(\mathbb{R}^d)\). \(\square\)

**Remark 4.4.** We stress that the condition \(|c| \leq \rho_2\) in \(\mathbb{R}^d\) is not needed to prove \(1.17\) (with \(h = k\)) for nonnegative functions \(f\). Indeed, if \(f \in C_b(\mathbb{R}^d)\) is nonnegative, then the function \(G(t,s)f\) is strictly positive in \(\mathbb{R}^d\) as a consequence of the strong maximum principle. Hence, for such functions \(f\), we can replace the function \(w_\tau\) used in the proof of Theorem 4.4 with the function \(w_\tau = \left( \sum_{j=0}^{k} |D^j u|^2 \right)^{p/2}\), which is everywhere positive in \((s, +\infty) \times \mathbb{R}^d\).

Now, we prove estimate \((1.14)\).

**Hypotheses 4.5.** The potential term \(c\) of the operator \(A\) identically vanishes in \(I \times \mathbb{R}^d\). Moreover,
• if \( k = 1, \) then the function \( r_0 + \frac{C^3d}{4(p-1)} d_0^{-\gamma} \) is bounded from above in \( I \times \mathbb{R}^d \) for some \( p_0 \in (1, +\infty), \) where \( \gamma \) is as in Hypotheses 4.1(k);
• if \( k = 2, 3, \) then there exists \( M_k \in \mathbb{R} \) such that \( r_0 + L_k \nu \leq M_k \nu^\gamma, \) where \( M_k \) is any positive constant and \( L_k \) is the same constant as in Hypothesis 3.1(k)(iv).

**Theorem 4.6**. Let Hypotheses 4.1(k) be satisfied, with condition 3.1(iv) being replaced by Hypothesis 4.2(k). Then, estimate (1.6) is satisfied with \( \Gamma_{p,k}^1 (r) = e^{\phi_{p,r}^\gamma} \) for any \( p \in (1, +\infty), \) if \( k = 2, 3, \) and for any \( p \in [p_0, +\infty), \) if \( k = 1, \) where \( \phi_{p,k} \) can be explicitly computed (see the proof).

**Proof.** Since the proof is similar to that of Theorem 4.3, we adopt here the notation therein introduced and limit ourselves to sketching it when \( p \in (1, 2]. \) Indeed the case \( p > 2 \) follows from the case \( p = 2 \) and the Jensen inequality. We begin with the case \( k = 3. \) For any \( \tau, \varepsilon_0, \varepsilon_1, \varepsilon > 0 \) the function \( w_\tau = (\sum_{k=1}^3 |D^k u|^2 + \tau)^{p/2} \) satisfies the inequality \( D_tw_\tau - \mathcal{A}w_\tau \leq \Psi_\tau \) in \((s, +\infty) \times \mathbb{R}^d, \) where

\[
\Psi_\tau = p(\mathcal{H}_1^{(3)}(\varepsilon_0, \varepsilon_1) |\nabla u|^2 + \mathcal{H}_2^{(3)}(\varepsilon_0, \varepsilon_1, \varepsilon) |D_2 u|^2 + \mathcal{H}_3^{(3)}(\varepsilon_1, \varepsilon) |D_3 u|^2)
+ ((1 - p)\nu^{1-\gamma} + 3C\varepsilon |Du|^2) w_\tau^{1-\frac{d}{2}}
\]

and

\[
\mathcal{H}_1^{(3)}(\varepsilon_0, \varepsilon_1) = \frac{C d^2}{4\varepsilon_0} \nu^\gamma + \frac{d^2 + d^2}{4\varepsilon_1}
\]

\[
\mathcal{H}_2^{(3)}(\varepsilon_0, \varepsilon_1, \varepsilon) = (1 - p)\nu + \left( C\varepsilon \nu \left( \frac{d^2(2 + d)}{4} + K \right) \nu^\gamma + 2r_0 + 3d \right),
\]

\[
\mathcal{H}_3^{(3)}(\varepsilon_1, \varepsilon) = (1 - p)\nu + \left( 2C\varepsilon + \frac{3Cd^2}{4\varepsilon} + \varepsilon Cd^2 + 3K \right) \nu^\gamma + 3r_0 + 4r_1 d.
\]

Choosing \( \varepsilon_0 > -Cd^2/(4M_3) \) and \( \varepsilon, \varepsilon_1 \) as in the proof of Theorem 4.3, we deduce that

\[
D_tw_\tau - \mathcal{A}w_\tau \leq p\phi_{3,3}(\varepsilon_0, \varepsilon_1) |\nabla u|^2 + |D_2 u|^2 + |D_3 u|^2) w_\tau^{1-\frac{d}{2}} < p\phi_{3,3} w_\tau + p\phi_{3,3}^{3p/2},
\]

where \( \phi_{3,3} \) is the minimum attained by the function \(-Cd^2/(4M_3), +\infty \) \( \varepsilon_0 \mapsto \max\{\mathcal{E}_1^{(3)}(p, \varepsilon_0, \varepsilon_0), \mathcal{E}_2^{(3)}(p, \varepsilon_0, \varepsilon_0), \mathcal{E}_3^{(3)}(p)\} \) and \( \mathcal{E}_1^{(3)}(p, \varepsilon_0) = \frac{C d^2}{4\varepsilon_0} + M_3 \nu_0, \)

\[
\mathcal{E}_2^{(3)}(p, \varepsilon_0) = \sup_{R \in \mathbb{R}^d} \left( (1 - p)\nu + \left( C\varepsilon \nu \left( \frac{3C d^2 (2 + d)}{4(p - 1)} \nu_0^{-1} + K + 2M_3 \right) \nu^\gamma \right),
\]

\[
\mathcal{E}_3^{(3)}(p) = \sup_{R \in \mathbb{R}^d} \left( (1 - p)\nu + \left( \frac{(2 + d)(p - 1)}{3} \nu_0^{-1} + \frac{9Cd^2}{4(p - 1)}, \nu_0^{-1} + K + 3M_3 \right) \nu^\gamma \right).
\]

From (4.13) we get (1.6) with \( k = 3 \) arguing as in the proof of Theorem 4.3.

To get the claim when \( k = 2, \) let consider the function \( w_\tau = (\sum_{k=1}^2 |D^k u|^2 + \tau)^{p/2} \) which satisfies the inequality

\[
D_tw_\tau - \mathcal{A}w_\tau \leq p(\mathcal{H}_1^{(2)}(\varepsilon_0, \varepsilon_1) |\nabla u|^2 + \mathcal{H}_2^{(2)}(\varepsilon_0, \varepsilon_1, \varepsilon) |D_2 u|^2)
+ ((1 - p)\nu + 2C\varepsilon |D u|^2) w_\tau^{1-\frac{d}{2}}
\]

for any \( \varepsilon_0, \varepsilon_1, \varepsilon > 0, \) where \( \mathcal{H}_1^{(2)}(\varepsilon_0, \varepsilon_1) \) is defined as \( \mathcal{H}_1^{(3)}(\varepsilon_0, \varepsilon_1), \) with \((d^2 + d^2)/(4\varepsilon_1) \) replaced by \( d^2/(4\varepsilon_1), \) and \( \mathcal{H}_2^{(2)}(\varepsilon_0, \varepsilon_1, \varepsilon) \) is defined as \( \mathcal{H}_2^{(3)}(\varepsilon_0, \varepsilon_1, \varepsilon), \) with \( Cd^2(2 + d)/(4\varepsilon_1) \) and \( \varepsilon_1 + 3d/(4\varepsilon_1) \) replaced, respectively, by \( Cd^2/(2\varepsilon_1) \) and \( \varepsilon_1. \) Taking \( \varepsilon = (p - 1)\nu_0^{1-\gamma}/(2Cd), \varepsilon_1 = \sqrt{d/2} \) and \( \varepsilon_0 > -Cd^2/(4M_2) \) we get \( \psi_\tau < p\phi_{2,2} w_\tau + p\phi_{2,2}^{3p/2}, \) where \( \phi_{2,2} \) is the minimum attained by the function
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for \( p \geq p_0 \), where
\[ \phi_{1,p} = \sup_{I \times \mathbb{R}^d} \left( r_0 + \frac{C_d^2 d^3 \varepsilon^{\gamma-1}}{4(p-1)} \nu^\gamma \right) \]

Thus, (1.6) follows also in this case.
\[ \square \]

Under additional assumptions the above estimates can be proved also for \( p = 1 \).

**Hypothesis 4.7.** The diffusion coefficients \( q_{ij} \) (\( i,j = 1, \ldots, d \)) are independent of \( x \) and \( c \equiv 0 \) in \( I \times \mathbb{R}^d \). Moreover, \( r_0 + L_1^2 r \) is bounded from above in \( I \times \mathbb{R}^d \), where
\[ L_1 = r_0, \quad L_2 = \frac{d}{2}\sqrt{3}, \quad L_3 = \frac{d}{2}\sqrt{3}/3. \]

**Theorem 4.8.** Under Hypotheses 4.1(k), with Hypothesis 3.1(k)(iv) being replaced by Hypothesis 4.3(k), estimate (1.6) holds true also with \( p = 1 \).

**Proof.** We first consider the case \( k = 3 \). Since the diffusion coefficients are independent of \( x \), for any \( \tau > 0 \) the function \( w_\tau = (|\nabla_x u|^2 + |D_2 u|^2 + |D_2 u|^2 + \tau)^{1/2} \) satisfies the differential inequality
\[ D_t w_\tau - \mathcal{A} w_\tau \leq w_\tau^{-1} |\mathcal{H}_1(x_1)| |\nabla_x u|^2 + |\mathcal{H}_2(x_1)| |D_2 u|^2 + |\mathcal{H}_3(x_1)| |D_3 u|^2, \]
where
\[ \mathcal{H}_1(x_1) = r_0 + \frac{d^3 + d^2}{4\varepsilon_1}, \quad \mathcal{H}_2(x_1) = 2r_0 + rd \left( \varepsilon_1 + \frac{3d}{4\varepsilon_1} \right), \]
\[ \mathcal{H}_3(x_1) = 3r_0 + 4r_1 \varepsilon dm. \]
(see (1.10), (1.11) and (1.12)). If we take \( \varepsilon_1 = \sqrt{3(d + d^2)/4} \), then the functions \( \mathcal{H}_\gamma \) are all bounded in \( I \times \mathbb{R}^d \) and estimate (1.6) follows.

On the other hand, to prove (1.6) with \( k = 2 \), it suffices to observe that the function \( w_\tau = (|\nabla_x u|^2 + |D_2 u|^2 + \tau)^{1/2} \) solves the differential equation \( D_t w_\tau - \mathcal{A} w_\tau \leq w_\tau^{-1} |\mathcal{H}_1(x_1)| |\nabla_x u|^2 + |\mathcal{H}_2(x_1)| |D_2 u|^2| \), where \( \mathcal{H}_1(x_1) \) is defined as \( \mathcal{H}_1 \), with \( d^3 + d^2 \) being replaced by \( d^2 \) and \( \mathcal{H}_2(x_1) \) is defined as \( \mathcal{H}_2 \), with \( \varepsilon_1 + 3d/(4\varepsilon_1) \) being replaced by \( \varepsilon_1 \). If we take \( \varepsilon_1 = (d/2)^{1/2} \), then \( \mathcal{H}_1(x_1) \) and \( \mathcal{H}_2(x_1) \) are bounded in \( I \times \mathbb{R}^d \) and (1.6) follows also in this case.

Finally, the function \( w_\tau = (|\nabla_x u|^2 + \tau)^{1/2} \) satisfies the differential inequality \( D_t w_\tau - \mathcal{A} w_\tau \leq r_0 w_\tau \) and (1.6) follows also in this case with \( \phi_{1,1} = r_0 \). \( \square \)

To conclude this section we complete the proof of estimate (1.7). In the proof of Theorem 4.11 we will make use of the following result and the following additional assumption.

**Hypothesis 4.9.** For any bounded interval \( J \subset I \) there exists a function \( \varphi_J \in C^2(\mathbb{R}^d) \), which blows up as \( |x| \to +\infty \), such that \( \mathcal{A} \varphi_J \leq M_J \) in \( J \times \mathbb{R}^d \) and some positive constant \( M_J \).
Clearly, this assumption is stronger than Hypothesis (2.14) and it allows to prove that, if \((f_n) \in C_0(\mathbb{R}^d)\) is a bounded sequence which converges locally uniformly to a function \(f \in C_0(\mathbb{R}^d)\), as \(n \to +\infty\), then \(G(\cdot, \cdot)f_n\) converges to \(G(\cdot, \cdot)f\) locally uniformly in \(\{(s, t) \in I \times I : s \leq t\} \times \mathbb{R}^d\). As a byproduct of this result, it follows that the function \((s, t, x) \mapsto (G(t, s)g)(x)\) is continuous in \(\{(s, t) \in I \times I : s \leq t\} \times \mathbb{R}^d\) for any \(g \in C_0(\mathbb{R}^d)\). For further details, we refer the reader to [28] Proposition 3.6, Theorem 3.7.

**Lemma 4.10.** The following properties hold true.

(i) Let the sequence \((g_n) \in C((\sigma, t) \times \mathbb{R}^d)\) converge pointwise in \((\sigma, t) \times \mathbb{R}^d\) to a continuous function \(g : (\sigma, t) \times \mathbb{R}^d \to \mathbb{R}\) satisfying \(\sup_{n \in \mathbb{N}} \|g_n(\tau, \cdot)\|_{\infty} < +\infty\) for any \(\tau \in (\sigma, t)\). Further, let \(G_n(t, s)\) be the evolution operator associated with the realization in \(C_0(B_n)\) of the operator \(\mathcal{A}\) with homogeneous Dirichlet boundary conditions. Then, \(G_n(t, \cdot)g_n\) converges to \(G(t, \cdot)g\) pointwise in \((\sigma, t) \times \mathbb{R}^d\).

(ii) Let \((f_n) \in C_0(\mathbb{R}^d)\) be a bounded sequence converging to a function \(f \in C_0(\mathbb{R}^d)\), locally uniformly in \(\mathbb{R}^d\). If Hypothesis (1.1) is satisfied, then, \(G(t, s + 1/n)f_n\) converges to \(G(t, s)f\), locally uniformly in \(\mathbb{R}^d\), for any \(t > s\).

**Proof.** (i) Since \(|G_n(t, \tau)f| \leq G_n(t, \tau)|f| \leq G(t, \tau)|f|\) for any function \(f \in C_0(\mathbb{R}^d)\) (where we have used the fact that for any nonnegative function \(g \in C_0(\mathbb{R}^d)\), \(G_n(t, \tau)g\) pointwise increases to \(G(t, \tau)g\) as \(n \to +\infty\)), we can estimate

\[
|G_n(t, \tau)g_n(\tau, \cdot) - G(t, \tau)g(\tau, \cdot)| 
\leq G(t, \tau)|g_n(\tau, \cdot) - g(\tau, \cdot)| + |G(t, \tau)g(\tau, \cdot) - G_n(t, \tau)g(\tau, \cdot)|, \tag{4.14}
\]

for any \(m \in \mathbb{N}\). Using the representation formula (2.6), it is easy to check that \(G(t, \tau)|g_n(\tau, \cdot) - g(\tau, \cdot)|\) pointwise converges to zero as \(n \to +\infty\). On the other hand, the second term in the last side \((4.14)\) vanishes as \(n \to +\infty\) as it has been already remarked above. Hence, the assertion follows.

(ii) Note that

\[
|G(t, s + 1/n)f_n - G(t, s)f| \leq |G(t, s + 1/n)f_n - G(t, s + 1/n)f| + |G(t, s + 1/n)f - G(t, s)f|,
\]

for any \(n \in \mathbb{N}\). Since \(G(\cdot, \cdot)f_n\) converges to \(G(\cdot, \cdot)f\) locally uniformly in \(\{(s, t) \in I \times I : s \leq t\} \times \mathbb{R}^d\), as recalled above, the first term in the right-hand side of the previous inequality vanishes locally uniformly in \(\mathbb{R}^d\). Also the second term vanishes locally uniformly in \(\mathbb{R}^d\) since the function \(G(\cdot, \cdot)f\) is continuous in \(\{(s, t) \in I \times I : s \leq t\} \times \mathbb{R}^d\). □

**Theorem 4.11.** Let Hypotheses 4.1(k) be satisfied for some \(k \in \{1, 2, 3\}\), with the functions in Hypothesis 3.1(k)(ii) being replaced by two positive constants \(C_1\) and \(C_2\). Further, assume that also Hypothesis (1.7) is satisfied. Then, estimate (1.7) is satisfied for some positive function \(\Gamma_{p, k, k-1}\), which can be explicitly computed (see the proof).

**Proof.** We limit ourselves to proving estimate (1.7) when \(k = 3\), considering first the case \(p \in (1, 2]\). Without loss of generality we can assume that \(c_0 \leq 0\). Indeed, if this is not the case, it suffices to replace the evolution operator \(G(t, s)\) with the evolution operator \(e^{-\omega\sigma(t-s)}G(t, s)\). We also assume that \(c\) is bounded, since if \(c\) is unbounded then it can be approximated by a sequence of smooth functions which satisfy Hypothesis 4.1(3) (see the proof of Theorem 4.3 for further details).

To simplify the notation, throughout the remaining of the proof, we set \(u_m = G_m(\cdot, s)f\) and \(u = G(\cdot, s)f\), where, as usual, \(G_m(t, s)\) is the evolution operator associated with the operator \(\mathcal{A}\) with homogeneous Dirichlet boundary
conditions, and $f \in C^2_b(\mathbb{R}^d)$. Moreover, for any $m \in \mathbb{N}$, we set $\vartheta_m(x) = \vartheta(m^{-1}|x|)$, where $\vartheta$ is a smooth cut-off function such that $\chi_{[0,1/2]} \leq \vartheta \leq \chi_{[0,1]}$. Finally, all the integrals that we consider are to be understood pointwise, i.e., for any $\varphi \in C_c^\infty(\mathbb{R}^d)$, the integral $\int_{\mathbb{R}^d} \varphi(s)ds$ we mean the function $x \mapsto \int_{\mathbb{R}^d} \varphi(s,x)ds$ for any $x \in \mathbb{R}^d$.

For any $\alpha, \beta > 0$, $t > s$, $\delta \in (0,1)$, $m \in \mathbb{N}$, and $f \in C^2_b(\mathbb{R}^d)$ we define the function $g^\delta : [s,t] \to C(B_m)$ by setting $g^\delta(t) = G_m(t,\tau)(\psi_m(\cdot) - \delta^p/2)$ for any $\tau \in [s,t]$, where $\psi_m = (a|u_m|^2 + \beta \vartheta_m^2|\nabla x u_m|^2 + \vartheta_m^4|D^2_x u_m|^2 + \delta^p/2).$ Since $\psi_m - \delta$ vanishes on $\partial B_m$, taking $\delta$ differentiable in $(s,t)$, we get $g^{\delta'}_\delta = G_m(t,\tau)(D_t \psi_m - A(\tau)\psi_m + c(\tau,\cdot)\delta^p/2)$, where

$$D_t \psi_m - A(\psi_m) = \psi_m + \frac{p(2-p)}{4}(Q\xi_m, \xi_m)\psi_m^{1-p} + (p-1)c\psi_m^{1-\frac{p}{2}},$$

$$\mathcal{f}_1(u_m) = -\alpha \mathcal{D}_0(u_m) - \beta \vartheta_m^2 \sum_{i=1}^d \mathcal{D}_i(D_i u_m) - \vartheta_m^4 \sum_{i,j=1}^d \mathcal{D}_0(D_{ij} u_m)$$

$$+ \beta \vartheta_m^2 \mathcal{D}_1(u_m) + 2 \vartheta_m^4 \sum_{i=1}^d \mathcal{D}_i(D_i u_m),$$

$$\mathcal{f}_2(u_m) = \beta \vartheta_m^2 \mathcal{D}_1(u_m) + 2 \vartheta_m^4 \sum_{i=1}^d \mathcal{D}_i(D_i u_m) + \vartheta_m^4 \mathcal{D}_2(u_m)$$

$$- 4 \beta \vartheta_m \mathcal{D}_3(u_m) - 8 \vartheta_m^3 \sum_{i=1}^d \mathcal{D}_i(D_i u_m) + \vartheta_m^4 \mathcal{D}_3(u_m),$$

$$\mathcal{f}_3(u_m) = \beta \vartheta_m^2 \mathcal{C}_1(u_m) + 2 \vartheta_m^4 \sum_{i=1}^d \mathcal{C}_i(D_i u_m) + \vartheta_m^4 \mathcal{C}_2(u_m),$$

$$\mathcal{f}_4(u_m) = -\beta \mathcal{D}_0(u_m)|\nabla x u_m|^2 - \frac{1}{2}(A_0 \vartheta_m^2)|D^2_x u_m|^2,$$

$\xi_m = \nabla_x (a|u_m|^2 + \beta \vartheta_m^2|\nabla x u_m|^2 + \vartheta_m^4|D^2_x u_m|^2), \mathcal{A}_0 = (A - c), \mathcal{D}_i (i = 0, 1, 2), \mathcal{D}_j (j = 1, 2)$ are defined at the beginning of the proof of Theorem 4.3 and $\mathcal{D}_3(\zeta) = \langle Q\nabla \vartheta_m, D^2 \zeta \rangle$ for any smooth function $\zeta$.

Arguing as in the proof of Theorem H.3 and using the inequality $(a + b)^2 \leq (1 + \varepsilon)a^2 + (1 + \varepsilon^{-1})b^2$, which holds true for any $a, b, \varepsilon > 0$, we deduce that

$$\left\langle Q\xi_m, \xi_m \right\rangle$$

$$\leq (1 + \varepsilon) \left[ a|u_m|(\mathcal{D}_0(u_m))^\frac{p}{2} + \beta \vartheta_m^2|\nabla x u_m|^2 \left( \sum_{i=1}^d \mathcal{D}_i(D_i u_m) \right) \right]$$

$$+ \vartheta_m^4 |D^2_x u_m|^2 \left( \sum_{i,j=1}^d \mathcal{D}_0(D_{ij} u_m) \right) + \frac{1 + \varepsilon}{\varepsilon} (\beta \vartheta_m |\nabla x u_m|^2 + 2 \vartheta_m^4 |D^2_x u_m|^2) \mathcal{D}_0(\vartheta_m)$$

$$\leq (1 + \varepsilon) \left[ a|u_m| + \beta \vartheta_m^2 \sum_{i=1}^d \mathcal{D}_0(D_i u_m) + \vartheta_m^4 \sum_{i,j=1}^d \mathcal{D}_0(D_{ij} u_m) \right]$$

$$+ \frac{1 + \varepsilon}{\varepsilon} (\beta |\nabla x u_m|^2 + 4 \vartheta_m^2 |D^2_x u_m|^2) (\beta \vartheta_m^2 |\nabla x u_m|^2 + \vartheta_m^4 |D^2_x u_m|^2) \mathcal{D}_0(\vartheta_m).$$
Further, taking Hypothesis 4.1(3)(ii) and the choice of $\vartheta_m$ into account it can be easily checked that
\[
[\mathcal{O}_0(\vartheta_m)][t, x] = |\vartheta'(m^{-1}|x|)|^2 m^{-2}|x|^{-2}(Q(t, x)x, x) \\
\leq C_1 \|\vartheta'\|^2_{4, \infty}(1 + |x|^2)|x|^{-1} m^{-2} \nu(t, x) \\
\leq 4\|\vartheta'\|^2_{4, \infty} C_1 m^{-3}(1 + m^2) \nu(t, x) = \frac{K_1}{m^2} \nu(t, x),
\]
for any $(t, x) \in I \times \mathbb{R}^d$ and $\mathcal{A}_0(\vartheta^2_m) \geq -K_2 \nu$,
\[
\mathcal{A}_0(\vartheta^4_m) = 2\vartheta^2_m \mathcal{A}_0(\vartheta^2_m) + 2\vartheta^2_m \mathcal{A}_0(\vartheta^2_m) \geq 2\vartheta^2_m \mathcal{A}_0(\vartheta^2_m) \geq -2K_2 \vartheta^2_m \nu,
\]
\[
|\vartheta_m|^{2\sum_{i=1}^d \mathcal{O}_i(D_i u_m)} \leq \frac{K_3}{4\epsilon} \vartheta^2_m \nu|D^2_u u_m|^2 + \epsilon K_3 \vartheta^2_m \nu|D^2 u_m|^2,
\]
in $I \times \mathbb{R}^d$, for any $\epsilon > 0$, where $K_2$ and $K_3$ are positive constants independent of $u$ and $\epsilon$.

Taking all the previous estimates, the fact that $c$ is bounded and nonpositive and \textbf{130}, \textbf{137} and \textbf{138} into account, we conclude that
\[
D_r \psi_m - \mathcal{A}_m \psi_m \leq \left(\frac{\beta + d}{4\epsilon} u^2_m + \mathcal{K}_{1, \epsilon, p} |\nabla x u_m|^2 + \mathcal{K}_{2, \epsilon, p} \vartheta^2_m |D^2_u u_m|^2 + \right)\left\{ [2(p)(1+\epsilon)-1+8\epsilon K_3 \nu - 2C_\epsilon d\nu/\nu |\vartheta^4_m| |D^2_u u_m|^2] \right\} \psi_m^{1-\frac{3}{2}} \\
+ p\|c\|_{\infty} \delta \psi_m^{1-\frac{3}{2}},
\]
where
\[
\mathcal{K}_{1, \epsilon, p} = \left( [(2-p)(1+\epsilon)-1] + \beta \frac{K_3}{\epsilon} + \vartheta^2_m \left( \frac{r_0 + r\rho^2}{4\beta \epsilon} + \vartheta^2_m \right) + \frac{1}{2\epsilon} \right)
\]
\[
\mathcal{K}_{2, \epsilon, p} = \left( [(2-p)(1+\epsilon)-1 - 2\epsilon K_3 \beta + K_3 + \frac{2K_3}{\epsilon} + (2-p) \frac{K_3}{m} \left( 1 + \frac{1}{\epsilon} \right) \right) \nu \\
+ \left( \beta C_\epsilon d + \frac{C_\epsilon d^2}{2\epsilon} + K \right) \nu^\gamma + \vartheta^2_m (2r_0 + r\epsilon d + 3d\rho^2).
\]

Thanks to Hypothesis 3.1(3)(iv) (where, now, $L$ and $M$ are constants), we can fix $\epsilon$ sufficiently small such that $(2-p)(1+\epsilon)-1 + 8\epsilon K_3 < 0$ and $2r_0 + r\epsilon d + 3d\rho^2 < 2M \nu^\gamma$ in $I \times \mathbb{R}^d$. Next, we fix $\beta > 1$ such that the supremum over $I \times \mathbb{R}^d$ of $\mathcal{K}_{2, \epsilon, p}$ is negative and $r_0 + d\rho^2(4\beta \epsilon)^{-1} + \vartheta^2_m \leq 2M \nu^\gamma$ in $I \times \mathbb{R}^d$. Finally, we choose $\alpha > \beta$ large enough to make negative the supremum over $I \times \mathbb{R}^d$ of $\mathcal{K}_{1, \epsilon, p}$. As a byproduct, taking into account that we are assuming that $c$ is bounded, we can determine two positive constants $K_{1, \epsilon}$ and $K_{2, \epsilon}$ such that
\[
D_r \psi_m - \mathcal{A}_m \psi_m \leq -K_{1, \epsilon} \left( |\nabla x u_m|^2 + |D^2_u u_m|^2 + |D^2 u_m|^2 \right) \psi_m^{1-\frac{3}{2}} \\
+ K_{2, \epsilon} \vartheta^2_m \psi_m^{1-\frac{3}{2}} + p\|c\|_{\infty} \delta \psi_m^{1-\frac{3}{2}},
\]
and, thus,
\[
g_\delta \leq -K_{1, \epsilon} G_{\epsilon}(t, \cdot) \left( [ |\nabla x u_m|^2 + |D^2_u u_m|^2 + |D^2 u_m|^2 \right) \psi_m^{1-\frac{3}{2}} \\
+ K_{2, \epsilon} G_{\epsilon}(t, \cdot) \psi_m + p\|c\|_{\infty} \delta G_{\epsilon}(t, \cdot) \psi_m^{1-\frac{3}{2}}
\].
Integrating this inequality over \([s + \varepsilon, t - \varepsilon]\) (for \(\varepsilon \in (0, (t - s)/2)\)), pointwise in \(\mathbb{R}^d\), and observing that \(G_m(t, \cdot)\psi_m^{1-2/p} \leq \delta^{p/2-1} G(t, \cdot) \leq \delta^{p/2-1}\) yield
\[
K_{1,p} \int_{s+\varepsilon}^{t-\varepsilon} G_m(t, \tau) \left( |\nabla u_m(\tau, \cdot)|^2 + |D^2 u_m(\tau, \cdot)|^2 \right)^{\frac{1}{2}} d\tau \leq G(t, s) \psi(s, \cdot) + K_{2,p} \int_{s}^{t} G(t, \tau) \psi(\tau, \cdot) \, d\tau + p\|\varepsilon\|_\infty \delta^\frac{1}{2}(t - s).
\]

Next, using Lemma 4.10 and the dominated convergence theorem, we let first \(M\) tend to \(+\infty\) and then \(\varepsilon\) tend to \(0^+\) to get
\[
K_{1,p} \int_{s}^{t} G(t, \tau) \left[ |\nabla u(\tau, \cdot)|^2 + |D^2 u(\tau, \cdot)|^2 \right] d\tau \leq G(t, s) \psi(s, \cdot) + K_{2,p} \int_{s}^{t} G(t, \tau) \psi(\tau, \cdot) \, d\tau + p\|\varepsilon\|_\infty \delta^\frac{1}{2}(t - s),
\]
where \(\psi\) is defined as \(\psi_m\), with \(u_m\) being replaced by \(u\). Now, using estimate (1.7) with \(h = k = 3\), splitting \(u(t, \cdot) = G(t, \tau)u(\tau, \cdot)\), from Young and Hölder inequalities, (2.7) and (2.8), which shows that \(G(t, \tau)|u(\tau, \cdot)|^p \leq G(t, s)|f|_p\), we deduce that
\[
e^{-\alpha_3 \varepsilon_{\sigma_{2, p}}(t - \tau)} \left( |\nabla u(t, \cdot)|^2 + |D^2 u(t, \cdot)|^2 \right)^{\frac{1}{2}} \leq G(t, \tau) \left[ |\nabla u(\tau, \cdot)|^2 + |D^2 u(\tau, \cdot)|^2 \right]^{\frac{1}{2}} + G(t, \tau)|u(\tau, \cdot)|^p \leq G(t, \tau) \left[ |\nabla u(\tau, \cdot)|^2 + |D^2 u(\tau, \cdot)|^2 \right]^{\frac{1}{2}} \psi^{-1}\psi^{1/2} + G(t, s)|f|_p \leq \left\{ G(t, \tau) \left[ |\nabla u(\tau, \cdot)|^2 + |D^2 u(\tau, \cdot)|^2 \right] \psi^{1/2} \right\} \psi^{-1/2} G(t, \tau) \psi^{1/2} \psi^{-1/2} + G(t, s)|f|_p \leq \frac{p}{2} \varepsilon^\frac{1}{2} G(t, \tau) \left[ |\nabla u(\tau, \cdot)|^2 + |D^2 u(\tau, \cdot)|^2 \right] \psi^{1/2} + G(t, s)|f|_p \] (4.16)
for any \(\varepsilon > 0\). From now on, we assume that both the constants \(\sigma_{2, p}\) and \(\sigma_{3, p}\) do not vanish.

Since \(\alpha > \beta > 1\), arguing as in the proof of Theorem 4.3 it can be shown that
\[
G(t, \tau) \psi(\tau, \cdot) \leq G(t, \tau) \left\{ e^{\sigma_{2, p}(t - \tau)\alpha} G(t, s) \left[ (f^2 + |\nabla f|^2 + |D^2 f|^2 + \delta)\right] \right\} = \alpha \varepsilon e^{2\sigma_{2, p}(t-s)} G(t, s) \left[ (f^2 + |\nabla f|^2 + |D^2 f|^2 + \delta)\right] \] (4.17)
for any \(\tau \in [s, t]\) and, consequently,
\[
\int_{s}^{t} G(t, \tau) \psi(\tau, \cdot) \, d\tau \leq \alpha \varepsilon e^{2\sigma_{2, p}(t-s)} \sigma_{2, p} G(t, s) \left[ (f^2 + |\nabla f|^2 + |D^2 f|^2 + \delta)\right].
\] (4.18)
From (4.16) and (4.17) we get
\[
e^{-\sigma_{2, p}(t-s)} \left( |\nabla u(t, \cdot)|^2 + |D^2 u(t, \cdot)|^2 \right) \leq G(t, \tau) \left[ |\nabla u(\tau, \cdot)|^2 + |D^2 u(\tau, \cdot)|^2 \right] \psi^{1/2} + G(t, s)|f|_p \frac{2}{2} \] (4.19)
We stress that the proof of the uniform estimates in Theorem 4.8 given in [22], shows that the function in square brackets in (4.18) can be estimated from above by a constant, independent of \(m\), times \((\tau - s)^{-1/2}\).
Integrating this inequality in \((s, t)\) and taking (1.15) and (1.18) into account, we get
\[
1 - e^{-\sigma_{3,p}(t-s)} (|\nabla_x G(t, s)f|^2 + |D_G^2 G(t, s)f|^2 + |D_G^3 G(t, s)f|^2)^{\frac{p}{2}} 
\leq \mathcal{H}_{p,c}(t-s) G(t, s) [(f^2 + |\nabla f|^2 + |D^2 f|^2 + \delta)^{\frac{p}{2}} + \frac{p^2}{2K_1} \varepsilon \|\sigma\| \delta^{\frac{p}{2}} (t-s) + |t-s|G(t, s)f|^p + \frac{2-p}{2} \varepsilon^{p-2} \alpha^{\frac{p}{2}} \delta^{\frac{p}{2}}],
\]
where
\[
\mathcal{H}_{p,c}(r) = \frac{p}{2K_1} \varepsilon^{\frac{p}{2}} \alpha^{\frac{p}{2}} \left(1 + \frac{e^{\sigma_{2,p}r} - 1}{\sigma_{2,p}}\right) + \frac{2-p}{2} \varepsilon^{p-2} \alpha^{\frac{p}{2}} e^{\sigma_{2,p}r} - 1.\]

Letting \(\delta\) tend to \(0^+\) in (4.19) and estimating \(G(t, s)f|^p \leq G(t, s)(f^2 + |\nabla f|^2 + |D^2 f|^2)^{p/2}\) yield
\[
1 - e^{-\sigma_{3,p}(t-s)} \left(\sum_{h=1}^{3} |D_G^h G(t, s)f|^2\right)^{\frac{p}{2}} \leq [\mathcal{H}_{p,c}(t-s) + (t-s)]G(t, s) \left(\sum_{h=0}^{2} |D_G^h f|^2\right)^{\frac{p}{2}}.
\]

Estimate (1.17) follows, with
\[
\Gamma_{p,2,3}(r) = \frac{\sigma_{p,3}}{1 - e^{-\sigma_{p,3}r}} \left\{ \frac{\alpha}{K_1} \left(1 + K_{p,2} \frac{e^{\sigma_{p,3}r} - 1}{\sigma_{p,2}}\right) \left(\frac{e^{\sigma_{p,3}r} - 1}{\sigma_{p,2}}\right)^{1-\frac{p}{2}} + r \right\},
\]
by minimizing over \(\varepsilon > 0\). The previous formula holds also in the case when at least one between \(\sigma_{p,2}\) and \(\sigma_{p,3}\) vanishes, provided one replaces the ratio \((e^{\sigma r} - 1)/\sigma\) by \(r\).

To obtain (1.17) for \(p > 2\) it suffices to write \(|D_G^2 G(t, s)f|^p = (|D_G^3 G(t, s)f|^2)^{\frac{p}{2}}\), apply (1.17) with \(p = 2\) and then use (2.8).

**Corollary 4.12.** Under the hypotheses of Theorem 4.11 estimate (1.7) holds true for any \(h < k - 1\).

**Proof.** The proof follows from applying repeatedly estimate (1.7) with \(h = k - 1\). For the reader’s convenience, we provide the proof in the case \(k = 3\). For this purpose, we fix \(t > s \in I, p \in (1, +\infty)\), set \(t_1 = (t+s)/2\) and observe that
\[
|D_G^2 G(t, s)f|^p = |D_G^2 G(t, t_1)G(t_1, s)f|^p 
\leq \Gamma^{(2)}_{p,2,3} \left(\frac{t-s}{2}\right) G(t, t_1) \left(\sum_{j=0}^{2} |D_G^j G(t_1, s)f|^2\right)^{\frac{p}{2}} 
\leq \Gamma^{(2)}_{p,2,3} \left(\frac{t-s}{2}\right) \Gamma^{(2)}_{p,1,2} \left(\frac{t-s}{2}\right) G(t, t_1)G(t_1, s) \left(\sum_{j=0}^{1} |D_G^j f|^2\right)^{\frac{p}{2}} 
= \Gamma^{(3)}_{p,3} \left(\frac{t-s}{2}\right) \Gamma^{(2)}_{p,1,2} \left(\frac{t-s}{2}\right) G(t, s) \left(\sum_{j=0}^{1} |D_G^j f|^2\right)^{\frac{p}{2}}
\]
and (1.17) follows with \(h = 1, k = 3\) and \(\Gamma^{(2)}_{p,1,3}(r) = \Gamma^{(2)}_{p,2,3}(r/2)\Gamma^{(2)}_{p,1,2}(r/2)\).

Finally, to prove (1.7), with \(h = 0\) and \(k = 3\), we fix \(t > s \in I, p \in (1, +\infty)\), set \(t_2 = s + (t+s)/3\) and observe that
\[
|D_G^2 G(t, s)f|^p = |D_G^2 G(t, t_2)G(t_2, s)f|^p
\]
elliptic regularity

in Remark 2.3(iii). In this case, the function $Q$ serves for this purpose, we take advantage of the one-dimensional Feller theory (see [20]) as $(1.1)$

in Section 2 of [39]) Example 5.1

that the $L$-norm of the solution of associated Cauchy problem, with Dirichlet, Neumann and more general homogeneous boundary conditions, have been proved (see e.g., [6, 7, 12, 13, 14, 17, 24, 27]). Also in some situations where the elliptic operator (1.4) is replaced by a system of elliptic operators some gradient estimates are available (see e.g., [2, 23, 34]).

5. Some consequences of the pointwise estimates of Section 4

If not otherwise specified, throughout this section we assume that $c \equiv 0$.

The following example, due to J. Prüss, A. Rhandi and R. Schnaubelt, shows that the $L^p$-spaces related to the Lebesgue measure do not represent a good setting where to study the evolution operator $G(t,s)$.

Example 5.1 (Section 2 of [39]). Let $\mathcal{A}$ be the one-dimensional elliptic operator defined by $(\mathcal{A}\psi)(x) = \psi''(x) - x|\psi'(x)|^q$ for any $x \in \mathbb{R}$ and smooth enough functions $\psi : \mathbb{R} \to \mathbb{R}$. Let us show that for any $p \in [1, +\infty)$, $\lambda > 0$ and any nonnegative and not identically vanishing functions $f \in C_0^\infty(\mathbb{R})$ the equation $\lambda u - \mathcal{A}u = f$ does not admit solutions in $L^p(\mathbb{R})$. Indeed, fix $p$, $\lambda$ and $f$ as above and, by contradiction, let assume that the equation $\lambda u - \mathcal{A}u = f$ admits a solution $u \in L^p(\mathbb{R})$. By elliptic regularity $u$ belongs to $C^2(\mathbb{R})$. Let us prove that $u$ is bounded in $\mathbb{R}$. For this purpose, we take advantage of the one-dimensional Feller theory (see [20]) as in Remark (33)(iii). In this case, the function $Q$ and $R$ are given by

$$Q(x) = e^{-\frac{|x|^{p+2}}{p+2}} \int_0^x e^{\frac{|t|^{p+2}}{p+2}} dt, \quad R(x) = e^{-\frac{|x|^{p+2}}{p+2}} \int_0^x e^{-\frac{|t|^{p+2}}{p+2}} dt, \quad x \in \mathbb{R}.$$  

A straightforward computation reveals that $\lim_{x \to \pm\infty} x^{1+c/2} Q(x) = 0$. Hence, $Q \in L^1(\mathbb{R})$. On the other hand, the function $R$ does not belong to $L^1(\mathbb{R})$. This implies that the equation $\lambda u - \mathcal{A}u = 0$ admits a decreasing solution $u_1$ which tends to 1 at $+\infty$ and an increasing solution $u_2$ which tends to 1 at $-\infty$ (see [33] Chapter 2)]. Clearly, $u_1$ and $u_2$ are linearly independent. Moreover $u_1$ and $u_2$ diverge to $+\infty$ at $-\infty$ and at $+\infty$, respectively. Since the equation $\lambda u - \mathcal{A}u = f$ admits a bounded solution $u_0 \in C^0(\mathbb{R}) \cap C^2(\mathbb{R})$ and any other solution is given by $c_1 u_1 + c_2 u_2 + u_0$ for some real constants $c_1$ and $c_2$, if $(c_1, c_2) \neq (0, 0)$ then the function $u_0 + c_1 u_1 + c_2 u_2$ does not belong to $L^p(\mathbb{R})$. Consequently $u = u_0$, i.e., $u$ is bounded and positive since $u_0$ is.

We now introduce the functions $V : \mathbb{R} \to \mathbb{R}$ and $W : \mathbb{R} \setminus \{0\} \to \mathbb{R}$, defined by $V(x) = x^2$ and $W(x) = \varepsilon (2\lambda)^{-1} + |x|^{-\varepsilon}$ for $x \in \mathbb{R}$ and $x \neq 0$, respectively,
which satisfy the differential inequalities \( \lambda V - A V \geq 0 \) and \( \lambda W - AW \leq 0 \) in \( \mathbb{R} \setminus (-r, r) \) if \( r \) is properly chosen. Since \( u \) is bounded and positive, we can fix \( \beta > 0 \) such that \( u(\pm r) \geq \beta w(\pm r) \). For any \( \delta > 0 \) the function \( w = u - \beta W + \delta V \) satisfies the differential inequality \( \lambda w - Aw \geq 0 \) in \( \mathbb{R} \setminus (-r, r) \) and diverges to \( +\infty \) as \( x \) tends to \( \pm \infty \). Hence, it admits a nonnegative minimum in \( \mathbb{R} \setminus (-r, r) \). Thus, \( u = \beta W + \delta V \geq 0 \) in \( \mathbb{R} \setminus (-r, r) \) for any \( \delta > 0 \) and letting \( \delta \) tend to \( 0^+ \) yields \( u \geq \beta W \). Since \( W \notin L^p(\mathbb{R}) \) the function \( u \) does not belong to \( L^p(\mathbb{R}) \) as well and the contradiction follows.

Remark 5.2. Sufficient conditions for the evolution \( G(t, s) \) to preserve \( L^p(\mathbb{R}^d) \) are obtained in \([4]\) and, in the case when \( \varepsilon \equiv 0 \) (as we are assuming in this section), they require, besides Hypothesis 2.1(i)-(ii), that one of the following set of conditions is satisfied:

(a) the coefficients \( q_{ij} \) and \( b_i \) (\( i, j = 1, \ldots, d \)) are differentiable in \( I \times \mathbb{R}^d \) with respect to the spatial variables, the weak derivatives \( D_i q_{ij} \) exist in \( I \times \mathbb{R}^d \) for any \( i, j \) as above and the function \( \beta : I \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) defined by \( \beta_i = b_i - \sum_{j=1}^d D_i q_{ij} \) for any \( i = 1, \ldots, d \) is such that \( \text{div}_x \beta \geq -K_0 \) in \( I \times \mathbb{R}^d \) for some positive constant \( K_0 \);

(b) the coefficients \( q_{ij} \) are differentiable in \( I \times \mathbb{R}^d \) with respect to the spatial variables, the function \( \nu(t, \cdot) \) in Hypothesis 2.1(ii) is measurable for any \( t \in I \), and the function \( |\beta|^p \) is controlled from above by a constant \( K_1 \) times the function \( \nu \).

In the first case, \( G(t, s) \) preserves \( L^p(\mathbb{R}^d) \) for any \( t > s \in I \) and \( p \in [1, +\infty) \), whereas the second set of conditions guarantee that \( L^p(\mathbb{R}^d) \) is preserved by the action of the evolution operator if \( p \in (1, +\infty) \).

On the other hand, the evolution operator \( G(t, s) \) enjoys good properties in the \( L^p \)-spaces related to the tight evolution system of measures. The existence of such measures can be proved under the following set of hypotheses, which we assume throughout this section, if not otherwise mentioned.

Hypothesis 5.3. Hypotheses 2.1(i)-(ii) are satisfied and there exists a nonnegative function \( \varphi \in C^2(\mathbb{R}^d) \), which blows up as \( |x| \rightarrow +\infty \), such that \( A \varphi \leq a_1 - a_2 \varphi \) in \( [t_0, +\infty) \times \mathbb{R}^d \) for some positive constants \( a_1, a_2 \) and \( t_0 \in I \).

Under Hypothesis 5.3 in \([23]\) it has been proved that there exists a tight evolution system of measures \( \{\mu_t : t \in I\} \) associated to the evolution operator \( G(t, s) \). The invariance property \([14]\) and formula \([28]\) show that

\[
\int_{\mathbb{R}^d} |G(t, s)f|^p d\mu_t \leq \int_{\mathbb{R}^d} G(t, s)|f|^p d\mu_t = \int_{\mathbb{R}^d} |f|^p d\mu_s
\]

for any \( f \in C_0(\mathbb{R}^d), p \in (1, +\infty) \) and \( I \supset s < t \). The density of \( C_0^\infty(\mathbb{R}^d) \) (and, hence, \( C_0(\mathbb{R}^d) \)) in \( L^p(\mathbb{R}^d, \mu_s) \), allows us to extend each operator \( G(t, s) \) with a contraction from \( L^p(\mathbb{R}^d, \mu_s) \) into \( L^p(\mathbb{R}^d, \mu_t) \).

Remark 5.4. Note that the operator considered in Example 5.1 satisfies the previous hypothesis. Indeed, if one take as \( \varphi \) the function defined by \( \varphi(x) = x^2 \) for any \( x \in \mathbb{R} \), one easily realizes that \( A \varphi(x) = 2 - 2e^{2|x|} \) for any \( x \in \mathbb{R} \) and it is easy to check that there exist two positive constants \( a_1 \) and \( a_2 \) such that \( A \varphi \leq a_1 - a_2 \varphi \) in \( \mathbb{R} \). Hence, Hypothesis 5.3 are weaker than those in \([4]\), which guarantee that \( G(t, s) \) preserves \( L^p(\mathbb{R}^d) \).

\footnote{A set of Borel measures \( \{\mu_t : t \in I\} \) in \( \mathbb{R}^d \) is tight if for every \( \varepsilon > 0 \) there exists \( \rho > 0 \) such that \( \mu_t(B_\rho) \leq \varepsilon \), for every \( t \in I \).}
In this section, we illustrate remarkable properties enjoyed by the evolution operator \( G(t,s) \) in the \( L^p \)-spaces related to evolution systems of measures, which are consequences of the pointwise estimates of the previous section. To begin with, we consider the following result.

**Proposition 5.5.** Under the same hypotheses as in Theorems 4.3 and 4.11 the following assertions hold true.

(i) If the operator \( G(t,s) \) is bounded \( 1 \) in \( L^1(\mathbb{R}^d) \) for any \( t > s \in I \), then it is bounded from \( W^{\theta_1,p}(\mathbb{R}^d) \) to \( W^{\theta_2,p}(\mathbb{R}^d) \), for any \( 0 \leq \theta_1 \leq \theta_2 \leq k \), \( p \in (1,\infty) \), \( t > s \in I \) and \( \|G(t,s)\|_{L(W^{\theta_1,p}(\mathbb{R}^d),W^{\theta_2,p}(\mathbb{R}^d))} \leq C_{\theta_1,\theta_2,p}(s,t) \) for any \( \theta_1,\theta_2,p,k,t \) and \( s \) as above and some positive function \( C_{\theta_1,\theta_2,p} : (0,\infty) \to (0,\infty) \) which can be explicitly computed (see the proof).

(ii) Each operator \( G(t,s) \) is bounded from \( W^{\theta_1,p}(\mathbb{R}^d,\mu_s) \) to \( W^{\theta_2,p}(\mathbb{R}^d,\mu_t) \), for any \( p \in (1,\infty) \), \( \theta_1,\theta_2 \in \{0,\ldots,k\} \), with \( \theta_1 \leq \theta_2 \), \( t > s \in I \) and

\[
\|G(t,s)\|_{L(W^{\theta_1,p}(\mathbb{R}^d,\mu_s),W^{\theta_2,p}(\mathbb{R}^d,\mu_t))} \leq C_{\theta_1,\theta_2,p}(t-s), \quad t > s \in I,
\]

for any \( p,\theta_1,\theta_2 \) as above and some positive function \( C_{\theta_1,\theta_2,p} : (0,\infty) \to (0,\infty) \) which can be explicitly computed (see the proof).

**Proof.** (i) We set \( c_{\alpha,\beta,q}(s,t) = \|G(t,s)\|_{L(W^{\alpha,q}(\mathbb{R}^d),W^{\beta,q}(\mathbb{R}^d))} \) for any \( I \supset s < t \), \( 0 \leq \alpha \leq \beta \) and \( q \in [1,\infty) \). By assumptions \( c_{0,0,1}(s,t) \) is finite for any \( s \) and \( t \) as above. By interpolation, from (2.1) we deduce that also \( c_{0,0,p}(s,t) \) is finite for any \( t > s \in I \), \( p \in (1,\infty) \) and \( c_{0,0,p}(s,t) \leq (c_{0,0,1}(s,t))^{1/p} \).

Now, fix \( k \) as in the statement of Theorem 4.1. Integrating estimate (1.7) (with \( h = 0 \) in \( \mathbb{R}^d \) with respect to the Lebesgue measure and using the density of \( C_c^\infty(\mathbb{R}^d) \) in \( W^{k,p}(\mathbb{R}^d) \), we get

\[
c_{0,k,p}(s,t) \leq |c_{0,0,1}(s,t)|^{1/k} \left[ \sum_{j=1}^k (t_{p,0,j}(t-s))^1 \right]^{1/k} + 1
\]

for any \( t > s \in I \), \( p \in (1,\infty) \). Moreover, even from (1.7) it follows that

\[
\|D_p^k G(t,s)f\|_{L^p(\mathbb{R}^d)} \leq (t_{p,0,h}(t-s))^1 \left( \int_{\mathbb{R}^d} \left( \sum_{j=0}^h |D^j f|^2 \right)^{\frac{p}{2}} dx \right)^{\frac{1}{p}}
\]

\[
\leq (t_{p,0,h}(t-s))^1 (c_{0,0,1}(t-s))^1 \max \left\{ 2^{\frac{k}{p} - \frac{1}{p}}, 1 \right\} \left( \int_{\mathbb{R}^d} \left( \sum_{j=0}^h |D^j f|^p dx \right)^{\frac{1}{p}} \right)
\]

\[
\leq (t_{p,0,h}(t-s))^1 (c_{0,0,1}(t-s))^1 \max \left\{ 2^{\frac{k}{p} - \frac{1}{p}}, 1 \right\} \|f\|_{W^{\theta,p}(\mathbb{R}^d)}
\]

for any \( h \in \{0,\ldots,k\} \), \( t > s \in I \), \( p \in (1,\infty) \). Hence,

\[
c_{k,p}(s,t) \leq |c_{0,0,1}(s,t)|^{1/k} \max \left\{ 2^{\frac{k}{p} - \frac{1}{p}}, 1 \right\} \left[ \sum_{h=1}^k (t_{p,0,h}(t-s))^1 \right]^{1/k} + 1
\]

The claim is thus proved for \((\theta_1,\theta_2) = (0,k)\) and \((\theta_1,\theta_2) = (k,k)\). The remaining cases follow by interpolation, taking into account that for any \( \theta \in (0,1) \) and \( p \in [1,\infty) \), \( W^{(1-\theta)\theta_1+\theta_2,p}(\mathbb{R}^d) = (W^{\theta_1,p}(\mathbb{R}^d),W^{\theta_2,p}(\mathbb{R}^d))_{\theta,p} \) with equivalence of the respective norms (see [10] Theorem 2.4.1(a)). More precisely, since \( G(t,s) \) belongs to \( L(L^p(\mathbb{R}^d),W^{k,p}(\mathbb{R}^d)) \) \( \cap L(W^{k,p}(\mathbb{R}^d)) \), it follows that \( G(t,s) \in L(W^{\theta_1,p}(\mathbb{R}^d),W^{k,p}(\mathbb{R}^d)) \) for any \( \theta_1 \in (0,k) \) and

\[
c_{\theta_1,k,p}(s,t) \leq (c_{0,k,p}(s,t))^{1-\theta_1/k} (c_{k,k,p}(s,t))^{\theta_1/k}
\]

which is the case under conditions (a) in Remark 4.1.
for any $I \ni s < t$. Moreover, since $G(t, s) \in L(L^p(\mathbb{R}^d)) \cap L(W^{k,p}(\mathbb{R}^d))$ for any $t > s \in I$, $G(t, s)$ is bounded from $W^{1,p}(\mathbb{R}^d)$ into itself and

$$c_{0,0,0}(s, t) \leq (c_{0,0,0}(s, t))^{1 - \frac{2}{p}}(c_{k,k,p}(s, t))^{\frac{2}{p}}, \quad I \ni s < t.$$  

Finally, using the fact that $G(t, s) \in L(W^{k_1,p}(\mathbb{R}^d)) \cap L(W^{k_2,p}(\mathbb{R}^d))$, we conclude that $G(t, s) \in L(W^{k_1,p}(\mathbb{R}^d), W^{k_2,p}(\mathbb{R}^d))$ for any $0 \leq \theta_1 \leq \theta_2 \leq k$ and $c_{0,0,0}(s, t) \leq (c_{0,0,0}(s, t))^{(k_2 - k_1)/(k_2 - k_1)}(c_{0,0,0}(s, t))^{(\theta_2 - \theta_1)/(\theta_2 - \theta_1)}$ for any $t > s \in I$. The claim follows.

(ii) The proof is obtained immediately integrating the pointwise estimates \[17\], taking the invariance property of the evolution system \{\mu_t : t \in I\} into account and arguing as in (i). We get $\tilde{C}_{0,0,0}(r) = 1$,

$$\tilde{C}_{h,h,p}(r) = \max \left\{ 2^\frac{h}{h}, 1 \right\} \sum_{j=1}^{h} (\Gamma^{(2)}_{p,j,j}(r))^\frac{1}{h} + 1, \quad h \geq 1;$$

$$\tilde{C}_{h,k,p}(r) = \max \left\{ 2^\frac{k}{k}, 1 \right\} \sum_{j=0}^{k} (\Gamma^{(2)}_{p,h,j}(r))^\frac{1}{k} + 1, \quad h = 0, 1;$$

$$\tilde{C}_{2,3,p}(r) = C_{1,1,p}(r) + \max \left\{ 2^\frac{3}{3}, 1 \right\} \sum_{j=2}^{3} (\Gamma^{(2)}_{p,2,2}(r))^\frac{1}{3} + 1. \qedhere$$

**Remark 5.6.** Under conditions (a) in Remark 5.2, the functions $c_{0,0,0}(s, t), p \geq 1$ in the proof of Proposition 5.5 are explicit. More precisely $c_{0,0,0}(s, t) = e^{\kappa_0(t-s)/p}$.

Whenever the uniform estimate

$$\|\nabla_x G(t, s)f\|_\infty \leq e^{\sigma_\infty(t-s)} \|f\|_{C^1_b(\mathbb{R}^d)}, \quad t > s \in I, \quad f \in C^1_b(\mathbb{R}^d),$$  \hspace{1cm} (5.1)

holds true for some negative constant $\sigma_\infty$, the tight evolution system of measures is unique, as the following Proposition 5.7 shows. Note that Theorem 4.3 provides us with a sufficient condition for (5.1) to hold.

In the rest of this section we denote by $\overline{f}$ the average of $f$ with respect to the measure $\mu_s$, i.e.,

$$\overline{f} = \int_{\mathbb{R}^d} f \, d\mu_s, \quad s \in I.$$

**Proposition 5.7.** If (5.1) holds true, then the tight evolution system of measures associated to $G(t, s)$ is unique.

**Proof.** We fix $s \in I, f \in C^1_b(\mathbb{R}^d)$, set $r_t = e^{-\sigma_\infty t/2}$, for any $t \geq s$, and observe that, for any $t > s$ and $x \in \mathbb{R}^d$,

$$|G(t, s)f(x) - \overline{f}| = \left| \int_{\mathbb{R}^d} (G(t, s)f(x) - G(t, s)f) \, d\mu_t \right|$$

$$\leq \int_{B_{r_t}} |G(t, s)f(x) - G(t, s)f| \, d\mu_t$$

$$+ \int_{\mathbb{R}^d \setminus B_{r_t}} |G(t, s)f(x) - G(t, s)f| \, d\mu_t$$

$$\leq \|\nabla_x G(t, s)f\|_\infty \int_{B_{r_t}} |x - y| \, d\mu_t + 2 \|f\|_\infty \mu_t(\mathbb{R}^d \setminus B_{r_t})$$

$$\leq e^{\sigma_\infty(t-s)} \|\nabla f\|_\infty \left( |x| + \int_{B_{r_t}} |y| \, d\mu_t \right) + 2 \|f\|_\infty \mu_t(\mathbb{R}^d \setminus B_{r_t}).$$
Hence, \( \|G(t,s)f - f_s\|_{C^0(B_R)} \leq e^{c_\alpha(t-s)}R\|\nabla f\|_\infty + H(s,t,f) \) for any \( t > s \), where \( H(s,t,f) := e^{(t-s)\beta/2}\|\nabla f\|_\infty + 2\|f\|_\infty \mu_t(\mathbb{R}^d \setminus B_R) \). The tightness of the measures \( \{\mu_t : t \in I\} \) shows that \( \mu_t(\mathbb{R}^d \setminus B_R) \) tends to 0 as \( t \to +\infty \) and, consequently, \( \|G(t,s)f - f_s\|_{C^0(B_R)} \) vanishes as \( t \to +\infty \) for any \( R > 0 \).

Using this result, we can conclude the proof. Indeed, assume by contradiction that there exists another tight evolution system of measures \( \{\tilde{\mu}_t : t \in I\} \) associated to \( G(t,s) \). Then, for any \( f \in C^0_c(\mathbb{R}^d) \), the average of \( f \) with respect to \( \mu_t \) and to \( \nu_s \) coincide for every \( s \). Since the characteristic function of a Borel set \( A \) is the almost everywhere limit of a sequence of functions in \( C^0_c(\mathbb{R}^d) \), by the dominated convergence theorem, we conclude that \( \mu_s(A) = \nu_s(A) \) for every \( s \in I \) and, thus, the two evolution systems of measures actually coincide.

**Remark 5.8.** By the results in [10] each measure \( \mu_t \) is absolutely continuous with respect to the Lebesgue measure. More precisely, there exists a continuous function \( \rho : I \times \mathbb{R}^d \to \mathbb{R} \) such that \( d\mu_t = \rho(t,\cdot)dx \).

### 5.1. Logarithmic Sobolev inequalities and summability improving properties

The so-called logarithmic Sobolev inequality (LS) is crucial in the study of the evolution operator \( G(t,s) \) in the \( L^p \)-spaces related to the tight evolution system of measures \( \{\mu_t : t \in I\} \). These estimates, proved firstly in 1975 by Gross for the Gaussian measures, represent the counterpart of the Sobolev embedding theorems which fail in general when the measure is not the Lebesgue measure.

**Example 5.9.** Let \( \mu \) be the one-dimensional Gaussian measure, whose density with respect to the Lebesgue measure is the function \( \psi : \mathbb{R} \to \mathbb{R} \), defined by \( \psi(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \) for any \( x \in \mathbb{R} \). For any \( \epsilon > 0 \), the function \( f_\epsilon(x) = e^{x^2/(4\epsilon)} \) belongs to \( W^{1,2}(\mathbb{R},\mu) \) but it does not belong to \( L^{2+\epsilon/2}(\mathbb{R}) \). Hence, no embeddings of \( W^{1,2}(\mathbb{R},\mu) \) into \( L^q(\mathbb{R},\mu) \) exist if \( q > 2 \). We note that \( \mu \) is the invariant measure of the semigroup associated with the Ornstein-Uhlenbeck operator \( \mathcal{A} = D_x x - x D_x \).

The logarithmic Sobolev inequality (LS) yields some relevant results as the next proposition shows.

**Proposition 5.10.** Assume that (LS) is satisfied. Then, the following assertions hold true.

(i) \( W^{1,p}(\mathbb{R}^d,\mu_s) \) is compactly embedded in \( L^p(\mathbb{R}^d,\mu_s) \) for any \( p \in [2, +\infty) \) and \( s \in I \);

(ii) for any \( t > s \) and \( p \in (1, +\infty) \), \( G(t,s) \) is a compact operator from \( L^p(\mathbb{R}^d,\mu_s) \) into \( L^p(\mathbb{R}^d,\mu_t) \);

(iii) The Poincaré inequality \( \|f - f_s\|_{L^2(\mathbb{R}^d,\mu_s)} \leq 2^{-1}C_2 \|\nabla f\|_{L^2(\mathbb{R}^d,\mu_s)} \) holds true for any \( f \in W^{1,2}(\mathbb{R}^d,\mu_s) \) and \( s \in I \).

**Proof.** (i) Fix \( p \geq 2 \). The logarithmic Sobolev inequality implies that, for any \( s \in I \), the \( \|f\|_{L^p(\mathbb{R}^d \setminus B_R,\mu_s)} \) vanishes as \( R \to +\infty \), uniformly with respect to \( f \) in the closed unit ball of \( W^{1,p}(\mathbb{R}^d,\mu_s) \). Indeed, for any \( f \in W^{1,p}(\mathbb{R}^d,\mu_s) \) and \( k \in \mathbb{N} \), introduce the set \( E_k = \{x \in \mathbb{R}^d : |f(x)| \leq k\} \) and observe that the logarithmic Sobolev inequality (LS) (which can be extended by density to any function in \( W^{1,p}(\mathbb{R}^d,\mu_s) \)) and Hölder inequality show that

\[
\begin{align*}
\|f\|_{L^p(\mathbb{R}^d \setminus B_R,\mu_s)} &= \int_{E_k \cap (\mathbb{R}^d \setminus B_R)} |f|^p d\mu_s + \int_{\mathbb{R}^d \setminus (B_R \cup E_k)} |f|^p d\mu_s \\
&\leq k^p \mu_s(\mathbb{R}^d \setminus B_R) + \frac{1}{\log(k)} \int_{\mathbb{R}^d} |f|^p \log(|f|) d\mu_s \\
&\leq k^p \mu_s(\mathbb{R}^d \setminus B_R)
\end{align*}
\]
The Poincaré inequality can be proved also for Remark 5.11. The main tool of the proof is the pointwise gradient estimate \( C \) result of the evolution operator \( G \), it can be proved a first summability improving 
tions in the rest of this subsection 

\[
|\nabla_x G(t,s)f(x)| \leq e^{\sigma_1(t-s)}(G(t,s)|\nabla f|)(x), \quad t > s, \ x \in \mathbb{R}^d, \ f \in C^1_b(\mathbb{R}^d),
\]

for some \( \sigma_1 < 0 \). Whenever (5.2) holds, estimate (5.1) is satisfied with \( \sigma_\infty = \sigma_1 \). Hence, there exists a unique tight evolution system of measures. In the rest of the section, we always deal with such an evolution system of measures.

**Theorem 5.12** (Theorem 3.3 of [8]). Suppose that the diffusion coefficients of the operator \( A \) are independent of \( x \) and bounded. Further, suppose that \( \langle \lambda \xi, b(t,x)\xi \rangle \leq r_0|\xi|^2 \) for any \( t \in I, \ x, \xi \in \mathbb{R}^d \) and some negative constant \( r_0 \). Then, estimate (5.2) holds true for any \( f \in W^{1,p}(\mathbb{R}^d, \mu_s), \ p \in (1, +\infty), \ s \in I, \) with \( \sigma_1 = r_0 \), estimate (1.8) holds true with \( C_p = (2|r_0|)^{-1}p^2\Lambda_0 \), where \( \Lambda_0 \) denotes the supremum over \( I \) of the maximum eigenvalue of the matrix \( Q(t) \).

Under the assumptions of Theorem 5.12 which we assume as standing assumptions in the rest of this subsection, it can be proved a first summability improving result of the evolution operator \( G(t,s) \).

**Theorem 5.13** (Theorem 4.1 of [8]). Under the assumptions of Theorem 5.12 the evolution operator \( G(t,s) \) is hypercontractive, i.e., for any \( p, q \in (1, +\infty), \) with
p < q, the operator $G(t, s)$ is a contraction from $L^p(\mathbb{R}^d, \mu_s)$ into $L^q(\mathbb{R}^d, \mu_t)$ if
\[ t \geq s + \frac{\Lambda_0}{\log(q/p)}. \]

It is also interesting to study some stronger summability improving properties of the evolution operator $G(t, s)$. These stronger summability improving properties are:

- **supercontractivity:** $G(t, s)$ is bounded from $L^p(\mathbb{R}^d, \mu_s)$ into $L^q(\mathbb{R}^d, \mu_t)$ for any $q > p > 1$ and $t > s \in I$;
- **ultraboundedness:** $G(t, s)$ is bounded from $L^p(\mathbb{R}^d, \mu_s)$ into $C_b(\mathbb{R}^d)$ for any $p \in (1, +\infty)$ and $t > s \in I$;
- **ultracontractivity:** $G(t, s)$ is bounded from $L^1(\mathbb{R}^d, \mu_s)$ into $C_b(\mathbb{R}^d)$ for any $t > s \in I$;

The following theorem shows that the supercontractivity is equivalent to the occurrence of a one-parameter family of logarithmic Sobolev inequalities and to an integrability property of the Gaussian functions $\varphi_\lambda : \mathbb{R}^d \to \mathbb{R}$, defined by $\varphi_\lambda(x) := e^{\lambda|x|^2}$ for any $x \in \mathbb{R}^d$ and $\lambda > 0$ with respect to the measures $\mu_s (s \in I)$.

**Theorem 5.14** (Theorems 3.1 & 3.7 of [5]). The following facts are equivalent.

(i) The evolution operator $G(t, s)$ is supercontractive.

(ii) The inequality
\[
\int_{\mathbb{R}^d} |f|^p \log(|f|) d\mu_s - \|f\|_{L^p(\mathbb{R}^d, \mu_s)}^p \log(\|f\|_{L^p(\mathbb{R}^d, \mu_s)}) \\
\leq \frac{\varepsilon}{2} \int_{\mathbb{R}^d} |f|^{p-2} \nabla f^2 d\mu_s + \frac{2\beta(\varepsilon)}{p} \|f\|_{L^p(\mathbb{R}^d, \mu_s)}^p
\]
holds true for every $f \in W^{1,p}(\mathbb{R}^d, \mu_s)$, $s \in I$, $p > 1$, $\varepsilon > 0$ and some positive decreasing function $\beta : (0, +\infty) \to (0, +\infty)$ which blows up as $\varepsilon \to 0^+$.

(iii) The function $\varphi_\lambda$ belongs to $L^1(\mathbb{R}^d, \mu_s)$ for any $\lambda > 0$ and $s \in I$. Moreover, $\sup(\|\varphi_\lambda\|_{L^1(\mathbb{R}^d, \mu_s)} : s \in I) < +\infty$ for any $\lambda > 0$.

On the other hand, the ultraboundedness can be characterized as follows.

**Theorem 5.15** (Theorem 4.5 of [5]). The evolution operator $G(t, s)$ is ultrabounded, if and only if for every $\lambda > 0$ and $t > s$ the function $G(t, s)\varphi_\lambda$ belongs to $C_b(\mathbb{R}^d)$ and, for any $\delta, \lambda > 0$, there exists a positive constant $K_{\delta, \lambda}$ such that $\|G(t, s)\varphi_\lambda\|_{L^1(\mathbb{R}^d)} \leq K_{\delta, \lambda}$ for any $t > s \in I$.

**Remark 5.16.**

(i) A sufficient condition for the supercontractivity of the evolution operator $G(t, s)$ is the existence of a positive constant $K$ such that $\langle b(t, x), x \rangle \leq -K|x|^2 \log |x|$ for any $t \in I$ and $x$ large enough. This condition is quite sharper. Indeed, the autonomous operator $\langle A\zeta(x) = \Delta \zeta(x) - \langle x, \nabla \zeta(x) \rangle \rangle$ does not satisfy it and it is well known that the associated Ornstein-Uhlenbeck semigroup is not supercontractive with respect to the Gaussian invariant measure $d\mu(x) = (2\pi)^{-d/2}e^{-|x|^2/2}dx$ as proved in [59].

(ii) In order to prove that the evolution operator $G(t, s)$ is ultrabounded it suffices to assume that there exist $K_1 > 0$ and $\alpha > 1$ such that $\langle b(t, x), x \rangle \leq -K_1|x|^2(\log |x|)^\alpha$ for any $t \in I$ and $x$ large enough. Also this condition is rather sharp. Indeed in [25], the authors show that the semigroup associated with the operator $A = \Delta - \langle \nabla \Phi, \nabla \rangle$ is not ultrabounded in the $L^p$-spaces related to the invariant measure $d\mu = |e^{-\Phi}|^{-1}e^{-\Phi}dx$, if $\Phi(x) \sim |x|^2 \log |x|$.

An equivalent characterization of the ultracontractivity is not available in the literature, at the best of our knowledge. On the other hand a sufficient condition is given by the following theorem.
Theorem 5.17. Suppose that \( b(t, x), x \leq -K_2 |x|^\gamma \) for any \( t \in I, |x| \geq R \) and some positive constants \( K_2, R \) and \( \gamma > 2 \). Then, the evolution operator \( G(t, s) \) is ultracontractive.

5.2 Long-time behaviour of \( G(t, s) f \). This last subsection is devoted to present some result on the asymptotic behaviour of \( G(t, s) f \) as \( t \to +\infty \). As the proof of Proposition 5.7 shows, \( G(t, s) f \) converges to \( \mathcal{J} \), locally uniformly in \( \mathbb{R}^d \) as \( t \to +\infty \) for any \( f \in C^0_b(\mathbb{R}^d) \), provided that the gradient estimate \( 5.1 \) is satisfied. In such a case, one can also infer that \( \|G(t, s) f - \mathcal{J}\|_{L^p(\mathbb{R}^d, \mu_s)} \) vanishes as \( t \to +\infty \) for any \( f \in L^p(\mathbb{R}^d, \mu_s) \) and \( s \in I \), using the above local uniform convergence, the density of \( C^0_b(\mathbb{R}^d) \) into \( L^p(\mathbb{R}^d, \mu_s) \) and the uniform boundedness (with respect to \( s \) and \( t \) of \( \|G(t, s)\|_{L^p(\mathbb{R}^d, \mu_s), L^p(\mathbb{R}^d, \mu_s))} \) of the operator \( f \to \mathcal{J} \) from \( L^p(\mathbb{R}^d, \mu_s) \) into \( \mathbb{R} \).

Actually we can be more precise on the decay rate to 0 of the previous norm when some additional conditions are satisfied. For any \( p \in [1, +\infty) \), we introduce the sets \( \mathfrak{A}_p \) and \( \mathfrak{B}_p \) defined as follows:

- \( \mathfrak{A}_p \) is the set of all \( \omega \in \mathbb{R} \) such that \( \|G(t, s) f - m_s(f)\|_{L^p(\mathbb{R}^d, \mu_s)} \leq M_{p, \omega} e^{\omega(t-s)} \|f\|_{L^p(\mathbb{R}^d, \mu_s)} \)
  for any \( f \in L^p(\mathbb{R}^d, \mu_s) \), any \( I \ni s < t \) and some positive constant \( M_{p, \omega} \);
- \( \mathfrak{B}_p \) is the set of all \( \omega \in \mathbb{R} \) such that \( \|\nabla_x G(t, s) f\|_{L^p(\mathbb{R}^d, \mu_s)} \leq N_{p, \omega} e^{\omega(t-s)} \|f\|_{L^p(\mathbb{R}^d, \mu_s)} \)
  for any \( f \in L^p(\mathbb{R}^d, \mu_s) \), any \( I \ni s < t \), such that \( t - s \geq 1 \), and some positive constant \( N_{p, \omega} \).

Theorem 5.18 (Theorem 5.3 of [7]). The following facts are true:

(i) suppose that \( G(t, s) \) is bounded from \( L^{p_0}(\mathbb{R}^d, \mu_s) \) into \( W^{1, p_0}(\mathbb{R}^d, \mu_t) \) and \( \|\nabla_x G(t, s) f\|_{L^{p_0}(\mathbb{R}^d, \mu_s)} \leq C_1(t-s)\|f\|_{L^{p_0}(\mathbb{R}^d, \mu_s)} \)
  for any \( f \in L^{p_0}(\mathbb{R}^d, \mu_s) \), \( t > s \in I \), some \( p_0 \in (1, +\infty) \) and a positive function \( C_1 : (0, +\infty) \to (0, +\infty) \). Then, \( \mathfrak{A}_{p_0} \subset \mathfrak{B}_{p_0} \);

(ii) if the evolution operator \( G(t, s) \) is hypercontractive, then the sets \( \mathfrak{A}_p \) is independent of \( p \in (1, +\infty) \);

(iii) if the evolution operator \( G(t, s) \) is hypercontractive and \( G(t, s) \) is bounded from \( L^p(\mathbb{R}^d, \mu_s) \) into \( W^{1, p}(\mathbb{R}^d, \mu_t) \) and \( \|\nabla_x G(t, s) f\|_{L^p(\mathbb{R}^d, \mu_s)} \leq C_2(t-s)\|G(t, s)\|_{L^p(\mathbb{R}^d, \mu_s)} \)
  for any \( f \in L^p(\mathbb{R}^d, \mu_s) \), any \( p \in (1, +\infty) \) and some positive and locally bounded function \( C_2 : (0, +\infty) \to (0, +\infty) \), then the sets \( \mathfrak{B}_p \) are independent of \( p \in (1, +\infty) \);

(iv) if the assumptions in (i) are satisfied for any \( p \in (1, +\infty) \) as well as the assumptions in (iii) and, in addition, the Poincaré inequality holds true, then \( \mathfrak{A}_p = \mathfrak{B}_p \), for any \( p \in (1, +\infty) \).

Proof. (i) Let \( p_0 \) be as in the statement, fix \( \omega \in \mathfrak{A}_{p_0}, s, t \in I \) with \( t - s \geq 1 \), and \( f \in L^{p_0}(\mathbb{R}^d, \mu_s) \) with \( \mathcal{J} = 0 \). Splitting \( G(t, s) f = G(t, s) G(t-1) G(t-1, s) f \) and using the estimate in the statement, we get \( \|\nabla_x G(t, s) f\|_{L^{p_0}(\mathbb{R}^d, \mu_s)} \leq \|\nabla_x G(t, s) G(t-1) G(t-1, s) f\|_{L^{p_0}(\mathbb{R}^d, \mu_s)} \leq C_1(1)\|G(t-1) G(t-1, s) f\|_{L^{p_0}(\mathbb{R}^d, \mu_{t-1})} \leq C_1(1) M_{p_0, \omega} e^{\omega(t-s)} \|f\|_{L^{p_0}(\mathbb{R}^d, \mu_s)} \).

In view of Theorem 5.7, this condition is satisfied if \( r_0 \omega^{-1} \) diverges to \( -\infty \) as \( |x| \to +\infty \), uniformly with respect to \( t \in I \).
If $\mathcal{J}_s \neq 0$, the previous estimate follows with $C_1(1)$ simply applying the above estimate to $f - \mathcal{J}_s$ and noting that $\|f - \mathcal{J}_s\|_{L^p(\mathbb{R}^d, \mu_\tau)} \leq 2\|f\|_{L^p(\mathbb{R}^d, \mu_\tau)}$. Hence, $\omega \in \mathfrak{F}_{p_0}$, so that $\mathfrak{A}_{p_1} \subset \mathfrak{B}_{p_0}$.

(ii) We fix $p_1, p_2 \in (1, +\infty)$, such that $1 < p_1 < p_2$, and $\omega \in \mathfrak{A}_{p_1}$. Moreover, we take $\tau > 0$ such that $p_2 = e^{2\beta_0/\rho_0}|\Lambda|^{-1}(p_1 - 1) + 1$. If $t > \tau + s$, then, from Theorem 5.13 it follows that $G(t, t - \tau)$ is a contraction from $L^{p_1}(\mathbb{R}^d, \mu_{t-\tau})$ to $L^{p_2}(\mathbb{R}^d, \mu_t)$. Thus, using the evolution law, the hypercontractivity of the evolution operator and recalling that $G(t - \tau, s) \mathbb{1} = \mathbb{1}$, we get

$$\|G(t, s)f - \mathcal{J}_s\|_{L^{p_2}(\mathbb{R}^d, \mu_t)} \leq \|G(t, t - \tau)(G(t - \tau, s)f - \mathcal{J}_s)\|_{L^{p_2}(\mathbb{R}^d, \mu_t)}$$

$$\leq \|G(t - \tau, s)f - \mathcal{J}_s\|_{L^{p_1}(\mathbb{R}^d, \mu_{t-\tau})} \leq M_{p_1, \omega} e^{-\omega\tau} e^{\omega(t-s)} \|f\|_{L^{p_1}(\mathbb{R}^d, \mu_t)}$$

for any $f \in L^{p_2}(\mathbb{R}^d, \mu_t) \subset L^{p_1}(\mathbb{R}^d, \mu_s)$, $t > s + \tau$ and some positive constant $M_{p_1, \omega}$, independent of $f$, where $\tau$ is as above. Hence, we get $\|G(t, s)f - \mathcal{J}_s\|_{L^{p_2}(\mathbb{R}^d, \mu_t)} \leq M_{p_1, \omega} e^{-\omega\tau} e^{\omega(t-s)} \|f\|_{L^{p_2}(\mathbb{R}^d, \mu_t)}$ for any $f \in L^{p_2}(\mathbb{R}^d, \mu_t)$ and any $t > s + \tau$. This inequality can be extended to any $t \in (s, s + \tau)$, up to possibly changing the constant $M_{p_1, \omega}$, recalling that $G(t, s)$ is a contraction from $L^{p_1}(\mathbb{R}^d, \mu_s)$ into $L^{p_2}(\mathbb{R}^d, \mu_t)$ and $\mathcal{J}_s \leq \|f\|_{L^{p_2}(\mathbb{R}^d, \mu_t)}$ for any $t > s \in I$.

Viceversa, fix $\omega \in \mathfrak{A}_{p_2}$ and $f \in L^{p_1}(\mathbb{R}^d, \mu_s)$. By the definition of the evolution systems of measures it follows easily that $(G(t, s)f)_{t} = \mathcal{J}_s$ for any $r > s$. Moreover, since $\|\cdot\|_{L^{p_1}(\mathbb{R}^d, \mu_s)} \leq \|\cdot\|_{L^{p_2}(\mathbb{R}^d, \mu_s)}$, using the hypercontractivity of the evolution operator $G(t, s)$, we can estimate

$$\|G(t, s)f - \mathcal{J}_s\|_{L^{p_1}(\mathbb{R}^d, \mu_t)} \leq \|G(t, s)f - \mathcal{J}_s\|_{L^{p_2}(\mathbb{R}^d, \mu_t)} \leq M_{p_2, \omega} e^{\omega(t-s-\tau)} \|G(s + \tau, s)f\|_{L^1(\mathbb{R}^d, \mu_t)}$$

for some positive constant $M_{p_2, \omega}$ and any $t > s + \tau$. As above, this is enough to infer that $\omega \in \mathfrak{A}_{p_1}$. Summing up, we have proved that $\mathfrak{A}_{p_1} = \mathfrak{A}_{p_2}$ for any $1 < p_1 < p_2 < +\infty$ and, consequently, that $\mathfrak{A}_p$ is independent of $p \in (1, +\infty)$.

(iii) Fix $1 < p_1 < p_2 < +\infty$, $\omega \in \mathfrak{B}_{p_1}$ and $t \geq s + \tau + 1$, where $\tau$ is as above. From (5.2) we can estimate

$$\|\nabla_x G(t, s)f\|_{L^{p_2}(\mathbb{R}^d, \mu_t)} \leq \|\nabla_x G(t, s)f\|_{L^{p_2}(\mathbb{R}^d, \mu_t)} \leq C_2(\tau) \|\nabla_x G(t, s)f\|_{L^{p_2}(\mathbb{R}^d, \mu_t)}$$

for any $f \in C^1_b(\mathbb{R}^d)$ and some positive constant $N_{p_1, \omega}$, independent of $f, s$ and $t$. The density of $C^1_b(\mathbb{R}^d)$ into $L^{p_2}(\mathbb{R}^d, \mu_s)$ allows to extend the previous estimate to any $f \in L^{p_2}(\mathbb{R}^d, \mu_t)$. Again, splitting $\nabla_x G(t, s)f = \nabla_x G(t, t - 1) G(t - 1, s)f$, using estimate (5.2), and the contractivity of $G(t - 1, s)$ from $L^{p_2}(\mathbb{R}^d, \mu_t)$ to $L^{p_2}(\mathbb{R}^d, \mu_{t-1})$ we cover also the case $t \in (s + 1, s + 1 + \tau)$. Hence, $\omega \in \mathfrak{B}_{p_2}$.

Viceversa, suppose that $\omega \in \mathfrak{B}_{p_2}$ and $t \geq s + \tau + 1$. Then,

$$\|\nabla_x G(t, s)f\|_{L^{p_1}(\mathbb{R}^d, \mu_t)} \leq \|\nabla_x G(t, s)f\|_{L^{p_2}(\mathbb{R}^d, \mu_t)}$$

for any $f \in C^1_b(\mathbb{R}^d)$ and some positive constant $N_{p_1, \omega}$, independent of $f, s$ and $t$. The density of $C^1_b(\mathbb{R}^d)$ into $L^{p_1}(\mathbb{R}^d, \mu_s)$ allows to extend the previous estimate to any $f \in L^{p_1}(\mathbb{R}^d, \mu_t)$. Again, splitting $\nabla_x G(t, s)f = \nabla_x G(t, t - 1) G(t - 1, s)f$, using estimate (5.2) and the contractivity of $G(t - 1, s)$ from $L^{p_2}(\mathbb{R}^d, \mu_t)$ to $L^{p_2}(\mathbb{R}^d, \mu_{t-1})$ we cover also the case $t \in (s + 1, s + 1 + \tau)$. Hence, $\omega \in \mathfrak{B}_{p_2}$.
\[ \leq N_{p_2, \omega} e^{-\omega \tau} e^{\omega(t-s)} \| f \|_{L^p(\mathbb{R}^d, \mu_s)} \]

for some positive constant \( N_{p_2, \omega} \), independent of \( f \in L^p(\mathbb{R}^d, \mu_s) \), \( s \) and \( t \). This is enough to infer that \( \omega \in \mathfrak{B}_{p_1} \). We have so proved that \( \mathfrak{B}_{p_1} = \mathfrak{B}_{p_2} \) for any \( 1 < p_1 < p_2 < +\infty \) and this implies that \( \mathfrak{B}_{p} \) is independent of \( p \in (1, +\infty) \).

(iv) In view of (i)-(iii), to prove that \( \mathfrak{A}_p = \mathfrak{A}_p \) for any \( p \in (1, +\infty) \), it suffices to show that \( \mathfrak{B}_2 \subset \mathfrak{A}_2 \). Fix \( \omega \in \mathfrak{B}_2, s, t \in I \), with \( t - s \geq 1 \) and \( f \in L^2(\mathbb{R}^d, \mu_s) \). Applying the Poisson inequality (with \( \mu_s \) and \( f \) replaced by \( \mu_t \) and \( G(t,s)f \), respectively) and observing that \( \| (G(t,s)f) \|_1 = G_{s,t} \), we get

\[ \| G(t,s)f - G(t,s) \|_{L^2(\mathbb{R}^d, \mu_s)} = \| G(t,s)f - \langle G(t,s)f \rangle_f \|_{L^2(\mathbb{R}^d, \mu_s)} \leq 2^{-\frac{1}{2}} C_2 \| \nabla_x G(t,s)f \|_{L^2(\mathbb{R}^d, \mu_s)} \leq 2^{-\frac{1}{2}} C_2 N_2 e^{|\omega(t-s)|} \| f \|_{L^2(\mathbb{R}^d, \mu_s)}. \]

This is enough to infer that \( \omega \in \mathfrak{A}_2 \) and we are done. \( \square \)

Remark 5.19. (i) Under the assumptions of Theorem 5.18 all the conditions in Theorem 5.18 are satisfied and estimate (5.2) implies that \( r_0 \in \mathfrak{B}_p \). From the equality \( \mathfrak{A}_p = \mathfrak{B}_p \) we deduce that, for any \( f \in C_b(\mathbb{R}^d) \) and \( p > 1 \), \( \| G(t,s)f - \langle G(t,s)f \rangle_f \|_{L^p(\mathbb{R}^d, \mu_s)} \) decays exponentially to zero, as \( t \to +\infty \).

(ii) The equality \( \mathfrak{A}_p = \mathfrak{B}_p \) fails when \( p = 1 \), even in the autonomous case. For instance, in the case of the Ornstein-Uhlenbeck operator \( (\mathcal{A} \zeta)(x) := \zeta''(x) - x \zeta'(x) \) with \( d\mu_t = (2\pi)^{-d/2}e^{-x^2/2}dx \) for every \( t \), and every \( \lambda < 0 \) is an eigenvalue of the realization of \( \mathcal{A} \) in \( L^1(\mathbb{R}, \mu) \) as shown in [37]. This implies that \( \mathfrak{A}_1 \) cannot contain negative numbers, so that \( \mathfrak{A}_1 = [0, +\infty) \). On the other hand, in this case \( r_0 = -1 \in \mathfrak{B}_1 \) by point (i).

Under the assumptions of Theorem 5.18, Theorem 5.18 provides us with a very strong result, since allows us to prove that \( \| G(t,s)f - \langle G(t,s)f \rangle_f \|_{L^p(\mathbb{R}^d, \mu_s)} \) decays to zero as \( t \to +\infty \) with an exponential rate. On the other hand the assumptions in Theorem 5.13 may sound rather restrictive since the diffusion coefficients are assumed to be bounded and independent of \( x \). As we have already explained this condition is almost necessary to prove the pointwise estimate (5.2) which is the crucial tool to prove Theorem 5.13.

The results in [39], which deals with the case when the coefficients are periodic with respect to the time variable, show that \( \| G(t,s)f - \langle G(t,s)f \rangle_f \|_{L^p(\mathbb{R}^d, \mu_s)} \) decays to zero even without requiring the validity of (5.2). Motivated by that result, in [35], the convergence of \( \| G(t,s)f - \langle G(t,s)f \rangle_f \|_{L^p(\mathbb{R}^d, \mu_s)} \) to zero has been proved also in the nonperiodic setting under the following conditions on the coefficients of the operator \( \mathcal{A} \):

Hypotheses 5.20. (i) The coefficients \( q_{ij} \) and \( b_j \) \( (i,j = 1, \ldots, d) \) belong to \( \mathcal{C}_0^{\alpha,2,1+\alpha}(I \times \mathbb{R}^d); \)
(ii) \( q_{ij} \in C_b(I \times B_R), D_h q_{ij}, b_j \in C_b(I; L^p(B_R)) \) for any \( i,j,h \in \{1, \ldots, d\} \), any \( R > 0 \) and some \( p > d + 2; \)
(iii) Hypothesis (ii) is satisfied;
(iv) there exist a positive function \( \varphi : \mathbb{R}^d \to \mathbb{R} \), blowing up as \( |x| \to +\infty \) and positive constants \( a_1 \) and \( a_2 \) such that \( \mathcal{A} \varphi \leq a_1 - a_2 \varphi \) in \( \mathbb{R}^{d+1} ; \)
(v) there exist constants \( C_0 > 0 \) and \( r_0 \in \mathbb{R} \) such that \( \| \nabla_x q_{ij} \| \leq C_0 \nu \) in \( I \times \mathbb{R}^d \) for any \( i,j = 1, \ldots, d; \)
(vi) there exists a constant \( M > 0 \) such that either \( |q_{ij}(t,x)| \leq M(1 + |x|)\varphi(x) \) \( (i,j = 1, \ldots, d) \) and \( |b(t,x)| \leq C(1 + |x|^2)\varphi(x) \) for any \( (t,x) \in I \times \mathbb{R}^d \) or \( |q_{ij}(t,x)| \leq C (i,j = 1, \ldots, d) \) for any \( (t,x) \in I \times \mathbb{R}^d \).
The strategy used in \[23\] is different to that illustrated here (even if it still used the gradient estimate \(|\nabla_x G(t, s)f|^p \leq K_0 \max\{1, (t-s)^{-p/2}\}G(t, s)|f|^p\) and is based on argument from semigroup theory applied to the so-called evolution semigroup \(\mathcal{T}(t)\), which is defined when \(I = \mathbb{R}\) by \(\mathcal{T}(t)f)(s, x) = (G(t, s-t)f)(s-t)(x)\) for any \(t \geq 0\), \((s, x) \in \mathbb{R}^{d+1}\) and \(f \in C_0(\mathbb{R}^{d+1})\). This semigroup can be extended to the \(L^p\)-spaces related to the unique Borel measure \(\mu\) such that
\[
\mu(A \times B) = \int_A \mu_s(B)\ dt
\]
for any pair of Borel sets \(A \subset \mathbb{R}\) and \(B \subset \mathbb{R}^d\). This follows from the invariance of the evolution system of measures \(\{\mu_t : t \in I\}\) which implies that
\[
\int_{\mathbb{R}_t^{d+1}} \mathcal{T}(t)f\ d\mu = \int_{\mathbb{R}^d} f\ d\mu, \quad t > 0, \quad f \in C_\infty^\infty(\mathbb{R}^{d+1}).
\]
Note that \(\mu\) is not a probability measure since \(\mu(\mathbb{R}^{d+1}) = +\infty\). The arguments used in \[23\] relies on the fact that, under quite general assumptions on the coefficients of the operator \(A\),
\[
\lim_{t \to +\infty} \|\nabla_x \mathcal{T}(t)f\|_{L^p(\mathbb{R}^d, \mu)} = 0, \quad f \in L^p(\mathbb{R}^{d+1}, \mu). \quad (5.3)
\]
This result is proved using only tools from semigroup theory (for the case \(p = 2\)) and an interpolation argument in the case \(p \neq 2\). If one applies \[5.3\] to the functions \(\vartheta_m f\), where \(f \in C_\infty(\mathbb{R}^d)\) and \(\vartheta_m \in C_\infty(\mathbb{R})\) satisfies the condition \(|\chi_{[-m, m]}| \leq \vartheta_m \leq |\chi_{[-m-1, m+1]}|\) for any \(m \in \mathbb{N}\), one easily obtains that there exists a sequence \((\tau_n)\) such that
\[
\lim_{n \to +\infty} \int_{\mathbb{R}^d} \rho(s + \tau_n, \cdot)|\nabla_x G(s + \tau_n, s)f|^p\ dx = 0 \quad (5.4)
\]
for any \(s \in \mathbb{R}^d \setminus N\), where \(N\) is a negligible set with respect to the Lebesgue measure and \(\rho\) is the continuous function in Remark \[23\] which is the density of \(\mu\) with respect to the Lebesgue measure in the periodic case it is straightforward to infer that the sequence \((\rho(s + \tau_n, \cdot))\) is bounded from below by a positive constant in any ball of \(\mathbb{R}^d\). In the nonperiodic case, the proof of this property demands somehow more delicate arguments and the use of Hypothesis \[5.24\] ii). In any case, from \[5.3\] we conclude that the sequence \((|\nabla_x G(s + \tau_n, s)f|)\) vanishes in \(L^p(B_k)\) for any \(k \in \mathbb{N}\) as \(n \to +\infty\). Since the sequence \((|\|G(s + \tau_n, s)f\|_{L^p(\mathbb{R}^d, \mu_{\tau_n})})\) is bounded and \(\rho\) is continuous in \(\mathbb{R}^{d+1}\), the sequence \((G(s + \tau_n, s)f)\) is bounded in \(W^{1, p}(B_k)\) for any \(k \in \mathbb{N}\). By the Rellich-Kondrachov theorem it follows that, up to a subsequence, \(G(s + \tau_n, s)f\) converges in \(W^{1, p}_0(\mathbb{R}^d)\) to a constant function \(g(s)\) and the convergence is also local uniform if we take \(p > d\). To identify \(g(s)\) with \(f_s\), it suffices to use the invariance property of \(\{\mu_t : t \in I\}\) to write
\[
f_s - g(s) = \int_{\mathbb{R}^d} (f - g(s))\ d\mu_s = \int_{\mathbb{R}^d} G(s + \tau_n, s)(f - g(s))\ d\mu_{s + \tau_n}
\]
and let \(n\) tend to \(+\infty\). Since the function \(t \mapsto \|G(t, s)f - \mathcal{T}_s f\|_{L^p(\mathbb{R}^d, \mu_s)}\) is decreasing in \((s, +\infty)\), from the above result we conclude that \(\|G(t, s)f - \mathcal{T}_s f\|_{L^p(\mathbb{R}^d, \mu_s)}\) tends to 0 as \(t \to +\infty\) for any \(s \not\in N\) and \(f \in C_\infty(\mathbb{R}^d)\). By density, we can replace \(C_\infty(\mathbb{R}^d)\) with \(L^p(\mathbb{R}^d, \mu_s)\) and the evolution law allow to remove the condition \(s \not\in N\).

To conclude this section, we stress that in the limit \(\lim_{t \to +\infty} \|G(t, s)f - \mathcal{T}_s f\|_{L^p(\mathbb{R}^d, \mu_s)} = 0\) also the \(L^p\)-space varies with \(t\). It thus makes sense to (i) study the behaviour

\[8\] Throughout the section, whenever we consider the evolution operator, we assume that the coefficients are defined in the whole \(\mathbb{R}^{d+1}\), in such a way that the assumptions that we use are satisfied with \(I = \mathbb{R}\). This is not a restriction since the coefficients can be extended to \(\mathbb{R}^{d+1}\) without adding further conditions.
as $t \to +\infty$ of the measures $\mu_t$ determining the point limit (ii) establish whether the convergence of $G(t,s)f$ to $f_s$ may be guaranteed also in some fixed $L^p$-space. In the periodic case (i) it is easy since the function $t \mapsto \mu_t$ is periodic. In the general case, the previous points have been addressed in [35]. Here, we state the (more general) result proved in [35]. Under Hypotheses 5.20 and assuming that the coefficients $q_{ij}$ and $b_j$ ($i,j = 1, \ldots, d$) belong to $C^{\alpha/2}_b([s_0, +\infty) \times B_R)$ for any $R > 0$ and some $s_0 \in I$, and they converge pointwise in $\mathbb{R}^d$ as $t \to +\infty$, in [35] Proposition 4.3] it has been proved that the density of $\mu_t$ converges to a function $\rho_\infty$ locally uniformly in $\mathbb{R}^d$ and in $L^1(\mathbb{R}^d)$. $\rho_\infty$ is the density (with respect to the Lebesgue measure) of the invariant measure $\mu_\infty$ of the semigroup associated with the elliptic operator whose coefficients are the limit as $t \to +\infty$ of the coefficients of the operator $A(t)$. This result has been used to answer point (ii). More precisely, in [35] Theorem 4.4] it has been proved that for any $f \in C_b(\mathbb{R}^d)$, $G(t,s)f$ converges to $f_s$, as $t \to +\infty$, in $L^p(\mathbb{R}^d, \mu_\infty)$ for any $p \in [1, +\infty)$ and any $s \in I$.
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