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Abstract

The purpose of this article is to describe all possible beliefs of market participants on objective measures under Markovian environments when a risk-neutral measure is given. To achieve this, we employ the Martin integral representation of Markovian pricing kernels. Then, we offer economic and financial implications of this representation. This representation is useful to analyze the long-term behavior of the state variable in the market. The Ross recovery theorem and the long-term behavior of cash flows are discussed as applications.

1 Introduction

Quantitative finance theory involves two related probability models: a risk-neutral measure and an objective measure. The risk-neutral measure determines market prices of contingent claims. The price of the claim is the expected discounted cash flows, with expectations in the risk-neutral measure. It is distinct from the objective measure, which describes the actual stochastic dynamics of markets, or at least the participants’ beliefs about them.

A pricing kernel (or numeraire) on the objective measure is determined by the relationship between the risk-neutral measure and the objective measure. We denote the reciprocal of the pricing kernel by $L_t$. In this article, a special form will be assumed in the pricing kernel known as the Markovian structure;

$$L_t = e^{\beta t} \phi(X_t) \phi^{-1}(X_0)$$

for some positive function $\phi$, a real number $\beta$ and a Markovian diffusion state variable $X_t$. The function $\phi$ is called a principal function of the market. This Markovian structure on...
the pricing kernel is widely accepted in many studies on asset pricing theory. For example, in the Consumption-Based Capital Asset Pricing Model (CCAPM) in [4, 15], the pricing kernel has the Markovian structure.

The purpose of this article is to describe all possible beliefs of market participants on objective measures under Markovian environments when a risk-neutral measure is given. To achieve this, we employ the Martin integral representation of Markovian pricing kernels. Then, we offer economic and financial implications of this representation. This representation is useful to analyze the long-term behavior of the state variable in the market. The Ross recovery theorem and the long-term behavior of cash flows are discussed as applications.

We will show that principal functions can be characterized by the following two properties. First, \( \beta \) and \( \phi \) satisfy the following second-order partial differential equation equation

\[
\frac{1}{2} \sum_{i,j=1}^{N} a_{ij}(x) \partial_{ij} \phi(x) + \sum_{i=1}^{N} k_{i}(x) \partial_{i} \phi(x) - r(x) \phi(x) = -\beta \phi(x),
\]

where \( X_t \) and \( r(\cdot) \) satisfy Assumptions 1, 2 and 3 in Section 2. Second,

\[ e^{\beta t - \int_{0}^{t} r(X_s) ds} \phi(X_t) \phi^{-1}(X_0) \]

is a martingale under the risk-neutral measure. Any function \( \phi \) satisfying two properties will be called an admissible function and can serve as a principal function. Thus, a problem of describing the objective measures is transformed into a problem of finding admissible functions.

The Martin integral representation theory is useful to describe an admissible function. Any admissible function \( \phi \) can be expressed by

\[ \phi(x) = \int_{\Gamma} k(x, y) d\mu_{\phi}(y) \]

where \( k \) is the Martin kernel, \( \Gamma \) is the admissible Martin minimal boundary and \( \mu_{\phi} \) is the corresponding finite measure on \( \Gamma \). Conversely, for any finite measure \( \mu \) supported on \( \Gamma \),

\[ \phi(x) \equiv \int_{\Gamma} k(x, y) d\mu(y) \]

is an admissible function. In conclusion, there is a one-to-one correspondence between the objective measures and finite measures on \( \Gamma \). Every objective measure can be identified by the corresponding finite measure on \( \Gamma \).

This representation is useful to analyze the long-term behavior of the state variable \( X_t \) under the objective measure. The ‘limiting distribution’ of \( X_t \) when \( t \) goes to infinity under the objective measure can be described by the corresponding measure \( \mu \). If a process is positive recurrent, the meaning of the limiting distribution is clear. However, if \( X_t \) is transient, then the limiting distribution does not exist in the usual sense. While investigating the long-term behavior, this phenomenon makes transient processes harder to study. The Martin representation is useful to overcome this. Indeed, the measure \( \mu \) can be viewed as an ‘extended meaning’ of a limiting distribution. We will see this topic in Section 6.
As an application, the Ross recovery theorem is discussed in Section 7. Recently, many authors have investigated Markovian pricing kernels in recovery literature. Ross [24] argue that it is possible to determine uniquely an objective measure from a risk-neutral measure under the Markovian structure. He assumes that there is a state variable \( X_t \) with a finite number of states on discrete time \( t \in \mathbb{N} \). The author uses a combination of economic arguments and mathematical analysis. A theory that determines an objective measure under Markovian environments from a risk-neutral measure is referred to as the Ross recovery theorem.

Many authors extended the original the Ross recovery theorem to a continuous-time setting with a time-homogeneous Markov diffusion process \( X_t \) with state space \( \mathbb{R} \) or \( \mathbb{R}^N \). They showed that \((\beta, \phi)\) satisfies the above second-order differential equation (1.1). Thus, the recovery theorem is transformed into a problem of finding a particular solution pair \((\beta, \phi)\) of the particular differential equation with \( \phi(\cdot) > 0 \). If such a solution pair were unique, then we could successfully recover the objective measure. Unfortunately, this approach categorically fails to achieve recovery because such a solution pair is never unique. We discuss this issue in Section 4.

Many authors have extended the Ross model to a continuous-time setting and have confronted the non-uniqueness problem. To overcome the non-uniqueness problem, they assumed more conditions onto their models so that the differential equation (1.1) has a unique solution pair satisfying the conditions.

Carr and Yu [6] assumed that the process \( X_t \) is a one-dimensional time-homogeneous Markov diffusion on a bounded interval with regular boundaries at both endpoints. Dubynskiy and Goldstein [9] explored Markov diffusion models with reflecting boundary conditions. Walden [25] extended the results of Carr and Yu to the case that \( X_t \) is an unbounded process. Walden proved that recovery is possible if the process \( X_t \) is recurrent under the objective measure. Qin and Linetsky [23] proved that recovery is possible for a Markovian Borel right process \( X_t \) if \( X_t \) is recurrent under the objective measure. Borovicka, Hansen and Scheinkman [2] showed that the recovery is possible if the process \( X_t \) is stochastically stable under the objective measure.

The papers of Borovicka, Hansen and Scheinkman [2], Qin and Linetsky [23] and Walden [25] assumed a common condition on \( X_t \). Specifically, \( X_t \) is recurrent under the objective measure. The mathematical rationale for this condition is to overcome the non-uniqueness problem of the differential equation (1.1). Indeed, if existent, there is a unique solution pair \((\beta, \phi)\) of the equation (1.1) satisfying this condition. We will review this in Section 7.

There are a few number of studies on Ross recovery for a transient process \( X_t \). Park [19] proved that recovery is possible for a one-dimensional Markovian diffusion \( X_t \) if \( \beta \) is known and if \( X_t \) is non-attracted to the left (or right) boundary under the objective measure. The author also offered a graphical understanding of the Ross recovery theorem.

In this article, as an application of the Martin integral representation, we will investigate Ross recovery with a multi-dimensional Markovian diffusion \( X_t \) that is transient under the objective measure. We first discuss why transient recovery is inevitable when studying the multi-dimensional process \( X_t \). Then, we will prove that Ross recovery is equivalent to choosing a number \( \beta \) and a finite measure \( \mu \) on \( \Gamma_\beta \) where \( \Gamma_\beta \) is the corresponding admissible Marin minimal boundary.

For another application, we investigate long-term behavior of cash flows in Section 8.
Borovicka, Hansen and Scheinkman investigated the long-term decay (or growth) rate of cash flows in [2]. In this article, we investigate their work in the view of the Martin representation.

The following provides an overview of this article. We first set up the Markovian economy in Section 2 and then study the relationship between a risk-neutral measure and an objective measure in Section 3. In Section 4, the notion of recurrence/transience is explored. In Section 5, we investigate the Martin integral representation for Markovian pricing kernels. The long-term behavior of the state variable is demonstrated in Section 6. In Section 7, as an application of the Martin theory, Ross recovery is discussed. In addition, we explore the long-term behavior of cash flows in Section 8. The last section summarized this article.

2 Markovian pricing kernels

A risk-neutral financial market is defined as a probability space \((\Omega, \mathcal{F}, \mathbb{Q})\) having a \(N\)-dimensional standard Brownian motion \(W_t := (W_1(t), W_2(t), \cdots, W_N(t))\) with the filtration \(\mathcal{F} = (\mathcal{F}_t)_{t=0}^{\infty}\) generated by \(W_t\). All the processes in this article are assumed to be adapted to the filtration \(\mathcal{F}\). \(\mathbb{Q}\) is called the risk-neutral measure of this market. We assume that there are a state variable \(X_t\) and a short interest rate process \(r_t\) in the market.

Let \(\mathbb{P}\) be any equivalent measure on the market with respect to the risk-neutral measure \(\mathbb{Q}\). In this article, the measure \(\mathbb{P}\) plays the role of an objective measure. A special relationship between \(\mathbb{Q}\) and \(\mathbb{P}\) will be imposed in Assumption 3. Set the Radon-Nikodym derivative by \(\Sigma_t := \frac{d\mathbb{Q}}{d\mathbb{P}} \big|_{\mathcal{F}_t}\). It is known that \(1/\Sigma_t\) is a martingale under \(\mathbb{Q}\). Using the martingale representation theorem, we can write in the SDE form

\[
d\left(\frac{1}{\Sigma_t}\right) = \frac{1}{\Sigma_t} \rho_t \cdot dW_t
\]

for some \(\rho_t\). It is well-known that \(B_t\) defined by

\[
dB_t := -\rho_t \cdot dt + dW_t
\]

is a \(N\)-dimensional Brownian motion under \(\mathbb{P}\).

**Assumption 1.** The short interest rate \(r_t\) is determined by \(X_t\). More precisely, there is a continuous positive function \(r(\cdot)\) such that \(r_t = r(X_t)\).

Define the reciprocal of the pricing kernel by \(L_t = e^{\int_0^t r(X_s) \, ds} / \Sigma_t\). Then

\[
\frac{dL_t}{L_t} = (r(X_t) + |\rho_t|^2) \, dt + \rho_t \cdot dB_t
\]

\[
= r(X_t) \, dt + \rho_t \cdot dW_t
\]

is obtained.

We define a pricing operator \(P_t\) by

\[
P_t(f) := \mathbb{E}^\mathbb{Q}\left[e^{-\int_0^t r(X_s) \, ds} f(X_t)\right].
\]
Assumption 2. The state variable $X_t = (X_1(t), X_2(t), \cdots, X_N(t))$ is a $N$-dimensional time-homogeneous Markov diffusion process satisfying the following stochastic differential equation.

$$dX_i(t) = k_i(X_t) \, dt + \sigma_i(X_t) \cdot dW_t \quad \text{for} \quad i = 1, 2, \cdots, N,$$

where $\sigma(.) = (\sigma_1(\cdot), \sigma_2(\cdot), \cdots, \sigma_N(\cdot))$. Let $a_{ij} := \sum_k \sigma_{ik} \sigma_{kj}$. We assume that the pricing operator $P_t$ induces the infinitesimal generator $L$ on a domain $D \subseteq \mathbb{R}^N$

$$Lh(x) = \frac{1}{2} \sum_{i,j=1}^N a_{ij}(x) \partial_{ij} h(x) + \sum_{i=1}^N k_i(x) \partial_i h(x) - r(x) h(x)$$

which satisfies that $a_{ij}$ and $k_i$ are continuous for all $i, j$ on $D$ and that $\sum_{i,j} a_{ij}(x)v_i v_j > 0$ for all $x \in D$ and $v \in \mathbb{R}^N - \{0\}$.

Assumption 3. (Markovian Pricing Kernel)
Assume that the relationship between $Q$ and $P$ is determined by a positive function $\phi \in C^2(\mathbb{R}^N)$ and a number $\beta$. More precisely, $L_t$ is expressed by

$$(2.4) \quad L_t = e^{\beta t} \phi(X_t) \phi^{-1}(X_0).$$

Equivalently, $\Sigma_t$ is written by

$$e^{-\beta t + \int_0^t r(X_s) \, ds} \phi^{-1}(X_t) \phi(X_0).$$

In this case, we say that $\beta, \phi$ are the principal factor and the principal function with respect to the measure $P$, respectively. The pair $(\beta, \phi)$ is called the principal pair corresponding to the measure $P$. As an example, the standard argument of the CCAPM says that the pricing kernel is expressed by

$$L_t = e^{\beta_t U'(c_0)} \left( \frac{U'(c_0)}{U'(c_t)} \right),$$

where $U$ is the utility of the representative agent, $\beta$ is the discount factor and $c_t$ is the aggregate consumption process.

3 Transformed measures
In this section, we investigate the notion of transformed measures. First, we see that the principal pair satisfies a second-order partial differential equation. Applying the Ito formula to (2.4), we have

$$\frac{dL_t}{L_t} = \beta \, dt + \left( \frac{1}{2} \sum_{i,j=1}^N a_{ij}(\partial_{ij}\phi)\phi^{-1} + \sum_{i=1}^N k_i(\partial_i\phi)\phi^{-1} \right) (X_t) \, dt + \left( \sum_{i=1}^N (\partial_i\phi)\phi^{-1}\sigma_i \right) (X_t) \cdot dW_t$$

and by (2.2), we know

$$\frac{dL_t}{L_t} = r(X_t) \, dt + \rho_t \cdot dW_t.$$
By comparing these two equations, we obtain

\[ \mathcal{L}\phi(x) = -\beta\phi(x), \]

(3.1)

\[ \rho_t = \left( \sum_{i=1}^{N}(\partial_i\phi)\phi^{-1}\sigma_i \right)(X_t) = \left( \sigma^* \cdot \nabla\phi \right)(X_t). \]

**Theorem 3.1.** Let \((\beta, \phi)\) be the principal pair. Then \((\beta, \phi)\) satisfies \(\mathcal{L}\phi = -\beta\phi\).

However, it is not true that any solution pair \((\lambda, h)\) with \(h > 0\) can serve as a principal pair. Refer to Theorem 3.2 below.

Transformed measures are defined by the following way. Let \((\lambda, h)\) be any solution pair of \(\mathcal{L}h = -\lambda h\) with \(h > 0\). It is easily checked that

\[ e^{\lambda t - \int_0^t r(X_s)ds} h(X_t) h^{-1}(X_0) \]

is a local martingale under \(Q\). When this is a martingale, \((\lambda, h)\) can induce a new measure by setting the Radon-Nikodym derivative by \(e^{\lambda t - \int_0^t r(X_s)ds} h(X_t) h^{-1}(X_0)\). This new measure can serve as an objective measure.

**Definition 3.1.** We say a solution pair \((\lambda, h)\) of \(\mathcal{L}h = -\lambda h\) is an admissible pair, or we say \(h\) is an admissible function with respect to \(\lambda\) if \(e^{\lambda t - \int_0^t r(X_s)ds} h(X_t) h^{-1}(X_0)\) is a martingale.

**Theorem 3.2.** A principal function is an admissible function. Conversely, an admissible function can serve as a principal function.

**Definition 3.2.** Let \((\lambda, h)\) be an admissible pair. A measure obtained from the risk-neutral measure \(Q\) by the Radon-Nikodym derivative

\[ \frac{d\cdot}{dQ} \bigg|_{\mathcal{F}_t} = e^{\lambda t - \int_0^t r(X_s)ds} h(X_t) h^{-1}(X_0) \]

is called the transformed measure with respect to the admissible function \(h\) or the admissible pair \((\lambda, h)\).

We have the following proposition by (2.1) and (3.1).

**Proposition 3.1.** A process \(B_t\) defined by

\[ dB_t = - \left( \sigma^* \cdot \nabla\frac{\phi}{h} \right)(X_t) dt + dW_t \]

is a Brownian motion under the transformed measure with respect to \(h\). Furthermore, \(X_t\) follows

\[ dX_i(t) = \left( k_i + a_i \cdot \nabla\frac{\phi}{h} \right)(X_t) dt + \sigma_i(X_t) \cdot dB_t \]

where \(a_i = (a_{i1}, \ldots, a_{iN})\).
Even when $e^{\lambda t - \int_0^t r(X_s)ds} h(X_t) h^{-1}(X_0)$ is not a martingale, we can consider the diffusion process corresponding to the operator

$$L_0 + a \cdot \frac{\nabla h}{h} \cdot \nabla$$

where $L_0 = \mathcal{L} + r$.

**Definition 3.3.** The diffusion process corresponding to the operator

$$L_0 + a \cdot \frac{\nabla h}{h} \cdot \nabla$$

is called the diffusion process induced by $h$.

## 4 Recurrence and transience

As a mathematical preliminary, we review the relationship between recurrence/transience and criticality. This section is indebted to [21]. For convenience, we put 

$$\mathcal{G} = \mathcal{G}_\lambda = \mathcal{L} + \lambda.$$  

Define

$$C_\mathcal{G} = \{ h \in C^2(D) \mid \mathcal{G} h = 0, \ h(\cdot) > 0 \}.$$  

**Definition 4.1.** We say

(i) $\mathcal{G}$ is subcritical if it possess a Green function,

(ii) $\mathcal{G}$ is critical if it is not subcritical, but $C_\mathcal{G}$ is not empty,

(iii) $\mathcal{G}$ is supercritical if it it neither critical nor subcritical.

**Theorem 4.1.** If $\mathcal{G}$ is critical, then $C_\mathcal{G}$ is one-dimensional.

We are interested in a solution pair $(\lambda, h)$ of $L h = -\lambda h$ with positive function $h$.

**Theorem 4.2.** There exists a number $\beta > 0$ such that $L + \lambda$ is subcritical for $\lambda < \beta$, supercritical for $\lambda > \beta$ and either critical or subcritical for $\lambda = \beta$.

The assumption that $r(\cdot)$ is nonnegative is essential for this theorem. See page 148 in Pinsky for proof. Thus, $L h = -\lambda h$ always has a solution pair $(\lambda, h)$ with $h > 0$.

We combine the notion of criticality with the notions of recurrence and transience. For an open set $U$ in $\mathbb{R}^N$, we set $\sigma_U := \inf\{t \geq 0 \mid X_t \notin U\}$.

**Definition 4.2.** The diffusion process $X_t$ on $D$ is called recurrent if $\operatorname{Prob}_x(\sigma_B(y) < \infty) = 1$ for all $x, y \in D$ and $\epsilon > 0$.

**Definition 4.3.** The diffusion process $X_t$ on $D$ is called transient if for all $x \in D$,

$$\operatorname{Prob}_x(X_t \text{ is eventually in } D_n) = 1,$$

for all $n = 1, 2, \cdots$, where $\{D_n\}_{n=1}^\infty$ is a sequence of domains satisfying $D_n \subseteq D_{n+1}$ and $\overline{D_n} \subseteq D_{n+1}$ and $\bigcup_{n=1}^\infty D_n = D$. 
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It is known that a diffusion process is either recurrent or transient, but cannot be both.

Criticality and subcriticality are closely related to recurrence and transience, respectively.

**Theorem 4.3.** If \( G \) is critical, then \( X_t \) is recurrent under the corresponding transformed measure. If \( G \) is subcritical, then \( X_t \) is transient under the corresponding transformed measure.

## 5 The Martin integral representation

As a mathematical preliminary, we review the Martin integral representation theorem. The purpose of this section is to understand Theorem 5.4. Most contents of this section is indebted to Pinsky [21].

### 5.1 The Martin kernel

Assume that \( \mathcal{G} \) is subcritical and denote the Green’s function by \( G(x, y) \). For fixed \( \xi \), define the Martin kernel by

\[
k(x; y) = \begin{cases} 
G(x, y) / G(\xi, y), & y \neq x, y \neq \xi, \\
0, & y = \xi, x \neq \xi, \\
1, & y = x = \xi.
\end{cases}
\]

A sequence \( \{y_n\}_{n=1}^\infty \) with no accumulation point in \( D \) will be called a Martin sequence if \( k(x; y_n) \) converges as \( n \) approaches to infinity to a limit for all \( x \in D \). It is known that the limit \( \lim_{n \to \infty} k(x; y_n) \) is in \( C_\mathcal{G} \). If \( \{y_n\}_{n=1}^\infty \) and \( \{y'_n\}_{n=1}^\infty \) are Martin sequences and \( \lim_{n \to \infty} k(x; y_n) = \lim_{n \to \infty} k(x; y'_n) \), then two Martin sequences are called equivalent. The collection of such equivalence classes is called the Martin boundary and will be denoted by \( \partial \). A point on the Martin boundary will be denoted by \( \gamma \). An element of \( C_\mathcal{G} \) corresponding to \( \gamma \) is denoted by \( k(x; \gamma) \), that is, \( k(x; \gamma) = \lim_{n \to \infty} k(x; y_n) \), where \( \{y_n\}_{n=1}^\infty \) is any representative of the equivalence class \( \gamma \). Occasionally, a Martin boundary point can be regarded as a curve in \( D \), denoted by \( t \mapsto y(t) \), that is, \( k(x; \gamma) = \lim_{t \to \infty} k(x; y(t)) \).

For a bounded and connected open set \( U \) in \( D \), define \( \rho : (D \cup \partial) \times (D \cup \partial) \to [0, \infty) \) by

\[
\rho(z_1, z_2) = \int_U \frac{|k(x; z_1) - k(x; z_2)|}{1 + |k(x; z_1) - k(x; z_2)|} \, dx.
\]

**Theorem 5.1.** \( \rho \) is a metric on \( (D \cup \partial) \). The relative topology on \( D \) induced by \( \rho \) is equivalent to the Euclidean topology. Under \( \rho \), \( D \) is open, \( \partial \) is the boundary of \( D \) and \( (D \cup \partial) \) is compact.

The topology on \( (D \cup \partial) \) by \( \rho \) is called the Martin topology. We will use the notation ‘\( \text{Lim} \)’ to denote convergence in the Martin topology and to distinguish it from convergence in the Euclidean topology which is denoted by ‘\( \text{lim} \)’.

A function in \( u \in C_\mathcal{G} \) is called minimal if whenever \( v \in C_\mathcal{G} \) and \( v \leq u \), then \( v = cu \) for some constant \( c \in (0, 1] \). A point \( \gamma \) in \( \partial \) is called a minimal Martin boundary point if \( k(x; \gamma) \) is minimal. The collection of all minimal Martin boundary points is called the minimal Martin boundary and will be denoted by \( \Lambda \).

The following theorem is known as the Martin integral representation theorem.
Theorem 5.2. Let \( G \) be subcritical. Then for each \( h \in C_G \), there exists a unique finite measure \( \mu_h \) on the minimal Martin boundary \( \Lambda \) such that
\[
h(x) = \int_{\Lambda} k(x; y) \, d\mu_h(y).
\]
Conversely, for each finite measure \( \mu \) supported on the minimal boundary \( \Lambda \),
\[
h(x) \equiv \int_{\Lambda} k(x; y) \, d\mu(y)
\]
is in \( C_G \).

Corollary 5.3. \( u \in C_G \) is minimal if and only if \( u(x) = k(x; \gamma) \) for some \( \gamma \in \Lambda \).

5.2 Admissible boundary

We are interested in an admissible function, which is a positive solution \( h \) of \( \mathcal{L}h = -\lambda h \) such that
\[
e^{\lambda t - \int_0^t r(X_s) \, ds} h(X_t) \, h^{-1}(X_0)
\]
is a martingale. For this purpose, we exclude positive solutions which do not induce martingales. Let \( \tau_D \) be the exit time of the process \( X_t \) from the domain \( D \). Then, it is a martingale if and only if the diffusion process \( X_t \) induced by \( h \) does not explode, that is,
\[
\Prob(\tau_D = \infty) = 1.
\]
The symbol \( h \) will be used for a solution of \( \mathcal{L}h = -\lambda h \) with \( h > 0 \), and the symbol \( \phi \) will be used for an admissible function.

The collection of elements \( \gamma \in \Lambda \) such that \( k(x; \gamma) \) is admissible is called an admissible Martin minimal boundary for \( G \) and will be denoted by \( \Gamma \). The following theorem is the main result of this article.

Theorem 5.4. (The Martin integral representation of Markovian pricing kernels)
For any admissible function \( \phi \), there exists a unique finite measure \( \mu_\phi \) on the admissible Martin minimal boundary \( \Gamma \) such that
\[
\phi(x) = \int_{\Gamma} k(x, y) \, d\mu_\phi(y).
\]
Conversely, for each finite measure \( \mu \) supported on \( \Gamma \),
\[
\phi(x) \equiv \int_{\Gamma} k(x, y) \, d\mu(y)
\]
is an admissible function.

Any admissible function can be written as a integral of admissible minimal functions with respect to a finite measure on the admissible minimal Martin boundary.
6 Limiting distribution

In this section, we demonstrate the economic or financial meaning of the measure \( \mu \) on the admissible boundary \( \Gamma \). When a process \( X_t \) is positive recurrent, the meaning of the limiting distribution of \( X_t \) as \( t \) approaches to infinity is clear. However, if \( X_t \) is transient, then the limiting distribution does not exist in the usual sense. While investigating limiting behavior, this phenomenon makes us harder to study transient processes. The Martin representation is useful to overcome this. Indeed, the measure \( \mu \) can be viewed as an ‘extended meaning’ of limiting distribution.

**Theorem 6.1.** Let \( \gamma \in \Gamma \) and let \( k(x; \gamma) \) be the corresponding admissible minimal function in \( C_G \). Let \( \mathbb{P} \) be the transformed measure with respect to \( k(x; \gamma) \). Then

\[
\mathbb{P}\left( \lim_{t \to \infty} X_t = \gamma \right) = 1.
\]

This implies that when the principal function of the market is an admissible minimal function, then the long-term behavior of the state variable \( X_t \) is asymptotically equal to the corresponding Martin curve.

We now investigate the long-term behavior of \( X_t \) for an arbitrary principal function. We know that any principal function can be written as an integral of admissible minimal functions with respect to a finite measure \( \mu \) by Theorem 5.4. In this case, the long-term distribution of the state variable under the objective measure can be expressed by the following way.

**Theorem 6.2.** Let \( \phi \) be a principal function and let \( \mu_\phi \) be the corresponding finite measure on \( \Gamma \). Denote the transformed measure with respect to \( \phi \) by \( \mathbb{P} \). Then

\[
\mathbb{P}\left( \lim_{t \to \infty} X_t \in A \right) = \phi^{-1}(x) \cdot \int_A k(x; y) \, d\mu_\phi(y)
\]

for any measurable set \( A \) in \( \Gamma \).

In conclusion, the measure \( \mu \) is the long-term belief on \( X_t \) of the market participants on the objective measure. For more details about the limiting distribution, refer to Pinsky.

7 Ross recovery theorem

In this section, we investigate the Ross recovery theorem in the view of the Martin representation. The purpose of the Ross recovery theorem is to find the objective measure under Assumption 1, 2 and 3 with the assumption that the \( Q \)-dynamics of \( X_t \) and the interest rate function \( r(\cdot) \) are known ex ante.

7.1 Multi-dimensional state variable

We first explore the Ross recovery theorem with a multi-dimensional state variable. By Theorem 4.1 and 4.3 we have the following proposition.
Proposition 7.1. If existent, there is a unique admissible pair \((\beta, \phi)\) such that \(X_t\) is recurrent under the transformed measure with respect to the pair \((\beta, \phi)\).

Theorem 7.1. If \(X_t\) is recurrent under the objective measure, then recovery is possible.

When studying Ross recovery with the multi-dimensional state variable \(X_t\), transient recovery is inevitable for the following two reasons. First, if at least one component of \(X_t\) is transient, then the process \(X_t\) is transient. In practical financial markets, at least one component of the state variable is usually transient. For example, consider a state variable \(X_t = (X_1(t), X_2(t), X_3(t))\) where \(X_1(t)\) is S&P 500 index, \(X_2(t)\) is the volatility of \(X_1(t)\) and \(X_3(t)\) is the interest rate process, in which case, \(X_1(t)\) is transient under the objective measure. This observation provides a state variable example to study transient recovery.

Second, even though \(X_t\) is componentwise recurrent, \(X_t\) can be transient. More precisely, even though each component \(X_i(t)\) is recurrent for all \(i \in \{1, 2, \cdots, N\}\), the process \(X_t\) itself can be transient. As is well known, a \(N\)-dimensional Brownian motion \(B_t = (B_1(t), B_2(t), \cdots, B_N(t))\) is transient for \(N \geq 3\) even though \(X_t\) is componentwise recurrent. Consider the state variable \(X_t = (X_1(t), X_2(t), X_3(t))\) where \(X_1(t)\) is the volatility of a stock, \(X_2(t)\) is the volatility of another stock and \(X_3(t)\) is the interest rate. We want to find an objective measure such that each \(X_t\) is componentwise recurrent because the interest rate and the volatilities are recurrent in the actual market. This point provides an implication that the study of transient recovery is inevitable when the state variable is multidimensional.

There are only a few studies on the Ross recovery theorem for the multi-dimensional transient state variable \(X_t\). We believe that this is because multi-dimensional transient recovery is more difficult to research. In this sense, the Martin representation can be a bright idea.

Theorem 7.2. If the state variable is transient under the objective measure, then Ross recovery is equivalent to choosing a number \(\beta\) with \(\beta \leq \overline{\beta}\) and a finite measure \(\mu\) on \(\Gamma_\beta\). In this case, the long-term belief on \(X_t\) of the market participants is expressed by

\[
\mathbb{P} \left( \lim_{t \to \infty} X_t \in A \right) = \phi^{-1}(x) \cdot \int_A k(x; y) d\mu(y)
\]

for any measurable set \(A\) in \(\Gamma\).

Any information that determines an objective measure contains the principal factor \(\beta\) and the finite measure \(\mu\). Conversely, a number and a finite measure on the admissible Martin minimal boundary determine the objective measure. This theorem implies that when the state variable \(X_t\) is transient under the objective measure, we need to know the value \(\beta\) and the ‘limiting distribution’ of \(X_t\) in the Martin topology under the objective measure. It seems awkward that one would know the ‘limiting distribution’ of \(X_t\) in the Martin topology under the objective measure, but occasionally one would know the ‘limiting distribution’. To see this, we investigate the following examples.

Example 7.1. (Multidimensional Brownian motion)
We investigate how the Martin representation is applied to Ross recovery when the state variable is a (scaled) multidimensional Brownian motion. See [20] for more details.

\[ X_t = \sqrt{2} W_t = \sqrt{2} (W_1(t), \cdots, W_N(t)) . \]

Assume that the interest rate is a constant and that the value \( \beta \) is known. Let \( \lambda := -r + \beta \).

The corresponding second-order equation is

\[ \mathcal{G}h = \Delta h + \lambda h = 0 . \]

If \( \lambda = 0 \) and \( N \geq 3 \), then the Martin boundary consists of only one point. If \( \lambda < 0 \), then the \( S^{N-1} \) is the Martin boundary, which is the sphere at infinity. For any \( \gamma \in S^{N-1} = \{ z \in \mathbb{R}^N : |z| = 1 \} \),

\[ k(x; \gamma) = e^{\sqrt{-\lambda} \gamma \cdot x} \]

is the corresponding minimal function and a corresponding Martin curve is \( t \mapsto \gamma t \). It can be shown that every Martin boundary is an admissible minimal boundary. Therefore, by Theorem 5.4, \( \phi \) is admissible if and only if there is a finite measure \( \mu \) on \( S^{N-1} \) such that

\[ \phi(x) = \int_{S^{N-1}} e^{\sqrt{-\lambda} \gamma \cdot x} d\mu(\gamma) . \]

As a simple application to Ross recovery, suppose that \( N = 2 \), the interest rate is \( r = 1 \) and \( \lambda = -1 + \beta < 0 \). Let \( X_1(t) \) be the log of a stock price and let \( X_2(t) \) be the log of a foreign exchange rate. Under the risk-neutral measure, suppose that \( X_1(t) = \sqrt{2} W_1(t) \) and \( X_2 = \sqrt{2} W_2(t) \). It is a reasonable belief that under the objective measure, \( X_1(t) \) goes to infinity as \( t \) goes to infinity and \( X_2(t) \) is recurrent. This implies that the limiting distribution of \( X_t \) in the Martin topology under the objective measure is

\[ \mathbb{P} \left( \lim_{t \to \infty} (X_1(t), X_2(t)) = \gamma \right) = 1 \]

where \( \gamma \) induces a Martin curve \( t \mapsto (t, 0) \). Clearly, this \( \mathbb{P} \) is the only transformed measure satisfying the reasonable belief. The corresponding minimal function is \( \phi(x) = e^{\sqrt{-\lambda} x_1} \) where \( x = (x_1, x_2) \). \( B_t := W_t - (\sqrt{-\lambda} t, 0) \) is a Brownian motion under the transformed measure with respect to this \( \phi \). Thus, we obtain that under the objective measure, \( X_t \) follows

\[ X_t = \sqrt{2} W_t = \sqrt{2} B_t + (\sqrt{-2\lambda} t, 0) . \]

For another example, suppose that \( N = 2 \), the interest rate is \( r = 1 \) and \( \lambda = -1 + \beta < 0 \). Let \( X_1(t) \) be the log of a stock price and let \( X_2(t) \) be the log of another stock price. Under the risk-neutral measure, suppose that \( X_1(t) = \sqrt{2} W_1(t) \) and \( X_2 = \sqrt{2} W_2(t) \). It is a reasonable guessing that under the objective measure, both \( X_1(t) \) and \( X_2(t) \) go to infinity as \( t \) approaches infinity. There is an infinitely number of admissible functions satisfying this condition, thus we need more information for recovery. Assume that the long-term ratio

\[ \frac{p}{q} = \lim_{t \to \infty} \frac{X_1(t)}{X_2(t)} \]
is known with \( p, q > 0 \) and \( p^2 + q^2 = 1 \). This implies that the limiting distribution of \( X_t \) in the Martin topology under the objective measure is

\[
P \left( \lim_{t \to \infty} (X_1(t), X_2(t)) = \gamma \right) = 1
\]

where \( \gamma \) induces a Martin curve \( t \mapsto (pt, qt) \). Clearly, this \( P \) is the only transformed measure satisfying the condition. The corresponding minimal function is \( \phi(x) = e^{\sqrt{-\lambda}(px_1 + qx_2)} \) where \( x = (x_1, x_2) \). Therefore, under the objective measure, \( X_t \) follows

\[
X_t = \sqrt{2} W_t = \sqrt{2} B_t + (\sqrt{-2\lambda} pt, \sqrt{-2\lambda} qt).
\]

**Example 7.2.** (State variable with constant coefficients)

Any elliptic operator with constant coefficients may be reduced to the form \( \Delta + \lambda \), where \( \lambda \) is a constant, by suitable transformations which preserve the Martin boundary. Thus, the Martin boundary is either the sphere \( S^{N-1} \) or one point. By the same argument above, there exists a unique admissible function such that the \( X_t \) is componentwise recurrent under the corresponding transformed measure. In this case, the Martin boundary is one point.

There exists a unique admissible function such that the \( X_1(t) \) goes to infinity as \( t \) approaches to infinity and \( X_2(t), \ldots, X_N(t) \) are (componentwise) recurrent under the corresponding transformed measure when the value \( \beta \) is known. In this case, \( t \mapsto (t, 0, \ldots, 0) \) is a corresponding Martin curve.

There exists a unique admissible function such that the \( X_1(t), \ldots, X_k(t) \) goes to infinity as \( t \) approaches to infinity with the long-term ratio

\[
\frac{p_i}{p_{i+1}} = \lim_{t \to \infty} \frac{X_i(t)}{X_{i+1}(t)} \quad \text{for } i = 1, 2, \ldots, k-1
\]

and \( X_{k+1}(t), \ldots, X_N(t) \) are (componentwise) recurrent under the corresponding transformed measure when the value \( \beta \) is known. In this case, \( t \mapsto (p_1 t, \ldots, p_k t, 0, \ldots, 0) \) is a corresponding Martin curve when the value \( \beta \) is known.

**Example 7.3.** (Two-dimensional OU processes)

This example is indebted to [7]. Consider a two-dimensional Ornstein-Uhlenbeck process \( X_t \).

\[
dX_t = dW_t + BX_t \, dt,
\]

where \( B \) is a \( 2 \times 2 \) nonsingular matrix. We assume that interest rate is a constant and is equal to the value \( \beta \). The corresponding second-order equation is

\[
\mathcal{G} h(x) = \frac{1}{2} \Delta h(x) + < Bx, \nabla h(x) > = 0.
\]

Despite the fact that \( X_t \) is a Gaussian process, a direct calculation of the Martin boundary does not appear easy. If both eigenvalues of \( B \) have non-positive real part, \( X_t \) is recurrent. The generator \( \mathcal{G} \) is critical.

If both eigenvalues of \( B \) have positive real part, then the minimal Martin boundary is \( S^1 \) and the minimal Martin curves are of the form

\[
t \mapsto e^{Bt} \cdot \gamma \quad \text{for } \gamma \in S^1.
\]
Let $C_B := \int_0^\infty e^{-Bs}e^{-B^*s} \, ds$ and denote two eigenvalues of $B$ by $z_1$ and $z_2$. Define

$$K_B(x, t; \gamma) := e^{(z_1+z_2)t} \exp\left(-\frac{1}{2}(e^{Bt}\gamma - x)^*C_B^{-1}(e^{Bt}\gamma - x) - \gamma^*C^{-1}\gamma\right).$$

Then, the minimal function corresponding to $\gamma \in S^1$ is

$$k_B(x; \gamma) = c^{-1}_\gamma \int_{-\infty}^\infty K_B(x, s; \gamma) \, ds,$$

where $c_\gamma = \int_{-\infty}^\infty K_B(0, s; \gamma) \, ds$.

When $B$ has one positive and one negative eigenvalue, the situation is more complicated. Let $z_2 < 0 < z_1$. By changing an orthogonal change of coordinates, $B$ can be put in subtriangular from, thus we may assume

$$B = \begin{bmatrix} z_2 & 0 \\ b & z_1 \end{bmatrix}.$$

Define

$$\hat{B} = \begin{bmatrix} -z_2 & 0 \\ b & z_1 \end{bmatrix},$$

then it can be shown that the minimal Martin boundary is $S^1$ and the minimal Martin curves are of the form

$$t \mapsto e^{\hat{B}t} \cdot \gamma \quad \text{for } \gamma \in S^1.$$

The minimal function corresponding to $\gamma \in S^1$ is

$$\hat{k}_B(x; \gamma) = \hat{c}^{-1}_\gamma \int_{-\infty}^\infty \hat{K}_B(x, s; \gamma) \, ds,$$

where $\hat{c}_\gamma = \int_{-\infty}^\infty \hat{K}_B(0, s; \gamma) \, ds$. In conclusion, the Martin boundary is either the sphere $S^{N-1}$ or one point.

Let $\mathcal{G}$ be critical. By the same argument, there exists a unique admissible function such that the $X_1(t)$ goes to infinity as $t$ approaches to infinity and $X_2(t), \ldots, X_N(t)$ are (componentwise) recurrent under the corresponding transformed measure when the value $\beta$ is known. In this case, $t \mapsto (t, 0, \ldots, 0)$ is a corresponding Martin curve.

There exists a unique admissible function such that the $X_1(t), \ldots, X_k(t)$ goes to infinity as $t$ approaches to infinity with the long-term ratio

$$\frac{p_i}{p_{i+1}} = \lim_{t \to \infty} \frac{X_i(t)}{X_{i+1}(t)} \quad \text{for } i = 1, 2, \ldots, k - 1$$

and $X_{k+1}(t), \ldots, X_N(t)$ are (componentwise) recurrent under the corresponding transformed measure when the value $\beta$ is known. In this case, $t \mapsto (p_1 t, \ldots, p_k t, 0, \ldots, 0)$ is a corresponding Martin curve when the value $\beta$ is known.

From these observations, we obtain the following theorem.
Theorem 7.3. Let $\mathcal{G}$ be subcritical. Assume that the Martin boundary is $S^{N-1}$. If $X_1(t)$ goes to infinity and $X_2(t), \cdots, X_N(t)$ are recurrent under the objective measure, then recovery is possible.

We now shift our attention to the choice of the principal factor $\beta$. When $X_t$ is transient, to recover the objective measure, we confront a problem of determining the value $\beta$. How can we choose the value? One way is to use the long-term yield of bonds, which is defined by

$$
\lim_{t \to \infty} \left( -\frac{1}{t} \cdot \log \mathbb{E}^Q \left[ e^{-\int_0^t r(X_s) \, ds} \right] \right).
$$

See [17] and [23] as a reference.

We may use empirical data for $\beta$. Finding $\beta$ is an important topic in finance and economics. There is a vast amount of literature on the study of and the theoretical and practical methods of finding; Bansal and Yaron [1], Breeden [4] and Campbell and Cochrane [5]. By these methods, we can obtain proper empirical data of $\beta$.

7.2 One-dimensional state variable

We explore the Ross recovery theorem for one-dimensional state variable $X_t$. In this case, the Martin boundary is very simple, thus Ross recovery can be easily analyzed. We can singles out a unique recovery out of all feasible recoveries which also has economic meaning (approaching to one boundary). For an elementary approach to one dimensional case without the Martin theory, refer to [19].

Theorem 7.4. Let $N = 1$ and let $\mathcal{G} = \mathcal{L} + \beta$ be subcritical. Then the Martin minimal boundary is $\Lambda = \{-1, 1\}$.

Denote the left and right boundary of the range of $X_t$ by $a$ and $b$, respectively. The diffusion process induced by the minimal function $k(x; 1)$ is transient and goes to the right boundary $b$. Clearly, $k(x; 1)$ is the only function in $C_G$ which induce the diffusion process going to the right boundary as $t$ goes to infinity. Similarly, the diffusion process induced by the minimal function $k(x; -1)$ is transient and goes to the left boundary $a$.

Theorem 7.5. (Transient recovery) Suppose we know the value $\beta$ and let $\mathcal{G} = \mathcal{L} + \beta$ be subcritical. If only one of $k(x; 1)$ and $k(x; -1)$ is admissible, then we can recover the objective measure from the risk-neutral measure.

We investigate another way for transient recovery. When the principal factor $\beta$ is known, if it exists, there is a unique admissible function such that $X_t$ goes to the right (or left) boundary as $t$ approaches to infinity under the corresponding transformed measure. The corresponding Martin boundary point is $\{1\}$ (or $\{-1\}$).

Theorem 7.6. (Transient recovery) Suppose we know the value $\beta$. If $X_t$ goes to the right boundary (or left boundary) as $t$ approaches to infinity under the objective measure $\mathbb{P}$, then we can recover the objective measure from the risk-neutral measure.
When the state variable is a stock price, this theorem is useful. The left and right boundary of a stock price is 0 and $\infty$, respectively (for example, the Black-Scholes model). The stock price process usually goes to infinity under the objective measure, thus we can recover the objective measure when the value $\beta$ is known.

If $X_t$ goes to both boundaries under the objective measure, we need more information for recovery. Let $p, q$ be two positive numbers with $p + q = 1$. Then, if existent, there is a unique admissible function such that $X_t$ goes to the left boundary with probability $p$ and $X_t$ goes to the right boundary with probability $q$. The corresponding measure $\mu$ on the Martin boundary $\{-1, 1\}$ satisfies $\mu(-1) = p$ and $\mu(1) = q$.

8 Long-time behavior of cash flows

Borovicka, Hansen and Scheinkman investigated the long-term decay (or growth) rate of cash flows in [2]. In this section, we investigate their work in the view of the Martin representation.

Proposition 8.1. Assume that $G$ is subcritical and let $(D \cup \partial)$ be the corresponding Martin space. Let $\phi$ be an admissible function and denote the corresponding measure by $\mu_\phi$. If $g$ is a continuous function on $(D \cup \partial)$, then

$$
\lim_{t \to \infty} \mathbb{E}_P[g(X_t)] = \frac{1}{\phi(x)} \int_\Gamma g(y) k(x; y) \mu_\phi(y)
$$

where $P$ is the transformed measure with respect to $\phi$.

It is clear if $g = \chi_B$ for any measurable set $B$ in $(D \cup \partial)$ by Theorem 6.2. The proof is completed by the density argument.

Let $\phi$ be an admissible function of $G\phi = L\phi + \beta\phi = 0$ and let $P$ be the corresponding transformed measure. Then the pricing operator in (2.3) becomes

$$
P_t(f)(x) := \mathbb{E}^P_x \left[ e^{-\int_0^t r(X_s) ds} f(X_t) \right] = \phi(x) e^{-\beta t} \cdot \mathbb{E}_P[(\phi^{-1}f)(X_t)].
$$

By the previous proposition, we have the following theorem.

Theorem 8.1. If $(\phi^{-1}f)(\gamma) := \lim_{x \to \gamma} (\phi^{-1}f)(x)$ exists for all $\gamma \in \partial$, then

$$
\lim_{t \to \infty} e^{\beta t} p_t = \int_\Gamma (\phi^{-1}f)(y) k(x; y) \mu_\phi(y)
$$

where $p_t = P_t(f)(x)$.

Thus, if one can find an admissible pair $(\beta, \phi)$ such that $(\phi^{-1}f)(\gamma)$ exists for all $\gamma \in \partial$ and is not identically equal to zero on the support of $\mu_\phi$, then the long-term decay (or growth) exponential rate is obtained.
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9 Conclusion

We described all the possible beliefs of market participants on objective measures under Markovian environments when a risk-neutral measure is given. To achieve this, we employed the Martin integral representation of Markovian pricing kernels and then offered economic and financial implications of the representation. As applications, the Ross recovery theorem and the long-term behavior of cash flows were discussed.

We investigated the Ross recovery with a multi-dimensional Markovian diffusion $X_t$ that is transient under the objective measure. In addition, as a special case, one-dimensional state variable was analyzed. Ross recovery is equivalent to choosing a principal factor $\beta$ and a finite measure $\mu$ on $\Gamma_\beta$ where $\Gamma_\beta$ is the corresponding Marin admissible boundary. As another application, we investigated long-term behavior of cash flows in the view of the Martin representation.

This article offers a theoretical approach for multi-dimensional transient Ross recovery. Usually, it is very difficult to obtain the precise Martin boundary for a multi-dimensional case. For future research, it would be interesting to find the precise Martin boundary for a specific multi-dimensional model.

References

[1] Bansal, R., Yaron, A.: Risks for the long run: A potential resolution of asset pricing puzzles. J. Finance 59(4), 1481-1509 (2004)

[2] Borovicka, J., Hansen, L.P., Scheinkman, J.A.: Misspecified recovery. Working Paper (2014)

[3] Borovicka, J., Hansen, L.P., Hendricks, M., Scheinkman, J.A.: Risk price dynamics. Journal of Financial Econometrics 9, 3-65 (2011)

[4] Breeden, D.T.: An intertemporal asset pricing model with stochastic consumption and investment opportunities. J. Financ. Econ. 7, 265-296 (1979)

[5] Campbell, J., Cochrane, J.: By force of habit: A consumption-based explanation of aggregate stock market behavior. J. Polit. Econ. 107(2), 205-251 (1999)

[6] Carr, P., Yu, J.: Risk, return, and Ross recovery. J. Derivatives 20(1), 38-59 (2012)

[7] Cranston, M., Orey, S., Rosler, U.: The Martin boundary of two-dimensional Ornstein-Uhlenbeck processes. Probability, Statistics, and Analysis, London Math. Soc. Lecture Note Series 79, 63-78. Cambridge Univ. Press (1983)
[8] Davydov, D., Linetsky, V.: Pricing options on scalar diffusions: An eigenfunction expansion approach. Operations Research, 185-290 (2003)

[9] Dubynskiy, S., Goldstein, R.: Recovering drifts and preference parameters from financial derivatives. Working Paper. (2013)

[10] Eliason, S.B., White, L.W.: On the positive solutions of second order elliptic partial differential equations. Hiroshima Math. J. 12, 469-484 (1982)

[11] Goodman, J., Park, H.: Do prices determine objective measures? Working Paper. (2014)

[12] Gorovoi, V., Linetsky, V.: Black’s model of interest rates as options, eigenfunction expansions and Japanese interest rates. Math. Financ. 14(1), 49-78 (2004)

[13] Hansen, L.P., Scheinkman, J.A.: Long term risk: An operator approach. Econometrica 77, 177-234 (2009)

[14] Jorgens, K.: Spectral theory of second-order ordinary differential operators. Arhus Universitet, Matematisk Institut. (1964)

[15] Karatzas, I., Shreve, S.E.: Methods of Mathematical Finance. Springer-Verlag. New York. (1998)

[16] Linetsky, V.: The spectral decomposition of the option value. Int. J. Theoretical Appl. Finance 7(3), 337-384 (2004)

[17] Martin, I., Ross, S.: The Long Bond. Working paper. (2013)

[18] Park, H.: Pricing and hedging long-term options. Working Paper. (2014) Preprint available at [http://arxiv.org/abs/1410.8160](http://arxiv.org/abs/1410.8160)

[19] Park, H.: Ross recovery with recurrent and transient processes. Working Paper. (2014) Preprint available at [http://arxiv.org/abs/1410.2282](http://arxiv.org/abs/1410.2282)

[20] Pinchover, Y.: Topics in the theory of positive solutions of second-order elliptic and parabolic partial differential equations in “Spectral Theory and Mathematical Physics: A Festschrift in Honor of Barry Simon’s 60th Birthday”. Proceedings of Symposia in Pure Mathematics 76, American Mathematical Society, Providence, RI, 2007, 329-356. [http://arxiv.org/abs/math/0512430](http://arxiv.org/abs/math/0512430)

[21] Pinsky, R.G.: Positive Harmonic Function and Diffusion. Cambridge University Press. (1995)

[22] Qin, L., Linetsky, V.: Long term risk: A martingale approach. Working Paper. (2014a)

[23] Qin, L., Linetsky, V.: Positive eigenfunctions of Markovian pricing operators: Hansen-Scheinkman factorization and Ross recovery. Working Paper. (2014b)
[24] Ross, S.A.: The recovery theorem. J. Finance 70(2), 615–648 (2015)

[25] Walden, J.: Recovery with unbounded diffusion processes. Working Paper. (2013)