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Abstract: - In the present research era, machine learning is an important and unavoidable zone where it provides better solutions to various domains. In particular deep learning is one of the cost efficient, effective supervised learning model, which can be applied to various complicated issues. Since deep learning has various illustrative features and it doesn’t depend on any limited learning methods which helps to obtain better solutions. As deep learning has significant performance and advancements it is widely used in various applications like image classification, face recognition, visual recognition, language processing, speech recognition, object detection and various science, business analysis, etc., This survey work mainly provides an insight about deep learning through an intensive analysis of deep learning architectures and its characteristics along with its limitations. Also, this research work analyses recent trends in deep learning through various literatures to explore the present evolution in deep learning models.
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1. Introduction

Machine learning is a popular approach in present research environment as it deals various applications in image processing, signal processing and other data analysis [1]. In particular, deep learning gains more importance due to its immense characteristics in image classification [2], data mining, language and speech processing applications [3]. The remarkable growth of data and development in technologies have brought various key routes in deep learning models and makes the system to outperforms better than earlier learning models. Conventional machine learning models perform tasks based on the features extracted from the input data while deep learning uses graph technologies along with neuron transformations to obtain multilayer learning models and learns the data automatically without any difficulty. The most important deep learning model which is widely used is artificial neural network (ANN), but there are many. Major difference between the conventional machine learning model and deep learning model is its automatic learning process which makes deep learning suitable for wide range of applications. Some of the major deep learning models are

- Autoencoders – It is an artificial neural network which has the ability to learn various coding patterns. In this the output layer has same number of nodes as input layer and it predicts the inputs instead of predicting the output vectors.

- Deep Belief Network – It is suitable for handling nonconvex objective functions while using multilayer perception.
Convolutional Neural Network (CNN) – It is type of feedforward neural network where the individual neurons are arranged to respond to all regions in the area.

Recurrent Neural Networks (RNN) – It allows to operate over sequence of vectors in input and output as a directed cycle and shares its parameters at every layer so that it could be trained depends on the application.

Reinforcement learning – It is a hybrid programming supervised learning model.

2. Deep Learning Architectures

Based on the applications and types of neural networks, deep learning architecture is classified into three major classes. Figure 1 gives an illustration of architecture types in deep learning.

![Fig.1 Types of Deep Learning Architecture](image)

i) Generative Architecture

Generative architecture based deep learning models are generally termed as unsupervised feature learning models as the data labels are not considered in this approach. Supervised learning and unsupervised pretraining is the key concept in generative deep learning architectures. This type of architecture is evolved when there is limited data to train for the difficult network, these models learns the lower level of data and provides necessary solutions without depends on the other layers.

![Fig.2 Deep Autoencoder](image)

Autoencoder is one of the familiar generative architecture models in which a vector is considered as input and the network tries to match the output function to the vector by reframing the input dimensions. This helps to construct low or high dimensional data so that autoencoder is widely used in various applications. Illustrative representation of deep autoencoder is depicted in figure 2. Autoencoders learn the compressed data by coding it in a supervised manner and train single layer for each process which reduces the computation resources. Network is used to encode the data if the input and output layer has higher dimensionality than hidden layer which is termed as feature compression in autoencoder process. In some cases, it acts a s denoising autoencoders which reconstructs the input signal from a noisy input signal. Stacked autoencoder and sparse autoencoder are some other versions in autoencoder where two or more hidden nodes are used to activate the function.
Deep Boltzmann machine is another generative architecture model in which many hidden layers are used and there is no physical connection between the variables in the same layer. It is designed based on the conventional Boltzmann machine which is used to obtain decisions through a symmetrical network which has nodes are connected symmetrically. Conventional learning models are complex to analyse and performs less while in learning, deep Boltzmann machine is developed. In this each layer is used to obtain the high order correlation coefficients between the hidden features and the below layer. Due to this this machine has the ability to learn internal complex representations and provides solutions for signal processing applications. If the hidden layers in deep Boltzmann machine is reduced into one, then it is called as restricted Boltzmann machine. Through this restricted machine various hidden layers could be effectively learned through its activation features of a single machine which is used to train the next layer. Conventional deep Boltzmann machine is improved as high order Boltzmann machine in the bottom layer as mean covariance restricted Boltzmann machine reduces the limitations in conventional models. Though it has various advantages, the important issues in deep Boltzmann machines are its training difficulty and high-level architecture. Figure 3 gives an illustration of restricted Boltzmann machine.

Sum product network is another generative architecture type deep network which used directed acyclic graph as data leaves and the internal operations are performed in the nodes of the deep architecture. The sum nodes in the architecture provides mixture model and the product provides the features with definite hierarchy. The learning process in sum product is performed based on expectation maximization algorithm along with back propagation. The learning process starts from finding the structure of the network from its weights. The issues in this network is its learning signal which quickly dilutes when it is propagated in the deep layers. The difficulty in weights and its discriminative information the effectiveness of the system reduces in classification tasks and this could be overcome through backpropagation training algorithm which was introduced later. This algorithm utilizes the gradient descent and computes the derivatives along with the conditions to reduce the diffusion problem in deep networks.

Recurrent neural network is one of the important generative architecture type deep learning model which is used to generate and analyse the sequential data. Based on the input data length, the depth of the neural network will vary and it is an important neural network model used in speech or data processing applications. The general issue in recurrent neural network is its gradient vanishing issue. Due to this training is extremely difficult in RNN so that it is applied into very limited research areas. These gradient issues are reduced in the recent times due to the development of optimization models. various research works are evolved based on RNN, in which language modelling, text recognition are some of the important research models. Figure 4 gives an illustration of RNN.
Recursive deep generative models are used to obtain human modelling for natural scene parsing and natural language processing. This learning algorithms helps to determine the model structure with minimum learning parameters compared to other architecture models. It is used to process images and language sentences through max-margin prediction architecture. It helps to analyse the sentences or images and interact with each unit to provide a complete sustained output.

Table 1 provides a summary analysis of generative architectures under various domains.

| Methods                        | Reference article | Application                                                      | Merits                                         | Demerits                                                   |
|--------------------------------|-------------------|------------------------------------------------------------------|-----------------------------------------------|------------------------------------------------------------|
| Autoencoder                    | [4]               | Facial Expression Recognition                                     | Improved efficiency than conventional models  | Lags in recognition performance over reduced dimensional data |
|                                | [5]               | Image Denoising                                                 | Better image enhancement                      | Not suitable for wide range of applications                 |
|                                | [6]               | pattern recognition                                             | Efficient matching performance                | Lags for complex patterns and time consuming                |
|                                | [7]               | Speech processing                                               | Improved performance                         | System complexity                                          |
|                                | [8] [9]           | Fault Diagnosis                                                 | Efficient fault detection                     | System shows invariant performance for different types of faults. |
|                                | [10] [11]         | Medical Data Analysis                                           | Reliable and cost efficient                  | Complex design                                             |
| Deep Boltzmann Machines        | [12]              | Anomaly detection                                               | Efficiency and robustness                     | Implementation Cost                                        |
|                                | [13]              | Feature selection                                              | High Efficiency                               | Needs external support                                     |
|                                | [14]              | Industrial fault diagnosis                                      | Efficient fault detection                     | Lags in detection accuracy for minor faults                 |
|                                | [15]              | Medical Image processing                                        | High Prediction accuracy                      | Computation Cost                                           |
|                                | [16]              | Bio Medical image processing                                     | High Efficiency                               | System complexity and computation cost                     |
| Restricted Boltzmann Machines  | [17] [18]         | Time series forecasting, gradient approximation, input weight determination | Better performance in gradient issues        | Restricted approach which is suitable for few applications |
|                                | [19]              |                                                                  |                                               |                                                            |
| sum-product network            | [20] [21]         | scene detection, image processing, acoustic relation            | Simple and efficient                          | Not suitable for wide range of applications                 |
| Recurrent Neural Network       | [22]              | Document image analysis                                         | Effective document management                 | Requires external support and lags over large dimensional data |
|                                | [23] [24]         | Handwriting Recognition                                         | Better recognition performance               | Lags in detecting mixed words                              |
|                                | [25]              | Biomedical Image processing                                     | Better detection rate                         | High computation cost and time                             |
|                                | [26]              | software engineering                                            | Automated process                            | Limited to very specific applications                      |
|                                | [27]              | channel estimation                                              | Better estimation performance                | Lags over noise and other interferences                     |
ii) Discriminative Architectures

Discriminative architectures are widely used in information and signal processing as a shallow architecture along with Hidden Markov Model or Conditional random fields. Recently deep structures with conditional random fields are evolved, in which the output of each lower layer of random field is stacked with original input data which is on higher layer. Discriminative architectures are widely used in language processing and recognition applications. Various research works are evolved under discriminative architecture, in this backpropagation learning based speech recognition is one of the important researches. Based on the emission probabilities in hidden Markov models, a discriminative learning neural network model tandem is evolved. In this the features of HMM are observed based on the activities of hidden layers as various combinations which forms a discriminative architecture. Deep stacking networks is another recent development under discriminative architecture based on tensor variant to solve the discriminations through learning on scalable generative components. In some research works RNN is used as discriminative architectures. In general, RNN is used to generate output based on the prediction of input data. If the output is associated with the input data then it could be used as a discriminative model. In order to train RNN as discriminative model, the training data are need to be pre-segmented also it requires a post processing process to convert the outputs into desired data sequences. This is the limitation in RNN when it used as discriminative models, since the segmentation and training cost increases the system overall cost.

![Convolution Neural Network](image)

**Fig.5 Convolution Neural Network**

Convolutional neural network (CNN) is one of the important discriminative architecture. CNN consists of a pooling layer and convolution layer in its architecture. To form a deep model these two modules are stacked one over the other. The convolution layer is used to share the weights and pooling layer is used to subsample the convolution layer output. This process greatly reduces the data rate below the data rate in other neural network models. CNN has its invariance property due to its convolution layer weight sharing process and its unique pooling schemes. CNN is widely used in various applications in image and signal processing. Figure 5 gives an illustration of CNN model. Table 2 describes the applications of discriminative architectures in various domains with its merits and demerits.

| Methods                     | Reference article | Application                | Merits                    | Demerits                              |
|-----------------------------|-------------------|----------------------------|---------------------------|---------------------------------------|
| Adaptive discriminative Learning | [28]              | Scene Recognition          | Better Recognition efficiency | Slow Learning Rate                    |
|                             | [29]              | Image Retrieval            | Computation time          | Less efficient compared to other neural network models |
### Hybrid Architectures

Hybrid architectures comprises of both generative and discriminative process [43]. In most of the hybrid architectures, the generative components are used along with discriminative components to attain the final solution. Since the generative models are used to solve nonlinear parametric issues which reduces the initialization issues. Also, generative models have regularized control features which reduces the complexity of the system. Deep neural network (DNN) is a prominent hybrid architecture [44] where the generative architecture of deep belief network is modified using discriminative architecture in training process deep neural network is evolved. In this the weights of deep neural network are pretrained using reduced Boltzmann machine for random initialization. In some research works deep belief network is used as an initialization factor for deep neural networks. In this case sequence level tuning is performed instead of frame level tuning.

Few research models use random fields along with deep neural network using the condition probability of labels and its input data sequence. This equivalent architecture is similar to architecture model of deep neural network with hidden Markov Model where the parameters are used to learn [45] the entire sequence with maximum information between the input and output vectors. Similar method is processed in shallow neural network and its uses discriminative training with minimum error technique. In few researches Restricted Boltzmann model is used to learn through discriminative architecture probabilities in which the label vectors are connected with the data vector which creates an overall layer of Restricted Boltzmann model. This improves the performance of Restricted Boltzmann model in classification issues. Deep belief network [46] is combined with random fields to learn the lower level features and recognize the images as a classification and recognition model. These generative models improve the performance of deep belief network. Deep convolutional neural networks are introduced as a hybrid architecture by combining CNN with deep belief networks. The discrimination in convolution neural network is its random initialization and it could be improved by incorporating deep belief network. This hybrid system is suitable for speech recognition and text recognition.

### 3. Applications using machine learning

In the above section based on three architectural level various application of deep learning models are analysed along with its merits and demerits. The application of deep learning is not limited to these categories and
also extends in various domains like human activity recognition [47], social media sentiment analysis [48], smart activity monitoring [49], image and computer vision engineering [50], various medical applications [51], dropout prediction [52], agricultural applications [53], etc. Still there are many ongoing researches to improve the performance of system through machine learning approaches.

4. Findings from the survey

Based on the above intense survey the following findings are summarized as follows:

- Generative models are suitable for simple image and signal processing applications.
- Autoencoder is widely used in facial recognition, speech recognition-based approaches in most of the research works.
- Less number of research works are evolved in deep Boltzmann and restricted Boltzmann models due to its limitations in layer selection.
- Recurrent neural network is limited with gradient issues and it is used in less number of applications.
- In case discriminative models, convolution neural network is a familiar and widely used technique.
- CNN based applications are introduced in speech recognition, image processing, signal processing, data analysis etc.
- Hybrid architectures are the recent trends where the generative and discriminative architectures are combined to form this hybrid structures.
- Deep neural network is widely used architecture to incorporate with general architectures for developing hybrid structures.
- Deep convolution neural network is the recent trend in deep learning models which is a hybrid architecture performs better in numerous applications.

5. Conclusion

This literature review provides an insight of deep learning neural networks. Based on the applications and the design methods, deep networks are analysed and categorized into generative architectures, discriminative architectures and hybrid architectures. Under these three categories, various deep learning models are analysed along with its recent application-based approaches. Based on the observations the findings of the survey are summarized which will help everyone in future to improve the research work through any of the models. In this research point of view, it is recommended to improve the convolution neural network or deep convolution neural network-based models which is suitable for wide range of applications. The future research work could be introducing hybrid architectures in convolution neural network for better performance improvement.
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