Visuri, A. M.; Giamarchi, T.; Törmä, Päivi

**Excitations and impurity dynamics in a fermionic Mott insulator with nearest-neighbor interactions**

*Published in:*  
Physical Review B

*DOI:*  
10.1103/PhysRevB.93.125110

*Published:* 08/03/2016

*Document Version*  
Publisher's PDF, also known as Version of record

*Please cite the original version:*  
Visuri, A. M., Giamarchi, T., & Törmä, P. (2016). Excitations and impurity dynamics in a fermionic Mott insulator with nearest-neighbor interactions. *Physical Review B, 93*(12), 1-10. [125110].  
https://doi.org/10.1103/PhysRevB.93.125110
Excitations and impurity dynamics in a fermionic Mott insulator with nearest-neighbor interactions

A.-M. Visuri,¹,² T. Giamarchi,² and P. Törmä¹,³,*

¹COMP Centre of Excellence, Department of Applied Physics, Aalto University, FI-00076 Aalto, Finland
²Department of Quantum Matter Physics, University of Geneva, 24 Quai Ernest-Ansermet, 1211 Geneva, Switzerland
³Institute for Quantum Electronics, ETH Zurich, 8093 Zurich, Switzerland

(Received 9 November 2015; revised manuscript received 10 February 2016; published 8 March 2016)

We study analytically and with the numerical time-evolving block decimation method the dynamics of an impurity in a bath of spinless fermions with nearest-neighbor interactions in a one-dimensional lattice. The bath is in a Mott insulator state with alternating sites occupied and the impurity interacts with the bath by repulsive on-site interactions. We find that when the magnitudes of the on-site and nearest-neighbor interactions are close to each other, the system shows excitations of two qualitatively distinct types. For the first type, a domain wall and an antidomain wall of density propagate in opposite directions, while the impurity stays at the initial position. For the second one, the impurity is bound to the antidomain wall while the domain wall propagates, an excitation where the impurity and bath are closely coupled.
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I. INTRODUCTION

A single particle, or a macroscopic quantum degree of freedom, coupled to a bath is a paradigmatic problem of many-body physics. It is naturally described, at least in three dimensions, as a composite object of the particle dressed by bath excitations, which is a quasiparticle. Dressing renormalizes some of the particle’s properties such as the mass. This concept has been particularly fruitful for the polaron problem, where the bath consists of phonons [1,2], and for the Fermi-liquid theory where the collective action of all the indiscernible particles in an interacting Fermi gas renormalizes the parameters of a single-particle excitation [3]. In certain cases, such as the Caldeira-Leggett problem, the renormalization of the parameters can be strong enough to significantly change the behavior of the particle [4].

Similar effects occur in restricted geometries such as one-dimensional quantum systems where the effects of interactions are considerably reinforced. In particular, it was shown that an impurity can behave quite differently from a quasiparticle and the interaction with the bath can lead to subdiffusion [5]. This new phenomenon has triggered an intense theoretical and experimental activity, in particular with very controlled experimental realizations by cold atomic gases. Optical lattices in experiments with ultracold gases are devoid of phonons, and in order to study similar phenomena as in condensed matter physics, phonons can be incorporated via a bath of a different type of particles [6,7]. Mobile impurities in fermionic and bosonic baths have recently been studied to a large extent theoretically [8–10] and experimentally [11–13]. In one dimension in particular, interesting time-dependent phenomena have been predicted, such as a crossover from a bound molecule to a polaron [14], the damping of Bloch oscillations [8,15,16], the nonrelaxation of a supersonic impurity [17], and an intriguing behavior of pair correlations with slow and fast driven barriers [18].

In the aforementioned studies, the bath is assumed to be homogeneous, and the only deformations of the bath are caused by its fluctuations and the interaction with the impurity. This restriction is quite natural for systems with a contact interaction such as cold atoms. In this article, we address the question of how an impurity behaves if the bath instead possesses an internal structure, such as a periodic arrangement of the bath particles. An impurity would see an external periodic potential but would also be able to create excitations, a situation not dissimilar to the presence of phonons and the electron-phonon coupling in a solid. Such baths can for instance be realized by long-range interactions.

We investigate the dynamics of an impurity interacting with a bath of fermions with nearest-neighbor interactions. Using the numerical time-evolving block decimation (TEBD) method [19,20] and analytic arguments, we show that the dynamics of the impurity drastically changes when the impurity can create excitations in the bath, leading to a bound state of the impurity and distortions in the bath. Nearest-neighbor as well as longer-range interactions are currently becoming feasible in experiments with ultracold bosonic [21–24] and fermionic [25–28] dipolar molecules, dipolar atoms and Rydberg atoms [29,30] both in traps and lattices. These advances make setups available for testing the predictions presented here. The motion of an impurity in an optical lattice can be recorded by single-site-resolved imaging [13]. Previous theoretical studies have considered spinless fermions with nearest-neighbor interactions in the context of interaction quenches [31], and the excited states created inside the Mott gap of a one-dimensional solid by applying a laser pulse [32–34], described by the extended Hubbard model with nearest-neighbor interactions among two spin species. Such excitations are delocalized and have a well-defined energy unlike the initially localized domain wall excitations studied here.

The model and the numerical method are introduced in Sec. II. In Sec. III, we show how the number of doublons evolves in time for different regimes of interactions and explain the case $V \gg U$ by an analytic model for the $V \rightarrow \infty$ limit. The short-time dynamics are modeled by a three-site Hamiltonian in Sec. IV. Section V discusses the excitation dynamics in detail. We illustrate different possible excitation processes which explain the features observed in density distributions. In order to find a more precise picture of how the bath evolves in time, we also study the correlation of density
The impurity and the bath are described by the Hamiltonian
\[ H = -J \sum_{j,\sigma} (c_{j,\sigma}^\dagger c_{j+1,\sigma} + H.c.) + U \sum_j n_j^\dagger n_j + V \sum_j n_j n_{j+1}, \]

Here, \( c_{j,\sigma} \) annihilates a bath fermion and \( c_{j,\sigma}^\dagger \) the impurity, and \( n_j^\dagger = c_{j,\sigma}^\dagger c_{j,\sigma} \) is the number operator. The tunneling energy is denoted by \( J \). Opposite spins interact on the same site with energy \( U > 0 \), and the bath fermions among nearest neighbors with \( V > 0 \). In the initial state, \( U = 0 \) and the impurity is localized at the center of the lattice (site \( j_0 \)), as shown in Fig. 1. At half-filling and \( V > 2J \), the ground state of the bath is a Mott insulator [35]. In order to find a nondegenerate ground state, we fix the number of lattice sites to \( L = 2p + 1 \), where \( p \in \mathbb{N} \), and the number of bath fermions to \( N_b = p + 1 \). For even \( p \), \( j_0 \) is occupied by a bath fermion, and for odd \( p \), \( j_0 \) is empty. In our TEBD calculations, \( L \) varies from 79 to 81, the Schmidt number in the truncation of the state is fixed to 100, and a time step 0.02\( J \) is used in the real time evolution.

III. THE TIME EVOLUTION OF THE NUMBER OF DOUBLONS

In the beginning of the time evolution, the on-site interaction is switched to \( U > 0 \) and the impurity is released. Due to energy conservation, the dynamics will be different for \( U \) close to \( V \)—at resonance—and for \( U \) and \( V \) far detuned. Off resonance, with \( U \gg J \), the total number of doubly occupied sites \( \langle N_{\uparrow\downarrow}(t) \rangle = \langle \psi(t) \mid \sum_j n_j \uparrow n_j \downarrow \mid \psi(t) \rangle \) oscillates with a frequency close to \( J \), while the average value stays constant, as seen in Fig. 2(a). The behavior agrees well with the analytic solution for a free particle in a superlattice with a potential difference \( U \) between alternating sites, which is equivalent to the impurity problem when \( U \gg J \) and \( V \to \infty \) (see Appendix A). Figure 2(a) shows that the analytic model describes the impurity problem well for an impurity created at either an occupied or an empty site. The oscillation frequency \( U \) is also seen for the parameters of Fig. 2(b) when \( |V - U| \) is sufficiently large. In Fig. 2(c), the frequency is very high and the amplitude small and therefore the oscillation is almost invisible. It can be seen at a shorter time scale in Sec. IV.

For an impurity created at an occupied site with \( U \) and \( V \) far detuned, the energy \( U \) cannot be deposited into the bath. We find that the impurity propagates on occupied sites in a second-order process with velocity \( \frac{U}{V} \), which is the superexchange coupling obtained from a mapping to the Heisenberg Hamiltonian at the \( U \gg J \) limit [36]. Similarly, if the impurity starts at an empty site, it will not have enough energy to move to a site occupied by a bath fermion and will propagate on the empty sites. In contrast, an impurity at an occupied site with \( U \approx V \) can deposit the energy \( U \) into the bath for example in a process where the bath fermion at \( j_0 \) moves by one site. This is seen as a decay of \( \langle N_{\uparrow\downarrow}(t) \rangle \) in Figs. 2(b) and 2(c).

It is of interest to ask what kind of excitations are created in this process. To unambiguously investigate the basic types of excitations in the bath, we focus on the case of Fig. 2(c) with very large \( U \) and \( V \), which suppresses pair tunneling processes. In Fig. 2(c), \( V \) is fixed to 100\( J \) and \( U \) varied around this value. Intriguingly, we find that the curves for which \( |V - U| \geq 3.5J \) saturate to a nonzero constant whereas the ones for which \( |V - U| \leq 2.5J \) decay to a value close to zero. For \( |V - U| = 3J \), there is a decay within the simulation time but it is unclear whether \( \langle N_{\uparrow\downarrow} \rangle \) approaches zero at longer times.
These results are discussed in detail in Sec. V. Essentially the same behavior is obtained for $V = 10J$ in Fig. 2(b), which is closer to experimentally realizable values, as discussed in Sec. VII.

### IV. THREE-SITE MODEL FOR THE SHORT-TIME DYNAMICS

For the large $V = 100J$ of Fig. 2(c), the number of doublons for $U = 90J$ and $U = 110J$ has an initial oscillation with frequency close to $|V - U|$, in addition to the high frequency $U$ explained in Sec. III. A similar initial behavior is given by a three-site model, illustrated in Fig. 3, where $N_1 = N_2 = 1$. The two particles have an on-site interaction $U$, and the spin-up particle has a potential $V$ at sites 1 and 3 mimicking fixed spin-up fermions at the adjacent sites. In the basis

$$\begin{align*}
|1⟩ &= |↑↓⟩, & |4⟩ &= |↑↓⟩, & |7⟩ &= |↓⟩,
|2⟩ &= |0⟩↑↓0⟩, & |5⟩ &= |↓⟩↑↓0⟩, & |8⟩ &= |↑⟩0⟩↓,
|3⟩ &= |0⟩0↑↓⟩, & |6⟩ &= |0⟩↑⟩, & |9⟩ &= |↓⟩0⟩↑.
\end{align*}$$

The initial state is a superposition of states $|2⟩$, $|4⟩$, and $|7⟩$.

In the three-site model, the initial behavior of $⟨N_{↑↓}(t)⟩$ during the first oscillation period is close to the many-body result, as shown in Fig. 4. For three sites, there is a revival of the oscillation after damping, which is not seen in the many-body case. This indicates that the excitations propagating away from the three central sites play a role in the dynamics after the initial stage. One can therefore conclude that the bath fermions at sites beyond the neighboring ones are responsible for the permanent damping. The average value to which $⟨N_{↑↓}⟩$ saturates agrees with the three-site model.

### V. EXCITATIONS IN THE BATH

#### A. Particle densities

The decay of $⟨N_{↑↓}⟩$ for $U$ close to $V$ is connected to the creation of excitations in the bath. The excitations can be seen as a density difference $⟨n_{j1}(t)⟩ - ⟨n_{j1}(0)⟩$ propagating from the center of the lattice in Figs. 5 and 6. In the off-resonant cases, the density differences are an order of magnitude smaller than in the resonant cases, and the impurity propagates more rapidly in the resonant interval of $U$.

![Figure 4](image-url)

**FIG. 4.** The total number of doublons $⟨N_{↑↓}(t)⟩$ for $U = 90J$ and $V = 100J$ has a similar initial behavior in the three-site model as in the many-body TEBD simulations.

![Figure 5](image-url)

**FIG. 5.** (Left column) The difference in the density of spin-up (bath) fermions with respect to the initial state as a function of position and time, $⟨\psi(t)|n_{j1}|\psi(t)⟩ - ⟨\psi(0)|n_{j1}|\psi(0)⟩$ for $U = 8J$ and $V = 20J$ (upper row) and $U = 8J$ and $V = 10J$ (lower row). (Right column) The density of the spin-down impurity $|\psi(t)|n_{j1}|\psi(t)⟩$ for the same values of $U$ and $V$. For $U$ close to $V$, the changes in the bath density distribution (lower left panel) are an order of magnitude larger than for $U$ and $V$ far apart (upper left panel), indicating that there is a resonant interval of $U$ around $V$ for creating excitations.
excitation has moved to the left beyond the region drawn here. To the left and the ADW remains stationary, with the impurity oscillating between the two sites (2b). In configurations 2a and 2b, the DW (configuration 2). From 2, the state can evolve for instance so that the DW and ADW propagate in the same direction (2a) or the DW continues to propagate in opposite directions (configuration 1) or the DW can propagate and the ADW form a stationary bound state with the impurity site from the impurity. Here, the bath particle moves to the left but the symmetric case is equally likely. The DW and ADW excitations can with velocity $4$ limited to occupied sites, which is a second-order process diffusively at resonance. Off resonance, the propagation is velocity is too small to be observed.

FIG. 6. The same quantities as in Fig. 5 for $V = 100J$ and $U = 90J$ (upper) and $U = 100J$ (lower). The parameters of the upper row are in the off-resonant region and those of the lower row in the resonant region.

B. Model for the resonance region

The density differences $\langle n_j(t) \rangle - \langle n_j(0) \rangle$ are largest for $U = V$. To explain this behavior, one can look for limits of $|V - U|$ within which excitations can be created. For $V \to \infty$, the mapping to a free particle in a superlattice gives two energy bands for the impurity, $\pm E_k = \pm \sqrt{4J^2 \cos^2(k) + \left(\frac{U}{V}\right)^2}$, where $k$ is the quasimomentum (see Appendix A). An impurity created at an occupied site is initially in the higher band. A simple way to derive the width of the resonance in $U$ is to assume that the impurity transitions to the lower band by moving to an empty site, and that the dispersion relation of the impurity is unchanged in the transition. The energy released in such a transition would be absorbed by excitations created in the bath. In this scenario, the excitations in the bath are created far away and do not interact with the impurity. In such an excitation, a bath fermion moves by one site, which corresponds to creating a domain wall (DW) with two neighboring sites occupied and an antidomain wall (ADW) with two neighboring sites empty. The bath can be mapped to an XXZ Hamiltonian, which has a two-domain-wall excitation continuum $\omega \in [V - 4J, V + 4J]$ [37,38]. Assuming the same excitation spectrum as for two domain walls [37,38], the process of creating a DW and an ADW has minimally the energy cost $V - 4J$ and maximally $V + 4J$. By energy conservation, the lower limit of $U$ to create excitations is $U_{\text{min}} = \sqrt{(V - 4J)^2 - 16J^2}$ and the upper limit is $U_{\text{max}} = V + 4J$ (see Appendix B). For $V = 100J$, $U_{\text{min}} \approx 95.9J$, and $U_{\text{max}} = 104J$.

One can see in Fig. 2(c) that for $U = V \pm 2.5J$, $\langle N_{1\uparrow} \rangle$ decays to a value close to zero and for $U = V \pm 3J$, there is a slower decay. On the other hand, for $U = V \pm 3.5J$ which is within $[U_{\text{min}}, U_{\text{max}}]$, $\langle N_{1\uparrow} \rangle$ saturates to approximately 0.5. As seen in Fig. 2(b), a saturation to a value less than one also occurs in the analytic superlattice model where there can be no excitations. This suggests that creating a DW-ADW excitation far from the impurity does not have a high probability since the clear decay behavior does not persist to $U = V \pm 4J$. Thus the bounds $U_{\text{min}}$ and $U_{\text{max}}$ derived above do not describe the numerical results accurately. It is notable and curious that this straightforward description does not agree with the simulations.

C. Excitation processes and the observed resonance region

Instead of the simple description above, we find evidence that the DW-ADW pair is created right next to the impurity, in which case the motion of the excitations is restricted by...
TABLE I. Values of \( U \) and \( V \) for which a decay of \( \langle N_{1i} \rangle \) is reasoned in the discussion above, and found in the TEBD simulations.

| \( V = 100J \) | \( V = 20J \) | \( V = 10J \) |
|----------------|--------------|--------------|
| \( U_{\text{min}} = \sqrt{(V - 3J)^2 - 16J^2} \) | 96.9 | 16.5 | 5.7 |
| TEBD: \( U_{\text{min}} \in \) | [96.8, 97.5] | [17, 18] | [6, 8] |
| \( U_{\text{max}} = V + 3J \) | 103 | 23 | 13 |
| TEBD: \( U_{\text{max}} \in \) | [102.5, 103.2] | [22, 23] | [12, 13] |

energy conservation. Two distinct processes which can occur, and configurations to which the system can branch later, are illustrated in Fig. 7. In one process, the DW and the ADW simultaneously propagate in opposite directions while the impurity stays at \( j_0 \) (configuration 1). In the other process, the impurity hops to the neighboring site (configuration 2). From configuration 2, the ADW can start propagating in the same direction as the DW, in which case the impurity will be trapped at \( j_0 \pm 1 \) (2a). Alternatively, the impurity and the ADW can remain in place and form a bound state while only the DW propagates (2b). If the impurity stays at \( j_0 \), the ADW cannot move to the left since this would require an additional energy \( U \). This situation is different from creating the DW-ADW excitation far from the impurity as discussed above. Moreover, it is now possible for the impurity to hop within the effective double well formed by the ADW, associated with the kinetic energy \( J \).

We find that instead of a kinetic energy contribution \( \pm 4J \), the simulations are compatible with \( \pm 3J \), as seen in Table I. We have located the limits of the resonance region, \( U_{\text{min}} \) and \( U_{\text{max}} \), by simulating the dynamics for different values of \( V > J \), and different values of \( V \) around \( V \). The studied values of \( U \) between which a clear decay in \( \langle N_{1i} \rangle \) starts and ends are indicated as intervals in Table I. These intervals are compared to \( U_{\text{min}} \) and \( U_{\text{max}} \) calculated by replacing the bounds of the bath excitation continuum \( V \pm 4J \) by \( V \pm 3J \). The agreement with \( V = 3J \) may be related to the kinetic energy contribution from the impurity in addition to the bath excitations.

VI. THE TIME EVOLUTION OF THE BATH

The striped pattern of \( (n_{jz}(t)) - (n_{jz}(0)) \) in Figs. 6 and 5 corresponds to inverting the positions of empty and occupied sites in the bath, which is consistent with a DW or an ADW excitation propagating away from the center. At this time scale, the impurity on the other hand stays confined to the center of the lattice. The right top panel of Fig. 6 shows that for \( U = 90J \), the impurity does not move from the central site. This is consistent with the very small change in the density of bath fermions in the left top panel, which indicates that excitations are essentially not created. For \( U = 100J \), the density changes in the bath are larger by an order of magnitude and the impurity has a considerable probability \( (n_{jz} = 1) \approx 0.2 \) to move to the neighboring site. While for a DW and an ADW propagating in opposite directions, the impurity stays at the central site, in the other states presented in Fig. 7, the neighboring site will be occupied by the impurity with some probability.

Since the expectation value of the density is an average over all states with excitations propagating in either direction, it does not give information on whether both the DW and ADW move simultaneously or if only one of them moves and the other one stays fixed. Instead, one can study the density correlation \( \langle \psi(0) | \Delta n_{1i} | \Delta n_{1i-1} | \psi(0) \rangle \), which is \( \Delta n_{1i} = n_{1i} - \langle \psi(0) | n_{1i} | \psi(0) \rangle \) and \( i, i-1 \) are indices from the center of the lattice. If the DW and ADW propagate in opposite directions, the density difference \( \langle \Delta n_{1i} \rangle \) will be 1 or \(-1\) symmetrically on either side of \( j_0 \), giving a correlation that is maximally one. If only one excitation propagates, e.g., in the positive \( i \) direction, \( \langle \Delta n_{1i} \rangle \) will stay zero and \( \langle \Delta n_{1i} | \Delta n_{1i-1} \rangle = 0 \). The correlation will also be zero if the DW and ADW propagate in the same direction, or if there are no excitations. Detailed examples of the calculation of \( \langle \Delta n_{1i} | \Delta n_{1i-1} \rangle \) are shown in Appendix C. Figure 8 shows \( \langle \Delta n_{1i} | \Delta n_{1i-1} \rangle \) at different time steps for \( U = V = 100J \). The correlation at \( i = 1 \) seems to saturate to approximately 0.5. This implies that the system is in a superposition where in addition to the oppositely moving DW and ADW, there are other states present for which the correlator is zero. Note that the physical picture of DW and ADW excitations can also help to explain previous results on the interaction-independent velocity of density correlations in Mott insulators [31].

VII. EXPERIMENTAL REALIZATION WITH ULTRACOLD DIPOLAR GASES

Polar KRb molecules and Rydberg atoms in optical lattices have recently been used for realizing the spin-exchange interaction between nearest neighbors [39,40], and magnetic atoms have been employed for realizing a \( t-J \)-like model [41] and the extended Bose-Hubbard model [24]. The magnitude of the nearest-neighbor interactions between the magnetic atoms ranges from zero to approximately 2 in units of the tunneling rates in these experiments [24,41], but it is tunable by the lattice spacing and depth. The on-site interaction can be controlled by Feshbach resonances. The energy gap between the lowest and next-lowest energy bands is made an order of magnitude larger than the tunneling energies and interactions by tuning the lattice depth, preventing excitations to higher bands. In the \( t-J \) experiment [41], the largest band gap in units of the tunneling rate is in the \( z \) direction, \( \omega_z \approx 57J_z \), and the largest nearest-neighbor interaction quoted is approximately \( 1.7J_z \), where \( J_z = 3 \) Hz. A system with interactions close to \( 10J \) and a band gap in this range could still be reasonably treated in the single-band approximation. This magnitude of interactions
would be sufficiently high to observe the excitation dynamics studied here.

The tunneling and interaction energies are dependent on the lattice parameters; in particular, \( \frac{V}{J} \) can be tuned by changing the lattice depth \([42]\). In the extended Bose-Hubbard model experiment \([24]\), lattice depths \((s_x,s_y,s_z) = (15,15,15)\) in units of the recoil energies correspond to \( V \approx J = 27\) Hz in the \((x,y)\) plane. The effect of the nearest-neighbor interaction is already seen in the energy gap of the Mott insulator state. We calculate, using a Gaussian approximation for the Wannier insulator at half filling with nearest-neighbor interactions, could be used for realizing the bath studied here, a Mott approach by confining the molecules to deep lattices which chemical reactions is still an issue to be solved and has been similar system can have a Luttinger parameter \([43]\) and with moments \([27,44]\). The stability of polar molecules against heteronuclear molecules which possess large electric dipole moments \([27,44]\). The stability of polar molecules against heteronuclear molecules which possess large electric dipole moments.

In summary, we have studied the dynamics of an impurity in a bath where the nearest-neighbor interaction leads to an excitation where a DW and an ADW propagate in opposite directions. Since the ADW consists of two empty sites however, another excitation occurs where the impurity is coupled with an ADW and only a DW propagates. These new dynamical phenomena highlight that rich physics can emerge from a structured bath, and open interesting perspectives, for instance, to experiments on ultracold dipolar gases.
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**APPENDIX A: SUPERLATTICE MODEL**

**FOR \( U \ll V \) AND \( V \rightarrow \infty \)**

In the case \( U \gg J, U \ll V, \) and \( V \rightarrow \infty, \) the impurity problem is equivalent to a free particle in a superlattice with potential difference \( U \) between alternating sites. When there is a higher potential on odd sites, one can write the number of doubly occupied sites as \( \langle N_1(t) \rangle = \langle N_{odd}(t) \rangle = \sum_{j \text{ odd}} \langle \psi(t) | c_j^\dagger c_j | \psi(t) \rangle. \) The time evolution can be solved analytically, which allows to compare the results obtained for more realistic values of \( U \) and \( V \) to a perfectly rigid lattice. The Hamiltonian can be written as \( H = H_J + H_U, \) where

\[
H_U = \frac{U}{2} \sum_j \left[ 1 - (-1)^j \right] c_j^\dagger c_j,
\]

and \( H_J = \frac{-J}{\sqrt{V}} \sum_k \epsilon_k \sum_{\sigma} e^{i\beta_k} c_k^\dagger c_{\sigma k} + H.c. \). Transforming \( c_j = \frac{1}{\sqrt{V}} \sum_k e^{i\beta_k} c_k \) gives

\[
H_U = \frac{U}{2} \sum_k c_k^\dagger c_k - \frac{U}{2} \sum_j \sum_{k,k'} e^{-i(k-k')j} c_j^\dagger c_k^\dagger c_k c_j,
\]

where the first term is an energy offset and the second one can be written

\[
- \frac{U}{2} \sum_j \sum_{k,k'} e^{-i(k-k'-\pi)j} c_j^\dagger c_k^\dagger c_k c_j = - \frac{U}{2} \sum_{k,k'} \delta_{k,k' \pm \pi (mod 2 \pi)} c_j^\dagger c_k^\dagger c_k c_j
\]

\[
= - \frac{U}{2} \sum_k c_{k+\pi (mod 2 \pi)}^\dagger c_k.
\]

We use periodic boundary conditions, which do not affect the result when the impurity is far from the edges of the lattice. A convenient way to diagonalize the Hamiltonian is to choose a new unit cell of length 2 \((see \text{ Ref.}[45])\), which reduces the Brillouin zone from \(BZ (k = -\pi + \frac{2\pi n}{L}, n = 1, \cdots, L) \) to \(BZ' (k = -\frac{\pi}{2} + \frac{2\pi n}{L}, n = 1, \cdots, L) \). One can replace the operators \( c_k \) with new operators \( a_k \) and \( \beta_k \) defined in \(BZ'\),

\[
\alpha_k := c_k, \quad k \in \left[ -\pi, \pi \right],
\]

\[
\beta_{k-\pi} := c_k, \quad k \in \left[ \pi, 2\pi \right],
\]

\[
\beta_{k+\pi} := c_k, \quad k \in \left[ -\pi, -\pi \right].
\]

The Hamiltonian

\[
H = \sum_{k=\frac{\pi}{2}, \frac{\pi}{2}} (\alpha_k^\dagger \beta_k^\dagger) \begin{pmatrix}
\epsilon(k) + \Delta & -\Delta \\
-\Delta & -\epsilon(k) + \Delta
\end{pmatrix} (\alpha_k \beta_k^\dagger).
\]
where \( \epsilon(k) = -2J \cos(k) \) and \( \Delta = \frac{U}{2} \), can be diagonalized by a Bogoliubov transformation

\[
\begin{align*}
\gamma_- &= u_\alpha \alpha_k - v_\beta \beta_k, \\
\gamma_+ &= v_\alpha \alpha_k + u_\beta \beta_k
\end{align*}
\]

with the coefficients

\[
\begin{align*}
u_k &= \frac{1}{\sqrt{2}} \left[ \frac{\epsilon(k)}{\sqrt{\epsilon^2(k) + \Delta^2}} \right], \\
v_k &= \frac{1}{\sqrt{2}} \left[ \frac{-\epsilon(k)}{\sqrt{\epsilon^2(k) + \Delta^2}} \right].
\end{align*}
\]

The diagonal elements are \( \Delta + E_{k \pm} \), where

\[
E_{k \pm} = \pm \sqrt{\epsilon^2(k) + \Delta^2}. \tag{A1}
\]

The wave function at time \( t = 0 \) can be written

\[
|\psi(0)\rangle = c_\downarrow^\dagger |0\rangle = \frac{1}{\sqrt{L}} \sum_{k \in BZ} e^{-ik_j} c_k |0\rangle
\]

\[
= \frac{1}{\sqrt{L}} \sum_{k \in BZ} e^{-ik_j} [(u_k - (-1)^j v_k) \gamma_-^0 + ((-1)^j u_k + v_k) \gamma_+^0] |0\rangle,
\]

and at time \( t \),

\[
|\psi(t)\rangle = e^{-iHt} |\psi(0)\rangle
\]

\[
= \frac{1}{\sqrt{L}} e^{-i\Delta t} \sum_{k \in BZ} e^{-ik_j} [(u_k - (-1)^j v_k) e^{-iE_{k\downarrow}t} \gamma_-^0 + ((-1)^j u_k + v_k) e^{-iE_{k\uparrow}t} \gamma_+^0] |0\rangle,
\]

where

\[
A_k^\downarrow = [u_k - (-1)^j v_k] u_k e^{i E_{k\downarrow} t}
\]

\[
+ [(-1)^j u_k + v_k] v_k e^{-i E_{k\uparrow} t}
\]

and

\[
B_k^\downarrow = [u_k - (-1)^j v_k] v_k e^{i E_{k\downarrow} t}
\]

\[
+ [(-1)^j u_k + v_k] u_k e^{-i E_{k\uparrow} t}.
\]

In the exponents, \( E_{k\uparrow} \) has been denoted by \( E_k \). The number operator becomes

\[
\begin{align*}
c_j^\dagger c_j &= \frac{1}{L} \sum_{q,q' \in BZ} e^{-i(q-q')j} c_q^\dagger c_{q'} \\
&= \frac{1}{L} \sum_{q,q' \in BZ} e^{-i(q-q')j} [\alpha_q^\dagger \alpha_{q'} + \beta_q^\dagger \beta_{q'}] \\
&\quad + (-1)^j \alpha_q^\dagger \beta_{q'} + (-1)^j \beta_q^\dagger \alpha_{q'}
\end{align*}
\]

and the expectation value

\[
\langle \psi(t) | c_j^\dagger c_j | \psi(t) \rangle = \frac{1}{L^2} \sum_{k,k' \in BZ} e^{-i(k-k')j} (A_k A_{k'}^\dagger + B_k B_{k'}^\dagger + (-1)^j (A_k B_{k'}^\dagger + B_k A_{k'}^\dagger)) + B_k B_{k'}^\dagger + (-1)^j (A_k B_{k'}^\dagger + B_k A_{k'}^\dagger))
\]

\[
= \left| \frac{1}{L} \sum_{k \in BZ} e^{i(k-j) \Delta t} f_k(j,j_0) \right|^2,
\]

where

\[
f_k(j,j_0) = A_k + (-1)^j B_k
\]

\[
= \left\{ \begin{array}{ll}
2 \cos(E_{k\uparrow} t) - 4 i u_k v_k \sin(E_{k\uparrow} t) & \text{for } j_0, j \text{ odd} \\
2 i (-u_k^2 + v_k^2) \sin(E_{k\uparrow} t) & \text{for } j_0 \text{ even, } j \text{ odd}
\end{array} \right.
\]

Here, \( j_0 \) odd corresponds to an occupied site at \( j_0 \) and \( j_0 \) even to an empty site. The number of doubly occupied sites in the many-body model is now equal to the total occupation of the odd sites, \( \langle N_{\uparrow\downarrow}(t) \rangle = \sum_{J \text{ odd}} \langle \psi(t) | c_j^\dagger c_j | \psi(t) \rangle \). For \( U \gg J \), \( E_k \approx \frac{U}{2} \), and since the sum in Eq. (A2) contains terms of the type \( \cos(E_{k\uparrow} t) \cos(E_{k\downarrow} t) \approx \cos^2 \left( \frac{U}{2} \right) \), the oscillation frequency of \( \langle N_{\uparrow\downarrow}(t) \rangle \) is close to \( U \).

**APPENDIX B: MODEL FOR THE RESONANCE REGION**

1. **Energy of the impurity**

A free particle in a superlattice with potential difference \( U \) between alternating sites has the two energy bands \( E_{k\pm} = \pm E_k \) given by Eq. (A1). They are illustrated in Fig. 9. An impurity created at an occupied site is in the higher band, and moving to an empty site would correspond to a transition to the lower band. The change in the energy of the impurity would be

\[
\Delta E_{\text{imp}} = E_{k\downarrow} - (E_{k\uparrow}) = \sqrt{4J^2 \cos^2(k') + \left( \frac{U}{2} \right)^2} + \sqrt{4J^2 \cos^2(k') + \left( \frac{U}{2} \right)^2},
\]

which has the maximum \( 2 \sqrt{4J^2 + \left( \frac{U}{2} \right)^2} \) and the minimum \( U \).

The initial and final momenta are denoted by \( k' \) and \( k' \). The energy released in such a transition would be absorbed by excitations created in the bath.

**FIG. 9.** The energy bands of a free particle in a superlattice with potential difference \( U \) between alternating sites.
2. Energy of the bath

The bath can be mapped to an XXZ Hamiltonian, which has a two-domain-wall excitation continuum $\omega \in [V - 4J, V + 4J]$ \cite{37,38}. In our system, a bath fermion moving by one site corresponds to creating a domain wall (DW) with two neighboring sites occupied and an antidomain wall (ADW) with two neighboring sites empty. Assuming the same excitation spectrum as for two domain walls \cite{37,38}, this process has minimally the energy cost $V - 4J$ and maximally $V + 4J$.

3. Energy conservation

A simple way to derive the minimum and maximum values of $U$ for which excitations can be created is to assume that the dispersion relation of the impurity is unchanged in the transition to the lower band. This means that the excitations in the bath are created far away and do not have an effect on the transition to the lower band. This means that the excitations in the dispersion relation of the impurity is unchanged in the bath is created at the minimum energy $V - 4J$, has its maximum value $V + 4J$.

\begin{equation}
2\sqrt{4J^2 + \frac{U_{\text{min}}^2}{4}} = V - 4J.
\end{equation}

From this, one can solve $U_{\text{min}} = \sqrt{(V - 4J)^2 - 16J^2}$. The upper limit is obtained when the change in the energy of the impurity has its maximum value and the DW-ADW excitation in the bath is created at the minimum energy $V - 4J$.

\begin{table}[h]
\centering
\begin{tabular}{c|cccccccccccc}
\hline
\text{j} & 1 & 2 & 3 & 4 & 5 & 6 & j_0 = 7 & 8 & 9 & 10 & 11 & 12 & 13 \\
\hline
\langle n_{j_1}(0) \rangle & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
\langle \Delta n_{j_1}(t_1) \rangle & 0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\langle n_{j_1}(t_1) \rangle & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\langle \Delta n_{j_1}(t_2) \rangle & 0 & 1 & -1 & 1 & -1 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\langle \Delta n_{j_1}(t_3) \rangle & 0 & 1 & -1 & 1 & -1 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline
\end{tabular}
\caption{The expectation values $\langle \psi(0)| n_{j_1}| \psi(0) \rangle$ and $\langle \Delta n_{j_1}(t) \rangle$ for the configurations in Fig. 10.}
\end{table}

\textbf{APPENDIX C: DENSITY CORRELATION}

In this section, we illustrate with two examples the meaning of the density correlation $\langle \psi(t)| \Delta n_{j_1} \Delta n_{-j_1}| \psi(t) \rangle$, where $i$ is the distance to the center of the lattice $i = j - j_0$. Figures 10 and 11 depict two possible ways in which the bath configuration can evolve in time, similar to Fig. 7 of the main text. The impurity is not drawn for clarity. In Fig. 10, the DW excitation propagates to the left while the ADW excitation stays localized at the center of the lattice. In Fig. 11, the DW propagates to the left and the ADW to the right. In Tables II and III, the expectation value of the density change $\langle \Delta n_{j_1}(t) \rangle = \langle \psi(t)| n_{j_1} | \psi(t) \rangle - \langle \psi(0)| n_{j_1} | \psi(0) \rangle$ is calculated for these two cases. When the state of the bath is described by a single configuration at any $t$ (and not a superposition of different configurations), as in these examples, $\langle \psi(t)| \Delta n_{j_1} \Delta n_{-j_1}| \psi(t) \rangle = \langle \Delta n_{j_1}(t) \rangle \langle \Delta n_{-j_1}(t) \rangle$ and the value of the correlation can be read from Tables II and III. For example, Table III shows that $\langle \psi(t_3)| \Delta n_{j_1} \Delta n_{-j_1}| \psi(t_3) \rangle = -1 \cdot (-1) = 1$. Figure 12 shows a schematic diagram of the density correlation as a function of $i$ at the different times corresponding to the configurations in Fig. 11. For the stationary ADW excitation of Fig. 10, the correlation is zero at all times. Figure 8 is the main text therefore shows that the system evolves in a superposition of different configurations.

\textbf{APPENDIX D: EXTENDED HUBBARD MODEL PARAMETERS}

In the extended Hubbard model in three dimensions, the hopping energy $J$ between neighboring sites is given by

\begin{equation}
J = -\int d^3 r \phi^*_j(r) \left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{lat}}(r) \right] \phi_{j+1}(r).
\end{equation}

\begin{table}[h]
\centering
\begin{tabular}{c|cccccccccccc}
\hline
\text{j} & 1 & 2 & 3 & 4 & 5 & 6 & j_0 = 7 & 8 & 9 & 10 & 11 & 12 & 13 \\
\hline
\langle \Delta n_{j_1}(t_1) \rangle & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\langle \Delta n_{j_1}(t_2) \rangle & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\langle \Delta n_{j_1}(t_3) \rangle & 0 & 1 & -1 & 1 & -1 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline
\end{tabular}
\caption{The expectation values $\langle \Delta n_{j_1}(t) \rangle$ for the configurations in Fig. 11.}
\end{table}
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FIG. 12. A schematic plot of the correlation \( \langle \psi(t) | \Delta n_{i,i+1} | \psi(t) \rangle \) at different time steps for the case of a DW propagating to the left and an ADW propagating to the right.

where \( \phi_i(r) \) are the Wannier functions of the lowest band and \( V_{\text{lat}}(r) \) is the lattice potential [42]. The on-site interaction energy with the s-wave and dipole-dipole contributions is

\[
U = g \int d^3 r |\phi_i(r)|^2 + \int d^3 r d^3 r' |\phi_i(r')|^2 |\phi_j(r)|^2 U(r - r')
\]

and the nearest-neighbor interaction is

\[
V = \int d^3 r d^3 r' |\phi_i(r')|^2 |\phi_{j+1}(r)|^2 U(r - r').
\]

The dipole-dipole interaction \( U(r) \) is given by

\[
U(r) = \frac{C_{dd} 1 - 3 \cos^2 \theta}{4\pi r^3}
\]

for dipoles aligned in the \( z \) direction with an angle \( \theta \) between the dipole orientation and the relative location of the dipoles. The coupling constant is \( C_{dd} = \mu_0 \mu^2 \). The magnetic moment \( \mu \) of for example erbium is \( 7 \mu_B \). We use the lattice spacings \( d_{x,y} = 266 \text{ nm} \) and \( d_z = 532 \text{ nm} \) [24], fit the coefficients in Eqs. (D1) and (D2) to the values of \( J \) and \( V \) in the \((x,y)\) plane given in Ref. [24], and calculate \( J \) and \( V \) using a different lattice depth.

[1] R. P. Feynman, Statistical mechanics: a set of lectures, in Frontiers in Physics Lecture Note Series, edited by D. Pines (Benjamin/Cummings Publishing Company Inc., Reading, MA, 1992).

[2] Fabian Grusdt and Eugene Demler, New theoretical approaches to Bose polarons, arXiv:1510.04934 [cond-mat.quant-gas].

[3] P. Nozières, Theory of Interacting Fermi Systems (Benjamin, New York, 1961).

[4] A. J. Leggett, S. Chackravarty, A. T. Dorseymand, M. P. A. Fisher, A. Garg, and W. Zwerger, Dynamics of the dissipative two-state system, Rev. Mod. Phys. 59, 1 (1987).

[5] M. Zvonarev, V. V. Cheianov, and T. Giamarchi, Spin Dynamics in a One-Dimensional Ferromagnetic Bose Gas, Phys. Rev. Lett. 99, 240404 (2007).

[6] N. Spethmann, F. Kindermann, S. John, C. Weber, D. Meschede, and A. Widera, Dynamics of Single Neutral Impurity Atoms Immersed in an Ultracold Gas, Phys. Rev. Lett. 109, 235301 (2012).

[7] P. Massignan, M. Zaccanti, and G. M. Bruun, Polarons, dressed molecules and itinerant ferromagnetism in ultracold Fermi gases, Rep. Prog. Phys. 77, 034401 (2014).

[8] T. H. Johnson, S. R. Clark, M. Bruderer, and D. Jaksch, Impurity transport through a strongly interacting bosonic quantum gas, Phys. Rev. A 84, 023617 (2011).

[9] A. Kantian, U. Schollwöck, and T. Giamarchi, Competing Regimes of Motion of 1D Mobile Impurities, Phys. Rev. Lett. 113, 070601 (2014).

[10] F. Andraschko and J. Sirker, Propagation of a single-hole defect in the one-dimensional Bose-Hubbard model, Phys. Rev. B 91, 235132 (2015).

[11] S. Palzer, C. Zipkes, C. Sias, and M. Köhl, Quantum Transport Through a Tonks-Girardeau Gas, Phys. Rev. Lett. 103, 150601 (2009).

[12] J. Catani, G. G. Lamporesi, D. Naik, M. Gring, F. Inguscio, M. Minardi, A. Kantian, and T. Giamarchi, Quantum dynamics of impurities in a one-dimensional Bose gas, Phys. Rev. A 85, 023623 (2012).

[13] T. Fukuhara, M. Kantian, A. Endres, M. Cheneau, S. Schauß, P. Hild, D. Bellem, U. Schollwöck, T. Giamarchi, C. Gross, I. Bloch, and S. Kuhr, Quantum dynamics of a mobile spin impurity, Nat. Phys. 9, 235 (2013).

[14] F. Massel, A. Kantian, A. J. Daley, T. Giamarchi, and P. Törmä, Dynamics of an impurity in a one-dimensional lattice, New J. Phys. 15, 045018 (2013).

[15] M. Schecter, D. Gangardt, and A. Kamenev, Dynamics and Bloch oscillations of mobile impurities in one-dimensional quantum liquids, Ann. Phys. 327, 639 (2012).

[16] F. Grusdt, D. Shashi, A. Abanin, and E. Demler, Bloch oscillations of bosonic lattice polarons, Phys. Rev. A 90, 063610 (2014).

[17] C. J. M. Mathy, M. B. Zvonarev, and E. Demler, Quantum flutter of supersonic particles in one-dimensional quantum liquids, Nat. Phys. 8, 881 (2012).

[18] A.-M. Visuri, D.-H. Kim, J. J. Kinnunen, F. Massel, and P. Törmä, Moving perturbation in a one-dimensional fermi gas, Phys. Rev. A 90, 051603(R) (2014).

[19] G. Vidal, Efficient Classical Simulation of Slightly Entangled Quantum Computations, Phys. Rev. Lett. 91, 147902 (2003).

[20] A. J. Daley, C. Kollath, U. Schollwöck, and G. Vidal, Time-dependent density-matrix renormalization-group using adaptive effective Hilbert spaces, J. Stat. Mech. (2004) P04005.

[21] T. Lahaye, C. Menotti, L. Santos, M. Lewenstein, and T. Pfau, The physics of dipolar bosonic quantum gases, Rep. Prog. Phys. 72, 126401 (2009).

[22] T. Takekoshi, L. Reichsöllner, A. Schindewolf, J. M. Hutson, C. R. Le Sueur, O. Dulieu, F. Ferlaino, R. Grimm, and H.-C. Nägerl, Ultracold Dense Samples of Dipolar RbCs Molecules in the Rovibrational and Hyperfine Ground State, Phys. Rev. Lett. 113, 205301 (2014).

[23] T. Maier, H. Kadau, M. Schmitt, M. Wenzel, I. Ferrier-Barbut, T. Pfau, A. Frisch, S. Baier, K. Aikawa, L. Chomaz, M. J. Mark, F. Ferlaino, C. Makrides, E. Tiesinga, A. Petrov, and S. Kotochigova, Emergence of Chaotic Scattering in Ultracold Er and Dy, Phys. Rev. X 5, 041029 (2015).
[24] S. Baier, M. J. Mark, D. Petter, K. Aikawa, L. Chomaz, Z. Cai, M. Baranov, P. Zoller, and F. Ferlaino, Extended Bose-Hubbard Models with Ultracold Magnetic Atoms, arXiv:1507.03500 [cond-mat.quant-gas].

[25] A. Chotia, B. Neyenhuis, S. A. Moses, B. Yan, J. P. Covey, M. Foss-Feig, A. M. Rey, D. S. Jin, and J. Ye, Long-Lived Dipolar Molecules and Feshbach Molecules in a 3D Optical Lattice, Phys. Rev. Lett. 108, 080405 (2012).

[26] M. Lu, N. Q. Burdick, and B. L. Lev, Quantum Degenerate Dipolar Fermi Gas, Phys. Rev. Lett. 108, 215301 (2012).

[27] J. W. Park, S. A. Will, and M. W. Zwierlein, Ultracold Dipolar Gas of Fermionic $^{23}$Na$^{40}$K Molecules in Their Absolute Ground State, Phys. Rev. Lett. 114, 205302 (2015).

[28] S. A. Moses, J. P. Covey, M. T. Miecnikowski, B. Yan, B. Gadway, J. Ye, and D. S. Jin, Creation of a low-entropy quantum gas of polar molecules in an optical lattice, Science 350, 659 (2015).

[29] S. E. Anderson, K. C. Younge, and G. Raithel, Trapping Rydberg Atoms in an Optical Lattice, Phys. Rev. Lett. 107, 263001 (2011).

[30] H. Nguyen, T. C. Liebisch, M. Schlagmüller, G. Lochead, K. M. Westphal, R. Löw, S. Hofferberth, and T. Pfau, Probing a quantum gas with single Rydberg atoms, arXiv:1506.05302 [physics.atom-ph].

[31] T. Giamarchi, Quantum Physics in One Dimension (Oxford University Press, Oxford, UK, 2003).

[32] A. Georges and T. Giamarchi, Strongly correlated bosons and fermions in optical lattices, in Many-Body Physics with Ultracold Gases, edited by C. Salomon, G. Shlyapnikov, and L. F. Cugliandolo (Oxford University Press, Oxford, UK, 2013), pp. 1–70.

[33] N. Ishimura and H. Shiba, Dynamical correlation functions of one-dimensional anisotropic Heisenberg model with spin 1/2, J. Phys. Soc. Jpn. 63, 743 (1980).

[34] H.-J. Mikeska and A. K. Kolezhuk, One-dimensional magnetism, Lect. Notes Phys. 645, 1 (2004).

[35] B. Yan, S. A. Moses, B. Gadway, J. P. Covey, K. R. A. Hazzard, A. M. Rey, D. S. Jin, and J. Ye, Observation of dipolar spin-exchange interactions with lattice-confined polar molecules, Nature (London) 501, 521 (2013).

[36] K. R. A. Hazzard, B. Gadway, M. Foss-Feig, B. Yan, S. A. Moses, J. P. Covey, N. Y. Yao, M. D. Lukin, J. Ye, D. S. Jin, and A. M. Rey, Many-Body Dynamics of Dipolar Molecules in an Optical Lattice, Phys. Rev. Lett. 113, 195302 (2014).

[37] A. de Paz, A. Sharma, A. Chotia, E. Maréchal, J. H. Huckans, P. Pedri, L. Santos, O. Gorceix, L. Vernac, and B. Laburthe-Tolra, Nonequilibrium Quantum Magnetism in a Dipolar Lattice Gas, Phys. Rev. Lett. 111, 185305 (2013).

[38] L. Santos, Theory of dipolar gases, in Many-Body Physics with Ultracold Gases, edited by C. Salomon, G. Shlyapnikov, and L. F. Cugliandolo (Oxford University Press, Oxford, UK, 2013), pp. 232–271.

[39] A. Frisch, M. Mark, K. Aikawa, S. Baier, R. Grimm, A. Petrov, S. Kotochigova, G. Quéméné, M. Lepers, O. Dulieu, and F. Ferlaino, Ultracold Dipolar Molecules Composed of Strongly Magnetic Atoms, Phys. Rev. Lett. 115, 203201 (2015).

[40] B. Deh, W. Gunton, B. G. Klappauf, Z. Li, M. Semczuk, J. Van Dongen, and K. W. Madison, Giant Feshbach resonances in $^6$Li-$^{85}$Rb mixtures, Phys. Rev. A 82, 020701(R) (2010).