Hybrid Approach for Indoor Localization Using Received Signal Strength of Dual-Band Wi-Fi
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Abstract: In this paper, we propose a hybrid localization algorithm to boost the accuracy of range-based localization by improving the ranging accuracy under indoor non-line-of-sight (NLOS) conditions. We replaced the ranging part of the rule-based localization method with a deep regression model that uses data-driven learning with dual-band received signal strength (RSS). The ranging error caused by the NLOS conditions was effectively reduced by using the deep regression method. As a consequence, the positioning error could be reduced under NLOS conditions. The performance of the proposed method was verified through a ray-tracing-based simulation for indoor spaces. The proposed scheme showed a reduction in the positioning error of at least 22.3% in terms of the median root mean square error compared to the existing methods. In addition, we verified that the proposed method was robust to changes in the indoor structure.
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1. Introduction

Indoor localization technology is indispensable for Internet of Things services. It can be applied to a wide range of fields, such as navigation for smartphone users, resource management in smart factories, and autonomous driving of robots, among others. Outdoors, the global navigation satellite system (GNSS) is available to provide position information. However, the GNSS is inappropriate indoors owing to the issue of the blocking of the signals from satellites. Several studies have been conducted in order to estimate locations in GNSS-denied environments. In particular, the method of using the received signal strength (RSS) from Wi-Fi communication is promising because it fits most commercial products [1–3].
Therefore, improving the ranging accuracy is a key factor for range-based localization. Typically, RSS ranging is based on a path-loss model (PLM), which represents the relation between the RSS and the distance between communication nodes. The representative model is the two-slope model presented in the IEEE 802.11 standard [6]. This is an expression for an universal indoor space and does not reflect a site-specific environment. Therefore, the ranging accuracy based on this model is limited in practical cases. To solve this problem, studies have been conducted on the adjustment of the parameters of the PLM [7–10] and the correction of ranging results through the detection of NLOS by using RSS changes over time or characteristics of differences in RSS in dual-frequency bands.

The method of adjusting the PLM’s parameters to fit into a specific environment improves the statistical ranging accuracy; however, there is a limit to reflecting complex indoor spaces with severe NLOS conditions. The method that uses the time-varying RSS has a disadvantage in terms of time consumption. The dual-band scheme is based on the wave propagation characteristics in an NLOS environment with a carrier frequency. In practice, many off-the-shelf Wi-Fi APs and mobile devices are compatible with dual-band operation.

In addition, many approaches use deep learning techniques. Most localization algorithms that use deep learning can be regarded as data-driven methods, as they involve a neural network model that is trained with RSS input and the corresponding position labels. Replacing the entire localization process with a deep learning model causes problems regarding vulnerability to environmental changes, similarly to fingerprint-based methods. In this study, we propose a hybrid approach, which applies data-driven deep learning to only the ranging part of a model-based localization algorithm. By performing nonlinear regression using a neural network for the dual-band RSS, the ranging accuracy was significantly improved compared to that of the rule-based method. In addition, the proposed localization method has the advantage of being robust against changes in the AP locations and spatial structure. A ray-tracing method was used to get the channel data for a complex NLOS environment, and the ranging performance of the proposed dual-band RSS was evaluated and compared to that of existing methods. A comparison with existing methods using single-band RSS or rule-based ranging showed the advantages of the proposed method in terms of positioning accuracy. In addition, changes in the neural network structure of the deep regression model were analyzed.

The remainder of this paper is organized as follows. In the next section, we introduce some related studies. Section 3 explains the background of the propagation characteristics of electromagnetic waves indoors. Section 4 presents the system model and the proposed hybrid localization method using dual-band RSS. Section 5 presents a performance analysis of the proposed method compared to existing methods, and Section 6 outlines the conclusions of the study.

2. Related Works

For indoor environments, in which it is difficult to use GNSS, there have been studies that have used various alternative systems to find the locations of devices. There are infrastructure-less methods that avoid dependence on a specific infrastructure by measuring a passive signal with a magnetometer, an inertial sensor, a microphone, or a light sensor [11–14]. On the other hand, some localization methods depend on the infrastructure, which takes over the role of the satellites in the GNSS. Some studies used an ultra-wideband tag [15], Bluetooth beacon [16,17], or radio frequency identification tag [18]. Because these methods have weaker signal strength and smaller coverage than Wi-Fi systems in indoor environment with many walls. In addition, they require a deployment of the infrastructure. Although localization methods that use Wi-Fi also require the placement of Wi-Fi APs, many Wi-Fi APs are already currently deployed. Therefore, localization methods that use Wi-Fi have the advantage of being used without the installation of additional infrastructure compared to other infrastructure-based methods.

Especially for smartphones, studies combining Wi-Fi and the other infrastructure-less methods have been conducted. Several state-of-art approaches used a fine timing
measurement (FTM) protocol supported by a Wi-Fi system, which is a method of using a measurement of the distance based on the round-trip time by exchanging packets when both the AP and the device support the FTM protocol [19]. In particular, such approaches showed high ranging accuracy under LOS conditions [20,21], and these studies using a fusion of FTM and other sensors showed high accuracy in tracking the path of a pedestrian [22–24].

To reduce the dependency on infrastructure as much as possible, there are methods that use the RSS of a Wi-Fi beacon’s signal. Wi-Fi RSS depends on the indoor wave propagation characteristics, and especially the path-loss properties with respect to the distance. Many studies have been conducted on indoor path loss, which has been integrated into statistical models [6,25,26]. The ITU-1238 model in [25] assumes the PLM in the indoor environment as a 1-slope model, and presents path loss parameters for several open space and NLOS environments. The models introduced in [6,26] are based on 2-slope model, considering the complex indoor environment. However, these channel models were used to analyze the quality of service in communication. Range-based localization requires site-specific channel information. In particular, a detailed model of the shadowing effect caused by walls is necessary. In [27], the propagation loss for a common building material in the 2.4 and 5.2 GHz bands was analyzed. In [28], the effects of walls on the propagation loss in complex indoor environments were analyzed, and an effective wall loss model was proposed.

Meanwhile, most indoor localization studies that use RSS rely on a fingerprint-based method. Existing single-band based fingerprinting techniques [3,29–31] demonstrate good localization accuracy, but require a thorough site survey of the target space. Channel state information (CSI) was also measured in [29–31]. Fingerprinting methods that use CSI provide high accuracy. However, there is a risk that they may not be robust to AP location changes after a site survey because CSI is sensitive to spatial configurations. In addition, CSI has a high data overhead and can only be acquired with specific devices.

Some studies used dual-band RSS for fingerprint-based positioning [32–37]. Consequently, the accuracy of these methods depends on site surveys, and vulnerable to environmental changes. In [34], rule-based localization was exploited by using dual-band RSS with consideration of NLOS conditions. The channel conditions were evaluated by comparing the RSS attenuation between the two bands, and different ranging functions were applied according to the channel conditions. However, the authors of [34] classified the channel conditions into three types, which were insufficient to reflect indoor channel conditions. The use of deep learning has been attempted in order to overcome the limitations of rule-based methods. The authors of [38–40] estimated positions by training a neural network with RSS vectors from multiple APs. These were types of fingerprint-based methods that derived the location coordinates output from the neural network, which was trained with RSS patterns. Therefore, similarly to other fingerprint-based methods, there was a disadvantage in that they could only operate in a pre-surveyed environment.

Previous studies about indoor localization using Wi-Fi RSS with deep learning techniques were mainly based on fingerprinting. The fingerprint-based methods can achieve high positioning accuracy, but require heavy site surveys and are vulnerable to minor environmental changes, such as changes in APs’ locations or obstructions. For these reasons, the goal of this study is to present a range-based localization method that is robust to changes in APs and that minimizes the need for site survey. The range-based method using only RSS has challenges because of the ranging error in the indoor environment with many walls. The model based ranging had a limitation in accurate ranging in the complex indoor environment. Therefore, we intended to improve the RSS ranging accuracy by applying data-driven deep learning to only the ranging part of the range-based localization algorithm, and evaluated the effect of the method on positioning accuracy in indoor environment.
3. Preliminary

A free-space PLM can be represented based on the Friis transmission formula \[41\].

\[
\text{PL}_{fs} = 20 \log_{10}(d) + 20 \log_{10}(f) + 20 \log_{10}\left(\frac{4\pi}{c}\right) - G_{Tx} - G_{Rx},
\]

(1)

where \(\text{PL}_{fs}\) denotes the free-space loss on the decibel scale, \(d\) is the distance (m) between the transmitter and receiver, \(c\) is the speed of light, \(f\) is the frequency, and \(G_{Tx}\) and \(G_{Rx}\) are the antenna gains of the transmitter and receiver, respectively. The PLM in a typical LOS environment is similar to that in free space, and the path-loss difference between the 2.4 and 5.2 GHz bands only has an offset according to the antenna gain and the frequency difference. However, in an NLOS environment, the PLM becomes more complicated. The site-general models are presented in previous research for indoor environments, \([6,25,26]\).

Among them, we consider the IEEE 802.11 specification \([6]\), which suggest a 2-slope model for the indoor Wi-Fi systems. The general model can be represented as shown in (2).

\[
r(d) = \begin{cases} 
  r(d_0) - 10\eta_0 \cdot \log_{10}\left(\frac{d}{d_0}\right) + X_0, & \text{if } d \leq d_{BP} \\
  r(d_{BP}) - 10\eta_1 \cdot \log_{10}(d - d_{BP}) + X_1, & \text{if } d > d_{BP}, 
\end{cases}
\]

(2)

where \(r(d)\) is the RSS at distance \(d\), and \(r(d_0)\) is the RSS at the reference distance \(d_0\). \(d_{BP}\) is the break-point distance, which divides two regions according to the distance from the transmitter. The two regions are modeled using different path-loss exponents, which are denoted by \(\eta_0\) and \(\eta_1\), and different shadowing factors, which are denoted by \(X_0\) and \(X_1\), respectively. This model is not appropriate for positioning, as it is a statistical model for analyzing the quality of service in general indoor environments. When radio waves propagate in a space with obstacles, they are affected by various phenomena, such as reflection, scattering, and diffraction. As a result, the path loss in an NLOS environment becomes extremely complex, and the average attenuation depends on the material of the obstacle and the radio wave frequency. For example, a cement wall, which is the most popular type of wall, shows significant differences in transmission and reflection properties for the 2.4 and 5.2 GHz frequencies \([27]\). Considering the influence of walls, Obeidat et al. \([28]\) presented the following effective wall loss model, which is consistent with practical indoor environments:

\[
r(d) = r(d_0) - 10\eta_f \cdot \log_{10}\left(\frac{d}{d_0}\right) - \sum_{v=1}^{V} W_v,
\]

(3)

where \(\eta_f\) is the path-loss exponent, and \(W_v\) is the attenuation caused by the \(v\)-th wall in the propagation path. Focusing on the fact that the wall attenuation differs for each frequency band, the NLOS mode can be estimated. Figure 1 conceptually represents the attenuation tendency of the walls for two frequency bands. In free space, the attenuation in two bands is similar, but the difference in attenuation between two bands increases as there are more obstacles since the attenuation in 5.2 GHz is larger than that in 2.4 GHz for obstacles. In Figure 1, the path loss is expressed according to the number of walls as if the discrete steps are clearly separated; however, in a practical environment, this is not clear because the attenuation varies depending on the wall thickness, material, and map composition. The key point is that the attenuation in the 5.2 GHz band for the same geometric environment tends to be large at a certain rate compared to that in the 2.4 GHz band, and this can be an indicator of the severity of the NLOS condition. We assume that there is a nonlinear relation between the severity of the NLOS condition and the difference in attenuation between two bands.
Figure 1. Indoor path loss for the different frequency bands.

4. System model

In this study, we assumed a Wi-Fi communication environment that uses a dual-band frequency. As shown in Figure 2, when the RSS at the target point $\mathbf{x} = [x, y]^T$ is measured by three or more APs, the RSS of the $i$-th AP is represented as $\mathbf{r}_i = [r_{2.4}^i, r_{5.2}^i]$, where $r_{2.4}^i$ and $r_{5.2}^i$ denote the RSS of 2.4 GHz and that of 5.2 GHz, respectively.

Figure 2. Range-based localization scenario.

The proposed hybrid localization scheme is illustrated in Figure 3. The basic structure is the same as that of the typical range-based localization method. The distances between APs and target devices are estimated based on the RSS measured at the ranging stage, and the position of the target node is estimated using the $n$-distance estimates of $n$ AP locations. In the ranging stage, the conventional rule-based method estimates the distance by using the inversion of the PLM, which represents the RSS attenuation according to the distance. For example, using the PLM in (2), the distance estimate $\hat{d}$ for the RSS value $r$ can be calculated as follows.

$$
\hat{d}(r) = \begin{cases} 
  d_0 \cdot 10^\frac{r(d_0) - r}{10\eta_0}, & \text{if } r \leq r(d_{BP}) \\
  d_{BP} + 10^\frac{r(d_{BP}) - r}{10\eta_1}, & \text{otherwise.}
\end{cases}
\tag{4}
$$
In this study, we replaced this ranging part with a regression model that used deep neural networks. The details of the proposed method of using a neural network are explained in the next section. After the distances from each AP are estimated, the positions of the target nodes are specified in the positioning stage. By using the known positions of the fixed APs and the estimated distances, trilateration-based algorithms can be applied. Among the various trilateration-based algorithms, the iterative least-square (ILS) method estimates the target position to be close to the optimal solution \[42,43\]. The position estimate using ILS can be expressed as follows:

\[
\hat{x}(k) = \begin{bmatrix} \hat{x}(k) \\ \hat{y}(k) \end{bmatrix} = \hat{x}(k-1) + \begin{bmatrix} \delta x \\ \delta y \end{bmatrix},
\]

(5)

where

\[
\begin{bmatrix} \delta x \\ \delta y \end{bmatrix} = \begin{bmatrix} \frac{(x_1 - \hat{x}(k-1))}{d_1^{(k-1)}} \\ \frac{(y_1 - \hat{y}(k-1))}{d_1^{(k-1)}} \\ \vdots \\ \frac{(x_N - \hat{x}(k-1))}{d_N^{(k-1)}} \\ \frac{(y_N - \hat{y}(k-1))}{d_N^{(k-1)}} \end{bmatrix} + \begin{bmatrix} \hat{d}_1 - d_1^{(k-1)} \\ \vdots \\ \hat{d}_N - d_N^{(k-1)} \end{bmatrix},
\]

(6)

and

\[
d_i^{(k-1)} = \sqrt{(x_i - x^{(k-1)})^2 + (y_i - y^{(k-1)})^2},
\]

(7)

where, \(\hat{x}^{(k)}\) is the position estimate for the \(k\)-th iteration, and \((x_i, y_i)\) is the position of the \(i\)-th AP. The initial position estimate \(\hat{x}^{(0)}\) can be set as the center of the map. The proposed scheme is a hybrid method that is similar to the existing rule-based method, but only the ranging part was replaced with the data-driven deep learning method. The risk of overfitting was minimized by the data-driven learning part. Ultimately, the position accuracy is increased by improving the ranging accuracy.

5. Proposed Ranging Method

In this study, we propose a deep regression model for dual-band RSS ranging. The model’s structure is shown in Figure 4. The input of the model is the dual-band RSS vector, \(r_i\). The model has several hidden blocks, each of which is composed of a fully connected (FC) layer, a batch normalization layer, and a rectified linear unit (ReLU) activation function. The FC layer is a structure in which one node is connected to all other nodes in the adjacent layer. It allows for nonlinear regression along with a nonlinear activation function. Although the FC layer is simple and powerful, it is vulnerable to overfitting. To solve this problem, a batch normalization layer was inserted into each hidden block. The use of the batch normalization layer mitigates internal covariate shift phenomenon, which is the changes in the input data distribution affect the training procedure. Typically, batch normalization
makes the neural network more stable and prevents the overfitting problem and increases the learning efficiency [44].

Figure 4. Neural network structure for deep regression.

When the number of nodes of the FC layer of the l-th hidden block is $M^{(l)}$, an input is represented as $a_l = [a_{l1}, \ldots, a_{lM^{(l)}}]^T$, and the output of the FC layer is expressed as follows:

$$y^{(l)} = [y^{(l)}_1, \ldots, y^{(l)}_{M^{(l)}}]^T = W_l \cdot a_l + b_l,$$

where $W_l$ is an $M^{(l-1)} \times M^{(l)}$ matrix representing the weights of the nodes in the FC layer, and $b_l$ is a vector representing biases. These are parameters that can be trained using data-driven learning. With the mini-batch size $K_B$, the batch normalization result $\overline{y}_m^{(l)}$ for the $j$-th sample is expressed as follows:

$$\overline{y}_m^{(l)} = \gamma_m^{(l)} \cdot \left(\frac{y_m^{(l)} - \mu_{m,B}}{\sqrt{\sigma_{m,B}^2 + \epsilon}}\right) + \beta_m^{(l)},$$

where $j \in [1, K_B]$, $y_m^{(l)}$ is the $m$-th node of the FC layer in the $l$-th hidden block. $\mu_B$ and $\sigma_B^2$ denote the sample mean and sample variance of $y_m^{(l)}$ in the mini-batch, respectively. The parameters $\gamma_m^{(l)}$ and $\beta_m^{(l)}$ are the scaling factors and shift factors, respectively, and these are also updated through the learning process. By re-centering and re-scaling the data for each layer, after batch normalization, the ReLU activation function is applied. The use of ReLU activation function mitigates the gradient vanishing problem that may occur in the
FC layer, and allows the neural network with deep structure to be trained efficiently [45]. After the ReLU activation, the output of the \( l \)-th hidden block is as follows:

\[
o_m^{(l)} = \begin{cases} 
0, & \text{if } \bar{y}_m^{(l)} < 0 \\
\bar{y}_m^{(l)}, & \text{otherwise}
\end{cases}
\]  

(10)

The regression layer after the total of \( L \) hidden blocks is the FC layer with one node, which performs the linear combination of the \( L \)-th hidden block’s output. The proposed regression model can be trained with supervised learning by using the dual-band RSS vector and the ground truth distance value as a label. Let the ground truth distance be \( d_i \), which corresponds to the \( i \)-th RSS vector; then, the mean square error (MSE) \( E \) with the model output can be expressed as follows:

\[
E = \sqrt{(y_i - d_i)^2}.
\]  

(11)

To train the proposed model, the gradient of the MSE in (11) with respect to each parameter is computed by using the back-propagation algorithm, and the parameters of the model are updated to minimize the average MSE for the training dataset.

The overall process of the proposed localization method is summarized in Algorithm 1.

**Algorithm 1** Proposed localization procedure.

\begin{algorithm}
<Offline stage>
Input
- Training set \( R' \): The set of dual-band RSS vector, \( r_i = [r_2.4^i, r_5.2^i] \), and ground truth distance \( d_i \) for each sample
- Validation set \( V' \): The set of validation data, which are same kind of data as, but not included in the training set

Initialize a neural network described in Figure 4 with random weights, biases, and normalization parameters.

\textbf{for} all training data grouped by mini-batch size of \( K_B \), \textbf{do}

- Forward calculation for the NN
- The output \( y_i \) is a result of the last layer of the NN
- Calculate the average MSE between \( y_i \) and \( d_i \) in the mini-batch
- Update parameters of the NN, by using back-propagation

\textbf{end for}

Find best-fit parameters of the NN that minimize MSE for the validation set

\textbf{Output} Trained NN as a deep regression model

<Online stage>

Input
- Test data location of \( N \) APs and \( N \) RSS vector
- Set a confidence threshold \( T_{hc} \)

\textbf{for} each \( i \)-th AP \textbf{do}

- Predict \( \hat{d}_i \) using the trained NN

\textbf{end for}

Find target position \( \hat{x} \), using Equations (5)–(7)

\textbf{Output}: Position estimate of target device \( \hat{x} = [\hat{x}, \hat{y}]^T \)
\end{algorithm}

The number of hidden blocks and the number of hidden nodes constituting the proposed model are user-defined hyperparameters. The deeper the neural network is, the more complex the nonlinear function will be. However, there is a performance limit when the structure is excessively complex compared to the input data. In the next section, an analysis of the performance depending on the hyperparameters is presented.
6. Performance Evaluation

6.1. Ray-Tracing-Based Simulation

The proposed scheme assumes the installation of APs and the use of two frequency bands in an indoor environment. For the simulation, a geometry-based channel was created by using a ray-tracing method with real spatial information [46,47]. Three sites with different materials and structures were investigated. Figure 5 represents the 3D views and floor plans of the three sites, where (a) and (b) are academic buildings (INMC and ASRI on the Seoul National University campus), and (c) is an apartment building. The locations of the APs on each floor plan are marked with red circles. The height of the APs was set to 1.5 m for each map. The Tx power was assumed to be 0 dBm, and the center frequency was set to 2.4 or 5.2 GHz.

![Figure 5. The 3D maps and the top views of the environments: (a) INMC (academic building), (b) ASRI (academic building), and (c) APT (residential space).](image)

Figures 6 and 7 represent the RSS distribution according to the center frequency when only one specific AP is considered in the map shown in Figure 5a. Similarly to the theoretical inference, the attenuation in the 5.2 GHz band is larger than that in the 2.4 GHz band, and the difference in attenuation between the two frequency bands is verified to be larger under harsh NLOS conditions. For the evaluation of the ranging and positioning performance, the RSS values from 12 APs were recorded at points on a uniform grid approximately 1 m apart from each other for the three sites. The total number of points evaluated for the three sites was 11,474, and the number of RSS–distance pairs satisfying the noise floor condition was 74,912. All measurement points were split into sets with the
following proportions: 70% for the training set, 15% for the validation set, and 15% for the test set; then, the deep regression model was trained and evaluated by using the dual-band RSS and distance pairs.

Figure 6. RSS map for an AP in the 2.4 GHz band.

Figure 7. RSS map for an AP in the 5.2 GHz band.

6.2. Analysis of the Ranging Accuracy

Several existing ranging methods were used as benchmarks to verify the effectiveness of the proposed method. Most previous RSS based ranging method used a single-band RSS. To analyze the effect of using dual-band RSS, benchmarks 1 and 2 were set as a rule-based ranging method using only RSS in the 2.4 and 5.2 GHz bands, respectively. These were based on a two-slope PLM as described in (2) that has been widely used in existing studies. The PLM parameters for each frequency band were optimized with linear regression to best fit the training data. For a single RSS measurement, the distance can be estimated by PLM inversion as presented in (4). The ranging accuracy of these methods can be affected by the accuracy of the PLM models. To consider more complex PLM, benchmarks 4 and 5 used a non-linear regression model using a neural network for single-band RSS data. Similar to the proposed method, deep regression models were learned using the only RSS in the 2.4 and 5.2 GHz bands. The benchmark 3 is the result of an existing rule-based ranging algorithm that uses the dual-band RSS described in [34]. In the ranging method of Benchmark 3, the channel states were divided into LOS, NLOS, and severe NLOS, and the path-loss exponents were different for each state. The parameters of this rule-based methods were also optimized to best fit the training data.

In Figure 8, the results of benchmarks 1 and 2, which use the regression methods based on the two-slope PLM, are represented by black lines, and the regression model
based on the neural network is expressed in green lines. The results in Figure 8b,c show the limitations of the ranging method using a single-band RSS. As only one distance is mapped to one RSS value, the NLOS conditions cannot be distinguished. The regression results of the two-slope PLM and the results of the neural network are similar when using the single-band RSS. The ranging method using a neural network shows an improvement in ranging accuracy. However, there is an upper limit for the ranging method using the single-band RSS, regardless of how detailed the tuning applied is. Figure 8d shows the ranging results of the existing rule-based ranging method using the dual-band RSS. In this method, two or more distances may correspond to the RSS value of one band. The distance can be estimated by classifying the NLOS conditions, but reflecting all of the various cases shown in (a) is difficult. In addition, because only the path-loss exponent is adjusted to estimate the distance for the NLOS conditions, there is a risk of amplifying the ranging error for misclassified cases.

The regression results of the proposed model are shown in Figure 9. The NLOS conditions were divided into several stages by using the dual-band RSS input. This reflects the severe NLOS conditions, especially when there are multiple walls between antennas. The deep regression model was trained using data from various cases. Therefore, it describes the ground truth of the test data better than the other rule-based models. In the performance evaluation, the number of nodes in the hidden block was set to 64, and the number of hidden blocks was set to 10.

Figure 10 shows the empirical cumulative distribution function (ECDF) of the ranging errors according to the ranging methods. The key indicators of the results are summarized in Table 1. In terms of the error between the estimated distance and the actual distance, the proposed method showed the best performance with a median error of 1.49 m. This is approximately 36.1% lower than those of the benchmark techniques. The benchmark results using the single-band RSS showed similar performances. This is because there is a limit to the information that can be obtained from the single-band RSS. The results of
Benchmark 3, which used dual-band RSS, did not show good ranging accuracy for the test environment. This is due to the limitation of the rule-based ranging method in that it is difficult to reflect various cases in an indoor environment with only three discrete channel states. Although the ranging accuracy improved in some cases, the statistical performance of the total test samples was degraded because ranging errors were amplified by misclassification in several other cases.

![Figure 9](image-url) Figure 9. Regression results of the distance–RSS data with the proposed method.

![Figure 10](image-url) Figure 10. Empirical cumulative distribution function (ECDF) of the ranging error.

| Ranging Method | 25%-tile | 50%-tile | 90%-tile | Average |
|----------------|----------|----------|----------|---------|
| Benchmark1     | 0.96     | 2.60     | 9.75     | 4.05    |
| Benchmark2     | 1.06     | 2.71     | 8.92     | 3.78    |
| Benchmark3     | 1.05     | 2.57     | 9.67     | 4.580   |
| Benchmark4     | 0.903    | 2.33     | 7.65     | 3.23    |
| Benchmark5     | 0.88     | 2.68     | 7.85     | 3.471   |
| Proposed method| 0.53     | 1.49     | 6.28     | 2.52    |
6.3. Analysis of the Neural Network Structure

The hyperparameters of the proposed deep regression model are adjustable variables. There is a trade-off between the performance and computational complexity of the neural network. We evaluated the average value of the ranging error by changing the number of nodes and the number of hidden blocks, and Figure 11 shows the results. The ranging error is saturated to about 2.5 m, and having too many hidden blocks for the small number of nodes decreases the ranging accuracy. The computational complexity of the proposed model structure can be expressed as $O(M^2 + L)$. Therefore, as the structure becomes more complex, the computation increases excessively compared to the performance gain. In this paper, we propose the use of 64 nodes in each layer and eight hidden blocks, where the ranging accuracy is greater than the 95th percentile value among the evaluated models, and the computational complexity is only 3.3% compared to the model with the highest ranging accuracy.

![Figure 11. Average ranging error according to the structure of the neural network.](image)

6.4. Analysis of Positioning Accuracy

To analyze the effect of our proposed ranging technique on the range-based localization accuracy, we used the ILS positioning method discussed in Section 3. In particular, to reflect a change in the channel environment, we assumed a change in the AP deployment, as shown in Figure 12. The fingerprint-based methods cannot be applied without a new site survey, and the robustness of the proposed hybrid localization can be verified in this scenario.

Figure 13a shows the ECDF of the root mean square error (RMSE) between the estimated and actual positions for a total of 1641 points. The key indicators are summarized in Table 2. In terms of statistical results, the performance of the proposed method was superior to that of the existing methods. The average RMSE of the proposed method is similar to that of Benchmark 1 due to the outlier result of the ILS positioning method. When comparing the median RMSEs, our proposed positioning method showed a lower error than those of other existing methods by at least 22.3%. Positioning results using the single-band RSS of 2.4 or 5.2 GHz had median errors of 2.73 m and 3.03 m, respectively, even when the deep regression method was applied. These are 3.8% and 9% smaller errors, compared to the results of using 2-slope PLM-based method for each band. Meanwhile, the result of benchmarks 3, which was the result of the existing rule-based method using the dual-band RSS, was 2.56 m. Additionally, the deep regression ranging method using the dual-band RSS could reduce the median of positioning error to 1.99 m. It was a 22.3% improved result compared to the result of benchmark 3. The effect of the deep regression method was more significant with the dual-band RSS than with the single-band RSS.
Figure 12. A top view of the test environment.

Our proposed method is more effective for errors of the 50th percentile or less. The histogram in Figure 13b shows the distribution of spatial positioning errors. In each histogram, the x-axis represents positioning RMSE, and the y-axis represents count. The result shows that proposed method improved the overall positioning accuracy, and increases the number of cases estimated within 2 m. This is because the proposed algorithm effectively reduces the ranging error when the AP and the target device are actually close to each other, but are blocked by walls.

![Empirical Cumulative Distribution Function](image)

Figure 13. Empirical cumulative distribution function (a) and histogram (b) of the positioning error.

Table 2. Positioning error results for each ranging method.

| Ranging Method | Positioning Error [m] |
|----------------|-----------------------|
|                | 25%-tile  | 50%-tile  | 90%-tile  | Average   |
| Benchmark1     | 1.85      | 2.84      | 6.09      | 3.82      |
| Benchmark2     | 2.11      | 3.33      | 6.63      | 4.98      |
| Benchmark3     | 1.66      | 2.56      | 5.69      | 11.38     |
| Benchmark4     | 1.67      | 2.73      | 5.70      | 28.38     |
| Benchmark5     | 1.93      | 3.03      | 6.33      | 4.82      |
| Proposed method| 1.14      | 1.99      | 5.19      | 3.68      |
7. Conclusions and Future Work

In this study, we proposed a hybrid localization algorithm that replaces only the ranging part of the existing range-based localization method with a deep regression model that uses data-driven learning. For the ranging part, the accuracy of distance estimation in an indoor NLOS environment is improved by using the dual-band RSS, and this is designed to cover various cases by using regression with a neural network. The improvements in the ranging and positioning accuracy of the proposed method were verified through a ray-tracing-based simulation for general indoor spaces. Furthermore, the proposed localization method is compatible with various situations, even when the indoor structure is changed. The prevailing fingerprint-based methods are not applicable in the situation we assumed where the deployment of APs are different compared to the offline stage.

Based on the results of ray-tracing based simulation, the use of dual-band RSS could reduce the median of positioning error up to 2.56 m, which was a 9.9% smaller error than the error obtained with the single-band RSS alone in the rule-based localization. By applying the deep regression method to the ranging part, the median error of 1.99 m was obtained, which was a 22.3% improved result compared to the rule-based method. Considering that the use of deep regression with single-band RSS only caused 10% or less performance gain, the combination of the dual-band RSS and the deep regression method was effective in improving the accuracy of range-based localization using RSS.

The robustness of the proposed method encourages the use of RSS localization because it can reduce the intensity of the site survey process. In addition, the proposed method has the advantage that it can be implemented by using only the beacon signals from APs, without any special communication overhead. This will be useful for small IoT devices that are difficult to mount with multiple types of sensors or high cost network interface controller.

However, some future research should be followed to apply the proposed method in various situations. In this study, we considered the wall structure as a major factor of the complex indoor channel. In the real environment, there are many small obstacles that cannot be reflected in the ray-tracing based simulation, and the RSS fluctuations caused by the multi-path effect. In addition, analysis of more diverse materials and interior structures is required. After all, for a deep regression ranging model that operates robustly in various environments, as much experiments as possible are required to train and to validate the model.

Nevertheless, the proposed method is still promising in that a properly trained ranging model can be used even in an untrained environment. In practice, we expect to increase the learning efficiency by using a transfer learning technique that tunes the model trained through simulation with relatively small dataset from real experiments. Furthermore, extending the research to the triple-band-based ranging method is possible by utilizing 6 GHz band communication, which is expected to be supported in the Wi-Fi 6E standard.

**Author Contributions:** Conceptualization, B.-H.L. and S.-C.K.; methodology, B.-H.L. and K.-M.P.; software, B.-H.L. and K.-M.P.; validation, B.-H.L. and Y.-H.K.; formal analysis, B.-H.L.; investigation, B.-H.L. and K.-M.P.; resources, B.-H.L.; data curation, B.-H.L.; writing—original draft preparation, B.-H.L., K.-M.P. and S.-C.K.; writing—review and editing, B.-H.L., K.-M.P. and Y.-H.K.; visualization, B.-H.L.; supervision, Y.-H.K. and S.-C.K.; project administration, S.-C.K.; funding acquisition, S.-C.K. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research was supported by a grant to Bio-Mimetic Robot Research Center Funded by Defense Acquisition Program Administration, and by Agency for Defense Development (UD190018ID).

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Conflicts of Interest:** The authors declare no conflict of interest.
References

1. Čolaković, A.; Hadžialić, M. Internet of Things (IoT): A review of enabling technologies, challenges, and open research issues. *Comput. Netw.* 2018, 144, 17–39. [CrossRef]

2. Li, Y.; Yan, K. Indoor Localization Based on Radio and Sensor Measurements. *IEEE Sens. J.* 2021. [CrossRef]

3. He, S.; Chan, S.H.G. Wi-Fi fingerprint-based indoor positioning: Recent advances and comparisons. *IEEE Commun. Surv. Tutor.* 2015, 18, 466–490. [CrossRef]

4. Zanella, A. Best practice in RSS measurements and ranging. *IEEE Commun. Surv. Tutor.* 2016, 18, 2662–2866. [CrossRef]

5. Patwari, N.; Ash, J.N.; Kyperountas, S.; Hero, A.O.; Moses, R.L.; Correal, N.S. Locating the nodes: Cooperative localization in wireless sensor networks. *IEEE Signal. Process. Mag.* 2005, 22, 54–69. [CrossRef]

6. IEEE P802.11 Wireless LANs TGn Channel Models. IEEE 802.11-03/940r4. 2004. Available online: https://mentor.ieee.org/802.11/dcn/03-11-03-0940-04-000n-tgn-channel-models.doc (accessed on 30 June 2021).

7. Barsocchi, P.; Lenzì, S.; Chessa, S.; Giunta, G. A Novel Approach to Indoor RSSI Localization by Automatic Calibration of the Wireless Propagation Model. In Proceedings of the VTC Spring 2009—IEEE 69th Vehicular Technology Conference, Barcelona, Spain, 26–29 April 2009; pp. 1–5.

8. Solahuddin, Y.; Mardeni, R. Indoor empirical path loss prediction model for 2.4 GHz 802.11n network. In Proceedings of the 2011 IEEE International Conference on Control System, Computing and Engineering, Penang, Malaysia, 25–27 November 2011; pp. 12–17.

9. Nurminen, H.; Talvitie, J.; Ali-Löytty, S.; Müller, P.; Lohan, E.S.; Piché, R.; Renfors, M. Statistical path loss parameter estimation and positioning using RSS measurements in indoor wireless networks. In Proceedings of the 2012 International Conference on Indoor Positioning and Indoor Navigation (IPIN), Penang, Malaysia, 3–15 November 2012; pp. 1–9.

10. Bel, A.; Vicario, J.L.; Seco-Granados, G. Localization algorithm with on-line path loss estimation and node selection. *Sensors* 2011, 11, 6905–6925. [CrossRef] [PubMed]

11. Galván-Tejada, C.E.; García-Vázquez, J.P.; Galván-Tejada, J.I.; Delgado-Contreras, J.R.; Brena, R.F. Infrastructure-less indoor localization using the microphone, magnetometer and light sensor of a smartphone. *Sensors* 2015, 15, 20355–20372. [CrossRef]

12. Ashraf, I.; Hur, S.; Park, S.; Park, Y. DeepLocate: Smartphone based indoor localization with a deep neural network ensemble classifier. *Sensors* 2020, 20, 133. [CrossRef] [PubMed]

13. Hou, X.; Bergmann, J. A pedestrian dead reckoning method for head-mounted sensors. *Sensors* 2020, 20, 6349. [CrossRef]

14. Xiao, A.; Chen, R.; Li, D.; Chen, Y.; Wu, D. An indoor positioning system based on static objects in large indoor scenes by using smartphone cameras. *Sensors* 2018, 18, 2229. [CrossRef]

15. Delamare, M.; Duval, F.; Boutureau, R. A New Dataset of People Flow in an Industrial Site with UWB and Motion Capture Systems. *Sensors* 2020, 20, 4511. [CrossRef]

16. Xiao, C.; Yang, D.; Chen, Z.; Tan, G. 3-D BLE indoor localization based on denoising autoencoder. *IEEE Access* 2017, 5, 12751–12760. [CrossRef]

17. Al-Madani, B.; Orujov, F.; Maskelünnas, R.; Damaševičius, R.; Venčkauskas, A. Fuzzy logic type-2 based wireless indoor localization system for navigation of visually impaired people in buildings. *Sensors* 2019, 19, 2114. [CrossRef]

18. Seco, F.; Jiménez, A.R. Smartphone-based cooperative indoor localization with RFID technology. *Sensors* 2018, 18, 266. [CrossRef]

19. Au, E. The Latest Progress on IEEE 802.11 mc and IEEE 802.11 ai [Standards]. *IEEE Veh. Technol. Mag.* 2016, 11, 19–21. [CrossRef]

20. Yu, Y.; Chen, R.; Liu, Z.; Guo, G.; Ye, F.; Chen, L. Wi-Fi fine time measurement: Data analysis and processing for indoor localisation. *J. Navig.* 2020, 73, 1106–1128. [CrossRef]

21. Ibrahim, M.; Liu, H.; Jawahar, M.; Nguyen, V.; Gruteser, M.; Howard, R.; Yu, B.; Bai, F. Verification: Accuracy evaluation of WiFi fine time measurements on an open platform. In Proceedings of the 24th Annual International Conference on Mobile Computing and Networking, New Delhi, India, 29 October–2 November 2018; pp. 417–427.

22. Han, K.; Yu, S.M.; Kim, S.L.; Ko, S.W. Exploiting User Mobility for WiFi RTT Positioning: A Geometric Approach. *IEEE Internet Things J.* 2021. [CrossRef]

23. Liu, X.; Zhou, B.; Huang, P.; Xue, W.; Li, Q.; Zhu, J.; Qiu, L. Kalman filter-based data fusion of wi-fi rtt and pdr for indoor localization. *IEEE Sens. J.* 2021, 21, 8479–8490. [CrossRef]

24. Yu, Y.; Chen, R.; Chen, L.; Guo, G.; Ye, F.; Liu, Z. A robust dead reckoning algorithm based on Wi-Fi FTM and multiple sensors. *Remote Sens.* 2019, 11, 504. [CrossRef]

25. ITU-R. Propagation Data and Prediction Methods for the Planning of Indoor Radiocommunication Systems and Radio Local Area Networks in the Frequency Range 300 MHz to 450 GHz. Recommendation ITU-R P. 1238-10. 2019. Available online: https://www.itu.int/dms_pubrec/itu-r/rec/p/R-REC-P.1238-10-201908-I!!PDF-E.pdf (accessed on 30 June 2021).

26. 3GPP Study on Channel Model for Frequencies from 0.5 to 100 GHz. 3GPP TR 38.901 V16.1.0. 2019. Available online: https://www.3gpp.org/ftp/Specs/archive/38_series/38.901/38901-v16.1.0.zip (accessed on 30 June 2021).

27. Common, L.T. *Propagation Losses through Common Building Materials 2.4 GHz vs. 5 GHz*; E10589; Magis Network, Inc.: San Diego, CA, USA, 2002.

28. Obeidat, H.; Asif, R.; Ali, N.; Dama, Y.; Obeidat, O.; Jones, S.; Shuaieb, W.; Al-Sadoon, M.A.; Hameed, K.; Alabdullah, A.; et al. An indoor path loss prediction model using wall correction factors for wireless local area network and 5G indoor networks. *Radio Sci.* 2018, 53, 544–564. [CrossRef]
29. Wang, X.; Gao, L.; Mao, S. CSI phase fingerprinting for indoor localization with a deep learning approach. IEEE Internet Things J. 2016, 3, 1113–1123. [CrossRef]
30. Chen, C.; Chen, Y.; Han, Y.; Lai, H.Q.; Zhang, F.; Liu, K.R. Achieving centimeter-accuracy indoor localization on WiFi platforms: A multi-antenna approach. IEEE Internet Things J. 2016, 4, 122–134. [CrossRef]
31. Wang, W.; Marelli, D.; Fu, M. Dynamic Indoor Localization Using Maximum Likelihood Particle Filtering. Sensors 2021, 21, 1090. [CrossRef] [PubMed]
32. Own, C.M.; Hou, J.; Tao, W. Signal Fuse Learning Method With Dual Bands WiFi Signal Measurements in Indoor Positioning. IEEE Access 2019, 7, 131805–131817. [CrossRef]
33. Agata, Y.; Hong, J.; Ohtsuki, T. Room-level proximity detection based on RSS of dual-band Wi-Fi signals. In Proceedings of the 2016 IEEE International Conference on Communications (ICC), Kuala Lumpur, Malaysia, 23–27 May 2016; pp. 1–6.
34. Jo, H.J.; Kim, S. Indoor smartphone localization based on LOS and NLOS identification. Sensors 2018, 18, 3987. [CrossRef]
35. Yang, J. Indoor Localization System Using Dual-Frequency Bands and Interpolation Algorithm. IEEE Internet Things J. 2020, 7, 11183–11194. [CrossRef]
36. Zhao, L.; Wang, H.; Wang, J.; Gao, H.; Liu, J. Robust Wi-Fi indoor localization with KPCA feature extraction of dual band signals. In Proceedings of the 2017 IEEE International Conference on Robotics and Biomimetics (ROBIO), Macao, China, 5–8 December 2017; pp. 908–913.
37. Kumar, C.; Rajawat, K. Dictionary-based statistical fingerprinting for indoor localization. IEEE Trans. Veh. Technol. 2019, 68, 8827–8841. [CrossRef]
38. Li, Y.; Hu, X.; Zhuang, Y.; Gao, Z.; Zhang, P; El-Shemy, N. Deep reinforcement learning (DRL): Another perspective for unsupervised wireless localization. IEEE Internet Things J. 2019, 7, 6279–6287. [CrossRef]
39. Ibrahim, M.; Torki, M.; ElNainay, M. CNN based indoor localization using RSS time-series. In Proceedings of the 2018 IEEE Symposium on Computers and Communications (ISCC), Natal, Brazil, 25–28 June 2018; pp. 01044–01049.
40. Liu, J.; Liu, N.; Pan, Z.; You, X. AutoLoc: Deep autoencoder for indoor localization with RSS fingerprinting. In Proceedings of the 2018 10th International Conference on Wireless Communications and Signal Processing (WCSP), Hangzhou, China, 18–20 October 2018; pp. 1–6.
41. Friis, H.T. A note on a simple transmission formula. Proc. IRE 1946, 34, 254–256. [CrossRef]
42. Coluccia, A.; Ricciato, F. RSS-based localization via Bayesian ranging and iterative least squares positioning. IEEE Commun. Lett. 2014, 18, 873–876. [CrossRef]
43. He, Y.; Bilgic, A. Iterative least squares method for global positioning system. Adv. Radio Sci. ARS 2011, 9, 203. [CrossRef]
44. Ioffe, S.; Szegedy, C. Batch normalization: Accelerating deep network training by reducing internal covariate shift. arXiv 2015, arXiv:1502.03167.
45. Goodfellow, I.; Bengio, Y.; Courville, A. Deep Learning; MIT Press: Cambridge, MA, USA, 2016. Available online: http://www.deeplearningbook.org (accessed on 30 June 2021).
46. Jung, J.H.; Lee, J.; Lee, J.H.; Kim, Y.H.; Kim, S.C. Ray-tracing-aided modeling of user-shadowing effects in indoor wireless channels. IEEE Trans. Antennas Propag. 2014, 62, 3412–3416. [CrossRef]
47. Lee, J.Y.; Kim, Y.; Lee, S.; Cho, W.; Kim, S.C. Estimation of Room Shape Using Radio Propagation Channel Analysis. IEEE Sens. J. 2019, 19, 12316–12324. [CrossRef]