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Abstract

Electric and magnetic current densities are an essential part of electromagnetic theory. The goal of the present paper is to define and investigate stored energies that are valid for structures that can support both electric and magnetic current densities. Stored energies normalized with the dissipated power give us the Q factor, or antenna Q, for the structure. Lower bounds of the Q factor provide information about the available bandwidth for passive antennas that can be realized in the structure. The definition of the stored energies that we propose is valid beyond the leading order small antenna limit. Our starting point is the energy density with subtracted far-field form which we obtain an explicit and numerically attractive current density representation. This representation gives us the insight to propose a coordinate independent stored energy. Furthermore, we find here that lower bounds on antenna Q for structures with e.g., electric dipole radiation can be formulated as convex optimization problems. We determine lower bounds on both open and closed surfaces that support electric and magnetic current densities.

The here derived representation of stored energies has in its electrical small limit an associated Q factor that agrees with known small antenna bounds. These stored energies have similarities to earlier efforts to define stored energies. However, one of the advantages with this method is the above mentioned formulation as convex optimization problems, which makes it easy to predict lower bounds for antennas of arbitrary shapes. The present formulation also gives us insight into the components that contribute to Chu’s lower bound for spherical shapes. We utilize scalar and vector potentials to obtain a compact direct derivation of these stored energies. Examples and comparisons end the paper.

1 Introduction

The antenna Q, or the Q-factor, for an antenna is a dimensionless number that provides information about the impedance bandwidth about the device [1–4]. Antenna Q is proportional to the ratio of stored energy to the dissipated energy per cycle. For antennas that operate at a single resonance in their input impedance, it provides an accurate description of the impedance bandwidth. In the present paper, we investigate how to define electric and magnetic stored energies for somewhat larger structures, such that the electrically small limit agrees with the classical results [5–10]. We focus on a stored energy definition that is based on a current density representation, which is coordinate independent and rather straightforward to determine. The definition still suffers from the fact that as the size of the object approaches a wavelength it can become very small (zero) for certain wavelength regions. The definition is for arbitrarily shaped regions including open and closed surfaces, which support both electric and magnetic current densities. A-priori information about the lowest possible antenna Q and the
largest partially realized gain over antenna Q-ratio, \( G/Q \), for a given volume are important in electromagnetic design [1–4]. Such information can provide guidelines to specify the minimal required size of a device. The results in this paper provide a link to a partial understanding on how antenna Q is related to the shape of the current density support. We illustrate the shape-dependence of antenna Q at the end of the paper, and note that the small electric limit (leading order) of these energies are illustrated in [10]. This understanding is naturally implicit, and it is given as an optimization problem for arbitrarily shaped objects. For the small electric size this optimization problem can be solved explicitly for arbitrary shapes [10–12] and when these explicit solutions are compared with the sphere [5, 7] they capture the leading order term. The here defined stored energies aim to obtain all terms.

Different approaches to optimize currents to find optimal energies, directivity or powers transfer have been considered in e.g., [10, 13–24]. Another advantage of the here proposed stored energy is that it can be combined with constraints on far-fields such as e.g., a directivity constraint as to form a convex optimization problem [20, 24].

In the literature there are at least four different approaches to determine bounds on the antenna Q and implicitly on the bandwidth [4]. The first approach is based on circuit models [5, 7, 8, 25]. The second approach is based on defining a concept of stored energies for vector modes of a canonical shape. This approach includes the work on spherical shapes [1, 5, 26–28], cylindrical [27], and spheroidal [29, 30] shapes using vector-modes. The third method to derive bounds is based on sum rules, where the antenna is modeled as a passive system [31–33]. This approach provides bounds for arbitrarily shaped antennas and is not limited to electrically small objects. Beyond antenna Q, sum-rules can also give limitations for array antennas, see e.g. [34–37]. The fourth method is to determine antenna Q-bounds directly from minimization of the stored energies for all current densities [10–12, 16–20, 38], see also [4] for an overview of the methods and [39–41] for comparisons between the bounds and antenna performance. The present work is in this fourth category. The methods 1, 2 and 4 that use stored energy are somewhat similar to each other. The fourth approach to stored energy provides an attractive method to evaluate the stored energies as it is explicit in the current density. This has already lead to several application and approaches to explicitly evaluate and investigate both antenna Q and gain over Q for theoretical and practical cases [19, 20, 24, 41].

Beyond these methods to determine bounds of antenna Q, there are several approaches to calculate antenna Q for a given structure, including methods based on the frequency derivatives of the input impedance [3, 42, 43] or through Brune circuit synthesis [22]. These methods essentially differ by the use of local respective global spectrum information of the input impedance, see also [44] for a time-domain approach. One step in the validation process of our definition of stored energies is to study the sphere. Chu’s bound for antennas circumscribed by a sphere requires both electric and magnetic current densities. A further advantage in using the sphere in the validation process is that it is thoroughly analyzed, studied and discussed in the literature, see e.g., [45]. It is hence a good benchmark to validate our expression against since it also includes higher order contributions beyond the leading order electrically small term. One nice feature of all these different theories is that when they are compared for electrically small objects radiating as an electric dipole, the differences between them are rather small [9, 22]. The here defined stored energies also agree with the electrically small limit with the polarization bounds for the Q-factor [10, 11, 19]. Extensions to antennas with losses and embedded in lossy media have been considered in [11, 46, 47].

The here derived results for stored energies are related to a symmetric generalization of stored energy proposed by Vandenbosch [17], see also [48, 49]. We follow the approach of [9, 19], here extended to include both electric and magnetic current densities. Our approach is also similar to [50] which also include both electric and magnetic currents. The results in [50] are based on the assumption that the magnetic currents can be determined from the electric currents under the condition that the field vanishes within the volume. This is an accurate approximation for many geometries and currents, however note that that minimizing electric current is non-unique [19]. Our approach does not require any such assumptions, nor is it limited to closed volumes. The approaches are similar for the cases when the coupling terms between the electric and magnetic currents in the optimization problem considered in this paper can be neglected. Note that the results of [5, 10, 11, 26, 50]
utilize waves that are generated by both electric and magnetic current sources. In the present derivation we show that the electric and magnetic sources enter in the stored energies in a symmetric and explicit way, and that the terms are straightforward to calculate using the well-known electric field integral equation (EFIE) kernels and the magnetic field integral equation (MFIE) kernels.

The paper consists of ten sections, including this introduction. In Sec. 2 we start from Maxwell’s equations, and define the main quantities in terms of the fields and the far fields, in particular we define the far-field subtracted stored energies. In Sec. 3, we derive the expressions for the far-field subtracted stored energies in terms of the electromagnetic sources, and use this to define stored energies. The radiation intensity and radiated power is similarly expressed in terms of the sources in Sec. 4. The electrically small case is briefly discussed in Sec. 5. We study the coordinate dependence of the different terms of far-field subtracted stored energy in Sec. 6. In Sec. 7, we provide a bi-linear matrix representation of the stored energies that is suitable to implement numerically. In Sec. 8, we formulate the convex optimization problems. We determine the Q factor for some families of shapes in Sec. 9. The paper ends with a conclusion and an appendix.

2 Definition of far-field subtracted stored energies and the radiated power

Starting from Maxwell’s equations, we here introduce the basic quantities of radiated power, $P_{\text{rad}}$, and the far-field subtracted stored electric and magnetic energies, $W_{e,F}$ and $W_{m,F}$, respectively. Towards this end, let $V$ be a bounded domain in $\mathbb{R}^3$ corresponding to the joint support of the electric and magnetic current- and charge-densities $J_e, \rho_e, J_m, \rho_m$, see Fig. 1. Note that the upcoming analysis makes rather few assumptions on $V$. For example it can be a surface with the usual change of $dV \rightarrow J_s dS$, where $J_s$ is a surface current density. The final restrictions on $V$ are implicit. We require that $V$ is regular enough such that the quadratic form of the far-field subtracted stored energies can be defined, for a short discussion, see Sec. 3.2.

Maxwell’s equations in free space with electric and magnetic current and charge densities are given by:

$$\nabla \times \mathbf{E} + j\eta k \mathbf{H} = -\mathbf{J_m}, \quad \nabla \cdot \mathbf{E} = \frac{\rho_e}{\varepsilon}, \quad \nabla \times \mathbf{H} = \frac{\mathbf{J_e}}{\mu}, \quad \nabla \cdot \mathbf{H} = \frac{\rho_m}{\mu} \eta \nabla \cdot \mathbf{J_m},$$

(1)

To solve them, we also need the Silver-Müller radiation condition \cite{51–53}. In this paper we let $\varepsilon, \mu$ and $\eta = \sqrt{\mu/\varepsilon}$ be the free space permittivity, permeability and impedance, respectively. The electric and magnetic fields are denoted $\mathbf{E}$ and $\mathbf{H}$, the dispersion relation between the wavenumber, $k$, and the angular frequency, $\omega$, is $k = \omega \sqrt{\mu/\varepsilon}$. For notational convenience we switch back and forth between $\varepsilon$ and $\mu$. In representing Maxwell’s equations above we use the time-convention $e^{j\omega t}$, where $t$ is time.

Poynting’s theorem in its differential form for electromagnetic fields generated by both electric and magnetic currents reads:

$$-\nabla \cdot (\mathbf{E} \times \mathbf{H}^*) + j\omega (\varepsilon |\mathbf{E}|^2 - \mu |\mathbf{H}|^2) = \mathbf{E} \cdot \mathbf{J}_e^* + \mathbf{H}^* \cdot \mathbf{J}_m,$$

(3)

where $*$ indicates the complex conjugate. We can hence find the complex power as

$$P_C = -\frac{1}{2} \int_V \mathbf{E} \cdot \mathbf{J}_e^* + \mathbf{H}^* \cdot \mathbf{J}_m \, dV,$$

(4)

and the associated radiated power given as the real-valued part of the complex power, cf. \cite{54}. We find

$$P_{\text{rad}} = \text{Re} P_C = \frac{1}{2\eta} \int_\Omega |\mathbf{F}_E|^2 \, d\Omega = \frac{1}{2} \text{Re} \int_{\partial V_a} \mathbf{E} \times \mathbf{H}^* \cdot \hat{r} \, dS = \frac{1}{2} \text{Re} \int_V \mathbf{E} \cdot \mathbf{J}_e^* + \mathbf{H}^* \cdot \mathbf{J}_m \, dV,$$

(5)

where $\Omega$ is the unit sphere and $d\Omega$ is the surface element on the unit sphere. Here, $\mathbf{F}_E$ is the electric far-field amplitude \textit{i.e.}, $\mathbf{E} \rightarrow \mathbf{F}_E e^{-jkr}/r$ as $r \rightarrow \infty$. The sphere of radius $a$ is denoted $V_a$ with boundary $\partial V_a$, see Fig. 1.
Figure 1: The figure illustrates the support, $V$, of the sources. This region has a boundary $\partial V$. The region $V$ is bounded and hence it can be enclosed within a sphere $V_a$ of radius $a$.

we use $dS$ and $dV$ to denoted surface and volume element respectively. Let $r \in \mathbb{R}^3$ be a vector with length $r = |r|$ and the associated unit-vector is $\hat{r} = r/r$. Note that the spatial dependence of the fields is suppressed in this paper.

The identity (5) is derived under the implicit assumption that $V$ is bounded by utilizing that the radiated power through the circumscribing surface $\partial V_a$ is conserved.

It is well known that the total electric and magnetic energies associated with (1) and (2) are unbounded in $\mathbb{R}^3$ since the energy densities decay as $1/r^2$, as $r \to \infty$. The classical approach to solve this problem is to subtract the far-field energy density, see e.g., [3, 9, 15, 22, 27, 55] to obtain finite stored energies:

$$\begin{align*}
W_{e,F} = \epsilon \int_{\mathbb{R}^3} |E|^2 - \frac{\|F_E\|^2}{r^2} \, dV, \quad \text{and} \quad
W_{m,F} = \mu \int_{\mathbb{R}^3} |H|^2 - \frac{\|F_E\|^2}{\eta^2 r^2} \, dV, 
\end{align*}$$

where $\int_{\mathbb{R}^3}$ is a short hand notation for $\lim_{r_0 \to \infty} \int_{|r| \leq r_0}$, see Appendix A. These energies $W_{e,F}$ and $W_{m,F}$ we denote far-field subtracted stored electric and magnetic energies, respectively. However, there are also other possible decomposition methods to defined finite stored energies, and the merit of a particular choice of decomposition needs to be evaluated on its usefulness. These far-field stored subtracted energies (6) are thoroughly investigated for electric sources $(\rho_e, J_e)$ in [9, 19, 22]. Furthermore, it was shown that for electric sources $W_{e,F}$, $W_{m,F}$ agree with the stored energies [17] proposed by Vandenbosch for many cases. There are thus several possible stored energies, with associated Q factors. A way to interpret these different energies is to think of them as approximations of true stored energies within a small interval that gives a $ka$-uncertainty of the Q factor [9].

The definition (6) of the far-field subtracted stored energies is attractive in several ways. It removes the far field in such a way that these stored energies can be defined for arbitrarily shaped objects. Their leading order term give rise to bounds for the Q factor in terms of the electric and magnetic polarizabilities [9, 11, 19, 22]. However it is also known that this expression is coordinate dependent for larger structures and that it can be negative for certain frequencies and sources [3, 19]. In the present paper, we define coordinate independent stored electric $W_e$ and magnetic $W_m$ energies based on the far-field subtracted stored energies $W_{e,F}$ and $W_{m,F}$, respectively. The definition is given in Sec. 3 where $W_{e,F}$ and $W_{m,F}$ are thoroughly analyzed.

One of the interesting quantities to study associated with a stored energy is the Q-factor for antennas, the antenna Q, let $Q = \max(Q_e, Q_m)$ with

$$Q_e = \frac{2\omega W_e}{P_{tot}} \quad \text{and} \quad Q_m = \frac{2\omega W_m}{P_{tot}}. \tag{7}$$

Here $P_{tot} = P_{rad} + P_{abs}$ denotes the sum of radiated power and ohmic heating. Similarly upon defining the partial gain of the antenna as [56]

$$G(\hat{r}, \hat{e}) = 4\pi \frac{P(\hat{r}, \hat{e})}{P_{tot}}, \tag{8}$$
where \(P(\hat{r}, \hat{e})\) is the partial radiation intensity in the direction \(\hat{r}\) with polarization \(\hat{e}\), see (54) and (55). We note that the partial gain Q-factor quotient \(G/Q\) becomes:

\[
\frac{G(\hat{r}, \hat{e})}{Q} = \frac{2\pi P(\hat{r}, \hat{e})}{\omega \max\{W_e, W_m\}}.
\] (9)

### 3 The source term representation of the far-field stored energies

The goal in this section is to derive integral expressions for the far-field subtracted stored energies (6) in terms of the current densities. We approach this derivation through the potentials \(\phi, A, \psi, N\), corresponding to the electric scalar potential, magnetic vector potential, magnetic scalar potential, and the electric vector potential, respectively. We find the electric and magnetic fields as:

\[
E = -\nabla \phi - j\omega A - \frac{1}{\varepsilon} \nabla \times N \quad \text{and} \quad H = -\nabla \psi - j\omega N + \frac{1}{\mu} \nabla \times A,
\] (10)

respectively. These potentials are not unique, and we select the Lorenz gauge: \(\nabla \cdot N + j\omega \varepsilon \mu \psi = 0\) and \(\nabla \cdot A + j\omega \varepsilon \mu \phi = 0\). With this choice of gauge all potentials satisfy a non-homogeneous scalar or vector Helmholtz equation: \(\mathcal{H}A = -\mu J_e, \mathcal{H}\phi = -\rho/\varepsilon, \mathcal{H}\psi = -\rho_m/\mu\) and \(\mathcal{H}N = -\varepsilon J_m\), where \(\mathcal{H} = \Delta + k^2\). We thus have the potentials expressed in terms of the sources as

\[
A(r) = \frac{\mu}{4\pi} \int_V J_e(r_1) \frac{e^{-jk|r-r_1|}}{|r-r_1|} \, dV_1, \quad \phi(r) = \frac{1}{4\pi \varepsilon} \int_V \rho_e(r_1) \frac{e^{-jk|r-r_1|}}{|r-r_1|} \, dV_1, \quad \psi(r) = \frac{1}{4\pi \mu} \int_V \rho_m(r_1) \frac{e^{-jk|r-r_1|}}{|r-r_1|} \, dV_1, \quad N(r) = \frac{\varepsilon}{4\pi} \int_V J_m(r_1) \frac{e^{-jk|r-r_1|}}{|r-r_1|} \, dV_1.
\] (11)

Denote the far-field amplitude of \(A\) with \(F_A\), where \(A \to F_A \frac{e^{-jkr}}{r}\) as \(r \to \infty\) and similarly for the far-field amplitude of each of the potentials. The free-space Green’s function representation of the potentials (11)–(12)
investigate each divergence term below. The volume integral of terms of the form $\nabla \cdot$ theorem yield that it is sufficient to show that

$$F_\phi(\hat{r}) = \frac{1}{4\pi \varepsilon} \int_V e^{ik\hat{r} \cdot r_1} \rho_e(r_1) \, dV_1,$$

(13)

$$F_\psi(\hat{r}) = \frac{1}{4\pi \mu} \int_V e^{ik\hat{r} \cdot r_1} \rho_m(r_1) \, dV_1.$$  

(14)

The expression of the electric field in the potentials (10) supply the relation between the far-field amplitude of the electric field, $F_E$ and the far-field amplitudes of the potentials through:

$$F_E = -j\omega F_A + jk\hat{r} F_\phi + \frac{1}{\varepsilon} jk\hat{r} \times F_N.$$  

(15)

Recall that the electric far field is orthogonal to its propagation direction for a source of bounded extent, i.e., $\hat{r} \cdot F_E = 0$. This relation yields that $\omega \hat{r} \cdot F_A = kF_\phi$, and similarly $\hat{r} \cdot F_H = 0$ yields $\omega \hat{r} \cdot F_N = kF_\psi$, we find:

$$|F_E|^2 = \omega^2 |F_A|^2 - k^2 |F_\phi|^2 + \frac{k^2}{\varepsilon^2} |F_N|^2 - k^2 \eta^2 |F_\psi|^2 - 2\frac{\omega k}{\varepsilon} \text{Re} \{F_A \hat{r} \times F_N^* \}.$$  

(16)

We thus have the first term in (6). We also express $|E|^2$ in terms of the potentials using (10):

$$|E|^2 = \omega^2 |A|^2 + |\nabla \phi|^2 - \frac{1}{\varepsilon^2} \text{Re} \{N \cdot \Delta N^* \} - k^2 \eta^2 |\psi|^2 + \frac{1}{\varepsilon^2} \text{Re} \{\nabla \cdot (N\nabla \cdot N^* - (\nabla \times N^*) \times N) \}$$

$$- 2k^2 |\phi|^2 + 2 \text{Re} \{j\omega \nabla \cdot (A\phi^*) \} + \frac{2}{\varepsilon} \text{Re} \{j\omega A \cdot \nabla \times N^* \} + \frac{2}{\varepsilon} \text{Re} \{(\nabla \cdot (\phi \nabla \times N^*) \}.$$  

(17)

To obtain (17) we used the standard vector identities $b \cdot \nabla \phi = \nabla \cdot (\phi b) - \phi \nabla \cdot b$ with $b = A^*$ and $b = \nabla \times N^*$ respectively. We also used the identity

$$|\nabla \times N|^2 = - \text{Re} \{N \cdot \Delta N^* \} - |\nabla \cdot N|^2 + \text{Re} \nabla \cdot (N \nabla \cdot N^* - (\nabla \times N^*) \times N).$$  

(18)

All divergence terms in (17) vanish upon integrating them over the domain $\mathbb{R}_+^3$. To show this fact, we investigate each divergence term below. The volume integral of terms of the form $\nabla \cdot b$ together with Gauss theorem yield that it is sufficient to show that $\hat{r} \cdot b$ asymptotically vanishes as $r^{-3}$ or faster as $r \to \infty$. This follows since we study terms of the type $\lim_{r \to \infty} r^2 \text{Re} \int_{\Omega} \hat{r} \cdot b \, d\Omega$, where $\Omega$ is the unit sphere. First consider the $N$-term:

$$(\hat{r} \cdot N) \nabla \cdot N^* - \hat{r} \cdot ((\nabla \times N^*) \times N) \to \frac{jk|F_N^2|}{r^2} + O(r^{-3}) \quad \text{as } r \to \infty,$$  

(19)

where we have used the asymptotic behavior of $N$. Here $O(r^{-3})$ is the order (big O) of the rest-term, using the Bachmann-Landau notation as $r \to \infty$. The actually valued part of this integrand vanishes with the rate $r^{-3}$ as $r \to \infty$.

For the second divergence term in (17), recall $\hat{r} \cdot E = O(r^{-2})$ as $r \to \infty$. Thus asymptotically we find that

$$j\omega \hat{r} \cdot A \phi^* \to \frac{jk|F_\phi|^2}{r^2} + O(r^{-3}).$$  

(20)

Clearly also this term vanishes upon taking the real part with the rate $r^{-3}$, for large enough radius. For the last divergence term we find with increasing radius that

$$\phi \hat{r} \cdot \nabla \times N^* \to \frac{jkF_\phi \hat{r} \cdot (\hat{r} \times F_N^*)}{r^2} + O(r^{-3}) = O(r^{-3}).$$  

(21)

We have hence showed that all divergence terms vanish at a rate $O(r^{-3})$ as $r \to \infty$, and in the limit these terms will not contribute to the far-field subtracted stored energies (22). Note that in the above derivation, we use the
spherical shape of the integral domain in the limit process since we have used the surface normal \( \hat{r} \) to show these identities.

We insert the energy density (17) and far-field amplitudes (16) into the far-field subtracted stored electrical energy (6) to find:

\[
W_{e,F} = \frac{\varepsilon}{4} \int_{\mathbb{R}^3} |E|^2 - \frac{|F|}{r^2} \, dV = \frac{\varepsilon}{4} \int_{\mathbb{R}^3} (|\nabla \phi|^2 - k^2|\phi|^2) - \frac{1}{\varepsilon^2} (\text{Re} \{ N \cdot \Delta N^* \} + k^2|N|^2) \]

\[
+ k^2 \left( |N|^2 - \frac{|F|^2}{r^2} \right) \right) + \omega^2 (|A|^2 - \frac{|F|^2}{r^2}) - k^2 (|\phi|^2 - \frac{|F|^2}{r^2}) \]

\[
- k^2 \eta^2 (|\psi|^2 - \frac{|F|^2}{r^2}) + \frac{2\omega}{\varepsilon} \text{Re} \left\{ jA \cdot \nabla \times N^* - \frac{jF_A \cdot \hat{r} \times F^*_N}{r^2} \right\} \, dV. \tag{22}
\]

The terms are collected in pairs. Note that the first two pairs are closely related to Helmholtz equation, the next four pairs have a mutually similar structure, and then we have a cross term. We thus have three kinds of terms which will be reduced to their source representation below.

### 3.2 Source term representation of the far-field subtracted stored electrical energy

To start the process to express (22) in terms of sources, we first note that the integrand \( |\nabla \phi|^2 - k^2|\phi|^2 \) can be rewritten into a Helmholtz operator plus correction terms using the identity \( |\nabla \phi|^2 = \nabla \cdot (\phi \nabla \phi^*) - \phi \Delta \phi^* \). This, together with the continuity equation gives the identity

\[
\int_{\mathbb{R}^3} |\nabla \phi|^2 - k^2|\phi|^2 \, dV = \frac{1}{\varepsilon} \text{Re} \int_{V} \phi \rho_e^* \, dV
\]

\[
= \frac{\eta^2}{k^2} \int_{V} \int_{V} \left( \nabla_1 \cdot J_e(r_1) \right) \frac{\cos(k|r_1 - r_2|)}{4\pi|r_1 - r_2|} \nabla_2 \cdot J^*_e(r_2) \, dV_1 \, dV_2, \tag{23}
\]

which is the desired source representation of the first term in (22). Similarly the corresponding identity for vectors follows as:

\[
- \frac{1}{\varepsilon^2} \text{Re} \int_{\mathbb{R}^3} N \cdot \Delta N^* + k^2|N|^2 \, dV = \frac{1}{\varepsilon} \text{Re} \int_{V} N \cdot J^*_m \, dV
\]

\[
= \int_{V} \int_{V} J_{m,1} \cdot J^*_{m,2} \frac{\cos(kR_{12})}{4\pi R_{12}} \, dV_1 \, dV_2. \tag{24}
\]

Here we use the notation \( R_{12} = r_1 - r_2 \), \( R_{12} = |R_{12}| \), \( J_{m,1} = J_m(r_1) \), and similar for \( J_{m,2} \) and later with \( J_{e,1}, J_{e,2} \). Both of these expressions, (23) and (24), are symmetric real-valued quadratic forms with respect to either \( J_e \) or \( J_m \) and both can be extracted from the EFIE-representation of Maxwell’s equations.

The next term in (22) have the structure, \( |N|^2 - |F|^2/r^2 \). Replacing the magnetic vector potential \( N \) by its Green’s function representation (12) we find

\[
k^2 \int_{\mathbb{R}^3} \frac{|N|^2}{r^2} - \frac{|F|^2}{r^2} \, dV = k^2 \text{Re} \int_{V} \int_{V} g(r_1, r_2) J_m(r_1) \cdot J^*_m(r_2) \, dV_1 \, dV_2, \tag{25}
\]

where \( g \) is the kernel given by:

\[
g(r_1, r_2) = \int_{\mathbb{R}^3} G_1 G_2^* - \frac{e^{jkr_1 - r_2}}{(4\pi r)^2} \, dV = - \frac{\sin(kR_{12})}{8k\pi} - \frac{\nu_{1}^2 - \nu_{2}^2}{8\pi R_{12}} J_1(kR_{12}), \tag{26}
\]

see (91) in Appendix A for its derivation. Let the free space Green’s function (fundamental solution) corresponding to Helmholtz equation be denoted by \( G(r) = \frac{e^{-jkr}}{4\pi r} \). We also use the notation \( G_n = G(r - r_n) \), \( n = 1, 2 \) and \( G_{12} = G(r_1 - r_2) \) below. Here \( j_n \) is the spherical Bessel function of order \( n \).
The next three terms all have an identical integral kernel, and it is straight forward to show that:

$$\omega^2 \int_{\mathbb{R}^3} |A|^2 - \frac{|F_A|^2}{r^2} \, dV = \eta^2 k^2 \text{Re} \int_{V} \int_{V} g(r_1, r_2) J_e(r_1) \cdot J_e^*(r_2) \, dV_1 \, dV_2,$$

(27)

$$k^2 \int_{\mathbb{R}^3} |\phi|^2 - \frac{|F_\phi|^2}{r^2} \, dV = \eta^2 k^2 \text{Re} \int_{V} \int_{V} g(r_1, r_2) (\nabla_1 \cdot J_e(r_1)) (\nabla_2 \cdot J_m^*(r_2)) \, dV_1 \, dV_2,$$

(28)

$$k^2 \eta^2 \int_{\mathbb{R}^3} |\psi|^2 - \frac{|F_\psi|^2}{r^2} \, dV = \text{Re} \int_{V} \int_{V} g(r_1, r_2) (\nabla_1 \cdot J_m(r_1)) (\nabla_2 \cdot J_m^*(r_2)) \, dV_1 \, dV_2.$$

(29)

We have thus described the two first kind of terms in (22). Below we show that the last term in (22), the cross term, is a gradient of the kernel \( g \). This can be seen by once again substituting the Green’s function for the potentials, to obtain

$$2\omega \varepsilon \text{Re} \int_{\mathbb{R}^3} jA \cdot \nabla \times \mathbf{N}^* - \frac{iF_A \cdot jk\hat{r} \times F_N^*}{r^2} \, dV = 2\kappa \eta \text{Im} \int_{V} \int_{V} (J_{m,2}^* \times J_{e,1}) \cdot \nabla_2 g(r_1, r_2) \, dV_1 \, dV_2.$$

(30)

The kernel \( \nabla_2 g \) also have an explicit representation, see (93) in Appendix A. Collecting the above terms we find that \( W_{e,F} \) is given by

$$W_{e,F} = \mu \int_{V} \int_{V} \left( \frac{k^2 J_{m,1} \cdot J_{m,2}^* + (\nabla_1 \cdot J_{e,1})(\nabla_2 \cdot J_{e,2}^*)}{4\pi k^2 R_{12}} \right) \frac{\cos(kR_{12})}{R_{12}}$$

$$+ \text{Re} \left\{ \left( \frac{1}{\eta^2} [k^2 J_{m,1} \cdot J_{m,2}^* - (\nabla_1 \cdot J_{m,1})(\nabla_2 \cdot J_{m,2}^*)] + [k^2 J_{e,1} \cdot J_{e,2}^* - (\nabla_1 \cdot J_{e,1})(\nabla_2 \cdot J_{e,2}^*)] g(r_1, r_2) \right\}$$

$$+ \frac{2k}{\eta} \text{Im} \left\{ (J_{m,2}^* \times J_{e,1}) \cdot \nabla_2 g(r_1, r_2) \right\} \, dV_1 \, dV_2.$$

(31)

Upon inserting the explicit expression for \( g \) from (91) in Appendix A, we arrive to the source representation of the far-field subtracted stored electrical energy:

$$W_{e,F} = W_e^{(0)} + W_e^{(1)} + W_e^{(2)} + W_e^{(3)} + W_e^{\text{rest}}.$$

(32)

Let the core part of these energies be denoted with \( W_{e,c} \), i.e., \( W_{e,c} = W_e^{(0)} + W_e^{(1)} + W_e^{(2)} + W_e^{(3)} \). Of the above terms, only \( W_e^{\text{rest}} \) is potentially coordinate dependent. The remaining terms are coordinate independent. The rest-term is similar to the term given in [3] for electric sources only, the expression below includes both electric and magnetic sources

$$W_e^{(0)} = \frac{\mu}{4k} \text{Im} \left\{ (J_e, \mathcal{L}_e J_e) + \frac{1}{\eta^2} (J_m, \mathcal{L}_m J_m) \right\}, \quad W_e^{(1)} = -\frac{\mu}{4k\eta} \text{Im}(J_e, \mathcal{K}_2 J_m),$$

(33)

$$W_e^{(2)} = \frac{\mu}{4k} \text{Im} \left\{ (J_e, \mathcal{L}_m J_e) + \frac{1}{\eta^2} (J_m, \mathcal{L}_m J_m) \right\}, \quad W_e^{(3)} = -\frac{\mu}{4\eta k} \text{Re}(J_e, \mathcal{K}_4 J_m),$$

(34)

$$W_e^{\text{rest}} = \frac{\mu}{4} \left\{ (J_e, \mathcal{K}_3 J_e) + \frac{1}{\eta^2} (J_m, \mathcal{K}_3 J_m) + (J_e, \mathcal{K}_4 J_m) \right\},$$

(35)

where \( (a, b) = \int_V a^* \cdot b \, dV \) is the dual pairing. The sum of the above far-field subtracted stored electrical energy constituents are identical with the definition of the far-field subtracted stored electrical energy (6). The constituents of this sum are not unique. We could for example let \( W_e^{(3)} \) be embedded as a perturbation term into the \( W_e^{(1)} \) term or alternatively into the \( W_e^{\text{rest}} \) term. However, there are some points that become easy in using the representation (32). Note first that for the electric only terms only \( W_e^{(0)}, W_e^{(2)} \) and a part of \( W_e^{\text{rest}} \) contributes. We will also see that all the \( W_e^{(n)} \) terms also appear in \( W_{m,F} \), with only a change of sign associated with \( W_e^{(3)} \).
We thus prefer this separation of the sum as given in (32). Similarly the radiated power (5) becomes easier to describe if we define the operators $K_1$ and $K_2$ separately.

The far-field subtracted stored electrical energy associated operators are given by:

\[
\langle J, L_e J \rangle = -\frac{1}{jk} \int_V \int_V (\nabla_1 \cdot J(r_1)) (\nabla_2 \cdot J^*(r_2)) G(r_1 - r_2) \, dV_1 \, dV_2, \tag{36}
\]

\[
\langle J, L_m J \rangle = jk \int_V \int_V J(r_1) \cdot J^*(r_2) G(r_1 - r_2) \, dV_1 \, dV_2, \tag{37}
\]

\[
\langle J, L_{em} J \rangle = -\frac{k^2 \int_V \int_V \left( k^2 J_1 \cdot J^*_2 - (\nabla_1 \cdot J_1)(\nabla_2 \cdot J^*_2) \right) \frac{\sin(kR_{12})}{8\pi} \, dV_1 \, dV_2, \tag{38}
\]

\[
\langle J, K_1 J_m \rangle = \frac{k^2}{4\pi} \int_V \int_V J_e(r_1)^* \cdot \hat{R}_{12} \times J_m(r_2) J_1(kR_{12}) \, dV_1 \, dV_2, \tag{39}
\]

\[
\langle J, K_2 J_m \rangle = \frac{k^2}{4\pi} \int_V \int_V J_e(r_1)^* \cdot \hat{R}_{12} \times J_m(r_2) \cos(kR_{12}) \, dV_1 \, dV_2, \tag{40}
\]

\[
\langle J, K_3 J \rangle = -\int_V \text{Im} \left\{ k^2 J_1 \cdot J^*_2 - (\nabla_1 \cdot J_1)(\nabla_2 \cdot J^*_2) \right\} \frac{r_1^2 - r_2^2}{8\pi R_{12}} J_1(kR_{12}) \, dV_1 \, dV_2, \tag{41}
\]

\[
\langle J, K_4 J_m \rangle = \frac{k}{\eta} \int V \text{Re} \left\{ J_{m,2}^* \times J_{e,1} \right\} \cdot \left( \frac{r_2 + r_1}{4\pi R_{12}} J_1(kR_{12}) + k \hat{R}_{12} \frac{r_1^2 - r_2^2}{4\pi R_{12}} j_2(kR_{12}) \right) \, dV_1 \, dV_2. \tag{42}
\]

Recall that we use the notation of indices 1, 2 on the current densities to indicate a spatial dependence with respect to $r_1, r_2$, viz.: $J_2 = J(r_2)$, for some position vector $r_2$. Here $\hat{R}_{12} = R_{12}/R_{12}$.

Note that the operators $L_e$ and $L_m$ are the EIFE operators, which simplifies the implementation of them. An alternative way to think about $K_1$ as an element of the magnetic field integral equation kernel, since its integrand is proportional to $-2j J_{m,2} \cdot \nabla_1 \text{Im} G \times J_{e,1}^*$, a similar approach also works to represent $K_2$. Another feature of the above expressions are that each of the operators $L_{em}, K_1, K_2, K_3, \text{and } K_4$ are non-singular which simplifies their numerical implementation.

We now return to the questions of what type of domain $V$ that can be allowed. First, observe that both volume and surface domains are acceptable by utilizing $J \, dV$ or $J_s \, dS$ in (36)–(42). The choice of domain is hence coupled with the considered space of current densities. An implicit definition of the allowed functions $J_e, J_m$ and domain $V$ that are acceptable is that (36)–(42) should be well defined and the space of functions should be rich enough that it is complete. The latter requirement is used implicitly in the optimization process in Sec. 8 below to work. For similar considerations for charge densities see e.g., [57].

### 3.3 Source representation for the far-field subtracted stored magnetic energy and the definition of stored energies

To derive the corresponding magnetic far-field subtracted energy we can proceed on a few different equivalent approaches: the first is to repeat the above procedure, but now for the $H$-field. A second alternative is to use the duality invariance of Maxwell’s equations with respect to a change of current densities and a third alternative is to use Poynting’s theorem (3) to determine the magnetic far-field subtracted energy.

The duality transform of the sources $(\eta J_e, J_m) \to (-J_m, \eta J_e)$ gives the far-field subtracted stored magnetic energy as:

\[
W_{m,F} = W^{(0)}_m + W^{(1)}_{em} + W^{(2)}_{em} - W^{(3)}_{em} + W_{\text{rest}}, \tag{43}
\]

Let here $W_{m,e}$ be the core part of the far-field subtracted stored magnetic energy i.e., $W_{m,e} = W^{(0)}_m + W^{(1)}_{em} + W^{(2)}_{em} - W^{(3)}_{em}$. The first term under the duality transform becomes:

\[
W^{(0)}_m = \frac{\mu}{4k} \text{Im} \left\{ \langle J_e, L_m J_e \rangle + \frac{1}{\eta^2} \langle J_m, L_e J_m \rangle \right\}. \tag{44}
\]
That $W_{em}^{(2)}$ remains unchanged is clear. To see that $W_{em}^{(3)}$ changes sign, insert the dual sources $(-J_m/\eta, J_e)$ into $W_{em}^{(3)}$ and note that

$$[W_{em}^{(3)}]_{\text{dual}} = - \left( \frac{-\mu}{4\eta k} \right) \text{Re}\langle J_m, \mathcal{K}_1 J_e \rangle = \frac{\mu}{4k\eta} \text{Re}\langle J_e, \mathcal{K}_1 J_m \rangle = -W_{em}^{(3)}. \quad (45)$$

We thus return to the original $W_{em}^{(3)}$ expression, but with a change of sign. The terms $W_{em}^{(1)}$ remain unchanged under the duality procedure since $-\text{Im}\langle J_m, \mathcal{K}_1 J_e \rangle = \text{Im}\langle J_e, \mathcal{K}_1 J_m \rangle$. Similarly, $W_{em}^{\text{rest}}$ is unchanged.

The approach using Poynting’s theorem utilize the complex power $P_C$ as defined in (4). We find that

$$W_{m,F} - W_{e,F} = \frac{1}{4} \int_{\mathbb{R}^3} \mu |\mathbf{H}|^2 - \varepsilon |\mathbf{E}|^2 \, dV = \text{Re} \left\{ \frac{1}{2\omega} P_C \right\}. \quad (46)$$

The explicit current-density expression representation for $P_C$, which is given in (51) in the next section simplify (46) to once again yield the result in (43).

Given $W_{e,F}$ and $W_{m,F}$ we are now in the position to define the stored energies $W_e$ and $W_m$ as the non-negative and coordinate independent core part of $W_{e,F}$ and $W_{m,F}$:

$$W_e = \max(W_{e,F}, 0), \quad \text{and} \quad W_m = \max(W_{m,F}, 0). \quad (47)$$

Note that there is also an alternative choice of energy definition: to choose the non-negative and coordinate independent part of $W_{e,F}$ and $W_{m,F}$, we will see the difference between these two concepts becomes important later on. The reason that we do not define $W_e$ as the coordinate independent part of $W_{e,F}$ (and similarly for $W_m$) is that $W_{em}^{\text{rest}}$ in general contains both a coordinate independent and a coordinate dependent part. Separation of them is non-trivial to implement in convex optimization approaches to determine lower bounds on the Q factor. Thus, one attractive property of $W_e$ and $W_m$ is that they are straight forward to add to a convex optimization process, as illustrated in Sec. 8. The definitions in (47) still suffers from shortcomings, mainly the requirement of a maximum to ensure that the stored energies are positive. However as the structure grows larger both $W_e$ and $W_m$ can become zero. This phenomena is the remainder of that we have subtracted the far field over the entire space, cf. (6), including in regions where the field is small or zero. For structures of $ka \sim 0.8$ we find that the positive part of $W_{e,F}$ and $W_{m,F}$ are excellent in estimating the stored energies as compared to the coordinate independent part of $W_{e,F}, W_{m,F}$. Below we use $Q$ to indicate that we have used $W_e$ and $W_m$, and $Q_F$ when we use $W_{e,F}$ and $W_{m,F}$.

## 4 Radiation intensity and radiated power in terms of sources

To derive the explicit source representation of the radiated power $P_{rad}$, we utilize its relation to the complex power $P_C$ (5) and (4). By a substitution of the fields as given by (10) into (4) we find the complex power in terms of sources and potentials as:

$$P_C = -\frac{1}{2} \int_{\mathbb{R}^3} \mathbf{E} \cdot \mathbf{J}_e^* + \mathbf{H}^* \cdot \mathbf{J}_m \, dV$$

$$= -\frac{1}{2} \int_{\mathbb{R}^3} j\omega (\phi \rho_e^* - \mathbf{A} \cdot \mathbf{J}_e^* - \psi^* \rho_m + \mathbf{N}^* \cdot \mathbf{J}_m) - \frac{1}{\varepsilon} \mathbf{J}_e^* \cdot \nabla \times \mathbf{N} + \frac{1}{\mu} \mathbf{J}_m \cdot \nabla \times \mathbf{A}^* \, dV. \quad (48)$$

Here we have used the identity $\nabla \cdot (\phi \mathbf{J}_e) = \phi \nabla \cdot \mathbf{J}_e + \mathbf{J}_e \cdot \nabla \phi$, and the continuity equations for $\mathbf{J}_e$ and $\mathbf{J}_m$. The divergence term $\nabla \cdot (\phi \mathbf{J}_e)$ vanish due to the bounded support of the source term $\mathbf{J}_e$. Replacing all potentials in (48) with their corresponding Green’s function representation (11)–(12) yields:

$$P_C = \frac{1}{2} \int_{V} \int_{V} \frac{j \eta}{k} \left( k^2 G_{12} \mathbf{J}_{e,1} \cdot \mathbf{J}_{e,2}^* - G_{12}(\nabla_1 \cdot \mathbf{J}_{e,1}) \nabla_2 \cdot \mathbf{J}_{e,2}^* + \frac{1}{\eta^2} G_{12}(\nabla_1 \cdot \mathbf{J}_{e,1}) \nabla_2 \cdot \mathbf{J}_{m,2} - \frac{k^2}{\eta^2} G_{12} \mathbf{J}_{e,1} \cdot \mathbf{J}_{m,2} \right)$$

$$- (\mathbf{J}_{m,1} \times \nabla_2 G_{12}) \cdot \mathbf{J}_{e,2}^* + (\mathbf{J}_{e,1} \times \nabla_2 G_{12}) \cdot \mathbf{J}_{m,2} \, dV_1 \, dV_2. \quad (49)$$
The last two terms are simplified by using permutation rules for expressions of the form \( a \cdot (b \times c) \) together with a change of variables \( r_1 \leftrightarrow r_2 \) in the integrand to become:

\[-(\nabla_1 (G_{12} - G_{12}^*) ) \cdot \mathbf{J}_{e,1}^* \times \mathbf{J}_{m,2} = \frac{k^2}{4\pi} \mathbf{J}_{e,1}^* \cdot \hat{\mathbf{R}}_{12} \times \mathbf{J}_{m,2} J_1(kR_{12}),\]

(50)

where \( J_n \) is the spherical Bessel function of order \( n \). Closer inspection shows that (49) have large similarities with the electric field integral equation (EFIE). Recall that the EFIE can be expressed in terms of an operator \( \mathcal{L} = \mathcal{L}_m - \mathcal{L}_e \) [58], see (36) and (37). Thus similarly to the EFIE we propose to use these operators to express the integral \( P_C \) as

\[ P_C = \frac{\eta}{2} \langle \mathbf{J}_e, \mathcal{L} \mathbf{J}_e \rangle + \frac{1}{2\eta} \langle \mathcal{L} \mathbf{J}_m, \mathbf{J}_m \rangle + j \langle \mathbf{J}_e, \mathcal{K}_1 \mathbf{J}_m \rangle.\]

(51)

The operator \( \mathcal{K}_1 \) is defined in (39).

From the expression (51) of the complex power \( P_C \), we obtain the radiated power by \( P_{\text{rad}} = \text{Re} \, P_C \), see (5).

We have thus arrived to the source representation of the radiated power:

\[ P_{\text{rad}} = \frac{\eta}{2} \text{Re} \langle \mathbf{J}_e, \mathcal{L} \mathbf{J}_e \rangle + \frac{1}{2\eta} \text{Re} \langle \mathcal{L} \mathbf{J}_m, \mathbf{J}_m \rangle - \text{Im} \langle \mathbf{J}_e, \mathcal{K}_1 \mathbf{J}_m \rangle.\]

(53)

The above expression for \( P_{\text{rad}} \) is the desired source term formulation for the radiated power. The first terms containing \( \mathbf{J}_e \) is identical to the expression given in [9, 17]. The second two terms containing \( \mathbf{J}_m \) are the magnetic dual version of the electric sources. The last integral is a cross term between the electric and magnetic current densities.

The radiation intensity, \( P(\hat{\mathbf{r}}) \), for electric and magnetic sources in the direction \( \hat{\mathbf{r}} \) is given from Poynting’s vector as

\[ P(\hat{\mathbf{r}}) = \lim_{r \to \infty} \frac{1}{2} \mathbf{r} \cdot \mathbf{r} \cdot \text{Re} \{ \mathbf{E} \times \mathbf{H}^* \} = \lim_{r \to \infty} \frac{\eta r^2}{2} |\mathbf{H}|^2 = \lim_{r \to \infty} \frac{\eta r^2}{2} \left| -\nabla \psi - j\omega \mathbf{N} + \frac{1}{\mu} \nabla \times \mathbf{A} \right|^2.\]

(54)

Utilizing the far-field expansion of the Green’s solution \( G(\mathbf{r}, \mathbf{r}_1) \to \frac{1}{4\pi r} e^{-jk r + jk r_1} \) as \( r \to \infty \) together with the transform of the continuity equation \( \int_V e^{jk \mathbf{r} \cdot \mathbf{r}_1} \rho_m(\mathbf{r}_1) \, dV = \sqrt{\varepsilon \mu} \int_V e^{jk \mathbf{r} \cdot \mathbf{r}_1} \mathbf{J}_m(\mathbf{r}_1) \, dV \) we find that

\[ P(\hat{\mathbf{r}}) = \frac{\eta k^2}{32\pi^2} \left( \int_V e^{jk \mathbf{r} \cdot \mathbf{r}_1} \left( \frac{1}{\eta} \hat{\mathbf{r}} \times (\hat{\mathbf{r}} \times \mathbf{J}_m(\mathbf{r}_1)) - \hat{\mathbf{r}} \times \mathbf{J}_e(\mathbf{r}_1) \right) \, dV \right)^2 \]

\[ = \frac{\eta k^2}{32\pi^2} \left( \left| \langle \hat{\mathbf{r}}^* \cdot \mathbf{J}_e(\mathbf{r}_1) + \frac{1}{\eta} \hat{\mathbf{r}} \times \hat{\mathbf{r}}^* \cdot \mathbf{J}_m(\mathbf{r}_1) \rangle \rangle + \langle \hat{\mathbf{r}} \times \hat{\mathbf{r}}^* \cdot \mathbf{J}_m(\mathbf{r}_1) \rangle \rangle e^{jk \mathbf{r} \cdot \mathbf{r}_1} \, dV \right|^2 \]

\[ = P(\hat{\mathbf{r}}, \hat{\mathbf{e}}) + P(\hat{\mathbf{r}}, \hat{\mathbf{h}}).\]

(55)

In the last step we used that \( \hat{\mathbf{r}}, \hat{\mathbf{e}}^*, \hat{\mathbf{h}}^* \) is an orthogonal triplet with \( \hat{\mathbf{r}} \times \hat{\mathbf{e}}^* = \hat{\mathbf{h}}^* \). We recognize the radiation intensity \( P(\hat{\mathbf{r}}, \hat{\mathbf{e}}) \) for a given polarization \( \hat{\mathbf{e}} \). For electric only sources compare with e.g., [19].

We can hence write the partial gain of an antenna in terms of the sources as:

\[ G(\hat{\mathbf{r}}, \hat{\mathbf{e}}) = 4\pi \frac{P(\hat{\mathbf{r}}, \hat{\mathbf{e}})}{P_{\text{rad}}} = \frac{\eta k^2}{4\pi} \left| \int_V \left( \hat{\mathbf{e}}^* \cdot \mathbf{J}_e(\mathbf{r}_1) + \frac{1}{\eta} \hat{\mathbf{r}} \times \hat{\mathbf{r}}^* \cdot \mathbf{J}_m(\mathbf{r}_1) \right) e^{jk \mathbf{r} \cdot \mathbf{r}_1} \, dV \right|^2,\]

(56)
5 Asymptotic behavior when the support is electrically small

We have above assumed that the support of the electric and magnetic sources is a bounded region. To derive the expressions for the stored energies there has been no need to make assumptions on having an electrically small region. In this section, we briefly discuss the limit of electrically small regions, i.e., \( ka \to 0 \), where \( a \) is the radius of an enclosing sphere, see Fig. 1. A thorough discussion the electrically small case can be found in [10]. We assume, only in this section, that both the electric and magnetic current densities have the asymptotic expansion \( \mathbf{J} = \mathbf{J}^{(0)} + k \mathbf{J}^{(1)} \) as \( k \to 0 \), where \( \nabla \cdot \mathbf{J}^{(0)} = 0 \). Then we note that the terms denoted \( W_{\text{em}}^{(n)} \) in the far-field subtracted stored energy terms \( W_{\text{e,F}} \) and \( W_{\text{m,F}} \) have an asymptotic behavior such that \( W_{\text{em}}^{(n)} \) is bounded by a constant times \( (ka)^n \), for \( n = 1, 2, 3 \) as \( ka \to 0 \). Similarly we have that both \( W_{\text{e}}^{(0)} \) and \( W_{\text{m}}^{(0)} \) are bounded by a constant as \( ka \to 0 \). The coordinate dependent term \( W_{\text{em}}^{\text{rest}} \) is bounded by a constant times \( (ka)^3 \) as \( ka \to 0 \).

Thus to express the antenna \( Q \) for an electrical dipole radiator with polarization in the \( \hat{e} \) direction we use that

\[
Q_{\text{e,0}} = \min_{J^{(1)}_e} \frac{2\omega W_{\text{e},0}}{P_{\text{rad}}} = \frac{6\pi}{k^3 \mathbf{\hat{e}} \cdot \gamma_e \cdot \mathbf{\hat{e}}}, \quad Q_{\text{m,0}} = \min_{J^{(0)}_m} \frac{2\omega W_{\text{e},0}}{P_{\text{rad}}} = \frac{6\pi}{k^3 \mathbf{\hat{e}} \cdot \gamma_m \cdot \mathbf{\hat{e}}},
\]

Equivalently we could have obtained \( Q_{\text{m,0}} \) by optimizing \( 2\omega W_{\text{m},0}/P_{\text{rad}} \) over \( J^{(0)}_m \) since they are dual symmetric. The minimizations comes with the constraints that \( \mathbf{n} \cdot J^{(1)}_e = 0 \) and \( \mathbf{n} \cdot J^{(0)}_m = 0 \) over the surface and that \( \nabla \cdot J^{(0)}_m = 0 \), see [10] for a discussion. Here \( \mathbf{n} \) is the normal to the surface at a given point. Here \( \gamma_e \) and \( \gamma_m \) are the static electric and magnetic polarizabilities respectively see e.g., [60, 61] for their properties. It was shown in [10] that the above minimization problem are the same as the general minimization problems in the limit \( ka \to 0 \) with the assumption that the structure radiates as an electric dipole.

In contrast to the different growth rates of the terms in the stored energy we have that all terms in \( P_{\text{rad}} \) as given by (53) are bounded by a constant times \( (ka)^4 \) as \( ka \to 0 \). It is perhaps somewhat surprising that all terms in \( P_{\text{rad}} \) are of the same order, but that the cross-term in \( W_{\text{e,F}} \) and \( W_{\text{m,F}} \) are of lower order, in view of the relation (46) and \( P_{\text{rad}} = \Re P_C \). The cause to this difference can be found in that the real and imaginary part of \( P_C \) have different size as \( ka \to 0 \). Similar behavior are common, consider e.g., the small \( ka \) behavior of the real and imaginary part of \( e^{-jka}/(ka) \). Further discussion of both electrically small supports of antennas and their current structures can be found in [10, 12, 59].

6 Coordinate dependence of the far-field subtracted stored energies

The far-field subtracted stored energies defined in (32) and (43) suffer from a weak coordinate dependence similar to earlier approaches to define stored energies, see e.g., [3, 9, 27, 55], as a difference to \( W_e \) and \( W_m \) that are coordinate independent. To explicitly determine the dependence of \( W_{\text{e,F}} \) we shift the coordinate origin a distance \( d \) and find that the change of the far-field subtracted stored electrical energy \( \delta W_{\text{e,F}} = (W_{\text{e,F}})_d - (W_{\text{e,F}})_0 \) is

\[
\delta W_{\text{e,F}} = \frac{\mu}{4} \left( (\mathbf{J}_e, \delta \mathbf{K}_3 \mathbf{J}_e) + \frac{1}{\eta^2} (\mathbf{J}_m, \delta \mathbf{K}_3 \mathbf{J}_m) + (\mathbf{J}_e, \delta \mathbf{K}_3 \mathbf{J}_m) \right).
\]

The change in \( K_3 \) is given by

\[
\langle \mathbf{J}, \delta \mathbf{K}_3 \mathbf{J} \rangle = -2d \cdot \text{Im} \int_V \int_V \left( k^2 \mathbf{J}_1 \cdot \mathbf{J}_2 \cdot (\nabla_1 \cdot \mathbf{J}_1)(\nabla_2 \cdot \mathbf{J}_2) \right) \frac{R_{12}}{8 \pi} J_1(kR_{12}) dV_1 dV_2 d\Omega.
\]
Utilizing the integral identity (89) we find that

\[
\langle \mathbf{J}, \delta \mathbf{K}_3 \mathbf{J} \rangle = \frac{-1}{16\pi^2} \text{Re} \int_V \int (k^2 \mathbf{J}_1 \cdot \mathbf{J}_2^* - (\nabla_1 \cdot \mathbf{J}_1)(\nabla_2 \cdot \mathbf{J}_2^*)) \int \mathbf{r} \cdot d\mathbf{e}^{i(k \mathbf{r} - r_2)} d\Omega dV_1 dV_2
\]

\[
= \frac{-1}{16\pi^2} \text{Re} \int _\Omega d \cdot \hat{r} \left(k^2 \int e^{i(k \mathbf{r} \cdot \mathbf{J}_1)} dV_1 \right)^2 - \left| \int e^{i(k \mathbf{r} \cdot \mathbf{J}_1)} dV_1 \right|^2 d\Omega. (61)
\]

The definition of the far-fields amplitudes (13)-(14) gives us that

\[
\frac{B}{4} \left( \langle \mathbf{J}_e, \delta \mathbf{K}_3 \mathbf{J}_e \rangle + \langle \mathbf{J}_m, \delta \mathbf{K}_3 \mathbf{J}_m \rangle \right) = \frac{-\varepsilon}{4} \int d \cdot \hat{r} \left(\omega^2 |\mathbf{F}_A|^2 - k^2 |\mathbf{F}_\epsilon|^2 + \frac{k^2}{\varepsilon^2} |\mathbf{F}_N|^2 - k^2 \eta^2 |F_\psi|^2 \right) d\Omega. (62)
\]

Similarly we have from \( \delta \mathbf{K}_4 \) that

\[
\langle \mathbf{J}_e, \delta \mathbf{K}_4 \mathbf{J}_m \rangle = \frac{k^2}{4\pi \varepsilon \mu} \int_V \int \text{Re} \{ \mathbf{J}_m^* \times \mathbf{J}_e \} \cdot \left(\frac{2d}{kR_{12}} \mathbf{J}_1(kR_{12}) + \mathbf{R}_{12}(2d \cdot \mathbf{R}_{12}) \mathbf{J}_2(kR_{12}) \right) dV_1 dV_2. (63)
\]

Upon utilizing the integral identity (90) we find that

\[
\langle \mathbf{J}_e, \delta \mathbf{K}_4 \mathbf{J}_m \rangle = \frac{k^2}{4\pi \varepsilon \mu} \int \int \hat{r} \text{Re} \{ \mathbf{F}_A \cdot \hat{r} \times \mathbf{F}_N^* \} d\Omega. (64)
\]

Collecting terms and comparing with (16) we find that

\[
\delta W_{e,F} = \frac{-\varepsilon}{4} \int d \cdot \hat{r} |\mathbf{F}_\epsilon|^2 d\Omega. (65)
\]

Thus the shift of coordinates from \( r \mapsto r + d \) gives the same change of the far-field subtracted stored energies as given in [9] derived for electric only currents. The expression also have the same character as the coordinate dependence derived in [3].

We use the stored energies \( W_e \) (32) and \( W_m \) (43) inserted in the definition of the Q factor (7) to determine a lower bound for the sphere, that radiates as an electric dipole. This is compared with the lower bound on the Q factor by Chu [5]:

\[
Q_{\text{Chu}} = \frac{1}{(ka)^3} + \frac{1}{ka}. (66)
\]

The electric and magnetic surface current densities \( \mathbf{J}_{e,s} = J \sin \theta \cdot \hat{r} \) and \( \mathbf{J}_{m,s} = K \sin \theta \hat{\phi} \) correspond to electric dipole radiation associated with a dipole in the \( \hat{z} \)-direction. Dipole-radiation is the lowest radiating mode(s) on a sphere. Here \( \varphi \) is the azimuth angle and \( \theta \) is the angle from the \( z \)-axis, and \( \hat{\theta} \) and \( \hat{\varphi} \) are the standard spherical unit-vectors in the directions of \( \theta \) and \( \varphi \) respectively. To find the far-field subtracted stored energies we calculate analytically each of the integrals given in (36)-(42) for these current densities. We also calculate \( P_{\text{rad}} \) explicitly.

For pure magnetic current densities that radiate as an electrical dipole we find the lowest antenna Q depicted in Fig. 2 and marked with \( \mathbf{J}_m \). Similarly for purely electric current densities that radiate as an electrical dipole, we find the lower bound as marked with \( \mathbf{J}_e \) in Fig. 2. To study the case with both electric and magnetic current densities, we need to determine the ratio between the electric and magnetic current densities. It is here optimized for each value of \( ka \) to find the lowest antenna Q for currents that radiate as an electrical dipole. The result is given as the graph marked with \( \mathbf{J}_e \) and \( \mathbf{J}_m \). To determine these antenna Q’s we need to optimize the relation between \( J \) and \( K \) to find the lowest possible \( Q \). We calculate the antenna Q with and without the \( W_{\text{em, rest}} \) term as marked with \( Q_F \) and \( Q \) in Fig. 2, respectively. With the rest term, the field inside the sphere becomes zero as for the case by Chu [5]. Without the rest term, there is a small non-zero field inside the sphere for the optimal \( Q \)-value. We note that the rest-term contributes to lower the stored energies for the combined current density case. The rest-term is thus essential to obtain the Chu-limit, this difference appears first at \( ka \sim 0.8 \), where \( Q \) is rather small. Observe also that \( Q \) for electric, magnetic, and combined sources, scales differently as a function of \( ka \) in Fig. 2. It is clear that \( Q(J_e)k^3a^3 \) is much flatter than the two other cases. A similar type of scaling is observed also in the numerical examples in Sec. 9. This is also interesting when we compare with the leading order bounds of \( Q \) that are expressed in the polarizabilities corresponding to \( \{1, 1.5, 3\}(ka)^{-3} \) for the sphere, see (57)-(58) and [10].
Figure 2: The figure depicts lower bound on antenna $Q$ for a sphere with the condition that the field radiates as an electric dipole. The three cases marked with $Q(J_m)$, $Q(J_e)$ and $Q$ correspond to only $J_m$-sources, only $J_e$-source, and both electric and magnetic sources on the surface respectively. In the figure, we have also included Chu’s result marked with $Q_{Chu}$, see (66) and $Q_{Chu}$ subtracted with $ka$ to account for the removal of the far-field within the sphere given in (6). The curve marked with $Q_F$ corresponds to the far-field subtracted stored energies (6) and it cannot be distinguished from $Q_{Chu} - ka$. The energies $W_e$ and $W_m$, see (47), give rise to the curve marked with $Q$. Observe that $Q$ and $Q_F$ deviate above $ka \sim 0.8$.

7 Matrix formulation of energies and radiated power

To simplify the numerical implementation of the quantities $W_e$, $W_m$ and $P_{rad}$, we consider them as quadratic forms of $6 \times 6$-matrices of operators. Introduce the notation $\mathbf{J} = (J_e, \eta^{-1} J_m)$ and the corresponding dual pairing $\langle \mathbf{J}, \mathbf{Z} \mathbf{J} \rangle = \int_V \mathbf{J}^H(r_1)(\mathbf{Z} \mathbf{J})(r_1) \mathrm{d}V_1$, where some $6 \times 6$ matrix $\mathbf{Z}$ of operators act upon function elements $\mathbf{J}$. Here $^H$ denote the transpose and complex conjugate. Expansion of the real and imaginary parts in the cross terms yield the off-diagonal terms. We note that for a coordinate independent term, here represented by an operator $\mathcal{B}$ with an even kernel, $b(r) = b(-r)$, we have

$$2j \Im \langle \mathbf{J}, \mathbf{B} \mathbf{J} \rangle = \int_V \int_V \mathbf{J}_1 \cdot \mathbf{J}_2^* (b(r_1 - r_2) - b(r_2 - r_1)^*) \mathrm{d}V_1 \mathrm{d}V_2$$

$$= \int_V \int_V \mathbf{J}_1 \cdot \mathbf{J}_2^* 2j \Im \{b(r_1 - r_2)\} \mathrm{d}V_1 \mathrm{d}V_2 = 2j \langle \mathbf{J}, \Im \{\mathcal{B}\} \mathbf{J} \rangle.$$

(67)

For odd kernels $b(r) = -b(-r)$, we get $2 \Re \{\mathcal{B}\}$ and find

$$W_e = \max(\langle \mathcal{J}, \mathcal{X}_e \mathcal{J} \rangle, 0), \quad \mathcal{X}_e = \frac{\eta}{4\omega} \left( \begin{array}{cc} \Im \{\mathcal{L}_e + \mathcal{L}_{em}\} & -\frac{1}{2j} \mathcal{K}_2 - \frac{1}{2} \mathcal{K}_1 \\ \frac{1}{2j} \mathcal{K}_2 - \frac{1}{2} \mathcal{K}_1 & \Im \{\mathcal{L}_m + \mathcal{L}_{em}\} \end{array} \right).$$

(68)
and
\[ W_m = \max(\langle \mathcal{J}, \mathcal{X}_m \mathcal{J} \rangle, 0), \quad \mathcal{X}_m = \eta 4\omega \begin{pmatrix} \text{Im}\{\mathcal{L}_m + \mathcal{L}_\text{em}\} & -\frac{1}{2}jK_2 + \frac{1}{2}jK_1 \\ \frac{1}{2}jK_2 + \frac{1}{2}jK_1 & \text{Im}\{\mathcal{L}_e + \mathcal{L}_\text{em}\} \end{pmatrix} \] (69)

together with
\[ P_{\text{rad}} = \langle \mathcal{S}, \mathcal{R} \mathcal{J} \rangle, \quad \mathcal{R} = \eta 4\omega \begin{pmatrix} \text{Re}\{\mathcal{L}_m - \mathcal{L}_e\} & jK_1 \\ -jK_1 & \text{Re}\{\mathcal{L}_e - \mathcal{L}_m\} \end{pmatrix}. \] (70)

The duality transformation \((\eta J_e, J_m) \mapsto (-J'_m, J'_e, \eta)\) gives that \(W_e \leftrightarrow W_m\), and \(P_{\text{rad}} \leftrightarrow P_{\text{rad}}\), as is expected from the invariance of Maxwell’s equations under duality transforms.

We note that the leading order stored energies consist of the EFIE and MFIE-operators, and hence comes as a small extra cost given the MoM matrices. To calculate all parts of the stored energies as well as the radiated power one needs to calculate three additional matrices corresponding to the operators \(\mathcal{L}_\text{em}, K_1,\) and \(K_2\), these extra matrices are non-singular, and easy to implement.

8 Convex optimization problems

Given a particular volume or shape, we formulate the optimization problem for \(Q\) and \(G/Q\) in terms of the current densities. Maximization of \(G/Q\) is
\[ \frac{G}{Q} = \sup_{J_e, J_m} \frac{2\pi P(\hat{r}, \hat{e})}{\omega \max(W_e, W_m)}, \] (71)
where the current densities that the optimization is over are the controlled currents, i.e., the sources that can be controlled. It is shown through a series of examples in [19, 20, 22, 62] that these controlled currents can be used to model the performance of antennas. Note that the function space for the current densities is the space for which the optimized quantity is well defined.

Consider a region \(V\) with the electric \(J_e = J_e(r)\) and magnetic \(J_e = J_e(r)\) current densities. The current densities are expanded in local basis functions \(\psi_n\) as
\[ J_e(r) \approx \sum_{n=1}^{N} I_{e,n} \psi_n(r) \quad \text{and} \quad J_m(r) \approx \frac{1}{\eta} \sum_{n=1}^{N} I_{m,n} \psi_n(r). \] (72)

We introduce the \(N \times 1\) current matrices \(I_e\) and \(I_m\) with the elements \(I_{e,n}\) and \(I_{m,n}\), respectively, to simplify the notation. The electric and magnetic currents are also collected in the \(2N \times 1\) current matrix \(I\) containing \(I_{e,n}\) in rows 1 to \(N\) and \(I_{m,n}\) in rows \(N + 1\) to \(2N\). Insertion of the expansions (72) in (68) and (69) gives the approximation
\[ W_e \approx \frac{1}{4\omega} \begin{pmatrix} I_e^H \end{pmatrix} \begin{pmatrix} X_{ee} + X_{\text{em}} & -\frac{1}{2}jK_2 - \frac{1}{2}jK_1 \\ \frac{1}{2}jK_2 - \frac{1}{2}jK_1 & X_{\text{mm}} + X_{\text{em}} \end{pmatrix} \begin{pmatrix} I_e \end{pmatrix} = \frac{1}{4\omega} I^H X_e I \] (73)
for the stored electric energy and
\[ W_m \approx \frac{1}{4\omega} \begin{pmatrix} I_m^H \end{pmatrix} \begin{pmatrix} X_{\text{mm}} + X_{\text{em}} & -\frac{1}{2}jK_2 + \frac{1}{2}jK_1 \\ \frac{1}{2}jK_2 + \frac{1}{2}jK_1 & X_{ee} + X_{\text{em}} \end{pmatrix} \begin{pmatrix} I_m \end{pmatrix} = \frac{1}{4\omega} I^H X_m I \] (74)
for the stored magnetic energy, where the reactance matrices \(X_{ee}, X_{\text{em}}, X_{\text{me}}, X_{\text{mm}}, K_1,\) and \(K_2\) are introduced and the superscript \(^H\) denotes the Hermitian transpose. Note here that we have included \(\eta\) into our definition of the matrices \(X_e, X_m\) etc as compared with the operator expressions given in (68) and (69). The corresponding approximation of the radiated power (70) and far field are
\[ P_{\text{rad}} \approx \frac{1}{2} I^H R I \quad \text{and} \quad \hat{e}^* \cdot F_E(\hat{r}) \approx FI, \] (75)
respectively. Maximization of the quotient between the partial gain and Q-factor (71) is approximated as

$$\frac{G}{Q} \approx \max_I \frac{4\pi |\mathbf{F}_{\mathbf{I}}|^2}{\eta \max\{\mathbf{I}^H \mathbf{X}_e \mathbf{I}, \mathbf{I}^H \mathbf{X}_m \mathbf{I}\}}.$$  (76)

In this paper, we assume that the expansion (72) is sufficiently accurate to replace the approximate equal to in (76) with equalities. The matrix formulation (76) is formally equivalent with the case having purely electric currents in [19, 20, 24]. The maximization problem (76) is transformed to the convex optimization problem

$$\begin{align*}
\text{minimize} & \quad \max\{\mathbf{I}^H \mathbf{X}_e \mathbf{I}, \mathbf{I}^H \mathbf{X}_m \mathbf{I}\} \\
\text{subject to} & \quad \mathbf{F}_{\mathbf{I}} = 1.
\end{align*}$$  (77)

Here, we have assumed that the matrices $\mathbf{X}_e$ and $\mathbf{X}_m$ are positive semidefinite, i.e., $\mathbf{X}_e, \mathbf{X}_m \succeq 0$, that follows from the definitions in (47) by replacing negative eigenvalues of $\mathbf{X}_e$ and $\mathbf{X}_m$ with zeros, see [20, 24]. The convex optimization can be solved using standard software such as CVX [63] or Newton’s method [24].

Minimization of the Q-factor (71) is not convex and it has so far not been reformulated as a convex optimization problem. Particular cases such as the limit $ka \to 0$ [10] can be solved and relaxation can be used for some other cases [24]. Moreover, we are often interested in the minimum Q-factor for a specific radiated field such as linear or circular polarized cases, cf. the classical Chu bound (66) for a dipole with the mixed mode case [5, 28]. Here, we consider the case with minimization of the Q-factor, where the radiated power in a desired radiated mode is considered [20, 24]. We focus on the dipole modes similar to the classical Chu bound [5]. Expand the far-field in spherical modes and let $\mathbf{M}_m \mathbf{I}$ denote the projection of the current on mode number $m$. The radiated power is expressed as

$$\mathbf{I}^H \mathbf{R} \mathbf{I} = \sum_{m=1}^{\infty} |\mathbf{M}_m \mathbf{I}|^2 \geq |\mathbf{M}_0 \mathbf{I}|^2$$  (78)

giving the convex optimization problem

$$\begin{align*}
\text{minimize} & \quad \max\{\mathbf{I}^H \mathbf{X}_e \mathbf{I}, \mathbf{I}^H \mathbf{X}_m \mathbf{I}\} \\
\text{subject to} & \quad \mathbf{M}_0 \mathbf{I} = 1.
\end{align*}$$  (79)

Here $\mathbf{M}_0$ is one or a linear combination of the projections on the dipole-modes in the set $\{\mathbf{M}_m\}_{m=1}^{\infty}$.

### 9 Numerical examples

Numerical examples illustrating the minimum Q-factor for spherical capped dipole, cylinders, spherical shells are presented in Secs. 9.1, 9.2, and 9.3, respectively. The convex optimization problem (79) is solved using CVX [63]. Alternatively, the Newton’s method can be used [24]. The problems are solved for the electrical sizes $ka = \{0, 0.1, 0.3, 0.5\}$ as depicted using the line styles {---,",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",",","
It is observed that combination of electric and magnetic currents offers the lowest Q-factor. The high Q-factors for the magnetic currents are understood from the explicit solution of the lower bound on the Q-factor in the limit $ka \to 0$ for a linear polarization $\hat{e}$ [10, 11]

$$Q_{e,0} \geq \frac{6\pi}{k^3 \hat{e} \cdot \gamma_e \cdot \hat{e}}, \quad Q_{m,0} \geq \frac{6\pi}{k^3 \hat{e} \cdot \gamma_m \cdot \hat{e}}, \quad \text{and} \quad Q_{em,0} \geq \frac{6\pi}{k^3 \hat{e} \cdot (\gamma_e + \gamma_m) \cdot \hat{e}} = \frac{1}{Q_{e,0}^{-1} + Q_{m,0}^{-1}}, \quad (80)$$

where $\gamma_e$ and $\gamma_m$ denote the electric and magnetic polarizability dyadics, respectively. The zero subscript on $Q$ indicates that we are only including the leading order term from $W_e$ and $W_m$ and the $e$-subscript indicates that only electrical currents are used, whereas the $m$-subscript shows that only magnetic currents are used. The structure radiates as a dipole. The subscript $em$ has thus both electric and magnetic currents. The bound (80) simplifies for a body of revolution antenna with vertical polarization $\hat{e} = \hat{z}$ to

$$Q_{e,0} \geq \frac{6\pi}{k^3 \gamma_{zz}}, \quad Q_{m,0} \geq \frac{12\pi}{k^3 \gamma_{xx}}, \quad \text{and} \quad Q_{em,0} \geq \frac{6\pi}{k^3 (\gamma_{zz} + \gamma_{xx}/2)}, \quad (81)$$

where $\gamma_{xx}$ and $\gamma_{zz}$ denote the high-contrast polarizability [31] in the $\hat{x}$ and $\hat{z}$ directions, respectively [10, 19]. The high-contrast polarizability is related to the induced dipole moment for the structure immersed in an electrostatic field and hence to the ability of the structure to separate charge [31, 32]. The spherical capped dipole structure has a higher polarizability in the vertical direction than in the horizontal direction due to its ability to store charge on the top and bottom spherical shells. The explicit results (81) also explains the negligible reduction of the Q-factor when using electric and magnetic currents as $\gamma_{xx} \ll \gamma_{zz}$ for small angles $\theta$. Moreover $\gamma_{xx} = \gamma_{zz}$ for $\theta = 90^\circ$, where the Q-factors approach the classical bounds by Chu [5] and Thal [7].

The decrease of the Q-factor for the case with combined electric and magnetic currents can also be explained by the reduction of the stored energy in the interior part of the structure [7]. This is often motivated by equivalent currents that can produce quiescent fields in the interior volume [65]. The spherical capped dipole is however very thin, here we consider a thickness $a/20$ of the spherical shell and $a/10$ for the diameter of the inner cylinder. It has a negligible interior region so this cannot explain the reduction of the stored energy. Instead the electric and magnetic current reduce the stored energy in a region that is closer to the convex hull of the structure, see [10] for an illustration. The corresponding Q-factors for the convex hull of the spherical capped dipole are depicted in Fig. 3. The results are similar to the case for the spherical capped dipole but the Q-factors are slightly lower. The magnetic case has the largest reduction as again is easily explained by the increase of the polarizability in the horizontal direction, i.e., for $\gamma_{xx}$.

Figure 3: Minimum Q-factors for spherical capped dipole antennas with aperture angle $\theta$ and thickness $a/20$ radiating as an electrical dipole with electric currents, magnetic currents, and combined electric and magnetic currents. The resulting Q-factors are normalized with $k^3 a^3$ for the cases $ka = \{0, 0.1, 0.3, 0.5\}$. Antenna structure and its surface convex hull in the left and right figures, respectively.
Fig. 3 also shows that the Q-factors depend on the electrical size of $ka$ the object. The $k^3a^3$ scaling dominates the dependence and is very good normalization factor for the most common case for electric dipole type antennas composed of electric currents or similarly electric materials. This is also observed from the forward scattering bounds [31, 32, 40] as $D/Q$ is proportional to $k^3a^3$ and $D \approx 1.5$. The dependence is slightly different for the cases with magnetic currents and combined electric and magnetic currents.

9.2 Cylindrical regions

Cylindrical regions with height $2a \cos \theta$ and diameter $2a \sin \theta$ are considered to illustrate the minimum Q-factor (79) for structures that radiate as a $\hat{z}$ oriented electrical dipole in Fig. 4. The open cylinder consists of the curved surface. The top and bottom circular regions are added in the closed cylinder. The resulting Q-factors are depicted in Fig. 4. The Q-factors are normalized with $(ka)^{-3}$ and $Q_{\text{Chu}} = (ka)^{-3} + (ka)^{-1}$ in the top and bottom rows, respectively.

The Q-factor is lowest for the combination of electric and magnetic current. The Q-factors have minimums around $\theta = \{30^\circ, 65^\circ, 45^\circ\}$ for the cases with electric, magnetic, and combinations of electric and magnetic currents, respectively. The lower Q-factor for electric currents for small polar angles $\theta$ is explained by the higher polarizability in the vertical than the horizontal directions for these thin elongated cylinders. The polarizability also explains the lower Q-factors for the magnetic currents for larger polar angles $\theta$ as the polarizability is higher in the horizontal directions for thick planar cylinders.

The Q-factors decrease when the top and bottom is added to the open cylinder as seen in the right column.
in Fig. 4. This decrease is understood from the added degrees of freedom for the currents and also from the increased polarizability. The differences between the open and closed cylinders also confirm that the open structures have stored energy inside their convex hull.

The dependence of the electrical size is illustrated with the $ka = \{0, 0.1, 0.3, 0.5\}$ curves in Fig. 4. The major dependence of the electric size is removed by the normalization with $(ka)^{-3}$ and $Q_{\text{Chu}} = (ka)^{-3} + (ka)^{-1}$ in the top and bottom rows, respectively. The results confirm that the case with electric currents is well described by the $(ka)^{-3}$ normalization as shown by the forward scattering bound [32]. The magnetic current case has a more complex dependence of the electrical size and is slightly better modeled with $Q_{\text{Chu}} = (ka)^{-3} + (ka)^{-1}$.

### 9.3 Open spherical shell

Open spherical shells with different opening angles, electrical sizes, and current excitations are used to illustrate minimum Q-factors. The convex optimization problem (79) to minimize the Q-factor for an antenna radiating as an $\hat{z}$-directed electric dipole is solved with either electric currents, magnetic currents, and combination of electric and magnetic currents. The resulting Q-factors normalized with $k^3 a^3$ are depicted in Fig. 5. The classical Chu [5] and Thal [7] bounds are retrieved for $\theta = 0$. Is it observed that the combination of electric and magnetic currents has the lowest $Q$. This is obvious as the two other cases are special cases with one of the currents set to zero. The Q-factors also increase with increasing opening angle $\theta$ as this corresponds to having vanishing currents on parts of the sphere. The Q-factor for the electric case $J_e$ is lower than for the $J_m$ case for small $\theta$ but increases faster and passes the magnetic case at $\theta \approx 55^\circ$. The minimum Q-factors are also compared with the resulting Q-factors from the electric and magnetic polarizabilities (80), where $Q_{m, 0}$ is normalized with $Q_{\text{Chu}}$, i.e., $\tilde{Q}_{m, 0} = Q_{m, 0}(ka)^3 Q_{\text{Chu}}$. The dashed lines corresponding to $Q_e, \tilde{Q}_{m, 0}$ and $(Q_e^{-1} + \tilde{Q}_{m, 0})^{-1}$ describes well the Q-factor obtained from the convex minimization problem (79).

### 10 Conclusion

We have derived expressions for the stored energies and radiated power for shapes that support both electric and magnetic sources. The derivation is explicit and complete, with the aim to make the derivation easy to follow and verify. The derived stored energy expressions are based on the classic far-field subtracted stored energies (6), but as a difference to these energies they are both coordinate independent and non-negative. They are represented as...
the positive part of quadratic forms using a current-density source representation. It is observed that the singular kernels for the radiated power and stored energies can be described in terms of the EFIE and MFIE kernels, and non-singular terms are of a similar type. The expressions are hence comparatively simple to implement and to test since they reduce to impedance like matrices. A detailed study of the electrically small case is given in [10].

The current-density representation of the far-field subtracted stored electric (magnetic) energy naturally consist of a core which is coordinate-independent and a rest-term with both coordinate-dependent and independent parts. The coordinate-independent core is easily identified by an inspection of the current-density representation of the far-field subtracted stored electric (magnetic) energy. With this current-density representation, we re-visit Chu’s result. The agreement between the coordinate independent part of the far-field subtracted stored energies and Chu’s result is perfect, once we account for the subtraction of the far-field inside the sphere, i.e., a difference of \(ka\) [9]. One discovery presented here, that the current-source representation makes explicit, is that the derived rest-term (35) of the stored energies contribute with a coordinate-independent contribution to the stored energies (47) used to obtain the Q factor. This is surprising since \(W_{\text{rest}}^{\text{em}}\) appears to be coordinate-dependent. However, we conclude that in general \(W_{\text{rest}}^{\text{em}}\) contains a coordinate-dependent and a non-zero coordinate-independent part, as is illustrated for the sphere in Sec. 6. The coordinate-independent part of this term contributes and can lower the bounds for the stored energies, e.g., using \(W_{\text{e,F}}, W_{\text{m,F}}\). However, if we separate different orders of \(ka\) we see that the rest term \(W_{\text{rest}}^{\text{em}}\) is a higher order correction term to the core-terms of the stored energies.

This definition of stored energies is independent of the feed of the antenna. Thus we do not need to make any assumption on the feed i.e., whether the feed is a current or a voltage source, nor any assumptions on how the feeding currents depend on frequency. The here used approach utilizes all possible currents in the antenna region to find the minimum antenna Q. Constraints on feeding can only increase the minimum antenna Q. We hence claim that the lower bounds on antenna Q derived here is a more general approach, than methods that require a particular feeding structure.

Another feature of the here presented stored energies is that they are quadratic forms. They are thus suitable for a convex optimization problems. That is, given the support region of the current densities, open or closed, we illustrate how to determine the optimal antenna Q and its associated currents such that the structure radiates as an electric dipole. Several examples of such optimization for bodies of revolution are given. We can also show that the electric, magnetic, and the combined cases scale slightly different as a function of \(ka\). Note that this type of optimization does not require or assume any a-priori requirement that the field vanish ‘inside’ any particular region. Indeed, our examples above include current-surfaces which do not have an ‘inside’. The stored energies agree with the values of antenna Q for a sphere, but are applicable to arbitrary geometries as illustrated above.
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A Kernels to far-field subtracted stored energies

The kernel \(g\) in (25)–(29) is an essential an essential part of the derivation of the far-field subtracted stored energies. In this appendix we reduce it from a volume integral to a sum of trigonometric type-functions. Towards this end recall (26):

\[
g(r_1, r_2) = \lim_{r_0 \to \infty} \int_{B_{r_0}} G_1 G_2^* - \frac{e^{ik\hat{r} \cdot (r_1 - r_2)}}{16\pi r^2} \, dV,
\]

(82)

where \(B_{r_0}\) is a ball of radius \(r_0\). Here \(G_1\) is defined by the outward propagating solution of \((\Delta + k^2)G_1 = -\delta(r - r_1)\) and similarly for \(G_2\). Differentiation with respect to \(k\) yields \((\Delta + k^2)\partial_k G_2 + 2k G_2 = 0\). We can
thus write
\[ 2kG_1G_2 = -G_1(\Delta + k^2)(\partial_k G_2^*) = - (\partial_k G_1^*) (\Delta + k^2) G_1 - \nabla \cdot \left( G_1 \nabla \partial_k G_2^* - (\partial_k G_2^*) \nabla G_1 \right), \]  
using standard vector identities for \( \nabla \cdot (\ldots) \). Starting instead with \( \partial_k G_1 \) we find similarly that
\[ 2kG_1G_2^* = (\partial_k G_1)(\Delta + k^2)G_2^* - \nabla \cdot (G_2^* \nabla \partial_k G_1 - (\partial_k G_1) \nabla G_2^*). \]  

Adding (83) and (84) results in
\[ 4kG_1G_2^* = \delta(r - r_1)\partial_k G_2^* + \delta(r - r_2)\partial_k G_1 - \nabla \cdot (\ldots). \]  
We hence have an identity for \( G_1G_2^* \) in terms of a divergence term, and a term that is easy to integrate. Note that it is also ‘symmetric’ with respect to \( r_1 \) and \( r_2 \). We integrate over \( B_{r_0} \), and recall that \( r_1 \) and \( r_2 \) are the position for the sources, e.g., they are within \( V \subset B_{r_0} \) for \( r_0 > a \). Using Gauss theorem reduce the divergence term to a surface integral. We find for \( r_0 > a \) that
\[ 4k \int_{B_{r_0}} G_1G_2^* dV = \partial_k(G_{12}^* + G_{12}) + \int_{\partial B_{r_0}} g_2(r, r_1, r_2) dS. \]  
Since we determine the integral (82) under the limit \( r_0 \to \infty \) we can without loss of generality assume that the radius of the surface \( r_0 \) is arbitrary large. To get the correct result we need only to keep terms up to order \( r_0^{-2} \) in the integrand \( g_2 \). Thus utilizing that \( r_0 = |r| = r \) is large enough we determine the leading order behavior of the Green’s function utilizing that \( r \in \partial B_{r_0} \):
\[ g_2(r, r_1, r_2) = -\hat{r} \cdot \left( G_1 \nabla \partial_k G_2^* - (\partial_k G_2^*) \nabla G_1 + G_2^* \nabla \partial_k G_1 - (\partial_k G_1) \nabla G_2^* \right) 
+ \frac{1}{16\pi^2} \hat{r} \cdot \left( \frac{\hat{R}_2 + \hat{R}_1}{R_1} + \frac{\hat{R}_1 + \hat{R}_2}{R_2} \right) - \frac{1}{16\pi^2} \hat{r} \cdot \left( \frac{\hat{R}_1 + \hat{R}_2}{R_1} + \frac{\hat{R}_2 \cdot \hat{R}_1}{R_2} \right) e^{-jk(|r - r_1| - |r - r_2|)} + \frac{2k^2}{r^2}(r_1^2 - r_2^2 - (\hat{r} \cdot r_1)^2 + (\hat{r} \cdot r_2)^2) + O\left( \frac{1}{r^3} \right) e^{jk\hat{r} \cdot (r_1 - r_2)}. \]  
We note that the first term \( k e^{jk\hat{p} \cdot (r_1 - r_2)}/(4\pi^2r) \) of \( g_2 \) in \( \int_{\partial B_{r_0}} g_2 dS \) can be converted to a volume integral since we are integrating over a sphere. Thus \( \int_0^r dr = r \) resulting in that \( \int_{B_{r_0}} \frac{1}{r^2} f(\theta, \phi) dV = r_0 \int_{\Omega} f(\theta, \phi) d\Omega \), where \( d\Omega = \sin \theta d\theta d\phi \) is the surface element on a unit sphere. We thus find:
\[ \int_{\partial B_{r_0}} \left( G_1 \nabla \partial_k G_2^* - (\partial_k G_2^*) \nabla G_1 + G_2^* \nabla \partial_k G_1 - (\partial_k G_1) \nabla G_2^* \right) \cdot \hat{r} dS 
= \int_{B_{r_0}} \frac{e^{jk\hat{p} \cdot (r_1 - r_2)}}{16\pi^2r^2} dV + \frac{1}{32\pi^2} \int_{\Omega} e^{jk\hat{p} \cdot (r_1 - r_2)} (\hat{r} \cdot (r_1 + r_2)) d\Omega 
- \frac{jk}{32\pi^2} \int_{\Omega} e^{jk\hat{p} \cdot (r_1 - r_2)} (r_1^2 - r_2^2 - (\hat{r} \cdot r_1)^2 + (\hat{r} \cdot r_2)^2) d\Omega + O\left( \frac{1}{r_0^3} \right). \]  
Above we have used \( \Omega \) to denoted the unit sphere. The integrals on the last line are elementary but we write down for completeness. Let \( \hat{p} \in \mathbb{R}^3 \) be an arbitrary constant with length \( p = |\hat{p}| \) and direction \( \hat{p} = \hat{p}/p \), then:
\[ \frac{1}{4\pi} \int_{\Omega} e^{j\hat{p} \cdot \hat{r}} d\Omega = \frac{\sin(p)}{p} = J_0(p). \]  
Here \( J_n(p) \) is the spherical Bessel function of order \( n \). The next integral follows directly from applying \( -j \nabla_p \) upon (88), we find
\[ -j \nabla_p \frac{1}{4\pi} \int_{\Omega} e^{j\hat{p} \cdot \hat{r}} d\Omega = \frac{1}{4\pi} \int_{\Omega} \hat{r} e^{j\hat{p} \cdot \hat{r}} d\Omega = j\hat{p} \frac{\sin(p) - p \cos(p)}{p^2} = j\hat{p} J_1(p). \]
The corresponding dyadic term integrand $\hat{r}\hat{r}e^{j\hat{r}\cdot p}$ is determined by applying $\partial_{p_k}$ to (89) for $k = 1, 2, 3$, to find

$$\frac{1}{4\pi} \int_{\Omega} \hat{r}\hat{r}e^{j\hat{r}\cdot p} \, d\Omega = \frac{\sin p - p\cos p}{p^3} I + \left((p^2 - 3)\sin p + 3p\cos p\right) \frac{\hat{p}\hat{p}}{p^3} = \frac{j_1(p)}{p} I + \left(j_0(p) - 3j_1(p)\right) \frac{\hat{p}\hat{p}}{p} = \frac{j_1(p)}{p} I + j_2(p) \hat{p}\hat{p}, \quad (90)$$

where $I$ is the $3 \times 3$ unit matrix. To determine the integrals in (87) we let $p = kR_{12} = k(r_1 - r_2)$ in the three elementary integrals (88)–(90) above. Let $R_{12} = |R_{12}|$ and $\hat{R}_{12} = R_{12}/R_{12}$. We also need to take the scalar products between $r_1 + r_2$ and (89) and similarly scalar products to form $(r_k \cdot \hat{r})^2$ with $k = 1, 2$ for (90). Taking the limit that the radius $r_0 \to \infty$ and collecting the terms give:

$$g(r_1, r_2) = \int_{\mathbb{R}^3} G_1G_2^* - \frac{1}{16\pi^2} \frac{e^{j\hat{r} \cdot (r_1 - r_2)}}{r^2} \, dV = -\frac{\sin(kR_{12})}{8k\pi} - \frac{j}{8} \frac{r_1^2 - r_2^2}{8k^2R_{12}^2} (\sin(kR_{12}) - kR_{12}\cos(kR_{12}))$$

$$= -\frac{\sin(kR_{12})}{8k\pi} - \frac{j}{8} \frac{r_1^2 - r_2^2}{8kR_{12}} j_1(kR_{12}). \quad (91)$$

Note that (91) differs from the expression derived in [18], where only the first term appear. To verify that the above calculation is correct we have also implemented it in Mathematica and the left and right hand side agree to numerical precision.

A similar identity for the far-field reduced kernel concerns the integral:

$$\nabla_2g(r_1, r_2) = \nabla_2 \lim_{r_0 \to \infty} \int_{B_{r_0}} G_1G_2^* - \frac{e^{j\hat{r} \cdot (r_1 - r_2)}}{(4\pi r)^2} \, dV. \quad (92)$$

It follows directly from (91) that

$$\nabla_2g(r_1, r_2) = \frac{1}{8\pi} \left( \hat{R}_{12} \cos(kR_{12}) + j\frac{r_2 + r_1}{R_{12}} \hat{R}_{12} \right) j_1(kR_{12}) - jk \hat{R}_{12} \frac{r_1^2 - r_2^2}{R_{12}} j_2(kR_{12}). \quad (93)$$
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