Generalized splay states in phase oscillator networks
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Networks of coupled phase oscillators play an important role in the analysis of emergent collective phenomena. In this article, we introduce generalized m-splay states constituting a special subclass of phase-locked states with vanishing mth order parameter. Such states typically manifest incoherent dynamics, and they often create high-dimensional families of solutions (splay manifolds). For a general class of phase oscillator networks, we provide explicit linear stability conditions for splay states and exemplify our results with the well-known Kuramoto-Sakaguchi model. Importantly, our stability conditions are expressed in terms of just a few observables such as the order parameter or the trace of the Jacobian. As a result, these conditions are simple and applicable to networks of arbitrary size. We generalize our findings to phase oscillators with inertia and adaptively coupled phase oscillator models.

Models of coupled phase oscillators are well-known paradigmatic systems to understand the mechanism behind the emergence of collective phenomena in complex networks. Due to the relative simplicity of these models, powerful methods such as the Watanabe-Strogatz theory or the Ott-Antonsen approach have been developed to describe certain dynamical states. Nowadays, a plethora of generalizations of phase oscillator models are developed to study biological, technological or socio-economic systems. Of particular interest are phase models with inertia for mechanical rotors in power grids or models with an adaptive network structure to model synaptic plasticity mechanisms in neuronal systems. This paper provides a systematic study of generalized splay states as a particular class of incoherent phase-locked solutions playing an important role in shaping the global dynamics of coupled oscillator systems. In particular, we describe when a continuum of splay states emerges and a part of it (also continuum) becomes stable. These splay states are a manifestation of individual variability as one of the inherent properties of oscillatory networks.

I. INTRODUCTION

Dynamical networks of phase oscillators are a well-known paradigm for studying the collective behavior of interacting agents.12 The importance of such network models relies, in particular, on the fact that any system of weakly interacting nonlinear oscillators can be generally reduced to a phase oscillator network. Extensive reviews have highlighted the importance of phase oscillator models and reduction techniques. Recent studies also aim at increasing the range of applicability of phase oscillators by generalizing the conditions under which reduction techniques are valid.

A famous representative of the class of phase oscillator models, the Kuramoto model, in which all oscillators are coupled in the “all-to-all” manner, has attracted much attention due to its simple form and mathematical tractability.10,11 The Kuramoto model and its extensions have gained additional popularity through applications to real-world problems, including neuroscience and power grid. Despite the simple structure, the Kuramoto model can exhibit many different dynamical regimes and sophisticated methods have been developed for their analysis. In particular, it was shown that sinusoidally and globally coupled phase oscillators are partially integrable. The Watanabe-Strogatz theory allows for a reduction to only three dimensions, which can also be applied to even more general classes of phase oscillator models. A remarkable observation in the work of Watanabe and Strogatz is the role of incoherent states in the foliation of the phase space. They have shown that sheets of the foliation can be parametrized by the family of incoherent states. In our work, we an-
alyze these incoherent but phase-locked and frequency-synchronized states for a large class of phase oscillator models and shed new light on their dynamical properties. Moreover, we generalize the notion of incoherent states by introducing generalized splay states.

Another approach developed to understand coupled oscillators in the continuum limit is the Ott-Antonson ansatz. In the case of an infinite number of oscillators, the Ott-Antonson theory allows for a reduction to a two-dimensional dynamical system and has been successfully applied to describe the emergence of partially synchronized patterns. Remarkably, for both reduction techniques, the Watanabe-Strogatz and the Ott-Antonson theory, the reduced systems possess a clear physical interpretation, and both approaches are closely related. In fact, this direct relationship between the two approaches makes the study of incoherent states (generalized splay states) important for mean-field and other reduction techniques as well as for the search for future generalizations. Moreover, splay states play a role in networks with non-global coupling. These state have also been found in non-locally coupled ring networks and the concept of local splay states (or local incoherent states) has been introduced to relate them to the the incoherent states in globally coupled networks. Furthermore, splay and incoherent states have been discussed for more complex coupled systems such as Stuart-Landau oscillators, systems with delay and pulse-coupling, where for the latter a link to the Watanabe-Strogatz theory has been proved.

Various generalization have been proposed beyond the classical Kuramoto model. Starting from the generalization to complex networks, the theory of phase oscillators has been further developed to study phenomena of phase transition, network symmetries, the impact of inertia, and other forms of frequency adaptation, delayed coupling, or the effect of time-dependent parameters, to name just a few.

Another generalization which has gained much attention in recent years concerns the phenomena in networks of phase oscillators with adaptive coupling. Several models have been proposed and studied to gain insights into the interplay between collective dynamics and adaptivity. Many of them were inspired by recent findings in neuroscience related to synaptic plasticity.

In this work, we provide a general analytic study of the local properties, existence and stability, of incoherent phase-locked states. For this, we introduce the class of phase oscillators models in Section II and define the notion of generalized m-splay state. In Section III we describe manifolds of the splay states and provide explicit conditions for their linear stability. In the subsequent sections IV and V we generalize the results for the stability of m-splay states to phase oscillator models with inertia and adaptivity, respectively. In Section VI we give a geometrical perspective. The results are discussed in Section VII. To make the main text more accessible, we have moved some proofs to the Appendix.

II. COUPLED PHASE OSCILLATOR MODELS AND GENERALIZED SPLAY STATES

We consider systems of N coupled phase oscillators

\[ \frac{d}{dt} \phi = \omega 1 + F(\phi), \]

where \( \phi = (\phi_1, \ldots, \phi_N)^T \), and each oscillator is represented by a dynamical variable \( \phi_i(t) \in [0, 2\pi), i = 1, \ldots, N \). All oscillators possess the same common natural frequency \( \omega \). Moreover, \( F = (f_1, \ldots, f_N) \) is the coupling vector field with coupling functions \( f_i \), and \( 1 = (1, \ldots, 1)^T \).

To measure the phase coherence, we define the mth moment of the complex mean field, \( m \in \mathbb{N} \), as

\[ Z_m(\phi) = \frac{1}{N} \sum_{j=1}^{N} e^{im\phi_j} = R_m(\phi)e^{im\rho_m(\phi)}, \]

where i is the imaginary unit, \( R_m \) denotes the mth moment of the (Kuramoto-Daido) order parameter, and \( \rho_m \) is the collective phase of the mth moment of the mean field.

Definition 1. A solution of the phase oscillator system is called phase-locked state if

\[ \phi_i(t) = \Omega t + \vartheta_i, \quad i = 1, \ldots, N, \]

with collective frequency \( \Omega \in \mathbb{R} \) and fixed relative phases \( \vartheta_i \in [0, 2\pi) \) of the individual oscillators.

Phase-locked states for oscillator models have been studied extensively in the past, see e.g. Refs. In this paper, we restrict our attention to a special subclass of phase-locked states for which little is known about their role in the case of finite ensembles of oscillators, as follows.

Definition 2. A phase-locked state with \( \phi_i(t) = \Omega t + \vartheta_i \) is an m-splay state if it satisfies

\[ R_m(\vartheta) = 0. \]

We call \( m \in \mathbb{N} \) the moment of the splay state, and Eq. 2 the m-splay condition.

This definition generalizes the "classical" notion of splay states that are defined by phase distributions with equidistant phase relation \( \vartheta_j = kj2\pi/N \) with \( k = 0, \ldots, N-1 \) and form an m-splay state if \( (mk \mod N) \neq 0 \). These states are also referred to as twisted states or rotating waves, and are often related to certain network symmetries. In Fig. 1, we illustrate 1- and 2-splay states for ensembles of \( N = 2, 3 \), and 4 oscillators. The relation \( R_m(\vartheta) = R_1(m\vartheta) \) holds between the splay states with different moments. In particular, we observe that any 2-splay state in Fig. (1)(d)-(f) corresponds to a 1-splay state in Fig. (1)a)-(c) by doubling the relative angles between the oscillators.

With the definition of splay states, we may consider a whole family that fulfill the m-splay condition.
class of systems that fulfill Hypothesis 1 are those that are coupled via mean-field.

In the next section, we derive conditions for the linear stability of the $m$-splay manifold of system 1 under the Hypotheses 1 and 2.

III. STABILITY OF GENERALIZED SPLAY STATES IN PHASE OSCILLATOR MODELS

This section explores the linear stability of $m$-splay states as defined in the previous section. In the first part, we provide a general result for the generic class of phase oscillator models. This result is then discussed for the Kuramoto-Sakaguchi model.

A. General result on the stability of splay states

We start with the variational equation around an arbitrary $m$-splay state of system 1, which satisfies Hypotheses 1 and 2. This variational equation reads

$$\frac{d\delta \varphi(t)}{dt} = L(\varphi)\delta \varphi,$$

where $L(\varphi) = DF$ denotes the Jacobian of the coupling field $F$. We note that due to the shift symmetry of system 1, the Jacobian is time-independent, and has zero row sum for each row and thus possesses a zero eigenvalue corresponding to the eigenvector 1, i.e., $L(\varphi)1 = 0$, for any $\varphi$. This eigenvector 1 acts along the symmetry action, see Hypothesis 2. The nondiagonal entries of the $N \times N$ matrix $L$ are

$$l_{ij} = \frac{\partial f_\nu(\varphi)}{\partial \phi_j}(\varphi).$$

Due to the zero row-sum condition, the diagonal elements $l_{ii}$ are given as

$$l_{ii} = -\sum_{j=1, j \neq i}^{N} \frac{\partial f_\nu(\varphi)}{\partial \phi_j}(\varphi).$$

The linear stability of the $m$-splay states is determined by the eigenvalues of the Jacobian matrix $L$. More precisely, we are interested in the real parts of these eigenvalues. The following Lemma provides useful insights into the spectral structure of a special class of matrices $L$ that are of major importance subsequently.

We denote a polynomial of degree $r \in \mathbb{N}_0$ over the complex field $\mathbb{C}$ with complex argument $\lambda \in \mathbb{C}$ as $p_r(\lambda)$, i.e., $p_r(\lambda) = \sum_{k=0}^{r} a_k \lambda^k$. The characteristic polynomial of an $N \times N$ matrix is denoted by $p_N(L, \lambda)$, i.e., $p_N(L, \lambda) = \det(L - \lambda I_N)$.

Lemma 4. Suppose an $N \times N$ ($N > 1$) matrix $L$ possesses a zero eigenvalue with multiplicity $N - 2$. Then,
the characteristic polynomial $p_N(L, \lambda)$ is given by
$$\det(L - \lambda I_N) = (-1)^N \lambda^{N-2} \left( \lambda^2 + a_{N-1} \lambda + a_{N-2} \right)$$
with the coefficients
$$a_{N-1} = -\sum_{j=1}^{N} l_{jj} = -\text{Tr}(L),$$
$$a_{N-2} = \sum_{i=1}^{N} \sum_{j>i} (l_{ii}l_{jj} - l_{ij}l_{ji}) = \frac{1}{2} \left( \text{Tr}(L)^2 - \text{Tr}(L^2) \right).$$

This result is a consequence of a general theorem on the coefficients of the characteristic polynomial\textsuperscript{[2]} However, we provide a direct proof of Lemma\textsuperscript{[3]} in the Appendix\textsuperscript{[A]} for the interested reader. With Lemma\textsuperscript{[4]} we are able to write explicit stability conditions for any m-splay state depending on the two explicit characteristics of the Jacobian $L$: its trace $\text{Tr}(L)$ and the trace of its square $\text{Tr}(L^2)$.

Proposition 5. Suppose $L(\hat{\vartheta})$ is the Jacobian from\textsuperscript{[3]}, whose entries are given in\textsuperscript{[1]} and\textsuperscript{[6]}, with $\hat{\vartheta}$ corresponding to an m-splay state of the coupled phase oscillator system\textsuperscript{[1]}. Then, we distinguish the following two cases:

(i) If $2\text{Tr}(L^2) \leq \text{Tr}(L)^2$, then the m-splay state is linearly stable if and only if
$$\text{Tr}(L) < 0.$$

(ii) If $2\text{Tr}(L^2) > \text{Tr}(L)^2$, then the m-splay state is linearly stable if and only if
$$\text{Tr}(L) < 0 \text{ and } \text{Tr}(L^2) < \text{Tr}(L)^2.$$

Proof. Since $\hat{\vartheta}$ corresponds to an m-splay state, there are $N - 2$ neutral perturbation directions along the splay manifold. These perturbations are determined by the condition
$$\sum_{j=1}^{N} e^{im\hat{\vartheta}_j} \delta \vartheta_j = 0,$$
which follows from $\delta Z_m(\hat{\vartheta}) = 0$. In particular, the perturbation $\delta \vartheta = 1$ constitutes one of the dimensions of the neutral subspace. Thus $L$ possesses a zero eigenvalue with multiplicity $N - 2$, and we can apply Lemma\textsuperscript{[4]} We obtain a quadratic equation with real-valued coefficients depending on $\text{Tr}(L)$ and $\text{Tr}(L^2)$ whose solution is given by
$$\lambda_{1,2} = \frac{\text{Tr}(L)}{2} \pm \frac{1}{2} \sqrt{2\text{Tr}(L^2) - \text{Tr}(L)^2}. \quad (6)$$
The two cases follow immediately by considering the real parts of the solutions $\lambda_{1,2}$.\hfill $\Box$

![FIG. 2. Diagram showing the local properties of m-splay states in dependence of the values $\text{Tr}(L)$ and $\text{Tr}(L^2)$. The solid black curves indicate transitions between different stability features of the m-splay state, i.e., stable, saddle, repelling. The dashed lines indicate transition between nodes and foci. The shaded parts of the diagram correspond to linear stability.](image)

Proposition 5 provides a very general linear stability condition that depends on two features of the Jacobian $L$ only. In particular, it depends on the sum of all eigenvalues $\lambda_i$ of $L$, i.e., $\text{Tr}(L) = \sum_{i=1}^{N} \lambda_i$ and on the sum of all squares of eigenvalues, i.e., $\text{Tr}(L^2) = \sum_{i=1}^{N} \lambda_i^2$. Figure\textsuperscript{[2]} shows the stability region for an arbitrary m-splay state in the $(\text{Tr}(L), \text{Tr}(L^2))$-plane. In particular, the solid dashed lines indicate transition for which the real part of at least one eigenvalue crosses zero. An analytic expressions for these lines is derived as follows. Assume that one eigenvalue $\lambda$ possesses zero real part, i.e., $\lambda = \nu$ with $\nu \in \mathbb{R}$. Substituting this assumption into the quadratic expression of Lemma\textsuperscript{[4]} we obtain
$$-\nu^2 - i\text{Tr}(L)\nu + \frac{1}{2} \left( \text{Tr}(L)^2 - \text{Tr}(L^2) \right) = 0.$$
The latter equation can either be fulfilled with $\nu = 0$ and $\text{Tr}(L^2) = \text{Tr}(L)^2$ or with $\text{Tr}(L) = 0$ and $\text{Tr}(L^2) = -\nu^2$ for all $\nu \in \mathbb{R}$. Both conditions agree with the solid black lines in Figure\textsuperscript{[2]}.

In the following sections, we apply the results of Lemma\textsuperscript{[4]} and Proposition\textsuperscript{[5]} in order to describe the stability of splay states for a particular model.

B. Kuramoto-Sakaguchi model

In this section, we study the linear stability of splay states in a globally coupled network of Kuramoto-
Sakaguchi phase oscillators given by
\[ \dot{\phi}_i = \omega - \frac{1}{N} \sum_{j=1}^{N} \sin(\phi_i - \phi_j + \alpha), \quad (7) \]
where \( \alpha \) is the phase-lag parameter. This system satisfies the Hypothesis 2 of phase-shift invariance. We note that the coupling function of (7) and its derivative can be written as
\[ f_i = -\Im \left( Z_1 e^{i \alpha} e^{i \phi_i} \right), \]
\[ \frac{\partial f_i}{\partial \phi_j} = \frac{1}{N} \Re \left( e^{i(\phi_i - \phi_j + \alpha)} \right). \]
With this, we immediately see that any phase distribution \( \theta \) that fulfills the 1-splay condition \( Z_1(\theta) = 0 \), corresponds to the 1-splay solution \( \phi_i(t) = \omega t + \vartheta_i \) of (7). Therefore, system (7) satisfies the Hypothesis 2. To derive the stability condition with Proposition 5, we determine the entries of the Jacobian matrix \( L(\theta) \) of the variational system for (7) around the 1-splay states. The entries read
\[ l_{ij} = \left\{ \begin{array}{ll} \frac{1}{N} \cos(\alpha) & \text{if } j = i, \\ \frac{1}{N} \cos(\vartheta_i - \vartheta_j + \alpha) & \text{otherwise}. \end{array} \right. \quad (8) \]

With these preliminaries we obtain the following.

**Corollary 6.** The 1-splay state \( \phi = \omega \mathbf{1} + \vartheta \) of Karamoto-Sakaguchi system (7) is linearly stable if and only if
\[ \cos \alpha < 0. \]

**Proof.** In order to prove this result we use Lemma 4 and determine the coefficients of the quadratic polynomial. We obtain the following:
\[ a_{(N-1)} = -\text{Tr}(L) = -\cos \alpha \]
and
\[ a_{(N-2)} = \frac{\cos^2(\alpha)}{2} - \frac{1}{4N^2} \sum_{i,j=1}^{N} (\cos(2(\vartheta_i - \vartheta_j)) + \cos(2\alpha)) \]
\[ = \frac{1}{4} - \frac{1}{4N} \sum_{j=1}^{N} R_2(\vartheta) \Re \left( e^{i(\vartheta_j - \vartheta_2(\vartheta))} \right) \]
\[ = \frac{1}{4} (1 - R_2(\vartheta)). \]
Since \( 1 - R_2(\vartheta) \geq 0 \) for any \( \vartheta \), the stability condition for the 1-splay state is \( a_{(N-1)} > 0 \), which is equivalent to \( \cos(\alpha) < 0 \). \( \square \)

Corollary 6 implies that a 1-splay state is linearly stable for (7) as long as \( \cos \alpha < 0 \). Thus, the stability does not depend on the particular shape of the splay state, i.e., the particular element \( \vartheta \) of the manifold \( SM_1 \). However, the bifurcation occurring at \( \cos \alpha = 0 \) might be different depending on the distribution of the phases. Due to Proposition 5, the eigenvalues of the Jacobian \( L(\vartheta) \) may have imaginary parts if \( 2\text{Tr}(L^2) < \text{Tr}(L)^2 \), i.e., \( \cos^2 \alpha < (1 - R_2(\vartheta))^2 \). In this case, the imaginary parts are given by
\[ \Im \lambda_{1,2} = \pm \frac{1}{2} \sqrt{\sin^2 \alpha - R_2^2(\vartheta)}. \]
We further note that the second moment of the order parameter \( R_2 \) characterizes the whole 1-splay manifold with respect to the transverse stability.

In the following sections, we extend the previous findings to more complex models of coupled phase oscillators. More precisely, we consider phase oscillator models with inertia and models of adaptively coupled phase oscillators.

**IV. PHASE OSCILLATOR MODELS WITH INERTIA**

As a first extension of our results from Section III, we study the linear stability of generalized splay states in models of \( N \) coupled phase oscillators with inertia. Similar to the previous section, we first provide the general result and then consider a more specific class of models.

**A. Stability of \( m \)-splay states**

We consider the following class of phase oscillator models with inertia
\[ M \frac{d^2}{dt^2} \phi + \gamma \frac{d}{dt} \phi = p \mathbf{1} + F(\phi), \quad (9) \]
where \( p \in \mathbb{R} \) corresponds to the nondimensionalized power generation and consumption in power grid models and is related to the natural frequency in Eq. (1) by \( \omega = p/\gamma \), the parameter \( M \) is the inertia, and \( \gamma > 0 \) is the damping constant, which extends Eq. (1). Note that, for identical oscillators, the number of parameters can be reduced to two. Therefore, we assume \( M = 1 \) in the following.

Here, we also assume that (9) possesses a set of \( m \)-splay states \( \phi = \Omega t + \vartheta \) for all \( \vartheta \in SM_m \), i.e., Hypothesis 1 holds. We may write (9) as a set of first order differential equations
\[ \frac{d}{dt} \phi = \psi, \quad (10) \]
\[ \frac{d}{dt} \psi = -\gamma \psi + p \mathbf{1} + F(\phi), \]
where we introduce the new dynamical variable \( \psi \in \mathbb{R}^N \).

In order to determine the linear stability of \( m \)-splay states, we consider the variational equation for system (10) around an arbitrary \( m \)-splay state, which reads
\[ \frac{d}{dt} \begin{pmatrix} \delta \phi \\ \delta \psi \end{pmatrix} = \begin{pmatrix} 0 & I_N \\ L(\vartheta) & -\gamma I_N \end{pmatrix} \begin{pmatrix} \delta \phi \\ \delta \psi \end{pmatrix} = J(\vartheta) \begin{pmatrix} \delta \phi \\ \delta \psi \end{pmatrix}. \quad (11) \]
where $J$ denotes the Jacobian and the entries of the $N \times N$ matrix $L$ are given as in (4)–(5).

The linear stability of the $m$-splay states is determined by the eigenvalues of the Jacobian matrix $J$. The following Lemma provides a useful tool to find these eigenvalues.

**Lemma 7.** The $2N$ eigenvalues of the matrix

$$
\begin{pmatrix}
0 & m_1 I_N \\
L & m_2 I_N
\end{pmatrix}
$$

with $m_1, m_2 \in \mathbb{C}$ are given by the solutions of the $N$ quadratic equations

$$
\mu^2 - m_2 \mu - m_1 \lambda_i = 0, \quad i = 1, \ldots, N,
$$

where $\lambda_1, \ldots, \lambda_N$ are the eigenvalues of $L$.

The proof of Lemma 7 can be found in Ref. [22]. With this Lemma and Lemma 4, the following conditions for the local stability of the $m$-splay states of (9) are derived.

**Proposition 8.** Suppose $J(\vartheta)$ is the Jacobian of (11) and $L(\vartheta)$ possesses the entries as given in (4)–(5), where $\vartheta$ corresponds to an $m$-splay state which solves (9). Then the $m$-splay state is linearly stable if and only if $\gamma > 0$ and $\text{Re}(\mu_{1,2,3,4}) < 0$, where

$$
\mu_{1,2,3,4} = -\frac{\gamma}{2} \pm \sqrt{\left(\frac{\gamma}{2}\right)^2 + \lambda_{1,2}},
$$

and

$$
\lambda_{1,2} = \frac{\text{Tr}(L)}{2} \pm \frac{1}{2} \sqrt{2\text{Tr}(L^2) - \text{Tr}(L)^2}.
$$

It is interesting to note that $\lambda_{1,2}$ equals the eigenvalues of the phase oscillator model without inertia.

**Proof.** Due to Proposition 8, the eigenvalues of $L$ are given by $\lambda_3 = \cdots = \lambda_N = 0$ and

$$
\lambda_{1,2} = \frac{\text{Tr}(L)}{2} \pm \frac{1}{2} \sqrt{2\text{Tr}(L^2) - \text{Tr}(L)^2}.
$$

Using Lemma 7, the eigenvalues of the Jacobian $J$ are given by the solutions of

$$
\mu^2 + \gamma \mu - \lambda_i = 0.
$$

The $N - 2$ zero eigenvalues $\lambda_3, \ldots, \lambda_N = 0$ lead to $\mu = 0$ and $\mu = -\gamma$, each with the multiplicity $N - 2$. Besides, there are roots

$$
\mu_{i,1,2} = -\frac{\gamma}{2} \pm \sqrt{\left(\frac{\gamma}{2}\right)^2 + \lambda_i}, \quad i = 1, 2,
$$

which yield the result. \hfill $\Box$

Note that the characteristic polynomial of the Jacobian in (11) can be rewritten in a form that agrees with the findings in Ref. [73] for the case of $N = 4$ oscillators. In particular, the eigenvalues (12) can be also expressed as solutions of the equation

$$
\mu^4 + 2\gamma \mu^3 + (\gamma^2 - \text{Tr}(L)) \mu^2 - \gamma \text{Tr}(L) \mu + \frac{\text{Tr}(L)^2 - \text{Tr}(L^2)}{2} = 0. \quad (13)
$$

We conclude that the stability properties of $m$-splay states depend only on the parameters $\gamma$, $\text{Tr}(L)$ and $\text{Tr}(L^2)$. The quantities $\text{Tr}(L)$ and $\text{Tr}(L^2)$ contain also information about the specific splay states. The values $\text{Tr}(L)$ and $\text{Tr}(L^2)$ provide a foliation of the splay manifold so that each sheet of this foliation, with the same values of $\text{Tr}(L)$ and $\text{Tr}(L^2)$, possesses the same transverse local dynamics. In order to find the boundary of the stability region, we substitute $\mu = iv$ into (13), and find

$$
v^4 - (\gamma^2 - \text{Tr}(L)) v^2 + \frac{\text{Tr}(L)^2 - \text{Tr}(L^2)}{2} - i \gamma v (2v^2 + \text{Tr}(L)) = 0. \quad (14)
$$

The latter equation is solved when either one of the following conditions is fulfilled:

(i) $v = 0$ and $\text{Tr}(L^2) = \text{Tr}(L)^2$ for all $\gamma > 0$,

(ii) $-2v^2 = \text{Tr}(L)$ and $\text{Tr}(L)^2/2 + \gamma \text{Tr}(L) - \text{Tr}(L^2) = 0$ for all $v \in \mathbb{R}$.

In Figure 3(a), we display both conditions as surfaces in $(\text{Tr}(L), \text{Tr}(L^2), \gamma)$-space. In panels (b)-(e) of Fig. 3, we show 2-parameter cross-sections with fixed values of $\gamma$, where stable regions are shaded. We note that the area corresponding to stable dynamics increases with increasing $\gamma$.

**B. Application to the Kuramoto-Sakaguchi model with inertia**

In the following, we study the linear stability of generalized splay states in a globally coupled network of $N$ coupled phase oscillators with inertia of the form

$$
M \ddot{\phi}_i + \gamma \dot{\phi}_i = p - \frac{\sigma}{N} \sum_{j=1}^{N} \sin(\phi_i - \phi_j + \alpha),
$$

where $\phi_i \in [0, 2\pi)$ represents the phase of the $i$th rotator. The parameter $M$ is the inertia constant, $\gamma > 0$ is the damping constant, and $\sigma$ is the coupling constant. The parameter $\alpha$ can be regarded as a phase-lag of the interaction.

As for the Kuramoto-Sakaguchi model, see Section [1113], the coupling functions and their derivatives can be written as

$$
\dot{f}_i = -\sigma \text{Im}(Z_1 e^{i\alpha} e^{i\phi_i}),
$$

$$
\frac{\partial f_i}{\partial \phi_j} = \frac{\sigma}{N} \text{Re}(e^{i(\phi_i - \phi_j + \alpha)}).
$$

With this, we immediately see that any 1-splay state is a solution of (15) since $Z_1 = 0$ and hence $f_i = 0$ for all $\theta \in SM_1$ and $i = 1, \ldots, N$.

Proposition 8 leads to the following criteria for the stability of 1-splay states.
FIG. 3. Phase diagram showing the local stability of the $m$-splay states for system (9) in dependence on $\gamma$, Tr$(L)$, and Tr$(L^2)$. In panel (a), the surfaces separating stable from unstable regimes are depicted in orange and green corresponding to the conditions (i) and (ii) for Eq. (14), respectively. In panels (b)-(e), sections for fixed values $\gamma = 0.1, 0.5, 1, 5$ are shown, respectively. Stable regions are shaded. The line colors indicate the cross-sections with the corresponding surfaces.

**Corollary 9.** The 1-splay state of system (15) is linearly stable if and only if $\gamma > 0$ and $\text{Re}(\mu_{1,2,3,4}) < 0$, where

\[
\mu_{1,2,3,4} = -\frac{\gamma}{2} \pm \sqrt{\frac{\gamma^2}{4} + \lambda_{1,2}},
\]

\[
\lambda_{1,2} = \frac{\sigma}{2} \left( \cos \alpha + \sqrt{R_2^2(\vartheta) - \sin^2 \alpha} \right).
\]

Note that the characteristic polynomial of the Jacobian in (11) can be rewritten in a form that agrees with the findings in Ref. [14] for the $N = 4$ case. In particular, the eigenvalues (16) can be expressed as solutions of the equation

\[
\mu^4 + 2\gamma\mu^3 + (\gamma^2 - \sigma \cos(\alpha))\mu^2 - \gamma \sigma \cos(\alpha)\mu + \frac{\sigma^2}{4}(1 - R_2^2(\vartheta)) = 0. \tag{17}
\]

Similar to the general case above, we illustrate the stability properties of the 1-splay state depending on $\gamma$, $\sigma$, $\alpha$, and $R_2$ that characterizes the splay manifold with respect to the linear stability. For this, note first that the parameters $\gamma$ and $\sigma$ can be reduced to one parameter $\gamma' = \sqrt{\sigma}\gamma$ with respect to the stability of the 1-splay state. In particular, the mapping $\gamma \mapsto \sqrt{\sigma}\gamma$ and $\mu \mapsto \sqrt{\sigma}\mu$ leaves the stability features invariant but renders (17) independent of $\sigma$. Hence, we may consider (17) for $\sigma = 1$ without loss of generality.

As in previous cases, we look for the boundary of the stability region by substituting $\mu = iv$ into (17):

\[
v^4 - (\gamma^2 - \cos \alpha)v^2 + \frac{1}{4}(1 - R_2^2(\vartheta)) - i\gamma v(2v^2 + \cos \alpha) = 0. \tag{18}
\]

The obtained equation is solved when either one of the following conditions is fulfilled:

(i) $v = 0$ and $R_2^2(\vartheta) = 1$ for all $\gamma > 0$,

(ii) $-2v^2 = \cos \alpha$ and $\sin^2 \alpha - R_2^2(\vartheta) + 2\gamma \cos \alpha = 0$ for all $v \in \mathbb{R}$.

The first condition corresponds to a singular point on the splay manifold with $R_2 = 1$ and is not of general relevance. Hence, in Fig. 2(a), we display the second condition as a surface in $(\alpha, R_2^2(\vartheta), \gamma)$-space. In panels (b)-(e) of Fig. 4 we depict two-dimensional cross-sections with fixed values of $\gamma$ where the stable regions are indicated by shading. We note that the area corresponding to stable dynamics increases for increasing $\gamma$. Moreover, we observe that for any $\gamma$ the stability intervals in $\alpha$ decrease from $[-\pi/2, \pi/2]$ for $R_2 = 1$ to a smaller interval for $R_2 = 0$, respectively.

In Figure 5 we illustrate different 1-splay states and their corresponding second order parameter $R_2$.

**V. ADAPTIVE PHASE OSCILLATOR MODELS**

In this section, we study the linear stability of generalized splay states in the following general class of coupled phase oscillators with adaptation

\[
\frac{d}{dt} \phi = \omega 1 + F(\phi, \kappa),
\]

\[
\frac{d}{dt} \kappa = -\epsilon \kappa + G(\phi),
\]

where $\omega$ is the common natural frequency of the phase oscillators, $F(\phi, \kappa) = (f_1(\phi, \kappa), \ldots, f_N(\phi, \kappa))^T$ is the coupling vector field with coupling functions $f_l$. The adaptivity variables are given by $\kappa = (\kappa_1, \ldots, \kappa_K)^T \in \mathbb{R}^K$. Their dynamics is determined by the dissipation parameter $\epsilon$ and the adaptation vector field $G(\phi) = (g_1(\phi), \ldots, g_K(\phi))^T$ and adaptation functions $g_l$, $l = 1, \ldots, K$.

Due to the existence of adaptivity variables $\kappa$, we have to generalize the definition of a splay state. A phase-locked state with $\phi_l(t) = \Omega t + \phi_l$ and $\kappa_l(\vartheta) = g_l(\vartheta)/\epsilon$
(l = 1, . . . , K) is said to form a generalized m-splay state if \( R_m(\vartheta) = 0 \). In order guarantee the existence of m-splay states, we extent the Hypothesis 1 accordingly. In particular, we assume

**Hypothesis 3.** For all \( \vartheta \in SM_m \), system of coupled phase oscillators (19)–(20) possesses m-splay states \( \phi(t) = \Omega t + \vartheta, \kappa_l(\vartheta) = g_l(\vartheta)/\epsilon \) with collective frequency \( \Omega \).

Additionally, we assume the phase-shift symmetry.

**Hypothesis 4.** For any \( \psi \in \mathbb{R} \), the nonlinearities \( F \) and \( G \) satisfy \( F(\phi + \psi 1, \kappa) = F(\phi, \kappa) \) and \( G(\phi + \psi 1) = G(\phi) \). This implies that the corresponding system (19)–(20) is equivariant with respect to the phase-shift transformation.

**Stability of m-splay states**

To study the linear stability of m-splay states, we consider the variational equation of (19)–(20) around an arbitrary m-splay state, which reads

\[
\frac{d}{dt} \begin{pmatrix} \delta \phi \\ \delta \kappa \end{pmatrix} = \begin{pmatrix} L & B \\ C & -\epsilon M \end{pmatrix} \begin{pmatrix} \delta \phi \\ \delta \kappa \end{pmatrix} = J \begin{pmatrix} \delta \phi \\ \delta \kappa \end{pmatrix},
\]

where \( J = J(\vartheta) \) denotes the Jacobian. Due to the phase-shift symmetry, \( (\delta \phi^T, \delta \kappa^T) = (1^T, 0, \ldots, 0) \) is an eigenvector of \( J \) with zero eigenvalue and hence \( L1 = 0 \). The entries of the \( N \times K \) matrix \( B = B(\vartheta) \), the \( K \times K \) matrix \( C = C(\vartheta) \), and the \( N \times N \) matrix \( L = L(\vartheta) \) are given as follows. The nondiagonal entries of \( L \) are given by

\[
l_{ij} = \frac{\partial f_i}{\partial \phi_j}(\vartheta, \kappa(\vartheta)).
\]

The diagonal elements \( l_{ii} \) are given such that the row sums vanish, i.e., \( \sum_{j=1}^{N} l_{ij} = 0 \) for all \( i = 1, \ldots, N \). We have

\[
l_{ii} = - \sum_{j=1, j\neq i}^{N} \frac{\partial f_i}{\partial \phi_j}(\vartheta, \kappa(\vartheta)).
\]

The entries of \( B \) and \( C \) are given by

\[
b_{il} = \frac{\partial f_i}{\partial \kappa_l}(\vartheta, \kappa(\vartheta))
\]

and

\[
c_{il} = \frac{\partial g_l}{\partial \phi_i}(\vartheta),
\]

respectively.

In order to understand the linear stability of the phase-locked states, we have to determine the eigenvalues of the
Jacobian matrix $J$. The following Lemma provides a useful tool to find these eigenvalues. In the following, we use the superscript $H$ to indicate the Hermitian conjugate.

**Lemma 10.** Let $L$, $B$, and $C$ be any complex $N \times N$, $N \times K$ and $K \times N$ matrices, respectively. For the $N+K$ eigenvalues of the matrix $J = \begin{pmatrix} L & B \\ C & -\epsilon I_K \end{pmatrix}$, the following statements hold true.

(i) If $K < N$, the eigenvalues of $J$ are given by the solutions of

$$ (\epsilon + \mu)^K - N \det((\mu + \epsilon)(\mu I_N - L) - BC) = 0. $$

(ii) If $K \geq N$, $J$ possesses $K - N$ eigenvalues $-\epsilon$. The $2N$ remaining eigenvalues are given by

$$ \det((\mu + \epsilon)(\mu I_N - L) - BC) = 0. $$

**Proof.** Using the Schur complement, we write

$$ \det\begin{pmatrix} L - \mu I_N & B \\ C & - (\epsilon + \mu) I_K \end{pmatrix} = $$

$$ - (\epsilon + \mu)^K \det((L - \mu I_N) + (\epsilon + \mu)^{-1} BC) = $$

$$ - (\epsilon + \mu)^K \det((\mu + \epsilon)(\mu I_N - L) - BC). $$

(i) Suppose $K < N$, then the $K \times N$ matrix $C$ has at least an $N-K$-dimensional kernel. Hence, there exists an $N-K$ dimensional vector space $V$ such that for all $v \in V$

$$ ((\mu + \epsilon)(\mu I_N - L) - BC)v = 0 $$

for $\mu = -\epsilon$. Therefore, the polynomial

$$ \det((\mu + \epsilon)(\mu I_N - L) - BC) = 0 $$

possesses at least $N-K$ roots $-\epsilon$.

(ii) Suppose $K \geq N$, we find

$$ \det(J - \mu I_{N+K}) = $$

$$ - (\epsilon + \lambda)^K \det((\mu + \epsilon)(\mu I_N - L) - BC) $$

and $J$ possesses $K-N$ eigenvalues $-\epsilon$. All other eigenvalues are given by the coupled set of $N$ quadratic equations

$$ \det((\mu + \epsilon)(\mu I_N - L) - BC) = 0. $$

With this Lemma and Lemma 4, the following conditions for the local stability of the $m$-splay states are derived. Note that $L$ and $BC$ do not necessarily commute.

**Proposition 11.** Suppose $J$ is the Jacobian of $L$, $B$, and $C$ possess the entries as given in $\begin{pmatrix} 21 & 23 & 24 & 25 \end{pmatrix}$, respectively, where $(\vartheta, \kappa(\vartheta))$ corresponds to an $m$-splay state which solves $\begin{pmatrix} 19 & 20 \end{pmatrix}$. Let us further write $\tilde{L} = BC$. Then the $m$-splay state is linearly stable if and only if $\epsilon > 0$ and for all solutions $\mu_{1,2,3,4}$ of the quartic equation

$$ \mu^4 + (2\epsilon - \text{Tr}(L)) \mu^3 + \left(\epsilon^2 - 2\epsilon \text{Tr}(L) + \frac{\text{Tr}(L)^2 - \text{Tr}(L^2)}{2} - \text{Tr}(\tilde{L})\right) \mu^2 $$

$$ + \left(\text{Tr}(L)\text{Tr}(\tilde{L}) - \text{Tr}(L\tilde{L}) + \epsilon(\text{Tr}(L)^2 - \text{Tr}(L^2) - \text{Tr}(\tilde{L})) - \epsilon^2 \text{Tr}(L)\right) \mu $$

$$ + \frac{\text{Tr}(\tilde{L})^2 - \text{Tr}(L^2) + 2\epsilon(\text{Tr}(L)\text{Tr}(\tilde{L}) - \text{Tr}(L\tilde{L})) + \epsilon^2(\text{Tr}(L)^2 - \text{Tr}(L^2))}{2} = 0, \quad (26) $$

we have $\text{Re}(\mu_{1,2,3,4}) < 0$.

**VI. GEOMETRIC PERSPECTIVE**

This short section aims at giving a qualitative geometric view on the obtained results. In fact, the $m$-splay states are a particular class of incoherent states satisfying a special but important condition $Z_m = 0$, i.e., the $m$th order parameter vanishes. Due to surprisingly frequently arising symmetries or special coupling configurations in dynamical networks (Kuramoto-Sakaguchi for example), these states appear and form high-dimensional manifolds $SM_m$, with the dimension $D = (\text{dimension of the phase space}) - 2$, i.e., the number of real-valued conditions from $Z_m = 0$. Due to the high dimensionality, such states and
their stable/unstable manifolds play a crucial role in the global dynamics.

Here we show that the manifold $SM_m$ of the splay states is foliated by the two parameters $\text{Tr}(L)$ and $\text{Tr}(L^2)$, such that each $(D-2)$-dimensional sheet of this foliation has the same local stability properties. One part of this foliation can be stable, another part is unstable, and the corresponding eigenvalues are given explicitly. Moving along the manifold (changing $\text{Tr}(L)$ and $\text{Tr}(L^2)$) one can observe classical local bifurcations.

Our generalizations on phase oscillators with inertia or with adaptation show that the above general geometric picture is preserved, but with different dimensions and some more parameters of the foliation. For adaptive networks, for example, the foliation parameters are the traces of $L$, $L^2$, $\tilde{L} = BC$, $\tilde{L}^2$, and $LL$.

VII. CONCLUSIONS

In this article, we have introduced generalized $m$-splay states as a concept for incoherent phase-locked states in ensembles of a finite number of phase oscillators. We have provided a description of their shape and illustrated these states for a small number of oscillators in Section III. Additionally, we have considered each splay state as part of an $N-2$ dimensional manifold called the splay manifold. In Section III we have described the local dynamical properties of generalized $m$-splay states and have given explicit stability conditions for their stability. Here, we have identified two specific properties of the Jacobian matrix $L$ to be of relevance for the stability. In particular, we have shown that the traces of $L$ and $L^2$ describe the stability for any splay state.

In order to illustrate these abstract results from Section III we have applied our findings in Section III to the Kuramoto-Sakaguchi model that possesses 1-splay states. We have found that the stability for all splay states is determined by the phase lag parameter $\alpha$ alone. However, it is notable that the local dynamics around each 1-splay state is determined by the second moment of the order parameter $R_2$. Depending on $R_2$, a 1-splay state is either a node or a focus.

In Section IV the results have been transferred to phase oscillator models with inertia. In Section IV A we have generalized the findings for the stability of generalized splay states and have demonstrated the stability in dependence on the damping constant $\gamma$ and the traces of $L$ and $L^2$. We have further described analytically the two-dimensional surfaces that separate stable regions from unstable regions in $(\text{Tr}(L), \text{Tr}(L^2), \gamma)$-space. As before, we have applied the general results to a specific model. Here, we have considered the Kuramoto-Sakaguchi model with inertia which possesses 1-splay states. Due to our previous findings, we have derived the shape of the two-dimensional surface explicitly that separates stable from unstable regions in $(\alpha, R_2, \gamma)$-space. In contrast to the pure Kuramoto-Sakaguchi model, the stability of the 1-splay states depends explicitly on $R_2$ for the model with inertia. Thus, the splay manifold consists of stable and unstable regions. The phase oscillator model with inertia that has been considered in this article can also be interpreted as a phase oscillator model with adaptivity.

As the last part of this article, we have shown the generic stability condition of any $m$-splay state for a very generic class of adaptive phase oscillator models. Here, we have observed that the stability is not determined by the traces of $L$ and $L^2$ alone. It turns out that yet another Laplacian matrix $\tilde{L}$ describing the interaction of the phases with the adaptive variables is needed to understand the stability properties. Hence, the bifurcation scenarios can be more complex.

In summary, in this article we have developed a general framework to study the local dynamical features of generalized splay states. These states generalize certain concepts of incoherent states as they have been studied previously. In contrast to Ref. 34 the findings in this article are valid for ensembles of finite size as well. For the particular class of Kuramo-Sakaguchi models, we have also pinpointed the important characteristics that describe the local dynamics transverse to the splay manifold even beyond pure phase oscillator models. Due to the intimate relation between partial integrability and the splay manifold as proposed by the Watanabe-Strogatz approach, we believe that the present findings provide important insights for future development of generalized dimension reduction techniques.

In the field of chimera states, splay states play an important role for both transient and asymptotic dynamics. Multiple coexistence of splay states with chimera states gives typically rise to riddled and intermingled basins of attraction causing the extreme sensitivity and unpredictability of the global network dynamics.

Another field for application of our results lies in the research on epileptic seizures. It was shown that a drop of the degree of synchronization may occur just before the onset of a seizure. In particular this drop of synchronization, where the order parameter tends to zero, hints at the dynamical importance of splay states (incoherence) for the emergence of seizures. Moreover, modern approaches to treat tinnitus, and Parkinson’s disease make active use of incoherent states. In this regard our findings may offer new insights since these methods essentially rely on the stability of incoherent states.
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Appendix A: Proof of Lemma 4

Let us prove the result by complete induction. Consider the case $N = 2$. By direct calculation we find that the statement of the Lemma holds true. Now assume the result holds for any $N$. Consider the characteristic polynomial of the following $(N + 1) \times (N + 1)$ matrix and assume that it possesses $N - 1$ roots at zero:

$$L_{(N+1)(N+1)} = \begin{pmatrix} l_{(N+1)(N+1)} & l_{(N+1)1} & \cdots & l_{(N+1)N} \\ l_{1(N+1)} & & & L_N \\ \vdots & & & \vdots \\ l_{N(N+1)} & & & \end{pmatrix},$$

where

$$L_N = \begin{pmatrix} l_{11} & \cdots & l_{1N} \\ \vdots & \ddots & \vdots \\ l_{N1} & \cdots & l_{NN} \end{pmatrix}.$$

We use the Laplace expansion of $\det(L_{(N+1)(N+1)} - \lambda I_{(N+1)})$ with respect to the first column. We get

$$\det(L_{(N+1)(N+1)} - \lambda I_{(N+1)}) = (l_{(N+1)(N+1)} - \lambda) \det(L_N - \lambda I_N) + \sum_{i=1}^{N} (-1)^i l_{i(N+1)} \det \hat{L}_{N,i}$$

with $\hat{L}_{N,i}$ given by

$$\begin{pmatrix} l_{(N+1)1} & l_{(N+1)2} & \cdots & \cdots & l_{(N+1)N} \\ l_{11} - \lambda & l_{12} & \cdots & \cdots & l_{1N} \\ \vdots & \ddots & \ddots & \vdots \\ l_{(i-1)1} & l_{(i-1)2} & \cdots & l_{(i-1)(i-1)} - \lambda & \cdots & l_{(i-1)N} \\ l_{(i+1)1} & l_{(i+1)2} & \cdots & l_{(i+1)(i+1)} - \lambda & \cdots & l_{(i+1)N} \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ l_{N1} & l_{N2} & \cdots & \cdots & l_{NN} - \lambda \end{pmatrix}.$$

Remember, by assumption, while evaluating the characteristic polynomial $p_{(N+1)}(\lambda)$ of $L_{(N+1)(N+1)}$, we only have to consider contributions to the coefficients $a_{N+1}$ and $a_N$. Note that $\det \hat{L}_{N,i}$ is already a polynomial of degree $N$, thus it can contribute to $a_N$. Consider an additional Laplacian expansion of $\det \hat{L}_{N,i}$ with respect to the first row. Let $(\hat{L}_{N,i})_{i}$ be the matrix where we cut off the first row and the $i$th column of $\hat{L}_{N,i}$. We find that the term $(-1)^i l_{(N+1)i} \det \hat{L}_{N,i,i}$ of the Laplacian expansion of $\det \hat{L}_{N,i}$ contributes to a polynomial of degree $N$. Any other term results in a polynomial in $\lambda$ with degree lower than $N$. Apply the induction ansatz that the statement in the Lemma holds for any $K \leq N$, we find

$$\det(L_{(N+1)(N+1)} - \lambda I_{(N+1)}) =$$

$$-(-1)^N \lambda^{(N-1)} (\lambda^2 + a_{(N-1)} \lambda + a_{(N-2)}) +$$

$$+ (-1)^N l_{(N+1)(N+1)} \lambda^{(N-1)} (\lambda + a_{(N-1)} -$$

$$\sum_{i=1}^{N} (-1)^i l_{i(N+1)} l_{(N+1)i} \lambda^{N-1}$$

where $a_k$ are the coefficients of $p(L_N, \lambda)$. Reorganizing the last equation yields the proof.

Appendix B: Proof of Proposition 11

Due to Lemma 10, the eigenvalues of the Jacobian $J$ are determined by the solutions of

$$\det((\mu + \epsilon)(\mu I - L) - BC) = 0.$$

By assumption, the $m$-splay states form an $(N - 2)$-dimensional manifold $SM_m$. Consider the $N - 2$ perturbation directions along this family $\delta \phi = (\delta \phi^T, 0, \ldots, 0)^T$, where the components are given by $\sum_{j=1}^{N} e^{im\theta_j} \delta \phi_j = 0$. From $J \delta \phi = 0$, we get $L \delta \phi = 0$ and $BC \delta \phi = B0 = 0$. Hence, the matrix $L(\mu) = (\mu + \epsilon) L + BC$ needs to have at least $N - 2$ zero eigenvalues for any $\mu$ and thus Lemma 4 applies. The eigenvalues of $L$ are 0 with algebraic multiplicity $N - 2$ and the solutions of $\lambda^2 + a_{(N-1)} \lambda + a_{(N-2)} = 0$ where the coefficients read

$$a_{(N-1)} = - (\mu + \epsilon) \text{Tr}(L) - \text{Tr}(BC),$$

and

$$2a_{(N-2)} = (\mu + \epsilon)^2(\text{Tr}(L)^2 - \text{Tr}(L^2)) + 2(\mu + \epsilon)(\text{Tr}(L)\text{Tr}(BC) - \text{Tr}(LBC)) + \text{Tr}(BC)^2 - \text{Tr}((BC)^2),$$

where we have used well-known relations for the trace. Knowing the eigenvalues of $L$, we can introduce a Hermitian transformation $Q$ such that $Q^H \hat{L} Q$ is upper triangular, see Schur form of a matrix in Ref. 105 for a proof of the existence of $Q$. With this, the polynomial equation

$$\det((\mu + \epsilon) \mu I - Q^H \hat{L}(\mu) Q) = 0$$

possesses $N - 2$ solutions $\mu = 0$ and correspondingly $N - 2$ solutions $\mu = -\epsilon$. The four other solutions are given by the two quadratic equations $\mu^2 + \epsilon \mu - \lambda_{1,2}(\mu) = 0$ where $\lambda_{1,2}$ solve $\lambda^2 + a_{(N-1)} \lambda + a_{(N-2)} = 0$ with $a_{(N-1)}$ and $a_{(N-2)}$ as above. The quartic form in Ref. 26 follows directly by elementary algebraic transformations.
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