A Hierarchy for Replica Quantum Advantage
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We prove that given the ability to make entangled measurements on at most \( k \) replicas of an \( n \)-qubit state \( \rho \) simultaneously, there is a property of \( \rho \) which requires at least order \( 2^n \) measurements to learn. However, the same property only requires one measurement to learn if we can make an entangled measurement over a number of replicas polynomial in \( k,n \). Because the above holds for each positive integer \( k \), we obtain a hierarchy of tasks necessitating progressively more replicas to be performed efficiently. We introduce a powerful proof technique to establish our results, and also use this to provide new bounds for testing the mixedness of a quantum state.

I. INTRODUCTION

In conventional physics experiments, an experimental sample (e.g. a superconductor, an array of atoms, a Bose-Einstein condensate, etc.) is prepared and then subsequently measured. This is repeated numerous times to extract information about the system of interest. But suppose an experimentalist has multiple replicas of their experimental setup in the same lab – could this dramatically increase the efficiency of learning about the system of interest?

In the simplest case, say that the experimentalist has two copies of their setup. If the experimentalist can perform entangled measurements on both copies simultaneously, then remarkably, there are certain experiments which can be performed exponentially more efficiently with two replicas versus with one [3, 8, 15–17].

There are several contemporary experimental platforms which can both (i) furnish several replicas, typically two to three; and (ii) allow for entangled measurements on said replicas [4, 18, 20]. Moreover, these platforms have recently been leveraged to experimentally measure purities and Rényi entropies of novel quantum states [11, 18–20]. The most flexible experimental platforms of this kind are NISQ computers [4, 23], which presently offer the widest range of possibilities for entangled measurements on replicas.

We are interested in the potential for a modest number of replicas to enable an exponential savings in resources for certain kinds of experiments; see the schematic in Figure 1. This could facilitate new forms of quantum experiments which are heretofore impractical or impossible.

A 2-versus-1 replica advantage can be achieved in a task about learning properties of an unknown quantum state. For instance, given an \( n \)-qubit experimental system \( \rho \), the experimentalist wants to learn the expectation value of the absolute value of any observable that is a tensor product of Pauli operators. The task requires \( \sim \text{poly}(n)/\epsilon^2 \) measurements if there are two replicas but \( \sim \exp(n)/\epsilon^2 \) measurements if there is only one, even if an adaptive strategy is employed [8, 17]. We say that this problem is 1-replica hard, since any strategy accessing one replica at a time is exponentially inefficient.

While these results establish that there are problems which are 1-replica hard and are rendered efficient with additional replicas, it is natural to ask if for each \( k \) = 2, 3,... there are problems which are \( k \)-replica hard and rendered efficient with additional replicas? We provide such a family of \( k \)-replica hard problems. Moreover, we show that each \( k \)-replica hard problem can be solved with \( \text{poly}(k,n) \) replicas. Our result provides a hierarchy of problems which require more and more replicas to solve efficiently.

In the remainder of the paper, we outline the technical tools for our \( \text{poly}(k,n) \)-versus-\( k \) replica advantage, and then state our main result. Full details of the proofs are provided in the Appendix. Then we present additional consequences of our results pertaining to mixedness testing. We conclude with a discussion of implications and future directions.

II. RESULTS ON REPLICÁ HIERARCHY

We begin by formulating a family of learning problems which are \( k \)-replica hard. Let \( \mathcal{D} \) be a distribution over \( n \)-qubit unitaries formed by random quantum circuits with \( \mathcal{O}(\text{poly}(k,n)) \) many gates. We require that the distribution \( \mathcal{D} \) forms a \( \delta \)-approximate unitary 2\( k \)-design for \( \delta = 1/2^n \). There are many random circuit architectures which are adequate for our purposes, e.g. we can consider any geometrically local random quantum circuit of suffi-
We give a more detailed statement of this theorem along with its proof in Appendix B.

Let us provide intuition for Theorems 1 and 2. To understand Theorem 1, we need to elucidate why it is hard to distinguish a single batch of \( k \) replicas of \( 1/2^n \) from a single batch of \( k \) replicas of \( \frac{1}{\sqrt{2^n}} (1 + \epsilon UZ^{\otimes n}U^\dagger) \). The idea is that a random quantum circuit \( U \) with sufficient depth leads to the state \( \frac{1}{\sqrt{2^n}} (1 + \frac{1}{\sqrt{2^n}} UZ^{\otimes n}U^\dagger) \) having complicated correlations that cannot be resolved with a modest number of \( k \)-replica measurements. Even given the ability to condition the choice of future \( k \)-replica measurements on past measurement outcomes, the correlations learned from any possible \( k \)-replica measurement are so negligible that the adaptive strategy is futile unless there are exponentially many measurement rounds. More technically, under any POVM measurement on \( k \) replicas, a suitable statistical distance between \( \frac{1}{\sqrt{2^n}} (1 + \frac{1}{\sqrt{2^n}} UZ^{\otimes n}U^\dagger) \) is exponentially small on average.

On the other hand, Theorem 2 shows that when we can measure \( \text{poly}(k, n) \) replicas in an entangled fashion, the desired task can be achieved with an economy of measurements. The central technique is shadow tomography [1, 2, 5], which under certain conditions allows us to learn \( M \) properties of a quantum state via an entangled measurement on polylog(\( M \)) replicas of that state. In our setting, \( D \) comprises only \( \sim \exp(\text{poly}(k, n)) \) distinct \( U \)'s, and so we can construct as many distinct states \( \frac{1}{\sqrt{2^n}} (1 + \frac{1}{\sqrt{2^n}} UZ^{\otimes n}U^\dagger) \). Accordingly, we find that shadow tomography allows us to determine which particular state we have via a poly(\( k, n \))-replica measurement. Note that if \( D \) were to comprise general random unitaries (i.e., not formed by polynomial-depth circuits), there would instead be \( \sim \exp(\text{exp}(n)) \) distinct unitaries, which is vastly more than \( \sim \exp(\text{poly}(k, n)) \). Then shadow tomography would require an entangled measurement on \( \sim \exp(n) \) replicas, as compared to the poly(\( k, n \)) replicas in our setting. In summary, we have deliberately parameterized our unitaries by polynomial-depth circuits so that shadow tomography can be performed with only poly(\( k, n \)) replicas.

### III. Application to Mixedness Testing

We can leverage our proof methods to provide new insights into mixedness testing. The task of mixedness testing can be stated as follows:

**Task 2 (Mixedness Testing).** *For an unknown density matrix \( \rho \) on \( \mathbb{C}^d \) and a fixed \( \epsilon > 0 \), determine whether \( \rho \) is the maximally mixed state \( 1/d \) or instead \( \|\rho - 1/d\|_1 > \epsilon \). (We are given a promise that one of these two scenarios is realized by \( \rho \).)*
That is, the task is asking us to determine if ρ is the maximally mixed state or far from it. The hardness of this task clearly depends on the kinds of measurements we are allowed to perform, e.g., if we are permitted to measure multiple copies of ρ simultaneously.

In the context of experiments with replicas, it is natural to ask: if we have a k-replica system and thus can make joint, entangled measurements on at most k copies of ρ simultaneously, then how many copies of ρ in total do we require to solve the mixedness testing problem? One might guess that it helps to have access to a larger number of replicas, so that the total number of ρ’s required will be smaller when k is larger.

Interestingly, we can leverage our proof techniques used for Theorem 1 to obtain new lower bounds for the problem of mixedness testing in the k-replica setting:

**Theorem 3.** Suppose $k \in \mathbb{N}$ satisfies $k \leq O(d^{1/2})$ and $k \ll \log(d)/\epsilon^2$. Any protocol which can make arbitrary entangled measurements of at most k replicas of ρ simultaneously must use at least $\Omega(d^{3-\eta}/\epsilon^2)$ copies of ρ overall, for any constant $\eta > 0$, to solve the mixedness testing task with constant probability.

This can be thought of as a strict strengthening of the main result in [7] which considered the special case of $k = 1$. In [22] it was shown that if one can fully entangled measurements across all copies, then $O(d/\epsilon^2)$ copies suffice for mixedness testing. Therefore, we find that if we can perform measurements on at most k replicas of ρ simultaneously then for k satisfying $k \leq d^{1/2}$ and $k \ll \log(d)/\epsilon^2$, we require at least $\Omega(d^{3/3}/\epsilon^2)$ total copies of ρ to solve the mixedness testing task whereas we only need $O(d/\epsilon^2)$ copies if we can make entangled measurements on arbitrarily many replicas.

### IV. DISCUSSION

We have established a hierarchy of poly$(k, n)$-versus-k replica advantages for learning about quantum states. It would be nice to find variants of our hierarchy which are gate-efficient, in the sense that given poly$(k, n)$ replicas it is provably gate-efficient to distinguish $I/2^n$ from $\frac{1}{2^n}(I + \frac{1}{\pi}UZ^{\otimes n}U^\dagger)$. In our proof of Theorem 2, we leverage an existing algorithm for shadow tomography which is efficient in the number of replicas but is not necessarily gate-efficient.

Another important open question is to find a natural $f(k)$-versus-k replica advantage for all k, where $f(k)$ is $n$-independent. More ambitiously, does there exist a $(k + 1)$-versus-k replica advantage? This would tighten the replica quantum advantage hierarchy, and elucidate the added power of one additional replica.

Our investigations have been primarily limited to problems for learning about quantum states, but it seems quite likely that there exist hierarchies of replica advantages for learning about quantum channels as well. Indeed, there are several known 2-versus-1 replica advantages for learning properties of quantum channels [3, 8], and some hierarchy results regarding learning properties of elaborate quantum oracles encoding either a cryptographic generalization of Simon’s problem [10] or the welded tree problem [12]. Note that in these problems, the quantum channels and the quantum oracles are not gate-efficient to implement.

A more general theoretical framework which goes beyond replica quantum advantage is quantum memory advantage. In this context we can ask if there are tasks which can be efficiently carried out by a quantum computer with poly$(k, n)$ qubits of quantum memory versus $k \cdot n$ qubits of quantum memory. This allows for more complicated protocols than the replica setting. For instance, in the state learning problems, suppose we have a $k \cdot n$ qubit quantum memory and we are storing $k$-qubit states therein. If we want to make room for an additional $n$-qubit state, then we could remove $n/k$ qubits from each of the $k$ $n$-qubit quantum states. Such an operation is unlikely to be achieved in the near-term on more conventional experimental physics platforms since there are few means of interfacing experimental samples with an external quantum memory. But this may be possible in the future. While a gate-efficient quantum memory advantage is proven in [16], establishing a hierarchy of quantum memory advantage is an interesting open question.

Finally, it would be very interesting to experimentally implement replica quantum advantage in the NISQ era [23]. We anticipate that there may be interesting polynomial replica quantum advantages that would have utility in realistic experimental settings, via the aid of entangled experimental apparatuses that can jointly measure several system copies. Generalizing conventional experimental platforms to furnish this capability appears to be a worthy goal for future technological development.
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Appendix A: Technical Preliminaries

1. Notation

Given an even \( d \in \mathbb{N} \), let \( \rho_{\text{mm}} := \frac{1}{d} \mathbb{I} \) denote the maximally mixed state on \( d \) qudits, and let \( \mathbf{Z} := (1, \ldots, -1, \ldots) \) denote the diagonal matrix with \( d/2 \) `1's and \( d/2 - 1 \)'s. When \( d = 2^n \), we will use \( \mathbf{Z} \) interchangeably with \( \mathbf{Z}^\otimes n \), where \( \mathbf{Z} \) denotes the \( 2 \times 2 \) Pauli \( \mathbf{Z} \) matrix. Given \( \mathbf{U} \in U(d) \), define \( \rho_{\mathbf{U}}(\epsilon) := \frac{1}{d}(\mathbb{I} + \epsilon \mathbf{UZU}^\dagger) \). When \( \epsilon \) is clear from context, we will refer to this as \( \rho_{\mathbf{U}} \).

Given \( S \subseteq [k] \) and matrices \( A, B \in \mathbb{C}^{d \times d} \), we will let \( A \otimes_S B \) denote the \( k \)-fold tensor whose \( i \)-th component is \( A \) if \( i \in S \) and \( B \) otherwise.

Given a matrix \( M \in \mathbb{C}^{d \times d} \), we will let \( \|M\|_p \) denote its Schatten-\( p \)-norm. Likewise, given a scalar random variable \( Z \), we will denote \( \|Z\|_p := \mathbb{E}[|Z|^p]^{1/p} \). When \( p = \infty \), we will denote \( \|M\|_\infty \) by \( \|M\| \). When \( p = 2 \), we will denote \( \|M\|_2 \) by \( \|M\|_{\text{HS}} \).

Given functions \( f, g : \Omega \to \mathbb{R} \) and a distribution \( \mu \) over \( \Omega \), we will use the notation
\[
\langle f, g \rangle_\mu := \mathbb{E}_{v \sim \mu}[f(v)g(v)].
\]

Let \( \mathcal{S}_m \) denote the symmetric group on \( m \) elements. Given permutation \( \pi \in \mathcal{S}_m \), we let \( \# \pi \) denote the number of cycles.

2. Unitary Designs

Let us begin by defining approximate unitary designs.

**Definition 1.** Given a distribution \( \mathcal{D} \) over \( U(d) \), define the \( 2k \)-fold twirling channel \( \mathcal{C}_D^{(2k)} \) by
\[
\mathcal{C}_D^{(2k)}[\rho] := \mathbb{E}_{U \sim \mathcal{D}}[U^{\otimes 2k} \rho U^{\dagger \otimes 2k}]
\]
for all \( d \)-qudit mixed states \( \rho \). Denote by \( \mathcal{C}_{\text{Haar}}^{(2k)} \) the twirling channel when \( \mathcal{D} \) is the Haar measure.

In general, we say that \( \mathcal{D} \) forms a \( \delta \)-approximate \( 2k \)-design if
\[
\|\mathcal{C}_D^{(2k)} - \mathcal{C}_{\text{Haar}}^{(2k)}\|_\diamond \leq \frac{\delta}{d^{2k}},
\]
where \( \|\cdot\|_\diamond \) denotes the diamond norm.

We will use the following result stating that certain random quantum circuits are approximate designs. We first define these circuits:

**Definition 2** (Random \( V \)-Interleaved Clifford Circuits). Fix a \( 2 \times 2 \) unitary matrix \( V \) and consider the following distribution \( \mathcal{D} \) over \( 2^n \times 2^n \) unitary matrices. To sample once from \( \mathcal{D} \), sample \( D \) independent draws \( \xi_1, \ldots, \xi_D \) from the uniform distribution over the set \( \{V \otimes \mathbf{1}_2^\otimes (n-1), V^\dagger \otimes \mathbf{1}_2^\otimes (n-1), \mathbf{1}_2^\otimes n\} \), sample \( D \) independent draws \( \chi_1, \ldots, \chi_D \) from the uniform distribution over the Clifford group on \( n \) qubits, and output the product \( \chi_D \xi_D \cdots \chi_2 \xi_2 \chi_1 \xi_1 \). We call a sample from \( \mathcal{D} \) a random \( V \)-interleaved Clifford circuit on \( n \) qubits of depth \( D \).

A schematic of a \( V \)-interleaved Clifford circuit on \( n = 8 \) qubits of depth \( D = 4 \) is shown in Figure 2.

**Theorem 4** (Theorem 1 from [13]). Let \( V \in U(2) \) be any non-Clifford unitary matrix, and let \( d = 2^n \) for some \( n \in \mathbb{N} \). There are absolute constants \( c_1, c_2 > 0 \) depending on \( V \) such that for any depth \( D \geq c_1 \log^2(k)(k^4 + k \log(1/\delta)) \) and any \( n \geq c_2 k^2 \), the ensemble of random \( V \)-interleaved Clifford circuits on \( n \) qubits forms a \( \delta \)-approximate \( k \)-design.

3. Miscellaneous Combinatorial Facts

**Fact 5.** For any \( m \in \mathbb{N} \), \( \sum_{\pi \in \mathcal{S}_m} d^{\#\pi} = d(d + 1) \cdots (d + m - 1) \).

**Fact 6.** For any even \( m \), \( \sum_{\tau \in \mathcal{S}_m} \text{even} d^{\#\tau} = (m - 1)!! \cdot d(d + 2) \cdots (d + m - 2) \), where the sum is over \( \tau \) which consist only of even cycles. For any odd \( m \), this quantity is zero.
FIG. 2. Diagram of a $V$-interleaved circuit. Shown above is a $V$-interleaved circuit on 8 qubits with depth 4. We have $\xi_1 = V \otimes 1_2 \otimes 1_2^{\otimes (n-1)}$, $\xi_2 = V^\dagger \otimes 1_2 \otimes 1_2^{\otimes (n-1)}$, $\xi_3 = 1_2^\otimes n$, $\xi_4 = V^\otimes 1_2 \otimes 1_2^{\otimes (n-1)}$, and $\chi_i = \text{Clifford}_i$.

4. Weingarten Calculus

Consider the Haar measure over the $d \times d$ unitary group $U(d)$. The $m$th moment of $U(d)$ with respect to the Haar measure can be written as

$$E_{U \sim \text{Haar}} \left[ \text{tr}(A UB U^\dagger)^m \right] = \sum_{\sigma, \tau \in S_m} Wg(\sigma \tau^{-1}, d)$$

where on the right-hand side we have used the multi-index notation $I = (i_1, i_2, \ldots, i_m)$, as well as the notation

$$\delta_{\sigma(I), J} := \delta_{i_{\sigma(1)}, j_1} \delta_{i_{\sigma(2)}, j_2} \cdots \delta_{i_{\sigma(m)}, j_m}.$$

The function $Wg(\cdot, d) : S_m \rightarrow \mathbb{R}$ is called the Weingarten function. Note that (A2) implies the formula

$$E_{U \sim \text{Haar}} \left[ \text{tr}(A UB U^\dagger)^m \right] = \sum_{\sigma, \tau \in S_m} \text{tr}(\tau^{-1} A^\otimes m) \text{tr}(\sigma B^\otimes m) Wg(\sigma \tau^{-1}, d)$$

which we will make use of later.

We record the following estimates of Weingarten functions which will be utilized below.

**Lemma 1** (Lemma 6 from [3]). $\sum_{\tau \in S_m} |Wg(\tau, d)| = \frac{(d-m)!}{d!}$.

**Lemma 2** (Lemma 16 from [21]). For $\ell \leq d^{2/3}$ and $\pi \in S_m$, $Wg(\pi, d) \leq O(d^\# \pi - 2m)$.

We will also make crucial use of concentration for the Haar measure over the unitary group:

**Theorem 7.** For any $F : U(d) \rightarrow \mathbb{R}$ which is $L$-Lipschitz, the random variable $F(U)$ for Haar-random $U \in U(d)$ is $\sigma^2$-sub-Gaussian for $\sigma = O(L/\sqrt{d})$.

Appendix B: Upper Bound

In this section we show that an algorithm with the ability to measure $\sim n^9 k^{12}$ replicas simultaneously can solve the distinguishing task in Theorem 12 with exponentially fewer replicas than any algorithm which can only measure $k$ replicas at a time:

**Theorem 8.** There is an algorithm that can solve the distinguishing task in Theorem 12 with probability at least $9/10$ using at most $\tilde{O}(n^6 k^{12} (n^3 + \log^3 (1/\epsilon)))$ copies of $\rho$ by making a joint measurement on all copies.

We will use the algorithm of [5] for “quantum hypothesis selection.” Here we record a special case of their guarantee:
Algorithm making entangled measurements on an unknown state \( \rho \) (Tree representation for testing algorithms, [8])

**Definition 3 of distinguishing tasks**

The tree satisfies the following properties:

- Every root-to-leaf path is of length \( N \).
- At each non-leaf node, we measure a POVM \( \{ \mathcal{M}_v^u \}_v \) on \( \rho \) to obtain a classical outcome \( v \).
- If \( v \) is a child node of \( u \), then
  \[
  p_p(v) = p_p(u) w_v^u \cdot d^k \langle \psi_v^u | \rho^k | \psi_v^u \rangle ,
  \]
  where \( \{ w_v^u \cdot d^k | \psi_v^u \rangle \} \) is a rank-1 POVM that depends on the node \( u \).
- Every root-to-leaf path is of length \( N \).

**Theorem 9** (Special Case of Theorem 1.5 from [5]). There is an algorithm that, given a classical description of \( m \) mixed states \( \sigma_1, \ldots, \sigma_m \), parameters \( 0 < \epsilon < 1/2 \), takes \( N \) copies of \( \sigma_i \) for an unknown \( i \in [m] \), for

\[
N = O \left( \frac{\gamma}{\epsilon^2} \cdot (\log^3 m + \gamma \log m) \right),
\]

where \( \gamma := \log \log(1/\epsilon) \), performs some fully entangled measurement on the copies of \( \rho \), and with probability at least \( 9/10 \) outputs \( i' \in [m] \) satisfying \( \| \rho - \sigma_{i'} \| < \epsilon \).

We can now prove Theorem 8:

**Proof of Theorem 8.** First note that because the Clifford group on \( n \) qubits has size \( \exp(O(n^2)) \), the support of \( \mathcal{D} \) has size

\[
m = 3^D \cdot \exp(O(n^2D)) = \exp(O(n^2D)),
\]

where in \( D = c_1 \log^2(k)(k^4 + kn + k \log(1/\epsilon)) \) for some absolute constant depending on \( V \). Now consider the following algorithm. Given \( N \) copies of \( \rho \), where \( \gamma = \log \log(1/\epsilon) \), run the algorithm of Theorem 9 for the collection of mixed states \( \sigma_1, \ldots, \sigma_m \) given by \( \rho_{mm} \) and all \( \rho_U \) for \( U \) in the support of \( \mathcal{D} \), taking the accuracy parameter \( \epsilon \) in Theorem 9 to be \( \epsilon \) in Theorem 8. The guarantee of that algorithm is that with probability at least \( 9/10 \), the algorithm succeeds and we get an index \( i' \in [m] \) for which \( \| \rho - \rho_{i'} \| < \epsilon \). Our algorithm will decide that \( \rho = \rho_{mm} \) if \( i' \) is the index of \( \rho_{mm} \) in the collection \( \{ \sigma_i \} \), and otherwise it will decide that \( \rho \) came from the ensemble of states \( \rho_U \).

It remains to justify that our algorithm successfully solves the distinguishing task with probability at least \( 9/10 \). First, if \( \rho = \rho_{mm} \), note that \( \| \rho - \rho_U \| = \epsilon \), so if the algorithm succeeds, \( \rho_{i'} \) has to be \( \rho_{mm} \). By the same reasoning, if \( \rho = \rho_U \) for some \( U \) in the support of \( \mathcal{D} \), then it cannot be that \( \rho_{i'} = \rho_{mm} \). This concludes the proof.

**Appendix C: Lower Bound Framework**

In this section we overview our general framework for proving sample complexity lower bounds, which follows that of [8]. We will be interested in distinguishing tasks: given the ability to make some number \( N \) of measurements of an unknown state \( \rho \) which is promised to lie in one of two possible sets \( S_0 \) and \( S_1 \), we must decide based on the transcript, i.e. the sequence of measurement outcomes we observe, whether the object lies in \( S_0 \) or \( S_1 \).

We now formalize what it means for an algorithm to solve a distinguishing task by making entangled measurements of \( k \) replicas of \( \rho \) at a time:

**Definition 3** (Tree representation for testing algorithms, [8]). Fix an unknown quantum state \( \rho \in \mathbb{C}^{d \times d} \). A testing algorithm making entangled measurements on \( k \) replicas of \( \rho \) at a time can be expressed as a pair \( (T, \mathcal{A}) \). \( T \) is a rooted tree of depth \( N \), where each node in the tree encodes all the measurement outcomes the algorithm has seen so far. The tree satisfies the following properties:

- Each node \( u \) is associated with a probability \( p_p(u) \).
- For the root \( r \) of the tree, \( p_p(r) = 1 \).
- At each non-leaf node \( u \), we measure a POVM \( \{ \mathcal{M}_v^u \}_v \) on \( \rho^k \) to obtain a classical outcome \( v \).
- If \( v \) is a child node of \( u \), then
  \[
  p_p(v) = p_p(u) w_v^u \cdot d^k \langle \psi_v^u | \rho^k | \psi_v^u \rangle ,
  \]
  where \( \{ w_v^u \cdot d^k | \psi_v^u \rangle \} \) is a rank-1 POVM that depends on the node \( u \).
- Every root-to-leaf path is of length \( N \).
For any node $u$ at depth $t$, $p_r(u)$ is the probability that the transcript is given by the sequence of outcomes in the path from $r$ to $u$ after $t$ measurements. $A$ is any classical algorithm that takes as input a transcript corresponding to any leaf node $\ell$ and outputs $i \in \{0, 1\}$

Observe that any tree $T$ induces a probability distribution over transcripts of length $N$, and to any $\rho$ is associated a distribution $\rho^N$ over transcripts. When $N$ is clear from context, we will omit the superscript.

Formally we must argue that if $N$ is insufficiently large, then no algorithm $A$ mapping transcripts $T$ to $\{0, 1\}$ can satisfy $\Pr_{T \sim p_i}[A(T) = i] \geq 2/3$ for all $\rho \in S_i$ and $i \in \{0, 1\}$ (the constant $2/3$ could be replaced with an arbitrary constant greater than $1/2$).

A standard trick to show this is to reduce to the following average-case question. For $i \in \{0, 1\}$, let $D_i$ be some distribution over $S_i$ that we are free to choose. We want to show that for $N$ insufficiently large, it is information-theoretically impossible to distinguish between the following two scenarios: 1) $\rho$ is sampled from $D_0$, and we observe a transcript drawn from $p_i$, and 2) likewise but $\rho$ is sampled from $D_1$. The following fundamental result in binary hypothesis testing shows that to establish a lower bound for the original distinguishing task, it suffices to establish a lower bound for this average-case task.

**Lemma 3** (Le Cam’s two-point method). If there existed distributions $D_0, D_1$ over $S_0, S_1$ for which

$$d_{TV}(\frac{\mathbb{E}_{\rho \sim D_0}[p], \mathbb{E}_{\rho \sim D_1}[p_i]}{p}) < 1/3,$$

then no algorithm $A$ mapping transcripts of length $N$ to $\{0, 1\}$ can satisfy $\Pr_{T \sim p_i}[A(T) = i] \geq 2/3$ for all $\rho \in S_i$ and $i \in \{0, 1\}$.

**Proof.** Suppose to the contrary that there existed such an algorithm. For $i \in \{0, 1\}$, let $q_i := \mathbb{E}_{\rho \sim D_i}[p_i]$. Then

$$2/3 \leq \mathbb{E}_{\rho \sim D_i} \left[ \Pr_{T \sim p_i} [A(T) = i] \right] = \Pr_{T \sim q_i} [A(T) = i].$$

But by Fact 10 below, this would contradict the fact that $d_{TV}(q_0, q_1) < 1/3$.

The proof of Lemma 3 uses the following basic fact:

**Fact 10.** Given distributions $q_0, q_1$ over a domain $S$, if $d_{TV}(q_0, q_1) < 1/3$, there is no algorithm $A : S \rightarrow \{0, 1\}$ for which $\Pr_{x \sim q_i}[A(x) = i] \geq 2/3$ for both $i = 0, 1$.

**Proof.** Let $S' \subseteq S$ denote the set of elements $x$ for which $A(x) = 0$. Then observe that

$$\Pr_{x \sim q_0}[A(x) = 1] + \Pr_{x \sim q_1}[A(x) = 0] = 1 - q_0(S') + q_1(S')$$

$$\geq 1 - \sup_{S'' \subseteq S} [q_0(S'') - q_1(S'')]$$

$$= 1 - d_{TV}(q_0, q_1) \geq 2/3,$$

so at least one of the terms on the left-hand side is at least $1/3$.

In the sequel, the choice of $D_i$ will be fairly immediate, and the bulk of the work will go into bounding the total variation distance between $\mathbb{E}_{p \sim D_0}[p]$ and $\mathbb{E}_{p \sim D_1}[p_i]$. The following basic fact will be useful to this end, as it says that to upper bound the total variation between two distributions, it suffices to give a pointwise upper bound on their likelihood ratio:

**Fact 11.** Let $0 \leq \delta < 1$. Given probability distributions $p, q$ on a finite domain $\Omega$, if $p(x)/q(x) > 1 - \delta$ for all $x \in \Omega$, then $d_{TV}(p, q) \leq \delta$.

**Appendix D: Proof of Hardness for RQC Testing (Theorem 1)**

In this section, we prove the following formal version of Theorem 1:
Theorem 12. Fix any non-Clifford unitary $V \in U(2)$. There are absolute constants $c, c_1, c_2 > 0$ such that for any $\epsilon \in [0, 1]$ and $k, n \in \mathbb{Z}$ satisfying $\epsilon \leq 1/3k$, $k \leq 2^n/\epsilon$, and $n \geq c_2 k^2$, the following holds.

Consider the task of distinguishing between whether an unknown state $\rho$ is the maximally mixed state or the state $\frac{1}{2^n}(1_{2^n} + \epsilon UZ^{\otimes n} U^\dagger)$ where $U$ is a random $V$-interleaved Clifford circuit on $n$ qubits (see Definition 2) of depth at least $D = c_1 \log^2(k)(k^4 + kn + k \log(1/\epsilon))$.

Any algorithm which can make arbitrary entangled measurements of $k$ replicas of $\rho$ at a time must use $\Omega(2^n/(k\epsilon^2))$ replicas overall to solve this distinguishing task with nontrivial advantage.

For convenience, define $d := 2^n$. The only structure we will use about the distribution over random Clifford circuits $U$ is the fact that it forms a $\delta$-approximate $2k$-design. In the framework of the previous section, we will take the two sets $S_0$ and $S_1$ to be $S_0 = \{\rho_{mm}\}$ and $S_1 = \{\rho_U(\epsilon)\} U$ where $U$ ranges over unitaries in the support of a $\delta$-approximate $2k$-design. The choice of $D_0, D_1$ is clear: as $S_0$ is a singleton set, $D_0$ is just the point mass at $\rho_{mm}$, whereas $D_1$ is the distribution over $S_1$ given by the approximate $2k$-design.

First, we show how to upper bound the total variation distance between $p_{\rho_{mm}}$ and $E_{U \sim D}[p_{\rho_U(\epsilon)}]$ in terms of the quantity $E_{U \sim D}[|\delta_U|^2]$ for a worst-case choice of POVM $\{F_j\}$. Henceforth, for notational convenience we will refer to $\rho_U(\epsilon)$ as $\rho_U$.

Lemma 4. For $\epsilon \leq 1/3k$, define

$$\Phi_U^0(\epsilon) := \sum_{S \subseteq \{k\}; |S| \text{ even}, S \neq \emptyset} \epsilon^{|S|} \cdot UZU^\dagger \otimes \mathbb{1} \quad \Phi_U^1(\epsilon) := \sum_{S \subseteq \{k\}; |S| \text{ odd}} \epsilon^{|S|} \cdot UZU^\dagger \otimes \mathbb{1}.$$ 

Then we have that

$$d_{TV}(p_{\rho_{mm}}, E[p_{\rho_U}]) \leq 2N \max_{|\psi\rangle} \left\{ E\left[\langle \psi| \Phi_U^0(\epsilon)|\psi\rangle^2\right] + 2E\left[\langle \psi| \Phi_U^1(\epsilon)|\psi\rangle^2\right]^{1/2} \right\} \tag{D1}$$

where the expectations are with respect to an arbitrary distribution $D$ over $U(d)$.

Proof. Let $T$ be any transcript of length $N$, and consider the root-to-leaf path $\{u_0, \ldots, u_n\}$ in $T$ associated to this transcript. If the POVM used at node $u$ along this path is given by $\{w_u^n \cdot d^k : |\psi_u^n\rangle\langle \psi_u^n|\}_v$, then

$$E\left[\frac{p_{\rho_U}(T)}{p_{\rho_{mm}}(T)}\right] = E\left[\prod_{l=1}^N \langle \psi_{ul}^{n_l-1}| (1 + UZU^\dagger)^{\otimes k} |\psi_{ul}^{n_l-1}\rangle \right]$$

$$= E\left[\prod_{l=1}^N (1 + \langle \psi_{ul}^{n_l-1}| (1 + UZU^\dagger)^{\otimes k} |\psi_{ul}^{n_l-1}\rangle) \right]$$

$$=: E\left[\prod_{l=1}^N (1 + \delta_l^U) \right]. \tag{D2}$$

where $\delta_l^U := |\langle \psi_{ul}^{n_l-1}| (1 + UZU^\dagger)^{\otimes k} |\psi_{ul}^{n_l-1}\rangle|$. By concavity of the exponential function, we can lower bound (D2) by

$$\geq \exp\left( \sum_{l=1}^N E[\log(1 + \delta_l^U)] \right).$$
Note that the Haar measure on $U(d)$ is invariant under left-multiplication by $T = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, so
\[
\begin{align*}
&\geq \exp \left( \frac{1}{2} \sum_{t=1}^{N} \mathbb{E} \left[ \log \left( 1 + \delta^U_t \right) + \log \left( 1 + \delta^{TU}_t \right) \right] \right) \\
&\geq \exp \left( \frac{1}{2} \sum_{t=1}^{N} \mathbb{E} \left[ \log \left( \left( 1 + \delta^U_t \right) \left( 1 + \delta^{TU}_t \right) \right) \right] \right) \\
&:= \exp \left( \frac{1}{2} \sum_{t=1}^{N} \mathbb{E} \left[ \log \left( 1 - \gamma^U_t \right) \right] \right) \quad (\gamma^U_t := 1 - (1 + \delta^U_t)(1 + \delta^{TU}_t)) \\
&\geq \exp \left( \frac{1}{2} \sum_{t=1}^{N} \mathbb{E} \left[ \log \left( 1 - \max(0, \gamma^U_t) \right) \right] \right) \\
&\geq \exp \left( \frac{1}{2} \sum_{t=1}^{N} \mathbb{E} \left[ -4 \max(0, \gamma^U_t) \right] \right), \quad (D3)
\end{align*}
\]
where in the penultimate step we used the fact that $\max(0, \gamma^U_t) \leq 0.96$ for every $t$ because
\[
|\delta^U_t| \leq \left| \sum_{S \neq \emptyset} \epsilon^{|S|} \langle \psi_{u_t}^{\prime |t-1} | UZU^\dagger \otimes_S 1 | \psi_{u_t}^{\prime |t-1} \rangle \right| \leq (1 + \epsilon)^k - 1 \leq 0.4
\]
by the assumption that $\epsilon \leq 1/3k$.

Now note that
\[
\begin{align*}
\gamma^U_t &= 1 - (1 + \delta^U_t)(1 + \delta^{TU}_t) \\
&= 1 - \sum_{S, S' \subseteq [k]} (-1)^{|S'|} \langle \psi_{u_t}^{\prime |t-1} | UZU^\dagger \otimes_S 1 | \psi_{u_t}^{\prime |t-1} \rangle \langle \psi_{u_t}^{\prime |t-1} | UZU^\dagger \otimes_{S'} 1 | \psi_{u_t}^{\prime |t-1} \rangle \\
&= 1 - \langle \psi_{u_t}^{\prime |t-1} | \Phi^U_0(\epsilon) | \psi_{u_t}^{\prime |t-1} \rangle^2 - \langle \psi_{u_t}^{\prime |t-1} | \Phi^{TU}_1(\epsilon) | \psi_{u_t}^{\prime |t-1} \rangle^2 \\
&= \langle \psi_{u_t}^{\prime |t-1} | \Phi^U_1(\epsilon) | \psi_{u_t}^{\prime |t-1} \rangle^2 - \langle \psi_{u_t}^{\prime |t-1} | \Phi^{TU}_1(\epsilon) | \psi_{u_t}^{\prime |t-1} \rangle^2 - 2 \langle \psi_{u_t}^{\prime |t-1} | \Phi^U_0(\epsilon) | \psi_{u_t}^{\prime |t-1} \rangle \langle \psi_{u_t}^{\prime |t-1} | \Phi^{TU}_1(\epsilon) | \psi_{u_t}^{\prime |t-1} \rangle,
\end{align*}
\]
so
\[
\mathbb{E} \left[ \max(0, \gamma^U_t) \right] \leq \max_{|\psi\rangle} \left\{ \mathbb{E} \left[ \langle \psi | \Phi^U_1(\epsilon) | \psi \rangle^2 \right] + 2 \mathbb{E} \left[ \langle \psi | \Phi^U_0(\epsilon) | \psi \rangle \right] \right\}, \quad (D5)
\]
where the maximum is over unit vectors $|\psi\rangle$. Substituting this into (D4) and applying Cauchy-Schwarz and Fact 11 yields the lemma. \qed

Next, we provide estimates for the quantities on the right-hand side of (D1) in the case where $\mathcal{D}$ is an exact 2k-design.

**Lemma 5.** For $k \leq O(\min(d, \sqrt{d}/\epsilon))$ and any unit vector $|\psi\rangle$, if $\mathcal{D}$ is a 2k-design, then we have
\[
1. \quad \mathbb{E}_{U \sim \mathcal{D}} \left[ \langle \psi | \Phi^U_1(\epsilon) | \psi \rangle^2 \right] \leq O(\epsilon^2 k^2/d)
2. \quad \mathbb{E}_{U \sim \mathcal{D}} \left[ \langle \psi | \Phi^U_0(\epsilon) | \psi \rangle^2 \right] \leq O(\epsilon^4 k^4/d^2)
\]

*Proof.* Let $S_{\text{odd}}$ and $S_{\text{even}}$ denote the set of nonempty subsets of $[k]$ of odd and even cardinality respectively. Given $S \subseteq [k]$, let $\rho_S \in (\mathbb{C}^d)^{\otimes |S|}$ denote $|\psi\rangle \langle \psi|$ with the components indexed by $[k]\backslash S$ traced out so that
\[
\langle \psi | UZU^\dagger \otimes_S 1 | \psi \rangle = \text{tr} \left( \left( U^\dagger \right)^{\otimes |S|} \rho_S U^{\otimes |S|} Z^{\otimes |S|} \right), \quad (D6)
\]
Proof of 1: Using (D6), we can write
\[
\mathbb{E}[\langle \psi | \Phi_I^U(\epsilon) | \psi \rangle^2] = \sum_{S,S' \in S_{\text{odd}}} \epsilon^{|S|+|S'|} \mathbb{E} \left[ \text{tr} \left( (U^\dagger)^{\otimes |S|} \rho_S U^{\otimes |S'|} Z^{\otimes |S'|} \right) \right].
\] (D7)

For any fixed \(S, S' \in S_{\text{odd}}\), if \(m := |S| + |S'|\), then the expectation of the corresponding summand in (D7) is
\[
e^m \sum_{\pi, \tau \in S_m} \text{Wg}(\pi \tau^{-1}, d) \text{tr}(\rho_S \otimes \rho_{S'}) \text{tr}(\tau Z^m).
\] (D8)

We can naïvely upper bound \(\text{tr}(\rho_S \otimes \rho_{S'})\) by 1. Recall by Lemma 1 that \(\sum_{\pi \in S_m} \text{Wg}(\pi, d) = \frac{(d-m)!}{d!} \leq 1/\Omega(d)^m\) for \(m \leq d\) and also note that \(\text{tr}(\tau Z^m)\) is zero unless \(m\) has only even cycles, in which case \(\text{tr}(\tau Z^m) = d^{m/2}\). By Fact 6, \(\sum_{\tau \in S_m} d^{m/2} = (m-1)! \cdot d(d+1) \cdots (d+m-2) \leq m^{m/2} \cdot O(d^{m/2})\). We conclude that (D8) is upper bounded by \(O(e^m m/d)^{m/2}\). Substituting this bound into (D7), we get an upper bound of
\[
\sum_{S,S' \in S_{\text{odd}}} O(|S| + |S'|)/d)^{|S|/2+|S'|/2} = \sum_{2 \leq m \leq k} O(e^m m/d)^{m/2} \cdot \sum_{0 \leq i \leq m} \binom{k}{i} \binom{k}{m-i}
\]
\[
\leq \sum_{2 \leq m \leq k} O(e^m m/d)^{m/2} \cdot 2^k/m!
\]
\[
\leq \sum_{2 \leq m \leq k} O(e^m m/d)^{m/2} \cdot O(k/m)^m
\]
\[
\leq \sum_{2 \leq m \leq k} O(e^m m/d)^{m/2} \cdot \binom{2k}{md}^{m/2}
\]
\[
\leq \sum_{2 \leq m \leq k} O(e^m m/d)^{m/2} \cdot \binom{2k}{d}^{m/2}.
\]

If \(k \leq c \sqrt{d}/\epsilon\) for sufficiently small absolute constant \(c > 0\), then this geometric series is dominated by its first summand, yielding the desired bound of \(O(e^m k^2/d)\).

Proof of 2: Proceeding in the same way as above, we can upper bound \(\mathbb{E}[\langle \psi | \Phi_I^U(\epsilon) | \psi \rangle^2]\) by
\[
\sum_{S,S' \in S_{\text{even}}} O(|S| + |S'|)/d)^{|S|/2+|S'|/2} = \sum_{4 \leq m \leq k} O(e^m m/d)^{m/2} \cdot \sum_{0 \leq i \leq m} \binom{k}{i} \binom{k}{m-i}
\]
\[
\leq \sum_{4 \leq m \leq k} O(e^m m/d)^{m/2} \cdot \binom{2k}{d}^{m/2},
\]
so again, if \(k \leq c \sqrt{d}/\epsilon\) then this geometric series is dominated by its first summand, yielding the desired bound of \(O(e^m k^4/d^2)\).

Next we extend the estimates of Lemma 5 to handle approximate 2k-designs:

Lemma 6. For \(k \leq O(\min(d, \sqrt{d}/\epsilon))\) and any unit vector \(|\psi\rangle\), if \(D\) is a \(\delta\)-approximate 2k-design, then we have

1. \(\mathbb{E}_{U \sim D} \left[ \langle \psi | \Phi_I^U(\epsilon) | \psi \rangle^2 \right] \leq O(e^2 k^2/d + \delta)\)

2. \(\mathbb{E}_{U \sim D} \left[ \langle \psi | \Phi_0^U(\epsilon) | \psi \rangle^2 \right] \leq O(e^4 k^4/d^2 + \delta)\)

Proof. Let \(D^*\) denote the Haar measure over \(U(d)\). It suffices to upper bound
\[
\mathbb{E}_{U \sim D^*} \left[ \langle \psi | \Phi_I^U(\epsilon) | \psi \rangle^2 \right] - \mathbb{E}_{U \sim D^*} \left[ \langle \psi | \Phi_0^U(\epsilon) | \psi \rangle^2 \right]
\] (D9)
in absolute value for \(i = 0, 1\) and then apply Lemma 5 and triangle inequality.
First note that for any $S \subseteq [k]$, we can write
\[
\text{tr} \left( U^{\otimes |S|} \rho_S U^{\otimes |S|} Z^{\otimes |S|} \right) = \text{tr} \left( U^{\otimes k} (\rho_S \otimes \rho_{\text{mm}}^{2k-|S|}) U^{\otimes k} (Z^{\otimes |S|} \otimes 1^{2k-|S|}) \right).
\]
For $i = 0$, (D9) can thus be written as
\[
\sum_{S,S' \in S_{\text{even}}} \epsilon^{(|S|+|S'|)} \text{tr} \left( \left( \rho_S \otimes \rho_{S'} \otimes \rho_{\text{mm}}^{2k-|S|} \right) \left( \rho^{(2k)} - \rho_{\text{Haar}}^{(2k)} \right) \left( Z^{\otimes |S|} \otimes Z^{\otimes |S'|} \otimes 1^{2k-|S|-|S'|} \right) \right).
\]
(D10)

As $D$ is a $\delta$-approximate $2k$-design,
\[
\left\| \left( C_{D}^{(2k)} - C_{\text{Haar}}^{(2k)} \right) \left( Z^{\otimes |S|} \otimes Z^{\otimes |S'|} \otimes 1^{2k-|S|-|S'|} \right) \right\|_1 \leq \frac{\delta}{d^{2k}} \cdot \left\| Z^{\otimes |S|} \otimes Z^{\otimes |S'|} \otimes 1^{2k-|S|-|S'|} \right\|_1 = \delta
\]
On the other hand, $\left\| \rho_S \otimes \rho_{S'} \otimes \rho_{\text{mm}}^{2k-|S|-|S'|} \right\| \leq d^{-2k+|S|+|S'|}$, so we may upper bound (D10) in absolute value by
\[
\frac{\delta}{d^{2k}} \sum_{S,S' \in S_{\text{even}}} \epsilon^{(|S|+|S'|)} \cdot d^{2k+|S'|} \leq \frac{\delta}{d^{2k}} \left( \sum_{1 \leq m \leq k \text{ odd}} (\epsilon d)^m \cdot \left( \frac{k}{m} \right) \right)^2 \leq \delta (1/d + \epsilon)^{2k} \leq O(\delta),
\]
where the last step follows by the fact that $k \leq d$ and $\epsilon < 1$. As the upper bound in the second step follows from naively including all summands, odd and even, we immediately also get an upper bound for (D9) when $i = 1$. \hfill \Box

We are now ready to prove Theorem 12:

Proof of Theorem 12. Let $d = 2^n$ and $\epsilon = c^2/d$. By Theorem 4, the distribution over states $\rho_U(\epsilon)$ for $U$ given by the random Clifford circuits in Theorem 12 is a $\delta$-approximate $2k$-design. Call this distribution $D$. By applying both parts of Lemma 5 to the bound in Lemma 4, we get an upper bound on the total variation distance between $p_{\text{mm}}$ and $E_{U \sim D}[p_{\text{mm}}] = O(N \cdot (\epsilon^2 k^4/d + \delta))$. So for $N = O \left( \frac{d}{\epsilon^2 k^2 + 2n} \right) = O(d/(k c^2))$ sufficiently small (corresponding to $Nk = O(d/(k c^2))$ copies of the state in total), the total variation distance is less than $1/3$ and we can apply Lemma 3. \hfill \Box

Appendix E: RQC Testing and Shadow Tomography

Here we record the simple observation that hardness for Task 1 implies hardness for shadow tomography with the collection of observables given by $\{UZ^{\otimes n}U^\dagger\}_{U \in \text{supp}(D)}$. Note that $\text{supp}(D)$ is a finite set, by virtue of Definition 2 and the fact that the Clifford group is discrete. First, we recall the objective of shadow tomography:

**Task 3 (Shadow tomography).** Given a classical description of $m$ observables $O_1, \ldots, O_m$ satisfying $\|O_i\| \leq 1$ for all $i$, and given access to copies of $\rho$, estimate each $\text{tr}(O_i \rho)$ to within $\epsilon$ additive error.

**Theorem 13.** Fix any non-Clifford unitary $V \in U(2)$. There are absolute constants $c,c_1,c_2 > 0$ such that for any $\epsilon \in [0,1]$ and $k,n \in \mathbb{Z}$ satisfying $\epsilon \leq 1/3k$, $k \leq c_2n^2/\epsilon$, and $n \geq c_2 k^2$, the following holds.

Let $O_1, \ldots, O_m$ consist of all observables of the form $UZ^{\otimes n}U^\dagger$ for $U$ given by a $V$-interleaved Clifford circuit on $n$ qubits with depth $c_1 \log^2(k)(k^4 + kn + k \log(1/\epsilon))$. Shadow tomography to error $\epsilon$ with respect to this collection of observables is $k$-replica hard. In particular, any protocol which can make arbitrary entangled measurements of at most $k$ replicas of $\rho$ simultaneously must use $\Omega(2^n/(k c^2))$ copies of $\rho$ overall to achieve the task with constant probability.

Proof. Note that for $\rho = \rho_{\text{mm}}$, $\text{tr}(O_i \rho) = 0$ for all $i$, whereas for $\rho = \rho_U(\epsilon)$, the observable $O_i$ corresponding to $UZ^{\otimes n}U^\dagger$ satisfies $\text{tr}(O_i \rho) = 2\epsilon$. So an algorithm solving shadow tomography to error better than $\epsilon$ can be used to distinguish between whether $\rho = \rho_{\text{mm}}$ or whether $\rho = (1 + \epsilon UZ^{\otimes n}U^\dagger)/2^n$ for random circuit $U$. The result then follows from hardness of the latter task, given by Theorem 12. \hfill \Box

Appendix F: Proof of Mixedness Testing Separation (Theorem 3)

While the overall architecture of the proof will follow that of [7, 9], the $k$-entangled setting introduces key subtleties that we will highlight in the sequel.
1. Additional Notation

As in Section D, for notational convenience we will refer to $\rho_U(\epsilon)$ as $\rho_U$.

Unlike in the previous section, a uniform lower bound on the likelihood ratio between $\mathbb{E}[p_{\rho_U}(\epsilon)]$ and $p_{\rho_{mm}}$ will not suffice here, and we need to be more careful in considering the contribution of different root-to-leaf paths in the tree $T$. For a node $u$, a child $v$, let

$$p_0(v|u) := w_v^u, \quad p_U(v|u) := w_v^u \cdot d \langle \psi_v^u | \rho_{\rho_U}^{|k} | \psi_v^u \rangle$$

denote the probability that the learner reaches node $v$ conditioned on reaching node $u$, provided the learner is measuring copies of $\rho_{mm}$ or copies of $\rho_U$ respectively. We will also use $p_0(\cdot|u)$ and $p_U(\cdot|u)$ to refer to the corresponding conditional probability distributions. Additionally, it will be convenient to define $p_0(\cdot)$ to be the distribution over nodes at depth $t$ of $T$ induced by the first $t$ measurements when the unknown state is $\rho_{mm}$.

Analogously to (D2), define the likelihood ratio perturbation $\delta^U_u : \text{child}(u) \to \mathbb{R}$ by

$$\delta^U_u(v) := \frac{p_U(v|u)}{p_0(v|u)} - 1 = \langle \psi_v^u | (\rho_{\rho_U}^{|k} - 1) \psi_v^u \rangle.$$ 

The ratio between the probabilities of reaching node $u$ when the learner is measuring copies of $\rho_U$ versus copies of $\rho_{mm}$ can thus be expressed as:

$$L_U(u) := \prod_{i=1}^{t} \left( 1 + \delta^U_{u_{i-1}}(u_i) \right),$$

where $\{r = u_0, u_1, \ldots, u_{t-1}, u_t = u\}$ is the root-to-leaf path to $u$. Also define

$$L(u) := \mathbb{E}_U[L_U(u)].$$

Lastly, crucial to the calculations in this section is the following pairwise correlation quantity

$$\phi_{u,v} := \langle \delta^U_u, \delta^U_v \rangle_{p_0(\cdot|u)},$$

recalling the notational convention of (A1).

2. Basic Facts

We note that as the Haar measure on $U(d)$ is a $k$-design for any $k$, so we can use the results of Section D to easily conclude the following:

**Lemma 7.** For $k \leq O(\min(d, \sqrt{d}/\epsilon))$ and any node $u$ in $T$,

$$L(u) \geq \exp \left( -O(2Nc^2k^2/d) \right).$$

**Proof.** This follows immediately from applying (D3) and (D5) from the proof of Lemma 4, together with Lemma 5. \qed

We record a simple pointwise upper bound on the likelihood ratio perturbations:

**Lemma 8.** If $\epsilon < 1/3k$, then for any $v$ in the support of $p_0(\cdot|u)$ and any $U \in U(d)$, $|\delta^U_u(v)| \leq 1$.

**Proof.** For any unit vector $|\psi\rangle$, $0 < \langle \psi | \rho_{\rho_U}^{|k} | \psi \rangle \leq (1 + \epsilon)^k < 2$ while $\langle \psi | 1 | \psi \rangle = 1$, from which the claim follows. \qed

Finally, we will need the following elementary estimate in subsequent sections:

**Fact 14** (Integration by parts, see e.g. Fact C.2 in [7]). Let $a, b \in \mathbb{R}$. Let $Z$ be a nonnegative random variable satisfying $Z \leq b$ and such that for all $x \geq a$, $\Pr[Z > x] \leq \tau(x)$. Let $f : [0, b] \to \mathbb{R}_{\geq 0}$ be nondecreasing and differentiable. Then

$$\mathbb{E}[f(Z)] \leq f(a)(1 + \tau(a)) + \int_a^b \tau(x)f'(x)dx.$$
3. Tail Bounds

In this subsection we prove some tail bounds for \( \phi_u^{U,V} \) and related quantities.

First, fix an arbitrary node \( u \) in \( \mathcal{T} \). Define the functions \( F_u^{V,U} := \phi_u^{U,V} \) and \( G_u(U) := \mathbb{E}_{v \sim p_0(\cdot | u)}[\delta_u^{U}(v)]^{1/2} \).

In the rest of this subsection, we will drop subscripts referring to \( u \) and denote \( p_0(\cdot | u) \) by \( p_0 \) whenever convenient.

Denote the POVM at node \( u \) by \( | \psi_v \rangle \langle \psi_v | \).

As our primary tool for establishing concentration is Theorem 7, we would like to show that the functions \( F_u^{V} \) and \( G_u^{} \) are Lipschitz.

To this end, we begin by proving the following:

**Lemma 9.** \( \mathbb{E}_{v \sim p_0} \left[ \left( \delta_u^{U}(v) - \delta_u^{U'}(v) \right)^2 \right]^{1/2} \leq \frac{2ck}{\sqrt{d}} \cdot (1 + \epsilon^2)^{(k-1)/2} \cdot \| U - U' \|_{HS}. \)

**Proof.** Write \( A := \frac{1}{\epsilon} \left( (\mathbb{I} + \epsilon U Z U^\dagger)^{\otimes k} - (\mathbb{I} + \epsilon U' Z U'^\dagger)^{\otimes k} \right) \) so that

\[
\delta_u^{U}(v) - \delta_u^{U'}(v) = \epsilon \langle \psi_v | A | \psi_v \rangle.
\]

Take the eigendecomposition \( A = W \Sigma W^\dagger \). Then

\[
\langle \psi_v | A | \psi_v \rangle^2 = \text{tr} (\Sigma \cdot W^\dagger | \psi_v \rangle \langle \psi_v | W) \leq \left( \sum_i \Sigma_{ii} \right)^2 \leq \sum_i \Sigma_{ii}^2 = \frac{\epsilon^2}{d} \| A \|_{HS}^2 \]

Finally, note that

\[
\| A \|_{HS} \leq \sum_{j=1}^k \left\| (\mathbb{I} + \epsilon U Z U^\dagger)^{\otimes k-j} (\mathbb{I} + \epsilon U' Z U'^\dagger)^{\otimes j-1} (U^\dagger Z U - U'^\dagger Z U') \right\|_{HS},
\]

so because \( \| \mathbb{I} + \epsilon U Z U^\dagger \|_{HS} \leq (d + \epsilon^2 d)^{1/2} \) and

\[
\| U^\dagger Z U - U'^\dagger Z U' \|_{HS} = \| U Z (U - U') + (U - U') Z U' \|_{HS} \leq 2 \| U - U' \|_{HS},
\]

we get

\[
\frac{\epsilon}{d^{\epsilon^2/2}} \cdot \| A \|_{HS} \leq 2ck \cdot \frac{(d + \epsilon^2 d)^{(k-1)/2}}{d^{\epsilon^2/2}} \cdot \| U - U' \|_{HS} = \frac{2ck}{\sqrt{d}} \cdot (1 + \epsilon^2)^{(k-1)/2} \cdot \| U - U' \|_{HS},
\]

as claimed. \( \square \)

**Corollary 1.** The functions \( F_u^{V} \) and \( G_u^{} \) are \( \frac{2ck}{\sqrt{d}} \cdot (1 + \epsilon^2)^{(k-1)/2} \cdot G(V) \)- and \( \frac{2ck}{\sqrt{d}} \cdot (1 + \epsilon^2)^{(k-1)/2} \cdot \text{Lipschitz} \) respectively.

**Proof.** We have

\[
F^{V}(U) - F^{V}(U') = \mathbb{E}_{v \sim p_0} \left[ \left( \delta_u^{U}(v) - \delta_u^{U'}(v) \right) \delta^{V}(v) \right] \leq \mathbb{E}_{v \sim p_0} \left[ \left( \delta_u^{U}(v) - \delta_u^{U'}(v) \right)^2 \right]^{1/2} \cdot \mathbb{E}_{v \sim p_0} \left[ \delta_u^{U}(v)^2 \right]^{1/2} = \mathbb{E}_{v \sim p_0} \left[ \left( \delta_u^{U}(v) - \delta_u^{U'}(v) \right)^2 \right]^{1/2} \cdot G(U).
\]

By triangle inequality for the measure \( p_0 \),

\[
G(U) - G(U') = \mathbb{E}_{v} \left[ \delta_u^{U}(v)^2 \right]^{1/2} - \mathbb{E}_{v} \left[ \delta_u^{U'}(v)^2 \right]^{1/2} \leq \mathbb{E}_{v} \left[ \left( \delta_u^{U}(v) - \delta_u^{U'}(v) \right)^2 \right]^{1/2}.
\]

Lipschitzness of \( F^{V} \) and \( G \) follows from Lemma 9. \( \square \)
Next, we bound the expectation of $G(U)$. The proof follows immediately from the calculations in the proof of Lemma 5:

**Lemma 10.** If $k = O(\min(d, \sqrt{d}/\varepsilon))$, then $\mathbb{E}_U[G_a(U)] \leq O(ck/\sqrt{d})$.

**Proof.** By Jensen’s, $\mathbb{E}_U[G(U)] \leq \mathbb{E}_U[\mathbb{E}_{v \sim p_0}[\delta(U(v))^2]]^{1/2}$. We will bound the latter. Similar to (D7), we can write

$$
\mathbb{E}_U[\mathbb{E}_{v \sim p_0}[\delta(U(v))^2]] = \sum_{S,S' \neq \emptyset} \mathbb{E}[\mathbb{E}_{v \sim p_0} \left| \left| S \right| + \left| S' \right| \right| \mathbb{E}[\left| S \right| \mathbb{E}[\left| S' \right|] \mathbb{E}[\left( U^\dagger \otimes |S| \rho_{S} U^\circ \otimes |S| Z \otimes |S| \right) \mathbb{E}[\left( U^\dagger \otimes |S'| \rho_{S'} U^\circ \otimes |S'| Z \otimes |S'| \right)]]].
$$

Recall from the proof of Lemma 5 that the $(S, S')$-th summand above is upper bounded by $(\epsilon^2 m/d)^{m/2}$; it is also easy to see that when $|S| + |S'|$ is odd, the summand vanishes. We can thus upper bound $\mathbb{E}_U[\mathbb{E}_{v \sim p_0}[\delta(U(v))^2]]$ by

$$
\sum_{S,S' \neq \emptyset} O((|S| + |S'|)/d)^{|S|/2+|S'|/2} = \sum_{2 \leq m \leq k \text{ even}} O(\epsilon^2 m/d)^{m/2} \cdot \sum_{0 < i < m} \frac{k}{m} \left( \frac{2k}{m} \right) \leq O(\epsilon^2 k^2/d),
$$

where in the last step we used the assumption that $k \leq c\sqrt{d}/\varepsilon$ in the same way as in the proof of Lemma 5. 

From Theorem 7, Corollary 1, and Lemma 10, we conclude that $G_a$ satisfies the following tail bound.

**Lemma 11.** There is an absolute constant $c > 0$ such that for any $s > 0$,

$$
\Pr_U \left[ G_a(U) > \frac{ck}{\sqrt{d}} + s \right] \leq \exp \left( -s^2/\sigma^2 \right)
$$

for $\sigma = \Theta \left( \frac{1}{d} \cdot (1 + \epsilon^2)^{(k-1)/2} \right)$.

Finally, we show how to combine all of these ingredients to show a tail bound for the pairwise correlation $\phi^U_V$.

**Lemma 12.** For any $s > 0$,

$$
\Pr[|\phi^U_V - \mathbb{E}[\phi^U_V]| > s] \leq \exp \left( -\Omega \left( \min \left\{ \frac{d^2}{\epsilon^2 k^2 (1 + \epsilon^2)^{k-1}}, \frac{d^2 s^2}{\epsilon^2 k^2 (1 + \epsilon^2)^{k-1}} \right\} \right) \right).
$$

**Proof.** By Corollary 1, $F^V$ is $\sigma \sqrt{d} \cdot G(V)$-Lipschitz for $\sigma = \Theta \left( \frac{1}{d} \cdot (1 + \epsilon^2)^{(k-1)/2} \right)$. Define $\mu^V := \mathbb{E}_U[F^V(U)]$. By Theorem 7, there is an absolute constant $C > 0$ such that

$$
\Pr_U \left[ |F^V(U) - \mu^V| > s \right] \leq \exp \left( -\frac{C s^2}{\sigma^2 G(V)} \right). \tag{F1}
$$

We would like to further integrate over $V$ to get a tail bound for $\phi^U_V$. To this end, apply Fact 14 to the random variable $Z := G(V)$ and $f(Z) := \exp \left( -\frac{C s^2}{\sigma^2 Z} \right)$. By Lemma 11, for all $x \geq a$ for $a := \frac{2ck}{\sqrt{d}}$, we have $\Pr[Z > x] \leq \tau(x)$ for

$$
\tau(x) := \exp \left( -\frac{C'}{\sigma^2} \left( x - \frac{ck}{\sqrt{d}} \right)^2 \right)
$$

for absolute constant $C' > 0$.

Fact 14 therefore ensures that

$$
\mathbb{E}[f(Z)] \leq 2 \exp \left( -\frac{C d s^2}{4c^2 \epsilon^2 k^2 \sigma^2} \right) + \int_{2ck/\sqrt{d}}^{1} \frac{2C s^2}{\sigma^2 x^3} \exp \left( -\frac{1}{\sigma^2} \left[ \frac{C s^2}{x^2} + C' \left( x - \frac{ck}{\sqrt{d}} \right)^2 \right] \right) dx. \tag{F2}
$$

By AM-GM, for $x \geq 2ck/\sqrt{d}$,

$$
\frac{C s^2}{x^2} + C' \left( x - \frac{ck}{\sqrt{d}} \right)^2 \geq 2(C C')^{1/2} s \left( 1 - \frac{ck/\sqrt{d}}{x} \right) \geq (CC')^{1/2} s,
$$

and $\tau(x) \leq \exp \left( -\frac{C'}{\sigma^2} \left( x - \frac{ck}{\sqrt{d}} \right)^2 \right)$.

Thus, summation over $x$ gives a tail bound for $\phi^U_V$.
so we conclude from (F1) and (F2) that
\[
\Pr[|\phi_{U, V}^s - E[\phi_{U, V}^s]| > s] \leq 2 \exp \left( -\frac{C d s^2}{4e^2 d^2 k^2 \sigma^2} + \frac{C d s^2}{e^2 d^2 k^2 \sigma^2} \cdot \exp \left( -\Omega(s/\sigma^2) \right) \right) \leq \exp \left( -\Omega \left( \min \left\{ \frac{s}{\sigma^2}, \frac{d s^2}{e^2 d^2 k^2 \sigma^2} \right\} \right) \right).
\]

The lemma follows upon substituting our choice of \( \sigma \).

It remains to compute \( E[\phi_{U, V}^s] \). Note that when \( k = 1 \), this expectation is zero, but this is not true for general \( k \).

**Lemma 13.** If \( k = O(\sqrt{d}) \), then \( E[\phi_{U, V}^s] \leq O(k^4 d^2/\epsilon^2) \)

**Proof.** We can write \( \phi_{U, V}^s \) explicitly as
\[
\phi_{U, V}^s = \sum_{S, S' \subseteq [k]: S \neq \emptyset} \epsilon^{|S| + |S'|} \sum_{v \sim p_0} \langle \psi_v | (UZU^\dagger \otimes S \mathbf{1}) | \psi_v \rangle \langle \psi_v | (VZV^\dagger \otimes S' \mathbf{1}) | \psi_v \rangle \]  \hspace{1cm} (F3)

Let \( \rho_S^v \) denote the the state \( |\psi_v\rangle \langle \psi_v| \) with the components outside of \( S \) traced out. Note that
\[
E_{v \sim p_0} [\rho_S^v] = \frac{1}{|d_S|} \mathbf{1}^{|S|}.
\]

Consider the \( (S, S') \)-th expectation in (F3). Its expectation with respect to \( U, V \) is given by
\[
\sum_{\pi, \tau \in d_S, \pi' \in d_{S'}} Wg(\pi \tau^{-1}, d) Wg(\pi' \tau'^{-1}, d) \operatorname{tr}(P_{\pi'} Z^{\otimes |S'|} \operatorname{tr}(P_{\pi'} Z^{\otimes |S'|}) \sum_{v \sim p_0} \left[ \operatorname{tr}(P_{\pi} Z_{\pi}^v) \operatorname{tr}(P_{\pi'} Z_{\pi'}^v) \right], \]  \hspace{1cm} (F4)

We can naively upper bound the last quantity in (F4), namely the expectation over \( v \), by 1. We can now decouple the sum in (F4) into a product of a sum over \( \pi, \tau \) and a sum over \( \pi', \tau' \). Before we do this however, let us recall basic estimates for the other terms in (F4). First, recall that \( \operatorname{tr}(P_{\pi} Z^{\otimes |S|}) = 0 \) if \( \pi \) has an odd cycle and otherwise equals \( d^{|\#\pi|} \), and similarly for \( \operatorname{tr}(P_{\pi'} Z^{\otimes |S'|}) \). As for the Weingarten terms, by Lemma 2 we have \( |Wg(\pi \tau^{-1}, d)| \leq O(d^{|\pi \tau^{-1} - 2|S|}) \) as \( |S| \leq k \leq d^2/3 \), and similarly for \( |Wg(\pi' \tau'^{-1}, d)| \).

Putting everything together, we can upper bound (F4) by
\[
\frac{1}{\Omega(d^{2|S| + 2|S'|})} \left( \sum_{\pi, \tau \in d_S, \pi \tau \text{ even}} O(d)^{|\#\pi \tau^{-1} + |\#\tau|} \right) \left( \sum_{\pi', \tau' \in d_{S'}, \pi' \tau' \text{ even}} O(d)^{|\#\pi' \tau'^{-1} + |\#\tau'|} \right) \]  \hspace{1cm} (F5)

when \( |S| \) and \( |S'| \) are even, and by zero otherwise. Here “even” means that \( \tau \) consists only of even cycles.

For \( |S| \) even,
\[
\sum_{\pi, \tau \in d_S, \pi \tau \text{ even}} d^{\#\pi \tau^{-1} + |\#\tau|} = \left( \sum_{\pi \in d_S} d^{\#\pi} \right) \left( \sum_{\tau \in d_S} d^{\#\tau} \right) = (|S| - 1)! \cdot d(d + 2) \cdots (d + |S| - 2) \cdot d(d + 1) \cdots (d + |S| - 1),
\]
\[
\leq O(d)^{|S|/2} \cdot |S|^{|S|/2}.
\]

when \( |S| \leq k \leq O(d) \), where we used Facts 5 and 6 in the second step.

Substituting this into (F5) gives an upper bound of
\[
\frac{1}{\Omega(d^{2|S| + 2|S'|/2})} \cdot |S|^{|S|/2} \cdot |S'|^{|S'|/2}.
\]

We conclude that
\[
E[\phi_{U, V}^s] = \left( \sum_{S \subseteq [k]: S \neq \emptyset, \text{ even}} O(\epsilon^2 |S|/d)^{|S|/2} \right)^2.
\]
Finally, note by a similar calculation as in the end of the proof of Lemma 10,

\[
\sum_{S \subseteq [k]: S \neq \emptyset, |S| \text{ even}} O(\epsilon^2 |S|/d)^{|S|/2} = \sum_{j=2 \text{ even}}^k (\epsilon^2 j/d)^{j/2} \left(\begin{array}{c} k \\ j \end{array}\right)
\leq \sum_{j=2 \text{ even}}^k O\left(\frac{e k}{\sqrt{dj}}\right)^j,
\]

and so because \(k \leq O(\sqrt{d}) \leq O(\sqrt{d}/\epsilon)\) the leading term dominates, and we get the claimed bound on \(\mathbb{E}[\phi_u^V]\).

\[\square\]

### 4. Consequences of Tail Bounds

We now record some moment bounds that follow from the tail bounds of the previous section. The main estimate we wish to prove in this subsection is the following upper bound on \(\mathbb{E}_{u \sim p_0^{U,V}} [L_u(u)^2 L_v(v)^2]\):

**Lemma 14.** For any \(t \in \mathbb{N}\), \(\mathbb{E}_{u \sim p_0^{U,V}} [L_u(u)^2 L_v(v)^2] \leq \exp(O(1 + e^2 tk^2/d))\).

To prove this, it will be convenient to define

\[K_u^{U,V} := \mathbb{E}_{v \sim p_0^{U,V}} \left[ (\delta_u^U(v) + \delta_v^V(v))^2 \right]\]

and first show the following:

**Lemma 15.** Let \(\sigma = \Theta\left(\frac{k}{\sigma} \cdot (1 + e^2)^{k-1/2}\right)\) be the parameter defined in Lemma 11. For any node \(u\) in the tree \(T\), any \(\gamma > 0\), and any \(t \leq 1/(16\gamma \sigma^2)\), \(\mathbb{E}_{U,V} \left[(1 + \gamma K_u^{U,V})^t\right] \leq \exp(O(1 + \gamma e^2 tk^2/d))\).

**Proof.** Note that \((K_u^{U,V})^{1/2} \leq G_u(U) + G_u(V)\), so by Lemma 11 and a union bound,

\[
\Pr\left[K_u^{U,V} > \frac{8e^2 k^2}{d} + 8s\right] \leq \Pr\left[K_u^{U,V} > \left(\frac{2ek}{\sqrt{d}} + 2s\right)^2\right] \leq 2 \exp\left(-\frac{s^2}{\sigma^2}\right)
\]

for any \(s > 0\).

We can apply Fact 14 to the random variable \(Z := K_u^{U,V}\) and the function \(f(Z) := (1 + \gamma Z)^t\) to conclude that for \(\mu := \frac{8e^2 k^2}{\sigma^2}\),

\[
\mathbb{E}_{U,V} \left[(1 + \gamma \cdot K_u^{U,V})^t\right] \leq 2(1 + \mu)^t + \int_{\mu}^{\infty} \gamma t (1 + \gamma x)^{t-1} \cdot e^{-(x-\mu)/8\sigma^2} dx
\]

\[
\leq 2(1 + \mu)^t + \gamma t e^{\mu/8\sigma^2} \int_0^{\infty} e^{-x(1/8\sigma^2 - \gamma(t-1))} dx
\]

\[
\leq 2(1 + \mu)^t + \frac{\gamma t e^{\mu/8\sigma^2}}{1/8\sigma^2 - \gamma(t-1)}
\]

\[
\leq 2(1 + \mu)^t + e^{\mu/8\sigma^2} \leq \exp(O(1 + \gamma t \mu)) + O(1),
\]

where in the third and fourth steps we used that \(t \leq 1/(16\gamma \sigma^2)\).

\[\square\]

We can now prove Lemma 14:

**Proof of Lemma 14.** By Lemma 8, we know that for any \(a, b \geq 2\),

\[
\mathbb{E}_{v \sim p_0^{U,V}} \left[\delta_u^U(v)^a \cdot \delta_v^V(v)^b\right] \leq \mathbb{E}_{v \sim p_0^{U,V}} \left[\delta_u^U(v)^2\right],
\]

so we conclude that

\[
\mathbb{E}_v \left[(1 + \delta_u^U(v))^c (1 + \delta_u^V(v))^c\right] \leq 1 + O_c \left(\mathbb{E}_v [\delta_u^U(v)^2]\right) + O_c \left(\mathbb{E}_v [\delta_u^V(v)^2]\right) + O_c (\phi_u^{U,V}) \leq 1 + C(c) \cdot K_u^{U,V}
\]

(F6)
for some absolute constant \( C(c) > 0 \), where the last step follows by AM-GM. For \( \alpha_i := 2 \cdot \left(\frac{t-1}{t-2}\right)^i \), we have that
\[
\mathbb{E}_{u \sim p_0^t, U, V} \left[ (L_U(u) L_V(u))^\alpha_i \right] \\
\leq \mathbb{E}_{u \sim p_0^t, U, V} \left[ (L_U(u') L_V(u'))^{\alpha_i} \cdot \left(1 + C(\alpha_i) \cdot K_{u'}^{U, V}\right) \right] \\
\leq \mathbb{E}_{u \sim p_0^t, U, V} \left[ (L_U(u') L_V(u'))^{\alpha_i/(t-1)} \cdot \left(1 + C(\alpha_i) \cdot K_{u'}^{U, V}\right)^{(t-2)/(t-1)} \right]^{1/(t-1)} \\
\leq \mathbb{E}_{u \sim p_0^t, U, V} \left[ (L_U(u') L_V(u'))^{\alpha_i+1/(t-2)} \right] \cdot \mathbb{E}_{u \sim p_0^t, U, V} \left[ (1 + C(\alpha_i) \cdot K_{u'}^{U, V})^{t-1} \right]^{1/(t-1)}.
\] (F7)

where (F7) follows by (F6), and (F8) follows by Hölder’s inequality. Unrolling this recurrence, we conclude that
\[
\mathbb{E}_{u \sim p_0^t, U, V} \left[ (L_U(u) L_V(u))^2 \right] \leq \prod_{i=1}^{t-1} \mathbb{E}_{u \sim p_0^t, U, V} \left[ (1 + C(\alpha_{i-1}) \cdot K_{u'}^{U, V})^{t-1} \right]^{1/(t-1)} \\
\leq \prod_{i=1}^{t-1} \mathbb{E}_{u \sim p_0^t, U, V} \left[ (1 + C(\alpha_{i-1}) \cdot K_{u'}^{U, V})^{t-1} \right]^{1/(t-1)} \\
\leq \sup_{u \in T} \mathbb{E}_{U, V} \left[ (1 + O(K_{u}^{U, V}))^{t-1} \right]
\] (F9)

where (F9) follows by the fact that for \( 1 \leq i \leq t-1 \), \( \alpha_{i-1} \leq 2 \left(1 + \frac{1}{t-2}\right)^{t-2} \leq 2\epsilon \), and the supremum in the last step is over all POVMs \( \mathcal{M} \). The lemma then follows from Lemma 15.

\[ \Box \]

5. Putting Everything Together

We now show how to combine the ingredients from the previous subsections to conclude the proof of Theorem 3. We will need the following consequence of the chain rule from [7]:

**Lemma 16** (Lemma 6.1 from [7]).
\[
KL[\mathbb{P}_{p_{0U}} | p_{mm}] \leq \sum_{t=0}^{N-1} \mathbb{E}_{u \sim p_0^t} \left[ \frac{1}{L(U)} \mathbb{E}_{U, V} \left[ L_U(u) L_V(u) \cdot \phi_U^{U, V} \right] \right].
\]

**Proof of Theorem 3.** Given a fixed node \( u \) of the tree \( T \) and Haar-random \( U, V \), let \( \mathcal{E}_u^{U, V} \) denote the event that \( \phi_U^{U, V} > \tau \) for
\[
\tau := \frac{\epsilon^2 k^4}{2d^2} + \epsilon^2 k^2 (1 + \epsilon^2)^{k-1} \cdot d^{-3/2} \sqrt{d^{1/3} + \log^2 N} \leq O \left( \epsilon^2 k^2 (1 + \epsilon^2)^{k-1} \cdot \max(d^{-4/3}, d^{-3/2} \log N) \right)
\]

By Lemma 12, for any node \( u \) we have
\[
\Pr[\mathcal{E}_u^{U, V}] \leq \exp \left\{ -\Omega \left( \min \left\{ \sqrt{d^{1/3} + d \log^2 N}, (d^{1/3} + \log^2 N)(1 + \epsilon^2)^{k-1} \right\} \right) \right\} \leq \exp \left( -\Omega(d^{1/3} + \log N) \right)
\] (F10)

We have that
\[
\mathbb{E}_{U, V} \left[ L_U(u) L_V(u) \cdot \phi_U^{U, V} \right] = \mathbb{E}_{U, V} \left[ L_U(u) L_V(u) \cdot \phi_u^{U, V} \cdot 1[\mathcal{E}_u^{U, V}] + 1[(\mathcal{E}_u^{U, V})^c] \right] \\
\leq \mathbb{E}_{U, V} \left[ L_U(u) L_V(u) \cdot 1[\mathcal{E}_u^{U, V}] \right] + \tau \mathbb{E}_{U, V} \left[ L_U(u) L_V(u) \cdot 1[(\mathcal{E}_u^{U, V})^c] \right] \\
\leq \mathbb{E}_{U, V} \left[ L_U(u) L_V(u) \cdot 1[\mathcal{E}_u^{U, V}] \right] + \tau L(u)^2,
\]

\[ \Box \]
where in the second step we used Lemma 8 to conclude that $\phi_{U,V}^{U,V} \leq 1$. By Lemma 7 and the fact that the likelihood ratio integrates to 1, we can thus bound the $t$-th summand in the upper bound of Lemma 16 by

$$\mathbb{E}_{u \sim p_0^{U,V}} \left[ \frac{1}{L(u)} \right] \mathbb{E}_{U,V} \left[ L_U(u) L_V(u) \cdot \phi_{u}^{U,V} \right] \leq \exp \left( -O \left( 2N \epsilon^2 k^2 / d \right) \right) \cdot \mathbb{E}_{u \sim p_0^{U,V}} \left[ L_U(u) L_V(u) \cdot 1_{[\mathcal{E}_u^{U,V}]} \right] + \tau. \quad (F11)$$

To bound the expectation on the right-hand side of (F11), we apply Cauchy-Schwarz to get

$$\mathbb{E}_{u \sim p_0^{U,V}} \left[ L_U(u)^2 L_V(u)^2 \right]^{1/2} \cdot \mathbb{E}_{u \sim p_0^{U,V}} \left[ \phi_u^{U,V} \right]^{1/2} \leq \exp \left( O \left( 1 + \epsilon^2 N k^2 / d \right) \right) \cdot \exp \left( -\Omega \left( d^{3/3} / \log N \right) \right),$$

where the second step follows by Lemma 14 and the bound in (F10). Note that when $N = O \left( d^2 / (\epsilon^2 k^2) \right)$, this bound is $O(1/n)$, where the constant factor can be made arbitrarily small. Invoking Lemma 16, we conclude that

$$\text{KL} \left( \mathbb{E}[p_{U,V}] \| p_{\rho_{nm}} \right) \leq N \left( O(1/N) + \tau \right) = N \tau + O(1).$$

So provided that

$$N \leq \min \left( O \left( \frac{d^{3/3}}{\epsilon^2 k^2 (1 + \epsilon^2)^{k-1}} \right) , O \left( \frac{d^{3/2}}{\epsilon^2 k^2 (1 + \epsilon^2)^{k-1}} \right) \right),$$

the KL divergence between $\mathbb{E}[p_{U,V}]$ and $p_{\rho_{nm}}$ is a small constant. The theorem follows from Pinsker’s and Lemma 3. \qed

6. Nonadaptive Lower Bound

In this section, we show that in the weaker nonadaptive setting where one prepares a sequence of $k$-entangled POVMs in advance and performs them in succession on batches of $k$ replicas, we can show an optimal lower bound on the copy complexity needed for mixedness testing:

**Theorem 15.** Suppose $k \in \mathbb{N}$ satisfies $k \leq O \left( d^{1/2} \right)$ and $k \ll \log(d) / \epsilon^2$. Any nonadaptive protocol which can make entangled measurements of at most $k$ replicas of $\rho$ simultaneously must use at least $\Omega \left( d^2 / \epsilon^2 \right)$ copies of $\rho$ overall, for any constant $\eta > 0$, to solve the mixedness testing task with constant probability.

This lower bound is optimal in the sense that there is a matching algorithm making nonadaptive 1-entangled measurements that only needs $O \left( d^{3/2} / \epsilon^2 \right)$ copies of $\rho$. We can thus interpret Theorem 15 as saying that in the nonadaptive setting, the optimal thing to do if one can only measure $k \ll \log(d) / \epsilon^2$ replicas at a time is merely to measure a single replica at a time!

We now proceed to the proof of Theorem 15. Note that if the POVMs are chosen nonadaptively in advance, then if $\rho = \rho_U(\epsilon)$ for a fixed $U$, the induced distribution over the transcript of measurement outcomes is simply a product distribution, as the choice of POVM at any given step does not depend on the previous measurement outcomes. The same holds if $\rho = \rho_{nm}$. This significantly simplifies the expression for the chi-squared divergence between the distribution over transcripts under $\rho = \rho_{nm}$ and the distribution under $\rho = \rho_U(\epsilon)$ for Haar-random $U$.

Indeed, we can use the following lemma giving an expression for chi-squared divergence between product mixtures:

**Lemma 17 (Lemma 2.8 from [7]).** If the learning algorithm is nonadaptive, then

$$\chi^2 \left( \mathbb{E}_{U,V} \left[ p_{U,V} \right] \| p_{\rho_{nm}} \right) \leq \max_{u \in \mathcal{T}} \mathbb{E}_{U,V \sim \mathcal{D}} \left[ (1 + \phi_u^{U,V})^N \right] - 1.$$

In other words, to show a lower bound against nonadaptive learning algorithms, it suffices to show bounds on the moments of $\phi_{U,V}^{U,V}$ as a random variable in $U, V$. These immediately follow from the tail bound in Lemma 12. We can now use this to prove Theorem 15:

**Proof of Theorem 15.** Define $\phi_{U,V}^{U,V} := \phi_{U,V}^{U,V} - \mathbb{E}_{U,V} \left[ \phi_{U,V}^{U,V} \right]$. We have

$$\mathbb{E} \left[ \left( \phi_{U,V}^{U,V} \right)^t \right] = \int_0^\infty \mathbb{P} \left[ \left| \phi_{U,V}^{U,V} \right| > \epsilon^{2t} \right] d\epsilon = \int_0^\infty \exp \left( -\Omega \left( \frac{d^2 \epsilon^{2t}}{\epsilon^2 k^2 (1 + \epsilon^2)^{k-1}} \right) \right) d\epsilon \leq \int_0^\infty \exp \left( -\Omega \left( \frac{d^2 \epsilon^{2t}}{\epsilon^2 k^2 (1 + \epsilon^2)^{k-1}} \right) \right) d\epsilon = \Gamma(1 + t/2) \cdot O \left( \epsilon^2 (1 + \epsilon^2)^{(k-1)/2} / d^{3/2} \right) + \Gamma(1 + t) \cdot O \left( \epsilon^2 k^2 (1 + \epsilon^2)^{k-1} / d^3 \right).$$
so
\[ \| \phi_{U,V}^t - E[\phi_{U,V}] \|_t \leq O \left( \sqrt{t} \cdot c^2 k^2 (1 + c^2)^{(k-1)/2}/d^{3/2} + t \cdot c^2 k^2 (1 + c^2)^{k-1}/d^2 \right). \]

By triangle inequality for \( L_t \) norms of random variables and Lemma 13,
\[ \| \phi_{U,V}^t \| \leq O \left( k t^4/d^2 + \sqrt{t} \cdot c^2 k^2 (1 + c^2)^{(k-1)/2}/d^{3/2} + t \cdot c^2 k^2 (1 + c^2)^{k-1}/d^2 \right) \]

For any \( u \in \mathcal{T} \), we can expand
\[
\mathbb{E}_{U,V} \left[ \left( 1 + \phi_u^{U,V} \right)^N \right] - 1 = \sum_{2 \leq t \leq N \text{ even}} \binom{N}{t} \mathbb{E} \left[ (\phi_u^{U,V})^t \right] \leq \sum_{2 \leq t \leq N \text{ even}} O \left( N \left( t^{-1} k^4 t^4/d^2 + t^{-1/2} c^2 k^2 (1 + c^2)^{(k-1)/2}/d^{3/2} + c^2 k^2 (1 + c^2)^{k-1}/d^2 \right) \right)^t.
\]

So when \( N \leq \frac{c d^{3/2}}{c^2 k^2 (1 + c^2)^{k-1}} \), for sufficiently small constant \( c > 0 \), then this quantity is a small constant. The lemma then follows from Lemma 17 and Pinsker’s inequality. \( \square \)

---
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