Local Well-posedness of the three dimensional compressible Euler–Poisson equations with physical vacuum
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Abstract

This paper is concerned with the three dimensional compressible Euler–Poisson equations with moving physical vacuum boundary condition. This fluid system is usually used to describe the motion of a self-gravitating inviscid gaseous star. The local existence of classical solutions for initial data in certain weighted Sobolev spaces is established in the case that the adiabatic index satisfies $1 < \gamma < 3$.

1 Introduction

The motion of a self-gravitating inviscid gaseous star in the universe can be described by the following free boundary problem for the compressible Euler equations coupled with the Poisson equation:

\begin{align}
\rho_t + \nabla \cdot (\rho u) &= 0 \quad \text{in } \Omega(t), \\
\rho (u_t + u \cdot \nabla u) + \nabla P &= \rho \nabla \phi \quad \text{in } \Omega(t), \\
-\Delta \phi &= 4\pi g \rho \quad \text{in } \Omega(t), \\
\nu(\Gamma(t)) &= u \cdot n(t) \quad \text{on } \Gamma(t), \\
(\rho, u) &= (\rho_0, u_0) \quad \text{in } \Omega(0).
\end{align}

The open, bounded domain $\Omega(t) \subset \mathbb{R}^3$ denotes the changing domain occupied by the gas. $\Gamma(t) := \partial \Omega(t)$ denotes the moving vacuum boundary, $\nu(\Gamma(t))$ denotes the velocity of $\Gamma(t)$, and $n(t)$ denotes the exterior unit normal vector to $\Gamma(t)$. The density of gas $\rho > 0$ in $\Omega(t)$ and $\rho = 0$ in $\mathbb{R}^3 \setminus \Omega(t)$. $u$ denotes the Eulerian velocity field, $P$ denotes the scalar pressure, $\phi$ is the potential function of the self-gravitational force, and $g$ is the gravitational constant. We consider a polytropic gas star, then the equation of state is given by:

\begin{equation}
P = C_\gamma \rho^\gamma \quad \text{for } \gamma > 1,
\end{equation}

where $C_\gamma$ is the adiabatic constant. We set both $g$ and $C_\gamma$ to be unity. We refer the readers to [8, 10] for more details of the related background on this system.
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The sound speed of equations (1.1) is given by \( c \equiv \sqrt{\frac{\partial P}{\partial \rho}} \), and \( N \) denotes the outward unit normal to the initial boundary \( \Gamma := \partial \Omega(0) \), then the condition

\[-\infty < \frac{\partial c_0^2}{\partial N} < 0 \text{ on } \Gamma \quad (1.3)\]

defines a “physical vacuum” boundary, where \( c_0(\cdot) = c(\cdot, 0) \). This definition of physical vacuum was motivated by the case of the Euler equations with damping studied in [36, 39]. For more details and the physical background of this concept, please see [21, 22, 36, 38, 39, 54].

The physical vacuum condition (1.3) is equivalent to the requirement that

\[\frac{\partial \rho_0^{-1}}{\partial N} < 0 \text{ on } \Gamma. \quad (1.4)\]

This condition is necessary for the gas particles on the boundary to accelerate. Since \( \rho_0 > 0 \) in \( \Omega \), (1.4) implies that for some positive constant \( C \), when \( x \in \Omega \) is close enough to the vacuum boundary \( \Gamma \), then

\[\rho_0^{-1}(x) \geq C \text{dist}(x, \Gamma). \quad (1.5)\]

When the physical vacuum boundary condition is assumed, the compressible Euler equations become a degenerate and characteristic hyperbolic system, then the classical theory of hyperbolic systems can not be directly applied. The local existence theory of classical solutions featuring the physical vacuum boundary was only established recently (cf. [8, 9, 19, 20]). In [9], Coutand and Shkoller constructed \( H^2 \)-type solutions in the Lagrangian coordinates based on Hardy’s inequalities and the degenerate parabolic approximation. Their solutions can be regarded as degenerate viscosity solutions in some sense. Independently, in [20], Jang and Masmoudi proved a local well-posed result by using a different approach. They treated the Euler equations in the Lagrangian coordinates as a hyperbolic type equation and obtained an energy type a priori estimate in weighted Sobolev spaces in a natural and clear way. The key observation of these works is that, in the Lagrangian coordinates, the Euler equations have a natural weight and this weight can be used to overcome the possible singularity near the boundary. But this weight will be lost after applying standard spatial derivatives on the equations. However, after applying the tangential derivatives (with respect to the boundary) on the equations, the same weight will be kept. This factor is guaranteed by the Hardy inequality. Consequently, one may perform an \( L^2 \) type high order energy estimate with respect to the tangential derivatives and time derivative. Another observation is that the higher-order energy estimates show that the highest derivative terms contain three main parts: the weighted \( L^2 \) norm of the full Eulerian gradient, the Eulerian divergence and the Eulerian vorticity (see [20 Section 4]). The first two terms have a positive sign and the Eulerian vorticity has a good estimate due to the transport-type structure of the vorticity equation. Combining these observations and the weighted Sobolev embedding inequality, the estimates for high order time and tangential derivatives can be established. Then by using the Hodge-type elliptic estimates (cf. [9]) or adding weight on the normal derivatives (cf. [20]), the estimates of the normal derivatives and hence a closed a priori estimates can be obtained.
Vacuum states also arise in coupled systems, such as Euler–Poisson system, the magnetohydrodynamics (MHD), etc. In fact, the physical vacuum behavior appears naturally in the stationary solutions or the spherically symmetric stationary solutions for the Euler–Poisson system \( (1.1) \) (cf. \([12, 17]\)), and the vacuum states are even richer in the magnetohydrodynamics due to the interplay between the scalar pressure and the anisotropic magnetic stress (cf. \([20, 21]\)). However, the rigorous study on those coupled system seems to be widely open. In this paper, we study the local well-posedness of Euler–Poisson system in multidimensional case, a coupled system describing astrophysical flows where gravity plays an important role. This is a continuation of our earlier work on the one-dimensional case (see \([14]\)). Below we will focus on the three-dimensional case. The two-dimensional case is similar. Our main result is the following theorem, where the definition of \( E \) and \( M_0 \) can be found at the beginning of Section 8:

**Theorem 1.1. (Local well-posedness)** Let \(1 < \gamma < 3\) and \(M_0\) be two positive constants. Assume that \(\rho_0 > 0\) in \(\Omega\) and the physical vacuum condition \((1.3)\) holds. Then there exists a unique solution to \((2.3)\) (and hence \((1.1)\)) on \([0, T]\) for some sufficiently small \(T > 0\) such that

\[
\sup_{t \in [0, T]} E(t) \leq 2M_0. \tag{1.6}
\]

We explain the main steps and the main difficulties to prove the local well-posedness result slightly below. Firstly, motivated by Coutand, Shkoller \([9]\) and Jang, Masmoudi \([20]\), we use the Lagrangian coordinates to reduce the original free boundary problem to the system in a fixed domain. Since we deal with the coupled system now, the main difference arising in our system from the Euler equations is the presence of the potential force term \(\nabla \eta \phi\) in \((1.1)\). In order to handle this term, we will give an explicit formula for it in a similarly way as we did in \([14]\) for 1D case, and then we use this formula to reformulate the system as the Euler equations with external forcing term. However, in the three dimensional case, the potential force term is non-local and brings many technical difficulties, in particular, for finding solutions to the parabolic approximations and the estimates of the approximated solutions.

More precisely, the force term can be written as

\[
\int_\Omega \frac{[F^{\eta k} \partial_k (\rho_0 J^{-1})](z, t) dz}{|\eta(x, t) - \eta(z, t)|} \]

in the Lagrangian coordinates. When we act derivative (for instance, a time derivative \(\partial_t\)) on it, the singularity of the kernel may increase:

\[
\int_\Omega \frac{(\eta(x, t) - \eta(z, t)) \cdot (v(x, t) - v(z, t))}{|\eta(x, t) - \eta(z, t)|^3} [F^{\eta k} \partial_k (\rho_0 J^{-1})](z, t) dz + \cdots
\]

However, after a careful calculation, we can find that the kernel can still be integrable in \(\Omega\). In fact, we will make use of the Sobolev embedding inequality (\(C^{3\alpha}\) estimate) and Taylor’s formula to reduce the increased singularity and
overcome the difficulty. For instance,

\[
\left| (\eta(x,t) - \eta(z,t)) \cdot (v(x,t) - v(z,t)) \right| \\
\lesssim \left| (\eta(x,t) - \eta(z,t)) \cdot (Dv(x^*)(x - z)) \right| \\
\lesssim \|Dv\|_{L^\infty(\Omega)} \frac{1}{|x - z|^3}
\]

The detail of this calculation is carried out in Section 7.3.2 and Section 8.3. In this way, we can get a good estimate for \(\nabla \eta \varphi\).

Secondly, motivated by [9], we introduce a degenerate parabolic approximation for the construction of approximated solutions by adding an artificial viscosity, which is different from the one in [9] due to the presence of the potential force. The viscosity parameter is \(\kappa\) and we call the parabolic approximation as \(\kappa\)-equations for convenience. We will use a fixed-point scheme to get solutions for \(\kappa\)-equations and construct the contract map in two steps. Suppose we have an approximate solution \(v^{(n)}\), then in the first step, we derive a degenerate heat-type equation by acting the Eulerian divergence on the \(\kappa\)-equations and introducing an intermediate variable \(X\), which is corresponding to \(\rho_0 \text{ div}_0 v\) in some sense. We call this equation as \(X\)-equation and use the Galerkin scheme to find the solution \(X^{(n)}\) to the linearized problem (with respect to \(v^{(n)}\)) of \(X\)-equation. We can also get an energy type estimate of \(X^{(n)}\), which will be used to construct contract map in the second step. In this process, we will make the fundamental use of the higher-order Hardy-type inequality introduced in [9]. We mention that our intermediate variable \(X\) is different from the one used in [9]. By using our intermediate variable, the improvement of the space regularity for \(X^{(n)}\) will be easier and clearer with less computations. However, due to our choice of the intermediate variable, the symmetric structure of \(X\)-equation is different from that in [9], we will need to make use of \(\kappa\) to construct the contract map. In the second step, we derive a new approximate velocity field \(v^{(n+1)}\) by a linear elliptic system of equations, which is constructed by defining the divergence, curl and vertical component on the boundary of \(v^{(n+1)}\) by using \(v^{(n)}\), \(X^{(n)}\) and their derivatives directly. The idea is that we will add a proper small perturbation to \(v^{(n)}\)'s divergence, curl and vertical component on the boundary to define \(v^{(n+1)}\)'s divergence, curl and vertical component on the boundary. To achieve this goal, we will make use of the evolution equations for \(\text{div}_0 v\), \(\text{curl}_0 v\) in the domain and the evolution equation for normal component \(v^3\) on the boundary. The first equation is derived from our definition of intermediate variable \(X\), the other two equations are derived from \(\kappa\)-equations. For \(v^{(n)}\) and \(X^{(n)}\), these equations do not hold, but they can be regarded as small perturbations from zero. Then combining with the energy type estimate we get in the first step, we can construct the contract map \(\Theta : v^{(n)} \mapsto v^{(n+1)}\) and use the fixed-point scheme to get solutions to the \(\kappa\)-equations.

Lastly, we will derive \(\kappa\)-independent a priori estimates for the approximated solutions. This kind a prior estimates were introduced in [7, 9] for the Euler equations. We combine some ideas from [20] with [9] to carry out a little simpler proof in Section 8 than that in [9, Section 9]. The main strategy of a prior estimates is that: we first get the curl estimate and then perform the \(L^2\) type high order energy estimates with respect to time derivative and tangential
derivatives. In this way, we can control the $L_\infty L_2^t \rho_0 \partial^2_s \tilde{\phi}^{4-s}_t$ and $\rho_0 \partial^2_s \tilde{\phi}^{4-s}_t D_t$ and hence the $L_\infty L_2^x$ norms of $\partial^2_s \tilde{\phi}^{4-s}_t \eta$ by using the fundamental theorem of calculus and the weighted Sobolev embedding inequalities. Next, we use Hodge-type elliptic estimates to control the normal derivative of $\eta$ and use bootstrap arguments to get a closed a prior estimates. Then the local existence of the Euler–Poisson equations is followed by taking weak limit $\kappa \to 0$.

Below we will first focus on the case for $\gamma = 2$. The general case for $1 < \gamma < 3$ is treated in Section 10.

Now we briefly review some related theories and results from various aspects. For the Euler–Poisson equations, the linearized stability of spherically symmetric stationary solutions was studied in [33], and the existence theory for the stationary solutions has been proved by Deng, Liu, Yang, and Yao in [11]. Jang studied nonlinear instability of the spherically symmetric Euler–Poisson system for polytropic gases with adiabatic exponents $\gamma = 6/5$ and $6/5 < \gamma < 4/3$ around the Lane–Emden equilibrium star configurations in [16, 18]. Especially, in [18], the boundary behavior of compactly supported Lane–Emden solutions was characterized by the physical vacuum condition $163$. Luo, Xin and Zeng considered the spherically symmetric motions with physical vacuum in [42] and gave a much simpler proof for its local existence without imposing the compatibility condition of the first derivative being zero at the center of symmetry. A novelty uniqueness result is also obtained for $1 < \gamma \leq 2$. For the Navier–Stokes–Poisson equations, Jang [17] studied spherically symmetric and isentropic motion and captured the physical boundary behavior, and in [23], Jang and Tice also established both linear and nonlinear instability for this spherically symmetric system. Li, Matsumura and Zhang [30] studied optimal decay rate for the Navier–Stokes–Poisson equations.

For compressible fluids, some of the early developments in the theory of vacuum states for compressible gas dynamics can be found in [32, 37]. In [43], Makino proved the local-in-time existence of solutions with boundary condition $\rho = 0$ for some non-physical restrictions on the initial data. He regarded this problem as a Cauchy problem with compact support initial data in the whole space. Similar methodology was used by DiPerna [12] and Lions, Perthame, Souganidis [40]. However, this kind method can not track the position of vacuum boundary. Lindblad [35] considered the compressible liquid for general case of initial data. He transformed the equations in the Lagrangian coordinates and proved the local-in-time existence with the vacuum boundary condition $P = 0$ and Taylor sign condition $\nabla P_0 \cdot n|_{\Gamma} < 0$. Trakhinin [17] proved Lindblad’s result in a different way. He transformed the equations into a symmetric hyperbolic system in a fixed domain while he still used the Eulerian coordinates. Then he used Alinac’s good unknown to derive a prior estimates with the manifest loss of regularity for the linearized problem, and by using Nash-Moser iteration, he proved the local well-posedness. In [53], Xu, Yang proved a local-in-time existence result for the small perturbation of a planar wave to the one dimensional Euler equations with damping. We also refer the reader to H. Li, J. Li, Xin [31], Luo, Xin, Yang [41], and Xin [52] for extended results, such as the compressible Navier–Stokes equations with vacuum.

For incompressible flows, Wu solved the local well-posedness for the irrotational problem, with no surface tension in all dimensions in [48] and [49]. Wu also proved the global well-posedness in three dimension and almost global well-posedness in two dimension in [51, 50]. In [54], assuming the Rayleigh-Taylor
sign condition, Lindblad proved the local existence of solutions for rotational flows with no surface tension. In [14], Masmoudi and Rousset studied the inviscid limit of the free boundary Navier–Stokes equations and hence obtained a local well-posedness for both the Navier–Stokes equations and the Euler equations. For the problem with surface tension, Schweizer proved the existence for the general three-dimensional irrotational problem in [45]. And we also mention the works by Ambrose and Masmoudi [1], Coutand and Shkoller [6], Lannes [25] and P. Zhang and Z. Zhang [55]. Very recently, the global well-posedness results of two dimensional gravity water waves system for small localized data were independently obtained by Alazard, Delort [2], and Ionescu, Pusateri [15]. We refer the reader to their papers and the references therein for a more extensive bibliography.

The rest of the paper is organized as follows. First, we focus on the case for \( \gamma = 2 \). In Section 2 we formulate the problem in the Lagrangian coordinates. In Section 3 we introduce our notations used in the paper. In Section 4 we recall some preliminary analysis lemmas which will be used frequently throughout the paper. In Section 5 we recall some useful identities which will be used for constructing approximated solutions and getting a priori estimates. In Section 6–Section 7 we introduce a degenerate parabolic approximation and solve it by a fixed-point method. In Section 8–9 we derive the uniform a priori estimates for approximated solutions and prove the local well-posedness. Then, in Section 10 we discuss the general case for \( 1 < \gamma < 3 \).

### 2 Lagrangian formulation

In this section, motivated by [19], we use Lagrangian coordinates to transform the free boundary problem to a fixed domain problem. We denote \( \eta \) as Eulerian coordinates and denote \( x \) as Lagrangian coordinates, which means that \( \eta(x,t) \) denotes the “position” of the gas particle \( x \) at time \( t \). And we have that

\[
\partial_t \eta = u \circ \eta \quad \text{for} \quad t > 0 \quad \text{and} \quad \eta(x,0) = x, \tag{2.1}
\]

where \( \circ \) denotes the composition \( [u \circ \eta](x,t) = u(\eta(x,t),t) \). We also use the following notations:

\[
\begin{align*}
  v &= u \circ \eta \quad \text{(Lagrangian velocity)}, \\
  f &= \rho \circ \eta \quad \text{(Lagrangian density)}, \\
  \Phi &= \phi \circ \eta \quad \text{(Lagrangian potential field)}, \\
  F &= [D\eta] \quad \text{(Deformation tensor)}, \\
  J &= \det F \quad \text{(Jacobian determinant)}, \\
  F^* &= JF^{-1} \quad \text{(Cofactor matrix)}. \tag{2.2}
\end{align*}
\]

Then equation (2.1) can be rewritten in the Lagrangian coordinates as

\[
v(x,t) = \eta_t(x,t).
\]

This equation holds throughout the paper.
2.1 The Lagrangian version of the system

Noticing (2.1) and (2.2), the Lagrangian version of system (1.1a)–(1.1e) can be written in the fixed reference domain $\Omega$ as

\begin{align*}
    f_t + F^{-1_k}_i \partial_k (v^i) &= 0 \quad \text{in } \Omega \times (0, T], \quad (2.3a) \\
    fv^i_t + F^{-1_k}_i \partial_k (f^2) &= f F^{-1_k}_i \partial_k (\Phi) \quad \text{in } \Omega \times (0, T], \quad (2.3b) \\
    -(F^{-1_k}_i \partial_k)^2 \Phi &= f \quad \text{in } \Omega \times (0, T], \quad (2.3c) \\
    (f, v, \eta) &= (\rho_0, u_0, e) \quad \text{in } \Omega \times \{t = 0\}, \quad (2.3d)
\end{align*}

where $e$ denotes the identity map on $\Omega : e(x) = x$. We also used Einstein’s summation convention to simplify the description.

To avoid the use of local coordinate charts which are necessary for arbitrary geometries, and to simplify our expression, we will assume that the initial domain at time $t = 0$ is given by

$$
    \Omega = T^2 \times (0, 1),
$$

where $T^2$ denotes the 2-torus. Then, the reference vacuum boundary is comprised of the bottom and top of the domain $\Omega$ so that

$$
    \Gamma = T^2 \times (0 \cup 1).
$$

By the conservation law of mass (2.3a), we have

$$
    f = \rho \circ \eta = \rho_0 J^{-1}.
$$

Then we can rewrite the compressible Euler–Poisson system as

\begin{align*}
    \rho_0 v^i_t + F^{*_k}_i \partial_k (\rho_0^2 J^{-2}) &= \rho_0 F^{-1_k}_i \partial_k (\Phi) \quad \text{in } \Omega \times (0, T], \quad (2.6a) \\
    -F^{*_j}_j \partial_j (F^{-1_k}_i \partial_k (\Phi)) &= \rho_0 \quad \text{in } \Omega \times (0, T], \quad (2.6b) \\
    (v, \eta) &= (u_0, e) \quad \text{in } \Omega \times \{t = 0\}, \quad (2.6c) \\
    \rho_0 &= 0 \quad \text{on } \Gamma, \quad (2.6d)
\end{align*}

where $\rho_0(x)$ also satisfies that $\rho_0(x) \geq C \text{dist}(x, \Gamma)$ for $x \in \Omega$ close to $\Gamma$.

2.2 The formula for the potential force

In this subsection, we will give an explicit formula for the potential force $\nabla \eta \Phi$ in (1.1b) and the corresponding term $F^{-1_k}_i \partial_k \Phi$ in (2.6a).

Firstly, since the density of gas $\rho > 0$ in $\Omega(t)$ and $\rho = 0$ in $\mathbb{R}^3 \setminus \Omega(t)$, then from equation (1.1b), by the Newtonian potential, we have

$$
    \phi(\eta, t) = \int_{\mathbb{R}^3} \frac{\rho(y, t)}{|\eta - y|} dy = \int_{\mathbb{R}^3} \frac{\rho(\eta - y, t)}{|y|} dy,
$$

and

$$
    \Phi(x, t) = \int_{\mathbb{R}^3} \frac{1}{|y|} \rho(\eta(x, t) - y, t) dy,
$$
under the assumption that $|\phi(x)| \to 0$ when $|x| \to +\infty$. Therefore,

$$g = \nabla_y \phi = \frac{1}{|y|} \nabla_y \rho(\eta - y, t) \, dy = \int_{\mathbb{R}^3} \frac{1}{|\eta - y|} \nabla_y \rho(y, t) \, dy. \quad (2.9)$$

Due to \(\rho = 0\) in \(\mathbb{R}^3 \setminus \Omega(t)\), we have that \(\nabla_y \rho(y, t) = 0\), \(y \in \mathbb{R}^3 \setminus \bar{\Omega}(t)\) and

$$g = \int_{\Omega(t)} \frac{1}{|\eta - y|} \nabla_y \rho(y, t) \, dy.$$

Then we can transform (2.9) to the Lagrangian version: \(\forall y \in \Omega(t)\), there exists \(z\) such that \(y = \eta(z, t)\), and we have the following formula

$$G^i(x, t) := \int_{\Omega} \frac{[P^* k_i \partial_k (\rho_0 J^{-1})](z, t) \, dz}{|\eta(x, t) - \eta(z, t)|}. \quad (2.10)$$

Particularly, when \(t = 0\), we have

$$\phi_0(x) := \phi(x, 0) = \int_{\Omega} \frac{\rho_0(z) \, dz}{|x - z|},$$

$$G(x, 0) = \nabla \phi_0 = \int_{\Omega} \frac{\nabla \rho_0(z) \, dz}{|x - z|}.$$

Now, we can rewrite the system (2.6a)–(2.6b) as the following Euler equation with external forcing term:

$$\rho_0 v_i^t + F^* k_i \partial_k (\rho_0^2 J^{-2}) = \rho_0 G^i \quad \text{in} \quad \Omega \times (0, T], \quad (2.11)$$

Remark 2.1. If \(\rho \in C^\alpha\), then \(g \in C^{1,\alpha}\), we will see that this regularity is important for the case \(\gamma \neq 2\) in Section III.

3 Notation

In this section, we introduce the notations which will be used throughout the paper. We will use Einstein’s summation convention and use the notation \(w_k = \frac{\partial w}{\partial x_k}\) to denote \(k\)-th partial derivative of \(w\).

3.1 Derivatives and operators

The reference domain \(\Omega\) is defined in (2.4). We use \(D\) to denote the three-dimensional gradient vector

$$D = \left( \frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2}, \frac{\partial}{\partial x_3} \right),$$

and use \(\bar{\partial}\) to denote the tangential derivatives \(\bar{\partial} = \left( \frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2} \right)\). We also denote the gradient vector in the Eulerian coordinates as \(D_\eta^i = F^{-1} k_i \partial_k, i = 1, 2, 3\).

We use \(\text{div} \, V\) to denote the divergence of a vector field \(V\) on \(\Omega\) as \(\text{div} \, V = V_k^j, k\), and use \(\text{curl} \, V\) to denote the curl of a vector \(V\) on \(\Omega\) as \([\text{curl} \, V]^i = \varepsilon_{ijk} V^k\). Here we make use of the permutation symbol

$$\varepsilon_{ijk} = \begin{cases} 
1, & \text{even permutation of \{1, 2, 3\}}, \\
-1, & \text{odd permutation of \{1, 2, 3\}}, \\
0, & \text{otherwise}.
\end{cases} \quad (3.1)$$
Finally, we define the two-dimensional divergence operator $\text{div}_\Gamma$ for vector fields $\mathbb{V}$ on the two-dimensional boundary $\Gamma$ as $\text{div}_\Gamma \mathbb{V} = \mathbb{V}^{1,1} + \mathbb{V}^{2,2}$, and we define the divergence, curl operators and curl matrix in the Eulerian coordinates as follows

$$
\text{div}_\Gamma V = V^{1,1},
$$
$$
[\text{curl}_\Gamma V]^i = \varepsilon_{ijk} F^{-1} j U^k, r,
$$
$$
[C\text{url}_\Gamma]_j^i = F^{-1} s U^i, s - F^{-1} s U^j, s.
$$

### 3.2 Sobolev spaces

For integers $k \geq 0$, we define the Sobolev space $H^k(\Omega)$ to be the completion of the functions in $C^\infty(\bar{\Omega}) := C^\infty(T^2 \times [0,1])$ in the norm

$$
\|u\|_k := (\sum_{|\alpha| \leq k} \int_\Omega |D^\alpha u(x)|^2 dx)^{1/2}
$$

for a multi-index $\alpha \in \mathbb{Z}^3_+$. For real numbers $s \geq 0$, the Sobolev spaces $H^s(\Omega)$ are defined by interpolation. We will also make use of the following subspace of $H^1(\Omega)$:

$$
H^1_0 = \{u \in H^1(\Omega) : u = 0 \text{ on } \Gamma\},
$$

where the vanishing of $u$ on $\Gamma$ is understood in the sense of trace. On the boundary $\Gamma$, for functions $w \in H^k(\Gamma)$, $k \geq 0$, we set

$$
|w|_k := (\sum_{|\beta| \leq k} \int_\Gamma |\bar{\partial}^\beta w(y)|^2 dy)^{1/2}
$$

for a multi-index $\beta \in \mathbb{Z}^2_+$. The real number $s \geq 0$ Sobolev space $H^s(\Gamma)$ is defined by interpolation. The negative-order Sobolev spaces $H^{-s}(\Gamma)$ are defined via duality: for real $s \geq 0$, $H^{-s}(\Gamma) := [H^s(\Gamma)]'$.

### 4 Preliminary

In this section, we will recall some basic tools of analysis, which will be used in the construction of approximated solutions and the a priori estimates.

#### 4.1 Hardy’s inequality in high-order form

We will make the fundamental use of Hardy’s inequality in the context of higher-order derivatives for the construction of approximated solutions in Section 3.3. This type inequality was introduced in [9].

**Lemma 4.1** (Hardy’s inequality in higher-order form). Let $s \geq 1$ be a given integer, and suppose that

$$
u \in H^s(\Omega) \cap H^1_0(\Omega).
$$

If $\tilde{d}(x)$ is defined on $\bar{\Omega}$, $\tilde{d}(x) > 0$ for $x \in \Omega$, $\tilde{d} \in H^r(\Omega)$, $r = \max(s-1,3)$, and $\tilde{d}(x)$ is the distance function to $\Gamma$ when $\text{dist}(x, \Gamma)$ is small enough, then we have $\frac{\nu}{\tilde{d}} \in H^{s-1}(\Omega)$ and

$$
\|\frac{\nu}{\tilde{d}}\|_{s-1} \leq C \|u\|_s.
$$

(4.1)
The proof of this lemma can be found in [9].

### 4.2 \(\kappa\)-independent elliptic estimates

In order to obtain a uniform a priori estimates (\(\kappa\)-independent) for the degenerate parabolic approximate equations in Section 8, we will use the following lemma, whose proof can be found in [5, Section 6].

**Lemma 4.2.** Given a constant \(\kappa > 0\) and a function \(g \in L^\infty(0,T;H^s(\Omega))\), \(f \in H^1(0,T;H^s(\Omega))\) is a solution to the equation

\[
f + \kappa f_t = g \quad \text{in} \quad (0,T) \times \Omega.
\]

Then, we have

\[
\|f\|_{L^\infty(0,T;H^s(\Omega))} \leq C \max\{\|f(0)\|_{s}, \|g\|_{L^\infty(0,T;H^s(\Omega))}\},
\]

where constant \(C\) is independent on \(\kappa\).

### 4.3 Weighted Sobolev spaces and embedding inequalities

As we mentioned before, the equation (2.6) has a weight \(\rho_0\) and \(\rho_0\) is corresponding to the distance function in some sense due to the physical vacuum condition (1.5), so it is natural for us to recall the following kind weighted Sobolev spaces as in [9, 20]. Using \(d\) to denote the distance function to the boundary \(\Gamma\), and letting \(p = 1, 2\), the weighted Sobolev space \(H^1_{dp}(\Omega)\) is defined by

\[
H^1_{dp}(\Omega) := \{f | \int_\Omega d(x)^p(|f(x)|^2 + |Df(x)|^2) \, dx |^{1/2} < \infty \},
\]

endowed with the norm \([\int_\Omega d(x)^p(|f(x)|^2 + |Df(x)|^2) \, dx]^{1/2}\). Then we have the following embedding:

\[
H^1_{dp}(\Omega) \hookrightarrow H^{1-p/2}(\Omega).
\]

Therefore, there is a constant \(C > 0\) depending only on \(\Omega\) and \(p\), such that

\[
\|f\|_{1-p/2}^2 \leq C \int_\Omega d(x)^p(|f(x)|^2 + |Df(x)|^2) \, dx.
\]

(4.2)

More details about the weighted Sobolev spaces and embedding inequalities can be found in, for instance, [24, Section 8.8].

### 4.4 Trace estimates and the Hodge decomposition

Since \(\Omega = \mathbb{T}^2 \times (0,1)\), the outward normal vector to \(\Gamma\) will be \(N = (0,0,1)\) or \((0,0,-1)\). Then the normal trace theorem provides the existence of the normal trace \(\omega \cdot N = \pm \omega^3\) of a velocity field \(\omega \in L^2(\Omega)\) with \(\text{div} \, \omega \in L^2(\Omega)\). Motivated by [9], we recall the following trace estimates: if \(\partial \omega \in L^2(\Omega)\) with \(\text{div} \, \omega \in L^2(\Omega)\), then \(\partial_3 \omega^3\) exists in \(H^{-1/2}(\Gamma)\) and

\[
\|\partial_3 \omega^3\|_{H^{-1/2}(\Gamma)} \leq C[\|\partial \omega\|_{H^1(\Omega)}^2 + \|\text{div} \, \omega\|_{L^2(\Omega)}^2]
\]

(4.3)

for some constant \(C\) independent of \(\omega\). In addition to the normal trace theorem, we also recall the following lemma:
Lemma 4.3. Let $\partial \omega \in L^2(\Omega)$ such that $\text{curl} \omega \in L^2(\Omega)$.

\[
\|\partial \omega^\alpha\|_{H^{-\frac{1}{2}}(\Gamma)} \leq C (\|\partial \omega\|^2_{L^2(\Omega)} + \|\text{curl} \omega\|^2_{L^2(\Omega)}), \quad \alpha = 1, 2
\]

for some constant $C$ independent of $\omega$.

Combining (4.3) and (4.4), we have

\[
\|\partial \omega\|_{H^{-\frac{1}{2}}(\Gamma)} \leq C (\|\partial \omega\|^2_{L^2(\Omega)} + \|\text{div} \omega\|^2_{L^2(\Omega)} + \|\text{curl} \omega\|^2_{L^2(\Omega)})
\]

for some constant $C$ independent of $\omega$. The proof of inequalities (4.3) and (4.4) on a general $H^r$ domain can be found in [4].

The construction of our higher-order energy function is based on the following Hodge-type elliptic estimates:

Proposition 4.4. For the domain $\Omega = T^2 \times (0, 1)$, $r \geq 3$, $1 \leq s \leq r$, if $\omega \in L^2(\Omega; \mathbb{R}^3)$ with $\text{curl} \omega \in H^{s-1}(\Omega; \mathbb{R}^3)$, $\text{div} \omega \in H^{s-1}(\Omega; \mathbb{R}^3)$, and $\omega^3|\Gamma \in H^{s-\frac{1}{2}}(\Gamma)$, then there exists a constant $C > 0$ depending only on $\Omega$ such that

\[
\|\omega\|_s \leq C (\|\omega\|_0 + \|\text{curl} \omega\|_{s-1} + \|\text{div} \omega\|_{s-1} + |\partial \omega^3|_{s-\frac{1}{2}}),
\]

\[
\|\omega\|_s \leq C (\|\omega\|_0 + \|\text{curl} \omega\|_{s-1} + \|\text{div} \omega\|_{s-1} + \sum_{\alpha=1}^2 |\partial \omega^{\alpha}\|_{s-\frac{1}{2}}). \quad (4.6)
\]

These estimates are well-known and follow from the identity $-\Delta \omega = \text{curl} \text{curl} \omega - D \text{div} \omega$. The reader can see [46] for more details.

5 Some useful identities

In this section, we recall some useful identities, which show the properties of $J$, $F^{-1}$, $F^*$ and their derivatives.

5.1 Differentiating the $F^{-1}$ and Jacobian determinant $J$

In this subsection, we recall some identities which can be checked directly and will be crucial for our high order energy estimate. The details can also be found in [20, 26, 27, 28, 29].

First, we have the following identities,

\[
\partial J = \frac{\partial J}{\partial F^r} \partial F^r = [J F^{-T}]_r \partial F^r = F^{s*} \partial F^r,
\]

\[
\partial F^{-1 k}_i = -F^{-1 k}_i F^{-1 s} \partial F^r, \quad (5.2)
\]

where $\partial$ can be $D$, $\partial$ and $\partial_t$ operators. As a result, we compute the derivatives of $F^{-1 k}_i J^{-1}$ as following:

\[
\partial (F^{-1 k}_i J^{-1}) = J^{-1} \partial (F^{-1 k}_i) - J^{-2} F^{-1 k}_i \partial J
\]

\[
= -J^{-1} F^{-1 k}_r F^{-1 s} \partial \eta^i_s - J^{-1} F^{-1 k}_i F^{-1 s} \partial \eta^r_s
\]

\[
= -J^{-1} F^{-1 k}_r F^{-1 s} \partial \eta^i_s - J^{-1} F^{-1 k}_i F^{-1 s} \partial \eta^r_s
\]

\[
= J^{-1} F^{-1 k}_r [F^{-1 s} \partial \eta^r_s - F^{-1 s} \partial \eta^i_s]
\]
Thus, we have
\[
\partial_t(F^{-1} F^{-1} k - J^{-1} F^{-1} k [D_y \partial \eta])^t = - J^{-1} F^{-1} k [D_y \partial \eta]^t
\]
\[
- J^{-1} F^{-1} k [\text{Curl}_y \partial \eta]^t
\]
\[
\partial_t(F^{-1} F^{-1} k - J^{-1} F^{-1} k [D_y v])^t = - J^{-1} F^{-1} k [D_y v]^t
\]
\[
- J^{-1} F^{-1} k [\text{Curl}_y v]^t
\]
(5.3)
\[
We will make use of these two equalities in our high order energy estimate.

Last, we recall the Piola identity
\[
F^* k_{i,k} = 0,
\]
(5.5)
which will play a vital role in our energy estimates.

5.2 Geometric identities for the surface \( \eta(\Gamma, t) \)

In this subsection, we recall some geometric identities for the moving surface \( \Gamma(t) = \eta(\Gamma, t) \subset \mathbb{R}^3 \), and include them below for completeness. These identities will be used in the estimates of \( v \) on the boundary and the estimates of the normal derivative.

For the tangent plane to \( \eta(\Gamma, t) \), \( (\eta_1, \eta_2) \) is a basis of this plane, and
\[
\tau_1 := \frac{\eta_1}{|\eta_1|}, \quad \tau_2 := \frac{\eta_2}{|\eta_2|}, \quad n := \frac{\eta_1 \times \eta_2}{|\eta_1 \times \eta_2|}
\]
are the unit tangent and normal vectors, respectively, to \( \Gamma(t) \). Let \( g_{\alpha\beta} = \eta_{\alpha} \eta_{\beta} \) denote the induced metric on the surface \( \Gamma(t) \), then we have \( \det g = |\eta_1 \times \eta_2|^2 \) and
\[
\sqrt{\det g} := \eta_1 \times \eta_2,
\]
where we use \( \sqrt{\det} \) to denote \( \sqrt{\det g} \).

By definition of the cofactor matrix, we have
\[
F^* \tau = \begin{pmatrix}
\eta^2_1 \eta^2_2 - \eta^2_1 \eta^2_2 \\
\eta^1_1 \eta^2_2 - \eta^1_1 \eta^2_2 \\
\eta^1_1 \eta^2_2 - \eta^1_1 \eta^2_2
\end{pmatrix}, \quad \text{and } \sqrt{\det} = |F^* \tau|.
\]
(5.6)
It follows that
\[
n = F^* \tau / \sqrt{\det}.
\]
(5.7)

6 An asymptotically consistent degenerate parabolic \( \kappa \)-approximation of the compressible Euler–Poisson equations in vacuum

In this section, motivated by [9], we will introduce a \( \kappa \)-approximation of the equations (2.6) by adding an artificial viscosity. Our artificial viscosity is different from the one in [9] due to the presence of the potential force term. In this way, we can construct the approximated solutions with higher regularity which is required by our a priori estimates.
6.1 Smoothing the initial data

For the purpose of constructing solutions, we will smooth the initial velocity field \( u_0 \) and density field \( \rho_0 \) while preserving the conditions that \( \rho_0 > 0 \) in \( \Omega \), \( \rho_0 = 0 \) on \( \Gamma \) and \( \rho_0 \) satisfies (1.5) for \( x \in \Omega \) very close to \( \Gamma \). This way of smoothing the initial data was developed by Coutand and Shkoller [9]. For completeness and a self-contained presentation, we will still include them below.

Let \( \alpha(x) \in C_0^\infty(\mathbb{R}^3) \) be a standard mollifier such that \( \text{spt}(\alpha) = \{ x \mid |x| \leq 1 \} \). For \( \varepsilon > 0 \), we define \( \alpha_\varepsilon(x) = \frac{1}{\varepsilon^3} \alpha\left(\frac{x}{\varepsilon}\right) \), then we have \( \alpha_\varepsilon(x) \in C_0^\infty(\mathbb{R}^3) \), \( \text{spt}(\alpha_\varepsilon) = \{ x \mid |x| \leq \varepsilon \} \) and \( \int_{\mathbb{R}^3} \alpha_\varepsilon(x) \, dx = 1 \). We also denote \( E_\Omega \) as a Sobolev extension operator mapping \( H^s(\Omega) \) to \( H^s(\mathbb{T}^3 \times \mathbb{R}) \) for \( s \geq 0 \).

We set the smoothed initial velocity filed \( u_0^\varepsilon \) as:

\[
 u_0^\varepsilon = \alpha_{1/|\ln\kappa|} \ast E_\Omega(u_0),
\]

(6.1)

In order to smooth the initial density function, we firstly introduce the boundary convolution operator \( \Lambda_\theta \) on \( \Gamma \). Let \( 0 \leq \chi \in C_0^\infty(\mathbb{R}^2) \) with \( \text{spt}(\chi) = B(0, 1) \) denote a standard mollifier on \( \mathbb{R}^2 \). For \( \theta > 0 \), we define \( \chi_\theta(y) = \frac{1}{\theta^2} \chi\left(\frac{y}{\theta}\right) \).

Then we have \( \chi_\theta(y) \in C_0^\infty(\mathbb{R}^2) \), \( \text{spt}(\chi_\theta) = \{ y \mid |y| \leq \theta \} \) and \( \int_{\mathbb{R}^2} \chi_\theta(y) \, dy = 1 \). With \( x_h = (x_1, x_2) \), we define the operation of convolution on the boundary as follow:

\[
 \Lambda_\theta f(x_h) = \int_{\mathbb{R}^2} \chi_\theta(x_h - y_h) f(y_h) \, dy_h \quad \text{for} \quad f \in L^1(\mathbb{R}^2).
\]

(6.2)

By standard properties of convolution, there exists a constant \( C \) independent of \( \theta \), such that for \( s \geq 0 \)

\[
 |\Lambda_\theta f|_s \leq C|f|_s, \quad \forall f \in H^s(\Gamma).
\]

Furthermore,

\[
 \theta |\partial \Lambda_\theta f|_0 \leq C|f|_0, \quad \forall f \in L^2(\Gamma).
\]

(6.3)

Now, the smoothed initial density function \( \rho_0^\varepsilon \) is defined as the solution of the elliptic equation:

\[
 \Delta^2 \rho_0^\varepsilon = \alpha_{1/|\ln\kappa|} \ast E_\Omega(\Delta^2 \rho_0) \quad \text{in} \quad \Omega, \quad \text{(6.4a)}
\]

\[
 \rho_0^\varepsilon = 0 \quad \text{on} \quad \Gamma, \quad \text{(6.4b)}
\]

\[
 \frac{\partial \rho_0^\varepsilon}{\partial N} = \Lambda_{1/|\ln\kappa|} \frac{\partial \rho_0}{\partial N} \quad \text{on} \quad \Gamma. \quad \text{(6.4c)}
\]

\( \Lambda_{1/|\ln\kappa|} \) is the boundary convolution operator defined by (6.2). So for sufficiently small \( \kappa > 0 \), \( u_0^\varepsilon, \rho_0^\varepsilon \in C^\infty(\overline{\Omega}) \), \( \rho_0^\varepsilon > 0 \) in \( \Omega \), and vacuum condition (1.3) is preserved. Details can be found in [9, Section 7.1].

Until Section 6.3 for notational convenience, we will denote \( u_0^\varepsilon \) by \( u_0 \) and \( \rho_0^\varepsilon \) by \( \rho_0 \). In Section 6.3 we will show that Theorem 1.1 holds with the optimal regularity.

6.2 The degenerate parabolic approximation to the compressible Euler–Poisson equations: the \( \kappa \)-problem

In this subsection, we introduce a regularized approximation system for (2.11). In [9], the authors introduced a degenerate parabolic approximation \( \kappa \)-problem
for the compressible Euler equations. Motivated by their results, we introduce the following degenerate parabolic approximation $\kappa$-problem for $\kappa > 0$ for our system:

$$\rho_0 v_t + F^{*k} \partial_k (\rho_0^2 J^{2}) + \kappa \partial_t [F^{*k} \partial_k (\rho_0^2 J^{2})] = \rho_0 G^i + \kappa \rho_0 \partial_i G^i \quad \text{in } \Omega \times (0, T],$$

(6.5a)

$$ (v, \eta) = (u_0, e) \quad \text{in } \Omega \times \{0\},$$

(6.5b)

$$\rho_0 = 0 \quad \text{on } \Gamma, \quad (6.5c)$$

Solutions to (2.11) will be found in the limit as $\kappa \to 0$.

Moreover, the equation (6.5a) can be equivalently written as

$$v^i_t + F^{-1k}_i (2\rho_0 J^{-1} - \Phi),_k + \kappa \partial_t [F^{-1k}_i (2\rho_0 J^{-1} - \Phi),_k] = 0. \quad (6.6)$$

We will use this form for the curl estimates.

**Remark 6.1.** In [9], the authors introduced $\kappa \partial_t [F^{*k} \partial_k (\rho_0^2 J^{2})]$ as the artificial viscosity for the Euler equations. Motivated by this result, we introduce a similar artificial viscosity but with an extra term $\kappa \rho_0 \partial_i G^i$. This extra viscosity term is necessary to be added. Because of presence of the potential force, we need this extra term to preserve the structure of the curl estimate for our approximate system. More precisely, (6.6) has a similar structure to the $\kappa$-approximate equation for the Euler equations in [9].

### 6.3 Assumption on the initial data

Recall the fact that $\eta(x, 0) = x$ and (2.10), the quantity $v_t|_{t=0}$ for the degenerate parabolic $\kappa$-problem can be computed by using (6.6):

$$u_1 := v_t \bigg|_{t=0} = \left. \left( - F^{-1k}_i (2\rho_0 J^{-1}) ,_k + G^i - \kappa \partial_t [F^{-1k}_i (2\rho_0 J^{-1}) ,_k - G^i] \right) \right|_{t=0}$$

$$= \left. \left( - 2\rho_0,i - \int_{\Omega} \frac{\rho_0,i}{|x-z|} \, dz + 2(\kappa \rho_0 \text{div } u_0),_i + 2\kappa u_0,i, i, \rho_0, k \right) + \kappa \int_{\Omega} \frac{(x-z) \cdot (u_0(x) - u_0(z)) \rho_0,i}{|x-z|^3} \, dz - \kappa \int_{\Omega} \frac{(\rho_0(u_0^k,i), k)}{|x-z|^3} \, dz \right|_{t=0}. \quad (6.7)$$

Similarly, for all $k \geq 1$, $k \in \mathbb{N}$:

$$u_k := \partial^k_t v \bigg|_{t=0} = \partial^k_t \left( - F^{-1k}_i (2\rho_0 J^{-1}) ,_k + G^i - \kappa \partial_t [F^{-1k}_i (2\rho_0 J^{-1}) ,_k - G^i] \right) \bigg|_{t=0}.$$ 

(6.8)

These formulae make it clear that each $\partial^k_t v|_{t=0}$ is a function of space-derivatives of $u_0$ and $\rho_0$. 
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6.4 Introduction of the $X$ variable and the heat-type equation for $X$

Motivated by [9], we derive a heat-type equation by acting $J \text{div}_\eta = F^{*}\partial x_j$ on (6.5a) and using the Piola identity (5.5):

$$J \text{div}_\eta v_t - 2\kappa[F^{*}\partial x_j F^{-1}k(\rho_0 J^{-2}J_t)]_j = -2\kappa[F^{*}\partial_t F^{-1}k(\rho_0 J^{-1})]_j$$

$$-2[F^{*}\partial x_j F^{-1}k(\rho_0 J^{-1})_j]_j + F^{*}G^i_j$$

$$\kappa F^{*}\partial_t G^i_j$$

Now we set

$$X = \rho_0 J^{-2}J_t = \rho_0 J^{-1} \text{div}_\eta v.$$  (6.10)

Recall (2.6a), (2.9) and (2.5), we have

$$F^{*}\partial x_j F^{-1}k = \rho_0,$$

$$\kappa F^{*}\partial_t G^i_j = -\kappa \rho_0 \text{div}_\eta v - \kappa J \partial_t(F^{-1}k)G^i_j,$$

then we can rewrite (6.9) as the following nonlinear heat-type equation for $X$:

$$\frac{J^2X_t}{\rho_0} - 2\kappa[F^{*}\partial x_j F^{-1}kX_k]_j + \kappa JX = -2\kappa[F^{*}\partial_t F^{-1}k(\rho_0 J^{-1})]_j - 2J^{-1}(J_t)^2$$

$$+ \partial_t F^{*}v^j - 2[F^{*}\partial x_j F^{-1}k(\rho_0 J^{-1})]_j + \rho_0$$

$$- \kappa J \partial_t(F^{-1}k)G^i_j.$$  (6.11)

**Remark 6.2.** Notice that our definition for $X$ is different from the one used in [7]. The advantage of our definition is that we can improve the space regularity of solutions to the linearized problem of (6.11) in an easy and clear way with less computation, see Section 7.3.3 to Section 7.3.6. However, the symmetric structure of (6.11) becomes different from that in [9], we will need to make use of $\kappa$ to construct the contract map later.

6.5 Identities for the $\kappa$-problem

In this subsection, we give some identities which will be used in constructing fixed-point iteration scheme in a similar way to [9]. Some identities are slightly different from those in [9] due to the presence of the potential force term.

From (6.10), we can get the following identity by time-differentiating:

$$\text{div}_\eta v_t = \frac{(XJ)_t}{\rho_0} - \partial_t F^{-1}v^j.$$  (6.12)

We also make use of the following nonlinear vorticity equation by acting $\text{curl}_\eta$ on (6.5a).

$$(\text{curl}_\eta v_t)^k = -\kappa \varepsilon_{jkl} v^l F^{-1}[(2\rho_0 J^{-1} - \Phi)_{i} F^{-1}j]_m F^{-1}i.$$  (6.13)

For the purpose of constructing solutions to (6.5b), we also need the formula for the normal component of $v_t$ on $\Gamma$:

$$v^3_t = -2J^{-2}F^{*}3\rho_0 3 - 2\kappa \partial_t [J^{-2}F^{*}3]_3 \rho_0 3 + G^3 + \kappa \partial_t G^3.$$  (6.14)
where
\[ F^*_3 = (\eta_1 \times \eta_2) \cdot e_3, \tag{6.15} \]
\[ \partial_t F^*_3 = (v_1 \times \eta_2 + \eta_1 \times v_2) \cdot e_3. \tag{6.16} \]

If we linearize (6.16) around \( \eta = e \), (6.16) becomes \( \text{div} \Gamma v \). Thus, we can regard \( \text{div} \Gamma v \) as the linearized analogue of \( \partial_t F^*_3 \).

7 Solving the parabolic \( \kappa \)-problem by a fixed-point method

In this section, we use fixed-point method to find approximated solutions to the parabolic \( \kappa \)-problem. The main arguments are quite similar to that in [9]. But there are some differences in this paper. First, we need to estimate the potential force \( G \) and we will encounter the main obstacle that the possible increasing singularity of the kernel when we estimate the derivatives of \( G \). Second, since our intermediate variable \( X \) defined by (6.10) is different from the one in [9], then the improvement of the space regularity for \( X \) will be easier and clearer with less computations. Furthermore, due to this choice of the intermediate variable, the symmetric structure of equations for \( X \) is also different from that in [9], we will need to make use of \( \kappa \) to construct the contract map.

7.1 Functional framework for the fixed-point scheme

The functional framework for the fixed-point scheme is just the same as the one in [9], we recall them below for completeness.

For \( T > 0 \), we denote the following Hilbert spaces by \( X_T, Y_T \) and \( Z_T \):
\[ X_T = \left\{ v \in L^2(0,T; H^4(\Omega)) \mid \partial_t^a v \in L^2(0,T; H^{4-a}(\Omega)), a = 1, 2, 3 \right\}, \]
\[ Y_T = \left\{ y \in L^2(0,T; H^3(\Omega)) \mid \partial_t^a y \in L^2(0,T; H^{3-a}(\Omega)), a = 1, 2, 3 \right\}, \]
\[ Z_T = \left\{ v \in X_T \mid \rho_0 Dv \in X_T \right\}, \]

endowed with their natural Hilbert norms:
\[ \| v \|_{X_T}^2 = \sum_{a=0}^3 \| \partial_t^a v \|_{L^2(0,T; H^{4-a}(\Omega))}^2, \]
\[ \| y \|_{Y_T}^2 = \sum_{a=0}^3 \| \partial_t^a y \|_{L^2(0,T; H^{3-a}(\Omega))}^2, \]
\[ \| v \|_{Z_T}^2 = \| v \|_{X_T}^2 + \| \rho_0 Dv \|_{X_T}^2. \tag{7.1} \]

For \( M > 0 \), we define the following closed, bounded, convex subset of \( X_T \):
\[ C_T(M) = \{ w \in Z_T : \| w \|_{Z_T}^2 \leq M, w(0) = u_0, \partial_t^k w(0) = \partial_t^k v|_{t=0} (k = 1, 2) \}. \tag{7.2} \]

We also define the polynomial function \( N_0 \) of norms of the initial data as
\[ N_0 = P(\| u_0 \|_{100}, \| \rho_0 \|_{100}). \tag{7.3} \]
Since we have smoothed the initial data, we can use the artificially high $H^{100}(\Omega)$-norm and later, in Section 9.3, we carry out the optimal regularity for the initial data.

Then we assume that $T > 0$ is given independent of the choice of $v \in C_T(M)$, such that $\eta(x,t) = x + \int_0^t v(x,s) \, ds$ is injective for $t \in [0, T]$, and

$$\frac{7}{8} \leq J(x,t) \leq \frac{9}{8}$$

for $t \in [0, T]$ and $x \in \Omega$. This can be achieved by taking $T > 0$ sufficiently small because we have that

$$\|J(\cdot, t) - 1\|_{L^\infty(\Omega)} \leq C\|J(\cdot, t) - 1\|_2 = \| \int_0^t F^s v_s \|^2_2 \leq C\sqrt{T}M.$$ 

In the same fashion, we can take $T > 0$ small enough to ensure that on $[0, T]$

$$\frac{7}{8}|x - y| \leq |\eta(x, t) - \eta(y, t)| \leq \frac{9}{8}|x - y|,$$  

and

$$\frac{7}{8} \xi^2 \leq F^*_i j(x, t) F^{-1}_i (x, t) \xi_j \xi_k, \forall \xi \in \mathbb{R}^3, x \in \Omega.$$  

The space $Z_T$ will be appropriate for our fixed-point methodology to prove existence of a solution to our degenerate parabolic $\kappa$-problem (6.5).

**Theorem 7.1 (Solutions to the $\kappa$-problem).** Given smooth initial data with $\rho_0$ satisfying $\rho_0(x) > 0$ for $x \in \Omega$ and verifying the physical vacuum condition (1.5) near $\Gamma$, then there exists a positive constant $\kappa_0$ only depending on $\|\rho_0\|_4$ and the domain $\Omega$. When $\kappa \leq \kappa_0$, and $T_\kappa > 0$ sufficiently small, there exists a unique solution $v \in Z_{T_\kappa}$ to the degenerate parabolic $\kappa$-problem (6.5).

The remainder of this section will be devoted to the proof of Theorem 7.1.

### 7.2 Fixed-point scheme for the $\kappa$-problem (6.5)

Motivated by [2], we build the fixed-point scheme by two steps. In the first step, with $\bar{v} \in C_T(M)$, we find a solution $X$ to the linearization (with respect to $\bar{v}$) of (6.11). Next, in the second step, with $\bar{v}$ and $X$, we define $v$ by a linear elliptic system of equations for $v$, which can be viewed as the linear analogue (with respect to $\bar{v}$, and $X$) of equations (6.12), (6.13) and (6.14).

**Step 1.** Given $\bar{v} \in C_T(M)$, we define $\tilde{\eta}(t) = e + \int_0^t \bar{v}(t') \, dt'$, and set

$$\tilde{F}^{-1} = [D\tilde{\eta}]^{-1}, \tilde{J} = \det D\tilde{\eta}, \tilde{F}^* = \tilde{J}\tilde{F}^{-1},$$

$$B^j_k = F^*_i j F^{-1}_i, \quad G = \int_{\Omega} \frac{[F^*_i \partial_k (\rho_0 \tilde{J}^{-1})]}{\tilde{\eta}(x, t) - \tilde{\eta}(z, t)} \, dz.$$ 

Moreover, we define $\Phi(x, t)$ as following:

$$\Phi(x, t) = \int_{\mathbb{R}^3} \frac{1}{|y|} \bar{\rho}(\tilde{\eta}(x, t) - y, t) \, dy, \ x \in \Omega.$$
where
\[ \hat{\rho}(y, t) = \begin{cases} \rho_0(x)J^{-1}(x, t), & \text{when } y = \tilde{\eta}(x, t) \\ 0, & \text{otherwise} \end{cases}, \ y \in \mathbb{R}^3 \]

Since \( \bar{v} \in C_T(M) \), then \( \bar{\eta} \) is injective on \( t \in [0, T] \). Thus, \( \bar{\rho} \), and \( \bar{\Phi} \) are well-defined, and
\[ D_{\eta} \bar{\Phi} = \bar{G}. \tag{7.7} \]

Now we define \( X \) as the solution of the following linear and degenerate parabolic problem which is the linearization of (6.11):
\[ \frac{J^2X_i}{\rho_0} - 2\kappa[B^{jk}X,j,k] + \kappa JX = W \quad \text{in } \Omega \times (0, T \kappa], \tag{7.8a} \]
\[ X = 0 \quad \text{on } \Gamma \times (0, T \kappa], \tag{7.8b} \]
\[ (x_1, x_2) \mapsto X(x_1, x_2, x_3, t) \quad \text{is 1-periodic}, \tag{7.8c} \]
\[ X = X_0 := \rho_0 \text{div } u_0 \quad \text{on } \Omega \times \{0\}, \tag{7.8d} \]

where the forcing function \( \bar{W} \) is defined as
\[ W = 2\kappa[F^i \partial_i F^{-1k} (\rho_0 J^{-1})]_{,k} + 2J^{-1}(\dot{J}^2) + \partial_i F^i \partial_{\bar{\eta}_j} \bar{v}_j - 2[F^i \partial_i F^{-1k} (\rho_0 J^{-1})]_{,k} + \rho_0 - \kappa J \partial_i (\bar{F}^{-1})\bar{G}_i. \tag{7.9} \]

As a result of Step 1, we will establish the following proposition

**Proposition 7.2.** For \( 0 < \mu \ll 1 \), there exists a positive constant \( \kappa_0 \) depending on the domain \( \Omega \), initial data \( N_0 \) and \( \mu \). When \( \kappa \leq \kappa_0 \), then for \( T > 0 \) taken sufficiently small, there exists a unique solution to (7.8) satisfying
\[ \|X\|_{X_T}^2 \leq N_0 + TP(\|\bar{v}\|_{2_T}^2) + \mu \|\bar{v}\|_{Z_T}^2. \]

The norms \( X_T, Y_T \), and \( Z_T \) are defined in (7.1), and \( P \) denotes a generic polynomial function of its arguments.

The proof of this proposition will be given in Sections 7.3.

**Step 2.** In this step, we define a linear elliptic system of equations for \( v \) as we mentioned before. The main idea of the construction of the linear elliptic system of equations was developed by [9] for the Euler equations. Given \( \bar{v} \in C_T(M) \), \( \bar{v} \) can be regarded as an approximated solution to (6.5), and \( X \) obtained by solving the linear problem (7.8) can be regarded as an approximation to the weighted divergence in the Eulerian coordinates of the solution, then another approximated solution \( \bar{v} \) can be constructed by adding a proper small perturbation. On the other hand, the identities (6.12), (6.13) and (6.14) will not hold with \( \bar{v} \) and \( X \), but they can be regarded as small perturbations from zero. Then by this observation, we will show in Section 7.4 that we can define \( v(t) \) on \( [0, T \kappa] \), in a similar way to that in [9], by specifying the divergence and curl of its time derivative in \( \Omega \), as well as the trace of its normal component on the boundary.
\( \Gamma \) in the following way:

\[
v(0) = u_0 \quad \text{in } \Omega \quad (7.10a)
\]

\[
\text{div} \, v_t = \text{div} \, \tilde{v}_t - \text{div} \, \phi \tilde{v}_t + \frac{[X \tilde{J}]}{\rho_0} - \partial_t \tilde{F}^{-1j} i^j \quad \text{in } \Omega \quad (7.10b)
\]

\[
\text{curl} \, v_t = \text{curl} \, \tilde{v}_t - \text{curl} \, \phi \tilde{v}_t + \kappa \varepsilon_{ji} \tilde{v}^s_{;s} \tilde{F}^{-1s}_{;j} D_{\eta} \tilde{\mathbf{S}} + \tilde{\mathbf{C}} \text{ in } \Omega \quad (7.10c)
\]

\[
v_t^3 + 2\kappa \rho_{\alpha,3} \text{div} \, \tilde{v} = 2\kappa \rho_{\alpha,3} \text{div} \, \tilde{v} - 2 \tilde{J}^{-2} \tilde{F}^{s3}_{;\alpha,3} \rho_{\alpha,3} - 2\kappa \partial_t [\tilde{J}^{-2} \tilde{F}^{s3}_{;3}] \rho_{\alpha,3} + G^3 + \kappa \partial_t G^3 + \tilde{c}(t) N^3 \quad \text{on } \Gamma \quad (7.10d)
\]

\[
\int_{\Omega} v_t^0 \, dx = -2 \int_{\Omega} \tilde{F}^{1k}_{;\alpha} (\tilde{\rho}_0)_{;k} \, dx - 2\kappa \int_{\Gamma} \partial_t \tilde{F}^{1k}_{;\alpha} (\tilde{\rho}_0)_{;k} \, dx + \int_{\Omega} \tilde{G}^3 + \kappa \partial_t \tilde{G}^3 \, dx. \quad (7.10e)
\]

The presence of \( \text{div} \, \tilde{v} \) in \( (7.10d) \) presents the linearization of \( \partial_t \tilde{F}^{s3}_{;3} \) around \( \tilde{\eta} = \epsilon \), where

\[
\tilde{F}^{s3}_{;3} = (\tilde{\eta}_{11} \times \tilde{\eta}_{12}) \cdot e_3
\]

\[
\partial_t \tilde{F}^{s3}_{;3} = (\tilde{v}_{11} \times \tilde{\eta}_{12} + \tilde{\eta}_{11} \times \tilde{v}_{12}) \cdot e_3. \quad (7.11)
\]

The function \( \tilde{c}(t) \) on the right-hand side of \( (7.10d) \) is defined by

\[
\tilde{c}(t) = \frac{1}{2} \int_{\Omega} (\text{div} \, \tilde{v}_t - \text{div} \, \phi \tilde{v}_t) \, dx + \frac{1}{2} \int_{\Omega} \frac{[X \tilde{J}]}{\rho_0} \, dx - \frac{1}{2} \int_{\Omega} \partial_t \tilde{F}^{-1j} i^j \, dx + \int_{\Gamma} \tilde{J}^{-2} \tilde{F}^{s3}_{;\alpha,3} N^3 \, dS + \kappa \int_{\Gamma} \partial_t [\tilde{J}^{-2} \tilde{F}^{s3}_{;3}] \rho_{\alpha,3} N^3 \, dS + \kappa \int_{\Gamma} \text{div} \, (v - \tilde{v}) \rho_{\alpha,3} N^3 \, dS + \int_{\Gamma} (G^3 + \kappa \partial_t \tilde{G}^3) N^3 \, dS, \quad (7.12)
\]

and the vector field \( \tilde{\mathbf{S}} \) on the right-hand side of \( (7.10c) \) is defined on \([0, T] \times \Omega \) as the solution of the ODE

\[
\tilde{\mathbf{S}} + \kappa \tilde{\mathbf{S}}_t = -\tilde{v}_t, \quad (7.13)
\]

\[
\tilde{\mathbf{S}}(0) = 2D\rho_0 - D\phi_0 = 2D\rho_0 + \int_{\Omega} \frac{D\rho_0}{|x - z|} \, dz. \quad (7.14)
\]

The vector field \( \tilde{\mathbf{C}} \) on the right-hand side of \( (7.10c) \) is then defined on \([0, T] \times \Omega \) by

\[
\tilde{\mathbf{C}}^i = \tilde{F}^{-1j}_{;j} \psi_{;i} + \kappa \partial_t [\tilde{F}^{-1j}_{;j} \psi_{;i}], \quad (7.15)
\]

where \( \psi \) is solution of the following time-dependent elliptic-type problem for \( t \in [0, T] \):

\[
[F^{-1j}_{;j}]_{,i} + \kappa \partial_t [F^{-1j}_{;j}]_{,i} = \text{div} \, (\text{curl} \, \eta \tilde{v}_t - \kappa \varepsilon_{ji} \tilde{v}_{;s} \tilde{F}^{-1s}_{;j} D_{\eta} \tilde{\mathbf{S}}) \text{ in } \Omega, \quad (7.16a)
\]

\[
\psi = 0 \quad \text{on } \Gamma, \quad (7.16b)
\]

\[
\psi|_{t=0} = 0 \quad \text{in } \Omega, \quad (7.16c)
\]

so that the compatibility condition for \( (7.10c) \)

\[
\text{div} \, (\text{curl} \, \eta \tilde{v}_t - \kappa \varepsilon_{ji} \tilde{v}_{;s} \tilde{F}^{-1s}_{;j} D_{\eta} \tilde{\mathbf{S}} + \tilde{\mathbf{C}}) = 0 \quad (7.17)
\]
holds. By integrating factor method, we have a closed form solution to the ODE (4.13), and then by integrating by parts in time, we can find that

\[
\tilde{\psi}(t, x) = e^{-\frac{t}{\kappa}}(2D\rho_0(x) + \int_{\Omega} \frac{D\rho_0(z)}{|x - z|} dz) - \int_0^t e^{\frac{t'-t}{\kappa}} \bar{v}(t', x) dt'
\]

\[
= e^{-\frac{t}{\kappa}}(2D\rho_0(x) + \int_{\Omega} \frac{D\rho_0(z)}{|x - z|} dz) + \int_0^t e^{\frac{t'-t}{\kappa}} \bar{v}(t', x) dt' \]

\[-\frac{1}{\kappa} \bar{v}(t, x) + e^{-\frac{t}{\kappa}} u_0(x). \tag{7.18}\]

Thus, the formula (7.18) shows that \(\tilde{\psi}\) has the same regularity as \(\bar{v}\). This gain in regularity is crucial and should be viewed as one of the key reasons that allow us to construct solutions to (5.5) using linearization (7.8) with a fixed-point argument.

Similarly, we have that

\[
[F^{-ij}_t \psi, j]_i = \int_0^t \frac{e^{\frac{t'}{\kappa}}}{\kappa} \text{div}(\text{curl}_\eta \bar{v}_t - \kappa \epsilon_{jkl} \bar{v}_l D^{ij} \tilde{\psi}^i) \bar{v}(t', x) dt'
\]

\[
= \int_0^t \frac{e^{\frac{t'}{\kappa}}}{\kappa} \epsilon_{jkl} \bar{v}_l \bar{v}_{ij} D^{ij} \bar{v}(t', x) dt'
\]

\[
- \int_0^t \frac{e^{\frac{t'}{\kappa}}}{\kappa} \epsilon_{jkl} \bar{v}_l \bar{v}_{ij} D^{ij} \tilde{\psi}^i \bar{v}(t', x) dt'
\]

\[+ e^{\frac{t}{\kappa}} \text{div curl}_\eta \bar{v}(t, x). \tag{7.19}\]

Noticing that the left-hand side of (7.19) can be rewritten as \(\Delta \psi + [(F^{-ij}_t - \delta^i_j) \psi, j]_i\), then for \(\bar{v} \in C_T(M)\), the elliptic problem (7.19) is well-defined and together with the boundary condition (7.16b) provides the following estimates for any \(t \in [0, T]\):

\[
\|\psi\|_4 \leq N_0 + C(T)\|\bar{v}\|_4 + \int_0^t \|\bar{v}\|_4
\]

\[
\|\psi_t\|_3 \leq N_0 + C(T)\|\bar{v}_t\|_3 + \|\bar{v}\|_3 + \int_0^t \|\bar{v}\|_3
\]

Recall that (4.13), we have

\[
\|\bar{v}\|_2 \leq N_0 + C(T)\|\bar{v}_t\|_3 + \|\bar{v}\|_3 + \int_0^t \|\bar{v}\|_3 \tag{7.20}\]

\[
\|\int_0^t \bar{v}\|_3 \leq N_0 + C(T)\|\bar{v}\|_4 + \int_0^t \|\bar{v}\|_4 \tag{7.21}\]

**Remark 7.1.** Condition (7.16b) is necessary only because of the periodicity of our domain in the directions \(e_1\) and \(e_2\).

### 7.3 Construction of solutions and regularity theory for \(X\) and its time derivatives

This subsection will be devoted to the proof of Proposition 7.2. Motivated by (9), we will proceed with a two stage process. First, we smooth \(\bar{v}\) and use the
Galékin scheme to obtain strong solutions to the linear equation (7.8) in the case that the forcing function $\bar{W}$ and the coefficient matrix $\bar{B}^{jk}$ are $C^\infty(\Omega)$-functions. Second, we use interpolation estimates and the Sobolev embedding theorem to carry out a priori estimate independent on the smoothing parameter and then conclude the proof of Proposition 7.2.

### 7.3.1 Smoothing the $\bar{v}$

The smoothness of $\bar{v}$ is quite standard, using the notation of Section 6.1 for each $t \in [0, T_\nu]$ and for $\nu > 0$, we define

$$\bar{v}^\nu(\cdot, t) = \alpha_{\nu} \ast E_T(\bar{v}(\cdot, t)),$$

so that for each $\nu > 0$, $\bar{v}^\nu(\cdot, t) \in C^\infty(\bar{\Omega})$. We define $\bar{W}^\nu$ by replacing $\bar{F}^{-1}, \bar{F}^*, \bar{J}, \bar{v}$ and $\bar{G}$ in (7.9) with $\bar{F}^{-1\nu}, \bar{F}^{*\nu}, \bar{J}^{\nu}, \bar{v}^{\nu}$ and $\bar{G}^{\nu}$, respectively. The quantities $\bar{F}^{-1\nu}, \bar{F}^{*\nu}, \bar{J}^{\nu}, \bar{G}^{\nu}$ are defined from the map $\bar{\eta}^\nu = x + \int_0^t \bar{v}^\nu$. We also define $[\bar{B}^{\nu}]^{jk} = (\bar{F}^{-1\nu})^k_j (\bar{F}^{*\nu})^j_k$. According to (7.10), we can choose $\nu > 0$ sufficiently small, so that for $t \in [0, T_\nu], \nu > 0$

$$J(\bar{\eta}^\nu)^2 \leq [\bar{B}^{\nu}]^{jk}(x, t)\xi_j\xi_k, \forall \xi \in \mathbb{R}^3, x \in \Omega. \quad (7.22)$$

Until Section 7.3.7 we will use $\bar{B}^{\nu}$ and $\bar{W}^{\nu}$ as the coefficient matrix and forcing function, respectively, but for notational convenience we will not explicitly write the superscript $\nu$.

### 7.3.2 Regularity for $\bar{G}$

Before we study the existence and regularity for $X$, we first check the regularity for $\bar{G}$. In fact, we claim that

$$\int_0^t \|D^3\bar{G}\|_0^2 + \|\partial_t^3 D^3\bar{G}\|_0^2 + \|\partial_t^2 D^2\bar{G}\|_0^2 + \|\partial_t D\bar{G}\|_0^2 \leq P(\|\bar{v}\|_Z^2). \quad (7.23)$$

Recall the definition of $\bar{\Phi}$ and (7.7), we have

$$D^3\bar{G}^\alpha = D^3D_{\eta^\nu}\bar{\Phi}$$

$$= \int_{\mathbb{R}^3} \frac{1}{|y|} D^2_\eta D_{\eta^\nu} \bar{\Phi}(\bar{\eta}(x, t) - y, t) \, dy$$

$$= \int_{\mathbb{R}^3} \frac{1}{|y|} D^2_\eta (\bar{F}^T(x)D_\eta \bar{\eta}(x, t) - y, t)) \, dy$$

$$= \int_{\mathbb{R}^3} \frac{1}{|y|} D^2_\eta \bar{F}^T(x)D_\eta D_{\eta^\nu} \bar{\Phi}(\bar{\eta}(x, t) - y, t) \, dy$$

$$+ \int_{\mathbb{R}^3} \frac{1}{|y|} D_{\eta}(\bar{F}^T(x))\bar{F}^T(x)(D_\eta^2) D_{\eta^\nu} \bar{\Phi}(\bar{\eta}(x, t) - y, t) \, dy$$

$$+ \int_{\mathbb{R}^3} \frac{1}{|y|} \bar{F}^T(x)\bar{F}^T(x)(D_\eta^3) D_{\eta^\nu} \bar{\Phi}(\bar{\eta}(x, t) - y, t) \, dy. \quad (7.24)$$
Due to the definition of $\bar{\rho}$, when $y \in \mathbb{R}^3 \setminus \bar{\eta}(\Omega, t)$, $D_y^a \bar{\rho}(y, t) = 0$ for $0 \leq a \leq 4$, then we change variables to get that

\[
\int_{\mathbb{R}^3} \frac{1}{|y|} (D_y)\bar{\rho}(\bar{\eta}(x, t) - y, t) dy = \int_{\mathbb{R}^3} \frac{1}{|\eta(x, t) - y|} (D_y)\bar{\rho}(y, t) dy = \int_{\Omega} \frac{1}{|\eta(x, t) - \eta(z, t)|} \bar{JD}_y^a(p_0J^{-1})(z, t) dz.
\]

Thus by $\text{(7.26)}$ and Young’s inequality for convolution, we can have that

\[
\| \int_{\mathbb{R}^3} \frac{1}{|y|} D_y^a \bar{\rho}(\bar{\eta}(x, t) - y, t) dy \|_2^2 \leq C \| \frac{1}{|x|} \|_{L^1(\Omega)} \| \bar{JD}_y^a(p_0J^{-1}) \|_2^2 = P(\| \bar{\eta} \|_4, \| p_0D\bar{\eta} \|_4),
\]

and

\[
\int_0^1 \| D^3 \bar{G} \|_0^2 \leq P(\| \bar{v} \|_{22}).
\]

Now we estimate the $L^2(0, T; L^2(\Omega))$-norm of $\partial^3_t D\bar{G}$. Similarly, as we showed from $\text{(7.24)}$ to $\text{(7.25)}$, we can get that

\[
\partial^3_t D\bar{G} = \partial^3_t (F^T(x, t) \int_{\Omega} \frac{1}{|\eta(x, t) - \eta(z, t)|} J(D\eta)^2(p_0J^{-1})(z, t) dz)
\]

\[
= F^T(x, t) \sum_{p=0}^3 \int_{\Omega} \frac{1}{|\eta(x, t) - \eta(z, t)|} J(D\eta)^2(p_0J^{-1})(z, t) \partial^{2-p}_t [J(D\eta)^2(p_0J^{-1})](z, t) dz
\]

\[
+ \sum_{b=1}^3 \partial^b_t F^T(x, t) \partial^{3-b}_t \int_{\Omega} [J(D\eta)^2(p_0J^{-1})(z, t) \frac{1}{|\eta(x, t) - \eta(z, t)|} dz
\]

We denote $K(\bar{\eta}, \bar{v}) = (\bar{\eta}(x, t) - \bar{\eta}(z, t)) \cdot ((\bar{v}(x, t) - \bar{v}(z, t))$. When $p = 0$, we have

\[
\partial^3_t \frac{1}{|\eta(x, t) - \eta(z, t)|} = C_1 \frac{K^3(\bar{\eta}, \bar{v})}{|\eta(x, t) - \eta(z, t)|^3} + C_2 \frac{\partial_\bar{v} K(\bar{\eta}, \bar{v})}{|\eta(x, t) - \eta(z, t)|^3}
\]

and then

\[
\int_{\Omega} \int_{\Omega} [J(D\eta)^2(p_0J^{-1})] |\partial^3_t \frac{1}{|\eta(x, t) - \eta(z, t)|} | dz^2 dx
\]

\[
\leq C \int_{\Omega} \int_{\Omega} [J(D\eta)^2(p_0J^{-1})] \frac{\partial^3_t K(\bar{\eta}, \bar{v})}{|\eta(x, t) - \eta(z, t)|^3} dz^2 dx + R
\]

\[
\leq C \int_{\Omega} \int_{\Omega} [J(D\eta)^2(p_0J^{-1})] \frac{\partial^2_t (\bar{\eta}(x, t) - \bar{\eta}(z, t)) \cdot (\bar{v}(x, t) - \bar{v}(z, t))}{|\eta(x, t) - \eta(z, t)|^3} dz^2 dx
\]

\[
+ C \int_{\Omega} \int_{\Omega} [J(D\eta)^2(p_0J^{-1})] \frac{(\bar{\eta}(x, t) - \bar{\eta}(z, t)) \cdot \partial^2_t (\bar{v}(x, t) - \bar{v}(z, t))}{|\eta(x, t) - \eta(z, t)|^3} dz^2 dx + R.
\]

(7.27)
By Taylor’s formula and (7.5), the first term on the right-hand side of (7.27) can be bounded by the following integral

\[
C \int_{\Omega} \left| \int_{\Omega} [\bar{J}(D_0)^2(\rho_0 \bar{J}^{-1})] \frac{|D\bar{v}(\bar{x}(x, t))|}{|x - z|^2} \left| \partial_t \bar{v}(x, t) - \bar{v}(z, t) \right| \right| d\bar{x} dx
\]

\[
\leq C \|\bar{J}(D_0)^2(\rho_0 \bar{J}^{-1})\|_{L_\infty(\Omega)} \|D\bar{v}\|_{L_\infty(\Omega)} \|w_0\|_0 \|\bar{v}\|_0 \frac{1}{|x|^2} \|\partial_t \bar{v}\|_0 \|\partial_{ij} \bar{v}\|_0 \frac{1}{|x|^2} \|\bar{v}\|_{L^1(\Omega)},
\]

where we also used Young’s inequality for convolution. Similarly, the other terms can be bounded by \(C\|\bar{J}(D_0)^2(\rho_0 \bar{J}^{-1})\|_{L_\infty(\Omega)} \|D\bar{v}\|_{L_\infty(\Omega)} \|w_0\|_0 \|\bar{v}\|_0 \frac{1}{|x|^2} \|\partial_t \bar{v}\|_0 \|\partial_{ij} \bar{v}\|_0 \frac{1}{|x|^2} \|\bar{v}\|_{L^1(\Omega)}\). Thus, by repeating this process for \(p = 1, 2, 3\), we can get that

\[
\int_0^t \|\partial_t^3 D^3 \bar{G}\|_0^2 \leq P(\|\bar{v}\|_{L^2(\Omega)}^2).
\]

We can estimate the \(L^2(0, T; L^2(\Omega))\)-norm of \(\partial_t^2 D^2 \bar{G}\) and \(\partial_t D^3 \bar{G}\) in a similar fashion, and get that

\[
\int_0^t \|\partial_t D^3 \bar{G}\|_0^2 + \|\partial_t^2 D^2 \bar{G}\|_0^2 \leq P(\|\bar{v}\|_{L^2(\Omega)}^2).
\]

**Remark 7.2.** This estimate is independent on \(\nu\).

### 7.3.3 \(L^2(0, T; H^1_0(\Omega))\) regularity for \(X_{ttt}\)

**Definition 7.3** (Weak solution of (7.8)). \(X \in L^2(0, T; H^1_0(\Omega))\) with \(X_{t0} \rho_0 \in L^2(0, T; H^{-1}(\Omega))\) is a weak solution of (7.8) if

(i) \(\bar{W} \in L^2(0, T; H^{-1}(\Omega))\), for all \(V \in H^1_0(\Omega)\),

\[
\langle \frac{\partial_t^2 X_{t0}}{\rho_0}, V \rangle + 2\kappa \int_{\Omega} \bar{B}^{ij} X_{ij} V dx = \langle \bar{W}, V \rangle \text{ a.e. } [0, T], \tag{7.28}
\]

(ii) \(X = X_0\).

\(\langle \cdot, \cdot \rangle\) denotes the duality pairing between \(H^1_0(\Omega)\) and \(H^{-1}(\Omega)\).

Recall that if \(\bar{W} \in H^{-1}(\Omega)\), then

\[
\|\bar{W}\|_{H^{-1}(\Omega)} = \sup \{\langle \bar{W}, V \rangle | V \in H^1_0, \|V\|_{H^1_0}\Omega) = 1\}.
\]

Furthermore, there exists functions \(\bar{W}_0, \bar{W}_1, \bar{W}_2, \bar{W}_3\) in \(L^2(\Omega)\) such that \(\langle \bar{W}, V \rangle = \int_\Omega \bar{W}_0 V + \bar{W}_1 V + \bar{W}_2 V + \bar{W}_3 V dx\), so that \(\|\bar{W}\|_{H^{-1}(\Omega)} = \inf \sum_{a=0}^3 \|\bar{W}_a\|_{L^2(\Omega)}^2\), the infimum being taken over all such functions \(\bar{W}_a\).

**Lemma 7.4.** If \(\bar{W} \in L^2(0, T; H^{-1}(\Omega))\) and \(\frac{X_0}{\sqrt{\rho_0}} \in L^2(\Omega)\), then for \(T > 0\) taken sufficiently small so that (7.8) holds, there exists a unique weak solution to (7.8) such that for constants \(C_p > 0\) and \(C_k > 0\),

\[
\|\frac{X_t}{\rho_0}\|_{L^2(0, T; H^{-1}(\Omega))} + \sup_{t \in [0, T]} C_{\rho} X(t) \\frac{X(t)}{\rho_0} + C_p \kappa X(t) \\frac{X(t)}{\rho_0} \leq \|\frac{X_0}{\sqrt{\rho_0}}\|_0^2 + C_k \|\bar{W}\|_{L^2(0, T; H^1_0(\Omega))}^2.
\]
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Proof. Let \((e_n)_{n \in \mathbb{N}}\) denote a Hilbert basis of \(H^1_0(\Omega)\), and each \(e_n\) is smooth, for instance, the eigenfunctions of the Laplace operator on \(\Omega\) with vanishing Dirichlet boundary conditions on \(\Gamma\). We then define the Galerkin approximation at order \(n \geq 1\) as
\[
X_n = \sum_{i=0}^n \lambda_i^a(t) e_i \quad \text{such that} \quad \forall l \in \{0, \ldots, n\}, \ X_n \text{ satisfies the following equation:}
\]
\[
(\bar{J}^2 \frac{X_n}{\rho_0}, e_l)_{L^2(\Omega)} + 2\kappa \bar{B}^{jk} X_{n,k} X_{n,j} + \kappa \bar{J} X_n, X_n)_{L^2(\Omega)}
\]
\[= (\bar{W}_0, e_l)_{L^2(\Omega)} - (\bar{W}_i, \frac{\partial e_l}{\partial x_i})_{L^2(\Omega)} \quad \text{in} \quad [0, T],
\]
\[
\lambda_i^a(0) = (X_0, e_l)_{L^2(\Omega)}.
\]
Since each \(e_l\) is in \(H^{k+1}(\Omega) \cap H^1_0(\Omega)\) for every \(k \geq 1\), by Hardy’s inequality \((4.1)\), we have that \(e_l\rho_0 \in H^k(\Omega)\) for \(k \geq 1\), therefore, each integral in \((7.29)\) is well-defined.

Furthermore, since the \(e_l\) are linearly independent, then \(\frac{e_l}{\sqrt{\rho_0}}\) are linearly independent and therefore the determinant of the matrix
\[
\left[\begin{array}{ccc}
\frac{e_i}{\sqrt{\rho_0}} & \frac{e_j}{\sqrt{\rho_0}} \end{array}\right]_{(i,j) \in \mathbb{N}_n}
\]
is nonzero. This implies that our finite-dimensional Galerkin approximation \((7.29)\) is a well-defined first-order differential system of order \(n+1\), which therefore has a solution on a time interval \([0, T_n]\), where \(T_n\) a priori depends on the rank \(n\) of the Galerkin approximation. In order to prove that \(T_n = T\), with \(T\) independent of \(n\), we notice that since \(X_n\) is a linear combination of the \(e_l\), we have that on \([0, T_n]\),
\[
(\bar{J}^2 \frac{X_n}{\rho_0}, X_n)_{L^2(\Omega)} + 2\kappa \bar{B}^{jk} X_{n,k} X_{n,j} + \kappa \bar{J} X_n, X_n)_{L^2(\Omega)}
\]
\[= (\bar{W}_0, X_n)_{L^2(\Omega)} - (\bar{W}_i, \frac{\partial X_n}{\partial x_i})_{L^2(\Omega)}
\]
Then it follows that on \([0, T_n]\)
\[
\frac{1}{2} \frac{d}{dt} \int_\Omega \bar{J}^2 \frac{|X_n|^2}{\rho_0} \, dx + 2\kappa \int_\Omega \bar{B}^{jk} X_{n,k} X_{n,j} \, dx + \kappa \int_\Omega \bar{J} |X_n|^2 \, dx
\]
\[= \frac{1}{2} \int_\Omega (\bar{J}^2) \frac{|X_n|^2}{\rho_0} \, dx + \int_\Omega \bar{W}_0 X_n \, dx - \int_\Omega \bar{W}_i X_{n,i} \, dx,
\]
Using \((7.8)\), we see that
\[
\frac{1}{2} \frac{d}{dt} \int_\Omega \bar{J}^2 \frac{|X_n|^2}{\rho_0} \, dx + \frac{7}{4} \kappa \int_\Omega |D X_n|^2 \, dx + \kappa \int_\Omega \bar{J} |X_n|^2 \, dx
\]
\[\leq \frac{1}{2} \|\bar{J}\|_{L^\infty(\Omega)} \int_\Omega \frac{1}{\rho_0} |X_n|^2 \, dx + C \|W\|_{H^{-1}(\Omega)} \|D X_n\|_0.
\]
\[(7.30)\]
Then by the Sobolev embedding theorem and the Cauchy–Young inequality, we get that
\[
\frac{1}{2} \frac{d}{dt} \int_\Omega \frac{J^2 |X_n|^2}{\rho_0} \, dx + \frac{7}{8} \int_\Omega |DX_n|^2 \, dx + \kappa \int_\Omega J |X_n|^2 \, dx \\
\leq \|J_t\|_2 \|J\|_{L^\infty} \int_\Omega \frac{1}{\rho_0} |X_n|^2 \, dx + C_\kappa \|W\|_{H^{-1}(\Omega)}^2.
\]
where the constant $C_\kappa$ depends inversely on $\kappa$. Since $\bar{v} \in C_T(M)$, then with (7.4), we have that on $[0,T]$,
\[
\int_0^t \|J_t\|_2 \|J\|_{L^\infty} \, dt \leq C_M \sqrt{t}
\]
for a constant $C_M$ depending on $M$, so that Gronwall’s inequality shows that $T_n = T$ independent of $n$, and with $\bar{J} \geq \frac{7}{8}$ for all $\bar{v} \in C_T(M)$, we see that
\[
\sup_{t \in [0,T]} C \|X_n(t)\|_{L^2(\Omega)}^2 + \frac{7}{8} \kappa \int_0^T \|DX_n(t)\|_{L^2(\Omega)}^2 \leq \|X_0\|_{L^2(\Omega)}^2 + C_\kappa \int_0^T \|W(t)\|_{H^{-1}(\Omega)}^2.
\]
By the Poincaré inequality, we have that
\[
\sup_{t \in [0,T]} C \|X(t)\|_{L^2(\Omega)}^2 + C_{p_\kappa} \int_0^T \|X(t)\|_{L^2(\Omega)}^2 \leq \|X_0\|_{L^2(\Omega)}^2 + C_\kappa \int_0^T \|W(t)\|_{H^{-1}(\Omega)}^2.
\]
Thus, there exists a subsequence $\{X_{n,m}\} \subset \{X_n\}$ which converges weakly to some $X$ in $L^2(0,T; H^{-1}(\Omega))$, which satisfies
\[
\sup_{t \in [0,T]} C \|X(t)\|_{L^2(\Omega)}^2 + C_{p_\kappa} \int_0^T \|X(t)\|_{L^2(\Omega)}^2 \leq \|X_0\|_{L^2(\Omega)}^2 + C_\kappa \int_0^T \|W(t)\|_{H^{-1}(\Omega)}^2.
\]
Furthermore, it can be shown from the previous estimates, by using standard arguments for weak solutions of linear parabolic systems, that
\[
\frac{X_t}{\rho_0} \in L^2(0,T; H^{-1}(\Omega)),
\]
and that $X(0) = X_0$ and that this $X$ verifies the identity (7.28). Uniqueness follows by letting $V = X$ in (7.28).

By (7.28), it is easy to check that
\[
\|W\|_{L^2(0,T; L^2(\Omega))}^2 \leq P(\|\bar{v}\|_{Z_T}^2),
\]
thus it follows from Lemma (7.4) and (7.3) that
\[
\frac{\|X_t\|_{L^2(0,T; H^{-1}(\Omega))}}{\rho_0} + \sup_{t \in [0,T]} \frac{\|X(t)\|_{L^2(\Omega)}^2}{\rho_0} \leq C_{p_\kappa} \|X\|_{L^2(0,T; H^1_0(\Omega))} \leq C.
\]
In order to improve the regularity for $X$, we construct weak solutions for the time-differentiated problems of (7.3). It is convenient to proceed from the first
to third-time-differentiated problems. We start with the first time-differentiated version of (7.3):

\[
\frac{J^2 X_{tt}}{\rho_0} = 2\kappa [\bar{B}^k(X_t),_k]_j + \kappa JX_t = \bar{W}_t + \mathfrak{W}_1 \quad \text{in } \Omega \times (0, T_\kappa],
\]

\[
X_t = 0 \quad \text{on } \Gamma \times (0, T_\kappa],
\]

\[
X_t = X_1 \quad \text{on } \Omega \times \{0\},
\]

where the initial condition \(X_1\) is given as

\[
X_1 = 2\kappa \rho_0 \Delta X_0 - \kappa \rho_0 X_0 + \rho_0 \bar{W}(0),
\]

the additional forcing term \(\mathfrak{W}_1\) is defined by

\[
\mathfrak{W}_1 = 2\kappa [\bar{B}^k X_t],_j - \frac{(J^2)_t X_t}{\rho_0} - \kappa J_t X,
\]

and \(\bar{W}(0)\) is defined by

\[
\bar{W}(0) = \rho_0 - 2\kappa \text{curl curl } u_0 \cdot D \rho_0 - 2\kappa \text{div } u_0 \Delta \rho_0 + 2\kappa u_0 \rho_0 \rho_{ij} - 2\Delta \rho_0
\]

\[-\text{div } u_0^2 - u_{0,j}^2 \rho_{ij} + \kappa u_0 \rho_{ij} \partial_i \partial_j \phi_0.
\]

According to the estimate (7.32), \(\|\mathfrak{W}_1\|^2_{L^2(0,T;H^{-1}(\Omega))} \leq C\). From (7.30), \(\|\bar{W}_t\|^2_{L^2(0,T;L^2(\Omega))} \leq P(\|v\|^2_{X_0}) + \|\kappa \partial_t [\bar{B}^k(X_t)(F^{-1})_t] \partial_j G^j\|^2_{L^2(0,T;L^2(\Omega))}\), and

\[
\|\partial_t [\bar{B}^k(X_t)(F^{-1})_t] \partial_j G^j\|^2_{L^2(0,T;L^2(\Omega))} \leq \|\partial_t [\bar{B}^k(X_t)(F^{-1})_t] \partial_j G^j\|^2_{L^2(0,T;L^2(\Omega))} + \|\partial_t [\bar{B}^k(X_t)(F^{-1})_t] \partial_j G^j\|^2_{L^2(0,T;L^2(\Omega))}.
\]

Hence, by (7.23), \(\|\bar{W}_t + \mathfrak{W}_1\|^2_{L^2(0,T;H^{-1}(\Omega))} \leq C\) and by Lemma 7.4 (with \(X_1, \bar{W}_t + \mathfrak{W}_1, X_1\) replacing \(X, \bar{W}, X_0\), respectively),

\[
\|\frac{X_t}{\rho_0}\|^2_{L^2(0,T;H^{-1}(\Omega))} + \sup_{t \in (0,T]} \frac{\|X_t(t)\|}{\rho_0} + C_\rho \kappa \|X_t\|_{L^2(0,T;H^1(\Omega))} \leq C.
\]

Next, we consider the second time-differentiated version of (7.8):

\[
\frac{J^2 X_{ttt}}{\rho_0} = 2\kappa [\bar{B}^k(X_{tt}),_k]_j + \kappa JX_{tt} = \bar{W}_{tt} + \mathfrak{W}_2 \quad \text{in } \Omega \times (0, T_\kappa],
\]

\[
X_{tt} = 0 \quad \text{on } \Gamma \times (0, T_\kappa],
\]

\[
X_{tt} = X_2 \quad \text{on } \Omega \times \{0\},
\]

where the initial condition \(X_2\) is given as

\[
X_2 = 2\kappa \rho_0 \Delta X_1 - \kappa \rho_0 X_1 + \rho_0 \mathfrak{W}_1(0) + \rho_0 \bar{W}_t(0),
\]

and the forcing function \(\mathfrak{W}_2\) is defined by

\[
\mathfrak{W}_2 = \partial_t \mathfrak{W}_1 + 2\kappa [\bar{B}^k(X_t),_k]_j - \frac{(J^2)_t X_{tt}}{\rho_0} - \kappa J_t X_t.
\]
Then recall (7.8a), (7.32), and (7.31), by the elliptic estimates, we have
\[ \| \mathfrak{W}_2 \|_{L^2(0,T;H^{-1}(\Omega))} \leq C. \] (7.40)

Then it follows from Lemma 7.3 again that
\[ \frac{J^2 \|X_{ttt}\|_{L^2(0,T;H^{-1}(\Omega))}}{\rho_0} + \sup_{t \in (0,T]} \frac{\|X_{tt}(t)\|_{L^2(\Omega)}}{\rho_0} + C_p \|X_{tt}\|_{L^2(0,T;H^1_u(\Omega))} \leq C. \] (7.41)

Finally, we consider the third time-differentiated version of (7.8)
\[ \frac{J^2 X_{ttt}}{\rho_0} \leq 2\kappa [\mathcal{B}^{jk}(X_{ttt},k)]_{,j} + \kappa J X_{ttt} = \bar{W}_{tt} + \mathfrak{W}_3 \quad \text{in } \Omega \times (0,T], \] (7.42a)
\[ X_{ttt} = 0 \quad \text{on } \Gamma \times (0,T], \] (7.42b)
\[ X_{ttt} = X_3 \quad \text{on } \Omega \times \{0\}, \] (7.42c)

where the initial condition \( X_3 \) is given as
\[ X_3 = 2 \kappa \rho_0 \Delta X_2 - \kappa \rho_0 X_2 + \rho_0 \mathfrak{W}_2(0) + \rho_0 \bar{W}(0), \] (7.43)

and the forcing function \( \mathfrak{W}_3 \) is defined by
\[ \mathfrak{W}_3 = \partial_t \mathfrak{W}_2 + 2\kappa [\mathcal{B}^{jk}(X_{ttt},k)]_{,j} - \frac{(J^2)_{t} X_{ttt}}{\rho_0} - \kappa J \partial_t X_{tt}. \] (7.44)

Once again, the highest-order terms of \( \mathfrak{W}_2(0) \) scale like \( D^4 u_0 \) or \( \rho_0 D^4 u_0 \) or \( D^4 \rho_0 \), so that \( \| \sqrt{\rho_0} \mathfrak{W}_2(0) \|_{L^2(\Omega)}^2 \leq N_0 \). Using the estimate (7.41) and (7.43), we see that \( \| W_{tt} + \mathfrak{W}_3 \|_{L^2(0,T;H^{-1}(\Omega))} \leq C \). (Note that this constant \( C \) crucially depends on \( \nu > 0 \).) Thus Lemma 7.4 yields
\[ \| \frac{X_{ttt}}{\rho_0} \|_{L^2(0,T;H^{-1}(\Omega))} + \sup_{t \in (0,T]} \| \frac{X_{tt}(t)}{\rho_0} \|_{L^2(\Omega)}^2 + C_p \|X_{tt}\|_{L^2(0,T;H^1_u(\Omega))} \leq C. \] (7.45)

7.3.4 \( L^2(0,T;H^2(\Omega)) \) regularity for \( X_{tt} \)

From (7.36) and the higher-order Hardy inequality, we have
\[ \frac{(J^2 X_t)^2}{\rho_0} \leq C. \] (7.46)

Then recall (7.3a), (7.3b), and (7.3c), by the elliptic estimates, we have
\[ \|X_t\|_{L^2(0,T;H^2(\Omega))} \leq C. \] (7.47)

From (7.46), \( \| J[B^{jk} \partial_t X]\|_{L^2(0,T;L^2(\Omega))} \leq C \), and thus \( \| \mathfrak{W}_1 \|_{L^2(0,T;L^2(\Omega))} \leq C \). Then, similarly, with (7.33a), (7.41), and the higher-order Hardy inequality, we obtain that
\[ \|X_t\|_{L^2(0,T;H^2(\Omega))} \leq C. \] (7.48)

Once again we repeat the estimates for \( X_{tt} \) which we just explained for \( X \), then we can obtain the desired result
\[ \|X_{tt}\|_{L^2(0,T;H^2(\Omega))} \leq C. \] (7.49)

It follows that (7.33a) holds almost everywhere.
7.3.5 \( L^2(0, T; H^3(\Omega)) \) regularity for \( X_t \)

First, by (7.23) and (7.47), we have \( \|\bar{W}\|_{L^2(0, T; H^1(\Omega))} \leq C \), then we can show that
\[
\| X \|_{L^2(0, T; H^1(\Omega))}^2 \leq C \]
by the higher-order Hardy inequality and the elliptic estimates for (7.83).

Then it follows that in (7.32), \( \|\bar{W}_t\|_{L^2(0, T; H^1(\Omega))} \leq C, \|W_t\|_{L^2(0, T; H^1(\Omega))} \leq C \).

Thus, by the elliptic estimates again, we have
\[
\| X_t \|_{L^2(0, T; H^3(\Omega))} \leq C. \quad (7.50)
\]

7.3.6 \( L^2(0, T; H^4(\Omega)) \) regularity for \( X_t \).

Repeating the argument in Section 7.3.5, we can get that
\[
\| X \|_{L^2(0, T; H^4(\Omega))} \leq C. \quad (7.51)
\]

Now we establish the existence and regularity of our solution \( X \), however, the bounds and time interval of existence depend on \( \nu > 0 \). Next, we use the Sobolev-type estimates to establish bounds for \( X \) and time interval of existence independent on \( \nu > 0 \). These estimates are also useful for our fixed-point scheme. The main strategy of the estimates is similar to that used in [9], but since our definition of \( X \) and the corresponding symmetric structure of equations for \( X \) are different, we can not get curl structure and use curl estimates as the authors did in [9]. Instead, we will make use of \( \kappa \) to construct the contract map.

7.3.7 Estimate for \( \| X \|_{X_T} \) independent of \( \nu \)

Step 1. We begin this subsection by getting \( \nu \) independent energy estimates for the third time differential problem (7.42).

**Lemma 7.5.** For \( \delta > 0 \), there exists a positive constant \( \kappa_0 \) depends on the domain \( \Omega \), initial data \( N_0 \) and \( \delta \). When \( \kappa \leq \kappa_0 \), then for \( T > 0 \) taken sufficiently small,
\[
\| \frac{X_{ttt}}{\rho_0} \|_{L^2(0, T; H^{-1}(\Omega))} + \sup_{t \in [0, T]} \| \frac{X_{ttt}}{\sqrt{\rho_0}} \|_2 + C_{\rho_0} \| X_{ttt} \|_{L^2(0, T; H^1_0(\Omega))}^2 \
\leq N_0 + TP(\| X \|_{X_T}^2) + C_\delta \| X \|_X^2 + TP(\| \bar{v} \|_{Z_T}^2) + \delta \| \bar{v} \|_{Z_T}^2. \quad (7.52)
\]

**Proof.** We write the forcing term \( W_{ttt} + \bar{w}_{ttt} \) as
\[
W_{ttt} + \bar{w}_{ttt} = \frac{X_{ttt}}{\rho_0} \frac{\partial_i \partial_j \bar{w}_{ttt}}{\partial_i \partial_j} + 2\kappa [B]_{ij} (X_{ttt})_{ij} - \frac{(J^2)_{X_{ttt}}}{\rho_0} \quad (7.53)
\]

We test (7.42a) with \( X_{ttt} \), then in a same fashion that we obtained (7.30), we can get
\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} \frac{|X_{ttt}|^2}{\rho_0} dx + \frac{7}{4} \int_{\Omega} |DX_{ttt}|^2 dx + \kappa \int_{\Omega} J^2 |X_{ttt}|^2 dx \
\leq \frac{1}{2} (J^2)_{X_{ttt}} \int_{\Omega} \frac{|X_{ttt}|^2}{\rho_0} dx + (\bar{w}_{ttt} + \bar{w}_{ttt}, X_{ttt}).
\]
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Integrating this inequality from 0 to \( t \in (0, T] \), we see that

\[
\frac{1}{2} \sup_{t \in [0, T]} \int_\Omega \frac{|X_{ttt}|^2}{\rho_0} \, dx + \frac{7}{4} \kappa \int_0^T \int_\Omega |DX_{ttt}|^2 \, dx \, dt \\
\leq N_0 + T \sup_{t \in [0, T]} \| (j^2)_t \|_{L^\infty(\Omega)} \int_\Omega \frac{1}{\rho_0} |X_{ttt}|^2 \, dx + \int_0^T \langle W_{ttt} + 2 \mathcal{M}_3, X_{ttt} \rangle \, dt.
\]

By the Sobolev embedding theorem, \( \| (j^2)_t \|_{L^\infty(\Omega)} \leq C \| (j^2)_t \|_2 \). The highest-order derivative in the term \( \frac{1}{2} (j^2)_t \) scales like \( D^2 \bar{v} \), and \( \sup_{t \in [0, T]} \| \bar{v} \|_3 \leq N_0 + C \sqrt{7} \| \bar{v} \|_{X_T} \). Therefore, by choosing \( T \) sufficiently small and using the Poincaré inequality, we see that

\[
\sup_{t \in [0, T]} \int_\Omega \frac{|X_{ttt}|^2}{\rho_0} \, dx + C_\rho \kappa \int_0^T \| X_{ttt} \|_3^2 \, dt \\
\leq N_0 + \int_0^T \langle W_{ttt} + 2 \mathcal{M}_3, X_{ttt} \rangle \, dt.
\]

We proceed to the analysis of the terms in \( \int_0^T \langle W_{ttt} + 2 \mathcal{M}_3, X_{ttt} \rangle \, dt \), and we begin with the term \( I_3 \) in (7.53). We have that

\[
\int_0^T \langle I_3, X_{ttt} \rangle \, dt \leq \sup_{t \in [0, T]} \| (j^2)_t \|_{L^\infty(\Omega)} \int_0^T \int_\Omega \frac{|X_{ttt}|^2}{\rho_0} \, dx \, dt \\
\leq (N_0 + \sqrt{T} C_M) T \sup_{t \in [0, T]} \int_\Omega \frac{|X_{ttt}|^2}{\rho_0} \, dx,
\]

where we have made use of the Sobolev embedding theorem giving the inequality that \( \| (j^2)_t \|_{L^\infty(\Omega)} \leq C \| (j^2)_t \|_2 \leq N_0 + C_M \sqrt{T} \). \( C_M \) depends on \( M \).

To estimate the term \( I_2 \) in (7.53), noticing that

\[
\langle I_2, X_{ttt} \rangle = -2\kappa \int_\Omega \tilde{B}^j_t (X_t)_{,k} (X_{ttt})_{,j} \, dx \leq C_\kappa \| \tilde{B}_t \|_2 \| X_t \|_1 \| X_{ttt} \|_1 \\
\leq \tilde{\delta} \| X_{ttt} \|_3^2 + C \| \tilde{B}_t \|_2^2 \| X_t \|_3^2 \\
\leq \tilde{\delta} \| X_{ttt} \|_3^2 + C \| \tilde{B}_t \|_2^2 (\| X_t(0) \|_3^2 + t \| X_{ttt} \|_3^2),
\]

and thus

\[
\int_0^T \langle I_2, X_{ttt} \rangle \, dt \leq N_0 + \tilde{\delta} \| X \|_{X_T}^2 + TP(\| \bar{v} \|_{Z_T}^2) + TP(\| X \|_{X_T}^2).
\]

It remains to estimate \( \langle I_1, X_{ttt} \rangle \), we use the identity (7.39) to expand \( I_1 \) as

\[
I_1 = W_{ttt} + \partial_t \mathcal{M}_2 = W_{ttt} + \partial_t (2\kappa [B_t]^{ij}(X_t)_{,i}) - \frac{(j^2)_t X_t}{\rho_0} = -\kappa J_1 X_t.
\]
The terms $\langle \partial_t (2\kappa [\tilde{B}^{ik}_t(X_t),k]_j - \frac{(J^2)_t X_{tt}}{\rho_0}), X_{ttt} \rangle$ are estimated as

$$\langle \partial_t (2\kappa [\tilde{B}^{ik}_t(X_t),k]_j - \frac{(J^2)_t X_{tt}}{\rho_0}), X_{ttt} \rangle \leq C \int_{\Omega} \tilde{B}_t D^2 X_t X_{ttt} \, dx + C \int_{\Omega} \tilde{B}_t D^2 X_{tt} X_{ttt} \, dx$$

$$+ C \int_{\Omega} (J^2)_t \frac{X_{tt}}{\rho_0} + X_{ttt} \, dx + C \int_{\Omega} (J^2)_t \frac{|X_{ttt}|^2}{\rho_0} \, dx,$$

and then have the same bounds as $\langle I_2, X_{ttt} \rangle$ and $\langle I_3, X_{ttt} \rangle$ above, so we focus on estimating $\langle W_{ttt} + \partial_t \Omega_1, X_{ttt} \rangle$. To do so, we use the identity (7.35) to get that

$$W_{ttt} + \partial_t \Omega_1 = W_{ttt} + \underbrace{\partial_t (2\kappa [\tilde{B}^{ik}_t X,k]_j)}_{S_1} - \underbrace{\frac{(J^2)_t X_t}{\rho_0} - \kappa \tilde{J}_t X_t}_{S_2}.$$

Expanding $S_1$ as

$$S_1 = 2\kappa [\tilde{B}^{ik}_{ttt} X,k]_j + 4\kappa [\tilde{B}^{ik}_t (X_t),k]_j + 2\kappa [\tilde{B}^{ik}_t (X_t),k]_j,$$

we see that for $\delta > 0$,

$$\langle S_1a, X_{ttt} \rangle = -2\kappa \int_{\Omega} [\tilde{B}^{ik}_{ttt} X,k]_{X_{ttt},j} \, dx$$

$$\leq C \|\tilde{B}^{ik}_{ttt} X,k\|_0 \|X_{kk}\| \left( DTX_{ttt}\|0 \right)$$

$$\leq C \|\tilde{B}^{ik}_{ttt} X,k\|_0 (\|X(0)\|_2^2 + t\|X_t\|_2^2) + \delta \|X_{ttt}\|^2_2,$$

where we used the Sobolev embedding theorem, the Cauchy–Young inequality and the fundamental theorem of calculus. Thus, we have

$$\int_0^T \langle S_1a, X_{ttt} \rangle \, dt \leq N_0 + \delta \|X\|^2_{X^{1+r}} + TP(\|v\|^2_{Z^{2+r}}) + TP(\|X\|^2_{X^{1+r}}).$$

The duality pairing involving $S_{1b}$ and $S_{1c}$ can be estimated in the same way to provide the estimate

$$\int_0^T \langle S_1b, X_{ttt} \rangle \, dt \leq N_0 + \delta \|X\|^2_{X^{1+r}} + TP(\|v\|^2_{Z^{2+r}}) + TP(\|X\|^2_{X^{1+r}}).$$

The pair involving $S_2$ is estimated in the same manner as $I_3$ and $S_1$ to yield

$$\int_0^T \langle S_2, X_{ttt} \rangle \, dt \leq N_0 + \delta \|X\|^2_{X^{1+r}} + TP(\|v\|^2_{Z^{2+r}}) + TP(\|X\|^2_{X^{1+r}})$$

$$+ (N_0 + \sqrt{T}C_M)T \sup_{t \in [0,T]} \int_{\Omega} \frac{|X_{ttt}|}{\rho_0} \, dx.$$
It remains to estimate the pair \( \int_0^T (W_{ttt}, X_{ttt}) \, dt \). We expand \( W_{ttt} \) as

\[
W_{ttt} = -\partial_{ttt}(2\dot{J}^{-1}(J_t) - \partial_t F_i^j \dot{v}_j) - 2\partial_{ttt}[F_i^j \dot{F}^{-1k}_i (\rho_0 \dot{J}^{-1})_k] \]

\[
- 2\kappa \partial_{ttt}[F_i^j \partial_t \dot{F}^{-1k}_i (\rho_0 \dot{J}^{-1})_k] - \kappa \partial_t^2 (J \partial_t (\dot{F}^{-1}) \partial_j \dot{G}^i).
\]

By the Cauchy–Schwarz inequality, then we have

\[
\int_0^T (L_1, X_{ttt}) \, dt \leq \int_0^T \|\rho_0 \partial_{ttt}(2\dot{J}^{-1}(J_t) - \partial_t F_i^j \dot{v}_j)\|_{L^1} \|X_{ttt}\|_{L^1} \, dt
\]

\[
\leq TP(\|\bar{v}\|^2_{L^2(T)}) + CT \sup_{t \in [0,T]} \int_t \|X_{ttt}\|^2_{L^2} \, dx.
\]

We notice that the higher-order derivatives in \( \partial_{ttt}[F_i^j \dot{F}^{-1k}_i (\rho_0 \dot{J}^{-1})_k] \) scale like either \( D(\partial_0 \bar{v}) \) or \( \bar{v} \), so by the fundamental theorem of calculus and the Cauchy–Young inequality once again, we have that for \( \delta > 0 \),

\[
\int_0^T (L_2, X_{ttt}) \, dt = TP(\|\bar{v}\|^2_{L^2(T)}) + \delta \|X\|^2_{L^2(T)}.
\]

Next, we estimate \( L_3 \). We expand \( L_3 \) as

\[
\kappa \partial_{ttt}[F_i^j \partial_t \dot{F}^{-1k}_i (\rho_0 \dot{J}^{-1})_k] = \kappa \partial_{ttt}[F_i^j \partial_t \dot{F}^{-1k}_i \rho_0 \dot{J}^{-1} + \rho_0 F_i^j \partial_t \dot{F}^{-1k}_i J_k \dot{J}^{-2}],
\]

\[
= \kappa [F_i^j \partial_t \dot{F}^{-1k}_i \rho_0 J_k \dot{J}^{-1} + \rho_0 F_i^j \partial_t \dot{F}^{-1k}_i J_k \dot{J}^{-2}],
\]

and then by \( (5.2) \), the highest-order derivatives are \( \kappa \rho_0 \partial_t^2 \bar{v}, \beta \dot{F}^{-1j} \dot{F}^{-1k} \dot{F}^{-1\beta} \) and \( \kappa \rho_0 D^3 \partial_t^2 \bar{v} \). All of the other terms arising from the distribution of \( \partial_{ttt} \) are lower-order and can be estimated in the same way as \( L_2 \).

Integrating by parts, we have

\[
\langle 2\kappa \rho_0 \partial_t^3 \bar{v}, \beta, \dot{F}^{-1j} \dot{F}^{-1k} \dot{F}^{-1\beta}, X_{ttt} \rangle
\]

\[
= -2\kappa \int \rho_0 \partial_t^3 \bar{v}, \beta \dot{F}^{-1j} \dot{F}^{-1k} \dot{F}^{-1\beta} \partial_t X_{ttt} \, dx
\]

\[
-2\kappa \int \partial_t (\rho_0 \partial_t^3 \bar{v}, \beta \dot{F}^{-1j} \dot{F}^{-1k} \dot{F}^{-1\beta} \partial_t^2 \bar{v}) X_{ttt} \, dx
\]

\[
\leq \frac{4\kappa |D\rho_0|^2_{L^2(\Omega)}}{C_p} \|\partial_t^3 \bar{v}\|^2_{L^2(\Omega)} + \frac{C_p \kappa}{2} \|DX_{ttt}\|^2_{L^2(\Omega)}
\]

\[
+ C \sqrt{\rho_0 \partial_t} (\rho_0 \dot{F}^{-1j} \dot{F}^{-1k} \dot{F}^{-1\beta} \partial_t^2 \bar{v}) \|\partial_t^3 \bar{v}\|_{L^2(\Omega)} \|X_{ttt}\|_{L^2(\Omega)}.
\]

Thus, when \( \kappa \leq \kappa_0 \), where \( \kappa_0 \) satisfying

\[
\frac{4\kappa_0 |D\rho_0|^2_{L^2(\Omega)}}{C_p} \leq \delta, \quad \frac{C_p \kappa_0}{2} \leq \delta,
\]

(7.54)
we can bound \( \int_0^T \langle L_3, X_{ttt} \rangle \, dt \) by

\[
\delta \| \bar{v} \|_{L^2}^2 + TP(\| \dddot{v} \|_{L^2}^2) + \delta \| X \|_{X_T}^2 + CT \sup_{t \in [0,T]} \int_\Omega \frac{|X_{ttt}|^2}{\rho_0} \, dx.
\]

Last, we estimate \( L_4 \). The highest-order of \( L_4 \) can be written as

\[
\kappa \bar{J} \bar{\partial}_{ttt} G \bar{j} + \kappa \bar{J} \bar{F}^{-1} \sum_{i=1}^{3} \bar{\partial}_i^3 \bar{\partial}_j G^i,
\]

and

\[
[j_1, X_{ttt}] \leq C \sqrt{\rho_0} D \bar{\partial}_{ttt} \|0\| X_{ttt} \|0\|, \quad \|X_{ttt}\| \leq \sqrt{\rho_0} \|X_{ttt}\| 0,
\]

\[
[j_2, X_{ttt}] \leq C \sqrt{\rho_0} D \bar{\partial}_{ttt} \|0\| X_{ttt} \|0\|, \quad \|X_{ttt}\| \leq \sqrt{\rho_0} \|X_{ttt}\| 0.
\]

Then with (7.23), all these terms and lower-order terms can be estimated by the same way as \( L_1 \) or \( L_2 \).

Combining the above estimates together and taking \( T > 0 \) sufficiently small concludes the proof.

\( \square \)

It is easy to see that we have the same estimates for the weak solutions \( X, X_t, X_{tt} \) solving (7.8), (7.33) and (7.37), respectively, and we finally get that

\[
\sum_{a=0}^{3} \left \| \frac{\partial^a_t X}{\rho_0} \right \|_{L^2(0,T;H^{-1}(\Omega))}^2 + \sup_{t \in [0,T]} \left \| \frac{\partial^a_x X(t)}{\sqrt{\rho_0}} \right \|_0^2 + C_t \| \partial_t^a X \|_{L^2(0,T;H^1_0(\Omega))}^2 \leq N_0 + TP(\| v \|_{X_T}^2) + C_\delta \| X \|_{X_T}^2 + TP(\| \dddot{v} \|_{L^2}^2) + C_\delta \| \bar{v} \|_{Z_T}^2.
\]

**Step 2.** Recall the definition of \( W_2 \) in (7.39), by using the estimate (7.55) together with the Hardy inequality, we can get

\[
\| W_{tt} + W_2 \|_{L^2(0,T;L^2(\Omega))} \leq N_0 + TP(\| v \|_{X_T}^2) + C_\delta \| X \|_{X_T}^2 + TP(\| \dddot{v} \|_{Z_T}^2) + C_\delta \| \bar{v} \|_{Z_T}^2.
\]

Combining this with the estimate (7.52), the equation (7.37a) shows that

\[
4\kappa^2 \| [B^k(X_{tt}), k] \|_{L^2(0,T;L^2(\Omega))} \leq N_0 + TP(\| X \|_{X_T}^2) + C_\delta \| X \|_{X_T}^2 + TP(\| \dddot{v} \|_{Z_T}^2) + C_\delta \| \bar{v} \|_{Z_T}^2.
\]

By the elliptic estimates, we can obtain the desired bound

\[
\| X_{tt} \|_{L^2(0,T;L^2(\Omega))} \leq N_0 + TP(\| X \|_{X_T}^2) + C_\delta \| X \|_{X_T}^2 + TP(\| \dddot{v} \|_{Z_T}^2) + C_\delta \| \bar{v} \|_{Z_T}^2.
\]

**Step 3.** From the definition of \( W_1 \), we can similarly get that

\[
\| W_t + W_1 \|_{L^2(0,T;H^1(\Omega))} \leq N_0 + TP(\| X \|_{X_T}^2) + C_\delta \| X \|_{X_T}^2 + TP(\| \dddot{v} \|_{Z_T}^2) + C_\delta \| \bar{v} \|_{Z_T}^2,
\]

and thus, following the argument we used for the regularity of \( X_{tt} \), we can obtain that

\[
\| X_t \|_{L^2(0,T;H^2(\Omega))} \leq N_0 + TP(\| X \|_{X_T}^2) + C_\delta \| X \|_{X_T}^2 + TP(\| \dddot{v} \|_{Z_T}^2) + C_\delta \| \bar{v} \|_{Z_T}^2.
\]
Step 4. Finally, since
\[
\| W \|_{L^2(0, T; H^2(\Omega))}^2 \leq N_0 + TP(\| X \|_{X_T}^2) + C\delta\| X \|_{X_T}^2
\]
\[+ TP(\| \bar{v} \|_{Z_T}^2) + C\delta\| \bar{v} \|_{Z_T}^2,\]
we have that
\[
\| X \|_{L^2(0, T; H^4(\Omega))}^2 \leq N_0 + TP(\| X \|_{X_T}^2) + C\delta\| X \|_{X_T}^2
\]
\[+ TP(\| \bar{v} \|_{Z_T}^2) + C\delta\| \bar{v} \|_{Z_T}^2.\] (7.58)

7.3.8 The proof of Proposition 7.2

Combining the inequalities (7.52), (7.56), (7.57) and (7.58), we have
\[
\| X \|_{X_T}^2 \leq N_0 + TP(\| X \|_{X_T}^2) + C\delta\| X \|_{X_T}^2
\]
\[+ TP(\| \bar{v} \|_{Z_T}^2) + C\delta\| \bar{v} \|_{Z_T}^2.\]

Given \( \mu \ll 1 \), taking \( \delta > 0 \) and \( T > 0 \) sufficiently small and readjusting the constant, we see that
\[
\| X \|_{X_T}^2 \leq N_0 + TP(\| \bar{v} \|_{Z_T}^2) + \mu\| \bar{v} \|_{Z_T}^2.
\]
Because the right-hand side does not depend on \( \nu \), we can pass the limit as \( \nu \to 0 \) in (7.8a). This completes the proof of Proposition 7.2.

7.4 Existence of the fixed-point and the proof of Theorem 7.1

The purpose of this subsection is to construct smooth unique solutions to (7.10), and to show that the map \( \bar{v} \mapsto v \) has a unique fixed-point. This fixed-point is a solution to our approximate \( \kappa \)-problem (6.5). The arguments are quite similar to that in [9], we include them below for completeness and self-contained presentation.

7.4.1 Solution to (7.10) via intermediate \( \theta \)-regularization and the existence of the fixed point of the map \( \bar{v} \mapsto v \)

We will establish the existence of a solution \( v \) to (7.10) by two stages. Firstly, we consider the \( \theta \)-regularized system for any \( \theta > 0 \), where the higher-in-space order term in (7.10d) is smoothed via two boundary convolution operators on
\[
\begin{align*}
\text{div} \bar{v}^\theta = \text{div} \bar{v} - \text{div}_\eta \bar{v}_\eta + \frac{[XJ^2]_{v \rho}}{\rho_0} - \partial_t F^{-1} \bar{v} & \quad \text{in } \Omega \\
\text{curl} \bar{v}^\theta = \text{curl} \bar{v} - \text{curl}_\eta \bar{v}_\eta + \kappa \varepsilon \bar{v}_s F^{-1} \bar{v}^\theta + \bar{\mathcal{E}} & \quad \text{in } \Omega
\end{align*}
\]

(7.59)

\[
(\theta^\theta)^3 + 2\kappa \rho_0 \Lambda_2 \text{div}_\Gamma \theta^\theta = 2\kappa \rho_0 \Lambda_\theta \text{div}_\Gamma \bar{v} - 2\Lambda_\theta [J^{-2} F_{-3}^3] \rho_0, \quad \text{on } \Gamma
\]

(7.60)

\[
\int_{\Omega} (\theta^\theta)^3 \, dx = -2 \int_{\Omega} F^{-1} \bar{v}^\theta \, dx - 2\kappa \int_{\Omega} \partial_t F^{-1} \bar{v}^\theta \, dx + \int_{\Gamma} G^\alpha \, dx,
\]

(7.61)

where the vector \( \bar{\mathcal{E}} \) is defined in (7.10) and the function \( \bar{\theta}(t) \) on the right-hand side of (7.61) is defined by

\[
\bar{\theta}(t) = \frac{1}{2} \int_{\Omega} \text{div} \bar{v}_\eta \, dx + \frac{1}{2} \int_{\Omega} \frac{[XJ^2]_{v \rho}}{\rho_0} \, dx - \frac{1}{2} \int_{\Omega} \partial_t F^{-1} \bar{v}^\theta \, dx + \int_{\Gamma} \Lambda_\theta [J^{-2} F_{-3}^3] \rho_0 N^3 \, dS + \kappa \int_{\Gamma} \Lambda_\theta [J^{-2} F_{-3}^3] \rho_0 N^3 \, dS + \int_{\Gamma} \kappa \theta \bar{v} N^3 \, dS.
\]

(7.62)

Then we prove that the existence of a solution to \( \theta \)-regularized problem for a small \( T_\theta > 0 \) by a fixed-point approach.

Secondly, via \( \theta \)-independent energy estimates on the solution to (7.61), we can obtain that the time internal of existence \( T_\theta = T \) independent of \( \theta \), and that the sequence \( v^\theta \) converges in an appropriate space to a solution \( v \) of (7.10), which also satisfies the same energy estimates. These estimates then allow us to conclude the existence of a fixed-point \( v = \bar{v} \).

**Step 1: Solutions to (7.61) via the contraction mapping principle.**

For

\[
\omega \in \Upsilon^3_T = \{ \omega \in L^2(0,T;H^3(\Omega)) : \partial_t^s \omega \in L^2(0,T;H^4-s) \}, 1 \leq s \leq 3
\]

(7.64)

with norm \( \| \omega \|_{\Upsilon^3_T} = \| \omega \|_{L^2(0,T;H^3(\Omega))} + \sum_{s=1}^{3} \| \partial_t^s \omega \|_{L^2(0,T;H^4-s)} \), we set \( \Phi(\omega) = u_0 + \int_0^t \partial_t \Phi(\omega) \), where \( \Phi(\omega) \) is defined by the elliptic system which specifies the
divergence, curl, and normal trace of the vector field $\partial_t \Phi(\omega)$:

$$\operatorname{div} \partial_t \Phi(\omega) = \operatorname{div} \bar{v}_1 - \operatorname{div}_\eta \bar{v}_1 + \frac{[XJ^2]}{\rho_0} - \partial_t \bar{F}^{*j} \bar{v}_j \quad \text{in } \Omega, \quad (7.65a)$$

$$\operatorname{curl} \partial_t \Phi(\omega) = \operatorname{curl} \bar{v}_1 - \operatorname{curl}_\eta \bar{v}_1 + \kappa \varepsilon_{ji} \bar{F}_i \bar{F}^{*j} D_{ij} \tilde{\xi}^j + \tilde{\xi} \quad \text{in } \Omega, \quad (7.65b)$$

$$\bar{F}_i \cdot e_3 = -2\kappa \rho_{0,3} \Lambda_\theta^2 \operatorname{div}_\Gamma \omega + 2\kappa \rho_{0,3} \Lambda_\theta \operatorname{div}_\Gamma \bar{v}_1 - 2\Lambda_\theta [J^{-2} \bar{F}^{*3}] |_{\rho_{0,3}}$$

$$\quad - 2\kappa \Lambda_\theta [\partial_t [J^{-2} \bar{F}^{*3}]] |_{\rho_{0,3}} + \tilde{\xi}^{\omega} + \tilde{\xi}^{c}(\omega)(t) \quad \text{on } \Gamma, \quad (7.65c)$$

$$\int_\Omega (\partial_t \Phi(\omega))^\alpha \, dx = -2 \int_\Omega \bar{F}_{-1k}^{*j} (\rho_0)^{\frac{1}{\kappa}} dx - 2\kappa \int_\Omega \partial_t [\bar{F}_{-1k}^{*j} (\rho_0)^{\frac{1}{\kappa}}] dx$$

$$\quad + \int_\Gamma \tilde{\xi}^{\omega} + \kappa \tilde{\xi}^{c}(\omega) \, dx, \quad (7.65d)$$

The function $\tilde{c}(\omega)(t)$ is defined by

$$\tilde{c}(\omega)(t) = \frac{1}{2} \int_\Omega (\partial_t \Phi(\omega)) \, dx + \frac{1}{2} \int_\Omega \frac{[XJ^2]}{\rho_0} \, dx - \frac{1}{2} \int_\Omega \partial_t \bar{F}^{*j} \bar{v}_j \, dx$$

$$\quad + \int_\Gamma \Lambda_\theta [J^{-2} \bar{F}^{*3}] |_{\rho_{0,3}} \, ds + \kappa \int_\Gamma \Lambda_\theta [\partial_t [J^{-2} \bar{F}^{*3}]] |_{\rho_{0,3}} \, ds$$

$$\quad + \kappa \int_\Omega \operatorname{div}_\Gamma (\Lambda_\theta e_3) \, ds + \int_\Gamma (\tilde{\xi}^{\omega} + \kappa \tilde{\xi}^{c}(\omega)) \, ds, \quad (7.66)$$

such that the elliptic system (7.65) satisfies all solvability conditions. Thus, the problem $\partial_t \Phi(\omega)$ is perfectly well-posed. Applying Proposition 4.4 to (7.65) and its first, second, and third time-differentiated versions, we have

$$\|\partial_t \Phi(\omega) - \partial_t \Phi(\tilde{\omega})\|_{\tau_{\theta}} \leq C(M, \theta) \|\omega - \tilde{\omega}\|_{\tau_{\theta}} + C M \|\omega - \tilde{\omega}\|_{\tau_{\theta}}, \quad (7.67)$$

the $\theta$-dependence in the constant $C(M, \theta)$ coming from repeated use of (6.3). The lack of $\omega$ on the right-hand side of (7.65a) and (7.65b) implies that both the divergence and curl of $\partial_t \Phi(\omega) - \partial_t \Phi(\tilde{\omega})$ vanish, and that on $\Gamma$:

$$[\partial_t \Phi(\omega) - \partial_t \Phi(\tilde{\omega})] \cdot e_3 = 2\kappa \rho_{0,3} \Lambda_\theta^2 \operatorname{dive}_\Gamma (\tilde{\omega} - \omega) + \tilde{c}(\omega) - \tilde{c}(\tilde{\omega}) N^3.$$ 

Then it follows from (7.67) that

$$\|\Phi(\omega) - \Phi(\tilde{\omega})\|_{\tau_{\theta}} \leq T_0 C(M, \varepsilon) \|\omega - \tilde{\omega}\|_{\tau_{\theta}},$$

therefore the mapping $\Phi : \tau_{\theta} \rightarrow \tau_{\theta}$ is a contraction if $T_0$ is taken sufficiently small, leading to the existence and uniqueness of a fixed-point $v^\theta = \Phi(v^\theta)$, which therefore is a solution of (7.65) on $[0, T_0]$.

**Step 2. $\theta$-independent energy estimates for $v^\theta$.** Having obtained a unique solution to (7.65), we now proceed with $\theta$-independent estimates on this system. We integrate the divergence and curl equations in time, and we now
view the PDE for the normal trace as a parabolic equation for $v^\theta$ on $\Gamma$:

\[
v^\theta(0) = u_0 \quad \text{in } \Omega, \tag{7.68a}
\]

\[
\text{div } v^\theta = \text{div } \bar{v} - \text{div}_q \bar{v} + \left(\frac{[XJ^2]}{\rho_0}\right) \quad \text{in } \Omega, \tag{7.68b}
\]

\[
\text{curl } v^\theta = \text{curl } u_0 + \text{curl } \bar{v} - \text{curl}_q \bar{v} + \kappa \int_0^t \epsilon_{ji} \bar{v}_s \tilde{F}^{-1} \frac{\partial}{\partial j} \bar{\Sigma}^3 + D_{i\eta} \text{curl } \bar{v} \quad \text{in } \Omega, \tag{7.68c}
\]

\[
(v^\theta)^3 + 2\kappa \rho_0,3 \Lambda^2 \text{div}_\Gamma v^\theta = 2 \kappa \rho_{0,3} A_{0,3} \text{div}_\Gamma \bar{v} - 2 \Lambda_0,3 [J^{-2} F_{3,3,3}] |_{0,3} \\
- 2 \kappa \Lambda_0 [\partial [J^{-2} F_{3,3,3}] |_{0,3} \\
+ (G^3 + \kappa \partial \bar{G}^3) + \bar{c}_0(t) N^3 \quad \text{on } \Gamma, \tag{7.68d}
\]

\[
\int_\Omega (v^\theta)^3 \, dx = -2 \int_\Omega \bar{F}^{-1,3} \left( \frac{\partial}{\partial j} \frac{\rho_0}{J} \right)_k \, dx - 2 \kappa \int_\Omega \partial_t \bar{F}^{-1,3} \left( \frac{\rho_0}{J} \right)_k \, dx \\
+ \int_\Omega G^n + \kappa \partial \bar{G}^3 \, dx, \tag{7.68e}
\]

We will establish the existence of a fixed-point in $C_T(M)$, but to do so, we will first make use of the space (depending on $\theta$):

\[
\mathcal{Y}_T = \{ \omega \in L^\infty(0, T; H^2(\Omega)) \cap L^2(0, T; H^1(\Omega)) : \partial_t^s \omega \in L^2(0, T; H^{4-s}) \},
\]

\[
1 \leq s \leq 3, \Lambda_{0,\theta} \omega \in L^2(0, T; H^4(\Omega), \omega(0) = u_0),
\]

endowed with norm

\[
\|\omega\|^2_{\mathcal{Y}_T} = \|\Lambda_{0,\theta} \omega\|^2_{L^2(0, T; H^{4-s}(\Omega))} + \sum_{s=1}^3 \|\partial_t^s \omega\|^2_{L^2(0, T; H^{4-s}(\Omega))} + \sup_{[0, T]} \|\omega\|^2_{L^3}.
\]

Since $\bar{v} \in C_T(M)$, equations (7.68b) and (7.68c) show that both div $v^\theta$ and curl $v^\theta$ are in $L^2(0, T; H^3(\Omega))$, additionally, from (7.68d) and (6.3), we see that $(v^\theta)^3$ is in $L^\infty(0, T; H^{4,5}(\Gamma))$, and hence according to Proposition 4.4, $v^\theta \in L^2(0, T; H^4(\Omega))$, with a bound that depends on $\theta$. We next show that, in fact, we can control $\Lambda_{0,\theta} v^\theta$ in $Z_T$ independently of $\theta$, on a time interval $[0, T]$ with $T > 0$ independent of $\theta$.

We proceed by acting $\partial^3$ on each side of (7.68d), multiplying this equation by $-N^3 \rho_{0,3} \partial^3 (v^\theta)^3$, and then integrating over $\Gamma$. This yields the following identity

\[
-\frac{1}{2} \frac{d}{dt} \int_{\Gamma} \frac{N^3}{\rho_{0,3}} |\partial^3 (v^\theta)^3|^2 \, dS + 2 \kappa \int_{\Gamma} \partial^3 \Lambda^2 \text{div}_\Gamma v^\theta \partial^3 (v^\theta)^3 N^3 \, dS \\
= -\int_{\Gamma} \Theta \partial^3 (v^\theta)^3 N^3 \rho_{0,3} \, dS - \int_{\Gamma} \partial^3 \Lambda^2 \partial^3 (v^\theta)^3 N^3 \rho_{0,3} \, dS \\
- \int_{\Gamma} \partial^3 (G^3 + \bar{G}^3) \partial^3 (v^\theta)^3 N^3 \rho_{0,3} \, dS, \tag{7.69}
\]

where

\[
\Theta = -2 \kappa \rho_{0,3} \Lambda^2 \text{div}_\Gamma v^\theta - 3 \partial^2 \rho_{0,3} \partial^3 \Lambda^2 \text{div}_\Gamma v^\theta + 3 \partial \rho_{0,3} \partial^2 \Lambda^2 \text{div}_\Gamma v^\theta, \tag{7.70}
\]

\[
\Omega = 2 \kappa \text{div}_\Gamma \bar{v} - 2 \bar{J}^{-2} F_{3,3,3} - 2 \kappa \partial_t [\bar{J}^{-2} F_{3,3,3}]. \tag{7.71}
\]
Since $\mathfrak{S}$ contains lower-order terms, we see that for any $t \in [0, T_0]$

$$- \int_{\Gamma} \mathfrak{S} \overline{\partial}^3(v^\theta)^3 \frac{N^3}{\rho_{0,3}} \, dS \leq C|\overline{\partial}^3(v^\theta)|^2_0. \quad (7.72)$$

We then write

$$\overline{\partial}^3[\rho_{0,3} \Lambda_\theta \Omega] = \rho_{0,3} \overline{\partial}^3 \Lambda_\theta \Omega + \overline{\partial}^3 \rho_{0,3} \Lambda_\theta \Omega + 3 \rho_{0,3} \partial \partial^2 \Lambda_\theta \Omega + 3 \partial \rho_{0,3} \partial \partial^2 \Lambda_\theta \Omega \quad (7.73)$$

and notice that since the last three terms on the right-hand side are lower-order, we easily obtain the estimate

$$| \int_{\Gamma} [\overline{\partial}^3 \rho_{0,3} \Lambda_\theta \Omega + 3 \rho_{0,3} \partial \partial^2 \Lambda_\theta \Omega + 3 \partial \rho_{0,3} \partial \partial^2 \Lambda_\theta \Omega] \overline{\partial}^3(v^\theta)^3 \frac{N^3}{\rho_{0,3}} \, dS | 
\leq |\overline{\partial}^3(v^\theta)|^2_0 \partial^2 D\bar{v}_0. \quad (7.74)$$

Next, we estimate the highest-order term $\int_{\Gamma} \overline{\partial}^3 \Lambda_\theta \Omega \overline{\partial}^3(v^\theta)^3 N^3 \, dS$. By the standard properties of the boundary convolution operator $\Lambda_\theta$, we have that

$$\int_{\Gamma} \overline{\partial}^3 \Lambda_\theta \Omega \overline{\partial}^3(v^\theta)^3 N^3 \, dS = \int_{\Gamma} \overline{\partial}^3 \Omega \overline{\partial}^3 \Lambda_\theta \Lambda_\theta \Lambda_\theta \Lambda_\theta (v^\theta)^3 N^3 \, dS 
\leq -2 \kappa \int_{\Gamma} \overline{\partial}^3 (J^{-2} \partial_t (F_3^*) \partial \Lambda_\theta (v^\theta)^3 N^3 \, dS 
= 2 \kappa \int_{\Gamma} \overline{\partial}^3 (\partial_t (J^{-2} F_3^*) \partial \Lambda_\theta (v^\theta)^3 N^3 \, dS 
+ 2 \kappa \int_{\Gamma} \overline{\partial}^3 (\text{div}_\Gamma \bar{v}) \overline{\partial}^3 \Lambda_\theta \Lambda_\theta (v^\theta)^3 N^3 \, dS - 2 \int_{\Gamma} \overline{\partial}^3 (J^{-2} F_3^*) \overline{\partial}^3 \Lambda_\theta \Lambda_\theta (v^\theta)^3 N^3 \, dS \quad (7.75)$$

In order to estimate the integral $\mathfrak{J}_1$, we recall the formula for $\partial_t F_3^*$ given in (7.11), and write

$$\mathfrak{J}_1 = -2 \kappa \int_{\Gamma} \overline{\partial}^3 (J^{-2} \bar{v}_1 \times \bar{\eta}_2 + \bar{\eta}_1 \times \bar{v}_2 \bar{v}_3) \overline{\partial}^3 \Lambda_\theta (v^\theta)^3 N^3 \, dS 
= -2 \kappa \int_{\Gamma} \overline{\partial}^3 \bar{v}_1 \times (\bar{\eta}_2 J^{-2} - \bar{\eta}_2(0)) \overline{\partial}^3 \Lambda_\theta (v^\theta)^3 N^3 \, dS 
\leq -2 \kappa \int_{\Gamma} \overline{\partial}^3 \bar{v}_1 \overline{\partial}^3 (v^\theta)^3 N^3 \, dS - 2 \kappa \int_{\Gamma} \overline{\partial}^3 \bar{v}_2 \overline{\partial}^3 (v^\theta)^3 N^3 \, dS 
\leq -2 \kappa \int_{\Gamma} ((\bar{\eta}_1 J^{-2} - \bar{\eta}_1(0)) \times \overline{\partial}^3 \bar{v}_2 \bar{v}_3) \overline{\partial}^3 \Lambda_\theta (v^\theta)^3 N^3 \, dS + R_1 \quad (7.76)$$

where $R_1$ is a lower-order integral over $\Gamma$ that contains all of the remaining terms from the action of $\overline{\partial}^3$, so that there are at most three space derivatives on $\bar{v}$ on $\Gamma$. By the trace theorem and the Cauchy-Schwarz inequality, we have $|R_1| \leq C|\bar{v}^\theta|^3_3 \|\bar{v}\|_4$. Next, we see that $\mathfrak{J}_1 = 0$. Then we can use the fundamental theorem of calculus,

$$\bar{\eta}_2 J^{-2}(t) - \bar{\eta}_2(0) = \int_0^t \partial_t (\bar{\eta}_2 J^{-2}) \ , \ \bar{\eta}_1 J^{-2}(t) - \bar{\eta}_1(0) = \int_0^t \partial_t (\bar{\eta}_1 J^{-2}) ,$$
to estimate the integrals $\mathcal{J}_{1a}$ and $\mathcal{J}_{1c}$, and obtain that

$$|\mathcal{J}_1 + \mathcal{J}_3| \leq C t \|\Lambda_\theta(v^\theta)^3\|_{L^4}^2 + C t (v^\theta)^3_{|\Omega|} \|v\|_{L^4}.$$  

For $\mathcal{J}_2$, we write the integral $\mathcal{J}_2$ as

$$\mathcal{J}_2 = 4\kappa \int_{\Gamma} \bar{F}^3 J^2 \div_{\eta} \bar{\partial}_3 \bar{v} \bar{\partial}_3 \Lambda_\theta(v^\theta)^3 N^3 dS + R_2$$

with $R_2$ scales like $\int_{\Gamma} \bar{F}^3 D \eta \bar{\partial}_3 \Lambda_\theta(v^\theta)^3 N^3 dS$. Then it follows that

$$|R_2| \leq |D\eta|_{L^2} \|\Lambda_\theta(v^\theta)^3\|_{L^3} \|v\|_{L^4}^2 \leq C \|\eta\|_{L^4} \|\Lambda_\theta v^\theta\|_{L^4}$$

by the trace theorem. Since $\bar{\eta}(t) = x + \int_0^t \bar{v}$, we see that for some $\delta > 0$,

$$|R_2| \leq N_0 + \delta \|\Lambda_\theta v^\theta\|_{L^2}^2 + C t \|v\|_{L^2(0,T;H^4(\Omega))}^2.$$  

For the remaining term in $\mathcal{J}_2$, we have

$$4\kappa \int_{\Gamma} \bar{F}^3 J^2 \div_{\eta} \bar{\partial}_3 \bar{v} \bar{\partial}_3 \Lambda_\theta(v^\theta)^3 N^3 dS$$

$$\leq C \|\div \bar{v}\|_{L^2} \|\Lambda_\theta v^\theta\|_{L^4}^2 + C t \|\Lambda_\theta(v^\theta)^3\|_{L^4} \|v\|_{L^2(0,T;H^4(\Omega))}^2.$$  

Finally, the integral $\mathcal{J}_4$ can be estimated in the same way as $R_2$ above, so we obtain

$$\left| \int_{\Gamma} \bar{\partial}_3(\rho_{0,3} \Lambda_\theta \Omega) \bar{\partial}_3(v^\theta)^3 \frac{N^3}{\rho_{0,3}} dS \right|$$

$$\leq N_0 + \delta \|\Lambda_\theta v^\theta\|_{L^2}^2 + C t \|v\|_{L^2(0,T;H^4(\Omega))}^2 + C t \|\Lambda_\theta(v^\theta)^3\|_{L^4} \|v\|_{L^2(0,T;H^4(\Omega))}^2 + C t \|\Lambda_\theta(v^\theta)^3\|_{L^4} \|v\|_{L^2(0,T;H^4(\Omega))}^2.$$  

(7.78)

Recall the vacuum condition (1.33), the last term on the right-hand side of (7.69) can be estimated by

$$\int_{\Gamma} \bar{\partial}_3(\bar{G}^3 + \kappa \bar{G}_3^3) \bar{\partial}_3(v^\theta)^3 N^3 dS \leq C |\bar{G}| + \kappa \bar{G}_3 |\bar{\partial}_3(v^\theta)^3|_{|\partial\Omega|}$$

$$\leq CP \|v\|_{L^2(0,T;H^4(\Omega))} |\bar{\partial}_3(v^\theta)^3|_{|\partial\Omega|}.$$  

We now return to estimate the second term on the left-hand side of (7.69), which will give us a sign-definite energy term plus a small perturbation. We first see that by the properties of the boundary convolution $\Lambda_\theta$,

$$\int_{\Gamma} \bar{\partial}_3 \Lambda_\theta(v^\theta_{|\partial\Omega} + v^\theta_{|\partial\Omega}) \bar{\partial}_3 N^3 dS = \int_{\Gamma} \bar{\partial}_3 \Lambda_\theta(v^\theta_{|\partial\Omega} + v^\theta_{|\partial\Omega}) \bar{\partial}_3 N^3 \cdot N dS$$  

(7.79)

Then by applying the divergence theorem to the integral on the right-hand side,
we have that
\[
\int_{\Gamma} \partial^3 \Lambda \phi (v^{\theta 1} + v^{\theta 2}) \partial^3 \Lambda \phi v^\theta \cdot N \, dS \\
= \int_{\Omega} \partial^3 \Lambda \phi (v^{\theta 1} + v^{\theta 2}) \partial^3 \Lambda \phi v^\theta \cdot dS + \int_{\Omega} \partial^3 \Lambda \phi (v^{\theta 1} + v^{\theta 2}) \partial^3 \Lambda \phi v^\theta \cdot dS \\
= - \int_{\Omega} |\partial^3 \Lambda \phi (v^\theta)|_3^2 \, dS + \int_{\Omega} \Lambda \phi \partial^3 \Lambda \phi v^\theta \cdot dS \\
= - \int_{\Omega} |\partial^3 \Lambda \phi (v^\theta)|_3^2 \, dS + \int_{\Omega} \Lambda \phi \partial^3 \Lambda \phi v^\theta \cdot dS \\
= - \int_{\Omega} |\partial^3 \Lambda \phi (v^\theta)|_3^2 \, dS + \int_{\Omega} \Lambda \phi \partial^3 \Lambda \phi v^\theta \cdot dS,
\]

where we have used the higher-order Hardy inequality.

Thanks to \((7.68)\), we have that, for all \(t \in [0, T]\),
\[
\| \text{div} v^\theta \|_3^2 \leq Ct^2 \| v \|_2^2 + C \| v \|_3 + Ct \| v \|_2^2 (0, T; H^4(\Omega)) + C \| X \|_4^2, \tag{7.80}
\]
where we have used the higher-order Hardy inequality.

On the other hand, with \((7.68)\), we see that for all \(t \in [0, T]\)
\[
\| \text{curl} v^\theta \|_3 \leq Ct \| v \|_4 + C \| v \|_3 + C \| u_0 \|_4 + C \sqrt{T} \| D \delta \|_{L^2(0, T; H^2(\Omega))} \\
+ C \sqrt{T} \| v \|_{L^2(0, T; H^4(\Omega))} + C \| v \|_{L^2(0, T; H^4(\Omega))}, \tag{7.81}
\]
\[
\leq Ct \| v \|_4 + C \| u_0 \|_4 + C \sqrt{T} \| v \|_{L^2(0, T; H^4(\Omega))}, \tag{7.82}
\]
where we have used \((7.20)\) and the identity \((7.18)\), relating \(\delta\) to \(\bar{v}\). Note that \((7.18)\) provides us with a bound which is \(\theta\)-independent, but which indeed depends on \(\kappa\).

The action of the boundary convolution operator \(\Lambda_{\phi}\) does not affect these estimates; thus using Proposition \((7.2)\) we obtain
\[
\int_0^T \| \text{div} \Lambda_{\phi} v^\theta \|_3^2 \, dt \leq N_0 + TP(\| v \|_{Z_T}^2 + \mu(\| v \|_Z^2)), \tag{7.83}
\]
\[
\int_0^T \| \text{curl} \Lambda_{\phi} v^\theta \|_3^2 \, dt \leq N_0 + TP(\| v \|_{Z_T}^2). \tag{7.84}
\]

We combine these estimates and recall vacuum condition \((1.3)\), then for any \(t \in [0, T]\),
\[
|\partial^3 (v^\theta) \partial^3 (t)|_2^2 + \int_0^t \| \partial^3 \Lambda_{\phi} (v^\theta) \|_{L^0}^2 \\
\leq N_0 + Ct \| (v^\theta) \|_3^2 + Ct \| v \|_{Z_T}^2 + Ct \int_0^t \| \Lambda_{\phi} (v^\theta) \|_3^2 + C \sqrt{T} \int_0^t \| |v^\theta) \|_3^2 + \rho \| \Lambda_{\phi} v^\theta \|_4 \]
\[
+ C \sqrt{T} \int_0^t \| v \|_4^2 + C \sqrt{T} \int_0^t \| |v^\theta) \|_3^2 + \rho \| \Lambda_{\phi} v^\theta \|_4 \]
\[
+ TP(\| v \|_{Z_T}^2) + \mu(\| v \|_Z^2 + C \| \text{div} v \|_{Y_T}^2). \tag{7.84}
\]
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By taking $\delta > 0$ sufficiently small, and using (7.83) and (7.84), we obtain

$$\frac{1}{2} |v^\delta(t)|_3^2 + \int_0^t \| \Lambda \theta v^\delta \|_4^2 \leq N_0 + C(t + \sqrt{t}) \sup_{t \in [0,T]} |v^\delta|_3^2 + C(t + \sqrt{t}) \|v\|_{L^2_T}^2 + C \int_0^t \| \Lambda \theta v^\delta \|_4^2$$

$$+ TP(\| \bar{v} \|_{L^2_T}) + \mu \| \bar{v} \|_{L^2_T}^2 + C \| \text{div} \bar{v} \|_{L^2_T}^2.$$

Thus, we have

$$\sup_{t \in [0,T]} |v^\delta(t)|_3^2 + \int_0^T \| \Lambda \theta v^\delta \|_4^2 \leq N_0 + C \sqrt{T} P(\|v^\delta\|_{L^\infty_T})$$

$$+ C \sqrt{T} P(\| \bar{v} \|_{L^2_T}) + \mu \| \bar{v} \|_{L^2_T}^2 + C \| \text{div} \bar{v} \|_{L^2_T}^2. \quad (7.85)$$

And then by using the expression (7.68), we can straightforward have the following estimate

$$\int_0^T |v^\delta(t)|_3^2 \leq N_0 + C \int_0^T \| \Lambda \theta v^\delta \|_4^2 dt + C \sqrt{T} P(\|v^\delta\|_{L^\infty_T})$$

$$\leq N_0 + C \sqrt{T} P(\|v^\delta\|_{L^\infty_T}) + C \sqrt{T} P(\| \bar{v} \|_{L^2_T}) + P(\| \text{curl} \bar{v} \|_{L^2_T})$$

$$+ C \| \text{div} \bar{v} \|_{L^2_T}^2. \quad (7.86)$$

With the same argument we used for the estimations for the divergence and curl of $v^\delta$, we can also estimate the divergence and curl of $v^\delta$, and then with the normal trace estimate (7.86), we obtain the following estimate for $v^\delta$:

$$\int_0^T \| (v^\delta) \|_3^2 dt \leq N_0 + C \sqrt{T} P(\|v^\delta\|_{L^\infty_T}) + C \sqrt{T} P(\| \bar{v} \|_{L^2_T}) + \mu \| \bar{v} \|_{L^2_T}^2$$

$$+ C \| \text{div} \bar{v} \|_{L^2_T}^2. \quad (7.87)$$

Similarly, we can consider the time-differentiated version of (7.60) and using (7.80) and (7.87) to show that

$$\int_0^T \| (v^\delta) \|_3^2 dt \leq N_0 + C \sqrt{T} P(\|v^\delta\|_{L^\infty_T}) + C \sqrt{T} P(\| \bar{v} \|_{L^2_T}) + \mu \| \bar{v} \|_{L^2_T}^2$$

$$+ C \| \text{div} \bar{v} \|_{L^2_T}^2, \quad (7.88)$$

and consider the second time-differentiated version of (7.60) and using (7.86), (7.87) and (7.88) to show that

$$\int_0^T \| (v^\delta) \|_3^2 dt \leq N_0 + C \sqrt{T} P(\|v^\delta\|_{L^\infty_T}) + C \sqrt{T} P(\| \bar{v} \|_{L^2_T}) + \mu \| \bar{v} \|_{L^2_T}^2$$

$$+ C \| \text{div} \bar{v} \|_{L^2_T}^2. \quad (7.89)$$

Then combining (7.89), (7.87) to (7.89), we have

$$\|v^\delta\|_{L^\infty_T}^2 \leq N_0 + C \sqrt{T} P(\|v^\delta\|_{L^\infty_T}) + C \sqrt{T} P(\| \bar{v} \|_{L^2_T}) + C \mu \| \bar{v} \|_{L^2_T}^2$$

$$+ C \| \text{div} \bar{v} \|_{L^2_T}^2. \quad (7.90)$$
where the polynomial function $P$ on the right-hand side is independent of $\theta$.

From (7.50), we can infer there exists $T > 0$ independent of $\theta$ such that $v^\theta \in \mathcal{T}_T^2$ and satisfies the estimate:

\[
\|v^\theta\|^2_{\mathcal{T}_T^2} + \int_0^T dt \leq 2N_0 + C\sqrt{T}P(\|\dot{v}\|_{L^2}) + C\mu\|\dot{v}\|^2_{L^2} + C\|\div \dot{v}\|_{L^2},
\]

(7.91)

**Step 3:** The limit as $\theta \to 0$ and the fixed-point of the map $\dot{v} \mapsto v$

We set $\theta = \frac{1}{n}$, and from (7.31), there exists a subsequence and a vector field $v \in \mathcal{T}_T^2, V \in L^2(0,T; H^4(\Omega)) \cap L^\infty(0,T; H^3)$ such that

\[
v^\theta \to v \text{ in } \mathcal{T}_T^2,
\]

(7.92)

\[
v^\theta \to v \text{ in } \mathcal{T}_T^2,
\]

(7.93)

\[\Lambda v^\theta \to V \text{ in } L^2(0,T; H^4(\Omega)),
\]

(7.94)

where the space $\mathcal{T}_T^2$ is defined in (7.64) and

\[
\omega \in \mathcal{T}_T^2 = \{\omega \in L^2(0,T; H^2(\Omega)) : \partial_t \omega \in L^2(0,T; H^{3-s})\}, 1 \leq s \leq 2\}.
\]

Next, we notice that for any $\phi \in C^\infty_c(\Omega)$, we have for each $i = 1, 2, 3$ and $t \in [0,T]$, $T$ still depending on $\kappa > 0$, that

\[
\lim_{\theta \to 0} \int_\Omega (\phi v^\theta)_i \cdot \phi dx = \lim_{\theta \to 0} \int_\Omega (\phi v^\theta)_i \cdot \Lambda \phi dx = \int_\Omega (\phi v)_i \cdot \phi dx,
\]

where we used the fact that $\Lambda \phi \to \phi$ in $L^2(\Omega)$. This shows us that $v = V$, and that

\[
\|v\|_{\mathcal{X}_T^2} \leq 2N_0 + C\sqrt{T}P(\|\dot{v}\|_{L^2}) + C\mu\|\dot{v}\|^2_{L^2} + C\|\div \dot{v}\|_{L^2}.
\]

The estimates for those terms with weight $\rho_0$ in the definition of the $Z_T$-norm follow immediately from multiplication by $\rho_0$ of the equations (7.10) and (7.10a). Because $\rho_0 = 0$ on $\Gamma$ and using the unweighted estimates already obtained, there is no need to consider the parabolic equation (7.10). Then we can get that

\[
\|v\|^2_{\mathcal{Z}_T^2} \leq N_0 + C\sqrt{T}P(\|\dot{v}\|_{L^2}) + C\mu\|\dot{v}\|^2_{L^2} + C\|\div \dot{v}\|_{L^2}.
\]

Moreover, the convergence in (7.29) and the definition of the sequence of problems (7.68) easily show us that $v$ is a solution of the problem (7.10). Furthermore, we can obtain the same type of energy estimates for the system (7.10) as we did in Step 2 above. This shows the uniqueness of the solution $v$ of (7.10), and hence allows us to define $\Theta : \bar{v} \in Z_T \mapsto v \in Z_T$.

Next, we begin our iteration scheme. We choose any $v^{(1)} \in C_T(M)$ and define for $n \in \mathbb{N}$,

\[
v^{(n+1)} = \Theta(v^{(n)}), \quad v^{(n)}|_{t=0} = u_0.
\]

For each $n \in \mathbb{N}$, we set $\eta^{(n)}(x,t) = x + \int_0^t v^{(n)}(x,t') dt', F^{(n)} = D\eta^{(n)}, J^{(n)} = \det D\eta^{(n)}, F^{(n)} = J^{(n)} F^{(n)-1}, X^{(n)}$ is the solution to (7.18) with $v^{(n)}, F^{(n)}_0, J^{(n)}$ and $F^{(n)}_0^{-1}$. Similarly, we define $\delta^{(n)}$ via (7.18) with $v^{(n)}$ replacing $\dot{v}$ and define $\zeta^{(n)}$ via (7.18).

According to (7.95),

\[
\|v^{(n+1)}\|^2_{\mathcal{Z}_T^2} \leq N_0 + C\sqrt{T}P(\|v^{(n)}\|_{L^2}) + C\mu\|v^{(n)}\|^2_{L^2} + C\|\div v^{(n)}\|_{L^2}.
\]

(7.96)
From (7.10b),
\[
\text{div } v^{(n)} = \text{div } v^{(n-1)} - \text{div} \eta v^{(n-1)} + \frac{J^{(n-1)}Y^{(n-1)}}{\rho_0},
\]
then
\[
\| \text{div } v^{(n)} \|^2_{Y_T} \leq \| \text{div } v^{(n-1)} - \text{div} \eta v^{(n-1)} \|^2_{Y_T} + \frac{J^{(n-1)}Y^{(n-1)}}{\rho_0} \| v^{(n)} \|^2_{Y_T},
\]
\[
\leq N_0 + \sqrt{TP} \| v^{(n-1)} \|^2_{Z_T} + C\mu \| v^{(n)} \|^2_{Z_T},
\]
where we used the higher-order Hardy inequality and Proposition 7.2 for the second inequality. Thus, we obtain the inequality
\[
\| v^{(n+1)} \|^2_{Z_T} \leq N_0 + \sqrt{TP} \| v^{(n)} \|^2_{Z_T} + \sqrt{TP} \| v^{(n-1)} \|^2_{Z_T} + C\mu \| v^{(n)} \|^2_{Z_T}.
\]
This shows that choosing \( C\mu \leq 1/2 \) and taking \( T > 0 \) sufficiently small and \( M \gg N_0 \) sufficiently large, the convex set \( C_T(M) \) is stable under the map \( \Theta \). Furthermore, we can also show that
\[
\| v^{(n+1)} - v^{(n)} \|^2_{Z_T} \leq N_0 + \sqrt{TP} \| v^{(n)} - v^{(n-1)} \|^2_{Z_T} + \sqrt{TP} \| v^{(n-1)} - v^{(n-2)} \|^2_{Z_T} + \sqrt{TP} \| v^{(n-2)} \|^2_{Z_T} + \frac{1}{2} \| v^{(n)} - v^{(n-1)} \|^2_{Z_T},
\]
by a similar argument as we did above. Thus, when \( \kappa \leq \kappa_0 \), the map \( \Theta \) has a unique fixed-point \( v = \Theta(v) \) for \( T = T_\kappa \) sufficiently small. Recall the choice of \( \mu \) and \( \kappa_0 \) (see (7.53a)), \( \kappa_0 \) actually only depends on \( \| \rho_0 \|_4 \) and the domain \( \Omega \).

### 7.4.2 The fixed-point of the map \( \Theta \) is a solution of the \( \kappa \)-problem

In this subsection, we will verify that the fixed-point is actually a solution to the \( \kappa \)-problem. Our description is in the Lagrangian coordinates, which is slightly different from [3].

In a straightforward manner, we deduce from (7.10) the following relations for our fixed-point \( v = \Theta(v) \):

\[
\text{div}_\eta v_t = \frac{[X J]_t}{\rho_0} - \partial_t F^{-1} \varepsilon \text{div}_j v_t^j \quad \text{in } \Omega, \tag{7.99a}
\]
\[
\text{curl}_\eta v_t = -\kappa \varepsilon_{ji} F^{-1}_{i} \partial_j \delta^j - \varepsilon \quad \text{in } \Omega, \tag{7.99b}
\]
\[
v_t^3 = -2 J^{-2} F^3 \varepsilon_{i0} - 2 \kappa \partial_i [J^{-2} F^3 \varepsilon_{i0}]
+ G^3 + \kappa \partial_t G^3 + c(t) N^3 \quad \text{on } \Gamma, \tag{7.99c}
\]
\[
\int_{\Omega} v_t^\alpha dx = -2 \int_{\Omega} F^{-1\alpha} \frac{\rho_0}{J} k dx - 2\kappa \int_{\Omega} \partial_t [F^{-1\alpha} \frac{\rho_0}{J} k] dx
+ \int_{\Omega} G^\alpha + \kappa \partial_t G^\alpha dx, \tag{7.99d}
\]
\[
(x_1, x_2) \mapsto v_t(x_1, x_2, x_3, t) \quad \text{is 1-periodic,} \tag{7.99e}
\]
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where $X$ is a solution of (6.11), $G = D_\eta \Phi$, $\Phi(x,t) = \int_{\mathbb{R}^3} \frac{1}{|y|} \rho(\eta(x,t) - y,t) \, dy$, $f(x,t) = \rho(\eta(x,t),t) = \rho_0 J^{-1}(x,t)$ and the function $c(t)$ is defined by

$$c(t) = \frac{1}{2} \int_\Omega (\text{div} \, v_t - \text{div} \, \eta v_t) \, dx + \frac{1}{2} \int_\Omega \frac{|XJ|}{\rho_0} \, dx - \frac{1}{2} \int_\Omega \partial_t F^{-1} \psi^1 \, dx$$

$$+ \int_\Gamma J^{-2} F^{+3} \Delta \rho_0 \, dS + \kappa \int_\Gamma \partial_t [J^{-2} F^{+3}] \rho_0 \, dS$$

$$+ \int_\Gamma (G^3 + \kappa \partial_t G^3) \, dS$$

$$= \frac{1}{2} \int_\Omega (\text{div} \, v_t - \text{div} \, \eta v_t) \, dx + \frac{1}{2} \int_\Omega \frac{|XJ|}{\rho_0} \, dx - \frac{1}{2} \int_\Omega \partial_t F^{-1} \psi^1 \, dx$$

$$+ \int_\Gamma D_\eta (2f - \Phi) \cdot N \, dS + \kappa \int_\Gamma \partial_t [D_\eta (2f - \Phi)] \cdot N \, dS,$$

where $dS = dx_1 dx_2$. By using (7.99a) and the divergence theorem, we can obtain the identity (since the volume of $\Omega$ is equal to 1)

$$c(t) = \frac{1}{2} \int_\Gamma [v_t + D_\eta (2f - \Phi) + \kappa [D_\eta (2f - \Phi)]_t] \cdot N \, dS. \quad (7.100)$$

The fixed-point of the map $\Theta$ also satisfies the equation

$$v_t + \tilde{\Phi} + \kappa \tilde{\Phi}_t = 0, \quad \tilde{\Phi}(0) = 2D\rho_0 - D\phi_0. \quad (7.101)$$

Now if we can prove that

$$c(t) = 0 \quad \text{and} \quad \tilde{\Phi} = D_\eta (2f - \Phi), \quad (7.102)$$

then from (7.99a) and (7.101), we can say that the fixed-point is a solution to the $\kappa$-problem (2.6). We prove this claim by three steps.

**Step 1.** We apply curl$_\eta$ on (7.101a) and compare it to (7.99c). This implies that

$$\kappa \varepsilon_{ji} v^r_x F^{-1} s^r \tilde{\Phi}^i + \text{curl}_\eta \tilde{\Phi} + \kappa [\text{curl}_\eta \tilde{\Phi}]_t = -\mathcal{C}. \quad (7.103)$$

Then we have

$$\text{curl}_\eta \tilde{\Phi} + \kappa [\text{curl}_\eta \tilde{\Phi}]_t = -D_\eta \psi - \kappa [D_\eta \psi]_t. \quad (7.104)$$

According to (7.101b), we have curl$_\eta \tilde{\Phi}(x,0) = 0$. Furthermore, by our definition (7.10), we have $D_\eta \psi(x,0) = 0$ in $\Omega$, then with (7.104), we can conclude that for $t \in [0,T]$,

$$[\text{curl}_\eta \tilde{\Phi} + D_\eta \psi](x,t) = 0,$$

and therefore we can consider the following elliptic problem

$$\Delta_\eta \psi = -\text{div}_\eta (\text{curl}_\eta \tilde{\Phi}) = 0 \quad \text{in} \ \Omega,$$

$$\psi = 0 \quad \text{on} \ \Gamma,$$

$$(x_1, x_2) \mapsto \psi(x_1, x_2, x_3, t) \text{ is 1-periodic},$$

which shows that $\psi = 0$ and hence $\mathcal{C} = 0$. 
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Therefore, \( \text{curl}_\eta \vec{\phi} = 0 \) in \( \Omega \) and there exists a scalar function \( Y \) defined in \( \Omega \) such that
\[ \vec{\phi} = D_\eta Y. \] (7.105)

It remains to establish that \( D_\eta Y = D_\eta (2f - \Phi) \).

**Step 2.** We take the scalar product of (7.101a) with \( e_3 \) to get that
\[ v_3^2 + D_\eta Y \cdot e_3 + \kappa [D_\eta Y]_t \cdot e_3 = 0, \] (7.106)
then by comparison with (7.99c), we can get the following identity on \( \Gamma \):
\[ [D_\eta (Y - 2f + \Phi) + \kappa [D_\eta (Y - 2f + \Phi)]_t] \cdot e_3 = -c(t)N^3 \] (7.107)
where we used the expression (7.100) for \( c(t) \). Denoting
\[ q = 2f - \Phi - Y. \] (7.108)
Since \( N = (0, 0, N^3) \) on \( \Gamma \), then (7.107) implies:
\[ D_\eta q \cdot N + \kappa [D_\eta q \cdot N]_t = c(t). \]
By integration with respect to \( t \), and taking into account that \( (D_\eta (2f - \Phi))(x, 0) = (D_\eta Y)(x, 0) \), we have
\[ D_\eta q \cdot N = \int_0^t \frac{c(s)}{\kappa} e^{\kappa s} ds, \]
which is indeed a function depending only on time. We denote it by \( k(t) \).
Integrating this relation over \( \Gamma \), we finally obtain that on \( \Gamma \)
\[ D_\eta q \cdot N = k(t) = \frac{1}{2} \int_\Gamma D_\eta q \cdot N dS. \] (7.109)

**Step 3.** We now apply \( \text{div}_\eta \) to (7.101a), and compare the resulting equation with (6.11). Using (7.99a) and the fact that \( X(0) = \rho_0 \text{div}u_0 \), we have
\[ X = \rho_0 J^{-1} \text{div}_\eta v. \] (7.110)
This leads us to
\[ \text{div}_\eta[D_\eta q + \kappa [D_\eta q]_t] = 0 \quad \text{in} \ \Omega. \] (7.111)
This is equivalent to
\[ \Delta_{\eta \eta} q + \kappa [\Delta_{\eta \eta} q]_t - \partial_t F^{-1} \partial_{\eta \eta} D_\eta q = 0, \quad \text{in} \ [0, T] \times \Omega. \] (7.112)
Since \( 2D\rho_0 - D\phi_0 = DY(0) \), we have that
\[ (\Delta_{\eta \eta} q)(x, 0) = 0 \quad \text{in} \ \Omega. \] (7.113)
Also, from (7.109), we have the perturbed Neumann boundary condition
\[ D_\eta qN_3 = k(t), \quad \text{on} \ \Gamma. \] (7.114)
By (7.99d) and (7.101), we obtain that for \( \alpha = 1, 2 \),

\[
\int_{\Omega} D_{\eta^\alpha} q \, dx + \kappa \int_{\Omega} |D_{\eta^\alpha} q|_t \, dx = 0,
\]

which together with the initial condition \( \int_{\Omega} (D_{\eta^\alpha}) q(x, 0) \, dx = 0 \) implies that

\[
\int_{\Omega} D_{\eta^\alpha} q(x, t) \, dx = 0. \tag{7.115}
\]

Therefore, by setting \( \tilde{f} = \Delta_{\eta^\alpha} q \), we have the system for all \( t \in [0, T] \):

\[
\begin{align*}
\Delta_{\eta^\alpha} q &= \tilde{f} & \text{in } \Omega & \quad \tag{7.116a} \\
\int_{\Omega} D_{\eta^\alpha} q \, dx &= 0, & \quad \tag{7.116b} \\
D_{\eta^\alpha} q N^3 &= k(t) & \text{on } \Gamma, & \quad \tag{7.116c} \\
D_{\eta^\alpha} q & \text{ is 1-periodic in the directions } e_1 \text{ and } e_2. & \quad \tag{7.116d}
\end{align*}
\]

We now act \( D_{\eta^3} \) on (7.116a), then multiply the equation by \( JD_{\eta^3} q \) and integrate by parts in \( \Omega \). With the condition (7.116d) and the Piola identity, we have

\[
- \int_{\Omega} J |D_{\eta^3} D_{\eta} q|^2 \, dx + \int_{\Omega} D_{\eta^3} D_{\eta} q F^{*k} N^k D_{\eta^3} q \, dx \\
= - \int_{\Omega} \tilde{f} J D_{\eta^3} D_{\eta^3} q \, dx + \int_{\Omega} \tilde{f} F^{*k} N^k D_{\eta^3} q \, dx.
\]

We denote \( \zeta \) as a smooth function in \( \Omega \) such that \( \zeta = \frac{1}{N^3} \) on \( \Gamma \). Then with (7.116c), we have that

\[
- \int_{\Omega} J |D_{\eta^3} D_{\eta} q|^2 \, dx + k(t) \int_{\Gamma} D_{\eta^3} D_{\eta^3} q F^{*k} N^k \zeta \, dS \\
= - \int_{\Omega} \tilde{f} J D_{\eta^3} D_{\eta^3} q \, dx + k(t) \int_{\Gamma} \tilde{f} F^{*k} N^k \zeta \, dS. \tag{7.117}
\]

By the divergence theorem, the boundary integral of (7.117) can be written as

\[
\begin{align*}
\int_{\Gamma} D_{\eta^3} D_{\eta^3} q F^{*k} N^k \zeta \, dS &= \int_{\Omega} J \Delta_{\eta^3} D_{\eta^3} q \zeta \, dx + \int_{\Omega} D_{\eta^3} D_{\eta^3} J D_{\eta^3} \zeta \, dx, \\
\int_{\Gamma} \tilde{f} F^{*k} N^k \zeta \, dS &= \int_{\Omega} J D_{\eta^3} \tilde{f} \zeta \, dx + \int_{\Omega} \tilde{f} J D_{\eta^3} \zeta \, dx.
\end{align*}
\]

Thus, we can obtain that

\[
\begin{align*}
\int_{\Omega} J |D_{\eta^3} D_{\eta^3} q|^2 \, dx &= \int_{\Omega} \tilde{f} J D_{\eta^3} D_{\eta^3} q \, dx \\
&\quad + k(t) \int_{\Omega} D_{\eta^3} D_{\eta^3} J D_{\eta^3} \zeta \, dx - k(t) \int_{\Omega} \tilde{f} J D_{\eta^3} \zeta \, dx,
\end{align*}
\]

which provides us with the estimate

\[
\|D_{\eta^3} D_{\eta^3} q\|_0^2 \leq C \|\tilde{f}\|_0^2 + C k^2(t). \tag{7.118}
\]
From (7.109), by the divergence theorem,
\[
k(t) = \frac{1}{2} \int_{\Omega} [D_{\eta} q]_i \, dx = \frac{1}{2} \int_{\Omega} F_i^j D_{\eta}^j (D_{\eta} q) \, dx,
\]
and since \(|F_i^j - \delta_i^j| \leq Ct\), we have
\[
|k(t)| \leq C \|\Delta_{\eta} q\|_0 + Ct \|D_{\eta} D_{\eta} q\|_0. \tag{7.119}
\]
Combining with (7.118), we can get
\[
\|D_{\eta} q \cdot D_{\eta} q\|_0^2 \leq C\|\tilde{f}\|_0^2 + Ct \|D_{\eta} D_{\eta} q\|_0^2. \tag{7.120}
\]
Now we write (7.116a) as
\[
D_{\eta}^j D_{\eta} q + D_{\eta}^2 q = g, \tag{7.121}
\]
where \(g = -D_{\eta}^j D_{\eta} q + \tilde{f}\).
It follows from (7.121) that
\[
\int_{\Omega} J(D_{\eta}^j D_{\eta} q + D_{\eta}^2 q)^2 \, dx = \int_{\Omega} |g|^2 \, dx.
\]
Integrating by parts on the left-hand side of this equation, together with the Piola identity, we have
\[
\int_{\Omega} J|D_{\eta}^j D_{\eta} q|^2 \, dx + 2 \int_{\Gamma} D_{\eta}^j D_{\eta} q D_{\eta}^2 q F^{k^*} N^k_2 \, dS
\begin{align*}
&= 2 \int_{\Gamma} D_{\eta}^j D_{\eta}^2 q D_{\eta} q F^{k^*} N^k_2 \, dS = \int_{\Omega} J|g|^2 \, dx. \tag{7.122}
\end{align*}
\]
For \(i = 1, 2, 3\), we smoothly extend \(N^i\) into \(\Omega\). Recall the definition of \(\zeta\), with integration by parts with respect to \(x_3\), we have
\[
\int_{\Gamma} D_{\eta}^j D_{\eta} q D_{\eta}^2 q F^{k^*} N^k_2 \, dS = \int_{\Omega} D_{\eta}^i \partial_3 D_{\eta} q D_{\eta} q F^{k^*} N^k_2 \zeta \, dx
+ \int_{\Omega} \partial_3 F^{-1^*} \partial_i D_{\eta} q D_{\eta}^2 q F^{k^*} N^k_2 \zeta \, dx + \int_{\Omega} D_{\eta}^i D_{\eta} q \partial_3 (D_{\eta} q F^{k^*} N^k_2 \zeta) \, dx. \tag{7.123}
\]
then by integration by parts for the first term on the right-hand side of (7.123),
we can get that
\[
\int_{\Gamma} D_{\eta}^j D_{\eta} q D_{\eta}^2 q F^{k^*} N^k_2 \, dS = - \int_{\Omega} \partial_3 D_{\eta} q J D_{\eta} (D_{\eta} q F^{-1^*} N^k \zeta) \, dx
\begin{align*}
&+ \int_{\Omega} \partial_3 D_{\eta} q F^{-1^*} \partial_i D_{\eta} q D_{\eta} q F^{k^*} N^k \zeta \, dx + \int_{\Omega} \partial_3 F^{-1^*} \partial_i D_{\eta} q D_{\eta} q F^{k^*} N^k \zeta \, dx
+ \int_{\Omega} D_{\eta}^i D_{\eta} q \partial_3 (D_{\eta} q F^{k^*} N^k \zeta) \, dx. \tag{7.124}
\end{align*}
\]
Similarly, we also can get that
\[
\int_{\Gamma} D_{\eta} q D_{\eta} q D_{\eta} q F_{-1}^{1} N_{k} dS = - \int_{\Omega} \partial_{t} D_{\eta} q J D_{\eta} q (D_{\eta} q F_{-1}^{1} N_{k} \zeta) \, dx \\
+ \int_{\Omega} \partial_{t} D_{\eta} q D_{\eta} q F_{-1}^{1} N_{k} \zeta F_{-2}^{1} N_{k} \zeta \, dx + \int_{\Omega} \partial_{\xi} F_{-1}^{1} \partial_{t} D_{\eta} q D_{\eta} q F_{1}^{k} N_{k} \zeta \, dx \\
+ \int_{\Omega} D_{\eta} q D_{\eta} q \partial_{t} D_{\eta} q F_{-1}^{1} N_{k} \zeta \, dx. \quad (7.125)
\]
Combining (7.122), (7.124) and (7.125), we have
\[
\int_{\Omega} J D_{\eta} q D_{\eta} q |\eta|^{2} \, dx = \int_{\Omega} J |\eta|^{2} \, dx + 2 \int_{\Omega} \partial_{t} D_{\eta} q J D_{\eta} q (D_{\eta} q F_{-1}^{1} N_{k} \zeta) \, dx \\
- 2 \int_{\Omega} D_{\eta} q D_{\eta} q \partial_{t} (D_{\eta} q F_{-1}^{1} N_{k} \zeta) \, dx - 2 \int_{\Omega} \partial_{t} D_{\eta} q D_{\eta} q F_{-1}^{1} N_{k} \zeta F_{-2}^{1} N_{k} \zeta \, dx \\
+ 2 \int_{\Omega} D_{\eta} q D_{\eta} q \partial_{t} (D_{\eta} q F_{-1}^{1} N_{k} \zeta) \, dx - 2 \int_{\Omega} \partial_{t} D_{\eta} q J D_{\eta} q (D_{\eta} q F_{-1}^{1} N_{k} \zeta) \, dx \\
+ 2 \int_{\Omega} \partial_{t} D_{\eta} q D_{\eta} q F_{-1}^{1} N_{k} \zeta F_{-2}^{1} N_{k} \zeta \, dx,
\]
Then with the estimate (7.120), the relations $|F_{t}^{1} - \delta^{2}_{t}| \leq Ct$ and $|F_{-1}^{1} N_{k}|_{W^{1,\infty}} \leq Ct$, we have
\[
\int_{\Omega} |D_{\eta} q D_{\eta} q|^{2} \, dx \leq C \int \bar{f}^{2} + C t \|D_{\eta} q D_{\eta} q\|_{0}^{2} + C t \|D_{\eta} q\|_{0}^{2} \quad (7.126)
\]
Combining this estimate with (7.120), we obtain that
\[
\int_{\Omega} |D_{\eta} q D_{\eta} q|^{2} \, dx \leq C \int \bar{f}^{2} + C t \|D_{\eta} q D_{\eta} q\|_{0}^{2} + C t \|D_{\eta} q\|_{0}^{2} \quad (7.127)
\]
Now, we notice that the conditions (7.116c), (7.116d) and (7.115) yield Poincaré’s inequalities for $D_{\eta} q$ and $D_{\eta} q$, so we can get
\[
\|D_{\eta} q\|_{0} \leq C \|D_{\eta} q\|_{0} + |\delta(t)| \leq C \|D_{\eta} q\|_{0} + C \|\Delta_{\eta} q\|_{0} + C t \|D_{\eta} q\|_{0} \quad (7.119)
\]
\[
\|D_{\eta} q\|_{0} \leq C \|D_{\eta} q\|_{0} + C \|\Delta_{\eta} q\|_{0} + C t \|D_{\eta} q\|_{0}, \quad \alpha = 1, 2,
\]
where we also used the estimate (7.119). Then by taking $T > 0$ small enough, we finally have that
\[
\|D_{\eta} q\|_{0} \leq C \|\Delta_{\eta} q\|_{0} \quad (7.128)
\]
where $T, C$ depends on $M$.
Therefore, by using the Gronwall inequality, the ODE (7.112) with initial condition (7.113) implies that on $[0, T] \times \Omega$,
\[
\Delta_{\eta} q = 0. \quad (7.129)
\]
From (7.120) and (7.28), we infer that
\[
D_{\eta} q = 0 \quad \text{in } [0, T] \times \Omega,
\]
which proves that $D_{\eta} Y = D_{\eta}(2f - \Phi)$, and therefore $\Phi = D_{\eta}(2f - \Phi)$ and $e(t) = 0$. This finally establishes that $v$ is a solution of the $\alpha$-problem (6.3) on a time interval $[0, T_{c}]$ and concludes the proof of Theorem 7.3.


8 \(\kappa\)-independent estimates for \(\kappa\)-problem 6.5 and solutions to the compressible Euler–Poisson equations

In this section, we obtain \(\kappa\)-independent estimates for the smooth solutions to \(\kappa\)-problem (6.5). This allows us to consider the limit of this sequence of solutions as \(\kappa \to 0\). We prove that this limit exists, and it is the unique solution of (2.3). This kind a priori estimate was developed by Coutand and Shkoller in [7, 9] for the compressible Euler equations. Due to the presence of the potential force, we need to get an estimate for the potential force \(G\) at first. The analysis difficulty arising from getting this estimate is that the possible increasing singularity of the convolution kernel, we use Taylor’s formula and the Sobolev \(C^\alpha\) estimates to overcome this difficulty. These calculations and estimates will be explained explicitly in Section 8.3, then mainly follow the arguments in [9, Section 9] to carry out a priori estimates.

8.1 The higher-order energy function

The higher-order energy function on \([0, T_\kappa]\) is defined as follows:

\[
\tilde{E}(t; v) = \sum_{s=0}^{4} \left[ \|\partial_t^{2s} \eta(t,.)\|_{4-s}^2 + \|\rho_0 \partial_t^{2s} \partial_t^{4-s} D \eta(t,.)\|_0^2 + \|\sqrt{\kappa} \rho_0 \partial_t^{2s} \partial_t^{4-s} v(t,.)\|_0^2 \right] + \int_0^t \left[ \|\sqrt{\kappa} \rho_0 \partial_t^{2s} \partial_t^{4-s} D v(\tau,.)\|_0^2 d\tau \right] + \sum_{s=0}^{3} \|\rho_0 \partial_t^{2s} J^{-2} \|_{4-s}^2 \\
+ \|\text{curl}_\xi v(t)\|_{3}^2 + \|\rho_0 \partial_\xi \text{curl}_\xi v(t)\|_0^2.
\]

(8.1)

The function \(\tilde{E}(t)\) is appropriate for our \(\kappa\)-independent estimates for (6.5). We also denote \(P\) as a generic polynomial function of its arguments whose meaning may change from line to line. Let

\[
M_0 = P(\tilde{E}(0; v)).
\]

(8.2)

8.2 Assumptions on a priori bounds on \([0, T_\kappa]\)

For the remainder of this section, similar to [9, Section 9.2], we assume that we have solutions \(\eta_\kappa \in X_{T_\kappa}\) on a time interval \([0, T_\kappa]\), and that for all such solutions, the time \(T_\kappa > 0\) is taken sufficiently small such that for \(t \in [0, T_\kappa]\) and \(\xi \in \mathbb{R}^3\),

\[
\frac{7}{8} \leq J(t) \leq \frac{9}{8}, \quad \frac{7}{8} |\xi|^2 \leq J^2 F^{-1} \xi^4 \xi_4 \xi_k, \\
\det \sqrt{g(\eta(t))} \leq 2 \det \sqrt{g(\eta_0)} = 2, \quad \|J^{-1} F^{-1} \xi^4 \xi_4 \xi_k - \delta_4^k \delta_4^k\|_{L^\infty} \leq \frac{1}{4}.
\]

(8.3)

and

\[
\frac{7}{8} |x - y| \leq |\eta(x, t) - \eta(y, t)| \leq \frac{9}{8} |x - y|.
\]

(8.4)
We further assume that our solutions satisfy the bounds

\[
\|\eta(t)\|_{H^{3+\gamma}(\Omega)} \leq 2e^{\frac{t}{\lambda}} + 1,
\]
\[
\|\partial_t^a \eta(t)\|_{H^{3-a/2}(\Omega)}^2 \leq 2\|\partial_t^a \eta(0)\|_{H^{3-a/2}(\Omega)}^2 + 1 \quad \text{for} \quad a = 0, 1, \ldots, 6,
\]
\[
\|\rho_0 \partial_t^{2a} \eta(t)\|_{H^{3-a/2}(\Omega)}^2 \leq 2\|\rho_0 \partial_t^{2a} \eta(0)\|_{H^{3-a/2}(\Omega)}^2 + 1 \quad \text{for} \quad a = 0, 1, \ldots, 7,
\]
\[
\|\sqrt{\kappa} \partial_t^{2a+1} \eta(t)\|_{H^{3-a}(\Omega)}^2 \leq 2\|\sqrt{\kappa} \partial_t^{2a+1} \eta(0)\|_{H^{3-a}(\Omega)}^2 + 1 \quad \text{for} \quad a = 0, 1, 2, 3.
\]

(8.5)

The right-hand sides in the inequalities (8.5) will be denoted by a generic constant \(C\) in the estimates below. We will show that this can be achieved in a time interval independent of \(\kappa\). We continue to assume that \(\rho_0\) is smooth coming from our approximation \((6.4)\).

### 8.3 The estimates for \(G\)

As we mentioned in the introduction, our main obstacle is how to overcome the increased singularity of the kernel when we estimate the derivatives of \(G\). In this subsection, we will show that we can get a good estimate of \(G\) with the help of the Sobolev embedding inequality \((C^a\text{ estimate})\) and Taylor’s formula, which will be used to reduce the increased singularity.

**Proposition 8.1.** For all \(t \in (0, T)\), where we take \(T \in (0, T_\kappa)\),

\[
\sum_{a=0}^{4} \|\sqrt{\rho_0} \partial_t^{4-a} \partial_t^a G(t)\|_0^2 + \int_0^t \kappa \|\sqrt{\rho_0} \partial_t^{4-a} \partial_t^a [\partial_t (\rho_0 F^{-1/2})] (z, t)\|_0^2 \, dt' \leq \tilde{M}_0 + CP \left( \sup_{t \in [0, T]} E(t) \right).
\]

(8.6)

**Proof.** Step 1. Estimates for \(\|\sqrt{\rho_0} \partial_t^{4} G\|_0^2 + \int_0^t \kappa \|\sqrt{\rho_0} \partial_t^{4} \partial_t G(t', \cdot)\|_0^2 \, dt'\).

From \((2.10)\), we have

\[
\partial_t^4 G = \sum_{a=0}^{4} c_a \int_{\Omega} \frac{1}{|\eta(x, t) - \eta(z, t)|} \partial_t^a \partial_t (\rho_0 F^{-1/2}) (z, t) \, dz.
\]

(8.7)

In fact, by using integration by parts, it is easy to check that

\[
\partial_t^4 G = \int_{\Omega} \frac{1}{|\eta(x, t) - \eta(z, t)|} \partial_t (\rho_0 F^{-1/2}) (z, t) \, dz
\]

\[
+ \int_{\Omega} \frac{1}{|\eta(x, t) - \eta(z, t)|} \partial_t (\rho_0 F^{-1/2}) (z, t) \, dz
\]

\[
= \int_{\Omega} \frac{1}{|\eta(x, t) - \eta(z, t)|} \partial_t (\rho_0 F^{-1/2}) (z, t) \, dz
\]

\[
- \int_{\Omega} \frac{1}{|\eta(x, t) - \eta(z, t)|} \partial_t (\rho_0 F^{-1/2}) (z, t) \, dz,
\]

then we can get \((8.7)\) inductively.

We also denote that \(R' (\eta) = (\eta(x, t) - \eta(z, t)) \cdot (\partial_t \eta(x, t) - \partial_t \eta(z, t))\), and \(R(\eta, v) = (\eta(x, t) - \eta(z, t)) \cdot (v(x, t) - v(z, t))\) for notational convenience.
When \( a = 0 \), by the divergence theorem, we have

\[
g_0^i = - \int_{\Omega} \frac{1}{\eta(x,t) - \eta(z,t)} \partial^4 (\rho_0 F^{-1\frac{k}{i}})(z,t) \, dz
\]

\[
= C \int_{\Omega} \frac{(\eta(x,t) - \eta(z,t)) \cdot \partial_\mu \eta(z,t)}{|\eta(x,t) - \eta(z,t)|^3} \partial^4 (\rho_0 F^{-1\frac{k}{i}}) \, dz.
\]

Recall that (8.4), and by Taylor’s formula we can obtain that

\[
\eta(x,t) - \eta(z,t) = (x-z) \cdot \int_0^1 D\eta(z+s(x-z)) \, ds,
\]

we can obtain that

\[
\left| \int_{\Omega} \frac{(\eta(x,t) - \eta(z,t)) \cdot \partial_\mu \eta(z,t)}{|\eta(x,t) - \eta(z,t)|^3} \partial^4 (\rho_0 F^{-1\frac{k}{i}}) \, dz \right|
\]

\[
\leq C ||D\eta||_{L^\infty(\Omega)} \int_{\Omega} \frac{1}{|x-z|^2} |\partial^4 (\rho_0 F^{-1\frac{k}{i}})| \, dz.
\]

By (5.2), and \( \| \frac{\partial \rho_0}{\rho_0} \|_{L^\infty(\Omega)} \leq C \| \rho_0 \|_4 \), which is followed by the higher-order Hardy inequality, we have

\[
\partial^4 (\rho_0 F^{-1\frac{k}{i}}) = \sum_{b=0}^4 \partial^b \rho_0 \partial^{4-b} F^{-1\frac{k}{i}}
\]

\[
= C \rho_0 \| (\partial D\eta)^4 + \partial^3 D\eta \partial D\eta + (\partial^2 D\eta)^2 + \partial^2 D\eta (\partial D\eta)^2 + \partial D\eta | + l.o.t.,
\]

(8.9)

where \( C \) depends on \( \| F^{-1} \|_{L^\infty(\Omega)} \) which is close to 1 by (5.3), and \( \| \rho_0 \|_4 \). Thus,

\[
\| g_0 \|_0^2 \leq C \| (D\eta)_{L^\infty(\Omega)} \| \frac{1}{|x|^2} \| \partial^4 (\rho_0 F^{-1\frac{k}{i}}) \|_0^2
\]

\[
\leq C P \| (D\eta)_{L^\infty(\Omega)} \| \| D^2 \eta \|_{L^\infty(\Omega)} \| \| \rho_0 \partial^4 D\eta \|_0^2 + \| \partial^3 D\eta \|_0^2 + \| \partial^2 D\eta \|_0^2 \|
\]

\[
\leq C P ( \sup_{t \in [0,T]} \tilde{E}(t)).
\]

On the other hand, we have

\[
\partial_\mu g_0^i = C \int_{\Omega} \frac{1}{\eta(x,t) - \eta(z,t)} \partial^4 (\rho_0 F^{-1\frac{k}{i}})(z,t) \, dz
\]

\[
+ C \int_{\Omega} \frac{1}{\eta(x,t) - \eta(z,t)} \partial^4 (\rho_0 \partial_\mu F^{-1\frac{k}{i}})(z,t) \, dz
\]

\[
= C \int_{\Omega} \frac{(v(x,t) - v(z,t)) \cdot \partial_\mu \eta(z,t)}{|\eta(x,t) - \eta(z,t)|^3} \partial^4 (\rho_0 F^{-1\frac{k}{i}}) \, dz
\]

\[
+ C \int_{\Omega} \frac{(v(x,t) - v(z,t)) \cdot \partial_\mu \eta(z,t)}{|\eta(x,t) - \eta(z,t)|^3} \partial^4 (\rho_0 F^{-1\frac{k}{i}}) \, dz
\]

\[
+ C \int_{\Omega} \frac{(v(x,t) - v(z,t)) \cdot \partial_\mu \eta(z,t) R(\eta, v)}{|\eta(x,t) - \eta(z,t)|^3} \partial^4 (\rho_0 F^{-1\frac{k}{i}}) \, dz
\]

\[
+ C \int_{\Omega} \frac{1}{|\eta(x,t) - \eta(z,t)|^3} \partial^4 (\rho_0 \partial_\mu F^{-1\frac{k}{i}})(z,t) \, dz.
\]
and then by using Taylor's formula similarly and the Sobolev embedding inequality to get that
\[ \| \partial_t g_0 \|_0^2 \leq CP(\| D\eta\|_{L^\infty(\Omega)}, \| Dv\|_{L^\infty(\Omega)}) \left( \frac{1}{|x|^2} \right) || \partial^4 (\rho_0 F^{-1}_i) ||_0^2 \]

With \( \| \rho \|_0 \) and
\[ \partial^3 (\rho_0 \partial_i F^{-1}_i) = \sum_{b=0}^4 \partial^b \rho_0 \partial^{4-b} \partial_i F^{-1}_i \]
we have
\[ \int_0^t \| \sqrt{\rho} \partial_t g_0 \|^2 dt' \leq CP(\| D\eta\|_{L^\infty(\Omega)}, \| D^2\eta\|_{L^\infty(\Omega)}, \| Dv\|_{L^\infty(\Omega)}) \]
\[ \times \left[ \int_0^t (\| \rho_0 \partial^4 D\eta \|_0^2 + \| \sqrt{\rho_0} \partial^4 Dv \|_0^2) dt' \right. \]
\[ + \int_0^t (\| \rho_0 \partial^2 Dv \|_{L^2(\Omega)}^2 \| \partial^2 D\eta \|_{L^6(\Omega)}^2 + \| \partial Dv \|_{L^2(\Omega)} \| \rho_0 \partial^3 D\eta \|_{L^2(\Omega)}^2) dt' \right] \]
\[ \leq M_0 + CP(\sup_{t \in [0,T]} \bar{E}(t)), \]

where we used \( \| D^2 Dv \|_{L^2(\Omega)} \) and the Sobolev embedding inequality to get that \( \| \rho_0 \partial^2 Dv \|_{L^2(\Omega)} \leq \| \rho_0 \partial^2 Dv \|_{L^1(\Omega)} \leq M_0 \) and \( \| D^2 D\eta \|_{L^6(\Omega)} \leq \| \eta \|_4 \).

When \( a = 1 \), using the divergence theorem again, we have
\[ g^i_1 = \int_{\Omega} \partial_k (\bar{\eta} - \partial_k) \frac{1}{|\eta(x, t) - \eta(z, t)|} [\partial^3 (\rho_0 F^{-1}_i)](z, t) \, dz \]
\[ = C \int_{\Omega} \frac{\partial_k [R'(\eta)]}{|\eta(x, t) - \eta(z, t)|^3} [\partial^3 (\rho_0 F^{-1}_i)](z, t) \, dz \]
\[ + C \int_{\Omega} \frac{R'(\eta)(\eta(x, t) - \eta(z, t)) \cdot \partial_k \eta(x, t)}{|\eta(x, t) - \eta(z, t)|^5} [\partial^3 (\rho_0 F^{-1}_i)](z, t) \, dz. \]

Since we have that
\[ \partial^3 (\rho_0 F^{-1}_i) = C \rho_0 (\partial^3 D\eta + \partial^2 D\eta \partial D\eta + (\partial D\eta)^3) + \text{l.o.t.} \quad (8.10) \]
Then, similarly, with \( \| \rho \|_0 \), \( \| \rho \|_i \), and \( \| \rho \|_0 \), we can get
\[ |g^i_1| \leq CP(|D\eta|_{L^\infty}, |D^2\eta|_{L^\infty}) \int_{\Omega} \frac{1}{|x - z|^2} [\partial^3 (\rho_0 F^{-1}_i)](z, t) \, dz, \]
and
\[ \| g^i_1 \|_0^2 \leq CP(\| D\eta\|_{L^\infty(\Omega)}, \| D^2\eta\|_{L^\infty(\Omega)}) \left( \frac{1}{|x|^2} \right) || \partial^2 D\eta \|_{L^6(\Omega)}^2 \]
\[ \leq CP(\sup_{t \in [0,T]} \bar{E}(t)). \]
Next, we have that

\[
\begin{align*}
\partial_t g_1 & = C \int_{\Omega} \frac{1}{\eta(x,t) - \eta(z,t)} [\partial^3 (\rho_0 F^{-1^k})](z,t) \, dz \\
& \quad + C \int_{\Omega} \frac{1}{\eta(x,t) - \eta(z,t)} [\partial_t \partial^3 (\rho_0 \partial_t F^{-1^k})](z,t) \, dz \\
& = C \int_{\Omega} \frac{1}{\eta(x,t) - \eta(z,t)} [\partial_t \partial^3 (\eta)] + [\partial^3 (\rho_0 F^{-1^k})](z,t) \, dz \\
& \quad + C \int_{\Omega} \frac{1}{\eta(x,t) - \eta(z,t)} [\partial_t [\partial^3 (\eta)] R(q,v) + [\partial^3 (\rho_0 F^{-1^k})](z,t) \, dz \\
& \quad + C \int_{\Omega} \frac{1}{\eta(x,t) - \eta(z,t)} [\partial_t [\partial^3 (\eta)] R(q,v) + [\partial^3 (\rho_0 F^{-1^k})](z,t) \, dz \\
& \quad + C \int_{\Omega} \frac{1}{\eta(x,t) - \eta(z,t)} [\partial^3 (\rho_0 F^{-1^k})](z,t) \, dz \\
\end{align*}
\]

We first estimate $B_1$. By a straightforward computation, we have

\[
Z(x,z,t) := \frac{\partial_t (R'(\eta)(\eta(x,t) - \eta(z,t)) \cdot \partial_t \eta(z,t)}{\eta(x,t) - \eta(z,t)} \\
= \frac{(\eta(x,t) - \eta(z,t)) \cdot (\partial_t v(x,t) - \partial_t v(z,t)) (\eta(x,t) - \eta(z,t)) \cdot \partial_t \eta(z,t)}{\eta(x,t) - \eta(z,t)} \\
+ \frac{(\eta(x,t) - \eta(z,t)) \cdot (\partial_t \eta(x,t) - \partial_t \eta(z,t)) (\eta(x,t) - \eta(z,t)) \cdot \partial_\eta \eta(z,t)}{\eta(x,t) - \eta(z,t)} \\
+ \frac{R'(\eta)(v(x,t) - v(z,t)) \cdot \partial_t v(z,t)}{\eta(x,t) - \eta(z,t)} \\
+ \frac{\partial^3 (\eta)(v(x,t) - v(z,t)) \cdot \partial_t \eta(z,t) + (\eta(x,t) - \eta(z,t)) \cdot \partial_t v(z,t)}{\eta(x,t) - \eta(z,t)},
\]

then by Taylor’s formula, the Sobolev embedding theorem

\[
|\partial_t v(x,t) - \partial_t v(z,t)| \leq C \|v\|_3 |x - z|^{1/2}, \quad \text{(8.11)}
\]

and (8.3), we can obtain that

\[
|Z(x,z,t)| \leq C \frac{1}{|x - z|^{3/2}} (||\partial^3 (\rho_0 F^{-1^k})|| + ||Dv||^2 \|\eta(x,x,z)\| + ||Dv|| D^2 \|\eta(x,x,z)\|) \\
+ C \frac{1}{|x - z|^{3/2}} ||D\eta|| \|v\|_3.
\]

Thus, we have

\[
\begin{align*}
B_1 & = \int_{\Omega} Z(x,z,t) [\partial^3 (\rho_0 F^{-1^k})](z,t) \, dz \\
& \leq C (||\partial^3 (\rho_0 F^{-1^k})|| \|v\|_3) \int_{\Omega} \frac{1}{|x - z|^{3/2}} [\partial^3 (\rho_0 F^{-1^k})](z,t) \, dz.
\end{align*}
\]

Combining with (8.10), and using Young’s inequality for convolution, we can
obtain that,
\[
\|B_1\|_0^2 \leq CP \|\|D\eta\|_{L^\infty(\Omega)},\|v\|_{L^2(\Omega)}\| \frac{1}{|x|^2} \|\|\bar{\partial}^4(\rho_0 F^{-1}_1)\|_0^2
\]
\[
+ CP \|\|D\eta\|_{L^\infty(\Omega)},\|D^2\eta\|_{L^\infty(\Omega)},\|Dv\|_{L^\infty(\Omega)}\| \frac{1}{|x|^2} \|\|\bar{\partial}^3(\rho_0 F^{-1}_1)\|_0^2
\]
\[
\leq \tilde{M}_0 + CP(\sup_{t\in[0,T]} \tilde{E}(t)). \tag{8.12}
\]

As we show in the case \(a = 0\), the \(L^2\)-norm of other terms can also be bounded by \(\tilde{M}_0 + CP(\sup_{t\in[0,T]} \tilde{E}(t))\), thus
\[
\int_0^t \|\kappa \partial_t g_1\|_0^2 \, dt' \leq \tilde{M}_0 + CP(\sup_{t\in[0,T]} \tilde{E}(t)).
\]

When \(a = 2\), we have
\[
g_2 = \int_{\Omega} \frac{(\partial_x - \partial_z)^2}{|\eta(x,t) - \eta(z,t)|} \left| [\partial^2 \partial_k(\rho_0 F^{-1} z_t)](z,t) \right| dz
\]
\[
= C \int_{\Omega} \frac{(\partial_x - \partial_z)^2}{|\eta(x,t) - \eta(z,t)|} \left| [\partial^2 \partial_k(\rho_0 F^{-1} z_t)](z,t) \right| dz
\]
\[
+ C \int_{\Omega} \frac{R^2(\eta)}{|\eta(x,t) - \eta(z,t)|} \left| [\partial^2 \partial_k(\rho_0 F^{-1} z_t)](z,t) \right| dz,
\]
and
\[
\partial_t g_2 = \int_{\Omega} \frac{(\partial_x - \partial_z)^2}{|\eta(x,t) - \eta(z,t)|} \left| [\partial^2 \partial_k(\rho_0 F^{-1} z_t)](z,t) \right| dz
\]
\[
+ \int_{\Omega} \frac{(\partial_x - \partial_z)^2}{|\eta(x,t) - \eta(z,t)|} \left| [\partial_t \partial^2 \partial_k(\rho_0 F^{-1} z_t)](z,t) \right| dz
\]
\[
= C \int_{\Omega} \frac{(\partial_x - \partial_z)^2}{|\eta(x,t) - \eta(z,t)|} \left| [\partial^2 \partial_k(\rho_0 F^{-1} z_t)](z,t) \right| dz
\]
\[
+ C \int_{\Omega} \frac{\partial_t R^2(\eta)}{|\eta(x,t) - \eta(z,t)|} \left| [\partial^2 \partial_k(\rho_0 F^{-1} z_t)](z,t) \right| dz
\]
\[
+ C \int_{\Omega} \frac{\partial_t(\partial_x - \partial_z)^2}{|\eta(x,t) - \eta(z,t)|} \left| [\partial^2 \partial_k(\rho_0 F^{-1} z_t)](z,t) \right| dz
\]
\[
+ C \int_{\Omega} \frac{(\partial_x - \partial_z)^2}{|\eta(x,t) - \eta(z,t)|} \left| [\partial_t \partial^2 \partial_k(\rho_0 F^{-1} z_t)](z,t) \right| dz
\]
\[
+ C \int_{\Omega} \frac{R^2(\eta) R(\eta,v)}{|\eta(x,t) - \eta(z,t)|} \left| [\partial^2 \partial_k(\rho_0 F^{-1} z_t)](z,t) \right| dz
\]
\[
+ C \int_{\Omega} \frac{(\partial_x - \partial_z)^2}{|\eta(x,t) - \eta(z,t)|} \left| [\partial_t \partial^2 \partial_k(\rho_0 F^{-1} z_t)](z,t) \right| dz.
\]

With \(8.4\), \(8.8\), and \(\partial^2 \partial_k(\rho_0 F^{-1} z_t)\) scales like \(\rho_0 D^4\eta + D^3\eta + 1.0.t, \partial_t \partial^2 \partial_k(\rho_0 F^{-1} z_t)\) scales like \(\rho_0 D^4v + D^3v + 1.0.t, \) and by a similar argument as we did for the case \(a = 1\), we have
\[
\|g_2\|_0^2 \leq CP(\sup_{t\in[0,T]} \tilde{E}(t)),
\]
and
\[ \|\partial_t g_2\|_0^2 \leq \tilde{M}_0 + CP(\sup_{t \in [0,T]} \tilde{E}(t)). \]

When \( a = 3 \), we have
\[
g_3' = \int_{\Omega} (\partial_x - \partial_z)^3 \frac{1}{|\eta(x,t) - \eta(z,t)|} [\partial \partial_k (\rho_0 F^{-1})](z,t) dz
\]
\[
= C \int_{\Omega} (\partial_x - \partial_z)^2 R'(\eta) [\partial \partial_k (\rho_0 F^{-1})](z,t) dz
\]
\[
+ C \int_{\Omega} (\partial_x - \partial_z)(R^2(\eta)) [\partial \partial_k (\rho_0 F^{-1})](z,t) dz
\]
\[
+ C \int_{\Omega} (\partial_x - \partial_z)(R^3(\eta)) [\partial \partial_k (\rho_0 F^{-1})](z,t) dz,
\]

First, we estimate \( B_2 \). Since
\[ (\partial_x - \partial_z)^2 R'(\eta) = C(\partial \eta(x,t) - \partial \eta(z,t)) \cdot (\partial^2 \eta(x,t) - \partial^2 \eta(z,t)) \]
\[ + C(\eta(x,t) - \eta(z,t)) \cdot (\partial^3 \eta(x,t) - \partial^3 \eta(z,t)), \]
then with \( [S.3], [S.8] \) and \( [S.4] \), \( \|B_2\|_0^2 \) can be bounded by
\[
CP(\|D\eta\|_{L^2(\Omega)} \|D^2\eta\|_{L^2(\Omega)}) \left( \int_{\Omega} \frac{1}{|x|} \left| \frac{\partial^3 \eta(x,t) - \partial^3 \eta(z,t)}{|x-z|^2} \right| dz \right)^2
\]
\[
\leq \| \frac{1}{|x|^2} \|_{L^2(\Omega)}^2 (\|D^3\eta\|_{L^2(\Omega)}^2)^2. \tag{8.13}
\]

The \( L^2 \) norm of other terms can be estimated by
\[
CP(\|D\eta\|_{L^2(\Omega)} \|D^2\eta\|_{L^2(\Omega)}) \left( \int_{\Omega} \frac{1}{|x|^2} \|D^3\eta\|_{L^2(\Omega)}^2 \right)^2,
\]
then we have
\[ \|g_3\|_0^2 \leq \tilde{M}_0 + CP(\sup_{t \in [0,T]} \tilde{E}(t)). \]

With the same methodology we showed above, and
\[
\partial_t g_3 = C \int_{\Omega} (\partial_x - \partial_z)^3 \frac{1}{|\eta(x,t) - \eta(z,t)|} \partial \partial_k (\rho_0 F^{-1})(z,t) dz
\]
\[
+ C \int_{\Omega} \partial_t (\partial_x - \partial_z)^2 R'(\eta) \partial \partial_k (\rho_0 F^{-1})(z,t) dz
\]
\[
+ C \int_{\Omega} \partial_t (\partial_x - \partial_z)(R^2(\eta)) \partial \partial_k (\rho_0 F^{-1})(z,t) dz
\]
\[
+ C \int_{\Omega} \partial_t (\partial_x - \partial_z)(R^3(\eta)) \partial \partial_k (\rho_0 F^{-1})(z,t) dz,
\]
we can bounded \( \|\kappa \partial_t g_3\|_0^2 \) by \( \tilde{M}_0 + CP(\sup_{t \in [0,T]} \tilde{E}(t)) \).
Thus, when \( a = 4 \), we have

\[
g'_4 = \int_\Omega (\partial_x - \partial_z)^4 \frac{1}{|\eta(x,t) - \eta(z,t)|} \partial_k(\rho_0 F^{-1} i k_i)(z,t) \, dz
\]

\[
\leq C \int_\Omega (\partial_x - \partial_z)^3 R'(\eta) \frac{1}{|\eta(x,t) - \eta(z,t)|} \partial_k(\rho_0 F^{-1} i k_i)(z,t) \, dz
\]

\[
+ C \int_\Omega (\partial_x - \partial_z)^2 R^2(\eta) \frac{1}{|\eta(x,t) - \eta(z,t)|} \partial_k(\rho_0 F^{-1} i k_i)(z,t) \, dz
\]

\[
+ C \int_\Omega (\partial_x - \partial_z)(R^3(\eta)) \partial_k(\rho_0 F^{-1} i k_i)(z,t) \, dz
\]

\[
+ C \int_\Omega R^4(\eta) \partial_k(\rho_0 F^{-1} i k_i)(z,t) \, dz.
\]

First, we estimate \( B_3 \):

\[
B_3 = \sum_{b=0}^3 \int_\Omega (\partial_x - \partial_z)^b |\eta(x,t) - \eta(z,t)| \cdot |\partial_x - \partial_z|^{3-b} |\partial \eta(x,t) - \partial \eta(z,t)|
\]

\[
\times \frac{1}{|\eta(x,t) - \eta(z,t)|^3} \partial_k(\rho_0 F^{-1} i k_i)(z,t) \, dz.
\]

For \( b = 0, 1, 3 \), the integral could be estimated by using a similar argument we used for \( B_2 \) (see (5.13)). When \( b = 2 \), with (5.3) and the Sobolev embedding inequality \(|\partial^2 \eta(x,t) - \partial^2 \eta(z,t)| \leq C ||\eta||_4 |x-z|^{1/2} \), we have

\[
|\int_\Omega [\partial^2 \eta(x,t) - \partial^2 \eta(z,t)] \cdot (\partial^2 \eta(x,t) - \partial^2 \eta(z,t)) \partial_k(\rho_0 F^{-1} i k_i)(z,t) \, dz|^2
\]

\[
\leq CP(||\eta||_4) \frac{1}{|x-z|^7} \partial_k(\rho_0 F^{-1} i k_i)(z,t) \, dz\]

\[
\leq CP(||\eta||_4) \frac{1}{|x-z|^7} L^1(\Omega) ||D^2 \eta||^2_{L^1(\Omega)}.
\]

Thus, \( ||B_3||_0 \leq \tilde{M}_0 + CP(\sup_{t\in[0,T]} \tilde{E}(t)) \).

The other terms can be estimated by applying the same methodology we showed above, and finally we have

\[
||g_4||_0^2 \leq \tilde{M}_0 + CP(\sup_{t\in[0,T]} \tilde{E}(t)),
\]

For \( \partial_t g_4 \), we have

\[
\partial_t g'_4 = \int_\Omega \partial_t(\partial_x - \partial_z)^4 \frac{1}{|\eta(x,t) - \eta(z,t)|} \partial_k(\rho_0 F^{-1} i k_i)(z,t) \, dz
\]

\[
+ \int_\Omega (\partial_x - \partial_z)^4 \frac{1}{|\eta(x,t) - \eta(z,t)|} \partial_t \partial_k(\rho_0 F^{-1} i k_i)(z,t) \, dz
\]

and similarly, we can bounded \( ||\partial_t g_4||_0^2 \) by \( \tilde{M}_0 + CP(\sup_{t\in[0,T]} \tilde{E}(t)) \).

Finally, we have get that

\[
||\sqrt{\rho_0} \partial^4 G||_0^2 + \int_0^t \kappa ||\sqrt{\rho_0} \partial^4 \partial_t G||_0^2 \, dt' \leq \tilde{M}_0 + CP(\sup_{t\in[0,T]} \tilde{E}(t)).
\]
Step 2. Estimates for \( \| \sqrt{\rho_0} \partial_t^k G \|_0^2 \),\( + \int_0^t \kappa \| \sqrt{\rho_0} \partial_t^k G(t', \cdot) \|_0^2 \) \( dt' \). By the formula (2.10), we have

\[
\int \kappa \| \sqrt{\rho_0} \partial_t^k G \|_0^2 \ dx = C \int \kappa \| \sqrt{\rho_0} \|_0 \int \partial_t^k [\partial_k (\rho_0 F^{-1}_k)](z, t) \ dz \|_0^2 \ dx \leq C \sum_{p=0}^9 \int \kappa \| \sqrt{\rho_0} \partial_t^p |\partial_k (\rho_0 F^{-1}_k)](z, t) \partial_t^{|p|}_k \|_0^2 \| \frac{1}{|\eta(x, t) - \eta(z, t)|} \|_0^2 \ dx, \]

We denote

\[
g^i_p = \int \partial_t^p \partial_k (\rho_0 F^{-1}_k) \|_0 \frac{1}{|\eta(x, t) - \eta(z, t)|} \ dz, \]

then we have \( \kappa \| \sqrt{\rho_0} \partial_t^k G \|_0^2 \leq C \sum_{p=0}^9 \kappa \| \sqrt{\rho_0} \|_0 \). We also denote \( R(\eta, v) = (\eta(x, t) - \eta(z, t)) \cdot ((v(x, t) - v(z, t)) \) for notational convenience.

When \( p = 0 \), integrating by part with respect of \( z_k \), we can get

\[
| \int \eta(x, t) - \eta(z, t) \partial_t^1 \partial_k (\rho_0 F^{-1}_k) \ dz | = | \int \eta(x, t) - \eta(z, t) \partial_k (\rho_0 F^{-1}_k) \ dz | \leq C \int \frac{1}{|x - z|^2} \partial_k \eta(x, t) \partial_t^1 \partial_k (\rho_0 F^{-1}_k) \ dz,
\]

where we used (S.3) and Taylor’s formula (S.8). \( \partial_t^1 F^{-1}_k \) scales like \( l \| \partial_t^0 D \eta + \partial_t^0 D \eta \partial_t^0 D \eta + \partial_t^1 D \eta \partial_t^1 D \eta + 1.o.t \) where \( l \) denote \( L^\infty \) function. Then with (S.3), we have

\[
\| g^0 \|_0^2 \leq C \| \frac{1}{|x|^2} \|_2^2 \leq (\| \partial_t^0 D \eta + \partial_t^0 D \eta \partial_t^0 D \eta + \partial_t^1 D \eta \partial_t^1 D \eta \|_0^2), \]

and thus \( \int_0^t \kappa \| g^0 \|_0^2 \) \( dt' \) \( \leq \hat{M}_0 + C P(\sup_{t \in [0, T]} \hat{E}(t)). \)

For the case \( p = 8 \), similarly, after integrating by part with respect to \( z_k \), and using (S.3) and (S.8),

\[
\int \partial_k \eta(x, t) - \eta(z, t) \partial_t^1 \partial_k (\rho_0 F^{-1}_k) \ dz
= \int \partial_k \eta \eta(x, t) \cdot ((v(x, t) - v(z, t)) \partial_t^1 \partial_k (\rho_0 F^{-1}_k) \ dz
+ \int \frac{(\eta(x, t) - \eta(z, t)) \cdot \partial_k (v(x, t) \eta(x, t) - \eta(z, t)) \partial_t^1 \partial_k (\rho_0 F^{-1}_k) \ dz
+ C \int \frac{R(\eta, v)(\eta(x, t) - \eta(z, t)) \cdot \partial_k \eta \eta \partial_t^1 \partial_k (\rho_0 F^{-1}_k) \ dz
\leq C P(\| Dv \|_{L^\infty(\Omega)} + \| D \eta \|_{L^\infty(\Omega)} \int_0^t \frac{1}{|x - z|^2} \rho_0 \partial_t^1 \partial_k (\rho_0 F^{-1}_k) \ dz
\].
\[ \rho_0 \partial_t^k (F^{-1} \eta) \text{ scales like } l[\partial_t^k D\eta + \partial_t^k D\eta \partial_t^k D\eta + \partial_t^k D\eta \partial_t^k D\eta + \text{l.o.t}], \]

then we have

\[ \|g_0\|_0^2 \leq C \left( \frac{1}{|x|^2} \right) \left[ \|\rho_0 (\partial_t^k D\eta) + \partial_t^k D\eta \partial_t^k D\eta + \partial_t^k D\eta \partial_t^k D\eta\|_0^2 \right] \]

\[ \leq \sum \left( \|\rho_0 \partial_t^k D\eta\|_0^2 + \|\partial_t^k D\eta\|_0 \|\rho_0 \partial_t^k D\eta\|_0^2 + \|\partial_t^k D\eta\|_0^2 + \|\rho_0 \partial_t^k D\eta\|_0^2 \right) \]

\[ \leq CP \left( \sup_{t \in [0,T]} E(t) \right). \]

For the case \( p = 7 \), we used same methodology as \( p = 8 \) to get that

\[ |g_1| \leq \left| \int \frac{\partial_t R(\eta, v)}{|\eta(x, t) - \eta(z, t)|} \rho_0 \partial_t^k (F^{-1} \eta) \right| \]

\[ + \left| \int \frac{\partial_t \rho_0 \partial_t^k (F^{-1} \eta) \right| \]

\[ \leq CP\left( \sum \|Dv\|_L^2, \|D^2\eta\|_L^2, \|\partial_t^k \eta\|_L^2 \right) \]

\[ \times \int \frac{1}{|x - z|^2} \rho_0 \partial_t^k (F^{-1} \eta) \] \[ + CP\left( \|Dv\|_L^2, \|D\eta\|_L^2, \|v\|_L^2 \right) \]

and then we can obtain

\[ \|g_1\|_0^2 \leq C \left( \frac{1}{|x|^2} \right) \left[ \|\rho_0 \partial_t^k (F^{-1} \eta)\|_0^2 \right] \]

\[ \leq CP \left( \sup_{t \in [0,T]} E(t) \right). \]

For the case \( p = 6 \), we have

\[ |g_2| \leq \left| \int \frac{\partial_t^2 R(\eta, v)}{|\eta(x, t) - \eta(z, t)|} \right| \left( \rho_0 \partial_t^k (F^{-1} \eta) \right) \]

\[ + \left| \int \frac{\partial_t \rho_0 \partial_t^k (F^{-1} \eta) \right| \]

\[ + \left| \int \frac{\partial_t \rho_0 \partial_t^k (F^{-1} \eta) \right| \]

\[ \leq CP\left( \|Dv\|_L^2, \|D^2\eta\|_L^2, \|\partial_t^k \eta\|_2 \|\eta\|_2 \right) \]

\[ \times \int \frac{1}{|x - z|^2} \rho_0 \partial_t^k (F^{-1} \eta) \] \[ + CP\left( \|Dv\|_L^2, \|D\eta\|_L^2 \right) \]

With Hölder’s inequality, Young’s inequality for convolution and the Sobolev embedding inequality, we can obtain that

\[ \|g_2\|_0^2 \leq CP\left( \|Dv\|_L^2, \|\partial_t^k \eta\|_L^2, \|\eta\|_2 \right) \]

\[ \times \left( \|D\eta\|_2^2 \left( \|\rho_0 \partial_t^k D\eta\|_{L^1/2} + \|\partial_t^k D\eta\|_1^2 \right) \right) \]

\[ \leq \tilde{M}_0 + CP \left( \sup_{t \in [0,T]} E(t) \right), \]
where we also used \[ (8.3) \].

For the case \( p = 5 \),

\[
|g_5^1| \leq C \int_{\Omega} \frac{\partial_t^3 R(\eta, v)}{|\eta(x, t) - \eta(z, t)|^3} \partial_k (\rho_0 \partial_t^5 (F^{-1})_i) \, dz |
+ C \int_{\Omega} \frac{\partial_t^3 (R^2(\eta, v))}{|\eta(x, t) - \eta(z, t)|^3} \partial_k (\rho_0 \partial_t^5 (F^{-1})_i) \, dz |
+ C \int_{\Omega} \frac{\partial_k (R^3(\eta, v))}{|\eta(x, t) - \eta(z, t)|^5} \partial_k (\rho_0 \partial_t^5 (F^{-1})_i) \, dz |
+ C \int_{\Omega} \frac{R^4(\eta, v)}{|\eta(x, t) - \eta(z, t)|^5} \partial_k (\rho_0 \partial_t^5 (F^{-1})_i) \, dz |
\leq CP(\|\eta\|_4, \|v\|_3, ||\partial_t^2 \eta||_3, ||\partial_t^4 \eta||_2) \int_{\Omega} \frac{1}{|x - z|^2} \partial_k (\rho_0 \partial_t^5 (F^{-1})_i) \, dz .
\]

Then with \[ (8.3) \], Young’s inequality for convolution, we have

\[
\|g_5^5\|_0 \leq CP(\|\eta\|_4, \|v\|_3, ||\partial_t^2 \eta||_3, ||\partial_t^4 \eta||_2) \frac{1}{|x|} \left( \|\rho_0 D^2 \partial_t^2 \eta\|_0^2 + \|\partial_t^5 D\eta\|_0^2 \right)
+ \|\partial_t^1 D\eta\|_1^2 \|\partial_t^1 D\eta\|_1^2 + \|\partial_t^5 D\eta\|_1^2 \|\partial_t^1 D\eta\|_1^2 \leq M_0 + CP\left( \sup_{t \in [0,T]} \bar{E}(t) \right).
\]

For the case \( p = 4 \),

\[
|g_4^4| \leq C \int_{\Omega} \frac{\partial_t^4 R(\eta, v)}{|\eta(x, t) - \eta(z, t)|^3} \partial_k (\rho_0 \partial_t^4 (F^{-1})_i) \, dz |
+ C \int_{\Omega} \frac{\partial_t^4 (R^2(\eta, v))}{|\eta(x, t) - \eta(z, t)|^3} \partial_k (\rho_0 \partial_t^5 (F^{-1})_i) \, dz |
+ C \int_{\Omega} \frac{\partial_t^4 (R^3(\eta, v))}{|\eta(x, t) - \eta(z, t)|^5} \partial_k (\rho_0 \partial_t^5 (F^{-1})_i) \, dz |
+ C \int_{\Omega} \frac{\partial_k (R^4(\eta, v))}{|\eta(x, t) - \eta(z, t)|^7} \partial_k (\rho_0 \partial_t^5 (F^{-1})_i) \, dz |
\leq CP(\|v\|_2, ||\eta\|_2, ||\partial_t^2 \eta||_2) \int_{\Omega} \frac{1 + \partial_t^4 v(x, t) - \partial_t^4 v(z, t)}{|x - z|^2} \partial_k (\rho_0 \partial_t^5 (F^{-1})_i) \, dz ,
\]

and by \[ (8.3) \], Hölder’s inequality, the Sobolev embedding inequalities and Young’s inequality, we have

\[
\|g_4^4\|_0^2 \leq CP(\|v\|_2, ||\eta\|_2, ||\partial_t^2 \eta||_2, \|\partial_t^4 v\|_2, \|\partial_t^5 v\|_2) \left( \|\rho_0 \partial_t^5 (F^{-1})_i\|_0^2 \right)
\leq CP(\|v\|_2, ||\eta\|_2, ||\partial_t^2 \eta||_2, \|\partial_t^4 v\|_2, \|\rho_0 \partial_t^5 (F^{-1})_i\|_0^2, \|\partial_t^5 D\eta\|_1^2
+ \|\rho_0 \partial_t^5 D\eta\|_1^2 \|\partial_t^1 D\eta\|_1^2) \leq M_0 + CP\left( \sup_{t \in [0,T]} \bar{E}(t) \right).
\]
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For the case $p = 3$

\[ |g_1^3| \leq C \int_{\Omega} \frac{\partial^3_\xi[R(\eta, v)]}{|\eta(x, t) - \eta(z, t)|^4} \partial_k (\rho_0 \partial^2_t (F^{-1_k})) \, dz \]
\[ + C \int_{\Omega} \frac{\partial^2_\xi[R^2(\eta, v)]}{|\eta(x, t) - \eta(z, t)|^3} \partial_k (\rho_0 \partial^2_t (F^{-1_k})) \, dz \]
\[ + C \int_{\Omega} \frac{\partial^2_\xi[R^3(\eta, v)]}{|\eta(x, t) - \eta(z, t)|^2} \partial_k (\rho_0 \partial^2_t (F^{-1_k})) \, dz \]
\[ + C \int_{\Omega} \frac{\partial_\xi[R^4(\eta, v)]}{|\eta(x, t) - \eta(z, t)|} \partial_k (\rho_0 \partial^2_t (F^{-1_k})) \, dz \]
\[ + C \int_{\Omega} \frac{\partial_\xi[R^5(\eta, v)]}{|\eta(x, t) - \eta(z, t)|} \partial_k (\rho_0 \partial^2_t (F^{-1_k})) \, dz \]
\[ \leq C \int_{\Omega} \frac{\partial^3_\xi[R(\eta, v)]}{|\eta(x, t) - \eta(z, t)|^4} \partial_k (\rho_0 \partial^2_t (F^{-1_k})) \, dz \]
\[ \leq \mathcal{CP}(\|\eta\|_4, \|\eta\|_2, \|\partial^3_\eta\|_2) \int_{\Omega} \frac{1 + |x - z|^2}{|x - z|^4} \partial_k (\rho_0 \partial^2_t (F^{-1_k})) \, dz \]
\[
\leq CP(\|v\|_3, \|\eta\|_4, \|\partial^2 \eta\|_2) \left( \int_{\Omega} \frac{|\partial^4 \eta(x, t) - \partial^4 \eta(z, t)|}{|x - z|^3} \partial_k(\rho_0 \partial^2(F^{-1k})) \, dz \right)
+ \int_{\Omega} \frac{1 + |\partial^4 v(x, t) - \partial^4 v(z, t)|}{|x - z|^2} \partial_k(\rho_0 \partial^2(F^{-1k})) \, dz). 
\]

Then by a similar argument we used for \(p = 3\), we have
\[
\|g_1^i\|_0^2 \leq \tilde{M}_0 + CP(\sup_{t \in [0, T]} \tilde{E}(t)).
\]

For the case \(p = 1\), we have
\[
|g_1^i| \leq C \left( \int_{\Omega} \frac{\partial^2 [R(\eta, v)]}{|\eta(x, t) - \eta(z, t)|^3} \partial_k(\rho_0 \partial_l(F^{-1k})) \, dz \right)
+ C \left( \int_{\Omega} \frac{\partial^2 [R^2(\eta, v)]}{|\eta(x, t) - \eta(z, t)|^6} \partial_k(\rho_0 \partial_l(F^{-1k})) \, dz \right)
+ C \left( \int_{\Omega} \frac{\partial^2 [R^3(\eta, v)]}{|\eta(x, t) - \eta(z, t)|^9} \partial_k(\rho_0 \partial_l(F^{-1k})) \, dz \right)
+ C \left( \int_{\Omega} \frac{\partial^4 [R^4(\eta, v)]}{|\eta(x, t) - \eta(z, t)|^{12}} \partial_k(\rho_0 \partial_l(F^{-1k})) \, dz \right)
+ C \left( \int_{\Omega} \frac{\partial [R^5(\eta, v)]}{|\eta(x, t) - \eta(z, t)|^{15}} \partial_k(\rho_0 \partial_l(F^{-1k})) \, dz \right)
+ C \left( \int_{\Omega} \frac{[R^6(\eta, v)]}{|\eta(x, t) - \eta(z, t)|^{18}} \partial_k(\rho_0 \partial_l(F^{-1k})) \, dz \right)
\leq CP(\|v\|_3, \|\eta\|_4, \|\partial^2 \eta\|_2) \left( \int_{\Omega} \frac{|\partial^4 \eta(x, t) - \partial^4 \eta(z, t)|}{|x - z|^3} \partial_k(\rho_0 \partial_l(F^{-1k})) \, dz \right)
+ \int_{\Omega} \frac{1 + |\partial^4 v(x, t) - \partial^4 v(z, t)|}{|x - z|^2} \partial_k(\rho_0 \partial_l(F^{-1k})) \, dz). \]

We use the Sobolev embedding inequality, Hölder’s inequality and Young’s inequality to estimate \(C_3\) as
\[
C_3 \leq C \|\partial^2 \eta\|_2 \|\partial^4 v\|_3 \left( \int_{\Omega} \frac{1}{|x - z|^3} \partial_k(\rho_0 \partial_l(F^{-1k})) \, dz \right)
+ C \|\partial^2 \eta\|_2 \left( \int_{\Omega} \frac{1}{|x - z|^{3/2}} \partial_k(\rho_0 \partial_l(F^{-1k})) \, dz \right)
\]
and
\[
\|C_3\|_0^2 \leq C \|\partial^2 \eta\|_2^2 \|\partial^4 v\|_3^2 \left( \int_{\Omega} \frac{1}{|x - z|^3} \partial_k(\rho_0 \partial_l(F^{-1k})) \, dz \right).
\]
Thus, we can obtain that
\[ \| g^i_0 \|_{L^0}^2 \leq \bar{M}_0 + C \bar{P}( \sup_{t \in [0,T]} \tilde{E}(t) ). \]

For the case \( p = 0 \),
\[
|g^i_0| \leq C \int_{\Omega} \frac{\partial^k_0[R(\eta, v)]}{|\eta(x, t) - \eta(z, t)|^i} \partial_k(\rho(F^{-1}x)) \, dz
+ C \int_{\Omega} \frac{\partial^k_0[R^2(\eta, v)]}{|\eta(x, t) - \eta(z, t)|^i} \partial_k(\rho(F^{-1}x)) \, dz
+ C \int_{\Omega} \frac{\partial^k_0[R^3(\eta, v)]}{|\eta(x, t) - \eta(z, t)|^i} \partial_k(\rho(F^{-1}x)) \, dz
+ C \int_{\Omega} \frac{\partial^k_0[R^4(\eta, v)]}{|\eta(x, t) - \eta(z, t)|^i} \partial_k(\rho(F^{-1}x)) \, dz
+ C \int_{\Omega} |\eta(x, t) - \eta(z, t)|^{14} \partial_k(\rho(F^{-1}x)) \, dz
+ C \int_{\Omega} |R^3(\eta, v)| \partial_k(\rho(F^{-1}x)) \, dz
+ C \int_{\Omega} |R^4(\eta, v)| \partial_k(\rho(F^{-1}x)) \, dz
+ C \int_{\Omega} |R^4(\eta, v)| \partial_k(\rho(F^{-1}x)) \, dz
\]
\[
\leq C \bar{P}(\|v\|_3, \|\eta\|_4, \|\partial^k_0\eta\|_2)(\int_{\Omega} \frac{|\partial^4 \eta(x, t) - \partial^4 \eta(z, t)|}{|x - z|^i} \partial_k(\rho(F^{-1}x)) \, dz
+ \int_{\Omega} |\partial^4 \eta(x, t) - \partial^4 \eta(z, t)| \partial_k(\rho(F^{-1}x)) \, dz
+ \int_{\Omega} |\partial^4 \eta(x, t) - \partial^4 \eta(z, t)| \partial_k(\rho(F^{-1}x)) \, dz
+ \int_{\Omega} \frac{1 + |\partial^4 \eta(x, t) - \partial^4 \eta(z, t)|}{|x - z|^i} \partial_k(\rho(F^{-1}x)) \, dz).
\]

By the weighted Sobolev embedding inequality \([1.2]\), we can bound \( \kappa \|\partial^k_0 v\|_{L^0}^2 \) by
\[
\kappa \|\rho \partial^k_0 v\|_{L^0}^2 + \kappa \|\rho \partial^k_0 D v\|_{L^0}^2.
\]

Then combining with a similar argument we used to get the estimates for \( C_2, C_3 \), we obtain that
\[
\int_0^t \kappa \|\sqrt{\rho \partial^k_0 G}\|_{L^0}^2 dt' \leq \bar{M}_0 + C \bar{P}( \sup_{t \in [0,T]} \tilde{E}(t) ).
\]

Similarly, we also have \( \|\sqrt{\rho \partial^k_0 G}\|_{L^0}^2 \leq \bar{M}_0 + C \bar{P}(\sup_{t \in [0,T]} \tilde{E}(t)) \).

**Step 3.** Estimates for \( \sum_{a=1}^3 \|\sqrt{\rho \partial^4 - a \partial^2 a G(t)}\|_{L^0}^2 + \int_0^t \kappa \|\sqrt{\rho \partial^{4-a} \partial^2 a+1 G(t', \cdot)}\|_{L^0}^2 dt' \).

Since we have provided detailed proofs of the energy estimates for the two endpoint cases, the \( \partial^4 \)-estimates and the \( \partial^k_0 \)-estimates, we have covered all of the
Applying the fundamental theorem of calculus, we can get
\[
\sum_{a=1}^{3} \left\| \sqrt{\rho_0} \partial_t^{4-a} \partial_{x}^{2a} G(t) \right\|_0^2 + \int_0^t \kappa \left\| \sqrt{\rho_0} \partial_t^{4-a} \partial_{x}^{2a+1} G(t) \right\|_0^2 dt' \leq \tilde{M}_0 + CP \left( \sup_{t \in [0,T]} \tilde{E}(t) \right).
\]

After we getting the estimates for \( G \), the remainder of a prior estimates in this section are quite similar to [9, Section 9]. For a self-contained presentation, we still carry out the proof. We also combine some ideas from [20] to make this proof a little simpler.

### 8.4 Curl Estimates

**Proposition 8.2.** For all \( t \in (0,T) \), where we take \( T \in (0,T_c) \),
\[
\sum_{a=0}^{3} \left\| \text{curl} \partial_t^{2a} \eta(t) \right\|_3^2 + \sum_{a=0}^{4} \left\| \rho_0 \partial_t^{4-a} \text{curl} \partial_{x}^{2a} \eta(t) \right\|_0^2 \\
+ \left\| \kappa \rho_0 \text{curl} \partial_t^{4-a} \partial_{x}^{2a} v(s) \right\|_0^2 \leq \tilde{M}_0 + CTP \left( \sup_{t \in [0,T]} \tilde{E}(t) \right). \tag{8.14}
\]

**Proof.** Letting curl\(_{\eta}\) act on (6.5\(a\)), we can obtain the identity
\[
(curl_s v_k)^s = -\kappa \epsilon_{kj} \partial_s v_s^i F^{-1_j}[(2 \rho_0 J^{-1} - \Phi)_t F^{-1_i}] m F^{-1_m} - \\
\partial_t (curl_s v)^k = \epsilon_{kj} F^{-1j} v_s^i F^{-1} - \kappa \epsilon_{kj} v_s^i F^{-1j}[(2 \rho_0 J^{-1} - \Phi)_t F^{-1_i}] m F^{-1_m}.
\]

Defining the \( k \)-th component of the vector field \( B(F^{-1}, Dv) \) by
\[
B^k(F^{-1}, Dv) = -\epsilon_{kj} F^{-1j} v_s^i F^{-1_k} v_s^i,
\]
and the \( k \)-th component of the vector field \( Q \) by
\[
Q^k(F^{-1}, Dv) = -\epsilon_{kj} v_s^i F^{-1j} v_s^i F^{-1_k} i m F^{-1_m}.
\]

Applying the fundamental theorem of calculus, we can get
\[
\text{curl}_s v(t) = \text{curl} u_0 + \int_0^t [B(F^{-1}, Dv(t)) + Q(t)] d\tau \tag{8.17}
\]

Acting \( D \) on (8.17) and using the fundamental theorem of calculus again, we finally obtain that
\[
D \text{curl} \eta(t) = t \text{curl} u_0 - \epsilon_{ji} \int_0^t F^{-1_i} \tau_j \text{d}D\eta_s^i \\
+ \epsilon_{ji} \int_0^t [F^{-1_i} \tau_j \text{D}\eta_s^i - DF^{-1_j} v_s^i] \text{d}\tau \\
+ \int_0^t \int_0^\tau DB(F^{-1}(t'), Dv(t')) + DQ(t') \text{d}t' \text{d}\tau. \tag{8.18}
\]
Step 1. Estimate for $\text{curl} \, \eta$. Acting $D^2$ on (8.15), with $\partial_t F^{-1\sigma} = -F^{-1\sigma} v_i^j \partial_j F^{-1p}$ and $DF^{-1\sigma} = -F^{-1\sigma} Dv_i^j \partial_j F^{-1p}$, we see that terms arising from the action of $D^2$ on the first three terms on the right-hand side of (8.15) are bounded by $\hat{M}_0 + CTP(\sup_{t \in [0,T]} \hat{E}(t))$. Since

$$DB^k(F^{-1}, Dv) = -\varepsilon_{kji} [Dv_i^j, F^{-1\sigma} v_p^j v_i^p] + v_i^j F^{-1\sigma} v_p^j D(F^{-1\sigma} F^{-1p})],$$

the highest-order term arising from the action of $D^2$ on $DB(F^{-1}, Dv)$ is written as

$$-\varepsilon_{kji} \int_0^t \int_0^\tau \left[ D^3 v_i^j F^{-1\sigma} v_p^j v_i^p + v_i^j F^{-1\sigma} v_p^j D(F^{-1\sigma} F^{-1p}) \right] dt' \, dr.$$

Both summands in the integral scale like $D^4 v Dv F^{-1} F^{-1}$. Integrating by parts in time,

$$\int_0^t \int_0^\tau D^4 v Dv F^{-1} F^{-1} dt' \, d\tau = -\int_0^t \int_0^\tau D^4 \eta \partial_t (Dv F^{-1} F^{-1}) dt' \, d\tau + \int_0^t \int_0^\tau D^4 \eta Dv F^{-1} F^{-1} dt'$$

from which it follows that

$$\| \int_0^t \int_0^\tau D^3 B(F^{-1}(t'), Dv(t')) \, dt' \, dr \|^2 \leq CTP(\sup_{t \in [0,T]} \hat{E}(t)).$$

We next estimate the term associated with $Q$. Since

$$DQ^k = -\kappa\varepsilon_{kji} [Dv_i^j, F^{-1\sigma} [(2 \rho_0 J^{-1} - \Phi)_i F^{-1f}]_m F^{-1m} + v_i^j [(2 \rho_0 J^{-1} - \Phi)_i F^{-1f}]_m D(F^{-1f} F^{-1m}) + v_i^j F^{-1f} D[(2 \rho_0 J^{-1} - \Phi)_i F^{-1f}]_m F^{-1m}],$$

then the highest-order term arising from the action of $D^2$ on $DQ$ is written as

$$\kappa \varepsilon_{kji} \int_0^t \int_0^\tau \left[ D^3 v_i^j F^{-1\sigma} [(2 \rho_0 J^{-1} - \Phi)_i F^{-1f}]_m F^{-1m} + v_i^j F^{-1f} D[(2 \rho_0 J^{-1} - \Phi)_i F^{-1f}]_m F^{-1m} \right] dt' \, dr.$$

The first summand in the integrand scales like $D^4 v D^2(\rho_0 J^{-1}) + DG|F^{-1} F^{-1}$. Recall (7.24), we have that

$$\|D^3 G\|^2 \leq C \| \int_\Omega \frac{1}{|\eta(x,t) - \eta(z,t)|} J D^4_\eta(\rho_0 J^{-1}) \, dx \|^2 \|D^3_\eta \|^2 \leq C \| \int_\Omega \frac{1}{|\eta(x,t) - \eta(z,t)|} (\rho_0 D^3 \eta) \, dx \|^2 + \| \int_\Omega \frac{1}{|\eta(x,t) - \eta(z,t)|} (D^4 \eta) \, dx \|^2,$$

then we can use integration by parts for the first term of right-hand side, and get that $\|DG\|^2 \leq P(\sup_{t \in [0,T]} \hat{E}(t))$. We can also control $\|\partial_i DG\|^2$ by the same bound. Then the integrand can be estimated by integrating by parts in time in a similar way as we did for the terms associated to $D^3 B(F^{-1}, Dv)$.
The estimate for the second summand is more complicated. First, by integrating by parts in time (in the integral from 0 to $\tau$), we have

$$\kappa \int_0^\tau \int_0^{\tau} D^4(D_\eta(2f - \phi)) DvF^{-1} F^{-1} dt' d\tau$$

$$= -\kappa \int_0^\tau \int_0^{\tau} \partial_t(DvF^{-1} F^{-1}) D^4 \int_0^\tau D_\eta(2f - \Phi) dt' d\tau$$

$$+ \kappa \int_0^\tau DvF^{-1} F^{-1} D^4 \int_0^\tau D_\eta(2f - \Phi) dt' d\tau.$$

Now recall (6.5a), we have that

$$v_t + D_\eta(2\rho_0 J^{-1} - \Phi) + \kappa[D_\eta(2\rho_0 J^{-1} - \Phi)]_t = 0,$$

(8.19)

then by integrating (8.19) in time twice, we can get

$$\int_0^t \int_0^{\tau} D^4(D_\eta(2\rho_0 J^{-1} - \Phi)) dt' d\tau + \kappa \int_0^t \int_0^{\tau} D^4(D_\eta(2\rho_0 J^{-1} - \Phi)) dt = -D^4\eta(t) + tD^4u_0,$$

where we have used the fact that $D^4\eta(0) = 0$ since $\eta(0) = e$. By using Lemma 4.2, we see that the following estimates hold independently of $\kappa$:

$$\| \int_0^t \int_0^{\tau} D^4(D_\eta(2\rho_0 J^{-1} - \Phi)) dt' d\tau \|_0^2 \leq \tilde{M}_0 + C\tilde{E}(t),$$

then by using (8.19),

$$\| \int_0^t \int_0^{\tau} \kappa D^4(D_\eta(2\rho_0 J^{-1} - \Phi)) dt' d\tau \|_0^2 \leq \tilde{M}_0 + C\tilde{E}(t),$$

Thus, we finally get the estimate

$$\| \int_0^t \int_0^{\tau} D^3Q dt' d\tau \|_0^2 \leq CTP\left( \sup_{t\in[0,T]} \tilde{E}(t) \right),$$

and hence

$$\sup_{t\in[0,T]} \| \text{curl } \eta(t) \|_3^2 \leq \tilde{M}_0 + CTP\left( \sup_{t\in[0,T]} \tilde{E}(t) \right).$$

**Step 2. Estimate for \( \text{curl } v_t \).** From (8.15),

$$\text{curl } v_t = \varepsilon_{j,i} \int_0^t F^{-1}_i(t') d't'v_t + Q.$$

(8.20)

Since

$$\kappa \partial_t[D_\eta(2\rho_0 J^{-1} - \Phi)] + D_\eta(2\rho_0 J^{-1} - \Phi) = -v_t,$$

(8.21)

by Lemma 4.2, we see that

$$\| D_\eta(2\rho_0 J^{-1} - \Phi) \|_3^2 \leq \tilde{M}_0 + \| v_t \|_3^2.$$

(8.22)
from which it immediately follows that \( \|Q\|_2^2 \leq \tilde{M}_0 + CTP(\sup_{t \in [0,T]} \tilde{E}(t)) \). For later use, from equation \((8.17)\) and the estimate \((8.22)\), we have that
\[
\|\kappa \partial_t [D_\eta (2\rho_0 J^{-1} - \Phi)]\|_2^2 \leq \tilde{M}_0 + \|v_\eta\|_2^2.
\]
(8.23)

Since the highest-order term in \( D^2 B(F^{-1}, Dv) \) is \( D^3 v \), then \( \|B(F^{-1}, Dv)\|_2^2 \leq \tilde{M}_0 + CTP(\sup_{t \in [0,T]} \tilde{E}(t)) \) and we can obtain
\[
\| \text{curl} v(t) \|_2^2 \leq \tilde{M}_0 + CTP(\sup_{t \in [0,T]} \tilde{E}(t)).
\]
(8.24)

**Step 3. Estimates for** \( \text{curl} \partial_t^k v \) \( \text{and} \) \( \text{curl} \partial_t^k v \). By time-differentiating \((8.20)\), and estimating in the same way as we did **Step 2**, we can show that
\[
\| \text{curl} \partial_t^k v \|_2^2 + \| \text{curl} \partial_t^k v \|_0^2 \leq \tilde{M}_0 + CTP(\sup_{t \in [0,T]} \tilde{E}(t)).
\]

**Step 4. Estimate for** \( \rho_0 \tilde{\partial}^4 \text{curl} \eta \). To prove this weighted estimate, we write \((8.17)\) as
\[
\text{curl} v(t) = \varepsilon_{jki} v_i^s \int_0^t F^{-1} t_j(t') dt' + \text{curl} u_0 + \int_0^t [B(F^{-1}, Dv) + Q](t') dt',
\]
and integrate in time to find that
\[
\text{curl} \eta(t) = t \text{curl} u_0 + \int_0^t \varepsilon_{jki} v_i^s \int_0^{t'} F^{-1} t_j(t') d\tau dt' + \int_0^t \int_0^{t'} B(F^{-1}, Dv)(\tau) d\tau dt' + \int_0^t \int_0^{t'} Q(\tau) d\tau dt'.
\]
(8.25)

It follows that
\[
\rho_0 \tilde{\partial}^4 \text{curl} \eta(t) = t \rho_0 \tilde{\partial}^4 \text{curl} u_0 + \rho_0 \tilde{\partial}^4 I_1 + \rho_0 \tilde{\partial}^4 I_2 + \rho_0 \tilde{\partial}^4 I_3.
\]
(8.26)

By the definition of \( \tilde{M}_0 \), we have \( \|t \rho_0 \tilde{\partial}^4 \text{curl} u_0\|_2^2 \leq \tilde{M}_0 \), then we only need to estimate the \( L^2(\Omega) \)-norm of \( \rho_0 \tilde{\partial}^4 I_1 + \rho_0 \tilde{\partial}^4 I_2 + \rho_0 \tilde{\partial}^4 I_3 \). We first estimate \( \rho_0 \tilde{\partial}^4 I_2 \). We write \( \rho_0 \tilde{\partial}^4 I_2 \) as
\[
\rho_0 \tilde{\partial}^4 I_2(t) = \int_0^t \int_0^{t'} \varepsilon_{kji} F^{-1} t_j(\tau) \rho_0 \tilde{\partial}^4 v_i^s d\tau dt' + \text{int}_0^t \int_0^{t'} \varepsilon_{kji} \rho_0 \tilde{\partial}^4 F^{-1} t_j(\tau) v_i^s d\tau dt' + R,
\]
where \( R \) denotes remainder terms which are lower-order in the derivative count, in particular the terms with the highest derivative order in \( R \) scale like \( \rho_0 \tilde{\partial}^3 Dv \) or \( \rho_0 \tilde{\partial}^4 \eta \), and hence satisfy the inequality \( \|R\|_2^2 \leq \tilde{M}_0 + CTP(\sup_{t \in [0,T]} \tilde{E}(t)) \).

First we focus on the integral \( K_1 \), by integrating by parts in time, we get
\[
K_1(t) = \int_0^t \int_0^{t'} \varepsilon_{kji} \partial_t^2 F^{-1} t_j(\tau) \rho_0 \tilde{\partial}^4 \eta_i^s d\tau dt' + \int_0^t \int_0^{t'} \varepsilon_{kji} F^{-1} t_j(\tau) \rho_0 \tilde{\partial}^4 \eta_i^s d\tau dt',
\]
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and hence
\[ \|K_1\|_0^2 \leq \tilde{M}_0 + CTP(\sup_{t \in [0,T]} \tilde{E}(t)). \]

Using the identity \( \partial_t F^{-1} \rho^{-1} = -F^{-1} \rho^{-1} j \), we can show that \( K_2 \) can be bounded in the same fashion as \( K_1 \), then we obtain
\[ \|\rho \tilde{\partial}^4 I_2(t)\|_0^2 \leq \tilde{M}_0 + CTP(\sup_{t \in [0,T]} \tilde{E}(t)). \] (8.27)

Similarly, using the same integration-by-parts argument, we also have
\[ \|\rho \tilde{\partial}^4 I_1(t)\|_0^2 \leq \tilde{M}_0 + CTP(\sup_{t \in [0,T]} \tilde{E}(t)). \] (8.28)

Now we estimate \( \rho \tilde{\partial}^4 I_3 \), which can be written as
\[
\begin{align*}
\kappa \int_0^t \int_0^{t'} \rho \tilde{\partial}^4 Dv(D(\eta(2f - \phi))) d\tau dt' &+ \kappa \int_0^t \int_0^{t'} \rho \tilde{\partial}^4 D(\eta(2f - \phi)) DvF^{-1} d\tau dt' + R,
\end{align*}
\]
where \( R \) also denotes the remainder terms and satisfies the estimate \( \|R\|_0^2 \leq \tilde{M}_0 + CTP(\sup_{t \in [0,T]} \tilde{E}(t)) \). Since
\[
D(\eta(2\rho_0 J^{-1} - \Phi)) + \kappa D(\eta(2\rho_0 J^{-1} - \Phi)) = Dv t,
\]
by Lemma 4.2, we see that independently of \( \kappa \),
\[
\|D(\eta(2\rho_0 J^{-1} - \Phi))\|_2^2 \leq \tilde{M}_0 + \|v\|_3^2 \leq \tilde{M}_0 + C \tilde{E}(t),
\]
and that
\[
\kappa \|D(\eta(2\rho_0 J^{-1} - \Phi))\|_2^2 \leq \tilde{M}_0 + C \tilde{E}(t).
\]
Thus, by the Sobolev embedding inequality,
\[
\kappa \|D(\eta(2\rho_0 J^{-1} - \Phi))\|_4^2 \leq \tilde{M}_0 + C \tilde{E}(t).
\]

Hence, using a similar integration-by-parts in time argument we used to estimate \( K_1 \) above, we can obtain
\[ \|J_1(t)\|_0^2 \leq \tilde{M}_0 + CTP(\sup_{t \in [0,T]} \tilde{E}(t)). \] (8.29)

In order to estimate \( J_2 \), we will use the structure of the Euler–Poisson equations (6.6) again. Integrating in time twice, we see that
\[
\int_0^t \int_0^{t'} \rho \tilde{\partial}^4 D(\eta(2f - \phi)) + \kappa \int_0^t \rho \tilde{\partial}^4 D(\eta(2f - \phi)) = -\rho \tilde{\partial}^4 D\eta(t) + t \rho \tilde{\partial}^4 Du_0.
\] (8.30)
According to Lemma 4.2 independently of $\kappa$, we have
\[
\| \int_0^t \int_0^\kappa \rho_0 \partial^4 D(D_N(2\rho_0 J^{-1} - \Phi)) \|_{L^\infty(0,T;L^2)}^2 \leq \tilde{M}_0 + C\|\rho_0 \partial^4 D\eta(t)\|_0^2 \leq \tilde{M}_0 + \tilde{C} \tilde{E}(t),
\]
and then by using (8.30),
\[
\| \kappa \int_0^t \rho_0 \partial^4 D(D_N(2\rho_0 J^{-1} - \Phi)) \|_{L^\infty(0,T;L^2)}^2 \leq \tilde{M}_0 + \tilde{C} \tilde{E}(t).
\]  
(8.31)

To estimate $J_2$, we integrate-by-parts in time and get
\[
J_2 = \int_0^t \int_0^t \kappa \int_0^\kappa \rho_0 \partial^4 D(D_N(2\rho_0 J^{-1} - \Phi)) (s) ds’ F^{-1} Dv(\tau) d\tau dt’
\]
\[
+ \int_0^t \kappa \int_0^\kappa \rho_0 \partial^4 D(D_N(2\rho_0 J^{-1} - \Phi)) (s) ds F^{-1} Dv(t’) dt’,
\]
then
\[
\| J_2 \|_0^2 \leq \tilde{M}_0 + \tilde{C} T P \sup_{t \in [0,T]} \tilde{E}(t),
\]
and $\| \rho_0 \partial^4 I_3(t) \|_0^2 \leq \tilde{M}_0 + \tilde{C} T P [\sup_{t \in [0,T]} \tilde{E}(t)]$. Thus, we finally get
\[
\| \rho_0 \partial^4 \text{curl} \eta(t) \|_0^2 \leq \tilde{M}_0 + \tilde{C} T P \sup_{t \in [0,T]} \tilde{E}(t)
\]  
(8.32)

**Step 5. Estimate for $\rho_0 \partial^3 \text{curl} v_i$.** From (8.20), we have
\[
\| \rho_0 \partial^3 \text{curl} v_i(t) \|_0^2 \leq \| \epsilon_j \rho_0 \partial^3 \left( \int_0^T F^{-1} J_i(t’) dt’ v_{i,x} \right) \|_0^2 + \| \rho_0 \partial^3 Q(t) \|_0^2
\]
\[
\leq \tilde{C} T P \sup_{t \in [0,T]} \tilde{E}(t) + \| \rho_0 \partial^3 Q(t) \|_0^2,
\]
and by (8.33), we have
\[
\| \rho_0 \partial^3 Q(t) \|_0^2 \leq C \| \rho_0 \partial^3 D v(t) \|_0^2 \| \kappa D(D_N(2\rho_0 J^{-1} - \Phi)) \|_{L^\infty(\Omega)}
\]
\[
+ C \| \kappa \rho_0 \partial^3 D(D_N(2\rho_0 J^{-1} - \Phi)) \|_0^2 + \tilde{C} T P \sup_{t \in [0,T]} \tilde{E}(t).
\]
First, we use (8.23) and the fundamental theorem of calculus to get that
\[
\| \kappa D(D_N(2\rho_0 J^{-1} - \Phi)) \|_{L^\infty(\Omega)} \leq C \| \kappa D(D_N(2\rho_0 J^{-1} - \Phi)) \|_{3}^2 \leq C \tilde{M}_0 + \tilde{C} T P \sup_{t \in [0,T]} \tilde{E}(t).
\]
Then employing the fundamental theorem of calculus again, we have
\[
\| \rho_0 \partial^3 D(\partial_t D_N(2\rho_0 J^{-1} - \Phi)) \|_0^2 \leq \tilde{M}_0 + \tilde{C} T P \sup_{t \in [0,T]} \tilde{E}(t),
\]
and hence
\[
\| \rho_0 \partial^3 D(\partial_t D_N(2\rho_0 J^{-1} - \Phi)) \|_{L^\infty(\Omega)} \leq \tilde{M}_0 + \tilde{C} T P \sup_{t \in [0,T]} \tilde{E}(t).
\]
On the other hand, since
\[
\rho_0 \kappa \partial_t \partial^3 D(D_N(2\rho_0 J^{-1} - \Phi)) + \rho_0 \partial^4 D(D_N(2\rho_0 J^{-1} - \Phi)) = -\rho_0 \partial^3 D v_i,
\]
by Lemma 4.2, we see that independently of $\kappa$,
\[ \|\rho_0 \partial^3 D[D_\eta(2\rho_0 J^{-1} - \Phi)]\| \leq \tilde{M}_0 + C\tilde{E}(t), \]
and, in turn,
\[ \|\kappa\rho_0 \partial^3 D\partial_t[D_\eta(2\rho_0 J^{-1} - \Phi)]\|_0^2 \leq \tilde{M}_0 + C\tilde{E}(t). \]
By the fundamental theorem of calculus, we thus get
\[ \|\kappa\rho_0 \partial^3 D[D_\eta(2\rho_0 J^{-1} - \Phi)]\|_0^2 \leq \tilde{M}_0 + CTP( \sup_{t \in [0,T]} \tilde{E}(t)), \]
which shows that $\|\rho_0 \partial^3 \text{curl}\epsilon\|_0^3 \leq \tilde{M}_0 + CTP(\sup_{t \in [0,T]} \tilde{E}(t))$.

**Step 6. Estimates for** $\rho_0 \partial^2 \text{curl}\partial_t^1 v$, $\rho_0 \partial\text{curl}\partial_t^1 v$, and $\rho_0 \text{curl}\partial_t^7 v$. By time-differentiating (8.20) and estimating as in **Step 5**, we immediately obtain the inequality
\[ \|\rho_0 \partial^2 \text{curl}\partial_t^1 v\|_0^2 + \|\rho_0 \partial\text{curl}\partial_t^1 v\|_0^2 + \|\rho_0 \text{curl}\partial_t^7 v\|_0^2 \leq \tilde{M}_0 + CTP( \sup_{t \in [0,T]} \tilde{E}(t)) \]

**Step 7. Estimate for** $\sqrt{\kappa}\rho_0 \text{curl}\eta \partial^4 v$. From (8.17),
\[ \sqrt{\kappa}\rho_0 \text{curl}\eta \partial^4 v(t) = \sqrt{\kappa}\rho_0 \partial^4 \text{curl} u_0 + \sqrt{\kappa}\rho_0 \varepsilon_{ij} v^i \partial^4 F^{-1} r(t) \]
\[ + \int_0^t \sqrt{\kappa}\rho_0 \partial^4 B(F^{-1}, Dv) dt' + \int_0^t \sqrt{\kappa}\rho_0 \partial^4 Q dt' + R(t) \]
where $R$ is a lower-order remainder term satisfying an inequality of the type $\int_0^T |R(t)|^2 dt \leq CTP(\sup_{t \in [0,T]} \tilde{E}(t))$. It is easy to check that $\int_0^t \|S_1\|_0^2 dt' \leq t\tilde{M}_0$, and $\int_0^t \|S_2\|_0^2 dt' \leq CTP(\sup_{t \in [0,T]} \tilde{E}(t))$. By Jensen's inequality, we also have $\int_0^t \|S_3\|_0^2 dt' \leq CTP(\sup_{t \in [0,T]} \tilde{E}(t))$.

The highest-order terms in $S_4$ can be written under the form
\[ \int_0^t \kappa^2 \rho_0 \partial^4 Dv F^{-1} D[D_\eta(2\rho_0 J^{-1} - \Phi)] F^{-1} dt' \]
\[ + \int_0^t \kappa^2 \rho_0 \partial^4 Dv(t')^2 dt' \]
with all other terms being lower-order and easily estimated. By Jensen's inequality and using (8.34),
\[ \int_0^t \|S_{4u}\|_0^2 dt' \leq C\kappa \int_0^t \int_0^{t'} \|\sqrt{\kappa}\rho_0 \partial^4 Dv(t'')\|_0^2 dt'' dt' \leq CT \sup_{t \in [0,T]} \tilde{E}(t). \]
In order to estimate the term $S_{4b}$, we will use the identity

$$
\kappa \tilde{\rho}_0 \partial^4 D[D_g(2f - \Phi)] + \sqrt{\kappa} \int_0^t \rho_0 \partial^4 D[D_g(2\rho_0 J^{-1} - \Phi)] dt'
$$

$$
= -\sqrt{\kappa} \rho_0 \partial^4 Dv(t) + \sqrt{\kappa} \rho_0 \partial^4 Du_0 + \kappa \tilde{\rho}_0 \partial^4 D^2(2\rho_0 J^{-1} - \Phi),
$$

which follows from differentiating the equation (6.6). Taking the $L^2(\Omega)$-inner product of this equation with $\kappa \tilde{\rho}_0 \partial^4 D[D_g(2\rho_0 J^{-1} - \Phi)](t)$ and integrating in time, we deduce that

$$
\int_0^t \| \kappa \tilde{\rho}_0 \partial^4 D[D_g(2\rho_0 J^{-1} - \Phi)] \|^2 dt' \leq \tilde{M}_0 + \sup_{t \in [0,T]} \tilde{E}(t),
$$

from which it follows, using Jensen’s inequality, that

$$
\int_0^t \| S_{4b} \|^2 dt' \leq CTP(\sup_{t \in [0,T]} \tilde{E}(t)),
$$

and thus

$$
\int_0^t \| \kappa \rho_0 \partial^4 \eta \|_{L^2(\Omega)}^2 dt' \leq CTP(\sup_{t \in [0,T]} \tilde{E}(t)).
$$

**Step 8. Estimates for $\kappa$-independent energy estimates for tangential and time derivatives**

In this subsection, we take $T \in (0, T_\kappa)$. In the estimates below we would provide a detailed explanation about how the energy (8.1) is formed and how to control error terms by the higher-order energy function. We will also show that all of the estimates do not depend on the parameter $\kappa$.

**8.5 $\kappa$-independent energy estimates for tangential and time derivatives**

In this subsection, we take $T \in (0, T_\kappa)$. In the estimates below we would provide a detailed explanation about how the energy (8.1) is formed and how to control error terms by the higher-order energy function. We will also show that all of the estimates do not depend on the parameter $\kappa$.

**8.5.1 The $\partial^4$-problem**

**Proposition 8.3.** For $\delta > 0$ and letting the constant $\tilde{M}_0$ depend on $1/\delta$, $\kappa$

$$
\sup_{t \in [0,T]} \left( \| \sqrt{\rho_0} \partial^4 \eta(t) \|_0^2 + \| \rho_0 \partial^4 D\eta(t) \|_0^2 + \int_0^t \| \sqrt{\kappa} \rho_0 \partial^4 Dv(s) \|_0^2 ds \right)
$$

$$
\leq \tilde{M}_0 + \delta \sup_{t \in [0,T]} \tilde{E}(t) + C\sqrt{T} P(\sup_{t \in [0,T]} \tilde{E}(t)). \quad (8.33)
$$

**Proof.** Letting $\partial^4$ act on (6.5a), and taking $L^2(\Omega)$-inner product of this with $\partial^4 v^i$ yields

$$
\frac{1}{2} \frac{d}{dt} \int_{\Omega} \rho_0 |\partial^4 v^i|^2 dx + \int_{\Omega} \partial^4 \partial_k (\rho_0^2 F^{-1}_{iJ} J^{-1}) \partial^4 v^i dx
$$

$$
+ \int_{\Omega} \kappa \partial_i \partial^4 \partial_k (\rho_0^2 F^{-1}_{iJ} J^{-1}) \partial^4 v^i dx = \int_{\Omega} \rho_0 \partial^4 G^i \partial^4 v^i dx + \kappa \int_{\Omega} \rho_0 \partial^4 \partial_i G^i \partial^4 v^i dx.
$$
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To estimate $I_1$, we use (5.3) and integrate by parts to obtain that

$$I_1 = \int_\Omega \rho_0^2 (\mathcal{J}^{-1} F^{-\frac{1}{r}} [D\varphi \overline{\partial}^i \eta^i]_r + J^{-1} F^{-\frac{1}{r}} \partial \varphi \overline{\partial}^i \eta^i) \overline{\partial}^i v^i_k \, dx$$

$$+ \int_\Omega \rho_0^2 J^{-1} F^{-\frac{1}{r}} [\text{Curl}_0 \overline{\partial}^i \eta^i]_r \overline{\partial}^i v^i_k \, dx$$

$$- \int_\Omega^3 \partial \{ \left( \overline{\partial}^i [\rho_0^2 J^{-1} F^{-\frac{1}{r}} F^{-\frac{1}{r}}] \overline{\partial}^i \eta^i_s \right)$$

$$+ \overline{\partial}^i [\rho_0^2 J^{-1} F^{-\frac{1}{r}} F^{-\frac{1}{r}}] \overline{\partial}^i \eta^i_s \} \overline{\partial}^i v^i \, dx + R$$

where

$$R_1 = - \int_\Omega \sum_{p=1}^3 \partial \{ \left( \overline{\partial}^i [\rho_0^2 J^{-1} F^{-\frac{1}{r}} F^{-\frac{1}{r}}] \overline{\partial}^i \eta^i_s \right)$$

$$+ \overline{\partial}^i [\rho_0^2 J^{-1} F^{-\frac{1}{r}} F^{-\frac{1}{r}}] \overline{\partial}^i \eta^i_s \} \overline{\partial}^i v^i \, dx,$$

and $R = \int_\Omega \partial \{ \overline{\partial}^i (\overline{\partial}^i [\rho_0^2 J^{-1} F^{-\frac{1}{r}} J^{-1}]) \overline{\partial}^i v^i \, dx.$

For $I_{11}$, we can use the following anti-symmetrization to obtain the curl structure

$$I_{11} = \left( \sum_{i > r} + \sum_{i < r} \right) \int_\Omega \rho_0^2 J^{-1} F^{-\frac{1}{r}} \overline{\partial}^i v^i_k (F^{-\frac{1}{r}} \overline{\partial}^i \eta^i_s - F^{-\frac{1}{r}} \overline{\partial}^i \eta^i_s) \, dx$$

$$= \sum_{i > r} \int_\Omega \rho_0^2 J^{-1} (F^{-\frac{1}{r}} \overline{\partial}^i v^i_k - F^{-\frac{1}{r}} \overline{\partial}^i v^i_k) (F^{-\frac{1}{r}} \overline{\partial}^i \eta^i_s - F^{-\frac{1}{r}} \overline{\partial}^i \eta^i_s) \, dx$$

$$= - \frac{1}{2} \frac{d}{dt} \int_\Omega \rho_0^2 J^{-1} \text{curl}_0 \overline{\partial}^i \eta^i_s^2 \, dx - \frac{1}{2} \int_\Omega \rho_0^2 J^{-1} \text{curl}_0 \overline{\partial}^i \eta^i_s^2 \, dx$$

$$+ \sum_{i > r} \int_\Omega \rho_0^2 J^{-1} [(\partial F^{-\frac{1}{r}} \overline{\partial}^i v^i_k - \partial F^{-\frac{1}{r}} \overline{\partial}^i v^i_k)(\text{Curl}_0 \overline{\partial}^i \eta^i_s) \, dx.$$
we can obtain that
\[
\int_0^T R_1 \, dt = \sum_{p=1}^3 \int_0^T \rho_0^2 \partial_t \left( \tilde{\partial}^r [J^{-1} F^{-1} F^{-1} \partial^4 - p \eta_s^r] ight) \partial^4 \eta_s^r \, dx dt \\
+ \tilde{\partial}^r [J^{-1} F^{-1} F^{-1} \partial^4 - p \eta_s^r] \partial^4 \eta_s^r \, dx \bigg|_{t=T} \\
- \sum_{p=1}^3 \int_0^T \rho_0^2 \left( \tilde{\partial}^r [J^{-1} F^{-1} F^{-1} \partial^4 - p \eta_s^r] \right) \partial^4 \eta_s^r \, dt \bigg|_{t=0} + R_{11}
\]

Notice that when \( p = 1 \), the space-time integral on the right side hand scale like \( [\rho_0 \partial Dv \partial^2 D\eta + \rho_0 \partial Dv \partial^2 D\eta] \), where \( l \) denotes \( L^\infty(\Omega) \) function. Since \( \| \rho_0 \partial^4 D\eta \|^2 \) is contained in the energy function \( \tilde{E} \), \( \| \partial D\eta \|^2 \) with \( \| D^2 \eta \|^2 \) being contained in \( \tilde{E} \), and we can also write \( \rho_0 \partial^3 Dv(t) = \rho_0 \partial^3 Dv(0) + \int_0^t \rho_0 \partial^3 Dv(\tau) \, d\tau \), the second term could be estimated by using \( L^\infty-L^2-L^2 \) Hölder’s inequality and be controlled by a bound indicated in (5.34). Similarly, for the first term, we use \( L^1-L^2-L^2 \) Hölder’s inequality.

For the case that \( p = 2 \), the space-time integral scales like \( [\rho_0 \partial^2 Dv \partial^2 D\eta + \rho_0 \partial Dv \partial^2 D\eta] \partial \partial^4 D\eta \), the first part could be estimated by using \( L^\infty-L^4 \) Hölder’s inequality, and the second part could be estimated by \( L^\infty-L^2-L^2 \) Hölder’s inequality. For the case that \( p = 3 \), the estimate is just the same as \( p = 1 \).

Now we deal with the space integral on the right-hand side of the expression for \( \int_0^T \tilde{R}_i \, dt \). The integral at time \( t = 0 \) is equal to zero since \( \eta(x, 0) = \eta \). And by using the fundamental theorem of calculus the integral evaluated at \( t = T \) can be written as

\[
- \sum_{p=1}^3 \int_0^T \rho_0^2 \left( \tilde{\partial}^r [J^{-1} F^{-1} F^{-1} \partial^4 - p \eta_s^r] \right) \partial^4 \eta_s^r \, dt \bigg|_{t=0} + \rho_0 \partial Dv(t) \partial^2 D\eta |_{t=0} \\
= - \sum_{p=1}^3 \int_0^T \rho_0^2 \int_0^T \left( \tilde{\partial}^r [J^{-1} F^{-1} F^{-1} \partial^4 - p \eta_s^r] \right) \partial^4 \eta_s^r \, dt \bigg|_{t=T} \\
+ \rho_0 \partial Dv(t) \partial^2 D\eta |_{t=T}
\]

which can be estimated in the identical fashion as the corresponding space-time integral. For \( R_{11} \), it can be estimated in the same fashion before. As such, we have proved that \( R_1 \) has the claimed bound (5.34).
For $\int_0^T R \, dt$, by integration-by-parts with respect to $x_k$ and time $t$, we have

$$\int_0^T R \, dt = \int_0^T \left[ \int_\Omega \partial_t \tilde{\partial}(\rho_0^2) F^{-1k} J^{-1} \tilde{\partial}^4 \eta_{i,k} \, dx \right] \, dt$$

$$- \int_\Omega \left. \tilde{\partial}^3 \tilde{\partial}(\rho_0^2) F^{-1k} J^{-1} \tilde{\partial}^4 \eta_{i,k} \, dx \right|_{t=T}$$

For $\int_0^T \tilde{\partial}(\rho_0^2) F^{-1k} J^{-1} \tilde{\partial}^4 \eta_{i,k} \, dx(T)$, by the fundamental theorem of calculus, we have

$$\int_\Omega \tilde{\partial}(\rho_0^2) F^{-1k} J^{-1} \tilde{\partial}^4 \eta_{i,k} \, dx(T) = \int_\Omega \tilde{\partial}(\rho_0^2) \div \tilde{\partial}^4 \eta \, dx(T)$$

$$+ \int_\Omega \tilde{\partial}(\rho_0^2) \int_0^T (F^{-1k} J^{-1})_t \, dr \tilde{\partial}^4 \eta_{i,k} \, dx(T)$$

$$\leq \tilde{M}_0 + \delta \sup_{t \in [0, T]} \tilde{E}(t) + C \sqrt{T} \sup_{t \in [0, T]} \tilde{E}(t),$$

for some $\delta > 0$. Here we also used Young’s inequality. All other integrals can be estimated in a similar fashion for $R_1$. Thus we have

$$\int_0^T R \, dt \leq \tilde{M}_0 + \delta \sup_{t \in [0, T]} \tilde{E}(t) + C \sqrt{T} \sup_{t \in [0, T]} \tilde{E}(t).$$

It is also easy to see that

$$\int_0^T R_{12}(\tau) \, d\tau \leq C \int_0^T \|\rho_0 \tilde{\partial}^4 D\eta\|_0 \, d\tau \leq CT \sup_{[0, T]} \tilde{E}(t).$$

Now we estimate the integral $I_2$. By integrating by parts with respect to $x_k$, we have

$$I_2 = \kappa \int_\Omega \rho_0^2 \left( J^{-1} F^{-1k} \nabla (D\eta \tilde{\partial}^4 v)_{i,r} + J^{-1} F^{-1k} \nabla \tilde{\partial}^4 v \right) \nabla^4 v_{i,k} \, dx$$

$$+ \kappa \int_\Omega \rho_0^2 J^{-1} F^{-1k} ( \nabla \tilde{\partial}^4 v ) \nabla^4 v_{i,k} \, dx$$

$$- \sum_{p=1}^3 \int_\Omega \partial_k \{ \kappa \rho_0^2 \left( \tilde{\partial}^4 [ J^{-1} F^{-1k} ] \tilde{\partial}^4 v \right) - \tilde{\partial}^4 [ J^{-1} F^{-1k} ] \tilde{\partial}^4 v \right) \} \nabla^4 v \, dx$$

$$= \int_\Omega \kappa \rho_0^2 J^{-1} \left( \nabla^4 v \right) \, dx + I_{21} + R_2,$$

where

$$R_2 = - \sum_{p=1}^3 \int_\Omega \partial_k \{ \kappa \rho_0^2 \left( \tilde{\partial}^4 [ J^{-1} F^{-1k} ] \tilde{\partial}^4 v \right) - \tilde{\partial}^4 [ J^{-1} F^{-1k} ] \tilde{\partial}^4 v \right) \} \nabla^4 v \, dx.$$
For $I_{21}$, we see that

$$I_{21} = \sum_{i>r} \int_{\Omega} \kappa \rho_0^2 J^{-1} F^{-1} \partial^4 v^i_k (F^{-1} \partial^4 v^r_s - F^{-1} \partial^4 v^r_i) dx$$

$$= \sum_{i>r} \int_{\Omega} \kappa \rho_0^2 J^{-1} \left( F^{-1} \partial^4 v^i_k - F^{-1} \partial^4 v^r_k \right) \left( F^{-1} \partial^4 v^r_s - F^{-1} \partial^4 v^r_i \right) dx$$

$$= - \int_{\Omega} \kappa \rho_0^2 J^{-1} |\text{curl}_v \partial^4 v|^2 dx - \frac{1}{2} \int_{\Omega} \rho_0^2 J^{-2} \kappa |\text{curl}_v \partial^4 v|^2 dx$$

$$+ \sum_{i>r} \kappa \int_{\Omega} \rho_0^2 J^{-1} (\partial_t F^{-1} \partial^4 v^i_k - \partial_t F^{-1} \partial^4 \eta^i_k) |\text{Curl}_v \partial^4 v^i_k|^2 dx.$$  

The remainder terms $R_2, R_{22}$ can be estimated by a similar way we used above for $R_1, R_{12}$, then

$$\int_0^T R_2(t) dt \leq M_0 + \delta \sup_{t \in [0,T]} \tilde{E}(t) + C\sqrt{T} P(\sup_{t \in [0,T]} \tilde{E}(t)),$$

and

$$\int_0^T R_{22}(\tau) d\tau \leq CT \sup_{[0,T]} \tilde{E}(t).$$

For $I_3$ and $I_4$, we have

$$I_3 \leq \|\sqrt{\rho_0} \partial^4 G\|_0 \sqrt{\rho_0} \partial^4 v\|_0,$$

$$I_4 \leq \kappa \|\sqrt{\rho_0} \partial_t \partial^4 G\|_0 \sqrt{\rho_0} \partial^4 v\|_0,$$

then with (8.4),

$$\int_0^T I_3 + I_4 dt \leq M_0 + C\sqrt{T} P(\sup_{t \in [0,T]} \tilde{E}(t)).$$

Combining all these estimates above, the proposition is proved. \qed

**Corollary 8.4** (Estimates for the trace of the tangential components of $\eta(t)$). For $\alpha = 1, 2$, and $\delta > 0$,

$$\sup_{t \in [0,T]} |\eta^\alpha(t)|^2_{3.5} \leq M_0 + \delta \sup_{t \in [0,T]} \tilde{E} + C\sqrt{T} P(\sup_{t \in [0,T]} \tilde{E}).$$

**Proof.** The weighted embedding estimate (4.2) shows that

$$\|\partial^4 \eta(t)\|_{0}^2 \leq C \int \rho_0^2 (|\partial^4 \eta|^2 + |\partial^4 D\eta|^2) dx.$$ 

And by the fundamental theorem of calculus, we see that

$$\sup_{t \in [0,T]} \int_0^t \rho_0^2 |\partial^4 \eta|^2 dx = \sup_{t \in [0,T]} \int_0^t \rho_0^2 \int_0^t |\partial^4 v|^2 dt^2 dx \leq T^2 \sup_{t \in [0,T]} \|\sqrt{\rho_0} \partial^4 v\|_0^2.$$ 

Then it follows from (8.3) that

$$\sup_{t \in [0,T]} \|\partial^4 \eta(t)\|_{0}^2 \leq M_0 + C\sqrt{T} P(\sup_{t \in [0,T]} \tilde{E}).$$
According to our curl estimates \[8.14\], \[\sup_{[0,T]} \| \text{curl } \eta \|^2 \leq \tilde{M}_0 + CTP(\sup_{[0,T]} \tilde{E}),\] from which it follows that

\[
\sup_{t \in [0,T]} \| \tilde{\partial}^4 \text{curl } \eta(t) \|^2_{H^1(\Omega)} \leq \tilde{M}_0 + CTP(\sup_{t \in [0,T]} \tilde{E}),
\]

since \( \tilde{\partial} \) is a tangential derivative, and the integration by parts with respect to \( \tilde{\partial} \) does not produce any boundary contributions. From the tangential trace inequality \[1.11\], we find that

\[
\sup_{t \in [0,T]} |\tilde{\partial}^4 \eta^\alpha(t)|^2_{L^2(\Omega)} \leq \tilde{M}_0 + C\sqrt{T}P(\sup_{t \in [0,T]} \tilde{E}),
\]

and then

\[
\sup_{t \in [0,T]} |\tilde{\partial}^4 \eta^\alpha(t)|^2_{L^{3.5}(\Omega)} \leq \tilde{M}_0 + C\sqrt{T}P(\sup_{t \in [0,T]} \tilde{E}).
\]

\( \square \)

8.5.2 The \( \tilde{\partial}_t^8 \)-problem

**Proposition 8.5.** For \( \delta > 0 \) and letting the constant \( \tilde{M}_0 \) depend on \( 1/\delta \),

\[
\sup_{t \in [0,T]} \left( \| \sqrt{\rho_0} \tilde{\partial}_t^8 v(t) \|_0 + \| \rho_0 \tilde{\partial}_t^8 Dv(t) \|_0 + \int_0^T \sqrt{\kappa} \rho_0 D\tilde{\partial}_t^8 v(s) \|_0^2 \, ds \right) 
\leq \tilde{M}_0 + \delta \sup_{[0,T]} \tilde{E} + C\sqrt{T}P(\sup_{[0,T]} \tilde{E}). \tag{8.35}
\]

**Proof.** Letting \( \tilde{\partial}_t^8 \) act on \[6.5a\], and taking \( L^2(\Omega) \)-inner product of this with \( \tilde{\partial}_t^8 v^i \) yields

\[
\frac{1}{2} \frac{d}{dt} \int_\Omega \rho_0 |\tilde{\partial}_t^8 v|^2 \, dx + \int_\Omega \tilde{\partial}_t^8 \partial_h (\rho_0 J^{-1}k_i J^{-1}) \tilde{\partial}_t^8 v^i \, dx \\
+ \int_{I_2} \kappa \tilde{\partial}_t^8 \partial_h (\rho_0 J^{-1}k_i J^{-1}) \tilde{\partial}_t^8 v^i \, dx = \int_\Omega \rho_0 \tilde{\partial}_t^8 G^i \tilde{\partial}_t^8 v^i \, dx + \kappa \int_\Omega \rho_0 \tilde{\partial}_t^8 G^i \tilde{\partial}_t^8 v^i \, dx.
\]

To estimate \( I_1 \), we use \[6.5b\] and integrate by parts to obtain that

\[
I_1 = \int_\Omega \rho_0^2 (J^{-1}F^{-1}r_D \partial_t^8 v^i) + J^{-1}F^{-1}k_i \text{div}_h \partial_t^8 v^i \partial_t^8 v^i_k \, dx \\
+ \int_\Omega \rho_0^2 J^{-1}F^{-1}k_i [\text{Curl}_h \partial_t^8 v^i] \partial_t^8 v^i_k \, dx \\
- \int_\Omega \sum_{p=1}^7 \partial_h (\rho_0^2 \left( \partial_t^8 [J^{-1}F^{-1}k_i F^{-1}r_s] \partial_t^8 \eta^r_s \\
+ \partial_t^8 [J^{-1}F^{-1}k_i F^{-1}r_s] \partial_t^8 \eta^r_s \right) \partial_t^8 v^i \, dx
\]
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\[
= \frac{1}{2} \frac{d}{dt} \int_\Omega \rho_0^2 J^{-1} |D_\eta \partial_t^i v|^2 \, dx + \frac{1}{2} \frac{d}{dt} \int_\Omega \rho_0^2 J^{-1} |\text{div}_\eta \partial_t^i v|^2 \, dx \\
+ \frac{1}{2} \int_\Omega \rho_0^2 J^{-2} J_1 |D_\eta \partial_t^i v|^2 \, dx - \int_\Omega \rho_0^2 \partial_t^i v_{ik} J^{-1} \partial_t F^{-1_k}_{\eta_i} [D_\eta \partial_t^i v]_i dx \\
+ \frac{1}{2} \int_\Omega \rho_0^2 J^{-2} J_1 |\text{div}_\eta \partial_t^i v|^2 \, dx - \int_\Omega \rho_0^2 \partial_t^i v_{ik} J^{-1} \partial_t F^{-1_k}_{\eta_i} [\text{div}_\eta \partial_t^i v] dx \\
+ I_{11} + R_1,
\]

where

\[
R_1 = - \int_\Omega \sum_{p=1}^7 \partial_k \left\{ \rho_0^2 \left( \partial_t^p [J^{-1} F^{-1_k}_{\eta_i} F^{-1_{p_k}}] \partial_t^k v_{ik} + \partial_t^p [J^{-1} F^{-1_k}_{\eta_i} F^{-1_{p_k}}] \partial_t^k v_{ik} \right) \partial_t^i v_{ik} \right\} dx.
\]

For \( I_{11} \), we can use the following anti-symmetrization to obtain the curl structure

\[
I_{11} = \left( \sum_i \sum_{i > r} + \sum_{i < r} \right) \int_\Omega \rho_0^2 J^{-1} F^{-1_k}_{\eta_i} \partial_t^k v_{ik} (F^{-1_k}_{\eta_i} \partial_t^k v_{ik} - F^{-1_{p_k}}_{\eta_i} \partial_t^k v_{ik}) \, dx \\
= \sum_{i > r} \int_\Omega \rho_0^2 J^{-1} (F^{-1_k}_{\eta_i} \partial_t^k v_{ik} - F^{-1_{p_k}}_{\eta_i} \partial_t^k v_{ik}) (F^{-1_k}_{\eta_i} \partial_t^k v_{ik} - F^{-1_{p_k}}_{\eta_i} \partial_t^k v_{ik}) \, dx \\
= - \frac{1}{2} \frac{d}{dt} \int_\Omega \rho_0^2 J^{-1} |\text{curl}_\eta \partial_t^i v|^2 \, dx - \frac{1}{2} \int_\Omega \rho_0^2 J^{-2} J_1 |\text{curl}_\eta \partial_t^i v|^2 \, dx \\
+ \sum_{i > r} \int_\Omega \rho_0^2 J^{-1} (\partial_t F^{-1_{p_k}}_{\eta_i} \partial_t^k v_{ik} - \partial_t F^{-1_k}_{\eta_i} \partial_t^k v_{ik}) [\text{Curl}_\eta \partial_t^i v]_{ik} \, dx
\]

For \( R_1 \), we claim that

\[
\int_0^T R_1(t) \, dt \leq \hat{M}_0 + \delta \sup_{t \in [0, T]} \tilde{E}(t) + C \sqrt{T} P( \sup_{t \in [0, T]} \tilde{E}(t)).
\]

By integrating by parts with respect to \( x_k \) and then with respect to the time derivative \( \partial_t \), we obtain that

\[
\int_0^T R_1 \, dt \\
= \sum_{p=1}^7 \int_0^T \rho_0^2 \partial_k \left( \partial_t^p [J^{-1} F^{-1_k}_{\eta_i} F^{-1_{p_k}}] \partial_t^k v_{ik} + \partial_t^p [J^{-1} F^{-1_k}_{\eta_i} F^{-1_{p_k}}] \partial_t^k v_{ik} \right) \partial_t^i v_{ik} \, dx \, dt \\
= \sum_{p=1}^7 \int_0^T \rho_0^2 \left( \partial_t^p [J^{-1} F^{-1_k}_{\eta_i} F^{-1_{p_k}}] \partial_t^k v_{ik} + \partial_t^p [J^{-1} F^{-1_k}_{\eta_i} F^{-1_{p_k}}] \partial_t^k v_{ik} \right) \partial_t^i v_{ik} \, dx \bigg|_0^T
\]

Notice that when \( p = 1 \), the space-time integral on the right side hand scales like \( \| \rho_0 D_\eta \partial_t^1 v \|_{L^1}^2 + \rho_0 D_\eta \partial_t^1 D_\eta \rho_0 \partial_t^1 D_\eta \) where \( l \) denotes \( L^\infty(\Omega) \) function. Since \( \| \rho_0 \partial_t^1 D_\eta \|_{L^\infty}^2 \) is contained in the energy function \( \tilde{E} \), \( \| D_\eta \|_{L^\infty} \leq C \| \partial_t^1 \eta \|_2 \) with
\[\|\partial_t^2 \eta\|_2\] being contained in \(\tilde{E}\), and we can also write \(\rho_0 \partial_t^2 D\eta(t) = \rho_0 \partial_t^2 D\eta(0) + \int_0^t \rho_0 \partial_t^2 D\eta(\tau) \, d\tau\), there terms could be estimated by using \(L^\infty-L^2-L^2\) Hölder’s inequality and be controlled by a bound which is similar to \(\text{(8.44)}\).

For the case that \(p = 2\), the integral scales like

\[l_\rho(Du_t + Du \cdot Du + Dv Du + Dv Dv Dv) \partial_t^2 D\eta + \rho_0(Du_t + Du \cdot Du + Dv Du) \partial_t^2 D\eta \rho_0 \partial_t^2 Dv,\]

which can be estimated in a similar way as we did for the case \(p = 1\). For the case that \(p = 3\), the integral scales like \(l_\rho(\partial_t^3 D\eta + \partial_t^3 D\eta D\eta + \rho_0(\partial_t^3 D\eta + Du \cdot Du + Dv Du) \partial_t^3 D\eta) \rho_0 \partial_t^3 Dv\). The first part can be estimated by using \(L^3-L^6-L^2\) Hölder’s inequality, the second part can be estimated by using \(L^\infty-L^2-L^2\) Hölder’s inequality. The case \(p = 4,5\) is treated as the case \(p = 3\), the case \(p = 6\) is treated as the case \(p = 2\), and the case \(p = 7\) is treated as the case \(p = 1\).

It is also easy to see that

\[\int_0^T R_{12}(\tau) \, d\tau \leq C \int_0^T \|\rho_0 \partial_t^2 Dv\|_0 \, d\tau \leq CT \sup_{[0,T]} \tilde{E}(t)\]

Now we estimate the integral \(I_2\). By integrating by parts with respect to \(x_k\), we have

\[I_2 = \kappa \int_\Omega \rho_0^2 (J^{-1} F^{-1,k} v^i) v^j + J^{-1} F^{-1,k} \partial_t^2 D\eta \partial_t^2 v^i \partial_t^2 v^j dx\]

\[+ \kappa \int_\Omega \rho_0^2 J^{-1} F^{-1,k} (\text{Curl}_v \partial_t^2 v^i) \partial_t^2 v^j dx\]

\[\underbrace{- \int_\Omega \sum_{p=1}^8 \partial_k \{ \kappa \rho_0^2 \left( \partial_t^p [J^{-1} F^{-1,k} F^{-1,s}] \partial_t^p \eta^s, \partial_t^2 v^i \partial_t^2 v^j \right)} \right) \partial_t^2 v^j dx\]

\[= \int_\Omega \kappa \rho_0^2 J^{-1} \eta^s (\text{div}_v \partial_t^2 v^j + |\partial_t^2 v^j|^2) dx + I_{21} + R_2,\]

where

\[R_2 = - \int_\Omega \sum_{p=1}^8 \partial_k \{ \kappa \rho_0^2 \left( \partial_t^p [J^{-1} F^{-1,k} F^{-1,s}] \partial_t^p \eta^s, \right.\]

\[\left. + \partial_t^p [J^{-1} F^{-1,k} F^{-1,s}] \partial_t^2 v^i \partial_t^2 v^j \right) \partial_t^2 v^j dx.\]

For \(I_{21}\), we can get that

\[I_{21} = \left( \sum_{i > r} + \sum_{i < r} \right) \int_\Omega \kappa \rho_0^2 J^{-1} F^{-1,k} \partial_t^2 v^i \partial_t^2 v^j (F^{-1,s} \partial_t^2 v^j - F^{-1,s} \partial_t^2 v^j) dx\]
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Since by Hölder’s inequality, we can get

\[ \sum_{i > r} \int_{\Omega} \kappa_0^2 J^{-1} \left( F^{-1} \partial_i^8 v^r_k - F^{-1} \partial_i^8 v^r_s - F^{-1} \partial_i^8 v^r_i \right) dx \]

and for \( R_2 \), we have

\[ R_2 \leq \sum_{p=1}^2 \left( 2 \| \rho_0 \left( \partial_i^p [J^{-1} F^{-1}] \partial_i^{9-p} \eta \right) + \partial_i^p [J^{-1} F^{-1}] \partial_i^{9-p} \eta \right) \|_0^2 \]

Next, we estimate the term \( I_3 \) and \( I_4 \), which is related to the potential force. Since by Hölder’s inequality, we can get \( \int_{\Omega} \rho_0 \partial_i^8 G^2 \partial_i^8 v dx \leq \| \sqrt{\rho_0} \partial_i^8 v \|_0 \| \sqrt{\rho_0} \partial_i^8 G \|_0 \), then with (8.36), we have

\[ \int_0^T I_3 + I_4 dt \leq \tilde{M}_0 + C \sqrt{T} P( \sup_{t \in [0,T]} \tilde{E}(t)) \]

Combining all the estimates above, we see that the proposition is proved.

**Corollary 8.6** (Estimates for \( \partial_i^8 \eta(t) \)).

\[ \sup_{t \in [0,T]} \| \partial_i^8 \eta(t) \|_0 \leq \sup_{t \in [0,T]} | \partial_i^4 \eta(t) |^{2}_{0.5} \leq \tilde{M}_0 + C \sqrt{T} P( \sup_{t \in [0,T]} \tilde{E} ) \]

**Proof.** The weighted embedding estimate [4.82] shows that

\[ \| \partial_i^8 \eta(t) \|_0 \leq C \int_{\Omega} \rho_0 \left( | \partial_i^8 \eta(t) |^2 + | \partial_i^8 D \eta(t) |^2 \right) dx \]

Applying the fundamental calculus theorem, we have

\[ \int_{\Omega} \rho_0 \left( | \partial_i^8 \eta(t) |^2 + | \partial_i^8 D \eta(t) |^2 \right) dx \leq \tilde{M}_0 + T^2 \sup_{t \in [0,T]} \| \sqrt{\rho_0} \partial_i^8 v \|_0^2 \]

Thus, by Proposition 8.5

\[ \sup_{t \in [0,T]} \| \partial_i^8 \eta(t) \|_0^2 \leq \sup_{t \in [0,T]} | \partial_i^4 \eta(t) |^{2}_{0.5} \leq \tilde{M}_0 + C \sqrt{T} P( \sup_{t \in [0,T]} \tilde{E} ) \]

8.5.3 The \( \partial_i^2 \partial^3, \partial_i^1 \partial^2, \partial_i^0 \partial^0 \) problems

Since we have provided detailed proofs of the energy estimates for the two endpoint cases, the \( \partial^4 \)-problem and the \( \partial^3 \)-problem, we have covered all of the estimation strategies for all possible error terms in the three remaining intermediate problems. Meanwhile, the energy contributions for the three intermediate are found in the identical fashion as for the \( \partial^3 \) and \( \partial^2 \) problems. As such we have the additional estimate
Proposition 8.7. For $\delta > 0$ and letting $\tilde{M}_0$ depend on $1/\delta$, for $\alpha = 1, 2,$
\[
\sup_{t \in [0, T]} \sum_{a=1}^{3} \| \partial_t^{3-a} \eta \|_{L^2}^2 + \| \partial_t^{3-a} \partial_t \sigma(t) \|_{L^2}^2 + \| \partial_t^{3-a} \partial_t \mathfrak{D} \eta(t) \|_{L^2}^2
\]
\[+ \kappa \int_0^T \| \partial_t \partial_t^{3-a} \partial_t \sigma(s) \|_{L^2}^2 ds \leq \tilde{M}_0 + \delta \sup_{t \in [0, T]} \tilde{E} + C \sqrt{TP} (\sup_{t \in [0, T]} \tilde{E}).
\]

8.6 Additional Elliptic-Type Estimates for Normal Derivatives

Our energy estimates in Section 8.5 provide a priori control of tangential and time derivatives of $\eta$, it remains to gain a priori control of the normal derivatives of $\eta$ to close the argument. This is accomplished via bootstrapping procedure relying on having $\partial_t^\alpha \eta(t)$ bounded in $L^2(\Omega)$.

Proposition 8.8. For $t \in [0, T]$, $\partial_t \eta(t) \in H^1(\Omega)$, $\rho_0 \partial_t \partial_t \eta \in H^1(\Omega)$, then
\[
\sup_{[0,T]} \| \partial_t^{2} \|_{L^2}^2 + \| \rho_0 \partial_t \partial_t J^{-2} \|_{L^2}^2 \leq \tilde{M}_0 + \delta \sup_{t \in [0, T]} \tilde{E} + C \sqrt{TP} (\sup_{t \in [0, T]} \tilde{E}).
\] (8.37)

Proof. We begin by taking six time derivatives of (6.6) to obtain that
\[
\kappa \partial_t [F^{-1} \partial_t \eta(t)] + \partial_t [F^{-1} \partial_t \eta(t)] = -\partial_t \mathfrak{D} \mathfrak{D}.
\]

With Lemma 4.2 and the bound on $\| \partial_t^{2} \|_{L^2}^2$ given by Corollary 8.6, we have
\[
\sup_{[0,T]} \| \partial_t^{2}[F^{-1} \partial_t \eta(t)] \|_{L^2}^2 \leq \tilde{M}_0 + \delta \sup_{t \in [0, T]} \tilde{E} + C \sqrt{TP} (\sup_{t \in [0, T]} \tilde{E}).
\] (8.38)

For $\beta = 1, 2,$
\[
2F^{-1} \partial_t \eta(t) \partial_t \eta(t) = \rho_0 \partial_t \partial_t \eta(t),
\]
acting $\partial_t^\alpha$ on equation (8.39), we have that
\[
\rho_0 \partial_t \partial_t \partial_t \partial_t \eta(t) = \partial_t [F^{-1} \partial_t \eta(t)] + \partial_t \partial_t \partial_t \eta(t) \partial_t \partial_t \partial_t \eta(t) - 2 \rho_0 \partial_t \partial_t \partial_t \partial_t \eta(t) - \partial_t \partial_t \partial_t \partial_t \eta(t).
\]

Firstly, the $L^2(\Omega)$ bound for $J_1$ is given by (8.39). For $J_2$, by the same argument we used in the proof of Proposition 8.11, we have
\[
\| J_2 \|_{L^2} \leq C P \sup_{t \in [0, T]} \tilde{E}(t) \| \rho_0 \partial_t \partial_t \eta(t) \|_{L^2} \leq \tilde{M}_0 + C TP \sup_{t \in [0, T]} \tilde{E}(t).
\]
According to Proposition 8.7, we have

\[
\sup_{[0,T]} (\sqrt{\rho_0} \partial_t^6 J^3 - 2 \rho_0 J^{-2} \partial_t^6 J^{-2} )^2 \leq \tilde{M}_0 + \delta \sup_{t \in [0,T]} E + C \sqrt{T} P( \sup_{t \in [0,T]} \bar{E} ),
\]  

(8.40)

so with (8.3), we see that

\[
\sup_{t \in [0,T]} \| J_3 \|^2 \leq \tilde{M}_0 + \delta \sup_{t \in [0,T]} E + C \sqrt{T} P( \sup_{t \in [0,T]} \bar{E} ).
\]

To estimate \( J_4 \), we need the following inequality for \( \beta = 1,2 \)

\[
\left\| \frac{\rho_{0,\beta}}{\rho_0} \right\|_{L^\infty(\Omega)} \leq C \left\| \frac{\rho_{0,\beta}}{\rho_0} \right\|_2 \leq C \| \rho_{0,\beta} \|_4.
\]

where we used the Sobolev embedding theorem and Lemma 4.1 for \( \rho_{0,\beta} \in H^3(\Omega) \cap H^1_0(\Omega), \beta = 1,2 \). Thus, we have that

\[
\|2 \rho_0 \partial_t^6 (F^{-1/2} J^{-1})\|_0^2 \leq \|2 \rho_0 \partial_t^6 (F^{-2} J^{-2})\|_0^2 \left\| \frac{\rho_{0,\beta}}{\rho_0} \right\|_2^2 \left\| \frac{\rho_{0,\beta}}{\rho_0} \right\|_{L^\infty(\Omega)}.
\]

(8.41)

Thanks to (8.40) and (8.5), and the fact that \( \| \rho_0 \|_4 \) is bounded by assumption, from which it follows that

\[
\sup_{t \in [0,T]} \| J_4(t) \|^2 \leq \tilde{M}_0 + \delta \sup_{t \in [0,T]} E + C \sqrt{T} P( \sup_{t \in [0,T]} \bar{E} ).
\]

To estimate \( J_5(t) \), we need to use the identity (7.0), which shows that \( F^3 \partial_t^3 \) is quadratic in \( \partial_t \eta \), and in particular, depends only on tangential derivatives. From the estimate (8.30) and the weighted embedding inequality (4.2), we infer that

\[
\sup_{t \in [0,T]} \left\| \partial_t \partial_t^3 \partial_t \eta(t) \right\|_0^2 \leq \tilde{M}_0 + \delta \sup_{t \in [0,T]} E + C \sqrt{T} P( \sup_{t \in [0,T]} \bar{E} ).
\]

Then we have \( \sup_{[0,T]} \| J_5 \|^2 \leq \tilde{M}_0 + \delta \sup_{[0,T]} E + C \sqrt{T} P( \sup_{t \in [0,T]} \bar{E} ) \)

Lastly, each summand in \( J_6 \) is a lower-order term, such that the time derivative of each summand is controlled by the energy function \( \bar{E}(t) \). Then by the fundamental theorem of calculus, we have that

\[
\sup_{t \in [0,T]} \| J_6 \|^2 \leq \tilde{M}_0 + \delta \sup_{t \in [0,T]} E + C \sqrt{T} P( \sup_{t \in [0,T]} \bar{E} ).
\]

Now we have proved that for all \( t \in [0,T] \),

\[
\| \rho_0 F^3 \partial_t^6 J^{-2} \|_0^2 + 2 \rho_0 F^3 \partial_t^6 J^{-2} \|_0^2 \leq \tilde{M}_0 + \delta \sup_{t \in [0,T]} E + C \sqrt{T} P( \sup_{t \in [0,T]} \bar{E} ),
\]

and we will show that the \( L^2(\Omega) \)-norm of each summand on the left-hand side is uniformly bounded on \( [0,T] \). To achieve this goal, we expand the \( L^2(\Omega) \)-norm to obtain the inequality

\[
\| \rho_0 F^3 \partial_t^6 J^{-2} \|_0^2 + 4 \| F^3 \partial_t^6 J^{-2} \|_0^2 + 4 \int_{\Omega} \rho_0 \rho_{0,\beta} \| F^3 \partial_t^6 J^{-2} \|_0^2 \partial_t J^{-2} \|_0^2 dx \leq \tilde{M}_0 + \delta \sup_{t \in [0,T]} E + C \sqrt{T} P( \sup_{t \in [0,T]} \bar{E} ).
\]

(8.42)
For each $\kappa > 0$, solutions to our degenerate parabolic approximation have sufficient regularity to ensure that $\rho_0|\partial_0^2 J^{-2}|^2$ is integrable. So we can integrate-by-parts with respect to $x_3$ to find that

$$
4 \int_\Omega \rho_0 \rho_3 |F^{*3}| \partial_0^2 J^{-2} \partial_0^2 J^{-2} \partial_0^3 J^{-3} dx
= -2 \|F^{*3} \rho_3 |\partial_0^3 J^{-2}(t)|\|^2_0 - 2 \int_\Omega \rho_0 (\rho_3 |F^{*3}|^2)_3 (\partial_0^3 J^{-2})^2 dx.
$$

(8.43)

Substituting (8.43) into (8.42), we can get

$$
\|\rho_0 |F^{*3}| \partial_0^3 J^{-2}_3(t)\|^2_0 + 2 \|F^{*3} \rho_3 |\partial_0^3 J^{-2}(t)\|^2_0
\leq M_0 + \delta \sup_{[0,T]} \bar{E} + C \sqrt{T} P( \sup_{t \in [0,T]} \bar{E}).
$$

(8.44)

Using (8.3), we see that $|F^{*3}|^2$ has a strictly positive lower-bound. By the physical vacuum condition (1.5), for $\varepsilon > 0$ taken sufficiently small, there constants $\theta_1, \theta_2 > 0$ such that $|\rho_3| \geq \theta_1$ whenever $1 - \varepsilon \leq x_3 \leq 1$ and $0 \leq x_3 \leq \varepsilon$, and $\rho_0(x) > \theta_2$ whenever $\varepsilon \leq x_3 \leq 1 - \varepsilon$. Hence, by readjusting the constants on the right-hand side of (8.44), we find that

$$
\|\rho_0 \partial_0^3 J^{-2}_3(t)\|^2_0 + 2 \|\partial_0^3 J^{-2}\|^2_0
\leq M_0 + \delta \sup_{[0,T]} \bar{E} + C \sqrt{T} P( \sup_{t \in [0,T]} \bar{E}) + C \int_\Omega \rho_0 |\partial_0^3 J^{-2}|^2 dx.
$$

(8.45)

By Proposition 8.7 for $\beta = 1,2$,

$$
\sup_{t \in [0,T]} \|\rho_0 \partial_0^3 J^{-2}_3\|_0 \leq M_0 + \delta \sup_{[0,T]} \bar{E} + C \sqrt{T} P( \sup_{t \in [0,T]} \bar{E}),
$$

and by the fundamental theorem of calculus and Proposition 8.5

$$
\sup_{t \in [0,T]} \|\rho_0 \partial_0^3 J^{-2}\|_0 \leq M_0 + \delta \sup_{[0,T]} \bar{E} + C \sqrt{T} P( \sup_{t \in [0,T]} \bar{E}).
$$

These two inequalities, combined with (8.45), imply that

$$
\|\rho_0 \partial_0^3 J^{-2}_1 + \|\partial_0^3 J^{-2}\|_0
\leq M_0 + \delta \sup_{[0,T]} \bar{E} + C \sqrt{T} P( \sup_{t \in [0,T]} \bar{E}) + C \int_\Omega \rho_0 |\partial_0^3 J^{-2}|^2 dx.
$$

We use Young's inequality and the fundamental theorem of calculus (with respect to $t$ for the last integral, then we find that for $\theta > 0$,

$$
\int_\Omega \rho_0 \partial_0^3 J^{-2} \partial_0^3 J^{-2} dx \leq \theta \|\partial_0^3 J^{-2}(t)\|^2_0 + C_{\theta} \|\rho_0 \partial_0^3 J^{-2}(t)\|^2_0
\leq \theta \|\partial_0^3 J^{-2}(t)\|^2_0 + C_{\theta} \|\rho_0 \partial_0^3 D\|^2_0
\leq \theta \|\partial_0^3 J^{-2}(t)\|^2_0 + M_0 + \delta \sup_{[0,T]} \bar{E} + C \sqrt{T} P( \sup_{t \in [0,T]} \bar{E}),
$$

where we have used the fact that $\|\rho_0 \partial_0^3 D\|^2_0$ is contained in the energy function $\bar{E}(t)$. We choose $\theta \ll 1$ and once again readjust the constants, then we see that on $[0, T]$

$$
\|\rho_0 \partial_0^3 J^{-2}\|_1 + \|\partial_0^3 J^{-2}\|_0
\leq M_0 + \delta \sup_{[0,T]} \bar{E} + C \sqrt{T} P( \sup_{t \in [0,T]} \bar{E}).
$$

(8.46)
With $J_t = F_s^j v^j$, we see that

$$F_s^j \partial_t^3 v^j = \partial_t^4 J - v^i \partial_t^4 (F_s^j) - \sum_{a=1}^4 c_a \partial_t^4 \partial_t^{s-a} v^j. \tag{8.47}$$

Then by using (8.36) and applying the fundamental theorem of calculus to the last two terms on the right-hand side of (8.47), we see that

$$\|F_s^j \partial_t^3 v^j\|_{0, T}^2 \leq \tilde{M} + \delta \sup_{t \in [0, T]} \tilde{E} + C \sqrt{T} P( \sup_{t \in [0, T]} \tilde{E}),$$

from which it follows that

$$\|\text{div } \partial_t^3 v(t)\|_{0, T}^2 \leq \tilde{M} + \delta \sup_{t \in [0, T]} \tilde{E} + C \sqrt{T} P( \sup_{t \in [0, T]} \tilde{E}).$$

Since Proposition 5.2 provides the estimate

$$\|\text{curl } \partial_t^3 v(t)\|_{0, T}^2 \leq \tilde{M} + \delta \sup_{t \in [0, T]} \tilde{E} + C \sqrt{T} P( \sup_{t \in [0, T]} \tilde{E}),$$

and Proposition 8.7 shows that for $\alpha = 1, 2$,

$$|\partial_t^3 \alpha^\alpha(t)\|_{0, T}^2 \leq \tilde{M} + \delta \sup_{t \in [0, T]} \tilde{E} + C \sqrt{T} P( \sup_{t \in [0, T]} \tilde{E}).$$

We thus conclude from Proposition 4.4 that

$$\sup_{t \in [0, T]} \|\partial_t^3 v(t)\|_{0, T}^2 \leq \tilde{M} + \delta \sup_{t \in [0, T]} \tilde{E} + C \sqrt{T} P( \sup_{t \in [0, T]} \tilde{E}).$$

After getting a good bound for $\partial_t^3 v(t)$ in $H^1(\Omega)$, we proceed with our bootstrapping.

**Proposition 8.9.** For $t \in [0, T]$, $\partial_t^3 v \in H^2(\Omega)$, $\rho_0 \partial_t^4 J^{-2}(t) \in H^2(\Omega)$ and

$$\sup_{t \in [0, T]} (\|\partial_t^3 v\|_{0, T}^2 + \|\rho_0 \partial_t^4 J^{-2}\|_{0, T}^2) \leq \tilde{M} + \delta \sup_{t \in [0, T]} \tilde{E} + C \sqrt{T} P( \sup_{t \in [0, T]} \tilde{E}). \tag{8.48}$$

**Proof.** We take four time-derivatives of (6.6) to obtain

$$\kappa \partial_t^3 [F^{-1}\dot{k}(2 \rho_0 J^{-1} - \Phi), k] + \partial_t^4 [F^{-1}\dot{k}(2 \rho_0 J^{-1} - \Phi), k] = -\partial_t^4 v^j.$$  

With Lemma 4.2 and the bound on $\|\partial_t^3 v\|_{0, T}$ given by Proposition 8.8, we have

$$\sup_{t \in [0, T]} \|\partial_t^3 [F^{-1}\dot{k}(2 \rho_0 J^{-1} - \Phi), k]\|_{0, T}^2 \leq \tilde{M} + \delta \sup_{t \in [0, T]} \tilde{E} + C \sqrt{T} P( \sup_{t \in [0, T]} \tilde{E}). \tag{8.49}$$

Acting $\partial_t^4$ on equation (8.39), we have that

$$\rho_0 F_s^j \partial_t^4 J^{2, \beta} + 2 \rho_0 \partial_t^4 J^{-2} = \partial_t^4 [F^{-1}\dot{k}(2 \rho_0 J^{-1} - \Phi), k] + \partial_t^4 G - \rho_0 \partial_t^4 (F_s^j J^{2, \beta}) - 2 \rho_0 \partial_t^4 (F_s^j J^{2, \beta})$$

$$- \partial_t^4 (F_s^j \rho_0 J^{2, \beta} + 2 \rho_0 J^{2, \beta}) + \sum_{a=1}^3 c_a \partial_t^4 (F_s^j \partial_t^{a-s} \rho_0 J^{2, \beta} + 2 \rho_0 J^{-2}) \tag{8.50}$$
In order to estimate $\partial_1^4 J^{-2}(t)$ in $H^1(\Omega)$, we first estimate tangential derivatives of $\partial_1^4 J^{-2}(t)$ in $L^2(\Omega)$. We consider for $\alpha = 1, 2$,

$$\rho_0 \rho^3 \partial_1^4 J^{-2, \alpha} + 2 \rho_0 \rho^3 \partial_1^4 J^{-2, \alpha} = \sum_{i=1}^{6} J_i, \quad \text{for } \alpha = 1, 2,$$

(8.51)

**Bounds for $J_{1, \alpha}$**. The estimate (8.49) shows that

$$\| J_{1, \alpha} \|_0^2 = M_0 + \delta \sup_{t \in [0, T]} E + C\sqrt{T}P \left( \sup_{t \in [0, T]} E \right).$$

**Bounds for $J_{2, \alpha}$**. From (8.6), we have that

$$\| J_{2, \alpha} \|_0^2 = M_0 + \delta \sup_{t \in [0, T]} E + C\sqrt{T}P \left( \sup_{t \in [0, T]} E \right).$$

**Bounds for $J_{3, \alpha}$**. First, Proposition 8.7 provides the estimate

$$\sup_{t \in [0, T]} \left( \| \partial^2 \partial_1^4 v \|_0^2 + \| \rho_0 \partial^2 D \partial_1^4 v \|_0^2 \right) \leq M_0 + \delta \sup_{t \in [0, T]} E + C\sqrt{T}P \left( \sup_{t \in [0, T]} E \right).$$

(8.52)

Then we expand $J_{3, \alpha}$ as

$$J_{3, \alpha} = \rho_0 \partial_1^4 (F^{* \beta} \partial_1^4 J^{-2, \beta} + F^{* \beta} J^{-2, \beta} + \rho_0 \partial_1^4 (F^{* \beta} J^{-2, \beta}).$$

Using (8.5), for $\alpha = 1, 2$, the highest-order term in $\rho_0 \partial_1^4 (F^{* \beta} J^{-2, \beta})$ satisfies the inequality

$$\| \rho_0 \partial_1^4 (F^{* \beta} J^{-2, \beta} \partial_1^4 \|_0^2 \leq C\| \rho_0 \partial^2 D \partial_1^4 v \|_0^2,$$

which has the bound (8.52), and the lower-order terms have the same bound by using the fundamental theorem of calculus. For instance,

$$\| \rho_0 J^{-2, \beta} \partial_1^4 (F^{* \beta} J^{-2, \beta}) \|_0^2 \leq \| \rho_0 J^{-2} \partial_1^4 (F^{* \beta} J^{-2}) \|_{L^2(\Omega)} \| \partial_1^4 (F^{* \beta}) \|_{L^2(\Omega)} \leq C\| \rho_0 J^{-2} \partial_1^4 (F^{* \beta}) \|_{L^2(\Omega)} \leq M_0,$$

where we have used Hölder’s inequality, the Sobolev embedding theorem, and (8.5) for the final inequality. On the other hand, $\rho_0 \partial_1^4 (F^{* \beta} J^{-2, \beta})$ is estimated in the same manner as (8.51), which shows that

$$\| J_{3, \alpha} \|_0^2 \leq M_0 + \delta \sup_{t \in [0, T]} E + C\sqrt{T}P \left( \sup_{t \in [0, T]} E \right).$$

**Bounds for $J_{4, \alpha}$**. By using the fact that $B_{t} J_{3, \alpha} \|_0^2$ can be bounded by the energy function and applying the fundamental theorem of calculus, we have that

$$\| J_{4, \alpha} \|_0^2 \leq M_0 + \delta \sup_{t \in [0, T]} E + C\sqrt{T}P \left( \sup_{t \in [0, T]} E \right).$$

**Bounds for $J_{5, \alpha}$**. Again, by using the fact that from (8.6), the vector $F^{* \beta}$ only contains tangential derivatives of $\eta^i$, and the inequalities (8.5), we have that for $\alpha = 1, 2$,

$$\| (\partial_1^4 (F^{* \beta})) \rho_0 J^{-2, \beta} + 2 \rho_0 \rho^3 J^{-2} \|_0^2 \leq C\| \rho^2 \partial_1^4 v \|_0^2 + M_0 \leq M_0 + \delta \sup_{t \in [0, T]} E + C\sqrt{T}P \left( \sup_{t \in [0, T]} E \right).$$

(8.53)
where the last inequality is followed from (8.52). Then we obtain that
\[
\|J_{5,\alpha}\|_{0,\alpha} \leq \bar{M}_0 + \delta \sup_{[0,T]} \bar{E} + C\sqrt{TP} \left( \sup_{t \in [0,T]} \bar{E} \right).
\]

**Bounds for** \( J_{6,\alpha} \). These are lower-order terms, which can be estimated with the fundamental theorem of calculus and (8.53), and have the following bound
\[
\|J_{6,\alpha}\|_{0,\alpha} \leq \bar{M}_0 + \delta \sup_{[0,T]} \bar{E} + C\sqrt{TP} \left( \sup_{t \in [0,T]} \bar{E} \right).
\]

**Bounds for** \( -(\rho_0 F^+_{k,3})_\alpha \partial_t^4 J^{-2,3} - 2(\rho_0) F^+_{k,3})_\alpha \partial_t^4 J^{-2} \). The bounds for these terms can be estimated by using the same fashion as we used for \( J_{3,\alpha} \) and we have that
\[
\| -(\rho_0 F^+_{k,3})_\alpha \partial_t^4 J^{-2,3} - 2(\rho_0) F^+_{k,3})_\alpha \partial_t^4 J^{-2} \|_{0,\alpha} \leq \bar{M}_0 + \delta \sup_{[0,T]} \bar{E} + C\sqrt{TP} \left( \sup_{t \in [0,T]} \bar{E} \right).
\]

We have hence bounded the \( L^2(\Omega) \)-norm of the right-hand side of (8.51) by \( \bar{M}_0 + \delta \sup_{[0,T]} \bar{E} + C\sqrt{TP} \left( \sup_{t \in [0,T]} \bar{E} \right) \). Using the same integration-by-parts argument just given in the proof of Proposition 8.3, we conclude that for \( \alpha = 1, 2 \),
\[
\sup_{t \in [0,T]} (\| \partial_t^4 J^{-2,\alpha} \|^2_{0,\alpha} + \| \rho_0 \partial_t^4 J^{-2,\alpha} \|^2_{0,\alpha}) \leq \bar{M}_0 + \delta \sup_{[0,T]} \bar{E} + C\sqrt{TP} \left( \sup_{t \in [0,T]} \bar{E} \right). \tag{8.53}
\]

From the inequality (8.54), we can infer that for \( \alpha = 1, 2 \),
\[
\sup_{t \in [0,T]} \| \text{div} \partial_t^3 v,\alpha \|^2_{0,\alpha} \leq \bar{M}_0 + \delta \sup_{[0,T]} \bar{E} + C\sqrt{TP} \left( \sup_{t \in [0,T]} \bar{E} \right), \tag{8.54}
\]

and according to Proposition 8.2 for \( \alpha = 1, 2 \),
\[
\sup_{t \in [0,T]} \| \text{curl} \partial_t^3 v,\alpha \|^2_{0,\alpha} \leq \bar{M}_0 + \delta \sup_{[0,T]} \bar{E} + C\sqrt{TP} \left( \sup_{t \in [0,T]} \bar{E} \right). \tag{8.55}
\]

The boundary regularity of \( \partial_t^3 v,\alpha \), \( \alpha = 1, 2 \), follows from Proposition 8.4
\[
\sup_{t \in [0,T]} \| \partial_t^3 v,\alpha \|^2_{0,\alpha} \leq \bar{M}_0 + \delta \sup_{[0,T]} \bar{E} + C\sqrt{TP} \left( \sup_{t \in [0,T]} \bar{E} \right). \tag{8.56}
\]

Thus, the inequalities (8.54), (8.55), and (8.56) together with (4.6) and (8.53) show that
\[
\sup_{t \in [0,T]} (\| \partial_t^3 v,\alpha \|^2_{0,\alpha} + \| \rho_0 \partial_t^4 J^{-2,\alpha} \|^2_{0,\alpha}) \leq \bar{M}_0 + \delta \sup_{[0,T]} \bar{E} + C\sqrt{TP} \left( \sup_{t \in [0,T]} \bar{E} \right). \tag{8.57}
\]

In order to estimate \( \| \partial_t^4 J^{-2,\alpha} \|^2_{0,\alpha} \), we differentiate (8.50) in the normal direction \( x_3 \) to obtain
\[
\rho_0 F^+_{k,3} \partial_t^4 J^{-2,3} + 2\rho_0 F^+_{k,3} \partial_t^4 J^{-2,3} = \sum_{i=1}^{6} J_{i,3} - (\rho_0 F^+_{k,3} \partial_t^4 J^{-2,3}) - 2(\rho_0 F^+_{k,3})_3 \partial_t^4 J^{-2}. \tag{8.58}
\]
For \( J_{2,3} \), we have
\[
\partial_t \partial^k_\alpha G^k = \frac{4}{\Omega} \int_\Omega \frac{1}{|\eta(x, t) - \eta(z, t)|} \partial_k (\rho_0 \partial^k_\alpha F^{-1} \rho_0) \, dx
\]
\[
= C \int_\Omega \frac{(\eta(x, t) - \eta(z, t)) \cdot \partial_k (\rho_0 \partial^k_\alpha F^{-1} \rho_0)}{|\eta(x, t) - \eta(z, t)|^3} \, dz
\]
\[
+ \int_\Omega \frac{(\partial^k_\alpha v(x, t) - \partial^k_\alpha v(z, t)) \cdot \partial_k (\rho_0 \partial^k_\alpha F^{-1} \rho_0)}{|\eta(x, t) - \eta(z, t)|^3} \, dz
\]
\[
+ C \int_\Omega \frac{(\eta(x, t) - \eta(z, t)) \cdot (\partial^k_\alpha v(x, t) - \partial^k_\alpha v(z, t)) ((\eta(x, t) - \eta(z, t)) \cdot \partial_k \eta_3(x, t))}{|\eta(x, t) - \eta(z, t)|^3} \, dz
\]
\[
\times \partial_\kappa (\rho_0 \partial^k_\alpha F^{-1} \rho_0) \, dz + R.
\]
By using a similar argument we used in the proof of Proposition 8.1, for instance, from (8.11) to (8.12), and combining with (8.3), we can bound \( \|J_{2,3}\|_0^2 \) by \( \bar{M}_0 + CTP(\sup_{t \in [0,T]} \tilde{E}) \).

Then following our estimates for the tangential derivatives, inequality (8.37) together with Proposition 8.7 and 8.8 show that the other terms on the right-hand side of (8.59) are bounded in \( L^2(\Omega) \) by \( \bar{M}_0 + \delta \sup_{t \in [0,T]} \tilde{E} + C\sqrt{TP}(\sup_{t \in [0,T]} \tilde{E}) \).

It follows that for \( k = 1, 2, 3 \),
\[
\|\rho_0 F^{\alpha_3} \partial^k_\alpha J^{2, \alpha_3} + 3 \rho_0 F^{\alpha_3} \partial^k_\alpha J^{2, \alpha_3} \| \leq \bar{M}_0 + \delta \sup_{t \in [0,T]} \tilde{E} + C\sqrt{TP}(\sup_{t \in [0,T]} \tilde{E})
\]

Note that the coefficient in front of \( \rho_0 F^{\alpha_3} \partial^k_\alpha J^{2, \alpha_3} \) has changed from 2 to 3, but the identical integration-by-parts argument which we used in the proof of Proposition 8.8 can be employed again, and shows that
\[
\|\rho_0 \partial^k_\alpha J^{2} \|_2^2 + \|\partial^k_\alpha J^{2} \|_2^2 \leq \bar{M}_0 + \delta \sup_{t \in [0,T]} \tilde{E} + C\sqrt{TP}(\sup_{t \in [0,T]} \tilde{E})
\]

Thus, \( \|\partial^k_\alpha v\|_2^2 \leq \bar{M}_0 + \delta \sup_{t \in [0,T]} \tilde{E} + C\sqrt{TP}(\sup_{t \in [0,T]} \tilde{E}) \). From Proposition 8.2 we have \( \|\curl \partial^k_\alpha v\|_2^2 \leq \bar{M}_0 + \delta \sup_{t \in [0,T]} \tilde{E} + C\sqrt{TP}(\sup_{t \in [0,T]} \tilde{E}) \). Thus, combining these two estimates with the bound on \( \partial^k_\alpha v^\alpha \) given by Proposition 8.7 we can get the following estimate by Proposition 1.4.
\[
\|\partial^k_\alpha v\|_2^2 \leq \bar{M}_0 + \delta \sup_{t \in [0,T]} \tilde{E} + C\sqrt{TP}(\sup_{t \in [0,T]} \tilde{E})
\]

\[ \square \]

**Proposition 8.10.** For \( t \in [0,T] \), \( \partial_t v \in H^3(\Omega) \), \( \rho_0 \partial^2_\alpha J^{2}(t) \in H^3(\Omega) \) and
\[
\sup_{t \in [0,T]} (\|\partial_t v\|_2^2 + \|\rho_0 \partial^2_\alpha J^{2} \|_2^2) \leq \bar{M}_0 + \delta \sup_{t \in [0,T]} \tilde{E} + C\sqrt{TP}(\sup_{t \in [0,T]} \tilde{E}). \tag{8.59}
\]

**Proof.** By taking two time-derivatives of (6.6) and applying the same argument that we used in the proof of Proposition 8.9, the proposition is proved. \[ \square \]
Proposition 8.11. For \( t \in [0, T] \), \( \eta \in H^4(\Omega) \), \( \rho_0J^{-2}(t) \in H^4(\Omega) \) and 
\[
\sup_{t \in [0, T]} (\|\eta\|_2^2 + \|\rho_0J^{-2}\|_2^2) \leq \tilde{M}_0 + \delta \sup_{t \in [0, T]} \tilde{E} + C\sqrt{T}P(\sup_{t \in [0, T]} \tilde{E}).
\] (8.60)

Proof. From (6.6), we can use the same argument that we used in the proof of Proposition 8.9 again to conclude the proof.

Now we only have the last two terms of \( \tilde{E} \) to estimate.

Proposition 8.12. 
\[
\sup_{t \in [0, T]} (\|\nabla \eta \|_2^3 + \|\rho_0\partial^4 \nabla \eta \|_2^3) \leq \tilde{M}_0 + \delta \sup_{t \in [0, T]} \tilde{E} + C\sqrt{T}P(\sup_{t \in [0, T]} \tilde{E}).
\]

Proof. Acting \( D^3 \) on the identity (8.17) for \( \nabla \eta \), we see that the highest-order term scales like 
\[
D^3 \nabla u_0 + \int_0^t D^4 \eta \left[ DvF^{-1}F^{-1} \right] dt' + D^4 \eta(t)Dv(t)F^{-1}(t)F^{-1}(t),
\]
Integration-by-parts with \( t \) shows that the highest-order contribution to the term \( D^3 \nabla \eta \) can be written as 
\[
D^3 \nabla u_0 + \int_0^t D^4 \eta \left[ DvF^{-1}F^{-1} \right] dt' + D^4 \eta(t)Dv(t)F^{-1}(t)F^{-1}(t),
\]
which, according to Proposition 8.11 has \( L^2(\Omega) \)-norm bounded by \( \tilde{M}_0 + \delta \sup_{t \in [0, T]} \tilde{E} + C\sqrt{T}P(\sup_{t \in [0, T]} \tilde{E}) \), after readjusting the constants; thus the inequality for the \( H^3(\Omega) \)-norm of \( \nabla \eta \) is proved.

The same type of analysis works for the weighted estimate. After integration by parts with \( t \), the highest-order term in the expression for \( \rho_0\partial^4 \nabla \eta \) scales like
\[
\rho_0\partial^4 \nabla u_0 + \int_0^t \rho_0\partial^4 \eta \left[ DvF^{-1}F^{-1} \right] dt' + \rho_0\partial^4 \eta(t)Dv(t)F^{-1}(t)F^{-1}(t).
\]
Hence, the inequality (8.33) shows that the weighted estimate holds as well.

9 Proof of Theorem 1.1

In this section, we prove the Theorem 1.1, the arguments are similar to [9], we include them for self-contained presentation and completeness.

9.1 Time internal of existence and bounds independent of \( \kappa \).

Combining the estimates from Proposition 8.2 to 8.12 and Corollary 8.6 we obtain the following inequality on \( (0, T_\kappa) \)
\[
\sup_{t \in [0, T]} \tilde{E}(t) \leq M_0 + \delta \sup_{t \in [0, T]} \tilde{E} + C\sqrt{T}P(\sup_{t \in [0, T]} \tilde{E}).
\]
By choosing $\delta$ sufficiently small, we have
\[
\sup_{t \in [0,T]} \tilde{E}(t) \le M_0 + C\sqrt{T}P\left( \sup_{t \in [0,T]} \tilde{E} \right).
\]

By using the continuation argument, this inequality provides us with a time of existence $T_1$ independent of $\kappa$ and an estimate on $(0,T_1)$ independent of $\kappa$ of the type:
\[
\sup_{t \in [0,T_1]} \tilde{E}(t) \le 2\tilde{M}_0, \tag{9.1}
\]
as long as conditions (8.3) and (8.5) hold. These conditions now can be verified by using the fundamental theorem of calculus and further shrinking the time interval, if necessary. In particular, our sequence of solutions $\{\eta^\kappa\}_{\kappa > 0}$ to our approximate $\kappa$-problem (6.5) satisfy the $\kappa$-independent bound (9.1) on the $\kappa$-independent time interval $(0,T_1)$.

### 9.2 The limit as $\kappa \to 0$ and Existence of solutions to equations (2.6)

By the $\kappa$-independent bound (9.1), standard compactness arguments provide the existence of a strongly convergent subsequences for $\kappa' > 0$
\[
\eta^{\kappa'} \to \eta \quad \text{in} \quad L^2((0,T_1);H^3(\Omega)),
\]
\[
v^{\kappa'}_t \to v_t \quad \text{in} \quad L^2((0,T_1);H^2(\Omega)).
\]

Consider the variational form of (6.5a): for all $\psi \in L^2(0,T_1;H^1(\Omega))$,
\[
\int_0^{T_1} \left[ \int_\Omega \rho_0(v^{\kappa'})^i \psi^i \, dx - \int_\Omega \rho_0^2(J^{\kappa'} - 2(F^{-1})^i_k)\psi^i_j \, dx 
- \kappa \int_\Omega \rho_0^2 \partial_i[(J^{\kappa'})^{-2}(F^{-1})^i_k]\psi^i_j \, dx - \int_\Omega \rho_0[(G^{\kappa'})^i + \kappa \partial_i(G^{\kappa'})^i]\psi^i \, dx \right] = 0.
\]

The strong convergence of the sequences $(\eta^{\kappa'}, v^{\kappa'}_t)$ shows that the limit $(\eta, v_t)$ satisfies
\[
\int_0^{T_1} \left[ \int_\Omega \rho_0 v^i \psi^i \, dx - \int_\Omega \rho_0^2 J^{-2}F^{-1}^i_k \psi^i_j \, dx - \int_\Omega \rho_0 G^i \psi^i \, dx \right] = 0.
\]

This means that $\eta$ is a solution to (2.6a) on the $\kappa$-independent time interval $(0,T_1)$. A standard arguments also shows that $v(0) = u_0$ and $\eta(0) = e$.

For the uniqueness of solutions, we can prove it by a similar fashion as we did in Section 8. The reader can see [9] for details. Moreover, in [12], the authors proved a novelty uniqueness result for $W^{1,\infty}$ class solutions to both Euler and Euler–Poisson equations under the Eulerian coordinates. They used the relative entropy method to avoid complicated high order energy estimate. However, by using this method, the uniqueness for the Euler–Poisson equations was obtained only for the case $1 < \gamma \le 2$. 
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9.3 Optimal Regularity for initial data

For the purposes of constructing solutions to our degenerate parabolic $\kappa$-problem (6.5), we smoothed our initial data such that both our initial velocity field $u_0^\kappa$ is smooth, and our initial density $\rho_0^\kappa$ is smooth, positive in the interior, and vanishing on the boundary with (1.5). Then our a priori estimates allow us to pass the limit $\lim_{\kappa \to 0} u_0^\kappa$ and $\lim_{\kappa \to 0} \rho_0^\kappa = \rho_0$. Recall that our smooth parameter is small compared to viscosity, then by our smoothing construction, $\rho_0 \in H^4(\Omega)$, satisfies $\rho_0 > 0$ in $\Omega$ and the physical vacuum condition (1.5) on the boundary $\Gamma$. Similarly, the initial velocity field need only satisfy $E(0) < \infty$.

10 The general case for $1 < \gamma < 3$

The general Euler–Poisson equations can be written in the Lagrangian coordinates similarly as (2.6):

\[\begin{align*}
\rho_0 v_t + F^{*k}_i \frac{\partial}{\partial x_i} (\rho_0^\gamma J^{-\gamma}) &= \rho_0 F^{*1k}_i \frac{\partial}{\partial x_i} (\Phi) \quad \text{in } \Omega \times (0, T], \\
- F^{*j}_i \frac{\partial}{\partial x_i} (F^{*1k}_i \frac{\partial}{\partial x_i} (\Phi)) &= \rho_0 \quad \text{in } \Omega \times (0, T], \\
(v, \eta) &= (u_0, \epsilon) \quad \text{in } \Omega \times \{t = 0\}, \\
\rho_0 &= 0 \quad \text{on } \Gamma, \quad (10.1a)
\end{align*}\]

If $\gamma \neq 2$, we set $\omega_0 = \rho_0^{\gamma-1}$, then physical vacuum condition shows that

\[\omega_0 \geq C \text{dist}(x, \partial \Omega) \quad (10.2)\]

when $x \in \Omega$ is close to the vacuum boundary $\Gamma$, and we also have

\[\frac{\partial \omega_0}{\partial N}(x) \geq C \quad \text{when } d(x, \partial \Omega) \leq \alpha, \quad (10.3)\]

\[\omega_0 \geq C_{\alpha} > 0 \quad \text{when } d(x, \partial \Omega) \geq \alpha. \quad (10.4)\]

Now it is reasonable to suppose that $\omega_0$ is smooth and define $\omega_0 J^{1-\gamma} \text{div}_n v$ as intermediate variable $X$. In this case, the approximate parabolic equations can be written as

\[\rho_0 v_t + F^{*k}_i \frac{\partial}{\partial x_i} (\rho_0 \omega_0 J^{-\gamma}) + \kappa \frac{\partial}{\partial x_i} [F^{*k}_i \frac{\partial}{\partial x_i} (\rho_0 \omega_0 J^{-\gamma})] = \rho_0 G^i + \kappa \rho_0 \frac{\partial}{\partial x_i} G^i \quad \text{in } \Omega \times (0, T], \quad (10.5a)\]

and the corresponding equation for $X$ is

\[\begin{align*}
\frac{J^i}{\omega_0} X_i &= - \gamma \kappa [F^{*j}_i F^{-1k}_i X, j] + \kappa \frac{\rho_0}{\omega_0} J^{\gamma-1} X \\
&= - \gamma \kappa [F^{*j}_i \frac{\partial}{\partial x_i} (\rho_0 \omega_0 J^{1-\gamma}), j] - \gamma J^{-1} (J_t)^2 \\
&\quad + \frac{\gamma}{\gamma - 1} [F^{*j}_i \frac{\partial}{\partial x_i} (\rho_0 \omega_0 J^{1-\gamma})], j + \rho_0 \\
&\quad - \kappa J \frac{\partial}{\partial x_i} (F^{-1k}_i G^i). \quad (10.5b)
\end{align*}\]

then we can construct approximated solutions to this degenerate parabolic regularization just in a similar way to that used in Section 7. Noticing that
\( \rho_0 = \frac{1}{\omega_0} \) will not be smooth now, as a result, the regularity of the potential force term \( G \) will also be different. Thus, we need to require a certain high space regularity for \( G \) to guarantee the construction of approximated solutions in Section 7 and a prior estimates in Section 8 still workable.

First, since in our fixed-point framework, we want to get the regularity that \( X \in H^4(\Omega) \), then from (6.11) and (6.7), we will need the regularity that \( J_{\partial t}(F^{T^{-1}J_\gamma})G^i_j \in H^2(\Omega) \). From (7.25), \( D^2G \) contains the following kind integral,

\[
\int_\Omega \frac{1}{|\eta(x,t) - \eta(z,t)|} J(D\eta)^a(\rho_0 J^{-1}) \, dz, \quad a = 1, 2, 3,
\]

then the highest order term of \( D^3G \) scales like

\[
\int_\Omega \frac{(\eta(x,t) - \eta(z,t)) \cdot D\eta(x,t)}{|\eta(x,t) - \eta(z,t)|^3} D^3(\omega_0^{\frac{1}{\gamma - 1}} J^{-1}) \, dz.
\]

With Young’s inequality, we have that, for \( \frac{1}{p} + \frac{1}{q} - 1 = \frac{1}{2} \),

\[
\left\| \int_\Omega \frac{(\eta(x,t) - \eta(z,t)) \cdot D\eta(x,t)}{|\eta(x,t) - \eta(z,t)|^3} D^3(\omega_0^{\frac{1}{\gamma - 1}} J^{-1}) \, dz \right\|_0 \leq C \| \frac{1}{|x|^2} \|_{L^p(\Omega)} \| D^3(\omega_0^{\frac{1}{\gamma - 1}} J^{-1}) \|_{L^q(\Omega)}.
\]

We also have that

\[
D^3(\omega_0^{\frac{1}{\gamma - 1}} J^{-1}) = \sum_{b=0}^3 c_b \omega_0^{\frac{1}{\gamma - 1} - b} D^{3-b} J^{-1}.
\]

Then we choose suitable \( p, q \) for every \( a \) such that

\[
\left\| \frac{(\eta(x,t) - \eta(z,t)) \cdot D\eta(x,t)}{|\eta(x,t) - \eta(z,t)|^3} D^3(\omega_0^{\frac{1}{\gamma - 1}} J^{-1}) \, dz \right\|_0
\]

can be bounded. Recall \( 10.2 \), \( \omega_\gamma^{\frac{1}{\gamma - 1}} \) is integrable in \( \Omega \) when \( \gamma > 1 \), we can take \( p = 1, q = 2 \) for \( b = 0, 1 \). On the other hand, if \( b = 3 \), we will require that \( \omega_\gamma^{\frac{1}{\gamma - 1} - 3} \) is integrable in \( \Omega \), which implies that

\[
q \left( \frac{1}{\gamma - 1} - 3 \right) > -3.
\]

However, we also need

\[
1 \leq p < \frac{3}{2}
\]

to guarantee that \( \frac{1}{|x|^p} \) is integrable in \( \Omega \). So we require that \( 1 < \gamma < 3 \), which will enable us to find suitable \( p, q \) satisfying the condition \( 10.5 \) and \( 10.6 \).

Following the same analysis we used above, we can have that \( \| D^3G \|_0 \) is bounded when \( 1 < \gamma < 3 \), which implies that we can construct our approximated solutions by a similar fixed-point methodology we used for \( \gamma = 2 \).
Furthermore, the a prior estimates in Section 8 are correct under the condition $1 < \gamma < 3$. For instance, since we have

$$\bar{\partial} \rho_0 = \frac{\bar{\omega}_0}{\omega_0},$$

then with the higher-order Hardy’s inequality, $\kappa$-independent energy estimates for time and tangential derivatives still hold true.

So for $1 < \gamma < 3$, we can get the local well-posedness by doing the similar proof as $\gamma = 2$ in Section 7–9. Details can be seen in [9].
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