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Abstract
Random Clifford circuits doped with non Clifford gates exhibit transitions to universal entanglement spectrum
statistics [1] and quantum chaotic behavior. In [2] we proved that the injection of $\Omega(n)$ non Clifford gates into a
$n$-qubit Clifford circuit drives the transition towards the universal value of the purity fluctuations. In this paper, we
show that doping a Clifford circuit with $\Omega(n)$ single qubit non Clifford measurements is both necessary and sufficient
to drive the transition to universal fluctuations of the purity.
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1. Introduction
Random unitary operators [3] are frequently used, in
many-body physics, to model quantum chaotic behavior
of highly complex Hamiltonians. For example, in
the context of black holes [4, 5], they have been used to
model the fast scrambling behavior [6] through the fast
decay of the out-of-time order correlators [7, 9]. Random
quantum circuits are also employed in many quantum
information protocols, a famous example is provided by the randomized benchmarking protocol [10–12], which attempts to estimate the error rate of quantum unitary operations. The simulation of random unitary operators on a classical computer requires
exponential resources, while, thanks to the Gottesman-Knill
theorem [13], unitary operators belonging to a subgroup of
the unitary group, the Clifford group, can be efficiently implemented on a classical computer. This result opens the question of whether the Clifford group is enough to simulate the average behavior of the unitary group and naturally leads to the concept of $t$-designs [14–16], i.e. ensembles of unitary operators able to reproduce up to the $t$ moment of the Haar distribution over the full Unitary group $U(d)$. For a formal definition of $t$-design (see Appendix A). It has been proven that the multiqubit Clifford group forms a 3-design [17, 18] and thus, while it can reproduce the universal average value of the purity in a subsystem, the Clifford group does not reproduce the universal purity fluctuations. This reflects the presence of a complexity gap [19]: while the output state of a Clifford circuit, exhibiting a nearly maximal entanglement entropy, can be efficiently disentangled [20], the output state of a universal circuit cannot. Classes of entanglement complexity can be defined as the adherence to different universal features of entanglement. A first class corresponds to that of the average entanglement in the Hilbert space, which is well known to be close to that of the maximally entangled state [21, 22]. A second class corresponds to the universal behavior of the entanglement spectrum statistics (ESS), which contains richer information than just the entanglement entropy. Universal purity fluctuations, reproduced at least by a 4-design, are probes to a third class of entanglement complexity, which is also a mark of quantum chaos: the simulation of quantum chaos requires at least a unitary 4-design [23, 24]. The hierarchy of these different classes is an open problem: for instance, it is not known if possessing universal ESS implies universal fluctuations of the entanglement entropy. Starting from recent works [1, 25], in [2] we proved that $\Omega(n)$ non Clifford gates randomly inserted in a Clifford circuit are both necessary and sufficient to obtain a 4-design with an exponentially small error and thus to drive the transition towards the third class of entanglement complexity.

In this paper, we ask the question of whether one can obtain a similar transition by measurements. This paper...
shows that doping a Clifford circuit with one shot projective measurements drives the transition in entanglement complexity: while measurements in the Clifford basis, i.e., any basis obtained from the computational basis by Clifford rotations, are not able to drive any transition, measurements on a non-Clifford basis are. To detect the transition in entanglement complexity we look at the scaling of the purity fluctuations in a given bipartition of the Hilbert space, because, as explained above, the value of purity fluctuations discriminates between a 3-design and a 4-design. We compute the average purity and its fluctuations in a Random Measurements Doped Clifford (RMDC) circuit and show that the ensemble purity fluctuations, being \( \Omega(d^{-1}) \) for Clifford, attain the full unitary group value \( \Omega(d^{-2}) \) after \( \Omega(n) \) single qubit measurements. These results, together with the Gottesman-Knill theorem, are telling us, once again, that quantum chaos cannot be efficiently simulated classically, even when we have access to measurements. We also remark that collecting the outcomes from repeated measurements cannot drive any transition in the resulting mixed state: we analyze the protocol with repeated measurements, showing that after \( \Omega(n) \) measurements, the output state behaves like the completely mixed state up to an arbitrarily small error scaling like \( \sim d^{-\alpha} \).

Let us consider system of \( n \) qubits with Hilbert space \( \mathcal{H} = \bigotimes_{i=1}^{n} C_{2i} \), of dimension \( d = \dim \mathcal{H} = 2^n \) and \( \psi \in B(\mathcal{H}) \) an initial reference pure state; throughout the paper \( B(\mathcal{H}) \) denotes the linear space of linear bounded operator on \( \mathcal{H} \). Let \( P_{t} \) be the group of all \( n \)-qubit Pauli strings with phases \( \pm 1 \) and \( \pm i \). Then, the Clifford group \( C(d) \) is the group of unitary operators which transforms Pauli strings in Pauli strings, i.e., for any \( C \in C(d) \) one has \( CPC^{\dagger} \in P_{t} \) for all \( P \in P_{t} \). Let us describe the architecture of a Random Measurements Doped Clifford (RMDC) circuit sketched in Fig. [1] layers of random Clifford circuits are interleaved with single qubit one shot measurements described by local projector \( P_{t} \) applied on the \( i \)-th qubit. We denote by \( k \) the number of layers in the circuit. As we will see, the positioning \( i \) of the measurements will not play any role. More precisely, let us first evolve \( \psi \) with a Clifford circuit \( C_{0} \in C(d) \):

\[
\psi \mapsto \psi_{0} \equiv C_{0} \psi \psi_{0}^{\dagger}
\]

then apply a single qubit one measurement on the \( i \)-th qubit: let \( B_{t} = \text{span} \{ |\phi_{1}\rangle_{i}, |\phi_{2}\rangle_{i} \} \) be a single qubit basis on the \( i \)-th qubit, where \( |\phi_{1}\rangle_{i} \) and \( |\phi_{2}\rangle_{i} \) are kets in \( C_{2i} \). Let \( P_{t}^{(\gamma)} \equiv |\phi_{\gamma}\rangle_{i} \langle \phi_{\gamma}| \otimes \mathbb{I}^{(i)} \), with \( \gamma = 1, 2 \), where \( \mathbb{I}^{(i)} \in B(\mathcal{H}^{(i)}) \) and \( \mathcal{H}^{(i)} \equiv \bigotimes_{j \neq i} C_{2j} \). The effect of a measurement on \( \psi_{0} \) followed by another Clifford evolution \( C_{1} \in C(d) \) is given by the following map:

\[
\psi_{0} \mapsto \psi_{1} \equiv \frac{C_{1} P_{t}^{(\gamma_{1})} \psi C_{0} P_{t}^{(\gamma_{1})} C_{1}^{\dagger}}{\text{tr}(P_{t}^{(\gamma_{1})} \psi C_{0}^{\dagger})}
\]

Being one shot measurements, the outcome \( \gamma_{1} \) comes random with probability \( \text{tr}(P_{t}^{(\gamma_{1})} \psi C_{0}^{\dagger}) \). Then applying \( k \) Clifford circuits \( C_{t} \) interleaved by \( k \) projective measurements in the basis \( B_{t} \) on the qubit \( i_{\alpha} \), for \( \alpha = 1, \ldots, k \):

\[
\psi_{k} \equiv \frac{C_{k} P_{t}^{(\gamma_{k})} \cdots C_{1} P_{t}^{(\gamma_{1})} \psi C_{0} \psi_{0} C_{1}^{\dagger} \cdots C_{k}^{\dagger}}{\text{tr}(P_{t}^{(\gamma_{k})} \cdots C_{1} P_{t}^{(\gamma_{1})} C_{0} \psi_{0} C_{1}^{\dagger} \cdots C_{k}^{\dagger})}
\]

For a given sequence of outcomes \( \gamma_{1}, \ldots, \gamma_{k} \), we refer to the state \( \psi_{k} \) as the output state after a sample of an RMDC circuit. As we pointed out in the introduction we are interested in computing the purity of the output state \( \psi_{k} \) in a given bipartition of the Hilbert space.

Consider a bipartition \( H = H_{A} \otimes H_{B} \) of the system of qubits, let \( \psi_{A} = \text{tr}_{B} \psi \) be the marginal state on \( H_{A} \), then the purity of \( \psi_{A} \) is defined as:

\[
\text{Pur} \psi_{A} := \text{tr}(\psi_{A}^{2})
\]

Let \( S_{A} \in B(H_{A}^{\otimes 2}) \) be the swap operator on two copies of \( H_{A} \), then define \( S_{A} \equiv S_{A} \otimes \mathbb{I}^{(B)} \), it is straightforward to verify

\[
\text{Pur} \psi_{A} = \text{tr}(S_{A} \psi_{A}^{\otimes 2})
\]

For our scopes, the actual bipartition chosen is unimportant\( \text{[2]} \) and thus, without loss of generality, we pick once and for all the bipartition corresponding to \( d_{A} = d_{B} = \sqrt{d} \). Nevertheless the proofs of the main results are written in the general case and the case of \( d_{A} = O(1) \) and \( d_{B} = O(d) \) is analyzed in Appendix B.4. We intend to compute the average purity over the ensemble of RMDC circuits by computing the average purity and its fluctuations over the
Clifford operators $C_\alpha \in \mathcal{C}(d)$, $\alpha = 1, \ldots, k$, cfr. Eq. (1). We adopt a lighter notation for this average: $\langle \text{Pur} \psi_{k,A} \rangle_{C_\alpha,\ldots,C_\alpha} \equiv \langle \text{Pur} \psi_{k,A} \rangle_{C}$. First, let us recall how the purity behaves for universal circuits and for Clifford circuits: if one takes $\psi_U = U\psi U^\dagger$ to be the output state of an universal circuit $U \in \mathcal{U}(d)$, the values of the average purity and the fluctuations of purity are given by [2]:

$$\langle \text{Pur} \psi_{U,A} \rangle_{U \in \mathcal{U}(d)} = \frac{2\sqrt{d}}{d+1} = \Omega(d^{-1/2})$$  \hspace{1cm} (6)

$$\Delta_{U \in \mathcal{U}(d)} \text{Pur} \psi_{U,A} = \frac{2(d-1)^2}{(d+1)^2(d+2)(d+3)} = \Omega(d^{-2})$$  \hspace{1cm} (7)

where we define:

$$\Delta_{U \in \mathcal{U}(d)} \text{Pur} \psi_{U,A} := \langle \text{Pur}^2 \psi_{U,A} \rangle_{U \in \mathcal{U}} - \langle \text{Pur} \psi_{U,A} \rangle_{U \in \mathcal{U}}^2$$

the ensemble purity fluctuations with respect to the ensemble of unitaries $x$. For $\psi_C = C\psi C^\dagger$ being the output state of a Clifford circuit, one gets [2]:

$$\langle \text{Pur} \psi_{C,A} \rangle_{C \in \mathcal{C}(d)} = \frac{2\sqrt{d}}{d+1} = \Omega(d^{-1/2})$$  \hspace{1cm} (9)

$$\Delta_{C \in \mathcal{C}(d)} \text{Pur} \psi_{C,A} = \frac{(d-1)^2}{(d+1)^2(d+2)} = \Omega(d^{-1})$$  \hspace{1cm} (10)

While the average purity remains the same, the scaling of the purity fluctuations differs between a universal circuit and a Clifford one. As argued in [2], a detection of the transition towards the universal behavior is given by the scaling in $d$ of the fluctuations of purity, from $\Omega(d^{-1})$ to $\Omega(d^{-2})$. To the aim of understanding how measurements can drive the transition towards the universal behavior of the purity fluctuations in RDMC circuits, let us introduce two families of basis: the Clifford basis and the $B_\theta$-basis:

**Definition 1.** Let $B_C := \text{span} \{ |0\rangle, |1\rangle \}$ be the single qubit computational basis, then a Clifford basis $B_C$ is:

$$B_C := CB_c$$  \hspace{1cm} (11)

where $C \in \mathcal{C}(2)$.

**Definition 2.** Let $\theta \in [0, \pi/2]$, then define the single qubit basis $B_\theta := \text{span} \{ |0\rangle + e^{i\theta} |1\rangle, |0\rangle - e^{i\theta} |1\rangle \}$.

While Clifford bases are all the bases obtained from the computational one with the application of the single qubit Clifford group, the single qubit basis $B_\theta$ is obtained from the computational basis $B_c$ with the action of the Hadamard gate $H$ and the $K_\theta$-gate, namely $B_\theta = K_\theta HB_c$. The $K_\theta$-gate, defined as $K_\theta = |0\rangle \langle 0| + e^{i\theta} |1\rangle \langle 1|$, is a Clifford operator iff $\theta = 0, \pi/2$.

In the next section, we prove two results: (i) $k = \Omega(n)$ single qubit one shot measurements in the $B_\theta$-basis, for $\theta \neq 0, \pi/2$, are both necessary and sufficient to drive the transition towards the universal behavior of the fluctuations of purity and (ii) there is no transition if the measurements are made in any Clifford basis.

### 2.1. Main results

Here we present the main results of this paper: in Theorem [1] we compute the average purity for RMDC circuits and prove that it remains the same up to a negligible error, in Theorem [2] we compute the purity fluctuations for RMDC circuits.

**Theorem 1.** Let the initial state $\psi = |0\rangle \langle 0|^{\otimes n}$ and $d_A = d_B = \sqrt{d}$, then the average purity for RMDC circuits in Fig. [2] and measurements made in the basis $B_\theta$ reads:

$$\langle \text{Pur} \psi_{k,A} \rangle_C = \frac{2\sqrt{d}}{d+1} + \Omega(kd^{-3/2})$$  \hspace{1cm} (12)

See [Appendix B.1] for the proof. The above result is sufficient to our scopes: although the average purity for RMDC circuits equals the universal value, see (6), up to an error which becomes significant for $k = \Omega(d)$, we just need the number measurements $k$ to scale as $\Omega(\log d)$, as the next theorem shows, to get the purity fluctuations scaling as $\Omega(d^{-2})$ and thus to observe the transition from the Clifford behavior to the universal one.

**Theorem 2.** Let the initial state $\psi = |0\rangle \langle 0|^{\otimes n}$ and $d_A = d_B = \sqrt{d}$, then the fluctuations of the purity for RMDC circuits and measurements made in the basis $B_\theta$ reads:

$$\Delta_C \text{Pur} \psi_{k,A} = \Omega \left( \left( \frac{7 + \cos(4\theta)}{8} \right)^{2k} d^{-1} + pd^{-2} \right)$$  \hspace{1cm} (13)

where $p = \Omega(1)$.

The proof is given in [Appendix B.2]

**Remark 1.** The result of Theorem [2] does not depend on which of the projector of the basis $B_\theta$ we select at each layer $k$. Indeed $Z(|0\rangle + e^{i\theta} |1\rangle) = |0\rangle - e^{i\theta} |1\rangle$ and trivially $Z \in \mathcal{C}(2)$. For the left/right invariance of the Haar measure, the average over the Clifford group is preserved. Thus we consider, without loss of generality, a given sequence of outcomes, namely $\gamma_\alpha = 1$ for any $\alpha$, and drop the superscript on $P_i$ in the rest of the paper.
Corollary 1. For any $\theta \neq 0, \pi/2$: if $k = \Omega(\log d)$, then:

$$\Delta_C \text{Pur} \psi_{k,A} = \Omega(d^{-1})$$  \hspace{1cm} (14)

**Proof.** From Eq. (13), we have:

$$\Omega \left( \frac{7 + \cos(4\theta)}{8} \right)^{2^k} = \Omega(d^{-1}) \iff k = \Omega(\log d)$$  \hspace{1cm} (15)

In the next corollary we show how measurements in Clifford basis cannot drive any transition to universal behavior of the fluctuations of purity:

**Corollary 2.** For any $k$, the fluctuations of purity for RMDC circuits with measurements made in a Clifford basis read:

$$\Delta_C \text{Pur} \psi_{k,A} = \Omega(d^{-1})$$  \hspace{1cm} (16)

**Proof.** Starting from Eq. (13) for $B_{\pi/2}$, we have $\Delta_C \text{Pur} \psi_{k,A} = \Omega(d^{-1})$; this result holds for any Clifford basis $B_C$ because of the left/right invariance of the Haar measure over the Clifford group [26, 27]. \hfill $\Box$

**Remark 2.** The minimum value of the scaling factor $7 + \cos(4\theta)$ in Eq. (13) is achieved for $\theta = \pi/4$, that is, for $B_0$ obtained from the computational basis applying the Hadamard gate and the $T$-gate. Note that in [2] we found a similar behavior for Clifford circuits interleaved by $T$ gates. (See Fig. 2)

### 3. Repeated measurements

In previous sections we showed how one shot measurements in a Clifford circuit could drive the transition to an universal behavior. At this point, a natural question arises: what if we collect the outcome of a measurement many times? In the following, we show how collecting the outcomes of repeated measurements affects the evolution through the circuit. Consider a $n$-qubits reference state $\psi$ and let $\psi$ undergo a Clifford evolution $C_0$:

$$\psi \mapsto \psi_0 \equiv C_0 \psi C_0^\dagger$$  \hspace{1cm} (17)

then applying the measurements in the basis $B_i = \text{span} \{ |\phi_1_i\rangle, |\phi_2_i\rangle \}$ on a random qubit $i_1$ followed by another Clifford evolution $C_1$:

$$\psi_0 \mapsto \psi_1 \equiv C_1 D_{B_i} (C_0 \psi C_0^\dagger) C_1^\dagger$$  \hspace{1cm} (18)

recall that the collection of many outcomes of a measurement returns a mixed state obtained by the action of the dephasing superoperator $D_{B_{i_1}}$ in the basis $B_{i_1}$, defined as:

$$D_{B_i}(\cdot) := (|\phi_1_i\rangle \langle \phi_1_i| \otimes I^o)(\cdot)(|\phi_1_i\rangle \langle \phi_1_i| \otimes I^o) + (|\phi_2_i\rangle \langle \phi_2_i| \otimes I^o)(\cdot)(|\phi_2_i\rangle \langle \phi_2_i| \otimes I^o)$$  \hspace{1cm} (19)

Iterating the process $k$ times, the output state $\psi_k$ reads:

$$\psi_k \equiv C_k D_{B_{i_k}} \cdots C_1 D_{B_{i_1}} (C_0 \psi C_0^\dagger) C_1^\dagger \cdots C_k^\dagger$$  \hspace{1cm} (20)

we thus have linear Completely Positive Trace Preserving (CPTP) maps $D_{B_{i_\alpha}}$ interleaved with global Clifford operators $C_{i_\alpha}$, for $\alpha = 1, \ldots, k$. To compare this protocol with RMDC circuits discussed in Sec. 2 we compute the average purity and its fluctuations for the output state $\psi_k$ by averaging over all the Clifford operators. Let us now define:

**Definition 3.** Let $\mathcal{M}$ be a linear CPTP map, \(O_2 \in \mathcal{B} (\mathcal{H}^\otimes 2)\) and \(O_4 \in \mathcal{B} (\mathcal{H}^\otimes 4)\), then the \((\mathcal{M}, C_k)\)-fold channels of order 2 and 4 are defined:

$$\Phi^{(2)}_{(\mathcal{M}, C_k)} (O_2) := \left\langle C_{k}^{\otimes 2} \mathcal{M} (\cdots C_{1}^{\otimes 2} \mathcal{M} (C_{0}^{\otimes 2} O_2 C_{0}^{\dagger \otimes 2}) \cdots) \right\rangle_{C_1, \ldots, C_k}$$  \hspace{1cm} (21)

$$\Phi^{(4)}_{(\mathcal{M}, C_k)} (O_4) := \left\langle C_{k}^{\otimes 4} \mathcal{M} (\cdots C_{1}^{\otimes 4} \mathcal{M} (C_{0}^{\otimes 4} O_4 C_{0}^{\dagger \otimes 4}) \cdots) \right\rangle_{C_1, \ldots, C_k}$$  \hspace{1cm} (22)

where $C_1, \ldots, C_k \in \mathcal{C}(d)$ are Clifford operators and the average is taken according to the Haar measure over groups.

![Figure 2: Density plot of the logarithm of the purity fluctuations](image-url)
Thanks to the left/right invariance of the Haar measure over the Clifford group, the average purity and its fluctuations do not depend on which qubit we measure at each step; thus without loss of generality we can make measurements always on the same qubit \( i_1 \), \( D_{B_k} = D_{B_1} \) for any \( \alpha \). Therefore, we can express the average purity and its fluctuations in terms of \((D_B, C_k)\)-fold channels:

\[
\langle \text{Pur}\_k, A \rangle_C \equiv \text{tr}(S_A \Phi^{(2)}_{(D_B, C_k)}(\psi^{\otimes 2})) \tag{23}
\]

\[
\Delta_{D_B, C_k}(O_2) \equiv \text{tr}(T^{(4)}_{12}(\Xi) \Phi^{(4)}_{(D_B, C_k)}(\psi^{\otimes 4})) - \text{tr}(S_A \Phi^{(2)}_{(D_B, C_k)}(\psi^{\otimes 2}))^2 \tag{24}
\]

where we adopted the lighter notation \( D_B \equiv D_{B_1} \). Before specializing our calculations for the dephasing superoperator \( D_B \), we can give a general theorem regarding the fold orders 2 and 4:

**Theorem 3.** Let \( M \) a linear CPTP quantum map. Let \( O_2 \in B(\mathcal{H}^{\otimes 2}) \) and \( O_4 \in B(\mathcal{H}^{\otimes 4}) \) two linear operators on \( \mathcal{H}^{\otimes 2} \) and \( \mathcal{H}^{\otimes 4} \) respectively. Then the \((M, C_k)\)-fold channels \( \Phi^{(2)}_{M, C_k}(O_2) \) and \( \Phi^{(4)}_{M, C_k}(O_4) \), of order 2 and 4, read:

\[
\Phi^{(2)}_{M, C_k}(O_2) = \sum_{\rho \in S_2} a^{(k)}_{\rho}(O_2) T_\rho \tag{25}
\]

where \( a^{(k)}_{\rho}(O_2) \equiv \sum_{\sigma \in S_2} (\Xi^{k})_{\rho\sigma} a^{(0)}_{\sigma}(O_2) \), \( \Xi^{k} \equiv \sum_{\kappa \in S_2} W_{\rho\kappa} \text{tr}(M(T_\kappa)T_\rho) \), and \( \Xi^{k} \) is the \( k \)-th matrix power of \( \Xi \), while \( a^{(2)}(O) = \sum_{\kappa \in S_2} W_{\rho\kappa} \text{tr}(O T_\kappa) \), with \( W_{\rho\kappa} \) the Weingarten functions defined in \((\ref{eq:weingarten})\) and \( \Phi^{(4)}_{M, C_k}(O_4) = \sum_{\rho \in S_4} (c^{(k)}_{\rho}(O_4) Q + b^{(k)}_{\rho}(O_4)) T_\rho \tag{26} \)

where the coefficients \( c^{(k)}_{\rho}(O_4) \) and \( b^{(k)}_{\rho}(O_4) \) obey to the following recurrence relations:

\[
c^{(k)}_{\rho}(O_4) \equiv \sum_{\sigma \in S_4} (M_{\rho\sigma} c^{(k-1)}_{\sigma}(O_4) + N_{\rho\sigma} b^{(k-1)}_{\sigma}(O_4)) \tag{27}
\]

\[
b^{(k)}_{\rho}(O_4) \equiv \sum_{\sigma \in S_4} (O_{\rho\sigma} c^{(k-1)}_{\sigma}(O_4) + P_{\rho\sigma} b^{(k-1)}_{\sigma}(O_4)) \tag{28}
\]

with the following initial conditions:

\[
c^{(0)}_{\rho}(O_4) = \sum_{\sigma \in S_4} W^{+}_{\rho\sigma} \text{tr}(O_4 QT_\sigma) - W^{-}_{\rho\sigma} \text{tr}(O_4 Q^{-1} T_\sigma) \tag{29}
\]

\[
b^{(0)}_{\rho}(O_4) = \sum_{\sigma \in S_4} W^{-}_{\rho\sigma} \text{tr}(O_4 Q^{-1} T_\sigma) \tag{30}
\]

where \( W^{\pm}_{\rho\sigma} \) are the generalized Weingarten functions defined in \((\ref{eq:weingarten})\) and:

\[
M_{k, \rho} \equiv \sum_{\sigma \in S_4} (W^{+}_{\rho\sigma} \text{tr}(M^{\otimes 4}(QT_\rho)QT_\sigma) - W^{-}_{\rho\sigma} \text{tr}(M^{\otimes 4}(QT_\rho)Q^{-1}T_\sigma)) \tag{31}
\]

\[
N_{k, \rho} \equiv \sum_{\sigma \in S_4} (W^{+}_{\rho\sigma} \text{tr}(M^{\otimes 4}(T_\rho)QT_\sigma)) - W^{-}_{\rho\sigma} \text{tr}(M^{\otimes 4}(T_\rho)Q^{-1}T_\sigma) \tag{31}
\]

\[
O_{k, \rho} \equiv \sum_{\sigma \in S_4} W^{+}_{\rho\sigma} \text{tr}(M^{\otimes 4}(T_\rho)Q^{-1}T_\sigma) \tag{31}
\]

The proof is given in Appendix C.1. In the following section we use this general theorem to answer the question posed at the beginning and conclude that collecting the outcomes of repeated measurements in a Clifford circuit behave very differently with respect to one shot ones: (i) collecting the outcomes of repeated measurements does not drive the transition towards the universal behavior of purity fluctuations and (ii) it does not discriminate between Clifford and non Clifford basis, as one shot measurements do.

### 3.1. Subsystem purity

Equipped with Theorem 3, we can compute the average purity and its fluctuations for the mixed state obtained by the collection of many outcomes and thus use the general result of Theorem 3 for \( M = D_B \) defined in Eq. \((\ref{eq:dephasing})\). In Proposition 1, we compute the \((D_B, C_k)\)-fold channels for \( \psi^{\otimes 2} \) and \( \psi^{\otimes 4} \) while in the subsequent corollaries we compute the average purity and its fluctuations according to Eqs. \((\ref{eq:average_purity})\) and \((\ref{eq:fluctuations})\).

Let us consider single qubit measurements in the basis \( B_2 \equiv \text{span} \{ |0\rangle \pm e^{i\theta} |1\rangle \} \), defined in Definition 2 with the following lighter notation: \( D_{B_2} \equiv D_2 \).

**Proposition 1.** The \((D_B, C_k)\)-fold channels of \( \psi^{\otimes 2} \) and \( \psi^{\otimes 4} \) read:

\[
\Phi^{(2)}_{D_B, C_k}(\psi^{\otimes 2}) = \sum_{\rho \in S_4} a^{(k)}_{\rho}(\psi^{\otimes 2}) T_\rho \tag{32}
\]

where the coefficients for any \( \theta \) are given by:

\[
a^{(k)}_{\rho}(\psi^{\otimes 2}) = \frac{1}{d^2} - \frac{h^k}{d^2(d + 1)} \tag{33}
\]

\[
a^{(k)}_{\rho}(\psi^{\otimes 2}) = \frac{h^k}{d^2(d + 1)} \tag{33}
\]

\[
\Phi^{(4)}_{D_B, C_k}(\psi^{\otimes 4}) = \sum_{\rho \in S_4} (c^{(k)}_{\rho}(\psi^{\otimes 4}) Q + b^{(k)}_{\rho}(\psi^{\otimes 4})) T_\rho \tag{34}
\]
where the coefficients $c_k^{(h)}$, $b_k^{(h)}$ for $\theta = \pi/2$ are explicitly calculated in Appendix C.2.

Moreover for $k \to \infty$ we obtain:

\[
\lim_{k \to \infty} \Phi^{(2)}_{D,\psi} (\psi^{\otimes 4}) = \frac{\|\psi^{\otimes 4}\|^2}{d^2} \quad (35)
\]

\[
\lim_{k \to \infty} \Phi^{(4)}_{D,\psi} (\psi^{\otimes 4}) = \frac{\|\psi^{\otimes 4}\|^4}{d^4} \quad (36)
\]

The proof can be found in Appendix C.2.

**Corollary 3.** The average purity for any $\theta$ and $d_A = d_B = \sqrt{d}$ reads:

\[
\langle \text{Pur}_A \rangle = \frac{f^k(d - 1) + (d + 1)}{\sqrt{d}(d + 1)} \quad (37)
\]

where $f = \frac{(d^2 - 8)}{8(d^2 - 1)}$ and for $k \to \infty$ we have

\[
\langle \text{Pur}_A \rangle_{D,\psi} \to d^{-1/2}.
\]

**Proof.** From Eq. (34), the proof is a straightforward application of Proposition 1.

**Corollary 4.** The fluctuations of purity for $\theta = \pi/2$ and $d_A = d_B = \sqrt{d}$ reads:

\[
\Delta_{D,\psi} \text{Pur}_A = \frac{(d - 1)(d - 4)}{d(d + 1)} \left( \frac{g}{d(d + 1)^2} \right)^{f^k} = \frac{2(d - 1)}{d(d + 1)} f^k
\]

where:

\[
f = \frac{(d^2 - 8)}{8(d^2 - 1)}, \quad g = \frac{(d^2 - 4)}{4(d^2 - 1)}, \quad h = \frac{(d^2 - 2)}{2(d^2 - 1)}
\]

while for $k \to \infty$ we have $\Delta_{D,\psi} \text{Pur}_A \to 0$.

**Proof.** From Eq. (34), the proof is a straightforward application of Proposition 1.

In the next Proposition, we prove that after $\Omega(n)$ steps the purity reaches its minimum value $d^{-1/2}$, and its fluctuations can be set arbitrary small, meaning that the state $\psi$ is getting more and more mixed towards the completely mixed state.

**Proposition 2.** For $k = \alpha n$ with $\alpha > 0$, the average purity for any $\theta$ equals $d^{-1/2}$ up to an error $\Omega(d^{-\alpha \log_2 f})$, while the purity fluctuations for $\theta = \pi/2$ can be set to be $\Omega(d^{-\alpha \log_2 h})$.

**Proof.** Set $k = \alpha n$, then from Eq. (37), since $0 < f < 1$, we have:

\[
\langle \text{Pur}_A \rangle_{(D,\psi,\Omega(n))} = \frac{1}{\sqrt{d}} + \Omega(d^{-\alpha \log_2 f}), \quad (40)
\]

and from Eq. (38), and for any $k \geq 0$ we have the following bound:

\[
\Delta_{D,\psi} \text{Pur}_A < h^k \quad (41)
\]

where $h$ is defined in Eq. (C.36). Since $0 < h < 1$, we have that if $k > \alpha n$, where $\alpha > 0$

\[
\Delta_{D,\psi} \text{Pur}_A < d^{-\alpha \log_2 h} \quad (42)
\]

this concludes the proof.

In Proposition 1 we computed the fold channel of order 4 just for $\theta = \pi/2$ and in Proposition 2, we showed that the purity fluctuations can be set arbitrary small with $k = \Omega(n)$ iterations; these two striking results do not depend on the fact that $B_{\pi/2}$ is a Clifford basis (cfr. Definition 2). In the next Lemma we show that, for $\theta = \pi/4$, both the asymptotic value of the $D_{\pi/4, C_k}$-fold channel $\Phi^{(4)}_{D_{\pi/4, C_k}} (\psi^{\otimes 4})$ and the convergence rate coincide with the ones for $\theta = \pi/2$. We thus conclude that, contrary to the case of one shot measurements, here $\pi/2$ is not a special, fine-tuned case: repeated measurements do not discriminate between Clifford and non Clifford basis, giving in both cases the completely mixed state $\psi \propto I$.

**Lemma 1.** For $\theta = \pi/4$, the following results hold:

\[
\lim_{k \to \infty} \Phi^{(4)}_{D_{\pi/4, C_k}} (\psi^{\otimes 4}) = \frac{\|\psi^{\otimes 4}\|^4}{d^4} \quad (43)
\]

and for $k = \alpha n$ with $\alpha > 0$ the fluctuations of the purity can be set to be $\Omega(d^{-\alpha \log_2 h})$.

The proof can be found in Appendix C.3.

**Conclusions and Outlook**

In this paper, we showed that $\Omega(n)$ one shot measurements in a non Clifford basis in a $n$-qubit random Clifford circuit drive the transition to the third class of entanglement complexity, defined by the adherence to the universal value of the ensemble purity fluctuations. We also analyze the case of multiple measurements, showing that it is not suitable to drive the complexity transition: after $\Omega(n)$ measurements the output mixed state $\psi$ looks like the completely mixed state.

In perspective, there are several open questions. One could generalize these results by considering multiple qubit measurements: on the one hand is clear that measuring all the qubit at once cannot drive any transition because this would result in completely factorizing the
state; on the other hand, increasing the density of measurements, it would be interesting to investigate if there is a threshold from which there are no complexity transitions. A related question is that of whether $\Omega(n)$ measurements are enough to reproduce the full ESS. More generally, we find it important to address the question of the classification of entanglement complexity classes. Finally, given a finite number of non-Clifford resources, one could ask what is the most efficient placement of non-Clifford gates and measurements to achieve the desired universal features.
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**Appendix A. Mathematical preliminaries**

**Appendix A.1. Haar measure over groups**

Here we give a review on the Haar average over the full unitary group and the Clifford group.

**Appendix A.1.1. Unitary group average**

Given $\mathcal{O} \in \mathcal{B}(\mathcal{H}^\otimes t)$ a bounded operator on $t$-copies of $\mathcal{H}$ the Haar average reads
\[
\langle \mathcal{O} \rangle_\mathcal{U} := \int_{\mathcal{U}(d)} dU \mathcal{O} \mathcal{U}^\dagger = \sum_{\rho, \sigma \in S_t} W_{\rho \sigma} \text{tr}(\mathcal{O} \sigma) T_\rho \tag{A.1}
\]
where $T_\rho$ is the permutation operator standing for the permutation $\rho \in S_t$, the symmetric group of order $t$, and $W_{\rho \sigma}$ the Weingarten functions defined as
\[
W_{\rho \sigma} := \sum_{\lambda \vdash t} \frac{d^2_{\lambda}}{(t!)^2} \chi^\lambda(\rho \sigma) D^\perp_{\lambda} \tag{A.2}
\]
where $\lambda$ labels the irreducible representations of $S_t$, with dimensions $d_{\lambda}$, $D^\perp_{\lambda} = \text{tr}(\rho^\dagger \Pi_{\lambda}^\perp)$, with $\Pi_{\lambda}^\perp$ the projectors on the irreducible representations of $S_t$, and $\chi^\lambda(\rho \sigma)$, are the characters of the irreducible representations $\lambda$ of $S_t$. More details about the Haar average in [26][27].

**Appendix A.1.2. Clifford group average**

Given $\mathcal{O} \in \mathcal{B}(\mathcal{H}^\otimes 4)$, the integration formula for the Clifford group reads
\[
\langle \mathcal{O} \rangle_\mathcal{C} := \int_{\mathcal{C}(d)} d\mathcal{C} \mathcal{C}^\otimes 4 \mathcal{O} \mathcal{C}^\otimes 4 = \sum_{\rho, \sigma \in S_4} W^\perp_{\rho \sigma} \text{tr}(\mathcal{O} \sigma) Q \sigma T_\sigma \tag{A.3}
\]
where $Q = \frac{1}{t} \sum_{\rho \in P(d)} P^\otimes 4$ and $Q \sigma = \mathbb{1}^\otimes 4 - Q$, $T_\sigma$ are permutation operators standing for the permutation $\sigma \in S_4$, while $W^\perp_{\rho \sigma}$ are the generalized Weingarten functions, defined as
\[
W^\perp_{\rho \sigma} := \sum_{\lambda \vdash 4} \frac{d^2_{\lambda}}{4!^2} \chi^\lambda(\rho \sigma) D^\perp_{\lambda} \tag{A.4}
\]
as for the Haar average on the unitary group $\lambda$ labels the irreducible representations of the symmetric group $S_4$, and $\chi^\lambda(\rho \sigma)$, are the characters of $S_4$. $D^\perp_{\lambda}$ is the dimension of the irreducible representation $\lambda$, while $D^\perp_{\lambda} = \text{tr}(\rho \Pi_{\lambda}^\perp)$ and $D_{\lambda} = \text{tr}(\rho \Pi_{\lambda}^\perp)$. More details in [2][29].

**Appendix A.2. Unitary $t$-design**

In this section, we provide the formal definition of unitary $t$-design, more details can be in [16][18]. Let us consider a system of $n$-qubit Hilbert space $\mathcal{H} = \bigotimes_{j=1}^n \mathbb{C}^2_j$. Given an ensemble of unitaries with a fixed probability distribution $\mathcal{E} = \{p_i, U_i\}$, $\mathcal{E}$ is a unitary $t$-design if
\[
\sum_i p_i U_i^\otimes t \mathcal{E} = \int_{\mathcal{U}(d)} dU U^\otimes t \mathcal{E} \tag{A.5}
\]
for all the quantum states $\rho \in \mathcal{H}^\otimes t$. If this condition is satisfied the ensemble $\mathcal{E}$ is able to reproduce the statistics of at least $t$ moments of the uniform distribution over the unitary group.

**Appendix A.3. Average of a ratio**

Let $x, y$ two stochastic dependent variables. Here we want give an approximation of two quantities:
\[
r(x, y) := \langle x \rangle_y, \quad r_2(x, y) := \left( \frac{x}{y} - \langle \frac{x}{y} \rangle \right)^2 \tag{A.6}
\]
and bound the error. First \( r(x, y) \). Let us Taylor-expand \( \frac{1}{y} \) around \( \langle y \rangle \):

\[
\frac{1}{y} = \frac{1}{\langle y \rangle} + \Omega \left( -\frac{1}{\langle y \rangle^2} \langle y - \langle y \rangle \rangle \right) \tag{A.7}
\]

then:

\[
r(x, y) = \frac{x}{\langle y \rangle} + \Omega \left( \frac{x}{\langle y \rangle^2} \langle y - \langle y \rangle \rangle \right) \tag{A.8}
\]

\[
= \frac{\langle x \rangle}{\langle y \rangle} + \Omega \left( \frac{\langle x \rangle}{\langle y \rangle^2} \right) \langle y - \langle y \rangle \rangle \tag{A.9}
\]

For \( r_2(x, y) \)

\[
r_2(x, y) = \left( \frac{x}{\langle y \rangle} - \frac{\langle x \rangle}{\langle y \rangle} \right)^2 + \epsilon^2 \tag{A.9}
\]

From Eq. (A.9) we have

\[
\left( \frac{x}{\langle y \rangle} - \frac{\langle x \rangle}{\langle y \rangle} \right) = \epsilon \tag{A.10}
\]

Thus:

\[
r_2(x, y) = \left( \frac{x}{\langle y \rangle} - \frac{\langle x \rangle}{\langle y \rangle} \right)^2 + 3\epsilon^2 \tag{A.11}
\]

Just like above, let us expand \( \frac{x}{y} \) around the mean \( \frac{\langle x \rangle}{\langle y \rangle} \)

\[
x = \frac{\langle x \rangle}{\langle y \rangle} + \Omega \left( \frac{1}{\langle y \rangle} \langle x - \langle x \rangle \rangle - \frac{\langle x \rangle}{\langle y \rangle^2} \langle y - \langle y \rangle \rangle \right) \tag{A.12}
\]

then

\[
\left( \frac{x}{\langle y \rangle} - \frac{\langle x \rangle}{\langle y \rangle} \right)^2 = \Omega \left( \frac{1}{\langle y \rangle} \langle x - \langle x \rangle \rangle - \frac{\langle x \rangle}{\langle y \rangle^2} \langle y - \langle y \rangle \rangle \right)^2 \tag{A.13}
\]

After some algebra we find that:

\[
r_2(x, y) = \Omega \left( \frac{\langle x - \langle x \rangle \rangle^2}{\langle y \rangle^2} + \frac{\langle y - \langle y \rangle \rangle^2}{\langle y \rangle^4} \right) \tag{A.14}
\]

\[
= 2 \frac{\langle x - \langle x \rangle \rangle \langle y - \langle y \rangle \rangle}{\langle y \rangle^4} + 3\epsilon^2 \tag{A.14}
\]

**Appendix B. Main theorems**

**Appendix B.1. Proof of Theorem 1**

In order to prove Theorem 1 we need to compute the average purity over RMDC circuits. Taking the average over the Clifford operators \( C_\alpha \), \( \alpha = 1, \ldots, k \) and from Eq. (5) we have:

\[
\langle \text{Pur} \rangle = \text{tr} \left( S_A \langle \psi_k \rangle^2 \right)_C \tag{B.1}
\]

First, we define the non-normalized output state:

\[
\hat{\psi}_k := C_k P_k \cdots C_1 P_1 \psi_0 \text{C}_{d} P_1 \cdots P_k \text{C}^d \tag{B.2}
\]

The average purity then

\[
\langle \text{Pur} \hat{\psi}_k, A \rangle_C = \left( \frac{\text{Pur} \hat{\psi}_k, A}{N_k} \right)_C \tag{B.3}
\]

where \( N_k = \text{tr} \left( \hat{\psi}_k^2 \right) \). We make the following approximation:

\[
\langle \text{Pur} \hat{\psi}_k, A \rangle_C = \left( \frac{\text{Pur} \hat{\psi}_k, A}{N_k} \right)_C + \epsilon \tag{B.4}
\]

and compute the error \( \epsilon \):

\[
\epsilon = \Omega \left( \left( \frac{\text{Pur} \hat{\psi}_k, A N_k}{N_k} \right)_C - \left( \frac{\text{Pur} \hat{\psi}_k, A}{N_k} \right)_C \right) \tag{B.5}
\]

see Appendix A.3 for the derivation of the error \( \epsilon \). We have defined \( \Delta C \equiv \left( N_k^2 \right)_C - \left( N_k \right)_C^2 \). First, from Eqs. (B.12), (B.14) and (B.29) we obtain:

\[
\left( \frac{\text{Pur} \hat{\psi}_k, A}{N_k} \right)_C = \frac{2\sqrt{d+1}}{d+1} \tag{B.6}
\]

Then from Eqs. (B.12), (B.14), (B.23), (B.27) we compute the error for the basis \( B_d \), using Eq. (B.29):

\[
\epsilon = 2 \text{csc}(2\theta) \left( \frac{29k + 24 - 4 \left( \cos(4\theta) + 7 \right) k^2}{15 + \cos(4\theta)} \right) - 4 \cos(4\theta) \left( \frac{7k - 2 \left( 1 - \left( \cos(4\theta) + 7 \right) k^2 \right)}{15 + \cos(4\theta)} \right) - \frac{k \cos(8\theta)}{ \left( 15 + \cos(4\theta) \right)} \frac{1}{d^2} \tag{B.7}
\]

Taking the asymptotic behavior for large \( k \), we get \( \epsilon = \Omega(kd^{-3/2}) \). This concludes the proof. □
Appendix B.2. Proof of Theorem 2

From the definition of purity fluctuations
\[ \Delta_C \text{Pur } \psi_{k,A} \equiv \langle \text{Pur}^2 \psi_{k,A} \rangle_C - \langle \text{Pur} \psi_{k,A} \rangle_C^2 \]
and from Eq. (A.14) in Appendix A.3, we have:

\[ \Delta_C \text{Pur } \psi_{k,A} = \Omega \left( \frac{\Delta_C \text{Pur } \hat{\psi}_{k,A}}{\langle \hat{\psi}_{k,A} \rangle_C} + \frac{\Delta_C N_k \langle \text{Pur } \hat{\psi}_{k,A} \rangle_C}{\langle \hat{\psi}_{k,A} \rangle_C} \right) - 2 \frac{\langle \text{Pur } \hat{\psi}_{k,A} N_k \rangle_C}{\langle \hat{\psi}_{k,A} \rangle_C^2} + 2 \frac{\langle \text{Pur } \hat{\psi}_{k,A} \rangle_C}{\langle \hat{\psi}_{k,A} \rangle_C} \frac{\langle \text{Pur } \hat{\psi}_{k,A} \rangle_C}{\langle \hat{\psi}_{k,A} \rangle_C} \]  

(8.8)

It is sufficient to plug Eqs. (B.12), (B.14), (B.23), (B.25), (B.27) and (B.29) to obtain the desired result.

Appendix B.3. Calculations for the non-normalized output state \( \psi_k \) of RMDC circuits

In this section, we develop the calculations regarding the non-normalized output state labeled as \( \psi \) - obtained after \( k \) one shot measurements of the initial state \( \psi \). For the aim of our calculations we need to estimate the averages of \( \hat{\psi}_{k}^\otimes 2 \) and \( \hat{\psi}_{k}^\otimes 4 \) and their applications to the subsystem purity, given a bipartition \( \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B \), with \( d_A = d_B = \sqrt{d} \). Let us set a notation we use throughout these proofs: let \( s = 2, 4 \), we denote as \( A^{(i)} \in B(\mathcal{C}_i^\otimes s) \), an operator \( A \) whose support is on \( s \) copies of the \( i \)-th Hilbert space \( \mathcal{C}_i^2 \), while \( B^{(i)} \in B(\mathcal{H}_i^\otimes s) \) an operator \( B \) whose support is on \( s \) copies of \( \mathcal{H}_i^\otimes 2 \).

Appendix B.3.1. Calculations for \( \langle \hat{\psi}_{k}^\otimes 2 \rangle_C \)

Let \( B := \text{span} \{ |\phi_1 \rangle, |\phi_2 \rangle \} \) be a single qubit basis, then let \( \hat{P}^{(i)} \) be either \( |\phi_1 \rangle \langle \phi_1 | \) or \( |\phi_2 \rangle \langle \phi_2 | \) and \( P_i = \hat{P}^{(i)} \otimes \mathbb{1}^{(i)} \). The first Clifford average gives us

\[ \langle C_{00}^{\otimes 2} \hat{\psi}_{k}^\otimes 2 C_{00}^{\otimes 2} \rangle_{C_0} = \langle \hat{\psi}_{k}^\otimes 2 \rangle_C = \frac{\Pi_2}{\text{tr} \Pi_2} \]

where \( \Pi_2 = \frac{1}{d} (|\phi_2 \rangle \langle \phi_2 | + S) \), with \( S \) the swap operator between two copies of \( \mathcal{H} \). Applying the first projector \( P_i \) on the \( i \)-th qubit, we obtain

\[ \langle \hat{\psi}_{k}^\otimes 2 \rangle_C = \frac{1}{\text{tr} \Pi_2} \hat{P}^{(i)}_{\phi_2} \otimes \mathbb{1}^{(i)} + \hat{P}^{(i)}_{\phi_1} \otimes \mathbb{1}^{(i)} P_i \]

(9.1)

where we used the fact that \( \rho = \hat{P}_{\phi_1}^{(i)} \otimes \rho^{(i)} \) for any \( \rho \in S_2 \) and \( \Pi_2^{(i)} = \frac{1}{2} (|\phi_2 \rangle \langle \phi_2 | + S^{(i)} \). Taking another Clifford average:

\[ \langle \hat{\psi}_{k}^\otimes 2 \rangle_C = \left( \frac{\text{tr} \Pi_2^{(i)}}{\text{tr} \Pi_2} \right)^k \frac{\Pi_2}{\text{tr} \Pi_2} \]

(11.1)

Defining \( N_k = \text{tr} \langle \hat{\psi}_{k}^\otimes 2 \rangle_C \), the average of \( N_k \), can be easily derived from the previous results and we obtain

\[ \langle N_k \rangle_C = \left( \frac{\text{tr} \Pi_2^{(i)}}{\text{tr} \Pi_2} \right)^k \]

(12.1)

It is possible to calculate the subsystem purity for the non-normalized output state, that reads:

\[ \text{Pur } \psi_{k,A} = \text{tr} (S_A \langle \hat{\psi}_{k}^\otimes 2 \rangle_C) \]

\[ = \frac{\text{tr} \Pi_2^{(i)} \Pi_2^{(i)}}{\text{tr} \Pi_2^{(i)} \Pi_2^{(i)}} \frac{\text{tr} (S_A \Pi_2^{(i)})}{\text{tr} \Pi_2^{(i)}} \]

(13.1)

which can be easily derived noting that \( S = S_A S_B \), recalling that \( S_A \equiv \hat{S}_A \otimes \Pi_2^{(i)} \) and similarly for \( S_B \).

Appendix B.3.2. Calculations for \( \langle \hat{\psi}_{k}^\otimes 4 \rangle_C \)

Let \( B_B \) be the single qubit basis defined in Definition 2 then let \( \hat{P}^{(i)} \) be one of the projectors on \( B_B \) and \( P_i = \hat{P}^{(i)} \otimes \mathbb{1}^{(i)} \). We study first the average of \( \hat{\psi}_{k}^\otimes 4 \), for the first step we have [2]:

\[ \langle C_{00}^{\otimes 4} \hat{\psi}_{k}^\otimes 4 C_{00}^{\otimes 4} \rangle_{C_0} = \langle \hat{\psi}_{k}^\otimes 4 \rangle_C = c_0 \Pi_4 Q + b_0 \Pi_4 \]

(14.1)

where \( Q \) is defined in Appendix A.1.2 and \( \Pi_4 \equiv (4!)^{-1} \sum_{\sigma \in S_4} T_{\sigma} \). Given \( \psi = |0 \rangle \langle 0 |^{\otimes 4} \) then

\[ c_0 = \frac{1}{d^2} \frac{1}{d \phi_1} - \frac{1}{d - \phi_1} \]

(15.1)

\[ b_0 = \frac{1}{d^2} \frac{1}{d \phi_1} - \frac{1}{d - \phi_1} \]

(16.1)
where $D_+ \equiv \text{tr}(Q\Pi_4)$ and $D_- \equiv \text{tr}(\Pi_4) - \text{tr}(Q\Pi_4)$.

Applying the first projector $P_{i_1}$ on the $i_1$-th qubit to

$$\langle \tilde{\psi}_0^{\otimes 4} | \rangle_c$$

we obtain

$$P_{i_1}^{\otimes 4} \langle \tilde{\psi}_0^{\otimes 4} | P_{i_1}^{\otimes 4} = P_{i_1}^{\otimes 4} (c_0 \Pi_4 Q + b_0 \Pi_4) P_{i_1}^{\otimes 4}$$

$$= c_0 \text{tr} \left( \tilde{P}^{(i_1)\otimes 4} Q^{(i_1)} \right) \tilde{P}^{(i_1)\otimes 4} \otimes Q^{(i_1)} \Pi_4^{(i_1)}$$

$$+ b_0 \tilde{P}^{(i_1)\otimes 4} \otimes \Pi_4^{(i_1)}$$

where we used that $Q = Q^{(i_1)} \otimes Q^{(i_1)}$ as proved in [2] and $T^\rho = T_{\rho}^{(i_1)} \otimes T_{\rho}^{(i_1)}$ and $T^{\rho} = \tilde{T}^{(i_1)} = \tilde{\rho}^{(i_1)}$ and we defined $\Pi_{i_1}^{(i_1)} = (4!)^{-1} \sum_{\sigma \in S_4} T_{\sigma}^{(i_1)}$. Applying another Clifford operator $C_1$ we obtain:

$$\langle \tilde{\psi}_1^{\otimes 4} | \rangle_c = \sum_{\rho, \sigma \in S_4} W_{\rho, \sigma}^{(i_1)\otimes 4} \text{tr} \left( \tilde{P}^{(i_1)\otimes 4} Q^{(i_1)} \right) (B.18)$$

$$\times \text{tr} \left( \tilde{P}^{(i_1)\otimes 4} \otimes Q^{(i_1)} \Pi_4^{(i_1)} T_{\sigma}^{(i_1)} \right) Q T_{\rho}^{(i_1)}$$

$$+ \sum_{\rho, \sigma \in S_4} W_{\rho, \sigma}^{(i_1)\otimes 4} \text{tr} \left( \tilde{P}^{(i_1)\otimes 4} Q^{(i_1)} \right)$$

$$\times \text{tr} \left( \tilde{P}^{(i_1)\otimes 4} \otimes Q^{(i_1)} \Pi_4^{(i_1)} T_{\sigma}^{(i_1)} \right) Q T_{\rho}^{(i_1)}$$

$$+ \sum_{\rho, \sigma \in S_4} W_{\rho, \sigma}^{(i_1)\otimes 4} \text{tr} \left( \tilde{P}^{(i_1)\otimes 4} \otimes \Pi_4^{(i_1)} T_{\sigma}^{(i_1)} \right) Q T_{\rho}^{(i_1)}$$

$$+ \sum_{\rho, \sigma \in S_4} W_{\rho, \sigma}^{(i_1)\otimes 4} \text{tr} \left( \tilde{P}^{(i_1)\otimes 4} \Pi_4^{(i_1)} T_{\sigma}^{(i_1)} \right) Q T_{\rho}^{(i_1)}$$

where the coefficients $I, J, K$ and $L$ are defined as

$$I \equiv D_+^{(i_1)} \text{tr} \left( \tilde{P}^{(i_1)\otimes 4} Q^{(i_1)} \right) \left( \frac{1}{D_+} \text{tr}(\tilde{P}^{(i_1)\otimes 4} Q^{(i_1)}) \right)$$

$$- \frac{1}{D_-} \left( 1 - \text{tr}(\tilde{P}^{(i_1)\otimes 4} Q^{(i_1)}) \right)$$

$$J \equiv \frac{1}{D_+} \text{tr} \left( \tilde{P}^{(i_1)\otimes 4} Q^{(i_1)} \right) D_+^{(i_1)}$$

$$- \frac{1}{D_-} \left( D_+^{(i_1)} - \text{tr}(\tilde{P}^{(i_1)\otimes 4} Q^{(i_1)}) \right) D_+^{(i_1)}$$

$$K \equiv \frac{D_+^{(i_1)}}{D_-} \text{tr} \left( \tilde{P}^{(i_1)\otimes 4} Q^{(i_1)} \right) \left( 1 - \text{tr}(\tilde{P}^{(i_1)\otimes 4} Q^{(i_1)}) \right)$$

$$L \equiv \frac{1}{D_-} \left( D_+^{(i_1)} - \text{tr}(\tilde{P}^{(i_1)\otimes 4} Q^{(i_1)}) \right) D_+^{(i_1)}$$

Reterating this procedure one obtain at the end

$$\langle \tilde{\psi}_k^{\otimes 4} | \rangle_c = (Q \Pi_4 \Pi_4) \left( \begin{array}{cc} I & J \\ K & L \end{array} \right) \left( \begin{array}{c} c_0 \\ b_0 \end{array} \right)$$

(B.22)

Obtained the average of the fourth moment of the non-normalized output state we can calculate the fluctuations of $N_k$, the fluctuations of the subsystem purity, and the covariance between the purity and $N_k$. The fluctuations of $N_k$ are defined as

$$\Delta c N_k \equiv \langle \text{tr}(\tilde{\psi}_k^{\otimes 4}) \rangle_c - (N_k)_c^2$$

(B.23)

$$\Delta \text{Pur } \tilde{\psi}_{k, A} \equiv \langle \text{Pur}^2 \tilde{\psi}_{k, A} \rangle_c - \langle \text{Pur} \tilde{\psi}_{k, A} \rangle_c^2$$

(B.24)

The above equation can be rearranged as

$$\langle \tilde{\psi}_k^{\otimes 4} | \rangle_c = (Q \Pi_4 \Pi_4) \left( \begin{array}{cc} I & J \\ K & L \end{array} \right) \left( \begin{array}{c} c_0 \\ b_0 \end{array} \right)$$

(B.20)
Remark 1. The four coefficients read:

\[
D_{\text{Pur}} = \text{tr} \left( T^{(A)}_{i=2i}(12)(34)\Pi_i \right) \quad (B.25)
\]

\[
= (24)^{-1} \left( d_A^2 d_B^2 d_{IA}^2 d_{IB}^2 + 4d_B^4 d_A + 4d_A^2 d_B \right.
\]

\[
+ 10d_A^2 d_B^2 + 2d_A d_{IB} + d_A^4 d_B^2 \right).
\]

The covariance between the purity and \( N_k \) is given by

\[
\text{Cov}(\text{Pur} \hat{\psi}_{k,A}, N_k) = \left< \text{Pur} \hat{\psi}_{k,A} N_k \right>_C - \left< \text{Pur} \hat{\psi}_{k,A} \right>_C \left< N_k \right>_C \quad (B.26)
\]

\[
= \left< \text{tr}(S_A \hat{\psi}^{\otimes 2}_k) \text{tr}(\hat{\psi}^{\otimes 2}_k) \right>_C
\]

\[
- \left< \text{tr}(S_A \hat{\psi}^{\otimes 2}_k) \text{tr}(\hat{\psi}^{\otimes 2}_k) \right>_C
\]

\[
= \left< D_{+}(12) D_{4}(12) \right> \left( I \atop K \right) \left( J \atop L \right) \left( k \atop b_0 \right)
\]

\[
- \frac{d_A + d_B}{d_A d_B + 1} \left( \frac{\text{tr} \Pi_{(1)}^{\otimes 2}}{\text{tr} \Pi_{(2)}^{\otimes 2}} \right) \left( 2k \right)
\]

where:

\[
D_{+}(12) = \frac{1}{4!} \sum_{\rho \in S_4} \text{tr}(T^{(A)}_{i=2i}(12)Q^{(A)}_{\rho}T^{(A)}_{\rho}) \text{tr}(Q^{(B)}_{\rho}T^{(B)}_{\rho})
\]

\[
D_{4}(12) = \frac{1}{4!} \sum_{\rho \in S_4} \text{tr}(T^{(A)}_{i=2i}(12)Q^{(A)}_{\rho}T^{(B)}_{\rho})
\]

Thus we proved that to compute the average output state to the fourth tensor power \( \langle \hat{\psi}^{\otimes 4}_k \rangle_C \) we need to evaluate four coefficients \( I, J, K, L \) in Eq. (B.22) and take the \( k \)-th matrix power, cfr. (B.22). Similarly to the case of \( \langle \hat{\psi}^{\otimes 2}_k \rangle \), the result is independent of the positioning of the measured qubit \( i_k \) at each iteration. We thus compute these coefficients for \( \hat{P}_i \) being one of the projectors of the basis \( B_{\rho} \), introduced in Definition[2] The four coefficients read:

\[
I = \frac{(7 + \cos(4\theta))(7d^2 + 21d - 64 + d(d + 3)\cos(4\theta))}{1024(d^2 - 1)}
\]

\[
J = \frac{3d(d - 1) + d(d + 3)\cos(4\theta)}{64(d^2 - 1)}
\]

\[
K = \frac{125 + 4\cos(4\theta) - \cos(8\theta)}{512(d^2 - 1)}
\]

\[
L = \frac{(d + 7)(d - 1) - \cos(4\theta)}{16(d^2 - 1)}
\]

From here, one can easily compute \( \langle \hat{\psi}^{\otimes 4}_k \rangle \), and consequently evaluate Eqs. (B.23), (B.25) and (B.27).

### Appendix B.4. The case \( d_A = O(1) \)

In this section, we compute the average purity and purity fluctuations when \( d_A = O(1) \) and \( d_B = O(d) \).

For sake of completeness, we insert the values of the average purity and purity fluctuations for the Clifford group and the full unitary group:

\[
\langle \text{Pur}(\psi_{U}) \rangle_{U \in U(d)} = \langle \text{Pur}(\psi_{C}) \rangle_{C \in C(d)} = \frac{d_A + d_B}{d_A d_B + 1}
\]

\[
\Delta_{U(d)} \text{Pur}(\psi_{U}) = \frac{2(d^2 - d_A^2)(d_A^2 - 1)}{d_A^2(d+1)^2(d+2)(d+3)} = \Theta(d^{-2})
\]

\[
\Delta_{C(d)} \text{Pur}(\psi_{C}) = \frac{(d_A - 1)^2(d^2 - d_A^2)}{(d+1)^2(d+2)d_A^2} = \Theta(d^{-1})
\]

The purity for the measurement doped circuits is equal to:

\[
\langle \text{Pur}(\psi_{k,A}) \rangle = \frac{d_A + d_B}{d_A d_B + 1} + \Theta(k(d_A d_B)^{-1})
\]

while its purity fluctuations scales like:

\[
\Delta_{C} \text{Pur} \psi_{k,A} = \Omega \left( \frac{d^2 - 1}{d_A^2} \left( \frac{7 + \cos(4\theta)}{8} \right)^{2k} d^{-1} + \frac{d_A^2 - 1}{d_A^2} \right)
\]

where \( p \) is a constant independent from \( k \). Looking at the above scalings, it is clear that we do not have loss of generality considering just the case \( d_A = d_B = \sqrt{d} \).

### Appendix C. Other proofs

#### Appendix C.1. Proof of Theorem

#### Appendix C.1.1. \((M, C_0)\)-fold channel of order 2

Let \( O_2 \in B(\mathcal{H}^{\otimes 2}) \) be a linear operator on \( \mathcal{H}^{\otimes 2} \). Act on it with a global Clifford circuit \( C_0^{\otimes 2} \) and take the average over \( C_0 \)

\[
\langle O_2 \rangle_{C_0} = \sum_{\rho \in S_2} \rho \langle O_2 \rangle_{T_{\rho}} \quad (C.1)
\]

where \( \rho \langle O_2 \rangle_{T_{\rho}} \) is a state on \( \mathcal{H}^{\otimes 2} \). Apply the map \( M \) on \( \langle O_2 \rangle_{C_0} \)

\[
\langle M^{\otimes 2} \langle O_2 \rangle_{C_0} \rangle_{C_1} = \sum_{\rho, \sigma \in S_2} \rho \langle O_2 \rangle_{T_{\rho}} M^{\otimes 2}(T_{\sigma}) \quad (C.2)
\]

then apply another Clifford operator \( C_1^{\otimes 2} \) and take the average

\[
\langle M^{\otimes 2} \langle O_2 \rangle_{C_0} \rangle_{C_1} = \sum_{\rho, \sigma \in S_2} \rho \langle O_2 \rangle_{T_{\rho}} M^{\otimes 2}(T_{\sigma}) \quad (C.3)
\]

where \( \Xi_{\rho, \sigma} = \sum_{k} W_{\rho, \sigma} \text{tr}(M^{\otimes 2}(T_{\rho})T_{\sigma}) \). At the \( k \)-th iteration one gets the desired result

\[
\Phi^{(k)}_{C_1, k}(O_2) = \sum_{\rho, \sigma \in S_2} \langle \Xi_{\rho, \sigma} \rangle_{\sigma} \rho \langle O_2 \rangle_{T_{\rho}} \quad (C.4)
\]
Appendix C.1.2. $(M, C_k)$-fold channel of order 4

Let $O_4 \in B(H^\otimes 4)$. Act with a Clifford circuit $C^{\otimes 4}_0$ and take the average on $C_0$:

$$
\Phi^{(4)}_{(M,C_0)} \equiv \left\langle C^{\otimes 4}_0 O_4 C^{\otimes 4}_0 \right\rangle_{C_0} \quad (C.5)
$$

$$
= \sum_{\rho,\sigma \in S_4} \left( c^{(0)}_\rho(O_4) Q + b^{(0)}_\rho(O_4) T_\rho \right)_\rho
$$

the proof of Eq. (C.6) can be found in $[24]$ and $c^{(0)}_\rho(O_4)$ and $b^{(0)}_\rho(O_4)$ are shown in Eq. (30). Let $M$ be a CPTP quantum map, the action of $M^{\otimes 4}$ on $O_4$ reads

$$
M^{\otimes 4} \left\langle (O_4)_{C_4} \right\rangle = \sum_{\rho,\sigma \in S_4} c^{(0)}_\rho(O_4) M^{\otimes 4}(QT_\rho)
$$

$$
= \sum_{\rho,\sigma \in S_4} c^{(0)}_\rho(O_4) M^{\otimes 4}(Q^T_{\rho}) + \sum_{\rho,\sigma \in S_4} b^{(0)}_\rho(O_4) M^{\otimes 4}(T_\rho) \quad (C.6)
$$

Act with another Clifford operator $C^{\otimes 4}_1$ and take the average:

$$
\Phi^{(4)}_{(M,C_1)} \equiv \left\langle M^{\otimes 4} \left\langle (O_4)_{C_4} \right\rangle \right\rangle_{C_1} \quad (C.7)
$$

$$
= \sum_{\rho,\sigma \in S_4} \left( c^{(1)}_\rho(O_4) Q + b^{(1)}_\rho(O_4) T_\rho \right)_\rho
$$

$$
c^{(1)}_\rho(O_4) = \sum_{\rho,\sigma \in S_4} W^+_{\sigma\rho} c^{(0)}_\rho(O_4) \text{tr}(M^{\otimes 4}(QT_\rho)QT_\sigma)
$$

$$
= \sum_{\rho,\sigma \in S_4} W^+_{\sigma\rho} c^{(0)}_\rho(O_4) \text{tr}(M^{\otimes 4}(T_\rho)T_\sigma)
$$

$$
- \sum_{\rho,\sigma \in S_4} W^-_{\sigma\rho} c^{(0)}_\rho(O_4) \text{tr}(M^{\otimes 4}(QT_\rho)Q^T_\sigma)
$$

$$
- \sum_{\rho,\sigma \in S_4} W^-_{\sigma\rho} c^{(0)}_\rho(O_4) \text{tr}(M^{\otimes 4}(T_\rho)Q^T_\sigma) \quad (C.8)
$$

$$
b^{(1)}_\rho(O_4) = \sum_{\rho,\sigma \in S_4} W^-_{\sigma\rho} c^{(0)}_\rho(O_4) \text{tr}(M^{\otimes 4}(QT_\rho)Q^T_\sigma)
$$

$$
= \sum_{\rho,\sigma \in S_4} W^-_{\sigma\rho} c^{(0)}_\rho(O_4) \text{tr}(M^{\otimes 4}(T_\rho)Q^T_\sigma)
$$

$$
+ \sum_{\rho,\sigma \in S_4} W^-_{\sigma\rho} c^{(0)}_\rho(O_4) \text{tr}(M^{\otimes 4}(T_\rho)Q_\rho) \quad (C.9)
$$

Then Eq. (C.8) and Eq. (C.9) read:

$$
c^{(1)}_\rho(O_4) = \sum_{\rho \in S_4} M_{\rho\rho} c^{(0)}_\rho(O_4) + N_{\rho\rho} b^{(0)}_\rho(O_4) \quad (C.11)
$$

$$
b^{(1)}_\rho(O_4) = \sum_{\rho \in S_4} O_{\rho\rho} c^{(0)}_\rho(O_4) + P_{\rho\rho} b^{(0)}_\rho(O_4) \quad (C.12)
$$

The latter are recurrence relations which can be easily generalize to $k$ iterations:

$$
c^{(k)}_\rho(O_4) = \sum_{\rho \in S_4} M_{\rho\rho} c^{(k-1)}_\rho(O_4) + N_{\rho\rho} b^{(k-1)}_\rho(O_4) \quad (C.13)
$$

$$
b^{(k)}_\rho(O_4) = \sum_{\rho \in S_4} O_{\rho\rho} c^{(k-1)}_\rho(O_4) + P_{\rho\rho} b^{(k-1)}_\rho(O_4) \quad (C.14)
$$

with:

$$
\Phi^{(4)}_{(M,C_k)} = \sum_{\rho,\sigma \in S_4} c^{(k)}_\rho(O_4) QT_\rho + b^{(k)}_\rho(O_4) T_\rho \quad (C.15)
$$

To solve the recurrence relation, define the column vectors $c^{(k)}$ and $b^{(k)}$ with components $c^{(k)}_\rho$ and $b^{(k)}_\rho$, $\rho = 1, \ldots, 24$ respectively, and write the above relations in matrix form:

$$
c^{(k)} = MC^{(k-1)} + NB^{(k-1)} \quad (C.16)
$$

$$
b^{(k)} = OC^{(k-1)} + PB^{(k-1)} \quad (C.17)
$$

Then define $C^{(k)} = (c^{(k)}_\rho)$:

$$
C^{(k)} = \begin{pmatrix} c^{(k)} \\ b^{(k)} \end{pmatrix} = \begin{pmatrix} M & N \\ O & P \end{pmatrix} \begin{pmatrix} c^{(0)} \\ b^{(0)} \end{pmatrix} \quad (C.18)
$$

This concludes the proof. □

Appendix C.2. Proof of Proposition

Appendix C.2.1. $(D_0, C_k)$-fold channel of $\psi^{\otimes 2}$

From Theorem 3 we need to compute the matrix $\Xi$, whose components read $\Xi_{\rho\sigma} = \sigma_{\rho\sigma} \text{tr}(D^{\otimes 2}(T_\rho)T_\sigma)$, for $M = D_0 \equiv D^{(i)} \otimes I^{(i)}$. First the following factorization holds:

$$
\text{tr}(D^{\otimes 2}(T_\rho)T_\sigma) = \text{tr}(D^{\otimes 2}(T^{(i)}_\rho)T^{(i)}_\sigma) \text{tr}(T^{(i)}_\rho T^{(i)}_\sigma) \quad (C.19)
$$

then we find:

$$
\Xi = \begin{pmatrix} 1 & \frac{d}{d(d+1)} \\ 0 & \frac{d^2}{2d(d+1)} \end{pmatrix} \quad (C.20)
$$

the coefficients $a^{(0)}_{\rho}(\psi^{\otimes 2}) = \frac{1}{d(d+1)}$. Taking the $k$-th matrix power, the $k$-th coefficients read:

$$
a^{(k)}_{\rho}(\psi^{\otimes 2}) = \frac{1}{d^2(d+1)} \quad (C.21)
$$

$$
a^{(k)}_{(12)}(\psi^{\otimes 2}) = \frac{h^k}{d^2(d+1)} \quad (C.21)
$$
the asymptotic value for \( k \to \infty \)

\[
a^{(\infty)}_{e}(\psi^{\otimes 2}) = \frac{1}{d^2}
\]

\[
a^{(\infty)}_{(12)}(\psi^{\otimes 2}) = 0
\]

Thus the asymptotic state reads:

\[
\lim_{k \to \infty} \Phi^{(2)}_{D_{\theta},C_{k}}(\psi^{\otimes 2}) = \frac{I^{\otimes 2}}{d^2}
\]

(C.23)

Appendix C.2.2. \((D_{\theta}, C_{k})\)-fold channel of \(\psi^{\otimes 4}\)

From Theorem\[3\] we need to compute the four 24\times 24 matrices in Eq. (32) with \(M \equiv D_{\theta}\). Looking at Eq. (32) we need to evaluate \(\text{tr}(M^{\otimes 4}(QT_{\rho})QT_{\sigma})\) and similar terms. As proved in [2], the following factorization holds:

\[
\text{tr}(M^{\otimes 4}(QT_{\rho})QT_{\sigma}) = \text{tr}(D_{\theta}^{\otimes 4}(Q^{(i)}T_{\rho}^{(i)})Q^{(j)}T_{\sigma}^{(j)})_{\rho^{(i)}\sigma^{(j)}}
\]

(C.24)

where \(Q^{(i)} = \frac{1}{2}(I^{\otimes 4} + X^{\otimes 4} + Y^{\otimes 4} + Z^{\otimes 4})\), \(I, X, Y, Z\) are the single qubit Pauli matrices and \(\text{tr}(T_{\rho}^{(i)}Q^{(i)}T_{\sigma}^{(j)})\) = \(\text{tr}(T_{\rho}^{(i)}Q^{(j)}T_{\sigma}^{(j)})\). After some straightforward, but long algebra one could compute the 4 matrices \(M, N, O, P\) for \(M \equiv D_{\theta}\). Then, for \(\psi = |0\rangle \otimes |0\rangle\) we have[2]:

\[
c^{(0)}_{\rho}(\psi^{\otimes 4}) = \frac{1}{d} \left( \frac{1}{d_{+}} + \frac{1}{d_{-}} \right) - \frac{1}{d_{-}}
\]

(C.25)

\[
b^{(0)}_{\rho}(\psi^{\otimes 4}) = \left( 1 - \frac{1}{d} \right) \frac{1}{d_{-}}
\]

(C.26)

From here we can formally calculate the coefficients \(c^{(k)}_{\rho}(\psi^{\otimes 4})\) and \(b^{(k)}_{\rho}(\psi^{\otimes 4})\) through Eq. (C.18). For the case \(\theta = \pi/2\), we can explicitly calculate these coeffi-

\[
c^{(k)}_{e} = \frac{(d^4 + 4d^2 + 192) f^k + (6d^4 + 29d^2 + 126d + 168) h^k}{(4d^4)(d + 1)(d + 2)(d + 4)} - \frac{3(d^2 + 28) g^k}{4d^3(d + 1)(d + 2)} - \frac{3}{4d^4}
\]

(C.27)

\[
c^{(k)}_{(ab)} = \frac{(d^2 + 12) g^k}{4d^3(d + 1)(d + 2)} - \frac{(d^2 + 16) f^k}{2d^3(d + 1)(d + 2)(d + 4)} - \frac{h^k}{2d^3(d + 1)}
\]

(C.28)

\[
c^{(k)}_{(abc)} = \frac{(d^2 - 12) g^k}{4d^3(d + 1)(d + 2)} - \frac{(3d^2 - 16) f^k}{2d^3(d + 1)(d + 2)(d + 4)} + \frac{h^k}{2d^3(d + 1)}
\]

(C.29)

\[
c^{(k)}_{(abcd)} = \frac{1}{d^2} + \frac{(5d^2 - 16) f^k}{d^3(d + 1)(d + 2)(d + 4)} + \frac{(d^2 - 7) g^k - 7(d - 2) h^k}{4d^4(d + 1)}
\]

(C.30)

\[
b^{(k)}_{(e)} = \frac{1}{d^4} - \frac{7h^k}{d^2(d + 1)} + \frac{28g^k}{d^4(d + 1)(d + 2)} - \frac{64f^k}{d^4(d + 1)(d + 2)(d + 4)}
\]

(C.31)

\[
b^{(k)}_{(ab)} = \frac{16f^k}{d^3(d + 1)(d + 2)(d + 4)} - \frac{6g^k}{d^3(d + 1)}
\]

(C.32)

\[
b^{(k)}_{(abc)} = \frac{g^k}{d^2(d + 1)(d + 2)} - \frac{4f^k}{d^2(d + 1)(d + 2)(d + 4)}
\]

(C.33)

\[
b^{(k)}_{(abcd)} = \frac{f^k}{d(d + 1)(d + 2)(d + 4)}
\]

(C.34)

where \((ab), (abc), \ldots\) label the conjugacy classes of \(S_4\) and we defined the followings:

\[
f \equiv \frac{d^2 - 8}{8(d^2 - 1)}, \quad g \equiv \frac{d^2 - 4}{4(d^2 - 1)}, \quad h \equiv \frac{d^2 - 2}{2(d^2 - 1)}
\]

(C.35)

Taking the limit for \(k \to \infty\) of the coefficients, one finds that the only non-zero ones are:

\[
\frac{1}{3} c^{(\infty)}_{e} = c^{(\infty)}_{(12)(24)} = c^{(\infty)}_{(13)(24)} = c^{(\infty)}_{(14)(23)} = \frac{1}{4d^4}
\]

(C.37)

\[
b^{(\infty)}_{e} = \frac{1}{d^4}
\]

(C.38)
Thus the asymptotic state reads:
\[
\lim_{k \to \infty} \Phi^{(4)}_{D_2[\varphi]} C_k(\psi^4) = \frac{Q}{4d^4} (-3\mathbb{I}^4 + T_{(12)(34)} + T_{(13)(24)} + T_{(14)(23)}) + \frac{\mathbb{I}^4}{d^4}
\]
(\text{C.26})

Where we have used the fact that \( Q = T_{(12)(34)} = T_{(13)(24)} = T_{(14)(23)} Q = T_{(13)(24)} Q \).

Appendix C.3. Proof of Lemma 7

For \( \theta = \pi/4 \) we cannot explicitly calculate the coefficients in \( (28) \), we rather can find their asymptotic value for \( k \to \infty \). Define:
\[
S_\theta := \begin{pmatrix} M & N \\ O & P \end{pmatrix}
\]
(C.40)
for \( \theta = \pi/2, \pi/4 \) we find, by inspection, that \( S_\theta \) is diagonalizable having just one eigenvalue equal to 1, while the others less than 1. Then, let \( P_\theta \) be the \( 48 \times 48 \) projector onto the eigenspace with eigenvalue 1 of \( S_\theta \), we find that \( P_{\pi/2} = P_{\pi/4} = P \), that reads:
\[
P = \frac{1}{d^4} \begin{pmatrix} p^{(a)} & p^{(b)} \\ p^{(c)} & p^{(d)} \end{pmatrix}
\]
(C.41)
where \( p^{(a)}, p^{(b)}, p^{(c)}, p^{(d)} \) are four \( 24 \times 24 \) blocks:
\[
p^{(a)} = \begin{cases} -3\text{tr}(QT_\varphi), & \rho = e \\ \text{tr}(QT_\varphi), & \rho = (ij)(kl) \end{cases}, \quad p^{(b)} = \begin{cases} -3\text{tr}(T_\varphi), & \rho = e \\ \text{tr}(T_\varphi), & \rho = (ij)(kl) \end{cases}
\]
(C.42)
(C.43)
\[
p^{(c)} = \begin{cases} \text{tr}(QT_\varphi), & \rho = e \\ 0, & \forall \rho \neq e \end{cases}, \quad p^{(d)} = \begin{cases} \text{tr}(T_\varphi), & \rho = e \\ 0, & \forall \rho \neq e \end{cases}
\]
(C.44)
(C.45)
Taking the limit for \( k \to \infty \)
\[
\lim_{k \to \infty} S_{\pi/2}^k = \lim_{k \to \infty} S_{\pi/4}^k = P
\]
(C.46)
In order to find the asymptotic value for the coefficient we just need to project the initial coefficients given in Eq. (C.26):
\[
\begin{pmatrix} \rho^{(0)}_\varphi \\ \psi^{(0)}_\varphi \end{pmatrix} = P \begin{pmatrix} \rho^{(0)} \\ \psi^{(0)} \end{pmatrix}
\]
(C.47)
From here we conclude that:
\[
\lim_{k \to \infty} \Phi^{(4)}_{D_2[\varphi]} C_k(\psi^4) = \lim_{k \to \infty} \Phi^{(4)}_{D_2[\varphi]} C_k(\psi^4) = \frac{\mathbb{I}^4}{d^4}
\]
(C.48)
the convergence rate of \( S_{\pi/4}^k \) towards \( P \) is given by the subdominant eigenvalue \( h_{\pi/4} \) of \( S_{\pi/4}^k \): by inspection we find that the subdominant eigenvalue \( h_{\pi/4} = h_{\pi/4} \equiv (d^2 - 2)/2(d^2 - 1) \), this implies that the convergence rate is the same for \( \theta = \pi/2, \pi/4 \), which concludes the proof.
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