Snow Equi-Temperature Metamorphism Described by a Phase-Field Model Applicable on Micro-Tomographic Images: Prediction of Microstructural and Transport Properties
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Abstract  Representing snow equi-temperature metamorphism (ETM) is key to model the evolution and properties of the snow cover. Recently, a phase-field model describing mean curvature flow evolution on 3D microstructures was proposed (Bretin et al., 2019, https://doi.org/10.1051/m2an/2018075). In the present work, this model is used to simulate snow ETM at the pore scale, considering the only process of moving interfaces by sublimation-deposition driven by curvatures. We take 3D micro-tomographic images of snow as input in the model and obtain a time series of simulated microstructures as output. Relating the numerical time, as defined in the model, to the real physical time involves the condensation coefficient $\alpha$, a poorly constrained parameter in literature. A calibration was performed by fitting simulations to experimental data through the evolution of specific surface area (SSA) of snow under ETM at $-2^\circ$C. A value of the condensation coefficient was obtained: $(9.8 \pm 0.7) \times 10^{-4}$ and was used in all the following simulations. We then show that the calibrated model enables to well reproduce an independent time series of ETM at $-2^\circ$C in terms of SSA, covariance length, and mean curvature distribution. Finally, the calibrated model was used to investigate the effect of ETM on microstructure and effective transport properties (thermal conductivity, vapor diffusion, and permeability) for four different samples. As an interesting preliminary result, simulations show an enhancement of the structural anisotropy of snow in the case of initially anisotropic microstructures, such as depth hoar. Results highlight the potential of such microscale models for the development of snow property predictions for large-scale snowpack models.

Plain Language Summary  Snow on the ground is a skeleton of ice in air evolving continuously under different environmental constraints. When the temperature gradient within the snowpack is weak, the snow grains tend to gradually become smoother and rounder. This so-called equi-temperature metamorphism (ETM) is one of the main mechanisms of snow evolution and its correct representation is crucial for snow modeling. Here, we use a mean curvature flow model, describing the smoothing of 3D microstructures, to simulate snow ETM. 3D micro-tomographic images of snow samples are used as input; the output is a time series of 3D images showing ETM evolution. Describing ETM classically relies on the condensation coefficient $\alpha$, a poorly constrained parameter, which drives the intensity of the evolution. We estimate this parameter for ETM at $-2^\circ$C by fitting simulations to experimental data. Based on comparisons with an independent data set, we show that the model enables to well reproduce ETM at $-2^\circ$C when no significant densification occurs. Finally, we use the model to investigate the effect of ETM on microstructure and effective transport properties of snow for four different samples. Overall, this work presents promising tools for snow metamorphism study and the development of predictive means for large-scale snow models.

1. Introduction

Dry snow on the ground is a complex material made of an ice skeleton in an air matrix that undergoes continuous transformations. Especially, snow evolves through processes of mass redistribution due to thermodynamic mechanisms called snow metamorphism. Different types of snow metamorphism take place depending on the temperature and humidity conditions as well as on the snow microstructure itself (see, e.g., Calonne, Flin et al., 2014; Colbeck, 1997; Flin et al., 2004; Hammonds et al., 2015). Considering metamorphism is key as it impacts snowpack physical properties, including mechanical properties involved in avalanche processes or thermophysical properties that drive the surface energy budget of the snowpack (Lehning et al., 2002; Vionnet et al., 2012).
Equi-temperature metamorphism (ETM), also referred to as isothermal metamorphism, occurs in snow in quasi-isothermal conditions and is driven by curvature gradients at the ice-air interfaces. Low-curvature ice surfaces have a lower saturation water vapor density than the high-curvature ones. Those curvature gradients lead thus to gradients of saturation vapor density, causing vapor transfer across the pores (e.g., diffusion) as well as phase changes (sublimation and deposition). Ice sublimates in higher curvature surfaces while water vapor deposits on lower curvature surfaces. The overall structure of snow gets rounder, coarser, and more sintered (see, e.g., Colbeck, 1980). These morphological changes come together with mechanical grain rearrangement, leading to snow settling. The resulting type of snow is referred to as rounded grains (RG) by The International Classification for Seasonal Snow on the Ground (Fierz et al., 2009). Equi-temperature metamorphism is constantly taking place in snow but at different levels of intensity. The higher the contrast in curvature and the higher the snow temperature, the more active the equi-temperature metamorphism. In the presence of high-temperature gradients, the influence of curvature effects becomes insignificant as the effect of the temperature gradient metamorphism (TGM) predominates.

Modeling the physical processes of metamorphism at a fine scale requires the description of the snow microstructure and its evolution (moving interfaces) as well as water vapor transport across the microstructure. Models can be applied on simplified geometry as in the work of Miller et al. (2003) who considered a 2D regular network of spherical grains. They can also take as input real snow microstructures, for example, 3D images of elementary representative volumes (REV) of snow obtained from micro-tomography (μCT). To enable microscale 3D modeling, different hypotheses can be used, describing kinetics at the interface with or without vapor diffusion and settling. Flin et al. (2003) considered a fully curvature-driven ETM based on the kinetic limited assumption and simulated it with an iterative method on 3D tomographic images. Comparisons between modeled and experimental microstructures were also shown. Also, a first simple grain rearrangement model was used to account for settling (Flin, 2004). Similarly, Vetter et al. (2010) used a Monte Carlo algorithm to simulate the isothermal metamorphism with the kinetic limited assumption and implemented a simple settling model. They obtained consistent results with observations although the model relies on a systematic parameter determination.

Recently, phase-field models have been developed to handle the numerical complexity of 3D microscale models (Breit et al., 2019; Demange et al., 2017a, 2017b; Granger, 2019; Kaempfer & Plapp, 2009). Kaempfer and Plapp (2009) suggested a phase-field model for snow metamorphism considering interface kinetics and diffusion. They were pioneers with the phase-field method applied to snow metamorphism, and their results are consistent with observations. However, 3D evaluations are qualitative and limited only to one temperature gradient case mainly because of the numerical cost of the model. Subsequently, Demange et al. (2017a) and Granger (2019) introduced faceting effects in the modeling of individual snow crystals, providing very realistic shapes for high supersaturation conditions. For the scope of this study, ETM is simulated with a kinetic limited approach using the model of Breit et al. (2019), a very efficient phase-field multiphase growth model for curvature-driven interface evolution. The model focuses on the principal process of driving ETM to avoid modeling several phenomena acting at different time scales, which requires a very small time step and a fine mesh. This enables running simulations with large 3D images as input, which is necessary to reach representative volumes of physical and microstructural properties.

Modeling the physics of snow growth classically relies on a condensation parameter $\alpha$, also called attachment, deposition, or kinetic coefficient (e.g., Demange et al., 2017b; Flin et al., 2003; Furukawa, 2015; Granger et al., 2021; Harrington et al., 2019; Kaempfer & Plapp, 2009; Krol & Loewe, 2016; Libbrecht, 2005; Yokoyama & Kuroda, 1990). This parameter embodies the physics that governs how water molecules are incorporated into the ice lattice and is thus a key to model metamorphism. The $\alpha$ coefficient ranges from 0 to 1. One can think of $\alpha$ as a sticking probability, equal to the probability that a water vapor molecule striking the ice surface becomes assimilated into the crystal lattice (see, e.g., Furukawa, 2015; Libbrecht, 2005). However, it is still poorly understood and quantified notably because of its complex dependencies on temperature, humidity, and crystallographic orientation (see, e.g., Libbrecht, 2019). Numerous values can be found in the literature, usually ranging from $10^{-4}$ to $10^{-1}$ (see, e.g., Libbrecht & Rickerby, 2013). The large uncertainty of this coefficient is one of the main limiting factors for the accuracy of metamorphism models.

To evaluate 3D models, simulated images are usually compared to experimental data through microstructural properties that can be calculated on 3D microstructures. Specific surface area (SSA), growth speed, ice thickness, and mean curvature were used in previous studies (Flin et al., 2003; Kaempfer & Plapp, 2009; Vetter et al., 2010).
To characterize the anisotropy of the microstructure, an anisotropy ratio was suggested based on the ratio of the horizontal and vertical covariance lengths (Calonne, Flin, et al., 2014; Löwe et al., 2013). Distributions of the mean curvature can be computed for the upward-facing and downward-facing ice surfaces, which can be interesting to identify faceted crystals and depth hoar (Calonne, Flin, et al., 2014).

Microscale models can be useful to design larger scale models notably to obtain regressions to predict macroscopic mechanical and physical properties. Estimating those properties is often based on numerical computations from experimentally obtained tomographic snow images (e.g., Calonne et al., 2011; Calonne, Flin, et al., 2014; Courville et al., 2010; Kaempfer et al., 2005; Srivastava et al., 2010). However, obtaining experimental images covering the wide range of scenarios of snow evolution encountered in nature is a challenge as it is time consuming. 3D microscale models of snow metamorphism could be a more efficient method as those properties can be estimated on simulated images.

In this article, we intend to go further in the microscale modeling of ETM by applying the efficient phase-field algorithm of Bretin et al. (2019) on tomographic images of snow and by calibrating it through the condensation coefficient $\alpha$ at $-2^\circ$C using a temporal series of images obtained at this temperature. Thanks to the calibrated model, we investigated the evolution of both microstructural and macroscale transport properties computed on simulated images. Good agreements are reported when comparing the simulations to an independent data set of ETM at $-2^\circ$C as well as to common estimates of the literature.

The paper is organized as follows. The physics of ETM and the phase-field description of the model are described in Section 2. The model calibration and an overview of the tools used for snow analysis are also presented in this section. Evaluation of the calibrated model and ETM prediction for different snow microstructures are investigated in Section 3. Section 4 discusses the model artifacts and the different results of the paper. Finally, Section 5 concludes the manuscript.

2. Method

2.1. Model

The phase-field model of Bretin et al. (2019) simulates a multiphase medium evolving under mean curvature flow and volume conservation of each phase. This flow is defined by an interface evolution where the normal velocity $\mathbf{A} n$ is proportional to the local interface curvature $C$. In our case, we consider two phases where the model minimizes local curvatures while conserving the average of the sample mean curvature, which is equivalent to mass conservation of the ice phase (see, e.g., Bullard, 1997). The morphological transformations induced by the mean curvature flow can be interpreted as “smoothing” surfaces and are typically well-suited to model ETM as it is based on the same mathematical description. We apply the model of Bretin et al. (2019) to ETM for which, by definition, the temperature is isotropic and constant. Such a model implies that we assume kinetic-limited metamorphism: vapor transport in the pore space is not described. The vapor diffusion is indeed considered sufficiently fast, so that the vapor density far from the interface $\Gamma$ is taken as constant and corresponds to the average sample mean curvature. Finally, the model does not include any mechanics and the settling of the ice grains is thus not represented here.

Under those conditions, ETM is classically described by the set of equations that follows (see, e.g., Flin et al., 2003; Kaempfer & Plapp, 2009). All the variables, together with the values and units used, are presented in Table 1.

\begin{align}
\nu_n &= \alpha \nu_{kin} \frac{\rho_{ice}^{mb}}{\rho_{ice}} = \rho_{ice}^{\Gamma} \frac{\rho_{ice}^{\Gamma}}{\rho_{ice}} \quad \text{on } \Gamma \\
\text{with } \nu_{kin} &= \rho_{ice}^{\Gamma} \frac{\rho_{ice}^{\Gamma}}{\rho_{ice}} \sqrt{\frac{KT}{2\pi m}} \quad \text{(1b)}
\end{align}

\begin{align}
\rho_{ice}^{mb} &= \rho_{ice}^{\Gamma} e^{2d_0 C_{mb}} \\
\rho_{ice}^{\Gamma} &= \rho_{ice}^{\Gamma} e^{2d_0 C} \quad \text{on } \Gamma \quad \text{(2b)}
\end{align}

Equation 1 is the Hertz-Knudsen equation that describes the normal growth velocity $\nu_n$ at the interface, such as positive values indicate ice growth and inversely, negative values indicate ice sublimation. The growth velocity is
driven by the difference between the ambient saturation vapor density in the pores $\rho_{\text{v}}^{\text{amb}}$ and the saturation vapor density at the interface $\rho_{\text{v}}^{s}$. We see in this equation that the interface growth velocity, thus the ETM rate, depends linearly on the condensation coefficient $\alpha$.

Equations 2a and 2b correspond to the Gibbs-Thomson (Kelvin) relationship and describe the dependency of saturation vapor density with curvature at a given temperature using the capillary length $d_0 = \lambda a^{1/3}(kT)$ (m) (Kaempfer & Plapp, 2009). Here, Equation 2a is used to describe the ambient saturation vapor density in the pores $\rho_{\text{v}}^{\text{amb}}$ in equilibrium, corresponding to the “ambient” curvature $C_{\text{amb}}^s$, defined as the average mean curvature of the entire snow volume. Equation 2b expresses the interface saturation vapor density $\rho_{\text{v}}^{s}$ in equilibrium with the local ice surface of curvature $C$. Both equations require a reference value of saturation vapor density $\rho_{\text{v}}^{\text{ref}}$ in air above a flat ice surface (i.e., where curvature is zero) and at a given temperature. The latter has been largely studied and can be determined as a function of the temperature using existing parameterizations. Here, we use the formulation of Goff and Gratch (1946), which is appropriate for our range of temperatures. Its expression can be found in Murphy and Koop (2005). Finally, let us remark that by injecting Equations 2a and 2b into Equation 1, and when considering curvatures close to $C_{\text{amb}}^s$, the relation can be written as $v_s = -2d_0 \alpha \omega_{\text{Kel}} C$.

The mean curvature flow model of Bretin et al. (2019) is solved with the phase-field method, which enables an implicit description of the interface using a function that varies smoothly between different phases. When adapted and applied to ETM with two phases, air and ice, the classical phase-field equation can be expressed as

$$\frac{\partial u}{\partial t}(x,t) = d_0 \alpha v_{\text{kin}} \left( \Delta u(x,t) - \frac{1}{\epsilon^2} W'(u) \right)$$

with $x$ the position, $t$ the time, $u(x,t)$ the phase function, $\epsilon$ the interface sharpness parameter, and $W$ a double-well potential $W(x) = s^2(1 - s)^2/2$. In the phase-field method, the interface $\Gamma$ is the level set of value 1/2 of a phase function $u(x,t)$, which is defined from the distance function $d(x,t)$ to the interface $\Gamma$: $u(x,t) = u(d(x,t)/\epsilon)$. In the sharp interface limit, it can be shown that Equation 3 can be matched to the sharp interface conditions, including the Gibbs-Thomson equation:

$$\frac{\partial d}{\partial t}(x,t) = -v_s = d_0 \alpha v_{\text{kin}} \Delta d(x)$$

where $\Delta d(x) = 2C$ (see, e.g., Bullard, 1997).

Following Bretin et al. (2019), the canonical dimensionless form of Equation 3, based on the well-known Allen-Cahn equation, can be expressed as

$$\frac{\partial \tilde{u}}{\partial \tilde{t}}(\tilde{x},\tilde{t}) = \Delta \tilde{u}(\tilde{x},\tilde{t}) - \frac{1}{\tilde{\epsilon}^2} W' + \frac{1}{\tilde{x}} \sqrt{2W(\tilde{u},\tilde{t})}$$

Table 1

| Notations and Values of the Physical Parameters (Above) and Variables Used in the Model (Below) |
|----------------------------------|-----------------|-----------------|----------------|
| Symbol                           | Description     | Value, unit     | Reference       |
| $a$                              | Mean intermolecular spacing in ice | $3.19 \times 10^{-10}$ m | Petrenko and Whitworth (1999) |
| $k$                              | Boltzmann’s constant | $1.38 \times 10^{-21}$ J K$^{-1}$ |          |
| $m$                              | Mass of a water molecule | $2.99 \times 10^{-26}$ kg | Petrenko and Whitworth (1999) |
| $\lambda$                        | Interfacial free energy of ice | $1.09 \times 10^{-1}$ J m$^{-2}$ | Libbrecht (2005) |
| $\rho_s$                         | Density of ice | $917$ kg m$^{-3}$ |          |
| $T$                              | ETM temperature | $-2$°C |          |
| $\alpha$                         | Condensation coefficient | $(9.8 \pm 0.7) \times 10^{-4}$ |          |
| $n$                              | Number of model time steps | 4 to 11 |          |
| $t_{\text{step}}$                | Model time step | 0.5 to 8 |          |
| $\epsilon$                       | Interface sharpness parameter | 3 voxels | Denis (2015) |
where

\[ \tilde{t} = \frac{t \alpha \kappa d_0}{d^2}, \quad \tilde{x} = \frac{x}{d_x}, \quad \tilde{\varepsilon} = \frac{\varepsilon}{d_x} \]  (6)

with \( d_x \) (m) the input image resolution. In Equation 5, \( \tilde{\mu} \) is a Lagrange multiplier weighted by \( \sqrt{2W(\tilde{u}, \tilde{t})} \), which has been added to ensure a volume conservation with an error of \( O(\tilde{\varepsilon}^2) \). Under common assumptions (periodic or Neumann boundary conditions), it can be shown that the Lagrange multiplier is written as (Bretin et al., 2019)

\[ \tilde{\mu} = \frac{1}{\tilde{\varepsilon}} \int_{\Omega} W'(\tilde{u}, \tilde{t}) d\tilde{x} \]

(7)

The resulting phase-field model, called Snow3D, takes as input a 3D binary image of snow microstructure, such as obtained from tomography, and provides as output a series of 3D binary images at different time steps of the simulation. This is illustrated in Figure 1, where the overall smoothing effect of the curvature-driven evolution can be observed; ice tends to sublimate on the high-curvature surfaces (red areas), whereas water vapor deposits on low-curvature surfaces (green areas). The setting parameters of the model are the time step \( t_{\text{step}} \), the number of time steps \( n \), and the interface sharpness parameter \( \varepsilon \), which, respectively, control the time resolution, the total time span, and the spatial resolution of the simulation. Values taken for those parameters are given in Table 1.

Finally, corrections were necessary to limit some artifacts of the model. First, curvature estimates at the image boundaries can be erroneous due to the periodic boundary conditions applied on the images. To avoid uncertainties regarding that issue, the edges of the simulated images were cut off by a certain width (0.6 mm) prior to further analysis. Also, as the model does not account for gravity, simulations can lead to “floating” ice grains (see Flin et al., 2003; Vetter et al., 2010), especially for recent snow, which undergoes significant settling (see, e.g., Flin et al., 2004; Schleef et al., 2014). To prevent this nonphysical phenomenon, we restrict input images to adequate snow microstructures and suppress disconnected ice grains.

2.2. Calibration

The model output is a series of \( n \) images separated by a time step \( t_{\text{step}} \) without any notion of physical duration. To obtain physical simulation evolution, a calibration step is thus needed. Considering the nondimensional time used to deduce the dimensionless Equation 5, the model physical time is expressed as (Equation 6)

\[ t = \frac{\tilde{t} d^2}{\alpha \kappa d_0} \]  (8)

with \( t \) the physical time (s) and \( \tilde{t} = t_{\text{step}} \times n \) the simulated time (–). The condensation coefficient \( \alpha \) is needed to determine the physical time. To derive a value of \( \alpha \), we reproduced the ETM experiment of Flin et al. (2004) with...
the model and compared the simulated series of images with the experimental one (series Iso in Table 2a) using the SSA evolution. The SSA parameter was chosen because it has a typical evolution very sensitive to ETM, which is well documented in the snow community (see, e.g., Flin et al., 2004; Kaempfer & Schneebeli, 2007; Vetter et al., 2010).

The series of experimental images of Flin et al. (2004) is composed of 10 images showing snow at different times of its evolution during ETM at −2°C from 0 to 84 days. Each image was obtained by micro-tomography of a snow specimen sampled from a snow slab undergoing ETM. The first images of the series (Iso01, Iso03, and Iso04) were not considered in this paper as they correspond to fresh snow, which could lead to grain disconnection issues (Section 2.1). To calibrate the model, we used the images Iso05 (day 5), Iso08 (day 12), Iso11 (day 18), and Iso15 (day 33). The last three images of the series (Iso19, Iso21, and Iso23) were not selected for calibration as they are close in time to the end of the experiment and data are too few for relevant statistics when estimating $\alpha$. Finally, the sides of each simulated image were cut off by a stripe of thickness equal to the size of two heterogeneities (0.6 mm) before the SSA calculation to avoid edge artifacts while keeping volumes larger than the REV, typically about 2.5 mm for SSA (see, e.g., Flin et al., 2011).

The calibration process is schematized in four steps in Figure 2. For each selected image of the experimental series taken successively as input:

1. We run the model with the same parameters ($n = 10$, $t_{\text{step}} = 16$, $\varepsilon = 3$) to obtain a simulated series composed of 10 images.
2. We calculate the SSA evolution on the simulated series (Figure 2b).
3. We fit the SSA of the simulated series (Figure 2b) to the SSA of the experimental series (Figure 2a) by adjusting the time axis. More precisely, we scale the simulation time to the experimental time such that simulated SSA matches experimental SSA best by minimizing the Root Mean Square Error (RMSE) between the two curves (Figure 2c).
4. We use the simulated time and the fitted physical time to derive a value of the condensation coefficient $\alpha$ through Equation 8.

The average condensation coefficient and standard deviation were calculated from the $\alpha$ coefficients obtained from the four images. The resulting condensation coefficient is $\alpha = (9.8 \pm 0.7) \times 10^{-4}$. As the condensation coefficient is strongly temperature dependent and the temperature condition of the experiment of Flin et al. (2004) used to calibrate is −2°C, the calibrated model can only be used to simulate ETM at this temperature. To evaluate the influence of $\alpha$ on the microstructural parameters, we calculated the variation of the microstructural parameters (SSA, covariance length, and mean curvature) as a function of $\alpha$ variation. In the range of the $\alpha$ derived from the different samples, the parameters only have a maximum alteration of 5%, which is small compared to the physical precision of those parameters.

| Name   | Metamorphism type | Resolution (μm) | Dimension (voxel) | Density (kg m$^{-3}$) | Snow type       |
|--------|-------------------|-----------------|-------------------|-----------------------|-----------------|
| Iso$^a$ | 84 days of ETM at −2°C (10 images) | 4.9             | 512               | 158                   | PP → RG         |
| Eboni$^b$ | 4 days of ETM at −2°C (20 images) | 7.5             | 450               | 212                   | DF/RG           |
| I17$^c$ | Recent fallen snow | 7.3             | 700               | 147                   | DF/RG           |
| TG2$^a$ | After 16 days at 19 K m$^{-1}$ | 7               | 700               | 254                   | FC/DH           |
| Grad3$^d$ | After 8 days at 100 K m$^{-1}$ | 10              | 600               | 372                   | DH              |
| 7G9m$^e$ | After 21 days at 43 K m$^{-1}$ | 9.7             | 950               | 314                   | DH              |

Note. Density values correspond to the value at the initial stage of the series (0 day). Snow types are the main types reported throughout the time series or, when separated by an arrow, are the initial and final types. $^a$Flin et al. (2004). $^b$Hagenmuller et al. (2019). $^c$Dumont et al. (2021). $^d$Calonne et al. (2012); Coléou et al. (2001). $^e$Calonne, Flin, et al. (2014).
2.3. Computation of Snow Properties

To characterize our simulated and experimental microstructures, we calculated on our volumes a range of microstructural and physical properties.

**Microstructural properties:**
- The snow density $\rho_s$ (kg m$^{-3}$) was computed with a simple voxel counting algorithm.
- The mean curvature (mm$^{-1}$), defined as $(C_{\text{min}} + C_{\text{max}})/2$ with $C_{\text{min}}$ and $C_{\text{max}}$, respectively, the minimum and maximum 2D normal curvatures at a point of the surface, was obtained using the adaptive method proposed by Flin et al. (2004) (see also Calonne, Flin, et al. (2014); Flin et al. (2005) for additional information). As those values are computed for each point of the surface, they can be represented as statistical distributions. The mean curvature is thus expressed in terms of occurrence ratio, which gives the percentage of the ice surface area that exhibits a mean curvature located in a particular curvature class. Values near 0 mm$^{-1}$ correspond to flat surfaces, positive values to convex surfaces, and negative values to concave surfaces; the higher the values, the more concave or convex the surfaces (see, e.g., Haffar et al., 2021; Ogawa et al., 2006).
- The specific surface area (SSA) (m$^2$ kg$^{-1}$), defined as the total surface area of ice per unit of mass, was computed using the voxel projection approach (Dumont et al., 2021; Flin et al., 2011).
- The covariance (or correlation) length $l_c$, which corresponds to the characteristic size of the ice heterogeneities in a given snow microstructure, was calculated along the x, y, and z directions of the images as in Calonne, Flin, et al. (2014) (see also Löwe et al., 2011).
- The anisotropy coefficient $A(\star)$, which can be computed for each microstructural and physical property, was computed along the x, y, and z directions. This coefficient is defined as the ratio between the vertical component over the horizontal ones, such as $A(l_c) = l_c/z/l_x$. The property is considered isotropic if it exhibits a coefficient close to 1; otherwise, the property is anisotropic. For example, $A(l_c)$ largely above 1 means that the covariance length is higher in the vertical direction than in the horizontal one and thus describes a structure that is vertically elongated.

**Macroscale transport properties:** The 3D tensors of the intrinsic permeability $K$ (m$^2$), of the effective thermal conductivity $k$ (W m$^{-1}$ K$^{-1}$), and of the effective coefficient of vapor diffusion $D$ (m$^2$ s$^{-1}$) were computed on a set of simulated 3D images. For each property, a specific boundary value problem, arising from a homogenization technique (Auriault et al., 2009; Calonne, Geindreau, & Flin, 2015), is solved on the images applying periodic boundary conditions on the external boundaries of each volume using the software GeoDict (Thoemen et al., 2008). The effective diffusion coefficient was computed with an artificial diffusion coefficient of gas in
free air set to $D_{air}^\text{artif} = 1 \text{ m}^2 \text{s}^{-1}$. In this study, we thus present the normalized values of the effective diffusion $D/D_{air}^\text{artif}$ (dimensionless). $K$ is normalized by the equivalent sphere radius $r_{es} = 3/(\text{SSA} \times \rho_i)$ to introduce a dimensionless tensor: $\mathbf{A}_K = K/r_{es}^2$ (Calonne et al., 2012). As the nondiagonal terms of the tensors $K$, $k$, and $D$ are negligible, we consider only the diagonal terms, that are seen as the eigenvalues of the tensors (the image axes $x$, $y$, and $z$ are the principal directions of the microstructure, $z$ being along the direction of gravity). Besides, the tensors are transversely isotropic as the components in $x$ are very similar to the ones in $y$. In the following, $K$, $k$, and $D$ refer to the average of the diagonal terms of $K$, $k$, and $D$, respectively. $K_x$, $k_x$, and $D_x$, $K_y$, $k_y$, and $D_y$, refer to the mean horizontal components, where $K_{xy} = (K_x + K_y)/2$, $k_{xy} = (k_x + k_y)/2$, and $D_{xy} = (D_x + D_y)/2$. Finally, the anisotropy of the properties is characterized based on the anisotropy ratio $\mathcal{A}(K) = K_z/K_{xy}$, $\mathcal{A}(k) = k_z/k_{xy}$, and $\mathcal{A}(D) = D_z/D_{xy}$ (see, e.g., Calonne, Flin, et al., 2014).

3. Results
3.1. Model Evaluation

Here, we evaluate the calibrated model by comparing experiments and simulations. To do so, we use the experimental series of images of Flin et al. (2004), which was the data set used to calibrate the model (Section 2.2), as well as the one of Hagenmuller et al. (2019) to allow for an independent comparison. Evaluations are performed through the SSA, the covariance lengths, and the mean curvature distribution computed from the simulated and experimental images.

The experimental series of images of Hagenmuller et al. (2019) was obtained as part of a study on dust particles in snow under both temperature gradient and equi-temperature conditions. Here, we focus on the equi-temperature part of the experiment and select 20 tomographic images from about 70 hr of ETM at $-2°C$ (Eboni in Table 2a). We assume that dust has little influence on ETM (dust concentration of 0.5 mg g$^{-1}$) and artificially convert voxels of dust particles to voxels of air in the images so that we can use them as model inputs. In the work of Hagenmuller et al. (2019), the snow sample was observed with in operando X-ray tomography, meaning that the same sample was scanned at regular intervals (Calonne, Flin, et al., 2015). This method enables to compare directly simulated and experimental images, unlike the series of Flin et al. (2004), for which each image corresponds to a different snow sample.

The evolution of SSA, covariance lengths, and mean curvature from the experiment of Flin et al. (2004) and simulated with Snow3D is shown in Figure 3. As expected, the simulation follows closely the SSA decrease reported in the experiment (Figure 3a). The RMSE is of 0.58 m$^2$ kg$^{-1}$ when comparing simulated and experimental SSA with values evolving from 35 to 18 m$^2$ kg$^{-1}$. Covariance lengths increase over time from around 0.07 to 0.12 mm. This evolution is well reproduced by the model with a small RMSE of 0.006 mm (Figure 3b). Looking in more detail at the end of the time range of the experimental curve, the snow microstructure gets slightly elongated in
the horizontal direction with larger covariance lengths in the horizontal direction than in the vertical one. This evolution is probably inherent to the settling of the snow structure, but might be also partly due to the sampling protocol of the experiment (each image corresponds to a different sample). In the simulation, differences between vertical and horizontal covariance lengths do not exceed 0.005 mm and show a slight increase in time. This suggests an effect of the initial microstructure of the input sample on the evolution of the microstructural properties. The mean curvature distribution presented in Figure 3c allows to qualitatively compare the evolution of the ice-air interface morphology. We see that the distributions are narrowing and shifting toward lower mean curvature values, especially in the first time period. This depicts that ice surfaces are getting more uniform toward large rounded grains. Simulations follow closely the experimental data, showing good agreements at each time step. Finally, we should keep in mind that when evaluating the simulations against the data of Flin et al. (2004), the small disagreements observed might be partly due to the fact that the experimental properties do not only reflect time evolution but also the spatial variability of the monitored snow layer, and that they could be influenced by settling, which is not considered in simulations (see Section 2).

Figure 4 shows the model evaluation with the experiment of Hagenmuller et al. (2019). As this experiment is rather short compared to the previous one (70 hr), microstructural changes are more subtle. Overall, the SSA decreases from 33 to 28 m$^2$ kg$^{-1}$, whereas covariance length increases from 0.077 to 0.087 mm in the horizontal direction and from 0.065 to 0.072 mm in the vertical one. The model performs well for the SSA with an RMSE of 0.82 m$^2$ kg$^{-1}$ and even better for the covariance length with an RMSE of 0.0003 mm (mean for both directions). Here, we see that as in Figure 3, the ETM model depends on the initial microstructure with covariance lengths larger in the horizontal direction than in the vertical direction. The rate of SSA decrease seems slightly underestimated by the model, reaching a difference of 1.47 m$^2$ kg$^{-1}$ after 80 hr; this is still small with respect to the SSA value range. The disparities between the experiment and the simulation on such a short period of time may be an effect of the differences between the experiment of Flin et al. (2004) and Hagenmuller et al. (2019) in terms of initial state, temperature, and humidity conditions. To obtain a good fit between the simulated SSA and the experimental SSA of Hagenmuller et al. (2019), a value of $\alpha$ of 13.1 $\times 10^{-4}$ should be taken. This value can give an idea of the sensibility of the SSA to $\alpha$ and is in the same order of magnitude as the calibrated one. Good agreements are overall found for the evolution of the mean curvature distribution (Figure 4c) with distributions centered around 5 mm narrowing with time. We can notice that the peak seems to narrow faster for the experiment than for the model, which is consistent with the experimental SSA decreasing faster than the modeled one, showing faster rounding of the ice surfaces.

### 3.2. Model Prediction

Here, the model is used to predict equi-temperature metamorphism on different snow microstructures. We selected four 3D experimental images of snow showing various features and used them as input images in the model. The samples are I17, TG2, Grad3, and 7G9m as presented in Table 2. The I17 sample corresponds to an
intermediate state between decomposed and fragmented particles and rounding grains (DF/RG) and presents an isotropic structure with rather rounded shapes. The TG2, Grad3, and 7G9m samples correspond to faceted crystals (FC) and depth hoar (DH); they underwent different temperature gradients and show the associated features in varying degrees (coarsening, faceting, striation, cup-shaped morphology, and structural anisotropy). The influence of ETM on snow types, such as depth hoar and faceted crystals, is interesting as in nature it is common for snow layers that underwent temperature gradient to be subject to periods of equi-temperature conditions. Simulations were performed considering isothermal conditions at $-2^\circ\text{C}$ and a condensation coefficient $\sigma$ of $9.8 \times 10^{-4}$. For each image, we obtained a simulated series of 4–11 images that reproduce 70–80 days of ETM in total. Figure 5 illustrates the simulated image series obtained for the four samples: a 3D view of the microstructure as well as a vertical slice are shown for each sample at the initial, intermediate, and final stages of the simulation.

### 3.2.1. Microstructural Parameters

Figure 6 presents the mean curvature distribution evolution for the samples I17 (DF/RG) and Grad3 (DH) (Section 2.3). For I17, the initial upward and downward distributions are similar with a peak of mean curvature located around 4 mm$^{-1}$ and an occurrence ratio of 5% (Figure 6a). This reflects isotropic rounded ice structures at the initial stage. With time, the area-averaged mean curvature decreases gradually and the distributions are narrower, indicating that the ice structures tend toward larger rounded shapes and become more uniform.

For the evolution of Grad3 (Figure 6b), the initial upward and downward distributions are wider than for the initial stage of I17, revealing a larger variety of shapes. Besides, the initial upward and downward surfaces exhibit clearly distinct distributions: the peak of mean curvature is located around 0 mm$^{-1}$ for the downward ones and at 1.5 mm$^{-1}$ for the upward ones. The near-0 downward distribution depicts the presence of plane surfaces, which are facets as typically found in the lower area of a depth hoar crystal. In contrast, curvatures of the upward-looking surfaces show rather rounded shapes, again as typically observed in the upper area of a depth hoar crystal. With time, the differences between the downward and upward surfaces fade away and both show a narrower distribution (approx. 7% occurrence ratio) with a low area-averaged mean curvature. This indicates more uniform ice surfaces that are mostly large and rounded shapes for both downward and upward surfaces. This overall trend is similar to the one reported for I17.

Figure 7 shows the evolution of the SSA, covariance lengths, and structural anisotropy (anisotropy of covariance length) for our 4 simulated series. The SSA decreases exponentially for each image as classically reported for ETM experiments and microscale models of the literature (see, e.g., Kaempfer & Schneebeli, 2007; Vetter et al., 2010). Each series shows different decreasing rates and shapes, ranging from the exponential decrease from 23.7 to 9.2 m$^2$ kg$^{-1}$ for the Grad3 sample to the almost linear slope from 20.6 to 13.7 m$^2$ kg$^{-1}$ for the I17 sample. This difference in decrease rate can be explained by the initial microstructure. Grad3 shows a high initial SSA value, with sharp edges and facets, that leads to a quick and intense evolution (rounding) during the first stage of ETM. In contrast, the sample I17 presents rounded shapes in its initial stage. The covariance length evolution shows the characteristic increase observed during the ETM, reflecting the growth of snow grains and thus the overall increase in size of the microstructure (Calonne, Flin, et al., 2014; Löwe et al., 2011). Different evolution rates are again observed from an increase of 0.05 mm for I17 to 0.1 mm for Grad3. Finally, the evolution of the anisotropy ratio provides rather unexpected results. The samples I17 and TG2, presenting a rather isotropic structure with a ratio close to 1, show almost no changes over time. Samples that present a significant initial anisotropy, however, show an increase in their anisotropy with time. The anisotropy of Grad3 increases from 1.44 to 1.64 through the simulation and, in a lesser way, the anisotropy of 7G9m evolves from 1.24 to 1.27. By the end of the simulations, the covariance length of Grad3 is about two times larger in the vertical direction than in the horizontal direction. This increase in anisotropy can also be seen in the slices and 3D images in Figure 5: the initial vertically elongated ice structure is strengthened, leading to the development of vertical “columns” of ice (indicated by the black circles in Figure 5 and enlarged in the Supporting Information).

### 3.2.2. Macroscale Transport Properties

In this section, we present 3D estimates of macroscopic transport properties calculated on the images of the simulated series predicting ETM for the samples I17, TG2, 7G9m, and Grad3. We focus on the effective thermal conductivity, the normalized effective coefficient of vapor diffusion, and the dimensionless permeability (Section 2.3).
Figure 8 presents the evolution of the transport properties with time for the samples I17 and Grad3. Density is also shown as the most impacting factor on those properties. For all properties, changes are rather small with time. For the lighter sample I17, the mean dimensionless permeability decreases from $10^{-0.33}$ to $10^{-0.43}$, conductivity increases from 0.078 to 0.081 W m$^{-1}$ K$^{-1}$, and the normalized vapor diffusion decreases from 0.74 to 0.73.

Figure 5. Initial, intermediate, and final stages of the simulated series of Grad3, 7G9m, TG2, and I17. 3D views and vertical slices taken at the center of each cube are presented. Concave surfaces are shown in green, convex surfaces in red, and flat surfaces in yellow in the 3D views. The ice phase is colored in yellow and the air phase in gray in the slice representations. Each scale bar represents 1 mm. The black circles highlight the formation of vertical columns for the Grad3 sample. Closer views are available in the supplemental materials.
For the denser depth hoar sample Grad3, the mean dimensionless permeability decreases from $10^{-1.36}$ to $10^{-1.61}$, conductivity increases from 0.37 to 0.42 W m$^{-1}$ K$^{-1}$, and the normalized vapor diffusion increases from 0.32 to 0.36. Looking at the directional components of the properties, a significant anisotropy is observed for the sample Grad3 (with a higher vertical component than the horizontal ones) compared to the I17 sample that is

![Graphs showing mean curvature distribution over time for I17 and Grad3 samples.](image)

**Figure 6.** Time evolution of the mean curvature distribution from the downward (left) and upward (right) surfaces of I17 (a) and Grad3 (b) simulated series. Each curvature class is 0.5 mm$^{-1}$ wide.

![Graphs showing microstructural parameters evolution for four snow microstructures.](image)

**Figure 7.** Time evolution of the microstructural parameters during simulations for the four snow microstructures.
rather isotropic. Some changes in transport properties can be related to the changes observed in density for both samples. Those density changes are unexpected as the model Snow3D is based on ice mass conservation. They correspond to artifacts that might come from a discretization effect of the phase-field function. For all the four simulated series, density changes are however small and comprised between 10 kg m\(^{-3}\) (3\%) for the TG2 series and 4 kg m\(^{-3}\) (1\%) for the Grad3 series as discussed in detail in Section 4.

Figure 9 shows the transport properties as a function of density. The tips and horizontal bars of the “T” markers represent, respectively, the vertical and horizontal components of the property, allowing to assess its anisotropy. The arrows indicate the evolution direction of the simulated series in time. The relative change \(\tau\) of the mean property value between the initial and final stages is provided in the legend for each property. Finally, the computed transport properties are compared to estimates from analytical models and current regressions from literature (solid lines in Figure 9). We used the regression from Calonne et al. (2012) and Calonne et al. (2011), respectively, for permeability and thermal conductivity, both derived from data obtained from pore-scale computations on snow images spanning a wide range of seasonal snow types, and the self-consistent estimate “SC” for spherical inclusions (Auriault et al., 2009) for the coefficient of diffusion.

\[
K_{\text{Calonne 2012}} = (3.0 \pm 0.3) r_e^2 \exp((-0.0130 \pm 0.0003) \rho_s) \\
K_{\text{Calonne 2011}} = 2.5 \times 10^{-6} \rho_s^2 - 1.23 \times 10^{-4} \rho_s + 0.024
\]

\[
D_{\text{SC}} = 1 - \frac{3 \rho_i}{2 \rho_s}
\]

Overall, the temporal evolution of the different series in terms of macroscale properties and density, represented by the arrows and by the relative changes, \(\tau\), follows the reference parameterizations. Estimates of the effective coefficient of vapor diffusion for the samples Grad3 and 7G9m show however an opposite trend than the trend from the reference model, that is, we observe an increase with density and time instead of a decrease. This increase can be interpreted as an effect of the microstructure on the diffusion coefficient, different from the effect of density. Indeed, in Figure 9 of Calonne, Geindreau, and Flin (2014), we see that for a given density, effective vapor diffusion is smaller for depth hoar than for faceted crystals and even more for rounded grains. Following this study, the simulated evolution of the Grad3 and 7G9m samples from depth hoar to more rounded shapes...
would favor diffusion. Hence, two opposite effects could be competing here and it seems that the influence of microstructure overcomes the one of density. The impact of microstructure is also present for the dimensionless permeability as reported in Figure 1 of Calonne et al. (2012) for example. In the latter figure, the dimensionless permeability decreases with increasing density; but, at a given density, depth hoar samples tend to exhibit higher dimensionless permeability than faceted crystals or rounded grains. For Grad3 and 7G9m, both the microstructure and the density evolution lead to a decreasing dimensionless permeability. For the thermal conductivity, the density changes seem to drive most of the evolution and the impact of the microstructural changes is not visible in our ETM simulation. The microstructural impact is however observed in the case of a TGM experiment in Calonne, Flin, et al. (2014) where thermal conductivity increases with time at constant density.

4. Discussion

Based on the phase-field approach of Bretin et al. (2019), the Snow3D model provides an effective way to simulate ETM from 3D tomographic images of real snow samples. This optimized model has been calibrated and evaluated using the experimental ETM series at −2°C and used to simulate metamorphism on a set of four snow microstructures. It can adequately predict the evolution with time of numerous microstructural parameters as well as macroscale transport properties.

Having the results in mind, it is worth discussing the model artifacts in some more details. For our four simulated image series, we observe a slight increase in density with time between 1% and 3% or from 4 to 10 kg m$^{-3}$ (Figures 8 and 9). However, the model is based on ice mass conservation and does not simulate settling or any mechanical processes. Changes in density are thus artifacts, which seem to come from the binarization
of the phase-field function. At the end of the simulation, the continuous interface of the phase-field function is approximated by air and ice voxels of finite length. This step can induce an error in the definition of the ice-air interface position of one voxel at most. The proportion of voxel defining the ice interface in the binarized images constitutes 9% of the total ice voxels for the TG2 sample and 6% for the Grad3 sample, which converted in mass corresponds indeed to the mass gain observed in the simulations. In Figure 10, we ran the model on four different images: a cube surrounded by air with a size of \(40^3\) voxels; the same cube with a size of \(400^3\) voxels; the complementary of the cube — a cube of air surrounded by ice — with a size of \(40^3\) voxels; and the same complementary image with a size of \(400^3\) voxels. The idea was to test the sensitivity of the simulated density to image resolution and interface shapes with an image presenting convex shapes (the ice cube surrounded by air) and one presenting concave shapes (the complementary air cube surrounded by ice). We see clearly in the figure that for the high resolution, the density is stable in time, whereas for the coarser resolution, the density shows an erratic evolution with changes of about 10%. Indeed, the higher the resolution, the thinner the layer of voxel of the ice surface, and the lower the error. In terms of the ratio between the object length (covariance length) and the voxel size, the 4 studied tomographies are similar to the cube and complementary cube of \(40^3\) voxels. Finally, the density artifact reported in our simulations (maximum of 3%) is lower than the precision of field density measurements, which is of the order of 5% (Proksch et al., 2016). Moreover, snow settling is an important process of ETM, for example, Flin et al. (2004) recorded, starting from fresh snow, a density increase of 60% in 80 days of ETM. Thus, the density artifacts are relatively small in comparison with the settling that can occur for recent natural snow.

It also seems important to discuss the model calibration and evaluation. In our calibration process, the condensation coefficient \(\alpha\) is determined using the experimental time series of Flin et al. (2004) from an ETM experiment of 84 days at \(-2^\circ\)C. A value of \((9.8 \pm 0.7) \times 10^{-4}\) was found, which is in the lower range of the values in the literature. When comparing measurements of \(\alpha\), it is important to consider the temperature and the supersaturation conditions. Unlike for crystals growing in the atmosphere, ETM in the snowpack is concerned by low supersaturations, typically of the order of 0.1%–0.01%, which results in low \(\alpha\) values (see, e.g., Fig. 6 of Libbrecht and Rickerby (2013) or Fig. 4.24 of Libbrecht (2019)). The reported values of \(\alpha\) are mostly found from experiments of ice crystals growing at high supersaturation (between 1% and 0.1%). For instance, in Libbrecht and Rickerby (2013), the lowest supersaturation measurements of crystals growing at \(-3^\circ\)C indicate an \(\alpha\) around 0.06 for a supersaturation of 0.1%. In Sei and Gonda (1989), at \(-2^\circ\)C, \(\alpha\) is measured around 0.15 for the growth of prismatic faces at a supersaturation of 0.5%. Earlier, Beckmann and Lacmann (1982) measured a mean condensation coefficient of 0.14 for a temperature varying between \(-7^\circ\)C and \(-15^\circ\)C at high supersaturation (above 0.5%). The wide range of \(\alpha\) values available in the literature reflects the various and complex dependencies of this coefficient, which depends on temperature and water vapor supersaturation, but also on ice crystalline orientation (see, e.g., Granger et al., 2021; Libbrecht, 2019). In this work, simulations were performed for ETM metamorphism (i.e., for supersaturations close to 0.01%) with a constant and isotropic value of \(\alpha\) determined for a temperature of \(-2^\circ\)C. Such simulations are only valid at that temperature and adequate condensation coefficient values should be used when simulating ETM with the model at different temperatures. To test and evaluate the calibrated model, we used the experimental time series of Hagenmüller et al. (2019) of an ETM experiment also performed at \(-2^\circ\)C. Very good agreements were found between simulation and experiment (Figure 4). As this time series is however rather short (3 days), the model evaluation would benefit from additional comparisons with longer time series of ETM, which is planned as a future work.

**Figure 10.** Influence of the image resolution on the modeled density evolution: an example of a cube surrounded by air and its complementary image as model inputs.
Finally, simulations with Snow3D pointed out the enhancement of the structural anisotropy of snow during ETM for the initially anisotropic snow sample Grad3 (depth hoar). This sample has a particular morphology: it presents a rather dense structure (about 370 kg m\(^{-3}\)) with many intricate angular shapes and with a preferential vertical elongation (initial anisotropy ratio of 1.4). Under the simulated ETM, the microstructure becomes smoother and small ice convexities and concavities disappear while larger ice structures strengthen, forming a vertically oriented ice network. Consequently, the structural anisotropy ratio increases up to 1.6 for the Grad3 sample. A similar analysis can be done for the sample 7G9m, for which the initial anisotropy is preserved throughout the simulation (ratio of about 1.25). The enhancement or conservation of the structural anisotropy during ETM, which was never reported in previous studies, is a rather unexpected result as one could have anticipated that the smoothing effect of the ETM would make the structural anisotropy disappear for the benefit of more isotropic structures as classically formed under equi-temperature conditions, such as rounded grains.

5. Conclusion

A snow ETM model based on the work of Bretin et al. (2019) was applied to snow images obtained by X-ray tomography to study the impact on the microstructural and transport properties. The model was calibrated to experimental data at –2°C by fitting the SSA of the series from Flin et al. (2004) to the simulation. A value of the condensation coefficient \(\alpha\) was derived: \(\alpha = (9.8 \pm 0.7) \times 10^{-4}\). The calibrated model was then evaluated with the independent experimental series of Hagemuller et al. (2019) by looking at microstructural properties, such as the SSA, the covariance length, the structural anisotropy, and the mean curvature. As this evaluation yielded very encouraging results, the model Snow3D was used to predict ETM for four different snow microstructures from experimental samples. The four simulated time series were used to analyze microstructural parameters (SSA, covariance length, and structural anisotropy) and physical effective transport properties (thermal conductivity, vapor diffusivity, and permeability). Those results are in good agreement with current models and regressions. They also exhibit the influence of the microstructure on microscale (structural anisotropy) and macroscale (effective coefficient of diffusion) phenomena. For example, we observed an enhancement of the structural anisotropy in the case of initially anisotropic microstructures. It questions the idea that isotropic conditions systematically tend to remove the snow structure anisotropy. This model is a step forward for modeling ETM at the pore scale. Future studies will focus on implementing the settling process and water vapor transport in pores as well as extending the model to other metamorphism conditions, considering the condensation coefficient dependencies with temperature and grain orientation especially.
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