A Bayesian functional data model for surveys collected under informative sampling with application to mortality estimation using NHANES
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Abstract
Functional data are often extremely high-dimensional and exhibit strong dependence structures but can often prove valuable for both prediction and inference. The literature on functional data analysis is well developed; however, there has been very little work involving functional data in complex survey settings. Motivated by physical activity monitor data from the National Health and Nutrition Examination Survey (NHANES), we develop a Bayesian model for functional covariates that can properly account for the survey design. Our approach is intended for non-Gaussian data and can be applied in multivariate settings. In addition, we make use of a variety of Bayesian modeling techniques to ensure that the model is fit in a computationally efficient manner. We illustrate the value of our approach through two simulation studies as well as an example of mortality estimation using NHANES data.
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1 | INTRODUCTION

The use of functional data as either a response or covariate has seen wide usage in recent years. Applications that utilize functional data include longitudinal data analysis (Yao et al., 2005), ecology (Yang et al., 2013), small area estimation (Porter et al., 2014), as well as many others. However, models for functional data typically assume a sample that is representative of the population, and thus are not directly applicable to many survey data sets, especially under informative sampling. For example, the National Health and Nutrition Examination Survey (NHANES) contains functional data in the form of activity monitor curves, yet the survey design is complex leading to a sample that is not representative of the population.

There is a breadth of literature around functional data analysis (FDA). A seminal work in FDA is that of Ramsay and Silverman (2005), while Kokoszka and Reimherr (2017) provide a more recent treatment of the topic. The literature on FDA for survey data is quite sparse. Savitsky (2016) considers the case of functional responses under informative sampling. They treat the response as a Gaussian process to handle functional dependence while simultaneously using a weighted Bayesian pseudo-likelihood (BPL) to account for informative sampling. One drawback of this approach is that computation under the Gaussian process formulation can become prohibitively difficult in high-dimensional settings.

More recently, Leroux et al. (2019) explore scalar on function regression to predict 5-year mortality rate based on NHANES physical activity covariates. Their approach...
employs existing software packages that use the survey weights to construct appropriate point estimates but are unable to give correct estimates of uncertainty based on the sample design. The authors state that a resampling procedure may be used to give appropriate standard errors, but the approach is beyond the scope of the paper. Ultimately, their use of scalar on function regression was more exploratory and not intended to fully account for the survey design.

In this work, we develop a Bayesian model for scalar on function regression of survey data under informative sampling. Through the use of a BPL (Savitsky and Toth, 2016), we are able to give appropriate measures of uncertainty. In addition, we use data augmentation to ensure that the model can be fit in an efficient manner via Gibbs sampling. We also provide an extension to Multinomial response data, which allows for certain multivariate problems to fit into our framework. Similar to Leroux et al. (2019), we are primarily motivated by the topic of mortality estimation with NHANES physical activity covariates, though we note that this methodology is generally applicable to many types of functional survey data found in practice. The remainder of this work is outlined as follows. In Section 2, we describe our methodology along with necessary background material. Section 3 outlines the motivating NHANES data set. In Section 4, we conduct a synthetic data simulation as well as an empirical simulation study that utilizes the public-use NHANES activity monitor data. We also present a data analysis involving public-use NHANES data in Section 5. Finally, we provide concluding remarks and discussion in Section 6.

2 | METHODOLOGY

2.1 | Informative sampling

In many survey data settings, there is dependence between a unit’s probability of selection and the response of interest. This is termed informative sampling and is known to introduce bias into the model when ignored. Thus, in survey data settings, it is important to account for the survey design in some manner in order to eliminate or reduce this bias. In other words, complex sample designs can lead to samples that are unrepresentative of the population and, thus, the sample model should be adjusted in some way to account for this.

Parker et al. (2019) provide an overview of various methods to account for informative sampling. Of primary interest is the pseudo-likelihood (PL) method introduced by Skinner (1989) and Binder (1983). This approach adjusts the likelihood function by exponentially weighting each unit’s likelihood contribution by the corresponding survey weight (ie, the inverse of the selection probability), $\prod_{i \in S} f(y_i | \theta)^{w_i}$, where $S$ indicates the sample and $y_i$ represents the response value for unit $i$ with survey weight $w_i$. In a frequentist setting, this PL can be maximized to give a point estimate for $\theta$, however more complex procedures are necessary to give appropriate estimates of uncertainty.

Savitsky and Toth (2016) show that a PL may also be used in a Bayesian framework. In particular, they show that under informative sampling, the use of a PL along with a prior specification leads to a pseudo-posterior distribution,

$$\hat{\pi}(\theta | y, \tilde{w}) \propto \left\{ \prod_{i \in S} f(y_i | \theta)^{\tilde{w}_i} \right\} \pi(\theta),$$

that converges to the population posterior distribution. In this scenario, it is important to scale the weights to sum to the sample size in order to attain the appropriate estimates of uncertainty. For intuition, here, consider that an unweighted model is the same as the case where all weights are equal to one. Thus, the weights sum to the sample size. However, in practice, survey weights sum to roughly the population size. Inclusion of these weights directly would result in an effective sample size of roughly the population size, and extreme underestimation of the uncertainty. It is important to note that the weights in this context are fixed and known from the survey design. The case where the weights are random results in a more complex problem that may pose deficiencies in terms of Bayesian inference (eg, see Rubin, 1981). These scaled weights are represented by $\tilde{w}_i$. This formulation applies generally to Bayesian models and is the approach we use herein to account for informative sampling.

For (1), the main result (asymptotics) of Savitsky and Toth (2016) relies on several technical assumptions. Their condition (A5) restricts the result to sampling designs where the dependence among lowest-level sampled units diminishes as $\nu$ (a sequence of finite populations) increases to infinity. For example, Savitsky and Toth (2016) point out that a two-stage cluster within strata sampling design, would meet this condition if the number of population units nested within each cluster (from which the sample is drawn) increases in the limit of $\nu$. They also note that this would be the case in a survey of units within each cluster, if the cluster domains are defined geographically and grow in area as $\nu$ increases.

2.2 | Non-Gaussian data

Modeling non-Gaussian data types in a Bayesian setting can be computationally burdensome, especially while accounting for informative sampling. Parker et al. (2020)
utilize a data augmentation approach to construct a flexible mixed model for Binomial and Multinomial data under informative sampling. Their model for Binomial data is given by

\[
Z | \beta, \eta \propto \prod_{i \in S} \text{Bin}(Z_i | n_i, p_i)^{\bar{w}_i}
\]

\[
\text{logit}(p_i) = x'_i \beta + \phi'_i \eta
\]

\[
\eta | \sigma_{\eta}^2 \sim N_r(0_r, \sigma_{\eta}^2 I_r)
\]

\[
\beta \sim N_q(0_q, \sigma_{\beta}^2 I_q)
\]

\[
\sigma_{\beta}, a, b > 0,
\]

where \(Z_i\) represents the response value for unit \(i\) in the sample. In this case, \(x_i\) is a vector of fixed effects covariates and \(\phi_i\) represents a set of spatial basis functions.

In order to fit this model in a computationally efficient manner, Pólya-Gamma data augmentation is used. Specifically, letting \(\text{PG}(\cdot, \cdot)\) represent a Pólya-Gamma distribution, Polson et al. (2013) show that

\[
\frac{(e^\psi)^a}{(1 + e^\psi)^b} = 2^{-b} e^{c\psi} \int_0^{\infty} e^{-\omega^2/2} p(\omega) d\omega,
\]

where \(\kappa = a - b/2\) and \(p(\omega)\) is a PG(b, 0) density. They further show that \((\omega | \psi) \sim \text{PG}(b, \psi)\). The PL in (2) can be written

\[
\prod_{i \in S} \left\{ \frac{(e^{\psi_i})^{Z_i}}{(1 + e^{\psi_i})^{n_i}} \right\}^{\bar{w}_i} = \prod_{i \in S} \left\{ \frac{(e^{\psi_i})^{Z_i^*}}{(1 + e^{\psi_i})^{n_i^*}} \right\},
\]

where \(\psi_i = \text{logit}(p_i)\), \(Z_i^* = Z_i \times \bar{w}_i\), and \(n_i^* = n_i \times \bar{w}_i\). This allows for data augmentation of a latent Pólya-Gamma random variable that leads to conjugate Normal priors on the regression parameters.

The Binomial model in (2) can also be extended to Multinomial or Categorical data. Following Linderman et al. (2015), the Multinomial distribution with \(C\) categories can be rewritten as

\[
\text{Multinomial}(Z|n, p) = \prod_{c=1}^{C-1} \text{Bin}(Z_c|n_c, \bar{p}_c),
\]

where \(n_c = n - \sum_{j < c} Z_j\) and \(\bar{p}_c = \frac{p_c}{1 - \sum_{j < c} p_j}\) for \(c = 2, \ldots, C\). In this light, a series of \(C-1\) Binomial models may be fit to estimate the parameters for a Multinomial data model.

The modeling framework of Parker et al. (2020) is useful for fitting Binomial data under informative sampling, such as the NHANES mortality data of interest; however, the approach must be extended in order to consider functional covariates.

### 2.3 Functional covariates

Consider the case where we have \(J\) functional covariates and \(\kappa_j(t), t \in T\) denotes the \(j\)th functional covariate \((j = 1, \ldots, J)\) for unit \(i\) at time \(t\). In our case, the domain is time, though other domains may be appropriate depending on the type of functional data. Then, (2) can be extended for functional covariates by letting

\[
\text{logit}(p_i) = x'_i \beta + \sum_{j=1}^{J} \int_T \eta_j(t) \kappa_j(t) dt,
\]

where \(\eta_j(t)\) is a functional regression parameter associated with functional covariate \(j\). In what follows, we will assume \(J = 1\) (and drop the subscript \(j\), as is the case in our example, but we note that the approach is still applicable for \(J > 1\)).

In order to reduce the dimension of the problem, we can use a basis expansion representation. In particular, let \(\{\phi_k(t) : k = 1, 2, \ldots\}\) be a complete orthonormal basis of the domain \(T\). Then, we can represent the functional covariate as

\[
\kappa_i(t) = \sum_{k=1}^{\infty} \xi_i(k) \phi_k(t)
\]

and

\[
\eta(t) = \sum_{k=1}^{\infty} b(k) \phi_k(t),
\]

where \(\xi_i(k)\) and \(b(k)\) are the expansion coefficients for \(\kappa_i(\cdot)\) and \(\eta(\cdot)\), respectively. Now, appealing to orthonormality,

\[
\text{logit}(p_i) = x'_i \beta + \int_T \eta(t) \kappa_i(t) dt = x'_i \beta + \sum_{k=1}^{\infty} b(k) \xi_i(k).
\]

Note that any orthonormal basis may be used here, though we use functional principal components selected through the fast covariance estimation (FAST) approach (Xiao et al., 2016). This is easily implemented via the use of the \texttt{refund} package in R (Goldsmith et al., 2019).

In practice, the summation in (9) is truncated to \(K\). For our purposes, we truncate the summation (ie, choose \(K\)) such that the retained components explain 90% of the
variation in the functional data. This results in a finite, though potentially large, number of basis functions. Furthermore, any given basis function may not necessarily be related to the response. Thus, we require some form of variable selection and shrinkage estimator.

### 2.4 Horseshoe prior

In order to provide shrinkage to our functional regression coefficients, we utilize the Horseshoe prior introduced by Carvalho et al. (2010). Although many other methods of Bayesian variable selection exist, this has the advantage of being fully specified, without requiring hyperparameter selection, as well as providing minimal shrinkage to strong signals while still providing a high degree of shrinkage for noise. To implement the Horseshoe prior for (9), we use the following:

\[
b(k)|\lambda_k, \tau \sim N(0, \Lambda_k^2 \tau^2), k = 1, \ldots, K
\]

\[
\lambda_k \sim C^+(0,1)
\]

\[
\tau \sim C^+(0,1), \tag{10}
\]

where \( C^+(\cdot, \cdot) \) represents the Cauchy density truncated below at zero. This prior is considered a global–local shrinkage approach. This can be seen by recognizing that \( \tau \) applies to all regression parameters and determines the overall level of shrinkage, whereas \( \lambda_k \) is local and applies to a specific coefficient. In this way, coefficients corresponding to noise can attain a higher degree of shrinkage than those with strong signals. The motivation behind the use of a shrinkage prior for the basis coefficients is that there is no reason that the coefficients that explain the large-scale variation in the functional data. This results in a finite, though potentially large, number of basis functions. Furthermore, any given basis function may not necessarily be related to the response. Thus, we require some form of variable selection and shrinkage estimator.

### 2.5 Functional data model under informative sampling

We now present our model for non-Gaussian data under informative sampling with functional covariates, which makes use of the modeling elements discussed so far:

\[
Z|\beta, \eta \sim \prod_{i \in S} \text{Bin}(Z_i|n_i, p_i)^{w_i}
\]

\[
\logit(p_i) = x_i'\beta + \sum_{k=1}^{K} b(k)\xi_i(k)
\]

\[
\beta \sim N_q(0_q, \Lambda^2 I_q)
\]

\[
b(k)|\lambda_k^2, \tau \sim N(0, \Lambda^2 \tau^2), k = 1, \ldots, K \tag{11}
\]

\[
\lambda_k^2|\nu_k \sim \text{IG}(1/2,1/\nu_k)
\]

\[
\tau^2|\nu_\tau \sim \text{IG}(1/2,1/\nu_\tau)
\]

\[
v_1, \ldots, v_K, v_\tau \sim \text{IG}(1/2,1)
\]

for \( \sigma^2_\beta > 0 \). In this model, \( x_i \) represents a \( q \)-dimensional vector of scalar covariates and \( \xi_i(k) \) represents the \( k \)th basis expansion coefficient for observation \( i \).

This model makes use of a Bayesian PL to account for informative sampling, allowing for population level inference. We also make use of Pólya-Gamma data augmentation for efficient Gibbs sampling. In this case, prior information on the scalar covariates may be incorporated through the selection of \( \sigma^2_\beta \), though we use a relatively diffuse prior by letting \( \sigma^2_\beta = 10 \). The full conditional distributions are given in Web Appendix A. As an alternative, one could use a generic Bayesian model fitting software such as Stan (Carpenter et al., 2017) for small to moderate sample sizes, however, we have found Gibbs sampling to be more efficient as the dimensionality of the problem increases.

It is straightforward to implement the model in the Multinomial data setting through the use of a stick-breaking representation, as discussed in Section 2.2. It would also be straightforward to use a Gaussian PL in place of the Binomial one given here, as conjugacy would be retained.

### 3 NHANES DATA DESCRIPTION

The NHANES is a survey conducted by the National Center for Health Statistics that utilizes a complex survey...
design to collect health and nutrition data in the United States. Of primary interest to us is the physical activity monitor (PAM) data collected during the 2003–2004 and 2005–2006 samples. Along with this, we are interested in mortality as a response value.

NHANES provides microdata to the public, however, a substantial amount of data processing is required to utilize the data for inference. Leroux et al. (2019) provide very helpful exposition on processing the data as well as the rnhanesdata package in R for doing so. All analyses in this work were conducted using data that were prepared and processed in the same manner as Leroux et al. (2019).

In particular, we use the NHANES samples from 2003 to 2004 and 2005 to 2006, as these contain the PAM data of interest. For each minute during a seven consecutive day period, the data contain an activity intensity value for each subject. Not all subjects were in compliance, resulting in variation in wear-time between subjects. Thus, all subjects that had less than 3 days of 10 h or greater wear-time were dropped. In addition, subjects outside of the age range 50–85, or who were missing mortality or age data, were also dropped. The resulting sample size was 3208.

The PAM activity measurements were transformed using $f(x) = \log(1 + x)$. The subjects in the sample had a varying numbers of days with activity data. To account for this, we use the PAM data averaged across days within subjects, resulting in a single 24-h curve for each subject.

The NHANES sample contains the required survey weights. Following Leroux et al. (2019), these are reweighted to account for missing data. More in-depth reweighting schemes may be desired in practice. However, discussion on reweighting procedures for missing data is beyond the scope of this work. Thus, for illustration, we do not consider this problem further.

## 4 | SIMULATION STUDIES

This section includes two different simulation studies. The first is a synthetic data simulation, based on prespecified and known functional coefficients, where a two-stage sample under an informative design is taken. The primary goal of the first simulation is to evaluate the quality of our uncertainty estimates around the functional coefficient.

Our second simulation is an empirical simulation study where we treat the existing NHANES sample as a population and take a further informative subsample. Simulating in this manner allows us to retain many of the characteristics of the NHANES data, while having a known truth to compare out of sample predictions to. Note that in this case, unlike the synthetic data simulation, the true functional coefficient is unknown.

### 4.1 | Synthetic data simulation

In order to assess the ability of our model to perform inference on a population level functional coefficient, we create a synthetic population constructed under a known functional coefficient. In this case, we consider both a very smooth function (Function A) as well as a more variable function (Function B). These are shown as dashed lines in Figure 1.

We create a population of 100,000 individuals, and assign each individual into one of 100 different clusters. The cluster probabilities are generated from a Dirichlet distribution with all concentration parameters set to one. This results in a population with uneven cluster memberships. To generate the individual functional covariates, we consider weighted combinations of the functional covariates observed in the NHANES sample. For each individual, we generate a set of weights by drawing from a Dirichlet distribution with concentration parameters set to 1/3208 (where the denominator is the number of observations in the NHANES data). This results in synthetic curves that place a large amount of weight on a few curves, and little weight on the remaining curves. This process results in curves that look quite similar to the ones observed in the NHANES data, without any two curves being identical. In addition to the functional covariate, we generate one categorical covariate with four categories and corresponding coefficients drawn from a standard normal distribution. Finally, using the synthetic covariates and regression coefficients, we generate a linear predictor for each individual. We apply the inverse logit transformation to the linear predictors in order to generate a mortality probability for each individual, and then generate responses by drawing Bernoulli random variables conditional on the probabilities.

After generating a synthetic population, we take an informative sample to be used for estimation. In this case, we take a two-stage sample. In the first stage, we sample 10 of the available clusters. Clusters are sampled with probability proportional to the number of individuals within the cluster. Thus, clusters with more membership are more likely to be included in the sample. Cluster inclusion probabilities may be denoted as $p_c$. In the second stage, for each cluster chosen in stage one, we use Poisson sampling (Brewer et al., 1984) to retain an expected sample size of 10% of the cluster size. The probability of selection of unit $i$ in cluster $c$, conditional on cluster $c$ being in the first-stage sample, is denoted as $p_{ijc}$. For true function A, we set this probability to be proportional to $\exp\{3.5 \times I(Z_i = 1) + 2 \times I(X_{i,\text{cat}} = 1) + 0.5 \times I(X_{i,\text{cat}} = 2)\}$, where $I(Z_i = 1)$ indicates that the response for individual $i$ is 1. Similarly, $I(X_{i,\text{cat}} = k)$ indicates that the categorical covariate for
unit $i$ is equal to $k$. For true function B, we use probability proportional to $\exp\{1.5 \times I(Z_i = 1) + 0.7 \times I(X_{i,cat} = 1) + 0.5 \times I(X_{i,cat} = 2)\}$. The use of categorical variables in the second stage makes this stage similar to a stratified random sample. Inclusion of the response in this second stage forces an informative design. In practice, informativeness is often an unintended consequence of a given sample design, rather than a feature. Finally, after sampling both stages, the marginal inclusion probabilities can be denoted as $p_i = p_{i|c} \times p_c$.

Using this two-stage sample design, we take 200 samples each from the synthetic populations under functional coefficients A and B. For each sample, we fit our Bayesian PL model using functional principal components basis functions (BPL-FPCA), and, similar to Leroux et al. (2019), cyclic B-spline basis functions of order 30 (BPL-CBS). We also compare to the frequentist model fit by Leroux et al. (2019), which uses cyclic B-spline basis functions of order 30 as well. For reference, the BPL models took roughly 6 min each for computation.

TABLE 1 Synthetic data simulation results comparing mean absolute error (MAE), absolute bias, and 95% credible/confidence interval coverage rate

| Function | Model     | MAE ($\times 10^4$) | Abs. bias ($\times 10^3$) | Coverage |
|----------|-----------|----------------------|---------------------------|----------|
| A        | BPL-FPCA  | 12.4                 | 15.4                      | 90.7%    |
|          | BPL-CBS   | 7.5                  | 11.5                      | 93.4%    |
|          | Leroux    | 6.4                  | 9.7                       | 62.1%    |
| B        | BPL-FPCA  | 6.9                  | 25.6                      | 96.2%    |
|          | BPL-CBS   | 5.2                  | 28.9                      | 92.4%    |
|          | Leroux    | 4.6                  | 33.8                      | 73.2%    |

Note: All results are averaged pointwise along the functional coefficient and across all simulated data sets.

For each sample, we are able to compare the functional coefficient estimates, along with their corresponding uncertainty, to the truth. Table 1 provides a summary of these results. We present the mean absolute error (MAE), the absolute bias, and the 95% credible/confidence
interval coverage rates. Each metric is averaged across time (the domain of the functional coefficient) as well as across the sampled data sets. In general, the BPL-FPCA model seems to result in slightly worse point estimates in terms of MAE. Although the model used by Leroux et al. (2019) results in low MAE, particularly when the true function is smooth, it severely underestimates the uncertainty in both the smooth and unsmooth settings. In comparison, both Bayesian PL models result in coverage rates that are much closer to optimal (i.e., the nominal level). In general, for this simulation, the BPL-CBS model seems to strike a strong balance between selecting good point estimates for the functional coefficient and quantifying the uncertainty appropriately.

We also compare the true functional coefficients to the average coefficients across the sampled data sets for each model in Figure 1. For true function A, the models that use cyclic B-splines follow the truth quite well. The BPL-FPCA model, while able to capture the general trend, has additional “noise” that increases the MAE. In setting B, the cyclic B-spline models are able to capture the general trend, but unable to follow some of the peaks and valleys in the true function. In contrast, the BPL-FPCA model is better able to capture some of these high and low points (though not perfectly).

The simulation results do not give indication that there is a clear favorite in terms of which set of basis functions to use. Rather, it most likely depends on the properties of the data as well as the goals of the analysis. Our methodology is not beholden to any given set of basis functions. It is straightforward to swap the FPCA and cyclic B-spline bases for others and we encourage practitioners to explore the effects of these decisions.

\[ \text{BCE} = -\frac{1}{N} \sum_{i=1}^{N} \{Z_i \log(\hat{p}_i) + (1 - Z_i)\log(1 - \hat{p}_i)\}, \]

where \( \hat{p}_i \) is the posterior mean probability of mortality for unit \( i = 1, \ldots, N \) in the population with size \( N \). Note that a lower value of BCE indicates a better model fit. We calculate the average BCE over the entire population, rather than the sample, as a measure of model fit and out of sample model prediction ability.

We repeat this subsampling and model fitting procedure 50 times, resulting in a distribution of BCE loss values under each model. We compare these distributions in Figure 2. It is immediately clear that the two unweighted models perform much worse than the weighted models. These unweighted models do not account for the informative sample design and thus introduce a large amount of bias when making inference on the population. The weighted models are able to account for the sample design, and thus result in much lower values of BCE. In addition, the distributions of BCE under the BPL-CBS and BPL-FPCA models are shifted to the left of BPL-S, indicating that the functional covariate does aid in prediction of mortality for members of the population. Interestingly, the Leroux model performs slightly worse than the BPL-CBS and BPL-FPCA models, perhaps due to oversmoothing of the functional coefficient. These results indicate that for population level inference based on the full-sample data,
we should use the model that utilizes functional covariates while also accounting for the survey design through a Bayesian PL.

5 | NHANES DATA ANALYSIS

5.1 | Five-year mortality estimate

Using our BPL-CBS, we now analyze the NHANES PAM data and its relationship with mortality. We use the same data set considered in the simulation study and outlined in Section 3, with a sample size of 3208. We treat the 5-year mortality indicator as our binary response, and use age, gender, body mass index (BMI), race, education level, as well as self-reported presence of a mobility problem, diabetes, coronary heart disease (CHD), congestive heart failure (CHF), cancer, and stroke as our scalar covariates in addition to the PAM data as a functional covariate. Note that these are the same covariates considered by Leroux et al. (2019).

We fit the model via Gibbs sampling with 5000 iterations and discard the first 1000 iterations as burn-in. Convergence was assessed via traceplots of the sample chains, where no lack of convergence was detected. Computation time was roughly 6.5 iterations per second on a standard laptop, or roughly 13 min total.

After fitting the model, we are able to make population level inference. We plot the posterior mean of the functional regression coefficient, $\eta(t)$, reconstructed through the estimated basis coefficients, along with a pointwise 95% credible interval in Figure 3. For the most part, $\eta(t)$ is estimated to be negative, as expected, indicating that increased levels of activity are associated with lower expected mortality rate. The primary time period where the credible interval does not contain zero is around 12 p.m. The model used by Leroux et al. (2019) underestimates the uncertainty, and correspondingly results in a much larger significant window than the one obtained here.

In addition to examination of the functional regression coefficient, we can also glean insight by examining how
variation in activity level of individuals changes mortality estimates. In Figure 4, we plot activity curves for three individuals contained in the NHANES sample along with the accompanying posterior distribution of 5-year mortality rate. Individual A has a very low level of activity, resulting in a high expected mortality rate. However, there is also a great deal of uncertainty around this rate. Individuals B and C both have increasing level of overall activity, resulting in decreasing expected mortality rate. As the activity level increases, uncertainty around the mortality rate decreases.

5.2 Joint mortality estimate

In addition to univariate estimation, our model allows for joint mortality estimation at multiple time scales through the Multinomial data model. In this case, we wish to make joint mortality estimates for years 1–5. To do so, we begin by assigning survey respondents into distinct categories: those who died within 1 year of the survey, those who died after 1 year but before 2 years, those who died after 2 years but before 3 years, those who died after 3 years but before 4 years, those who died after 4 years but before 5 years, and finally those who did not die before 5 years. Assigning groups in this way results in a Multinomial or Categorical data distribution with six categories. Thus, we are able to use the stick-breaking representation of the Multinomial distribution in order to fit $C-1 = 5$ independent Binomial data models that allow us to make joint estimates of mortality at various time points.

We use the same individuals from our 5-year mortality example to examine the effects of activity level on multiyear mortality. Figure 5 plots the activity curves for these individuals alongside their posterior mean mortality rates for years 1–5. We also provide 95% credible intervals. Once again, we see that both expected mortality rate and uncertainty increase as activity level generally decreases. Because these estimates are multivariate, we can also see that decreased activity is associated with steeper marginal
increases in mortality for the near future than for years further away from the survey.

6 | DISCUSSION

In this work, we develop a Bayesian non-Gaussian data model for functional covariates under informative sampling. We rely on a PL approach to account for survey design which works in combination with Pólya-Gamma data augmentation to allow for conjugate full conditional distributions of the regression parameters. This method is designed for Binomial or Multinomial data, although extension to the Gaussian case is straightforward. Our approach uses a basis expansion representation of the functional covariates alongside the Horseshoe prior to provide regularization. Our approach allows for straightforward and efficient Gibbs sampling, which can be important in high-dimensional settings such as NHANES PAM data.

We conduct both a synthetic data simulation, as well as an empirical simulation study using NHANES data that show that our approach is able to reduce the bias attributable to informative sampling while also making use of the functional data to improve estimates for members of the population. Importantly, our method is able to give accurate uncertainty quantification as well as provide joint mortality estimates, improving over existing methodology. We also provide a full analysis of the NHANES data that allows us to make inference and prediction on the population. We conduct both a univariate analysis concerning 5-year mortality rate as well as a multivariate analysis concerning years 1–5 mortality rate.

Our methodology extends the literature on functional regression to the survey data setting. The approach is flexible in that users have a choice of data model and basis expansion and also allows for joint estimation of scalar regression coefficients. Currently, there is a limited amount of functional data collected under complex surveys, as analysis options are limited. It is our hope
FIGURE 5  Activity curves for three individuals along with accompanying posterior mean mortality rate for years 1–5. The shaded region represents 95% credible intervals. This figure appears in color in the electronic version of this article, and any mention of color refers to that version.

that with the availability of this methodology, collection of functional data via surveys will become more widespread.
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