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Abstract. This is the last paper in a series of three in which we have studied the Peierls substitution in the case of a weak magnetic field. Here we deal with two 2d Bloch eigenvalues which have a conical crossing. It turns out that in the presence of an almost constant weak magnetic field, the spectrum near the crossing develops gaps which remind of the Landau levels of an effective mass-less magnetic Dirac operator.

1. Introduction.

This paper concludes our work concerned with the rigorous mathematical theory of the Peierls-Onsager effective Hamiltonian for some magnetic spectral problems in 2 dimensions ([9], [11]). This time we focus on the conical crossing case, which is typical for graphene-like systems. When subjected to external magnetic fields, such systems have been playing an important role in making the Quantum Hall effect possible at room temperatures [49].

1.1. On Peierls-Onsager substitution. Let us briefly recall that the Peierls-Onsager substitution is used by physicists ([51], [42]) in the study of non-interacting electrons in a periodic potential (describing the lattice of atoms in the solid) and subjected to a magnetic field.

In the absence of a long range magnetic field, the periodic Hamiltonian is described in the Floquet representation as the sum of a countable family of multiplication operators living in some finite dimensional sub-spaces and given by some real functions \( \{ \lambda_n : \mathcal{B} \to \mathbb{R} \}_{n \in \mathbb{N}} \) defined on the Brillouin domain \( \mathcal{B} \); these are the Bloch functions. We recall that the Brillouin domain may be considered, modulo some topological subtleties, as the unit cell in the momentum space with respect to the dual of the lattice defined by the periodic potential. The Peierls-Onsager substitution consists in replacing the complete Hamiltonian in a magnetic field \( B = dA \) by the effective Hamiltonian obtained by replacing the functions \( \lambda_n(\theta) \) with \( \theta \in \mathcal{B} \) by \( \lambda_n(\theta - A(x)) \).

As one can see even after this brief presentation, giving a sound mathematical meaning to these operators is not quite evident and a rich literature has been devoted to this subject. We indicate here only a very subjective selection: [32], [54], [47], [40], [5], [6], [50], [19], [13], [24], [52], guided by our further developments and having in view all the references therein. Some important restrictive hypothesis imposed in these studies have been the existence of isolated Bloch bands (i.e. some function \( \lambda_{n_0} \) that does not intersect with any other), the existence of Wannier bases for such isolated Bloch bands and the constancy of the magnetic field. An important difficulty in using the Peierls-Onsager effective Hamiltonians for obtaining a detailed spectral information comes from the presence of the Bloch eigenprojections and the fact that they live on sub-spaces that depend on the magnetic field.
In our previous work \cite{9,11} we have considered a 2-dimensional situation in which we could allow for some slow variation of the intensity of the magnetic field and prove a rather detailed spectral analysis of the effective Hamiltonians. First, in \cite{9} we studied the bottom of the magnetically perturbed spectrum in a narrow window around the non-degenerate minimum of an isolated Bloch energy whose corresponding spectral projection had a zero Chern number and admitted an exponentially localized Wannier basis. Second, in \cite{11} we generalized these results to situations in which the unperturbed bottom of the spectrum comes from a single Bloch eigenvalue which either might cross with others outside the narrow window, or its corresponding spectral subspace has a non-trivial topology.

Our general strategy is to isolate some simple effective Hamiltonian that on a small neighborhood of some point in the Brillouin domain approximates well the exact one in the absence of magnetic field. We have in view either a minimum of a Bloch eigenvalue (in \cite{9} and \cite{11}), where we use the quadratic form given by the Hessian of the given Bloch function, or a conical crossing point (in the present paper), where we use a $2 \times 2$-matrix valued Dirac type Hamiltonian defined by the two crossing Bloch functions and their 1-dimensional eigenprojections. The magnetic field that we considered in our papers \cite{9} and \cite{11} is of the form $B_{\kappa}(x) = \epsilon B^0 + \kappa B(x)$ where $B^0$ is a constant magnetic field producing some spectral gaps controlled by $\epsilon \in [0, \epsilon_0]$ for some $\epsilon_0 > 0$ small enough and $\kappa B(x)$ is a slowly varying magnetic field considered as a perturbation controlled by $\kappa \in [0, \kappa_0]$ for some $\kappa_0 \in (0, 1]$.

In this paper we will not need the requirement of “slow variation” and consider a magnetic field of the form $B_{\kappa}(x) = \epsilon B^0 + \kappa B(x)$ with some magnetic field $B$ with smooth components bounded together with all their derivatives. Our aim is to show that in a neighborhood of the special spectral point corresponding to a “conical crossing” of two Bloch energy bands, the above magnetic field produces a family of spectral gaps with widths and separation controlled by $\epsilon$ and $\kappa$.

1.2. The framework.

1.2.1. The periodic Hamiltonian. We work in a 2-dimensional configuration space $\mathcal{X} \cong \mathbb{R}^2$ in which a regular lattice $\Gamma$ is given, i.e. a lattice generated by two linearly independent vectors. For any $k \in \mathbb{Z} \setminus \{0\}$ we denote by $BC^\infty(\mathcal{X}; \mathbb{R}^k)$ the linear space of vector valued smooth bounded functions on $\mathcal{X}$ having bounded derivatives of all orders. We denote by $\mathcal{S}(\mathcal{X})$ the space of Schwartz test functions (smooth complex functions having rapid decay together with all their derivatives). We shall also denote by $L^2(\mathcal{X})$ the Hilbert space of square integrable classes of complex functions with respect to the Lebesgue measure on $\mathcal{X}$.

**Definition 1.1.** Let the $\Gamma$-periodic functions $V^\Gamma \in BC^\infty(\mathcal{X}; \mathbb{R})$ and $A^\Gamma \in BC^\infty(\mathcal{X}; \mathbb{R}^2)$ and define the 2-dimensional $\Gamma$-periodic Hamiltonian $H^\Gamma$ as the self-adjoint extension in $L^2(\mathcal{X})$ of the symmetric operator

$$-\Delta_{A^\Gamma} + V^\Gamma : \mathcal{S}(\mathcal{X}) \to \mathcal{S}(\mathcal{X}),$$

with

$$-\Delta_{A^\Gamma} := \sum_{j=1,2} \left( -i \partial_{x_j} - A^\Gamma_j(x) \right)^2.$$

In section XIII.16 of \cite{53} it is proven that this extension exists, is unique, lower semi-bounded and has as domain in $L^2(\mathcal{X})$ the usual Sobolev space $\mathcal{H}^2(\mathcal{X})$ of square integrable functions with square integrable Laplacian (in the sense of distributions). We recall that the periodic operators on $L^2(\mathbb{R}^d)$ admit a kind of ‘partial diagonalization’ given by the Bloch-Floquet unitary map (see also section XIII.16 of \cite{53}). We shall briefly present in Subsection 14.2 some basic facts concerning the Bloch-Floquet Transformation. Here we shall recall only those notions that are necessary for the formulation of our main results.

We can define the quotient $\mathcal{X}/\Gamma \cong \mathbb{R}^2/\mathbb{Z}^2$ that will be identified as a topological group with the 2-dimensional torus $\mathbb{T} \cong S^1 \times S^1$. Here $S^1$ is the unit circle as subset of elements of modulus 1 in $\mathbb{C}$ with the multiplication and topology induced from $\mathbb{C} \setminus \{0\}$. We associate to the inclusion $\mathbb{Z} \subset \mathbb{R}$ the following decomposition:

$$t = \lfloor t \rfloor + \{t\} \setminus \{0\}; \quad \lfloor t \rfloor := \max\{k \in \mathbb{Z}, k \leq t\} \in \mathbb{Z}, \quad \{t\} := t - \lfloor t \rfloor \in [-1/2, 1/2), \quad \forall t \in \mathbb{R},$$

where $\lfloor t \rfloor$ denotes the greatest integer function and $\{t\}$ denotes the fractional part of $t$. This decomposition allows for some slow variation of the intensity of the magnetic field and proves a rather detailed spectral analysis of the effective Hamiltonians.
and we define the elementary cell of $\mathcal{X}$ associated to it $\mathcal{E} := \left\{ x \in \mathcal{X} \mid -1/2 \leq x_j < 1/2, \ j = 1, 2 \right\} \subset \mathcal{X}$. We denote by $\langle \cdot \cdot \rangle : \mathcal{X} \times \mathcal{X}^{*} \to \mathbb{R}$ the duality map on $\mathcal{X} \times \mathcal{X}^{*}$ and define the following dual objects: the dual lattice

$$
\Gamma_{\ast} := \left\{ \gamma^{\ast} \in \mathcal{X}^{\ast}, \ <\gamma^{\ast}, \gamma > \in \mathbb{Z} \right\},
$$

(1.3)

the dual elementary cell associated with the same decomposition (1.2) denoted by $\mathcal{B}$ and called the Brillouin zone and the quotient of the duals $\mathbb{T}_{\ast} \times \mathcal{X}^{\ast}$ and the momentum spaces.

We notice that for any $\theta \in \mathbb{R}$, multiplication with an operator-valued function of $\mathbb{T}_{\ast}$ is essentially self-adjoint on $L^{2}(\mathbb{T}) \subset L^{2}(\mathbb{T} \setminus \pi)$.

The vector potential $A$, considered as a perturbation of $B$, will be just two distinct copies of $\mathcal{X}$ and $\mathcal{X}^{\ast}$ will be just two distinct copies of $\mathbb{R}^{2}$ we shall keep this notation that allows us to have a clear distinction between the configuration and the momentum spaces.

We define the Bloch-Floquet-Zak transform of a test function $\phi \in \mathcal{S}(\mathcal{X})$ by the formula

$$
\left( \hat{U}_{\Gamma} \phi \right)(x, \theta) := (2\pi)^{-1} \sum_{\gamma \in \Gamma} e^{-i\theta_{1}(x_{1} - \gamma_{1})(1 + \gamma_{2})\theta_{2}} \phi(x - \gamma), \quad \forall x \in \mathcal{X}, \ \forall \theta \in \mathbb{R}.
$$

(1.4)

We notice that for any $\phi \in \mathcal{S}(\mathcal{X})$ we have the following behavior:

$$
\forall \alpha \in \Gamma : \quad \left( \hat{U}_{\Gamma} \phi \right)(x + \alpha, \theta) = \left( \hat{U}_{\Gamma} \phi \right)(x, \theta), \quad \forall (x, \theta) \in \mathcal{X} \times \mathbb{R}^{2},
$$

(1.5)

$$
\forall \nu \in \mathbb{Z}^{2} : \quad \left( \hat{U}_{\Gamma} \phi \right)(x, \theta + 2\pi \nu) = e^{-2\pi i (x_{1} \nu_{1} + x_{2} \nu_{2})} \left( \hat{U}_{\Gamma} \phi \right)(x, \theta), \quad \forall (x, \theta) \in \mathcal{X} \times \mathbb{R}^{2}.
$$

(1.6)

Due to the periodicity in the $x$-variable (1.5), we can project this variable on the 2-dimensional torus, that we denote by $\mathcal{T}$ and consider functions defined on $\mathcal{T} \times \mathbb{R}^{2}$ satisfying condition (1.6). Property (1.6) suggests to restrict the variable $\theta \in \mathbb{R}^{2}$ to the square $(-\pi, \pi)^{2}$. One can prove that the transformation $\hat{U}_{\Gamma}$ defines a unitary operator $L^{2}(\mathcal{X}) \to L^{2}(\mathcal{T} \setminus \pi^{2})$. In this representation the periodic Hamiltonian $\hat{H}_{\Gamma}$ defined in Definition 1.1 becomes the operator of multiplication with an operator-valued function of $\theta \in \mathbb{R}^{2}$ taking values self-adjoint operators $\hat{H}(\theta)$ acting in $L^{2}(\mathcal{T})$.

The following result is well known:

**Proposition 1.2.** The operators $\hat{H}(\theta)$ with $\theta \in \mathbb{R}^{2}$ are self-adjoint, lower semi-bounded with compact resolvent in $L^{2}(\mathcal{T})$ and we shall choose their eigenvalues $\left\{ \lambda_{k}(\theta) \right\}_{k \in \mathbb{N}}$ (called Bloch eigenvalues) in increasing order taking into account their multiplicity. The spectrum of $\hat{H}(\theta)$ is $2\pi \mathbb{Z}^{2}$ periodic.

### 1.2.2. The magnetic field

We are interested in exhibiting a structure of gaps created in the band spectrum of $\hat{H}_{\Gamma}$ by a weak constant magnetic field and in studying their stability when perturbing the magnetic field by a smaller bounded smooth magnetic field that is not supposed to be constant or slowly varying. We note that even proving continuity of the spectrum as a set when long range magnetic perturbations are involved has been a challenging problem [3][4][7][8][13][15][17][18].

Given $(\epsilon, \kappa) \in [0, 1] \times [0, 1]$, we shall consider a magnetic field of the form

$$
B_{\epsilon, \kappa}(x) = \epsilon B^{\circ} + \kappa B(x),
$$

(1.7)

where $B^{\circ}$ is a constant magnetic field that we shall take to be positive and $\kappa B(x)$ is a weak magnetic field considered as a perturbation of $B^{\circ}$. $B(x)$ is of class $BC^{\infty}(\mathcal{X}; \mathbb{R})$. Let us choose some smooth vector potentials $A^{\circ} : \mathcal{X} \to \mathbb{R}^{2}$ and $A : \mathcal{X} \to \mathbb{R}^{2}$ such that:

$$
B^{\circ} = \partial_{1} A^{\circ}_{2} - \partial_{2} A^{\circ}_{1}, \quad B = \partial_{1} A_{2} - \partial_{2} A_{1},
$$

(1.8)

and

$$
A^{\epsilon, \kappa} := \epsilon A^{\circ}(x) + \kappa A(x), \quad A_{\epsilon, \kappa} = \partial_{1} A^{\circ}_{2} - \partial_{2} A^{\circ}_{1}.
$$

(1.9)

The vector potential $A^{\circ}$ is considered in the transverse gauge, i.e.

$$
A^{\circ}(x) = (1/2)(-B^{\circ} x_{2}, B^{\circ} x_{1}).
$$

(1.10)

We consider the following magnetic Schrödinger operator, that is essentially self-adjoint on $\mathcal{S}(\mathcal{X})$:

$$
H_{\Gamma}^{\epsilon, \kappa} := \left( -i \partial_{x_{1}} - A_{1}^{\circ}(x) - A_{1}^{\epsilon, \kappa}(x) \right)^{2} + \left( -i \partial_{x_{2}} - A_{2}^{\circ}(x) - A_{2}^{\epsilon, \kappa}(x) \right)^{2} + V^{T}(x)
$$

(1.11)

and treat it as a perturbation (controlled by the small parameter $\kappa \in [0, 1]$) of the following operator

$$
H_{\Gamma} := \left( -i \partial_{x_{1}} - A_{1}^{\circ}(x) + \epsilon B^{\circ} x_{2}/2 \right)^{2} + \left( -i \partial_{x_{2}} - A_{2}^{\circ}(x) - \epsilon B^{\circ} x_{1}/2 \right)^{2} + V^{T}(x)
$$

(1.12)
that is also essentially self-adjoint on \( \mathcal{H}(X) \).

Figure 1. The unperturbed spectrum

1.3. Formulation of the main result. We denote by \( d : T_* \times T_* \to \mathbb{R}_+ \) the geodesic distance on the space \( T_* \). For any \( \theta_0 \in T_* \) and \( r > 0 \) we define the closed ball
\[
B_r(\theta_0) := \{ \theta \in T_* : d(\theta, \theta_0) \leq r \}.
\]

Hypothesis 1.3. There exists a compact interval \( I := [-\Lambda_-, \Lambda_+] \subset \mathbb{R} \) containing 0 in its interior, an index \( k_0 \in \mathbb{N} \setminus \{0\} \), a point \( \theta_0 \in (-\pi, \pi)^2 \) and a compact neighborhood \( \Sigma_I \subset (-\pi, \pi)^2 \) of \( \theta_0 \), diffeomorphic to the unit disk, such that:
\[
I \cap \lambda_k(T_*) \neq \emptyset \Rightarrow k \in \{ k_0, k_0 + 1 \},
\]
\[
[-\Lambda_-, 0] = \lambda_{k_0}(\Sigma_I), \quad [0, \Lambda_+] = \lambda_{k_0+1}(\Sigma_I),
\]
\[
\lambda_{k_0}(\theta) = \lambda_{k_0+1}(\theta) \Rightarrow \theta = \theta_0. \tag{1.13}
\]

For \( \theta \in \Sigma_I \) we shall denote by
\[
\lambda_-(\theta) := \lambda_{k_0}(\theta), \quad \lambda_+(\theta) := \lambda_{k_0+1}(\theta). \tag{1.14}
\]

We now express the nature of the touching of \( \lambda_- \) and \( \lambda_+ \) at \( \theta_0 \), the so-called conical crossing type.

Hypothesis 1.4. The map \( \Sigma_I \ni \theta \mapsto d(\theta) := \lambda_-(\theta) \lambda_+(\theta) \) has a non-degenerate maximum value equal to zero at \( \theta_0 \).

We need one more notation before stating the main result. For any two subsets \( M_1, M_2 \) in a metric space \( (M, d) \) we denote by
\[
d_B(M_1, M_2) := \max \left\{ \sup_{x \in M_1} \inf_{y \in M_2} d(x, y), \sup_{x \in M_2} \inf_{y \in M_1} d(x, y) \right\} \tag{1.15}
\]
Theorem 1.5. Let us assume that Hypotheses 1.3 and 1.4 hold true. Let $H^{\epsilon, \kappa}_1$ be the magnetic Hamiltonian in (1.11) with a magnetic field $B^{\epsilon, \kappa}$ satisfying (1.7). Then there exists a self-adjoint operator $L$ acting on $L^2(\mathbb{R})$ with discrete spectrum $\sigma(L)$ symmetric with respect to the origin, containing 0 and with all the eigenvalues of multiplicity 1, such that for any $L > 0$ situated in the middle of a gap of $\sqrt{B^\circ} \sigma(L)$, there exist positive $\epsilon_L$, $\kappa_L$, and $C_L$ such that for $0 < \epsilon \leq \epsilon_L$ and $\kappa \in [0, \kappa_L]$, we have

$$d_\#(\sigma(H^{\epsilon, \kappa}_1) \cap (-L^{1/2}, L^{1/2}), (\epsilon B^\circ)^{1/2} \sigma(L) \cap (-L^{1/2}, L^{1/2})) \leq C_L (\sqrt{\kappa \epsilon} + \epsilon).$$

Remark 1.6. The set $(\epsilon B^\circ)^{1/2} \sigma(L) \cap (-L^{1/2}, L^{1/2})$ consists of finitely many isolated points (of the order of the integer part of $L$) situated at a distance of order $\sqrt{\epsilon}$ from each other. Thus when both $\epsilon_L$ and $\kappa_L$ are small enough, the set $\sigma(H^{\epsilon, \kappa}_1) \cap (-L^{1/2}, L^{1/2})$ develops gaps of order $\sqrt{\epsilon}$, uniformly in $\kappa$.

Remark 1.7. It turns out that we only have to prove Theorem 1.5 for $\kappa = 0$. This is because of the following statement which is a direct corollary of Theorem 3.1 in [17]:

Suppose that $L$ is chosen as in Theorem 1.4. Then there exists a constant $C > 0$ such that

$$d_\#(\sigma(H^{\epsilon, \kappa}_1) \cap (-L\sqrt{\epsilon}, L\sqrt{\epsilon}), \sigma(H^\circ_1) \cap (-L\sqrt{\epsilon}, L\sqrt{\epsilon})) \leq C \sqrt{\kappa \epsilon}.$$

The result in [17] is very robust and in some sense optimal: it states that a small magnetic perturbation of order $\kappa \epsilon$ could create (large) gaps which are of order $\sqrt{\kappa \epsilon}$, but not larger. Its proof
is based on geometric perturbation theory which uses a \( \kappa \) dependent partition of unity, combined with a use of magnetic gauge covariance.

An important difficulty in the proof of Theorem 1.5 comes from the fact that while in [11] we were working near the bottom of the spectrum, using positivity conditions for invertibility, we are now working somewhere in the “bulk” of the spectrum, in the interval \( I \subset \sigma(H_0) \). A whole procedure for creating a spectral gap in the studied region inside the interval \( I \) with some stability with respect to the magnetic field perturbation has to be elaborated. Moreover we have to replace the 1-dimensional smooth unit norm global section defining the “quasi-band” associated with \( \lambda_0 \) near its minimum in [11] with a smooth global orthonormal pair of sections having some “good behavior” with respect to the induced spectral gap, in order to define a kind of quasi-band associated with the two Bloch levels near their crossing point.

1.4. Some preliminaries and notations.

1.4.1. Notations. Given any finite dimensional real vector space \( V \) we denote by \( C^\infty(V) \) the space of complex valued smooth functions \( V \to \mathbb{C} \) and consider its sub-spaces \( C^m_0(V) \) of functions with compact support, \( BC^\infty(V) \) of bounded functions with bounded derivatives of all orders, \( C^m_\text{pol}(V) \) (resp. \( C^\infty_\text{pol}(V) \)) of polynomially bounded (resp. uniformly polynomially bounded) functions.

When restricting to real functions we shall use the notation \( C^\infty(V; \mathbb{R}) \) and similar ones for the above specified sub-spaces. We shall also consider \( \mathcal{S}(V) \) and \( \mathcal{S}'(V) \) the usual dual pair of Schwartz test functions and tempered distributions. We shall also use test functions with values in some finite dimensional vector space \( V \) and denote them by \( \mathcal{S}(V; V) \). We denote by \( \tau_v \) the translation by \( -v \in V \) acting on various classes of functions (and distributions) on \( V \). We use the notation \( <v, v> := \sqrt{1 + |v|^2} \) for any \( v \in V \).

For any Banach space \( B \) we denote by \( \mathcal{B}(B) \) the algebra of continuous linear operators in \( B \). For any Hilbert space \( H \) we denote by \( \mathcal{U}(H) \) its subset of unitary operators, by \( \mathcal{F}(H) \) the family of 1-dimensional orthogonal projections and by \( \mathcal{L}(H) \) the family of orthogonal projections. Given two Hilbert spaces \( H_1 \) and \( H_2 \) let \( \mathcal{U}(H_1; H_2) \) be the group of unitary operators from \( H_1 \) to \( H_2 \). We shall denote by \( \mathcal{L}(V_1; V_2) \) the space of continuous linear operators from the topological vector space \( V_1 \) to the topological vector space \( V_2 \), endowed with the topology of uniform convergence on bounded sets.

Given any family of vectors \( F \) in a vector space \( \mathcal{K} \) over a field \( \mathbb{K} \) (either \( \mathbb{R} \) or \( \mathbb{C} \)) we denote by \( \mathcal{L}_\mathcal{K}(F) \) the linear space they generate over \( \mathbb{K} \).

For any subset \( M \subset \mathcal{F} \) in a topological space \( \mathcal{F} \) we denote by \( \mathcal{M} \) its interior.

Once we are given a 2-dimensional regular lattice \( \Gamma \subset \mathcal{X} \) in a 2-dimensional real affine space \( \mathcal{X} \), if we fix an origin for it, we have a precise realization of the configuration space as 2-dimensional real linear space and of \( \Gamma \) as a copy of \( \mathbb{Z}^2 \). Once we have fixed the linear structure on \( \mathcal{X} \) by \( \mathcal{X} \cong \mathbb{R}^2 \) induced by the regular lattice we denote by \( \mathcal{X}^* \cong \mathbb{R}^2 \) its dual. We use the standard multi-index notation \( \partial_j^\alpha := \partial_{x_1}^{\alpha_1} \partial_{x_2}^{\alpha_2} \) for any \( \alpha = (\alpha_1, \alpha_2) \in \mathbb{N}^2 \), with \( |\alpha| := \alpha_1 + \alpha_2 \) and similar ones for the dual \( \mathcal{X}^* \cong \mathbb{R}^2 \). The phase space is denoted by \( \Xi := \mathcal{X} \times \mathcal{X}^* \) and is endowed with the canonical symplectic form.

1.4.2. The pseudo-differential calculus. For pseudo-differential operators on \( L^2(\mathcal{X}) \) we shall use the following Hörmander type classes (see [35]): for \( s \in \mathbb{R} \) and \( \rho \in [0, 1] \),

\[
S^\rho_s(\mathcal{X} \times \mathcal{X}^*) := \left\{ F \in C^\infty_\text{pol, u}(\Xi), \sup_{(x, \xi) \in \Xi} \frac{\langle x, \xi \rangle^{1 + |\rho|}}{\langle x, \xi \rangle^{1 - |\rho|}} \left| \left( \partial_\xi^\alpha \partial_\xi^\beta F \right)(x, \xi) \right| \leq C_{\alpha, \beta}, \forall (\alpha, \beta) \in \mathbb{N}^2 \times \mathbb{N}^2 \right\},
\]

\[
S^{-\infty}_s(\mathcal{X} \times \mathcal{X}^*) := \bigcap_{s \in \mathbb{R}} S^s_0(\mathcal{X} \times \mathcal{X}^*).
\]

All these vector spaces are endowed with locally convex topologies defined by countable families of semi-norms that we shall denote generically by \( \nu : S^\rho_s(\mathcal{X} \times \mathcal{X}^*) \to \mathbb{R}_+ \). We shall also use the notation:

\[
S^\infty_\rho(\mathcal{X} \times \mathcal{X}^*) := \bigcup_{s \in \mathbb{R}} S^s_\rho(\mathcal{X} \times \mathcal{X}^*).
\]
A specific feature of the arguments which are developed in this paper is the use of a calculus with \(2 \times 2\)-matrix valued pseudodifferential operators. Thus we shall consider Hörmander type symbols with values in the algebra of \(2 \times 2\) complex matrices endowed with the matrix norm, that we denote by \(M_{2\times 2}(\mathbb{C})\). We shall consider the following \(2 \times 2\) complex matrix valued symbols:

\[
S^\alpha_\beta(\mathcal{X} \times \mathcal{X}^*)_{2\times 2} := \left\{ F \in C^\infty_{\text{pol},u}(\Xi; M_{2\times 2}(\mathbb{C})) \mid \sup_{(x,\xi) \in \Xi} <\xi >^{-\alpha+\beta} \left\| (\partial^\alpha_x \partial^\beta_\xi F)(x,\xi) \right\|_{M_{2\times 2}(\mathbb{C})} \leq C_{\alpha,\beta}, \forall (\alpha,\beta) \in \mathbb{N}^2 \times \mathbb{N}^2 \right\},
\]

\[
S^{-\infty}(\mathcal{X} \times \mathcal{X}^*)_{2\times 2} := \bigcap_{\alpha,\beta} S^\alpha_\beta(\mathcal{X} \times \mathcal{X}^*)_{2\times 2}.
\]

The topologies are defined by the same type of semi-norms in which the modulus of complex numbers has been replaced by the matrix norm (we shall work with \(\ell^\infty\) type matrix norm \(|M\|_{M_{2\times 2}(\mathbb{C})} = \max \{|M|_{(j,k)} \mid (j,k) \in \{1,2\}^2 \} \)). Due to the specificity of our problem, on \(M_{2\times 2}(\mathbb{C})\) we shall also work with matrix indices \((j,k)\) with \(j = \pm 1\) and \(k = \pm 1\). Formulas (1.17) and (1.19) with matrix-valued symbols are well defined as linear operators on \(\mathcal{S}(\mathcal{X} \times \mathbb{C}^2)\) for any \(\Phi \in S^\alpha_\beta(\mathcal{X} \times \mathcal{X}^*)_{2\times 2}\). An inspection of the results on the magnetic pseudodifferential calculus summarized in appendix B of [9] shows that they remain true in our new setting (of matrix-valued symbols).

We shall use the Weyl quantization of symbols (see [36]):

\[
\mathcal{D} \mathcal{P}(\Phi)(\phi)(x) := (2\pi)^{-2} \int_{\mathcal{X}} dy \int_{\mathcal{X}} d\xi e^{i\xi(x-y)/2} \Phi(\xi) \phi(y), \quad \forall (\Phi,\phi) \in \mathcal{S}(\Xi) \times \mathcal{S}(\mathcal{X}).
\]

(1.17)

It is well known that the composition of linear operators induces a non-commutative product, the *Moyal product* on test functions on \(\Xi\) and can be extended to a large class of tempered distributions (see [20, 27, 28]). We shall denote it by \(\Phi \star \Psi\), i.e.

\[
\mathcal{D} \mathcal{P}(\Phi \star \Psi) = \mathcal{D} \mathcal{P}(\Phi) \circ \mathcal{D} \mathcal{P}(\Psi).
\]

With these definitions it is straightforward to notice that \(H_\Gamma = \mathcal{D} \mathcal{P}(h)\) for the symbol

\[
h(x,\xi) := (\xi_1 - A_1^T(x))^2 + (\xi_2 - A_2^T(x))^2 + V^T(x)
\]

which is an elliptic symbol of Hörmander class \(S^\alpha_\beta(\mathcal{X} \times \mathcal{X}^*)\) whose principal symbol is \(|\xi|^2\).

Given some magnetic field \(B\) with components of class \(BC^\infty(\mathcal{X}; \mathbb{R})\) with an associated vector potential \(A\) with components of class \(C^\infty_{\text{pol}}(\mathcal{X}; \mathbb{R})\), we can also define a magnetic pseudodifferential calculus (14, 37, 38, 11):

\[
\mathcal{D} \mathcal{P}^A(\Phi)(\phi)(x) := (2\pi)^{-2} \int_{\mathcal{X}} dy \int_{\mathcal{X}} d\xi e^{i\xi(x-y)/2} e^{-i f_{[\gamma,\nu]} A} \Phi(\xi) \phi(y), \quad \forall (\Phi,\phi) \in \mathcal{S}(\Xi) \times \mathcal{S}(\mathcal{X}),
\]

(1.19)

where the quantity \(f_{[\gamma,\nu]} A\) is defined and commented on at the beginning of Section 3. Similarly we can define a "magnetic" Moyal product \(\Phi \star^B \Psi\) such that

\[
\mathcal{D} \mathcal{P}^A(\Phi \star^B \Psi) = \mathcal{D} \mathcal{P}^A(\Phi) \circ \mathcal{D} \mathcal{P}^A(\Psi).
\]

(1.20)

One can prove that it only depends on the magnetic field \(B\) and not on the vector potential one has chosen. Its properties, rather similar with those of the usual Moyal product are studied in [13, 37] and [38].

Given any continuous linear operator \(T : \mathcal{S}(\mathcal{X}) \to \mathcal{S}'(\mathcal{X})\) we denote by \(\mathcal{S}_T \in \mathcal{S}'(\Xi)\) its Weyl symbol and by \(\mathcal{S}^A_T \in \mathcal{S}'(\Xi)\) its magnetic symbol, i.e. the tempered distributions satisfying

\[
\mathcal{D} \mathcal{P}(\mathcal{S}_T) = T, \quad \mathcal{D} \mathcal{P}^A(\mathcal{S}^A_T) = T;
\]

(1.21)

we denote by \(\mathcal{R}_T \in \mathcal{S}'(\mathcal{X} \times \mathcal{X})\) its distribution kernel given by the Schwartz Kernels Theorem. Moreover given any distribution kernel \(\mathcal{K} \in \mathcal{S}'(\mathcal{X} \times \mathcal{X})\) we denote by \(\mathcal{Int} \mathcal{R} \in L(\mathcal{S}(\mathcal{X}); \mathcal{S}'(\mathcal{X}^*))\) the integral operator defined by

\[
(\mathcal{Int} \mathcal{R}(\phi))(\psi) := \mathcal{R}(\phi \otimes \psi), \quad \forall (\phi,\psi) \in \mathcal{S}(\mathcal{X}) \times \mathcal{S}(\mathcal{X}).
\]

(1.22)
1.4.3. The Bloch-Floquet representation. Let us make a more detailed analysis of the image of the Bloch-Floquet-Zak transformation (see Ch. II.3.2 in [20] for a general discussion of the Bloch-Floquet theory). The formulas (1.3) and (1.6) imply that we may describe the image \( \hat{U}_\tau [L^2(\mathcal{X})] \) as the space

\[
\mathcal{G} := \left\{ F \in L^2_{\text{loc}}(\mathcal{X}^*; L^2(\mathbb{T})), \ F(\xi + \gamma^*) = e^{-i\gamma^*:\mathbb{R}^2}F(\xi), \ \forall \gamma^* \in \Gamma_+ \right\}.
\]

(1.23)

Defining \( \mathcal{Y}(x, \xi) := e^{i\xi,\mathbb{R}^2} \) as a function of class \( C^\infty_{\text{pol}}(\Xi) \) and embedding \( \mathcal{G} \) in \( L^2_{\text{loc}}(\Xi) \) we can consider its image under the operator of multiplication with the function \( \mathcal{Y} \) that will take us in a space of \( \Gamma_+ \)-periodic functions

\[
\mathcal{Y}\mathcal{G} = \left\{ F \in L^2_{\text{loc}}(\Xi), \ F(x, \xi + \gamma^*) = F(x, \xi), \ \forall \gamma^* \in \Gamma_+; \ F(x + \gamma, \xi) = e^{i\xi,\gamma^*}F(x, \xi), \ \forall \gamma \in \Gamma \right\}.
\]

We would like to see this space of \( \Gamma_+ \)-periodic functions as a space of functions defined on \( T_* \).

For that let us define for any \( \theta \in T_* \) the space of functions

\[
\mathcal{F}_\theta := \left\{ F \in L^2_{\text{loc}}(\mathcal{X}), \ F(x + \gamma) = e^{i\theta,\gamma^*}F(x), \ \forall \gamma \in \Gamma \right\}
\]

endowed with the quadratic norm

\[
\| F \|^2_{\mathcal{F}_\theta} := \int_{\mathbb{T}} dx |F(x)|^2.
\]

(1.24)

We notice that embedding \( L^2(\mathbb{T}) \) in \( L^2_{\text{loc}}(\mathcal{X}) \) (as periodic functions) we can write that

\[
\mathcal{F}_\theta = \mathcal{Y}(\cdot, \theta)L^2(\mathbb{T}) \supset v_0L^2(\mathbb{T}).
\]

This allows us to use the notion of measurable field of Hilbert spaces as developed in §II.1.5 in [20] and notice that our space \( \mathcal{F}_\theta \) is in fact the direct integral of Hilbert spaces

\[
\mathcal{Y}\mathcal{G} \cong \mathcal{F} := \int_{T_*}^\oplus d\theta \mathcal{F}_\theta
\]

(1.24)

defined by the measurable vector fields \( \{ v_\theta u \mid \theta \in T_* , u \in L^2(\mathbb{T}) \} \). Using the already introduced formula (1.4), we denote by \( \mathcal{U}_\tau := \mathcal{Y}\mathcal{U}_\tau : L^2(\mathcal{X}) \rightarrow \mathcal{F} \) and notice that it has the following explicit form:

\[
[\mathcal{U}_\tau \phi](x, \gamma) := (2\pi)^{-1} \sum_{\gamma \in \Sigma} e^{i\theta,\gamma^*}\phi(x - \gamma), \quad \forall \phi \in \mathcal{F} \mathcal{I}(\mathcal{X}).
\]

(1.25)

Then \( \mathcal{U}_\tau \) defines a unitary operator \( L^2(\mathcal{X}) \rightarrow \mathcal{F} \) that we call the Bloch-Floquet representation.

An essential tool in working with direct integrals of Hilbert spaces are the measurable fields of operators, the decomposable operators (see Definition 1 and 2 in Ch. II.2.1 in [20]) and the measurable fields of von Neumann algebras (see Ch. II.3.2 in [20]). In fact, in the Bloch-Floquet representation the periodic Hamiltonian \( \hat{H}_\tau \) is decomposable, being defined by a measurable field of self-adjoint operators \( \hat{H}(\theta) \) acting in each space \( \mathcal{F}_\theta \) and we may write:

\[
\hat{\mathcal{U}}_\tau \hat{H}_\tau \hat{\mathcal{U}}_\tau^{-1} = \int_{T_*} d\theta \hat{H}(\theta), \quad \hat{H}(\theta) = \sum_{k \in \mathbb{N}} \lambda_k(\theta) \varphi_k(\theta).
\]

(1.26)

In order to define the eigenprojections \( \varphi_k \) when the multiplicity is bigger then 1, we apply the following procedure. To each \( k \in \mathbb{N} \) and \( \theta \in T_* \), we introduce the minimal labelling of \( \lambda_k(\theta) \):

\[
\nu(k, \theta) = \inf_{\lambda_j(\theta) = \lambda_k(\theta)} j.
\]

We define the eigenprojections by the following Dunford contour integral (Chapter VII in [21]):

\[
\hat{\varphi}_k(\theta) := \frac{1}{2\pi i} \int_{\mathcal{C}_k(\theta)} d\gamma \left( \hat{H}(\gamma) - \gamma^* \right)^{-1} \in \mathbb{L}^2(\mathcal{F}_\theta) \quad \text{if} \ \nu(k, \theta) = k,
\]

\[
= 0 \quad \text{if} \ \nu(k, \theta) < k,
\]

(1.27)

where \( \mathcal{C}_k(\theta) \subset \mathbb{C} \) is a circle surrounding \( \lambda_k(\theta) \) and no other point from \( \sigma(\hat{H}(\theta)) \). They define measurable functions on \( T_* \). Moreover, by elliptic regularity and noticing that \( \mathcal{F}_\theta \cap C^\infty(\mathbb{R}^2) = \mathcal{F}_\theta^\infty \), we deduce that the finite number of eigenfunctions \( \varphi_k(\theta) \) associated to any Bloch eigenvalue \( \lambda_k(\theta) \) are smooth functions and thus the projection valued sections \( \varphi_k(\theta) \) project on the subspace of smooth functions in \( \mathcal{F}_\theta \) for any \( \theta \in T_* \), i.e.

\[
\varphi_k(\theta) \mathcal{F}_\theta \subset \mathcal{F}_\theta^\infty, \quad \forall \theta \in T_*.
\]

(1.28)
Let us notice that if a group of eigenvalues remains isolated from the rest of the spectrum while \( \theta \) varies in some open set, then the total Riesz projection associated with this group is locally smooth in \( \theta \) on that open set.

We denote by \( P_K(\tilde{H}(\theta)) \) the spectral projection of \( \tilde{H}(\theta) \) corresponding to a set \( K \subset \mathbb{R} \). Due to the unboundedness of the operators \( \tilde{H}(\theta) \) we shall also use the direct integral decomposition of the domain of \( H_\Gamma \) considered as Hilbert space for the graph-norm:

\[
U_\Gamma \mathcal{H}^2(X) = \int_{T_*}^\oplus d\theta \mathcal{F}^2_\theta, \quad \mathcal{F}^2_\theta := \mathcal{V}_0 \mathcal{H}^2(T)
\]

with \( \mathcal{H}^2(T) \) the Sobolev space of order 2 on the 2-dimensional torus.

In dealing with direct integrals of Hilbert spaces over the dual torus \( T_* \) and decomposable operators, we shall usually call \textit{global sections} the measurable fields of vectors:

\[
f : T_* \to \int_{T_*}^\oplus d\theta \mathcal{F}_\theta, \quad f(\theta) \in \mathcal{F}_\theta,
\]

or of operators

\[
T : T_* \to \int_{T_*}^\oplus d\theta [\mathbb{B}(\mathcal{F}_\theta)], \quad T(\theta) \in \mathbb{B}(\mathcal{F}_\theta).
\]

One can also consider local sections defined only for some open subsets \( \Theta \subset T_* \). The topology of the torus \( T_* \) has as consequence the non-triviality of the extension problem of a regular (continuous or smooth) local section to a regular global section and we shall have to deal with this problem in our analysis. Let us briefly mention here that one may approach these problems in the framework of sections in vector bundles but we shall avoid these aspects in our work in order to make a rather self-contained presentation; nevertheless, we shall frequently use the term \textit{fiber} for the Hilbert spaces or the spaces of operators in the direct integral.

1.5. The main steps of the proof of Theorem 1.5. Let us present here the main steps of the proof of Theorem 1.5. We start by mentioning that even though the eigenprojections associated to \( \{\lambda_k(\theta)\}_{\theta \in \Sigma_I} \) by \( \Pi_I(\theta) \) have a singularity in \( \theta_0 \), their orthogonal sum (denoted by \( \tilde{\Pi}_I(\theta) \)) is smooth on \( \Sigma_I \) due to Hypothesis 1.3. In (2.3) we define the rank 2 “window” Hamiltonian \( \tilde{H}_I(\theta) \) associated to the spectrum \( \{\lambda_k(\theta)\}_{\theta \in \Sigma_I} \).

Step 1.: Choosing a local basis in the Bloch-Floquet representation we define the unitary-valued map \( \Sigma_I \ni \theta \to \tilde{T}(\theta) \in \mathcal{U}(\tilde{\Pi}_I(\theta) \mathcal{F}^2_\theta ; \mathbb{C}^2) \) and we decompose the corresponding \( 2 \times 2 \) Hermitian matrix \( M_I(\theta) := \tilde{T}(\theta) \tilde{H}_I(\theta) \tilde{T}(\theta)^{-1} \) with respect to the basis of Pauli matrices in \( M_{2 \times 2}(\mathbb{C}) \). This is the object of Subsection 2.1.

Step 2.: Using a perturbation of the matrix \( M_I \) we introduce a spectral gap around \( \theta_0 \) and replace the two eigenprojections \( \tilde{\Pi}_I(\theta) \) by a pair of smooth orthogonal projections in \( \tilde{\Pi}_I(\theta) \mathcal{F}_\theta \) for any \( \theta \in \Sigma_I \). Then, using a rather explicit construction explained in Appendix A, we extend these local projection-valued sections to \( T_* \) and define a pair of smooth global orthonormal sections \( \{\tilde{\Pi}(\theta)\}_{\theta \in \Sigma_*} \), and a neighborhood \( U \subset \Sigma_I \) of \( \theta_0 \), such that (see Proposition 2.11)

- for \( \theta \in U \) we have that

\[
\mathcal{L}(\tilde{\Pi}_-(\theta), \tilde{\Pi}_+(\theta)) = \tilde{\Pi}_I(\theta) \mathcal{F}_\theta, \tag{1.29}
\]

- for \( \theta \notin U \) we have that:

\[
\tilde{\Pi}_-(\theta) \in P_{(-\infty,0]}(\tilde{H}(\theta)) \mathcal{F}_\theta \tag{1.30}
\]

\[
\tilde{\Pi}_+(\theta) \in P_{(0,\infty)}(\tilde{H}(\theta)) \mathcal{F}_\theta^2. \tag{1.31}
\]

This smooth global basis allows us to define a “local band” projector \( \{\tilde{P}_I(\theta)\}_{\theta \in \Sigma_*} \) (see Definition 2.13), which is not a spectral projector for \( \tilde{H}(\theta) \) on the whole Brillouin zone, but coincides with such a spectral projector on the neighborhood \( U \) of \( \theta_0 \). This procedure will firstly allow us to circumvent the possible non-existence of a localized Wannier basis for a spectral projection of \( H_\Gamma \) which includes the spectral window \( I \) near the crossing, and secondly to reduce our analysis to a possibly smaller spectral window inside \( I \subset \mathbb{R} \).
These constructions are presented in Subsection 2.2 and they depend on the choice of a parameter $\delta > 0$ controlling the width of the spectral gap created around $\theta_0$. In fact we shall fix the value of this parameter depending on the properties of the periodic Hamiltonian $H_I$ and develop all our arguments keeping this value fixed. Although the conclusion of our Theorem does not depend on this fixed value, the accuracy of the estimations (the constants appearing in the estimations) may in fact depend on the exact value we fixed for $\delta > 0$. We note that [45] contains a detailed analysis of what can happen near a “closely avoided” conical crossing and its topological consequences.

**Step 3.** A general procedure having its roots in ([32], [47]) and developed in [12] and [13] allows us to define some magnetic “local band” projectors $P_I^\parallel$ associated with the constant magnetic field $\epsilon B^\parallel$. While these operators are not expected to be norm-continuous with respect to $\epsilon \in [0, \epsilon_0]$, their symbols as magnetic pseudodifferential operators are much better behaved (see Proposition 5.10). We can define now a magnetic “local band” Hamiltonian: $H_I^{\parallel^\perp} = P_I^{\parallel^\perp} H_I^{\parallel^\perp} P_I^{\parallel^\perp}$. We present the details of this construction in Section 6.

**Step 4.** In order to compare the magnetic periodic Hamiltonian $H_I^\parallel$ with the magnetic “local band” Hamiltonian $H_I^{\parallel^\perp}$ we have to modify our version of the Feshbach-Schur procedure elaborated in [11] in order to apply it for energies in a spectral gap of the studied operator. The abstract procedure is explained in Appendix B and we prove its applicability to our given situation in Proposition 6.11. This allows us to obtain Corollary 6.1 estimating the Hausdorff distance between the spectra of the magnetic periodic Hamiltonian $H_I^\parallel$ and a “dressed” modified version $\tilde{H}_I^{\parallel^\perp}$ of the magnetic “quasi band” Hamiltonian $H_I^{\parallel^\perp}$ in an interval $(-L_{\sqrt{\epsilon}}, L_{\sqrt{\epsilon}})$.

**Step 5.** For the “dressed” modified magnetic “quasi band” Hamiltonian $\tilde{H}_I^{\parallel^\perp}$ we apply the procedure of [12] as developed in [11] and using magnetic matrices we prove its unitary equivalence with an effective Hamiltonian of the form $\mathcal{O}_\parallel(k_I^{\parallel^\perp})$, with $\Gamma_+\times$-periodic symbol $k_I^{\parallel^\perp} \in C^\infty_{\text{pol,}0}(X^\times; M_{2\times 2}(\mathbb{C}))$ (see Proposition 4.1). We also notice that this periodic symbol is close of order $\epsilon$ (with respect to the semi-norms defining the topology on the space of $S^0$ symbols) to a periodic symbol $k_I$ that no longer depends on the magnetic field (Proposition 4.3). This non-magnetic symbol coincides near the crossing point with our initial matrix $M_I$ (2.9). We can now define the Peierls-Onsager effective Hamiltonian $\mathcal{O}_\parallel(k_I)$ for our spectral region $I \subset \mathbb{R}$.

**Step 6.** Once we obtained this Peierls-Onsager effective Hamiltonian, we could repeat the procedure developed by us in [11] and use the magnetic pseudodifferential calculus to construct a “quasi-resolvent”. Nevertheless, as in our situation we can restrict to constant magnetic fields due to Remark 4.7 we prefer to use some existing results obtained for this situation in [33] and [34]. The idea is that for constant magnetic fields, our 2-dimensional problem is in fact isospectral with an 1-dimensional operator, whose spectrum can be completely understood in the framework of the semi-classical analysis that has been developed in the cited references. The intensity of the constant magnetic field $\epsilon B^\parallel$ plays the role of the semi-classical “small parameter” being controlled by $\epsilon \in [0, \epsilon_0]$. We present these ideas and details in Subsection 5.1.

**Step 7.** The semi-classical problem involves a $\Gamma_+\times$-periodic $2 \times 2$-matrix valued symbol in one dimension, with values Hermitian matrices having two real eigenvalues that remain well separated on the entire 2-dimensional phase space with the exception of some small neighborhoods of the points of the lattice $\Gamma_+$. We are interested in locating the spectrum in a small interval around $0 \in \mathbb{R}$ for its Weyl quantization acting on $L^2(\mathbb{R})$. Thus we are interested only in the behavior near the points of the lattice $\Gamma_+$. Lemma 2.1 in [33] allows us to decompose our symbol as a superposition of $2 \times 2$-matrix valued symbols having only one “crossing point” for their values at one of the vertices of the lattice $\Gamma_+$. For these symbols we approximate their spectrum close to 0 by the spectrum of the linear term in their Taylor expansion (see Subsection 5.3).

**Step 8.** Finally, in Section 6 we put together the results that lead us to the conclusion of Theorem 1.5 with $\kappa = 0$. 

2. The “quasi-band” associated to the spectral window \( I \).

This section is devoted to the first two steps of our strategy for proving Theorem 1.5. We prove the existence of two smooth global sections \( \tilde{\Psi}_\pm : \mathbb{T} \to \mathbb{F} \) satisfying (1.29)-(1.31). This allows us to define the “quasi-band” associated with the spectral window \( I \subset \mathbb{R} \) (Definition 2.13). Mimicking the Wannier basis description of the Bloch spectral bands, it is defined as the linear subspace generated by the inverse Floquet transformed sections \( \tilde{\Psi}_\pm \) translated by vectors \( \Gamma \). In the whole section, we assume Hypotheses 1.3 and 1.4. We shall use the notation:

\[
E_\theta := -\inf \sigma(H_I) > \lambda_+ > 0. \tag{2.1}
\]

2.1. The “local Hamiltonian” associated to the spectral window \( I \). In this subsection we realize the first step in our proof strategy (see Subsection 1.6) by defining and analyzing the \( 2 \times 2 \) Hermitian matrix \( M_I(\theta) \) in (2.29). This matrix associated to our periodic Hamiltonian \( H_I \) in the Bloch-Floquet representation, for the spectral interval \( I \subset \mathbb{R} \) and for a neighborhood of the crossing-point \( \theta_0 \) plays a crucial role in the spectral analysis we are doing as we shall see in Section 6.

For \( \theta \in \Sigma_I \setminus \{ \theta_0 \} \), we recall the notation in (1.14) and the definition in (1.27) and introduce

\[
\tilde{\pi}_-(\theta) := \tilde{\pi}_{k_0}(\theta), \quad \tilde{\pi}_+(\theta) := \tilde{\pi}_{k_0+1}(\theta). \tag{2.2}
\]

With these notations we shall consider the following family of bounded self-adjoint operators acting on \( \mathbb{F}_\theta \):

\[
\tilde{H}_I(\theta) := \begin{cases} 
\lambda_-(\theta) \tilde{\pi}_-(\theta) + \lambda_+(\theta) \tilde{\pi}_+(\theta) & \text{for } \theta \in \Sigma_I \setminus \{ \theta_0 \}, \\
0 & \text{for } \theta = \theta_0.
\end{cases} \tag{2.3}
\]

We note that the \( \tilde{\pi}_\pm(\theta) \) have rank one for \( \theta \in \Sigma_I \setminus \{ \theta_0 \} \) and that the operator

\[
\tilde{\Pi}_I(\theta) := \begin{cases} 
\tilde{\pi}_-(\theta) + \tilde{\pi}_+(\theta), & \forall \theta \in \Sigma_I \setminus \{ \theta_0 \}, \\
\tilde{\pi}_{k_0}(\theta_0), & \text{for } \theta = \theta_0,
\end{cases} \tag{2.4}
\]

defines a family of rank two orthogonal projections which, unlike the rank one families \( \tilde{\pi}_\pm(\theta) \), form a local smooth section \( \tilde{\Pi}_I : \Sigma_I \to \mathcal{F}_I \) for the spectral interval \( I \) small enough, the smoothness of the local section \( \tilde{\Pi}_I(\theta) \) implies that

\[
\left\| V_{\theta}^{-1} \tilde{\Pi}_I(\theta)V_\theta - V_{\theta_0}^{-1} \tilde{\Pi}_I(\theta_0)V_{\theta_0} \right\|_{\mathcal{B}(L^2(\mathbb{T}))} \leq 1/2, \quad \forall \theta \in \Sigma_I. \tag{2.5}
\]

We can thus use the Sz.-Nagy unitary intertwining operator (see I.4.6 in [10]) for the pair of 2-dimensional orthogonal projections \( \tilde{\Pi}_I(\theta) := V_{\theta}^{-1} \tilde{\Pi}_I(\theta)V_\theta \) and \( \tilde{\Pi}_I(\theta_0) := V_{\theta_0}^{-1} \tilde{\Pi}_I(\theta_0)V_{\theta_0} \) acting in \( L^2(\mathbb{T}) \):

\[
\tilde{U}_0(\theta) := \left( \mathbf{1} - (\tilde{\Pi}_I(\theta) - \tilde{\Pi}_I(\theta_0))^2 \right)^{1/2} (\tilde{\Pi}_I(\theta)\tilde{\Pi}_I(\theta_0) + \tilde{\Pi}_I(\theta)^{-1}\tilde{\Pi}_I(\theta_0)^{-1}) \tag{2.6}
\]

which belongs to \( C^\infty(\Sigma_I; \mathcal{U}(L^2(\mathbb{T}))) \) and satisfies the intertwining equation:

\[
\tilde{U}_0(\theta_0) = \mathbf{1}, \quad \tilde{U}_0(\theta)\tilde{\Pi}_I(\theta_0) = \tilde{\Pi}_I(\theta)\tilde{U}_0(\theta), \quad \forall \theta \in \Sigma_I.
\]

We conclude that it exists a smooth diffeomorphism \( \tilde{\Phi} : f_{\Sigma_I} \theta d\theta [\tilde{\Pi}_I(\mathcal{F}_\theta)] \sim \mathbb{C}^2 \times \Sigma_I \) that is unitary on each fiber, i.e.,

\[
\tilde{\Phi}(\theta) : \tilde{\Pi}_I(\theta)\mathcal{F}_\theta \sim \mathbb{C}^2 \times \{ \theta \} \tag{2.7}
\]

is a smooth family of unitary operators between each of the 2-dimensional Hermitian complex spaces \( \tilde{\Pi}_I(\theta)\mathcal{F}_\theta \) and \( \mathbb{C}^2 \) for \( \theta \in \Sigma_I \).

**Remark 2.1.** In fact, using some standard results in topology one may give up the restriction in (2.6) and just ask for \( \Sigma_I \) to be contractible.

**Definition 2.2.** Let \( \{ \varepsilon_- , \varepsilon_+ \} \) be the canonical orthonormal basis in \( \mathbb{C}^2 \) and for \( \theta \in \Sigma_I \) and \( j = \pm \) let us define

\[
\hat{\varphi}_j(\theta) := \tilde{\Phi}(\theta)^{-1}(\varepsilon_j) \in \tilde{\Pi}_I(\theta)\mathcal{F}_\theta \subset \mathbb{F}_\theta.
\]
Remark 2.3. The pair \( \{ \hat{\varphi}_- (\theta), \hat{\varphi}_+ (\theta) \} \) forms a smooth orthonormal basis of \( \widehat{H}_I (\theta) \mathcal{F}_\theta \subset \mathcal{F}_\theta^2 \) over \( \Sigma_I \subset \mathbb{T}_\star \), and we obtain a smooth family of \( 2 \times 2 \) matrices

\[
\Sigma_I \ni \theta \mapsto M_I (\theta)_{jk} := \langle \hat{\varphi}_j (\theta), \widehat{H}_I (\theta) \hat{\varphi}_k (\theta) \rangle = \langle \delta_{ij}, \widehat{H}_I (\theta) \widehat{H}_I (\theta)^{-1} \delta_{jk} \rangle \subset \mathbb{M}_{2 \times 2} (\mathbb{C})
\]

defining the “local Hamiltonian” \( \widehat{H}_I := \widehat{H}_I (\theta) \widehat{H}_I (\theta)^{-1} \) associated to the spectral interval \( I \), in the fixed basis.

Once we have fixed the canonical orthonormal basis \( \{ \varepsilon_1, \varepsilon_2 \} \) on \( \mathbb{C}^2 \) we shall work with the orthogonal basis of the real algebra of Hermitian matrices on \( \mathbb{C}^2 \) given by the Pauli matrices \( \{ \sigma_1, \sigma_2, \sigma_3 \} \) and the identity \( 1_2 \). Then our local Hamiltonian \( \widehat{H}_I \) is described by four functions \( F_0 \in C^\infty (\Sigma_I; \mathbb{R}) \) and \( F \equiv (F_1, F_2, F_3) \in C^\infty (\Sigma_I; \mathbb{R}^3) \) such that

\[
M_I (\theta) = F_0 (\theta) \, 1 + \sum_{\ell=1,2,3} F_\ell (\theta) \, \sigma_\ell \in \mathbb{M}_{2 \times 2} (\mathbb{C}).
\]

Its eigenvalues are given by:

\[
\lambda_\pm (\theta) = F_0 (\theta) \pm |F(\theta)|, \quad \forall \theta \in \Sigma_I.
\]

If we introduce the notations

\[
\lambda_\pm (\theta) := (\lambda_+ (\theta) + \lambda_- (\theta))/2 = (1/2) \text{Tr} (M_I (\theta)), \quad \delta (\theta) := (\lambda_+ (\theta) - \lambda_- (\theta))/2,
\]

we notice that \( F_0 (\theta) = \lambda_0 (\theta) \) and \( |F(\theta)| = \delta (\theta) \) for any \( \theta \in \Sigma_I \) and thus are invariant to a change of basis in \( \mathbb{M}_{2 \times 2} (\mathbb{C}) \). Let us recall that \( \lambda_- (\theta_0) = \lambda_+ (\theta_0) = \lambda_0 (\theta_0) = \delta (\theta_0) = \delta (\theta_0) = 0 \) and let us also define

\[
\begin{align*}
\nu^{(1)} & := (\partial_{\theta_0} F_0) (\theta_0) \in \mathbb{R}^3, \\
\nu^{(2)} & := (\partial_{\theta_0} F) (\theta_0) \in \mathbb{R}^3, \\
f_1 & := (\partial_{\theta_0} F_0) (\theta_0) \in \mathbb{R}, \\
f_2 & := (\partial_{\theta_0} F) (\theta_0) \in \mathbb{R}
\end{align*}
\]

so that we can write the Taylor expansions:

\[
F_0 (\theta) = (\theta - \theta_0) f_1 + (\theta - \theta_0)^2 f_2 + O((\theta - \theta_0)^2),
\]

\[
F_0 (\theta) = f_1 (\theta - \theta_0)^2 + O((\theta - \theta_0)^2).
\]

Remark 2.4. Although the exact form of the functions \( F_0 (\theta) \) and \( |F(\theta)| \) strongly depends on the family of unitaries \( \{ \widehat{\Pi} (\theta) \}_{\theta \in \Sigma_I} \), the elements \( f_1, f_2, |\nu^{(1)}|, |\nu^{(2)}| \) and \( v^{(1)} \cdot v^{(2)} = \mu |\nu^{(1)}| |\nu^{(2)}| \), (where \( \mu \in (-1,1) \) is the cosine of the angle between them in \( \mathbb{R}^3 \)), are completely determined by the behavior of the eigenvalues \( \lambda_\pm \) at \( \theta_0 \).

Let us analyze the consequences of Hypotheses 1.3 and 1.4 concerning the functions \( \{ F_0, F \} \).

Remark 2.5. It turns out that although the eigenvalues \( \lambda_\pm (\theta) \) are not separately smooth, their product is smooth due to the identity

\[
2 \lambda_- (\theta) \lambda_+ (\theta) = 2 \text{det} (M_I (\theta)) = (\text{Tr} (M_I (\theta)))^2 - \text{Tr} (M_I (\theta)^2).
\]

Let us recall that given a function \( f \in C^2 (\Sigma_I; \mathbb{R}) \), its Hessian is defined as the \( 2 \times 2 \) matrix-valued continuous function

\[
(H_{\text{ess}} f)(\theta) := \\
\begin{pmatrix}
\partial_{\theta_0} \partial_{\theta_1} f (\theta) \\
\partial_{\theta_0} \partial_{\theta_2} f (\theta)
\end{pmatrix},
\]

Proposition 2.6. Hypotheses 1.3 and 1.4 imply that:

1. The map \( \Sigma_I \ni \theta \mapsto \delta (\theta) \in \mathbb{R} \) is smooth and Hypothesis 1.4 is equivalent to

\[
\delta (\theta_0) = 0, \quad \nabla \delta (\theta_0) = 0, \quad \exists a_0 > 0, \quad \langle \zeta, (H_{\text{ess}} \delta) (\theta_0) \zeta \rangle_{\mathbb{R}^2} \leq (-a_0) |\zeta|^2_{\mathbb{R}^2}, \quad \forall \zeta \in \mathbb{R}^2.
\]

2. There exist \( C > c > 0 \) such that

\[
c |\theta - \theta_0| \leq \lambda_+ (\theta) - \lambda_- (\theta) \leq C |\theta - \theta_0|, \quad \forall \theta \in \Sigma_I.
\]
Proof. We recall that \( F_0(\theta) = \lambda_0(\theta) = 0 = \delta(\theta) = |F(\theta)| \) and the fact that the maps \( \Sigma_I \ni \theta \mapsto F_0(\theta) \in \mathbb{R} \) and \( \Sigma_I \ni \theta \mapsto F(\theta) \in \mathbb{R}^3 \) are of class \( C^\infty \) so that the maps \( \Sigma_I \ni \theta \mapsto \lambda_0(\theta) \in \mathbb{R} \) and \( \Sigma_I \ni \theta \mapsto \delta^2(\theta) = \sum_{1 \leq j \leq 3} F^2_j(\theta) \in \mathbb{R}_+ \) are also of class \( C^\infty \).

(1) The first point follows from the definitions and Remark 2.5.

(2) In the second point the left inequality follows from Hypothesis 2.14 noticing that \( \lambda_0(\theta) - \lambda_0(\theta) = \sqrt{-2\lambda_0(\theta)} \lambda_0(\theta) = \sqrt{-2\lambda(\theta)} \), while the right inequality follows from the same hypothesis and the relation

\[
(\lambda_0(\theta) - \lambda_0(\theta))^2 = 2\text{Tr}(M_1(\theta)^2) - (\text{Tr}(M_1(\theta)))^2 = \Theta(|\theta - \theta_0|^2).
\]

(3) For the third conclusion we notice that

\[
\delta = \lambda_0^2 - \delta^2
\]

and \( \lambda_0 = (1/2)\text{Tr}(M_1(\theta)) \) so that the smoothness of \( \Sigma_I \ni \theta \mapsto \delta^2(\theta) \in \mathbb{R}_+ \) follows. The formulas 2.15 and 2.16 are evident. Here

\[
(\mathcal{H}_{\text{ess}} \lambda_0^2)_{jk}(\theta_0) = 2(\partial_{\theta_k} \lambda_0(\theta_0))(\partial_{\theta_j} \lambda_0(\theta_0))
\]

defines a positive matrix so that the first conclusion and the formula (2.19) imply that

\[
0 < 2\langle (\nabla \lambda_0(\theta_0))_\mathbb{R}^2, \rangle^2 = \langle (\mathcal{H}_{\text{ess}} \lambda_0^2)(\theta_0)\zeta, \zeta \rangle_{\mathbb{R}^2} = \langle (\mathcal{H}_{\text{ess}} \lambda_0^2)(\theta_0)\zeta, \zeta \rangle_{\mathbb{R}^2} + \langle (\mathcal{H}_{\text{ess}} \delta^2)(\theta_0)\zeta, \zeta \rangle_{\mathbb{R}^2}
\]

\[
\leq \langle (\mathcal{H}_{\text{ess}} \lambda_0^2)(\theta_0)\zeta, \zeta \rangle_{\mathbb{R}^2} + a_0|\zeta|^2_{\mathbb{R}^2}
\]

(2.20)

and we obtain 2.17 with some \( \rho \geq a_0 > 0 \).

(4) For 2.18 we use once again 2.20 and define \( a \in [0, 1] \) by

\[
a^2 := \max_{|\zeta|^2 = 1} 2\langle (\nabla \lambda_0(\theta_0), \zeta \rangle_{\mathbb{R}^2} \leq \rho - a_0 \rho < 1.
\]

(2.21)

(5) We notice that the derivatives of \( \lambda_0^2 \) and \( \delta^2 \) in \( \theta_0 \) are 0 and we have the inequalities 2.20 and 2.21. By the Leibniz Newton formula we can write that for any \( \tilde{\theta} \in (a, 1) \) and any \( \theta \) in some small enough neighborhood \( V_0 \) of \( \theta_0 \) (depending on \( \tilde{\theta} \)) we have

\[
\lambda_0(\theta)^2 = \int_0^1 dt \int_0^t ds \left( (\theta - \theta_0), (\mathcal{H}_{\text{ess}} \lambda_0^2)(\theta(t,s))(\theta - \theta_0) \right)_{\mathbb{R}^2}
\]

\[
\leq \tilde{\theta}^2 \int_0^1 dt \int_0^t ds \left( (\theta - \theta_0), (\mathcal{H}_{\text{ess}} \delta^2)(\theta(t,s))(\theta - \theta_0) \right)_{\mathbb{R}^2}
\]

\[
\leq \tilde{\theta}^2 \delta^2(\theta)
\]
(where we have used the notation \(\theta(t, s) := (1 - s)\theta_0 + s((1 - t)\theta_0 + t\theta)\)) and Conclusion 5 of the proposition follows.

\[\square\]

2.2. The global frame defining the quasi-band. Our goal in this subsection is to build up the smooth global sections \(\tilde{\Psi}_s : T_s \to \mathcal{F}\) satisfying (1.29) - (1.31) and thus to realize the second step of our proof strategy in Subsection 1.4. The first objective is to create a small gap in the spectrum of \(\tilde{H}_I\) contained in \(I\) by a small perturbation. The second objective is to smoothly extend its eigenfunctions outside \(\Sigma_I\) preserving a spectral gap containing \(I\).

2.2.1. Separation of the crossing Bloch levels. We shall perturb the local Hamiltonian near \(\theta_0\) in order to avoid the eigenvalue crossing. Let \(0 \leq g \leq 1\) be a smooth cut-off function such that \(g(x) = 1\) if \(|x| \leq 1/2\) and \(g(x) = 0\) if \(|x| > 1\). Let \(c\) be the constant from the lower bound of (2.14). Then let us define

\[
g_\delta(\theta) := g\left(\frac{c(\theta - \theta_0)}{\delta}\right).
\]

We assume that \(0 < \delta < \delta_0\) for some fixed value \(\delta_0 > 0\) for which

\[
B_{\delta_0}(\theta_0) \subset \Sigma_I.
\]

Let us fix a unit vector \(v^{(3)} \in \mathbb{R}^3\) such that

\[
v^{(3)} \perp \text{Span}(v^{(1)}, v^{(2)}), \quad |v^{(3)}| = 1
\]

and define

\[
\Sigma_I \ni \theta \mapsto F_\delta(\theta) := F(\theta) + v^{(3)}g_\delta(\theta)\delta/8.
\]

If \(|\theta - \theta_0| \geq \delta/(2c)\) then from (2.14) (remember that \(2F = \lambda_+ - \lambda_-\)) we get

\[
|F_\delta(\theta)| \geq |F(\theta)| - \delta/8 \geq \delta/8.
\]

If \(|\theta - \theta_0| \leq \delta/(2c)\) then using (2.23) and (2.12) we get:

\[
|F_\delta(\theta)| = |v^{(1)}(\theta - \theta_0)_1 + v^{(2)}(\theta - \theta_0)_2 + v^{(3)}\delta/8| + O(|\theta - \theta_0|^2) \geq \delta/8 + O(\delta^2) \geq \delta/16,
\]

so that it exists some \(\delta > 0\) such that the last inequality is true for any \(\delta \in (0, \delta_0]\). Thus, taking into account both upper bounds in (2.22) and in (2.23) for \(\delta > 0\), we have proved that there exist positive constants \(C\) and \(\delta_0\) such that

\[
\delta \leq |F_\delta(\theta)|, \quad \forall \theta \in \Sigma_I, \quad \forall \delta \in (0, \delta_0].
\]

For \(\theta \in \Sigma_I\) we define the perturbed local Hamiltonian \(\tilde{H}_{I, \delta}(\theta)\)

\[
\langle \tilde{\epsilon}_j(\theta), \tilde{H}_{I, \delta}(\theta)\tilde{\epsilon}_k(\theta) \rangle_{C_2} := M_{I, \delta}(\theta)_{j,k}
\]

\[
M_{I, \delta}(\theta) := M_I(\theta) + v^{(3)} \cdot \sigma g_\delta(\theta)\delta/8 = F_0(\theta) I_2 + F_\delta(\theta) \cdot \sigma \in M_{2 \times 2}(\mathbb{C})
\]

and its images through \(\tilde{T}(\theta)^{-1}\) in the Floquet representation, that act in \(\tilde{\Pi}_I(\theta)\mathcal{F}_\theta\) (see (1.8)):

\[
\tilde{H}_{I, \delta}(\theta) := \tilde{T}(\theta)^{-1} \tilde{H}_{I, \delta}(\theta)\tilde{T}(\theta), \quad \forall \theta \in \Sigma_I.
\]

Due to our choice for supp \(g_\delta\), we obtain that \(\tilde{H}_{I, \delta}(\theta) = \tilde{H}_I(\theta)\) for \(|\theta - \theta_0| \geq \delta/4c\). The fiber operator \(\tilde{H}_{I, \delta}(\theta)\) lives in the 2-dimensional space \(\tilde{\Pi}_I(\theta)\mathcal{F}_\theta\) that does not depend on \(\delta\). It has two distinct non-degenerate eigenvalues

\[
\lambda_{-\delta}(\theta) < 0 < \lambda_{+\delta}(\theta), \quad \forall \theta \in \Sigma_I.
\]

The minimal distance between them, as function of \(\theta \in \Sigma_I\), is bounded from below by the infimum of \(2|F_\delta|\) which is proportional to \(\delta\), see (2.25). Since for \(\delta > 0\) the eigenvalues are non-degenerate, the regular perturbation theory allows us to deduce that they are smooth functions of \(\theta\). Thus for \(0 < \delta \leq \delta_0\), with \(\delta_0 > 0\) given by (2.26) in agreement with (2.12) and (2.23), the associated
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as self-adjoint operator in \( L^2(\mathcal{X}) \) as self-adjoint operator acting in \( L^2(\mathcal{X}) \).

We have already remarked that \( H_{\Gamma,\delta} \) is a self-adjoint operator in \( L^2(\mathcal{X}) \) having a domain that contains \( \mathcal{S}'(\mathcal{X}) \); thus it defines a continuous linear operator from \( \mathcal{S}'(\mathcal{X}) \) to \( \mathcal{S}'(\mathcal{X} \times \mathcal{X}^*) \) and by the Kernels Theorem of Schwartz it has a distribution kernel of class \( \mathcal{S}'(\mathcal{X} \times \mathcal{X}) \). Then it also has a Weyl symbol \( h_\delta \in \mathcal{S}'(\Xi) \) such that:

\[
H_{\Gamma,\delta} = \mathcal{D}(h_\delta).
\] (2.32)

Proposition 2.8. The tempered distribution \( h_\delta \) in (2.32) belongs to the Hörmander type class \( S^2(\mathcal{X} \times \mathcal{X}^*) \).

Proof. One can generalize the decomposition in (1.2) to higher dimensions and to general lattices. We introduce the self-explanatory notation:

\[
\mathcal{X} \ni x \mapsto (\gamma(x), \hat{x}) \in \Gamma \times \mathcal{E}
\] (2.33)

and we shall simply write \( x = (\gamma(x), \hat{x}) \).

Using (2.30) we shall write the symbol \( h_\delta \) as the sum of our initial periodic symbol \( h \in S^2(\mathcal{X} \times \mathcal{X}^*) \) and the symbol \( \mathcal{K}_\gamma \) of the bounded self-adjoint operator \( K_\delta \) from (2.31). Let us start by studying the integral kernel \( \check{\mathcal{K}}_\gamma \) of the rank 2 self-adjoint operator \( K_\delta \) introduced in (2.31). Let us notice that with \( \{ \hat{\mathcal{T}}(\theta) \}_{\theta \in \Sigma_I} \) the smooth family of unitary operators defined by (2.7) we can write

\[
\hat{\mathcal{T}}(\theta)^{-1}\sigma k \hat{\mathcal{T}}(\theta) = \sum_{j,k} (\sigma l)_{jk} \hat{\varphi}_{jk}(\theta, \hat{x}) \overline{\hat{\varphi}_{jk}(\theta, \bar{y})}
\]

where \( \{ \hat{\varphi}_{jk} \}_{j,k} \) are defined in Definition (2.2). Going further we obtain

\[
\check{\mathcal{K}}_\gamma(x, y) = \frac{1}{8(2\pi)^2} \sum_{l \leq 3} v_l(3) \int_{\mathbb{T}_{\mathbb{R}}} d\theta g_l(\theta) e^{i\theta \cdot \gamma(x) - \gamma(y)} \sum_{j,k} (\sigma l)_{jk} \hat{\varphi}_{jk}(\theta, \hat{x}) \overline{\hat{\varphi}_{jk}(\theta, \bar{y})}
\]
The functions \( \{ \hat{\varphi}_j(\theta, x) \}_{j=1,2} \) are smooth local sections in \( \mathcal{F}^\infty \) (see \[\text{128}\]), thus the kernel \( \mathfrak{K}_s \) is smooth in both variables \( (x, y) \in \mathcal{X} \times \mathcal{X} \). Also, due to the smoothness in \( \theta \) and the fact that the support of \( g_0 \) belongs to \( \Sigma_I \), the kernel has rapid decay in the variable \( x - y \in \mathcal{X} \). Moreover, we have periodicity in the variable \( (x + y)/2 \). We can then conclude that its associated distributional symbol (see also Subsection 2.1 in \[\text{13}\])

\[
\mathfrak{S}_{K_s}(x, \xi) = (2\pi)^{-2} \int_\mathcal{X} dv e^{-i\xi \cdot v} \mathfrak{K}_s(x + v/2, x - v/2)
\]

is of class \( S^{-\infty}(\mathcal{X} \times \mathcal{X}^*) \). We conclude that \( h_{\delta} \in S^2_{\Gamma}(\mathcal{X} \times \mathcal{X}^*) \).

By a straightforward perturbation argument and Proposition 6.5 in \[\text{38}\], we obtain the following statement.

**Proposition 2.9.** The resolvent of \( H_{\Gamma, \delta} \) (where it exists) has a symbol of class \( S^{-2}_{\Gamma}(\mathcal{X} \times \mathcal{X}^*) \).

**Proof.** For completeness, let us sketch a short proof. Let \( z \) be such that \( (H_{\Gamma, \delta} - z)^{-1} \) exists. Applying the Beals commutator criterion \[\text{210}\] \[\text{38}\] we obtain that this resolvent is a pseudodifferential operator with a symbol \( r_{\Gamma, \delta} \in S^0_{\Gamma}(\mathcal{X} \times \mathcal{X}^*) \).

Since \( h_{\Gamma, \delta} - z \) is an elliptic symbol of type \( S^2_{\Gamma}(\mathcal{X} \times \mathcal{X}^*) \), we may find a left parametrix \( p(x, \xi) \) in \( S^{-2}_{\Gamma}(\mathcal{X} \times \mathcal{X}^*) \) such that

\[
[ p(\Gamma, \delta - z) = 1 + R, \quad R \in S^{-\infty}(\mathcal{X} \times \mathcal{X}^*). \]

Composing with \( r_{\Gamma, \delta} \) to the right we have \( r_{\Gamma, \delta} = -p + R \| r_{\Gamma, \delta} \), which apriori holds in \( S^0_{\Gamma} \), but due to the composition with a smoothing symbol, \( R \| r_{\Gamma, \delta} \) is also smoothing, thus the previous identity shows that \( r_{\Gamma, \delta} \in S^2_{\Gamma} \).

2.2.2. The global smooth sections. Using once again the Sz-Nagy intertwining unitary (and reducing if necessary the spectral window \( I \) and its associated quasi-momentum domain \( \Sigma_I \)) as in \[\text{25}\] and \[\text{26}\], or using Remark 2.1, we can find two smooth local sections:

\[
\hat{\psi}_{\pm, \delta} : \Sigma_I \to \int_{\Sigma_I} \theta \mathcal{F}_\theta, \quad \hat{\psi}_{\pm, \delta}(\theta) \in \mathfrak{P}_{\pm, \delta}(\theta) \mathcal{F}_\theta, \quad \| \hat{\psi}_{\pm, \delta}(\theta) \|_{\mathcal{G}_\delta} = 1, \quad \forall \theta \in \Sigma_I. \tag{2.34}
\]

**Remark 2.10.** Due to point (3) in Remark 2.7 it follows that \( \mathfrak{P}_{\pm, \delta}(\theta) \mathfrak{S}_\delta \subset \mathfrak{S}^\infty_\delta \) and we conclude that the above defined sections are smooth functions that satisfy:

\[
\hat{\psi}_{\pm, \delta}(\theta) \in \mathfrak{P}_{\pm, \delta}(\theta) \mathcal{F}_\theta, \quad \hat{\psi}_{\pm, \delta}(\theta) \in \mathfrak{P}_{\pm, \delta}(\theta) \mathcal{F}_\theta, \quad \| \hat{\psi}_{\pm, \delta}(\theta) \|_{\mathcal{G}_\delta} = 1, \quad \forall \theta \in \Sigma_I. \tag{2.35}
\]

Using Lemmas \[\text{A.1}\] and \[\text{A.2}\] in Appendix A we can extend these two local smooth sections to two global smooth sections:

\[
\hat{\Psi}_{\pm, \delta}(\theta) \in \mathfrak{P}_{\pm, \delta}(\theta) \mathcal{F}_\theta, \quad \hat{\Psi}_{\pm, \delta}(\theta) \in \mathfrak{P}_{\pm, \delta}(\theta) \mathcal{F}_\theta, \quad \| \hat{\psi}_{\pm, \delta}(\theta) \|_{\mathcal{G}_\delta} = 1, \quad \forall \theta \in \Sigma_I. \tag{2.35}
\]

that are orthogonal to each other. At this step, the condition \( k_0 \geq 2 \) is crucial (in order to obtain \( \hat{\Psi}_{\pm, \delta} \)). Thus we have proven the following statement.

**Proposition 2.11.** There exist two smooth global sections

\[
\hat{\Psi}_{\pm, \delta}(\theta) \in \mathfrak{P}_{\pm, \delta}(\theta) \mathcal{F}_\theta, \quad \| \hat{\psi}_{\pm, \delta}(\theta) \|_{\mathcal{G}_\delta} = 1
\]

that satisfy the properties:

\[
\hat{\Psi}_{-\delta}(\theta) \in \mathfrak{P}_{-\delta}(\theta) \mathcal{F}_\theta, \quad \hat{\Psi}_{\delta}(\theta) \in \mathfrak{P}_{\delta}(\theta) \mathcal{F}_\theta, \quad \forall \theta \notin \Sigma_I; \tag{2.36}
\]

\[
\mathcal{L}_\gamma \{ \hat{\Psi}_{-\delta}(\theta), \hat{\Psi}_{\delta}(\theta) \} = \mathfrak{P}_{-\delta}(\theta) \mathcal{F}_\theta, \quad \forall \theta \in \Sigma_I. \tag{2.37}
\]

This is the global smooth frame satisfying \[\text{129} - \text{131}\] that we were looking for. We shall use the above defined global smooth frame in order to define the “quasi-band” subspace and its associated orthogonal projection. As in the construction of a Wannier basis for an isolated Bloch band (see \[\text{32}, \text{47}\]), we define the orthonormal system \( \{ \hat{\Psi}_{\pm, \delta}, \hat{\Psi}_{\pm, \delta} \} \):

\[
\hat{\Psi}_{\pm, \delta} := \mathcal{U}_{\Gamma}^- \left( \int_{\Sigma_I} \theta \mathcal{F}_{\theta} \hat{\psi}_{\pm, \delta}(\theta) \right),
\]
and the family of their translations by elements from $\Gamma$:

$$\Psi_{\pm,\gamma,\delta} := \tau_{\gamma} \Psi_{\pm,\delta}, \quad \forall \gamma \in \Gamma.$$  \hfill (2.38)

**Remark 2.12.** Combining Remark 2.10 with the global smoothness of the sections we deduce that $\Psi_{\pm,\delta} \in \mathcal{S}(\mathcal{X})$.

Let us notice here for further use that

$$U_{\Gamma} \Psi_{\pm,\gamma,\delta} = \int_{T_x} d\theta \, \hat{\Psi}_{\pm,\gamma,\delta}(\theta),$$

and that for any $(\alpha, \beta) \in \Gamma \times \Gamma$

$$2\pi \langle \Psi_{\pm,\alpha,\delta}, \Psi_{\pm,\beta,\delta} \rangle_{L^2(\mathcal{X})} = \int_{T_x} d\theta \, \langle \hat{\Psi}_{\pm,\alpha,\delta}(\theta), \hat{\Psi}_{\pm,\beta,\delta}(\theta) \rangle_{\mathcal{S}'} = \int_{T_x} d\theta \, e^{i\theta \alpha - \beta} \| \hat{\Psi}_{\pm,\delta}(\theta) \|_{\mathcal{S}'}^2 = 2\pi \delta_{\alpha\beta},$$

and

$$2\pi \langle \Psi_{-\gamma,\alpha,\beta}, \Psi_{+\gamma,\beta,\delta} \rangle_{L^2(\mathcal{X})} = \int_{T_x} d\theta \, \langle \hat{\Psi}_{-\gamma,\alpha,\delta}(\theta), \hat{\Psi}_{+\gamma,\beta,\delta}(\theta) \rangle_{\mathcal{S}'} = \int_{T_x} d\theta \, e^{i\theta \alpha - \beta} \langle \hat{\Psi}_{-\gamma,\delta}(\theta), \hat{\Psi}_{+\gamma,\delta}(\theta) \rangle_{\mathcal{S}'} = 0.$$

Thus, for any fixed $\delta \in (0, \delta_0)$, the family $\{\Psi_{j,\gamma,\delta}, j = \pm, \gamma \in \Gamma\}$ is an orthonormal system in $L^2(\mathcal{X})$.

### 2.3. The “quasi-band” orthogonal projection.

From here on we shall fix some $\delta \in (0, \delta_0)$.

We define two rank 1 projections in $L^2(\mathcal{X})$

$$\pi_{\pm,0,\delta} := |\Psi_{\pm,\delta} \rangle \langle \Psi_{\pm,\delta}| = |U_{\Gamma}^{-1} \hat{\Psi}_{\pm,\delta} \rangle \langle U_{\Gamma}^{-1} \hat{\Psi}_{\pm,\delta}|$$

that are integral operators on $L^2(\mathcal{X})$. In order to write down their integral kernels let us recall some results and fix some notations. First, we recall the decomposition (2.33) for the representation $\mathcal{X} \cong \mathcal{Y} \times \delta$. Going back to Definition (1.25) of $U_{\Gamma}$, let us recall the explicit form of its inverse:

$$(U_{\Gamma}^{-1} \hat{\Phi})(x) = \frac{1}{2\pi} \int_{T_x} d\theta \, e^{i\theta \gamma_2(\omega)} \hat{\Phi}(\theta, \hat{\omega})$$

A simple computation shows that the integral kernels of the rank one orthogonal projections $\pi_{\pm,0,\delta}$ are given by:

$$R_{\pm,0,\delta}(x, y) = \frac{1}{(2\pi)^4} \int_{T_x} d\theta \, e^{i\theta \gamma_2(\omega) - \beta} \hat{\Psi}_{\pm,\delta}(\theta, \hat{\omega}) \int_{T_x} d\omega \, e^{-i\omega \gamma_2(\omega) - \beta} \hat{\Psi}_{\pm,\delta}(\omega, \hat{\omega}).$$  \hfill (2.39)

Let us consider the translations of the two rank one orthogonal projections $\pi_{\pm,0,\delta}$ by elements from $\Gamma$:

$$\pi_{\pm,\alpha,\delta} := |\tau_{\alpha} \Psi_{\pm,\delta} \rangle \langle \tau_{\alpha} \Psi_{\pm,\delta}| = \tau_{\alpha} \pi_{\pm,0,\delta} \tau_{\alpha}^*, \quad \forall \alpha \in \Gamma.$$

They have integral kernels

$$R_{\pm,\alpha,\delta}(x, y) = \frac{1}{(2\pi)^4} \int_{T_x} d\theta \, e^{i\theta \gamma_2(\omega) - \beta} \hat{\Psi}_{\pm,\delta}(\theta, \hat{\omega}) \int_{T_x} d\omega \, e^{-i\omega \gamma_2(\omega) - \beta} e^{i\delta \omega \alpha} \hat{\Psi}_{\pm,\delta}(\omega, \hat{\omega})$$

and we have seen before that they are mutually orthogonal. Let us consider their orthogonal sum:

$$\pi_{\pm,\delta} := \bigoplus_{\gamma \in \Gamma} \pi_{\pm,\gamma,\delta}.$$

The smoothness of the sections $\hat{\Psi}_{\pm,\delta} : T_{\times} \to \mathcal{S}$ implies the rapid decay of the integral kernels in (2.39) so that we may define the integral kernels of $\pi_{\pm,\delta}$ as the limit of the following series:

$$R_{\pm,\delta}(x, y) := \sum_{\alpha \in \Gamma} \pi_{\pm,\alpha,\delta}(x, y)$$

$$= \frac{1}{(2\pi)^4} \int_{T_x} d\theta \, e^{i\theta \gamma_2(\omega) - \beta} \hat{\Psi}_{\pm,\delta}(\theta, \hat{\omega}) \int_{T_x} d\omega \, e^{-i\omega \gamma_2(\omega) - \beta} \left( \sum_{\alpha \in \Gamma} e^{i\delta \omega \alpha} \hat{\Psi}_{\pm,\delta}(\omega, \hat{\omega}) \right)$$  \hfill (2.40)

by using the inverse Fourier theorem. It is easy to verify that for any $\gamma \in \Gamma$ we have that $R_{\pm,\delta}(x + \gamma, y + \gamma) = R_{\pm,\delta}(x, y)$ so that they define $\Gamma$-invariant operators on $L^2(\mathcal{X})$. By construction they are infinite rank orthogonal projections.
Similarly we define the rank 2 projections in $L^2(\mathcal{X})$ given by the orthogonal sums:

$$\Pi_{0,\delta} := \pi_{-0,\delta} \oplus \pi_{+0,\delta}, \quad \Pi_{1,\delta} := \pi_{-\gamma,\delta} \oplus \pi_{+\gamma,\delta}, \quad \forall \gamma \in \Gamma. \tag{2.41}$$

**Definition 2.13.** We define the “quasi-band” orthogonal projection

$$\Pi_{I,\delta} := \sum_{\gamma \in \Gamma} \Pi_{\gamma,\delta} \in \mathbb{L}(L^2(\mathcal{X})).$$

For the fixed $\delta \in (0, \delta_0)$ we shall introduce the following orthogonal decomposition of unity in $L^2(\mathcal{X})$:

$$1 = E_{-\delta} \oplus E_{+\delta}, \quad E_{-\delta} = P_{(-\infty, 0]}(H_{\Gamma, \delta}), \quad E_{+\delta} = P_{(0, \infty]}(H_{\Gamma, \delta}). \tag{2.42}$$

with $E_{\pm,\delta}$ having the fibers $\tilde{E}_{\pm,\delta}(\theta)$.

**Remark 2.14.** By construction we have that

$$\pi_{\pm,\gamma,\delta} E_{\pm,\delta} = \pi_{\pm,\gamma,\delta}$$

for any $\gamma \in \Gamma$ (the projections $E_{\pm,\delta}$ being $\Gamma$-periodic). Thus

$$\pi_{\pm,\delta} E_{\pm,\delta} = \pi_{\pm,\delta}.$$

With the second point in Remark 2.7 in mind, we can find in the negative half-plane a simple loop $\mathcal{C}_0$ which surrounds the negative part of the spectrum of $H_{\Gamma, \delta}$ and remains at a distance of order $\delta$ from the spectrum of $H_{\Gamma, \delta}$. Thus we can write that

$$E_{-\delta} = \frac{1}{2\pi i} \int_{\mathcal{C}_0} d\delta (H_{\Gamma, \delta} - \delta 1)^{-1}. \tag{2.43}$$

The results in Section 6 of [38] and some standard arguments imply the following corollary.

**Corollary 2.15.** Denoting by $\mathcal{S} \in \mathcal{H}(\mathcal{X})$ the distribution symbol of $T \in \mathcal{B}(L^2(\mathcal{X}))$ (as in (1.21) with the usual non-magnetic Weyl quantization), and considering $\delta_0 > 0$ given in (2.25), we have that for any $\delta \in (0, \delta_0)$, the symbols $\mathcal{S}_{E_{-\delta}} \in S^{-\infty}(\mathcal{X} \times \mathcal{X}^*)$ and $\mathcal{S}_{E_{+\delta}} \in S_0(\mathcal{X} \times \mathcal{X}^*)$.

Note that we do not claim uniform control with respect to $\delta$ and recall that $\delta_0 > 0$ in (2.25) is supposed to satisfy the conditions (2.22) and (2.24).

**Proof.** We have:

$$E_{-\delta} = \frac{1}{2\pi i} \int_{\mathcal{C}_0} d\delta (H_{\Gamma, \delta} - \delta 1)^{-1}.$$  

Using that $(E_{-\delta})^2 = E_{-\delta}$ and recalling that the order of the Moyal product of two Hörmander type symbols is the sum of their orders, we conclude that $\mathcal{S}_{E_{-\delta}} \in S_1^{-\delta}(\mathcal{X} \times \mathcal{X}^*)$. Repeating this argument as many times as necessary we obtain that $\mathcal{S}_{E_{-\delta}} \in S_{\infty}^{-\delta}(\mathcal{X} \times \mathcal{X}^*)$ for any $N \in \mathbb{N}$, i.e. $\mathcal{S}_{E_{-\delta}} \in S^{-\infty}(\mathcal{X} \times \mathcal{X}^*)$. For $\mathcal{S}_{E_{+\delta}}$ we just notice that by (2.42) $\mathcal{S}_{E_{+\delta}} = 1 - \mathcal{S}_{E_{-\delta}}$. \hfill \square

Noticing that $P_{I,\delta} = \pi_{-,\delta} \oplus \pi_{+\delta}$ and using (2.40) one obtains the integral kernel and the Weyl symbol for the orthogonal projection $P_{I,\delta}$ and the following statement.

**Proposition 2.16.** There exists $\delta_0 > 0$ (given in (2.22)) such that, for $\delta \in (0, \delta_0)$, there exist symbols $p_{I,\delta} \in S^{-\infty}(\mathcal{X} \times \mathcal{X}^*)$, and $p_{\pm,\delta} \in S^{-\infty}(\mathcal{X} \times \mathcal{X}^*)$ that are $\Gamma$-periodic in $\mathcal{X}$, such that $P_{I,\delta} := \text{Dp}(p_{I,\delta})$ and $\pi_{\pm,\delta} = \text{Dp}(p_{\pm,\delta})$.

2.4. The “quasi-band” Hamiltonian. The next step after defining the “quasi-band” subspace associated to a spectral window is to consider the projected Hamiltonian:

$$P_{I,\delta} H_{\Gamma} P_{I,\delta} \tag{2.44}$$

and in order to achieve the third step of our proof strategy, to compare its spectrum in the fixed spectral region with the “true” spectrum of $H_{\Gamma}$. The fact that $P_{I,\delta}$ is “close” in the Floquet representation to a spectral projection of $H_{\Gamma}$ only “locally” on $I$ makes this comparison rather difficult. We present in Appendix 3 an abstract result that allows us to deal with this problem. In this subsection we verify that the triple $(H_{\Gamma}, P_{I,\delta}, I_{\delta})$ is admissible for some $I_{\delta} \subset \mathcal{I}$ (see Definition 2.11), as a first step in verifying the same property for the problem with a magnetic field.
Notation.

- We shall use the notation $P_1 < P_2$ for two orthogonal projections satisfying the identity $P_1 = P_1 P_2$, and in this case we shall denote by $P_2 \ominus P_1$ the orthogonal projection on the orthogonal subspace of $P_1 \ominus P_2$ in $P_2 \mathcal{H}$, i.e. $P_2 \mathcal{H} \cap P_1 \mathcal{H}^\perp$. Moreover, when we want to emphasize the orthogonality of the terms of a sum of two orthogonal projections $P$ and $Q$ we shall use the notation $P \oplus Q$.
- Given an orthogonal projection $P$ in $\mathcal{H}$ we shall denote by $\text{rk}(P)$ the dimension of its image.
- We define
  \[ Q_{1,\delta} := 1 - P_{1,\delta} = P_{1,\delta}^\perp = 1 - (\pi_{-\delta} \ominus \pi_{+,\delta}) \]
  \(= U^{-1}_\Gamma \left( \int_{T_*} \, d\theta \, \bar{Q}_{1,\delta}(\theta) \right) U_\Gamma = 1 - U^{-1}_\Gamma \left( \int_{T_*} \, d\theta \, (\pi_{-\delta}(\theta) \ominus \pi_{+,\delta}(\theta)) \right) U_\Gamma. \tag{2.45} \]
- We denote by $\bar{F}_{k,\delta}(\theta)$ the orthogonal projection on the first $k + 1$ Bloch eigenvalues of $\bar{H}_\delta(\theta)$ (the first Bloch level having index $k = 0$) and $\bar{F}_{k+1,\delta}(\theta)$ for the orthogonal projection on the Bloch eigenvalues of $\bar{H}_\delta(\theta)$ greater or equal to $\lambda_{k+1}(\theta)$.

Starting from (2.45) we shall emphasize an orthogonal decomposition of the projection $Q_{1,\delta}$. Remark 2.14 implies that $\pi_{+,\delta}(\theta) < \bar{F}_{+}(\theta)$ for any $\theta \in T_*$ and we can write
  \( (1 - \pi_{-,\delta}(\theta)) = (\bar{F}_{-,\delta}(\theta) \ominus \pi_{-,\delta}(\theta)) \oplus \bar{F}_{+,\delta}(\theta), \forall \theta \in T_* \).

Moreover, for $\theta \in \Sigma_I$ we have the decomposition
  \( 1 - \pi_{-,\delta}(\theta) = \bar{F}_{k_0-1,\delta}(\theta) \ominus \pi_{+,\delta}(\theta) \ominus \bar{F}_{k_0-2,\delta}(\theta). \)

For $\theta \in T_* \setminus \Sigma_I$ we define the following orthogonal projection:
  \( \bar{F}_{-}(\theta) := (1 - \pi_{-,\delta}(\theta)) \ominus \bar{F}_{k_0+1,\delta}(\theta). \) \tag{2.46} \\
It has $\text{rk} \left( \bar{F}_{-}(\theta) \right) = k_0 \geq 1$ and verifies $\bar{F}_{-}(\theta) < \sum_{k \geq k_0} \pi_k(\theta)$.

Remark 2.14 and Remark 2.3 also imply that $\pi_{+,\delta}(\theta) < \bar{F}_{+}(\theta) \ominus \Sigma^2$ for any $\theta \in T_*$ and that we can write
  \( (1 - \pi_{+,\delta}(\theta)) = \bar{F}_{-,\delta}(\theta) \oplus (\bar{F}_{+,\delta}(\theta) \ominus \pi_{+,\delta}(\theta)). \) Moreover for $\theta \in \Sigma_I$ we have the decomposition
  \( 1 - \pi_{+,\delta}(\theta) = \pi_{-,\delta}(\theta) \ominus \bar{F}_{k_0,\delta}(\theta) \ominus \bar{F}_{k_0,\delta+2}(\theta). \)

For $\theta \in T_* \setminus \Sigma_I$ we define the following orthogonal projection:
  \( \bar{F}_{+}(\theta) := (1 - \pi_{+,\delta}(\theta)) \ominus \bar{F}_{k_0,\delta}(\theta) \) \tag{2.47} \\
and note that $\text{rk} \left( \bar{F}_{+}(\theta) \right) = +\infty$ and $\bar{F}_{+}(\theta) < \sum_{k \geq k_0+1} \pi_k(\theta)$.

**Remark 2.17.** The previous discussion implies that we have the orthogonal decomposition
  \[ \bar{Q}_{1,\delta}(\theta) = (\bar{F}_{-,\delta}(\theta) \ominus \pi_{-,\delta}(\theta)) \oplus (\bar{F}_{+,\delta}(\theta) \ominus \pi_{+,\delta}(\theta)) = (\bar{Q}_{1,\delta}(\theta) \bar{F}_{-,\delta}(\theta)) \oplus (\bar{Q}_{1,\delta}(\theta) \bar{F}_{+,\delta}(\theta)). \tag{2.48} \]
Moreover, for $\theta \in \Sigma_I$ we can write that $\bar{Q}_{1,\delta}(\theta) = \bar{F}_{k_0-1,\delta}(\theta) \ominus \bar{F}_{k_0-2,\delta}(\theta)$ while for $\theta \in T_* \setminus \Sigma_I$ we have that $\bar{Q}_{1,\delta}(\theta) = \bar{F}_{-}(\theta) \oplus \bar{F}_{+}(\theta)$.

**Definition 2.18.** Associated to the orthogonal decomposition (2.45) we introduce the notations:
  \[ \bar{Q}_{1,\delta}(\theta) := (\bar{Q}_{1}(\theta) \bar{F}_{-,\delta}(\theta)), \quad \bar{Q}_{1,\delta}(\theta) := (\bar{Q}_{1}(\theta) \bar{F}_{+,\delta}(\theta)). \]

**Proposition 2.19.** The infinite dimensional orthogonal projections $\bar{Q}_{1,\delta}(\theta)$ in $\mathcal{L}^2(X)$ associated with the orthogonal projections $\bar{Q}_{1,\delta}(\theta)$ defined above
  \[ \bar{Q}_{1,\delta}(\theta) := U^{-1}_\Gamma \left( \int_{T_*} \, d\theta \, \bar{Q}_{1,\delta}(\theta) \right) U_\Gamma. \]
are $\Gamma$-periodic orthogonal projections giving an orthogonal decomposition of $Q_{1,\delta}L^2(\mathcal{X})$ and we have the equalities:

$$
\begin{align*}
\tilde{Q}_{1,\delta}(\theta) &= \begin{cases} 
\overline{E}_{\leq k_0-1,\delta}(\theta), & \forall \theta \in \Sigma_I \\
\overline{F}_\delta(\theta), & \forall \theta \in \mathbb{T}_+ \setminus \Sigma_I \end{cases}, & (2.49) \\
\tilde{Q}_{1,\delta}(\theta) &= \begin{cases} 
\overline{E}_{\geq k_0+2,\delta}(\theta), & \forall \theta \in \Sigma_I \\
\overline{F}_\delta(\theta), & \forall \theta \in \mathbb{T}_+ \setminus \Sigma_I \end{cases}, & (2.50)
\end{align*}
$$

defining smooth global projection-valued sections.

Proof. From the previous considerations we notice that

$$
\begin{align*}
\tilde{Q}_{1}(\theta)\overline{E}_{\delta}(\theta) = \overline{E}_{\delta}(\theta)\tilde{Q}_{1}(\theta) = \overline{E}_{\delta}(\theta) \oplus \overline{\pi}_{\delta}(\theta),
\end{align*}
$$

and

$$
\begin{align*}
\tilde{Q}_{1}(\theta)\overline{E}_{\delta}(\theta) = \overline{E}_{\delta}(\theta)\tilde{Q}_{1}(\theta) = \overline{E}_{\delta}(\theta) \oplus \overline{\pi}_{\delta}(\theta),
\end{align*}
$$

while the right side objects have been proved to be smooth global projection-valued sections. \hfill \Box

Remark 2.20. We notice that

$$
Q_{1,\delta} = E_{\delta} \oplus \pi_{\delta} = E_{\delta}\left(1 - \pi_{\delta}\right) = \mathcal{D}\left(\mathcal{S}_{E_{\delta}}\|1 - p_{\delta}\right).
$$

Moreover, using Corollary 2.14 and Proposition 2.10 we infer that $q_{1,\delta} := \mathcal{S}_{E_{\delta}}\|1 - p_{\delta}$ belongs to $S^{-\infty}(\mathcal{X} \times \mathcal{X}^*)$ and $q_{1,\delta} := \mathcal{S}_{E_{\delta}}\|1 - p_{\delta}$ belongs to $S^0(\mathcal{X} \times \mathcal{X}^*)$.

Remark 2.21. Our choice $\Psi_\pm(\theta) \in \mathcal{F}_\theta$ implies that $P_{1,\delta}L^2(\mathcal{X}) \subset \mathcal{H}^2(\mathcal{X})$ and thus the product $H_{\Gamma}P_{1,\delta}$ has a bounded extension to $L^2(\mathcal{X})$. This also implies that $Q_{1,\delta}H_{\Gamma}Q_{1,\delta}$ is a self-adjoint operator in $L^2(\mathcal{X})$.

We consider the open interval containing $0 \in \mathbb{R}$:

$$
\overline{I} = (-\Lambda_-, \Lambda_+) \subset I. & (2.51)
$$

Proposition 2.22. The triple $(H_{\Gamma}, P_{1,\delta}, \overline{I})$ is admissible in the sense of Definition 2.7.

Proof. Step 1: We prove that formula (2.48) induces the following decomposition of the projected Hamiltonian $Q_{1,\delta}H_{\Gamma}Q_{1,\delta}$:

$$
Q_{1,\delta}H_{\Gamma}Q_{1,\delta} = Q_{1,\delta}H_{\Gamma}Q_{1,\delta} \oplus Q_{1,\delta}H_{\Gamma}Q_{1,\delta}.
$$

Changing to the Floquet representation we can write that

$$
Q_{1,\delta}H_{\Gamma}Q_{1,\delta} = \mathcal{U}_{\Gamma}^{-1}\left(\int_{\Sigma_I} d\theta \left(\tilde{Q}_{1,\delta}(\theta) \oplus \tilde{Q}_{1,\delta}(\theta)\right) \left(\sum_{k \in \mathbb{N}} \lambda_k(\theta)\overline{\pi}_k(\theta)\right)\left(\tilde{Q}_{1,\delta}(\theta) \oplus \tilde{Q}_{1,\delta}(\theta)\right)\right)\mathcal{U}_{\Gamma}.
$$

We decompose the integral over $\mathbb{T}_+$ as the sum of the integrals over $\Sigma_I$ and its complementary in $\mathbb{T}_+$. Using (2.49) and (2.50) we notice that for $\theta \in \Sigma_I$:

$$
\begin{align*}
\overline{E}_{\leq k_0-1,\delta}(\theta) &= \sum_{k \leq k_0-1} \overline{\pi}_k(\theta), & \overline{E}_{\geq k_0+2,\delta}(\theta) &= \sum_{k \geq k_0+2} \overline{\pi}_k(\theta)
\end{align*}
$$

so that

$$
\begin{align*}
\int_{\Sigma_I} d\theta \left(\overline{E}_{\leq k_0-1,\delta}(\theta) \oplus \overline{E}_{\geq k_0+2,\delta}(\theta)\right) \left(\sum_{k \in \mathbb{N}} \lambda_k(\theta)\overline{\pi}_k(\theta)\right)\left(\overline{E}_{\leq k_0-1,\delta}(\theta) \oplus \overline{E}_{\geq k_0+2,\delta}(\theta)\right)
\end{align*}
$$

$$
\begin{align*}
= \int_{\Sigma_I} d\theta \overline{E}_{\leq k_0-1,\delta}(\theta) \left(\sum_{k \leq k_0-1} \lambda_k(\theta)\overline{\pi}_k(\theta)\right)\overline{E}_{\leq k_0-1,\delta}(\theta) \oplus \overline{E}_{\geq k_0+2,\delta}(\theta) \left(\sum_{k \geq k_0+2} \lambda_k(\theta)\overline{\pi}_k(\theta)\right)\overline{E}_{\geq k_0+2,\delta}(\theta).
\end{align*}
$$
Using once again (2.49) and (2.50) and (2.46) and (2.47) we obtain
\[
\int_{T^* \cap \Sigma_I} d\theta \langle \tilde{F}_-(\theta) \otimes \tilde{F}_+^{\perp}(\theta) \rangle \left( \sum_{k \in \mathbb{N}} \lambda_k(\theta) \tilde{\pi}_k(\theta) \right) \left( \tilde{F}_-(\theta) \otimes \tilde{F}_+^{\perp}(\theta) \right)
\]
\[= \int_{T^* \cap \Sigma_I} d\theta \langle \tilde{F}_{-\delta}(\theta) \left( \sum_{k \in \mathbb{N}} \lambda_k(\theta) \tilde{\pi}_k(\theta) \right) \tilde{F}_{-\delta}^{\perp}(\theta) \otimes \tilde{F}_{+\delta}(\theta) \left( \sum_{k \in \mathbb{N}} \lambda_k(\theta) \tilde{\pi}_k(\theta) \right) \rangle.
\]
(2.53)

Similar arguments show that the mixed terms \(Q_{I,-,\delta} H_T Q_{I,+,\delta}\) and \(Q_{I,+,\delta} H_T Q_{I,-,\delta}\) are zero.

**Step 2:** We localize the spectra of the self-adjoint operators \(Q_{I,-,\delta} H_T Q_{I,-,\delta}\) and \(Q_{I,+,\delta} H_T Q_{I,+,\delta}\) and prove that they are well separated inducing a spectral gap for \(Q_{I,\delta} H_T Q_{I,\delta}\).

We shall separately consider the two contributions to (2.52) and the two contributions to (2.53).

We notice that
\[\langle \tilde{E}_{\leq k_0}, \tilde{E}_{\geq k_0} \rangle \leq \tilde{E}_{\leq k_0}, \tilde{E}_{\geq k_0}\] and this finally obeys the conditions of Definition B.1.

**Remark 2.23.** The analysis in the proof of Proposition 2.22 shows also that for \(\delta \in (0, \delta_0)\), the interval \(I = (-\Lambda, \Lambda^+)\) belongs to the resolvent set of \(P_{I,\delta} H_T P_{I,\delta}\) considered as self-adjoint operator in \(P_{I,\delta} H_T\) and this finally obeys the conditions of Definition 3.1. 

Recalling that \(Q_{I,\delta} = Q_{I,-,\delta} \oplus Q_{I,+,\delta}\), this means that for \(\delta \in (0, \delta_0)\), the interval \(I = (-\Lambda, \Lambda^+)\) belongs to the resolvent set of \(P_{I,\delta} H_T P_{I,\delta}\) considered as self-adjoint operator in \(P_{I,\delta} H_T\) and this finally obeys the conditions of Definition 3.1. 

3. The Magnetic “Quasi-Bands”

In this section we define the magnetic version of our quasi-band projection in Definition 2.13 and quasi-band Hamiltonian 2.14. We use the same ideas as in [9], [11] and [13]. As explained in Subsection 3.4 of [13] the magnetic quantization of the symbol of a quasi-band projection defined by a family of quasi-Wannier functions may be written as a quasi-band projection defined by a family of magnetic “quasi-Wannier functions”. When the magnetic field is constant these functions are the Zak magnetic translations of a given principal Wannier function (see Subsection 8.1 in [11]).
Let us emphasize once more that all the arguments and computations are done for a fixed value of the parameter \( \delta \in (0, \delta_0) \) with \( \delta_0 > 0 \) given by the requirements for (2.25). All the statements are true for any value of \( \delta > 0 \) in the given interval but no uniform dependence is assumed. Although the notations keep trace of this dependence on \( \delta > 0 \) no longer reference to this fact will be made in the coming statements.

Given a magnetic field \( B \) with an associated vector potential \( A \) the main mathematical objects appearing in the magnetic pseudodifferential calculus (33, 37, 38, 1) are the circulation of the vector potential along an oriented compact interval:

\[
\int_{[x,y]} A := \sum_{j=1,2} (y_j - x_j) \int_0^1 dt A_j(x + t(y-x)),
\]

and the flux of the magnetic field through an oriented triangle:

\[
\int_{x,y,z>} B := \sum_{j,k=1,2} (y_j - x_j)(z_k - x_k) \int_0^1 dt \int_0^t ds B_{jk}(x + t(y-x) + s(z-y)).
\]

Important ingredients are their imaginary exponentials:

\[
\Lambda^A(x,y) := \exp\left(-i \int_{[x,y]} A\right),
\]

\[
\Lambda^{\kappa}(x,y) := \exp\left(-i \int_{[x,y]} A^{\kappa}\right) = \exp\left(-i \epsilon \int_{[x,y]} (A^{\kappa} + \kappa A)\right),
\]

\[
\Lambda^\epsilon(x,y) := \Lambda^{\epsilon,0}(x,y) = \exp\left(-i \epsilon \int_{[x,y]} A^\epsilon\right),
\]

and

\[
\Omega^B(x,y,z) := \exp\left(-i \int_{x,y,z>} B\right),
\]

\[
\Omega^{\kappa}(x,y,z) := \exp\left(-i \int_{x,y,z>} B^{\kappa}\right) = \exp\left(-i \epsilon \int_{x,y,z>} (B^{\kappa} + \kappa B)\right),
\]

\[
\Omega^\epsilon(x,y,z) := \exp\left(-i \epsilon \int_{x,y,z>} B^\epsilon\right).
\]

By Stokes’ Theorem we have that

\[
\Omega^B(x,y,z) = \Lambda^A(x,y) \Lambda^A(y,z) \Lambda^A(z,x).
\]

We shall use the shorthand notation:

\[
\mathcal{D}p^{\kappa} := \mathcal{D}p^{\Lambda^{\kappa}}, \quad \mathcal{D}p^\epsilon = \mathcal{D}p^{\Lambda^\epsilon}.
\]

3.1. The magnetic quasi-Wannier functions. Considering the magnetic field introduced in 17 and the “quasi-band” projection defined in Definition 2.13 we define the magnetic “quasi-Wannier functions” by the procedure elaborated in 12 that we used in 9 and 11. In fact this subsection is intended mainly to recall some definitions, notations and results from the Subsections 3.1 and 3.2 in 9. First let us remind that for the constant magnetic field \( \epsilon B^0 \), the magnetic ”quasi-Wannier functions” are the Zak magnetic translations considered in 32 and 47.

An important ingredient in the following computations is the form of the exponential function \( \Lambda^\epsilon(x,y) \). We notice that due to the choice of transverse gauge that we made in (1.10), we have that

\[
\int_{[x,y]} A^\epsilon = (B^\epsilon/2)x \wedge y.
\]

Thus for any \( z \in \mathcal{X} \) we obtain that

\[
\int_{x+w, y+w, z+w>} B^\epsilon = \int_{x,y,z>} B^\epsilon, \quad \forall w \in \mathcal{X}.
\]

Definition 3.1. With \( \Lambda^\epsilon \) defined in (3.3) and using (2.38), we define the magnetic “quasi” Wannier functions:

\[
\hat{\phi}_{\epsilon,\gamma,\delta} = \Lambda^\epsilon(x,\gamma) \Psi_{\epsilon,\gamma,\delta}(x),
\]
and the magnetic quasi-band as being the closed linear span of \(\{\tilde{\phi}_{-\gamma,\delta}^\epsilon, \tilde{\phi}_{\gamma,\delta}^\epsilon\}_{\epsilon \in \Gamma}\) with associated orthogonal projection \(P_{f,\delta}^\epsilon\), let \(p_{f,\delta}^\epsilon \in \mathcal{F}(\mathfrak{Z})\) be its magnetic symbol, i.e. \(\mathfrak{D}p_{f,\delta}^\epsilon(P_{f,\delta}^\epsilon) = P_{f,\delta}^\epsilon\). We also denote by \(Q_{f,\delta}^\epsilon := 1 - P_{f,\delta}^\epsilon\).

Let us recall some properties of the Zak magnetic translations in a constant magnetic field (see [32], [47], [12] and Proposition 8.1 in [11]).

### Proposition 3.2.
The family of unitary operators \(\{T_{\gamma}^\epsilon := \Lambda^\epsilon(\cdot, \gamma)\}_{\gamma \in \Gamma}\) satisfies the following properties:

1. \(T_{\gamma}^\epsilon T_{\delta}^\epsilon = \Lambda^\epsilon(\beta, \alpha)T_{\alpha+\beta}^\epsilon\).
2. The tempered distribution \(F \in \mathcal{S}(\mathfrak{Z})\) is \(\Gamma\)-periodic with respect to the variable in \(\mathcal{X}\) if and only if the following commutation relations hold true for any \(\gamma \in \Gamma\): \(\mathfrak{D}p_{f}^\epsilon(F)T_{\gamma}^\epsilon = T_{\gamma}^\epsilon \mathfrak{D}p_{f}^\epsilon(F)\).

### Remark 3.3.
Let us consider the family of scalar products \(G_{\epsilon,\delta}^{\epsilon,\epsilon} := \{\phi_{j,\alpha,\delta}^\epsilon, \phi_{k,\beta,\delta}^\epsilon\}_{L^2(\mathcal{X})}\) indexed by the set of indices \((\{-, +\} \times \Gamma) \times (-, +)\). We notice that

\[
\langle \phi_{j,\alpha,\delta}^\epsilon, \phi_{k,\beta,\delta}^\epsilon \rangle_{L^2(\mathcal{X})} = \langle \tau_{\alpha} \Psi_{j,\delta}, \Lambda^\epsilon(\cdot, \alpha) \Lambda^\epsilon(\cdot, \beta) \Psi_{k,\delta} \rangle_{L^2(\mathcal{X})} = \Lambda^\epsilon(\alpha, \beta) \langle \tau_{\alpha} \Psi_{j,\delta}, \Omega^\epsilon(\cdot, \alpha) \tau_{\beta} \Psi_{k,\delta} \rangle_{L^2(\mathcal{X})}.
\]

Due to the rapid decay of \(\Psi_{j,\delta}\), we obtain that (see the construction of the Wannier functions through the magnetic translations in [12] (Lemmas 3.1 and 3.2) and Lemma 3.15 in [13]):

**Proposition 3.4.** The matrix \(G_{\epsilon,\delta}^{\epsilon,\epsilon}\) defines a positive bounded operator on \(L^2(\Gamma) \otimes \mathbb{C}^2\) and

\[
G_{\epsilon,\delta}^{\epsilon,\epsilon} = \delta_{jk}, \quad \forall \epsilon \in \Gamma,
\]

Moreover, for any \(m \in \mathbb{N}\), there exists \(C_m > 0\) such that for any \((j, k) \in \{-, +\} \times (-, +)\):

\[
\sup_{(\alpha, \beta) \in \Gamma \times \Gamma} |G_{\epsilon,\delta}^{\epsilon,\epsilon}(j, \alpha, k, \beta) - \delta_{\alpha, \beta} \delta_{jk}| \leq C_m \epsilon, \quad \forall \epsilon > 0.
\]

### Definition 3.5.
For some small enough \(\epsilon_0 > 0\) (in order to have invertibility) and for any \(\epsilon \in [0, \epsilon_0]\), we can define \(F_{\epsilon,\delta} := (G_{\epsilon,\delta}^{\epsilon,\epsilon})^{-1/2}\) and the magnetic ‘quasi-Wannier’ functions:

\[
\phi_{k,\gamma,\delta}^\epsilon := \sum_{\alpha \in \Gamma} \sum_{\beta \in \{-, +\}} F_{\epsilon,\delta}^{\epsilon,\epsilon}(j, \alpha, k, \gamma) \phi_{j,\alpha,\delta}^\epsilon \in \mathcal{S}(\mathcal{X}), \quad \forall (k, \gamma) \in (-, +) \times \Gamma.
\]

### Remark 3.6.
We emphasize that the value of \(\epsilon_0 > 0\) depends on our choice for \(\delta \in (0, \delta_0)\). As we shall not vary this fixed value of \(\epsilon \in (0, \delta_0)\) we shall not need any control on this dependence.

The magnetic ‘quasi-Wannier’ functions \(\{\phi_{k,\gamma,\delta}^\epsilon, k = \pm, \gamma \in \Gamma\}\) form an orthonormal basis of \(P_{f,\delta}F_{f,\delta} L^2(\mathcal{X})\).

In order to compare with the results in [11] we shall consider \(G^\epsilon\) and \(F^\epsilon\) as infinite matrices indexed by \(\Gamma \times \Gamma\) and having entries \(2 \times 2\) complex matrices.

**Proposition 3.7.** For \(\epsilon \in [0, \epsilon_0] \) with \(\epsilon_0 > 0\) fixed in Definition 3.6 \(F_{\epsilon,\delta}^{\epsilon,\epsilon}\) has the following properties (see the construction of the Wannier functions through the magnetic translations in [12] (cf Lemmas 3.1 and 3.2)):

1. \(F_{\epsilon,\delta}^{\epsilon,\epsilon} \in \mathcal{B}(L^2(\Gamma) \otimes \mathbb{C}^2) \cap \mathcal{B}(L^\infty(\Gamma) \otimes \mathbb{C}^2)\).
2. For any \(m \in \mathbb{N}\), there exists \(C_m > 0\) such that

\[
\sup_{(\alpha, \beta) \in \Gamma \times \Gamma} |F_{\epsilon,\delta}^{\epsilon,\epsilon}(j, \alpha, k, \beta) - \delta_{\alpha, \beta} \delta_{jk}| \leq C_m \epsilon.
\]

### Proposition 3.8.
For \(\epsilon \in [0, \epsilon_0] \) with \(\epsilon_0 > 0\) fixed in Definition 3.6 we have that

1. There exists a rapidly decaying function \(F_{\epsilon,\delta}^{\epsilon,\epsilon} : \Gamma \to \mathcal{B}(\mathbb{C}^2)\) such that for any pair \((\alpha, \beta) \in \Gamma \times \Gamma\) we have:

\[
F_{\alpha,\beta}^{\epsilon,\epsilon} = \Lambda^\epsilon(\alpha, \beta) F_{\epsilon,\delta}^{\epsilon,\epsilon}(\alpha - \beta).
\]
(2) With \( \psi_{x,0,\delta}^{\epsilon} \in \mathcal{S}(\mathbb{R}^2) \) defined by

\[
\psi_{x,0,\delta}^{\epsilon}(x) = \sum_{\alpha \in \mathbb{Z}^2} \sum_{j \in \mathbb{Z}} F_{\delta}^{\epsilon}(\alpha) j^\gamma \Omega^\gamma(\alpha,0,x) \Psi_{j,\alpha,\delta}(x),
\]

we have

\[
\phi_{j,\gamma,\delta}^\epsilon = \Lambda^\gamma(\tau,\gamma)(\tau,\psi_{x,0,\delta}^{\epsilon}), \quad \forall \gamma \in \Gamma.
\]

(3) For any \( m \in \mathbb{N} \), \( \alpha \in \mathbb{N}^2 \), there exists \( C_{m,\alpha} > 0 \) such that

\[
|x| > m \left| \left[ \partial_x^\alpha (\psi_{x,0,\delta}^{\epsilon} - \Psi_{x,0,\delta}^{\epsilon}) \right] (x) \right| \leq C_{m,\alpha} \epsilon, \quad \forall x \in \mathbb{R}^2.
\]

From (3.12) we conclude that

\[
\langle \psi_{x,0,\delta}^{\epsilon}, \phi_{k,0,\delta}^\epsilon \rangle_{L^2(\mathbb{R}^2)} = \delta_{jk}.
\]

Note also that the above defined magnetic "quasi-Wannier" functions belong to \( \mathcal{S}(\mathcal{X}) \) (details may be found in Subsection 3.1 of [9]).

We can write, with the series converging in the strong operator topology:

\[
P_{I,\delta}^\epsilon = \sum_{\gamma \in \mathbb{Z}^2} \sum_{j \in \mathbb{Z}} |\phi_{j,\gamma,\delta}^\epsilon| |\phi_{j,\gamma,\delta}^\epsilon|
\]

In fact, due to the estimations proved in Proposition 3.8 and the fact that the quasi-Wannier functions belong to \( \mathcal{S}(\mathcal{X}) \) uniformly with respect to \( \gamma \in \Gamma \), we can write (3.13) as

\[
P_{I,\delta}^\epsilon = \sum_{\gamma \in \mathbb{Z}^2} \Pi_{\gamma,\delta}, \quad \Pi_{\gamma,\delta} := \sum_{j \in \mathbb{Z}} |\phi_{j,\gamma,\delta}^\epsilon| |\phi_{j,\gamma,\delta}^\epsilon|
\]

with the series converging in operator norm, as one can prove using the Cotlar-Stein procedure (see Lemma 18.6.5 in [36]). In fact we prove that the integral kernels converge uniformly.

**Proposition 3.9.** For \( \epsilon \in [0,\epsilon_0] \) with \( \epsilon_0 > 0 \) fixed in Definition 3.6, the symbol \( p_{I,\delta}^\epsilon \) belongs to \( S^{-\infty}(\mathbb{R}) \) and is \( \Gamma \)-periodic.

**Proof.** By definition 3.1 and 3.3, we can write

\[
P_{I,\delta}^\epsilon = \mathcal{D} p_{I,\delta}^\epsilon = \mathcal{N} t(\hat{R}_{I,\delta}^\epsilon)
\]

with the integral kernel

\[
\hat{R}_{I,\delta}^\epsilon(x,y) = \sum_{\gamma \in \mathbb{Z}^2} \Lambda^\gamma(x,\gamma) \psi_{j,0,\delta}^{\epsilon}(x-\gamma) \Lambda^\gamma(y,\gamma) \psi_{k,0,\delta}^{\epsilon}(y-\gamma).
\]

The fact that the magnetic quasi-Wannier functions belong to \( \mathcal{S}(\mathcal{X}) \) clearly implies that the magnetic symbol associated to this kernel is of class \( S^{-\infty}(\mathbb{R}) \).

Following the second conclusion in Proposition 3.2 let us compute the commutator

\[
\left( [T_{\alpha}^\epsilon]^{-1} \mathcal{N} t(\hat{R}_{I,\delta}^\epsilon) T_{\alpha}^\epsilon \Phi \right)(x) = \Lambda^\epsilon(\alpha,x + \alpha) \left( \mathcal{N} t(\hat{R}_{I,\delta}^\epsilon) T_{\alpha}^\epsilon \Phi \right)(x + \alpha)
\]

\[
= \Lambda^\epsilon(\alpha,x + \alpha) \int_{\mathcal{X}} dz \hat{R}_{I,\delta}^\epsilon(x + \alpha,z) (T_{\alpha}^\epsilon \Phi)(z)
\]

\[
= \Lambda^\epsilon(\alpha,x + \alpha) \int_{\mathcal{X}} dz \hat{R}_{I,\delta}^\epsilon(x + \alpha,z) \Lambda^\epsilon(z,\alpha) \Phi(z - \alpha)
\]

\[
= \Lambda^\epsilon(\alpha,x + \alpha) \int_{\mathcal{X}} dy \hat{R}_{I,\delta}^\epsilon(x + \alpha,y + \alpha) \Lambda^\epsilon(y + \alpha,\alpha) \Phi(y)
\]
Using (3.7) - (3.8), the definition of $\Omega'$ in (3.4) as well as its property (3.5), we obtain:

$$\forall \alpha \in \Gamma : \quad \mathcal{R}_{P_{I,\delta}} \left( x + \alpha, y + \alpha \right)$$

$$= \sum_{\gamma \in \Gamma} \Lambda' \left( x + \alpha, \gamma \right) \psi_{j,0,\delta}^\prime (x + \alpha - \gamma) \Lambda' \left( y + \alpha + \gamma \right) \psi_{k,0,\delta}^\prime (y + \alpha - \gamma)$$

$$= \Lambda' (x + \alpha, y + \alpha) \sum_{\gamma \in \Gamma} \Omega' (y, x, \alpha, \gamma) \psi_{j,0,\delta}^\prime (x - \gamma) \psi_{k,0,\delta}^\prime (y - \gamma)$$

$$= \Lambda' (x + \alpha, y + \alpha) \sum_{\gamma \in \Gamma} \Omega' (x, y, \gamma) \psi_{j,0,\delta}^\prime (x - \gamma) \psi_{k,0,\delta}^\prime (y - \gamma)$$

$$= \Lambda' (x + \alpha, y + \alpha) \Lambda' (x, y) \mathcal{R}_{P_{I,\delta}} (x, y).$$

Finally, using (3.7) we get

$$\Lambda' (\alpha, x + \alpha) \Lambda' (x + \alpha, y + \alpha) \Lambda' (x, y) \Lambda' (y + \alpha, \alpha)$$

$$= \exp \left\{ i (B^2 \epsilon / 2) \left( \alpha \land x + (x + \alpha) \land (y + \alpha) + y \land x + y \land \alpha \right) \right\} = 1.$$

Here we recall the following important estimate proved in Subsection 3.2 of [9] (see Formula (3.13) therein).

**Proposition 3.10.** There exists $\epsilon_0 \in (0, 1]$, fixed to satisfy the condition in Definition 3.5, such that for any semi-norm $\tilde{\nu} : S^{-\infty}(\mathcal{X} \times \mathcal{X})_{2 \times 2} \to \mathbb{R}$, defining the topology of $S^{-\infty}(\mathcal{X} \times \mathcal{X})_{2 \times 2}$ there exists some constant $C(\tilde{\nu}) > 0$ such that

$$\tilde{\nu} \left( p_{I,\delta}^\prime - p_{I,\delta} \right) \leq C(\tilde{\nu}) \epsilon, \; \forall \epsilon \in [0, \epsilon_0],$$

with $p_{I,\delta}$ defined in Proposition 2.16 and $p_{I,\delta}^\prime$ defined in 3.13.

3.2. The magnetic quasi-band Hamiltonian.

**Definition 3.11.** We call magnetic quasi-band Hamiltonian associated to the spectral interval $I$, the operator $P_{I,\delta}^\prime H_I^\prime P_{I,\delta}^\prime$ (with $H_I^\prime$ introduced in (1.12)).

The estimate in Proposition 3.10 and the properties of the smooth global sections $\Psi_{\pm,\delta} : \mathbb{T}^* \to \mathcal{F}$ imply the following statement (see also the arguments in Subsection 3.2 of [9]).

**Proposition 3.12.** There exists $\epsilon > 0$, fixed to satisfy the condition in Definition 3.5, such that for any $\epsilon \in [0, \epsilon_0]$, the range of $P_{I,\delta}^\prime$ belongs to the domain of $H_I^\prime$.

We intend to compare the spectrum of $H_I^\prime$ in the interval $I \subset \mathbb{R}$ with the spectrum of the magnetic quasi-band Hamiltonian $P_{I,\delta}^\prime H_I^\prime P_{I,\delta}^\prime$ in the same interval. Working with quasi-Wannier functions instead of true Wannier functions has as a consequence that although the product $H_I^\prime P_{I,\delta}^\prime$ is bounded, the norm of $(1 - P_{I,\delta}^\prime) H_I^\prime P_{I,\delta}^\prime$ is not small of order $\epsilon$. Nevertheless, the modified Feshbach-Schur procedure elaborated in Appendix 12 will allow us to compare the spectrum of $H_I^\prime$ in a neighborhood of 0 with the spectrum of a “dressed” modified magnetic quasi-band Hamiltonian of the type (3.1):

$$\tilde{H}_{I,\delta} = \left( Y_\epsilon \right)^{-1/2} \left( P_{I,\delta}^\prime H_I^\prime P_{I,\delta}^\prime - P_{I,\delta}^\prime H_I^\prime \right) \left( P_{I,\delta}^\prime \right)^{-1} \left( R_I(0) \right) \left( P_{I,\delta}^\prime \right)^{-1} H_I^\prime \left( P_{I,\delta}^\prime \right)^{-1} \left( Y_\epsilon \right)^{-1/2}$$

In Paragraph 4.3 we shall prove that some local estimate valid on a neighborhood of $\theta_0$ (see Paragraph 4.3) is in fact sufficient for our analysis. In this subsection we verify the admissibility
of the triple $(H^*_I, \Pi^I_{\delta, \delta}, \tilde{I})$ (see Definition 3.3) and apply Proposition 3.3 in order to estimate the “distance” between the parts of the spectra of $H^*_I$ and $\tilde{H}^*_{I, \delta}$ contained in the interval $I$.

We begin by proving a “magnetic version” of Proposition 2.22. Our proof makes use of the properties of the magnetic pseudodifferential calculus as developed in [37] and [38] and briefly summarized in the Appendix B of [9]. We recall the notation $\mathcal{D}p^{\epsilon}$ introduced in (3.6) (see also (1.19)) and the magnetic Moyal product $\hat{\pi}$ defined by (1.20). For the convenience of the reader, let us recall Proposition B.14 from [9] that we shall use several times in our arguments.

**Proposition 3.13.** For any pair $(p, s) \in \mathbb{R} \times \mathbb{R}$, any $\rho \in [0, 1]$ and any $\epsilon_0 \in [0, 1]$ there exists a bilinear continuous map $\mathfrak{m}_\epsilon : S^p_\rho(\mathcal{X} \times \mathcal{X}^*) \times S^s_\rho(\mathcal{X} \times \mathcal{X}^*) \ni (F, G) \mapsto F \hat{\pi} G \in S^{p+s-2}_\rho(\mathcal{X} \times \mathcal{X}^*)$ uniformly in $\epsilon \in [0, \epsilon_0]$ such that

$$F \hat{\pi} G = F \| G + \epsilon \mathfrak{m}_\epsilon(F, G).$$

**Proposition 3.14.** Recalling Definition 3.4 and (2.51), for any interval $I_0 \subset \tilde{I}$ containing 0 in its interior there exists some $\epsilon_0 > 0$, such that the triple $(H^*_I, \Pi^I_{\delta, \delta}, I_0)$ is admissible for any $\epsilon \in [0, \epsilon_0]$.

**Proof.** With Definition 3.1 in mind, we have to find a non-trivial interval $I_0$ as in the statement above, that is contained in the resolvent set of $Q^I_{\delta, \delta}H^*_I Q^I_{\delta, \delta}$. We intend to use the conclusion of Proposition 2.22 giving a spectral gap for the 0 field Hamiltonian and proceed as in [11] using the results in [11] or [17] concerning the continuity of the spectrum with respect to the magnetic field. Denoting by $q^I_{\delta, \delta}$ the magnetic symbol of $Q^I_{\delta, \delta}$ and by $q_{I, \delta}$ the Weyl symbol of $Q_{I, \delta}$ we use Propositions 3.13 and 3.10 in order to obtain the following estimate:

$$Q^I_{\delta, \delta}H^*_I Q^I_{\delta, \delta} = \mathcal{D}p^{\epsilon}(q^I_{\delta, \delta} h \| q^I_{\delta, \delta}) = \mathcal{D}p^{\epsilon}( q^I_{\delta, \delta} h \| (1-p^I_{\delta, \delta}) h \| (1-p^I_{\delta, \delta}))$$

$$= \mathcal{D}p^{\epsilon}( q^I_{\delta, \delta} h \| (1-p^I_{\delta, \delta}) h \| (1-p^I_{\delta, \delta})) - \mathcal{D}p^{\epsilon}( h \| (1-p^I_{\delta, \delta}) h \| (1-p^I_{\delta, \delta}))$$

$$= \mathcal{D}p^{\epsilon}( q^I_{\delta, \delta} h \| (1-p^I_{\delta, \delta}) h \| (1-p^I_{\delta, \delta})) + \mathcal{O}(\epsilon).$$

(3.17)

with $\mathcal{O}(\epsilon) \in \mathcal{E}(L^2(\mathcal{X}))$.

**Step 1:** We begin by noticing that Propositions 3.13 and 3.10 allow us to estimate the difference $q^I_{I, \delta} - q_{I, \delta} = (1-p^I_{\delta, \delta}) - (1-p_{I, \delta}) = p_{I, \delta} - p^I_{\delta, \delta}$ as an $\mathcal{O}(\epsilon) \in \mathcal{E}(L^2(\mathcal{X}))$. Moreover from Remark 2.17 we know that $q_{I, \delta} \in S^{\infty}_\rho(\mathcal{X} \times \mathcal{X}^*)$ and $q^I_{\delta, \delta} \in S^0_\rho(\mathcal{X} \times \mathcal{X}^*)$.

We recall Definition 2.18 and Remark 2.17 denote by $q_{I, \delta}$ the Weyl symbols of the orthogonal projections $Q_{I, \delta}$ and notice that

$$\mathcal{D}p(q_{I, \delta} \| h \| q_{I, \delta}) = \mathcal{D}p(q_{I, \delta} \| h \| q_{I, \delta}) + \mathcal{D}p(q_{I, \delta} \| h \| q_{I, \delta}).$$

(3.18)

Hence, using Proposition 3.13 the decomposition 3.18, the fact that $Q_{I, \delta} = \mathcal{D}p(q_{I, \delta})$ are projections and finally Proposition 3.13 once again, we can write

$$q_{I, \delta} \| h \| q_{I, \delta} = q_{I, \delta} \| q_{I, \delta} \| h \| q_{I, \delta} = q_{I, \delta} \| (1-p^I_{\delta, \delta}) h \| (1-p^I_{\delta, \delta}) \| q_{I, \delta}$$

$$= q_{I, \delta} \| q_{I, \delta} \| h \| q_{I, \delta} + \mathcal{O}(\epsilon),$$

$$\mathcal{D}p(q_{I, \delta} \| h \| q_{I, \delta}) = \mathcal{D}p(q_{I, \delta}) \mathcal{D}p(q_{I, \delta} \| h \| q_{I, \delta}) \mathcal{D}p(q_{I, \delta}) + \mathcal{O}(\epsilon),$$

(3.19)

$$q_{I, \delta} \| h \| q_{I, \delta} = q_{I, \delta} \| q_{I, \delta} \| h \| q_{I, \delta} \| q_{I, \delta}$$

$$= q_{I, \delta} \| q_{I, \delta} \| h \| (1-p_{I, \delta} - q_{I, \delta}) \| q_{I, \delta}$$

$$= q_{I, \delta} \| h \| q_{I, \delta} \| q_{I, \delta} \| (p_{I, \delta} + q_{I, \delta}) \| h \| (1-p_{I, \delta} - q_{I, \delta}) \| q_{I, \delta}$$

$$- q_{I, \delta} \| h \| (p_{I, \delta} + q_{I, \delta}) \| q_{I, \delta}$$
Coming back to the symbols of these pseudodifferential operators, we would like to prove that

\[ Q_{l,+}(E) + Q_{l,-}(E) = Q_{l,+}(E) + Q_{l,-}(E) \]

acting in \( Q_{l,+}(E) \). We know that \( h \in S^2(\mathbb{X} \times \mathbb{X}^*) \) and \( q_{l,+} \in S^{-\infty}(\mathbb{X} \times \mathbb{X}^*) \) so that \( q_{l,-} \in S^{-\infty}(\mathbb{X} \times \mathbb{X}^*) \) and by Proposition 6.1 in \[38\] we deduce that \( Q_{l,-}(E) \in S^0_1(\mathbb{X} \times \mathbb{X}^*) \). But this together with \[3.22\] imply that \( Q_{l,-}(E) \in S^{-\infty}(\mathbb{X} \times \mathbb{X}^*) \).

**Step 3:** We shall prove the following fact that replaces Proposition 7.1 in \[11\]:

\[ Q_{l,-}(E) \in S^{-\infty}_1(\mathbb{X} \times \mathbb{X}^*) \]  

(3.23)

We intend to apply Proposition 6.3 from \[38\] giving the class of the symbol of the inverse of an invertible magnetic pseudodifferential operator. Let us recall that \( q_{l,+} \in S^0_1(\mathbb{X} \times \mathbb{X}^*) \) (see Remark \[2.23\] and \( h \in S^2_2(\mathbb{X} \times \mathbb{X}^*) \). Thus, if we recall that the order of the Moyal product of two Hörmander type symbols is the sum of their orders, we deduce that the operator \( H_{r,+} := Q_{l,+}H_{r}Q_{l,+} \) has a symbol

\[ h_{r} = q_{l,+}h q_{l,+} \in S^2_1(\mathbb{X} \times \mathbb{X}^*) \]

On the other hand, we may consider the operators \( H_{r,+} \) and \( R_{l,+}(E) := (H_{r,+} - E\mathbb{1})^{-1} \) as elements of \( \mathbb{B}(Q_{l,+}L^2(\mathbb{X})) \) and then we have the identity \( (H_{r,+} - E\mathbb{1}Q_{l,+}L^2(\mathbb{X}))R_{l,+}(E) = \mathbb{1}Q_{l,+}L^2(\mathbb{X}) \). By this we deduce the following relation in \( \mathbb{B}(L^2(\mathbb{X})) \):

\[ \forall E \in \hat{I}, \quad Op(r_{l,+}(E)) = Q_{l,+}R_{l,+}(E) Q_{l,+} = Q_{l,+}Q_{l,+}(H_{r,+} - EQ_{l,+}R_{l,+}(E)Q_{l,+} \in \mathbb{E}(L^2(\mathbb{X})). \]

Let us consider the operator

\[ (Q_{l,+} + (H_{r,+} - EQ_{l,+}R_{l,+}(E)Q_{l,+} \in \mathbb{E}(L^2(\mathbb{X})). \]

Coming back to the symbols of these pseudodifferential operators, we would like to prove that

\[ r_{l,+}(E) = q_{l,+} + r_{l,+}(E) \in S^{-\infty}_1(\mathbb{X} \times \mathbb{X}^*) \]

(3.24)
where \( \tilde{T}_{I,+}(E) \) denotes the symbol of the bounded operator \( (Q_{I,+} + (H_{I,+} - EQ_{I,+}))^{-1} \). In order to control the regularity of this symbol we shall use a standard procedure based on the Beals criterion. The original idea of the proof can be found in Section 3 of \cite{2}, but we shall make use here of the magnetic version of the result appearing in Subsection 6.1 of \cite{38}, Proposition 6.3. Let us include it here for the convenience of the reader:

**Proposition 3.15.** Suppose that \( F \in S^2_{\ell}(X \times X^*) \) is such that \( T := \mathcal{Dp}^A(F) \) is invertible in \( \mathbb{B}(L^2(X)) \) with bounded inverse \( T^{-1} \). We denote by \( T^{-1} := \mathcal{Dp}^A(F^*) \) for some \( F^* \in \mathcal{S}'(\Xi) \), and by \( \lambda_2(\xi) := \xi^2 \). If we have \( \mathcal{Dp}^A(\xi_2 \xi^2 F^*) \in \mathbb{B}(L^2(X)) \), then \( F^- \in S^2_{\ell}(X \times X^*) \).

We intend to use this statement with \( A = 0 \) taking

\[
F = q_{I,\xi} + h - E q_{I,\xi,\delta} = q_{I,\xi} + q_{I,\xi,\delta} \mathbb{H} q_{I,\xi,\delta} - E q_{I,\xi,\delta} \in S^2_{\ell}(X \times X^*). \tag{3.25}
\]

From the above arguments we know that \( \mathcal{Dp}(F) \) is invertible in \( \mathbb{B}(L^2(X)) \) with bounded inverse \( \mathcal{Dp}(F^-) \) and

\[
F^- = \tilde{T}_{I,+}(E) = q_{I,\xi} + r_{I,\xi}(E) = q_{I,\xi} + q_{I,\xi,\delta} \mathbb{H} r_{I,\xi,\delta}.
\]

Thus we only have to prove that

\[
\mathcal{Dp}(\xi_2 \xi^2 \tilde{T}_{I,+}(E)) \in \mathbb{B}(L^2(X)).
\]

The fact that \( h \in S^2_{\ell}(X \times X^*) \) is elliptic (see Remark \[1.13\]) implies the existence of a parametrix \( \tilde{h} \in S^2_{\ell}(X \times X^*) \), satisfying, for some \( h_\infty \in S^{-\infty}(X \times X^*) \) the relation:

\[
\tilde{h} \mathbb{H} h = 1 + h_\infty.
\]

Composing to the left by \( \xi_2 \), we get

\[
\xi_2 = \xi_2 \mathbb{H} \tilde{h} \mathbb{H} h - \xi_2 \mathbb{H} h_\infty,
\]

with \( \xi_2 \mathbb{H} \tilde{h} \in S^2_{\ell}(X \times X^*) \) and \( \xi_2 \mathbb{H} h_\infty \in S^{-\infty}(X \times X^*) \). These two symbols generate \( L^2 \)-bounded operators. Since \( h - h_+ \) is a smoothing symbol, we are left with \( h_+ \mathbb{H} \tilde{T}_{I,+}(E) \). But from (3.25) we get:

\[
h_+ \mathbb{H} \tilde{T}_{I,+}(E) = 1 + E q_{I,\xi,\delta} \mathbb{H} \tilde{T}_{I,+}(E) - q_{I,\xi} \mathbb{H} \tilde{T}_{I,+}(E),
\]

defining a bounded operator in \( L^2(X) \). This ends the proof of (3.24) and (3.22).

**Step 4:** Using Proposition \[5.13\] and the results of Step 2 and 3, we conclude that

\[
q_{I,\xi,\delta,\epsilon} \mathbb{H} r_{I,\xi}(E) = q_{I,\xi,\delta,\epsilon} \mathbb{H} r_{I,\xi}(E) + \xi_2
\]

with \( \xi_2 \in S^{-\infty}(X \times X^*) \) and \( \xi_2 \in S^2_{\ell}(X \times X^*) \) and also \( |\mathcal{Dp}(\xi_2)|_{\mathbb{B}(L^2(X))} = o(\epsilon) \). Finally, using similar arguments as above, we deduce that

\[
R'_{I,\xi}(E) = \mathcal{Dp}(r_{I,\xi}(E)) = \mathcal{Dp}(q_{I,\xi,\delta,\epsilon} \mathbb{H} r_{I,\xi}(E)) = \mathcal{Dp}(q_{I,\xi,\delta,\epsilon} \mathbb{H} r_{I,\xi}(E)) + O(\epsilon)
\]

\[
= \mathcal{Dp}(r_{I,\xi}(E) \mathbb{H} q_{I,\xi,\delta,\epsilon}) + O(\epsilon) = R'_{I,\xi}(E) \mathcal{Dp}(q_{I,\xi,\delta,\epsilon}) + O(\epsilon).
\]

**Step 5:** The remaining difficulty is that the operators \( \mathcal{Dp}(q_{I,\xi,\delta,\epsilon}) \) are no longer two orthogonal projections in \( L^2(X) \). Nevertheless, they are not “far” from two mutually orthogonal, orthogonal projections and that is what we need to prove now.

We use Remark \[2.25\], the formulas for Riesz projections associated with some isolated spectral intervals and the results concerning the continuity (even Lipschitz regularity) of the spectral edges with respect to the intensity of the constant magnetic field (see \[1\], \[17\]) in order to get the following result.

**Proposition 3.16.** There exists some \( \epsilon_0 > 0 \) such that for any \( \epsilon \in [0, \epsilon_0] \) we can find

- a smooth contour \( \mathcal{C}_- \subset \mathbb{C} \) having the segment \( [-E_0, -\Lambda_-] \) in its interior and the semi-axis \( [0, +\infty) \) in its exterior and remaining at a strictly positive distance from the spectrum of \( \mathcal{Dp}(q_{I,\delta} \mathbb{H} h \mathbb{H} q_{I,\delta}) \),
- a smooth contour \( \mathcal{C}_0 \subset \mathbb{C} \) leaving the segment \( [-\Lambda, \Lambda] \) in its interior and the rest of the spectrum of \( \mathcal{Dp}(q_{I,\delta} \mathbb{H} h \mathbb{H} q_{I,\delta}) \) in its exterior at some strictly positive distance,
such that we can write the identities
\[ q_{t,-} = \frac{1}{2\pi i} \int_{\mathfrak{e}_-} \tilde{q}^0(\mathfrak{e}) d\mathfrak{e}, \quad p_{t,\delta} = \frac{1}{2\pi i} \int_{\mathfrak{e}_0} \tilde{q}^0(\mathfrak{e}) d\mathfrak{e}, \]
where
\[ \tilde{q}^0(\mathfrak{e}) := (q_{t,\delta} \| h \| q_{t,\delta} - h) \]
is the Weyl symbol of the resolvent of \( q_{t,\delta} \| h \| q_{t,\delta} \) in \( \mathfrak{e} \), the inverse being taken for the usual Moyal product.

Let us define \( \tilde{q}^{\epsilon}(\mathfrak{e}) := (q_{\epsilon,\delta} \| h \| q_{\epsilon,\delta} - h) \), with the inverse taken with respect to the magnetic Moyal product associated to the magnetic field \( \epsilon B^p \), and also
\[ \tilde{q}^{\epsilon}_{t,-} = \text{Op} \left( \frac{1}{2\pi i} \int_{\mathfrak{e}_-} \tilde{q}^{\epsilon}(\mathfrak{e}) d\mathfrak{e} \right) \]
which is an orthogonal projection. Thus, using Proposition 3.13 we conclude that:
\[ \text{Op} \left( q_{t,-} \right) = \text{Op} \left( \frac{1}{2\pi i} \int_{\mathfrak{e}_-} \tilde{q}^{\epsilon}(\mathfrak{e}) d\mathfrak{e} \right) = \tilde{q}^{\epsilon}_{t,-} + \mathcal{O}(\epsilon). \]

We can also notice that
\[ \text{Op} \left( q_{t,+} \right) = \text{Op} \left( 1 - p_{t,\delta} - q_{t,-} \right) = 1 - \text{Op} \left( p_{t,\delta} \right) - \text{Op} \left( q_{t,-} \right) \]
\[ = 1 - \text{Op} \left( \frac{1}{2\pi i} \int_{\mathfrak{e}_0} \tilde{q}^0(\mathfrak{e}) d\mathfrak{e} \right) - \text{Op} \left( \frac{1}{2\pi i} \int_{\mathfrak{e}_0} \tilde{q}^0(\mathfrak{e}) d\mathfrak{e} \right). \]

We introduce the orthogonal projections:
\[ \tilde{P}^{\epsilon}_{t} := \text{Op} \left( \frac{1}{2\pi i} \int_{\mathfrak{e}_0} \mathfrak{e} \tilde{q}^{\epsilon}(\mathfrak{e}) d\mathfrak{e} \right), \quad \tilde{Q}^{\epsilon}_{t,+} := 1 \circ \tilde{P}^{\epsilon}_{t} \circ \tilde{Q}^{\epsilon}_{t,-} \]
and notice that due to Proposition 3.13 we have that
\[ \text{Op} \left( q_{t,+} \right) = \tilde{Q}^{\epsilon}_{t,+} + \mathcal{O}(\epsilon). \]

Finally, putting all these formulas together we see that
\[ \text{Op} \left( q_{t,+} \right) \text{Op} \left( q_{t,+} \right) = \left[ \tilde{Q}^{\epsilon}_{t,+} + \mathcal{O}(\epsilon) \right] \left[ \tilde{Q}^{\epsilon}_{t,+} + \mathcal{O}(\epsilon) \right] = \tilde{Q}^{\epsilon}_{t,+} + \mathcal{O}(\epsilon) = \text{Op} \left( q_{t,+} \right) + \mathcal{O}(\epsilon), \]
\[ \text{Op} \left( q_{t,+} \right) \text{Op} \left( q_{t,+} \right) = \left[ \tilde{Q}^{\epsilon}_{t,+} + \mathcal{O}(\epsilon) \right] \left[ \tilde{Q}^{\epsilon}_{t,+} + \mathcal{O}(\epsilon) \right] = \mathcal{O}(\epsilon), \]
\[ \text{Op} \left( q_{t,+} \right) \text{Op} \left( q_{t,+} \right) = \left[ \tilde{Q}^{\epsilon}_{t,+} + \mathcal{O}(\epsilon) \right] \left[ \tilde{P}^{\epsilon}_{t} + \mathcal{O}(\epsilon) \right] = \mathcal{O}(\epsilon). \]

Recalling (3.19) and (3.20) we conclude that for any \( E \in I_0 \) we have the estimations
\[ \left( Q^{t}_{t,\delta} H_t^\epsilon Q^{t}_{t,\delta} - E \mathbf{1} \right) R^t(E) = \left[ \tilde{Q}^{\epsilon}_{t,+} \left( H_t^\epsilon - E \right) \tilde{Q}^{\epsilon}_{t,+} - E P^t_{t,\delta} \right] R^t(E) = \]
\[ = \left[ \text{Op} \left( q_{t,-} \right) \text{Op} \left( q_{t,-} \right) \| h - E \| q_{t,-} \right] \text{Op} \left( q_{t,-} \right) \]
\[ + \text{Op} \left( q_{t,+} \right) \text{Op} \left( q_{t,+} \right) \| h - E \| q_{t,+} \right] \text{Op} \left( q_{t,+} \right) + \mathcal{O}(\epsilon) - E P^t_{t,\delta} \times \]
\[ \times \left( \text{Op} \left( q_{t,-} \right) \text{Op} \left( q_{t,+} \right) \| h - E \| q_{t,+} \right] \text{Op} \left( q_{t,+} \right) + \mathcal{O}(\epsilon) \right) \]
\[ = \tilde{Q}^{\epsilon}_{t,+} + \tilde{Q}^{\epsilon}_{t,+} + \mathcal{O}(\epsilon). \]

Thus, for any closed interval \( I_0 \subset I \) there exists some \( \epsilon_0 > 0 \), such that for any \( E \in I_0 \) the operator \( \left( Q^{t}_{t,\delta} H_t^\epsilon Q^{t}_{t,\delta} - E \mathbf{1} \right) \) is invertible as operator in \( Q^{t}_{t,\delta} L^2(X) \), uniformly for \( (E,\epsilon) \in I_0 \times [0,\epsilon_0] \) and this finishes our proof.

**Remark 3.17.** We notice that the upper bound on \( \epsilon > 0 \) and thus the value of \( \epsilon_0 \) is controlled by the invertibility conditions involved by (3.27) and thus depend on the norm of \( R^t(E) \) that is controlled uniformly in \( \epsilon > 0 \) by the distance \( \text{dist}(E,\mathbb{R} \setminus I) \leq \text{dist}(I_0,\mathbb{R} \setminus I) \).
Applying Proposition 3.13 and taking in (3.15):
\[ R'_f(0) := R'_f(0) = R'_{I,+}(0) + R'_{I,-}(0) \]  
with the notation introduced in the proof of Proposition 3.14 we obtain the following statement.

**Proposition 3.18.** Given any compact interval \( I_0 \subset \hat{I} \) containing 0 in its interior there exist \( \epsilon_0 > 0 \) and \( C > 0 \) (depending on \( \epsilon_0 > 0 \), such that for any \( \epsilon \in [0, \epsilon_0] \) we have the estimation:
\[
\max \left\{ \sup_{e \in (\hat{H}_I(\delta))} \text{dist}(e, \sigma(\hat{H}_I(\delta))) \right\} \leq \|H^e_Pf\|_2^2 \left( \ell_{I_0} \right) \leq C \ell_{I_0}^2 / d_{I_0}^2
\]
where \( d_{I_0} := \text{dist}(I_0, \mathbb{R} \setminus \hat{I}) \), \( \ell_{I_0} := \sup \{|t|, t \in I_0\} \) and \( \Lambda_I := \min \{\Lambda_-, \Lambda_+\} \).

4. **The Peierls-Onsager effective Hamiltonian.**

4.1. **The magnetic matrix.** An important step in our construction, when working with a constant magnetic field, is to put into evidence a Toeplitz matrix associated to the magnetic quasi-band Hamiltonian in the orthonormal basis of the quasi-Wannier functions. This allows then to define the Peierls-Onsager effective Hamiltonian of the quasi-band (the 5-th step in our strategy as described in Subsection 1.5).

In our situation when the fiber of the quasi-band has dimension two, we have to pay attention to the 2-dimensional basis that we choose in order to compare the Peierls-Onsager effective Hamiltonian with the magnetic quasi-band Hamiltonian. More precisely, we shall compare the matrices of the two operators in the basis given by \( \hat{\Phi}_\epsilon(\hat{H}_I(\delta)) \) associated by the trivialization \( \hat{\Phi}(\hat{H}_I(\delta)) \) to the canonical basis \( \{\zeta, \zeta^+\} \) of \( \mathbb{C}^2 \). Let us define the “change-of-base matrix” unitary operator defined on each \( \hat{\Phi}_I(\hat{H}_I(\delta)) \) for \( \theta \in \Sigma_I \):
\[
\hat{u}_I(\delta) \hat{\Psi}_\epsilon(\delta) = \hat{\Phi}_\epsilon(\theta).
\] (4.1)

This family of unitaries is smooth as a function of \( \theta \) on \( \Sigma_I \), thus we may find a ball \( B_{2R}(\theta_0) \) where one can define a smooth logarithm. Let us now choose a smooth cut-off function \( \chi \in C^\infty(\Sigma, B_{2R}(\theta_0); [0, 1]) \) with \( \chi(\theta) = 1 \) for \( \theta \in B_R(\theta_0) \) and define the smooth section
\[
\mathcal{T}_+ \ni \theta \mapsto A(\theta) := \chi(\theta) \ln \hat{u}_I(\theta) \in \mathbb{R}(\hat{\Phi}_I(\hat{H}_I(\delta))).
\]

We define the smooth global orthonormal frame
\[
\hat{\Phi}_\epsilon(\theta) := e^{A(\theta)} \hat{\Psi}_\epsilon(\delta)
\] (4.2)
verifying:
\[
\hat{\Phi}_\epsilon(\theta) = \hat{\Phi}_\epsilon(\theta), \quad \forall \theta \in B_{2R}(\theta_0),
\]
\[
\hat{\Phi}_\epsilon(\theta) = \hat{\Phi}_\epsilon(\theta), \quad \forall \theta \in \mathcal{T}_+ \setminus \Sigma_I.
\] (4.3)

We can now define the new pair of quasi-Wannier functions
\[
\Phi_{\epsilon} := U^{-1}_I \int_{\mathcal{T}_+} \, d\theta \cdot \hat{\Phi}_{\epsilon}
\]
and their \( \Gamma \)-translations \( \Phi_{\epsilon, \gamma} \) for any \( \gamma \in \Gamma \). They still form an orthonormal basis for the quasi-band subspace \( P_{I,\delta} L^2(\mathbb{X}) \) given in Definition 2.13 so that we have the equality (similar to the one in Definition 2.13):
\[
P_{I,\delta} = \sum_{\gamma \in \Gamma} \left( \sum_{j=0} \left| \Phi_{j,\gamma,\delta} \right| \right).
\]

Passing now to the magnetic quasi-band let us notice that all the arguments in Subsection 4.1 only depend on two facts: (i) the existence of an orthonormal basis for the quasi-band projection and (ii) the Zak magnetic translations we apply to this orthonormal basis. Thus, starting with the basis \( \{\Phi_{\epsilon,\gamma,\delta}\}_{\gamma \in \Gamma} \), we obtain the same orthogonal projection \( P_{I,\delta} \) and we have an analogue of Propositions 3.4, 3.8.
We shall denote by
\[ \tilde{\psi}_{\epsilon,0,\delta}(x) = \sum_{\alpha \in \Gamma} \sum_{j \in \mathbb{Z}} F_{\epsilon}(\alpha)_{jz} \Omega_{\epsilon}(\alpha,0,x) \Phi_{j,\alpha,\delta}(x), \] (4.4)
and notice that the family
\[ \tilde{\phi}_{j,\gamma,\delta} = \Lambda(\gamma)(\gamma \tilde{\psi}_{\epsilon,0,\delta}), \quad \forall \gamma \in \Gamma \] (4.5)
also forms an orthonormal basis of \( P_{\epsilon,0} \ell^2(\mathcal{X}) \). Let us consider the unitary operator
\[ \Phi_{\delta} : P_{\epsilon,0} \ell^2(\mathcal{X}) \rightarrow \ell^2(\Gamma) \otimes \mathbb{C}^2, \quad \Phi_{\delta}(\tilde{\phi}_{j,\gamma,\delta}) := e_j \otimes \epsilon, \]
where \((\epsilon_{-}, \epsilon_{+})\) is the canonical orthonormal basis in \( \mathbb{C}^2 \) (see Definition 2.22) and \( \{e_j\}_{\gamma \in \Gamma} \subset \ell^2(\Gamma) \)
the canonical orthonormal basis of \( \ell^2(\Gamma) \).

Starting from (3.14) and using the Cotlar-Stein procedure to control the convergence of the series, we can write that:
\[ P_{\epsilon,0} \hat{H}_{\alpha,\delta} P_{\epsilon,0} = \sum_{\alpha,\delta \in \Gamma} \Pi_{\alpha,\delta} \hat{H}_{\alpha,\delta} \Pi_{\alpha,\delta} = \sum_{\alpha,\delta \in \Gamma} \left( \sum_{j,k \in \mathbb{Z}} |\tilde{\phi}_{j,\alpha,\delta}, \hat{H}_{\alpha,\delta} \tilde{\phi}_{k,\beta,\delta}|_{L^2(\mathcal{X})} \right) \]
with the series converging in the operator-norm topology and resp. in the uniform topology for the integral kernels and in the topology of \( BC^\infty(\Xi) \) for the magnetic symbols. This allows us to view our dressed modified magnetic quasi-band Hamiltonian as an infinite matrix, in fact as an infinite matrix with entries from \( M_{2 \times 2}(\mathbb{C}) \):
\[ [\mathcal{M}_{\epsilon,0}(j,\alpha,\beta)]_{(j,a), (k,b)} := (\tilde{\phi}_{j,\alpha,\delta}, \hat{H}_{\alpha,\delta} \tilde{\phi}_{k,\beta,\delta})_{L^2(\mathcal{X})}, \quad (j,k) \in \{-, +\} \times \{-, +\}. \] (4.6)
From Propositions 3.2 and 3.8 taking into account Proposition 3.9 and the definition of \( \hat{H}_{\alpha,\delta} \) given in (3.13) we can write
\[ [\mathcal{M}_{\epsilon,0}(j,\alpha,\beta)]_{(j,\alpha), (k,\beta)} = (\tilde{\phi}_{j,\alpha,\delta}, \hat{H}_{\alpha,\delta} \tilde{\phi}_{k,\beta,\delta})_{L^2(\mathcal{X})} = (T_{\alpha,\beta} \tilde{\psi}_{j,0,\delta}, \hat{H}_{\alpha,\delta} \tilde{\psi}_{k,0,\delta})_{L^2(\mathcal{X})} = \Lambda(\alpha,\beta)[\mathcal{M}_{\epsilon,0}(j,\alpha,\beta)]_{(j,\alpha), (k,\beta)} \]
and conclude that
\[ P_{\epsilon,0} \hat{H}_{\alpha,\delta} P_{\epsilon,0} = \sum_{\alpha,\beta \in \Gamma} \left( \sum_{j,k \in \mathbb{Z}} \Lambda(\alpha,\beta) m_{\epsilon,0}(\alpha,\beta)_{j,k} |\tilde{\phi}_{j,\alpha,\delta}, \tilde{\phi}_{k,\beta,\delta}| \right) \]
Now we can define the discrete Fourier transform
\[ \hat{m}_{\epsilon,0}(\gamma) := \sum_{\gamma \in \Gamma} e^{-i x \gamma} m_{\epsilon,0}(\gamma) \in M_{2 \times 2}(\mathbb{C}), \quad \forall \gamma \in \mathbb{Z} \] (4.7)
and repeat the arguments in Subsection 8.3 in [11]. In fact, we can view the above function as a matrix-valued symbol which is \( \Gamma \)-periodic with respect to \( \theta \) and does not depend on the variables from \( \mathcal{X} \). It belongs to the class \( S^0_0(\mathcal{X} \times \mathbb{Z}^*)_{2 \times 2} \) defined in Notation [11, 18].

The magnetic quantization of our matrix-valued symbol \( \hat{m}_{\epsilon,0} \in S^0_0(\mathcal{X} \times \mathbb{Z}^*)_{2 \times 2} \) with the constant magnetic field \( \epsilon B^\nu \)
is
\[ \mathcal{D} \phi(\hat{m}_{\epsilon,0}) \in \mathcal{B}(L^2(\mathcal{X}) \otimes \mathbb{C}^2). \]
Also, for all \( u \in \mathcal{S}(\mathcal{X}; \mathbb{C}^2) \) we have
\[ (\mathcal{D} \phi(\hat{m}_{\epsilon,0})u)(x) = (2\pi)^{-2} \int_{\mathcal{X}} dy \Lambda(x,y) \int_{\mathbb{R}} d\xi e^{i \xi \cdot (x-y)} \left( \sum_{j \in \mathbb{Z}} m_{\epsilon,0}(\gamma)_{j,0} u_j(y) \right) \]
\[ = \sum_{\gamma \in \Gamma} \Lambda(x,\gamma) \left( \sum_{j \in \mathbb{Z}} m_{\epsilon,0}(\gamma)_{j,0} u_j(x-\gamma) \right). \]
If we combine the unitary transformation
\[ \Omega_{\Gamma} : L^2(\mathcal{X}; \mathbb{C}^2) \xrightarrow{\sim} \ell^2(\Gamma; \mathbb{C}^2) \otimes L^2(E), \quad \left( \Omega_{\Gamma} \phi \right)(\gamma, \bar{x}) := \phi(\gamma + \bar{x}), \quad \forall \phi \in \mathcal{S}(\mathcal{X}; \mathbb{C}^2) \]
with the Luttinger gauge transformation (12):

$$U^*_L : L^2(\Gamma; \mathbb{C}^2) \otimes L^2(E) \to L^2(\Gamma; \mathbb{C}^2) \otimes L^2(E), \quad (U^*_L \phi)(\alpha, \hat{x})_z := \Lambda'(\hat{x}, \alpha) \phi(\alpha, \hat{x})_z,$$

we obtain

$$\left( U^*_L \mathcal{D} \phi^v(k^*_L, \delta) \phi \right)(\alpha, \hat{x})_z = \Lambda'(\hat{x}, \alpha) \sum_{\gamma \in \Gamma} \Lambda'(\hat{x} + \alpha, \hat{x} + \alpha - \gamma) \left( \sum_{j=\pm} m^*_L(\gamma, z, j) \phi_j(\hat{x} + \alpha - \gamma) \right)$$

$$= \sum_{\gamma \in \Gamma} \Lambda'(\alpha, \alpha - \gamma) \left( \sum_{j=\pm} m^*_L(\gamma, z, j) \Lambda'(\hat{x}, \alpha - \gamma) \phi_j(\hat{x} + \alpha - \gamma) \right)$$

$$= \sum_{\beta \in \Gamma} \Lambda'(\alpha, \beta) \left( \sum_{j=\pm} m^*_L(\alpha - \beta, z, j) \Lambda'(\hat{x}, \beta) \phi_j(\hat{x} + \beta) \right)$$

$$= \sum_{\beta \in \Gamma} \sum_{j=\pm} \left( \Lambda'(\alpha, \beta) m^*_L(\alpha - \beta, z, j) \right) (U^*_L \mathcal{D} \phi)(\alpha, \beta)_j$$

Moreover, by construction, we have that

$$\sum_{(\alpha, \beta) \in \Gamma^2, j, k \in \pm} \left[ \psi_{\alpha, \beta}^v \right]_{(j, \alpha), (k, \beta)} \left[ \xi_{\alpha, \beta} \right]_{(\delta, j)} = \left( U^*_L \mathcal{D} \phi^v(k^*_L, \delta) \right)(U^*_L \mathcal{D} \phi^v(k^*_L, \delta))^{-1}.$$

Thus, having the canonical orthonormal basis $\{\xi_{-\pm, \pm}\}$ in $\mathbb{C}^2$ (see Definition 2.2) and the canonical orthonormal basis $\{\psi_{\alpha, \beta}\}$ in $L^2(\Gamma)$, we conclude that

$${\bar{H}}_{\alpha, \beta} = \sum_{(\alpha, \beta) \in \Gamma^2, j, k \in \pm} \left[ \psi_{\alpha, \beta}^v \right]_{(j, \alpha), (k, \beta)} \left[ \xi_{\alpha, \beta} \right]_{(\delta, j)},$$

and we conclude that the following statement holds.

**Proposition 4.1.** The operator $\mathcal{D} \phi^v(k^*_L, \delta)$ in $\mathcal{B}(L^2(X) \otimes \mathbb{C}^2)$ and the “dressed” modified quasi-band Hamiltonian $\bar{H}_{k^*_L, \delta}$ in $\mathcal{P}(L^2(X))$ are unitarily equivalent and thus have the same spectrum.

Our strategy in the following is to compare the symbol $k^*_L(\theta)$ in the neighborhood of $\theta_0$ with the $2 \times 2$ matrix valued function $M_1(\theta)$ defined in (2.8).

**4.2. Estimating the magnetic perturbation.** In agreement with the notations for the Weyl and the magnetic quantizations (11.7) and (11.19) and with the previous notations, we shall denote the operators and symbols for the 0-magnetic field by just suppressing the parameter $\epsilon = 0$. Let us consider the smooth matrix valued function obtained by putting $\epsilon = 0$ in (4.7):

$$T_+ \theta \mapsto k^*_L(\theta)_{j, k} := \sum_{\gamma \in \Gamma} e^{-ic_{\theta, \gamma}} \left( \Phi_{j, \gamma, \delta}, \bar{H}_{\alpha, \beta} \bar{H}_{\alpha, \beta} \Phi_{k, 0, \delta} \right)_{L^2(X)} \in M_{2 \times 2}(\mathbb{C}).$$

We shall study the difference

$$\left\| (\partial^\theta k^*_L(\theta) - \partial^\alpha k^*_L(\theta)) \right\|_{m_{2 \times 2}(\mathbb{C})} = \max_{j, k} \left\| \sum_{\gamma \in \Gamma} e^{-ic_{\theta, \gamma}} \left( m^*_L(\gamma, j, k) - m^*_L(\gamma)_{j, k} \right) \right\|$$

$$\leq \max_{j, k} \left\| \sum_{\gamma \in \Gamma} \left\| \left( J_{j, \gamma} \bar{H}_{\alpha, \beta} \bar{H}_{\alpha, \beta} \Phi_{k, 0, \delta} \right)_{L^2(X)} - \left( \tau_{\gamma, \delta} \bar{H}_{\alpha, \beta} \bar{H}_{\alpha, \beta} \Phi_{k, 0, \delta} \right)_{L^2(X)} \right\| \right\|_i$$

(4.8)

and compute

$$\left\langle \left( J_{j, \gamma} \bar{H}_{\alpha, \beta} \bar{H}_{\alpha, \beta} \Phi_{k, 0, \delta} \right)_{L^2(X)} - \left( \tau_{\gamma, \delta} \bar{H}_{\alpha, \beta} \bar{H}_{\alpha, \beta} \Phi_{k, 0, \delta} \right)_{L^2(X)} \right\rangle$$

$$= \left\langle \left( \Phi_{j, \gamma} Y_{\delta}^{-1/2} H_{\delta} Y_{\delta}^{-1/2} \Phi_{k, 0, \delta} \right)_{L^2(X)} - \left( \Phi_{j, \gamma} Y_{\delta}^{-1/2} H_{\delta} Y_{\delta}^{-1/2} \Phi_{k, 0, \delta} \right)_{L^2(X)} \right\rangle$$

(4.9)
where we used \(3.28\) in order to define:

\[
X^i_\delta := (Y^i_\delta)^{-1/2} H^i_1 Q^i_1 \delta R^i_1 (0) Q^i_1 H^i_1 (Y^i_\delta)^{-1/2}.
\]

Considering formula \(3.16\), denoting by \(\mathcal{S}^\epsilon_{Y,\alpha}\) the magnetic symbol of a given operator \(T\) (as in \(1.21\)) and dropping for the moment the subscript \(\delta\) in order to ease the reading of the formulas, we can show that

\[
\mathcal{S}^\epsilon_{Y,\alpha} = p^i_\alpha + h^i \cdot q^i_\alpha \mathcal{S}^\epsilon_{R^i_1 (0)} \mathcal{S}^\epsilon_{R^i_1 (0)} h^i \cdot p^i_\alpha \in S^{-\infty}(\mathbb{X} \times \mathbb{X}^\ast).
\]

Indeed, the arguments following \(3.24\) and Step 3 in the proof of Proposition \(3.14\) imply that \(\mathcal{S}^\epsilon_{R^i_1 (0)} \in S^1(\mathbb{X} \times \mathbb{X}^\ast)\) and as \(p^i_\alpha\) belongs to \(S^{-\infty}(\mathbb{X} \times \mathbb{X}^\ast)\), the above regularity of \(\mathcal{S}^\epsilon_{Y,\alpha}\) follows.

We conclude that

\[
\mathcal{S}^\epsilon_{Y,-1/2 H^i_1 Y,-1/2} \in S^{-\infty}(\mathbb{X} \times \mathbb{X}^\ast), \quad \mathcal{S}^\epsilon_{X,\alpha} \in S^{-\infty}(\mathbb{X} \times \mathbb{X}^\ast).
\]

We shall use an estimation similar to Lemma 8.8 in \([11]\) which in our case of a constant magnetic field \(\epsilon B^p\) has a more interesting form.

**Lemma 4.2.** Let us consider \(\epsilon_0 > 0\) as large as allowed by the arguments in the proof of Proposition \(3.14\) and for some \(\epsilon \in [0, \epsilon_0]\) and for some \(p < 0\), an operator of the form \(\mathcal{D}^p(F)\) with \(F \in S^1_p(\mathbb{X} \times \mathbb{X}^\ast)\). Then for any \(m \in \mathbb{N}\), there exists a semi-norm \(\nu_m\) such that, \(\forall (\alpha, \beta) \in \Gamma \times \Gamma, j = \pm\), \(k = \pm\) and \(\forall \epsilon \in [0, \epsilon_0]\), we have the estimate:

\[
\left\| \left( \varphi^\epsilon_{j,\alpha,\delta} \mathcal{D}^p(F) \varphi^\epsilon_{k,\beta,\delta} \right)_{L^2(\mathbb{X}} - \Lambda^\epsilon(\alpha, \beta) \langle \Phi^\epsilon_{j,\alpha,\delta} \mathcal{D}^p(F) \Phi^\epsilon_{k,\beta,\delta} \rangle_{L^2(\mathbb{X})} \right\| \leq \epsilon \nu_m(F) < \alpha - \beta >^m.
\]

**Proof.** Using Proposition B.8 in \([9]\) we may conclude that for \(F \in S^1_p(\mathbb{X} \times \mathbb{X}^\ast)\) and \(\epsilon \in [0, 1]\) the operator \(\mathcal{D}^p(F)\) has the integral kernel \(\Lambda^\epsilon(x, y) \mathcal{R}_F(x, y)\), where

(i) \(\mathcal{R}_F(x, y)\) is the integral kernel of \(\mathcal{D}^p(F)\),

(ii) there exists a semi-norm \(\nu\) such that \(\|\mathcal{D}^p(F)\|_{L^2(\mathbb{X})} \leq \nu(F)\),

(iii) for any \(k \in \mathbb{N}\) there exists a semi-norm \(\nu_k : S^1_p(\mathbb{X} \times \mathbb{X}^\ast) \to \mathbb{R}_+\) such that

\[
\sup_{x \in X} \int_{X} (x - y)^k |\mathcal{R}_F(x, y)| dy \leq \nu_k(F).
\]

Using Points 2 and 3 of Proposition \(3.8\) and the estimations (see \(3.2\)):

\[
|\Theta^\epsilon(\alpha, x, \beta) - 1| \leq C \epsilon |x - \alpha| |x - \beta|, \quad |\Theta^\epsilon(\alpha, x + z, \beta) - 1| \leq C \epsilon |z| |x - \beta|,
\]

we can prove that for any \(N \in \mathbb{N}\) there exists a constant \(C_N > 0\) and a semi-norm \(\nu_N\) on \(S^1_p(\mathbb{X} \times \mathbb{X}^\ast)\) such that

\[
\left\langle \varphi^\epsilon_{j,\alpha,\delta} \mathcal{D}^p(F) \varphi^\epsilon_{k,\beta,\delta} \right\rangle_{L^2(\mathbb{X})} = \left\{ \Lambda^\epsilon(\cdot, \alpha) \tau_\alpha \varphi^\epsilon_{j,0,\delta}, \mathcal{D}^p(F) \Lambda^\epsilon(\cdot, \beta) \tau_\beta \varphi^\epsilon_{k,0,\delta} \right\}_{L^2(\mathbb{X})}
\]

\[
= \left\{ \tau_\alpha \varphi^\epsilon_{j,0,\delta}, \Lambda^\epsilon(\cdot, \alpha) \mathcal{R}_F(\Lambda^\epsilon(\cdot, \beta) \tau_\beta \varphi^\epsilon_{k,0,\delta}) \right\}_{L^2(\mathbb{X})}
\]

\[
= \Lambda^\epsilon(\alpha, \beta) \int_{X} dx \int_{X} dy \Omega^\epsilon(\alpha, x, \beta) \Omega^\epsilon(\gamma, x, y, \beta) \mathcal{R}_F(\gamma, y) \left( \varphi^\epsilon_{j,0,\delta}(x - \alpha) \varphi^\epsilon_{k,0,\delta}(y - \beta) \right)
\]

\[
= \Lambda^\epsilon(\alpha, \beta) \int_{X} dx \int_{X} dy \mathcal{R}_F(\gamma, y) \left( \Phi_{j,0,\delta}(x - \alpha) \Phi_{k,0,\delta}(y - \beta) \right) + C_N \nu_N(F) \epsilon < \alpha - \beta >^N.
\]

Thus we obtain the conclusion of the lemma. □

**Proposition 4.3.** With our choice of gauge for the magnetic field \(\epsilon B^p\) in \([1, 10]\), for any \(a \in \mathbb{N}^2\) there exists a constant \(C_a > 0\) such that

\[
\left\| (\partial^a k^1_\gamma, \theta) - (\partial^a k^1_\gamma, \theta) \right\|_{H^2(\mathbb{C})} \leq C_a \epsilon, \quad \forall \theta \in T_+.
\]

**Proof.** The Proposition follows by applying two times the above Lemma to the right hand side of the equality \(4.3\) for the two contributions given in \(4.14\) and noticing that \(\Lambda^\epsilon(\gamma, 0) = 1\). □
4.3. Estimations close to the crossing-point. In this subsection we shall prove that on a small neighborhood of the point $\theta_0 \in \mathbb{T}$, the symbol $k_{l,\delta}(\theta) \in M_{2 \times 2}(\mathbb{C}^2)$ is very well approximated by the matrix $M_1(\theta)$ in (2.20) associated to the local quasi-band Hamiltonian $H_1$. Recalling that $k_{l,\delta}(\theta)_{jk} := \sum_{\gamma \in \Gamma} e^{-i\theta \gamma} \langle \Phi_{\delta,\gamma \delta} ; \tilde{H}_{l,\delta} \Phi_{k,0,\delta} \rangle_{L^2(\mathbb{R})}$ we prove the following.

**Proposition 4.4.** For $\theta \in B_R(\theta_0)$ (as defined in (4.3)) and with $M_1$ introduced in (2.20) we have that $k_{l,\delta}(\theta) = M_1(\theta)$.

**Proof.** We shall proceed as in Subsection 8.4 of [11] and we shall only focus on the technical details that are specific to our new situation. We shall concentrate on the case $m = 0$, the derivatives being easily controlled due to the smoothness conditions verified by the involved functions. As in [11] (but working directly for the case $\epsilon = 0$) we introduce a “comparison term” defining the $2 \times 2$-matrix valued smooth map

$$
\hat{k}_{l,\delta}(\xi)_{jk} = \sum_{\gamma \in \Gamma} e^{-i\xi \gamma} \langle \Phi_{\delta,\gamma \delta} ; P_{l,\delta} H_T P_{l,\delta} \Phi_{k,0,\delta} \rangle_{L^2(\mathbb{R})}
$$

and study its difference with both operators appearing in Proposition 4.4.

**Step 1:** Let us first notice that for any $\theta \in B_R(\theta_0)$ and for $j = \pm$ and $k = \pm$:

$$
\hat{k}_{l,\delta}(\theta)_{jk} = \sum_{\gamma \in \Gamma} e^{-i\theta \gamma} \langle \Phi_{\delta,\gamma \delta} ; H_T \Phi_{k,0,\delta} \rangle_{L^2(\mathbb{R})}
$$

$$
= \sum_{\gamma \in \Gamma} e^{-i\theta \gamma} \int_{\mathbb{T}} d\omega \sum_{\gamma \in \Gamma} e^{-i\omega \gamma} \langle \Phi_{\delta,\gamma \delta} ; \tilde{H}_{l,\delta} \Phi_{k,0,\delta} \rangle_{\mathbb{C}^2}
$$

$$
= \langle \Phi_{\delta,\gamma \delta} ; \Pi_{l,\delta}(\theta) \tilde{R}(\theta) \Pi_{l,\delta}(\theta) \Phi_{k,0,\delta} \rangle_{\mathbb{C}^2} = \langle \hat{\gamma}_j(\theta) ; \tilde{R}(\theta) \hat{\gamma}_k(\theta) \rangle_{\mathbb{C}^2} = M_1(\theta)_{jk}.
$$

**Step 2:** We consider now the difference $k_{l,\delta}(\theta) - \hat{k}_{l,\delta}(\theta)$, for $\theta \in \Sigma_I$. Thus let us write

$$
k_{l,\delta}(\theta)_{jk} - \hat{k}_{l,\delta}(\theta)_{jk} = \sum_{\gamma \in \Gamma} e^{-i\theta \gamma} \langle \Phi_{\delta,\gamma \delta} ; (\tilde{H}_{l,\delta} - P_{l,\delta} H_T P_{l,\delta}) \Phi_{k,0,\delta} \rangle_{L^2(\mathbb{R})}.
$$

As in [11] we notice that by construction the bounded self-adjoint operator $Z_\delta := \tilde{H}_{l,\delta} - P_{l,\delta} H_T P_{l,\delta}$ commutes with the translations by vectors $\gamma \in \Gamma$ and thus decomposes with respect to the direct integral in the Floquet representation. The analysis presented in Step 2 of the proof of Proposition 8.13 in [11] remains valid and we can write:

$$
Z_\delta = P_{l,\delta} Z_\delta P_{l,\delta} = P_{l,\delta} H_T (Y_\delta^{1/2} - P_{l,\delta}) + (Y_\delta^{1/2} - P_{l,\delta}) H_T P_{l,\delta} - Y_\delta^{1/2} P_{l,\delta} H_T Q_{l,\delta} Q_{l,\delta} H_T P_{l,\delta} Y_\delta^{-1/2},
$$

(4.11)

and recall from (3.16) that $Y_\delta - P_{l,\delta} := P_{l,\delta} H_T Q_{l,\delta} Q_{l,\delta} H_T P_{l,\delta}$. We have the following direct integral decomposition:

$$
Y_\delta - P_{l,\delta} = P_{l,\delta} H_T Q_{l,\delta} R_{l,\delta}^2 Q_{l,\delta} H_T P_{l,\delta} \equiv H_{\bullet} R_{\bullet}^2 H_{\bullet} \equiv \mathcal{F}_{\mathbb{T}}^{-1} \left( \int_{\mathbb{T}} d\theta \tilde{F}_{\mathbb{T}}(\theta) \right) \mathcal{F}_{\mathbb{T}},
$$

where

$$
\tilde{F}_{\mathbb{T}}(\theta) := \tilde{H}_{\bullet}(\theta) \tilde{R}_{\bullet}(\theta)^2 [\tilde{H}_{\bullet}(\theta)]^*.
$$

For $\theta \in \Sigma_I$ we notice that $\tilde{H}_{\bullet}(\theta) \tilde{R}_{\bullet}(\theta)^2 [\tilde{H}_{\bullet}(\theta)]^*$ maps $\Pi_I(\theta) \mathcal{F}_{\theta}$ into $\Pi_I(\theta) \mathcal{F}_{\theta}$ (see [24], [27] and [22] for the definition of $\Pi_I(\theta)$), being equal to

$$
\tilde{H}_{\bullet}(\theta) = \tilde{\Pi}_I(\theta) \left( \sum_{n \in \mathbb{N}} \lambda_n(\theta) \tilde{\pi}_n(\theta) \right) \tilde{\Pi}_I(\theta)^{-1} = (\tilde{\pi}_{k_0}(\theta) + \tilde{\pi}_{k_0+1}(\theta)) \left( \sum_{n \in \mathbb{N}} \lambda_n(\theta) \tilde{\pi}_n(\theta) \right) \left( \sum_{n \in \mathbb{N}} \tilde{\pi}_n(\theta) \right).
$$

We conclude that for $\theta \in \Sigma_I$ we have that $\tilde{\gamma}_\bullet(\theta) = 0$ and thus also $\tilde{Z}_\delta(\theta) = 0$. Finally, these imply:

$$
k_{l,\delta}(\theta) = \hat{k}_{l,\delta}(\theta), \quad \forall \theta \in \Sigma_I.
$$

□
4.4. Estimations far from the crossing-point. In this paragraph we prove that for \( \theta \in \mathbb{T}_* \setminus B_R(\theta_0) \) the Hermitian \( 2 \times 2 \) matrix \( \tilde{k}_{I, \delta}(\theta) \) has a spectral gap, i.e. two eigenvalues at a strictly positive distance one from the other, and we estimate this gap.

**Proposition 4.5.** Let \( R > 0 \) such that \([4.3]\) is satisfied, there exists \( \Lambda_R > 0 \) such that the interval \((-\Lambda_R, \Lambda_R)\) is in the resolvent set of the Hermitian \( 2 \times 2 \) matrix \( \tilde{k}_{I, \delta}(\theta) \) for any \( \theta \in \mathbb{T}_* \setminus B_R(\theta_0) \).

**Proof.** Due to our Hypotheses \([4.3]\) and \([4.4]\) for any value of \( \theta \in \mathbb{T}_* \setminus B_R(\theta_0) \), the fiber operator \( \tilde{H}(\theta) \) has a spectral gap \( I_R = \left[ -\Lambda_R, \Lambda_R \right] \subset I \). Let \( I' \subset (-\Lambda_R/2, \Lambda_R/2) \) be any compact interval containing 0 and notice that the distance \( d_H \) between \( I' \) and \( \mathbb{R} \setminus I \) is bounded from below by \( \Lambda_R/2 \). Also, let us notice that:

\[
\sup_{\theta \in \mathbb{T}_* \setminus B_R(\theta_0)} \| \tilde{H}(\theta) \tilde{P}_{I, \delta}(\theta) \| =: C_R < \infty.
\]

We shall apply Proposition \([4.3]\) with the matrix \( \tilde{k}_{I, \delta}(\theta) \) playing the role of the operator \( \tilde{H} \), the fiber Hamiltonian \( \tilde{H}(\theta) \) playing the role of \( H \), the projection \( \tilde{P}_{I, \delta}(\theta) \) playing the role of \( \Pi \) and \( I_R \) playing the role of \( I \). For every \( e \in I' \) we have that \( \text{dist}(e, \sigma(\tilde{H}(\theta))) \geq \Lambda_R/2 \). Now if the width \( \ell_H \) of the interval \( I' \) is such that

\[
\frac{\Lambda_R}{2 C_R} \left( \frac{\Lambda_R}{\ell_H^1} \right) > C_R^2 \left( 2 \ell_H^1 / \Lambda_R \right) \geq C_R^2 \left( \ell_H^1 / \Lambda_R \right) \frac{d_H}{\sqrt{2}},
\]

then \([4.4]\) implies that \( e \) is in the resolvent set of \( \tilde{k}_{I, \delta}(\theta) \). This implies that

\[
\left( -\frac{\Lambda_R}{2 C_R} \Lambda_R \right) \subset \mathbb{R}
\]

belongs to the resolvent set of \( \tilde{k}_{I, \delta}(\theta) \) for all \( \theta \in \mathbb{T}_* \setminus B_R(\theta_0) \).

4.5. The symbol of the Peierls-Onsager effective Hamiltonian. Let us summarize what we know about \( \tilde{k}_{I, \delta} \) from the previous two Subsections \([4.4.2]\) and \([4.4.3]\).

**Proposition 4.6.** The smooth function \( \mathbb{T}_* \ni \theta \mapsto \tilde{k}_{I, \delta}(\theta) \in \mathfrak{M}_{2 \times 2}(\mathbb{C}^2) \) defined in \([4.8]\) has the following properties:

1. \( \forall \theta \in B_R(\theta_0) \) we have the identity \( \tilde{k}_{I, \delta}(\theta) = M_I(\theta) F_0(\theta) 1 + \sum_{\ell=1,2,3} F_\ell(\theta) \sigma_\ell \);
2. There exists some \( L > 0 \) such that for any \( \theta \in \mathbb{T}_* \setminus B_R(\theta_0) \) the \( 2 \times 2 \) complex matrix \( \tilde{k}_{I, \delta}(\theta) \) has two real eigenvalues \( \kappa_{-\delta}(\theta) < \kappa_{+\delta}(\theta) \) satisfying the estimate

\[
\kappa_{-\delta}(\theta) < -L < L < \kappa_{+\delta}(\theta).
\]

As a direct consequence of this Proposition, we can define some smooth functions \( (F_0, F) : \mathbb{T}_* \to \mathbb{R} \times \mathbb{R}^3 \) so that

\[
\tilde{k}_{I, \delta}(\theta) = F_0(\theta) 1 + \sum_{\ell=1,2,3} F_\ell(\theta) \sigma_\ell, \quad \forall \theta \in \mathbb{T}_*.
\]

and coinciding on \( B_R(\theta_0) \subset \Sigma_I \) with the one defined in Subsection \([2.1]\). While on \( B_R(\theta_0) \) they do not depend on \( \delta \) being equal to the functions defined in Subsection \([2.1]\) outside this ball they will depend on our choices: the value of \( \delta \in (0,\delta_0) \) and the extension of the smooth sections in Subsection \([2.2.2]\). We shall have the same relations:

\[
F_0(\theta) = (1/2) (\kappa_{-\delta}(\theta) + \kappa_{+\delta}(\theta)), \quad |F(\theta)| = (1/2) |\kappa_{-\delta}(\theta) - \kappa_{+\delta}(\theta)|, \quad \forall \theta \in \mathbb{T}_*.
\]

**Definition 4.7.** We call \( \mathfrak{D}(\tilde{k}_{I, \delta}) \) the Peierls-Onsager effective Hamiltonian for the spectral region \( I \), considered as a \( \Gamma_* \)-periodic symbol in \( S_0^1(\mathbb{R} \times \mathbb{R})_{2 \times 2} \) constant along the \( \mathbb{X} \) directions.

Once defined a Peierls-Onsager effective Hamiltonian (Definition \([4.7]\)) with a symbol that is close of order \( \epsilon \) to the operator \( \mathfrak{D}(\tilde{k}_{I, \delta}) \) (Proposition \([4.3]\)) that is unitary equivalent with the magnetic ‘quasi-band’ Hamiltonian (Proposition \([4.1]\)), the proof of our main Theorem \([4.5]\) may be obtained by using the magnetic pseudo-differential calculus to construct a ‘quasi-resolvent’ as in our papers \([9]\) and \([11]\). Nevertheless, taking advantage of the fact that we deal with a constant magnetic field \( \epsilon B^2 \), we have chosen to avoid these rather complicated computations that where necessary in the case of a non-constant magnetic field and transform our problem in a semi-classical problem for
a Weyl type pseudo-differential operator (as in [33] and [34]) and use the arguments developed in these references. The next section is devoted to this analysis.

5. Semi-classical analysis for the Peierls-Onsager effective Hamiltonian.

The aim of this section is to present results which were developed in [33] and [34] in the context of the Harper model and apply them to the Peierls-Onsager effective Hamiltonian $\mathcal{D}^p(\hat{h}_{1,\delta})$ associated above to our magnetic quasi-band Hamiltonian for the spectral interval $I \subset \mathbb{R}$. Although most of the analysis there is rather general, the case of “touching bands” is only solved in a particular situation and there is a need to detail some new aspects. We include here the analogue of [34] in our more general context. Throughout this section we shall consider the smooth map $\mathbb{T} \ni \theta \mapsto \hat{h}_{1,\delta}(\theta) \in M_{2 \times 2}(\mathbb{C})$ as a smooth $\Gamma$-periodic function $\mathbb{R}^2 \ni \xi \mapsto \hat{h}_{1,\delta}(\xi) \in M_{2 \times 2}(\mathbb{C})$.

5.1. Formulation of the one-dimensional semi-classical problem. A few elements associated to the symplectic structure will be used in this subsection. Let us recall that $\Xi = \mathcal{X} \times \mathcal{X}^*$ has a canonical symplectic structure given by the symplectic form

$$\sigma((x, \xi), (y, \eta)) := \langle \xi, y \rangle - \langle \eta, x \rangle \equiv \langle (x, \xi), (\bar{J}(y, \eta)) \rangle_{\Xi}, \quad \forall ((x, \xi), (y, \eta)) \in \Xi \times \Xi,$$

$$\bar{J} := \begin{pmatrix} 0 & -1_2 \\ 1_2 & 0 \end{pmatrix}. \tag{5.1}$$

Let us write down the explicit form of our Peierls-Onsager effective Hamiltonian.

$$\forall f \in \mathcal{S}(\mathcal{X}) \oplus \mathcal{S}(\mathcal{X}) \subset L^2(\mathcal{X}) \otimes \mathbb{C}^2 :$$

$$(\mathcal{D}^p(\hat{h}_{1,\delta})f)(x) = (2\pi)^{-2} \int \mathcal{X} d\xi \mathcal{X} d\eta e^{i\xi \cdot x - \eta \cdot x} \sum_{k=\pm} \hat{h}_{1,\delta}(\xi, \eta, \omega, x, y) f_k(y).$$

If we consider the orthogonal transformation:

$$\mathbb{R}^2 \ni x \mapsto \bar{J}x := (-x_2, x_1) \in \mathbb{R}^2$$

and notice that $-(\epsilon B^2/2)x \land y + \langle \xi, x - y \rangle = \langle (\xi + \epsilon B^2(\bar{J}x)/2, (x - y) \rangle$ we conclude after a change of variables $\xi \mapsto \xi - \epsilon B^2(\bar{J}x)/2$, that

$$(\mathcal{D}^p(\hat{h}_{1,\delta})f)(x) = (2\pi)^{-2} \int \mathcal{X} d\xi \mathcal{X} d\eta e^{i\xi \cdot x - \eta \cdot x} \sum_{k=\pm} \hat{h}_{1,\delta}(\xi, \eta, \omega, x, y) f_k(y). \tag{5.2}$$

We notice that we can view the above change of variables as a linear map $\Xi \ni X \mapsto (\bar{Z}_1(X), \bar{\zeta}_1(X)) \in \Xi$ with

$$\begin{cases} \bar{Z}_1(X) := \xi_1 - (\epsilon B^2/2)x_1, \\ \bar{\zeta}_1(X) := \xi_1 + (\epsilon B^2/2)x_2 \end{cases}$$

and we remark that

$$\sigma(\bar{Z}_1, \bar{\zeta}_1) = \sigma(\xi_2 - (\epsilon B^2/2)x_1, \xi_1 + (\epsilon B^2/2)x_2) = 2(\epsilon B^2/2) = \epsilon B^2.$$

Let us denote by $\bar{h} := \epsilon B^2$ and extend this rank 2 linear map to a symplectic linear map $\Xi \ni X \mapsto \bar{X} \in \Xi$ with determinant 1:

$$\begin{cases} \bar{x}_1 := \xi_2 - (\bar{h}/2)x_1, \\ \bar{x}_2 := -\xi_2 - (\bar{h}/2)x_1, \\ \bar{\xi}_1 := \bar{h}^{-1}\xi_1 + (1/2)x_2, \\ \bar{\xi}_2 := \bar{h}^{-1}\xi_1 - (1/2)x_2, \end{cases}$$

having the determinant

$$\begin{vmatrix} -\bar{h}/2 & 0 & 0 & 1 \\ -\bar{h}/2 & 0 & 0 & -1 \\ 0 & 1/2 & \bar{h}^{-1} & 0 \\ 0 & -1/2 & \bar{h}^{-1} & 0 \end{vmatrix} = 1.$$
This formulas suggest to work in the following decomposition of $\Xi$:

- unitary dilation operators

so that (5.2) and (5.3) become this section we shall denote simply $R$ and state the conclusion of the above construction. 

Corollary 5.2. We apply this remark to our symbol $\xi$ and write that

$$\hat{\kappa}_{1,\delta}(\xi - \epsilon B^\circ(x)) = \hat{\kappa}_{1,\delta}(\xi_1, \hbar \xi_1) \otimes 1(\tilde{x}_2, \hbar \tilde{x}_2) =: \hat{\kappa}_{1,\delta}(S^\circ(X))$$

so that (5.2) and (5.3) become

$$\mathcal{D}_p(\hat{\kappa}_{1,\delta}) = \mathcal{D}_p(\hat{\kappa}_{1,\delta} \otimes S^\circ) = [\lambda']^{-1} \mathcal{D}_p(\hat{\kappa}_{1,\delta}) \mathcal{U}'.$$

This formulas suggest to work in the following decomposition of $\Xi$:

$$\Xi = \Xi_1 \times \Xi_2 = (\tilde{x}_1 \times \tilde{x}_2^\ast) \times (\tilde{x}_2 \times \tilde{x}_2^\ast), \quad X := (\tilde{x}_1, \tilde{x}_2) = ((\xi_1, \xi_1^\ast), (\tilde{x}_2, \tilde{x}_2^\ast))$$

so that for any $\varphi \in \mathcal{S}(\tilde{x})$:

$$\left(\mathcal{D}_p(\hat{\kappa}_{1,\delta})\varphi\right)(\tilde{x}_1, \tilde{x}_2) = (2\pi)^{-1} \int_{\tilde{x}_1} d\tilde{y}_1 \int_{\tilde{x}_2} d\tilde{y}_2 \, e^{i\varphi_1, \tilde{y}_1, \xi_1, \tilde{y}_2} \varphi(\tilde{y}_1, \tilde{y}_2).$$

Thus we are reduced to a 1-dimensional semi-classical problem for a $2 \times 2$ matrix valued symbol, with semi-classical parameter $\hbar = \epsilon B^\circ$ controlled by the intensity of the magnetic field. During this section we shall denote simply $\Xi_1 \equiv \mathbb{R}^2$, $\tilde{x}_1 \equiv \mathbb{R}$, $\tilde{x}_1^\ast \equiv \mathbb{R}$ and the variables $\tilde{x}_1 = t$, $\tilde{y}_1 = s$, $\xi_1 = \tau$ and $T = (t, \tau) \in \mathbb{R}^2$. We shall also use the notation

$$\hat{\kappa}_{1,\delta}(t, \tau) := \hat{\kappa}_{1,\delta}(t, \hbar \tau).$$

We shall consider the usual Weyl quantization of symbols on $\mathbb{R}^2$:

$$\left(\mathcal{D}_p(\hat{\kappa}_{1,\delta})\varphi\right)(t) := (2\pi)^{-1} \int_{\mathbb{R}} ds \int_{\mathbb{R}} d\tau \, e^{i\varphi_1, (t+s)/2, \tau} \varphi(s).$$

and state the conclusion of the above construction.

Proposition 5.1. With $\hbar := \epsilon B^\circ > 0$ and the notations introduced in (5.3), (5.6) and (5.5) we have the identities:

$$\mathcal{D}_p(\hat{\kappa}_{1,\delta}) = [\lambda']^{-1} \left(\mathcal{D}_p(\hat{\kappa}_{1,\delta}) \otimes 1_{L^2(\mathbb{R})}\right) \mathcal{U}'.$$

Corollary 5.2. The self-adjoint operator $\mathcal{D}_p(\hat{\kappa}_{1,\delta})$ acting in $L^2(\mathcal{X})$ and $\mathcal{D}_p(\hat{\kappa}_{1,\delta})$ acting in $L^2(\mathbb{R})$ have equal spectra.

In fact we shall prefer to work with a “symmetric parametrization” for $\mathbb{R}^2$ and consider the unitary dilation operators

$$L^2(\mathbb{R}) \ni f \mapsto \mathcal{D}_{\tau, f} \in L^2(\mathbb{R})$$

with

$$\mathcal{D}_{\tau, f}(t) = e^{it\tau} f(\tau t), \quad \text{for } \tau > 0.$$ Then

$$\mathcal{D}_{\hbar^{1/2}} \mathcal{D}_p(\hat{\kappa}_{1,\delta}) \mathcal{D}_{\hbar^{1/2}} = \mathcal{D}_p(\hat{\kappa}_{1,\delta}), \quad \text{where } \hat{\kappa}_{1,\delta}(t, \tau) := \hat{\kappa}_{1,\delta}(\hbar^{1/2} t, \hbar^{1/2} \tau).$$

Corollary 5.3. The self-adjoint operator $\mathcal{D}_p(\hat{\kappa}_{1,\delta})$ acting in $L^2(\mathcal{X})$ and $\mathcal{D}_p(\hat{\kappa}_{1,\delta})$ acting in $L^2(\mathbb{R})$ have equal spectra.

Thus, from now on we consider $\hat{\kappa}_{1,\delta}$ as symbol on the symplectic linear space $\mathbb{R}^2 = \mathbb{R} \times \mathbb{R}$ with the symplectic structure $\sigma_1(((t, \tau), (t', \tau'))) := \tau t' - t' \tau$. We recall that for any $\xi \in \mathbb{R}^2$ we have that $\hat{\kappa}_{1,\delta}(\xi) \in M_{2 \times 2}(\mathbb{C})$ and from Proposition 4.6 we see that its eigenvalues $\kappa_{\pm,\delta}(\theta)$ satisfy:

- $\kappa_{-,\delta}(\xi) = \kappa_{+,\delta}(\xi)$ for $\xi \in \mathbb{R}^2 \setminus \bigcup_{\gamma \in \mathbb{Z}} (\mathbb{R} \setminus B_R(\theta_0 + \gamma^\ast))$, for some $L > 0$.
- $\kappa_{-,\delta}(\xi) = \kappa_{+,\delta}(\xi)$ for $\xi = \theta_0 + \gamma^\ast$ for any $\gamma^\ast \in \Gamma_\ast$. 

5.2. Decoupling the lattice of crossing-points. The aim of this section is the spectral analysis of the spectrum of $\mathcal{D}_1(\Omega_{I,\delta})$ in a neighborhood of $0 \in \mathbb{R}$. Thus, the interesting region is the neighborhood of the points $\{\theta_0 + \gamma \} \in \mathbb{R}^2$. We shall continue our analysis following §2 in [33], thus we shall locally perturb our symbol $\Omega_{I,\delta}$ in order to generate a $\Gamma_+$-indexed family of symbols $\{\Omega_{I,\delta}^{\gamma} \} \in \mathbb{T}_+ \mod \Gamma_+$, that have only one crossing-point in $\theta_0 + \gamma \gamma$ for some $\gamma \in \Gamma_+$, being uniformly elliptic outside any neighborhood of this fixed point $\theta_0 + \gamma \in \mathbb{R}^2$.

In order to obtain this family of “one crossing-point” symbols we apply the procedure developed in Subsection 2.2.1, and locally introduce a gap near all the the crossing points but the one in $\theta_0 + \gamma \gamma$ in order to obtain:

Proposition 5.4. Let $c > 0$ be the lower bound in (2.11) and $g \in C^\infty_0(\mathbb{R}^2)$ defined at the beginning of Subsection 2.2.1. There exist some $d_0 > 0, d_1 > 0$ both small enough and $C > 0$ only depending on the cut-off function $g$ and the form of $\Omega_{I,\delta}$ close to the crossing point $\theta_0$ such that the symbol

$$\Omega_{I,\delta}^{\gamma} (T) := \Omega_{I,\delta} (T) + \sum_{\alpha \epsilon \Gamma_+} (d_0/8) g((T - \alpha \gamma - \theta_0) c/d_0) \sigma_{\epsilon}$$

has a spectral gap $(-d_0/C, d_0/C)$ for any $T \in \mathbb{R}^2$ outside a ball of radius of order $d_1$ centered at $\theta_0 + \gamma \gamma$.

We shall denote by $\Omega_{I,\delta}^{\gamma}$ the “one crossing-point” symbol with $\gamma = 0 \in \Gamma_+$.

5.3. Spectral analysis of the “one crossing point” extended symbol. The defining formula [38] shows that for $T \in B_R(\theta_0)$ the ‘one crossing point’ modified symbol $\Omega_{I,\delta}^{\gamma}(T)$ coincides with the $\Gamma_+$-periodic one $\Omega_{I,\delta}(T)$ and this one, when projected on the torus $\mathbb{T}_+$ does not depend on $\delta > 0$ and coincides with $M_{I,\delta}^{\gamma}$ (5.9). In fact, the two important properties of $\Omega_{I,\delta}^{\gamma}(T)$ that will be used in the following analysis are:

- its restriction to $B_R(\theta_0)$
- the minimal width of its spectral gap outside $B_R(\theta_0)$

and both these elements do not depend on $\delta > 0$. Having this in mind and in order to simplify the notations in the coming arguments, in this subsection we shall use the short-hand notations

$$\forall T = (t, \tau) \in \mathbb{R}^2: \quad \Omega(T) := \Omega_{I,\delta}^{\gamma}(T + \theta_0),$$

$$\Omega_{\delta}(T) := \Omega_{I,\delta}^{\gamma}(T + \theta_0) = \Omega_{I,\delta}^{\gamma}(T + \theta_0, \delta, (t + \theta_0, \tau))$$

As stated from the beginning of our paper, our spectral analysis is based on the approximation of the spectrum in a small neighborhood of 0 contained in $I \subset \mathbb{R}$ by the spectrum in the given neighborhood of 0 of the linearisation of the Peierls-Onsager effective Hamiltonian $\mathcal{D}_1(\Omega_{I,\delta})$, and this has the same spectrum with $\mathcal{D}_1(\hat{\Omega}_{\delta})$ (with $\hat{\delta} = \varepsilon B^\circ$), as seen in Corollary 5.3. Thus let us consider the formal Taylor expansion of the matrix valued symbol $\Omega_{\delta}^{\gamma}$ near $T = 0$ and recast this expansion in powers of $\hat{\delta}^{1/2}$:

$$\hat{\Omega}(t, \tau) \sim \hat{\delta}^{1/2} I(t, \tau) + \sum_{\ell \in \mathbb{N}, \ell > 1} \hat{\delta}^{\ell/2} \hat{I}^{\ell}(t, \tau),$$

where $\hat{\Omega}(t, \tau)$ is a homogeneous polynomial of degree $\ell$ in $(t, \tau) \in \mathbb{R}^2$ and we have used the notations in (2.11). Writing the formula for the remainder in the $k$-th order Taylor formula we have the following control of this formal series as an asymptotic expansion.
Moreover, Proposition 4.6 tells us that

\[ L_\ell \text{ of the differential operator in } \mathbb{R}^2 \text{ allows us to get a series of important conclusions.} \]

For any \( \ell \) and \( m \) such that for any non negative integers \( \ell \) and \( m \), there exists \( C_{\ell,m} \) such that

\[ |\partial^{\ell}_t \partial^m_\tau L(t, \tau)| \leq C_{\ell,m} (1 + |t|^2 + |\tau|^2)^{-(1+\ell+m)/2} \text{ for } (t, \tau) \in \mathbb{R}^2. \]

We conclude that \( L \) is an essentially self-adjoint operator on the domain \( \mathcal{S}(\mathbb{R}; \mathbb{C}^2) \) and its closure \( \mathcal{L} = \mathcal{D}(L) \) as an unbounded self-adjoint operator in \( L^2(\mathbb{R}; \mathbb{C}^2) \) has a compact resolvent and hence a discrete sequence of eigenvalues with finite multiplicities.

The domain of \( \mathcal{L} \) is \( B^1(\mathbb{R}, \mathbb{C}^2) = \{ u \in L^2(\mathbb{R}; \mathbb{C}^2), xu \in L^2, u' \in L^2 \} \).

All the eigenfunctions are in \( \mathcal{S}(\mathbb{R}; \mathbb{C}^2) \).

The eigenvalues of \( \mathcal{L} \) have multiplicity one.

For any \( \lambda \notin \sigma(\mathcal{L}) \), \( (\mathcal{L} - \lambda)^{-1} \) is a pseudodifferential operator with a symbol \( \tau(\lambda) \in C^\infty(\mathbb{R}^2; \mathbb{C}) \) such that for any non negative integers \( \ell \) and \( m \), there exists \( C_{\ell,m} \) such that

\[ |\partial^{\ell}_t \partial^m_\tau \tau(\lambda)| \leq C_{\ell,m} (1 + |t|^2 + |\tau|^2)^{-(1+\ell+m)/2} \text{ for } (t, \tau) \in \mathbb{R}^2. \]

which depends holomorphically on \( \lambda \) in each domain of holomorphy of the resolvent of \( \mathcal{L} \).

If \( \lambda \) is an eigenvalue of \( \mathcal{L} \), then \(-\lambda\) is also an eigenvalue of \( \mathcal{L} \).
Nothing is related to the dimension one, except the fifth item which is a consequence of the Cauchy uniqueness theorem together with (5.13). The last item is a consequence of the property that the symbol is antisymmetric

\[ I(t, \tau) = -I(-t, -\tau). \]

We then observe that if \((\lambda, u)\) is a spectral pair for \(\mathcal{L}\) then \((-\lambda, JU)\) is also a spectral pair with \((Ju)(x) := u(-x)\).

**Remark 5.8.** If we now consider an eigenvalue \(\lambda_1\) of \(\mathcal{L}\) and let \(v_0\) be a normalized eigenfunction, we observe (Fredholm alternative) that the equation

\[ (\mathcal{L} - \lambda_1)v = f, f \in \mathcal{S}(\mathbb{R}), v \in \mathcal{S}(\mathbb{R}), \]

has a solution if and only if \(\int_{\mathbb{R}} f(t)v_0(t)\, dt = 0\). Moreover the solution is unique if we impose \(\int_{\mathbb{R}} v(t)v_0(t)\, dt = 0\).

5.3.2. *Quasi-modes near \((0, 0)\).* We come back to the complete symbol \(\tilde{\mathcal{L}}_{\mathcal{L}}\) in (5.8) and its associated symmetric form (as in (5.7)) and use the simplified notation in (5.9) and (5.10). Recalling Definition 5.5 and Proposition 5.6, we have the following asymptotic expansions of the spectral elements of \(\mathcal{D}(\hat{\mathcal{L}})\) associated to the self-adjoint operator \(\mathcal{L}\).

**Proposition 5.9.** There exist two infinite sequences \(\{\lambda_\ell(\hbar)\}_{\ell \geq 1} \subset \mathbb{R}\) and \(\{v_\ell\}_{\ell \in \mathbb{N}} \subset \mathcal{S}(\mathbb{R})\) such that, for any \(k \geq 1\), we have

\[ \left( (\mathcal{D} \lambda(\hbar) - \lambda^{(k)}(\hbar))u^{(k-1)} \right)(t, \hbar) = \Theta(h^{(k+1)/2}), \]

in \(L^2(\mathbb{R})\) with

\[ \lambda^{(k)}(\hbar) = \sum_{1 \leq \ell \leq k} \hbar^{\ell/2} \lambda_\ell, \]

\[ u^{(k-1)}(t, \hbar) = \hbar^{-1/4} \sum_{0 \leq \ell \leq k-1} \hbar^{\ell/2} v_\ell(h^{-1/2}t). \]

**Proof.** Recalling the unitary equivalence of (5.8) and (5.27), it is enough to expand \(\tilde{\mathcal{L}}_{\mathcal{L}}\) in powers of \(\hbar^{1/2}\), as in (5.11) and write formal power series with respect to \(\hbar^{1/2}\) for the spectral elements \(\lambda \in \mathbb{R}\) as eigenvalue and \(v(t, \hbar) := \partial_{\hbar^{1/2}} u \in L^2(\mathbb{R})\):

\[ v(t, \hbar) := \partial_{\hbar^{1/2}} u \sim \sum_{\ell \in \mathbb{N}} v_\ell(t)\hbar^{\ell/2}, \lambda(\hbar) \sim \sum_{1 \leq \ell} \hbar^{\ell/2} \lambda_\ell, \]

\[ \left( (\mathcal{D} \lambda(\hbar) - \lambda(\hbar))v \right)(t, \hbar) \sim 0. \]

This allows us to write down the sequence of equations describing the annulation of the coefficients of the powers of \(\hbar^{1/2}\). The first equation, for the coefficient of \(\hbar^{1/2}\), reads

\[ (\mathcal{D} \lambda(1) - \lambda_1)v_0 = 0. \]

This is satisfied by our choice of \((\lambda_1, v_0)\) in Remark 5.8.

We now consider the coefficient of \(\hbar\) and get

\[ (\mathcal{D} \lambda(1) - \lambda_1)v_1 = -\mathcal{D} \lambda(\hbar^2)v_0 + \lambda_2 v_0. \]

As noticed in Remark 5.8 we can solve this equation if and only if

\[ \lambda_2 = \langle v_0, \mathcal{D} \lambda(\hbar^2)v_0 \rangle, \]

and this defines \(\lambda_2\). We can then choose \(v_1 \in \mathcal{S}(\mathbb{R})\) the unique solution of (5.10) orthogonal to \(v_0\).

Let us go one step further and consider the equation obtained by the vanishing of the coefficient of \(\hbar^{3/2}\):

\[ \left( (\mathcal{D} \lambda(1) - \lambda_1)v_2 = -\mathcal{D} \lambda(\hbar^2)v_1 - \mathcal{D} \lambda(\hbar^2)v_0 + \lambda_3 v_0 + \lambda_2 v_1. \]

It is clear that for the formal expansion we can solve term by term determining at each step \(\lambda_{k+1}\) and \(u_k\) such that

\[ \mathcal{D} \lambda(1)v_k + \sum_{k+1 \leq \ell \geq 1} \mathcal{D} \lambda(\hbar^\ell)v_{k+1-\ell} = \sum_{1 \leq \ell \leq k+1} \lambda_\ell v_{k+1-\ell}, \quad u^{(k)} = \partial_{\hbar^{1/2}} \left( \sum_{0 \leq \ell \leq k} \hbar^{\ell/2} v_\ell \right). \]
It remains to show how we control the remainder estimates. We treat for simplification the case $k = 1$. Let us show that

$$\left((\mathcal{D}\mathcal{P}_1(\tilde{h}_k) - \tilde{h}^{1/2}\lambda_1)u(0)\right)(t, \tilde{h}) = \mathcal{O}(\tilde{h}), \quad \text{in } L^2(\mathbb{R}).$$

This will clearly follow if we prove that

$$\left\|\left((\mathcal{D}\mathcal{P}_1(\tilde{h}_k) - \tilde{h}^{1/2}\mathcal{D}\mathcal{P}_1(\ell))\right)v_0\right\| = \mathcal{O}(\tilde{h}).$$

This last estimate is obtained by looking at the symbol $\tilde{h}_k - \tilde{h}^{1/2}\ell$. Using (5.12), this implies, using a global Beals like pseudo-differential calculus and the continuity properties of the associated operators,

$$\left\|\left((\mathcal{D}\mathcal{P}_1(\tilde{h}_k) - \tilde{h}^{1/2}\mathcal{D}\mathcal{P}_1(\ell))\right)v_0\right\| \leq C\tilde{h} \sum_{\ell+m \leq 2} \|\ell^\ell \partial^m_t v_0\|.$$

The last quantity is finite since $v_0 \in \mathcal{N}(\mathbb{R})$.

Suppose we have proven (5.14) for $k \leq m$ and consider $k = m + 1$ and the corresponding expression:

$$\left((\mathcal{D}\mathcal{P}_1(\tilde{h}_k) - \sum_{1 \leq \ell \leq m} \ell^{1/2}\lambda_\ell)\right)\left(\sum_{0 \leq k \leq 1} \ell^{1/2}(\mathcal{D}\mathcal{P}_1(\tilde{h}_k))\right).$$

Using (5.14), the same arguments as before, based on (5.12), imply (5.14) for $k = m + 1$. \(\Box\)

**Corollary 5.10.** There exists an infinite sequence $\{\lambda_\ell\}_{\ell \geq 1} \subset \mathbb{R}$ such that for any $k \geq 1$, there exists $h_k > 0$ and $C_k > 0$ such that

$$\text{dist}\left(\sigma(\mathcal{D}\mathcal{P}_1(\tilde{h}_k)), \sum_{1 \leq \ell \leq k} \ell^{1/2}\lambda_\ell\right) \leq C_k h^{(k+1)/2}, \forall h \in (0, h_0].$$

5.3.3. The quasi-resolvents in the one crossing point situation. We now consider the question of the resolvent of the linearised operator. We consider a compact $K \subset \mathbb{C}$ and a point $\lambda \in K$ such that $\text{dist}(\sigma, \lambda) \geq a_0 > 0$.

**Proposition 5.11.** Given $a_0 > 0$, there exists $h_0 > 0$ such that given any compact $K \subset \mathbb{C}$ with $\text{dist}(K, \sigma(\mathcal{L})) = a_0 > 0$, the set $h^{1/2}K$ is contained in the resolvent set of $\mathcal{D}\mathcal{P}_1(\tilde{h}_k)$ for any $\tilde{h} \in (0, h_0]$.

**Proof.** Under the hypothesis of the Proposition, we can construct an inverse of $(\mathcal{L} - \lambda)$ satisfying the properties described in point 6 of Theorem 5.7 (as explained in 31). We consider the operator

$$R_1(\lambda, \tilde{h}) = h^{-1/2}(\mathcal{L} - \lambda)^{-1}, \quad \text{(5.19)}$$

and look at $R_1(\lambda, \tilde{h}) \circ \mathcal{D}\mathcal{P}_1(\tilde{h}_k)$. From point (6) in Theorem 5.7 we know that $R_1(\lambda, \tilde{h}) = \mathcal{D}\mathcal{P}_1(\tilde{h}^{-1/2}\tau(\lambda))$ with $\tau(\lambda) \in C^\infty(\mathbb{R}^2; \mathbb{C})$ such that for any non negative integers $\ell, m$ there exists $C_{\ell m}$ such that

$$\|\partial^\ell_t \partial^m_\tau v(t, \tau)\| \leq C_{\ell m} (1 + t^2 + \tau^2)^{-1(1+\ell+m)/2} \text{ for } (t, \tau) \in \mathbb{R}^2.$$

Thus $R_1(\lambda, \tilde{h}) \circ \mathcal{D}\mathcal{P}_1(\tilde{h}_k) = \mathcal{D}\mathcal{P}_1(\tilde{h}^{-1/2}\tau(\lambda) \circ \tilde{h}_k)$ and using the estimates above and the pseudo-differential calculus, we get

$$\tilde{h}^{-1/2}(\tau(\lambda) \circ \tilde{h}_k)(t, \tau) = \tau(\lambda) \circ (\ell - \lambda)(t, \tau) + \tilde{h}^{-1/2}(\tau(\lambda) \circ r_1(\cdot, \tilde{h}_k))(t, \tau)$$

$$= 1 + \tilde{h}^{-1/2}(\tau(\lambda) \circ r_1(\cdot, \tilde{h}_k))(t, \tau)$$

$$= \tilde{h}^{-1/2}(\tau(\lambda) \circ r_1(\cdot, \tilde{h}_k))(t, \tau)$$

$$= \mathcal{D}\mathcal{P}_1(\tilde{h}_k)$$

$$= 1 + \tilde{h}^{1/2}\mathcal{D}\mathcal{P}_1(\tilde{h}_k).$$

Thus we can write

$$R_1(\lambda, \tilde{h}) \circ (\mathcal{D}\mathcal{P}_1(\tilde{h}_k) - \tilde{h}^{1/2}\lambda) = 1 + \tilde{h}^{1/2}\mathcal{D}\mathcal{P}_1(\tilde{h}_k). \quad \text{(5.21)}$$
We notice now that the divergence at infinity of the remainder terms in Definition 5.5 goes up with \( k \in \mathbb{N} \). In order to control this growing of the first residue term \( r_1 \) we shall take advantage of the fact that the symbol \( \widehat{h}_0 \) is uniformly invertible outside any neighbourhood of \( T = (0, 0) \) and use a cut-off in order to control the local behaviour close to \( T = (0, 0) \). We consider \( \chi_1 \) with compact support and equal to 1 in a neighbourhood of 0 and for any \( r > 0 \) denote by \( \chi_1, r(t, \tau) := \chi_1(t, r) \) and \( \chi_1, r(t, \tau) := \chi_1(r^{1/2}t, r^{1/2}\tau) \). With a parameter \( \varrho > 0 \) to be fixed later, we compose equation (5.21) on the left with \( \mathcal{D}_1(\chi_1, \varrho^{-2}h) \). Using the pseudo differential calculus, we obtain for the right member:

\[
(\widehat{h}^{1/2} \chi_1, \varrho^{-2}h \|_1)(T, \hat{h}) = \pi^{-2} \widehat{h}^{1/2} \int_{\mathbb{R}^2} dT' \int_{\mathbb{R}^2} dT'' e^{-2i\varrho(T', T')} \chi_1(\varrho^{-1} \widehat{h}^{1/2}(T - T')) \|_1(T - T', \hat{h})
\]

\[
= \widehat{h}^{1/2} \chi_1(\varrho^{-1} \widehat{h}^{1/2}T) \|_1(T; \hat{h}) + \widehat{h}^{1/2} \int_{\mathbb{R}^2} dT' \int_{\mathbb{R}^2} dT'' \int_0^1 ds e^{-2i\varrho T'} \|
\]

\[
\cdot (\nabla T \chi_1)(\varrho^{-1} \widehat{h}^{1/2}(T - T')).
\]

(with the notation in (5.11)). Using estimation (5.20) for the first term above and the estimation in the Calderon-Vaillancourt theorem we notice that there exists some \( p \in \mathbb{N} \) and a constant \( C > 0 \) such that

\[
\|\widehat{h}^{1/2} \mathcal{D}_1(\chi_1, \varrho^{-2}h)\|_{\mathbb{B}(L^2(\mathbb{R}^2; C^2))} \leq \|\widehat{h}^{1/2} \sum_{m + \ell \leq p} \|\partial^m \partial^\ell (\chi_1, \varrho^{-2}h \|_1)\|_{\infty}
\]

\[
\leq C \|\widehat{h}^{1/2} \varrho^{1/2} \sum_{\nu \leq q} \left( \frac{\widehat{h}^{1/2}}{\varrho^q} \right)^\nu \right].
\]

For the second term in (5.22) usual oscillatory integrals techniques show that it is bounded as operator on \( L^2(\mathbb{R}^2; C^2) \) with a norm of order \( \|\widehat{h}^{1/2} \frac{\|h^{1/2} \pa}{\varrho} \|^3 \). We shall choose \( r \in (0, 1] \) small enough but strictly positive and then we shall choose \( \varrho_0 \in (0, \varrho^2] \) such that for \( \varrho \in (0, \varrho_0] \) we have that the parameter \( \|h_1/\varrho \in (0, 1) \). Then all the semi-norms of a symbol \( F_{\varrho, \varrho^{-2}}(T) = F(\varrho^{-1} h_1/2T) \) are uniformly bounded by the corresponding semi-norms of the symbol \( F \). In particular, for any \( \eta_0 > 0 \), there exists \( \varrho_0 > 0 \) such that for \( \varrho \leq \varrho_0 \), there exists \( \varrho > 0 \) such that for \( \varrho \in (0, \varrho_0] \) we have

\[
\|\widehat{h}^{1/2} \mathcal{D}_1(\chi_1, \varrho^{-2}h)\|_{\mathbb{B}(L^2(\mathbb{R}^2; C^2))} \leq \eta_0.
\]

We now fix \( \varrho > 0 \) with the above property.

The second claim is that there exists a pseudo-differential operator \( R_2(\lambda) := \mathcal{D}_1(\varphi_2, \lambda) \), with \( \varphi_2, \lambda(t, \tau) := r_{2, \lambda}(\varrho^{-1}h_1/2t, \varrho^{-1}h_1/2\tau) \) for some \( r_{2, \lambda} \in S^0(\mathbb{R}^2; M_{2 \times 2}((\mathbb{C})) \) uniformly with respect to \( \lambda \in K \) for a compact \( K \subset \mathbb{C} \) at distance greater then \( a_0 > 0 \) from \( \partial(\mathbb{C}) \subset \mathbb{R} \), and such that

\[
R_2(\lambda) \circ (\mathcal{D}_1(h_1, \lambda) - h_1) = 1 - \mathcal{D}_1(h_1, \varrho^{-2}h) + h_1^{1/2} \mathcal{D}_1(\varphi_2),
\]

where \( \varphi_2 \in S^0 \). This second property is obtained by simply assuming that \( \varphi_2 \) is uniformly invertible outside any neighbourhood of \( (0, 0) \in \mathbb{R}^2 \) and defining

\[
r_{2, \lambda}(\varrho^{-1}h_1/2t, \varrho^{-1}h_1/2\tau) := (1 - \chi_1(\varrho^{-1}h_1/2t, \varrho^{-1}h_1/2\tau))(\varphi_2(\varrho^{-1}h_1/2t, \varrho^{-1}h_1/2\tau))^{-1}.
\]

By usual Weyl calculus with the parameter \( \varrho^{-1}h_1/2 \in (0, 1] \) we notice that

\[
(1 - \chi_1, \varrho^{-2}h) \varrho_2^{-1} = (1 - \chi_1, \varrho^{-2}h) \varrho_2^{-1} + \varrho_2^{1/2} T_1(\varrho, \varrho_2)
\]

where \( T_1(\varrho, \varrho_2) \) is a symbol of class \( S^0(\mathbb{R}^2) \) uniformly for \( \varrho \in (0, 1] \). Similarly, we obtain that

\[
\varphi_2(\varrho, \varrho_2) = \varrho_2^{1/2} T_2(\varrho, \varrho_2)
\]

with \( T_2(\varrho, \varrho_2) \) a symbol of class \( S^0(\mathbb{R}^2) \) uniformly for \( \varrho \in (0, 1] \) and \( \lambda \in K \). Let us emphasize that the dependence of \( T_1 \) and \( T_2 \) on \( \varrho \in (0, 1] \) may be singular when \( \varrho \) goes to 0 but we shall fix some \( \varrho \in (0, 1] \) small enough, when fixing \( \eta_0 \) in (5.20) and keep it fixed for all our analysis. This finishes the proof of (5.24).
Finally the operator
\[ R_{app}(\lambda) := \mathcal{D}p_1(\chi_{1,\sigma-2\hbar})R_1(\lambda) + R_2(\lambda) \]  
has the property that
\[ R_{app}(\lambda) \circ (\mathcal{D}p_1(\tilde{\kappa}_h) - h^{\frac{3}{2}}\lambda) = I + \mathcal{D}p_1(\tau_{\hbar,\lambda}) , \]  
with \( \tau_{\hbar,\lambda} \) a symbol of class \( S^0 \) satisfying for \( \hbar \) small enough the estimation:
\[ \| \mathcal{D}p_1(\tau_{\hbar,\lambda}) \|_{B(L^2(\mathbb{R}^2,\mathbb{C}^2))} < 2\eta_0 . \]  
Hence, as soon as \( 2\eta_0 < 1 \), we have for \( \hbar \) small enough
\[ \hbar^{1/2} \lambda \notin \sigma(\mathcal{D}p_1(\tilde{\kappa}_h)) . \]

\[ \square \]

**Corollary 5.12.** For any \( \alpha_0 > 0 \), there exists \( \hbar_0 \) such that for \( \hbar \in (0,\hbar_0) \)
\[ \left( \sigma(h^{-1/2}\mathcal{D}p_1(\tilde{\kappa}_h)) \cap K \right) \subset \left( \sigma(\mathcal{L}) \cap K \right) + (-\alpha_0,\alpha_0) \]

Let us choose \( K \) as a disk whose boundary avoids \( \sigma(\mathcal{L}) \). For \( \alpha_0 > 0 \) small enough the right hand side of the equality in the Corollary above consists of disjoint intervals each interval centered on one (and only one) eigenvalue of \( \mathcal{L} \) (all having multiplicity 1). Due to \((5.7)\) we know that \( \mathcal{D}p_1(\kappa_{1,\delta}) \) and \( \mathcal{D}p_1(\kappa_{1,\delta}) \) are unitary equivalent and thus have the same spectrum. For simplicity, in the statement and proof of the following Proposition, we shall use the notation
\[ \mathcal{L}_1 := h^{-1/2}\mathcal{D}p_1(\tilde{\kappa}_h) , \]
for \( \hbar \in (0,\hbar_0) \) with \( \hbar_0 \) as in the statement of Proposition \([5.11] \)

**Proposition 5.13.** Suppose fixed \( \lambda_1 \in \sigma(\mathcal{L}) \) and some \( \alpha_0 > 0 \) small enough. Let us denote by \( \Pi_1 \) and resp. by \( \Pi \) the spectral orthogonal projections of \( \mathcal{L}_1 \) and resp. of \( \mathcal{L} \) on the spectral interval \( \mathcal{L} := (\lambda_1 - \alpha_0,\lambda_1 + \alpha_0) \). Then, for any \( \eta_1 > 0 \) there exists \( \hbar_1 \in (0,\hbar_0) \) such that for \( \hbar \in (0,\hbar_1) \) we have that \( \| \Pi_1 - \Pi \|_{B(L^2(\mathbb{R},\mathbb{C}^2))} < \eta_1 \).

**Proof.** We know that these projections are obtained by integrating the resolvent around a small circle in \( \mathbb{C} \) centered at \( \lambda_1 \). For these resolvents we have found an explicit formula. Let us look at
\[ \frac{1}{2\pi} \int_{|\lambda|=\alpha_0} (\mathcal{L}_1 - \lambda)^{-1} d\lambda . \]
We shall use the notations and elements defined in the proof of Proposition \([5.11]\).

Using \((5.26), (5.28)\) and \((5.19)\), we can write the equation
\[ (\mathcal{L}_1 - \lambda)^{-1} = \mathcal{D}p_1(\chi_{1,\sigma-2\hbar})(\mathcal{L} - \lambda)^{-1} + h^{\frac{3}{2}}R_2(\lambda) - \mathcal{D}p_1(\tau_{\hbar,\lambda})(\mathcal{L}_1 - \lambda)^{-1} \]
By integration, observing that \( R_2(\lambda) \) depends holomorphically of \( \lambda \in K \) and using the estimation \((5.27)\), we get
\[ \Pi_1 = \mathcal{D}p_1(\chi_{1,\sigma-2\hbar})\Pi + \Theta(\eta_0) . \]
We can choose \( \eta_0 \) and \( \varrho \) such that for \( \hbar \) small enough
\[ \| \Pi_1 - \mathcal{D}p_1(\chi_{1,\sigma-2\hbar})\Pi \|_{B(L^2(\mathbb{R},\mathbb{C}^2))} \leq \frac{1}{2} . \]
We end the proof by showing that:
\[ \| (1 - \mathcal{D}p_1(\chi_{1,\sigma-2\hbar})\Pi) \|_{B(L^2(\mathbb{R},\mathbb{C}^2))} = \Theta(h^{\frac{3}{2}}) . \]
This results of the Calderon-Vaillancourt theorem noting that \( \Pi \) has a symbol in \( \mathcal{S}(\mathbb{R}^2,\mathbb{C}^2) \) and that the support of the symbol \( (t,\tau) \to (1 - \chi(\varrho^{-1}h^{1/2}t,\varrho^{-1}h^{1/2}\tau)) \) is contained in \( t^2 + \tau^2 \geq C\hbar^{-1}/2 \). Actually this norm is \( \Theta(h^{\infty}) \). Finally, for any \( \eta_1 > 0 \), we have found \( \hbar_1 > 0 \) such that for \( \hbar \in (0,\hbar_1) \) we have the estimation
\[ \| \Pi - \Pi_1 \|_{B(L^2(\mathbb{R},\mathbb{C}^2))} < \eta_1 . \]
\[ \square \]
As a consequence, choosing \( \eta_1 < 1 \), we can see that the rank of \( \Pi_1 \) is exactly one. Hence the interval \( (\lambda_1 - \alpha_0, \lambda_1 + \alpha_0) \) contains for \( \hbar \) small enough a unique eigenvalue of \( \hbar^{-1/2} \Omega_{\mathcal{P}_1}(\hat{k}_{I,\delta,\delta}) \). Moreover using the results in Subsection 5.3.2 we have a complete expansion in powers of \( \hbar^{1/2} \) of this eigenvalue.

5.4. The periodic semi-classical symbol. We remark that we are in the situation treated in §2 ("cas de plusieurs puits microlocale") in [13] with a family \( \{ P_{\alpha^*} := \tau_\alpha \hat{K}_{I,\delta} \}_{\alpha \in \Gamma} \) of symbols on \( \mathbb{R}^2 \), uniformly elliptic outside any neighborhood of the form \( B_{d_1}(\theta_0 + \alpha^*) \) and a symbol \( P = \hat{k}_{I,\delta} \) elliptic outside the union of the above countable family of balls that coincides with \( P_{\alpha^*} \) on \( B_{d_1}(\theta_0 + \alpha^*) \). Moreover, in our case all the operators \( \Omega_{\mathcal{P}_1}(P_{\alpha^*}) \) are unitary equivalent. We have to study the spectrum of each of the operators \( \Omega_{\mathcal{P}_1}(P_{\alpha^*}) \) and then \( (2.25) \) and results in §2 of [13] tell us that the spectrum of \( \Omega_{\mathcal{P}_1}(\hat{k}_{I,\delta,\delta}) \) in a neighborhood of 0, is contained in a \( \Theta(h^\infty) \)-neighborhood of the spectrum of the 'one crossing point' Hamiltonian \( \Omega_{\mathcal{P}_1}(\hat{k}_{I,\delta,\delta}) \). More precisely, we obtain the following statement.

**Proposition 5.14.**

1. For any \( L > 0 \) as in the statement of Theorem 1.5, with \( d_H \) defined in 4.1, there exist \( h_0 \) and \( C_0 \) such that:

\[
d_H \left( \sigma(\Omega_{\mathcal{P}_1}(\hat{k}_{I,\delta,\delta})) \cap (-L \hbar^{1/2}, L \hbar^{1/2}), \hbar^{1/2} \sigma(\Sigma) \cap (-L \hbar^{1/2}, L \hbar^{1/2}) \right) \leq C_0 \hbar , \quad \forall \hbar \in (0, h_0].
\]

2. Moreover, for each eigenvalue \( \lambda_n \) of \( \sigma(\Sigma) \), there exists an asymptotic series

\[
\lambda(\hbar) \sim \hbar^{1/2} \left( \lambda_n + \sum_{j=0} \lambda_{n,j} \hbar^{1/2} \right)
\]

such that if we denote by

\[
\lambda_{n,N}(\hbar) := \lambda_n + \sum_{1 \leq j \leq N} \lambda_{n,j} \hbar^{1/2} , \quad \forall N \in \mathbb{N} \setminus \{0\}
\]

then \( \forall N \in \mathbb{N} \setminus \{0\} \) there exists \( C_N > 0 \) and \( \hbar_N \in (0, h_{N-1}] \) such that for any \( \hbar \in (0, \hbar_N) \) we have that

\[
\sigma(\Omega_{\mathcal{P}_1}(\hat{k}_{I,\delta,\delta})) \cap \left( \hbar^{1/2}(\lambda_n - C_0 \hbar^{1/2}), \hbar^{1/2}(\lambda_n + C_0 \hbar^{1/2}) \right) = \sigma(\Omega_{\mathcal{P}_1}(\hat{k}_{I,\delta,\delta})) \cap \left( \lambda_{n,N}(\hbar) - C_N \hbar^{1/2}, \lambda_{n,N}(\hbar) + C_N \hbar^{1/2} \right).
\]

6. END OF THE PROOF OF THEOREM 1.5

As already stated in the Remark 1.7.1 due to Theorem 3.1 in [17], Theorem 1.5 follows once we have proved the case \( \kappa = 0 \) of the constant field \( B^\circ \). The main idea of the proof is to compare the spectrum of \( H^\circ_{\mathcal{P}_1} \) in the neighborhood of \( 0 \in \mathbb{R} \) with the spectrum of the operator \( \hbar^{1/2}L_{\mathcal{P}_1} \) in the same neighborhood.

First let us fix some neighborhood \( B_R(\theta_0) \subset \Sigma_I \) of \( \theta_0 \) needed for the construction in 4.1 and 4.2 and let us redefine our spectral window as \( I_R := (-\Lambda_R, \Lambda_R) \cap \hat{I} \) with \( \Lambda_R > 0 \) from Proposition 4.5.

We have to take into account that there exists some \( \epsilon_F > 0 \), as required by Definition 5.5.1 such that the projection \( P^*_I \) exists for any \( \epsilon \in [0, \epsilon_F] \). Then let us fix some compact interval \( I_0 \subset I_R \) containing 0 in its interior, denote by \( \epsilon_1 > 0 \) the upper bound for the magnetic field intensity \( \epsilon \geq 0 \) associated to \( I_0 \subset \hat{I} \) by Remark 5.17.

Let us fix some \( N \in \mathbb{N} \setminus \{0\} \) and having in view Theorem 5.7, let us consider the first \( N + 1 \) strictly positive eigenvalues \( \{\lambda_1, \ldots, \lambda_{N+1}\} \) of \( L \). They have multiplicity 1 and we may define \( \mu_N := \lambda_N + (\lambda_{N+1} - \lambda_N)/2 > \lambda_N > 0 \). Let us choose some \( \bar{\epsilon}_0 \leq \min \{\epsilon_F, \epsilon_1\} > 0 \) such that

\[
(\mu_N \sqrt{\bar{\epsilon}_0 B^\circ}, \mu_N \sqrt{\bar{\epsilon}_0 B^\circ}) \subset \hat{I}_o.
\]

In the following, for any \( a > 0 \) we shall denote by

\[
J_N^a := (-\mu_N \sqrt{\epsilon B^\circ}, \mu_N \sqrt{\epsilon B^\circ}) \subset \mathbb{R}.
\]
Using point (1) of Proposition [5, 14] with \( L := \mu_N \) in conjunction with Proposition [5, 2] we conclude that there exists some \( \epsilon_0 := (B^2)^{-1} \rho_0 \epsilon \in (0, \epsilon_0) \) and some \( C_0 > 0 \) such that
\[
d_H\left( \sigma(\mathcal{P}(1, \delta)) \cap J_N, \sqrt{\epsilon B^2} \sigma(\mathfrak{L}) \cap J'_N \right) \leq C_0 B^\rho \epsilon, \quad \forall \epsilon \in (0, \epsilon_0]. \tag{6.1}
\]

Considering now the Propositions [4, 1] and [4, 3] the above conclusion may be rephrased as: there exists some \( C_1 > 0 \) such that
\[
d_H\left( \sigma(H_{1, \delta}) \cap J'_N, \sqrt{\epsilon B^2} \sigma(\mathfrak{L}) \cap J'_N \right) \leq C_1 B^\rho \epsilon, \quad \forall \epsilon \in (0, \epsilon_0]. \tag{6.2}
\]

Now, for any \( \epsilon \in (0, \epsilon_0] \) let us use Proposition [3, 18] with \( I_0 = J'_N \) and obtain the following Corollary.

**Corollary 6.1.** With \( N \in \mathbb{N} \setminus \{0\} \) and \( \epsilon_0 > 0 \) fixed as above, for any \( \epsilon \in [0, \epsilon_0] \) we have the following estimation:
\[
\max \left\{ \sup_{e \epsilon \sigma(H_{1, \delta}) \cap J'_N} \text{dist}(e, \sigma(H_{1, \delta})), \sup_{e \epsilon \sigma(H_{1, \delta}) \cap J'_N} \text{dist}(e, \sigma(H_{1, \delta})) \right\} \leq C(N) \epsilon.
\]

Let us recall that the arguments leading to Corollary [6.1] depend on the parameter \( \delta \in (0, \delta_0) \) and the same thing is true for the constant \( C_N > 0 \) and for \( \epsilon_0 > 0 \). Putting together Corollary [6.1] and the above conclusion [6.2] we obtain the Theorem [1, 3] with \( \kappa = 0 \).

**Appendices.**

**Appendix A. Construction of a Global Smooth Section**

In order to simplify notation, we will work with \( \mathbb{Z}^2 \) instead of \( (2\pi \mathbb{Z})^2 \) periodicity in \( \theta \).

**Lemma A.1.** Let us consider a smooth family of orthogonal projections \( P(\theta) \) living in some separable complex Hilbert space. Assume that the family is \( \mathbb{Z}^2 \)-periodic in \( \theta \in \mathbb{R}^2 \) and the rank of \( P(\theta) \) is \( d \geq 2 \). Let \( B := B_r(0) \) with \( r < 1/2 \) be an open disk such that \( \overline{B} \subset (-1/2, 1/2)^2 \). Let us assume that \( \{u_j(\theta)\}_{j=1}^d \) form a smooth and orthonormal basis of \( \text{Ran} P(\theta) \) when \( \theta \in B \). Then one can construct a continuous and \( \mathbb{Z}^2 \)-periodic unit vector \( \psi(\theta) \in \text{Ran} P(\theta) \) such that \( \psi(\theta) = u_1(\theta) \) on \( B \).

**Proof.** Our proof will be done for a finite rank \( d \) but all estimates are uniform in \( d \). Most of the ideas are borrowed from [12, 16, 22]. We start off by choosing any orthonormal basis \( \{v_j\}_{j=1}^d \in \text{Ran} P((-1/2, -1/2)) \). By parallel transport we can smoothly extend it to the segment \( \{(-1/2, t) \in \mathbb{R}^2 : -1/2 \leq t \leq 1/2 \} \). The transported basis \( \{v_j(-1/2, t)\}_{j=1}^d \) might differ at \( t = 1/2 \) from the one we started with at \( t = 1/2 \), but they are related through a unitary because they span the same projection since \( P((-1/2, -1/2)) = P((-1/2, 1/2)) \). This unitary can be “straightened” out [12, 22] and we obtain the same basis at the corner (-1/2, 1/2). Repeating this construction for the other three boundary segments of \([-1/2, 1/2]^2 \) we may assume that we have a continuous basis \( \{v_j(\theta)\}_{j=1}^d \in \text{Ran} P(\theta) \) (when \( \theta \) is restricted to the boundary of \([-1/2, 1/2]^2 \)) which is the same on the opposite sides and can be “periodized” to the boundary of any unit square with center at some point in \( \mathbb{Z}^2 \). The remaining problem is to “continuously propagate” this basis inside the unit square and to match it with whatever comes out of \( B \).

We extend by parallel transport \( \{v_j(\theta)\}_{j=1}^d \) from the boundary inside \([-1/2, 1/2]^2 \setminus \partial B \) along rays linking points of the boundary with the origin. In this way, on the boundary of \( B \) we will have two bases: one from outside (the \( v_j \)'s) and one from inside (the \( u_j \)'s). Let us use polar coordinates \( \theta := (\rho, \varphi) \) around the boundary of \( B \), which corresponds to \( \rho = r \).

There exists a continuous family of \( d \times d \) unitary matrices \( W(\varphi) \) which is \( 2\pi \)-periodic such that
\[
v_j(r, \varphi) = \sum_{k=1}^d W_{kj}(\varphi) u_k(r, \varphi), \quad W_{kj}(\varphi) = \langle v_j(r, \varphi), u_k(r, \varphi) \rangle. \tag{A.1}
\]
If the first column of this matrix would equal \([1, 0, \ldots, 0]^t \) for all \( \varphi \), then \( v_1 \) and \( u_1 \) would coincide on the boundary of \( B \) and \( v_1 \) would be our continuous extension of \( u_1 \) to the whole square. Now
assume that the first column of $W$ is the $d$ dimensional complex unit vector $c_1(\varphi)$. This vector can be seen as a map from the unit circle to the real sphere $\mathbb{S}^{2d-1}$. Since $2d - 1 \geq 2$, using Lemma A.3 we obtain some $c_1(\varphi; s)$ with $\varphi \in \mathbb{S}^1$ and $0 \leq s \leq 1$ which is continuous in both variables and

$$c_1(\varphi; 0) = c_1(\varphi), \quad c_1(\varphi; 1) = [1, 0, 0, \ldots, 0]^T.$$  

The orthogonal projection $p(\varphi; s) := [c_1(\varphi; s)](c_1(\varphi; s))$ living in $\mathbb{C}^d$ is continuous in $s$ and by a repeated Nagy unitary construction we may find a continuous intertwining unitary $U(\varphi; s)$ such that

$$p(\varphi; s)U(\varphi; s) = U(\varphi; s)p(\varphi; 0), \quad 0 \leq s \leq 1.$$  

This implies that the vectors $c_1(\varphi; s)$ and $U(\varphi; s)c_j(\theta)$ where $2 \leq j \leq d$ form an orthonormal basis in $\mathbb{C}^d$. We put them together as the columns of a unitary $W(\varphi; s)$. This unitary is continuous in both variables and continuously interpolates between $W(\varphi)$ and the matrix $W(\varphi; 1)$ whose first column equals $[1, 0, 0, \ldots, 0]^T$ for all $\varphi$.

Let us get back to our “inner” basis $u_j(\rho, \varphi)$, $\rho \leq r$. It can be further extended by parallel transport up to $\rho \leq r + \epsilon$ when $\epsilon$ is small enough. Let us consider the following “rotated” vector:

$$\tilde{u}_1(\rho, \varphi) := \sum_{k=1}^{d} [W(\varphi)W^{-1}(\varphi; \frac{\rho - r}{\epsilon})]_{k1}^{} u_k(\rho, \varphi), \quad r \leq \rho \leq r + \epsilon. \quad (A.2)$$

Denote by

$$A(\varphi) := W(\varphi)W^{-1}(\varphi; 1), \quad \sum_{k=1}^{d} |A_{k1}|^2 = 1. \quad (A.3)$$

Using (A.2) and (A.3) we have:

$$\langle v_1(r + \epsilon, \varphi), \tilde{u}_1(r + \epsilon, \varphi) \rangle = \sum_{k=1}^{d} A_{k1}(\varphi) \langle v_1(r + \epsilon, \varphi), u_k(r + \epsilon, \varphi) \rangle. \quad (A.4)$$

We have

$$\langle v_1(r + \epsilon, \varphi), u_k(r + \epsilon, \varphi) \rangle = \langle v_1(r + \epsilon, \varphi) - v_1(r, \varphi), u_k(r + \epsilon, \varphi) \rangle$$

$$\quad + \langle v_1(r, \varphi), u_k(r + \epsilon, \varphi) - u_k(r, \varphi) \rangle + \langle v_1(r, \varphi), u_k(r, \varphi) \rangle.$$  

Using (A.1) we have

$$\left(\langle v_1(r + \epsilon, \varphi), u_k(r + \epsilon, \varphi) \rangle - W_{k1}(\varphi) \right)A_{k1}(\varphi)$$

$$\quad = \langle v_1(r + \epsilon, \varphi) - v_1(r, \varphi), u_k(r + \epsilon, \varphi) \rangle A_{k1}(\varphi)$$

$$\quad + \langle v_1(r, \varphi), u_k(r + \epsilon, \varphi) - u_k(r, \varphi) \rangle A_{k1}(\varphi).$$

Using the Bessel inequality for the coefficients of an orthogonal system, the fact that $\sum_{k=1}^{d} |A_{k1}|^2 = 1$, the continuity of $v_1$ and $u_k$, together with the Cauchy-Schwarz inequality lead to

$$\lim_{\epsilon \to 0} \sum_{k=1}^{d} \left| \left(\langle v_1(r + \epsilon, \varphi), u_k(r + \epsilon, \varphi) \rangle - W_{k1}(\varphi) \right)A_{k1}(\varphi) \right| = 0.$$  

Inserting this in (A.4) leads to:

$$\lim_{\epsilon \to 0} \langle v_1(r + \epsilon, \varphi), \tilde{u}_1(r + \epsilon, \varphi) \rangle = W_{11}(\varphi; 1) = 1.$$  

This implies that $\tilde{u}_1(r + \epsilon, \varphi)$ is almost equal to the vector $v_1(r + \epsilon, \varphi)$ if $\epsilon$ is small enough. They will still be almost equal if we further extend $\tilde{u}_1(r + \epsilon, \varphi)$ by parallel transport to the region $r + \epsilon \leq \rho \leq r + 2\epsilon$. On this narrow region we may take a convex combination of the type

$$\frac{r + 2\epsilon - \rho}{\epsilon} \tilde{u}_1(\rho, \varphi) + \frac{\rho - r - \epsilon}{\epsilon} v_1(\rho, \varphi), \quad r + \epsilon \leq \rho \leq r + 2\epsilon,$$

which cannot vanish and can be normalized. In this way we switch $\tilde{u}_1$ with $v_1$.

To conclude, our continuous and periodic section $\psi(\theta)$ coincides with the vector which equals $u_1(\rho, \varphi)$ inside $B$, then equals $\tilde{u}_1(\rho, \varphi)$ on $r \leq \rho \leq r + \epsilon$, then equals a convex combination between $v_1(\rho, \varphi)$ and the extended (by parallel transport) $\tilde{u}_1(r + \epsilon, \varphi)$ to the interval $r + \epsilon \leq \rho \leq r + 2\epsilon$, and finally equals $v_1(\rho, \varphi)$ on the rest of $[-1/2, 1/2]^2$. \qed
Now we show how to make the section globally smooth.

**Lemma A.2.** Let $P(\theta)$ be a smooth and $\mathbb{Z}^2$-periodic family of orthogonal projections living in a complex Hilbert space. Let $u(\theta) \in \text{Ran} P(\theta)$ be a continuous and periodic section of norm one which is smooth when restricted to an open set $B$ such that $\overline{B} \subset (-1/2, 1/2)^2$. Then given any compact set $K \subset B$ there exists a globally smooth and periodic section $v(\theta)$ which equals $u$ on $K$.

**Proof.** Assume that $0 \leq g \leq 1$ is smooth and compactly supported with $\int_{\mathbb{R}^2} g(t)dt = 1$. Let $\epsilon \geq 0$ and define $g_\epsilon(t) = \epsilon^{-2} g(t/\epsilon)$. Consider $\tilde{u}_\epsilon(\theta) = \int_{\mathbb{R}^2} g_\epsilon(\theta - t)u(t)dt$. Since $u$ is uniformly continuous there exists $\epsilon_0 > 0$ such that for all $\epsilon < \epsilon_0$ we have $\|P(\theta)\tilde{u}_\epsilon(\theta)\| \geq 1/2$ and the map

\[ u_\epsilon(\theta) := \frac{P(\theta)\tilde{u}_\epsilon(\theta)}{\|P(\theta)\tilde{u}_\epsilon(\theta)\|} \in \text{Ran} P(\theta) \]

is smooth and $\mathbb{Z}^2$-periodic. Moreover,

\[ \lim_{\epsilon \to 0} \limsup_{\theta \in \mathbb{R}^2} \|u(\theta) - u_\epsilon(\theta)\| = 0. \]

Now assume that $u(\theta)$ is smooth in a certain open set $B \subset (-1/2, 1/2)^2$. Let $K$ be any compact subset of $B$ and let $0 \leq f \leq 1$ be equal to 1 on $K$ and zero outside $B$. If $\epsilon$ is small enough then

\[ \tilde{v}_\epsilon(\theta) := f(\theta)u(\theta) + (1 - f(\theta))u_\epsilon(\theta) \in \text{Ran} P(\theta) \]

is smooth and never zero, hence $v(\theta) := \frac{\tilde{v}_\epsilon(\theta)}{\|\tilde{v}_\epsilon(\theta)\|}$ is a smooth and periodic map which coincides with $u(\theta)$ on $K$. \hfill $\square$

The following lemma is a textbook result in Algebraic Geometry (see for example Proposition 1.14 in [30]) but for completeness we give a short and intuitive proof based on Sard’s Lemma.

**Lemma A.3.** Let $2 \leq d \leq \infty$. Then any continuous loop from $\mathbb{S}^1$ to $\mathbb{S}^d$ can be continuously contracted to a constant map whose value is the ”north pole”.

**Proof.** Assume first that $2 \leq d < \infty$ and let $u : \mathbb{S}^1 \to \mathbb{S}^d$ be continuous. We can see $u$ as defined on $\mathbb{R}$ and being $\mathbb{Z}$-periodic. Assume that $0 \leq g \leq 1$ is compactly supported with $\int_{\mathbb{R}} g(t)dt = 1$. Let $\epsilon > 0$ and define $g_\epsilon(t) = \epsilon^{-1} g(t/\epsilon)$. Let $\tilde{u}_\epsilon(\varphi) = \int_{\mathbb{R}} g_\epsilon(\varphi - t)u(t)dt$. Due to the uniform continuity of $u$, there exists $\epsilon_0 > 0$ such that for all $\epsilon < \epsilon_0$ we have $\|\tilde{u}_\epsilon(\varphi)\|_{\mathbb{R}^d} \geq 1/2$ and the map

\[ u_\epsilon(\varphi) := \frac{\tilde{u}_\epsilon(\varphi)}{\|\tilde{u}_\epsilon(\varphi)\|_{\mathbb{R}^d}} \in \mathbb{S}^d \]

is smooth and $\mathbb{Z}$-periodic. Moreover,

\[ \lim_{\epsilon \to 0} \sup_{\varphi \in \mathbb{R}} |u(\varphi) - u_\epsilon(\varphi)|_{\mathbb{R}^d} = 0. \]

Thus if $\epsilon$ is small enough, the formula

\[ \frac{s}{|s u(\varphi) + (1 - s) u_\epsilon(\varphi)|} u(\varphi) + \frac{1 - s}{|s u(\varphi) + (1 - s) u_\epsilon(\varphi)|} u_\epsilon(\varphi), \quad 0 \leq s \leq 1 \]

is a homotopy which links $u$ and $u_\epsilon$. Now since the range of $u_\epsilon$ defines a one dimensional smooth curve, it cannot cover $\mathbb{S}^d$ due to Sard’s Lemma and there must exist some $N \in \mathbb{S}^d$ such that $-N$ is not in the range of $u_\epsilon$. Thus we may contract $u_\epsilon$ to the constant map $v(\varphi) = N$ by

\[ F(\varphi; s) = \frac{(1 - s)u_\epsilon(\varphi) + sN}{|1 - s)u_\epsilon(\varphi) + sN|}, \quad 0 \leq s \leq 1. \]

After a third homotopy we may connect $N$ to the ”north pole” and we are done.

The case $d = \infty$ corresponds to a situation in which $u(\varphi)$ takes values on the unit sphere of an infinitely dimensional separable Hilbert space. We need to first reduce the problem to a finite $d$. This can be done using the uniform continuity of $u(\varphi)$ and choosing a high dimensional subspace where “most of $u$ belongs”. In other words, we may project $u$ on a large but finite dimensional unit sphere, the difference between $u$ and its projection being smaller than some $\epsilon$. Then the previous argument applies. \hfill $\square$
APPENDIX B. A FESHBACH-SCHUR TYPE ARGUMENT.

Once that we have defined a “quasi-band” as a subspace associated to the spectral window we are interested in, a second step consists in defining a “quasi-band” Hamiltonian by projecting the initial Hamiltonian on the quasi-band space. In [11] we have elaborated a procedure to compare some spectral regions of these two Hamiltonians in situations when the quasi-band is “close” to a spectral projection of the initial Hamiltonian only in some small interval. Our procedure was based on a modification of the usual Schur-Feschbach method and was suitable for the study of spectral regions near the bottom of the spectrum. In this appendix we adjust the arguments given in Section 4 of [11] in order to apply them when we replace Hypothesis 4.1 in that paper with the following one which is suitable for our new context.

Definition B.1. Given a Hilbert space $\mathcal{H}$ and a triple $(H, \Pi, \mathcal{I})$ where $H$ is a self-adjoint operator, $\Pi$ is an orthogonal projection and $\mathcal{I} \subset \mathbb{R}$ is an open interval, we call it admissible if $H\Pi$ (and thus also $\Pi H$) are bounded, and $\mathcal{I}$ is contained in the resolvent set of $\Pi^\dagger \Pi^\dagger$ considered as a self-adjoint operator in $\Pi^\dagger \mathcal{H}$.

This hypothesis implies that $\Pi^\dagger (H-e\mathbf{1}) \Pi^\dagger$ is invertible in $\Pi^\dagger \mathcal{H}$ for any $e \in \mathcal{I}$ and we shall denote by $R_\lambda(e)$ its inverse (either considered as bounded operator in $\Pi^\dagger \mathcal{H}$ or as bounded operator in $\mathcal{H}$ extended by 0 on $\Pi \mathcal{H}$). We define:

$$Y := \Pi + \Pi H \Pi^\dagger R_\lambda(0)^2 \Pi^\dagger H \Pi,$$

and notice that $Y \geq \Pi$ so that it is invertible on $\Pi \mathcal{H}$. Thus we may define the following “dressed projected Hamiltonian” acting in $\Pi \mathcal{H}$:

$$\bar{H} := Y^{-1/2} \left( \Pi H \Pi - \Pi H \Pi^\dagger R_\lambda(0) \Pi^\dagger H \Pi \right) Y^{-1/2} \in \mathcal{B}(\Pi \mathcal{H}).$$

(B.1)

Remark B.2. Applying the Feshbach-Schur reduction (see [29]) we conclude that for any $e \in \mathcal{I}$ the operator $H-e\mathbf{1}$ is invertible in $\mathcal{H}$ if and only if the operator

$$S(e) := \Pi (H-e\mathbf{1}) \Pi - \Pi H \Pi^\dagger R_\lambda(e) \Pi^\dagger H \Pi$$

is invertible in $\Pi \mathcal{H}$ and in this case we have that

$$\Pi (H-e\mathbf{1})^{-1} \Pi = S(e)^{-1}.$$  

(B.3)

In the usual Feshbach-Schur reduction one assumes that the commutator $[\Pi, H]$ is small and thus the product $\Pi H \Pi^\dagger$ appearing in $S(e)$ is small and one can make a perturbative argument for the invertibility. In our situation this is not the case, but we are interested in the spectral analysis in a narrow window around a specific value ($\lambda_-(\theta_0) = \lambda_+(\theta_0) = 0$) and thus we will use as small parameter the width of this spectral window; so that we can make an expansion of the resolvent with respect to this small parameter around 0. In this sense we notice that $0 \in \mathcal{I} \subset \rho(\Pi^\dagger H \Pi^\dagger)$ and for $e \in \mathcal{I}$ we use the resolvent equation in order to write

$$R_\lambda(e) = R_\lambda(0) + e R_\lambda(0)^2 + e^2 R_\lambda(0)^2 R_\lambda(e).$$

We insert this expansion in (B.2) and get:

$$S(e) = \Pi \left( H - \Pi H \Pi^\dagger R_\lambda(0) \Pi^\dagger H \Pi \right) \Pi - eY - e^2 \Pi H \Pi^\dagger R_\lambda(0)^2 R_\lambda(e) \Pi^\dagger H \Pi.$$

Thus $S(e)$ is invertible in $\Pi \mathcal{H}$ if and only if the following operator is invertible in $\Pi \mathcal{H}$:

$$Y^{-1/2} S(e) Y^{-1/2} = \left( \bar{H} - e \Pi \right) - e^2 Y^{-1/2} \Pi H \Pi^\dagger R_\lambda(0)^2 R_\lambda(e) \Pi^\dagger H \Pi Y^{-1/2}.$$ 

Let us introduce for later use

$$X(e) := e^2 R_\lambda(0)^2 R_\lambda(e).$$

In order to obtain some uniform estimates for our type of Hamiltonians with a spectral gap (like in Definition [15,1]), we shall consider a smaller compact interval $I' \subset \mathcal{I}$ containing 0 in its interior.
The important parameter to consider is then \( d_{I'} := \text{dist}(\mathbb{R} \setminus \mathring{I}, I') = \inf_{x \in \mathbb{R} \setminus \mathring{I}, y \in I'} |x - y| > 0 \). We also have
\[
\mathring{I} := (\Lambda_-, \Lambda_+), \quad \|R_i(0)\| \leq \left( \min \{ \Lambda_-, \Lambda_+ \} \right)^{-1} := \Lambda_i^{-1}.
\]
Moreover we shall use the following parameter
\[
\ell_{I'} := \sup \{ |\ell|, \ t \in I' \}.
\]

**Proposition B.3.** Given any admissible triple \((\mathcal{H}, \Pi, \mathring{I})\) (see Definition [B.1]) and with \(\mathring{\Pi}\) defined by \([B.7]\), for any compact interval \(I' \subset \mathring{I}\) containing 0 in its interior, we have the estimate:
\[
\max \left\{ \sup_{e \in \sigma(\mathring{\Pi}) \cap I'} \text{dist}(e, \sigma(\mathring{\Pi})), \sup_{e \in \sigma(\mathring{\Pi}) \cap I'} \text{dist}(e, \sigma(H)) \right\} \leq \|H\Pi\| \left( \frac{\ell_{I'}}{\Lambda_I} \right)^2 \frac{1}{d_{I'}}.
\]

**Proof.** Let us first estimate the operator norm of \(R_i(e)\) for some \(e \in I'\) using standard calculus with self-adjoint operators.
\[
\|R_i(e)\| \leq \left( \min \{ t, \sigma(\Pi^I \Pi^I) \} \right)^{-1} \leq d_{I'}^{-1}.
\]
Thus:
\[
\|X(e)\| \leq \frac{\ell_{I'}}{\Lambda_I^2 d_{I'}} \leq \left( \frac{\ell_{I'}}{\Lambda_I} \right)^2 \frac{1}{d_{I'}}.
\]
Let us suppose that some \(e \in I'\) is in the resolvent set of \(\mathring{\Pi}\), as self-adjoint operator in \(\Pi\mathcal{H}\). From \([B.2]\) we obtain that
\[
Y^{-1/2} S(e) Y^{-1/2} = \left( \Pi - \Pi \Pi^I X(e) \Pi^I \Pi(\mathring{\Pi} - e \Pi)^{-1} \right) (\mathring{\Pi} - e \Pi).
\]
From the above results and the usual calculus with self-adjoint operators it is easy to obtain that
\[
\|\Pi \Pi^I X(e) \Pi^I \Pi(\mathring{\Pi} - e \Pi)^{-1}\| \leq \|\Pi\Pi\| \|X(e)\| \|(\mathring{\Pi} - e \Pi)^{-1}\| \leq \|\Pi\Pi\| \left( \frac{\ell_{I'}}{\Lambda_I} \right)^2 \frac{1}{d_{I'}} \text{dist}(e, \sigma(\mathring{\Pi})).
\]
We conclude that for
\[
\text{dist}(e, \sigma(\mathring{\Pi})) > \|\Pi\Pi\| \left( \frac{\ell_{I'}}{\Lambda_I} \right)^2 \frac{1}{d_{I'}}
\]
the operator \(Y^{-1/2} S(e) Y^{-1/2}\) and thus also \(S(e)\) are invertible in \(\Pi\mathcal{H}\). The Feshbach-Schur argument implies then that \(\mathring{\Pi} - e \mathbb{1}\) is also invertible in \(\mathcal{H}\). This means that
\[
e \in \sigma(H) \cap I' \implies \text{dist}(e, \sigma(\mathring{\Pi})) \leq \|\Pi\Pi\| \left( \frac{\ell_{I'}}{\Lambda_I} \right)^2 \frac{1}{d_{I'}}.
\]
Let us now suppose that some \(e \in I'\) is in the resolvent set of \(\mathring{\Pi}\), as self-adjoint operator in \(\mathcal{H}\). From the Feshbach-Schur argument discussed before this proposition we know then that \(S(e)\) is invertible in \(\Pi\mathcal{H}\) and \([B.3]\) is true. The same equality \([B.2]\) tells us that \(\mathring{\Pi} - e \Pi\) is invertible in \(\Pi\mathcal{H}\) if and only if the following operator is invertible in \(\Pi\mathcal{H}\)
\[
S(e) + \Pi \Pi^I X(e) \Pi^I \Pi(\mathring{\Pi} - e \Pi)^{-1} \Pi S(e).
\]
Thus let us estimate
\[
\|\Pi \Pi^I X(e) \Pi^I \Pi(\mathring{\Pi} - e \Pi)^{-1} \Pi\| \leq \|\Pi\Pi\| \|X(e)\| \|(\mathring{\Pi} - e \Pi)^{-1}\| \leq \|\Pi\Pi\| \left( \frac{\ell_{I'}}{\Lambda_I} \right)^2 \frac{1}{d_{I'}} \text{dist}(e, \sigma(\mathring{\Pi})).
\]
We conclude that for
\[
\text{dist}(e, \sigma(H)) > \|\Pi\Pi\| \left( \frac{\ell_{I'}}{\Lambda_I} \right)^2 \frac{1}{d_{I'}}
\]
the operator \(\mathring{\Pi} - e \Pi\) is invertible in \(\Pi\mathcal{H}\). This means that
\[
e \in \sigma(\mathring{\Pi}) \cap I' \implies \text{dist}(e, \sigma(H)) \leq \|\Pi\Pi\| \left( \frac{\ell_{I'}}{\Lambda_I} \right)^2 \frac{1}{d_{I'}}.
\]
This concludes the proof. \(\Box\)
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