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ABSTRACT. Topological polymers have various topological types, and they are expressed by graphs. However, the Jones polynomial, we have a difficulty to compute it; computational time is growing exponentially with respect to the crossing number. The simplest Vassiliev invariant is the linking number and thus we will seek a next simple one is as the Milnor’s triple linking number. In this paper, we introduce simple Gauss diagram formulas of Vassiliev invariants of Milnor type. These are non-torsion valued, whereas the base-point-free Milnor’s triple linking number is usually torsion-valued.

1. Introduction

Polymers have various topological types and they are expressed by graphs. Topological polymers indicate experimental / theoretical meanings. One of them is a polymer of complex chemical connectivity that is expressed with graphs and synthesized in experiments; the other is a polymer with nontrivial topology realized as embedded spatial graphs in the three dimensional space.

Nowadays since chemists synthesized polymers whose are some topologically distinct graphs, mathematicians are requested functions to detect their topological complexity with computational efficiency. As is well known, in practical application of the Jones polynomial of links, we have a difficulty to compute it; computational time is growing exponentially with respect to the crossing number of link diagrams.

Deguchi [1] gave an algorithm by the Taylor expansion at $q = 1$ for the Jones polynomial $V_K(q)$:

$$V_K(q) = 1 + v_2(K)q^2 + v_3(K)q^3 + \ldots,$$

where the coefficient $v_n(K)$ is called a Vassiliev invariant of degree $n$ and is expressed by a Gauss diagram formula in theory. It is considered that Gauss diagram formulas are the simplest for the computations purpose. Moreover, the simplest Vassiliev invariant is the linking number and a next simple one is the Milnor’s triple linking number. Thus, we search simple Gauss diagram formulas of Vassiliev invariants of Milnor type.

In this paper, we find new Gauss diagram formulas that are non-torsion triple linking number that is similar to Milnor-type, which are base-point-free and link homotopy invariants. The purpose is of two things. One of them is to give a sufficient simple for the computation of applied mathematics; the other is to give patterns of the affine index polynomial derived from a triple product [3].
2. Main Result

The notations of Gauss diagrams and Gauss diagrams obey [6] Theorem 1 is the first result of this paper.

**Theorem 1.** Let $L$ be an ordered three-component link, $G_L$ a Gauss diagram of $L$, $\sigma$ a permutation $\left( \begin{array}{lll} 1 & 2 & 3 \\ i & j & k \end{array} \right)$ of the circles. Let

$$P^\sigma = a_{ij} \circ \circ \circ + b_{ij} \circ \circ \circ + c_{ij} \circ \circ \circ + d_{ij} \circ \circ \circ,$$

$$S = \sum_{\sigma \in S_3} \text{sgn}(\sigma) P^\sigma, \text{ and } f(a_\sigma, b_\sigma, c_\sigma, d_\sigma)(L) = \langle S, G_L \rangle.$$ 

Suppose one of the following conditions:

1. $a_{ijk} = b_{kji}$, others are 0 for any $\sigma = (1, 2, 3)$, i.e. for a constant $\lambda = a_{ijk},$

   $$f(a_\sigma, b_\sigma, c_\sigma, d_\sigma)(L) = \lambda \left( \sum_{\sigma} \text{sgn}(\sigma) \left( \circ \circ \circ \circ \circ + \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \right), G_L \right).$$

2. $c_{ijk} = c_{kji} = -d_{jki} = -d_{kij}$, others are 0 for any even permutation $\sigma = (1, 2, 3)$, i.e. for a constant $\lambda = c_{ijk},$

   $$f(a_\sigma, b_\sigma, c_\sigma, d_\sigma)(L) = \lambda \left( \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ, G_L \right).$$

Then, $f(a_\sigma, b_\sigma, c_\sigma, d_\sigma)(L)$ is invariant under Reidemeister moves (isotopy, strictly speaking link homotopy).

**Fact 1 (7, 6).** Let $L$ be an ordered 3-component link which components are $k_i$ ($i = 1, 2, 3$). Then $\frac{1}{2} f(2, 2, 1, 1)(L) \mod \gcd(lk(k_2, k_3), lk(k_1, k_3), lk(k_1, k_2))$ is the Milnor link invariant of $L$.

**Theorem 2.** The family (4) of invariants is independent of the Milnor’s $\mu_{123}$.

The above results concludes that the generating function $f(a_\sigma, b_\sigma, c_\sigma, d_\sigma)$ includes $\mu_{123}$ and different invariants from $\mu_{123}$. This fact implies that $f(a_\sigma, b_\sigma, c_\sigma, d_\sigma)$ is stronger than $\mu_{123}$ in a sense.

3. Proof of Theorem 1

In this section, we freely use Östlund’s terminologies [6] especially including Gauss diagrams, arrow diagrams, Gauss/arrow diagram fragments, and their Reidemeister moves [6] Section 1.6, Section 4, and Table 1] except for replacing $\Omega_{++-}$ in [6] Table 1] with $\Omega_{+-+}$ in [3] Figure 9].

In the rest of this section, without loss of generality, we suppose that $\lambda = 1$. It is clear that each function as in the statement satisfy the invariance under the first Reidemeister move.

3.1. Invariance under the Reidemeister moves in one component. It is clear that our functions are invariant under any Reidemeister moves in one component.
3.2. Invariances under the second and third Reidemeister moves in two components. The second (third, resp) Reidemeister invariance in two components is given by [3, Section 4.5 (2)] ([3, Section 4.5 (3)], resp.).

3.3. Invariance under \( \Omega_{III++3} \). In this section, we use word-theoretic notation of [3, Notation 4]. As a preliminary of the proof, we recall two lemmas as analogues of [3, Lemmas 3 and 4]. These are given by [3, Section 4.5].

**Lemma 1.** For any linear sum \( A \) of arrow diagrams,

\[
\sum_{z_0^{(l)} \in \text{Sub}(D_{l}^{\Omega_{III++3}})} \text{sign}(z_0^{(l)})(A, z_0^{(l)}) = \sum_{z_0^{(r)} \in \text{Sub}(D_{l}^{\Omega_{III++3}})} \text{sign}(z_0^{(r)})(A, z_0^{(r)}) .
\]

**Lemma 2.** For any linear sum \( A \) of arrow diagrams,

\[
\sum_{z_1^{(l)} \in \text{Sub}(D_{l}^{\Omega_{III++3}})} \text{sign}(z_1^{(l)})(A, z_1^{(l)}) = \sum_{z_1^{(r)} \in \text{Sub}(D_{l}^{\Omega_{III++3}})} \text{sign}(z_1^{(r)})(A, z_1^{(r)}) .
\]

- Case 1.

\[
\langle S, G_r \rangle - \langle S, G_l \rangle = \sum_{i=0}^{3} \left( \sum_{z_1^{(r)} \in \text{Sub}(G_{D_{i}})} \langle S, z_1^{(r)} \rangle - \sum_{z_1^{(l)} \in \text{Sub}(G_{D_{i}}')} \langle S, z_1^{(l)} \rangle \right)
\]

Lemmas \( \equiv [3] \sum_{z_2 \in \text{Sub}(D_{i})} \langle S, z_2^{(r)} \rangle - \sum_{z_2^{(l)} \in \text{Sub}(D_{i})} \langle S, z_2^{(l)} \rangle \)

\[
= \sum_{z_2 \in \text{Sub}(D_{r})} \sum_{\sigma} \text{sgn}(\sigma) \langle P^{\sigma}, z_2a + z_2b + z_2c - z_2' - z_2' - z_2' \rangle
\]

\[
= \sum_{z_2 \in \text{Sub}(D_{r})} \sum_{\sigma} \text{sgn}(\sigma) \langle P^{\sigma}, z_2a + z_2b + z_2c - z_2' - z_2' - z_2' \rangle
\]

\[
= 0,
\]

where \( z_2' = \sum_{\sigma} \langle P^{\sigma}, z_2a + z_2b + z_2c - z_2' - z_2' - z_2' \rangle \), and \( z_2 = \sum_{\sigma} \langle P^{\sigma}, z_2a + z_2b + z_2c - z_2' - z_2' - z_2' \rangle \) (whose indices are as in [2, Proof of Theorem 1]).

which are the 2-arrow sub-Gauss diagrams of a 3-component link before and after applying \( \Omega_{III++3} \). Specifically, \( \sum_{\sigma} \langle P^{\sigma}, z_2a + z_2b + z_2c - z_2' - z_2' - z_2' \rangle \) and \( \sum_{\sigma} \langle P^{\sigma}, z_2a + z_2b + z_2c - z_2' - z_2' - z_2' \rangle \).
\[ \sum_{z_2 \in \text{Sub}(D_r)} \sum_{\sigma} \text{sgn}(\sigma) ( ( \overset{1}{\ddots} \overset{1}{\ddots} \overset{1}{\ddots} ) + ( \overset{1}{\ddots} \overset{1}{\ddots} \overset{1}{\ddots} ) ) + \sum_{z_2 \in \text{Sub}(D_r)} \sum_{\sigma} \text{sgn}(\sigma) ( ( \overset{1}{\ddots} \overset{1}{\ddots} \overset{1}{\ddots} ) + ( \overset{1}{\ddots} \overset{1}{\ddots} \overset{1}{\ddots} ) ) = 0. \]

- **Case [2]**.

The same argument as that of Case [1] is applied to Case [2]. Then,

\[ \sum_{z_2 \in \text{Sub}(D_r)} \sum_{\sigma} \text{sgn}(\sigma) ( ( \overset{1}{\ddots} \overset{1}{\ddots} \overset{1}{\ddots} ) + ( \overset{1}{\ddots} \overset{1}{\ddots} \overset{1}{\ddots} ) ) + \sum_{z_2 \in \text{Sub}(D_r)} \sum_{\sigma} \text{sgn}(\sigma) ( ( \overset{1}{\ddots} \overset{1}{\ddots} \overset{1}{\ddots} ) + ( \overset{1}{\ddots} \overset{1}{\ddots} \overset{1}{\ddots} ) ) = 0. \]

3.4. **Invariance under base point moves.** It is sufficient to check the invariances under

\[ \xrightarrow{\epsilon} \xrightarrow{\eta} \] (Case A) and \[ \xrightarrow{\eta} \xrightarrow{\epsilon} \] (Case B). For each case, the diagram of the left (right, resp.) hand side is denoted by \( D_l (D_r, \text{resp.}) \). In the following, we see comparisons of \( D_l \) and \( D_r \) after applying Lemmas [1] and [2].

3.5. **Case A.**

- **Case [1]**.

LHS – RHS = \[ \sum_{z_2 \in \text{Sub}(D_l)} \sum_{\sigma} \text{sgn}(\sigma) ( ( \overset{1}{\ddots} \overset{1}{\ddots} \overset{1}{\ddots} ) + ( \overset{1}{\ddots} \overset{1}{\ddots} \overset{1}{\ddots} ) ) \]

\[ - \sum_{z_2 \in \text{Sub}(D_r)} \sum_{\sigma} \text{sgn}(\sigma) ( ( \overset{1}{\ddots} \overset{1}{\ddots} \overset{1}{\ddots} ) + ( \overset{1}{\ddots} \overset{1}{\ddots} \overset{1}{\ddots} ) ) \]

= 0.

- **Case [2]**.

LHS – RHS = \[ \sum_{z_2 \in \text{Sub}(D_l)} \sum_{\sigma} \text{sgn}(\sigma) ( ( \overset{1}{\ddots} \overset{1}{\ddots} \overset{1}{\ddots} ) + ( \overset{1}{\ddots} \overset{1}{\ddots} \overset{1}{\ddots} ) ) \]

\[ - \sum_{z_2 \in \text{Sub}(D_r)} \sum_{\sigma} \text{sgn}(\sigma) ( ( \overset{1}{\ddots} \overset{1}{\ddots} \overset{1}{\ddots} ) + ( \overset{1}{\ddots} \overset{1}{\ddots} \overset{1}{\ddots} ) ) \]

= 0.
3.6. Case B.

- Case 1.

\[ \text{LHS} - \text{RHS} = \sum_{z_2 \in \text{Sub}(D_l)} \sum_{\sigma} \text{sgn}(\sigma) \langle \begin{array}{c}
\text{Diagram 1} \\
\text{Diagram 2}
\end{array} \rangle - \sum_{z_2 \in \text{Sub}(D_r)} \sum_{\sigma} \text{sgn}(\sigma) \langle \begin{array}{c}
\text{Diagram 3} \\
\text{Diagram 4}
\end{array} \rangle = 0. \]

- Case 2.

\[ \text{LHS} - \text{RHS} = \sum_{z_2 \in \text{Sub}(D_l)} \langle \begin{array}{c}
\text{Diagram 5} \\
\text{Diagram 6}
\end{array} \rangle - \sum_{z_2 \in \text{Sub}(D_r)} \langle \begin{array}{c}
\text{Diagram 7} \\
\text{Diagram 8}
\end{array} \rangle = 0. \]

4. Proof of Theorem 2

In this section, we will show that \( f(a_\sigma, b_\sigma, c_\sigma, d_\sigma) \) is independent of the Milnor’s \( \mu_{123} \). More specifically, we claim that there is an infinite sequence of 3-component links, each of which is not zero on an invariant of us and is zero on \( \mu_{123} \).

Let \( L^+_{2m} \) be a 3-component link with base points as in Figure 1. Let \( f_1 \) be an invariant \( f(a_\sigma, b_\sigma, c_\sigma, d_\sigma) \) satisfying the assumption of 1 of Theorem 1. Then \( \mu_{123}(L^+_{2m}) \equiv 0 \) while \( f_1(L^+_{2m}) = m (> 0) \). Likewise, for link \( L^-_{2m} \) (Figure 2), \( \mu_{123}(L^-_{2m}) \equiv 0 \) while \( f_1(L^-_{2m}) = m (< 0) \).

![Figure 1. 3-component link \( L^+_{2m} \)]
Figure 2. 3-component link $L_{2m}^-$.
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