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Abstract

Presentation attack detection (PAD) is a critical component in secure face authentication. We present a PAD algorithm to distinguish face spoofs generated by a photograph of a subject from live images. Our method uses an image decomposition network to extract albedo and normal. The domain gap between the real and spoof face images leads to easily identifiable differences, especially between the recovered albedo maps. We enhance this domain gap by retraining existing methods using supervised contrastive loss. We present empirical and theoretical analysis that demonstrates that contrast and lighting effects can play a significant role in PAD; these show up particularly in the recovered albedo. Finally, we demonstrate that by combining all of these methods we achieve state-of-the-art results on both intra-dataset testing for CelebA-Spoof, OULU, CASIA-SURF datasets and inter-dataset setting on SiW, CASIA-MFSD, Replay-Attack and MSU-MFSD datasets.

1. Introduction

Recently, face recognition has been widely adopted for applications such as phone unlock and mobile payments. During a secure face authentication session, a presentation attack detection (PAD) system is tasked with distinguishing between a real human face and a face in a presentation attack instrument (PAI) in front of the camera. Examples of PAI includes printed paper attacks, replay attacks on displays, etc. Commercial PAD methods rely on a depth sensor and active near-infrared illumination to increase the robustness of the system. This makes these methods unsuitable for low-cost mobile devices.

In recent years several handcrafted features \cite{6, 7, 23, 32, 33, 67} and deep learning-based approaches \cite{4, 14, 16, 21, 35, 52, 54, 67} have been designed for PAD. Recent methods have predicted depth signals from a single RGB image \cite{57, 58, 65, 66} using PRNet \cite{12}. However, the reconstructed depth often looks similar for the real and the spoof images. Hence these methods hardcode the depth of spoof image to be zero. We on the other hand argue that face albedo is better suited for PAD. This is demonstrated in Figure 1 where the surface-normal (normal) and the depth maps are visually similar for real images and for spoof images. The albedo map is visually different, motivating us to primarily condition our classification network on the face albedo. In contrast to depth we don't need to hardcode the albedo for real and spoof images as they are distinctively different. Also, estimating albedo doesn't require a expensive depth sensor hardware, hence making it suitable for low-cost mobile devices.

Our emphasis on albedo is motivated by differences in contrast and lighting between real and spoof images, affecting the recovered albedo. We show empirically that real and spoof images have significantly different contrast. In fact, removing this contrast difference results in a drastic drop in spoof detection performance by the state of the art approaches such as Central Difference Convolution(CDCN) \cite{65}. Theoretically, we show that lighting differences between real and spoof images also create effects that will show up in recovered albedo.

These differences allow us to take advantage of the domain gap between real images and spoof images \cite{19, 65}. To verify this, we train the image decomposition network with only real images. This creates a domain gap when classifying spoof images. We use supervised contrastive losses \cite{22} to further increase this domain gap. Supervised contrastive loss is a generalization of triplet losses that can work on large batches of negative samples. In PAD, we apply contrastive learning on real and spoof images. This forces the network to push the feature embeddings of real and spoof images far from each other, accentuating the difference between the real and the spoof domains.

We propose the IDCL architecture (Fig 2) to assess the value of albedo and normal. Initially, we pretrain a network using supervised contrastive loss. We use this as the initialization point for the RGB backbone in our IDCL ar-
Figure 1: Live images (top row) and spoof images (bottom row) show similar reconstructed depth maps and surface normal. Albedo, on the other hand, looks different for spoof images and live images. Albedo helps in capturing the contrast difference resulting from different lighting interactions that happen on the spoof images. Here, we propose to use albedo as additional cue for detecting spoofs in addition to using depth maps.

Figure 2: IDCL network: We propose IDCL network to use image decomposition [34] for the task of PAD. We have three different networks corresponding to three different modalities i.e. RGB, albedo and normal. Empirically and visually, the albedo performs on-par in detecting spoofs compared to normal and depth maps.

chnitecture. Next, we add surface normal and albedo signals as input to the IDCL network and train it to classify spoofs. From our experiments on CASIA-SURF [61] and OULU-NPU [8], we observe that albedo is a better cue and has more impact on performance as compared to the surface normal. The primary motive of IDCL architecture is to understand the effects of albedo and normal for spoof detection and not to improve upon state-of-the-art methods.

To achieve state-of-the-art results we add supervised contrastive loss initialization and albedo as a cue to various methods on seven different datasets. We start by adding contrastive loss and an albedo component to AENet [56]. AENet has state-of-the-art results on the CelebA-Spoof dataset, which is the largest public dataset available for spoof detection. Our methods outperform AENet [56], and we achieve state-of-the-art results on CelebA-Spoof. We also add supervised contrastive loss initialization and albedo components on top of CDCN [65] and on top of the winners of Challean Challenge[1] and achieve state-of-the-art results on OULU-NPU [8] and CAISA-SURF[61] as well. We also show state-of-the-art results on intra-dataset protocol on SiW dataset [63] and on CASIA-MFSD [63], Replay-Attack [10] and MSU-MFSD [49] datasets.

Finally, we provide a theoretical analysis of the effect of lighting on spoof images. Spoof images can be affected by the interplay between two lighting conditions. Consider, for example, the case of a paper attack in which spoofs are captured using mobile phones. There is one lighting condition when the original image is captured, and another one when the spoof picture is captured with the phone. In Sec 5.3 we show that this combination of lighting can create effects on the face not generally produced by a single lighting condition. Specifically, we show that this interplay introduces new, higher frequency artifacts that can corrupt the albedo, and can be used to identify spoofs.

Our contributions can be summarized as follows:
1. We study the impact of using albedo maps, normal and depth information for the task of PAD. Through qualitative and quantitative experiments, we verify that albedo is the stronger cue for detecting spoofs.
2. To the best of our knowledge, our approach is the first to show the use of supervised contrastive loss for PAD. Supervised contrastive loss helps generate better initialization points that transfer well for spoof detection.
3. We achieve state-of-the-art results on OULU-NPU, CelebA-Spoof, SiW dataset, CASIA-MFSD, Replay-
Attack and MSU-MFSD datasets. We also demonstrate that by adding albedo as conditioning to various state-of-art methods, their performance can be improved.

4. Through theoretical analysis and experiments, we demonstrate that contrast and lighting effects can play a significant role in spoof detection.

2. Related Work

Presentation Attack Detection (PAD): Traditionally PAD has been solved for RGB images by using various local descriptors and features such as HOG features [23], SIFT features [32], or SURF [7]. For video spoofing datasets, where input are videos, various methods have been proposed that capture dynamic features such as texture [23], motion [40] and eye blinks [31]. Recently deep learning-based methods have been proposed to identify spoofs. Here, a convolutional neural network (CNN) backbone is trained to extract features that can be used to identify spoofs [20, 35, 59, 60, 65, 66]. A few methods also use depth as a cue to identify spoof images [53, 65]. Our work shows that albedo is a stronger signal to identify spoofs compared to depth or other geometric information extracted from an RGB image; this is a marked departure from these standard methods. Concurrent work [64] uses a similar idea and shows results on Forgery Detection using deviation from the common texture as an important feature. We on the other hand focus on spoof detection and using albedo as a cue.

Image Decomposition: Traditionally geometry estimation methods for faces were based on 3D Morphable models (3DMM) [5, 25, 39, 41-44]. Recently, a few studies have demonstrated the effectiveness of CNN’s to solve the problem of geometry estimation [15, 27, 38, 39, 42, 45]. Depth estimated using PRNet [12] has also been used as a cue to detect spoofs [19, 35, 65]. In our work, we propose to use image decomposition to estimate albedo. We use SharinGAN [34], which is based on SFSNet [38] to extract albedo features and surface normals from images and use them as signals to detect spoofs.

Contrastive Learning: Contrastive learning-based methods have been recently gaining popularity for self-supervised learning [9, 17, 18, 51] and supervised learning [22]. We use supervised contrastive learning to increase the domain gap between spoof images and real images, which gives us a better initialization point for our networks.

3. Our method

Recent methods have taken advantage of the domain gap between real and face images to identify spoofs [3, 19]. Potential reasons for this gap include color distortion, display artifacts, presenting artifacts and imaging artifacts as discussed by Face De-Spoofing [3]. We show that domain gap can also be caused by the contrast difference between the real and the spoof images and also by the presence of a linear gradient on the images which may cause these networks to learn sub-optimal representations. We discuss these issues in more detail in Section 5. Now we discuss our proposed approach, which amplifies the domain gap.

3.1. Amplifying the domain gap with image decomposition:

To calculate geometric features from real images, we use SharinGAN [34], which computes normal, albedo and lighting. SharinGAN [34] is based on SFSNet [38] with additional components that reduce the domain gap between synthetic and real training data. Next, we use the normal and albedo computed by SharinGAN as input to our network, along with the original RGB. We train three networks independently, one for each modality, i.e RGB, albedo and normal and fuse them in later layers, as shown in Fig. 2.

Amplifying the domain gap in image decomposition: Domain gaps between training and testing data have been a long-standing issue in Computer Vision [2, 29, 30, 46]. However, this gap can be advantageous in our case, if it can be used to cause reconstruction methods to perform differently on real and spoof images. To achieve this, we train SharinGAN [34] using only real images from the Spoofing dataset. By doing this, the network will not have seen the spoof images during training, and hence the network will produce more accurate image decomposition for real images as compared to spoof images. We call this network
SharinGAN-Real and its impact is shown in Table 2.

3.2. Increasing the domain gap with contrastive loss

Traditionally, methods such as adversarial loss have been used to create latent features that have the same distribution for both domains. We instead use the contrastive loss to widen the gap between these distributions.

Contrastive methods are generalizations of triplet losses [22] and have been shown to work very well in Supervised and Self-Supervised Learning (SSL) methods [17, 51]. We will first discuss the details of supervised contrastive loss and then its application to the spoof detection problem.

Supervised contrastive loss: Supervised contrastive loss [22] imposes a constraint that normalized embeddings from the same class are closer than the ones from different classes. Contrastive losses consist of two “opposing forces”: for a given anchor point, the first force pulls the anchor closer to positive examples in the representation space, and the second force pushes the anchor farther away from negative points. In the supervised contrastive loss, negative samples come from different classes than the positive class.

In our case, the positive samples are augmentations of the same face and negative samples would be any spoof image. We perform augmentation by taking two random crops from the same face. Hence the contrastive training method will force the network to push the representations of real images and spoof images far from each other, thus increasing the domain gap between real and spoof images.

IDCL: Image Decomposition and Contrastive Loss

Now we discuss how we combine the image decomposition method SharinGAN [34] and supervised contrastive loss. Our proposed architecture IDCL (image decomposition and contrastive loss) as shown in Fig 2 has three branches for the three modalities, RGB, albedo and normal. First, we pretrain a randomly initialized neural network by supervised contrastive loss on the RGB images. We use this pretrained network and initialize the RGB branch of the IDCL network from this pretrained point. Next, we use the output of the SharinGAN (i.e albedo and normal components), and feed these components and the RGB frames as inputs to three different branches in our IDCL network. We also aggregate information from all the preceding layers in their final layers as was done in [1]. Note that we don’t set the depth map of spoof image to be zero which is a common pratice in state-of-the-art methods; instead we use the output of PRNet [12] directly for both real and spoof images. We then train our IDCL network in an end to end fashion using all these three modalities. More details of the the IDCL architecture can be found in supplementary.

4. Results

We start by briefly describing the datasets used in our experiments. Then we show that using supervised contrastive losses can help in achieving better initialization and can boost performance by a fair margin. We then present results supporting our hypothesis that albedo is a strong cue for detecting spoofs. We demonstrate this across two datasets, CASIA-SURF [61] and OULU-NPU [8]. Then we show the impact of the domain gap by only using real images while training image decomposition methods. Finally we verify that adding albedo as a signal to OULU-NPU,CASIA-SURF and CelebA-spoof helps us in achieving state of the art results on these datasets.

4.1. Datasets

CelebA-Spoof [56]: CelebA-Spoof is a recently released dataset and the biggest open source spoof corpus. CelebA-Spoof [56] has 625,537 samples of 10,117 subjects, and is significantly bigger than other Anti-Spoofing datasets. In total there are 8 scenes (2 environments * 4 illumination conditions) and more than 10 sensors. It also has 10 spoof type annotations and 40 attribute annotations closely following the original CelebA-dataset [67].

OULU-NPU: OULU-NPU is a high quality dataset [8] that contains four protocols to test the generalization capability of anti-spoofing systems.

CASIA-SURF: CASIA-SURF [61] is a large scale dataset with 21,000 videos. Each sample of CASIA-SURF has three modalities (i.e RGB, Depth and NIR).

SiW: SiW dataset is designed for cross-type testing for unseen attacks. We show cross-domain testing results on SiW dataset.

CASIA-MFSD [63], Replay-Attack [10] and MSU-MFSD [49]: CASIA-MFSD [63], Replay-Attack [10] and MSU-MFSD [49] datasets contain low-resolution videos which are used for cross domain testing.

4.2. Results using the IDCL architecture

In this section, we show the results of using image decomposition methods and contrastive learning.

Using contrastive learning: The use of supervised contrastive loss helps in increasing the already existing domain gap between spoof and non-spoof images. To evaluate this we pretrain our network using supervised contrastive learning using only RGB images. Then we use this pre-trained backbone and fine-tune for the task of spoof classification. We compare our results with an RGB baseline in which we train a randomly initialized network for the task of spoof classification using only real images while training image decomposition methods. We then train our network using supervised contrastive loss as shown in Table 2 and Table 1. We can see from Table 2 and Table 1 that adding contrastive loss helps in learning better representations. We can see that there is an improvement of around 15.58% on the OULU dataset and 10.21% for the CAISA-SURF dataset as compared to the RGB baseline. Hence, when only using RGB images we can see that pre-training the network with supervised contrastive loss helps in learning better representations.
Table 1: We show results on CASIA-SURF. The first row shows the results of using ground truth depth and NIR information; we can see that this solves the problem quite well. The second row shows the baseline using only RGB frames. Using supervised contrastive loss helps us in achieving 10.21% improvements over the RGB baseline. We can see that after using SharinGAN, we improve by 59.09% over our RGB baseline.

| Method                              | TPR@FPR=10-2 | TPR@FPR=10-3 | TPR@FPR=10-4 |
|-------------------------------------|--------------|--------------|--------------|
| Using RGB/NIR/depth                 | 0.9997       | 0.9967       | 0.6850       |
| Using Only RGB                      | 0.4646       | 0.1299       | 0.0651       |
| Supervised Contrastive (Ours)       | 0.5119       | 0.1676       | 0.1151       |
| IDCL (Ours)                         | 0.7391       | 0.3373       | 0.1126       |

Table 2: We present the results on OULU-NPU for Protocol 1. We observe that after using SharinGAN we improve by 44% on our RGB baseline. Using supervised contrastive we improve by 15.58% over the RGB baseline.

| Method                                                                 | TPR@FPR=10-2 | TPR@FPR=10-3 | TPR@FPR=10-4 |
|-----------------------------------------------------------------------|--------------|--------------|--------------|
| RGB baseline                                                          | 0.43         | 0.05         | 0.05         |
| RGB with Supervised Contrastive loss                                   | 0.53         | 0.25         | 0.25         |
| RGB and SharinGAN (using albedo and normal)                           | 0.53         | 0.24         | 0.24         |
| RGB and SharinGAN-Real (using albedo and normal)                      | 0.65         | 0.39         | 0.39         |

Using all three modalities: We use a pretrained SharinGAN [34] on CelebA to extract depth and albedo information from images. Next, to accentuate the domain gap we train SharinGAN [34] using only real images from the spoofing datasets. This encourages SharinGAN to make better predictions for real images than for spoof images. We can see the impact of training the network using only real images in Table 2. We can see that using SharinGAN-Real we are able to achieve performance improvements of 50.01% over the RGB only baseline. Hence this shows that training SharinGAN with real images and taking advantage of domain gap helps in learning better representations. We only verify this result for OULU-NPU and not for CASIA-SURF, because the quality of images is too low in CASIA-SURF to retrain image decomposition methods. In the case of CelebA-Spoof, there is no domain gap since SFSNet and SharinGAN have been trained on the CelebA dataset as the real-world dataset. We only illustrate results using normal, since depth maps and normals are principally very similar.

4.3. Ablation study on albedo and normal

IDCL: One of the main hypotheses in our work is that albedo is a better cue for detecting spoofs as compared to depth and surface normals as shown in Fig 1. To examine this difference empirically, we perform ablation studies on normals and albedo. To do this, we drop one branch at a time from the IDCL architecture shown in Fig 2. We can see from Table 4 for both datasets dropping albedo results in significant drops in performance (25.8% for CASIA-SURF and 18.8% for OULU) and dropping normal results in a smaller drop in the performance (7.9% for CASIA-SURF and 9.09% for OULU). This suggests that albedo is a stronger cue for detecting spoofs in both the datasets.

4.4. State-of-the-art results using albedo and contrastive loss

In addition to showing that albedo is a useful cue for detecting spoofs, we also show that adding albedo to existing methods can be used to get state-of-the-art results on high-quality datasets like OULU-NPU [8] and large datasets like CelebA-spoof [56] and CASIA-SURF [61]. We also show that adding contrastive loss initialization can help in achieving even better results. To show state-of-the-art results we add an albedo component to the baselines architectures. We follow CDCN [65] for OULU, AENet [56] for CelebA-spoof [56] and build on top of the winners of Chalearn-Challenge [1] for CASIA-SURF. We see that we can improve upon the performance of CDCN [65] across all four OULU protocols, as shown in Table 7. We are also able to improve upon the performance of CelebA [56] as shown in Table 5 and on CASIA-SURF as shown in Table 3. In the case of CASIA-SURF these results are pretty saturated, and there’s little room for improvement. We also show cross-testing results on MSU-MFSD [50], Replay-Attack [11] and CASIA-MFSSD [62] as shown in Table 9. Similarly cross-testing on SiW dataset are shown in Table 8.

4.3. Ablation study on albedo and normal

IDCL: One of the main hypotheses in our work is that albedo is a better cue for detecting spoofs as compared to depth and surface normals as shown in Fig 1. To examine this difference empirically, we perform ablation studies on normals and albedo. To do this, we drop one branch at a time from the IDCL architecture shown in Fig 2. We can see from Table 4 for both datasets dropping albedo results in significant drops in performance (25.8% for CASIA-SURF and 18.8% for OULU) and dropping normal results in a smaller drop in the performance (7.9% for CASIA-SURF and 9.09% for OULU). This suggests that albedo is a stronger cue for detecting spoofs in both the datasets.

4.4. State-of-the-art results using albedo and contrastive loss

In addition to showing that albedo is a useful cue for detecting spoofs, we also show that adding albedo to existing methods can be used to get state-of-the-art results on high-quality datasets like OULU-NPU [8] and large datasets like CelebA-spoof [56] and CASIA-SURF [61]. We also show that adding contrastive loss initialization can help in achieving even better results. To show state-of-the-art results we add an albedo component to the baselines architectures. We follow CDCN [65] for OULU, AENet [56] for CelebA-spoof [56] and build on top of the winners of Chalearn-Challenge [1] for CASIA-SURF. We see that we can improve upon the performance of CDCN [65] across all four OULU protocols, as shown in Table 7. We are also able to improve upon the performance of CelebA [56] as shown in Table 5 and on CASIA-SURF as shown in Table 3. In the case of CASIA-SURF these results are pretty saturated, and there’s little room for improvement. We also show cross-testing results on MSU-MFSD [50], Replay-Attack [11] and CASIA-MFSSD [62] as shown in Table 9. Similarly cross-testing on SiW dataset are shown in Table 8.
Table 4: Ablation results dropping albedo and normal for both datasets. We first removed the normal maps, and we see a performance drop of 7.9% for CASIA-SURF and 9.09% for OULU. Next, we remove the albedo components and we see a more significant drop of 25.8% for CASIA-SURF and 18.8% for OULU. This shows that albedo is a bigger cue, and dropping albedo impacts the performance more than dropping normal.

| Method       | Dataset  | TPR@FPR=10^-2 | TPR@FPR=10^-3 | TPR@FPR=10^-4 |
|--------------|----------|---------------|---------------|---------------|
| IDCL         | OULU     | 0.65          | 0.39          | 0.39          |
| Albedo removed | OULU     | 0.55          | 0.31          | 0.31          |
| Normal removed | OULU    | 0.60          | 0.53          | 0.53          |
| IDCL         | CASIA-SURF | 0.73        | 0.33          | 0.11          |
| Albedo removed | CASIA-SURF | 0.57        | 0.33          | 0.10          |
| Normal Removed | CASIA-SURF | 0.68        | 0.27          | 0.10          |

Table 5: Results on CelebA-Spoof after adding Albedo to AENet [56]. We can see that adding albedo component improves performance over baseline AENet [56]. Supervised contrastive loss initialization helps in improving the results even further as shown in last row.

| Method                              | TPR@FPR=1% | TPR@FPR=0.5% | TPR@FPR=0.1% | APCER | BPCER | ACER  |
|-------------------------------------|------------|--------------|--------------|-------|-------|-------|
| Baseline AENet [56]                 | 98.9       | 97.8         | 90.9         | 4.62  | 1.09  | 2.85  |
| Albedo-SharinGAN (Ours)             | 99.1       | 98.1         | 91.2         | 4.31  | 0.93  | 2.62  |
| + Contrastive Loss (Ours)           | 99.3       | 98.4         | 91.5         | 3.79  | 0.81  | 2.30  |

5. Analysis

In this section, we discuss contrast cues and theoretical analysis, considering the effect of ambient lighting on spoof images. We show some additional visual analysis which is produced by image decomposition methods in the supplementary material.

5.1. Occlusion based visualization

To better understand our network features, we apply occlusion at different portions of the input image with a grey patch and monitor the classifier output. Green patches in Fig 4 indicates the regions where occlusion leads to a strong drop in activation in the feature map. More activation drop can be observed in the live image than in the spoof image, showing that albedo feature contains more texture information of the live image than of a spoof one.

5.2. Contrast cues

We show that contrast is a significant cue for spoofs in current state-of-the-art datasets [8, 61]. To verify contrast as a cue, we first calculated the mean and standard deviation of contrast on the OULU training set for real images and spoof images. We center the images to have zero mean and calculate the root mean square of pixel intensity, i.e. contrast value. For real images, the contrast was $81.64 \pm 14.97$, and for spoof images, the contrast was $72.36 \pm 13.91$. We observe that there is a significant gap between the contrast of real images and spoof images. To remove contrast as a cue, we perform histogram equalization on the images. Next, we retrained the current state of the art method CDCN [65], and we observe a significant drop in performances in Table 6. This performance drop suggests that contrast as a cue is being used in current systems. Hence we propose to use albedo, which is especially well suited to help us in capturing this contrast difference. Complete table with results on all the protocols is shown in supplementary materials.

5.3. Theoretical analysis of ambient lighting

In this section, we consider the effect of ambient lighting on spoof images. In a photograph of a face, appearance is influenced by the lighting. In PAD, one captures a photograph of an existing photograph. Hence, the spoof image is also affected by a second lighting condition, as the Presentation Attack Instrument (the photograph in this case) itself reflects light. We analyze a simple case to show how this second lighting condition can produce effects that could not have arisen in an original photograph of a face.

It is well-known that an image of a convex Lambertian
Table 6: We show the impact of removing contrast as a cue from spoof detection systems. We can see that after removing contrast, we see a performance drop in spoof detection on CDCN[65]. Hence to capture this contrast cue and other lighting cues, we propose to use albedo to detect spoof images.

| Method                     | Protocol | APCER | BPCER | ACER  |
|----------------------------|----------|-------|-------|-------|
| CDCN [65]                  | 1        | 0.4   | 0.0   | 0.2   |
| CDCN contrast removed [65] | 1        | 4     | 3     | 3.5   |

Table 7: Results on OULU-NPU [8] on protocols P=1,2,3,4. We add an albedo component to the CDCN [65] architecture and achieve state-of-the-art results. Our experiment is denoted as “SharinGAN+CDCN” as the last row, where we add albedo component from SharinGAN and add it to CDCN [65].

| P  | Method                  | APCER | BPCER | ACER  |
|----|-------------------------|-------|-------|-------|
| 1  | FaceDs [21]             | 1.2   | 1.7   | 1.5   |
| 1  | FAS-TD [48]             | 2.5   | 0.0   | 1.3   |
| 1  | CDCN++ [65] (Baseline)(Reproduced) | 1.5 | 1.2 | 1.3 |
| 1  | NAS-FAS[55]             | 0.4   | 0.0   | 0.2   |
| 1  | SharinGAN+CDCN          | 0.8   | 0.7   | 0.7   |
| 1  | + Contrastive Loss      | 0.7   | 0.6   | 0.6   |
| 2  | GRADIENT [7]            | 3.1   | 1.9   | 2.5   |
| 2  | STASN [52]              | 4.2   | 0.3   | 2.2   |
| 2  | CDCN++ [65] (Baseline)(Reproduced) | 2.0 | 1.6 | 1.8 |
| 2  | NAS-FAS[55]             | 1.5   | 0.8   | 1.2   |
| 2  | SharinGAN+CDCN          | 1.5   | 1.4   | 1.4   |
| 2  | + Contrastive Loss      | 1.3   | 1.1   | 1.2   |
| 3  | FaceDs [21]             | 4.0±1.8 | 3.8±1.2 | 3.6±1.6 |
| 3  | STASN [52]              | 4.7±3.9 | 0.9±1.2 | 2.8±1.5 |
| 3  | CDCN++ [65] (Baseline)(Reproduced) | 2.3±1.5 | 2.5±1.2 | 2.3±0.7 |
| 3  | NAS-FAS[55]             | 2.1±1.3 | 1.4±1.1 | 1.7±0.6 |
| 3  | SharinGAN+CDCN          | 2.1±1.5 | 2.1±1.1 | 2.0±0.7 |
| 3  | + Contrastive Loss      | 1.7±1.4 | 1.8±1.1 | 1.7±0.7 |
| 4  | FAS-TD [48]             | 14.2±8.7 | 4.2±3.8 | 9.2±3.4 |
| 4  | STASN [52]              | 6.7±10.6 | 8.3±8.4 | 7.5±4.7 |
| 4  | CDCN++ [65] (Baseline)(Reproduced) | 4.5±3.4 | 6.3±4.9 | 5.3±2.9 |
| 4  | NAS-FAS[55]             | 4.2±5.3 | 1.7±2.6 | 2.9±2.8 |
| 4  | SharinGAN+CDCN          | 4.0±1.6 | 6.0±4.8 | 5.0±2.8 |
| 4  | + Contrastive Loss      | 3.4±1.5 | 5.5±4.4 | 4.5±2.7 |

Table 8: Results of intra testing on three protocols of SiW.

| Prot. | Method                          | APCER(%) | BPCER(%) | ACER(%) |
|-------|---------------------------------|----------|----------|---------|
| 1     | CDCN+                           | 0.07     | 0.17     | 0.12    |
| 1     | CDCN + SharinGAN(Outs)          | 0.04     | 0.12     | 0.06    |
| 2     | CDCN++                          | 0.00±0.00 | 0.09±0.10 | 0.00±0.05 |
| 2     | CDCN + SharinGAN(Outs)          | 0.00±0.00 | 0.09±0.10 | 0.00±0.05 |
| 3     | CDCN+                           | 1.97±0.33 | 1.77±0.10 | 1.90±0.15 |
| 3     | CDCN + SharinGAN(Outs)          | 1.43±0.30 | 1.54±0.10 | 1.58±0.15 |

object is primarily determined by the low-frequency components of light, hardly reflecting any of the higher frequency components [36, 37]. Several previous works have applied this model to faces with excellent results, indicating that this is a good model in spite of the non-convex, non-Lambertian aspects of human faces [24, 26, 37, 47]. When a photograph of a face is imaged, the light impinging on the photograph scales its intensities. Below we show that in general, this can introduce higher frequency effects that were not present in the original photo.

5.3.1 Analysis of a simple case

In this section, we analyze the simplified case of a photo of a white Lambertian unit sphere. Then we discuss the relevance of this result to our approach.

We first consider distant, environment map lighting. Distant light can be represented as intensity as a function of direction. We denote this function as $r(\hat{u})$, where $\hat{u}$ is a unit vector indicating direction. With Lambertian reflectance, the irradiance, that is, the intensity of light reflected by a point on the sphere is:

$$i(\hat{v}) = \int_{\hat{u}} r(\hat{u}) \max(0, \hat{u} \cdot \hat{v}) d\hat{u}$$

This is essentially convolution with a cosine filter that is clipped to be non-negative. Analogous to the Fourier basis for signals in $\mathbb{R}^n$, the lighting and irradiance can be written as a linear combination of spherical harmonics. The Funk-Hecke theorem is analogous to the convolution theorem, and tells us that for:

$$r = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} r_l^m Y_l^m$$

we have

$$i = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} i_l^m k_l^0 Y_l^m$$

Here $Y_l^m$ denote the spherical harmonics. The index $l$ indicates the order of the harmonic, corresponding to the frequency in the Fourier basis. Also, $r_l^m$ are coefficients of the spherical harmonic transform of $r$, and $k_l^0$ are coefficients of the transform of the convolution kernel, which is a clipped cosine function. Since this is zonal, only coefficients with $m = 0$ are non-zero.
Table 9: AUC (%) of the model cross-type testing on CASIA-MFSD [63], Replay-Attack [10], and MSU-MFSD [49]

| Method                     | CASIA-MFSD |             |             |             |             | MSU-MFSD |             |             |             |
|----------------------------|------------|-------------|-------------|-------------|-------------|----------|-------------|-------------|-------------|
|                            | Video      | Cut Photo   | Wrapped Photo | Video     | Digital Photo | Printed Photo | Printed Photo | HR Video | Mobile Video |
| DTN [28]                   | 90.0       | 97.3        | 97.5        | 99.9       | 99.9        | 99.6      | 81.6        | 99.9       | 97.5        |
| CDCN                       | 98.48      | **99.90**   | **99.80**   | **100.00** | 99.43       | 99.92     | 70.82       | 100.00     | 99.99       |
| CDCN++                     | 98.07      | 99.90       | 99.60       | 99.98      | 99.89       | 99.98     | 72.29       | 100.00     | 99.98       |
| SharinGAN + CDCN (Ours)    | 98.88      | 99.90       | 99.80       | 100.00     | 99.91       | 99.99     | 73.89       | 100.00     | 99.99       |

For distant lighting, [37] shows that $k_l^0 = 0$ for odd values of $l > 1$. For even values, $k$ decays rapidly, and $k_l^0$ becomes quite small for $l > 2$. This implies that the image is largely determined by the first nine spherical harmonics of the lighting, of order 0, 1, and 2. When the lighting is not distant, [13] show that third order harmonics can also appear in $i$, but their effect becomes minimal when the light source is not very close to the object. For example, when the distance to the light is eight times the sphere’s radius, these effects become almost imperceptible.

Next, we consider the effect of light impinging on a printed photograph that is being imaged to create a spoof. We assume that the photo is matte (eg., Lambertian) and planar. If this is not the case, geometric distortion effects will provide further cues that can be used to detect a spoof. If the photograph is flat, and the light sources are distant, then the light’s intensity is completely uniform on the photo. The effect of light is merely to provide a scale factor to the resulting image. In this case, a photograph of a photograph will look identical to the original photograph, if it were captured with brighter or dimmer light.

If the light is not distant, then the intensity of light striking the photograph is generally not uniform. This effect does not drop off very quickly with the distance to the light. For example, if a source of light is at a 45\(^\circ\) angle to the photograph, and the distance to it is eight times as large as half the width of the photo, the near side of the photograph will receive about 40% stronger illumination than the far side. In the supplementary material we consider the effects of the first order term in the variation of lighting on the photo.

Implications: While we analyze a simple sphere, it is clear that the geometric differences between a face and a sphere will only result in mapping a linear gradient in the image into a more complex variation in lighting on the face, creating potentially more higher order terms. To confirm the linear gradient in the images, we train a linear regressor between real images and spoof images. The linear regression input is the real image, and the output is the spoof image with the same identity. After learning this linear regressor, we multiply the spoof image by this gradient and retrain our RGB baseline on the OULU dataset (Protocol 1). We observe that the performance dropped from TPR@FPR=10^{-2} from 0.53 to 0.51, i.e. error rate for the RGB baseline increases by 3.4%. This shows that a linear gradient is present in OULU and that the baseline method makes use of it to detect spoofs.

Our method of spoof detection makes use of SFSnet. The SFSnet is trained using a reconstruction loss based on a physical model that uses up to second-order harmonics to model lighting. Therefore, the SFSnet learns to push into the albedo components of the image that cannot arise from such lighting. Consequently, when a spoof is taken with a gradient of lighting on the photo that creates third-order harmonics, these will show up as artifacts in the albedo.

6. Conclusion

We propose to use albedo as a signal for PAD. We infer that depth and normal maps are similar for spoof images and non-spoof images, while albedo is visually different. We show that albedo is a better cue for detecting spoofs as compared to normal. We add albedo as an additional signal to seven recent datasets and achieve state-of-the-art results on all of these datasets. We also show that contrast is being used as cue in existing methods, and removing it results in a drastic drop in performances. Finally, we provide theoretical analysis of how albedo can capture double lighting effects in the spoof images. Finally we want to add that researchers should note that for the responsible development of this technology, it's important to consider issues of potential unfair bias and consider testing for fairness.
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