Microscopic models for charge-noise-induced dephasing of solid-state qubits
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Several experiments have shown qubit coherence decay of the form $\exp[-(t/T_2)^{\alpha}]$ due to environmental charge-noise fluctuations. We present a microscopic description for temperature dependences of the parameters $T_2$ and $\alpha$. Our description is appropriate to qubits in semiconductors interacting with spurious two-level charge fluctuators coupled to a thermal bath. We find distinct power-law dependences of $T_2$ and $\alpha$ on temperature depending on the nature of the interaction of the fluctuators with the associated bath. We consider fluctuator dynamics induced by first- and second-order tunneling with a continuum of delocalized electron states. We also study one- and two-phonon processes for fluctuators in either GaAs or Si. These results can be used to identify dominant charge-dephasing mechanisms and suppress them.

I. INTRODUCTION

One of the most challenging obstacles to the realization of solid-state quantum computing devices is decoherence caused by charge noise\textsuperscript{1–6} Charge fluctuations in solid-state devices can arise from several sources, such as Johnson noise from electrical wiring\textsuperscript{4,7,8} evanescent-wave Johnson noise from metallic gates\textsuperscript{9,10} or $1/f$ noise.\textsuperscript{11} The most widely accepted explanation for $1/f$ noise is the presence in the host sample of bistable localized charge states.\textsuperscript{12} Such two-level fluctuators involve tunneling between two spatial configurations with nearly equal potential energy and are routinely observed in amorphous materials.\textsuperscript{13–16} These fluctuators have been observed as spurious resonances in the spectrum of superconducting phase qubits\textsuperscript{17} and have been the subject of an extensive literature in the Josephson qubit community.\textsuperscript{18–22} Similar two-level fluctuators consisting of a charge hopping between localized states have been observed in the environment of various other solid-state devices, including lateral gated heterostructures\textsuperscript{23–26} and self-assembled quantum dots.\textsuperscript{27,28} Two-level fluctuators have thus been considered an important source of qubit dephasing in several theoretical studies.\textsuperscript{29,30}

Despite the ubiquity of two-level charge fluctuators in the solid state, their physical nature can be expected to change from one system to the next. In addition, the microscopic mechanisms causing transitions within pairs of states can hardly be assumed to be universal. For example, the fluctuators can interact with a phonon bath.\textsuperscript{31–35} Alternatively, charge traps near metallic gates or itinerant bands can undergo tunneling.\textsuperscript{36–39} To minimize the consequent deleterious effects on qubit coherence, it is important to be able to discriminate between different fluctuator baths (e.g., phonons or electrons) from a simple set of measurements.

Any experiment that is designed to measure qubit coherence will typically reveal information about the local environment and may shed light on charge dynamics. Qubit coherence is described by the coherence factor, which empirically often takes the form\textsuperscript{31,32}

$$C(t) = \exp[-(t/T_2)^{\alpha}].$$

Here, the coherence time, $T_2$, and stretching parameter, $\alpha$, parametrize the decay of qubit coherence. When $\alpha = 1$, Eq. (1) describes exponential decay, arising from Markovian evolution. For $\alpha \neq 1$, Eq. (1) describes a non-Markovian stretched-exponential ($\alpha < 1$) or compressed-exponential ($\alpha > 1$) decay.

The analysis of coherence measurements giving the above empirical form is often based on phenomenological techniques. In the presence of classical Gaussian dephasing noise, $C(t)$ can be written as a simple function of the associated noise spectrum. An analytical form for the noise spectrum is then chosen to best fit the measured coherence factor, $C(t)$.\textsuperscript{31,32} For example, choosing a $1/f$-like spectrum $S(\nu) \propto 1/\nu^\beta$, with $\beta = \alpha - 1 > 0$, exactly yields a coherence factor described by Eq. (1).

In this paper, rather than assuming a $1/f$-like spectrum, we begin from a generic microscopic model of fluctuator dynamics. This model results in a coherence factor that closely approximates the compressed-exponential form given in Eq. (1). From this model, we find closed-form expressions for the coherence time and stretching parameter, $T_2$ and $\alpha$. These results allow us to predict a crossover from the non-Markovian to the Markovian regime as temperature $T$ is varied. In addition, we find that different microscopic mechanisms giving rise to fluctuator dynamics typically lead to distinct power-law dependences for $T_2(T)$. This should allow experimentalists to distinguish between relevant microscopic noise models.

This paper is divided as follows. In Sec. II we present the general features of the fluctuator model used throughout the paper. This fluctuator model is used in Sec. III to show that the qubit coherence factor is well approximated by the compressed exponential form, Eq. (1). In Secs. IV and V we find analytical expressions for the fluctuator equilibration time and the corresponding noise amplitude for fluctuators coupled to electron or phonon baths, respectively. These expressions are then used in
Sec. IV to find the temperature dependence of the qubit coherence time $T_2$ and the stretching parameter $\alpha$ for the microscopic mechanisms considered in Secs. IV and V.

We conclude by illustrating an application of this theory to recent experiments.

II. TWO-LEVEL FLUCTUATORS

We consider an ensemble of two-level fluctuators coupled to a qubit. Each fluctuator is itself coupled to an independent thermal bath, allowing equilibration [see Fig. 1(a)]. The qubit is subject to a train of fast $\pi$-pulses. In the toggling frame, which accounts for dynamics induced by qubit rotations, the Hamiltonian is then

$$\hat{H} = \hat{H}_Q(t) + \sum_n \left[ \frac{1}{2} \hbar \omega_Q s(t) \hat{\sigma}^z, \frac{1}{2} \hbar \Omega_n \hat{\sigma}^z \hat{\tau}_n^z \right] + \sum_n \hat{H}_{QF}^n(t), \tag{2}$$

where

$$\hat{H}_Q(t) = \frac{1}{2} \hbar \omega_Q s(t) \hat{\sigma}^z, \quad \hat{H}_F^n = \frac{1}{2} \hbar \omega \hat{\sigma}^z \hat{\tau}_n^z, \tag{3}$$

$$\hat{H}_{QF}^n(t) = \frac{1}{2} \hbar \Omega_n s(t) \hat{\sigma}^z \hat{\tau}_n^z. \tag{4}$$

Here, we have introduced the Pauli matrices $\hat{\sigma}^z$ and $\hat{\tau}_n^z$ for the qubit and for the $n$-th fluctuator, respectively. The qubit and fluctuator energy splittings are $\hbar \omega_Q$ and $\hbar \omega_n$, respectively, and the qubit-fluctuator couplings are $\hbar \Omega_n$. The sign function, $s(t)$, alternates between $s(t) = \pm 1$ at times $t_n = t_1, t_2, \ldots, t_{s-1}$, accounting for a sequence of fast $\pi$-pulses, ending at $t = t_s$ [see Fig. 1(d)]. Here we will focus on free-induction decay (no $\pi$-pulse) and Hahn echo (a single $\pi$-pulse) but this notation also allows for a direct extension to other pulse sequences, including, e.g., Carr-Purcell or Uhrig dynamical decoupling. Retaining only the Ising-like terms $\hat{\sigma}^z \hat{\tau}_n^z$ in the qubit-fluctuator Hamiltonian is justified within a secular approximation, in which the qubit and typical fluctuator splittings are assumed to be large compared to the relevant couplings, $\hbar \omega_Q, \hbar \omega_n \gg \hbar \Omega_n$. The fluctuator-bath interaction $\hat{H}_{FB}^n$ and bath Hamiltonian $\hat{H}_B^n$ are left unspecified for now. Microscopic forms for these Hamiltonians are considered in Secs. IV and V, where we analyze fluctuator equilibration dynamics for specific physical systems.

To set up a perturbative expansion, we define $\hat{V}' \equiv \hat{V} - \langle \hat{V} \rangle_F$ and $\hat{H}_0(t) \equiv \hat{H}_0(t) + \langle \hat{V} \rangle_F$, where $\hat{H}_0$ and $\hat{V}$ are defined in Eq. (2). The expectation values $\langle \hat{V} \rangle_F$ are taken with respect to the initial state of the fluctuators. We then move to the interaction picture, taking $\hat{V}'$ as a perturbation (i.e., for a general operator $\hat{O}$, $\hat{O}(t) = U_0^\dagger(t) \hat{O}(t) U_0(t) \equiv \exp \left[ -\frac{i}{\hbar} \int_0^t dt' \hat{H}_0(t') / \hbar \right]$). We thus have

$$\hat{V}'_i(t) = \frac{1}{2} \hbar \xi(t) s(t) \hat{\sigma}^z, \tag{5}$$

and we have introduced the noise operator

$$\xi(t) = \sum_n \Omega_n \left[ \hat{\tau}_n^z(t) - \langle \hat{\tau}_n^z \rangle_F \right]. \tag{6}$$

Our goal is to evaluate the coherence factor parametrized by a pulse sequence $s$,

$$C^s(t_s) = \left| \langle \hat{S}_+(t_s) \rangle \right| \left| \langle \hat{S}_+(0) \rangle \right|, \tag{7}$$

where $\langle \hat{S}_+(t_s) \rangle = \left| \langle [\hat{S}_+(t_s)] + i \langle \hat{S}_-(t_s) \rangle \right| / 2$ is the off-diagonal element of the qubit density matrix in the $\hat{\sigma}^z$ eigenbasis. Under quite general conditions, Eq. (7) can be accurately evaluated using a Magnus expansion.

The leading-order term in the Magnus expansion describes dynamics under the action of the time average of $\hat{V}'_i(t)$. This leading-order term will always dominate at sufficiently short time or for sufficiently rapid fluctuations in the noise operator (see Appendix A). Assuming a large number of independent fluctuators, $\xi(t)$ becomes a source of Gaussian noise due to the central-limit theorem. We will also assume that the noise is stationary, i.e., that the fluctuators are in a steady state. If, in addition, the initial state of the fluctuators and the qubit is separable, the coherence factor is given by

$$C^s(t_s) = \exp \left[ -\frac{1}{2} \int_{t_1}^{t_s} dt_1 \int_{t_2}^{t_1} dt_2 s(t_1) s(t_2) g(t_1 - t_2) \right], \tag{8}$$

$$g(t) = \langle \hat{\xi}(t) \hat{\xi}(0) \rangle, \tag{9}$$

where $s \to \ast$ for free-induction decay and $s \to e$ for Hahn echo. In Appendix A, we consider subleading corrections to the leading-order Magnus expansion and Gaussian approximation. These corrections set limits on the range of validity of Eq. (8).

![FIG. 1. (Color online) (a) A qubit (Q) is coupled to an ensemble of independent fluctuators. Each fluctuator ($F_n$) is itself coupled to an independent bath ($B_n$). (b) A two-level fluctuator. Because of the interaction with its bath, the two-level fluctuator is excited at the rate $\gamma_\uparrow$ and relaxes at the rate $\gamma_\downarrow$. (c) Two-level fluctuators can be, e.g., two localized states (represented by the green wave functions) between which a charge can tunnel. (d) The qubit evolves under the influence of sharp control $\pi$-pulses.](image-url)
In the frequency domain, Eq. (8) becomes
\[ C^s(t_s) = \exp \left[ - \int_{-\infty}^{\infty} d\nu \frac{S(\nu)}{\nu^2} F^s(\nu t_s) \right], \]  
(10)
where the noise spectrum \( S(\nu) \) and filter function \( F^s(\nu t_s) \) are given by
\[ S(\nu) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt e^{i\nu t} g(t), \]  
(11)
\[ F^s(\nu t_s) = \frac{\nu^2}{2} \int_0^{t_s^*} dt s(t) e^{i\nu t} \right]^2. \]  
(12)
A natural way to describe a compressed-exponential decay [Eq. (1)] is to postulate a \( 1/f \)-like noise spectrum
\[ S(\nu) = \frac{A}{|\nu|^\beta}, \]  
(13)
with a general exponent \( \beta \). Such a spectrum can also be justified from noise-spectroscopy measurements.\[52,53\]

Inserting the \( 1/f \)-like spectrum, Eq. (13), into Eq. (10) leads directly to a compressed-exponential decay [Eq. (1)] with stretching parameter \( \alpha \) and coherence time \( T_2^s \) given by
\[ \alpha = 1 + \beta, \]  
(14)
\[ T_2^s = \left( 2A \int_0^\infty dx \frac{F^s(x)}{x^{\alpha+1}} \right)^{-1/\alpha}. \]  
(15)
\( T_2^s \) exists when the integral in Eq. (15) converges, i.e., when \( \alpha < 2 \) for free-induction decay (since \( F^s(x) \propto x^2 \) for \( x \to 0 \)) and when \( \alpha < 4 \) for Hahn echo (since \( F^s(x) \propto x^4 \) when \( x \to 0 \)). One consequence of Eq. (13) is that the stretching parameter \( \alpha \) depends only on the noise spectrum through the exponent \( \beta \) [Eq. (14)], not on the pulse sequence \( s \). This procedure provides a satisfying and useful relationship between the stretching parameter \( \alpha \), coherence time \( T_2^s \), and pulse sequence \( s \). However, ultimately, Eq. (13) amounts to a (non-unique) reparametrization of the observed compressed-exponential decay and does not necessarily provide additional insight into the relevant physical processes or further predictive power. An alternative approach, which we take here, is to directly evaluate fluctuator dynamics from plausible microscopic interactions.

Equation (8) shows that for a given pulse sequence, \( C^s(t_s) \) is entirely determined by the autocorrelation function \( g(t) \) of the fluctuator-induced noise. To evaluate this autocorrelation function, we consider the regime where the fluctuator dynamics are described by a Markovian master equation. The evolution of a fluctuator is Markovian when the fluctuator equilibrates with its local bath on a time scale \( \tau_n \) that is long compared to the bath correlation time \( \tau_B^n \). Typically, \( \tau_B^n \) is set by the inverse bandwidth of bath excitations. When \( \tau_n \gg \tau_B^n \forall n, \) the evolution of the fluctuators is described by a Lindblad-form master equation. Assuming, as illustrated in Fig. [1][a], that each fluctuator is coupled to an independent bath, the reduced density matrix, \( \hat{\rho}_n \), for fluctuator \( n \) evolves according to
\[ \dot{\hat{\rho}}_n(t) = \mathcal{L}_n \hat{\rho}_n(t), \]  
(16)
\[ \mathcal{L}_n = -\frac{i}{\hbar} [\hat{H}_F, \cdot] + \gamma_0^\nu \mathcal{D}[\hat{\tau}_n^+ \cdot] + \gamma_0^\nu \mathcal{D}[\hat{\tau}_n^- \cdot], \]  
(17)
where \( \mathcal{D}[\hat{X}] = \hat{X} \hat{O} \hat{X}^\dagger - \frac{1}{2} (\hat{X}^\dagger \hat{X} \hat{O} + \hat{O} \hat{X} \dagger \hat{X}) \) and where \( \gamma_0^\nu \) and \( \gamma_0^\nu \) are the excitation and relaxation rates for fluctuator \( n \) [see Fig. [1][b]]. It is then straightforward to evaluate \( g(t) \) with the usual multimite averaging formula.\[54\]

Under the stationary-noise assumption, the autocorrelation function of the resulting noise becomes that of a mixture of independent Ornstein-Uhlenbeck processes.\[55,56\]

\[ g(t_1 - t_2) = \sum_n \Delta \xi^2_n e^{-|t_1-t_2|/\tau_n}. \]  
(18)

Here, \( \Delta \xi_n \) is the amplitude of the noise induced by fluctuator \( n \) and \( \tau_n \) is the associated equilibration time. These parameters are related directly to the excitation (relaxation) rates \( \gamma_0^{\nu+n} \) and couplings \( \Omega_n \) through
\[ \Delta \xi^2_n = \Omega_n^2 \frac{4 \gamma_0^{\nu+n} \gamma_0^{\nu+n}}{\gamma_0^{\nu+n} + \gamma_0^{\nu+n}}, \]  
(19)
\[ 1/\tau_n = \gamma_0^{\nu+n} + \gamma_0^{\nu+n}. \]  
(20)

We note that Eqs. (18) to (20) would be unchanged if a pure dephasing term \( \propto \mathcal{D}[\hat{\phi}] \) were added to Eq. (17).

As is well known, a mixture of Ornstein-Uhlenbeck processes, Eq. (18), can approximate a \( 1/f \) noise with an appropriately chosen distribution of amplitudes and equilibration times.\[11,25,29\] It is not, however, generally necessary to approximate a \( 1/f \)-like noise spectrum [Eq. (13)] to find a coherence factor \( C^s(t_s) \) that approximates a compressed-exponential decay. As we illustrate numerically below, even a Lorentzian noise spectrum associated with a single equilibration time \( \tau = \tau_n \) results in an approximate compressed-exponential decay over a wide parameter range.

III. FUNCTIONAL FORM OF THE COHERENCE FACTOR

Substituting the noise autocorrelation function [Eq. (15)] into the coherence factor [Eq. (8)] with the function \( s(t) \) for either free-induction decay \( (s \to *) \) or Hahn echo \( (s \to e) \) gives the closed-form expressions.\[41,60\]

\[ C^s(t_s) = \exp \left[ - \int_0^{t_s} dt f^s(t) \right], \]  
(21)
\[ f^s(t_s) = \frac{t_s}{T_{2M}} - \sum_n \Delta \xi^2_n \tau_B^n \frac{\tau_B^n}{\tau_n} f^s(t_s/\tau_n), \]  
(22)
\[ 1/T_{2M} = \sum_n \Delta \xi^2_n \tau_n. \]  
(23)
where
\[ h^*(x) = 1 - e^{-x}, \]  
\[ h^o(x) = e^{-x} - 4e^{-x/2} + 3. \]  

We define \( T_2^* \) to be the 1/e decay time of \( C^s(t) \) through
\[ f^s(T_2^*) = 1. \]  

The form of \( C^s(t_s) \) as given in Eq. (21) does not generally describe a pure compressed-exponential decay, \( \sim \exp[-(t/T_2^*)^\alpha] \). However, we will show that Eq. (21) can approximate a compressed exponential over a wide parameter range. We therefore define a time-dependent stretching parameter \( \alpha^s(t_s) \) such that, instantaneously, \( f^s(t_s) = (t_s/T_2^*)^{\alpha^s(t_s)} \) and introduce a typical value \( \alpha^s \) of the stretching parameter at the 1/e decay time,
\[ \alpha^s(t_s) = \frac{d \log f^s(t_s)}{d \log(t_s/T_2^*)}, \quad \alpha^s \equiv \alpha^s(T_2^*). \]  

The functions \( f^s(t_s) \) and \( \alpha^s(t_s) \) are shown in Figs. 3a and 2b assuming \( \tau_n = \tau \forall n \). The coherence factor can then be replaced by \( C^s(t_s) \approx \exp[-(t_s/T_2^*)^\alpha] \) with small corrections when \( \alpha^s(t_s) \) varies slowly for \( t_s \) in the vicinity of \( T_2^* \).

The coherence factor behaves very differently in either the “slow-noise” or “fast-noise” regime. These two regimes are determined by the ratio of the correlation time \( \tau \) [the decay time of the noise autocorrelation function \( g(t) \)] to the coherence time, \( T_2^* \). We define the correlation time \( \tau_c \) through
\[ \tau_c = \frac{\int_0^\infty dt g(t) t}{\int_0^\infty dt g(t)} = \sum_n \frac{\Delta \xi_n^2 \tau_n}{\sum_n \Delta \xi_n^2 \tau_n}, \]  

where the second equality follows directly from Eq. (18).

The slow-noise regime is given by \( T_2^* \ll \tau_c \). In this regime, \( g(t) \) is slowly-varying in Eq. (3) over the time scale of interest (\( \sim T_2^* \)). Expanding \( g(t) \) around \( t = 0 \) and keeping the leading nontrivial correction in Eq. (3) then gives the compressed-exponential form in Eq. (1), with \( \alpha = \alpha^s \) and \( T_2 = T_2^* \) for decoupling sequence \( s \), consistent with known results for Gaussian spectral diffusion due to classical noise.

\[ \alpha^s = 2, \quad 1/T_2^* = \left( \frac{1}{2} \sum_n \Delta \xi_n^2 \tau_n \right)^{1/2}, \quad (T_2^* \ll \tau_c), \]  

\[ \alpha^s = 3, \quad 1/T_2^* = \left( \frac{1}{12} \sum_n \Delta \xi_n^2 \tau_n \right)^{1/3}, \quad (T_2^* \ll \tau_c). \]  

In the opposite (fast-noise) regime, \( T_2^* \gg \tau_c \), we evaluate \( T_2^* \) and \( \alpha^s \) from Eqs. (26) and (27). Neglecting exponentially small corrections in \( T_2^*/\tau_c \sim 1 \), we find the coherence times
\[ T_2^* = \frac{\sum_n \Delta \xi_n^2 \tau_n}{\sum_n \Delta \xi_n^2 \tau_n}, \quad (T_2^* \gg \tau_c), \]  

\[ T_2^* = \frac{3 \sum_n \Delta \xi_n^2 \tau_n}{\sum_n \Delta \xi_n^2 \tau_n}, \quad (T_2^* \gg \tau_c) \]  

and stretching parameters
\[ \alpha^s = 1 + \beta^s, \]  
\[ \beta^s = \sum_n \Delta \xi_n^2 \tau_n, \quad (T_2^* \gg \tau_c). \]  

In contrast with the result from an assumed 1/f-like spectrum in Sec. III, here the stretching parameter \( \alpha^s \) is sensitive to the pulse sequence \( s \). In fact, the parameters \( \beta^s \) for echo and free-induction decay are related by a universal factor of three in the fast-noise regime, \( \beta^s \approx 3 \beta^s \).

Eqs. (29) to (35) provide a complete analytical description of both the coherence time \( T_2^* \) and form of decay (through \( \alpha^s \)) in either the slow-noise or fast-noise regime. This description can be related to a microscopic model of fluctuator dynamics through the noise amplitudes \( \Delta \xi_n^2 \) and equilibration times \( \tau_n \). In particular, \( T_2^* \) and \( \alpha^s \) will inherit temperature dependences associated with the fluctuator excitation (relaxation) rates \( \gamma_n^{\alpha} \) through Eqs. (19) and (20). In the rest of this paper, we will evaluate these temperature dependences for physically relevant microscopic mechanisms and connect fluctuator dynamics to qubit coherence through Eqs. (29) to (35). Since the qubit coherence time \( T_2^* \) and noise correlation time \( \tau_c \) typically have distinct temperature dependences, tuning the bath temperature will typically induce a transition between the slow-noise \( (T_2^* < \tau_c) \) and fast-noise \( (T_2^* \gg \tau_c) \) regimes.

To describe the transition from the slow-noise to the fast-noise regime, it is useful to define a dimensionless parameter that controls a Markov approximation:
\[ \eta \equiv \frac{\tau_c}{T_{2M}} = \sum_n \Delta \xi_n^2 \tau_n. \]  

When \( \eta \ll 1 \) (the fast-noise limit), a Markov approximation gives exponential decay (\( \alpha^s = 1 \)), with \( T_2^* \approx T_2 \approx T_{2M} \). In the opposite (slow-noise) limit, \( \eta \to \infty \), we recover the results of Eqs. (29) and (30).

While the coherence factor exhibits a simple form in either the slow-noise or fast-noise limit, it is less clear how to simply describe the decay in the intermediate regime \( \eta \sim 1 \). It is, however, straightforward to numerically verify the assumed compressed-exponential form \( \{ C^s(t_s) = \exp[-(t/T_2^*)^\alpha] \} \). To simplify the analysis, we assume a single equilibration time for all fluctuators, \( \tau_n \equiv \tau \forall n \), corresponding to a pure Lorentzian noise spectrum \( S(\nu) \). In this case, Eq. (21) reduces to
\[ f^s(t_s) = \eta \left[ \frac{t_s}{\tau} - h^s(t_s/\tau) \right]. \]  

In Figs. 2(c-e), we compare \( C^s(t_s) \) with \( \exp[-(t_s/T_2^*)^\alpha] \) for a fixed correlation time \( \tau \) and a range of \( \eta \). For a given value of \( \eta \), the maximum error made in replacing \( C^s(t_s) \) by the compressed-exponential form is
\[ \varepsilon_{\text{max}} \equiv \max_{t_s\in[0,\infty]} \{|C^s(t_s) - \exp[-(t_s/T_2^*)^\alpha]|\}. \]
In this section, we consider charge fluctuators described by Anderson impurities. These impurities can equilibrate through tunnel coupling to a continuum of delocalized electronic states in a reservoir (the bath). The electron reservoirs are held in thermal equilibrium with occupation described by a Fermi-Dirac distribution \( n_F(\epsilon) = 1/\left[\exp[(\epsilon - \mu)/k_B T] + 1\right] \) at a common temperature \( T \) and chemical potential \( \mu \). As illustrated in Fig. 3, we consider both first-order (direct tunneling) and second-order (cotunneling) processes. Qubit decoherence due to fluctuators tunnel-coupled to an electron reservoir has been considered previously in, e.g., Refs. 36–39, and

\[ \gamma_{\alpha \rightarrow \beta} = \frac{2}{\hbar} \sum_i \rho(i)|n\langle \beta|H_{FB}|\alpha\rangle_i|_n|^2 \delta(\hbar \omega_n + E_f - E_i), \]

where \( \alpha \) and \( \beta \) label the initial and final states of the fluctuator, \( i \) and \( f \) label the initial and final states of the bath with energies \( E_i \) and \( E_f \), respectively, and \( \rho(i) \) is the probability for the bath to be initially in state \( i \). In thermal equilibrium, this probability distribution is given by the Fermi-Dirac distribution. We take the continuum

**IV. ELECTRON BATHS**

In the first-order process (direct tunneling), we assume that each impurity \( n \) is coupled to an independent bath through a Fano-Anderson model. We then have

\[ \hat{H}_n^{\alpha} = \sum_{\sigma} \epsilon_n \hat{d}_{n\sigma}^\dagger \hat{d}_{n\sigma}, \quad \hat{H}_{FB}^{\alpha} = \sum_{k\sigma} \epsilon_k \hat{c}_{kn\sigma}^\dagger \hat{c}_{kn\sigma}, \]

\[ \hat{H}_{FB} = \sum_{k\sigma} \left( \epsilon_n \hat{c}_{kn\sigma}^\dagger \hat{d}_{n\sigma} + \epsilon_k \hat{d}_{kn\sigma}^\dagger \hat{c}_{n\sigma} \right). \]

For each fluctuator \( n \), we have introduced \( \hat{d}_{n\sigma} \) and \( \hat{c}_{kn\sigma} \), the annihilation (creation) operators for the localized and delocalized states, respectively. The corresponding eigenenergies are \( \epsilon_n \) and \( \epsilon_k \). The spin index is \( \sigma \in \{\uparrow, \downarrow\} \) and \( t_{kn} \) is the amplitude for tunneling between the impurity and the continuum. Assuming strong Coulomb blockade for each impurity (due, e.g., to a large on-site charging energy), we restrict to the space of singly-occupied \( \langle \alpha \rangle \equiv |\sigma\rangle_n \) and empty \( \langle \beta \rangle \equiv |0\rangle_n \) states. Thus, each impurity \( n \) is a two-level fluctuator with splitting \( \hbar \omega_n = \epsilon_n - \mu \). Each impurity can couple to the qubit through the Coulomb interaction. Under these assumptions, Eqs. (39) and (40) correspond to the physical model of Eq. (2).

In direct tunneling, we find the excitation \( (\gamma_n^{-}) \) and relaxation \( (\gamma_n^{+}) \) rates of a given fluctuator using Fermi’s golden rule,

\[ \gamma_n^{-} = 2 \pi \sum_{i, f} \rho(i)|n\langle \beta|H_{FB}|\alpha\rangle_i|_n|^2 \delta(\hbar \omega_n + E_f - E_i), \]

\[ \gamma_n^{+} = 2 \pi \sum_{i, f} \rho(i)|n\langle \beta|H_{FB}|\alpha\rangle_i|_n|^2 \delta(\hbar \omega_n + E_i - E_f), \]

**FIG. 3.** (Color online) Tunneling processes between localized electron states and a continuum of delocalized states. (a) Direct tunneling. This first-order process is only allowed if \(|\epsilon_{\alpha} - \mu| \lesssim k_B T\), where \( \epsilon_{\alpha} \) is the energy of the localized state for fluctuator \( n \) and \( \mu \) is the chemical potential of the electron reservoir. (b) Cotunneling between pairs of localized states forming a fluctuator \( n \). This second-order process occurs if \(|\epsilon_{\alpha} - \epsilon_{\beta}| \lesssim k_B T\).

**VI. ELECTRON BATHS**

In log-log scale gives \( \alpha^s(t_s) \) [see Eq. (27)]. (b) We approximate \( C^s(t_s) \approx \exp[-(t_s/T_2^s)^{\alpha^e}] \) by taking \( \alpha^e \approx \alpha^s(T_2^s) \). When \( \alpha^s(T_2^s) > 3 \) (in the slow-noise limit, where \( T_2^s/\tau \ll 1 \) is in the blue area), decay is faster than exponential and \( T_2^s \) is given by Eq. (30). When \( \alpha^s(T_2^s) \approx 1 \) (in the fast-noise limit, where \( T_2^s/\tau \gg 1 \) is in the red area), the decay is purely exponential and \( T_2^s \approx T_{2M} \) is given by Eq. (22). (c–e) Comparison of the exact (solid black line) and compressed-exponential (dashed red line) forms of \( C^e(t_s) \). (c) \( \eta = 10 \), (d) \( \eta = 0.1 \), (e) \( \eta = 0.01 \). (f) Maximum error made by taking \( \alpha^e(t_s) \approx \exp[-(t_s/T_2^s)^{\alpha^e}] \) with \( \alpha^e \equiv \alpha^e(T_2^s) \), Eq. (38). Dots correspond to (c–e).

**Fig. 2.** (Color online) Approximate compressed-exponential form of \( C^e(t_s) \) when \( \tau_n \equiv \tau \forall n \). (a) The slope of \( f^e(t_s) \) in log-log scale gives \( \alpha^e(t_s) \) [see Eq. (27)]. (b) We approximate \( C^e(t_s) \approx \exp[-(t_s/T_2^e)^{\alpha^e}] \) by taking \( \alpha^e \equiv \alpha^e(T_2^e) \). When \( \alpha^e(T_2^e) > 3 \) (in the slow-noise limit, where \( T_2^e/\tau \ll 1 \) is in the blue area), decay is faster than exponential and \( T_2^e \) is given by Eq. (30). When \( \alpha^e(T_2^e) \approx 1 \) (in the fast-noise limit, where \( T_2^e/\tau \gg 1 \) is in the red area), the decay is purely exponential and \( T_2^e \approx T_{2M} \) is given by Eq. (22). (c–e) Comparison of the exact (solid black line) and compressed-exponential (dashed red line) forms of \( C^e(t_s) \). (c) \( \eta = 10 \), (d) \( \eta = 0.1 \), (e) \( \eta = 0.01 \). (f) Maximum error made by taking \( \alpha^e(t_s) \approx \exp[-(t_s/T_2^e)^{\alpha^e}] \) with \( \alpha^e \equiv \alpha^e(T_2^e) \), Eq. (38). Dots correspond to (c–e).
limit \( \sum_\mathbf{k} \to \int d\mathbf{q} e^\mathbf{D}_n(\epsilon) \) when summing over the initial and final bath states \( i \) and \( f \). Using Eqs. (19) and (20), we calculate the noise amplitudes \( \Delta \xi_n \) and the fluctuator equilibration rates \( 1/\tau_n \) from \( \gamma_n^\alpha \) and \( \gamma_n^\beta \). This gives

\[
\Delta \xi_n^2 = \frac{8\Omega_n^2 e^{\hbar \omega_n/k_BT}}{(2 + e^{\hbar \omega_n/k_BT})^2},
\]

\[
\frac{1}{\tau_n} = 2\pi \hbar D_{el}(\epsilon_n)|t_n(\epsilon_n)|^2 \frac{1 + e^{\hbar \omega_n/k_BT}}{1 + e^{\hbar \omega_n/k_BT}},
\]

where \( t_n(\epsilon_n) \) is the tunneling amplitude \( t_{kn} \) in the continuum limit. Equation (42) implies that the fluctuators are frozen out and have exponentially small contribution to qubit dephasing when \( \hbar |\omega_n| = |\epsilon_n - \mu| > k_BT \), as expected from Fig. 3. In the opposite (high-temperature) limit, \( k_BT > \hbar |\omega_n| \), we have \( \Delta \xi_n^2 \approx \frac{8}{9} \Omega_n^2 \), giving a maximal contribution to qubit dephasing. In this high-temperature limit, Eq. (43) also gives an equilibration rate that is approximately constant with temperature.

### B. Cotunneling

In the second-order tunneling process (cotunneling), we consider the case where two localized states with energies \( \epsilon_{n\alpha} \) and \( \epsilon_{n\beta} \) are coupled to the same electron reservoir \( n \). We now have

\[
\hat{H}_F^\alpha = \sum_{\sigma} \epsilon_{n\sigma} \hat{d}_{n\sigma}^\dagger \hat{d}_{n\sigma}, \quad \hat{V}_n = \sum_{l,k}\left( t_{kl} \hat{a}_{l\alpha}^\dagger \hat{d}_{n\alpha} + H.c. \right),
\]

where \( l \in \{ \alpha, \beta \} \). In this case, \( \hat{H}_F^\alpha \) is again given by Eq. (39). When \( \mu - \epsilon_{n\alpha} > k_BT \forall l \in \{ \alpha, \beta \} \), direct tunneling is forbidden. However, the cotunneling process illustrated in Fig. 3 can still occur if \( \epsilon_{n\beta} - \epsilon_{n\alpha} < k_BT \). Each fluctuator \( n \) is then described by a pair of localized states coupled to the same bath with fluctuator energy splitting \( \hbar \omega_n = \epsilon_{n\beta} - \epsilon_{n\alpha} \). The fluctuator-bath Hamiltonian corresponding to the (second-order) cotunneling process is obtained using the Schrieffer-Wolff expansion. To leading order in \( \hat{V}_n \), the effective Hamiltonian for this process can be written as

\[
\hat{H}_F^\alpha = \frac{1}{2} \left[ \left( \frac{1}{\hbar} \hat{V}_n \right), \hat{V}_n \right],
\]

where \( \hat{L}_0^\alpha = [\hat{H}_F^\alpha + \hat{H}_B^\alpha, \cdot] \). Using this fluctuator-bath Hamiltonian, we evaluate excitation and relaxation rates using Fermi’s golden rule, Eq. (41). We assume that \( \hbar \omega_n, k_BT \ll \mu \). As written, Eq. (45) contains formal divergences (zero denominators) corresponding to resonant cotunneling processes. These contributions can be systematically regularized leading to exponentially small corrections in the limit \( \mu - \epsilon_{n\alpha} > k_BT \forall l \), which we assume here. Neglecting resonant cotunneling in this limit, from the inelastic cotunneling rates we then find

\[
\frac{1}{\tau_n} \approx \frac{\hbar}{\pi} \left| \frac{\mu}{\hbar} - \epsilon_n \right|^2 \frac{\omega_n \coth (\hbar \omega_n/2k_BT)}{\hbar},
\]

\[
\Delta \xi_n^2 = \Omega_n^2 \sec^2 (\hbar \omega_n/2k_BT).
\]

Here, we have introduced \( \tau_n \equiv (\epsilon_{n\alpha} + \epsilon_{n\beta})/2 \). The difference between \( \Delta \xi_n^2 \) given in Eq. (48) and that given in Eq. (42) for direct tunneling arises from spin degeneracy. As in the case discussed below Eq. (42), Eq. (48) implies that \( \Delta \xi_n^2 \) decays exponentially for \( \hbar \omega_n > k_BT \). However, from Eq. (46), for \( k_BT > \hbar \omega_n \) the equilibration rate \( 1/\tau_n \) now increases linearly with \( T \).

Table I summarizes the distinct temperature dependences obtained for \( 1/\tau_n \) due to the two processes discussed in this section. These will be useful in Sec. VI when we evaluate the temperature dependences of \( T_2 \).

### V. PHONON BATHS

In this section, we evaluate the amplitude \( \Delta \xi_\alpha^2 \) and equilibration time \( \tau_n \) for fluctuators coupled to independent phonon baths. For all processes considered in this section, \( \Delta \xi_n^2 \) is given simply by Eq. (48). To evaluate \( \tau_n \), we will consider one-phonon direct, and two-phonon sum and Raman processes, as indicated schematically in Figs. 4(a-c).

Each fluctuator consists of two impurity states \( |\alpha\rangle \) and \( |\beta\rangle \). These could be, e.g., two localized states in a double well, as illustrated in Fig. 1(c), or the ground and excited states of a single donor impurity. The energy splitting between states \( |\alpha\rangle \) and \( |\beta\rangle \) for fluctuator \( n \) is \( \hbar \omega_n = \epsilon_{n\beta} - \epsilon_{n\alpha} \). Thus, the fluctuator and bath Hamiltonians for fluctuator \( n \) are

\[
\hat{H}_F^\alpha = \sum_{\ell} \epsilon_{\ell\alpha} \hat{d}_{\ell\alpha}^\dagger \hat{d}_{\ell\alpha}, \quad \hat{H}_B^\alpha = \sum_{\lambda} \hbar \omega_{\lambda\alpha} \hat{a}_{\lambda\alpha}^\dagger \hat{a}_{\lambda\alpha},
\]

where \( \hat{a}_{\lambda\alpha}^\dagger \) annihilates (creates) a phonon with wave vector \( \mathbf{q} \) in branch \( \lambda \) of the phonon bath \( n \). We work within the regime of validity of the envelope-function approximation for the impurity. We also assume acoustic phonons with a linearized dispersion. We will focus on two materials: GaAs and silicon. For either material,
ignoring anharmonic corrections, the fluctuator-bath interaction is then given by
\[ \hat{H}_{FB} = \sum_{\sigma q l} \sum_{l' \neq l} A_{q l \sigma} S_{\chi, ll'}^{\sigma}(q) \hat{d}_{n l \sigma} \hat{a}_{q l \sigma} \hat{a}_{-q l \sigma}, \]
where \( l, l' \in \{ \alpha, \beta \} \). In Eq. (50), we have introduced the electron-phonon coupling strength
\[ A_{q l} = A_{q l}^d - i A_{q l}^p, \]
where \( d \) and \( p \) label the deformation and piezoelectric contributions, respectively. The form of these contributions is given in Appendix B in terms of material parameters. In Eq. (50), we have also introduced the form factor
\[ S_{\chi, ll'}^{\sigma}(q) = \int d r |\alpha_{\chi} \varphi_{\chi}(r)|^2 F_{\chi l}^{\sigma}(r) F_{\chi l'}^{\sigma}(r) e^{i q\cdot r}, \]
where \( \varphi_{\chi}(r) \) is the Bloch amplitude with wave vector \( k_{\chi} \) corresponding to the degenerate conduction-band minimum (valley) \( \chi \), and \( F_{\chi l}^{\sigma}(r) \) is the corresponding envelope function for impurity state \( l \) of fluctuator \( n \). \( \alpha_{\chi} \) is the coefficient for valley \( \chi \) appearing in the ground-state wave function \( \sum_{\chi} \alpha_{\chi} F_{\chi l}^{\sigma}(r) \varphi_{\chi}(r) \) of impurity state \( l \).

The coupling between pairs of impurity states is suppressed if they are separated by more than the impurity size, \( \ell_{\text{imp}} \), describing the extent of the envelope function \( F_{\chi l}(r) \) [see Eq. (55), below]. Here, we assume \( \ell_{\text{imp}} \) satisfies
\[ \ell_{\text{imp}} < \hbar v_{\lambda} / k_B T \forall \lambda, \]
where \( v_{\lambda} \) is the phase velocity of branch \( \lambda \). Under the above condition, the typical phonon wavelength \( 2\pi / q_{th} \sim \hbar v_{\lambda} / k_B T \) is much longer than the spacing between coupled impurity states. The form factor \( S_{\chi, ll'}^{\sigma}(q) \) defined in Eq. (50) can then be approximated in the small-\( q \) (long-wavelength) limit.
\[ S_{\chi, ll'}^{\sigma}(q) \approx i |\alpha_{\chi}|^2 q \cdot \varphi_{l l'}^{\sigma}, \]
\[ \varphi_{l l'}^{\sigma} = \int d r |\varphi_{\chi}(r)|^2 F_{\chi l}^{\sigma}(r) F_{\chi l'}^{\sigma}(r), \]
where \( \varphi_{l l'}^{\sigma} \) is the transition dipole matrix element between states \( l \) and \( l' \). To obtain Eq. (54), we have used the first non-vanishing term of a Taylor expansion around \( q = 0 \). This amounts to neglecting phonon-bottleneck effects which suppress the contribution from short-wavelength (high-energy) phonons having a typical wavelength on the order of the impurity spacing. For \( v_{\lambda} = 3070 \text{ m/s} \) (the smallest phase velocity among all the relevant branches in GaAs and silicon) and \( T = 100 \text{ mK} \), Eq. (53) implies that these bottleneck corrections can be neglected when \( \ell_{\text{imp}} < 2 \mu \text{m} \).

At higher temperature or in the presence of a nonthermal source of phonons, it may be necessary to account for the full \( q \)-dependence in Eq. (52). This can be done, in principle, although the resulting temperature dependences will generally be more complicated, not described by the robust power laws we find here in the low-temperature limit.

A. Direct (one-phonon) processes

Figure 4 illustrates the fluctuator-phonon processes considered in this section. In the leading-order process, the fluctuator absorbs or emits a phonon with frequency \( \omega_{\chi q} = \omega_{\alpha \beta} \) [see Fig. 4(a)]. The equilibration rate corresponding to this process is obtained from the coupling Hamiltonian, Eq. (50), using Fermi’s golden rule, Eq. (41). In GaAs, the conduction band has a unique minimum (a single valley), such that \( \alpha_{\chi} = \chi_{\lambda} \) in Eq. (54). In contrast, the conduction-band minimum of bulk silicon is six-fold degenerate. For silicon, we take \( \alpha_{\chi} = 1/\sqrt{6} \forall \chi \), consistent with the ground state for donor impurities. Other choices of \( \alpha_{\chi} \) would not change the final temperature dependence of the equilibration rate. We also assume the transition dipole matrix element to be valley-independent, \( \varphi_{nl}^{\alpha \beta} = \varphi_{nl}^{\gamma \delta} \forall \chi \). Valley-independence of \( \varphi_{nl}^{\alpha \beta} \) amounts to neglecting anisotropy of the envelope functions \( F_{\chi l}(r) \) and thus of the effective mass. With the above assumptions, we find the equilibration rate for the direct process
\[ \frac{1}{\tau_{nl}^{\alpha \beta}} = \left[ \frac{1}{3} \frac{2}{\epsilon_{14}} \left( \frac{\omega_n}{v_{\lambda A}} \right)^4 + \frac{4}{35} \left( 1 + \frac{4}{3} \right)^2 \left( \frac{\epsilon_{14}}{e} \right)^2 \left( \frac{\omega_n}{v_{\lambda A}} \right)^2 \right] \times \frac{9 \pi}{\hbar} \frac{\omega_n}{m_\alpha v_{\lambda A}^2} |\varphi_{\alpha \beta}|^2 \coth \left( \frac{\hbar \omega_n}{k_B T} \right), \]
where \( \xi = v_{\lambda A} / v_{\lambda S} \), with \( v_{\lambda A} \) and \( v_{\lambda S} \) the phase velocities of the longitudinal and transverse acoustic branches, respectively. Equation (55) assumes the piezoelectric tensor for a zincblende-structure material, such as GaAs. For this structure, the only non-vanishing tensor element is \( e_{14} \) (in Voigt notation). Silicon is not piezoelectric, resulting in \( e_{14} = 0 \). We have also introduced the Debye frequency \( \omega_D \), the elementary charge \( e \), the mass per lattice atom \( m_\alpha \), and the static dielectric constant \( \varepsilon \). In GaAs, \( \Xi = a(G_{1e}) \approx -8.6 \text{ eV} \), where \( a(G_{1e}) \) is the volume deformation potential for the conduction-band minimum. In silicon, \( \Xi = 0 \), with \( \Xi_d \) and \( \Xi_u \) deformation potentials at zone boundaries.

B. Two-phonon processes

We now consider the second-order processes stemming from the coupling Hamiltonian, Eq. (50). We first consider the two-phonon sum process. In this case, two phonons with frequencies satisfying \( \omega_{\chi q} + \omega_{\chi' q'} = \omega_{\alpha \beta} \) are simultaneously absorbed or emitted [see Fig. 4(b)].

We also include the Raman process, in which a phonon in mode \( q \lambda \) is absorbed and another is emitted in mode \( q' \lambda' \), with the constraint \( \omega_{\chi q} - \omega_{\chi' q'} = \omega_{\beta} \) [see Fig. 4(c)]. Both of these second-order processes require the presence of an auxiliary third level \( |\gamma\rangle \), with energy splittings relative to states \( |\alpha\rangle \) and \( |\beta\rangle \), denoted by \( \hbar \omega_{\alpha \gamma} \) and \( \hbar \omega_{\beta \gamma} \).

We obtain the effective Hamiltonians for these second-order processes using the leading-order Schrieffer-Wolff
expansion, Eq. (45), taking $\hat{V} = \hat{H}_F^R$ from Eq. (50). In general, resonant denominators arise in these second-order processes for $\omega_{QA} = \omega_{\text{ee}}, \omega_{\text{ph}}$. We neglect contributions from these resonances, which are exponentially suppressed for $\hbar\omega_{\text{ee}}, \hbar\omega_{\text{ph}} \gg k_B T$. We then evaluate the corresponding fluctuator equilibration rates using Fermi’s golden rule, Eq. (41). For $\hbar\omega_n < k_B T$, we find the temperature and fluctuator-splitting dependences of the sum and Raman processes shown in Table II. Explicitly, the equilibration rate for the Raman process is

$$\log(1/\tau_n) \propto T^7 \sim T^7 \text{Raman (def.)},$$

$$\frac{1}{\tau_n} = \frac{1}{\tau_n^D} + \frac{1}{\tau_n^R},$$

as a function of temperature. The solid red (dashed blue) line shows the equilibration rate for a fluctuator in GaAs (silicon). For either material, Fig. 4(d) illustrates a typical crossover from a low-temperature rate dominated by the direct (one-phonon) process $1/\tau_n \simeq 1/\tau_n^D \propto T$ to a high-temperature rate dominated by the two-phonon Raman process $(1/\tau_n \simeq 1/\tau_n^R \propto T^7)$ for piezoelectric coupling and $1/\tau_n \simeq 1/\tau_n^D \propto T^{11}$ for deformation-potential coupling; see Table II.

From Eq. (60), the piezoelectric contribution dominates the direct (one-phonon) process when $\omega_n < \omega_{\text{crit}}^D$, where

$$\omega_{\text{crit}}^D = \sqrt{\frac{12}{35}} \frac{1}{\tau_n} \left(1 + \frac{3}{2} \Xi \frac{\varepsilon \varepsilon_{14}}{\varepsilon^2 \Xi} \right).$$

For the Raman process, the piezoelectric mechanism dominates [see Eq. (57)] when $T < T_{\text{crit}}$, where

$$T_{\text{crit}} = \frac{1}{\tau_n^D} \left(\frac{11}{35}\right)^{1/4} \frac{\hbar\omega_{\text{crit}}^D}{k_B}.$$
This feature is indeed visible in Fig. 4(d). Quite significantly, $T_c$ depends only on material parameters and is therefore completely independent of the details of the fluctuators themselves.

In summary, all qualitative differences between the results for GaAs and silicon in Fig. 4(d) arise for $T < T_c$ (GaAs), where the piezoelectric contribution dominates in GaAs.

VI. COHERENCE TIME AND STRETCHING PARAMETER FROM MICROSOPIC MODELS

In this section, we use the expressions for $\Delta \xi^2$ and $1/\tau_n$ found from microscopic models in Secs. IV and V to find the temperature dependences of $T_2^*$ and $\alpha^*$. We first proceed numerically, which allows us to access the full temperature range. We then find explicit analytical expressions in either the slow-noise ($\tau_c \gg T_2^*$) or fast-noise ($\tau_c \lesssim T_2^*$) regime. We finally discuss implications for the interpretation of experiments.

A. Numerical evaluation

For numerical evaluation, we take the fluctuator frequency $\omega_n$ to vary inhomogeneously between fluctuators, but take all other parameters (tunnel couplings, form factors, fluctuator-qubit couplings) to be approximately independent of $n$. Taking the continuum limit of Eqs. (22) and (23) for a large number of fluctuators $\sum_n \to \int d\omega$, $\Delta \xi^2 \to \Delta \xi(\omega)$, $\tau_n \to \tau(\omega)$ then gives

$$f^* = \frac{t^*}{T_{2M}} - \int_0^\infty d\omega D(\omega) \Delta \xi^2(\omega) \tau^2(\omega) h^s[t_s/\tau(\omega)],$$

$$1/T_{2M} = \int_0^\infty d\omega D(\omega) \Delta \xi^2(\omega) \tau(\omega),$$

where $D(\omega)$ is the fluctuator density of states. The qubit coherence time $T_2^*$ is then given directly from the numerical solution of Eq. (26) and the stretching parameter $\alpha^*$ is given by Eq. (27). The resulting temperature dependences strongly depend on the density of states $D(\omega)$. Here, we assume a near-constant density of states $D(\omega) \simeq D(0)$ for $\omega \lesssim k_BT/\hbar$, where the integrand carries appreciable weight [the integral in Eq. (62) is cut off by $\Delta \xi^2(\omega) \sim e^{-h\omega/k_BT}$ at high frequency]. In systems where a non-constant density of states is expected or measured, this could easily be incorporated in Eq. (62), above.

We use the numerical method described above to evaluate $T_2^*$ and $\alpha^*$ as a function of temperature $T$ accounting for the two-phonon Raman [Figs. 5(a),(b)] and direct-tunneling [Figs. 5(c),(d)] processes. A measurement of the distinct temperature dependences shown in Fig. 5 could be used to distinguish different microscopic mechanisms. In Figs. 5(a),(b), the red solid lines show the temperature dependences expected in GaAs, where piezoelectric coupling to phonons dominates for $T < T_c \approx 1.0K$, but the deformation mechanism dominates for $T > T_c$. The blue dashed lines in Figs. 5(a),(b) show the expected behavior for silicon, where only the deformation mechanism is relevant. The transition between distinct power-law dependences in $T_2^*$ shown in Figs. 5(a),(c) occurs in the crossover regime, when $\tau_c/T_2^* \gtrsim 1$. Unlike $T_c$, discussed above, the temperature scale determining this crossover is generally non-universal, depending on the specific details of the fluctuators and their coupling to the qubit. The distinct upturn in $T_2^*$ at large $T$ in Fig. 5(a) is due to motional averaging; the Raman mechanism leads to a strong reduction in the noise correlation time at large $T$ ($\tau_c \propto 1/T^7$ or $\tau_c \propto 1/T^{11}$), which cannot be compensated by the slow growth in the noise amplitude ($\propto T$) for a constant density of states. The result is a fast averaging of the noise and a resulting increase in coherence time $T_2^*$. It should be possible to observe such an upturn experimentally when other high-temperature qubit-dephasing mechanisms can be suppressed. These mechanisms may arise, e.g., from direct coupling of the qubit to phonons, resulting in exponentially-activated pure dephasing from single-phonon absorption and emission, or from strongly temperature-dependent pure-dephasing rates due to multi-phonon processes.

For all processes investigated here, there is a crossover, as a function of temperature, from the fast-noise (Markovian) limit, $\tau_c/T_2^* \ll 1$, in which $\alpha^* \simeq 1$, to the slow-noise limit, $\tau_c/T_2^* \gg 1$, where $\alpha^* \simeq 3$ (see Sec. III). Strikingly, for the Raman process, the crossover is from the slow-noise to the fast-noise limit with increasing temperature [Fig. 5(b)]. In contrast, the tunneling process leads to a crossover from fast- to slow-noise with increasing temperature [Fig. 5(d)]. In the case of the Raman process, the fast-noise limit is naturally reached at large temperature because of the rapid decrease of the noise correlation time ($\tau_c \sim 1/T^7$ or $\tau_c \sim 1/T^{11}$) in combination with an increase in $T_2^*$ due to motional averaging (see the discussion above). For the tunneling process, the correlation time saturates at high temperature $T_2^* \sim T_n \propto \text{const}$. (see Table I), while the amplitude of the noise increases as progressively more fluctuators satisfying $\hbar \omega_n \lesssim k_BT$ contribute, leading to a decrease in $T_2^*$ and a corresponding transition to the slow-noise limit $\tau_c/T_2^* \gg 1$ at high temperature.

B. Slow- and fast-noise regimes

As described above, given sufficient microscopic information, it is possible to make quantitative predictions for the temperature dependence of the qubit coherence time $T_2^*$ and stretching parameter $\alpha^*$. To do this, we would need a good description of the relevant transition dipole matrix elements $\epsilon_{n,2\beta}$ or tunnel couplings $t_{n,\alpha}(\epsilon)$ as well as the fluctuator density of states and microscopic
TABLE III. Temperature dependence of the coherence factor $C^\omega(t_s) \simeq \exp[-(t_s/T_2^\omega)\alpha^\omega]$ for a qubit coupled to fluctuators interacting with either an electron bath (first two rows) or a phonon bath (last four rows). We give the coherence-time temperature dependences for both free-induction decay ($s \to +$) and Hahn echo ($s \to e$) in the limits of fast noise (Markovian, $\tau_c \ll T_2^\omega$) and slow noise ($\tau_c \gg T_2^\omega$). In the crossover regime, we also give the temperature dependence of $\beta^\omega = \alpha^\omega - 1$ for $\tau_c \lesssim T_2^\omega$. The last column indicates whether $\alpha^\omega$ increases ($\uparrow$) or decreases ($\downarrow$) as a function of temperature $T$. All these results are obtained for a near-constant fluctuator density of states $D(\omega) \simeq D(0)$ for $\omega \lesssim \omega_\text{osc}/T$. Different densities of states could easily be accounted for using Eqs. (65) to (67). Predictions for the two-phonon sum process are absent since, for $\hbar \omega_n < k_B T$, these processes are always negligible relative to the Raman processes (see Sec. V).

| Process | Fast noise ($\tau_c \ll T_2^\omega$) | Slow noise ($\tau_c \gg T_2^\omega$) | Crossover ($\tau_c \lesssim T_2^\omega$) |
|---------|------------------------------------|------------------------------------|----------------------------------------|
| Direct tunneling | $\propto T$ | $\propto T^{1/2}$ | $\propto T$ |
| Cotunneling | $\propto 1$ | $\propto T^{1/2}$ | $\propto T^{-1}$ |
| Direct (deformation) | $\propto T^{-1/2}$ | $\propto T^{1/2}$ | $\propto T^{-11/2}$ |
| Direct (piezoelectric) | $\propto T^{-4}$ | $\propto T^{1/3}$ | $\propto T^{-11}$ |
| Raman (deformation) | $\propto T^{-10}$ | $\propto T^{4}$ | $\propto T^{-21}$ |
| Raman (piezoelectric) | $\propto T^{-6}$ | $\propto T^{8/3}$ | $\propto T^{-13}$ |

FIG. 5. (Color online) Hahn-echo coherence time $T_2^\omega$ and corresponding stretching parameter $\alpha^\omega$ (a) Coherence time from the Raman phonon process in GaAs (solid red line) and silicon (dashed blue line). (b) Corresponding stretching parameter. (c) Coherence time for the direct tunneling process. (d) Corresponding stretching parameter. (a-b) Material parameters take the same values as given in the caption of Fig. 4 for GaAs and silicon. For the Raman process, we choose $\phi_{\alpha \beta} = 0$, $\phi_0^\omega = 100 \text{ nm}$, $\hbar \omega_n^\omega = 200 \text{ meV}$, and $D(0)\beta_\alpha n = 1 \times 10^3 \text{ s}^{-1}$ for $\nu \neq n$. These numbers are chosen to give $T_2^\omega \sim 1 \mu$s and $\alpha^\omega \simeq 1$ for $T \sim 100 \text{ mK}$, consistent with Ref. 3. The decay is given by a compressed exponential with $\alpha^\omega > 1$ at low temperature, but becomes exponential ($\alpha^\omega = 1$) at higher temperature. (c-d) For the direct tunneling process, we choose $D(0)\beta_\alpha n = 1 \times 10^3 \text{ s}^{-1}$ and $2\pi D_\alpha n(\epsilon_{\alpha n})|\eta_{\alpha n}(\epsilon_{\alpha n})|^2 = 10^3 \text{ s}^{-1}$ for $\nu \neq n$. The behaviors of $T_2^\omega(T)$ and $\alpha^\omega(T)$ are radically different for the two-phonon mechanism and tunneling mechanism, which makes them easily distinguishable. As explained in the main text, various other qubit dephasing channels can become relevant at higher temperatures, possibly obscuring the crossovers seen here in any given experiment.

Material-specific parameters. When the specific impurities associated with charge noise can be identified, it may be possible to estimate or measure these quantities. In many experiments, however, it may be difficult to establish the specific source of charge noise and the associated parameters. In this case, we can still make strong analytical predictions about the scaling of $T_2^\omega$ with temperature in either the fast-noise ($\tau_c \lesssim T_2^\omega$) or slow-noise ($\tau_c \gg T_2^\omega$) regime.

We allow the qubit-fluctuator couplings $\Omega_n$, dipole matrix elements $\phi_{\alpha \beta}^\omega$, etc. to vary generally with $n$. However, to make analytical progress, we assume that these parameters are approximately independent of $\omega_n$ for $\omega_n \lesssim \omega_\text{osc}/k_B T$ where $\Delta \xi^2(\omega_n)$ is appreciable. To determine the simple scaling behavior, we replace the exponential dependence $\Delta \xi^2(\omega_n) \sim e^{-\hbar \omega_n/k_B T}$ with a hard cutoff at $\hbar \omega_n = k_B T$. Taking the continuum limit of Eq. (23) for the fast-noise limit ($\tau_c \ll T_2^\omega$) then gives

$$\frac{1}{T_2^\omega} = \frac{1}{T_2^\omega} = \frac{1}{T_2^{\text{2M}}} \propto \int_0^{k_B T/h} d\omega D(\omega)\tau(\omega, T). \quad (64)$$

With the same assumptions, we perform the continuum limit in Eqs. (29) and (30) for the slow-noise limit ($\tau_c \gg T_2^\omega$), giving

$$\frac{1}{T_2^\omega} \propto \left[ \int_0^{k_B T/h} d\omega D(\omega) \right]^{1/2}, \quad (65)$$

$$\frac{1}{T_2^\omega} \propto \left[ \int_0^{k_B T/h} d\omega D(\omega) \tau(\omega, T) \right]^{1/3}. \quad (66)$$

From Eqs. (64) to (66) for $\beta^\omega$ and $\eta$, we also have, in the fast-noise regime

$$\beta^\omega \propto \eta \propto \int_0^{k_B T/h} d\omega D(\omega)\tau^2(\omega, T). \quad (\tau_c \lesssim T_2^\omega) \quad (67)$$
In the slow-noise limit, the inhomogeneously broadened decay time $T_2^*$ is independent of the fluctuator equilibrium time $\tau_n$. This decay time is therefore independent of the specific microscopic mechanism giving rise to fluctuator dynamics and can be used to measure the frequency dependence of the fluctuator density of states. Indeed, taking $D(\omega) = D_0\omega^a$, Eq. (65) gives

$$1/T_2^* \propto T^{-\frac{a+1}{2}}$$

where we have assumed $a > -1$. Thus, the scaling with temperature of $1/T_2^*$ in the slow-noise regime can be used to determine $a$ under the assumption that fluctuator parameters other than $\omega$ (i.e., $\Omega_n$, $p_{\alpha\beta}$, etc.) are approximately frequency-independent for $\omega \lesssim k_B T/h$.

In Tables I and II, we give the $a$ and $T$ dependences for all fluctuator-bath processes considered in this paper. Substituting these dependences into Eqs. (64) to (66) and assuming a constant fluctuator density of states ($a = 0$) gives the power-law scalings for $T_2^*$ shown in Table III. These scalings are consistent with those obtained numerically in Fig. 5. Similar tables could easily be built for different values of $a$, i.e., for non-constant fluctuator densities of states.

In Fig. 6, we plot $\beta^e = \alpha^e - 1$ as a function of temperature for the Raman process [Fig. 6(a)] and direct tunneling [Fig. 6(b)]. We evaluate Eqs. (22) and (63) numerically with the same assumptions and parameters as described in the caption of Fig. 5. These numerical results are represented in Fig. 6 by circles and triangles. The analytical predictions of Table III are also plotted as straight lines. As expected from the discussion above Eq. (61), these analytical results only substantially deviate from exact numerical calculations when $\beta^e \gtrsim 3\eta - 1$, corresponding to $\tau_c \sim T_2^*$. Indeed, when $\eta \to \infty$ (the slow-noise limit), Eq. (67) predicts an unbounded growth of $\beta^e$, while, from Eqs. (29) and (30), $\beta^e$ saturates to $1/2$ for free-induction decay (Hahn echo). However, for $\tau_c > T_2^*$, Eq. (67) and the corresponding power laws in Table III still give the trends in $\alpha^e$ [increasing (↑) or decreasing (↓)] shown in Table III.

In Table III all processes we have considered can be distinguished from a combined measurement of the temperature dependence of $T_2^*$ and $\beta^e$. From this table, it should be possible to rule out specific fluctuator noise mechanisms based on a measurement of $T_2^*$ and $\alpha^e$ as a function of temperature.

C. Relevance to experiment

To assess the usefulness of the approach described here, we now consider an application to a recent experiment. In Ref. 3 Dial et al. have observed coherence decay as a function of temperature for a qubit defined by singlet and triplet spin states in a two-electron double quantum dot in GaAs. These measurements revealed an approximate linear dependence of the inhomogeneously broadened decay time, $T_2 \propto A - BT$, with $\alpha^e = 2$ for temperatures between $\sim 50$ mK and $\sim 250$ mK. This behavior may be compatible with any dependence $T_2^* \propto 1/T^\frac{-13}{2}$ given by Eq. (68) with $a > -1$. Thus, a more precise measurement of $T_2^*$ as a function of temperature may establish the specific form of the fluctuator density of states in this experiment.

Under the assumption of a constant fluctuator density of states [$D(\omega) \sim \omega^a$ with $a = 0$], we attempt to apply the results of Table III to describe the experimental results of Ref. 3. In Ref. 3 the authors measured $T_2^*(T)$ and $\alpha^e(T)$ and found that: (i) $T_2^*(T) \propto T^{-\gamma}$ with $\gamma \sim 2$ for the whole temperature range of the experiment, (ii) $\beta^e$ decreases monotonically as $T$ increases from $\sim 50$ mK to $\sim 150$ mK, and (iii) $\beta^e \lesssim 0.7$ for the whole temperature range, corresponding to the fast-noise regime, in which $\tau_c \lesssim T_2^*$. In this regime, Eqs. (32) and (35) yield $T_2^* \sim T_{2M}/(1 + \beta^e) \sim T_{2M}$ up to a correction $O(\beta^e T_{2M})$. The first column of Table III should then accurately reflect the trend in $T_2^*(T)$ in the fast-noise regime, consistent with $\beta^e \to 0$. For all phonon mechanisms, we find that $T_2^*$ increases with temperature for $\tau_c \lesssim T_2^*$, while the data from Ref. 3 exhibit the opposite trend. The only mechanism in Table III for which $T_2^*$ correctly decreases when $T$ increases in the fast-noise regime is direct tunneling. However, for this process, $\beta^e$ increases monotonically with temperature, in contradiction with the experimental data of Ref. 3. Therefore, under the assumption of a constant density of states, none of the physical processes displayed in Table III can, alone, explain all the observations listed above.

One of the assumptions behind Table III may be violated in the context of Ref. 3. Here, we review the assumptions and limitations leading to this table. To begin with, it may be that the true fluctuator density of states was not constant in the experiment of Ref. 3. A precise measurement of $T_2^*$ in the slow-noise regime can be used to establish the true frequency dependence of the fluctuator density of states through Eq. (68). In addition, for phonon mechanisms, we have assumed a long-
wavelength limit to establish the low-frequency behavior of the fluctuator equilibration rates. From Eq. (69), this assumption may be violated for fluctuators with large extended orbital states, or at high temperatures, leading to phonon-bottleneck effects. Finally, we have assumed that the dominant dephasing mechanism results from coupling to charge fluctuators. It is, of course, possible that other decay channels become relevant. For example, in the presence of an independent extrinsic Markovian dephasing process, the coherence factor takes the form

\[ C^c(t_s) = \exp \left[ -\frac{t_s}{T_2^s} - \left( \frac{t_s}{T_2^s} \right)^{\alpha^*} \right]. \] (69)

In the above equation, \( T_2^s \) and \( \alpha^* \) are the decay time and stretching parameter for the fluctuator processes presented here, while \( T_2^s \) is the decay time due to an additional Markovian dephasing process acting directly on the qubit. At high temperature, many extrinsic dephasing mechanisms (not related to charge fluctuators) may become relevant (these may be due, e.g., to coupling to phonons). The first term in Eq. (69) may then dominate over the second. To ensure that the fluctuator mechanisms presented in this paper are the dominant source of dephasing, it may be necessary to understand and suppress alternative sources of dephasing (by, e.g., working at sufficiently low temperature). Alternatively, when these alternate sources of dephasing are well understood, a combined formula such as Eq. (69) could be used to extract the values of \( T_2^s \) and \( \alpha^* \) associated with fluctuator dynamics, even in the presence of extrinsic dephasing mechanisms.

To further illustrate how Eq. (69) can be used to identify interactions at the origin of fluctuator dynamics, we apply it to the analysis of the data from Ref. 3. We take \( T_2^s \) to be the Hahn-echo decay time for one of the fluctuator processes of Table III in the slow-noise limit (in which \( \alpha^* = 3 \)). When \( T_2^s < T_2^c \), the contribution to qubit decay of the extrinsic Markovian process dominates over the contribution of the fluctuators. We then find the qubit decay time \( T_2 \) including both fluctuator and extrinsic processes. We do so by setting the argument of the exponential in Eq. (69) equal to one and solving for \( t_s \equiv T_2 \) using an expansion in increasing powers of \( T_2^s/T_2^c \). Substituting the resulting expression for \( T_2 \) in the definition of the stretching parameter \( \alpha \), Eq. (27), we find the form of \( \beta \) including both processes (fluctuator and extrinsic) to leading order in \( T_2^s/T_2^c \). We take \( T_2 \simeq T_2^s \propto T^{-2} \) for the extrinsic dephasing mechanism, as measured in the experiment of Ref. 3 and \( T_2^s \propto T^{-\gamma} \), with \( \gamma \) the appropriate exponent for the relevant fluctuator mechanism from Table III. We then find, to leading order in \( T_2^s/T_2^c \),

\[ \beta \propto T^{3(\gamma-2)}. \] (70)

The decreasing trend for \( \beta(T) \) observed in Ref. 3 from \( \sim 50 \) mK to \( \sim 150 \) mK is thus reproduced for \( \gamma < 2 \), consistent with all the fluctuator mechanisms from Table III in the slow-noise limit except for the Raman phonon process. With the help of Eq. (70), \( \gamma \) could be estimated through a precise measurement of \( \beta \) as a function of \( T \), allowing for further identification of fluctuator processes.

VII. CONCLUSIONS

We have described qubit dephasing due to two-level fluctuators undergoing equilibration dynamics with either electron or phonon reservoirs. Even for a Lorentzian noise spectrum, which arises naturally for two-level fluctuators, the qubit coherence factor is well approximated by a compressed exponential \( \exp[-(t_s/T_2^s)^{\alpha^*}] \). In contrast with the situation for 1/f noise, here the stretching parameter \( \alpha^* \) depends on the chosen pulse sequence \( s \) and obeys a universal relation, \( (\alpha^* - 1)/(\alpha^* - 1) \approx 3 \), in the fast-noise regime, in which \( T_2^s \gtrsim \tau_c \).

We have determined the explicit temperature dependences for the stretching parameter \( \alpha^* \) and coherence time \( T_2^s \) from several microscopic mechanisms giving rise to fluctuator equilibration dynamics. These mechanisms include direct tunneling and cotunneling between localized electronic states and an electron reservoir. We have also considered coupling of two-level charge fluctuators to a phonon bath. In the latter case, we have allowed for direct phonon absorption and emission, as well as the two-phonon sum and Raman processes. We have found that different fluctuator-bath processes lead to distinct temperature dependences for \( T_2^s \) and \( \alpha^* \). A measurement of the predicted temperature dependences should thus allow to experimentally distinguish between physical processes at the origin of fluctuator noise, providing an additional tool to suppress charge noise.
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Appendix A: Corrections to the leading-order Magnus expansion and the Gaussian approximation

The discussion in Sec. II applies when the fluctuator dynamics are well described by the leading term in the Magnus expansion under a Gaussian approximation. In this Appendix, we derive the leading-order corrections to the formulas of Sec. II and find a simple condition for which these corrections can safely be neglected.

Using the Magnus expansion, the interaction-picture time-evolution operator corresponding to the perturbation given by Eq. (5) is (taking \( t \equiv t_s \) to simplify the
Here, the term $\hat{H}_M^{(m)}(t)$ results from $m$ integrals of $m - 1$ nested commutators involving the interaction-picture perturbation $V_i(t)$. When the perturbation is sufficiently weak, contributions with large $m$ will be suppressed since $\hat{H}_M^{(m)}(t) = O\left( V_i(t)^m \right)$. Explicit expressions for the first few orders of the Magnus expansion can be found in the literature. To evaluate the coherence dynamics of the qubit, we calculate

$$\langle \hat{\sigma}^+(t) \rangle = e^{i\phi(t)} e^{i\hat{H}_M(t)\hat{\sigma}^+ \hat{U}(t)\hat{\sigma}(0)}, \tag{A2}$$

with $\phi(t)$ given by

$$\phi(t) = \omega Q \int_0^t dt s(t), \tag{A3}$$

$$\omega' Q = \omega_Q + \sum_n \Omega_n \langle \hat{r}_n^z \rangle. \tag{A4}$$

Even-order terms in the Magnus expansion are proportional to $(\hat{\sigma}^z)^{2m} = 1$ while odd-order terms are proportional to $(\hat{\sigma}^z)^{2m+1} = \hat{\sigma}^z$. Thus, we have

$$\hat{U}(t)\hat{\sigma}^+ \hat{U}(t) = e^{i\hat{L}_M(t)\hat{\sigma}^+}, \tag{A5}$$

$$\hat{L}_M(t) = \frac{1}{2} \left[ \hat{H}_M^{\text{odd}}(t)\hat{\sigma}^+ + \hat{H}_M^{\text{even}}(t) \right]. \tag{A6}$$

where we have introduced $\hat{H}_M^{\text{odd}}(t) = \sum_{m=0}^\infty \hat{H}_M^{(2m+1)}(t)$ and $\hat{H}_M^{\text{even}}(t) = \sum_{m=0}^\infty \hat{H}_M^{(2m)}(t)$. Each $\hat{H}_M^{(m)}(t)$ is the $m$-th order term in the Magnus expansion associated with $V_i(t) = s(t)\hat{\xi}(t)$. Expanding $e^{i\hat{L}_M(t)}$ in a Taylor series around $L_2(t) = 0$ and applying every resulting term on $\hat{\sigma}^+$, we find a recursion relation that leads to

$$\hat{U}(t)\hat{\sigma}^+ \hat{U}(t) = e^{i\hat{L}_\xi(t)\hat{\sigma}^+}, \tag{A7}$$

$$\hat{L}_\xi(t) = \frac{1}{2} \left[ \left\{ \hat{H}_\xi^{\text{odd}}(t), \hat{\sigma}^+ \right\} + \left[ \hat{H}_\xi^{\text{even}}(t), \hat{\sigma}^+ \right] \right]. \tag{A8}$$

Crucially, $\hat{L}_\xi(t)$ does not act on the space of qubit operators. We define the coherence factor $\hat{C}(t)$ through

$$\langle \hat{\sigma}^+(t) \rangle = \langle \hat{\sigma}^+(0) \rangle \hat{C}(t), \tag{A9}$$

where $\hat{C}(t)$ contains phase information, and is related to the coherence factor given in the main text through $\hat{C}(t) = [\hat{C}(t)]$. For an initially separable state $\hat{\rho}(0) = \hat{\rho}_Q(0) \otimes \hat{\rho}_FB(0)$, Eq. (A2) combined with Eq. (A7) then gives

$$\hat{C}(t) = e^{\hat{C}(t)} e^{i\hat{L}_\xi(t)} \hat{C}(t), \tag{A10}$$

$$\langle e^{i\hat{L}_\xi(t)} \rangle \equiv \text{tr}_{FB} \left[ \left(e^{i\hat{L}_\xi(t)}\hat{C}(t) \right) \hat{\rho}_{FB}(0) \right]. \tag{A11}$$

Since the qubit experiences noise due to many uncorrelated fluctuators, we expect a cumulant expansion to converge rapidly. To perform the cumulant expansion, we rewrite $\langle e^{i\hat{L}_\xi(t)} \rangle$ in terms of $\delta \hat{L}_\xi(t) = \hat{L}_\xi(t) - \langle \hat{L}_\xi(t) \rangle$:

$$\langle e^{i\hat{L}_\xi(t)} \rangle = e^{i\hat{L}_\xi(t)} e^{i\delta \hat{L}_\xi(t)} e^{-i\hat{L}_\xi(t)} e^{i\hat{L}_\xi(t)}, \tag{A12}$$

$$\chi = \sum_{p=1}^\infty \frac{(-1)^{p+1}}{p} \prod_{m_1,...,m_p} \frac{\langle [\delta \hat{L}_\xi(t)]^{m_i} \rangle}{m_i!}, \tag{A13}$$

where the sums over $m_i$ range from $1$ to $\infty$. Eq. (A13) defines an expansion in increasing powers of $\hat{L}_\xi(t)$, while $\hat{L}_\xi(t)$ is itself obtained from the Magnus expansion associated with $s(t)\hat{\xi}(t)$. Terms of common powers of $\hat{L}_\xi(t)$ can then be collected. Up to and including $O(\langle \hat{\xi}(t) \rangle)$, we find

$$\hat{C}(t) = e^{i\phi(t) + \phi_3(t)} \exp \left[ -f_2(t) - f_4(t) \right], \tag{A14}$$

where $\phi(t)$ is given by Eq. (A3),

$$\phi_3(t) = \langle \hat{H}_\xi^{(3)}(t) \rangle + \frac{i}{3} \left[ \left[ \hat{H}_\xi^{(2)}(t), \hat{H}_\xi^{(1)}(t) \right] \right] \tag{A15}$$

and

$$f_2(t) = \frac{1}{2} \langle [\hat{H}_\xi^{(1)}(t)]^2 \rangle, \tag{A16}$$

$$f_4(t) = -\frac{1}{6} \left[ \frac{1}{3} \langle [\hat{H}_\xi^{(1)}(t)]^4 \rangle - \langle [\hat{H}_\xi^{(1)}(t)]^2 \rangle^2 \right] \tag{A17}$$

The leading-order term in the expansion of $\hat{C}(t)$ is given by Eq. (A16) and corresponds to the first-order Magnus expansion under the Gaussian approximation. Eq. (A17) gives the first subleading term in $\langle \hat{C}(t) \rangle$. The corrections given by Eq. (A17) come both from the non-Gaussian nature of $\hat{\xi}(t)$ and from the fact that $\hat{\xi}(t)$ does not generally commute with itself at different times.

All the terms in Eq. (A17) involve correlators of the form $\langle \hat{\xi}_{n_1}(t_1)\hat{\xi}_{n_2}(t_2)\hat{\xi}_{n_3}(t_3)\hat{\xi}_{n_4}(t_4) \rangle$. Following from the definition given in Eq. (0), when the initial state of the fluctuators is factorizable $\hat{\rho}_{FB}(0) = \prod_n \hat{\rho}_{FB}(0)$, the operators $\hat{\xi}_n(t)$ for the noise due to single fluctuators have the following properties

$$\langle \hat{\xi}_n(t) \rangle = 0, \tag{A18}$$

$$\langle \hat{\xi}_{n_1}(t_1)\hat{\xi}_{n_2}(t_2) \rangle = \delta_{n_1,n_2} \langle \hat{\xi}_{n_1}(t_1)\hat{\xi}_{n_1}(t_2) \rangle, \tag{A19}$$

$$\langle [\hat{\xi}_n(t_1)\hat{\xi}_n(t_2)] \rangle = 0. \tag{A20}$$

The last property in Eq. (A20) comes from Eq. (18). In addition, when the evolution of each fluctuator is given by a Markovian master equation of the form of Eq. (17), we
where we have introduced
\[ \Delta c_n^4 = 16\Omega_n^2 \frac{\gamma_n^r n (\gamma_n^r - \gamma_n^n)^2}{(\gamma_n^r + \gamma_n^n)^4}. \]  
(A22)

Substituting the detailed-balance relation \( \gamma_n^r / \gamma_n^n = \exp(-\hbar \omega_n / k_B T) \) into Eq. (A22), which we substitute again in Eq. (A21), we find an approximate upper bound for the fourth-order correction function in Eq. (A21):
\[ \langle \xi_n(t_1) \xi_n(t_2) \xi_n(t_3) \xi_n(t_4) \rangle \lesssim \Delta c_n^4 \text{e}^{-|t_1-t_2|/\tau_n} \text{e}^{-|t_3-t_4|/\tau_n}, \]  
(A23)

for \( \hbar \omega_n < k_B T \), neglecting factors of order 1. In Eq. (A23), \( \Delta c_n^4 \) is given by Eq. (A22). Substituting Eqs. (A18) to (A20) and Eq. (A23) into Eq. (A17), we find expressions for the upper bound on \( f_4^s(t) \) for the first subleading correction to \( |\tilde{C}(t)| \) for dynamical-decoupling sequence \( s \). Taking the fast-noise limit (\( \tau_n \ll T_2^f \)), and taking a typical value \( t \sim T_2^f \), we drop exponentially small corrections in \( t/\tau_n \sim T_2^f / \tau_c \). The inequality for \( f_4^s(t) \) then becomes, for both free-induction decay and Hahn echo,
\[ f_4^s(t) \lesssim \sum_n \Delta c_n^4 \xi_n^4 t \forall s. \]  
(A24)

In the opposite, slow-noise limit (\( \tau_n \gg T_2^f \)), we expand the upper bound on \( f_4^s(t) \) in a Taylor series around \( t/\tau_n = 0 \). Keeping only the leading term, we find
\[ f_4^s(t) \lesssim \sum_n \Delta c_n^4 t^4, \]  
(A25)

\[ |f_4^s(t)| \lesssim \sum_n \Delta c_n^4 t^5 / \tau_n. \]  
(A26)

Typically, approximately \( N \) fluctuators will contribute to qubit dephasing, with \( N \) defined by
\[ N \equiv \left( \sum_n \Delta c_n^2 \right)^2 / \sum_n \Delta c_n^4 = 4 (1 / T_{2,sl}^* \tau_n)^4 \sum_n \Delta c_n^4, \]  
(A27)

where \( T_{2,sl}^* \) is the free-induction decay time in the slow-noise limit, Eq. (A24). Assuming that \( \tau_n \) varies slowly with \( n \) for \( \hbar \omega_n \lesssim k_B T \), we replace \( \tau_n \rightarrow \tau_c \) in Eqs. (A24) to Eq. (A26), \( \tau_c \) being given by Eq. (A28). Also using the definition of \( N \) given by Eq. (A27), we find
\[ f_4^s(t) \lesssim \frac{1}{N} \left( \frac{\tau_c}{T_{2,sl}^*} \right)^3 \frac{t}{T_{2,sl}^*} \forall s, \]  
(A28)

\[ f_4^s(t) \lesssim \frac{1}{N} \left( \frac{t}{T_{2,sl}^*} \right)^4, \]  
(A29)

\[ f_4^s(t) \lesssim \frac{1}{N} \left( t c \right)^4 \tau_c. \]  
(A30)

As explained in Sec. [11] the leading term \( f_2(t) \) in the combined Magnus and cumulant expansion is well approximated by \( f_2(t) \approx (t/T_2^f)^{\alpha_c} \). This leading term then dominates over the subleading contribution given by Eqs. (A28) to (A30) when (taking \( t \sim T_2^* \) and neglecting factors of order 1)

\[ N > 1 \forall s, \]  
(A31)

\[ N > 1, \]  
(A32)

\[ N > \tau_c / T_2^f. \]  
(A33)

To obtain Eq. (A31), we have used Eqs. (23) and (29) to express \( T_{2,sl}^* \) in terms of \( \tau_c \) and \( T_{2,sl}^* \), replacing again \( \tau_n \rightarrow \tau_c \). Similarly, to obtain Eq. (A33), we have used Eqs. (29) and (30) to express \( T_{2,sl}^* \) in terms of \( \tau_c \) and \( T_2^f \) in the slow-noise limit.

In Eq. (A33), \( \tilde{C}(t) \) shows that the minimum number of fluctuators required for the leading term \( f_2(t) \) to dominate over the subleading term can become arbitrarily large in the limit \( \tau_c / T_2^f \rightarrow \infty \), corresponding to fluctuators with a vanishing equilibration rate. This result is consistent with the results of Ref. [92], in which the authors showed that the Hahn-echo coherence factor for a qubit coupled to a two-level fluctuator with a switching rate \( 1/\tau_n \ll \Delta \xi_n \) shows a strong non-Gaussian behavior. Non-Gaussian corrections to the qubit coherence factor have also been considered in Ref. [90] for various dynamical decoupling sequences.

When the criteria given by Eqs. (A31) to (A33) are satisfied, the leading contribution to \( |\tilde{C}(t)| \) (corresponding to the theory explained in Sec. [11]) dominates over the subleading term.

**Appendix B: Electron-phonon coupling strength**

Introducing a deformation potential coupling \( \Xi \equiv E \) for each conduction-band minimum, the deformation contribution to \( A_{q_\lambda \lambda} \) is
\[ A_{q_\lambda \lambda}^d = \frac{1}{2} \left( \frac{\hbar}{2 \rho v_\lambda} \right) \sum_{\lambda} \sum_{ij} \Xi_{ij} (q_i \xi_{q_\lambda} + q_j \xi_{q_\lambda}). \]  
(B1)

where \( \rho \) is the mass density of the sample and \( v \) its volume. We have also introduced \( \xi_{q_\lambda} \), the vector indicating the propagation direction of the phonon mode \( q_\lambda \) with angular frequency \( \omega_{q_\lambda} \). The effect of shear strains on the single conduction-band minimum of GaAs is negligible relative to the effect of volume dilatations. The deformation-potential tensor for GaAs thus reduces to \( \Xi_{ij} = \delta_{ij} a (\Gamma_{1s}) \simeq -8.6 \text{ eV} \). In silicon, there are six conduction-band minima at \( k \)-points along the six directions equivalent to [100], at roughly 85% of the distance to the Brillouin-zone boundary. We label these minima as \( \pm \mathbf{x}, \pm \mathbf{y}, \) and \( \pm \mathbf{z} \). Using these labels, the silicon
deformation-potential tensor takes the form

\[ \Xi_{ij} = \delta_{ij} \Xi_d + \sum_{s=+} \left( \delta_{\lambda x, s} \delta_{\lambda x} \delta_{jt} + \delta_{\gamma x, s} \delta_{\gamma t} + \delta_{\lambda x, s} \delta_{\gamma t} \right) \Xi_w, \quad (B2) \]

where \( \Xi_d \approx 5 \text{ eV} \) and \( \Xi_w \approx 8.77 \text{ eV} \).[14]

Crystalline silicon is not piezoelectric since the diamond lattice has inversion symmetry. In contrast, GaAs has a zincblende structure, for which the piezoelectric contribution is [53]

\[ A_{q,\lambda}^p = 2e \frac{\hbar}{2\rho \omega_{q\lambda}} \frac{e_{14} q_x q_y \xi_{1\lambda}^z + q_y q_z \xi_{1\lambda}^x + q_z q_x \xi_{1\lambda}^y}{\varepsilon q^2}, \quad (B3) \]

where \( e \) is the elementary charge, \( e_{14} \) is the 14 element of the piezoelectric tensor in Voigt notation, and \( \varepsilon \) is the static dielectric constant of the material.

### Appendix C: Fluctuator equilibration rate for the phonon sum process

The fluctuator equilibration rate for the phonon sum process is

\[ \frac{1}{\tau_n^2} \approx \left[ \frac{\Xi^4}{560} \frac{\omega_n^6}{v_{LA}} + \frac{9}{1225} \left( \frac{\Xi e_{14}}{\varepsilon} \right)^2 \left( 1 + \frac{4}{3} \right)^2 \frac{\omega_n^7}{v_{LA}} \right] \left( \frac{2\pi (\nu_{ij}^0)^4 (k_B T)^2}{h^4 (\omega_j^2)^2 m_{ii}^2 \omega_D^6} \right)^2, \quad (C1) \]

The symbols in the above equation are defined below Eqs. [50] and [57].
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