Adopting Image Integration Techniques to Simulate Satellite Images
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Abstract
Mathematical integration techniques rely on mathematical relationships such as addition, subtraction, division, and subtraction to merge images with different resolutions to achieve the best effect of the merger. In this study, a simulation is adopted to correct the geometric and radiometric distortion of satellite images based on mathematical integration techniques, including Brovey Transform (BT), Color Normalization Transform (CNT), and Multiplicative Model (MM). Also, interpolation methods, namely the nearest neighborhood, Bi-linear, and Bi-cubic were adapted to the images captured by an optical camera. The evaluation of images resulting from the integration process was performed using several types of measures; the first type depends on the determination of quality in the regions of the edges using a contrast measure as well as the number of edges and threshold. The second type is the global one that is based on the parameters of the image region, including the Mean (µ), Standard Deviation (SD), and Signal to Noise Ratio (SNR). The parameters also included the Amount of Information Added (AIA) to the original image, such as those for the total (AIA_t), edges (AIA_e), and homogenous (AIA_h) regions. The results showed the efficiency of the integration process in the image fusion with different resolutions in one image integrated resolution. The quality measures used were also capable in evaluating the most efficient techniques and determining the accurate information of the resulting image.
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1. Introduction

The fusion of satellite images is considered as one of the topics that have been rarely addressed by Iraqi researchers due to the major obstacle of the lack of permission to utilize various satellite images taken in various wave bands for the same scene. Besides, this subject was investigated in the literature by using many different tools, leading to a difficulty in deciding the suitable approach for the interpretation of the resulted data. Due to that, this paper was produced in order to enhance the availability of base knowledge and contribute to the field of integrating satellite images [1]. Earth observation satellites offer data for different sections of the electromagnetic spectrum at different times, locations and spectral resolutions. Advanced fusion techniques of analytical or numerical data are being developed, for a full exploitation of increasingly sophisticated multisource data [2]. In fused images, data with different characteristics are combined so that increased interpretation capabilities and more reliable results are provided [3]. Since the images differ in their time, location and spectral resolution, these techniques provide the most complete view of the observed objects [4,5]. In this paper, we apply a simulation to correct the geometric and radiometric distortions that occur in satellite images due to the variety and increasing number of data that differ in attitude, scanning angle, and resolution, as well as in their temporal, spectral, spatial, radiometric distribution. Mathematical integration techniques are adopted which rely on different mathematical interpolation methods, as important and effective methods of image integration. Also, the results of the quality and efficiency of the resulting images, before and after the use of the merger, were evaluated using two types of statistical criteria to determine the accurate image information, for which the mathematical integration techniques were proven to be the most efficient.

2. Geometric and Radiometric Distortion

The engineering relationships between the location of the entry pixel (column and row) and the map coordinates associated with the same point (x, y) must be determined. This will determine the nature of the conversion of geometric coordinates that have been applied to correct or move each pixel in the original input image (x and y) to its correct position in the corrected output image (x, y). This process was advocated for spatial interpolation [6].

Geometric distortions can be separated into two groups: systematic or predictable and sensor-related distortions. Systematic and consistent distortions that can be corrected by calibration are called internal, random, or unexpected distortions that occur due to platform disturbances and landscape characteristics and change by nature [7]. These distortions can be identified from the elevation model and in some cases from the Digital Terrain Model (DTM) or from the control points taken on the images and called external [8].

Radiometric distortion the pixels in the corrected output image required a valuable of grid about entry pixels which is not falling roughly on a (row - and column) coordinates [9]. When this occurs, there must be a mechanism to determine the brightening value that has been allocated to the new modified pixel; this process is known as intensity of interpolation [10]. Radiation distortions are characterized by incorrect density distortion, spatial frequency filtering of scene data, discoloration of the image, an image data range, and so on. These distortions are caused by camera or scanner shading effects, reagent gain changes, atmospheric changes, and induced a sensor. Filtering, sensor defects, sensor detector gain errors, etc. They can also be separated into two types: systematic or predictable and random or unexpected.
3. Interpolation Methods
Interpolation is a process of calculating an unknown value from a well-known value. Commonly used interpolation methods include [11]:

- Nearest neighborhood interpolation: the nearest neighbor is the simplest processing time for all interpolation algorithms. In this way, we find the closest matching pixel in the original image for each pixel in a facing image. New pixels are created by duplicating pixels or color points to create new pixels as the image grows. Pixels that divide curves are generated into steps or rough edges [12].
- Bi-linear method: The internal completion of four pixels is the closest linear for deriving the desired pixel. Bi-linear is considered a delicate technique compared to the nearest neighborhood interpolation. Suppose that (x, y) are the coordinates of the location and the pixel intensity is v (x, y). Bi-linear completion gives more accurate results than the nearest interpolation of neighbors, with an increase in calculations [13].
- Bi-linear interpolation: One of the most complex processes to some extent linear bilateral completion. In bi-cubic interpolation, caret and have to rely on the sixteen nearest neighbors of pixels. This method is one of the best ways to maintain the accuracy of the details in a manner that is more efficient than bilateral interpolation [11].

4. Mathematical Integration Techniques
Using simple calculations to merge two or more images, these techniques assume that there is a high correlation between the first and each of the second bands. Some of the popular techniques of this type include the BT, CNT and MM, as described below [10].

4.1 Brovey Transformation (BT)
Brovey transformation is a relative method by which data values for each range of first image data (I1) are divided by the sum of the data of I1 and multiplied by the second image data set (I2). Brovey transformation attempts to maintain the spectral line of each linear integrity band, by adding the proportional value of each band according to the I1 data before combining it with the I2 dataset. By adjusting the effects of the spectral properties of the I2 data collected, the spectral quality of this group is maintained in the I1 data [14], as described by the following relation:

\[ BT_{i,j,k} = \frac{I_{i,j,k}}{\sum a_i I_{i,j,a}} \times I_{2,i,j} \] …… (1)

where BT_{i,j,k} is the output image, i and j are pixel coordinates, k is the band index, and u is the summation bands I_{1}. The Brovey increase in optical contrast at the graphic image has given this property a noticeable development. As a result, it is preferable to use the Brovey converter when the state of maintaining the original radiation measurement is necessary. However, an RGB image is produced with high contrast technology from the high and low sides of the graph images [14].

4.2 Color Normalized Transform (CNT)
The color normalized transformation fuses the two spectral and spatial datasets assuming that there is a certain spectral overlap between the first image (I1) domains and the second image (I2) domains which are more highly resolved. These constraints are breached for the close IR domain, which leads to a weak fusion outcome. Eq. (2) describes the merge operation. This method is an improvement of Brovey method, in which the images contain high color distortion, by adding some values so that the result of division is not equal to zero [14]:

\[ CNT_{i,j,k} = \frac{3 \times (I_{i,j,k}^{\text{low}} + 1)(I_{i,j,k}^{\text{high}} + 1)}{\sum \frac{I_{i,j,k}^{\text{low}}}{I_{i,j,k}^{\text{high}} + 3}} \] …………… (2)

4.3 Multiplicative Model (MM)
The multiplication algorithm is derived by four mathematical methods (addition, subtraction, division and multiplication). It combines an intense image into a color image where multiplication represents a low probability of color distortion. The multiplier model collects two datasets and compensates for the increase in BV by taking a square root of a set of merged data. It illustrates the mixed spectral characteristics of both groups, as follows [14,15]:

\[ MM_{i,j,k} = \sqrt{I_{i,j} \times I_{1,i,j,k}} \] …………… (3)
5. Quality Assessment Measures

The results were evaluated by image quality criteria because the images applied in this research contain any color and modern information. As a result two types of image quality standards were obtained, which are the quality standards proposed in this study variance and the number of edge points for different threshold and traditional quality standards (SD, SNR, AIAt, AlAe, and AlAh). Using the color change criterion, the quality of color information can be measured to calculate the quality of color information [10].

6. Practical parts and algorithms

The study included the following several parts.

i. Capturing a pair of visual images using digital camera, one color image, image balloon size (128×108) pixels, and bit depth of 24 bits. Each bundle has values between 0-255. The other image is a grayscale image with balloon size of 256×215 pixels, bit depth of 8 bits, and gray levels of intensity ranging between 0-255, as shown in Figure-1.

![Figure 1 (a, b)- Visual images captured](image)

ii. Using MATLAB (2017R) to build and develop algorithms.

iii. Results of mathematical mergers

   This part shows the results of merging by the mathematical techniques (BT, CNT and MM), which involved the following steps:
   
   Step 1: Read color image (A) and display;
   
   Step 2: Convert RGB image (A) grayscale: I=rgb2gray (A);
   
   Step 3: Resize image: B = imresize (A, scale) where scale (0.3, 0.5, 0.25, 0.0625 and 0.025);
   
   Step 4: resize image by the interpolation A=imresize (A, Scale, method); where the methods are (nearest, Bi-linear and Bi-cubic)
   
   Step 5: Compute three color bands (RGB) for color image; R=im1; G=im2; B=im3;
   
   Step 6: Compute Brovey merge equation:

   \[
   \text{immerge\_BT}=\frac{C}{ss}
   \]

   where \(ss=\text{double (im1)} + \text{double (im2)} + \text{double (im3)}\) and \(C=A*I\);

   Step 7: Compute CNT merge equation:

   \[
   \text{immerge\_CNT}= \left(\frac{C}{ss+3}\right)-1;\]

   where \(C= (A+1).*(I+1))\)

   Step 8: Compute MM merge equation:

   \[
   \text{immerge\_MLT}= \sqrt{\text{double}(C)};\]

   where \(C= (A+1).I\)

   Step 9: end steps
   
   The results of the use of this merger are shown in Figure-2.

   - BT results

   ![BT results images](image)
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**a: nearest method**
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**c: Bi-cubic method**
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iv. Quality Assessment Results
The quality of the evolution of the output that resulted from merging images is assessed by using several quality measures. These measures can be classified into two types; the first is based on determining the quality in image edge regions (contrast calculation with the number of edges and threshold). The second is the global measures that are based on image region (μ, SD, SNR, and AIAt, e,h). Figure (3) shows the relation between statistical measures with resize image (RS) merge for each interpolation method adopted.

- Results of measures based on image region

**a: BT results**

![BT results images]

a: Nearest method

μ with RS, SD with RS, SNR with RS, AIAt with RS
From Figure 3, several observations can be noticed. By using the Nearest and Bi-linear methods, the relation between the mean and SD of the resize (RS) value was approximately constant for all color bands (RGB), except for a clear reduction in resize values for mean (0.0625) and SD (0.025), indicating a low amount of information of any distortion at that size. However, SNR value after RS was approximately constant for all color bands, except for being clearly high when the RS was (0.025), which indicates the existence of homogeneous regions at that size. As for the amount of information added to the original image following image resize, the values were converged and constant for the total and homogeneous regions (AIA_t, AIA_h) and became lower with RS values of (0.0625 and 0.025). The values of edges were very high and nearly constant for all sizes, except for low sizes (0.0625). In addition, the Bi-cubic method showed constant relations between the values of mean, SD, SNR and AIA_h,e following SR for all color bands. However, there was a clear increase which was higher than that observed using the two previous methods (nearest & Bi-linear). In addition, the value of SNR was lower than that for these two previous methods.
From Figure 3b and c, the results of merging the CNT and MM methods indicated that Bi-cubic interpolation method produced the highest quality.

In figure (3b), it is noticed that the mean value was approximately constant for all color bands except for a clear reduction in the size (0.0625). SD value was approximately constant for the green band, with a clear reduction in (RB) bands at RS of (0.025). In addition, SNR value was approximately constant in all color bands except for highly clear with RS of (0.025). AIA values were converged and constant for the AIA, AIAh and AIAe regions, except for an increase at RS values of (0.0625 and 0.025).

In figure (3c), it is observed that the mean value was approximately constant for all color bands, except for a clearly low value when the RS was (0.0625), then a high value at RS of (0.025). The SD value was approximately constant for all (RGB) bands, except for a clear reduction in (R) band at RS of (0.025). SNR value was approximately constant for all RGB bands, except a for a clearly high value in (RG) bands when the TS was (0.025). The values of the AIA to the original image following image resize were converged and constant for the AIA, AIAh and AIAe regions, except for clearly high values at RS of (0.0625 and 0.025). However, AIAe value increased linearly for all RS values, except at (0.0625) where a clear increase, then a reduction, at RS of (0.025).

- Results of measures based on determining the quality in image edge regions (contrast calculate with number of edges and threshold)

When the Sobel's detector was applied to each merge resize image (BT, CNT and MM) accredited integration to take ten different threshold values by each image and measure the statistical contrast, and the best results are shown using interpolation methods adopted results as shown the best contrast in Bi-cubic interpolation in Figure-4.

a: BT results

b: CNT results
c: MM results

![Graphs showing MM results]

**Figure 2**-Relations between contrasts with threshold of Bi-cubic interpolation image for each resized fused image

- Results of quality measures represented number of edges points with threshold for each interpolation methods adopted here applied Sobel’s detector to each fused image to evaluate the quality the details of those images resulting from the integration techniques (BT,CNE and MM), especially the edge detected, the results were shown from Table-(1a,b and c).

| RS=0.5 | RS=0.3 | RS=0.25 | RS=0.0625 | RS=0.025 |
|--------|--------|--------|-----------|---------|
| Th     | No.of edges | No.of edges | No.of edges | No.of edges |
| 0.001  | 11602 | 11513 | 11559 | 11712 | 11414 |
| 0.003  | 5353 | 5471 | 5420 | 5378 | 5180 |
| 0.005  | 2546 | 2566 | 2525 | 2539 | 2425 |
| 0.007  | 1521 | 1548 | 1525 | 1502 | 1525 |
| 0.009  | 1113 | 1114 | 1136 | 1117 | 1116 |
| 0.01   | 980 | 970 | 976 | 985 | 975 |
| 0.02   | 552 | 557 | 559 | 567 | 579 |
| 0.03   | 299 | 298 | 301 | 282 | 279 |
| 0.04   | 77 | 76 | 80 | 63 | 58 |
| 0.05   | 7 | 7 | 5 | 1 | 1 |

**Table 1**-Relations between numbers of edge points with different threshold values using Bi-cubic interpolation method

a: BT

- RS=0.5 | RS=0.3 | RS=0.25 | RS=0.0625 | RS=0.025 |
- Th     | No.of edges | No.of edges | No.of edges | No.of edges |
- 0.005  | 11123 | 11173 | 11035 | 11080 | 11242 |
- 0.007  | 7919 | 7865 | 7830 | 8005 | 7937 |
- 0.009  | 5825 | 5784 | 5823 | 5895 | 5889 |
- 0.03   | 4506 | 4499 | 4557 | 4529 | 4548 |
- 0.05   | 920 | 916 | 918 | 917 | 923 |

b: CNT
From the results in Table-1, it is noticed that the best values were obtained by using the Bi-cubic interpolation. It is observed that the number of edge points decreases when the threshold value increases.

8. Conclusions
The process of integrating images is important in remote sensing and geographic systems, as it works to integrate different information and data taken from different sensors in one image containing all the spectral and spatial information. This process is similar to the process of registering images of satellites, called geometric correction, which represents a comparison of data captured at different times on a point-by-point basis. According to the results, it was noticed that the best results were obtained by using the Bi-cubic method, based on the efficiency and quality of statistical measures adopted in the evaluation and examination of the quality of images resulting from the process of integration.
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