UNIVERSAL ELLIPTIC GAUSS SUMS
FOR ATKIN PRIMES IN SCHOOF’S ALGORITHM

CHRISTIAN J. BERGHOFF

Abstract. This work builds on the results obtained in [2, 3]. We define universal elliptic
Gauß sums for Atkin primes in Schoof’s algorithm for counting points on elliptic curves. Sub-
sequently, we show these quantities admit an efficiently computable representation in terms
of the $j$-invariant and two other modular functions. We analyse the necessary computations
in detail and derive an alternative approach for determining the trace of the Frobenius homo-
morphism for Atkin primes using these pre-computations. A rough run-time analysis shows,
however, that this new method is not competitive with existing ones.
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1. Elliptic curves

We consider primes $p > 3$ and thus assume that the curve $E/\mathbb{F}_p$ in question is given in the
Weierstraß form

$$E : Y^2 = X^3 + aX + b = f(X),$$

where $a, b \in \mathbb{F}_p$. For the following well-known statements cf. [8, 9]. We assume that the
elliptic curve is neither singular nor supersingular. It is a standard fact that $E$ is an abelian
group with respect to point addition. Its neutral element, the point at infinity, will be denoted
$O$. For a prime $\ell \neq p$, the $\ell$-torsion subgroup $E[\ell]$ has the shape

$$E[\ell] \cong \mathbb{Z}/\ell\mathbb{Z} \times \mathbb{Z}/\ell\mathbb{Z}.$$ 

The Weil pairing $e_\ell : E[\ell] \times E[\ell] \to \mu_\ell$ is defined on the $\ell$-torsion. In the endomorphism ring
of $E$ the Frobenius homomorphism

$$\phi_p : (X, Y) \mapsto (\varphi_p(X), \varphi_p(Y)) = (X^p, Y^p)$$

satisfies the quadratic equation

$$(1.1) \quad 0 = \chi(\phi_p) = \phi_p^2 - t\phi_p + p,$$
where $|t| \leq 2\sqrt{p}$ by the Hasse bound. By restriction $\phi_p$ acts as a linear map on $E[\ell]$. The number of points on $E$ over $\mathbb{F}_p$ is given by $\#E(\mathbb{F}_p) = p + 1 - t$ and is thus immediate from the value of $t$.

Schoof’s algorithm computes the value of $t$ modulo $\ell$ for sufficiently many small primes $\ell$ by considering $\chi(\phi_p)$ modulo $\ell$ and afterwards combines the results by means of the Chinese Remainder Theorem. In the original version this requires computations in extensions of degree $O(\ell^2)$. However, a lot of work has been put into elaborating improvements. Let $\Delta = t^2 - 4p$ denote the discriminant of equation (1.1). Then we distinguish the following cases:

1. If $(\frac{1}{2}) = 1$, then $\ell$ is called an Elkies prime. In this case, the characteristic equation factors as $\chi(\phi_p) = (\phi_p - \lambda)(\phi_p - \mu) \mod \ell$ and finding the value of $t$ modulo $\ell$ only requires working in extensions of degree $O(\ell)$.

2. If $(\frac{1}{2}) = -1$, then $\ell$ is called an Atkin prime. In this case the eigenvalues of $\phi_p$ are in $\mathbb{F}_\ell \setminus \mathbb{F}_\ell^\times$ and there is no eigenpoint $P \in E[\ell]$. This is the case for which a new approach is presented in this paper.

2. Modular functions

We recall some facts from [3], where further details may be found. A modular function of weight $k \in \mathbb{Z}$ for a subgroup $\Gamma' \subseteq \text{SL}_2(\mathbb{Z}) =: \Gamma$ is a meromorphic function $f(\tau)$ on the upper complex half-plane $\mathbb{H} = \{ \tau \in \mathbb{C} : \Im(\tau) > 0 \}$ satisfying

\[
(2.1) \quad f(\gamma \tau) = (c\tau + d)^kf(\tau) \text{ for all } \gamma = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) \in \Gamma',
\]

where $\gamma \tau = \frac{a\tau + b}{c\tau + d}$, and some technical conditions. Equation (2.1) in particular implies $f$ can be written as a Laurent series in terms of $q_N = \exp(\frac{2\pi i \tau}{N})$ for some $N \in \mathbb{N}$ depending on $\Gamma'$. We use the notation $q = q_1$ and consider the groups $\Gamma' = \Gamma_0(\ell) := \{ (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) \in \text{SL}_2(\mathbb{Z}) : \ell \mid c \}$. The field of modular functions of weight 0 for a group $\Gamma'$ will be denoted by $\mathbb{A}_0(\Gamma')$ and the subfield of holomorphic functions by $\mathbb{H}_0(\Gamma')$. The Frick-Atkin-Lehner involution $w_\ell$ acts on modular functions $f(\tau)$ via $f(\tau) \mapsto f(\frac{-1}{\ell \tau}) =: f^*(\tau)$, where $f^*(\tau) = f(\ell \tau)$ for $f(\tau) \in \mathbb{A}_0(\text{SL}_2(\mathbb{Z}))$ holds.

Denoting by $\wp(z, \tau)$ the Weierstraß $\wp$-function and putting $w = e^{2\pi iz}$, for $|q| < |w| < |q^{-1}|$ one obtains the following equations:

\[
(2.2) \quad \frac{1}{(2\pi i)^3} \wp(z, \tau) = \frac{1}{12} - 2 \sum_{n=1}^{\infty} \frac{q^n}{(1 - q^n)^2} + \sum_{n \in \mathbb{Z}} \frac{q^n w}{(1 - q^n w)^2} =: x(w, q),
\]

\[
(2.3) \quad \frac{1}{(2\pi i)^3} \wp'(z, \tau) = \sum_{n \in \mathbb{Z}} \frac{q^n w(1 + q^n w)}{(1 - q^n w)^3} =: 2y(w, q).
\]

The Tate curve $E_q$ is given by the equation

\[
y(w, q)^2 = x(w, q)^3 - \frac{E_4(q)}{48}x(w, q) + \frac{E_6(q)}{864},
\]
where $E_4, E_6$ are modular functions for $\Gamma$ of weight 4 and 6, respectively. Next, we recall the Laurent series

$$\eta(q) = q^{\frac{1}{24}} \left( 1 + \sum_{n=1}^{\infty} (-1)^n \left( q^{n(3n-1)/2} + q^{n(3n+1)/2} \right) \right),$$

(2.4)

$$m_\ell(q) = \ell^s \left( \frac{\eta(q)}{\eta(q)} \right)^{2s} \quad \text{with} \quad s = \frac{12}{\gcd(12, \ell - 1)}.$$  

(2.5)

We further use $p_1(q) = \sum_{c \neq 1} x(q)$, the modular discriminant $\Delta(q) = \eta(q)^{24}$ and the well-known $j$-invariant $j(q)$. $p_1$ is a modular function of weight 2 for $\Gamma_0(\ell)$, whereas $\Delta$ and $j$ are modular functions for $\Gamma$ of weight 12 and 0, respectively. Furthermore, $\Delta(\tau) \neq 0$ holds for $\tau \in \mathbb{H}$.

There exists a polynomial $M_\ell \in \mathbb{C}[X,Y]$, sometimes referred to as the canonical modular polynomial, such that $M_\ell(X, j(q))$ is irreducible over $\mathbb{C}(j(q))[X]$ and $m_\ell(q)$ is one of its roots.

Finally, we recall some statements on fields of modular functions of weight 0, which were shown in [3].

**Lemma 2.1.** Let $\Gamma'$ be a subgroup of $\Gamma$ with \{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \equiv \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \mod N \} =: \Gamma(N) \leqslant \Gamma'$, then

$$\text{Gal}(\mathbb{A}_0(\Gamma(N))/\mathbb{A}_0(\Gamma')) \cong (\pm \Gamma')/(\pm \Gamma(N))$$

holds. In particular $\mathbb{A}_0(\Gamma')$ is a finite extension of $\mathbb{A}_0(\Gamma) = \mathbb{C}(j)$ of degree $[\Gamma : \pm \Gamma']$.

**Theorem 2.2.** Let $f(\tau) \in \mathbb{A}_0(\Gamma(\ell)) \backslash \mathbb{A}_0(\Gamma)$ be a modular function of weight 0 for $\Gamma_0(\ell)$, but not for $\Gamma$. Then

$$\mathbb{A}_0(\Gamma_0(\ell)) = \mathbb{A}_0(\Gamma)(f(\tau)) = \mathbb{C}(f(\tau), j(\tau))$$

holds.

The following lemma from [3] pp. 206–208 will be used below.

**Lemma 2.3.** Let $L/K$ be an extension of fields, $\mathcal{O} \subseteq K$ be a ring. Let $\alpha \in L \backslash K$ have the minimal polynomial $f(X) \in K[X]$ of degree $n$. Then the $\mathcal{O}$-module

$$C_\alpha = \{ x \in L \mid \text{Tr}_{L/K}(x\mathcal{O}[\alpha]) \subseteq \mathcal{O} \}$$

has the $\mathcal{O}$-basis

$$\left\{ \frac{\alpha^i}{f'(\alpha)}, i = 0, \ldots, n - 1 \right\}.$$

As a corollary one obtains

**Corollary 2.4.** [3, Proposition 2.16] Let $g(\tau) \in \mathbb{H}_0(\Gamma(\ell)) \backslash \mathbb{H}_0(\Gamma)$ be a holomorphic modular function. Then $g(\tau)$ admits the following representation:

$$g(\tau) = \frac{Q(m_\ell(\tau), j(\tau))}{m_\ell(\tau)^k \frac{\partial^k M_\ell}{\partial \tau^k}(m_\ell(\tau), j(\tau))}$$

for a $k \geqslant 0$ and a polynomial $Q(X, Y) \in \mathbb{C}[X,Y]$ with $\text{deg}_Y(Q) < v = \text{deg}_Y(M_\ell)$.

3. Universal elliptic Gauss sums in the Atkin case

We show how to use universal elliptic Gauss sums for computing the value of the trace $t$ of the Frobenius homomorphism modulo Atkin primes $\ell$. 

3.1. Definition. We begin with the following result.

**Lemma 3.1.** Let $\tau \in \mathbb{H}$, $v_1, v_2 \in \mathbb{Z}$ and $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z})$. Then we have

$$\varphi \left( v_1 \tau + v_2 \frac{a \tau + b}{c \tau + d}, \tau \right) = (c \tau + d)^2 \varphi \left( v_1 (a \tau + b) + v_2 (c \tau + d), \tau \right),$$

and

$$\varphi' \left( v_1 \tau + v_2 \frac{a \tau + b}{c \tau + d}, \tau \right) = (c \tau + d)^2 \varphi' \left( v_1 (a \tau + b) + v_2 (c \tau + d), \tau \right).$$

**Proof.** For $z \in \mathbb{C}$ we first compute

$$\varphi \left( z, \frac{a \tau + b}{c \tau + d} \right) = \frac{1}{z^2} + \sum_{n^2 + m^2 \neq 0} \left( \frac{1}{(z - (m + n \frac{a \tau + b}{c \tau + d}))^2} - \frac{1}{(m + n \frac{a \tau + b}{c \tau + d})^2} \right)$$

$$= (c \tau + d)^2 \cdot \frac{1}{((c \tau + d) z)^2} + (c \tau + d)^2 \sum_{m^2 + n^2 \neq 0} \left( \frac{1}{((c \tau + d) z - S_{a,b,c,d}(m,n))^2} - \frac{1}{S_{a,b,c,d}(m,n)^2} \right)$$

where we make use of the abbreviation $S_{a,b,c,d}(m,n) = m(c \tau + d) + n(a \tau + b)$ and the last equation follows from $ad - bc = 1$. From this we obtain

$$\varphi \left( \frac{v_1 \tau + v_2}{c \tau + d}, \tau \right) = \varphi \left( \frac{v_1 \frac{a \tau + b}{c \tau + d} + v_2 \frac{a \tau + b}{c \tau + d}}{c \tau + d}, \tau \right) = (c \tau + d)^2 \varphi \left( \frac{v_1 (a \tau + b) + v_2 (c \tau + d)}{c \tau + d}, \tau \right).$$

The proof for the derivative of $\varphi$ proceeds analogously. \(\square\)

Using this statement we will construct a modular function for the group $\Gamma_0^0(\ell)$ we now define.

**Lemma 3.2.** Let $\ell$ be a prime. Then

$$\Gamma_0^0(\ell) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} : b \equiv c \equiv 0 \mod \ell \right\} \subseteq \Gamma$$

is a subgroup of $\Gamma$ and we have the inclusions $\Gamma(\ell) \subseteq \Gamma_0^0(\ell) \subseteq \Gamma_0(\ell)$. A system of representatives for $\Gamma/\Gamma_0^0(\ell)$ is constituted by

$$S_{\lambda,k} = \begin{pmatrix} \lambda & -1 + \lambda k \\ 1 & k \end{pmatrix} \quad \text{for} \quad 0 \leq \lambda, k < \ell, \quad S_{\lambda,\ell} = \begin{pmatrix} 1 & \lambda \\ 0 & 1 \end{pmatrix} \quad \text{for} \quad 0 \leq \lambda < \ell.$$

**Proof.** The fact that $\Gamma_0^0(\ell)$ is a group and the inclusions are obvious. To prove the correctness of the system of representatives we remark that the matrices

$$T_{\lambda} = \begin{pmatrix} 1 & \lambda \\ 0 & 1 \end{pmatrix} \quad \text{for} \quad 0 \leq \lambda < \ell$$

represent the cosets $\Gamma_0(\ell)/\Gamma_0^0(\ell)$, as is easily seen. Multiplying the $T_{\lambda}$ by the matrices

$$S_k = \begin{pmatrix} 0 & -1 \\ 1 & k \end{pmatrix} \quad \text{for} \quad 0 \leq k < \ell, \quad S_{\ell} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$$

from [5] p. 54] that form a system of representatives for $\Gamma/\Gamma_0(\ell)$ one obtains the claim. \(\square\)
Corollary 3.3. Let $\ell$ be a prime, $n \mid \ell - 1$ and $\chi : \mathbb{F}_\ell^* \to \mu_n$ be a character of order $n$. Let the $\ell$-th root of unity $\xi$ be the image under the Weil pairing $e_\ell$ of the $\ell$-torsion points $P = (x(\xi, q), y(\xi, q)), Q_0 = (x(q^2, q), y(q^2, q))$ on the Tate curve, and let $G_{\chi^{-1}(\xi)} = \sum_{\lambda \in \mathbb{F}_\ell^*} \chi^{-1}(\lambda)\xi^\lambda$ be the corresponding cyclotomic Gauss sum. Define

$$G_{\ell,n,\chi}(q) = \sum_{\lambda \in \mathbb{F}_\ell^*} \chi(\lambda)V(\zeta^\lambda, q) = \sum_{\lambda \in \mathbb{F}_\ell^*} \chi(\lambda)(\lambda P)_V \quad \text{for} \quad V = \begin{cases} x, & n \equiv 1 \mod 2, \\ y, & n \equiv 0 \mod 2. \end{cases}$$

and

$$H_{\ell,n,\chi}(q) = \sum_{\lambda \in \mathbb{F}_\ell^*} \chi(\lambda)V(q^2, q) = \sum_{\lambda \in \mathbb{F}_\ell^*} \chi(\lambda)(\lambda Q_0)_V.$$ 

Then the function

$$\sigma_{\ell,n,\chi}(q) = \frac{G_{\ell,n,\chi}(q)H_{\ell,n,\chi}(q)v_1(q)\gamma G_{\chi^{-1}(\xi)}}{\Delta(q)} \quad \text{for} \quad r = \begin{cases} 4, & n \equiv 1 \mod 2, \\ 3, & n \equiv 0 \mod 2, \end{cases}$$

which we will call a universal elliptic Gauss sum (for Atkin primes), exhibits the following properties:

1. $\sigma_{\ell,n,\chi}(q)$ is a modular function of weight 0 for the group $\Gamma_0^0(\ell)$.
2. $\sigma_{\ell,n,\chi}(q)$ is holomorphic on $\mathbb{H}$.
3. $\sigma_{\ell,n,\chi}(q)$ is invariant under transformations of the form $(P, Q_0) \mapsto (aP, bQ_0)$ for values $a, b \in \mathbb{F}_\ell^*$.
4. $\sigma_{\ell,n,\chi}(q)$ has coefficients in $\mathbb{Q}[\zeta_n]$.

Proof. (1) Using the lemma 3.1 we have just shown for $\gamma = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in \Gamma_0^0(\ell)$ and $v_1 \in \mathbb{F}_\ell^*$ we calculate

$$x \left( q^{\tau, q} \right) |_{\gamma} = k \varphi \left( \frac{v_1\tau}{\ell}, \tau \right) |_{\gamma} = k(c\tau + d)^2 \chi \left( \frac{v_1(a\tau + b)}{\ell}, \tau \right) = (c\tau + d)^2 x \left( q^{\frac{v_1\tau}{\ell}, q} \right).$$

We employ formulæ [2.2], [2.3] (with $k = \frac{1}{(2\pi i)^2}$) for the transition to the Weierstraß $\wp$-function (nota bene that $|q| < |q^{\frac{\tau}{\ell}}| < 1$ holds) and use $b \equiv 0 \mod \ell$ in the last step. In an analogous way one shows

$$y \left( q^{\tau, q} \right) |_{\gamma} = (c\tau + d)^3 y \left( q^{\frac{v_1\tau}{\ell}, q} \right).$$

This in turn allows to determine the transformation behaviour of $H_{\ell,n,\chi}(q)$ under action of $\gamma$, viz.

$$H_{\ell,n,\chi}(q) |_{\gamma} = \sum_{\lambda \in \mathbb{F}_\ell^*} \chi(\lambda) V \left( q^{\lambda, q} \right) |_{\gamma} = (c\tau + d)^e \sum_{\lambda \in \mathbb{F}_\ell^*} \chi(\lambda) V \left( q^{\frac{\lambda}{\ell}, q} \right)$$

$$= (c\tau + d)^e \chi^{-1}(a) H_{\ell,n,\chi}(q),$$

where $e = 2$ holds for $n \equiv 1 \mod 2$ and $e = 3$ otherwise. Similarly, one can show $G_{\ell,n,\chi}(q) |_{\gamma} = (c\tau + d)^e \chi^{-1}(d) G_{\ell,n,\chi}(q)$. Using our knowledge of the transformation behaviour of the remaining functions occurring in the definition of $\sigma_{\ell,n,\chi}(q)$ we finally obtain

$$\sigma_{\ell,n,\chi}(q) |_{\gamma} = \sigma_{\ell,n,\chi}(q) (c\tau + d)^{2e+2r} \chi^{-1}(d) \chi^{-1}(a) \frac{\chi^{-1}(ad)}{(c\tau + d)^{12}} = \sigma_{\ell,n,\chi}(q) \chi^{-1}(ad) = \sigma_{\ell,n,\chi}(q).$$
In the last step we have used \( ad \equiv 1 \pmod{\ell} \), which follows from \( b \equiv c \equiv 0 \pmod{\ell} \).

It remains to show that \( \sigma_{\ell,n,\chi}(q) \) is meromorphic at the cusps, i.e., that the Fourier expansion of \( \sigma_{\ell,n,\chi}(q) \big|_{S_{\lambda,k}} \) with the matrices \( S_{\lambda,k} \) from lemma 3.2 contains only finitely many negative exponents. However, for \( \gamma = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in \Gamma \) lemma 3.1 implies

\[
\chi(\lambda) V(q^{\frac{b}{c} \ell}, q) = \chi^{-1}(b) \sum_{\lambda \in \mathbb{F}_\ell^*} \chi(b\lambda) V(q^{\frac{b}{c} \ell}, q) = \chi^{-1}(b) H_{\ell,n,\chi}(q)
\]

and in the same vein \( \sum_{\lambda \in \mathbb{F}_\ell^*} \chi(\lambda) V(\zeta_{\ell}^{\lambda}, q) = \chi^{-1}(a) G_{\ell,n,\chi}(q) \). In addition the term \( G_{\chi^{-1}(\xi)} \) transforms according to

\[
G_{\chi^{-1}(e_\ell(aP, bQ_0))} = G_{\chi^{-1}(e_\ell(P, Q_0)^{ab})} = G_{\chi^{-1}(\xi^{ab})} = \chi(ab) G_{\chi^{-1}(\xi)},
\]

as follows from the properties of the Weil pairing and cyclotomic Gauß sums. By multiplying the arising factors we see that \( \sigma_{\ell,n,\chi}(q) \) is invariant under the transformation.

(4) This follows from what we have already proven. Obviously the coefficients of \( \sigma_{\ell,n,\chi}(q) \) lie in \( \mathbb{Q}[\zeta_{\ell}, \zeta_n] \). We choose a generator \( c \) of \( \mathbb{F}_{\ell}^* \) and consider the action of the homomorphism \( \sigma : \zeta_{\ell} \mapsto \zeta_{\ell}^{c} \) generating \( \text{Gal}(\mathbb{Q}[\zeta_{\ell}, \zeta_n]/\mathbb{Q}[\zeta_n]) \) on \( \sigma_{\ell,n,\chi}(q) \). We calculate

\[
\sigma(G_{\ell,n,\chi}(q)) = \sum_{\lambda \in \mathbb{F}_{\ell}^*} \chi(\lambda) \sigma(V(\zeta_{\ell}^{\lambda}, q)) = \sum_{\lambda \in \mathbb{F}_{\ell}^*} \chi(\lambda) V(\zeta_{\ell}^{\lambda}, q) = \chi^{-1}(c) G_{\ell,n,\chi}(q)
\]

and in the same way one obtains

\[
\sigma(G_{\chi^{-1}(\xi)}) = \chi(c) G_{\chi^{-1}(\xi)}.
\]

Since the remaining terms in the definition of \( \sigma_{\ell,n,\chi}(q) \) are invariant under \( \sigma \), the coefficients of \( \sigma_{\ell,n,\chi}(q) \) lie in the fixed field of this homomorphism.

\( \Box \)

3.2. Rational representation. We now wish to represent the expression \( \sigma_{\ell,n}(q) \) in terms of \( j(\tau) \) and other modular functions. Actually, our representation will depend on two other modular functions apart from the \( j \)-invariant. This results from the following
Lemma 3.4. Let \( f(\tau) \in A_0(\Gamma_0(\ell)) \setminus A_0(\Gamma) \) be a modular function of weight 0 and let the matrix \( S_0 = \begin{pmatrix} 1 & -1 \\ 0 & 1 \end{pmatrix} \) be as in \([1,3,4]\). Then we obtain

\[
A_0(\Gamma_0(\ell)) = \mathbb{C}(j(\tau), f(\tau), f(S_0\tau)).
\]

Proof. We first remark that

\[
\Gamma_0(\ell) = \Gamma(\ell) \cap \Gamma_0(\ell)
\]

holds. Now lemma 2.1 yields

\[
\text{Gal}(A_0(\Gamma(\ell)) / A_0(\Gamma_0(\ell))) = \text{Gal}(A_0(\Gamma(\ell)) / A_0(\Gamma_0(\ell))) \cap \text{Gal}(A_0(\Gamma(\ell)) / A_0(\Gamma^0(\ell))),
\]

which directly implies

\[
A_0(\Gamma_0(\ell)) = A_0(\Gamma(\ell)) A_0(\Gamma^0(\ell)).
\]

Furthermore, for \( a, b, c, d \in \mathbb{Z} \) we compute

\[
S_0^{-1} \begin{pmatrix} a & b \\ c & d \end{pmatrix} S_0 = \begin{pmatrix} d & -c \\ -b & a \end{pmatrix},
\]

which yields \( \Gamma^0(\ell) = S_0^{-1} \Gamma(\ell) S_0 \). From this we deduce that the function \( f(S_0\tau) \) lies in \( A_0(\Gamma^0(\ell)) \). Namely, writing \( \gamma \in \Gamma^0(\ell) \) as \( \gamma = \gamma' S_0^{-1} \), for some \( \gamma' \in \Gamma(\ell) \), we obtain

\[
f(S_0\gamma) = f(\gamma' S_0\tau) = f(S_0\tau).
\]

According to theorem 2.2, \( A_0(\Gamma(\ell)) = \mathbb{C}(j(\tau), f(\tau)) \) holds. Adapting its proof we directly see \( A_0(\Gamma^0(\ell)) = \mathbb{C}(j(\tau), f(S_0\tau)) \), which yields the claim together with equation (3.7).

Furthermore, we obtain

Lemma 3.5. Let \( g(\tau) \in H_0(\Gamma^0(\ell)) \setminus H_0(\Gamma_0(\ell)) \) be a holomorphic modular function and let \( k(\tau) \in H_0(\Gamma^0(\ell)) \setminus H_0(\Gamma_0(\ell)) \) with minimal polynomial \( Q_\ell(\ell) \), \( \deg(Q_\ell) = \ell \), over \( A_0(\Gamma_0(\ell)) \). Then \( g(\tau) \) admits a representation of the form

\[
g(\tau) = \sum_{i=0}^{\ell-1} a_i k(\tau)^i
\]

with \( a_i \in H_0(\Gamma_0(\ell)) \).

Proof. We use lemma 2.3. We set \( K = A_0(\Gamma_0(\ell)) \), \( L = A_0(\Gamma^0(\ell)) \) and \( \alpha = k(\tau) \) with minimal polynomial \( f(X) = Q_\ell(X) \). Furthermore, let

\[
\mathcal{O} = \{ h(\tau) \in K : h(\tau) \text{ holomorphic} \} = H_0(\Gamma_0(\ell)).
\]

Since \( k \) is assumed to be holomorphic this holds for all elements \( z \in \mathcal{O}[k] \) and thus also for \( g(\tau)z \) and \( \text{Tr}_{L/K}(g(\tau)z) \). This yields \( g(\tau) \in C_k \) (cf. lemma 2.3), which implies the claim.

The preceding lemmas suggest the following procedure for computing an expression for \( \sigma_{\ell,n} \):

If we choose a holomorphic modular function \( f(\tau) \in H_0(\Gamma_0(\ell)) \setminus H_0(\Gamma) \) the proof of lemma 3.4 shows that \( f(S_0\tau) \in H_0(\Gamma^0(\ell)) \setminus H_0(\Gamma_0(\ell)) \) holds. If we know the minimal polynomial \( Q_{f,S_0}(X) \) of \( f(S_0\tau) \) over \( A_0(\Gamma_0(\ell)) \), we can thus first determine a representation for \( \sigma_{\ell,n} \) by using lemma 3.5. Since the coefficients \( a_i \) that occur lie in \( H_0(\Gamma_0(\ell)) \), according to corollary 2.4 one can subsequently determine a representation in terms of \( j(\tau) \) and \( f(\tau) \) for each of
these coefficients. Combining everything one obtains the representation in terms of \( j(\tau), f(\tau) \) and \( f(S_0\tau) \) that we will denote by
\[
(3.10) \quad \sigma_{\ell,n,\chi}(q) = R(j(\tau), f(\tau), f(S_0\tau)).
\]

We have to specify up to which precision the Laurent series of the various modular functions have to be computed in order to derive the representations. We examine this for the choice \( f(\tau) = m_\ell(\tau) \), using the notation \( m_{\ell,2}(\tau) := m_\ell(S_0\tau) \).

We first need some statements on the transformation behaviour of the \( \eta \)-function.

**Theorem 3.6.** [10, p. 113, 126, 130] Under action from \( \gamma = (a \ b \ c \ d) \in \text{SL}_2(\mathbb{Z}) \) the \( \eta \)-function transforms via
\[
\eta(\gamma\tau) = \varepsilon \cdot \sqrt{c\tau + d} \cdot \eta(\tau).
\]
The values for the 24-th root of unity \( \varepsilon \) can be computed according to
\[
\varepsilon = \begin{cases} 
\left( \frac{a}{c} \right) i^{(d-1)/2} \exp \left( \frac{1}{12} (d(b - c) - (d^2 - 1)ac) \right), & d \equiv 1 \mod 2, d > 0, \\
\left( \frac{d}{c} \right) i^{(1-c)/2} \exp \left( \frac{1}{12} (c(a + d) - (c^2 - 1)bd - 3) \right), & c \equiv 1 \mod 2, c > 0.
\end{cases}
\]

**Corollary 3.7.** We have \( m_{\ell,2}(\tau) = \ell^s m_\ell \left( \frac{\tau}{\ell} \right)^{-1} \) as well as \( w_\ell(m_{\ell,2}(\tau)) = m_\ell(\ell\tau) \).

**Proof.** We compute
\[
m_{\ell,2}(\tau) = m_\ell(S_0\tau) = \ell^s \left( \frac{\eta(\ell S_0\tau)}{\eta(S_0\tau)} \right)^{2s} = \ell^s \left( \frac{\eta(S_0\tau^s)}{\eta(S_0\tau)} \right)^{2s} = \ell^s \left( \frac{-i\sqrt{\tau} \cdot \eta(\tau)}{-i\sqrt{\tau} \cdot \eta(\tau)} \right)^{2s}
\]
(3.11)
\[
= \left( \frac{\eta(\tau)}{\eta(\tau)} \right)^{2s} = \ell^s m_\ell \left( \frac{\tau}{\ell} \right)^{-1}
\]
and
\[
w_\ell(m_{\ell,2}(\tau)) = \ell^s \left( \frac{\eta(\ell S_0 \left( \frac{\tau}{\ell} \right))}{\eta(S_0 \left( \frac{\tau}{\ell} \right))} \right)^{2s} = \ell^s \left( \frac{\eta(\ell^2 \tau)}{\eta(\ell \tau)} \right)^{2s} = m_\ell(\ell\tau).
\]

\( \square \)

From the definition of the minimal polynomial \( M_\ell \) via [3] Lemma 2.11] we immediately see that the function \( m_{\ell,2}(\tau) = m_\ell(S_0\tau) \), which is a conjugate of \( m_\ell(\tau) \), has the same minimal polynomial \( M_\ell(X, j(\tau)) \) over \( \mathbb{C}(j(\tau)) \). Hence, the minimal polynomial of \( m_{\ell,2}(\tau) \) over \( \mathcal{A}_0(\Gamma_0(\ell)) \) is precisely \( M_{\ell,2}(X) = \frac{M_\ell(X, j(\tau))}{X - m_\ell(\tau)} \). We can now prove the following statement:

**Lemma 3.8.** Let \( \sigma_{\ell,n}(q), m_\ell(q), m_{\ell,2}(q) \) and \( j(q) \) be computed up to precision
\[
\text{prec}(\ell, n) = (\ell^2 + \ell + 1)v - 1,
\]
where \( v = \frac{\ell - 1}{\gcd(\ell - 1, 12)} = \text{ord}(m_\ell) \) holds. Then one can obtain a rational expression for \( \sigma_{\ell,n}(q) \) in terms of the other three modular functions in a unique way.

**Proof.** For determining the necessary precision we proceed in two steps. We first determine bounds on the order of the coefficients \( a_i \) from equation \( (3.9) \), which will subsequently give rise to bounds on the required precision.
According to (3.9) one has

\[
\sigma_{\ell,n}(q) \frac{\partial M_{\ell,2}}{\partial X}(m_{\ell,2}(q)) = \sum_{i=0}^{\ell-1} a_i m_{\ell,2}(q)^i.
\]

Using (3.11) one obtains \(\text{ord}(m_{\ell}) = v, \text{ord}(m_{\ell,2}) = -\frac{v}{\ell}\) and thus

\[
\text{ord}(N) = \text{ord}\left(\frac{\partial M_{\ell}}{\partial X}(m_{\ell,2},j)(m_{\ell,2} - m_{\ell}) - M_{\ell}(m_{\ell,2},j)\right) = \min\left(\text{ord}\left(\frac{\partial M_{\ell}}{\partial X}(m_{\ell,2},j)\right) - \frac{v}{\ell}, \text{ord}(M_{\ell}(m_{\ell,2},j))\right) + \frac{2v}{\ell}.
\]

Considering the orders of the different terms of \(M_{\ell}\) similarly to [2, Lemma 2.12] one obtains

\[
iv \leq (v - k)\ell + v \quad \Rightarrow \quad -\frac{iv}{\ell} - k \geq -v - \frac{v}{\ell} \quad \Rightarrow \quad \text{ord}(M_{\ell}(m_{\ell,2},j)) \geq -v - \frac{v}{\ell}
\]

whenever the coefficient \(a_{i,k}\) in the polynomial \(M_{\ell}\) does not vanish. In the same way one gleans \(\text{ord}\left(\frac{\partial M_{\ell}}{\partial X}(m_{\ell,2},j)\right) \geq -v\), which yields \(\text{ord}(N) \geq -v + \frac{v}{\ell}\).

Applying \(w_{\ell}\) to (3.13) and using (3.12) one obtains \(\text{ord}(m_{\ell}) = v\ell\), which similarly implies \(\text{ord}(M_{\ell}(m_{\ell,2},j^*)) \geq 0\), \(\text{ord}\left(\frac{\partial M_{\ell}}{\partial X}(m_{\ell,2},j^*)\right) \geq -v\ell\) and hence \(\text{ord}(N^*) \geq v(1 - \ell)\).

Furthermore, using the definition of \(\sigma_{\ell,n}\), formulae (2.2), (2.3), (2.4) and lemma 3.1 one can calculate

\[
\text{ord}(\sigma_{\ell,n}) = \text{ord}(G_{\ell,n}) + \text{ord}(H_{\ell,n}) + r \text{ord}(p_1) - \text{ord}(\Delta) \geq 0 + 1 - 0 - 1 = -1 + \frac{1}{\ell},
\]

\[
\text{ord}(\sigma_{\ell,n}^*) = \text{ord}(G_{\ell,n}^*) + \text{ord}(H_{\ell,n}^*) + r \text{ord}(p_1^*) - \text{ord}(\Delta^*) \geq 1 + 0 - 0 - \ell = 1 - \ell.
\]

Altogether, this yields

\[
\text{ord}(\sigma_{\ell,n}N) \geq -v - 1 + \frac{v + 1}{\ell}, \quad \text{ord}(\sigma_{\ell,n}^* N^*) \geq 1 - \ell + v(1 - \ell).
\]

From equation (3.13) one obtains

\[
\text{ord}(a_i) \geq \text{ord}(\sigma_{\ell,n} N m_{\ell,2}^{i-1}) \geq -v - 1 + \frac{v + 1}{\ell} + \frac{iv}{\ell} \quad \Rightarrow \quad \text{ord}(a_i) \geq -v,
\]

\[
\text{ord}(a_i^*) \geq \text{ord}(\sigma_{\ell,n}^* N^* (m_{\ell,2}^{i-1})) \geq 1 - \ell + v(1 - \ell) - iv\ell \geq v + 1 - v\ell - \ell - (\ell - 1)v\ell
\]

\[
= -\ell^2 v - \ell + v + 1.
\]

We next consider the equation

\[
a_i(q) \frac{\partial M_{\ell}}{\partial Y}(m_{\ell}(q), j(q)) = \sum_{i=1}^{\ell} \sum_{k=0}^{v-1} b_{i,k} m_{\ell}(q)^i j(q)^k
\]

according to corollary 2.4. Again proceeding similarly to [2, Lemma 2.12] one easily shows \(\text{ord}(M) \geq 1, \text{ord}(M^*) \geq -(v - 1)\ell - v\), which yields

\[
\text{ord}(a_i M) \geq 1 - v, \quad \text{ord}(a_i^* M^*) \geq -\ell^2 v - \ell + v + 1 - (v - 1)\ell - v = -((\ell^2 + \ell)v + 1 =: o).
\]

From this we deduce the bounds

\[
iv - k \geq 1 - v \quad \text{and} \quad -iv - \ell k \geq o \quad \Rightarrow \quad iv - k \leq iv + \ell k \leq -o,
\]
for the orders $iv - k = \text{ord}(m_i^j)$ of the summands on the right hand side in (3.15). Taking their difference finally yields the necessary precision $\text{prec}(\ell, n) = (\ell^2 + \ell + 1)v - 1$ we claimed.

\begin{remark}
The estimate (3.14) can obviously be improved significantly for small values of $i$. E. g., for $i = 0$ one obtains the bound $\text{ord}(a_0^{\ast}) \geq v + 1 - (v + 1)\ell$, whence the precision $\text{prec}(\ell, n) = (2\ell + 1)v - 1$ is sufficient to calculate the representation for $a_0$.
\end{remark}

Using the approach sketched in lemma 3.8 we thus obtain the equation

\begin{equation}
\sigma_{\ell,n,\chi}(\tau) = R(j(\tau), m_\ell(\tau), m_\ell(S_0\tau))
\end{equation}

as a special case of (3.10). The following lemma provides equivalent statements of (3.16).

\begin{lemma}
For $0 \leq k < \ell$ let $T_k = (0, k) \in \Gamma_0(\ell)$ be the matrices introduced in equation (3.3) and let $S_k = (0, -1, k) \in \Gamma_0(\ell)$ be as in equation (3.4). Furthermore, let $P = (x(\zeta, q), y(\zeta, q))$ and $Q_k = (x(\zeta^k q^\frac{1}{q}, q), y(\zeta^k q^\frac{1}{q}, q))$, $0 \leq k < \ell$, denote these $\ell$-torsion points on the Tate curve. Then the action of $T_k$ transforms equation (3.16) into

\begin{equation}
\frac{G_{\ell,n,\chi}(q)(\sum_{\lambda \in \mathbb{F}_p^\ast} \chi(\lambda)(\lambda Q_k)V) \Delta(q)}{p_1(q)^\gamma G_{\chi^{-1}}(P, Q_k)} = R(j(\tau), m_\ell(\tau), m_\ell(S_k\tau)),
\end{equation}

where $V = x$ holds for $n$ odd and $V = y$ for $n$ even.

\begin{proof}
We first consider the right hand side of the equation. Since $T_k$ lies in $\Gamma_0(\ell)$, both $m_\ell(\tau)$ and $j(\tau)$ are invariant under the action of $T_k$. Furthermore,

\begin{equation}
\begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix}
\begin{pmatrix}
1 & k \\
0 & 1
\end{pmatrix}
= 
\begin{pmatrix}
0 & -1 \\
1 & k
\end{pmatrix}
\end{equation}

and hence $m_\ell(S_0\tau)|_{T_k} = m_\ell(S_0T_k\tau) = m_\ell(S_k\tau)$ holds.

On the left hand side we examine the different components of $\sigma_{\ell,n,\chi}(\tau)$ according to corollary 3.3. We first see $\Delta(q)|_{T_k} = \Delta(q)$, $p_1(q)|_{T_k} = p_1(q)$, and by the proof of corollary 3.3 $G_{\ell,n,\chi}(q)|_{T_k} = \chi^{-1}(1)G_{\ell,n,\chi}(q) = G_{\ell,n,\chi}(q)$ holds. Furthermore, using $c = \frac{1}{(2\pi i)^2}$ from lemma 3.1 one calculates

\begin{equation}
x(q^\frac{\lambda}{\ell}, q)|_{T_k} = c\varphi\left(\frac{\lambda\tau}{\ell}, \tau\right)|_{T_k} = c\varphi\left(\frac{\lambda(\tau + k)}{\ell}, \tau\right) = x(q^{\frac{\lambda}{\ell}}q^{\frac{k}{1}}, q)
\end{equation}

and an analogue statement holds for $y(q^\frac{\lambda}{\ell}, q)$. This implies

\begin{equation}
H_{\ell,n,\chi}(q)|_{T_k} = \sum_{\lambda \in \mathbb{F}_p^\ast} \chi(\lambda)V\left(q^{\frac{\lambda}{\ell}}q^{\frac{k}{1}}, q\right) = \sum_{\lambda \in \mathbb{F}_p^\ast} \chi(\lambda)(\lambda Q_k)V,
\end{equation}

where $V = x$ holds for odd $n$ and $V = y$ for even $n$. In addition, we deduce

\begin{equation}
G_{\chi^{-1}}(c_\ell(P, Q_0))|_{T_k} = G_{\chi^{-1}}(c_\ell(P, Q_k)).
\end{equation}

\end{proof}
3.3. Application. Let \( \ell \) be an Atkin prime for an elliptic curve \( E \) over \( \mathbb{F}_p \). The theorems from [7] pp. 236–239 concerning the decomposition of the modular polynomial \( \Phi_\ell \) and the constructions from [5] imply that for some \( r \mid \ell + 1, \ r > 1 \), there exists an \( \ell \)-isogeny \( \psi : E \to E' \) defined over \( \mathbb{F}_{p^r} \) and which corresponds to a root \( m_\ell(E) \in \mathbb{F}_{p^r} \setminus \mathbb{F}_{p^{r-1}} \) of \( M_\ell(X, j(E)) \). Henceforth, we assume that \( r > 2 \) holds. For \( n \mid \ell - 1 \), a character \( \chi \) of order \( n \) and a point \( Q \) on \( E \) we use the notation

\[
G_{\ell, n, \chi}(E, Q) := \sum_{a=1}^{\ell-1} \chi(a)(aQ)_V,
\]

where \( V = x \) holds for odd and \( V = y \) for even \( n \).

We can specialise the formulae (3.16) and (3.17) to a concrete elliptic curve \( E/\mathbb{F}_p \) in question using the same considerations as in [3] p. 14. By means of the Deuring lifting theorem from [4] p. 184 we can lift the curve \( E/\mathbb{F}_p \) in question to a curve \( E_0 \) over a number field \( K \). This means there is a prime ideal \( \mathfrak{P} \subset \mathcal{O}_K \) with residue field \( \mathbb{F}_p \) such that the reduction of \( E_0 \) modulo \( \mathfrak{P} \) is a non-singular elliptic curve which is isomorphic to \( E \). In particular, one sees that for the value of \( \tau \) corresponding to the curve \( E_0 \) the quantity \( m_\ell(E) \) corresponds to the value \( m_\ell(\tau) \) in (3.17). Since the values \( \varphi_p(m_\ell(E)) \) and \( \varphi_p^2(m_\ell(E)) \) are also roots of \( M_\ell(X, j(E)) \), each of them likewise corresponds to a conjugate \( m_\ell(S_k\tau) \) for a suitable \( k \) with \( 0 \leq k < \ell \). Here we use the fact that we have assumed \( r > 2 \) and that hence \( \varphi_p^2(m_\ell(E)) \neq m_\ell(E) \) holds. Furthermore, by applying \( \varphi_p \) to the formulae for computing the Elkies factor \( F_\ell \) from [7] and [5] pp. 89–106 it follows that the values \( \varphi_p(m_\ell(E)), \varphi_p^2(m_\ell(E)) \) correspond to the isogenies \( \phi_p(\psi) : E \to \phi_p(\ell) \) and \( \phi_p^2(\psi) : E \to \phi_p^2(\ell) \). Denoting by \( P \neq \mathcal{O} \) a point in \( \ker(\psi) \), we deduce \( \phi_p(P) \in \ker(\phi_p(\psi)) \) and \( \phi_p^2(P) \in \ker(\phi_p^2(\psi)) \). Specialising formula (3.17) to the curve \( E \) in question thus yields the equations

\[
R(j(E), m_\ell(E), \varphi_p(m_\ell(E))) = \frac{G_{\ell, n, \chi}(E, P)G_{\ell, n, \chi}(E, \phi_p(P))p_1(E)^{\ell-1}(e_\ell(P, \phi_p(P)))}{\Delta(E)},
\]

\[
R(j(E), m_\ell(E), \varphi_p^2(m_\ell(E))) = \frac{G_{\ell, n, \chi}(E, P)G_{\ell, n, \chi}(E, \phi_p^2(P))p_1(E)^{\ell-1}(e_\ell(P, \phi_p^2(P)))}{\Delta(E)}.
\]

From this we directly glean

(3.18) \[
\frac{R(j(E), m_\ell(E), \varphi_p(m_\ell(E)))}{R(j(E), m_\ell(E), \varphi_p^2(m_\ell(E)))} = \frac{G_{\ell, n, \chi}(E, \phi_p(P))G_{\ell, n, \chi}(E, \phi_p^2(P))}{G_{\ell, n, \chi}(E, \phi_p^2(P))G_{\ell, n, \chi}(E, \phi_p(P))}.
\]

Furthermore, for \( p = 1 \mod n \) we calculate

(3.19) \[
G_{\ell, n, \chi}(E, \phi_p(P)) = \sum_{a=1}^{\ell-1} \chi(a)(a\phi_p(P))_V = \sum_{a=1}^{\ell-1} \chi(p(a)(P)_V)^p = G_{\ell, n, \chi}(E, P)^p,
\]

which immediately implies \( G_{\ell, n, \chi}(E, \phi_p^2(P)) = G_{\ell, n, \chi}(E, P)^{p^2} \). Hence, we obtain

(3.20) \[
\frac{G_{\ell, n, \chi}(E, \phi_p(P))}{G_{\ell, n, \chi}(E, \phi_p^2(P))} = G_{\ell, n, \chi}(E, P)^{p-p^2} = (G_{\ell, n, \chi}(E, P)^n)^{\frac{p(1-p)}{n}},
\]

since \( n \mid 1 - p \) holds. Using equation (3.18) one deduces

(3.21) \[
\frac{R(j(E), m_\ell(E), \varphi_p(m_\ell(E)))}{R(j(E), m_\ell(E), \varphi_p^2(m_\ell(E)))}(G_{\ell, n, \chi}(E, P)^n)^{\frac{p(1-p)}{n}} = \frac{G_{\ell, n, \chi}(E, \phi_p(P))}{G_{\ell, n, \chi}(E, \phi_p^2(P))}.
\]
As detailed in [3, 2], the value of $G_{\ell,n,\chi}(E,P)^n$ can be computed from the values $j(E)$ and $m_\ell(E)$ by means of the precomputed universal elliptic Gauß sums for the Elkies case. Hence, the left hand side of equation (3.21) can be computed using the precomputed rational expressions.

According to equation (1.1)

$$\phi_p^2(P) = t\phi_p(P) - pP$$

holds. Using the properties of the Weil pairing $e_\ell$ this implies

$$e_\ell(P, \phi_p^2(P)) = e_\ell(P, t\phi_p(P) - pP) = e_\ell(P, \phi_p(P))^t.$$

One easily sees $G_{\chi^{-1}(\ell^t)} = \chi(t)G_{\chi^{-1}(\ell)}$, which yields

$$\frac{G_{\chi^{-1}(e_\ell(P, \phi_p(P)))}}{G_{\chi^{-1}(e_\ell(P, \phi_p^2(P)))}} = \frac{\chi(t)G_{\chi^{-1}(e_\ell(P, \phi_p(P)))}}{\chi(t)G_{\chi^{-1}(e_\ell(P, \phi_p(P)))}} = \chi^{-1}(t)$$

for the right hand side of equation (3.21). Hence, equation (3.21) allows to compute the index of $t \in (\mathbb{Z}/\ell\mathbb{Z})^*$ modulo $n$. If the computation is performed for appropriate different coprime divisors $n$ of $\ell - 1$ one obtains the value $t$ modulo $\ell$ as required in Schoof’s algorithm.

Finally, we consider the assumptions we have made when deriving the formulae. Firstly, we assumed $r > 2$; if $r = 2$ holds, no further calculations are necessary for determining $t$ modulo $\ell$, though: Namely, according to [7, p. 236] for $P \in \mathbb{E}[\ell]$ we have $\phi_p^2(P) = aP$ for some $a \in \mathbb{F}_{\ell}^\times$. Introducing this in equation (1.1) yields

$$(a + p)P = t\phi_p(P).$$

Since $\ell$ is an Atkin prime the left hand side has to vanish. Thus, one obtains the congruences $a \equiv -p \mod \ell$ and $t \equiv 0 \mod \ell$.

In addition, in equations (3.19) and (3.20) we assumed that $p \equiv 1 \mod n$ holds. In general, let us denote by $p'$ the inverse modulo $n$ of the prime $p$ in question and let us write $p = nq_1 + m_1, p^2 = nq_2 + m_2$ with $0 \leq m_1, m_2 < n$. Now instead of equation (3.19) we glean

$$G_{\ell,n,\chi}(E, \phi_p(P)) = \sum_{a=1}^{\ell-1} \chi(a)(a\phi_p(P))_V = \sum_{a=1}^{\ell-1} \chi^{p'}(a)(aP)_V = G_{\ell,n,\chi'}(E, P)^p$$

and thence $G_{\ell,n,\chi}(E, \phi_p^2(P)) = G_{\ell,n,\chi^{p'}}(E, P)^{p^2}$. This yields

$$\frac{G_{\ell,n,\chi}(E, \phi_p(P))}{G_{\ell,n,\chi}(E, \phi_p^2(P))} = \frac{(G_{\ell,n,\chi'}(E, P)^n)^m G_{\ell,n,\chi'}(E, P)^m G_{\ell,n,\chi^{-1}}(E, P)}{(G_{\ell,n,\chi^{p'}}(E, P)^{p^n})^m G_{\ell,n,\chi^{p'}}(E, P)^{p^m} G_{\ell,n,\chi^{-1}}(E, P)}$$

instead of equation (3.20). The value $G_{\ell,n,\chi'}(E, P)^n$ can again be determined by means of the universal elliptic Gauß sums for the Elkies case. Furthermore, since $p'm_1 \equiv p'p \equiv 1 \mod n$ holds, the second quantity $G_{\ell,n,\chi'}(E, P)^m G_{\ell,n,\chi^{-1}}(E, P)$ can be directly computed by means of the universal elliptic Jacobi sum $J_{\ell,n,\chi',m_1}$ from [2] Lemma 3.1. An analogue statement holds for the denominator. Thus, when considering arbitrary primes $p$, equation (3.18) can still be transformed into an equation analogous to (3.21), whose left hand side can be computed by means of precomputed rational expressions.
3.4. Run-time. We confine ourselves to considering the run-time required for the evaluation of the expression $R(j(E), m_\ell(E), \varphi_p(m_\ell(E)))$. Combining lemma 3.5 and corollary 2.4 yields

$$\sigma_{\ell,n}(E) = \sum_{i_1=0}^{\ell-1} \varphi_p(m_\ell(E))^{i_1} \sum_{i_2=n_0}^{n_1} m_\ell(E)^{i_2} \sum_{i_3=0}^{v-1} a_{i_1,i_2,i_3} j(E)^{i_3}.$$  

From lemma 3.8 and equation (3.15) we deduce that on average the computation of the term depending on $n_\ell$ and $j$ for fixed $i_1$ requires $O(\ell^2 v)$ multiplications in $\mathbb{F}_{p'}[\zeta_n]$. Summing over $i_1$ subsequently we see the total cost amounts to $O(\ell^3 v)$ multiplications in $\mathbb{F}_{p'}[\zeta_n]$. It is apparent that when using values of $\ell \in O(\log p)$ the run-time of this step alone for one fixed $n$ considerably exceeds the run-time of $O(\ell^3 \log p)$ multiplications in $\mathbb{F}_p$ necessary for fixed $\ell$ in Schoof’s original algorithm, let alone the run-time $O(\ell \log p)$ required in the Elkies case or the ones corresponding to its numerous improvements. Taking into account that $\ell \in O(v)$ holds asymptotically according to [1] we notice the alternative for the Atkin case we presented exhibits a run-time which makes its use for counting points infeasible. Obviously this would still be the case if we had chosen another modular function instead of $m_\ell$ for deriving our rational expression. Indeed, in this case the value of $v$ would be smaller. However, the factor $\ell^3$ would still cause a run-time significantly exceeding that of existing approaches.
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