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Abstract

We study the identity testing problem for high-dimensional distributions. Given as input an explicit distribution \( \mu \), an \( \varepsilon > 0 \), and access to sampling oracle(s) for a hidden distribution \( \pi \), the goal in identity testing is to distinguish whether the two distributions \( \mu \) and \( \pi \) are identical or are at least \( \varepsilon \)-far apart. When there is only access to full samples from the hidden distribution \( \pi \), it is known that exponentially many samples (in the dimension) may be needed for identity testing, and hence previous works have studied identity testing with additional access to various “conditional” sampling oracles. We consider a significantly weaker conditional sampling oracle, which we call the Coordinate Oracle, and provide a computational and statistical characterization of the identity testing problem in this new model.

We prove that if an analytic property known as approximate tensorization of entropy holds for an \( n \)-dimensional visible distribution \( \mu \), then there is an efficient identity testing algorithm for any hidden distribution \( \pi \) using \( \tilde{O}(n/\varepsilon) \) queries to the Coordinate Oracle. Approximate tensorization of entropy is a pertinent condition as recent works have established it for a large class of high-dimensional distributions. We also prove a computational phase transition: for a well-studied class of \( n \)-dimensional distributions, specifically sparse antiferromagnetic Ising models over \( \{+1, -1\}^n \), we show that in the regime where approximate tensorization of entropy fails, there is no efficient identity testing algorithm unless \( \text{RP} = \text{NP} \). We complement our results with a matching \( \Omega(n/\varepsilon) \) statistical lower bound for the sample complexity of identity testing in the Coordinate Oracle model.

1. Introduction

A fundamental problem in statistics and machine learning is the identity testing problem (also known as the goodness-of-fit problem). Roughly speaking, we are explicitly given a visible distribution \( \mu \) and oracle access to samples from an unknown/hidden distribution \( \pi \); the goal is to determine if these distributions are identical using as few samples from \( \pi \) as possible.

The complexity of identity testing for general distributions is now well-understood; this includes conditions on the visible and hidden distributions which enable efficient identity testing; see (Canonne, 2020) for a comprehensive survey. An intriguing line of work considers a different perspective: what additional assumptions on the sampling oracle for the hidden distribution
are required to ensure efficient identity testing. We present tight results with more modest oracle assumptions than considered previously.

Let us begin with a formal definition of the classical identity testing framework. Let \( \mathcal{X} \) be a finite state space of size \( |\mathcal{X}| = |X| \), and let \( d(\cdot, \cdot) \) denote a metric or divergence between distributions over \( \mathcal{X} \); the standard choices for \( d(\cdot, \cdot) \) are total variation distance (TV distance) or Kullback–Leibler divergence (KL divergence). For a distribution \( \mu \) over \( \mathcal{X} \) and a parameter \( \epsilon > 0 \), denote by \( \text{ID-TEST}(d, \epsilon; \mu) \) the identity testing problem for \( \mu \): given as input the full description of the visible distribution \( \mu \), and given access to a sampling oracle for an unknown distribution \( \pi \), our goal is to distinguish between the cases \( \pi = \mu \) vs. \( d(\pi, \mu) \geq \epsilon \) with probability at least 2/3.

For a distribution \( \mu \) over \( \mathcal{X} \), there are efficient identity testing algorithms with sample complexity \( O(\sqrt{|\mathcal{X}|}/\epsilon^2) \) which matches, asymptotically, the information-theoretic lower bound; see (Valiant and Valiant, 2017; Paninski, 2008) for landmark results and (Chan et al., 2014; Acharya et al., 2015; Valiant and Valiant, 2017; Diakonikolas and Kane, 2016; Goldreich, 2016; Diakonikolas et al., 2021; Canonne and Sun, 2022) for other relevant works. (We recall that the sample or query complexity of an identity testing algorithm is the number of queries it sends to the sampling oracle.)

In practice, data is often high-dimensional, which raises the question of whether identity testing can be solved more effectively for high-dimensional distributions; this will be our focus. To be more precise, let \( \mathcal{K} = \{1, \ldots, k\} \) be an alphabet (spin/color) set and let \( X = \mathcal{K}^n \) be a product space of dimension \( n \). We study the identity testing problem \( \text{ID-TEST}(d, \epsilon; \mu) \) for \( n \)-dimensional distributions \( \mu \) over \( \mathcal{X} \).

Identity testing for high-dimensional distributions has recently attracted some attention, see, e.g., (Daskalakis and Pan, 2017; Daskalakis et al., 2019; Bezáková et al., 2019; Blanca et al., 2020; Canonne et al., 2020; Bhattacharyya et al., 2021, 2022). The focus is on visible distributions \( \mu \) that have a \( \text{poly}(n) \) size description or parametrization; otherwise one could not hope to design efficient testing algorithms. Such distributions include product distributions (including the uniform distribution), Bayesian nets, and undirected graphical models (also known as spin systems) among others.

The goal is to design identity testing algorithms with \( \text{poly}(n) \) sample complexity and running times. It is known, however, that identity testing may require a super-polynomial (in \( n \)) number of samples (Bezáková et al., 2019; Blanca et al., 2020). (The algorithms for the general identity testing problem have sample complexity \( \Omega(k^{n/2}/\epsilon^2) \) in the high-dimensional setting since \( |\mathcal{X}| = k^n \).)

Consequently, in order to design efficient algorithms, there are two types of further conditions that one may attach to the identity testing problem. The first approach is to restrict the unknown distribution \( \pi \) to be in some particular class of distributions; a natural example is to require that \( \pi \) is from the same class as \( \mu \). For example, (Bhattacharyya et al., 2021) studies the setting where both \( \mu \) and \( \pi \) are product distributions, (Canonne et al., 2020; Daskalakis and Pan, 2017) requires \( \mu \) and \( \pi \) to be Bayesian nets, (Daskalakis et al., 2019) studies the problem when \( \mu \) and \( \pi \) are Ising models. More recently, (Bhattacharyya et al., 2022) considers the case where \( \mu \) is a product distribution, and \( \pi \) is a Bayesian net. While such an approach leads to fruitful results for testing high-dimensional distributions, it is not ideal from a practical perspective, where \( \pi \) can be, for example, a “noisy” version of \( \mu \) and may not necessarily belong to a nice class of distributions.

An alternative approach to overcome the apparent intractability of identity testing in the high-dimensional setting is to assume access to stronger sampling oracles from the hidden distribution \( \pi \); specifically, access to conditional sampling oracles for \( \pi \) (in addition to the sampling oracle for \( \pi \)). This approach for high-dimensional distributions is the focus of this paper.
There are several types of conditional sampling oracles, and here we mention the most popular choices. The first is the general conditional sampling oracle—see (Canonne et al., 2015; Chakraborty et al., 2016; Falahatgar et al., 2015)—which given any subset $\mathcal{X}'$ of the space $\mathcal{X}$ generates a sample from the projection of $\pi$ to $\mathcal{X}'$; that is, the oracle returns an element $x$ from $\mathcal{X}'$ with probability $\pi(x)/\pi(\mathcal{X}')$. This oracle is not well-suited for the high-dimensional setting because the query subset $\mathcal{X}'$ could be exponentially large in $n$, and thus one could not hope to formulate the queries to the oracle efficiently (unless restricted to a special class of subsets $\mathcal{X}'$).

The second is the pairwise conditional sampling oracle (Pairwise Oracle) which takes a pair of configurations and generates a sample from the distribution restricted to these two choices: given $x, y \in \mathcal{X}$ the oracle returns $x$ with probability $\pi(x)/\pi(x + \pi(y))$ and $y$ otherwise; see (Canonne et al., 2015). The queries for Pairwise Oracle can be easily formulated for high-dimensional distributions, and identity testing has been studied in this setting. Recently, (Narayanan, 2021) provided an identity testing algorithm for the Pairwise Oracle model with $\tilde{O}(\sqrt{n}/\varepsilon^2)$ sample complexity and a matching statistical lower bound; the $\tilde{O}$ notation hides poly-logarithmic factors in $n$ and $1/\varepsilon$.

The other conditional oracle previously studied in the high-dimensional setting is the subcube conditional sampling oracle (Subcube Oracle) introduced by Bhattacharyya and Chakraborty (2018) and also studied in (Canonne et al., 2021; Chen et al., 2021a). A query to the Subcube Oracle consists of a subset $\Lambda \subseteq [n] = \{1, \ldots, n\}$ of variables and a configuration $x \in \mathcal{K}^\Lambda$ on $\Lambda$. If $\pi(x) > 0$, the Subcube Oracle returns a sample $x' \in \mathcal{K}^{[n]\setminus\Lambda}$ from the conditional distribution $\pi(\cdot | x)$. For the Subcube Oracle, an identity testing algorithm using $\tilde{O}(n^2/\varepsilon^2)$ queries was given in (Bhattacharyya and Chakraborty, 2018); improved algorithms were presented for uniformity testing in (Canonne et al., 2021) and for testing juntas in (Chen et al., 2021a).

In this work, we study identity testing for high-dimensional distributions under a weaker conditional sampling oracle, which we call the Coordinate Oracle. The Coordinate Oracle corresponds to the Subcube Oracle restricted to query sets $\Lambda$ where $|\Lambda| = n - 1$; that is, we fix the configuration at all but one coordinate and look at the conditional distribution at this particular coordinate given a fixed configuration on the remaining coordinates. Hence, access to the Coordinate Oracle is a much weaker assumption than access to the Subcube Oracle. We also note that the Subcube Oracle model can be significantly harder to simulate. For instance, for the classical ferromagnetic Ising model simulating the Coordinate Oracle is trivial, but sampling conditionally on arbitrary configurations, as required by the Subcube Oracle, is computationally hard (Goldberg and Jerrum, 2007).

Access to the Coordinate Oracle is also a weaker assumption than access to the Pairwise Oracle in the following sense. When $k = 2$ and $\mathcal{X} = \{0, 1\}^n$, Coordinate Oracle access corresponds to Pairwise Oracle access restricted to pairs of configurations that differ in exactly one coordinate. When $k \geq 3$, one can simulate a $\delta$-approximate Coordinate Oracle with Pairwise Oracle access in $\text{poly}(k, \log(1/\delta))$ time (or a perfect one with $\text{poly}(k)$ expected time) using a Markov chain. In addition, as in the case of the Subcube Oracle, simulating the Pairwise Oracle can be computationally more demanding than simulating the Coordinate Oracle. For example, in the context of the ferromagnetic Ising model on an $n$-vertex bounded degree graphs, a query to the Coordinate Oracle will require $O(1)$ random bits, but queries to the Pairwise Oracle may require $\Omega(n)$ random bits.

We provide here a computational and statistical characterization of the identity testing problem in the Coordinate Oracle model. Our focus is on imposing no conditions on the hidden distribution $\pi$, other than access to Coordinate Oracle, and explore which conditions on the visible distribution $\mu$ are necessary and sufficient for identity testing. We mention that the Coordinate Oracle oracle
has already been implicitly used in (Canonne et al., 2021) for uniformity testing (i.e., the special case of testing whether \( \pi \) is the uniform distribution).

**Algorithmic results.** For our algorithmic work we consider the identity testing problem under KL divergence, which we denote by \( D_{\text{KL}}(\cdot \parallel \cdot) \). From an algorithmic perspective, the choice of KL divergence is a natural one since, by Pinsker’s inequality, an identity testing algorithm for \( \text{ID-TEST}(D_{\text{KL}}(\cdot \parallel \cdot), 2\varepsilon^2; \mu) \) yields one for \( \text{ID-TEST}(d_{\text{TV}}(\cdot, \cdot), \varepsilon; \mu) \) (i.e., for identity testing under TV distance); the reverse is not true in general.

We start by introducing a key analytic property for the visible distribution, known as *approximate tensorization of entropy* (Caputo et al., 2015), which we will show is a sufficient (and essentially also necessary) condition for efficient identity testing in the high-dimensional setting. Approximate tensorization of entropy roughly states that the entropy of a distribution is bounded by the sum of the average conditional entropies at each coordinate.

**Definition 1 (Approximate Tensorization of Entropy)** A distribution \( \mu \) fully supported on \( K^n \) satisfies approximate tensorization of entropy with constant \( C \) if for any distribution \( \pi \) over \( K^n \):

\[
D_{\text{KL}}(\pi \parallel \mu) \leq C \sum_{i=1}^{n} \mathbb{E}_{x \sim \pi \setminus i} \left[ D_{\text{KL}}(\pi_i(\cdot \mid x) \parallel \mu_i(\cdot \mid x)) \right],
\]

where \( \pi \setminus i(\cdot) \) denotes the marginal distribution of \( \pi \) on \( [n] \setminus \{i\} \), and \( \pi_i(\cdot \mid x) \) and \( \mu_i(\cdot \mid x) \) denote the marginals of \( \pi \) and \( \mu \), respectively, on the \( i \)-th coordinate conditional on \( x \).

The constant \( C \) achieves the minimum \( C = 1 \) when \( \mu \) is a product distribution. More details about approximate tensorization and equivalent formulations are provided in the full version of this paper Blanca et al. (2022b).

Approximate tensorization of entropy is known to imply optimal mixing times of single-site update Markov chains, known as the Gibbs sampler or Glauber dynamics (Cesi, 2001; Chen et al., 2021d). It is also used to establish modified log-Sobolev inequalities and the concentration of Lipschitz functions under the distribution (Bobkov and Götze, 1999; Montenegro and Tetali, 2006).

There are a plethora of recent results establishing approximate tensorization in a wide variety of settings. In particular, (Chen et al., 2020) showed that the spectral independence condition introduced by (Anari et al., 2020) implies approximate tensorization of entropy for sparse undirected graphical models (i.e., spin systems on bounded degree graphs). Furthermore, recent works showed that spectral independence (and hence approximate tensorization) is implied by certain forms of correlation decay (Chen et al., 2020, 2021b; Feng et al., 2021), path coupling for local Markov chains (Blanca et al., 2022a; Liu, 2021), and the stability of the partition function (Chen et al., 2021c). As such, approximate tensorization is now known to hold with constant \( C = O(1) \) (independent of \( n \)) for a variety of high-dimensional distributions; see, e.g., (Chen et al., 2021c; Blanca et al., 2022a; Liu, 2021; Chen et al., 2022; Galanis et al., 2022; Friedrich et al., 2022).

We show that approximate tensorization of the visible distribution \( \mu \) yields an efficient identity testing algorithm, provided access to the Coordinate Oracle and the General Oracle for the hidden distribution \( \pi \). Access to the General Oracle (i.e., to independent full samples from \( \pi \)) is a standard assumption for testing under conditional sampling oracles. In particular, the General Oracle corresponds to Subcube Oracle restricted to \( \Lambda = \emptyset \), so access to the Subcube Oracle implies access to the General Oracle, and previous work under the Pairwise Oracle assumes access to the General Oracle as well.
For our algorithmic result, we have four additional basic assumptions on the visible distribution $\mu$. Specifically, we require that:

(i) $\mu$ has a description (parametrization) of $\text{poly}(n)$ size;

(ii) the Coordinate Oracle can be implemented efficiently for the visible distribution $\mu$;

(iii) $\mu$ is $\eta$-balanced: there is a lower bound $\eta$ so that the conditional probability of any spin $a \in K$ at any coordinate $i$, fixing any configuration on $[n] \setminus \{i\}$, is at least $\eta$;

(iv) $\mu$ is fully supported on $K^n$.

We discuss these assumptions in detail below (see Remark 3). Our algorithmic result for the Coordinate Oracle model follows.

**Theorem 2** Given a distribution $\mu$ over $\mathcal{X} = K^n$ satisfying (i)-(iv) and Approximate Tensorization with constant $C$, there is a testing algorithm for $\text{ID-TEST}(D_{\text{KL}}(\cdot \parallel \cdot), \varepsilon; \mu)$ with Coordinate Oracle and General Oracle access with $\tilde{O}(n/\varepsilon)$ sample complexity and polynomial running time.

A more precise theorem statement indicating the explicit dependence on $C$ and $\eta$ in the sample complexity is provided in the full version Blanca et al. (2022b). Several applications of Theorem 2 for well-studied high-dimensional distributions, including product distributions, sparse undirected graphical models in the so-called tree uniqueness regime, and distributions satisfying a Dobrushin-type uniqueness condition (Marton, 2019) are also given in the full version of this paper Blanca et al. (2022b).

We shall see in what follows that our algorithmic result for the Coordinate Oracle model in Theorem 2 is tight, both statistically and computationally; that is, we establish a matching $\Omega(n/\varepsilon)$ sample complexity lower bound and show that there is a class of high-dimensional distributions where identity testing is computationally hard in exactly the same settings where approximate tensorization of entropy does not hold.

A surprising feature of our algorithm is that it bypasses sampling from visible distribution $\mu$; it does not even require the concentration of any statistics under $\mu$. As in some of the previous algorithms for high-dimensional testing—e.g., those in (Daskalakis et al., 2019; Canonne et al., 2021)—our algorithm starts by “localizing” the testing problem (i.e., reducing it to a one-dimensional setting). For this, we crucially use the Approximate Tensorization of entropy of the visible distribution.

We then consider the problem of testing general (one-dimensional) distributions under KL divergence. It turns out that this problem has been largely overlooked in the literature (the aforementioned known results for identity testing are all under TV distance). This is likely because there are pairs of distributions with infinite KL divergence but arbitrarily small TV distance, and so testing under KL divergence is considered unsolvable in a worst-case sense; see (Daskalakis et al., 2018). However, we can aim for algorithms with sample complexities that depend on the visible distribution; i.e., instance-specific bounds instead of worst-case ones, as done in (Valiant and Valiant, 2017) for testing under TV distance.

We provide here an algorithm for the classical identity testing problem (that is, only access to the General Oracle is assumed) for general distributions under KL divergence; the sample complexity of our algorithm depends on the visible distribution (see Lemma 9). This is a key technical development towards establishing Theorem 2, and one we believe could be of independent interest.
Remark 3 We pause now to discuss assumptions (i)-(iv) in Theorem 2. As mentioned, condition (i) is necessary as otherwise one can not hope to design testing algorithms with poly(n) running times. Condition (ii) formally states that for any coordinate i, and any fixed assignment σ for the other n − 1 coordinates, we can compute the conditional distribution at i given σ in polynomial time. This is equivalent to requiring that a step of the Gibbs Sampler Markov chain for µ can be implemented efficiently; we believe (ii) is a mild assumption.

The notion of η-balancedness in condition (iii) is a byproduct of working with KL-divergence and is closely related to other coordinate marginal conditions that are required for efficient learning and sampling; specifically, under the assumption that µ has full support, it is equivalent to the notions δ-biased in (Klivans and Meka, 2017) and of b-marginally bounded distributions from (Chen et al., 2021c; Blanca et al., 2022a). Finally, we note that condition (iv) is also a byproduct of working with KL divergence but can be relaxed; we could require instead that the support of π is a subset of the support of µ. We emphasize that these conditions are all for the visible distribution µ, and that we impose no restrictions on the hidden distribution π (other than oracle access). For example, the uniform distribution, product distributions, and undirected graphical models (e.g., the Ising and hard-core models) satisfy the conditions in Theorem 2.

Computational hardness results. We show next that the algorithmic result in Theorem 2 is computationally tight. In particular, for the antiferromagnetic Ising model (defined below), we establish the following computational phase transition for identity testing in the Coordinate Oracle model: (i) when approximate tensorization holds the problem can be solved efficiently, and (ii) when approximate tensorization does not hold, there is no polynomial-time testing algorithm unless RP = NP.

We do not directly prove that identity testing is hard when approximate tensorization fails. We show instead that the same strong correlations that cause approximate tensorization to fail, combined with the hardness of identifying the ground states of the model in the presence of strong correlations, imply the hardness of identity testing. (The ground states are the most likely configurations in the model, and for the antiferromagnetic Ising model correspond to the maximum cuts of the graph.)

We introduce the Ising model next, which is the simplest and most well-studied example of an undirected graphical model. Given a graph G = (V, E), the set of configurations of the model is denoted by Ω = {+1, −1}^V. For a real-valued parameter β, the probability of a configuration σ ∈ Ω is given by the Gibbs or Boltzmann distribution:

\[ \mu_{G,\beta}(\sigma) = \frac{1}{Z_{G,\beta}} \cdot \exp(\beta \sum_{\{v,w\} \in E} \sigma_v \sigma_w), \]

where the normalizing constant Z_{G,\beta} is known as the partition function. When β > 0 the model is ferromagnetic/attractive and when β < 0 then the model is antiferromagnetic/repulsive.

The antiferromagnetic Ising model undergoes an intriguing computational phase transition at the threshold β_c(d) = -\frac{1}{d} \ln(d-2) for the parameter β. This threshold corresponds to the so-called uniqueness/non-uniqueness phase transition on the infinite d-regular tree; roughly speaking, in graphs of maximum degree at most d, when β > β_c(d) long-range correlations die off, whereas when β < β_c(d) long-range correlations persist.

For constant d ≥ 3 and all 0 > β > β_c(d), the approximate sampling and counting (i.e., approximating the partition function Z_{G,\beta}) problems can be solved efficiently on any graph of maximum degree d (Chen et al., 2021d). Moreover, approximate tensorization holds in this regime, and hence Theorem 2 applies for identity testing in the Coordinate Oracle model. In contrast, it is also known
that when $\beta < \beta_c(d)$ there are no polynomial-time approximate sampling or counting algorithms unless RP $=$ NP (Sly and Sun, 2014; Galanis et al., 2016).

We establish here the computational hardness of identity testing in the Coordinate Oracle model in the same parameter regime $\beta < \beta_c(d)$, which thereby exhibits a similar computational phase transition for identity testing for the class of antiferromagnetic Ising models.

**Theorem 4** For sufficiently large constant $d \geq 3$ and constant $\beta < 0$, consider identity testing for the family of antiferromagnetic Ising models on $n$-vertex graphs of max degree $d$ with parameter $\beta$.

(i) If $\beta > \beta_c(d)$, then there exists a polynomial-time algorithm for identity testing under KL divergence with Coordinate Oracle and General Oracle access with sample complexity $O(n/\varepsilon)$;

(ii) If $\beta < \beta_c(d)$, then there is no polynomial-time algorithm for identity testing under KL divergence with Coordinate Oracle and General Oracle access unless RP $=$ NP.

There are few analogous computational hardness results for identity testing; most lower-bound results in this setting are information-theoretic. The few examples appeared in (Bez̆aková et al., 2019; Blanca et al., 2020). These results apply to the identity testing problem with access only to General Oracle and require both the hidden and visible models to be Ising models. In our current setting, the visible model is an Ising model, but the hidden is an arbitrary high-dimensional distribution. This is a significant conceptual difference, and the techniques from (Bez̆aková et al., 2019; Blanca et al., 2020) do not easily extend (see Remark 10).

At a high level, as in (Bez̆aková et al., 2019), we prove the hardness result in Theorem 4(ii) using a reduction from the maximum cut problem. That is, given a graph $G = (V, E)$, we construct a testing instance that if solved, would find the maximum cut of $G$. In this approach, constructing a testing instance of small degree is a key challenge, and the “degree reducing” gadgets from (Bez̆aková et al., 2019; Blanca et al., 2020) no longer work in our setting.

Instead, we use a gadget introduced in (Sly, 2010) to establish the computational hardness of approximate counting antiferromagnetic spin systems. An interesting technical aspect of our proof is that we are required to design polynomial-time sampling algorithms to simulate the hidden oracles. This is difficult for us because sampling antiferromagnetic Ising models throughout the non-uniqueness regime, i.e., for all $\beta < \beta_c(d)$, is a notoriously hard problem (the problem is NP-hard even for regular graphs). We manage to design efficient sampling algorithms for our testing instances using the recent algorithmic result of Koehler, Lee, and Risteski (2022) that give an approximate sampling algorithm for Ising models when the edge interaction matrix has low rank, in conjunction with the sampling methods from (Jenssen et al., 2020) that use polymer models. A detailed overview of our reduction is given in Section 2.2. We mention that in the reductions in (Bez̆aková et al., 2019; Blanca et al., 2020), sampling is trivial, since there it is assumed that $\beta \ll \beta_c(d)$ (specifically, $|\beta d| = \Omega(\log n)$) and the instance is bipartite, so the Gibbs distribution concentrates in the configurations that align with the bi-partition; see Remark 10 for a detailed account of the novelties in our reduction to establish Theorem 4(ii).

Finally, we mention that the hardness result in Theorem 4(ii) extends to any conditional sampling oracle that could be implemented in polynomial time for the antiferromagnetic Ising model, and thus applies to identity testing in the Pairwise Oracle model, complementing the algorithmic results from (Canonne et al., 2015; Narayanan, 2021). On the other hand, they do not extend to the Subcube Oracle model since we do not know how to simulate this oracle efficiently.
Statistical lower bounds. We present next an information-theoretic lower bound for identity testing in the Coordinate Oracle model that matches the sample complexity of our testing algorithm for this model (Theorem 2). Our lower bound is for the special case of uniformity testing under TV distance when \( k = 2 \); i.e., the visible distribution is the uniform distribution over \( \{0, 1\}^n \).

**Theorem 5** Let \( \mu \) be the uniform distribution over \( \{0, 1\}^n \). Then, any identity testing algorithm for ID-TEST(\( d_{TV}(\cdot, \cdot), \varepsilon; \mu \)) with access to both the Coordinate Oracle and the General Oracle requires \( \Omega(n/\varepsilon^2) \) samples.

A direct corollary of this result is that solving the identity testing problem under KL divergence requires \( \Omega(n/\varepsilon) \) samples in the Coordinate Oracle model, thus showing that the sample complexity of our algorithm in Theorem 2 is asymptotically tight (up to logarithmic in \( n \) and \( 1/\varepsilon \) factors).

Our proof of Theorem 5 follows a well-known strategy. We construct a family of “bad” distributions \( \mathcal{B} \), each of which has TV distance at least \( \varepsilon \) from the uniform distribution \( \mu \) over \( \{0, 1\}^n \). The lower bounds follow from the fact that, for this carefully constructed family \( \mathcal{B} \), one can not distinguish between sequences of independent samples from \( \mu \) or from a distribution \( \pi \) chosen uniformly at random from \( \mathcal{B} \). However, since our setting is adaptive, i.e., the choice of conditional queries of the testing algorithm may depend on the output to previous ones, we need to consider query histories, as in (Canonne et al., 2015; Narayanan, 2021). (Roughly speaking, a query history is a sequence of queries that the testing algorithm sends the oracle along with the outputs from the oracle.) To show that two query histories are indistinguishable (under \( \mu \) or \( \pi \)), we use ideas from (Canonne et al., 2015) and the so-called hybrid argument in cryptography; see (Goldreich, 2004).

**New results for the Subcube Oracle model.** While the main focus of this work is the study of identity testing under weaker oracle assumptions (i.e., the Coordinate Oracle model), we also provide new results for identity testing in the previously studied Subcube Oracle model. Our first results for this model is an improved identity testing algorithm.

**Theorem 6** Let \( \mu \) be an \( \eta \)-balanced distribution fully supported on \( \mathcal{K}^n \) that has a \( \text{poly}(n) \) size parameterization. If we can compute the marginal probability at any coordinate conditioned on any partial configuration on any subset of coordinates, then there is an identity testing algorithm for ID-TEST(\( D_{KL}(\cdot \| \cdot), \varepsilon; \mu \)) for the Subcube Oracle model with \( \widetilde{O}(n/\varepsilon) \) sample complexity and running time that depends on the time it takes to compute the coordinate conditional marginals.

This algorithm, compared to the best-known algorithm for the Subcube Oracle model in (Bhattacharyya and Chakraborty, 2018), additionally requires that \( \mu \) is \( \eta \)-balanced, but improves the sample complexity significantly from \( \widetilde{O}(n^2/\varepsilon^2) \) to \( \widetilde{O}(n/\varepsilon) \). In addition, compared to Theorem 2, this result for the Subcube Oracle does not require approximate tensorization of entropy. In fact, we point out several relevant settings where Theorem 6 applies, but approximate tensorization fails (or we do not know if it holds) and hence Theorem 2 does not apply: undirected graphical models (e.g., Ising model) on trees, Bayesian networks, mixtures of product distributions, and high-temperature Ising models and monomer-dimer models (i.e., weighted matchings) on arbitrary graphs. We remark that, similar to Theorem 2, Theorem 6 also holds under the weaker assumption that the support of \( \mu \) contains the support of \( \pi \); see Blanca et al. (2022b) for more details.

We also provide a matching lower bound for uniformity testing in the Subcube Oracle.

**Theorem 7** Let \( \mu \) be the uniform distribution over \( \{0, 1\}^n \). Then, any identity testing algorithm for ID-TEST(\( D_{KL}(\cdot \| \cdot), \varepsilon; \mu \)) with access to the Subcube Oracle requires \( \Omega(n/\varepsilon) \) samples.
Note that when $\mu$ is the uniform distribution, then $\eta = \Theta(1)$, so Theorems 6 and 7 provide asymptotically matching sample complexity bounds for identity testing under KL divergence. Interestingly, if one considers uniformity testing under TV distance and Subcube Oracle access, then the recent work (Canonne et al., 2021) shows that $O(\sqrt{n}/\varepsilon^2)$ oracle queries suffice. As far as we know, it is unclear if the testing algorithm from (Canonne et al., 2021) with sublinear sample complexity can be used for other high-dimensional distributions, e.g., general product distributions.

Our last result concerns tolerant identity testing in the Subcube Oracle model. In this problem, the goal is to distinguish between the cases $D_{KL}(\pi \| \mu) \leq \delta$ and $D_{KL}(\pi \| \mu) \geq \delta + \varepsilon$ for $\delta, \varepsilon > 0$; identity testing corresponds to $\delta = 0$. We show that, under the same assumptions as in Theorem 6, one can estimate $D_{KL}(\pi \| \mu)$ within additive error $\varepsilon$ using $\tilde{O}(n^4/\varepsilon^4)$ queries to the Subcube Oracle.

**Theorem 8** Let $\mu$ be an $\eta$-balanced visible distribution fully supported on $\mathcal{K}^n$ that has a poly$(n)$ size parametrization. Suppose we can compute the marginal probability for $\mu$ at any coordinate conditioned on any partial configuration on a subset of coordinates. Given access to the Subcube Oracle for a hidden distribution $\pi$, there is an algorithm that for any $\varepsilon > 0$ computes $\hat{S}$ such that, with probability at least $2/3$, we have $|\hat{S} - D_{KL}(\pi \| \mu)| \leq \varepsilon$. The sample complexity of the algorithm is $\tilde{O}(n^4/\varepsilon^4)$ . The running time of the algorithm depends on the time it takes to compute the coordinate conditional marginals.

2. Overview of Techniques

We present proof overviews for our main results in the Coordinate Oracle model: our testing algorithm (Theorem 2), the computational hardness (Theorem 4(ii)), and the lower bound (Theorem 5).

2.1. Algorithmic result for Coordinate Oracle model: Theorem 2

Suppose $\mu$ is the visible distribution and let $\pi$ be an arbitrary distribution over $\mathcal{K}^n$. If approximate tensorization of entropy holds for $\mu$ with constant $C$, the following holds:

$$D_{KL}(\pi \| \mu) \leq Cn \mathbb{E}_{i,x} [D_{KL}(p_i^x \| q_i^x)],$$

where $i \in [n]$ is a uniformly random coordinate, $x \in \mathcal{K}^n \setminus i$ is generated from the marginal distribution $\pi_{n \setminus i}$ of $\pi$ on $[n] \setminus \{i\}$, $p_i^x = \pi_i(\cdot \mid x)$, and $q_i^x = \mu_i(\cdot \mid x)$ (see Definition 1). Therefore, to distinguish between the cases $\pi = \mu$ and $D_{KL}(\pi \| \mu) \geq \varepsilon$, it suffices to distinguish between:

$$p_i^x = q_i^x \text{ for all pairs } (i,x) \text{ vs. } \mathbb{E}_{i,x} [D_{KL}(p_i^x \| q_i^x)] \geq \frac{\varepsilon}{Cn}.$$  

This is the first step towards localizing the testing problem to a single coordinate. Now, under the $\eta$-balanced assumption for $\mu$, we have that $0 \leq D_{KL}(p_i^x \| q_i^x) \leq \ln(1/\eta)$. Hence, if $\mathbb{E}_{i,x} [D_{KL}(p_i^x \| q_i^x)] \geq \frac{\varepsilon}{Cn}$, one can show via a reverse Markov inequality that there exists an integer $\ell \geq 1$, such that $2^{\ell} = O(n)$ and

$$\mathbb{P}_{(i,x)}(D_{KL}(p_i^x \| q_i^x) \geq 2^{\ell} \cdot \frac{\varepsilon}{2Cn}) \geq \frac{1}{2^{2\ell}D},$$

where $D = \Theta\left(\log\left(\frac{n \cdot \log(1/\varepsilon)}{\varepsilon}\right)\right)$.

With (3), it is not difficult to find a pair $(i,x)$ such that $D_{KL}(p_i^x \| q_i^x) \geq 2^{\ell} \cdot \frac{\varepsilon}{2Cn}$. This can be done by first generating $O(\text{poly}(n) \cdot D)$ pairs $(i_t, x_t)$, by choosing $i_t \in [n]$ uniformly at random.
and then using the General Oracle to sample the partial configuration $x_t$ on $[n] \setminus \{i_t\}$. Then, we can exhaustively check for each $\ell$ (note that $\ell = O(\log n)$) whether among the generated pairs $(i_t, x_t)$’s there is one, say $(i, x)$, satisfying that $D_{\text{KL}}(p^x_i \parallel q^x_i) \geq 2^\ell \cdot \frac{\varepsilon}{2\sqrt{n}}$. By (3), this will likely be the case.

In conclusion, we reduce (or localized identity testing for $\mu$ to solving identity testing for the one-dimensional distributions $p := p^x_i$ and $q := q^x_i$ on a domain of size $k$ with respect to KL divergence. We assume $q$ can be computed for the visible distribution $\mu$ (this is assumption (iii) in Theorem 2), and we have access to a sampling oracle for $p^x_i$ using the Coordinate Oracle for $\pi$.

As mentioned earlier, in the distribution testing literature, testing under KL divergence has been overlooked. This is because there are pairs of distributions with infinite KL divergence but arbitrarily small TV distance, which entails that identity testing requires arbitrarily many samples even though the KL divergence is arbitrarily large. For example, this happens when $q$ is the distribution on a single point 0 and $p$ is the Bernoulli distribution with arbitrarily small mean (Daskalakis et al., 2018). As such, identity testing under KL divergence has been considered unsolvable in the sense of worst-case sample complexity for arbitrary $p$ and $q$.

However, the identity testing problem under KL divergence makes perfect sense for specific visible distributions $q$ if we are interested in the instance-specific sample complexity instead of the worst-case one, as in (Valiant and Valiant, 2017) under TV distance. Namely, for a given distribution $q$, what is the number of samples required, potentially depending on $q$, for the identity testing problem for $q$ under KL divergence? We give next a first attempt at solving this problem. The sample complexity of our testing algorithm depends on the minimum probability $\eta = \min_{a \in \mathcal{K}} q(a)$.

**Lemma 9** Let $k \in \mathbb{N}^+$ and let $\varepsilon > 0$, $\eta \in (0, 1/2]$. Given a visible distribution $q$ over domain $\mathcal{K}$ of size $k$ such that $q(a) \geq \eta$ for any $a \in \mathcal{K}$, and given sample access to an unknown distribution $p$ over $\mathcal{K}$, there exists a polynomial-time identity testing algorithm that distinguishes with probability at least $2/3$ between the cases $p = q$ or $D_{\text{KL}}(p \parallel q) \geq \varepsilon$. The sample complexity of the identity testing algorithm is $O\left(\min \left\{ \frac{1}{\varepsilon \sqrt{\eta}}, \frac{\sqrt{k \ln(1/\eta)}}{\varepsilon^2} \right\} \right)$ for $k \geq 3$ and $O\left(\frac{\ln(1/\eta)}{\varepsilon} \right)$ for $k = 2$.

We remark that the dependency on $\eta$ in the sample complexity is inevitable.

A natural first approach into identity testing under KL divergence to prove Lemma 9 is a reduction to testing under TV distance via the so-called reversed Pinsker’s inequality: $D_{\text{KL}}(p \parallel q) \leq (2/\eta)d_{\text{TV}}(p, q)^2$. The sample complexity of such algorithm is $O(\sqrt{k/(\varepsilon \eta)})$. This is not optimal: for example, if $q$ is the uniform distribution over $\mathcal{K}$ one has $\eta = 1/k$ and so the sample complexity is $O(k^{3/2}/\varepsilon)$, but one would expect the sample complexity to be $O(\sqrt{k}/\varepsilon)$, by analogy to what happens for testing in TV distance. A better reduction is to testing under $\ell_2$ distance via the inequality: $D_{\text{KL}}(p \parallel q) \leq (1/\eta) \|p - q\|_2^2$. We then need to distinguish between $p = q$ and $\|p - q\|_2 \geq \sqrt{\varepsilon \eta}$, which allows us to apply results from (Diakonikolas and Kane, 2016) and obtain an algorithm with sample complexity of $O(\|q\|_2^2/(\varepsilon \eta))$; this time we get the $O(\sqrt{k}/\varepsilon)$ sample complexity bound when $q$ is the uniform distribution.

However, two major challenges ought to be solved for this approach to work. First, while $\|q\|_2$ can be bounded for certain specific distributions $q$ (e.g., the uniform distribution), in general we do not have a bound for $\|q\|_2$. This can be solved via the flattening method from (Diakonikolas and Kane, 2016) which, roughly speaking, constructs a new testing instance (i.e., distributions $p'$ and $q'$ over $\mathcal{K}'$) that is equivalent to the initial one with the additional property that $\|q\|_2$ is small. The idea is to divide “heavy” elements (those $a \in \mathcal{K}$ with large density $q(a)$) into many copies so that $q'(a') \approx 1/\ell$ for all $a' \in \mathcal{K}'$ where $\ell = |\mathcal{K}'|$; i.e., $q'$ is close to uniform.
The second challenge is that, even when $\|q\|_2$ small, the dependency on $\eta$ could still be inverse-polynomial. This is particularly problematic when $\eta$ decays sharply as $k$ grows; e.g., $\eta = 2^{-k}$. To overcome this, we divide the domain $K$ into two parts, those with small density $q(a) < \zeta$ and those with large density $q(a) \geq \zeta$ for some parameter $\zeta$. We then deal with the two parts separately by running different testing algorithms on each. This can be viewed as a simple application of the bucketing technique from (Batu et al., 2001) using only two buckets.

While flattening and bucketing were previously known, the novelty of our approach is to combine them to get a stronger bound for the sample complexity, specifically by selecting the right scale $\ell$ for flattening and the right threshold $\zeta$ for bucketing. Our bound achieves $O(\sqrt{k}/\varepsilon)$ for $q$ with $\eta = \Theta(1/k)$ such as the uniform distribution, and also maintains a $\sqrt{k}$ dependency even for biased $q$ of tiny $\eta$, with only a logarithmic dependency on $1/\eta$.

2.2. Computational hardness in the Coordinate Oracle model: Theorem 4(ii)

We establish hardness of the identity testing problem as stated in Theorem 4(ii) for the antiferromagnetic Ising model with Coordinate Oracle and General Oracle access via a reduction from the maximum cut problem. Let $\{G = (V_G, E_G), k\}$ be an instance of the maximum cut problem. That is, we want to check whether $\text{max-cut}(G) < k$ or $\text{max-cut}(G) \geq k$. In our reduction, we construct an identity testing instance for the antiferromagnetic Ising model, feed it as input to a presumed testing algorithm, and claim that the output of the algorithm solves $\{G = (V_G, E_G), k\}$ with probability at least $2/3$; this is not possible unless $\text{RP} = \text{NP}$.

We start by constructing the multi-graph $F = (V_F, E_F)$ by adding two special vertices $s$ and $t$ to $G$; i.e., $V_F = V_G \cup \{s, t\}$. These two vertices are connected with $N^2 - k$ edges, where $N = |V_G|$. We also add $N$ edges between $s$ and each vertex of $V_G$ and do the same for $t$ so that:

1. When $\text{max-cut}(G) < k$, the cut $\{(s, t), V_G\}$ of size $2N^2$ is the unique maximum cut of $F$;
2. When $\text{max-cut}(G) \geq k$, there exists another cut in $F$, other than $\{(s, t), V_G\}$, of size $\geq 2N^2$.

This is because for $S \subset V_G$, the cut $(S \cup \{s\}, V_G \setminus S \cup \{t\})$ of $F$ will have size: $\text{max-cut}(G) + |S|N + |V_G \setminus S|N + N^2 - k = 2N^2 + \text{max-cut}(G) - k$, which is $\geq 2N^2$ only when $\text{max-cut}(G) \geq k$.

We consider the antiferromagnetic Ising model on $F$. There is a natural bijection between the cuts of $F$ and the configurations of the Ising model. In particular, each cut $(S, V_F \setminus S)$ of $F$ corresponds to exactly two Ising configurations: vertices in $S$ are assigned $+1$ and those in $V_F \setminus S$ are assigned $-1$ (and vice versa). From the definition of the model (see (2)) we also see that the “ground states” of the antiferromagnetic Ising model on $F$, that is the configurations of maximum probability in the Gibbs distribution, correspond precisely to the maximum cuts of $F$.

Let $\Omega$ be the set of all cuts of $F$ and let $\Omega_0$ be the set of all cuts $(S, V_F \setminus S)$ of $F$ except those where $s \in S$, $t \in V_F \setminus S$, and the corresponding cut for $G$, i.e., $(S \setminus \{s\}, V_F \setminus \{S, t, s\})$, has size $\geq k$. This way, if $\text{max-cut}(G) < k$, then $\Omega_0 = \Omega$, and if $\text{max-cut}(G) \geq k$, then $\Omega \setminus \Omega_0$ contains the cuts of $F$ corresponding to cuts of $G$ of size $\geq k$.

We set the visible distribution of our testing instance to be the Gibbs distribution $\mu_{F,\beta}$ of the antiferromagnetic Ising model on $F$ with $\beta < \beta_c(d) < 0$ in the tree non-uniqueness region. The hidden distribution will be $\mu_{F,\beta}(\cdot \mid \Omega_0)$; that is, $\mu_{F,\beta}$ conditioned on configurations that correspond to cuts in $\Omega_0$. Our construction ensures that if $\text{max-cut}(G) < k$, then $\Omega = \Omega_0$ and so $\mu_{F,\beta}(\cdot \mid \Omega_0) = \mu_{F,\beta}$. Moreover, when $\text{max-cut}(G) \geq k$, we have $\Omega \neq \Omega_0$ and $\mu_{F,\beta}(\cdot \mid \Omega_0) \neq \mu_{F,\beta}$. In fact, it can
be shown that the TV distance between $\mu_{F,\beta}(\cdot \mid \Omega_0)$ and $\mu_{F,\beta}$ is $1 - o(1)$; intuitively, this is because $\Omega \setminus \Omega_0$ contains large cuts of $F$ that account for a non-trivial portion of the probability mass of $\mu_{F,\beta}$.

Our reduction is then completed by generating samples from $\mu_{F,\beta}(\cdot \mid \Omega_0)$ and giving these samples and $\mu_{F,\beta}$ to the identity testing algorithm as input. The testing algorithm is guaranteed to succeed with probability at 2/3. If the algorithm detects that the samples did not come from $\mu_{F,\beta}$, it means that $\text{max-cut}(G) \geq k$; otherwise, it means that $\text{max-cut}(G) < k$. Hence, we have a polynomial running time algorithm that solves the maximum cut problem with probability at least 2/3, which is not possible unless $\text{RP} = \text{NP}$.

There are two important complications in this approach. First, $F$ is a multi-graph of unbounded degree, and our goal is to establish hardness for the class of antiferromagnetic Ising models graphs of maximum degree $d = O(1)$ when $\beta < \beta_c(d)$. Second, we do not know how to generate samples from $\mu_{F,\beta}(\cdot \mid \Omega_0)$ efficiently in polynomial time.

Let us address first how we solve the issue of $F$ being a multi-graph with large maximum degree. For this, we use a “degree reducing” gadget; the one we use was introduced in (Sly, 2010) to establish the hardness of approximate counting and sampling antiferromagnetic spin systems. Specifically, each vertex of $F$ is replaced by a gadget $H$ which consists of a (nearly) $d$-regular random bipartite graph with a relatively small number of trees attached to it. Being more precise, the leaves of each tree will be identified with unique vertices on the same side of the bipartite graph; the precise construction is given in the full version Blanca et al. (2022b). The root of these trees are called ports and are used to connect the gadgets as dictated by the edges of $F$. This results in a simple $d$-regular graph $\tilde{F}$.

A key feature of the gadget $H$ is that in the tree non-uniqueness region $\beta < \beta_c(d)$, a sample from $\mu_{H,\beta}$ will have mostly $+1$’s on one side of $H$ and mostly $-1$’s on the other, or vice versa. Hence there are two possible “phases” for the gadget which we use to simulate the spin of the corresponding vertex in $F$; i.e., the phase of the gadget is mapped to the spin of the corresponding vertex of $F$. Therefore, in a configuration in $\tilde{F}$, the phase of all the gadgets determine a cut for $F$, and thus one for $G$. Consequently, the reduction described above from the maximum cut problem to identity testing using $F$ can be done using $\tilde{F}$ instead.

The second technical complication is that we are required to sample from $\mu_{\tilde{F},\beta}(\cdot \mid \Omega_0)$. For this, we observe first that sampling a phase assignment from $\mu_{\tilde{F},\beta}(\Omega_0)$ is straightforward. We then sample the port configuration given the phase vector from $\Omega_0$. This is done via a rejection sampling procedure by noting that the marginal distribution on the ports is within $o(1)$ total variation distance of a suitably defined product distribution. Once the port configuration is sampled within the desired accuracy, we sample the configuration on each gadget (independently) given the configuration of the ports. For this we use a hybrid approach: we use the recent algorithm from (Koehler et al., 2022) for low-rank Ising models for one range of values of $\beta$ (i.e., when $|\beta|\sqrt{d} = O(1)$) and polymer models—see (Jenssen et al., 2020)—for the other. To use these algorithms, we fleshed out the spectrum of the incidence matrix of the gadget.

Remark 10 In (Bezáková et al., 2019), hardness of identity testing was established when both the visible and hidden distributions are antiferromagnetic Ising models on graphs of bounded degree also via a reduction from the maximum cut problem. As such, we believe it is meaningful to detail the conceptual and technical differences, as well as some similarities, between the reduction described above and the one from (Bezáková et al., 2019). Conceptually, in (Bezáková et al., 2019) the hidden distribution $\pi$ is assumed to be from the same class as $\mu$, so the testing problem in consideration
is easier. In fact, this problem is not hard for all $\beta < \beta_c(d) < 0$ since when $|\beta|d = O(\log n)$ it can be solved using the learning algorithm from (Klivans and Meka, 2017) to learn $\pi$. Only when $|\beta|d = \Omega(\log n)$, this variant of identity testing becomes computationally hard, and this is precisely what is established in (Bezáková et al., 2019). Our goal here is to show hardness throughout the entire non-uniqueness regime $\beta < \beta_c(d)$ (not only for $|\beta|d = \Omega(\log n)$), so the hidden distribution in our reduction can not be an Ising model. Our hidden distribution $\mu_{\beta, \beta}(\cdot | \Omega_0)$ is instead a conditional antiferromagnetic Ising distribution, and, as noted, sampling from it is challenging.

At a technical level, the necessary assumption in (Bezáková et al., 2019) that $|\beta|d = \Omega(\log n)$ simplifies matters significantly. In particular, the degree reducing gadgets there simply consist of random regular bipartite graphs: when $\beta d = \omega(\log n)$, sampling from the antiferromagnetic Ising model on these gadgets is trivial since $1-o(1)$ of the probability mass is concentrated on two trivial configurations ($+1$ in one side of the bipartite graph, $-1$ in the other side and vice versa). When $\beta < \beta_c(d)$, the correlations in the model are super-polynomially weaker; i.e., there is no such strong concentration in the ground states. As such, we must use a more sophisticated degree-reducing gadget (the one from (Sly, 2010) as discussed earlier), and consider the phase of the gadget to simulate spin assignments to vertices. In terms of similarities, the construction of the multi-graph $F$ from the max-cut instance detailed above is nearly identical to the construction in (Bezáková et al., 2019), i.e., $F$ is essentially the same, but $\tilde{F}$ is not since we must to use a different gadget.
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