ESTIMATES OF FORMAL SOLUTIONS FOR SOME GENERALIZED MOMENT PARTIAL DIFFERENTIAL EQUATIONS
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Abstract. Using increasing sequences of real numbers, we generalize the idea of formal moment differentiation first introduced by W. Balser and M. Yoshino. Slight departure from the concept of Gevrey sequences enables us to include a wide variety of operators in our study. Basing our approach on tools such as the Newton polygon and divergent formal norms, we obtain estimates for formal solutions of certain families of generalized linear moment partial differential equations with constant and time variable coefficients.

1. Introduction

The present work is devoted to the study of a family of Cauchy problems of the form

\begin{equation}
\begin{cases}
P(\partial_{m_0,t}, \partial_{m,z})u = f(t, z) \\
\partial^{j}_{m_0,t} u(0, z) = \varphi_j(z), \quad j = 0, \ldots, K - 1.
\end{cases}
\end{equation}

Here $K \geq 1$, and $P$ stands for a polynomial in $N + 1$ variables with formal coefficients which belong to a class of formal power series in time variable $t$. The forcing term $f$ turns out to be a formal power series in $t$ with coefficients being functions holomorphic in a common neighborhood of the origin in $\mathbb{C}^N$. The initial conditions of the Cauchy problem are holomorphic functions in a neighborhood of the origin in $\mathbb{C}^N$.

The operators $\partial_{m_0,t}$ and $\partial_{m,z}$, with $\partial_{m,z} = \partial_{m_1,z_1} \cdots \partial_{m_N,z_N}$, fall into a family of formal moment differentiation, which has been put forward by W. Balser and M. Yoshino in [2]. Given a sequence $m$ of positive real numbers, the precise definition of an $m$-differential operator $\partial_{m,z}$ is provided in Definition 5.

Differential operators of this kind generalize not only the usual derivatives in the particular case that $m = (\Gamma(1+n))_{n \geq 0}$, but also other differential operators. More precisely, the operator $\partial_{m,z}$ is quite related to the Caputo $1/p$-fractional differential operator $\partial_z^{1/p}$ in the case when $m = (\Gamma(1+\frac{n}{p}))_{n \geq 0}$ (we refer the reader to [2], Remark 3 for further details). Similarly, for $q \in (0, 1)$ and for the sequence $m = ([n]_q!)_{n \geq 0}$, the $m$-differential operator $\partial_{m,t}$ coincides with the $q$-difference operator $D_{q,t}$ (see Example 2). As a matter of fact, sequences as above usually come from the moments of some operators, and therefore they are known as moment sequences, whereas the related differential equations are said to be moment differential equations. In recent years the interest in moment differential equations has increased and where several important advances have been accomplished in the framework of asymptotic theory of solutions of such equations. After the seminal work [2], different works have dealt with problems in this direction. It is worth mentioning the Cauchy problems involving two moment sequences studied in [6]. Such moment sequences corresponded to different kernels (see Section 6.5 in [1] for the fundamentals on this theory).

2010 Mathematics Subject Classification. 35C10, 35G10.

Key words and phrases. Formal solution, moment estimates, Newton polygon, moment partial differential equations.
The works [7,8] provide further steps in the study of the convergence and summability results for families of homogeneous and inhomogeneous linear moment partial differential equations in two complex variables with constant coefficients.

In [5] the authors put forward a definition of summability of formal power series related to the so-called strongly regular sequences and related functional spaces in order to apply their results to the study of the summability properties of the formal solutions to some moment partial differential equations. More recently S. Michalik and B. Tkacz [10] have studied Stokes phenomenon concerning the solutions of certain families of linear moment partial differential equations with constant coefficients under certain conditions on the Cauchy data.

This research is focused on the study of Cauchy problems in the form (1), where

\[ m \]

and each of the components in \( m = (m_1, \ldots, m_N) \) are sequences of positive real numbers under certain assumptions (see Section 3) to be specified. As mentioned above, such properties of the sequences naturally appear while handling spaces of functions and/or formal power series which are subject to such bounds. We refer the reader to [11] for further details on the properties satisfying the moment sequences endowed by the corresponding functional spaces, in the framework of ultraholomorphic classes of functions.

It is important to mention the significance of the development of the formal norms in Section 4, which allow us to give upper estimates on every formal moment derivative simultaneously.

It is also worth emphasizing that generalized moment partial differential equations considered here contain, beside differential or fractional differential equations, also for example \( q \)-difference-differential and fractional \( q \)-difference-differential equations.

The first main result in this work, Theorem 1, states that if the coefficients in \( P \) and forcing term \( f(t,z) \) in (1) are formal power series of some appropriate \((M_n)\)-order (see Definition 4), then the formal solution of (1) remains in the same space of formal power series, under the hypothesis that \( m_0 \) is a regular \((M_n)\)-sequence and the components of \( m \) are \((M_n)\)-sequences of appropriate order. The relationship among orders and other parameters involved in the problem is provided by the Newton polygon associated with the equation. This result rests strongly on the construction of a family of formal norms, generalizing those found in [12,9].

In the second main result (Theorem 2) a similar behavior of the formal solution is observed when dealing with an equation with constant coefficients, under weaker constraints on the sequence \((M_n)_{n \geq 0}\) involved in the elements determining the problem, and also under weaker assumption that \( m_0 \) is a \((M_n)\)-sequence, but not necessarily regular. Finally, the multidimensional case is discussed, giving rise to a parallel result, under the assumption that the orders of the \((M_n)\)-sequences in \( m \) are rational numbers. It is worth mentioning that this last constraint on the orders is due to technical reasons (see Lemma 11 and Lemma 12).

The work is structured as follows: After establishing the notation in Section 2, we define the sequences of numbers and formal power series involved in the construction and growth of the coefficients of the formal solution of the main problem. Some properties of the moment differential operators defining the problem are also described in Section 3. The auxiliary results on the \( m \)-moment formal norms are provided in Section 4. The precise statement of the main problem is given in Section 5 where accurate bounds on the formal norms lead to the first main result (Theorem 1). The particular case of moment equations with constant coefficients in two dimensions is considered in Section 6, leading to the result under milder conditions. Section 7 gives answer to the multidimensional framework of the problem. The paper concludes with Section 8 where some auxiliary lemmas on sequences of numbers are stated. We have left this part at the end of the work for the sake of clarity, and a more fluent reading of the text.

2. Notation

Let us introduce the following notation. Throughout this work \( \mathbb{N} \) stands for the set of positive integers, and \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \). Let \( N \geq 1 \). We write \( D_N^R \) for the open polydisc in \( \mathbb{C}^N \) with a center
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at 0 and radius $R > 0$, i.e.,

$$D_R^N = \{(z_1, \ldots, z_N) \in \mathbb{C}^N : |z_j| < R \text{ for } j = 1, \ldots, N\}.$$  

For every multi-index $\alpha = (\alpha_1, \ldots, \alpha_N)$ and $\beta = (\beta_1, \ldots, \beta_N)$ in $\mathbb{N}_0^N$, all $z = (z_1, \ldots, z_N) \in \mathbb{C}^N$ and any $A \in \mathbb{R}$, we write

$$\alpha + \beta = (\alpha_1 + \beta_1, \ldots, \alpha_N + \beta_N) \quad |\alpha| = \alpha_1 + \cdots + \alpha_N \quad z^\alpha = z_1^{\alpha_1} \cdots z_N^{\alpha_N} \quad \alpha \cdot \beta = \alpha_1 \beta_1 + \cdots + \alpha_N \beta_N.$$  

Let $m = (m_1, \ldots, m_N)$ where $m_1 = (m_1(n))_{n \geq 0}, \ldots, m_N = (m_N(n))_{n \geq 0}$ are sequences of positive real numbers. For any $\alpha = (\alpha_1, \ldots, \alpha_N) \in \mathbb{N}_0^N$, we write $\partial_{m_1, z_1}^\alpha \partial_{m_N, z_N}^\alpha = \partial_{m_1, z_1}^\alpha \partial_{m_N, z_N}^\alpha$, where the operator $\partial_{m_j, z_j}$ stands for the $m_j$-differential operator whose precise definition can be found in Definition 5. Let $M = (M_n)_{n \geq 0}$ be a sequence of positive real numbers. We write

$$M_\alpha = M_{\alpha_1} \cdots M_{\alpha_N},$$  

for all $\alpha = (\alpha_1, \ldots, \alpha_N) \in \mathbb{N}_0^N$ and $s = (s_1, \ldots, s_N) \in \mathbb{R}_+$. Let $z = (z_1, \ldots, z_N)$. For formal power series with complex coefficients $f(z) = \sum_{\alpha \in \mathbb{N}_0^N} f_\alpha z^\alpha \in \mathbb{C}[z] = \mathbb{C}[\{z_1, \ldots, z_N\}]$ and $g(z) = \sum_{\alpha \in \mathbb{N}_0^N} g_\alpha z^\alpha \in \mathbb{R}[z]$, where $g_\alpha \geq 0$ for all $\alpha \in \mathbb{N}_0^N$, we write $f(z) \ll g(z)$ whenever $|f_\alpha| \leq g_\alpha$ for every $\alpha \in \mathbb{N}_0^N$.

3. Generalized moment differentiation

In this section we introduce the concept of $m$-moment differentiation, which extends the idea of W. Balser and M. Yoshino [2]. To this end, we first introduce certain families of sequences of generalized moments $(m(n))_{n \geq 0}$.

**Definition 1.** Let $(M_n)_{n \geq 0}$ be a sequence of positive real numbers with $M_0 = 1$ and $s \in \mathbb{R}$. We say that a sequence of positive real numbers $(m(n))_{n \geq 0}$ is an $(M_n)$-sequence of order $s$ if there exist $a, A > 0$ such that

$$a^n (M_n)^s \leq m(n) \leq A^n (M_n)^s, \quad n \geq 0. \quad (2)$$

**Definition 2.** Let $(M_n)_{n \geq 0}$ be a sequence of positive real numbers with $M_0 = 1$ and $s \in \mathbb{R}$. We say that a sequence of positive real numbers $(m(n))_{n \geq 0}$ is a regular $(M_n)$-sequence of order $s$ if there exist $a, A > 0$ such that

$$a \left( \frac{M_n}{M_{n-1}} \right)^s \leq \frac{m(n)}{m(n-1)} \leq A \left( \frac{M_n}{M_{n-1}} \right)^s, \quad n \geq 1. \quad (3)$$

**Remark 1.** Any regular $(M_n)$-sequence of order $s$ is a $(M_n)$-sequence of order $s$ for the same constants $a$ and $A$.

**Definition 3.** Let $(M_n)_{n \geq 0}$ be a sequence of positive real numbers with $M_0 = 1$. We say

- the sequence $(M_n)_{n \geq 0}$ is of moderate growth $(mg)$ if there exists a positive constant $B$ such that $M_{n+k} \leq B^{n+k} M_n M_k$ for all $n, k \geq 0$.

- the sequence $(M_n)_{n \geq 0}$ satisfies the property $(\ast)$ if there exists $b > 0$ such that $M_{n+k} \geq b^{n+k} M_n M_k$, for all $n, k \geq 0$.

- the sequence is logarithmically convex $(lc)$ if $(M_n)^2 \leq M_{n-1} M_{n+1}$ for all $n \geq 1$.

**Remark 2.** Observe that any increasing sequence of positive real numbers $(M_n)_{n \geq 0}$ which satisfies $(lc)$ and $M_0 = 1$ is such that $M_{n+k} \geq M_n M_k$ for all $n, k \in \mathbb{N}_0$ and, in consequence, $(M_n)_{n \geq 0}$ satisfies the property $(\ast)$. 
Definition 5. Let $\sum_{n=0}^{\infty} a_n t^n \in \mathbb{C}[[t]]$, we say that $\hat{g}(t)$ is of $(M_n)$-order $s$ if there exist $A, B > 0$ such that

$$|a_n| \leq AB^n (M_n)^s,$$

for every $n \geq 0$. We denote the set of all formal power series of $(M_n)$-order $s$ by $\mathbb{C}[[t]]^{(M_n)}$.

Observe also that $(M_n)$ is an $(n!)$-sequence of order 1, but is not a regular $(n!)$-sequence.

Remark 4. The previous definition can be naturally extended when dealing with formal power series with coefficients in some complex Banach space $(E, \| \cdot \|)$.

In the following definition, $E$ stands for a complex Banach space.

Definition 5. Let $m = (m(n))_{n \geq 0}$ be a sequence of positive real numbers. We define the (formal) $m$-differential operator $\partial_{m,z}$: $E[[z]] \to E[[z]]$ by

$$\partial_{m,z} \left( \sum_{n=0}^{\infty} \frac{u_n}{m(n)} z^n \right) = \sum_{n=0}^{\infty} \frac{u_{n+1}}{m(n)} z^n,$$

for every $\sum_{n=0}^{\infty} \frac{u_n}{m(n)} z^n \in E[[z]]$.

Example 1. For every $s > 0$ and $p \in \mathbb{R}$, the sequence $m_{s,p} = (\Gamma(1 + sn) \prod_{j=0}^{n} \log^p (e + j))_{n \geq 0}$ satisfies $(mg)$ and $(lc)$ (and therefore, $(\ast)$). The case $p = 0$ is the classical example of Gevrey sequence of order $s$. More precisely, Gevrey sequence of order $s = 1$ corresponds to the usual differentiation $\partial_{z}$. Moreover, the sequence $m_{s,0} = (\Gamma(1 + sn))_{n \geq 0}$ for $s > 0$ satisfies

$$(\partial_{m_{s,0},z} u)(z^s) = \partial_{z}^s (u(z^s)),$$

with $\partial_{z}^s$ being the Caputo fractional derivative of order $s$ (see Remark 3 [4], and the references therein). The sequence with $s = 1$ and $p = -1$ is quite related to the so-called 1+ level, appearing in the study of difference equations (see [4]).

Remark 5. Observe that for every $\tilde{s} > 0$ it holds that the sequence $m_{s,s,sp}$ is a regular $m_{s,sp}$-sequence of order $\tilde{s}$.

Example 2. Suppose that $q \in (0, 1)$ and $m = ([n]_q)_n \geq 0$, where $[n]_q! = [1]_q [2]_q \cdots [n]_q$ and $[n]_q = 1 + q + \cdots + q^{n-1}$. Then the operator $\partial_{m,t}$ coincides with the $q$-derivative $D_{q,t}$ defined as $D_{q,t} f(t) = \frac{f(qt) - f(t)}{qt - t}$. Moreover, since $1 \leq [n]_q \leq \frac{q^n}{1-q}$ for any $n \in \mathbb{N}$, $m$ is a regular $(M_n)$-sequence of order 0 for any sequence $(M_n)_{n \geq 0}$ of positive numbers. Hence the family of equations (1) contains in particular linear $q$-difference-differential equations with time variable coefficients in the form $P(D_{q,t}, \partial_{z}) u = f(t, z)$ (see, for example, [3]).

We may estimate $m$-moment derivatives as follows.
Proposition 1. Let \((M_n)_{n \geq 0}\) be a sequence of positive real numbers, with \(M_0 = 1\), satisfying (mg) condition. Suppose that \(m = (m_1(n), \ldots, m_N(n))_{n \geq 0}\), where \((m_1(n))_{n \geq 0}, \ldots, (m_N(n))_{n \geq 0}\) are \((M_n)\)-sequences of non-negative orders \(s_1, \ldots, s_N\), respectively. We write \(s = (s_1, \ldots, s_N)\).

Let \(\varphi(z) \in \mathbb{C}[z]\) be such that
\[
\varphi(z) \ll C \sum_{\alpha \in \mathbb{N}_0^N} (Dz)^\alpha,
\]
for some \(C, D > 0\). Then, there exist \(D', H > 0\) such that
\[
\partial_{m,z}^\beta \varphi(z) \ll CH^{|\beta|} M^s_\beta \sum_{\alpha \in \mathbb{N}_0^N} (D'z)^\alpha,
\]
for every multi-index \(\beta \in \mathbb{N}_0^N\).

Proof. Let \(\beta = (\beta_1, \ldots, \beta_N) \in \mathbb{N}_0^N\). Direct computations show that
\[
\partial_{m,z}^\beta \varphi(z) \ll \partial_{m,z} \sum_{\alpha \in \mathbb{N}_0^N} CD^{|\alpha|} z^\alpha = C \sum_{\alpha \in \mathbb{N}_0^N} D^{|\alpha|+\beta} \frac{m_1(\alpha_1 + \beta_1) \ldots m_N(\alpha_N + \beta_N)}{m_1(\alpha_1) \ldots m_N(\alpha_N)} z^\alpha,
\]
with \(\alpha = (\alpha_1, \ldots, \alpha_N)\). Regarding (2) and (mg) property of \((M_n)_{n \geq 0}\), and putting \(s^* = \max\{s_1, \ldots, s_N\}\) we have
\[
\sum_{\alpha \in \mathbb{N}_0^N} CD^{|\alpha|+\beta} \frac{m_1(\alpha_1 + \beta_1) \ldots m_N(\alpha_N + \beta_N)}{m_1(\alpha_1) \ldots m_N(\alpha_N)} z^\alpha \ll \sum_{\alpha \in \mathbb{N}_0^N} CD^{|\alpha|+\beta} \frac{M^s_\alpha^{\alpha + \beta}}{M^s_\alpha^{|\alpha|}} z^\alpha \ll \sum_{\alpha \in \mathbb{N}_0^N} C(D\Re B^{s^*})^{|\alpha|+\beta} a^{-|\alpha|} M^s_\beta z^\alpha,
\]
which yields (4) for \(H = D\Re B^{s^*}\) and \(D' = D\Re B^{s^*} a^{-1}\). \(\square\)

4. Formal norms

The crucial role in our study is played by the \(m\)-moment formal norm, which allows us to keep estimations of all moment derivatives together. This tool is an analogue of the divergent formal norm used in Gevrey estimations (see [12] and [9]).

Definition 6. Let \((M_n)_{n \geq 0}\) be a sequence of positive real numbers with \(M_0 = 1\), and let \(m = (m_1(n), \ldots, m_N(n))_{n \geq 0}\), where \((m_1(n))_{n \geq 0}, \ldots, (m_N(n))_{n \geq 0}\) are \((M_n)\)-sequences of non-negative orders \(s_1, \ldots, s_N\), respectively. We define the \(m\)-moment formal norm of \(f(z) \in \mathcal{O}(D^N_R)\) by
\[
\|f(z)\|_\rho = \sum_{\alpha \in \mathbb{N}_0^N} |\partial_{m,z}^\alpha f(z)| \frac{M^s_\alpha}{M^s_\alpha^{|\alpha|}} \rho^\alpha,
\]
for \(z \in D^N_R\), \(\rho \in \mathbb{C}^N\) and \(s = (s_1, \ldots, s_N)\).

In order to estimate the \(m\)-moment formal norms we need to introduce the formal power series
\[
\Theta^{(\beta)}(\rho) := \sum_{\alpha \in \mathbb{N}_0^N} \frac{M^s_{\alpha + \beta}}{M^s_\alpha} \rho^\alpha
\]
for any \(\beta \in \mathbb{N}_0^N\) and \(\rho \in \mathbb{C}^N\).

The following results involve properties, which can be derived from the definition of the previous formal power series.
Lemma 1. Let \((M_n)_{n \geq 0}\) be a sequence of positive real numbers with \(M_0 = 1\), which satisfies the (lc) condition. Let \(\beta \in \mathbb{N}_0^N\) and \(\mathbf{s} \in \mathbb{R}_+^N\). Then for all \(\gamma \in \mathbb{N}_0^N\) we have
\[
\Theta^{(\beta)}(\mathbf{\rho}) \ll \frac{M^s_\beta}{M^s_{\beta + \gamma}} \Theta^{(\gamma + \beta)}(\mathbf{\rho}).
\]

Proof. The proof is based on the (lc) property of \((M_n)_{n \geq 0}\). More precisely, we have
\[
\Theta^{(\beta)}(\mathbf{\rho}) = \sum_{\alpha \in \mathbb{N}_0^N} M^s_{\alpha + \beta} \rho^\alpha = \sum_{\alpha \in \mathbb{N}_0^N} \frac{M^s_{\alpha + \beta}}{M^s_{\alpha + \beta + \gamma}} M^s_{\alpha} \rho^\alpha
\]
\[
\ll \frac{M^s_\beta}{M^s_{\beta + \gamma}} \sum_{\alpha \in \mathbb{N}_0^N} M^s_{\alpha + \beta + \gamma} \rho^\alpha = \frac{M^s_\beta}{M^s_{\beta + \gamma}} \Theta^{(\beta + \gamma)}(\mathbf{\rho}).
\]
\[\square\]

Lemma 2. Let \((M_n)_{n \geq 0}\) be a sequence of positive real numbers with \(M_0 = 1\), which satisfies the (mg) condition and let \(f \in \mathcal{O}(\mathcal{D}_R^N)\). For every \(0 < R' < R\) there exists \(0 < r < R'\) such that
\[
\sup_{z \in \mathcal{D}_r^N} \|f(z)\|_\rho \ll 2^N C \Theta^{(0)}(h \mathbf{\rho})
\]
for \(C = \sup_{z \in \mathcal{D}_R^N} |f(z)|\) and some \(h > 0\).

Proof. Let \(f \in \mathcal{O}(\mathcal{D}_R^N)\) and \(0 < R' < R\). By Cauchy’s integral formula \(f(z) \ll C \sum_{\alpha \in \mathbb{N}_0^N} \frac{z^\alpha}{\rho^\alpha}\) with \(C = \sup_{z \in \mathcal{D}_R^N} |f(z)|\). In view of Proposition \[\square\] there exist \(h, B' > 0\) such that
\[
\partial^{\beta}_{m,z} f(z) \ll Ch^{\beta} M^s_\beta \sum_{\alpha \in \mathbb{N}_0^N} (B'z)^\alpha \quad \text{for every } \beta \in \mathbb{N}_0^N.
\]
Therefore \(|\partial^{\beta}_{m,z} f(z)| \leq 2^N Ch^{\beta} M^s_\beta|z|\) for \(z \in \mathcal{D}_r^N\) and \(r = \frac{1}{2 \pi h}\). We conclude that
\[
\sup_{z \in \mathcal{D}_r^N} \|f(z)\|_\rho \ll \sum_{\alpha \in \mathbb{N}_0^N} \sup_{z \in \mathcal{D}_r^N} |\partial^{\alpha}_{m,z} f(z)| \rho^\alpha \ll \sum_{\alpha \geq 0} \frac{2^N Ch^{\alpha} M^s_\alpha}{M^s_\alpha} \rho^\alpha = 2^N C \Theta^{(0)}(h \mathbf{\rho}).
\]
\[\square\]

Lemma 3. Let \(R > 0\) and \(f \in \mathcal{O}(\mathcal{D}_R^N)\) such that
\[
\sup_{z \in \mathcal{D}_r^N} \|f(z)\|_\rho \ll C \Theta^{(\gamma)}(h \mathbf{\rho})
\]
for some \(C, h > 0\), \(0 < r < R\) and \(\gamma \in \mathbb{N}_0^N\). Then for all \(\beta \in \mathbb{N}_0^N\) we have
\[
\sup_{z \in \mathcal{D}_r^N} \|\partial^{\beta}_{m,z} f(z)\|_\rho \ll Ch^{\beta} \Theta^{(\gamma + \beta)}(h \mathbf{\rho}).
\]

Proof. Since \(\sup_{z \in \mathcal{D}_R^N} \|f(z)\|_\rho \ll C \Theta^{(\gamma)}(h \mathbf{\rho})\), for any \(\alpha \in \mathbb{N}_0^N\) it follows that
\[
\sup_{z \in \mathcal{D}_R^N} \frac{|\partial^{\alpha}_{m,z} f(z)|}{M^s_\alpha} \leq \frac{Ch^{\alpha} M^s_{\alpha + \gamma}}{M^s_\alpha},
\]
leading to \(\sup_{z \in \mathcal{D}_R^N} |\partial^{\alpha}_{m,z} f(z)| \leq Ch^{\alpha} M^s_{\alpha + \gamma}\). Hence
\[
\sup_{z \in \mathcal{D}_R^N} \frac{|\partial^{\alpha + \beta}_{m,z} f(z)|}{M^s_\alpha} \leq \frac{Ch^{\alpha + \beta} M^s_{\alpha + \beta + \gamma}}{M^s_\alpha},
\]
and therefore
\[ \sup_{z \in D_N^z} \left\| \partial_{m,z}^\beta f(z) \right\|_\rho \ll Ch|^{\beta}|\Theta^{(\gamma+\beta)}(h\rho). \]

A generalized version of [11, Lemma 4.4] can be obtained by means of Lemma 4.

**Lemma 4.** Let \( \bar{s} \in \mathbb{R} \), and let \( (M_n)_{n \geq 0} \) be a sequence of positive real numbers with \( M_0 = 1 \), which satisfies (mg). Let \( f(t,z) = \sum_{n \geq 0} f_n(z)t^n \in \mathcal{O}(D_R^N)[[t]]^{(M_n)} \). Then there exist \( 0 < r < R \) and constants \( A, B, h > 0 \) such that
\[ \sup_{z \in D_N^z} \| f_n(z) \|_\rho \ll AB^n\Theta^{(0)}(h\rho)M_n^{\bar{s}} \]
for all \( n \in \mathbb{N}_0 \).

5. **Moment equations with time variable coefficients**

Let \( (M_n)_{n \geq 0} \) be a non-decreasing sequence of positive real numbers such that \( M_0 = 1 \), which satisfies (lc) and (mg) conditions. We also fix \( (M_n) \)-sequences of orders \( s_0, s_1, \ldots, s_N \geq 0 \), respectively, say \( (m_0(n))_{n \geq 0}, (m_1(n))_{n \geq 0}, \ldots, (m_N(n))_{n \geq 0} \), and we denote \( m = (m(n))_{n \geq 0} = ((m_1(n))_{n \geq 0}, \ldots, (m_N(n))_{n \geq 0}) \) and \( s = (s_0, \ldots, s_N) \). Let \( \Lambda \) be a finite subset of \( N_0 \times N_0 \), and for all \( (j, \alpha) \in \Lambda \) let us take \( a_{j\alpha}(t) \in \mathbb{C}[t] \). Let \( K \geq 1 \) and put
\[ P(\partial_{m_0,t}, \partial_{m,z}) = \partial_{m_0,t}^K + \sum_{(j,\alpha) \in \Lambda} a_{j\alpha}(t)\partial_{m_0,t}^j\partial_{m,z}^\alpha. \]

**Definition 7.** We define the Newton polygon associated with \( [5] \) as the convex hull of the set
\[ \Delta(Ks_0, -K) \cup \bigcup_{(j,\alpha) \in \Lambda} \Delta(js_0 + \alpha \cdot s, ord_t(a_{j\alpha}) - j) \]
and denote it by \( N(P, s_0, s) \). Here \( \Delta(a, b) := \{(x, y) \in \mathbb{R}^2 : x \leq a, y \geq b \} \) for all \( (a, b) \in \mathbb{R}^2 \) and \( ord_t(a_{j\alpha}) \) denotes the order of zero of the function \( a_{j\alpha}(t) \) at \( t = 0 \).

We assume that the following condition holds:

(a) \( ord_t(a_{j\alpha}) \geq \max \{0, j - K + 1\} \) for all \( (j, \alpha) \in \Lambda \).

Regarding (a), we have that the first positive slope of \( N(P, s_0, s) \), which will be denoted by \( k_1 \), is determined by
\[ \frac{1}{k_1} = \max \left\{ 0, \frac{\max_{(j,\alpha) \in \Lambda} \left\{ s_0(j - K) + s \cdot \alpha \right\}}{q_{j\alpha}} \right\}, \]
where \( q_{j\alpha} = ord_t(a_{j\alpha}) - j + K \).

The main problem under study is the Cauchy problem
\[ \begin{cases} P(\partial_{m_0,t}, \partial_{m,z})u(t, z) = f(t, z) \\ \partial_{m_0,t}^j u(0, z) = \varphi_j(z), \quad j = 0, \ldots, K - 1. \end{cases} \]

Additionally, we assume:

(b) \( \varphi_j \in \mathcal{O}(D_R^N) \) for all \( j = 0, 1, \ldots, K - 1 \) and \( f \in \mathcal{O}(D_R^N)[[t]]^{(M_n)} \) for some \( R > 0 \),
(c) \( a_{j\alpha}(t) \in \mathbb{C}[t]^{(M_n)} \) for all \( (j, \alpha) \in \Lambda \),
(d) \( m_0 \) is a regular \( (M_n) \)-sequence.

In the next main lemma we estimate \( m \)-formal norms of the coefficients of the formal solution of \( [6] \) under conditions listed above.
Lemma 5. Fix $\beta \in \mathbb{N}_0^N$ and $\nu > 0$ satisfying $s \cdot \beta = s_0 \nu + \frac{1}{k_1}$. Let $\hat{u}(t, z) = \sum_{n \geq 0} u_n(z) t^n$ be a formal solution of \( \mathcal{A} \). Then, there exist $r \in (0, R)$ and constants $C, H, h > 0$ such that

\[
\|u_n(z)\|_\rho \ll \frac{CH^n}{M_n^{p_0}} \Theta^{(n\beta)}(h \rho)
\]

for all $n \in \mathbb{N}_0$ and $z \in D^N_r$.

Proof. Analogous estimates as those in [8, Lemma 5.1] yield that for $n \geq K$ one has

\[
u_n(z) = \frac{m_0(n-K)}{m_0(n)} \left( f_n(z) - \sum_{(j, \alpha) \in \Lambda} \sum_{p=q_{j\alpha}}^n c_{j\alpha p} \frac{m_0(n-p)}{m_0(n-p-j)} \partial_{\alpha m, z}^{\alpha} u_{n-p}(z) \right),
\]

where $i^K f(t, z) = \sum_{n \geq K} f_n(z) t^n$ and $i^{K-J} a_{j\alpha}(t) = \sum_{p \geq q_{j\alpha}} c_{j\alpha p} t^p$, for all $(j, \alpha) \in \Lambda$.

Since $a_{j\alpha}(t) \in \mathbb{C}[[t]]_{1/k_1}$, for every $(j, \alpha) \in \Lambda$ there exist $A_{j\alpha}, B > 0$ such that

\[|c_{j\alpha p}| \leq A_{j\alpha} B^p M_{p-q_{j\alpha}}^{1/k_1}\]

for every $p \geq q_{j\alpha}$. Moreover, Lemma [8] yields the existence of $A, \tilde{B}, h > 0$ such that

\[\|f_n(z)\|_\rho \ll A \tilde{B}^n \Theta^{(0)}(h \rho) M_n^{1/k_1},\]

for every $n \in \mathbb{N}$ and $z \in D^N_r$. Therefore, one arrives to the following estimates for $n \geq K$:

\[\|u_n(z)\|_\rho \ll I + II,
\]

where

\[I = \left( \frac{M_n-K}{M_n} \right)^{s_0} \frac{1}{a^K} A \tilde{B}^n \Theta^{(0)}(h \rho) (M_n)^{1/k_1},\]

and

\[II = \left( \frac{M_n-K}{M_n} \right)^{s_0} \frac{1}{a^K} \left[ \sum_{(j, \alpha) \in \Lambda} \sum_{p-q_{j\alpha}}^n A_{j\alpha} B^p M_{p-q_{j\alpha}}^{1/k_1} \Theta^{(0)}(M_n)^{1/k_1} \partial_{m, z}^{\alpha} u_{n-p}(z) \right].\]

We provide upper bounds for $I$ and $II$ in two steps, and obtain (8) by induction on $n$.

Let $\tilde{C}$ be the constant obtained after the application of Lemma [10]. In the following upper estimates we apply that result and also Lemma [8] and Lemma [7] and monotonicity of $(M_n)_{n \geq 0}$. We have

\[I \ll \tilde{C}^{K s_0} \left( \frac{M_n-1}{M_n} \right)^{K s_0} \frac{1}{a^K} A \tilde{B}^n \Theta^{(0)}(h \rho) (M_n)^{1/k_1},\]

\[\ll \left( \frac{\tilde{C} s_0}{a} \right)^K A \tilde{B}^n \left( \frac{M_n-1}{M_n} \right)^{K s_0} (M_n)^{1/k_1} \Theta^{(n\beta)}(h \rho) M_n^{s_0 \beta},\]

\[\ll \left( \frac{\tilde{C} s_0}{a} \right)^K A \tilde{B}^n \Theta^{(n\beta)}(h \rho) \frac{M_n^{s_0 \beta}}{M_n^{s_0 \beta}},\]

for $C \geq 2(\tilde{C} s_0 / a^K) \tilde{A}$ and $H \geq \tilde{B}$.

On the other hand, Lemma [3] together with the inductive hypothesis yield

\[\|\partial_{m, z}^{\alpha} u_{n-p}(z)\|_\rho \ll \frac{CH^{n-p}}{M_n^{p_0}} h^{|\alpha|} \Theta^{((n-p)\beta+\alpha)}(h \rho),\]
which allows to apply Lemma 11 and Lemma 111 twice to arrive at

\[ H \ll \left( \frac{C s_0}{a} \right)^k \left( \begin{array}{c} M_{n-1} \\ M_n \end{array} \right)^{K s_0} \sum_{j, \alpha} \sum_{p=q_j \alpha}^n A_j^\alpha \Theta^{p^1/k_1} \left( \begin{array}{c} M_{n-p} \\ M_{n-j} \end{array} \right)^{s_0} \]

\[ \times \frac{C H^n h^{\alpha_1}}{(M_{n-p})^{q_1 \alpha} H^p} \frac{M_{n-p}^s}{M_{n}^s} \Theta^{q_1}(h^p) \]

\[ \ll \left( \frac{C s_0}{a} \right)^k \frac{C H^n}{(M_n)^{q_0 \alpha}} \sum_{j, \alpha} \sum_{p=q_j \alpha}^n h^{\alpha_1} A_j^\alpha \Theta^{p^1/k_1} \left( \begin{array}{c} M_{n-j} \\ M_{n-p} \end{array} \right)^{s_0} \]

\[ \times \frac{M_n}{M_{n-p}} \frac{M_{n-p}^s}{M_{n}^s} \Theta^{q_1}(h^p) \]

\[ \ll \frac{C H^n}{(M_n)^{q_0 \alpha}} \sum_{j, \alpha} \sum_{p=q_j \alpha}^n \left( \frac{C s_0}{a} \right)^k \frac{C H^n}{(M_n)^{q_0 \alpha}} \frac{h^{\alpha_1} A_j^\alpha \Theta^{p^1/k_1}}{(M_{n-j})^{s_0}} \Theta^{q_1}(h^p) \]

with

\[ \Phi = \frac{p - q_1 j_0}{k_1} + j s_0 + p s_0 - K s_0 - p^2 \cdot s + \alpha \cdot s = \frac{p - q_1 j_0}{k_1} + j s_0 + p s_0 - K s_0 - p s_0 \nu - \frac{p}{k_1} + \alpha \cdot s \]

\[ = -\frac{q_1 j_0}{k_1} + s_0 (j - k) + \alpha \cdot s \leq 0, \]

from the definition of \( k_1 \). We conclude that

\[ H \ll \frac{C H^n}{(M_n)^{q_0 \alpha}} \sum_{j, \alpha} \frac{C s_0}{a} \frac{C H^n}{(M_n)^{q_0 \alpha}} \frac{h^{\alpha_1} A_j^\alpha \Theta^{p^1/k_1}}{(M_{n-j})^{s_0}} \Theta^{q_1}(h^p) \]

\[ \ll \frac{C H^n}{(M_n)^{q_0 \alpha}} \Theta^{q_1}(h^p) \sum_{j, \alpha} \frac{C s_0}{a} \frac{C H^n}{(M_n)^{q_0 \alpha}} \frac{h^{\alpha_1} A_j^\alpha \Theta^{p^1/k_1}}{(M_{n-j})^{s_0}} \Theta^{q_1}(h^p) \]

\[ \ll \frac{1}{2} \frac{C H^n}{(M_n)^{q_0 \alpha}} \Theta^{q_1}(h^p), \]

for large enough \( H \). The result follows from (8) and (9).

We are now ready to state one of the main results of the paper.

**Theorem 1.** Let \( \hat{u}(t, z) = \sum_{n \geq 0} u_n(z) t^n \) be a formal solution of (6). Then \( \hat{u}(t, z) \in O(D^N_t, [t])^{(M_n)} \) for some \( r \in (0, R) \), i.e., for all \( r' \in (0, r) \) there exist \( \tilde{C}, \tilde{H} > 0 \) such that

\[ \sup_{z \in D^N_t} |u_n(z)| \leq \tilde{C} \tilde{H}^n(M_n)^1/k_1, \quad n \in \mathbb{N}_0. \]
Let us denote $u$. Proposition 6])

In view of Lemma 5 and Lemma 8 we get for all $n \in \mathbb{N}_0$ that

$$|u_n(t)| = \|u_n(t)\| \leq \frac{CH^n}{(M_n)^{\nu s_0}} \Theta^{(n\beta)}(0) = \frac{CH^n}{(M_n)^{\nu s_0}} M_n^\beta \leq \frac{CC^{mN}H^n}{(M_n)^{\nu s_0}} M_n^\beta,$$

which leads to the result. \hfill \Box

6. Moment equations with constant coefficients — two-dimensional case

In the special case of the equations with constant coefficients we attain an analogous result as in the previous section, with the assumption that $(M_n)_{n \geq 0}$ is a (lc)-sequence replaced by the weaker condition (*). It is also worth emphasizing that in this special case we do not need to assume that the sequence $m_0 = (m_0(n))_{n \geq 0}$ is regular.

First, we consider equations in two complex variables $(t, z) \in \mathbb{C}^2$.

Let $(M_n)_{n \geq 0}$ be a sequence of positive real numbers with $M_0 = 1$. Let $m_0 = (m_0(n))_{n \geq 0}$ and $m_1 = (m_1(n))_{n \geq 0}$ be two $(M_n)$-sequences of orders $s_0, s_1 \geq 0$, respectively. We consider the Cauchy problem

\begin{equation}
(10) \quad \left\{ \begin{array}{l}
P(\partial_{m_0,t}, \partial_{m_1,z})u(t, z) = \hat{f}(t, z) \\
\partial^j_{m_0,t} u(0, z) = 0, \quad j = 0, \ldots, M - 1,
\end{array} \right.
\end{equation}

with

\begin{equation}
(11) \quad P(\partial_{m_0,t}, \partial_{m_1,z}) = \partial^K_{m_0,t} - \sum_{j=1}^{K} P_j(\partial_{m_1,z}) \partial^{K-j}_{m_0,t}
\end{equation}

As before, we denote by $k_1$ the first positive slope of the Newton polygon associated with $P$.

**Theorem 2.** Let $(M_n)_{n \geq 0}$ be an increasing sequence of positive real numbers with $M_0 = 1$, which satisfies (mg) and (*). Let $\hat{f}(t, z)$ be of $(M_n)$-order $1/k_1 > 0$. Then the formal solution $\hat{u}(t, z)$ of (10) is of $(M_n)$-order $1/k_1$.

**Proof.** Let us write $\hat{f}(t, z) = \sum_{n \geq 0} f_n(t) z^n$. Then the formal solution of (10) is given by (see Proposition 6)

$$\hat{u}(t, z) = \sum_{n \geq 0} (\partial^{-1}_{m_0,t})^{n+1} g_n(\partial_{m_1,z}) \hat{f}(t, z) = \sum_{i \geq 0} \frac{\hat{f}^i}{m_1(t)} \sum_{n=0}^{i-1} g_n(\partial_{m_1,z}) f_{i-n-1}(z),$$

where $g_n(\zeta)$ is a polynomial satisfying the difference equation

$$g_n(\zeta) = \sum_{j=1}^{K} P_j(\zeta) g_{n-j}(\zeta), \quad n \geq K,$$

and

$$g_0(\zeta) \equiv \ldots \equiv g_{K-2}(\zeta) \equiv 0, \quad g_{K-1}(\zeta) \equiv 1.$$

Let us denote $u_i(z) := \sum_{n=0}^{i-1} g_0(\partial_{m_1,z}) f_{i-n-1}(z)$. We have $\hat{u}(t, z) = \sum_{i \geq 0} \frac{\hat{f}^i}{m_1(t)} u_i(z)$.

The classical theory of difference equations determines that

\begin{equation}
(12) \quad g_n(\zeta) = \sum_{a=1}^{k} \sum_{\beta=1}^{n_n} c_{a\beta}(\zeta) \frac{n!}{(n+1-\beta)!} t_a^n(\zeta),
\end{equation}
where $c_{\alpha\beta}(\zeta)$ are algebraic functions, and $\ell_1(\zeta), \ldots, \ell_k(\zeta)$ are roots of the characteristic equation $P(\ell, \zeta) = 0$ with multiplicities $n_1, \ldots, n_k$, respectively. The fact that $\ell_\alpha(\zeta)$ is an algebraic function for every $\alpha = 1, \ldots, k$ entails the existence of $\ell_\alpha \in \mathbb{C}^\ast$ and $q_\alpha \in \mathbb{Q}_+^\ast$ such that

$$\lim_{\zeta \to \infty} \frac{\ell_\alpha(\zeta)}{\zeta^{q_\alpha}} = \ell_\alpha.$$ 

The definition of the Newton polygon associated to $P$, and $k_1$ yield

$$k_1 = \frac{1}{q^\ast s_1 - s_0},$$

where $q^\ast = \max\{q_1, \ldots, q_k\}$.

In view of (12) there exist $a \in \mathbb{N}$ and $A, B > 0$ such that one can write

$$g_n(\zeta) = \sum_{a=0}^{[q^\ast n + a]} a_{\alpha n} \zeta^a,$$

where the coefficients $a_{\alpha n}$ satisfy

$$\sum_{a=0}^{[q^\ast n + a]} |a_{\alpha n}| \leq A B^n \quad \text{for every} \quad n \in \mathbb{N}_0.$$

Given a convergent power series $\varphi(z) \ll C \sum_{n=0}^{\infty} (Dz)^n$, for some $C, D > 0$, by Proposition 11 and the assumption that $(M_n)_{n \geq 0}$ is an increasing sequence, one has

$$q_n(\partial_{m_1, z}) \varphi(z) = \sum_{a \leq q^\ast n + a} a_{\alpha n} \partial_{m_1, z}^a \varphi(z) \ll \sum_{a \leq q^\ast n + a} |a_{\alpha n}| CH^a M_n^{s_1} \sum_{n \geq 0} (D'z)^k
\ll (\sum_{a \leq q^\ast n + a} |a_{\alpha n}|) CH^{a + M_n^{s_1}} \sum_{k \geq 0} (D'z)^k \ll C\tilde{C}H^n M_n^{s_1} \sum_{k \geq 0} (D'z)^k.$$

Since $q^\ast \in \mathbb{Q}_+$, by Lemma 11

$$q_n(\partial_{m_1, z}) \varphi(z) \ll C\tilde{C}_2\tilde{H}_2^n M_n^{s_1} \sum_{k \geq 0} (D'z)^k, \quad n \geq 0,$$

for some $\tilde{C}_2, \tilde{H}_2 > 0$.

Since $f(t, z)$ is of $(M_n)$-order $1/k_1$, there exist $A, B, D > 0$ such that

$$f_n(z) \ll A B^n (M_n)^{1/k_1} \sum_{k \geq 0} (Dz)^k,$$

in a common neighborhood of the origin for all $n \in \mathbb{N}_0$. Hence, using $(\ast)$ and the monotonicity of $(M_n)_{n \geq 0}$, we get

$$u_\epsilon(z) = \sum_{n=0}^{\ell-1} q_n(\partial_{m_1, z}) f_{\ell-n-1}(z) \ll \sum_{n=0}^{\ell-1} A B^{\epsilon-n-1} (M_{\ell-n-1})^{1/\tilde{H}_2} \tilde{C}_2(\tilde{H}_2)^n M_n^{q^\ast s_1} \sum_{k \geq 0} (D'z)^k
\ll A' B^n \left( \sum_{n=0}^{\ell-1} (M_{\ell-n-1})^{1/q_\ast s_1} (M_n)^{q^\ast s_1} \right) \sum_{k \geq 0} (D'z)^k
\ll A' B^n \left( \sum_{n=0}^{\ell-1} (M_{\ell-n-1})^{1/q_\ast s_1} (M_n)^{1/q_\ast s_0} \right) \sum_{k \geq 0} (D'z)^k
\ll A' B^n \left( \sum_{n=0}^{\ell-1} (M_{\ell-n-1})^{1/q_\ast s_0} \right) \sum_{k \geq 0} (D'z)^k \ll A_2 B_2^n (M_{\ell-1})^{s_0} \left( \sum_{k \geq 0} (D'z)^k \right),$$
for some $A'_2, B'_2 > 0$. This entails the existence of $A, B > 0$ and $r > 0$ such that
\[
\frac{u_t(z)}{m_1(t)} \leq AB^i(M_i)^{\frac{i}{r}}, \quad i \geq 0, \quad z \in D_r.
\]

\[\square\]

7. Moment equations with constant coefficients — multidimensional case

The multidimensional case $(t, \mathbf{z}) \in \mathbb{C}^{1+N}$ is more complex and needs some more effort. In particular, our reasoning rests on Lemma 12 which only holds when certain parameters are non-negative rational numbers $p/q$. Therefore, we achieve the main result under the assumption that the orders $s_1, \ldots, s_N$ are rational numbers.

More precisely, we consider the Cauchy problem for linear generalized moment-PDE equations with constant coefficients

\begin{align}
\begin{cases}
P(\partial_{m_0,t}, \partial_{m,z})u(t, \mathbf{z}) = f(t, \mathbf{z})
\end{cases}
\end{align}

(13)

with $t \in \mathbb{C}$, $\mathbf{z} = (z_1, \ldots, z_N) \in \mathbb{C}^N$ for some $N \geq 1$, and where $m_0, m_1, \ldots, m_N$ are $(M_n)$-sequences of orders $s_0, s_1, \ldots, s_N \geq 0$, respectively. We write $s = (s_1, \ldots, s_N)$, $m = (m_1, \ldots, m_N)$, and denote $\partial_{m,z}^\alpha = \partial_{m_1,z_1}^{\alpha_1} \cdots \partial_{m_N,z_N}^{\alpha_N}$, for every $\alpha = (\alpha_1, \ldots, \alpha_N) \in \mathbb{N}_0^N$. We put

\begin{align}
P(\partial_{m_0,t}, \partial_{m,z}) = \partial_{m_0,t}^K - \sum_{(j, \alpha) \in \Lambda} a_{j,\alpha} \partial_{m_0,t}^j \partial_{m,z}^\alpha,
\end{align}

where $\Lambda \subseteq \{0, \ldots, K-1\} \times \mathbb{N}_0^N$ is a finite subset of indices.

**Theorem 3.** Let $(M_n)_{n \geq 0}$ be an increasing sequence of positive real numbers with $M_0 = 1$, which satisfies $(mg)$ and $(\ast)$. Let $f(t, \mathbf{z})$ be of $(M_n)$-order $1/k_1 > 0$. Additionally we assume that $s_1, \ldots, s_N \in \mathbb{Q}_+$. Then, the formal solution $\hat{u}(t, \mathbf{z})$ of (13) is of $(M_n)$-order $1/k_1$.

**Proof.** Let us write $f(t, \mathbf{z}) = \sum_{n \geq 0} \frac{f_n(\mathbf{z})}{m_0(n)} m$. As in the previous section, the formal solution of (13) can be written in the form

\[
\hat{u}(t, \mathbf{z}) = \sum_{n \geq 0} (\partial_{m_0,t}^{-1})^{n+1} g_n(\partial_{m,z}) \hat{f}(t, \mathbf{z}) = \sum_{i \geq 0} \frac{t^i}{m_0(t)} \sum_{n=0}^{i-1} g_n(\partial_{m,z}) f_{i-n-1}(\mathbf{z}),
\]

where $g_n(\mathbf{\zeta}) = g_n(\zeta_1, \ldots, \zeta_N)$ is a polynomial satisfying the difference equation

\[
g_n(\mathbf{\zeta}) = \sum_{j=1}^{K} P_j(\mathbf{\zeta}) g_{n-j}(\mathbf{\zeta}), \quad n \geq K,
\]

and

\[
g_0(\mathbf{\zeta}) \equiv \ldots \equiv g_{K-2}(\mathbf{\zeta}) \equiv 0, \quad g_{K-1}(\mathbf{\zeta}) \equiv 1.
\]

Let us denote $u_i(\mathbf{z}) := \sum_{n=0}^{\infty} g_n(\partial_{m,z}) f_{i-n-1}(\mathbf{z})$. We have $\hat{u}(t, \mathbf{z}) = \sum_{i \geq 0} \frac{t^i}{m_0(t)} u_i(\mathbf{z})$.

The classical theory of difference equations determines that

\begin{align}
g_n(\mathbf{\zeta}) = \frac{k}{n!} \sum_{l=1}^{n_k} \frac{n!}{n + 1 - m} \ell^n_l(\mathbf{\zeta}),
\end{align}

where $c_{lm}(\mathbf{\zeta})$ are algebraic functions, and $\ell_1(\mathbf{\zeta}), \ldots, \ell_k(\mathbf{\zeta})$ are roots of the characteristic equation $P(\ell, \mathbf{\zeta}) = 0$ with multiplicities $n_1, \ldots, n_k$, respectively. The function $\ell_l(\mathbf{\zeta}) = \ell_l(\zeta_1, \ldots, \zeta_N)$ is an algebraic function for every $l = 1, \ldots, k$, and $\mathbf{\zeta} = (\zeta_1, \ldots, \zeta_N) \in \mathbb{C}^N$. We write $\ell_l(\mathbf{\zeta}) =$...
Lemma 7. Let \(t_1, \ldots, t_{\xi}, \ldots, t_{\xi^n}\) for \(\xi \in \mathbb{C}\). Then, \(\tilde{t}_i(\xi)\) is a holomorphic function for sufficiently large \(|\xi|\) with a moderate growth at infinity, i.e.

\[
\lim_{\xi \to \infty} \frac{\tilde{t}_i(\xi)}{\xi^k} = t_i,
\]

for some \(t_i \in \mathbb{C} \setminus \{0\}\) and \(\xi \in \mathbb{R}^d\). The first positive slope of the Newton polygon is given by \(k_1 = (\overline{\eta} - s_0)^{-1}\), where \(\overline{\eta} = \max\{\eta_1, \ldots, \eta_k\}\).

In view of (15) there exists \(a \in \mathbb{N}\) such that one can write every polynomial \(g_n(\xi)\) as

\[
g_n(\xi) = \sum_{\alpha \in \mathbb{N}^N} a_{n\alpha} \xi^\alpha
\]

and there exist \(A, B > 0\) such that

\[
\sum_{\alpha \in \mathbb{N}^N \atop \alpha \leq \overline{\eta} + \alpha} |a_{n\alpha}| \leq AB^n \quad \text{for every} \quad n \in \mathbb{N}_0.
\]

Given a convergent power series \(\varphi(z) \ll C \sum_{\beta \in \mathbb{N}^N} (Dz)^\beta\), for some \(C, D > 0\), by Proposition 1 Lemma 12 and the assumption that \((M_n)_{n \geq 0}\) is an increasing sequence satisfying (mg) and (\(*\)), one has

\[
q_n(\partial_{m, z}) \varphi(z) = \sum_{\alpha \in \mathbb{N}^N \atop \alpha \leq \overline{\eta} + \alpha} a_{n\alpha} \partial_{m, z}^{\alpha} \varphi(z) \ll \sum_{\alpha \in \mathbb{N}^N \atop \alpha \leq \overline{\eta} + \alpha} |a_{n\alpha}| CH^{\alpha} M_\alpha \sum_{\beta \in \mathbb{N}^N} (D'z)^\beta
\]

\[
\ll \sum_{\alpha \in \mathbb{N}^N \atop \alpha \leq \overline{\eta} + \alpha} |a_{n\alpha}| C\tilde{C} H^{\alpha} M_{Q_{n+1}} \cdots M_{Q_{n+N}} \sum_{\beta \in \mathbb{N}^N} (D'z)^\beta
\]

\[
\ll \left( \sum_{\alpha \in \mathbb{N}^N \atop \alpha \leq \overline{\eta} + \alpha} |a_{n\alpha}| \right) C\tilde{C} H^{q + \alpha} M_{Q_{n+1}} \cdots M_{Q_{n+N}} \sum_{\beta \in \mathbb{N}^N} (D'z)^\beta.
\]

Following analogous steps as those at the end of Theorem 2, we complete the proof. \(\square\)

8. Some technical auxiliary lemmas on sequences of numbers

In the last section we collect the auxiliary lemmas on sequences of numbers \((M_n)_{n \geq 0}\) which are used in the paper.

Lemma 6. Let \((M_n)_{n \geq 0}\) be an (lc) sequence. For every \(n \in \mathbb{N}\) and \(p \in \mathbb{N}_0\) with \(p \leq n\) one has

\[
\frac{M_n}{M_{n-p}} \leq \left( \frac{M_n}{M_{n-1}} \right)^p.
\]

Proof. Since \((M_n)_{n \geq 0}\) is (lc), the sequence of quotients \((M_n/M_{n-1})_{n \geq 1}\) is increasing. Hence,

\[
\frac{M_n}{M_{n-p}} = \frac{M_n}{M_{n-1}} \frac{M_{n-1}}{M_{n-2}} \cdots \frac{M_{n+1-p}}{M_{n-p}} \leq \left( \frac{M_n}{M_{n-1}} \right)^p,
\]

for all \(n \in \mathbb{N}\) and \(p \in \mathbb{N}_0\) with \(p \leq n\). \(\square\)

Lemma 7. Let \((M_n)_{n \geq 0}\) be an (lc) sequence. For every \(n, d \in \mathbb{N}_0\) one has \((M_n)^d \leq M_{dn}\).

Proof. It is a direct consequence of the definition of (lc) sequences. Indeed, for all \(n, d \in \mathbb{N}_0\) one has

\[
(M_n)^d = \left( \frac{M_n}{M_{n-1}} \right)^d \left( \frac{M_{n-1}}{M_{n-2}} \right)^d \cdots \left( \frac{M_1}{M_0} \right)^d \leq \frac{M_{dn}}{M_{dn-1}} \frac{M_{dn-1}}{M_{dn-2}} \cdots \frac{M_1}{M_0} = M_{dn}.
\]

\(\square\)
Lemma 8. Let \((M_n)_{n\geq 0}\) be an (mg) sequence. For every \(d \in \mathbb{N}\) there exists \(C' > 0\) such that \(M_{dn} \leq C'^n(M_n)^d\) for all \(n \in \mathbb{N}\).

Proof. It is a direct consequence of (mg) condition satisfied by \((M_n)_{n\geq 0}\) applied recursively. We take \(C' = B^{(d+1)d/2}\) where \(B\) is the constant associated to the (mg) property of \((M_n)_{n\geq 0}\). □

Lemma 9. Let \((M_n)_{n\geq 0}\) be an (lc) sequence. For all \(q, p \in \mathbb{N}\) with \(p \leq q\) we have

\[
M_p \leq \left( \frac{M_q}{M_{q-1}} \right)^p.
\]

Proof. The proof is based on the monotonicity of the sequence of quotients \((M_n/M_{n-1})_{n\geq 1}\). For all \(q, p \in \mathbb{N}\) with \(p \leq q\), one has

\[
M_p = \frac{M_p}{M_{p-1}} \cdot \cdots \cdot \frac{M_1}{M_0} \leq \frac{M_q}{M_{q-1}} \cdot \cdots \cdot \frac{M_p}{M_{p-1}} = \left( \frac{M_q}{M_{q-1}} \right)^p.
\]

Lemma 10. Let \((M_n)_{n\geq 0}\) be an (lc) and (mg) sequence. There exists \(C > 0\) such that

\[
\frac{M_{dn-a}}{M_{dn}} \leq C^a \left( \frac{M_{n-1}}{M_n} \right)^a,
\]

for all \(d, n, a \in \mathbb{N}\).

Proof. From the very definition of (lc) and (mg) conditions we can guarantee the existence of \(C > 0\) such that

\[
\left( \frac{M_p}{M_{p-1}} \right)^p \leq \frac{M_{2p}}{M_p} \leq \frac{B^{2p}(M_p)^2}{M_p} = C^p M_p,
\]

for every \(p \in \mathbb{N}\), and where \(B\) is the constant involved in the (mg) condition. Observe that the previous statement can be rewritten in the form

\[
\sup_{p \in \mathbb{N}} \frac{M_p/M_{p-1}}{(M_p)^{1/p}} < \infty.
\]

In a first step, assume that \(d = 1\). Equation (16) reads as follows:

\[
\left( \frac{M_n}{M_{n-1}} \right)^a \leq \frac{C^a}{a} \frac{M_n}{M_{n-a}},
\]

for all \(n \in \mathbb{N}\), \(n \geq a\). Equation (18) is satisfied for \(a = 0, 1\), and also for \(a = n\) in view of (17).

For the rest of values, we apply an induction argument with respect to \(a\). Let \((m_n)_{n\geq 1}\) be the sequence of quotients \(m_n := M_n/M_{n-1}\), for \(n \geq 1\), and assume that \((m_n)^a \leq C^a m_{n-a+1} \cdots m_n\).

Fix \(a_0 \in \{0, \ldots, n-1\}\) such that \(Cm_{n-a_0+1} \leq m_n \leq Cm_{n-a_0}\) (with the notation \(m_0 := 0\)). If \(a \leq a_0\) then \(m_n \leq Cm_{n-a}\) and \((m_n)^{a+1} \leq m_n C^a m_{n-a+1} \cdots m_n \leq C^{a+1} m_{n-a} \cdots m_n\). Therefore, (18) holds for \(a \leq a_0\). On the other hand, if \(a > a_0\), then

\[
(m_n)^{a-1} \leq C^a m_{n-a+1} \cdots m_n \frac{1}{m_n} \leq C^{a-1} m_{n-a+2} \cdots m_n.
\]

Since (18) holds for \(a = n\), we have attained (18) for \(a > a_0\).

In the general case \(d \geq 1\) one can apply (18) to arrive at

\[
\left( \frac{M_n}{M_{n-1}} \right)^a \leq \left( \frac{M_{dn}}{M_{dn-1}} \right)^a \leq C^a \frac{M_{dn}}{M_{dn-a}}.
\]

□
Lemma 11. Let \((M_n)_{n \geq 0}\) be an \((mg)\) sequence satisfying the property (⋆). For every \(p, q \in \mathbb{N}\) there exist positive constants \(C, D\) such that
\[ M_{\lfloor np/q \rfloor} \leq CD^n M_{p/q}^n \quad \text{for every } n \in \mathbb{N}_0. \]

Proof. By Lemma 8
\[ M_{np} \leq B^{np(p+1)/2} M_n^p \]
and by (⋆)
\[ M_{\lfloor np/q \rfloor}^q \leq b^{-\lfloor np/q \rfloor(q+1)/2} M_{q\lfloor np/q \rfloor}^q \leq \tilde{C} \tilde{D}^n M_{np} \]
for some \(\tilde{C}, \tilde{D} > 0\). Hence finally
\[ M_{\lfloor np/q \rfloor} \leq CD^n M_{p/q}^n \]
with \(C = \tilde{C}^{1/q}\) and \(D = \tilde{D}^{1/q} B^{p(p+1)/2q}\).

Lemma 12. Let \((M_n)_{n \geq 0}\) be an \((mg)\) sequence satisfying property (⋆). For every \(p, q \in \mathbb{N}\) there exist \(C, D > 0\) such that
\[ M_{p/q}^n \leq CD^n M_{\lfloor np/q \rfloor} \quad \text{for every } n \in \mathbb{N}_0. \]

Proof. By (⋆)
\[ M_{np}^q \leq b^{-np(p+1)/2} M_{np} \leq C_1 D_1^n M_{\lfloor np/q \rfloor}^q \]
for some \(C_1, D_1 > 0\), and by Lemma 8
\[ M_{q\lfloor np/q \rfloor}^q \leq B^q \lfloor np/q \rfloor(q+1)/2 M_{\lfloor np/q \rfloor}^q \leq C_2 D_2^q M_{\lfloor np/q \rfloor}^q \]
for some \(C_2, D_2 > 0\).

Hence
\[ M_{p/q}^n \leq CD^n M_{\lfloor np/q \rfloor} \quad \text{for every } n \in \mathbb{N}_0 \]
with \(C = (C_1 C_2)^{1/q}\) and \(D = (D_1 D_2)^{1/q}\). \(\square\)
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