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Abstract

Multimodal knowledge distillation (KD) extends traditional knowledge distillation to the area of multimodal learning. One common practice is to adopt a well-performed multimodal network as the teacher in the hope that it can transfer its full knowledge to a unimodal student for performance improvement. In this paper, we investigate the efficacy of multimodal KD. We begin by providing two failure cases of it and demonstrate that KD is not a universal cure in multimodal knowledge transfer. We present the modality Venn diagram to understand modality relationships and the modality focusing hypothesis revealing the decisive factor in the efficacy of multimodal KD. Experimental results on 6 multimodal datasets help justify our hypothesis, diagnose failure cases, and point directions to improve distillation performance.

1 Introduction

Knowledge distillation (KD) is an effective technique to transfer knowledge from one neural network to another [45, 12]. Its core mechanism is a teacher-student learning framework, where the student network is trained to mimic the teacher through a loss. The loss is realized as the KL divergence between teacher and student soft labels when first proposed by [17] and has been extended in many ways [49, 41, 31, 32, 39]. KD has been successfully applied to various fields and demonstrates its high practical value.

The wide applicability of KD stems from its generality: any student can learn from any teacher. To be more precise, the student and teacher network may differ in several ways. Three common scenarios are: (1) model capacity difference: Many works [49, 41, 31, 32] on model compression aim to learn a lightweight student matching the performance of its cumbersome teacher for deployment benefits. (2) architecture (inductive bias) difference: Recent works [40, 35, 47] propose to distill the inductive bias of a CNN teacher to train a transformer student for data efficiency. (3) modality difference: KD has been extended to the area of multimodal learning [13, 3, 51, 10, 38, 34, 1, 42, 48], where the teacher and student network have different input modalities (e.g., an audio teacher and a visual student).

Despite the great empirical success reported in prior works, the working mechanism of KD is still poorly understood [12]. This puts the efficacy of KD into question: Is KD always efficient? If not, what is a good indicator of KD performance? A few works [8, 37, 35] are in search for the answer in
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the context of model capacity difference and architecture difference. However, the analysis for the third scenario, KD under modality difference or formally multimodal KD, remains an open problem. This work aims to fill this gap and for the first time provides a comprehensive analysis of multimodal KD. Our major contributions are the following:

- We present two failure cases of multimodal KD and find surprisingly that a more accurate multimodal teacher does not necessarily lead to a better student.
- To explore the cause of performance mismatch in multimodal KD, we propose the modality Venn diagram to understand modality relationships, where we define modality-general/specific decisive features.
- We present the modality focusing hypothesis that provides an explanation of when multimodal KD is effective. We hypothesize that modality-general decisive features are the crucial factor that determines the efficacy of multimodal KD. We further propose a permutation-based approach to identify modality-general decisive features for real multimodal data.
- We conduct experiments on 6 multimodal datasets (i.e., synthetic Gaussian, AV-MNIST, RAVDESS, VGGSound, NYU Depth and MM-IMDB) and demonstrate that our proposed hypothesis can guide multimodal KD and bring performance improvement.

2 Related Work

2.1 Unimodal Knowledge Distillation

KD represents a general technique that transfers information learned by a teacher network to a student network. It has been broadly applied to many vision tasks, such as image classification [41, 31, 32], semantic segmentation [16, 23] and video understanding [28, 30]. Model compression stands for one big application field of KD, where the goal is to obtain a small model (i.e., the student) with high inference efficiency through learning from a pretrained large model (i.e., the teacher). More recently, KD has been introduced to facilitate the training of a vision transformer [40, 35, 47]. The transformer student achieves high data efficiency with inductive biases distilled from CNN teachers. Despite the development towards better distillation techniques or new application fields, there is limited work [33, 8, 37, 35] on understanding the working mechanism of KD. Specifically, Cho et al. [8] and Mirzadeh et al. [27] investigate KD for model compression, i.e., when the student and teacher differ in model size. They point out that mismatched capacity between student and teacher network can lead to failure of KD. Ren et al. [35] provide an analysis of KD for vision transformers and demonstrate that teacher’s inductive bias matters more than its accuracy in improving performance of the transformer student. These works provide good insight into understanding KD, yet their discussion is limited to unimodality.

2.2 Multimodal Knowledge Distillation

With the accessibility of the Internet and the growing availability of multimodal sensors, multimodal learning has received increasing research attention [4]. Following this trend, KD has also been extended to achieve knowledge transfer from multimodal data and enjoys diverse applications, such as action recognition [10, 26, 38], lip reading [34, 1] and medical image segmentation [18, 21]. Vision models are often adopted as teachers to provide supervision to student models of other modalities, e.g., sound [3, 48], depth [13, 48], optical flow [10], thermal [19], wireless [51], etc. While these works demonstrate potentials of multimodal KD, they are often associated with a specific multimodal task and mostly empirical. An in-depth analysis of multimodal KD is notably lacking, which is the main focus of this paper.

3 On the Efficacy of Multimodal Knowledge Distillation

3.1 Problem Formulation

Consider a supervised $K$-class classification problem. We denote the input of the student and teacher networks by $x_S$ and $x_T$, respectively. We use $f_{\theta_S}(x_S) \in \mathbb{R}^K$ and $f_{\theta_T}(x_T) \in \mathbb{R}^K$ to respectively represent the output (i.e., class probabilities) of the student and teacher networks, where $\{\theta_S, \theta_T\}$
are learnable parameters. Without loss of generality, we limit our discussion within input data of two modalities, denoted by \( x_1 \) and \( x_2 \) for modality 1 and 2, respectively. Assume that we aim to learn a student network that takes \( x_1 \) as input. There are three typical ways of distillation: (i) unimodal KD: the student and teacher network receive input from the same modality (e.g., a visual teacher distills knowledge to a visual student), (ii) multimodal KD: we adopt a multimodal teacher for distillation (e.g., an audio-visual teacher and a visual student), and (iii) crossmodal KD: the teacher and student network receive input from distinct modalities (e.g., an audio teacher and a visual student).

**Unimodal KD.** \((x_T \leftarrow x_1, x_S \leftarrow x_1)\) Both the teacher and student take unimodal data \( x_1 \) as input. With an available teacher model, the training of student is achieved by minimizing:

\[
L = \rho L_{task} + (1 - \rho) L_{kd}
\]

\[
L_{task} = CE(y, f_{\theta_S}(x_1)) \quad \text{and} \quad L_{kd} = KL(f_{\theta_T}(x_1), f_{\theta_S}(x_1))
\]

where \( y \) represents the ground truth label, \( \rho \in [0, 1] \) weighs the importance of two terms \( L_{task} \) and \( L_{kd} \) (i.e., driving the student to true labels or teacher’s soft predictions), respectively. ‘CE’ denotes cross entropy, and ‘KL’ represents KL divergence.

**Multimodal KD.** \((x_T \leftarrow (x_1, x_2), x_S \leftarrow x_1)\) Multimodal KD resorts to a multimodal teacher in the distillation. The teacher takes multimodal data as input while the student input remains the same as in unimodal KD (i.e., \( x_1 \)). We still minimize Eq. (1) to train a student model, but now \( L_{kd} \) is given by:

\[
L_{kd} = KL(f_{\theta_T}(x_1, x_2), f_{\theta_S}(x_1))
\]

**Crossmodal KD.** \((x_T \leftarrow x_2, x_S \leftarrow x_1)\) Crossmodal KD refers to the case where teacher and student input modalities do not overlap. It could be regarded as a special case of multimodal KD when the teacher only takes input from modality 2. Eq. (1) is still valid with a slight correction to \( L_{kd} \):

\[
L_{kd} = KL(f_{\theta_T}(x_2), f_{\theta_S}(x_1))
\]

### 3.2 Is a Multimodal Teacher Better than a Unimodal One?

Benefiting from the great representation power of multimodal data, a multimodal network usually enjoys a higher accuracy than its unimodal counterpart [4]. This motivates many research works [26, 18, 42] to replace conventional unimodal KD with multimodal KD, in an attempt to improve student network performance. Their underlying motivation is intuitive: a more accurate teacher can lead to a better student. Also, the complementary modality-dependent information brought by the teacher network may further enhance student performance. However, in this paper, we reflect on this assumption and ask the question: *Is multimodal KD always more effective than unimodal KD?*

| Table 1: Evaluation of unimodal KD (UM-KD) and multimodal KD (MM-KD) on AV-MNIST and NYU Depth V2. ‘Mod.’ is short for modality, and A, I, RGB, D represents audio, grayscale images, RGB images and depth images, respectively. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| **Teacher Mod.** | **Student Mod.** | **Teacher Mod.** | **Student Mod.** |
| **AV-MNIST**    | **NYU Depth V2** |
| No-KD | - | - | A | 68.36 | - | - | RGB | 46.36 |
| UM-KD | A | 84.57 | A | 70.10 | RGB | 46.36 | RGB | 48.00 |
| MM-KD | I + A | 91.61 (↑) | A | 69.73 (↓) | RGB + D | 51.00 (↑) | RGB | 47.78 (↓) |

**Failure Cases.** We provide two example failure cases of multimodal KD in Table 1. AV-MNIST [43] is an audio-visual dataset containing hand-written digits (i.e., grayscale images) and human speaking digits (i.e., audio). Here we attempt to improve an audio student using KD. NYU Depth V2 [29] contains 1,449 pairs of aligned RGB and depth images. Similarly, the goal is to improve an RGB model performance with KD. Table 1 reports a somewhat counter-intuitive finding: a more accurate multimodal network does not serve as a good teacher. Despite the great increase in teacher accuracy, multimodal KD fails to outperform unimodal KD. In the case of AV-MNIST, while the audio-visual teacher itself has a much higher accuracy than the unimodal teacher (i.e., +7.04%), the
resulting student is worse (i.e., -0.37%) instead. Similarly, the great increase in teacher performance (i.e., +4.64%) does not translate to student improvement (i.e., -0.22%) on NYU Depth V2.

These results cast doubt on the efficacy of multimodal KD. Despite being more accurate, a multimodal network doesn’t always teach a better student. Thus, contradictory to the previous intuition, teacher performance seems not reflective of student performance. Inspired by this observation, our work targets on exploring the open problem: What is the fundamental factor deciding the efficacy of multimodal KD?

4 The Modality Focusing Hypothesis

4.1 Modality Venn Diagram

To study multimodal KD, it is critical to first establish an understanding of multimodal data. But before touching on multimodal data, let us first fall back and consider unimodal data. Following a causal perspective [36, 25] (i.e., features cause labels), we assume that the label $y$ is determined by a subset of features in $x_1$ (or $x_2$); this subset of features are referred to as decisive features for modality 1 (or modality 2) throughout the paper. For instance, colors of an image help identify some classes (e.g., distinguish between a zebra and a horse) and can be considered as decisive features.

When considering multimodal data, input features of the two modalities will have logical relations such as intersection and union. To capture this relationship, we propose the modality Venn diagram in Fig. 1. The diagram reflects the common perception that multimodal data possess shared information and preserve information specific to each modality as well [44, 50, 14]. Decisive features of the two modalities are thus composed of two parts: (1) modality-general decisive features (colored in dark purple) and (2) modality-specific decisive features (colored in light purple). Consider a video-audio data pair, as shown in Fig. 1, where the camera only captures one person due to its position angle and the audio is mixed sounds of two instruments. The true label “playing instruments” can be correctly inferred with three sources of information: visual specific decisive features, audio specific decisive features and modality-general decisive features. Fig. 1 left illustrates how we interpret these three sources of information at the input level.

To quantify the relative importance of these three features, we define $\gamma$, $\alpha_1$ and $\alpha_2$ as follows. Let $\gamma$ be the relative importance of general decisive features among all decisive features. $\alpha_1$ and $\alpha_2$ denote the relative importance of specific decisive features in modality 1 and 2, respectively. There are multiple ways to calculate the relative importance, and we discrete input features by assigning a binary label for each feature dimension (i.e., this dimension belongs to general decisive features or specific decisive features). The ratio of general decisive feature channel number to decisive feature channel number approximates $\gamma$, $\alpha_1$ and $\alpha_2$ are calculated in a similar way, and we have $\alpha_1 + \alpha_2 + \gamma = 1$.

Now we are ready to consider crossmodal KD (i.e., $x_T \leftarrow x_2$, $x_S \leftarrow x_1$). Clearly, teacher performance is controlled by both general decisive features and specific decisive features in modality 2. However, we find that: (i) Although specific decisive features in modality 2 are meaningful for the teacher, they can not instruct the student since the student only sees modality 1; (ii) On the other hand, general decisive features are not specific to modality 2 and could be transferred to the student. This motivates our modality focusing hypothesis.

The Modality Focusing Hypothesis. In multimodal KD and crossmodal KD (defined in Sec. 3.1), distillation performance is dependent on general decisive features in the teacher network: with larger $\gamma$, the student network is expected to perform better.

The hypothesis states that in multimodal knowledge transfer, the student learns to “focus on” general decisive features. Multimodal KD is thus beneficial for the case where $\gamma$ is large (i.e., multimodal data share many label-relevant information). Moreover, this poses a valid explanation for the observation in Sec. 3.2. Since teacher performance is influenced by decisive features while student performance is only related to general decisive features, it is plausible that teacher performance fails to correlate with student performance in some scenarios. For instance, when $\alpha_2$ is large and $\gamma$ is small, the teacher network attains high accuracy primarily based on modality-specific information, which is not visible to the student. In such case, we may find that a high-accuracy teacher does not lead to a good student.

To have an intuitive and quick understanding of our hypothesis, here we show an experiment with synthetic Gaussian data. More details can be found in Sec. 5.1. As shown in Fig. 2, we start from the
Figure 1: Left: an input video-audio pair can be regarded as composed of modality general features and modality-specific features in the visual and audio modality. For instance, the man playing violin in the right is not captured by the camera and hence its sound (colored in pink) belongs to audio modality-specific information. Those three parts of features work together and contribute to the final label $y$. Right: the modality Venn diagram. For any given pair of multimodal features (input-level, middle-level, output-level), there exist general decisive features (colored in dark purple) and specific decisive features (colored in light purple).

Figure 2: An illustration of the modality focusing hypothesis with synthetic Gaussian data. Teacher modality is $x_2$ and student modality is $x_1$. We plot the confidence interval of one standard deviation for student accuracy. With increasing $\gamma$, crossmodal KD becomes more effective. In the extreme case where two modalities do not overlap, and gradually increase the proportion of general decisive features until all decisive features are shared by two modalities. We observe that crossmodal KD fails to work when $x_1$ and $x_2$ share few decisive features (i.e., $\gamma$ is small) as specific decisive features in modality 2 are not perceived by the student. As $\gamma$ gradually increases, crossmodal KD becomes more effective. For the case where all decisive features possess in both modalities, the student benefits from teacher’s knowledge on general decisive features and outperforms its baseline by 2.1%. Note that the teacher accuracy does not vary much during this process, yet student performance differs greatly. This further lends support to our hypothesis and demonstrates that teacher accuracy does not faithfully reflect the effectiveness of crossmodal KD.

The modality focusing hypothesis offers a new perspective to understand multimodal KD. Below we describe one important implication to showcase its practical value.

**Implication.** For multimodal KD (crossmodal KD), consider two teachers with identical architectures: Teacher (a) makes predictions primarily based on general decisive features while teacher (b) relies more on modality-specific information. In other words, teacher (a) has a larger $\gamma$ than teacher (b). We expect that the student taught by teacher (a) yields better performance than that by teacher (b).

By drawing inspiration from the implication, we can train a teacher network that “focuses on” general decisive features for prediction. Compared with a regularly-trained teacher, the new teacher is tailored for distillation task and can possibly lead to a better student. The modality focusing hypothesis equips us with a new type of approaches to improve multimodal KD.
4.2 Modality-General Decisive Feature Separation

In the synthetic Gaussian case, we set up the experiment by manually controlling general decisive features. However, in real multimodal datasets, modality-general decisive features are unknown and need to be identified. Here we propose a permutation-based approach to address this problem.

The major steps of our proposed method are demonstrated in Algorithm 1. The input of Algorithm 1 are \( X_1 \in \mathbb{R}^{N \times D_1}, X_2 \in \mathbb{R}^{N \times D_2}, \) and \( Y \in \mathbb{R}^N \), representing \( N \) paired features from modality 1 and 2, and \( N \) target labels, respectively. The output is a saliency vector \( p \in [0, 1]^{D_2} \) for general decisive features in modality 2, where its \( d \)-th entry \( p_d \in [0, 1] \) reflects the saliency of the \( d \)-th feature dimension. A larger saliency value indicates a more general decisive feature channel.

### Algorithm 1 Modality-General Decisive Feature Separation

**Input:** multimodal data \( (X_1 \in \mathbb{R}^{N \times D_1}, X_2 \in \mathbb{R}^{N \times D_2}, Y \in \mathbb{R}^N) \)

**Output:** saliency vector \( p \in [0, 1]^{D_2} \) for features of modality 2

1. Jointly train two unimodal networks \( f_{\theta_1} \) and \( f_{\theta_2} \) using the following loss:

\[
\min_{\theta_1, \theta_2} L = Dist(f_{\theta_1}(X_1), f_{\theta_2}(X_2)) + CE(Y, f_{\theta_1}(X_1)) + CE(Y, f_{\theta_2}(X_2))
\]  

\( \text{\( Dist(\cdot, \cdot) \)} \) denotes a distance loss (e.g., mean squared error)

2. for \( d = 1 \) to \( D_2 \) do

3. \( p_d = 0 \)

4. for \( k = 1 \) to \( K \) do

5. permute the \( d \)-th column of \( X_2 \) yielding \( \tilde{X}_2 \)

6. \( p_d = p_d + \frac{1}{K} \times Dist(f_{\theta_1}(X_1), f_{\theta_2}(\tilde{X}_2)) \)

7. end for

8. end for

9. Perform normalization: \( p = \frac{P}{\max_{d \in [0, 1]^{D_2}} p_d} \)

**Clarifications.** Inspired by the fact that input-level features contain much label-irrelevant noise, as shown in the right of Fig. 1, our Algorithm 1 is designed following a trace-back thought starting from the output level. Namely, we drive two unimodal networks to the state of “feature alignment” at the output level using Eq. (5), and then use permutation to identify which input feature dimension has a larger impact to the state. Those more influential to the state (i.e., a large distance in step 6) will be assigned a larger saliency value.

In step 1, we jointly train two unimodal networks \( f_{\theta_1} \) and \( f_{\theta_2} \) that respectively take unimodal data \( X_1 \) and \( X_2 \) as input. The first loss term in Eq. (5) aims to align feature spaces learned by the two networks, and the remaining loss terms ensure that learned features are essential for a correct prediction. We believe that this training strategy aligns three sources of decisive features at the output level. In step 2, we follow the idea of permutation feature importance [5] to trace back general decisive features at the input level. For the \( d \)-th dimension in \( X_2 \), we randomly permute \( X_2 \) along this dimension and obtain a permuted \( \tilde{X}_2 \) in step 5. Next, we calculate the distance between \( f_{\theta_1}(X_1) \) and \( f_{\theta_2}(\tilde{X}_2) \) in step 6. A large distance indicates that the \( d \)-th dimension largely influences the state of “feature alignment”. Consequently, we are able to quantify the relative importance of each input feature channel and use the saliency vector \( p \) to represent it. We repeat the permutation process for \( K \) times and average the distance value for good stability. Finally, \( p \) is normalized to \([0, 1]^{D_2}\) in step 9.

**Remarks.** First, Algorithm 1 is not limited to feature separation at the input level. \( X_1 \) and \( X_2 \) can be features extracted from middle layers of the neural network as well. In such case, output \( p \) reflects the saliency of general decisive features for each middle-layer feature channel. Secondly, based on \( p \), we can decide whether each input dimension is “general decisive” or “non general decisive”. For instance, we can set a hard threshold or pick a certain ratio according to sorted \( p \). This provides us with a way to control \( \gamma \) for a given teacher network. In the experiments (Sec. 5), we nullify general decisive or non general decisive feature channels identified by Algorithm 1 to obtain teacher models with different \( \gamma \) to justify the hypothesis. Last but not least, Algorithm 1 could be equally applied to identify modality-general decisive features for modality 1 as long as we permute \( X_1 \).
5 Experimental Results

To justify the modality focusing hypothesis, we design two sets of experiments: (1) For synthetic data, we can control its inherent characteristics (i.e., $\alpha_1$, $\alpha_2$ and $\gamma$) and perform KD. We are curious whether teacher and student performance are as described in the modality focusing hypothesis. Meanwhile, we report the accuracy of our Algorithm 1 since whether a feature channel is general/species decisive is known. (2) For real-world data, we cannot know the ground truth $\gamma$. To evaluate the implication in Sec. 4.1, we experiment with a modality-general teacher and a modality-specific teacher (i.e., one teacher with a large $\gamma$ and one teacher with a small $\gamma$). The two teachers can be obtained by applying Algorithm 1 to estimate $p$ and then removing corresponding feature channels in the teacher (Sec. 5.2 and Sec. 5.3). Alternatively, we can apply specific training techniques to obtain a modality-general teacher (Sec. 5.4). In all, we provide experiments on 6 datasets (synthetic Gaussian, AV-MNIST, RAVDESS, VGGSound, NYU Depth and MM-IMDB) with diverse modalities (i.e., RGB images, depth images, audio and text). Due to space limit, some results (e.g., experiments on MM-IMDB [2] movie genre classification) and ablation studies are presented in the Appendix.

5.1 Synthetic Gaussian Data

We have presented the experiment with increasing $\gamma$ in Sec. 4.1. Below we show results with increasing $\alpha_2$ (i.e., decreasing $\gamma$). Data generation details are provided in the Appendix. Fig. 3 illustrates the process where modality-specific decisive features in modality 2 gradually dominate. With increasing $\alpha_2$, the teacher gradually improves since it receives more modality-specific decisive features for prediction. However, the student network fails to benefit from the improved teacher and performs slightly worse instead. Clearly, teacher performance is not reflective of student performance in this case. It is the amount of modality-general decisive information that really matters. This set of experiment offers a valid explanation about our empirical finding in Sec. 3.2 that a more accurate model does not necessarily serve as a good teacher.

Figure 3: An illustration of the modality focusing hypothesis with synthetic Gaussian data. Teacher modality is $x_2$ and student modality is $x_1$. With increasing $\alpha_2$ (i.e., decreasing $\gamma$), the teacher improves its prediction accuracy but the student network fails to benefit from KD.

Next, based on the saliency vector $p$ given by Algorithm 1, we identify feature channels that correspond to non modality-general decisive features and remove them in $X_2$ to form a “clean” version of data that only contains general decisive features, $\hat{X}_2$. We train a new teacher model with $\hat{X}_2$ and apply KD subsequently. The new teacher is more modality-general compared with the regularly-trained teacher. We experiment with different values of $\gamma$ and summarize the results in Table 2. Results are averaged over 10 runs.

As shown in Table 2, our proposed feature separation method can correctly identify modality-general features in input data (accuracy close to 1.0). Moreover, by removing non modality-general decisive feature channels, we can train a teacher that is specialized for distillation and obtain an improved student network. Since the modified teacher only relies on modality-general decisive features for prediction, we observe a accuracy loss in the teacher. However, the student network does not get affected and demonstrates increased accuracy for all choices of $\gamma$ instead. These results validate our proposed modality focusing hypothesis and shed light on how to utilize the hypothesis to facilitate the student network’s learning process.
Table 2: Evaluation on synthetic Gaussian data. ‘FS Acc.’ denotes the accuracy of our feature separation method for $X_2$. By removing non modality-general feature channels identified by Algorithm 1, we obtain a modality-general teacher with downgraded performance and its student with increasing accuracy; this validates our modality focusing hypothesis.

| $\gamma$ | FS Acc. | Teacher Accuracy (%) | Student Accuracy (%) |
|----------|---------|----------------------|----------------------|
|          |         | Regular | Modality-general | No-KD | Regular | Modality-general |
| 0.33     | 0.98    | 89.41   | 68.42 (↓) | 61.98 | 62.16   | 64.50 (↑)   |
| 0.50     | 0.99    | 89.62   | 73.41 (↓) | 67.64 | 67.86   | 70.25 (↑)   |
| 0.66     | 0.99    | 89.82   | 77.98 (↓) | 73.48 | 73.60   | 75.43 (↑)   |
| 0.75     | 0.99    | 89.70   | 79.41 (↓) | 76.46 | 76.53   | 77.70 (↑)   |

5.2 Emotion Recognition on RAVDESS

RAVDESS [24] is an audio-visual dataset containing 1,440 emotional utterances with 8 different emotion classes. We consider images as modality 1 and audio as modality 2. Teacher and student network are 3-layer CNNs. More details are provided in the Appendix. Since permutation is time-consuming at the model input level, we take middle-layer features (i.e., 128-dimensional features after the first linear layer) as input to Algorithm 1. After we obtain the saliency vector $p \in \mathbb{R}^{128}$, we evaluate KD under four settings: (1) regular KD; (2) random: we randomly nullify 50% of audio feature dimension, i.e., set the corresponding feature dimension to be its batch mean, which is identical for all samples in this batch. The student is trained to match predictions given by the “randomly masked” teacher; (3) modality-specific: we sort $p$ in descending order, nullify the first 50% feature dimension in the teacher and train a student subsequently; (4) modality-general: we sort $p$ in ascending order, nullify the first 50% feature dimension and perform KD. In this way, we remove modality-general decisive features in teacher’s decision process in the third setting and remove non modality-general decisive features in the last setting. While we can not know the true value of $\gamma$ for each teacher, we know that $\gamma$ increases in the order of modality-specific, random and modality-general teacher. This allows us to justify the proposed modality focusing hypothesis. Results are averaged over 5 runs.

Table 3: Test Accuracy (%) on RAVDESS Emotion Recognition. Teacher modality is audio and student modality is images. With identical model architecture, a modality-general teacher improves regular KD while a modality-specific teacher leads to a significantly worse student.

| Teacher | Regular | Modality-specific | Random | Modality-general |
|---------|---------|-------------------|--------|------------------|
| 77.60   | 77.22   | 42.66 (↓)        | 64.75  | 78.28 (↑)        |

As demonstrated in Table 3, a modality-specific teacher leads to a significantly downgraded student (i.e., accuracy drops from 77.22% to 42.66%). On the other hand, we observe an improved student (i.e., test accuracy increases to 78.28%) after nullifying non general decisive features in the teacher (modality-general setting). This indicates the critical role of modality-general decisive features in distillation. A modality-general audio teacher can better transfer knowledge to the visual student as it discards audio-specific information not understandable by the student.

5.3 Event Classification on VGGSound

VGGSound [6] is a large-scale audio-visual event classification dataset including over 200,000 video and 310 classes. We set modality 1 (i.e., student modality) as video and modality 2 (i.e., teacher modality) as audio. More experimental details are provided in the Appendix. We take features before the last fully connected layer as input to Algorithm 1 and obtain a 512-dimensional saliency vector $p$. Similar to the previous experiment, we obtain a random, modality-specific and modality-general teacher by nullifying 75% audio feature dimension according to $p$. We experiment with two backbone architectures, ResNet-18 and ResNet-50 [15], and report results in Table 4.
As shown in the Table 4, modality-general decisive features play a critical role in multimodal KD. The student learning from a modality-specific teacher suffers from a major performance degradation. On the contrary, nullifying non general decisive features in the teacher improves the student performance from 30.62% to 31.88% (for ResNet-18) and from 38.78% to 39.81% (for ResNet-50).

Moreover, we provide an ablation study on the ratio of feature dimension that gets nullified in Fig. 4. We can see that there exists a sweet spot for modality-general KD. As the ratio increases, the student performance improves in the beginning. The improvement indicates that non general decisive features in the teacher are gradually discarded, which in turn results in a better student. Later, after all non general decisive information are removed, the nullifying process starts to hinder student performance as general decisive features get nullified as well. These results align well with our understanding of the modality Venn diagram and demonstrate the efficacy of our proposed Algorithm 1.

**Table 4:** Student mean Average Precision (%) on VGGSound Event Classification. Teacher modality is audio and student modality is video. The student learning from a modality-general teacher demonstrates best performance.

| Model Architecture | ResNet-18 | ResNet-50 |
|--------------------|-----------|-----------|
| Teacher            | 29.86     | 37.51     |
| Regular            | 30.62     | 38.78     |
| Modality-specific  | 24.98 (↓) | 28.65 (↓) |
| Random             | 28.99     | 35.95     |
| Modality-general   | 31.88 (↑) | 39.81 (↑) |

5.4 **Semantic Segmentation on NYU Depth V2**

Finally, we revisit the example of NYU Depth V2 [29] in Sec. 3.2. Here the two modalities (i.e., RGB and depth images) have large similarity and can be taken as input for a single model. Therefore, we design a modality-agnostic teacher model for distillation. This can be seen as an alternative way to demonstrate the modality focusing hypothesis apart from our proposed feature separation method.

We adopt a teacher network that takes depth images as input to transfer knowledge to an RGB student. As shown in Table 5, regular KD (i.e., using the modality-specific teacher) does not bring many advantages: the student achieves a similar mIoU compared with a RGB model without KD. Based on this result, one might easily blame the failure of KD on teacher accuracy and assume that KD is not effective because the depth teacher itself yields poor performance (i.e., has an mIoU of 37.33%).

**Table 5:** Mean Intersection over Union (mIoU) on NYU Depth RGB-D Semantic Segmentation. Teacher modality is depth images and student modality is RGB images. Compared with regular crossmodal KD (i.e., using a modality-specific depth teacher), a modality-general teacher is more suitable for distillation and leads to a better student.

| Teacher Modality | mIoU (%) | Student Modality | mIoU (%) |
|------------------|----------|------------------|----------|
| No-KD            | -        | RGB              | 46.36    |
| Modality-specific-KD | D 37.33 | RGB              | 46.89    |
| Modality-general-KD | RGB/D 37.47 | RGB              | 47.93    |

The modality focusing hypothesis motivates us to think otherwise. We train a modality-general teacher that receives both RGB and depth images as input. Similar to [11], we use one single model to predict labels for two modalities with exactly same parameters. Note that the model architecture is identical to the previous modality-specific teacher to ensure a fair comparison. In this way, the teacher is forced to extract modality-general decisive features for prediction rather than rely on depth-specific features as it also takes RGB images as input. While we do not observe difference in teacher performance, the new teacher is categorized for distillation and leads to a better depth
student (i.e., student mIoU increases from 46.36% to 47.93%). These results show how our modality focusing hypothesis can indeed help diagnose failure of crossmodal KD and improve it.

6 Conclusion

In this work, we present a thorough investigation of multimodal KD. We find that modality-general decisive features are the key in multimodal KD performance. The proposed modality Venn diagram and modality focusing hypothesis characterize multimodal relationships and reveal when multimodal KD is effective. We further propose an approach to separate modality-general decisive features for real-world multimodal data and conduct extensive experiments to justify our proposed hypothesis. Finally, we hope the modality focusing hypothesis shed light on applications of multimodal KD and will raise interest for general understanding of multimodal learning in the community. As future work, we would like to develop corresponding theory to gain a theoretical understanding of the problem.
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A Synthetic Gaussian Data

Assume two vectors $x_1 \in \mathbb{R}^{D_1}$ and $x_2 \in \mathbb{R}^{D_2}$ compose one multimodal data pair $(x_1, x_2)$. We select a subset of input features as decisive features, denoted by $x^* \in \mathbb{R}^D$. We assume that $x^*$ exist in both $x_1$ and $x_2$, and denote the corresponding decisive feature index set of $x_1, x_2$ as $J_1, J_2$. The separating hyperplanes are denoted by $\beta \in \mathbb{R}^D$. Formally, we generate one feature-label pair $(x_1, x_2, y)$ by:

$$x^* \sim N(0, I_D), \quad y \leftarrow \mathbb{1}(\langle \beta, x^* \rangle > 0)$$
$$x_1 \sim N(0, I_{D_1}), \quad x_{1, J_1} \leftarrow x_{J_1}$$
$$x_2 \sim N(0, I_{D_2}), \quad x_{2, J_2} \leftarrow x_{J_2}$$

As depicted in the modality Venn diagram, modality-general decisive features are decisive features shared by both modalities and thus indexed by $J_1 \cap J_2$. $J_1 \cup J_2$ represents the index set of decisive features from both modalities. Therefore, $\alpha_1 = 1 - \frac{|J_2|}{|J_1 \cup J_2|}$, $\alpha_2 = 1 - \frac{|J_1|}{|J_1 \cup J_2|}$ and $\gamma = \frac{|J_1 \cap J_2|}{|J_1 \cup J_2|}$. By changing $J_1$ and $J_2$, we can generate multimodal data with different inherent characteristics (i.e., different $\alpha_1, \alpha_2$ and $\gamma$). We consider 2 settings: (1) varying $\gamma$ (Sec. 4.1 in the main paper). Let $D_1 = 50, D_2 = 25$ and $D = 20$, we gradually increase $|J_1 \cap J_2|$ from 0 to 10, with a step size of 2 and perform KD on every step. (2) varying $\alpha_2$ (Sec. 5.1 in the main paper). Let $D_1 = D_2 = 50$ and $D = |J_1 \cup J_2|$ increase from 10 to 50, with a step size of 10.

Following [25], teacher and student are implemented as logistic regression models, and we use 200 samples for training and 1,000 samples for testing. $\beta$ is sampled from the standard normal distribution. $\rho$ in Eq. (1) in the main paper is set as 0.5. Results are averaged over 10 runs.

B Digit Classification on AV-MNIST

AV-MNIST [43] is an audio-visual dataset created by pairing audio and image features. The two modalities are MNIST images with 75% energy removed by principal component analysis and audio spectrograms with random natural noise injected. There are 50,000 pairs for training, 5,000 pairs for validation and 10,000 pairs for testing. Following [43, 9], we adopt a 6-layer CNN as the audio teacher network. The audio student network is implemented as a 3-layer CNN, and the multimodal teacher is a late fusion network. The multimodal teacher uses LeNet5 [20] as the image backbone and a 5-layer CNN as the audio backbone; Audio and image features are then concatenated and passed to fully-connected layers for the final prediction. We experiment with both $\rho = 0$ and $\rho = 0.5$, and repeat the experiments for 10 times. We have provided the results of $\rho = 0.5$ in Table 1 in the main paper, and a more detailed version can be found in Table 6.

Table 6: Evaluation of unimodal KD (UM-KD) and multimodal KD (MM-KD) on AV-MNIST. ‘Mod.’ is short for modality and ‘Params’ denotes model parameters. A and T represent audio and grayscale images, respectively.

| Teacher       | Mod. | Params | Acc. (%) | Student       | Mod. | Acc. (%) | Mod. | Acc. (%) |
|---------------|------|--------|----------|---------------|------|----------|------|----------|
| No-KD         | A    | 0.25M  | 84.57    | A             | 0.5  | 69.36 ± 0.79 | 68.36 ± 0.79 |
| UM-KD         | I + A| 0.24M  | 91.61    | A             | 0.5  | 69.46 ± 1.12 | 69.73 ± 0.73 |
| MM-KD         | I + A| 0.24M  | 91.61    | A             | 0.5  | 69.46 ± 1.12 | 69.73 ± 0.73 |

From the table, we can see that multimodal KD does not have advantages over unimodal KD for both values of $\rho$. Note that we design the unimodal teacher and multimodal teacher model to be roughly of the same size to rule out the factor of model capacity. The results indicate that multimodal KD is not effective in this case. We hypothesize that $\gamma$ is small for this dataset since a multimodal data pair is assembled by randomly pairing an image with an audio that belongs to the same class. Thus the two modalities are not naturally correlated and there may be little modality-general information.
Our proposed modality focusing hypothesis provides a plausible explanation for this failure case of multimodal KD.

C Emotion Recognition on RA VDESS

The Ryerson Audio-Visual Database of Emotional Speech and Song (RA VDESS) [24] is released under a Creative Commons Attribution License. It contains videos and audios of 24 professional actors vocalizing two lexically-matched statements. For modality 1 (i.e., student modality), we uniformly sample single-frame images every 0.5 second from each video. For modality 2 (i.e., teacher modality), we adopt Kaiser best sampling and take mel-frequency cepstral coefficients (MFCCs) features from corresponding audio. We randomly split image-audio pairs, and have 7,943 data for training, 2,364 data for validation and 1,001 data for testing. Similar to [48], the teacher and student architecture are 3-layer CNNs followed by 3 fully-connected layers. We set $\rho$ in Eq. (1) in the main paper as 0 (i.e., only use $L_{kd}$ for distillation) to fully observe the teacher’s influence on student performance. We report results with three nullified feature dimension ratio in Table 7, which is a detailed version of Table 3 in the main paper. Results are averaged over 5 runs.

Table 7: Test Accuracy (%) on RA VDESS Emotion Recognition. Teacher modality is audio and student modality is images. Modality-general KD can improve student performance for all nullified feature dimension ratio.

| Nullified Ratio (%) | Regular     | Modality-specific | Random        | Modality-general |
|---------------------|-------------|------------------|---------------|-----------------|
| 25                  | 77.22       | 75.26 (↓)        | 77.24         | 78.12 (↑)       |
| 50                  | 77.22       | 42.66 (↓)        | 64.75         | 78.28 (↑)       |
| 75                  | 77.22       | 12.00 (↓)        | 63.40         | 77.82 (↑)       |

As shown in the table, with more nullified feature channels, the random and modality-specific version both suffer from a heavy performance degradation. On the contrary, the modality-general setting (i.e., nullifying “non modality-general decisive” feature channels) still attains satisfactory performance even when the nullifying ratio goes to 75% and outperforms the regular KD baseline. This demonstrates the efficacy of our proposed feature separation method as well as the practical value of the modality focusing hypothesis.

D Event Classification on VGGSound

VGGSound is a large-scale audio-visual correspondent dataset, under a Creative Commons Attribution 4.0 International License. We randomly choose 100 class from its 310 classes and obtain 56,614 audio-video pairs for training and 4,501 audio-video pairs for testing. Videos clips and audio spectrograms are modality 1 and modality 2 input features, respectively. The audio teacher is implemented as a ResNet-18/ResNet-50 backbone followed by linear layers and the video student network is the same architecture with 2D convolution replaced by 3D convolution. For Table 4 in the main paper, we set $\rho$ in Eq. (1) to be 0 and experiment with both ResNet-18 and ResNet-50. In Table 8, we report results of both $\rho = 0$ and $\rho = 0.5$ with the ResNet-18 backbone. The conclusion is consistent: a modality-general KD improves student performance while a modality-specific teacher results in performance degradation. These results help validate our proposed modality focusing hypothesis.

Table 8: Student mean Average Precision (%) on VGGSound Event Classification. Teacher modality is audio and student modality is video.

| $\rho$ | 0    | 0.5  |
|--------|------|------|
| Teacher| 29.86| 29.86|
| Regular| 30.62| 30.70|
| Modality-specific| 24.98 (↓)| 28.14 (↓)|
| Random | 28.99| 29.56|
| Modality-general | 31.88 (↑) | 31.98 (↑) |

Figure 5: Ablation study on permutation number.
Number of permutation times. In Algorithm 1 in the main paper, we repeat permutation $K$ times for a better estimation of each feature dimension’s saliency value. Fig. 5 provides an ablation study on the number of permutation times (i.e., $K$). From the figure, as $K$ increases, the modality-general KD performs better. This indicates that a larger $K$ leads to a more accurate estimation of $p$. Consequently, we obtain a better student by removing non modality-general feature channels based on $p$.

E Semantic Segmentation on NYU Depth V2

NYU Depth V2 [29] contains 1,449 aligned RGB and depth images with 40-class labels, where 795 images are used for training and 654 images are for testing. $\rho$ is set as 0.5. We implement two model architectures for the multimodal teacher: (1) Channel Exchanging Networks (CEN) [46] and (2) Separation-and-Aggregation Gate (SA-Gate) [7]. The unimodal teacher and student are adopted as the RGB branch of the corresponding multimodal network. The results are shown in Table 9, which corresponds to the right part of Table 1 in the main paper.

Table 9: Evaluation of unimodal KD (UM-KD) and multimodal KD (MM-KD) on NYU Depth V2. ‘Mod.’ is short for modality. RGB and D represent RGB images and depth images, respectively.

| Teacher Mod. | Student Mod. | CEN     |     |     | SA-Gate |     |     |
|--------------|--------------|---------|-----|-----|---------|-----|-----|
| RGB          | 45.69        | RGB     | 45.69 | RGB | 46.36  |
| RGB          | 45.69        | RGB     | 46.23 | RGB | 46.36  |
| RGB + D      | 51.14        | RGB     | 46.70 | RGB | 47.78  |

Table 9 demonstrates that multimodal KD is not effective in both cases. The great advantages in teacher performance does not enhance student performance. Adopting CEN as the multimodal teacher seems better than SA-Gate, but the improvement compared with unimodal KD is still marginal (i.e., from 46.23% to 46.70%). According to the modality focusing hypothesis, different teacher networks utilize different amount of modality-general decisive information for prediction, which results in different distillation performance. We hypothesize that CEN has a larger $\gamma$ than SA-Gate due to their model design: CEN shares all parameters for the RGB and depth input except for Batch Normalization layer while SA-Gate has separate encoders for the two modalities. This indicates that CEN is more “modality-general” than SA-Gate and may explain their differences. There may be other factors lying behind, and one future direction is to develop methods to compare existing model architectures to decide which one is best for distillation.

For results reported in Sec. 5.2 in the main paper, we adopt the depth teacher and RGB student as the depth and RGB branch of SA-Gate, respectively. $\rho$ is set as 0.5.

F Movie Genre Classification on MM-IMDB

MM-IMDB [2] is the largest publicly available multimodal dataset for genre prediction on movies. It contains 25,959 movie titles and posters that belong to 27 movie genres. We pick two movie genres (i.e., drama and comedy) for multi-label classification. There is 15,552 data for training, 2,608 for validation and 7,799 for testing. We adopt the same pre-processing method as [2] to extract image and text features. Modality 1 is text and modality 2 is image. We aim to improve an unimodal text network with multimodal KD and experiment with two multimodal teacher networks: (1) Following [48], we train a multimodal network that receives pseudo labels from an unimodal image network; (2) We regularly train a multimodal network with labels. The first teacher only has access to pseudo labels from the image modality and is thus more “modality-specific” (i.e., has a smaller $\gamma$) compared with the second teacher. We term the two teacher networks as “specific” and “general”, respectively. The unimodal and multimodal architecture are identical to [22]. We randomly split training data as 1:1, and use the first half to train the unimodal teacher and the general multimodal teacher. The other part of data is used for training the student network, and we set $\rho = 0$. 
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Table 10: F1 score (%) on MM-IMDB movie genre classification. T and I represent text and images, respectively. While MM-KD (general) has a lower teacher score than MM-KD (specific), it leads to a student with better performance.

| Modality   | Teacher | Teacher | Student |
|------------|---------|---------|---------|
|            | micro F1| macro F1| micro F1| macro F1 |
| UM-KD      | T       | 61.76   | T       | 61.04   |
| MM-KD (specific) | T+I    | 62.01   | T       | 61.77   |
| MM-KD (general) | T+I    | 61.01   | T       | 65.09   |

Table 10 shows the teacher and student performance for both unimodal KD and multimodal KD. We select three teacher models that have similar performance on test data, and use them for distillation to detach the influence of teacher performance. Clearly, the three teachers transfer different knowledge to the student. The unimodal teacher comes from the image modality and the specific multimodal teacher is also biased towards the image modality due to its training strategy. Finally, the general multimodal teacher utilizes more modality-general information compared with the previous two teachers (i.e., has a larger $\gamma$). As can be seen from the table, MM-KD (general) results in the best unimodal text student. This lends support to our proposed modality-focusing hypothesis.