Unsupervised Word Sense Induction from Multiple Semantic Spaces with Locality Sensitive Hashing
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Abstract
Word Sense Disambiguation is the task dedicated to the problem of finding out the sense of a word in context, from all of its many possible senses. Solving this problem requires to know the set of possible senses for a given word, which can be acquired from human knowledge, or from automatic discovery, called Word Sense Induction. In this article, we adapt two existing meta-methods of Word Sense Induction for the automatic construction of a disambiguation lexicon. Our adaptation is based on multiple semantic spaces (also called Word Space Models) produced from a syntactic analysis of a very large number of web pages. These adaptations and the results presented in this article differ from the original methods in that they use a combination of several high dimensional spaces instead of one single representation. Each of these competing semantic spaces takes part in a clustering phase in which they vote on sense induction.
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1 Introduction
A single word may potentially convey many different senses but despite this potential for ambiguity, misinterpretations occur relatively rarely in actual human linguistic interactions, including written texts. As a consequence, it is possible to draw the hypothesis that a wordsense should be inferable from the context it appears in (letting aside the question of the context size). Word Sense Disambiguation is the task dedicated to this problem of finding out the sense of a word in context. For a more detailed study, [1] and [12] have covered an exhausting overview of the task. However, solving this problem requires first to know the set of possible senses for a given word. The mere possibility of doing this exhaustively is a much debated issue, because even among humans, it is very difficult to agree on a set of senses for any given word. However if we consider it possible to obtain a list of the senses, even if it is incomplete, then it can be acquired from human knowledge (as one can find in any good dictionary), or from automatic discovery, a task which is generally called Word Sense Induction.

This task (and consequently Word Sense Disambiguation itself) is often tackled using methods that are able to group similar words together, in order to perform a clustering over the neighbors of the target, and thus to discover one 'sense' for each cluster found. This approach puts a large part of the burden into the similarity measure. While some methods use graph-based measures (thus making use of manually crafted structured resources), many unsupervised approaches are based on the Word Space Model paradigm, sometimes also called Semantic Vector Space paradigm. This paradigm relies on the hypothesis that a word-sense depends on the contexts it appears in [8]. For instance, all words that designate a mammal will tend to occur with verbs like eat, run or breathe. Because of this, if we represent each word by a normalized vector of the cooccurrence counts of this word with every other words in a given corpus, two words that share a lot of semantic features will tend to have a small angular distance.

Semantic spaces are interesting because they are built completely automatically from a corpus. They do not require error prone and costly manual work and can be quickly updated to reflect the emergence of new words in a constantly evolving domain. Semantic spaces can be built using various context types such as documents, paragraphs or occurring words, or again lemmas appearing near the source word (cooccurrences). In [16], dimensions of Vector Space Model represent the terms occurrence frequencies in each document where each column represent a document. In [11], dimensions correspond to the most frequent terms of the vocabulary and the values are the number of cooccurrences, in fixed-size windows, between the line term and the column term (or possibly the mutual information). In [13] and [7], each dimension corresponds to a context obtained through a given syntactic
relation and the value is their cooccurrence frequency.

With these semantic spaces where each word is represented by a vector from which is derived a measure of similarity with other words, similar words can be grouped together. Senses of polysemic words can be induced from various term selections. In [10], clusters are built in one step from the full vocabulary, each word may appear in several clusters. These clusters represent synonym classes and senses of words belonging to several clusters are thus discriminated. [17] approach consists in clustering all the occurrence contexts in a corpus of each word for which senses are being learned. Finally, some systems like [4], [20] or [6] cluster cooccurrents of the words they want to distinguish the senses and [14] cluster the nearest neighbors in the semantic space.

Our work largely follows [14] as we also group nearest neighbors but differs from it as we dispose of a panel of different semantic spaces (built on different syntactic relations) with different specificities that we combine, instead of using a unique semantic space.

Section 2 of this paper details the conception of the semantic spaces we use. We present in Section 3 the method of dimensionality reduction we use. Section 4 describes the clustering methods developed to take into account differences between spaces. Finally, Section 5 gives perspectives on the results and some directions towards future works.

2 Description of the semantic space

Semantic spaces we use for word sense induction are issued from the work of [7]. The semantic spaces are built using the results of a large scale syntactic analysis. When we extracted them for our work, the French corpus on which this semantic space is built was made of two millions urls of French language pages on which a syntactic analysis (including lemmatization) was processed using LIMA, the CEA LIST natural language processing system [2].

This parser is a dependency analyser. Thus it extracts binary relations between tokens, like subject, verb, object, complement, etc. These relations are oriented: for example in the phrase ‘advance in NLP’, NLP appears in the context of advance for the noun complement relation but advance appears in the context of NLP for the noun complement reverse relation.

The dictionary used to build the matrices (i.e. the semantic space) is made of the 68,000 most frequent words of the French language. To each binary relation is associated a distinct matrix that registers the cooccurrence frequencies of these 68,000 words through the given relation. In order to be able to take into account the information given by all words, even the rare ones, we work with mutual information matrices computed from the frequencies matrices. Mutual information is computed according to the following formula, where $P_i$ is the probability of occurrence of the term described by line $i$, and $P_{i,j}$ is the probability of occurrence of the context defined by column $j$.

$$MI = \log \left( \frac{P_{i,j}}{P_i + P_j} \right)$$

The same process is applied on reverse relations and on cooccurrences in fixed-size windows (5, 10, 20). Finally, we obtain 71 sparse square matrices of 68,000 dimensions. We will see later that these matrices contain different and complementary kind of information.

3 Approximative KNN

Given the size of these matrices, it is highly desirable to perform a dimensionality reduction before using them for nearest neighbor search and clustering. A linear Principal Component Analysis method such as Latent Semantic Analysis [9] would have been an alternative if not for the original dimensionality of our data and the quadratic ($O(n^3)$) complexity of the underlying Singular Vector Decomposition. On the other hand, Random Indexing [19] while more scalable, was not a real option because of its reported low quality. We chose to use Locality Sensitive Hashing which is supposed to be more scalable than LSA and whose quality was still to be tested on complex tasks. [3] has defined a family of LSH functions for which the hashed signatures keep their angular similarity for any input vectors pair. [15] has shown that this hashing is particularly well adapted to set up a fast nearest neighbors search method.

3.1 Dimension reduction: Locality sensitive hashing

The goal of a hashing is to obtain a footprint smaller than the original signature. Here, we want a function $h$ giving a smaller footprint and respecting the property that if two vectors $v_1$ and $v_2$ from the initial space are similar, then the two hashed vectors $h(v_1)$ and $h(v_2)$ are also similar. The hashing functions family proposed by [3] allows to approximate the cosine measure whose efficiency has already been shown for proximities of the elements in word spaces. We outline the method below.

We draw randomly according to a Gaussian distribution $d$ unit vectors $\vec{r}$. This drawing provides an equidistributed breakdown on the unitary hypersphere.

Let a family of functions be defined by:

$$h_{\tau}(\vec{u}) = \begin{cases} 0 & \text{if } \vec{r}, \vec{u} \geq 0 \\ 1 & \text{if } \vec{r}, \vec{u} < 0 \end{cases}$$

Let two vectors $\vec{u}$ and $\vec{v}$, the probability to draw a random vector defining a hyperplane that separates them is:

$$Pr[h_{\tau}(\vec{u}) \neq h_{\tau}(\vec{v})] = \theta(\vec{u}, \vec{v})/\pi$$

On a number of randomly drawn vectors this probability can be measured. Indeed, the probability that a randomly drawn hyperplane has separated the original two vectors $u$ and $v$ is the probability that the hyperplane has given a different bit for the two hash results for $u$ and $v$. The formula 4 gives this probability:

$$Pr[h_{\tau}(\vec{u}) \neq h_{\tau}(\vec{v})] = \text{hamming_distance}(\vec{u}, \vec{v})/d$$
By combining 3 and 4 the following approximation is obtained:
\[ \theta(\vec{u}, \vec{v}) \approx \text{hamming}\_\text{distance}(\vec{u}, \vec{v}) / d \ast \pi \] (5)

3.2 Fast approximate nearest neighbors search

A fast approximate nearest neighbor search in a space with a Hamming distance was proposed by [3] and picked up by [15]. The method consists in pulling random permutations of \( d \) elements. For each permutation, (a) the signatures are permuted bit by bit, (b) all the elements are sorted following lexicographic order, and (c) the \( B \) elements closest to the \( n \) source elements which cosine approximation is lower than a given threshold are kept.

We build the list of nearest neighbours words we want to cluster, using the main trends of that algorithm.

3.3 Results

We have been able to compute the list of \( k \) nearest neighbors of polysemous words for each of the syntactic spaces and we see for example in table 1 the results with \( k = 10 \) for the word \( \text{vol} \) in various spaces.

We notice that the nearest neighbors obtained for the word \( \text{vol} \) are quite different depending on which space is used. Some spaces gather nearest neighbors oriented towards a precise meaning, while others return mixed meanings. Uses can be separated into: media type, computers aspect and content and uses, the distinction between spaces remains unclear except for the apposition relation. We observed that these distinctions largely depend on the polysemous word processed: the discriminating spaces, when they exist, are not always the same. Therefore we can assume that each space contains different information which is worth being taken into account.

Our goal is to build sets of nearest neighbors representing different uses. Since automatic induction exploits the contexts of words occurrences in a corpus, various usages of even monosemous words can appear and be discriminated in the same way as different senses of polysemous words would. We thus prefer the term use to the term sense. Depending on the words, spaces discriminate quite heterogeneously their various uses. We propose in the next section a clustering method taking into account the specificity of each space while allowing the inter-space consolidation.

4 Word sense induction by multi-represented words clustering

In our approach, we want to cluster the nearest neighbors of a word into several clusters so that each of them represents a sense. We wish to be able to distinguish different clusters as in the manually built example of

\footnote{which means fly or steal}

\[ \text{vol} \]

Figure 1: This figure shows a 3-dimensional projection where object-verb contexts should allow the discrimination of three meanings of the word \( \text{vol} \): the sens as the ability to perceive, the sens giving an orientation indication, and the sens giving a semantic indication.

Traditional clustering methods are used on a single vector space, as illustrated in the ideal example above. But we have seen previously that the various spaces emphasized different closenesses. It can be seen for example in table 1) that the object-verb relation highlights the semantic proximity on flying meaning of the word \( \text{vol} \) while the apposition space does not highlight it at all, but stresses the proximities of theft meaning. We thus assume that the spaces peculiarities will help to better distinguish clusters of meaning if each of them is separately taken into account rather than considering a global space built by concatenation of all the matrices. To do this, we are guided by Shared Nearest Neighbors clustering algorithms adapted and used by [5] and [6] and by the Hyperlex algorithm developed by [20]. We propose two "clustering by vote" methods.

For each of the parts of speech for which we want to produce senses, i.e. noun, verb, adjective, we retain the relevant spaces. For instance when dealing with a verb, we do not consider the complement-noun space involving only nouns and we use the reverse object-verb space and not the object-verb one. We also consider only spaces involving relations between plain words (noun, verb, adverb, adjective). For example, we leave out the relationship between a determiner and its noun.

After experimentation, we choose to cluster the words that appear at least twice in the 30 nearest neighbors of the selected spaces. Let \( E \) be this set. The following sections present the two methods.

4.1 Method based on the shared nearest neighbors algorithm

This method processed in three steps. First, a number of seeds (not fixed in advance) is extracted. The remaining elements are then assigned to these clusters. Finally clusters whose seeds are too close are joined and elements belonging to clusters considered as too small are reassigned.

The algorithm we propose is based on the [5] SNN algorithm seed selection method for which there is no need to choose a priori the number of seeds. However, experiments give us better results with a direct neighbors graph than with the shared nearest neighbors graph. We then keep the first one. One possible explanation for this surprising result compared
to the results presented in [5] is that we use a small part of the original space elements. There is therefore too few data to use this second level of information. We also retain the idea of defining the seeds using the strong links. The name Shared Nearest Neighbors being no longer relevant, we now refer to this algorithm as MultiNN.

In each space (object_verb, subject_verb, ...):

1. we build the nearest neighbors graph in which each element of E has a corresponding node and every distance between two of the elements is represented by an edge weighted by their approximate cosine distance.
2. we define a strong link threshold (eg. 0.2 of the maximum distance in the space) and discard edges whose values are below this threshold;
3. for each node in the graph (elements of E) we compute the sum of its remaining links.
4. if this sum is larger than a certain threshold (eg. 0.3 of the maximum in the space), we say that this is a local seed for this space.

For each element of E, we know the number of spaces in which it is a local seed. If this number is bigger than a threshold (eg 0.8 of the number of collaborating spaces), then this element is said to be a global seed.

We build clusters around each global seed in this way:

- In each space, we remove the elements of E which have been called global seed.
- In each space and for each element of E, we store a vote for its nearest global seed (highest approximate cosine).
- We sum the votes on all spaces and assign each element to its most popular seed (possibly several ones in case of equality).
- In each space, if two seeds have a total value exceeding a certain threshold, the space votes for the merging of the two clusters involved.
- If a sufficient number of spaces votes for this merging, the two clusters are merged into one.
- The elements of the clusters considered too small compared to the number of elements to be clustered are reassigned one by one to large clusters.

### 4.2 Method based on the HyperLex algorithm

We adapt a second method to our multi-representation of words. This is the Hyperlex algorithm presented by [20]. It was originally applied to a list of co-occurrences but in our case we apply it to a list of nearest neighbors.

The the first part of the original algorithm proceeds as follows. Let E be the set of words to cluster.

- Take the most frequent element (hub) in E. If the number of its connected nodes whose weight is below a certain threshold ϕ is greater than a given number k, this hub becomes the seed of a component.
- Remove this hub and if it has been determined to be a seed, remove also its connected nodes from E.
- Repeat until E is empty.

In the scope of our multiple representations, we define the distance from any element of E to the source as the average distance over the spaces and use the decreasing distances as the order in which to test whether a node is a seed. We assume that a word close to the source will be a good sense representation. We do not need to test the high frequency term in first place because our graph is a nearest neighbours graph in which a high frequency of a term does not infer more outgoing edges. Instead of being discarded, items related to a seed are candidates to become elements of the seed component. The different spaces vote to validate this attribution. In this first study we do not implement the second part of the algorithm (spanning tree calculation) as we assume that the process of voting will filter out the words which are not part of a component and let them be attached to a forthcoming seed.

### 4.3 Results

The results were evaluated manually in this first step by comparing our results with those obtained by the original algorithms for a predefined list of words. For instance, Table 1 presents the results of the four methods (the two original and our two modified versions) for the word barrage.

| Table 1: 10 nearest neighbors of words vol | | |
|---|---|---|
| vol | complement | noun | vol, avion, voyage, retour, course, achat, opération, première, journée, premier |
| apposition | verb, subject | vol, meurtre, racket, fraude, chantage, assassinat, homicide, rapine, violence, crime |
| object_verb | verb, subject | vol, meurtre, viol, prostitution, rapine, adulte, proxénétisme, idolâtrie, agression, luxe |
| apposition.reverse | vol, meurtre, vol, avion, voyage, retour, course, achat, opération, première, journée, premier |

The comparison of our clusters with those of the original algorithms is difficult because we did not try to group the same type of terms (cooccurrences vs. syntactic nearest neighbors). We can notice that the distinguished senses are not always the same. We find firstly in 3.1, 4.1 and 4.4, the usage of barrage as [industrial system] which was discriminated for its use as an industrial system and in 3.2 and 4.2 as a building on a river. The senses 3.3 and 4.3 of barrage correspond to the meanings roadblock, police barrage or factory strike that we cannot well distinguish. The dictionary Petit Larousse used during the ROMANSEVAL campaign [18] does not itself distinguish them and simply considers them as obstacles. This is the same physical object, but the usage is different. Finally, we could not find the sportive meaning of play-off match, whose use is present in very few locations such as match de barrage. The fact that hardly no nearest neighbour can express this meaning and the sparseness of its occurrences can both explain the difficulty we have to extract it. Nevertheless, for the word vol, our algorithm correctly extracted the theft offence and flight meanings, which was not the case for the HyperLex algorithm.

As Word Sense Induction systems group different initial terms and learn on different corpus bearing potentially different semantic content, an automatic evaluation of our
results by comparing the resulting clusters with those produced by other methods (whatever the mapping method used) can prove to be inaccurate. A more reliable evaluation would be to perform a more applicable task based on those clusters (like Word Sense Disambiguation or Information Retrieval) and to evaluate the results of the latter. An automatic evaluation of this kind is still to be performed in order to judge which of the two proposed approaches give the better results and to assess the cluster discrimination quality.

5 Discussion and future work

Although we do not have to choose the number of clusters to obtain, allowing a different number of meanings for each word, fixing the values of the parameters involved in the two algorithms remains a real problem in the sense that we currently have no way to learn the optimal parameters. We are thus forced to choose them by experimentation.

An advantage of these methods can be put forward: in addition to distinguishing clusters of meaning, we assume that the use of nearest neighbors as a set of elements to cluster (not using cooccurrences) will allow the use of those clustered neighbors as learning data for a classifier performing word sense disambiguation. This hypothesis will be tested soon.

Furthermore, the finalization of this work requires to quickly carry out various studies. To highlight the contributions of the method presented here, we want to build clusters from the same set of closest neighbors, using various spaces configuration: first the window cooccurrences space only, second each of the syntactic spaces alone, and third the concatenation of all matrices, which should differ highly from our combination.

Finally, we plan to automatically build clusters of those sense-clusters to define WordNet-like synsets. We will use them to disambiguate and index a collection of documents and study the contribution of this disambiguation to information retrieval.
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