Revisiting Photoemission and Inverse Photoemission Spectra of Nickel Oxide from First Principles: Implications for Solar Energy Conversion
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ABSTRACT: We use two different ab initio quantum mechanics methods, complete active space self-consistent field theory applied to electrostatically embedded clusters and periodic many-body G0W0 calculations, to reanalyze the states formed in nickel(II) oxide upon electron addition and ionization. In agreement with interpretations of earlier measurements, we find that the valence and conduction band edges consist of oxygen and nickel states, respectively. However, contrary to conventional wisdom, we find that the oxygen states of the valence band edge are localized whereas the nickel states at the conduction band edge are delocalized. We argue that these characteristics may lead to low electron–hole recombination and relatively efficient electron transport, which, coupled with band gap engineering, could produce higher solar energy conversion efficiency compared to that of other transition-metal oxides. Both methods find a photoemission/inverse-photoemission gap of 3.6–3.9 eV, in good agreement with the experimental range, lending credence to our analysis of the electronic structure of NiO.

INTRODUCTION

The demand for inexpensive and efficient alternative materials for converting solar energy to electricity and fuel has sparked interest in materials based on first-row transition-metal oxides (TMOs). Many investigations have studied titanium dioxide (TiO2) as a photoanode in photoelectrochemical cells and dye-sensitized solar cells. Hematite (α-Fe2O3) also has potential as a photoanode because of its stability and sufficient light absorption. Another promising TMO is nickel(II) oxide (NiO), the most stable oxide of the inexpensive, abundant element Ni, already in widespread use in solar energy applications. Nickel Oxide from First Principles: Implications for Solar Energy Conversion could expand even further if one considers the potential use of NiO for solar energy conversion.

O 2p hole at the valence band edge of NiO

Purpose has to meet three important criteria: (i) agreement with experiment when describing the band gap and characters of the VBE and CBE of pure NiO; (ii) full ab initio formulation, avoiding empirical or adjustable parameters, as these limit predictive capability; and (iii) going beyond ground electronic state calculations to compare with measurements. Most previous attempts to characterize the electronic structure of NiO fall short on at least one of these criteria. Early ground-state theories failed to give a qualitatively consistent picture of NiO electronic structure when compared to experiment. One-electron band theory predicts NiO to be a conductor with no gap because Ni 3d (e_g) orbitals are half-filled. However, photoemission spectroscopy (PES) and inverse-photoemission spectroscopy (IPES) experiments measure gaps ranging from 3.4 to 4.6 eV for NiO. To resolve this inconsistency, Mott and Hubbard interpreted the band gap of NiO as a splitting between Ni d bands arising from the strong Coulomb interaction between the localized d electrons. However, experiments revealed that O 2p states have a strong presence at the VBE. Density functional theory (DFT) in the local-spin-density approximation (LSDA) does not resolve this inconsistency. It yields a small band gap, with prominent Ni 3d character in both the VBE and CBE. The root of such a large underestimation of the gap is the self-
interaction error inherent in standard DFT approximations. The 3d orbitals of Ni$^{2+}$ ions are highly localized and host a significant number of open-shell electrons. This gives rise to large Coulomb and exchange energies. However, because the exchange–correlation (XC) functionals used in DFT are approximate, they fail to exactly cancel the spurious self-interaction energy caused by each electron being repelled by its own mean-field contribution to the Coulomb energy. This leads to an unphysical repulsion of each electron by its own charge, which delocalizes the electrons and artificially brings down the gap. The DFT-based DFT+U method removes self-interaction error by introducing Hartree–Fock (HF)-like average Coulomb ($U$) and exchange ($J$) energies to treat the intra-atomic Ni 3d electronic interactions. As the $U - J$ value (the relevant parameter in DFT+U) increases, O 2p states start to appear at the VBE and the gap widens.\textsuperscript{25–28} Despite this improvement, DFT+U is still a ground-state theory. Hence, the resulting electronic structure cannot be compared directly to measurements such as PES and IPES. For such comparisons, higher levels of theory, such as the many-body Green’s function theory GW\textsuperscript{30} and configuration interaction (CI),\textsuperscript{31} are needed.

GW calculates the quasiparticle (QP) gap, which is directly comparable to PE and IPE spectra. It is performed as a perturbation on one-electron eigenvalues and wave functions of ground-state theories such as pure DFT, DFT+U, or hybrid DFT, e.g., with the Heyd–Scuseria–Ernzerhof (HSE) hybrid functional\textsuperscript{32,33} (denoted herein as DFT/GW, DFT+U/GW, and HSE/GW). Previous GW calculations on NiO predict a variety of QP gaps. Non-self-consistent GW ($G_0W_0$) using input from DFT+U with the local density approximation (LDA) for the XC functional and a $U - J$ value of 4.3 eV results in a QP gap of 3.8 eV\textsuperscript{34} whereas hybrid-DFT/$G_0W_0$ calculations based on the HSE functional predict a QP gap of 4.7 eV.\textsuperscript{35} The QP gap resulting from QP self-consistent GW (QP-scGW) is 4.8 eV.\textsuperscript{36} The latter two calculations slightly overestimate the gap, while the first calculation determines $U$ and $J$ values for the DFT+U calculation using the constrained DFT approach,\textsuperscript{37} which uses an approximate XC functional and is therefore subject to errors.

Other attempts to go beyond ground-state theories include CI calculations on small clusters in the 1980s by Fujimori and Minami,\textsuperscript{26} and Anderson impurity model calculations by Zaanen et al.\textsuperscript{27} These calculations determined the PES main peak to be due to a $d^{8}L \rightarrow d^{8}L$ transition, where $L$ represents a hole on the ligand. Fujimori and Minami further characterized the hole left behind after ionization as electron removal first from Ni 3d ($t_{2g}$), followed by a transition from O 2p to Ni 3d ($t_{2g}$). However, these decades-old calculations are not expected to be entirely reliable. First, to minimize computational expense, the molecular orbitals in the CI calculations were frozen at a lower level self-consistent-field (SCF) theory, meaning that the orbitals could not change their shapes after removing (or adding) an electron in the PES (IPES) processes. This may be an appropriate approximation under certain circumstances (e.g., neutral optical excitations); however, such orbital relaxations generally will be large in the case of ionization or electron addition. Second, these models employed empirical or adjustable parameters\textsuperscript{26,27} potentially distorting the true physics. Third, the calculations of Fujimori and Minami\textsuperscript{26} only treated the smallest possible cluster ([NiO$_6$]$^{10-}$) as a model for the crystal. Finally, they did not include the effect of the surrounding environment on their cluster. Without more evidence, there is no reason to assume that these simple models captured all the physics necessary to assess the nature of the band gap transition.

In this work, we revisit this problem using more accurate first-principles quantum mechanics methods that were unavailable during some of those earlier studies, with the aim of shedding more light on the nature of the electronic structure of NiO. We use the ab initio complete active space self-consistent field (CASSCF)\textsuperscript{38,39} theory to characterize the magnitude of the fundamental gap and the character of the band edges of NiO. We consider two embedded cluster models of the crystal: (a) [NiO$_6$]$^{10-}$ and (b) [Ni$_2$O$_4$]$^{16-}$ (Figure 1).
These clusters go beyond previous studies that included only one Ni atom and did not consider the magnetic coupling of Ni ions in NiO.40 By embedding them in a point charge array, electrostatic interactions between the clusters and the surrounding crystal are taken into account. For an ionic material such as NiO, this simple embedding procedure suffices.41 The fundamental gap can then be calculated by removing/adding an electron to simulate PES/IPES processes. The change in the energy of a system upon removing an electron is the ionization potential (IP), defined as $IP = E_{\text{min}}(N - 1) - E(N)$ where $E_{\text{min}}(N - 1)$ is the energy of the lowest-lying state after electron removal and $E(N)$ is the $N$-electron ground state. Likewise, the electron affinity (EA) corresponds to the change in the energy upon electron addition and is defined as $EA = E(N) - E_{\text{min}}(N + 1)$. Here, $E_{\text{min}}(N + 1)$ is the energy of the lowest-lying state after an electron is added to the system. PES and IPES measure the IP and EA of a solid, respectively. The measured PES/IPES gap is equivalent to the IP − EA gap, which is also called the QP gap $E_g$. It is expressed as

$$E_g = E_{\text{min}}(N - 1) + E_{\text{min}}(N + 1) - 2E(N) \quad (1)$$

CASSCF is an appropriate theory for calculating each of these energies. This theory takes into account static electron correlation and exact exchange interactions, and optimizes both the shapes of the orbitals and the full valence CI wave function expansion coefficients. These embedded cluster calculations provide a detailed view of the wave functions as a function of charge state and provide insight into local effects in the electronic structure.

As a point of comparison, we build on our earlier DFT+U/G$_0$W$_0$ calculations,42–44 which model the infinite crystal using periodic boundary conditions. Our DFT+U calculations employ ab initio values for $U$ and $J$ derived from unrestricted Hartree--Fock (UHF) theory, which contains the exact exchange we desire to include within DFT+U theory.44,45 We use our DFT+U/G$_0$W$_0$ band gap value and electronic structure reported earlier,42,43 along with new, detailed characterization of band edges, for comparison to our CASSCF calculations.

We validate our approach by demonstrating that our ab initio results are consistent with experiment regarding the band gap and in predicting NiO as a CT semiconductor. Additionally, these calculations unexpectedly suggest that the VBE of NiO corresponds to partially localized O 2p states while its CBE consists of delocalized Ni states, contrary to the conventional wisdom that the O 2p (Ni 3d) band is delocalized (localized).

### METHODS

We performed CASSCF calculations, as implemented in the GAMESS quantum chemistry package,48,49 on $\text{[NiO}_6\text{]}^{10-}$ and $\text{[Ni}_2\text{O}_6\text{]}^{16-}$ (the two clusters shown in Figure 1). These clusters were suitably embedded in an aperiodic point charge (APC) array. This embedding approach was shown to be superior to nonembedded correlated wave function methods when describing excited states of magnesium oxide, a prototypical CT metal oxide.31 The APC array models the electrostatic potential due to the surrounding rocksalt crystal structure, which has an equilibrium lattice constant $a = 4.199$ Å within DFT+U theory (vide infra). The calculated $a$ is in reasonable agreement with the experimental lattice constant, 4.180 Å.30 The slight rhombohedral distortion in the [111] direction (0.06°) found by DFT+U was neglected in the CASSCF calculations in order to take advantage of higher symmetry in the cluster calculations. The positive point charges of the APC array immediately next to the $\text{O}^{2-}$ anions in the clusters were replaced by “capping” Hay–Wadt Mg$^{2+}$ effective core potentials (ECPs).51 Capping ECPs prevent unphysical drift of electrons away from the cluster by providing the Pauli repulsion that would have been present in the crystal due to the core electrons of the bordering cations. Classical point charges do not capture this repulsion. We chose Mg$^{2+}$ ECPs because the ion radii of Mg$^{2+}$ (72 pm) and Ni$^{2+}$ (70 pm) are very similar.52

Prior to the replacement of the central point charges with the atoms in the cluster and capping ECPs, the APC array contained 4096 point charges in an array of $8 \times 8 \times 8$ NiO cubic eight-atom unit cells, with O and Ni ions represented by $-2e$ and $+2e$ point charges, respectively. Increasing this array to $9 \times 9 \times 9$ unit cells changed the calculated PES/IPES gap by less than 0.01 eV, so we used the smaller APC array for further analysis. The total charge on each cluster was determined assuming formal charges of $+2e$ and $-2e$ for Ni$^{2+}$ and O$^{2-}$, respectively, according to the stoichiometry of NiO. We used the all-electron 6-311++G** basis set (contracted as (11s8p1d/4s3p1d)) for O,53 and the Hay-Wadt VDZ basis set (contracted as (8s5p3d/3s3p2d)) for Ni, coupled with the Hay–Wadt small core ECP that represents the Ni nucleus and its 1s, 2s, and 2p core electrons.54 Tests showed that using the small core Stuttgart ECP and its larger corresponding basis set55 for Ni (contracted as (8s7p6d1f/5s5p3d1f)) changed the QP gap by <0.1 eV.

To mimic the final PES (IPES) levels, we removed an electron from (added an electron to) the cluster and performed CASSCF calculations on the resulting cluster ions. UHF calculations provided input wave functions for our CASSCF calculations. We used CAS(11,11), CAS(6,4), and CAS(13,11) as the active spaces for the states associated with $\text{[NiO}_6\text{]}^{10-}$, $\text{[Ni}_2\text{O}_6\text{]}^{10-}$, and $\text{[Ni}_2\text{O}_6\text{]}^{11-}$ calculations, respectively. (The notation CAS($n$/$m$) means a full CI of $n$ electrons in $m$ orbitals is performed.) These active spaces contained 81 675–104 312 configuration state functions (CSF), respectively. There is a range for some of these values because different symmetries and spin-states were studied in our calculations. The active spaces for $\text{[Ni}_2\text{O}_6\text{]}^{15-}$, $\text{[Ni}_2\text{O}_6\text{]}^{16-}$, and $\text{[Ni}_2\text{O}_6\text{]}^{17-}$ calculations were CAS(11,12), CAS(8,6), and CAS(13,12), respectively. These active spaces contained 47 190–339 768, 70–336, and 84 724–339 768 CSFs, respectively, depending on spin-state and symmetry constraints. To be consistent with our choice of active space for states with different numbers of electrons, we used the occupation numbers of active orbitals as the criterion for convergence of the active space. We included in the active space all singly occupied orbitals, all (nearly) doubly occupied orbitals with occupation numbers <1.98, and all (nearly) unoccupied orbitals with occupation numbers >0.02. We prefer this criterion rather than keeping the number of active orbitals fixed for all states. Although the latter attempts to reach consistency by keeping the variational space fixed, in reality it still leads to drastically different numbers of CSFs (and hence variational spaces) for cases with different numbers of electrons. This stems from the different numbers of ways in which different numbers of electrons can be configured for a certain set of orbitals. However, for all states with the same number of electrons, we chose the size of the active space to be that of the state with the largest active space. In all cases considered, when choosing the
(nearly) doubly occupied orbitals to be included in the active space, we tested different combinations of O 2p and Ni 3d (t_{2g}) orbitals for each state with the ultimate criterion for their inclusion in the active space being their occupation number. For calculations associated with [NiO_{6}]^{9−/10−/11−} and [Ni_{2}O_{10}]^{15−/16−/17−}, we included the two and four singly occupied Ni 3d (e_{g}) orbitals, respectively, in the active space. For cases where we imposed symmetry, we chose the unoccupied (correlating) orbitals to have the same symmetries as the corresponding occupied orbitals. This choice avoids elimination of some configuration state functions on the basis of symmetry constraints.

As previously mentioned, the calculations were performed with and without imposing symmetry. For the symmetry-constrained calculations, we imposed D_{3h} and C_{2v} symmetries for [NiO_{6}]^{10−} and [Ni_{2}O_{10}]^{16−} clusters, respectively. D_{3h} symmetry is the highest Abelian point group symmetry possible for both of these clusters. However, as noted earlier, experiments have determined that Ni^{2+} ions couple anti-ferromagnetically (AFM) and ferromagnetically (FM) in [111] directions and in [111] planes, respectively.46,47 This means that the two neighboring Ni^{2+} ions in the [Ni_{2}O_{10}]^{16−} cluster model can be magnetically coupled either way. Therefore, the overall symmetry of the [Ni_{2}O_{10}]^{16−} cluster should be reduced to C_{2v} in order to account for the fact that Ni^{2+} ions are not symmetry-equivalent in the AFM case. Both FM and AFM spin orderings for the two Ni^{2+} ions in the [Ni_{2}O_{10}]^{16−} cluster were considered (as denoted in Figure 1). Note that the cluster structures are fixed, as in the G_{0}W_{0} calculations discussed next, at the neutral bulk crystal geometries irrespective of the charge on the cluster. This is to mimic PES/IPES experiments in which the ionization/electron addition event happens on time scales much faster than those of nuclear motion.

For periodic bulk NiO calculations, we performed spin-polarized, all-electron, frozen-core, projector-augmented-wave (PAW)56 DFT+U55,24 and G_{0}W_{0}50 calculations using the VASP electronic structure package, version 5.2.2.57,58. We employed the Dudarev et al.59 DFT+U formalism, with the generalized gradient approximation (GGA) of Perdew–Burke–Ernzerhof (PBE)60 as our XC functional. We used the ab initio-derived U − J = 3.8 eV for Ni^{2+} ions in our PBE+U calculations.61 We employed the default PAW potentials in VASP to treat the nuclei and core electrons of the O and Ni atoms.57,58 The O and Ni PAW potentials account for the O 1s and the Ni 1s,2p,3s,3p core electrons, respectively. The PBE+U ground-state calculations provided the input one-electron wave functions and energies, as well as geometries, for the G_{0}W_{0} calculations. The PBE+U calculations were performed with a 5 × 5 × 5 Γ-point-centered k-point mesh, with 64 bands, and a plane-wave basis kinetic energy cutoff of 700 eV on a rhombohedral unit cell that contains two O atoms and two Ni atoms. During geometry relaxation at the PBE+U level, we used Gaussian smearing for Brillouin zone integration, with a smearing width of 0.05 eV. However, we performed Brillouin zone integration using the tetrahedron method with Blöchl corrections62,63 for the final calculations on equilibrium structures to achieve more accurate energies and densities of states (DOS). The total energy was converged to within 1 meV per atom for these settings. The directions of the initial magnetic moments on the Ni atoms were set to find states that are AFM in the [111] direction.

G_{0}W_{0} calculations used a 4 × 4 × 4 Γ-point-centered k-point mesh, 80 empty bands, and 96 frequency points for the evaluation of the response function. At these values, the QP gap was converged to within 0.1 eV.

### RESULTS AND DISCUSSION

Here we present embedded cluster CASSCF band gaps derived from the gap between the PES and IPES energy levels. We then discuss the character of these states for both PES and IPES. Finally, we compare these CASSCF predictions to those from the G_{0}W_{0} method.

#### Band Gap from PES and IPES Energy Levels

First, we calculate the ground-state energy E(N) by performing CASSCF calculations on [NiO_{6}]^{10−} and [Ni_{2}O_{10}]^{16−} embedded clusters. We find, as expected, the ground state for both of these clusters to consist of doubly occupied O 2p and Ni 3d (t_{2g}) along with singly occupied Ni 3d (e_{g}) orbitals. For [NiO_{6}]^{10−}, the global energy minimum is predicted to be the AFM state, but it is only 2 meV below the ground state of the FM manifold.

In what follows, we calculate E_{g} from the many-electron total energies of the states associated with the [NiO_{6}]^{9−/10−/11−} and [Ni_{2}O_{10}]^{15−/16−/17−} embedded clusters. These levels correspond to several states measured by PES and IPES experiments. Figure 2 displays all the calculated PES and IPES levels, namely...
lying state when an electron is added to the cluster, and $E_g$ is defined by eq 1.

The calculated PES and IPES energy levels yield $E_g$ of 6.5 and 3.9 eV for $[\text{NiO}_6]^{9-}$ and $[\text{Ni}_3\text{O}_{10}]^{15-}$, respectively. The reduction in band gap is in accordance with the well-known quantum size effect. Experiments measure a gap of 3.4–4.6 eV. Thus, while the $[\text{NiO}_6]^{9-}$ cluster calculations overestimate the PES/IPES gap, the $[\text{Ni}_3\text{O}_{10}]^{15-}$ cluster calculations agree with experiment. Unfortunately, because of the factorial scaling of CASSCF calculations, we cannot explore larger clusters to check convergence of the gap with respect to cluster size. Nevertheless, these cluster calculations allow us to explore the character of the states formed upon electron removal or addition, as we discuss next.

Character of PES States. As we shall see below, both cluster models indicate that the valence PES spectrum of NiO consists of hole states with both O 2p and Ni 3d (t$_{2g}$) character. However, the edge of the PES spectrum consists only of states with predominantly O 2p character. $[\text{NiO}_6]^{9-}$ calculations do not give any localized solutions, whereas for $[\text{Ni}_3\text{O}_{10}]^{15-}$ the edge consists of a localized state centered around two O atoms.

$[\text{NiO}_6]^{9-} \text{Cluster Model.}$ Figure 3 displays electron density difference plots for each of the PES states of the cluster, shown ordered by electron binding energy. The change in charge density when an electron is removed can be used to determine the character of the remaining hole produced by the PES process. The changes we observe show that the edge of the spectrum consists of states ($2^A_1$ and $2^{2}A_g$) in which the hole has a predominant O 2p character. Only for the $6^A_1$ states does the Ni 3d ($t_{2g}$) character of the hole become significant. These states lie well below the edge at $\sim 1.4$ and $\sim 2.7$ eV, respectively. The calculations performed with or without symmetry constraints both suggest that the VBE state of $[\text{Ni}_3\text{O}_{10}]^{15-}$ is fairly localized in addition to having primarily O 2p character. It could be argued that the somewhat different environments of the eight outer and two inner O ions may prevent the hole from delocalization (outer O ions ordered by electron binding energy. Evaluation of density differences between $[\text{Ni}_3\text{O}_{10}]^{16-}$ and $[\text{Ni}_3\text{O}_{10}]^{15-}$ embedded clusters reveals that the holes associated with the majority of $[\text{Ni}_3\text{O}_{10}]^{15-}$ states again have largely O 2p character, consistent with experiment. This includes the $2^A_1$ state at the edge and the $2^A_1$ and $2^B_1$ states immediately below it. Only for the $6^A_1$ and $2^A_1$ states does the Ni 3d ($t_{2g}$) character of the hole become significant. These states lie well below the edge at $\sim 1.4$ and $\sim 2.7$ eV, respectively. The calculations performed with or without symmetry constraints both suggest that the VBE state of $[\text{Ni}_3\text{O}_{10}]^{15-}$ is fairly localized in addition to having primarily O 2p character. It could be argued that the somewhat different environments of the eight outer and two inner O ions may prevent the hole from delocalization (outer O ions
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neighbor only one Ni ion, as opposed to inner O ions, which are adjacent to two Ni ions). But our cluster choice does not give rise to any effect that could prevent the hole delocalization among the outer O ions. Despite this fact, the hole associated with state $^1A$, which is the ground state of $[\text{Ni}_2\text{O}_{10}]^{15−}$, has a prominent presence on only one of the eight outer O ions (Figure 4). This is a strong indication for the preference of the hole to localize. To our knowledge, such localization had not been identified in previous calculations.

A closer look at the occupation numbers associated with the active orbitals in the different states of $[\text{Ni}_2\text{O}_{10}]^{15−}$ cluster shows that the most significant correlating orbitals are the (nearly) unoccupied orbitals rather than the singly occupied Ni 3d ($e_g$) orbitals in the active space. By and large these singly occupied orbitals stay singly occupied, while the (nearly) unoccupied orbitals optimize to be the antibonding orbitals of the (nearly) doubly occupied orbitals. For each state, the character of these orbitals is O 2p, Ni 3d ($t_{2g}$), or a hybrid of the two, depending on the character of the hole associated with that state.

Two differences between $[\text{NiO}_6]^{9−}$ and $[\text{Ni}_2\text{O}_{10}]^{15−}$ states underline the importance of considering the larger cluster. First, the localized character of the VBE state in $[\text{Ni}_2\text{O}_{10}]^{15−}$ does not appear in the $[\text{NiO}_6]^{9−}$ results. Second, in contrast to the $[\text{Ni}_2\text{O}_{10}]^{15−}$ embedded cluster results, the VBE states of $[\text{NiO}_6]^{9−}$ include some Ni 3d ($e_g$) character that are in a highly stable configuration in Ni 3d ions. Removing an electron from a Ni$^{2+}$ ion, either from the $e_g$ orbitals (reducing favorable exchange interactions) or the $t_{2g}$ orbitals (bound most strongly), requires much more energy than removing one from O$^{2−}$. Consequently, the predicted band gap in the smaller cluster is larger (Figure 2) because of the difference in predicted character of the VBE. The larger cluster, with its dominant O 2p character at the VBE, is a more realistic model of NiO PES spectrum and produces a physically realistic band gap as result.

**Character of IPES States.** $[\text{NiO}_6]^{17−}$ Cluster Model. We modeled the IPES spectrum by adding an electron to the electrostatically embedded $[\text{NiO}_6]^{10−}$ cluster. Charge density difference plots show that the states at the CBE of the resulting spectrum are highly delocalized (Figure 5, states $^2A$, $^2B_{1u}$, $^2B_{2u}$, and $^2B_{3u}$). However, these plots do not identify the character of the added electron. To get a more detailed picture, we consider the orbitals involved after adding an electron (Figure 5 inset). Before the electron is added to $[\text{NiO}_6]^{10−}$, the singly occupied orbitals are primarily Ni 3d ($e_g$) in character. These orbitals can potentially host an additional electron that has its spin opposite to the electrons that already occupy them. But remarkably, after an opposite-spin electron is added to produce low-spin $[\text{NiO}_6]^{11−}$, these two orbitals remain singly occupied ($^2\text{A}_g$ and $^2\text{B}_{1,2,3}$ states in Figure 5). The additional electron occupies another orbital with primarily Ni 4p character instead of filling one of the empty states in the Ni 3d ($e_g$) orbitals or occupying a Ni 4s state, which is expected to be lower in energy than the 4p state. This result already strongly hints that the cluster is simply too small to properly capture the physics of electron addition. The localized states at higher energies correspond to an additional electron in the Ni 3d ($e_g$) orbitals. The delocalized states lie lower in energy than those of the localized states, indicating the electron’s preference to be delocalized. Because the Ni 4p states are high-lying in energy, this also contributes to the gross overestimation of the QP gap.

As shown next, the larger cluster has a very different character for the CBE states.

$[\text{Ni}_2\text{O}_{10}]^{17−}$ Cluster Model. Electron density difference plots indicate that, similar to $[\text{NiO}_6]^{11−}$, the ground state of $[\text{Ni}_2\text{O}_{10}]^{17−}$ is delocalized (Figure 6, state $^2A$). The added electron has its spin opposite to two (four) of the four electrons in the singly occupied Ni 3d ($e_g$) orbitals of $[\text{Ni}_2\text{O}_{10}]^{16−}$ in the AFM (FM) spin configurations. Hence, it can potentially occupy one of these orbitals and form a doubly occupied Ni 3d ($e_g$) orbital. However, inspection of the relevant orbitals shows that the additional electron does not occupy any of the Ni 3d ($e_g$) orbitals (Figure 6 inset); rather, it singly occupies a new, previously unoccupied orbital. Other than this now singly occupied orbital, the other (nearly) unoccupied orbitals in the active space act as correlating orbitals for the (nearly) doubly occupied orbitals, which have primarily O 2p character. The Ni 3d ($e_g$) orbitals remain singly occupied. This is consistent with the role that the (nearly) unoccupied orbitals of the active space play in $[\text{Ni}_2\text{O}_{10}]^{15−}$. In the lowest-lying states $^2\text{A}_g$ and $^2\text{A}_1$, which corresponds to the CBE of the IPES spectrum, and in the states $^2\text{A}_1$ and $^2\text{A}_2$, this singly occupied orbital has a predominant Ni 4s character hybridized with Ni 4p and Ni 3d ($e_g$). For the higher-lying $^2\text{B}_1$ and $^2\text{B}_2$ states, Ni 4p characteristics become prominent and Ni 4s character disappears, consistent with the former’s expected higher relative energy. Ni 3d ($e_g$) character still has a significant presence in these states. Whenever Ni 4s and 4p characters are substantial,
some hybridization also occurs with empty O 3s and 3p orbitals, respectively.

\([\text{NiO}_6]^{11-}\) and \([\text{Ni}_2\text{O}_{10}]^{17-}\) energy levels differ in that there are no localized states at higher energies for the latter. Also, the added electrons in low-lying states of \([\text{Ni}_2\text{O}_{10}]^{17-}\) have primarily Ni 4s character in contrast to those in \([\text{NiO}_6]^{11-}\), for which Ni 4p is prominent. Occupying the Ni 4s is a much more physically sensible result because it should be lower-lying than the Ni 4p and it allows for more favorable exchange interactions to form between the 4s and the Ni 3d electrons. This is undoubtedly why the larger cluster gives rise to a sensible band gap as well.

Overall, our calculations show that the embedded \([\text{Ni}_2\text{O}_{10}]^{15/-16/-17-}\) clusters model the PES/IPES measurements more capably than the smaller \([\text{NiO}_6]^{9/-10/-11-}\) calculations. These calculations produce a QP gap of 3.9 eV, in good agreement with experiment.\(^{17}\) They further indicate that NiO is a CT semiconductor. The valence band edge of the PES spectrum corresponds to a fairly localized, dominantly O 2p state. In contrast, the lowest edge of the IPES spectrum has a hybrid Ni 4s/Ni 4p/Ni 3d (e.g.) character and is highly delocalized. Next we compare the results of these finite-sized embedded cluster calculations with those of periodically infinite bulk crystal calculations.

**Character of States from \(G_0W_0\) Theory.** We performed \(G_0W_0\) calculations using PBE+U \((U - J = 3.8\) eV\) eigenvalues and wave functions as input. This method was shown to be reliable for predicting QP properties for several late TMOs.\(^{31,66,67}\) The \(G_0W_0\) QP gap is 3.6 eV, which falls within the experimental range, 3.4–4.6 eV.\(^{17}\) By contrast, ground-state calculations with PBE+U without \(G_0W_0\) find an eigenvalue gap of 2.6 eV,\(^{64}\) which underestimates the gap by at least 1 eV. This demonstrates the necessity of using \(G_0W_0\) to study the electronic structure of NiO when modeling the infinite crystal using periodic boundary conditions. As Figure 7 illustrates, the VBE has both O 2p and Ni 3d character, while the CBE contains mostly Ni 3d states. Ni 4s states have a small presence at the CBE and states with hybrid Ni 4p, Ni 3d, and O 2p character appear at energies around 0.3 eV above the CBE.

The presence of O 2p character at the edge of the \(G_0W_0\) valence band is consistent with our \([\text{Ni}_2\text{O}_{10}]^{15-}\) cluster calculations. The Ni 3d states appear around 1.4 eV below the lowest energy (band edge) state of \([\text{Ni}_2\text{O}_{10}]^{15-}\) (state 5A in Figure 4). In the \(G_0W_0\) results, these states appear at 0.7, 1.1, and 1.4 eV below the VBE. The extra states at lower binding energy are presumably due to the broadening of Ni 3d bands in the periodic \(G_0W_0\) model, which also induces increased hybridization with the O 2p states closer to VBE. Such effects are smaller in the cluster model because of the finite extent of

---

**Figure 6.** Energy levels of \([\text{Ni}_2\text{O}_{10}]^{17-}\). The charge density difference plots correspond to \(\rho([\text{Ni}_2\text{O}_{10}]^{17-}) - \rho([\text{Ni}_2\text{O}_{10}]^{16-})\), with the contour value of 0.0005 electrons per bohr\(^3\). The contour value is much smaller than that for the hole states in PES because of the delocalized nature of the electron states, which leads to smaller charge density at each point in space. As an example of how we determined the character of the delocalized states, the inset shows the singly occupied molecular orbitals before and after adding an electron for the case of the 5A state. Each molecular orbital is labeled by its AO's that have coefficients >0.4, along with the corresponding coefficients.

**Figure 7.** Projected DOS calculated by PBE+U/\(G_0W_0\) for NiO. Positive and negative DOS correspond to majority and minority spin states, respectively. The inset shows the character of the band edges in more detail. The Fermi level is set to the zero of energy.
the cluster. As for the IPES states, both \([\text{Ni}_2\text{O}_{10}]^{17-}\) and \(G_9W_0\) calculations indicate the presence of Ni 3d states in the vicinity of the CBE. Ni 4s character is also present in both of these calculations; however, it is much more prevalent in the \([\text{Ni}_2\text{O}_{10}]^{17-}\) cluster calculations. The CBE associated with \(G_9W_0\) is devoid of Ni 4p states. This is a notable difference between \([\text{Ni}_2\text{O}_{10}]^{17-}\) calculations and \(G_9W_0\). However, this disappearance of Ni 4p states from a finite cluster model to \(G_9W_0\), which treats the infinite crystal, is consistent with the decreased relative importance of Ni 4p states when moving from the smaller \([\text{NiO}_6]^{11-}\) cluster to \([\text{Ni}_2\text{O}_{10}]^{17-}\). Overall, our \(G_9W_0\) calculations are in qualitative agreement with cluster calculations. They both describe NiO as a wide-gap CT semiconductor. Complete quantitative agreement of the gap and the position of the peaks cannot be expected because, aside from employing different physical approximations, \(G_9W_0\) treats the infinite crystal limit.

## CONCLUSIONS

We evaluated the PES/IPES gap in NiO and revisited identification of the characters of its band edges using embedded cluster CASSCF and periodic \(G_9W_0\) calculations. These calculations agree in several ways, provided the larger cluster model is employed. This agreement and the agreement with experimental results lend credence to the appropriateness of our cluster model for treating NiO electronic structure. Both theories result in band gaps within the experimental range. They predict that O 2p states are prevalent at the VBE of NiO and that Ni states dominate the CBE; in the cluster calculations, Ni 4s, Ni 4p, and Ni 3d each contribute to the CBE, whereas in the periodic calculations, Ni 3d character is more significant.

Our model removes some assumptions made in previous studies.\(^{26,27}\) Our cluster calculations show the importance of going beyond the smallest possible cluster (\([\text{NiO}_6]^{10-}\)) to understand the nature of the energy levels that correspond to the PES and IPES spectra. In addition, eliminating empirical or adjustable parameters while including static correlation and optimizing the shapes of the orbitals involved in the processes produced excellent agreement with experiment. The success of our calculations demonstrates that APC embedded CASSCF theory can potentially be used to study localized excited states and other important NiO properties, such as polaronic transport. These properties are critical for assessing the potential of a material for use in solar energy applications. The possibility of calculating such properties highlights some advantages of embedded correlated wave function theories over \(G_9W_0\).

We find that the holes at the edge of the PES spectrum of NiO have a predominant O 2p character, in agreement with experiment.\(^{29}\) This is in contrast to earlier cluster calculations that described the VBE as having a hybrid Ni 3d (\(t_{2g}\))-O 2p character.\(^{26,27}\) We also find that the VBE corresponds to a somewhat localized state. Previous calculations did not describe the spatial extent of the holes at the VBE.\(^{26,27,40}\) Our CASSCF calculations show that the IPES edge involves a delocalized state, with the additional electron occupying an orbital that is largely Ni 4s in character but hybridized with Ni 3d (\(e_g\)) and Ni 4p. This contradicts the conventional wisdom that localized Ni 3d (\(e_g\)) states dominate the CBE.\(^{26,27}\)

In sum, according to our calculated PES and IPES energy spectra, NiO is a CT material with a gap of 3.6–3.9 eV, in agreement with the experimental range of 3.4–4.6 eV.\(^{17}\) The different characters of the valence and conduction band edges may lead to low electron–hole recombination.\(^ {18} \) The localized nature of the states at the VBE shows that transport properties of holes in NiO may be properly treated with a small polaron model\(^ {68} \) and that hole mobility is likely to be low. By contrast, the delocalized character at the CBE may be beneficial for efficient electron transport through the material. However, transport studies must go beyond our single-structure calculations and assess the spatial character of holes and electrons in the presence of geometric distortion and coupling between localized states. Despite its favorable CT property and possible gains from delocalized conduction band electronic states, the band gap of NiO is too large to efficiently absorb solar energy. However, other work has shown that this problem can be circumvented by tuning the gap through alloying NiO with other metal oxides.\(^ {42,61} \)
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