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Abstract—Polar codes were recently chosen to protect the control channel information in the next-generation mobile communication standard (5G) defined by the 3GPP. As a result, receivers will have to implement blind detection of polar coded frames in order to keep complexity, latency, and power consumption tractable. As a newly proposed class of block codes, the problem of polar-code blind detection has received very little attention. In this work, we propose a low-complexity blind-detection algorithm for polar-encoded frames. We base this algorithm on a novel detection metric with update rules that leverage the a priori knowledge of the frozen-bit locations, exploiting the inherent structures that these locations impose on a polar-encoded block of data. We show that the proposed detection metric allows to clearly distinguish polar-encoded frames from other types of data by considering the cumulative distribution functions of the detection metric, and the receiver operating characteristic. The presented results are tailored to the 5G standardization effort discussions, i.e., we consider a short low-rate polar code concatenated with a CRC.

I. INTRODUCTION

In modern mobile communications, user-equipment (UE) devices receive critical control messages through a control channel. These messages can be placed in various valid locations which form the so-called search space. Within this search space, a UE receiver is tasked with the identification of messages addressed to it among the candidate locations. Furthermore, these messages are protected by channel codes and cyclic-redundancy checks (CRCs) to notably increase reliability and decrease the false-alarm rate (FAR). Since the detection search space typically contains over forty candidate locations, it is highly desirable for UE receivers to avoid running a complex decoder for a modern error-correcting code on all candidates, i.e., it is preferable to eliminate the majority of the candidates early on to minimize the complexity, latency, and power consumption.

To address this problem in previous mobile communication standards, multiple strategies and algorithms for the blind detection of messages encoded with convolutional codes were proposed, e.g., [1]–[4]. Some blind-detection algorithms for other types of codes such as Bose-Chaudhuri-Hocquenghem (BCH) codes [5] or low-density parity-check (LDPC) codes [6] were also devised. However, in the next-generation mobile communication standard (5G) developed by the 3GPP, the control channel will be protected by polar codes [7].

Blind detection of polar codes has been independently researched in [8], where a two-step method that employs the path metric as used in list decoding to elect the best candidates is proposed. That work focuses on fitting within the 5G parameters. Our works are orthogonal, and our proposed detection metric can be used with their method.

In this paper, we propose a low-complexity blind-detection algorithm for polar-encoded frames based on a novel detection metric. We propose to take advantage of the a priori knowledge of the frozen-bit locations in polar codes of a given rate to update a detection metric based on the resulting constituent-code types. Update rules specific to certain constituent-code types are devised and their rationale is explained. The effectiveness of the detection metric is demonstrated by examining its evolution in various scenarios showing that it can very effectively distinguish polar-encoded frames from random data or noise. This demonstration is done by looking at the cumulative distribution functions (CDFs) of the proposed metric and by drawing the receiver operating characteristic (ROC).

It should be noted that although results are provided for a systematic polar code, our proposed approach applies to both systematic and non-systematic polar codes.

Outline: The remainder of this paper is organized as follows. Section II provides the necessary background on polar codes. Section III describes our proposed blind-detection algorithm, and introduces the detection metric at the core of our algorithm along with the various update rules. Complexity considerations as well as limitations are also briefly discussed in Section III. Section IV investigates the effectiveness of our proposed blind-detection method. Finally, Section V concludes this paper.

II. POLAR CODES

A. Construction

Polar codes, which are capacity-achieving linear channel codes [9], are based on the application of a linear transformation to a vector of bits before they are transmitted over a communications channel. Polar codes differ from other commonly used codes in that the highly structured nature of the aforementioned linear transformation enables the use of low-complexity encoding and decoding algorithms. Moreover, the application of this linear transformation has a polarizing effect, in the sense that, in the limit of infinite blocklength $N$, some of the bits can be decoded perfectly while the remaining bits are completely unreliable.

More specifically, the polarizing linear transformation for a polar code of blocklength $N$ can be obtained as

$$x = uF^{\text{ren}}, \quad F = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix},$$ (1)
where \( n = \log_2 N \) and \( u \) is the vector of bits to be transmitted. When using this transformation, it is possible to calculate the reliability of transmission for each \( u_i, \ i \in \{0, \ldots, N-1\} \) \[9, 10\]. In order to construct an \((N, K)\) polar code of rate \( R = K/N \), the \( K-N \) \( u_i \)'s corresponding to the least-reliable bit positions are frozen to a value that is known at both the transmitter and the receiver (usually 0), while the remaining \( K \) \( u_i \)'s are used to transmit information. The bits corresponding to the set of \( N-K \) least-reliable positions are called frozen bits.

In addition to the matrix form, polar codes can also be represented as a graph. Fig. 1 shows such a representation for a \((16, 11)\) polar code, where the frozen-bit and information-bit \( u_i \) locations are labeled in light gray and in black, respectively.

Polar codes can either be non-systematic—as calculated with (1) or as illustrated by the graph in Fig. 1—, or systematic as discussed in [11]. Systematic polar codes offer a slightly better bit-error rate (BER) than their non-systematic counterparts, while both types share the same frame-error rate (FER). It was shown in [12] that systematic encoding could be carried out, using the same generator matrix \( F^{(n)} \), with low complexity. The method proposed in this work applies to both types of polar codes.

### B. Constituent Codes and Representation

Polar codes are built recursively where at each step, two polar codes of the same length are combined to construct a bigger polar code of twice the length. Consider the combination step circled in blue occurring at \( v \) as illustrated in Fig. 1: a polar code of length \( N_v = 8 \) is created by combining 2 polar codes of length \( N_i/2 = 4 \), where the first four elements are an element-wise combination—with an exclusive-or (XOR) operation—of the polar codes of length \( N_i/2 \) and the other four elements are a copy of the elements composing the second polar code. A polar code can be seen as being built out of smaller constituent (polar) codes. Furthermore, by considering the frozen-bit locations, some of these constituent codes specialize as other types of codes \[13, 14\], e.g., a polar code where only the most significant location contains an information bit while all the other locations are frozen is a Repetition code.

To make their representation more compact, it was proposed to represent polar codes as binary trees (or decoder trees) \[13, 14\]. Fig. 2 shows two decoder-tree representations of the polar code represented as a graph in Fig. 1. Fig. 2a is a direct translation of the graph into a decoder tree, where each leaf node is either a frozen-bit location (white) or an information-bit location (black). Fig. 2b is an even more compact representation where the leaf nodes are constituent codes: \( u_0^2 \) (green) is a Repetition code, and \( u_4^2 \) and \( u_8^2 \) (orange) are both single-parity-check (SPC) codes.

### C. Decoding

To decode polar codes, algorithms traverse either one of the decoder trees illustrated in Fig. 2. Algorithms taking advantage of the a priori knowledge of the frozen-bit locations traverse a decoder tree like the one of Fig. 2b while the others traverse the one of Fig. 2a. Specifically, it was shown in [14] that a polar code can be efficiently decoded, in terms of speed, by decomposing it in smaller constituent codes of different types and by using dedicated decoding algorithms on them. That algorithm, called fast-SC, was shown to match the error-correction performance of the original successive-cancellation (SC) algorithm while significantly reducing latency and increasing throughput. What remains the same, however, is that in all cases, decoding takes place by traversing the decoder tree depth first starting with the root node and moving along the left edge (blue) first.

In [15], it was proposed to build a constrained list of candidate codewords, as the decoder tree is traversed, as opposed to only build the most likely codeword like the SC-based algorithms. This List decoding algorithm was shown to significantly improve the error-correction performance compared to SC-based algorithms. This improvement, however, comes at the cost of a much greater complexity.

### III. Proposed Blind-Detection Method

In this section, we describe a low-complexity algorithm that allows to discard most candidates before the higher-complexity subsequent decoder is executed. Our detection algorithm is based on the fast-SSC decoding algorithm where, alongside the decoding process, a detection metric is calculated. We propose a detection metric \( D \) where the update rules exploit the inherent structure of the various constituent codes. The bigger the value of \( D \), the more likely a noisy received message (block) was encoded using a polar code with the expected blocklength and code rate. The last step of the
detection algorithm consists in selecting candidates with \( D \) greater than some predefined threshold.

We note that the detection metric proposed in the sequel has some similarities with the path metric used in list decoding of polar codes [16, 17]. However, the path metric used in list decoding is proportional to the likelihood of each estimated codeword given that a valid codeword was transmitted and given a noisy observation of that codeword. For blind detection of polar codes, on the other hand, the aim is to provide an estimate of the likelihood that a noisy channel observation was produced by a valid polar codeword. Thus, the proposed detection-metric update rules are modified with respect to the path metric update rules for list decoding in order to better fit the purpose of blind detection.

A. Detection-Metric Update Rules

Following the same notation as in [14], \( N_i \) designates the blocklength of a constituent code with its root at node \( v \) in a decoder-tree representation, and log-likelihood ratios (LLRs) are denoted as \( \alpha \). We use \( \alpha_i^\alpha \) to denote a vector of length \( b - a + 1 \) and \( \alpha_i \) is the \( i \)-th element on the vector \( \alpha \). We assume that positive and negative LLRs are mapped to 0 and 1, respectively. The detection metric \( D \) is initialized as \( D_0 = 0 \).

1) Rate-0 Code: Entirely composed of frozen bits, rate-0 “codes” are not really codes, i.e., they are known a priori to be an all-zero vector. In a noiseless transmission, the LLRs to a rate-0 node shall be composed of all positive LLRs. Thus we propose the following update rule for \( D \):

\[
D_t = D_{t-1} + \frac{1}{N_t} \sum_{i=0}^{N_t-1} \alpha_i^\alpha.
\]

Rationale:

- Even if the received vector \( \alpha_i^\alpha \) is noisy, a decodable frame should contain a majority of positive LLRs \( \alpha \).
- If the input to this node is random, including if nothing was transmitted, the sum will average to zero (at least for sufficiently large \( N_t \)).

It should be noted that the absolute value in the right-hand-side term renders this function non-negative. As a result, this update rule pushes \( D \) towards greater values as the amplitudes of \( \alpha_i \) values increase with \( E_v/N_i \).

2) Rate-1 Code: By definition, a rate-1 code does not contain any frozen bit, i.e., no redundancy is added to the information. This makes rate-1 codes useless for the purpose of detection and they are thus ignored in the calculation of the detection metric.

3) Repetition Code: A Repetition code is a code of rate \( R_v = 1/N_i \), where an input is repeated \( N_i \) times at the output. We propose the following update rule for \( D \):

\[
D_t = D_{t-1} + \frac{1}{N_t} \sum_{i=0}^{N_t-1} \alpha_i^\alpha.
\]

Rationale:

- Even if the received vector \( \alpha_i^\alpha \) is noisy, a decodable frame should contain a majority of LLRs \( \alpha \) that agree, i.e., share the same sign, and the amplitude of their sum should be greater than that of the wrong LLRs.
- If the input to this node is random, including if nothing was transmitted, the sum will average to zero (at least for sufficiently large \( N_t \)).

Contrary to rate-0 or Repetition codes, an SPC code carries very little structural information. In fact, if an SPC node is fed random LLRs, the parity will be satisfied with probability \( 1/2 \). For this reason, it is the smallest of the absolute LLR values that is used to update the metric.

Using the defined detection metric and the corresponding update rules, the decision rule of our proposed detection algorithm for a given decision threshold \( d \) can be written as

\[
D(D) = \begin{cases} H_0, & D < d, \\ H_1, & D \geq d, \end{cases}
\]

where \( H_0 \) and \( H_1 \) correspond to the null and alternate hypotheses, respectively.

B. Complexity of the Detection Algorithm

The proposed detection algorithm is based on fast-SSC decoding and, thus, its complexity is almost identical to that of a fast-SSC decoder with the only additional, but negligible, complexity of the update of the detection metric. However, it should be noted that this is the worst-case complexity as, in principle, it is not mandatory for the detector to fully decode each (potential) codeword since retained candidates will typically be fully decoded by the following module, e.g., a CRC-aided List decoder. Hence, the complexity of the detector could be significantly reduced by either only running the detection algorithm on a fraction of the received block or by introducing an early-stopping criterion that would, e.g., render its decision once a certain threshold has been met [18].

C. Limitations of the Detection Algorithm

As already stated in Section III-A4, SPC codes contain very little structural information about a polar-encoded frame. Hence, we expect our proposed detection metric to become less and less reliable as the proportion of SPC codes in a polar code grows over the one of Repetition and rate-0 codes, which usually happens as the code rate is increased. To address...
this issue, at least three mitigation avenues could be explored: 1) constrain the maximum SPC node size, 2) only update the metric for a fraction of the total SPC nodes, 3) add a scaling factor to its metric update rule to attenuate its contribution.

IV. SIMULATION RESULTS

In this section, we provide simulation results that demonstrate the effectiveness of our detection algorithm. More specifically, we first evaluate the distribution of the detection metric under various transmission scenarios and then we focus on the detection and miss rates by showing the ROC of our detector.

We assume that the low-complexity blind detector receives LLRs and that it passes the retained candidates to a complex decoder such as a CRC-aided List decoder with a list size $L = 8$, the baseline decoding algorithm considered for the future 5G standard [19]. All simulation results are for a binary phase-shift keying (BPSK) modulation used over an additive white Gaussian-noise (AWGN) channel.

A. Considered Transmission Scenarios

For the simulation results, we consider the following transmission scenarios.

1) No Transmission (NoTx): This is a scenario where no data was transmitted over the channel. Low values for the detection metric $D$ are expected as the sums of both (2) and (4) should average to 0 and, although non-negative, the contribution of (3) should be very small.

2) Random Transmission (RndTx): This is a scenario where random data was transmitted over the channel. It simulates the case where the channel is being used but contains data that does not exhibit the structure inherent to the polar code to be detected.

3) Regular Transmission (RegTx): Lastly, this scenario is for the case where frames encoded with the particular polar code of interest were transmitted over the channel. This scenario represents the case where the channel contains a polar coded block that should be detected in order to be passed on to a decoder.

Following standard hypothesis testing nomenclature and notation, the union of the NoTx and RndTx scenarios forms the null hypothesis of our detector and is denoted by $\mathcal{H}_0$, while the RegTx scenario forms the alternate hypothesis and is denoted by $\mathcal{H}_1$.

B. Choice of Polar Code

In order to provide meaningful and useful results for the next-generation downlink control channel which has not been finalized yet, we use some parameters from the existing LTE standard [20], [21] as well as others derived from the current 3GPP RAN1 meeting discussions, e.g., as reported in [7], [19]. Hence, we assume that the length of the polar code protecting the control information messages will be short—maximum length $N_{\text{max}} = 512$—, and of low rate, e.g., a rate of $R = 1/8$ has often been discussed. We also assume that a CRC is always appended to messages, and that 16 bits is a typical length for the CRC.

The experimental results are given for a (512, 80) systematic polar code under both SC-based and CRC-aided List decoding. For list decoding, the 16-bit CRC is stored among the 80 information bits.

Fig. 4 shows the error-correction performance of the aforementioned (512, 80) systematic polar code for reference. The performance in terms of FER (left) and BER (right) is illustrated for both SC-based and CRC-aided List decoding algorithms. Curves for CRC-aided List decoding are for a maximum list size $L \in \{8, 32\}$ and a 16-bit CRC. It is important to note that the 16-bit CRC is stored within the 80 information-bit locations making the effective rate of the system $R = 1/8$ in the cases where CRC-aided List decoding is used.

From Fig. 4, it can be seen that the error-correction gap between SC decoding and CRC-aided List decoding grows
with $E_b/N_0$. At a FER of $10^{-4}$, this gap is approximately of 1 dB between SC decoding and 16-bit CRC-aided List decoding with $L = 8$. Increasing the list size $L$ to 32 results in a coding gap of 1.35 dB at the same FER. Looking at a FER of $10^{-5}$, the gaps increased further, reaching 1.2 dB and 1.65 dB for the same respective algorithms. Comparing both curves for CRC-aided List decoding, it can be seen that the gap between $L = 8$ and $L = 32$ remains virtually constant, at approximately 0.5 dB, across all $E_b/N_0$ values.

C. Detection-Metric Distribution

To be effective, a good detection metric has to increase significantly faster for a polar-encoded frame compared to a frame that only contains random data or noise. In order to evaluate the proposed detection method, we compare the CDF of the decision metric under both the null hypothesis $H_0$ and the alternate hypothesis $H_1$.

The null hypothesis is a union of the NoTx and RndTx events, meaning that it is not possible to estimate the CDF without knowing the prior distributions of these events. However, as can be seen in Fig. 5, when considering the CDFs of the NoTx and RndTx events separately, we see that they are in fact very similar. Note that neither CDF is centered around zero because, as pointed out in Section III-A, the update rule for the Repetition codes (3) is non-negative. Moreover, we observe in our simulations that the CDF of the two events does not change significantly with the $E_b/N_0$. For this reason, for the remaining comparison plots we use the worst-case CDF among all our simulation results (i.e., the CDF of RndTx for $E_b/N_0 = 3$ dB) to avoid clutter.

The experimental CDFs for $D$ covering the scenarios of interest for various $E_b/N_0$ values are shown in Fig. 5. We observe that, as can already be deduced from Fig. 5, the CDFs for $D$ under the null hypothesis $H_0$ converge to 1 much more quickly than under the alternate hypothesis $H_1$. This shows that our proposed detection metric along with its update rules is a promising candidate for the purpose of blind detection of polar-encoded frames. Moreover, as the $E_b/N_0$ is increased, the separation between the CDFs becomes more apparent. We note that the $E_b/N_0$ values were selected to approximately correspond to FERs of $10^{-1}$, $10^{-2}$, $10^{-3}$, and $10^{-4}$ under 16-bit CRC-aided List decoding with $L = 8$.

D. Detection Rate and Miss Rate

In the previous section we saw that the distribution of the decision metric should enable reliable detection of polar-encoded frames. In this section, we quantify the performance of our proposed detector by plotting the miss probability as a function of the probability of false alarm. We note that this type of plot is very closely related to a ROC that is commonly used to characterize binary detectors.

The miss probability is usually defined as the probability of not detecting an event even though the event actually occurred. In the case of our detector, this would correspond to the probability of not detecting a polar-encoded frame when a polar-encoded frame was, in fact, present. However, since our proposed detector will be used in conjunction with an actual polar decoder, it is more relevant to consider the probability of not detecting a polar-encoded frame that would have been decodable with the employed subsequent decoder. If we denote the event that a polar-encoded frame is present and decodable by $F_1$ and its complement by $F_0$, then the miss and false alarm probabilities for a given detection threshold $d$ are given by

$$P_{\text{miss}} = \Pr(D < d \mid F_1), \quad (6)$$

$$P_{\text{fa}} = \Pr(D \geq d \mid F_0), \quad (7)$$

respectively.

In Fig. 7, we present $P_{\text{miss}}$ as a function of $P_{\text{fa}}$ for our proposed detector for various $E_b/N_0$ values when only an SC decoder is used after the detector. As both probabilities are generally small, contrary to a traditional ROC, we use a logarithmic scale on both axes. We observe that, similarly to the previous section, as the $E_b/N_0$ is increased the detector
clearly becomes more effective. In particular, we see that for an $E_b/N_0$ of 3 dB our detector can achieve a miss probability of $10^{-3}$ with a probability of false alarm as low as $10^{-3}$.

In Fig. 8, we present $P_{\text{miss}}$ as a function of $P_a$ for our proposed detector for various $E_b/N_0$ values when a 16-bit CRC-aided List decoder with $L = 8$ is used after the detector. In this case, we observe that the performance of the detector is worse compared to the case where a SC decoder follows the detector. This happens because a significantly higher fraction of undetected frames are in fact decodable, since the List decoding algorithm is more powerful than the SC decoding algorithm. Thus, when a more powerful decoding algorithm is used, a more powerful detection algorithm should also be used in order to preserve the decoding capability of the high-performance decoder with the detection.

V. Conclusion

In this paper, we proposed an algorithm for the blind detection of polar-encoded frames. The results show that our detection metric allows to distinguish polar-encoded frames from noisy received messages with great accuracy. The key ingredients are the update rules that exploit the inherent structure of constituent codes that compose a polar code. Our results indicate that our proposed detection metric, update rules, and algorithm are promising candidates for the implementation of a blind detector that would quickly reduce a list of potentially polar-encoded frame candidates to a manageable number.
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