ABSTRACT

Image Quality Assessment (IQA) metrics are widely used to quantitatively estimate the extent of image degradation following some forming, restoring, transforming, or enhancing algorithms. We present PyTorch Image Quality (PIQ), a usability-centric library that contains the most popular modern IQA algorithms, guaranteed to be correctly implemented according to their original propositions and thoroughly verified. In this paper, we detail the principles behind the foundation of the library, describe the evaluation strategy that makes it reliable, provide the benchmarks that showcase the performance–time trade-offs, and underline the benefits of GPU acceleration given the library is used within the PyTorch backend. PyTorch Image Quality is an open source software: https://github.com/photosynthesis-team/piq/.
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1 Introduction

With the ever-rising interest towards generation, recovery, and enhancement of images, a number of computational Image Quality Assessment (IQA) methods have become available. These methods aim to produce a score that would perfectly correlate with the human perception of the Image Quality (IQ). Given the large number of the assorted IQA options and frequent mismatch between different implementations of the same metric, a demand for reliable and community-validated resource has become evident. Specifically, such a resource should embrace a plethora of possible modern image metrics, eliminating the need to search, install, or re-implement the algorithms.

Although popular IQA libraries provide the access to some Image Quality Metrics (IQMs) in the form of user-friendly packages, they do have a set of limitations. Blind Image Quality Toolbox [1] and Image Quality Assessment Toolbox [2] are verified MATLAB implementations of no-reference (NR) and full-reference (FR) IQMs. Unfortunately, the growing popularity of Python makes these solutions less relevant for the hands-on research efforts, where the majority of image and vision computing experts rely on Python for its well-tested open source repositories. Kornia [3], PIQA [4], and IQA-PyTorch [5] do provide Python interfaces for the metrics and the IQA-optimization [6], while also focusing on their use as the loss functions. However, these libraries implement a rather limited number of algorithms.

This manuscript introduces PyTorch Image Quality (PIQ) open source library that provides an extended collection of implementations of IQA metrics and the corresponding loss functions, using PyTorch [7] to enable fast and efficient

1Number of IQMs implemented: Kornia - 2, PIQA - 11, IQA-PyTorch - 25.
Figure 1: PIQ opensource library implements 38+ metrics in three main categories: Full-Reference (FR), No-Reference (NR), and Distribution-Based (DB). Our implementations enable quantitative estimation of the quality of images from various domains, including medical scans. Right column shows the counters of the currently implemented metrics. Note that DB metrics can be used with different feature extractors, further diversifying the pool of available metrics.

computations on the graphics processing unit (GPU). This work is the result of three years of collecting and comparing the best image quality metrics in one place, with independent implementation, optimization, and testing. At the time of writing this manuscript, our GitHub project receives over 4000 monthly views, having accumulated 640 stars and having been forked over 57 open-source projects. This tool has been actively used in the research community, including the development of new neural network architectures [8] and the large-scale medical image quality study [9].

2 Design principles

We created PyTorch Image Quality to maximise the benefit for the research community working on a plethora of image-to-image translation problems in a variety of visual data domains (Fig. 1). To do that, we build the library based on the following design principles:

Be user-friendly. Unfortunately, the complexity inherent to the field of Computer Vision is multiplied by that of the sophisticated algorithms designed to boost the performance of the IQA approaches. We hide this internal complexity behind easy-to-use APIs that follow the principle of the least astonishment [10] to provide a seamless user experience.

Be reliable. Today, publicly available implementations may produce inconsistent results, which applies even to the most well-known and the widely used IQMs (e.g. SSIM [11]). PyTorch Image Quality library is focused on a thorough testing to provide consistency with the formal metrics definitions and the original implementations proposed by their authors (if these implementations exist).

Be pragmatic. A majority of modern (and some classical) IQMs are computationally inefficient by their design, which hinders the ultimate performance. Therefore, PyTorch Image Quality purposely enables an optimization when its extra complexity is worth delivering a compelling performance. Being inspired by the same principle in PyTorch, we state that trading 10% of speed for a model that is significantly easier to use is acceptable; and 100% is not [7].

3 Usability–centric approach

Currently, PyTorch Image Quality library contains implementations of the following 38 metrics: 21 Full-Reference (FR) IQMs (PSNR, SSIM [11], MS-SSIM [12], IW-SSIM [13], VIF [14], GMSD [15], MS-GMSD and MS-GMSDc [16], FSIM and FSIME [17], SR-SIM and SR-SIME [18], VSI [19], MDSI [20], HaarPSI [21], Content and Style Perceptual Scores [22], LPIPS [23], DISTS [24], PieAPP [25], DSS [26], 2 No-Reference (NR) IQMs (BRISQUE [27], Total Variation), and 15 Distribution-Based (DB) IQMs (KID [28], FID [29], GS [30], Inception Score (IS) [31], MSID [32], all implemented with three different feature extractors: Inception Net [33], VGG16, and VGG19 [34]). The general taxonomy of IQA metrics, their detailed description, and a pertinent discussion can be found in A.

Remark. Throughout the work, we use the term “metrics” to describe the IQA algorithms. Technically, this term is not mathematically correct, because a metric is a function for which the identity of indiscernibles, the symmetry, and the
triangle inequality must hold \(?.\) For the majority of implemented algorithms, one or several of these attributes do not hold. However, the term is still used here, which reflects the commonplace convention in the community.

**Metrics as loss functions**

Previous studies of IQMs showed their efficiency in reflecting the human perception of visual quality \[35, 36, 37, 9\]. That brings a temptation to use the best-performing differentiable IQMs as the loss functions for a direct optimization of the image processing models \[38\]. To enable that possibility, all PIQ metrics are well-integrated with the PyTorch \[7\] backend, enabling the automatic computing of the gradients of the differentiable models.

Besides, the use of PyTorch enables the GPU acceleration, yielding a faster computation of the metrics and the losses (see Fig. 3 for more details). Moreover, our implementation strategy allows a seamless integration with the most common deep learning pipelines in PyTorch. For instance, the flexible interface enables our metric implementations to be used as additional layers of a deep neural network.

**Integrated feature extractors**

DB IQMs are computed on features obtained from images with feature extractors, which are typically represented by pre-trained convolutional neural networks. Most methods are evaluated using a single feature extractor (typically, Inception Net \[33\]). A recent study on IQMs for Magnetic Resonance Imaging \[9\] showed that the choice of feature extractor plays a critical role, heavily influencing the performance of DB metrics. These results may inspire our users to experiment with various feature extractor options. To address that, we added a possibility to provide their own feature extractors or choose one of the models integrated into the library (Inception Net \[33\], VGG16, and VGG19 \[34\]).

**Chromatic versions of luminance based metrics**

The majority of methods are designed to be applied to images in RGB color space. However, some of them (e.g. FSIM \[17\] and SR-SIM \[18\]) are designed for grayscale images or for the luminance component of the color images. Because the chrominance information also affects human visual system (HVS) in understanding the images, better performance can be expected if the chrominance information is incorporated for color IQA. For that, we follow the common approach of first converting the RGB images into the YIQ colour space. The Y channel is used for the computations of the initial grayscale variants, while the I and the Q components are added to obtain the chromatic versions of the metrics (e.g. FSIMc \[17\] and SR-SIMc \[18\] respectively).

## 4 Evaluation

New metrics and measures for IQA that claim to be better than their predecessors emerge every day. To prove that, authors show IQMs’ performance on specifically designed IQA datasets consisting of pairs of distorted and reference images accompanied with similarity scores estimated by human assessors. The availability of such datasets allows to compute correlations between human scores and metrics’ estimates of quality to find algorithms that best reflect judgement of HVS.

We use these results to evaluate the correctness of our implementations. For that, implemented metrics are computed on selected IQA datasets and obtained values are compared with the ones reported in corresponding research papers.

**IQA datasets**

IQA datasets are typically designed to evaluate existing IQMs on their ability to answer previously not considered questions such as IQ from two different view distances (CID dataset \[58\]), IQ on images perturbed with multiple types of distortions (MDID \[64\], MD-IVL \[62\] and VLC \[73\] datasets), evaluation of GAN-based image restoration algorithms (PIPAL \[70\] and NTIRE 2021 \[71\] challenges and datasets). Another commonly used datasets are LIVE \[54\], TID2013 \[55\] and KADID-10k \[66\]. Some works even try to propose a method to construct a general-case IQA dataset with extremely diverse image characteristics \[74\].

**Subjective annotations**

The majority of the listed datasets provide image pairs accompanied by subjective quality scores. Typically, subjective scores are estimated by human assessors and aggregated in the form of Mean Opinion Scores (MOS) or Differential
## Table 1: Overview of existing IQA datasets

| Database                  | Year | Reference | Distorted | Subjective Score               |
|---------------------------|------|-----------|-----------|-------------------------------|
| IVC [39]                  | 2005 | 10        | 235       | MOS (1 ∼ 5)                   |
| LIVE IQA [40, 41]         | 2006 | 29        | 779       | DMOS (0 ∼ 100)                |
| A57 [42, 43]              | 2007 | 3         | 54        | DMOS (0 ∼ 1)                  |
| Toyama/MICT [44]          | 2008 | 14        | 168       | MOS (1 ∼ 5)                   |
| TID2008 [45]              | 2008 | 25        | 1,700     | MOS (0 ∼ 9)                   |
| CSIQ [46, 47]             | 2009 | 30        | 866       | DMOS (0 ∼ 1)                  |
| IVC-LAR [48]              | 2009 | 8         | 120       | MOS (1 ∼ 5)                   |
| WIQ [49]                  | 2009 | 7         | 80        | DMOS (0 ∼ 100)                |
| IRSQ [50]                 | 2012 | 57        | 171       | MOS (0 ∼ 5)                   |
| VCLFER [51, 52]           | 2012 | 23        | 552       | MOS (0 ∼ 100)                 |
| LIVE MD [53, 54]          | 2013 | 15        | 405       | DMOS (0 ∼ 100)                |
| TID2013 [55]              | 2013 | 25        | 3,000     | MOS (0 ∼ 9)                   |
| MDID2013 [56]             | 2014 | 12        | 324       | DMOS (0.3 ∼ 0.6)              |
| CID2013 [57]              | 2013 | 8         | 480       | MOS (0 ∼ 9)                   |
| CIDIQ [58]                | 2014 | 23        | 690       | MOS (0 ∼ 9)                   |
| SIQAD [59]                | 2015 | 20        | 980       | DMOS (0 ∼ 100)                |
| LIVE in the wild (CLIVE) [60, 61] | 2015 | -        | 1,162     | MOS (1 ∼ 5)                   |
| MD-IVL [62, 63]           | 2017 | 10        | 750       | MOS (0 ∼ 100)                 |
| MDID [64]                 | 2017 | 20        | 1,600     | MOS (0 ∼ 9)                   |
| KonIQ-10k [65]            | 2018 | 10,073    | 10,073    | MOS (1 ∼ 100)                 |
| KADID-10k [66]            | 2019 | 81        | 10,125    | DMOS (1 ∼ 5)                  |
| KADIS-700k [67]           | 2019 | 140,000   | 700,000   | DMOS (1 ∼ 5)                  |
| PaQ-2-PiQ [68]            | 2019 | -         | 40,000    | MOS (0 ∼ 100)                 |
| SPAQ [69]                 | 2020 | 11,125    | -         | MOS (0 ∼ 100)                 |
| PIPAL [70, 71, 72]        | 2020 | 250       | 29,000    | MOS (Elo rating system)       |

Mean Opinion Scores (DMOS). In some cases, raw scoring data is first converted to z-scores averaged and re-scaled from 0 to 100 to account for different scoring across respondents as proposed in [75].

### Datasets selection

A significant number of IQA databases have come out over the last 15 years. There is currently no gold standard dataset. Table 1 shows that IQA datasets use a variety of subjective testing methodologies, number of images, and number of distortions.

Typically, usage of datasets with a small number of images and distortions results in high variance between evaluation results. Considering that, our main criteria for selection were the size of the dataset and distortions variety.

We selected TID2013 [55] and KADID-10k [66] databases as one of the most popular in the research community and PIPAL [70] as the one with a higher variety of introduced distortions. After that, we selected an evaluation criterion (type of correlation) that can be computed on selected datasets and compared with the reference values.

### Evaluation criteria

Among numerous evaluation criteria, PLCC, SRCC, and KRCC are the most commonly used in large-scale studies of IQ metrics.

Pearson linear correlation coefficient (PLCC) requires produced scores to be linear with respect to subjective ratings. Previous studies [36, 9] showed non-linear relation between IQM scores and human accessors’ scores. A common solution is to apply a non-linear regression by adopting the five-parameter modified logistic function [40]. Even though this approach solves the non-linearity problem, we do not use it due to the poor reproducibility of model fitting results among studies.
where \( d_i \) is the difference between the \( i \)-th image’s ranks in the objective and the subjective ratings and \( n \) is the number of observations.

Note 1: Typically, the distance between correlation values obtained with new and reference implementations is used to verify the accurateness of the former. Zero difference is an indication of correctness. However, we find it peculiar to find that for some metrics (e.g., SSIM, MS-SSIM, VSI) the same implementation exactly matches with only one of two reference values.

Note 2: All three considered datasets are widely used in the IQA research community to assess metrics on their ability to estimate IQ in the same domain - general natural images. However, we observe a significant drop of SRCC values for all metrics on the larger PIPAL dataset compared to smaller TID2013 and KADID10k datasets. While a domain shift caused by larger variety or distortions introduced in the newer PIPAL dataset could explain the observation, more investigations are required.

Spearman’s rank-order correlation coefficient (SRCC) and Kendall rank correlation coefficient (KRCC) measure monotonicity between two measured quantities. Despite different calculation methods, KRCC is found to be highly consistent with the SRCC. Considering that, we use only the most popular SRCC score for further evaluations.

\[
SRCC = 1 - \frac{6 \sum_{i=1}^{n} d_i^2}{n(n^2 - 1)},
\]  

Note: All three considered datasets are widely used in the IQA research community to assess metrics on their ability to estimate IQ in the same domain - general natural images. However, we observe a significant drop of SRCC values for all metrics on the larger PIPAL dataset compared to smaller TID2013 and KADID10k datasets. While a domain shift caused by larger variety or distortions introduced in the newer PIPAL dataset could explain the observation, more investigations are required.
Implementation details of DB IQMs

DB IQMs are not originally designed for pair-wise comparison of images. Instead, they are intended to be used to compare distributions of two image sets. However, we investigate DB metrics for pair-wise comparison of images following the computation strategy proposed in [9]. To encounter for the initial setting, we represent each image in a pair as a set of overlapping patches of size $96 \times 96$ with stride $= 32$, which allows us to reformulate the pair-wise comparison of images as a comparison of patch distributions. After we extract features from two sets of patches, we proceed with the initial flow of metrics’ computation.
Confirmation of implementations correctness

All implementations in the PyTorch Image Quality library are verified to be consistent with the original implementations proposed by the authors of each metric on selected IQA datasets. Refer to Table 2 for a detailed comparison.

Typically, IQMs are evaluated on a single dataset. Our verification results allow comparing metrics performance across different image sources to show that even correct implementations (that match correlation values on initial datasets) may not match values reported on different datasets. It is also worth mentioning that the performance of some feature extraction-based metrics (e.g., BRISQUE) cannot be fully reproduced on IQA datasets even though the code match the official implementation of the metric provided by their authors.
5 Performance – complexity trade-off

Figures [2] and [3] describe performance comparison of the implemented metrics in terms of SRCC and computational time on CPU and GPU for Natural Images from KADID-10k [66] dataset and MRI Images [9]. Benchmarks were performed on a dedicated instance of NVIDIA DGX Station with Intel Xeon E5-2698 v4 CPU and four NVIDIA V100 32Gb GPUs. A single graphic card was used in all experiments for convenience and simplicity of comparison. Even though no other processes except from system utilities of the GNU/Linux 5.4.0-91-generic x86-64 operating system were running during the performance of the benchmarks, we recommend to focus on relative performance of metrics rather than the exact numbers of their computation time.

Several key observations can be made based on results of the benchmarks. DB IQMs tend to group in the lower-right corner, steadily showing poor performance both in terms of CPU and GPU computation time and SRCC values (except from FIDVGG16 on MRI data). Even though GPU acceleration significantly speeds up their computation, the computation time gap remains to be considerable.

The best trade-off between quality and performance is achieved by metrics located in the upper-left corner. In all experiments there is a group of algorithms that tend to group together, forming a category of methods attractive for practical application. While the composition of this group varies slightly, there are several metrics that consistently perform well regardless of the domain and computing device in question such as MDSI, VSI, HaarPSI, DSS, GMSD and several others. Feature-based FR IQMs such as DIStS and PieAPP show high SRCC values on Natural Images but take long to be computed on CPU. GPU acceleration plays the key role for these metrics, putting them to the lower-left group of top performers. Widely used PSNR and SSIM are easy to compute both on CPU and GPU but they compromise IQA quality on both considered domains.

6 Conclusion and future work

The main contribution of our work is the PyTorch Image Quality (PIQ) Assessment toolbox [76] with a diverse set of measures, verified according to their formal definitions and the original authors’ implementations. The PIQ package facilitates the performance evaluation of any computer vision solution where an image-to-image task is performed. In addition, we provide the comparison of common Image Quality Metrics on the image datasets from the general and the medical domains, assessing the SRCC and the computation time.

The future development of the PyTorch Image Quality library will be aimed at supporting the latest trends and advances in the objective Image Quality Assessment and at the improvement of the usability and the scalability of the implemented algorithms.
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A Appendix. Quality Metrics

Image Quality Assessment Metrics

Full-Reference

| Error Based              | Structural Similarity Based | Statistics Based                  |
|-------------------------|-----------------------------|----------------------------------|
| PSNR/PeAPP, MSE, NQM, CSF | SSIM, VSI, MS-SSIM, IW-SSIM, FSSIM(c), SR-SIM(c), Content/Style Score | VIF, DWT-VIF, SFF, IFC |
| Mixed Strategy Based    |                             | Natural Scene Statistics         |
| MAD, ADM, DVICOM         |                             | Distribution Statistics          |
|                         |                             | FID, GS, Inception Score         |
|                         |                             | KLIEP, ASID, MMD                 |
|                         |                             | Improvement, Precision and Recall|

Fused Full-Reference

| Empirical Fusion        | Learning Fusion             | Rank Aggregation Fusion          |
|-------------------------|-----------------------------|----------------------------------|
| HFSDmc, CSI, CQM, EHS   | MMP, SFMS, BRD              | BRISS, RRF                       |

No-Reference

| Opinion Aware           | Opinion Unaware            | Reduced-Reference                |
|-------------------------|-----------------------------|----------------------------------|
| BRISQUE, BIQI, CORNIA, ROSA | TV, NIQE, ILNIQE, QAC       | RR-DSS, SDM, RQMC, OSVP          |

Reduced-Reference

Historically, the first works on perceptual full-reference IQA appeared almost half a century ago, with the pioneering work of Sakrison and Mannos [77] focusing on a class of visual fidelity criterion in the context of image encoding. Over the past few decades, a number of alternative models mimicking certain functionalities of the Human Visual System (HVS) were proposed. Such approaches couldn’t model the real HVS, which is a complex and highly nonlinear system, while most models rely on simplifications and strong assumptions (e.g. linearity or quasi-linearity for visual stimuli) and exhibit shortcomings regarding the definition of visual quality, quantification of suprathreshold distortions, and generalization to natural images [78]. Hence, IQMs can be classified and put into a certain category based on their main computation mechanism as shown in figure 4.

In our work, we choose to evaluate representative methods from those categories. A short description of the design philosophies is given below.

Error Based Methods

Point-by-point comparisons between pixels or convolution responses (e.g. wavelets, CNNs) is the simplest way of measuring perceptual quality.

MSE [11], the Mean Squared Error (ℓ_2-norm), and closely related PSNR [78], the Peak Signal-to-Noise Ratio, are the most frequently used quality metrics, which are a de-facto standart way of measuring image quality. MSE is easy to use, has clear physical meaning (energy of image distortions), satisfies the Parseval’s theorem and can be used for algorithm optimization leading to a closed-form solutions [78, 79]. PSNR is defined as a ratio between the maximum possible power of a signal and the power of corrupting noise that affects the fidelity of signal representation [78].

MSE and PSNR have been repeatedly shown to poorly correlate with human judgements in controlled experiments [55, 60]. The main reason for this is four strong underlying assumptions about visual quality [79]: 1. Independence of spatial relationships between samples, 2. Independence of relationship between signal and error, 3. Independence of sign of error samples, 4. Equal importance of all signal samples and errors. None of this assumptions hold on in real life and accurately describe human’s visual system.
A number of subsequent papers addressed the weaknesses of PSNR and modified it to better suit for IQA. WSNR [80], the Weighted Signal-to-Noise Ratio, used contrast sensitivity function to approximate HVS and assign different weights to signal and noise components, leading to a linear quality measure. NQM [80], the Noise Quality Measure, also used nonlinear quasi-local processing model of the HVS to accomplish quality assessment.

IW-PSNR [13], the Information Weighted PSNR, is a continued idea of applying additional "weights" to address importance of different areas. It uses information theoretic principles to add weights for regions of visual content, which are perceptually more important than others, either due to the visual attention property of the HVS or due to the influence of distortions.

MAD [46], the Most Apparent Distortion measure, explicitly models adaptive strategies of the human visual system. For high quality images with only near-threshold distortions a detection-based strategy is employed, and an appearance-based strategy is activated if the distortions are clearly visible. The results are then combined into a single score by weighting scheme, where importance of each strategy is dependent on the distortions strength.

Following the success in image classification [81] and recent developments in deep learning [82, 83] usage of convolutional neural networks (CNN) became a popular way for constructing IQA methods. A double-path CNN was introduced by the pioneering work of Liang et al. [84]. Here it was proposed to crop images into small patches and propagate them through a dedicated network branches to obtain patch scores. The scores determined the final overall image quality score by averaging predicted patch-wise values. The model was trained using regression to MOS scores from TID2013 [55] database.

Another popular approach, proven to be useful for many image processing tasks, is the usage of generic features obtained from pre-traind networks, such as AlexNet [81], VGG [34], SqueezeNet [85] and others. Perceptual Loss and Style Score were introduced by Johnson et al. [22]. Perceptual Loss used a single-path CNN trained on ImageNet ILSVRC 2012 [81] to extract deep feature representations of reference and distorted images. Those features were then compared by taking MSE and averaging error between spatial and feature dimensions. Style Score extracts and compares texture information from the images by computing Gram matrices between features from a CNN and taking MSE between them.

In LPIPS [23], the Learned Perceptual Image Patch Similarity, Zhang et al. pointed out that methods based on utilization of deep features significantly outperform traditional algorithms on a wide range of distortions. LPIPS computes the distance between feature representations on multiple levels, similar to Perceptual Score, building on a premise that different layers represent different structures of the image. To proper combine features, they are first unit-normalized to have similar scales and then summed with weights learned on BAPPS [23] dataset to minimize error between model and humans preference over two images.

PieAPP [25], the Perceptual Image-Error Assessment through Pairwise Preference metric, uses a pairwise-learning framework to predict the preference of one distorted image over the other. PieAPP gets features from the feature-extraction (FE) network and then computes the similarity using a score-computation (SC) network. Both FE and SC are trained from scratch targeting humans pairwise-preference between images.

SWDN [86], the Space Warping Difference Network, is specifically designed to handle geometric distortions. When comparing two image features, a new Space Warping Difference layer takes into account not only pixels on corresponding positions as in all pixel-wise methods, but also looks into a small range around them.

Motivated by the above-mentioned results, a number of other FR-IQA algorithms have been proposed relying on different deep features, pooling strategies and pre-trained CNNs [87, 24, 86].

Structural Similarity Based Methods

IQMs that use certain properties of HVS can be divided into 2 groups: top-down and bottom-up ones. In previous section we described bottom-up approaches to IQA design, which used properties of human visual system to modify error-based MSE and PSNR to better simulate different components of HVS. For example, by adding adaptation to luminance, contrast sensitivity and contrast masking [88, 89].

In contrary, approaches following top-down IQA design try to mimic the functionality of HVS as a whole and do not model it by individual components. Structural similarity is a perception-based model that considers image degradation as perceived change in structural information, while also including luminance and contrast masking terms. These methods are based on the idea that pixels have strong inter-dependencies especially when they are spatially close.

SSIM [78], the Structural Similarity Index Measure, is the most popular top-down approach which has become a de-facto standard in the field of perceptual image processing (along with PSNR) and has inspired subsequent IQA models based on feature similarity [79].
The main idea behind SSIM is to split image distortions into structural and not-structural and focus on the first ones, as the latter are less noticeable by HVS. The comparison is done between luminance (average pixel intensity), contrast (standard deviation of the local image regions) and structure (cross correlation values between two local image regions) components, which are later combined into a single quality map by averaging of local quality scores. The main disadvantage of SSIM is that it takes into account only single image scale, and thus can’t adapt to different sets of viewing conditions.

**MS-SSIM** [12], the Multi-scale SSIM, measures SSIM on 5 different scales, computing contrast and similarity on all levels, while measuring luminance only at the final scale. Resulting scores than combined through a weighted product using weights adjusted on human dataset of mean opinion scores.

**IW-SSIM** [13], the Information content Weighted SSIM, is an extension of MS-SSIM, that added computation of additional content weights based on information theoretic principles.

After the success of SSIM, a lot of new works searched for effective image features that be used to describe contrast, structural information and textures.

**ESSIM** [90], the Edge-based SSIM, uses first order difference operators to compare information between image edges and claimed, that edges are the most important structure information for the HVS.

**GSM** [91], the Gradient Similarity Measure, computes image gradients in horizontal and vertical directions to use those features as an input to the structural similarity computation.

**GMSD** [15], the Gradient Magnitude Similarity Deviation, is focused on computational efficiency of quality predictions. Based on the idea that global variation of image local quality degradation can reflect its overall quality, authors proposed to compute the standard deviation of the pixel-wise gradient similarity map as an IQA index. This method is, however, problematic because an image with a large but constant local distortion yields a standard deviation of zero, indicating the best predicted quality.

**MS-GMSD** [92], the Multi-scale GMSD, accounts for the variations in viewing conditions by measuring GMSD on 5 different scales, similarly to MS-SSIM. The chromatic version, named MS-GMSDc, additionally measures chrominance dissimilarity on the last scale, motivated by lower HSV sensitivity to colour distortions.

**FSIM** [17], the Feature Similarity Index Measure, is built on assumption that low-level features obtained in the early stage of HVS information processing are used for understanding the image content. Two core features used in similarity computations are phase congruency, which is a contrast-invariant dimensionless measure of the local structure, and gradient magnitude maps obtained by Scharr filter. During pooling, phase congruency component serves as an adaptive local weighting factor to derive an overall visual quality score. The color-sensitive version of FSIM, is called FSIMc [17]. It first converts RGB images into YIQ color space, and then computes FSIM on luminance channel and chrominance similarity maps on I and Q channels.

**VSI** [19], the Visual Saliency Induced quality index, states that the change of salience in degraded areas is the major predictor of image quality. The visual saliency index is computed using phase congruency and two simple priors (color temperature and center priors). Gradient magnitude maps are used as an additional feature and pooling strategy mimics FSIM measure. VSI shows a good correlation with human judgments on localized distortions, such as compression artefacts or local patch substitutions.

Recently proposed **HaarPSI** [93], the Haar perceptual similarity index, decomposes both distorted and reference images into Haar wavelets and computes the structural similarity between magnitudes of high-frequency coefficients. The last level of Haar wavelet is used to weight the importance of different regions.

**MDSI** [94], Mean Deviation Similarity Index, combines the gradient similarity, chrominance similarity and deviation pooling (used in GMSD) into a single IQA model. MDSI contains 7 configurable parameters that are jointly optimized on a mean opinion scores dataset to provide best correlation results.

**DISTS** [24], the Deep Image Structure and Texture Similarity measure, is a deep-learning based IQA algorithm that follows LPIPS design principles. Image representations are extracted from the pre-trained convolutional neural network (VGG16 [34]) and combined using SSIM-like structure and texture similarity measurements. It is sensitive to structural distortions but at the same time robust to texture resampling and modest geometric transformations [37].

**DSS**, the DCT Subbands Similarity, aims to measure changes in structural information using sub-bands in the discrete cosine transform (DCT) domain. DSS extracts features in block-based DCT subbands and measures the distances between corresponding DCT sub-bands. The final quality index is computed by pooling those distances together with weights. The main motivation behind quality assessment in the DCT domain is the observation that the statistics of DCT coefficients change with the degree and type of image distortion.
Natural Scene Statistics based

These methods attempt to measure some approximation of the mutual information between the perceived reference and distorted images as an indication of perceptual image quality. Statistical modeling of the image source, the distortion process, and the HVS is critical in algorithm development.

Visual Information Fidelity (VIF) \cite{14} uses a Gaussian scale mixture to statistically model the wavelet coefficients of a steerable pyramid decomposition of an image \cite{95}. After that, it predicts the distorted image quality by quantifying the amount of preserved information from the reference image. Its spatial domain, named VIFp, computes fidelity on raw pixels.

Distribution Statistics based

This class of methods originated from the domain of generative modeling, where evaluation by a direct comparison is not possible and only the distance between model distributions can be measured.

Freshet Inception Distance (FID) \cite{29} considers embeddings of the two data distributions as a product of continuous multivariate Gaussian. The mean and covariance are estimated for both, and the Fréchet distance between these two Gaussians (a.k.a Wasserstein-2 distance) is then used to quantify the quality of the generated sample.

Kernel Inception Distance (KID) \cite{28}, sometimes referred to as Maximum Mean Discrepancy (MMD) - computes the dissimilarity between two probability distributions $P$ and $Q$ by measuring squared MMD for some fixed characteristic kernel function (e.g., Gaussian kernel).

Multi-Scale Intrinsic Distance (MSID) \cite{32} develops an intrinsic and multi-scale method for characterizing and comparing data manifolds, using a lower-bound of the spectral Gromov-Wasserstein inter-manifold distance, which compares all data moments.

Geometry Score (GS) \cite{30} constructs a performance measure by comparing geometrical properties of the underlying data manifolds. In particular, topological approximation for computation of connected components (“holes”) in homology using witness complex \cite{96} is introduced.

No-Reference Opinion Aware Methods

No-Reference (NR) IQA methods evaluate distorted image’s quality in the absence of any reference information \cite{40}. Thus they are also referred to as blind IQA methods.

Blind/Referenceless Image Spatial Quality Evaluator (BRISQUE) operates on locally normalized luminance values in the spatial domain, called Mean Subtracted Contrast Normalized (MSCN) coefficients. Various features are extracted from the MSCN coefficients and their pairwise products, which are then used to estimate Generalized Gaussian Distribution (GGD) and Asymmetric GGD parameters. SVR model is then used to learn to map the features to the quality score.

Inception score (IS) \cite{31} uses the pre-trained InceptionNet model for feature extraction and captures properties of generated sample to capture properties of generated samples: diversity with respect to class labels and high classifiability.

Improved Inception score (IS’) \cite{97} proposed a different way of feature aggregation, which improved both calculation and interpretability of the Inception Score.

Reduced Reference Methods

Reduced-reference (RR) image quality assessment methods estimate the quality of distorted images using only partial information about the reference images when the full-reference approaches are unfeasible. Partial information represented by extracted features should be relevant to the human judgement of image quality and sensitive to a variety of image distortions. Consequently, the challenge of a reduced reference metric is to find optimal trade-off between the amount of information represented by extracted features and their correlation with HVS.

RR-DSS \cite{98}, a reduced-reference image quality assessment based on DCT sub-band similarity measure. It is an adapted full-reference DSS quality assessment measure, which assumes that HVS adapts for extracting structural information. RR-DSS uses only a few lowest frequency sub-bands for the quality assessment. In order to maintain good IQA results, RR-DSS should use at least 3 to 10 sub-bands. RR-DSS uses spatial down-sampling to reduce amount of information about reference image. As typical distortions are usually spread over the image, uniform down-sampling of the local variances preserves important features of the distortions. However, down-sampling makes it impossible to compute the cross-correlation for the DC sub-band. Therefore, local similarity score for the DC sub-band is computed
in the same way as for the AC sub-bands. RR-DSS showed high correlation with subjective results on average and outperformed most other metrics examined in [98], both RR and FR, including SSIM and MS-SSIM. In addition, the method has a simple implementation and incurs low computational complexity, while the trade-off between side information and image quality estimation accuracy can be adjusted according to the task.

**SDM [99]**, a reduced-reference IQA using Structural Degradation Model, consists of two main stages: acquiring structural degradation information for distorted and original images and consecutive aggregation into a single score. Structural degradation information (SD) can be defined as structural similarity indexes between mean features and variance features obtained using kernels with various variation values computed for different parts of the images. The SD information is used to derive distances between distorted and reference images, which are linearly combined using regression model parameters optimised by training. In particular, one can use SVM [100] for regression as a model and get an S-SDM score. The SDM approach relies on various spatial responses providing low computational complexity and fast execution. However, optimisation of model parameters leads to dependency on the dataset used for training, which might limit the generalisation properties of the metric between different image domains.

**RIQMC [101]**, a reduced-reference image quality metric for contrast-changed images, aims to evaluate image quality according to contrast features of a picture such as skewness and kurtosis of the image histograms, which correlates with HVS [102, 103]. RIQMC is based on the first four order statistics, which are evaluated for a distorted image, and values of entropy for distorted and reference images. The final value of RIQMC is a linear combination of the entropy and the first four order statistics. Even though the RIQMC metric needs only an entropy of a reference image, it outperforms full-reference metrics such as PSNR, SSIM, MS-SSIM, IW-SSIM, and MAD, on the CID2013 dataset and TID2008 subset according to PLCC and SROCC [101]. However, the performance of RIQMC may vary for general image distortions as the method was proposed exclusively for contrast-changed images.

**OSVP [104]**, an orientation selectivity-based visual pattern IQA, is a reduced-reference measure inspired by the orientation selectivity (OS) mechanism for visual content extraction by the human visual system. When visual content is observed, the input signal interacts with the visual cortex depending on the spatial arrangement in local perceptual fields generating OS visual patterns. In order to represent the OS mechanism, gradient directions are extracted per pixel, building the spatial relationship between each pixel and its local neighbours (OSVP). Next, the content of an image is mapped into a histogram according to spatial relationship patterns. The final score is calculated as changes between the histograms for reference and distorted images. Being inspired by neuroscience findings in orientation selectivity mechanism, OSVP RR-IQA showed performance consistent with HVS perception on five publicly available databases with limited reference data.
The main part of the work considered the performance – complexity trade-off for KADID10k [66] and MRI reconstructions [9] datasets. Here we present additional benchmarks for two commonly used datasets: TID2013 [55] and PIPAL [70] of CPU (Fig. 5) and GPU (Fig. 6).

Figure 5: Relationship between metrics’ computation time on CPU and their performance in terms of SRCC score on Natural Images from TID2013 [55] (top row) and PIPAL [70] (bottom row) datasets for all metrics (left column) and zoomed-in region indicated in red (right column). Metrics with the best time-quality relation are located in the top-left corner.
Figure 6: Relationship between metrics’ computation time on GPU and their performance in terms of SRCC score on Natural Images from TID2013 [55] (top row) and PIPAL [70] (bottom row) datasets for all metrics (left column) and zoomed-in region indicated in red (right column). Metrics with the best time-quality relation are located in the top-left corner.