A continuation multiple shooting method for Wasserstein geodesic equation

Jianbo Cui, Luca Dieci, and Haomin Zhou

Abstract. In this paper, we propose a numerical method to solve the classic $L^2$-optimal transport problem. Our algorithm is based on use of multiple shooting, in combination with a continuation procedure, to solve the boundary value problem associated to the transport problem. We exploit the viewpoint of Wasserstein Hamiltonian flow with initial and target densities, and our method is designed to retain the underlying Hamiltonian structure. Several numerical examples are presented to illustrate the performance of the method.

1. Introduction

Optimal transport (OT) has a long and rich history, and it finds applications in various fields, such as image processing, machine learning and economics (e.g., see [19, 25]). The first mass transfer problem, a civil engineering problem, was considered by Monge in 1781. A modern treatment of this problem, in term of probability densities, was studied by Kantorovich in [16]. In this light, the optimal transport problem consists in moving a certain probability density into another, while minimizing a given cost functional. Depending on whether (one or both of) the densities are continuous or discrete, one has a fully discrete, or a semi-discrete, or a continuous OT problem. In this work, we consider a continuous OT problem subject to the cost given by the squared $L^2$ norm. This is the most widely studied continuous OT problem, and the formulation we adopt in this paper is based on an optimal control formulation in a fluid mechanics framework, known as Benamou-Brenier formula, established in [3]. The starting point is to cast the OT problem in a variational form as

\[
\inf_v \int_0^1 \langle v, v \rangle \rho \, dt \quad \text{subject to} \quad \partial_t \rho + \nabla \cdot (\rho v) = 0, \rho(0) = \mu, \rho(1) = \nu,
\]

where $\langle v, v \rangle \rho := \int_{\mathbb{R}^d} |v|^2 \rho \, dx$ with smooth velocity field $v(t, x) \in \mathbb{R}^d$, and $\mu$ and $\nu$ are probability density functions satisfying $\int_{\mathbb{R}^d} |x|^2 \mu(x) \, dx$, $\int_{\mathbb{R}^d} |x|^2 \nu(x) \, dx < +\infty$. This ensures the existence and uniqueness of the optimal map $M^*$ for the equivalent Monge-Kantorovich problem of (1.1), i.e., $\inf_M \int_{\mathbb{R}^d} |M(x) - x|^2 \mu(x) \, dx$ with $M: \mathbb{R}^d \to \mathbb{R}^d$ transferring $\mu$ to $\nu$ (see e.g., [25, Theorem 1.22]). Moreover, the optimal map has the form $M^*(x) = \nabla \psi(x) = x + \nabla \phi(x)$, $\mu$-a.s., with a convex function

\[\psi(x) = \text{inf}_v \frac{1}{2} \int_0^1 \langle v, v \rangle \rho \, dt + \int_0^1 \frac{1}{2} \langle \rho, v \rangle \, dt + \int_{\mathbb{R}^d} \psi(x) \mu(x) \, dx - \int_{\mathbb{R}^d} \psi(x) \nu(x) \, dx, \]
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\[ \psi(x). \text{ From [3], we have that } \nabla \phi(x) = v(0, x) \text{ and that the characteristic line} \\
(\dot{X}(t, x), v(t, X(t, x))) \text{ satisfies} \\
\partial_t \rho(t, X(t, x)) + \nabla \cdot (\rho(t, X(t, x)) v(t, X(t, x))) = 0, \\
\partial_t v(t, X(t, x)) + \nabla (\frac{1}{2} |v(t, X(t, x))|^2) = 0. \]

When \( X(t, x) = x + tv(0, x) \) is invertible, we obtain that \( \rho(t) = X(t, \cdot)^\# \rho(0) \) and 
that \( v(t, x) = v(0, X^{-1}(t, x)) = \nabla \psi(0, X^{-1}(t, x)) \). We refer to \([5, 13, 25]\) and 
references therein for results about regularity of \( M^* \) and \( \psi \). The optimal value in 
(1.1) is known as the \( L^2 \)-Wasserstein distance square between \( \mu \) and \( \nu \), and written 
as \( g_W^2(\mu, \nu) \). The formulation (1.1) is interpreted as finding the optimal vector 
field \( v \) to transport the given density function \( \mu \) to the density \( \nu \) with the minimal 
amount of kinetic energy. (We emphasize that the “time variable” \( t \) has no true 
physical meaning, and it serves the role of a homotopy parameter.)

By introducing the new variable \( S \) satisfying \( v = \nabla S \), the critical point of (1.1) 
satisfies (up to a spatially independent function \( C(t) \)) the following system in the 
unknowns \( (\rho, S) \):

\[ \begin{align*}
\partial_t \rho + \nabla \cdot (\rho \nabla S) &= 0 \\
\partial_t S + \frac{1}{2} |\nabla S|^2 &= 0,
\end{align*} \]

subject to boundary conditions \( \rho(0) = \mu, \rho(1) = \nu \). This is the well-known geodesic 
equation between two densities \( \mu \) and \( \nu \) on the Wasserstein manifold \([27]\), and can 
also be viewed as a Wasserstein Hamiltonian flow with Hamiltonian \( H(\rho, S) = \\
\frac{1}{2} \int_{\mathbb{R}^d} |\nabla S|^2 \rho dx \) when \( C(t) = 0 \). \([8]\). If \( S^0 = S \big|_{t=0} \) is known, the optimal value 
g_W(\mu, \nu), the \( L^2 \)-Wasserstein distance between \( \mu \) and \( \nu \), equals \( \sqrt{2H(\mu, S^0)} \).

Remark 1.1. Obviously, \( S \) is defined only up to an arbitrary constant. As 
a consequence, the \( (\rho, S) \) formulation (1.2) of the boundary value problem cannot 
have a unique solution. Because of this fact, we will in the end reverse to using a 
formulation based on \( \rho \) and \( v \), but the Hamiltonian structure of (1.2) will guide us 
in the development of appropriate semi-discretizations of the problem in the \( (\rho, v) \) 
variables.

In recent years, there have been several numerical studies concerned with 
approximating solutions of OT problems, and many of them are focused on the 
continuous problem considered in this work, that is on computation of the Wasserstein 
distance \( g_W \) and the underlying OT map. A key result in this context is that the 
optimal map is the gradient of a convex function \( u \), which is the solution of the so-
called Monge-Ampère equation, a non linear elliptic PDE subject to non-standard 
boundary conditions. We refer to \([2, 4, 12, 15, 21, 23, 28]\), for a sample of 
numerical work on the solution of the Monge-Ampère equation. For different 
approaches, in the case of continuous, discrete, and semi-discrete OT problems, and 
for a variety of cost functions, we refer to \([6, 10, 11, 18, 20, 22, 24, 26]\).

However, numerical approximation of the solution of the geodesic equation has 
received little attention, and this is our main scope in this computational paper. 
There are good reasons to consider solving the geodesic equation: at once one can 
recover the Wasserstein distance, the OT map, and the “time dependent” vector 
field producing the optimal trajectory. At the same time, there are also a number 
of obstacles that make the numerical solution of the Wasserstein geodesic equation
very challenging: the density \( \rho \) needs to be non-negative, mass conservation is required, and retaining the underlying symplectic structure is highly desirable too. Another hurdle, which is not at all obvious, is that the Hamiltonian system (1.2) with initial values on the Wasserstein manifold often develops singularities in finite time (see e.g. [9]). These challenges must be overcome when designing numerical schemes for the boundary value problem (1.2).

In this paper, we propose to compute the solution of (1.2) by combining a multiple shooting method, in conjunction with a continuation strategy, for an appropriate semi-discretization of (1.2). First, we consider a spatially discretized version of (1.2), which will give a (large) boundary value problem of ODEs. To solve the latter, we will use a multiple shooting method, whereby the interval \([0, 1]\) is partitioned into several subintervals, \([0, 1] = \cup_{i=0}^{K-1} [t_i, t_{i+1}]\), initial guesses for the density and the velocity are provided at each \( t_i \), \( i = 0, \ldots, K - 1 \), initial value problems are solved on \([t_i, t_{i+1}]\), and eventually enforcement of continuity and boundary conditions will result in a large nonlinear system to solve for the density \( \rho \) and velocity \( v \) at each \( t_i \). To solve the nonlinear system, we use Newton’s method, and to enhance its convergence properties– we will adopt a continuation method to obtain good initial guesses for the Newton’s iteration.

Multiple shooting is a well studied technique for solving two-point boundary value problems of ordinary differential equations (TPBVPs of ODEs), and we refer to [17] for an early derivation of the method, and to [1] for a comprehensive review of techniques for solving TPBVPs of ODEs, and relations (equivalence) between many of them. Our main reason for adopting multiple shooting is its overall simplicity, and the ease with which we can adopt appropriate time discretizations of symplectic type (on sufficiently short time intervals) in order to avoid finite time singularities when solving (1.2) subject to given initial conditions.

The rest of paper is organized as follows. In Section 2, we briefly review the continuous OT problem and introduce a spatial discretization to convert (1.2) into Hamiltonian ODEs. At first, we propose the semi-discretization for the \((\rho, S)\) variables, but then in Section 3 we will revert it to the \((\rho, v)\) variables, which are those with which we end up working. The multiple shooting method, and the continuation strategy, are also presented in Section 3. Results of numerical experiments are presented in Section 4.

2. Spatially discrete OT problems

In this section, we introduce the spatial discretization of (1.2). First of all, we need to truncate \( \mathbb{R}^d \) to a finite computational domain, which for us will be a \( d \)-dimensional rectangular box in \( \mathbb{R}^d \): \( \mathcal{O} = [x_L, x_R]^d \). We note that truncating \( \mathbb{R}^d \) to a domain like \( \mathcal{O} \) is effectively placing some natural condition on the type of densities \( \mu \) and \( \nu \) we envision having, namely they need to decay sufficiently fast outside of the box \( \mathcal{O} \) ([14]). Then, we propose the spatial discretization of (1.2), by following the theory of OT problem on a finite graph similarly to what we did in [9].

Next, we let \( G = (V, E) \) be a uniform lattice graph with equal spatial step-size \( \delta x = \frac{x_R - x_L}{n} \) in each dimension. Here \( V \) is the vertex set with \( N = (n + 1)^d \) nodes labeled by multi-index \( i = (i_k)_{k=1}^d \in V, i_k \leq n + 1 \). \( E \) is the edge set: \( ij \in E \) if...
\( j \in N(i) \) (read, \( j \) is a neighbor of \( i \)), where

\[ N(i) = \bigcup_{k=1}^{d_i} N_k(i), \quad N_k(i) = \left\{ (i_1, \ldots, i_{k-1}, j_k, i_{k+1}, \ldots, i_d) \mid |i_k - j_k| = 1 \right\}. \]

A vector field \( v \) on \( E \) is a skew-symmetric matrix. The inner product of two vector fields \( u, v \) is defined by

\[ \langle u, v \rangle_{\theta(\rho)} := \frac{1}{2} \sum_{(j,l) \in E} u_{jl} v_{jl} \theta_{jl}(\rho), \]

where \( \theta \) is a weight function depending on the probability density. In this study, we select it as the average of density on neighboring points, i.e.,

\[ \theta_{ij}(\rho) := \frac{\rho_i + \rho_j}{2}, \quad \text{if} \quad j \in N(i). \tag{2.1} \]

For more choices, we refer to \([9]\) and references therein.

The discrete divergence of the flux function \( \rho v \) is defined as

\[ \text{div}^\theta_{G}(\rho v) := -\left( \sum_{l \in N(j)} \frac{1}{(\delta x)^2} v_{jl} \theta_{jl} \right). \]

Using the discrete divergence and inner product, a discrete version of the Benamou-Brenier formula is introduced in \([7]\):

\[ W^2(\mu, \nu) = \inf_v \left\{ \int_0^1 \langle v, v \rangle_{\theta(\rho)} dt : \frac{d\rho}{dt} + \text{div}^\theta_{G}(\rho v) = 0, \ \rho(0) = \mu, \ \rho(1) = \nu \right\}. \]

By the Hodge decomposition on graph, it is proved that the optimal vector field \( v \) can be expressed as the gradient of potential function \( S \) defined on the node set \( V \), i.e. \( v = \nabla_G S := (S_j - S_i)_{(j,l) \in E}, \ \rho_t \)-a.s. Similarly, its critical point satisfies the discrete Wasserstein Hamiltonian flow (cfr. with (1.2))

\[ \frac{d\rho_i}{dt} = \sum_{j \in N(i)} \frac{1}{(\delta x)^2} (S_i - S_j) \theta_{ij}(\rho) = \frac{\partial \mathcal{H}}{\partial S_i}, \]

\[ \frac{dS_i}{dt} = -\frac{1}{2} \sum_{j \in N(i)} \frac{1}{(\delta x)^2} (S_i - S_j)^2 \frac{\partial \theta_{ij}(\rho)}{\partial \rho_i} = -\frac{\partial \mathcal{H}}{\partial \rho_i} + C(t) \tag{2.2} \]

with boundary values \( \rho(0) = \mu \) and \( \rho(1) = \nu \). Here the discrete Hamiltonian is

\[ \mathcal{H}(\rho, S) = \frac{1}{4} \sum_{i=1}^{N} \sum_{j \in N(i)} \frac{|S_i - S_j|^2}{(\delta x)^2} - \theta_{ij}(\rho). \]

We observe that (2.2) is a semi-discrete version of the Wasserstein Hamiltonian flow, preserving the Hamiltonian and symplectic structure of the original system (1.2). Likewise, the Wasserstein distance \( W(\mu, \nu) \) can be approximated by \( \sqrt{2\mathcal{H}(\mu, S^0)} \), where \( S^0 \) is the initial condition of the spatially discrete \( S \). Finally, define the density set by

\[ \mathcal{P}(G) = \left\{ \rho = (\rho_i)_{i \in V} \left| \sum_{i \in V} \rho_i (\delta x)^d = 1, \rho_i \geq 0, i \in V \right. \right\}, \]

where \( \rho_i \) represents the density on node \( i \). The interior of \( \mathcal{P}(G) \) is denoted by \( \mathcal{P}_o(G) \).
In this study, (2.2) is the underlying spatial discretization for our numerical method (but see (3.2) below), in large part because of the following result which gives some important properties of (2.2), and whose proof is in [9, Proposition 2.1].

**Proposition 2.1.** Consider (2.2) with initial values \( \mu \) and \( S^0 \) and let \( T^* \) be the first time where the system develops a singularity. Then, for any \( \mu \in \mathcal{P}_o(G) \) and any function \( S^0 \) on \( V \), there exists a unique solution of (2.2) for all \( t < T^* \), and it satisfies the following properties for all \( t < T^* \).

(i) Mass is conserved:
\[
\sum_{i=1}^{N} \rho_i(t) = \sum_{i=1}^{N} \mu_i^0.
\]

(ii) Energy is conserved:
\[
\mathcal{H}(\rho(t), S(t)) = \mathcal{H}(\mu, S^0).
\]

(iii) Symplectic structure is preserved:
\[
d\rho(t) \wedge dS(t) = d\mu \wedge dS^0.
\]

(iv) The solution is time reversible: if \( (\rho(t), S(t)) \) is the solution of (2.2), then \( (\rho(-t), -S(-t)) \) also solves it.

(v) A time invariant \( \bar{\rho} \in \mathcal{P}_o(G) \) and \( \bar{S}(t) = -vt \) form an interior stationary solution of (2.2) if and only if \( \mathcal{H}(\rho, S) \) is spatially independent (we denote it as \( \mathcal{H}(\rho) \) in this case), \( \bar{\rho} \) is the critical point of \( \min_{\rho \in \mathcal{P}_o(G)} \mathcal{H}(\rho) \) and \( v = \mathcal{H}(\bar{\rho}) \).

\[\square\]

3. Algorithm

In this section, we first present the ideas of shooting methods, then combine them with a continuation strategy to design our algorithm for approximating the solution of the OT problem (1.1).

**3.1. Single shooting.** To illustrate the single shooting strategy, consider (2.2) in the time interval \([0, 1]\). Assuming that it exists, denote with \( \rho(t, S^0) \), \( t \in [0, 1] \), the solution of (2.2) with initial values \( (\mu, S^0) \). To satisfy the boundary value at \( t = 1 \), one needs to find \( S^0 \) such that the trajectory starting at \( (\mu, S^0) \) passes through \( \nu \) at \( t = 1 \), i.e.,
\[
(3.1) \quad \rho(1, S^0) - \nu = 0.
\]

To solve (3.1), root-finding algorithms must be used to update the current guess of \( S^0 \) to achieve better approximations. For example, when using Newton’s method, the updates are supposedly computed by
\[
J(1, S^{(i)}) \left( S^{(i+1)} - S^{(i)} \right) = -(\rho(1, S^{(i)}) - \nu), \quad i = 0, 1, \cdots,
\]
where \( J(t, S) = \frac{\partial \rho(t, S)}{\partial S} \) is the Jacobian of \( \rho(t, S) - \nu \) with respect to \( S \). To ensure successful computations in Newton’s method, finding a good initial guess for \( S^0 \) and having an invertible Jacobi matrix are crucial. But, as we anticipated in Remark 1.1, the Jacobian matrix \( J(t, S) \) is singular, as otherwise a solution of (3.1) ought to be isolated, which can’t be true, since adding an arbitrary constant will still give a solution.
To remedy this situation, we reverse to the \((\rho, v)\) formulation, and rewrite the Hamiltonian system \((2.2)\) into an equivalent form in terms of \((\rho, v)\). More precisely, by letting \(v_{ij} = S_j - S_i\) for \(i, j \in E\), \((2.2)\) becomes

\[
\frac{d\rho_i}{dt} = -\sum_{j \in \mathcal{N}(i)} \frac{1}{(\delta x)^2} v_{ij} \partial_i \theta_{ij}(\rho),
\]

\[
\frac{dv_{ij}}{dt} = \frac{1}{2} \sum_{k \in \mathcal{N}(j)} \frac{1}{(\delta x)^2} \delta_{ij} \partial_{\rho_i} \partial_{\rho_j} \theta_{ij}(\rho) - \frac{1}{2} \sum_{k \in \mathcal{N}(i)} \frac{1}{(\delta x)^2} v_{ik}^2 \partial_{\rho_i} \partial_{\rho_k} \theta_{ij}(\rho).
\]

Since \(v_{ij}\) is the difference between \(S_j\) and \(S_i\), a constant shift in \(S\) has no impact on the values of \(v = \{v_{ij}\}\). On the other hand, there are now many redundant equations in \((3.2)\), because \(\{v_{ij}\}\) are not independent variables. For example, they must satisfy \(v_{ij} = -v_{ji}\). Furthermore, there are total \(N = (n + 1)^d\) unknown values for \(S\), while \(2dn(n + 1)^{d-1}\) unknowns for \(v\) on the lattice graph \(G\). Clearly, to determine \(S\) up to a constant, only \(N - 1\) values for \(v\) are needed. In other words, there must be only \(N - 1\) independent \(v\)-equations in \((3.2)\) to be solved, and the remaining ones are redundant and must be removed so that the resulting system leads to a non-singular Jacobian.

There are different ways to remove the redundancies. To illustrate this in a simple setting, let us consider the 1-dimensional case \((d = 1)\), in which the lattice graph \(G\) has \(n - 1\) interior nodes and 2 boundary nodes. Each interior node has two neighbors while a boundary node has only one neighbor. We have at least two options: either to keep all equations for \(v_{i,i+1}, i = 1, \ldots, (N - 1)\), or to keep the equations for \(v_{i,i-1}, i = 2, \ldots, N\). Adopting the first choice, we have the following equations to solve

\[
\frac{d\rho_i}{dt} = \frac{1}{(\delta x)^2} v_{i(i-1),i} \theta_{i(i-1)i}(\rho) - \frac{1}{(\delta x)^2} v_{i(i+1),i} \theta_{i(i+1)i}(\rho),
\]

\[
\frac{dv_{i(i+1)}}{dt} = \frac{1}{4} \frac{1}{(\delta x)^2} v_{i(i-1)i} - \frac{1}{4} \frac{1}{(\delta x)^2} v_{i(i+1),i},
\]

for all \(i = 1, \ldots, N - 1\). If we take no-flux boundary conditions for \((\rho, v)\), we have \(v_{01} = 0, \theta_{01} = 0\). Finally, mass conservation gives the condition \(\rho_N = \frac{1 - \delta x \sum_{i=1}^{N-1} \rho_i}{\delta x}\).

Denoting \(v(0) = v^0 = \{v^0_{i(i+1)}\}_{i=1}^{N-1} = \{S^0_{i+1} - S^0_i\}_{i=1}^{N-1}\), and the solution of \((3.3)\) with initial values \((\mu, v^0)\) as \(\rho_t = \rho(t, v^0), v_t = v(t, v^0)\), we can revise the single shooting strategy in terms of \((\rho, v)\) as finding the initial velocity \(v^0\) such that \(\rho(1, v^0) = \nu\). By applying Newton’s method, we obtain

\[
\dot{J}(1, v^{(m)})(v^{(m+1)} - v^{(m)}) = -(\rho(1, v^{(m)}) - \nu), m = 0, 1, \ldots,
\]

where \(\dot{J}(1, v^{(m)}) = \left[\frac{\partial \rho}{\partial v^0}\right]_{1, v^{(m)}}\) is the Jacobian of \(\rho(t, v(0)) - \nu\) with respect to \(v(0)\), evaluated at \(t = 1, v = v^{(m)}\). For later reference, and since \(\nu\) plays no role in the definition of \(\dot{J}\), let us define the function

\[
\dot{J}(t, v^0) = \left[\frac{\partial \rho}{\partial v^0}\right]_{t, v}, t \geq 0.
\]

Now, the single shooting strategy we just outlined is plagued by a common shortfall of single shooting techniques, namely that the initial guess \(v^{(0)}\) must be quite close to the exact solution. In the present context, this is further exacerbated by the fact that \((1.2)\) may develop singularities in finite time (see e.g. [9]), and
as consequence the choice of a poor initial guess may (and does) lead to finite
time blow-up of the solution of the initial value problem. To overcome this serious
difficulty, we now give a result showing that the function \( \hat{J}(t, v^0) \) remains invertible
for sufficiently short times, and later will exploit this result to justify adopting a
multiple shooting strategy.

**Lemma 3.1.** Let \( G \) be a 1-dimensional uniform lattice graph and let \( t_1 > 0 \)
be sufficiently small. Assume that \((\rho, v)\) is the smooth solution of (3.3) satisfying
\( \mu > 0 \). Then, the function \( \hat{J}(t, v^0) \) is invertible for \( t \in (0, t_1] \).

**Proof.** Direct calculation shows that the function \( \hat{J}(t, v^0) = \frac{\partial}{\partial v} \rho(t, v^0) \) satis-
ﬁes
\[
\frac{d}{dt} \frac{\partial \rho}{\partial v_0} = B_{11} \frac{\partial v}{\partial v_0} + B_{12} \frac{\partial \rho}{\partial v_0}, 
\hat{J}(0, v^0) = 0_{n \times n},
\]
\[
\frac{d}{dt} \frac{\partial v}{\partial v_0} = B_{22} \frac{\partial v}{\partial v_0}, \quad \left[ \frac{\partial \rho}{\partial v_0} \right]_{t=0} = I,
\]
where
\[
(B_{11})_{ii} = -\frac{\rho_i + \rho_{i+1}}{2(\delta x)^2}, \quad i = 1, \ldots, n - 1,
(B_{11})_{i,i-1} = \frac{\rho_i + \rho_{i-1}}{2(\delta x)^2}, \quad i = 2, \ldots, n,
(B_{11})_{nn} = \frac{1 - \sum_{i=1}^{n-1} \rho_i \delta x}{2(\delta x)^3},
(B_{12})_{11} = -\frac{v_1}{2(\delta x)^2}, \quad (B_{12})_{ii}(\rho, v) = -\frac{v_i}{2(\delta x)^2} + \frac{v_{i-1}}{2(\delta x)^2}, \quad i = 2, \ldots, n,
(B_{12})_{i,i-1} = -\frac{v_i}{2(\delta x)^2}, \quad (B_{12})_{i,i+1} = -\frac{v_i}{2(\delta x)^2}, \quad i = 2, \ldots, n - 1,
(B_{12})_{n,i} = \frac{v_n}{2(\delta x)^2}, \quad i = 1, \ldots, n - 2,
(B_{12})_{n,n-1} = \frac{v_n}{2(\delta x)^2} + \frac{v_{n-1}}{2(\delta x)^2},
(B_{22})_{i,i+1} = -\frac{1}{2(\delta x)^2} v_{i+1}, \quad i = 1, \ldots, n - 1,
(B_{22})_{i,i-1} = \frac{1}{2(\delta x)^2} v_{i-1}, \quad i = 2, \ldots, n.
\]
Since \( B_{11} \) is a lower triangular matrix, it is invertible if and only if
\[
\min_{i \leq n}(\theta_{i,i+1}(\rho)) > 0,
\]
where \( \theta_{ij} \) is deﬁned in (2.1) and hence \( \theta_{i,i+1}(\rho) > 0 \) for as long as \( \rho \) remains positive.
Moreover, given the initial condition to the identity for \( \frac{\partial \rho}{\partial v_0} \), if \( t_1 > 0 \) is sufﬁciently small
the matrix \( \frac{\partial \rho}{\partial v_0} \) remains invertible. Furthermore, since \( \hat{J}(0, v^0) = 0_{n \times n} \), we
conclude that for \( t > 0 \) sufﬁciently small
\[
\hat{J}(t, v^0) \approx tB_{11} + O(t^2),
\]
which implies that \( \hat{J}(t, v^0) \) is invertible for \( t > 0 \), and sufﬁciently small. \( \square \)

Once \( v \) values become available, if desired we can reconstruct \( S \) on the lattice
graph \( G \) from the relation \( v_{ij} = S_i - S_j \).

We conclude this section by emphasizing that the semi-discretization (3.2) is
a spatial discretization of the Wasserstein geodesic equations written in term of
\((\rho, v)\) [9]. However, this semi-discretization has been arrived at by designing a
semi-discretization scheme for the system (1.2) in the \((\rho, S)\) variables, respecting the Hamiltonian nature of the problem, see (2.2) and Proposition 2.1.

3.2. Multiple shooting method. As proved in Lemma 3.1, in the 1-d case the function \(\bar{J}(t, v^0)\) is invertible for sufficiently short times; however, for the success of single shooting, this ought to be invertible at \(t = 1\), a fact which is often violated. In addition, our numerical experiments indicate poor stability behavior when using the single shooting method to solve the Wasserstein geodesic equations (2.2). To mitigate these drawbacks, we propose to use multiple shooting.

We partition the interval \([0, 1]\) into the union of sub-intervals \([t_k, t_{k+1}], k = 0, \cdots, K - 1\), and let \(\delta t = \max_k (t_{k+1} - t_k)\). For example, we could take \(t_k = k \delta t\) and \(K \delta t = 1\). To illustrate, we again take \(G\) as the d-dimensional uniform lattice graph. In each subinterval \([t_k, t_{k+1}], k = 0, \cdots, K - 1\), (2.2) is converted into equations in terms of \((\rho, v)\), just like the ones in (3.2),

\[
\frac{d\rho_{k+1}}{dt} = \sum_{j \in \mathcal{E}(i)} \frac{1}{(\delta x)^2} v_{ij}^{k+1} \theta_{ij}(\rho),
\]

\[
\frac{dv_{ij}^{k+1}}{dt} = \frac{1}{2} \sum_{i \in \mathcal{E}(j)} \frac{1}{(\delta x)^2} (v_{ij}^{k+1})^2 \frac{\partial \theta_{ij}(\rho)}{\partial \rho_j} - \frac{1}{2} \sum_{m \in \mathcal{N}(i)} \frac{1}{(\delta x)^2} (v_{mi}^{k+1})^2 \frac{\partial \theta_{ik}(\rho)}{\partial \rho_i},
\]

where \(i \in \mathcal{N}\) is a multi-index for a grid point in d-dimensional lattice. The super script \(k + 1\) in \(\rho\) and \(v\) indicates that the corresponding variables are defined in the subinterval \([t_k, t_{k+1}]\). Then, the multiple shooting method requires finding the values of \(\rho, v\) at temporal points \(\{t_k\}_{k=0}^{K-1}\), i.e.,

\[
(\bar{\rho}^0, \bar{\rho}^1, \bar{\rho}^2, \cdots, \bar{\rho}^{K-2}, \bar{\rho}^{K-1}, \bar{\rho}^{K-1})^T,
\]

such that the continuity conditions hold, that is, for \(k = 0, \cdots, K - 2\),

\[
F_{2k+1}(\bar{\rho}^k, \bar{v}^k, \bar{\rho}^{k+1}) = \rho^{k+1}(t_{k+1}, \bar{\rho}^k, \bar{v}^k) - \bar{\rho}^{k+1} = 0,
\]

\[
F_{2k+2}(\bar{\rho}^k, \bar{v}^k, \bar{v}^{k+1}) = \nu^{k+1}(t_{k+1}, \bar{\rho}^k, \bar{v}^k) - \bar{v}^{k+1} = 0.
\]

When \(k = 0\) and \(k = K - 1\), the given boundary values \(\rho(0) = \mu\) and \(\rho(1) = \nu\) yield that

\[
F_1(\mu, \bar{v}^0, \bar{\rho}^0) = \rho^1(t_1, \mu, \bar{v}^0) - \bar{\rho}^1 = 0,
\]

\[
F_{2K-1}(\bar{\rho}^{K-1}, \bar{v}^{K-1}, \nu) = \rho^K(t_K, \bar{\rho}^{K-1}, \bar{v}^{K-1}) - \nu = 0.
\]

As customary, we use Newton’s method to find the root \((\bar{\rho}^0, \bar{\rho}^1, \bar{v}^1, \cdots, \bar{\rho}^{K-1}, \bar{v}^{K-1})\) of \(F = (F_w)_{w=1}^{2K-1} = 0\). To this end, we first need to remove the redundant equations for the velocity field \(v\). The number of unknown variables in \(\rho\) is \(N - 1 = (n + 1)^d - 1\), which is one fewer than the total number of nodes in \(G\), because the total probability must be one. The number of unknowns in \(S\) is \(N\). The vector field \(v\) contains the differences in \(S\), hence the total number of independent variables in \(v\) is also \(N - 1\), due to the connectivity of \(G\). The following lemma ensures that we can always find the \(N - 1\) components of \(v\) from which one can generate all the components of \(v\) on the lattice graph \(G\).

**Lemma 3.2.** Given a connected d-dimensional lattice graph \(G\) and a vector field \(v\) which is generated by a potential \(S\) on \(G\), there exists a subset consisting of
\( N - 1 \) components of \( v \), denoted by \( \hat{v} = (\hat{v}_w)_{w=1}^{N-1} \), such that any \( v_{ij} \) can be expressed as combination of the entries of \( \hat{v} \), i.e.

\[
(3.4) \quad v_{ij} = \sum_{w=1}^{N-1} a_w \hat{v}_w, \quad \text{where} \quad a_w = 1, \text{ or } -1, \text{ or } 0.
\]

**Proof.** Since \( G \) is connected, there is always a path on the graph passing through all the nodes of \( G \) and with exactly \( N - 1 \) edges. We denote with \( \hat{v}_i \) the value of \( v \) on the \( i \)-th edge along the path. By definition of \( v_{ij} = S_j - S_i \), the values of \( S \) can be reconstructed, up to a constant shift, along the path. Therefore, all entries of \( v \) can be expressed as the above combination of the entries \( (\hat{v}_w)_{w=1}^{N-1} \). \( \square \)

From the proof, we observe that the choice of \( \hat{v} \) is not unique, since every path going through all nodes of \( G \) using \( N - 1 \) edges will give a system with no redundancy. The edges could be passed multiple times. Let us select one such choice and denote it by \( (\hat{v}_w)_{w=1}^{N-1} \). For instance, in 2-dimensional lattice graph \( G \), we choose the \( \hat{v} \) that generates the vector field (see Fig. 3.1) as follows. Denote every node on \( G \) by \( (i, j)_{i,j=1}^{n+1} \). For fixed \( i \), \( (i, j)_{i,j=1}^{n+1} \) becomes 1-dimensional lattice graph in the \( x_2 \) direction. Following (3.3), we choose \( \hat{v}_w = v_{(i,j)(i,j+1)} \) for \( w = n \times (i - 1) + j, j = 1, \cdots, n, i = 1, \cdots, n + 1, \) which gives \((n+1) \times n\) components of \( \hat{v}_w \). Because of the connectivity of \( G \) relative to the \( x_1 \) direction, the last \( n \) components of \( \hat{v}_w \) are chosen by \( \hat{v}_w = v_{(j,1)(j+1,1)} \), for \( w = (n+1) \times n + j, j = 1, \cdots, n \). For convenience, let us denote the velocity on the related edges in this path by \( \{v_{w,t_{w+1}}\}_{w=1}^{N-1} = \{\hat{v}_w\}_{w=1}^{N-1} \).

Then the reduced Wasserstein system (2.2) becomes

\[
\begin{align*}
\frac{d\rho_{w}^{k+1}}{dt} &= \sum_{j \in N(w)} v_{jw}^{k+1} \theta_{ijw}(\rho), \\
\frac{d\hat{v}_w^{k+1}}{dt} &= \frac{1}{2} \sum_{j \in N(w)} \frac{1}{(\delta x)^2} (v_{jw}^{k+1})^2 \frac{\partial \theta_{ijw}(\rho)}{\partial \rho_{w}} \\
&\quad - \frac{1}{2} \sum_{m \in N(w)} \frac{1}{(\delta x)^2} (v_{w+1,m}^{k+1})^2 \frac{\partial \theta_{ijw+1}(\rho)}{\partial \rho_{w+1}}
\end{align*}
\]

where \( v_{ij} \) satisfies (3.4) and the unknowns are \( (\rho, \hat{v}) \) with

\[
\rho^{k+1}(t_k, \rho(t_k), \hat{v}(t_k)) = \rho(t_k), \quad \rho^{k+1}(t_{k+1}, \rho(t_k), \hat{v}(t_k)) = \rho(t_{k+1}), \\
\hat{v}^{k+1}(t_k, \rho(t_k), \hat{v}(t_k)) = \hat{v}(t_k), \quad \hat{v}^{k+1}(t_{k+1}, \rho(t_k), \hat{v}(t_k)) = \hat{v}(t_{k+1}).
\]

We apply the multiple shooting method to (3.5), i.e., we look for the root \( Z = (\hat{v}^0, \rho^1, \hat{v}^1, \cdots, \rho^{K-1}, \hat{v}^{K-1}) \) of \( F \) defined by

\[
\begin{align*}
F_{2k+1}(\rho^k, \hat{v}^k, \rho^{k+1}) &= \rho^{k+1}(t_{k+1}, \rho^k, \hat{v}^k) - \rho^{k+1} = 0, \\
F_{2k+2}(\rho^k, \hat{v}^k, \rho^{k+1}) &= \hat{v}^{k+1}(t_{k+1}, \rho^k, \hat{v}^k) - \hat{v}^{k+1} = 0, \quad k \leq K - 2, \\
F_{2K-1}(\rho^{K-1}, \hat{v}^{K-1}) &= \rho^K(t_{K-1}, \rho^{K-1}, \hat{v}^{K-1}) - \nu = 0,
\end{align*}
\]

where \( \rho^0 = \mu, \rho^K = \nu. \)

Use of Newton’s method to solve (3.6) gives

\[
(3.7) \quad A^{(m)} \Delta Z^{(m)} = -F^{(m)},
\]
Figure 3.1. The edges (in red) of \( \hat{v} \) that generates the velocity in 2D lattice graph. The path is indicated by the arrows. Clearly, many edges are passed twice.

where \( m \) is the iteration index, \( \Delta Z^{(m)} = Z^{(m+1)} - Z^{(m)} \),

\[
Z^{(m)} = (v^{0,(m)}, \rho^{1,(m)}, v^{1,(m)}, \ldots, v^{K-1,(m)}, \rho^{K-1,(m)})^T,
\]

\[
F^{(m)} = (F_1(Z^{(m)}), F_2(Z^{(m)}), \ldots, F_{2K-1}(Z^{(m)}))^T,
\]

and \( A^{(m)} \) is the Jacobian of \( F \), whose structure is as follows, where the \( X \) correspond to nonzero \((N-1) \times (N-1)\) matrices:

\[
\begin{pmatrix}
X & X & 0 & 0 & 0 \\
X & 0 & X & 0 & 0 \\
0 & X & X & X & 0 \\
0 & X & X & 0 & X \\
X & X & X & 0 & X \\
X & X & 0 & X & \ddots \\
\vdots & \vdots & \vdots & \ddots & \ddots \\
X & X & X & 0 & X \\
X & X & 0 & X & X \\
X & X & 0 & X & X
\end{pmatrix}.
\]
Omitting the superscript \(m\) in the expressions of \(A(m)\), the blocks \(A_{ij}, i, j = 1, \ldots, 2K - 1\), are easily seen to be the following. For \(i = 2, \ldots, K - 1\),

\[
A_{2(i-1)+1,2(i-1)+1} = \frac{\partial p_i(t_i, v_i^{-1}, \rho_i^{-1})}{\partial \rho_i^{-1}}, \quad A_{2(i-1)+1,2(i-1)+2} = \frac{\partial p_i(t_i, v_i^{-1}, \rho_i^{-1})}{\partial v_i^{-1}}, \\
A_{2i,2i} = \frac{\partial v_i(t_i, v_i^0)}{\partial v_i^0}, \quad A_{2i+1,2i} = -I,
\]

\(A_{2(i-1)+2,2(i-1)+1} = -I, A_{2i,2i+1} = -I, A_{2i+1,2i+1} = -I,\)

\[
A_{2K-1,2K-2} = \frac{\partial p^K(t_K, v_K^{-1}, \rho_K^{-1})}{\partial v_K^{-1}}, \quad A_{2K-1,2K-1} = \frac{\partial p^K(t_K, v_K^{-1}, \rho_K^{-1})}{\partial \rho_K^{-1}}.
\]

Below we show invertibility of \(A(m)\) for \(\delta t\) sufficiently small.

**Theorem 3.1.** Let \((\rho, v)\) be the unique solution of (3.2) and \(Z^* = (v(0), \rho(t_1), v(t_1), \ldots, \rho(t_K), v(t_K))\) be the exact solution evaluated at the multiple shooting points. Assume that the initial vector \(Z^{(0)}\) is sufficiently close to \(Z^*\), i.e., \(\|Z^{(0)} - Z^*\| = O(\epsilon)\) for \(\epsilon > 0\) sufficiently small, \((\rho, v)\) is continuously differentiable in \([0, 1]\) satisfying \((\rho, v) \in C^2([0, 1]; \mathbb{R}^N) \times C^2([0, 1]; \mathbb{R}^N \times \mathbb{R}^N)\) and \(\min_{t \in [0,T]} \min_{i = 1}^N \rho_i \geq c > 0\), and that \(\frac{\partial a(\rho, v)}{\partial v}\) is invertible. Then, Newton’s method of the multiple shooting method (3.7) is quadratically convergent to \(Z^*\) for \(\delta t\) sufficiently small.

**Proof.** By standard Newton’s convergence theory, it will be enough to prove the invertibility of Jacobian matrix \(A^{(0)}\) for appropriately small \(\epsilon\) and \(\delta t\). Rewrite \(A^{(0)}\) in partitioned form \(\begin{pmatrix} A_{11}^{(0)} & A_{12}^{(0)} \\ O_{N-1,N-1} & A_{22}^{(0)} \end{pmatrix}\), where \(A_{11}^{(0)}\) is a \((2K-2)n \times n\) matrix, \(A_{12}^{(0)}\) is a \((2K-2)n \times (2K-2)n\) matrix, and \(A_{22}^{(0)}\) is a \((N-1) \times (2K-2)(N-1)\) matrix. Using the property of determinant for the partitioned matrix and the fact that \(\text{det}(A_{12}) = 1\), and writing \(A\) in lieu of \(A^{(0)}\), we have

\[
\text{det}(A) = \text{det} \begin{pmatrix} 0_{N-1 \times N-1} & A_{12}^{(0)} \\ A_{11}^{(0)} & A_{22}^{(0)} \end{pmatrix} \\
= \text{det}(A_{12}) \text{det}(0_{N-1 \times N-1} - A_{22}(A_{12})^{-1} A_{11}) \\
= (-1)^{N-1} \text{det}(A_{22}(A_{12})^{-1} A_{11})^{-1}.
\]

So, we are left to show that \(\text{det}(A_{22}(A_{12})^{-1} A_{11}) \neq 0\). The structure of \(A_{12}^{(0)}\) implies that

\[
A_{22}(A_{12})^{-1} A_{11} = \begin{pmatrix} \frac{\partial p_K^{(0)}}{\partial \rho_K^{-1}(0)} & \frac{\partial p_K^{(0)}}{\partial v_K^{-1}(0)} \\ \frac{\partial v_K^{(0)}}{\partial \rho_K^{-1}(0)} & \frac{\partial v_K^{(0)}}{\partial v_K^{-1}(0)} \end{pmatrix} \begin{pmatrix} \frac{\partial p_i^{(0)}}{\partial \rho_i^{-1}(0)} & \frac{\partial p_i^{(0)}}{\partial v_i^{-1}(0)} \\ \frac{\partial v_i^{(0)}}{\partial \rho_i^{-1}(0)} & \frac{\partial v_i^{(0)}}{\partial v_i^{-1}(0)} \end{pmatrix}^T,
\]

where \(\rho_i^{(0)} = \rho_i(t_K, \rho_i^{-1}(0), v_i^{-1}(0)), \rho_i^{(0)} = \rho_i(t_1, v_i^0(0)), v_i^{(0)} = v_i(t_1, v_i^0(0)), \rho_i^{(0)} = \rho_i(t_1, v_i^0(0)), v_i^{(0)} = v_i(t_1, v_i^0(0))\), for \(i = 2, \ldots, K\), and \(v_i^{(0)} = v_i(t_1, v_i^0(0)), \rho_i^{(0)} = \rho_i(t_1, v_i^0(0))\).
Now, invertibility of the Jacobian matrix $A$ (or $A_{22}(A_{12}^{-1}A_{11}')$) follows from invertibility of the Jacobian matrix at the exact solution $\frac{\partial \rho(t_K, \rho^0, v^0)}{\partial \rho^0}$. To see this, due to (3.8), the continuous differentiability of the exact solution, and the assumption that $|Z(0, \rho^0)| - Z^* = \mathcal{O}(\epsilon)$, we have that

$$A_{22}(A_{12}^{-1}A_{11}') = \frac{\partial \rho(t_K, \rho^0, v^0)}{\partial \rho^0} + \mathcal{O}(\epsilon) + \mathcal{O}(\delta t).$$

Therefore, the invertibility of $\frac{\partial \rho(t_K, \rho^0, v^0)}{\partial \rho^0}$ with $t_K = 1$ implies the invertibility of the Jacobian matrix $A$. Combining with the assumption that $\epsilon$ and $\delta$ are sufficiently small, we obtain that $A(0)$ is invertible in a neighborhood of $Z^*$, which, together with the boundedness assumption on $\rho, v$, implies the quadratic convergence of Newton’s method.

**Remark 3.1.** Of course, the initial value problems for the multiple shooting method must be integrated numerically. We have not accounted for this in Theorem 3.1. In principle, many choices are available to integrate these initial value problems; we have used the symplectic integrators developed in [9] for Wasserstein Hamiltonian flows, without regularization by Fisher information.

**3.3. Continuation multiple shooting strategy.** In light of Theorem 3.1, and notwithstanding the need for small $\delta t$, the multiple shooting method requires the initial guess to be near the exact solution $Z^*$. To make the method robust with respect to the initial guess, we adopt a standard continuation strategy by introducing a density function $f(\mu, \nu, \lambda)$, which is smooth with respect to a homotopy parameter $\lambda \in [0, 1]$ and satisfies

$$f(\mu, \nu, 0) = \mu, \quad f(\mu, \nu, 1) = \nu. \tag{3.8}$$

The specific choice of $f$ in (3.8) depends on the initial and terminal distributions $\mu$ and $\nu$. We illustrate below with two typical situations.

(a) “Gaussian-type” densities. If $\mu(x) = K_0 \exp(-c|x-b_0|^2)$ and $\nu(x) = K_1 \exp(-c|x-b_1|^2)$, with $\int \mu dx = \int \nu dx = 1$, we choose

$$f(\mu, \nu, \lambda)(x) = K_\lambda \exp(-c|x-b_0 - \lambda(b_1-b_0)|^2)$$

with $K_\lambda$ chosen so that $\int f dx = 1$. For $\mu = K_0 \exp(-c_0|x-b_0|^2), \nu = K_1 \exp(-c_1|x-b_1|^2)$, we choose

$$f(\mu, \nu, \lambda)(x) = K_\lambda \exp(-(c_0 + \lambda(c_1-c_0))|x-b_0 - \lambda(b_1-b_0)|^2)$$

with $K_\lambda$ chosen so that $\int f dx = 1$.

(b) For general $\mu$ and $\nu$, we choose $f$ as the linear interpolant of $\mu$ and $\nu$, which is automatically normalized. That is, we take

$$f(\mu, \nu, \lambda) = (1-\lambda)\mu + \lambda\nu.$$

**Remark 3.2.** For the success of our method, it is actually important that the densities be strictly positive (see Theorem 3.1). For this reason, and especially when the densities $\mu$ and $\nu$ are exponentially decaying (like Gaussians do), we add a small positive number, which we call shift, to the densities $\mu$ and $\nu$ and re-scale them so to keep the total probabilities equal to 1. In the numerical tests in Section 4, these are the values $r_0$ and $r_1$ we use.
Using \( f \), we consider the system (3.5) with \( \lambda \) dependent boundary conditions given by \( \rho(0) = \mu \) and \( \rho(1) = f(\mu, \nu, \lambda) \). Obviously, the problem with \( \lambda_0 = 0 \) is trivial to solve (the identity map), and it can be used as initial guess for the solution at the value \( \lambda_1 = \Delta \lambda \). By gradually increasing \( \lambda \) from 0 to 1, we eventually obtain the solution for (2.2) with boundary conditions \( \mu \) and \( \nu \), which is the original Wasserstein geodesic problem we wanted to solve. This basic idea to use the solution with smaller value of \( \lambda \) as the initial guess for the boundary value problem with larger value of \( \lambda \) is well understood, and universal. In our context, it is important to note that it works because of OT problem always has an optimal map as long as \( \mu \) and \( f(\mu, \nu, \lambda) \) satisfy \( \int_{\mathbb{R}^d} |x|^2 \mu dx, \int_{\mathbb{R}^d} |x|^2 f(\mu, \nu, \lambda) dx < +\infty \) (e.g., see [25]). In turns, this implies the existence of \( v \) or \( S \) (up to \( \rho_t \)-measure 0 sets) for the BVP problem. In particular, this fact guarantees that there is a finite sequence \( \{\lambda_j\}_{j \leq L} \), \( \lambda_L = 1 \), and \( Z^*_{\lambda_L} \) will be our approximation to the exact solution \( (\rho, v) \) at the multiple shooting points.

\( Z^{[\lambda_0]} = (v^{0,(0)}, \rho^{1,(0)}, \ldots, v^{K-1,(0)}, \rho^{K-1,(0)})^T. \)

For instance, we may take \( v^{k,(0)}, k \leq K - 1 \), as constant vectors, \( \rho^{k,(0)}, k \leq K - 1 \), from linear interpolation of \( \rho^0 = \mu \) and \( \rho^1 = f(\mu, \nu, \lambda_0) \), i.e.,

\[ \rho^{k,(0)} = t_k \mu + (1 - t_k) f(\mu, \nu, \lambda_0), k \leq K - 1. \]

Finally, throughout all of our experiments, we enforced the following stopping criterion for the Newton iteration:

\[ \frac{|F(Z^{(m+1)}) - F(Z^{(m)})|}{F(Z^{(m)})} < 10^{-5}. \]

We summarize the steps in the following algorithm.

**Algorithm 1**

**Input:** Multiple shooting points \( t_k, k = 0, \ldots, K \), with \( t_0 = 0 \) and \( t_K = 1 \). Discrete densities \( \mu, \nu \), on the spatial grid of size \( \delta x \), continuation parameter \( \lambda \), max-number of Newton’s iterations \( \text{Maxits} \).

**Output:** The minimizer \( Z^* \) at the multiple shooting points;

1. Follow (3.9) and produce a initial guess \( Z_{\lambda_0}^{(0)} \);
2. Until \( \lambda_j = 1 \) or too many continuation steps, do
3. for \( m = 1, 2, \ldots, \text{Maxits} \), while (3.10) not satisfied do
4. solve \( \lambda_j \)
5. \( Z_j^{(m+1)} = Z_j^{(m)} + d^{(m)} \);
6. end for
7. \( \lambda_{j+1} = \lambda_j + \Delta \lambda \) (see Remark 3.5);
8. put \( Z_0 = Z^*_{\lambda_j} \) as the new initial guess;
9. \( j + 1 \rightarrow j \), go back to step 2.

**Remark 3.3.** Based on the output of Algorithm 1, the Wasserstein distance (or the Hamiltonian of (2.2)) can be easily obtained. From the first component \( v^{0,*} \) of \( Z^* \), we can reconstruct the initial values for \( S^0 \) as follows. The first component \( v^{0,*} = (\hat{w}^{N-1}_{w=1})_{w=1}^{N-1}, (i_w i_{w+1})_{w=1}^{N-1} \) generates the initial vector field. We first define the potential \( S \) on a fixed node \( i_0 \). Due to the connectivity of \( G \), using \( S_{i_{w+1}} = \)
we usually take $\lambda$ needed. In all tests of Section 4, except Examples 4.1 and 4.5, the continuation strategy was the remaining interval by $L$. In our tests in Section 4, use of this artificial barrier was needed only for Examples 4.6 and 4.11. To witness, in Example 4.6, we used the barrier at $10^{-5}$, and in Example 4.11 the barrier was set at $10^{-3}$. Clearly with this strategy the total mass of the numerical solution is not exactly equal to 1, but the error incurred in the total mass is at the same level of the barrier value.

Remark 3.5 (Choosing continuation steps). We implemented a very simple and conservative continuation strategy. In all of our tests, we first try to take $\lambda = 1$, to see whether the continuation is really needed. If the method does not work without continuation, we begin with a value $\lambda_0$ of $\lambda$ for which multiple shooting works (e.g., we usually take $\lambda_0 = 0.1$ as initial step), and choose a value $\Delta \lambda = \frac{1}{L} \lambda_0$ with given $L$ (e.g., $L = 10$ or $20$ is our usual choice). We then try to continue by taking steps of size $\Delta \lambda$, though if the Newton’s multiple shooting fails we decrease $\Delta \lambda$ by dividing the remaining interval by $L$ again and/or increase the value of $L$ by doubling it. In all tests of Section 4, except Examples 4.1 and 4.5, the continuation strategy was needed.

Remark 3.6 (Choosing homotopy $f(\mu, \nu, \lambda)$). Finally, for all tests with Gaussian type densities $\mu, \nu$, we use the Gaussian interpolation (a) in subsection 3.3 for $f(\mu, \nu, \lambda)$. For other examples, we use the linear interpolation (b) in subsection 3.3 for $f(\mu, \nu, \lambda)$. To exemplify, in Example 4.6, we take $f(\mu, \nu, \lambda)$ as the normalization of $\exp(-5(x_2 - 0.5 - 1.95\lambda)^2 - 5(x_1 - 1.5 - 0.95\lambda)^2) + \exp(-5(x_2 - 0.5 - 1.95\lambda) - 5(x_1 - 1.5 + 0.95\lambda))^2 + r$ and obtain a sequence of $\lambda$’s starting from $\lambda_0 = 0.1$, with $\Delta \lambda = 0.9/20$.

4. Numerical experiments

In this section, we apply Algorithm 1 to approximate the solution of several OT problems. Throughout the experiments, the Jacobian in Newton’s method is approximated by using a 1st order divided difference approximation of the derivatives. The spatial boundary conditions for the density functions are set to be homogeneous Neumann boundary conditions for all experiments except for Example 4.1, which is subject to periodic boundary conditions. Except for this Example 4.1, we do not have the exact solutions of our test problems, so we display the evolution of the density from $\mu$ to $\nu$ as indication of the quality of the approximation.

Example 4.1. Here the spatial domain is the 2-torus $T^2 = [0, 1] \times [0, 1]$, subject to periodic boundary conditions. Following the approach in [25], we define a smooth function $\phi(x_1, x_2) = \beta \sin(2\pi x_1) \sin(2\pi x_2)$, with $\beta = \frac{1}{\pi^2} (2\pi)^{-2}$, take initial density $\mu(x_1, x_2) = \det (I - D^2 \phi(x_1, x_2))$ and target density $\nu$ is the uniform distribution on $T^2$. In this case, the exact initial velocity can be explicitly given:

\[ v^0(x_1, x_2) = 2\pi \beta (\cos(2\pi x_1) \sin(2\pi x_2), \sin(2\pi x_1) \cos(2\pi x_2)), \]

and in Table 1 we measure the approximation error of our method, with respect to the spatial grid-size. As it turns out, this was a very easy problem to solve,
Table 1. The error in the velocity for Example 4.1

| dx    | Maximum Error | $L^2$-Error | Iterations |
|-------|---------------|-------------|------------|
| 1/16  | 0.00120       | 0.00068     | 4          |
| 1/32  | 0.00057       | 0.00034     | 5          |
| 1/64  | 0.00003       | 0.00017     | 6          |
| 1/128 | 0.000019      | 0.000086    | 11         |

and single shooting with a quasi-Newton approach (only one Jacobian matrix was computed and factored and then used across all iterations) solved it adequately. There was no need of adopting a continuation strategy, and we took 160 integration steps from 0 to 1. About 90% of the computation time was spent on calculating the Jacobian at the initial guess. From Table 1, we observe 1st order convergence with respect to both $L^2$ and sup norms, i.e., $\|\hat{v}^0 - v^0\|_{L^\infty}, \|\hat{v}^0 - v^0\|_{L^2}$, where $\hat{v}$ is the initial function on the grids solved by single shooting method, and $L^\infty, L^2$ denote the discrete sup norm and $L^2$ norm respectively. This is in agreement with the semi-discretization scheme we used.

**4.1. 1D numerical experiments.** Below we present results on 1-D OT problems, with one or both densities of Gaussian types. Namely, the initial and terminal distributions $\mu, \nu$ are normalizations of

\[ (4.1) \quad \hat{\mu} = \exp(-a_0(x - b_0)^2) + r_0, \quad \hat{\nu} = \exp(-a_1(x - b_1)^2) + r_1, \]

scaled so that $\int_{\mathcal{O}} \mu dx = \int_{\mathcal{O}} \nu dx = 1$. (Here, $\mathcal{O}$ is a subinterval of the real line.)

**Example 4.2.** Here we look at the performance of the multiple shooting method when varying the (truncation of the real line to the) finite interval $\mathcal{O}$, and the shift number $r$. The parameters of initial and terminal distributions $\mu, \nu$ in $(4.1)$ are $a_0 = a_1 = 15$, $b_0 = 0.4$, $b_1 = 1.4$. We take $K = 60$ multiple shooting points, spatial step size $dx = 3 \times 10^{-2}$, $N = 300$ time steps per subinterval, $r_0 = r_1 = 0.0001$ in $(4.1)$, and consider the intervals $\mathcal{O} = [0, 2]$ or $[-0.5, 2.5]$. In Fig. 4.1, we plot the evolution of density. The top figures refer to $\mathcal{O} = [0, 2]$ and show distortion in the density evolution. The bottom row refers to $\mathcal{O} = [-0.5, 2.5]$ and shows that the computation is more faithful when the truncated domain is large enough.

**Example 4.3.** Here $\mathcal{O} = [0, 2]$, the initial distribution is the uniform distribution $\mu = \frac{1}{2}$ and the terminal distribution $\nu$ is the normalized Gaussian density as the $\hat{\nu}$ used in Example 4.2 with $a_1 = 25, b_1 = 1, r_1 = 0$. The number of multiple shooting points is $K = 60$, the space stepsize $dx = 5 \times 10^{-2}$ and we take $N = 20$ integration steps for subinterval. Fig. 4.2 shows the density evolution.

**Remark 4.1.** In general, we observed that when we refine the spatial step size, the number of multiple shooting subintervals must increase in order to maintain non-negativity of the density at the temporal grids, and a successful completion of our multiple shooting method, whereas the number of integration steps on each subinterval is not as critical. See Table 2 for results on Example 4.3, which are typical of the general situation.

**Example 4.4.** This is similar to Example 4.2, but the Gaussian has a much greater variance. Let $\mathcal{O} = [-0.5, 2.5]$, $dx = 4 \times 10^{-2}$, $K = 80$, $N = 200$, and...
Figure 4.1. Example 4.2: evolution of $\rho(t)$ for truncated interval $[0, 2]$ (top) and $[-0.5, 2.5]$ (bottom).

Table 2. The relationship between $dx$, $K$ and $N$ in Example 4.3.

| $dx$  | $K$  | $N$  | success |
|-------|------|------|---------|
| 1/16  | 10   | 20   | ✓       |
| 1/32  | 10   | 40   | ✓       |
| 1/64  | 10   | 80   | ✓       |
| 1/128 | 10   | 160  | ×       |
| 1/128 | 10   | 320  | ×       |

| $dx$  | $K$  | $N$  | success |
|-------|------|------|---------|
| 1/16  | 10   | 20   | ✓       |
| 1/32  | 20   | 20   | ✓       |
| 1/64  | 20   | 20   | ×       |
| 1/128 | 40   | 20   | ✓       |
| 1/128 | 40   | 20   | ✓       |

fix the parameters of initial and terminal Gaussian distributions $\mu, \nu$ in (4.1) are $a_0 = a_1 = 50$, $b_0 = 0.4$, $b_1 = 1.4$, $r_0 = r_1 = 0.0001$. The evolution of the density is shown in Fig. 4.3, and the sharper behavior of the density evolution with respect to Figure 4.1 is apparent.

Example 4.5. This example is used to test Gaussian type distributions $\mu$ and $\nu$ with different variances. Let $\mathcal{O} = [-0.5, 2.5]$, $dx = 4 \times 10^{-2}$, $K = 80$,
Figure 4.2. the evolution of probability given $\mu$ and $\nu$ in Example 3

Figure 4.3. Evolution of probability density in Example 4.4

$N = 40$, and let the parameters of initial and terminal Gaussian distributions $\mu, \nu$ are $a_0 = 15, a_1 = 10, b_0 = 0.8, b_1 = 1.6, r_0 = r_1 = 0.0001$. The evolution of the density is shown in Figure 4.4. In this problem, we also exemplify the impact of the shifting number; as it can be seen in Figure 4.4, if the shifting number is not sufficiently small ($r_0 = r_1 = 0.01$, in this case), one ends up with spurious oscillatory behavior (presently, in $x = [0.4, 0.8]$ and $[1.7, 2.1]$).

4.2. 2D numerical experiments. Here, we give computational results for a computational domain $\mathcal{O}$ which represents a truncation of $\mathbb{R}^2$. In Examples 4.6-4.10, we always take $K = 10$ multiple shooting subintervals, $\delta x = 0.2$ as spatial step size, and $N = 30$ integration steps on each subinterval $[t_i, t_{i+1}], t_i = i/K, i = 0, \ldots, K - 1$. 
Figure 4.4. Evolution of probability density in Example 4.5 with $r = 0.0001$ (up) oscillator behaviors of probability density when $r = 0.01$ (down).

In Examples 4.6-4.7, the initial and/or terminal distributions, $\mu, \nu$, are normalizations of Gaussian type densities, namely

$$\hat{\mu} = \exp(-a_0(x_2 - b_0)^2 - c_0(x_1 - d_0)^2) + r_0,$$

$$\hat{\nu} = \exp(-a_1(x_2 - b_1)^2 - c_1(x_1 - d_1)^2) + r_1.$$  

(4.2)

Example 4.6. Spatial domain is $\mathcal{O} = [-1, 4] \times [-1, 4]$. Initial density is the normalization of the Gaussian type density $\hat{\mu}$ in (4.2), with parameters $a_0 = 5, b_0 = 0.5, c_0 = 5, d_0 = 1.5, r_0 = 0.01$. The terminal distribution is the normalization of $\hat{\nu}$ below (a two-bump Gaussian)

$$\hat{\nu} = \exp(-5(x_2 - 2.45)^2 - 5(x_1 - 2.45)^2) + \exp(-5(x_2 - 2.45)^2 - 5(x_1 - 0.55)^2) + 0.01.$$  

In Fig. 4.5, we show the contour plots of the density at different times, from which the formation of the two bumps is apparent. The surfaces of the density at $t = 0.8$ and the two components of initial velocity are shown in Fig. 4.6 and 4.7, respectively.
Example 4.6: Spatial domain is $O = [-1, 3] \times [-1, 3]$. Initial and terminal densities from (4.2) with parameters $a_0 = 2.5, a_1 = 5, b_0 = 0.5, b_1 = 1.5, c_0 = 5, c_1 = 10, d_0 = 0.3, d_1 = 1.3, r_0 = r_1 = 0.001$. Contour plots of the density evolution are in Fig. 4.8.
For the next set of examples, we choose the initial or terminal distributions as the normalization of the Laplace distribution. We use $a_0, b_0, c_0, r_0$ or $a_1, b_1, c_1, r_1$
to indicate the parameters of the Laplace type distribution given as:

\[
\hat{\mu} = \exp(-a_0|x_2 - b_0| - c_0|x_1 - d_0|) + r_0, \\
\hat{\nu} = \exp(-a_1|x_2 - b_1| - c_1|x_1 - d_1|) + r_1.
\]  

(4.3)

**Example 4.8.** Spatial domain \(\mathcal{O} = [-1, 3] \times [-1, 3]\). Initial and terminal densities are normalizations of the Laplace distributions in (4.3) with parameters \(a_0 = a_1 = 5, b_0 = 0.5, b_1 = 1.5, c_0 = c_1 = 5, d_0 = 0.6, d_1 = 1.6, r_0 = r_1 = 0.001\). Contour plots of the density evolution are in Fig. 4.9.

**Example 4.9.** Spatial domain \(\mathcal{O} = [-1, 3] \times [-1, 3]\). Initial density is the uniform distribution. Terminal density is the normalization of the Laplace distribution \(\hat{\nu}\) with parameters \(a_1 = 10, b_1 = 1.5, c_1 = 10, d_1 = 1.6, r = 0.01\). The contour plots of the density evolution are in Fig. 4.10.

**Example 4.10.** Spatial domain \(\mathcal{O} = [-1, 3] \times [-1, 3]\). Initial density is the normalization of

\[\mu = (x_1 + 1)^2(x_1 - 3)^2 + (x_2 + 1)^2(x_2 - 3)^2.\]

Terminal distribution is the normalization of \(\hat{\nu}\) in (4.3) with parameters \(a_1 = 10, b_1 = 1.5, c_1 = 10, d_1 = 1.6, r_1 = 0.01\). The contour plots of the density evolution are presented in Fig. 4.11.

**Example 4.11.** Spatial domain \(\mathcal{O} = [x_L, x_R] \times [x_L, x_R], x_L = -1, x_R = 3\). The initial density and terminal distributions are normalized Gaussian densities with parameters \(a_0 = a_1 = 50, b_0 = 0.5, b_1 = 1.5, c_0 = c_1 = 50, d_0 = 0.3, d_1 = 1.3, r_1 = r_2 = 0.001\). The contour plot of the density evolution is presented in Fig. 4.12.
5. Conclusions

In this paper, we proposed a new algorithm for the geodesic equation with $L^2$-Wasserstein metric on probability set. Our algorithm is based on the Benamou-Brenier fluid-mechanics formulation of the OT problem. Namely, we view the geodesic equation as a boundary value problem with prescribed initial and terminal probability densities. To solve the boundary value problem, we adopted the multiple
shooting method and used Newton’s method to solve the resulting nonlinear system. We further adopted a continuation strategy in order to enhance our ability to provide good initial guesses for Newton’s method. Finally, we presented several numerical experiments on challenging problems, to display the effectiveness of our algorithm.
There are many interesting questions that remain to be tackled. Surely adaptive techniques in space and time would be very desirable, especially if one wants to extend our numerical method to the Wasserstein geodesic equations in higher dimension. The concern of truncating the spatial domain to a finite computational domain has not been addressed in our work either, but this is clearly a problem of paramount importance and will require a careful theoretical estimation of decay rates of the densities involved. We expect to tackle some of these issues in future work.
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