Abstract

When formulated as an unsupervised learning problem, anomaly detection often requires a model to learn the distribution of normal data. Previous works modify Generative Adversarial Networks (GANs) by using encoder-decoders as generators and then apply them to anomaly detection tasks. Related studies also indicate that GAN ensembles are often more stable than single GANs in image generation tasks. In this work, we propose to construct GAN ensembles for anomaly detection. In this new method, a group of generators interact with a group of discriminators, so every generator gets feedback from every discriminator, and vice versa. Compared to a single GAN, an ensemble of GANs can better model the distribution of normal data and thus better detect anomalies. We also make a theoretical analysis of GANs and GAN ensembles in the context of anomaly detection. The empirical study constructs ensembles based on four different types of detecting models, and the results show that the ensemble outperforms the single model for all four model types.

Introduction

Anomaly detection is an important problem in machine learning and has a wide range of applications such as fraud detection (Abdallah, Maarof, and Zainal 2016; Kou et al. 2004), intrusion detection (Garcia-Teodoro et al. 2009), and event detection (Atefeh and Khreich 2015). In most anomaly detection problems, only samples of normal data are given, and the task is to detect anomalies that deviates from normal data. A large class of anomaly detection algorithms (Hodge and Austin 2004; Gupta et al. 2013; Chalapathy and Chawla 2019) directly or indirectly model the data distribution and then report samples atypical in the distribution as anomalies.

Generative Adversarial Networks (GAN) (Goodfellow et al. 2014), which are flexible models for learning data distributions, provide a new set of tools for anomaly detection. A GAN consists of a generator network and a discriminator network, which learn a data distribution through a two-player game. Several studies apply GANs to anomaly detection, such as AnoGAN (Schlegl et al. 2017), f-AnoGAN (Schlegl et al. 2019), EGBAD (Zenati et al. 2018), GANomaly (Akay, Atapour-Abarghouei, and Breckon 2018), and Skip-GANomaly (Akay, Atapour-Abarghouei, and Breckon 2019). All these models use an encoder-decoder as the generator since the generator of a vanilla GAN cannot check a sample. A synthetic sample from the decoder is either a reconstruction of a real sample or a new sample. The discriminator needs to distinguish synthetic samples and normal samples, so the discriminator acquires the ability of differentiate anomalies from normal data. For the discriminator, the training is the same as binary classification but avoids manual labeling of training data (Liu and Fern 2012). The anomaly score is usually computed by checking the reconstruction of a sample and the internal representation of a sample in the discriminator. These models perform well in a series of detection tasks.

There still lacks a thorough understanding of the role of adversarial training in anomaly detection. Theoretical analysis (Goodfellow et al. 2014; Arora et al. 2017) indicates that the discriminator should do no better than random guessing at the end of an ideal training procedure. However, the internal representation of a discriminator is very effective in differentiating normal samples and anomalies in practice. Then there is a gap between theory and practice: how does the discriminator characterize normal samples’ distribution?

Training a GAN is challenging because it needs to optimize multiple deep neural networks in a min-max problem. The optimization often has stability issues. If neural networks are not carefully regularized, there are also problems of mode collapse. Recent works show multiple generators or/and discriminators help to overcome those problems. Several studies (Durugkar, Gemp, and Mahadevan 2016; Neyshabur, Bhojanapalli, and Chakrabarti 2017) use multiple discriminators to provide stable gradients to the generator, making the training process more smooth. Multiple generators, which essentially defines a distribution mixture, can capture multiple data modes (Hoang et al. 2018). Arora et al. (2017) analyzes the equilibrium of GAN models and show that a mixture of both generators and discriminators guarantees an approximate equilibrium in a GAN’s min-max game. These ensemble methods have improved the performance in various generation tasks.

In this work, we propose to use GAN ensembles for anomaly detection. A GAN ensemble consists multiple
encoder-decoders and discriminators, which are randomly paired and trained via adversarial training. In this procedure, an encoder-decoder gets feedback from multiple discriminators while a discriminator sees “training samples” from multiple generators. The anomaly score is the average of anomaly scores computed from all encoder-decoder-discriminator pairs. This ensemble method works for most existing GAN-based anomaly detection models.

We further analyze GAN models in the context of anomaly detection. The theoretical analysis refines the function form of the optimal discriminator in a WGAN (Arjovsky, Chintala, and Bottou 2017). The analysis further explains why the discriminator helps to identify anomalies and how GAN ensemble improves the performance.

In the empirical study, we test the proposed ensemble method on both synthetic and real datasets. The results indicate that ensembles significantly improve the performance over single detection models. The empirical analysis of vector representations verifies our theoretical analysis.

**Background**

The anomaly detection problem is formally deﬁned as follows. Let \( \mathbf{X} \) be a training set of \( N \) normal data samples, \( \mathbf{X} = \{ x_n \in \mathbb{R}^d : n = 1, \ldots, N \} \) from some unknown distribution \( \mathcal{D} \). There is also a test sample \( x' \in \mathbb{R}^d \), which may or may not be from the distribution \( \mathcal{D} \). The problem of anomaly detection is to train a model from \( \mathbf{X} \) such that the model can classify \( x' \) as normal if \( x' \) is from the distribution \( \mathcal{D} \) or abnormal if \( x' \) is from a different distribution. The model often computes an anomaly score \( y' \in \mathbb{R} \) for \( x' \) and decide the label of \( x' \) by thresholding \( y' \).

Anomaly detection essentially depends on the characterization of the distribution of normal samples. Adversarial training, which is designed to learn data distributions, suits the task well. Models based on adversarial training usually have an encoder-decoder as the generator and a classiﬁer as the discriminator. Previous models such as f-AnoGAN, EGBAD, GANomaly, and Skip-GANomaly all share this architecture. It is important to have an encoder-decoder as the generator because a detection model often needs the low-dimensional encoding of a new sample. Below is a review of these models.

The generator consists of an encoder \( G_e(\cdot; \phi) : \mathbb{R}^d \rightarrow \mathbb{R}^d' \), which is parameterized by \( \phi \), and a decoder \( G_d(\cdot; \psi) : \mathbb{R}^d' \rightarrow \mathbb{R}^d \), which is parameterized by \( \psi \). The encoder maps a sample \( x \) to an encoding vector \( z \) while the decoder computes a reconstruction \( \hat{x} \) of the sample from \( z \).

\[
z = G_e(x; \phi), \quad \hat{x} = G_d(z; \psi).
\]

Skip-GANomaly uses U-Net with skip connections as the encoder-decoder, which does not compute \( z \) explicitly.

The discriminator \( D(\cdot; \gamma) \), which is parameterized by \( \gamma \), takes a sample and predicts the probability of the sample being from the data \( \mathbf{X} \) instead of the generator. In the context of WGAN, the critic function plays a similar role as a discriminator, so it is also denoted by \( D(\cdot; \gamma) \) and called as “discriminator” for easy discussion. The discriminator \( D(\cdot; \gamma) \) should give higher values to normal data samples than reconstructions. The discriminator from a vanilla GAN and a WGAN has the form of \( u = D(x; \gamma) \). In a EGBAD model, which is based on a BiGAN, the discriminator takes both a sample and its encoding as the input, so it has the form of \( u = D((x, G_e(z)); \gamma) \).

Since a model consists of an encoder-decoder and a discriminator, the training often considers losses inherited from both models. The adversarial loss is from GAN training. The losses are defined as follows when the discriminator works in three GAN types (vanilla GAN, WGAN, and BiGAN).

\[
L_{\text{a-g}}(x) = \log D(x) + \log (1 - D(G_d(G_e(x)))) \quad (2)
\]
\[
L_{\text{a-wg}}(x) = D(x) - D(G_d(z)) \quad (3)
\]
\[
L_{\text{a-bg}}(x) = \log D(x, G_e(x)) + \log (1 - D(G_d(z), \tilde{z})) \quad (4)
\]

In \( L_{\text{a-g}}(x) \), the sample from the generator is the reconstruction of the original sample. The WGAN objective will be used by f-AnoGAN, which does not train the generator \( G_e(\cdot; \phi) \) in the objective, so \( L_{\text{a-wg}}(x) \) has no relation with \( \phi \). An encoding \( \tilde{z} \) in (3) or (4) is sampled from a prior distribution \( p(z) \), e.g., multivariate Gaussian distribution, so \( L_{\text{a-wg}}(x) \) and \( L_{\text{a-bg}}(x) \) are considered as stochastic functions of \( x \).

The second type of loss is the reconstruction loss, which is inherited from encoder-decoders. The loss is the difference between a reconstruction and the original sample. The difference is measured by \( \ell \)-norm with either \( \ell = 1 \) or \( \ell = 2 \).

\[
L_r(x) = \|x - G_d(G_e(x))\|_\ell^p \quad (5)
\]

Previous research also indicates that the hidden vector \( h \) of a sample in the last hidden layer of the discriminator \( D(\cdot; \gamma) \) is often useful to differentiate normal and abnormal samples. Denote \( h = f_D(x; \gamma) \) as the hidden vector of \( x \) in \( D(x; \gamma) \), then the discriminative loss based on \( h \) is

\[
L_d(x) = \|f_D(x) - f_D(G_d(G_e(x)))\|_\ell^p \quad (6)
\]

The GANomaly model also considers the difference between the encoding vectors of a normal sample \( x \) and its reconstruction \( \hat{x} \). Particularly, it uses a separate encoder \( G_e(\cdot; \hat{\phi}) \) to encode the recovery \( \hat{x} \). Then the encoding loss is

\[
L_e(x) = \|G_e(x; \hat{\phi}) - G_e(G_d(G_e(x); \hat{\phi})\|_\ell^p \quad (7)
\]

Equation (7) explicitly indicates that the parameters \( \phi \) and \( \hat{\phi} \) of the two encoders are different.

To train their discriminators, these GAN models need to maximize the adversarial loss.

\[
\max_{\gamma} \sum_{i=1}^{N} L_a(x_i; \phi, \psi, \gamma) \quad (8)
\]

Here \( L_a \) can be any of the three losses in (2), (3), and (4). This equation explicitly shows all trainable parameters in the loss function.

To train their generators, different models minimize some of the four losses mentioned above. We write their objective...
in a general form.

\[
\min_{\phi, \psi, \tilde{\phi}} \sum_{i=1}^{N} \alpha_1 L_e(x_i; \phi, \psi, \gamma) + \alpha_2 L_r(x_i; \phi, \psi) + \alpha_3 L_e(x_i; \phi, \psi, \tilde{\phi}) + \alpha_4 L_d(x_i; \phi, \psi, \gamma)
\]  

(9)

F-AnoGAN (Schlegl et al. 2019) trains the decoder and encoder separately: it first trains the decoder \(G_e(\cdot; \phi)\) and the discriminator \(D(\cdot; \gamma)\) by setting \(\alpha_2 = \alpha_3 = \alpha_4 = 0\), then it trains the encoder with the decoder and the discriminator fixed and \(\alpha_1 = \alpha_3 = 0\).

After training a model, we need to compute an anomaly score \(A(x')\) for a test instance \(x'\). The anomaly score is usually a weighted sum of the reconstruction loss and the discriminative loss.

\[
A(x') = L_r(x') + \beta L_d(x')
\]  

(10)

The relative weight \(\beta\) is usually empirically selected. The exception is GANomaly, which uses the encoding loss \(L_e(x') = L_d(x')\) as the anomaly score. The higher an anomaly score is, the more likely \(x'\) is an anomaly.

### Proposed Approach

In this work, we propose an ensemble learning framework for anomaly detection based on GAN models. We will have multiple generators and discriminators, which are parameterized differently. We define \(I\) generators, \(G = \{G_e(\cdot; \phi_i), G_d(\cdot; \psi_i)\} : i = 1, \ldots, I\), and \(J\) discriminators \(D = \{D(\cdot; \gamma_j) : j = 1, \ldots, J\}\). A single generator or discriminator is the same as that of a base model. GANomaly has two encoders, so its generators are \(G = \{G_e(\cdot; \phi_i), G_d(\cdot; \psi_i); G_e(\cdot; \tilde{\phi}_i)\} : i = 1, \ldots, I\}\) in this framework. We will omit \(G_e(\cdot; \tilde{\phi}_i)\) in the following discussion, but the optimization with GANomaly should be clear from the context.

In the adversarial training process, we pair up every generator with every discriminator. Then a generator is critiqued by every discriminator, and a discriminator receives synthetic samples from every generator. In our method, we do not use weights for generators or discriminators as (Arora et al. 2017) since we want to sufficiently train every generator and every discriminator.

With multiple pairs of generators and discriminators, the adversarial loss and the discriminative loss are both computed from all generator-discriminator pairs. Denote the losses between each generator-discriminator pair \((i, j)\) by

\[
L_a^{ij} = L_a(x; \phi_i, \psi_j, \gamma_j), \quad L_d^{ij} = L_d(x; \phi_i, \psi_j, \gamma_j).
\]  

(11)

Here \(L_a(x; \phi_i, \psi_j, \gamma_j)\) can be any of the three adversarial loss functions defined in (2), (3), and (4). We explicitly write out parameters of the pair of generator and discriminator to show the actual calculation.

Similarly denote the recovery loss and the encoding loss of a single generator \(i\) by

\[
L_r^i = L_r(x; \phi_i, \psi_i), \quad L_e^i = L_e(x; \phi_i, \psi_i)
\]  

(12)

Then we maximize the sum of adversarial losses to train discriminators while minimize the sum of all losses to train generators. The training objectives are as follows.

\[
\max_{(\gamma_i)_{i=1}^I} \sum_{i=1}^I \sum_{j=1}^J L_a^{ij}
\]

(13)

\[
\min_{(\phi_i, \psi_i)_{i=1}^I} \sum_{i=1}^I \sum_{j=1}^J \alpha_1 L_a^{ij} + \alpha_2 L_r^i + \alpha_3 L_d^{ij} + \alpha_4 L_e^i
\]

(14)

This ensemble method works with all base models reviewed in the last section. The training of the ensemble is shown in Figure 1.

**Batch training** In one training iteration we update only one generator-discriminator pair instead of all generators and discriminators. Particularly, we randomly pick a generator and a discriminator and compute the loss with a random batch of training data. With the spirit of stochastic optimization, we still optimize the objectives in (13) and (14). The training algorithm is shown in Algorithm 1. Note that the training does not take as much as \((IJ)\) times of the training time of a base model – it is much faster than that. This is because a generator is updated once in \(I\) iterations on average, and a discriminator is similar. In actual implementations, small \(I\) and \(J\) values (e.g. \(I = J = 3\)) often provide significant performance improvement. The training of the model is shown in Algorithm 1.

**Anomaly scores** The anomaly score of the ensemble \(A(x')\) for a new instance \(x'\) is the average of anomaly scores from multiple generators and discriminators.

\[
A(x') = \frac{1}{IJ} \sum_{i=1}^I \sum_{j=1}^J A(x'; \phi_i, \psi_j, \gamma_j).
\]  

(15)

The average of anomaly scores helps to smooth out spurious scores if a model is not well trained at a specific test instance.

### Analysis

Previous analysis of the GAN equilibrium (Goodfellow et al. 2014; Mescheder, Geiger, and Nowozin 2018) indicates that
the discriminator does no better than random guesses at the equilibrium in the ideal case. In practice, however, the discriminator at convergence actually gives large values to training samples and small values to samples that are far away. The gap might be attributed to the assumption of real data distribution and analyze the discriminator in the context of anomaly detection.

We focus on the Wasserstein GAN (Arjovsky, Chintala, and Bottou 2017; Zhou et al. 2019), and the analysis directly applies to f-AnoGAN. Suppose the critic function $D(\cdot)$ (also called as discriminator in the discussion above) is only restricted by the 1-Lipschitz condition. Given a generator $G_d(\cdot)$, the maximization objective of $D(\cdot)$ is (Arjovsky, Chintala, and Bottou 2017)

$$\max_{\|D(\cdot)\|_{L_1} \leq 1} \mathbb{E}_{x \sim \text{unif}(X)} [D(x)] - \mathbb{E}_{x \sim G_d(\cdot)} [D(x)]$$  \hspace{1cm} (16)

Here we consider training samples only because the training use these samples instead of an imaginary real distribution.

To define the Lipschitz continuity, we assume there is a norm $\|\cdot\|$ defined for the sample space $\mathbb{R}^d$. $D(\cdot)$ is restricted to be 1-Lipschitz with respect to this norm. The following theorem shows that the function $D(\cdot)$ is decided by it function values $\{D(x_i) : i = 1, \ldots, N\}$ on real samples $X$ and the support $\mathcal{S}$ of the generator $G_d(\cdot)$.

**Theorem 1.** Assume the generator $G_d(\cdot)$ defines a continuous distribution that has positive density on its support $\mathcal{S}$. Suppose the optimizer $D^*(\cdot)$ of (16) takes values $(D^*(x_i) : i = 1, \ldots, N)$ on training samples $X$, then it must have the following form,

$$D^*(x) = \max_i D^*(x_i) - \|x - x_i\|, \quad \forall x \in \mathcal{S}. \hspace{1cm} (17)$$

Furthermore, the value of $D^*(x)$ for $x \notin (\mathcal{S} \cup X)$ does not affect the objective (16).

**Proof.** We first show that $D^*(x)$ achieves the smallest value on any sample in $\mathcal{S} - X$ under the 1-Lipschitz constraint. Let

$$x' \in \mathcal{S} - X$$

and

$$i' = \arg \max_i D^*(x_i) - \|x' - x_i\|$$

Then we show that $D^*(\cdot)$ itself is 1-Lipschitz. Suppose we have another sample $x'' \in \mathcal{S} - X$ and $i'' = \arg \max_i D^*(x_i) - \|x'' - x_i\|$, then $D^*(x'') = D^*(x_i') - \|x'' - x_i'\|$. We have $D^*(x'') - D^*(x_i') = \|x'' - x_i'\| \leq \|x_i' - x_i''\| + \|x_i'' - x_i'\| \leq \|x_i' - x_i''\|$ by the triangle inequality. We also have $D^*(x'') - D^*(x_i'') \geq -\|x_i' - x_i''\|$ by switching $x'$ and $x''$ and using the same argument. Therefore, $D^*(x)$ is 1-Lipschitz.

For $x \notin (\mathcal{S} \cup X)$, $D^*(x)$ is not considered in the calculation in the objective, so it does not affect the objective.

An illustration of $D^*(x)$ is shown in Figure 2. □

From the theorem, we form two views about why a discriminator helps to identify anomalies.

**Anomalies at the discriminator** The theorem indicates that the discriminator should give small values to samples that are generated by the generator, particularly those that are far from training samples. On purpose the generator should not generate only training samples. The generated samples that are very different from training samples become "positive samples" (e.g. shirts with asymmetrical sleeves) of anomalies for the discriminator, then the discriminator is trained to give small values to these samples and also anomalies. A similar principle should exist in other types of GANs. This explains why we can include discriminator outputs in anomaly scores (Zenati et al. 2018).

The hidden vector in the last layer of the discriminator is often very different for an anomaly and its reconstruction. The difference is also used to compute an anomaly score in (6) in f-AnoGAN, EGBAD, and Skip-GANomaly. The reconstruction of an anomaly is often like a normal example because the unique property of an anomaly often cannot go through the encoder. In Figure 1, the sample "0" is the abnormal class, and its reconstructions are more like normal samples. Then the discriminator gives very different values to an anomaly and its reconstruction. These values are just a linear transformations of hidden vectors in the last layer, so the hidden vector of an anomaly is different from that of its reconstruction. A normal sample and its reconstruction are often very similar, and their hidden vectors are also similar, so a normal sample has small discriminative loss.
Reconstruction guided by the discriminator. We have the form of the ideal discriminator \( D^* (\cdot) \) given the norm \( \| \cdot \| \), but it is hard to find such a norm used by the discriminator. We can get some information about the norm by considering two similar samples, e.g., \( x_i \) and \( x' \) when \( x' \) is a good reconstruction of a normal sample \( x_i \). The training sample \( x_i \) is likely to be nearest to \( x' \) among all training samples, and then \( \| x' - x_i \| = (D^*(x_i) - D^*(x')) \). The minimization of (16) with respect to the generator is essentially the minimization of \( \| x' - x_i \| \), which corresponds to the minimization of \( \| x' - x_i \|^2 \) in an encoder-decoder. Therefore, a discriminator implicitly defines a norm over samples. The adversarial loss, which is like a reconstruction loss using this norm, guides the training of the encoder-decoder.

The benefit of GAN ensembles. Previous research (Arora et al. 2017) shows that multiple generators helps to capture data modes and provide synthetic samples with varieties. Multiple generators are also likely to have a larger joint support \( S \) than a single one. Therefore, the generator ensemble trains a discriminator better than a single model. Our experiments later show that the training of discriminators is very important to anomaly detection.

Experiments. In this section, we evaluate the proposed method in several anomaly detection tasks. We also design experiments to analyze the method.

We evaluate our method against baseline methods on four datasets. KDD99 (Dua and Graff 2019) is a dataset for anomaly detection. OCT (Kermany et al. 2018) has three types with small number of samples, and these three classes are treated as normal classes. MNIST (LeCun and Cortes 1998) and CIFAR-10 (Krizhevsky, Hinton et al. 2009) are datasets for multiclass classification. We leave a class as the abnormal class and use other classes as normal data. Among these four datasets, MNIST and CIFAR-10 contain low-resolution images, OCT has high-resolution images from clinical applications, and KDD99 is a non-image dataset.

We consider four base models in our proposed framework: f-AnoGAN (Schlegl et al. 2019), EGBAD (Zenati et al. 2018), GANomaly (Akcay, Atapour-Abarghouei, and Breckon 2018) and Skip-GANomaly (Akcay, Atapour-Abarghouei, and Breckon 2019). Then we have four types of ensembles, which are compared against their respective base models. All the experiments are conducted using three \( I = 3 \) generators and three \( J = 3 \) discriminators. \( I \) and \( J \) are chosen for a good tradeoff between running time and performance. The implementation is available at https://github.com/tufts-ml/GAN-Ensemble-for-Anomaly-Detection.

Comparisons of Detection Performances. MNIST dataset. MNIST has 10 classes of hand-written digits from 0 to 9. From it we construct 10 anomaly detection tasks, treating each class as abnormal and using other classes as normal. We compare three ensemble methods and three base models using the AUROC score as the evaluation measure. Table 1 reports performances of different methods. Ensemble methods are indicated by the superscript \( \text{en} \). In the comparison of an ensemble and its corresponding base model, the better result is underscored. The best result across all models is emboldened. The performance values of EGBAD and GANomaly are taken from their original papers.

In general, ensemble methods have superior performance over their corresponding base models on most of the 10 classes. For classes 1, 3, 7, and 9, the best ensemble method improves more than 0.1 in AUROC over baseline methods. On average, the performances of f-AnoGAN and GANomaly improve the performances of their respective base models by 0.07 and 0.23. We do not include Skip-GANomaly because it performs poorly on the MNIST dataset.

| Method       | AUROC | AUROC | AUROC | AUROC | AUROC | AUROC | AUROC | AUROC | AUROC | AUROC | AUROC | AUROC | average |
|--------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|---------|
| f-AnoGAN     | 0.895 | 0.699 | 0.863 | 0.785 | 0.781 | 0.761 | 0.896 | 0.702 | 0.889 | 0.860 | 0.799 |
| EGBAD        | 0.782 | 0.298 | 0.663 | 0.511 | 0.458 | 0.429 | 0.571 | 0.385 | 0.521 | 0.342 | 0.496 |
| GANomaly     | 0.881 | 0.661 | 0.951 | 0.796 | 0.809 | 0.868 | 0.859 | 0.671 | 0.653 | 0.533 | 0.673 |

Table 1. AUROC results on the MNIST dataset. Ensemble methods generally outperform base models.

| Method       | AUROC | AUROC | AUROC | AUROC | AUROC | AUROC | AUROC | AUROC | AUROC | AUROC | AUROC | AUROC | average |
|--------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|---------|
| Skip-GANomaly | 0.911 | 0.791 | 0.901 | 0.691 | 0.766 | 0.937 | 0.764 | 0.992 | 0.703 | 0.991 | 0.917 | 0.868 |

Table 2. AUROC results on the CIFAR-10 dataset. Ensemble methods generally outperform base models.
Table 3. AUROC results on the OCT dataset. Ensemble methods generally outperform base models.

| Method     | CNV  | DME  | DRUSEN | overall |
|------------|------|------|--------|---------|
| f-AnoGAN   | 0.863| 0.754| 0.610  | 0.666   |
| EGBAD      | 0.793| 0.782| 0.601  | 0.610   |
| GANomaly   | 0.852| 0.796| 0.543  | 0.637   |
| Skip-GANomaly | 0.915| 0.929| 0.609  | 0.766   |

Table 4. Performance comparison on the KDD99 dataset. Ensembles outperform base models and other baselines.

| Method     | Precision | Recall | F1     |
|------------|-----------|--------|--------|
| OC-SVM     | 0.746     | 0.8526 | 0.795  |
| DSEBM-r    | 0.852     | 0.647  | 0.733  |
| DSEBM-e    | 0.862     | 0.645  | 0.740  |
| DAGMM      | 0.929     | 0.944  | 0.937  |
| EGBAD      | 0.920     | 0.958  | 0.939  |
| f-AnoGAN   | 0.935     | 0.986  | 0.960  |
| EGBAD++   | 0.972     | 0.960  | 0.966  |
| f-AnoGAN++ | 0.967     | 0.990  | 0.979  |

Figure 3. ROC curves of different models on the OCT dataset with “overall” being the anomalous class.

CIFAR-10 dataset  CIFAR-10 has 10 classes of images of size 32 × 32. Every time one class is treated as anomalous, and other classes are used as normal data. All four base models and their ensembles are compared and evaluated by AUROC scores. The performance values of EGBAD, GANomaly, and Skip-GANomaly are taken from the original papers.

We report AUROC scores of all models in Table 2. Ensembles constructed from f-AnoGAN and GANomaly outperform their corresponding base models on all 10 classes. The improvements from our ensemble method for EGBAD and Skip-GANomaly are also apparent in the results. The ensemble of Skip-GANomaly models, which performs the best on 7 out of 10 classes, is generally the best model for this dataset.

OCT dataset  OCT contains high-resolution clinical images. It has three small classes (CNV, DME, DRUSEN) and a large class of images. We use the large class as normal data; then, we use three small classes separately as anomalous classes and use the three classes together as a single anomalous class (denoted as “overall”).

Table 3 shows AUROC performances of different methods over four types of anomaly categories (CNV, DME, DRUSEN, and overall). The ensemble method’s benefit is more obvious in this dataset: except Skip-GANomaly on the DME class, all ensemble models show significant performance improvements on all anomaly classes. Particularly on the DRUSEN class, the ensemble of Skip-GANomaly has a much better performance than all base models. Figure 3 shows ROC Curves for all single models as well as ensemble models. This result indicates that an ensemble model can make reliable decisions in medical applications.

KDD99 dataset  KDD99 (Dua and Graff 2019) is a benchmark dataset for anomaly detection. Each sample in it is a 122-dimensional vector. We compare ensembles of EGBAD and f-AnoGAN against two base models and four other baselines (OC-SVM (Schölkopf et al. 2001) , DSEBM (Zhai et al. 2016) , DAGMM (Zong et al. 2018)). We do not include GANomaly and Skip-GANomaly because they are designed for image data. Following prior work, we use precision, recall, and F1-score to evaluate methods in comparison. The performance values of EGBAD, f-AnoGAN, and other baselines are from their original papers, except that the performance values of OC-SVM are from (Zhai et al. 2016).

The results in Table 4 show that the two ensemble models constructed from f-AnoGAN and EGBAD outperform base models by all evaluation measures. The ensemble of f-AnoGAN outperforms all baseline methods.

Framework Analysis

Analysis of ensemble sizes  In this experiment, we check how ensemble sizes affect performances. We vary the ensemble sizes in {1, 3, 5, 7} and keep the same number of generators and discriminators. We test these configurations on the CIFAR-10 dataset with skip as the anomalous class. Figure 5 shows that there is a significant improvement from size 1 (a single model) to size 3. The average increase of AUROC is 35.9% across all models. However, the performance gain from size 3 to size 7 is often marginal. In our experiment with I = J = 3, the ensemble takes about 3 times of a base model’s running time. Note that every generator or discriminator in an ensemble is updated once in every 3 iterations. As a rule of thumb, ensembles of size 3 works the best for all tasks in our experiments considering both performance and running time.

Analysis of encoding vectors and hidden vectors  We analyze encoding vectors and hidden vectors of normal and abnormal samples to understand why an ensemble significantly improves the performance of a base model. Note that when a sample is present to a GAN, we get an encoding vector from the encoder and a hidden vector from the discriminator’s last hidden layer. For an ensemble method, we take the average
Figure 4. Latent analysis for discriminator and generator

Figure 5. Difference detection performances with different ensemble sizes: $I = J \in \{1,3,5,7\}$.

of encoding vectors and hidden vectors from multiple models.

We first check encoding vectors. From (a) and (d) in Figure 4, we see that encoding vectors of normal samples and abnormal samples are mixed together. This is because the encoder does not encode the unique properties of abnormal samples because the encoder is trained to compress common patterns. Then it means that the reconstruction of abnormal samples will be like normal samples.

We then check hidden vectors of normal samples from the discriminator. Figure 4 (b) shows that training and testing samples get different representations in the discriminator in a base model. It means that the discriminator of a single model might overfit the training data. The ensemble seems to train better discriminators by checking (e), which shows that representations of training and test samples are very similar.

We also check hidden vectors of abnormal samples and their reconstructions. From Figure 4 (c), we see that the discriminator of a single model cannot distinguish test samples and abnormal samples, then the detection performance is not optimal. Figure 4 (f) shows that hidden vectors of abnormal samples are far from test normal samples. At the same time, the reconstructions of abnormal samples are similar to normal samples, which is consistent with our observation in (d). Then the difference between an anomaly and its reconstruction is likely to be large in (6), then the anomaly will have a large score.

In summary, the experimental analysis verifies our theoretical analysis in . It shows how the ensemble improves the training of discriminators and also the computation of anomaly scores.

We further verify that the ensemble mainly improves the second term of the calculating of anomaly scores in (10). We vary the value of the relative weight $\beta$ of the reconstruction loss and the discriminative loss and check detection performances. Figure 6 shows the results. As $\beta$ increases, the discriminative loss contributes larger fractions to anomaly scores, and the detection performance improves. It means the discriminative loss is important for anomaly detection. Compared with a single model, the ensemble benefits more from large $\beta$ values. It indicates that an ensemble mainly improves the discriminative loss over a base model, as shown in our analysis above.

**Conclusion**

This work introduces ensemble learning to GAN-based anomaly models for anomaly detection. Extensive experiments show that the ensemble method achieves superior results across various applications over single models. We conduct theoretical analysis to rigorously explain why the discriminator of a GAN is very useful for anomaly detection and why an ensemble further improves the training of discriminators. Our experimental analysis of encoding vectors and hidden vectors verifies our theoretical analysis and further shows the benefit of ensemble learning.
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