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Abstract—Among other remote sensing technologies, synthetic aperture radar (SAR) has become firmly established in the practice of oceanographic research. Despite solid experience in this field, comprehensive knowledge and interpretation of ocean/sea and vessel wave signatures on radar images are still very challenging. This is not only due to the complex mechanisms involved in the SAR imaging of moving waves: Many technical parameters and scanning conditions vary for different SAR platforms, which also imposes some restrictions on the cross-analysis of their respective images. Numerical simulation of SAR images, on the other hand, allows the analysis of many radar imaging parameters including environmental, ship, or platform related. In this paper, we present a universal simulation framework for SAR imagery of the sea surface, which includes the superposition of sea-ship waves. This paper is the first attempt to cover exhaustively all SAR imaging effects for the sea waves and ship Kelvin wakes scene. The study is based on well proven concepts: the linear theory of sea surface modeling, Michell thinship theory for Kelvin wake modeling, and ocean SAR imaging theory. We demonstrate the role of two main factors that affect imaging of both types of waves: (i) SAR parameters and (ii) Hydrodynamic related parameters such as wind state and Froude number. The SAR parameters include frequency (X, C, and L-band), signal polarization (VV, HH), mean incidence angle, image resolution (2.5, 5 and 10 m), variation by scanning platform (airborne or spaceborne) of the range-to-velocity (R/V) ratio, and velocity bunching with associated shifting, smearing and azimuthal cutoff effects. We perform modeling for five wave frequency spectra and four ship models. We also compare spectra in two aspects: with Cox and Munk’s probability density function (PDF), and with a novel proposed evaluation of ship wake detectability. The simulation results agree well with SAR imaging theory and the example of a real SAR image. The study gives a fuller understanding of radar imaging mechanisms for sea waves and ship wakes.

Index Terms—Synthetic aperture radar (SAR), SAR imagery simulation, sea wave spectrum, Kelvin ship wake, velocity bunching.

I. INTRODUCTION

REMOTE sensing for oceanography and ocean engineering has seen many studies focusing on Synthetic Aperture Radar (SAR) imaging technologies in recent decades. SAR images provide useful information on ocean state, including wind speed and direction, gravity waves, swells, currents, sea-ice structures, and meteorological and environmental conditions in bodies of water. SAR imaging is used extensively to observe vessels and their wave signatures, in order to monitor port traffic and so on. Although SAR has been used in ocean research for over fifty years, the understanding and application of ocean radar scenes are still being actively developed, and there remain unresolved issues in the interpretation of SAR images. The physical principle of SAR imaging of moving waves is complicated, involving multiple factors, which are difficult to disambiguate. This problem can generally be approached from two perspectives. The first approach involves consideration of the SAR configuration geometry such as the direction of scanning (left or right-looking antenna), choice of platform (airborne or satellite-based), in conjunction with the range-to-velocity (R/V) ratio and scanning parameters including image resolution, incidence angle, and electromagnetic properties (i.e. frequency and polarization of the signal). The second approach involves a combination of linear and nonlinear radar imaging mechanisms such as real aperture radar (RAR), including tilt and hydrodynamic modulations (predominately in scanning or range direction), and specific SAR imaging process. The latter mainly relate to the azimuth direction and arise from variation of the radial velocities of the sea surface scatterers. These are commonly referred to in the literature as facets. This mechanism is usually approximated using time-dependent or velocity bunching models [1]–[3], although other imaging models [4] have also been proposed in the past. The contribution of the hydrodynamic component of moving waves to the SAR image formation must also be considered, with larger orbital velocities of water particles corresponding to greater image degradation. The existence of ship wakes signatures in SAR images is determined by vessel parameters and ambient sea state, as well as SAR scanning parameters. Higher wind velocity [5]–[8] or high sea wave amplitude reduces the visibility of transverse and divergent waves, leaving only the central turbulent wake, and then the external boundary of the wake, which is formed by cusp waves. All the parameters and processes described above are usually closely related and in combination can either distort or enhance SAR images of wakes. This creates difficulties in the analysis and interpretation of real radar images. One of the main limitations of SAR systems, therefore, is their sensitivity to the motion of targets, which results in a distorted phase history of the backscattered signal.

There is now a wide range of spaceborne SAR missions, such as TerraSARX, COSMO-SkyMed, NovaSAR-1, ICEYE-1, ALOS-2 and Sentinel-1, which are capable of producing very high spatial resolutions. However, not all SAR mis-
tions can provide the best wave imaging results, the reasons for which are complex and go beyond the single factor of “image resolution”. For example, higher satellite orbital altitude increases $R/V$ ratio, as is the case for example with Sentinel-1, and this leads to additional image degradation and azimuthal cut-off of gravity waves with small wavelengths, which includes vessel wakes. Although in recent years there has been an increasing number of calls to make data freely available for research purposes, it remains the case that most sources of real SAR data are proprietary, and access to them is, therefore, limited. This incentivizes the simulation of SAR images. The use of simulators also advances the state-of-the-art by developing new methods for processing real SAR images, and simulation is useful for the planning of new SAR missions. The central factor in forming radar images of the sea is an approximation of the backscattering power from the water surface. The methodological basis for simulating reflections of a radar signal from the sea surface is derived from the fundamental theoretical framework of electromagnetic (EM) wave scattering from rough surfaces, including: Geometrical Optics (GO) [9], [10], Phase Perturbation Model (PPM) [11], [12], Integral Equation Model (IEM) [13], Full Wave Model (FWM) [14], Facet Approach (FA) [15], Small Slope Approximation (SSA), for first order SSA-1 [16] and second order SSA-2 [17], and many others [18]. It is first necessary to note that the radar scattering mechanisms can be divided into Bragg scattering and non-Bragg scattering, associated with specular (or quasi-specular) reflection, and breaking waves [19]. In the literature, for both scattering mechanisms a good amount of theoretical work has already been conducted. For the specular reflection region, with incidence angles about $0^\circ \sim 20^\circ$, the Kirchhoff Approximation (KA) [20], also known as the Physical Optics (PO) method, has been developed. The contribution of breaking waves in a normalized radar cross-section (NRCS) has been investigated in numerous works [19], [21]–[24]. At moderate incidence angles ($20^\circ \sim 70^\circ$ for VV, and $20^\circ \sim 60^\circ$ for HH polarization), the dominant mechanism is Bragg scattering. Here, the Small Perturbation Model (SPM) [25] was developed, and then later the Two-Scale Model (TSM) [26], [27], which is based on composite surface Bragg theory [26], [29], [30]. The TSM is probably the most prominent simulation method today. A three-scale model [31] has also been used, which took into account the impact of intermediate-scale waves.

In the TSM the wind wave spectrum is divided into two regions with the purpose of separating the large-scale (long waves) and small-scale (capillary waves) roughness elements. This partitions the wavefield into deterministic and statistical computations. Unlike the SSA, there is no need for calculation of highly detailed sea surface models [32]. Although parallel computation solutions have been proposed that significantly accelerate the creation of electrically large sea surface models [33]–[36], these solutions require additional hardware devices, such as a graphics processing unit (GPU), combined with specialist platforms like the Compute Unified Device Architecture (CUDA). The TSM method avoids these requirements and has the advantage of simplicity in its realization, and a considerably lower computational cost in both processing time and computer memory. For example, in one study [22] it was shown that the TSM is much more computationally efficient than SSA-2, in a ratio of approximately 1:800.

As the TSM has gained prominence many different improvements and additions have been introduced: simulation of multiview SAR wave synchronization data for azimuth cutoff wavelength compensation [37], polarimetric TSM [38], sea surface velocity of wind retrieval [39], improved TSM [40], facet-based modification of TSM [41], application of modified TSM to breaking waves simulation [42], and finally interesting approaches which, although not directly related to TSM, use the same scale-splitting principle to generate sea surface for infrared imaging [43] and for improving SSA calculations [33], [44], [45].

The various radar imaging mechanisms and scattering methods mentioned above form the theoretical basis for SAR imagery simulation of complex ambient sea wave and ship wake scenes. The first group of simulation studies focused on the sea wave field [1]–[3], [46]–[57], while the second included both sea and/or ship waves [6], [58]–[72].

Many authors have compared simulated with actual image spectra [1], [2], [46]–[48]. In [49] the simulations are relevant only to spaceborne SAR imagery. In [2] attention was paid to the features of SAR image formation through a combination of nonlinear and linear mechanisms. Simulations of interferometric SAR (InSAR) were proposed in other works [50], [51], [53]. Nunziata et al. [54] designed a simulator for educational purposes, which, although simplified, still contains all the SAR image formation mechanisms. Time-domain SAR simulations of moving ocean waves were presented in [55]. Simulators to produce SAR raw data, rather than actual image simulation, have also been developed, see [52], [56]. Recently, a simulator of SAR image spectra of ocean swell waves was presented [57]. One of the earliest works on sea and ship wake radar image simulation was developed in [58]. In [59] along-track interferometric SAR image simulation of ship wakes was proposed. The simulation of the NRCS of Kelvin arms was compared with real SAR images for different spaceborne platforms, in [61]. The bistatic configuration of the SAR image formation models was also simulated in [63], [65], [68]. Some studies focused in particular on ship wakes modeling. This was the case with [67] and, [72] where EM scattering simulations from the ship-generated internal wave wake were presented and for turbulent wake SAR imaging was evaluated. Zilman et al. [6], investigated the detection of Kelvin wakes in simulated SAR images, and assessed the influence of significant wave height on their detectability. Finally, other original modeling studies of radar scattering from the ocean surface and ship wake include [73]–[78].

Although all the works mentioned above, as a whole, form an important theoretical basis, individually they are somewhat
incomplete, each concerning particular aspects of RAR/SAR imaging, for example: (i) focusing only on spectra comparison of simulated and real images, or (ii) simulating only one type of vessel wake wave. The various works were also based on particular SAR configurations, for example monostatic, bistatic, or interferometric. Further, it is important to note that most of these simulation methods have been proposed for fixed modeling parameters only, for example, a single frequency, single scanning platform type, or single sea wave spectrum. Also, not all studies include the velocity bunching effect, which is crucial in forming SAR images of waves in motion. Further, some important modeling issues such as radar scene size or azimuth cut-off effects are not always addressed. The reproducibility of many of the published methods, and their integration, is also very laborious. All of these factors provide a strong motivation for the design of a universal, relatively simple simulation system, which can deal with the majority of the SAR imaging phenomena that arise when imaging moving waves.

In this paper, we present an extended study for modeling and simulation of SAR imagery corresponding to both ambient sea waves and superimposed ship wakes. The simulation method is based on the linear theory and stochastic concept of sea surface modeling \[79, 80\], while the Kelvin wake model adopted here is based on Michell thin-ship theory, as previously considered in \[6, 63\].

The fundamental contribution is to integrate and present, for the first time, the majority of the known phenomena associated with SAR imaging of Kelvin ship wakes. These include the effects of wind state and Froude number, and also the effects of the SAR imaging characteristics of signal frequency, incidence angle, polarization, the spatial resolution of image cell, velocity bunching factors (image shifting and smearing), and heading of moving ship relative to the radar line-of-sight. The numerical simulation results obtained are in good agreement with the theory of SAR image formation for moving waves.

The second original contribution is in the comparison of different sea surface spectra by visibility of ship wake in the resulting SAR images. The idea here is that an understanding of the 'borderline condition' when wakes are maximally sensitive for imaging will make it possible to estimate the contribution of various spectra to the SAR image. This provides a greater understanding of how the SAR imaging of ship wakes will vary for different geographical areas. The simplest examples are coastal areas (fetch limited) or open waters (fully developed seas). To the best of our knowledge, an analysis in this respect has not been performed before. There are limited studies where various spectra are compared, but then only in terms of ensuing absolute NRCS values \[81–84\]. By contrast we employ five well-known sea wave spectra including Pierson-Moskowitz \[85\], JONSWAP \[86\], Fung and Lee \[87\], Elfouhaily et al. \[88\] and Romeiser et al. \[73\], and compare the contribution of these spectra to ship wake visualization in SAR images. Additionally, the comparison of the utilized spectra in our work was also performed with Cox and Munk’s probability density function (PDF) \[89, 90\].

The structure of this paper is as follows: Section II starts with the generic presentation of the modeling of the sea surface waves, the governing equations are presented and special attention is paid to the main modeling parameters. In Section III the ship wake modeling approach is presented and common SAR vessel signatures are discussed. The SAR image formation within the TSM framework is formulated in Section IV. Simulation experiments with discussions are included in Section V. Conclusions and potential directions for future research are described in Section VI.

II. SEA WAVES MODELING

A. The random deep-sea wave elevation model

The linear theory of sea surface gravity waves has been used for describing ocean waves for more than 150 years \[79\]. In this theory, water is assumed to be inviscid and incompressible while its motion is irrotational. The basis for describing three-dimensional moving sea waves relies on random phase modeling with summation of many independent harmonic waves, whereby they propagate within \(x-y\) and \(t\) spaces in direction \(\theta\), with Rayleigh distributed amplitude \(A\), and a uniformly distributed random phase \(\epsilon \in (0, 2\pi)\).

Within the linear theory of surface waves, the sea wave elevation model is related to the fluid velocity potential \(\Phi_{\text{sea}}\) at free surface through

\[
Z_{\text{sea}} = -\frac{1}{g} \frac{\partial \Phi_{\text{sea}}}{\partial t} \bigg|_{z=0} \tag{1}
\]

where

\[
\Phi_{\text{sea}}(x, y, z, t) = g \sum_{i} \sum_{j} A_{ij} e^{ik_i z} \sin \left[ k_i (x \cos \theta_j + y \sin \theta_j) - \omega_i t + \epsilon_{ij} \right] \tag{2}
\]

Then, the irregular sea surface elevation model can be described using the double superimposition model as

\[
Z_{\text{sea}}(x, y, z, t) = \sum_{i} \sum_{j} A_{ij} \cos \left[ k_i (x \cos \theta_j + y \sin \theta_j) - \omega_i t + \epsilon_{ij} \right] \tag{3}
\]

where \(k\) and \(\omega\) are the wave wavenumber and wave circular (radian) frequencies, respectively. The general expression of the dispersion in deep water includes capillary and gravity-capillary waves as

\[
\omega^2 = gk \left( 1 + k^2/k_m^2 \right) \tag{4}
\]

with

\[
k_m^2 = g \rho/\tau \tag{5}
\]

where \(\tau\) is the surface tension of water (N/m), \(\rho\) is the sea water density (kg/m\(^3\)), and \(g\) is the gravitational acceleration. For the gravity range (short-gravity and gravity waves), the expression in (4) is simplified as

\[
\omega = \sqrt{gk} \tag{6}
\]
The amplitude $A$ is expressed as:

$$A_{ij} = \sqrt{2S(k_i)D(k_i, \theta_j) \Delta k_i \Delta \theta_j} \quad (7)$$

where $S(k)$ is the wave spectrum as a function of angular spatial frequency (it can also be expressed as a function of frequency $S(f)$ or circular frequency $S(\omega)$), $D(k, \theta)$ is the angular spreading function, while $\Delta k$, and $\Delta \theta$ are the sampling intervals of the wavenumbers and propagation angles.

In simulations, two main parameters should be well-thought-out: (i) the minimum size of the model and (ii) the size of the scatterers (or facets) of the sea model. The minimum size of the sea surface model affects the wavelength and the accuracy of modeled large gravity waves, specifically the amplitude of large waves for the appropriate wind velocity $V_w$, while the facet size affects the proportion of large and small-scale waves. Some studies [63], [91]–[93] have focused on determining the minimum size of the model for correctly transferring the energy of the spectrum to the sea surface model. In [91] it was argued that the size should be larger than the dominant wavelength of the sea waves to reflect their modulation effects. In [63], using Fung and Lee’s spectrum, it has been determined that the minimum size, $L_{\text{min}}$, of the scene representing the sea surface can be approximated as $L_{\text{min}} = 3.28 \times V_{\text{w}19.5}$, where $V_{\text{w}19.5}$ is the wind velocity at 19.5 m above the mean sea level. In another study [93], $L_{\text{min}}$ was determined via the wavelength ($\Lambda_p$) of the spectral peak (changes depending on $V_w$) of the Pierson-Moskowitz spectrum as $L_{\text{min}} = 2\Lambda_p$. Another example based on Elfouhaily et al. spectrum [88], demonstrates the losing effect of the energy spectrum (decreasing model heights) when the sea model size is reduced to 100 m (cf. Fig. 3 in [92]). In our calculations (Section V), we select $L_{\text{min}}$ as 1000 m, which satisfies the correct transferring of energy spectrum to the sea surface model in a range of $V_w = 3.5 - 11$ m/s.

The facet size determines the discretization level of the sea surface model or the high frequency component. In the simulator presented in [54], the facet size is half of the SAR resolution cell. In some studies [42], [65], it was experimentally determined that the average NRCS does not crucially depend on the facet size in ranges from 0.5 to 2 m [42] and from 0.5 to 1.5 m [65]. In [34] the facet size was used in the range of 0.1-1 m corresponding to different SAR wave bands. However, choosing the facet size depends primarily on the modeling of the EM scattering. Thus, the SSA method requires sizes of orders less than one-eighth/one-tenth of the incident wavelength [33], [44], [45]. Within the two-scale model (TSM), the facet size must be large enough when compared to the wavelength of Bragg waves, but sufficiently small compared to the wavelength of long waves [94]. Hence, in [95], the facet size was determined as 10 times the microwave wavelength at X and Ka bands. In [96], facet sizes of the order of 10 to 20 Bragg wavelengths were considered. However, for the TSM, there are two versions that determine division of the wavefield via separation scale (facet size) into deterministic and statistical calculations [28]. For the electromagnetic-hydrodynamic (EMH) two-scale model, the separation wavenumber is approximated as $k_{\text{EMH}} \approx k_B/5$, where $k_B$ is Bragg wavenumber. For the SAR two-scale model, the separation wavenumber is determined as $k_{\text{SAR}} \approx 2\pi/p_{\text{SAR}}$, where $p_{\text{SAR}}$ is the size of the SAR resolution cell. In general, for SAR simulations a facet size equal to the SAR resolution cell is usually assumed [6], [56], [94], since it implies a lower memory cost. On the other hand, taking into account the Nyquist criterion, the choice of SAR resolution should depend on the resolvable sea wave or ship wake size. Thus, in [97] the effect of the SAR resolution is demonstrated by considering the Kelvin wake system. Therefore, in this work we consider a facet size equal to the SAR image resolution ($k_{\text{SAR}}$ separation scale), which can be varied for different SAR configurations. In simulations, we set the facet size at 2.5 m, which is in the order of typical real SAR imagery and matches the details of both types of gravity waves: wind- and ship-induced.

B. Omnidirectional sea wave spectrum

The one-dimensional, omnidirectional wave spectrum, represented in (7) is interpreted as the empirical interrelation between energy distribution and frequency. Many wind-wave models based on wind speed [82] have been developed and involve various additional parameters that control the energy of the spectrum.

Different sea states can be reproduced by these models, with the two main categories being (i) fully developed sea (waves in equilibrium with the wind) and (ii) developing or young sea (modeled using fetch and/or inverse wave age parameter). It should be noted that, for the same wind speed, the wave height or amplitude will differ for fully developed and developing sea conditions. This effect is demonstrated in Fig. 1.

![Fig. 1. Effect of different fetch length (sea state) in the sea surface modeling for JONSWAP spectrum. The size of the model is 0.5×0.5 km, facet size is 2.5 m, $V_{\text{w}10} = 10$ m/s, wind direction is 45 degrees. (a) fetch = 25 km. (b) fetch = 80 km.](image)

Another general characteristic is the existence of a range of wavelengths covered by the spectrum (e.g. from gravity to short-gravity or gravity to capillary). A particular spectrum describes only gravity waves while another can go up to capillary scale. Here for the first time we depict this effect in models. Fig. 2 displays small scale models where the size for both models was chosen as 2.5×2.5 cm (gravity-capillary scale [6]) and the facet size is set to 0.1 mm (capillary scale). At the scale of small ripples the surface tension is the dominant restoring force which aims to stretch the surface of the water.
into flatness. Even with a significant change in the scale of the
sea model, its patterns (but not the heights) follow that of
gravitational waves, cf. Fig. 2(a). That is to say, in the sense of
structure, the model is scale-invariant, which confirms that the
Pierson-Moskowitz spectrum describes only the gravity part.
This is further verified in Fig. 3. In contrast, the Elfouhaily et
al. spectrum in Fig. 2-(b) shows smoother capillary patterns
which differ from the gravity scale.

![Fig. 2. Effect of scale in the sea surface modeling. The size of the model
is 2.5 x 2.5 cm, facet size is 0.1 mm, V_{w10} = 8 m/s. (a) gravity-Pierson-
Moskowitz spectrum. (b) gravity-capillary Elfouhaily et al. spectrum.]

In the remainder of this section, we describe the most
well-known spectra: Pierson-Moskowitz [85], JONSWAP [28],
Fung-Lee [87], Elfouhaily et al. [88] and Romeiser et al.
[73]. For ease of reference, henceforth we refer to them as
S_{PM}, S_J, S_{FL}, S_E, and S_R, respectively. Let us note that
we only emphasize key parameters and general mathematical
formulations for all spectra, and we refer the readers to the
original publications for further details. It must be emphasized
that in the literature, different spectra are often expressed in
terms of different frequency variables.

Conversion to wavenumber spatial frequency is achieved
through the following expression:

$$S(k) = S(f) \frac{df}{dk}$$  \hspace{1cm} (8)$$

where $f$ and $k$ are interconnected by dispersion relation (6).

The first and second spectra considered include only the
gravity component, while all others are implemented using
both the gravity and the capillary regime of waves. The $S_{PM}$
spectrum is a well-known approximation for the gravity waves
and, for a fully developed sea state, is formulated in terms of
$k$ as [85]

$$S_{PM}(k) = \frac{\alpha}{2k^3} \exp \left[ -\frac{\beta g}{k} \left( \frac{1}{V_{w19.5}} \right)^4 \right]$$  \hspace{1cm} (9)$$

where $\alpha = 0.0081$ is a Phillips constant, $\beta = 0.74$, $g$ is the
gravitational acceleration, and $V_{w19.5}$ is the wind speed at 19.5
m above the mean sea surface.

The general form of the spectrum for developing sea state
was described in the Joint North Sea Wave Project (JON-
SWAP) as [98]

$$S_J(k) = \frac{\alpha}{2k^3} \exp \left[ -1.25 \left( \frac{k}{k_p} \right)^{-2} \right] \exp \left\{ \ln \gamma \exp \left[ -\frac{(k/k_p - 1)^2}{2\sigma^2} \right] \right\}$$  \hspace{1cm} (10)$$

where $\alpha = 0.076(V_{w10}^2/Fg)^{0.22}$, and the parameter $\sigma$, which
describes the width of the spectrum is either $\sigma = 0.07$ if $k \leq$
$k_p$ or $\sigma = 0.09$ if $k > k_p$, where $k_p$ is the peak wavenumber
[86]. [99]

$$k_p = \left[ \frac{7\pi}{V_{w10}\sqrt{g}} \left( \frac{V_{w10}^2}{gF} \right)^{0.33} \right]^2$$  \hspace{1cm} (11)$$

Here and above, $V_{w10}$ is the wind speed at 10 m above the
mean sea surface and $F$ is the fetch length in meters. The peak
enhancement factor $\gamma$ is usually set to 3.3, although sometimes
other values are employed by certain authors [100].

Another widely known spectrum was developed by Fung
and Lee [87] specifically for the estimation of radar backscatter
over L to Ku frequency bands. Their spectrum includes two
parts: gravity and capillary wave ranges, which join at the
separation point $k_j = 0.04$ rad/cm: $S_{FL} = S_{FLg}$ if $k < k_j$
and $S_{FLc}$ if $k > k_j$. The gravity spectrum $S_{FLg}$ is the same as
in (9), except for $\alpha = 2.8 \times 10^{-3}$, while the capillary spectrum
is given by

$$S_{FLc}(k) = 0.875(2\pi)^{p-1} (1 + \frac{3k^2/k_m^2}{k}) g^{(1-p)/2} \left[ k \left( 1 + \frac{k^2/k_m^2} \right) \right]^{-(p+1)/2}$$  \hspace{1cm} (12)$$

with $k_m$ the same as in (5) and $p = 5 - \log_{10}(V_{wv})$. The calculation of $V_{wv}$ is provided later within the paper in [22].

Probably the most well-known spectrum is Elfouhaily et
al. [88], which, like the $S_{FL}$ spectrum, consists of both wave
ranges. It has however an additional advantage in that, similar
to the $S_J$ spectrum, it can also simulate different sea states.
The general expression of the omnidirectional $S_E$ spectrum is

$$S_E(k) = k^{-3} (B_l + B_h)$$  \hspace{1cm} (13)$$

where the gravity or long-wave part of the spectrum is

$$B_l = \frac{1}{2} \frac{c_p}{c} L_{PM} J_p \exp \left[ -\frac{\Omega}{\sqrt{10}} \left( \sqrt{\frac{k}{k_p}} - 1 \right) \right]$$  \hspace{1cm} (14)$$

whereas the capillary or short-wave part of spectrum is given by

$$B_h = \frac{1}{2} \frac{c_p}{c} L_{PM} J_p \exp \left[ -\frac{\Omega}{\sqrt{10}} \left( \sqrt{\frac{k}{k_p}} - 1 \right) \right]$$  \hspace{1cm} (15)$$

where $\Omega$ is a constant.
\[
B_h = \frac{1}{2} \alpha_m \frac{c_m}{c} L_{PM} J_P \exp \left[ -\frac{1}{4} \left( \frac{k}{k_m} - 1 \right)^2 \right] \tag{15}
\]

In the short-wave part, we included the shape spectrum factor \(L_{PM}\) and the peak enhancement factor \(J_P\) as in \([93]\). All parameters of Elfouhaily’s spectrum can be found in their original article \([88]\).

Unlike in \(S_{PM}\) and \(S_F\), Romeiser et al. spectrum has been developed for the improved composite surface model for the radar backscattering \([73]\), which is based on the Apel spectrum \([101]\). The main omnidirectional formulation is

\[
S_R (k) = k^{-3} P_L W_H \left( \frac{V_{w10}}{V_n} \right)^\alpha \tag{16}
\]

where \(P_L\) is computed as

\[
P_L = 0.00195 \exp \left[ -\frac{k_p^2}{k^2} \right] + 0.53 \exp \left( -\frac{(\sqrt{k} - \sqrt{k_p})^2}{0.32k_p} \right). \tag{17}
\]

The peak wavenumber, \(k_p\), is

\[
k_p = \frac{1}{\sqrt{2} V_{w10}^2} \tag{18}
\]

The wind speed exponent \(\alpha\) is given by

\[
\alpha = \left[ 1 - \exp \left( -\frac{k^2}{k_1^2} \right) \right] \exp \left( -\frac{k}{k_2} \right) + \left[ 1 - \exp \left( -\frac{k}{k_3} \right) \right] \exp \left[ -\frac{(k - k_4)^2}{k_5^2} \right] \tag{19}
\]

with the values of the constants being \(k_1 = 183\) rad/m, \(k_2 = 3333\) rad/m, \(k_3 = 33\) rad/m, \(k_4 = 140\) rad/m, and \(k_5 = 220\) rad/m. \(W_H\) is the shape of Bragg wave region of the spectrum and can be expressed as

\[
W_H = \left[ 1 + (k/k_6)^{7.2} \right]^{0.5} \left[ 1 + (k/k_7)^{2.2} \right] \left[ 1 + (k/k_8)^{3.2} \right] \exp \left( -\frac{k^2}{k_9} \right) \tag{20}
\]

with \(k_6 = 280\) rad/m, \(k_7 = 75\) rad/m, \(k_8 = 1300\) rad/m, and \(k_9 = 8885\) rad/m.

Since the \(S_{PM}\) and \(S_F\) spectra do not include high-frequency parts, the short wave Phillips spectrum is employed for both spectra \([102]\):

\[
W_P (k) = \beta k^{-4} \tag{21}
\]

where \(\beta = 6 \times 10^{-3}\).

In order to ensure the consistency of wind speed at different altitudes in different spectrum models and angular spreading functions \((V_{w10}, V_{w12.5}, \text{ and } V_{w19.5})\), we apply the Fung and Lee method \([87]\). The same method was used for calculation of the wind friction velocity \(V_{ws}\) in \([12]\)

\[
V_w = (V_{ws}/0.4) \ln (z/Z_0) \tag{22}
\]

and

\[
Z_0 = (0.684/V_{ws}) + 4.28 \times 10^{-5} V_{ws}^2 - 0.0443 \tag{23}
\]

where \(V_w\) is the wind speed at altitude \(z\) above the mean sea surface in cm.

The sea surface elevation model is usually characterized in terms of significant wave height \(H_s\) (the average of 1/3 of the highest presented waves) \([80]\), which relates to \(Z_{sea}\) or the sea wave spectrum as

\[
H_s = 4 \sqrt{\int S (k) dk} = 4 \sqrt{\text{var} (Z_{sea})} \tag{24}
\]

In Fig. 3, the elevation spectra for different wind speeds are shown. We further discuss in Section V the effect of ambient sea waves on the SAR image simulation.

C. Directional spreading function

The underlying idea for the representation of wave directionality is that gravity waves are aligned with the mean wind direction. However, shorter waves are more divergent and can propagate perpendicularly or even move against the wind direction and, then gravity-capillary waves which once again are aligned with wind direction \([88], [103]\). In \([104]\), by using buoy measurements it was concluded that the direction of waves changes when the size of the waves decreases. A detailed review on this has recently been published, see \([105]\).

The frequency spectrum \(S(k)\) alone is not sufficient to adequately describe the propagation of sea waves in a two-dimensional (2D) space. In order to represent the state of superimposed directional components of the wave energy transferring along the wind direction, the angular spreading function \(D(k, \theta)\) (sometimes called angular/directional distribution function) also needs to be used.

Although many spreading functions have been proposed (see for example \([103]\)), a satisfactory model of the directional energy distribution still needs to be developed. Nonetheless, all types of the spreading functions presented in \([7]\) have to meet the condition of...
\( \int_{-\pi}^{\pi} D(k, \theta) \, d\theta = 1 \) (25)

where the sea waves direction \( \theta = \theta - \theta_w \) is corrected by the mean wind direction \( \theta_w \), which is taken relative to the flight direction of the SAR platform. One of the first practical and simple forms of the directional spreading function is the cosine-squared spreading function with directional width around 30° [60]. For \( |\theta| > 90^\circ \), \( D(\theta) = 0 \), and for \( |\theta| \leq 90^\circ \) the function is

\[ D(\theta) = \frac{2}{\pi} \cos^2 \theta \] (26)

The main limitation of this function is that it does not explicitly depend on frequency and wind speed, which means that all wave components propagate in the same direction. An alternative to the cosine-squared spreading function [106] is presented in Fig. 4(a). In general, higher-order functions correspond to better directionality for wave propagation. Probably the best known and the most widely used is the Longuet-Higgins et al. cosine type spreading function (see [79]) based on empirical field measurements of pitch-and-roll buoys

\[ D(k, \theta) = (2\pi)^{-1} + a_1 \left( 1 - e^{-b k^2} \right) \cos (2\theta) \] (28)

where

\[ a_1 = \frac{(1 - R)/(1 + R)}{\pi (1 - B)} \] (29)

with

\[ B = \left( 1/\sigma_t^2 \right) \int_0^\infty k^2 S_{FL} (k) e^{-bk^2} \, dk \] (30)

and

\[ \sigma_t^2 = \int_0^\infty k^2 S_{FL} (k) \, dk \] (31)

The parameter \( b = 1.5 \, \text{cm}^2 \) and \( R \) is based on Cox and Munk’s ratio of slope variances as follows [89]

\[ R = \frac{0.003 + 1.92 \times 10^{-3} V_{w12.5}}{3.16 \times 10^{-3} V_{w12.5}} \] (32)

where \( V_{w12.5} \, (\text{m/s}) \) is the wind velocity at 12.5 m above the mean sea surface.

Elfouhaily et al. spreading function in Fig. 4(d) takes the form:

\[ D(k, \theta) = \frac{1}{2\pi} \left[ 1 + \Delta(k) \cos (2\theta) \right] \] (33)

where the value of \( \Delta(k) \) is determined as

\[ \Delta(k) = \tanh \left[ a_0 + a_p(c/c_p)^{2.5} + a_m(c_m/c)^{2.5} \right] \] (34)

For the way to set the remaining parameters, we refer the reader to the original paper [88].

The \( D_{FL} \) and \( D_E \) functions are symmetric about \( \pi/2 \) (Fig. 3).
cosine-squared function $D_{PM}$ while $S_J$ with Longuet-Higgins cosine type spreading function $D_J$.

III. SHIP WAKE MODELING

A moving vessel in the sea generates different types of wave patterns called – wakes, which are usually classified into Kelvin wakes, turbulent wake, internal-wave wakes and narrow-V wakes \[5\], \[109\]. It is not always possible to simultaneously identify all these wake types in a SAR image. This is due to variation in the SAR parameters, for example the orientation of the antenna, ship parameters, and background sea condition or wind speed.

It is well known that the most distinguishable feature of ship signatures in SAR images is the turbulent wake \[97\]. Although some simulation approaches have been performed \[62\]–\[64\], \[110\], \[111\], there is still no complete understanding of this phenomenon in SAR images. This is due to turbulent wakes’ complicated nature and complex geometry \[111\]. Approaches to the modeling of ship-generated internal wakes have also been formulated in some papers \[23\], \[72\], but these wakes have only been successfully visualized in SAR images where there is a shallow thermocline in the sea \[109\]. In real SAR images, observing the presence of the narrow-V wave wakes (bright lines also known as ship-generated Bragg waves \[109\]) is challenging and there is no clear mechanism explaining the reason for their appearance. It is usually suggested that the reason is associated with the incidence angle and radar frequency. For example, depending on the radar frequency, these wakes have been considered as either narrow-V wakes (L-band) or as components of a turbulent system (X-band) \[97\]. A further complexity in the modeling of narrow-V wakes results from the fact that they are only visible on SAR images at low wind speed ($V_w < 3$ m/s) \[109\], \[112\]. However, most sea spectra models are theoretically valid only when the wind friction velocity $V_{fr} > 12$ cm/s ($V_{w10} > 3.3$ m/s) \[87\], \[113\]. Therefore, the possibilities for the simulation of SAR images with narrow-V wakes may be limited.

The Kelvin wake is a ship wake structure which is (along with the turbulent wake) most often visible in satellite SAR images \[5\]. The classical Kelvin wave system of a ship

\[\text{(d)}\] and \(\text{(e)}\), which is more realistic for electromagnetic modeling \[88\]. However, the $D_{FL}$ function is not realistic for the simulation of long waves \[88\], which is apparent from the isotropic shape of the function at $k = 0.1$ rad/m (Fig. \[\text{(c)}\]).

Finally, Romeiser et al. \[73\] spreading function is based on a Gaussian kernel as follows

$$D(k, \theta) = \exp\left(-\frac{\theta^2}{2\delta^2}\right)$$ \hspace{1cm} (35)

with

$$\frac{1}{2\delta^2} = 0.14 + 0.5\left[1 - \exp\left(-\frac{kV_{w10}}{c_1}\right)\right]$$ \hspace{1cm} (36)$$

$$+ 5\exp\left[2.5 - 2.6\ln\left(\frac{V_{w10}}{V_n}\right) - 1.3\ln\left(\frac{k}{k_n}\right)\right]$$

where $c_1 = 400$ rad/s, and $k_n = 1$ rad/m. This function has maximal directionality at wavenumber 0.1 rad/m as opposed to other k-dependent functions (cf. Fig. \[\text{(e)}\]).

The effect of wind speed on spreading functions here has been omitted. It should be noted that when wind speed is increased, the differences between gravity-capillary and short gravity waves are minimized. An example of this effect can be found in \[108\], p. 10.

All the spreading functions presented in this section can potentially be applied in conjunction with different omni-directional spectra in order to offer exhaustive modalities of simulating SAR images. This could also broaden their applicability (e.g. some spectra may represent better real conditions in some geographical areas compared to others), for mitigating the distortions introduced during the SAR image simulation process for both sea waves and ship wakes. However, in our study, unless specified otherwise in a particular experiment, for the $S_{FL}$, $S_E$ and $S_R$ spectra we kept their original $D(k, \theta)$ functions, whereas $S_{PM}$ was combined with the

Fig. 4. The angular spreading functions presented in polar coordinates at different wavenumbers: gravity-capillary waves (X-band), short gravity waves (C and L-bands), gravity waves (0.1 rad/m). For wind depended functions, the wind speed is set to $V_{w10} = 8$ m/s. (a) Cosine-squared. (b) Longuet-Higgins et al. with $S$ parameter. (c) Fung and Lee. (d) Elfouhaily et al. (e) Romeiser et al.
includes transverse and divergent waves, and the cusp waves which are formed by interference at the wake edges (see further in [5], [113]) and which produce cusp lines [6] on the SAR images. These are also known as Kelvin envelope lines [109] and Kelvin arms after their discoverer Sir W. Thomson (Lord Kelvin) [114], and form opening angles of about ±19.50 degrees relative to the ship track. However, a recent study [115] based on the analysis of optical images has improved our understanding of Kelvin wakes by showing that at large Froude numbers (Section V-B) the opening angles differ.

Therefore, we recommend using a well known Kelvin wake modeling methodology that has been employed in a wide range of SAR simulation works [6], [60], [69]. The limitation of this methodology is that it assumes that ships only move linearly, while in reality they also move along curves. Assuming that water is inviscid and incompressible, and with the ship’s hull presented as a Wigley parabolic shape, the general asymptotic expression of the Kelvin wake based on the Michell thin ship theory is [6]

\[ Z_{\text{ship}}(x, y) = \text{Re} \int_{\pi/2}^{-\pi/2} A(\theta) e^{ik_0(x \cos \theta + y \sin \theta)} d\theta \] (37)

where \( k_0 = \nu \sec^2 \theta, \nu = g/V_s^2 \), \( V_s \) is the velocity of the ship, and \( A(\theta) \) is a function of the ship’s shape with parameters: \( B \) – beam (m), \( L \) – length at the waterline (m), \( D_t \) – draft (m).

By analogy with a sea surface elevation model [1], and replacing \( \partial \Phi / \partial t = -V_c \partial \Phi / \partial x \), the Kelvin wake elevation surface is related to the fluid velocity potential as:

\[ Z_{\text{ship}} = \frac{V_s}{g} \frac{\partial \Phi_{\text{ship}}}{\partial x} \] (38)

Here, Zilman et al.’s [6] approximated form of fluid velocity potential is employed

\[ \Phi_{\text{ship}}(x, y, z) = -16BL\pi^{-1}F r^6 \text{Re} \int_{0}^{\infty} C(\tau, x, z) e^{i\nu \tau} d\tau \] (39)

where

\[ C(\tau, x, z) = \frac{(1 - e^{-\tau \alpha \nu}) \sin(\beta - \beta \cos \beta)}{\alpha^{3/2} \sqrt{1/4 + \tau^2 / \nu^2}} \cos(\nu \sqrt{\alpha} \tau) e^{\nu \alpha} \] (40)

with

\[ \alpha = \left( 1 + \sqrt{1 + 4\tau^2 / \nu^2} \right) / 2 \quad \text{and} \quad \beta = \sqrt{\alpha} / 2F r \] (41)

and

\[ \tau = \nu \sqrt{\sec^2 \theta - \sec \theta} \] (42)

The Froude number \( Fr \) appearing in [39] is introduced later in [57]. Since the secant function in [42] is undefined for angles of \(-\pi/2\) and \(\pi/2\), in implementation, a range for \(\theta\) excluding the borders \((-\pi/2, \pi/2)\) is used.

Other numerical methods for Kelvin wake simulation have been described in various studies [59], [60], [116].

IV. SAR IMAGING OF THE SEA SURFACE

The scattering of the microwave radiation from the disturbed sea surface is a complex process which includes: the physical properties of the surface, scanning platform geometry and roughness conditions (e.g. local slopes), as well as microwave signal properties. As mentioned in the Introduction [4] there are two main scattering mechanisms: Bragg scattering and non-Bragg scattering (from breaking waves and specular reflection) [19]. SAR works mainly at wavelengths in the centimeters to decimeters range, and covers moderate incidence angles of 20° ~ 70° for VV polarization (for HH polarization 20° ~ 60°), which is related to Bragg scattering. In this study we only consider the Bragg scattering region, which is determined by the sea surface roughness at the scale of the radar signal’s wavelength. These short-scale waves are modulated in motion and orientation by long-scale waves (tilt and hydrodynamic modulations), thus allowing the real aperture radar (RAR) to image wind- and ship-driven waves. Also, the rationale for considering only VV and HH polarizations and not cross-polarization is the better and clearer imaging of sea/ship waves in co-polarized SAR images. The two-scale model (TSM) employed here is based on resonant Bragg scattering theory [26]–[28] and is a good compromise between the calculation time and accuracy for approximation of scattering. The Bragg scattering solution for the ensemble-averaged normalized radar cross-section (NRCS) with VV and HH polarizations is represented as [6], [73]

\[ \sigma_0(x, y) = 8\pi k_c^4 \cos^4 \theta \left| W(k_{Bx}, k_{By}) \right|^2 \] (43)

where \( k_c = 2\pi / \lambda \) is the radar electromagnetic wavenumber and \( \lambda \) is the wavelength of the radar signal, \( \theta \) is the local radar incidence angle, where \( \theta \) is the nominal radar incidence angle, while \( s_n = \tan^{-1}(dZ/\nu \tau) \) and \( s_p = \tan^{-1}(dZ/\nu \tau) \) are local slopes normal and parallel to the radar look direction respectively, \( W(\cdot) \) is the 2D wavenumber spectral density of the sea surface roughness determined as the short wave spectrum, with Bragg scattering components \( k_{Bx}, k_{By} \) [6]. \( T(\cdot) \) is the complex scattering function which controls polarization of the radar signal and depends on the relative dielectric constant \( e \) of the sea water. Here, \( e = 49 - 35.5i \) for X-band, \( e = 60 - 36i \) for C-band and \( e = 72 - 59i \) for L-band according to [17].

Taking into account the tilt and hydrodynamic modulations, NRCS is then defined by [53], [118]

\[ \sigma(x, y) = \sigma_0 \left[ 1 + \int \left( M(k) \hat{Z}(k) e^{ikx} + c.c. \right) dk \right] \] (44)

where \( \hat{Z}(k) \) is the 2D Fourier transform of the sea surface model \( Z \). The complex RAR modulation transfer function
The radial orbital velocity field is given by

\[ U_r = U_z \cos \theta_r - \sin \theta_r \left( U_x \sin \theta_w + U_y \cos \theta_w \right) \]  \hspace{1cm} (50)

where \( \theta_w \) is the angle between flight direction and wind direction or, if replaced by \( \theta_r \), the angle between flight direction and ship moving direction. Both angles are measured counterclockwise from the flight (azimuth) direction. The additional filtering factor \( B_f \) in \((48)\) averages radial velocity over the integration time \( T_i \) \((47)\). The large-scale (long-wave) orbital velocity components \( U_x, U_y \) and \( U_z \) in \((50)\) are calculated as the gradients of the fluid velocity potential at the free surface \((z = 0)\) for both sea waves and ship wake models

\[ U_x = \frac{\partial \Phi(x, y, 0)}{\partial x}, \quad U_y = \frac{\partial \Phi(x, y, 0)}{\partial y}, \quad U_z = \frac{\partial \Phi(x, y, 0)}{\partial z} \]  \hspace{1cm} (51)

The degraded azimuthal resolution \( p_a' \) in \((47)\) is equal to

\[ p_a'(x, y) = N_l p_a \left[ 1 + \frac{\pi^2 T_i^4}{N_l^2 \lambda^2} \hat{A}_r(x, y) + \frac{1}{N_l^2} \frac{T_i^2}{\tau_c^2} \right]^{1/2} \]  \hspace{1cm} (52)

where \( N_l \) is the number of incoherent looks in azimuth direction, \( \lambda \) is the wavelength of the radar signal, \( p_a \) is the nominal single-look azimuthal resolution as follows

\[ p_a = \frac{\lambda R}{2 V T_i} \]  \hspace{1cm} (53)

Since the integration time \( T_i \) is one of the smearing factors in SAR images and relates to the full azimuthal resolution \( p_a \), it follows that with decreasing azimuthal resolution the integration time also decreases, which reduces the smearing effect \((53)\).

The mean radial acceleration of the surface facets \( \hat{A}_r \) is calculated the same way as \( \hat{U}_r \), but by inserting the large-scale acceleration components \( A_x, A_y, A_z \) into \((50)\), which in turn is calculated using \((51)\) by replacing \( \Phi(x, y, 0) \) with \( \partial \Phi(x, y, 0) / \partial t \).

The scene coherence time \( \tau_c \) is related to the spreading of the facets motion within a SAR resolution cell \((56)\). However, for simplicity, and assuming a Pierson-Moskowitz type wave spectrum, the coherence time is approximated as \((57)\).

\[ \tau_c \approx 3 \frac{\lambda}{V_{u19.5}} \text{erf}^{-1/2} \left( 2.7 \frac{p}{V_{u19.5}} \right) \]  \hspace{1cm} (54)

It is worth noting that the velocity bunching method is not valid for large values of the integration time \( T_i \) \((1)\); however, a recent idea about the time-divided velocity bunching model can help to overcome this limitation \((123)\).

Finally, the intensity of the SAR image which includes a multiplicative noise component can be presented as \((6)\):

\[ I_n(x_i, y_i) = I(x_i, y_i) N(x_i, y_i) \]  \hspace{1cm} (55)
where the noise sequence can be expressed with the exponential distribution with a PDF of \( P(N) = \exp(-N) \). Please also note that for some specific applications, various other advanced intensity speckle models, such as Gamma, \( K \), Gen-Rayleigh [124], Gen-Rician [125], Gen-Gamma [126] can be used.

The important limitation of SAR imaging of waves moving in flight direction which is associated with the velocity bunching is the azimuthal cut-off effect [127]. The minimal detectable wavelength of the surface waves can be approximated as

\[
\lambda_{\text{min}} = C_0 \frac{R}{V} \sqrt{H_s}
\]

where \( C_0 \) is a constant of order 1 \((m^{1/2}s^{-1})\). Here an increase in the \( R/V \) ratio and significant wave height \( H_s \), reduces the ability for the azimuth-traveling wave to be imaged. In order to illustrate the azimuthal cut-off effect we assume the \( S_{PM} \) spectrum where the significant wave height can be approximated [80] as \( H_s = 0.21V_{w19.5}^2/g \) and peak wavenumber \( k_p = 0.16/H_s \), whence the dominant wavelength of the surface waves \( \lambda_d = 2\pi/k_p \). The resulting graph-map is shown in Fig. [5] (a) which is calculated for a range of \( V_{w19.5} = 3.5 - 13.5 \) m/s \( (H_s = 0.26 - 3.9 \text{ m or } \lambda_d = 10.3 - 153.2 \text{ m}) \) and SAR ratios \( R/V = 10 - 250 \text{ s} \). Although the original relationship [56] is based on significant wave height, we use the dominant wavelength of the surface waves, because when analyzing the waves from the SAR images it is more convenient to use \( \lambda_d \) (as this can be easily estimated via the spatial or spectral domain) than \( H_s \). For example, in Fig. [5] (b) and (c) two SAR images for \( R/V = 23.1 \text{ s} \) (b) and \( R/V = 107.1 \text{ s} \) (c) with \( V_{w19.5} \approx 10.7 \text{ m/s or } \lambda_d \approx 95.5 \text{ m} \) are presented. Using the presented graph-map, for the first SAR image in Fig. [5] (b) the minimal detectable wavelength \( \lambda_{\text{min}} = 36.2 \text{ m} \) and for the second image in Fig. [5] (c) \( \lambda_{\text{min}} = 167.7 \text{ m} \). Thus, in the first case (b) the waves are clearly detectable because the condition \( \lambda_{\text{min}} < \lambda_d \) is satisfied, while in the second case (c) where \( \lambda_{\text{min}} > \lambda_d \) it is not. A similar example for the ship wake is presented in Fig. [10] (a) and (f). It is worth mentioning that the proposed graph-map (Fig. [5]) is suitable for a fully developed sea state.

V. RESULTS AND DISCUSSIONS

In this section, we show the results of our simulation experiments involving SAR image formation, including for different wave spectra. Detailed attention has been paid to specific parameters of the radar image formation. Firstly, we consider the factors that affect the imaging of both types of waves, sea and ship. In general, these factors can be reduced to hydrodynamic (surface modeling) and SAR imaging constituents. There are hydrodynamic effects due to waves superposition: various sea surfaces and ship wakes with different Froude numbers are examined. The numerical simulation analysis was performed in two steps. First, the geometry of the SAR platforms and scanning parameters was considered: different platforms, \( R/V \) ratios, resolutions, incidence angles, signal frequencies, and polarizations were utilized. Second, the specific radar mechanisms in terms of ship wakes and sea waves imaging were evaluated.

The comparison of different spectra has been performed in two aspects: sea surface roughness validation and ship wake visibility evaluation. Since the Bragg scattering directly depends on surface roughness, we compared simulated spectra with the well-known Cox and Munk’s probability density function [90] of surface slopes. The visibility evaluation of the ship wake was also performed in two stages: determination of the boundary condition, and qualitative and quantitative assessment.

Simulated SAR images were created corresponding to both airborne and satellite platforms, with details shown in Table 1. Airborne platforms were presented at low altitude (AI) and high altitude (AH). Satellite platforms were also separated into low altitude (SI) and high altitude (SII) types, with main parameters similar to the TerraSAR-X and Sentinel-1 respectively. The terms low and high should be understood as relative to conventional Earth observation SAR scanners. It must be noted that the range-to-velocity ratio \( R/V \) was determined in accordance with the specified incidence angle, which may vary for some calculations. For simplicity, we neglected the differences of SAR resolution in range and azimuth, which usually exist for real images, and used 2.5 m for both resolutions. Also, only single-look processing is considered \((N_T = 1)\). For the simulations, we utilized four different ship models with varying Froude numbers of \( Fr = 0.15 - 0.5 \):

- **Ship-I** \( \rightarrow L = 35 \text{ m}, B = 5 \text{ m}, D_t = 2.5 \text{ m}, \)
- **Ship-II** \( \rightarrow L = 50 \text{ m}, B = 6.5 \text{ m}, D_t = 3.5 \text{ m}, \)
- **Ship-III** \( \rightarrow L = 65 \text{ m}, B = 10 \text{ m}, D_t = 4.6 \text{ m}, \)
- **Ship-IV** \( \rightarrow L = 135 \text{ m}, B = 25 \text{ m}, D_t = 10 \text{ m.} \)

A. Effect of different wind state

Two time-frozen elevation models, the sea surface and Kelvin wake surface are based on a superposition of wind- and ship-generated waves and form the total sea wake-wake model as \( Z = Z_{sea} + Z_{ship}. \) The same summation principle is related to all derivatives of these models: surface slopes, fluid velocity, and acceleration components. When considering superposition, it is important to select the correct wind velocity value for modeling. In many studies [5]–[8], [61], [71], [97], [130]–[132], it is postulated that wind velocity (or consequently significant wave height) is one of the main factors in ship wake visualization in SAR imagery. The Kelvin wake system (divergent and transverse waves) can be best observed when the wind velocity is about 3 m/s or less, as these levels give a very calm sea surface [7]. However, visualization of the cusp waves is actually more stable for relatively high wind speeds \((6 \sim 10 \text{ m/s})\) [7], [61], [27].

In Fig. [6] our modeling results clearly demonstrate that at higher wind velocity the ship wake visualization is significantly decreased, with larger sea waves and ship wakes canceling each other out. It is also important to note that with increasing amplitude of the sea waves, radial velocity and acceleration are also increased, which leads to greater smearing and shifting in the resulting SAR image.
Fig. 5. The SAR azimuthal cut-off effect with the minimal detectable wavelength of the sea surface waves $\lambda_{\text{min}}$ presented in terms of the dominant wavelength of waves $\lambda_d$ and the $R/V$ ratios. (a) The graph-map is based on the $S_{PM}$ spectrum and is valid for the range $V_{w19.5} = 3.5 - 13.5$ m/s to $R/V = 10 - 250$ s. Simulated SAR images (X-band, $\theta_r = 30^\circ$, HH polarization) of the sea surface with $V_{w19.5} \approx 10.7$ m/s and $\lambda_d \approx 95.5$ m ($S_{PM}$ and $D_E = 0^\circ$ with $S = 20$) for (b) airborne ($R/V = 23.1$ s) and (c) satellite ($R/V = 107.1$ s) platforms.

B. Effect of the Froude number

From Section III it follows that the main parameters which influence the pattern and amplitude of the Kelvin wake are length $L$, beam $B$, and draft $D_t$ of the modeled ship, as well as its velocity $V_s$. When modeling the Kelvin wake, it is useful to apply a dimensionless quantity, the Froude number, which is used to determine the resistance of a submerged moving vessel and is defined by

$$F_r = \frac{V_s}{\sqrt{gL}} \quad (57)$$

From Fig. 7(a), (b) and (e), (f) it can be easily seen that with a change in $F_r$ for a ship of the same size, the pattern and amplitude of wakes also change. However, it is interesting to note that if $F_r$ is the same (Fig. 7(c), (d) and (g), (h)) but the ships differ in length and velocity, then the vessels will produce an identical wave pattern (but of different amplitude). Therefore, wakes of different ships with similar $F_r$ have fractal (or scalable) properties. For example, this property has been applied in work [61], where the wave pattern of a modeled ship was scaled to the wave pattern of a real ship. However, a study [6] has also shown that a small ship with high Froude number and a bigger ship with low Froude number may produce Kelvin wakes with the same wave amplitude. All of this demonstrates that the Froude number for ships with different lengths and velocities is irrelevant for predicting wake visibility in SAR images. In addition, the wake angle between cusp waves may decrease for large ship velocities or when $F_r > 0.5$ as shown in [115], with the consequence that the transverse waves become invisible [116]. In this case, the opening angle $\alpha_w$ (rad) can be estimated using the following expression

$$\alpha_w \approx \frac{1}{2\sqrt{2\pi F_r}} \quad (58)$$

C. Effect of SAR imaging

In this subsection, we highlight the main features of SAR imaging for both sea and ship waves. For most presented models, we employed the $S_E$ spectrum, except for in Fig. 11 where, in order to better illustrate the velocity bunching effect, the $S_{PM}$ is combined with the Longuet-Higgins directional function. Since a lower wind velocity is better for wake imaging [7], a wind velocity of $V_w = 3.5$ m/s was applied, with wind direction of $D_E = 45^\circ$ (except where other parameters are specified). The specific visualization of
TABLE I
MAIN PARAMETERS OF SCANNING PLATFORMS FOR THE SIMULATED SAR IMAGES.

| Parameter                      | AI          | AII         | SI           | SII          |
|--------------------------------|-------------|-------------|--------------|--------------|
| Frequency $f$, [GHz]           | 9.65 (X-band), 5.3 (C-band), 1.275 (L-band) |             |              |              |
| Wavelength $\lambda$, [m]      | 0.031 (X-band), 0.057 (C-band), 0.235 (L-band) |             |              |              |
| Incidence angle $\theta_r$, [deg] | 20-70             |             |              |              |
| Polarisation                   | VV, HH      |             |              |              |
| Platform altitude $H$, [km]    | 2.5         | 7           | 514          | 705          |
| Platform velocity $V$, [m/s]   | 125         | 160         | 7600         | 7600         |
| $R/V$, [s]                     | 21-59       | 47-128      | 72-198       | 99-271       |
| Integration time $T_i$, [s]    | 0.13-0.36 (X-band) | 0.29-0.79 (X-band) | 0.45-1.23 (X-band) | 0.61-1.68 (X-band) |
| $(\theta_r = 20^\circ - 70^\circ)$ | 0.24-0.66 (C-band) | 0.53-1.45 (C-band) | 0.82-2.24 (C-band) | 1.12-3.07 (C-band) |
| Integration time $T_i$, [s]    | 1-2.75 (L-band) | 2.19-6.01 (L-band) | 3.38-9.29 (L-band) | 4.64-12.75 (L-band) |
| $(V_{w10} = 3.5 - 11 \text{ m/s})$ | 0.035-0.034 (X-band) | 0.064-0.062 (C-band) |              |              |
| Coherence time $\tau_c$, [s]   | 2.5         | 2.5         | 2.5          | 2.5          |
| Platform velocity $V$, [m/s]   | 125         | 160         | 7600         | 7600         |

Fig. 6. Composite sea-ship surface elevation models $Z$ for different velocities of wind $V_{w10}$ as follows: (a) 3.5 m/s. (b) 6 m/s. (c) 8.5 m/s. (d) 11 m/s. **Ship II**, Fr = 0.5. Sea surface parameters: $S_E$ spectrum with $D_E = 45^\circ$.

A Kelvin wake pattern has been studied before, and it is well known that better imaging of the ship wake results can be obtained when local waves travel along the radar line-of-sight. Fig. 8 illustrates RAR images for three main ship heading directions relative to the platform flight direction, and the visualization results match the results obtained in previous studies [61], [97]. It has typically been thought [7], [61], [97], [133] that HH polarization improves the detection of wakes (includes the effect of a larger magnitude of the tilt modulation transfer function for the HH polarization), though the larger difference in signal intensity between VV and HH polarization occurs at high incidence angles and less at low incidence angles. However, since a low incidence angle generally provides much better imaging of wake, this reduces the importance of the difference in signal intensity between VV and HH polarization. The next illustration in Fig. 9 shows the effect of the different radar incidence angles $\theta_r$ on the visibility of the ship wake. It can be seen that the best visualization of ship wake (divergent and transverse waves) occurs when the incidence angle is smaller (Fig. 9(a)) and that cusp waves are mainly visible at high incidence angles (Fig. 9(c)). This effect has previously been noted in studies [61], [97], [131]. Although much research has been done in the field of SAR imaging of vessel signatures, there is no clear understanding of the effect of radar frequency on the imaging of ship wakes. In some studies [131], [134], [135], real SAR data for different bands were analyzed, and an overall conclusion has been reached that ship wakes are better imaged in the X-band SAR images (e.g. TerraSAR-X) instead of the C/L-bands. It is clear that the best visibility of ship wakes is associated with the lower altitude of TerraSAR-X, compared with other satellites, which reduces the $R/V$ ratio. It is important to note that for an objective comparison, it would be necessary that all parameters be fixed, i.e. the same satellite...
platform, the same ship parameters, the same ambient sea waves amplitude, and direction, etc., which in practice is very hard to achieve. The comparison of different frequencies in [133] has shown that Kelvin arms are best visible at high radar frequencies. In contrast, the simulation results in [60] have shown better observation of ship wake at L-band rather than X-band. In studies such as [5], [61], it is stated that variation in wake visualization had little dependence on radar frequency. According to our results, there is no significant difference in wake visualization for changes in radar frequency, except for at high incidence angle for L-band in Fig. 9-(c) where the visibility of divergent and transverse waves is a little better than for X-band and C-band (but not cusp waves) at the equivalent angle (Fig. 9-(b)). However, this result is based on the simulation parameters used and is not a general conclusion, so further attention is needed here.

In order to clearly demonstrate the effect of the SAR resolution cell, the SAR parameters were fixed and realized for the airborne (AI) scanning platform. It can be seen that at the detailed resolution in Fig. 10-(a) all wake components are easily distinguishable. However, when the resolution is degraded (Fig. 10-(c)), the wake becomes difficult to distinguish.

For the RAR imaging (Fig. 8) the transverse and divergent waves are most visible when the ship is moving in the radar range direction, and only divergent waves exist for the azimuth direction. This effect generally also holds for the SAR imaging, although it is sometimes modified according to the SAR parameters relating to the properties of the sea and ship waves. For example, the transverse waves may still appear in radar images for a ship heading parallel to azimuth direction, at the small values of $R/V$ ratio and lower $V_w$ (Fig. 10-(b)), mainly for airborne SAR platforms. This is due to the contribution of the orbital motion of the gravity waves to the VB imaging, and particularly where the minimum discernible azimuthal wavelength $\lambda_{min}$ in eq. (56) is less than the wavelength of transverse waves. However, for the satellite platforms, transverse waves begin to show smearing, for instance, in Fig. 10-(e), and are completely invisible at the large $R/V$ ratio in Fig. 10-(f). This also well explains why for the Sentinel-1 satellite, which has a large $R/V$ ratio, the images mainly display cusp waves only. This had previously been ascribed to the lower SAR resolution of the Sentinel-1 images, but our results show that this is not the sole contributor. Looking ahead, the contribution of the sea wave amplitude factor can also influence visualization of ship wake, which is demonstrated in Fig. 14-(a), (e) and (b), (f).

Importantly, the SAR imaging of moving waves is related to the velocity bunching mechanism. The main image degradation effects consist in azimuthal shifting determined as

$$\Delta X = RU_r/V$$

and smearing given as

$$\delta X = 2R\sigma_u/V$$

where $\sigma_u$ is the standard deviation of the radial velocities within a SAR resolution cell.

In order to better demonstrate these effects, the simulations are presented as speckle-free images in Fig. 11. Two different sea states with low $V_{w10} = 3.5$ m/s and relatively high
Fig. 8. Simulated NRCS images (X-band, $\theta_r = 50^\circ$) with RAR modulations included for different ship heading direction relative to flight direction: (a) $0^\circ$, (b) $45^\circ$, (c), (d) $90^\circ$. Ship IV with $Fr = 0.25$, $V_{w10} = 3.5$ m/s and $D_E = 45^\circ$.

Fig. 9. Effect of the incidence angle $\theta_r$ on the SAR imaging (VV polarization) of the ship wake at different bands for AI platform: (a), (b), (c) X-band. (d) C-band. (e) L-band. Ship I with $Fr = 0.35$, $V_{w10} = 3.5$ m/s and $D_E = 45^\circ$.

$V_{w10} = 13.5$ m/s with waves traveling at $45^\circ$ are presented in Fig. [11](c), (d) and (a), (b), respectively, based on the $S_E$ spectrum and Longuet-Higgins directional function. While keeping the same sea surface model ($V_{w10} = 13.5$ m/s), the smearing is minimal for AI platform (a), and increased for SII platform (b). Next, the shifting is associated with the contribution of the radial velocity of the model’s facets, and shifting direction can be easily determined [120]. Here an important role is played by whether one has a right or left looking antenna SAR configuration. When facets move toward the SAR platform, then they are imaged as shifted in the flight direction (Fig. [11](c)), and reversely (Fig. [11](d)). It should be noted that shifting and smearing effects exist for all simulated scenarios, and a separate illustration of these effects in Fig. [11] is made to facilitate understanding.

D. Spectra comparison: sea surface slopes vs PDF

Many studies devoted to sea surface modeling and SAR imagery simulation do not pay due attention to the correctness of the sea surface modeling step. It is assumed, for example, that the real sea surface roughness is well enough approximated by a spectrum model. Therefore, we present a basic approach to validate the spectra models. A comparison of the probability distribution of sea surface slopes with the well known Cox and Munk probability density function (PDF) [89], [90] was performed. This PDF is based on the Gram-Charlier distribution as:

$$p = \left(2\pi\sigma_u\sigma_c\right)^{-1} \exp\left[-\frac{1}{2} \left(\xi^2 + \eta^2\right)\right]$$

$$\left\{1 - \frac{1}{2}c_{21} \left(\xi^2 - 1\right) + \eta - \frac{1}{6}c_{03} \left(\eta^3 - 3\eta\right) + \frac{1}{24}c_{40} \left(\xi^4 - 6\xi^2 + 3\right) + \frac{1}{4}c_{22} \left(\xi^2 - 1\right) \left(\eta^2 - 1\right) + \frac{1}{24}c_{04} \left(\eta^4 - 6\eta^2 + 3\right)\right\}$$

where $\xi = Z_y / \sigma_c$ and $\eta = Z_x / \sigma_u$ are normalized crosswind and upwind slope components, respectively (up to $\xi = \eta = 2.5$), with local surface slopes $Z_x$ and $Z_y$ (here we assume $x$ is upwind, and $y$ is crosswind, direction as in [135]), and rms slope components are $\sigma_u$ and $\sigma_c$. The latter are expressed as:

$$\sigma_u^2 = 3.16 \times 10^{-3} V_{w12.5}$$

$$\sigma_c^2 = 0.003 + 1.92 \times 10^{-3} V_{w12.5}$$

The skewness coefficients for the clean sea surface are presented
and the peakedness coefficients are given

\begin{align}
    c_{21} &= 0.01 - 0.0086 V_{w12.5} \\
    c_{03} &= 0.04 - 0.033 V_{w12.5} \\
    c_{40} &= 0.4 \\
    c_{22} &= 0.12 \\
    c_{04} &= 0.23
\end{align}

It is clear that with decreasing facet size the coherency of the slope model also deteriorates; this effect is explained in [92]. However, if the facet size is increased, for example, to 0.5 m as in [137], the distribution of slopes will generally correspond to the PDF model, which can be used for verification. When the facet size is increased to a higher order, for example 3 mm size (capillary waves) then the slopes are consistent with the PDF with sufficient accuracy [32]. On the other hand, since we use the two-scale SAR model, and the high-frequency part (short waves) is modeled statistically, there is no need for a high-resolution sea surface model calculation. Therefore, here we apply the facet size of 0.5 m following [137] to test the overall consistency of all spectra of the generated slope models to Cox and Munk’s PDF. The wind speed is set as 8 m/s and the size of the surfaces is 0.25×0.25 km (see Section II for \( L_{\text{min}} \) size selection). The result of this comparison is demonstrated in Fig.12. As is shown, not all spectra give a reasonable match to the Cox and Munk PDF. Only the wave spectra of \( S_E \) and \( S_R \) are matched well enough. However, for the other spectra, this agreement was not observed where \( S_{PM} \) and \( S_J \) showed better agreement than \( S_{FL} \). The results, in general, are consistent with results shown in previous studies [34], [81], [137]. For example, in [81] the slope variance of different spectra has also been compared with the slope variances according to the Cox and Munk’s model. Also, the agreement with Cox and Munk’s PDF likely may depend on the spreading functions, as stated in [81], [138]. It should be recalled that for the \( S_E \), \( S_{SL} \) and \( S_R \) spectra, their original spreading functions were applied, while for the \( S_{PM} \) cosine-squared function, and for \( S_J \) the Longuet-Higgins et al. function was used (Section II-C).

E. Spectra comparison: SAR imaging of ship wakes

In this subsection, we applied quantitative analysis of visualization of ship wakes in SAR images for different sea wave spectra models. The idea behind the comparison consists in the fact that all the spectra are created by empirical or semi-empirical approaches for particular geographical places and conditions. It means that even under the same modeling
parameters (first of all, the velocity of wind), the amplitude and as a consequence significant wave height $H_s$ may vary. As is mentioned in Section V.A and in various studies in the literature, the ambient amplitude of sea waves can dramatically reduce, or conversely, increase the visibility of vessel signatures in SAR images. On the other hand, different spectra models have been applied for SAR image simulation of ship wake [6], [58], [60], [63], [65]–[69], [71], [72]. It is important to note that the results presented here reveal a relative difference in spectra, in terms of a superposition of sea waves with ship wake and are not compared in terms of absolute SAR intensity values. The comparison is presented in two stages: (i) Determination of the borderline condition; (ii) Assessment in terms of standard statistical measures of imagery.

In order to provide an evaluation of the contribution of different sea spectra to the SAR imaging of ship wake, we first determined the boundary condition where the wake signatures due to ambient sea waves can disappear or be less noticeable in the SAR image. A recently proposed ship wake detection method based on sparse regularization, and successfully tested on both type of real and simulated SAR images, [134] was applied. Noting that the Pierson-Moskowitz spectrum has been the basis of many presented spectra, it was selected as a reference to generate the sea wave models within a range of $V_w = 3.5 - 11$ m/s. As was mentioned in Section II-B the conformity of $V_w$ for different spectra was performed by using the Fung and Lee method [87]. For the ship model, we selected Ship I with $F_r = 0.5$, and calculations are done for the airborne AI platform as the best available SAR configuration with parameters: X-band, incidence angle $\theta_r = 35^\circ$ and VV polarization. The speckle model is fixed to an exponential distribution with unit mean for all scenarios. The wind and ship moving directions are tuned to $0^\circ$ (azimuth direction). We considered the boundary condition as valid if at least one of the Kelvin arms has not been detected using the method [134]. Although, strictly speaking, the boundary condition may change for other SAR platforms and/or ship parameters, this does not reduce the significance of the experiment, since we investigated this approach as a starting point. The results of the detection of ship wake are given in Fig. 13 where it is shown that when the sea amplitude reaches $H_s = 1.7$ m ($V_{w10} = 8.5$ m/s), the visualization of the ship’s signature in the SAR image becomes difficult, which also affects the detection efficiency (one of the bright lines does not follow the Kelvin envelope line in Fig. 13(c)).

After the boundary condition ($V_{w10} = 8.5$ m/s) was determined (as the point where the visualization of wakes in SAR images becomes unstable, and therefore they may not be detected, as discussed above), the same ship model under the same velocity wind speed was applied for all spectra models. The benefit of the simulation is that it is possible to generate SAR images and reference SAR images to evaluate the comparison. The reference image is considered to be the

---

**Fig. 11.** The smearing $\delta X$ and shifting $\Delta X$ effects in speckle-free simulated SAR images (X-band, $\theta_r = 35^\circ$, VV polarization). (a) AI platform and (b) SII platform with $U_r = 0$, $A_r \neq 0$, $V_{w10} = 13.5$ m/s, $S_{PM}$ with $D_J = 45^\circ$ where parameter $S = 20$. (c) and (d) AI platform with $U_r \neq 0$, $A_r = 0$, $V_{w10} = 3.5$ m/s, $S_{PM}$ with $D_J = 45^\circ$, and Ship III with $F_r = 0.4$.

**Fig. 12.** Density comparison for different spectra (a) $S_{PM}$, (b) $S_J$ with fetch = 80 km, (c) $S_{FL}$, (d) $S_E$ with $\Omega = 0.84$, and (e) $S_{E}$. Dashed-lines in each sub-figures refer to the Cox and Munk’s (CM) model. The wind velocity $V_{w10} = 8$ m/s and the size of the sea surface model is 0.25×0.25 km.
Fig. 13. The wake detection results for simulated SAR images (X-band, $\theta_e = 35^\circ$, VV polarization) using method based on sparse regularization [134] under different velocities of wind: (a) $V_{w_{10}} = 3.5$ m/s. (b) $V_{w_{10}} = 6$ m/s. (c) $V_{w_{10}} = 8.5$ m/s. Ship 1 with Fr = 0.5. The bright lines represent detected Kelvin envelope lines.

SAR image with the same sea surface model but without a ship wake model. The analysis is then carried out by comparison, for each spectrum of SAR image (intensity values of superimposed sea-ship waves $I_s$), with the reference image (intensity values of ambient sea waves $I_w$) in terms of peak signal-to-noise (PSNR), signal-to-noise (SNR), mean-squared error (MSE), standard deviation (STD) and the Structural Similarity (SSIM) index [139]. Since for different spectra models the absolute NRCS values change (as confirmed in many studies [81]–[84]) and because we are interested in relative changes of intensity values, all images and reference images were normalized before calculating the PSNR, SNR, MSE, STD, and SSIM measures. The STD measure was calculated for the difference image, which was determined as $\Delta I = I_s - I_w$ (in Fig. [14] for better visualization only the positive part of $\Delta I$ values is shown, while in Table [II] the whole STD values are shown). Also, all statistics are provided for speckle-free images. It is useful to look at the effect of noise in the formation of a SAR image on pairs of speckle-free ($I_n$) and speckle ($I$) intensity images, which are presented in Fig. [14(a)-(b), (e)-(f), (i)-(j), (m)-(n), (q)-(r)].

It can be seen that the noise cancels out the details of both sea and ship waves. In contrast to the standard image analysis interpretation, where for example higher PSNR value indicates better denoising performance, here the intensities from ship wakes are considered as a ‘positive’ noise. In practice, it means that when the noise power is higher (bigger MSE and STD), and hence a lower PSNR value (and SNR), the wakes visualization is improved. The same argument applies to the SSIM, where the lower global values in Table [II] and more negative local values in Fig. [14(d), (h), (l), (p), (t), correspond to better identification of ship wake signatures.

According to the results in Table [II] for all spectra except the $S_{FL}$ spectrum, the better visualization of wakes on most measures generally follows a decrease of the significant wave height $H_s$, which is consistent with previous simulation studies [6], [7], [140] or real images analysis [7], [61], [131]. As expected, the best performance is shown by $S_j$ model (the fetch size is 25 km), where the $H_s$ is around half compared to most of the presented spectra, so the amplitude of the wake is not washed out by the surrounding waves. This spectrum also creates a shorter wavelength of waves on the sea surface thereby allowing better preservation of the ship wake pattern. It is also important to note that there is some variation in the calculated values (Table [II]) which indicates that the visibility of wake is also associated with the ambient sea wave pattern, which is in turn dependent on the properties of the spectra. For example, we can observe that the pair $S_{PM}$-S_R gives similar results. Also, the significant wave height is much lower for the $S_{FL}$, where better wake imaging was expected. One possibility is that this may be attributable to the contribution of the $D_{FL}$ spreading function. Indeed, the $D_{FL}$ spreading function has an isotropic shape for large-scale waves (Fig. [14]) and at this scale it does not realistically represent the sea wave propagation [88]. This may be the cause of reduced wake visibility in the results, but this effect requires a separate study. This means that at the boundary condition the contribution of $H_s$ is not of primary importance for modeled SAR images and other modeling parameters can also play a role. Obviously, the obtained results of the comparison of the spectra indicate that for different marine areas and at the same wind speed, the visualization of wakes will differ. However, these results are valid for the boundary condition when the ambient sea waves are comparable in size (wavelength) and amplitude with ship wake (Fig. [13(c)]).

In Fig. [14] we show the local maps of the difference image $\Delta I$ and SSIM index. For better visualization, only the positive values of $\Delta I$ are shown, which correspond to the high NRCS backscattering signal. It can be seen that the wake patterns for $S_{PM}$, $S_E$, and $S_R$ spectra are more smeared compared to $S_j$ and $S_{FL}$. In particular, individual divergent and transverse waves are difficult to distinguish because they are mixed with ambient waves. It is interesting to point out that although the statistical results for $S_{FL}$ spectrum are not the best (from Table [II]), the wake pattern in the difference image $\Delta I$ is better compared to all but the $S_j$ spectra. Indeed, the details of transverse and divergent waves are better visualized. However, the relative contrast between backscattering from sea waves
Fig. 14. Simulated SAR images (X-band, $\theta_r = 35^\circ$, VV polarization) for different spectra models: (a)-(d) $S_{PM}$. (e)-(h) $S_J$. (i)-(l) $S_{FL}$. (m)-(p) $S_E$. (q)-(t) $S_R$. For $S_J$ the fetch is 25 km, for $S_E$ the inverse wave age $\Omega$ is 0.84. For all spectra $V_{w10} = 8.5$ m/s and Ship I with $Fr = 0.5$. 
and ship wake is bigger for the $S_{J}$ spectrum (Fig. [14] (g)), which is also well supported by the objective results (Table [1]) MSE, and STD). The same is true for the SSIM index results, where greater difference (or lower global value in Table [1]) is related to the $S_{J}$ spectrum which means better visualization and detectability of wakes.

| Spectrum | $H_{s}$ | PSNR | SNR | MSE | STD | SSIM |
|----------|----------|------|-----|-----|-----|------|
| $S_{FD}$ | 1.732 | 22.289 | 9.104 | 0.006 | 0.046 | 0.762 |
| $S_{J}$ | 0.795 | 16.147 | 6.371 | 0.0243 | 0.061 | 0.567 |
| $S_{FL}$ | 1.027 | 23.639 | 7.606 | 0.004 | 0.045 | 0.778 |
| $S_{R}$ | 1.890 | 23.117 | 8.480 | 0.005 | 0.033 | 0.758 |
| $S_{R}$ | 1.559 | 22.549 | 8.498 | 0.006 | 0.050 | 0.773 |

* Since ship wake considered as a positive noise, the statistics must be interpreted inverted, explanation in the text above.

F. Comparing real vs simulated SAR imagery

In the literature, comparisons between simulated and real SAR images of ship wakes are very rare and include, e.g., [6], [72], [141]. The main reason consists in the limited availability of the necessary parameters for simulations, such as automatic identification system (AIS) data corresponding to a given image, or parameters characterizing the sea state an acquired image. We demonstrate, in the absence of such parameters, how to synthetically generate SAR images based on estimated parameters of ship and measurements of the sea state from real data. Our experiment indicates that, given the availability of high-resolution SAR data, the key ship parameters can be approximated (as was also shown earlier in [122]) and a lack of AIS data will not always be a limitation. We illustrate the reproduction of a real TerraSAR-X image containing examples of two fast moving vessels. The image used is of the Strait of Gibraltar [143] and is a Geocoded Ellipsoid Corrected (GEC) product acquired in StripMap mode with SAR resolution of 3.3 m (pixel spacing is 1.25 m). The image is in HH polarization and with incidence angle $\theta_{r} = 33.2^{\circ}$. First, a calibration was performed using SNAP software to convert the dataset to an NRCS image. Then we selected two sub-scenes approximately 3 x 3 km in size. According to the metadata of the real SAR image (descending pass direction, center heading angle is $\theta_{r} = 190.31^{\circ}$) we oriented the sub-scenes so that they correspond to the coordinates of the simulator, in which counting goes from the azimuth direction counterclockwise.

The ship parameters $L$ and $B$ were carefully measured from the real image as follows: Ship model $\alpha$, $L = 100$ m, $B = 17$ m; Ship model $\beta$, $L = 60$ m, $B = 16.5$ m. For the draft parameter we selected $D_{J} = 2.7$ m for Ship model $\alpha$ and $D_{J} = 2.2$ for Ship model $\beta$. This was based on analyzing typical high speed crafts using information at www.marinetraffic.com, so that the parameters correspond to real vessels. The heading angles were measured as $\theta_{s} = 336^{\circ}$ for Ship model $\alpha$ and $\theta_{s} = 151^{\circ}$ for Ship model $\beta$. To estimate the velocities of the vessels we applied two methods based on measurements of the wavelength of the transverse wave [7] and length of the waves along the cusp lines [6]. Thus we estimated the velocities as $V_{r} \approx 17$ m/s and $V_{r} \approx 14.5$ m/s for Ship model $\alpha$ and Ship model $\beta$ respectively.

Finally, the sea state parameters were estimated as follows: Wind fields were derived from a Cross-Calibrated Multi-Platform (CCMP) 6-hourly ocean vector wind analysis model with model resolution 0.25 degree [144]. The dataset corresponds to the four standard times (00:00, 06:00, 12:00, 18:00 UTC), and the closest time to the time the image was acquired was selected. The wind velocity is $V_{CCMPw} = 5.5$ m/s and wind direction $D_{CCMP} = 265.7^{\circ}$. It should be noted that, due to the coarse resolution of the CCMP model, we preferred to estimate local winds around wakes. We used the XMOD2 algorithm for sea surface wind retrieval from TS-X imagery [145], [146], in which the value of $D_{CCMP}$ provides the wind direction. We initially converted the NRCS from HH to VV polarization by using the T-PR model [145]. We estimated values of $V_{XMOD2w} = 8.9$ m/s for ship model $\alpha$ and $V_{XMOD2w} = 14.6$ m/s for ship model $\beta$. Because of the type of area modeled (coastal) we employed $S_{J}$ and $D_{J}$ (with $S = 8$) for the sea waves. We also varied the fetch size ($F = 6$ km for Ship model $\alpha$ and $F = 17$ km for Ship model $\beta$) in $S_{J}$, which we measured as the distance between the wake location and shoreline and taking into account $D_{CCMP}$. The effect of fetch size is explained in details in [147]. The use of these measurements provides realistic sea surface modeling parameters as an input for the simulator. The resulting SAR imagery is presented in Fig. [15]. It can be seen that the common Kelvin wake patterns for both ships are similar. The main difference relates to the region of the transverse wave. This is due to the known fact that turbulent wakes generally mask the transverse waves in real images [7]. In addition, factors such as deviations in the course of the ship (Fig. [15]-(a)) or a change in its speed make modeling difficult. This demonstrates the success of our simulator in modeling real images based on approximated and measured or estimated parameters.

VI. CONCLUSION

In this paper, we reviewed the state-of-the-art and presented a comprehensive SAR imagery simulation framework for complex sea-ship waves scenario. This study was performed on the back of decades of research and knowledge that spans a very diverse range of fields including the linear theory [79] and stochastic modeling [80] of the sea surface, Kelvin ship wake modeling [6], [59], [60], [63], [114] and the theory of SAR imaging oceans [26], [28], [73], [118], [120]. In contrast to existing simulation studies for both wind- and ship-induced waves, we have extended our framework to include the analysis of hydrodynamical effects (waves elevation models) as well as SAR imaging effects. For the first time, on the basis of numerical simulations, the most common SAR imaging phenomena related to the sea surface (sea waves and ship wakes) have been integrated and presented. In particular, we investigated different SAR parameters, including frequencies (X, C, and L-band), incidence angles, signal polarizations (VV, HH), image resolutions (2.5, 5 and 10 m), four different platform configurations (two for airborne and two for
Fig. 15. The comparison of TerraSAR-X sub-images (a), (b) with simulated images (c), (d). Parameters: SAR (X-band, $\theta_r = 33.2^\circ$, HH polarization); Ship model $\alpha$ ($L = 100$ m, $B = 17$ m, $D_t = 2.7$ m); Ship model $\beta$ ($L = 60$ m, $B = 16.5$ m, $D_t = 2.2$); Sea state ($V_{w10} = 8.9$ m/s with fetch = 6 km (c) and $V_{w10} = 14.6$ m/s with fetch = 17 km (d)).

spaceborne), and velocity bunching effects (azimuthal cut-off, shifting and smearing). Calculations were performed for five sea wave spectra ($S_{PM}$, $S_J$, $S_{FL}$, $S_E$, and $S_R$) and for four different ship models. The simulation results demonstrated a fine agreement with the theory. The proposed simulator package is implemented in MATLAB and publicly available via the University of Bristol Research Data Repository [148].

Our analysis of ship wake visibility for evaluating the various spectra supports the accepted rule that wake observability decreases with the increase of significant wave height. However, there is some variation, for example, the lower visibility for the $S_{FL}$ spectrum at lower $H_s$, which means that other modeling parameters could contribute to wake visualization. The important conclusion is not however the perceived differences among spectra, but the very existence of a difference that was not investigated earlier in the SAR simulation of composite sea-ship scenes.

The presented versatile SAR imaging methodology may be more convenient as it allows the selection of different spectra for different tasks, for example, when considering different maritime regions (the fetch limited $S_J$ or not $S_{PM}$ spectra), or to obtain greater consistency between spectrum model and real sea surface roughness. This study can also be employed for a better understanding of the visibility and detectability of ship wakes in real SAR images. Work along these lines has been initiated, in particular for ship wake detection [134].
despeckling of simulated SAR images [149], and for studying the effect of sea state [147]. Additionally, we would like to outline some interesting directions for future research. Although it is believed that wind direction has no effect on radar wake imaging, see for example [61], this conclusion is based on satellite observations and is mainly true for cusp waves only. In this respect, not only the direction but the angular spreading function \(D(k, \theta)\) could possibly influence wave-wave interaction, which is directly related to the imaging of a vessel’s signature. Thus, a more detailed investigation in this respect is needed. Another interesting direction is a comparison of simulated SAR images of ship wakes with real SAR images, for example using spectral decomposition approaches [27]. There have been good results where the simulated SAR spectra of ocean waves have been compared by spectral analysis with the real SAR measurements [1]. [3]. [9]. However, the methodological basis for direct comparisons of simulated ship wake images with real images has still not been fully explored [6]. [58] and new approaches can be developed in this direction.
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