The distribution and properties of DLAs at \( z \leq 2 \) in the EAGLE simulations
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ABSTRACT

Determining the spatial distribution and intrinsic physical properties of neutral hydrogen on cosmological scales is one of the key goals of next-generation radio surveys. We use the EAGLE galaxy formation simulations to assess the properties of damped Lyman \( \alpha \) absorbers (DLAs) that are associated with galaxies and their underlying dark matter haloes between \( 0 \leq z \leq 2 \). We find that the covering fraction of DLAs increases at higher redshift; a significant fraction of neutral atomic hydrogen (H I) resides in the outskirts of galaxies with stellar mass \( \geq 10^{10} \, M_\odot \); and the covering fraction of DLAs in the circumgalactic medium (CGM) is enhanced relative to that of the interstellar medium (ISM) with increasing halo mass. Moreover, we find that the mean density of the H I in galaxies increases with increasing stellar mass, while the DLAs in high- and low-halo mass systems have higher column densities than those in galaxies with intermediate halo masses (~\( 10^{12} \, M_\odot \) at \( z = 0 \)). These high-impact CGM DLAs in high-stellar mass systems tend to be metal poor, likely tracing smooth accretion. Overall, our results point to the CGM playing an important role in DLA studies at high redshift (\( z \geq 1 \)). However, their properties are impacted both by numerical resolution and the detailed feedback prescriptions employed in cosmological simulations, particularly that of active galactic nuclei.
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1 INTRODUCTION

Hydrogen is the most abundant element in the Universe and H I (atomic hydrogen) has been linked with fundamental galaxy properties such as star formation rate (SFR) and star formation efficiency (SFE), stellar mass, morphology, metallicity, and colour (e.g. Zhang et al. 2009; Cortese et al. 2011; Wang et al. 2011; Hughes et al. 2013; Saintonge et al. 2016; Wang et al. 2017; Zhou et al. 2018). Additionally, the column density of H I is also known to increase towards the centre of galaxies (e.g. Rahmati & Schaye 2014; Prochaska et al. 2017; Rhodin et al. 2018). These correlations imply an intrinsic link between H I and internal galactic processes.

There existed at least twice as much H I in the high-redshift Universe (\( z \sim 2 \)) than today (e.g. Prochaska & Wolfe 2009; Neelameggh et al. 2016; Sánchez-Ramírez et al. 2016; Bird, Garnett & Ho 2017; Rhee et al. 2018). However, the evolution of the cosmic H I mass density (\( \Omega_{\text{HI}} \)) is relatively weak compared with the evolution of the \( \Omega_{\text{H}_2} \) (the cosmic molecular hydrogen mass density), which declines by a factor of 3–10 from \( z \sim 2 \) to 0 (Decarli et al. 2019), along with \( \Omega_{\text{SFR}} \) (the cosmic SFR density), which shows a sharp peak at \( z \sim 2 \) (Madau & Dickinson 2014; Driver et al. 2018) and drops by an order of magnitude (~\( 20 \times \)) to the present-day Universe. This suggests H I is replenished throughout cosmic time but that the conversion efficiency into \( \text{H}_2 \) and SFR is evolving. Recent studies have indicated that the \( \text{H}_2 \) reservoir inside a galaxy to be highly dynamic and existing in a state of flux, accreting on to a galaxy initially as ionized inflows and fuelling further star formation on Gyr time-scales (e.g. Davé et al. 2013; Crain et al. 2017). Chowdhury et al. (2020) recently used H I 21-cm emission stacking to obtain an \( \Omega_{\text{HI}} \) value that is consistent with previous optical measurements using Mg II absorbers and UV DLAs, while also finding the average \( M_{\text{HI}} \)-to-SFR ratio suggests a relatively short H I depletion time-scale (of the order of a few Gyr).

H I ubiquitously emits and absorbs at a wavelength of 21 cm. 21-cm absorption line surveys are an important tool for studying H I in the early Universe, particularly since the sensitivity of absorption line surveys is independent of redshift. This is in contrast to H I emission, which is very weak for distant galaxies (e.g. Fernández et al. 2016). Practically, to observe 21-cm absorption requires a background source that is bright in the radio. This is normally a quasar.

The next generation of blind 21-cm absorption surveys will open up a new area of parameter space (for a recent example, see work by Grasha et al. 2020, who use H I 21-cm absorption in the redshift range \( 0 < z \leq 2.74 \) to place constraints on the cosmic evolution of \( \Omega_{\text{HI}} \)). In particular, both the MeerKAT Absorption Line Survey (MALS; Gupta et al. 2016) and the First Large Absorption Survey in H I (FLASH; Allison et al. 2020) are two dedicated 21-cm absorption surveys at cosmological distances. Here, we focus on FLASH, which
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is a blind 21-cm survey of the entire southern sky, probing 150,000 sightlines in the redshift range 0–1 with the Australian Square Kilometre Array Pathfinder (ASKAP; Johnston et al. 2007).

FLASH will be sensitive to the highest column density HI gas (see fig. 6 of Allison et al. 2016) and hence most likely DLA s (damped Lyman α systems, defined as systems with \(N_{\text{HI}}\), values of greater than \(2 \times 10^{20}\) cm\(^{-2}\); for a review see Wolfe, Gawiser & Prochaska 2005). DLA s are thought to typically arise in the inner 30 kpc of a galaxy, since column density appears to anticorrelate with impact parameter (e.g. Rahmati & Schaye 2014; Rubin et al. 2015). In this way, DLA s are expected to trace the crucial star formation processes inside a galaxy, in particular the cooling of atomic to molecular hydrogen, which is the fuel for further star formation. Additionally, 21-cm absorption is sensitive to the harmonic mean 21-cm excitation temperature, which in turn is dependent on the fraction of the CMM (cold neutral medium; e.g. Kanekar et al. 2014; Allison et al. 2016). Therefore, 21-cm surveys are sensitive to the coldest gas in the galaxy, unlike optical DLA searches that trace the total HI content.

Recently, Allison et al. (2020) demonstrated early science results from FLASH by carrying out a blind survey for 21-cm absorption in the GAMA 23 field (Liske et al. 2015). They detected absorption in the outskirts (impact parameter = 17 kpc) of an intervening early-type galaxy, showing that substantial column densities of cold absorbing gas can be found at large distances (presumably in an HI disc) in such galaxies. Additionally, in ASKAP commissioning observations of a sample of radio-loud quasars, Sadler et al. (2020) obtained a measurement of the incidence of DLA s at \(0.4 < z < 1\) that was consistent with previous measurements within the current uncertainties. These measurements will improve by two orders of magnitude once FLASH is complete.

Due to observational limits (i.e. the use of optical telescopes) DLA s have been well studied at \(z > 2\), the range where the rest-frame UV Lyman α line is redshifted into the optical. Surveys such as the Sloan Digital Sky Survey (SDSS; York et al. 2000; Noterdaeme et al. 2009, 2012) have been critical to provide a range of valuable observations. However, at \(z < 1\), it has been particularly difficult to obtain a sample of unbiased DLA s. The common approach has been to use SDSS to pre-select Mg II absorbers (e.g. Turnshek et al. 2005) and then follow these up with space UV spectrographs, such as the Hubble Space Telescope (for a recent example see Monier et al. 2019). It is, however, unclear whether this approach delvers a representative sample of intermediate-redshift DLA s, with some tension in the derived \(\Omega_{\text{HI}}\), seen in the literature (e.g. Neelam et al. 2016; Berg et al. 2017; Rao et al. 2017). FLASH will observe DLA s in the radio towards radio-bright galaxies, and hence will provide the first unbiased view of neutral hydrogen in the Universe at intermediate redshifts.

From observational studies, we still have a limited understanding of DLA host galaxies, primarily due to the lack of follow-up detections in multiwavelength emission (e.g. Fynbo et al. 2011; Péroux et al. 2011; Fumagalli et al. 2015; Rahmani et al. 2016). The lack of follow-up detections is attributed both to contamination from the background light of the quasar (e.g. Møller & Warren 1998), along with the fact DLA s are thought to trace galaxies with a wide range of galaxy properties, which makes them a more representative sample of the overall galaxy population (e.g. Krogager et al. 2017). It also means a large number of DLA s are likely to be associated with faint, low-mass galaxies that are below the emission detection limit (e.g. Fumagalli et al. 2015). There have been a number of observational papers that look at the properties of DLA s, in particular their metallicities (e.g. Rafelski et al. 2014; Krogager et al. 2017) and kinematics (e.g. Prochaska & Wolfe 1997), but their physical nature is still debated.

Hydrodynamical simulations, alongside semi-analytical models of galaxy formation, offer a way to theoretically investigate the physical origin of DLA s and their host galaxy properties, free from observational selection effects (examples of simulations/models investigating DLA s include Altay et al. 2013; Berry et al. 2014; Rahmati et al. 2015; Berry et al. 2016; Rhodin et al. 2019; van de Voort et al. 2019). There has been a large number of previous works investigating the number density of DLA s in cosmological hydrodynamical simulations and how this varies with properties of the host galaxy such as stellar mass and star formation rate, along with the range of impact parameters possible (e.g. Bird et al. 2014; Rahmati & Schaye 2014). Similar to the observations, this work has typically been focused at \(z \geq 2\), and simulations/models suggest DLA s trace a representative sample of galaxies. Moreover, the majority are considered to be hosted by faint low-halo-mass systems and thus have low-star formation rates (e.g. Bird et al. 2014; Rahmati & Schaye 2014). Work using theoretical models has also suggested that the physical origin of DLA s is redshift dependent, where DLA s of \(z > 3\) are likely to arise from intergalactic gas filaments, while those below this redshift are likely to originate from the galactic disc (Berry et al. 2014).

Due to the high computational demand of resolving the cold neutral interstellar medium (ISM) of galaxies, a number of recent theoretical studies have used cosmological zoom simulations (e.g. Rhodin et al. 2019), which can resolve cooling below \(10^4\) K and hence model HI self-consistently throughout the simulation. In particular, simulations such as these have shed light on the contribution of the CGM (circumgalactic medium)/gaseous halo to the DLA population. However, these smaller scale simulations lose the large number statistics required to compare with surveys.

In order to interpret the results from FLASH, it is important to make predictions about (a) the distribution of HI in and around galaxies at this redshift range as a function of their properties (e.g. halo mass, stellar kinematics) and (b) the properties of DLA s associated with galaxies in this redshift range. In this paper, we hope to address both questions by utilizing the Evolution and Assembly of Galaxies (EAGLE) cosmological simulations (Schaye et al. 2015).

Previous work has shown EAGLE boxes of varying resolution are able to largely reproduce a wide range of cold gas properties (despite not being calibrated to do so), including the observed clustering of HI systems (Crain et al. 2017), the global HI column density distribution function (Rahmati et al. 2015), the observed HI morphologies of galaxies and in particular their radial profiles (Bahé et al. 2016), along with their \(H_2\) properties (Lagos et al. 2015, 2016). For a recent detailed analysis of the cold gas contents in EAGLE and other cosmological simulations (see Davé et al. 2020).

In this paper, we are particularly interested in investigating further the distribution of strong DLA s in galaxies with a wide range of halo masses in the redshift range of interest for FLASH. We are also interested in the relative contribution of the CGM and how this varies with galaxy properties. Moreover, we will discuss the DLA properties (such as metallicity and impact parameter) and how these vary with host galaxy properties and redshift.

The structure of the paper will be as follows; the next section will explain our numerical methodology, in particular detailing how we obtain the HI mass fractions from EAGLE, along with our method of separating gas particles into the ISM/CGM (Section 2). Our results will follow in Section 3, beginning with the DLA covering fractions.
in EAGLE galaxies and moving on to the detailed DLA properties. Finally, we give a discussion and our conclusions in Section 4.

2 NUMERICAL METHOD

2.1 The EAGLE simulations

In this paper, we use the public data release of the EAGLE simulation suite (Crain et al. 2015; Schaye et al. 2015; McAlpine et al. 2016; The EAGLE team 2017). EAGLE is a set of cosmological hydrodynamical simulations run using a modified version of the N-body/Smoothed Particle Hydrodynamics (SPH) code GADGET-3 (Springel 2005). The modifications to the SPH method are collectively known as ‘Anarchy’ and include an artificial viscosity switch (Cullen & Dehnen 2010), an artificial thermal conduction switch (Price 2008), a time-step limiter (Durier & Dalla Vecchia 2012), and the pressure–entropy formulation of Hopkins (2013).

Each simulation also includes a wide range of sub-grid physics, including tracking stellar winds from asymptotic giant branch (AGB) stars and supernovae (core-collapse and Type Ia, Wiersma et al. 2009b), along with a stochastic star formation recipe (Schaye & Dalla Vecchia 2008) that also includes a metal-dependent star formation threshold based on Schaye (2004) and is designed to take into account the atomic–molecular transition. Moreover, radiative cooling and heating are included (Wiersma, Schaye & Smith 2009a), along with stellar feedback via a stochastic thermal heating (see Dalla Vecchia & Schaye 2012, for details) and an active galactic nuclei (AGN) feedback scheme based on a modified Bondi–Hoyle accretion rate (Rosas-Guevara et al. 2015) and using the energy threshold described in Schaye et al. (2015). The subgrid parameters were calibrated to reproduce the $z = 0$ galaxy stellar mass function (GSMF), along with the galaxy stellar mass–size relation and the black hole–stellar mass relations. However, the gaseous properties of the galaxies were not calibrated and hence relations that include the gas properties of galaxies can be considered as predictions.

For the majority of results in this paper, we use simulations run at two different volumes; (100 cMpc$^{-3}$) (Ref-L0100N1504, referred to as RefL0100 in this paper) and (25 cMpc$^{-3}$) (Recal-L0025N0752, referred to as RecallL0025). Our choice was motivated by the intrinsic link between the cold gas fractions of galaxies and the detailed numerical modelling of physical processes such as stellar feedback, which are implemented differently in the two boxes (see below for details). We also use both boxes in order to quantify the effects of numerical resolution on our results. The smaller EAGLE box also allows us to include a greater number of lower stellar-mass galaxies ($<10^{10}$ M$_\odot$), given these are adequately resolved in the RecallL0025 box. This is advantageous since previous studies (e.g. Bird et al. 2014; Rahmati & Schaye 2014) predict the majority of DLAs to be in low-mass haloes ($M_{200} < 10^{10}$ M$_\odot$), while there is also evidence for strong DLAs in galaxies of halo mass $10^{11}$–$10^{12}$ M$_\odot$ at $z > 3$ (Mackenzie et al. 2019). Furthermore, Crain et al. (2017) found the standard-resolution box (Ref L0100) was unable to reproduce the H I CDDF (column density distribution function) due to systematically underestimating H I column densities (see fig. 2 of Crain et al. 2017). The authors also found this was largely corrected for in the higher resolution box.

The two models here utilize different values for four key sub-grid parameters (described in table 3 of Schaye et al. 2015), relating to both the stellar feedback, AGN feedback, and the black hole (BH) accretion rate. These were altered for the higher resolution run in order to obtain better agreement with the $z = 0$ GSMF, thereby achieving ‘weak convergence’ (for a discussion on this see section 2.2 of Schaye et al. 2015) with the standard-resolution run.

During this paper, we also refer to two EAGLE simulations run using a box size of 50 cMpc$^{-3}$, with/without AGN feedback turned on; RefL0050N0752 and NoAGNL0050N0752, respectively. These simulations are used to isolate the impact of AGN feedback on our results.

2.2 Our sample of galaxies

This work uses the halo catalogue provided by the EAGLE collaboration (McAlpine et al. 2016) in order to identify haloes of interest. These haloes were identified using the Friends-of-Friends (FoF) method (Davis et al. 1985) and SUBFIND algorithms (Springel et al. 2001; Dolag et al. 2009). As in Bahé et al. (2016), we chose to focus our study on central galaxies in order to avoid disentangling the array of environmental processes undergone by satellite galaxies. Such a study is beyond the scope of this paper; however, Marasco et al. (2016) investigated the link between H I and environment for satellite galaxies in EAGLE.

We use the values for $R_{200c}$ (defined as the radius within which density is 200 times the critical density of the Universe) and $M_{200c}$ (the mass within $R_{200c}$) that were computed using the SUBFIND algorithms. The centre of the halo is taken as the coordinate of the particle with the minimum potential and $M_{200c}$ (also referred to as $M_{200}$ within the paper) is the halo virial mass. We also apply a stellar mass cut of $10^{10}$ M$_\odot$ to the galaxies in RefL0100 and a cut of $10^{9}$ M$_\odot$ to the galaxies in RecallL0025. This ensures the galaxies we study are adequately resolved, particularly when exploring the stellar kinematic morphology of individual galaxies. Throughout the paper all distances quoted in kpc are proper distances (i.e. pkpc), not comoving.

2.3 Calculating galaxy properties

2.3.1 Atomic/molecular hydrogen breakdown

While EAGLE models hydrogen, helium, and nine metals self-consistently, the mass resolution of the simulations is insufficient to follow cold gas to form atoms and molecules (a temperature floor of 8000 K is imposed to avoid artificial fragmentation). Therefore, the ionized/neutrals of hydrogen, along with the fraction of molecular hydrogen (H$_2$) needs to be calculated in post-processing. Our method, detailed in this section, is summarized in Fig. 1. Beyond this, those who are less interested in our detailed H I–H$_2$ breakdown method can skip to Section 2.3.2, where we go on to talk about our H I kinematic galaxy classifications.

Our method follows previous works (e.g. Lagos et al. 2015, 2016; Bahé et al. 2016; Crain et al. 2017), calculating the H I mass on a particle-by-particle basis, however, we also include modifications based on the method outlined in Diemer et al. (2018). First, the neutral/ionized fraction of hydrogen of each SPH particle was found. To do so, we used the density-dependent fitting function for the photoionization rate of hydrogen given in appendix A1 of Rahmati et al. (2013a). This was formulated based on cosmological simulations between $z = 0$–5 which included radiative transfer (RT) calculations. We linearly interpolate non-integer redshifts, finding our results are insensitive to the linear interpolation method. In their 2013a paper, Rahmati et al. find good agreement between the photoionization rates obtained via post-processing simulations using this best-fitting function and the results of the full RT calculations.

Furthermore, the Rahmati et al. (2013a) fitting formula gives the total photoionization rate, $\Gamma_{\text{phot}}$, as a fraction of the ionization rate due to background ionizing radiation. We therefore calculated the redshift, temperature, and density-dependent value for the background
photoionization rate ($\Gamma_{\text{UVB}}$) based on the publicly available tables given by Haardt & Madau (2012).\footnote{Available at: http://www.ucolick.org/~pmadau/CUBA/HOME.html.} These models were calculated using the RT code CUBA (Haardt & Madau 1996; 2001) and represent an updated version of previous models (Madau 1995; Haardt & Madau 1996; Madau, Haardt & Rees 1999). We then used this value of $\Gamma_{\text{UVB}}$, along with best-fitting parameters linearly interpolated using table A1 of Rahmati et al. (2013a), to calculate $\Gamma_{\text{pho}}$. This was then fed into the method outlined in appendix A2 of Rahmati et al. (2013a) in order to arrive at the fraction of neutral hydrogen for each gas particle. As in previous works (e.g., Lagos et al. 2015; Crain et al. 2017) we set the temperature of star-forming (SF) particles to 10$^4$ K, since the temperature of these particles is not physical and instead set by an imposed polytropic equation of state (where $P_{\text{gas}} \propto \rho_0^{\alpha}$), which limits artificial fragmentation. 10$^4$ K was chosen to mimic the warm, diffuse ISM surrounding young stellar populations (Crain et al. 2017).

It should be noted that the EAGLE simulations were run using the older photoionization rate tables presented in Haardt & Madau (2001). However, we expect this not to affect our results since the gas we are interested in has a column density above that required for self-shielding ($N_{\text{H}_2}$). Moreover, Rahmati et al. (2015) showed that using the Haardt & Madau (2012) model, with its associated reduction in the photoionization rate of hydrogen, improved the agreement between the abundance of H I absorbers in EAGLE and the abundance observed at high redshift ($z = 2.5$).

Rahmati et al. (2013b) showed that local sources of photoionizing feedback have a significant impact on the dense ($N_{\text{H}_1} \sim 10^{18}$–$10^{21}$ cm$^{-2}$) H I gas distribution in the galaxy. This effect was less significant below $N_{\text{H}_1} \sim 10^{20.5}$ cm$^{-2}$ at the redshift range we are interested in ($z < 1$; see fig. 9 of Rahmati et al. 2013b), however could significantly impact the CDFD of strong DLAs. Furthermore, Rahmati et al. (2013b) found the impact of local stellar radiation (LSR) on strong DLA systems is highly uncertain due to its dependence on the complex morphology of the ISM on local scales. Therefore, although the coupling of the photoionizing radiation from the LSR to DLAs is relevant to this work, it is beyond the scope of this paper. We do, however, take into account the molecular-dissociating radiation associated with LSR and this will be detailed below. Since the photoionizing radiation is not included, we take $N_{\text{H}_1} > 10^{21}$ cm$^{-2}$ as an upper limit. We discuss the prevalence of strong DLAs in our simulations in Sections 3.6 and 4.

There are a number of different post-processing methods previously employed to split neutral hydrogen into H I and H$_2$ in cosmological simulations. A recent review of the subject is included in Diemer et al. (2018). For the majority of the results in this paper we chose to follow the method outlined in Krumholz (2013), as has been previously utilized for cosmological simulations (e.g., Lagos et al. 2015; Diemer et al. 2018; Stevens et al. 2019a). This prescription divides the neutral atomic H I gas of a galactic disc into a cold ($T < 300$ K) and warm ($T \sim 10^4$ K) phase, alongside a gravitationally bound H$_2$/molecular phase. It is important to note here that a thermally unstable medium, or UNM, also exists, with spin temperatures of 250–1000 K and constituting 20 per cent of the cold neutral ISM (CNM) can have a maximum temperature, $T_{\text{CNM}}$, which imposes a corresponding density floor, $n_{\text{CNM},2p}$, described by

$$n_{\text{CNM},2p} \approx 31 G_0^2 \frac{Z_d}{Z_\odot} \frac{Z_d}{Z_\odot} \left(1 + 3.1 \frac{G_0}{G_\odot} \frac{z}{z_\odot}\right). \quad (1)$$

where $G_\odot$ is the intensity of the interstellar radiation field (ISRF) in units of the Habing radiation field (defined in the wavelength range 912–2400 Å), $Z_d$ and $Z_\odot$ are the metallicities of the dust and gas, respectively, and $z_\odot$ is the ionization rate due to cosmic rays and X-rays (Wolfire et al. 2003; Krumholz 2013). Here, for SF gas particles we follow Lagos et al. (2015), where $G_0$ is approximated as the ratio between the SFR surface density of the gas and the SFR surface density in the solar neighbourhood, which we also take to be 10$^{-3}$
\[ M_\odot \, \text{yr}^{-1}\, \text{kpc}^{-2} \] To find \( \Sigma_{\text{SFR}} \), we calculated the SFR density, \( \rho_{\text{SFR}} \), using the instantaneous SFR output by EAGLE, \( \dot{m}_* \) (equation 1 from Schaye et al. 2015), along with the relation \( \dot{m}_* = m_\odot (\rho_{\text{SFR}} / \rho_\odot) \).

We then multiply \( \rho_{\text{SFR}} \) by the Jeans length, \( \lambda_J \), to obtain \( \Sigma_{\text{SFR}} \). Here, \( \lambda_J \) is defined by

\[ \lambda_J = \frac{c_s \text{eff}}{\sqrt{G \rho_\odot}} \] (2)

(Lagos et al. 2015). Where \( \rho_\odot \) is the hydrogen density and \( c_s \text{eff} \) is the effective sound speed, given by

\[ c_s \text{eff} = \sqrt{\frac{\gamma P_{\text{gas}}}{\rho_\odot}} \] (3)

(Schaye & Dalla Vecchia 2008) where \( P_{\text{gas}} \) is the中期 mid-plane pressure and \( \gamma \) is the ratio of specific heats. In order to calculate \( \gamma \) (and the mean molecular weight \( \mu \)), both of which are dependent on the atomic-to-molecular ratio \( (\alpha) \), we follow the iterative method outlined in Stevens et al. 2019a, where

\[ \gamma = \frac{5}{3} (1 - f_{\text{mol}}) + \frac{7}{5} f_{\text{mol}} \] (4)

and

\[ f_{\text{mol}} = \frac{X_{\text{fuel}} f_{\text{th}}}{1 - Z} \] (5)

where \( X \) is the total hydrogen mass fraction, \( f_{\text{fuel}} \) is the neutral mass fraction calculated above and \( f_{\text{th}} \) is the fraction of the neutral hydrogen which is molecular (Stevens et al. 2019a).

On the other hand, the minimum value of \( G_\odot \) for each non-star-forming (NSF) particle is set to the UV photoionization background of Haardt & Madau (2012). On top of this, we follow Diemer et al. (2018) by assuming 10 per cent of the UV photons emitted by SF form into the HI and the molecular clouds (2nd term) and the surrounding stars (3rd term) and the surrounding stars and dark matter (3rd term)

\[ P_{\text{th, disc}} = \frac{\pi G \Sigma_{\odot}}{2} + \pi G \Sigma_{\odot} \Sigma_{\odot} + 2 \pi \zeta_d G \frac{\rho_d}{\rho_{\text{mp}}} \Sigma_{\odot} \Sigma_{\odot} \] (7)

(Krumholz 2013), where \( \zeta_d \) is taken to be 0.33 and is a dimensionless factor representing the shape of the gas surface density profile, \( \Sigma_{\odot} \) and \( \Sigma_{\odot} \) are surface densities of H I and H II, respectively, \( \rho_d \) is the mid-plane density of stars and dark matter, \( \rho_{\text{mp}} \) is the volume-weighted mean gas density at the galactic mid-plane. This value is then divided by a factor \( \alpha \) in order to find the thermal pressure of the neutral gas at the mid-plane, \( P_{\text{th, mp}} \). This is due to arguments made in Ostriker, McKee & Leroy (2010), motivated by the fact additional supporting processes will be present at the mid-plane, such as stellar feedback-driven turbulence, magnetic fields, and the pressure resulting from thermal gradients caused by cosmic rays. In their paper Ostriker et al. (2010) propose \( \alpha = 5 \), which is also adopted in Krumholz (2013) and here. Rather than taking a constant value for \( \rho_{\text{ad}} \) as in previous works (e.g. Crain et al. 2017), we build out 1D radial profiles of the stellar and dark matter density for each halo, then interpolate the radius of each gas particle to get the average total stellar and dark matter density at its radius. Diemer et al. (2018) investigate the effects of varying this parameter, finding it can range from 0 to 1. In this way, the thermal pressure of the gas at the mid-plane can be re-written as

\[ P_{\text{th, mp}} = \frac{\rho_{\text{mp}} f_w^2 e^2}{\pi G} \] (8)

where \( f_w \) is the ratio of the mass-weighted mean square thermal velocity dispersion to the square of the warm gas sound speed (Krumholz 2013). In this way, the thermal pressure of the gas at the mid-plane can be re-written as

\[ P_{\text{th, mp}} = \frac{\pi G \Sigma_{\odot}}{4 \alpha} \left\{ 1 + 2 R_{\odot} \right. \left. + \left[ \frac{32 \zeta_d \alpha f_w e^2 \rho_{\text{mp}}}{\pi G \Sigma_{\odot}} \right] \right\} \] (9)

(Krumholz 2013; Ostriker et al. 2010), where \( R_{\odot} = \Sigma_{\odot}/\Sigma_{\odot} \). This expression for \( P_{\text{th, mp}} \) can be used to form a second constraint on the minimum CNM density (this time labelled \( n_{\text{CNM, hydro}} \))

\[ n_{\text{CNM, hydro}} = \frac{P_{\text{th, mp}}}{1.1 k_B T_{\text{CNM, max}}} \] (10)

which must be met in order to ensure hydrostatic equilibrium. Here, the factor 1.1 is included to account for the contribution of helium. Substituting equation (9) into equation (10), Krumholz (2013) then make the further assumption that the H II fraction is \( \ll 1 \) in this regime, which yields

\[ n_{\text{CNM, hydro}} \approx \frac{\pi G \Sigma_{\odot}^2}{4 \zeta_d (1.1 k_B T_{\text{CNM, max}})} \times \left[ 1 + \left( \frac{32 \zeta_d \alpha f_w e^2 \rho_{\text{mp}}}{\pi G \Sigma_{\odot}} \right)^{1/2} \right] \] (11)

where \( \Sigma_{\odot} \) is the surface density of the neutral gas. We adopt a value of \( f_w = 0.5 \), following Ostriker et al. (2010), along with an \( \alpha = 5 \), \( T_{\text{CNM, max}} = 243 \text{ K} \), \( \zeta_d = 0.33 \), and \( e_w = 8 \text{ km s}^{-1} \) (Leroy et al. 2008).
Combining equations (6) and (10), we arrive at the following condition for the CNM number density:
\[ n_{\text{CNM}} = \max(n_{\text{CNM},2p}, n_{\text{CNM,hydro}}). \]  
(12)

The value obtained for \( n_{\text{CNM}} \) can then be fed into the formalism described in Krumholz et al. (2009) and utilized in Krumholz (2013). In this analytical prescription, the molecular fraction of neutral gas is dependent on the flux of molecule-dissociating far-UV photons, along with the density of dust grains, on the surface of which H\(_2\) molecules can form. Following this prescription, a dimensionless parameter \( \chi \) can be defined, which represents the characteristic optical depth of the dust
\[ \chi = 0.72 G_0 \left( \frac{n_{\text{CNM}}}{10 \text{ cm}^{-2}} \right), \]  
(13)

(Krumholz 2013). This can then be used to calculate the H\(_2\) fraction (and as a consequence the H\(_1\) fraction) of the gas, \( f_{\text{H}_2} = \Sigma_{\text{H}_2}/(\Sigma_{\text{H}_1} + \Sigma_{\text{H}_2}) \), where McKee & Krumholz (2010) showed this can be approximated as
\[ f_{\text{H}_2} \approx \begin{cases} 1 - (3/4)s/(1 + 0.25s), & s < 2 \\ 0, & s \geq 2, \end{cases} \]  
(14)

where
\[ s \approx \frac{1 + 0.6 \chi + 0.01 \chi^2}{0.6 \tau}, \]  
(15)

and
\[ \tau = 0.066 f_c (Z/Z_\odot) \Sigma_0. \]  
(16)

\( f_c \) is a clumping factor taken to be 5 based on observations by Krumholz & McKee (2005) on the same scales as the minimum spatial resolution of EAGLE and \( \Sigma_0 = \Sigma_\odot/1 \text{ M}_\odot \text{ pc}^{-2} \).

We note here that our results are robust across different methods of the H\(_1\)-H\(_2\) breakdown, as is demonstrated in the appendices (see Appendix A). The most significant source of error is the modelling of the galactic feedback processes and chemical enrichment inside the simulation, as will be discussed later in this paper.

### 2.3.2 H\(_1\) kinematics

In this paper, we investigate the effect \( \kappa_{\text{rot,H}_1} \) – the fraction of the kinetic energy of the H\(_1\) gas that is in ordered rotation – has on the DLA’s properties. In order to calculate \( \kappa_{\text{rot,H}_1} \), we followed the method outlined in previous works exploring stellar rotation (e.g. Sales et al. 2010; Correa et al. 2017; Thob et al. 2019). Here, we used an aperture of 30 kpc in order to calculate the fraction of the total kinetic energy in H\(_1\) that is in ordered rotation about the total stellar angular momentum vector, \( \hat{z} \), of the galaxy. We did so using the H\(_1\) fraction per gas particle \( f_{\text{H}_1} \)
\[ \kappa_{\text{rot,H}_1} = \sum_{i} \frac{R_{i} \cdot \vec{L}_{i}}{R_{i} \cdot \vec{L}_{i}} \]  
(17)

(based on equation 1 of Correa et al. 2017). Here, \( L_{i,j} \) is the angular momentum component of the \( i \)-th particle parallel to the total stellar angular momentum vector, and \( R_{i} \) is the projected distance to the stellar angular momentum vector. In this way, \( \kappa_{\text{rot,H}_1} = 1 \) indicates the H\(_1\) kinematics in a galaxy is entirely rotation dominated, while \( \kappa_{\text{rot,H}_1} = 0 \) indicates the H\(_1\) gas is dispersion dominated. In the top panel of Fig. 2, we plot the histogram of \( \kappa_{\text{rot,H}_1} \) at both \( z = 1 \) (red) and \( z = 0 \) (blue), combining the resolved galaxies in both the RecalL0025 and RefL0100 simulation boxes to make one histogram. We also include the \( z = 0 \) and \( z = 1 \) histograms (solid blue/red histograms, respectively) of \( \kappa_{\ast} \) (the rotational energy fraction of the stars), again using both boxes, calculated using the same method as the H\(_1\) along with the mean \( \kappa_{\text{HI}} \) values at each redshift. Here, we can see the \( \kappa_{\text{HI}} \) distribution is skewed towards 1 at \( z = 0 \), and to a lesser extent at \( z = 1 \). We have also plotted a vertical dotted line at \( \kappa = 0.4 \), which represents the boundary between dispersion-dominated and disc-dominated stellar kinematics used in Correa et al. (2017). Comparing the \( z = 0 \kappa_{\text{HI}} \) and \( \kappa_{\ast} \) histograms, we can see that \( \kappa_{\text{HI}} \) is more extended, with a mean value of 0.67, as opposed to 0.48 for the stars. This difference is lessened at \( z = 1 \), where the mean values of the H\(_1\) and stellar distributions are 0.6 and 0.5, respectively.

We investigate the relationship between stellar and H\(_1\) kinematics further in the lower plot of Fig. 2, where we plot \( \kappa_{\text{HI}} \) against \( \kappa_{\ast} \), again combining the resolved galaxies from both simulation boxes, RecalL0025 and RefL0100. The grey region highlights the area where \( \kappa_{\ast} \leq 0.4 \). The black solid line indicates a one-to-one relationship. The \( \kappa_{\text{HI}} \) values are systematically higher than the corresponding \( \kappa_{\ast} \) value for a given galaxy at \( z = 0 \) and \( z = 1 \), while the \( z = 0 \) galaxies show a distinctly non-linear relation between the two quantities; with a steep gradient between \( \kappa_{\ast} = 0.2 \)–0.5 and a shallower gradient beyond this. Since there is no clear transition point between two kinematic populations of galaxies at \( z = 1 \) (either in the H\(_1\) or stars) we use the mean of the \( \kappa_{\text{HI}} \) values of our sample, 0.6, to be our transition point between dispersion-dominated (\( \kappa_{\text{HI}} < 0.6 \))
and rotation-dominated ($\kappa_{\text{HI}} \geq 0.6$) H I kinematics. At $z = 0$, we instead use the higher threshold of $\kappa_{\text{HI}} \geq 0.67$ for $z = 0$, given this is the mean value of the distribution.

We explored the effect of altering the aperture by re-plotting Fig. 2, with an aperture of 50 kpc for the H I instead (not shown for brevity). We found that increasing the aperture decreases the mean of the apertures, with the HI showing a significantly higher rotation to total kinetic energy ratio than the stars.

### 2.3.3 Measurements of DLAs

We use three different methods to estimate the distribution of high column density gas associated with each galaxy. The first two involve taking the covering fraction, $f_{\text{cov}}$, of each galaxy. To do so, we orient the galaxy face-on (using its total stellar angular momentum axis) and use SPH interpolation to project it on to a 2D grid. In our fiducial method, based on Nagamine, Springel & Hernquist (2004), the grid has a length of $2R_{200c}$ (centred on the minimum of the potential well of the galaxy) and is made up of $n^2$ grid cells. Here, $n$ was chosen to ensure a cell size of 3 kpc (approximately four times the softening length, 0.7 pkpc). We also varied this from 2 to 5 kpc, finding this had an insignificant effect on our results. We then find the H I column density ($N_{\text{HI}}$) associated with each 2D grid cell by summing over all particles that meet three spatial criteria: an $x$-position inside the defined cell, a $y$-position in the defined cell, and a $z$-position within $2R_{200c}$.

$$N_{\text{HI}} = \frac{L_{\text{cell}}}{m_p} \sum_i \rho_{\text{HI},i},$$

where $m_p$ is the mass of a proton, $L_{\text{cell}}$ is the length of each grid cell, and $\rho_{\text{HI},i}$ is the SPH interpolated H I density of each cell. $f_{\text{cov}}$ is then defined as the fraction of the total number of grid cells with $N_{\text{HI}} > 10^{20.3} \text{ cm}^{-2}$. A second covering fraction, $f_{\text{cov}}$, with a grid length of 140 kpc, independent of the size/mass of the system.

Finally, volume filling fractions, $f_{\text{vol}}$, were also computed using a 3D grid containing $n^3$ cells and a grid size of $2R_{200c}$. This time the column density per cell was defined as $(\rho_{\text{HI}}/m_p)L_{\text{cell}}$ and the covering fraction was calculated as the number of cells with $N_{\text{HI}} > 10^{20.3} \text{ cm}^{-2}$ divided by the total number of cells. The volume filling fractions allow us to gauge the 3D distribution of the high column density H I about a galaxy, for example should a galaxy have a high volume filling fraction and a low covering fraction, this would imply a highly disturbed DLA distribution. Moreover, the individual cells used for the volume filling factors allow us to understand the local properties of individual DLAs in a way that is not possible averaging over a column.

To illustrate our method, we plotted two examples of the 2D $N_{\text{HI}}$ grids obtained using a total grid side length of 200 kpc for two galaxies extracted from the EAGLE RefL0100 simulation at $z = 0$ (upper plots of Fig. 3). The left plot was obtained for a galaxy with dispersion-dominated stellar kinematics, while the lower plot was obtained for a galaxy with a high stellar rotation-to-dispersion kinematic ratio. As expected the late-type galaxy has higher covering and volume filling factors, and, due to projections, the covering fraction is usually higher than the volume filling fraction.

![Figure 3](https://academic.oup.com/mnras/article/501/3/4396/6041704/fig3)

**Figure 3.** Upper row – 2D gridding of two galaxies taken from the EAGLE RefL0100 simulation at $z = 0$. The galaxy on the right has a low stellar rotation-to-dispersion kinematic ratio ($\kappa_k$, while the galaxy on the left is rotation-dominated. Plots are orientated face-on. The 2D face-on DLA covering fraction ($f_{\text{cov}}$, $R_{200c}$) and 3D volume filling fraction for DLAs ($f_{\text{vol}}$, $R_{200c}$), calculated using an aperture equal to virial radius ($R_{200c}$) of each galaxy, are shown on each plot, along with the $\kappa_k$ values. Lower row – the application of the Mitchell et al. (2018) ISM selection criteria to the same two galaxies, zooming in to the central 50 kpc of each galaxy. The SF ISM gas particles are shown in blue, while the NSF particles are in red. Black points represent the position of star particles.

### 2.4 ISM versus CGM

We further split the grid cells into those containing gas associated with the ISM and those that do not, categorizing the latter as CGM sightlines and the former as ISM sightlines. To classify individual particles as being exclusively part of the CGM or ISM, we used the method outlined in Mitchell et al. (2018). This method computes whether or not a gas particle is rotationally supported, along with its temperature and position within the galaxy. To be in the ISM, the particle has to satisfy the following criteria:

(i) The temperature of the gas particle must be below $10^5$ K, unless the hydrogen number density, $n_0$, is greater than $500 \text{ cm}^{-3}$.

(ii) The gas must be dense, with $n_0 > 0.03 \text{ cm}^{-3}$, or be rotationally supported. The latter requires the gas to satisfy the following numerical criteria:

$$-0.2 < \log_{10} \left( \frac{2\epsilon_{k,\text{rot}}}{\epsilon_{\text{grav}}} \right) < 0.2,$$

and

$$\frac{\epsilon_{k,\text{rot}}}{\epsilon_{k,\text{rad}} + \epsilon_\text{th}} > 2,$$

where $\epsilon_{k,\text{rot}}$ is the specific kinetic energy of the particle that is attributed to rotation about the galactic centre, $\epsilon_{k,\text{rad}}$ is the same but for radial motion, and $\epsilon_{\text{grav}}$ is the specific gravitational energy of the particle ($GM(r)/r$), and $\epsilon_\text{th}$ is the specific internal energy of the particle.
(iii) The radial distance of the gas particle to the galaxy centre must be below 0.5 $R_{200c}$.

Furthermore, following Mitchell et al. (2018), once the ISM particles have been selected, any gas particles at a radius greater than $r_{50}$ (the radius enclosing 90 per cent of the ISM mass) are considered CGM instead, while if the galaxy has a $M_{\text{ISM}}/M_*$ ratio of less than 0.1, any gas particles beyond 5 $R_{200c}$ are also considered to be CGM.

The results of applying the above set of criteria to the galaxies of the top panels of Fig. 3 are shown on the bottom row. Here, we have zoomed in to the central 50 kpc region of each galaxy; the SF ISM particles are plotted in blue and the NSF ISM particles are coloured red. The star particles are shown as black points in the background.

These methods allow an in-depth exploration of the distribution of H I inside a galaxy. In particular, we compare high column density H I in the ISM with the CGM.

### 3 RESULTS

#### 3.1 Mass scaling relations and evolution with redshift

Initially, we investigate the redshift evolution of the global H I budget of haloes in order to understand the typical H I properties of galaxies and their surroundings in the redshift range probed by FLASH. In particular, we are interested in the spatial distribution/kinematics of the H I in these galaxies and to understand what a typical H I mass-selected galaxy looks like at $z = 1$. Fig. 4 shows the $M_{\text{HI}}-M_*$ relation for both the RefL0100 and RecalL0025 galaxy samples at varying redshift. Also plotted are the estimates of Catinella et al. (2018), from targeted H I observations of a stellar-mass selected sample at $z \approx 0$. This survey comprises of 1179 galaxies in the local Universe. We compute the median $M_{\text{HI}}-M_*$ relation for a representative sample2 of the xGASS central galaxies (dashed lines). Here, we initially calculated the H I mass using all gas particles attributed to the halo using SUBFIND (our methods are explored later in the section). At $z = 0$, the H I masses obtained using the larger box are systematically lower than those obtained at the same stellar mass for the higher resolution box. On further analysis, we found there was no significant difference in the median cold gas fractions measured for both simulation boxes at $z = 0$, the difference in H I masses is instead driven by the relative abundances of H$_2$ and H I. As was also seen in Lagos et al. (2015), the galaxies inside the RefL0100 EAGLE simulation have systematically higher ISM mean metallicities (a fact that will also become important when considering the properties of associated DLAs, see Section 3.3) and since the post-processing H I prescription relies on dust as a catalyst of H$_2$ formation, which we explicitly link to metallicity (see Section 2.3.1), this results in higher $M_{\text{HI}}/M_{\text{neutral}}$ ratios (where $M_{\text{neutral}}$ is neutral gas mass; for a discussion on this see section 4.1 of Lagos et al. 2015). This effect is present both at $z = 0$ and $z = 1$, but is more significant at lower redshift.

We also investigated how the relative metallicity of the H I gas in the galaxies changes with radius in the RefL0100 and RecalL0025 simulations, in order to further understand the disparity seen in the H I masses between the different boxes at $z = 0$, along with why this disparity disappears at higher redshift. We measured the mean neutral-mass-weighted metallicity ($Z_{\text{neutral}}$) of all gas below 2 different radii; 0.1 $R_{200c}$ and 2 $R_{200c}$. We plot this for $z = 1$ and $z = 0$ in Fig. 5. At both redshifts, the disagreement between the mean metallicities in the two EAGLE simulations is more pronounced when averaging

---

2https://xgass.icrar.org/data.html.
Figure 5. The mean metallicity, weighted by the neutral gas mass $M_{\text{neutral}}$, calculated for all gas below 2 radii; $0.1 R_{200c}$ (solid lines) and $2 R_{200c}$ (dotted-dashed lines) as a function of stellar mass, for galaxies in the RefL0100 (blue/green) and RecalL0025 (red/orange) EAGLE simulations at $z=1$ (upper plot) and $z=0$ (lower plot). The shaded areas show the 84th–16th percentile range.

over the entire galaxy. This disagreement is also seen when averaging over all gas particles below $0.1 R_{200c}$ for $z=0$. On the other hand, at $z=1$, the two resolution boxes show a good agreement for the mean neutral-mass-weighted metallicities below $0.1 R_{200c}$ for galaxies in the same stellar mass bin.

The better agreement between metallicities in the inner parts of the galaxy, where H2 is primarily expected to form, results in the better agreement between H2 and H I mass fractions in the centre of galaxies at $z=1$. Furthermore, the systematic increase in the metallicity of the neutral gas in the outer parts of the galaxy, or the CGM, does not have a significant impact on the molecular/atomic decomposition, since this gas is at temperatures and pressures that prohibit the formation of H2. We also see this result when comparing the SF and NSF gas metallicities between the two EAGLE boxes, finding the agreement between the $Z_{\text{NSF}}$ values is better at low $z$, while the opposite is true for the SF gas (we have not included this plot for brevity).

Focussing again on Fig. 4, our fiducial $z=0$ RefL0100 results do not show the downturn seen in the $M_{\text{H1}}-M_*$ relation at $z=0$ by Crain et al. (2017) also using EAGLE. This is due to the fact the latter utilize a 70-kpc aperture, while we consider all gas associated with the galaxy via SUBFIND when determining H I masses. According to the H I size–mass relation (known to be extremely robust, see Stevens et al. 2019b, and references therein), we would expect galaxies with H I masses above $10^{11.8} M_\odot$ to have a significant fraction of their H I extending beyond 70 kpc and indeed we do see that the use of the 70-kpc aperture has the largest impact at high $M_*/M_{\text{H1}}$. However, Fig. 4 shows a significant reduction in the H I mass measured using a 70-kpc aperture at H I masses of $>10^9 M_\odot$ (or alternatively $M_*>10^{10} M_\odot$) at $z=0$. This discrepancy in H I mass is seen at all redshifts (however is greatest at $z=0$) and implies a significant mass of H I lies outside the galactic disc (i.e. in the CGM) of systems with $M_*>10^{10} M_\odot$ at $z=0$, or $M_*>10^{10.5} M_\odot$ at $z=1$.

When we plot the ISM H I masses computed as detailed above, we see the H I masses are reduced substantially, particularly at $z=0$. This is demonstrated in Fig. 6 where we show the $M_{\text{H1}}-M_*$ relation at $z=0$ and $z=1$ plotted for the RefL0100 galaxy sample using different methods of calculating the H I mass. At both redshifts, using just the H I associated with the ISM reduces the H I masses calculated (albeit to a lesser extent at $z=1$) indicating that a significant mass of H I is in the CGM of higher mass galaxies at $z=0$. 

Figure 6. The $M_{\text{H1}}-M_*$ relation at $z=0$ (upper plot) and $z=1$ (lower plot) for the RefL0100 galaxy sample, with three different methods of calculating the H I mass indicated. ‘SUBFIND’ indicates all gas particles attributed to a halo are used to calculate the H I mass, while ‘70 kpc’ indicates all gas particles within a 70 kpc radius and ‘ISM’ uses just the H I mass attributed to the ISM using the method described in Section 2.4. The values for stellar mass bins that contain less than 10 galaxies are shown as points, while the 16th – 84th percentiles are indicated by the vertical lines.
We find the $M_{\text{HI}}$–$M_*$ relation shows an increase in normalization in both the reference and re-calibrated box as redshift increases (more noticeable for the RefL0100 run). This can be seen clearly by comparing the offset of the median $M_{\text{HI}}$–$M_*$ profile (solid lines) to the median of the xGASS galaxies (dashed lines) in Fig. 4. The offset from the $z = 0$ $M_{\text{HI}}$–$M_*$ relation increases with $M_*$ in both simulation boxes.

Both RefL0100 and RecalL0025 agree well with the observations at $z = 0$ within the stellar mass range adopted here. This gives us confidence that we can use EAGLE to explore the ISM and CGM H I content of galaxies and haloes.

3.2 The covering fraction of DLAs as a function of galaxy properties

Now that we have explored the global H I scaling relations, and in particular inferred the presence of a significant H I mass outside the galactic disc of high-mass galaxies, we will dive into the key results of the paper: the redshift evolution of DLA properties, along with the properties of their host haloes. We begin by investigating the distribution of DLAs inside galaxies using the 2D covering fractions ($f_{\text{cov,R}_{200}}$; for details on how these were calculated refer to Section 2.3.3).

The top panel of Fig. 7 shows $f_{\text{cov,R}_{200}}$ as a function of $M_{200}$ for the EAGLE RefL0100 (solid lines) and the RecalL0025 (dotted lines) simulations. Both boxes show a redshift evolution in the median covering fraction, with higher values at higher redshift.

Focussing on $z = 0$, we can see that between $10^{11.5} M_\odot < M_{200} \lesssim 10^{12} M_\odot$, $f_{\text{cov,R}_{200}}$ increases with halo mass, but there is a turnover at $\sim 10^{12.25} M_\odot$. This turnover is present in both simulation boxes and in the same halo mass range. On the other hand, at $z = 1$, $f_{\text{cov,R}_{200}}$ is close to flat and independent of $M_{200}$.

We have also included the $z = 2$ values in Fig. 7 in order to ascertain whether the $f_{\text{cov,R}_{200}}$–$M_{200}$ trends remain flat at higher redshift. Instead, we see the $f_{\text{cov,R}_{200}}$–$M_{200}$ relation is inverted at $z = 2$ compared with $z = 0$; $f_{\text{cov,R}_{200}}$ increases with increasing $M_{200}$ in both the RefL0100 and RecalL0025 EAGLE simulations, albeit weakly. Overall, these results indicate a complex, non-linear relationship between halo mass and DLA covering fractions, with the covering fractions of high-mass ($M_\star > 10^{11} M_\odot$) galaxies becoming more significant at higher redshift. This is most likely due to the fact the vast majority of galaxies at $z = 2$ are actively forming stars, as opposed to $z = 1$, where galaxies at higher $M_{200}$ become more passive.

The position of the turnover at $z = 0$ corresponds to the turnover in the GSMF seen both observationally (e.g. Tomczak et al. 2014; Davidzon et al. 2017) and theoretically (e.g. Beckmann et al. 2017) when AGN feedback is accounted for. This could imply that AGN feedback is acting to reduce the H I with DLA-like column densities into a lower column density phase. Or alternatively, the inefficiency of stellar feedback at driving gaseous outflows in high-stellar-mass galaxies is also likely to reduce the H I covering fraction. Furthermore, this turnover could also signify an increase in the clumpiness, or H I-mass-weighted density, of DLAs (we discuss this further in Section 3.6).

We test the impact of AGN feedback on the trends in the DLA covering fraction – $M_{200}$ relation seen in Fig. 7 by re-plotting the $z = 0$ results for an EAGLE simulation with/without AGN feedback included: RefL0050N0752 (in blue) and NoAGNL0050N0752 (in red), respectively, controlling for stellar mass instead of halo mass (Fig. 8). Here, we see both simulations show a downturn in the DLA covering fraction at high stellar masses, but this occurs at a stellar mass that is $\sim 0.5$ dex higher when AGN feedback is not included.

This supports our conclusion that AGN feedback is acting to reduce the DLA covering fraction of high-mass galaxies. Although, this effect becomes insignificant beyond a stellar mass of $\sim 10^{11} M_\odot$.

It is also possible the transition of the high density H I associated with DLAs into molecular hydrogen is more efficient in systems with halo mass greater than $10^{12} M_\odot$, while the cooling of the cold gas is less efficient. We plot the gas phase diagram of the gas particles in galaxies with $M_{200} > 10^{13} M_\odot$ and $M_{200} < 10^{12} M_\odot$ in Fig. 9, colouring the particles according to their H I gas mass fraction ($M_{\text{HI}}/M_{\text{gas}}$). Here, we see the characteristic equation of state ($T \propto n_{\text{HI}}^{1/2}$; applied to avoid artificial fragmentation as a power law) in the lower right of each panel. It is this gas that will be SF. Concentrating on the particles with the highest H I mass fraction in red, the shaded rectangle highlights the fact the high halo mass galaxies have a large mass of H I in the temperature range of $10^{4}$–$10^{5}$ K, at intermediate density ($n_{\text{HI}} = 10^{-2}$–$10^{0}$ cm$^{-3}$). This indicates an additional heating source of the diffuse H I in the latter case, such as AGN.
Additionally, in the lower right of the plot (in the area marked by the shaded blue circle) we can see the H I fraction in SF gas (i.e. the gas lying in the imposed equation of state) is significantly higher in the bottom panel compared to the top panel, indicating that while there is an effective source of heating in the higher mass galaxies, there is also a significant build up of high density, SF gas. This heating/SF gas build-up is in line with results from Bower et al. (2017), who ascribed it to the suppression of star formation-driven outflows in the hot corona of massive galaxies, leading to a build up of gas in the central regions of the galaxy and a subsequent period of non-linear black hole growth and intense AGN feedback. This then heats the corona and prevents further cold gas accretion on to these galaxies.

Focussing on what these results mean for FLASH, the trends in covering fraction seen here link directly to both the probability of high/low impact parameters for given galaxies, along with the probability of an intervening absorption detection should each galaxy be situated along a given sightline. The higher covering fractions we see at $z = 1$ link to the recent finding of a high impact parameter absorption detection in an early-type galaxy at redshift $z = 0.3562$ in Allison et al. (2020). Our results suggest higher impact parameter (relative to the size of the galaxy halo) absorption detections are more likely the further you look back in redshift.

There is a clear positive correlation between the DLA covering fraction and sSFR (lower panel of Fig. 7) and H$_2$ mass fraction (calculated as $M_{H_2}/M_{200}$, not shown in figure for brevity) at $z = 0$, $z = 1$, and $z = 2$, indicating that galaxies with higher sSFR also have a more extended distribution of DLAs, relative to $R_{200}$. This correlation is steepest at $z = 0$ and the gradient is reduced at higher redshift. Consequently, the higher redshift DLAs in EAGLE are attributed to galaxies with a wider range of sSFRs at $z = 1$ and $z = 2$. This hints that H I absorption surveys such as FLASH will be tracing a representative sample of galaxies at $z = 1$ (although this is contingent on the CNM covering fraction following the same trends as that of the DLAs).

The relationship between $\kappa_{HI}$ and the H I covering fraction is explored in Fig. 10, where the median covering fraction is skewed to significantly higher values for galaxies with high $\kappa_{HI}$ values at $z = 1$. Here, we used the rotation/dispersion-dominated classification detailed in Section 2.3.2. In other words, at this redshift, the DLA covering fraction is greater for H I discs than for dispersion-dominated H I morphologies. We find that there is good agreement between the median $f_{cov,R_{200}}$ values for different EAGLE boxes for both kinematic populations. From Fig. 10, we can see at $z = 0$, our galaxy sample is dominated by galaxies with low covering fractions even in the sub-sample of $\kappa_{HI} \geq 0.67$ galaxies. However, the latter displays a higher covering fraction tail that is not present for the dispersion-dominated galaxies. This tail is more prominent for...
Figure 10. The probability density distribution of $f_{\text{cov}, R_{200}}$ values for galaxies taken from RefL0100 (step histograms) and RecalL0025 (shaded histograms) at $z = 0$ (lower plot) and $z = 1$ (upper plot), then split into two bins according to their $\kappa_{\text{HI}}$ values, with galaxies with rotation-dominated \text{HI} kinematic morphologies in green and those with dispersion-dominated \text{HI} kinematics in red (following the categorization detailed in Section 2.3.2). The median $f_{\text{cov}, R_{200}}$ values for the RefL0100 (RecalL0025) sample are shown as solid (dashed) lines at the top of the plot, with red lines indicating the dispersion-dominated galaxy population and the green lines indicating the rotation-dominated galaxies.

Figure 11. The mean DLA metallicity (calculated using 3D cells, see Section 2.3.3) as a function of $M_*$ at $z = 0$ (upper plot) and $z = 1$ (lower plot) for the RefL0100 (red and orange) and RecalL0025 (blue and green) EAGLE simulations. The solid lines are the median values for both simulations, while the 16th–84th percentile regions are indicated by the shaded regions. We have also included the median values of the metallicity of the SF gas in central galaxies for the different stellar mass bins (following the same colour scheme), again with the 16th–84th percentile ranges shown as vertical lines.

3.3 Investigation of DLA properties

We plot the mean metallicities of the DLA grid cells used in the calculation of $f_{\text{col}}$ (see Section 2.3.3), against the stellar mass of galaxies in our sample in Fig. 11. We have also included the mean metallicity of SF gas in each galaxy as a reference. The mean metallicity of the DLA grid cells follows the same trends as the total gaseous component of the galaxies; the higher resolution simulation has systematically lower metallicities than RefL0100. Furthermore, there is an apparent disparity in the trends at low stellar mass ($<10^{10} M_\odot$) and high stellar mass ($>10^{10.5} M_\odot$). Regardless of redshift, galaxies with $M_* < 10^{10} M_\odot$ have DLA metallicities that show a gradual increase with $M_*$. Both boxes show a turnover between $10^{10}$ and $10^{10.5} M_\odot$ and a subsequent negative correlation between $Z_{\text{vol}, R_{200}}$ at higher stellar mass. The mean metallicity of the DLA cells is uniformly lower than that of the SF gas, but this disparity increases with stellar mass at both redshifts.

These results hint that DLAs in high- and low-mass galaxies may trace different galaxy evolutionary processes – for example, the relatively metal-poor DLAs in the low-stellar-mass ($<10^{9} M_\odot$) galaxies are likely to be associated with the smooth accretion of low-metallicity gas, while higher metallicity DLAs in galaxies with $M_* \sim 10^{10} M_\odot$ could be associated with enrichment via stellar feedback, the re-accretion of recycled gas or the accretion of metal-rich material from galaxy mergers. Previous works suggest the dominant accretion
mechanism of H\textsc{i} is smooth accretion, or diffuse accretion of the ionized IGM (Bauermeister, Blitz & Ma 2010), rather than the accretion of metal-rich material from stripped satellite galaxies. This was also found using EAGLE galaxies in Crain et al. (2017), where the authors compare the accretion rates of H\textsc{i} via smooth accretion and mergers, finding the former to dominate over our redshift range of interest (z < 1). Additionally, Wright et al. (2020) find that gas accretion (all gas, not just H\textsc{i}) comes mostly from smooth accretion of pristine gas across halo mass bins ranging from 10^9 to 10^{11} M_\odot at 11 (at the 60 per cent level – see fig. 6 of Wright et al. 2020).

In order to further investigate the trends in DLA metallicity seen in fig. 11, we now plot the mean impact parameter of the DLA cells in each galaxy (again using the 3D grid which was used to calculate f_{cov}) as a function of Z_{vol,200c} in Fig. 12 at z = 1. Here, we also show probability density distributions of the mean impact parameters and metallicities of the galaxies in our samples. The increase of normalized impact parameter with stellar mass is evident, particularly for the RefL0100 run. On the other hand, the two samples show differing trends in metallicity and stellar mass – the RecalL0025 run shows an increase in Z_{vol,200c} between the higher and lower stellar-mass bins (<10^9 and \geq 10^9 M_\odot, respectively), while the lower resolution, larger RefL0100 simulation shows a reduction in the peak of the metallicity distribution with stellar mass (between stellar mass bins <10^{10.5} and \geq 10^{10.5} M_\odot). The same trends are more pronounced at z = 0 (we do not include this plot for brevity). All stellar mass bins and both simulations show a reduction in DLA metallicity with impact parameter, although this trend is more significant in the intermediate resolution, larger EAGLE box (RefL0100). However, we know from Fig. 5 that the metallicity of the total gas in the galaxy is not converged in the simulation at the 10 per cent level and hence it is unclear whether the differences in DLA properties between the simulations are driven by something physical or are numerical in origin.

Despite the positive trend between relative impact parameter and M_\textstar, seen at z = 1 (Fig. 12) in the reference simulation (and to a lesser degree in RecalL0025), we note that the 2D covering fraction (f_{cov}, calculated using face-on galaxies) of galaxies instead shows a slight reduction with halo mass at z = 1 (top plot, Fig. 7). To investigate whether this is due to projection effects, we plotted the mean impact parameter as calculated using the 3D cells, b_{impact,3d}, minus the 2D impact parameter, calculated using a face-on orientation of the galaxies, as a function of stellar mass (Fig. 13). Should this difference be large, this would imply significant projection effects. We can see the relative difference between the two values (normalized by R_{200c}) is small until \sim 10^{10} M_\odot at both redshifts. At higher stellar masses, there is a positive correlation between M_\textstar and the relative difference between impact parameters, indicating projection effects are having more of an impact on the observed properties of DLAs in massive galaxies. However, the extent of this impact appears to be resolution dependent, as RefL0100 and RecalL0025 are offset from each other (RecalL0025 shows a sharper upturn).

In order to investigate how the H\textsc{i} morphology, along with its kinematics, varies above and below the turnover stellar mass (10^{10.5} M_\odot at z = 1 and z = 0 in the RefL0100 EAGLE simulation), we plotted the probability distribution of k_{H\textsc{i}} (the H\textsc{i} rotation parameter) for galaxies in two stellar mass bins: those with M_\textstar < 10^{10.5} M_\odot and those with M_\textstar > 10^{10} M_\odot (Fig. 14). Galaxies in the lower stellar-mass bin have higher k_{H\textsc{i}} values, with the mean located above 0.67 at z = 0 and 0.6 at z = 1, our boundary between a disc/ dispersion-dominated morphology (see Section 2.3.2). On the other hand, the galaxies with M_\textstar > 10^{11} M_\odot show lower k_{H\textsc{i}} values, indicative of a more irregular H\textsc{i} morphology. This disparity in k_{H\textsc{i}} is accentuated at z = 0. Therefore, Fig. 14 also supports the hypothesis that galaxies with larger stellar masses show a more irregular, dispersion-dominated H\textsc{i} distribution, with DLAs at higher impact parameters relative to R_{200c}.

Figure 12. Main panels: the mean DLA metallicity (Z_{DLA}/Z_\odot) versus the mean impact parameter, normalized by R_{200c} (both calculated using 3D cells, see Section 2.3.3) for galaxies in the RefL0100 (left column) and RecalL0025 (right column) z = 1 samples, split into two stellar mass bins. Upper sub-panels: probability density distribution of b_{impact,R_{200c}} values of the galaxies in two different stellar mass bins. Right sub-panels: probability density distribution of Z_{DLA}/Z_\odot values of the galaxies in two different stellar mass bins.
3.4 Relative contribution of the CGM/ISM

In Section 3.1, we saw a significant mass of H\textsc{i} is around the galactic disc, most likely in the CGM. It is interesting to explore whether or not this translates into a population of CGM DLAs that are likely to be picked up by absorption surveys such as FLASH. We investigate the relative contribution of the CGM to the covering fraction of DLAs, and how this varies with both galaxy properties and redshift. We followed the method described in Section 2.4 in order to split our DLA grid cells into either ISM or CGM.

Initially, we focus on the global H\textsc{i} budget in our sample of galaxies and how the relative contribution of the CGM and ISM varies with redshift. The upper plot of Fig. 15 shows the H\textsc{i}-mass-weighted histogram of the ratio of the H\textsc{i} mass in the CGM compared with the total H\textsc{i} mass in both the ISM and the CGM ($f_{\text{cgmmH}}$). We can see the H\textsc{i} mass in the ISM dominates over the CGM inside galaxies in our sample at all redshift studied; the H\textsc{i}-mass-weighted mean $f_{\text{cgmmH}}$ value is $\lesssim 0.37$ in both simulation boxes between $z = 0 - 2$. However, the distribution of $f_{\text{cgmmH}}$ values varies significantly with redshift – with the mean of the distribution increasing from 0.11 to 0.15 between $z = 0 - 2$ in the RefL0025 simulation. On the other hand, the RefL0100 shows an initial reduction in the mean between $z = 0$ and $z = 1$; at $z = 0$ the majority of systems have a very low value for $f_{\text{cgmmH}}$, however there also exists a population of high-H\textsc{i} mass systems with high $f_{\text{cgmmH}}$ values that account for a significant portion of the total H\textsc{i} mass budget in the galaxy sample and hence skew the mean towards higher $f_{\text{cgmmH}}$. On the other hand, although the median (non-H\textsc{i}-mass-weighted) $f_{\text{cgmmH}}$ value increases between $z = 0$ and $z = 1$, the same high H\textsc{i} mass/high $f_{\text{cgmmH}}$ population of galaxies does not exist at this redshift, hence the H\textsc{i}-mass-weighted mean actually decreases from 0.37 to 0.3 (before increasing to 0.35 at $z = 2$).

There is a clear difference in the distributions of the two EAGLE boxes in Fig. 15, with RefL0025 showing lower H\textsc{i} CGM mass fractions than RefL0100. While this is true at all redshifts, the disparity between the mean CGM H\textsc{i} mass fraction is greatest at $z = 0$. In order to ascertain whether or not this disparity arises due to the fact the two boxes are sampling galaxy populations with different halo/stellar masses, we investigate the dependence of $f_{\text{cgmmH}}$ on...
Figure 15. Probability density distribution of the ratio of the H I mass in the CGM compared with the total H I mass in both the ISM and the CGM ($f_{\text{cgm},\text{HI}}$). The distributions are shown for redshift 0, 1, and 2 in blue, green, and purple, respectively. The filled histograms show the results from the RecalL0025 simulation, while the others are from the RefL0100 EAGLE box. The dashed vertical lines indicate the median of each RefL0100 distribution, while the shorter, dotted vertical lines indicate the median of the galaxies sampled from the RecalL0025 simulation.

Figure 16. The median H I mass in the CGM compared with the total H I mass ($f_{\text{cgm},\text{HI}}$) in bins of stellar mass at redshifts 0 (blue) and 2 (purple) in the RefL0100 (solid lines) and RecalL0025 (dashed lines) EAGLE simulations. The solid vertical lines mark the 16th–84th percentiles of the galaxy samples.

We can see that $f_{\text{cgm},\text{HI}}$ increases with increasing stellar mass in all simulation boxes at both redshifts beyond $10^{10} M_\odot$; however, the gradient is steeper at lower redshift. At $z = 0$, $f_{\text{cgm},\text{HI}}$ is approximately 0 in all mass bins below $10^{10} M_\odot$. By contrast, at $z = 2$ the H I CGM mass fraction increases gradually with stellar mass until $10^{10} M_\odot$, when the gradient steepens significantly. Given the change in the $f_{\text{cgm},\text{HI}}$–$M_*$ relation at $10^{10} M_\odot$ (the location of the turnover in the GSMF) these results point to AGN feedback playing a role in the H I CGM mass fraction. This was also hinted at in Fig. 9, where a significant mass of H I was heated to higher temperatures ($10^5$ K) in higher mass galaxies.

Figure 17. The median H I mass in the CGM compared with the total H I mass ($f_{\text{cgm},\text{HI}}$) in stellar-mass bins at redshifts 1 (upper panel) and 0 (lower panel) in the RefL0050N0752 (blue lines) and NoAGNL0050N0752 (red lines) EAGLE simulations. The solid vertical lines/shaded regions mark the 16th–84th percentiles of the galaxy samples.

In order to investigate our hypothesis that the H I CGM mass fraction is intrinsically linked to AGN feedback, we re-plotted Fig. 16 at $z = 0$ and $z = 1$ for the RefL0050N0752 (blue) and NoAGNL0050N0752 (red) EAGLE simulations (Fig. 17). Focussing first at $z = 1$ (upper panel), the addition of AGN feedback acts to increase the median H I CGM mass relative to the total H I mass (CGM and ISM) for galaxies with stellar mass greater than $10^{9.75} M_\odot$. Without AGN feedback, the $f_{\text{cgm},\text{HI}}$–$M_*$ relation also steepens for high stellar-mass galaxies; however, the gradient is shallower and begins to increase at a stellar mass $\sim 0.5$ dex above that for the simulation that includes AGN feedback. Focussing instead at $z = 0$ (lower panel), the difference in the median $f_{\text{cgm},\text{HI}}$ value in different stellar mass bins with/without AGN feedback is less pronounced. The principle effect of including AGN feedback is the significant increase in scatter in the $f_{\text{cgm},\text{HI}}$–$M_*$ relation towards higher $f_{\text{cgm},\text{HI}}$ values, seen for galaxies with stellar masses below $10^{10.5} M_\odot$. These results point to the importance of AGN feedback when considering the cold/cool phases of the CGM.

The offset in $f_{\text{cgm},\text{HI}}$ value seen in Fig. 15 between simulations of different resolution is largely removed when accounting for stellar mass in Fig. 16, particularly at higher redshift. At $z = 0$, galaxies...
am e d i a nHI CGM fraction that is greater than galaxies in the H I mass budget inside higher mass haloes, we might expect the covering fraction in these galaxies. We investigate this by plotting galaxies with non-zero CGM covering fractions, while the fraction of the total number of galaxies in each mass range with a non-zero CGM fraction is listed on each plot.

Therefore, given that the CGM contains a significant portion of the H I mass budget inside higher mass haloes, we might expect the covering fraction of CGM DLAs to be enhanced with respect to the ISM covering fraction in these galaxies. We investigate this in Fig. 18, which shows the probability density distributions of the fraction $f_{\text{cov,cgm}}/f_{\text{cov,ism}}$ at $z = 1$ and $z = 0$, using three different $M_{200}$ bins (see Fig. 18) in both simulations (RefL0100 and RecalL0025). We do indeed see a shift towards higher values of the CGM/ISM covering fraction ratio with increased stellar mass. This is present at both redshifts, but is more pronounced at $z = 1$. This is despite the fact we saw in Fig. 16 that the gradient in the $M_{\text{H I,cgm}} - M$ relation is shallower at higher redshift. In addition, the fraction of galaxies with a non-zero DLA-CGM covering fraction increases with redshift. As expected from Fig. 16, the fraction of galaxies with non-zero CGM covering fractions is significantly reduced in the RecalL0025 simulation compared with the RefL0100 sample, primarily due to the fact the simulation boxes are sampling different mass haloes/galaxies.

Our results indicate that the CGM plays an important role when considering the properties of DLAs in galaxies with high stellar/halo mass. Furthermore, the contribution of these higher impact parameter, lower metallicity CGM DLAs to blind H I observation surveys such as FLASH is likely to be enhanced at higher redshift. The mass and state of the H I in the CGM are subject to the detailed modelling of feedback physics, in particular AGN feedback. In this way, DLAs offer a way of further understanding and placing constraints on galactic feedback models.

### 3.5 The cold neutral medium

It is important to note that since 21-cm absorption surveys are sensitive to DLAs with the highest CNM fraction, it is unclear how many of CGM DLAs presented in Section 3.4 would be detected in a blind H I absorption survey such as FLASH. Moreover, our models assume either a two-phase (WNM and CNM) medium or hydrostatic equilibrium (see Section 2.3.1 for details), neither of which may apply in the CGM. In our follow-up paper, we will discuss the detailed properties and modelling of CGM DLAs, but this is beyond the scope of this paper. We investigate the redshift evolution of the CNM number densities (calculated using the outlined assumptions) for both the DLAs in the ISM and CGM in Fig. 19.

Fig. 19 shows there is an increase in the peak of the $n_{\text{CNM}}$ probability distribution with redshift, visible for both ISM and CGM DLAs. This hints that the CGM DLAs are more likely to be detected in 21-cm absorption surveys at higher redshift. The ISM DLAs show a high CNM density tail that is not present for the CGM DLAs, shifting the mean $n_{\text{CNM}}$ towards higher values. However, the median $n_{\text{CNM}}$ for the CGM DLAs is larger than that of the ISM at all redshift. This likely arises from the fact that the ISM has a higher metallicity than the CGM, along with a greater UV flux from SF regions, which shifts the molecular mass fraction towards a higher value for a given CNM fraction according to our model (see Section 2.3.1), reducing the assumed H I mass fraction accordingly.

### 3.6 Comparing $f_{\text{cov,R200}}$, $f_{\text{cov,70 kpc}}$, $f_{\text{vol,R200}}$ and $f_{\text{vol,R200}}$

In order to explore any differences in the trends seen for $f_{\text{cov,R200}}$ and $f_{\text{vol,R200}}$ (in other words between the 2D covering fraction and the volume filling fraction) with galaxy properties, we re-plotted Fig. 7, using $f_{\text{vol,R200}}$ instead. We found no significant changes between the trends with sSFR and $\kappa_\star$. Fig. 20 shows the $f_{\text{vol,R200}} - M_{200}$ relation. Here, we see the same turnover seen in Fig. 7 with stellar mass at $z = 0$. However, at $z = 1$ the $f_{\text{vol,R200}}$ declines across all halo masses, despite relatively constant $f_{\text{cov,R200}}$ values seen at $z = 1$ in Fig. 7 across a wide range of halo masses.

We hypothesize that the drop in $f_{\text{vol,R200}}$ with halo mass seen at $z = 1$, despite constant $f_{\text{cov,R200}}$ values, is caused by an increase in the clumpiness of DLAs with halo mass and a corresponding drop in the number of cells containing DLAs per sightline. This would result in a drop in $f_{\text{vol,R200}}$, despite a constant $f_{\text{cov,R200}}$ value. We explore this hypothesis in Figs 21 and 22. In Fig. 21, we show the H I-mass-weighted mean density of the gas in each galaxy against $M_{200}$. There is a positive correlation between $\rho$ and $M_{200}$ at $z = 0$ and...
Figure 19. Normalized probability density distributions of the mean $n_{\text{CNM}}$ calculated using our H I model (see Section 2.3.1) for DLAs in the ISM (left plot) and CGM (right plot) for galaxies in the RefL0100 EAGLE simulation as a function of redshift ($z = 0$ – blue, $z = 1$ – purple, $z = 0$ – green). The medians of each distribution are indicated using the dashed lines, coloured according to redshift.

Figure 20. Figure to show the variation of $f_{\text{cov}}$ with $M_{200}$ for our sample of galaxies taken from the RefL0100 (RecalL0025) EAGLE simulation at $z = 0$ (blue), $z = 0.5$ (green), and $z = 1$ (purple), with the median values shown as solid (dashed) lines and the 16th–84th percentile range shown using the capped vertical lines (shaded regions).

Figure 21. The mean H I mass-weighted density of the gas inside galaxies as a function of $M_{200}$ at $z = 0$ (blue), $z = 1$ (green), and $z = 2$ (purple). The solid/dashed lines indicate the median values for the galaxy sample taken from the RefL0100/RecalL0025 simulations, respectively. The 16th–84th percentile ranges are shown using the capped vertical lines/shaded areas for the RefL0100/RecalL0025 simulations.

Fig. 22 shows the mean number of DLA-containing cells per sightline (defined as the 2D grid cells used when calculating $f_{\text{cov}}$; referred to as $N_{\text{los}}$ hereafter) against $M_{200}$. We also see a large scatter at halo masses $\lesssim 10^{12.25} M_\odot$ (particularly at high redshift). However, beyond $\sim 10^{12.25} M_\odot$ there is a negative trend between the two quantities at $z = 1$ – showing that the higher mass galaxies, on average, contain fewer DLA cells per individual sightline, which would result in a lower $f_{\text{cov}}$ fraction, despite having a similar $f_{\text{cov}}$ value to their lower mass counterparts. This trend extends to halo masses of $10^{12} M_\odot$ at $z = 2$ and is also steeper at this redshift. The median $N_{\text{los}}$ for galaxies at $z = 0$ is 1 across all halo masses in the RefL0100 EAGLE simulation; however, the higher resolution box shows an
until the turning point at \( M_{200} \), with an initial negative correlation between the two quantities indicates the relative contribution of strong DLAs to the \( f_{\text{cov}} \) at \( z = 0 \) (blue), \( z = 1 \) (green), and \( z = 2 \) (purple). This is a proxy for the number of DLAs per sightline. The solid/dashed lines indicate the median values for the galaxy sample taken from the RefL0100/RecalL0025 simulations, respectively. The 16th–84th percentile ranges are shown using the capped vertical lines/shaded areas for the RefL0100/RecalL0025 simulations.

**Figure 23.** The ratio of the strong DLA volume-filling fraction to the total DLA volume fraction and how this changes with \( M_{200} \) at \( z = 1 \). Here, a DLA is characterized as ‘strong’ if its \( \text{HI} \) column density is greater than \( 10^{21} \text{ cm}^{-2} \). The median values in halo mass bins are indicated by the solid/dashed lines for the RefL0100/RecalL0025 sample of galaxies. The 16th–84th percentile range is shown using the capped vertical lines/shaded regions for the RefL0100 EAGLE box/ the RecalL0025 run.

values increases with \( M_{200} \), which is in agreement with the idea that the DLAs are denser and clumpier in these systems, reducing \( f_{\text{vol},R_{200}} \), despite a corresponding increase in the global \( \text{HI} \) mass (see Fig. 4) and a constant value of \( f_{\text{cov},R_{200}} \).

In Fig. 24, we investigate whether or not the positive trend between halo mass and the \( \text{HI} \)-mass-weighted density, seen in Fig. 21, is impacted by AGN feedback. Here, we plot the mean \( \text{HI} \)-mass-weighted density of the gas in galaxies at \( z = 1 \), taken from the RefL0050N0752 (blue) and NoAGNL0050N0752 (red) EAGLE simulations, respectively. The addition of AGN feedback lowers the mean \( \text{HI} \)-mass-weighted density in galaxies with stellar masses above \( 10^{10} M_\odot \). This result is complimentary to Fig. 17; the fact the CGM \( \text{HI} \) mass fraction of high-stellar-mass galaxies increases when AGN feedback is included implies a corresponding reduction in the mean \( \text{HI} \)-mass-weighted density of the gas in these galaxies. Moreover, we also see the drop in the mean \( \text{HI} \)-mass-weighted density is accompanied by a reduction in the volume-filling fraction of strong DLAs when AGN feedback is included (see Fig. 25). These results support our conclusion that AGN feedback impacts the physical properties of DLAs in high-mass galaxies. They are also consistent with work by Wright et al. 2020, who use EAGLE simulations to show the addition of AGN feedback produces galaxies with lower baryon fractions and baryonic accretion rates. This helps to explain why the volume-filling fraction of strong DLAs increases in the case when AGN feedback is not included – there is simply more cold, dense gas present in galaxies. Consequently, the AGN feedback model employed by cosmological simulations is likely an important factor when comparing the DLAs in simulated galaxies to those observed by surveys such as FLASH.

We also re-plotted Fig. 7 using \( f_{\text{cov},R_{70\text{ kpc}}} \) instead (see Fig. 26). The trends in Fig. 26 are broadly consistent with those in Fig. 7; a turnover is still seen at \( z = 0 \) at \( M_{200} \sim 10^{12} M_\odot \), while at higher resolution there is a plateau in the covering fractions beyond \( 10^{12} M_\odot \). There is also a marginally steeper gradient in the \( f_{\text{cov},R_{70\text{ kpc}}}, M_{200} \) at halo masses below \( 10^{12} M_\odot \), compared with the gradient seen using the virial radius as the aperture in Fig. 7. This is driven by the use of a fixed aperture across a range of halo masses, while the \( \text{HI} \) disc extent...
4 DISCUSSION AND CONCLUSIONS

This paper set out to investigate the distribution and properties of DLAs in the EAGLE cosmological hydrodynamical simulations, focussing on the redshift range 0–2 in order to connect with the results from the next generation of 21-cm absorption surveys. The results of this paper can be summarized as follows:

(i) The H I-to-stellar mass ratio increases with redshift in EAGLE galaxies, with the most significant increase seen at $M_*>10^{10}$ $M_\odot$ (see Fig. 4). The H I masses obtained for the lower resolution, larger EAGLE box are systematically lower than those obtained at the same stellar mass in the high-resolution box. This is due to the higher gas metallicities of the former compared to the latter at fixed stellar mass, which leads to more efficient H$_2$ formation. This effect is lessened at higher redshift due to the central parts of galaxies in the high- and low-resolution boxes having similar metallicities, despite the average metallicity of gas in the galaxies being significantly higher in the lower resolution EAGLE simulation (see Fig. 5). The exact shape and normalization of the $M_{HI}$–$M_*$ relation is impacted by the chosen aperture in which the H I content in galaxies of stellar masses $>10^{10}$ $M_\odot$ is measured (see Fig. 4), indicating that a significant fraction of the H I mass is at larger radii in these galaxies. This effect is seen both at $z=0$ and $z=1$.

(ii) The median DLA covering fraction obtained using an aperture of $R_{200c}$, $f_{cov,DLA}$, shows a non-linear dependence on halo mass at $z=0$, with a maximum at $\sim 10^{12}$ $M_\odot$. This maximum corresponds to the break of the GSMF both observationally and theoretically and is typically attributed to AGN/stellar feedback becoming efficient/inefficient at higher stellar masses. On the other hand, at $z=1$, $f_{cov,R_{200c}}$ does not vary over a wide range of halo masses. Moreover, there is a global shift towards higher DLA covering fractions (both 2D and 3D volume filling fractions) between $z=0$ and $z=1$.

(iii) On further investigation, we found the addition of AGN feedback had the largest impact on the covering fraction of DLAs at $z=0$ for host galaxies in the stellar mass range $10^{10}$ $M_\odot < M_* < 10^{11}$ $M_\odot$, where it acts to reduce the DLA covering fraction (Fig. 8).

(iv) Looking instead at the kinematics of the H I, we find that EAGLE galaxies that are rotation dominated have, on average, higher covering fractions, when compared with galaxies that are dispersion dominated, indicating that galaxies with the highest DLA covering fractions also have orderly rotating H I discs (Fig. 10). High-stellar-mass galaxies were also shown to have lower $k_{HI}$ values. In other words, the kinematics of the H I is more dispersion dominated in these galaxies. However, the difference between galaxies in different mass bins lessens with increasing redshift.

(v) In Section 3.3, we saw that DLAs in EAGLE galaxies with high stellar masses ($>10^{10.5}$ $M_\odot$) had the highest impact parameters relative to their virial radius (Fig. 12), along with lower metallicities on average than those found in galaxies with stellar masses $<10^{10.5}$ $M_\odot$. Furthermore, these trends were not visible in the higher resolution Recall0025 box; the DLAs in lower mass galaxies ($<10^9$ $M_\odot$) instead had marginally higher metallicities than those in higher-stellar-mass galaxies ($\gtrsim 10^{10}$ $M_\odot$) on average. Overall, our results indicate that the DLAs in systems of differing stellar mass trace different galaxy evolutionary processes. However, it is unclear if the process driving the differences seen between the two EAGLE boxes is physical, or numerical in origin.

(vi) The ISM dominates the total H I mass budget compared to the CGM in the majority of galaxies in our samples (see Fig. 15). However, we do see a trend of increasing H I mass fraction in the CGM relative to the ISM with increasing redshift. Moreover, the CGM H I mass fraction increases sharply with stellar mass above $\sim 10^{10}$ $M_\odot$ at all redshifts studied here, although the trend is steeper at $z=0$ (see Fig. 16). This trend is present in both the intermediate- and high-resolution EAGLE boxes. Since this sharp increase of CGM H I mass fraction again occurs at the peak in the GSMF, it increases with halo mass. However, the presence of the peak in the $z = 0$ $f_{cov,HI}$–$M_\star$ relation is likely due to a significant number of the DLAs in the higher mass systems being at radii larger than 70 kpc in the CGM of the halo, in agreement with the significant total H I mass outside 70 kpc seen in Fig. 4. This result is linked to the increase in impact parameter relative to $R_{200c}$ at higher halo masses at $z = 0$ seen previously in Fig. 12.
is likely DLAs in the CGM offer a way of further understanding and placing constraints on galactic feedback models, in particular AGN (see also Chauhan et al. 2020, for similar conclusions using semi-analytical models of galaxy formation). Moreover, using simulations with/without AGN feedback included, we found that the presence of an AGN acts to increase the scatter in CGM H I mass fraction for galaxies with \( M_\ast < 10^{10.5} \, M_\odot \) at \( z = 0 \), while also increasing the median H I CGM mass fraction for galaxies with \( M_\ast \gtrsim 10^{10} \, M_\odot \) at \( z = 1 \) (Fig. 17). The increase in CGM H I mass fraction in higher stellar-mass galaxies manifests as a correlation between the ratio of the CGM-to-ISM covering fraction and \( M_{200} \) (see Fig. 18). Additionally, this ratio increases with redshift.

(vii) In Section 3.6, we showed that the H I-mass-weighted gas density increases with increasing halo mass (see Fig. 21). This is accompanied with a larger relative covering fraction of strong DLAs and fewer DLAs per sightline (Figs 23 and 22, respectively). This resulted in the \( f_{\text{vol,R200}} \) anticorrelating with halo mass at \( z = 1 \), despite a constant \( f_{\text{cov,R200}} \) across a range of halo masses (see Figs 7 and 20). A peak in the number of DLAs per sightline and a corresponding dip in the fraction of strong DLAs is seen at a halo mass between 10^{12} – 10^{12.3} \, M_\odot, depending on redshift. We investigated whether or not this could be impacted by the action of AGN feedback, finding that the addition of an AGN feedback model acts to reduce the mean H I -mass-weighted density in galaxies with stellar masses above 10^{10} \, M_\odot at \( z = 1 \) (Fig. 24). There is also a corresponding reduction in the volume-filling fraction of strong DLAs in these high-stellar-mass galaxies.

(viii) In the appendices, we show that the effects of altering the H I–H$_2$ model are not significant compared with altering the filling fraction of strong DLAs in these high-stellar-mass galaxies. The radial metallicity dependence at \( z \) coolings supports both the formation of higher density H I clumps and the removal of H I via the formation of H$_2$.

Both the H I/H$_2$ breakdown and the simulations themselves are based on a spatial resolution of the order of 1 kpc (the softening length for the RefL0100 run is 0.7 pkpc – see table 2 of Schaye et al. 2015), which is at least a factor of 10 greater than the average (giant) molecular cloud/molecular cloud width. Our results therefore average across a wider area, meaning we are missing the detailed kinematics/mixing of the two neutral gas phases. Therefore, our DLA properties should be seen as global averages across the whole galaxy.

4.2 Our results in context

We have shown that AGN feedback is linked to the volume-filling fraction of strong DLAs, along with the mean density of H I gas in high-stellar-mass galaxies. In this way, our results suggest that DLAs and their physical properties offer a potential tracer for AGN feedback and its impact on the host galaxy. This links to both ongoing work into the cold component of AGN outflows (e.g. Lehner et al. 2011; Morganti et al. 2016), along with the complex interplay between AGN outflows and in-flowing gas (e.g. Riffel, Storchi-Bergmann & Riffel 2015). Our future work will focus on this and in particular how both AGN and stellar feedback impact not only the properties of DLAs, but also the fraction of these in the CGM.

This paper has focused on galaxies with stellar masses \( > 10^8 \, M_\odot \) due to resolution constraints. However, we know from plots such as Figs 23 and 12 that the DLAs associated with lower stellar-mass galaxies (those located to the left of the GSMF) and higher mass galaxies (those beyond the peak in the GSMF) are present, but are likely to be impacted by the action of AGN feedback, finding that the addition of an AGN feedback model acts to reduce the mean H I -mass-weighted density in galaxies with stellar masses above 10^{10} \, M_\odot at \( z = 1 \) (Fig. 24). There is also a corresponding reduction in the volume-filling fraction of strong DLAs in these high-stellar-mass galaxies.

4.1 Caveats

One of the key results of this paper is that the high-stellar-mass galaxies in our sample have clumpier, stronger DLAs, which have a higher mean relative impact parameter and lower metallicities. As discussed in Section 2.3.1, we know from Rahmati et al. (2013b) that the effects of LSR on strong DLAs are highly uncertain, hence this introduces a degree of uncertainty to these results. In future work, we would like to investigate the impact of LSR on these strong, clumpy DLAs. However, given the fraction of the DLAs in the CGM is higher in these galaxies, it is likely LSR will have a limited impact on the low metallicity, high impact parameter DLAs.

Furthermore, we have consistently seen that the metallicities of the DLAs in the higher resolution boxes are systematically lower than those in the lower resolution box, which in turn impacts the H I/H$_2$ fractions, along with cooling properties of the gas. We saw in Fig. 5 that the situation is actually better when we consider the radial metallicity dependence at \( z = 1 \). Yet, how this alteration in metallicity affects our results is not easy to decipher, since rapid cooling supports both the formation of higher density H I clumps and the removal of H I via the formation of H$_2$.
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Appendix A: Different H I–H₂ Decomposition Method(s)

A1 Gnedin 2011 breakdown

Here, we compare the results of the Krumholz (2013) method (or K13) with an alternative method for calculating the ratio of molecular to neutral Hydrogen (fH₂), which uses the fitting formulae described in Gnedin & Kravtsov (2011) to relate the dust-to-gas ratio and the interstellar far-UV (FUV) flux to the atomic-to-molecular transition in the ISM of the simulation. Gnedin & Kravtsov (2011) derived these fitting formulae using simulations of a snapshot of a cosmological simulation at z = 4 and evolved using 3D radiative transfer and an H/He chemical network, along with a H₂ formation model. We refer to this method as G11 in the text.

Fundamentally, Gnedin & Kravtsov (2011) parameterize fH₂ (this has the same meaning as above) as

$$ f_{H_2} \approx \frac{1}{1 + \exp(-4x - 3x^3)}, $$  \hspace{1cm} (A1)

where $x$ can be expressed as

$$ x = \Lambda^{3/7} \ln \left( \frac{Z_{nH}}{Z_A n_A} \right), $$  \hspace{1cm} (A2)

with $n_A = 25 \text{ cm}^{-3}$, while

$$ \Lambda = \ln \left( 1 + g(Z/Z_\odot)^{3/7}(G_0/15)^{4/7} \right). $$  \hspace{1cm} (A3)

Furthermore, the $g$ factor is given by

$$ g = \frac{1 + \alpha s + s^2}{1 + s}, $$  \hspace{1cm} (A4)

with $s$, $\alpha$, and $D_\star$ defined by

$$ s = \frac{0.04}{D_\star + (Z/Z_\odot)}, $$  \hspace{1cm} (A5)

Figure A1. Plot of $M_{H_I}$-$M_\star$ at $z = 0$ (top plot) and $z = 1$ (lower plot), as calculated for both EAGLE box Recall0025 (red/orange, respectively) and RefL0100 (blue and green, respectively) using both the G11 H₁-H₂ breakdown model (dot–dashed lines) and the K13 model (solid lines). The solid/dot–dashed lines indicate the median values in 10 stellar mass bins for each galaxy sample, while the shaded regions are the 16th–84th percentile range inside each stellar mass bin for the G11 model. Also plotted is a representative sample of the $M_{H_I}$ and $M_\star$ values obtained by the xGASS survey (Catinella et al. 2018) (black dots/purple triangles for detections/non-detections) for central galaxies in the local Universe, along with the median values (dashed line).
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Figure A2. Plots of $f_{\text{cov,R200}}$ versus $M_{200}$ (left) and sSFR (right). In each plot, the results from $z = 1$ are shown in green and those from $z = 0$ are in blue. The solid/dashed lines indicate the median values of $f_{\text{cov,R200}}$ in halo mass/sSFR bins calculated using the K13 H I–H2 breakdown method in the RefL0100/RecalL0025 EAGLE boxes. Alternatively, the dotted/dot–dashed lines indicate the median values calculated using the G11 model for the RefL0100/RecalL0025 simulations. The vertical lines and shaded regions indicate the 16th–84th percentile ranges calculated for the G11 results in the RefL0100 and RecalL0025 simulations, respectively.

Figure A3. Plots of the mass of H I in CGM as a fraction of the total H I mass in the ISM and CGM, as a function $M_{\star}$ at $z = 0$ (left) and $z = 1$ (right). The median values across bins in stellar mass are shown as solid (dashed) lines for the results calculated using the K13 (G11) HI–H2 breakdown method. The shaded regions indicate the 16th–84th percentile ranges for the G11 results, while the vertical lines indicate the same for the K13 results. The results from the RecalL0025 galaxy sample are shown in red/orange (redshift 0/1), while those taken from RefL0100 are shown in blue/green.

\[ \alpha = \frac{5G'_{\odot}/2}{1 + (G'_{\odot}/2)^2}, \]  
\[ D_{\star} = 1.5 \times 10^{-3} \times \ln(1 + (3G'_{\odot})^{1.7}), \]

respectively. Here, we have substituted our value of the UV field for $G'_{\odot}$, calculated using different methods for the SF and NSF particles, as detailed in Section 2.3.1.

Fig. A1 shows there is minimal impact on the overall $M_{\text{HI}}$–$M_{\star}$ relation by using the Gnedin & Kravtsov (2011) H I–H2 breakdown method described above (from now on described as G11) instead of the theoretically motivated Krumholz (2013) method (K13) described in Section 2.3.1. This is true for both the RecalL0025 and RefL0100, and is also seen at low and high redshift. These results show that changing the H I model has minimal impact on the global H I properties of resolved galaxies in the simulations.

We next explore the impact of changing the H I–H2 breakdown method on the redshift evolution of the $f_{\text{cov,R200}}$–$M_{200}$ relation (Fig. A2). We can see the trends that were central to our results in the paper – namely the change in gradient seen between $z = 0$ and $z = 1$ along with the peak at $\sim 10^{12} M_{\odot}$ at $z = 0$ – are still present when using the G11 method, indicating the convergence in total H I mass/global H I properties seen in Fig. A1 extends to the highest column density H I in each galaxy.

Finally, we investigate the impact of the H I–H2 method on the relative mass of H I in the CGM compared with the ISM in Fig. A3. Here, we plot the mass of H I in the CGM as a fraction of the total H I mass in both the CGM and ISM, as a function of stellar mass. Comparing the results from G11 to those found using the K13 method, we see they are more or less identical – the G11 results show the same reduction in the slope of this relation with redshift, along with a global increase in the CGM H I mass fraction seen in galaxies with stellar mass $< 10^{10} M_{\odot}$ with increasing redshift. This agreement in the CGM/ISM H I breakdown between different methods gives validity to our conclusions that a significant fraction of H I lies in the CGM in high-mass galaxies across the range of redshift studied here.
A2 Other alterations to the $\text{H}^\text{I}$–$\text{H}_2$ breakdown method

We also explored the effect of including the additional UV propagation mechanism (detailed in Section 2.3.1) and a non-constant background matter density ($\rho_{\text{sd}}$, referenced in equation 7), again finding our results do not change significantly, in particular the $\text{H}^\text{I}$ masses do not vary significantly, along with the DLA covering fractions. The largest difference in the $\text{H}^\text{I}$ masses occurs in particles we ascribe to the ISM (see Section 2.4 for our detailed ISM/CGM breakdown); the CGM masses do not vary between the two $\text{H}^\text{I}$–$\text{H}_2$ breakdown methods. This is demonstrated in Fig. A4; the ISM $\text{H}^\text{I}$ mass is reduced in high-stellar-mass galaxies ($\gtrsim 10^{11} \, M_\odot$) at $z = 0$. On further investigation, we found the lost $\text{H}^\text{I}$ mass is instead considered to be $\text{H}_2$ in our fiducial method (which includes UV propagation). This is primarily because the Wolfire et al. (2003) two-phase model dominates in both the ISM and CGM (see Fig. 19); and in this regime the CNM number density is set by the minimum pressure required to maintain the CNM alongside the WNM, which in turn is directly proportional to the UV flux (see equation 6). Since the additional UV flux from the propagation of UV to NSF particles is greater in the ISM compared with the CGM, the associated increase in the density of the CNM is also greater, along with the assumed optical depth of the dust (see equation 13), leading to a larger $\text{H}_2$ mass fraction and subsequently a smaller $\text{H}^\text{I}$ mass fraction.

Figure A4. Plots of the median mass of $\text{H}^\text{I}$ in ISM using bins in $M_\star$ at $z = 0$ (top panel) and $z = 1$ (lower panel) using galaxies taken from RefL0100, as calculated using two different $\text{H}^\text{I}$–$\text{H}_2$ breakdown methods; the first is our fiducial method in blue, described in Section 2.3.1, while the second (in green) does not include the UV propagation from SF particles and uses a constant value for the total matter density ($\rho_{\text{sd}}$, as referenced in equation 7). The 16th–84th percentile ranges are shown using the vertical, capped lines.