Abstract: The soft emission factor is a central ingredient in the factorization of generic $n$-particle gauge theory amplitudes with one soft gluon in the external state. We present the complete two-loop soft factor, capturing the leading power behavior in the soft-gluon momentum. At two loops, the color structure and the kinematic dependence of the soft factor become nontrivial as the soft gluon can couple to three hard partons for the first time (tripole terms). The nontrivial kinematic dependence of the tripole terms is of uniform, maximal transcendental weight, and can be expressed (in a “Euclidean” region) in terms of single-valued harmonic polylogarithms. Our results are consistent with the behavior of the recently computed symbol of the two-loop five-particle amplitude in $\mathcal{N} = 4$ super-Yang-Mills theory. In the limit where the outgoing soft gluon is also collinear with an incoming hard parton, potentially dangerous factorization-violating terms can arise, but they cancel after summing over colors.
1 Introduction

Scattering amplitudes are some of the most intensively studied quantities in gauge theory. On the one hand, they are essential building blocks for precision QCD predictions at high energy colliders, such as the Large Hadron Collider. On the other hand, their analytic structure often reveals hidden properties of gauge theory which are otherwise hard to probe [1–3]. Due to their fundamental importance, there have been significant efforts to understand and exploit the analytic properties of scattering amplitudes.

Multi-loop scattering amplitudes are complicated functions of the momenta and helicities of the external particles. In certain kinematical regimes, gauge theory amplitudes become simpler, by factorizing into products of full lower-point amplitudes [4], or into lower-point amplitudes multiplied by a universal emission factor. Examples of the latter type include collinear factorization [4–6], where two or multiple partons become collinear, or soft factorization, where one or more partons become soft [7–9]. Factorization is of great theoretical interest for several reasons:

a) The computation of perturbative cross sections in gauge theory at higher order in the coupling constant often involves phase space integrals over emission factors arising in the factorization limit [10–13].
b) Certain observables exhibit large logarithms at fixed order, invalidating a simple
perturbative calculation. Accurately describing these observables requires resum-
ing the large logarithms, which relies on factorization [14–16].
c) In some cases, complete scattering amplitudes can be “bootstrapped” from their
asymptotic factorization behavior [17–20].

In this work, we focus on the leading power behavior of gauge theory amplitudes when
a single soft gluon is emitted. At tree level, this corresponds to the simple and well-
known eikonal approximation [21]. At one loop, due to infrared divergences, the soft
factor receives perturbative corrections [9, 22–24], which can couple at most two hard
partons at this order. At two loops, the soft factor has been known for some time for
collision processes with two hard colored external states [25, 26]; the same function also
describes soft emission in the (planar) limit of a large number of colors \( N_c \) for gauge
group SU(\( N_c \)). However, starting at two loops, it is possible to couple up to three hard
particles in the single soft emission process, in a non-planar fashion that contributes at
subleading order in \( N_c \). One of the main novel results in this paper is the computation
of this additional “tripole” contribution to the soft factor.

Because the tripole contribution contains only soft gluons, it is the same in any
gauge theory at the lowest order of its appearance, namely two loops in perturbation
theory. In particular, it is the same in QCD as in \( \mathcal{N} = 4 \) super-Yang-Mills theory
(SYM). Therefore the “uniform transcendentality” properties of \( \mathcal{N} = 4 \) SYM ampli-
tudes [27–30] imply similar properties for the universal tripole contributions computed
here. (The non-tripole contributions depend on the matter content of the theory and
do not have uniform transcendentality at two loops [25, 26].) Also, we can employ our
results to verify the soft-gluon limit of the full-color two-loop five-particle amplitude in
\( \mathcal{N} = 4 \) SYM, which was computed recently at the level of the symbol [31, 32].

By considering soft-gluon emission in a direction collinear to one of the external
hard particles, we can access the soft limit of the collinear splitting amplitudes. In
particular, we obtain results in the spacelike splitting regime which are so far, apart
from the singular terms, unknown. Given the one- and two-loop soft factor in the
spacelike collinear limit, we investigate the breaking of strict collinear factorization at
next-to-next-to-leading order parton splitting. Such factorization breaking has been
observed previously for splitting amplitudes at the level of infrared-divergent terms,
which were argued to cancel in color-summed, squared QCD matrix elements [33, 34]
at this order (although perhaps not at the next order [34–36]). Here we extend these
results to the \textit{infrared-finite} terms in dimensionally-regularized amplitudes and squared
splitting probabilities. We find that potential factorization-violating terms cancel at
the level of the cross section.
The remainder of this work is structured as follows: In section 2 we briefly summarize the relevant features of soft-gluon factorization, and define our conventions while reviewing the known tree-level and one-loop results. Section 3 constitutes the central part of this paper. First, we define the decomposition of the two-loop soft factor into dipole terms (known in the literature) and tripole terms. After summarizing the relevant tripole kinematics, the new pieces are given in one representation in section 3.1, in a “Euclidean” kinematic configuration. We provide an alternate representation for the dipole terms in section 3.2, eqs. (3.15) and (3.16), still in the Euclidean region. In section 3.3, we define the analytic continuation to all other kinematic configurations. This continuation will play a role in our investigation of strict collinear factorization violation at cross-section level, as we take the soft factor into a (spacelike) collinear limit in section 4.2. We also mention the relevance of the soft factor for non-planar two-loop five-particle amplitudes in section 4.1, and finally we conclude in section 5. We provide an ancillary file containing computer-readable versions of some of the lengthier expressions in this paper.

2 Soft factorization
Consider a scattering process with \( n + 1 \) all outgoing\(^1\) colored partons and any number of color-neutral particles,

\[
0 \to p_1 + p_2 + \cdots + p_n + q + \text{color neutral particles},
\]

where \( q \) denotes the momentum of the soft gluon. In the limit where \( q \) becomes soft, \( i.e. \ q \cdot p_i \) is parametrically smaller than \( p_i \cdot p_j \) for all \( 1 \leq i, j \leq n \), the (bare, unrenormalized) amplitude for this process factorizes into the product of a singular soft factor and an amplitude omitting the soft gluon\(^2\):

\[
|\mathcal{M}_{n+1}(\{p_m\}, q)| \simeq \epsilon^\pm(q) J_\mu(q) |\mathcal{M}_n(\{p_m\})| \equiv S^\pm(\{\beta_m\}, q) |\mathcal{M}_n(\{p_m\})|. \tag{2.2}
\]

For an SU(\( N_c \)) gauge theory such as QCD, the amplitude can be conveniently represented as a vector in color space [37]. The soft factor, \( S^\pm(\{\beta_m\}, q) \), and likewise the soft current \( J_\mu(q) \), are color operators passing from an \( n \)-particle color space to an \( (n+1) \)-particle color space by adding one soft gluon [24]. In eq. (2.2), the ‘\( \simeq \)’ sign signals that the equality holds for the leading terms in the soft limit as the gluon’s energy vanishes, \( q^0 = |\vec{q}| \to 0 \), up to power corrections in \( q^0 \). Also, ‘\( \pm \)’ in \( \epsilon^\pm(q) \) denotes the polarization (helicity) of the soft gluon. The (leading) soft factorization is universal\(^1\).

\(^1\)Processes with incoming colored partons can be obtained from the all-outgoing case by crossing.

\(^2\)We include the definition of the soft current \( J_\mu(q) \) for convenient comparison with e.g. ref. [26].
in the sense that the soft factor is independent of the helicities and flavor of the hard partons in the process; it only depends on the color charge and angular direction of the hard partons, \( \beta^\mu = p^\mu_m / p^\mu_m \). (In this work we consider massless partons only, and just the leading powers in \( q^0 \).) As we shall see later, the latter fact is particularly important and is sometimes dubbed “rescaling invariance” \([38–43]\), or “reparameterization invariance” \([44]\).

The \( n \)-point, all-gluon amplitudes can be expanded perturbatively in the strong coupling constant \( g_s \),

\[
| \mathcal{M}_n(\{p_m\}) \rangle = \sum_{L=0}^{\infty} g_s^{n-2} \bar{a}^L | \mathcal{M}_n^{(L)}(\{p_m\}) \rangle ,
\]

where we have introduced a rescaled coupling,

\[
\bar{a} \equiv \frac{g_s^2}{(4\pi)^{2-\epsilon}} e^{-\gamma_E} = \frac{\alpha_s}{\pi} \frac{e^{-\gamma_E}}{(4\pi)^{-\epsilon}} ,
\]

where \( \alpha_s = g_s^2/(4\pi) \), and \( \gamma_E \) is the Euler-Mascheroni constant. Perturbatively expanding the factorization formula (2.2) subsequently defines the perturbative expansion of the soft factor,

\[
g_s^{(n+1)-2} \bar{a}^L | \mathcal{M}_{n+1}^{(L)}(\{p_m\}, q) \rangle \simeq \sum_{\ell=0}^{L} g_s \bar{a}^\ell S^{\pm, (\ell)}(\{\beta_m\}, q) \times g_s^{n-2} \bar{a}^{L-\ell} | \mathcal{M}_n^{(L-\ell)}(\{p_m\}) \rangle ,
\]

\[
S^{\pm}(\{\beta_m\}, q) \equiv \sum_{L=0}^{\infty} g_s \bar{a}^L S^{\pm, (L)}(\{\beta_m\}, q) .
\]

It has been shown diagrammatically that eq. (2.2) holds at one loop in ref. \([24]\), and later to all loops in refs. \([45, 46]\). In particular, the soft factor can be calculated to all orders as the matrix element of time-ordered Wilson line operators with a single gluon in the external state:

\[
S^{\pm}(\{\beta_m\}, q) = \langle q | \int dt \; e^{i q \cdot x} T \left\{ \prod_{k=1}^{n} Y_k(x) \right\} | 0 \rangle ,
\]

where \( Y_k(x) \) is a semi-infinite Wilson line that acts as a lightlike color source for one of the \( n \) hard partons in the external state.

For example, for an outgoing parton with momentum \( p_k \), its corresponding Wilson line starts from the scattering origin, \( x \), and extends to null infinity along the direction of the parton velocity \( \beta_k \):

\[
Y_k(x) = P \exp \left( \frac{i g_s}{\sqrt{2}} \int_0^\infty ds \; \beta_k \cdot A^a(x + s \beta_k) T^a_k \right) .
\]
Here, $P$ stands for path ordering, and $T_k^a$ is the color-charge operator in the color space formalism [37]. For an outgoing quark (incoming anti-quark), $(T_k^a)^{\alpha\beta} = (t^a)^{\alpha\beta}$, for an outgoing anti-quark (incoming quark), $(T_k^a)^{\alpha\beta} = (-t^a)^{\beta\alpha}$, and for a gluon, $(T_k^a)^{\alpha\beta} = f^{a\alpha\beta}$, where $t^a$ are the non-standard Gell-Mann matrices normalized according to

$$\text{tr}[t^a t^b] = \delta^{ab}, \text{ satisfying the color-algebra } [t^a, t^b] = f^{abc} t^c.$$  

(2.9)

Note that the structure constants $f^{abc}$ used in this paper are $i\sqrt{2}$ times larger than the conventional ones, and are often denoted by $\tilde{f}^{abc}$, but here we will drop the ’$\sim$’. Our normalization of the generators $T_k^a$ also accounts for the $1/\sqrt{2}$ in eq. (2.8).

At tree level, the soft current is simply the well-known eikonal factor

$$J^{a,(0)}_{\mu}(q) = \frac{1}{\sqrt{2}} \sum_{i=1}^{n} T_i^a \frac{p_i^\mu}{p_i \cdot q} = \frac{1}{\sqrt{2}} \frac{1}{2n} \sum_{i \neq j=1}^{n} (T_i^a - T_j^a) \left( \frac{p_i^\mu}{p_i \cdot q} - \frac{p_j^\mu}{p_j \cdot q} \right),$$  

(2.10)

which can be shown by using color conservation, $\sum_{i=1}^{n} T_i^a = 0$. The factor of $1/(2n)$ removes overcounting.

In terms of spinor helicity variables, the soft factors $S^{\pm,(0)}_a(\{\beta_m\}, q) = \varepsilon_{\pm} \cdot J^{a,(0)}(q)$ can be obtained by dotting polarization vectors of the soft gluon,

$$\varepsilon_{+}^{\nu}(q) \mapsto \varepsilon_{+}^{\alpha\dot{\alpha}}(q) = +\sqrt{2} \frac{\varepsilon^\alpha \bar{\lambda}^\dot{\alpha}_q}{\langle q \xi \rangle}, \quad \varepsilon_{-}^{\nu}(q) \mapsto \varepsilon_{-}^{\alpha\dot{\alpha}}(q) = -\sqrt{2} \frac{\lambda^\alpha \bar{\xi}^\dot{\alpha}_q}{\langle q \xi \rangle},$$  

(2.11)

into the soft current $J^{a,(0)}_{\mu}(q)$. The arbitrary reference spinors $\xi^\alpha$ and $\bar{\xi}^\alpha$ entering

$$\frac{\varepsilon_{+} \cdot p_i}{q \cdot p_i} - \frac{\varepsilon_{+} \cdot p_j}{q \cdot p_j} = \sqrt{2} \left[ \frac{\langle \xi^i \rangle \langle q j \rangle - \langle \xi^j \rangle \langle q i \rangle}{\langle q i \rangle \langle q j \rangle} \right] = \sqrt{2} \frac{\langle ij \rangle}{\langle i q \rangle \langle j q \rangle},$$  

(2.12)

drop out in the second equality due to the Schouten identity. The non-standard normalization of the color generators exactly cancels the $\sqrt{2}$ from the polarization vectors, yielding the tree-level soft factor in the helicity basis,

$$S^{+,0}_a(\{\beta_m\}) = \frac{1}{2n} \sum_{i \neq j} (T_i^a - T_j^a) \frac{\langle ij \rangle}{\langle i q \rangle \langle j q \rangle},$$

$$S^{-,0}_a(\{\beta_m\}) = -\frac{1}{2n} \sum_{i \neq j} (T_i^a - T_j^a) \frac{[ij]}{[i q] [j q]}. $$

(2.13)

At tree level, the soft factor is a sum over different gauge-invariant dipole emissions. It is manifestly invariant under rescaling of individual hard parton momenta, $p_m \rightarrow e^{\hat{m}} p_m$, and therefore it only depends on $\beta_m$, the angular direction of $p_m$. Eq. (2.13) is an
important building block for next-to-leading order QCD calculations, and for leading and next-to-leading logarithmic resummation. Parity dictates that the emission of a negative-helicity gluon can be obtained from the positive-helicity case by the simple replacement \( \langle ab \rangle \rightarrow [ba] \). Therefore, below we will present results only for the soft factor associated with a positive-helicity gluon.

\[ \langle ab \rangle \rightarrow [ba]. \]

**Figure 1**: Representative diagrams for the (a) one-loop, (b) two-loop dipole, and (c) two-loop tripole soft factors.

### 2.1 Soft factorization at one loop

At loop level, the soft factor receives corrections. The one-loop soft factor was first obtained in ref. [22] (see also refs. [9, 23]) for color-ordered amplitudes by taking the soft-gluon limit of the one-loop splitting amplitude [5, 9, 22, 23]. It was later re-derived for amplitudes in color space using soft-gluon insertion techniques, i.e. using the eikonal approximation for both external and internal soft gluons [24]. This computation was performed in axial gauge. Since the soft factor is gauge invariant, one can repeat the calculation in Feynman gauge, which is much easier since there is only one non-vanishing diagram involved [25], shown in Fig. 1a. The result is again a sum over gauge-invariant dipole emissions (see also ref. [26]):

\[
S_{a+}^{(1)} = \frac{1}{2} C_1(\epsilon) \sum_{i \neq j} f_{aa_i} T_i^{a_i} T_j^{a_j} V_{ij}^q \frac{\langle ij \rangle}{\langle iq \rangle \langle qj \rangle}, \tag{2.14}
\]

where

\[
C_1(\epsilon) = -\frac{e^{\epsilon \gamma_E}}{\epsilon^2} \frac{\Gamma^3(1 - \epsilon)\Gamma^2(1 + \epsilon)}{\Gamma(1 - 2\epsilon)} = -\frac{1}{\epsilon^2} - \frac{\zeta_2}{2} + \epsilon \frac{7}{3} \zeta_3 + \epsilon^2 \frac{39}{16} \zeta_4 + \mathcal{O}(\epsilon^3), \tag{2.15}
\]

\[
V_{ij}^q = \left[ \frac{\mu^2 (-s_{ij})}{(-s_{iq})(-s_{qj})} \right]^{\epsilon}. \tag{2.16}
\]

We define the conventional Mandelstam variables

\[
s_{ab} = \langle ab \rangle [ba] = -2 |p_a \cdot p_b| \exp(-i\pi \lambda_{ab}), \tag{2.17}
\]
with \( \lambda_{ab} = 1 \) if \( a \) and \( b \) are both incoming or both outgoing, and 0 otherwise. Again, the one-loop soft factor is explicitly invariant under rescaling of the hard parton momenta. The analytic dependence on the parton momenta is fully captured by \( V^a_{ij} \), which is itself uniquely fixed by dimensional analysis and rescaling symmetry, given that only two hard partons can be involved in a non-factorizable one-loop diagram. The analytic continuation of eq. (2.16) to any kinematic region is given by eq. (2.17), which is equivalent to letting

\[
\log(-s_{ab}) \to \log|s_{ab}| - i\pi \Theta(s_{ab}),
\]

where \( \Theta(x) \) is the Heaviside theta function, after expanding eq. (2.16) in \( \epsilon \).

We emphasize that eq. (2.14) is the one-loop soft emission factor for bare, unrenormalized amplitudes; one can also define an emission factor for renormalized amplitudes but it will differ by a term proportional to the tree emission factor multiplied by the beta function coefficient \( \beta_0 \). In the above unrenormalized case, the one-loop soft factor is purely non-Abelian, which is in agreement with the expectation [21] that the soft photon limit in an Abelian gauge theory with no massless charged fermions should be exact. If there are massless charged fermions, there is a correction proportional to \( \beta_0 \) to the soft emission factor for renormalized amplitudes, but there is no correction at one loop to unrenormalized Abelian amplitudes.

### 3 Soft factorization at two loops

At two loops, the soft factor becomes substantially more involved. In the large \( N_c \) limit, also allowing for a large number of fermion flavors \( N_f \), the soft factor again factorizes into a sum of gauge-invariant dipole emissions. The soft factor in this limit was first obtained by taking the soft limit of the two-loop planar splitting amplitude [47]. At higher orders in \( \epsilon \), it has also been obtained by evaluating the soft limit of the integrals entering the two-loop amplitude for \( e^+e^- \to q\bar{q}g \) [26], and by direct calculation using eikonal techniques [25].

One of the main results of this work is the computation of the two-loop non-planar contribution to the soft factor. In contrast to tree level and one loop, the soft factor contains contributions from tripole emission as well as dipole emission:

\[
S_{a,+}^{+(2)} = \frac{1}{2} \sum_{i \neq j} S_{a,ij}^{+(2)} - \frac{1}{4} \sum_{i \neq k \neq j} S_{a,ikj}^{+(2)}. \tag{3.1}
\]

Tripole emission is characterized by three separate hard legs, \( i, j, k \). Representative Feynman diagrams contributing to dipole and tripole emission are depicted in fig. 1b and 1c, respectively. The calculation is similar to the one in ref. [25]. First, we generate
all Feynman diagrams for the Wilson line matrix elements with a soft gluon using QGRAF [48]. After performing color and Dirac algebra manipulations, the diagrams are passed to LiteRed [49] for Integration-By-Parts [50] (IBP) reduction. Since the dipole integrals are already known [25], we focus on the tripole topology. Here, the IBP reduction leads to 8 master integrals in total, which (owing to the nontrivial kinematic dependence) we solve using the method of differential equations [51–53].

The result for the dipole emission is given by

$$S_{a,ij}^{+, (2)} = C_2(\epsilon) f_{aa,aj} T_i^a T_j^d (V_{ij}^q)^2 \frac{\langle ij \rangle}{\langle iq \rangle \langle qj \rangle},$$  (3.2)

where $C_2(\epsilon)$ is a constant which can be expanded in $\epsilon$:

$$C_2(\epsilon) = C_A \left[ \frac{1}{2e^4} - \frac{11}{12e^3} + \frac{1}{e^2} \left( \zeta_2 - \frac{16}{9} \frac{\delta_R}{12} \right) - \frac{1}{\epsilon} \left( \frac{11\zeta_3}{6} + \frac{11\zeta_2}{12} + \frac{181}{54} + \frac{2\delta_R}{9} \right) + \frac{7\zeta_4}{8} + \frac{341\zeta_3}{18} - \frac{16\zeta_2}{9} \frac{\delta_R\zeta_2}{12} - \frac{1037}{162} - \frac{35\delta_R}{54} \right] + T_R N_f \left[ \frac{1}{3e^3} + \frac{5}{9e^2} + \frac{1}{\epsilon} \left( \frac{\zeta_2}{3} + \frac{19}{27} \right) - \frac{62\zeta_3}{9} + \frac{5\zeta_2}{9} + \frac{65}{81} \right] + C_A N_s \left[ \frac{1}{24e^4} + \frac{1}{9e^2} + \frac{1}{\epsilon} \left( \frac{\zeta_2}{24} + \frac{35}{108} \right) - \frac{31\zeta_3}{36} + \frac{\zeta_2}{9} + \frac{259}{324} \right] + \mathcal{O}(\epsilon).$$  (3.3)

This result is presented for one adjoint vector, $N_f$ flavors of fundamental fermions, and $N_s$ flavors of adjoint real scalars. The parameter $\delta_R$ selects the regularization scheme, where $\delta_R = 1$ corresponds to the ’t Hooft-Veltman scheme [54], and $\delta_R = 0$ corresponds to the Four-Dimensional-Helicity scheme [55, 56] (which preserves supersymmetry here). In SU($N_c$) gauge theory, $C_A = N_c$, and $T_R = 1/2$. If we set $\delta_R = 1$ and $N_s = 0$, and take into account different normalization conventions, then the result (3.3) agrees with ref. [47], and also with the terms through $\mathcal{O}(\epsilon^0)$ in refs. [25, 26]. The latter references give results valid to $\mathcal{O}(\epsilon^2)$ and to all orders in $\epsilon$, respectively, for the dipole terms in QCD.

The corresponding result in $\mathcal{N} = 4$ SYM can be obtained by setting $T_R \to C_A/2$, $N_f = 4$, and $N_s = 6$. For $\delta_R = 0$, the $\mathcal{N} = 4$ SYM result has uniform transcendentality,

$$C_2^{\mathcal{N}=4}(\epsilon) = C_A \left[ \frac{1}{2e^4} + \frac{\zeta_2}{e^2} - \frac{11\zeta_3}{6e} + \frac{7\zeta_4}{8} \right],$$  (3.4)

and it agrees with the soft ($z \to 0$) limit of the two-loop splitting amplitude in planar $\mathcal{N} = 4$ SYM [57].
We note that the factor $C_2(\varepsilon)$ in eq. (3.3) contains no explicit subleading-in-$N_c$ terms. However, there are still non-planar corrections to the dipole contribution. In fact, both of the non-planar diagrams in Figs. 1b and 1c give rise to dipole terms. In particular, the dipole contribution from fig. 1c comes from summing over color indices and applying the color Jacobi identity. This statement is consistent with eq. (3.2), in which the color operator gives both leading- and subleading-color contributions when acting on an amplitude with more than two colored hard partons.

3.1 The tripole contribution

Before presenting the result for the tripole contribution to the soft emission factor $S_{a,ikj}^{+(2)}$, it is useful to comment on the relevant kinematics. For a given tripole of hard lines $(i, j, k)$, the soft factor can only depend on $V_{ij}^q$ and rescaling-invariant cross ratios constructed from $p_i, p_j, p_k$ and $q$. From the four momenta involved in the problem, one can form two independent cross ratios:

$$u_{ij}^{ik} \equiv \frac{s_{ik}s_{jq}}{s_{ij}s_{kq}}, \quad v_{ij}^{ik} \equiv \frac{s_{jk}s_{iq}}{s_{ij}s_{kq}}. \quad (3.5)$$

It turns out that the two-loop tripole emission contribution is a complicated function of $u_{ij}^{ik}$ and $v_{ij}^{ik}$. In particular, it depends on the following Källén function:

$$\Delta_{ij}^{jk} = \sqrt{1 - 2u_{ij}^{ik} - 2v_{ij}^{ik} + \left(u_{ij}^{ik} - v_{ij}^{ik}\right)^2}, \quad (3.6)$$

which gives rise to complications with the analytic continuation. To rationalize the kinematics, we use the well-known parameterization of the cross ratios:

$$u_{ij}^{ik} = (1 - z_{ij}^{ik})(1 - \overline{z}_{ij}^{ik}), \quad v_{ij}^{ik} = z_{ij}^{ik}\overline{z}_{ij}^{ik}, \quad (3.7)$$

where $z_{ij}^{ik}$ and $\overline{z}_{ij}^{ik}$ are cross ratios of spinor products,

$$z_{ij}^{ik} = \frac{\langle kj \rangle \langle iq \rangle}{\langle ij \rangle \langle kq \rangle}, \quad \overline{z}_{ij}^{ik} = \frac{[kj][iq]}{[ij][kq]}. \quad (3.8)$$

Focusing on the holomorphic variables, it is useful to keep in mind that $z_{ij}^{kk}$ satisfies the Schouten identity,

$$1 - z_{ij}^{ik} = 1 - \frac{\langle kj \rangle \langle iq \rangle}{\langle ij \rangle \langle kq \rangle} = \frac{\langle ki \rangle \langle jq \rangle}{\langle ji \rangle \langle kq \rangle} = \overline{z}_{ij}^{kk}. \quad (3.9)$$

The change of variables in eq. (3.7) sets

$$\Delta_{ij}^{jk} = z_{ij}^{ik} - \overline{z}_{ij}^{ik} = \frac{[ij][jk][kq][qi] - \langle ij \rangle [jk][kq][qi]}{\langle ij \rangle [ji][kq][qk]} = \frac{4i \varepsilon(p_i, p_j, p_k, q)}{s_{ij}s_{kq}}. \quad (3.10)$$
where $\varepsilon(p_i, p_j, p_k, q)$ is the contracted Levi-Civita tensor. Repeated use of the Schouten identity leads to four more relations,

$$z^{kj}_i = \frac{1}{z^{ij}_k}, \quad z^{ik}_j = \frac{1 - z^{ij}_k}{-z^{ij}_k}, \quad z^{ki}_j = \frac{-z^{ij}_k}{1 - z^{ij}_k}, \quad z^{ji}_k = \frac{1}{1 - z^{ij}_k},$$

(3.11)

which will be useful in summing the tripole soft factor.

The change of variables (3.7) can be motivated by a stereographic projection, under which a lightlike momentum is mapped to a point on the complex plane (see e.g. refs. [58, 59]), and spinor products map to differences of complex coordinates. The $\text{SL}(2, \mathbb{C})$ invariance of the cross ratios can then be used to map the points corresponding to $p_i, p_j, p_k$ to $0, 1, \infty$ on the complex plane, and the point corresponding to $q$ maps to $z^{ij}_k$. In this chart, the limits $z^{ij}_k \to 0, 1, \infty$ correspond to the collinear limits in which $q$ becomes parallel to $p_i, p_j, p_k$, respectively. On the real axis ($\text{Im}(z^{ij}_k) = 0$, eq. (3.10)) the volume element of $p_i, p_j, p_k$ and $q$ vanishes ($\varepsilon(p_i, p_j, p_k, q) = 0$) so that the momenta lie in a lower-dimensional subspace. Parity exchanges $\langle ab \rangle \leftrightarrow [ba]$, so it maps $\Delta^{ij}_k \leftrightarrow -\Delta^{ij}_k$ and is implemented as complex conjugation, $z^{ij}_k \leftrightarrow z^{ji}_k$.

We shall first present the result for the tripole emission soft factor in a “Euclidean” region\(^3\) in which all momenta participating in the tripole, including the soft momentum, are either all incoming or all outgoing, so that $u^{ij}_k > 0$ and $v^{ij}_k > 0$. This region is denoted by $A_0$ in table 1. Then we shall explain how to obtain the results in various physical regions by analytic continuation, as summarized in table 1, where the phase factors follow from eqs. (2.17) and (3.5). In principle there are $2^4 = 16$ physical regions for each tripole, since the three hard momenta $p_i, p_j, p_k$ and the soft momentum $q$ can be incoming or outgoing. However, if all incoming and outgoing momenta are swapped with each other, the Mandelstam variables do not change. Hence it suffices to give the eight configurations with $q$ outgoing, as shown in table 1. Also, the cases $A_4$ to $A_7$, with an odd number of incoming momenta and an odd number of outgoing ones, always have one timelike and one spacelike invariant each in the numerator and in the denominator of each cross ratio, so the phases cancel and no continuation from $A_0$ is required. Only cases $A_1, A_2$ and $A_3$ require a nontrivial continuation.

The tripole emission contribution can be decomposed into rational prefactors multiplying transcendental functions. The rational prefactors are essentially the tree-level emission factors (2.12). In principle there are three such factors, for the three pairs of legs entering the tripole, $ij, jk$ and $ik$, but the Schouten identity allows the $ij$ factor

\(^3\)Depending on the momenta not involved in the tripole emission, this region could still correspond to a physical scattering region.


\[u_k^{ij} = |u_k^{ij}|, \quad v_k^{ij} = |v_k^{ij}|\]

\[A_0: \text{all outgoing}\]

\[A_1: \text{j, k incoming, } i, q \text{ outgoing}\]

\[A_2: \text{i, k incoming, j, q outgoing}\]

\[A_3: \text{i, j incoming, k, q outgoing}\]

\[A_4: \text{i incoming, j, k, q outgoing}\]

\[A_5: \text{j incoming, i, k, q outgoing}\]

\[A_6: \text{i incoming, i, j, q outgoing}\]

\[A_7: \text{i, j, k incoming, q outgoing}\]

Table 1: Rules for analytically continuing \(u_k^{ij}\) and \(v_k^{ij}\) from region \(A_0\), also dubbed the “Euclidean” region, to other physical regions. These rules can be obtained from eqs. (2.17) and (3.5). The rules are used below to continue the tripole emission terms to generic physical regions.

to be eliminated, leaving us with

\[
S_{a,ikj}^{\pm,(2)} = \xi \langle V^{ij} \rangle^2 \frac{f_{aak} f_{abij}}{\langle ik \rangle \langle jq \rangle} T_i^{a_i} T_j^{a_j} T_k^{ak} \left[ \langle ik \rangle F(z_k^{ij}, \epsilon) - \langle jq \rangle F(z_k^{ji}, \epsilon) \right]
\]

where the normalization factor \(\xi = 1 + \epsilon^2 \zeta_2\) was mistakenly omitted in an earlier version of this paper. The transcendental function \(F(z, \epsilon)\) is a function of \(z\) and \(\epsilon\) on the complex plane. Note that Bose symmetry under exchange of legs \(i\) and \(j\) is manifest within a single tripole (3.12), whereas symmetry under other exchanges, such as \(j\) and \(k\), requires summing over different tripoles. In the \(A_0\) region, the soft factor cannot develop branch cuts in the kinematic variables, unless one approaches the boundaries, corresponding to Mandelstam variables vanishing, or equivalently, \(u_k^{ij}\) and \(v_k^{ij}\) going to 0 or infinity. These branch cuts are not in \(z\), but only in \(|z|^2\) or \(|1-z|^2\). Such functions are called real analytic functions, or single-valued functions of \(z\) (with \(\bar{z} = z^*\)). If they are polylogarithmic, then the first entries of their symbol [60] can only be \(z\bar{z}\) or \((1-z)(1-\bar{z})\) [61].

It turns out that through \(O(\epsilon^0)\), the tripole emission contribution can be fully described by a special class of such real analytic functions, called single-valued harmonic polylogarithms (SVHPLs) [62, 63]. Interestingly, such functions also appear in the context of the soft-gluon anomalous dimension at three loops [43, 59]. In that case, SVHPLs with transcendental weight up to 5 can appear, while here we encounter at most weight 4. The SVHPLs related to our problem are denoted by \(L_{\vec{w}}(z, \bar{z})\), where \(\vec{w}\) is a binary string of 0’s and 1’s of length \(|w|\) equal to the weight. The \(\bar{z}\) dependence
will often be implicit below. They are defined by the differential equations

\[ \frac{\partial}{\partial z} \mathcal{L}_{0 \bar{w}}(z, \bar{z}) = \frac{\mathcal{L}_{\bar{w}}(z, \bar{z})}{z}, \quad \frac{\partial}{\partial z} \mathcal{L}_{1 \bar{w}}(z, \bar{z}) = \frac{\mathcal{L}_{\bar{w}}(z, \bar{z})}{1 - z}, \]  

subject to the constraints of single-valuedness and

\[ \mathcal{L}_{0n}(z, \bar{z}) = \frac{1}{n!} \log^n |z|^2, \quad n \geq 0, \quad \mathcal{L}_1(z, \bar{z}) = -\log |1 - z|^2, \quad \lim_{z \to 0} \mathcal{L}_{\bar{w} \neq 0}(z, \bar{z}) = 0. \]

An explicit construction of SVHPLs in terms of the more familiar harmonic polylogarithms (HPLs) \[64\] is given in ref. \[63\]. SVHPLs have also been implemented in the Mathematica package PolyLogTools \[65\] which allows easy manipulation of expressions containing SVHPLs.

As mentioned in the introduction, the tripole contribution to the two-loop soft factor contains only soft gluons and is therefore the same in any gauge theory, including \( \mathcal{N} = 4 \) SYM. Thanks to the uniform transcendentality property of \( \mathcal{N} = 4 \) SYM, we expect \( F(z, \epsilon) \) to be a function of uniform weight 4 (counting \( \epsilon \) with transcendental weight \(-1\)), and indeed it is:\(^4\)

\[ F(z, \epsilon) = \frac{1}{\epsilon^2} \mathcal{L}_0 \mathcal{L}_1 + \frac{1}{3\epsilon} \left( \mathcal{L}_0^3 \mathcal{L}_1 - 2 \mathcal{L}_0 \mathcal{L}_1^2 \right) - \mathcal{L}_1 \left( \frac{2}{9} \mathcal{L}_0^3 + \frac{1}{3} \mathcal{L}_0^2 \mathcal{L}_1 + \frac{13}{18} \mathcal{L}_0 \mathcal{L}_1^2 + \frac{7}{12} \mathcal{L}_1^3 \right) + 2 \mathcal{L}_{1,0,1,0} \]

\[ + \frac{4}{3} \left[ 2 \left( \mathcal{L}_{0,0,0,1} + \mathcal{L}_{0,0,1,0} \right) + \mathcal{L}_{0,0,1,1} - \mathcal{L}_{0,1,1,1} - \mathcal{L}_{1,0,1,0} \right] \]

\[ + 2 \zeta_2 \left( 2 \mathcal{L}_{0,1} - \mathcal{L}_0 \mathcal{L}_1 \right) + \frac{40}{3} \zeta_3 \mathcal{L}_1 + \mathcal{O}(\epsilon), \quad \]  

(3.14)

where \( \mathcal{L}_{\bar{w}} = \mathcal{L}_{w}(z, \bar{z}) \). Explicit expressions for \( F(z, \epsilon) \) in terms of harmonic polylogarithms in \( z \) and \( \bar{z} \), and in terms of \( G \) functions, as well as its symbol, are provided in an ancillary file.

---

\(^4\)Occasionally, we suppress the explicit functional dependence on \( \bar{z} \). When the explicit dependence is required, e.g. in order to specify a particular analytic continuation where \( \bar{z} \neq z^* \), we write both arguments. We hope our shortened notation does not cause any confusion.
3.2 Alternate representation of tripole contribution

In this subsection we provide another representation of the contributions of a single tripole \( \{i, j, k\} \), which is more convenient for many purposes, including describing the analytic continuation into regions \( A_1 \), \( A_2 \), and \( A_3 \). It turns out that the single term \( S^{+, (2)}_{a,ikj} \) given in eq. (3.12) becomes ambiguous in the kinematic regions \( A_1 \), \( A_2 \), and \( A_3 \). The ambiguities cancel, as they must, after summing over all six permutations of \( i, j, k \) corresponding to a given tripole.

Thus we wish to rewrite the second term of eq. (3.1) as a sum over distinct tripoles, labelled by the unordered set \( \{i, j, k\} \):

\[
-\frac{1}{4} \sum_{i \neq k \neq j} S^{+, (2)}_{a,ikj} = -\frac{1}{4} \sum_{\text{tripoles} \{i,j,k\}} S^{+, (2)}_{a,\{i,j,k\}}, \quad (3.15)
\]

where

\[
S^{+, (2)}_{a,\{i,j,k\}} = 2 \left( S^{+, (2)}_{a,ikj} + S^{+, (2)}_{a,ikj} + S^{+, (2)}_{a,jik} \right)
\]

\[
= 2 T^a_i T^a_j T^a_k \left\{ \frac{\langle ik \rangle}{\langle iq \rangle \langle qk \rangle} \xi^e (V^q_{ik})^2 \left[ f^{aa,b} f^{ba,a_k} D_1(z, \bar{z}) + f^{aa,b} f^{ba,a_k} D_2(z, \bar{z}) \right] \right. \\
\left. + \{i \leftrightarrow j\} \right\}, \quad (3.16)
\]

with

\[
D_1(z, \bar{z}) = u^{-2e} F(z, \bar{z}) + F \left( \frac{-z}{1-z}, \frac{-\bar{z}}{1-\bar{z}} \right), \quad (3.17)
\]

\[
D_2(z, \bar{z}) = u^{-2e} F(z, \bar{z}) - \left( \frac{u}{v} \right)^{-2e} \left[ F \left( \frac{1}{z}, \frac{1}{\bar{z}} \right) - F \left( \frac{1-z}{-z}, \frac{1-\bar{z}}{-\bar{z}} \right) \right], \quad (3.18)
\]

and \( z = z^i_j, 1-z = z^j_i \) via the definitions in eqs. (3.8) and (3.9).

In order to obtain eq. (3.16) we used the manifest symmetry of \( S^{+, (2)}_{a,ikj} \) under exchange of legs \( i \) and \( j \), the Schouten relation between tree-level eikonal factors, and the Jacobi relation for the gauge-theory structure constants, thereby rearranging the sum into a minimal number of transcendental functions, \( D_1 \) and \( D_2 \). This rearrangement is important because \( D_1 \) and \( D_2 \) should have unambiguous analytic continuations into regions \( A_1 \), \( A_2 \) and \( A_3 \). (As we will explain shortly, using the symmetry of the tripole formula (3.16), it is sufficient to discuss only the \( A_1 \) discontinuity.) In contrast, the analytic continuation of \( F \) has ambiguities that only cancel due to identities among its rational prefactors.
The functions $D_1$ and $D_2$ can be computed from $F$ in eq. (3.14), after transforming the arguments\textsuperscript{5} of the SVHPLs back to a uniform argument $(z, \overline{z})$. The results are:

\begin{align}
D_1(z) &= -\frac{1}{\epsilon^2}(L_1)^2 - \frac{1}{\epsilon}(L_1)^3 - \frac{7}{12}(L_1)^4 + 4L_{1,0,1,0} + 2L_{1,0,1,1} + 2L_{1,1,1,0}, \\
D_2(z) &= \frac{1}{\epsilon^2}L_0L_1 + \frac{1}{\epsilon}L_0(L_1)^2 + \frac{2}{3}L_0(L_1)^3 + 6\zeta_2(L_{0,1} - L_{1,0}) \\
&\quad + 2(L_{0,0,0,1} - L_{0,0,1,0} + L_{0,1,0,0} + L_{0,1,0,1} - L_{1,0,0,0}).
\end{align}

(3.19) (3.20)

For the $i \leftrightarrow j$ term in eq. (3.16), it is convenient to have the same functions with argument $1 - z$, expressed in terms of SVHPLs with argument $z$:

\begin{align}
D_1(1 - z) &= -\frac{1}{\epsilon^2}(L_0)^2 + \frac{1}{\epsilon}(L_0)^3 - \frac{7}{12}(L_0)^4 + 4L_{0,1,0,0} + 2L_{0,1,0,1} + 2L_{0,0,0,1} \\
&\quad + 8\zeta_3L_0, \\
D_2(1 - z) &= \frac{1}{\epsilon^2}L_0L_1 - \frac{1}{\epsilon}(L_0)^2L_1 + \frac{2}{3}(L_0)^3L_1 + 6\zeta_2(L_{1,0} - L_{0,1}) - 8\zeta_3L_1 \\
&\quad + 2(L_{1,1,1,0} - L_{1,1,0,1} + L_{1,0,1,1} + L_{1,0,1,0} - L_{0,1,1,1}).
\end{align}

(3.21) (3.22)

It is possible to write $D_1$ and $D_2$ explicitly in terms of classical polylogarithms. However, the results are not particularly compact, and the single-valuedness is not particularly manifest:

\begin{align}
D_1(z) &= -\frac{\log^2 |1 - z|^2}{\epsilon^2} + \frac{\log^3 |1 - z|^2}{\epsilon} \\
&\quad + 8 \left[ Li_4(z) - Li_4(\overline{z}) + Li_4\left(\frac{-z}{1 - z}\right) - Li_4\left(\frac{-\overline{z}}{1 - z}\right) \right] \\
&\quad + 4 \left( \log |1 - z|^2 - 2 \log |z|^2 \right) \left[ Li_3(z) + Li_3\left(\frac{-z}{1 - z}\right) \right] \\
&\quad + 4 \log |1 - z|^2 \left[ Li_3(\overline{z}) - Li_3\left(\frac{-\overline{z}}{1 - \overline{z}}\right) \right] + 2 \left( Li_2(z) - Li_2(\overline{z}) \right)^2 \\
&\quad + \left( 4 \log(1 - z) \log |z|^2 - \log^2 |1 - z|^2 \right) \left( Li_2(z) - Li_2(\overline{z}) \right) \\
&\quad + \log(1 - z) \log \left(\frac{1 - z}{1 - \overline{z}}\right) \log |z|^2 \log |1 - z|^2 \\
&\quad - \frac{1}{12} \left( 11 \log(1 - z) + 3 \log(1 - \overline{z}) \right) \log^3 |1 - z|^2,
\end{align}

(3.23)

\textsuperscript{5}In PolyLogTools \cite{65} this can be achieved with the “ToFibrationBasis” command.
\[ D_2(z) = -\frac{\log |z|^2 \log |1-z|^2}{\epsilon^2} + \frac{\log |z|^2 \log^2 |1-z|^2}{\epsilon} \]

\[ + 4 \left\{ 3 \left( \text{Li}_4(z) - \text{Li}_4(\bar{z}) \right) - \text{Li}_4\left(\frac{-z}{1-z}\right) + \text{Li}_4\left(\frac{-\bar{z}}{1-\bar{z}}\right) \right. \]

\[ + \text{Li}_4(1-z) - \text{Li}_4(1-\bar{z}) + \left( \log |1-z|^2 - 2 \log |z|^2 \right) \text{Li}_3(z) \]

\[ + \log |z|^2 \left[ \text{Li}_3(\bar{z}) - \text{Li}_3\left(\frac{-\bar{z}}{1-\bar{z}}\right) \right] \]

\[ + \left( \text{Li}_2(z) - \text{Li}_2(\bar{z}) \right)^2 + 2 \log |z|^2 \left( \log |z|^2 - \log(1-\bar{z}) \right) \left( \text{Li}_2(z) - \text{Li}_2(\bar{z}) \right) \]

\[ - \frac{1}{12} \log |1-z|^2 \log^3 \left( \frac{1-z}{1-\bar{z}} \right) + \frac{1}{2} \log z \log |1-z|^2 \log^2 \left( \frac{1-z}{1-\bar{z}} \right) \]

\[ + \frac{1}{3} \log^3 |z|^2 \log \left( \frac{1-z}{1-\bar{z}} \right) + \frac{1}{12} \left[ \log \left( \frac{z}{\bar{z}} \right) - \log \left( \frac{1-z}{1-\bar{z}} \right) \right] \log^3 |1-z|^2 \]

\[ - \frac{7}{12} \log |z|^2 \log^3 |1-z|^2 \]

\[ + \zeta_2 \left\{ 6 \left( \text{Li}_2(z) - \text{Li}_2(\bar{z}) \right) + \log |z|^2 \log \left( \frac{1-z}{1-\bar{z}} \right) \right. \]

\[ - 2 \left( \log^2 (1-z) - \log^2 (1-\bar{z}) \right) \right\} \]

\[ - 4 \zeta_3 \log |1-z|^2. \quad (3.24) \]

These versions are valid for \(0 < \text{Re} \, z < 1\), although they can also be extended outside this range. Note that in order to evaluate \(\log \left( \frac{1-z}{1-\bar{z}} \right)\) numerically, depending on the computer algebra system, one might have to write this as \(\log(1-z) - \log(1-\bar{z})\). For example, Mathematica always assigns a phase between \(-\pi\) and \(+\pi\) to \((1-z)/(1-\bar{z})\), which can be different from the actual phase.

For complex \(z\), the \(D_i\) functions are generically complex. On the Euclidean sheet, they obey a reality condition: When \(z\) is complex conjugated, the functions get complex conjugated,

\[ D_i(z, \bar{z}) = \overline{D_i(z, \bar{z})}. \quad (3.25) \]

Interestingly, the imaginary part of \(D_1(z, \bar{z})\) vanishes identically on the circle of radius 1 centered at \(z = 1\), which has \(|z|^2 = 2 \text{Re} \, z\), or \(\bar{z} = -z/(1-z)\). One can see manifestly that the \(\text{Li}_4\) terms in eq. (3.23) vanish on this circle, and using \(\log |1-z|^2 = 0\) it is easy to see that the rest of the terms are real. The same is not true for \(D_2\).
In the case that \( z \) is real (when the volume element of \( p_i, p_j, p_k \) and \( q \) vanishes), \( D_1 \) and \( D_2 \) simplify considerably, to

\[
D_1(z = \z) = -\frac{4}{\epsilon^2} \log^2 |1 - z| + \frac{8}{\epsilon} \log^3 |1 - z| - \frac{28}{3} \log^4 |1 - z| \\
- 16 \log \frac{z}{1 - z} \text{Li}_3(z) - 16 \log |z| \text{Li}_3 \left( \frac{-z}{1 - z} \right),
\]

(3.26)

\[
D_2(z = \z) = -\frac{4}{\epsilon^2} \log |z| \log |1 - z| + \frac{8}{\epsilon} \log |z| \log^2 |1 - z| - \frac{28}{3} \log |z| \log^3 |1 - z| \\
- 8 \log \frac{z}{1 - z} \text{Li}_3(z) - 8 \log |z| \text{Li}_3 \left( \frac{-z}{1 - z} \right) - 8 \zeta_3 \log |1 - z|,
\]

(3.27)

where for \( z > 1 \) one should replace

\[
\text{Li}_3(z) \rightarrow \text{Li}_3 \left( \frac{1}{z} \right) - \frac{1}{6} \log^3 z + 2 \zeta_2 \log z,
\]

(3.28)

\[
\text{Li}_3 \left( \frac{-z}{1 - z} \right) \rightarrow -\text{Li}_3(1 - z) - \text{Li}_3 \left( \frac{1}{z} \right) + \frac{1}{6} \log^3 z + \frac{1}{6} \log^3 (z - 1) \\
- \frac{1}{2} \log z \log^2 (z - 1) + \zeta_2 \log \left( \frac{z - 1}{z^2} \right) + \zeta_3,
\]

(3.29)

so that the expressions remain manifestly real. While eqs. (3.26) and (3.27) contain only trilogarithms (\( \text{Li}_3 \)) and lower-weight functions, it is clear from eqs. (3.23) and (3.24) that the parts of \( D_1 \) and \( D_2 \) that are odd under \( z \leftrightarrow \z \) contain \( \text{Li}_4 \) as well, but those parts vanish on the real line \( z = \z \). It is also interesting that the polylogarithmic parts of \( D_1 \) and \( 2 D_2 \) are identical on the real axis.

### 3.3 Analytic continuation

So far we have restricted our discussion to the \( A_0 \) region. To derive phenomenologically relevant results, it is necessary to perform an analytic continuation of the soft factor. The analytic continuation of the dipole terms is trivial and is completely specified by eqs. (2.16) and (2.17). However, the analytic continuation for the tripole contribution is more involved. If zero, two, or three hard legs are outgoing (in addition to the outgoing soft gluon \( q \)), table 1 shows that no analytic continuation from \( A_0 \) is required for either \( F \) or \( D_i \). (Note that the \( V_{ij}^q \) prefactors can acquire phases from eq. (2.17).) In the \( A_0 \) region, the functions \( F \) and \( D_i \) are real on the real axis and they complex conjugate when \( z \) does; see eq. (3.25). As mentioned before, all cases where \( q \) is incoming can be obtained from the ones in table 1 by exchanging all incoming and all outgoing momenta.

For the three Minkowski regions \( A_1 \), \( A_2 \) and \( A_3 \) described in table 1, the analytic continuation of the tripole emission term is nontrivial. However, using the symmetric tripole formula \( S^{+,(2)}_{a,i,j,k} \), eq. (3.16), it suffices to give the \( A_1 \) discontinuity. In order to see this, note that the tripole \( \{i, j, k\} \) is unordered. Therefore, if the soft momentum
q is outgoing and exactly one of the three hard legs in the tripole is outgoing, we label
that leg by \( i \). According to table 1, such a tripole should be evaluated in region \( A_1 \),
which we direct our attention to in the following.

The difficulty in the analytic continuation of the tripole terms comes from the
fact that \( z_{ij}^{k} \) and \( \overline{z}_{ij}^{k} \) contain square roots of \( u_{ij}^{k} \) and \( v_{ij}^{k} \), see the quadratic relations
in eq. (3.7). To determine the analytic continuation of the SVHPLs entering the
\( D_i \) functions, we use a bottom-up approach (in the sense of transcendental weight). We
focus on the tripole labelled by \( \{ i, j, k \} \) and drop the particle indices \( i, j, k \) for now. At
weight 1 there are only two SVHPLs, due to the first-entry condition mentioned above:

\[
\begin{align*}
\mathcal{L}_0(z) &= \log(z\overline{z}) = \log u, \\
\mathcal{L}_1(z) &= -\log[(1 - z)(1 - \overline{z})] = -\log u,
\end{align*}
\]

(3.30)

whose analytic continuation properties are specified by eq. (2.17) and are summarized
in table 1. Starting from weight 1, we can build the analytic continuation for weight
2 SVHPLs by requiring consistency with the differential equations. As an example,
consider \( \mathcal{L}_{0,1}(z) \), which in terms of logarithms and polylogarithms is given by

\[
\mathcal{L}_{0,1}(z) = -\log(1 - \overline{z}) \log(z\overline{z}) + \text{Li}_2(z) - \text{Li}_2(\overline{z}).
\]

(3.31)

While it is not so difficult to compute the discontinuity of \( \mathcal{L}_{0,1}(z) \) directly, it is even
easier to compute the discontinuity of its derivative:

\[
\partial_{z} \mathcal{L}_{0,1}(z) = \frac{\mathcal{L}_1(z)}{z}, \quad \partial_{\overline{z}} \mathcal{L}_{0,1}(z) = \frac{\mathcal{L}_0(z)}{1 - \overline{z}}.
\]

(3.32)

For a given region, we first tabulate the discontinuities of \( \mathcal{L}_0 \) and \( \mathcal{L}_1 \). We then use the
fact that the operations of taking the discontinuity and taking the derivative commute.
We take the discontinuity of eq. (3.32) and then integrate up the right-hand-side, to
get the discontinuity of \( \mathcal{L}_{0,1}(z) \), up to an additive constant. To determine the constant,
we can work near the point where the analytic continuation is being performed. There,
the function can only involve logarithms plus irrelevant power corrections and it is easy
to analytically continue.

For example, suppose we want to continue all the functions into the \( A_1 \) region. We
can deform \( z \to ze^{-2\pi i} \) around the origin, keeping \( \overline{z} \) constant. The discontinuities in
\( \mathcal{L}_0 \) and \( \mathcal{L}_1 \) are

\[
\begin{align*}
\text{disc}_{z \to ze^{-2\pi i}} [\mathcal{L}_0(z, \overline{z})] &\equiv [\mathcal{L}_0(ze^{-2\pi i}, \overline{z}) - \mathcal{L}_0(z, \overline{z})] = -2i\pi, \\
\text{disc}_{z \to ze^{-2\pi i}} [\mathcal{L}_1(z, \overline{z})] &\equiv [\mathcal{L}_1(ze^{-2\pi i}, \overline{z}) - \mathcal{L}_1(z, \overline{z})] = 0.
\end{align*}
\]

(3.33)

\[6\text{Since } \mathcal{L}_{0,1}(z) \text{ is a real-analytic function, we can freely split the analytic continuation in terms of } z \text{ and } \overline{z}. \text{ Equivalently, we could have chosen the symmetric deformation } z \to ze^{-i\pi}, \overline{z} \to \overline{z}e^{-i\pi}. \]
where we have explicitly written two arguments in the (poly)logarithms to indicate that we do not enforce $z = z^*$ in the analytic continuation. Now we plug eq. (3.33) into the discontinuity of eq. (3.32) and integrate up,

$$\text{disc}_{z \to z e^{-2\pi i}} [\mathcal{L}_{0,1}(z, \overline{z})] = 2i\pi \log(1 - \overline{z}).$$

(3.34)

The constant can be fixed at $z = \overline{z} = 0$, where $\mathcal{L}_{0,1} \to 0 \times \log(z\overline{z})$, and so the discontinuity must vanish at that point. Note that the discontinuity is no longer a single-valued function. Using this bottom-up approach we can determine the discontinuity (and therefore the analytic continuation) of not just $\mathcal{L}_{0,1}$ but of all the SVHPLs, iteratively to higher weight.

We shall provide the discontinuities $\text{disc}_{A_i} D_i$ of the functions $D_i$ to go from region $A_0$ to regions $A_1$. The function itself is given by

$$D_i(z, \overline{z})|_{A_1} = D_i(z, \overline{z})|_{A_0} + \text{disc}_{A_1} D_i(z, \overline{z}),$$

(3.35)

where

$$\text{disc}_{A_1} D_i(z, \overline{z}) = \text{disc}_{z \to z e^{-2\pi i}} [D_i(z, \overline{z})].$$

(3.36)

The result for the discontinuity needed to move $D_1(z)$ and $D_2(z)$ from region $A_0$ to region $A_1$ can be expressed in terms of classical polylogarithms:

$$\text{disc}_{A_1} D_1(z) = 2i\pi \left\{ 8 \left[ \text{Li}_3(z) + \text{Li}_3 \left( \frac{-z}{1-z} \right) \right] \\
- \log(1-z) \left[ 4 \left( \text{Li}_2(z) - \text{Li}_2(\overline{z}) \right) + \log^2(1-z) - \log^2(1-\overline{z}) \right] \right\}.$$

(3.37)

In this form, $\text{disc}_{A_1} D_1(z)$ manifestly has no branch cuts for $\text{Re} \ z < 1$. For $\text{Re} \ z > 1$ it is not manifest, but one can check that as $z$ approaches the real axis, the imaginary part in $\text{disc}_{A_1} [D_1(z)/(2i\pi)]$ cancels, and the result is unambiguous, and equal to:

$$\text{disc}_{A_1} D_1(z)|_{z>1, \ \text{real}} = 2i\pi \times 8 \left\{ -\text{Li}_3(1-z) - \frac{1}{2} \log z \left( \log^2(z-1) + \pi^2 \right) \\
+ \frac{1}{6} \log^3(z-1) + \zeta_2 \log(z-1) + \zeta_3 \right\}.$$

(3.38)
Similarly, the $A_1$ discontinuity of the $D_2(z)$ function is

$$
disc_{A_1} D_2(z) = 2i\pi \left\{ \frac{\log |1-z|^2}{\epsilon^2} - \frac{\log^2 |1-z|^2}{\epsilon} + 8\text{Li}_3(z) - 4\text{Li}_3(\overline{z}) + 4\text{Li}_3\left(\frac{-\overline{z}}{1-\overline{z}}\right) \\
- 2\left[\text{Li}_2(z) - \text{Li}_2(\overline{z})\right] \left[2 \log |z|^2 - \log(1-\overline{z})\right] + 2\zeta_2 \log \left(\frac{1-z}{1-\overline{z}}\right) \\
- \log \left(\frac{1-z}{1-\overline{z}}\right) \log^2 |z|^2 + 2 \log(1-z) \log(1-\overline{z}) \log |1-z|^2 \\
+ \frac{2}{3} \log^3(1-z) \right\} \\
- 4\pi^2 \left\{ 2\left[\text{Li}_2(z) - \text{Li}_2(\overline{z})\right] + \log \left(\frac{1-z}{1-\overline{z}}\right) \log |z|^2 \right\} . \tag{3.39}$$

This result also has a well-defined limit in the region where $z = \overline{z} \in (1, \infty)$,

$$
disc_{A_1} D_2(z) \big|_{z \to 1_+} = 4i\pi \left\{ \frac{\log(z-1)}{\epsilon^2} - \frac{2\log^2(z-1)}{\epsilon} - 2\text{Li}_3(1-z) + \frac{8}{3} \log^3(z-1) \\
- \log z \left(\log^2(z-1) + \pi^2\right) + 2\zeta_2 \log(z-1) + 2\zeta_3 \right\}. \tag{3.40}$$

We also need the $A_1$ discontinuity of $D_1(1-z)$,

$$
disc_{A_1} D_1(1-z) = 2i\pi \left\{ \frac{2\log |z|^2}{\epsilon^2} - \frac{3}{\epsilon} \left(\log^2 |z|^2 - 8\zeta_2\right) + 4\text{Li}_3(z) + 4\text{Li}_3(\overline{z}) \\
+ 8\text{Li}_3\left(\frac{-\overline{z}}{1-\overline{z}}\right) - 2\left[\text{Li}_2(z) - \text{Li}_2(\overline{z})\right] \left[\log |z|^2 - 2 \log(1-\overline{z})\right] \\
- \frac{4}{3} \log^3(1-\overline{z}) + \log(1-\overline{z}) \log^2 |z|^2 + \frac{7}{3} \log^3 |z|^2 \\
- 8\zeta_2 \left[7 \log |z|^2 + \log(1-\overline{z})\right] - 8\zeta_3 \right\} \\
- 4\pi^2 \left\{ \frac{1}{\epsilon^2} + \frac{3}{\epsilon} \log |z|^2 - \frac{7}{2} \log^2 |z|^2 + \text{Li}_2(z) - \text{Li}_2(\overline{z}) \\
- \log(1-\overline{z}) \log |z|^2 + 14\zeta_2 \right\}. \tag{3.41}$$
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For $z = \tau \in (1, \infty)$ it becomes

$$\text{disc}_{A_1} D_1(1 - z)|_{z > 1, \ \text{real}} = 2i\pi \left\{ \frac{4 \log z}{\epsilon^2} - \frac{12}{\epsilon} \left[ \log^2 z - 2\zeta_2 \right] \right.$$

$$+ 8 \left[ -\text{Li}_3(1 - z) + \frac{7}{3} \log^3 z + \frac{1}{2} \log^2 z \log(z - 1) \right. \}

$$- \frac{1}{2} \log z \log^2(z - 1) - 17\zeta_2 \log z \}

$$- 4\pi^2 \left\{ - \frac{1}{\epsilon^2} + \frac{6 \log z}{\epsilon} - 14 (\log^2 z - \zeta_2) \right. \}

$$- 2 \log z \log(z - 1) \right\}. \quad (3.42)$$

Finally, the $A_1$ discontinuity of $D_2(1 - z)$ is

$$\text{disc}_{A_1} D_2(1 - z) = 2i\pi \left\{ \frac{\log |1 - z|^2}{\epsilon^2} - \frac{2}{\epsilon} \log |z|^2 \log |1 - z|^2 + 4\text{Li}_3(z) + 4\text{Li}_3\left( \frac{-z}{1 - z} \right) \right.$$

$$- 2 \log(1 - z) \left[ \text{Li}_2(z) - \text{Li}_2(\tau) - \log^2(1 - \tau) - 6\zeta_2 \right] \}

$$- \frac{1}{3} \log^3 |1 - z|^2 + 2 \log^2 |z|^2 \log |1 - z|^2 - 22\zeta_2 \log |1 - z|^2 \}

$$- 4\pi^2 \left\{ \frac{\log |1 - z|^2}{\epsilon} - 2 \log |z|^2 \log |1 - z|^2 \right\}. \quad (3.43)$$

$$= \frac{1}{2} \text{disc}_{A_1} D_1(z) - 4\pi^2 \left\{ \frac{\log |1 - z|^2}{\epsilon} - 2 \log |z|^2 \log |1 - z|^2 \right\}$$

$$+ 2i\pi \left\{ \frac{\log |1 - z|^2}{\epsilon^2} - \frac{2}{\epsilon} \log |z|^2 \log |1 - z|^2 - \frac{1}{12} \log^3 |1 - z|^2 \right.$$

$$+ 2 \log^2 |z|^2 \log |1 - z|^2 - 16\zeta_2 \log |1 - z|^2 \}

$$+ \frac{1}{4} \log \left( \frac{1 - z}{1 - \tau} \right) \left[ \log^2 \left( \frac{1 - z}{1 - \tau} \right) + 4\pi^2 \right]. \quad (3.44)$$

The second form (3.44) shows that the linear combination $D_2(1 - z) - \frac{1}{2} D_1(z)$ has a discontinuity that is purely logarithmic. It illustrates more simply the unambiguous behavior as $z$ approaches the real axis with $\text{Re}(z) > 1$. The last term in eq. (3.44) is the only one with a potential ambiguity, but it cancels because $\log \left( \frac{1 - z}{1 - \tau} \right) \to 2i\pi$, and
\[(2i\pi)^2 + 4\pi^2 = 0.\] In this limit, \(D_2(1 - z)\) becomes

\[
\begin{align*}
\text{disc}_{A_i} D_2(1 - z)|_{z > 1, \text{ real}} &= 2i\pi \left\{ \frac{2 \log(z - 1)}{\epsilon^2} - \frac{8 \log z \log(z - 1)}{\epsilon} \ight. \\
&\quad - 4(\text{Li}_3(1 - z) - \zeta_3) - 2 \log \left[ \log^2(z - 1) + \pi^2 \right] \\
&\quad + 4 \left[ 4 \log^2 z - 7\zeta_2 \right] \log(z - 1) \\
&\quad - \left. 4\pi^2 \left\{ \frac{2 \log(z - 1)}{\epsilon} - \frac{8 \log z \log(z - 1)}{\epsilon} \right\}. \right. 
\end{align*}
\]

(3.45)

To summarize, we combined the tripole contributions to the two-loop soft factor into four sets of SVHPLs: \(\{D_i(z), D_i(1 - z)\}, i = \{1, 2\}\), given in eqs. (3.19)-(3.22). Each of the \(D_i\)’s can be defined in either region \(A_0\), or in \(A_1\) via analytic continuation. The other regions are not needed explicitly, due to the freedom in labeling the unordered tripole \(\{i, j, k\}\). After analytic continuation, the \(D_i\) are not single-valued functions, in the sense that they cannot be written in terms of the \(L_\vec{w}\) functions, but they are unambiguously defined in the physical domain where \(\bar{z}\) is the complex conjugate of \(z\); that is, where \(\Delta = z - \bar{z}\) is purely imaginary, \(i.e.\) \(1 - 2u - 2v + (u - v)^2 \leq 0\). We emphasize that this is a nontrivial property, which is not satisfied by the discontinuities of arbitrary linear combinations of SVHPLs.

For negative-helicity emission, one should swap \(z \leftrightarrow \bar{z}\) everywhere, as well as letting \(\langle ab \rangle \leftrightarrow [ba]\) in the rational prefactors, but the manifest ‘i’\'s in the discontinuity formulas should not be flipped. The results for the \(D_i\) functions in region \(A_0\), their symbols, and their discontinuities for the analytic continuation into the \(A_1\) region, are all included in an ancillary file to this arXiv submission.

4 Applications

4.1 Soft limits of scattering amplitudes

The two-loop soft factor predicts the soft-gluon limit of a generic two-loop \(n\)-point scattering amplitude, when the corresponding \((n-1)\)-point amplitude without the soft gluon is known. Such limits can provide stringent checks of two-loop amplitudes, starting at five points. The tripole terms contribute to amplitudes beyond the planar limit, which are only just beginning to become available at five points.

As an example, we can construct the soft limit of the full color two-loop five-gluon maximally helicity violating (MHV) amplitude in \(\mathcal{N} = 4\) SYM [31, 32], using the well-
known full color two-loop four-gluon MHV amplitude [66–68],

\[
\lim_{q^\mu \to 0} \mathcal{M}_{5}^{MHV,(2)}(1^-, 2^-, 3^+, 4^+, q^+) = \sum_{\ell=0}^{2} S^{+,(\ell)}(\{\beta_m\}) |\mathcal{M}_{4}^{MHV,(2-\ell)}(1^-, 2^-, 3^+, 4^+)\rangle .
\] (4.1)

The \(1/\epsilon\) infrared singularities on both sides of eq. (4.1) agree with those obtained from the so-called dipole formula [39–42, 69, 70], which provides a strong check of our result. Furthermore, at \(O(\epsilon^0)\), we have evaluated both sides explicitly in the trace basis for five external gluons, and the symbol [60] of our soft-emission formula matches perfectly the soft limit of the symbol-level results for the two-loop five-particle scattering amplitudes in \(N = 4\) SYM [31, 32]. We anticipate that the knowledge of the soft factor provided here at function level will play an important role in fixing certain beyond-the-symbol constants in the supersymmetric amplitude, as well as for amplitudes with less supersymmetry in the future.

### 4.2 Soft-collinear limit

As a further interesting application of our result, we can derive the soft-gluon limit of the two-loop collinear splitting amplitudes for \(g \to gg\), \(q \to qg\), or \(\bar{q} \to \bar{q}g\) from the two-loop soft factor computed above. In the case of timelike splitting, where an off-shell parton splits into two on-shell partons in the final state, the two-loop splitting amplitudes have been computed by several groups [26, 47, 71, 72].

However, for splitting amplitudes with spacelike kinematics, two-loop splitting amplitudes are so far unknown except for their singular pieces [33]. Before we discuss the soft limit for both timelike and spacelike splitting at two loops, let us briefly comment on the relevant collinear kinematic setup, establish our conventions, and discuss the collinear limit of the tree-level and one-loop soft factors.

To be specific, consider an \((n + 1)\)-point scattering process, where \(q\) is the momentum of an outgoing soft gluon which is collinear to \(p_1\). We distinguish two cases:

- timelike splitting: particle 1 is an outgoing parton with momentum \(p_1\),
- spacelike splitting: particle 1 is an incoming parton with momentum \(-p_1\)
  (in all outgoing conventions).

Let us define the longitudinal momentum fraction \(x_q\) carried by the soft gluon with respect to the parent parton \(P\), such that

\[
q \to x_q P , \quad p_1 \to (1 - x_q) P , \quad \text{where} \quad P^\mu \equiv q^\mu + p_1^\mu - \frac{(q \cdot p_1) n^\mu}{(q + p_1) \cdot n} .
\] (4.2)
is a lightlike momentum, \( P^2 = 0 \), and \( n^\mu \) defines an auxiliary lightlike vector. In the case where \( q \) is soft, \( P \approx p_1 \), so that \( |x_q| \ll 1 \). Depending on whether we consider timelike or spacelike splitting, the sign of \( x_q \) changes, from \( x_q > 0 \) to \( x_q < 0 \), respectively.

Before discussing the loop-level analysis of the soft-collinear limit, let us consider the collinear limit of the tree-level soft-factor \( S^{+, (0)}_a \) in eq. (2.13),

\[
S^{+, (0)}_a = \frac{1}{2n} \sum_{i \neq j} (T^{a_i}_i - T^{a_j}_j) \langle ij \rangle \langle ij \rangle = \frac{1}{n} \sum_{j<i} (T^{a_i}_i - T^{a_j}_j) \langle ij \rangle \langle ij \rangle .
\]  

We would like to consider the (timelike) collinear limit \( q \parallel p_1 \) (or \( q \parallel 1 \) for short). The only terms containing the singular factor \( \langle q1 \rangle \) are those with \( j = 1 \),

\[
\lim_{q\parallel p_1} \left[ S^{+, (0)}_a \right] = \frac{1}{n} \sum_{i=2}^{n} (T^{a_i}_i - T^{a_1}_1) \langle 1i \rangle \langle 1i \rangle .
\]  

In the collinear limit (with \( q \) also soft), we can now use,

\[
\lambda_1 \simeq \sqrt{1-x_q}, \quad \lambda_2 \simeq \sqrt{x_q}, \quad \Rightarrow \quad \langle 1i \rangle \langle iq \rangle \langle q1 \rangle \simeq \frac{1}{\sqrt{x_q}} \langle q1 \rangle ,
\]

which is independent of \( i \), so that we can use color conservation \( \sum_{i=2}^{n} T^{a_i}_i = -T^{a_1}_1 \) in the first term of (4.4). In the second term, we get \((n-1)\) times the same contribution, which combined with the first term cancels the factor of \( 1/n \). We finally obtain the \( q \parallel 1 \) collinear limit of the tree-level soft factor,

\[
\lim_{q\parallel p_1} \left[ S^{+, (0)}_a \right] = T^{a_1}_1 \frac{1}{\sqrt{x_q}} \langle 1q \rangle \equiv Sp^{(0)}.
\]  

Note that the full collinear splitting function depends on the helicities of the collinear partons, see e.g. ref. [71] (there it is denoted by \( \text{Split}^{(0)}_{\lambda} \)); the helicity of \( P \) is indicated by the helicity label \( \lambda \). (For a summary of tree-level helicity splitting amplitudes, see e.g. ref. [5] or Appendix A of ref. [9].) Here, however, we are considering the soft limit of a positive helicity gluon, and the helicity information of the collinear splitting drops out, in the sense that the splitting amplitudes either vanish (due to helicity conservation rules) or become the same function. Thus we drop the helicity label on \( Sp \) in the following. The same discussion is also applicable for spacelike splittings, which can be obtained easily by crossing at tree level, replacing \( x_q \rightarrow -x_q \) in eq. (4.6).

Next we consider the spacelike collinear limit of the one-loop soft factor (2.14),

\[
\lim_{q\parallel p_1} \left[ S^{+, (1)}_a \right] = \sum_{k \neq 1} T^{a_1}_1 \frac{1}{\sqrt{-x_q}} \langle 1q \rangle \left( \frac{\mu^2}{x_q s_{1q}} \right)^{\epsilon} f_{a_1 a_k} T^{a_k}_k \exp \left[ (-1)^{\lambda_k+1} i \pi \epsilon \right] C_1(\epsilon) .
\]  

\[ \text{– 23 –} \]
Note that \( s_{1q} \) is always positive. Following the definition of the color generators in the adjoint representation, we write \( (T^a_q)_{bc} \equiv -f^{abc} \). The sum over dipoles give a contribution to the one-loop splitting amplitude,

\[
\mathbf{S}_p^{(1)} \underset{q\text{-soft}}{\simeq} -\left( \frac{\mu^2}{x_q s_{1q}} \right) \epsilon C_1(\epsilon) \sum_{k \neq 1} T_q T_k \exp \left[ (-1)^{\lambda_{kq} + 1} i\pi \epsilon \right] \mathbf{S}_p^{(0)}, \tag{4.8}
\]

where \( \mathbf{S}_p^{(0)} = T_1 \frac{1}{\sqrt{-x_q s_{1q}}} \) is the soft limit of the spacelike tree-level splitting amplitude, which is obtained from the timelike splitting amplitude of eq. (4.6) by crossing (including replacing \( x_q \rightarrow -x_q \)).

Note that the one-loop splitting amplitude in eq. (4.8) already violates the so-called strict collinear factorization, which states that the splitting amplitude should only depend on the quantum numbers (color, spin and kinematics) of the parent parton and of the splitting pair [33] and not on any information of the non-collinear partons. This condition is violated at the amplitude level due to the existence of the \( \lambda_{kq} \)-dependent phase factor in eq. (4.8), which obstructs the use of color conservation that was used in the tree-level case. Fortunately, the \( \lambda_{kq} \) dependence is purely imaginary and cancels out for cross-section level quantities at this perturbative order, which involve only the combination \( \mathbf{S}_p^{(0)} \mathbf{S}_p^{(1)\dagger} + \mathbf{S}_p^{(0)\dagger} \mathbf{S}_p^{(1)} \). See the discussion around eq. (4.18) for more details.

In the timelike case, the factor \( (V_{1k}^q)^\epsilon \), which led to the \( k \)-dependent phase in the spacelike case in eq. (4.8), behaves differently: The \( k \)-dependent phases cancel between the numerator and denominator of \( (V_{1k}^q)^\epsilon \) in the timelike case.

**Soft-collinear analysis for timelike splitting at two loops**

For timelike splitting where the outgoing soft gluon with momentum \( q \) is collinear to the outgoing particle 1 with momentum \( p_1 \), we have \( s_{1q} > 0 \) and \( x_q > 0 \). The soft limit of the two-loop splitting amplitude can be obtained by taking the collinear limit of the two-loop dipole and tripole contributions, using eqs. (3.1) and (3.15),

\[
\lim_{q \parallel p_1} \left[ \mathbf{S}_a^{+(2)} \right] = \lim_{q \parallel p_1} \left[ \sum_{j \neq 1} \mathbf{S}_a^{+(2),j} - \frac{1}{4} \sum_{\{1,j,k\}} \mathbf{S}_a^{+(2),\{1,j,k\}} \right]. \tag{4.9}
\]

The collinear limit of the dipole soft-emission term at two loops is straightforward; it is entirely captured by the collinear limit of \( (V_{1j}^q)^2 \) and the tree-level eikonal factor in eq. (3.2) and therefore we do not discuss it any further for the timelike case.

Due to the nontrivial kinematic dependence, the collinear limit of the tripole soft-emission term given in eq. (3.16) is more interesting. For timelike splitting kinematics, and assuming at most two partons in the initial state, there are three cases to consider.
Figure 2: Kinematics of a tripole contribution to the soft factor in the collinear limit in different regions: (a) timelike splitting in $A_0$, (b) timelike splitting in $A_1, A_2, A_3$, (c) timelike splitting in $A_4, A_5, A_6$, (d) spacelike splitting in $A_1, A_2, A_3$, (e) spacelike splitting in $A_4, A_5, A_6$. The curly gluon line represents the outgoing soft gluon with momentum $q$, while the lines with arrows are the tripole legs $i, j, k$. The arrow of time flows from left to right.

(for an outgoing soft gluon), c.f. figs. 2a, 2b, 2c:

a) The collinear limit of the tripole term in the $A_0$ region, where all hard partons \{i, j, k\} are outgoing and the soft gluon is collinear to either i, j or k, see fig. 2a.

b) The collinear limit of a tripole with two incoming hard partons and one outgoing hard parton to which the soft gluon is collinear (regions $A_{1,2,3}$, fig. 2b).

c) The collinear limit of a tripole with one incoming and three outgoing lines (regions $A_{4,5,6}$, fig. 2c) where the outgoing soft gluon is collinear to an outgoing hard parton.

We first discuss the timelike collinear limit of the soft-emission tripole of eq. (3.16) in the $A_0$ region of table 1. In principle, there are three possibilities to take the collinear limit, where the soft gluon $q$ becomes collinear to either of the three hard lines \{i, j, k\} to be identified with $p_1$. Since the tripole formula (3.16) is completely symmetric in \{i, j, k\} it suffices to look at a single collinear limit, which we take to be $i = 1$ for convenience. Any other implementation of the collinear limit, e.g. with $j = 1$ or $k = 1$, can then be used as a cross check of our setup. In the $q \parallel p_1 (= p_i)$ collinear limit, only the first eikonal factor in eq. (3.16) (and not the \{i $\leftrightarrow$ j\} exchange term) contains the singular denominator $1/\langle iq\rangle$, so that we need to analyze the limit of the transcendental functions $D_1(z, \bar{z})$ and $D_2(z, \bar{z})$ in eq. (3.16) as $z = \frac{\langle kj \rangle \langle ij \rangle}{\langle ij \rangle \langle kq \rangle} \rightarrow 0$ (and likewise $\bar{z} \rightarrow 0$). The only SVHPLs that do not vanish at the origin are $\mathcal{L}_{0^n}, n = 1, 2, \ldots$
Since these functions don’t appear alone in any term in eqs. (3.19) and (3.20) for $D_1$ and $D_2$, we find that
\[
\lim_{z, \bar{z}\to 0} D_1(z, \bar{z}) = \lim_{z, \bar{z}\to 0} D_2(z, \bar{z}) = 0 .
\] (4.10)

This result can also be seen from the explicit representations of these functions in terms of classical polylogarithms in eqs. (3.23) and (3.24), respectively. Thus the $D_i(z, \bar{z})$ provide a power suppression that cancels the leading $1/\langle iq \rangle$ singularity in the eikonal factor in eq. (3.16).

Due to the manifest tripole symmetry under the $i \leftrightarrow j$ exchange, the $q \parallel j$ collinear limit ($z \to 1$) of the tripole formula is equally suppressed. A little more nontrivially, for consistency of the tripole symmetry, one can also analyze the $q \parallel k$ collinear limit of (3.16). Here both eikonal factors have the $1/\langle qk \rangle$ pole, and we wish to send $z, \bar{z} \to \infty$. However, the kinematic factors become the same in both terms ($\lambda_q \to \sqrt{x_q} \lambda_k$, $\tilde{\lambda}_q \to \sqrt{x_q} \tilde{\lambda}_k$):

\[
\frac{\langle ik \rangle}{\langle iq \rangle\langle qk \rangle} (V_{ik}^q)^2 \frac{q\parallel k}{\sqrt{x_q} \langle qk \rangle} \frac{1}{x_q(-s_{kq})} \left[ \frac{\mu^2}{x_q(-s_{kq})} \right]^{2\epsilon} ,
\] (4.11)
\[
\frac{\langle jk \rangle}{\langle jq \rangle\langle qk \rangle} (V_{jk}^q)^2 \frac{q\parallel k}{\sqrt{x_q} \langle qk \rangle} \frac{1}{x_q(-s_{kq})} \left[ \frac{\mu^2}{x_q(-s_{kq})} \right]^{2\epsilon} .
\] (4.12)

Also, the color factors associated with $D_1(z)$ and $D_2(1 - z)$, as well as with $D_2(z)$ and $D_1(1 - z)$, are the same up to a sign. Finally, we find that the $D_i$ functions all have the same logarithmic divergence as $z \to \infty$,

\[
\lim_{z \to \infty} D_1(z) = \lim_{z \to \infty} D_2(z) = \lim_{z \to \infty} D_1(1 - z) = \lim_{z \to \infty} D_2(1 - z) .
\] (4.13)

Therefore the $q \parallel k$ collinear limit is also power suppressed as expected. We conclude that in the $A_0$ region, the tripole emission contribution is subleading by a power of $q$ when taking the collinear limit inside the soft limit.

The second case to consider is the tripole with two incoming hard partons and one outgoing hard parton to which the soft gluon is collinear, fig. 2b. This collinear limit requires the analysis of the discontinuity of the tripole term to the $A_1$ region where we have judiciously chosen the collinear hard parton to be labelled by $i = 1$. Looking at the discontinuities of the $D$ functions associated with the eikonal factor that contains the $\langle iq \rangle$ pole, one can indeed check from eqs. (3.37) and (3.39) that these also vanish in the collinear limit $z \to 0$,

\[
\lim_{z, \bar{z}\to 0} \text{disc}_{A_1} D_1(z, \bar{z}) = \lim_{z, \bar{z}\to 0} \text{disc}_{A_1} D_2(z, \bar{z}) = 0 .
\] (4.14)
Finally, since the configurations with two outgoing hard partons (regions $A_4$, $A_5$ and $A_6$ in table 1, c.f. fig. 2c) do not require an analytic continuation, the timelike collinear limits of those tripoles are also suppressed by a power of the soft momentum $q$.

In conclusion, for timelike splitting kinematics, all tripole collinear limits are power suppressed and the leading collinear singular information is provided by the dipole emission contribution. (In the timelike case, the two-loop dipole contribution is also rather innocuous, because there is no $k$-dependent phase, as was mentioned at the end of the previous subsection for the one-loop case.) The subleading nature of tripole emission in the soft-collinear limit is quite reasonable, because the soft-collinear limit of a tripole is conformally equivalent to making the other two hard legs collinear. For example, $q \parallel p_i$ and $p_j \parallel p_k$ both send $z_i^j \rightarrow 0$. When the two hard partons $p_j$ and $p_k$ are collinear and both are incoming or both outgoing, the soft gluon cannot resolve the independent colors of the two particles as a consequence of color coherence; it just sees the sum, and therefore the emission is dipole-like. However, in the spacelike case where $p_j$ and $p_k$ are incoming and outgoing, respectively, this simple picture breaks down. The physical origin of the breakdown of color coherence in this case is related to the Feynman $\varepsilon$ prescription, and therefore to the causality of the theory. Ultimately, this can potentially lead to a violation of strict factorization, but as we shall discuss in the next subsection these terms cancel at the level of the cross section.

**Soft-collinear analysis for spacelike splitting at two loops and strict collinear factorization violation**

Let us now discuss spacelike splitting at two loops, where particle 1 is an *incoming* parton with momentum $-p_1$ (in all outgoing conventions) so that $s_{1q} < 0$, and the longitudinal momentum fraction is $x_q < 0$. First we relabel indices in the two-loop soft-collinear factor (4.9) to obtain

$$\lim_{q \parallel p_1} S_{a,1}^{+(2)} = \lim_{q \parallel p_1} \left[ \sum_{k \neq 1} S_{a,1k}^{+(2)} - \frac{1}{4} \sum_{\{i,1,k\}} S_{a,\{i,1,k\}}^{+(2)} \right].$$

This labeling will allow us to utilize the $A_1$ discontinuity discussed in section 3.3.

The analysis of the collinear limit of the dipole term in eq. (4.15) follows closely the one-loop dipole analysis, eq. (4.7). The sum over dipoles gives a contribution to the two-loop collinear splitting amplitude,

$$S_{dipole}^{(2)}{q \rightarrow \text{soft}} \simeq -\left( \frac{\mu^2}{x_q s_q} \right)^{2\varepsilon} C_2(\varepsilon) \sum_{k \neq 1} T_{q} \cdot T_{k} \exp \left[ (-1)^{\lambda_{q_k}+1} 2i\pi \varepsilon \right] S_{0}^{(0)}. \quad (4.16)$$
For $L = 1$ or 2 we can rewrite the Hermitian part of the dipole terms in eqs. (4.7) and (4.16) by applying color conservation:

$$\sum_{k \neq 1} T_q \cdot T_k = -T_q \cdot (T_1 + T_q) = -\frac{1}{2} (C_{1q} - C_1) - \frac{1}{2} C_q = -\frac{1}{2} C_A,$$

(4.17)

where $C_{1q}$, $C_1(= C_{1q})$, and $C_q = C_A$ are the Casimir coefficients of parton $P$, parton 1, and the soft-collinear gluon, respectively. The result is

$$S_{\text{dipole}}^{(L)} \bigg|_{q-\text{soft}} \simeq \left( \frac{\mu^2}{x_q s_{1q}} \right)^{L\epsilon} C_L(\epsilon) \left\{ i \sin(L\pi\epsilon) \sum_{k \neq 1} (-1)^{\lambda_k q} T_q \cdot T_k + \frac{C_A}{2} \cos(L\pi\epsilon) \right\} S_{\text{dipole}}^{(0)}.$$

(4.18)

The factorization-violating kinematic dependence of the $L$-loop dipole term is anti-Hermitian. The Hermitian part proportional to $\cos(L\pi\epsilon)$ strictly factorizes.

We turn now to the tripole emission contribution. As mentioned earlier, it vanishes in all collinear limits for timelike splittings. However, for spacelike splitting kinematics it is quite nontrivial. Eq. (4.15) contains a sum over two types of tripoles, corresponding to the two different kinematic configurations where $\lambda_{ik} = 1$ and $\lambda_{ik} = 0$. In the first situation, $\{i, k, q\}$ are outgoing (fig. 2e); thus, according to table 1, we consider the analytic continuation of the tripole term to the $A_5$ region. Since we set $j = 1$, the tripole contributions in the collinear limit come from the $i \leftrightarrow j$ terms in eq. (3.16), and from the region where $z \equiv z_{ik} \rightarrow 1$. Because the $A_5$ region is equivalent to the $A_0$ region, we find

$$\lim_{z, \bar{z} \rightarrow 1} \left[ S_{a,i,1,k}^{+, (2)} \right]_{A_5} = T_{1a}^{a_i} \frac{1}{\sqrt{-x_q s_{1q}}} \left( \frac{\mu^2}{x_q s_{1q}} \right)^{2\epsilon} \xi_\epsilon \exp[2i\pi\epsilon] \left\{ 2 T_{k}^{a_i} T_{1}^{a_k} \times \right\}$$

(4.19)

$$\lim_{z, \bar{z} \rightarrow 1} \left[ f_{a_i a_k} f_{b_1 a_k} D_1(1 - z, 1 - \bar{z}) + f_{a_i a_k} f_{b_1 a_k} D_2(1 - z, 1 - \bar{z}) \right],$$

with (see eq. (4.10))

$$\lim_{z, \bar{z} \rightarrow 1} D_1(1 - z, 1 - \bar{z}) = 0, \quad \lim_{z, \bar{z} \rightarrow 1} D_2(1 - z, 1 - \bar{z}) = 0.$$

(4.20)

We conclude that for $\lambda_{ik} = 1$, $S_{a,i,1,k}^{+, (2)}$ vanishes in the collinear limit.

For the second type of tripole with $\lambda_{ik} = 0$, either $p_i$ or $p_k$ is incoming, c.f. fig. 2d. Without loss of generality, we label the incoming leg by $k$ and consider the analytic continuation of the tripole term to the $A_1$ region where $\{1, k\}$ are incoming and $\{i, q\}$ are outgoing. In this region, the collinear limit of $S_{a,i,1,k}^{+, (2)}$ is obtained from the collinear
limit of its $A_1$ discontinuity.

$$
\lim_{z,\bar{z} \to 1} \left[ \mathbf{S}_{a,\{i,1,k\}}^{\pm,(2)} \right]_{A_1} = \lim_{z,\bar{z} \to 1} \text{disc}_A \mathbf{S}_{a,\{i,1,k\}}^{\pm,(2)} = \mathbf{T}_i^{a_1} \frac{1}{\sqrt{-x_q} \langle 1q \rangle} \left( \frac{\mu^2}{x_q s_{1q}} \right)^{2\epsilon} (1 + \epsilon^2 \zeta_2) \exp \left[ -2i\pi \epsilon \right]
$$

$$
\times 2 \mathbf{T}_i^{a_i} \mathbf{T}_k^{a_k} \lim_{z,\bar{z} \to 1} \left[ f^{aa_i b} f^{ba_k a_k} \text{disc}_A D_1(1 - z, 1 - \bar{z}) \right.
$$

$$
+ f^{aa_i b} f^{ba_k a_i} \text{disc}_A D_2(1 - z, 1 - \bar{z}) \right] ,
$$

(4.21)

where

$$
\lim_{z,\bar{z} \to 1} \text{disc}_A D_1(1 - z, 1 - \bar{z}) = 4\pi^2 \left( \frac{1}{\epsilon^2} + \frac{2i\pi \epsilon}{\epsilon} - 14 \zeta_2 \right) ,
$$

(4.22)

$$
\lim_{z,\bar{z} \to 1} \text{disc}_A D_2(1 - z, 1 - \bar{z}) = 2i\pi \left( \frac{\log |1 - z|^2}{\epsilon^2} + 2i\pi \frac{\log |1 - z|^2}{\epsilon} 
$$

$$
+ \frac{1}{3} \log \left( \frac{1 - z}{1 - \bar{z}} \right) \left[ \log^2 \left( \frac{1 - z}{1 - \bar{z}} \right) + 4\pi^2 \right] + 4\zeta_3 - 14 \zeta_2 \log |1 - z|^2 \right) ,
$$

(4.23)

and

$$
\log(1 - z) = \log(1 - z^i_k) = \log z^{1i}_k , \quad \log(1 - \bar{z}) = \log z^{1i}_k .
$$

(4.24)

Applying the color Jacobi identity, we decompose the color factors in eq. (4.21) into structures that are even and odd under the $i \leftrightarrow k$ interchange,

$$
f^{aa_i b} f^{ba_k a_k} = - \frac{1}{2} \left( T_q^{a_i} T_q^{a_k} + T_q^{a_k} T_q^{a_i} \right)_{aa_1} + \frac{1}{2} f^{ba_k a_i} \left( T_q^b \right)_{aa_1} ,
$$

(4.25)

$$
f^{aa_i b} f^{ba_k a_i} = - f^{ba_k a_i} \left( T_q^b \right)_{aa_1} .
$$

(4.26)

Summing over all external legs, we obtain the two-loop tripole contribution to the splitting amplitude, written in terms of $1 - z^i_k = z^{1i}_k$,

$$
\text{Sp}^{(2)}_{\text{tripole}} \simeq \frac{q - \text{soft}}{4} \sum_{\text{tripole}} \mathbf{S}_{a,\{i,1,k\}}^{\pm,(2)} \left|_{q || p_1} \right.
$$

$$
= \left( \frac{\mu^2}{x_q s_{1q}} \right)^{2\epsilon} \sum_{i \neq k \neq 1} \delta_{0, \lambda_{ik}} \delta_{1, \lambda_{ik}} \left\{ f^{ba_k a_i} T_q^b T_k^{a_k} T_i^{a_i} \right. \times
$$

$$
\left[ \frac{1}{\epsilon^2} \left( \pi \log v_k^{1i} - \pi^2 \right) - \frac{i\pi^3}{6} \log v_k^{1i} + 4i\pi \zeta_3 + 15\zeta_4 + \frac{8\pi}{3} (\arg(z_k^{1i})^3 - \pi^2 \arg(z_k^{1i})) \right]
$$

$$
+ \left[ (T_q \cdot T_i) (T_q \cdot T_k) + (T_q \cdot T_k) (T_q \cdot T_i) \right] \left( \frac{\pi^2}{\epsilon^2} - 15\zeta_4 \right) \right\} \text{Sp}^{(0)} ,
$$

(4.27)
where arg(z) ≡ \frac{1}{2\pi} \text{log} \frac{z}{\bar{z}} \in (-\pi, \pi] is the argument of z, and the \( \delta_{i,\lambda_1k} \) is present to enforce our choice that we always label the incoming legs by \{1, k\}. Furthermore, we have expanded the phase factor \( \exp[-2i\pi\epsilon] \) in \( \epsilon \) and only keep overall terms to order \( \mathcal{O}(\epsilon^0) \). As before, the kinematic dependence is given in terms of

\[
v^{1i}_k = \frac{s_{ik}s_{1q}}{s_{11}s_{kq}}, \quad z^{1i}_k = \frac{\langle ki \rangle \langle 1q \rangle}{\langle 1i \rangle \langle kq \rangle}.
\]

(4.28)

The soft-collinear tripole term \( \mathbf{S}_\text{p}^{(2)} \big|_{\text{tripole}} \) in eq. (4.27) depends on the color and kinematics of the non-collinear tripole partons. It therefore explicitly breaks strict collinear factorization of scattering amplitudes. The factorization-breaking \( \frac{1}{\epsilon} \) poles in the two-loop splitting amplitude were given previously [33]. In the soft limit, they agree with the \( \frac{1}{\epsilon} \) poles in eq. (4.27). The two-loop finite terms in eq. (4.27) constitute a new result.

Our results also have implications for factorization violation at the level of the cross section. More explicitly, let us consider the perturbative expansion of the squared splitting probability, \( |\mathbf{S}_\text{p}|^2 \). At leading order, \( \mathcal{O}(\alpha_s) \) and at next-to-leading order, \( \mathcal{O}(\alpha_s^2) \), strict factorization holds. At next-to-leading order, as mentioned earlier, it holds because the \( \lambda_{kq} \) dependence is purely imaginary and cancels from the interference between tree and one-loop, \( \mathbf{S}_\text{p}^{(0)}\mathbf{S}_\text{p}^{(1)\dagger} + \mathbf{S}_\text{p}^{(0)\dagger}\mathbf{S}_\text{p}^{(1)} \). Now let us examine the situation at \( \mathcal{O}(\alpha_s^3) \). Factorization-breaking contributions come from both \( |\mathbf{S}_\text{p}^{(1)}|^2 \) and the interference between \( \mathbf{S}_\text{p}^{(2)} \) and \( \mathbf{S}_\text{p}^{(0)} \).

We first examine the interference of two one-loop splitting amplitudes in the soft limit, \( |\mathbf{S}_\text{p}^{(1)}|^2 \). Employing eq. (4.18), we see that it does not fully factorize, and the non-factorizing part contains a double pole in \( \epsilon \),

\[
|\mathbf{S}_\text{p}^{(1)}|^2 \big|_{\text{non-fac.}} \approx \sum_{i\neq k\neq 1} \delta_{0,\lambda_{ik}} \mathbf{S}_\text{p}^{(0)\dagger} \left\{ - (T_q \cdot T_i)(T_q \cdot T_k) - (T_q \cdot T_k)(T_q \cdot T_i) \right\} \times \left( \frac{\mu^2}{x_q s_{1q}} \right)^{2\epsilon} \left[ \frac{\pi^2}{\epsilon^2} - 15 \zeta_4 + \mathcal{O}(\epsilon) \right] \mathbf{S}_\text{p}^{(0)}.
\]

(4.29)

Now we consider the interference between \( \mathbf{S}_\text{p}^{(2)} \) and \( \mathbf{S}_\text{p}^{(0)} \). The contributions of the two-loop dipole terms in \( \mathbf{S}_\text{p}^{(2)} \) factorize at the level of the cross section, for the same reason that strict factorization holds at \( \mathcal{O}(\alpha_s^2) \). The two-loop tripole term in eq. (4.27) contains both Hermitian and anti-Hermitian parts. The latter cancel out in the squared splitting amplitude. In the final answer for \( |\mathbf{S}_\text{p}|^2 \), the factorization-breaking \( \frac{1}{\epsilon^2} \) pole in \( |\mathbf{S}_\text{p}^{(1)}|^2 \) is cancelled by the one in \( \{\mathbf{S}_\text{p}^{(0)\dagger}\mathbf{S}_\text{p}^{(2)}\big|_{\text{tripole}} + \text{h.c.} \} \). Combining all remaining
Recall that in our conventions the structure constants $f^{abc}$ are purely imaginary, so in the second line in eq. (4.30) the ‘+h.c.’ terms result in a projection onto the kinematic terms containing an explicit ‘i’.

The color structure in eq. (4.30) can be rewritten as a commutator, $[(T_q \cdot T_i), (T_q \cdot T_k)]$. When eq. (4.30) is sandwiched between tree amplitudes, $\langle M_n^{(0)} | \cdots | M_n^{(0)} \rangle$, and a color sum is performed, the Hermiticity of the operators $T_q \cdot T_i$ allows one to conclude that the color sum vanishes [34]. (A similar cancellation occurs for the $1/\epsilon$ pole with the same color structure, which appears in two-loop four-point amplitudes [73] but cancels in the color-summed cross section [74].)

We conclude that for pure QCD splitting processes at order $g \times g^5$, or $O(\alpha_s^5)$, there is no potential factorization violation visible in the soft-collinear limit. (The failure of strict factorization at NNNLO for non-inclusive hadron collider processes has been argued previously, based partly on the structure of $1/\epsilon$ pole terms associated with Coulomb gluon exchanges [34–36].) An interesting example that can contain such factorization-violating contributions is the NNNLO QCD corrections to dijet production at hadron colliders. While the full NNNLO QCD corrections might still be far away, a shortcut to investigating potential factorization-breaking terms is through the study of precision hadron collider event shapes [75], where NNNLO corrections including logarithms in the event-shape variable are within reach. We leave the investigation of these important issues to future work.

5 Conclusions

In this paper we computed the exact kinematic and color dependence of soft-gluon emission in massless gauge theory at the two loop level. While the dipole terms have a simple kinematic dependence and had been computed previously [25, 26], the subleading-color tripole terms are new, and they depend in an intricate way on a rescaling-invariant cross ratio.

Using the soft-collinear limit of our results, we could study the soft limits of two-loop collinear splitting amplitudes for both timelike and spacelike kinematics. The timelike behavior was understood previously [26, 47, 71, 72]. In the spacelike case,
the infrared singular parts of the two-loop splitting amplitudes were obtained before in ref. [33], with which we find full agreement. Our new results for this case are the finite contributions, provided in eq. (4.27). Note that eq. (4.27) is non-zero only when the non-collinear tripole partons $i$ and $k$ are spacelike separated. Thus, including the collinear parton 1, there must be two partons in the initial state to get a contribution (i.e. deep inelastic scattering does not qualify, while hadronic collisions do). Both eqs. (4.18) and (4.27) violate strict collinear factorization [33, 34], in the sense that the splitting amplitudes depend on the color and/or kinematics of some non-collinear hard partons in the process. For dipole emission, eq. (4.18), factorization violation only exists in the imaginary part. The real part preserves strict collinear factorization, after using color conservation. Also, the violation in the dipole emission contribution is independent of kinematics (as a multiple of tree-level splitting). On the other hand, the tripole emission, eq. (4.27), violates strict collinear factorization with both color and kinematic correlations at the amplitude level.

The violation of strict collinear factorization is related to issues in the breakdown of factorization for transverse-momentum-dependent PDFs [76–79], double parton scattering [80–82], and the resummation of logarithms in non-global observables [35, 36, 83, 84] or event shapes at hadron colliders [75, 85–87]. It has been studied in an effective field theory framework which isolates the relevant physical degree of freedom, the so-called “Glauber”, or “Coulomb” mode, which is responsible for the breaking of collinear factorization [88–90]. Our explicit result for the two-loop soft factor manifestly shows the breakdown of strict collinear factorization at the amplitude level in the soft limit.

However, we have shown the cancellation of potential factorization-breaking terms at the cross-section level as $\mathcal{O}(\alpha_s^2)$ contributions to single soft-collinear splitting in pure QCD processes such as dijet production at hadron colliders. It would be interesting to understand the relation between the factorization-breaking terms in the soft factor and the Glauber gluon, by extending the one-loop soft current analysis in ref. [88] to two loops.

At large $N_c$, the two-loop soft-gluon emission factor has already been applied to compute the threshold soft corrections to the production of a color neutral state at hadron colliders at NNNLO [91, 92]. The results of this paper can be applied as a building block in precision calculations of generic jet cross sections, including full color dependence.

The analytic behavior of the tripole emission terms for soft-gluon emission at two loops is quite intricate. The functions $D_1$ and $D_2$ must be well-defined and unambiguous, not only in the Euclidean region $A_0$, but also in other regions obtained by analytic continuation, such as $A_1$. While any SVHPL is unambiguous in the Euclidean region, it may develop branch cuts in Minkowski regions. The requirement that these cuts cancel
when this region is kinematically accessible, as is the case here, is a strong constraint
which may be useful for constraining higher-loop results by their analytic properties
(bootstrapping). We remark that the quadrupole terms that couple four hard legs in
the soft anomalous dimension matrix [43, 59] have to obey this same constraint. Both
cases involve four massless momentum vectors in a scattering process with (generically)
more particles. (In our case, one of the vectors is soft, but that does not matter for the
definition of $z$ and $\bar{z}$ since they are rescaling invariant.) In both cases the Minkowski
kinematics can be smoothly continued around the real axis for $z > 1$, and the physi-
cal result must be continuous during this process, implying a branch cut cancellation
analogous to eq. (3.44), for example. On the other hand, the soft anomalous dimension
quadrupole terms have a $z \leftrightarrow \bar{z}$ parity symmetry. (Parity is not a symmetry of the
soft factor for emitting a positive-helicity gluon, because it maps it to negative-helicity
emission.) After imposing parity in the Euclidean region, branch cut cancellation in
Minkowski regions is likely to be automatic.

![Figure 3: Representative diagrams for the (a) three-loop quadrupole, (b) three-loop
tripole, and (c) three-loop Abelian soft factors.](image)

Soft emission at higher loops should reveal additional structures. For example, the
three-loop soft emission factor will include a purely non-Abelian quadrupole term (see
fig. 3(a)), whose finite part we expect to have a uniform transcendental weight 6, and
nontrivial kinematic dependence on several cross ratios. It will also contain a tripole
term (fig. 3(b)) which will depend on the matter content, like the dipole term at two
loops, but with kinematic dependence on $z_{ik}$ similar to the two-loop tripole term. We
expect this term to have non-uniform weight, except in the case of $\mathcal{N} = 4$ SYM. Of
course, the three-loop dipole term must have the same simple kinematic dependence as
the one and two loop dipole terms. Finally, in massless QED, the soft emission factor for
unrenormalized amplitudes should get its first quantum correction at three loops, from
a light-by-light scattering contribution shown in fig. 3(c). This Abelian contribution
can have both tripole and dipole terms. These terms cannot be associated with a
tree-level soft emission factor because they have a different dependence on the charge
of the hard fermion, versus the charge of the massless fermion in the loop. Similar
contributions in nonabelian gauge theory will involve the quartic Casimir operator.

In summary, we have presented the soft factor required for single soft-gluon emission in two-loop gauge theory amplitudes. Applications of our results include construction of infrared subtraction terms for NNNLO jet cross sections (see also ref. [93] for the tree-level triple soft emission contribution, and ref. [94] for the tree-level quadruple collinear splitting contribution), the calculation of QCD corrections at NNNLO in the soft-gluon approximation beyond leading-color, the soft approximation of two-loop gauge theory amplitudes, and the quantitative study of potential factorization violation.
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