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Abstract

In biomaterials processing, developing an accurate model to simulate the complex dynamics of bioprocesses is an important yet challenging task. This is partially due to the uncertainty associated with bioprocesses, high data acquisition cost, and lack of data availability to learn complex relations in bioprocesses. To deal with these challenges, we propose to use a statistical machine learning approach, multi-fidelity Gaussian process, for process modeling in biomaterials. Gaussian process regression is a well-established technique based on probability theory which can naturally consider uncertainty in a dataset via Gaussian noise, and multi-fidelity techniques can make use of multiple sources of information with different levels of fidelity, thus suitable for bioprocess modeling with small data. We apply the multi-fidelity Gaussian process to solve two significant problems in biomaterials: bioreactor scale-up and knowledge transfer across cell lines, and demonstrate its efficacy on real-world datasets.
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1. Introduction

In the era of digital revolution, computers have been increasingly used to digitize and automate manufacturing processes (Glassey et al., 1994; Graefe et al., 1999; Lasi et al., 2014; Frank et al., 2019). In biologics manufacturing, efforts have been made to improve bioprocesses via advanced data analytics such as artificial intelligence and machine learning (Udugama et al., 2020; Gargalo et al., 2020b,a). However, there is still a long way to go to achieve full automation or digital twins in biomaterials, due to the high uncertainty of bioprocesses that involve living organisms and large, complex molecules (Sokolov et al., 2021).

To achieve a digital twin, one of the main challenges is building an accurate simulation model to mimic the complex dynamics of the underlying biosystem. This is of vital importance to improving the efficiency of bioprocesses, so as to satisfy the increasing demands for bioproduct. Having an accurate simulation model can help identify the optimal operating conditions for process control and design the best feed strategy for fed-batch cell culture, which would otherwise rely on expensive wet lab experiments which are also limited by the relatively low throughput of cell culture technologies (Bradford et al., 2018; Duran-Villalobos et al., 2020). Existing bioprocess modeling techniques can be roughly classified into three categories: mechanistic, data-driven, and hybrid (Solle et al., 2017; Del Rio-Charon et al., 2019).

Mechanistic methods are physics-based models (e.g. differential equations) developed based on time-dependent mass balances of participating components in the biosystem (Kyriakopoulos et al., 2018). Example mechanistic methods include the unstructured model developed by Jang & Barford (2000) to simulate the production of monoclonal antibodies in batch and fed-batch culture and the system of equations developed
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by del Rio-Chanona et al. (2017a) to simulate and predict biomass growth and lutein production. Developing kinetic models requires deep understanding of underlying process mechanisms and significant biological knowledge. The knowledge learned via kinetic methods can typically be transferred between bioprocesses with similar underlying physical laws. However, the production of recombinant protein in mammalian cells cannot be fully described mechanistically based on our current biological knowledge and ability to measure cellular processes, so all mechanistic models of such processes involve assumptions that may impact on their usefulness.

In contrast, data-driven methods are statistical or machine learning models, that aim to automatically learn the underlying process mechanisms from experimental data (Glassey et al., 1994). Typical examples include the reinforcement learning approach proposed by Petsagkourakis et al. (2020) for batch bioprocess optimization, the Artificial Neural Network (ANN) presented by García-Camacho et al. (2016) to predict the growth of the microalga Karlodinium veneficum, and the ANN used in del Rio-Chanona et al. (2017b) to model the rate of change of the dynamic biosystem. Data-driven methods are simple and easy to develop but typically require a large amount of high-quality data to train. In addition, predictions from data-driven models may be unreliable due to their black-box nature, and they have limited use for conditions outside the training dataset.

Hybrid methods, which combine the merits of both mechanistic and data-driven methods, have gained growing interest in recent years (Narayanan et al., 2019; Tsopanoglou & del Val, 2021; Sokolov et al., 2021; Merkelbach et al., 2022). In general, hybrid methods make use of the mechanistic framework to improve model robustness while using data-driven techniques to improve model accuracy (Narayanan et al., 2019). For example, data-driven models can be used to estimate unknown parts of mechanistic models or to reduce the errors made by mechanistic models. Mechanistic models can be used to generate a large amount of data, which can then be used to improve the training of data-driven models (Solle et al., 2017).

Although many efforts have been made, the existing techniques are still insufficient to accurately capture the complex dynamics of bioprocesses (Sokolov et al., 2021). Due to the biological variance of living cells (Fraser, 2001) and calibration or measurement errors, repeated wet lab experiments under the same conditions may lead to different system dynamics and product yield. Such a high level of uncertainty in bioprocesses makes system dynamics hard to predict, posing a significant challenge for existing techniques (Papathanasiou & Kontoravdi, 2020). Another challenge for bioprocess modeling is that acquiring data from wet lab experiments is very expensive (in cost of reagents and operators, as well as time), and hence the amount of data available is typically insufficient to train an accurate and robust model.

To address these challenges, we propose to use a statistical machine learning approach, Multi-Fidelity Gaussian Process (MFGP) (Kennedy & O’Hagan, 2000), for bioprocess modeling. Gaussian Process (GP) is a data-driven approach that automatically learns a mapping from an input vector to an output, therefore not requiring deep knowledge of the underlying process mechanisms to build the model (O’Hagan, 1978; di Sciascio & Amicarelli, 2008; Bradford et al., 2018; Deringer et al., 2021; Petsagkourakis & Galvanin, 2021; del Rio Chanona et al., 2021). GP can consider the uncertainty naturally inherent in a bioprocess as Gaussian noise and provide an uncertainty estimate along with the prediction. Multi-fidelity GP is a more advanced learning model that can make use of multiple sources of information with different levels of fidelity to build a prediction model (Kennedy & O’Hagan, 2000; Gratiet & Garnier, 2014; Perdikaris et al., 2017; Peherstorfer et al., 2018). Hence, it is particularly suitable for bioprocess modelling, for which the amount of high-fidelity data is typically small.

We apply the MFGP approach to model bioprocesses in which the amount of data is small, and demonstrate the efficacy of MFGP using two case studies: (1) bioreactor scale-up and (2) knowledge transfer across cell lines. For bioreactor scale-up, we use data collected from smaller-scale and larger-scale bioreactors as low-fidelity and high-fidelity data respectively. We show that using multiple sources of data can facilitate the development of a more robust and accurate model for larger-scale bioreactors than only using the data from larger-scale bioreactors. In the second case study, we treat the data collected from different cell lines as different levels of fidelity, and show that the knowledge in one cell line can be successfully transferred to another cell line via the MFGP approach. The contributions of this paper are summarized as follows:

(a) We propose to use the MFGP approach for bioprocess modeling with a small amount of data. We
show that the MFGP approach can potentially lead to an improved prediction model, especially when the amount of high-fidelity data is insufficient.

(b) We apply the MFGP approach to solve two important tasks in bioprocess modeling, bioreactor scale-up and knowledge transfer across cell lines. The performance of the MFGP approach is evaluated on real-world datasets and compared against three other baseline methods.

(c) We consider two typical MFGP methods, that can capture the linear correlation and nonlinear correlation between different levels of fidelity data respectively. The strength and weakness of different methods are thoroughly analysed on the two bioprocess modeling tasks.

2. Multi-fidelity Gaussian Process

2.1. Gaussian Process

A GP is a stochastic process consisting of random variables \( \{f(x) \mid x \in S\} \) indexed by the index set \( S = \{x \mid x \in \mathbb{R}^d\} \) such that any finite subset indexed by \( \{x_1, \ldots, x_n\} \subseteq S \) is multivariate Gaussian distributed with mean \( \{m(x_1), \ldots, m(x_n)\}^T \) and covariance \( k(x_i, x_j) = E((f(x_i) - m(x_i))(f(x_j) - m(x_j))) \) where \( m(x) = E(f(x)) \) (Rasmussen & Williams, 2018):

\[
f \sim \text{GP}(m(x), k(x_i, x_j)).
\]

Gaussian processes can be applied to regression analysis where \( f \) represents the latent function to fit to observations \( y(x_i) \) that are related through the observation model \( y(x_i) = f(x_i) + \epsilon \) with \( \epsilon \sim \text{iid } N(0, \sigma^2) \) representing measurement noise. The kernel function \( k(x_i, x_j) \) is expressed in terms of learnable hyperparameters typically under a stationarity assumption, and encodes the general shape of the function. A common choice of kernel function is the radial basis function (RBF) kernel with length scale \( \lambda \) as a hyperparameter and is defined as:

\[
k(x_i, x_j) = \exp\left(-\frac{||x_i - x_j||^2}{2\lambda^2}\right).
\]

Without loss of generality it can be assumed that \( m(x) = 0 \) which has a negligible effect on the predictive distribution particularly when the training data is standardised. The predictive distribution \( f(x_*) | D, \theta, x_* \) of the latent function conditioned on test input \( x_* \), training data \( D \) and hyperparameters \( \theta \) is Gaussian distributed with mean \( E(f(x_*)) \) and variance \( V(f(x_*)) \) given by:

\[
E(f(x_*)) = k_*^T(K + \sigma I)^{-1}y, \quad \text{(3)}
\]
\[
V(f(x_*)) = k(x_*, x_*) - k_*^T(K + \sigma I)^{-1}k_*, \quad \text{(4)}
\]

where \( k_* \) is a column vector of covariances between \( f(x_* \) and the training observations, and \( K \) is a kernel matrix with entries \( K_{ij} = k(x_i, x_j) \). An example of the predictive distribution of GP is shown in Figure [1].

Model selection can be done by choosing a hyperparameter setting \( \hat{\theta} \) that maximises the marginal log likelihood (MLL) \( p(Y|\theta, X) \), which is the log probability of the observed response \( Y \) being a realisation of the model given the corresponding input \( X \) in a procedure known as maximum likelihood type-II (ML-II) estimation as a frequentist approximation to a fully Bayesian treatment:

\[
\log p(Y|\theta, X) = -\frac{1}{2}(y^T(K + \sigma I)^{-1}y + \log |K + \sigma I| + n \log 2\pi), \quad \text{(5)}
\]
\[
\hat{\theta} = \arg\max_{\theta \in \mathbb{R}} \log p(Y|X, \theta). \quad \text{(6)}
\]

The MLL penalises model misfit \( y^T(K + \sigma I)^{-1}y \) and model complexity \( \log |K + \sigma I| \) which trades off between goodness of fit and overfitting respectively.
2.2. Multi-fidelity Gaussian Process

It is assumed fidelity levels \( \{X_i, Y_i\}_{1 \leq i \leq L} \) are available in the training dataset that describe the highest fidelity level \( Y_L \) with varying degrees of fidelity, where \( X_i \) is the input that generated the response \( Y_i \). Fidelity level \( i < j \) implies observations of fidelity \( i \) are a lower fidelity estimate of \( Y_L \) compared to those of level \( j \), forming a hierarchy. It is assumed observations \( y_i \in Y_t \) for corresponding input \( x_i \in X_t \) are related to an underlying latent function \( f_i \) through the observation model \( y_i = f_i(x_i) + \epsilon \) with \( \epsilon \sim iid \ N(0, \sigma) \) representing obscuring noise. The fidelity levels can be related through an autoregressive function \( f \) that expresses level \( t \) in terms of level \( t - 1 \) for \( t \geq 1 \) which exploits the correlation between levels for their prediction:

\[
 f_t(x) = f(f_{t-1}(x), x). \tag{7}
\]

An example of the MFGP approach is shown in Figure 1.

2.2.1. Linear Autoregressive Gaussian Process (LARGP)

A family of multi-fidelity models known as multi-fidelity Gaussian process models exist in literature which differ by the choice of \( f \) in which Gaussian processes are assigned as priors to equation terms resulting in a non-parametric and uncertainty propagating Bayesian statistical model that is ideal for small-data regimes. The seminal work of Kennedy & O’Hagan (2000) assumes fidelity level \( t \) is some linear model of the lower fidelity \( t - 1 \) in terms of a hyperparameter scaling factor \( \rho_t \) plus some error correction \( \delta_t(x) \) that is assigned a GP prior:

\[
 f_1(x) = \delta_1(x), \\
 f_t(x) = \rho_t f_{t-1}(x) + \delta_t(x), \quad \text{for } t \geq 2. \tag{8}
\]

By assuming independence between \( \delta_t(x) \) and lower fidelity levels \( \{f_m(x)\}_{m < t} \), a closed form solution can be derived. Due to this assumption, given \( f_{t-1}(x) \) nothing more can be learned from lower fidelity levels about \( f_t(x) \) (Markov property).

Gratiet & Garnier (2014) propose a computationally efficient recursive method for computing the posterior, involving sequentially fitting independent multi-fidelity models to fidelity level pairs \( (t-1, t) \) beginning with the lowest fidelity level under a nested data assumption \( X_i \subseteq X_j \) for fidelity levels \( i < j \). The key difference in their solution is to replace \( f_{t-1}(x) \) in Equation (8) with its posterior \( f_{t-1}^*(x) \) conditioned on all lower fidelity levels. As they prove, the resulting predictive distribution is identical to the coupled model proposed by Kennedy & O’Hagan (2000). In the model each fidelity level can be modelled with GP regression over the observations for the corresponding fidelity level and the posterior of the lower fidelity level.
The predictive distribution for test input \( x_* \) is Gaussian distributed with mean \( E(f_t(x_*)) \) and variance \( V(f_t(x_*)) \) given by:

\[
E(f_t(x_*)) = \rho_t E(f_{t-1}(x_*)) + \mu_t + k_t^T(K_t + \sigma_t I)^{-1}(y_t - \rho_t E(f_{t-1}(x_*)) - \mu_t),
\]

\[
V(f_t(x_*)) = \rho_t^2 V(f_{t-1}(x_*)) + k(x_*, x_*) - k_t^T(K_t + \sigma_t I)^{-1}k_*,
\]

where \( \mu_t \) is the mean of \( \delta_t \), \( K_t \) is the kernel matrix of the response \( f_t(x) \) defined in terms of kernel hyperparameters \( \theta_t \), and \( k_* \) is a column vector of covariances between the test point and training points. The time complexity is significantly reduced to \( O(n_t^3) \) due to the inversion of square matrices of size \( n_t \) for the sequential inference of each fidelity level \( i \) having \( n_i \) observations. In the following sections, this recursive model is used in an application to bioprocess modelling as introduced denoted MFGP.

### 2.2.2. Nonlinear Autoregressive Gaussian Process (NARGP)

Perdikaris et al. (2017) replace the restrictive linear function that relates adjacent fidelities in Equation (8) with an expressive GP \( F_t \) that can capture nonlinear relationships:

\[
f_1(x) = \delta_1(x),
\]

\[
f_t(x) = F_t(f_{t-1}(x), x), \quad \text{for} \ t \geq 2,
\]

where \( \delta_1 \) is a GP over the input \( x \). Since \( F_t(x) \) is the composition of GPs known as a Deep Gaussian Process (DGP), the posterior is no longer Gaussian (Damianou & Lawrence, 2012). To arrive at a solution, Perdikaris et al. (2017) replace \( f_{t-1}(x) \) with its posterior \( f_{t-1}^*(x) \) which assumes \( f_t \) is independent of all fidelity levels given \( f_{t-1} \). The chosen kernel is:

\[
K_1 = K_1^b(x_i, x_j),
\]

\[
K_t = K_t^b(x_i, x_j)K_t^f(f_{t-1}(x_i), f_{t-1}(x_j)) + K_t^d(x_i, x_j), \quad \text{for} \ t \geq 2,
\]

where RBF kernels \( K_f \) and \( K_d \) describe the interaction between the input \( x \) and the lower fidelity \( f_{t-1} \), and RBF kernel \( K_b \) represents the covariance of the bias. The time complexity is similar to the recursive solution to LARGP proposed by Gratiet & Garnier (2014).

### 3. Bioprocess Scale-up

Bioprocess scale-up plays an important role in biomanufacturing, as it underlies the transition from laboratory-scale early process development to a large-scale production environment (Lindskog, 2018; Richelle et al., 2020). This often involves a change in the fermentation conditions, ranging from the geometries of the bioreactors to the operating speed or flow rates of substrate supply and additions of reagents. Although small-scale data is easier to acquire, with lower experimentation cost and faster turnaround time, such data may not accurately represent the production-scale environment. As bioprocesses involve living cells which adapt and react differently to their environment, scale-up can significantly change the cell culture behaviour, resulting in changes in productivity, yield and product quality. Consequently, the bioprocesses do not simply scale according to volumetric changes, but may require a modified model to represent the new biodynamics at the larger scale (Xia et al., 2015). These differences in data fidelity pose a challenge in using lab-scale results as training data to model bioprocesses across different scales.

Existing studies have used multivariate data analysis for bioprocess scale-up (Mercier et al., 2013; Tesi et al., 2015). Such a simple statistical approach is often inadequate to address the challenges inherent in bioprocess modeling. In this paper, we propose to use a more advanced statistical machine learning approach, MFGP, which naturally treats the data from different scales with different levels of fidelity. The MFGP approach has the potential to automatically learn complex relationships between the data generated from different scales, leading to a more robust machine learning model, even if the amount of high-fidelity data is small. Hence, MFGP is very suitable for bioprocess scale-up, as the amount of available data from large-scale bioreactors is typically small due to high data acquisition cost.
3.1. Dataset

As a case study, we use the data generated from 40 fed-batch bioreactors with a culture period of 14 days. This includes 24 data points from Ambr® 250 bioreactors at the 0.25L scale and 16 data points from bioreactors at the 5L scale. The same CHO cell line was fermented across all bioreactors under different feeding strategies. For each strategy, we recorded the concentration of twenty amino acid components in the feed medium. The target variable is the end-point (at day 14) measurement of recombinant protein concentration, which is normalized into a range of 0 to 1. The distribution of the 40 data points is shown in Figure 2 via Principal Component Analysis (PCA). Our goal is to model the effects of feed medium on the recombinant protein concentration, which can further be used to optimise the feeding strategy at different scales. We build a MFGP model for the prediction task for 5L bioreactors, treating the 0.25L mini-bioreactor data as the low-fidelity level and the 5L-scale bioreactor data as the high-fidelity level.

3.2. Feature Selection

In this dataset, the number of high-fidelity data points is less than the number of features (i.e. amino acids). Using all features to train a machine learning model likely leads to overfitting. We therefore identify a subset of important features that are mostly relevant to the target (i.e. recombinant protein concentration), and use the selected subset of features to train GP models. To do so, we use a widely-used information theoretic feature selection method, Minimum-Redundancy Maximum-Relevance (MRMR) [Peng et al. 2005], which uses (conditional) mutual information to measure the relevance between features and the target. As the features and target in this dataset are continuous variables, we use the Minimum Description Length method [Fayyad & Irani 1993] to evenly divide the continuous values into five bins, following [Sun et al. 2020]. Note that the discretized dataset is only used for the feature selection procedure, whilst the original continuous dataset is used in the subsequent prediction tasks.

The MRMR method essentially provides a ranking of the features based on their relevance to the target. To determine an appropriate subset size, we vary the number of selected features ($N_f$) from 1 to 20, and train a separate LARGP model using the selected features. For each model, fifteen high-fidelity data points are used in training and one data point is left for testing. The root mean square errors (RMSE) averaged across 30 independent runs (with different random seeds) are presented in Figure 3. The results show that feature selection is beneficial in the sense that using a subset of selected features to train the LARGP model
can result in a smaller RMSE than using all the features (i.e. $N_f = 20$). The smallest RMSE is achieved when using one or eight features. In the following, we will select eight features to train all the models.

### 3.3. Comparison between MFGP Models

We consider two MFGP models, LARGP and NARGP, for the prediction task. It is important to note that the MFGP models require the nested data structure of the training data, which means for every high-fidelity data point, there must exist a corresponding low-fidelity data point with the same the feature vector (feed medium). However, this assumption might be violated as can be seen in Figure 2. To address this, we train a GP model on the low-fidelity data and use the trained model to sample new data points to satisfy the nested data assumption.

The results generated by LARGP and NARGP are presented in Figure 4. The linear autoregressive model, LARGP, performs much better than the non-linear autoregressive model, NARGP, on this dataset. The RMSE generated by the NARGP model is the same as that of GP-High, which is a GP model trained on high-fidelity data only. This indicates that the NARGP model fails to learn any correlation between high-fidelity and low-fidelity data, possibly due to the high uncertainty inherent in the dataset as can be seen in Figure 2. Hence, we will mainly consider LARGP for bioprocess scale-up in the following.

### 3.4. Comparison to Baselines

We compare the LARGP model to three baselines: 1) GP-Low, trained on low-fidelity data only, 2) GP-High, trained on high-fidelity data only, and 3) GP-Vol, trained on both low-fidelity and high-fidelity data with the volume of bioreactors as an additional feature. The RMSE generated by each method is shown in Figure 4. The LARGP model generally achieves the lowest RMSE for the task of bioprocess scale-up compared to all other methods. This demonstrates its efficacy in learning the correlation between data from different fidelities and smart use of multiple sources of information to build a better predictive model. The GP-Vol is essentially another linear autoregressive model, also learning the correlation between low-fidelity and high-fidelity data. However, it focuses on predicting for both low-fidelity and high-fidelity data, in contrast to LARGP which aims to predict for high-fidelity data only.
3.5. Effects of the Number of Training Data Points

There are totally 16 high-fidelity data points in our dataset. Here, we vary the number of high-fidelity data points used to train the GP models ($N_t = 6, 10, \text{or} 14$), and the results are shown in Figure 4. As the number of high-fidelity training data points increases, the RMSE generated by all models (except GP-Low) decreases. The GP-Low model is trained on low-fidelity data only, thus its performance is not improved when increasing the number of high-fidelity training data points. When $N_t = 6$, the RMSE generated by GP-Low is much smaller than that of GP-High, indicating that the low-fidelity data is related to the high-fidelity data. As the number of high-fidelity training data points increases, the difference between LARGP, GP-High, and GP-Vol decreases. This suggests that the methodology of utilising multiple sources of data to build a predictive model is more significant when the number of high-fidelity training data points is insufficient. In other words, if the number of high-fidelity training data points is sufficient, we can simply use the GP-High model.

4. Knowledge Transfer across Cell Lines

Similar to scaleability, cell line is another crucial process parameter that alters cell culture behaviour. A cell line is a population of transformed cells that can be divided indefinitely while maintaining stability of certain phenotypes and functions (Lindskog et al., 2018). Different cell lines are developed for each biological product through a process of cell line development. A desirable cell line should be highly adaptive to the fermentation conditions, such that it can retain a stably high growth rate and productivity (Castan et al., 2015). Knowledge transfer across cell lines is highly desirable when developing a new bioproduct, as it can potentially harness the historical experimental data of different cell lines to reduce the high cost of generating new data (Hutter et al., 2021; Rogers et al., 2022). However, the underlying relationship between different cell lines is often complex and difficult for data-driven methods to learn. Here, we propose that the MFGP approach is a powerful technique that can automatically learn the relationship between different cell lines from data and provides a natural approach for knowledge transfer across cell lines.

4.1. Dataset

As a case study, we focus on Chinese Hamster Ovary (CHO) cell lines, which are primarily used in the biopharmaceutical manufacturing industry to produce recombinant monoclonal antibodies (mAb). Different
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Figure 5: The distribution of data points from different cell lines. The x axis is the first principal component of the throughput parameters at the midpoint day and the y axis is the normalized mAb concentration.

recombinant protein products often require different CHO cell lines, for example, CHO-K1, CHO-RD, or CHO.1F8 (Zhang et al., 2013). For this case study, we use the dataset presented in (Gangadharan et al., 2021), which was extracted from AstraZeneca upstream process development and production databases. For each cell culture, the 22 throughput parameters (e.g., Glutamine and Glutamate) were recorded for 17 days. The task was to predict the mAb concentration at the endpoint day using the throughput parameters at the midpoint day (Gangadharan et al., 2021). The values of each parameter were normalized to the range between 0 and 1, and the categorical parameters were anonymised using alphabet letters. There are 30 data points from cell line A and 9 data points from cell line H, and the data distribution is visualised in Figure 5 via PCA. Our aim is to build a MFGP model for knowledge transfer between cell lines A and H. Specially, we use the data from cell line A as low-fidelity data and that from cell line H as high-fidelity data.

4.2. Feature Selection

We first use the MRMR method to select a subset of relevant features for this prediction task, similar to that in Section 3.2. The RMSE generated by LARGP when using different number of selected features is shown in Figure 6. We can observe that using a subset of selected features to train the LARGP model can lead to a smaller RMSE as compared to using all the features (i.e. $N_f = 22$). The smallest RMSE is generated when using six features to train the LARGP model. However, as the number of high-fidelity data points in this dataset is only nine, using six features to train a machine learning model can still lead to overfitting, especially for the GP model trained only on the high-fidelity data. Hence in our subsequent study, we will select three features, for which the RMSE generated by LARGP is also low.

4.3. Comparison between MFGP Models

We compare the performance of LARGP and NARGP on the task of knowledge transfer across cell lines. The nested data assumption is satisfied by using the same method as in Section 3.3. The RMSEs generated by both models are presented in Figure 7. Interestingly, the non-linear autoregressive model (NARGP) performs better than the linear autoregressive model (LARGP) on this dataset, suggesting the correlation between the data from the cell lines is non-linear. Hence, we will mainly consider NARGP for knowledge transfer across cell lines in our subsequent study.
Figure 6: The RMSE generated by LARGP when using different number of features selected by MRMR for knowledge transfer across cell lines.

Figure 7: The RMSE generated by the machine learning models for knowledge transfer between cell lines. \( N_t \) is the number of high-fidelity data points used in training with the remaining data points used for testing. The RMSE is averaged across 30 independent runs with different random seeds.

### 4.4. Comparison to Baselines

We compare the NARGP model to three baselines: 1) GP-Low, trained on low-fidelity data only, 2) GP-High, trained on high-fidelity data only, and 3) GP-Cat, trained on both low-fidelity and high-fidelity data with the category of cell lines (i.e., 1 and 2) as an additional feature. Note that similar to LARGP, the GP-Cat model is equivalent to a linear autoregressive model that is able to learn any linear correlation between the low-fidelity and high-fidelity data. However, the GP-Cat model aims to minimise the prediction error for both low-fidelity and high-fidelity data, whilst the LARGP model aims to minimise the prediction error for the high-fidelity data only.
error for high-fidelity data only.

The RMSEs generated by all the models are presented in Figure 7. The GP-Low model performs much worse than other models, suggesting that the low-fidelity data is significantly different from high-fidelity data in this dataset and the knowledge about cell line A cannot be directly transferred to cell line H. Interestingly, the two linear autoregressive models, LARGP and GP-Cat, are generally outperformed by the GP-High model. This again indicates that the correlation between low-fidelity and high-fidelity data in this dataset is nonlinear, requiring a more sophisticated model such as NARGP. As expected, the NARGP model achieves the lowest RMSE for this prediction task as compared to all other models.

4.5. Effects of the Number of Training Data Points

We investigate the effect of the number of training data points on the performance of the machine learning models. To do so, we vary the number of high-fidelity data points used in training ($N_t = 3, 5, or 7$), with the remaining high-fidelity data points for testing. The results in Figure 7 show that the performance of all models improves (except GP-Low) when more high-fidelity training data points are available. The performance of GP-Low does not improve as it is trained on low-fidelity data. The efficacy of the NARGP model is more significant when a smaller amount of high-fidelity training data is available.

5. Conclusion

In this article, we have proposed to use a statistical machine learning approach named Multi-Fidelity Gaussian Process (MFGP) for process modelling in biomanufacturing. We have shown that this MFGP technique provides a powerful tool to deal with the small data challenge in bioprocess modelling, by making use of multiple sources of data with different levels of fidelity. We have successfully applied MFGP for bioreactor scale-up and knowledge transfer across cell lines, representing two important problems in biomanufacturing. For bioreactor scale-up, we demonstrated that using the data collected from small bioreactors as low-fidelity data can yield an improved model for the prediction task for large bioreactors. Similarly, for knowledge transfer across cell lines, we treated the data generated from different cell lines as different levels of fidelity, and showed that the pattern underlying one cell line (i.e., the one treated as low-fidelity data) can be successfully transferred to another (i.e., the one treated as high-fidelity). We showed that the MFGP technique can achieve a higher accuracy for these two prediction tasks as compared to three baseline methods, especially when the amount of training data is small.

We have considered two MFGP models in this paper, a linear autoregressive model (LARGP) and a nonlinear autoregressive model (NARGP). The results showed that 1) for bioprocess scale-up, the LARGP model performs better as the corresponding dataset is too noisy for the NARGP model to learn any complex correlation between data from different scales; and 2) for knowledge transfer across cell lines, the NARGP model performs better as the correlation between the cell lines is nonlinear in the dataset considered. In future work, it will be interesting to consider more MFGP models (e.g., Cutajar et al., 2019) and develop a method that can automatically select a well-performed MFGP model based on the characteristics of the dataset under consideration. This may be achieved by using algorithm selection techniques (Muñoz et al., 2015) and instance space analysis (Andrés-Thió et al., 2022). There may exist other opportunities of leveraging MFGP for bioprocess modeling. For example, we can use simulation data generated from a mechanistic model (Kyriakopoulos et al., 2018) as low-fidelity data and real data from bioreactors as high-fidelity data. This can potentially lead to a novel and effective hybrid model (Tsopanoglou & del Val, 2021; Sokolov et al., 2021), suitable for tackling the challenge of small data in bioprocess modeling.
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