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Abstract
In this paper we continue the study of prime graphs of finite solvable groups. The prime graph, or Gruenberg-Kegel graph, of a finite group $G$ has vertices consisting of the prime divisors of the order of $G$ and an edge from primes $p$ to $q$ if and only
if \( G \) contains an element of order \( pq \). Since the discovery of a simple, purely graph theoretical characterization of the prime graphs of solvable groups in 2015 these graphs have been studied in more detail from a graph theoretic angle. In this paper we explore several new aspects of these graphs. We characterize regular reseminant graphs and study the automorphisms of reseminant graphs for arbitrary base graphs. We then study minimal prime graphs on larger vertex sets by a novel regular graph construction for base graphs and by proving results on prime graph properties under graph products. Lastly, we present the first new way, different from vertex duplication, to obtain a new minimal prime graph from a given minimal prime graph.

1 Introduction

The prime graph of a finite group \( G \), also known as a Gruenberg-Kegel graph, is the graph with vertex set defined as the primes dividing \( |G| \) and edges \( \{p, q\} \) for primes \( p \) and \( q \) if and only if there is an element of order \( pq \) in \( G \). A recent and powerful result [3] is that a graph is isomorphic to the prime graph of a finite solvable group if and only if its complement is triangle-free and 3-colorable. As we will use the idea of a prime graph of a finite solvable group heavily, we call these solvable prime graphs. A particularly important subclass of solvable prime graphs is that of minimal prime graphs. Minimal prime graphs have the least possible edges such that removing an edge causes the complement to no longer be 3-colorable or triangle-free.

In this paper we continue the study of solvable prime graphs begun in [3] and [2]. We will present a multitude of new results on these graphs, thereby further developing some leads from the earlier work.

One of the first discoveries on the subject was that the process of vertex duplication is a tool to create a new minimal prime graph from a given one by adding a new vertex. Since then, reseminant graphs — minimal prime graphs obtained by repeated vertex duplication from the 5-cycle \( C_5 \) (the smallest minimal prime graph) — have been actively studied.

Results in [2] aim to generalize the notion of reseminant graphs, which we expand in this paper in Section 2. In that section we also take the study of reseminant graphs into new directions by characterizing regular reseminant graphs and the structure of automorphism groups of reseminant graphs for a starting graph that is not necessarily \( C_5 \). From this investigation, a natural need arises for increasingly complex examples of minimal prime graphs. This led us to our next avenue of study.

We wanted to find examples of minimal primes graphs on increasingly larger sets of vertices which cannot be generated from vertex duplication. (We call such graphs base graphs.) Using results from [6], in Section 3 we introduce a new method to produce an infinite family of base graphs, which includes \( C_5 \). In Section 4 we then extend the search for minimal prime
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graphs on larger vertex sets by investigating the effect of products like the direct product, Cartesian product, and strong product in preserving minimality.

Lastly, there has been a search for other generation methods like vertex duplication to produce new minimal prime graphs from given ones. In Section 5 we present the first advance in this direction: a method we call *clique generation*. This is the first method that is separate from vertex duplication.

All code used to create and validate solvable prime graphs and minimal prime graphs can be found at [4] and was created using [5].

1.1 Notation and Background

- All graphs are simple and undirected unless otherwise stated. We define a graph $\Gamma$ to be the pairing $\Gamma = (V(\Gamma), E(\Gamma))$ where $V(G)$ and $E(G)$ are the vertex and edge sets, respectively.

- Given a graph $\Gamma$, the graph $\overline{\Gamma}$ is its complement.

- We denote the graph $\Gamma \setminus \{u,v\}$ to be the graph with the vertices $p$ and $q$ and their associated edges removed.

- We use the notation $\{u,v\}$ to denote an undirected edge between vertices $u$ and $v$.

- We use $N_1(v)$ to denote the neighbors of $v$ i.e. the set of vertices with distance 1 from $v$. We use $N_1[v]$ to denote the closed neighborhood of $v$, i.e. set of vertices with distance less than or equal to 1 from $v$.

- Two vertices $u$ and $v$ are called *true twins* if they share the same closed neighborhood, i.e. if $N_1[u] = N_1[v]$.

- A set of vertices $K$ is called a *clique* if all vertices in $K$ are adjacent.

- The set of resemiant graphs $\mathcal{R}$ are the graphs generated by vertex duplication from the Cycle Graph of 5 vertices $C_5$.

- For any graph $\Gamma$, we define the set of $\Gamma$-resesimant graphs to be the set of those graphs which can be obtained by starting with $\Gamma$ and performing a finite number of vertex duplications on it.

- All groups are finite unless otherwise stated.

**Definition 1.1 (Vertex Duplication).** *Suppose $\Gamma$ is a minimal prime graph with a subset of vertices $U$ such that there exists a vertex $w \in \Gamma$ with $V = N_1[w]$. Then, the graph $\Gamma' = (V(\Gamma) \cup \{w'\}, E(\Gamma) \cup \{\{w', u\} \mid u \in U\})$ i.e. the graph formed by adding a vertex $w'$ adjacent to the same vertices as $w$ as well as $w$ itself, is a minimal prime graph generated from $\Gamma$.***
Definition 1.2. A minimal prime graph $\Gamma$ is a connected graph on two or more vertices such that

1. $\Gamma$ is triangle-free
2. $\Gamma$ is 3-colorable
3. For any edge $\{u, v\}$ in $\Gamma$, the graph $\Gamma \setminus \{u, v\}$ is no longer triangle-free and 3-colorable

A simple example of a minimal prime graph is below.

![Minimal Prime Graph](image)

Figure 1: Removing the red edge from the minimal prime graph on the left results in a triangle in its complement on the right.

2 Products and Automorphisms of $\Gamma$-Reseminent Graphs

Reseminent graphs in [3] originally referred to the family of graphs generated from repeated vertex duplication on the cycle graph $C_5$. Reseminent graphs were then generalized in [2] to $\Gamma$-reseminent graphs, where $\Gamma$ is a base graph. We continue to investigate $\Gamma$-reseminent graphs by developing techniques to determine graph regularity and by formalizing the structure of their automorphism groups.

Definition 2.1. A graph is a base graph if no two vertices are adjacent with the same adjacency relations to the other vertices, i.e. there are no sets of true twins.

2.1 $C_5$-Reseminent, Direct Products, and Vertex Duplication as a Matrix

In our investigations of $\Gamma$-reseminent graphs, we found it useful to model vertex duplication in the language of matrices. We used these matrices to determine when a graph would be regular under repeated vertex duplications. The following results easily expand to arbitrary $\Gamma$-reseminent graphs. But, we will consider the case of $\Gamma = C_5$ and motivate the results with a short example.
Duplicating a vertex on $C_5$, increases the degree of the original and its neighbors by 1. Likewise, duplications on vertices 4 and 1 increases the degree of the set of true twins of vertex 0 by 2. The adjacency matrix of $C_5$ identifies the number of neighbors a vertex has, so adding the identity matrix gives us a way to model vertex duplication.

As it is not intuitively obvious, we observe that a minimal prime graph does not need to be regular. As a counterexample, take the non-regular minimal prime graph below.

We demonstrate the usefulness of the reformulation of vertex duplication in terms of matrices by proving that $C_5$-resemnant graphs are only regular of a certain form. Furthermore, we prove that there are no non-trivial $C_5$-resemnant graphs that are complement direct products. The **direct (or tensor or Kronecker) product** $G \times H$ of graphs $G$ and $H$ is defined as the graph with vertex set $V(G) \times V(H)$ and $\{(x, y), (x', y')\}$ is an edge in $G \times H$ if and only if $\{x, x'\} \in E(G)$ and $\{y, y'\} \in E(H)$.

Note that the direct product of regular graphs is a regular graph that has a degree equal to the product of the degrees of its factors. As we will use it later on, note that if $G$ is $k$-regular, then the compliment $\overline{G}$ is a $(n - k - 1)$-regular graph.

**Lemma 2.2.** If $\Gamma_1, \ldots, \Gamma_n$ are graphs such that $\Gamma_j$ is $k_j$-regular for $j \in [1, n]$, then $\bigotimes_{i=1}^{n} \Gamma_i$ is regular of degree $\prod_{j=1}^{n} k_j$. 

Figure 2: Vertex 0 duplicated once on the Cycle Graph $C_5$.

Figure 3: Non-regular minimal prime graph.
Proof. Suppose $\Gamma_j$ is a $k_j$-regular graph with $m_j$ vertices, then $A(\Gamma_j) \cdot \mathbf{1}_j = k_j \cdot \mathbf{1}_j$ where $\mathbf{1}_j$ is the all-1 column vector of length $m_j$ for $j \in [1, n]$. Consider the adjacency matrix $A(\bigtimes_{i=1}^n \Gamma_i) = \bigtimes_{i=1}^n A(\Gamma_i)$, which is a $\left( \prod_{j=1}^n m_j \right) \times \left( \prod_{j=1}^n m_j \right)$ matrix. It follows that the all-1 column vector of length $\prod_{j=1}^n m_j$ is equal to $\bigtimes_{j=1}^n \mathbf{1}_j$ and so we have:

$$\left( \bigtimes_{j=1}^n A(\Gamma_j) \right) \cdot \bigtimes_{j=1}^n \mathbf{1}_j = \bigtimes_{j=1}^n A(\Gamma_j) \cdot \mathbf{1}_j = \bigtimes_{i=1}^n k_i \cdot \mathbf{1}_j = \left( \prod_{j=1}^n k_j \right) \bigtimes_{i=1}^n \mathbf{1}_j$$

Therefore, the direct product $\bigtimes_{i=1}^n \Gamma_i$ is regular of degree $\prod_{j=1}^n k_j$.

Theorem 2.3. All graphs generated from $C_5$ through vertex duplication in $\mathcal{R}$ are non-regular or $k$-regular on $n$ vertices where $k = 2 + 3h$ and $n = 5 + 5h$ for some positive integer $h$.

Proof. Let $G \in \mathcal{R}$ be an arbitrary graph generated from vertex duplication on $C_5$. We choose a labeling of $G$ such that an isomorphic copy of $C_5$ is labeled $1, 2, \ldots, 5$. Let $\Pi$ be a partition of $V(G)$ where $\Pi = \{V_1, V_2, \ldots, V_5\}$ such that $V_i$ is the set of true twins of vertex $i \in \{1, 2, \ldots, 5\}$. By Lemma 7.4 of [2] vertex duplication on any vertex in the same set of true twins $V_i \in \Pi$ produces isomorphic graphs. Thus, we can treat our graph $G$ as having been generated from some sequence of duplications of the vertices $1, 2, \ldots, 5$. Denote this sequence by $(a_1, \ldots, a_d)$, where $d$ denotes the total number of vertex duplications and $a_i \in \{1, 2, \ldots, 5\}$ for all $i$.

Next, we show that we only need consider the number of times each vertex is duplicated and can safely ignore the order in which this is done. Let $G'$ be the remesnant graph that is given by a reordering of the sequence $(a_i)$. We define the identity isomorphism between the base graphs of $G$ and $G'$, which are both $C_5$. By Lemma 7.3 of [2], this extends to an isomorphism $\varphi : G \to G'$ since the set of true twins of $G$ and $G'$ are identical. So, we can safely reorder the sequence. Therefore, we need only to consider the multiplicities of each of the 5 vertices.

Let $v = (v_1, v_2, v_3, v_4, v_5)^T$ be the vector whose component $v_i$ for $i \in \{1, \ldots, 5\}$ represents the degree of the vertices in the set $V_i$. Let $w = (w_1, w_2, w_3, w_4, w_5)^T$ be the vector where $w_i$ equals the number of times a vertex was duplicated in $V_i$ to attain the graph $G$. The vector $w$ uniquely determines the graph $G$ as any tuple with multiplicities $w_i$ produces a graph isomorphic to $G$. This follows directly from Lemma 7.5 of [2]. As vertex duplication creates a vertex with the same adjacency relations, we can model the action of vertex duplication via the following matrix.

$$A = \begin{bmatrix} 1 & 1 & 0 & 0 & 1 \\ 1 & 1 & 1 & 0 & 0 \\ 0 & 1 & 1 & 1 & 0 \\ 0 & 0 & 1 & 1 & 0 \\ 1 & 0 & 0 & 1 & 1 \end{bmatrix}$$

We can then relate the vectors $w$ and $v$ by the relation $Aw + (2, 2, 2, 2, 2)^T = v$. Note the all-2 column is from the starting degree of $C_5$. As we are determining exactly when $G$ is $k$-regular
for some positive integer $k$, we set $v = (k, k, k, k, k)$ and get $w = (\frac{k-2}{3}, \frac{k-2}{3}, \frac{k-2}{3}, \frac{k-2}{3}, \frac{k-2}{3})^T$.

The determinant of $A$ is 3, so we conclude $w$ is the unique solution. As we can only duplicate vertices an integer number of times, we restrict our attention to the case when $w$ has integral entries. For this to be the case, we see we must have $k = 2 + 3h$.

We conclude that if $G$ is $k$-regular, $k = 2 + 3h$ for some $h$. We have a total of $5h$ vertex duplications, so the total number of vertices in $G$ is $5 + 5h$. It follows then that $G$ is non-regular for all other integer solutions to $A\vec{w} + 2I = \vec{v}$.

We define the complementary direct product $\overline{\times}$ as $G\overline{\times}H = \overline{G} \times \overline{H}$. As an application of Theorem 2.3, we will show that the only resemimant graph contained within $T = \{\times_{i=1}^n C_5 \mid n \in \mathbb{N}\}$ is $C_5$. We will show later that the graphs contained within $T$ are solvable prime graphs.

**Theorem 2.4.** Let $T = \{\times_{i=1}^n C_5 \mid n \in \mathbb{N}\}$ be the prime graphs constructed from repeated direct products. Then, the sets $T$ and $R$ intersect at $T \cap R = \{C_5\}$.

**Proof.** Suppose $\Gamma \in T \cap R$ and $G$ is not isomorphic to $C_5$. Since $\Gamma$ is contained in $T$, we have that $\Gamma = \times_{i=1}^t C_5$ for some positive integer $t$ and so $\Gamma$ has $n = 5^t$ total vertices. Note that since $C_5$ is self-complementary, we have that $\times_{i=1}^t C_5 = \times_{i=1}^t C_5$. By Lemma 2.2, the graph $\times_{i=1}^t C_5$ is $2t$ regular and so $\Gamma$ is $(5^t - 2t - 1)$-regular. But, $\Gamma$ is also contained in $R$ and is regular. By Theorem 2.3 there exists a positive integer $h$ such that $5^t - 2t - 1 = 2 + 3h$ and $5^t = 5 + 5h$.

Substituting for $h = 5^{t-1} - 1$, we get

\[
5^t - 2t - 1 = 2 + 3(5^{t-1} - 1)
\]

\[
5^t - 3 \cdot \frac{5^t}{5} - 2t = 0
\]

\[
\frac{2}{5} 5^t - 2t = 0
\]

\[
2(5^{t-1} - 2^{t-1}) = 0
\]

It follows that our only solution is $t = 1$. But, this means that $\Gamma$ was actually $C_5$ and so $T \cap R = \{C_5\}$. \qed

### 2.2 Automorphism Group Structure of $\Gamma$-Reseminant Graphs

From observation, the structure of a $\Gamma$-reseminant graph appears to follow the symmetry of the base graph $\Gamma$. This section examines the connection between the symmetries of a $\Gamma$-reseminant graph and $\Gamma$ through their automorphism groups.

**Lemma 2.5.** Let $\Gamma = (V, E)$ and $H$ be a set of true twins of a vertex $v$ with size $n$. Then, the induced subgraph $\Gamma[H] = (H, E_H)$ where $E_H = \{(u, v) \mid u, v \in H, \{u, v\} \in E\}$ is isomorphic to $K_n$. 

7
Proof. Recall that vertex duplication creates a new vertex that has identical adjacency relations to the original. The claim follows immediately. \hfill \Box

**Theorem 2.6.** Given a base graph $\Gamma$ on $n$ vertices, let $G$ be a $\Gamma$-reseminent graph with sets of true twins $V_i$ of size $h_i$ for $i \in \{1, 2, \ldots, n\}$. Then, there exists a subgroup $H$ isomorphic to the direct product of symmetric groups $S_{h_1} \times \cdots \times S_{h_n}$ such that $H \triangleleft \text{Aut}(G)$.

Furthermore, $\text{Aut} G[V_1] \times \cdots \times \text{Aut} G[V_n] \cong H$.

**Proof.** Let $\Pi$ be a partition of $V(G)$ into the set of true twins $V_1, V_2, \ldots, V_n$ where $V_i$ is the set of the vertex $i \in \{1, 2, \ldots, n\}$ in the base graph $\Gamma$. Let $\Pi$ also be an $\text{Aut}G$-set where $g \in \text{Aut}G$ acts on the $\Pi$ by $gV_i = V_{\sigma(i)}$ for a permutation $\sigma \in S_n$. We have then a homomorphism $\psi : \text{Aut}G \to S_n$ defined by sending an automorphism $g$ to its induced permutation $\sigma \in S_n$.

Let $H$ be the kernel of this homomorphism. Then $H$ is a normal subgroup of $\text{Aut}G$ and consists of all automorphisms of $G$ which act trivially on $\Pi$, but permute the individual sets $V_i$ of true twins internally.

Recall that by Lemma 2.5, the induced subgraph $G[V_i]$ is isomorphic to $K_{h_i}$. Therefore, we have that $\text{Aut} G[V_i] \cong S_{h_i}$. Let $\phi : H \to S_{h_1} \times \cdots \times S_{h_n}$ be the map defined by sending an automorphism $h \in H$ that acts on each $V_i \in \Pi$ by $\sigma_i$ to the product $\sigma_1 \times \sigma_2 \times \cdots \times \sigma_n$ for $\sigma_i \in S_{h_i}$.

It is easy to see that $\phi$ is an isomorphism and so $H \cong S_{h_1} \times \cdots \times S_{h_n}$. Since $G[V_i] \cong K_{h_i}$ for $i \in \{1, 2, \ldots, n\}$ and $\text{Aut} K_{h_i} \cong S_{h_i}$, we have that $\text{Aut} G[V_1] \times \cdots \times \text{Aut} G[V_n] \cong H$. \hfill \Box

Since we found a normal subgroup, it is a natural step to consider the quotient $(\text{Aut} G)/H$ in an effort to establish a connection between $\text{Aut} G$ and $\text{Aut} \Gamma$.

For the next result, we use Proposition 7.2 from [2], which says that taking the base graph $\Gamma$ of a $\Gamma$-reseminent graph $G$ is a well-defined operation. Moreover, by Lemma 7.3 of [2], the image of $\Gamma$ under an automorphism $\varphi$ is an isomorphic copy of $\Gamma$. There may be many isomorphic copies of $\Gamma$ in $G$. So, an automorphism maps a copy of $\Gamma$ to another copy, which may be on different vertices.

**Theorem 2.7.** Given a base graph $\Gamma$ on $n$ vertices, let $G$ be a $\Gamma$-reseminent graph with a partition $\Pi$ containing sets of true twins $V_i$ of size $h_i$ for $i \in \{1, 2, \ldots, n\}$. Then, $\text{Aut}(G)/H \cong K \subseteq \text{Aut} \Gamma$ for a subgroup $K$ where $H \cong S_{h_1} \times \cdots \times S_{h_n}$.

**Proof.** We choose an arbitrary base graph $\Gamma$ of $G$ and label the vertices 1 through $n$ such that $i \in V_i$ for $i \in \{1, 2, \ldots, n\}$. Without loss of generality, we restrict our attention to the induced base graph $G[\{1, 2, \ldots, n\}] \cong \Gamma$ and construct an automorphism such that $\varphi \in \text{Aut} G$ maps $G[\{1, 2, \ldots, n\}]$ to itself. Let $\hat{\varphi}$ be an automorphism of $G$ such that $\hat{\varphi}(V_i) = V_j$ for some $i, j \in \{1, 2, \ldots, n\}$ and where $\hat{\varphi}(\ell) = j$ for some vertex $\ell \in V_i$. Let $h_i$ be an automorphism in $H = \{ h \in \text{Aut} G \mid h(V_i) = V_i, \forall t \in \{1, 2, \ldots, n\} \}$ that acts by the identity permutation on all $V_k \in \Pi$ for $k \neq i$ and acts by the transposition $\tau = (i \ \ell)$ on $V_i$. Recall that $H$ is the kernel of the homomorphism in Theorem 2.6.
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Then, we have that \( h_i(i) = \ell \) and so \( \phi \circ h_i(i) = j \). Using the same process, we find automorphisms \( h_1, \ldots, h_n \) such that \( \varphi(i) = j \) whenever \( \varphi(V_i) = V_j \) for all \( i, j \in \{1, 2, \ldots, n\} \). We set \( \varphi = \phi h_1 \cdots h_n \). The map \( \varphi \) is the composition of automorphisms of \( G \), so \( \varphi \) is an automorphism. It follows that \( \varphi \) is contained in the coset \( \varphi H \in \text{Aut}(G)/H \) as well. Moreover, the restriction of \( \varphi \) to the induced subgraph \( G[\{1, 2, \ldots, n\}] \cong \Gamma \) is an automorphism of \( G[\{1, 2, \ldots, n\}] \) as it maps the induced subgraph to itself. Our choice of automorphism was arbitrary and so for any coset \( \varphi H \), there is an automorphism contained in \( \varphi H \) such that it maps \( G[\{1, 2, \ldots, n\}] \) to itself. As \( G[\{1, 2, \ldots, n\}] \cong \Gamma \), we refer to \( G[\{1, 2, \ldots, n\}] \) as \( \Gamma \) for clarity.

We then construct \( \psi : \text{Aut}(G)/H \rightarrow \text{Aut}\Gamma \) by mapping \( \varphi H \) to \( \sigma = \phi|_\Gamma \) for an automorphism \( \phi \in \varphi H \) such that \( \phi \) fixes \( \Gamma \). We will show \( \psi \) is well-defined. Suppose \( \phi_1, \phi_2 \in \varphi H \) such that \( \phi_1 \) and \( \phi_2 \) both fix \( \Gamma \). Recall that \( \text{Aut}(G)/H \) acts faithfully on the partition of true twins \( \Pi \) by Theorem 2.6. So, the automorphisms contained in the coset \( \varphi H \) act identically on \( \Pi \); that is, we have that \( \phi_1(V_i) = V_j = \phi_2(V_i) \) for all \( i, j \in \{1, 2, \ldots, n\} \). By construction, we have also \( \phi_1(i) = j = \phi_2(i) \) for all \( i, j \in \{1, 2, \ldots, n\} \) and so \( \phi_1|_{\Gamma} = \phi_2|_{\Gamma} \).

Suppose \( \psi(\varphi H) = \psi(\varphi_2 H) = \sigma \). As \( \sigma \) is the restriction \( \phi|_{\Gamma} \) for some automorphism \( \phi \in \text{Aut}G \), then \( \phi \) is in the cosets \( \varphi_1 H \) and \( \varphi_2 H \). But, the cosets of \( H \) partition \( \text{Aut}G \) and so we must have that \( \varphi_1 H = \varphi_2 H \). Therefore, the map \( \psi \) is injective.

We show now that \( \psi \) is a homomorphism. Suppose \( \psi(\varphi_1 H) = \sigma_1 = \phi_1|_{\Gamma} \) and \( \psi(\varphi_2 H) = \sigma_2 = \phi_2|_{\Gamma} \). Note that \( (\phi_1 \phi_2)|_{\Gamma} = \phi_1|_{\Gamma} \phi_2|_{\Gamma} \). We have then \( \psi(\varphi_1 H \varphi_2 H) = \psi(\varphi_1 \varphi_2 H) = (\phi_1 \phi_2)|_{\Gamma} = \phi_1|_{\Gamma} \phi_2|_{\Gamma} = \psi(\varphi_1 H) \psi(\varphi_2 H) \).

Therefore, \( \psi \) is a homomorphism. As \( \psi \) is injective and a homomorphism, we have that \( \text{Aut}(G)/H \cong K \subseteq \text{Aut}\Gamma \) for \( \text{im}(\psi) \cong K \subseteq \text{Aut}\Gamma \).

**Theorem 2.8.** Let \( G \) be a \( C_5 \)-reseminent graph with sets of true twins of sizes \( h_1, h_2, \ldots, h_5 \) for \( V_1, V_2, \ldots, V_5 \), respectively. Then,

\[\]

i) If \( G \) is \( k \)-regular, then \( h_1 = h_2 = h_3 = h_4 = h_5 =: h \) and \( \text{Aut}(G)/H \cong \text{Aut}C_5 \cong D_5 \) where \( H \cong S_h \times S_h \times S_h \times S_h \times S_h \).

\[\]

ii) If \( G \) is non-regular and there are no reflections of \( G \), then \( \text{Aut}G = H \cong S_{h_1} \times S_{h_2} \times S_{h_3} \times S_{h_4} \times S_{h_5} \).

\[\]

iii) If \( G \) is non-regular and has at least one reflection, then \( \text{Aut}(G)/H \cong \mathbb{Z}_2 \) where \( H \cong S_{h_1} \times S_{h_2} \times S_{h_3} \times S_{h_4} \times S_{h_5} \).

\[\]

**Proof.** i) By Theorem 2.7, we know \( \text{Aut}(G)/H \) is isomorphic to a subgroup of \( \text{Aut}C_5 = D_5 \) where \( H \cong S_{h_1} \times S_{h_2} \times S_{h_3} \times S_{h_4} \times S_{h_5} \). Suppose \( G \) is \( k \)-regular where \( k = 2 + 3\ell \) for some positive integer \( \ell \). By Theorem 2.3, we know all regular graphs generated from \( C_5 \) are of this form. We can also deduce that all sets of true twins have the same size. By Theorem 2.7, we know \( \text{Aut}(G)/H \cong K \subseteq D_5 \). The assertion now follows from the symmetry of the graph.

ii) We cannot permute the graph by rotations or reflections. However, we can still internally permute \( V_i \) for \( i \in \{1, 2, \ldots, 5\} \). It follows then that \( \text{Aut}(G) \cong H \).
iii) As $G$ is non-regular, then not all sets $V_i$ are of the same size. If $5 \mid |\text{Aut}(G)/H|$, then there is an element of order 5 in $\text{Aut}(G)/H$. Since $\text{Aut}(G)/H \cong K \subseteq D_5$, the element of order 5 in $\text{Aut}(G)/H$ must correspond to a rotation. But, this implies all $V_i$ can be mapped to each other, which contradicts that they do not have the same size. So, we cannot have that $5 \mid |\text{Aut}(G)/H|$. Since there is an axis of symmetric, we do have an element of order 2 corresponding to a reflection. Hence, $2 \mid |\text{Aut}(G)/H|$ and so $\text{Aut}(G)/H \cong \mathbb{Z}_2$.

Given a base graph $\Gamma$, the logic of Theorem 2.8 can be used to study the automorphism groups of any $\Gamma$-resemnant graphs. This is due to Theorem 2.7 since it tells us that automorphism groups of minimal prime graphs generated from base graphs via vertex duplication have strict restrictions on their structure. Mainly, that their automorphism groups always have a direct product of symmetric groups $H$ related to the action of duplication such that quotienting by $H$ gives a group isomorphic to a subgroup of the automorphism group of the starting base graph.

### 3 Family of Base Graphs

Continuing our investigations into $\Gamma$-resemnant graphs, we wanted to find more complex examples of base graphs. We often use $C_5$ as a prototypical example of a base graph and a minimal prime graph due to its size and regular structure. However, there are many graphs which share these properties. We now prove results, which generalize a family of graphs that contain $C_5$. This produces an infinite class of base graphs that are also minimal prime graphs.

**Definition 3.1.** Let $n, k \in \mathbb{N}$. Define $G_{n,k}$ to be the graph with vertex set

$$V = \{0, 1, \ldots, n - 1\}$$

and there is an edge between the vertices $i, j$ if and only if at least one of $i - j$ or $j - i$ is in the set $\{\pm k, \pm (k + 1), \ldots, \pm (2k - 1)\}$.

**Lemma 3.2.** Suppose $n, k \in \mathbb{N}$ are such that $n \geq 6k - 2$ and $n \neq 3, 7, 9$. Then $G_{n,k}$ is a triangle-free regular graph whose degree is equal to $2k$.

**Proof.** This follows immediately from the results in [6].

For the purposes of minimal prime graphs, we now how to verify properties about the 3-colorability of these graphs.

**Lemma 3.3.** Let $n \geq 5$ with $n \equiv 0, 5 \mod 6$ and $k = \lfloor (n+2)/6 \rfloor$. Then $G_{n,k}$ is 3-colorable.

We believe it is the case that all such graphs have chromatic number 3, but we only require the weaker 3-colorability.
Proof. We first show the statement holds for \( n \equiv 0 \mod 6 \). We note in this case that \( n = 6k \), and so our vertices are labeled from 0 to \( 6k - 1 \).

Letting the set of colors be \( \{0, 1, 2\} \), we take the following function as our coloring:

\[
f(v) = \begin{cases} 
0 & 0 \leq v < k \\
1 & k \leq v < 2k \\
2 & 2k \leq v < 3k \\
0 & 3k \leq v < 4k \\
1 & 4k \leq v < 5k \\
2 & 5k \leq v < 6k 
\end{cases}
\]

We see by symmetry it suffices to verify no vertices \( v \) with \( 0 \leq v < k \) are adjacent to a vertex colored 0. We see for a vertex \( u \) also with \( 0 \leq u < k \) we have \( (v - u) \in \{0, \pm 1, \ldots, \pm(k-1)\} \), and so none are adjacent. We see for a vertex \( u \) instead with \( 3k \leq u < 4k \) that we have \( (v - u) \in \{\pm(2k+1), \ldots, \pm(4k-1)\} \), and so again no pair is adjacent.

We now show the statement holds for \( n \equiv 5 \mod 6 \). We note in this case that \( n = 6k - 1 \), and so our vertices are labeled from 0 to \( 6k - 2 \).

Letting the set of colors be \( \{0, 1, 2\} \), we take the following function as our coloring:

\[
f(v) = \begin{cases} 
0 & 0 \leq v < k \\
1 & k \leq v < 2k \\
2 & 2k \leq v < 3k \\
0 & 3k \leq v < 4k \\
1 & 4k \leq v < 5k \\
2 & 5k \leq v < 6k - 1 
\end{cases}
\]

We see no vertices colored 0 or 1 can be adjacent for the same reason as in the \( n \equiv 0 \mod 6 \) case. Consider any two vertices colored 2. We see for a similar reason as to the other colors that if they are both within the same range of \( [2k, 3k) \) or \( [5k, 6k - 1) \) they are not adjacent. In the event the two vertices are in different ranges, we see points in the \( 2k \) to \( 3k - 1 \) range and points in the \( 5k \) to \( 6k - 2 \) range are at least a distance of \( 6k - 2 - (3k - 1) = 3k - 1 \) apart. As \( 3k - 1 > 2k - 1 \) we conclude no edges exist, and therefore no edge can exist.

**Corollary 3.3.1.** Let \( n \geq 5 \) with \( n \equiv 0, 5 \mod 6 \) and \( k = \lfloor (n+2)/6 \rfloor \). Then \( \overline{G_{n,k}} \) is a solvable prime graph.

**Proof.** Follows directly from \( G_{n,k} \) being triangle-free by Lemma 3.2 noting that our choices of \( n \) cause us to avoid the edge cases in said lemma, and 3-colorable by Lemma 3.3.

**Theorem 3.4.** Let \( n \geq 5 \) with \( n \equiv 0, 5 \mod 6 \) and \( k = \lfloor (n+2)/6 \rfloor \). Then \( \overline{G_{n,k}} \) is a minimal prime graph.
Proof. Since $G_{n,k}$ is circulant graph, it suffices to show that adding any edge $(0, m)$ either introduces a triangle or increases the chromatic number for $1 \leq m < k$ or $2k \leq m \leq 3k$. We will show it introduces a triangle.

For $1 \leq m < k$, we see $m$ is adjacent to the vertices $k + m, \ldots, 2k - 1 + m$. We see that this range overlaps $k, \ldots, 2k - 1$ for all $m$, and so there is some vertex adjacent to both $0$ and $m$, and thus there is a triangle.

For $2k \leq m \leq 3k$, we see $m$ is adjacent to the vertices $m - k, \ldots, m - 2k + 1$. We see that this range overlaps $k, \ldots, 2k - 1$ for all $m$, and so there is some vertex adjacent to both $0$ and $m$, and thus there is a triangle.

Theorem 3.5. Let $n \geq 5$ with $n \equiv 0, 5 \mod 6$ and $k = \lfloor (n + 2)/6 \rfloor$. Then $G_{n,k}$ is a base graph.

Proof. By the construction of $G_{n,k}$, we see no vertices share the same set of neighboring vertices, and thus no vertices can be true twins, indicating $G_{n,k}$ cannot be a graph generated through vertex duplication.

4 Products of Solvable Prime Graphs

As part of our investigations into the above properties of minimal prime graphs, we wished to find examples of larger minimal prime graphs which would have more complex structure for us to investigate. Brute-force checking for such graphs is slow, due to the computational complexity of determining 3-colorability. Another method of creating graphs with large vertex counts are various graph products. Investigating graph products to create larger minimal prime graph examples produced the following results on the relation of these various graph products to minimal prime graphs, and the more general solvable prime graphs.

In this section, we study the effect the direct product, Cartesian product, and strong product have on solvable prime graphs. Let $G = (V(G), E(G))$ and $H = (V(H), E(H))$ be arbitrary graphs. We will use the below definitions.

- The direct (or tensor or Kronecker) product $G \times H$ of graphs $G$ and $H$ is defined as the graph with vertex set $V(G) \times V(H)$ and $\{(u, v), (u', v')\}$ is an edge in $G \times H$ if and only if $\{u, u'\} \in E(G)$ and $\{v, v'\} \in E(H)$.

- The Cartesian product $G \square H$ is defined as the graph with vertex set $V(G) \times V(H)$ and $\{(u, v), (u', v')\}$ is an edge in $G \times H$ if and only if either $u = u'$ and $\{v, v'\} \in E(H)$ or $v = v'$ and $\{u, u'\} \in E(H)$.

- The strong product $G \boxtimes H$ is defined as the graph with vertex set $V(G) \times V(H)$ and edge set $E(G \boxtimes H) = E(G \times H) \cup E(G \square H)$.

- The adjacency matrix $A_G$, or $A(G)$, of a graph $G$ is the 0-1 matrix indexed by $V(G)$, where $A_{uv} = 1$ when there is an edge $\{u, v\} \in E(G)$ and 0 otherwise.
• We define the complementary direct product $\overline{\times}$ as $G\overline{\times}H = \overline{G} \times \overline{H}$.

• We define $G\square H = \overline{G\square \overline{H}}$.

Some common facts that will also be useful to us are:

• The adjacency matrix of the direct graph $G \times H$ is the matrix $A_G \otimes A_H$, i.e. the tensor product of their adjacency matrices.

• The number of triangles in $G$ is given by $\text{tr}(A_G^3)/6$.

• For the chromatic number $\chi$, the following inequalities hold for graphs $G$ and $H$: $\chi(G \times H) \leq \min(\chi(G), \chi(H))$, $\chi(G \square H) = \max\{\chi(G), \chi(H)\}$, and $\chi(G \boxtimes H) \leq \chi(G)\chi(H)$.

**Theorem 4.1.** If $\Gamma_1, \ldots, \Gamma_n$ are solvable prime graphs, then $\bigotimes_{i=1}^n \Gamma_i$ is a solvable prime graph.

**Proof.** Let $n = 2$. We denote $A_{\Gamma_1}$ as $A$ and $A_{\Gamma_2}$ as $B$. Since $\Gamma_1$ and $\Gamma_2$ are triangle-free, we have that $\text{tr}(A^3) = \text{tr}(B^3) = 0$. Using a tensor product identity, we have that $(A \otimes B)^3 = A^3 \otimes B^3$. Using this and the property that $\text{tr}(A \otimes B) = \text{tr}(A) \cdot \text{tr}(B)$, we have that: $\text{tr}((A \otimes B)^3) = \text{tr}(A^3) \cdot \text{tr}(B^3) = 0$. Therefore, the graph $\Gamma_1 \times \Gamma_2$ is triangle-free.

Now, consider the chromatic number $\chi$ of $\Gamma_1 \times \Gamma_2$. We have

$$\chi(\Gamma_1 \times \Gamma_2) \leq \min(\chi(\Gamma_1), \chi(\Gamma_2)) \leq 3$$

Therefore, the direct product $\Gamma_1 \times \Gamma_2$ is 3-colorable and so is a solvable prime graph.

Assume $k \geq 2$ and $\bigotimes_{i=1}^k \Gamma_i$ is triangle-free and 3-colorable. We then have:

$$\left(\bigotimes_{i=1}^k \Gamma_i\right) \times \Gamma_{k+1} = \bigotimes_{i=1}^{k+1} \Gamma_i$$

The left-hand side is triangle-free and 3-colorable, so $\bigotimes_{i=1}^{k+1} \Gamma_i$ is as well. By induction, this follows for all $n \in \mathbb{N}$. $\square$

Although taking the direct product of graphs preserves 3-colorability and triangle-free properties of graphs, it does not preserve minimality. We prove this by looking at how $C_5 \times C_5$ shows up in direct products of minimal prime graphs and how this interacts with the rest of the graph.

**Remark.** $C_5 \times C_5$ is not the complement of a minimal prime graph. If the vertices of $C_5$ are labeled $\{v_1, v_2, v_3, v_4, v_5\}$ and the vertices of $C_5 \times C_5$ are labeled $\{(v_i, v_j) | v_i, v_j \in \{v_1, \ldots, v_5\}\}$, then there are edges that can be added without creating a triangle or causing a 4-coloring. To see this, the edge $\{(v_1, v_2), (v_2, v_1)\}$ is already an edge in the graph, so the vertices $(v_1, v_2)$ and $(v_2, v_1)$ must always be in different color partitions, so one of the two must be in a
different color partition from \((v_2, v_2)\). Therefore, adding one of the edges \(\{(v_1, v_2), (v_2, v_2)\}\)
or \(\{(v_2, v_1), (v_2, v_2)\}\) will not cause a new coloring (whichever edge is necessarily already
different color). Also, \((v_2, v_2)\) shares no adjacent edges with \((v_1, v_2)\) or \((v_2, v_1)\), so the
resulting graph is also triangle-free.

To begin proving that the direct product of solvable prime graphs will not be a minimal prime graph, some lemmas regarding general direct products of graphs will help.

**Lemma 4.2.** \(\Gamma \times \Gamma\) contains a subgraph isomorphic to \(\Gamma\)

**Proof.** Define \(\Gamma^*\) as the induced subgraph on \(\Gamma \times \Gamma\) with the vertex set \(V(\Gamma^*) = \{(u, u) \mid u \in V(\Gamma)\}\), and then define a function \(\Phi : \Gamma^* \to \Gamma\) where \(\Phi((u, u)) \to u\). It is easy to confirm that \(\Phi\) is a well-defined graph isomorphism which shows that \(\Gamma \times \Gamma\) contains induced subgraph \(\Gamma^*\) isomorphic to \(\Gamma\).

**Corollary 4.2.1.** For \(n \geq 2\), the graph \(\bigtimes_{i=1}^{n} \Gamma\) contains an induced subgraph isomorphic to \(\Gamma \times \Gamma\)

**Proof.** The base case, \(\bigtimes_{i=1}^{2} \Gamma\) contains the identity forms the isomorphism.

For \(n \geq 3\), assuming \(\bigtimes_{i=1}^{n} \Gamma\) contains an induced subgraph isomorphic to \(\Gamma \times \Gamma\) and using the previous lemma, this induced subgraph will contain an induced subgraph \(\gamma\) isomorphic to \(\Gamma\), related by isomorphism \(\phi : \gamma \to \Gamma\). This time, define \(\Gamma^*\) as the induced subgraph on \(\bigtimes_{i=1}^{n+1} \Gamma = \bigtimes_{i=1}^{n} \Gamma \times \Gamma\) with the vertex set \(V(\Gamma^*) = \{(u, v) \mid u \in V(\gamma), v \in V(\Gamma)\}\), and define a function \(\Phi : \Gamma^* \to \Gamma \times \Gamma\) where \(\Phi((u, v)) = (\phi(u), v)\).

It is again easy for the reader to confirm that \(\Phi\) is a well-defined and invertible. To show it is a graph homomorphism, use the fact that \(\phi\) is a graph isomorphism which shows that \(\{u_1, u_2\} \in E(\gamma) \leftrightarrow \{\phi(u_1), \phi(u_2)\} \in E(\Gamma)\) and therefore \(\{(u_1, v_1), (u_2, v_2)\} \in E(\Gamma^*) \leftrightarrow \{\phi(u_1), \phi(u_2)\}, \{v_1, v_2\} \in E(\Gamma)\), so by the definition of a graph direct product, \(\{(u_1, v_1), (u_2, v_2)\} \in E(\Gamma \times \Gamma) \leftrightarrow \{(u_1, v_1), (u_2, v_2)\} \in E(\Gamma^*)\) which finishes the proof that \(\Phi\) is a graph isomorphism and \(\Gamma^*\) is isomorphic to \(\Gamma \times \Gamma\).

The next step in negating minimality in direct products of minimal prime graphs is to combine the fact, proved in \([3]\), that all minimal prime graphs contain an induced subgraph isomorphic to \(C_5\) with the above results.

**Lemma 4.3.** If \(n \geq 2\) and \(\Gamma_i\) are all minimal prime graphs, then \(\bigtimes_{i=1}^{n} \Gamma\) is never a minimal prime graph.

**Proof.** By Lemma 4.1 of \([3]\), every minimal prime graph \(\Gamma\) contains an induced subgraph \(\Gamma^*\) isomorphic to \(C_5\). As \(C_5\) is self-complementary, the complement \(\overline{\Gamma^*}\), an induced subgraph of \(\Gamma\), will be isomorphic to \(C_5\). So for each \(\Gamma_i\), there exists an induced subgraph, \(\Gamma_i^*\) with graph isomorphism \(\phi_i : \Gamma_i^* \to C_5\). For \(n = 2\), \(\Gamma_1 \times \Gamma_2\) will have induced subgraph \(\overline{\Gamma_1^*}\) defined by the vertices \(\{(u, v) \mid u \in \Gamma_1, v \in \Gamma_2\}\). We define \(\Phi : \overline{\Gamma_1^*} \to C_5 \times C_5\) by \(\Phi((u, v)) = (\phi_1(u), \phi_2(v))\).
It can easily be verified that $\Phi$ is a well-defined graph isomorphism, showing $C_5 \times C_5$ is isomorphic to an induced subgraph of $\Gamma_1 \times \Gamma_2$.

For $n \geq 2$, assume $\bigtimes_{i=1}^n \Gamma_i$ contains an induced subgraph isomorphic to $C_5 \times C_5$. By Lemma 4.2, it will contain an induced subgraph, $\gamma \cong C_5$ and related by a graph isomorphism $\phi_\gamma$. Also, any minimal prime graph $\Gamma_{n+1}$ will contain an induced subgraph $\gamma_{n+1}$ by the graph isomorphism $\phi_{n+1}$. Therefore $\bigtimes_{i=1}^{n+1} \Gamma_i = (\bigtimes_{i=1}^n \Gamma_i) \times \Gamma_{n+1}$ will have an induced subgraph $\Gamma^* \gamma$ defined by the vertex set $V(\Gamma^*) = \{(u, v) \mid u \in \gamma, v \in \gamma_{n+1}\}$. Define a function $\Phi : \Gamma^* \gamma \rightarrow C_5 \times C_5$ by $\Phi((u, v)) = (\phi_\gamma(u), \phi_{n+1}(v))$. The proof that $\Phi$ is a well-defined graph isomorphism follows all the same steps as the prior cases, and therefore $\Gamma^* \gamma$ is isomorphic to $C_5 \times C_5$.

This shows that for all $n \geq 2$, $\bigtimes_{i=1}^n \Gamma_i$ contains an induced subgraph isomorphic to $C_5 \times C_5$. As explained in Section 4, there are numerous edges which can be added that do not create a triangle or violate three colorability, so $\bigtimes_{i=1}^n \Gamma_i$ cannot be the complement of a minimal prime graph.

From this result, we learn that not only is it impossible for the complement direct product of minimal prime graphs to be minimal, but it is impossible for the complement direct product of any solvable prime graphs to be minimal. This immediately provides a proof for Theorem 2.3.

**Theorem 4.4.** If $n \geq 2$ and $\Gamma_i$ are all solvable prime graphs, then $\bigtimes_{i=1}^n \Gamma_i$ is never a minimal prime graph.

**Proof.** This proof is done by case work looking at the number of vertices and connectivity.

Starting in the case where all $\Gamma_i$ are connected and have five or more vertices, each $\Gamma_i$ will have a subgraph $\gamma_i$ which is a minimal prime graph defined on the same vertices so that $V(\gamma_i) = V(\Gamma_i)$ and $E(\gamma_i) \subseteq E(\Gamma_i)$. As all edges not in $\Gamma_i$ will not be in $\gamma_i$, it is clear $V(\gamma_i) = V(\Gamma_i)$ and $E(\gamma_i) \supseteq E(\Gamma_i)$. This implies that if $u = (u_1, \ldots, u_n) \in E(\bigtimes_{i=1}^n \Gamma_i)$, defined by the direct product so that $u_i \in E(\Gamma_i)$, then all $u_i \in E(\Gamma_i)$ and $u \in E(\bigtimes_{i=1}^n \Gamma_i)$. Shown in Lemma 4.3 $\bigtimes_{i=1}^n \Gamma_i$ is not a minimal prime graph, so there exists an edge $v \notin E(\bigtimes_{i=1}^n \Gamma_i)$ which would not create a triangle or violate the three coloring if added to $\bigtimes_{i=1}^n \gamma_i$. As $\bigtimes_{i=1}^n \Gamma_i$ is a subgraph, adding the edge $v$ could not create a triangle or violate the three coloring in the subgraph. This shows $v$ is an edge that contradicts minimality, and therefore $\bigtimes_{i=1}^n \Gamma_i$ is not the complement to a minimal prime graph.

If any $\Gamma_i$ are not connected, then $\Gamma_i$ must be bipartite. This is because every vertex of a component must have an edge to every vertex of the other in the complement, and this also means that there can be no edges between vertices of the same component without creating a triangle. Clearly, there could be at most two components in a solvable prime graph, so each component is a color making $\Gamma_i$ bipartite. In Lemma 2 of [1], it is shown that a direct product of two graphs is bipartite if and only if at least one of the graphs is bipartite. Therefore $\bigtimes_{i=1}^n \Gamma_i$ will be bipartite if any $\Gamma_i$ are not connected. $C_5$ is not bipartite, so $C_5$ could not embed in a bipartite graph. As all complements of minimal prime graphs contain an induced subgraph of $C_5$, $\bigtimes_{i=1}^n \Gamma_i$ could not be the complement of a minimal prime graph.
All cases where any $\Gamma_i$ has less than five vertices, will cause a bipartite $\Gamma_i$, so $\times_{i=1}^n \Gamma_i$ will be bipartite and cannot be the complement of a minimal prime graph.

Any $\Gamma_i$ with one or two vertices, is two-colorable because there are not enough vertices to force a higher coloring. Any $\Gamma_i$ with three or four vertices must also be bipartite to avoid a triangle.

This completes all cases and shows that no direct product of solvable prime graphs will be minimal.

We show next that a similar theorem holds for the Cartesian product. Note that if $G$ and $H$ have $n_1$ and $n_2$ vertices, respectively, then the adjacency matrix of $G \square H$ is

$$A_{G \square H} = (A_G \otimes I_{n_2}) + (I_{n_1} \otimes A_H)$$

for identity matrices $I_{n_1}$ and $I_{n_2}$.

**Theorem 4.5.** If $\Gamma_1, \ldots, \Gamma_n$ are solvable prime graphs, then $\sqcap_{i=1}^n \Gamma_i$ is a solvable prime graph.

**Proof.** We proceed by induction. As $n = 1$ is immediate, consider the base case of $n = 2$. Let $\Gamma_1$ and $\Gamma_2$ be solvable prime graphs on $n_1$ and $n_2$ vertices, respectively. Let $A_1$, $A_2$, and $A_{1 \square 2}$ be the adjacency matrices of $\Gamma_1$, $\Gamma_2$, and $\Gamma_1 \square \Gamma_2$, respectively. As $\Gamma_1$ and $\Gamma_2$ are triangle-free, we know $\text{tr}(A_1^3) = \text{tr}(A_2^3) = 0$.

$$\text{tr}(A_{1 \square 2}^3) = \text{tr}\left[(A_1 \otimes I_{n_2} + I_{n_1} \otimes A_2)^3\right]$$

$$= \text{tr}\left[A_1^3 \otimes I_{n_2} + 3(A_1^2 \otimes A_2) + 3(A_1 \otimes A_2^2) + I_{n_1} \otimes A_2^3\right]$$

$$= \text{tr}(A_1^3) \text{tr}(I_{n_2}) + 3 \text{tr}(A_1^2) \text{tr}(A_2) + 3 \text{tr}(A_1) \text{tr}(A_2^2) + \text{tr}(I_{n_1}) \text{tr}(A_2^3)$$

$$= 0$$

The trace of $A_1$ and $A_2$ are 0 because all of our graphs are assumed to not have loops. Therefore, the Cartesian product $\Gamma_1 \square \Gamma_2$ is triangle-free. We can conclude that $\Gamma_1 \square \Gamma_2$ is 3-colorable by $\chi(\Gamma_1 \square \Gamma_2) = \max\{\chi(\Gamma_1),\chi(\Gamma_2)\} \leq 3$. It follows then that $\sqcap_{i=1}^2 \Gamma_i$ is a solvable prime graph.

Assume that $\sqcap_{i=1}^k \Gamma_i$ is a solvable prime graph for $k \geq 2$. Let $G = \sqcap_{i=1}^k \Gamma_i$ and and so $G$ is triangle-free and 3-colorable. Consider an arbitrary prime graph $\Gamma_{k+1}$ of a finite solvable group. By the base case, we see that $G \square \Gamma_{k+1}$ is triangle-free and 3-colorable. The result follows immediately. By induction, we have that this holds for all $n \in \mathbb{N}$.

The strong product does not have an analogous result to the direct and Cartesian products. For example, consider $C_5 \boxtimes C_5$. This gives $\chi(C_5 \boxtimes C_5) = 5$ and $\chi(C_5 \boxtimes C_5) = 8$. Both the product and the complement of the product are also not triangle-free. However, we can proceed in a slightly different direction to find an interesting result.

Since $\chi(G \boxtimes H) \leq \chi(G)\chi(H)$, if $\chi(H) = 1$ and $\chi(G) \leq 3$, then $\chi(G \boxtimes H) \leq 3$. Before we prove a result related to the strong product, we illustrate the idea behind the proof. Consider the graphs below.
By observation, we can see that the graph $G$ generated from $C_5$ by duplicating each of the vertices in $C_5$ once is isomorphic to $K_2 \boxtimes C_5$. This follows from the fact that $K_2 \boxtimes C_5$ has vertex set $V(K_2) \times V(C_5)$ and edge set $E(K_2 \times C_5) \cup E(K_2 \Box C_5)$. This leads to the following theorem.

**Theorem 4.6.** Let $G$ be a minimal prime graph. Then, $K_{m+1} \boxtimes G$ is a minimal prime graph. Furthermore, the graph $K_{m+1} \boxtimes G$ is isomorphic to the graph generated from duplicating each vertex of $G$ exactly $m$ times.

**Proof.** Let $G$ be a minimal prime graph on $n$ vertices. We label $G$ from 0 to $n - 1$. Let $G'$ be the graph generated from duplicating each vertex of $G$ exactly $m$ times. We construct a map $\psi : K_{m+1} \boxtimes G \rightarrow G'$ by sending the vertex $(i, j)$ for $i \in \{0, 1, \ldots, m\}$ and $j \in \{0, 1, \ldots, n - 1\}$ to $v$ where $v$ is the $i$-th vertex duplication of $j$. For $i = 0$, we send $(0, j)$ to the vertex $j \in \{0, 1, \ldots, n - 1\}$ in the starting graph $G$. Each vertex $(i, j) \in V(K_{m+1} \boxtimes G)$ has exactly one image, as each vertex in $G$ was duplicated exactly $m$ times. So, this is a well-defined function.

We show now that $\psi$ is bijective and a graph homomorphism. Suppose $\psi(i_1, j_1) = \psi(i_2, j_2) = v$, then $v$ is both the $i_1$-th duplicated vertex of $j_1$ and the $i_2$-th duplicated vertex of $j_2$. But, as each vertex in $V(G)$ has $m$ unique duplicated vertices, then we must have that $j_1 = j_2$.

As $v$ is both the $i_1$-th and $i_2$-th duplicated vertex of $j_1$, then we also have $i_1 = i_2$. From this, it follows that $(i_1, j_1) = (i_2, j_2)$.

Suppose $v \in V(G')$. Then, either $v$ was a vertex in the starting graph $G$ or $v$ is a duplicate of a vertex $j$ in $G$ for $j \in \{0, 1, \ldots, n - 1\}$. In the first case, we have that $\psi(0, v) = v$. In the second, $v$ must be the $i$-th duplicate of $j$ for some $i \in \{0, 1, \ldots, m\}$ and so $\psi(i, j) = v$. We have then that $\psi$ is bijective.

Next, we show that $\psi$ is a graph homomorphism. Suppose $\{(i_1, j_1), (i_2, j_2)\}$ is an edge in $K_{m+1} \boxtimes G$. We need to show that $\{\psi(i_1, j_1), \psi(i_2, j_2)\} = \{v_1, v_2\}$ is an edge in $G'$. We need to consider this in cases due to the nature of the strong product.

**Case 1: $i_1 = i_2$**

Since $i_1 = i_2$ and $\{(i_1, j_1), (i_2, j_2)\}$ is an edge in $K_{m+1} \boxtimes G$, we know that $\{j_1, j_2\}$ is an edge
in $G$. As $\{j_1, j_2\}$ is an edge in $G$, there is an edge between every duplicated vertex of $j_1$ and of $j_2$. The images of $\psi(i_1, j_1)$ and $\psi(i_2, j_2)$ are duplicated vertices of $j_1$ and $j_2$. From this, we know that $\{\psi(i_1, j_1), \psi(i_2, j_2)\} = \{v_1, v_2\}$ is an edge in $G'$.

**Case 2:** $\{i_1, i_2\} \in E(K_{m+1})$ and $\{j_1, j_2\} \in E(G)$

As $\{j_1, j_2\}$ is an edge in $G$, every pair of duplicated vertices of $j_1$ and of $j_2$ are connected with an edge. This follows from the fact that duplicated vertices share the same closed neighborhood. But, $\psi(i_1, j_1) = v_1$ and $\psi(i_2, j_2) = v_2$ are duplicated vertices of $j_1$ and $j_2$ and so $\{v_1, v_2\}$ is an edge in $G'$.

**Case 3:** $j_1 = j_2$

Since $j_1 = j_2$, the images $\psi(i_1, j_1) = v_1$ and $\psi(i_2, j_2) = v_2$ are duplicated vertices of $j_1$. Every two duplicated vertices of $j_1$ are connected with an edge and so $\{v_1, v_2\}$ is an edge in $G'$.

From the previous 3 cases, we get that $\psi$ is a graph homomorphism. The map $\psi$ is a bijective graph homomorphism and so $G' \cong K_{m+1} \boxtimes G$. Since $G'$ is a minimal prime graph, the graph $K_{m+1} \boxtimes G$ is a minimal prime graph as well.

To summarize the results of this section:

- If $G$, $H$ are solvable prime graphs, then $G \square H$ and $G \times H$ are solvable prime graphs.
- If $G$, $H$ are solvable prime graphs, then $G \times H$ is not a minimal prime graph.
- If $G$ is a minimal prime graph, then $K_n \boxtimes G$ is a minimal prime graph isomorphic to the graph generated from duplicating each vertex $n - 1$ times.

## 5 Clique Generation for Minimal Prime Graphs

In the prior pages, we have focused exclusively on results connected to vertex duplication, building on previous work. However, not all minimal prime graphs can be built through vertex duplication. Previously in [2] the idea of generating a prime graph was developed, where a minimal prime graph is generated from another by adding a vertex along with edges. Expanding the minimal prime graph generation methods in [2], we introduce a novel approach, separate from vertex duplication, that generates new minimal prime graphs from existing ones.

**Definition 5.1** (Minimal Prime Graph Generation). Suppose $\Gamma$ is a minimal prime graph. We say that any minimal prime graph $\Gamma'$ is generated from $\Gamma$ if there exists a vertex $w \in \Gamma'$ such that $\Gamma \cong \Gamma' \setminus \{w\}$.

We are interested in the problem of classifying the minimal prime graphs $\Gamma'$ which can be generated from a given minimal prime graph $\Gamma$, as well as classifying common structures used in these generated graphs (i.e. vertex duplication). Vertex duplication serves as a simple
example of generating minimal prime graphs. However, rephrasing this method of generating a minimal prime graph from another to be relative to the set of vertices the new vertex is adjacent to, rather than relative to a specific vertex, will lend itself better to a generalization of this phenomena. We require this generalization as it is easily seen there exists generated minimal prime graphs which is not done through this process of vertex duplication. See Figure 7 for an example. As such, it means this vertex duplication generation method is not general enough. Shifting our perspective away from the idea of duplicating a vertex, in general we are interested in these subsets of vertices $U$ of a minimal prime graph $\Gamma$ for which the graph

$$\Gamma' = (V(\Gamma) \cup \{w\}, E(\Gamma) \cup \{\{w, u\} \mid u \in U\})$$

is a minimal prime graph generated from $\Gamma$. We will call such subsets generation sites.

**Definition 5.2 (Generation Site).** Suppose $\Gamma$ is a minimal prime graph. We say that any subset of vertices $U \subseteq V(\Gamma)$ is a generation site provided that the graph

$$\Gamma' = (V(\Gamma) \cup \{w\}, E(\Gamma) \cup \{\{w, u\} \mid u \in U\})$$

is a minimal prime graph generated from $\Gamma$. We call the graph $\Gamma'$ the graph generated from $\Gamma$ at $U$.

We will use the terminology of a generation method to indicate some criterion or feature of a graph which can be used to create a generation site. For example, we say vertex duplication is a generation method as it provides a method of finding a generation site, namely take all vertices of distance 1 or less from a fixed vertex.

In our aim to study these generation sites, we can immediately show some basic properties of their complements.

**Lemma 5.3 (Complement of Generation Site is Colored by 2 Colors).** Suppose $\Gamma$ is a minimal prime graph and $U \subseteq V(\Gamma)$ is a generation site. Then there exists a 3-coloring of $\overline{\Gamma}$ such that the set $K = V(\Gamma) \setminus U$ is colored by at most 2 colors in the coloring.

**Proof.** Let $\Gamma'$ be the graph generated from $\Gamma$ at $U$, and let $w$ be the extra vertex in $\Gamma'$. We see that as for all $v \in K$, $v$ is adjacent to $w$ in $\overline{\Gamma'}$, in any coloring of $\overline{\Gamma'}$, no vertex in $K$ can be the same color as $w$. Therefore, in any 3-coloring of $\overline{\Gamma'}$, any $v \in K$ is one of the two colors which $w$ is not. As $\overline{\Gamma'}$ has a 3-coloring as $\Gamma'$ is a minimal prime graph, by then restricting this 3-coloring to $\overline{\Gamma}$, we find our desired 3-coloring of $\overline{\Gamma}$. 

**Lemma 5.4 (Complement of Generation Site is a Clique).** Suppose $\Gamma$ is a minimal prime graph and $U \subseteq V(\Gamma)$ is a generation site. Then $K = V(\Gamma) \setminus U$ is a clique in $\Gamma$.

**Proof.** Let $\Gamma'$ be the graph generated from $\Gamma$ at $U$, and let $w$ be the extra vertex in $\Gamma'$. We now show that $K$ is a clique in $\Gamma'$. As $w \notin K$, this is sufficient to show $K$ is a clique in $\Gamma$. If $|V(K)| = 1$, then $K$ is immediately a clique. Now suppose $|V(K)| \geq 2$. Fix arbitrary distinct $u, v \in K$. By definition of $K$, $u$ and $v$ are not adjacent to $w$. We conclude $\{w, u\}$ and
\{w, v\} are edges in \(\Gamma'\). As \(\Gamma'\) is triangle-free since \(\Gamma'\) is a minimal prime graph, we conclude \(\{u, v\} \not\in E(\Gamma')\) and thus \(\{u, v\} \in E(\Gamma)\). We conclude that as \(u\) and \(v\) were arbitrary that \(K\) is a clique. 

While one might hope the above fully characterizes generation sites, this is not the case. However, if we add the additional condition that the complement \(K\) of a generation site is a maximal clique, we see we obtain a partial converse.

**Theorem 5.5 (Clique Generation).** Suppose the minimal prime graph \(\Gamma = (V, E)\) contains a subset of vertices \(K\) such that

(i) \(K\) is a maximal clique in \(\Gamma\),

(ii) There exists a coloring of \(\overline{\Gamma}\) such that \(K\) is colored by two colors.

Then \(V(\Gamma) \setminus K\) is a generation site. We call the corresponding generation method clique generation.

**Proof.** Let \(\Gamma'\) be the graph generated from \(\Gamma\) by \(V(\Gamma) \setminus K\), and let \(w\) be the extra vertex in \(\Gamma'\). We check \(\Gamma'\) for the properties of a minimal prime graph.

First, we make the simple checks \(\Gamma\) is both connected and has two or more vertices

1) We see that as we added a vertex to \(\Gamma\), \(\Gamma'\) must have 2 or more vertices as \(\Gamma\) does, as \(\Gamma\) is a minimal prime graph.

2) We see that as \(\Gamma\) is a minimal prime graph, the only possibly disconnected vertex is \(w\). As \(K\) is nonempty, there is at least one edge to \(w\), and therefore \(\Gamma'\) is connected.

We now check for the 3 main properties of a minimal prime graph: that the complement is triangle-free, 3-colorable, and the minimal in the minimal prime graph sense.

i) We see that to check \(\overline{\Gamma'}\) is triangle-free, it suffices to ensure \(w\) is not in a triangle. This suffices as no other triangles can exist, as such a triangle would also be in \(\overline{\Gamma}\), which is triangle-free as \(\Gamma\) is a minimal prime graph.

We see that the only vertices connected to \(w\) in \(\overline{\Gamma'}\) are those vertices in \(K\). As \(K\) is a clique, no two vertices in \(K\) are adjacent to each other in \(\overline{\Gamma'}\). Therefore, there can be no triangle containing the vertex \(w\).

ii) We see that \(\overline{\Gamma'}\) is 3-colorable by taking a coloring of \(\overline{\Gamma}\) such that the vertices in \(K\) are colored by two colors. As in \(\overline{\Gamma'}\) the vertex \(w\) is only adjacent to vertices in \(K\), we can give \(w\) the third color to get a valid 3-coloring of \(\overline{\Gamma'}\).

iii) We now show minimality. We see it suffices to only consider adding edges of the form \(\{w, v\}\) where \(u \not\in K\) to \(\overline{\Gamma'}\). Suppose we add such an edge. As \(K\) is a maximal clique in \(\Gamma\), \(u\) cannot be adjacent to all \(v \in K\) in \(\Gamma\). Therefore, \(u\) is adjacent to at least one
\( v \in K \) in \( \overline{\Gamma} \). We conclude as \( w \) is adjacent to all \( v \in K \) in \( \overline{\Gamma} \) that \( \{w, u\}, \{w, v\} \), and \( \{u, v\} \) form a triangle.

As \( \{w, v\} \) was arbitrary, we conclude any such edge introduces a triangle in \( \overline{\Gamma} \), and therefore \( \Gamma' \) is a minimal prime graph.

\( \square \)

For minimal prime graphs of small order, their generation sites often satisfy the criteria for both vertex duplication and clique generation. For larger orders, generation sites satisfying exactly one of vertex duplication or clique generation exist, seen below.

![Figure 6: Complement of a minimal prime graph demonstrating a generation site \( \{1, 2, 3, 5, 7, 8\} \) satisfying clique generation but not vertex duplication. Vertex 9 is not a true twin of any vertex, but is adjacent to a maximal independent set colored by at most 2 colors in the complement. This graph is available as MPG_10_22 in [4].](image1)

![Figure 7: Complement of a minimal prime graph demonstrating a generation site \( \{0, 1, 2, 4, 6, 7, 9, 10, 12, 13\} \) satisfying vertex duplication but not clique generation. Vertex 15 is a true twin of vertex 4, but is not adjacent to a maximal independent set. This graph is available as MPG_15_2327 in [4].](image2)
While we have shown the existence of other generation methods than vertex duplication, there are still many questions. For one, the current formulation of clique generation requires a choice of coloring. While we expect generation methods for minimal prime graphs to involve criteria related to coloring, given the importance of coloring in the definition of a minimal prime graph, we hope there is an alternative formulation or generalization which can avoid requiring this choice. Furthermore, as we show in, minimal prime graphs generated through vertex duplication share similar structural properties with the minimal prime graph they were generated from. While such a relation is less clear for more general generation methods, it is possible the additional structure of being a minimal prime graph will allow for some structure to be preserved.

We note that as there exist minimal prime graphs with generation sites which satisfy neither vertex duplication nor clique generation that other generation methods exist. For an example, see graph MPG\textsubscript{16\_7432} of [4], which has a generating site \{1, 2, 3, 4, 5, 7, 8, 10, 11, 13, 14\} that does not satisfy the conditions of vertex duplication or clique generation. However, we were unable to find any unifying property for the other generation sites we found.

Finally, a natural question is to consider what happens to the definition of base graph with this broader notion of generating a minimal prime graph. For example, there are base graphs which are generated from minimal prime graphs through clique generation. As such, one might consider the notion of a “super” base graph, which is a minimal prime graph which is not generated from any minimal prime graph. Computation for \( n \leq 100 \) has shown the graphs \( G_{n,k} \) with \( n, k \) as in Theorem 3.5 are super base graphs, and we conjecture this holds for all \( n, k \) for which \( G_{n,k} \) is a minimal prime graph.

**Conjecture 5.1.** Let \( n \geq 5 \) with \( n \equiv 0, 5 \mod 6 \) and \( k = \lfloor (n + 2)/6 \rfloor \). Then \( G_{n,k} \setminus v \) for any vertex \( v \) is not a minimal prime graph, and so these graphs cannot be generated from any minimal prime graph.
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