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Recently it was shown (I. A. Grzužberg, A. Klümper, W. Nuding and A. Sedrakyan, Phys. Rev. B 95, 125414 (2017)) that taking into account random positions of scattering nodes in the network model with $U(1)$ phase disorder yields a localization length exponent $2.37 \pm 0.011$ for plateau transitions in the integer quantum Hall effect. This is in striking agreement with the experimental value of $2.38 \pm 0.06$. Randomness of the network was modeled by replacing standard scattering nodes of a regular network by pure tunneling resp. reflection with probability $p$ where the particular value $p = 1/3$ was chosen. Here we investigate the role played by the strength of the geometric disorder, i.e. the value of $p$. We consider random networks with arbitrary probability $0 < p < 1/2$ for extreme cases and show the presence of a line of critical points with varying localization length indices having a minimum located at $p = 1/3$.
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Introduction The physics of plateau transitions in the Integer Quantum Hall Effect (IQHE) poses a crucial condensed matter problem potentially necessitating a new understanding of quantum criticality. It relates not only to chiral systems where time reversal symmetry (TRS) is broken, but also to topological insulators (TI) with TRS. This transition is an example of a metal-insulator transition in two dimension where TRS is broken due to the presence of a magnetic field. In their seminal paper[4] Chalker and Coddington suggested a phenomenological model (CC model) for edge excitations in magnetic fields, where the disorder potential creates a scattering network based on quantum tunneling between Fermi levels of neighbor Fermi “puddles” in the ground state. For simplicity, the authors suggested that the scattering nodes in the landscape of the random potential are disposed regularly, while the information about randomness is coded in random $U(1)$ phases associated with the links of the network. During the last 30 years there were huge activities[2–19] in understanding the CC model, its continuum limit and links to conformal field theories[20–22]. A Spin Hall analog of the CC model was formulated[23] and investigated in[24]. It appeared, however, that the position of scattering modes on a regular lattice looses an essential part of the randomness of the potential. Numerical calculations of the Lyapunov exponent in the CC model give a localization length index $\nu = 2.56 \pm 0.01[25,26]$, which is well separated from the experimental value $\nu = 2.38 \pm 0.06[11,12]$. Recently, alternatives to the CC model approach give values $\nu \approx 2.58$ in Ref. [27] and $\nu = 2.48 \pm 0.02$ in [28] with only the latter being just compatible with the experimental result.

The discrepancy between the experimental value of $\nu$ and the CC model prediction may be due to the importance of electron-electron interactions studied in papers [35–39]. However another solution of this problem was proposed in the paper[10], based on the observation that randomness of the relative positions of nearest neighbor scattering nodes has to be taken into account. For a depiction of a disorder potential with non-regular positioned saddle points see Fig. 1. This randomness of the network leads to the appearance of curvature in 2d space and may be regarded as the induction of quenched 2d gravity, which changes the universality class of the problem. In order to generate disordered networks in the transfer matrix formalism a new model was formulated, where the regular scattering with $S$-matrix $S = \begin{pmatrix} r & t \\ -t & r \end{pmatrix}$ at the saddle points is randomly replaced by two other extreme events. Here, the $S$-matrix takes the form of complete reflection, $(t, r) = (0, 1)$, with probability $p_1$ or the form of complete tunneling, $(t, r) = (1, 0)$, with probability $p_2$ as presented in Fig. 2. The probability of regular scattering events is $p_3 = 1 - p_1 - p_2$. The two extreme scattering events eliminate links in the scattering network. They perform a kind of “surgery” to a flat network where $n$-faces with $n = 3, 5, 6, \cdots$ appear in the lattice. Examples of such “surgery” are presented in Fig. 2. Following this procedure we can formulate a hopping model of fermions on a random Manhattan lattice (ML), as is presented in Fig. 3 which corresponds to the landscape of the potential presented in Fig. 1.

The appearance of $n$-faces in the ML means, that our 2d geometry is not flat anymore and contains local Gaussian curvature $R_n = \frac{\pi}{2}(4 - n)$ for each $n$-face with $n \neq 4$. This is the discrete analog of the Gauss curvature integrated over a face $\int_{face} R\sqrt{g} d^2\mathbf{x}$. Hence, the average over randomness of the saddle points leads to the average over all configurations of the curved space $\frac{41}{42}$, with yet to be determined functional measure. The field, which is characterizing different surfaces and by use of which one can ensure reparametrization invariance of the
model is the metric, while the corresponding theory is 2d gravity. This indicates that we have a non-critical string model, where all physical variables should be invariant under arbitrary coordinate transformations. The appearance of this new field and symmetry is the reason for the changes of the critical indices of the flat problem. And, as it appeared [40], by taking equal probability 1/3 for the changes of the critical indices of the flat problem. Concerning this issue are available [47]. In summary, the presented arguments can not be considered as proof and the influence of geometric disorder on the applicability of Harris’ criterion needs further investigation.

A natural question that appears is, what is the meaning of probabilities \( p_i, i = 1, 2, 3 \) and do the critical indices of the model depend on them? In this paper we

models with different critical indices belong to different universality classes.

Another important question appearing here is the validity of the Harris criterion [46,47]. According to it, for \( d\nu > 2 \) with \( d \) being the spatial dimension, any new disorder cannot change the critical index \( \nu \) of the system. For the CC model we find \( \nu \sim 2.56 \) [25,30] so the above condition is fulfilled. Therefore one naively may expect, that disorder connected with randomness of the network cannot change the CC model localization length index.

The fundamental arguments leading to Harris criterion are based on the following observations, see for instance [43]. We consider a system at some temperature \( T \) close to the critical temperature \( T_c \) of the ordered bulk. We then divide the space into correlated blocks of the size of the correlation length \( \xi(T) \). Each block \( i \) has its own realization of disorder and has a corresponding transition temperature \( T_{c,i} \). If the deviation of the critical temperatures, thanks to the central limit theorem of the order \( \Delta T_i \sim \xi^{-4/3} \), is smaller than the distance of the actual temperature \( T \) from the critical point \( T - T_c \sim \xi^{-1/\nu} \), then a uniform phase transition happens and the disorder is irrelevant. In the other case, different blocks may stay on different sides of the critical point \( T_i \) and far from it which will change the critical behavior. This is the case of geometric disorder involving a finite fraction of extreme nodes with \((t,r) = (0,1)\) or \((t,r) = (1,0)\) deviating considerably from the CC critical point \( r_c = t_c = 1/\sqrt{2} \). In general, it appears questionable if the RG perturbative reasoning applies to strong disorder. Investigations concerning this issue are available [42].

In papers Ref. [33,34] the regular tight-binding lattice model in a magnetic field with random site energies was numerically analyzed. In [33] the authors considered the one particle Green’s function and got \( \nu = 2.58(4) \) for the correlation length index, while in [34] the density of states around zero energy was analyzed yielding \( \nu = 2.48 \pm 0.02 \). The first paper confirms the result for the standard CC model. Our modified CC model differs essentially from this model because it contains information about the geometry of filled Landau levels, which form “lakes” in a random potential background. Assuming that the numerical analysis of both models was done on sufficiently large lattices we have to conclude that the
consider the model with singular blocks (see Fig. 2 and Fig. 3) appearing in the network with equal probabilities $p_1 = p_2 = p$, while the regular scattering has the probability $1 - 2p$. It is clear, that $p \leq 1/2$.

**Construction and simulation of random networks.**

For the calculation of the correlation length index of our model we used a variant of the transfer-matrix method formulated in Refs. [49, 50] and further developed in Ref. [1] and [26]. We calculate the product

$$T_L = \prod_{j=1}^{L} T_{1j} U_{1j} T_{2j} U_{2j}$$

(1)

of layers of transfer matrices $M_1 U_{1j} M_2 U_{2j}$ corresponding to two columns $T_{1j}$ and $T_{2j}$ of vertical sequences of $2 \times 2$ scattering nodes,

$$T_{1j} = \begin{pmatrix} T_{\alpha_1}^{1} & 0 & \cdots & 0 \\ 0 & T_{\alpha_2}^{1} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & T_{\alpha_M}^{1} \end{pmatrix}$$

(2)

and

$$T_{2j} = \begin{pmatrix} [T_{\alpha_1}]_{22} & 0 & \cdots & 0 & [T_{\alpha_1}]_{21} \\ 0 & [T_{\alpha_2}]_{22} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & [T_{\alpha_M}]_{22} \end{pmatrix}.$$  

(3)

Here the index $\alpha_i = 1, 2, 3$ should be randomly fixed; $\alpha = 1$ with probability $1 - 2p$ for regular scatterings

$$T_1^1 = \begin{pmatrix} 1/t & r/t & \cdots & 0 \\ 0 & 1/r & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & 1 \end{pmatrix}$$

(4)

or $\alpha = 2, 3$ with probability $p$, for “surgery” operations, i.e. “extremal scatterings”

$$T_1^3 = \begin{pmatrix} 1/\epsilon & \sqrt{1 - \epsilon^2/\epsilon} & \cdots & \sqrt{1 - \epsilon^2/\epsilon} \\ \epsilon & 1/\epsilon & \cdots & 1/\epsilon \end{pmatrix}.$$  

(5)

The parameter $\epsilon$ here is a regularization parameter, which ideally should be set to zero after the calculation of the Lyapunov exponent.

This choice of the transfer matrices corresponds to periodic boundary conditions in the transverse direction. In other words, these transfer matrices describe the random network model on a cylinder.

The $U$-matrices have a simple diagonal form with independent phase factors $U_{nm} = \exp(i\phi_n) \delta_{nm}$ for $U = U_{1j}$ and $U_{2j}$. The parameters $t$ and $r$ of the regular scattering are the transmission and reflection amplitudes at each node and we parameterize them as in the previous paper [40]

$$t = \frac{1}{\sqrt{1 + e^{2x}}} \quad \text{and} \quad r = \frac{1}{\sqrt{1 + e^{-2x}}}.$$  

(6)

The parameter $x$ corresponds to the Fermi energy measured from the Landau band center scaled by the Landau band width. Following paper [40] we expect that the critical point of the model of arbitrary size is still given by the value $t_0^2 = 1/2$ as for the regular nodes corresponding to $x = 0$. The phases $\phi_n$ are random variables uniformly distributed in the range $[0, 2\pi)$, reflecting that the phase of an electron approaching a saddle point of the random potential is arbitrary.

Figure 4. Localization length index $\nu_p$ versus probability $p$ of singular blocks.

Figure 5. Subleading index versus probability $p$ of singular blocks.

Figure 6. Coefficient $\Gamma_c = \pi(\alpha_0 - 2)$ related to the multifractal exponent $\alpha_0$ versus probability $p$ of singular blocks.

To extract the exponent $\nu$ for random networks, we numerically estimate the Lyapunov exponent $\gamma$ defined as the smallest positive eigenvalue of

$$\frac{1}{2L} \log |T_L T_L^\dagger|.$$  

(7)

in the limit $L \to \infty$. In the standard transfer matrix method one multiplies many transfer matrices for a single realization of disorder and relies on the self-averaging
property of Lyapunov exponents. This property in the limit of infinite length of the sample is the subject of the central-limit-type theorem for products of random matrices due to Oseledec. The modification of Ref. [26] that we use here, however, is based on another central-limit-type theorem for products of random matrices due to Tutubalin. This theorem states that the Lyapunov exponents of products of a finite number of random matrices are random numbers whose distribution approaches Gaussian for large sample lengths. These theorems allow us to simulate ensembles of \( N_r = 624 \) strips of height \( M \) (the number of nodes per column, varying from 20 to 200) in the case of \( q = 1/3 \) and length \( L = 5 \cdot 10^4 \). This is equivalent to the standard transfer matrix simulation of a single sample of effective length \( L_{\text{eff}} = N_r \times L > 3 \cdot 10^3 \), exceeding the longest previously reported sample lengths. Moreover this method allows for an estimate of the precision of the calculated Lyapunov exponents by means of the standard deviation of those ensembles. The range of the parameter \( x \) we have considered is \( x \in [0, 0.08] \) which encodes deviations of \( t \) from \( t_c \). Then we fit all data of the Lyapunov exponent for pairs of the parameters \((M, x)\) extracting the localization index \( \nu \). For each ensemble of the random network we check that the histogram of the Lyapunov exponents is close to a Gaussian. We use the so-called LU decomposition of transfer matrices [30], because it is faster than the standard QR decomposition approach. Since \( t \) and \( r \) appear in the denominators of the matrix elements of transfer matrices, making them zero is a singular procedure, related to the disappearance of two horizontal channels upon opening a node in the vertical direction (see Fig. 2). To overcome this difficulty, following [40], we take for every open node either \( t \) or \( r \) to be equal to \( \varepsilon \ll 1 \). It appears, that the result for the Lyapunov exponent is unchanged within our error \( 10^{-3} \) in a range from \( \varepsilon = 10^{-3} \) up to \( \varepsilon = 10^{-7} \). For even smaller \( \varepsilon \) the results start changing again. This is to be expected because the large differences of values in the entries of transfer matrices cause numerical instabilities for the LU decomposition. Interestingly, we found that the results for the Lyapunov exponents for longer chains depend less on the value of \( \varepsilon \) than for shorter chains. We have chosen \( \varepsilon = 10^{-6} \) for our calculations. As usual, the Lyapunov exponent \( \gamma \) is expected to have the following finite-size scaling behavior:

\[
\gamma_M = \Gamma[M^{1/\nu}u_0(x), M^y u_1(x)].
\]  
(8)

Here \( u_0(x) \) is the relevant field and \( u_1(x) \) is the leading irrelevant field. The relevant field vanishes at the critical point, and \( y < 0 \). The fitting and the error analysis of our numerical data are described in the appendices. The results of the analysis as functions of the disorder parameter \( p \) are presented in Fig. 3 for the localization length exponent \( \nu \), in Fig. 5 for the exponent \( y \) of the irrelevant field and in Fig. 6 for the parameter \( \Gamma_c = \pi(a_0 - 2) \) related to the multifractal exponent \( a_0 \). In table 1 we present these results as numbers.

| \( p \) | \( \Gamma_c \) | \( \Delta \Gamma_c \) | \( \nu \) | \( \Delta \nu \) | \( y \) | \( \Delta y \) |
|---|---|---|---|---|---|---|
| 0 | 0.7823 | 0.05695 | 2.573 | 0.0145 | -0.2078 | 0.3744 |
| 0.1 | 0.816 | 0.00595 | 2.523 | 0.0213 | -0.4592 | 0.1089 |
| 0.25 | 0.8489 | 0.00295 | 2.444 | 0.017 | -0.6598 | 0.0527 |
| 0.3 | 0.8974 | 0.07275 | 2.41 | 0.027 | -0.2028 | 0.0588 |
| 0.4 | 0.8728 | 0.0495 | 2.394 | 0.0157 | -0.355 | 0.05 |
| 0.36 | 0.8859 | 0.04395 | 2.45 | 0.0157 | -0.6562 | 1.9235 |
| 0.5 | 0.95 | 0.00465 | 3.276 | 0.082 | -1.408 | 0.6487 |

Table I. Numerical values for the exponents \( \nu \), \( y \) and the multifractal parameter \( \Gamma_c \) and their uncertainties. Different cases of the disorder parameter \( p \in [0, 1] \) are considered.

Fig. 4 shows an interesting behavior of \( \nu \) versus the probability \( p \). We see that a minimum is achieved precisely at \( p = 1/3 \) which may very likely correspond to the plateau transitions in IQHE. The value \( p = 0 \) gives \( \nu = 2.56 \) for the Chalker-Coddington model, just as expected. At \( p = 1/2 \), where we do not have regular scattering nodes at all the \( x \) dependence of \( \gamma \) should disappear. Therefore, one can expect \( \nu = \infty \), because precisely in this situation the critical behavior of the Lyapunov exponent of the form \( x^\nu \) will produce zero. As we see from Fig. 4, the index sharply increases close to \( p = 1/2 \).

Results and summary.

In summary, we have considered the possibility that a certain type of geometric disorder, previously missing in the study of the integer QH transition, changes its universality class. Our numerical simulations support this idea. We see that the random occurrence of singular blocks in the network with some probability \( p \) leads to a geometry with curvature. The network model has a critical index \( \nu_p \) that apparently changes continuously with \( p \), i.e. it realizes a line of critical points with different universality classes at different points. The \( p_1 - p_2 \) phase diagram of the model is presented in Fig. 7, where the diagonal line from zero to \( A \) is a line of critical points.

The minimal value of \( \nu \) at \( p = 1/3 \) corresponds to the value expected for the exponent of the IQH transitions. The meaning of the other models as well as the mean-
ing of the parameter $p$ remains an open question at the moment. It would be not surprising, if the approaches presented in papers [33] and [34] were related to different parameter $p$ in our model.
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SUPPLEMENTAL MATERIAL

The fitting procedure

As is standard in the transfer matrix method, we want to numerically estimate the Lyapunov exponent $\gamma$ defined...
as the smallest positive eigenvalue of
\[ \frac{1}{2L} \log |T_L T_L^\dagger|, \]
in the limit as \( L \to \infty \). This quantity is self-averaging, and for finite \( L \) its distribution is basically Gaussian. This is illustrated for a particular set of parameters \( M, X, p \) in Fig. 8.

We numerically calculated \( \gamma \) for various combinations of the parameter \( x \) and the lattice width \( M \). The results are shown in Fig. 9.

It is clearly seen that the lines corresponding to different values of \( M \) do not intersect at the critical value \( x = 0 \). In fact, they do not intersect at a single point at all. Therefore, any attempt at trying to use a single-parameter scaling to collapse the data is doomed to fail. The reason for this is that the critical point of the CC model is not the same as the fixed point. They differ by the presence of irrelevant variables that decay as we increase the system width. For the CC model specifically, the leading irrelevant variable has the scaling exponent \( y < 0 \) which is rather small in magnitude. This causes strong correction to scaling even at the critical point. This is a known feature of the CC model that has been stressed by Slevin and Ohtsuki in Ref. [25]. They emphasized that it is crucial to include irrelevant scaling variables as arguments of the fitting functions used in the scaling analysis of the data. This procedure leads to much more reliable results, but cannot be visualized as a simple scaling collapse of the numerical data, as in the case of a single-variable scaling. Inclusion of irrelevant variables in the scaling analysis has become a standard procedure in the numerical studies of network models, and here we follow the same procedure.

Thus, we fit the scaling behavior of the Lyapunov exponent \( \gamma \) near the critical point to the following expression:
\[ \gamma \cdot M = \Gamma(M^{1/x} u_0, M^y u_1), \]

Here we have taken into account the relevant field with exponent \( \nu \) and the leading irrelevant field with exponent \( y \). \( M \) is the number of \( 2 \times 2 \) blocks in the transfer matrices (= half the number of horizontal channels of the lattice), \( u_0 = u_0(x) \) is the relevant field and \( u_1 = u_1(x) \) the leading irrelevant field. It is known that the relevant field vanishes at the critical point, and that \( y < 0 \).

Regarding the two-variable fit, on the left hand side of Eq. (2) we use the numerical results for the eigenvalues of \( T_L \), where we are particularly interested in the eigenvalue closest to 1. The right hand side of (2) is expanded in a series in \( x \) and powers of \( M \), and the expansion coefficients are obtained from a fit. Some coefficients in this expansion vanish due to a symmetry argument. If \( x \) is replaced by \(-x\) we see from Eq. (2) that \( t \) turns into \( r \) and vice versa. Due to the periodic boundary conditions the lattice is unchanged. Therefore the left hand side of (2) is invariant under the sign change of \( x \). Hence the right hand side must be even in \( x \). That renders \( u_0(x) \) and \( u_1(x) \) either even or odd in \( x \). For the Chalker Codding-
ton network the critical point is at \( x = 0 \). This lets us choose \( u_0(x) \) odd and \( u_1(x) \) even. The fit now should use as few coefficients as possible while reproducing the data as closely as possible.

The scaling function \( \Gamma \) in the right side of Eq. \( 2 \) is expanded in the fields \( u_0 \) and \( u_1 \) yielding

\[
\Gamma(u_0(x)M^{1/\nu}, u_1(x)M^\nu) = \Gamma_c + \Gamma_0 u_1 M^\nu + \Gamma_{20} u_0^2 M^{2/\nu}
+ \Gamma_{02} u_0^2 M^{2\nu} + \Gamma_{21} u_1^2 M^{2/\nu} M^\nu + \Gamma_{03} u_1^3 M^{3\nu}
+ \Gamma_{40} u_0^4 M^{4/\nu} + \Gamma_{22} u_0^2 M^{2/\nu} u_1^2 M^{2\nu} + \Gamma_{04} u_1^4 M^{4\nu} + \ldots
\]

or Eq. \( 3 \) we retained only terms that are even in \( x \). Because of the ambiguity in the overall scaling of the fields, the leading coefficient in Eq. \( 4 \) can be chosen to be 1.

The first term in the expansion \( 4 \), \( \Gamma_c \) represents the asymptotic value of the universal critical amplitude ratio \( \Gamma \) in the infinite system. Theoretical arguments based on conformal invariance relate \( \Gamma \) to the multifractal exponent \( \alpha_0 \):

\[
\Gamma_c = \pi(\alpha_0 - 2),
\]

see, for example, Ref. [53].

Weights and Errors

The left hand side of Eq. \( 2 \) is determined by the results of numerical simulations of the random network model. Following Ref. [26] we have produced large ensembles of the Lyapunov exponent \( \gamma \) for a variety of choices for the probability index \( p \) by simulating many disorder realizations for many combinations of \( x \) and \( M \). We calculated disorder realizations for any combination of \( M = 20, 40, 60, 80, 100, 120, 140, 160, 180, 200 \) and \( x = 0.08/12 \cdot [0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] \) for fixed \( L = 5 \times 10^6 \). Details on the ensemble sizes can be found in appendix A. Our goal is to check whether the central limit theorem also works in the case of randomness of the network or not. Fig. 8 shows the distribution of the Lyapunov exponent for \( p = 1/4, M = 100 \) and \( x = 0.04 \) being nicely described by a Gaussian which demonstrates the validity of the central limit theorem.

In the fitting procedure, the weight of each such \( \gamma \) is given by the reciprocal of the variance of the corresponding ensemble. So all \( \gamma \) from the same \( (x, M) \) ensemble enter the fit with the same weight. On the right hand side of Eq. \( 2 \) the fitting formula \( 3 \) depending on \( x \) and \( M \) is used. The coefficients of the expansion and the critical exponents are the fitting coefficients.

The fits are performed in several steps. First a weighted nonlinear least square fit based on a trust region algorithm with specified regions for each parameter is applied. The resulting parameters are used in a further weighted nonlinear least square fit based on a trust region algorithm. Here no limits are imposed on the fit parameters. The last step is repeated until the resulting parameters stop changing.

Evaluation of fits

There are several methods for the evaluation of the fit results.

The \( \chi^2 \)-test with \( \chi^2 \) given by

\[
\chi^2 = \sum_i \frac{(y_i - f_i)^2}{\sigma_i^2}
\]

where \( f_i \) is the value obtained by the fit function and \( y_i \) is the measured value. The parameters \( \sigma_i \) are the standard deviations of the ensemble \( i \) with values for \( (x_i, M_i) \). Our fit contains a large ensemble of data points for each \( (x_i, M_i) \) coordinate. Hence \( \chi^2 = 0 \) is not possible, in fact it will be large due to the huge number of data points. Therefore, we consider the ratio \( \chi^2/\text{degrees of freedom} \) with expectation value 1 in case of an ideal fit. The degrees of freedom equals the number of data points in the fit minus the number of fit parameters.

Deviations from 1 are evaluated by use of the cumulative probability \( P(\tilde{\chi}^2 < \chi^2) \) which is the probability of observing a sample statistic with a smaller \( \chi^2 \) value than in our fit. The Bernoulli test is used here in the special case of only one parameter. A small value of \( P \) and hence a large value of the complement \( Q = 1 - P \) is indicative for a good fit. Yet, values of \( P \) lower than \( 1/2 \) would indicate problems in the estimation of error bars of the individual data points.

Another criterion uses the width of the confidence intervals which quantifies the quality of the prediction for a single parameter. We use 95% confidence intervals meaning that for repeated independent generations of the data and subsequent data analysis, the resulting confidence intervals contain the true parameter values in 95% of the cases.

A very sensitive criterion is the Akaike information criterion (AIC) which allows to select between model fit functions. Suppose, we have \( l \) models with AIC\(_{i} \), \( i = 1, \ldots, l \). The model with the smallest AIC is the favorite one: The relative probability of model \( j \) compared to the model with minimum AIC\(_{\text{min}} \) is

\[
\exp \frac{\text{AIC}_{\text{min}} - \text{AIC}_{j}}{2},
\]

which is always smaller than one.

The last criterion we present is the sum of residuals which is given by \( \text{res} = \sum_j \text{res}_j \), \( \text{res}_j = y_j - f_j \). The condition is that \( \text{res} \) be small compared to the number of degrees of freedom.
Appendix A: Tables of ensemble statistics

In this appendix we present the statistics of our data sets. For each $p$ we present a table showing the number of Lyapunov exponents for each $(x, M)$ pair. As explained in the introduction, $p$ is the probability for enforced horizontal respectively vertical transition in the network and $1 - 2p$ is the probability for regular scattering.

\[ p = 0 \text{ (Classical Chalker Coddington Lattice)} \]

| $M$ | $x$ | $L$ |
|-----|-----|-----|
| 20  | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
| 40  | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
| 60  | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
| 80  | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
| 100 | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
| 120 | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
| 140 | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
| 160 | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
| 180 | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |

\[ p = 0.1 \]

| $M$ | $x$ | $L$ |
|-----|-----|-----|
| 20  | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
| 40  | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
| 60  | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
| 80  | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
| 100 | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
| 120 | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
| 140 | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
| 160 | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
| 180 | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
| 200 | 0.0067 0.0133 0.0200 0.0267 0.0333 0.0400 0.04667 0.0533 0.0600 0.0667 0.0733 0.0800 | 5000000 |
### $p = 0.25$

| $M$ | $x$ | $L$ |
|-----|-----|-----|
|     |     |     |
| 20  | 421 | 5000000 |
| 40  | 390 | 5000000 |
| 60  | 400 | 5000000 |
| 80  | 354 | 5000000 |
| 100 | 624 | 5000000 |
| 120 | 384 | 5000000 |
| 140 | 342 | 5000000 |
| 160 | 366 | 5000000 |
| 180 | 416 | 5000000 |

### $p = 0.3$

| $M$ | $x$ | $L$ |
|-----|-----|-----|
|     |     |     |
| 40  | 208 | 5000000 |
| 60  | 208 | 5000000 |
| 80  | 208 | 5000000 |
| 100 | 416 | 5000000 |
| 120 | 358 | 5000000 |
| 140 | 208 | 5000000 |
| 160 | 288 | 5000000 |
| 180 | 192 | 5000000 |

### $p = 1/3$

| $M$ | $x$ | $L$ |
|-----|-----|-----|
|     |     |     |
| 20  | 624 | 5000000 |
| 40  | 624 | 5000000 |
| 60  | 632 | 5000000 |
| 80  | 625 | 5000000 |
| 100 | 624 | 5000000 |
| 120 | 624 | 5000000 |
| 140 | 624 | 5000000 |
| 160 | 624 | 5000000 |
| 180 | 624 | 5000000 |
| 200 | 624 | 5000000 |
\( p = 0.35 \)

| \( M \) | \( x \) | \( L \) |
|---|---|---|
| 20 | 208 208 192 208 192 208 208 192 208 208 192 208 208 192 208 208 208 208 | 5000000 |
| 40 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 60 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 80 | 208 192 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 100 | 192 192 176 192 192 208 208 192 192 208 208 192 192 208 208 192 192 208 208 | 5000000 |
| 120 | 208 208 192 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 140 | 208 208 208 208 192 208 192 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 160 | 208 176 192 160 192 192 192 192 192 192 192 192 192 192 192 192 192 192 | 5000000 |
| 180 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 200 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |

\( p = 0.36 \)

| \( M \) | \( x \) | \( L \) |
|---|---|---|
| 20 | 192 176 192 144 160 192 192 192 192 192 192 192 192 192 192 192 192 192 | 5000000 |
| 40 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 60 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 80 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 100 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 120 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 140 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 160 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 180 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 200 | 208 192 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |

\( p = 0.4 \)

| \( M \) | \( x \) | \( L \) |
|---|---|---|
| 20 | 416 416 416 416 416 416 416 416 416 416 416 416 416 416 416 416 416 416 | 5000000 |
| 40 | 416 416 416 416 416 416 416 416 416 416 416 416 416 416 416 416 416 416 | 5000000 |
| 60 | 416 416 416 416 416 416 416 416 416 416 416 416 416 416 416 416 416 416 | 5000000 |
| 80 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 100 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 120 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 140 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 160 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |
| 180 | 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 208 | 5000000 |