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Abstract COVID19 is the most impactful pandemic of recent times worldwide. It is a highly infectious disease that is caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2 virus). To date there is specific drug nor vaccination against COVID19. Therefor the need for novel and pioneering anti-COVID19 is of paramount importance. In this direction, computer-aided drug design constitutes a very promising antiviral approach for the discovery and analysis of drugs and molecules with biological activity against SARS-CoV2. In silico modelling takes advantage of the massive amounts of biological and chemical data available on the nature of the interactions between the targeted systems and molecules, as well as the rapid progress of computational tools and software. Herein, we describe the potential of the merging of mathematical modelling, artificial intelligence and learning techniques into seamless computational pipelines for the rapid and efficient discovery and design of potent anti-SARS-CoV-2 modulators.
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1 Introduction

Nowadays, we are going through a pandemic period, which can be considered unprecedented for the modern era. On December 31, 2019, 27 cases of pneumonia with unknown etiology were recorded in Wuhan, China. About a month later, the infection by a new human virus, Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2), was established. The disease was named COVID-19 by the World Health Organization. As of May 14, 4,248,389 cases and 292,046 confirmed deaths have been reported worldwide [80,81].

Coronaviruses are a family of viruses that are enveloped positive-sense, single-stranded RNA, and their diameter ranges from 60–140 nm. On their surface, they contain spike-like protrusions, making them appear like a crown under the microscope. Four more human coronaviruses have been recorded, HKU1, NL63, 229E, and OC43, which cause mild respiratory disease [64].

It is worth noting that there have been two other cases of human infection with animal beta-coronavirus. The first incident concerns a β genera coronavirus in China, which originates from bats and was transmitted to humans through the palm civet cats, which is its host. This virus caused severe acute respiratory syndrome and had a mortality rate of about 11% before it was reduced [11]. The second case concerns the Middle East respiratory syndrome coronavirus (MERS-CoV), which also originates from bats and had as intermediate host the camels in Saudi Arabia with a mortality rate of about 34% [80].

SARS-CoV-2 has all the characteristics that coronaviruses have, but more specifically, its genetic material has a size of 30 kb, encodes ten proteins, and phylogenetically is closer to viruses bat-SL-CoVZC45 and bat-SL-CoVZXC21 than SARS [49]. Viral infection is transmitted to all ages, mainly through droplets released during coughing or sneezing in symptomatic patients, but is also transmitted before symptoms appear and from asymptomatic patients [56]. The virus has the potential to remain viable on surfaces for several days in favorable environmental conditions. Infection can occur either through inhalation of infected droplets or through contact with infected surfaces. Recent studies have shown that the virus enters through the connection of the angiotensin receptor 2 (ACE2) of the respiratory mucosa and the viral surface glycoprotein Spike [17].

More specifically, coronaviruses are made up of four structural proteins, which include Spike (S), membrane (M), envelop (E), and nucleocapsid (N) [8]. Spike is a trimeric glycoprotein on the surface of the virus that is responsible for the diversity of coronaviruses and their hosts. It includes two functional subunits, S1, which is responsible for binding to the host cell receptor and S2, which is responsible for fusing the two membranes, viral and cellular. Through structural and functional analyzes, it was shown that the ACE2 binds to the spike protein of the virus [62]. ACE2 is expressed in lung cells, mainly epithelial cells, as well as in cells of the heart, ileum, nerves, and bladder [88]. After the spike connects to the host ACE2 receptor, the protease cleavage of the first protein is followed. In the literature, a successive model of two-stage protease cleavage has been proposed as a model, where cleavage is performed at S1 / S2 site for priming and a second cleavage at S’2 site, a position next to a fusion peptide in subunit S2 [6,45]. Afterwards, S1 and S2 are cleaved and remain non-covalently bonded as the distant S1 subunit contributes to the stabilization of S2, which is anchored to the membrane. This event is followed by a cleavage in the S’2 site, which probably, through irreversible, conformational changes, activates the spike for membrane fusion. The coronavirus spike is different from other viruses because it can be cleaved and activated by a number of different proteases SARS-CoV-2 is even more special than the other coronaviruses, as at S1 / S2 site there is a furin cleavage site (RPPA sequence). This omnipresent expression of furin is likely responsible for the increased pathogenesis of the virus [87].

So far, a wide variety of clinical features of COVID-19 have been recorded, with the two extreme cases being the asymptomatic condition on the one hand and the acute respiratory distress syndrome and dysfunction of many organs on the other. The most common clinical features are fever, cough, sore throat, breathlessness, headache, fatigue, and myalgia. Due to these common symptoms, it becomes difficult to distinguish it from other respiratory infections. The development of the infection initially in pneumonia followed by respiratory failure and ultimately leads to death, is associated with the extreme increase in inflammatory cytokines such as IL2, IL7, IL10, GCSF, IP10, MCP1, MIP1A, and TNFα [15].


2 Current Drugs, Drug Design and Artificial Intelligence for COVID19

Various laboratory techniques have been reported for diagnosis. The main technique is special molecular testing on throat swabs, nasopharyngeal smear, sputum and secretions of the lower respiratory tract. The main laboratory method of molecular testing is real-time fluorescence (RT-PCR) to detect the positive nucleic acid of the virus. In addition, full genome sequencing and phylogenetic analysis of the above samples can equally detect viral infection \[2,68\]. However, because in the early stages of the infection the molecular test is likely to be negative, even if the patient has contracted the virus, unusual computed tomography (CT) scans have been used to determine the infection. CT scans generally show infiltrates, ground glass opacities and sub segmental consolidation. Even in the case of asymptomatic patients, CT scans show abnormalities \[26\]. It is worth noting that the term “confirmed case” is a suspicious case, ie it presents various of the symptoms, with a positive molecular test \[28\].

At present, there are no specific drugs or vaccines against the virus. However, rapid efforts are being made to test the already broad-spectrum antiviral drugs on the market, such as nucleoside analogues and HIV protease inhibitors \[36\]. The main drugs used in the tests are oseltamivir, lopinavir, ritonavir, ganciclovir, which were administered to patients for 3–14 days \[15\]. Even the broad-spectrum antiviral drug remdesivir and chloroquine showed positive results against SARS-CoV-2 infection in vitro \[78\]. In addition, there are a number of other developing antiviral compounds, such as the candidate compound EIDD-2801 that has shown high therapeutic potential for seasonal and pandemic influenza infections and this represents another possible drug to consider for the treatment of SARS-CoV-2 infection \[71\]. Finally, several broad-spectrum antiviral therapeutic drugs are to be considered, which provide drug treatment options for COVID-19 infection, and include Lopinavir / Ritonavir, neuraminidase inhibitors, peptide (EK1), RNA synthesis inhibitors \[55\].

The process of discovering and developing drugs is quite expensive and time consuming. A drug development cycle can last about 14 years and costs about $ 1 billion. Despite rapid advances in chemistry and technology, the process of drug discovery and production remains quite risky as there is a high rate of failure and low efficiency. Thus, computer-aided drug design (CADD) is now used to discover drugs leading to both cost reduction and risk of failure. CADD reflects computational tools for storing, managing, analyzing, and modeling compounds. Therefore, it includes tools for designing compounds, evaluating potential lead candidates, and studying the chemical interactions and physicochemical characteristics of compounds. It is also important that these tools can be used in preclinical tests through which they will be optimized and reprogrammed into new pipelines \[44\].

The most widely used computational approaches can be divided into three broad categories, structure-based drug design (SBDD), link-based drug design (LBDD), and sequence-based design. SBDD methods are based on knowledge of the structure of the target molecule from crystal structures, NMR data and homology models, and include techniques such as molecular docking and de novo drug design \[14\]. In cases where knowledge of the structure is not possible the methods LBDD are employed. These tools can provide information on the nature of the interactions between target molecules and ligands and include the quantitative relationship of structure-activity (QSAR), pharmacological modeling, molecular field analysis and similarity 2D and 3D \[1\]. However, in cases where neither the structure of the target molecule is known nor there is any information about the ligand, methods based on sequence are used. These include tools for multiple analysis and comparison of sequences aimed at identifying potential targets \[70,76\]. However, the combination of the above methods and tools is important as individual methods are not able to cover the needs of the drug development process \[33,44\].

The entry of mathematical models into the field of drug discovery and preparation is of paramount importance. Some applications of mathematics in this field are related to the analysis of pharmacokinetics (PK) and pharmacodynamics (PD), which leads to the prediction of the dosage of the drug as well as the duration of potency of the drug in the body \[4\]. Computational machine learning (ML) and artificial intelligent (AI) methods have recently entered the pharmaceutical industry which provide greater efficiency and economy. The use of artificial intelligence tools in drug detection has been documented, predicting the physical properties, bioactivity and toxicity of a potential drug, and even the structure of the predictions. It is important to note that traditional structural biology techniques usually take several years to resolve a protein structure, whereas AI-based structure predictions only take a few hours to a few days. In addition, the employment of AI has been extended to cell image processing, natural bioac-
of activity and toxicity predictions, quantum mechanics (QM) properties predictions, chemical composition design and computer-aided organic synthesis, aimed at further improving the effectiveness of drug discovery [12].

3 Mathematical Models and Artificial Intelligence in Drug Design

Current–omics technologies produce vast amounts of raw data about intricate biochemical and regulatory processes in living organisms [54]. The accumulation of such large and complex datasets that are difficult to process with traditional data analysis methods epitomizes the term big data [90]. The ability to interpret big data helps to gain insights into molecular mechanisms that modulate different disease processes and access to a number of possible therapeutic agents and their properties. Therefore the use of big data is of high importance in drug design [90].

Drug design is a difficult multidimensional problem in which various compound attributes, including efficacy, pharmacokinetics, and safety, are to be optimized in parallel to provide possible drug candidates [59]. These procedures require a high number of resources, including money, time, personnel, and ideas. The use of computational methods and applied mathematics, although also requiring such resources, are of high value compared to conventional techniques [4]. Specifically, the use of bioinformatics tools can reduce the number of potential drugs and result in savings of money, time, and personnel [37]. A prime example is the FDA’s Center for Drug Evaluation and Research (CDER) use of modeling and simulations in drug design [41]. The use of such techniques in drug design continues to rise due to the advancements in data processing power and the formation of new artificial intelligence tools that allow the processing of big data[60]. The term artificial intelligence (AI) applies to the simulation of intelligence in a non-living agent [20]. AI comprises of a number of various technologies that support several tasks and processes [19]. This section will focus on the use of mathematical models and various artificial intelligence bioinformatics tools in different drug design stages.

Mathematical modeling Mathematical modeling is an implementing tool of systems biology and, in the field of drug design, links in a quantitative manner the interactions between a pharmacological molecule or combination of drugs, biological pathways, and intricate disease systems [79]. Mathematical modeling is also heavily linked with pharmacometrics, the scientific field which quantifies drug, disease and trial information in order to aid drug design efficiently [4]. The use of mathematical models in drug design has been heavily encouraged by several scientific agencies [24,32].

A typical use of mathematical models in drug design is found in cancer research [32,79]. Some of the most characteristic mathematical models used in cancer drug development are associated with network-based medicine. Network medicine is an area of research that focuses on molecular and genetic interactions and has a number of therapeutic applications. The main three biological networks are protein interaction networks, gene regulatory networks, and expression-based networks [69]. Network-based mathematical models, as an example, can quantify the relationship between proteins in the protein-protein interactome. The information received can elucidate particular network ‘nodes’, in this case proteins, that are of high importance in a specific disease and therefore, appealing drug targets. Using network-based mathematical models in several diseases, a research team may find better targets for drug development, disease biomarkers, or drug combinations that can enhance therapeutic action [16,69].

Another example of mathematical model use in drug development is infectious diseases such as malaria [47]. Pharmacokinetics focuses on how the drug’s concentration increases and drops over time as determined by a number of set parameters such as absorption, distribution, and metabolism. Pharmacokinetics is described through the use of differential equations [65]. On the other hand, pharmacodynamics focuses on the relationship between the drug concentration and its killing efficacy. Pharmacodynamics makes use of the dose-response curve [65]. By combining both pharmacokinetics and pharmacodynamics, predictions can be made on a potential drug’s efficacy and decay regarding different dosage schedules [65].
Machine Learning

Machine Learning (ML) is a subset of AI which refers to several algorithms that execute intelligent predictions based on a – often large - data set [42]. In ML, instead of following a specific set of pre-determined instructions by the programmer, the computer is trained using large amounts of data and has the ability to learn how to perform the tasks and improve its performance [73]. Machine learning tasks fall broadly into three main categories, which include supervised learning, unsupervised learning, and sequential learning [53]. In supervised learning, a computer aims to predict a new observation label based on labeled examples in a large training dataset. In unsupervised learning, the computer’s goal is to detect underlying relationships or patterns in unlabeled data. Lastly, in sequential learning, algorithms work through trial-and-error, and iteratively use external observations to find the ideal decision proportionate to the environment they interact with [53].

Deep Learning (DL) is a prime example of machine learning algorithms currently being used in drug design. DL uses artificial neural networks (ANNs) with multiple layers of nonlinear processing units for learning data representations [13]. An ability of deep learning is that it can have supervised or unsupervised learning of feature presentations on each layer [10]. DL has been applied to various stages in drug design. Deep learning has been extensively used in predicting the properties of a candidate drug. Properties such as bioactivity, toxicity, or solubility are quite important in selecting a drug. Predicting such properties through deep neural networks is considered a case of supervised learning. Specifically, the input includes a candidate drug, while the output is expected to produce a label that showcases if a drug has the desired properties. In a characteristic study, two deep neural networks are integrated, the generative and the predictive. In the generative deep neural network, a candidate drug molecule’s structure is encoded as text (encoded string), the deep neural network receives such strings and is trained to provide chemically feasible encoded strings. One of the most popular standards in encoding molecule structure as text is simplified molecular-input line-entry system (SMILES), which this study uses. The predictive deep neural network, on the other hand, is expected to calculate the compound’s desired properties. In the first stage, both networks are trained separately through a supervised learning algorithm, while in the second stage, they are jointly trained with a reinforced learning approach in order to create a bias towards the desired drug properties [50].

Another example of machine learning algorithms used in drug design is support vector machines (SVM) [9]. Support vector machines are supervised learning models that in the field of drug design are used for topics tasks as classification, regression, and ranking/virtual screening [38]. SVM machines have been used in drug development H1N1 by focusing on the inhibition of a viral enzyme called neuraminidase. In this specific case, SVM models were built to single out active, and weakly active neuraminidase inhibitors where compounds were encoded by MARCSS fingerprints and their molecular descriptors were calculated by ADRIANA.Code [35]. The models displayed high accuracy showcasing SVMs’ potential in drug design [35].

Drug Repurposing and the Case for Natural Language Processing

Drug repurposing or drug reposition is a strategy for finding new uses for approved or investigational drugs that are different from their original therapeutic purpose [51]. Drug repurposing has specific advantages in regards to developing an entirely new drug. Repurposed drugs have been already tested and found sufficiently safe in humans if early trials have been completed. Moreover, the time needed for drug development is greatly shortened since several drug development steps have already been completed. Lastly, drug repurposing cost is expected to be lower than developing a drug de novo [51]. Various artificial intelligence technologies have been used in search of repositionable drugs, with a prime example being natural language processing.

Natural language processing (NLP) is a field of artificial intelligence that includes applications related to language such as text analysis, translation, and speech recognition [19]. NLP main applications involve the creation, understanding and classification of published research and clinical documentation. As mentioned, NLP has also been used to identify possible repositionable drugs [85]. In a specific study, natural language processing was used to mine text from electronic health records and lead to the identification of metformin as a drug that can be repurposed for cancer treatment [84].

Personalized Medicine as the Future of Drug Development

Indeed, a brief mention should be made for personalized medicine. Personalized medicine or precision medicine aims to guide health care decisions toward the most effective treatment for a given individual or subpopulation [23]. Researchers can use mathematical models or...
artificial intelligence tools on large –omics datasets to identify characteristics that are unique to specific individuals or subpopulations and develop drugs that are tailored for them by taking into account said attributes [18].

4 Mathematics in Drug Design

Modern drug development is characterized by low productivity and high costs. Moreover, less than 10% of new compounds entering clinical trials make it to the market [31]. Some of these hurdles can be addressed through the use of mathematical models. A mathematical model can be defined as the description of a biological system using mathematical concepts and language to create a proper explanation of the mechanisms underlying the system’s function or to predict the effect of various parameters on the aforementioned system [43]. The process of constructing a mathematical model is called mathematical modeling, which is also known as predictive modeling, simulation, or decision analysis [43]. In silico studies can use mathematical models to elucidate various pharmacological attributes of potential therapeutic compounds. It is important to note that the FDA’s Center for Drug Evaluation and Research (CDER) is using modeling and simulations in numerous stages of drug development [4].

Mathematical approaches provide great value to drug discovery based on their potential impact and relatively low cost in comparison with running clinical trials [4]. The use of mathematical models and associated computer simulations showcase several benefits. Firstly, discrepancies between systems behavior predicted by a mathematical model and behaviors observed in actual experiments can indicate components that are missing from the mathematical model, therefore assisting in developing a more concise picture of a biological process. Even if it is uncertain which components are missing from the system being investigated, the mathematical model results could potentially guide the design of additional experiments to clarify the issue [22]. Moreover, mathematical models allow for a systematic approach for investigating system perturbations induced by drug administration. Lastly, due to the rapid technological advancements of the past years, mathematical models are not as limited by experimental constraints as lab experiments [22].

The earliest and some of the most heavily used applications of mathematics to drug design, though, are related to pharmacokinetic and pharmacodynamic analyses [4]. Pharmacokinetics describes the time course of drug concentration, while pharmacodynamics describes how drug effects change with concentration [25]. Pharmacokinetic models portray the concentration of a potential drug in the relevant organism compartment (e.g., circulating blood). On the other hand, pharmacodynamic models link this concentration to a biomarker that is hypothesized to be associated with a disease state, oftentimes taking directly into account the pharmacological target’s modulation [4].

The pharmacokinetic characteristics of a drug include parameters such as concentration related to time ($C(t)$), the elimination rate constant ($K$), half-life ($t_{1/2}$), apparent volume of distribution ($V_d$), and total clearance rate (CL) [86]. The simplest pharmacokinetic model considers clearance as a function of both volume of distribution and elimination, in which

$$CL = V_d K$$ [39].

Even though pharmacokinetic analysis can be done without specifying any mathematical models, such models are beneficial in therapeutic decision making. The simplest linear pharmacokinetic model, which assumes that a drug is administered as an instantaneous bolus and that complete drug distribution is also instantaneous, is

$$C(t) = \frac{Dose}{V_d} (e^{-kt})$$ [39]

The assumptions made on the model above are often non-valid. In cases in which a potential drug is administered as a slow bolus or infusion, during drug administration, the concentration is increasing, and infusion time ($T$) should be taken into consideration.

$$C(t) = \frac{Dose}{V_d KT} (1 - e^{-kt})$$

The post-infusion drug concentration can be represented as

$$C(t) = C(T)e^{-k(T-T)}$$ [39]
The pharmacokinetic data though can be even more complex, and more thorough mathematical models may be needed. A prime example is nonlinear pharmacokinetic models, which consider that the pharmacokinetic behavior of a drug is saturable, and are very relevant to anticancer agents [39].

The pharmacodynamic characteristics of a drug include the archetypal effect of a drug (E) as a function of drug concentration (C) and an unknown pharmacodynamic parameter ($\theta_{pd}$). These models can predict drug effect and the mathematical model describing one is

$$E(C) = f(C, \theta_{pd})$$ [57]

One of the most used pharmacodynamic models is the Emax model (4). The Emax model is a nonlinear mathematical model derived from the classic drug-receptor theory (9). The Emax model’s main parameters are Emax and EC50, with an Emax model being either stimulating or inhibiting (4). Emax is a pharmacodynamic parameter that describes the maximum effect of a potential drug, and EC50 describes the concentration producing 50% of the maximum effect (6). The Emax model can be described as

$$Emax = \frac{Emax \times C}{EC_{50} + C} \quad \text{or} \quad Emax = \frac{Emax \times Dose}{ED_{50} + Dose}$$

where ED50 is the dose that produces 50% of the maximum effect.

The Emax model can be improved by including E which accounts for the baseline physiological conditions, such as blood pressure, in the absence of a drug. The Emax can then be described as

$$Emax = E_0 + \frac{Emax \times C}{EC_{50} + C} \quad \text{or} \quad Emax = E_0 + \frac{Emax \times Dose}{ED_{50} + Dose}$$ [57]

Elucidating the relationship between pharmacokinetics and pharmacodynamics allows researchers to understand a drug’s action mechanism and select the optimal compounds for further profiling. Furthermore, pharmacokinetics and pharmacodynamic models can showcase if a potential drug’s attributes are in agreement with clinical expectations.

Lastly, drug development in complex diseases such as cancer makes use of more advanced mathematical models. In this case, network-based mathematical models can be used to identify drug combinations for better treatment. Moreover, network-based mathematical models can quantify the relationship between ‘nodes’ in the protein interactome. The information received can elucidate particular network ‘nodes’, proteins in this case, that are of high importance in a specific disease and, therefore, appealing drug targets.

All of the above reflects the importance of mathematics in drug design. The use of mathematical models is not a new phenomenon since pharmacokinetics and pharmacodynamics have been using them for many years. What is new, though, is the impressive leaps in computational technology characterizing the past decade, which allow the use of more complex models that provide more detailed information to drug designers. The incorporation of such models can allow for better dose predictions, better drug response predictions, and even more individualized therapies (Moore, Allen et al. 2019).

5 Specifics of Computational Drug Design

Recapping the previous statements, the process of developing new drugs that can be effective, highly specific, and non-toxic is a major challenge for the pharmaceutical industry. Standard development methods, from the synthesis and evaluation of candidate compounds to extensive clinical trials, demand a great investment in terms of both time and cost [48]. In the face of these challenges, computational methods for drug design have presented themselves as an attractive alternative and have had many successful applications [58,77]. Computational drug design can be broadly split into two major categories, structure-based and ligand-based drug design. Structure-based drug design is the preferred method when the structure of the biological target is well documented through various experimental methods. When such structural data is unavailable, ligand-based drug design is applied [72].

**Structure-based Drug Design** For structure-based drug design, an accurate view of the biomolecular target’s structure is crucial for the employment of the method. This prerequisite is usually achieved through NMR, X-ray crystallography, and cryo-EM [40]. High throughput methods have led to the generation of an incredible amount of solved structures that can be obtained through public databases such as Protein Data Bank [7], which houses more than 163,000 structural entries. In the case where the structure cannot be retrieved, in silico methods
such as homology modeling can lead to the prediction of the unknown three-dimensional structure. Modeling, by comparison, takes into account the fact that structure is more associated with the protein’s function and biological properties compared to its sequence [27]. Homology modeling, a subset of comparative modeling, includes the element of an evolutionary relationship between the proteins in question. Towards the execution of homology modeling, the sequence of interest is aligned, using widely available tools such as Blast. Altschul et al. [5], and one or several proteins with an experimentally defined structure are chosen as templates. During the building of the model, well-aligned regions between the target sequence and the template allow for the copying of the coordinates. Missing regions are modeled via a variety of available loop-modeling methods, and the conformations of side-chains are subsequently predicted [66]. Refinement of the generated models can be carried out with the use of various methods, such as genetic algorithms [83], or molecular dynamics [52], which have become a staple for homology modeling in the drug design setting [34]. The final step of the process is the evaluation of the generated models, which often includes the comparison of protein structures with known structure and the model of the target protein [66].

In order to predict the web of intermolecular interactions between proteins or between a protein and a small molecule (ligand), molecular docking studies are carried out. Docking takes into account features such as shapes, electrostatic interactions, hydrogen bonds, van der Waals and Coulombic interactions [46]. Various manners of fitting of the ligand in the binding site are explored, and a docking score represents binding potentiality. A key component of the docking methodology is a sampling algorithm that filters the different conformations for one that best matches the receptor structure, ensuring accuracy and time efficiency [66]. There is a broad spectrum of sampling algorithms with varying degrees of freedom, like Monte Carlo simulation, incremental construction, genetic algorithms and fast shape matching [61], implemented in various docking software such as DOCK [29], GLIDE [21], GOLD 3.1 [74] and others. Another component of the docking methodology is the scoring function, which complements the algorithms that are presented above by evaluating and ranking the conformations of the ligand that are predicted. These scoring functions can be broadly classified into empirical, force field, and knowledge-based [61]. During the initial or later stages of a docking approach, molecular dynamics (MD) simulations can be used as an additional tool. MD runs can be run before docking or as a last filter, in order to evaluate and rank the predicted modes of binding as they are generated by the docking approach [89].

The features of electronic and steric nature which are necessary for the best level of interaction between a ligand and a target help to shape a pharmacophore model of the target binding site. During structure-based drug design, pharmacophore models can be incorporated into algorithms for de novo design, or can be used in order to screen databases of compounds [66].

One last component of structure-based drug design is the de novo design of ligands. This approach encompasses a ligand-growing or a ligand-linking methodology. In the ligand-growing methodology, the ligand is fragmented and one of the fragments undergoes docking into the binding site. Through the addition of functional groups to the original fragment, the ligand is elongated. In the second methodology, several fragments undergo docking into adjoining pockets of the target site. Once all the fragments have been connected, a complete compound is created [66].

Ligand-Based Drug Design  Ligand-based drug design is characterized as an indirect approach, given that the structure of the biomolecular target is unknown or cannot be predicted with the use of methods such as homology modeling. Ligand-based drug design involves the study of ligands that are known to interact with the target of interest, with the goal of understanding the correlation between the pharmacological profile of the ligands and their respective chemical and physical properties [30]. These properties that are the most important for the interaction are kept, while the noise of irrelevant information is removed.

Quantitative Structure-Activity Relationships (QSAR) is an elemental approach to ligand-based drug design, based on the notion that similar activity is a result of similar physiochemical or structural properties [3]. In broad strokes, QSAR involves the following steps. Ligands whose biological activity of interest has been quantified experimentally are identified. Descriptors that exhibit a level of association with the physiochemical and structural properties of interest are subsequently chosen, and then used in order to identify correlations between them and
the biological activity. These correlations must account for the variation in terms of activity observed in the set of ligands. The generated QSAR model is used for the optimization of the active ligands. In the last step, the activity of the predicted molecules is verified experimentally [1].

The classic QSAR approach, named 2D-QSAR, cannot provide an adequate level of accuracy when it comes to the relationship between biological activity and the arrangements of physiochemical properties in the three-dimensional space. This has led to the development of 3D-QSAR, where the generated QSAR model relies on descriptors that account for the three-dimensional characteristics of the active molecules. A widely used 3D-QSAR method, Comparative Molecular Field Analysis (CoMFA), computes the fields that surround the molecule, operating under the notion that these molecular fields are the basis of the molecules’ biological activity. An extension of this approach, Comparative Molecular Similarity Indices Analysis (CoMISA), adds fields such as hydrogen bond donors and acceptors, and hydrophobic interactions, to the mix [63]. Efforts have been made, in parallel, to incorporate the element of conformational flexibility in the 3D-QSAR approach. A widely-used software package that follows this approach uses a poling algorithm [67] to sample the space of conformations in terms of the ligands. Finally, multidimensional QSAR (mQSAR) attempts to address the phenomena that add to the energy of ligand binding. This includes adaptation to the binding pocket and conformational entropy, which are addressed by 5D-QSAR and 4D-QSAR, respectively [66].

Lastly, a crucial component of ligand-based drug design is pharmacophore mapping. In order for a drug to elicit a specific biological response, it must possess functional groups with a specific arrangement. This arrangement, in the drug design approach, is the definition of the pharmacophore. For the creation of a ligand-based pharmacophore, active molecules are stacked in a way that ensures their chemical features are overlaid to the maximum. The alignment of the molecules can be achieved through a manner of ways, from rigid methods, which demand information of the active conformations of ligands to semi-flexible and flexible methods. The latter require significant computational power to perform a conformational search while the alignment is taking place. After the alignment, pharmacophore features are extracted, usually involving elements such as hydrophobic properties or hydrogen bond receptors and donors [1]. The generation of the pharmacophore can be executed through a variety of available packages, like LigandScout [82] or MOE [75], all of which handle the steps of the methodology in a different manner.

6 Conclusion

In conclusion, we are going through a period that requires the rapid design of drugs and vaccines in order for humanity to be able to reverse the pandemic from COVID-19. Traditional experimental studies need plenty of time and money to provide the right solutions in order to test and launch the new drug on the world market. At this juncture, computational methods would be able to provide solutions in less time and with less money. Through the methods of machine learning and artificial intelligence it is possible to predict the characteristics, both chemical and structural, of the molecules thus leading to a reduction in the risk of complications and failure.
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