Identification of Essential Proteins Based on Ranking Edge-Weights in Protein-Protein Interaction Networks
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Abstract

Essential proteins are those that are indispensable to cellular survival and development. Existing methods for essential protein identification generally rely on knock-out experiments and/or the relative density of their interactions (edges) with other proteins in a Protein-Protein Interaction (PPI) network. Here, we present a computational method, called EW, to first rank protein-protein interactions in terms of their Edge Weights, and then identify sub-PPI-networks consisting of only the highly-ranked edges as essential proteins. We have applied this method to publicly-available PPI data on Saccharomyces cerevisiae (Yeast) and Escherichia coli (E. coli) for essential protein identification, and demonstrated that EW achieves better performance than the state-of-the-art methods in terms of the precision-recall and Jackknife measures. The highly-ranked protein-protein interactions by our prediction tend to be biologically significant in both the Yeast and E. coli PPI networks. Further analyses on systematically perturbed Yeast and E. coli PPI networks through randomly deleting edges demonstrate that the proposed method is robust and the top-ranked edges tend to be more associated with known essential proteins than the low-ranked edges.

Introduction

Essential proteins are indispensable for the survival of an organism under certain conditions [1]. Reliable identification of essential proteins can contribute to the understanding of the key biological processes of an organism at a systems level, with significant implications to drug design, disease diagnosis and medical treatments. Experimentally, identifications of essential proteins are typically performed through gene knock-outs [1,2] or RNA interference [3], coupled with examination of the viability of the affected organisms. Over the years, numerous proteins have been identified to be essential in a variety of organisms. Such data become particularly useful when used in conjunction with large-scale protein-protein interaction (PPI) data collected using high-throughput techniques such as the yeast-hybrid technique [4]. As of now, a number of PPI networks have been constructed for Saccharomyces cerevisiae (Yeast) [4], Escherichia coli (E. coli) and Caenorhabditis elegans (C. elegans) [5], which have been organized into several PPI databases in the public domain, such as DIP [6], BioGRID [7], STRING [8] and MIPS [9].

A few studies have been published since 2000, aiming to develop the NC method recently proposed a strategy for essential protein detection have been developed, such as the density of maximum neighbourhood component [22], information centrality [19], network bottleneck [20,21], and degree centrality [10]. Similarly it has been demonstrated that proteins, that are interaction hubs in a PPI network tend to be essential as studies have shown that the deletion of a hub protein tends to be more lethal than deleting a non-hub protein in Yeast, E. coli and C. elegans [11–13]. Based on this observation, known as centrality-lethality rule [10,14], numerous centrality-based measures for essential protein detection have been developed, such as the degree centrality [10], betweenness centrality [15], closeness centrality [16], subgraph centrality [17], eigenvector centrality [18], information centrality [19], network bottleneck [20,21], and density of maximum neighbourhood component [22]. Basically these methods identify essential proteins by ranking them in terms of their centrality measures in a PPI network. In addition, a few edge-aided methods for analysing PPI networks PPI network have also been developed. For example, Radicchi et al. proposed the edge-clustering coefficient [23] for identifying essential proteins, considering both edge and node information. The edge clustering coefficient centrality (NC) is another edge-aided method [24], which employs the edge clustering coefficient concept to identify essential proteins in a PPI network. More recently, a number of studies have been published, which combine PPI networks with other biological information to further improve the prediction performance, mainly to overcome issues associated with both missing and false interactions in the existing PPI data. The group that developed the NC method recently proposed a strategy for
constructing a weighted PPI network by considering gene-annotation information, which has enhanced the performance by edge-aided methods [25]. Further improvements were achieved through integration of gene-expression data (PeC) [26] and phylogenetic profile information (ION) [27] by the same group. Although the edge information plays an important role in the identification process, the above-mentioned methods fundamentally rank proteins according to the centrality measure in a PPI network.

In a different perspective, interactions among essential proteins have been taken into consideration and some researchers began to critically consider the traditional explanation of the observed centrality-lethality relationship to propose different points of view. In 2005, Pereira-Leal et al. [28] pointed out that essential proteins tend to be more frequently connected with other essential proteins rather than to non-essential proteins in Yeast PPI networks. After removing all the non-essential proteins from a PPI network, they observed that approximately 97% of the essential proteins are still connected to each other, suggesting a tight relationship among essential proteins. In 2006, He et al. [14] reconsidered the reason why highly connected nodes tend to be essential, and proposed the concept of essential protein-protein interactions. They argued that the essentiality of proteins derives from the essentiality of protein-protein interactions. This new viewpoint about essentiality raises an issue about how to verify the essentiality of interactions. Some edge-aided methods that combine PPI networks with other biological information suggested that edges between two proteins are related to the essentiality of proteins [24–27]. A number of computational approaches have been developed to score the relatedness of proteins connected by edges in a PPI network. Some of these measures are based on associations between two proteins obtained by Gene Ontology [25], gene co-expression [26], number of triangles an edge belongs (NTE) [24] and pairwise sequence similarities [28,29].

In this paper, we present a novel strategy for essential protein identification based on edge weights (EW) for ranking protein-protein interactions within a PPI network. EW scores the importance of an edge in the network by combining several widely used PPI topological information and biological measures. Then it ranks the edges according to their weights and predicts essential proteins based on identification of sub-networks consisting of only highly ranked edges. Our application of EW on Yeast and E. coli PPI data for essential protein prediction demonstrated that it achieves better performance than the state-of-the-art methods. Our predicted essential protein-protein interactions tend to be more biologically significant in both the Yeast and E. coli PPI networks. Its performance on systematically perturbed Yeast and E. coli PPI networks through randomly deleting edges demonstrates that the proposed method is robust and the top-ranked edges tend to be more associated with known essential proteins than low ranked edges.

**Material and Methods**

**Data Source**

1. **Protein-Protein Interaction Network and Essential Proteins List.** PPI data of Yeast were downloaded from the DIP [6] database [release of Oct. 18th, 2012]. The dataset consists of 22,061 distinct interactions among 4,979 proteins. The list of essential genes of Yeast is collected from the OGEE [30] database, which groups all genes into three categories: essential, non-essential and conditional when the essentiality status of the gene varies in different environments. In our analysis, we consider conditional genes as essential because interaction-based methods identify essential genes in different special conditions represented by PPIs and find out also conditionally essential genes. Overall, the Yeast network consists of 1,209 essential proteins, 3,322 non-essential ones, and 448 unknown proteins that are in DIP but not in OGEE.

Similarly, we downloaded PPI data of E. coli from DIP [6] and the essential genes from OGEE [30]. Over 1,000 protein-protein interactions are either single-pair interactions or part of small and unconnected networks with fewer than five nodes. We removed them from our analyses. At the end, the cleaned-up E. coli PPI network consists of 2,528 proteins and 11,496 interactions. Out of these proteins, 444 are essential, 1,403 are non-essential, and 671 unknown ones.

2. **Gene Expression Data.** Gene-expression dataset GSE3431 of Yeast [31] was downloaded from GEO [32], which was collected during three successive metabolic cycles, with 12 time points in each cycle, ~25 minutes apart. The dataset contains 36 samples with 6,777 genes of which 4,858 are involved in the aforementioned Yeast PPI network.

E. coli gene expression data GSE6425 [33] was also downloaded from GEO, which has expression data of two E. coli strains, MG1655 and UTI89, harvested at multiple time points during aerobic or anaerobic growth in Luria-Bertani medium. We used the MG1655 data which contains 22 samples with 4,345 genes.

The detailed information of these data is given in File S1 through File S4.

**Ranking Edges of PPI Networks to get Essential Protein List**

The whole workflow of EW method is easy to implement as shown in Figure 1. We firstly calculate the weights of each edge by multiple several measures of protein pairs, and then sorted the weights to get the essential protein candidates list.

1. **Edge Weight Computation.** We use the following four commonly used measures for evaluating the relationship between two proteins, whose nodes are connected by an edge in a PPI network: GO functional similarity (GE) [34], co-expression levels among genes (PCC) [26], the number of times that a PPI pair involved in PPI triangles (NTE) [24], and the protein-protein sequence similarity measured using the Jukes-Cantor likelihood (PP) [35] (see File S7). The edge weight \( EW_{\text{pro}}^{(u,v)} \) between proteins \( u \) and \( v \) is computed as

\[
EW_{\text{pro}}^{(u,v)}(K_{\text{NTE}}, K_{\text{PCC}}, K_{\text{GE}}, K_{\text{PP}}) = NTE(u,v)^{K_{\text{NTE}}} \cdot \text{PCC}(u,v)^{K_{\text{PCC}}} \cdot \text{GE}(u,v)^{K_{\text{GE}}} \cdot \text{PP}(u,v)^{K_{\text{PP}}} \ldots \ldots
\]

where \( K_{\text{NTE}}, K_{\text{PCC}}, K_{\text{GE}}, K_{\text{PP}} \) are scaling parameters set to 0 or 1, representing whether the corresponding measure is used in the \( EW_{\text{pro}}^{(u,v)} \) calculation or not. Here we simply use multiplication process to combine these measures, because the value ranges of these measures are different, even the same measures between different species. In fact, the addition or normalization processes may influence the final edge order, and therefore the final list of essential proteins. On the other hand, the multiplication process may keep the original feature values and is more generalization across different species. Furthermore, in the pre-test, we have compared the read out of addition and multiplication, finding that the latter is the easiest and best approach to get good performance.

In a preliminary analysis on Yeast for the effectiveness of the parameters of formula (1) (Figure S1 and S2), PP had virtually no effect on the accuracy identification of essential proteins, and was therefore removed from our consideration. This consideration
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gives rise to the following edge weight \( EW(u, v) \) revised formula \( (2) \) (see Figure 1A).

\[
EW(u, v) = NTE(u, v) \times PCC(u, v) \times GE(u, v)
\]

2. Essential Protein List based on Edge Weights. After calculating each edge weight in a PPI network, we sort the edges in descending order of their weights (see Figure 1B). Let \( \text{Edgelist} = [e_1, e_2, \ldots, e_n] \) be the sorted list, where \( e_i \) is the \( i \)-th edge in the list with \( EW(e_1) \geq EW(e_2) \geq \ldots \geq EW(e_i) \geq \ldots \geq EW(e_m) \). For each edge, we create a list containing two proteins connected by the edge. And we generate a list of ranked proteins \( \text{Proteinlist} = [p_1, p_2, \ldots, p_k, \ldots, p_n] \), in such a way that protein \( p_j \) precedes protein \( p_k \) in the list if and only if \( e_a \) is the first edge where \( p_j \) appears and \( e_b \) is the first edge where \( p_k \) appears and \( EW(e_a) \geq EW(e_b) \). By choosing a different \( k \) value, we can get the top \( k \) essential protein candidates. For example in Figure 1B, \( \text{Edgelist} = [e_1, e_2, e_3, e_4, \ldots] \) was obtained after sorting their edge weights in descending order. We extract edges one by one from the \( \text{Edgelist} \) according to the order, and in each extract process, we put the two nodes belongs to the edge into candidate proteins set sequentially if they don’t appear in this set before. \( e_1 \) was the first chosen edge, and then its two nodes \( p_1 \) and \( p_2 \) was set into candidate proteins set. When \( e_3 \) was chosen, we found \( p_1 \) and \( p_3 \) had appeared in candidate protein set, so in this extraction process, there was not new protein comer. In a similar way, we added all the edges’ nodes into protein set without duplicate.

Performance Evaluation
It has been established that NC, PeC and ION methods perform better than the previously published centrality-based measures [24,26,27]. Therefore, in our performance assessment we compare EW against these methods. To evaluate the overall performance, we use the precision-recall, and Jackknife curves as presented in [36], which measure the number of true positives among the top ranked list. In addition, we assessed EW’s performance on perturbed PPI networks to assess the robustness of each method, and analysed pathway enrichment by DAVID to examine the biological functions of the obtained protein modules [37].

1. Precision-Recall Curve. A Precision–Recall (PR) curve is obtained by plotting:

\[
\text{Precision}(n) = \frac{TP(n)}{TP(n) + FP(n)}
\]

\[
\text{Recall}(n) = \frac{TP(n)}{P}
\]

where \( TP(n) \) is the number of true positives among the top \( n \) ranked proteins, and \( FP(n) \) is the number of non-essential proteins incorrectly predicted as essential among the top \( n \) ranked proteins, and \( P \) is the total number of essential proteins under consideration.

2. Jackknife Curve. We use the Jackknife curve [36] to assess the generality of our trained predictor. A Jackknife curve represents the number of samples that are correctly predicted among a top ranked prediction list, denoted as \( \text{Jackknife}(n) \) for the number of true positives among the top \( n \) predictions. In a 2D representation, the x-axis denotes the number of proteins sorted in a descending order while the y-axis represents the number of essential proteins correctly predicted among the top \( n \) predictions, with \( n \) being a number along the x-axis. When doing performance comparison, the EW’s Jackknife curve plots the number of
essential proteins, namely $TP(n)$ (y-axis) against the length of the lists, namely $n$ (x-axis).

3. Pathway Enrichment Analysis. We have carried out a pathway enrichment analysis among the top ranked predictions, using DAVID along with statistical significant p-values calculated using a modified Fisher’s exact test [37,38]. To correct the enrichment p-values and to control the family-wise false discovery rate (FDR), a Benjamini Hochberg (BH) testing correction is used by DAVID.

4. Robustness Test. To assess the robustness of the EW method, we have perturbed the original PPI data by deleting $X$ edges, for $X = 100, 500$ and 1,000, from the top, the bottom and randomly in the ranked EW edge list, respectively. We then applied EW, PeC and NC on these perturbed networks and observed the changes in identification read out.

Results

EW Performance on Yeast and E. coli

1. Comparison on Yeast PPI data. We compared EW with NC and PeC in terms of number of essential proteins among their top-ranked proteins (Figure 2A), and found that EW performs substantially better than the other two programs on the Yeast dataset described in the Methods section. Specifically, among the top 100, 200 and 600 ranked predictions, EW correctly predicts 83, 158 and 374 verified essential proteins, while NC correctly predicts 55, 125 and 327 verified proteins, and PeC correctly predicts 83, 146 and 348 verified essential proteins, respectively. For this prediction, we used the default parameters of each program.

We also compared the three programs measured using the precision-recall and Jackknife curves, and found that EW consistently outperforms PeC and NC, as shown in Figure 2C and Figure S3A.

Some proteins are predicted to be essential by the DIP database but are unknown proteins in the OGEE database. We noted that at least two of such unknown proteins are among our top predictions, SMX2 and TRA1. SMX2 ranks as the top 186th prediction by EW, and was reported as an essential protein by Guri et al. [1]. TRA1 is ranked number 300 among EW’s prediction, and was found to be essential by Saleh et al. [39].

2. Comparison on E. coli PPI data. EW shows substantially better performance than NC and PeC on the E. coli PPI data (see Methods section). Among the top 100, 200, 400 and 600 predictions, EW correctly predicts 57, 109, 172 and 221 verified essential proteins. In comparison, NC correctly predicts 35, 62, 113 and 160, and PeC correctly predicts 46, 76, 129 and 177. The detailed data for this comparison is given in Figure 2B. Similar results are observed in terms of precision-recall and Jackknife curve as illustrated in Figure 2D and Figure S3B.

Similar to what observed in Yeast, we found a number of E. coli proteins not included in OGEE, which were reported to be essential proteins in the literature and are predicted by our program. For example, FUSA, which is ranked as the 3rd protein by EW, was reported to be an essential protein according to the DEG database (DEG10040515) and in Baba, et al. [40].

Finally, we compared the predictions of EW against ION. The NC’s performance curves on the tested dataset are almost the same of those shown in Figure 2C, 2D and in the ION paper [27].

Figure 2. EW performance compare with NC and PeC methods. (A)(B): Comparison among the numbers of essential proteins identified by EW, NC and PeC on Yeast and E.coli, respectively, when selecting 50, 100, 200, 300, 400, 500 and 600 top ranked proteins; (C)(D): PR curves of EW, NC and PeC on Yeast and E.coli.
doi:10.1371/journal.pone.0108716.g002
Though the shape of the PR curve is slightly better than NC on Yeast, ION’s performance has low precision at low recall values on the E. coli dataset, while different from the performance on Yeast. In comparison, EW and PeC display high precisions at low recall values, similarly to the performance on Yeast shown in Figure 2C, and EW has even better performance than PeC. The high-level of performance on the two very different datasets indicates that EW is generally stable.

Importance of Top Edges Found by EW and Its Robustness

In order to study the importance of the edges found with EW and the robustness of the method, we run EW on a series of perturbed PPIs as shown in Figure 3.

Perturbations on the Yeast PPI was obtained by deleting 100 edges in 10 steps from the top edges in the ranked edge list of EW (see Figure 3A1). We observed that the edge removal through each step substantially degrades the prediction results in all the methods. We further noted that deleting 5% from the top of all ranked edges, the essential-protein prediction can significantly change.

In comparison, when deleting edges from the PPI chosen the bottom of the ranked edge list, e.g. by deleting 1000 edges each step, each deletion step did not change our essential protein prediction. The same happened when deleting 10,000, almost half of the edges of the whole PPI network. These results indicate that the edge ranking list by EW indeed capture the key information associated with essential proteins.

Similar results were achieved on the E. coli PPI as shown in Figure 3B1–3B3.

When applying the above analyses to the PeC and NC methods, we found that the top proteins identified by EW are also more important than the bottom proteins of the ranked edge list, which may influence PeC and NC performance more (Figure S4 and S5).

Case studies on selected clusters with high-ranking genes in PPI Networks

It is difficult to give a fixed cut-off value for the final candidate list. The final number of top proteins selected for further analysis depends on related available information and on the overall capabilities that a lab can deploy for a particular research purpose. We examined the sub-networks consisting of only high-ranking edges in a PPI network, each of which is termed as a network module. We use Cytoscape (version 2.8.0) [41] to show the identified modules in Figure 4, and list of proteins of modules in Figure 4 are shown in File S6.

We carried out pathway enrichment analyses of each network module consisting of only the top 100 edges of the E. coli PPI network; and of only the top 200 edges of the Yeast PPI network which found by EW (File S5 for the top protein lists on E. coli and Yeast, respectively). We found that genes belonging to network modules with at least ten proteins are generally involved in the same pathways or protein complexes, such as the identified...
modules A1 and A2 of *E. coli* and module B1 of *Yeast* have high Benjamini scores for the pathway-enrichment at 1.9E–47, 4.4E–10 and 5.3E–21, respectively (Table 1).

1. *E. coli* modules. For the identified *E. coli* modules, module A1 consists of genes that encode for ribosome related proteins and module A2 consists of proteins associated to ribosome biogenesis. All these proteins are related to post-transcriptional modification of RNA, in particular RNA methylation. Out of the 55 ribosomal genes in module A1, two major hubs appear connecting ribosomal proteins. The first hub is organized around RPL4 (rplD in Figure 5A1) which is a translational repressor and known to regulate the expression of the S10 operon by transcription attenuation[42]. The second hub is centered around RPL23 (rplW in Figure 5A1). As far as we know, this protein is not known to play specific roles in controlling the expression of other ribosomal proteins so it could be an interesting candidate for further investigation. Note that the transcripts of rpoS in A1 are targets of the cold shock protein C (CspC) which plays a role in the mRNA stability [43], and connects modules A1 and A2.

Module A2 consists mainly of non-essential proteins with a central hub in deadD. The protein has been demonstrated to restore the presence of both RPS1 and RPSS2 in ribosomes of the rpsB(ts) strain grown in non-permissive temperature, indicating its involvement in ribosome biogenesis [44]. Beside this protein, most of the interactions in Figure 5A2 involve enzymes relevant to RNA processing, which is increasingly recognized as potential sites of post-transcriptional regulation [45–48].

2. *Yeast* modules. Module B1(Figure 5B1) of *Yeast* consists of proteasome proteins and 13 out of 19 proteins of module B2(Figure 5B2) are involved in ribosome biogenesis [49–53]. Among the essential protein interactions in module B1 are those involving ATPases Rpt1-Rpt6 [54] and the non-ATPase proteasome subunits, Rpn1-3, Rpn5-15 and Rpn15 [55]. The central role of ribosome biogenesis and ribosome regulation found in *E. coli* is also found in the *Yeast* data. The B2 module not only represents the essential interactions involved in rRNA pre-processing but also covers connections with the cytoskeleton organization (such as actin depolarization, sda1 and microtubule association, YTM1), the translation initiation (tif6) and the proteolytic surveillance (CIC1). In addition, a number of nodes such as tif6 [56], NOP2P [57], NSA2 [58], and RPF2, which is a central node in module B2, are known to be essential players for processing of 27SB pre-rRNA.

### Table 1. Modular examples pathway enrichment analysis by DAVID.

| Organism | Modular example | GO term         | Count (%) | p-value     | Benjamini |
|----------|-----------------|-----------------|-----------|-------------|-----------|
| Yeast    | B1              | Proteasome      | 13 (87%)  | 5.3E–21     | 5.3E–21   |
|          | B2              | –               | –         | –           | –         |
| *E. coli*| A1              | Ribosome        | 27 (50%)  | 1.5E–49     | 1.9E–47   |
|          | A2              | RNA degradation | 7 (13%)   | 4.5E–11     | 4.4E–10   |

| doi:10.1371/journal.pone.0108716.t001
Conclusions

Unlike the centrality-based measures and edge-aided methods for essential protein identification, we proposed a method EW to rank protein-protein interactions in a PPI network through comparison of their edge weights, and identify essential proteins as connected sub-networks by top ranked edges. EW achieves better performance in terms of precision-recall and Jackknife measures than the state-of-the-art methods when applied to detection of essential proteins in both Yeast and E. coli. The analysis on perturbed PPI networks shows that our program also has higher prediction stability than the compared programs. We expect that the EW program will serve as a useful tool for identification of essential proteins in PPI networks of any organisms.

Supporting Information

Figure S1 PR curves of different combination of measures in EW on Yeast PPI networks. 15 PR curves with different combination of $K_{NTE}, K_{PCC}, K_{GE}, K_{PP}$ of $EW_{pro}^{(u,v)}$ in formula (1) are illustrated. It can be seen that the results using the combination $K_{NTE} = 1, K_{PCC} = 1, K_{GE} = 1, K_{PP} = 0$, which is the top red line above all the others, has the best performance, which leads to $EW(u,v) = NTE(u,v) * PCC(u,v) * GE(u,v)$ as the formula (2) for the EW method.

Figure S2 PR curves of different measures combination in EW without PP vs. with PP on Yeast PPI networks. And PP vs. average performance by 10 times randomly sorted all edges on Yeast PPI networks. From the PR curves in (A)–(G), we can see that PP has virtually no effect on to the combination identification, except when combined with GE. In (H), the performance with PP alone is very similar to the PR curve performance of randomly sorted all edges (by 10 times average).

Figure S3 Jackknife curves of EW, NC and PeC on Yeast and E.coli PPI networks. The yellow line whose slope is equal to the ratio between the total number of essential proteins and the total number of all the proteins is plotted as a baseline. It represents the expected performance of the probability for a random selection that how many essential proteins will randomly appear in a chosen protein list and it is used as a standard reference for comparison.

Figure S4 PR curves of EW, PeC and NC methods on the perturbed Yeast PPI networks for essential proteins identification. The Yeast PPI networks are perturbed from the top, the bottom and randomly by deleting X edges in 10 steps in the ranked EW edge lists. (A1, A4, A7) are the EW, PeC and NC performance of deleting edges from the top for $X = 100$; (A2, A5, A8) are the EW, PeC and NC performance of deleting edges from the bottom for $X = 1000$; (A3, A6, A9) are the EW, PeC and NC performance of deleting edges randomly for $X = 1000$.

Figure S5 PR curves of EW, PeC and NC methods on the perturbed E.coli PPI networks for essential proteins identification. The E. coli PPI networks are perturbed from the top, the bottom and randomly by deleting X edges in 10 steps in the ranked EW edge lists. (B1, B4, B7) are the EW, PeC and NC performance of deleting edges from the top for $X = 100$; (B2, B5, B8) are the EW, PeC and NC performance of deleting edges from the bottom for $X = 500$; (B3, B6, B9) are the EW, PeC and NC performance of deleting edges randomly for $X = 500$.

Figure 5. Modular examples in Yeast and E.coli PPI network by top edges. The red nodes are essential proteins and the green ones are non-essential proteins. doi:10.1371/journal.pone.0108716.g005

Figure S2 Modular examples in 100 top edges in E. coli. Modular examples in 200 top edges in Yeast.
Essential Protein Identification by Edge-Weights

References

1. Giaever G, Chu AM, Ni L, Connelly C, Riles L, et al. (2002) Functional profiling of the Saccharomyces cerevisiae genome. Nature 418: 387–391.

2. Roemer T, Jiang B, Davison J, Ketela T, Veillette K, et al. (2005) Large-scale essential gene identification in Candida albicans and applications to antifungal drug discovery. Mol Microbiol 57: 167–181.

3. Cullen LM, Aruht GM (2005) Genome-wide screening for gene function using RNAi in mammalian cells. Immunal Cell Biol 33: 217–223.

4. Uetz P, Giot L, Cagney G, Mansfield TA, Judson RS, et al. (2000) A comprehensive analysis of protein-protein interactions in Saccharomyces cerevisiae. Nature 403: 623–627.

5. Li S, Armstrong CM, Berin N, Ge H, Milstein S, et al. (2004) A map of the interactome network of the metazoa C. elegans. Sci Signal 303: 340.

6. Xenarios I, Salwinski L, Duan XJ, Hughey R, Kim SM, et al. (2002) DIP, the Database of Interacting Proteins: a research tool for studying cellular networks of protein interactions. Nucleic Acids Res 30: 303–305.

7. Stark C, Breitkreutz BJ, Chatr-Aryamontri A, Boucher L, Oughtred R, et al. (2011) The BioGRID interaction database: 2011 update. Nucleic Acids Res 39: D606–D610.

8. Szklarczyk D, Franceschini A, Kuhn M, Simonovic M, Roth A, et al. (2011) The STRING database in 2011: functional interaction networks of proteins, globally integrated and scored. Nucleic Acids Res 39: D561–D568.

9. Mewes H, Frishman D, Mayer K, Minzelerkotter M, Noubibou O, et al. (2006) MIPS: analysis and annotation of proteins from whole genomes in 2005. Nucleic Acids Res 34: D169–D172.

10. Jeong H, Mason SP, Barabasi AL, Oltvai ZN (2001) Lethality and centrality in protein networks. Nature 411: 41–42.

11. Yu H, Greenbaum D, Lu HM, Zhu X, Gerstein M (2004) Genomic analysis of essentiality within protein networks. RNA 7: 817–846.

12. Hahn MW, Kern AD (2005) Comparative genomics of yeast and human essential gene identification and applications to antifungal drug discovery. Mol Microbiol 57: 167–181.

13. Wuchty S (2002) Interaction and domain networks of yeast. Proteomics 2: 1715–1723.

14. He X, Zhang J (2006) Why do hubs tend to be in essential protein networks? PLoS Genet 2: e88.

15. Joy MP, Brook A, Ingber DE, Huang S (2005) High-betweenness proteins in the yeast protein interaction network. Biomed Res Int 2005: 96–103.

16. Vuchtya S, Stadler P (2003) Centers of complex networks. J Theor Biol 225: 45–53.

17. Estrada E, Rodriguez-Velazquez JA (2005) Subgraph centrality in complex networks. PHYS REV E 71: 056103.

18. Bonacich P (1987) Power and centrality: A family of measures. AJS: 1170–1182.

19. Stephenson K, Zelen M (1989) Rethinking centrality: Methods and examples. Soc Networks 11: 1–37.

20. Przulj N, Wigle D, Jurisica I (2004) Functional topology in a network of protein interactions. Bioinformatics 20: 340–348.

21. Yu H, Kim PM, Sprecher E, Trifonov V, Gerstein M (2007) The importance of bottlenecks in protein networks: correlation with gene essentiality and expression dynamics. PLoS Comput Biol 3: e39.

22. Liu CY, Chiu CH, Wu HH, Chen SY, Ho CW, et al. (2008) Hubbard: hub objects analyzer—a framework of interaction hubs identification for network biology. Nucleic Acids Res 36: W430–W443.

23. Radicchi F, Castellano C, Cecconi F, Loreto V, Parisi D (2004) Defining and identifying communities in networks. Proc Natl Acad Sci U S A 101: 2658–2663.

24. Wang J, Li M, Wang H, Pan Y (2012) Identification of essential proteins based on edge clustering coefficient. IEEE/ACM Trans Comput Biol Bioinform 9: 1070–1080.

25. Li M, Wang JX, Wang HA, Pan Y (2010) Essential Proteins Discovery from Weighted Protein Interaction Networks. ISBRA2010, LNBI 6053: 89–100.

26. Li M, Zhang H, Wang JX, Pan Y (2012) A new essential protein discovery method based on the integration of protein-protein interaction and gene expression data. BMC Syst Biol 6: 15.

27. Peng W, Wang JX, Wang WP, Liu Q, Wu FX, et al. (2012) Iteration method for predicting essential proteins based on orthology and protein-protein interaction networks. BMC Syst Biol 6: 87.

28. Pereira-Leal JB, Audit B, Peregrin-Alvarez JM, Ozouf-Costaz C (2005) An exponential core in the heart of the yeast protein interaction network. Mol Biol Evol 22: 421–425.

29. Zak N (2006) Prediction of protein-protein interactions using pairwise alignment and inter-domain linker region. Engineering Letters 16: 505.

30. Chen WH, Mingepe P, Lercher MJ, Berko P (2012) OGGEE: an online gene essentiality database. Nucleic Acids Res 40: D901–D906.

31. Tu BP, Kadlicki A, Rowicka M, Mc-Knight SL (2005) Logic of the yeast metabolic cycle: temporal compartmentalization of cellular processes. Science 310: 1152–1156.

32. GEO. Available: http://www.ncbi.nlm.nih.gov/geo/

33. Reigstad CS, Hultgren SJ, Gordon JJ (2007) Functional genomic studies of uropathogenic Escherichia coli and host urothelial cells when intracellular bacterial communities are assembled. J Mol Biol 2012: 21259–21267.

34. M M: FastSemSim. Available: http://sourceforge.net/p/fastsem/sim/home/unpublished.

35. Jukes TH, Cantor CR (1969) Evolution of protein molecules.

36. Colbert AG, Davis PJ, Foster JM, Carlow CK, Kumar S (2009) Computational prediction of essential genes in an unculturable endosymbiotic bacterium, Wolbachia of Brugia malayi. BMC Microbiol 9: 243.

37. Sherman BT, Lempicki RA (2009) Bioinformatics enrichment tools: paths toward the comprehensive functional analysis of large gene lists. Nucleic Acids Res 37: 1–13.

38. Huang DW, Sherman BT, Lempicki RA (2008) Systematic and integrative analysis of large gene lists using DAVID bioinformatics resources. Nat Protoc 4: 44–57.

39. Saleh A, Schieltz D, Ting N, McMahon SB, Litchfield DW, et al. (1998) Tra1p is a component of the yeast Adh1-Spt transcriptional regulatory complexes. J Mol Biol 273: 26539–26565.

40. Baba T, Ara T, Hasegawa M, Takai Y, Okumura Y, et al. (2006) Construction of Escherichia coli K-12 in-frame, single-gene knockout mutants: the Keio collection. Mol Syst Biol 2.

41. Smoot ME, Ono K, Ruscheinski J, Wang PL, Ideker T (2011) Cytoscape 2.8: new features for data integration and network visualization. Bioinformatics 27: 431–432.

42. Ridhwall I, Archer R, Zeydel JM (1983) Transcription of the S10 ribosomal protein operon is regulated by an attenuator in the leader. Cell 33: 241–248.

43. Cohen-Ori I, Shenhar Y, Biran D, Ron EZ (2010) CspC regulates rpoS dynamics. PLoS Comput Biol 3: e59.
44. Moll I, Grill S, Grundling A, Blasi U (2002) Effects of ribosomal proteins S1, S2 and the DeaD/ColA DEAD-box helicase on translation of leaderless and canonical mRNAs in Escherichia coli. Mol Microbiol 44: 1387–1396.
45. Anger AM, Armache JP, Berninghausen O, Habeck M, Subklewe M, et al. (2013) Structures of the human and Drosophila 80S ribosome. Nature 497: 80–85.
46. Xue S, Bara M (2012) Specialized ribosomes: a new frontier in gene regulation and organismal biology. Nat Rev Mol Cell Biol 13: 355–369.
47. Kravec MG, Chen AS, Ware YC (2011) Expression of ribosomal protein L22c family members in Drosophila melanogaster: rpL22-like is differentially expressed and alternatively spliced. Nucleic Acids Res 39: 2701–2716.
48. Kondrashov N, Posc A, Stumpf CR, Shinizu K, Hsieh AC, et al. (2011) Ribosome-mediated specificity in Hox mRNA translation and vertebrate tissue patterning. Cell 145: 383–397.
49. Miles TD, Jakovljevic J, Horsey EW, Harmpicharnchai P, Tang L, et al. (2005) Ynp1, Nop7, and Erb1 form a complex necessary for maturation of yeast 66S preribosomes. Mol Cell Biol 25: 10419–10432.
50. Horsey EW, Jakovljevic J, Miles TD, Harmpicharnchai P, Woolford JL (2004) Role of the yeast Rpl1 protein in the dynamics of pre-ribosome maturation. Rna 10: 813–827.
51. Saveanu C, Namane A, Gleizes PE, Lebreton A, Roussel JC, et al. (2003) Sequential protein association with nascent 60S ribosomal particles. Mol Cell Biol 23: 4449–4460.
52. Harmpicharnchai P, Jakovljevic J, Horsey E, Miles T, Roman J, et al. (2001) Composition and functional characterization of yeast 66S ribosome assembly intermediates. Mol Cell 8: 505–515.
53. Du YCN, Stillman B (2002) Yph1p, an ORC-interacting protein: potential links between cell proliferation control, DNA replication, and ribosome biogenesis. Cell 109: 835–848.
54. Park S, Roelofji J, Kim W, Robert J, Schmidt M, et al. (2009) Hexameric assembly of the proteasomal ATPases is templated through their C termini. Nature 459: 866–870.
55. Lasker K, Förster F, Bohm S, Walzthoeni T, Villa E, et al. (2012) Molecular architecture of the 26S proteasome holocomplex determined by an integrative approach. Proc Natl Acad Sci U S A 109: 1380–1387.
56. Basu U, Si K, Warner JR, Maitra U (2001) The Saccharomyces cerevisiae TIF6 gene encoding translation initiation factor 6 is required for 60S ribosomal subunit biogenesis. Mol Cell Biol 21: 1453–1462.
57. Hong B, Brockenhrough JS, Wu P, Aris JP (1997) Nop2p is required for pre-rRNA processing and 60S ribosome subunit synthesis in yeast. Mol Cell Biol 17: 376–380.
58. Lebreton A, Saveanu C, Decourty L, Jaquier A, Fromont-Racine M (2006) Nua2 is an unstable, conserved factor required for the maturation of 27 SB pre-rRNAs. J Biol Chem 281: 27099–27108.