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Abstract. Tseng’s algorithm finds a zero of the sum of a maximally monotone operator and a monotone continuous operator by evaluating the latter twice per iteration. In this paper, we modify Tseng’s algorithm for finding a zero of the sum of three operators, where we add a cocoercive operator to the inclusion. Since the sum of a cocoercive and a monotone-Lipschitz operator is monotone and Lipschitz, we could use Tseng’s method for solving this problem, but implementing both operators twice per iteration and without taking into advantage the cocoercivity property of one operator. Instead, in our approach, although the continuous monotone operator must still be evaluated twice, we exploit the cocoercivity of one operator by evaluating it only once per iteration. Moreover, when the cocoercive or continuous-monotone operators are zero it reduces to Tseng’s or forward-backward splittings, respectively, unifying in this way both algorithms. In addition, we provide a preconditioned version of the proposed method including non self-adjoint linear operators in the computation of resolvents and the single-valued operators involved. This approach allows us to also extend previous variable metric versions of Tseng’s and forward-backward methods and simplify their conditions on the underlying metrics. We also exploit the case when non self-adjoint linear operators are triangular by blocks in the primal-dual product space for solving primal-dual composite monotone inclusions, obtaining Gauss-Seidel type algorithms which generalize several primal-dual methods available in the literature. Finally, we explore applications to the obstacle problem, Empirical Risk Minimization, distributed optimization and nonlinear programming and we illustrate the performance of the method via some numerical simulations.
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1. Introduction. This paper is devoted to the numerical resolution of following problem.

PROBLEM 1. Let $X$ be a nonempty closed convex subset of a real Hilbert space $\mathcal{H}$, let $A: \mathcal{H} \to 2^{\mathcal{H}}$ and $B_2: \mathcal{H} \to 2^{\mathcal{H}}$ be maximally monotone operators, with $B_2$ single valued in $\text{dom} \, B_2 \supset \text{dom} \, A \cup X$, and let $B_1: \mathcal{H} \to \mathcal{H}$ be $\beta$-cocoercive, for some $\beta > 0$. Moreover assume that $B_2$ is continuous on $\text{dom} \, A \cup X$ and that $A + B_2$ is maximally monotone. The problem is to

$$\text{find } \quad x \in X \quad \text{such that} \quad 0 \in Ax + B_1x + B_2x,$$

under the assumption that the set of solutions to (1.1) is nonempty.

The wide variety of applications of Problem 1 involving optimization problems, variational inequalities, partial differential equations, image processing, saddle point problems, game theory, among others can be explored in [3, 20] and the references therein. As an important application, consider the case of composite optimization problems of the form

$$\text{minimize } \quad f(x) + g(Lx) + h(x),$$

over $x \in \mathcal{H}$.
where $H$ and $G$ are real Hilbert spaces, $L : H \rightarrow G$ is linear and bounded, $f : H \rightarrow (-\infty, \infty]$ and $g : G \rightarrow (-\infty, \infty]$ are lower semicontinuous, convex, and proper, and $h : H \rightarrow \mathbb{R}$ is convex differentiable with $\beta^{-1}$-Lipschitz gradient. Since $g$ may be non smooth, primal algorithms in this context need to evaluate $\text{prox}_{g L}$ or invert $L$ which can be costly numerically. In order to overcome this difficulty, fully split primal-dual algorithms are proposed, e.g., in [8, 21, 42], in which only $\text{prox}_{g}$, $L$, and $L^*$ are computed. These algorithms follow from the first order optimality conditions of (1.2), which, under qualification conditions, can be written as Problem 1 with

$$X = \mathcal{H} = H \times G, \quad A = \partial f \times \partial g^*, \quad B_1 = \nabla h \times \{0\}, \quad B_2 = \begin{bmatrix} 0 & L^* \\ -L & 0 \end{bmatrix},$$

where we point out that $B_2$ is monotone and Lipschitz but not cocoercive, because it is skew linear and, for every $x \in \mathcal{H}$, $\langle x \mid B_2 x \rangle = 0$. We have that, for any solution $x = (x_1^*, x_2^*) \in \text{zer}(A + B_1 + B_2)$, $x_1^*$ solves (1.2), where we denote $\text{zer} T = \{x \in \mathcal{H} \mid 0 \in T x\}$ for any set valued operator $T : \mathcal{H} \rightarrow 2^H$. A method proposed in [42] solves (1.2) in a more general context by using forward-backward splitting (FB) in the product space with the metric $\langle \cdot \mid \cdot \rangle_V = \langle V^* \mid \cdot \rangle$ for the operators $V^{-1}(A + B_2)$ and $V^{-1}B_1$ with a specific choice of self-adjoint strongly monotone linear operator $V$. We recall that the forward-backward splitting [16, 10, 32, 25] finds a zero of the sum of a maximally monotone and a cocoercive operator, which is a particular case of Problem 1 when $X = \mathcal{H}$ and $B_2 = 0$. This method provides a sequence obtained from the fixed point iteration of the nonexpansive operator $(\text{Id} - \gamma B_1)$

$$T_{FB} := J_{\gamma A} \circ (\text{Id} - \gamma B_1),$$

which converges weakly to a zero of $A + B_1$. Here $\text{Id}$ stands for the identity map in $\mathcal{H}$ and, for every set valued operator $M : \mathcal{H} \rightarrow 2^H$, $J_M = (\text{Id} + M)^{-1} : \mathcal{H} \rightarrow 2^H$ is the resolvent of $M$, which is single valued and nonexpansive when $M$ is maximally monotone. In the context of (1.3), the operators $V^{-1}(A + B_2)$ and $V^{-1}B_1$ are maximally monotone and $\beta$-cocoercive in the metric $\langle \cdot \mid \cdot \rangle_V = \langle V^* \mid \cdot \rangle$, respectively, which ensures the convergence of the forward-backward splitting. The choice of $V$ permits the explicit computation of $J_{V^{-1}(A + B_2)}$, which leads to a sequential method that generalizes the algorithm proposed in [13]. A variant for solving (1.2) in the case when $h = 0$ is proposed in [27]. However, previous methods need the skew linear structure of $B_2$ in order to obtain an implementable method.

An example in which a non-linear continuous operator $B_2$ arises naturally is the convex constrained optimization problem

$$\min_{x \in C} f(x), \quad \text{subject to } g(x) \leq 0,$$

where $f : \mathcal{H} \rightarrow \mathbb{R}$ is convex differentiable with $\beta^{-1}$-Lipschitz-gradient, $C \subset \mathcal{H}$ is nonempty, closed and convex, and $g : \mathcal{H} \rightarrow \mathbb{R}$ is a $C^1$ and convex function. The Lagrangian function in this case takes the form

$$L(x, \lambda) = t_C(x) + f(x) + \lambda g(x) - t_{R_+}(\lambda),$$

which, under standard qualification conditions can be found by solving the monotone inclusion (see [34])

$$0 \in A(x, \lambda) + B_1(x, \lambda) + B_2(x, \lambda),$$
where $A: (x, \lambda) \mapsto N_C x \times N_{\mathbb{R}_+} \lambda$ is maximally monotone, $B_1: (x, \lambda) \mapsto (\nabla f(x), 0)$ is cocoercive, and $B_2: (x, \lambda) \mapsto (\nabla g(x), -g(x))$ is monotone and continuous [34]. Of course, the problem can be easily extended to consider finitely many inequality and equality constraints and allow for more general lower semicontinuous convex functions than $\mu_C$, but we prefer the simplified version for the ease of presentation. Note that the non-linearity of $B_2$ does not allow to use previous methods in this context.

In the case when $B_2$ is $L$-Lipschitz for some $L > 0$, since $B := B_1 + B_2$ is monotone and $(\beta^{-1} + L)$-Lipschitz continuous, the forward-backward-forward splitting (FBF) proposed by Tseng in [40] solves Problem 1. This method generates a sequence from the fixed point iteration of the operator

$$T_{\text{FBF}} := P_X \circ [(\text{Id} - \gamma B) \circ J_{\gamma A} \circ (\text{Id} - \gamma B) + \gamma B],$$

which converges weakly to a zero of $A + B$, provided that $\gamma \in [0, (\beta^{-1} + L)^{-1}]$. However, this approach has two drawbacks:

1. FBF needs to evaluate $B = B_1 + B_2$ twice per iteration, without taking into advantage the cocoercivity property of $B_1$. In the particular case when $B_2 = 0$, this method computes $B_1$ twice at each iteration, while the forward-backward splitting needs only one computation of $B_1$ for finding a zero of $A + B_1$. Even if we cannot ensure that FB is more efficient than FBF in this context, the cost of each iteration of FB is lower than that of FBF, especially when the computation cost of $B_1$ is high. This is usually the case, for instance, when $A$, $B_1$, and $B_2$ are as in (1.3) and we aim at solving (1.2) representing a variational formulation of some partial differential equation (PDE). In this case, the computation of $\nabla h$ frequently amounts to solving a PDE, which is computationally costly.

2. The step size $\gamma$ in FBF is bounded above by $(\beta^{-1} + L)^{-1}$, which in the case when the influence of $B_2$ in the problem is low $(B_2 \approx 0)$ leads to a method whose step size cannot go too far beyond $\beta$. In the case $B_2 = 0$, the step size $\gamma$ in FB is bounded by $2\beta$. This can affect the performance of the method, since very small stepsizes can lead to slow algorithms.

In the general case when $B_2$ is monotone and continuous, we can also apply a version of the method in [40] which uses line search for choosing the step-size at each iteration. However, this approach share the disadvantage of computing twice $B_1$ by iteration and, moreover, in the line search $B_1$ has to be computed several times up to find a sufficiently small step-size, which can be computationally costly.

In this paper we propose a splitting algorithm for solving Problem 1 which overcomes previous drawbacks. The method is derived from the fixed point iteration of the operator $T_{\gamma}: \mathcal{H} \rightarrow \mathcal{H}$, defined by

$$T_{\gamma} := P_X \circ [(\text{Id} - \gamma B_2) \circ J_{\gamma A} \circ (\text{Id} - \gamma (B_1 + B_2)) + \gamma B_2],$$

(1.7)

for some $\gamma \in [0, \chi(\beta, L)]$, where $\chi(\beta, L) \leq \min\{2\beta, L^{-1}\}$ in the case when $B_2$ is $L$-Lipschitz. The algorithm thus obtained implements $B_1$ only once by iteration and it reduces to FB or FBF when $X = \mathcal{H}$ and $B_2 = 0$, or $B_1 = 0$, respectively, and in these cases we have $\chi(\beta, 0) = 2\beta$ and $\lim_{\beta \rightarrow +\infty} \chi(\beta, L) = L^{-1}$. Moreover, in the case when $B_2$ is merely continuous, the step-size is found by a line search in which $B_1$ is only computed once at each backtracking step. These results can be found in Theorem 2.3 in Section 2. Moreover, a generalization of FB for finding a point in $X \cap \text{zer}(A + B_1)$ can be derived when $B_2 = 0$. This can be useful when the solution is known to belong to a closed convex set $X$, which is the case, for example, in convex constrained
minimization. The additional projection onto $X$ can improve the performance of the method (see, e.g., [9]).

Another contribution of this paper is to include in our method non self-adjoint linear operators in the computation of resolvents and other operators involved. More precisely, in Theorem 3.2 in Section 3, for an invertible linear operator $P$ (not necessarily self-adjoint) we justify the computation of $P^{-1}(B_1 + B_2)$ and $J_{P^{-1}A}$, respectively. In the case when $P$ is self-adjoint and strongly monotone, the properties that $A, B_1$ and $B_2$ have with the standard metric are preserved by $P^{-1}A, P^{-1}B_1$, and $P^{-1}B_2$ in the metric $\langle \cdot | \cdot \rangle_P = \langle P\cdot | \cdot \rangle$. In this context, variable metric versions of FB and FBF have been developed in [19, 41]. Of course, a similar generalization can be done for our algorithm, but we go beyond this self-adjoint case and we implement $P$ method (see, e.g., [9]).

Precisely, in Theorem 3.2 in Section 3, for an invertible linear operator $P$ linear operators in the computation of resolvents and other operators involved. More

is self-adjoint and strongly monotone and $U$ is self-adjoint and strongly monotone and $S$ is skew linear. Our implementation follows after coupling $S$ with the monotone and Lipschitz component $B_2$ and using some resolvent identities valid for the metric $\langle \cdot | \cdot \rangle_U$. One of the important implications of this issue is the justification of the convergence of some Gauss-Seidel type methods in product spaces, which are deduced from our setting for block triangular linear operators $P$.

Additionally, we provide a modification of the previous method in Theorem 4.2, in which linear operators $P$ may vary among iterations. In the case when, for every iteration $k \in \mathbb{N}$, $P_k$ is self-adjoint, this feature has also been implemented for FB and FBF in [19, 41] but with a strong dependence between $P_{k+1}$ and $P_k$ coming from the variable metric approach. Instead, in the general case, we modify our method for allowing variable metrics and ensuring convergence under weaker conditions. For instance, in the case when $B_2 = 0$ and $P_k$ is self-adjoint and $\rho_k$-strongly monotone for some $\rho_k > 0$, our condition on our FB variable metric version reduces to $(2\beta - \varepsilon)\rho_k > 1$ for every $k \in \mathbb{N}$. In the case when $P_k = \text{Id}/\gamma_k$ this condition reduces to $\gamma_k < 2\beta - \varepsilon$ which is a standard assumption for FB with variable stepsizes. Hence, our condition on operators $(P_k)_{k \in \mathbb{N}}$ can be interpreted as “step-size” bounds.

Moreover, in Section 5 we use our methods in composite primal-dual inclusions, obtaining generalizations and new versions of several primal-dual methods [13, 41, 30, 17]. We provide comparisons among methods and new bounds on stepsizes which improve several bounds in the literature. Finally, for illustrating the flexibility of the proposed methods, in Section 6 we apply them to the obstacle problem in PDE’s, to empirical risk minimization, to distributed operator splitting schemes and to nonlinear constrained optimization. In the first example, we take advantage to dropping the extra forward step on $B_1$, which amounts to reduce the computation of a PDE by iteration. In the second example, we use non self-adjoint linear operators in order to obtain a Gauss-Seidel structure which can be preferable to parallel architectures for high dimensions. The third example illustrates how the variable metrics allowed by our proposed algorithm can be used to develop distributed operator splitting schemes with time-varying communication networks. The last example illustrates our backtracking line search procedure for nonlinear constrained optimization wherein the underlying operator $B_2$ is nonlinear and non Lipschitz. Finally, some numerical examples show the performance of the proposed algorithms.

2. Convergence theory. This section is devoted to study the conditions ensuring the convergence of the iterates generated recursively by $z^{k+1} = T_\gamma \cdot z^k$ for any starting point $z^0 \in \mathcal{H}$, where, for every $\gamma > 0$, $T_\gamma$ is defined in (1.7). We
first prove that $T_\gamma$ is quasi-nonexpansive for a suitable choice of $\gamma$ and satisfies $\text{Fix}(T_\gamma) = \text{zer}(A + B_1 + B_2) \cap X$. Using these results we prove the weak convergence of iterates $\{x^k\}_{k \in \mathbb{N}}$ to a solution to Problem 1.

**Proposition 2.1 (Properties of $T_\gamma$).** Let $\gamma > 0$, assume that hypotheses of Problem 1 hold, and set $S_\gamma := (\text{Id} - \gamma B_2) \circ J_{\gamma A} \circ (\text{Id} - \gamma (B_1 + B_2)) + \gamma B_2$. Then,

1. We have $\text{zer}(A + B_1 + B_2) \subseteq \text{Fix} S_\gamma$ and $\text{zer}(A + B_1 + B_2) \cap X \subseteq \text{Fix} T_\gamma$.

Moreover, if $B_2$ is $L$-Lipschitz in dom $B_2$ for some $L > 0$ and $\gamma < L^{-1}$ we have $\text{Fix}(S_\gamma) = \text{zer}(A + B_1 + B_2)$ and $\text{Fix}(T_\gamma) = \text{zer}(A + B_1 + B_2) \cap X$.

2. For all $z^* \in \text{Fix}(T_\gamma)$ and $z \in \text{dom} B_2$, by denoting $x := J_{\gamma A}(z - \gamma (B_1 + B_2)z)$ we have, for every $\varepsilon > 0$,

$$\|T_\gamma z - z^*\|^2 \leq \|z - z^*\|^2 - (1 - \varepsilon)\|z - x\|^2 + \gamma^2 \|B_2 z - B_2 x\|^2 - \frac{\gamma}{\varepsilon} (2\beta \varepsilon - \gamma) \|B_1 z - B_1 z^*\|^2 - \varepsilon \|z - x - \frac{\gamma}{\varepsilon} (B_1 z - B_1 z^*)\|^2. \quad (2.1)$$

3. Suppose that $B_2$ is $L$-Lipschitz in dom $A \cup X$ for some $L > 0$. For all $z^* \in \text{Fix}(T_\gamma)$ and $z \in \text{dom} B_2$, by denoting $x := J_{\gamma A}(z - \gamma (B_1 + B_2)z)$ we have

$$\|T_\gamma z - z^*\|^2 \leq \|z - z^*\|^2 - L^2 (\chi^2 - \gamma^2) \|z - x\|^2 - \frac{2\beta \gamma}{\chi} (\chi - \gamma) \|B_1 z - B_1 z^*\|^2 - \frac{\chi}{2\beta} \|z - x - \frac{2\beta \gamma}{\chi} (B_1 z - B_1 z^*)\|^2, \quad (2.2)$$

where

$$\chi := \frac{4\beta}{1 + \sqrt{1 + 16\beta^2 L^2}} \leq \min\{2\beta, L^{-1}\}. \quad (2.3)$$

**Proof.** Part 1: Let $z^* \in \mathcal{H}$. We have

$$z^* \in \text{zer}(A + B_1 + B_2) \iff 0 \in Az^* + B_1 z^* + B_2 z^* \iff -\gamma(B_1 z^* + B_2 z^*) \in \gamma Az^* \iff z^* = J_{\gamma A}(z^* - \gamma(B_1 z^* + B_2 z^*)). \quad (2.4)$$

Then, since $B_2$ is single-valued in dom $A$, if $z^* \in \text{zer}(A + B_1 + B_2)$ we have $B_2 z^* = B_2 J_{\gamma A}(z^* - \gamma(B_1 z^* + B_2 z^*))$ and, hence, $S_\gamma z^* = z^*$ which yields $\text{zer}(A + B_1 + B_2) \subseteq \text{Fix} S_\gamma$. Hence, if $z^* \in \text{zer}(A + B_1 + B_2) \cap X$ then $z^* \in \text{Fix} P_X$ and $z^* \in \text{Fix} S_\gamma$, which yields $z^* \in \text{Fix} P_X \circ S_\gamma = \text{Fix} T_\gamma$. Conversely, if $B_2$ is $L$-Lipschitz in dom $B_2$ and $z^* \in \text{Fix} S_\gamma$ we have

$$z^* - J_{\gamma A}(z^* - \gamma(B_1 + B_2)z^*) = \gamma (B_2 z^* - B_2 J_{\gamma A}(z^* - \gamma(B_1 + B_2)z^*)),$$

which, from the Lipschitz continuity of $B_2$ yields

$$\|z^* - J_{\gamma A}(z^* - \gamma(B_1 + B_2)z^*)\| = \|B_2 z^* - B_2 J_{\gamma A}(z^* - \gamma(B_1 + B_2)z^*)\| \leq \gamma L \|z^* - J_{\gamma A}(z^* - \gamma(B_1 + B_2)z^*)\|.$$

Therefore, if $\gamma < L^{-1}$ we deduce $z^* = J_{\gamma A}(z^* - \gamma(B_1 + B_2)z^*)$ and from (2.4), we deduce $\text{zer}(A + B_1 + B_2) = \text{Fix} S_\gamma$. Since $T_\gamma = P_X S_\gamma$ and $P_X$ is strictly quasi-nonexpansive, the result follows from [3, Proposition 4.49].
Part 2: Let $z^* \in \text{Fix } T_\gamma$, $z \in \text{dom } B_2$ and define $B := B_1 + B_2$, $y := z - \gamma Bz$, $x := J_A y$, and $z^* = T_\gamma z$. Note that $(x, y - x) \in \text{gra}(\gamma A)$ and, from Part 1, $(z^*, -\gamma Bz^*) \in \text{gra}(\gamma A)$. Hence, by the monotonicity of $A$ and $B_2$, we have $\langle x - z^*, x - y - \gamma Bz^* \rangle \leq 0$ and $\langle x - z^*, \gamma B_2 z^* - \gamma B_2 x \rangle \leq 0$. Thus,

$$
\langle x - z^*, x - y - \gamma B_2 x \rangle = \langle x - z^*, \gamma B_1 z^* \rangle + \langle x - z^*, x - y - \gamma Bz^* \rangle \\
+ \langle x - z^*, \gamma B_2 z^* - \gamma B_2 x \rangle \\
\leq \langle x - z^*, \gamma B_1 z^* \rangle.
$$

Therefore, we have

$$
2\gamma \langle x - z^*, B_2 z - B_2 x \rangle = 2(x - z^*, \gamma B_2 z + y - x) + 2(x - z^*, x - y - \gamma B_2 x) \\
\leq 2(x - z^*, \gamma B_2 z + y - x) + 2(x - z^*, \gamma B_1 z^* - \gamma B_1 z) \\
= 2(x - z^*, z - x) + 2(x - z^*, \gamma B_1 z^* - \gamma B_1 z) \\
= \|z - z^*\|^2 - \|x - z^*\|^2 - \|z - x\|^2 + 2(x - z^*, \gamma B_1 z^* - \gamma B_1 z).
$$

(2.5)

In addition, by cocoercivity of $B_1$, for all $\varepsilon > 0$, we have

$$
2(x - z^*, \gamma B_1 z^* - \gamma B_1 z) = 2(x - z^*, \gamma B_1 z^* - \gamma B_1 z) + 2(x - z, \gamma B_1 z^* - \gamma B_1 z) \\
\leq -2\gamma \beta \|B_1 z - B_1 z^*\|^2 + 2(x - z, \gamma B_1 z^* - \gamma B_1 z) \\
= -2\gamma \beta \|B_1 z - B_1 z^*\|^2 + \varepsilon \|z - x\|^2 + \gamma \varepsilon \|B_1 z - B_1 z^*\|^2 \\
\leq \varepsilon \|z - x\|^2 - 2\gamma \left( \frac{2\beta - \gamma}{\varepsilon} \right) \|B_1 z - B_1 z^*\|^2 \\
- \varepsilon \left( \frac{2}{\varepsilon} \right) \| (B_1 z - B_1 z^*) \|^2.
$$

(2.6)

Hence, combining (2.5) and (2.6), it follows from $z^* \in X$, the nonexpansivity of $P_X$, and the Lipschitz property of $B_2$ in $\text{dom } B_2 \supset X \cup \text{dom } A$ that

$$
\|z^* - z^*\|^2 \leq \|x - z^* + \gamma B_2 z - \gamma B_2 x\|^2 \\
= \|x - z^*\|^2 + 2\gamma \langle x - z^*, B_2 z - B_2 x \rangle + \gamma^2 \|B_2 z - B_2 x\|^2 \\
\leq \|z - z^*\|^2 - \|z - x\|^2 + \gamma^2 \|B_2 z - B_2 x\|^2 \\
+ \varepsilon \|z - x\|^2 - 2\gamma \left( \frac{2\beta - \gamma}{\varepsilon} \right) \|B_1 z - B_1 z^*\|^2 - \varepsilon \left( \frac{2}{\varepsilon} \right) \| (B_1 z - B_1 z^*) \|^2,
$$

(2.7)

and the result follows.

Part 3: It follows from (2.7) and the Lipschitz property on $B_2$ that

$$
\|z^* - z\|^2 \leq \|z - z^*\|^2 - L^2 \left( \frac{1 - \varepsilon}{L^2} - \gamma^2 \right) \|z - x\|^2 - \gamma \left( \frac{2\beta - \gamma}{\varepsilon} \right) \|B_1 z - B_1 z^*\|^2 \\
- \varepsilon \left( \frac{2}{\varepsilon} \right) \| (B_1 z - B_1 z^*) \|^2.
$$
In order to obtain the largest interval for $\gamma$ ensuring that the second and third terms on the right of the above equation are negative, we choose the value $\varepsilon$ so that $\sqrt{1-2\varepsilon/L} = 2\beta\varepsilon$, which yields $\varepsilon = \frac{8\beta^2L^2 - 1}{16\beta^2L^2}$. For this choice of $\varepsilon$ we obtain $\chi = \sqrt{1-2\varepsilon/L} = 2\beta\varepsilon$.

In the case when $\beta_2$ is merely continuous, we need the following result, which gives additional information to [40, Lemma 3.3] and allows us to guarantee the convergence of the algorithm under weaker assumptions than [40, Theorem 3.4].

**Lemma 2.2.** In the context of Problem 1, define, for every $z \in \text{dom } B_2$ and $\gamma > 0$,

$$x_z : \gamma \mapsto J_{\gamma A}(z - \gamma(B_1 + B_2)z) \quad \text{and} \quad \varphi_z : \gamma \mapsto \frac{\|z - x_z(\gamma)\|}{\gamma}. \quad (2.8)$$

Then, the following hold:

1. $\varphi_z$ is nonincreasing and

   $$(\forall z \in \text{dom } A) \lim_{\gamma \downarrow 0^+} \varphi_z(\gamma) = \|(A + B_1 + B_2)^0(z)\| := \inf_{w \in (A + B_1 + B_2)z} \|w\|.$$ 

2. For every $\theta \in [0, 1]$ and $z \in \text{dom } B_2$, there exists $\gamma(z) > 0$ such that, for every $\gamma \in (0, \gamma(z)]$, 

   $$\gamma\|B_2z - B_2x_z(\gamma)\| \leq \theta\|z - x_z(\gamma)\|. \quad (2.9)$$

*Proof.* Part 1: Denote $B := B_1 + B_2$. If $z \in \text{zer}(A + B)$ then it follows from (2.4) that $\varphi_z \equiv 0$ and there is nothing to prove. Hence, assume $z \in \text{dom } B_2 \setminus \text{zer}(A + B)$ and $\gamma > 0$ such that $\varphi_z(\gamma) > 0$ for every $\gamma > 0$. From the definition of $J_{\gamma A}$, we have 

$$\langle z - x_z(\gamma) \mid A(z - x_z(\gamma)) \rangle = \inf_{w \in (A + B_1 + B_2)z} \langle z - x_z(\gamma) \mid w \rangle.$$ 

Therefore, we can deduce that, for every strictly positive constants $\gamma_1$ and $\gamma_2$ we have

$$0 \leq \langle z - x_z(\gamma_1) \mid \gamma_1 \rangle - \langle z - x_z(\gamma_2) \mid \gamma_2 \rangle = -\frac{\|z - x_z(\gamma_1)\|^2}{\gamma_1} + \left(\frac{1}{\gamma_1} + \frac{1}{\gamma_2}\right) \langle z - x_z(\gamma_1) \mid z - x_z(\gamma_2) \rangle - \frac{\|z - x_z(\gamma_2)\|^2}{\gamma_2}. \quad (2.10)$$

Therefore

$$\gamma_1\varphi_z(\gamma_1)^2 + \gamma_2\varphi_z(\gamma_2)^2 \leq (\gamma_1 + \gamma_2) \left(\frac{\|z - x_z(\gamma_1)\|}{\gamma_1} \right) \left(\frac{\|z - x_z(\gamma_2)\|}{\gamma_2}\right)$$

$$\leq \frac{\gamma_1 + \gamma_2}{2} (\varphi_z(\gamma_1)^2 + \varphi_z(\gamma_2)^2), \quad (2.11)$$

which is equivalent to $(\gamma_1 - \gamma_2)(\varphi_z(\gamma_1)^2 - \varphi_z(\gamma_2)^2) \leq 0$, and the monotonicity of $\varphi_z$ is obtained. The limit follows from [40, Lemma 3.3&Eq (3.5)].

Part 2: As before, if $z \in \text{zer}(A + B)$ we have $z = x_z(\gamma)$ for every $\gamma > 0$ and, hence, there is nothing to prove. From 1 we have that, for every $z \in \text{dom } (A \setminus \text{zer}(A + B))$,

$$0 < \|z - x_z(1)\| \leq \lim_{\gamma \downarrow 0^+} \frac{\|z - x_z(\gamma)\|}{\gamma} = \|(A + B_1 + B_2)^0(z)\|.$$ 

Therefore, $\lim_{\gamma \downarrow 0^+} x_z(\gamma) = z$ and from continuity of $B_2$, $\lim_{\gamma \downarrow 0^+} \|B_2z - B_2x_z(\gamma)\| = 0$. This ensures the existence of $\gamma(z) > 0$ such that, for every $\gamma \in (0, \gamma(z)]$, (2.9) holds. \[\square\]
Remark 1. Note that the previous lemma differs from [40, Lemma 3.3] because we provide the additional information $\varphi_\varepsilon$ nonincreasing. This property is used in [4], proved in [28], and will be crucial for obtaining the convergence of the algorithm with line search to a solution to Problem 1 under weaker assumptions. We keep our proof for the sake of completeness and because the inequality (2.11) is slightly stronger than that obtained in [28].

Theorem 2.3 (Forward-backward-half forward algorithm). Under the assumptions of Problem 1, let $z^0 \in \text{dom } A \cup X$, and consider the sequence $\{z_k\}_{k \in \mathbb{N}}$ recursively defined by $z^{k+1} := T_{\gamma_k} z^k$ or, equivalently,

$$
\begin{align*}
(x^k, z^{k+1}) &= \begin{cases} 
J_{\gamma_k A}(z^k - \gamma_k (B_1 + B_2)z^k) \\
\quad + P_X (x^k + \gamma_k B_2 z^k - \gamma_k B_2 x^k),
\end{cases}
\end{align*}
$$

(2.12)

where $\{\gamma_k\}_{k \in \mathbb{N}}$ is a sequence of stepsizes satisfying one of the following conditions:

1. Suppose that $B_2$ is $L$-Lipschitz in $\text{dom } A \cup X$. Then, for every $k \in \mathbb{N}$, $\gamma_k \in [\eta, \chi - \eta]$, where $\eta \in [0, \chi/2]$ and $\chi$ is defined in (2.3).

2. Suppose $X \subseteq \text{dom } A$ and let $\varepsilon \in [0, 1]$, $\sigma \in [0, 1]$, and $\theta \in [0, \sqrt{1 - \varepsilon}]$. Then, for every $k \in \mathbb{N}$, $\gamma_k$ is the largest $\gamma \in \{2\beta \varepsilon \sigma, 2\beta \varepsilon \sigma^2, \ldots\}$ satisfying (2.9) with $z = z^k$, and at least one of the following additional conditions holds:

(a) $\lim \inf_{k \to \infty} \gamma_k = \delta > 0$.

(b) $B_2$ is uniformly continuous in any weakly compact subset of $X$.

Then, $\{z_k\}_{k \in \mathbb{N}}$ converges weakly to a solution to Problem 1.

Proof. In the case when $B_2$ is $L$-Lipschitz in $\text{dom } A \cup X$, it follows from Proposition 2.1(3) that the sequence $\{z_k\}_{k \in \mathbb{N}}$ is Fejér monotone with respect to $\text{zer}(A + B_1 + B_2) \cap X$. Thus, to show that $\{z_k\}_{k \in \mathbb{N}}$ converges weakly to a solution to Problem 1, we only need to prove that all of its weak subsequential limits lie in $\text{zer}(A + B_1 + B_2) \cap X$ [3, Theorem 5.33]. Indeed, it follows from Proposition 2.1 and our hypotheses on the stepsizes that, for every $z^* \in \text{Fix } T_{\gamma}$,

$$
\begin{align*}
\|z^k - z^*\|^2 - \|z^{k+1} - z^*\|^2 &\geq L^2 \eta^2 \|z^k - x^k\|^2 + \frac{2\beta \eta^2}{\chi} \|B_1 z^k - B_1 z^*\|^2 \\
&\quad + \frac{\chi}{2\beta} \left\|z^k - x^k - \frac{2\beta \eta}{\chi} (B_1 z^k - B_1 z^*)\right\|^2.
\end{align*}
$$

(2.13)

Therefore, we deduce from [15, Lemma 3.1] that

$$
\begin{align*}
z^k - x^k &\to 0
\end{align*}
$$

(2.14)

when $L > 0$ and $0 < \beta < \infty$. Now let $z \in \mathcal{H}$ be the weak limit point of some subsequence of $\{z^k\}_{k \in \mathbb{N}}$. Since $z^k \in X$ for every $k \geq 1$ and $X$ is weakly sequentially closed [3, Theorem 3.34] we deduce $z \in X$. Moreover, by denoting $B := B_1 + B_2$, it follows from $x^k = J_{\gamma_k A}(z^k - \gamma_k B z^k)$ that $u^k := \gamma_k^{-1} (z^k - x^k) - B z^k + B u^k \in (A + B) x^k$. Then, (2.14), $\gamma_k \geq \eta > 0$ and the Lipschitz continuity of $B$ yield $u^k \to 0$. Now, since $A + B_2$ is maximally monotone and $B_1$ is cocoercive with full domain, $A + B$ is maximally monotone and its graph is closed in the weak-strong topology in $\mathcal{H} \times \mathcal{H}$, which yields $0 \in A z + B z$ and the result follows.

The case $B_1 = 0$ ($\beta = +\infty$) has been studied by Tseng in [40]. In the case when $B_2 = 0$ we can also obtain convergence from Proposition 2.1, since $L = 0$ implies $\chi = 2\beta$ and even since the first term in the right hand side of (2.13) vanishes, the other two terms yield $z^k - x^k \to 0$. 


In the second case, we deduce from Proposition 2.1 (1&2) and \( \gamma_k \leq 2\beta \varepsilon \sigma \) that, for every \( z^* \in \text{zer}(A + B_1 + B_2) \cap X \) we have
\[
\|z^k - z^*\|^2 - \|z^{k+1} - z^*\|^2 \geq (1 - \varepsilon)\|z^k - x^k\|^2 + \frac{\gamma_k}{\varepsilon} (2\beta \varepsilon - \gamma_k) \|B_1 z^k - B_1 z^*\|^2 \\
+ \varepsilon \|z^k - x^k - \frac{\gamma_k}{\varepsilon} (B_1 z^k - B_1 z^*)\|^2 - \gamma_k^2 \|B_2 z^k - B_2 x^k\|^2 \\
\geq (1 - \varepsilon - \theta^2)\|z^k - x^k\|^2 + 2\beta \varepsilon (1 - \sigma) \gamma_k \|B_1 z^k - B_1 z^*\|^2,
\]
(2.15)
where in the last inequality we use the conditions on \( \{\gamma_k\}_{k \in \mathbb{N}} \), whose existence is guaranteed by Lemma 2.2(2) because \( z^k \in X \subset \text{dom} \ A \). Then, we deduce from [15, Lemma 3.1] that \( z^k - x^k \to 0 \). Now let \( z \) be a weak limit point of a subsequence \( \{z^k\}_{k \in K} \), with \( K \subset \mathbb{N} \). If \( \liminf_{k \to \infty} \gamma_k = \delta > 0 \), from (2.9) and \( z^k - x^k \to 0 \) we have \( B_2 z^k - B_2 x^k \to 0 \) and the proof is analogous to the previous case. Finally, for the last case, suppose that there exists a subsequence of \( \{\gamma_k\}_{k \in K} \) (called similarly) satisfying \( \lim_{k \to \infty, k \in K} \gamma_k = 0 \). Our choice of \( \gamma_k \) yields, for every \( k \in K \),
\[
\theta \|z^k - J_{\tilde{\gamma}_k A}(z^k - \tilde{\gamma}_k B z^k)\|/\tilde{\gamma}_k < \|B_2 z^k - B_2 J_{\tilde{\gamma}_k A}(z^k - \tilde{\gamma}_k B z^k)\|,
\]
(2.16)
where \( \tilde{\gamma}_k = \gamma_k/\sigma > \gamma_k \) and, from Lemma 2.2(1) we have
\[
\sigma \|z^k - J_{\tilde{\gamma}_k A}(z^k - \tilde{\gamma}_k B z^k)\|/\tilde{\gamma}_k = \|z^k - J_{\tilde{\gamma}_k A}(z^k - \tilde{\gamma}_k B z^k)\|/\gamma_k \\
\leq \|z^k - J_{\gamma_k A}(z^k - \gamma_k B z^k)\|/\gamma_k,
\]
(2.17)
which, from \( z^k - x^k \to 0 \), yields
\[
\|z^k - J_{\gamma_k A}(z^k - \gamma_k B z^k)\| \leq \|z^k - x^k\|/\sigma \to 0
\]
as \( k \to \infty, k \in K \). Therefore, since \( z_k \to z \), the sequence \( \{\tilde{z}^k\}_{k \in K} \) defined by
\[
(\forall k \in K) \quad \tilde{z}^k := J_{\gamma_k A}(z^k - \gamma_k B z^k)
\]
satisfies \( \tilde{z}^k \to z \) as \( k \to +\infty, k \in K \) and
\[
\hat{u}^k := \frac{z^k - \tilde{z}^k}{\gamma_k} + B \tilde{z}^k - B z^k \in (A + B_1 + B_2)\tilde{z}^k.
\]
(2.18)
Hence, since \( \{z\} \cup \bigcup_{k \in \mathbb{N}} [\tilde{z}^k, z^k] \) is a weakly compact subset of \( X \) [35, Lemma 3.2], it follows from the uniform continuity of \( B_2 \) that the right hand side of (2.16) goes to 0 and, hence, \( (z^k - \hat{u}^k)/\gamma_k \to 0 \) as \( k \to \infty, k \in K \). Moreover, since \( B_1 \) is uniformly continuous, \( B = B_1 + B_2 \) is also locally uniformly continuous and \( B \tilde{z}^k - B z^k \to 0 \), which yields \( \hat{u}^k \to 0 \) as \( k \to +\infty, k \in K \). The result is obtained as in the first case since the graph of \( A + B \) is weakly-strongly closed in the product topology. \( \square \)

Remark 2.

1. In [40, Theorem 3.4] the local boundedness of \( z \mapsto \min_{w \in \Delta + B z} \|w\| \) is needed to guarantee the convergence of the method with line search. We drop this assumption by using the monotonicity of \( \varphi_2 \) in Lemma 2.2(1), which leads us to the inequality (2.17).

2. Since continuity on compact sets yields uniform continuity, in the finite dimensional setting, the assumption on \( B_2 \) reduces to the mere continuity on \( X \) (see [35, Remark 3.1(v)]). In this case, we do not need to assume further assumptions than those given in Problem 1.
Remark 3. The maximal monotonicity assumption on \( A + B_2 \) is satisfied, for instance, if \( \text{cone}(\text{dom} \ A - \text{dom} \ B_2) = \text{span}(\text{dom} \ A - \text{dom} \ B_2) \), where, for any set \( D \subset \mathcal{H} \), \( \text{cone}(D) = \{ \lambda d \mid \lambda \in \mathbb{R}^+ \}, d \in D \) and \( \text{span}(D) \) is the smallest closed linear subspace of \( \mathcal{H} \) containing \( D \) [45, Theorem 3.11.11].

Remark 4. In the case when \( B_2 \) is \( L \)-Lipschitz in \( \text{dom} \ A \cup X \), the stepsize upper bound \( \chi = \chi(\beta, L) \) defined in (2.3) depends on the cocoercivity parameter \( \beta \) of \( B_1 \) and the Lipschitz parameter \( L \) of \( B_2 \). In order to fully recover Tseng’s splitting algorithm or the forward-backward algorithm in the cases when \( B_1 \) or \( B_2 \) are zero, respectively, we study the asymptotic behaviour of \( \chi(\beta, L) \) when \( L \to 0 \) and \( \beta \to +\infty \). It is easy to verify that

\[
\lim_{L \to 0} \chi(\beta, L) = 2\beta \quad \text{and} \quad \lim_{\beta \to +\infty} \chi(\beta, L) = \frac{1}{L},
\]

which are exactly the bounds on the stepsizes of forward-backward and Tseng’s splittings. On the other hand, when \( B_2 \) is continuous, if we choose \( \varepsilon \in [0, 1] \) close to 1, \( \{\gamma_k\}_{k \in \mathbb{N}} \) could be larger since the line search starts from \( 2\beta\varepsilon \sigma \). However, \( \theta < \sqrt{1-\varepsilon} \) should be close to 0 in this case, and condition (2.9) is more restrictive and satisfied only for small values of \( \gamma_k \). Conversely, for small values of \( \varepsilon \) we restrict the sequence \( \{\gamma_k\}_{k \in \mathbb{N}} \) in a small interval but (2.9) is more easily satisfied. The optimal choice of \( \varepsilon \) in order to obtain an optimal sequence \( \{\gamma_k\}_{k \in \mathbb{N}} \) depends on the properties of the operators involved. Note that, in the particular case when \( B_2 \equiv 0 \), (2.9) is satisfied for \( \theta = 0 \) and we can choose \( \varepsilon = 1 \), recovering forward-backward splitting. On the other hand, when \( B_1 \equiv 0 \), we can take \( \varepsilon = 0 \) and \( \theta \in [0, 1] \) recovering the Tseng’s method with backtracking proposed in [40].

3. Forward-backward-half forward splitting with non self-adjoint linear operators. In this section, we introduce modified resolvents \( J_{P^{-1}A} \), which depend on an invertible linear mapping \( P \). In some cases, it is preferable to compute the modified resolvent instead of the standard resolvent \( J_A = (\text{Id} + A)^{-1} \) because the former may be easier to compute than the latter or, when \( P \) is triangular by blocks in a product space, the former may order the component computation of the resolvent, replacing a parallel computation with a Gauss-Seidel style sequential computation. However, \( P^{-1}A \) may not be maximally monotone. The following result allows us to use some non self-adjoint linear operators in the computation of the resolvent by using specific metrics. For simplicity, we assume from here that \( B_2 \) is \( L \)-Lipschitz in \( \text{dom} \ A \cup X \), for some \( L \geq 0 \).

Proposition 3.1. Let \( A: \mathcal{H} \to 2^\mathcal{H} \) be a maximally monotone operator, let \( P: \mathcal{H} \to \mathcal{H} \) be a linear bounded operator, and let \( U := (P + P^*)/2 \) and \( S := (P - P^*)/2 \) be the self-adjoint and skew symmetric components of \( P \), respectively. Assume that there exists \( \rho > 0 \) such that

\[
(\forall x \in \mathcal{H}) \quad \rho \|x\|^2 \leq \langle Ux \mid x \rangle =: \|x\|_U^2. \tag{3.1}
\]

Then, we have

\[
J_{P^{-1}A} = J_{U^{-1}(A+S)}(\text{Id} + U^{-1}S). \tag{3.2}
\]

In particular, \( J_{P^{-1}A}: \mathcal{H} \to \mathcal{H} \) is single valued, everywhere defined and satisfies

\[
(\forall (x, y) \in \mathcal{H}^2) \quad \langle J_{P^{-1}A}x - J_{P^{-1}A}y \mid Px - Py \rangle \geq \|J_{P^{-1}A}x - J_{P^{-1}A}y\|_U^2. \tag{3.3}
\]
and, hence, $U^{-1}P^*J_{P^{-1}A}$ is firmly nonexpansive in $(\mathcal{H}, \langle \cdot | \cdot \rangle_U)$, where $\langle \cdot | \cdot \rangle_U: (x, y) \mapsto \langle Ux | y \rangle$.

Proof. Indeed, since $S$ is monotone and everywhere defined, $A + S$ is maximally monotone in $\mathcal{H}$ [3, Corollary 25.5] and, from [19, Lemma 3.7] we have that $U^{-1}(A + S)$ is maximally monotone in $\mathcal{H}$ with the metric $\langle \cdot | \cdot \rangle_U: (x, y) \mapsto \langle x | Uy \rangle$. Hence, $J_{U^{-1}(A+S)}$ is single valued (indeed firmly nonexpansive) and, for every $(x, z) \in \mathcal{H}^2$, we have

$$x = J_{U^{-1}(A+S)}(z + U^{-1}Sz) \iff z + U^{-1}Sz - x \in U^{-1}(A + S)x \iff (U + S)z - (U + S)x \in Ax \iff x = J_{P^{-1}A}z.$$ 

Hence, for every $(x, y) \in \mathcal{H}^2$, denoting by $p = J_{P^{-1}A}x = J_{U^{-1}(A+S)}(x + U^{-1}Sx)$ and $q = J_{P^{-1}A}y = J_{U^{-1}(A+S)}(y + U^{-1}Sy)$, the firm nonexpansivity of $J_{U^{-1}(A+S)}$ in $(\mathcal{H}, \langle \cdot | \cdot \rangle_U)$ yields

$$\langle p - q | Px - Py \rangle = \langle p - q | U(x + U^{-1}Sx - (y + U^{-1}Sy)) \rangle = \langle p - q | x + U^{-1}Sx - (y + U^{-1}Sy) \rangle_U \geq \|p - q\|_U^2,$$

and the result follows from $\langle p - q | Px - Py \rangle = \langle U^{-1}P^*(p - q) | x - y \rangle_U$. $\blacksquare$

Theorem 3.2 (New Metrics and $T_{\gamma}$). Under the hypotheses of Problem 1 and assuming additionally that $B_2$ is $L$-Lipschitz in $\text{dom}A \cup X$, let $P: \mathcal{H} \rightarrow \mathcal{H}$ be a bounded linear operator, let $U := (P + P^*)/2$ and $S := (P - P^*)/2$ be the self-adjoint and skew symmetric components of $P$, respectively. Suppose that there exists $\rho > 0$ such that

$$(\forall x \in \mathcal{H}) \quad \rho \|x\|^2 \leq \langle Ux, x \rangle \quad \text{and} \quad K^2 < \rho \left(\frac{1}{2}\beta\right), \quad (3.4)$$

where $K \geq 0$ is the Lipschitz constant of $B_2 - S$. Let $z^0 \in \text{dom}A \cup X$ and let $\{z^k\}_{k \in \mathbb{N}}$ be the sequence defined by the following iteration:

$$(\forall k \in \mathbb{N}) \quad \left[\begin{array}{l}x^k = J_{P^{-1}A}(z^k - P^{-1}(B_1 + B_2)z^k) \\
z^{k+1} = P_X^U(x^k + U^{-1}(B_2x^k - B_2z^k - S(z^k - x^k)))\end{array}\right], \quad (3.5)$$

where $P_X^U$ is the projection operator of $X$ under the inner product $\langle \cdot | \cdot \rangle_U$. Then $\{z^k\}_{k \in \mathbb{N}}$ converges weakly to a solution to Problem 1.

Proof. Note that, since $U$ is invertible from (3.4), by adding and subtracting the skew term $S$, Problem 1 is equivalent to

$$\text{find } x \in X \text{ such that } 0 \in U^{-1}(A + S)x + U^{-1}B_1x + U^{-1}(B_2 - S)x. \quad (3.6)$$

Because $S$ and $-S$ are both monotone and Lipschitz, $A := U^{-1}(A + S)$ is monotone; $B_1 := U^{-1}B_1$ is $\rho\beta$-cocoercive [22, Proposition 1.5]; and $B_2 := U^{-1}(B_2 - S)$ is monotone and $\rho^{-1}K$-Lipschitz in $\text{dom}A \cup X$ under the inner product $\langle \cdot | \cdot \rangle_U = \langle U \cdot | \cdot \rangle_U$, where $K$ is the Lipschitz constant of $C := B_2 - S$.\footnote{Note that $K \leq L + \|S\|$, but this constant is not precise when, for instance, $B_2 = S$.} For the last assertion note that, for every $x, y \in \text{dom}A \cup X$,

$$\|B_2x - B_2y\|_U^2 \leq \langle U^{-1}(Cx - Cy), Cx - Cy \rangle \leq \rho^{-1}K^2\|x - y\|^2 \leq \rho^{-2}K^2\|x - y\|_U^2.$$
Moreover, the stepsize condition reduces to
\[ \gamma = 1 < \frac{4\beta \rho}{1 + \sqrt{1 + 16\beta^2\rho^2K^2}} = \frac{-\rho + \sqrt{\rho^2 + 16\beta^2\rho^2K^2}}{4\beta K^2} \]  
(3.7)
or, equivalently,
\[ (4\beta K^2 + \rho)^2 < \rho^2 + 16\beta^2\rho^2K^2 \iff 2\beta K^2 + \rho < 2\beta \rho^2, \]  
(3.8)
which yields the second condition in (3.4). Therefore, since \( A + B_2 = U^{-1}(A + B_2) \) is maximally monotone in \( (\mathcal{H}, \| \cdot \|_U) \), the inclusion (3.6) meets the conditions of Theorem 2.3 under this metric. Therefore, by considering the sequence generated by \( z^{k+1} = T_1z^k \) for the quasi-nonexpansive operator
\[ T_1 = P_X^U \circ [(\text{Id} - B_2) \circ J_A \circ (\text{Id} - (B_1 + B_2)) + B_2], \]  
(3.9)
which, from Proposition 3.1 reduces to (3.5), we obtain a sequence that weakly converges to a fixed point of \( T_1 \), and hence, to a solution of \( \text{zer}(A + B_1 + B_2) \cap X \).

\[ \square \]

**Remark 5.**
1. Note that, in the particular case when \( P = \text{Id} / \gamma \), the algorithm (3.5) reduces to (2.12) when the stepsizes are constant. Moreover, \( U = \text{P} \), \( S = 0 \), \( K = L \), \( \rho = 1 / \gamma \) and the second condition in (3.4) reduces to \( \gamma < \chi \) with \( \chi \) defined in (2.3). Hence, this assumption can be seen as a kind of “step size” condition on \( P \).
2. As in Remark 4, note that the second condition in (3.4) depends on the cocoercivity parameter \( \beta \) and the Lipschitz constant \( L \). In the case when \( B_1 \) is zero, we can take \( \beta \to +\infty \) and this condition reduces to \( K < \rho \). On the other hand, if \( B_2 \) is zero we can take \( L = 0 \), then \( K = \| S \| \) and, hence, the condition reduces to \( \| S \|^2 < \rho (\rho - 1/(2\beta)) \). In this way we obtain convergent versions of Tseng’s splitting and forward-backward algorithm with non self-adjoint linear operators by setting \( B_1 = 0 \) or \( B_2 = 0 \) in (3.5), respectively.
3. When \( S = 0 \) and \( B_1 = 0 \) or \( B_2 = 0 \), from Theorem 3.2 we recover the versions of Tseng’s forward-backward-forward splitting [41, Theorem 3.1] or forward-backward [19, Theorem 4.1], respectively, when the step-sizes and the non-standard metrics involved are constant. Of course, when \( S = 0 \), \( U = \text{Id} / \gamma \), and \( \rho = 1 / \gamma \), we recover the classical bound for step-sizes in the standard metric case for each method.
4. For a particular choice of operators and metric, the forward-backward method with non-standard metric discussed before has been used for solving primal-dual composite inclusions and primal-dual optimization problems [21, 42]. This approach generalizes, e.g., the method in [13]. In Section 5 we compare the application of our method in the primal-dual context with [42] and other methods in the literature.
5. In the particular instance when \( B_1 = B_2 = 0 \), we need \( \| S \| < \rho \) and we obtain from (3.5) the following version of the proximal point algorithm (we consider \( X = \mathcal{H} \) for simplicity)
\[ z^0 \in \mathcal{H}, \quad (\forall k \in \mathbb{N}) \quad z^{k+1} = J_{P^{-1}A}z^k + U^{-1}S(J_{P^{-1}A}z^k - z^k) \]
\[ = (\text{Id} - U^{-1}P)z^k + U^{-1}P J_{P^{-1}A}z^k. \]  
(3.10)
Moreover, in the case when \( A = B_2 = 0 \), since \( U^{-1} \circ S \circ P^{-1} = U^{-1} - P^{-1} \), we recover from (3.5) the gradient-type method:

\[
z^0 \in \mathcal{H}, \quad (\forall k \in \mathbb{N}) \quad z^{k+1} = z^k - U^{-1}B_1z^k.
\] (3.11)

6. In the particular case when \( X = \mathcal{H} \) and \( B_2 \) is linear, in [30] a method involving \( B_2^* \) is proposed. In the case when \( B_2 \) is skew linear, i.e., \( B_2^* = -B_2 \) (4.4) reduces to this method in the case \( \alpha_n \equiv 1 \) and \( S = P \). The methods are different in general.

4. Allowing variable \( P \) and avoiding inversion of \( U \). In Algorithm (3.5), the linear operator \( U \) must be inverted. In this section, for the special case \( \text{dom}B_2 = X = \mathcal{H} \), we show how to replace this sometimes costly inversion with a single multiplication by the map \( P \), which, in addition, may vary at each iteration. This new feature is a consequence of Proposition 4.1 below, which allows us to obtain from an operator of the class \( (\mathcal{H}, ||\cdot||_U) \), another operator of the same class in \( (\mathcal{H}, ||\cdot||) \) preserving the set of fixed points. This change to the standard metric allows us to use different linear operators at each iteration by avoiding classical restrictive additional assumptions of the type \( U_{n+1} \lesssim U_n(1+\eta_n) \) with \( \eta_n \in [0,1] \). We recall that an operator \( S: \mathcal{H} \to \mathcal{H} \) belongs to the class \( \mathfrak{T} \) if and only if \( \text{dom}S = \mathcal{H} \) and \( \forall y \in \text{Fix} S \), \( \forall x \in \mathcal{H} \), \( ||x - Sx||^2 \leq ||x - Sx| x - y|| \). We have (4.1) that

\[
(\forall x \in \mathcal{H}) \quad ||x||^2_U = \langle Ux | x \rangle = \langle Ux | U^{-1}Ux \rangle \geq ||U||^{-1}||Ux||^2, \tag{4.1}
\]

and \( \text{Fix} S = \text{Fix} Q \) thus follows from the definition of \( Q \). Let \( y \in \text{Fix} S \) and \( x \in \mathcal{H} \). We have from (4.1) that

\[
||x - Sx||^2_U \leq \langle U(x - Sx) | x - y \rangle = \langle U^{-1}||U(x - Sx)||^2 \leq \langle U(x - Sx) | x - y \rangle = \langle \mu U(x - Sx) | x - y \rangle \leq \langle \mu U^{-1}||x - Qx||^2 \leq \langle x - Qx | x - y \rangle \tag{4.2}
\]

and, hence, if \( \mu \in [0, ||U||^{-1}] \) we deduce the result.

Theorem 4.2. Under the hypotheses of Problem 1 and assuming additionally that \( B_2 \) is \( L \)-Lipschitz in \( \text{dom}B_2 = \mathcal{H} \), let \( \{P_k\}_{k \in \mathbb{N}} \) be a sequence of bounded, linear maps from \( \mathcal{H} \) to \( \mathcal{H} \). For each \( k \in \mathbb{N} \), let \( U_k := (P_k + P_k^*)/2 \) and \( S_k := (P_k - P_k^*)/2 \) be the self-adjoint and skew symmetric components of \( P_k \), respectively. Suppose that \( M := \sup_{k \in \mathbb{N}} ||U_k|| < \infty \) and that there exist \( \varepsilon \in (0,2M)^{-1} \), \( \rho > 0 \), and \( \{\rho_k\}_{k \in \mathbb{N}} \subseteq [\rho, \infty] \) such that, for every \( k \in \mathbb{N} \),

\[
(\forall x \in \mathcal{H}) \quad \rho_k ||x||^2 \leq \langle U_kx, x \rangle \quad \text{and} \quad K^2_k \leq \frac{\rho_k}{1 + \varepsilon} \left( \frac{\rho_k}{1 + \varepsilon} - \frac{1}{2\beta} \right), \tag{4.3}
\]
where $K_k \geq 0$ is the Lipschitz constant of $B_2 - S_k$. Let $\{\lambda_k\}_{k \in \mathbb{N}}$ be a sequence in $[\varepsilon, \|U_k\|^{-1} - \varepsilon]$, let $z^0 \in \mathcal{H}$, and let $\{z^k\}_{k \in \mathbb{N}}$ be a sequence of points defined by the following iteration:

\[
(\forall k \in \mathbb{N}) \quad x^k = J_{P_{k}^{-1}A\lambda k}(z^k - P_{k}^{-1}(B_1 + B_2)z^k) \\
z^{k+1} = z^k + \lambda_k (P_k(x^k - z^k) + B_2z^k - B_2x^k). \quad (4.4)
\]

Then $\{z^k\}_{k \in \mathbb{N}}$ converges weakly to a solution to Problem 1.

Proof. Let $U$ be a bounded linear map $P : \mathcal{H} \to \mathcal{H}$, let us denote by $T_P : \mathcal{H} \to \mathcal{H}$ the forward-backward-forward operator of Theorem 3.2 in the case $X = \mathcal{H}$, which associates, to every $z \in \mathcal{H}$, $T_P z = x_z + U^{-1}(B_2z - B_2x_z - S(z - x_z))$, where $x_z = J_{P_{k}^{-1}A\lambda k}(z - P_{k}^{-1}(B_1 + B_2)z)$. Recall that, from (2.2) and the proof of Theorem 3.2, $T_P$ is a quasi-nonexpansive mapping in $\mathcal{H}$ endowed with the scalar product $\langle \cdot | \cdot \rangle_U$. Observe that multiplying $Id - T_P$ by $U$ on the left yields a $U^{-1}$-free expression:

\[
(Id - T_P)(z) = (z - x_z) + U^{-1}S(z - x_z) - U^{-1}(B_2z - B_2x_z) \\
\Rightarrow U(Id - T_P)(z) = (U + S)(z - x_z) + B_2x_z - B_2z \\
= P(z - x_z) + B_2x_z - B_2z. \quad (4.5)
\]

Note that, since $T_P$ is quasi-nonexpansive in $(\mathcal{H}, \| \cdot \|_U)$, it follows from [15, Proposition 2.2] that $S := (Id + T_P)/2$ belongs to the class $\mathfrak{S}$ in $(\mathcal{H}, \| \cdot \|_U)$ and, from Proposition 4.1 and (4.5) we obtain that the operator

\[
Q_P := Id - \|U\|^{-1}U(Id - S) = Id - \frac{\|U\|^{-1}}{2}U(Id - T_P) \quad (4.6)
\]

belongs to the class $\mathfrak{S}$ in $(\mathcal{H}, \| \cdot \|_U)$ and $Fix S = Fix Q_P = zer(U(Id - T_P)) = Fix(T_P) = zer(A + B_1 + B_2)$. Hence, from (4.5) and (4.6), the algorithm (4.4) can be written equivalently as

\[
z^{k+1} = z^k - \lambda_k (P_k(z^k - x_z) + B_2x_z - B_2z^k) \\
= z^k + 2\lambda_k \|U_k\|(Q_{P_k}z^k - z^k). \quad (4.7)
\]

Hence, since $0 < \lim inf \lambda_k \|U_k\| \leq \lim sup \lambda_k \|U_k\| < 1$, it follows from [15, Proposition 4.2 and Theorem 4.3] that $\langle \|z^k - Q_{P_k}z^k\|^2 \rangle_{k \in \mathbb{N}}$ is a summable sequence and $\{z^k\}_{k \in \mathbb{N}}$ converges weakly in $(\mathcal{H}, \langle \cdot | \cdot \rangle)$ to a solution to $\cap_{k \in \mathbb{N}} Fix T_P = zer(A + B_1 + B_2)$ if and only if every weak limit of the sequence is a solution. Note that, since (4.3) yields $\|U_k^{-1}\| \leq \rho_k^{-1}$, we have

\[
\|z^k - T_{P_k}z^k\|^2 \leq \langle U_k(z^k - T_{P_k}z^k) | z^k - T_{P_k}z^k \rangle \\
\leq \|U_k(z^k - T_{P_k}z^k)\| \|z^k - T_{P_k}z^k\| \\
= \|U_k^{-1}\| \|U_k(z^k - T_{P_k}z^k)\|^2 \\
\leq 4\|U_k\|^2\rho_k^{-1} \|z^k - Q_{P_k}z^k\|^2 \\
\leq 4M^2\rho_k^{-1} \|z^k - Q_{P_k}z^k\|^2 \to 0. \quad (4.8)
\]
Moreover, since $T_{p_k}$ coincides with $T_1$ defined in (3.9) involving the operators $A_k := U_k^{-1}(A + S_k)$, $B_{1,k} = U_k^{-1}B_1$, and $B_{2,k} = U_k^{-1}(B_2 - S_k)$ which are monotone, $\rho_k, \beta$-cocoercive, and monotone and $\rho_k^{-1}K$-lipschitzian in $(\mathcal{H}, \| \cdot \|_U)$, respectively, we deduce from (2.2) that, for every $z^* \in \text{zer}(A + B_1 + B_2) = \cap_{k \in \mathbb{N}} \text{zer}(A_k + B_{1,k} + B_{2,k})$ we have

$$\rho_k^{-2}K^2(z^* - z)\|z^* - z\|_U^2 + \frac{2\beta \rho_k}{\chi_k}(\|U_k^{-1}(B_1z^* - B_1z)\|^2 + \|z^*\|^2_U - \|T_{p_k}z^* - z\|^2_U) \leq \|z^* - z\|^2_U - 2\|T_{p_k}z^* - z\|^2_U + 2M\|T_{p_k}z^* - z\|^2_U \|z^* - z\|,$$

where

$$\chi_k := \frac{4\rho_k}{1 + \sqrt{1 + 16\beta^2K^2_k}} \leq \rho_k \min\{2\beta, K^{-1}\}. \quad (4.10)$$

By straightforward computations in the line of (3.7) and (3.8) we deduce that (4.3) implies, for all $k \in \mathbb{N}$, $\chi_k \geq 1 + \varepsilon$, $K_k \leq \rho_k \leq \|U_k\| \leq M$ and, hence, we deduce from (4.9) and (4.3) that

$$\frac{\varepsilon \rho K^2}{M^2}\|z^* - z\|^2 - J_{p_k^{-1}}(z^* - p_k^{-1}(B_1 + B_2)z^*) + \frac{\rho}{2M}\|z^* - z\|^2_U - 2\|T_{p_k}z^* - z\|^2_U + 2M\|T_{p_k}z^* - z\|^2_U \|z^* - z\|.$$

Now, let $z$ be a weak limit of some subsequence of $(z_k)_{k \in \mathbb{N}}$ called similarly for simplicity. We have that $(\|z^* - z\|)_{k \in \mathbb{N}}$ is bounded and, since (4.8) implies $\|z^* - T_{p_k}z^*\|^2_U \to 0$ we deduce from (4.11) that, by denoting $x_k := J_{p_k^{-1}}(z_k - p_k^{-1}(B_1 + B_2)z_k)$, that $z^* - x_k \to 0$. Hence, since, for every $x \in \mathcal{H}$,

$$\|S_k x\| \leq \|(S_k - B_2)x - (S_k - B_2)0\| + \|B_2x - B_20\| \leq (K_k + L)\|x\| \leq (M + L)\|x\|,$$

we have

$$\|P_k(z^* - x_k)\| = \|(U_k + S_k)(z^* - x_k)\| \leq \|U_k(z^* - x_k)\| + \|S_k(z^* - x_k)\| \leq (2M + L)\|z^* - x_k\| \to 0. \quad (14.3)$$

Finally, denoting by $B := B_1 + B_2$ we have

$$u_k := P_k(z^* - x_k) - (Bz^* - Bx_k) \in (A + B)x_k,$$

and since $z^* - x_k \to 0$ and $B$ is continuous, it follows from (4.13) that $u_k \to 0$ and the result follows from the weak-strong closedness of the maximally monotone operator $A + B$ and [3, Theorem 5.33].
Remark 6.

1. Note that, in the particular case when $S_k \equiv 0$ and $P_k = U_k = \gamma_k^{-1}V_k^{-1}$, we have from [18, Lemma 2.1] that $\rho_k = \gamma_k^{-1}\|V_k^{-1}\|$, the conditions on the constants involved in Theorem 4.2 reduce to

$$\frac{\|V_k^{-1}\|}{M} \leq \gamma_k \leq \frac{\|V_k^{-1}\|}{\rho}, \quad L^2 \leq \frac{\gamma_k^{-1}\|V_k^{-1}\|}{1 + \varepsilon} \left(\frac{\gamma_k^{-1}\|V_k^{-1}\|}{1 + \varepsilon} - \frac{1}{2\beta}\right),$$

(4.15)

for some $0 < \rho < M$, for every $k \in \mathbb{N}$, and (4.4) reduces to

$$\begin{aligned}
(\forall k \in \mathbb{N}) \quad & z^k = J_{\gamma_k V_k A}(z^k - \gamma_k V_k(B_1 + B_2)z^k) \\
& z^{k+1} = z^k + \frac{\lambda_k}{\eta_k} \left(V_k^{-1}(x^k - z^k) + \gamma_k B_2 z^k - \gamma_k B_2 x^k\right).
\end{aligned}$$

(4.16)

If in addition we assume that $B_2 = 0$ and, hence $L = 0$, (4.15) reduces to $\gamma_k \leq \|V_k^{-1}\|2\beta/(1 + \varepsilon)$ which is more general than the condition in [19] and, moreover, we do not need any compatibility assumption on $(V_k)_{k \in \mathbb{N}}$ for achieving convergence. Similarly, if $B_1 = 0$, and hence, we can take $\beta \to \infty$, (4.15) reduces to $\gamma_k \leq \|V_k^{-1}\|/(L(1 + \varepsilon))$ which is more general than the condition in [41] and no additional assumption on $(V_k)_{k \in \mathbb{N}}$ is needed. However, (4.16) involves an additional computation of $V_k^{-1}$ in the last step of each iteration $k \in \mathbb{N}$.

2. In the particular case when, for every $k \in \mathbb{N}$, $P_k = U_k = \text{Id}/\gamma_k$, where $(\gamma_k)_{k \in \mathbb{N}}$ is a real sequence, we have $S_k \equiv 0$, $K_k \equiv L$, $\|U_k\| = \rho_k = 1/\gamma_k$, and conditions $\sup_{k \in \mathbb{N}} \|U_k\| < \infty$ and (4.3) reduce to

$$0 < \inf_{k \in \mathbb{N}} \gamma_k \leq \sup_{k \in \mathbb{N}} \gamma_k < \chi,$$

(4.17)

where $\chi$ is defined in (2.3) and (4.4) reduces to

$$\begin{aligned}
(\forall k \in \mathbb{N}) \quad & z^k = J_{\gamma_k V_k A}(z^k - \gamma_k(B_1 + B_2)z^k) \\
& z^{k+1} = z^k + \eta_k \left(z^k + \gamma_k B_2 z^k - \gamma_k B_2 x^k - z^k\right),
\end{aligned}$$

where $\eta_k \in [\varepsilon, 1 - \varepsilon]$, which is a relaxed version of Theorem 2.3.

3. As in Remark 2, by setting $B_1 = 0$ or $B_2 = 0$, we can derive from (4.4) versions of Tseng’s splitting and forward-backward algorithm with non self-adjoint linear operators but without needing the inversion of $U$. In particular, the proximal point algorithm in (3.10) reduces to

$$z^0 \in \mathcal{H}, \quad (\forall k \in \mathbb{N}) \quad z^{k+1} = z^k + \lambda P(J_{P^{-1}A}z^k - z^k)$$

(4.18)

for $\lambda < \|U\|^{-1}$ and, in the case of (3.11), to avoid inversion is to come back to the gradient-type method with the standard metric.

5. Primal-dual composite monotone inclusions with non self-adjoint linear operators. In this section, we apply our algorithm to composite primal-dual monotone inclusions involving a cocoercive and a lipschitzian monotone operator.

Problem 2. Let $H$ be a real Hilbert space, let $X \subset H$ be closed and convex, let $z \in H$, let $A: H \to 2^H$ be maximally monotone, let $C_1: H \to H$ be $\mu$-cocoercive, for some $\mu \in [0, +\infty]$, and let $C_2: H \to H$ be a monotone and $\delta$-lipschitzian operator, for
some $\delta \in [0, +\infty]$. Let $m \geq 1$ be an integer, and, for every $i \in \{1, \ldots, m\}$, let $G_i$ be a real Hilbert space, let $r_i \in G_i$, let $B_i : G_i \rightarrow 2^{G_i}$ be maximally monotone, let $D_i : G_i \rightarrow 2^{G_i}$ be maximally monotone and $\nu_i$-strongly monotone, for some $\nu_i \in [0, +\infty]$, and suppose that $L_i : H \rightarrow G_i$ is a nonzero linear bounded operator. The problem is to solve the primal inclusion.

$$\text{find } x \in X \; \text{such that} \; z \in Ax + \sum_{i=1}^{m} L_i^*(B_i \square D_i)(L_i x - r_i) + C_1 x + C_2 x \quad (5.1)$$

together with the dual inclusion

$$\text{find } v_1 \in G_1, \ldots, v_m \in G_m \; \text{such that} \; (\exists x \in X) \begin{cases} z - \sum_{i=1}^{m} L_i^* v_i \in Ax + C_1 x + C_2 x \\ \forall i \in \{1, \ldots, m\}, \; v_i \in (B_i \square D_i)(L_i x - r_i) \end{cases} \quad (5.2)$$

under the assumption that a solution exists.

In the case when $X = H$ and $C_2 = 0$, Problem 2 is studied in [42] and models a large class of problems including optimization problems, variational inequalities, equilibrium problems, among others (see [8, 27, 42, 21] and the references therein). In [42] the author rewrite (5.1) and (5.2) in the case $X = H$ as

$$\text{find } z \in \mathcal{H} \; \text{such that} \; 0 \in Mz + Sz + Qz, \quad (5.3)$$

where $\mathcal{H} = H \times G_1 \times \cdots \times G_m$, $M : \mathcal{H} \rightarrow 2^{\mathcal{H}} : (x, v_1, \ldots, v_m) \mapsto (Ax - z) \times (B_1^{-1} v_1 + r_1) \times \cdots \times (B_m^{-1} v_m + r_m)$ is maximally monotone, $S : \mathcal{H} \rightarrow \mathcal{H} : (x, v_1, \ldots, v_m) \mapsto (\sum_{i=1}^{m} L_i^* v_i - L_1 x, \ldots, -L_m x)$ is skew linear, and $Q : \mathcal{H} \rightarrow \mathcal{H} : (x, v_1, \ldots, v_m) \mapsto (C_1 x, D_1^{-1} v_1, \ldots, D_m^{-1} v_m)$ is cocoercive. If $(x, v_1, \ldots, v_m)$ is a solution in the primal-dual space $\mathcal{H}$ to (5.3), then $x$ is a solution to (5.1) and $(v_1, \ldots, v_m)$ is a solution to (5.2). The author provide an algorithm for solving (5.1)–(5.2) in this particular instance, which is an application of the forward-backward splitting (FBS) applied to the inclusion

$$\text{find } z \in \mathcal{H} \; \text{such that} \; 0 \in V^{-1}(M + S)z + V^{-1}Qz, \quad (5.4)$$

where $V$ is a specific symmetric strongly monotone operator. Under the metric $\langle V \cdot, \cdot \rangle$, $V^{-1}(M + S)$ is maximally monotone and $V^{-1}Q$ is cocoercive and, therefore, the FBS converges weakly to a primal-dual solution.

In order to tackle the case $C_2 \neq 0$, we propose to use the method in Theorem 4.2 for solving $0 \in Ax + B_1 x + B_2 x$ where $A = M$, $B_1 = Q$, $B_2 = S + C_2$, and $C_2 : (x, v_1, \ldots, v_m) \mapsto (C_2 x, 0, \ldots, 0)$ allowing, in that way, non self-adjoint linear operators which may vary among iterations. The following result provides the method thus obtained, where the dependence of the non self-adjoint linear operators with respect to iterations has been avoided for simplicity.

**Theorem 5.1.** In Problem 2, set $X = H$, set $G_0 = H$, for every $i \in \{0, 1, \ldots, m\}$ and $j \in \{0, \ldots, i\}$, let $P_{ij} : G_j \rightarrow G_i$ be a linear operator satisfying

$$\forall x_i \in G_i \; \text{let } \langle P_{ij} x_i, x_i \rangle \geq \rho_i \|x_i\|^2 \quad (5.5)$$

Note that in [42], weights $(\omega_i)_{1 \leq i \leq m}$ multiplying operators $(B_i \square D_i)_{1 \leq i \leq m}$ are considered. They can be retrieved in (5.1) by considering $(\omega_i B_i)_{1 \leq i \leq m}$ and $(\omega_i D_i)_{1 \leq i \leq m}$ instead of $(B_i)_{1 \leq i \leq m}$ and $(D_i)_{1 \leq i \leq m}$. Then both formulations are equivalent.
for some \( \rho_i > 0 \). Define the \((m + 1) \times (m + 1)\) symmetric real matrices \( \Upsilon, \Sigma, \) and \( \Delta \) by

\[
\langle \forall i \in \{0, \ldots, m\} \rangle \langle \forall j < i \rangle \quad \Upsilon_{ij} = \begin{cases} 0, & \text{if } i = j; \\
\|P_{i\cdot}\|/2, & \text{if } i > j,
\end{cases}
\]

\[
\Sigma_{ij} = \begin{cases} \|P_{ij} - P_{ii}\|/2, & \text{if } i = j; \\
\|P_{ii} + P_{i0}/2\|, & \text{if } i \geq 1; j = 0; \\
\|P_{i\cdot}\|/2, & \text{if } i > j > 0,
\end{cases}
\]

and \( \Delta = \text{Diag}(\varrho_0, \ldots, \varrho_m) \). Assume that \( \Delta - \Upsilon \) is positive definite with smallest eigenvalue \( \rho > 0 \) and that

\[
(\|\Sigma\|_2 + \delta)^2 < \rho \left( \rho - \frac{1}{2\beta} \right).
\]

where \( \beta = \min\{\mu, \nu_1, \ldots, \nu_m\} \). Let \( M = \max_{i=0, \ldots, m} \|P_{ii}\| + \|\Upsilon\|_2 \), let \( \lambda \in ]0, M^{-1}] \), let \((x^0, u^0_1, \ldots, u^0_m) \in \mathbb{H} \times G_1 \times \cdots \times G_m \), and let \( \{x^k\}_{k \in \mathbb{N}} \) and \( \{u^k_i\}_{k \in \mathbb{N}, 1 \leq i \leq m} \) the sequences generated by the following routine: for every \( k \in \mathbb{N} \)

\[
y^k = J_{P_p^{-1}} \left( x^k - P_0^{-1} \left( C_1 x^k + C_2 x^k + \sum_{i=1}^m L_i u^k_i \right) \right)
\]

\[
v^k_1 = J_{P_{11}^{-1}} \left( u^k_1 - P_{11}^{-1} \left( D_1 u^k_1 - L_1 x^k - P_10(x^k - y^k) \right) \right)
\]

\[
v^k_2 = J_{P_{22}^{-1}} \left( u^k_2 - P_{22}^{-1} \left( D_2 u^k_2 - L_2 x^k - P_20(x^k - y^k) - P_21(u^k_1 - v^k_1) \right) \right)
\]

\[
v^k_m = J_{P_{mm}^{-1}B_m^{-1}} \left( u^k_m - P_{mm}^{-1} \left( D_m u^k_m - L_m x^k - P_m0(x^k - y^k) - \sum_{j=1}^m P_{mj}(u^k_j - v^k_j) \right) \right
\]

\[
x^{k+1} = x^k + \lambda \left( P_{00}(y^k - x^k) + (C_2 x^k - C_2 y^k + \sum_{i=1}^m L_i^k(u^k_i - v^k_i)) \right)
\]

\[
u^{k+1}_1 = u^k_1 + \lambda \left( P_{10}(y^k - x^k) + P_{11}(v^k_1 - u^k_1) - L_1(x^k - y^k) \right)
\]

\[
\vdots
\]

\[
u^{k+1}_m = u^k_m + \lambda \left( P_{m0}(y^k - x^k) + \sum_{j=1}^m P_{mj}(v^k_j - u^k_j) - L_m(x^k - y^k) \right).
\]

Then there exists a primal-dual solution \((x^*, u^*_1, \ldots, u^*_m) \in \mathbb{H} \times G_1 \times \cdots \times G_m \) to Problem 2 such that \( x^k \rightharpoonup x^* \) and, for every \( i \in \{1, \ldots, m\} \), \( u^k_i \rightharpoonup u^*_i \).

\textbf{Proof.} Consider the real Hilbert space \( \mathcal{H} = \mathbb{H} \oplus G_1 \oplus \cdots \oplus G_m \), where its scalar product and norm are denoted by \((\langle \cdot | \cdot \rangle)\) and \(\|\cdot\|\), respectively, and \( x = (x_0, x_1, \ldots, x_m) \) and \( y = (y_0, y_1, \ldots, y_m) \) denote generic elements of \( \mathcal{H} \). Similarly as in [42], note that the set of primal-dual solutions \( x^* = (x^*, u^*_1, \ldots, u^*_m) \in \mathcal{H} \) to Problem 2 in the case \( X = \mathbb{H} \) coincides with the set of solutions to the monotone inclusion

\[
\text{find } x \in \mathcal{H} \text{ such that } 0 \in Ax + B_1 x + B_2 x,
\]

where the operators \( A: \mathcal{H} \to 2^\mathcal{H} \), \( B_1: \mathcal{H} \to \mathcal{H} \), and \( B_2: \mathcal{H} \to \mathcal{H} \) (dom \( B_2 = \mathcal{H} \)) defined by

\[
\begin{align*}
A & : (x, v_1, \ldots, v_m) \mapsto (Ax - z) \times (B_1^{-1}v_1 + r_1) \times \cdots \times (B_m^{-1}v_m + r_m) \\
B_1 & : (x, v_1, \ldots, v_m) \mapsto (C_1x, D_1^{-1}v_1, \ldots, D_m^{-1}v_m) \\
B_2 & : (x, v_1, \ldots, v_m) \mapsto (C_2x + \sum_{i=1}^m L_i^kv_i, -L_1x, \ldots, -L_mx),
\end{align*}
\]
are maximally monotone, $\beta$-cocoercive, and monotone-Lipschitz, respectively (see [3, Proposition 20.22 and 20.23] and [42, Eq. (3.12)]).

Now let $P: \mathcal{H} \rightarrow \mathcal{H}$ defined by

$$P: x \mapsto \left( P_{00}x_0, P_{10}x_0 + P_{11}x_1, \ldots, \sum_{j=0}^{m} P_{mj}x_j \right) = \left( \sum_{j=0}^{i} P_{ij}x_j \right)_{i=0}^{m}. \quad (5.11)$$

Then $P^*: x \mapsto (\sum_{j=1}^{m} P_{ji}^*x_j)_{i=0}^{m}$ and $U: \mathcal{H} \rightarrow \mathcal{H}$ and $S: \mathcal{H} \rightarrow \mathcal{H}$ defined by

$$U: x \mapsto \left( \frac{1}{2} \sum_{j=0}^{i-1} P_{ij}x_j + \left( \frac{P_{ii} + P_{ii}^*}{2} \right) x_i + \frac{1}{2} \sum_{j=i+1}^{m} P_{ji}^*x_j \right)_{i=0}^{m} \quad (5.12)$$

$$S: x \mapsto \left( \frac{1}{2} \sum_{j=0}^{i-1} P_{ij}x_j + \left( \frac{P_{ii} - P_{ii}^*}{2} \right) x_i - \frac{1}{2} \sum_{j=i+1}^{m} P_{ji}^*x_j \right)_{i=0}^{m} \quad (5.13)$$

are the self-adjoint and skew components of $P$, respectively, satisfying $P = U + S$. Moreover, for every $x = (x_0, x_1, \ldots, x_m) \in \mathcal{H}$, we have

$$\langle (Ux \mid x) \rangle = \sum_{i=0}^{m} \frac{1}{2} \sum_{j=0}^{i-1} \langle P_{ij}x_j \mid x_i \rangle + \langle P_{ii}x_i \mid x_i \rangle + \frac{1}{2} \sum_{j=i+1}^{m} \langle P_{ji}^*x_j \mid x_i \rangle$$

$$= \sum_{i=0}^{m} \langle P_{ii}x_i \mid x_i \rangle + \sum_{i=1}^{m} \sum_{j=0}^{i-1} \langle P_{ij}x_j \mid x_i \rangle$$

$$\geq \sum_{i=0}^{m} \rho_i \|x_i\|^2 - \sum_{i=1}^{m} \sum_{j=0}^{i-1} \|P_{ij}\| \|x_i\| \|x_j\|$$

$$= \xi \cdot (\Delta - \Upsilon)\xi \geq \rho |\xi|^2 = \rho \|x\|^2,$$  

(5.14)

where $\xi := (\|x_i\|)_{i=0}^{m} \in \mathbb{R}^{m+1}$, $\Upsilon$ is defined in (5.6), and $\rho$ is the smallest (strictly positive) eigenvalue of $\Delta - \Upsilon$. In addition, we can write $B_2 - S = C_2 + R$, where $C_2: x \mapsto (C_2x_0, \ldots, 0)$ is monotone and $\delta$-lipschitzian, and $R$ is a skew linear operator satisfying, for every $x = (x_0, x_1, \ldots, x_m) \in \mathcal{H}$, $Rx = (\sum_{i=0}^{m} R_{ij}x_j)_{0 \leq j \leq m}$, where the operators $R_{ij}: G_j \rightarrow G_i$ are defined by $R_{ii} = -P_{ii}/2$ if $i > j > 0$, $R_{ij} = -(L_{ij} + P_{ij})/2$ if $i > j = 0$, $R_{ij} = (P_{ii}^* - P_{ii})/2$ and the other components follow from the skew property of $R$. Therefore,

$$\|Rx\|^2 = \sum_{i=0}^{m} \sum_{j=0}^{m} \|R_{ij}x_j\|^2 \leq \sum_{i=0}^{m} \sum_{j=0}^{m} \|R_{ij}\| \|x_j\|^2 = |\Sigma\xi|^2 \leq \|\Sigma\|_2^2 |\xi|^2 = \|\Sigma\|_2^2 \|x\|^2,$$  

(5.15)

from which we obtain that $B_2 - S$ is $(\delta + \|\Sigma\|_2)$-lipschitzian. Altogether, by noting that, for every $x \in \mathcal{H}$, $\|Ux\| \leq M$, all the hypotheses of Theorem 4.2 hold in this instance and by developing (4.4) for this specific choices of $A, B_1, B_2, P, \gamma$, and setting, for every $k \in \mathbb{N}$, $z^k = (x^k, u_1^k, \ldots, u_m^k)$ and $x^k = (y^k, v_1^k, \ldots, v_m^k)$, we obtain (5.8) after straightforward computations and using

$$x^k = J_{P^{-1}A}(z^k - (B_1z^k + B_2z^k)) \iff P(z^k - x^k) - (B_1z^k + B_2z^k) \in Ax^k.$$  

(5.16)
The result follows, hence, as a consequence of Theorem 4.2. □

Remark 7.
1. As in Theorem 4.2, the algorithm in Theorem 5.1 allows for linear operators \((P_{ij})_{0 \leq i,j \leq m}\) depending on the iteration, whenever (4.3) holds for the corresponding operators defined in (5.11)–(5.13). We omit this generalization in Theorem 5.1 for the sake of simplicity.

2. In the particular case when, for every \(i \in \{1, \ldots, m\}\), \(B_i = \tilde{B}_i \sqcap M_i\), where \(M_i\) is such that \(M_i^{-1}\) is monotone and \(\sigma_i\)-Lipschitz, for some \(\sigma_i > 0\), Problem (2) can be solved in a similar way if, instead of \(B_2\) and \(\delta\), we consider \(B_2: (x,v_1,\ldots,v_m) \mapsto (C_2x + \sum_{i=1}^{m} L_i^* v_i, M_i^{-1} v_1 - L_1x, \ldots, M_m^{-1} v_m - L_m x)\) and \(\delta = \max\{\delta, \sigma_1, \ldots, \sigma_m\}\). Again, for the sake of simplicity, this extension has not been considered in Problem 2.

3. If the inversion of the matrix \(U\) is not difficult or no variable metric is used and the projection onto \(X \subset H\) is computable, we can also use Theorem 3.2 for solving Problem 2 in the general case \(X \subset H\).

Corollary 5.2. In Problem 2, let \(\theta \in [-1,1]\), let \(\sigma_0, \ldots, \sigma_m\) be strictly positive real numbers and let \(\Omega\) the \((m+1) \times (m+1)\) symmetric real matrix given by

\[
\Omega_{ij} = \begin{cases} \frac{1}{\sigma_i}, & \text{if } i = j; \\ -(\frac{1+\theta}{2})\|L_i\|, & \text{if } 0 < j < i; \\ 0, & \text{if } 0 < j < i. 
\end{cases}
\]

Assume that \(\Omega\) is positive definite with \(\rho > 0\) its smallest eigenvalue and that

\[
\left(\delta + \left(\frac{1-\theta}{2}\right) \sqrt{\sum_{i=1}^{m} \|L_i\|^2}\right)^2 < \rho \left(\frac{\rho}{2\beta}\right),
\]

where \(\beta = \min\{\mu, \nu_1, \ldots, \nu_m\}\). Let \(M = (\min\{\sigma_0, \ldots, \sigma_m\})^{-1} + (\frac{1+\theta}{2})\sqrt{\sum_{i=1}^{m} \|L_i\|^2}\), let \(\lambda \in ]0, M^{-1}]\), \((x^0, u^0_0, \ldots, u^0_m) \in H \times G_1 \times \cdots \times G_m\), and let \(\{x^k\}_{k \in \mathbb{N}}\) and \(\{u^k_i\}_{k \in \mathbb{N}, 1 \leq i \leq m}\) the sequences generated by the following routine:

\[
(\forall k \in \mathbb{N}) \quad \begin{align*}
&y^k = J_{\sigma A} \left( x^k - \sigma_0 \left( C_1 x^k + C_2 x^k + \sum_{i=1}^{m} L_i^* u^k_i \right) \right) \\
&\text{For every } i = 1, \ldots, m \\
&\quad \left[ v^k_i = J_{\sigma_i B_i^{-1}} \left( u^k_i - \sigma_i \left( D_i^{-1} u^k_i - L_i (y^k - \theta (x^k - x^k)) \right) \right) \right] \\
&\quad x^{k+1} = x^k + \frac{1}{\sigma_0} \left( y^k - x^k + \sigma_0 \left( C_2 x^k - C_2 y^k + \sum_{i=1}^{m} L_i^* (u^k_i - v^k_i) \right) \right) \\
&\text{For every } i = 1, \ldots, m \\
&\quad \left[ u^{k+1}_i = u^k_i + \frac{1}{\sigma_i} \left( v^k_i - u^k_i - \sigma_i \theta L_i (y^k - x^k) \right) \right].
\end{align*}
\]

Then there exists a primal-dual solution \((x^\star, u^\star_1, \ldots, u^\star_m) \in H \times G_1 \times \cdots \times G_m\) to Problem 2 such that \(x^\star \rightharpoonup x^\star\) and, for every \(i \in \{1, \ldots, m\}\), \(u^\star_i \rightharpoonup u^\star_i\).

Proof. This result is a consequence of Theorem 5.1 when, for every \(i \in \{0, \ldots, m\}\), \(P_{ii} = \text{Id} / \sigma_i\), \(P_{i0} = -(1+\theta)L_i\), and, for every \(0 < j < i\), \(P_{ij} = 0\). Indeed, we have from (5.5) that \(g_i = 1/\sigma_i\), and from (5.6) we deduce that, for every \(x = (\xi_i)_{0 \leq i \leq m} \in \mathbb{R}^{m+1}\),

\[
\|\Sigma x\|^2 = \left(\frac{1-\theta}{2}\right)^2 \left( \sum_{i=0}^{m} \|L_i\|\xi_i \right)^2 + \xi_0^2 \sum_{i=1}^{m} \|L_i\|^2 \leq \left(\frac{1-\theta}{2}\right)^2 \left( \sum_{i=0}^{m} \|L_i\|^2 \right) \|x\|^2,
\]

(5.20)
from which we obtain $\|\Sigma\|_2 \leq \left(\frac{1+\theta}{2}\right)\sqrt{\sum_{i=1}^{m} \|L_i\|^2}$. Actually, we have the equality by choosing $\bar{x} = (\xi_i)_{0 \leq i \leq m}$ defined by $\xi_i = \|L_i\|/\sqrt{\sum_{j=1}^{m} \|L_j\|^2}$ for every $i \in \{1, \ldots, m\}$ and $\xi_0 = 0$, which satisfies $\|\bar{x}\| = 1$ and $\|\Sigma\bar{x}\| = \left(\frac{1+\theta}{2}\right)\sqrt{\sum_{i=1}^{m} \|L_i\|^2}$. Therefore, condition (5.7) reduces to (5.18). On the other hand, from (5.6) we deduce from which we obtain this choice of matrices $(\overline{P}_{i,j})_{0 \leq i,j \leq m}$, the result is a consequence of Theorem 5.1.

\[\text{Remark 8.}\]

1. Note that, the condition $\rho > 0$ where $\rho$ is the smallest eigenvalue of $\Omega$ defined in (5.17), is guaranteed if $\sigma_0 (\frac{1+\theta}{2})^2 \sum_{i=1}^{m} \sigma_i \|L_i\|^2 < 1$. Indeed, by repeating the procedure in [42, (3.20)] in finite dimension we obtain, for every $x = (\xi_i)_{0 \leq i \leq m} \in \mathbb{R}^{m+1}$,

\[x \cdot \Omega x = \sum_{i=0}^{m} \frac{c_i^2}{\sigma_i} - \sum_{i=1}^{m} \left(1 + \theta \right) \sqrt{\sigma_i \|L_i\|^2} \xi_0 \|L_i\| \xi_i \leq \sum_{i=0}^{m} \frac{c_i^2}{\sigma_i} - \left(1 + \theta \right) \sqrt{\sigma_0 \sum_{j=1}^{m} \sigma_j \|L_j\|^2} \xi_0 \|L_i\| \xi_i \leq \rho_v \|x\|^2 \quad \text{(5.21)}\]

with

\[\rho_v = \max\{\sigma_0, \ldots, \sigma_m\}^{-1} \left(1 - \left(1 + \frac{\theta}{2}\right) \sqrt{\sigma_0 \sum_{j=1}^{m} \sigma_j \|L_j\|^2}\right). \quad \text{(5.23)}\]

Note that $\rho_v$ coincides with the constant obtained in [42] in the case $\theta = 1$ and we have $\rho \geq \rho_v$. Moreover, $\sigma_0 (\frac{1+\theta}{2})^2 \sum_{i=1}^{m} \sigma_i \|L_i\|^2 < 1$ is also necessary for obtaining $\rho > 0$, since in (5.21) we can choose a particular vector $x$ for obtaining the equality. Of course, this choice does not guarantee to also have equality in the last inequality in (5.22) and, hence, $\rho \geq \rho_v$ in general.

2. If we set $\theta = 1$ and $C_2 = 0$ and, hence, $\delta = 0$, (5.18) reduces to $2\rho > 1$ and we obtain from (5.19) a variant of [42, Theorem 3.1] including an extra forward step involving only the operators $(L_i)_{1 \leq i \leq m}$. However, our condition is less restrictive, since $\rho \geq \rho_v$, where $\rho_v$ is defined in (5.23) and it is obtained in [42] as we have seen in the last remark. Actually, in the particular case when $m = 1$, $L_1 = \alpha \text{Id}$, $\sigma_0 = \eta^2 \sigma_1 =: \eta \sigma$ for some $0 < \eta < 1$, constants $\rho_v$ and $\rho$ reduce to

\[\rho_v(\eta) = \frac{1 - \eta^2 \sigma_1}{\sigma} \quad \text{and} \quad \rho(\eta) = \frac{1}{2\sigma} \left(\frac{\eta^2 + 1}{\eta^2} - \sqrt{\left(\frac{\eta^2 - 1}{\eta^2}\right)^2 + 4\alpha^2 \sigma^2}\right),\]
respectively. By straightforward computations we deduce that $\rho(\eta) > \rho_v(\eta)$ for every $0 < \eta < (\alpha \sigma)^{-1}$, and hence our constant can strictly improve the condition $2 \beta \rho > 1$, needed in both approaches. Moreover, since Theorem 5.1 allows for non self-adjoint linear operators varying among iterations, we can permit variable stepsizes $\sigma_0, \ldots, \sigma_m$ in Theorem 5.1, which could not be used in [42] because of the variable metric framework.

3. In the particular case when $C_1 = 0$ and $C_2 = 0$ we can take $\beta \to +\infty$ and, hence, condition (5.18) reduces to

$$\left(1 - \frac{1}{\theta^2}\right) \sqrt{\sum_{i=1}^{m} ||L_i||^2} < \rho,$$

which is stronger than the condition in [27] for the case $m = 1$, in which it is only needed that $\rho > 0$ for achieving convergence. Indeed, in the case $m = 1$, (5.24) reduces to $2 - 2 \theta \sigma_0 \sigma_1 ||L_1||^2 > (1 - \theta)(\sigma_0 + \sigma_1) ||L_1||$, which coincides with the condition in [27] in the case $\theta = 1$, but they differ if $\theta \neq 1$ because of the extra forward step coming from the Tseng’s splitting framework. Actually, in the case $\theta = 0$ it reduces to $\sigma_0 + \sigma_1 < 2/||L_1||$ and in the case $\theta = -1$ we obtain the stronger condition $\max(\sigma_0, \sigma_1) < 1/||L_1||$. Anyway, in our context we can use constants $\sigma_0, \ldots, \sigma_m$ varying among iterations and we have a variant of the method in [27] and, in the case when $\theta = 1$, of Chambolle-Pock’s splitting [13].

4. Since $\rho_v$ defined in (5.23) satisfies $\rho_v \leq \rho$ in the case when $C_1 = C_2 = 0$, a sufficient condition for guaranteeing (5.24) is

$$(1 - \frac{1}{\theta}) \sqrt{\sum_{i=1}^{m} ||L_i||^2} < \rho,$$

which implied by the condition

$$\max\{\sigma_0, \ldots, \sigma_m\} \sqrt{\sum_{i=1}^{m} ||L_i||^2} < 1.$$  

(5.25)

5. Consider the case of composite optimization problems, i.e., when $A = \partial f$, $C_1 = \nabla h$ for every $i = 1, \ldots, m$, $B_i = \partial g_i$ and $D_i = \partial \ell_i$, where, for every $i = 1, \ldots, m$, $f : H \to ]-\infty, +\infty]$ and $g_i : G_i \to ]-\infty, +\infty]$ are proper lower semicontinuous and convex functions and $h : H \to \mathbb{R}$ is differentiable, convex, with $\beta^{-1}$-Lipschitz gradient. In this case, any solution to Problem 2 when $C_2 = 0$ is a solution to the primal-dual optimization problems

$$\min_{x \in H} f(x) + h(x) + \sum_{i=1}^{m} (g_i \square \ell_i)(L_i x)$$

and

$$\min_{u_1 \in G_1, \ldots, u_m \in G_m} (f^* \square h^*) \left(- \sum_{i=1}^{m} L_i^* u_i\right) + \sum_{i=1}^{m} g_i^*(u_i) + \ell_i^*(u_i),$$

and the equivalence holds under some qualification condition. In this partic-
6. Applications. In this section we explore four applications for illustrating the advantages and flexibility of the methods proposed in the previous sections. In the first application, we apply Theorem 2.3 to the obstacle problem in PDE’s in which dropping the extra forward step decreases the computational cost per iteration because the computation of an extra gradient step is numerically expensive. In the second application, devoted to empirical risk minimization (ERM), we illustrate the flexibility of using non self-adjoint linear operators. We derive different sequential algorithms depending on the nature of the linear operator involved. In the third application, we develop a distributed operator-splitting scheme which allows for time-varying communication graphs. Finally, the last application focuses in nonlinear constrained optimization, in which monotone non-Lipschitz operators arise naturally.

6.1. Obstacle problem. The obstacle problem is to find the equilibrium position of an elastic membrane on a domain $\Omega$, whose boundary is fixed and is restricted to remain above the some obstacle, given by the function $\psi: \Omega \to \mathbb{R}$. This problem can be applied to fluid filtration in porous media, elasto-plasticity, optimal control among other disciplines (see, e.g., [11] and the references therein). Let $u: \Omega \to \mathbb{R}$ be a function representing the vertical displacement of the membrane and let $\psi: \Gamma \to \mathbb{R}$ be the function representing the fixed boundary, where $\Gamma$ is the smooth boundary of $\Omega$. Assume that $\psi \in H^{1/2}(\Gamma)$ and $\varphi \in C^{1,1}(\Omega)$ satisfy $T\varphi \leq \psi$, and consider the problem

$$
\min_{u \in H^1(\Omega)} \frac{1}{2} \int_{\Omega} |\nabla u|^2 \, dx
\quad \text{s.t. } Tu = \psi, \quad \text{a.e. on } \Gamma;
\quad u \geq \varphi, \quad \text{a.e. in } \Omega,
$$

(6.1)

where $T: H^1(\Omega) \to H^{1/2}(\Gamma)$ is the (linear) trace operator and $H^1(\Omega)$ is endowed with the scalar product $\langle \cdot , \cdot \rangle : (u,v) \mapsto \int_{\Omega} u \cdot \nabla v \, dx$. There is a unique solution to this obstacle problem [12].

In order to set this problem in our context, let us define the operator

$$Q: H^{-1}(\Omega) \times H^{-1/2}(\Gamma) \to H^1(\Omega)
$$

(6.2)
which associates to each \((q, w) \in H^{-1}(\Omega) \times H^{-1/2}(\Gamma)\) the unique weak solution (in the sense of distributions) to [44, Section 25]

\[
\begin{aligned}
-\Delta u + u &= q, & \text{in } \Omega; \\
\frac{\partial u}{\partial \nu} &= w, & \text{on } \Gamma,
\end{aligned}
\]  

(6.3)

where \(\nu\) is outer unit vector normal to \(\Gamma\). Hence, \(Q\) satisfies

\[
\langle \forall v \in H \rangle \quad \langle Q(q, w) \mid v \rangle = \langle w \mid Tv \rangle_{-1/2,1/2} + \langle q \mid v \rangle_{-1,1},
\]  

(6.4)

where \(\langle \cdot \mid \cdot \rangle_{-1/2,1/2}\) and \(\langle \cdot \mid \cdot \rangle_{-1,1}\) stand for the dual pairs \(H^{-1/2}(\Gamma) - H^{1/2}(\Gamma)\) and \(H^{-1}(\Omega) - H^{1}(\Omega)\), respectively. Then, by defining \(H = H^{1}(\Omega)\), \(G = H^{1/2}(\Gamma)\), \(f: u \mapsto \frac{1}{2} \int_{\Omega} |\nabla u|^{2} dx\), \(g = \iota C\), where \(C = \{u \in H \mid u \geq \varphi \text{ a.e. in } \Omega\}\), let \(D = \{\psi\}\), and let \(L = T\), (6.1) can be written equivalently as

\[
\min_{u \in D} f(u) + g(u).
\]  

(6.5)

Moreover, it is easy to verify that \(f\) is convex and, by using integration by parts and (6.4), for every \(h \in H\) we have

\[
\begin{aligned}
f(u + h) - f(u) - \langle Q(-\Delta u, \frac{\partial u}{\partial \nu}) \mid h \rangle &= \frac{1}{2} \int_{\Omega} |\nabla h|^{2} dx + \int_{\Omega} \nabla u \cdot \nabla h dx + \langle \Delta u \mid h \rangle_{-1,1} \\
&\quad - \langle \frac{\partial u}{\partial \nu} \mid Th \rangle_{-1/2,1/2} \\
&= \frac{1}{2} \int_{\Omega} |\nabla h|^{2} dx,
\end{aligned}
\]  

(6.6)

which yields

\[
\lim_{\|h\| \to 0} \frac{f(u + h) - f(u) - \langle Q(-\Delta u, \frac{\partial u}{\partial \nu}) \mid h \rangle}{\|h\|} = \frac{1}{2} \lim_{\|h\| \to 0} \frac{\|\nabla h\|^{2}_{L^{2}}}{\|h\|} = 0.
\]  

(6.7)

Hence, \(f\) is Fréchet differentiable with a linear gradient given by \(\nabla f: u \mapsto Q(-\Delta u, \frac{\partial u}{\partial \nu})\).

Moreover, from integration by parts we have

\[
\langle Q(-\Delta u, \frac{\partial u}{\partial \nu}) \mid h \rangle = \langle \frac{\partial u}{\partial \nu} \mid Th \rangle_{-1/2,1/2} - \langle \Delta u \mid h \rangle_{-1,1} = \int_{\Omega} \nabla u \cdot \nabla h dx \leq \|u\|\|h\|,
\]  

(6.8)

which yields \(\|\nabla f(u)\| \leq \|u\|\) and, hence, it is 1-cocoercive [1]. In addition, the trace operator is linear and bounded [26] and we have from (6.4) that

\[
(\forall v \in H) (\forall w \in H^{1/2}(\Gamma)) \quad \langle Q(0, w) \mid v \rangle = \langle w \mid Tv \rangle_{-1/2,1/2},
\]  

(6.9)

which yields \(L^{*}: w \mapsto Q(0, w)\) and since \(C\) is non-empty closed convex, \(g\) is convex, proper, lower semicontinuous and \(\text{prox}_{\gamma g} = P_{C}\), for any \(\gamma > 0\).

Since first order conditions of (6.5) reduce to find \((u, w) \in H \times G\) such that \(0 \in N_{C}(u) + \nabla f(u) + T^{*} N_{D}(Tu)\), which is a particular case of Problem 2 and from
Corollary 5.2 when \( \theta = 1 \) the method

\[
\begin{align*}
\nu^k &= P_C \left( u^k - \sigma_0 Q \left( -\Delta u^k, \partial \nu^k \right) + w^k \right) \\
t^k &= w^k + \sigma_1 \left( T(2y^k - x^k) - \psi \right) \\
u^{k+1} &= u^k + \frac{1}{\sigma_0} \left( \nu^k - u^k + \sigma_0 Q(0, w^k - t^k) \right) \\
w^{k+1} &= w^k + \frac{1}{\sigma_1} \left( t^k - w^k - \sigma_1 T(v^k - u^k) \right)
\end{align*}
\tag{6.10}
\]
generates a weakly convergent sequence \( (u^k)_{k \in \mathbb{N}} \) to the unique solution to the obstacle problem provided, for instance (see Remark 8.1), that \( \max\{\sigma_0, \sigma_1\} + 2\sqrt{\sigma_0 \sigma_1} \|T\| < 2 \).

Note that \( \nabla f \) must be computed only once at each iteration, improving the performance with respect to primal-dual methods following Tseng’s approach, in which \( \nabla f \) must be computed twice by iteration (see, e.g., [8, 40]). The method proposed in [21, 42] can also solve this problem but with stronger conditions on constants \( \sigma_0 \) and \( \sigma_1 \) as studied in Remark 8. Moreover, our approach may include variable stepsizes together with different asymmetric linear operators which may improve the performance of the method.

On the other hand, the general version of our method in Theorem 3.2 allows for an additional projection onto a closed convex set. In this case this can be useful to impose some of the constraints of the problem in order to guarantee that iterates at each iteration satisfy such constraints. An additional projection step may accelerate the method as it has been studied in [9]. Numerical comparisons among these methods are part of further research.

6.2. An Incremental Algorithm for Nonsmooth Empirical Risk Minimization. In machine learning [37], the Empirical Risk Minimization (ERM) problem seeks to minimize a finite sample approximation of an expected loss, under conditions on the feasible set and the loss function. If the solution to the sample approximation converges to a minimizer of the expected loss when the size of the sample increases, we say that the problem is learnable. Suppose that we have a sample of size \( m \), and, for every \( i \in \{1, \ldots, m\} \), the loss function associated to the sample \( z_i \) is given by \( l(\cdot; z_i) : x \mapsto f_i(a_i^\top x) \), where each \( a_i \in \mathbb{R}^d \setminus \{0\} \) and each \( f_i : \mathbb{R} \to (-\infty, \infty] \) is closed, proper, and convex.

Then the ERM problem is to

\[
\minimize_{x \in \mathbb{R}^d} \frac{1}{m} \sum_{i=1}^{m} f_i(a_i^\top x).
\tag{6.11}
\]

This form features in support vector machines, logistic regression, linear regression, least-absolute deviations, and many other common models in machine learning.

The parameter \( m \) indicates the size of the training set and is typically large. Parallelizing a (sub)gradient computation of (6.11) is straightforward, but in general, because training sets are large, we may not have enough processors to do so. Thus, when only a few processors are available, incremental iterative algorithms, in which one or a few training samples are used per iteration to update our solution estimate, are a natural choice.

Several incremental algorithms are available for solving (6.11), including incremental (sub)gradient descent and incremental aggregated gradient methods [36, 24, 29, 23, 6, 43, 5, 33, 7]. The former class requires diminishing stepsizes (e.g., of size \( O(k^{-1/2}) \)) and, hence, their convergence may be very slow, while the latter class of
algorithms is usually restricted to the cases in which either \( f_i \) is smooth or the dual problem of (6.11) is smooth (in which case (6.11) is strongly convex). In contrast, we now develop an incremental proximal algorithm, which imposes no smoothness or strong convexity assumptions. It has a Gauss-Seidel structure and is obtained by an application of Theorem 5.1. The involved stepsizes may vary among iterations but they are set to be constants for simplicity.

The method follows from the following first-order optimality conditions obtained assuming some qualification condition:

\[
x \text{ solves (6.11)} \iff 0 \in \sum_{i=1}^{m} a_i \partial f_i(a_i^\top x), \tag{6.12}
\]

which is a particular case of Problem 2 when \( H = \mathbb{R}^d, A \equiv \{0\}, C_1 = C_2 \equiv 0 \) and, for every \( i \in \{1, \ldots, m\} \), \( G_i = \mathbb{R}, D_{i-1} = 0, L_i = a_i^\top \), and \( B_i = \partial f_i \). By using Theorem 5.1 in this case for matrices \( (P_{ij})_{0 \leq i < j \leq m} \) given by

\[
(\forall 0 \leq j < i \leq m) \quad P_{ij} = \begin{cases} \frac{\lambda_i}{\sigma_i}, & \text{if } i = j = 0; \\ -\frac{1}{\sigma_i}, & \text{if } i = j > 0; \\ \sigma_0 a_i^\top a_j, & \text{if } 0 < j < i, 
\end{cases}
\tag{6.13}
\]

we obtain

\[
\begin{align*}
\nu_1^k &= \text{prox}_{\sigma_1 f_1} \left( u_1^k + \sigma_1 \left( a_1^\top x^k - \sigma_0 \sum_{i=1}^{m} a_1^\top a_i u_i^k \right) \right), \\
\nu_2^k &= \text{prox}_{\sigma_2 f_2} \left( u_2^k + \sigma_2 \left( a_2^\top x^k - \sigma_0 \left( a_2^\top a_1 v_1^k + \sum_{i=2}^{m} a_2^\top a_i u_i^k \right) \right) \right), \\
& \quad \vdots \\
\nu_m^k &= \text{prox}_{\sigma_m f_m} \left( u_m^k + \sigma_m \left( a_m^\top x^k - \sigma_0 \left( \sum_{i=1}^{m-1} a_m^\top a_i v_i^k + \|a_m\|^2 u_m^k \right) \right) \right), \\
x_{k+1} &= x^k - \lambda \sum_{i=1}^{m} a_i v_i^k, \\
u_1^{k+1} &= u_1^k + \frac{1}{\sigma_1} \left( v_1^k - u_1^k \right), \\
& \quad \vdots \\
u_m^{k+1} &= u_m^k + \frac{1}{\sigma_m} \left( v_m^k - u_m^k \right) + \sigma_0 \sum_{j=1}^{m-1} a_m^\top a_j (v_j^k - u_j^k). \\
\end{align*}
\tag{6.14}
\]

Since conditions (5.5)-(5.7) hold if

\[
\sqrt{\sum_{i=1}^{m} \|a_i\|^2 + \sigma_0 \sum_{i=1}^{m} \|a_i\|^2 + \frac{\sigma_0}{2} \left( \max_{i=1, \ldots, m} \|a_i\|^2 - \min_{i=1, \ldots, m} \|a_i\|^2 \right)} < \frac{1}{\max_{i=0, \ldots, m} \sigma_i}, \tag{6.15}
\]

by choosing \( (\sigma_i)_{0 \leq i \leq m} \) satisfying (6.15) the sequence \( (x^k)_{k \in \mathbb{N}} \) generated by (6.14) converges to a solution provided that \( \lambda < M^{-1} \) where

\[
M = \left( \min_{i=0, \ldots, m} \sigma_i \right)^{-1} + \frac{1}{2} \sqrt{\sum_{i=1}^{m} \|a_i\|^2 + \frac{\sigma_0}{2} \left( \sum_{i=1}^{m} \|a_i\|^2 + \max_{i=1, \ldots, m} \|a_i\|^2 \right)}.
\]

Note that, without loss of generality, we can assume, for every \( i \in \{1, \ldots, m\} \), \( \|a_i\| = 1 \), since \( f_i(a_i^\top x) = g_i((a_i^\top / \|a_i\|)^\top x) \) with \( g_i : x \mapsto f_i(\|a_i\| x) \) and \( \text{prox}_{\gamma_i f_i} : x \mapsto \text{prox}_{\|a_i\|^2 f_i}((\|a_i\| x) / \|a_i\|) \). Therefore, condition (6.15) can be reduced to \( \sqrt{m} + m \sigma_0 < (\max_{i=0, \ldots, m} \sigma_i)^{-1} \), which, in the case \( \sigma_0 = \cdots = \sigma_m \) reduces to \( \sigma_0 < (\sqrt{5} - 1)/(2 \sqrt{m}) \).
### 6.3. A Distributed Operator Splitting Scheme with Time-Varying Networks.

In this section we develop an extension of the popular distributed operator splitting scheme \( \text{PG-Extra} \) [38, 39] to time-varying graphs. The problem data are a collection of cost functions \( f_1, \ldots, f_n \) on a Hilbert space \( \mathcal{H} \) and a sequence of connected, undirected communication graphs \( G_t = (V_t, E_t) \) with vertices \( V_t = \{1, \ldots, n\} \) and edges \( E_t \subseteq \{1, \ldots, n\}^2 \). Then the goal of distributed optimization is to minimize

\[
\min_{x \in \mathcal{H}} \sum_{i=1}^{n} f_i(x), \tag{6.16}
\]

through an iterative algorithm that, at every time \( t \in \mathbb{N} \), only allows communication between neighbors in \( G_t \). For simplicity, we focus on the case wherein \( f_i : \mathcal{H} \to (-\infty, +\infty] \) is proper, lower semicontinuous and convex.

A well-known distributed operator splitting schemes is known as \( \text{PG-Extra} \). This method applies to fixed communicated graphs \( G_t \equiv G \), and can be viewed as an instance of modern primal-dual algorithms, such as Condat-Vu [21, 42]. To the best of our knowledge there is no known extension of \( \text{PG-Extra} \) to time-varying graphs that may also be applied to monotone inclusions. We will now develop such an extension.

For the graph \( G_t \), let \( A_t \) denote its adjacency matrix and let \( D_t \) denote its degree matrix. The Laplacian matrix of \( G_t \) is defined as the difference \( L_t := D_t - A_t \).

It is well-known that, for fully connected graphs, we have the identity \( \ker(L_t) = \text{span}(1_n) \) [14]. We may exploit this fact to develop an equivalent formulation of (6.16).

The Laplacian operator has a natural extension to the product space \( \mathcal{H}^n \). It is then a straightforward exercise to show that the extension induces the following identity:

\[
(\forall x := (x_1, \ldots, x_n) \in \mathcal{H}^n) \quad L_t x = 0 \iff x_1 = x_2 = \cdots = x_n.
\]

Therefore, a family of equivalent formulations of (6.16) is given by

\[
\min_{x \in \mathcal{H}^n} \sum_{i \in V} f_i(x_i)
\]

subject to: \( L_t x = 0 \).

The constraint \( L_t x = 0 \) is equivalent to the constraint \( x \in U := \{x \in \mathcal{H}^n \mid x_1 = \ldots = x_n\} \). Thus, one could apply a splitting method to derive a distributed algorithm consisting of decoupled proximal steps on the \( f_i \) followed by global averaging steps induced by the projection onto \( U \). However, in order to develop an algorithm that respects the local communication structure of the graphs \( G_t \), we must avoid computing such projections onto \( U \). For any fixed \( t \), we may develop such a method as a special case of modern primal-dual algorithms.

Indeed, a straightforward application of Condat-Vu [21, 42] yields the update rule

\[
\begin{align*}
    x_{i}^{k+1} &= \text{prox}_{\gamma f_i}(x_i^k - \gamma (L_t y^k)_i) \\
    y^{k+1} &= y^k + \tau (L_t x^{k+1} - x^k), \tag{6.18}
\end{align*}
\]

5Briefly, \((A_t)_{ij} = 1\) if \((i, j) \in E\) and is zero otherwise, while \( D \) is a diagonal matrix with diagonal entries \( D_{ii} = \text{deg}(i) \).
where \( \gamma, \tau > 0 \) are appropriately chosen stepsizes. This algorithm is fully decentralized because multiplications by \( L_t \) only induce communication among neighbors in the graph \( G_t \).

If we allow \( t = k \), this Condat-Vu [21, 42] algorithm has, to the best of our knowledge, no supporting convergence theory, although each of the optimization problems (6.17) have the same set of solutions. The lack of convergence theory arises because Condat-Vu measures convergence in the product space \( (\mathcal{H}^n \times \mathcal{H}^n, \| \cdot \|_{P_t}) \), where \( P_t \) is a metric inducing linear transformation depending on \( L_t \):

\[
P_t := \begin{bmatrix} \frac{1}{\gamma} \text{Id} & -L_t \\ -L_t & \frac{1}{\tau} \text{Id} \end{bmatrix}.
\]

One may hope to apply standard variable metric operator-splitting schemes [19, 41], but the compatibility condition cannot hope to be satisfied. Thus, instead of Condat-Vu, we apply the variable metric technique developed in this manuscript.

Mathematically, we let

\[
\mathcal{S}_t : \mathcal{H}^n \times \mathcal{H}^n \rightarrow \mathcal{H}^n \times \mathcal{H}^n
\]

\[
(x, y) \mapsto ((\text{prox}_{\gamma f_i}(x^k_i - \gamma L_t y^k_i))_{i=1}^n, y^k + \tau L_t (2x^{k+1} - x^k)).
\]

Given a proper choice of \( \gamma \) and \( \tau \), the results of [21, 42] show that \( \mathcal{S}_t \) is of \( T \)-class in the space \( (\mathcal{H}^n \times \mathcal{H}^n, \| \cdot \|_{P_t}) \) (indeed, \( \mathcal{S}_t \) is a resolvent). Thus, for any \( 0 < \mu \leq \| P_t \|^{-1} \), Proposition 4.1 implies that

\[
Q_t = \text{Id} - \mu P_t (\text{Id} - \mathcal{S}_t),
\]

is of \( T \)-class in the space \( (\mathcal{H}^n \times \mathcal{H}^n, \| \cdot \|) \) and \( \text{Fix}(Q_t) = \text{Fix}(\mathcal{S}_t) \). Like \( \mathcal{S}_t \), the operator \( Q_t \) may be computed in a decentralized fashion, as communication between agents is only induced through multiplications by \( L_t \).

The algorithm resulting from applying \( Q_t \) is a time-varying distributed operator-splitting scheme:

\[
(x^{k+1}, y^{k+1}) = Q_t(x^k, y^k).
\]

The convergence of this iteration may be proved using an argument similar to Theorem 4.2 (which does not capture the case in which the operator at hand is varying).

To prove convergence of this iteration, one must observe that the Fix\((Q_k)\) is constant, that for all \((x^*, y^*) \in \text{Fix}(Q_k)\) the sequence \(\|((x^{k+1}, y^{k+1}) - (x^*, y^*))\|\) is nonincreasing, and that \(\sum_{k=0}^\infty \|((x^{k+1}, y^{k+1}) - (x^k, y^k))\|^2 < \infty\). A standard argument then shows that \((x^k, y^k)\) converges to an element of Fix\((Q_k)\) = Fix\((Q_0)\).

### 6.4. Nonlinear constrained optimization problems

In this application we aim at solving the nonlinear constrained optimization problem

\[
\min_{x \in C} f(x) + h(x),
\]

where \( C = \{ x \in \mathcal{H} \mid (\forall i \in \{1, \ldots, p\}) \quad g_i(x) \leq 0 \}, f : \mathcal{H} \rightarrow ]-\infty, +\infty[ \) is lower semicontinuous, convex and proper, for every \( i \in \{1, \ldots, p\} \), \( g_i : \text{dom}(g_i) \subset \mathcal{H} \rightarrow \mathbb{R} \) and \( h : \mathcal{H} \rightarrow \mathbb{R} \) are \( C^1 \) convex functions in int dom \( g_i \) and \( \mathcal{H} \), respectively, and \( \nabla h \) is \( \beta^{-1} \)-Lipschitz. A solution of the optimization problem (6.19) can be found via the saddle points of the Lagrangian

\[
L(x, u) = f(x) + h(x) + u^\top g(x) - \tau g_i^*(u),
\]

where \( \tau = 1/\beta \).
which, under standard qualification conditions can be found by solving the monotone
inclusion (see [34])

\[
\text{find } x \in Y \text{ such that } (\exists u \in \mathbb{R}^p_+) \ (0, 0) \in A(x, u) + B_1(x, u) + B_2(x, u), \ (6.21)
\]

where \( Y \subset \mathcal{H} \) is a nonempty closed convex set modeling apriori information on the solution (eventually we can take \( Y = \mathcal{H} \)), \( A: (x, u) \mapsto \partial f(x) \times N_{\mathbb{R}^p_+} u \) is maximally monotone, \( B_1: (x, u) \mapsto (\nabla h(x), 0) \) is \( \beta \)-cocoercive, and

\[
B_2: (x, u) \mapsto \left( \sum_{i=1}^p u_i \nabla g_i(x), -g_1(x), \ldots, -g_p(x) \right)
\]

is nonlinear, monotone and continuous \([34]\). If \( Y \subset \text{dom } \partial f \subset \cap_{i=1}^p \text{int dom } g_i \), we have that \( X := Y \times \mathbb{R}^p_+ \subset \text{dom } A = \text{dom } \partial f \times \mathbb{R}^p_+ \subset \text{dom } B_2 = \cap_{i=1}^p \text{int dom } g_i \times \mathbb{R}^p \) and, from [3, Corollary 25.5], we have that \( A + B_2 \) is maximally monotone. The method proposed in Theorem 2.3 reduces to

\[
(\forall k \in \mathbb{N}) \quad \begin{cases}
    y^k = \text{prox}_{\gamma_k f} \left( x^k - \gamma_k (\nabla h(x^k) + \sum_{i=1}^p u_i^k \nabla g_i(x^k)) \right) \\
    \eta_i^k = \max \{0, u_i^k + \gamma_k g_i(x^k)\} \\
    u_i^{k+1} = \max \{0, \eta_i^k - \gamma_k (g_i(x^k) - g_i(y^k))\} \\
    x^{k+1} = P_Y \left(y^k + \gamma_k \sum_{i=1}^p (u_i^k \nabla g_i(x^k) - \eta_i^k \nabla g_i(y^k))\right),
\end{cases} \quad (6.22)
\]

where, for every \( k \in \mathbb{N} \), \( \gamma_k \) is found by the backtracking procedure defined in (2.9).

Note that, since \( B_2 \) is nonlinear, the approaches proposed in \([21, 42]\) cannot be applied to this instance.

In the particular instance when \( f = \iota_{\Omega} \) for some nonempty closed convex set \( \Omega \), we can choose, among other options, \( Y = \Omega \) since we know that any solution must belong to \( \Omega \). Moreover, when, for every \( i \in \{1, \ldots, p\} \), \( g_i: x \mapsto d_i^T x \), where \( d_i \in \mathbb{R}^N \), we have \( B_2: (x, u) \mapsto (D^T u, -D x) \), where \( D = [d_1, \ldots, d_p]^T \). This is a particular instance of problem (1.2) and \( B_2 \) is \( \|D\| \)-Lipschitz in this case, which allows us to use constant stepsizes \( \gamma_k = \gamma \in ]0, \chi[ \), where \( \chi \) is defined in (2.3) and \( L = \|D\| \). Theorem 2.3 guarantees the convergence of the iterates \( \{x^k\}_{k \in \mathbb{N}} \) thus generated to a solution to (6.19) in any case.

In the next section, we explore some numerical results showing the good performance of this method and the method with constant step-size when \( g_i \) are affine linear.

7. Numerical simulations. In this section we provide two instances of Section 6.4 and we compare our proposed method with available algorithms in the literature.

7.1. Optimization with linear inequalities. In the context of problem (6.19), suppose that \( \mathcal{H} = \mathbb{R}^N \), \( h: x \mapsto \|A x - b\|^2/2 \), \( A \) is a \( m \times N \) real matrix with \( N = 2m \) and \( b \in \mathbb{R}^m \), \( f = \iota_{[0,1]^N} \), and

\[
(\forall i \in \{1, \ldots, p\}) \quad g_i(x) = d_i^T x,
\]

where \( d_1, \ldots, d_p \in \mathbb{R}^N \). In this case, \( B_1: (x, u) \mapsto (A^T (A x - b), 0) \), \( B_2: (x, u) \mapsto (D^T u, -D x) \), where \( D = [d_1, \ldots, d_p]^T \), \( \beta = \|A\|^{-2} \) and \( L = \|D\| \). We compare the method proposed in (6.22) using the line search (FBHF-LS), the version with constant
stepsize (FBHF), the method proposed by Condat and Vu [21, 42] (CV), the method proposed by Tseng [40] with line search (Tseng-LS) and with constant stepsize (Tseng) for randomly generated matrices and vectors $A$, $D$ and $b$. We choose the same starting point for each method and the parameters for the line search for Tseng-LS and FBHF-LS are $\theta = 0.316$, $\varepsilon = 0.88$ and $\sigma = 0.9$. For the constant stepsizes versions of Tseng and FBHF, we use $\gamma = \delta/(\beta^{-1} + L)$ and $\gamma = \beta \delta/(1 + 1/16 \beta^2 L^2)$, respectively, and for $\bar{\sigma} > 0$ we select $\tau = 1/(1/2\beta + \sigma L^2)$ in order to satisfy the convergence conditions on the parameters of each algorithm. We choose several values of $\delta$ and $\bar{\sigma}$ for studying the behavior and we use the stopping criterion $\|((x_{k+1} - x_k, u_{k+1} - u_k))\|/\|((x_k, u_k))\| < 10^{-7}$.

In Table 1 we show the performance of the five algorithms for random matrices $A$ and $D$ and a random vector $b$ with $N = 2000$ and $p = 100$ and a selection of the parameters $\sigma, \delta$. We see that for Tseng and FBHF the performance improve for larger choices of $\delta$, while for CV it is not clear how to choose $\bar{\sigma}$ in general. Even if the theoretical bound of FBHF does not permit $\delta$ to go beyond 4, for $\delta = 4.7$ the convergence is also obtained for this case with a better performance. We suspect that the particular structure of this particular case can be exploited for obtaining a better bound. We also observe that the best performance in time is obtained for the lowest number of iterations for each method. In addition, for this instance, algorithms FBHF, CV and FBHF-LS are comparable in computational time, while the algorithms by Tseng [40] are considerably less efficient in time and in number of iterations. In Table 2 we compare the average time and iterations that the more efficient methods in the first simulation take to achieve the stop criterion ($\varepsilon = 10^{-7}$) for 20 random realizations of matrices $A$ and $D$ and a random vector $b$, with $N = 2000$ and $p = 100$. We use the parameters yielding the best performance of each method in the first simulation. For FBHF we also explore the case when $\delta = 4.7$, which gives the best performance. We also observe that FBHF for $\delta = 3.999$ is comparable with CV in average time, while FBHF-LS is slower for this instance.

### 7.2. Entropy constrained optimization

In the context of problem (6.19), suppose that $\mathcal{H} = \mathbb{R}^N$, $h: x \mapsto x^T Q x - a^T x + c$, $Q$ is a $N \times N$ semidefinite positive
real matrix, \(b \in \mathbb{R}^N\), \(c \in \mathbb{R}\), \(f = \iota_{\Omega}\), \(\Omega\) is a closed convex subset of \(\mathbb{R}^N\), \(p = 1\), and

\[
g_1: \mathbb{R}^N_+ \to \mathbb{R}: x \mapsto \sum_{i=1}^{N} x_i \left( \ln \left( \frac{x_i}{a_i} \right) - 1 \right) - r,
\]

where \(-\sum_{i=1}^{N} a_i < r < 0\), \(a \in \mathbb{R}^N_+\) and we use the convention \(0 \ln(0) = 0\). This problem appears in robust least squares estimation when a relative entropy constraint is included [31]. This constraint can be seen as a distance constraint with respect to the vector \(a\), where the distance is measured by the Kullback-Leibler divergence [2].

In our numerical experience, we assume \(Q = A^TA\), \(d = A^Tb\) and \(c = \|b\|^2/2\), where \(A\) is a \(m \times N\) real matrix with \(N = 2m\) and \(b \in \mathbb{R}^m\), which yields \(h: x \mapsto \|Ax - b\|^2/2\), \(\beta = \|A\|^{-2}\), \(\Omega = [0.001, 1]^N\), and \(a = (1, \ldots, 1)^T\). In this context, \(g_1\) achieves its minimum in \(\bar{x} = (1, \ldots, 1)^T\) and \(g_1(\bar{x}) = -N\) and we choose \(r \in [-N, 0]\). Since the constraint is not linear, we cannot use the methods proposed in [42, 21]. We compare the method proposed in (6.22) with line search (FBHF-LS) with the Tseng’s method with linesearch [40] (Tseng-LS) and two routines in matlab: \texttt{fmincon.interior-point} (FIP) and \texttt{fmincon.sqp} (SQP). For \(m = 100, 200, 300\), we generate 20 random matrices \(A\) and random vectors \(b\) and we compare the previous methods by changing \(r \in \{-0.2N, -0.4N, -0.6N, -0.8N\}\) in order to vary the feasible regions. We choose the same starting point for each method and the parameters for the line search for Tseng-LS and FBHF-LS are \(\theta = 0.707\), \(\varepsilon = 0.88\) and \(\sigma = 0.9\). The stopping criterion is \(\|\|x_{k+1} - x_k, u_{k+1} - u_k\|\|/\|\|x_k, u_k\|\| < \varepsilon\) with \(\varepsilon = 10^{-11}\). In Table 3 we show, for \(m = 300\), the value of the objective function \(h\), the nonlinear constraint \(g_1\) and time for achieving the stopping criterion for a fixed random matrix \(A\) and vector \(b\) by moving \(r \in \{-0.2N, -0.4N, -0.6N, -0.8N\}\). We observe that all methods achieve almost the same value of the objective function and satisfy the constraints, but in time FBHF-LS obtains the best performance, even if the number of iterations are larger than that of FIP and SQP. Tseng-LS has also a better performance in time than FIP and SQP, with a much larger number of iterations. We also observe that, the smaller the feasible set is, the harder is for all the methods to approximate the solution and the only case when the constraint is inactive is when \(r = -0.2N\). On the other hand, even if in the cases \(r = -0.6N\) and \(r = -0.8N\) we have \(g_1(x^*) > 0\), the value is \(\approx 10^{-6}\) which is very near to feasibility. This behavior is confirmed in Table 4, in which we show, for each \(m \in \{100, 200, 300\}\), the average time and iterations obtained from the 20 random realizations by moving \(r \in \{-0.2N, -0.4N, -0.6N, -0.8N\}\). We observe that FBHF-LS takes considerably less time than the other algorithms to reach the stopping criterion and the difference is more when dimension is higher. Since FIP and SQP are very slow for high dimensions, in Table 5 we compare the efficiency of Tseng-LS and FBHF-LS for 20 random realizations of \(A\) and \(b\) with \(N \in \{1000, 2000, 3000\}\) for \(r = -0.4N\) and \(\varepsilon = 10^{-5}\). The computational time of both methods are reasonable, but again FBHF-LS is faster. FBHF-LS use less iterations than Tseng-LS for achieving the same criterion and, even if we reduce \(\varepsilon\) from \(10^{-5}\) to \(10^{-10}\) and the number of iterations are more than 3 times that of Tseng-LS for the weaker criterion, the computational time is similar. We also observe that the percentage of relative improvement of an algorithm \(A\) with respect to TsengLS, measured via \(\%imp.(A) = 100 \times (f(x_A) - f(x_T))/f(x_T)\), where \(x_T\) and \(x_A\) are the approximative solutions obtained by Tseng-LS and \(A\), is bigger for smaller dimensions. For instance, in the case \(500 \times 1000\), FBHF-LS obtain an approximative solution for which the objective function has a 12% of relative improvement with respect to that of
Tseng-LS for $\epsilon = 10^{-5}$ and, if the criterion is strengthened to $10^{-10}$, the improvement raises to 20%. For higher dimensions, these quantities are considerably reduced.

8. Conclusion. In this paper, we systematically investigated a new extension of Tseng’s forward-backward-forward method and the forward-backward method. The three primary contributions of this investigation are (1) a lower per-iteration complexity variant of Tseng’s method which activates the cocoercive operator only once; (2) the ability to incorporate variable metrics in operator-splitting schemes, which, unlike typical variable metric methods, do not enforce compatibility conditions between metrics employed at successive time steps; and (3) the ability to incorporate modified resolvents $J_{P^{-1}A}$ in iterative fixed-point algorithms, which, unlike typical preconditioned fixed point iterations, can be formed from non self-adjoint linear operators $P$, which lead to new Gauss-Seidel style operator-splitting schemes.
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