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ABSTRACT

Multimodal sentiment analysis aims to extract and integrate semantic information collected from multiple modalities to recognize the expressed emotions and sentiment in multimodal data. This research area’s major concern lies in developing an extraordinary fusion scheme that can extract and integrate key information from various modalities. However, previous work is restricted by the lack of leveraging dynamics of independence and correlation between modalities to reach top performance. To mitigate this, we propose the Bi-Bimodal Fusion Network (BBFN), a novel end-to-end network that performs fusion (relevance increment) and separation (difference increment) on pairwise modality representations. The two parts are trained simultaneously such that the combat between them is simulated. The model takes two bimodal pairs as input due to the known information imbalance among modalities. In addition, we leverage a gated control mechanism in the Transformer architecture to further improve the final output. Experimental results on three datasets (CMU-MOSI, CMU-MOSEI, and UR-FUNNY) verify that our model significantly outperforms the SOTA. The implementation of this work is available at https://github.com/declare-lab/multimodal-deep-learning.

CCS CONCEPTS
- Computer methodologies → Neural Networks;  
- Information System → Multimedia information systems;  
- Sentiment analysis;
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1 INTRODUCTION

With the unprecedented prevalence of social media in recent years and the availability of phones with high-quality cameras, we witness an explosive boost of multimodal data, such as video clips posted on different social media platforms. Such multimodal data consist of three channels: visual (image), acoustic (voice), and transcribed linguistic (text) data. Different modalities in the same data segment are often complementary to each other, providing extra cues for semantic and emotional disambiguation [23]. For example, the phrase “apple tree” can indicate what the blurred red fruit on the tree is in an image, and a smiling face can clarify that some seemingly impolite words are a friendly joke. On the other hand, the three modalities usually possess unique statistical properties that make them to some extent mutually independent—say, one modality can stay practically constant while the other one exhibits large changes [31]. Accordingly, a crucial issue in multimodal language processing is how to integrate heterogeneous data efficiently.
A good fusion scheme should extract and integrate meaningful information from multiple modalities while preserving their mutual independence.

In this paper, we focus on the problem of multimodal sentiment analysis (MSA). As Fig. 1 suggests, given data from multiple modality sources, the goal of MSA is to exploit fusion techniques to combine these modalities to make predictions for the labels. In the context of emotion recognition and sentiment analysis, multimodal fusion is essential since emotional cues are often spread across different modalities [2]. Previous research in this field [16, 34, 43] mostly adopted ternary-symmetric architectures, where bidirectional relationships in every modality pair are modeled in some way. However, as it has been pointed out by several past research [6, 32, 34], the task-related information is not evenly distributed between the modalities. The architectures that do not account for this difference in the relative importance of the three modalities fail to fuse them correctly, which degrades the model’s performance.

To address this issue, we introduce a fusion scheme that we call Bi-Bimodal Fusion Network (BBFN) to balance the contribution of different modality pairs properly. This fusion scheme, consisting of two bi-modal fusion modules, is quite different from traditional ternary symmetric one; see Fig. 1. Since it has been empirically shown that the text modality is most significant [26, 34], our model takes two text-related modality pairs, TV (text-visual) and TA (text-acoustic), as respective inputs for its two bimodal learning modules. Then it iteratively impels modalities to complement their information through interactive learning with their corresponding counterparts. To ensure fairness in the bidirectional learning process for both modalities, the two learning networks in each model should be identical. The basic framework of our model is layers of stacked Transformers, which have been proven efficient in multimodal learning [41].

However, a new problem arises in our implementation. As fusion proceeds, the representation vectors of the fusion results involved with a modality pair tend to become closer in the hidden space; we call it feature space collapse. Moreover, the repeated structures of transformers in the stacked architecture exacerbate this trend, impairing the mutual independence between different modalities present in the multimodal data—a crucial property for the feasibility of multimodal fusion. To tackle this problem, we introduce in our BBNF the layer-wise feature space separator, as a local regularizer that divides the feature space of different modalities in order to assure mutual independence between modalities.

We evaluated our model on two subtasks of MSA—sentiment intensity prediction and humor recognition—using three datasets: CMU-MOSI, CMU-MOSEI, and UR-FUNNY. Our experimental results show that our model outperforms state-of-the-art models on almost all metrics. Moreover, ablation study and further analysis show the effectiveness of our architecture.

Our contributions can be summarized as follows:

- **Bi-bimodal fusion**: We introduce a novel fusion scheme for MSA, which consists of two Transformer-based bimodal learning modules, each one taking a modality sequence pair as input and performing a progressive fusion locally in its two modality complementation modules.

- **Regularization**: To enforce modality representations to be unique and different from each other, we use a modality-specific feature separator, which implicitly clusters homogeneous representations and splits heterogeneous ones apart in order to maintain mutual independence between modalities.

- **Control**: We introduce a gated control mechanism to enhance the Transformer-based fusion process.

2 RELATED WORK

In this section, we briefly overview related work in MSA and multimodal fusion.

2.1 Multimodal Sentiment Analysis

Multimodal sentiment analysis (MSA) mainly focuses on integrating multiple resources, such as acoustic, visual, and textual information, to comprehend varied human emotions [22]. In the past few years, deep neural networks have been employed in learning multimodal representation in sentiment analysis, such as Long Short-Term Memory (LSTM), which is used to model long-range dependencies from low-level multimodal features [6, 39] and SAL-CNN [38], which utilizes a select-additive learning procedure to improve the generalizability of trained neural networks.

Most of the previous work in this area focuses on early or late fusion. For example, Zadeh et al. [43] proposed a Tensor Fusion Network, which blends different modality representations at a deeper layer. As attention mechanism becomes more and more popular, Zadeh et al. [44] modified LSTM with a novel Multi-attention Block to capture interactions between modalities through time. Also, Gu et al. [14] introduced a hierarchical attention strategy with word-level fusion to classify utterance-level sentiment. Moreover, Akhtar et al. [1] presented a deep multi-task learning framework to jointly learn sentiment polarities and emotional intensity in a multimodal background. Rahman et al. [27] directly worked on BERT and designed functional gates to control the dataflow of one modality from other two modalities.

Pham et al. [25] proposed a method that cyclically translates between modalities to learn robust joint representations for sentiment analysis. More recently, Hazarika et al. [16] attempted to factorize modality features in joint spaces to effectively capture commonalities across different modalities and reduce their gaps. Tsai et al. [36] proposed a Capsule Network-based method to dynamically adjust weights between modalities. Most of these works incorporate interactions in every modality pairs into their design. In contrast, our model only includes two pairs involving a common central modality.

2.2 Multimodal Language Learning

**Correlation-based Approach.** Correlation has been learned as an important metric for objects showing concurrently. There are many previous works that include this item for various purposes. Sun et al. [32, 33] directly optimized over a correlation-related DCCA loss to learn multimodal representations useful for downstream tasks. Mitral et al. [20] instead used correlation as a selection criteria to guide multimodal data to orderly form a union representation. Although
all these works took correlation into account, they ignored the importance of modality’s independence and the competition between the two opponents.

**Alignment-based Approach.** Alignment is the process to map signals of different sampling rates to the same frequency. Early multimodal alignment approaches [4, 45] usually firstly chose a target frequency and then calculated the frames in each modality that need mapping to that position. Some classical loss functions like CTC [13] and their variants are widely used to facilitate alignment improvement. Thanks to the advent attention mechanism, the Transformer architecture shows state-of-the-art performance in multiple disciplines in both text and visual fields [10, 37]. Unlike traditional alignment routines, attention naturally formulates a point-to-point mapping between two modalities, which is called “soft alignment” and has been proven effective in more general cases of multimodal representation learning and feature fusion. For example, Yu et al. [41] designed a Unified Multimodal Transformer to jointly model text and visual representations in the NER problem. Moreover, Tsai et al. [34] employed the Transformer to model as well as align sequences from visual, textual, and acoustic sources. Our fusion architecture is built on Transformer, but performs fusion in a progressive manner with feature space regularization and fine-grained gate control.

**Application in Other Tasks.** Besides multimodal sentiment analysis, multimodal learning has been applied in many other language tasks, such as Machine Translation (MT) [12, 17, 30, 40], Named Entity Recognition (NER) [19, 21, 41, 47], and parsing [28, 29, 48].

## 3 METHODOLOGY

In this section, we first briefly define the problem and then describe our BBFN model.

**Task Definition.** The task of MSA aims to predict sentiment intensity, polarity, or emotion label of given multimodal input (video clip). The video consists of three modalities: t (text), v (visual) and a (acoustic), which are 2D tensors denoted by $M_t \in \mathbb{R}^{T_t \times d_t}$, $M_v \in \mathbb{R}^{T_v \times d_v}$, and $M_a \in \mathbb{R}^{T_a \times d_a}$, where $T_m$ and $d_m$ represent sequence length (e.g., number of frames) and feature vector size of modality $m$.

### 3.1 Overall Description

The overview of our model is shown in Fig. 2. It consists of two modality complementation modules, each accomplishing a bimodal fusion process in its two fusion pipelines. After receiving context-aware representations from the underlying modality sequence encoders, bimodal fusion proceeds iteratively through stacked complementation layers.

The feature space separator is another key idea of our model. Each modality has its own feature representations. However, in a deep neural network, when these unique unimodal representations propagate through multiple layers, their mutual independence can be compromised, i.e., they may not be as separable as they were initially; we call this feature space collapse. The separability of the unimodal representations and their mutual independence is necessary for multimodal fusion; otherwise, one modality can hardly learn something new from its counterparts through heterogeneous attention on respective hidden representations. Accordingly, we enforce these representations to preserve more modality-specific features to prevent them from collapsing into a pair of vectors with similar distributions.

Finally, the conventional heterogeneous Transformer purely uses a residual connection to combine attention results and input representations without any controlled decision made for the acceptance and rejection along the hidden dimension of these vectors. Instead, we incorporate a gated control mechanism in the multi-head attention of the Transformer network, which also couples the feature separator and transformer fusion pipelines.

### 3.2 Modality Sequence Encoder

We encode all modality sequences to guarantee a better fusion outcome in the subsequent modality complementation modules.

**Word Embedding.** We use the Transformer-based pre-trained model, BERT [9] as the text encoder. The raw sentence $S = (w_1, \cdots, w_n)$ composed of word indices is firstly concatenated with two special tokens—[CLS] at the head and [SEP] at the tail and then fed into the encoder to generate contextualized word embeddings, as the input of text modality $M_t = (m_0, m_1, \ldots, m_{n+1})$.

**Sequence Encoder.** The input modality sequences $M_m$, $m \in \{t, v, a\}$, are essentially time series and exhibit temporal dependency. We use a single-layer bidirectional gated recurrent unit (BiGRU) [7] followed by a linear projection layer to capture their internal dependency and cast all the hidden vectors to the same length for the convenience of further processing. The resulting sequences are

$$X_m^0 = (x_m^0, x_m^0, \cdots, x_m^0, \cdots, x_m^{n+1}),$$

where $m \in \{t, v, a\}$ denotes a modality. These outputs serve as the initial inputs to the modality complementation module.

### 3.3 Modality Complementation Module

In the modality complementation module, the modality representation pairs exchange information with their counterparts to “complement” the missing cues when passing through the multimodal complementation layers that interconnect two fusion pipelines with layer-wise modality-specific feature separators. We further improve the attention-based fusion procedure by adding a gated control mechanism to enhance its performance and robustness. The module is built in a stacked manner to realize an iterative fusion routine.

**Modality-Specific Feature Separator.** To maintain mutual independence among these modalities, we leverage the regularization effect exerted by a discriminator loss, which tells how well the hidden representations can be distinguished from their counterparts in the same complementation module. A straightforward solution for a separator according to prior work [16, 32] is to add some geometric measures to the total loss as regularization term, such as (1) euclidean distances or cosine correlation or (2) distribution similarity measures such as KL-Divergence or Wasserstein distance along the hidden dimension. However, we chose the discriminator loss because—unlike geometric measures, which directly use hidden vectors—it is a parametric method, so it is more suitable to be coalesced into the entire model.
Namely, after collecting the outputs from the previous complementation layer $X_m^{i-1} = (x_{m,0}^{i-1}, x_{m,1}^{i-1}, ..., x_{m,n+1}^{i-1})$, we encode the sequence with a bidirectional GRU and then apply an average pooling to acquire sequence-level hidden representations:

$$h_m^i = \text{avgpool}(h_m^i) = \text{avgpool}(\text{BiGRU}(X_m^{i-1}; \theta_m^i)).$$

where $\theta_m^i$ are the parameters of the BiGRU in the $i$th layer. Here we choose BiGRU as the intermediate sequence encoder because with fewer parameters, in our experiments it provided results comparable with those of BiLSTM. Note that until now we just described the data flow of a single modality. In a complementation module, at each layer $i$ there are always two pipelines that generate the sequences of hidden representations concurrently for two different modalities, $m_1$ and $m_2$.

Next we want to separate the possibly entangled intermediate modality representations. Different from previous works that rely on explicit distance maximization, we train a classifier to discern which modality these representations come from. A straightforward approach is directly fed all of them into the classifier, but it may occur serious issue: random noises in sequence representations cause the classifier to pay worthless effort on trivial features. We introduce a simple group strategy to mitigate this issue, which applies average operation on representations in the same group to generate a smoother representation. Specifically, after setting group size as $K$, the representation for the $r^{th}$ modality in context) can be fitted with a set of gaussian distribution $\{N(\mu_1, \sigma_1), N(\mu_2, \sigma_2), N(\mu_3, \sigma_3), ..., N(\mu_n, \sigma_n)\}$ and corresponding weights $\{w_1, w_2, w_3, ..., w_n\}$. According to the rule for the summation of gaussian distributions, we have

$$e \sim N \left( \sum_n w_n \mu_n; \sqrt{\sum_n w_n^2 \sigma_n^2} \right) = N(\mu, \sigma)$$

By introducing the grouping trick, for each group representation the new expectation term holds constant while the variance term turns to

$$\sigma_g = \frac{\sqrt{\sum_n w_n^2 \sigma_n^2}}{K} = \sigma/K$$

which decreases as group size increases.

The discriminators are distinct in every layer because of the diverse manifestations of the same modality in the semantic space as fusion progresses which thus requires different sets of parameters to discern. We calculate the Binary Cross Entropy between predictions and their corresponding pseudo labels that are automatically generated during training time as the discriminator loss:

$$L^{sep}_{sep} = -\frac{K}{2N_b} \sum_{r=1}^{2N_b/K} \left( c_r \log \hat{c}_r + (1 - c_r) \log(1 - \hat{c}_r) \right),$$

where $N_b$ is the batch size and $j$ represents the $j$-th sample.

**Gated Complementation Transformer (GCT).** The main body of the modality complementation module is the Gated Complementation Transformer, which are stacked into two pipelines to form the symmetric structure. For convenience of explanation, we will...
call the modality that keeps forwarding in the same fusion pipeline inside a complementation module the main modality, denoted by main, and the modality that joins bimodal fusion in one pipeline but comes as an external source from the other pipeline, the complementary modality, denoted by comp. Noted that distinguishing main and complementary modalities makes sense only in the context of a specified pipeline.

The cross-modal fusion process occurs mainly at the multi-head attention stage, which we found to show suboptimal performance due to the lack of information flow control. To improve it in a fine-grained and controllable way, we introduce two gates: the retain gate gr, which decides how much proportion of the target modality’s components to be kept forwarding, and the compound gate gc, which decides how much proportion of compounded components to be injected to the target modality.

We generate these two gate signals from the sequential representation of the two modalities in the same layer:

\[ g_r^i = \sigma(W_r^{main} [\tilde{b}_i^{main}] [h_i^{comp}]) \]
\[ g_c^i = \sigma(W_c^{main} [\tilde{b}_i^{main}] [h_i^{comp}]) \]

where \( W_r \in \mathbb{R}^{2dkd} \) is the projection matrix and \( \| \) represents concatenation. After receiving the query \( Q^i = W_r^{main} X_i^{main} \), key \( K^i = W_k^{main} X_i^{comp} \) and value \( V^i = W_v^{main} X_i^{comp} \), these gates are then employed on the multi-head attention to limit the information flow of the residual block as a part of bimodal combination:

\[ m^i = \text{MH-ATT}(Q^i, K^i, V^i) \]
\[ X_i^{main} = \text{LN}(g_r^i \odot m^i + g_c^i \odot X_i^{main}) \]

where MH-ATT represents multi-head attention, \( \odot \) means component-wise multiplication and LN is layer normalization. Next, the attention results pass through the feed-forward network (similar to a conventional Transformer network) to produce the final output of the current complementation layer:

\[ X_i^{main} = \text{LN}(\tilde{X}_i^{main} + \text{FFN}(\tilde{X}_i^{main})) \]  

### 3.4 Output Layer and Training

According to (4), a given complementation layer produces the output \( X_i^{mn} \), where, similarly to (1), \( X_i^{mn} = (x_{i,0}^{m}, \ldots, x_{i,n}^{m}) \). When speaking of a layer of a specific complementation module \( M \), where \( M \in \{TA, TV, VA\} \), we will add \( M \) as index: \( X_i^{M,m} = (x_{i,0}^{M,m}, \ldots, x_{i,n}^{M,m}) \).

The final output of the module \( M \) for the modality \( m \) is \( X_i^{M,m} \) where \( L \) is the number of layers; see Fig. 2.

We compute the final representation by first extracting the heads \( b_{M,m}^{L} = x_{i}^{L} \) from the outputs of the last layer in each module and then concatenating them. We have also tried other methods such as average pooling and LSTM or GRU and found them producing similar results, so we chose the most computationally efficient one. As there are two heads in each of the two multimodal complementation layers, concatenating all the outputs of these four heads in total gives the final representation \( b_{\text{final}} \in \mathbb{R}^{4d} \), where the dimension of each head output is \( d \). Finally, the representation vector is fed to a feed-forward network to produce the final prediction \( \hat{y} \).

The loss function comprises two parts: the task loss and the sum of all separators’ classification loss. In the case of sentiment intensity prediction, the task loss is the mean squared error (MSE), since it is a regression problem. In the case of humor detection, we used binary cross-entropy (BCE) loss to facilitate the training for this binary classification task. Separator loss is a layer-wise loss so we sum up the results that are computed in each layer and add them to the total loss. The total loss is calculated as

\[ \mathcal{L} = \frac{1}{N_b} \sum_{j=1}^{N_b} \left( \tau(y_j, \hat{y}_j) + \lambda K \sum_{i=1}^{L} \sum_{M} L^M_i \right) \]

where \( \tau \) denotes the task loss and \( \lambda \) is a tunable parameter to control the power of regularization.

### 4 EXPERIMENTS

#### 4.1 Datasets

We evaluated our BBFN model on two tasks: sentiment intensity prediction and humor detection, with three datasets involved.

- **CMU-MOSI.** The CMU-MOSI dataset [45] is a prevalent benchmark for evaluating fusion networks’ performance on the sentiment intensity prediction task. The dataset is composed of many YouTube video blogs or vlogs, in which a speaker narrates their opinions on some topic. It contains 2,199 utterance-video segments sliced from 93 videos played by 89 distinct narrators. Each segment is manually annotated with a real number score ranging from −3 to +3, indicating the relative strength of negative (score below zero) or positive (score above zero) emotion.

- **CMU-MOSEI.** The CMU-MOSEI dataset [46] is an upgraded version of CMU-MOSI concerning the number of samples. It is also enriched in terms of the versatility of speakers and covers a broader scope of topics. The dataset contains 23,453 video segments, which are annotated in the same way as CMU-MOSI. These segments are extracted from 5,000 videos involving 1,000 distinct speakers and 250 different topics.

- **UR-FUNNY.** UR-FUNNY [15] is a popular humor detection dataset, as our test benchmark. This dataset contains 16,514 multimodal punchlines sampled from the TED talks. Each sample is annotated with an equal number of binary labels indicating if the protagonist in a video expresses a sort of humor.

#### 4.2 Preprocessing

To produce machine-understandable inputs for our model and ensure fair competition with other baselines, following many previous works we process data from the three modalities into typical tensors as introduced below.

**Text Modality.** Many previous works adopted [24] as word embedding sources. But recent works including current SOTA preferred advanced pretrained language models. Therefore as we stated before in Section 3.2 to encode input raw text in all experiments.

**Visual Modality.** Specifically, for experiments on CMU-MOSI and CMU-MOSEI, we use Facet, an analytical tool built on the Facial Action Coding Systems (FACS) [11] to extracted facial features. For experiments on UR-FUNNY we use another facial behavioral analysis tool, Openface [3] to capture facial gesture variance of
every speaker. The resulting vector lengths for the three datasets (MOSI, MOSEI and UR-FUNNY) are 47, 35 and 75 respectively.

**Acoustic Modality.** Acoustic features were extracted with COVAREP [8], a professional acoustic analysis framework.

**Modality Alignment.** The input signals in our experiments were word-aligned. Following many previous works [25, 34, 44], we used P2FA [42] to align visual and acoustic signals to the same resolution of text. The tool automatically separates numerous frames into several groups and match each group with a token by averaging their representation vectors to a new one. We used BERT-base-uncased as the text embedding source for all models in all experiments.

### 4.3 Baselines and Metrics

We compared our results with several advanced multimodal fusion frameworks:

- **DFF-ATMF** [5]: It is the first bimodal model which first learns individual modality features then executes attention-based modality fusion.

- **Low-rank Matrix Fusion (LMF)** [18]: It decomposes high-order tensors into many low-rank factors then performs efficient fusion based on these factors.

- **Tensor Fusion Network (TFN)** [43]: This approach models intra-modality and inter-modality dynamics concurrently with local feature extraction network and 3-fold Cartesian product.

- **Multimodal Factorization Model (MFM)** [35]: To enhance the robustness of the model of capturing intra- and inter-modality dynamics, MFM is a cycle style generative-discriminative model.

- **Interaction Canonical Correlation Network (ICCN)** [32]: Correlation between modalities is a latent trend to be excavated under the fusion process. ICCN purely relies on mathematical measure to accomplish the fusion process.

- **MulT** [34]: To alleviate the drawback of hard temporal alignment for multimodal signals, MulT utilizes stacked transformer networks to perform soft alignment to extend the number of positions on the time axis that each frame of signal can interact with.

- **MISA** [16]: Motivated by previous work in domain separation task, this work regards signals from different modalities as data in different domains and similarly constructs two kinds of feature spaces to finish the fusion process.

We used five different metrics to evaluate the performance on CMU-MOSI and CMU-MOSEI: mean absolute error (MAE), which directly calculates the error between predictions and real-number labels; seven-class accuracy (Acc-7), positive/negative (excluding zero labels) accuracy (Acc-2) and F1 score, which coarsely estimate the model’s performance by comparing with quantified values; and Pearson correlation (Corr) with human-annotated truth, which measures standard deviation. As for humor recognition on UR-FUNNY, it is a binary classification problem and we only report the binary classification accuracy (Acc-2).

## 5 RESULTS AND ANALYSIS

### 5.1 Summary of Results

We list the results with baselines on all the three datasets in Table 1. From these results, it can be found that our BBFN outperforms other models on almost all metrics (except for the correlation coefficient on CMU-MOSI). We attained an improvement of around 1% over the state-of-the-art approaches in terms of binary classification...
accuracy and more than 2.5% in terms of 7-class accuracy. We attribute the difference partly to the insensitivity of coarse metrics to the variation in the model’s predictions. The best performance boost, more than 4%, was on the MAE of CMU-MOSEI.

To better illustrate how BBFN beats the SOTA (MISA), we compute the absolute errors of all the predictions on the test set of CMU-MOSEI and paint their distributions in Fig. 4. It can be observed that in the low error part (error < 0.25) the curve of BBFN has more peaks than MISA, which demonstrates the higher precision that our model can reach.

5.2 Ablation Study

To examine the functionality of the overall architecture and the components introduced in this work, we conducted an ablation study on CMU-MOSEI dataset; see 3.

In five experiments we verified the effect of the bimodal fusion architecture. Specifically, we (1) only used one pair as input; (2) replaced input text-related modality pairs (TV, TA) with visual/acoustic-related ones; and (3) added a visual-acoustic complementation module to make a ternary symmetric model. In all cases, separators and gates were used.

The models of type (2) outperformed those of type (1) on MAE and Acc-7 (the most accurate measures), which indicates that all three modalities are important. Moreover, the performance of visual-focused input (TV+VA) is close to that of text-focused input (our TV+TA), i.e., our architecture can operate on these modality pairs, too.

On the other hand, the performance degrades on type (3), when visual-acoustic input pairs are added. That is, even after including all modalities in the input, redundant network architecture can cause harmful effects bringing in malicious noise, which damages collected useful information and confuses the model.

We also explored the benefits of the feature-space separator and gated control by removing the separator, the two gates, or both from our BBFN. The outcome shows some degradation in all metrics except the correlation. This proves that including gated control and modality separator improves the model’s performance, though the greatest improvement over the baselines shown in Table 3 comes from our overall bi-bimodal architecture.

5.3 Further Analysis

To study how the gates affect the information flow, we visualized the weights in all the gates per dimension; see Fig. 5. We hypothesize that the discrepancy in weight distributions reflects the relative importance of modalities. Specifically, for the two gates associated with one modality in the same module, if the weights in the compound gate are greater than those in the retain gate, it implies that the model enforces the corresponding modality to learn much from its counterpart in the module and the modality thus is less important. Conversely, if the weights of the retain gate are greater, then the modality is more important than its counterpart. Fig. 2 shows three typical samples, including raw data input (for visual and acoustic we only give short descriptions), predictions and truths from the test set. In case A, most cues are attained from the text modality to express sort of disappointment, while data from the visual and acoustic modalities are not so informative. Hence for the acoustic and visual, the model makes the corresponding modalities A and V pay more attention to the heterogeneous attention results instead of themselves, which is indicated by the larger weights in the compound gates of the two modalities (TA-A-c & TV-V-c).

In case B, the V and A modalities are seen to be providing key information along with T. Therefore, the weight difference is indiscernible, and two paths of information flow achieve a balance. Surprisingly, Fig. 5 shows that for the text modality in the TV complementation module, the weights in the compound gate are slightly higher than those in the retain gate. This implies that the textual modality can be complemented by the information attained from the visual modality.

In case C, no single modality can provide clear evidence for the neutral sentiment, but each of them serves as a favorable supplementary to others. Therefore, in Fig. 5 we find the weights in the gates of each modality are comparable, indicating the similar dependency of bimodal fusion results on both modalities.
Table 1: Results on the test set of CMU-MOSI and CMU-MOSEI dataset. Notation: △ indicates results in the corresponding line are excerpted from previous papers; † means the results are reproduced with publicly visible source code and applicable hyper-parameter setting; ‡ shows the results have experienced paired t-test with \( p < 0.05 \) and demonstrate significant improvement over MISA, the state-of-the-art model.

| Models       | CMU-MOSI MAE | CMU-MOSI Corr | CMU-MOSI Acc-7 | CMU-MOSI Acc-2 | CMU-MOSEI MAE | CMU-MOSEI Corr | CMU-MOSEI Acc-7 | CMU-MOSEI Acc-2 | UR-FUNNY Acc-2 |
|--------------|--------------|---------------|----------------|----------------|--------------|---------------|----------------|----------------|--------------|
| DFF-ATMF△    | -            | -             | 80.9           | 81.2           | -            | -             | 77.1           | 78.3           | -            |
| LMF△         | 0.917        | 0.695         | 33.2           | 82.5           | 0.623        | 0.677         | 48.0           | 82.0           | 82.1         |
| TFN△         | 0.901        | 0.698         | 34.9           | 80.8           | 0.593        | 0.700         | 50.2           | 82.5           | 82.1         |
| MFM△         | 0.877        | 0.706         | 35.4           | 81.7           | 0.568        | 0.717         | 51.3           | 84.4           | 84.3         |
| ICCN△        | 0.862        | 0.714         | 39.0           | 83.0           | 0.565        | 0.713         | 51.6           | 84.2           | 84.2         |
| MISA†        | 0.832        | 0.745         | 40.1           | 82.2           | 0.570        | 0.758         | 51.1           | 84.5           | 84.5         |
| BBFN† (Ours) | 0.817        | 0.748         | 41.4           | 82.1           | 0.557        | 0.748         | 51.9           | 84.9           | 84.8         |

Table 2: Input and predictions of two samples in our case study.

| Case | Input by Modality | Text | Visual | Acoustic | Prediction & Truth | MAE | Corr | Acc-7 | Acc-2 | F1 |
|------|-------------------|------|--------|----------|-------------------|-----|------|-------|-------|----|
| A    | But, I mean, if you’re going to watch a movie like that, go see Saw again or something, because this movie is really not good at all. | Widely opened eyes | Pause and Stress | -1.973 | -2.000 | 0.027 |
| B    | Plot to it than that the action scenes were my favorite parts though it’s. | Smiling face | Relaxed wink | Stress | Pitch variation | +1.638 | +1.666 | 0.028 |
| C    | (umm) So if you’re looking for something it’s sort of lighthearted. | No expression | Normal Voice | Peaceful tone | -0.016 | 0.000 | 0.016 |

Table 3: An ablation study of BBFN’s architecture and functional components on the test set of CMU-MOSEI.

| Description | MAE | Corr | Acc-7 | Acc-2 | F1 |
|-------------|-----|------|-------|-------|----|
| TV only     | 0.546 | 0.761 | 51.8 | 85.6 | 85.6 |
| TA only     | 0.548 | 0.759 | 51.7 | 85.5 | 85.5 |
| VA only     | 0.816 | 0.261 | 41.1 | 71.1 | 64.5 |
| VA+TA       | 0.533 | 0.773 | 54.1 | 84.8 | 84.9 |
| TV+VA       | 0.531 | 0.775 | 54.5 | 85.7 | 85.7 |
| TV+TA (BBFN)| 0.529 | 0.767 | 54.8 | 86.2 | 86.1 |
| w/o separator | 0.531 | 0.766 | 54.1 | 85.7 | 85.4 |
| w/o gates   | 0.531 | 0.768 | 53.9 | 85.8 | 85.7 |
| w/o both    | 0.531 | 0.763 | 53.0 | 85.1 | 85.0 |
| TV+TA+VA    | 0.547 | 0.768 | 52.8 | 84.3 | 84.4 |

6 CONCLUSION

We have presented Bi-Bimodal Fusion Network (BBFN), a fusion architecture for multimodal sentiment analysis that focuses on bimodal fusion process. Pairwise fusion process proceeds progressively through stacked complementation layers in each learning module. To alleviate the issue of feature space collapse and lack of control at fusion time, we introduced into our model the structure of modality-specific feature space separator and gated control mechanism, respectively. Comprehensive experiments and analysis show that our model outperforms the current state-of-the-art approaches. Despite good performance of our model, we plan to explore more advanced fusion methods and architectures. Also besides sentiment analysis, in multimodal research there are many other important tasks, for which we can combine task-specific techniques with appropriate fusion schemes. Accordingly, we plan to improve the fusion quality of multimodal data as well as the coordination of fusion and task solving modules.
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