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Abstract—Perception and mapping systems are among the most computationally, memory, and bandwidth intensive software components in robotics. Therefore, analysis, debugging, and optimization are crucial to improve perception systems performance in real-time applications. However, standard approaches often depict a partial picture of the actual performance. Fortunately, instrumentation and tracing offer a great opportunity for detailed performance analysis of real-time systems. In this paper, we show how our novel open-source tracing tools and techniques for ROS 2 enable us to identify delays, bottlenecks and critical paths inside centralized, or distributed, perception and mapping systems.

I. INTRODUCTION

Perception and mapping are critical for robot autonomy. Thus, real-time performance and reliability are essential to perform robust operations and successfully deploy robots outside controlled environments. Unfortunately, the research community currently lacks efficient diagnosis tools to analyze, debug, and optimize perception and mapping systems. Those systems are complex and usually distributed over multiple processes such as sensors drivers, data preprocessing, state estimation, visualization, etc. A global view of the system, which cannot be obtained through traditional debugging, is often necessary to find failure points, deadlocks, and performance bottlenecks. Researchers and developers are therefore relegated to static code analysis or ad hoc indirect monitoring tools, often with high execution overhead, to troubleshoot and optimize their perception software. Moreover, collaborative and parallel systems, distributed over multiple computers, add another layer of complexity to the debugging and performance analysis problem.

Software tracing is a practical and effective solution [1]. In particular, the LTTng tracer [2], which has a mostly negligible overhead on performance [1], allows us to create a detailed portrait of the real-time execution of a program. It allows developers to detect bottlenecks and measure latencies, among other metrics. Tracers are an important alternative to classical techniques, such as interactive debugging, when we cannot afford to slow down or pause the execution (e.g., to detect race conditions). Furthermore, interactive debugging is difficult to deploy on multiprocess systems.

Over the last decade, the Robot Operating System, and its successor ROS 2, have become the most popular software infrastructures for multiprocess management in robotics with their publisher-subscriber messaging scheme [3], [4]. They are the backbone of many robotic applications, and perception systems in particular.

In this paper, we demonstrate how our novel tracing tools and analyses for ROS 2 [5], [6] can benefit the debugging and performance analysis of perception systems. In particular, we show how important metrics can be extracted from the tracing of a Simultaneous Localization and Mapping (SLAM) system. We also investigate performance and communication issues in a SLAM system distributed over two different computers. Overall, the diagnosis and analysis of ROS 2 execution traces could be important tools for large-scale practical deployments of robotic perception such as during the recent DARPA Subterranean Challenge [7], [8]. Code and documentation of the approach are available online: [git](https://github.com/christophebedard/ros2-message-flow-analysis)

II. BACKGROUND AND RELATED WORK

A. Real-Time Perception

Perception systems, especially those with enhanced capabilities such as semantic understanding, often suffer from performance issues preventing their use in real-time settings. Thus, there is a trade-off between the system capabilities, from localization accuracy to scene understanding, and the available computing resources [9]. Roboticists also have to consider practical aspects such as sensors data management, and USB bandwidth. All those considerations have to be taken into account to achieve real-time performance (e.g., high-speed odometry). Additionally, in distributed systems, one has to consider data serialization, network delays, synchronization, and coordination which can all be measured with execution traces.

B. ROS 2 Tracing

ROS 2, which is a recent framework already used by many perception systems in robotics, is made of multiple layers. First, the client libraries, rclcpp and rclpy, offer C++ and Python APIs for developers. They are based on a common underlying library, rcl, which calls rmw, the middleware interface. The middleware consists of an implementation of the DDS (Data Distribution Service) standard for dependable, high-performance, interoperable, real-time, and scalable data exchanges in publish-subscribe systems.

The overall performance of ROS 2 is considered superior to its ROS 1 predecessor [10], [11], [12]. To assess this performance, a number of tools have been proposed to evaluate the message transmission latency. For example,
C. Trace Analysis

Advanced analysis is required to extract useful pieces of information from tracing data. In particular, critical path analysis [20], which searches for the longest execution sequence or pipeline in a distributed system, allows us to identify delays, bottlenecks, and anomalies. To achieve this, execution traces from multiple computers need to be synchronized [21], [22] and then analyzed as a whole. Inside a ROS system, the execution path takes the form of a message flow in which nodes receiving messages perform some processing, then publish the results to the following nodes, as shown in the Trace Compass visualization framework [23], as shown in Fig. 1.

D. ROS 2 Tracing for Perception and Mapping

In this paper, we focus on metrics that are important for the performance of perception systems. Tracing can help to identify bottlenecks, as well as race conditions, in perception pipelines. Furthermore, in distributed systems, inter-process and inter-computer communications, including serialization time and network delays, can be measured to analyze the system. Those communication metrics are especially important since ROS 2 offers several Quality of Service (QoS) settings for messages transmission (e.g., reliability, message queue size, etc.). Thus, based on the message flow analysis, one could decide which configuration is best suited for a given system or environment.

III. EXPERIMENTS

In the following experiments, we show how our tracing tools for ROS 2 and our message flow analysis allow us to extract meaningful performance metrics for perception systems. In particular, we test our technique on the ROS 2 RTAB-Map SLAM system [24]. We also demonstrate our ability to analyze systems distributed across multiple computers. The studied SLAM system is composed of four ROS 2 nodes: the sensor driver (Intel Realsense D455 camera), visual odometry, SLAM (loop closure detection, pose graph optimization, etc.), and map visualization. As shown in Fig. 2, the nodes are linked with message publications and subscriptions, and the raw sensor data is ultimately converted into state and map estimates which can be visualized or used for motion planning and control. The message flow corresponds to this processing of messages through multiple nodes from the inputs to the desired output.

Causal links between input message subscriptions and output publications are automatically inferred in cases where the processing is done directly in the subscriber callback.
more complex cases, the links can be defined by the user using a few lines of code.
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Fig. 2. Sample representation of the flow of messages in a robotic system. Each box represents a ROS 2 node and arrows correspond to messages transmitted from a publisher to a subscriber. The solid lines represent the perception links studied in our experiments.

Our Trace Compass visualization of the message flow displays a graph in which the message publications are linked to the corresponding subscriber callbacks. Each ROS 2 topic of each node in the system has its associated timeline in which the execution of callbacks is colored, and the idle time is left blank. Transmission of messages from one node to another is represented using arrows from the publication time to the start of the subscription callback. Thus, we can move through time, zoom in and out, to inspect the execution trace, measure performance, and look for anomalies.

Our approach also includes the ability to select any message and to compute its associated message flow as shown in Fig. 1. Furthermore, the message flow analysis is performed in both directions, i.e., we can select an input to identify the resulting output, or select an output to trace back to the corresponding input. This enables us to find bottlenecks in the processing pipeline. Moreover, singling out messages allows us to diagnose fine-grained issues, such as message drops, or an abnormal processing time. Fig. 1 shows the flow of a camera image message in our SLAM example system. We can see that the critical path goes through the visual odometry node (rgbd_odometry), then the odometry estimate is sent to the SLAM node (rtabmap) which outputs the resulting map and pose graph to the visualization node (rviz). Table 1 presents a breakdown of the end-to-end processing time from the image publication to the resulting map estimate.
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TABLE I

| Message Flow Segment | Time (ms) | (%) |
|----------------------|-----------|-----|
| RTAB-Map             | 191.0     | 64.3 |
| Visual Odometry      | 81.4      | 27.4 |
| Network Latency + Message Handling | 24.7 | 8.3 |
| Visualization        | 0.3       | 0.001 |
| input-to-output total | 297.4 | 100 |

In addition, our approach extends to distributed systems in which multiple traces, synchronized using NTP [25], can be analyzed as a whole. For example, in Fig. 1 the whole SLAM system is located on onboard the robot and the visualization is done from a base station. To investigate the system, and showcase distributed systems analysis, we performed another experiment, shown in Fig. 3, in which the odometry is computed onboard the robot, but the SLAM node is executed on the base station. While costly in terms of communication, similar workload divisions are common since we can afford to compute loop closure detection and pose graph optimization at a slower rate than odometry. Thus, we can offload this expensive process to a more powerful computer or server. Furthermore, offboard computing of SLAM enables collaborative mapping using data from multiple robots simultaneously [26]. As expected, we can see in Fig. 3 that transferring images from the robot to the base station strains the network capacity and introduces delays. Indeed, the overloaded Wi-Fi network results in varying transmission delays, which include network delays and internal ROS 2 message handling, of up to 500 milliseconds. We can also observe that only one image message, in the displayed time frame, leads to significant processing in the SLAM node on the base station. This indicates the loss of critical mapping information as most images messages are not acted upon. Hence, our system analysis approach is able to investigate important problems in distributed perception systems such as networks delays and message drops.

Besides the message flow, our tracing analysis enables the comparison of message callbacks with the ROS 2 executor threads. As shown in Fig. 4, we can see in the top view the status of each thread during the execution. Active threads are indicated in green and idle threads in orange. The process ID indicates which thread is associated with each ROS 2 node (e.g., ID 540 for rgbd_odometry). Thus, we can extract interesting conclusions for the optimization of the systems.

In light of these results, we believe that our tracing instrumentation of ROS 2 and our message flow analysis could be important tools for both research and industry.

IV. CONCLUSIONS

In this paper, we presented how novel real-time tracing tools for ROS 2 enable robotic researchers and engineers to analyze, debug, and optimize SLAM systems. This is especially important since perception and mapping are often the most computationally, memory, and bandwidth intensive.
subsystems in robotics. Our open-source tracing tool can provide detailed metrics such as end-to-end processing time or data transmission latencies. The proposed approach is also compliant with distributed systems since we can simultaneously analyze traces acquired on multiple computers.

Our work on tracing and analysis tools for perception and mapping systems is still in progress. In the next steps, we plan to develop additional analyses specific for centralized and decentralized SLAM systems including the detection of unused sensor data, and communication bandwidth monitoring. We believe that our analysis technique will help to improve the overall robustness of perception systems, and thus facilitate future deployments of resource-constrained robotic systems.
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