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Abstract. With big data-technologies on the rise, new fields of application appear in terms of analyzing data to find new relationships for improving process understanding stability. Manufacturing companies oftentimes cope with a high number of deviations but struggle to solve them with less effort. The research project BigPro aims to develop a methodology for implementing counter measures to disturbances and deviations derived from big data. This paper proposes a methodology for practitioners to assess predefined counter measures. It consists of a morphology with several criterions that can have a certain characteristic. Those are then combined with a weighting factor to assess the feasibility of the counter measure for prioritization.
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1 Introduction

The amount of data generated in production companies is continuously growing. One reason for this development is the advancing integration of system control and measurement utilities within the production, due to new cost-efficient, high-performance information technologies. Whereas the number of applications for isolated optimization problems is continuously growing, the analysis of complex processes as found in production systems require suitable data models representing the real world [1].

The research project BigPro addresses this issue by creating a Big Data driven, proactive disturbance management system, capable of processing various data from the manufacturing environment. Within a platform, data will be analyzed for data patterns that indicate possible disturbances in the production system. The results of the analysis is matched with a set of predefined counter-measures and then forwarded to responsible stakeholders. Additionally, generic counter-measures are proposed, if no specific one is available.

This paper deals with a systematic approach to assess counter measures for disturbances in a manufacturing environment. The remainder of this paper is organized as follows: First, we give a literature overview of existing approaches to disturbance management and classification of measures in Section 2. Next, we introduce the concept of
the proposed methodology to evaluate counter measure in Section 3 describe the underlying calculation scheme. Finally, we conclude in Section 4 and highlight future work.

2 Literature Review

Before describing the developed assessment model, the terms of disturbance and deviation in context of manufacturing environments are explained. Furthermore, existing concepts of disturbance management are reviewed.

2.1 Disturbance variables in operations management

In manufacturing practice as well as in research the concepts of disturbances and deviations are often used as a synonym. Disturbances interrupt or at least affect a running production or logistics process [2]. Deviations are unexpected differences between the actual and the planned state, which must not lead to failure but could be indicators for disturbances [2, 3].

To measure such disturbances a set of disturbance variables is necessary, which are recorded and observed through time. Disturbance variables are distinguished by their relation to a process, a temporal progress, an impact and a reason [4]. Furthermore, deviation variables are divided into exogenous and endogenous depending on the sphere of influence of the affected company [5]. Research has shown that less than 30 % of disturbances in manufacturing are exogenous [4]. Since the project scope lies on process-related disturbances on the Shopfloor, exogenous disturbances are no longer considered.

2.2 Disturbance Management

To cope with the high number of possible deviations in an ever-complex production environment disturbance must be handled systematically. SIMON defines the disturbance management in the context of production control. It is task of the disturbance management to initiate appropriate reactions to significant deviations between logistics aims and conclusion from feedback data [6]. FISCHÄDER extends the definition by considering the purpose of disturbance management from an economical perspective. Therefore, goal of the disturbance management is the minimization of costs of the disturbance itself and the taken measures [7].

The disturbance management consists of three different steps. Firstly a disturbance is indicated by a deviation e.g. of a defined indicator. Secondly, the derivation is analyzed and decided if a counter measure has to be taken. Depending on affected object and type of derivation a corresponding counter measures has to be selected and implemented. Afterwards it is determined, if the measure has been successful and the disturbance is remedied. Otherwise another measure hast to be taken [4, 7].
FISCHÄDER’s approach focusses on the design of production systems and adaptions of the capacities. Those adaptions measures are implemented in several models and directly related to logistics KPIs. Although this is very precise depiction of possible options, it stays on a rather theoretical level [7].

LEITÃO develops a holonic architecture for disturbance management for flexible manufacturing systems. It comprises of holons for resources, maintenance, quality control, products and the supervisor. The chosen approach allows the detection and diagnoses of disturbances. The taken measure is always a re-scheduling of orders under consideration of available resources, which are evaluated by their price, location and reputation. In addition a prediction of disturbances is described [8].

PATTIG and THORHAUER present a disturbance management for rescheduling production orders based on the availability of material and potential factors (machines, equipment and personal). The approach focuses on a methodology for the production control and makes the order release dependent on the availability of aforementioned production factors. Disturbances within a production process are not addressed explicitly [9].

MEYER develops a “disturbance variable management”, that allows a precise description of disturbances [10]. Measures are stored in a database and linked manually to a disturbance. Thereby the measures mostly are of conceptual character, e.g. doing a 5 Why Analysis or carrying out an FMEA. The measures are linked to the necessary qualification of staff, which is stored separately [11].

2.3 Systemization of measures in disturbance management

Disturbance management includes different types of measures to cope with upcoming disturbances. Those have been classified by several characteristic (see Table 1).

Table 1. Systemization of measures in disturbance management [2]

|                  | preventive measures | reactive measures |
|------------------|---------------------|-------------------|
|                  | analytical          | statistical       |
| cause-related    | repulsive           | withdrawing       |
| impact-related   |                      |                   |

First of all measures can be classified into preventive and reactive measures [9]. Preventive measures aim at the identification and elimination of possible deviations or disturbances. Whereas analytical approaches can lead to the cause of a disturbance, statistical methods only apply to the observed effects and therefore the impact [2]. Applying preventive measures in most cases is associated with financial expenses and personal expenditures [4]. Therefore, it has to be clearly determined, if the consequences of the disturbance justifies the costs or if it is more favorable to react. Furthermore, preventive measures should only be taken when a possible scenario concluding of description of the disturbance and the time is available [4].

On the other hand, a measure taken after the disturbance has occurred is called reactive measure. Compared to preventive measures the effectivity is decreased. Nevertheless, these can be sensible when the costs of remedy are lower than the cost effects of
the disturbance or the disturbance cannot be predicted at all or with the necessary precision. Reactive measures can be divided further into repulsive measure, which aim for a remedy or decrease of impact and so-called withdrawing measures when the only option is to reduce the spread of the effects. [4]. Furthermore, the measures can be classified into cause-related and impact-related. Whereas the former aim for the remedy, the latter can only reduce the effects [4].

2.4 Conclusion

Whereas the proposed systemization for measures allows the assignment of any real-world measure to one of the fields, the presented approaches lack a detailed evaluation concept. This can be explained with the strong focus on production planning and control [9] as well as supply chain planning problems [2, 7]. In these areas, the impact of single measures on indicators often is hard to describe. Another approach deals with the implementation of several solution concepts [12]. For the proposed disturbance, management based on big data an assessment for specific and even more general measures is necessary.

3 Assessment of Counter-Measures for Disturbance Management in Manufacturing Environments

BigPro focusses on disturbance management in manufacturing environments relying on BigData analytics. Therefore, several information sources on the shop floor are connected to a universal messaging bus. Predefined patterns, which are supplemented during operation, lead to error messages. A combination of error messages then is mapped to a disturbance. Based on a list of possible failures derived from FMEA and other process analytics approaches possible counter measures are selected. In many cases, there is more than one counter measure, depending on the level of criticality or only a few can be initiated, since not all prerequisites are met. For a further description of the platform and the integration of the counter-measures see [13].

In the following, the morphology to describe counter measures is presented before explaining the assessment methodology in detail. The application is shown with a real world example from an industrial partner.

3.1 Morphology of counter measures

To assess counter measures, a set of description criterions has been developed. The research follows a desk research approach, combining several aspects of existing work in disturbance management. The results are presented in Table 2 and explained in detail in chapter 3.3.
Table 2. Relevant criterions to asses counter measures in BigPro disturbance management

| i  | criterion                               | explanation                                           | ref. |
|----|-----------------------------------------|-----------|------|
| 1  | duration of measure                     | time from detection until recovery                    | [4]  |
| 2  | cost of measure                         | necessary expenses to perform the measure             | [14] |
| 3  | presumed/actual impact of measure       | impact of the measure in terms of fixing the symptoms or the reason | [15] |
| 4  | standardization of m.                   | current degree and quality of documentation to perform the measure | [4, 11] |
| 5  | organizational escalation level          | implementation level of the measure (e.g. machine, plant, supply network) | [16] |
| 6  | degree of qualified staff available     | Share of staff, which is qualified to perform the counter measure | [11] |

3.2 Mathematical model to assess counter measures

To find appropriate measures and to bring them in an order, a numerical calculation is necessary. Table 3 provides an overview of the proposed evaluation scheme to asses counter measures in disturbance management.

Table 3. Evaluation scheme for characteristics of measures

| i  | criterion | characteristic c |
|----|-----------|------------------|
|    | no.       | 0                | 1                | 2                | 3                | 4                |
|    | description | not feasible | partly feasible | mainly feasible | very feasible | optimal |

Each criterion is subdivided into five different characteristics. Each possible characteristic is represented by a value, starting from 0 for not feasible at all up to 4 representing the optimal condition. To adapt the criterions to disturbance-specific cases, a simple weighting formula is introduced.

\[
M = \frac{\sum_{i=1}^{F} \omega_i \cdot c_i}{\sum_{i=1}^{F} \omega_i} \quad (1)
\]

Let \( M \) be the priority of the measure, \( F \) the number of features (6) \( w_i \) a weighting factor within a range from 0 (irrelevant) to 4 (highly relevant) and \( c_i \) the valuation of the feasibility of the feature \( i \). The minimum of \( M \) can be 0, whereas the maximum is 4. In the following exemplary characteristics are assigned to any criterion.

3.3 Explanation and application

The developed morphology and evaluation scheme was applied at an industrial partner of the research project. The use case deals with an assembly of pedelec carts with manual assembly tasks. The disturbance is a scratched type plate provided by a supplier and...
labeled in-house. Table 4 provides an overview of possible characteristics, which are explained in detail below.

Table 4. Possible criterions with characteristics derived from the industrial use case

| i  | criterion                          | characteristics | 0               | 1                | 2                | 3                | 4                |
|----|------------------------------------|-----------------|-----------------|------------------|------------------|------------------|------------------|
| 1  | duration                           | > 1 month       | 1 week - 1 month| 1 day - 1 week   | 1 hour - 1 day   | < 1 hour         |                  |
| 2  | costs [€]                          | >100.000        | >10.000         | >1.000           | >100             | <100             |                  |
| 3  | impact of measure                  | none            | dev. impact decreased | dev. impact eliminated | dev. impact resolved, cause decreased | Cause eliminated |                  |
| 4  | standardization of m.r             | none            | roughly documented | moderately documented | well documented | fully documented |                  |
| 5  | organizational escalation level     | Supply Chain    | Plant           | Shopfloor        | Machine group    | work place       |                  |
| 6  | coverage rate of qualified staff    | 0 %             | <5 %            | 5 %; 25 %        | [25 %; 50 %]     | >50 %            |                  |

For the presented approach, the **duration of measure** is defined as the timespan between the observation of a disturbance and the (noticeable) effect of the initiated counter-measure. Since the disturbance management foremost handles short-term disturbances, a short duration of measure is desired. A long time span indicates mid- or long-term measures such as process redesign. The given characteristics have to be adapted to the company’s requirements. A duration of less than an hour can lead to significant waste and is not acceptable, whereas other processes allow a relative long time for corrections.

As mentioned before, the disturbance management deals with the minimization of costs [7]. Therefore, the trade-off is between costs of the disturbance and **costs of a measure**. It is up to the company to define the exact bounds of the characteristics; the given values only serve as an example and are derived from the use-case.

The **impact of the measure** relates to the effect of the measure on the deviation variable or the cause of the disturbance. The more sustainable, the higher the stage. Examples for the solely elimination of the effects of a deviation is the implementation of a 100 % quality control. Hereby it is ensured, that no waste is processed any further without addressing the causes. The reason for the fault remains unknown at the first glance and needs further examination.

For an efficient and effective disturbance management, counter-measures should be **standardized** and therefore documented in a way that allows employees to take the best actions possible. This accounts for extensive measures, especially [4]. It is further distinguished between certain degrees of documentation, e. g. it has to be checked, if
the documentation consist of visualizations like flow diagrams, illustrations etc. or is only a short summary and difficult to comprehend if never done before.

A measure can either relate on a certain work place (e.g. a disturbed machine with a defined problem state and solution) or affect the whole supply chain. This is taken into account with the organizational escalation level. Later oftentimes requires additional efforts and resources. Therefore, the former option (a local solution) is preferred in any case the desired level impact of measure (see criterion 3) can be achieved.

Whereas the documentation of a feasible solution is always the best option, the desired resolution can only be achieved if qualified staff is available [11]. This requires an appropriate personal capacity planning and a certain degree of qualified employees. The characteristics therefore take into account the mean degree of qualified personal available to fix the considered disturbance.

Table 5 shows a possible application after setting the characteristics of counter measures within a workshop with the industrial use case partner. Weightings have been set as well as the specific value for each criterion. In the result, the measure scores at 1.7 out of 4 and therefore is comparable to other measures for the specific or similar disturbances.

| i | criterion                      | characteristic | weighting w | \(cw_i\) |
|---|--------------------------------|----------------|-------------|----------|
| 1 | duration of measure            | 0              | 3           | 3        |
| 2 | costs of measure [€]           | 0              | 4           | 8        |
| 3 | impact of measure              | 0              | 2           | 2        |
| 4 | standardization of measure     | 0              | 3           | 9        |
| 5 | org. escalation level          | 0              | 1           | 3        |
| 6 | coverage rate of qualified staff| 0              | 4           | 4        |

\[ \sum \] 17 
\[ M \] 1.7

4 Conclusion and Outlook

The paper presents an approach to assess pre-defined counter-measures. Therefore, characteristics from existing approaches have been combined. The weighting component enables companies to specify borders in context of their processes and requirements. Once the characteristics for each criterion are defined, new measures can easily be evaluated and connected to newly occurring disturbances. This is a crucial step to increase the automation level of the desired disturbance management. Further research is needed for finding ideal types for several kinds of measures (e.g. logistics measures, maintenance tasks, production re-scheduling).
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