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Abstract

The mining of underground coal resources can trigger geological hazards such as subsidence basins, cave-in pits, and step cracks. In China, the probability integral method (PIM), the most popular method for predicting surface movement deformation caused by coal resource mining, has a prediction accuracy that is mainly influenced by both the measurement data (i.e., quantity and quality) from ground movement observatories and the parameter inversion method. To obtain more accurate PIM parameters in the absence of observational data, we propose a combined machine learning model (RF-AGA-ENN)—random forest (RF) extracts the best combination of features as the input layer of Elman neural network (ENN); ant colony algorithm (ACO) and genetic algorithm (GA) are combined (called AGA) for the weights and thresholds of ENN optimization. The results of the study show that (1) the RF-AGA-ENN model is used to obtain PIM values with MAXRE values between 1.94% and 9.18%, AVERY values between 0.98% and 3.98%, and RMSE values between 0.0050 and 0.9632. (2) Compared with the PIM parameters obtained from BP neural network, RF-ENN, RF-ACO-ENN, and RF-GA-ENN models, the PIM parameters obtained from the RF-AGA-ENN model have better stability and accuracy. (3) According to the PIM parameters obtained by the RF-AGA-ENN model, the predicted and measured values of surface settlement at the 11111 working face have a high degree of agreement. In summary, the RF-AGA-ENN model to obtain the PIM parameters has good application value.

1. Introduction

As the cornerstone of China’s healthy and sustainable economic development, coal resources have greatly contributed to the rapid development of China’s economy in the past decades [1]. Due to the current energy structure of more coal, less gas, and poor oil, the dominant position of coal as China’s energy source will remain unchanged for a long time. Coal as the “stabilizer” and “ballast” of the national energy supply will continue to bear the burden of national energy security. As the “stabilizer” and “ballast” of national energy supply, coal will continue to bear the heavy responsibility of national energy security and sustainable economic development [2].

The mining of underground coal resources leads to a series of geological hazards, such as subsidence basins, collapse pits, and step cracks, which bring a series of hazards to the product life and ecological environment of people in mining areas [3–5]. To minimize the geological hazards in mining areas caused by mining subsidence so that reason-
Figure 1: ENN network structure diagram.

Figure 2: RF feature selection flow chart.
able preventive measures can be taken in advance, it is crucial to accurately anticipate the ground movement deformation caused by coal resources mining [6–8]. Based on the actual measured settlement data in the mine area, Zhang et al. obtained the rock mechanical parameters through orthogonal experiments and numerical simulation inverse analysis and then used numerical simulation to predict the surface settlement caused by two-layer coal mining [9]. Zhu et al. proposed a superposition prediction model for infill strip mining based on the traditional probabilistic integral method to accurately predict the surface movement deformation caused by infill strip mining [10]. Zhou et al. constructed a combined prediction model for mining subsidence by using alluvium and bedrock as two different media in thick alluvial mining areas [11]. As the most widely used and mature method in the field of mining subsidence in China, scholars have conducted a lot of research in recent decades on how to improve the accuracy of the parameters of the probabilistic integral method of the estimation model. In recent years, the research on the acquisition of PIM parameters is mainly focused on the following two aspects: one is to combine PIM and intelligent optimization algorithms (such as genetic algorithm and ant colony algorithm) [12–14] based on the measurement data of mobile surface observatory to invert PIM parameters, because the establishment of the observatory requires a lot of human, material, and financial resources and has an obvious lag, so this method has limitations when facing the lack of another method is to use machine learning algorithms (such as support vector machine and BP neural network) [15–17] to establish the nonlinear relationship between PIM parameters and geological mining conditions based on the existing geological mining conditions and the corresponding PIM parameters data set, which is a good solution to the nonlinear relationship between PIM and geological mining conditions. This method is a good solution to the difficulty of

Figure 3: The flow chart of the AGA algorithm.
expressing the nonlinear relationship between PIM and geological mining conditions by mechanical and mathematical formulas. The method has a high application value.

Since the 20th century, more than 200 surface movement observation stations have been established in typical mining areas in China to study the surface movement deformation during coal mining activities, which has accumulated a large amount of observation data to guide the production activities in mining areas [18]. For these observations, scholars have established empirical relationships between PIM parameters and geological mining conditions in typical mining areas [19–21]. Still, in many cases, these empirical relationships are difficult to accurately express the complex nonlinear relationships between PIM parameters and geological mining conditions. For this reason, Guo et al. proposed constructing an optimized neural network model for PIM parameter acquisition by using an improved BP neural network model to learn and train a large number of surface mobile observatory real data [22]. Zhao et al. built a random forest regression prediction model for finding the surface subsidence coefficient based on a large number of mobile surface observatory measured data [23]. Wang et al. used the GA algorithm to search for the optimal smooth factor of GRNN and constructed a GA-GRNN model to predict the surface subsidence coefficient based on the observation data of a typical mining area in China [24]. Li constructed a support vector machine prediction model based on the ACO algorithm by optimally selecting the parameters of the support vector machine using the ACO algorithm [25]. Chi et al. used the MIV and GP algorithms to optimize the BP neural network to construct a PIM parameter prediction model [26]. These prediction models achieved better accuracy and provided a good idea to obtain PIM parameters for working faces lacking observation data.

ENN networks (Figure 1) have an extra memory layer than BP neural networks, giving the whole network a richer dynamic, and making the various network more robust. To address the problem that the initial weights and thresholds of ENN networks are challenging to determine, Wang and Jiang proposed to use the GA algorithm to search for the weights and thresholds of ENN networks, but GA has insufficient late search capability [27]. Wang and Zhao proposed to use GA for search in the early stage and ACO for investigation in the later stage to complement each other’s advantages [28]. Zhang and Jiang constructed the AGA algorithm using the GA algorithm to improve the ACO algorithm from the perspective of solving the distribution scheduling of intelligent unmanned trucks in mines and constructed the optimal distribution scheduling model of unmanned trucks with the combined AGA algorithm [29]. Xiong combined and optimized the GA algorithm and ACO algorithm to construct the AGA algorithm and used the AGA algorithm to optimize the support vector machine parameters to construct the subsidence prediction model for slope instability prediction [30]. To study the slope stability under the influence of ore body mining, Shi et al. combined the GA algorithm and the ACO algorithm to construct the AGA algorithm and used the AGA algorithm to search for the critical sliding surface to determine the safety factor of the slope [31, 32]. Liu et al. proposed to use RF for feature extraction to effectively reduce the dimensionality of the input layer of the LSTM model and establish the RF-LSTM prediction model [33]. However, there is no relevant research in the field of mining subsidence. In this paper, RF is used to simplify the complexity of the ENN network, and the AGA algorithm is used to search for the optimal smooth factor of the slope [31, 32]. Liu et al. proposed to use RF for feature extraction to effectively reduce the dimensionality of the input layer of the LSTM model and establish the RF-LSTM prediction model [33]. However, there is no relevant research in the field of mining subsidence. In this paper, RF is used to simplify the complexity of the ENN network, and the AGA algorithm is used to search for the optimal smooth factor of the slope [31, 32].

This paper collects 70 sets of actual measurement data of coal mining faces as experimental data. Firstly, the RF algorithm is used to calculate the OOB error to obtain the optimal data set as the input layer of the ENN network to simplify the complexity of the ENN network. Then, the AGA algorithm is used to optimize the weights and thresholds of the ENN network and establish the RF-AGA-ENN model for the prediction of PIM parameters.

2. Construction of RF-AGA-ENN Model

2.1. Theory of RF. RF algorithm, proposed by Breiman in 2001, is a variant of the Bagging algorithm, a new supervised
machine learning algorithm. RF is a classifier that uses multiple decision trees to learn and integrate predictions on samples. It uses the Bootstrap resampling technique to construct multiple samples randomly from samples, then uses the random splitting technique of nodes for each resampled sample to construct multiple decision trees, and finally, combines the multiple decision trees to arrive at the final prediction result by voting. The core idea of the RF algorithm is to randomly draw \( N \) samples from the original training set in a put-back manner. That is, for these \( N \) samples, \( N \) samples are randomly selected \( N \) times; each time, one sample is selected from the \( N \) samples and then "replicated"; in the next sampling, the sample set is still \( N \). Since the sampling process is put back, some samples may be selected several times and appear in the same training set several times, while others may not be selected once; these ignored samples are called "out-of-bag data (OOB)."

RF algorithms often use the Gini index as the division function or OOB error as the generalization error to measure the importance of features. OOB error can not only evaluate the critical attribute of each feature but also evaluate the generalization error of RF, so this paper uses OOB error to measure the importance of features. The main steps of RF feature selection are as follows: (1) dividing the sample data into training and test sets, Bootstrap resampling of the training set; (2) using a classification regression tree (CART) to build a decision tree as a base classifier and calculate the OOB error for each training subset; (3) classifying the test set by a strong classifier composed of a large number of base classifiers to determine the final diagnostic result through a voting mechanism (Figure 2).

2.2. Model of Optimized ENN

2.2.1. Theory of AGA. The ACO algorithm is a global optimization intelligent bionic algorithm using distributed parallel computing, which has the advantages of strong robustness and easy integration with other methods. The AGA algorithm overcomes the shortcomings of the ACO algorithm and the GA algorithm to achieve the purpose of complementary advantages.
Figure 5: Continued.
Figure 5: Continued.
Firstly, the GA algorithm is used to obtain a better solution. Then, the initial pheromone of the ACO algorithm is set according to the better solution to guide the ACO algorithm to continue the search for the best solution.

The operation flow of the AGA algorithm is shown in Figure 3, and the specific steps are given as follows:

1. Initialize chromosomes: set the number of populations $I$, the hybridization probability $P_c$, the mutation probability $P_m$, etc. Keep the current as of the global optimum

2. Perform selection, crossover, and mutation operations with ants with low fitness. Calculate fitness and update parent and offspring: update pheromone and current global optimum. Determine whether the number of iterations reaches the preset value, and if so, output the better solution to step 3; otherwise, repeat step 2. The initial pheromone can be obtained from

$$\tau_{ij}(t+1) = \tau_{ij}(t) + \sum_{k=1}^{\text{cell}(I/2)} \Delta \tau_{ij}^k,$$  \hspace{1cm} (1)$$

$$\Delta \tau_{ij}^k = \begin{cases} 2Q/L_k, & k \text{ is the optimal individual}, \\ Q/L_k, & k \text{ is a non-optimal individual}, \\ 0, & \text{others}, \end{cases}$$  \hspace{1cm} (2)$$

where $I$ is the number of ant populations, $Q$ is a constant, and $L_k$ is the path taken by individual $k$, $\tau_{ij}(t)$ is the pheromone concentration from position $i$ to position $j$ at time $t$.

3. The ant colony parameters are set according to the optimal solution obtained by the GA algorithm: ant population size $I$, maximum evolutionary generation $G$, transfer probability coefficient $P_0$, etc. Each ant will randomly select the next state point and store the record when constructing the path, and the formula for calculating the probability selection is shown in

$$P_{ij}^k = \begin{cases} \frac{[\tau_{ij}(t)]^\alpha [\eta_{ij}(t)]^\beta}{\sum_{u \in v_k} [\tau_{iu}(t)]^\alpha [\eta_{iu}(t)]^\beta}, & j \in v_k, \\ 0, & \text{others}, \end{cases}$$  \hspace{1cm} (3)$$

where $P_{ij}^k$ is the probability of ant $k$ choosing position $j$ at position $i$, $\eta_{ij}(t)$ is the heuristic, $v_k$ is the set of all possible positions chosen by ant $k$ at position $i$, $\alpha$ is the important factor, and $\beta$ is the important factor of the heuristic end, etc.

4. The pheromone is updated, and the global optimum is recorded according to the individual ant’s merit-seeking process, and the pheromone update is shown in

$$\tau_{ij}(t+1) = (1 - \rho)\tau_{ij}(t) + \Delta \tau_{ij}(t),$$  \hspace{1cm} (4)$$

Figure 5: RW smoothing results.
Figure 6: Comparison of ENN model prediction values before and after AGA optimization.
Table 4: Prediction result accuracy index values.

| PIM parameters | Accuracy index | RF-ENN | RF-AGA-ENN |
|---------------|---------------|--------|------------|
|               | MAXRE         | AVERE  | RMSE       |
| \( q \)       | 7.69          | 3.62   | 0.0423     |
|               | 6.93          | 3.55   | 0.0097     |
| \( b \)       | 5.98          | 4.08   | 0.0816     |
| \( \tan \beta \) | 9.87          | 6.25   | 2.57       |
|               | 8.97          | 2.85   | 0.544      |
| \( s/h \)     | 3.98          | 1.72   | 0.98       |
|               | 9.18          | 1.5242 | 0.9632     |

\[
\Delta r_{ij}(t) = \sum_{k=1}^{j} r_{ij}^k(t) \theta, \quad (5)
\]

where \( \rho \) is the volatility coefficient of pheromone; other parameters are the same as the above formula parameter meaning.

(1) Set the number of nodes of the input layer, implicit layer, takeover layer, and output layer of ENN according to the actual problem, and initialize the configuration of ENN network parameters.

(2) Set the relevant parameters of the AGA algorithm, the settings of hybridization probability and mutation probability, initial population size, the maximum number of evolutionary generations, pheromone volatility coefficient, etc.

(3) According to the initialization parameters of the AGA algorithm and the iterative determination criterion, the iterative operation is performed until the conditions for the algorithm to stop iterating are satisfied, the optimal individual is obtained, and then, the optimal weight and threshold of ENN are obtained.

(4) The optimal weights and thresholds obtained by the AGA algorithm are used as the initial weights and thresholds for ENN network training.

(5) The ENN network is continuously trained and learned until the result satisfies the training stopping condition and the optimal ENN network is obtained.

3. Example Application and Result Analysis

3.1. Data Dimensionality Reduction by RF Algorithm

3.1.1. Experimental Data. The literature [34] counted 408 sets of relatively complete measured surface movement actual data of coal mining workings in all major coal mines in China. In this paper, 70 sets of measured coal mining face data are selected as experimental data, of which 50 sets of coal mining face data are used as training sets to train the RF-AGA-ENN model, and the other 20 sets of coal mining face data are used as test data to verify the expected accuracy of the RF-AGA-ENN model.

The experimental data consists of two parts, one is the geological mining conditions, which are used as the input data for the training and learning of the RF-AGA-ENN model, and the other is the PIM parameters, which is used as the output of the training and learning of the RF-AGA-ENN model. The geological mining conditions include the following: mining thickness \( M \), coal seam inclination \( \alpha \), mining depth \( h \), the ratio of the depth of extraction to the thickness of extraction \( h/M \), area mined \( A \), the ratio of working face inclination length to mining depth \( D/h \), workforce advance speed \( v \), the ratio of bedrock to loose layer thickness \( h/h_s \), loose layer thickness \( h_s \), and overlying rock compressive strength \( R_s \). The PIM parameters include the following: sink factor \( q \), horizontal movement factor \( b \), main influence angle tangent \( \beta \), the ratio of inflection point offset distance to mining depth \( s/h \), and influence propagation angle \( \theta \). Only some of the data are presented in the paper, and the data are shown in Table 1. The complete experimental data have been given in the supplementary material (available here).

3.1.2. Selection of Input Variables. The RF-based feature selection in this thesis is implemented using python programming. To obtain more accurate PIM parameters, RF classifiers for each parameter of PIM are constructed.
separately. Based on the constructed RF classifier, the OOB error of each geological mining condition is calculated, and the smaller the OOB error indicates, the greater importance of the results. Accordingly, the significance of each geological mining condition and other variables for each PIM parameter is derived. The OOB errors of each geological mining condition and each PIM parameter are shown in Table 2.

The OOB errors for the effects of each geological mining condition on the PIM parameters are listed in order from smallest to largest, as shown in Table 3. The smaller the OOB error indicates, the greater importance of the corresponding geological mining conditions. The five influencing factors with the greatest importance are selected as the input layer of the model, and the complexity of the input layer network is simplified to improve the model’s prediction accuracy.

3.2. Experimental Data Noise Reduction Processing. Since the field observation environment is often very complex, there is inevitably a certain amount of error in the data collection process. In addition, the training sample data and the test sample data often have a large difference in matching, which can greatly impact the prediction results. RW is a noise

| PIM parameters | $q$ | $b$ | $\tan \beta$ | $s/h$ | $\theta$ |
|----------------|-----|-----|--------------|------|--------|
| Values         | 1.38| 0.16| 2.7          | 0.086| 85.94  |

Table 5: RF-AGA-ENN model-derived PIM parameters of working face 11111.
A reduction method based on weighted least squares polynomial fitting of discrete data, which uses a robust fitting process to prevent deviations from distorting smooth data points. In this paper, RW is used to perform noise reduction on the measured data, and the noise reduction processed data and the measured data are shown in Figures 5(a)–5(j).

From Figures 5(a) to 5(j), it can be seen that the up and down fluctuation range of the measured data is significantly reduced after the RW noise reduction treatment, and the data curve is smoother after the treatment. Noise reduction was applied to some data points with large fluctuation ranges to reduce the effects of data acquisition errors and significant differences in matching between the training sample data and the test sample data.

In mining subsidence, intelligent optimization algorithms are often used to learn data from similar geological

![Figure 9: Comparison of predicted and measured values.](image)
Figure 10: The value of PIM parameters obtained by different methods.
independent models are established with each of the parameters, this paper adopts a many-to-one network structure to improve the accuracy of solving PIM parameters for the intelligent optimization algorithm.

To simplify the ENN network structure, the relevant parameters of the model are selected as follows: training times 5000, learning rate 0.01, and training error 0.000001. The number of neurons in the hidden layer is \( k = \sqrt{m + n + a} \), where \( m \) is the number of input neurons, \( n \) is the number of output neurons, and \( a \) is a constant, taking values from 0 to 10 and traversing the constant \( a \) value to determine the optimal grid; at this point, the corresponding value is the value of \( a \). The tansig function is used as the transfer function for the input and hidden layers, the purelin function is used as the transfer function for the hidden and output layers, and the trainlm function is used as the training function for the grid. In the ACO algorithm, the initial population size is 30; the maximum evolutionary generation is 50; the volatility coefficient of pheromone \( \rho \) is 0.9. The importance coefficient \( \alpha \) is 0.3; the importance coefficient of heuristic \( \beta \) is 0.5. In the GA algorithm, the population is 20, the maximum evolutionary generation is 20, the hybridization probability \( P_c \) is 0.8, and the mutation probability \( P_m \) is 0.2.

The data sets 1-50 in Table 1 are used as the training set, the data sets 51-70 are used as the test set, and the prediction results are shown in Figures 6(a)–6(e) using the RF-ENN model and the RF-AGA-ENN model, respectively.

From the predicted results (Figures 6(a)–6(e)), it can be intuitively seen that the optimized ENN network of the AGA algorithm is more adaptable to the intrinsic connection between geological mining conditions and PIM parameters. The predicted results of the AGA optimized ENN grid are in better agreement with the true values of experimental data.

To quantitatively describe the ENN network structure optimized using the AGA algorithm is expected to have better adaptability to PIM parameters. Considering that the values of the five parameters of PIM vary greatly, it is difficult to evaluate the prediction accuracy of a single measure, so MAXRE, AVERE, and RMSE indicators can be used to comprehensively evaluate the accuracy of the prediction results of PIM parameters. The accuracy index values of the RF-AGA-ENN model and RF-ENN model for PIM parameter estimation are calculated separately, and three values of maximum relative error (MAXRE), average relative error (AVERE), and root mean square error (RMSE) are used in this thesis as the indexes to evaluate the accuracy of the estimation results. The accuracy index values of the predicted results are shown in Table 4.

### Table 4: RF feature selection for input layer variables.

| Type | \( M \) | \( a \) | \( h \) | \( h/M \) | \( A \) | \( D_i/h \) | \( V \) | \( h_i/h \) | \( R_i \) |
|------|--------|--------|--------|---------|------|--------|------|--------|-------|
| Type RF | √      | √      | √      | √       | √    | √      | √    | √      | √     |
| Type 1 | √      | √      | √      | √       | √    | √      | √    | √      | √     |
| Type 2 | √      | √      | √      | √       | √    | √      | √    | √      | √     |
| Type 3 | √      | √      | √      | √       | √    | √      | √    | √      | √     |
| Type RF | √      | √      | √      | √       | √    | √      | √    | √      | √     |
| Type 1 | √      | √      | √      | √       | √    | √      | √    | √      | √     |
| Type 2 | √      | √      | √      | √       | √    | √      | √    | √      | √     |
| Type 3 | √      | √      | √      | √       | √    | √      | √    | √      | √     |

### 4. Engineering Application

The “three zones” theory is commonly used to explain the subsidence of landmarks caused by mining. The collapse zone, crack zone, and bending zone are from bottom to top. A diagram of the “three zones” theory is shown in Figure 7. The PIM parameters of similar mines are often used as the empirical parameters of this mine in the production practice process. This paper proposes the RF-AGA-ENN model to obtain the PIM parameters. This paper verifies the feasibility of the RF-AGA-ENN model to obtain...
Figure 11: PIM parameter prediction results under different input layer conditions.
The values of L02 and L03 near the railway sign and the protective pillars are left during the coal mining process. The existence of L02 and L03 is near the railroad, and the protective pillars provide safety for the railway line. Therefore, we use the RF-AGA-ENN model to predict the subsidence values of the monitoring points. The predicted values are shown in Figure 5.

The geological mining conditions of each model input layer were determined according to Table 6, and the AGA-ENN model was used for the prediction of PIM parameters. The predicted results are shown in Figure 11 and Table 7. From Figure 11 and Table 7, it can be seen that there is some variability in the PIM parameters solved by the AGA-ENN model under different input layer conditions, among which the PIM parameters are obtained by using the optimal feature set obtained by RF as the input layer of the model is closest to the true values (the values of its accuracy assessment indexes MAXRE, AVERE, and RMSE are smaller), indicating that the optimal feature set selected by RF can simplify the ENN network complexity to improve the prediction accuracy. This also shows the indispensable role of RF feature selection.

5. Discussion

5.1. Comparison with BP Neural Network for PIM Parameters. The accuracy of obtaining PIM parameters directly affects the accuracy of subsidence prediction. Since PIM parameters are closely related to geological mining conditions. With the development of science and technology, machine learning has become the primary method of obtaining PIM parameters. In the field of mining subsidence, commonly used machine learning methods include the RF-AGA-ENN model proposed in this paper to obtain PIM parameters, the RF-AGA-ENN model and BP neural network are used to obtain PIM parameters, respectively. The obtained subsidence factor and horizontal movement coefficient are shown in Figure 10.

Table 7: Accuracy index values of PIM parameters under different input layer conditions.

| PIM parameters | Accuracy index | Type 1 | Type 2 | Type 3 |
|----------------|----------------|--------|--------|--------|
| MAXRE          | 4.9            | 8.71   | 7.58   | 8.53   |
| AVERE          | 2.44           | 3.68   | 3.39   | 3.90   |
| RMSE           | 0.0241         | 0.0401 | 0.0412 | 0.0431 |
| MAXRE          | 5.04           | 6.67   | 6.95   | 7      |
| AVERE          | 2.03           | 2.87   | 2.99   | 3.02   |
| RMSE           | 0.0069         | 0.0098 | 0.0091 | 0.0099 |

PIM parameters by using a mining face 11111 in Anhui Province, China, as an example.

The main information on the working face of the study area is as follows: The overburden lithology is 33.5 MPa, and the working face advances at a rate of 86 m per month. The 11111 working face has an inclination length of 145 m and a strike length of 411 m. The average mining depth of the working face is 394 m, the thickness of the loose seam is 336 m, the inclination of the coal seam is 6°, and the mining thickness is 4.8 m. Half of the strike observation line and half of the inclination observation line are set on the surface above the 11111 working face. There are 24 monitoring points in the strike observation line and 26 monitoring points in the incline direction. The diagram of monitoring points on the working face is shown in Figure 8.

The information of the 11111 working face is used as the input layer of the RF-AGA-ENN model to obtain PIM parameters. Then, the prediction of the subsidence value of working face 11111 was carried out based on the obtained PIM parameters. The prediction of the subsidence value of 11111 working face is carried out according to the obtained PIM parameters (as shown in Table 5). The predicted values and the measured values are shown in Figure 5.

As seen from Figure 9, the predicted and measured values of the monitoring points are in good agreement except for the strike monitoring points L02 and L03. After the actual field research, we know that monitoring points L02 and L03 are located near the railroad, and protective coal pillars are left during the coal mining process. The existence of the protective coal pillars makes the predicted values of L02 and L03 near the railroad significantly larger than the measured values. Therefore, we use the RF-AGA-ENN model to find the PIM parameters. Using the obtained PIM parameters for engineering practice should be combined with the actual site conditions to make a comprehensive judgment. In summary, the RF-AGA-ENN model for PIM parameters has good engineering application value.

5.2. The Role of RF Feature Selection. To verify the role of RF feature selection, five geological mining factors were selected as input layers, and the AGA-ENN model was used for PIM parameter prediction. Among them, type RF is the control group, and the selected geological mining factors are the most optimal feature set consisting of the five factors with the highest importance selected by RF. Type 1, type 2, and type 3 are the experimental groups. The selected geological mining factors are the nonoptimal feature set. The subsidence and horizontal movement factors were selected as the output layer and modeled separately. The specific geological mining factors selected for each projected model are shown in Table 6.

The geological mining conditions of each model input layer were determined according to Table 6, and the AGA-ENN model was used for the prediction of PIM parameters. The predicted results are shown in Figure 11 and Table 7. From Figure 11 and Table 7, it can be seen that there is some variability in the PIM parameters solved by the AGA-ENN model under different input layer conditions, among which the PIM parameters are obtained by using the optimal feature set obtained by RF as the input layer of the model is closest to the true values (the values of its accuracy assessment indexes MAXRE, AVERE, and RMSE are smaller), indicating that the optimal feature set selected by RF can simplify the ENN network complexity to improve the prediction accuracy. This also shows the indispensable role of RF feature selection.

5.3. The Role of the AGA Algorithm in ENN Networks. To verify the role of the AGA algorithm in the ENN network, the ACO algorithm, the GA algorithm, and the AGA algorithm are used to optimize the ENN network, respectively, and the relevant algorithm parameters are used with the parameter values described previously. The prediction of the subsidence factor and horizontal movement coefficient, the prediction results, and the prediction accuracy are shown in Figure 12 and Table 8. From Figure 12 and Table 8, it can
be seen that the sink factor and horizontal movement coefficient predicted by the RF-AGA-ENN model are closer to the true values, and the prediction accuracy index values of the RF-AGA-ENN model are significantly smaller than those of the RF-ACO-ENN model and the RF-GA-ENN model.

The RF-AGA and RF-AGA-ENN models were used to obtain the PIM parameters, respectively, and the number of iterations of each model is shown in Table 9.

As shown in Table 9, the number of iterations for the RF-ENN model to obtain the PIM parameters fluctuates between 244 and 319, and the number of iterations for the RF-AGA-ENN model to obtain the PIM parameters fluctuates between 107 and 135. The computational efficiency of the RF-AGA-ENN model to obtain the PIM parameters is significantly improved compared to the RF-ENN model.

6. Conclusions

Determining PIM parameters has always been an issue of great concern to scholars engaged in mining subsidence research. To solve the problem that the low accuracy of ENN solving PIM parameters is difficult to meet the needs of production practice, this paper proposes the RF-AGA-ENN model for PIM parameter prediction, which first uses RF to obtain the optimal set of special features as the input layer. It then uses the ENN network optimized by the AGA algorithm for the prediction of PIM parameters. Finally, the feasibility of the RF-AGA-ENN model to obtain PIM parameters is verified by engineering applications. The main findings are as follows:

(1) Seventy sets of measured geological mining conditions and PIM parameter data of coal mining face were used as experimental data. The input layer of the ENN network was optimized by RW smoothing, noise reduction processing, and RF feature selection. The prediction results significantly improved the prediction accuracy of the optimized ENN network.

(2) The ACO and GA algorithms optimize the weights and thresholds of the ENN network, the RF algorithm is used to simplify the complexity of the

Table 8: Accuracy index values of PIM parameters under different input layer conditions.

| PIM parameters | Accuracy index | RF-ACO-ENN | RF-GA-ENN | RF-AGA-ENN |
|----------------|----------------|------------|-----------|------------|
| q MAXRE        | 7.92           | 7.47       | 4.9       |
| q AVERAGE      | 3.38           | 3.55       | 2.44      |
| q RMSE         | 0.0355         | 0.0392     | 0.0241    |
| b MAXRE        | 5.71           | 6.57       | 5.04      |
| b AVERAGE      | 2.95           | 3.27       | 2.03      |
| b RMSE         | 0.0091         | 0.0096     | 0.0069    |

Table 9: The number of iterations of PIM parameters model solving.

| Predictive models | q | b | tan β | s/h | θ |
|-------------------|---|---|-------|-----|---|
| RF-ENN            | 319| 272| 281   | 278 | 244|
| RF-AGA-ENN        | 110| 121| 135   | 129 | 107|
ENN network, and the RF-AGA-ENN model is established for the prediction of PIM parameters. The predicted PIM parameters’ accuracy indicators were as follows: MAXRE values between 1.94% and 9.18, AVERAGE values between 0.98% and 3.98, and RMSE values between 0.0050 and 0.9632.

(3) The PIM parameters derived from the RF-AGA-ENN model were used for subsidence prediction at the 11111 working face of a mine in Anhui Province. The results show that the model has good application value. However, the application of the PIM parameters from the RF-AGA-ENN model for subsidence prediction should be analyzed on a case-by-case basis.
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