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Abstract

This chapter utilizes artificial neural network (ANN) and multiple regression analysis (MRA) to model bridge condition rating based on limited number of data sets. Since data sets are very limited and there is a gap in range of rating scale, two conditions of data sets are used in this study, namely complete data sets and data set with bridge component condition rating data are missing. Five methods are then used to handle the missing bridge component condition rating data. Three commonly used methods and two new methods are explored in this study. It seems that the performance of the model using data sets after handling missing bridge component data to fill the gaps in the range scales of the bridge condition rating improved the performance of the model. In addition, a handling method that substitutes missing data of bridge component ratings with available bridge rating data is favorable. Based on the values of root mean square error (RMSE) and $R^2$, the ANN models perform slightly better than MRA to map relationship between bridge components and bridge condition rating. This concluded that ANN is suitable to model bridge condition rating compare to MRA method.
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1. Introduction

The bridge condition rating is the most important part of the bridge management system (BMS) because, historically, bridge condition rating data were found to affect approximately 60% of the BMS analysis modules [1]. For BMS requirements, bridge inspectors generally use visual inspection as the first step toward condition assessment procedure unless a structure cannot be visually assessed. In through visual inspection, bridge inspectors evaluate the condition of a bridge using their personal experience and following guidelines such as
those found in inspector’s manuals. The visual inspection incorporates many parameters and human judgments that may produce slightly uncertain and imprecise results [2]. It would be ideal to conduct physical structural tests on each bridge component, but it would be impractical and economically prohibitive to implement them, given the large number of bridges to be inspected within a given period. As an alternative, the collective judgment of the inspectors can be used to develop unified, coherent bridge inspection procedures [3]. Thus, a mathematical method such as an artificial neural network (ANN) and multiple regression analysis (MRA) can be useful to handle this uncertainty, imprecision, and subjective judgment.

The limited inspection reports maintained by the Public Works Department (PWD) of Malaysia are used as the initial data, which contain valuable information about the condition ratings of the bridge components and whole bridges. The condition rating is a numerical system, where a number from one to five is assigned to each component of the structure based upon observed material defects and the resulting effect on the ability of the component to perform its function in the structural system, as described in Ref. [4]. Table 1 shows the condition rating system used by PWD Malaysia. The bridge components that are inspected and rated contribute to the overall bridge rating, as shown in Table 1. The bridge components involved are the beam/girder, deck slab, pier, abutment, bearing, drainpipe, parapet surfacing, expansion joint, and slope protection.

The original data sets are very limited and many shortcomings exist in the records such as unavailable or missing bridge component condition rating data, the whole bridge condition rating is not distributed in complete range of rating scale and many outlier data sets are exist. The outlier data are where the whole bridge rating value is larger than the maximum component rating data. The missing data problem requires a method to improve the accuracy and efficiency of the modeling of the condition rating of a bridge that utilizes a mathematical model such as MRA and ANN. In terms of BMSs, inappropriate treatment of missing data affects the performance of the bridge condition rating model and the bridge deterioration predictive model.

The common methods used by previous researchers to deal with the missing data include either deleting the missing features or replacing the missing data with zero or with the mean data of the training set [5, 6]. However, as there is a certain level of uncertainty associated with a particular case, such as the bridge condition rating data, the above method must be

| Rating scale | General definition |
|-------------|-------------------|
| 1           | No damage found and no maintenance required as a result of inspection |
| 2           | Damage detected, and it is necessary to record the condition for observation purposes |
| 3           | Damage detected is slightly critical, and thus it is necessary to implement routine maintenance work |
| 4           | Damage detected is critical, and thus it is necessary to implement repair work or to carry out detailed inspection to determine whether any rehabilitation works are required or not |
| 5           | Being heavily and critically damaged, and possibly affecting the safety or traffic, it is necessary to implement emergency temporary repair work immediately, rehabilitation work without delay after the provision of a load limitation traffic sign, or replacement work |

Table 1. The condition rating system based on severity of defect.
quantified in certain ways during the data-mining process. Moreover, the simple methods mentioned earlier are often not suitable for improvement of the quality of the data.

The performance of the mathematical model of bridge condition rating is also dependent on the quantity and the quality of data set used in constructing relationship between bridge component and whole bridge condition rating. Thus, the purpose of this study is to develop bridge condition rating model based on limited available data and different rates of missing bridge component condition rating data. MRA and ANN are utilized to map relationship between bridge component ratings and whole bridge condition rating. Four conditions of data sets are used: complete data sets (M0), data sets with one component missing (M1), data sets with one or two components missing (M2), and data sets with one, two, or three components missing (M3). Five methods are then used to handle the missing bridge component condition rating data. This study explores three commonly used methods and two new ones. The best method is then applied to substitute the missing data of bridge component condition ratings so that the bridge condition rating model can be developed from various conditions of data sets. Furthermore, the handling of the missing data also increases the size of data sets and provides a more complete range for the bridge condition rating distribution.

2. Previous works

Condition rating data have the potential to provide tremendous value to the bridge management. The condition rating data can be used to help prioritize maintenance work and decide on allocation of available budgets based on engineering and financial considerations [7]. Hence, the appropriate procedure is needed in bridge condition ratings data gathering for managing bridges under constrained resources.

ANNs are widely used as an attractive alternative to handle complex and non-linear systems that are difficult to model using conventional modeling techniques such as MRA. ANNs have been widely applied in engineering, science, medicine, economics, and environmental applications. The most common applications are function approximation, pattern classification, clustering, and forecasting [1, 8–10]. Various forms of ANNs (i.e., feed-forward neural networks: FENN, recurrent networks, radial basis functions, wavelet neural networks, Hopfield networks, etc.) have been applied in various disciplines. However, in the context of function approximations, such as bridge condition rating, the FFNN is generally chosen as the network architecture [9] and back propagation (BP) as the learning algorithm [10–12].

Chen [10] categorized and evaluated a beam bridge condition into four main bridge components, namely, substructure, bearing, beam, and accessory structure. These four components are evaluated based on 20 assessment criteria that can be inspected by close visual inspections according to Chinese Bridge Maintain Codes. Five neural network models are then developed to model substructure, bearing, beam, accessory structure, and whole bridge status. The input parameters for substructure, bearing, beam, accessory structure, and whole bridge status are 7, 2, 6, 5 and 4, respectively. He concluded that the proposed approach improves the efficiency of bridge state assessment.
Li et al. [13] utilized ANN to evaluate a bridge conditions based on substructure, superstructure, deck, and channel conditions. In their proposed model, the training cases converged very well, but for the test cases, the prediction from the network is consistent with the target in about 60%. They concluded that the low prediction accuracy affected by the data used in training the network is not sufficient for the network to generate proper weights to precisely model the input-output relationship. Another reason was inconsistency in the evaluation results due to subjective factors observed in the inspection data, which are used to train and test the neural network.

In most countries, there exists a large time gap between the dates of the construction of the bridge and the adoption and implementation of the relevant BMS [14]. There is a general leaking in such BMSs’ database such as inconsistency of data sets and much bridge component condition rating is unrecorded. Another example of how bridge condition rating data can go missing is the difficulty in obtaining information and expensive testing of some bridge components. The missing data constitute the largest fraction of the difficulties in analyzing the data, making constructing predictive ratings, and other decision-making processes that depend on these data. Furthermore, it is impossible to build a convicitive classification model with missing data because the missing data affect the integrity of the dataset [6]. Zhimin et al. [6] used five methods to handle missing data in their classification problem. The methods are as follows: deleting missing data, replacing missing data with zero, replacing missing data with the mean value of all the data of the training set, replacing missing data with the mean value from the same label data of the training set and predicting the missing value using a feed-forward backpropagation ANN. Markey et al. [5] compared three methods for estimating missing data in the evaluation of ANN models for their approximation problems. These methods are as follows: simply replacing the missing data with zero or the mean value from the training set or using a multiple imputation procedure to handle the missing value.

3. Methodology

In this study, the bridge condition ratings data were provided by the Bridge Unit, Roads Branch, PWD Malaysia. The ratings based on the Annual Bridge Inspection Manual [4] by the PWD classified the state of a bridge and bridge component conditions into five numerical systems on a rating scale of 1–5, from “no damage” (rating 1) to “heavily and critically damaged” (rating 5). The bridge components are classified as either primary or secondary elements. The primary components include the surface, deck slab, beam/girder, piers, and abutment, whereas the secondary components include the parapets, expansion joints, bearings, slope protection, and drainpipes. The bridge condition rating can be evaluated by processing the ratings and important sets of the bridge components [15]. Suksuwan [16] evaluated an overall bridge condition rating based on the condition of the superstructure and substructure. The superstructure consists of two components, namely the bridge deck and accessories. Meanwhile, the substructure is divided into three components: pier, abutment, and foundation. The relationship between the bridge condition rating and its components can be drawn as $Y = f(X_1, X_2, ..., X_p)$, where $X_1, X_2, ..., X_p$ are $p$ bridge component condition rating variables and $Y$ represents the bridge condition rating.
Since the availability of data sets with complete condition data of bridge component were very limited, utilizing incomplete sets by handling missing value with the appropriate treatment is expected to improve the performance of the model. Furthermore, upon observation of the available data sets, it was found that there is a big gap in the bridge condition rating distribution, where there were no complete data sets available for a bridge condition with a rating of 4 and only four pairs of complete sets of bridge conditions with a rating of 5 available. Consequently, finding the best method to handle this problem is an important step prior to constructing the model of the bridge condition ratings.

3.1. Data preparation

The original data sets include 1244 data sets from the last 4 years of inspection records of 311 single-span concrete bridges. Among these data sets, only 579 sets have complete rating data for components and the whole bridge condition. From these 579 data sets, a large number of the bridge condition rating data sets have repeated data. When constructing the model of bridge condition ratings through an ANN and MRA, they provide nothing new as the information is redundant. To avoid this redundancy, only one of the data sets with the same data is retained and the others are deleted. Furthermore, these available data sets are also adjusted to remove the outlier data sets where the bridge condition rating value cannot be larger than the maximum component rating data. After deleting the redundant and outlier data sets, there are 157 data sets left with almost all of them having a rating of 1, 2, or 3. However, bridges with a condition rating of 4 do not have complete component rating data, and only three pairs with a rating of 5 are available, as shown in Figure 1.

As explained in the previous section, all data sets for bridges with a rating of 4 are incomplete. In this study, the data sets that have 1–3 components with missing value are considered and handled with different methods to provide more data and fill the gap in the bridge rating scale distribution. The number of data sets for M0, M1, M2, and M3 are 157, 226, 252, and 267, respectively.

![Figure 1. Bridge rating distribution of completed data sets (M0).](http://dx.doi.org/10.5772/intechopen.71556)
Table 2 illustrates data sets that contain complete data and missing data of bridge component condition ratings. Five methods are proposed to handle these missing data of bridge component ratings. These five methods are as follows: substituting with the local mean (SM), substituting with the local minimum (SMN), substituting with the local mode (SMD), substituting with the local mean value of the same component class (SMC), and substituting with the available bridge condition rating value (SBR) from the same label of data set.

In SM method, the mean value of the data label n (xn) is calculated using Eq. (1). The missing value is then substituted with the xn value. Furthermore, the local minimum value (xmin) is defined as the smallest value appearing in the same label of data set. Meanwhile, the local mode value (xmode) is defined as the value that appears most often in the same label of data set.

\[ X_n = \frac{\sum_{i=1}^{p} X_{ni}}{p} \]  

(1)

Meanwhile, in the substitution with SMC method, the missing value is substituted based on the criteria of the bridge components. If the primary component rating data are missing, the data will be substituted by the average value of other available primary component ratings. The same method is also applied to unavailable data of secondary components. By substitution with the SBR method, the missing component rating value is simply substituted with the available bridge condition rating value from the same label of data set.

After the missing data are handled with the above methods, the data are then checked to remove the redundant data that appear in the list. Furthermore, the remaining data sets show that there is no significance different in the number of data sets (M2 and M3) in comparison to M1, hence only data sets M0 and M1 are chosen in study. The distribution of data sets after removing the redundant data is shown in Figure 2.

### 3.2. Multiple regression analysis model

In this case, MRA deals with one output parameter (dependent variable), which is the bridge condition rating value and nine input parameters (independent variables) which are the bridge components condition rating. If the bridge condition rating is \( y \) and bridge components condition rating is \( x_{1r}, x_{2r}, x_{3r}, \ldots, x_{nr} \), then the model is given by:
\[ y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \ldots + \beta_n x_n + \varepsilon \]  

(2)

Since the data sets used in this modeling problem are more than one, then Eq. (2) can be written as follow:

\[ y_i = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \beta_3 x_{i3} + \ldots + \beta_n x_i + \varepsilon. \]  

(3)

where \( \beta \) is the coefficient of bridge components condition rating, \( n \) the number of bridge component considered, \( i = 1, 2, 3, \ldots, N \) is the number of data sets, and \( \varepsilon \) represents the error of the model.

### 3.3. Artificial neural network model

Five conditions of data sets are then trained with a choice of the network architecture, namely complete data sets (M0), which number 157 data sets in total; data sets with one component missing (M1), which number 226 data sets in total; data sets with one or two components missing (M2), which number 252 data sets in total; and data sets with one, two, or three components missing (M3), which number 267 data sets in total.

A feed-forward neural network with a single hidden layer that varies the number of hidden neurons in the range from 1 to 28 neurons and one output layer, as shown in Figure 3, was selected to train the data sets. The networks are trained with a variation of the back-propagation training algorithm, namely the Levenberg-Marquardt algorithm (trainlm). The Trainlm algorithm is utilized as it has the fastest convergence in function approximation problems such as the bridge condition rating problem [17]. Bridge component condition rating data are used as input variables, which consist of nine inputs (surface, expansion joint, parapet, drainage, slopes protection, abutment, bearing, deck/slab, and beam/girder), and the whole bridge condition rating is used as the output variable \( Y \).

![The distribution of data sets for data sets M0, M1, M2, and M3.](http://dx.doi.org/10.5772/intechopen.71556)
During the training process, there is a possible risk of overfitting or overtraining the network. In this situation, the error on the training set is driven to a very small value, but when new data are presented to the network, the error becomes large. The network has memorized the training examples, but it has not learned to generalize to new situations [17, 18]. Therefore, in this work, the early stopping technique was used to monitor the training process to handle the over-training problem. In the early stopping technique, there is a need to divide the data set into three subsets: training, validation, and testing data sets. The training set is used to train the network, and the validation data set is required to validate the network according to the early stopping technique. The testing data sets are used to test the performance of the trained network. In this study, 60, 20, and 20% were used as the training, validation, and testing data sets, respectively.

Prior to training with the data sets, the network inputs and targets are normalized using the functions \([pn, ps] = \text{mapstd}(p)\) and \([tn, ts] = \text{mapstd}(t)\) in MATLAB software so that they had mean of 0 and standard deviation of 1. The original network inputs and targets are given in the matrices \(p\) and \(t\). The normalized inputs target \(pn\) and \(tn\) that are returned to have mean of 0 and standard deviation of 1. The settings structures \(ps\) and \(ts\) contain the means and standard deviations, respectively, of the original inputs and original targets. After the network has been trained, these settings are then used to transform any future inputs that are applied to the network. To convert these outputs back into the same units that were used for the original targets requires \(ts\). The following functions simulate the network that was trained.
on the previous functions and then converts the network output back into the original units $a_n = \text{sim}(\text{net, pn})$ and $a = \text{mapstd}("reverse," \, a_n, \, \text{ts})$ [19].

A transfer function is used to produce the neuron output and limit the amplitude of the output of the neuron. It determines the relationship between the inputs and outputs of a neuron and a network [17]. In this study, the tangent sigmoid transfer function (tansig) and linear transfer function (purelin) are used in the hidden and output layer, respectively. The tansig function, as given in Eq. (4), produces outputs in the range of $-1$ to $+1$, and the purelin function, as given in Eq. (5), produces outputs in the range of $-\infty$ to $+\infty$.

$$
tansig(x) = \frac{2}{1 + \exp(-2 \cdot x)} - 1
$$

$$
purelin(x) = x
$$

The root mean squared error (RMSE) of the training set is used to measure the performance of the network, where the typical performance function that is used for training ANNs is the mean sum of the squares of the network errors. The coefficient of determination ($R^2$) of the linear regression line between the ANN outputs and the bridge condition rating targets is also used to measure the response of the trained network. The error of data label $k$ ($e_k$) and RMSE of all the training sets are calculated using Eqs. (6) and (7).

$$
e_k = t_k - a_k
$$

$$
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (y_{\text{target}} - y_{\text{predicted}})^2}{N}}
$$

Here, $t_k$ is the target of data label $k$, $a_k$ is the network output of data label $k$, and $Q$ is the number of data sets used in the network training process.

The number of epochs for all the training algorithms is fixed at 1000. At the same time, the initial values of the weights and biases are always initiated from random values; therefore, each run might produce different output values [20]. Therefore, each ANN is made to run 30 times, and the average values for RMSE and $R^2$ are reported.

The process of training using the incomplete data is virtually the same as that for the training data with none of the features missing. Once the substitution has been made, the remaining steps of the training algorithm ensure the use of the handled features in the process of updating the weight and bias of the network, while the missing features are automatically handled based on the proposed solution. The purpose of the training process is to map the relationship between the input and output parameters using the ANN, as given in Eq. (8).

$$
y_{\text{predicted}} = t_2 [v \cdot t_1 (w \cdot x + b_1) + b_2]
$$

Here, $x$ is the input vector, $y$ is the output vector, $w$ is the weight matrix for the connections between the input and hidden layer, $v$ is the weight matrix for the connections between the
hidden and output layer, $b_1$ is the bias in the hidden layer, $b_2$ is the bias in the output layer, $t_1$ is the transfer function for the neurons in the hidden layer, and $t_2$ is the transfer function for the neurons in the output layer [21].

4. Results and discussion

4.1. Models MRA

Table 3 presents the results of MRA models for data set with complete bridge components condition rating data and data set after substituting missing data with the proposed methods. The results show that the performance of a network trained with the entire range scale of data sets (M1) seems better than the network trained with missing range scale ratings as in data sets M0, as indicated by the $R^2$ values. For data sets M1, the handling method with SMD, SMC, and SBR yields almost similar $R^2$ values that are better in comparison to SM and SMN methods. Furthermore, in term of RMSE value, SBR method shows better performance in comparison to other methods. Referring to RMSE and $R^2$ value of training, validation, and training data sets, the performance of SBR method appears to yield slightly better results than other methods.

The typical MRA models linking bridge condition rating to its explanatory components for data sets M1-SBR are presented in Table 4. The significance of each coefficient was determined by t-value and P-value. The F-ratio presented in Table 3 measures the probability of chance departure from a straight line. On review of the output found in Table 3 shows that the overall model was found to be statistically significant as ($F = 53.6379$, Sig.-F < .0000), ($F = 138.6713$, Sig.-F < .0000), ($F = 99.1484$, Sig.-F < .0000), ($F = 101.3906$, Sig.-F < .0000), ($F = 104.8520$, Sig.-F < .0000), and ($F = 148.6167$, Sig.-F < .0000) for data sets M0, M1-SM, M1-SMN, M1-SMD, M1-SMC, and M1-SBR, respectively.

4.2. Models ANN

The training process is evaluated based on plotting the training, validation, and Mean Squared Errors (MSEs) versus number of epochs. Figure 4 shows the training progress of the selected ANN for the data sets M0. The network seems unstable, as indicated in Figure 4, where the characteristics of the validation and test error are not similar, which may indicate that there is a gap in the data set distribution or a poor division of the data set [17].

| Data sets | RMSE | $F$   | Significance-F | $R^2$-Train | $R^2$-Val | $R^2$-Test |
|-----------|------|-------|----------------|-------------|-----------|------------|
| M0        | 0.2740 | 53.6379 | 4.31E-31       | 0.8518      | 0.8060    | 0.8700     |
| M1-SM     | 0.2741 | 138.6713 | 1.83E-55       | 0.9197      | 0.8770    | 0.9140     |
| M1-SMN    | 0.2816 | 99.1484 | 1.36E-48       | 0.9158      | 0.8610    | 0.9160     |
| M1-SMD    | 0.2723 | 101.3906 | 4.58E-49       | 0.9213      | 0.8920    | 0.9140     |
| M1-SMC    | 0.2692 | 104.8520 | 4.64E-50       | 0.9272      | 0.8830    | 0.8900     |
| M1-SBR    | 0.2655 | 148.6167 | 5.72E-57       | 0.9246      | 0.8840    | 0.9140     |

Table 3. The statistic summaries of MRA result.
Table 4. Model coefficients estimated by MRA for data sets M1 substituting with SBR (M1-SBR).

| Factors          | Coefficients | t-value | P-value |
|------------------|--------------|---------|---------|
| Intercept        | 0.0658       | -0.8026 | 0.4239  |
| Surfacing        | 0.0682       | 2.1352  | 0.0350* |
| Expansion joint  | 0.0402       | 1.2845  | 0.2017  |
| Parapet          | 0.0980       | 3.2732  | 0.0014* |
| Drainage         | 0.0536       | 1.8002  | 0.0746  |
| Slope protection | 0.0542       | 2.0419  | 0.0436* |
| Abutment         | 0.2138       | 6.1275  | 0.0000* |
| Bearing          | 0.0100       | 0.2033  | 0.8392  |
| Deck slab        | 0.2422       | 6.2569  | 0.0000* |
| Beam/Girder      | 0.2754       | 6.1422  | 0.0000* |

*Significant at p < 0.05.

Figure 4. Typical training performance versus number epochs for data sets M0.

Figure 5 shows the typical training progress of data sets where the missing value is substituted with the bridge condition rating value (SBR). Figure 5 shows the decrease of the MSE versus the number of epochs during the training process of the ANN. Indeed, Figure 5 shows that the validation and testing set errors show similar characteristics, which provide reasonable evidence of network training, and it does not appear that any significant overfitting has occurred. If the error in the test set reaches a minimum at a significantly different epoch number than the validation set error, it may indicate a poor division of the data set [17].
Regression analysis between the bridge condition rating predicted by the ANN model and the corresponding bridge condition rating target is performed using the routine postreg using MATLAB software. The format of this routine is \([m,b,r] = \text{postreg}(a,t)\), where \(m\) and \(b\) correspond to the slope and the intercept, respectively, of the best linear regression that relates the targets to the ANN outputs. If the fit is perfect, the ANN outputs are exactly equal to the bridge condition rating targets, and the slope is 1 and the intercept with the Y-axis is 0. The third variable, \(r\), is the correlation coefficient between the ANN outputs and targets. It is a measure of how well the variation in the predicted bridge condition rating is explained by the target. If \(r\) is equal to 1, then there is perfect correlation between the targets and ANN outputs [22].

The performance of ANN models for complete data sets (M0) and data sets (M1) after the missing data are handled by the above-mentioned methods are presented in Table 5. The regression analysis for data sets with the missing data substituted with the SM method yields \(R^2\) values of 0.9375, 0.8789, and 0.9045 for the training, validation, and testing sets, respectively. The training of data sets where the missing data are substituted with the SMN method yields \(R^2\) values of 0.9363, 0.8688, and 0.9059 for the training, validation, and testing sets, respectively. The training of data sets where the missing data are substituted with SMD method yields \(R^2\) values of 0.9429, 0.8884, and 0.9063 for the training, validation, and testing sets, respectively. Meanwhile, the training of data sets where the missing data are substituted with the SMC method yields \(R^2\) values of 0.9372, 0.8849, and 0.8792 for the training, validation, and testing sets, respectively. The training of data sets where the missing data are substituted with the SBR method yields \(R^2\) values of 0.9553, 0.8922, and 0.9057 for the training, validation, and testing sets, respectively.

The results also show that the predictions of a network trained with the data sets M0 are less accurate than those of the handled data sets, as indicated by the \(R^2\) values in Table 5. The \(R^2\) values for the data sets M0 are 0.9131, 0.7515, and 0.8115 for the training, validation, and testing sets, respectively. The treated data sets yield the highest \(R^2\) values of 0.9553, 0.8922, and
0.9057 for the training, validation, and testing sets, respectively, with the substitution of the missing value with the bridge condition rating value. The network of the incomplete data sets does not seem to perform well in fitting the entire range of the rating scale. This problem may be due to the effect of a gap between the available bridge condition rating scale (where rating 4 is unavailable) and the bridge component ratings, which have a rating scale from 1 to 5.

In terms of RMSE values, the missing bridge component data handled using SBR method yield lowest RMSE value in comparison to other substitution methods, which indicates that the SBR method improves the performance of the ANN model. The RMSE values of the data sets where the missing data are handled by SM, SMN, SMD, SMC, and SBR are 0.2349, 0.2386, 0.2257, 0.2404, and 0.2066, respectively.

The linear regression analysis of all data sets is then also performed to evaluate the developed models’ response on all the data sets. Here, all the data sets, namely training, validation, and test sets, are introduced through the models, and a linear regression between the model outputs and the corresponding targets is performed. Table 6 shows the $R^2$ values of all data sets for all handling methods.

The result shows that the MRA model and ANN model trained with the missing data substituted by the bridge condition rating value (SBR) has a higher accuracy of prediction in comparison to other methods, as shown in Table 6. The SBR method yields $R^2$ values of 0.9100 and 0.9328 for all data sets by MRA and ANN methods, respectively. This indicates that, for the bridge condition rating model with these data conditions, the SBR method is a more

| Data sets  | RMSE   | $R^2$-Train | $R^2$-Val | $R^2$-Test |
|------------|--------|-------------|-----------|------------|
| M0         | 0.2079 | 0.9131      | 0.7515    | 0.8115     |
| M1-SM      | 0.2349 | 0.9375      | 0.8789    | 0.9045     |
| M1-SMN     | 0.2386 | 0.9365      | 0.8688    | 0.9059     |
| M1-SMD     | 0.2257 | 0.9429      | 0.8884    | 0.9063     |
| M1-SMC     | 0.2404 | 0.9372      | 0.8849    | 0.8792     |
| M1-SBR     | 0.2066 | 0.9553      | 0.8922    | 0.9057     |

Table 5. The ANN models performance for data sets M0 and M1.

| Conditions of data sets | MRA models | ANN models |
|-------------------------|------------|------------|
| M0                      | 0.8380     | 0.8605     |
| M1-SM                   | 0.9050     | 0.9192     |
| M1-SMN                  | 0.8980     | 0.9167     |
| M1-SMD                  | 0.9090     | 0.9247     |
| M1-SMC                  | 0.9040     | 0.9151     |
| M1-SBR                  | 0.9100     | 0.9328     |

Table 6. The $R^2$ value of entire data sets for all substituting methods.
reasonable method for handling the missing value prior to training the network. The performance comparison of ANN models and MRA models is also made in terms of $R^2$ values of predicted value versus target value as shown in Table 6. It can be seen that all ANN models provide better agreement with the target of bridge condition rating.

5. Conclusions

Bridge condition rating models are developed based on very limited inspection data records using MRA and ANN techniques. Since the data sets are limited, utilizing all the available data sets by handling missing data with the appropriate methods is expected to improve the performance of the models. The method, where the missing value is substituted with the bridge condition rating value, performs better than the other methods. This method is able to determine the bridge condition rating with $R^2$ values of 0.9553, 0.8922, and 0.9057 for the training, validation, and testing data sets, respectively, by ANN technique. It can be concluded that constructing a model with a complete range of the rating scale is more reasonable for bridge condition rating problems compared with constructing the model using only the available rating scale. Furthermore, there was no significant difference between $R^2$ value of validation and testing set for treated data sets in comparison to data sets M0. The $R^2$ values for validation and testing set of data sets after missing data that are substituted by SBR are 0.8922 and 0.9057, respectively. Meanwhile, the $R^2$ values for validation and testing sets of data sets M0 are 0.7515 and 0.8115, respectively. It can also be concluded that the ANN models perform slightly better than MRA in mapping relationship between bridge components and bridge condition rating.

Acknowledgements

The authors wish to acknowledge the financial support from the Ministry of Science, Technology and Innovation (MOSTI) of Malaysia for this work, which forms part of a project on the “Development of condition rating procedure of integral bridges” (Project Number: 06-01-02-SF0323) and Ministry of Higher Learning Malaysia for grant FRGS/1/2016/TK06/UKM/02/2. The authors also thank the Public Works Department of Malaysia for providing the data.

Author details

Khairullah Yusuf$^{1,2}$ and Roszilah Hamid$^2$

*Address all correspondence to: roszilah@ukm.edu.my

1 Department of Civil Engineering, Faculty of Engineering, Malikussaleh University, Indonesia

2 Department of Civil and Structural Engineering, Universiti Kebangsaan Malaysia, Malaysia
References

[1] Lee J. A Methodology for Developing Bridge Condition Rating Models Based on Limited Inspection Records [Dissertation]. Australia: Griffith University; 2007

[2] Rashidi M, Gibson P. Proposal of a methodology for bridge condition assessment. In: Australasian Transport Research Forum 2011 Proceedings; Adelaide, Australia. 2011. p. 1-13

[3] Saito M, Sinha KCA. Delphi study on bridge condition rating and effects of improvements. Journal of Transportation Engineering. 1991;117(3):320-334

[4] PWD. Annual Bridge Inspection Manual. Malaysia: Bridge Unit, Roads Branch, Public Work Department; 2003

[5] Markey MK, Tourassi GD, Margolis M, DeLong DM. Impact of missing data in evaluating artificial neural networks trained on complete data. Computers in Biology and Medicine. 2006;36(5):516-525

[6] Zhimin M, Zhisong P, Guyu H, Luwen Z. Treating missing data processing based on neural network and AdaBoost. In: IEEE International Conference on Grey Systems and Intelligent Services; IEEE; 2008. p. 1107-1111

[7] Saleh AM, Mansour OA, Abbas OS. Toward an Egyptian bridge management system. Housing and Building National Research Center Journal. 2013;9(3):227-234

[8] Jain AK, Mao J, Mohiuddin K. Artificial neural networks: A tutorial. IEEE Computer. 1996;29(3):31-44

[9] Shamseldin A, Nasr A, O’Connor K. Comparison of different forms of the multi-layer feed-forward neural network method used for river flow forecasting. Hydrology and Earth System Sciences. 2002;6(4):671-684

[10] Chen M.A. Neural network approach for existing bridge evaluation based on grid. In: Second International Symposium on Intelligent Information Technology Application; 20-22 December; Shanghai, China. IEEE; 2008. p. 90-93

[11] Kawamura K, Miyamoto A. Condition state evaluation of existing reinforced concrete bridges using neuro-fuzzy hybrid system. Computers & Structures. 2003;81(18):1931-1940

[12] Wang YM, Elhag TMS. A comparison of neural network, evidential reasoning and multiple regression analysis in modelling bridge risks. Expert Systems with Applications. 2007;32(2):336-348

[13] Li Z, Shi Z, Ososanya ET. Evaluation of bridge conditions using artificial neural networks. In: Proc. IEEE; Piscataway, NJ; 1996. p. 366-369

[14] Lee J, Sanmugarasa K, Blumenstein M, Loo YC. Improving the reliability of a bridge management system (BMS) using an ANN-based backward prediction model (BPM). Automation in Construction. 2008;17(6):758-772
[15] Sasmal S, Ramanjaneyulu K. Condition evaluation of existing reinforced concrete bridges using fuzzy based analytic hierarchy approach. Expert Systems with Applications. 2008; 35(3):1430-1443

[16] Suksuwan N, Hadikusumo BHW. Condition rating system for Thailand concrete bridges. Journal of Construction in Developing Countries. 2010;15(1):1-27

[17] Demuth HB, Beale M. Neural Network Toolbox: For Use with MATLAB. Citeseer; 2000

[18] Zhang Z, Friedrich K. Artificial neural networks applied to polymer composites: A review. Composites Science and Technology. 2003;63(14):2029-2044

[19] http://www.mathworks.es/access/helpdesk/help/toolbox/nnet/backpr10.html [Internet]. [Internet]

[20] Ahadiana S, Moradiana S, Sharifa F, Tehran MA, Mohsenia M. Application of artificial neural network (ANN) in order to predict the surface free energy of powders using the capillary rise method. Colloids and Surfaces A: Physicochemical and Engineering Aspects. 2007;302(1-3):280-285

[21] Bhattacharjy RK, Datta B, Satish MG. Performance of an artificial neural network model for simulating saltwater intrusion process in coastal aquifers when training with noisy data. KSCE Journal of Civil Engineering. 2009;13(3):205-215

[22] Hamid R, Khairullah Y, Khalim AR. Influence of the primary bridge component condition on the overall bridge condition rating. In: Caner A, Gulkan P, Mahmoud K, editors. Developments in International Bridge Engineering. Part of the Springer Tracts on Transportation and Traffic Book Series. Switzerland: Springer International Publishing; 2016. p. 177-186