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Abstract—Robust controller synthesis attracts reviving research interest, driven by the rise of learning-based systems where uncertainty and perturbation are ubiquitous. Facing an uncertain situation, a robustly stabilizing controller should maintain stability while operating under a perturbed system deviating from its nominal specification. There have been numerous results for robust controller synthesis in multiple forms and with various goals, including $\mu$-synthesis, robust primal-dual Youla, robust input-output, and robust system level parameterizations. However, their connections with one another are not clear, and we lack a general approach to robust controller analysis and synthesis.

To serve this purpose, we derive robust stability conditions for general systems and formulate the general robust controller synthesis problem. The conditions hinge on the realization-stability lemma, a recent analysis tool that unifies existing controller synthesis methods. Not only can the conditions infer a wide range of existing robust results, but they also lead to easier derivations of new ones. Together, we demonstrate the effectiveness of the conditions and provide a unified approach to robust controller analysis and synthesis.

I. INTRODUCTION

Robust controller synthesis is an old topic with renewed interest, especially after the recent flourishing of learning-based controllers [1], [2]. In essence, it studies how the synthesized controller can still stabilize the plant in the presence of system perturbation, also referred to as uncertainty. For model-free controller synthesis tasks like learning-based data-driven control, such uncertainty is fundamental and inevitable as the plant is uncertain and subject to exploration. As a result, a robust controller is crucial to ensure stability while the system is learning.

As shown in the well-celebrated paper [3], robustness cannot be inherited for free from simply optimizing some objective. Instead, one would need to explicitly enforce robustness constraints. As to what robustness constraints should be enforced, is itself an active area of research with fruitful results in diverse forms [4]–[9]. Although robust results on controller synthesis vary in their forms, they usually focus on mitigating one of the following two concerns – plant uncertainty or controller perturbation.

Due to the estimation precision, dimension limit, or plant nature, the plant model could differ from its true dynamics. To deal with this uncertainty, one category of robust results aims to synthesize a controller that can stabilize a set of plants, such as $\mu$-synthesis [4], [5], [10], robust primal-dual Youla parameterization [11], and robust input-output parameterization (IOP) [6]. On the other hand, even with an exact plant model, realization of the synthesized controller may still deviate from its desired form because of resolution restriction. As such, another category of robust results ensures a perturbed controller realization can still stabilize the plant, e.g., robust system level synthesis (SLS) [7]–[9].

These results are derived via various analysis tools targeting distinct settings. It is not straightforward to see how they relate with one another and how one method may be applicable for a different setting. As a consequence, most robust results are taught, learned, and applied in a case-by-case manner. Moreover, in addition to the two concerns above, one can easily imagine some compound scenarios where both the plant and controller are subject to perturbation. We would then wonder how to deal with diverse perturbation scenarios systematically. In particular, we are interested in a unified approach to robust controller analysis and synthesis.

A. Contributions and Organization

This paper provides such a unified approach through the robust stability conditions for general systems. The approach is built upon the realization abstraction, which describes a (closed-loop) system by the linear maps among its internal signals. As both plant and controller are included in a realization, the uncertainty to any of them is deemed a perturbation of the realization, thereby unifying diverse robustness concerns into one coherent form. The realization-centric perspective also allows us to apply the realization-stability lemma [14] to derive the robust stability condition for general perturbations. We also specialize our result for additively perturbed realizations. The robust stability condition leads to the formulation of the general robust controller synthesis problem, and we demonstrate how to derive existing results in the literature using the condition. In addition, we show how new robust results for output-feedback SLS and IOP can be obtained easily from the condition.

The paper is organized as follows. We first briefly review the realization-stability lemma and its accompanying transformation technique in Section II which allows us to derive robust stability conditions and formulate the general robust controller synthesis problem in Section III. Leveraging the conditions derived in Section III, we show in Section IV how to unify existing results, including $\mu$-synthesis [4], [5], [10], robust primal-dual Youla parameterization [11], robust IOP [6], and robust SLS [7]–[9]. Further, we demonstrate in Section V how the results in Section III allow us to

Shih-Hao Tseng is with the Division of Engineering and Applied Science, California Institute of Technology, Pasadena, CA 91125, USA. Email: shtseng@caltech.edu

1We adopt the terminology in [12], [13] that distinguishes “realizations” from “implementations,” where the former refers to the block diagrams (mathematical expressions) and the latter is reserved for the physical architecture consisting of computation, memory, and communication units.
present new robust results for output-feedback SLS and IOP. Although our approach is promising in unifying many existing results, there are still some robust results in the literature beyond our scope. Thus, we discuss how this work relates with other robust results in Section VII. Finally, we conclude the paper in Section VII.

B. Notation

Let $R_p$ and $RH_{\infty}$ denote the set of proper and stable proper transfer matrices, respectively, all defined according to the underlying setting, continuous or discrete. Lower- and upper-case letters (such as $x$ and $A$) denote vectors and matrices respectively, while bold lower- and upper-case characters and symbols (such as $u$ and $R$) are reserved for signals and transfer matrices. We denote by $I$ and $O$ the identity and all-zero matrices (with dimensions defined according to the context).

II. REALIZATION-STABILITY LEMMA

We briefly summarize the realization-stability lemma [14] below, which suggests that the product of the realization and internal stability matrices of a system is identity. To begin with, we consider a closed-loop linear system with internal state $\eta$ and external disturbance $d$. The internal state $\eta$ includes all signals in the system. As such, instability of the system can be inferred from the unboundedness of $\eta$.

The realization and internal stability matrices characterize the linear system through closed-loop and open-loop relationships between $\eta$ and $d$. The realization matrix $R$ captures the linear relationships among the internal signals. With additive external disturbance, as shown in Fig. 1(a), $R$ is defined as

$$\eta = R\eta + d,$$

On the other hand, treating $d$ as the input and $\eta$ the output, the internal stability matrix (or stability matrix for short) $S$ describes the system from an open-loop perspective by

$$\eta = Sd.$$  \hspace{1cm} (2)

$R$ and $S$ are related through the realization-stability lemma below derived in [14].

Lemma 1 (Realization-Stability). Let $R$ be the realization matrix and $S$ be the internal stability matrix, we have

$$(I - R)S = S(I - R) = I. $$

We remark that Lemma 1 does not guarantee the existence of $R$ and $S$. Instead, Lemma 1 asserts the relationships between them when they both exist.

A useful technique introduced along with the realization-stability lemma in [14] is the transformation of the external disturbance. A transformation $T$ expresses the external disturbance $d$ over a different basis $w$:

$$d = Tw.$$  \hspace{1cm} (3)

An invertible transformation not only changes the basis but also derives the equivalent system with realization $R_{eq}$ and stability $S_{eq}$ by

$$R_{eq} = I - T^{-1}(I - R), \quad S_{eq} = ST.$$  \hspace{1cm} (4)

Some papers refer the additive perturbation here as “multiplicative fault” [11] since it appears in the equations as a multiplier of a signal.

III. ROBUST STABILITY AND CONTROLLER SYNTHESIS

In this section, we derive the condition for robust stability analysis using Lemma 1. The condition then allows us to formulate the general robust controller synthesis problem.

A. Robust Stability and Additive Perturbations

Consider a system perturbed according to some uncertain parameter $\Delta \in \mathcal{D}$ as in Fig. 1(b), where $\mathcal{D}$ is the uncertainty set. Denote by $R(\Delta)$ its realization matrix and by $S(\Delta)$ the corresponding stability matrix. By Lemma 1, the perturbed realization and stability matrices satisfy

$$(I - R(\Delta))S(\Delta) = S(\Delta)(I - R(\Delta)) = I.$$  \hspace{1cm} (5)

Also, the perturbed system is robustly stable if and only if the open-loop system from the external disturbance $d$ to the internal state $\eta$ is stable under all uncertain parameter $\Delta \in \mathcal{D}$. In other words, we require the stability matrix $S(\Delta)$ to obey

$$S(\Delta) \in RH_{\infty}, \quad \forall \Delta \in \mathcal{D}.$$  \hspace{1cm} (6)

Suppose the system is subject to additive perturbation and its realization matrix $R(\Delta)$ can be expressed as

$$R(\Delta) = \hat{R} + \Delta$$  \hspace{1cm} (7)

where $\hat{R}$ is the nominal realization, as shown in Fig. 1(c). Define the nominal stability $S$ as the stability matrix accompanying the nominal realization $\hat{R}$, we can express $S(\Delta)$ in terms of $S$ and the perturbation $\Delta$ as follows.

$$S(\Delta) = S + \Delta S$$  \hspace{1cm} (8)

Fig. 1. The realization matrix $R$ describes each signal as a linear combination of the signals in the closed-loop system and the external disturbance $d$. We denote by $R(\Delta)$ the realization matrix under perturbation $\Delta$ and by $\hat{R}$ the nominal realization matrix without perturbation. In the following figures of realizations, we omit drawing the additive disturbance $d$ for simplicity.
Similarly, we can also derive $S(\Delta)$ from $\hat{S}(I - \Delta \hat{S})^{-1} = I$.

**Proof.** Lemma 1 implies $(I - \hat{R})\hat{S} = I$. Therefore,

$$(I - R(\Delta))\hat{S} = (I - \hat{R} - \Delta)\hat{S} = I - \Delta \hat{S}.$$ 

As a result, Lemma 1 suggests

$$S(\Delta) = \hat{S}(I - \Delta \hat{S})^{-1} = (I - \Delta \hat{S})^{-1}. $$

Similarly, we can also derive $S(\Delta) = (I - \hat{S} \Delta)^{-1}\hat{S}$ from $\hat{S}(I - \hat{R}) = I$, and the lemma follows. \hfill \Box

We can interpret the resulting stability matrix $S(\Delta)$ in Lemma 2 as the nominal stability $\hat{S}$ with a feedback path $\Delta$ as in Fig. 2. From this perspective, an additive perturbation to the realization results in a feedback path in the stability.

According to Lemma 2 and condition (3), to ensure robust stability of the system, we need

$$\hat{S}(I - \Delta \hat{S})^{-1} \in \mathcal{RH}_\infty, \quad \forall \Delta \in \mathcal{D}. \quad (5)$$

**B. General Formulation for Robust Controller Synthesis**

We can now generalize the general controller synthesis problem in [14] to its robust version using condition (3):

$$\min g(R(\Delta), S(\Delta), D)$$

s.t. $(I - R(\Delta))S(\Delta) = S(\Delta)(I - R(\Delta)) = I$ \quad $\forall \Delta \in \mathcal{D}$

$R(\Delta)_{a b} \in \mathcal{R}_p$ \quad $\forall \Delta \in \mathcal{D}, a \neq b$

$S(\Delta) \in \mathcal{RH}_\infty$ \quad $\forall \Delta \in \mathcal{D}$

$(R(\Delta), S(\Delta)) \in \mathcal{C}$ \quad $\forall \Delta \in \mathcal{D}$

where $\mathcal{C}$ represents some additional constraints on the realization and stability. In particular, for a system subject to additive perturbation, the problem can be reformulated as

$$\min g(R, S, D)$$

s.t. $(I - R)\hat{S} = \hat{S}(I - R) = I$

$R(\Delta)_{a b} = (R + \Delta)_{a b} \in \mathcal{R}_p$ \quad $\forall \Delta \in \mathcal{D}, a \neq b$

$S(\Delta) = \hat{S}(I - \Delta \hat{S})^{-1} \in \mathcal{RH}_\infty$ \quad $\forall \Delta \in \mathcal{D}$

$(R(\Delta), S(\Delta)) \in \mathcal{C}$ \quad $\forall \Delta \in \mathcal{D}$

This formulation is general as it can describe not only the robust controller synthesis problem for a given uncertainty set $\mathcal{D}$ but also the stability margin problem like $\mu$-synthesis [4], [5], [10], where $\mathcal{D}$ is itself a variable to “maximize”.

Despite its generality, solving this general formulation is challenging in general, and the major obstacle is to ensure the perturbed stability for all $\Delta \in \mathcal{D}$. Except for some computationally tractable cases as listed in Section IV, enforcing the robust constraints involves dealing with semi-infinite programming when the $\mathcal{D}$ has infinite cardinality. For those cases, one may instead enforce chance constraints and adopt sampling-based techniques as in [15]–[17].

**IV. COROLLARIES: EXISTING ROBUST RESULTS**

We unite the existing robust results under Lemma 1 and Lemma 2, including $\mu$-synthesis [4], [5], [10], primal-dual Youla parameterization [11], input-output parameterization [6], and system level synthesis [7]–[9].

**A. $\mu$-Synthesis**

$\mu$-synthesis studies the quantity $\det(I - M\Delta)$ [4], [5], [10], where the matrix $M \in \mathcal{RH}_\infty$ maps some external disturbance $w$ to some output $z$. The $\mu$ function, or the structured singular value, is the inverse size of the “smallest” structured perturbation that destabilizes $(I - M\Delta)^{-1}$. Further, the original papers claim that it is always possible to choose $M$ so that $\Delta$ is block-diagonal. As to why $\det(I - M\Delta)$ is critical and why $\Delta$ could be formed block-diagonal, Lemma 2 provides intuitive answers.

Suppose the realization is subject to additive perturbation $\Delta$. We first show that $M$ is a wrapped nominal stability matrix $\hat{S}$. Since $\eta$ contains all the internal signals, the output $z$ can be expressed as a linear map $F_z$ of $\eta$ and the external input $w$. Meanwhile, $w$ can be mapped to the external disturbance $d$ through a transformation $T$. Therefore, the
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*Fig. 2.* The stability matrix $S$ maps external disturbance $d$ to internal state $\eta$. We denote by $S(\Delta)$ the stability matrix under perturbation $\Delta$ and by $\hat{S}$ the nominal stability matrix without perturbation. When the perturbation is additive to the realization, it results in a feedback path for the stability.
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*Fig. 3.* For additive perturbation $\Delta$, the matrix $M$ in the $\mu$-synthesis is essentially the nominal stability matrix $\hat{S}$ wrapped by transformation $T$ and the output transfer matrix $F_z$. 
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which is not stable if \( \Delta \) is an additive perturbation on the realization, we can create dummy signals to the realization so that each signal has at most one perturbed input/output. Equivalently, \( \Delta \) is structured such that there is at most one perturbation block at each row/column. Hence, \( \Delta \) can be permuted to take a block-diagonal form.

On the other hand, when \( w = d \) and \( z = \eta \), we have \( M = S \in \mathcal{RH}_\infty \). By Lemma 2 the perturbed stability is

\[
S(\Delta) = \tilde{S}(I - \tilde{\Delta})^{-1} = M(I - M\Delta)^{-1},
\]

which is not stable if \( I - M\Delta \) is not invertible, or \( \det(I - M\Delta) = 0 \).

B. Robust Primal-Dual Youla Parameterization

Youla parameterization is based on the doubly coprime factorization. Suppose

\[
\begin{bmatrix}
M_l & -N_l \\
-V_l & U_l
\end{bmatrix}
\begin{bmatrix}
U_r & N_r \\
V_r & M_r
\end{bmatrix} = I
\]

(6)

where both matrices are in \( \mathcal{RH}_\infty \), \( M_l \) and \( M_r \) are both invertible in \( \mathcal{RH}_\infty \). [18, Chapter 3, Theorem 4.2] generalizes the primal Youla parameterization \( Q \) (see [10, Theorem 5.6]) to also parameterize the stabilizable plants \( G \) using dual Youla parameter \( P \). Here we present a modern rewrite of [18, Chapter 3, Theorem 4.2]:

**Corollary 1.** For the realization in Fig. 4 let \( G \) and \( K \) be parameterized by

\[
G = (N_r - U_r P)(M_r - V_r P)^{-1}
\]

\[
K = (V_r - M_r Q)(U_r - N_r Q)^{-1}
\]

where \( P, Q \in \mathcal{RH}_\infty \) are the dual and primal Youla parameters. The system is internally stable if and only if the following \((P, Q)\) realization is internally stable:

\[
\begin{bmatrix}
P \\
Q
\end{bmatrix}
\]

\[
\begin{bmatrix}
-I \\
0
\end{bmatrix}
\]

\[
\begin{bmatrix}
l \\
n
\end{bmatrix}
\]

**Proof.** Similar to the approach in [14], we transform the coprime factorization \( G \) by

\[
T^{-1} = \begin{bmatrix}
(M_l - PV_l)^{-1} & 0 \\
0 & (U_l - QN_l)^{-1}
\end{bmatrix}
\begin{bmatrix}
P \\
Q
\end{bmatrix}
\]

\[
T = \begin{bmatrix}
I & P \\
Q & I
\end{bmatrix}^{-1}
\begin{bmatrix}
M_l & 0 \\
0 & U_l - QN_l
\end{bmatrix}
\]

where

\[
\begin{bmatrix}
P \\
Q
\end{bmatrix}^{-1} = \begin{bmatrix}
I & -P \\
-Q & I
\end{bmatrix} \begin{bmatrix}
(I - PQ)^{-1} & 0 \\
0 & (I - QP)^{-1}
\end{bmatrix}.
\]

The transformation leads to

\[
T^{-1} \begin{bmatrix}
M_l & -N_l \\
-V_l & U_l
\end{bmatrix}
\begin{bmatrix}
U_r & N_r \\
V_r & M_r
\end{bmatrix} T
\]

\[
= \begin{bmatrix}
I & -G \\
-K & I
\end{bmatrix}
\begin{bmatrix}
U_r & N_r \\
V_r & M_r
\end{bmatrix} T = I.
\]

By Lemma 1 the stability matrix of the system is

\[
\begin{bmatrix}
U_r & N_r \\
V_r & M_r
\end{bmatrix} T
\]

which should be in \( \mathcal{RH}_\infty \) to ensure internal stability. By assumption, the coprime factorization matrix, \( P \), and \( Q \) are all in \( \mathcal{RH}_\infty \). We then only need to ensure \( T \in \mathcal{RH}_\infty \), which requires

\[
\begin{bmatrix}
I & P \\
Q & I
\end{bmatrix}^{-1} \in \mathcal{RH}_\infty.
\]

Treating the matrix inverse as a stability matrix, its corresponding realization is exactly the \((P, Q)\) realization. Consequently, the whole system is internally stable if and only if the \((P, Q)\) realization is internally stable, which concludes the proof.

Leveraging the dual Youla parameterization, [11] proposes to embed the perturbation \( \Delta \) on the plant \( G \) into \( P \), as such

\[
G(\Delta) = (N_r - U_r P(\Delta))(M_r - V_r P(\Delta))^{-1}.
\]

[11] then suggests following result.

**Corollary 2.** Consider a perturbed Youla parameterization as in Corollary [1] with the plant [7]. The system is internally stable if

\[
(I - QP(\Delta))^{-1} \in \mathcal{RH}_\infty.
\]

**Proof.** As shown in the proof of Corollary [1] the system is internally stable if and only if

\[
\begin{bmatrix}
I & P(\Delta) \\
Q & I
\end{bmatrix}^{-1} = \begin{bmatrix}
I & -P(\Delta) \\
-Q & I
\end{bmatrix} \begin{bmatrix}
(I - P(\Delta)Q)^{-1} & 0 \\
0 & (I - QP(\Delta))^{-1}
\end{bmatrix}
\]

is in \( \mathcal{RH}_\infty \). Since \( P(\Delta), Q \in \mathcal{RH}_\infty \) and

\[
(I - P(\Delta)Q)^{-1} = I + P(I - QP(\Delta))^{-1} Q,
\]

we know \((I - QP(\Delta))^{-1} \in \mathcal{RH}_\infty \) implies \((I - P(\Delta)Q)^{-1} \in \mathcal{RH}_\infty \), which concludes the proof.

---

3 To avoid the confusion with the stability matrix \( S \), we express the dual Youla parameter by \( P \) instead.
C. Robust Input-Output Parameterization (IOP)

For a system with realization as in Fig. 4 the internally stabilizing controllers can be parameterized by the input-output parameterization (IOP) as follows [19]:

\[
\begin{bmatrix}
I - G \\
Y & W \\
U & Z
\end{bmatrix} = \begin{bmatrix}
I & O \\
O & I \\
O & I
\end{bmatrix},
\]

\[
\begin{bmatrix}
Y & W \\
U & Z
\end{bmatrix} = \begin{bmatrix}
O & I \\
I & I
\end{bmatrix},
\]

\(Y, U, W, Z \in \mathcal{RH}_\infty\) (9)

[6, Theorem C.2] presents the following robust result of IOP.

Corollary 3. For the realization in Fig. 4 let \(\mathcal{K}_r\) be the set of robustly stabilizing controllers defined by

\[\mathcal{K}_r = \{K : K \text{ internally stabilizes } G(\Delta G), \forall \Delta G \in D_r \}\]

where \(G(\Delta G) = G + \Delta G\) and \(D_r = \{\Delta G : \|\Delta G\|_\infty < \epsilon\}\). Then \(\mathcal{K}_r\) is parameterized by \(\{\hat{Y}, \hat{W}, U, Z\}\) that satisfies (9) and

\[
\|\hat{U}\|_\infty \leq \epsilon^{-1},
\]

and the controller is given by \(\hat{K} = \hat{U} \hat{Y}^{-1}\).

Proof. Let

\[
\hat{S} = \begin{bmatrix}
\hat{Y} \\
\hat{U} \\
\hat{Z}
\end{bmatrix}, \quad \Delta = \begin{bmatrix}
O & \Delta G \\
O & I
\end{bmatrix}.
\]

Lemma 2 implies that the system is internally stable if and only if

\[S(\Delta) = \hat{S}(I - \Delta \hat{S})^{-1} \in \mathcal{RH}_\infty\]

for all \(\Delta \in D_r\). Since \(O \in D_r\), we need \(\hat{S} \in \mathcal{RH}_\infty\) (which leads to the first three conditions, see [14]) and

\[(I - \Delta \hat{S})^{-1} = \left[I - \Delta G \hat{U} \quad -\Delta G \hat{Z} \right]^{-1} \quad \begin{bmatrix}
O & \Delta G \\
O & I
\end{bmatrix} \\
I
\]

\[
= \left[(I - \Delta G \hat{U})^{-1} \quad \Delta G \hat{U}^{-1} \Delta G \hat{Z} \right] \in \mathcal{RH}_\infty.
\]

Since \(\Delta G\) has a bounded \(H_\infty\) norm, we know \(\Delta G \in \mathcal{RH}_\infty\). By the small gain theorem, \((I - \Delta G \hat{U})^{-1} \in \mathcal{RH}_\infty\) for all \(\Delta G \in D_r\) if and only if \(\|\hat{U}\|_\infty \leq \epsilon^{-1}\), which concludes the proof.

D. Robust System Level Synthesis (SLS)

System level synthesis (SLS) synthesizes internally stabilizing controllers using system level parameterization (SLP). Recent studies investigate robust controller synthesis problem with perturbed SLP under both state-feedback and output-feedback settings. We show below how to derive those results using Lemma 2.

State-Feedback: The following robust result from [7, Theorem 2] and [8, Theorem 4.3] examines the perturbed state-feedback SLP.

\[
\begin{bmatrix}
A + (1 - z)I \\
B \oplus I
\end{bmatrix} = \begin{bmatrix}
zI - A & -B \\
-\hat{K} & I
\end{bmatrix}
\]

Fig. 5. The realization of a state-feedback system with nominal controller \(K\). The internal signals are state \(x\) and control \(u\).

\[
\begin{bmatrix}
A + (1 - z)I \\
\delta
\end{bmatrix} = \begin{bmatrix}
zI - A & -B & O \\
O & I & -z \hat{\Phi}_u \\
-\hat{K} & I & z \hat{\Phi}_x
\end{bmatrix}
\]

Fig. 6. The robust state-feedback SLS realization using the SLP \(\{\Phi_x, \Phi_u\}\). The internal signals are state \(x\), control \(u\), and estimated disturbance \(\delta\).

Corollary 4. For the system with realization as in Fig. 5 let \(\Phi_x, \Phi_u, \Delta^{SLS}\) be a solution to

\[\begin{bmatrix}
zI - A & -B \\
\delta
\end{bmatrix} = \begin{bmatrix}
\Phi_x & S_{xu} \\
\Phi_u & S_{uu}
\end{bmatrix} \begin{bmatrix}
I + \Delta^{SLS} \\
O
\end{bmatrix}^{-1}, \quad \Phi_x, \Phi_u \in z^{-1} \mathcal{RH}_\infty.
\]

Then, the controller realization

\[
\hat{\delta}_x = x - \hat{x}, \quad \hat{u} = \hat{z} \hat{\Phi}_x \hat{\delta}_x, \quad \hat{x} = (\hat{\Phi}_x - I) \hat{\delta}_x
\]

internally stabilizes the system if and only if \((I + \Delta^{SLS})^{-1}\) is stable. Furthermore, the actual system responses achieved are given by

\[
\begin{bmatrix}
x \\
\hat{u}
\end{bmatrix} = \begin{bmatrix}
\hat{\Phi}_x \\
\hat{\Phi}_u
\end{bmatrix} \begin{bmatrix}
I + \Delta^{SLS} \\
O
\end{bmatrix}^{-1} \hat{d}_x.
\]

Proof. By definition, \((\Phi_x, \Phi_u, \Delta^{SLS})\) is also a solution to

\[\begin{bmatrix}
zI - A & -B & O \\
\delta
\end{bmatrix} = \begin{bmatrix}
\Phi_x & S_{xu} \\
\Phi_u & S_{uu}
\end{bmatrix} \begin{bmatrix}
I + \Delta^{SLS} \\
O
\end{bmatrix}^{-1}, \quad \Phi_x, \Phi_u \in z^{-1} \mathcal{RH}_\infty.
\]

Therefore, by Lemma 1 the stability matrix for the realization in Fig. 5 is

\[
\begin{bmatrix}
\hat{\Phi}_x & S_{xu} \\
\hat{\Phi}_u & S_{uu}
\end{bmatrix} \begin{bmatrix}
I + \Delta^{SLS} \\
O
\end{bmatrix}^{-1}
\]

which derives the system response. As shown in [14], the nominal controller \(K\) is internally stabilizing if and only if

\[
\hat{\Phi}_x(I + \Delta^{SLS})^{-1}, \hat{\Phi}_u(I + \Delta^{SLS})^{-1} \in z^{-1} \mathcal{RH}_\infty.
\]

In other words, since \(\hat{\Phi}_x, \hat{\Phi}_u \in z^{-1} \mathcal{RH}_\infty\), \(K\) is internally stabilizing if and only if \((I + \Delta^{SLS})^{-1} \in \mathcal{RH}_\infty\). The internal stability of the proposed controller can then be shown by transforming the realization in Fig. 5 to the one in Fig. 6 as done in [14].

\[\square\]
Corollary 4.4, which concern the controller resulting from the internally stabilizing controllers can be parameterized by the output-feedback SLP as follows [8], [20],

\[
\begin{bmatrix}
zI - A & -B \\
0 & I & -K
\end{bmatrix}
\begin{bmatrix}
\Phi_{xx} & \Phi_{xy} \\
\Phi_{ux} & \Phi_{uy}
\end{bmatrix}
= \begin{bmatrix} I & 0 \end{bmatrix}
\quad (10a)
\]

\[
\begin{bmatrix}
\Phi_{xx} & \Phi_{xy} \\
\Phi_{ux} & \Phi_{uy}
\end{bmatrix}
\begin{bmatrix}
zI - A \\
-C
\end{bmatrix}
= \begin{bmatrix} I & 0 \end{bmatrix}
\quad (10b)
\]

\[
\Phi_{xx}, \Phi_{xy}, \Phi_{ux}, \Phi_{uy} \in z^{-1}RH_{\infty}, \quad \Phi_{uy} \in RH_{\infty}
\]

The two corollaries below are from [9, Lemma 4.3, Corollary 4.4], which concern the controller resulting from perturbed [10].

**Corollary 5.** For the system $G$ with realization as in Fig. 7, with $D = O$, let $\{\hat{\Phi}_{xx}, \hat{\Phi}_{ux}, \hat{\Phi}_{xy}, \hat{\Phi}_{uy}\}$ satisfy [10a], [10c], and

\[
\begin{bmatrix}
\hat{\Phi}_{xx} & \hat{\Phi}_{xy} \\
\hat{\Phi}_{ux} & \hat{\Phi}_{uy}
\end{bmatrix}
\begin{bmatrix}
zI - A \\
-C
\end{bmatrix}
= \begin{bmatrix} I + \Delta_{SLS}^{1} & \Delta_{SLS}^{2} \end{bmatrix}
\quad (11)
\]

and let the system response be given by

\[
\begin{bmatrix}
\hat{\Phi}_{xx}(\Delta_{SLS}^{1}) & \hat{\Phi}_{xy}(\Delta_{SLS}^{1}) \\
\hat{\Phi}_{ux}(\Delta_{SLS}^{1}) & \hat{\Phi}_{uy}(\Delta_{SLS}^{1})
\end{bmatrix}
= \begin{bmatrix} (I + \Delta_{SLS}^{1})^{-1} & 0 \end{bmatrix}
\begin{bmatrix}
\hat{\Phi}_{xx} & \hat{\Phi}_{xy} \\
\hat{\Phi}_{ux} & \hat{\Phi}_{uy}
\end{bmatrix}
\quad (11)
\]

where by assumption $(I + \Delta_{SLS}^{1})^{-1}$ exists and is in $RH_{\infty}$. Then $\{\hat{\Phi}_{xx}(\Delta_{SLS}^{1}), \hat{\Phi}_{ux}(\Delta_{SLS}^{1}), \hat{\Phi}_{xy}(\Delta_{SLS}^{1}), \hat{\Phi}_{uy}(\Delta_{SLS}^{1})\}$ satisfies [10] for $G$. Furthermore, suppose $C$ is subject to an additive disturbance $\Delta C$, i.e.,

\[
C(\Delta C) = C + \Delta C
\]

and

\[
\Delta_{SLS}^{1} = \hat{\Phi}_{xy} \Delta C, \quad \Delta_{SLS}^{2} = -\hat{\Phi}_{xy} \Delta C
\]

We then have $\{\hat{\Phi}_{xx}, \hat{\Phi}_{ux}, \hat{\Phi}_{xy}, \hat{\Phi}_{uy}\}$ also satisfies [10] for the perturbed system.

**Corollary 6.** Suppose $\{\hat{\Phi}_{xx}, \hat{\Phi}_{ux}, \hat{\Phi}_{xy}, \hat{\Phi}_{uy}\}$ satisfies the conditions in Corollary 5. Then, the controller

\[
\hat{K} = \hat{\Phi}_{uy} - \hat{\Phi}_{ux} \hat{\Phi}_{xy}^{-1} \hat{\Phi}_{xy}
\]

stabilizes the system and achieves the closed-loop system response if and only if $(I + \Delta_{SLS}^{1})^{-1} \in RH_{\infty}$.

We now prove these two corollaries below by investigating $S(\Delta)$.

**Proof.** By definition, $\{\hat{\Phi}_{xx}, \hat{\Phi}_{ux}, \hat{\Phi}_{xy}, \hat{\Phi}_{uy}\}$ is also a solution to

\[
\begin{bmatrix}
\Phi_{xx} & \Phi_{xy} \\
\Phi_{ux} & \Phi_{uy}
\end{bmatrix}
\begin{bmatrix}
zI - A \\
-C
\end{bmatrix}
= \begin{bmatrix} I + \Delta_{SLS}^{1} & \Delta_{SLS}^{2} \end{bmatrix}
\quad (10)
\]

where $D = O$. Therefore, using the same transformation technique in [14], we can derive the nominal controller $\hat{K}$ in Corollary 5 from

\[
\begin{bmatrix}
\Phi_{xx} & \Phi_{xy} \\
\Phi_{ux} & \Phi_{uy}
\end{bmatrix}
\begin{bmatrix}
zI - A \\
-C
\end{bmatrix}
= \begin{bmatrix} I + \Delta_{SLS}^{1} & \Delta_{SLS}^{2} \end{bmatrix}
\quad (11)
\]

Also, by Lemma 1 the stability matrix for the realization in Fig. 7 is

\[
\begin{bmatrix}
\Phi_{xx} & \Phi_{xy} \\
\Phi_{ux} & \Phi_{uy}
\end{bmatrix}
\begin{bmatrix}
zI - A \\
-C
\end{bmatrix}
= \begin{bmatrix} I + \Delta_{SLS}^{1} & \Delta_{SLS}^{2} \end{bmatrix}
\quad (11)
\]

which derives the system response. Since

\[
\begin{bmatrix}
zI - A \\
-C
\end{bmatrix}
= \begin{bmatrix} I + \Delta_{SLS}^{1} & \Delta_{SLS}^{2} \end{bmatrix}
\quad (11)
\]

we have $(zI - A) \Delta_{SLS}^{1} = B \Delta_{SLS}^{2}$. Therefore,

\[
\begin{bmatrix}
zI - A \\
-C
\end{bmatrix}
= \begin{bmatrix} I + \Delta_{SLS}^{1} & \Delta_{SLS}^{2} \end{bmatrix}
\quad (11)
\]

Also, [11] and $z \Phi_{ux}, \Phi_{uy} \in RH_{\infty}$ imply

\[
\Phi_{ux}(zI - A) - \Phi_{uy} \Delta C = \Delta_{SLS}^{2},
\]

and hence $\Delta_{SLS}^{2} \in RH_{\infty}$. Along with $(I + \Delta_{SLS}^{1})^{-1} \in RH_{\infty}$, we know that $\{\Phi_{xx}(\Delta_{SLS}^{1}), \Phi_{ux}(\Delta_{SLS}^{1}), \Phi_{xy}(\Delta_{SLS}^{1}), \Phi_{uy}(\Delta_{SLS}^{1})\}$ satisfies [10] through the same proof in [14].
When $C$ is perturbed, we have $R(\Delta) = \hat{R} + \Delta$ where
\[
\Delta = \begin{bmatrix} O & O & O \\ O & O & O \\ \Delta_C & O & O \end{bmatrix}
\]
and the result follows from Lemma 2.

Since we have shown $S(\Delta) \in RH_\infty$ if and only if $(I + \Delta S_{\text{SSL}})^{-1}$ above, the nominal controller $\hat{K}$ stabilizes the system under the same condition, and Corollary 6 follows.

V. ROBUST OUTPUT-FEEDBACK SLS AND IOP

Lemma 1 and Lemma 2 allow us to easily derive robust results by extending the nominal results. As examples, we derive the following robust results for output-feedback SLS that generalize Corollary 5 and a condition for robust IOP.

**Corollary 7.** For output-feedback systems as in Fig. 7 with arbitrary $D$, let $\{\hat{\Phi}_{xx}, \hat{\Phi}_{ux}, \hat{\Phi}_{xy}, \hat{\Phi}_{uy}\}$ satisfy (10). Consider an additive perturbation $\Delta$ on the plant such that
\[
\begin{align*}
A(\Delta) &= A + \Delta A, \\
B(\Delta) &= B + \Delta B, \\
C(\Delta) &= C + \Delta C, \\
D(\Delta) &= D + \Delta D,
\end{align*}
\]
where $\Delta A, \Delta B, \Delta C, \Delta D \in RH_\infty$. Then the nominal controller
\[
\hat{K} = \hat{K}_0 \left( I + DK_0 \right)^{-1},
\]
where $K_0 = \hat{\Phi}_{uy} + \hat{\Phi}_{ux}^{-1} \hat{\Phi}_{xy}$, internally stabilizes the perturbed system if and only if $\Psi \in RH_\infty$ where
\[
\Psi = \left( I - \begin{bmatrix} \Delta A & \Delta B \\
\Delta C & \Delta D \end{bmatrix} \begin{bmatrix} \hat{\Phi}_{xx} & \hat{\Phi}_{xy} \\
\hat{\Phi}_{ux} & \hat{\Phi}_{uy} \end{bmatrix} \right)^{-1}.
\]

*Proof.* Since $\{\hat{\Phi}_{xx}, \hat{\Phi}_{ux}, \hat{\Phi}_{xy}, \hat{\Phi}_{uy}\}$ satisfies (10), we have the nominal stability $\hat{S} \in RH_\infty$ and the nominal controller $\hat{K}$ is given by [14, Corollary 5].

Given the realization in Fig. 7 the perturbation $\Delta$ can be expressed as
\[
\Delta = \begin{bmatrix} \Delta A & \Delta B & O \\ O & O & O \\ \Delta_C & \Delta_D & O \end{bmatrix}.
\]

Since $\hat{S} \in RH_\infty$, Lemma 2 requires $(I - \Delta \hat{S})^{-1} \in RH_\infty$, or the inverse of
\[
\begin{bmatrix} \Delta A & \Delta B & O \\ O & O & O \\ \Delta_C & \Delta_D & O \end{bmatrix} = \begin{bmatrix} \hat{\Phi}_{xx} & \hat{S}_{xx} & \hat{\Phi}_{xy} \\ \hat{\Phi}_{ux} & \hat{S}_{ux} & \hat{\Phi}_{uy} \\ \hat{S}_{yx} & \hat{S}_{yy} & \hat{S}_{xy} \end{bmatrix}
\]
should be in $RH_\infty$. Computing the inverse of (12) is equivalent to computing
\[
\begin{bmatrix} \Psi & \Delta A & \Delta B \\
\Delta_C & \Delta_D & \hat{S}_{xx} & \hat{S}_{ux} \\
O & I \end{bmatrix}.
\]

We know $\Delta A, \Delta B, \Delta C, \Delta D, \hat{S}_{xx}, \hat{S}_{ux} \in RH_\infty$. Therefore, $\hat{K}$ still internally stabilizes the perturbed plant if and only if $\Psi \in RH_\infty$, which concludes the proof.

We can extend Corollary 7 to provide an SLS version of Corollary 3.

**Corollary 8.** For output-feedback systems $G(\Delta)$ as in Fig. 7 perturbed by structured $\Delta$ as in Corollary 7 let $K_e$ be the set of robustly stabilizing controllers defined by
\[
K_e = \{ K : K \text{ internally stabilizes } G(\Delta), \forall \Delta \in D_c \}
\]
where
\[
D_c = \{ \Delta \text{ structured as in Corollary 7: } \| \Delta \|_\infty < \epsilon \}.
\]

Then $K_e$ is parameterized by $\{ \hat{\Phi}_{xx}, \hat{\Phi}_{ux}, \hat{\Phi}_{xy}, \hat{\Phi}_{uy} \}$ that satisfies (10) and
\[
\begin{bmatrix} \| \hat{\Phi}_{xx} & \hat{\Phi}_{xy} \|_\infty \\
\| \hat{\Phi}_{ux} & \hat{\Phi}_{uy} \|_\infty \end{bmatrix} \leq \epsilon^{-1},
\]
which concludes the proof.

Similar to Corollary 4, 6, and 7, we can derive the following condition for the nominal IOP controller that still stabilizes a perturbed plant using Lemma 2. The proof is mostly the same as the proof of Corollary 7 and omitted.

**Corollary 9.** For the realization in Fig. 4 let $\{ \hat{Y}, \hat{W}, \hat{U}, \hat{Z} \}$ satisfy (9). Consider an additive perturbation $\Delta G \in RH_\infty$ on the plant such that $G(\Delta G) = G + \Delta G$. Then the nominal controller
\[
\hat{K} = \hat{U} \hat{Y}^{-1}
\]
internally stabilizes the perturbed system if and only if
\[
(I - \Delta G \hat{U})^{-1} \in RH_\infty.
\]

VI. DISCUSSION

Although the conditions derived from Lemma 1 and Lemma 2 in this work can unify a large portion of robust controller synthesis results in the literature, there are still results beyond its scope. In particular, the conditions rely on some other procedure to ensure the perturbed stability matrix is still in $RH_\infty$ for the whole uncertainty set $\Delta$, or condition (3). Different $\Delta$ may invoke different theorems. For example, while the small gain theorem works for ball-like uncertainty set, there is a line of research on bounded perturbation of transfer function coefficients, which builds upon the Kharitonov’s Theorem [21]. Kharitonov’s Theorem suggests that robust stability over the whole uncertainty set $\Delta$ can be achieved by the stability of 4 elements within $\Delta$. It is leveraged by [22]-[24] to synthesize robust controllers and further generalized by [25], [26] for larger classes of coefficient-perturbed transfer functions.

In contrast to the realization-centric perspective adopted in this work, there are also alternative approaches for system
analysis using the integral quadratic constraints [27] or interval analysis [28]. Those methods also derive robust results, while we argue that the realization-centric perspective is more straightforward and the proofs are much simpler.

There is still a plenty of robust results that could be derived or generalized from Lemma 1 and Lemma 2 but not included here, such as [29, Proposition 1], [1, Lemma 2], [30, Theorem III.5]. We encourage the reader to explore those diverse results and unify them under this paper’s approach.

VII. Conclusion

We derived sufficient and necessary robust stability conditions from the realization-stability lemma and established the general robust controller synthesis problem. Several existing robust results can be derived from the conditions, including $\mu$-synthesis, robust primal-dual Youla parameterization, robust IOP, and robust SLS. Further, we demonstrate how to easily obtain new robust results for output-feedback SLS and IOP from the conditions. Along with some discussions about this work’s scope and how it complements/facilitates other existing work on robust controller synthesis, we present a unified approach to analyze and synthesize robust systems.
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