Real Time Flow Forecasting in a Mountain River Catchment Using Conceptual Models with Simple Error Correction Scheme
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Abstract: Methods in operational hydrology for real-time flash-flood forecasting need to be simple enough to match requirements of real-time system management. For this reason, hydrologic routing methods are widely used in river engineering. Among them, the popular Muskingum method is the most extended one, due to its simplicity and parsimonious formulation involving only two parameters. In the present application, two simple conceptual models with an error correction scheme were used. They were applied in practice to a mountain catchment located in the central Pyrenees (North of Spain), where occasional flash flooding events take place. Several relevant historical flood events have been selected for calibration and validation purposes. The models were designed to produce real-time predictions at the downstream gauge station, with variable lead times during a flood event. They generated accurate estimates of forecasted discharges at the downstream end of the river reach. For the validation data set and 2 h lead time, the estimated Nash-Sutcliffe coefficient was 0.970 for both models tested. The quality of the results, together with the simplicity of the formulations proposed, suggests an interesting potential for the practical use of these schemes for operational hydrology purposes.
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1. Introduction

Real-time forecasting techniques can be useful to minimize the destructive effects of flood events, optimize the management of water resources systems where dam safety is relevant, and effectively support real-time decision-making process during the flood event. Complex hydraulic and hydrological models involving a large number of parameters and data requirements are not so appealing for operational purposes [1], while simpler models can produce important practical benefits for real-time forecasting applications, especially if they are implemented with an adaptive scheme to update their parameters in real-time.

In the case of a river reach of sufficient length with available real-time information of flow discharges at both upstream and downstream ends, conceptual routing scheme procedures provide an attractive framework to achieve reliable real-time estimates of downstream flows. In such a case, there is a limited forecasting horizon conditioned by the flood wave movement through the river reach [2].

Among them, the Muskingum method [3] is probably the most popular one. It has been widely used in engineering hydrology practice for flood routing in channels and rivers, as it involves only
two parameters. Its name comes from its first practical application to the Muskingum River, a tributary of the Ohio River (USA). This method has been intensively investigated [4–21]. During recent decades, there has been intense debate concerning the nature and range of acceptable values of both Muskingum parameters and about their conceptual and/or physical interpretations. An interesting discussion on this topic can be found in References [22,23]. Numerous contributions are found in the literature, proposing improvements of either the basic original Muskingum formulation or the methods to estimate its parameters. Probably the most worldwide extended formulation is due to Reference [7], who proposed expressions for both parameters in terms of physical characteristics of the channel reach, based on the kinematic wave approximation to the Saint Venant equations. This approach gave rise to the popular Muskingum–Cunge method.

In its original formulation, the Muskingum method is linear, being formulated without accounting for lateral inflows in the reach. Different variants of the method were proposed by several authors, expanding its range of applications [13,16,23–37].

Nevertheless, it should be pointed out that all different forms of the Muskingum scheme are essentially simple in nature, although parameter estimation for each particular case study remains challenging in most cases. This fact explains the many algorithms and numerical techniques that have been explored in the literature in search of optimized Muskingum parameters estimation, for both linear and non-linear versions of the model. Apart from the classical parameter estimation procedures, many other techniques are reported, including the Broyden–Fletcher–Goldfarb–Shanno technique [38], fuzzy inference system rules [39], Nelder–Mead simplex algorithm [40], hybrid harmony search algorithm [41], artificial neural networks [42,43], honey bee mating optimization [44], genetic algorithms [45,46], improved gravitational search algorithm [37], particle swarm algorithm [37,47,48], pigeon-inspired optimization algorithm [49].

In the present research, two simple conceptual models have been tested. Both of them involve two parameters, plus an error correction scheme to enhance flow forecasting reliability. The performance of the models is evaluated for forecasting lead times up to the flood wave propagation time along the reach, through selected validation flood events. Several performance index and error statistics are computed in order to evaluate the accurateness of real-time flow forecasts at the downstream end of the reach. The goal of the research was to prove that very parsimonious conceptual routing schemes with straight-forward parameter estimation can be efficient and robust for practical real-time forecasting purposes, if supplemented with an adequate error updating scheme. The results show the ability of the coupled models to generate accurate forecasts, strongly relying on the mentioned error updating scheme. The requirements of operational hydrology for real-time management are very strict, particularly when a very fast hydrological response occurs, i.e., flash floods events. The models presented herein provide a simple and useful practical modeling alternative for this engineering problem.

2. Case Study

2.1. Catchment Description

The case study considered herein is a typical mountain catchment located in the Pyrenees mountain range, located in the North of Spain. The main river is river Ésera, with a total length of 105 km, while the whole catchment has a drainage area of 1532 km² (Figure 1).

The higher part of the catchment has mountains with peaks over 3000 m, while in the lower part of the catchment topographic elevations are around 350 m over the sea level. Thus, the main Ésera river presents very steep slopes and high flow velocities during floods events.
In the central and lower Êsera river, two automatic gauge stations exist: Campo (upstream) and Graus (downstream), as shown in Figure 1. At the upstream Campo gauge station, there are five small hydraulic power plants, summing up a total of 177.9 MW. Figure 2 shows the geographical location of these small hydroelectric plants. The normal operation of the hydroelectric power plants yields fluctuations in river flow, which are obviously attenuated as water flows downstream.

The reach which was studied herein is the river length between Campo and Graus gauge stations. The approximate length of the reach is 36 km. The model forecasts were obtained for the Graus station.

2.2. Data Set

The data set employed in this research consists of a family of selected relevant flood events that took place in the Êsera river during the period 1999 to 2018. All of them are defined with a time resolution of 15 min and include flow gauge data from Campo and Graus stations. Four events named C1, C2, C3 and C4 are used for calibration purposes, while the other four (V1, V2, V3 and V4) are used for the validation of the real-time forecasting models (Table 1, Figure 3).
It should be noted that most relevant floods in the area result from runoffs are mainly generated in the upper part of the catchment, i.e., the upstream Campo gauge station. Topographical and local climate conditions, together with the very reduced Shumm elongation ratio \( R_e = 0.48 \), make the routing process along the river reach a dominant driver explaining the outflow values at the downstream end. Consequently, the downstream peak flows tend to be attenuated, as shown in Figure 3 and Table 1.
3. Real-Time Forecast Modeling

Two simple real-time forecasting models were developed herein. Both of them include two components: A basic conceptual term plus an added real-time error updating term. The latter term is common for both formulations, being applied exactly in the same way for model-1 and model-2. Thus, the difference between them strictly relies on the basic component. In the case of model-1, such component is the Muskingum classic formulation, while for model-2 an even simpler linear formulation is proposed, involving only inflow values at the upstream end of the modeled river reach.

Concerning basic Muskingum formulation, variable storage-time parameter $K$ is assumed, accounting for the non-linearity of the process. This parameter is expressed as a function of the inflow discharge at the upstream gauge station. For the model-2 basic component, the outflow measured values at the end of the river reach were not involved in the conceptual model operation. These downstream observations were exclusively used in the error updating scheme.

The two modeling schemes developed were applied for real-time flow forecasting in the catchment previously described in Section 2. They make use of real-time flow data with a time resolution of $\Delta t=15$ min, provided by flow gauges of an automatic hydrological information system managed by the Ebro River Water Authority. In particular, data from the two gauge stations were used: Campo (upstream) and Graus (36 km downstream). The formulation and parameter estimation of the models is described below.

3.1. Model 1. Basic Component

As mentioned before, the model employed herein is based on the popular Muskingum method [3], probably the most extended lumped hydrological flood routing technique. Its main advantage relies on its simplicity, making it particularly attractive for practical use.

The basic Muskingum routing method is based on the continuity equation for a given channel reach without lateral inflow, expressed as Equation (1):

$$\frac{dS}{dt} = I - Q$$  \hspace{1cm} (1)
where \( t \) is the time, \( S \) is the storage volume of water in the channel reach, \( I \) is the upstream flow and \( O \) is the outflow rate at the downstream end of the channel reach. In its original formulation [3], a linear relationship is assumed between \( S, I \) and \( O \), according to Equation (2):

\[
S = K[XI + (1 - X)Q]
\]

(2)

where \( K \) and \( X \) are parameters to be calibrated. \( K \) is a parameter associated with the average flood hydrograph propagation time along the reach, while \( X \) is a nondimensional weighting factor. According to Reference [7], the recommended values for \( X \) are in the range \( 0 \leq X \leq 0.5 \), in order to guarantee the numerical stability of the method and be physically meaningful. According to Reference [51], most streams present \( X \) values between 0.1 and 0.3. Following Reference [52], a commonly accepted value is 0.2 for many practical applications.

To solve Equations (1) and (2) numerically, they are discretized for a given time interval \((t; t + \Delta t)\), resulting in the following expressions (Equations (3) and (4)):

\[
O_{t+\Delta t} = C_0 I_t + C_1 I_t + C_2 O_t
\]

(3)

\[
C_0 = \frac{-2 KX + \Delta t}{2 K - 2 KX + \Delta t}; \quad C_1 = \frac{2 KX + \Delta t}{2 K - 2 KX + \Delta t}; \quad C_2 = \frac{2 K - 2 KX + \Delta t}{2 K - 2 KX + \Delta t}
\]

(4)

with \( \sum_{i=0}^{2} C_i = 1 \) being \( K \) expressed in the same time units as \( \Delta t \).

According to Reference [53], a recommended range for \( \Delta t \) and \( K \) is \( \frac{K}{3} \leq \Delta t \leq K \). Reference [10] established the condition \( K \leq \frac{\Delta t}{2X} \) implying that the numerator in Equation (4) for \( C_0 \) should be a non-negative value.

If Equation (4) is to be applied for real-time forecasting of downstream outflow \( O_{t+\Delta t} \), it needs to be adapted considering a given forecasting lead time. According to Reference [54], the minimum lead time is the routing time interval \( \Delta t \), which in turn, has a minimum recommended value of \( \Delta t = 2KX \), as stated before. The maximum recommended lead time, following Reference [23], will be approximately the flood hydrograph movement from the upstream river section to the downstream site of forecast interest. Using larger lead times beyond that limit would affect forecasting accuracy.

If the forecasting lead time is chosen exactly as \( \Delta t = 2KX \) [54–56], the coefficient \( C_0 \) in Equation (4) would result in a zero value, and Equation (3) can be then rewritten as follows (Equation (5)):

\[
O_{t+\Delta t} = C_1 \cdot I_t + C_2 \cdot O_t
\]

(5)

being \( C_1 + C_2 = 1 \).

Thus, the term \( I_{t+\Delta t} \) is eliminated from the right-hand side of Equation (3), allowing it to be used as a real-time forecasting model, as \( I \) and \( O \) are known values at time \( t \), and the forecasted discharge at the downstream end of the reach would be \( O_{t+\Delta t} \).

Following the lines of previous research, a variable \( K \) parameter has been used in this application [57]. In our case, \( K \) has been estimated as a function of the inflow values at the upstream station [53]. To do so, a number of peaks were previously identified in the hydrographs of the selected calibration flood events. The flood wave propagation time can be readily approximated from characteristic points on the recorded hydrographs at either end of a reach [58].

### 3.2. Model 2. Basic Component

This second proposed model is a simpler model than the Muskingum approach, as the outflow measured values at the end of the river reach were not involved in the basic conceptual model. They were only used in the error updating scheme. According to it, the flow forecasted value can be written in the simple form \( O = \sigma I \), standing for a lead time prediction of \( H \) min, being \( O \) the outflow rate \((m^3/s)\) at the downstream gauge station, and \( I \) the inflow rate \((m^3/s)\) at the upstream gauge station. \( \sigma \) is a non-dimensionless attenuation parameter, associated with the ratio between outflow and inflow discharge rates. Its value should be expected to be less than 1 during the rising limb of the flood hydrograph and over 1 during the hydrograph recession. Concerning \( H \) estimates will be taken as the time lag associated with flood hydrograph routing process along the river reach. Although
estimated values will be equivalent to those of Section 3.1, it is convenient to use a different notation, as the parameter itself plays a different role in this second formulation.

For a given time interval \( k \), the conceptual model will produce an initial forecast given by the Equation (6):

\[
O_{H|k} = \sigma_k \cdot I_k
\]  

where \( O_{H|k} \) is the predicted flow value at the downstream gauge station for time \((t + H)\). The value of \( \sigma \) will be either \( \sigma_1 \) or \( \sigma_2 \), depending on the real-time situation, i.e., rising or decreasing flows, Equation (7):

\[
\begin{align*}
\sigma_k &= \sigma_1 \quad \text{if } (I_k - I_{k-1}) > 0 \\
\sigma_k &= \sigma_2 \quad \text{if } (I_k - I_{k-1}) < 0
\end{align*}
\]  

\( I_k \) is the last observed flow value at Campo station, and \( I_{k-1} \) is the penultimate one. A vector of \( n \) predictions is also generated, for all intermediate intervals \((\Delta t = 15 \text{ min})\) between \( k \) and \((k + H)\), Equation (8).

\[
\begin{bmatrix}
O_{H|k} \\
O_{H-\Delta t|k-1} \\
O_{H-2\Delta t|k-2} \\
\vdots \\
O_{H-n\Delta t|k-n}
\end{bmatrix} = \begin{bmatrix}
\sigma_k \cdot I_k \\
\sigma_{k-1} \cdot I_{k-1} \\
\sigma_{k-2} \cdot I_{k-2} \\
\vdots \\
\sigma_{k-n} \cdot I_{k-n}
\end{bmatrix}
\]  

where \( O_{H-\Delta t|k-1} \) is the forecasted value generated in the previous time step \((k-1)\), \( O_{H-2\Delta t|k-2} \) is the one generated two-time steps before, etc.

This vector has \( n + 1 \) components, which were updated as the real-time forecasting procedure advanced. It should be noted that the length \( n + 1 \) of the vector in Equation (11) is variable, depending on the actual lead-time \( H \).

3.3. Error Updating Scheme

A straightforward error-correction scheme was implemented, adequately coupled with each of the previously described basic conceptual models.

The forecasting error \( \epsilon \) can be defined as the difference between the forecasted flow value \( O_{\text{PRED}} \) (no matter which of the two previous basic models was used), and the really observed flow value \( O_{\text{OBS}} \) at Graus downstream gauge station (Equation (9))

\[
\epsilon = O_{\text{PRED}} - O_{\text{OBS}}.
\]  

Obviously, a vector of errors is built for a given time, in each of the time steps of the real-time forecasting procedure Equation (13), in the same way as a basic model forecasts a vector of flow forecasts, i.e., Equation (8) for the case of the model-2 basic component.

\[
\begin{bmatrix}
\epsilon_{H|k} \\
\epsilon_{H-\Delta t|k} \\
\epsilon_{H-2\Delta t|k} \\
\vdots \\
\epsilon_{H-n\Delta t|k}
\end{bmatrix}
\]  

The basic conceptual model forecasts values, either Muskingum or the model-2 basic component, were corrected using the previous immediate time step computed error, as indicated in Equation (11):

\[
\begin{bmatrix}
O_{\text{corr}|H|k} = O_{H|k} - \epsilon_{H|k-1} \\
O_{\text{corr}|H-\Delta t|k-1} = O_{H-\Delta t|k-1} - \epsilon_{H-\Delta t|k-2} \\
O_{\text{corr}|H-2\Delta t|k-2} = O_{H-2\Delta t|k-2} - \epsilon_{H-2\Delta t|k-3} \\
\vdots \\
O_{\text{corr}|H-n\Delta t|k-n} = O_{H-n\Delta t|k-n} - \epsilon_{H-n\Delta t|k-n-1}
\end{bmatrix}
\]  

These estimates changed dynamically as the real-time forecasting process evolved, with the error updating term treated as a time series of pure correction of the conceptual basic model’s...
predictions. An upper threshold for the error correction term absolute change from one to the next time step was adopted, preventing eventual amplifications of errors that eventually originated from a given large error after the basic deterministic model estimation.

3.4. Model Evaluation

Three performance indexes have been estimated in order to assess the forecasting ability of the model to reproduce the observed discharge values at the downstream gauge station. Higher values of these indexes correspond to better performance of the model. They are described below:

- Pearson’s correlation coefficient, Equation (12):

\[
r = \frac{\sum_i (O_{\text{pred}}(t_i) - \mu_{\text{pred}}) \sum_i (O_{\text{obs}}(t_i) - \mu_{\text{obs}})}{\sqrt{\sum_i (O_{\text{pred}}(t_i) - \mu_{\text{pred}})^2} \sqrt{\sum_i (O_{\text{obs}}(t_i) - \mu_{\text{obs}})^2}}
\]

where \(O_{\text{obs}}(t_i)\) is the outflow discharge at Campo station and \(O_{\text{pred}}(t_i)\) is the predicted discharge at Graus station. \(\mu_{\text{obs}}\) and \(\mu_{\text{pred}}\) refer to the respective average values of the series.

- The NS coefficient [59], Equation (13):

\[
NS = 1 - \frac{\sum_i [O_{\text{obs}}(t_i) - O_{\text{pred}}(t_i)]^2}{\sum [O_{\text{obs}}(t_i) - \mu_{\text{obs}}]^2}
\]

where \(O_{\text{obs}}(t_i)\) is the measured flow discharge at time \(t_i\) in the downstream gauge station. \(O_{\text{pred}}(t_i)\) is the predicted outflow value for that given time \(t_i\), and \(\mu_{\text{obs}}\) is the average value of the flow discharge at the downstream gauge station. Both summations were extended over all predictions provided by the model and compared to the corresponding observed values at the Graus station.

- The persistence coefficient [60,61], Equation (14):

\[
PC = 1 - \frac{\sum_i [O_{\text{obs}}(t_i) - O_{\text{pred}}(t_i)]^2}{\sum_i [O_{\text{obs}}(t_i) - \Delta t^* - O_{\text{obs}}(t_i)]^2}
\]

where \(O_{\text{obs}}(t_i)\) is the measured flow discharge at time \(t_i\), and \(\Delta t^*\) is the lead time.

PC compares the forecasting error of the model to the error associated with a naïve model based on the hypothetical persistence of the flow discharge. In other words, a model for which the forecast is assumed to coincide with the most recent observed value at the downstream end of the reach. Once again, a value of the index \(PC = 1\) would imply a perfect match of modeled discharge to the observed data, and values close to 1 indicate a good performance of the model. A value of \(PC = 0\) would indicate that our model goodness of forecast is comparable to that of the discharge persistence naïve model, which assumes a steady-state over the forecasting lead time.

The average ratio \(\eta = \frac{O_{\text{pred}}}{O_{\text{obs}}}\) has been also computed for both models and for each data set, where \(O_{\text{pred}}\) is the forecasted flow value, and \(O_{\text{obs}}\) is the observed one. Therefore, \(\eta < 1\) implies flow underestimation, while \(\eta > 1\) indicates overestimation.

Concerning error statistics, several descriptors have been included in Section 4. First, the empirical distribution of errors is described, for calibration and validation samples. The mean and standard deviation of each of the distributions were estimated. In order to quantify the prediction uncertainty, 5% and 95% percentiles were obtained for the empirical distributions of flow forecasting errors (m³/s). Finally, the goodness of flood peak forecasts was evaluated in terms of the average errors (absolute and relative) and maximum errors, computed only over the hydrograph peaks for both samples (calibration and validation).

4. Results and Discussion

This section presents the flow forecasting results derived from the application of the two models described above. The performance indexes presented in Section 3.4 have been obtained for calibration and validation data sets, corresponding to selected historical flood hydrographs in the river Ésera (Section 2). Model-1 and model-2 results are presented in Sections 4.1 and 4.2. A comparison of the results and discussion are presented in Section 4.3.
4.1. Results for Model-1.

Firstly, Muskingum parameters were estimated for the calibration data set, for optimal representation of outflow hydrographs in terms of the time delay between inflow and outflow peaks, and peak flow values. Concerning parameter $X$, values estimated were in all cases close to 0.2, which is also a commonly accepted value in the literature, as stated before [52]. Thus, such a reference value was adopted herein for the present case study, providing satisfactory results. The $K$ parameter, though, has been shown to depend strongly on discharge values (Figure 4).

For the case study analyzed herein, the estimated $K$ values are well represented by a potential trend, Equation (15):

$$K = a \cdot I^{-b}$$

where $a = 447.890$ and $b = 0.210$.

![Figure 4. Empirical estimation of $K$ as a function of inflow values at the Campo gauge station.](image)

Model-1 was then implemented in terms of this Muskingum conceptual approach plus the error correction term described in Section 3.3. The forecasting accuracy has been tested through the indexes and error statistics introduced in Section 3.4. They have been obtained for both calibration and validation data sets (Tables 2 and 3).

**Table 2.** Model-1 performance evaluation coefficients and forecasting error statistics (calibration data set).

| Lead Time (min) | Calibration Error Distribution | 5 % and 95% Percentiles |
|-----------------|--------------------------------|-------------------------|
|                 | $r$ NS PC $\eta$ Mean (m$^3$/s) Std. dev. (m$^3$/s) Err. (m$^3$/s) |
| 60              | 0.986 0.971 0.244 1.026 −0.038 5.077 −7.28 7.75 |
| 75              | 0.984 0.968 0.401 1.030 −0.029 5.268 −7.93 7.96 |
| 90              | 0.982 0.963 0.489 1.034 −0.015 5.331 −7.88 8.24 |
| 105             | 0.980 0.959 0.536 1.038 −0.037 5.342 −8.01 8.00 |
| 120             | 0.978 0.954 0.574 1.045 −0.060 5.360 −8.01 7.97 |

**Table 3.** Model-1 performance evaluation coefficients and forecasting error statistics (validation data set).

| Lead Time (min) | VALIDATION Error Distribution | 5 % and 95% Percentiles |
|-----------------|--------------------------------|-------------------------|
|                 | $r$ NS PC $\eta$ Mean (m$^3$/s) Std. dev. (m$^3$/s) Err. (m$^3$/s) |
| 60              | 0.987 0.974 0.205 0.996 −0.110 6.777 −10.29 9.29 |
| 75              | 0.987 0.974 0.387 0.997 −0.104 6.911 −10.40 9.45 |
| 90              | 0.986 0.973 0.491 0.998 −0.108 6.963 −10.46 9.41 |
| 105             | 0.986 0.972 0.557 0.999 −0.110 6.986 −10.58 9.37 |
| 120             | 0.985 0.970 0.601 1.001 −0.121 6.996 −10.59 9.37 |
Figure 5a presents plots of the flow forecasts vs the measured flows at the downstream end of the river reach, for the calibration data set. Figure 5b shows the empirical frequency distribution of errors.

The same graphs obtained for the validation data set are shown in Figures 6a and 6b.

![Figure 5](image1)

**Figure 5.** (a) Flow forecasts vs measured flows at the Graus station. (b) Empirical frequency distribution of the errors (calibration data set).

![Figure 6](image2)

**Figure 6.** (a) Flow forecasts vs measured flows at the Graus station. (b) Empirical frequency distribution of the errors (validation data set).

Figures 7 and 8 show the flow forecasting results for two given calibration and validation flood events, respectively.

![Figure 7](image3)

**Figure 7.** Comparison of flow forecasts and observed outflows at the Graus station (calibration event C-2).
The goodness of the flood peak forecasts was evaluated in terms of the average errors (absolute and relative) computed only over several hydrograph peaks identified in both data sets. Table 4 presents the results obtained.

Table 4. Error statistics estimated over a selected family of peak flows in both samples.

|                  | Average | Maximum |
|------------------|---------|---------|
|                  | Lead Time | h | Absolute Error | Relative Error | Min | Max | Absolute Error | Relative Error |
|                  | (min)     |   | m^3/s     | %            | h<sub>sub</sub> | h<sub>over</sub> | m^3/s | %          |
| Calibration      | 120       | 0.972 | -3.581   | -2.822       | 0.955         | 0.986       | -6.77 | -4.54      |
| Validation       | 120       | 1.059 | 9.712    | 5.945        | 0.997         | 1.193       | 31.38 | 19.33      |

4.2. Results for Model-2.

The estimation of both parameters \( \sigma_2 \) and \( H \) introduced in Section 3.2 was carried out from the sample of calibration hydrographs. To do so, empirical data were extracted from historical hydrographs rising limbs and recession limbs, in order to estimate the average attenuation and time lags. For the rising limbs, \( \sigma = \sigma_1 \) was shown to be stable. The average value estimated was \( \sigma_1 = 0.882 \), with a standard deviation of 0.002, for the sample of calibration flow peaks. On the contrary, for the recession limbs, the value of \( \sigma = \sigma_2 \) clearly shows a decaying trend with respect to the inflow discharge \( I \). Concerning the \( H \) values, and following previous explanation in Section 3.2, their estimates follow the empirical values in Figure (4). For clarity of formulation, we will refer now to Equation (16). Thus, for both parameters \( H \) and \( \sigma \) in model-2, the same formal functional relationship was assumed (Equations (16) and (17)):

\[
H = a_1 I^{-b_1} \tag{16}
\]

\[
\sigma_2 = a_2 I^{-b_2} \tag{17}
\]

Being \( a_i \) and \( b_i \) \((i=1,2)\) directly estimated from the calibration hydrograph data. For the case study considered herein, the estimated values that best represented the observed empirical relationships where \( a_1 = 447.890, b_1 = 0.210, a_2 = 2.597, b_2 = 0.236 \) (Figures 4 and 9).
Tables 5 and 6 show the model performance evaluation indexes and error statistics.

**Table 5.** Model-2 performance evaluation coefficients and forecasting error statistics (calibration data set).

| Lead Time (min) | Calibration r NS PC | Error Distribution η Mean(m³/s) Std. dev(m³/s) Err.(m³/s) |
|-----------------|---------------------|----------------------------------------------------------|
| 60              | 0.984 0.965 0.468   | -0.728 6.186 -10.80 5.99                               |
| 75              | 0.983 0.963 0.570   | -0.751 6.487 -11.45 6.90                               |
| 90              | 0.982 0.960 0.631   | -0.745 6.790 -11.44 7.09                               |
| 105             | 0.981 0.958 0.676   | -0.727 7.129 -11.56 7.36                               |
| 120             | 0.979 0.955 0.712   | -0.723 7.460 -12.07 7.66                               |

**Table 6.** Model-2 performance evaluation coefficients and forecasting error statistics (validation data set).

| Lead Time (min) | Validation r NS PC | Error Distribution η mean(m³/s) Std. dev(m³/s) Err.(m³/s) |
|-----------------|---------------------|----------------------------------------------------------|
| 60              | 0.988 0.977 0.318   | -0.560 8.486 -10.25 9.09                               |
| 75              | 0.988 0.975 0.465   | -0.549 8.695 -9.84 9.47                                |
| 90              | 0.987 0.974 0.545   | -0.567 8.869 -11.01 9.98                               |
| 105             | 0.986 0.972 0.601   | -0.546 8.997 -11.42 10.63                              |
| 120             | 0.985 0.970 0.648   | -0.483 9.096 -12.79 11.19                              |

Figure 10a presents plots of the flow forecasts vs measured flows at the downstream end of the river reach, for the calibration data set. Figure 10b shows the empirical frequency distribution of errors.

The same graphs obtained for the validation data set are shown in Figure 11.
Results concerning the flow peak forecasts are presented in Table 7 and Figures 12 and 13.

Table 7. Error statistics estimated over a selected family of peak flows in both samples.

| Lead Time (min) | Average | Maximum |          |          |          |          |          |          |
|-----------------|---------|---------|----------|----------|----------|----------|----------|----------|
|                 | $h$     | $h_{\text{abs}}$ | $h_{\text{over}}$ | Absolute Error m$^3$/s | Relative Error % | Absolute Error m$^3$/s | Relative Error % |
| Calibration     | 120     | 1.031   | 0.958    | 1.114    | 12.68    | 11.44    |          |          |
| Validation      | 120     | 1.059   | 0.997    | 1.193    | 31.38    | 19.33    |          |          |
4.3. Comparison of Results and Discussion.

The results obtained from the two models developed are discussed in this section. To do so, the computed outflow hydrograph at the Graus gauge station, at the downstream end of the river reach, was validated by comparison with the measured flow at such station. As presented in the previous section (Tables 3 and 6), this was done for several selected lead-times, ranging from one hour to two hours. Thus, only short time real-time forecasting intervals were considered, with an upper threshold (2 h) limited by the empirically observed time lag between respective flow peaks in the calibration data set. We will refer to the validation set statistics for the discussion about the models performance.

The validation results indicate a satisfactory performance of both models, with correlation coefficients of 0.985 and Nash-Sutcliffe efficiency coefficient of 0.970 when a 2 h flow forecasting lead time was considered. Figure 8 and Figure 13 show a comparison of observed vs computed values for the validation flood event V3.
For the recession limb of the hydrograph, both lines were not easily distinguishable, and thus, forecasted values showed a high level of accuracy. This was obviously not the most relevant part of the hydrograph, as operational hydrology potential benefits relied mainly on the ability of the models to accurately reproduce the rising limb, and anticipated the flood peak with maximum reliability. It was in this part of the hydrograph where some significant performance differences were found between both models tested. Model-1 reproduced better the rising limb, although none of them reproduced adequately the first observed peak (165 m³/s). The main peak of the flood event (250 m³/s), though, was correctly anticipated by both modeling schemes. With regards to the family of validation hydrographs, model-1 showed a better ability to predict more accurately the flow peaks, with flow forecasting errors under 4% (20% for model-2), for a 2 h lead-time. Model-2 tended to overestimate the hydrographs peaks (η = 1.059), that is, an average approximate overestimation of around 6%.

The general performance of model-1 was slightly better. The forecasting error standard deviation was approximately 7 m³/s, versus 9 m³/s for model-2. On the other hand, model-2 tended to overestimate outflows (average η values over 1, for all the lead-times considered in the case study), while η values remained very close to 1 for the model-1 flow real-time forecasts.

Another interesting behavior of the tested models concerns the variation of the performance indexes when the forecasting lead-time was increased. The results presented in Tables 2, 3, 5 and 6 clearly indicate that there was no significant deterioration of the accuracy when the lead time changed from 1 h to 2 h. This result is consistent with the fact that basic conceptual formulations represented by Equations (5) and (8), respectively, that were only applied for lead-times matching estimated flood wave propagation times along the river reach [62,63]. These have been shown to vary during the flood event but remained well over 1 h for the presented case study. Thus, intermediate forecasted values for smaller lead-times resulted basically from the real-time error-correction scheme implemented, described in Section 3.2. Concerning forecasting confidence intervals, Tables 2, 3, 5 and 6 show that for shorter lead-times there was less uncertainty, although the forecasting accuracy does not vary significantly as the lead-time was extended to two hours.

On the contrary, PC values clearly increased as the lead-time was extended, proving the relative merit of the models to enhance future flows knowledge, as compared to the flow persistence naïve hypothesis. In fact, PC coefficient estimates were over 0.6 for a 2 h lead time, falling down to smaller values (0.2) for a 1 h lead-time. For very short lead-times (under 30 min), the relative contribution of the developed models should be considered almost negligible when compared to the trivial flow persistence hypothesis.

It should be remarked that the conceptual component of model-1 was based on the classic Muskingum formulation, conveniently adapted to real-time requirements. As such, real-time measurements of both ends of the river were actually used in Equation (5). On the contrary, the model-2 basic component only involved upstream real-time measurements (Equation (8)). From this point of view, model-1 should be expected to present better performance than model-2, as it actually did. However, as discussed above, differences between them were not very significant. This fact proves the prevailing role of the error-correction scheme when short-term forecasts were generated, as it the case of the presented case study. This remark is also consistent with the fact that no explicit account of possible lateral inflows (or eventual losses along the river reach) has been introduced in the basic conceptual formulations, nor in Equation (5) or Equation (8).

While the quality of the forecasting results is comparable to previous research on short-term flow forecasting, two interesting aspects should be outlined concerning the results obtained herein. The first one is related to the fact that very short lead times yield efficient and accurate predictions but at the same time, the PC index deteriorated to the point where no actual improvement from a flow persistence naïve model was obtained. The second one is related to the evaluation of the relative merit and actual role played by the conceptual part of the models. While the model-2 basic component was not comparable on a theoretical basis to the well-established Muskingum scheme, the quality of the results was quite similar. This puts into the spotlight the practical relevance of the error updating scheme in the real-time operational context.
5. Conclusions

The research presented herein analyzed the behavior of simple real-time forecasting techniques implemented in a small mountain catchment located in the Pyrenees, North of Spain. The hydrological response, in this case, was particularly fast, due to the steep slopes and the resulting high average flow velocities during floods events, which can be considered typical flash-flood events.

Two gauge stations, Campo and Graus, are respectively located at the upstream and downstream end of the analyzed river reach. For high flow values, the flood hydrograph movement along the reach took approximately 2 h.

Several small hydraulic power plants (<100 MW power) are located upstream Campo gauge station, as previously explained in Section 2.1, introducing some fluctuations in the river flow due to turbine operations. There is no available information concerning detailed turbine operations in the power plants, but they are obviously reflected directly in the measured discharges at the Campo gauge station, which is located only 0.3 km downstream of the Campo power plant. The observed flow fluctuations in this gauge station were attenuated along the 36 km length reach, as water flows downstream. However, they can affect downstream infrastructure in different ways. The models tested herein can estimate the time required to reach the downstream end, and also the expected flow attenuation, in order to assess potential downstream affections. It is precisely this anticipation that can provide the basis for optimal decisions in real-time. On the other hand, the ability of the models to reproduce the routing process along the river reach makes them useful to assess required limitations concerning turbine operation to ensure downstream flow conditions within advisable fluctuations.

In these terms, the pursued objective in this research was the generation of reliable real-time flow forecasts at the Graus station, for lead times between 1 and 2 h. Highly parsimonious hydrological routines have been implemented, enhanced with a simple real-time error updating scheme. Their characteristics were suited to the requirements of typical tools for real-time short term flow forecasts. Thus, they were simple, robust and easily programmed, allowing a straightforward practical implementation in a given operational hydrology context.

The results obtained show that both tested models were adequate as they reproduced with good accuracy the peak flows observed in the downstream gauge station for lead times up to the flood wave propagation time. The first model, based on the Muskingum classical formulation, slightly over-performed the second one, which was derived from an even simpler formulation. Both methods proved to be computationally efficient and fully adapted to the requirements of operational hydrology for real time management.

The PC performance coefficient was estimated, in order to quantify the relative merits of the models to enhance knowledge of future flows, as compared to the flow persistence naïve hypothesis. The resultant PC coefficients were over 0.6 for the 2 h lead time. Summing up, Muskingum’s basic formulation with an added simple error updating scheme provided a useful practical response to the engineering problem outlined above. However, the importance of the latter term is outlined, as previously explained in Section 4.3.

This applied even if no particular assumption concerning lateral inflows along the river reach was made. In other words, the method can be applied with or without the significant presence of effective rainfall, as the real-time error correction algorithm implicitly accounted for the potential lateral inflows due to rainfall-runoff processes taking place in the catchment. Although these are not relevant in the particular case-study considered herein, further research will be conducted for other cases.
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