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IMPACT OF COVID-19 ON SME PORTFOLIOS IN MOROCCO: EVALUATION OF BANKING RISK COSTS AND THE EFFECTIVENESS OF STATE SUPPORT MEASURES

Abstract
This study proposed a method for constructing rating tools using logistic regression and linear discriminant analysis to determine the risk profile of SME portfolios. The objective, firstly, is to evaluate the impact of the crisis due to the Covid-19 by readjusting the profile of each company by using the expert opinion and, secondly, to evaluate the efficiency of the measures taken by the Moroccan state to support the companies during the period of the pandemic.

The analysis in this paper showed that the performance of the logistic regression and linear discriminant analysis models is almost equivalent based on the ROC curve. However, it was revealed that the logistic regression model minimizes the risk cost represented in this study by the expected loss. For the support measures adopted by the Moroccan government, the study showed that the failure rate (critical situation) of the firms benefiting from the support is largely lower than that of the non-beneficiaries.

Mohamed Habachi (Morocco), Salim El Haddad (Morocco)

INTRODUCTION
The Covid-19 gave rise to a cessation of activity in several economic sectors, which generated a wave of company failures, increasing the rate of default. The intervention of the public power to safeguard employment and guarantee the continuity of activities helped to minimize the risk and reduce the failure of companies.

In this context, rating models designed on the basis of data from a normal economic environment give biased results because the probability of default \( PD \) calculated by the model does not correspond to the reality imposed by the crisis. This imposes the readjustment of the risk profile of the portfolio by using different techniques such as the Bayesian approach or the expert’s opinion.

This paper proposes a Malus system that allows readjusting the risk profile of the portfolio by taking into account the \( PD \) conditioned by the intervention of the public power.

To determine the impact of the crisis and to evaluate the effectiveness of state intervention, this paper studied the downgrading of the rating of a portfolio composed of small and medium-sized enterprises of a bank in Morocco and the variation of the provision for expected loss \( EL \) provided for in the accounting standard IFRS 9.
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The calculation of $EL$, according to the $IRB$-foundation approach, is based on three components: $PD$, Loss Given Default ($LGD$) and Exposure At Default ($EAD$). Therefore, this paper presents the construction of two rating grids using logistic regression ($LR$) and linear discriminant analysis ($LDA$). This allows, firstly, to evaluate the impact of the modeling on the determination of the portfolio risk profile and consequently on the expected loss, and, secondly, to evaluate the effectiveness of the state intervention.

The paper consists of the literature review, the methodology, empirical results, discussion, and conclusion.

1. LITERATURE REVIEW AND HYPOTHESES

This paper defines the approach to the construction of rating tools and the determination of the empirical probability of default by class by two techniques which are the $LR$ and $LDA$.

The use of linear discriminant analysis for solvency modeling goes back to the 1960s with the research of Altman (1967). The use of this technique has later attracted the interest of several researchers such as Deakin (1972). It continues to be of interest to researchers such as Habachi et al. (2019) who combined the $LDA$ and expert opinion, and Svabova et al. (2020) who combined $LR$ and $LDA$ to determine models of failure prediction for SMEs.

As far as logistic regression is concerned, the first studies were started in the 1980s. However, this is still the most common technique for modeling the default. Indeed, several recent studies have addressed this area such as Madar (2014), Benbachir and Habachi (2018), and Zizi et al. (2020).

The explanation of the failure is made by variables specific to each company. They can be quantitative, qualitative, or macroeconomic variables. The qualitative variables have been studied by Courdec and Renault (2005), Grunert et al. (2005), Yildirak and Suer (2013), and Habachi et al. (2019). Figlewski et al. (2012) studied the impact of macroeconomic factors on firm default.

In addition, several researchers have compared modeling approaches to determine the best performing models such as Altman et al. (1994), who compared linear discriminant analysis and neural networks, Worth and Cronin (2003), who compared linear discriminant analysis and logistic regression in the health domain, and Pavlyshenko (2016), who studied learning machines and linear and the Bayesian logistic regression for failure prediction.

Credit rating has been studied by Figini and Giudici (2011), Moon et al. (2011), Ubarhande et al. (2021), Chai et al. (2019), and Chi et al. (2020). While the Covid-19 impact on business failure has been studied by Gourinchas et al. (2020).

The provisioning of $EL$ by banks represents a risk cost that impacts the relationship between banks and companies, particularly SMEs. This impact has been studied by Bushman (2016), Novotny-Farkas (2016), Vaněk and Hampel (2017), Benbachir and Habachi (2018), Cohen and Edwards (2017), and Engelmann et al. (2020).

Measuring the performance of models is a major concern for researchers. This study uses the ROC curve. Indeed, the ROC curve has been studied by several researchers to evaluate the performance of prediction models such as Bradley (1997) for the evaluation of machine learning algorithms, Satchel and Xia (2008), who applied the use of the curve in the evaluation of scoring, and Engelmann et al. (2003), who used the ROC curve to evaluate the discriminative power of scoring systems.

The objective of this study is to compare the linear discriminant analysis ($LDA$) and the logistic regression ($LR$), and then to evaluate the Covid-19 impact and the intervention of the state to support the companies. For this purpose, this study formulates the following hypotheses:

$H1$: The modelling techniques have an impact on the cost of risk (expected loss).

$H2$: The state support has a positive impact on beneficiary companies.
2. METHODOLOGY

Credit risk is defined as the probability that a borrower will not meet its obligations in accordance with the contractual terms. This probability is determined for a one-year horizon.

A counterparty is considered to be in default if these receivables are reclassified as distressed, particularly if there is the persistence of unpaid payments for a period exceeding 90 days, three unpaid installments, a significant decrease in sales, reclassification of the case as a contentious claim, chronic overage of authorizations, expired authorizations not renewed for a period exceeding 90 days, and account freeze (account with no activity for a period exceeding 180 days).

The Basel Committee defines two types of Internal Rating Based (IRB) approach, namely: the IRB-foundation, which requires the institutions to estimate only the PD, the other components which are (LGD), (EAD) and maturity (M) are given by the Basel II or by the central bank of each country, and the IRB-advanced approach, which requires the institutions to estimate all parameters (PD, LGD, EAD and M) by its own internal models.

Under IFRS 9, the expected loss is covered by provisions and must be accounted for. The same orientation has been adopted by the Basel Committee (Bank for International Settlements, 2015).

In the IRB-foundation, determination of the PD is the most important component. This section presents the methodology adopted to model the PD by LR approach and LDA approach and to construct the rating tools related to them, then the approach used to readjust the portfolio by the expert opinion and finally to determine the EL.

The variables \(X_j\), \(j = 1, \ldots, 12\) used in this study are defined as follows:

- \(X_1\): The number of years the company has been in business.
- \(X_2\): ROE is defined as the ratio of net income to equity.
- \(X_3\): The financial costs are defined as the ratio between the financial costs and \(X_1\).
- \(X_4\): The debt ratio is defined as the ratio of medium and long-term debt to equity.
- \(X_5\): The proportion of current assets financed by equity is defined as the ratio of the remaining equity after financing fixed assets divided by current assets.
- \(X_6\): The capital structure is defined as the ratio of equity to total liabilities.
- \(X_7\): The turnover of fixed assets and requirement working capital (current assets - current liabilities) is defined by the ratio between \(X_1\) and the sum of fixed assets and requirement working capital.
- \(X_8\): Macroeconomic information obtained from the central bank, i.e. the rate of failure in the sector of activity of the company.
- \(X_9\): Seniority of the main manager in the company and the sector (chairman or general director).
- \(X_{10}\): Legal form of the company.

2.1. Logistic regression

The correlation between a firm’s default and each variable \(X_i\) of that firm \(i\) is determined by the univariate analysis. Univariate and multivariate logistic regression models that link default \(Y\) and the variables \((X_{ij})\), \(i = 1, \ldots, 12\) are written as:

\[
y_i = \frac{e^{\beta_0 + \sum_{j=1}^{12} \beta_j X_{ij}}}{1 + e^{\beta_0 + \sum_{j=1}^{12} \beta_j X_{ij}}} \quad \text{et} \quad Y = \frac{e^{\beta_0 + \sum_{j=1}^{12} \beta_j X_{ij}}}{1 + e^{\beta_0 + \sum_{j=1}^{12} \beta_j X_{ij}}} \quad (1)
\]

The estimation of the parameters is made by the maximum likelihood method available by software such as SPSS and XL-STAT.
The validity of the model is verified by the Wald test. The null hypothesis $H_0$ is $H_0 : \beta_i = 0$ (for multivariate analysis is $H_0 : \beta_i = 0$). The statistic test is:

$$S_1 = \frac{\hat{\beta}_i^2}{\sigma^2_{\hat{\beta}}},$$

$$S_1 = \frac{\hat{\beta}_i^2}{\sigma^2_{\hat{\beta}}}, \text{ for multivariate analysis} \quad (2)$$

Under $H_0$, $S_1$ is a $\chi^2$. $H_0$ is rejected if $S_1 > \text{inv. } \chi^2(0.05)$.

The model adopted can predict the classification of companies. However, two situations must be distinguished:

1. The firms are classified by the model in their current class. Healthy firms are considered to be “true healthy” and firms in default are considered to be “true default”. $N$ is the number of good classified companies.

2. The firms that are not classified by the model in their current class. For healthy firms classified as defaults, they are considered “false default”, while those in default classified as healthy are considered “false healthy”.

The classification matrix $A$ is defined by:

$$A = \begin{bmatrix} \text{True healthy} & \text{false healthy} \\ \text{false default} & \text{true default} \end{bmatrix}.$$ $N$ is the number of correctly classified enterprises. It is the sum of the diagonal of the matrix $(A)$.

The ratio of classification capacity noted $(RCC)$ is:

$$\frac{N}{n} = \frac{\text{True healthy + true default}}{\text{True healthy + true default + false default + false healthy}}$$

The comparison of models is made based on the highest ROC curve. Habachi et al. (2019) gave the conditions of acceptability of the model. Indeed, a model with a ROC curve higher than 70% is acceptable.

The explanatory variables to be retained are determined by univariate analysis between the default and each variable. In fact, only the variables whose ROC curve is greater than 0.60 are retained.

The model is validated by the following tests, whose hypothesis formulation, statistical tests, and decision rules (the Wald test, the likelihood ratio test, and the Hosmer-Lemeshow test) are presented in Appendix A.

### 2.2. Linear discriminant analysis (LDA)

The firms must be classified by the discriminate function into two classes “healthy” and “default”. In 1936, Fisher (1936) proposed a score function that predicts the classification in the two classes. This function, also called score function, is defined as:

$$F(X) = KX^T + k_0 = k_0 + k_1X_1 + k_2X_2 + \ldots + k_{12}X_{12}. \quad (3)$$

With

- $K = (k_1, k_2, \ldots, k_{12})$ the vector of discrimination coefficients and $k_0$ a constant.
- $X = (X_1, X_2, \ldots, X_{12})$ the vector of discriminant variables.

Let $c$ be the separation point, a firm is considered healthy if $F(X) > c$.

Each class (default $Y = 0$ and healthy $Y = 1$) has a distinct discrimination function. The determination of discrimination functions is available in several software packages such as SPSS and XL-STAT.

The univariate analysis allows determining the discriminating variables. Indeed, a variable is discriminant if the means of the group is equal. The null hypothesis $H_0$ says that “equality of group means.”. The statistical test is defined by the Fisher’s Ratio. The decision rule is to reject $H_0$ if $p$-value is less than 5%.

The significance of the coefficients is verified by three tests, namely the Box’s M test (test of equal-
ty of variance-covariance matrices of groups), the Wilks’ Lambda test, and the Qpress test (model performance test).

The functions at group centroids allow calculating the mean of scores of each group:

- $m_1$ the number of enterprises in the class of enterprises in default ($Y = 0$);
- $m_2$ the number of enterprises in the class of healthy enterprises ($Y = 1$);
- $a$ the mean of the scores of the class of enterprises in default ($Y = 0$) by function discriminant for $Y = 1$;
- $b$ the mean of the scores of the class of healthy enterprises ($Y = 1$) by function discriminant for $Y = 1$.

The optimal separation point ($OPS$) is defined by:

$$OPS = \frac{m_1a + m_2b}{m_1 + m_2}.$$ 

If $m_1 = m_2$, then $OPS = \frac{a + b}{2}$.

2.3. The rating models

Based on the score function, this study defines two rating tools consisting of the following classes:

- **Class 1**: class of companies with an excellent financial position and very low default risk. The score is high and exceeds 86.
- **Class 2**: class of companies with a very good financial situation and very good quality characters. The score is high and exceeds 76.
- **Class 3**: class of companies with a good financial situation and good quality characters. The score is high and exceeds 65.
- **Class 4**: class of companies with a relatively good financial situation and good quality characters. The score is high and exceeds 55.
- **Class 5**: class of companies with a medium financial situation and relatively good quality characters. The score is high and exceeds 46.
- **Class 6**: class of companies with a medium financial situation and medium quality characters. The score is high and exceeds 40.
- **Class 7**: class of companies with a critical financial situation. The score is high and exceeds 30.
- **Class 8**: class of companies with a very critical financial situation. The score is lower than 30.

The rating score of the company ($i$) noted $RS_i$ is defined by:

$$RS_i = \frac{S_i}{Max(S)} \cdot 100,$$

where $S_i$ is the score assigned to the company ($i$) by the classification function.

For each class $C_i$, the $PD$ of the firms in that class noted ($PD_{C_i}$), is equal to the $PD$ of firm ($i$) knowing that firm ($i$) belongs to class $C$, i.e.

$$PD_{C_i} = P(Y_i = 0 | i \in \text{class } C).$$

The probability of default per class is defined as the ratio of the number of defaulting firms in the class to the total number of firms in that class.

2.4. Impact of Covid-19 adjustment of the portfolio risk profile

The impact of the Covid-19 crisis has far exceeded the recession generated by the 2008 financial crisis. Indeed, the consequences of this crisis are very important for the real and financial economy, whose first effects have affected the secondary and tertiary sectors and the financial markets.

In Morocco, the crisis is particularly penalizing the activities of very small and medium enterprises. According to a first survey carried out by the HCP\(^1\) in April 2020 among enterprises, the production units temporarily or permanently out of the business of VSE and SME represent respectively 72% and 26% of enterprises in each category.

---

\(^1\) High commissioner of planning, Kingdom of Morocco.
In this context, the Moroccan state has focused its policy on two pillars, namely solidarity and the dynamism of the banking sector. For the first pillar, the crisis plan is based on the establishment of the Covid-19 fund, which has made it possible to mobilize the necessary funds to finance containment, economic recovery, the vaccination campaign, etc. For the second pillar, the policy adopted is based on the establishment of a guarantee fund managed by the CGC with the objective of maintaining jobs and activity through the distribution of “Oxygen” credit, followed by an action aimed at the relaunching of the economy through the distribution of “Relaunch” credit. The banking action within this framework had an objective of approximately 80 million MAD destined to finance 140,000 eligible companies.

The use of statistical data for the construction of the rating tool is made on the basis of data concerning the 2019 financial year because the data concerning 2020 are impacted by the crisis. This situation leads to a gap between the rating assigned by the rating tool and the real profile of the rated companies.

To correct this gap, this study readjusted the rating model using expert opinion to define a malus system that takes into account the state support and the classification of companies into two classes: “healthy” and “critical” conditional on the state support. Therefore, in the function of the recourse to state support and the company’s situation, the rating of the company will be readjusted using the following malus:

- **Healthy situation without state support:** Maintaining the class.
- **Healthy situation with state support:** Degradation of a single class.
- **Critical situation without state support:** Degradation of two classes.
- **Critical situation with state support:** Degradation of three classes or default.

2.5. The cost of risk

This study evaluates the cost of risk by the expected loss (EL) defined by the multiplication of the three components of credit risk, namely $PD$, $EAD$, and $LGD$. This is the average loss associated with a credit at each date of its term.

Let $A$ be the amount authorized by the credit line, recorded off-balance sheet. Under the IRB—foundation approach, the $PD$ is determined by the internal rating model (this study uses two tools), the loss given default represents 45% of the exposure in case of default and the $EAD$ is defined in function of the amount accounted for in the balance sheet ($M_o$), the authorization of the credit line ($A$) and the credit conversion factor ($CCF$):

\[
\begin{align*}
EAD &= M_o + FCC \cdot M_1 \\
M_1 &= A - M_o
\end{align*}
\]

With $M_1$: Current value in the balance in the balance sheet. $FCC$: is equal to 75% (BCBS, 2006, IRB—foundation).

3. RESULTS

3.1. The database

The sample used is composed of 721 small and medium-sized enterprises in Morocco. Healthy enterprises represent 92.51% (667 enterprises) and failing enterprises represent 7.49% (54 enterprises).

3.2. Univariate analysis by logistic regression

The results of the Wald test and the discriminant power of each variable are presented in Table B1 (Appendix B). The univariate analysis shows that $X_1$, $X_3$, $X_6$, $X_7$ do not have significant discriminating power because the area under the ROC curve is below 0.55. However, this study uses the variables that increase the discriminating power of the model.

---

2 Central guarantee fund, Kingdom of Morocco.
Therefore, the discriminant power is calculated to the significant variables \( X_2, X_4, X_5, X_8, X_9, X_{10}, X_{11}, X_{12} \) representing an initial model \( M_1 \) adding progressively the variables not significant \( X_1, X_3, X_6, X_7 \).

The discriminant power of the model shows that \( X_7 \) is the only variable that does not participate in the evolution of the discriminant power of the model (Table B2, Appendix B). Therefore, the variable \( X_7 \) is eliminated.

The rest of this study concerning LR uses the variables \( V_j, 1 \leq j \leq 11 \) with:

\[
V = (V_1, V_2, V_3, ..., V_{11}) = (X_1, X_2, X_3, X_4, X_5, X_6, X_8, X_9, X_{10}, X_{11}, X_{12}).
\]

### 3.3. Univariate analysis by linear discriminant analysis

The results of the equality means of group test are presented in Table B3 (Appendix B). The univariate analysis shows that \( X_1, X_3, X_6, X_7, X_9, X_{12} \) do not have significant discriminating power because the \( p \)-value is higher than 0.05. However, this study uses the variables that increase the discriminating power of the model.

![Figure 1. Discriminatory power RL(ROC)](http://dx.doi.org/10.21511/imfi.18(3).2021.23)
The results of the Hosmer-Lemeshow test show the p-value equal to 0.08. Consequently, the $H_0$ : “the model is correct” is accepted.

In terms of discriminatory power, the model is acceptable because the ROC curve is equal to 78.9%.

The estimation of the parameters allows determining the score function. Indeed, the $S_i(i)$ of each company $(i)$ is defined by:

$$S_i(i) = -5.597 - 0.002 \cdot V_{i,1} - 0.005 \cdot V_{i,2} + 0.007 \cdot V_{i,3} + 0.012 \cdot V_{i,4} + 0.008 \cdot V_{i,5} - 0.002 \cdot V_{i,6} + 0.002 \cdot V_{i,7} - 0.005 \cdot V_{i,8} + 0.007 \cdot V_{i,9} + 0.078 \cdot V_{i,10} + 0.023 \cdot V_{i,11}.$$

3.5. Linear discriminant analysis and the classification function

The discriminant analysis yields two score functions respectively for defaulting companies $(Y = 0)$ and healthy companies $(Y = 1)$. To develop the rating tool, this study uses the score function for healthy companies $(Y = 1)$ defined by:

$$F_1(T) = -106 + 0.03 \cdot T_1 + 0.1 \cdot T_2 + 0.03 \cdot T_3 - 0.03 \cdot T_4 - 0.02 \cdot T_5 + 0.06 \cdot T_6 + 0.04 \cdot T_7 + 0.06 \cdot T_8 + 0.73 \cdot T_9 + 1.88 \cdot T_{10}.$$

The results of Box’s M test, shows that $H_0$ can be rejected because the p-value is lower than 0.05 (Table B6, Appendix B).

Table B7 (Appendix B) shows that the Wilks’ Lambda test rejects $H_0$ because the p-value is lower than 0.05.

Table B8 (Appendix B) shows that $(RCC)$ is equal to 93.3% that is equivalent to a very satisfactory correct classification of companies.

The $Q_{prese}$ test rejected $H_0$ because the statistical test $Q_{prese}$ is equal to 541.78 and is superior to $3.84 (Inv. \chi^2 (0.05))$.

In terms of discriminatory power, the model is acceptable because the ROC curve is equal to 78.2%.

Table B9 (Appendix B) presents the mean of scores per class. The optimal separation point is:

$$OSP = \frac{54 \cdot (-1.618) + 667 \cdot 0.131}{721} \sim 0.$$

3.6. The rating grid

The distribution of the companies in the sample and $PD$ per class is presented in Table 1.
The portfolio adjustment is based on expert opinion. The experts associated with this study are the credit portfolio managers who manage the sample of companies used. Expert opinion determines which companies have benefited from state support and which have not by class and classifies them as healthy or critical companies which allow determining the downgrading of the companies in the different rating classes.

The classification of companies according to state support and their solvency is given in Table 2.

The number of companies benefiting from state support is equal to 565 which represents 84.7% of the portfolio. Among these companies, 503 are considered healthy, which represents 89% of the portfolio supported by the state. The latter covers several sectors such as trade which represents 50.09% (283) private educational institution which represents 11.15% (63), Buildings and public works which represents 9.56% (54) tourism 7.79% (44), services 11.50% (65) and others with 9.91% (56).

The rate of critical enterprises that benefited from state support is 12.32%, which is much lower than the rate of critical enterprises that did not benefit from state support, which is 75.86%. This means that the state action has cushioned the rate of defance due to the Covid-19 crisis.

This assessment is confirmed for classes 6, 7, and 8 by the fact that the criticality rate for companies that have benefited from state support is 29.57% whereas it is 100% for companies that have not benefited from state support.

The downgrading of the companies in the different rating classes by each model is presented in Tables 3 and 4.

The portfolio adjustment resulted in 32 companies being classified as default.

Table 2. Classification according to state support

| Class | LR Model |  | ADL Model |  |
|-------|-----------|---|-----------|---|
|       | number    | with state support | without state support | number    | with state support | without state support |
|       |           | Healthy | Critical | Healthy | Critical | Healthy | Critical | Healthy | Critical |
| 1     | 11        | 4      | 0       | 5       | 2       | 4       | 1       | 0       | 2       |
| 2     | 120       | 80     | 13      | 20      | 7       | 92      | 60      | 5       | 20      |
| 3     | 223       | 182    | 11      | 21      | 9       | 238     | 188     | 25      | 16      |
| 4     | 163       | 135    | 10      | 10      | 8       | 174     | 144     | 12      | 10      |
| 5     | 79        | 63     | 7       | 2       | 7       | 107     | 80      | 7       | 10      |
| 6     | 32        | 25     | 4       | 0       | 3       | 38      | 26      | 8       | 0       |
| 7     | 28        | 11     | 15      | 0       | 2       | 9       | 4       | 3       | 0       |
| 8     | 11        | 3      | 2       | 0       | 6       | 5       | 0       | 2       | 0       |
| Total | 667       | 503    | 62      | 58      | 44      | 667     | 503     | 62      | 58      |

Table 1. The PD per class of two models

| Class | LR Model |  | ADL Model |  |
|-------|-----------|---|-----------|---|
|       | PTF healthy | PTF in default | PD | PTF healthy | PTF in default | PD |
| 1     | 11        | 0       | 0.0%     | 4 | 0       | 0.00%     |
| 2     | 120       | 2       | 1.6%     | 92| 2       | 2.13%     |
| 3     | 223       | 13      | 3.0%     | 238| 7      | 2.86%     |
| 4     | 163       | 15      | 5.8%     | 174| 10      | 5.43%     |
| 5     | 79        | 12      | 8.1%     | 107| 7       | 6.14%     |
| 6     | 32        | 5       | 13.5%    | 38| 5       | 11.63%    |
| 7     | 28        | 3       | 22.2%    | 9 | 8       | 47.06%    |
| 8     | 11        | 4       | 57.7%    | 5 | 15      | 75.00%    |
| Total | 667       | 54      |          | 667| 54     |          |
The portfolio adjustment resulted in 22 companies being classified as default.

### 3.7. The cost of risk

The portfolio studied represents a total use of outstanding credit ($M_O$) equal to 4,685.40 million MAD for a funding commitment ($A = M_O + M_I$) equal to 5,157 million MAD. The distribution of outstanding amounts and commitments by rating class is presented in Table B10 (Appendix B).

Table 5 shows that it is necessary to make a provision for the debts of companies reclassified as defaults, i.e. 501.79 million MAD, as well as the expected loss.

The *EL* by class per LDA model is presented in Table 6.
Table 6. LDA model – the EL per class (million MAD)

| Class | Initial portfolio | Adjusted portfolio |
|-------|------------------|-------------------|
|       | \(M_0\) | \(M_1\) | EAD | EL | \(M_0\) | \(M_1\) | EAD | EL |
| 1     | 28.4  | 19.6  | 43.10 | 0.00 | 14.20 | 9.8  | 21.55 | 0.00 |
| 2     | 378.5 | 29.5  | 400.63 | 3.84 | 89.38 | 11.32 | 97.87 | 0.94 |
| 3     | 862.2 | 99.8  | 937.05 | 12.06 | 511.91 | 30.85 | 335.05 | 4.31 |
| 4     | 1588.35 | 119.65 | 1678.09 | 41.00 | 801.15 | 87.95 | 867.11 | 21.19 |
| 5     | 918.65 | 199.35 | 1068.16 | 29.51 | 3453.53 | 123.03 | 1545.80 | 42.71 |
| 6     | 299.8  | 9.2   | 306.70 | 16.05 | 850.44 | 165.03 | 974.21 | 50.99 |
| 7     | 356.5  | 4.5   | 359.88 | 76.21 | 400.52 | 33.18 | 425.41 | 90.09 |
| 8     | 253   | –10   | 245.50 | 82.86 | 91.66 | 14.01 | 102.17 | 34.48 |
| Total | 4685.40 | 471.6  | 5039.10 | 261.54 | 4012.78 | 475.17 | 4369.17 | 244.70 |

Table 6 shows that it is necessary to make a provision for the debts of companies reclassified as defaults, i.e. 672.62 million MAD, as well as the expected loss.

3.8. Comparison of two models

The discriminating power shows a small difference of 0.7% between the two models. Indeed, the ROC curve of the logistic regression and linear discriminant analysis models are respectively 78.9% and 78.2%.

As regards the EL, the logistic regression model generates a lower expected loss (215.87 million MAD) than that generated by the linear discriminant analysis model (261.54 million MAD). The variation is 21.32%.

After readjusting the risk profile of the portfolio, the provision increased as it covers the expected loss and the defaulted debts. Indeed, it reached 756.77 million MAD for the logistic regression model against 917.32 million MAD for the linear discriminant analysis, i.e. a variation of 21.22%.

The Covid-19 crisis has led to a catastrophic increase in provisions. Indeed, they are 250.56% and 250.73% respectively for the LR and the LDA models.

4. DISCUSSION

The use of expert opinion showed that the risk profile of the portfolio had deteriorated significantly due to the Covid-19 crisis. Tables 4 and 5 show that the readjustment of the portfolio resulted in the reclassification of high-risk businesses to default.

Table 3 shows that the use by banks of the financing possibilities guaranteed by the state for economic stimulation has made it possible to reduce the rate of company failures since the rate of companies in a critical situation that have benefited from state support is lower than that of companies that have not benefited from state support.

Before readjustment, the model based on logistic regression is relatively better than the one based on linear discriminant analysis with a small difference of about 0.7%. Despite this small difference, the two models generate a totally different expected loss since the model based on linear discriminant analysis generates a 21.32% higher expected loss.

After readjustment, the global provision increased by 250%. However, the model based on linear discriminant analysis generates an aggregate provision that is 21.22% higher than the logistic regression.

CONCLUSION

This study examines two hypotheses, namely the impact of modeling on the cost of risk under IFRS 9 and the effectiveness of the measures taken by the state for economic recovery. For both hypotheses, this study constructs two rating tools using two techniques, which are logistic regression and linear discriminant analysis.
The statistical models determined by logistic regression and linear discriminant analysis combine two types of variables which are the quantitative variables from the accounting documents and the qualitative variables concerning the customer. These models cannot capture the Covid-19 crisis impact. For this purpose, this study uses expert opinion to readjust the ratings and the probability of default assigned to each counterparty by the initial models. The approach used is simple but can be developed by further studies by refining the approach used or by using the Bayesian analysis.

This study shows empirically that modeling has a significant impact on the level of provisioning of the expected loss even if the performance of the models used is almost equivalent, which may generate an opportunity for arbitrage depending on the level of losses. On the other hand, it shows that the measures taken by the state prevented a mass failure of the companies studied.
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APPENDIX A

The Likelihood ratio test

The likelihood ratio test is presented as follows:

\[
\begin{align*}
H_0 &: \logit(P(Y = 1)) = \beta_0 \\
H_1 &: \logit(P(Y = 1)) = \beta_1 
\end{align*}
\]

The statistic of test is defined by:

\[
LR = -2 \left[ \sum_{i=1}^{n} \ln \left( \frac{1}{1 + e^{\beta_0}} + y_i \beta_0 \right) + \sum_{i=1}^{n} \ln \left( \frac{1}{1 + e^{\beta_1}} + y_i \beta_1 \right) \right] = -2 \left[ \frac{LL(M_1)}{LL(M_2)} \right].
\]

\(LR\) is \(\chi^2_n\). If \(LR > \text{inv.} \chi^2_n (0, 05)\), \(H_0\) is rejected.

Hosmer-Lemeshow test

The objective of this test is defined by Hosmer and Lemeshow (1980), and Hosmer et al. (2013). The null hypothesis \(H_0\) says that “the model is correct”. The test statistic, \((HL)\), is defined by:

\[
HL = \sum_{g=1}^{10} \left( \frac{O_g - E_g}{E_g} \right)^2.
\]

\(HL\) is \(\chi^2_g\). If \(LR > \text{inv.} \chi^2_g (0, 05)\), \(H_0\) is rejected.

The Box’s M test (test of equality of variance-covariance matrices of groups)

Let a sample of size \((n)\) be divided into two groups of size \(n_1\) and \(n_2\). The \(H_0\) says that “the groups’ covariance matrices are all equal”. Let \(S_i\) be the covariance of the variables in the group \((i)\). The statistical test is:

\[
M = \left( (n_1 + n_2) - 2 \right) \ln \left( \frac{\sum_{i=1}^{2} (n_i - 1) S_i}{(n - 2)} \right) - \sum_{i=1}^{2} (n_i - 2) \ln (|S_i|).
\]

\(M\) is \(\chi^2\) with \(DDL = l = \frac{\text{number of variable} \cdot (\text{number of variable} + 1)}{2}\).

\(H_0\) is rejected if \(M\) is superior to \(\text{inv.} \chi^2_l (0.05)\).

The Wilks’ Lambda test

Wilks’ Lambda is used to test the equality of group means. The null hypothesis \(H_0\) says that “equality of group means”.

http://dx.doi.org/10.21511/imfi.18(3).2021.23
For the binary case, \( \lambda \) is defined as

\[
\lambda = \frac{F_{p,n-p-1}}{\text{inv} \cdot F_{10,710} (0.05)}
\]

where \( p \) is the number of variables. \( H_0 \) is rejected if Wilks’ Lambda is superior to inv. \( F_{10,710} (0.05) \).

The \( Q_{\text{press}} \) test

The \( Q_{\text{press}} \) test presented in Habachi et al. (2019). \( H_0 \) says that “the equality of the number of individuals correctly classified by the discriminating function and by hazard”. The statistical test is:

\[
Q_{\text{press}} = \frac{\left(n - (2 \cdot N)\right)^2}{n}
\]

with: \( n \) is the sample size, \( N \) is the number of correctly classified enterprises.

\( Q_{\text{press}} \) is a \( \chi^2 \). \( H_0 \) \( Q_{\text{press}} > \text{inv} \cdot \chi^2 (0.05) \).

APPENDIX B

Table B1. Logistic regression of univariate analysis

| Variable | DDL | Khi² (Wald) | \( P = \text{Pr}(x > \text{Wald}) \) | AUC |
|----------|-----|-------------|---------------------------------|-----|
| \( X_1 \) | 1   | 0.014       | 0.904                           | 54.1% |
| \( X_2 \) | 1   | 5.950       | 0.015                           | 59.9% |
| \( X_3 \) | 1   | 0.000       | 0.988                           | 51.1% |
| \( X_4 \) | 1   | 11.458      | 0.001                           | 62.6% |
| \( X_5 \) | 1   | 7.660       | 0.006                           | 60.6% |
| \( X_6 \) | 1   | 0.477       | 0.490                           | 53%   |
| \( X_7 \) | 1   | 0.017       | 0.897                           | 53.4% |
| \( X_8 \) | 1   | 3.573       | 0.059                           | 59.2% |
| \( X_9 \) | 1   | 1.121       | 0.290                           | 56.5% |
| \( X_{10} \) | 1 | 5.189 | 0.023 | 59.8% |
| \( X_{11} \) | 1 | 66.832 | < 0.0001 | 73.8% |
| \( X_{12} \) | 1 | 2.682 | 0.101 | 56.6% |

Table B2. Discriminative power of models as a function of variables

| Model | \( M_1 \) | \( M_2 = M_1 + X_1 \) | \( M_3 = M_2 + X_2 \) | \( M_4 = M_3 + X_3 \) | \( M_5 = M_4 + X_4 \) |
|-------|-----------|----------------------|----------------------|----------------------|----------------------|
| AUC   | 78%       | 78.2%                | 78.8%                | 78.9%                | 78.8%                |

Table B3. Linear discriminant analysis of univariate analysis

| Variable | Lambda | \( F \) | DDL1 | DDL2 | \( p\)-value |
|----------|--------|---------|------|------|--------------|
| \( X_1 \) | 1.000  | 0.014   | 1    | 719  | 0.904        |
| \( X_2 \) | 0.991  | 6.208   | 1    | 719  | 0.013        |
| \( X_3 \) | 1.000  | 0.000   | 1    | 719  | 0.988        |
| \( X_4 \) | 0.984  | 11.930  | 1    | 719  | 0.001        |
| \( X_5 \) | 0.989  | 8.099   | 1    | 719  | 0.005        |
| \( X_6 \) | 0.999  | 0.477   | 1    | 719  | 0.490        |
| \( X_7 \) | 1.000  | 0.017   | 1    | 719  | 0.897        |
| \( X_8 \) | 0.995  | 3.616   | 1    | 719  | 0.050        |
| \( X_9 \) | 0.998  | 1.126   | 1    | 719  | 0.289        |
| \( X_{10} \) | 0.993 | 5.338   | 1    | 719  | 0.021        |
| \( X_{11} \) | 0.849 | 128.050 | 1    | 719  | < 0.0001     |
| \( X_{12} \) | 0.996 | 2.589   | 1    | 719  | 0.084        |
### Table B4. Discriminative power of models as a function of variables

| Model | $M_1$ $(M_1 + X_{12})$ | $M_2$ $(M_2 + X_9)$ | $M_3$ $(M_3 + X_6)$ | $M_4$ $(M_4 + X_7)$ | $M_5$ $(M_5 + X_1)$ | $M_6$ $(M_5 + X_3)$ | $M_7$ $(M_5 + X_1)$ |
|-------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| AUC   | 76.7%         | 77%           | 77.7%         | 77.8%         | 77.5%         | 77.6%         | 78.2%         |

### Table B5. Parameter estimation and Wald test

| Constant | $\beta$ | Standard deviation | $\chi^2$ (Wald) | $pv = P(x > \text{Wald})$ |
|----------|---------|--------------------|-----------------|--------------------------|
| $\beta_0$ | -5.597 | 1.604 | 12.183 | 0.000 |
| $X_1$ | $\beta_1$ | -0.002 | 0.011 | 0.033 | 0.855 |
| $X_2$ | $\beta_2$ | -0.005 | 0.005 | 1.003 | 0.317 |
| $X_3$ | $\beta_3$ | 0.007 | 0.005 | 1.851 | 0.174 |
| $X_4$ | $\beta_4$ | 0.012 | 0.006 | 3.697 | 0.054 |
| $X_5$ | $\beta_5$ | 0.008 | 0.005 | 3.078 | 0.079 |
| $X_6$ | $\beta_6$ | -0.002 | 0.005 | 0.202 | 0.653 |
| $X_7$ | $\beta_7$ | 0.002 | 0.007 | 0.126 | 0.722 |
| $X_8$ | $\beta_8$ | -0.005 | 0.006 | 0.744 | 0.388 |
| $X_9$ | $\beta_9$ | 0.007 | 0.004 | 2.295 | 0.130 |
| $X_{10}$ | $\beta_{10}$ | 0.078 | 0.011 | 54.254 | $< 0.0001$ |
| $X_{11}$ | $\beta_{11}$ | 0.023 | 0.017 | 1.760 | 0.185 |
| $X_{12}$ | – | – | – | – |

### Table B6. Box’s M test

| $-2 \log (M)$ | $X^2_{55}$ (Observed value) | $X^2_{55}$ (Critical value) | $p$-value | $\alpha$ |
|---------------|-----------------------------|-----------------------------|-----------|----------|
| 230.79        | 3.912                       | 1.33                        | $< 0.0001$ | 0.05     |

### Table B7. Wilks’ Lambda test

| Lambda | $F_{10, 710}$ (observed value) | $F_{10, 710}$ (critical value) | $p$-value | $\alpha$ |
|---------|--------------------------------|--------------------------------|-----------|----------|
| 0.825   | 15.088                         | 1.844                          | $< 0.0001$ | 0.05     |

### Table B8. The matrix of classification gap

| Current Class | Predicted class | Total |
|---------------|-----------------|-------|
|               | Default ($Y = 0$) | Healthy ($Y = 1$) |       |
| Default ($Y = 0$) | 22              | 32          | 54    |
| Healthy ($Y = 1$) | 16              | 651         | 667   |
| Default ($Y = 0$) (%) | 3.05%          | 4.44%       | 100%  |
| Healthy ($Y = 1$) (%) | 2.22%          | 90.29%      | 100%  |

### Table B9. The mean of scores per class

| Group | The mean of the scores by function discriminant for $Y = 1$ |
|-------|-----------------------------------------------------------|
| 0     | -1.618                                                     |
| 1     | 0.131                                                     |
Table B10. The distribution of $M_0$ and $(M_0 + M_1)$ per rating class (million MAD)

| Rating class | LR Model | LDA Model |
|--------------|----------|-----------|
|              | $M_0$    | $M_0 + M_1$ | $M_0$    | $M_0 + M_1$ |
| 1            | 37.05    | 50.6      | 28.4     | 48         |
| 2            | 379.51   | 407.75    | 378.5    | 408        |
| 3            | 864.92   | 968.1     | 862.2    | 962        |
| 4            | 1593.97  | 1708.51   | 1588.35  | 1708       |
| 5            | 906.15   | 1104.62   | 918.65   | 1118       |
| 6            | 303.61   | 312.51    | 299.8    | 309        |
| 7            | 357.49   | 362.02    | 356.5    | 361        |
| 8            | 242.7    | 242.89    | 253      | 243        |
| Total        | 4 685.40 | 5157      | 4 685.40 | 5157       |