ON DEFORMATIONS OF QUASI-MIURA TRANSFORMATIONS AND THE DUBROVIN-ZHANG BRACKET

A. BURYAK, H. POSTHUMA, AND S. SHADRIN

Abstract. In our recent paper we proved the polynomiality of a Poisson bracket for a class of infinite-dimensional Hamiltonian systems of PDE’s associated to semi-simple Frobenius structures. In the conformal (homogeneous) case, these systems are exactly the hierarchies of Dubrovin-Zhang, and the bracket is the first Poisson structure of their hierarchy.

Our approach was based on a very involved computation of a deformation formula for the bracket with respect to the Givental-Y.-P. Lee Lie algebra action. In this paper, we discuss the structure of that deformation formula. In particular, we reprove it using a deformation formula for weak quasi-Miura transformation that relates our hierarchy of PDE’s with its dispersionless limit.

Contents

1. Introduction 2
1.1. Organization of the paper 3
1.2. Acknowledgement 3
2. Basic concepts 3
2.1. The variational calculus 3
2.2. Cohomological field theories 5
2.3. The principal and full hierarchies 6
2.4. The Givental group 7
3. Deformation of quasi-Miura transformation 8
3.1. The r-deformation formula 8
3.2. Finite dependence on variables v and w 9
3.3. The s-deformation formula 11
4. The deformation formula 12
4.1. The r-deformation formula 13
4.2. Internal terms 14
4.3. External terms 15
4.4. Extra terms 18
4.5. Proof of Theorem 6 19
4.6. The s-deformation formula 20
References 21
1. Introduction

In [3], Dubrovin and Zhang proposed an axiomatic construction of a bi-Hamiltonian integrable hierarchy on the loop space of a conformal semi-simple Frobenius manifold. In [1], we have proposed a simple construction that associates an infinite Hamiltonian system of PDEs to an arbitrary cohomological field theory under some analytic assumptions on its partition function. In the conformal semi-simple case both constructions give the same system of PDEs, though it is clear that the second one is in some sense weaker since it requires more input and says nothing about integrability. Still it has a big advantage that it is applied in a much more general case.

One of the key concepts in both constructions is a weakened version of a Miura transformation, so-called quasi-Miura transformation (or even weak quasi-Miura transformation in non-homogeneous case), that is, a change of coordinates on the loop space. Namely, in order to obtain a Poisson bracket, we have to apply a change of coordinates to the fixed local operator $\partial_x$. The weak quasi-Miura transformation, of course, depends on the particular cohomological field theory that we started with.

The key property of that Poisson bracket, conjectured in [3] and proved in [1], is the fact that its expansion in a dispersion parameter $\hbar$ is polynomial in the derivatives of the dependent variables for all semi-simple Frobenius structures. It was proved using the known results for the $n$ copies of KdV hierarchy and an explicit formula for Givental-Lee infinitesimal deformations of the bracket. Let us recall that the Givental group acts transitively on the space of all semi-simple Frobenius structures in a fixed dimension $n$ and it allows to transfer the results established for a particular Frobenius structure to the whole orbit of its action.

The main trouble with the Poisson bracket in [1] is that we were able to work with it only using the property that it is the unique operator that takes a given set of Hamiltonians into the equations of the hierarchy, together with a detailed study of the Hamiltonians and equations. This very indirect approach gives a remarkably complicated formula for the Givental-Lee deformations of the bracket that, at the first glance, has no nice structure at all and is obtained through a sequence of really complicated calculations that just occasionally give a concise answer. Also this approach says nothing about the quasi-Miura transformations, and, therefore, gives no new tools to study the second bracket of Dubrovin and Zhang.

The purpose of this paper is to revisit the deformation formula for the bracket in [1]. That is, we obtain a nice deformation formula for the weak quasi-Miura transformation and use it to give an alternative,
more conceptual proof for the deformation formula of the bracket. Of course, the paper is therefore unavoidably very technical.

1.1. Organization of the paper. In Section 2 we recall all basic concepts that we need in this paper, that is, we introduce the necessary minimum of variational calculus, main properties of cohomological field theories, the construction of the Dubrovin-Zhang hierarchies, and Givental deformations of CohFTs. In Section 3 we compute the infinitesimal deformations of the quasi-Miura transformations with respect to the Lie algebra of the Givental group. In Section 4 we use the results of Section 3 in order to revisit the deformation formulas for the Poisson bracket of the Dubrovin-Zhang hierarchies that we first obtained in [1].

1.2. Acknowledgement. A. B. and S. S. were supported by a Vidi grant of the Netherlands Organization for Scientific Research. A. B. was also partially supported by the grants RFBR-10-01-00678, NSH-8462.2010.1, and the Moebius Contest Foundation for Young Scientists.

2. Basic concepts

In this section we briefly recall the setup of [1]. Throughout, we consider a vector space $V$ of dimension $s$ equipped with an inner product $\langle \ , \rangle$. We fix an orthonormal basis $\{e_\alpha\}, \alpha = 1, \ldots, s$, and write $1$ for the element $\sum_{\alpha=1}^{s} e_\alpha$.

2.1. The variational calculus. Let $B$ be some open ball in $V$. We consider the formal jet space $J^\infty(S^1, B)$ of maps from $S^1$ to $B$, and denote a typical element of it by $u = (u_\alpha, 0, u_\alpha, 1, u_\alpha, 2, \ldots)$, where $u_{\alpha,k} := \partial^k u_\alpha / \partial x^k, k \geq 1$. The Poisson bracket on this formal jet space is defined on the space of functionals of the form

\begin{equation}
F(u) = \oint f(x, u_\alpha, u_{\alpha,1}, \ldots) dx
\end{equation}

where $x \in S^1$ and

\begin{equation}
f(x, u_\alpha, u_{\alpha,1}, \ldots) = \sum_{k=0}^{\infty} \hbar^k f_k(x, u_\alpha, u_{\alpha,1}, \ldots)
\end{equation}

is a formal power series where in each degree $k$, the function $f_k$ depends smoothly on $x$ and a finite number $u_{\alpha,i}$. The nice case is when each $f_k$ is a polynomial in the variables $u_{\alpha,i}, i \geq 1$ of degree $2k$, where $\deg(u_{\alpha,i}) = i$.

The total derivative acting on such functionals is defined as

\begin{equation}
\partial_x f := \frac{\partial f}{\partial x} + \sum_{\alpha,k} \frac{\partial f}{\partial u_{\alpha,k}} u_{\alpha,k+1}.
\end{equation}
and \( \oint \partial_x f \, dx = 0 \). The variational derivative is given by

\[
\frac{\delta f}{\delta u_\alpha} := \sum_{s=0}^{\infty} (-1)^s \partial^s_x \frac{\partial f}{\partial u_{\alpha,s}}.
\]

The natural group of coordinate transformations acting on this formal loop space is given by transformations of the form

\[
\alpha \mapsto \tilde{\alpha} := \sum_{k=0}^{\infty} \hbar^k G_{\alpha,k}(u_{\alpha,1}, \ldots, u_{\alpha,nk}), \quad \det \left( \frac{\partial G_{\alpha,0}}{\partial u_{\beta}} \right) \neq 0.
\]

In case each \( G_{\alpha,k} \) is a polynomial of degree \( k \) in the variables \( u_{\alpha,i}, \ i \geq 1 \) (and therefore depends only on \( u_{\alpha}, u_{\alpha,1}, \ldots, u_{\alpha,2k} \), this is called a Miura transformation. When \( G_{\alpha,k} \) is merely a rational function of degree 2\( k \) (and therefore may depend on higher derivatives than \( u_{\alpha,2k} \)), it is called a quasi-Miura transformation. We shall refer to the general case, where each \( G_k \) is a function of a finite number of variables \( (u_{\alpha,1}, \ldots, u_{\alpha,nk}) \), as a weak quasi-Miura transformation.

The following Lemma is very useful in many of the calculations later on:

**Lemma 1.** For an arbitrary function \( U \) and for any \( \alpha = 1, \ldots, s \), we have:

\[
\partial_x \circ \sum_{s=0}^{\infty} \frac{\partial U}{\partial u_{\alpha,s}} \partial^s_x = \sum_{s=0}^{\infty} \frac{\partial (\partial_x U)}{\partial u_{\alpha,s}} \partial^s_x.
\]

**Proof.** A straightforward calculation (we use only that \( \partial_x \circ \partial/\partial u_{\alpha,s} = \partial/\partial u_{\alpha,s} \circ \partial_x - \partial/\partial u_{\alpha,s-1} \)):

\[
\partial_x \circ \sum_{s=0}^{\infty} \frac{\partial U}{\partial u_{\alpha,s}} \partial^s_x = \sum_{s=0}^{\infty} \partial_x \frac{\partial U}{\partial u_{\alpha,s}} \partial^s_x + \sum_{s=0}^{\infty} \frac{\partial U}{\partial u_{\alpha,s}} \partial^{s+1}_x
\]

\[
= \sum_{s=0}^{\infty} \frac{\partial (\partial_x U)}{\partial u_{\alpha,s}} \partial^s_x - \sum_{s=1}^{\infty} \frac{\partial U}{\partial u_{\alpha,s-1}} \partial^s_x + \sum_{s=0}^{\infty} \frac{\partial U}{\partial u_{\alpha,s}} \partial^{s+1}_x
\]

\[
= \sum_{s=0}^{\infty} \frac{\partial (\partial_x U)}{\partial u_{\alpha,s}} \partial^s_x.
\]

\( \square \)

For any weak quasi-miura transformation as in Equation (5), we introduce the differential operator

\[
L^\alpha_\beta = \sum_{s=0}^{\infty} \frac{\partial \tilde{u}_\alpha}{\partial u_{\beta,s}} \partial^s_x
\]

and its formal adjoint

\[
(L^*)^\alpha_\beta = \sum_{s=0}^{\infty} (-\partial_x)^s \circ \frac{\partial \tilde{u}_\alpha}{\partial u_{\beta,s}}
\]
Using the formal adjoint of the equality of Lemma 1, one easily shows that

\[ \sum_{\alpha} (L^*)^\beta_\alpha \odot \frac{\delta}{\delta u_\beta} = \frac{\delta}{\delta u_\alpha}. \]

2.2. Cohomological field theories. We refer to [7, 12, 13] for an introduction to cohomological field theories. Here we are only interested in the associated partition function which is a formal power series

\[ Z(t_0, t_1, \ldots) = \exp \left( \sum_{g=0}^{\infty} \hbar^{g-1} F_g(t_0, t_1, \ldots) \right), \]

where \( t_k = \{t_{1,k}, \ldots, t_{s,k}\}, \ k = 0, 1, 2, \ldots, \) are the components of a vector \( t = \sum_{\alpha,k} t_{a,k}e_\alpha z^k \) of \( V \otimes \mathbb{C}[\![z]\!]. \) We shall always assume that \( \hbar \log Z \) is analytic in the variables \( t_0 \) and a formal power series in \( \hbar \) and \( t_{\alpha,k}, k \geq 1. \)

The structure of a CohFT implies that \( Z \) satisfies the following two properties (see, e.g., [4, 8]):

- \( Z \) is tame in the sense that

\[ O_{\alpha,k} \left( \frac{\partial^2 F_0}{\partial t_{\beta,p} \partial t_{\gamma,q}} \right) = 0, \quad k > 0, \ \alpha = 1, \ldots, s, \]

\[ O_{\alpha,k}(F_g) = 0, \quad g \geq 1, \ k > 3g - 2, \ \alpha = 1, \ldots, s, \]

where the formal vector fields \( O_{\alpha,k} \) are recursively defined in terms of \( F_0 \) by

\[ O_{\alpha,0} := \frac{\partial}{\partial t_{\alpha,0}}, \]

\[ O_{\alpha,k} := \frac{\partial}{\partial t_{\alpha,k}} - \sum_{i=0}^{k-1} \sum_{\beta} \frac{\partial^2 F_0}{\partial t_{\alpha,i} \partial t_{\beta,0}} O_{\beta,k-i-1}. \]

Equations (12) are called the topological recursion relations.

- \( Z \) satisfies the string equation, that is, for each \( g \geq 0 \)

\[ \frac{\partial F_g}{\partial t_{1,0}} = \sum_{\nu,k} t_{\nu,k+1} \frac{\partial F_g}{\partial t_{\nu,k}} + \delta_{g,0} \sum_{\alpha} t_{\alpha,0}^2. \]

We do not impose any kind of homogeneity, in which case the cohomological field theory would be called conformal. This means that the underlying Frobenius manifold is not required to have an Euler vector field. The reason for this is that homogeneity is not well compatible with the action of the Givental group, cf. Section 2.4 below.
2.3. The principal and full hierarchies. Here we describe one of
the core constructions of [3, 1], the construction of two Hamiltonian
hierarchies of PDE’s associated to a CohFT. First, we introduce the
notation

\[
\Omega_{\alpha,p;\beta,q} := \sum_{g=0}^{\infty} \hbar^g \frac{\partial^2 F_g}{\partial t_{\alpha,p} \partial t_{\beta,q}},
\]

and write \(\Omega^{[0]}_{\alpha,p;\beta,q}\) for the constant term in \(\hbar\) in this formal power series.

We also introduce new coordinates

\[
w_{\alpha,k} := \partial^k \Omega_{\alpha,0;0}^{[0]}(w,0,\ldots),
\]

Again, this is a formal power series in \(\hbar\) and we write \(w_{\alpha,k} = v_{\alpha,k} + O(\hbar)\).

The \(v_{\alpha,k}\) are the coordinates of the principal hierarchy that we now
describe.

In genus zero \((g = 0)\), it follows from the topological recursion rela-
tion and the string equation that \(\Omega^{[0]}_{\alpha,p;\beta,q}(t_0, t_1, \ldots) = \Omega^{[0]}_{\alpha,0;\beta,q}(v, 0, \ldots)\)
depends only on \(v_{\alpha} = v_{\alpha,0}\). With this fact, the principal hierarchy is
defined as

\[
\frac{\partial v_{\alpha}}{\partial t_{\beta,q}} = \partial_x \left( \Omega^{[0]}_{\alpha,0;\beta,q}(v, 0, 0, \ldots) \right), \quad \beta = 1, \ldots, s, \ q \geq 0.
\]

It can be shown, cf. [1, Proposition 5], that this is a Hamiltonian system
of PDE’s with the Hamiltonians given by \(h_{\alpha,p}^{[0]} = \Omega^{[0]}_{\alpha,0;\alpha,p+1}\), and the
Poisson bracket

\[
\{ F, G \} := \oint \sum_{\alpha} \frac{\delta f}{\delta v_{\alpha}} \partial_x \frac{\delta g}{\delta v_{\alpha}} dx.
\]

For the full hierarchy, we have to use the coordinates \(w_{\alpha,k}\). It follows
from the higher genus topological recursion relations that the coordinate transformation

\[
v_{\alpha} \mapsto w_{\alpha} = v_{\alpha} + \sum_{g=1}^{\infty} \hbar^g \frac{\partial^2 F_g}{\partial t_{1,0} \partial t_{\alpha,0}},
\]

is a weak quasi-Miura transformation. That is, in each degree \(k\) of \(\hbar\),
the \(\Omega_{\alpha,p;\beta,q}\) depends only on a finite number of variables \(w = (w, w_1, \ldots, w_{3k})\).
With this, the hierarchy associated to a CohFT is defined as

\[
\frac{\partial w_{\alpha}}{\partial t_{\beta,q}} = \partial_x \left( \Omega_{\alpha,0;\beta,q}(w, w_1, w_2, \ldots) \right)
\]

This system of PDE’s comes with a tautological solution called the
topological solution and given by \(w_{\alpha}(x, t) := w_{\alpha}(t_0 + x, t_1, \ldots)\) where
we shift along \(t_{1,0}\) with \(x\), so that \(w_{\alpha,k} = \partial_x^k w_{\alpha}\), consistent with (16).
To discuss the Hamiltonian structure of this hierarchy, we use the coordinate change $v_\alpha \mapsto w_\alpha$, which we implement using the operator

\begin{equation}
L^\alpha_\beta := \sum_{s=0}^{\infty} \frac{\partial w_\alpha}{\partial v_\beta,s} \partial_s^s.
\end{equation}

With this operator, we define the Poisson bracket of the full hierarchy as

\begin{equation}
\{F, G\} := \oint \sum_{\alpha,\beta,\gamma} \frac{\delta f}{\delta w_\alpha} L^\gamma_\alpha \partial_x (L^*)^\beta_\gamma \frac{\delta g}{\delta w_\beta} dx.
\end{equation}

The Hamiltonians are defined by $h_{\alpha,p} := \Omega_{\alpha,p+1;1,0}$. Since $\partial/\partial t_{1,0} = \partial_x$, these are just the Hamiltonians of the principal hierarchy, deformed by an $\partial_x$-exact term. With this, and the equality (10), we compute:

\begin{equation}
\{H_{\alpha,p}, H_{\beta,q}\} = \oint \sum_{\gamma,\delta,\nu} \frac{\delta h_{\alpha,p}}{\delta w_\gamma} L^\gamma_\nu \partial_x (L^*)^\delta_\gamma \frac{\delta h_{\beta,q}}{\delta w_\delta} dx
\end{equation}

\begin{align*}
&= \oint \sum_{\gamma,\delta,\nu} (L^*)^\delta_\gamma \frac{\delta h_{\alpha,p}}{\delta w_\gamma} \partial_x (L^*)^\delta_\gamma \frac{\delta h_{\beta,q}}{\delta w_\delta} dx \\
&= \oint \sum_{\gamma} \frac{\delta h_{\alpha,p}}{\delta w_\gamma} \partial_x \frac{\delta h_{\beta,q}}{\delta w_\gamma} dx = 0,
\end{align*}

where in the last line we have used the fact that the $h^{[0]}_{\alpha,p}$ are the Hamiltonians of the principal hierarchy.

Useful expositions of these constructions are also available in [2, 11].

2.4. The Givental group. The action of the Givental group on cohomological field theories is best described in terms of its Lie algebra. This Lie algebra splits into two parts, the upper (resp., lower) triangular part $\mathfrak{g}_+$ (resp., $\mathfrak{g}_-$), defined as

\begin{equation}
\mathfrak{g}_\pm := \left\{ u(z) := \sum_{k>0} u_k z^{\pm k}, u_k \in \text{End}(V), u(-z)^t + u(z) = 0 \right\}.
\end{equation}

Explicit formulas for the action can conveniently be given by defining $q_{\alpha,p} := t_{\alpha,p} - \delta_{p,1}$, introducing $q_{\alpha,p}$ for $p < 0$, and redefining

\begin{equation}
\tilde{F}_0 := F_0 + \sum_{i \geq 0} (-1)^i q_{\mu,i} q_{\mu,-1-i}.
\end{equation}

With this alteration of $F_0$, the same formula leads to a new partition function $\tilde{Z}$ and $\tilde{F} = \hbar \log \tilde{Z}$.
The action of the upper triangular part on this partition function is given by associating to \( r_\ell z^\ell, \ell \geq 1 \), the formal differential operator

\[
\hat{r}_\ell := \sum_{\alpha, \beta} (r_\ell)_{\alpha, \beta} \left( \frac{h}{2} \sum_{i+j=\ell-1, -\infty < i, j < \infty} (-1)^{i+1} \frac{\partial^2}{\partial q_{\alpha,i} \partial q_{\beta,j}} + \sum_{i \geq 0} q_{\alpha,-1-i} \frac{\partial}{\partial q_{\beta,-1-i}} \right) + \frac{1}{2h} \sum_{i+j=\ell-1, i, j \geq 0} (-1)^{j+1} q_{\alpha,-1-i} q_{\beta,-1-j} \]

To see that this operator coincides with the one given in [9] is a small computation where one uses that the factor by which \( F_0 \) is shifted in (25) allows to turn the operator of multiplication by \( q_{\alpha,i}, i \geq 0 \), into the derivation \((-1)^i \partial/\partial q_{\alpha,-1-i}\).

The action of the lower triangular part is given by the formal vector field

\[
\hat{s}_\ell := \sum_{\alpha, \beta} (s_\ell)_{\alpha, \beta} \left( \frac{h}{2} \sum_{i+j=-\ell+1, -\infty < i, j < \infty} (-1)^{i+1} \frac{\partial^2}{\partial q_{\alpha,i} \partial q_{\beta,j}} + \sum_{i \geq 0} q_{\alpha,-1-i} \frac{\partial}{\partial q_{\beta,-1-i}} \right),
\]

associated to the element \( s_\ell z^{-\ell}, \ell \geq 1 \).

We rewrite the operators \( \hat{r}_\ell \) and \( \hat{s}_\ell \) in this, a bit unusual way, in order to shorten the computations below (cf. [1, Remarks 8 and 10]). In fact, all but the first summands in Equations (26) and (27) obviously do not contribute to the deformation formulas below; formally it can be derived, for instance, as a corollary of Lemma 3 in Section 3.

We refer to [5, 6, 9, 12] for different expositions and further details of the Givental theory.

3. Deformation of quasi-Miura transformation

3.1. The \( r \)-deformation formula. In this section, we prove a formula for the \( r \)-deformation of the weak quasi-Miura transformation given by the operator \( L^\alpha_s := \sum_{s=0}^{\infty} L^\alpha_{\beta,s} \partial x^s \), where \( L^\alpha_{\beta,s} = \partial w_\alpha / \partial v_{\beta,s} \).

By \( r[w], r[v], r[t] \), we denote the \( r \)-deformations in the corresponding coordinates. We use the same notation also for \( s \)-deformations.
Theorem 2. We have:

\[
 r[w]. \sum_{s=0}^{\infty} L_{\beta,s}^\alpha \partial_x^s = \sum_{n=0}^{\infty} \frac{\partial(r[t],w_{\alpha})}{\partial w_{\gamma,n}} \partial_x^n \circ \sum_{s=0}^{\infty} L_{\beta,s}^\gamma \partial_x^s \\
 - \sum_{s=0}^{\infty} L_{\gamma,s}^\alpha \partial_x^s \circ \sum_{n=0}^{\infty} \frac{\partial(r[t],v_{\gamma})}{\partial v_{\beta,n}} \partial_x^n \\
 - \sum_{m,s=0}^{\infty} r[t],w_{\delta,m} \frac{\partial L_{\beta,s}^\alpha}{\partial w_{\delta,m}} \partial_x^s 
\]

Proof. The proof is a straightforward computation. Indeed, the chain rule implies that

\[
 r[w].L_{\beta,s}^\alpha = r[v].L_{\beta,s}^\alpha - \sum_{\delta,m} r[t].w_{\delta,m} \frac{\partial L_{\beta,s}^\alpha}{\partial w_{\delta,m}}. 
\]

Using that \( r[v]. \) commutes with \( \partial/\partial v_{\beta,s} \) and the chain rule

\[
 r[v].w_{\delta,m} = r[t].w_{\delta,m} - \sum_{\nu,l} r[t].v_{\nu,l} \frac{\partial w_{\delta,m}}{\partial v_{\nu,l}}
\]

for any values of \((\delta, m)\), including \((\alpha, 0)\), we see that the right hand side of Equation (29) is equal to

\[
 \frac{\partial}{\partial v_{\beta,s}} \left( r[t].w_{\alpha} - \sum_{\gamma,n} r[t].v_{\gamma,n} \frac{\partial w_{\alpha}}{\partial v_{\gamma,n}} \right) \\
 - \sum_{\delta,m} \left( r[t].w_{\delta,m} - \sum_{\nu,l} r[t].v_{\nu,l} \frac{\partial w_{\delta,m}}{\partial v_{\nu,l}} \right) \frac{\partial}{\partial w_{\delta,m}} \left( \frac{\partial w_{\alpha}}{\partial v_{\beta,s}} \right)
\]

Note that

\[
 \sum_{\delta,m} \frac{\partial w_{\delta,m}}{\partial v_{\nu,l}} \frac{\partial}{\partial w_{\delta,m}} \frac{\partial w_{\alpha}}{\partial v_{\beta,s}} = \frac{\partial^2 w_{\alpha}}{\partial v_{\beta,s} \partial v_{\nu,l}}.
\]

Therefore, we have

\[
 r[w].L_{\beta,s}^\alpha = \frac{\partial(r[t],w_{\alpha})}{\partial v_{\beta,s}} - \sum_{\gamma,n} \frac{\partial(r[t],v_{\gamma})}{\partial v_{\beta,s}} \frac{\partial w_{\alpha}}{\partial v_{\gamma,n}} - \sum_{\delta,m} r[t].w_{\delta,m} \frac{\partial}{\partial w_{\delta,m}} \frac{\partial w_{\alpha}}{\partial v_{\beta,s}}
\]

Lemma 1 implies that this formula is equivalent to the Equation (28).

\[\square\]

3.2. Finite dependence on variables \(v\) and \(w\). There is a problem with the deformation formula given by Equation (28). It is not obvious that under this deformation the operator is still well-defined on the class of functions depending on a finite number of variables \(v\) and \(w\) in every term of \(h\)-expansion and it is not obvious that under this
deformation the coefficients of the operator still themselves depend on a finite number of variables $v$ and $w$.

Indeed,

$$ r[t].v_\alpha = \frac{1}{2} \sum_{\ell=1}^{\infty} \sum_{i+j=l-1} (-1)^{i+1} (r_\ell)_{\mu\nu} \partial_x \partial_{q_\alpha,0} \left( \frac{\partial \tilde{F}_0}{\partial q_{\mu,i}} \frac{\partial \tilde{F}_0}{\partial q_{\nu,j}} \right) $$

$$ = \sum_{\ell=1}^{\infty} \sum_{i+j=l-1} (-1)^{i+1} (r_\ell)_{\mu\nu} \frac{\partial \tilde{F}_0}{\partial q_{\mu,i}} \frac{\partial v_\alpha}{\partial q_{\nu,j}} + \text{good terms} ,$$

where by “good” terms we mean the summand that depends on a finite number of variables $v_{\beta,q}$. We recall that the function $\partial \tilde{F}_0/\partial q_{\mu,i}$ doesn’t behave nicely in coordinates $v$. In the same way, we have:

$$ r[t].w_\alpha = \sum_{\ell=1}^{\infty} \sum_{i+j=l-1} (-1)^{i+1} (r_\ell)_{\mu\nu} \frac{\partial \tilde{F}_0}{\partial q_{\mu,i}} \frac{\partial w_\alpha}{\partial q_{\nu,j}} + \text{good terms} .$$

We can collect here all the “bad” terms that potentially cause the problems with finite dependance on $v$ and $w$:

$$ \sum_{\gamma,n,s} \partial \left( \frac{\partial \tilde{F}_0}{\partial q_{\mu,i}} \frac{\partial w_{\gamma,s}}{\partial q_{\nu,j}} \right) \partial_x^n \circ L_{\gamma,s}^\alpha \partial_x^s - \sum_{\gamma,n,s} L_{\gamma,s}^\alpha \partial_x^n \circ \frac{\partial \tilde{F}_0}{\partial q_{\mu,i}} \frac{\partial v_{\alpha,\beta,n}}{\partial q_{\nu,j}} \partial_x^s $$

$$ - \sum_{\delta,m,s} \frac{\partial \tilde{F}_0}{\partial q_{\mu,i}} \frac{\partial w_{\delta,m}}{\partial q_{\nu,j}} \partial_x^n \partial_{L_{\delta,m}^\alpha \partial_x^s} .$$

Before we’ll take care of these “bad” terms, let us prove a more general statement about this kind of formulas.

**Lemma 3.** For any function $U$ and for any variable $q = q_{\nu,j}$, $\nu$ and $j$ are some arbitrary indices, we have:

$$ \sum_{\gamma,n,s} \partial \left( \frac{U}{\partial q_{\gamma,n}} \right) \partial_x^n \circ L_{\gamma,s}^\alpha \partial_x^s - \sum_{\gamma,n,s} L_{\gamma,s}^\alpha \partial_x^n \circ \frac{\partial (U)}{\partial v_{\alpha,\beta,n}} \partial_x^s $$

$$ - \sum_{\delta,m,s} U \frac{\partial w_{\delta,m}}{\partial q} \partial_{L_{\delta,m}^\alpha \partial_x^s} - \sum_{\nu,r,s} \partial w_{\alpha} \frac{\partial \left( \sum_{i=1}^{r} \binom{r}{i} \partial_x \partial_{v_{\nu,r-1}} \right)}{\partial v_{\alpha,\beta,s}} \partial_x^s .$$
Proof. The proof is a straightforward computation. Indeed,

\[\sum_{s} U \frac{\partial w_{\delta,m}}{\partial q} \frac{\partial L_{\beta,s}^{\alpha}}{\partial v_{\delta,m}} \partial_{x}^{s} = \sum_{s} U \frac{\partial L_{\beta,s}^{\alpha}}{\partial q} \partial_{x}^{s} = \sum_{s} U \frac{\partial}{\partial q} \left( \frac{\partial w_{\alpha}}{\partial q} \frac{\partial q_{\delta,m}}{\partial v_{\beta,s}} \right) \partial_{x}^{s}\]

\[= \sum_{s} \frac{\partial}{\partial q} \left( U \frac{\partial w_{\alpha}}{\partial q} \right) \partial_{x}^{s} - \sum_{s} \frac{\partial w_{\alpha}}{\partial q} \frac{\partial U}{\partial q} \frac{\partial q_{\delta,m}}{\partial v_{\beta,s}} \partial_{x}^{s}\]

\[= \sum_{s} \frac{\partial}{\partial q} \left( U \frac{\partial w_{\alpha}}{\partial q} \right) \partial_{x}^{s} - \sum_{s} \frac{\partial w_{\alpha}}{\partial q} \frac{\partial U}{\partial q} \frac{\partial q_{\delta,m}}{\partial v_{\beta,s}} \partial_{x}^{s}\]

Using Lemma 1, we see that the first summand here is equal to the first summand on the left hand side of Equation (37). Meanwhile, using Lemma 1 once again, we see that

\[\sum_{s} \frac{\partial}{\partial q} \left( U \frac{\partial w_{\alpha}}{\partial q} \right) \partial_{x}^{s} - \sum_{s} \frac{\partial w_{\alpha}}{\partial q} \frac{\partial U}{\partial q} \frac{\partial q_{\delta,m}}{\partial v_{\beta,s}} \partial_{x}^{s} = \sum_{s} \frac{\partial}{\partial q} \left( U \frac{\partial w_{\alpha}}{\partial q} \right) \partial_{x}^{s} - \sum_{s} \frac{\partial w_{\alpha}}{\partial q} \frac{\partial U}{\partial q} \frac{\partial q_{\delta,m}}{\partial v_{\beta,s}} \partial_{x}^{s}\]

which is exactly the second summand on the left hand side of Equation (37) and the right hand side of that equation. \(\square\)

Corollary 4. Formula (36) is equal to

\[- \sum_{s} \frac{\partial w_{\alpha}}{\partial q} \frac{\partial}{\partial q} \left( \sum_{r=1}^{\infty} \frac{r}{r!} \frac{\partial}{\partial q} \frac{\partial^{r-1}}{\partial q^{r-1}} \right) \partial_{x}^{s}\]

The coefficients of this operator depend on a finite number of the variables \(v\) and \(w\) in every term of the \(\hbar\)-expansion.

This proves, in particular, that the deformation formula (28) preserves the class of operators that are well-defined on the space of functions depending on a finite number of variables \(v\) and \(w\) in each term of the \(\hbar\)-expansion.

3.3. The \(s\)-deformation formula. In this section, we prove a formula for the \(s\)-deformation of the weak quasi-Miura transformation \(L_{\beta}^{\alpha} := \sum_{s=0}^{\infty} L_{\beta,s}^{\alpha} \partial_{x}^{s}\), where \(L_{\beta,s}^{\alpha} = \partial w_{\alpha}/\partial v_{\beta,s}\).
Theorem 5. We have:

\[
\sum_{s=0}^{\infty} L_{\beta,s}^\alpha \partial_x^s \partial_x = - \sum_{\delta} (s_1)_{\delta,\text{I}} \frac{\partial}{\partial w_{\delta,0}} \sum_{s=0}^{\infty} L_{\beta,s}^\alpha \partial_x^s.
\]

Proof. The proof is again a straightforward computation. As in the case of \(r\)-deformation, we use the chain rule:

\[
s[w].L_{\beta,s}^\alpha = s[v].L_{\beta,s}^\alpha - \sum_{\delta,m} (s_1)_{\delta,\text{I}} w_{\delta,m} \frac{\partial L_{\beta,s}^\alpha}{\partial w_{\delta,m}}.
\]

One can easily compute that

\[
s[v].w_\mu = (s_1)_\mu,1 - \sum_{\nu} (s_1)_{\nu,1} \partial \nu_0.
\]

Using this and the fact that \(s[v].\) commutes with \(\partial/\partial v_{\beta,s}\), we obtain

\[
s[v].L_{\beta,s}^\alpha = - \sum_{\nu} (s_1)_{\nu,1} \partial \nu_0 L_{\beta,s}^\alpha
\]

The difference of these two expressions is equal to the right hand side of Equation (41).

\[
\square
\]

4. The deformation formula

Let us recall the deformation formula for the bracket. We use the following notations:

\[
\delta_\xi := \frac{\delta}{\partial w_\xi} = \sum_{n=0}^{\infty} (-\partial_x)^n \circ \frac{\partial}{\partial w_{\xi,n}};
\]

\[
T_{\xi,k} := \sum_{n=0}^{\infty} \binom{n}{k} (-\partial_x)^{n-k} \circ \frac{\partial}{\partial w_{\xi,n}}.
\]

We use the convention that \(\binom{n}{k} = 0\) if \(n \geq 0\) and \(k < 0\) or \(k > n\).

In the case of \(r\)-deformations, we have in [1] the following formula:

\[
\sum_{s=1}^{\infty} (r[w].A_s^\beta) \partial_x^s = \sum_{i+j=\ell-1} (-1)^{i+1} (r_\ell)_{\mu \nu} \left[ \right.
\]

\[
(\text{I}) \quad \Omega_{1,0,\mu,\beta,j} \sum_{\gamma,n} \frac{\partial \Omega_{\mu,\beta,j}}{\partial w_{\gamma,n}} \partial_x^\gamma \sum_{s=1,\xi} A_s^\gamma \partial_x^s
\]

\[
(\text{II}) \quad \sum_{\gamma,n} \sum_{a+b=0} \binom{n+1}{a} \partial_x^a \Omega_{1,0,\mu,\beta,j} \partial_x^\gamma \Omega_{\mu,\beta,j,\gamma,0} \sum_{s=1,\xi} \partial A_s^\gamma \partial_x^s
\]

\[
(\text{III}) \quad \sum_{s=1,\gamma} A_s^\gamma \sum_{f+e=s-1} \partial_x^f \Omega_{1,0,\mu,\beta,j} \partial_x^e \sum_{n=0}^{\infty} T_{\gamma,n} \Omega_{\mu,\beta,j,0} (-\partial_x)^{n+1}
\]
\begin{align*}
&+ \sum_{\alpha} r[w].L_{\alpha}^\beta \circ \partial_x \circ (L^*)^\xi \alpha + \sum_{\alpha} L_{\alpha}^\beta \circ \partial_x \circ (r[w].L^*)^\xi \alpha

&= \sum_{\alpha} r[w].L_{\alpha}^\beta \circ \partial_x \circ (L^*)^\xi \alpha + \sum_{\alpha} L_{\alpha}^\beta \circ \partial_x \circ (r[w].L^*)^\xi \alpha

\text{is equal to the right hand side of Equation (45).}
\end{align*}

The proof of this theorem is based on several easy observations about the structure of the deformation formula (28). It is just a sequence of very straightforward computations in Sections 4.2-4.5, where the origin
and the meaning of each term in Equation (45) becomes completely clear.

In order to simplify the exposition of our calculations, we split the formula (47) into several summands that are not well-defined as operators actions on a class of functions whose coefficients depend on a finite number of variables \( v \) and \( w \). We work with these summands independently. So, according to Corollary 4, only the total sum of all our operators (whatever they turn out to be in our computations) is a well-defined operator whose coefficients depend on a finite numbers of variables \( v \) and \( w \) in each term of \( \hbar \)-expansion.

4.2. Internal terms. Let us begin with the following two terms that come from the second summand on the right hand side of Equation (28):

\[
L_\alpha^\beta \circ \sum_{p \geq 0} \frac{\partial r[t]}{\partial v_{\omega,p}} \circ \partial_x \circ \partial_x \circ (L^*)^\xi \omega \\
+ L_\alpha^\beta \circ \partial_x \circ \sum_{p \geq 0} (-\partial_x)^p \circ \frac{\partial r[t]}{\partial v_{\alpha,p}} \circ (L^*)^\xi \omega
\]

We call these terms “internal” since they have a form of the same quasi-Miura transformation of a deformed operator that depends only on genus 0 data. This sum is equal to zero because of the following lemma.

Lemma 7. We have:

\[
\sum_{p \geq 0} \frac{\partial r[t]}{\partial v_{\beta,p}} \circ \partial_x \circ \partial_x + \partial_x \circ \sum_{p \geq 0} (-\partial_x)^p \circ \frac{\partial r[t]}{\partial v_{\alpha,p}} = 0.
\]

Proof. We use that

\[
r[t],v_{\alpha,0} = \frac{1}{2} \sum_{l \geq 1} \sum_{i+j=l-1} (-1)^{i+1} (r_l)_{\mu\nu} \partial_x \frac{\partial}{\partial q_{\alpha,0}} \left( \frac{\partial F_0}{\partial q_{\mu,i}} \frac{\partial F_0}{\partial q_{\nu,j}} \right)
\]
(and below we usually omit $\sum_{t \geq 1} \sum_{i+j=l-1} (-1)^{i+1} (r_l)_{\mu \nu}$ for briefness). Using Lemma 1 and the topological recursion relation we have:

\begin{equation}
\sum_{p \geq 0} \frac{\partial r[t], v_\alpha, 0}{\partial v_{\beta, p}} \partial_x^p = \partial_x \circ \sum_{p \geq 0} \frac{\partial (\frac{\partial \tilde{F}_0}{\partial q_{\mu, i}} \Omega^{[0]}_{\alpha, 0, \nu, j})}{\partial v_{\beta, p}} \partial_x^p \\
= \partial_x \circ \Omega^{[0]}_{\alpha, 0, \nu, j} \sum_{p \geq 0} \frac{\partial (\frac{\partial \tilde{F}_0}{\partial q_{\mu, i}})}{\partial v_{\beta, p}} \partial_x^p + \partial_x \circ \frac{\partial \tilde{F}_0}{\partial q_{\mu, i}} \sum_{p \geq 0} \frac{\partial \Omega^{[0]}_{\alpha, 0, \nu, j}}{\partial v_{\beta, p}} \partial_x^p \\
= \partial_x \circ \Omega^{[0]}_{\alpha, 0, \nu, j} \partial_x^{-1} \circ \sum_{p \geq 0} \frac{\partial \Omega^{[0]}_{\beta, 0, \mu, i}}{\partial v_{\beta, p}} \partial_x^p + \partial_x \circ \frac{\partial \tilde{F}_0}{\partial q_{\mu, i}} \frac{\partial \Omega^{[0]}_{\alpha, 0, \nu, j}}{\partial v_{\beta, 0}} \\
= \partial_x \circ \Omega^{[0]}_{\alpha, 0, \nu, j} \partial_x^{-1} \circ \Omega^{[0]}_{\beta, 0, \mu, i-1} + \partial_x \circ \frac{\partial \tilde{F}_0}{\partial q_{\mu, i}} \frac{\partial \Omega^{[0]}_{\alpha, 0, \nu, j}}{\partial v_{\beta, 0}}.
\end{equation}

In the same way,

\begin{equation}
\sum_{p \geq 0} (-\partial_x)^p \circ \frac{\partial r[t], v_{\beta, 0}}{\partial v_{\alpha, p}} \\
= \Omega^{[0]}_{\alpha, 0, \nu, j-1} \partial_x^{-1} \circ \Omega^{[0]}_{\beta, 0, \mu, i} \partial_x + \frac{\partial \tilde{F}_0}{\partial q_{\mu, i}} \frac{\partial \Omega^{[0]}_{\beta, 0, \nu, j}}{\partial v_{\alpha, 0}} \partial_x
\end{equation}

Therefore the left hand side of Equation (49) is equal to

\begin{equation}
\partial_x \circ \left( \frac{\partial \tilde{F}_0}{\partial q_{\mu, i}} \frac{\partial \Omega^{[0]}_{\alpha, 0, \nu, j}}{\partial v_{\beta, 0}} - \frac{\partial \tilde{F}_0}{\partial q_{\mu, i}} \frac{\partial \Omega^{[0]}_{\beta, 0, \nu, j}}{\partial v_{\alpha, 0}} \right) \circ \partial_x \\
+ \partial_x \circ \Omega^{[0]}_{\alpha, 0, \nu, j} \partial_x^{-1} \circ \Omega^{[0]}_{\beta, 0, \mu, i-1} \circ \partial_x \\
+ \partial_x \circ \Omega^{[0]}_{\alpha, 0, \nu, j-1} \partial_x^{-1} \circ \Omega^{[0]}_{\beta, 0, \mu, i} \circ \partial_x
\end{equation}

Here the first line is equal to zero just because

\begin{equation}
\frac{\partial \Omega^{[0]}_{\alpha, 0, \nu, j}}{\partial v_{\beta, 0}} = \frac{\partial \Omega^{[0]}_{\beta, 0, \mu, i}}{\partial v_{\alpha, 0}} = \frac{\partial \tilde{F}_0}{\partial q_{\mu, i}} \frac{\partial \tilde{F}_0}{\partial q_{\nu, j}} \bigg|_{q_{\nu, j} = v_{\alpha, 0} q_{\gamma, j}, \gamma, \geq 1}.
\end{equation}

The second and the third lines have exactly the same summands when we take the sum over all $i + j = l - 1$, but one of them comes with the sign $(-1)^{i+1}$ while the other one appears with the sign $(-1)^{i-1+1}$. Therefore, they cancel each other when we take the sum over all $i + j = l - 1$. \qed

4.3. **External terms.** In this section we compute the two terms coming from the first summand on the right hand side of Equation (28).
In terms of the operator
\[ A = \sum_{s \geq 1} A^s x \partial_x \] they can be written as
\[ \sum_{\gamma,n} \partial_n \left( r[t] . w_\beta \right) \partial_x \circ \sum_{s} A^s x \partial_x + \sum_{\gamma,s} A^s \partial_x \circ \sum_{\gamma,n} ( - \partial_x )^n \circ \partial_n \left( r[t] . w_\xi \right) \]

**Lemma 8.** Formula (55) is equivalent to the sum of the lines (I), (III), (IV), (V), (VI), (VII), (VIII), (IX), (X), and (XI) on the right hand side of Equation (45) and the following extra terms:
\[ \sum_{l \geq 1} \sum_{i+j=l-1} (-1)^{i+1} (r_1)_{\mu \nu} \frac{\partial \tilde{F}}{\partial q_{\mu,i}} \cdot \left( \sum_{\gamma,s,n} \partial \left( \frac{\partial \tilde{F}}{\partial q_{\mu,j}} \right) \circ A^s \partial_x + \sum_{\gamma,s,n} A^s \partial_x \circ ( - \partial_x )^n \circ \partial_n \left( \frac{\partial \tilde{F}}{\partial q_{\mu,j}} \right) \right) \]

**Proof.** We use that
\[ \sum_{n} \partial_n \left( r[t].w_\alpha \right) \partial_x = \partial_x \circ \sum_{n} \partial_n \left( \frac{\partial \tilde{F}}{\partial q_{\mu,i}} \Omega_{\nu,j;\beta,0} \right) \partial_x + \frac{\hbar}{2} \partial_x \circ \sum_{n} \frac{\partial \Omega_{\mu,i;\nu,j;\beta,0}}{\partial w_{\gamma,n}} \partial_x \]

The composition of the second summand here and the operator \( A \) gives exactly the line (X) in Equation (45). The composition of the first summand here and the operator \( A \) is equal to
\[ \partial_x \circ \sum_{n} \frac{\partial \left( \frac{\partial \tilde{F}}{\partial q_{\mu,i}} \right)}{\partial w_{\gamma,n}} \partial_x \circ \sum_{s \geq 1} A^s x \partial_x + \sum_{s \geq 1} A^s x \partial_x \]

(57) \[ r[t].w_{\alpha,0} = \frac{1}{2} \sum_{l \geq 1} \sum_{i+j=l-1} (-1)^{i+1} (r_1)_{\mu \nu} \frac{\partial^2 \tilde{F}}{\partial x \partial q_{\mu,0} \partial q_{\mu,i} \partial q_{\nu,j}} \frac{\partial \tilde{F}}{\partial q_{\mu,0} \partial q_{\nu,j}} + \frac{\hbar}{2} \partial \left( \frac{\partial \tilde{F}}{\partial q_{\mu,i} \partial q_{\nu,j}} \right) \]

(58) \[ \sum_{n} \partial_n \left( r[t].w_\beta \right) \partial_x = \partial_x \circ \sum_{n} \partial_n \left( \frac{\partial \tilde{F}}{\partial q_{\mu,i}} \Omega_{\nu,j;\beta,0} \right) \partial_x + \frac{\hbar}{2} \partial_x \circ \sum_{n} \frac{\partial \Omega_{\mu,i;\nu,j;\beta,0}}{\partial w_{\gamma,n}} \partial_x \]

(59) \[ \partial_x \circ \sum_{n} \frac{\partial \left( \frac{\partial \tilde{F}}{\partial q_{\mu,i}} \right)}{\partial w_{\gamma,n}} \partial_x \circ \sum_{s \geq 1} A^s x \partial_x + \sum_{s \geq 1} A^s x \partial_x \]
Moreover,

\[ \sum_{n} \frac{\partial}{\partial w_{\gamma,n}} \left( \frac{\partial \tilde{F}}{\partial q_{\mu,i}} \partial_{x} \Omega_{\nu,j;\beta,0} \right) \partial_{x}^{n} \circ \sum_{s \geq 1} A_{s}^{\gamma} \partial_{x}^{s} \]

\[ = \sum_{n} \frac{\partial \tilde{F}}{\partial q_{\mu,i}} \frac{\partial}{\partial w_{\gamma,n}} \left( \partial_{x} \Omega_{\nu,j;\beta,0} \right) \partial_{x}^{n} \circ \sum_{s \geq 1} A_{s}^{\gamma} \partial_{x}^{s} \]

\[ + \partial_{x} \Omega_{\nu,j;\beta,0} \partial_{x}^{-1} \circ \sum_{n} \frac{\partial \Omega_{\mu,i;\mu,j;\beta,0}}{\partial w_{\gamma,n}} \partial_{x}^{n} \circ \sum_{s \geq 1} A_{s}^{\gamma} \partial_{x}^{s}. \]

Using skewsymmetry of \( A \), that is, \( \sum_{s \geq 1} A_{s}^{\gamma} \partial_{x}^{s} = - \sum_{s \geq 1} (-\partial_{x})^{s} \circ A_{s}^{\gamma} \), the fact that \( \sum_{s \geq 1} (-\partial_{x})^{s-1} \circ A_{s}^{\gamma} \delta_{\gamma} \Omega_{\mu,i;\mu,i;\mu,i;0} = \Omega_{\mu,i-1;0} \), and the obvious equation \( \partial^{-1} \circ X \cdot \partial_{x} Y = XY - \partial^{-1} \circ \partial_{x} X \cdot Y \), we see that the last summand on the right hand side of Equation (60) is equal to

\[ (VIII) + (IX) - \partial_{x} \Omega_{\nu,j;\beta,0} \partial_{x}^{-1} \circ \Omega_{\xi,0;\mu,i-1} \circ \partial_{x}. \]

On the other hand,

\[ \sum_{\gamma,s} A_{s}^{\gamma} \partial_{x}^{s} \circ \frac{\partial}{\partial w_{\gamma,n}} \left( \frac{\partial \tilde{F}}{\partial q_{\mu,i}} \Omega_{\nu,j;\xi,0} \right) \partial_{x}^{-1} \circ \left( (-\partial_{x}) \right) \]

is equal to the line (XI) in Equation (45). This follows directly from the definition of the operator \( T_{\gamma,m} \). Meanwhile,

\[ \sum_{\gamma,s} A_{s}^{\gamma} \partial_{x}^{s} \circ \sum_{n} (-\partial_{x})^{n} \circ \frac{\partial}{\partial w_{\gamma,n}} \left( \frac{\partial \tilde{F}}{\partial q_{\mu,i}} \Omega_{\nu,j;\xi,0} \right) \partial_{x}^{-1} \circ \left( (-\partial_{x}) \right) \]

\[ = \sum_{\gamma,s} A_{s}^{\gamma} \partial_{x}^{s} \circ \sum_{n} (-\partial_{x})^{n} \circ \frac{\partial}{\partial w_{\gamma,n}} \Omega_{\mu,i;\mu,j;\xi,0} \partial_{x}^{-1} \circ \Omega_{\nu,j;\xi,0} (-\partial_{x}) \]

\[ + \sum_{\gamma,s} A_{s}^{\gamma} \partial_{x}^{s} \circ \sum_{n} (-\partial_{x})^{n} \circ \frac{\partial \tilde{F}}{\partial q_{\mu,i}} \Omega_{\nu,j;\xi,0} \partial_{x}^{-1} \circ \left( (-\partial_{x}) \right) \]

For the first summand we try, using the Leibniz rule for \( \partial_{x} \), to move \( \partial_{x}^{s} \circ (-\partial_{x})^{n} \) to \( \partial_{x}^{-1} \). This gives

\[ \sum_{\gamma,s} A_{s}^{\gamma} \partial_{x}^{s} \circ \sum_{n} (-\partial_{x})^{n} \circ \frac{\partial}{\partial w_{\gamma,n}} \left( \frac{\partial \tilde{F}}{\partial q_{\mu,i}} \Omega_{\nu,j;\xi,0} \right) \partial_{x}^{-1} \circ \Omega_{\nu,j;\xi,0} (-\partial_{x}) \]

\[ = (V) + (VII) \sum_{\gamma,s} A_{s}^{\gamma} \partial_{x}^{s} \delta_{\gamma,n} \Omega_{\mu,i;\mu,i;0} \partial_{x}^{-1} \circ \Omega_{\nu,j;\xi,0} (-\partial_{x}) \]

\[ = (V) + (VII) + \partial_{x} \Omega_{\mu,i-1;\beta,0} \partial_{x}^{-1} \circ \Omega_{\nu,j;\xi,0} (-\partial_{x}). \]

Observe that the last summand here cancels the last summand in formula (61).

The second summand on the right hand side of Equation (63) we treat in the same way as the first summand: we apply the Leibniz rule.
to each factor in $\partial_x^s \circ (-\partial_x)^n$ trying to hit $\partial F / \partial q_{\mu,i}$. We have:

$$
\sum_{\gamma,s} A_{s}^{\beta \gamma} \partial_x^s \circ \sum_n (-\partial_x)^n \circ \frac{\partial F}{\partial q_{\mu,i}} \frac{\partial \Omega_{\nu,j;\xi,0}}{\partial w_{\gamma,n}} (-\partial_x)
$$

$$
= (\text{VI}) + \sum_{\gamma,s} A_{s}^{\beta \gamma} \partial_x^s \circ \sum_n (-\partial_x)^n \circ \frac{\partial \Omega_{\nu,j;\xi,0}}{\partial w_{\gamma,n}} (-\partial_x)
$$

$$
= (\text{VI}) + (\text{III}) + \frac{\partial F}{\partial q_{\mu,i}} \sum_{\gamma,s} A_{s}^{\beta \gamma} \partial_x^s \circ \sum_n (-\partial_x)^n \circ \frac{\partial \Omega_{\nu,j;\xi,0}}{\partial w_{\gamma,n}} (-\partial_x).
$$

Using Lemma 1, we see that the last term in Equation (65) and the first term on the right hand side of Equation (60) are exactly the extra terms (56) in the statement of the lemma.

4.4. Extra terms. In this section, we deal with the terms coming from the third summand on the right hand side of Equation (28). First of all, observe that the operator $\sum_n \partial_x^n U \circ \partial / \partial u_n$ commutes with $\partial_x$ (we use here notations of Lemma 1, that is, $U$ is an arbitrary function and $u_n$ are either the variables $v_{\alpha,n}$ or $w_{\alpha,n}$ for some $\alpha$). This means that the two terms coming from the third summand on the right hand side of Equation (28) can be written in terms of the operator $\sum_{s \geq 1} A_{s}^{\beta \xi} \partial_x^s = \sum_{\alpha} L_{\alpha}^\beta \circ \partial_x \circ (L^*)^\xi_\alpha$ as

$$
- \sum_{\gamma,n} r[t] \cdot w_{\gamma,n} \sum_{\gamma,s} \frac{\partial A_{s}^{\beta \xi}}{\partial w_{\gamma,n}} \partial_x^s.
$$

**Lemma 9.** Formula (66) is equivalent to the sum of the lines (II) and (XII) on the right hand side of Equation (45) and the following extra term:

$$
- \sum_{l \geq 1} \sum_{i+j=l-1} (-1)^{i+1} (r_l)_{\mu \nu} \frac{\partial F}{\partial q_{\mu,i}} \sum_{\gamma,n,s} \frac{\partial w_{\gamma,n}}{\partial q_{\nu,j}} \frac{\partial A_{s}^{\beta \xi}}{\partial w_{\gamma,n}} \partial_x^s.
$$

**Proof.** The proof is a short straightforward computation. Indeed,

$$
- \sum_{\gamma,n,s} r[t] \cdot w_{\gamma,n} \frac{\partial A_{s}^{\beta \xi}}{\partial w_{\gamma,n}} \partial_x^s
$$

$$
= -\frac{\hbar}{2} \sum_{l \geq 1} \sum_{i+j=l-1} (-1)^{i+1} (r_l)_{\mu \nu} \sum_{\gamma,n,s} \partial_x^{n+1} \Omega_{\mu,i;\nu,j;\gamma,0} \frac{\partial A_{s}^{\beta \xi}}{\partial w_{\gamma,n}} \partial_x^s
$$

$$
- \sum_{l \geq 1} \sum_{i+j=l-1} (-1)^{i+1} (r_l)_{\mu \nu} \sum_{\gamma,n,s} \partial_x^{n+1} \left( \frac{\partial F}{\partial q_{\mu,i}} \Omega_{\nu,j;\xi,0} \right) \frac{\partial A_{s}^{\beta \xi}}{\partial w_{\gamma,n}} \partial_x^s
$$

$$
= (\text{XII}) + (\text{II}) - \sum_{l \geq 1} \sum_{i+j=l-1} (-1)^{i+1} (r_l)_{\mu \nu} \frac{\partial F}{\partial q_{\mu,i}} \sum_{\gamma,n,s} \frac{\partial w_{\gamma,n}}{\partial q_{\nu,j}} \frac{\partial A_{s}^{\beta \xi}}{\partial w_{\gamma,n}} \partial_x^s.
$$
4.5. Proof of Theorem 6. The theorem is almost proved above, that is, we have already derived all summand on the right hand side of Equation (45). But in the course of computations we got some additional terms given by formulas (56) and (67). Let us recollect them here:

\[(69) \quad \sum_{l \geq 1} \sum_{i+j=l-1} (-1)^{i+1}(r)_{\mu} \frac{\partial F}{\partial q_{\mu,i}} \left( \sum_{\gamma,s,n} \frac{\partial (w_{\gamma,n})}{\partial w_{\gamma,n}} A_{\gamma}^\xi \partial^x \right) + \sum_{\gamma,s,n} A_{\gamma}^\xi \partial^x \circ (-\partial^x)^n \circ \frac{\partial (w_{\gamma,n})}{\partial w_{\gamma,n}} - \sum_{\gamma,n,s} \partial w_{\gamma,n} \frac{\partial A_{\gamma}^\xi}{\partial q_{\nu,j}} \partial w_{\gamma,n} \partial^x \right) \cdot \]

Theorem 6 follows from the following lemma.

Lemma 10. The formula (69) is equal to zero.

Proof. We prove below (see Lemma 11) that

\[(70) \quad -L_{\alpha}^\beta \circ \sum_{p} \frac{\partial (w_{\gamma,n})}{\partial w_{\gamma,n}} \circ \partial^p \circ \partial^x \circ \sum_{p} (-\partial^x)^p \circ \frac{\partial (w_{\gamma,n})}{\partial w_{\gamma,n}} \circ (L^*)^\xi_{\alpha} = 0 \]

Observe that the sum of these two terms and the three summands in the brackets in formula (69) gives an expression of exactly the same type as considered in Lemmas 7, 8, and 9, with the difference that the operator \( r[t]. \) is replaced by \( \partial/\partial q_{\nu,j}. \) This means that the sum of all these five summands is equal to

\[(71) \quad \sum_{\alpha} \Delta L_{\alpha}^\beta \circ \partial^x \circ (L^*)^\xi_{\alpha} + L_{\alpha}^\beta \circ \partial^x \circ (\Delta L^*)^\xi_{\alpha}, \]

where \( \Delta L_{\alpha}^\beta \) is equal to the right hand side of Equation (28) with \( r[t]. \) replaced by \( \partial/\partial q_{\nu,j}, \) that is,

\[(72) \quad \sum_{s} \Delta L_{\alpha,s}^\beta \partial^x = \sum_{\gamma,n} \frac{\partial (w_{\gamma,n})}{\partial w_{\gamma,n}} \partial^x \circ \sum_{s=0}^{\infty} L_{\alpha,s}^\gamma \partial^x + \sum_{\gamma,s} L_{\gamma,s}^\alpha \partial x \circ \sum_{n} \partial (w_{\gamma,n}) \partial^x_{\gamma,n} \partial^x_{\gamma,n} \circ \sum_{\gamma,n,s} \partial w_{\gamma,n} \partial L_{\alpha,s}^\beta \partial^x_{\gamma,n} \partial^x_{\gamma,n} \circ \partial^x_{\gamma,n}. \]

Lemma 3 used for \( U = 1 \) and \( q = q_{\nu,j} \) implies that \( \Delta L_{\alpha}^\beta \) is equal to zero. Therefore, formula (71) is equal to zero. Then, since formula (70) is shown below to be equal to zero, we obtain that the sum of the
three summands in the brackets in formula (69) is equal to zero, and, therefore, the whole formula (69) vanishes as well.

The still missing ingredient of our computations is the following lemma that implies that the formula (70) is equal to zero.

Lemma 11. We have:

$$\sum_p \frac{\partial}{\partial v_{\alpha,p}} \circ \partial_x^p \circ \partial_x + \partial_x \circ \sum_p (-\partial_x)^p \circ \frac{\partial}{\partial v_{\alpha,p}} = 0.$$  

Proof. The proof is analogous to the proof of Lemma 7. Indeed, using Lemma 1, we see that

$$\sum_p \frac{\partial}{\partial v_{\alpha,p}} \circ \partial_x = \partial_x \circ \sum_p \frac{\partial q_{\alpha,\nu,j}^{[0]} \circ \partial v_{\beta,p}}{\partial v_{\beta,p}} = \partial_x \circ \frac{\partial q_{\alpha,\nu,j}^{[0]} \circ \partial v_{\beta,0}}{\partial v_{\beta,0}}.$$  

Meanwhile, in the same way,

$$\sum_p (-\partial_x)^p \circ \frac{\partial}{\partial v_{\alpha,p}} = -\frac{\partial q_{\alpha,\nu,j}^{[0]} \circ \partial v_{\beta,0}}{\partial v_{\beta,0}} \circ (-\partial_x).$$

Therefore, the left hand side of Equation (73) is equal to

$$\partial_x \circ \left( \frac{\partial q_{\alpha,\nu,j}^{[0]} \circ \partial v_{\beta,0}}{\partial v_{\beta,0}} - \frac{\partial q_{\alpha,\nu,j}^{[0]} \circ \partial v_{\beta,0}}{\partial v_{\beta,0}} \right) \circ \partial_x,$$

which is equal to zero because of Equation (54).

4.6. The $s$-deformation formula. In this Section we prove Equation (46) using Theorem 5.

Theorem 12. Let $L$ be the operator of quasi-Miura transformation discussed in Section 3. Then the deformation formula

$$\sum_{\alpha} s[w].L_{\alpha}^\beta \circ \partial_x \circ (L^*)^\xi_{\alpha} + \sum_{\alpha} L_{\alpha}^\beta \circ \partial_x \circ (s[w].L^*)^\xi_{\alpha}$$

is equal to the right hand side of Equation (46).

Proof. Theorem 5 implies that we can replace $s[w], \text{in the formula (77)}$ by $-\sum_{\nu} (s_1)_{\nu,1} \partial/\partial w_{\nu,0}$. Since the operator $\partial/\partial w_{\nu,0}$ commutes with $\partial_x$, we see that the formula (77) is equal to

$$\sum_{\nu} (s_1)_{\nu,1} \frac{\partial}{\partial w_{\nu,0}} \left( L_{\alpha}^\beta \circ \partial_x \circ (L^*)^\xi_{\alpha} \right),$$

which is exactly the right hand side of Equation (46).
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