Finding neural signatures for obesity through feature selection on source-localized EEG
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Abstract—Obesity is a serious issue in the modern society and is often associated to significantly reduced quality of life. Current research conducted to explore obesity-related neurological evidences using electroencephalography (EEG) data are limited to traditional approaches. In this study, we developed a novel machine learning model to identify brain networks of obese females using alpha band functional connectivity features derived from EEG data. An overall classification accuracy of 0.937 is achieved. Our finding suggests that the obese brain is characterized by a dysfunctional network in which the areas responsible for processing self-referential information and environmental context information are impaired.

I. INTRODUCTION

Obesity is a global health problem today which is associated with various health risks [1]. In recent years, there has been a growing interest in understanding the neural underpinnings of obesity and its potential impact on brain function. Particularly, abnormal functional connectivity (FC) patterns (i.e., interactions between brain regions which may disrupt normal brain network communication) in obese individuals are extensively investigated [2]–[4].

Several studies have consistently reported alterations in resting-state FC within the brain networks associated with reward processing, emotional regulation, and cognitive control in obese individuals [4]–[6]. Moreover, studies have identified abnormal connectivity patterns between the hypothalamus and brain regions involved in reward, limbic processing, and cognitive functions, such as the limbic system, prefrontal cortex, and insula [7], [8]. These alterations may play a crucial role in the dysregulation of appetite and energy homeostasis, contributing to the development and progression of obesity.

However, to our best knowledge, existing studies investigate obesity-related neurological evidences use traditional statistical approaches that come with limitations [9]. First, traditional statistical approaches rely on predefined brain regions or networks of interest, potentially missing important connections. They may also struggle to handle the complexity and nonlinear relationships within neurological data. To overcome these limitations and to explore complex interactions between brain regions, the integration of machine learning approaches is needed.

Our study is the first one that aims to use an EEG-based data-driven machine learning approach to identify the obese brain network with minimal yet necessary brain connections (i.e., FC). Then by exercising targeted intervention on these connections in the clinical context, obesity-related behaviors that are caused by neural factors can be improved. Specifically, we developed a novel feature selection scheme named MICMAC, which can effectively extract a few features that significantly contribute to the classification performance from high-dimensional input datasets.

II. DATA ACQUISITION

Thirty obese females and thirty lean (i.e., healthy) females between 25 to 65 years old participated in our study. Subjects who have a Body Mass Index (BMI) higher than 30 are defined as obese individuals, and those with BMI lower than 25 are defined as lean individuals. Participants who have obesity associated co-morbidities are excluded from this study. Details regarding participants recruitment can be found in [10].

EEG data used in our study were recorded through the international 10–20 system. During the recording sessions, the acquisition environment was controlled to be in the same condition for all the subjects. EEG data are recorded at 9 time-points during eye-closed resting state. The first EEG dataset was captured when all subjects were on empty stomachs. A liquid meal followed. The second EEG was captured 15 minutes after the meal. A second liquid meal followed. Then 7 more EEG captures occurred at various time points after the second meal. The schedule is illustrated in Fig. 1.
III. Method

A. Data Pre-processing

The first five seconds of each EEG recording were discarded as they usually contain a high level of noise. The EEG recordings were then resampled to 128Hz, and band-pass filtered to 0.1Hz - 45Hz. We then cut each EEG time series into consecutive 20-second segments.

B. Source Localization and Feature Extraction

Source localization was performed using the Low-resolution Electromagnetic Tomographic Analysis (LORETA) [11]. The Regions of interest (ROI) selected for the process were based on the Brodmann brain atlas, which has been widely used to represent the localization of brain function. We further divided the Brodmann areas no.53 and no.54 into 3 sub regions to improve the resolution of the brain map. Totally, 88 ROIs are localized for further feature computation.

It is suggested that the lagged components of FC (i.e. lagged coherence) are minimally affected by the low scalp spatial resolution, thus containing high quality physiological information [11]. Based on initial evaluation across different frequency bands, the lagged coherence features in the alpha band (8-13Hz) were employed in our study for obesity classification. Between the 88 ROIs, $88 \times 87/2 = 3828$ distinct lagged coherence features are computed.

C. Subject-based Cross Validation

The lagged coherence feature set with a size of 540 (9 time points $\times$ 60 subjects = 540) $\times$ 3828 is split for training and testing using subject-based 10-fold cross validation. In each of the 10 folds, we select 54 subjects’ data for training and validating, and 6 subjects’ data for testing. The training and validating data are then further divided using subject-based 9-fold cross validation (each fold consists of 48 training subjects and 6 validating subjects).

D. Feature Selection

The feature selection method proposed in this study involves several key steps explained as follows.

1) Feature preselection: We first reduced the size of the feature set using a random forest classifier with “max depth” set to 10. The top 100 features with the highest importance scores were then selected for further process.

2) Feature selection: In this step, we propose a novel, Maximal Incremental Contribution with Minimal Average Correlation (MICMAC) method for feature selection. Denote the reduced feature set by $F_0$. We start with an initial selection $F_1 = \{f_1\}$, where $f_1$ is the feature in $F_0$ that has the highest importance. Our goal is to select features using a classifier (i.e., wrapper), assessing the merit scores of all the other features not yet selected, by looking at their potential gain in classification performance versus their correlation with the existing feature selection and selecting the best features incrementally. This gives us the best feature addition that maximizes performance gain while minimizing redundancy with selected features. Specifically, suppose at the $m$-th step we have selected feature set $F_m$. We define the merit score for a feature candidate $f_i \in F_0 \setminus F_m$ as:

$$\mu(f_i, F_m) = \frac{\phi(X(F_m \cup f_i)) - \phi(X(F_m))}{\sum_{f_k \in F_m} \text{cosine}(\mathbf{x}(f_i), \mathbf{x}(f_k))}$$

where $X(F)$ indicates the dataset using feature set $F$, $\mathbf{x}(.)$ stands for the data vector of a particular feature, cosine(.) gives the cosine similarity between two vectors as a redundancy measure, and $\phi(.)$ gives the classification accuracy obtained from one fold of validation. We then pick the best feature with the top score:

$$f_s = \arg \max_{f_i \in F_0 \setminus F_m} \mu(f_i, F_m)$$

and update the feature selection by

$$F_{m+1} = F_m \cup f_s$$

if the best merit score is higher than a threshold $T$: $\mu(f_s, F_m) > T$; otherwise we terminate the feature selection procedure. The MICMAC algorithm is given in Algorithm 1.

The algorithm is iterated on each of the training and validation folds. Next, we re-rank all the selected features in a descending order according to the number of times they are selected across all the folds.

Although our algorithmic framework has high flexibility and interpretability in terms of algorithmic choices, we chose K-nearest neighbors (KNN) with K=3 and support vector machine (SVM) with a Radial Basis Functional kernel as the wrapper of the MICMAC algorithm.

3) Classification: We also used the KNN and SVM classifiers for final classification. Since each subject has 9 samples obtained from different time points, we then determined the final label of each subject using a simple majority vote on the classification results on the samples.

4) Running the experiment multiple times: The above process including feature selection through multi-fold validation and classification is called an “experiment”. To improve the reliability of our results, we then conducted 10 experiments, and we randomly shuffled the dataset each time.

IV. Results and Discussion

Fig. 2 shows the MICMAC performances with all wrapper and classifier combinations when different numbers of features are selected. We also compared MICMAC with a widely used feature selection method named Min-Redundancy Max-Relevance (mRMR) and a state-of-the-art method developing based on mRMR named Max Dynamic Relevancy and Min Redundancy (MDRMR) [12], [13].

The averaged test score (accuracy) of each model with the optimal feature selection is shown in Table 1 (“Best
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Fig. 2: Averaged accuracy with different number of features selected.

Algorithm 1: MICMAC Feature Selection

Data: Initial feature set $F_0$, threshold $T$

Result: Selected feature set $F$

1. Assign the best feature to selection: $F ← f_1$;
2. for $f_i$ in $F_0$\$F$ do
3. Calculate $\mu(f_k, F)$, $\forall f_k ∈ F_0 \setminus F$ using Eq. (1);
4. Pick the top-score feature $f_s$ according to Eq. (2);
5. if $\mu(f_s, F) > T$ then
6. $F ← F ∪ f_s$;
7. else
8. break;
9. end
10. end
11. Return $F$;

Selection). The best classification performance is obtained when using KNN as the classifier while using either a KNN-based MICMAC or a SVM-based MICMAC to select features (accuracy = 0.937). However, we argue that the KNN-based MICMAC outperforms the SVM-based MICMAC in spite of the same test scores are obtained as it is shown in Fig. 2 that a relatively good model performance (accuracy=0.902) can be achieved by using only 12 features when a KNN-based MICMAC is applied. To further demonstrate this, we calculated the test scores with all different wrapper and classifier combinations when 12 features are selected, these scores are demonstrated in Table I. It can be seen that with such a limited number of features selected, a KNN-based MICMAC with a KNN classifier outperforms all other models.

We further conducted the Tukey’s Honestly Significant Difference test to compare whether the classification performance between using the 12 features selected by KNN-based MICMAC and the 26 features selected by mRMR, are significantly different (all feature selection methods tested here are on the KNN classifier). The $p$-values of 0.678 and 0.976 for the two pairs of comparison, respectively, suggest that KNN-based MICMAC selected significantly less number of features while achieving a classification performance that is not significantly different from the other two top-performing models.

The 12 selected features using KNN-based MICMAC are shown in Fig. 3. Each line represents a lagged coherence connection between two brain regions. We also computed the feature importance scores using a random forest classifier, represented by the values above each line. From the neurological perspective, alpha band communication between the somatosensory cortex which is responsible for encoding the exteroceptive self (i.e., how we implicitly perceive our body in relation to environmental context) and insula which functions to encode the interceptive self (i.e., how we unconsciously processing inner sensations) as well as to track energy need, is observed in obese brain [14], [15]. This suggests

| Scheme | Best Selection | Top-12 Selection |
|--------|----------------|-----------------|
| MICMAC-knnW-knnC | 0.937±0.199 (50) | 0.902±0.039 |
| MICMAC-knnW-svmC | 0.813±0.038 (12) | 0.813±0.038 |
| MICMAC-svmW-knnC | 0.937±0.199 (38) | 0.859±0.051 |
| MICMAC-svmW-svmC | 0.922±0.045 (38) | 0.813±0.033 |
| mRMR-knnC | 0.817±0.040 (26) | 0.867±0.030 |
| mRMR-svmC | 0.819±0.036 (14) | 0.809±0.052 |
| MDRMR-knnC | 0.909±0.039 (47) | 0.826±0.029 |
| MDRMR-svmC | 0.802±0.043 (32) | 0.754±0.056 |
that obese women are potentially less capable of predicting their energy intakes. In addition, abnormalities are observed in the posterior cingulate cortex area, the temporoparietal and inferior parietal area, and the parahippocampal area in obese women. The connection between the temporo-occipital junction and the parahippocampal area which can be observed in healthy brain is also missing in obese brains. Since these areas works together for indivuals to process environmental cues and adapt their behaviors accordingly, we can then infer that contextual information may influence obese women less than lean women, potentially explaining the impaired ability of predicting energy requirement of obese women [16]. [17].

Our findings are in line with the previous research discussed in Section I. Moreover, our study further reduces the complexity of obese brain network by identifying the most few important distinctive brain connections as describe above. The analysis cost of future obesity-related studies can be reduced by focusing on the few important brain connections descried here rather than the entire massive brain network.

V. CONCLUSION

In this study, we have investigated obesity-related neurologiological characteristics in resting-state EEG signals using a machine learning approach. By using a new feature selection scheme MICMAC we effectively reduced the large dimensionality of the input dataset. Distinctive brain connection patterns were found between obese females and lean females. The distinction primarily associates to the impairment of brain areas which function to encode self-referential information and to evaluate energy requirement. Neuromodulation treatments can be developed upon these distinctive brain connections to improve obesity-related behaviours.

For future work, we intend to collect more EEG data from subjects of both sexes and apply our method to identify reliable diabetes neural signatures, which may pave the way for effective EEG-based diagnosis as well as interventions.

REFERENCES

[1] N. D. Volkow, J. W. Wang, J. S. Fowler, and F. Telang, “Overlapping neuronal circuits in addiction and obesity: evidence of systems pathology,” Philosophical Transactions of the Royal Society B: Biological Sciences, vol. 363, no. 1507, pp. 3191–3200, 2011.
[2] S. Kullmann, F. Schweizer, R. Veit, A. Fritzsche, and H. Preisli, “Compromised white matter integrity in obesity,” Obesity Reviews, vol. 17, no. 5, pp. 441–449, 2016.
[3] A. Gupta, E. A. Mayer, J. Acosta, M. Camilleri, and S. Hamdy, “Association between altered brain morphology and abnormal glucose tolerance in obese patients,” Obesity, vol. 23, no. 12, pp. 507–511, 2015.
[4] S. K. Syan, L. Minuzzi, C. R. Bailey, and B. N. Frey, “Resting state functional connectivity in obesity and associations with psychopathology: A systematic review,” Frontiers in Psychiatry, vol. 12, p. 660781, 2021.
[5] A. McIntyre-Wood, T. C. Skinner, and S. Poulsen, “Systematic review of neural correlates of executive functioning in obesity,” Obesity Reviews, vol. 20, no. 4, pp. 557–577, 2019.
[6] A. J. Bruce-Keller, J. M. Salbaum, M. Luo, E. Blanchard Ill, C. M. Taylor, D. A. Welsh, and H. R. Berthoud, “Obese-type gut microbiota induce neurobehavioral changes in the absence of obesity,” Biological Psychiatry, vol. 67, no. 5, pp. 440–447, 2010.
[7] X. Li, J. Guo, Y. He, and Y. Yang, “Topologically reorganized connectivity architecture of default-mode, executive-control, and salience networks across working memory task loads,” Cerebral Cortex, vol. 26, no. 4, pp. 1501–1511, 2016.
[8] S. Carnell, C. Gibson, L. Benson, C. N. Ochner, and A. Geliebter, “Neuroimaging and obesity: current knowledge and future directions,” Obesity Reviews, vol. 13, no. 1, pp. 43–56, 2014.
[9] X. Li, L. Yao, Z. Li, L. Guo, Q. Zhang, Y. Xu, and T. Jiang, “Exploring the longitudinal resting-state functional connectivity changes in abstinent heroin-dependent individuals using the triple-network model,” Journal of Psychiatry & Neuroscience, vol. 44, no. 3, pp. 207–216, 2019.
[10] S. C. Ross, “Quantitative electroencephalogram neuroimaging in obesity,” Ph.D. dissertation, University of Otago, 2018. [Online]. Available: [https://hdl.handle.net/10523/8433].
[11] R. D. Pasqual-Marqui, D. Lehmann, M. Koulkkou, K. Kochi, P. Anderer, S. Saleut, H. Tanaka, K. Hirata, E. R. John, L. Prichep, R. Biscay-Lirio, and T. Kinoshita, “Assessing interactions in the brain with exact low-resolution electromagnetic tomography,” Philosophical Transactions of the Royal Society A: Mathematical, Physical and Engineering Sciences, vol. 369, no. 1952, pp. 3768–3784, Oct. 2011, publisher: Royal Society. [Online]. Available: [https://royalsocietypublishing.org/doi/10.1098/rsta.2011.0089].
[12] H. Peng, F. Long, and C. Ding, “Feature selection based on mutual information criteria of max-dependency, max-relevance, and min-redundancy,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 27, no. 8, pp. 1226–1238, 2005.
[13] K. Yin, J. Zhai, A. Xie et al., “Feature selection using max dynamic relevancy and min redundancy,” Pattern Anal Applic, vol. 26, pp. 631–643, 2023.
[14] V. Menon and L. Q. Uddin, “Salience, switching, attention and control: a network model of insula function,” Brain structure & function, vol. 214, no. 5–6, pp. 655–667, Jun. 2010. [Online]. Available: [https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2899886/].
[15] S. J. Brooks, J. Cederneae, and H. B. Schloth, “Increased Prefrontal and Parahippocampal Activation with Reduced Dorso lateral Prefrontal and Insular Cortex Activation to Food Images in Obesity: A Meta-Analysis of fMRI Studies,” PLOS ONE, vol. 8, no. 4, p. e60393, Apr. 2013, publisher: Public Library of Science. [Online]. Available: [https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0060393].
[16] J. M. Pearson, S. R. Heilbronner, D. L. Barack, B. Y. Hayden, and M. L. Platt, “Posterior Cingulate Cortex: Adapting Behavior to a Changing World.” Trends in cognitive sciences, vol. 15, no. 4, pp. 143–151, Apr. 2011. [Online]. Available: [https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3070780].
[17] B. Y. Park, C. S. Chang, M. J. Lee, and H. Park, “Accurate neuroimaging biomarkers to predict body mass index in adolescents: a longitudinal study,” Brain Imaging and Behavior, vol. 14, no. 5, Oct. 2020. [Online]. Available: [https://pubmed.ncbi.nlm.nih.gov/31065926/].