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Abstract. This paper presents the mechanization of a process algebra for Mobile Ad hoc Networks and Wireless Mesh Networks, and the development of a compositional framework for proving invariant properties. Mechanizing the core process algebra in Isabelle/HOL is relatively standard, but its layered structure necessitates special treatment. The control states of reactive processes, such as nodes in a network, are modelled by terms of the process algebra. We propose a technique based on these terms to streamline proofs of inductive invariance. This is not sufficient, however, to state and prove invariants that relate states across multiple processes (entire networks). To this end, we propose a novel compositional technique for lifting global invariants stated at the level of individual nodes to networks of nodes.

1 Introduction and related work

The Algebra for Wireless Networks (AWN) is a process algebra developed for modelling and analysing protocols for Mobile Ad hoc Networks (MANETs) and Wireless Mesh Networks (WMNs) [6, §4]. This paper reports on both its mechanization in Isabelle/HOL [15] and the development of a compositional framework for showing invariant properties of models.\textsuperscript{1} The techniques we describe are a response to problems encountered during the mechanization of a model and proof—presented elsewhere [4]—of an RFC-standard for routing protocols. Despite the existence of extensive research on related problems [18] and several mechanized frameworks for reactive systems [5,10,14], we are not aware of other solutions that allow the compositional statement and proof of properties relating the states of different nodes in a message-passing model—at least not within the strictures imposed by an Interactive Theorem Prover (ITP).

But is there really any need for yet another process algebra and associated framework? AWN provides a unique mix of communication primitives and a treatment of data structures that are essential for studying MANET and WMN protocols with dynamic topologies and sophisticated routing logic [6, §1]. It supports communication primitives for one-to-one (unicast), one-to-many (groupcast), and one-to-all (broadcast) message passing. AWN comprises distinct layers

\textsuperscript{1} The Isabelle/HOL source files can be found in the Archive of Formal Proofs [3].
for expressing the structure of nodes and networks. We exploit this structure, but we also expect the techniques proposed in Sections 3 and 4 to apply to similar layered modelling languages. Besides this, our work differs from other mechanizations for verifying reactive systems, like UNITY [10], TLA+ [5], or I/O Automata [14] (from which we drew the most inspiration), in its explicit treatment of control states, in the form of process algebra terms, as distinct from data states. In this respect, our approach is close to that of Isabelle/Circus [7], but it differs in (1) the treatment of operators for composing nodes, which we model directly as functions on automata, (2) the treatment of recursive invocations, which we do not permit, and (3) our inclusion of a framework for compositional proofs. Other work in ITPs focuses on showing traditional properties of process algebras, like, for instance, the treatment of binders [1], that bisimulation equivalence is a congruence [9,11], or properties of fix-point induction [20], while we focus on what has been termed ‘proof methodology’ [8], and develop a compositional method for showing correctness properties of protocols specified in a process algebra. Alternatively, Paulson’s inductive approach [16] can be applied to show properties of protocols specified with less generic infrastructure. But we think it to be better suited to systems specified in a ‘declarative’ style as opposed to the strongly operational models we consider.

Structure and contributions. Section 2 describes the mechanization of AWN. The basic definitions are routine but the layered structure of the language and the treatment of operators on networks as functions on automata are relatively novel and essential to understanding later sections. Section 3 describes our mechanization of the theory of inductive invariants, closely following [13]. We exploit the structure of AWN to generate verification conditions corresponding to those of pen-and-paper proofs [6, §7]. Section 4 presents a compositional technique for stating and proving invariants that relate states across multiple nodes. Basically, we substitute ‘open’ Structural Operational Semantics (SOS) rules over the global state for the standard rules over local states (Section 4.1), show the property over a single sequential process (Section 4.2), ‘lift’ it successively over layers that model message queueing and network communication (Section 4.3), and, ultimately, ‘transfer’ it to the original model (Section 4.4).

2 The process algebra AWN

AWN comprises five layers [6, §4]. We treat each layer as an automaton with states of a specific form and a given set of transition rules. We describe the layers from the bottom up over the following sections.

2.1 Sequential processes

Sequential processes are used to encode protocol logic. Each is modelled by a (recursive) specification $\Gamma$ of type $'p \Rightarrow ('s, 'p, 'l) seqp$, which maps process names of type $'p$ to terms of type $(s, 'p, 'l) seqp$, also parameterized by $'s$, data states, and $'l$, labels. States of sequential processes have the form $(\xi, p)$ where $\xi$ is a data state of type $'s$ and $p$ is a control term of type $(s, 'p, 'l) seqp$. 
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Fig. 1: Sequential processes: terms and semantics
We introduce the specification of a simple 'toy' protocol as a running example:

\[
\Gamma_{\text{Toy}} \text{PToy} = \text{labelled PToy} \left( \text{receive(} \lambda \text{msg'. } \xi \mid \text{msg := msg'} \text{)} \right).
\]

\[
\Gamma_{\text{Toy}} \text{PToy} = \text{labelled PToy} \left( \text{is-newpkt} \right)
\]

\[
\Gamma_{\text{Toy}} \text{PToy} = \text{labelled PToy} \left( \text{broadcast(} \lambda \xi. \text{pkt}(\text{no . ip } \xi) \text{)} \right)
\]

\[
\Gamma_{\text{Toy}} \text{PToy} = \text{call(PToy)}
\]

where PToy is the process name, is-newpkt and is-pkt are guards that unpack the contents of msg, and Toy() is an abbreviation that clears some variables before a call(PToy). The function labelled associates its argument PToy paired with a number to every prefix constructor. There are two types of messages: newpkt(data, dst), from which is-newpkt copies data to the variable num, and pkt(data, src), from which is-pkt copies data into num and src into sip.

The corresponding sequential model is an automaton—a record of two fields: a set of initial states and a set of transitions—parameterized by an address i:

\[
\Gamma_{\text{Toy}} \text{PToy} = \text{labelled PToy} \left( \text{receive(} \lambda \text{msg'. } \xi \mid \text{msg := msg'} \text{)} \right).
\]

\[
\Gamma_{\text{Toy}} \text{PToy} = \text{labelled PToy} \left( \text{is-newpkt} \right)
\]

\[
\Gamma_{\text{Toy}} \text{PToy} = \text{labelled PToy} \left( \text{broadcast(} \lambda \xi. \text{pkt}(\text{no . ip } \xi) \text{)} \right)
\]

\[
\Gamma_{\text{Toy}} \text{PToy} = \text{call(PToy)}
\]

where PToy is the process name, is-newpkt and is-pkt are guards that unpack the contents of msg, and Toy() is an abbreviation that clears some variables before a call(PToy). The function labelled associates its argument PToy paired with a number to every prefix constructor. There are two types of messages: newpkt(data, dst), from which is-newpkt copies data to the variable num, and pkt(data, src), from which is-pkt copies data into num and src into sip.

The corresponding sequential model is an automaton—a record of two fields: a set of initial states and a set of transitions—parameterized by an address i:

\[
\text{ptoy } i = (\text{init } = \{(\text{toy-init } i, \Gamma_{\text{Toy}} \text{PToy})\}, \text{trans } = \text{seqp-sos } \Gamma_{\text{Toy}})
\]

where toy-init i yields the initial data state (ip = i, no = 0, nhip = i, msg = SOME x. True, num = SOME x. True, sip = SOME x. True). The last three variables are initialized to arbitrary values, as they are considered local—they are explicitly reinitialized before each call(PToy). This is the biggest departure from the original definition of AWN; it simplifies the treatment of call, as we show in Section 3.1, and facilitates working with automata where variable locality makes little sense.

### 2.2 Local parallel composition

Message sending protocols must nearly always be input-enabled, that is, nodes should always be in a state where they can receive messages. To achieve this, and to model asynchronous message transmission, the protocol process is combined with a queue model, qmsg, that continually appends received messages onto an

\[
(s, a, s') \in S \quad \land \quad m. a \neq \text{receive } m \quad \land \quad \langle (s, t), a, (s', t) \rangle \in \text{parp-sos } S T
\]

\[
(t, a, t') \in T \quad \land \quad m. a \neq \text{send } m \quad \land \quad \langle (s, t), a, (s', t') \rangle \in \text{parp-sos } S T
\]

\[
(s, \text{receive } m, s') \in S \quad \land \quad \langle (s, t), m, (s', t') \rangle \in \text{parp-sos } S T
\]

\[
(t, \text{send } m, t') \in T \quad \land \quad \langle (s, t), m, (s', t') \rangle \in \text{parp-sos } S T
\]

Fig. 2: SOS rules for parallel processes: parp-sos.

---

4 The generic record has type (s, 'a) automaton, where the type 's is the domain of states, here pairs of data records and control terms, and 'a is the domain of actions.
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\[(s, \text{groupcast } D \ m, s') \in S \quad (s, \text{receive } m, s') \in S\]

\[(s_i R, (R \cap D):*\text{cast}(m), s'_i) \in \text{node-sos } S \quad (s_i R, \emptyset:\text{arrive}(m), s'_i) \in \text{node-sos } S\]

\[(s_i R, \emptyset:\{i\}:\text{arrive}(m), s_i R) \in \text{node-sos } S \quad (s_i R, \text{connect}(i, i'), s_i R \cup \{i'\}) \in \text{node-sos } S\]

Fig. 3: SOS rules for nodes: examples from node-sos.

internal list and offers to send the head message to the protocol process:

\[\text{ptoy } i \langle \langle \ qmsg\rangle \]

The local parallel operator is a function over automata:

\[s \langle \langle \ t = |(\text{init } = \text{init } s \times \text{init } t, \text{trans } = \text{parp-sos } (\text{trans } s) (\text{trans } t))\]

The rules for parp-sos are shown in Figure 2.

2.3 Nodes

At the node level, a local process np is wrapped in a layer that records its address i and tracks the set of neighbouring node addresses, initially R_i:

\[(i : \text{np } : R_i) = (|\text{init } = \{s_i R_i \mid s \in \text{init } \text{np}\}, \text{trans } = \text{node-sos } (\text{trans } \text{np}))\]

Node states are denoted s_i R. Figure 3 presents rules typical of node-sos. Output network synchronizations, like groupcast, are filtered by the list of neighbours to become *cast actions. The H\neg K:arrive(m) action—in Figure 3 instantiated as \emptyset:\{i\}:\text{arrive}(m), and \{i\}:\emptyset:\text{arrive}(m)—is used to model a message m received by nodes in H and not by those in K. The connect(i, i') adds node i' to the set of neighbours of node i; disconnect(i, i') works similarly.

2.4 Partial networks

Partial networks are specified as values of type net-tree, that is, as a node \langle i; R_i \rangle with address i and a set of initial neighbours R_i, or a composition of two net-trees p_1 \parallel p_2. The function pnet maps such a value, together with the process np i to execute at each node i, here parameterized by an address, to an automaton:

\[\text{pnet } np (\langle i; R_i \rangle) = (i : \text{np } i : R_i)\]

\[\text{pnet } np (p_1 \parallel p_2) = (|\text{init } = \{s_1 i s_2 \mid s_1 \in \text{init } (\text{pnet } np p_1) \land s_2 \in \text{init } (\text{pnet } np p_2)\}, \text{trans } = \text{pnet-sos } (\text{trans } (\text{pnet } np p_1)) (\text{trans } (\text{pnet } np p_2)))\]

The states of such automata mirror the tree structure of the network term; we denote composed states s_1 i s_2. This structure, and the node addresses, remain constant during an execution. These definitions suffice to model an example three node network of toy processes:

\[\text{pnet } (\lambda i. \text{ptoy } i \langle \langle \ qmsg\rangle \rangle (\langle A; \{B\} \rangle \parallel \langle B; \{A, C\} \rangle \parallel \langle C; \{B\} \rangle))\]

Figure 4 presents rules typical of pnet-sos. There are rules where only one node acts, like the one shown for \tau, and rules where all nodes act, like those for *cast and arrive. The latter ensure—since qmsg is always ready to receive m—that a partial network can always perform an H\neg K:arrive(m) for any combination of H and K consistent with its node addresses, but that pairing with an R:*cast(m) restricts the possibilities to the one consistent with the destinations in R.
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3.1 Control terms

Given a specification $\Gamma$ over finitely many process names, we can generate a finite set of verification conditions because transitions from (s, p, l) seqp terms always yield subterms of terms in $\Gamma$. But, rather than simply consider the set of all subterms, we prefer to define a subset of ‘control terms’ that reduces the number of verification conditions, avoids tedious duplication in proofs, and corresponds with the obligations considered in pen-and-paper proofs. The main idea is that the $\oplus$ and call operators serve only to combine process terms: they are, in a sense, executed recursively by seqp-sos to determine the actions that a term offers to its environment. This is made precise by defining a relation between sequential process terms.

**Definition 4 ($\sim_{r}$).** For a (recursive) specification $\Gamma$, let $\sim_{r}$ be the smallest relation such that $(p_{1} \oplus p_{2}) \sim_{r} p_{1},$ $(p_{1} \oplus p_{2}) \sim_{r} p_{2},$ and $(\text{call}(pn)) \sim_{r} \Gamma pn$.

We write $\sim_{r}^{*}$ for its reflexive transitive closure. We consider a specification to be well formed, when the inverse of this relation is well founded:

$$\text{wellformed } \Gamma = \{ (q, p) \mid p \sim_{r}^{*} q \}.$$ 

Most of our lemmas only apply to well formed specifications, since otherwise functions over the terms they contain cannot be guaranteed to terminate. Neither of these two specifications is well formed: $\Gamma_{a}(1) = p \oplus \text{call}(1); \Gamma_{b}(n) = \text{call}(n + 1)$.

We will also need a set of ‘start terms’—the subterms that can act directly.

**Definition 5 (sterms).** Given a wellformed $\Gamma$ and a sequential process term $p$, $\text{sterms } \Gamma p$ is the set of maximal elements related to $p$ by the reflexive transitive closure of the $\sim_{r}$ relation$^{5}$:

$$\text{sterms } \Gamma (p_{1} \oplus p_{2}) = \text{sterms } \Gamma p_{1} \cup \text{sterms } \Gamma p_{2},$$

$$\text{sterms } \Gamma (\text{call}(pn)) = \text{sterms } \Gamma (\Gamma pn),$$

$$\text{sterms } \Gamma p = \{ p \} \text{ otherwise}.$$ 

We also define ‘local start terms’ by $\text{stermsl } (p_{1} \oplus p_{2}) = \text{stermsl } p_{1} \cup \text{stermsl } p_{2}$ and otherwise $\text{stermsl } p = \{ p \}$ to permit the sufficient syntactic condition that a specification $\Gamma$ is well formed if $\text{call}(pn') \notin \text{stermsl } (\Gamma pn)$.

Similarly to the way that start terms act as direct sources of transitions, we define ‘derivative terms’ giving possible active destinations of transitions.

**Definition 6 (dterms).** Given a wellformed $\Gamma$ and a sequential process term $p$, $\text{dterms } p$ is defined by:

$$\text{dterms } \Gamma (p_{1} \oplus p_{2}) = \text{dterms } \Gamma p_{1} \cup \text{dterms } \Gamma p_{2},$$

$$\text{dterms } \Gamma (\text{call}(pn)) = \text{dterms } \Gamma (\Gamma pn),$$

$$\text{dterms } \Gamma ([|]a) p = \text{sterms } \Gamma p,$$

$$\text{dterms } \Gamma ([|] \text{unicast}(s_{ip}, s_{msg}) \cdot p \triangleright q) = \text{sterms } \Gamma p \cup \text{sterms } \Gamma q, \text{ and so on.}$$

$^{5}$This characterization is equivalent to $\{ q \mid p \sim_{r}^{*} q \land (\exists q'. q \sim_{r} q') \}$. Termination follows from wellformed $\Gamma$, that is, wellformed $\Gamma \implies \text{sterms-dom } (\Gamma, p)$ for all $p$. 

These derivative terms overapproximate the set of reachable terms, since they do not consider the truth of guards nor the willingness of communication partners. These auxiliary definitions lead to a succinct definition of the set of control terms of a specification.

**Definition 7 (cterms).** For a specification $\Gamma$, cterms is the smallest set where:

$$\begin{align*}
p &\in \text{sterms } \Gamma \ (\Gamma \ \text{pn}) \\
p &\in \text{cterms } \Gamma \\
p &\in \text{dterms } \Gamma \ p
\end{align*}$$

It is also useful to define a local version independent of any specification.

**Definition 8 (ctermsl).** Let ctermsl be the smallest set defined by:

$$\begin{align*}
\text{ctermsl } (p_1 \oplus p_2) &= \text{ctermsl } p_1 \cup \text{ctermsl } p_2, \\
\text{ctermsl } (\text{call}(pn)) &= \{\text{call}(pn)\}, \\
\text{ctermsl } (\{l\}[u] p) &= \{\{l\}[u] p\} \cup \text{ctermsl } p, \text{ and so on.}
\end{align*}$$

Including call terms ensures that $q \in \text{stermsl } p$ implies $q \in \text{ctermsl } p$, which facilitates proofs. For wellformed $\Gamma$, ctermsl allows an alternative definition of cterms,

$$\text{cterms } \Gamma = \{p \mid \exists pn. p \in \text{ctermsl } (\Gamma \ pn) \land \text{not-call } p\}.$$  

While the original definition is convenient for developing the meta-theory, due to the accompanying induction principle, this one is more useful for systematically generating the set of control terms of a specification, and thus, we will see, sets of verification conditions. And, for wellformed $\Gamma$, we have as a corollary

$$\text{cterms } \Gamma = \{p \mid \exists pn. p \in \text{subterms } (\Gamma \ pn) \land \text{not-call } p \land \text{not-choice } p\}.$$  

where subterms, not-call, and not-choice are defined in the obvious way.

We show that cterms over-approximates the set of reachable control states.

**Lemma 1.** For wellformed $\Gamma$ and automaton $A$ where control-within $\Gamma$ (init $A$) and $\text{trans } A = \text{seq}-\text{sos } \Gamma$, if $(\xi, p) \in \text{reachable } A I$ and $q \in \text{sterms } \Gamma \ p$ then $q \in \text{cterms } \Gamma$.

The predicate control-within $\Gamma$ $\sigma = \forall (\xi, p) \in \sigma. \exists pn. p \in \text{subterms } (\Gamma \ pn)$ serves to state that the initial control state is within the specification.

### 3.2 Basic proof rule and invariants

Using the definition of invariance (Definition 2), we can state a basic property of an instance of the toy process:

$$\text{ptoy } i \models \text{onl } \Gamma_{\text{toy}} (\lambda(\xi, l), l \in \{\text{PToy-:2, PToy-:8}\} \rightarrow \text{nhip } \xi = \text{ip } \xi).$$

This invariant states that between the lines labelled PToy-2 and PToy-8, that is, after the assignment of PToy-1 until before the assignment of PToy-8, the values of nhip and ip are equal; onl $\Gamma$ P, defined as $\lambda(\xi, p). \forall l \in \text{labels } \Gamma \ p. p (\xi, l)$, extracts labels from control states.\(^6\) Invariants like these are solved using a procedure whose soundness is justified as a theorem. The proof exploits (1) and Lemma 1.

\(^6\) Using labels in this way is standard, see, for instance, [13, Chap. 1], or the ‘assertion networks’ of [18, §2.5.1]. Isabelle rapidly dispatches all the uninteresting cases.
Theorem 1. To prove $A \models (l \rightarrow) \text{onl } \Gamma P$, where \textit{wellformed} $\Gamma$, \textit{simple-labels} $\Gamma$, \textit{control-within} $\Gamma$ (init $A$), and \textit{trans} $A = \text{seqp-sos } \Gamma$, it suffices

\begin{align*}
\text{(init)} & \quad \text{for arbitrary } (\xi, p) \in \text{init } A \text{ and } l \in \text{labels } \Gamma p, \text{ to show } P (\xi, l), \text{ and,} \\
\text{(step)} & \quad \text{for arbitrary } p \in \text{ctermsl } (\Gamma pn), \text{ but not-call } p, \text{ and } l \in \text{labels } \Gamma p, \text{ given that } p \in \text{sterms } \Gamma pp \text{ for some } (\xi, pp) \in \text{reachable } A I, \text{ to assume } P (\xi, l) \text{ and } I a, \text{ and then for any } (\xi', q) \text{ such that } ((\xi, p), a, (\xi', q)) \in \text{seqp-sos } \Gamma \text{ and } l' \in \text{labels } \Gamma q, \text{ to show } P (\xi', l').
\end{align*}

Here, \textit{simple-labels} $\Gamma = \forall pn. \forall p \in \text{subterms } (\Gamma pn). \exists! l. \text{labels } \Gamma p = \{l\}$: each control term must have exactly one label, that is, $\oplus$ terms must be labelled consistently.

We incorporate this theorem into a tactic that (1) applies the introduction rule, (2) replaces $p \in \text{ctermsl } (\Gamma pn)$ by a disjunction over the values of $pn$, (3) applies Definition 8 and repeated simplifications of $\Gamma$s and eliminations on disjunctions to generate one subgoal (verification condition) for each control term, (4) replaces control term derivatives, the subterms in Definition 6, by fresh variables, and, finally, (5) tries to solve each subgoal by simplification. Step 4 replaces potentially large control terms by their (labelled) heads, which is important for readability and prover performance. The tactic takes as arguments a list of existing invariants to include after having applied the introduction rule and a list of lemmas for trying to solve any subgoals that survive the final simplification. There are no schematic variables in the subgoals and we benefit greatly from Isabelle’s \texttt{PARALLEL GOALS} tactical [22].

In practice, one states an invariant, applies the tactic, and examines the resulting goals. One may need new lemmas for functions over the data state or explicit proofs for difficult goals. That said, the tactic generally dispatches the uninteresting goals, and the remaining ones typically correspond with the cases treated explicitly in manual proofs [4].

For step invariants, we show a counterpart to Theorem 1, and declare it to the tactic. Then we can show, for our example, that the value of no never decreases:

\[ ptoi i \models (\lambda((\xi, -), (-, \xi')). \text{no } \xi \leq \text{no } \xi'). \]

4 Open invariance

The analysis of network protocols often requires ‘inter-node’ invariants, like

\[ \text{wf-net-tree } n \Rightarrow \text{closed } (\text{pnet } (\lambda i. \text{ptoi } i \text{ qmsg } n) \models \text{netglobal } (\lambda \sigma. \forall i. \text{no } (\sigma i) \leq \text{no } (\text{nhip } (\sigma i))), \]

which states that, for any net-tree with disjoint node addresses (wf-net-tree $n$), the value of no at a node is never greater than its value at the ‘next hop’—the address in nhip. This is a property of a global state $\sigma$ mapping addresses to corresponding data states. Such a global state is readily constructed with:

\[ \text{netglobal } P = \lambda s. P (\text{default } \text{toy-init } (\text{netlift } \text{fst } s)), \]

\[ \text{default df } f = (\lambda i. \text{case } f i \text{ of } \text{None } \Rightarrow \text{df } i \mid \text{Some } s \Rightarrow s), \]

\[ \text{netlift } sr (s_{i:R}) = [i \mapsto \text{fst } (sr s)] \]
\[ \text{netlift } sr (s_{i:t}) = \text{netlift } sr s ++ \text{netlift } sr t. \]
The applications of \texttt{fst} elide the state of \texttt{qmsg} and the protocol's control state.\footnote{The formulation here is a technical detail: \texttt{sr} corresponds to \texttt{netlift} as \texttt{np} does to \texttt{pnet}.}

While we can readily state inter-node invariants of a complete model, showing them compositionally is another issue. Sections 4.1 and 4.2 present a way to state and prove such invariants at the level of sequential processes—that is, with only \texttt{ptoy i} left of the turnstile. Sections 4.3 and 4.4 present, respectively, rules for lifting such results to network models and for recovering invariants like (4).

### 4.1 The open model

Rather than instantiate the 's of (', 'p, 'l) \texttt{seqp} with elements \(\xi\) of type state, our solution introduces a global state \(\sigma\) of type \(\text{ip} \Rightarrow \text{state}\). This necessitates a stack of new SOS rules that we call the \textit{open model}; Figure 5 shows some representatives.

The rules of \texttt{oseqp-sos} are parameterized by an address \(i\) and constrain only that entry of the global state, either to say how it changes (\(\sigma' i = u (\sigma i)\)) or that it does not (\(\sigma' i = \sigma i\)). The rules for \texttt{oparp-sos} only allow the first sub-process to constrain \(\sigma\). This choice is disputable: it precludes comparing the states of \texttt{qmsg}s (and any other local filters) across a network, but is also simplifies the mechanics and use of this layer of the framework.\footnote{The treatment of the other layers is completely independent of this choice.} The sets \texttt{onode-sos} and \texttt{opnet-sos} need not be parameterized since they are generated inductively from lower layers. Together they constrain subsets of elements of \(\sigma\). This occurs naturally for rules like those for \texttt{arrive} and \texttt{*cast}, where the synchronous communication serves as a conjunction of constraints on sub-ranges of \(\sigma\). But for others that normally only constrain a single element, like those for \(\tau\), assumptions (\(\forall j \neq i. \sigma' j = \sigma j\)) are introduced here and later dispatched (Section 4.4). The rules for \texttt{ocnet-sos}, not shown, are similar—elements not addressed within a model may not change.

The stack of operators and model layers described in Section 2 is refashioned to use the new transition rules and to distinguish the global state, which is preserved as the \texttt{fst} element across layers, from the local state elements which are combined in the \texttt{snd} element as before.

For instance, a sequential instance of the toy protocol is defined as

\begin{align*}
{\text{optoy i}} = (\text{init} = \{(\text{toy-init, } \Gamma_{\text{Toy}})\}, \text{trans} = \text{oseqp-sos } \Gamma_{\text{Toy}} i),
\end{align*}

combined with the standard \texttt{qmsg} process using the operator

\begin{align*}
{\text{s \langle \langleinit = \{(\sigma, (s_1, t_1)) | (\sigma, s_1) \in \text{init s} \land \text{init s} \land \text{init t}\},}
\text{trans} = \text{oparp-sos i (trans s) (trans t)}\rangle},
\end{align*}

and lifted to the node level via the open node constructor

\begin{align*}
{\langle i : \text{onp} i : R_i \rangle_o} = (\text{init} = \{(\sigma, s_{i_O}) | (\sigma, s) \in \text{init onp}\}, \text{trans} = \text{onode-sos (trans onp)}).
\end{align*}

Similarly, to map a \texttt{net-tree} term to an open model we define:

\begin{align*}
\text{opnet onp } (i; R_i) = (i : \text{onp} i : R_i o),
\text{opnet onp } (p_1 \parallel p_2) = (\text{init} = \{(\sigma, s_1; s_2) | (\sigma, s_1) \in \text{init (opnet onp p_1)}
\land (\sigma, s_2) \in \text{init (opnet onp p_2)}
\land \text{net-ips s_1 \cap net-ips s_2 = } \emptyset\},
\text{trans} = \text{opnet-sos (trans (opnet onp p_1) (trans (opnet onp p_2)))}).
\end{align*}
Showing invariance compositionally for a process algebra

\[ \sigma' = u(\sigma) \] 
\[ (\sigma, (\cdot) [u] p), \tau, (\sigma', p) \in \text{oseqp-sos} \] 
\[ (\sigma, p \oplus q), a, (\sigma', p') \in \text{oseqp-sos} \]

\[ \sigma' = \sigma \]
\[ (\sigma', (\cdot) [\text{unicast}(s_{ip}, s_{msg}) \cdot p \leq q]), \text{unicast}(s_{ip}(\sigma)), (\sigma', p) \in \text{oseqp-sos} \] 
\[ (\sigma, (s, t)), \tau, (\sigma', (s', t')) \in \text{oparp-sos} \rightarrow S \rightarrow T \]

(a) Sequential processes: examples from oseqp-sos.

(b) Parallel processes: example from oparp-sos.

(c) Nodes: examples from onode-sos.

(d) Partial networks: example from opnet-sos.

Fig. 5: SOS rules for the open model (cf. Figures 1, 2, 3, and 4)

This definition is non-empty only for well-formed net-trees (net-tips gives the set of node addresses in the state of a partial network). Including such a constraint within the open model, rather than as a separate assumption like the wf-net-tree n in (4), eliminates an annoying technicality from the inductions described in Section 4.3. As with the extra premises in the open SOS rules, we can freely adjust the open model to facilitate proofs but each ‘encoded assumption’ becomes an obligation to be discharged in the transfer lemma of Section 4.4.

An operator for adding the last layer is also readily defined by
\[ \text{oclosed} A = A | \text{trans} := \text{ocnet-sos} (\text{trans} A) | \]
giving all the definitions necessary to turn a standard model into an open one.

4.2 Open invariants

The basic definitions of reachability and invariance, Definitions 1–3, apply to open models, but constructing a compositional proof requires considering the effects of both synchronized and interleaved actions of possible environments.

Definition 9 (open reachability). Given an automaton A and assumptions S and U over, respectively, synchronized and interleaved actions, reachable A S U is the smallest set defined by the rules:

\[ (\sigma, p) \in \text{init} A \]
\[ (\sigma, p) \in \text{reachable} A S U \]
\[ (\sigma, p) \in \text{reachable} A S U \]
\[ (\sigma', p) \in \text{reachable} A S U \]
\[ \sigma \rightarrow a \]

\[ (\sigma', p) \in \text{reachable} A S U \]

\[ (\sigma, p) \in \text{reachable} A S U \]

\[ ((\sigma, p), a, (\sigma', p')) \in \text{trans} A \]
In practice, we use restricted forms of the assumptions $S$ and $U$, respectively,

$$\text{otherwith } E \ N \ 1 \ \sigma \ \sigma' \ a = (\forall \ i. \ i \notin N \rightarrow E (\sigma \ i) (\sigma' \ i)) \land 1 \ \sigma \ a,$$

$$\text{other } F \ N \ \sigma \ \sigma' = \forall i. \ \text{if } i \in N \ \text{then } \sigma' = \sigma \ i \ \text{else } F (\sigma \ i) (\sigma' \ i).$$

The former permits the restriction of possible environments ($E$) and also the extraction of information from shared actions ($I$). The latter restricts ($F$) the effects of interleaved actions, which may only change non-local state elements.

**Definition 10 (open invariance).** Given an automaton $A$ and assumptions $S$ and $U$ over, respectively, synchronized and interleaved actions, a predicate $P$ is an open invariant, denoted $A \models (S, U \rightarrow) P$, iff $\forall s \in \text{reachable } A S U. P s$.

It follows easily that existing invariants can be made open: most invariants can be shown in the basic context but still exploited in the more complicated one.

**Lemma 2.** Given an invariant $A \models (I \rightarrow) P$ where $\text{trans } A = \text{seqp-sos } \Gamma$, and any $F$, there is an open invariant $A' \models (\lambda \ -\. I, \text{other } F \ \{i\} \rightarrow) (\lambda(\sigma, p). \ P (\sigma \ i, p))$ where $\text{trans } A' = \text{oseqp-sos } \Gamma \ i$, provided that $\text{init } A = \{(\sigma \ i, p) \mid (\sigma, p) \in \text{init } A\}$.

Open step invariance and a similar transfer lemma are defined similarly. The meta theory for basic invariants is also readily adapted, in particular,

**Theorem 2.** To show $A \models (S, U \rightarrow) \text{onl } \Gamma \ P$, in addition to the conditions and the obligations (init) and (step) of Theorem 1, suitably adjusted, it suffices,

$$\text{(env) for arbitrary } (\sigma, p) \in \text{reachable } A S U \ \text{and } l \in \text{labels } \Gamma \ p, \ \text{to assume both } P (\sigma, l) \ \text{and } U \ \sigma \ \sigma', \ \text{and then to show } P (\sigma', l).$$

This theorem is declared to the tactic described in Section 3.2 and proofs proceed as before, but with the new obligation to show invariance over interleaved steps.

We finally have sufficient machinery to state (and prove) Invariant (4) at the level of a sequential process:

$$\text{optoy } i \models \text{otherwith nos-inc } \{i\} (\text{orecvmsg msg-ok}), \ \text{other nos-inc } \{i\} \rightarrow$$

$$(\lambda(\sigma, \ -). \ \text{no } (\sigma \ i) \leq \text{no } (\sigma \ \text{nhip } (\sigma \ i)))$$

where nos-inc $\xi \ \xi' = \text{no } \xi \leq \text{no } \xi'$, $\text{orecvmsg}$ applies its given predicate to receive actions and is otherwise true, $\text{msg-ok } \sigma (\text{pkt } (\text{data, src})) = (\text{data} \leq \text{no } (\sigma \ \text{src}))$, and $\text{msg-ok } \sigma (\text{newpkt } (\text{data, dst})) = \text{True}$. So, given that the variables no in the environment never decrease and that incoming $\text{pkt}$s reflect the state of the sender, there is a relation between the local node and the next hop. Similar invariants occur in proofs of realistic protocols [4].

### 4.3 Lifting open invariants

The next step is to lift Invariant (7) over each composition operator of the open model. We mostly present the lemmas over $\text{reachable}$, rather than those for open invariants and step invariants, which follow more or less directly.
The first lifting rule treats composition with the qmsg process. It mixes reachable and reachable predicates: the former for the automaton being lifted, the latter for properties of qmsg. The properties of qmsg—only received messages are added to the queue and sent messages come from the queue—are shown using the techniques of Section 3.

**Lemma 3 (qmsg lifting).** Given \((\sigma, (s, (q, t))) \in \text{reachable} (A \langle i \rangle \text{qmsg}) S U\), where predicates \(S = \text{otherwith} E \{i\} (\text{orecvmsg} R)\) and \(U = \text{other} F \{i\}\), and provided (1) \(A \models (S, U \to) (\lambda((\sigma, -),\cdot, (\sigma', -)). F (\sigma i) (\sigma' i))\), (2) for all \(\xi, \xi'\), \(E \xi \xi'\) implies \(F \xi \xi'\), (3) for all \(\sigma, \sigma', m, \forall j. F (\sigma j) (\sigma' j)\) and \(R \sigma m\) imply \(R \sigma' m\), and, (4) \(F\) is reflexive, then \((\sigma, s) \in \text{reachable} A S U\) and \((q, t) \in \text{reachable} qmsg (\text{recvmsg}(R \sigma))\), and furthermore \(\forall m \in \text{set} q. R \sigma m\).

The key intuition is that every message \(m\) received, queued, and sent by qmsg satisfies \(R \sigma m\). The proof is by induction over reachable. The \(R\)'s are preserved when the external environment acts independently (3, 4), when it acts synchronously (2), and when the local process acts (1, 3).

The rule for lifting to the node level adapts assumptions on receive actions (orecvmsg) to arrive actions (oarrivemsg).

**Lemma 4 (onode lifting).** If, for all \(\xi, \xi'\), \(E \xi \xi'\) implies \(F \xi \xi'\), then given \((\sigma, s_h) \in \text{reachable} (i : A : R_{i_o}) (\text{otherwith} E \{i\} (\text{oarrivemsg} I)) (\text{other} F \{i\})\) it follows that \((\sigma, s) \in \text{reachable} A (\text{otherwith} E \{i\} (\text{orecvmsg} I)) (\text{other} F \{i\})\).

The sole condition is needed because certain node-level actions—namely connect, disconnect, and \(\emptyset - \{i\}\) arrive(m)—synchronize with the environment (giving \(E \xi \xi'\)) but appear to ‘stutter’ (requiring \(F \xi \xi'\)) relative to the underlying process.

The lifting rule for partial networks is the most demanding. The function net-tree-ips, giving the set of addresses in a net-tree, plays a key role.

**Lemma 5 (opnet lifting).** Given \((\sigma, s \in pt) \in \text{reachable} (\text{opnet onp} (p_1 \parallel p_2)) S U\), where \(S = \text{otherwith} E (\text{net-tree-ips} (p_1 \parallel p_2)) (\text{oarrivemsg} I)\), \(U = \text{other} F (\text{net-tree-ips} (p_1 \parallel p_2))\), and \(E\) and \(F\) are reflexive, for arbitrary \(p i\) of the form \((i : \text{onp} i : R_{i_o}, p i \equiv (\lambda x. \cdot. \text{oarrivemsg} I \sigma)\), other \(F \{i\} \to (\lambda ((\sigma, -), a, (\sigma', -)). \text{castmsg} (I \sigma) a)\), and similar step invariants for \(E(\sigma i)(\sigma' i)\) and \(F(\sigma i)(\sigma' i)\), then it follows that both \((\sigma, s) \in \text{reachable} (\text{opnet onp} p_1) S_1 U_1\) and \((\sigma, t) \in \text{reachable} (\text{opnet onp} p_2) S_2 U_2\), where \(S_1\) and \(U_1\) are over \(p_1\), and \(S_2\) and \(U_2\) are over \(p_2\).

The proof is by induction over reachable. The initial and interleaved cases are trivial. For the local case, given open reachability of \((\sigma, s)\) and \((\sigma, t)\) for \(p_1\) and \(p_2\), respectively, and \(((\sigma, s \in pt), a, (\sigma', s' \in pt)) \in \text{trans} (\text{opnet onp} (p_1 \parallel p_2))\), we must show open reachability of \((\sigma', s')\) and \((\sigma', t')\). The proof proceeds by cases of \(a\). The key step is to have stated the lemma without introducing cyclic dependencies between (synchronizing) assumptions and (step invariant) guarantees. For a synchronizing action like arrive, Definition 9 requires satisfaction of \(S_1\) to advance in \(p_1\) and of \(S_2\) to advance in \(p_2\), but the assumption \(S\) only holds for addresses \(j \notin \text{net-tree-ips} (p_1 \parallel p_2)\). This is why the step invariants required of nodes only assume oarrivemsg \(I \sigma\) of the environment, rather than an \(S\) over node address \(\{i\}\).
This is not unduly restrictive since the step invariants provide guarantees for individual local state elements and not between network nodes. The assumption arrive$_{msg} \sigma$ is never cyclic: it is either assumed of the environment for paired arrives, or trivially satisfied for the side that *casts. The step invariants are lifted from nodes to partial networks by induction over net-trees. For non-synchronizing actions, we exploit the extra guarantees built into the open SOS rules.

The rule for closed networks is similar to the others. Its important function is to eliminate the synchronizing assumption ($S$ in the lemmas above), since messages no longer arrive from the environment. The conclusion of this rule has the form required by the transfer lemma of the next section.

### 4.4 Transferring open invariants

The rules in the last section extend invariants over sequential processes, like that of (7), to arbitrary, open network models. All that remains is to transfer the extended invariants to the standard model. We do so using a locale [12] openproc $np \; onp \; sr$ where $np$ has type $ip \Rightarrow ('s, 'm \text{ seq-action})$ automaton, $onp$ has type $ip \Rightarrow ((ip \Rightarrow g) \times l, 'm \text{ seq-action})$ automaton, and $sr$ has type $'s \Rightarrow g \times l$. The automata use the actions of Section 2.1 with arbitrary messages ($'m \text{ seq-action}$).

The openproc locale relates an automaton $np$ to a corresponding ‘open’ automaton $onp$, where $sr$ splits the states of the former into global and local components. Besides two technical conditions on initial states, this relation requires assuming $\sigma i = \text{fst} (sr s)$, $\sigma' i = \text{fst} (sr s')$ and $(s, a, s') \in \text{trans} (np i)$, and then showing $((\sigma, \text{snd} (sr s)), a, (\sigma', \text{snd} (sr s'))) \in \text{trans} (onp i)$—that is, that $onp$ simulates $np$.

For our running example, we show openproc $ptoy \; optoy \; id$, and then lift it to the composition with $qmsg$, using a generic relation on openproc locales.

**Lemma 6 (transfer).** Given $np$, $onp$, and $sr$ such that openproc $np \; onp \; sr$, then for any wf-net-tree $n$ and $s \in \text{reachable} (\text{closed} (\text{pnet} np n))$ (\lam - True), it follows that (default (someinit $np \; sr$) (netlift $sr \; s$), netlift $sr \; s$) \in \text{reachable} (\text{oclosed} (\text{opnet} onp n)) (\lam - - -. True) $U$.

This lemma uses two openproc constants: someinit $np \; sr \; i$ chooses an arbitrary initial state from $np$ (SOME $x. x \in (\text{fst} \circ sr) \; ' \; \text{init} (np i)$), and

$$\text{netlift} sr (s^n_k) = (\text{snd} (sr s))^{k}_n$$
$$\text{netlift} sr (s^R t) = (\text{netlift} sr s)^R t$$

The proof of the lemma ‘discharges’ the assumptions incorporated into the open SOS rules. An implication from an open invariant on an open model to an invariant on the corresponding standard model follows as a corollary.

**Summary.** The technicalities of the lemmas in this and the preceding section are essential for the underlying proofs to succeed. The key idea is that through an open version of AWN where automaton states are segregated into global and local components, one can reason locally about global properties, but still, using the so called transfer and lifting results, obtain a result over the original model.
5 Concluding remarks

We present a mechanization of a modelling language for MANET and WMN protocols, including a streamlined adaptation of standard theory for showing invariants of individual reactive processes, and a novel and compositional framework for lifting such results to network models. The framework allows the statement and proof of inter-node properties. We think that many elements of our approach would apply to similarly structured models in other formalisms.

It is reasonable to ask whether the basic model presented in Section 2 could not simply be abandoned in favour of the open model of Section 4.1. But we believe that the basic model is the most natural way of describing what AWN means, proving semantic properties of the language, showing ‘node-only’ invariants, and, potentially, for showing refinement relations. Having such a reference model allows us to freely incorporate assumptions into the open SOS rules, knowing that their soundness must later be justified.

The Ad hoc On-demand Distance Vector (AODV) case study. The framework we present in this paper was successfully applied in the mechanization of a proof of loop freedom [6, §7] of the AODV protocol [17], a widely-used routing protocol designed for MANETs, and one of the four protocols currently standardized by the IETF MANET working group. The model has about 100 control locations across 6 different processes, and uses about 40 functions to manipulate the data state. The main property (loop freedom) roughly states that ‘a data packet is never sent round in circles without being delivered’. To establish this property, we proved around 400 lemmas. Due to the complexity of the protocol logic and the length of the proof, we present the details elsewhere [4]. The case study shows that the presented framework can be applied to verification tasks of industrial relevance.
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