Exact order of extreme $L_p$ discrepancy of infinite sequences in arbitrary dimension

RALPH KRITZINGER AND FRIEDRICH PILLICHSHAMMER

Abstract. We study the extreme $L_p$ discrepancy of infinite sequences in the $d$-dimensional unit cube, which uses arbitrary sub-intervals of the unit cube as test sets. This is in contrast to the classical star $L_p$ discrepancy, which uses exclusively intervals that are anchored in the origin as test sets. We show that for any dimension $d$ and any $p > 1$, the extreme $L_p$ discrepancy of every infinite sequence in $[0,1)^d$ is at least of order of magnitude $(\log N)^{d/2}$, where $N$ is the number of considered initial terms of the sequence. For $p \in (1, \infty)$, this order of magnitude is best possible.
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1. Introduction. Let $\mathcal{P} = \{x_0, x_1, \ldots, x_{N-1}\}$ be an arbitrary $N$-element point set in the $d$-dimensional unit cube $[0,1)^d$. For any measurable subset $B$ of $[0,1]^d$, the counting function

$$A_N(B, \mathcal{P}) := |\{n \in \{0,1,\ldots,N-1\} : x_n \in B\}|$$

counts the number of elements from $\mathcal{P}$ that belong to the set $B$. The local discrepancy of $\mathcal{P}$ with respect to a given measurable “test set” $B$ is then given by

$$\Delta_N(B, \mathcal{P}) := A_N(B, \mathcal{P}) - N\lambda(B),$$

where $\lambda$ denotes the Lebesgue measure of $B$. A global discrepancy measure is then obtained by considering a norm of the local discrepancy with respect to a fixed class of test sets.
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In the following, let \( p \in [1, \infty) \).

The classical *(star)* \( L_p \) discrepancy uses as test sets the class of axis-parallel rectangles contained in the unit cube that are anchored in the origin. The formal definition is

\[
L^\text{star}_{p,N}(\mathcal{P}) := \left( \int_{[0,1]^d} |\Delta_N([0,t],\mathcal{P})|^p \, dt \right)^{\frac{1}{p}},
\]

where for \( t = (t_1, t_2, \ldots, t_d) \in [0, 1]^d \), we set \([0,t) = [0, t_1) \times [0, t_2) \times \cdots \times [0, t_d)\) with volume \( \lambda([0,t)) = t_1 t_2 \cdots t_d \).

The extreme \( L_p \) discrepancy uses as test sets arbitrary axis-parallel rectangles contained in the unit cube. For \( \mathbf{u} = (u_1, u_2, \ldots, u_d) \) and \( \mathbf{v} = (v_1, v_2, \ldots, v_d) \) in \([0, 1]^d\) and \( \mathbf{u} \preceq \mathbf{v} \), let \([\mathbf{u}, \mathbf{v}) = [u_1, v_1) \times [u_2, v_2) \times \cdots \times [u_d, v_d)\), where \( \mathbf{u} \preceq \mathbf{v} \) means \( u_j \leq v_j \) for all \( j \in \{1, 2, \ldots, d\} \). Obviously, \( \lambda([\mathbf{u}, \mathbf{v})) = \prod_{j=1}^{d}(v_j - u_j) \).

The extreme \( L_p \) discrepancy of \( \mathcal{P} \) is then defined as

\[
L^\text{extr}_{p,N}(\mathcal{P}) := \left( \int_{[0,1]^d} \int_{[0,1]^d, \mathbf{u} \preceq \mathbf{v}} |\Delta_N([\mathbf{u}, \mathbf{v}), \mathcal{P})|^p \, d\mathbf{u} \, d\mathbf{v} \right)^{\frac{1}{p}}.
\]

Note that the only difference between the standard and the extreme \( L_p \) discrepancy is the use of anchored and arbitrary rectangles in \([0, 1]^d\), respectively.

For an infinite sequence \( \mathcal{S}_d \) in \([0,1]^d\), the star and the extreme \( L_p \) discrepancies \( L^\bullet_{p,N}(\mathcal{S}_d) \) are defined as \( L^\bullet_{p,N}(\mathcal{P}_{d,N}), N \in \mathbb{N} \), of the point set \( \mathcal{P}_{d,N} \) consisting of the initial \( N \) terms of \( \mathcal{S}_d \), where \( \bullet \in \{\text{star, extr}\} \).

Of course, with the usual adaptions the above definitions can be extended also to the case \( p = \infty \). However, it is well known that in this case the star and extreme \( L_\infty \) discrepancies are equivalent in the sense that \( L^\text{star}_{\infty,N}(\mathcal{P}) \leq L^\text{extr}_{\infty,N}(\mathcal{P}) \leq 2^d L^\text{star}_{\infty,N}(\mathcal{P}) \) for every \( N \)-element point set \( \mathcal{P} \) in \([0, 1]^d\). For this reason, we restrict the following discussion to the case of finite \( p \).

Recently it has been shown that the extreme \( L_p \) discrepancy is dominated – up to a multiplicative factor that depends only on \( p \) and \( d \) – by the star \( L_p \) discrepancy (see [21, Corollary 5]), i.e., for every \( d \in \mathbb{N} \) and \( p \in [1, \infty) \), there exists a positive quantity \( c_{d,p} \) such that for every \( N \in \mathbb{N} \) and every \( N \)-element point set in \([0, 1]^d\), we have

\[
L^\text{extr}_{p,N}(\mathcal{P}) \leq c_{d,p} L^\text{star}_{p,N}(\mathcal{P}).
\]  \hspace{1cm} (1)

For \( p = 2 \), we even have \( c_{d,2} = 1 \) for all \( d \in \mathbb{N} \); see [17, Theorem 5]. A corresponding estimate the other way round is in general not possible (see [17, Section 3]). So, in general, the star and the extreme \( L_p \) discrepancy for \( p < \infty \) are not equivalent, which is in contrast to the \( L_\infty \)-case.

**Bounds for finite point sets.** For finite point sets, the order of magnitude of the considered discrepancies is more or less known. For every \( p \in (1, \infty) \) and \( d \in \mathbb{N} \), there exists a \( c_{p,d} > 0 \) such that for every finite \( N \)-element point set \( \mathcal{P} \) in \([0, 1]^d\) with \( N \geq 2 \), we have

\[
L^\bullet_{p,N}(\mathcal{P}) \geq c_{p,d}(\log N)^{d-1}, \quad \text{where} \ \bullet \in \{\text{star, extr}\}.
\]
For the star $L_p$ discrepancy, the result for $p \geq 2$ is a celebrated result by Roth [29] from 1954 that was extended later by Schmidt [31] to the case $p \in (1, 2)$.

For the extreme $L_p$ discrepancy, the result for $p \geq 2$ was first given in [17, Theorem 6] and for $p \in (1, 2)$, in [21]. Halász [15] for the star discrepancy and the authors [21] for the extreme discrepancy proved that the lower bound is even true for $p = 1$ and $d = 2$, i.e., there exists a positive number $c_{1,2}$ with the following property: for every $N$-element $\mathcal{P}$ in $[0,1)^2$ with $N \geq 2$, we have

$$L_{1, N}^\bullet(\mathcal{P}) \geq c_{1,2} \sqrt{\log N}, \quad \text{where} \quad \bullet \in \{\text{star, extr}\}.$$  \hspace{1cm} (2)

On the other hand, it is known that for every $d$, $N \in \mathbb{N}$ and every $p \in [1, \infty)$, there exist $N$-element point sets $\mathcal{P}$ in $[0,1)^d$ such that

$$L_{p, N}^\text{star}(\mathcal{P}) \lesssim d, p (\log N)^{d-1}/2.$$  \hspace{1cm} (3)

(For $f, g : D \subseteq \mathbb{N} \to \mathbb{R}^+$, we write $f(N) \lesssim g(N)$ if there exists a positive number $C$ such that $f(N) \leq C g(N)$ for all $N \in D$. Possible implied dependencies of $C$ are indicated as lower indices of the $\lesssim$ symbol.)

Due to (1), the upper bound (3) even applies to the extreme $L_p$ discrepancy. Hence, for $p \in (1, \infty)$ and arbitrary $d \in \mathbb{N}$ (and also for $p = 1$ and $d = 2$), we have matching lower and upper bounds. The result in (3) was proved by Davenport [6] for $p = 2$, $d = 2$, by Roth [30] for $p = 2$ and arbitrary $d$ and finally by Chen [3] in the general case. Other proofs were found by Frolov [14], Chen [4], Dobrovol’skii [12], Skriganov [32,33], Hickernell and Yue [16], and Dick and Pillichshammer [9]. For more details on the early history of the subject, see the monograph [1]. Apart from Davenport, who gave an explicit construction in dimension $d = 2$, these results are pure existence results and explicit constructions of point sets were not known until the beginning of this millennium. First explicit constructions of point sets with optimal order of star $L_2$ discrepancy in arbitrary dimensions have been provided in 2002 by Chen and Skriganov [5] for $p = 2$ and in 2006 by Skriganov [34] for general $p$. Other explicit constructions are due to Dick and Pillichshammer [11] for $p = 2$, and Dick [7] and Markhasin [23] for general $p$.

**Bounds for infinite sequences.** For the star $L_p$ discrepancy, the situation is also more or less clear. Using a method from Proinov [25] (see also [10]), the results about lower bounds on star $L_p$ discrepancy for finite sequences can be transferred to the following lower bounds for infinite sequences: for every $p \in (1, \infty)$ and every $d \in \mathbb{N}$, there exists a $C_{p,d} > 0$ such that for every infinite sequence $\mathcal{S}_d$ in $[0,1)^d$,

$$L_{p,N}^\text{star}(\mathcal{S}_d) \geq C_{p,d} (\log N)^{d/2} \quad \text{for infinitely many} \ N \in \mathbb{N}.$$  \hspace{1cm} (4)

For $d = 1$, the result holds also for the case $p = 1$, i.e., for every $\mathcal{S}$ in $[0,1)$, we have

$$L_{1,N}^\text{star}(\mathcal{S}) \geq C_{1,1} \sqrt{\log N} \quad \text{for infinitely many} \ N \in \mathbb{N}.$$
exist infinite sequences $S_d$ in $[0,1]^d$ such that for any $p \in [1,\infty)$, we have
\[
L_{p,N}^{\text{star}}(S_d) \lesssim_{d,p} (\log N)^{d/2} \quad \text{for all } N \in \mathbb{N} \setminus \{1\}.
\]

So far, the extreme $L_p$ discrepancy of infinite sequences has not yet been studied. Obviously, due to (1), the upper bounds on the star $L_p$ discrepancy also apply to the extreme $L_p$ discrepancy. However, a similar reasoning for obtaining a lower bound is not possible. In this paper, we show that the lower bound (4) also holds true for the extreme $L_p$ discrepancy. Thereby we prove that for fixed dimension $d$ and for $p \in (1,\infty)$, the minimal extreme $L_p$ discrepancy is, like the star $L_p$ discrepancy, of exact order of magnitude $(\log N)^{d/2}$ when $N$ tends to infinity.

2. The result. We extend the lower bound (4) for the star $L_p$ discrepancy of infinite sequences to extreme $L_p$ discrepancy.

Theorem 1. For every dimension $d \in \mathbb{N}$ and any $p > 1$, there exists a real $\alpha_{d,p} > 0$ with the following property: For any infinite sequence $S_d$ in $[0,1]^d$, we have
\[
L_{p,N}^{\text{extr}}(S_d) \geq \alpha_{d,p}(\log N)^{d/2} \quad \text{for infinitely many } N \in \mathbb{N}.
\]
For $d = 1$, the results even holds true for the case $p = 1$.

For the proof, we require the following lemma. For the usual star discrepancy, this lemma goes back to Roth [29]. We require a similar result for the extreme discrepancy.

Lemma 2. For $d \in \mathbb{N}$, let $S_d = (y_k)_{k \geq 0}$, where $y_k = (y_{1,k},\ldots,y_{d,k})$ for $k \in \mathbb{N}_0$, be an arbitrary sequence in the $d$-dimensional unit cube with extreme $L_p$ discrepancy $L_{p,N}^{\text{extr}}(S_d)$ for $p \in [1,\infty)$. Then for every $N \in \mathbb{N}$, there exists an $n \in \{1,2,\ldots,N\}$ such that
\[
L_{p,n}^{\text{extr}}(S_d) \geq \frac{2^{1/p}}{2} L_{p,N}^{\text{extr}}(S_{d+1}) - \frac{1}{2^{d/p}},
\]
with the adaption that $2^{1/p}$ and $2^{d/p}$ have to be set 1 if $p = \infty$, where $S_{d+1}$ is the finite point set in $[0,1]^{d+1}$ consisting of the $N$ points
\[
x_k = (y_{1,k},\ldots,y_{d,k},k/N) \quad \text{for } k \in \{0,1,\ldots,N-1\}.
\]

Proof. We present the proof for finite $p$. For $p = \infty$, the proof is similar.

Choose $n \in \{1,2,\ldots,N\}$ such that
\[
L_{p,n}^{\text{extr}}(S_d) = \max_{k=1,2,\ldots,N} L_{p,k}^{\text{extr}}(S_d).
\]

Consider a sub-interval of the $(d+1)$-dimensional unit cube of the form $E = \prod_{i=1}^{d+1} [u_i,v_i]$ with $u = (u_1,u_2,\ldots,u_{d+1}) \in [0,1)^{d+1}$ and $v = (v_1,v_2,\ldots,v_{d+1}) \in [0,1)^{d+1}$ satisfying $u \leq v$. Put $\overline{m} = \overline{m}(v_{d+1}) := \lfloor N v_{d+1} \rfloor$ and $\underline{m} = \underline{m}(u_{d+1}) := \lceil N u_{d+1} \rceil$. Then a point $x_k$, $k \in \{0,1,\ldots,N-1\}$, belongs to $E$ if and only if $y_k \in \prod_{i=1}^{d} [u_i,v_i]$ and $N u_{d+1} \leq k < N v_{d+1}$. Denoting $E' = \prod_{i=1}^{d} [u_i,v_i]$, we have
\[
A_N(E,P_{N,d+1}) = A_{\overline{m}}(E',S_d) - A_{\underline{m}}(E',S_d)
\]
and therefore
\[
\Delta_N(E, \mathcal{P}_{N,d+1})
= A_N(E, \mathcal{P}_{N,d+1}) - N \prod_{i=1}^{d+1} (v_i - u_i)
= A_m(E', \mathcal{S}_d) - A_m(E', \mathcal{S}_d) - m \prod_{i=1}^{d} (v_i - u_i) + m \prod_{i=1}^{d} (v_i - u_i)
+ m \prod_{i=1}^{d} (v_i - u_i) - m \prod_{i=1}^{d} (v_i - u_i) - N \prod_{i=1}^{d+1} (v_i - u_i)
= \Delta_m(E', \mathcal{S}_d) - \Delta_m(E', \mathcal{S}_d) + (m - m - N(d+1 - u_{d+1})) \prod_{i=1}^{d} (v_i - u_i).
\]

We obviously have \(|m - Nv_{d+1}| \leq 1, |m - Nu_{d+1}| \leq 1, \text{ and } |\prod_{i=1}^{d} (v_i - u_i)| \leq 1.

Hence
\[
\|\Delta_N(E, \mathcal{P}_{N,d+1})\| \leq \|\Delta_m(E', \mathcal{S}_d)\| + \|\Delta_m(E', \mathcal{S}_d)\| + 2,
\]

which yields
\[
L_{\text{extr}}^{N,p}(\mathcal{P}_{N,d+1})
\leq \left( \int_{[0,1]^{d+1}} \int_{[0,1]^{d+1}} \left| \Delta_m(E', \mathcal{S}_d) \right|^p \, du \, dv \right)^{1/p}
+ \left( \int_{[0,1]^{d+1}} \int_{[0,1]^{d+1}} \left| \Delta_m(E', \mathcal{S}_d) \right|^p \, du \, dv \right)^{1/p}
+ \left( \int_{[0,1]^{d+1}} \int_{[0,1]^{d+1}} 2^p \, du \, dv \right)^{1/p},
\]
where the last step easily follows from the triangle-inequality for the \(L_p\)-semi-norm. For every \(u_{d+1}, v_{d+1} \in [0,1]\), we have \(L_{m,p}^{\text{extr}}(\mathcal{S}_d) \leq L_{n,p}^{\text{extr}}(\mathcal{S}_d)\) and \(L_{m,p}^{\text{extr}}(\mathcal{S}_d) \leq L_{n,p}^{\text{extr}}(\mathcal{S}_d)\), respectively. Setting \(u' = (u_1, \ldots, u_d)\) and \(v' = (v_1, \ldots, v_d)\), we obtain
\[
\left( \int_{[0,1]^{d+1}} \int_{[0,1]^{d+1}, u \leq v} \left| \Delta m(E', S_d) \right|^p \, du \, dv \right)^{1/p}
\]
\[
= \left( \int_0^1 \int_0^1 \int_0^{u_{d+1}} \int_0^{v_{d+1}} \left| \Delta m(E', S_d) \right|^p \, du' \, dv' \, du_{d+1} \, dv_{d+1} \right)^{1/p}
\]
\[
= \left( \int_0^1 \int_0^1 (L_{p,m}^{\text{extr}}(S_d))^p \, du_{d+1} \, dv_{d+1} \right)^{1/p}
\]
\[
\leq \left( \int_0^1 \int_0^1 (L_{n,p}^{\text{extr}}(S_d))^p \, du_{d+1} \, dv_{d+1} \right)^{1/p}
\]
\[
= \frac{1}{2^{1/p}} L_{p,n}^{\text{extr}}(S_d).
\]
Likewise we also have
\[
\left( \int_{[0,1]^{d+1}} \int_{[0,1]^{d+1}, u \leq v} \left| \Delta m(E', S_d) \right|^p \, du \, dv \right)^{1/p} \leq \frac{1}{2^{1/p}} L_{p,n}^{\text{extr}}(S_d).
\]
Also
\[
\left( \int_{[0,1]^{d+1}} \int_{[0,1]^{d+1}, u \leq v} 2^p \, du \, dv \right)^{1/p} = \frac{2}{2^{(d+1)/p}}.
\]
Therefore we obtain
\[
L_{p,N}^{\text{extr}}(P_{N,d+1}) \leq \frac{2}{2^{1/p}} L_{p,n}^{\text{extr}}(S_d) + \frac{2}{2^{(d+1)/p}}.
\]
From here the result follows immediately. \(\square\)

Now we can give the proof of Theorem 1.

Proof of Theorem 1. We use the notation from Lemma 2. For the extreme \(L_p\) discrepancy of the finite point set \(P_{N,d+1}\) in \([0,1]^{d+1}\), we obtain from [21, Corollary 4] (for \(d \in \mathbb{N}\) and \(p > 1\)) and [21, Theorem 7] (for \(d = 1\) and \(p = 1\)) that
\[
L_{p,N}^{\text{extr}}(P_{N,d+1}) \geq c_{d+1,q} (\log N)^{d/2}
\]
for some real \(c_{d+1,q} > 0\) which is independent of \(N\). Let \(\alpha_{d,p} \in (0, 2^{1/p} c_{d+1,p})\) and let \(N \in \mathbb{N}\) be large enough such that
\[
\frac{2^{1/p} c_{d+1,p}}{2} (\log N)^{d/2} - \frac{1}{2^{d/p}} \geq \alpha_{d,p} (\log N)^{d/2}.
\]
According to Lemma 2, there exists an \( n \in \{1, 2, \ldots, N\} \) such that
\[
L_{p,n}^{\text{extr}}(S_d) \geq \frac{2^{1/p}}{2} L_{p,N}^{\text{extr}}(P_{N,d+1}) - \frac{1}{2d/p} \\
\geq \frac{2^{1/p} c_{d+1,p}}{2} (\log N)^{d/2} - \frac{1}{2d/p} \\
\geq \alpha_{d,p}(\log n)^{d/2}.
\]
(5)
Thus we have shown that for every large enough \( N \in \mathbb{N} \), there exists an \( n \in \{1, 2, \ldots, N\} \) such that
\[
L_{p,n}^{\text{extr}}(S_d) \geq \alpha_{d,p}(\log n)^{d/2}.
\]
(6)
It remains to show that (6) holds for infinitely many \( n \in \mathbb{N} \). Assume on the contrary that (6) holds for finitely many \( n \in \mathbb{N} \) only and let \( m \) be the largest integer with this property. Then choose \( N \in \mathbb{N} \) large enough such that
\[
\frac{2^{1/p} c_{d+1,p}}{2} (\log N)^{d/2} - \frac{1}{2d/p} \geq \max_{k=1,2,\ldots,m} L_{p,k}^{\text{extr}}(S_d).
\]
For this \( N \), we can find an \( n \in \{1, 2, \ldots, N\} \) for which (5) and (6) hold true. However, (5) implies that \( n > m \) which leads to a contradiction since \( m \) is the largest integer such that (6) is true. Thus we have shown that (6) holds for infinitely many \( n \in \mathbb{N} \) and this completes the proof. \( \square \)

As already mentioned, there exist explicit constructions of infinite sequences \( S_d \) in \([0, 1)^d\) with the property that
\[
L_{p,N}^{\text{extr}}(S_d) \lesssim_{p,d} (\log N)^{d/2} \quad \text{for all } N \in \mathbb{N} \setminus \{1\} \text{ and all } p \in [1, \infty). \quad (7)
\]
This result follows from (1) together with [8, Theorem 1.1]. These explicitly constructed sequences are so-called order 2 digital \((t,d)\)-sequence over the finite field \( \mathbb{F}_2 \); see [8, Section 2.2]. The result (7) implies that the lower bound from Theorem 1 is best possible in the order of magnitude in \( N \) for fixed dimension \( d \).

Remark 3. Although the optimality of the lower bound in Theorem 1 is shown by means of matching upper bounds on the star \( L_p \) discrepancy, we point out that in general the extreme \( L_p \) discrepancy is really lower than the star \( L_p \) discrepancy. An easy example is the van der Corput sequence \( S_{vdC} \) in dimension \( d = 1 \), whose extreme \( L_p \) discrepancy is of the optimal order of magnitude
\[
L_{p,N}^{\text{extr}}(S_{vdC}) \lesssim_p \sqrt{\log N} \quad \text{for all } N \in \mathbb{N} \setminus \{1\} \text{ and all } p \in [1, \infty), \quad (8)
\]
but its star \( L_p \) discrepancy is only of order of magnitude \( \log N \) since
\[
\limsup_{N \to \infty} \frac{L_{p,N}^{\text{star}}(S_{vdC})}{\log N} = \frac{1}{6 \log 2} \quad \text{for all } p \in [1, \infty). \quad (9)
\]
For a proof of (9), see, e.g., [2, 27] for \( p = 2 \) and [24] for general \( p \). A proof of (8) can be given by means of a Haar series representation of the extreme \( L_p \) discrepancy as given in [21, Proposition 3, Eq. (9)]. One only requires good estimates for all Haar coefficients of the discrepancy function of the first
Remark 4. The periodic $L_p$ discrepancy is another type of discrepancy that is based on the class of periodic intervals modulo one as test sets; see [17,21]. Denote it by $L_{p,N}^{\text{per}}$. The periodic $L_p$ discrepancy dominates the extreme $L_p$ discrepancy because the range of integration in the definition of the extreme $L_p$ discrepancy is a subset of the range of integration in the definition of the periodic $L_p$ discrepancy, as already noted in [17, Eq. (1)] for the special case $p = 2$. Furthermore, it is well known that the periodic $L_2$ discrepancy, normalized by the number of elements of the point set, is equivalent to the diaphony, which was introduced by Zinterhof [35] and which is yet another quantitative measure for the irregularity of distribution; see [22, Theorem 1] or [18, p. 390]. For $\mathcal{P} = \{x_0, x_1, \ldots, x_{N-1}\}$ in $[0,1)^d$, it is defined as

$$F_N(\mathcal{P}) = \left( \sum_{\mathbf{h} \in \mathbb{Z}^d} \frac{1}{r(\mathbf{h})^2} \left| \frac{1}{N} \sum_{k=0}^{N-1} e^{2\pi i \mathbf{h} \cdot x_k} \right|^2 \right)^{1/2},$$

where for $\mathbf{h} = (h_1, h_2, \ldots, h_d) \in \mathbb{Z}^d$, we set $r(\mathbf{h}) = \prod_{j=1}^{d} \max(1, |h_j|)$. Now, for every $p > 1$ for every infinite sequence $\mathcal{S}_d$ in $[0,1)^d$, we have for infinitely many $N \in \mathbb{N}$ the lower bound

$$\frac{(\log N)^{d/2}}{N} \lesssim_{p,d} \frac{1}{N} L_{p,N}^{\text{extr}}(\mathcal{S}_d) \leq \frac{1}{N} L_{p,N}^{\text{per}}(\mathcal{S}_d).$$

Choosing $p = 2$, we obtain

$$\frac{(\log N)^{d/2}}{N} \lesssim_d \frac{1}{N} L_{2,N}^{\text{per}}(\mathcal{S}_d) \lesssim_d F_N(\mathcal{S}_d) \quad \text{for infinitely many } N \in \mathbb{N}.$$  

Thus, there exists a positive $C_d$ such that for every sequence $\mathcal{S}_d$ in $[0,1)^d$, we have

$$F_N(\mathcal{S}_d) \geq C_d \frac{(\log N)^{d/2}}{N} \quad \text{for infinitely many } N \in \mathbb{N}. \quad (10)$$

This result was first shown by Pro˘inov [26] by means of a different reasoning. The publication [26] is only available in Bulgarian; a survey presenting the relevant result is published by Kirk [19]. At least in dimension $d = 1$, the lower bound (10) is best possible since, for example, $F_N(S^{\text{vdC}}) \lesssim \sqrt{\log N/N}$ for all $N \in \mathbb{N} \setminus \{1\}$ as shown in [28] (see also [2,13]). Note that this also yields another proof of (8) for the case $p = 2$. A corresponding result for dimensions $d > 1$ is yet missing.
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