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Abstract: Energy systems modelling and design are a critical aspect of planning and development among researchers, electricity planners, infrastructure developers, utilities, decision-makers, and other relevant stakeholders. However, to achieve a sustainable energy supply, the energy planning approach needs to integrate some key dimensions. Importantly, these dimensions are necessary to guide the simulation and evaluation. It is against this backdrop that this paper focuses on the simulation and analysis approaches for sustainable planning, design, and development of microgrids based on clean energy resources. The paper first provides a comprehensive review of the existing simulation tools and approaches used for designing energy generation technologies. It then discusses and compares the traditional strategies and the emerging trends in energy systems simulation based on the software employed, the type of problem to be solved, input parameters provided, and the expected output. The paper introduces a practical simulation framework for sustainable energy planning, which is based on the social-technical-economic-environmental-policy (STEEP) model. The STEEP represents a holistic sustainability model that considers the key energy systems planning dimensions compared to the traditional techno-economic model used in several existing simulation tools and analyses. The paper provides insights into data-driven analysis and energy modelling software development applications.
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1. Introduction

Energy systems modelling and design are a critical part of planning, development, and management among researchers, electricity planners, infrastructure developers, utilities, government’s energy departments, and agencies, decision-makers, industries, and other relevant stakeholders. However, to achieve a sustainable energy supply, the energy planning approach needs to integrate some key dimensions [1–5]. Importantly, these dimensions are fundamentally crucial to the simulation and evaluation strategies employed for developing small-scale energy systems, regarded as microgrids.

Techno-economic (TE) planning model is a widely used approach for the simulation and evaluation of energy systems; this is based on the technical consideration and the design cost. This is found useful in feasibility studies and applications of small-scale energy systems, including decision-making purposes. However, the important criteria for achieving a sustainable energy system transcends the TE perspectives [6,7]. Such criteria involve multi-dimensional aspects that captures the users’ status, situation, demand and choice, demand growth, cost, revenue for system operation and maintenance, available energy resources, choice of technology used, environmental impact, enabling policy, community
involvement, capacity building, security of the energy system, etc. [7]. These factors have also been grouped into four stages in energy systems planning, viz. preliminary, detailed engineering design, implementation, and the post-implementation phases, which align with the sustainability perspective [7,8].

It is important to state that it is impossible to achieve the sustainable planning and design of the energy system without a sound simulation and analysis. This is because several factors and dimensions are involved which need to be critically considered given that the overall aim of an energy system is to meet the users’ demand at a given time. Additionally, more than being technically and economically viable, energy system planning and design strategy must consider other aspects such as the social, environmental, and legal or institutional parts [6,9]. Therefore, it is of interest in this paper to present a simulation framework that will integrate the above-mentioned crucial factors. Though the complexity of the problem to be solved usually determines the choice of the simulation tools and analysis to be employed, it is still necessary to have a strategy or an approach that can guide the process and analysis.

Several studies have been presented in the literature in the aspect of modelling, design, and simulation of microgrid energy systems, which are useful for basic understanding of energy systems analysis. Some of these studies are reviewed in this paper to appreciate the existing academic contributions by different researchers and authors. The recent contributions, [10–44], are succinctly presented in Table 1 and they have in one way or the other enriched the body of knowledge in different perspectives within the scope of simulation and analysis strategies for energy generation. The value that these studies add to knowledge serves as relevant background to this current paper.

The review presented reveals various modelling, simulation, and analysis techniques, including some of the existing tools such as HOMER, PVsyst, MATLAB, RETScreen, DlgSILENT PowerFactory, Eco-SiM, and MS EXCEL spreadsheet. One of the findings peculiar to the contributions of the mentioned papers is the fact that the design and modelling of energy systems—microgrids, minigrids, stand-alone, or grid-connected distributed generation—is associated with an optimization process. This has attracted different optimization techniques and solvers such as the genetic algorithm (GA), the simplex algorithm (CPLEX), multi-objective optimization (MOO), multi-criteria decision making (MCDM), the python optimal control problem (POCP) toolbox, mixed-integer linear programming (MILP), artificial neural network feed-back propagation (ANN-BP), the Levenberg–Marquardt (LM) data training optimum approach, the multi-stage energy optimization (MANGO) model, the general algebraic modelling system (GAMS), analytical hierarchy approach-based multi-criteria decision analysis (AHP-MCDA), the non-dominate Sorting Genetic Algorithm (NSGA), PSO, butterfly PSO, the mathematical programming model (MPM), and teaching-learning-based (TLBO) optimization techniques, etc. The other models or systems mentioned by some authors are the fuzzy logic controller, the agent-based model, model predictive control, energy management system, demand-side management, etc.

Importantly, the majority of the papers focused on the TE perspective of planning, while only a few others considered other aspects such as the social-technical and environmental (STE), and the techno-economic and the environmental (TEE), and the T dimensions. The requirements for realizing a sustainable energy supply transcends the TE, ST, STE, TEE or T planning perspectives. In addition, the complexity of the problem to be solved will determine the nature of simulation and analysis, and the software or tools to be employed. To consider sustainability in energy planning, which is a bit complex, simply implies that its dimensions or criteria have to be included in the simulation and analysis process. The sustainability dimensions include the social, technical, economic, environmental and policy (STEEP) aspects. This current paper, therefore, focuses on the simulation and analysis approaches for sustainable planning and design of clean energy systems. It provides a comprehensive review of the existing simulation tools and approaches used for designing energy technologies for electricity supply applications. It then discusses the traditional strategies and the emerging trends in energy systems simulation based on the software
employed, type of problem to be solved, input parameters provided, calculation and optimization process, and the expected output.

Table 1. Review of existing studies on design, simulation and analysis of microgrid energy systems.

| Study Presented                                                                 | Planning Dimension | Software/Technique                                      |
|--------------------------------------------------------------------------------|-------------------|--------------------------------------------------------|
| Technical and economic design, modelling and performance analysis of microgrid systems based on renewable and non-renewable resources and storage | TE                | MILP [10]; HOMER/ANN-BP and LM [11]; optimal and sensitivity analysis [13]; HOMER/comparative analysis [14,15]; MANGO [16]; HOMER/integrated analysis [18]; modified non-dominated sorting GA [19]; MATLAB/MILP [20]; mixed integer MOO [22]; GA [23]; HOMER [24]; Monte Carlo simulation [25]; HOMER/PSO [26]; HOMER/TOPSIS [27]; HOMER/MATLAB [28]; GA [32]; HOMER/MATLAB/DSM [34]; HOHER RETScreen [35]; CPLEX [37], MATLAB/MPM-GAMS [40]; MOO [42] |
| Technical, economic and environmental design, simulation and performance analysis of microgrid system with storage | TEE               | MILP [10]; Eco-SIM [31]; RETScreen [36]; AHP-MCDM [38] |
| Social, technical and economic design, modelling and analysis of microgrid systems | STE               | GA, PSO and TLBO [12]; DlgSILENT PowerFactory, HOMER/integrated analysis [21] |
| Technical design, modelling and performance analysis of microgrid systems       | T                 | GA and Python optimal control problem [29]; MOO and MCDM [30]; fuzzy logic control strategy [39]; MATLAB Simulink/agent-based model [41]; MATLAB and HOMER [43], IoT-based approach [44] |

The study introduces a practical simulation framework for sustainable energy planning, which is based on the social-technical-economic-environmental-policy (STEEP) model. This model is comprehensive than the other models such as TE, ST, STE, TEE or T planning dimensions. In this paper, STEEP represents a holistic sustainability framework that considers the key planning dimensions for energy systems compared to the traditional TE model that has been used in several existing simulation and analysis research studies. This study aims to provide useful insights into energy modelling software design and development.

Energy shortage is one of the major issues affecting the socio-economic development in several communities in Nigeria. This development affects both urban and rural settings. However, the rural locations or villages have the largest percentage of electrification deficit rate in the country. This study focuses on planning microgrid systems for such energy-poor communities by using the sustainability framework. Such a framework is necessary to understand the critical parameters for the design, simulation and analysis with the possibility of suggesting useful policy directions.

The remaining aspect of the study is presented as follows: Section 2 provides a background on energy planning and simulation strategy, existing energy systems tools and emerging simulation strategies, Section 3 presents the materials and methods, and example application of the simulation framework, Section 4 discusses the results, the need for energy systems software based on sustainability dimensions and future works while Section 5 is the conclusion.

2. Background on Energy Planning and Simulation Strategy

As mentioned earlier, the energy systems development life-cycle can be divided into four different stages—the preliminary, detailed engineering design, implementation, and the post-implementation phases [8]. These include tasks from the preliminary assessments to obtaining of data from the users at the sites, detailed design based on the data obtained, physical implementation of the design, to the issues associated with the energy system after it has been implemented, such as operation and maintenance, capacity building, etc. The implication of this is that it is one thing to conceptualize, plan, design, and install energy systems, and it is another important thing to be able to sustain them to achieve long-
term viability and use. Therefore, the sustainability dimensions, i.e., the social, technical, economic, environmental, and policy, have to be adequately considered when planning energy systems, which are constituent parts of the phases mentioned above.

The detailed engineering design phase involves modelling, simulation, and analysis of energy systems. The complexity of the problem to be solved is expected to determine the nature of simulation and analysis and the software/tools to employ for the task. Considerations for sustainability in simulation and analysis imply that more parameters and factors are integrated, either directly or indirectly, in the process beyond the traditional techno-economic planning perspective. Apart from determining the users’ load demand profile, type of energy technology—solar PV, wind, hydro, biomass, biogas, etc. initial cost, net present cost, and the O and M cost, it is also necessary to figure out some critical aspects of the social, environmental and policy dimensions; these include the status and class of the users, willingness to pay for the energy service, revenue generation from using and maintaining the energy service, ownership of the system, incentives associated with the creation and/or use of the service, environmental impact, end-of-life management of the system, etc. These parameters are crucial when proposing energy systems, and the question is how to integrate the parameters in a simulation. This paper will contribute to knowledge in this regard by considering the social, technical, economic, environmental and policy (STEEP) dimensions in the simulation and system analysis, from the sustainability perspective.

A typical simulation process includes the input parameters fed into a software (with in-built mathematical models and functions) to generate the output results. The input parameters involve the necessary data that the simulator will process, while the simulation tool has in-built equations, functions, and algorithms to process the input data. The outcome of this exercise is presented as the output results, which will then be analyzed for decision-making purposes. This represents a generic basis for the simulation framework that will be introduced in the later section of this research paper, which will capture a range of perspectives and situations from the users’ point of view. The standpoint of this study is that the software or simulation tool has a crucial role to play in planning and designing sustainable energy systems. The problem to be solved will determine the type of software and tools to be employed based on the requirements.

2.1. Existing Simulation Tools

There are several simulation tools that are currently in use for energy systems planning and design. Table 2 presents a brief description of features and application of existing simulation tools, some of which have been employed in the previous works discussed in Section 1.

| Tool   | Description                                                                 | Features/Application                                                                                                                                 |
|--------|-----------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------------|
| HOMER  | Hybrid Optimization Model for Electric Renewables [45–56]                   | A commercial tool for district modeling of microgrids, advanced optimization modeling and simulation of solar PV, wind, fuel cells, and biomass energy systems with battery storage, including the performance analysis [46,47], cost and environmental evaluation [48–50]. It helps in determining the optimal component sizes. Advanced analysis such as harmonics, voltage and frequency analyses, dynamic simulation, etc., cannot be performed with HOMER. |
| PVSyst | The name of the software is derived from PV and system [57–62]              | For pre-sizing inverter and solar PV module in the design of solar photovoltaic microgrids. It can also perform different analyses such technical, economic and carbon emission balance [58–60]. It is limited by the fact that it supports only a single-source renewable energy system, i.e., PV but can be integrated with other tools to achieve a desired goal [46]. The tool cannot perform advanced analysis such as harmonics, voltage and frequency analyses, dynamic simulation, etc. |
Table 2. Cont.

| Tool                  | Description                                                                 | Features/Application                                                                                                                                 |
|-----------------------|-----------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------------|
| DlgSILENT             | Digital Simulation and Electrical Network Calculation Program [63–67]        | A versatile tool used across the generation, transmission and distribution systems, including microgrids. It can perform technical and cost analyses. The DlgSILENT Programming Language (DPL) scripts [63] are embedded in the tool that enables it to perform different functions and rigorous simulations such balanced and un-balanced load flow, dynamic simulations, optimal and voltage stability issues, etc. |
| PSCAD                 | Power System Computer-Aided Design [68–71]                                  | A widely used software equipped with a flexible graphical user interface to the Electromagnetic Transients (EMTDC) simulation engine. It is sophisticated and can interface with Simulink similar to the Power Factory; it is employed for modelling AC/DC transmission [70,71], wind simulation [72]. It is also employed for advanced power systems analyses such as reactive control, integration of renewable energy and power flow [73–77]. |
| ETAP                  | Electrical Transient Analyzer Program [78–81]                              | For designing protection systems in electrical grid systems, load flow and transient stability studies [82–84], including total harmonic distortion evaluation [85]. The tool can be used in simulating relay coordination in an electrical system with microgrids. |
| MATLAB                | Matrix Laboratory [86–98]                                                   | It performs numerical computations in such a manner that ensures flexibility of creating models and then using different blocks to represent the model; the tool can interoperate with Simulink tool box [87,88]. It is a sophisticated software that can model and simulate different aspects of electrical systems, including the technical, economic and control aspects of microgrids [89–91], optimization [92], voltage analysis, etc. [93–95]. |
| SAM                   | System Advisor Model [99]                                                   | For residential and district modeling of energy systems [99]. Similar to the HOMER tool, SAM can model microgrids based on PV, wind fuel cells and biomass systems [100–103], including the concentrated solar thermal system [104]. The tool also supports weather-dependent data for simulating microgrid systems [105–107]. It is lacking in terms of optimization processes [46]. |
| TRNSYS                | Transient System Simulation [108–113].                                      | For designing and studying the behavior of electrical power systems [49]. It can also be used for modeling RE, batteries and thermal storage systems and the performance of heating, ventilating and air conditioning (HVAC) system [109]. One of the challenges of the tool is that it is tedious and time-consuming to design and set up individual components [108,110,111]. |
| EnergyPLAN            | Advanced energy system computer model [114]                                | For designing and simulating the operation of energy systems on an hourly basis [115]. It has a user-friendly interface and can present a techno-economic performance evaluation of microgrid systems. |

2.2. Emerging Simulation Strategies

The emerging simulation strategies are approaches with improved performance compared to traditional strategies used for the simulation and analysis of energy systems. For instance, the application of artificial intelligence (AI) techniques is proven to achieve a wide range of assessments of energy resources compared to some of the traditional methods and approaches earlier mentioned [1]. In addition, there is another trend of strategies that are based on improvements of or modifications to existing simulation methods, and the application of a combined or hybrid approach where two or more simulation tools and/or techniques are employed to solve the specified energy system design problem(s). One of the key aspects of energy systems simulation and analysis is the optimization of the components, design parameters, or the process. This is because optimization is at the heart of computer-based and simulation techniques for designing power/energy systems.

Importantly, the process of modelling and simulation of renewable energy resources, for example, is expected to include crucial parameters such as the time profile scale, uncertainties, temporal characteristics, availability, limitations, etc., to predict the real-life performance of the energy generation system [1]. This is key because the output of energy systems is a function of the available resource(s). On this note, there is an emerging trend of methods employed for analyzing the intermittency or uncertainty of renewable energy
resources, such as stochastic programming, robust programming, fuzzy theory, chance-constrained programming, and the point estimate method, as presented in [116,117].

In addition, the users’ load demand also varies depending on the scale of consumption and the status of the users. A study has presented the correlation of time scale and uncertainty analysis in an energy management system [118]. It integrated the load and the wind energy uncertainties by using the mixed-integer stochastic programming approach. The authors maintained that renewable energy resources and electrical loads demonstrate a form of short-term variations in their profiles, which requires that they are modeled and analyzed from the point of view of time-scale and uncertainty. The need to study the correlation of time-scale, uncertainty, and simulation time was also established, as a means of realizing the optimal trade-off between the participating parameters. A model was introduced by the study based on mixed-integer stochastic programming with the analysis presented in a shorter time-scale, thus achieving more accurate results.

An experimental and simulation study has been published that investigated the capability of integrating multiple renewable energies such as wave, solar, and wind [119–124]. The authors presented a new simulation and analysis approach for integrating an intermittent energy system based on dynamic modelling and control strategy. An experimental test-bed was introduced for the renewable resources to ascertain and understand their integration and how to harmonize their electrical power generation. The simulation and analysis of the multi-source energy system were implemented using the MATLAB/Simulink tool.

A research paper has been published that presented the goal of harnessing households to mitigate renewable energy variability in a smart grid system [125]. The authors discussed and evaluated a novel demand response (DR) approach for households to mitigate the variability of renewable resources in smart grids. The innovative approach introduced is referred to as Dynamic-Active Demand Response (DADR), and its performance was assessed using a Monte-Carlo simulation model. Another scholarly work has considered the simulation of an electrical power system with a large percentage of renewable energy contribution [126]. The author proposed a modified simulation model and strategy for renewable energy integration with the existing power network. The simulation and analysis include a detailed transient evaluation of the balance between electrical power generation and the users’ load demand consumption. The simulation approach introduced was sectioned into three stages, such as pre-processing that comprises weather data, system composition, and the simulation parameters, the processing stage that involves mathematical analysis, and the post-processing that includes system autonomy, carbon emissions, energy cost, losses, and generation. It also provides the opportunity to fine-tune parameters within the simulation framework.

The capture and simulation of the ocean environment have been discussed for offshore-based renewable energy sources [127]. The authors maintained the need for understanding the complex marine environment as a requirement for engineers to gain insights on how to reproduce main elements and processes in simulation tools used for their operation, and also for developing improved devices and technologies. Furthermore, relevant background and approach were presented that categorized the iterative model into input data, data processing, and engineering tools. The processing of input data is necessary before engineering tools may be used. This process includes the characterization/measurement of the wave, tidal, and hybrid conditions, followed by potential simplification before the implementation in the specified simulation tool. The data processing stage involves the characterization and parameter selection before proceeding to the engineering tools, in which physical or numerical simulation is employed. The output of this process is essentially the results.

The application of AI methods has also been published for hybrid electrical power system optimization [128]. The authors presented a comprehensive review of the various AI techniques used for simulating and analyzing multi-source energy systems. Some of the approaches highlighted in this study include the artificial immune system algorithm, Tabu search, simulated annealing, Honey Bee algorithm, Bacteria algorithm, game theory,
artificial neural networks (ANNs), evolutionary algorithm, and the combination of meta-heuristics algorithm such as GA/PSO method, hybrid optimization by GA (HOGA), adaptive neuro-fuzzy interference system (ANFIS), gravitational search algorithm (GSO), a genetic algorithm with linear programming (GALP), cuckoo search, artificial bee swarm optimization (ABSO), optimized fuzzy logic controlling device, multi-objective particle swarm optimization, etc. The authors attributed a growing interest in the application of AI algorithms over the years to the fact that it utilizes less computational time and achieves better results with good convergence compared to the traditional methods.

AI has been identified as one of the branches of computer science that looks into and develops “intelligent” software/tools and machines; it is also viewed as the investigation and scheme of intelligent entities or factors [129]. The intelligent factor, in this case, is designed to perform “actions” that will optimize the possibility of success. The study in [128] discussed the branches of AI such as GA, PSO, SA, ANN, and hybrid models, as previously presented. A comprehensive wind power forecasting system was proposed for integrating AI and numerical weather prediction [130]. The authors proposed an empirical electrical power conversion algorithm integrated with an analog ensemble (AnEn) approach to determine the uncertainty of wind power predictions. Table 1 summarizes the emerging computer-based simulation strategies discussed.

3. Materials and Methods

This study is not only interested in presenting the existing and the emerging simulation tools and strategies but also seeks to present a holistic approach to simulation and analysis of energy systems as means of addressing some gaps and shortcomings of the existing strategies. It has already been established that the requirement for achieving sustainable energy systems is multidisciplinary; because of this, the design, planning, simulation/modelling, and analysis must adequately consider the parameters associated with sustainability. This paper, therefore, proposes a simulation framework that is based on STEEP perspectives. The framework is shown in Figure 1.

A simulation process involves the introduction of certain input parameters to a particular simulation tool, with the expectation of some results after simulation, based on the specified calculations required. This forms the basis for simulation and it is explicitly and holistically presented in Figure 1, by detailing the key parameters and strategies involved in the analysis. The simulation framework is divided into the input, processing and

![Figure 1. Proposed simulation framework.](image-url)
optimization, and the output. The input unit is based on the social-technical-economic-environmental (STEE) perspectives, the processing and optimization unit involves the required mathematical models and calculations necessary to solve the problem, while the output unit is divided into two units such as output 1 that is based on the STEE perspective and output 2 that is either based on STEEP in case the policy dimension is required or on the STEE perspectives. Therefore, output 2 may either be based on STEE or STEEP perspective depending on the analysis to be carried out by the designer or researcher.

3.1. Input Unit

As mentioned earlier, energy systems planning has four stages from the sustainability point of view. These are the preliminary, detailed engineering design, implementation, and post-implementation phases. Basically, what is carried out at the preliminary stage is to obtain important data for the energy system design. The input unit, therefore, serves the purpose of putting together the critical parameters required to design and simulate the energy system. The input parameters in this study are based on the STEE dimensions. The input unit parameters are presented in detail in Table 3. The social aspect is represented by parameters $a_1, a_2, a_3, \ldots, a_n$; the technical aspect is presented by parameters $b_1, b_2, b_3, \ldots, b_n$; the economic and environmental aspects are represented by parameters $c_1, c_2, c_3, \ldots, c_n$ and $d_1, d_2, d_3, \ldots, d_n$, respectively. These parameters are supplied to the input unit to proceed with the simulation of the energy system. The parameters are part of the information obtained during the pre-design phase of the energy systems planning.

Table 3. The input parameters.

| Sustainability Dimension | Parameters |
|--------------------------|------------|
| Social                   | Users’ status: this provides information about the proposed users and their financial capacity. This is represented by $a_1$. Users’ appliances: the kinds of appliances usually provide information about the electrical load requirements of the intended users. This is represented by $a_2$. Users’ preference: this indicates the choice of the energy system by the users, e.g., diesel/petrol, solar, wind, biomass, depending on the availability in the community. This is represented by $a_3$. Users’ availability: this provides information about the number of hours the proposed users are available at home to utilize the energy. For instance, some users can be available for 6 hrs, 9 hrs, 12 hrs, etc. This is represented by $a_4$. Willingness to pay for the energy supply is also key information, which is represented by $a_5$. |
| Technical                | Users’ energy demand: this describes the quantity of energy be utilized by the users on a daily basis. This is needed to ascertain the energy consumption over a period of 24 h, i.e., the users’ load demand profile. This is represented by $b_1$. Users’ energy demand growth: this describes the increase in the users’ energy consumption over time. This may be assessed in terms of percentage demand increase per year, represented by $b_2$. Energy system configuration: this describes whether the system model is grid-connected or off-grid, and it is represented by $b_3$. Battery state of charge (SoC) and depth of discharge (DoD): these are presented in percentage to describe the minimum and maximum state of charge, and the depth of discharge of the battery bank. These are represented by $b_4$ and $b_5$. Efficiency of components: this describes the efficiency of the energy generator, battery, and inverter. These are represented by $b_6$, $b_7$, and $b_8$. Project lifespan: this is the lifespan of the energy system and is represented by $b_9$. |
| Economic                 | Initial capital cost of the participating components: this defines the initial component cost. This is represented by $c_1$. Discount rate: this is represented by $c_2$. Inflation rate: this is represented by $c_3$. Project lifetime: this is represented by $c_4$. Operation cost: this is represented by $c_5$. |
Table 3. Cont.

| Sustainability Dimension | Parameters |
|---------------------------|------------|
| Environmental Types of fuel used by the system: this ascertains whether the fuels used by the system is fossil fuel or renewable energy-based. It is represented by \( d_1 \). Emission rate of the energy system: this describes the amount of emissions in kg released by the energy system per kWh of energy produced. These emissions carbon dioxide, carbon monoxide, unburned hydrocarbon, particulate matter, sulfur dioxide and nitrogen oxides are represented by \( d_2, d_3, d_4, d_5, d_6 \) and \( d_7 \). Noise level of the energy system: this parameter describes the noise level of the energy system in decibel (dB). It is represented by \( d_8 \). Location’s energy resource: this describes the energy resource of the site for a whole year. The energy resources could be solar, wind, hydro, biomass, diesel/petrol, etc. These values from January to December are represented by \( d_9 \) to \( d_{20} \). Location’s ambient temperature: this describes the ambient temperature of the location for a year. These values are represented by \( d_{21} \) to \( d_{32} \). |

3.2. Processing and Optimization Unit

This unit is concerned with the processing of the parameters supplied to the input unit. Such a task is achieved by employing standard mathematical equations to obtain the required results. Besides, one thing is to obtain results, another thing is to ensure that the results are optimal. This is why the optimization process is included in the processing unit. The proposed simulation framework considers different energy technologies such as solar, wind, hydro, biomass, and diesel systems. Importantly, the processing unit combines the users’ demand profile with the energy resource data and other parameters to estimate the component sizes of the system—energy generating component, battery, inverter, and the energy delivered per kWh, including the economic and environmental results.

3.2.1. Solar Photovoltaic Power Model

The power output of a photovoltaic power generator is represented by Equation (1) [131,132]:

\[
P_s = S_{dc} d_r \left( \frac{G_{SR}}{G_{SR, STC}} \right) [1 + a_s (T_c - T_{c, STC})]
\]

where \( P_s \), \( S_{dc} \), \( d_r \), \( G_{SR} \), \( G_{SR, STC} \), \( a_s \), \( T_c \), and \( T_{c, STC} \) are the power output of the solar power system, rating of solar PV modules, PV derating factor, solar irradiance incident on the PV modules, irradiance at standard test condition (STC), temperature coefficient of solar power (%/°C), PV cell temperature (°C) and PV cell temperature at STC, as obtained from [126]. The solar PV temperature is calculated by Equation (2) [131,133]:

\[
T_c = \frac{NOCT - 20 ^\circ C}{G_{RF}} G_{SR}
\]

where \( NOCT \) and \( G_{RF} \) are the nominal operating cell temperature and the reference solar irradiance of 0.8 kW/m², respectively.

3.2.2. Wind Power Model

The power output of a wind power generator is given by Equation (3) [131,133]:

\[
P_w = \frac{1}{2} \rho A v^3
\]

where \( \rho \), \( A \) and \( v \) are the air density (1.225 kg/m³), swept area of the turbine rotor (m²) and the wind speed (m/s). It is also necessary to state that the wind speed of a site is affected by the hub-height as represented by the power law of Equation (4) [131]:

\[
\frac{P}{P_{ref}} = \left( \frac{R}{R_{ref}} \right)^{\alpha_w}
\]

where \( P \) and \( P_{ref} \) are the power output at the reference hub-height of 80 m and the hub-height of the site, \( R \) and \( R_{ref} \) are the radii of the site and the reference hub-height, respectively.
\[
v_{hub} = v_{an}\left(\frac{h_h}{h_{an}}\right)\tag{4}
\]
where \(v_{hub}\), \(v_{an}\), \(h_h\), \(h_{an}\) and \(\alpha\) are the speed at the hub-height (m/s), wind speed at anemometer height (m/s), turbine hub height (m) and the anemometer height (m).

### 3.2.3. Hydropower Model

The output of a hydroelectric power system is given by Equation (5) [131]:

\[
P_{hd} = g n_{eff} H_{net} Q_d \rho_w \tag{5}
\]
where \(g\), \(n_{eff}\), \(H_{net}\), \(Q_d\) and \(\rho_w\) are acceleration due to gravity (9.81 m/s\(^2\)), hydro-turbine efficiency (%), net head (m), water flow rate (cumecs) and the water density (1000 kg/m\(^3\)).

### 3.2.4. Diesel Power Model

The size of a diesel generator (DG) is estimated by the users’ peak load requirement with just a little percentage more. This is because the DG is expected to meet the maximum load all the time. The mathematical relation can be described by Equation (6).

\[
D_{Gc} = D_{pk}(1 + \sigma) \tag{6}
\]
where \(D_{pk}\) and \(\sigma\) are the peak load (kW) and safety factor (%) that determines the difference between the DG capacity and the peak load. In addition, the fuel consumption of DG is calculated by Equation (7) [131,134]:

\[
D_{Gfc} = A P_o + B P_r \tag{7}
\]
where \(P_o\), \(P_r\), \(A\) and \(B\) are DG’s operating power output (kW), DG’s rated power (kW), fuel curve slope (0.246 L per kWh) and fuel curve intercept coefficient (0.08415 L per kWh), respectively [134].

### 3.2.5. Battery Model

The battery charge power, in kW, at the maximum charge rate (MCR) is calculated by Equation (8) [131,135]:

\[
P_{MCR} = \frac{(1 - e^{-\alpha \Delta t})(Q_m - Q)}{\Delta t} \tag{8}
\]
where \(\alpha\), \(\Delta t\), \(Q_m\) and \(Q\) is the battery MCR (A/Ah), the length of time step (hr), battery size (kWh), and total battery energy at the beginning of time step (kWh), respectively. The battery maximum charge power (MCP) at the maximum charge current (MCC) can be calculated by Equation (9) [131,135]:

\[
P_{MCC} = \frac{(N_{bt})(I_m)(V_n)}{10^3} \tag{9}
\]
where \(N_{bt}\), \(I_m\) and \(V_n\) is the number of battery cells, battery MCC (A), and the single battery cell voltage (V), respectively. The maximum \(P_{MCR}\) is equated to the minimum values of the three key parameters shown in Equation (10) assuming that each applies after the battery charging losses:

\[
P_M = \min\{P_{KBM}P_{MCR}P_{MCC}\} \tag{10}
\]
where \(P_M\), \(P_{KBM}\) and \(n_{b(\text{eff})}\) is battery MCP (kW), maximum power that can be absorbed by the battery each time step as defined by the kinetic battery model principle, and the round-trip efficiency of the battery (%), respectively [55,58]. The battery size, daily electricity demand and the autonomy are connected by Equation (11) [131,135,136]:
where $A_d$, $D_{ed}$, $Q_n$, and $Q_{min}$ is the autonomy, daily energy demand, capacity of a single cell (Ah) and the minimum state of charge of battery (%), respectively. The minimum state of charge of battery corresponds to 100% minus the maximum depth of discharge of battery (%). The battery size in (Ah), is the product of $N_{bt}Q_n$, which is calculated by Equation (12):

$$N_{bt}Q_n = \frac{A_dD_{ed}}{n_{b(\text{eff})}V_n(\text{DoD})}$$

where $\text{DoD}$ is depth of discharge of battery (%).

3.2.6. Inverter Model

The output of energy systems such as solar PV, fuel cells, batteries, etc., is direct current (DC). However, the appliances and loads at the users’ premises are commonly alternating current (AC) operated. The purpose of the inverter, in this case, is to convert the DC to AC output for powering the users’ appliances. The inverter capacity (kVA) may be determined by Equation (13) [135]:

$$I_{\text{size}} = 3(L_{\text{in}}) + L_{\text{oa}}$$

where $L_{\text{in}}$, $L_{\text{oa}}$ and $p.f$ is inductive load (kW), other loads (kW) and power factor of the system, respectively.

3.2.7. Hybrid Power Model

The hybrid power model essentially combines any two or more energy systems to meet the users’ load requirement. The hybrid energy system size is the sum of all the energy output of the participating sources, which is represented by Equation (14):

$$E_H = E_1 + E_2 + E_3 + \cdots + E_n$$

where $E_1$ to $E_n$ represent the output of the participating energy resources in the system, and the subscript $n$ serves as the number of different power generation sources that makes up the system.

3.2.8. Users’ Daily Demand Profile

The user’s daily load demand profile is determined by Equation (15) [21]:

$$P_{td} = 0.5\left[p_jl_j + 2\left(\sum_{j=1}^{k-1}p_{1+j}l_{1+j}\right) + p_nl_n\right]$$

where $j = 1, n = 24$, and $k = 23$ (i.e., the number of intervals or segments in the profile). Additionally, $p_j$ represents the electrical load at time $t_j$; $p_n$ is the load at time $t_n$, while $P_{td}$ is the total users’ daily demand.

3.2.9. Reliability of the System

The energy system reliability is quantified based on the loss of load probability and the availability indices, as represented by Equations (16) and (17), respectively [135,137]:

$$LOLP = \frac{\sum_{j=1}^{3670}P_{un,j}}{\sum_{j=1}^{3670}P_{dy,j}}$$

$$Av = 1 - LOLP$$
where $P_{un}$ and $P_{tdy}$ represent the unmet demand and total annual demand, both measured in kWh/yr. The LOLP may then be defined according to Equation (16) as the ratio of the users’ unmet energy demand to the total demand during the year (i.e., 8760 h).

The renewable energy fraction is given by Equation (18) [138]:

$$RF (\%) = \left( 1 - \frac{D_P}{T_P} \right) \times 100$$  \hspace{1cm} (18)

where $D_P$ and $T_P$ represent the diesel power output and total power output. Of course, the total power output is the sum of the diesel power and renewable power output.

3.2.10. Economic Analysis

The yearly cash flow of the system is represented by Equation (19) [135,139]:

$$C(j) = C_c(j) + C_o(j) + C_m(j) + C_r(j)$$  \hspace{1cm} (19)

where $C$, $C_c$, $C_o$, $C_m$, and $C_r$ stand for energy system cost, the capital cost of project, operational cost of the energy system, the maintenance cost of system component incurred or to be incurred, and the components replacement cost, respectively, all in year $j$.

The total life-cycle cost (TLCC) is the entire system cost, and it can be calculated by Equation (20) [139,140]. This is achieved by adding the expected annual energy systems costs, returned to the present value cost.

$$TLCC = \sum_{j=1}^{N} \frac{C(j)}{(1 + d)^j} = \frac{C_1}{(1 + d)^1} + \frac{C_2}{(1 + d)^2} + \frac{C_3}{(1 + d)^3} + \cdots + \frac{C_N}{(1 + d)^N}$$  \hspace{1cm} (20)

where $C$, $N$, and $d$ represent the cost in year $j$, years in the project, and the annual discount rate. The capital recovery factor and the annualized cost are presented in Equations (21) and (22) [131,140,141]:

$$CRF(d, N) = \frac{d(1 + d)^N}{(1 + d)^N - 1}$$  \hspace{1cm} (21)

$$C_{ann} = CRF(d, P_{ls}) \cdot (LCC)$$  \hspace{1cm} (22)

where $P_{ls}$ represents the project lifespan.

The cost of electricity is given by Equation (23) [139,140,142,143]:

$$CoE = \frac{TLCC}{\sum_{j=1}^{N} \frac{E_{prod(j)}}{(1+d)^j}}$$  \hspace{1cm} (23)

where $E_{prod}$ represents the energy system output (kWh/yr), in the specific year $j$. The operational system cost is calculated by Equation (24) [139]:

$$C_{op}(j) = C_o(j) + C_m(j) + C_r(j)$$  \hspace{1cm} (24)

3.2.11. Environmental Analysis

The environmental impact of the system is determined by the type of energy resource or the fuel employed. Supposed that the energy system is purely fossil fuel-based, such as a diesel power system, then the emissions produced are carbon dioxide, carbon monoxide, unburned hydrocarbons, particulate matter, sulfur dioxide, and nitrogen oxides of $A$, $B$, $C$, $D$, $E$, and $F$, kg/yr, respectively, which are obtainable in HOMER. A purely renewable energy-based system is assumed to generate zero emissions per year. However, in a situation where there is a hybrid configuration of diesel and renewable energy fuel resources, the resulting emissions may then be calculated by multiplying the emissions $A$, $B$, $C$, $D$, $E$, and $F$ by the percentage contribution of diesel fuel in the energy mix.
3.3. Output Unit

The output unit is divided into two, namely, the one based on STEE (Output 1) and the other one that is based on STEEP (Output 2). This implies that the output based on the STEE is taking through a decision-making process to ascertain whether or not the policy dimension is required, necessary, or to be added. In case the policy is required, then the results based on STEE dimension will be used to propose a suitable policy for the widespread application of the energy system, thus generating the output or results based on the STEEP model—sustainability criteria, as shown in Figure 1. However, if a policy is not required or added, then the output or results based on the STEE model will be recognized as the final output, i.e., Output 1 will then be equal to Output 2. The output parameters based on the STEE perspective are summarized in Table 4. The parameters are represented by $a_1$ to $a_n$, $b_1$ to $b_n$, $c_1$ to $c_n$, and $d_1$ to $d_n$, respectively. The parameters are represented from 1 to n depending on the design and the prevailing issues. This implies that the parameters associated with the STEE criteria depend on the type of scenario considered by the designer or researcher.

### Table 4. The output parameters based on STEE perspective.

| Sustainability Dimension | Parameters |
|--------------------------|------------|
| Social                   | It is necessary to ascertain whether or not the energy system suits the users’ financial status. This aspect of the result is represented by $a_1$. Users’ electrical load being powered by the energy system. This is represented by $a_5$. It is a crucial aspect of the result to indicate whether or not the users’ energy system preference has been met. This is represented by $a_8$. An aspect of the result is also meant to answer the question of whether or not the energy supply meets the users’ availability in terms of how many hours of users’ demand met. This is represented by $a_{11}$. Information about the number of people within the community or location who are willing to pay for the energy supply is represented by $a_6$. |
| Technical                | The users’ energy demand over a 24-h being satisfied by the energy system is represented by $b_1$. It is necessary to showcase this to ascertain whether or not the energy generation meets the demand. An aspect of the result needs to reveal the amount of users’ energy demand growth catered for in terms of percentage demand increase per year. This is represented by $b_5$. The result obtained is also determined by whether the system is off-grid or grid-connected. This is represented by $b_8$. The value of availability and loss of load probability are represented by $b_4$ and $b_7$. Results of the battery SoC and DoD over the daily profile are represented by $b_6$ and $b_9$. The capacity of the energy system in (kW) is represented by $b_3$. The annual energy generation of the system, measured in kWh/yr, is represented by $b_2$. Renewable energy contribution versus diesel fuel contribution is represented by $b_{10}$ and $b_{11}$. |
| Economic                 | Total initial capital cost of the energy system is represented by $c_1$. Total cost of replacement of components is represented by $c_3$. Total operation and maintenance (O and M) is represented by $c_5$. Net present cost (NPC) is represented by $c_4$. Cost of Energy (CoE) is represented by $c_6$. |
| Environmental            | The emission rate is measured in kg/kWh. The carbon dioxide, carbon monoxide, unburned hydrocarbon, particulate matter, sulfur dioxide and the nitrogen oxides emissions of the energy system (kg/yr) are represented by $d_1$, $d_2$, $d_3$, $d_4$, $d_5$ and $d_6$. Noise level of the energy system is represented by $d_7$, especially by rotating systems such as wind and diesel/petrol generators. The average monthly value of the location’s energy resource is represented by $d_8$. The average monthly location’s ambient temperature is represented by $d_9$. |

One of the shortcomings of several existing designs, simulation, and analysis studies is the difficulty in quantifying or representing the social aspect, unlike the technical, economic, and environmental dimensions that have standard mathematical approaches for their assessments. This study makes efforts to integrate some social characteristics with the
techno-economic and environmental aspects as presented in Tables 3 and 4, as a basis for making useful planning decisions. Therefore, a deepened social characteristic in addition to the technical, economic, and environmental aspects will be instrumental to making a policy proposal and developing an energy modelling software.

**Policy Integration with STEE Model (Output 2)**

The results presented in Table 4 can be used as a basis for decision-making and policy formulation. An ideal situation, for example, may be that parameter $a_1$ is consistent with the users’ financial capacity. However, the complexity of the social characteristic in energy systems planning parlance is that the members of the community do not have the same income or financial power, in terms of being able to pay for the services, i.e., meeting the cost of the energy system ($c_1$ and $c_5$). In this case, the users need to be grouped according to their status in a range of income to understand what is feasible for the intended community or users. Another possible direction for $a_1$ is for it to be more than the financial capacity of the specified users. In this case, a subsidy or an incentive mechanism may be useful for driving the energy system. This is an example of a policy initiative that may be suggested and may be represented by $e_1$.

In addition, the parameter $a_2$ may practically suggest that not all the existing appliances will be powered by the proposed energy system, especially when a single-source system is being considered, which is based on solar electricity in an off-grid configuration, just as described by $b_3$ for instance. An existing appliance such as the old refrigerator and other loads such as pumps with higher ratings, and high-current devices such as hot plates and cookers, etc., are usually not considered in practical situations because they are not energy-efficient. It is a common practice around the world that old/energy-draining appliances are replaced by energy-efficient appliances—a step towards achieving sustainability by reducing energy consumption and emissions. To achieve this, there is a need for an understanding and it will require a form of legislation or policy to drive such transitions. This idea may be represented by $e_2$.

The users’ preference, $a_3$, may not be a cost-effective or suitable solution for their energy situation, in terms of demand and the energy systems components required. Additionally, a suitable energy solution may not be the cost-effective option. The users may prefer only solar PV solutions, for instance, for their location, whereas a hybrid solution of solar PV and diesel systems will deliver a reliable energy supply, but a higher renewable energy resource percentage is preferred. In this case, it may be necessary to ascertain how the energy system may be employed for productive uses, other than for domestic use since the energy supply is assumed to be reliable ($b_4$ and $b_5$). This development can be a pathway for business opportunities in the community where revenue can be generated to sustain the energy system. Furthermore, the number of hours of electricity supply or usage, $a_4$, will be a basis for billing the proposed users at the end of every month (i.e., tariff). In this case, there must be an understanding or policy on the cost per kWh of electricity for the community under study. This aspect that relates $a_3$, $a_4$, $b_4$, $b_5$, and $c_5$ may be represented by $e_3$.

The willingness of the users to pay for energy supply, $a_5$, is a key factor that will drive the planning and implementation of the energy supply system. This aspect is expected to facilitate, propel and strengthen the collaboration between the energy system provider and the communities. A sound policy framework will adequately integrate the proposed energy users and usage credit may be given to those users who subscribe to renewable energy-based energy services as a means to encourage clean or green energy options. The aspect concerning the willingness of the users to pay for the energy service may be represented by $e_4$.

Technical issues about meeting the users’ daily energy requirements, system capacity, possible load growth, battery performance indices such as $b_1$, $b_2$, $b_3$, $b_4$, $b_5$, and $b_6$ are also combined with the social and other dimensions in the context of sustainability. This is why the interwoven STEE parameters are crucial to proposing the policy parameters. The parameters $d_8$ to $d_{31}$ will affect the quantity of electricity delivered by the system. An
unplanned increase in users’ energy demand (load growth), for example, may affect the performance and reliability of the energy system, or may even damage the energy system. The users’ load growth is a typical social issue, and adequate technical consideration for this will enhance the reliability of the energy system. This will also pave the way for the proliferation of sustainable energy systems with a positive users’ experience.

On the environmental side, for instance, it is desirable for the energy solutions to be eco-friendly in terms of less environmental impact—emissions and noise pollution, that is based on parameters $d_1$ to $d_{32}$, respectively. These parameters will reveal whether or not the proposed energy system will meet the environmental impact level. This aspect may also drive the implementation of the usage credit as represented by $e_4$. The parameters for output 2 can be represented as $e_1$ to $e_{n_2}$, depending on considerations of the designer or research, with $e_1$, $e_2$, $e_3$ and $e_4$ capturing the issues pertaining to subsidy or incentive, transition to the usage of smart and energy-efficient appliances, energy billing (tariff) and revenue generation, and collaboration and usage credit incentive, respectively.

3.4. Application of the Proposed Simulation Framework

This study introduces a case study to test the proposed simulation framework presented in Figure 1. Adurasogo community in Ijoko-Ota, Ogun State, Nigeria is assumed for the case study. Some houses are supplied by the utility, while some houses are also not connected to the national grid. This is because of the poor and erratic power supply to this area. Fossil-fuel generators are run most of the time to meet the users’ basic energy requirements. A total number of 60 residential dwellings are used for this community. This location is blessed with a solar energy resource, and because of the noise pollution at night, solar electricity is the most preferred alternative electricity option. However, a combination of the solar and diesel electricity option will be a suitable option for the users from the point of view of reliability given that renewable energy resources are a variable source of electricity.

The strategy for the example simulation and analysis is presented in Figure 2. This strategy has presented the role of software in the planning and designing of energy systems from the point of view of sustainability. It is mentioned earlier in this study that providing energy solutions for people with different statuses in this situation requires a holistic approach with various perspectives [144], such as the social, technical, economic, environmental, and policy dimensions. A hybrid approach is employed that combines two energy software, HOMER and Microsoft EXCEL, to simulate an energy system for the specified community. In this case, HOMER is used to simulate the technical and environmental aspects, while Microsoft EXCEL is employed to simulate the economic aspect. Such an approach is expected to benefit from the complementary features of the two software. The HOMER simulation tool has the capability to determine optimal system component sizes. This study realizes the optimal sizes of PV, battery, generator and inverter based on the HOMER simulation output results.

Practically, the social dimension is central to the other dimensions. This is because it is directly related to the users and it surfaces at every stage of planning, i.e., from preliminary to post-implementation. The technical and environmental input parameters, i.e., $b_1$ to $b_8$ and $d_1$ to $d_{32}$ are supplied to HOMER, which is then processed and optimized to produce the technical and environmental output parameters, $b_1$ to $b_{11}$, and $d_1$ to $d_{9}$. The technical and the environmental inputs and outputs parameters are then combined with the economic input parameters, $c_1$ to $c_{6}$, serving as input to the Microsoft EXCEL tool. The economic output parameters, $c_1$ to $c_{6}$, are obtained after simulation. The social parameters before and after simulation are $a_1$ to $a_5$ and $a_1$ to $a_5$. These STEE parameters are brought together to generate the policy parameters, $e_1$ to $e_4$. The policy parameters at this stage may be examined to propose relevant policies for the users and/or energy system.
There are four approaches to estimating users’ load requirements, such as bottom-up, survey, regression, and data-driven techniques [145]. The bottom-up approach was used in this study to first estimate the load for a single house by assigning an electrical power rating and the duration of operation of the appliance, in hours, including the loading percentage. The loading percentage is usually less than 100% for appliances such as freezers or refrigerators that do not continuously operate at rated power when they are switched on, while other appliances may be loaded 100%. The value obtained for a single house is then used as a basis for estimating the load requirements for a higher number of houses.

The load requirement of a single house is presented in Table 5; the total load requirement for 60 houses is then calculated as 38.1 kW. Figure 3 represents the load profile (usage of the appliances over 24 h period) for the 60 houses, the total demand being 388.2 kWh/d, which has been obtained by operating the appliances at different hours during the day using the Microsoft Excel. The peak load is 32.82 kW and it occurs at 8 p.m. The location’s solar irradiation and the temperature data are presented in Table 6 based on [146], while Table 7 shows the initial cost of the system components based on Nigerian situation and assumptions.

**Table 5. Load requirement of a single house.**

| Appliance (a₂) | Rating (W) | Unit | Total Load (kW) |
|----------------|------------|------|-----------------|
| Indoor lighting | 15         | 6    | 0.09            |
| Outdoor lighting | 15         | 10   | 0.15            |
| TV | 150 | 1 | 0.15 |
| DVD | 25 | 1 | 0.025 |
| Fridge | 150 | 1 | 0.15 |
| Fan | 60 | 1 | 0.06 |
| Clipper | 10 | 1 | 0.01 |
| **Total** | | | **0.635** |
Figure 3. Users’ daily load profile and the assumed load growth.

Table 6. Location’s solar and ambient temperature data [146].

| Month     | Solar Irradiation (kWh/m²/hr) | Ambient Temperature (°C) |
|-----------|-------------------------------|--------------------------|
| January   | 5.28                          | 28.3                     |
| February  | 5.49                          | 28.5                     |
| March     | 5.46                          | 28                       |
| April     | 5.21                          | 28                       |
| May       | 4.76                          | 27.9                     |
| June      | 4.04                          | 26.9                     |
| July      | 3.95                          | 25.9                     |
| August    | 3.98                          | 25.6                     |
| September | 4.09                          | 26.1                     |
| October   | 4.55                          | 26.6                     |
| November  | 4.95                          | 27.3                     |
| December  | 5.17                          | 28                       |

Table 7. Initial cost of system components.

| Component       | Unit  | Cost/Unit (USD) | Total Cost (USD) |
|-----------------|-------|-----------------|------------------|
| PV module per W | 120,000 | 0.54878         | 65,853.66        |
| Battery cell    | 48    | 416.67          | 20,000.16        |
| Inverter        | 1     | 14,048.78       | 14,048.78        |
| Installation    | 4     | 2500            | 10,000           |
| Gen             | 1     | 1               | 3609.76          |

113,512.36

4. Results

Table 8 shows the input and output parameters for the case study described in Figure 2 based on the proposed framework in Figure 1. The output parameters are presented in terms of the social, technical, economic, environmental and policy dimensions. It is pertinent to state that a community-based energy system design is determined by the users, location, situation, and local conditions. This is why a practical approach such as the STEEP is required to deliver a sustainable energy system to a particular location or community. The strategy introduced in this study can be used as the basis for evolving simulation and analysis processes for designing energy systems from the point of view of sustainability.
The STEEP input and output parameters presented in Table 8 further demonstrate that the major factor associated with adapting the existing energy simulation tools and analysis strategies to the concept of sustainability is a question of requirements. This implies that the social, technical, economic, environmental and policy requirements need to be well understood for decision-making. For instance, the users’ requirements are key when designing, simulating, and analyzing energy systems. The values of 0.3 and 0.7 are

### Table 8. Input and output parameters for the energy system.

| Sustainability Dimension | Input Parameters | Output Parameters |
|--------------------------|------------------|-------------------|
| **Environmental**        |                  |                   |
| $b_1$: 6.472 kWh/d per house; 388.32 kWh/d for 60 houses | $c_1$: Initial cost of component as shown in Table 7. | $c_1$: the total initial capital cost of the system is USD 113,512.36 |
| $b_2$: 25% load growth is assumed | $c_2$: 6% | $c_2$: the total replacement cost of the system is USD 61,446. |
| $b_3$: Off-grid configuration | $c_3$: 5% | $c_3$: the total operating and maintenance cost of the system is USD 393,863. |
| $b_4$: Maximum DoD = 70% | $c_4$: 25 years | $c_4$: the life cycle cost of the system is USD 962,685. |
| $b_5$: Maximum SoC = 30% | | $c_5$: the cost of energy is USD 0.314/kWh. |
| $b_6$: PV module efficiency = 18%; | | |
| $b_7$: Battery cell efficiency = 86%; | | |
| $b_8$: Inverter efficiency = 90%; | | |
| **Technical**             |                  |                   |
| $b_1$: Minimum SoC = 30%; | $c_1$: the total initial capital cost of the system is USD 113,512.36 |
| $b_2$: Maximum DoD = 70% | | $c_2$: the total replacement cost of the system is USD 61,446. |
| $b_3$: Off-grid configuration | $c_3$: 5% | $c_3$: the total operating and maintenance cost of the system is USD 393,863. |
| $b_4$: Minimum SoC = 30%; | $c_4$: 25 years | $c_4$: the life cycle cost of the system is USD 962,685. |
| $b_5$: Maximum DoD = 70% | | $c_5$: the cost of energy is USD 0.314/kWh. |
| $b_6$: PV module efficiency = 18%; | | |
| $b_7$: Battery cell efficiency = 86%; | | |
| $b_8$: Inverter efficiency = 90%; | | |
| **Economic**              |                  |                   |
| $d_1$: solar and diesel resources | $c_1$: the total initial capital cost of the system is USD 113,512.36 | $c_1$: the total initial capital cost of the system is USD 113,512.36 |
| $d_2$: 0.3265000 kg/kWh | $c_2$: 6% | $c_2$: the total replacement cost of the system is USD 61,446. |
| $d_3$: 0.00021000 kg/kWh | $c_3$: 5% | $c_3$: the total operating and maintenance cost of the system is USD 393,863. |
| $d_4$: 0.0000097 kg/kWh | $c_4$: 25 years | $c_4$: the life cycle cost of the system is USD 962,685. |
| $d_5$: 0.00000102 kg/kWh | | $c_5$: the cost of energy is USD 0.314/kWh. |
| $d_6$: 0.00000010 kg/kWh | | |
| $d_7$: 0.000019316 kg/kWh | | |
| $d_8$: Less than 90 dB for low-rated petrol gen such as 2.5 kW Elepaq Gen. | | |
| $d_9$: 0.00000010 kg/kWh | | |
| $d_{10}$ to $d_{21}$: shown in Table 4. | | |
| $d_{21}$ to $d_{22}$: shown in Table 4. | | |
| $d_{23}$: 0.00000010 kg/kWh | | |

The values of 0.3 and 0.7 are...
used for the minimum battery state of charge and maximum depth of discharge in this study. The values used for other parameters such as PV module, battery and inverter efficiency, discount and inflation rates are also presented in Table 8.

The cost of energy per kWh, for example, obtained from the simulation is USD 0.314, i.e., NGN 128.74 (using an exchange rate of USD 1 to NGN 410). This is high compared to the tariff of NGN 26.97 (i.e., USD 0.0658) per kWh by the Ibadan Electricity Distribution Company (IBEDC) for service band E4H for poorly served areas. This result demonstrates that the cost of the new energy system for the intended community is about five times more than the tariff presented by the utility (IBEDC). Suppose that the energy system provides a 24 h supply to a single house in the community, the monthly cost of energy for a demand of 6.472 kWh/d is NGN 24,996 (i.e., USD 61). This is about 80% of the minimum wage (USD 73.2) in the country. What follows this is likely to be the issue of affordability, especially for the low-income earners in the community. This issue presents a link between the social, economic and the policy.

Furthermore, the STEEP model provides useful insights into asking critical questions that may be instrumental to formulating the structure and platform for sustainable community-based energy systems. From the point of view of social and policy, the questions may include: who owns the energy system? Is it the government agency or the utility or the community or through public–private partnership (PPP) or between the community and a private organization? Who is the energy system meant to serve? Is it for a single user or multiple users? etc.

4.1. Need for Energy Systems Software Based on Sustainability Dimensions

The role of software in energy systems design and planning cannot be over-emphasized, as it is also crucial to different other fields of practice such as business, agriculture, mathematics, etc. [147]. The designer’s needs determine the complexity of a software [148]. The complexity of the issues surrounding the conceptualization, planning, design, implementation, and management of energy systems require a sound simulation and analysis strategy. A computer-based technique, rather than manual calculation, provides a quicker and better solution, and this justifies the use of appropriate software.

Importantly, one thing is to design and implement an energy system, another crucial aspect is the capability to sustain what has been implemented. This is why the concept of sustainability needs to be given adequate considerations in energy systems planning and design, which is practical in terms of covering all the associated with the system, including the success and the failure factors. The sustainability dimensions such as social, technical, economic, environmental, and policy (STEEP) are key in this regard [4].

Most existing energy systems software can evaluate the technical, economic, and the environmental parameters based on standard mathematical models. This is not the case with the social parameters as they are not represented in the software. Therefore, this study demonstrates how the social aspects could be represented and then integrated with the technical, economic, and environmental parameters. This combination, referred to as the STEE model, is then used as the basis for proposing relevant policy. The necessity for the policy dimension is motivated by the fact that one of the major barriers to the proliferation of clean energy systems in some developing countries is the lack of enabling policy.

Though this study does not lead to the development of a software package, its strategy and results can be used to design an energy modelling simulation that will capture the relevant parameters such as those presented in this work. Such a tool will not only simulate and optimize the components’ sizes such as batteries, PV modules, inverters, wind generator, hydro generator, biomass generator, diesel generator, etc., but will also adequately consider the users’ perspective and the local conditions—deepened social characteristics, the issues pertaining to the long-term viability of the proposed system, and the other requirements presented in terms of policy parameters. Software engineering has a critical role to play by working on the existing software requirements modelling and
analysis techniques in a manner that will adequately integrate sustainability requirements for decision-making processes [3,4].

The STEEP framework is based on microgrid systems for energy-poor communities, and it can be used for designing microgrid systems in other parts of the world. Importantly, the simulation strategy captures the sustainability dimensions and it can aid energy systems planning with policy perspective for the intended location based on the required parameters, i.e., input, in terms of the social, technical, economic and environmental (STEE) dimensions. The model can be used with the energy resources data, cost, and local condition of other countries, as presented in this paper to obtain results for the specified location. In addition, the framework can be a basis for requirements engineering that can facilitate the development of energy simulation software package.

4.2. Future Research Directions

The future work will consider the following:

• Design and simulation of microgrid systems using the artificial intelligence technique such as the fuzzy-based multi-criteria decision-making (MCDM) analysis based on the STEE input parameters presented in the paper compared with the strategy presented in this study;

• Development of a software based on STEEP criteria.

5. Conclusions

This paper has provided a comprehensive review of the existing simulation tools and approaches used for planning and designing microgrid technologies for electricity supply applications. It has discussed and compared the existing strategies and the emerging trends in energy systems modelling and simulation based on the software employed, type of problem to be solved, input parameters provided, processing and optimization, and the expected output. The study has introduced a practical simulation framework for energy systems design and analysis, which is based on the social-technical-economic-environmental-policy (STEEP) model. The STEEP was employed to represent a holistic sustainability model that considered the key energy systems planning dimensions compared to the traditional TE model commonly used in several existing simulation tools and analyzes.

The paper provides insights into data-driven analysis and applications in energy modelling software development. This study identified the difficulty in representing or quantifying the social aspect in several existing designs, simulation, and analysis studies, unlike the technical, economic, and environmental dimensions that are based on standard mathematical approaches for their assessments. It then made an effort to integrate some social parameters with the TE and environmental aspects to form the STEEP perspective, whose parameters can be used to propose relevant policies, thereby leading to the STEEP model. The type of analysis required by the designer or research was used to determine whether or not a policy is required after the STEEP perspective is realized.

The study used two software tools, HOMER and Microsoft EXCEL, to practically demonstrate the simulation and analysis of the proposed sustainability model (STEEP). This was achieved by using a location in Nigeria as a case study where it was required to design an energy system for 60 energy-poor houses. As it was established that the issue with adapting the existing simulation strategy to one with a sustainability perspective, is a question of requirements, this study represented these in terms of input parameters. The technical and environmental input parameters, i.e., $b_1$ to $b_8$ and $d_1$ to $d_{32}$, were first supplied to the HOMER tool, and then processed and optimized to generate the technical and environmental output parameters, $b_1$ to $b_{11}$ and $d_1$ to $d_9$. The technical and the environmental inputs and outputs parameters were combined with the economic input parameters, $c_1$ to $c_{66}$, and these were supplied to the Microsoft EXCEL tool as input. The economic output parameters, $c'_1$ to $c'_6$, were obtained after simulation. The social parameters before
and after simulation are $a_1$ to $a_5$ and $a'_1$ to $a'_6$, respectively. These STEE parameters were brought together and analyzed to generate the policy parameters, $c_1$ to $c_4$.

The policy parameters can be examined to propose relevant policies. This study provides insights into better understanding of the requirements for sustainability in energy systems simulation and decision-making, which are multi-dimensional in nature and beyond the traditional techno-economic dimensions. It showcases a basis and the need for developing energy system modelling software for sustainability analysis. Since the role of software cannot be over-emphasized, the framework/strategy and the analysis presented in this study can be useful for requirements engineering. Given the complexity of the subject of sustainability and its associated multi-parameters, there is indeed the need for an interdisciplinary network between energy engineering and software engineering for possible modalities.
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