Importance sampling of randomized measurements for probing entanglement
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We show that combining randomized measurement protocols with importance sampling allows for characterizing entanglement in significantly larger quantum systems and in a more efficient way than in previous work. A drastic reduction of statistical errors is obtained using classical techniques of machine-learning and tensor networks using partial information on the quantum state. In current experimental settings of engineered many-body quantum systems this significantly increases the (sub-)system sizes for which entanglement can be measured. In particular, we show an exponential reduction of the required number of measurements to estimate the purity of product states and GHZ states.

Measuring the properties of many-body states, and in particular quantifying entanglement for increasing system sizes is a key challenge in assessing and utilizing the power of large-scale quantum computers [1] and simulators [2, 3]. The recent development of randomized measurements provides us with a general toolbox to measure in a state-agnostic way physical quantities associated with entanglement [4–18], scrambling [19–21], topological order [22, 23], and in cross-device quantum verification [24]. Randomized measurements are particularly well suited to current experimental settings, requiring only (random) single qubit rotations and site-resolved measurements. Moreover, estimations are made directly from the measured data, with low number of measurements compared to tomography [25]. These protocols have enabled in recent experimental work the measurement of (entanglement) Rényi entropies [16, 26], negativities [12], state-fidelities [24], and scrambling [27].

While these experiments have been performed in the regime of subsystems with ten particles, the ongoing development of quantum systems involving hundreds of qubits [1–3] raises the challenge to scale these protocols to significantly larger (sub-)system sizes. The current bottleneck is the required number of measurements to overcome statistical errors: For instance, the number of randomized measurements to estimate the purity with a given accuracy is of the order of $2^aN$ for a (sub-)system of $N$ qubits, with $a \approx 1$ [6, 11]. In this letter, we show that importance sampling will allow us to push randomized protocols to study significantly larger (sub-)system sizes. In particular, our scaling analysis for product states and GHZ states shows that the required number of measurements $2^{a'}N$ has a reduced exponent $a' < a$ compared to our previous ‘uniform’ sampling approach. We also observe below significant reductions of statistical errors when estimating with importance sampling the purity of random states, and highly entangled states created by a quantum quench.

While our approach can be realized in any randomized measurement protocol, we consider for concreteness the situation of probing entanglement for a bipartite quantum system $A$ and $B$. Our aim is to measure the purities $p_2 = \text{Tr}(\rho^2)$, and second Rényi entropies $S_2 = -\log(p_2)$ of a subsystem $A$ of $N$ qubits described by a reduced density matrix $\rho$. The values of $p_2$ and $S_2$ can be used to quantify entanglement [28], but also to unravel universal aspects of many-body quantum matter [29]. Using the protocol presented in this Letter, the number of measurements to access the purity in existing setups can be exponentially reduced, allowing for instance to probe topological order on large-scale surface codes [30], or to verify in a state-agnostic way large quantum circuits [24, 31].

The purity $p_2$ can be written as an integral $p_2 = \int X(u)du$ of the quantity [6, 8, 26]

$$X(u) = 2^N \sum_{s,s'} (-2)^{-D(s,s')} P_u(s)P_u(s'),$$

with the integration performed over all local unitary transformations $u = u_1 \otimes \cdots \otimes u_N$, with respect to

![FIG. 1. Randomized measurement protocol with importance sampling. In the first phase, we construct a classical function $X_{\text{IS}}(u)$. In the second phase, unitaries are sampled from the appropriate classical representation. In the last phase, measurements are performed in the quantum system, and are analyzed to construct different properties accessible by randomized measurements. The measurement data obtained during the experiment could also be considered as additional samples to obtain improved classical function for future experiments.](image-url)
the Haar measure $du = \Pi_i du_i$ (see Supplemental Material (SM) [32]). Here, $P_u(s) = \langle s | \rho | s \rangle$ are the probabilities of measuring a particular bitstring $s$ in the computational basis after rotation $u$ (c.f. Fig 1), and $D$ is the Hamming distance. In practice, the purity can be evaluated using a Monte Carlo integration $p_2 \approx (N_u)^{-1} \sum_{r} X(u(r))$, obtained by uniformly sampling a finite number of local transformations $u(r) = u^{(r)} \otimes \cdots \otimes u^{(r)}_{N}$ ($r = 1, \ldots, N_u$).

Statistical errors in the estimation of the purity are due to both shot noise (the finite number of measurement samples $N_M$ used to estimate the probabilities $P_u(s)$), and to the finite number of transformations $N_u$. The challenge to overcome statistical errors is related to the fact that the function $X(u)$ takes values in an exponentially large interval $[2^{-N}, 2^{N}]$ (see SM [32]). Here, we propose to sample unitaries from a distribution $p_{US}$ that prioritizes the ‘important’ regions of $X$ giving larger contributions to the total integral (1), and we write the purity as

$$p_2 = \int \left( \frac{X(u)}{p_{US}(u)} \right) p_{US}(u) du. \quad (2)$$

The gain in estimating the purity via Monte Carlo integration with importance sampling becomes apparent when quantifying the statistical error $\mathcal{E}$ in measuring $p_2$ for $N_M \to \infty$ with a finite number of unitaries $N_u$, being of the order of $\text{std}_{IS}(X/p_{US})/\sqrt{N_u}$, when compared with uniform sampling $\text{std}(X)/\sqrt{N_u}$ [34]. Here std and $\text{std}_{IS}$ are the standard deviations according to the Haar measure $du$, and the distribution $p_{US}(u)du$, respectively.

Our protocol is summarized in Fig. 1. (i) **Building $X_{IS}$:** We first construct on a classical computer an approximation $X_{IS}(u)$ of the function $X(u)$. This function can be built based on partial information on the quantum state (classical data). We can also form $X_{IS}(u)$ from measurements performed on a quantum system (quantum data). This can be data from prior experiments under study, but could also be data from another experiment, potentially a more noisy quantum device or platform running the same quantum task. (ii) **Sampling:** We define a probability distribution $p_{US}(u) = |X_{IS}(u)|/\int |X_{IS}(u)|du$ [35], and sample a set of $N_u$ random unitaries via the Metropolis algorithm [34]. (iii) **Measurements:** For each $u(r)$, we collect $m = 1, \ldots, N_M$ bitstrings $s_m^{(r)}$ from randomized measurements performed on the quantum device. (iv) **Estimation:** As the bitstrings $s_m^{(r)}$ are distributed according to the probabilities $P_{u(r)}(s)$, we use Eq. (1), and construct an unbiased estimation of $X(u(r))$

$$X_r(u^{(r)}) = \frac{2^N}{N_M(N_M - 1)} \sum_{m \neq m'} (-2)^{-D(s_m^{(r)}, s_{m'}^{(r)})}, \quad (3)$$

which only differs from $X(u^{(r)})$ due to shot noise. Averaging $(X_r(u^{(r)})/p_{US}(u^{(r)}))$ over the unitaries $u^{(r)}$, $r = 1, \ldots, N_u$, we obtain an estimation of the purity $[p_2]_{IS}$.

Importance sampling reduces the total required number of measurements $N_u N_M$ associated with a given statistical error $\mathcal{E}$. When sampling unitaries $u$ according to $p_{US}$, we first reduce the required number of unitaries $N_u$ to achieve $\mathcal{E}$ in the limit $N_M \to \infty$, as discussed above. In addition, the number of shots $N_M$ required to satisfy an error threshold is also less compared to uniform sampling. The intuition behind this result is that the unitaries $u$ sampled according to $p_{US}$ are preferentially chosen in the vicinity of the maximum of $X$, where the effect of shot noise is minimal. For instance, with a product state, the maximum value of $X(u)$ is obtained when the distribution is peaked as $P_u(s) = \delta_{s,s_0}$ (see SM [32]), i.e., when one shot only $N_M = 1$ is sufficient to obtain convergence $X_r(u) = X(u)$. When estimating the purity by averaging $X_r(u)$ over $p_{US}$, we indeed numerically observe, for product and GHZ states, an exponential reduction of the required value of $N_M$.

Task (i) of our protocol is the crucial part governing the efficiency of our protocol. If the quantum state can be represented classically up to unknown decoherence effects, such as for the product state, or a GHZ state, we can build a quasi-exact representation $X_{IS}(u)$ of $X(u)$. Our protocol is also relevant when only approximations $X_{IS}(u)$ of $X(u)$ are available, for instance if we have only access to a mean-field or a variational wavefunction. In particular, we show below that tensor networks [36], which, with limited bond dimension, cannot faithfully represent a highly entangled state, are indeed useful to access the purity with reduced number of measurements compared to uniform sampling. Similarly, when building $X_{IS}(u)$ from quantum data, we can use recent tomographic techniques [25, 37–40], even in situations when they do not accurately represent the quantum state.

The rest of this letter presents a detailed recipe to build the approximation $X_{IS}(u)$ from limited information on the state, as well as performance tests and scaling analyses of statistical errors with various quantum states.

**Building the sampler $X_{IS}$**—To construct $X_{IS}$, we assume we have access to a finite number $N_{\text{samples}}$ of random measurements $X_u(u^{(k)}), k = 1, \ldots, N_{\text{samples}}$. These measurements can be obtained from classical data, i.e., from a representation of the state on a classical computer. $X_u(u^{(k)})$ is only an approximation of the true measurement $X(u^{(k)})$. This can be due to unknown decoherence effects, but also to fundamental reasons that limit our ability to represent classically a quantum state. For instance, we can consider that $X_u$ is generated by a mean-field, variational tensor-network methods [36] (e.g., matrix-product-states (MPS) - two-dimensional projected-entangled pair states (PEPS)) with limited bond dimension, or machine-learning representations [41]. Alternatively, we can also have prior access to the experimental system realizing the quantum
state and measure $X_a(u^{(k)}) = X_a(u^{(k)})$ via Eq. (3) based on quantum data, c.f. Fig. 1. Note that step (i) leads to a result that can be saved classically, i.e. this step does not need to be repeated every time we want to probe a given quantum system.

As detailed in SM [32], we can parametrize single qubit random unitaries $u_i = R_y(\theta_i)R_z(\varphi_i)$ in terms of two rotations. The function $X(u)$ we would like to approximate is thus a multivariate function of $2N$ variables $\theta_i, \varphi_i, i = 1, \ldots, N$. In order to construct $X_{IS}(u)$ as an object that can be used for sampling, we rely on machine-learning (ML) techniques of nonlinear multivariate regression. We use existing highly optimized algorithms to fit our samples by a neural network representing our target multivariate function $X_{IS}(u)$. For each sample $k$, the $2N$ angles $\theta_i^{(k)}, \varphi_i^{(k)}$ parametrizing $u^{(k)}$ are used as inputs of the neural network, while the value of the measured function $X_a(u^{(k)})$ is the output of the network. This provides a ‘training’ procedure which results in a fitted neural network $X_{IS}(u)$, which we can finally save and use for the next step of sampling unitaries (ii) of the protocol. Note that, when a theory representation $X_a$ is available, one could define $X_{IS} = X_a$, i.e., avoid fitting with ML and sample directly from $X_a$. While this approach is probably the most obvious for small systems, using ML offers in the large scale scenario the possibility of converting the result of a very costly classical computation into a neural network $X_{IS}(u)$. This neural network can be seen as a ‘compressed object’ and can be saved and shared classically on-demand (multiple times and/or for multiple users) to realize the sampling task (ii).

Performance tests — We now benchmark our protocol. For all states that we analyzed, product states, GHZ states, random states and other highly entangled states, we observe a drastic reduction of statistical errors with importance sampling.

We begin by considering product states $\rho = |\psi\rangle\langle\psi|$, with $|\psi\rangle = |0\rangle^\otimes N$. We consider having access to classical data with samples of randomized measurements that are not affected by shot-noise. The details of the training procedure are presented in the SM [32]. For such product state, the training of a neural network $X_{IS}(u)$ is straightforward, and we achieve a fit of $X(u)$ using three layers of neurons, with mean absolute error below five percent, see SM [32]. To assess the performance of importance sampling, we will compare the average statistical error $\mathcal{E}$ in estimating the purity, with the one obtained with uniform sampling ($X_{IS} = 1$). We compute $\mathcal{E} = |p_2 - p_{2a}|$ by numerically simulating our protocol, with $\bar{a}$ an average over simulated experiments. The results are shown in Fig. 2(a). With uniform and importance sampling, the error decays as $1/\sqrt{N_u}$, with a prefactor that is approximately 5 times smaller for importance sampling. We consider GHZ states $|\psi\rangle = (|0\rangle^\otimes N + |1\rangle^\otimes N)/\sqrt{2}$ in Fig. 2(b). Here, importance sampling provides a significant advantage over uniform sampling, meaning that the neural network succeeded in learning how to sample correlated random unitaries that are adapted to probe a GHZ state.

We can also extract from numerical simulations the total number of measurements $N_u N_M$, minimized over possible choices of $N_u, N_M$, that is required to achieve a statistical error $\mathcal{E}$. Here, to ensure that we extract scaling relations that are independent of the choice of the neural network ansatz, with importance sampling, we sample directly from the ideal theory state $X_{IS}(u) = X(u)$. In this case, for a fixed number of measurements, the statistical error is minimized for $N_u = 1$. We present in the SM [32] additional numerical simulations, using optimized neural networks for $N_u = 200, 500$ which support the same conclusions. For the product state, we observe in Fig. 2(c-d) that the required $N_u N_M$ grows as $2^{c - aN}$ (see also Ref. [26]) with $a \approx 0.93$ for uniform sampling, and $a \approx 0.65$ for importance sampling. Our numerical results for the GHZ states [panels (e)-(f)] show similar results, with favorable scaling exponents for importance.
FIG. 3. Purity estimation of a highly entangled 10 qubit state with ML and MPS samplers. Panel (a) shows the average statistical error \( E \) of the estimated purity in function of \( N_u \) with \( N_M = 7500 \) for a uniform sampling and importance sampling done from a neural network and a MPS representation of the corresponding state respectively. Panel (b) illustrates the scaling of the error \( E \) w.r.t different bond dimensions \( D \) used for the MPS representation of the state for \( N_u = 5 \) and \( N_M = 7500 \).

samplings, in particular at high accuracy \( E = 0.05 \) [panel (f)]. As the exponent \( a \) is reduced compared to uniform sampling, we see that importance sampling offers an exponential reduction of the required number of measurements. In addition, in all panels (c-f), the prefactor \( b^2 \) obtained for importance sampling is smaller than the one for uniform sampling.

For pure product states, we can compare our numerical results with analytical calculations, which are presented in the SM [32], and extend them to the large \( N \) limit. Our analytical study shows the existence of two regimes: For \( N \lesssim N_c \), smaller than a certain value \( N_c \propto \log(1/E) \), we find a strongly favorable scaling exponent of \( a \approx 0.37 \) for importance sampling. For large \( N \gtrsim N_c \), the exponent increases towards \( a \approx 0.88 \) which is however still smaller than in the case of uniform sampling, \( a \approx 0.92 \). In particular, we note that the favorable scaling regime, \( N < N_c \propto \log(1/E) \), grows with the inverse error threshold \( E \), in agreement with the results shown in Fig. 2(c-d). The advantage of importance sampling is thus most pronounced at high accuracy (small \( E \)), enabling estimation of the purities with exponentially less measurements compared to uniform sampling.

We have demonstrated that importance sampling provides an exponential reduction of the measurement budget for two specific states, product and GHZ states, which are ‘well-conditioned states’, and whose fidelity can be efficiently estimated via direct fidelity estimation [42, 43]. However, importance sampling is not useful only for these states. First, we show in the SM [32] a scaling analysis for pure random states that show a significant gain in using importance sampling compared to uniform sampling, which is here however constant with \( N \). Second, we can also use our protocol to probe mixed, and highly entangled states, which are created via a quantum quench [26]. Here, we consider a state modelling a trapped-ion 10–qubit experiment described in Ref. [26], which corresponds to the dynamics of a long-range XY Hamiltonian [44]. This highly entangled state is characterized by a purity of \( p_2 \approx 0.62 \), and a half-system purity of \( p_2' \approx 0.16 \), in agreement with the experimentally measured values [26]. In order to mimic a situation when the decoherence parameters are unknown, we train our neural network on an ideal pure state, i.e., modelling the system without errors, and use it to estimate the purity of the mixed state \( \rho \). The results are shown in Fig. 3. While we see a clear improvement w.r.t uniform sampling, here importance sampling does not achieve the level of performance seen for GHZ states and product states. This is due to an imperfect training of the used convolutional neural network (CNN). While the training can obviously be improved by changing the structure of the neural network, we propose now a ‘physics-motivated’ complementary approach based on tensor networks, and which offers for this particular state an improvement over ML and provides a simplified approach to build \( X_{IS} \).

Importance sampling from Matrix-Product-States– We illustrate how we can use approximate theory representation for importance sampling. Here, we consider Matrix-Product-States (MPS), which have been introduced to solve numerically condensed-matter problems [36]. With \( N \) qubits, MPS are wavefunctions of the form

\[
|\psi_D\rangle = \sum_{s_1,...,s_N} [A_1]_{s_1}^{(f_1)} [A_2]_{s_2}^{(f_2)} \cdots [A_N]_{s_N}^{(f_{N-1})} |s\rangle,
\]

(4)

with \( |s\rangle = |s_1\rangle \otimes \cdots |s_N\rangle \), and where each ‘bond’ index \( f_i \) can take at most \( D \) different values. A schematic of the sequence of 2,3 leg tensor \( A_i \) representing the MPS is shown in Fig. 1. The bond dimension \( D \) is the key parameter of a MPS, setting the maximum entanglement entropy \( \propto \log(D) \) that can be captured by such state [36]. MPS are in particular relevant for approximating ground states of a many-body Hamiltonians [29, 36]. The MPS framework thus appears as a ‘physically-inspired’ approach to build an importance sampling function \( X_{IS}(u) \), which complements the ML approach (c.f., Fig. 1). The training of \( X_{IS}(u) \) here is straightforward: (i.1) Form via a MPS algorithm an approximation \( |\psi_D\rangle \) of the quantum state \( |\psi_D\rangle \) [36]. (i.2) Build the function \( X_{IS}(u) \) with Eq. (1), by realizing projective measurements \( (s^\ell_k)^D \) on the MPS. While this step can be realized efficiently [45], here we simply use the probabilities \( P_u(s)|\psi_D\rangle \) to build \( X_{IS}(u) \).

As shown in Fig. 3a), importance sampling with a MPS with \( D = 15 \) already provides a reduction of statistical errors compared to our best neural network model, while the fidelity \( \langle \psi_D|\rho|\psi_D\rangle = 0.7 \) shows that this MPS is indeed only an approximation of \( \rho \). Here, \( |\psi_D\rangle \) was formed by an algorithm that approximates the dynamics of a system with long-range interactions [46], see also Ref. [26]. When using MPS importance sampling, an interesting trade-off appears in terms of required classical versus quantum hardware to measure entanglement:
MPS with increasing bond dimensions require more classical resources, but are more performant for importance sampling. This is shown in Fig. 3b), where the statistical error is represented as a function of $D$. As shown in the SM [32], we can draw the same conclusions when considering subsystems of 5 and 10 qubits being part of a 10 and 20 qubit system, respectively.

**Conclusion** — Importance sampling boosts the power of randomized measurements protocols, allowing for measuring more efficiently purities and second Rényi entropies. Our approach is immediately applicable in all randomized measurement protocols, e.g. to measure scrambling [19], topological invariants [22, 23], and fidelities [24, 42, 43].

We have studied how the investment of classical resources for building an importance sampling function ‘pays off’ in terms of statistical errors. We believe that further studies extending our scaling analysis can help us to answer this conceptual question, but also to again push the limits of randomized measurements.

Finally, as an extension of our protocol, it would be interesting to consider an adaptive measurement scheme, where the distribution $p_S$ is iteratively adapted based on prior measurements.
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APPENDIX A: PARAMETRIZING LOCAL RANDOM UNITARIES

In this section we discuss how the local unitaries can be parametrized in terms of two angles. The local random unitaries used in this protocol are distributed by the Haar measure and belong to the CUE. A single qubit random rotation $u_i$ with $i = 1, \ldots, N$ can be defined as:

$$u_i = \begin{bmatrix} \cos \phi_i e^{i \alpha_i} & \sin \phi_i e^{i \psi_i} \\ -\sin \phi_i e^{-i \psi_i} & \cos \phi_i e^{-i \alpha_i} \end{bmatrix}$$

where $\phi_i \in [0, \pi/2]$ ; $\alpha_i, \psi_i \in [0, 2\pi]$ with the Haar measure given as follows [33]

$$du_i = 2 \cos \phi_i \sin \phi_i \, d\phi_i \, d\alpha_i \, d\psi_i$$

The measure can be rewritten by defining $\sin^2 \phi_i = \xi_i$ and leads to

$$du_i = d\xi_i \, d\alpha_i \, d\psi_i$$

where $\xi_i \in [0, 1]$. The same local random unitary $u_i$ can be experimentally realized by combining random rotations along $Y$ and $Z$ axes of the Bloch sphere and one equally writes [26]

$$u_i = R_z(\gamma_i) R_y(\theta_i) R_z(\varphi_i)$$

where $R_\beta(\theta) = e^{-i \sigma^\beta \theta/2}$, $\sigma^\beta$ with $\beta = y, z$ are the Pauli matrices and $\theta \in [0, 2\pi]$ is the random rotation angle. Equating the matrix elements of Eq. (5) and Eq. (8) gives the relation between the parametrized unitary angles in function of the rotation angles and its corresponding distribution measures

$$\begin{cases} 
\xi_i = \sin^2 \theta_i / 2 \\
\psi_i = (\varphi_i - \gamma_i) / 2 \\
\alpha_i = -(\varphi_i + \gamma_i) / 2 
\end{cases} \implies \begin{cases} 
d\xi_i = \sin(\frac{\theta_i}{2}) \cos(\frac{\theta_i}{2}) \, d\theta_i \\
d\psi_i = (d\varphi_i - d\gamma_i) / 2 \\
d\alpha_i = -(d\varphi_i + d\gamma_i) / 2 
\end{cases}$$

As the measurement of each qubit is finally performed in the computational basis, the last $R_z$ rotation of $u_i$ can be dropped by taking $\gamma_i = 0$. From the Eq. (9), sampling $\varphi_i$ uniformly in $[0, 2\pi]$ leads to $\alpha_i$ and $\psi_i$ being distributed uniformly and conversely sampling $\xi_i$ uniformly in $[0, 1]$ leads to a uniform sampling of $\theta_i$. To realize unitaries sampled from the Haar measure, it is sufficient to randomly sample: $\xi_i$ relating to the $Z$ rotation $R_z(\theta_i)$ and $\varphi_i$ connecting to the local unitary angles $\psi_i$ and $\alpha_i$. Thus finally, each single qubit random unitary $u_i$ is parametrized by $R_y(\theta_i) R_z(\varphi_i)$ to sample from the Haar measure.

APPENDIX B: BOUNDS ON $X(u)$

In this section, we derive the bounds

$$\frac{1}{2^N} \leq X(u) \leq 2^N.$$  \hspace{1cm} (10)

Our starting point consists in rewriting the function $X(u)$ as

$$X(u) = \frac{1}{2^N} \text{Tr} \left( \bigotimes_{i=1}^N [1 \otimes 1 + 3\sigma_i^z \otimes \sigma_i^z] (u \rho u^\dagger \otimes u \rho u^\dagger) \right)$$

$$= \frac{1}{2^N} \sum_A 3^{|A|} \langle \sigma_A^z \rangle^2,$$  \hspace{1cm} (11)

with $\langle \sigma_A^z \rangle = \text{Tr}(\sigma_A^z u \rho u^\dagger)$. The summation involves all qubit partitions $A = \{i_1, \ldots, i_{|A|}\}$, and we defined the Pauli string $\sigma_A^z = \bigotimes_{k \in A} \sigma_k^z$. The first line of the above equation can be proven by expanding the trace operation in the computational basis $|s\rangle \otimes |s'\rangle$.

We can now infer bounds on $X(u)$, using the relation $0 \leq \langle \sigma_A^z \rangle^2 \leq 1$. First, we get a lower bound as

$$X(u) = \frac{1}{2^N} \left( 1 + \sum_{A \neq \emptyset} 3^{|A|} \langle \sigma_A^z \rangle^2 \right) \geq \frac{1}{2^N}. $$  \hspace{1cm} (12)

The upper bound is obtained using

$$\sum_A 3^{|A|} = \sum_{k=0}^{N} \binom{N}{k} \, 3^k = 4^N,$$  \hspace{1cm} (13)

which leads to

$$X(u) \leq \frac{1}{2^N} \sum_A 3^{|A|} = 2^N.$$  \hspace{1cm} (14)

Note that the lower bound is saturated by an identity density matrix $\rho = I/2^N$, while the upper bound is saturated by a product state $\rho = |\psi_u\rangle \langle \psi_u|$, with $|\psi_u\rangle = u^\dagger |0 \otimes \cdots \otimes 0\rangle$.

APPENDIX C: MACHINE LEARNING

In this section we elaborate the details of the training procedure followed to obtain trained neural network importance sampler models $X_{IS}(u)$ used in step (i) of our protocol. Training of neural network (NN) models consists in fine tuning different parameters in the available optimized Machine Learning (ML) algorithms to make accurate predictions using multivariate regression analysis. We elaborate here on the parameters that were adjusted to achieve well trained models for the different quantum states that we tested. To reduce the variability during training with all the different available parameters, we choose to fix some parameters beforehand for all the training. The regression loss function was taken to be the Mean Absolute Error (MAE) with the activation function on each neuron fixed to ‘Relu’. The ‘Epoch’ which represents the number of times the entire dataset passes through the NN architecture was taken to be 500 with a fixed learning rate of 0.001.
The important parameters that were adjusted during the course of the training for various states of different system sizes $N$ can be summarized by (i) the number of hidden layers $N_{\text{layers}}$, (ii) number of neurons in each layer $N_{\text{neurons}}$ and (iii) the number of training samples $N_{\text{samples}}$. Each training sample consisted of $2N$ inputs ($\xi_i$ and $\varphi_i$ for each qubit) and one output (corresponding $X$ function defined by the state of interest $\rho$). During the training phase, the $N_{\text{samples}}$ were split into 2 separate sets: a training set on which the model learned the features of the target function and the test set, to characterize the ability of the trained model to generalize. The goal of the training was to obtain an efficient compressed model capable of fitting a function $X_{IS}(u)$ optimally to the target function $X(u)$ for any given set of $2N$ angles of $u$.

The product states and the GHZ states were trained by Deep Neural Network (DNN) models using $N_{\text{layers}} = 3$ with decreasing $N_{\text{neurons}}$ per layers (complexity of the NN decreasing from the input layer to the output layer) that varied for the different states. The last highly entangled quantum simulation state was trained using a Convolutional Neural Network (CNN) highlighting some quasi-translational invariant features with a $N_{\text{layers}} = 2$ configuration. The right combination of $N_{\text{neurons}}$ for each hidden layer was fine tuned to achieve the lowest possible fitting error $\mathcal{E}$ (MAE) associated with the target function $X(u)$ and the obtained fit for the corresponding output $X_{IS}(u)$. This step is crucial as there exists a right combination of $N_{\text{neurons}}$ that provides the adequate NN model without overfitting the data (model losing the ability to generalize to samples outside the training set).

For the product states, we targeted and achieved $\mathcal{E} \leq 5\%$ for all the system sizes that we considered (an example in Fig. 4a) by taking $N_{\text{samples}} = 100000$ with $N_1 = 200$, $N_2 = 100$ and $N_3 = 10$ with $N_i$ being the $N_{\text{neurons}}$ for each of the hidden layers of the DNN. On the other hand for GHZ states, the training cost of the model increased with the system size in order to learn the inherent non-trivial correlations of the target function. For example in Fig. 4b, the 5 qubit GHZ state was trained to achieve $\mathcal{E} \sim 5\%$ by taking $N_{\text{samples}} = 200000$ with $N_1 = 256$, $N_2 = 64$ and $N_3 = 16$. The training of the quantum simulation state was done on the pure MPS representation $|\psi_D\rangle$ of the same with a bond dimension $D = 32$. It was trained with $N_{\text{samples}} = 500000$ and consisted a 2D-convolutional layer of $N_1 = 250$ with a kernel size of $2$ by $2$, followed by $2$ dense hidden layers with $N_2 = 50$ and $N_3 = 5$ respectively. The training resulted in a fitting error $\mathcal{E} \sim 10\%$.

It is important to note that the error $\mathcal{E}$ associated to the training does not lead to systematic errors in the estimations of the concerned quantities ($p_2$ and $S_2$) in the estimation phase of the protocol. We only take advantage here of the trained model to provide us with an approximate importance sampler in the form of $X_{IS}(u)$. In general, all the training parameters and the overall NN architecture can be further improved to obtain efficient training and higher accurate fits to the target function. The classical cost of the training varies with an increase of the input parameters (in function of the number of qubits) and the state dependent target function $X(u)$.

**APPENDIX D: METROPOLIS SAMPLING**

Once we obtain a faithful importance sampler $X_{IS}(u)$, we perform an importance sampling of the unitaries $u$ using the Metropolis Algorithm (MA) [34]. The algorithm has the target distribution function $X_{IS}(u)$ with a uniform proposal distribution to pick each candidate unitary $u^{(r)}$ defined by its $2N$ angles. For our algorithm, we had an acceptance rate $\alpha \sim 53\%$ for product states and $\alpha \sim 65\%$ for GHZ states with a burn-in period of typically 50 samples which could be adjusted depending on the concerned system size $N$. Through this acceptance-rejection method, the algorithm collects a total of $N_s$ samples of unitaries $u$ in which we have $N_u$ distinct ones. The final estimation of $p_2$ is made by the importance sampling Monte Carlo integration where we also take into account the number of occurrence $n^{(r)}$ of each unitary $u^{(r)}$ in our $N_u$ distinct samples. This expression is given as

$$[p_2]_{IS} = \frac{1}{N_s} \sum_{r=1}^{N_u} \frac{n^{(r)} X_{IS}(u^{(r)})}{p_{IS}(u^{(r)})},$$

with $N_s = \sum_{r} n^{(r)}$. In general, there is scope to further improve the Metropolis algorithm by implementing a more advanced Hamiltonian Monte Carlo (HMC) Metropolis algorithm.
APPENDIX E: ANALYTICS OF IMPORTANCE SAMPLING

Statistical errors in our protocols for purity estimation arise from a finite number $N_u$ of local random unitaries $u = \bigotimes_{i=1}^N u_i$ and a finite number $N_M$ of single-shot measurements per unitary. In this appendix, we derive analytical expressions for the variances of the estimator $\hat{X}(u)$ for finite $N_u$ and $N_M$. We consider two limiting cases, (i) a uniform sampler $X_{IS}(u) = 1$ where the single qubit unitaries $u_i$ are sampled uniformly and independently from the Haar measure $d u_i$ ($i = 1, \ldots, N$) and (ii) a perfect sampler where the importance sampling distribution $X_{IS}(u) = X(u)$ is given by the function $X(u)$ whose integral $p_2 = \int d u X(u)$ we aim to estimate (here $d u = \prod_i d u_i$). We note that in the latter case (ii) statistical errors still arise from shot-noise due to a finite number $N_M$ of single-shot measurements.

We first recall the data taking procedure and estimators. We assume that an approximation $X_{IS}(u)$ of the function $X(u)$ whose integral $p_2 = \int d u X(u)$ we aim to estimate has been obtained. In the case without prior knowledge, we simply take $X_{IS}(u) \equiv 1$ for all $u$ (uniform sampler). This defines the importance sampling distribution $p_{IS}(u) = X_{IS}(u) / \int d u X_{IS}(u)$. From this distribution, we sample independently $N_u$ local random unitaries $u(r)$ ($r = 1, \ldots, N_u$), apply them to the quantum state $|\rho\rangle$, and perform $N_M$ computational basis measurements per unitary. An unbiased estimator $\hat{X}$ of the purity $\text{Tr} [\rho^2]$ is then constructed in two steps:

First, using the $N_M$ observed bitstrings $s_{m}^{(r)}$ ($m = 1, \ldots, N_M$) after the application of unitary $u(r)$, we define

$$ \hat{X}(u(r)) = \left(\frac{N_M}{2}\right)^{-1} \sum_{m,m' = 1}^{N_M} (-2)^{-D[s_m^{(r)}, s_{m'}^{(r)}]} \text{Tr} \left[ A \hat{s}_m^{(r)} \otimes \hat{s}_{m'}^{(r)} \right] $$

(16)

Secondly, taking the outcomes for all unitaries $r = 1, \ldots, N_u$ together, we define the estimator

$$ \hat{X} = \frac{1}{N_u} \sum_{r=1}^{N_u} \hat{X}(u(r)). $$

(20)

As shown in Refs. [6, 8, 26], $\hat{X}$ is an unbiased estimator of the purity $\text{Tr} [\rho^2]$, i.e.

$$ E \left[ \hat{X} \right] = E_u \left[ E_{QM} \left[ \hat{X} \right] \right] = E_u \left[ X(u) / p_{IS}(u) \right] = \int d u X(u) = \text{Tr} [\rho^2]. $$

(21)

Here, $E_u[f(u)] = \int d u p_{IS}(u)f(u)$ denotes the average over the importance sampling distribution $p_{IS}(u) du$, with $d u = \prod_i d u_i$ and $du_i$ the Haar measure on the unitary group $U(2)$. In the case of $p_{IS}(u) = 1$ (uniform sampler), $E_u$ is thus simply the uniform average over local random unitaries of the form $u = \bigotimes u_i$.

Our aim is to calculate the variance of $\hat{X}$ for finite $N_u$ and $N_M$, governing the statistical errors in our protocol. Summarizing our findings, we find:

**Proposition 1.** The variance of $\hat{X}$ is given by

$$ \text{Var} \left[ \hat{X} \right] = \frac{1}{N_u} \left( \frac{(N_M - 3)(N_M - 2)}{N_M(N_M - 1)} \Gamma_4 + \frac{4(N_M - 2)}{N_M(N_M - 1)} \Gamma_3 + \frac{2}{N_M(N_M - 1)} \Gamma_2 - \text{Tr} [\rho^2]^2 \right). $$

(22)

Here, the coefficients $\Gamma_k$ are given by

$$ \Gamma_k = E_u \left[ \frac{\text{Tr} \left[ A_k(u \rho u^\dagger)^{\otimes k} \right]}{X_{IS}(u)} \right] $$

(23)

where the $k$-copy operators $A_k$ are defined as

$$ A_4 = A \otimes A $$

(24)

$$ A_3 = (1 \otimes A)(A \otimes 1) $$

(25)

$$ A_2 = A^2 $$

(26)

with $A = 2^N \sum_{s,s'} (-2)^{-D[s,s']} |s\rangle \langle s| \otimes |s'\rangle \langle s'|$.

**Proof.** We first note that $\text{Var} \left[ \hat{X} \right] = 1/N_u \text{Var} \left[ \hat{X}(u(r)) \right]$ for any $r = 1, \ldots, N_u$ due to independence and identical distribution of the sampled local random unitaries and of the separate single shot quantum measurements (Born’s rule). For simplicity of notation, we suppress thus in the following the index $r$. Secondly, we have that $\text{Var} \hat{X}(u) = E \left[ \hat{X}^2(u) \right] - E \left[ \hat{X}(u) \right]^2$. As stated above, we have $E \left[ \hat{X}(u) \right] = \text{Tr} [\rho^2]$ and thus we concentrate in the
following on the non-trivial first term. We find
\[
\mathbb{E} \left[ \frac{X^2(u)}{X_{IS}^2(u)} \right] \left( \frac{N_M}{2} \right)^2 = \sum_{m > n, m > n'} \mathbb{E} \left[ \text{Tr} \left[ A^{\otimes 2} \hat{s}_m \otimes \hat{s}_n \otimes \hat{s}_{m'} \otimes \hat{s}_{n'} \right] X_{IS}^{-2}(u) \right] \]
\[
= \sum_{m > n, m > n'} \mathbb{E}_u \left[ \mathbb{E}_{QM} \left[ \text{Tr} \left[ A^{\otimes 2} \hat{s}_m \otimes \hat{s}_n \otimes \hat{s}_{m'} \otimes \hat{s}_{n'} \right] \right] X_{IS}^{-2}(u) \right].
\]
(Magnitude and type of the different terms in this sum depend on how many indices in the expression \( \mathbb{E}_{QM} \left[ \text{Tr} \left[ A^{\otimes 2} \hat{s}_m \otimes \hat{s}_n \otimes \hat{s}_{m'} \otimes \hat{s}_{n'} \right] \right] \) coincide. We distinguish the following possibilities:

- All indices are pairwise distinct, i.e. \( m \neq m' \) and \( n \neq n' \). In this case, the expectation value \( \mathbb{E}_{QM} \) completely factorizes, yielding a contribution
\[
\mathbb{E}_{QM} \left[ \text{Tr} \left[ A^{\otimes 2} \hat{s}_m \otimes \hat{s}_n \otimes \hat{s}_{m'} \otimes \hat{s}_{n'} \right] \right] = \text{Tr} \left[ A^{\otimes 2} (u \rho u^\dagger)^{\otimes 4} \right].
\]
which is fourth order in the density matrix \( \rho \). In total, there are \( \binom{N_M}{4} \binom{4}{2} \) such terms.

- Exactly two indices coincide, e.g. \( m = m' \) and \( n \neq n' \). In this case, we obtain a third order contribution
\[
\mathbb{E}_{QM} \left[ \text{Tr} \left[ A^{\otimes 2} \hat{s}_m \otimes \hat{s}_n \otimes \hat{s}_{m} \otimes \hat{s}_{n} \right] \right] = \text{Tr} \left[ A_3 (u \rho u^\dagger)^{\otimes 3} \right]
\]
with \( A_3 = (1 \otimes A)(A \otimes 1) \). In total, there are \( \binom{N_M}{3} \binom{3}{1} \binom{1}{1} \) such terms.

- Two pairs of indices coincide, e.g. \( m = m' \) and \( n = n' \). In this case, we obtain a second order contribution
\[
\mathbb{E}_{QM} \left[ \text{Tr} \left[ A^{\otimes 2} \hat{s}_m \otimes \hat{s}_n \otimes \hat{s}_m \otimes \hat{s}_n \right] \right] = \text{Tr} \left[ A_2 (u \rho u^\dagger)^{\otimes 2} \right].
\]
In total, there are \( \binom{N_M}{2} \binom{2}{1} \binom{1}{1} \binom{1}{1} \) such terms.

Inserting into Eq. (27) and summing all terms up, we obtain
\[
\mathbb{E} \left[ \frac{X^2(u)}{X_{IS}^2(u)} \right] = \frac{(N_M - 3)(N_M - 2)}{N_M(N_M - 1)} \frac{4(N_M - 2)}{N_M(N_M - 1)} \frac{\Gamma_4}{\Gamma_2} + \frac{2}{N_M(N_M - 1)} \frac{\Gamma_2}{\Gamma_3}.
\]
Using \( \text{Var} \left[ \hat{X} \right] = 1/N_u \text{Var} \left[ X(u) \right] \) yields the claim.

**Lemma 1** (Uniform sampling). Suppose \( \rho \) is pure product state of \( N \) qubits [50] and assume that the local random unitaries \( u_i \) are uniformly sampled from the Haar measure, i.e. \( X_{IS}(u) = 1 \). Then, we find
\[
\Gamma_4 = \frac{6}{5} N
\]
\[
\Gamma_3 = \frac{3}{2} N
\]
\[
\Gamma_2 = 3 N.
\]

**Proof.** We first note that in the case of qubits
\[
A = \frac{1}{2N} \bigotimes_i (1 + 3 \sigma_i^z \otimes \sigma_i^z).
\]
Assuming without loss of generality that \( \rho = |0\rangle \langle 0|^{\otimes N} \), it holds thus that
\[
X(u) = \text{Tr} \left[ A(u \rho u^\dagger)^{\otimes 2} \right] = \frac{1}{2N} \prod_i (1 + 3 Z(u_i)^2)
\]
with the expectation value \( Z(u_i) = \langle 0 | u_i^\dagger | 0 \rangle \). Secondly, we define \( \Gamma_k(u) = \text{Tr} \left[ A_k (u \rho u^\dagger)^{\otimes k} \right] \). Using the definition of \( A_k \) [Eqs. (24)-(26)], we find
\[
\Gamma_2(u) = \frac{1}{4N} \prod_i (10 + 6 Z(u_i)^2)
\]
\[
\Gamma_3(u) = \frac{1}{4N} \prod_i (1 + 15 Z(u_i)^2)
\]
\[
\Gamma_4(u) = \frac{1}{4N} \prod_i (1 + 3 Z(u_i)^2)^2.
\]
Employing the decompositions (5) and (9), we can rewrite \( Z(u_i) = 1 - 2 \xi_i \), where \( \xi_i \) is uniformly distributed in \([0, 1]\). With the substitution \( z_i = 1 - 2 \xi_i \), we find
\[
\Gamma_2 = \int du \Gamma_2(u) = \left[ \frac{1}{8} \int_{-1}^1 dz (10 + 6 z^2)^N \right] = 3 N
\]
\[
\Gamma_3 = \int du \Gamma_3(u) = \left[ \frac{1}{8} \int_{-1}^1 dz (1 + 15 z^2)^N \right] = \left( \frac{3}{2} \right)^N
\]
\[
\Gamma_4 = \int du \Gamma_4(u) = \left[ \frac{1}{8} \int_{-1}^1 dz (1 + 3 z^2)^2 \right]^N = \left( \frac{6}{5} \right)^N.
\]
Here, we used that \( X_{IS}(u) = 1 \) (uniform sampler) and that the integral factorizes due to the independence of the local random unitaries.

**Lemma 2** (Perfect sampler). Suppose \( \rho \) is pure product state of \( N \) qubits and assume that \( X_{IS}(u) = X(u) \) defines a perfect importance sampler. Then, we find
\[
\Gamma_4 = 1
\]
\[
\Gamma_3 = \alpha N
\]
\[
\Gamma_2 = \beta N
\]
with \( \alpha = \frac{5}{2} - \frac{2\pi}{3\sqrt{3}} \approx 1.29 \), and \( \beta = 1 + \frac{4\pi}{3\sqrt{3}} \approx 3.42 \).
Proof. With the definitions and notation of the proof of Lemma 1, we have

\[ \Gamma_2 = \int du \frac{\Gamma_2(u)}{X(u)} = \left( \frac{1}{4} \int_{-1}^{1} dz \frac{10 + 6 z^2}{1 + 3 z^2} \right)^N = \left( 1 + \frac{4\pi}{3\sqrt{3}} \right)^N \]

\[ \Gamma_3 = \int du \frac{\Gamma_3(u)}{X(u)} = \left( \frac{1}{4} \int_{-1}^{1} dz \frac{1 + 15 z^2}{1 + 3 z^2} \right)^N = \left( \frac{5}{2} - \frac{2\pi}{3\sqrt{3}} \right)^N \]

\[ \Gamma_4 = \int du \frac{\Gamma_4(u)}{X(u)} = \left( \frac{1}{4} \int_{-1}^{1} dz (1 + 3 z^2) \right)^N = 1. \]

\[ \rho = \frac{1}{N} \sum_{i=1}^{N} \rho_i \]

where \( E = |X - \bar{X}| \) is the average statistical error in estimating the purity. Note that we have checked numerically that our samples of purity estimations are indeed approximately normally distributed. For a given value of \( E \), we could then extract analytically the optimal required number of measurements \( N_uN_M \) by using Eq. (22) in the case of uniform and importance sampling. This is illustrated in Fig. 2(c-d) of the main text.

From the analytical expressions of the variance derived above in Lemma 2, we observe in Fig. 5 for importance sampling two different regimes of scaling. For \( N \lesssim N_c \), smaller than a certain \( N_c \sim \log(1/E) \), the scaling exponent \( a \) for importance sampling is strongly reduced \( a = 0.37 \), and increases to \( a = 0.88 \) for \( N > N_c \). In contrast, uniform sampling does not present this feature and has a nearly constant scaling of \( a = 0.92 \). While being advantageous in all displayed cases, importance sampling is thus most powerful in the high accuracy regime (small errors \( E \)).

**APPENDIX F: FURTHER RESULTS**

**Scaling analysis**

In this section, firstly, we provide different scaling analysis for the product state, and the GHZ state for a fixed value of \( N_u \). We represent the average statistical error \( E = |p_2 - p_{2e}| \) computed over 100 experimental runs, as a function of the rescaled units \( N/2^N \) where \( a \) is adjusted so that points for different system sizes \( N \) collapse into one curve as shown in Fig. 6(a-d). Here, we perform importance sampling from trained neural network ansatz. We can identify an error scaling where we observe that importance sampling scaling is approximately divided by 2. This suggests that the required number of measurements \( N_M \) to reach a given accuracy is exponentially reduced by using importance sampling as we pick unitaries that reduce the effect of shot noise.

Secondly, we show additionally the scaling for a pure random state taken from the Haar measure with the importance sampling was done from a perfect sampler \( (X_{IS}(u) = X(u)) \). Fig. 6(e-f) show the scaling for uniform and importance sampling where we plot the optimal required number of measurements \( N_uN_M \) for a given average statistical error \( E \) as a function of the system size \( N \) for uniform and importance sampling.

**Mixed state sub-system optimisation**

We further analyze the performance of importance sampling for a reduced state \( \rho_A = \text{Tr}_B(\rho_{AB}) \) where \( A \) is the half partition of the highly entangled 10-qubit quantum simulation state denoted by \( \rho_{AB} \) studied earlier in the main text. The half-partition purity was found to be
FIG. 6. **Scaling of statistical errors for product, GHZ and random states.** Panels (a) and (b) (product state) and (c) and (d) (GHZ state) show the error in function of the rescaled unit $N_M/2^N$ for different system sizes for a fixed value of $N_u$ ($N_u = 500$ for product state and $N_u = 200$ for GHZ state). The unitaries in the left panels (a) and (c) being sampled from a uniform distribution while the right panel (b) and (d) are sampled from the trained neural network. Panel (e) and (f) highlight the scaling of the required total number of measurements $N_u N_M$ as a function of $N$ for uniform and importance sampling for a pure random state, to obtain a statistical error of $E = 0.1$ (e), and $E = 0.05$ (f).

$\text{Tr}(\rho_A^2) = 0.16$. The role of importance sampling continues to be relevant for probing such partitions of states that are highly mixed because the bitstring probabilities obtained in the experiments take values in a much reduced interval [26]. Therefore, it is important to sample the adequate unitaries through importance sampling to provide better probability signals for our concerned estimates.

We can construct the importance sampler $X_{IS}(u)$ for $\rho_A$ in two ways: first, by training a NN on the reduced pure theory state $\rho_A$ to build a fit function and secondly using an approximate MPS representation $|\psi_D\rangle$ of bond dimension $D$ of the reduced state $\rho_{\text{red}} = \text{Tr}_B(|\psi_D\rangle \langle \psi_D|)$. Fig. 7a already shows a reduction of statistical error compared to an uniform sampling by using the best trained importance sampler CNN of the mixed reduced state. The statistical errors can be further reduced by using the MPS representation of the reduced state of $D = 15$ with a fidelity overlap to the true state being $F(\rho_A, \rho_{\text{red}}) = 0.83$. In Fig. 7b we show the reduction of statistical errors as a function of the bond dimension $D$ of the reduced MPS representation.

We equally highlight in Fig. 7c the performance of importance sampling on a mixed reduced 10-qubit state $\rho_A$ taken from an entangled 20-qubit system with the reduced state purity $\text{Tr}(\rho_A^2) = 0.103$. For the parameters of Ref. [26], the evolution time with the XY model was set to $t = 7.5$ ms, and we considered here a pure state approximation $\rho = |\psi\rangle \langle \psi|$. The importance sampler state was taken to be the MPS approximation $\rho_{\text{red}} = \text{Tr}_B(|\psi_D\rangle \langle \psi_D|)$ of varying bond dimension $D$ of the 20 qubit state $|\psi\rangle$. The MPS representation of $D = 24$ which has a fidelity $F(\rho_A, \rho_{\text{red}}) = 0.87$ already outperforms the uniform sampler (second point in Fig. 7c). We observe a similar reduction of statistical errors for moderate values of $D$, which emphasizes the strength of importance sampling with MPS models.