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Abstract

We study a budgeted hyper-parameter tuning problem, where we optimize the tuning result under a hard resource constraint. We propose to solve it as a sequential decision making problem, such that we can use the partial training progress of configurations to dynamically allocate the remaining budget. Our algorithm combines a Bayesian belief model which estimates the future performance of configurations, with an action-value function which balances exploration-exploitation tradeoff, to optimize the final output. It automatically adapts the tuning behaviors to different constraints, which is useful in practice. Experiment results demonstrate superior performance over existing algorithms, including the-state-of-the-art one, on real-world tuning tasks across a range of different budgets.

1 Introduction

Hyper-parameter tuning is of crucial importance to designing and deploying machine learning systems. Broadly, hyper-parameters include the architecture of the learning models, regularization parameters, optimization methods and their parameters, and other “knobs” to be tuned. It is challenging to explore the vast space of hyper-parameters efficiently to identify the optimal configuration. Quite a few approaches have been proposed and investigated: random search, Bayesian Optimization (BO) [30, 29], bandits-based Hyperband [17, 24], and meta-learning [5, 1, 10].

Many of those prior studies have focused on the aspect of reducing as much as possible the computation cost to obtain the optimal configuration. In this work, we look at a different but important perspective to hyper-parameter optimization – under a fixed time/computation cost, how we can improve the performance as much as possible. Concretely, we study the problem of hyper-parameter tuning under a budget constraint. The budget offers the practitioners a tradeoff: affordable time and resource balanced with models that are good – best models that one can afford. Often, this is a more realistic scenario in developing large-scale learning systems, and is especially applicable, for example when the practitioner searches for a best model under the pressure of a deadline.

The budget constraint certainly complicates the hyper-parameter tuning strategy. While the strategy without the constraints is to explore and exploit in the hyper-parameter configuration space, a budget-aware strategy needs to decide how much to explore and exploit with respect to the resource/time. As most learning algorithms are iterative in nature, a human operator would monitor the training progress of different configurations, and make judgement calls on their potential future performance, based on what the tuning procedure has achieved so far, and how much resource remains. For example, as the deadline approaches, he/she might decide to exploit current best configuration to further establish its performance, instead of exploring a potentially better configuration as if he/she had unlimited time. Then how can we automate this process?

We formalize this inquiry into a sequential decision making problem, and propose an algorithm to automatically achieve good resource utilization in the tuning. The algorithm uses a belief model to predict future performances of configurations. We design an action-value function, inspired by the idea of the Value of Information [6], to select the configurations. The action-value function balances the tradeoff between exploration – gather information to estimate the training curves, and exploitation – achieve good performance under the budget constraint.

We empirically demonstrate the performance of the proposed algorithm on both synthetic and real-world datasets. Our algorithm outperforms the state-of-the-art hyper-parameter tuning algorithms across a range of budgets. Besides, it exhibits budget adaptive tuning behaviors.
The rest of the paper is organized as follows. In Section 2, we formally define the problem and introduce the sequential decision making formulation. In Section 3, we describe the proposed algorithm with analysis. Related work, experiments, and the conclusion can be found in Section 4, 5, and 6 respectively.

2 Problem Statement

In this section, we start by introducing notations, and formally define the budgeted hyper-parameter tuning problem. Finally we formulate the budgeted tuning task into a sequential decision making problem.

2.1 Preliminaries

Configuration (arm) Configuration denotes the hyper-parameter setting, e.g. the architecture, the optimization method. We use $K = \{1, 2, ..., K\}$ to index the set of configurations. The term configuration and arm are used interchangeably. (See Appendix for a full notation table.)

Model Model refers to the (intermediate) training outcome, e.g. the weights of neural nets, of a particular configuration. We evaluate the model on a heldout set periodically, for example every epoch. We consider loss or error rate as the evaluation metric. Assume we have run configuration $k$ for $b$ epochs, and we keep track of the loss of the best model as $\nu_k^b \in [0, 1)$, the minimum loss from $b$ epochs. Note that $\nu_k^b$ is a non-increasing function in $b$. We always use superscript to denote the configuration, and the subscript for the budget/epoch.

Budget The budget defines a computation constraint imposed on the tuning process. In this paper, we consider a training epoch as the budget unit\(^1\), as this is an abstract notion of computation resource in most empirical studies of iterative learning algorithms. Given a total budget $B \in \mathbb{N}_+$, a strategy $\mathbf{b} = (b_1, ..., b_K) \in \mathbb{N}^K$ allocates the budget among $K$ configurations, i.e. $k$ runs $b_k$ epochs respectively. $\mathbf{b}$ should satisfy that the total epochs from $K$ arms add up to $B$: $\mathbf{b}^\top 1_K = B$. We use epoch and budget interchangeably when there is no confusion.

Constrained Optimization The goal of the budgeted hyper-parameter tuning task is to obtain a well-optimized model under the constraint. Under the allocation strategy $\mathbf{b}$, arm $k$ returns a model with loss $\nu_k^b$. We search for the strategy, which optimizes the loss of the best model out of $K$ configurations, $\ell_B = \min \{\nu_1^b, ..., \nu_K^b\}$. Concretely, the constrained optimization problem is

$$\min_{\mathbf{b}} \ell_B, \text{ s.t. } \mathbf{b}^\top 1_K = B. \tag{1}$$

2.2 Optimal Solution with Perfect Information

Despite a combinatorial optimization, if we know the training curves of all configurations (known $\nu_k^b \ \forall k$ and $b \leq B$), the solution to Eq. 1 has a simple structure: (one of) the optimal planning path must be a greedy one – the budget is invested on a single configuration, due to the non-increasing nature of $\nu_k^b$ w.r.t. $b$. Hence the problem becomes to find the optimal arm $c$, which attains the smallest loss after $B$ epochs. And the optimal planning is simply to invest all $B$ units to $c$.

$$\ell_B^* = \min_k \nu_k^B, \quad c(B) = \ arg\min_k \nu_k^B. \tag{2}$$

Namely, $\ell_B^* = \ell_B^c$. Note $c$ is budget dependent. However in practice, computing Eq. 2 is infeasible, since we need to know all $K$ values of $\nu_k^b$, which already uses up $B \times K$ epochs, exceeding the budget $B$! In other words, the challenge of the budgeted tuning lies in that we try to attain the minimum loss (of $B \times K$ epochs) $\ell_B^c$, with partial information of the curves from only $B$ observations/epochs.

\(^1\)In practice, we can generalize to other definitions of budget units.
2.3 Sequential Decision Making

The challenge of unknown $\nu^k_B$ comes from that the training of the iterative learning algorithm is innate sequential – we cannot know the $B$-th epoch loss $\nu^k_B$ without actual running the first $B-1$ epochs using up the budget. On the other hand, this challenge can be attacked naturally in the framework of sequential decision making: the partial training curve is indicative of its future, and thus informs us of decisions early on without wasting the budget to finish the whole curve – we all have had the experience of looking at a training curve and “kill” the running job as “this training is going nowhere”! The key insight is that we want to use the observed information from epochs in the past, to decide which configuration to run or stop in the future.

This motivates us to formulate the budgeted tuning as a finite-horizon sequential decision making problem. The training curves can be seen as an oblivious adversary environment [4]: loss sequences of $K$ configurations are pre-generated before the tuning starts. At the $n$-th step, the tuning algorithm selects the action/configuration $a_n \in [K]$ for the next budget/epoch, and the curve returns the corresponding observation/loss $z_n \in [0, 1)$ from configuration $a_n$. Hence we get a trajectory of configurations and losses, $\xi_n = (a_1, z_1, \ldots, a_n, z_n)$. We define the policy to select actions as $\pi$: $a_n = \pi(\xi_n-1) = \pi(a_1, z_1, \ldots, a_n-1, z_n-1)$, a function from the history to the next arm. This process is repeated for $B$ steps until the budget exhausts, and the final tuning output is

$$\ell^*_B = \min_{1 \leq n \leq B} z_n.$$  

Note $\ell^*_B$ is the same as the original objective $\ell_B$ in Eq. 1.

In this way, we can solve the budgeted optimization problem (Eq. 1) in a sequential manner, such that we can leverage the information from partial training curves to make better decisions. The sequential formulation enables us to stop or resume the training of a configuration at any time, which is economical in budget. Besides, the algorithm can exploit the information of budget $B$ to make better judgements and decisions. The framework can be extended to other settings, e.g. multiple configurations in parallel, resource of heterogenous types (like cpu, gpu), and etc. While some of the extensions is straightforward, some requires more careful design, which is left as future work.

**Regret** The goal of the sequential problem is to optimize the policy $\pi$, such that the regret of our output against the optimal solution (Eq. 2) is minimized,

$$\min \ell^*_B - \ell_B = \min \left( \min_{1 \leq n \leq B} z_n - \nu^c_B \right).$$  

Note $\ell^*_B$ assumes knowledge of all curves, which is infeasible in practice.

**Challenges** First of all, to optimize under unknown curves leads to the well-known exploitation-exploration tradeoff, the same as in multi-armed bandits. On one hand, it is tempting to pick configurations that have achieved small losses (exploitation), but on the other hand, there is also an incentive to pick other configurations to see whether they can admit even smaller losses (exploration).

However, Eq. 4 is different than the typical bandits, because the output $\ell^*_B$ is in the form of the minimal loss, instead of the sum of losses. This leads to two key differences of the optimal policy: firstly the optimal policy/configuration depends on the horizon $B$. Secondly at every step, the optimal policy for the remaining horizon depends on the history actions. Therefore, the key step is to re-plan given what has been done so far every time.

3 Approach

In this section, we describe our budgeted tuning algorithm which attains the same performance as $\ell^*_B$ asymptotically (Eq. 4). At every step, we re-plan for the remaining horizon by leveraging the optimal planning structure (Sect. 2.2), and employ the idea of Value of Information [6] to handle the exploration exploitation tradeoff.

Specifically, we design an action-value function (Sec. 3.1) to select the next action/configuration. The action-value function takes future predictions of the curves as input, which we use a Bayesian belief model to compute (Sec. 3.2),
and output a score measuring some expected future performance. We obtain a new observation from the selected arm, and update the belief model. We discuss how the action-value function balances the exploration-exploitation tradeoff in Sec. 3.3 and present the algorithm in Sec. 3.4. Lastly, in Sec. 3.5 we discuss and compare with the Bayes optimal solution.

### 3.1 Action-value Function \( Q \)

Consider we are at the \( n \)-th step, with remaining budget \( r = B - n \). Our goal is to find the policy which minimizes the tail sequence in Eq. 3: \( \ell_r = \min_{n \leq s \leq B} z_s \). We use a belief state/model \( S_{n-1} \) to estimate the unknown training curves. \( S_{n-1} \) is a random process derived from the past trajectory \( \xi_{n-1} \), which allows us to simulate, and predict future outcomes. We compute an action-value function \( Q_r[a] \) for each arm, and select the next action by minimizing it,

\[
a_n = \pi(\xi_{n-1}) = \arg\min_{a \in [K]} Q_r[a|S_{n-1}] .
\]

We drop the \( S_{n-1} \) in \( Q_r[a] \) to simplify the notation when it’s clear. In what follows, we define \( Q \) as a form of expected best loss we are likely to obtain of \( \ell \) in \( r \) epochs.

First of all, recall the optimal planning of hyper-parameter tuning in Sect. 2.2, there are \( K \) candidates \( \nu_r^k \) (the minimum loss from \( k \) in \( r \) epochs) for the optimal \( \ell_r^* \). This structure effectively reduces the combinatorial search space of \( \pi \) to a constant factor of \( K \). Thus we use the predictive value of \( \nu_r^a \) to construct \( Q_r[a] \).

Since the belief \( S_{n-1} \) is uncertain about the true curves, there is a distribution over values of \( \nu_r^k \). We would like to explore to improve the estimates of \( \nu_r^k \)'s. Note that our focus is to correctly identify the best arm, instead of estimating all arms equally well. Inspired by the idea of Value of Information exploration in Bayesian reinforcement learning [6, 7], we quantify the gains of exploration in \( Q \) by the amount of improvement on future loss.

Specifically, what can be an informative outcome that updates the agent’s knowledge and leads to an improved future loss? There are two scenarios where the outcomes contradict to our prior belief: (a) when the new sample surprises us by showing that an action previously considered sub-optimal turns out to be the best arm, and (b) when the new sample indicates a surprise that an action that previously considered best is actually inferior to other actions.

Before we formally define \( Q_r[a] \), we introduce the following notations. Define \( \mu_r^k = \mathbb{E} [\nu_r^k|S_{n-1}] \) as \( k \)-th’s expected best future loss. We can sort all arms based on their expected loss, and we call \( \hat{c} = \arg\min_k \mu_r^k \) the predicted top arm, our current guess of \( c \) (Eq. 2). Denote \( \mu_r^{1st} = \mu_r^{\hat{c}} \) as the top arm’s expected long-term performance, and \( \mu_r^{2nd} \) that of the runner up.

Now consider in case (a) for a sub-optimal arm \( a \neq \hat{c} \), it will update our estimate of \( \ell_r^* \) when the sample \( \nu_r^a < \mu_r^{1st} \) outperforms the previously considered best expected loss. We expect to gain \( \mu_r^{1st} - \nu_r^a \) by taking \( a \) instead of \( \hat{c} \). Define

\[
Q_r[a] = \mathbb{E} \left[ \min \{ \nu_r^a, \mu_r^{1st} \} \right] = \mu_r^{1st} - \mathbb{E} \left[ (\mu_r^{1st} - \nu_r^a)^+ \right].
\]

The second term on the r.h.s. computes the area when \( \nu_r^a \) falls smaller than \( \mu_r^{1st} \), which is called the value of perfect information (VoI) in decision theory [15]. It is a numerical value that measures the reduction of uncertainty, thus can assess the value for exploring action \( a \). In our problem, intuitively it quantifies the average surprise of \( a \) over all draws from the belief. Minimizing \( Q_r[a] \) favors \( a \) with large surprise/VoI.

Similarly in case (b) when we consider the predicted top arm \( a = \hat{c} \), there is a surprise that the sample \( \nu_r^{\hat{c}} > \mu_r^{2nd} \) falls behind with other candidates. We define

\[
Q_r[\hat{c}] = \mathbb{E} \left[ \min \{ \nu_r^{\hat{c}}, \mu_r^{2nd} \} \right] = \mu_r^{1st} - \mathbb{E} \left[ (\nu_r^{\hat{c}} - \mu_r^{2nd})^+ \right],
\]

where the second term computes the area when \( \nu_r^{\hat{c}} \) unlucky falls right to \( \mu_r^{2nd} \). Continuing with \( \hat{c} \) is favorable if it has high VoI, i.e. gains us much knowledge from this surprise. See Fig. 4 in the Appendix B for visualization of the action-value function.

---

2With a slight abuse of notation, we use \( \nu_r^k \) to denote its best performance in \( r \) more epochs, starting from the current epoch.

3There are exactly \( \binom{r + K - 1}{K - 1} \) different possible outcomes (ignore the sequence ordering).
Combining Eq. 6 and 7, the action-value function is

$$Q_r[a] = \mathbb{E} \left[ \min\{\nu^a_r, \min_{k \neq a} \nu^k_r\} \right]$$  \hspace{1cm} (8)

Finally, note that $Q$ depends on the remaining horizon $r$, through the index in $\nu^k_r$ and $\mu^k_r$, and the history $\xi_{n-1}$, through the expectations w.r.t. the belief $S_{n-1}$. To analyze the exploration exploitation tradeoff in $Q$, we need details of the belief model, which will be explained next. We will come back to the discussion on the properties and behaviors of $Q$ in Sec. 3.3

### 3.2 Behavior Model

In this section, we briefly describe the Bayesian belief model we use, and explain how Eq. 8 is computed with the posterior distribution. The belief model captures our current knowledge of the training curves to predict future $\nu^k_r$, and gets updated as new observations become available.

Our proposed algorithm can work with any Bayesian beliefs which model the training curves. In this paper, we adopt the Freeze-Thaw GP [32]. We use $(k, t)$ to index the hyper-parameters and epochs respectively, and the loss of $k$ from the $t$-th epoch is $y^k(t)$. The joint distribution of losses from all configurations and epochs, $y = [y^1(1), y^1(2), \ldots, y^1(n_1), \ldots, y^K(n_K)]^\top$ (arm $k$ has $n_k$ epochs/losses), is given by

$$\Pr(y|(k, t)) = \mathcal{N} \left( y; 0, K_t + \text{OK}_t \text{O}^\top \right).$$  \hspace{1cm} (9)

$\text{O} = \text{block diag}(\text{1}_{n_1}, \ldots, \text{1}_{n_K})$ is a block diagonal matrix of vector ones. Kernel $K_x$ models the correlation of asymptote losses across different configurations, while kernel $K_t$ characterizes the correlation of losses from different epochs of the same configuration. The entry in $K_t$ is computed via a specific Freeze-Thaw kernel, to capture the decay of losses versus time.

We can use the joint distribution (Eq. 18) to predict future performances of $y^k(t), \forall k, t$, and update the posteriors with new observations, by applying Bayes' rule. Details of the belief model can be found in Appendix D.

**Computing $Q$**

Note that the future best loss is a random variable, $\nu^k_r = \min_{1 \leq t \leq r} y^k(t_0 + t)$. However, $\nu^k_r$'s distribution is non-trivial to compute, as it is the minimum of $r$ correlated Gaussians. To simplify the computation, we approximate: $\nu^k_r \approx y^k(t_0 + \tau^k)$ where we fix the time index $\tau^k$ deterministically, to be the one which achieves the minimum loss in expectation, $\tau^k = \arg\min_{1 \leq t \leq r} \mathbb{E}[y^k(t_0 + t)]$. The intuition is that for different random draws of the curve, $\nu^k_r$ can be any one of $y^k(t_0 + t)$ for $1 \leq t \leq r$. But with high probability, $\Pr[\nu^k_r = y^k(t_0 + \tau^k)] \geq \Pr[\nu^k_r = y^k(t_0 + t)], \forall t$. Thus we use the Gaussian $y^k(t_0 + \tau^k)$ as $\nu^k_r$. The advantage is that $Q_r[a]$ can be computed efficiently in closed-form:

$$Q_r[a] = \mathbb{E}_\nu \left[ \min\{\nu^a_r, \mu\} \right] = \mu - \sigma [\nu^a_r] \left( s \Phi(s) + \phi(s) \right)$$  \hspace{1cm} (10)

where $s = \frac{\mu - \mathbb{E}[\nu^a_r]}{\sigma [\nu^a_r]}$ is the normalized distance of $\nu^a_r$ to $\mu$, and $\mu$ is a constant, either $\mu^1_r$ or $\mu^2_r$ depending on whichever $a$ we are looking at. $\sigma [\cdot]$ is the standard deviation, and $\Phi(\cdot)$ and $\phi(\cdot)$ are the cdf and pdf of standard Gaussian respectively.

### 3.3 Behavior of $Q$

In this section, we analyze the behaviors of the proposed action-value function. With Gaussian distributed $\nu^k_r$s, there are nice properties of the proposed $Q$. We provide asymptotic analysis of the behaviors as the budget goes to infinity,
nonetheless it sheds lights on the behaviors when applied under finite budget. Finite time analysis is more challenging, and is left as future work.

When \( r \) goes to infinity, \( \nu_k^\infty \) is the asymptote loss of \( k \). Besides, the variance update of \( \nu_k^\infty \) given by GP, always decreases with more observations, and is independent of the observed values. This leads to the following three properties.

First of all, all arms will be picked infinitely often under \( Q \). Note the surprise area/VoI for any \( k \) (the second term of the r.h.s. in Eq. 6 and 7) is always greater than 0 for any finite time, and approaches 0 in the limit. Hence an arm, which has not been picked for a while, will have higher VoI relative to the rest (since the VoI of other arms go to 0), and get selected again. Therefore \( Q \) is asymptotically consistent: the best arm will be discovered as the budget goes to infinity, and the objective Eq. 4 has

\[
\lim_{B \to \infty} \ell_B - \ell^*_B \rightarrow 0.
\]

Secondly, \( Q \) balances the exploration with exploitation, since both configurations with smaller mean (exploitation), or larger variance (exploration) are preferred—in either case the surprise area is large (2nd term on the r.h.s. of Eq. 6 and 7). Thirdly, the limiting ratio of the number of pulls between the top and the second best arm approaches 1 assuming the same observation noise parameter. And the limiting ratio between any pair of suboptimal arms is a function of the sub-optimality gap \([28]\).

3.4 Practical Budgeted Hyper-parameter Tuning Algorithm

In this section, we discuss the practical use of \( Q \) in the budgeted tuning algorithm.

Imagine the behavior of \( Q \) when applied to the hyper-parameter tuning. Intuitively, all configurations will get selected often at the beginning, due to the high uncertainty. Gradually as our curve estimation gets more accurate with smaller uncertainty, we will focus the actions on a few promising configurations with good future losses (small sub-optimality gap). Finally, \( Q \) will mostly allocate budget among the top two configurations. This in practice can be a waste of resource, because we aim to finalize on one model, instead of distinguishing the top two. We propose the following heuristics to fix it.

**Budget Exhaustion** Recall \( \hat{c} \) is the predicted best arm, and define \( \tau^\star = \arg\min_{1 \leq t \leq r} \mathbb{E}\left[ y_{\hat{c}}(t_0 + t) \right] \), the number of epoch configuration \( \hat{c} \) short from convergence, if we expect \( \hat{c} \) to hit its minimum. We propose to check the condition \( \tau^\star < r \), where \( r \) is the remaining budget, to keep track of the budget exhaustion. If it is false, we will pick \( \hat{c} \) (else statement in Alg. 1). Note that as we still update our belief after the new observation, we can switch back to the selection rule \( Q \) (if statement in Alg. 1).

\[ \text{\( \varepsilon \)-Greedy with Confident Top Arm} \]

Another drawback of \( Q \) is that when we have a large number of \( K \) (arms), \( Q \) pulls the top arm less frequently, because the suboptimal arms aggregately could take up a considerable amount of the budget. In fact, we might want to cut down the exploration when we are confident of the top arm. Thus we design the following action selection rule: with probability \( \varepsilon \), we select \( \hat{c} \), and follow \( Q_r[a] = \mathbb{E} \left[ \min\{\nu_r^a, \mu_r^a\} \right] \) to select the sub-optimal ones for the rest of the time.

\[
a_n = \pi^\varepsilon(\xi_{n-1}) = \begin{cases} 
\arg\min_{a \neq \hat{c}} Q_r[a | S_{n-1}], & \text{w.p. } \varepsilon, \\
\hat{c}, & \text{otherwise.}
\end{cases}
\]  

(11)

We set \( \varepsilon = 0.5 \) in the algorithm. Despite we do not tune \( \varepsilon \), \( \pi^\varepsilon \) performs well as demonstrated in the experiments. The algorithm is summarized in Alg. 1. We will refer to the proposed algorithm as BHPT, and BHPT-\( \varepsilon \) in the experiment section.

3.5 Discussion

In this section, we discuss and compare with the Bayes optimal solution to the budgeted-tuning problem. The Bayes optimal solution \([11]\) handles the challenge of simultaneous estimation the unknown curves and optimization over the
Algorithm 1: Budgeted Hyperparameter Tuning (BHPT)

1. **Input:** Budget $B$, and configurations $[K]$.

2. for $n = 1, 2, \ldots, B$ do

3.   if $\tau^* < r$ then
4.     $a_n = \pi(\xi_{n-1})$, or $a_n = \pi^*(\xi_{n-1})$; // Eq. 5 and 8 or 11
5.   else
6.     $a_n = \tilde{c}$.
7. Run $a_n$ and obtain loss $z_n = y^{\alpha_n}(t)$ (for some $t$).
8. Use $z_n$ to update the belief $S_n$, $\tau^*$ and $r$.; // Sect. 3.2 and Appendix

9. **Output** $\min_{1 \leq n \leq B} z_n$.

future horizon, by solving the following objective,

$$
\min_{\pi} \mathbb{E} \left[ \ell_B^{\pi} \mid S_0 \right] = \min_{\pi} \mathbb{E} \left[ \min_{1 \leq n \leq B} z_n \mid S_0 \right],
$$

(12)

where $S_0$ is our prior belief over the unknown curves.

To start with, Eq. (14) tries to minimize the loss average across all curves from the prior. On the contrary, we try to find the optimal solution $\ell_B^{\pi}$ w.r.t. a fixed set of unknown curves. Besides the conceptual difference, computationally Bayes optimal solution is taxing due to the exponential growth in the search space [12], as it considers subsequent belief updates. The reduction from the combinatorial to a constant as in our approach, is no longer applicable, because the optimal planning (Sect. 2.2) does not hold for Eq. (14).

**Rollout** There is abundant literature of efficient approximate solutions to Eq. (14) in dynamic programming (DP) [2]. We briefly sketch the rollout method in [22], which is the most applicable to our task. It applies the one-step lookahead technique, with two approximations to compute the future rewards: first it truncates the horizon of belief updates to at most $h$ rolling steps, where $h$ is a parameter. Secondly, they propose to use expected improvement (EI) from the BO literature as the sub-optimal rollout heuristics to collect the future rewards. Details of the rollout algorithm can be found in the Appendix C.

As we will see in the experiment section, the truncated horizon and the lack of long-term prediction is detrimental for the tuning performance. On the contrary, predicting $\nu_k^*$ directly in our approach is both computationally efficient and conceptually advantageous for the hyper-parameter tuning problem.

## 4 Related Work

Automated design of machine learning system is an important research topic [30]. Traditionally, hyper-parameter optimization (HO) is formulated as a black-box optimization and solved by Bayesian optimization (BO). It uses a probabilistic model together with an acquisition function, to adaptively select configurations to train in order to identify the optimal one [29]. However oftentimes, fully training a single configuration can be expensive. Therefore recent advances focus to exploit cheaper surrogate tasks to speed up the tuning. For example, Fabolas [18] evaluates configurations on subsets of the data and extrapolates on the whole set; FreezeThaw [32] uses the partial training curve to predict the final performance.

Recently Hyperband [24] formulates the HO as a non-stochastic best-arm identification problem. It proposes to adaptively evaluate a configuration’s intermediate results and quickly eliminate poor performing arms. In a latest work, [8] combines the benefits of BO and Hyperband to achieve fast convergence to the optimal configuration. Other HO work includes gradient-based approach [26, 9], meta-learning [16, 10], and the spectral approach [13]. Please also refer to Table 1 in Sect. 5 for a comparison.
While all these works improve the efficiency of hyper-parameter tuning for large-scale learning systems, none of them has an explicit notion of (hard) budget constraint for the tuning process. Neither do they consider to adapt the tuning strategy across different budgets. On the contrary, we propose to take the resource constraint as an input to the tuning algorithm, and balance the exploration and exploitation tradeoff w.r.t. a specific budget constraint.

Table 1 summarizes the comparisons of popular tuning algorithms from three perspectives: whether it uses a (probabilistic) model to adaptively predict and identify good configurations; whether it supports early stop and resume; and whether it adapts to different budgets.

| Algorithm         | Early stop and resume | Adaptive (future) prediction | Budget aware |
|-------------------|-----------------------|------------------------------|--------------|
| Random search     | ×                     | ×                            | ×            |
| BO (GP-EI/SMAC)   | ×                     | ✓                            | ×            |
| Fabolas           | ✓                     | ✓                            | ✓            |
| FreezeThaw        | ✓                     | ✓                            | ✓            |
| Hyperband         | ✓                     | ×                            | ×            |
| Rollout           | ✓                     | ✓                            | ✓            |
| BHPT, BHPT-\(\epsilon\) | ✓                   | ✓                            | ✓            |

There are other budgeted optimization formulations solving problems in different domains. [22] proposed an approximate dynamic programming approach (Rollout) to solve BO under a finite budget, see Sect. 3.5 and 5 for discussions and comparisons. For the budget optimization in online advertising, [3] studies the constrained MDP [31], where in a Markov Decision Process (MDP) each action also incurs some cost, and the policy should satisfy constraints on the total cost. However, unlike in advertising that the cost of different actions can vary or even be random, in hyper-parameter tuning the human operator usually can pre-specify and determine the cost (of actions) – train the configuration for an epoch and stop. Thus, a finite-horizon formulation is simpler and more suitable for the tuning task compared to the constrained formulation.

The sequential decision making problem introduced in our paper is an instance of extreme bandits [27]. A known challenge in extreme bandits is that the optimal policy for the remaining horizon depends on the past history, which implies that the policy should not be state-less. On the other hand, if we formulate the hyper-parameter tuning as a MDP, we suffer from that the states are never revisited. Existing approaches in MDP [11] can not be directly applied.

5 Experiment

In this section, we first compare and validate the conceptual advantage of the BHPT algorithm over other methods on synthetic data, by analyzing the exploration exploitation tradeoff under different budgets. Then we demonstrate the performance of the BHPT algorithm on real-world hyper-parameter tuning tasks. Particularly, we include a task to tune network architectures because selecting the optimal architecture under a budget constraint is of great practical importance.

We start by describing the experimental setups, i.e. the data, evaluation metric and baseline methods, in Sec. 5.1 and then provide results and analysis in Sec. 5.2 and 5.3.

5.1 Experiment Description

Data and Evaluation Metric For the data preparation, we generate and save the learning curves of all configurations, to avoid repeated training when tuning under different budget constraints. For synthetic set, we generate 100 sets of training curves drawn from a Freeze-Thaw GP. For real-world set, we create 4 tuning tasks as summarized in Table 2. For more details, please refer to the Appendix E.

For evaluation metric on synthetic data, we define the normalized regret

\[ R_B = \frac{\ell_B^π - \ell_B^*}{\ell_0 - \ell_B^*} \]  

(13)
where \( \ell_0 \) is the initial loss of all arms; \( \ell_B^\pi \) is the tuning output; \( \ell_B^* \) is the optimal solution with known curves. We normalize the regret over the data range \( \ell_0 - \ell_B^* \). For real-world task, see Table 2 for the evaluation metrics. As all tasks are loss minimization problems, the reported measure is the smaller the better.

### Baseline Methods

We compare to Hyperband, Bayesian Optimization (BO) and its variants (Fabolas and FreezeThaw), as well as the rollout solution described in Sect. 3.5. For descriptions and comparisons see Sect. 4, and refer to Table 1 for a summary. Implementation details can be found in Appendix E.

### 5.2 Results on Synthetic Data

![Budgeted Optimization on 100 Synthetic Sets.](image)

Figure 1: Budgeted Optimization on 100 Synthetic Sets.

On synthetic data, because we use the correct prior, we expect that the belief model learns to accurately predict the future as the budget increases. Thus we can examine the behaviors of the proposed algorithms under different budgets. All results are averaged over 100 synthetic sets.

First, we plot out the normalized regrets \( R_B \) (Eq. 13) over budgets in Fig. 1(a). Our policies consistently outperform competing methods under different budget constraints. As the budget increases, the proposed BHPT methods \( R_B \rightarrow 0 \) as discussed in Sect. 3.3.

Exploration vs. Exploitation

There are two factors that determine the performance of an algorithm: whether it correctly identifies the optimal arm, and whether it spends sufficient budget to achieve small loss on such arm. Loosely speaking, the first task reflects if the algorithm achieves effective exploration, such that it can accurately estimate the curves and identify the top arm, and the second task indicates sufficient exploitation. To examine the “exploration”, we plot the hit rate of the output arm on the top 5 arms (out of all 84) across different budgets in Fig. 1(b). To check

---

The three stacks in each bar are the hit rate @ top-1, top-3, and top-5 in ground-truth respectively.
the “exploitation”, we visualize the percentage of the budget spent on the output arm in Fig. 1(c). In both (b) and (c), the higher of the bar the better.

In (b), both BHPTs do better in exploration than all baselines. The “adaptive prediction” column in Table. 1 explains the exploration behavior. The probabilistic prediction module in BO and our methods improve with more budgets, which explains the increase in hit rate as budget increases. In (c), our methods perform well in terms of exploitation. The “early stop” column in Table. 1 partially explains the exploitation behavior. BO does strong exploitation under small budget because it does not early stop configurations, which also explains its (relatively) good performance under small budgets in (a).

Despite the Rollout has a belief model and does future predictions as BHPT, it doesn’t perform well on neither task: the hit rate does not improve with more budget, nor does it exploit sufficiently on the output arm. It is because the rollout truncates the planning horizon due to the computation challenge, which leads to myopic behaviors and the poor results. Indeed in all three subplots of Fig. 1, Rollout performs and behaves similarly to Hyperband, which only uses current performance to select actions. This demonstrates the importance of long-term predictions and planning in the budgeted tuning task.

Comparing (b) and (c), there is a clear tradeoff between exploration and exploitation, that the hit rate decreases as the budget percentage increases. Note that BHPT adjusts this tradeoff automatically across different budgets. Compare the BHPT against its $\epsilon$-greedy variant, the BHPT-$\epsilon$ does slightly better in exploitation, and worse in exploration, as expected.

5.3 Results on Real-world Data

In this section, we report the tuning performances on real-world tuning tasks across different budget constraints. We plot the tuning outcomes (error rate or ELBO) over budgets in Fig. 2 and Fig. 3(a). Each curve is the average of 10 runs from different random seeds, and the mean with one standard deviation is shown in the figures.

BHPT methods work well under a wide range of budgets, and outperform BO, Hyperband, FreezeThaw and the state-of-the-art algorithm Fabolas, across 4 tuning tasks. The trend of different methods across budgets is consistent with the observations on the synthetic data.

As explained in the synthetic data experiment, the vanilla BHPT does better in exploration while the $\epsilon$-greedy variant does more exploitation. This explains the superior performance of the $\epsilon$-greedy under small budgets. However, the lack of exploration results in worse belief model and damages the performance as the budget increases. This phenomenon is more salient on task Fig. 3(a), where the belief modeling is more challenging due to different learning curve patterns between ResNet and AlexNet.
Budget Adaptive Behaviors. An important motivation to study the budgeted tuning problem is that it is practically desirable to have adaptive tuning strategy under different constraints. For example, the optimal configuration might change under different budgets. We would like to examine whether the proposed BHPT exhibits such adaptive behavior. We take the architecture selection task between ResNet and AlexNet on CIFAR-10, and visualize the ratio of the resource spent on ResNet over budgets in Fig. 3(b). ResNet converges slower than AlexNet, but reaches a smaller error rate. Thus it’s rewarding to focus the tuning on AlexNet under small budgets, and vice versa. Indeed, the BHPT allocates more resource to ResNet as the budget increases, compared to the baseline Hyperband, which samples the two networks more or less uniformly at random.

6 Conclusion

In this paper, we study the budgeted hyper-parameter tuning problem. We formulate a sequential decision making problem, and propose an algorithm, which uses long-term predictions with an action-value function to balance the exploration exploitation tradeoff. It exhibits budget adaptive tuning behavior, and achieves the state-of-the-art performance across different budgets on real-world tuning tasks.
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Appendices

A Notation Table

A complete list of notations is summarized in Table.3.
| Section | Notation | Description |
|---------|----------|-------------|
| **Problem Statement** | $[K]$ | set of configurations/arms |
| | $B$ | total budget, sum of epochs from all configurations |
| | $b = (b^1, \ldots, b^K)$ | $b^k$ epochs ran on configuration $k$ |
| | $r$ | remaining budget at step $n$ |
| | $y^k(t)$ | loss of configuration $k$ at $t$-th epoch |
| | $\nu^k$ | best/minimum loss of $k$ after $b^k$ epochs |
| | $\ell_B$ | final loss |
| | $c$ | optimal configuration |
| | $\ell^*_B$ | optimal final loss |
| **Sequential Decision Making** | $a_n$ | action/configuration selected at the $n$-th step |
| | $z_n$ | observed loss at the $n$-th step |
| | $\xi_n$ | trajectory of configurations and losses |
| | $\ell_B^\pi$ | loss of policy $\pi$ |
| **Approach** | $S_n$ | belief model at step $n$ |
| | $\nu^k_r$ | best (future) loss of $k$ with $r$ more epochs |
| | $\mu^k_r$ | predicted best loss of $k$ with $r$ more epochs |
| | $\hat{c}$ | predicted top configuration |
| | $\mu^{1st}_r$ | predicted top configuration loss |
| | $\mu^{2nd}_r$ | predicted runner-up configuration loss |
| | $\tau^*$ | epochs short from convergence on arm $\hat{c}$ |
| **Others** | $\zeta_n$ | minimum loss from the past |
B Visualization of the action-value function

Recall the action value function in Eq. 6 and 7,
\[ Q_r[a] = E\left[\min\{\nu_r^a, \mu_r^{1st}\}\right] = \mu_r^{1st} - E\left[(\mu_r^{1st} - \nu_r^a)^+\right] \quad a \neq \hat{c}. \]
\[ Q_r[\hat{c}] = E\left[\min\{\nu_r^\hat{c}, \mu_r^{2nd}\}\right] = \mu_r^{1st} - E\left[(\nu_r^\hat{c} - \mu_r^{2nd})^+\right], \quad a = \hat{c}. \]

Figure 4: Visualization of \( Q[a] \).

If we assume Gaussian distribution for the random variables \( \nu_r^k \), \( E\left[(\nu_r^\hat{c} - \mu_r^{2nd})^+\right] \) and \( E\left[(\mu_r^{1st} - \nu_r^a)^+\right] \) are the colored area in blue and red respectively in the figure.

C Bayes Optimal Solution

The Bayes optimal solution optimizes the following objective,
\[
\min_{\pi} \mathbb{E}_0[\ell_B] = \min_{\pi} \mathbb{E}\left[\ell_B \mid S_0\right] = \min_{\pi} \mathbb{E}\left[\min_{1 \leq n \leq B} z_n \mid S_0\right].
\]

where \( S_0 \) is the prior of training curves, and we use \( \mathbb{E}_0[\cdot] \) for abbreviation. To write out the Bellman equation for Eq. 14. We have to be careful when identifying the optimal sub-structure, since we cannot trivially swap the expectation with the minimum.

First rewrite Eq. 14 as an accumulated sum of intermediate improvement, by applying the trick
\[
(\zeta_n - c) = c - \min\{c, x\}.
\]

where we define \( \zeta_1 = 1 \), and \( \zeta_n = \min_{1 \leq s \leq n} z_s \), the best loss in the history prior to step \( n \). Then we have the following recursion,
\[
\max_{\pi} V_1 = \max_{\pi} \mathbb{E}_0[1 - \ell_B] = \max_{\pi} \mathbb{E}_0\left[1 - \min_{1 \leq n \leq B} z_n\right].
\]

\[
E_{n-1}\left[\zeta_n - \min_{n \leq m \leq B} z_m\right] = E_{n-1}\left[\zeta_n - z_n\right] + E_{n|n-1}\left[\zeta_n - \min\{\zeta_n+1, \min_{n+1 \leq m \leq B} z_m\}\right].
\]
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The Bellman equation between the tail value $V_n$ and $V_{n+1}$ is given in Eq. [15] $\zeta_n$ is the “state” of the system, as it summarizes the past information (best loss), and determines the future reward. We use $E_{n-1}[]$ and $E_{n|n-1}[]$ to distinguish different beliefs between steps.

The computational challenges to solve this DP are two-fold: firstly the reachable states grow exponentially with the remaining horizon, due to the update $E_{n|n-1}[]$; secondly, we do not have the optimal policy when computing the tail value $V_{n+1}$.

**Approximate Dynamic Programming (Rollout)** The rollout solution proposed in [22] is as follows. At step $n$, we expand to rolling horizon $\tilde{N} = \min\{n+h, B\}$.

$$
H_{\tilde{N}}(\tilde{S}_{\tilde{N}}) = E\left[ (\zeta_{\tilde{N}} - z^a_{\tilde{N}})^+ | \tilde{S}_{\tilde{N}} \right] = EI \left[ z^a_{\tilde{N}}, \zeta_{\tilde{N}} | \tilde{S}_{\tilde{N}} \right]
$$

$$
H_k(\tilde{S}_k) = E\left[ (\zeta_k - z^a_k)^+ + H_{k+1}(\tilde{S}_{k+1}) | \tilde{S}_k \right]
$$

for $k = n+1, \ldots, \tilde{N} - 1$.

$$
\approx \sum_{q=1}^{N_q} \alpha^{(q)} \left[ (\zeta_k - (z^a_k)^{(q)})^+ + H_{k+1}(\tilde{S}^{(q)}_{k+1}) \right]
$$

where in Eq. [16] the expectation can be computed exactly, and Eq. [17] is approximated by Gauss-Hermite quadrature. $\alpha^{(q)}$ are the quadrature weights. For EI is the expected improvement heuristics used in BO community.

**D Freeze-thaw GP**

In this section, we provide details of how to compute the posterior distribution of future predictions in Freeze-Thaw Gaussian process [32]. We will also write out the log likelihood function, which is used to sample the hyper-parameters for GP in real world experiments.

We use $(x_k, t)$ to index the hyper-parameters $x_k$ and epochs $t$ respectively, and the loss of configuration $k$ from the $t$-th epoch is $y^k(t)$. The joint distribution of losses from all configurations and epochs, $y = [y^1, \ldots, y^K] = [y^1(1), y^1(2), \ldots, y^1(n_1), \ldots, y^K(1), \ldots, y^K(n_K)]^T$, (arm $k$ has $n_k$ epochs/losses), is given by [9]

$$
\Pr(y | \{k, t\}) = \int [\Pi_{k=1}^K \mathcal{N}(y_k; f_k \mathbf{1}_{n_k}, \mathbf{K}_{t_k})] \mathcal{N}(f; m, \mathbf{K}) df = \mathcal{N}\left( y; 0, \mathbf{K}_t + \mathbf{O} \mathbf{K}_x \mathbf{O}^\top \right).
$$

$\mathbf{O} = \text{block diag}(\mathbf{1}_{n_1}, \ldots, \mathbf{1}_{n_K})$ is a block diagonal matrix, where each block is a vector of ones of length $n_k$. Kernel $\mathbf{K}_x$ models the correlation of asymptote losses across different configurations, i.e. final losses of similar hyper-parameters should be close, as in most conventional hyper-parameter tuning literature. Additionally, kernel $\mathbf{K}_t$ characterizes the correlations of losses from different epochs on the same training curve. $\mathbf{K}_t = \text{block diag}((\mathbf{K}_{t_1}, \ldots, \mathbf{K}_{t_k})$, the $k$-th block computes the covariance of the losses from arm $k$. Each entry in $\mathbf{K}_{t_k}$ is computed via a specific Freeze-Thaw kernel given by

$$
k(t, t') = \frac{\beta^\alpha}{(t + \beta)^\alpha}.
$$

It is derived from an infinite mixture of exponentially decaying basis functions, to capture the decay of losses versus time. Note that conditioned on asymptotes $\mathbf{f}$, each training curve is drawn independently.

The distribution of the $N$ training curves $\{y_n\}_{n=1}^N$ is given by

$$
\Pr(\{y_n\}_{n=1}^N | \{x_n\}_{n=1}^N) = \int [\Pi_{n=1}^N \mathcal{N}(y_n; f_n \mathbf{1}_{n_k}, \mathbf{K}_{t_n})] \mathcal{N}(f; m, \mathbf{K}_x) df
$$

where we assume each training curve $y_n$ is drawn independently from a Gaussian process with kernel $\mathbf{K}_{t_n}$ conditioned on the prior mean $f_n$, which is itself drawn from a global Gaussian process with kernel $\mathbf{K}_x$ and mean $m$. $\mathbf{K}_x$ can be any common covariance function which models the correlation of performances of different hyper-parameters.

---

8Assume $N = \sum_k n_k$. The dimensionality of variables are: $y \in \mathbb{R}^N$, $\mathbf{K}_x \in \mathbb{R}_+^{K \times K}$, $\mathbf{O} \in \{0,1\}^{N \times K}$, and $\mathbf{K}_t \in \mathbb{R}_+^{N \times N}$. 
We summarize and introduce notations as follows,

\[ O = \text{block diag}(1_{n_1}, 1_{n_2}, \ldots, 1_{n_N}) \]
\[ K_t = \text{block diag}(K_{t1}, \ldots, K_{tN}) \]
\[ y = (y_1, \ldots, y_N)^\top \]
\[ \Lambda = O^{-1}K_t^{-1}O \]
\[ \gamma = O^{-1}K_t^{-1}(y - Om) = O^{-1}K_t^{-1}y - \Lambda m \]
\[ C = (K_x^{-1} + \Lambda)^{-1} \]
\[ \mu = m + C\gamma \]

The log likelihood of the Gaussian process is given by

\[
\log P(y | \{x_k\}_{k=1}^K) = -\frac{1}{2} (y - Om)^\top K_t^{-1} (y - Om) \\
+ \frac{1}{2} \gamma (K_x^{-1} + \Lambda)^{-1} \gamma - \frac{1}{2} (\log |K_x^{-1} + \Lambda|) \\
+ \log(|K_t|) + \log(|C|) + \text{const.}
\]

The posterior distribution of the predicted mean of the seen and unseen curves are given by

\[
\text{Pr}(f | y, \{x_k\}_{k=1}^K) = \mathcal{N}(f; m + C\gamma, C), \\
\text{Pr}(f_* | y, \{x_k\}_{k=1}^K, x_*^{tn}) = \mathcal{N}(f_*; m + K_{x_*}^{-1}C\gamma, \\
K_{x_*}^{-1} - K_{x_*}^{-1}K_{x_*}^{-1}K_{x_*}^{-1}K_{x_*}^{-1})
\]

respectively. The posterior distribution for a new observation on a seen training curve is given by

\[
\text{Pr}(y_{tn} | y, \{x_k\}_{k=1}^K, t_{tn}) = \mathcal{N}(y_{tn}; K_{tn}^\top K_t^{-1} y_n + \Omega_{tn}, \\
K_{tn}^{-1} - K_{tn}^{-1}K_{tn}^{-1}K_{tn}^{-1} + \Omega_{tn}^{-1})
\]

where \( \Omega = 1_n - K_t^\top K_{tn}^{-1}K_{tn}^{-1} \). And the posterior distribution for a new observation on an unseen curve is given by

\[
\text{Pr}(y_{tn} | y, \{x_k\}_{k=1}^K, x_*, t_{tn}) = \mathcal{N}(y_{tn}; m + K_{x_*}^{-1}K_{x_*}^{-1}C\gamma, \\
K_{x_*}^{-1} + K_{x_*}^{-1} - K_{x_*}^{-1}K_{x_*}^{-1}K_{x_*}^{-1} + \Omega^{-1})
\]

## E Experimental Details

In this section, we provide more details of the experiment.

**Data** We create synthetic data for budgeted optimization, and hyperparameter tuning tasks on well-established real-world datasets, CIFAR-10 [20] and MNIST [23].

1. **Synthetic loss functions.** We generate 100 synthetic sets of time-varying loss functions, which resemble the learning curves structure over configurations in hyperparameter tuning. Each of the synthetic set consists of \( K = 84 \) configurations with maximum length 288 training epochs.

   The configurations’ converged performances are drawn from a zero-mean magnitude 1 Gaussian process with squared exponential kernel of length-scale 0.8. For each configuration, the loss decay curve is sampled from the Freeze-Thaw kernel with \( \alpha = 1.5, \beta = 5, \) and magnitude 10. The budget unit is 6 epochs.

For real-world data experiments, we create 4 hyperparameter tuning tasks using CIFAR-10 and MNIST datasets. We tune hyperparameters of convolutional neural networks on CIFAR-10 dataset [20]. We split the data into 40k, 10k for training and heldout sets, and report the error rate on the heldout set. We create two hyperparameter tuning tasks on CIFAR-10. All the CNN models are trained on Tesla K20m GPU using Tensorflow.
2. **ResNet on CIFAR-10.** We randomly sample 96 configurations of 5 hyperparameters of ResNet [14] model as follows, optimizers from \{stochastic gradient descent, momentum gradient descent, adagrad\}, batch size in \{64, 128\}, learning rate in \{0.01, 0.05, 0.1, 0.5, 1.0\}, momentum in \{0.5, 0.9\}, and different exponential learning rate decay rates. The budget unit is approximately 16 minute of GPU training time for this task.

3. **AlexNet and ResNet on CIFAR-10.** We tune the architectural selection between ResNet [14] and AlexNet [21] as well as other hyperparameters in this task. We have 49 candidate configurations evenly split between the two architectures, with 24 ResNet and 25 AlexNet. The range of other 5 hyperparameters is the same as the ones described in (ii). The budget unit is approximately 14 minute of GPU training time on this task.

For hyperparameter tuning tasks on MNIST, we use openly available dataset from [LC-dataset](http://ml.informatik.uni-freiburg.de/people/klein/index.html) [19], where training curves of different hyperparameters are provided. We choose the unsupervised learning task of learning image distribution using variational autoencoder (VAE), and classification task by fully connected neural net. Please see [19] for more details on the generation of the learning curves.

4. **VAE on MNIST.** We subsample 49 configurations of 4 different hyperparameters for training VAE on MNIST. [19] The loss observations are lower bound of the heldout log-likelihood. The budget unit is 10 epochs.

5. **FCNet on MNIST.** We subsample 50 configurations of 10 different hyperparameters for classification using two layer fully connected neural net. The loss observations are error rates on heldout set. The budget unit is 10 epochs.

**Implementation Details** On synthetic task for both our method and GP-EI, we use the same GP hyperparameters as the ones in data generation. For real-world tasks, we use Freeze-Thaw GP in our algorithm. We assume independence between different configurations for computational efficiency. The hyperparameters of the GP are sampled using slice sampling [25] in a fully-Bayesian treatment. We find it in general not sensitive to the sampling parameter. We didn’t tune it and set it to be step size 0.5, burn in samples 10, and max attempts 10.

We implemented Hyperband with \( \eta = 3 \) as recommended by the author\(^{10}\). For SMAC and Fabolas, we adapt the implementations from [https://github.com/automl/](https://github.com/automl/) for the Rollout [22] method, we use rolling horizon \( h = 3 \) and use Gauss-Hermite quadrature to approximate the imaginary belief updates.

We adapt Fabolas [18] in the following way. The original Fabolas adaptively selects the training subset size, as well as the configurations to by an acquisition function, which trades off information gain with computation cost. We interpret the intermediate results from the curve as the subset training result, and input to Fabolas, to decide which configurations to run next and for how many epochs\(^{11}\).

**Other results and analysis**

**On budget exhaustion heuristics** To understand the impact of budget exhaustion heuristics in our algorithm, we compare our methods (BHPT) with \( Q \) and \( Q - \varepsilon \) only (without the else statement in Alg. [1]), in light blue and red correspondingly in Fig. [5](a). \( Q \)-alone and \( Q - \varepsilon \)-alone select configurations by the action-value functions (Eqn. [8] Eq. [11]) alone, without the heuristics of committing to improve the top configuration when the budget runs out. The performance deteriorates, especially for \( Q \)-alone. It has less impact on \( Q - \varepsilon \)-alone due to that \( Q - \varepsilon \) has already had sufficient exploitation (\( \varepsilon \)-greedy, where \( \varepsilon = 0.5 \)) in its design.

**On full Bayesian treatment of GP hyper-parameters** In Fig. [5](b), we demonstrate the effect of doing full Bayesian sampling on the hyper-parameters of the Freeze-Thaw GP versus a fixed GP hyper-parameter on the synthetic data set.

\(^{9}\)http://ml.informatik.uni-freiburg.de/people/klein/index.html

\(^{10}\)We have also tried other \( \eta \) values, but didn’t find significant difference in performance.

\(^{11}\)In another word, we use epoch, instead of subset size, as the additional input to the black-box optimization problem. The cost of the surrogate task grows linearly w.r.t. the epoch, and can be modeled by the kernel for the computation cost in their work.
(a) BHPT without budget exhaustion heuristic $Q$ - alone does less exploitation than BHPT, thus results in worse output performance.

(b) Full Bayesian treatment of the GP hyper-parameters Full Bayesian treatment is similar to GP hyper-parameters set to the ground-truth values.

Figure 5: More Analysis on Budgeted Optimization on 100 Synthetic Sets