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Point-of-Interest recommendation is an area of increasing research and development interest within the widely adopted technologies known as Recommender Systems. Among them, those that exploit information coming from Location-Based Social Networks are very popular nowadays and could work with different information sources, which pose several challenges and research questions to the community as a whole. We present a systematic review focused on the research done over the past 10 years about this topic. We discuss and categorize the algorithms and evaluation methodologies used in these works and point out the opportunities and challenges that remain open in the field. More specifically, we report on the leading recommendation techniques and information sources that have been exploited more often (such as the geographical signal and deep learning approaches) while we also examine the lack of reproducibility in the field that may hinder real performance improvements.
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1 INTRODUCTION

Recommender Systems (RSs) have risen as technological solutions to information overload, as they help users to filter the most interesting items (in whatever domain the RS is being deployed) according to their preferences. Moreover, in the Internet era, they have become indispensable due to their ability to process large amounts of information and make personalized recommendations to users by learning their interests and tastes [102]. However, they serve other purposes as well.
They are particularly useful to aggregate user behavior, which is pervasive nowadays, very common, and easier to obtain thanks to the Internet and the increasing and diversity of social networks dealing with different domains. This is in fact related to the universal applicability of general RSs, since classic RSs have been oriented toward recommending music or movies, but for some years now they have been applied to other areas such as news, e-commerce, social contacts, healthcare, and tourism [4, 58, 59, 61, 78, 112].

In particular, **Location-Based Social Networks (LBSNs)** are a special kind of social Web system where it is possible for users to register whenever they visit a specific **Point-of-Interest (POI)** through the so-called check-ins or to establish social links with other users in the system [36]. They represent the digital versions of historical catalogs such as the Zagat survey or Michelin guides, which aimed at summarizing and synthesizing ratings and reviews provided by amateur (Zagat began in the 1980s) or expert (Michelin began in the 1930s) food reviewers. These systems, as modern RSs based on LBSN data, had the same goal: to reduce the choice overload of users, while providing a subjective measurement of the POI (for these two examples, restricted to restaurants) quality. Since then, location-based services that deliver information according to the location and context of the user and her device play a key role [56]. They appeared in the early 1990s, but thanks to the evolution of the technology (mobile devices and availability of GPS and navigation systems) a wide range of applications have emerged, not limited to LBSNs but also for gaming, health, fitness, and assistive technology. We refer the reader to Reference [56] for a review on the research trends on that topic.

A popular demanded service in these LBSNs is POI recommendation. In general, these RS techniques aim at recommending users new places to visit when they arrive to a city or region; however, this problem is inherently multi-faceted and, hence, the following related problems are typically studied [15]: suggesting interesting previously unvisited places to a target user, recommending the next place to go, recommending events to attend and neighborhoods to explore in a urban setting, and discovering places in a city with respect to an input query and the user previous interests. Naturally, these recommendations are contextualized for a specific type of geographical region—such as a country, city, or town—either implicitly (inferred from previous user history) [136] or explicitly (requested by the system itself) [104]. Additionally, a number of constraints could be incorporated into the model, such as type of trip (leisure or work), price, schedule, or weather [44, 112]. In this regard, commercial systems such as the early Triplehop’s TripMatcher try to replicate the interactivity observed in typical sessions with travel agents [108], whereas recent platforms have created new services, such as exchange or sharing tourism-related products (Airbnb and Uber), integrating users in a community (TripAdvisor and Foursquare), searching and comparing (Trivago and Skyscanner), or booking and travel support (Expedia and Booking). We also note that even though some of these companies have not yet fully exploited the potential of recommender systems (since they are more focused on tuning their filters according to the collected interactions [14]) many researchers do make use of data from these companies to perform different types of recommendations. For example, it is well known that hotel and/or tourist attraction recommendations can be performed using data from TripAdvisor or Booking [39, 106]). At the same time, another company from this domain, Expedia, organized in 2013 a contest\(^1\) to find the best recommender for their website. However, the challenge was focused on data from search logs, so important characteristics from LBSNs (as we shall point out later) were ignored.

Finally, it is important to highlight that this domain exhibits other differences with respect to classical recommendation and how it has been modeled in the past, such as not being limited to a preference or rating matrix, or incorporating additional information such as geographical, social,

---

\(^1\)Expedia contest: https://www.kaggle.com/c/expedia-personalized-sort.
or temporal signals to better adapt to the users’ interests [81]. To obtain this type of information, researchers normally resort to exploiting LBSNs, as they include most of these attributes. It is worth mentioning that even though the area of POI recommendation is of great interest to researchers, because it allows us to study the behavior and movement patterns of users, it is also appealing for companies and businesses in the tourism, leisure, and e-commerce domains, as they seek to attract and maintain customers by becoming popular and receiving good reviews—this is evidenced by the increasing number of companies working on related problems, as discussed before. As a consequence, a large number of articles have been published in recent years where different algorithms to recommend POIs were proposed by exploiting the information available in LBSNs. For that reason, we believe it is necessary to analyze the current proposals in the area for this type of recommendation, with special emphasis on the different types of implemented models and algorithms, information used, and evaluation methodologies followed in these works. This is because we consider all these pieces critical to produce real advances in the current state of the art, which might be hindered by reproducibility or evaluation issues [3, 103]. We present such an analysis in this systematic review, together with a careful and detailed discussion of the current problems that this area is facing at the moment, as well as potential future lines of research.

1.1 What Are the Differences between This Survey and Former Ones?

Due to the growing interest in the general recommendation area on this domain, there is a considerable number of surveys related to POI recommendation and its different ramifications that complement our work. On the one hand, we have References [8, 110, 133], which can no longer be considered to be up to date, since they were published in 2014 and 2015, and thus our survey should provide a novel overview of the works developed in this time. On the other hand, Gavalas et al. [44] present an overview of optimization approaches that aim to solve a problem with applications on related tasks: the Tourist Trip Design Problem. This can be applicable to route recommendation, which, as we specify in the next section, is not completely in the scope of this survey.

Additionally, we found some surveys that were too focused on specific subproblems. For instance, Zheng et al. [147] consider the problem of location prediction but only based on Twitter information. Another example is Reference [31], where Christoforidis et al. focus on deep learning (DL) techniques while neglecting the other types of recommendation algorithms.

Finally, since our analysis is also tailored toward the evaluation aspects of the works, it is worth mentioning those reviews where this aspect has been considered. However, we must acknowledge that we could not find any survey that focused on this particular aspect; because of that, we feel that our survey is very valuable in this domain at the moment. To somehow overcome this shortcoming, we believe it is important to mention the experimental comparison presented by Liu et al. [81], where they compared 12 recommendation models under different evaluation protocols and using three datasets, which could help to analyze the behavior of those methods under the same and different conditions.

1.2 How Do We Collect the Papers?

To select the papers that we have analyzed in this survey, we have searched in three digital libraries: Scopus, ScienceDirect, and ACM Digital Library. As each library has a different query language to use within its search system, three different queries were needed to be defined and executed; however, they were designed to be as equivalent as possible.  

---

2https://www.scopus.com/
3https://www.sciencedirect.com/
4https://dl.acm.org/
5The queries were issued last on April 2021 so some of the results may have changed.
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Table 1. Queries Issued to the Three Digital Libraries Considered

| Source   | Query                                                                                                                                                                                                                                                                                                                                 |
|----------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Scopus   | ((TITLE (point-of-interest) OR TITLE (venue) OR TITLE (poi) OR TITLE (location)) AND (TITLE (recommendation) OR TITLE (recommender)) AND (TITLE-ABS-KEY (lbsn) OR TITLE-ABS-KEY (“location-based social network”)) AND (PUBYEAR > 2010)) AND (PUBYEAR < 2021) AND NOT TITLE (survey) AND (LIMIT-TO (LANGUAGE, "English")) |
| ScienceDirect | ((lbsn)OR("location-based social network")AND-surveyAND("point of interest" OR venue OR location OR poi) AND (recommendation OR recommender))                                                                                                                                                                                                 |
| ACM     | [[Publication Title: “point-of-interest”] OR [Publication Title: “point of interest”] OR [Publication Title: poi] OR [Publication Title: venue] OR [Publication Title: location]] AND [[Publication Title: recommendation] OR [Publication Title: recommender]] AND [[Abstract: “location-based social network”] OR [Abstract: “lbsn”]] AND [Publication Date: (01/01/2011 TO 12/31/2020)] |

For ScienceDirect the query is used in the field “Title, abstract or author-specified keywords,” indicating 2011–2020 in the field “Years.”

The main characteristics these queries should satisfy are as follows:

- Focus on articles between 2011 and 2020 (both included).
- Each publication should include in the title: “Point of interest recommendation” or (similar texts such as “POI recommender”).
- Each publication should also include somewhere in the title, abstract, or keywords the terms “location-based social network” (or “LBSN”), since this survey is oriented to models using data coming from these systems, together with an analysis on the different evaluation methodologies that are being applied using datasets generated from LBSNs.

Thus, the final queries issued to each source are shown in Table 1. Based on this, Table 2 shows the number of papers we initially obtained with each query, as well as the actual number we finally analyzed. The difference was mostly because some papers were not available, some of them appeared in more than one source, and some had to be filtered out, because they address a task that differs from the one we want to focus on this article. We also decided to keep only those papers whose final goal is to recommend a list of POIs to each user; this includes related tasks such as next-POI recommendation as long as no trajectory or route recommendation is performed (as in Reference [141]) but discards tasks such as route, category, or friend recommendation [24, 63, 111]. Hence, the only task we aim to cover with this review is POI recommendation (see later in Section 3.1 a formal definition of this problem and in Section 3.5 other related tasks not covered herein).

Figure 1 shows the number of articles we include in this review according to their publication venue (conference or journal). We observe that the number of publications has increased steadily since 2014; although initially most of the papers were published in conferences, over the years there has been a growing interest in publishing in journals. This figure shows that the problem of POI recommendation is still relevant today. All the works included in our analysis are available as supplementary information.6

1.3 Contributions of This Survey

The purpose of this systematic literature review is to identify the current state of the art in POI recommendation based on LBSNs and to analyze the techniques used, the experimental protocols used to validate them, and the related research challenges. For these reasons, we define the following research questions:

6Available here: https://abellogin.github.io/poi_survey/.
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Table 2. Papers Retrieved and Final Papers Processed from the Three Digital Libraries Considered

| Source    | Papers retrieved | Valid papers |
|-----------|------------------|--------------|
| Scopus    | 404              | 302          |
| ScienceDirect | 50              | 30           |
| ACM       | 71               | 43           |
| Unique papers | 431          | 310          |

RQ1 What is the state of the art in POI recommendation based on LBSNs? To answer this question, we survey the literature in terms of algorithms, information sources, and evaluation methodologies.

RQ2 Which are the most relevant works? We want to analyze with more detail those works that have had more impact in the community and extract possible reasons for that, exposing these characteristics so that future researchers focus on them in their research.

RQ3 How are these recommenders evaluated? Which protocols/metrics/datasets are used? As a specific goal of this review, we want to dig in the specific evaluation methodologies followed in the POI recommendation literature, since this is a potential source of misbehavior that could limit overall improvements in the field.

RQ4 What are the most important issues to be addressed in the future? Based on the answers to the other research questions, we summarize and present the most important topics that should be considered by the researchers dealing with the POI recommendation problem when using data from LBSNs.

Therefore, our main goal with this survey is to provide a complete review of the works from the past 10 years in the field of POI recommendation based on data coming from LBSNs. As already mentioned, this is not the first survey that has been done on this subject; however, we believe we are the first ones—to the best of our knowledge—that have also considered and, hence, classified the articles by the evaluation protocols followed. The key contributions, thus, of this work are as follows:

- A thorough review of state-of-the-art POI recommendation models based on LBSNs between 2011 and 2020.
- A proposal to classify the algorithmic methodologies used in those works, together with the contextual information handled by the models and the evaluation methodologies employed to evaluate their performance.
- A list of challenges and open issues in the field, in combination with potential future directions, to help other researchers and practitioners focus their work and resources on the problems that this area needs to fix as soon as possible.

In the next section we present a background on classical recommendation methods and their evaluation, in both cases independent of the domain. Then, in Section 3, we contextualize these concepts to the problem of POI recommendation. Sections 4, 5, and 6 present the main outcomes from our systematic review, first regarding the state-of-the-art algorithms, later about the evaluation methodologies, and, finally, focusing on the datasets reported in the experiments. We conclude
the article in Section 7 with the most important future research directions and open issues identified after our systematic review.

2 BACKGROUND ON CLASSICAL RECOMMENDATION

2.1 Problem Definition

The main purpose of RSs is to suggest hypothetically relevant items to users. When needed, we denote with $\mathcal{U}$ the set of users in the system and $\mathcal{I}$ the set of items, with $u, v \in \mathcal{U}$ and $i, j \in \mathcal{I}$. Furthermore, since the most typical type of interaction between users and items are ratings, we use $\mathcal{R}$ for the interactions, as it is standard in the area, although other types of interactions exist, such as clicks, buys, watchings, or listenings, depending on the domain [102].

Normally, these algorithms exploit the interactions of the users available in the system to build a model from the data and generate recommendations. Traditionally, the recommendation problem has been defined as an optimization problem [2]:

$$i^*(u) = \arg\max_{i \in \mathcal{I}} g(u, i),$$

(1)

where $i^*$ is the optimal item that maximizes the relevance or utility for user $u$ on any item $i$ among those in $\mathcal{I}$, where such utility function is represented by $g$. Depending on the domain, items may have different nature, either movies, books, electronic products, or touristic venues, as the focus of this work. At the same time, while the final objective for any of these systems is the same in any case, we classify the most common algorithms used depending on how they work with the data, with collaborative filtering and content-based being the two most popular and well-known categories, but other types such as demographic or knowledge-based exist and are applied in the community [102]. In the next subsections, we introduce these two classes of algorithms, together with the most common ways to combine these methods as hybrid approaches; after that, we present basic information regarding how to evaluate recommender systems.

2.2 Content-based Filtering

Content-based recommender systems (CB) analyze the items and/or user features (content) and use them to create user and item profiles to recommend items to the target user that are similar to the ones she liked previously. To make recommendations, this type of system uses three main components [33]: the content analyzer, which pre-processes the information available of the items to extract keywords, concepts, or other information; the profile learner, which, using the content information of the items, builds a profile for every user in the system; and, finally, the filtering component, which matches the user profile against the items in the system.

For modeling the items features from text, many content-based algorithms use simple Information Retrieval (IR) models such as the Vector Space Model (VSM) [5], where an $n$-size vocabulary in the form of keywords or terms is obtained from documents, and then this vocabulary is used to represent those documents in an $n$-dimensional space. To build the vectors, a common approach is using schemes based on Term Frequency (TF), Inverse Document Frequency (IDF), and combinations thereof (such as the well-known approaches of TF-IDF or BM25) [20]. Once we have transformed all the items into vectors, a similarity metric (such as cosine similarity) can be applied to obtain a ranking of similar items with respect to others the user has previously consumed. Even though modeling this problem with a VSM is still popular nowadays, the use of embeddings has increased lately to exploit possible latent relationships between documents and associated terms [83].

For modeling the users profiles, several techniques have also been proposed, including probabilistic models (e.g., Naïve Bayes), which will estimate for a target user the probability to classify
a document $d$ into class $c$, that is, $P(c|d)$ (e.g., the user likes it or dislikes it, or even one class for each possible rating value); relevance feedback, which refines the user profile by taking into account their opinion of the previous suggested items; and neighborhood-based algorithms, where it is common to use a similarity function computed on the VSM representation of the items and then select the class for the unclassified item taking into account the classes of the nearest neighbor items [33].

2.3 Collaborative Filtering

Collaborative Filtering (CF) techniques analyze the interactions between users and items to establish patterns between them when making recommendations. These techniques are normally divided into two groups: memory-based, which perform the recommendations using the interactions (usually represented as a user-item matrix) in a direct way by computing similarities between users and/or items [91], and model-based algorithms, which build a predictive model by approximating the information stored in the preference or interaction matrix [62]. We now explain some of the fundamental concepts related to these two families of CF algorithms.

2.3.1 Memory-based Methods. Memory-based methods (also called $k$-nearest neighbors or $k$-NN) are one of the most well-known and implemented strategies in traditional recommendation due to its ease of programming and the great interpretability of the recommendations obtained [91].

The idea behind these algorithms is to recommend to the target user the most appropriate items by exploiting similarities between the rest of the users/items in the system. For this, they build neighborhoods—by considering those users/items with the highest similarities—and predict the score for new items based on those similarities and the scores provided by such neighbors [91].

Obviously, the similarity function is the most critical component in this type of algorithm, since it is used to select the neighbors and to weight each of them for the final score. Classical similarity metrics exploit trends in ratings such as Pearson correlation or cosine similarity, but recent approaches less focused on the rating prediction problem directly exploit how many items in common are recorded between user/item interactions by means of variations of overlap measurements such as the Jaccard index [91].

2.3.2 Model-based Methods. Model-based algorithms represent the other major family of CF methods, enjoying great popularity, because they generally perform better than neighborhood-based models and because of their importance on the Netflix Prize [12]. These models approximate the user-item matrix by transforming both users and items into a latent factor space of low dimensionality so that the user-item interactions can be explained (or recovered) by applying dot products in that space [62].

The most popular method in the area is the standard Matrix Factorization (MF), where the latent space is learned either by applying Stochastic Gradient Descent or Alternating Least Squares optimization techniques, depending on the domain characteristics and efficiency constraints [62]. However, many other approaches such as Probabilistic MF (PMF), Latent Dirichlet Allocation (LDA), and even the embeddings learned in Neural Networks fit under this family.

Beyond the matrix completion paradigm, several approaches have been proposed to extend this basic formulation to include additional biases and contextual information—like time, sequentiality, and seasonality—or tags, including well-known techniques like Markov Chains (MC) and DL [105, 140].

2.4 Hybrid Recommenders

Individually, each recommendation algorithm may have some disadvantages in certain situations. For this reason, it is common to combine several models to alleviate such problems. For example,
CF approaches cannot recommend items to users with very few ratings, while social models need a mechanism to recommend items to those users who have not indicated a social link in the system. There are many ways to make these combinations (we refer the reader to the work [17] for a complete survey about hybrid approaches), although it is usually understood that a hybrid is any algorithm that combines different sources of information, either explicitly (social and collaborative) or implicitly (two data models generated by different recommendation methods).

Initially, since the most widespread algorithms were CF and CB approaches, hybrid methods combining these two systems proliferated, as in the case of the collaborative via content technique proposed in Reference [6]. However, due to the great expansion of recommender systems, other techniques have emerged combining several instances of the same type of recommendation model, like Fossil [53] that combines Markov Chains with similarities models or Factorized Personalized Markov Chains (FPMC) [101], which combines Markov Chains with Matrix Factorization.

### 2.5 Evaluation of Recommender Systems

The aim of RS evaluation is to determine which recommenders (or configurations of recommenders) are better than others based on the results obtained in certain metrics under a specific evaluation methodology. In fact, among the different types of experiments that can be performed with users of a particular RS (that is, offline, online, and user studies [46]), the RS community has been mostly focused on offline evaluation, since it is the most comparable across different settings and the one typically used in the literature. In this survey, as we focus on Location-Based Social Networks, offline evaluation will also prevail over online evaluation methodologies, since, in most cases, data from LBSNs are readily available and, hence, online studies are not necessary to collect user behavior. However, throughout the rest of this review we will not limit our analysis to this setting, even though it is the most popular one (as we will show later).

For this type of evaluation, the first step is to divide the available data into different sets, so that part of the data is used to build (or train) the recommendation model, while the rest is used to evaluate it (either to validate and test the model in different stages, or using a single withheld subset of the data). The simplest way to do this division is through random partitioning, where a percentage of the interactions is considered for training and the rest for testing (a typical value is 80% for training, thus leaving 20% for testing). A more elaborate—but quite common—way of doing this partitioning is by $n$-fold Cross-Validation, where the data are divided into $n$-disjoint sets in such a way that $n - 1$ sets are used to build the training set and the remaining one for testing, and this process is repeated $n$ times, so that each set is used once as a test set.

However, these popular random partitioning protocols ignore the temporal component of the interactions, which might be problematic due to the unrealistic evaluation setting [19]. As we shall see in Section 3.4, time-aware splitting protocols are more prevalent in POI recommendation than in classical recommendation, so we defer the explanation of these protocols to that section.

Regardless of how the data are partitioned, we need a way to analyze the performance of the recommenders. Originally, the recommendation quality was equated to how close the recommender was able to predict the rating provided by the user. Hence, error metrics like Mean Absolute Error and Root Mean Squared Error were used; however, since these metrics only account for the observed items, they do not reflect well real-world problems nor the perceived user experience [87]. Because of this, IR ranking metrics like Precision, Recall, or normalized discounted cumulative gain were used to measure how many relevant items were included in the ranking generated by the RS [13].

Moreover, despite the importance of relevance in recommendations, there has been a growing awareness on measuring other evaluation dimensions like novelty (as opposed to recommending popular items) and diversity (accounting to how many items with different features are
Fig. 2. Graphical representation of the data found in a LBSN. Each letter represents one typical information source available in such data, with S showing the social relationships between the users, G and C show the geographical (physical coordinates in the map) and categorical (the type of POI) influences of the POIs, and T shows the moment in time when the user visited the POI and her opinion in the POI (temporal and textual/rating information).

recommended), as sometimes producing only accurate recommendations may not surprise or discover new items to the user [22]. Nonetheless, it should be noted that, even though it is advisable to have good recommendations in all these evaluation dimensions (i.e., novelty, diversity, accuracy, etc.), it is in general difficult to find an algorithm that outperforms any other method in all possible situations [103].

3 POINT-OF-INTEREST RECOMMENDATION

3.1 Problem Definition

The key concept in POI recommendation is to suggest users new places to visit when they arrive to a city or region, like museums, restaurants, or hotels. LBSNs shape the data used by most of the literature devoted to this problem, and in particular, by those works analyzed here. In these social networks users may establish social links with other users in the system, share information, and record check-ins to the specific venues they visit when located in a city.

Figure 2 depicts the different types of information that can be stored in and collected from these LBSNs. Due to the great wealth of information available on these social networks, several recommendation objectives have been defined, including recommending locations, trips, activities, or friends. As we have already introduced previously, in this review our focus is on the problem of POI or venue recommendation, for a review oriented on the rest of recommendation objectives, we refer the reader to the survey of Reference [36] and those discussed in Section 1.1.

Let us formalize the problem of POI recommendation. To help the reader throughout the rest of the document, we will adapt the notation used in Section 2.1 as follows. Since in this case the items are POIs (locations) and the ratings are check-ins, we will use the letter $L$ to denote the POIs and letter $C$ to denote the check-ins as in Reference [81]. Moreover, even though the POI recommendation task is similar to the classical recommendation problem, it has some particularities that differ from the traditional recommendation. These include but are not limited to the following:

- Sparsity: Normally, the sparsity (the ratio between observed and potential preferences) is very high. For example, the density of the Netflix and MovieLens20M datasets (used in
classical recommendation) are approximately 1.77% and 0.537%, respectively, while the density of datasets from Foursquare [122] and Gowalla [29] are 0.0034% and 0.0047% respectively.

- **External influences:** While in classic recommendation the only information usually exploited is the user-item matrix (user, item, score, and sometimes the timestamp associated), POI recommendation is highly affected by geographical (coordinates of the visited venues), social (friendship relationships between users), and temporal (specific moment in time when the user visited the venue) influences. Even if the use of all these influences is useful in this type of context due to the high sparsity, the geographical influence is possibly the most important aspect to consider. As the Tobler’s first law of geography states [88]: “Everything is related to everything else, but near things are more related than distant things.” These influences are not only important to improve the performance of the algorithms, sometimes it is mandatory to take them into account, because they impose certain restrictions on the recommendations. For example, some POIs such as shops, restaurants, museums, and so on, are only open for a certain period and users cannot make visits to POIs that are too distant from each other.

- **Implicit information:** In classic recommendation, the information encoded in the user-item matrix has been traditionally modeled using ratings. However, in most POI recommendation datasets (e.g., Brightkite, Gowalla, or Foursquare), we only have the specific moment in time when a user visited a POI. In fact, the users may have checked-in more than once in the same POI (something that is not possible in classic recommendation). To model these repeated preferences, researchers build frequency matrices in which each entry represents the number of times a user checked-in in a venue.

Considering these features, for POI recommendation, Equation (1) should be replaced by a more appropriate one as follows:

\[
l^*(u) = \arg\max_{l \in L} g(u, l, \theta),
\]

where in this case \( \theta \) represents a contextual variable (e.g., the geographical information of the POIs and users, temporal influence, social context, etc.).

In the next subsection (Section 3.2), we present in more detail the different information sources that are usually exploited in POI recommendation. Then, in Sections 3.3 and 3.4 we characterize the particularities of the algorithms and evaluation methodologies, respectively, when applied to this problem. Finally, Section 3.5 presents the relation between this and other recommendation tasks.

### 3.2 Alternative Information Sources

As presented before, the density of most POI recommendation datasets is very low. For this reason, the vast majority of the analyzed POI recommendation approaches use more than one source of information. These include the following.

#### 3.2.1 Interaction Types

Although we have equated check-ins in LBSNs with the main interaction between users and items (as ratings in classical recommender systems), this is not the only type of interaction recorded in this type of systems. Other LBSNs (such as Yelp) allow users to perform reviews of the POIs they visit and, in some cases, rate the venue; through these reviews we determine whether the user liked the POI or not, either by directly considering the rating or by analyzing the sentiment of the text in the review. Other works obtain the items to be processed from the photos that users take and upload to other applications such as Flickr or Instagram [90, 116], which may include GPS coordinates as their metadata along with visual information, so that the path followed by the users could be recovered. Similarly, user generated content
tagged with GPS coordinates (such as tweets from Twitter or the traces left by mobile apps) can potentially be used in POI recommendation applications.

3.2.2 Rich Side Information of Items. The items in this type of systems, Points-Of-Interest, can be associated with a richer kind of information than in other domains. First, each POI has a geographic location associated, although this information is not always available in the datasets. This source of knowledge is especially relevant, because people tend to go to places that are close to each other. Sometimes this information is exploited to calculate centroids or clusters of activity for either users and items to make recommendations [82, 107]. We consider that an algorithm uses this kind of information if it uses the user/POIs coordinates somewhere in the proposed model (e.g., when computing distances, creating clusters, building distributions based on proximity, and so on).

Second, and more similar to the traditional recommendation situation where items usually have associated characteristics (such as genres in the movie, book, or music domains), in POI recommendation the venues are frequently linked to a specific POI category (for instance: restaurants, hotels, parks, museums, etc.), which may have different levels (thus, building a category hierarchy) depending on how specific the category is; for instance, a venue could be labeled as a Vietnamese restaurant, an Asian restaurant, or simply as Food. This information is very useful and, as we will show later, exploited in many works [131, 136], since some users may be more interested in visiting only certain types of POIs while, at the same time, it is not very common for a user to visit very similar POIs all the time, affecting the recommendations.

On top of this, we may find approaches that make use of the opening and closing times or the time windows or prices of the POIs, since these are particularly important characteristics when creating practical recommendations for users of real systems. However, it should be noted that this type of information is generally considered in works that are evaluated with user studies or mobile apps or that try to solve a different problem where constraints on the recommendations need to be taken into account (for example, trajectory instead of POI recommendation), and hence, they are less represented in this review, because some of those approaches are out of its scope.

3.2.3 Textual Reviews. In some LBSNs, users can not only register their check-ins but also write reviews about the POIs they have visited and exchange this information with other users of the system, either as long, more elaborated texts (as in Yelp) or as short, concise texts (as the so-called tips in Foursquare). This type of textual information can be exploited by recommendation approaches and structure this information using topic modeling techniques like LDA or Latent Semantic Analysis [99]. This textual information may provide more useful and high-quality information about the users’ interests, since, in combination with check-in data, it is possible to capture when the user visited a venue and whether she liked it, together with the reasons about such opinion.

It is important to note that, as the textual information available from reviews is different than the aforementioned POI features (since such features are intrinsic and static to the items, they do not change, while the reviews represent a subjective opinion from the user perspective), in our classification we will make a distinction between these two types of information, counting differently those works that exploit textual reviews or POIs features. However, it must be taken into account that both textual and content information are related, since in some cases the researchers work with content information obtained from the text, as in References [49, 86, 139].

3.2.4 Social Links. As we already know from other domains, users tend to be more interested in a product when their friends have some opinion about it; in the same way, this type of information may influence users when receiving POI recommendations. Because of this, some approaches exploit such social links when predicting the user preferences, for instance, by replacing the
collaborative neighborhood in classical CF methods with those users who have some social relation with the user [28, 127] or by building social graphs between the users in the system [115].

It should be considered, however, that the social links that exist in LBSNs, even though they are usually denoted as “friends,” because of the nature of these networks, it is very likely that they do not correspond to friends outside of the system but to similar-minded people or with similar tastes, interested in following their opinions or observing the places they visit. In fact, some datasets that include this information actually extract if from a different social network (for instance, the global-scale dataset from Foursquare reports friends from Twitter [122]), so these social links should be exploited with great care.

3.2.5 Sequential and Temporal Information. As discussed, the temporal dimension is essential in the domain of POI recommendation, mainly because it affects significantly the type of venues that can be visited but also because users tend to diversify when deciding the next place to visit. Hence, it becomes paramount to know, and to consider in the recommendation process, the users’ previous visits. Similarly, since the user interactions usually have a timestamp associated, it is possible to exploit these data to know the evolution of users’ tastes over time; it can also be used to detect the periods of time where some POIs have more activity than others (e.g., bars and restaurants from midday onwards).

In this survey, we consider that an algorithm uses sequential information if it processes or analyzes the different events when they occur immediately one after the other or if it exploits successive visits to different POIs. At the same time, we assume that a model uses temporal information if it works with the different timestamps of the check-ins or if uses time schedules of the POIs.

It is important to note the distinction between temporal and sequential information. While these are clearly related terms, they are not completely equivalent: Not every sequential event needs to be temporal and vice versa. For example, once we know a user visited three venues at 4PM, 8PM, and 10AM, we might be tempted to create a sequence of length 3; however, it is very likely that the user stopped to rest during the night, so the sequence should be split; the inverse case is more obvious: If we know the sequence followed by a user, then it is impossible to recover the exact timestamps unless we know information about the initial time, and the time involved to go from each venue to the next, together with how much time was spent in each of them.

3.3 Characterization of POI Recommender Systems

In this section, we classify existing research works according to six main classes of algorithms, based on the most frequent approaches we have identified in our analysis: similarities, factorization models, probabilistic approaches, deep learning techniques, graph- or link-based methods, and hybrid models. These categories may or may not use more than one information source among those presented in the previous section, as we shall discuss in detail in Section 4. In the following, we describe these categories together with some representative methods from the state of the art reviewed in this survey.

3.3.1 Based on Similarities. These algorithms correspond to the classic $k$-NN approaches explained in Section 2.3.1, where researchers use similarities between users or items like the well-known cosine similarity. The pure user-based CF approach is defined as follows:

$$\hat{g}(u, l) \propto \sum_{v \in N_l(u)} \text{sim}(u, v)c_{vl},$$

where $\hat{g}(u, l)$ represents the predicted score for the user-location pair (as in Equation (2)), $c_{vl}$ indicates the influence of venue $l$ on user $v$ (usually as a function of the check-in frequency), $N_l(u)$
denotes the neighbors of user $u$ that have also visited location $l$, and $sim(u, v)$ represents the similarity between users $u$ and $v$.

Due to the additional information available in this domain, some authors incorporate a temporal decay in the formulation or even use similarities based on the geographic distance between items. For example, the UTE+SE approach from Reference [134] divides the check-in matrix in different time slots and uses it in a user neighborhood CF model; however, since this increases the data sparsity, the authors add a term in the prediction score to account for the similarity between time slots.

However, as social links between users are often available, instead of calculating similarities between users, in some works, they use the friends of the target user as “nearest neighbors,” as they assume that friends in this type of network may have common interests, as done in the MLR model from Reference [45].

It should be noted that in the examined works, neighbor-based models are usually an intermediate phase of a more complex algorithm. That is why we decided to extend the category beyond $k$-NN approaches to consider any proposal that use similarities between items/users and/or use these similarities to establish relationships between them. As a particular example, the LARS approach proposed in Reference [64] would fit in this category, since it takes into account two different similarity spaces: preference locality (users in the same region tend to have similar tastes) and travel locality (users tend to travel short distances when visiting the venues of a region).

3.3.2 Factorization. The basic premise of this family of algorithms is to decompose the check-in matrix $C \in \mathbb{R}^{U \times L}$ into two matrices, one for users $U \in \mathbb{R}^{U \times K}$ and one for POIs $L \in \mathbb{R}^{L \times K}$, with $K$ being the number of latent factors. Formally, these models try to optimize the following function:

$$
\min_{U, L} \|C - UL^T\|_F^2 + \lambda_1\|U\|_F^2 + \lambda_2\|L\|_F^2. \tag{4}
$$

However, in most models, the previous formulation is augmented by incorporating additional influences such as geographical or temporal ones. We want to note we did not name this class of techniques as the most frequent name matrix factorization, because algorithms using tensor factorization (where the additional dimension is used to model time or geographical information) or other types of latent factor models also fit in this category.

Recommendation approaches that belong to this type include GT-BNMF, proposed in Reference [74], which is a geographical probabilistic factor analysis framework that takes into account the geographical influence and the textual information of the POIs, to avoid limitations from pure collaborative information such as the cold-start problem. In fact, factorization approaches that exploit the geographical information are very frequent in this domain, as this is a critical information source. The following three models have become state-of-the-art baselines because of their popularity in the area. First, GeoMF, a weighted factorization model proposed in Reference [73] that divides the full geographical space into different grids to model the following influences: user activity areas and POI influence areas. Second, IRenMF from Reference [82] incorporates geographical information in the form of neighboring POIs of the target item by exploiting two types of influences: the instance level influence (assuming users tend to visit neighboring locations) and region level influence (to capture user preferences that are shared in the same geographical region). Third, in RankGeoFM from Reference [68] the authors propose a geographical factorization method that incorporates the influence of the neighboring POIs of the target item by including a distance weight in the optimization formula.

Other methods, like GeoE proposed in Reference [114], also incorporate geographical influence, but in this case a power-law distribution is used to consider that POIs that are far from other
POIs in the system are less likely to be selected. A tensor model is introduced in Reference [52], where the authors apply factorization techniques to transition tensors so that transitions between consecutive POIs are modeled, together with a geographical preference term so that far away POIs are less likely to be selected, just as in the previous approach. Finally, SPR from Reference [142] also fits into this category. In this model, the authors incorporate the geographical influence (distance between POIs and users) and sentiment similarity between POIs extracted from micro blogs into a classical MF approach.

The temporal dimension is exploited in Reference [40], where the authors propose LRT, a matrix factorization model that incorporates the temporal effects of the POIs by considering two properties: non-uniformness (the users have different preferences during the day) and consecutiveness (users tend to have similar preferences in consecutive hours). STELLAR, the model proposed in Reference [146], is a time-aware successive POI recommendation model by using a four-tuple tensor while adapting the Bayesian Personalized Ranking (BPR) optimization criteria from Reference [100]. Geo-Teaser, as proposed in Reference [145], however, combines two different models: a temporal POI embedding for sequential influence that differentiates between weekday and weekends and a hierarchical pairwise preference ranking model based on BPR that discriminates POIs based on the distance between them.

Social information has also been used in factorization techniques. For instance, TenMF from Reference [126] is a tensor factorization approach (integrating users, venues, and time frames) that incorporates spatial and social influences in the regularization terms. GeoEISo is an MF approach based on the SVD++ model proposed in Reference [43] that incorporates both geographical and social influence (in particular, the trust relationships between the users). The model TGSC-PMF proposed in Reference [99] also combines different information sources, since its probabilistic matrix factorization component exploits categorical and textual information by using an LDA technique, a kernel density estimation uses geographical information, and social information is combined through a power-law distribution.

Categorical or content information, as in the last method described, is easy to be integrated in factorization methods. For instance, CAPRF is proposed in Reference [41] where besides the user and POI latent matrices, it incorporates the content and sentiment analysis obtained from the user tips. In a more complex method, ASMF merges social, geographical, and categorical influences, by exploiting check-ins of social, location, and neighboring friends to learn the potential locations to recommend, and using an additional score based on a distance distribution between the users’ home and their actual check-ins to model the geographical influence, while the categorical information is considered through an additional weight in the recommendation score.

3.3.3 Probabilistic. Probabilistic approaches typically consider several random variables that might be related according to some laws or formulations, which in recommendation usually involve users, items, and the potential interaction between the former and the latter. Probabilistic graphical models are one of the most useful frameworks that allow us to encode these probability distributions over arbitrary domains; however, it is possible to also define simple probability models just by applying Naïve Bayes or other simple approximations with strong (and probably not too realistic) independence assumptions. Besides those techniques that match these formulations, we also extend our categorization as probabilistic to any model that uses some kind of probabilistic distribution in its algorithms to represent or process the data.

In this sense, for example, we consider that those approaches that model the geographic influence by means of power-law distributions such as Reference [114] and Reference [99], those that make use of the Kernel Density Estimation like in Reference [137], or those using Bayesian algorithms in the inference or in the optimization steps as in Reference [69] fit into this category.
Another example can be found in WWO from Reference [80], which is a model that exploits the sequential preferences of the users to recommend POIs within a time duration; for this, it estimates the distribution of the temporal intervals and creates a low-rank graph to deal with the sparse conditions of the data.

It is important to mention that many proposals can be classified as members of the probabilistic and factorization categories, such as PMF or some formal topic modeling algorithms, like LDA; some examples can be found in References [48, 99]. For instance, Poisson Geo-PFM, the algorithm proposed in Reference [77], is a geographical probabilistic factor method that models the geographical influence by using a parametric power-law distribution to represent the users activity areas over a set of latent regions, and HI-LDA [120] and MMBE [57] are latent probabilistic models based on LDA. HI-LDA exploits three different factors: community-behavior (social information), region-POI component (geographical information), and the sentiment-word (textual data), while MMBE is a multi-modal Bayesian embedding model that exploits several influences: social (using user embeddings), sequential (using skip-gram and DeepWalk, a mechanism to learn embeddings of vertices in a graph [95]), geographical (exploiting different regions), content (topics), and temporal (used for modeling the distribution over topics). A different approach is GAIMC, a method that first models the geographical influence by using a Gaussian Mixture Model and then uses a matrix completion approach to perform the recommendations.

In the same way, we consider proposals based on MC as probabilistic, since they model the probability of going to the next POI using the immediately previous visited POIs. In fact, this is one of the most popular approaches because of its simplicity and expressiveness. For example, the authors of Reference [27] propose FPMC-LR, an approach that makes use of FPMC but adds physical restrictions: Instead of building the entire transition tensor, only neighbor POIs are considered after dividing the Earth into different grids; then, a modified version of the BPR optimization technique is used to take into account the sequential components. PRME-G is a next-POI metric embedding method proposed in Reference [38] that models the sequential influence by borrowing ideas from Markov Chains: Instead of computing the transition probabilities by counting, they are estimated by computing the Euclidean distance of the POIs in a latent space.

A more complex method is proposed in Reference [129], where the approach called MEAP-T considers the sequential component between the POIs (using a first-order MC) and also the temporal influence by modeling the periodicity and the time intervals between the POIs; then, the user preferences, POI transitions, and POI and temporal relationships are transformed into three latent spaces, while exploiting the Euclidean distance and using BPR as optimization criterion.

3.3.4 Deep Learning. Deep learning encompasses a set of techniques from the Machine Learning area. While they emerged throughout the 20th century, in the area of recommendation their popularity has begun to grow in the past 10 years. When processing and learning from the data, these types of techniques make use of layers of artificial neurons to obtain different representations of the data by optimizing a differentiable function. Although there are many types of neural networks, some of the best known are the following [140]: the Multilayer Perceptron, which is the most basic neural network composed of one or more hidden layers between the output and the input layer using different activation functions in each neuron; the Autoencoder and Variational Autoencoder (VAE), which are unsupervised techniques oriented as compressing and then rebuilding the original data (VAE also assumes that the input data follows a probability distribution and tries to learn the parameters of that distribution); Convolutional Neural Networks (CNN), oriented at processing images using pooling operations and convolutional layers; and Recurrent Neural Networks (RNN), which memorize previous computations for processing sequential
information. As we shall see later, these approaches for POI recommendation have become paramount since the mid-2010s (and in the year 2020 it has been the most extended type of model in the area); some paradigmatic examples follow.

First, PACE is a deep learning technique proposed in Reference [121], where an architecture with three main components is presented: an embedding layer that takes as inputs the embeddings of the POI and user, the context layer used for context prediction, and the preference layer composed by multiple feed-forward layers. Second, VPOI from Reference [116] is one of the few approaches that use images for POI recommendation, and, because of this, here the authors use CNNs to extract the visual contents from the images and that are later exploited in the learning process. Other examples are CARA, an approach based on RNNs proposed in Reference [85] that consists of two gating mechanisms: The first controls the influence of ordinary contexts and the second models the sequential influence by analyzing time intervals and geographical distance between successive check-ins and SAE-NAD, an autoencoder model in which the encoder uses a self-attentive mechanism in which the most representative POIs contribute more to the hidden representation of the user, while the decoder incorporates geographical influence with a radial basis function kernel using the pairwise distance between the POIs. Finally, STGN from Reference [143] is a spatio-temporal gated network model that incorporates two temporal and two distance gates to LSTM to control the influence of short- (recent visited POIs) and long- (all previous visited POIs) term preferences.

Other deep learning techniques that have been used more recently in the area of POI recommendation are embeddings, specifically graph, and word embeddings. The latter consists of learning a latent representation of the words so that those that have a similar meaning also have a similar representation [89], while in graph embeddings the objective is to transform a graph into one or more d-dimensional vectors that preserve the graph information as much as possible [18]. Nevertheless, other techniques such as matrix factorization are used to learn these embeddings, so in this review we will include these proposals within the family of deep learning techniques or factorization depending on the specific case. One example from the POI recommendation domain is STA from Reference [96], where the authors define a graph embedding approach that incorporates both temporal and geographical information.

3.3.5 Graph/Link. Link-based or graph-based techniques build one or more graphs using the data stored in the system, which in our case is an LBSN. They typically consider the users or POIs as nodes and exploit various influences (e.g., geographical, social, temporal, etc.) to create and weight links between these nodes. There are a great number of models based on graphs, among which the following are the most commonly used in POI recommendation approaches: Random Walk, Hypertext Induced Topic Selection (HITS), PageRank, and so on. However, as we shall see in the next sections, its popularity in the area of POI recommendation is not very high.

Among the few (representative) examples we have found in the literature, the following is a paradigmatic example of how these types of methods are used. In Reference [92], a Random Walk approach is proposed, where a graph is built in which both the venues and users are nodes of the graphs, and where a link exists between a user and an item whenever the user has checked-in in that item; additionally, users are linked to each other based on their social relationships. In the model proposed in Reference [135], GTAG also uses two types of links but considers different information: geographical and temporal influence. On the one hand, POIs are connected by distance to the nearest venues and weighted according to a power-law distribution; on the other hand, users and POIs are connected according to sessions defined based on their check-ins and using an exponential function to weight the edges to account for the temporal influence; with all this information, a Breadth-first Preference Propagation algorithm is used.
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Thanks to the flexibility of these models, they can exploit almost any type of information source. For instance, in Reference [7] the authors propose an online POI recommendation model where a weighted categorical tree is built for each user, where a HITS-based approach is used to obtain local experts, which are later used to produce recommendations. A more complex approach is found in UPOI-Walk, where a Dynamic HITS-based Random Walk model is proposed in Reference [130] that combines several relationships captured in the data: popularity (between POIs and check-ins), social (between POIs and users’ social circles), and categorical (between semantic labels and user preferences).

### 3.3.6 Hybrid

Contrary to the more classical understanding of how hybrid methods are defined [17], in this review we do not classify approaches using and combining several components within the same algorithm as such—for example, adding a similarity computation in a matrix factorization formulation or using a matrix factorization algorithm in a more complex deep learning model. We decided to follow this procedure, because, as we have discussed previously and as can be observed in most of the examples presented, most algorithms combine several sources (geographical, temporal, sequential, social, etc.) in different ways, such that if we took the more traditional and strict definition of hybrid recommender, then almost every recommendation approach could be considered as such. Hence, most of the analyzed hybrid approaches follow this formulation:

\[
\hat{g}(u, l, \theta, H) = \sum_{h=1}^{|H|} w_h \cdot \hat{g}_h(u, l, \theta),
\]

where \( \theta \) represents again the contextual information, whereas \( H \) denotes the set of components of the hybrid approach and \( w_i \) describes the weight associated to the corresponding component. Note that sometimes the aggregation function is not a sum but a product operation.

In the following, we present some of the approaches that we do consider as hybrids, starting with those that integrate social information, since it was identified in many hybrid methods. One possible reason for this is that this information source cannot be easily modeled under a unified framework together with other sources due to its different nature, and, hence, it needs tailored combinations or aggregations as the ones we present next. For example, in the UPOI-Mine approach proposed in Reference [131], besides considering the individual preferences of the users (through the tags of the previously visited POIs), it exploits the social information from the target user friends and uses the popularity of the venues to counter the data sparsity; all of this is then combined into a regression tree model, focused on predicting the next restaurant to visit instead of general POIs. However, the USG model proposed in Reference [127] combines three different scores: user preferences, social information through a combination of the classical user-based CF formulation, and geographical influence with a power-law distribution. Similarly, various information sources are combined in Reference [45], although in this case the authors model POI recommendation as a multi-objective optimization problem considering social, geographical, and user similarity influences.

As in the previously described method, we found several approaches where two other sources of information besides social are exploited. LORE is a method proposed in Reference [137] that combines social (by computing similarities between friends), geographical (using a two-dimensional Kernel Density Estimation), and sequential (with an additive Markov Chain trained with the transition probabilities between all the users) information. Categorical information is exploited in GeoSoCa, a model proposed in Reference [136] where social, geographical, and categorical influences are combined, using a power-law distribution for the first and last models, whereas a method similar to the one described in LORE is used for the geographical one.
Besides social information, geographical (as already discussed in other parts of this review) is another source that is exploited frequently; indeed, this is evidenced in the following hybrid approaches that exploit this type of signal among others. In Reference [79], the authors propose a hybrid model that combines a matrix factorization approach using a transition matrix to model the transitions between POIs with a power-law distribution. The so-called LBPR method from Reference [51] adapts the BPR technique to predict the next category and then obtains a ranking of POIs using the predicted category and after incorporating a geographical score for the candidate POIs; the main difference with other approaches based on BPR is that this model uses lists of categories instead of category pairs in the learning step. The APRA-SA model as proposed in Reference [107], however, takes into account geographical and temporal information by computing the popularity of the POIs in different time periods and using a Kernel Density Estimation component. Finally, the GE method proposed in Reference [119] consists of a graph-based embedding model where four types of graphs are considered: a POI-POI graph (to capture the check-in sequences of POIs), a POI-region graph (to exploit the geographical information), a POI-time graph (for temporal and cyclic behavior), and a POI-word graph (to exploit semantics). Finally, TECF from Reference [118] is a hybrid approach that combines user-based collaborative filtering (based on DeepWalk), temporal user-based collaborative filtering, and a power-law distribution for modeling the geographical influence.

3.4 Characterization of Evaluation Methodologies

The evaluation methodologies used in the POI recommendation domain are not too different from those traditionally used in classical recommendation and presented in Section 2.5. However, considering the importance some dimensions have in this domain (i.e., time and geographical information, mostly) we describe now in more detail those time-aware evaluation methodologies used in the area [19], together with some variations inherent to the POI recommendation problem.

As explained in Section 2.5, the first step in any offline evaluation is to divide the available data into different sets: at least training and test, although an additional validation set is preferred to tune the parameters of the models and not overfit the test set. How the original data are divided is critical to imitate the use of the recommendation algorithm in a real scenario; that is why in the POI recommendation task we observe that the temporal dimension is often used when splitting the dataset, even though these methodologies were already used and formalized in the area [19]. Nonetheless, random partitions of the data are still very popular [19].

More specifically, we consider a split to be temporal whenever the check-ins are ordered according to the temporal dimension (either by the actual timestamps or because there is some sequential information in the data) so that the check-ins in the test set are more recent than those in the training set; otherwise, we consider the split to be random, including the cross-validation setting presented in previous sections. An additional criterion that may have a great impact on the final results is whether the split is done at the system or user level; this reflects whether the previous criteria (temporal or random) is applied to the whole dataset or in a user basis (i.e., for each user independently). This criteria affects the number and type of users that belong to each set, since performing the split at the user level would guarantee that all the users exist in both training and test sets. Finally, a parameter that defines different variations of these protocols is whether the subset is selected according to a percentage or ratio between training and test—typical values are 80% for training and the rest for test—or based on a fixed number of elements, for example, the last one or two interactions go into the test set; for the sake of a cleaner presentation, we will not consider this parameter in the classification we use in the next sections. We present in Table 3 a summary of the implications for the four possibilities regarding data splitting that will be used in the rest of the article. Even though we have found some papers where the evaluation was performed in
other ways (e.g., temporal windows or splits by distance between locations), most of the analyzed articles fit into the aforementioned evaluation protocol classification. Based on this, we argue that the most realistic scenario is a temporal partition at the system level, as it takes into account the temporal dimension while avoiding any leaking of the user interactions from the future into the training set.

Because of the paramount importance of the geographical dimension, some authors include in their experimental settings variations tailored for the POI recommendation problem. In particular, those approaches that exploit geographical information or neighbor venues tend to filter the data by cities or, in general, by geographical regions, such as country or continent. Another important characteristic of the data produced by LBSNs is that users may visit more than once the POIs, and, hence, this leads to two ways of producing the splits explained before: at the check-in level (keeping all the check-ins, even the repeated ones) or at the POI level (removing the duplicated user-POI pairs and keeping only one instance before running the splitting strategy). These repetitions may have a significant effect in training, since it allows us to capture item frequencies at the user level, but its effect is even more dramatic in the test set, since it may hide the fact that some uninteresting baselines (such as returning those items previously interacted by the user) would perform very well [104].

Finally, regarding the metrics used when evaluating POI recommender systems, it should be noted that error-based metrics are not very interesting when the interaction to be predicted is a check-in, since that value is always 1; when the user interaction is different (such as ratings or those described in Section 3.2.1), then these metrics can be applied, considering the limitations already described in Section 2.5. Nonetheless, it is important to mention that in recent years, researchers dealing with the problem of POI recommendation and related tasks (see Section 3.5) have adapted ranking metrics to consider distances between the recommended POIs and the actual order followed by the users in the test set; some examples can be found in Reference [23], where the authors use a metric based on $F_1$ that takes into account the pairwise order between POIs, and Reference [104], where the Longest Common Subsequence algorithm is introduced in ranking metrics to penalize those recommendations less similar with the sequence followed by the user.

### 3.5 Relation to Other Recommendation Tasks

POI recommendation is not the only task that can be performed using data from LBSNs; due to the richness of the data of this kind of social network, a large number of related tasks/problems have arisen. Since they are not the focus of this review, we discuss them briefly as follows:

- **Trajectory (or route) recommendation**: Typically, POI recommendation approaches provide each user with a list of POIs that hopefully may be of interest; however, there is generally no intrinsic relationship between these recommended POIs. Instead, in route recommendation, a complete trajectory is generated and provided to the target user. Because of this, additional
restrictions must be taken into account, such as the duration or length of the route or the schedule of the venues [23].

- **Friend recommendation**: This is a well-studied problem in the context of traditional social networks, like Twitter or Facebook. Considering the importance of the social dimension in LBSNs in general, and of social information for POI recommendation (discussed in previous sections), there is an increasing interest in this problem by the community.

- **Group recommendation**: Quite frequently users visit a city in groups, composed of friends, family, or even organized tours. In this case, instead of recommending POIs to a unique target user, the algorithms should be tailored to groups of users. This problem needs to take into account additional factors, such as the difference between passive and active users in such groups or the balance between individual preferences.

### 4 SYSTEMATIC REVIEW OF STATE-OF-THE-ART ALGORITHMS

In this section, we analyze the state-of-the-art algorithms according to the classification presented in Section 3.3 for the papers considered in this study (described in Section 1.2). Since the number of papers included in this review is very large (more than 300), we selected the *most representative* papers for each year and include their whole characterization in Table 4. When selecting the most representative papers, we considered the top-5 most cited articles per year according to Scopus with at least one citation. We also include in the table two summary rows that count how many papers (among the sets of most representative or the entire collection) satisfy each condition. Each of the conditions (columns) correspond to the categories described in Sections 3.2, 3.3, and 3.4, respectively.

Based on this table, let us first analyze the trends on information sources used throughout the years. We observe that most of the algorithms make use of geographic information in some way (either by calculating distances between POIs, grouping users and POIs in clusters according to regions, modeling movement distributions, etc.). Most researchers argue that this type of information is critical, since users tend to visit POIs close to where they are and this conclusion can be obtained by performing a preliminary analysis of the LBSNs data. However, social information is also widely modeled, partly because many of the datasets used, such as Gowalla, also provide the links of friendship between users. However, while there is more or less consensus on the importance of geographical information, this is not so clear for social information, where some researchers claim it is not so important [26, 42] while others state it plays an important role [28, 43]. One possible explanation for this effect is that even though users may share their tastes with friends (from the same or different cities), they may not visit the same POIs, in part because it is common for users to visit the locations closest to their centers of activity (home and work, basically) and most likely they will be different from their friends’, even if they are “similar” in terms of tastes.

Textual or content information is also exploited by many approaches, especially those using some kind of probabilistic model such as topic modeling or the POI categories. This is because the features of the items (categories) in this domain are very distinctive and may even discriminate between different types of users in a LBSN; for example, a tourist may prefer to visit museums and restaurants, whereas a local may prefer a bar or a shopping center. Finally, regarding temporal and sequential information, we observe that the latter is not so exploited (although some deep learning techniques make use of sequential information implicitly), but temporal information is taken into account in many approaches regardless of the technique used by the model under analysis, probably because of its flexibility to be introduced in almost any recommendation technique (usually at the cost of increased sparsity). The same trend can be found in Figure 3, where all the
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selected papers in the review, not only the representative ones, are shown in a year basis (later in Figure 4 we will focus on the evaluation methodologies).

Now, when we analyze the type of model, a change in trend can be seen in the years between 2011 and 2015 and subsequent years, since, for the former, proposals that used some type of collaborative system based on neighbors were reasonably popular but are no longer. However, in subsequent years there has been a greater dominance of probabilistic and factorization proposals. This is something that already happened in traditional recommendations, where since the Netflix Prize in 2009 [12], in which matrix factorization models outperformed other traditional approaches, they have received more attention from the RS research community. In the same way, deep learning techniques have experienced a significant growth since 2017 in the POI recommendation area.
Fig. 3. Number of papers using different information sources by year.

Fig. 4. Number of papers using different evaluation methodologies by year.

This becomes evident in Figure 5 where, again, all the papers are included. Here, we observe that until 2017 there are fewer than five DL techniques included in the selected papers, but this type of model increases steadily year after year and in 2020 is the most extended approach. Finally, with respect to graph/link-based and hybrid models, we observe that, in general, graph models are not widely used, whereas hybrid techniques, even though they are not widely used, have been used throughout all the years collected in our analysis. One reasonable assumption for this is that hybrid proposals allow several elements to be combined into one, thus alleviating the possible drawbacks that each of them may show separately.

In the next section, we analyze in detail the evaluation aspects, including the split types that appear in the already discussed Table 4.

5 SYSTEMATIC REVIEW OF STATE-OF-THE-ART EVALUATION METHODOLOGIES

In this section, we continue the analysis on the state of the art in POI recommendation presented previously but focusing on the evaluation aspects. Thus, we analyze the last columns of Table 4, together with Figure 4, which shows the characterization of some evaluation protocols, as shown in Section 3.4. We observe they are well distributed between random and temporal splits, although it is interesting to note that until 2014 the random partition predominated over the temporal split. However, from that year onwards the use of temporal splitting has increased steadily.
Nonetheless, there is still no common evaluation protocol to evaluate the performance of POI recommenders; this is an interesting but also a concerning conclusion, since this means that we might be comparing models that try to solve the same problem (POI recommendation) but, at the same time, we are evaluating them in very different ways, which in turn affects the performance of the algorithms. In particular, we have found surprising combinations regarding this, such as works with models using temporal information in their formulation that were running a random evaluation protocol in their evaluation, like References [40, 134, 135, 146].

In any case, it should be noted that even if the entire community moves to a common splitting method, there are other aspects of the experimental settings that could affect the final performance of the algorithms and, hence, the validity of the published results. For example, how the candidate items to be ranked are selected is a well-known source for bias in RS evaluation [13], and it is not obvious how to compare results when all the items in the system are scored and ranked against strategies where only one item from the test set is ranked together with a random set of POIs, as it has become recently popular among deep learning techniques such as [85].

Because of this, in Table 5 we extend the evaluation aspects to be considered for the same works presented before. We now include whether some kind of data filtering is performed (to avoid both users and POIs with very few interactions), if a validation subset is used, the type of metric (error or ranking) reported, if the split was used based on geographical information, and if repetitions were considered or not (i.e., if the split was done by check-ins or POIs), as discussed in Section 3.4. We also decided to include if the authors performed some kind of cold-start analysis and the types of baselines considered in the experiments: whether they use classic non-customized recommendation baselines (popularity and/or random), classic and personalized baselines (user/item-based, BPR, or MFs), and geographic baselines (any algorithm that uses a geographical component).

Based on this information, we first observe that a relatively large number of articles apply some kind of filter in the data, the most typical one being to remove users or POIs with less than \( n \) interactions. It is important to note that we only use the mark ✓ if the authors specifically state in their paper that they filter the data, so there might be other proposals that use a pre-filtered dataset that do not count in the table; hence, these numbers are probably underestimating this aspect. Nonetheless, it is true that in some situations it might be necessary to make some pre-filtering of the data, but we must be careful, since, if the filtering is too strict, then we may end up evaluating the system with very little data, making the obtained results not generalizable. However, sometimes, instead of performing a simple training and test splits, researchers obtain a third subset of data to tune the parameters (called validation but different from a k-fold cross-validation). However, as we observe in the table, it is not very common in POI recommendation (as occurs in traditional recommendation). With respect to the type of metrics reported, there seems to be more consensus, since the vast majority of papers use some kind of ranking-based metric. Besides, most approaches that evaluate using rating prediction also use ranking evaluation, although there are very few approaches that only use rating prediction, like Reference [123].

Regarding the region split column, we believe it is quite important when comparing research works in this domain, since algorithms executed in a worldwide dataset are not comparable against those executed in independent cities, mostly because the geographical influence is indeed affecting the recommenders in a very different way (and the obvious correlation between past and future user actions based on this dimension), depending on the type of split we are using. Similarly, depending on whether the split is done by check-ins or by POIs, it might affect the obtained results. Although this distinction might be subtle, if we analyze this aspect, then we observe there is a lot of disparity in the works, not leading to any clear conclusion. Let us consider, for example, that we select for each user 80% of their check-ins to train and the rest 20% to test. As mentioned, on many LBSNs there may be repetitions, so the test set may be composed by check-ins that appear in the
Table 5. Evaluation Details of Analyzed POI Recommendation Approaches Sorted by Publication Year

| Year | Reference | Acronym | Filter data | Validation | Error | Ranking | Region Split | Check reuse of POI | Split type | Split level | Details |
|------|-----------|---------|-------------|------------|-------|---------|--------------|-------------------|------------|------------|---------|
| 2011 | [127]     | USG     | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2012 | [64]      | LARS    | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2012 | [7]       | (N.A.)  | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2012 | [133]     | UPoi-Wsme | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2012 | [92]      | RW, Weighted-RW | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2013 | [79]      | (N.A.)  | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2014 | [136]     | GT-BNMF | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2014 | [77]      | UTE+SE  | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2014 | [130]     | UPoi-Walk | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2014 | [132]     | ORAT    | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2014 | [73]      | GeoMF   | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2014 | [82]      | URenMF  | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2014 | [137]     | LORE    | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2015 | [77]      | Fusion Geo-FFM | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2015 | [68]      | RankGeoFM | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2015 | [136]     | GeoSoCa | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2015 | [38]      | PRMF-G  | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2015 | [41]      | CAPRF   | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2016 | [119]     | GE      | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2016 | [65]      | ASMF    | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2016 | [146]     | STELLAR | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2016 | [52]      | (N.A.)  | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2016 | [85]      | WWPO    | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2017 | [145]     | Geo-Teaser | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2017 | [123]     | PACE    | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2017 | [79]      | TGS-PMF | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2017 | [51]      | LBFR    | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2017 | [116]     | VPOI    | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2017 | [129]     | SAE-NAD | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2018 | [85]      | CARA    | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2018 | [126]     | TenMF   | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2018 | [43]      | GeoLasso| ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2018 | [114]     | GeoLE   | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2019 | [129]     | MLEAF-T | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2019 | [45]      | MLR     | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2019 | [107]     | APF-Ava | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2019 | [96]      | STA     | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2019 | [143]     | STGN    | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2020 | [120]     | HELDA   | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2020 | [117]     | GAIIC    | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2020 | [142]     | SPIR    | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2020 | [57]      | MMIB    | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |
| 2020 | [118]     | TCF    | ✓           | ✓          | ✓     | ✓       | ✓            | ✓                 | ✓          | ✓          |         |

training set; however, if the split is made by POIs, then we make sure to remove such repetitions, and therefore we would not be recommending POIs that the user has already visited. At the same time, even though datasets in this domain are very sparse, few researchers perform a specific analysis on cold start, as evidenced from the values shown in the table (we denote as cold start those works that explicitly consider users or POIs with very few interactions, e.g., fewer than five).

Now, in terms of the baselines used, although most of the approaches compare against baselines that can be categorized as classic algorithms such as MFs or k-NN, and many others use geographical influence, it is surprising that there are a limited number of works that test their
Table 6. Evaluation Methodologies Used by Papers Included in Our Review

| Number of Papers | Evaluation methodology |
|------------------|------------------------|
|                  | Offline | Online | User study |
| Most Representatives | 45     | 0      | 0          |
| Total             | 306     | 0      | 5          |

Table 7. Papers Included in Our Review That Use a Dataset from Each LBSN

| Number of Papers | LBSN         |
|------------------|--------------|
|                  | Gowalla | Foursquare | Yelp | Brightkite | Other |
| Most Representatives | 30     | 34         | 4    | 6          | 8     |
| Total             | 156     | 199        | 54   | 40         | 43    |

Finally, in Table 6 we show the articles processed according to the type of evaluation methodology used to evaluate their models (offline, online, and user studies). As we observe in this table, the vast majority of the researchers use an offline evaluation methodology. We argue this might be due to how expensive running such experiments become, in particular for those authors who are already exploiting check-ins from LBSNs, so in most cases they do not need (even though it would provide complementary evidence) to check the user feedback directly. We would like to highlight, however, that even though we have not found any work in which the proposed models are evaluated in an online environment, we have found some proposals in which the authors claim that their algorithm is an online POI recommender, even though it is only evaluated in an offline scenario. Some examples of this type of work include References [7, 64, 96, 113, 128, 130]. Although this may be surprising, we are not the only researchers to notice that there are almost no online models in POI recommendation, at least using data from LBSNs [144].

6 SYSTEMATIC REVIEW OF DATASETS USED IN THE STATE OF THE ART

There are several LBSNs that researchers use to explore the problem of POI recommendation and related tasks, but among all of them, there are four that stand out: Foursquare, Gowalla, Brightkite, and Yelp, as is evidenced by Table 7, which shows the number of papers reporting data from each LBSN. Hence, researchers obtained data from these systems and used them for their experiments, even though the same data could be used for different purposes, i.e., not only the pure POI recommendation task we address here but also for social or review recommendation.

Besides the differences in the actual recommendation task, which might be more or less obvious when comparing two research works, we noticed remarkable differences in the statistics reported for datasets that (in principle) belong to the same LBSN. The reason might be obvious: The datasets are obtained and pre-processed differently; however, since there is no canonical name for the datasets (as it occurs in other domains, e.g., with the MovieLens or Lastfm datasets), they are indistinctively referred to as the name of the corresponding LBSN, which confuses the reader and other researchers into thinking that the same data is used in two works. We also note that in some works we have found strange statistics that we believe to be inaccurate. For example, in Reference [21], the authors claim to use a Foursquare dataset but the same statistics can be found in References [32, 47] for a Gowalla dataset. The statistics reported in References [98, 113] are also

---

8https://foursquare.com.
9It has not existed since 2012.
10It was acquired by another social network in 2009 and has not existed since 2012.
11https://www.yelp.com.
strange, as they report more users than check-ins (in this case, for a Foursquare dataset). To shed some light on this aspect, we now present some details about the most important datasets based on these LBSNs and later analyze some of these differences.

- **Foursquare**: This is possibly the most famous LBSN, which agrees with our statistics (see Table 7) that show it is the LBSN most frequently used by researchers among the works included in our analysis. Users in Foursquare can visit a place, mark it as visited in the system (by checking-in in the venue) so their followers or friends could track it, like a venue, comment on it (by writing tips), and obtain recommendations from the system (since 2014 most of this functionality was derived to Swarm). In general, these check-ins cannot be obtained directly neither from its website nor its API; because of that, most researchers rely on other social networks where users share their interactions with Foursquare, mostly Twitter. Even though we will show different datasets from this LBSN in Tables 8 and 9, we consider important to emphasize that many papers that report using Foursquare include a url\(^{12}\) that no longer works; these include the original work [42] and many more, such as in References [40, 54, 109, 137, 138].

- **Gowalla**: This is an LBSN that was acquired by Facebook in 2011. Most papers use the Gowalla dataset that can be found in the SNAP repository,\(^{13}\) such as in References [25, 48, 115]. As it also happens with other LBSNs, some researchers claim they use Gowalla, but they fail to provide any source to obtain such dataset [66, 92, 131, 148].

- **Brightkite**: This is a less popular LBSN but used in a large number of research works because of its availability. In the same way as Gowalla, a dataset from this LBSN is included in the SNAP repository,\(^{14}\) which makes it easy to be used by researchers, since it is not available since 2012; some examples include References [25, 54, 125].

- **Yelp**: This is a LBSN that focuses on businesses rather than generic POIs like other LBSNs. It also differs from the other LBSNs in that users provide a rating based on five stars to the different businesses they visit; besides, users can also write a review about them. The Yelp dataset is available on its website\(^{15}\) and can be obtained after agreeing on the dataset license; however, many papers refer to a different url\(^{16}\) that no longer works, like in References [11, 50, 69, 121]. This is because this dataset was first released in the context of a challenge run by Yelp, which has gone at least through 12 rounds where the data have been increased each time; this makes the comparisons even more difficult, since it is not possible to get the dataset corresponding to a specific round, and this information is usually omitted in the papers.

- **Others**: In addition to the aforementioned LBSNs, some proposals work with datasets extracted from other systems, such as Jiepang (a Chinese LBSN similar to Foursquare) used in References [70, 72, 73, 98], Weeplaces used in References [9, 10], GeoLife used in References [1, 149], and others less popular in our context, like Twitter and TripAdvisor.

While doing our systematic review, we found several versions of datasets coming from the same LBSN. For the sake of space and clarity, we show in Table 8 the LBSNs used by the research work with more citations (according to Scopus) for each year, together with some statistics of the dataset and other evaluation details reported in the experiments, such as the type of split and the evaluation metrics. Based on this information, we observe that all of them evaluate based on some notion of ranking quality; while it is true that this evidences that researchers are taking into account the

\(^{12}\)http://www.public.asu.edu/~hgao16/dataset.html.

\(^{13}\)http://snap.stanford.edu/data/loc-gowalla.html.

\(^{14}\)http://snap.stanford.edu/data/loc-brightkite.html.

\(^{15}\)https://www.yelp.com/dataset.

\(^{16}\)https://www.yelp.com/dataset_challenge.
also shows an interesting paradigm shift: Those works prior to 2015 used a random split, and those more recent used a temporal split (except in 2020). We consider this a decisive signal, since it indicates that (at least for the works that are later more cited by colleagues) a more realistic type of split is being used, which would indeed make the proposed approaches easier to put in context in a real scenario. It is also positive that most of these works (it is by no means the same in general) contrast their approaches against two data sources, which makes the results easier to generalize. However, what can be considered a worrying sign is that there are no two articles sharing the number of check-ins or users, except in References [68, 118, 134], but even in this case, each work performs a different data splitting; moreover, there are even cases where some of the statistics are not included (like the number of items or check-ins). This makes it almost impossible to compare the different approaches.

Table 8. Details of the Experimental Settings for the Work with Most Citations Each Year (Note that Each Work Appears Once for Each Reported Dataset)

| Year | Ref. | Acronym | Cit. | Dataset | Users | POIs | Check-ins | Metrics used | Type of Split |
|------|------|---------|------|---------|-------|------|-----------|--------------|---------------|
| 2021 | [127] | USG     | 784  | Foursquare | 153,577 | 96,229 | N.A. | P, R | Random Per User |
| 2011 | [127] | USG     | 784  | Wheel    | 5,892  | 53,432 | N.A. | P, R | Random Per User |
| 2012 | [7]  | (N.A.)  | 47   | Foursquare (NY) | 2,886  | N.A. | 10,687 | P, R | Other |
| 2012 | [7]  | (N.A.)  | 47   | Foursquare (LA) | 228   | N.A. | 9,836  | P, R | Other |
| 2013 | [34] | UTE, SE, UTE+SE | 355 | Foursquare | 2,321 | 5,596 | 194,108 | P, R | Random Per User |
| 2013 | [34] | UTE, SE, UTE+SE | 355 | Gowalla | 10,162 | 24,250 | 456,988 | P, R | Random Per User |
| 2013 | [72] | GeoMF   | 37   | Nmap    | 276,450 | 5,596 | N.A. | P, R | Random Per User |
| 2015 | [68] | RankGeoFM | 220 | Foursquare | 2,321 | 5,596 | 194,108 | P, R | Temporal Per User |
| 2015 | [68] | RankGeoFM | 220 | Gowalla | 10,162 | 24,250 | 456,988 | P, R | Temporal Per User |
| 2016 | [119] | GE      | 184  | Foursquare | 114,508 | 62,462 | 1,434,668 | Accuracy | Temporal Per User |
| 2016 | [119] | GE      | 184  | Gowalla | 107,092 | 280,969 | 6,442,892 | Accuracy | Temporal Per User |
| 2017 | [121] | PACE    | 155  | Gowalla | 18,737 | 32,510 | 1,278,274 | P, R, NDCG, MAP | Temporal Per User |
| 2017 | [121] | PACE    | 155  | Yelp   | 30,887 | 18,995 | 860,888 | P, R, NDCG, MAP | Temporal Per User |
| 2018 | [114] | GeoE    | 49   | Foursquare | 6,118  | 88,193 | 30,887 | P, R | Temporal Per User |
| 2018 | [114] | GeoE    | 49   | Gowalla | 1,624  | 3,585  | 113,890 | P, R | Temporal Per User |
| 2019 | [143] | STGN    | 45   | Foursquare (CA) | 49,005 | 206,097 | 425,691 | Accuracy, MAP | Temporal Per User |
| 2019 | [143] | STGN    | 45   | Foursquare (SN) | 30,887 | 18,995 | 860,888 | Accuracy, MAP | Temporal Per User |
| 2019 | [143] | STGN    | 45   | Gowalla | 18,737 | 32,510 | 1,278,274 | Accuracy, MAP | Temporal Per User |
| 2019 | [143] | STGN    | 45   | Brightkite | 51,406 | 772,967 | 4,787,288 | Accuracy, MAP | Temporal Per User |
| 2020 | [118] | TELF    | 14   | Foursquare | 2,321 | 5,596 | 194,108 | P, R | Random Per User |
| 2020 | [118] | TELF    | 14   | Foursquare | 10,162 | 24,250 | 456,988 | P, R | Random Per User |

N.A. denotes that value is not provided in the paper. The columns Ref. and Cit. denote the original reference for that work and the number of citations, as of April 2021.

Table 9. Statistics of Reported Versions for the Foursquare Dataset in Works Included in Our Review, Sorted by Number of Check-ins

| Year | Details |
|------|---------|
| 2011 | USG     |
| 2012 | (N.A.)  |
| 2013 | (N.A.)  |
| 2014 | USG     |
| 2015 | USG     |
| 2016 | (N.A.)  |
| 2017 | USG     |
| 2018 | STGN    |
| 2019 | STGN    |
| 2020 | (N.A.)  |
| 2021 | USG     |
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impossible to compare two research works without implementing everything from scratch, hence hindering reproducibility and the advancement of the field [103].

We were also surprised that in most cases the source code of the proposed method is not provided. In particular, among the papers with more citations, only References [84, 85, 121, 142, 145] redirect to a repository with source code. With respect to the rest of the analyzed papers (that is, of the 310 works), only References [30, 55, 67, 69, 71, 75, 84, 85, 97, 121, 132, 142, 145] provide a url to download the source code of their algorithm.

As a final analysis, we present in Table 9 different versions of datasets extracted from Foursquare, considering this is the most widely used LBSN in the articles included in our review. In this section, we show the datasets used by more than two articles, since there are works using other variations not reported here but, for the sake of space, we focused only on those reported a minimum number of times among the papers considered in our analysis. Nevertheless, it is remarkable to observe the large difference in the number of check-ins, ranging from 45k to 2M interactions. As a consequence, the experiments presented in the different works are probably not comparable at all—even if they belong to the same LBSN—since the inherent properties of the system are not preserved: For instance, in some cases we have more users than items, whereas in other cases it is the other way around. It is also possible that the levels of sparsity change dramatically, together with the number of cities/regions included in each dataset. It is interesting to observe that most datasets are seldom used, and in the few cases where the same dataset is used by many works, it is because they belong to the same authors; see the supplementary materials for an explicit list of the references using these datasets.

7 FUTURE RESEARCH DIRECTIONS AND OPEN ISSUES

In this section, we present some open issues we have identified after performing an analysis on the state of the art on POI recommendation based on LBSNs. After that, we list some potential future research lines we believe are in line with parallel developments in the field of recommender systems.

7.1 Open Issues and Research Challenges

Although several research efforts have been devoted to the problem of POI recommendation, it is still possible to find unresolved issues in the field, which opens up opportunities to improve the area as a whole, for instance, because they are more aligned with the necessities of the final users and, probably, with industry practitioners. By analyzing the current proposals in POI recommendation based on LBSNs, we have observed some important open issues that need to be addressed. In the following, we group them according to the three main systematic reviews we performed: models or algorithms, evaluation methodologies, and datasets.

7.1.1 Open Issues. Regarding algorithms, matrix factorization and, more recently, deep learning are very popular approaches in POI recommendation when using data from LBSNs; however, it is often difficult to explain why the recommendations from these methods are made, since they behave like a black box, and this can be problematic in some domains, in particular in tourism. In addition, we have also observed that most researchers do not test their approaches against other classic recommendation algorithms like simple CF methods or non-personalized item popularity, comparing only with other POI recommendation approaches. Similarly, the sequential information,
Despite its relevance in this domain, is not usually exploited, which sometimes prompts incorrect or not realistic evaluation methodologies.

In fact, regarding the evaluation methodologies we consider, the comparisons between different algorithms must always be as transparent and as fair as possible to determine which proposals are superior to others. Therefore, although in the papers analyzed in this survey there seems to be consensus in evaluating the approaches using IR metrics like Precision or Recall, this is not the case regarding the method used to perform the splits, as there are both random and temporal partitions (each of them with different variations), even though the latter ones are the only strategies that could simulate real scenarios. At the same time, the sparsity of the datasets used, whether or not they have been pre-filtered, and so on, also affects the performance of the models, which in particular may prevent from having research works that are comparable between each other.

Regarding the datasets, although most proposals extract data from well-known LBSNs such as Foursquare, Gowalla, or Yelp, these datasets are often not comparable among them due to different decisions considered when filtering users or items, or even how the data were captured, which produces a large number of versions for each LBSN. Comparing datasets is even more difficult when some researchers do not provide complete statistics about the actual dataset used in the experiments, leading to data with completely different characteristics and inherent properties (sparsity, granularity of temporal, geographical, and social information, POI attributes, and so on), even when they belong to the same LBSN.

7.1.2 Discussion. As we have seen along the survey, the problem of POI recommendation is attractive to a growing number of researchers in the area of recommender systems. However, it may seem as if most of these issues have something in common: They make both the reproducibility and the generality of the proposed algorithms very difficult. Thus, to advance toward better systems and foster high-quality research, we recommend the following:

- Explain in detail how the algorithms have been evaluated, indicating the metrics used, the type of split, and the rest of the models that have been used as baselines. In this regard, we suggest to test the proposed algorithm against specific POI recommendation models while also analyzing its performance against other baselines used in classical recommendation, such as neighbor-based algorithms, matrix factorization approaches, and the most-popular method. The evaluation methodology must be the same for all the algorithms, and if it is necessary to make different experiments for choosing the parameters, then this needs to be done for all the algorithms involved in the experiments and, if possible, with a validation subset independent of the test set.
- Clearly indicate the statistics of the used datasets, stating if any pre-processing step has been performed and showing the final details of the used data, including the number of users, POIs, and check-ins. This would help to detect the percentage of data that was removed to critically analyze if the filtered dataset is actually representative of the original dataset. We also strongly recommend researchers to use more than one dataset or, at least, to use different types of splits or more than one split from the same data if enough information is available.
- Finally, the easiest way to replicate a research work is by providing the code with a detailed description to achieve the same results mentioned in the paper; if this is not possible, then the next best option is to at least provide the final datasets with which the algorithms were evaluated, so anyone interested in replicating it should not worry about that step of the evaluation pipeline.
In general, these recommendations aim to fix a lack of reproducible experimental settings that could hinder whether there is a significant improvement in the field, as already discussed in the RS and IR communities [3, 103].

7.2 Future Directions

When preparing this survey, we have identified a number of future research directions, and among them are the following.

7.2.1 Toward Realistic Methodologies. How realistic are the evaluation methodologies or recommendation algorithms proposed? From our perspective, it may seem that sometimes the community is trying to solve a problem that will never arise in the real world or at least not in the terms in which it is being evaluated: Using a global or worldwide test set (i.e., not divided by cities or countries) is not realistic, since a user at each point in time is only in one place and only interested in the immediate surroundings. Because of this, any recommendation algorithm that exploits the geographical information might artificially benefit from this, but this can also be achieved simply by filtering the venues to be ranked at the evaluation step (as done in some works like Reference [76]) instead of when modeling the problem.

Hence, we consider that researchers should formalize and critically think which task they want to solve and whether the evaluation methodology matches the task or if they are making it trivially easy or too difficult by design. Related examples on this line include presenting a cold-start analysis while filtering users or items with too many interactions (see Reference [26]) or not controlling for new venues in test in a user basis (since users tend to visit the same venues they did in the past, so a simple baseline like returning the past profile of the user should be considered in the experiments).

7.2.2 Consider User Types or Roles. As recent studies show, check-in data can be used to characterize at least four types of travellers [35]: vacationers, explorers, voyagers, and globetrotters, thus going beyond the classical tourist roles that are usually considered (either leisure or business). In the future, we expect that specialized algorithms would be developed for each of these user types, since they show different inherent needs and interests, as evidenced by their behavior when visiting POIs in a city but also because of their personality traits. Moreover, other roles could be distinguished, even depending on the actual LBSN, since some systems might implicitly appeal to the social side of users, whereas others might be more attractive to POI owners, for instance; because of this, great care must be taken to transfer research results to a different LBSN if their underneath assumptions or interaction philosophies are not compatible.

7.2.3 Adversarial Analysis and Data Quality. We have found very few papers where the quality of data used in POI recommendation is discussed, one example is Reference [94]. Whereas in the classical recommendation problem the issue of robust recommendation (in the sense that the recommendation algorithm should not be too sensitive to attacks from malicious users) has been researched in the past and revisited recently with a different name [16, 34], there are several open issues about this topic regarding POI recommenders and LBSN data, such as How can these types of systems be attacked? Is it possible to assess if the data already collected has suffered from such attacks? How can we detect and mitigate this malicious content?

It is interesting, however, that in some papers the authors remove some bogus interactions [93], as an indication that there is information that is better filtered out than left in the model, since these data points might influence the results. Nonetheless, a careful, detailed analysis of the impact of these points and how to detect them is still missing.

---

18 This paper is not included in our analysis because it does not satisfy the requirements described in Section 1.2.
7.2.4 Novel Information Sources, Biases, and Privacy. As surveyed in Section 3.2, the POI recommendation problem typically considers several information sources; however, we believe that even more information sources will be available in the future, and some of them are ubiquitous at the moment but remain unexplored in this domain. For example, the lack of works dealing with venue schedules is surprising; we attribute this to the fact that they tend to be used by optimization approaches that are more common when solving different problems, such as tour recommendation. In any case, we find it strange that they are not exploited for this (more simple) scenario, probably because of the difficulty to obtain trusted and consistent data. Images, for example, about the POIs have been recently used to infer the preferences of users. Another paradigmatic example is the Internet-of-Things and all the sensors (such as beacons) that are increasingly common in cities and touristic venues. While specific approaches tailored for a small set of sensor-ready POIs are starting to emerge, general architectures or frameworks aimed at solving the problem at a more global scale, or even interacting with POIs with and without sensors, is, to the best of our knowledge, not investigated at the moment, despite its obvious interest and potential to attract users.

However, whenever more user information is exploited, concerns about biases, privacy, and ethical issues should be considered. While parts of these problems have been addressed in the past for LBSN data, we believe it should be revisited according to the novel information sources that might be available and because new recommendation approaches may entail or generate different statistical or cultural biases; moreover, recent approaches such as differential privacy aiming to provide valuable personalized recommendations while withholding sensitive information from the users could be an interesting solution for this type of system [124].

7.2.5 Counterfactuals and Translation into the Real World. How does all this research translate to the real world with respect to the data? As we presented in Section 6, most datasets used in the experimental works come from a limited number of LBSNs (mostly Foursquare), which may indicate a bias toward the requirements and needs from those systems. For instance, most works do not gather this information directly from Foursquare but through Twitter [122], evidencing the limitations of the collected data, which are probably incomplete and not uniform across the population of the LBSN under study.

Moreover, as is common in other problems in the RS domain, the information available only refers to what the user actually did, not all the options presented by the system nor the discarded alternatives. In particular, this means that no negative information can be inferred, since only positive information (whenever there is an interaction between users and items) is recorded. Once this type of information would be available, the computation of counterfactuals and definition of intervention policies would allow us to better align offline experimentation with online results [60].

7.2.6 Adding Constraints. Constraint-based recommender systems are a family of recommendation approaches that are not among the most popular ones, because they have been applied in very few cases, since a deep knowledge of the domain is typically required [37]. However, we consider they may fit the POI recommendation problem, since often the users face the RS with several restrictions or constraints: desired price of attractions, must-see venues, maximum length of the trip, and so on. Moreover, under special circumstances (such as an emergency situation or an unexpected crisis), these constraints may be dictated by the venue owners or even the regional or national authorities; thus, it may become mandatory to satisfy such requirements. In this context, we foresee novel approaches that allow POI recommendation algorithms to incorporate constraints and adapt their suggestions to these varying conditions, perhaps by exploiting optimization techniques used for the tourist trip design problem [44].
7.2.7 Scalability and Efficiency. Last, one major drawback of most of the approaches surveyed in this review is that they exhibit expensive computational costs. This is because considering additional information dimensions, beyond the user-item interaction matrix, needs memory resources but also complex algorithms that are difficult to scale and execute efficiently. Therefore, a promising research direction would consist of defining approximated versions of well-known algorithms that could manage large amounts of multi-dimensional data, such as geographical, social, content, and user-item interactions—the most common information sources.
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