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Abstract

In the present paper, we study a purely inseparable counterpart of Abhyankar’s conjecture for
the affine line in positive characteristic, and prove its validity for all the finite local non-abelian
simple group schemes in characteristic \( p > 5 \). The crucial point is how to deal with finite local
group schemes which cannot be realized as the Frobenius kernel of a smooth algebraic group.
Such group schemes appear as the ones associated with Cartan type Lie algebras. We settle the
problem for such Lie algebras by making use of natural gradations or filtrations on them.
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1 Introduction

Let $k$ be an algebraically closed field of characteristic $p > 0$ and $U$ an affine smooth connected curve defined over $k$. In [2], Abhyankar proposed a conjectural answer to the inverse Galois problem for finite étale covers of $U$, i.e. the question of which finite group $G$ occurs as the Galois group of a finite étale connected Galois cover over $U$. In terms of Grothendieck’s étale fundamental groups [5], Abhyankar’s conjecture can be reformulated as a description of the set

$$\pi^{\text{ét}}_A(U) = \{\text{finite groups which appear as quotients of } \pi^{\text{ét}}_1(U)\}.$$  

This was affirmatively proved by Raynaud for the affine line $U = \mathbb{A}^1_k$ (cf. [20]), and by Harbater for general $U$ (cf. [6]). In the particular case when $U = \mathbb{A}^1_k$, the conjecture can be stated in the following way.

**Theorem 1.1.** (Raynaud, cf. [20]) The $\pi^{\text{ét}}_A(\mathbb{A}^1_k)$ is the set of quasi-$p$-groups, i.e. groups generated by all their $p$-Sylow subgroups.

The following are several examples.

**Example 1.2.**

1. Any $p$-group is a quasi-$p$-group. For $p$-groups, Theorem 1.1 is an immediate consequence of the fact that the maximal pro-$p$-quotient $\pi^{\text{ét}}_1(\mathbb{A}^1_k)^{(p)}$ is isomorphic to the free pro-$p$-group of rank $\#k \geq \#N$.

2. For any integer $n \geq 3$, the $n$-th symmetric group $\Sigma_n$ is not a 2-group, but a quasi-2-group. If $n \geq 5$, the $n$-th alternating group $\mathfrak{A}_n$ is a non-abelian simple group. Thus, for any prime number $p$ with $p \mid \#\mathfrak{A}_n$, the simple group $\mathfrak{A}_n$ is a quasi-$p$-group. For any positive integer $t$ with $p \nmid t$, Abhyankar constructed a finite étale connected Galois cover over $\mathbb{A}^1_k$ whose Galois group is isomorphic to $\Sigma_{2+t}$ if $p = 2$, and to $\mathfrak{A}_{p+t}$ if $p$ and $t$ are $\geq 3$. See [7, Theorem 3.4] for the detail.

3. Let $\Sigma$ be a semisimple simply connected algebraic group defined over a finite field $\mathbb{F}_q$ of characteristic $p$. Then the finite group $\Sigma(\mathbb{F}_q)$ is a quasi-$p$-group which is not a $p$-group. In [15], Nori proved that $\Sigma(\mathbb{F}_q) \in \pi^{\text{ét}}_A(\mathbb{A}^1_k)$ (cf. [15] [24, §3.2] [7, Theorem 3.5]).

Raynaud’s proof of Theorem 1.1 is done by the induction on the order $\#G$ of a given quasi-$p$-group $G$. If $G$ contains a nontrivial normal $p$-subgroup $1 \neq N \subset G$, then by induction hypothesis, one can take a surjective homomorphism $\pi^{\text{ét}}_1(\mathbb{A}^1_k) \to G/N$, in which case, by applying Serre’s solution [23] to the embedding problem

$$\pi^{\text{ét}}_1(\mathbb{A}^1_k) \xrightarrow{\cong} 1 \xrightarrow{\cong} N \xrightarrow{\cong} G \xrightarrow{\cong} G/N \xrightarrow{\cong} 1,$$

one can conclude that $G \in \pi^{\text{ét}}_A(\mathbb{A}^1_k)$. Thus, one may assume that $G$ has no nontrivial normal $p$-subgroup. For such a quasi-$p$-group, Raynaud adopted the rigid analytic patching method and the use of semi-stable curves to construct a finite étale connected Galois $G$-cover of $\mathbb{A}^1_k$.

In [16], a purely inseparable analogue of Abhyankar’s conjecture was proposed as a question (cf. [16, Question 3.3]). The analogue is formulated in terms of the Nori’s fundamental group scheme $\pi^N$ (cf. [13] [14, Chapter II]). Namely, it gives a hypothetical description of the set

$$\pi^{\text{loc}}_{A}(U) = \{\text{finite local } k\text{-group schemes which appear as quotients of } \pi^N(U)\}.$$
Here by a finite local $k$-group scheme we mean a finite $k$-group scheme which is connected as a scheme (and therefore topologically a point). In [16], several evidences were also discussed (cf. [16, Proposition 3.4 and Corollaries 4.15 and 4.19]). In the sequel paper [17], the purely inseparable counterpart was affirmatively settled in the solvable case (cf. [17, Corollary 4.33]).

The set $\pi^\text{loc}_A(U)$ can be defined for any reduced $k$-scheme $U$ (even without a rational point) as the set of finite $k$-group schemes appearing as quotients of the local fundamental group scheme $\pi^\text{loc}(U)$ (cf. Definition 2.1). This allows to consider also a generic Abhyankar’s conjecture: in [21, Conjecture II] it is conjectured that $\pi^\text{loc}_A(\text{Spec} \, k(t))$ is the set of all finite local $k$-group schemes.

In the present paper, we focus on the affine line $U = \mathbb{A}^1_k$, in which case the generalized Abhyankar’s conjecture can be stated in the following way.

**Conjecture 1.3.** (cf. [16, Question 3.3 for the affine line]) The $\pi^\text{loc}_A(\mathbb{A}^1_k)$ is the set of finite local $k$-group schemes with no nontrivial characters.

Note that the ‘only if’ part is always true (cf. [16, Proposition 3.1]). Conjecture 1.3 implies that $G \in \pi^\text{loc}_A(\mathbb{A}^1_k)$ if and only if $G^{\text{ab}} \in \pi^\text{loc}_A(\mathbb{A}^1_k)$ for a finite local $k$-group scheme $G$, where $G^{\text{ab}}$ is the maximal abelian quotient of $G$. We verify Conjecture 1.3 for finite local non-abelian simple $k$-group schemes at least when $k$ has sufficiently large characteristic $p$. Namely, as the main theorem of the present paper, we will prove the following result.

**Theorem 1.4.** (cf. Corollary 5.7) Let $k$ be an algebraically closed field of characteristic $p > 5$ and $G$ a finite local non-abelian simple $k$-group scheme. Then $G \in \pi^\text{loc}_A(\mathbb{A}^1_k)$.

We will also see that Theorem 1.4 is ‘almost’ true even in characteristic $p = 5$ (cf. Theorem 5.5). Moreover, it turns out that ‘most’ of our simple quotients $G$ of $\pi^N(\mathbb{A}^1_k)$ admits a form $G_0$ over the prime field $\mathbb{F}_p$, i.e. $G = G_0 \otimes_{\mathbb{F}_p} k$, and that $G_0 \in \pi^\text{loc}_A(\mathbb{A}^1_{\mathbb{F}_p})$ (cf. Corollaries 2.9 and 5.6).

Now we explain our strategy for the proof. In contrast to Raynaud’s geometric approach to Abhyankar’s conjecture, our proof of Theorem 1.4 heavily relies on the classification theorem for finite local simple group schemes. If a finite local $k$-group scheme $G$ is simple, then $G$ must be of height one, i.e. the Frobenius map $F : G \rightarrow G$ is trivial. Recall that the functor $G \mapsto \text{Lie}(G)$ induces an equivalence of categories

$$
\left( \begin{array}{c}
\text{finite local } \text{k-group schemes} \\
\text{of height one}
\end{array} \right) \cong 
\left( \begin{array}{c}
\text{finite dimensional restricted} \\
\text{Lie algebras over } k
\end{array} \right)
$$

(cf. [4, Chapter II, §7, n°4, 4.1]). For example, if $G$ is a finite local abelian simple $k$-group scheme, then $G$ is isomorphic to $\alpha_p$ or $\mu_p$. In both the cases, the associated Lie algebra $\text{Lie}(G)$ is isomorphic to $k$ with the trivial Lie bracket. If $G = \alpha_p$, then the restricted structure $[p] : k \rightarrow k$ is given by the zero map, i.e. $x^p = 0$ for any $x \in \text{Lie}(\alpha_p) = k$. If $G = \mu_p$, then the restricted structure $[p]$ is given by the $p$-th power map, i.e. $x^p = x^p$ for $x \in k$. Via the above equivalence, the classification of finite local non-abelian simple $k$-group schemes is equivalent to the classification of finite dimensional simple restricted Lie algebras (cf. [30, §2, Corollary 1]), i.e. there is an equivalence of categories

$$
\left\{ \begin{array}{c}
\text{finite local non-abelian simple} \\
\text{k-group schemes}
\end{array} \right\} \cong 
\left\{ \begin{array}{c}
\text{finite dimensional simple} \\
\text{restricted Lie algebras over } k
\end{array} \right\}.
$$

Moving toward a more precise understanding of the classification, let us recall the following correspondence (cf. [30, §4, Theorem 4]) of isomorphism classes.

$$
\left\{ \begin{array}{c}
\text{finite dimensional} \\
\text{simple restricted } \text{Lie algebras over } k
\end{array} \right\} \cong^{1:1} 
\left\{ \begin{array}{c}
\text{finite dimensional} \\
\text{simple Lie algebras over } k
\end{array} \right\}.
$$
where the map from the left hand side to the right hand side is given by taking the derived subalgebra $L \mapsto [L, L]$, and the converse is given by taking the $p$-envelope $L \mapsto L[p]$ (cf. Definition 2.2). Therefore, the classification of finite local non-abelian simple $k$-group schemes is equivalent to the classification of simple Lie algebras over $k$. The latter has a complete answer at least in characteristic $p > 3$, which is known as the generalized Kostrikin–Shafarevich conjecture and was established by Block–Wilson–Strade–Premet (cf. [26] [30]. See also Theorem 5.4. For the history of the classification of simple Lie algebras in positive characteristic, see [26, Introduction].

A basic family of simple Lie algebras is obtained by taking the reduction modulo $p$ of simple complex Lie algebras. Such a simple Lie algebra is called of classical type (cf. §2.3). Under the assumption that $p > 3$, the classification of simple Lie algebras of classical type is parallel with the classification of complex simple Lie algebras, which are completely parametrized by the Dynkin diagrams

$$A_n(n \geq 1), B_n(n \geq 2), C_n(n \geq 3), D_n(n \geq 4), E_6, E_7, E_8, F_4, G_2.$$  

A typical example of simple Lie algebra of non-classical type is given by the Witt algebra

$$W(1; 1) = \text{Der}_k(k[X]/(X^p)),$$

which is simple unless $p = 2$. If $p = 3$, it is isomorphic to the classical Lie algebra $\mathfrak{sl}_2$. However, if $p > 3$, the Witt algebra $W(1; 1)$ is of non-classical type. More generally, by considering truncated divided power polynomial rings

$$A(m; n) = \sum_{0 \leq \alpha \leq p^n - 1} k \cdot X^{(\alpha)},$$

where $X^{(\alpha)} = \prod_{i=1}^m \left( X_i^{\alpha_i}/\alpha_i! \right)$ for $\alpha = (\alpha_1, \ldots, \alpha_m) \in \mathbb{N}^m$, one gets the $m$-th Witt algebra $W(m; n) \subseteq \text{Der}(A(m; n))$ of weight $n$ (See §4.1 for the precise definition). The Witt algebras $W(m; n)$ form a family of non-classical simple Lie algebras. By considering the differential forms

$$\omega_S = dX_1 \wedge \cdots \wedge dX_m,$$

$$\omega_H = \sum_{i=1}^r dX_i \wedge dX_{i+r}, \quad m = 2r,$$

$$\omega_K = dX_{2r+1} + \sum_{i=1}^r (X_i dX_{i+r} - X_{i+r} dX_i), \quad m = 2r + 1,$$

one gets the series of Lie subalgebras of the Witt algebras. Namely, the Special algebras $S(m; n) = \{ D \in W(m; n) | D(\omega_S) = 0 \}$, the Hamiltonian algebras $H(2r; n) = \{ D \in W(2r; n) | D(\omega_H) = 0 \}$ and the Contact algebras $K(2r + 1; n) = \{ D \in W(2r + 1; n) | D(\omega_K) \in A(2r + 1; n) \omega_K \}$. These Lie algebras $X(m; n)$ ($X \in \{ W, S, H, K \}$) are not simple in general, but the $i$-th derived subalgebra $X(m; n)^{(i)}$ becomes simple for sufficiently large $i > 0$. The resulting simple Lie algebras $X(m; n)^{(i)}$ and the ‘filtered deformations’ of them are called Cartan type simple Lie algebras (cf. Definition 5.1), which are the main objects in the present paper. In characteristic $p > 3$, almost all non-classical simple Lie algebras are of Cartan type. In fact, only in characteristic $p = 5$, there exists a simple Lie algebra which is neither classical nor of Cartan type. Such a Lie algebra is called of Melikian type (cf. §4.4). Then the classification theorem of simple Lie algebras in characteristic $p > 3$ asserts that every simple Lie algebra is of classical, Cartan or Melikian type. In characteristic $p = 2, 3$, there exist further classes of non-classical type Lie algebras (cf. [26, §4.4]), which we cannot deal with in the present paper.
It turns out that Theorem 1.4 for classical simple Lie algebras is a consequence of the previous work due to the first named author [16, Corollary 4.19] (cf. §2.3). Thus, our crucial contribution appears in the non-classical case. A difficulty in solving Conjecture 1.3 for non-classical simple Lie algebras comes from the fact that for such a Lie algebra, the associated group scheme \( \Gamma \) admits no smooth model, i.e. it cannot be realized as the Frobenius kernel of a smooth algebraic group. To handle this case, we start with a fixed faithful representation \( \Gamma \leftarrow \text{GL}_V \) where \( \Gamma \) is a finite local non-abelian simple \( k \)-group scheme of height one. By choosing abelian unipotent subgroup schemes \( H_1, \ldots, H_n \subset \Gamma \) which generate \( \Gamma \), one gets a morphism \( \iota : \mathbb{A}_k^N \rightarrow \text{GL}_V^{(1)} \) for some integer \( N > 0 \) so that the pullback \( \iota^* F(1) \) of the relative Frobenius homomorphism \( F(1) : \text{GL}_V \rightarrow \text{GL}_V^{(1)} \) gives a \( \text{GL}_V^{(1)} \)-torsor \( P \rightarrow \mathbb{A}_k^N \) whose classifying map \( \pi^N(\mathbb{A}_k^N) \rightarrow \text{GL}_V^{(1)} \) has image \( G \) which contains \( \Gamma \), i.e. \( \Gamma \subseteq G \). However, it is not always true that \( \Gamma = G \) (cf. Remark 3.12, Examples 3.13 and 4.11). Therefore, more work is needed to settle the problem. Namely, we need to control the image \( G \) of the classifying map. We do this by making a suitable choice of unipotent generators \( H_1, \ldots, H_n \) of \( \Gamma \). For this direction, we state a general criterion (cf. Theorem 3.9) for a finite local simple group scheme \( \Gamma \) for being a quotient of \( \pi^N(\mathbb{A}_k^1) \) in terms of its Lie algebra \( \text{Lie}(\Gamma) \) and then apply this criterion to all the mentioned Lie algebras. In order to apply the criterion, we shall require certain filtrations on the Lie algebra (cf. Corollary 3.11), which fortunately accompany many non-classical Lie algebras. Under the assumption that \( p > 3 \), any non-classical simple Lie algebra \( L \) has a natural filtration indexed by the additive group \( \mathbb{Z} \) of integers. Actually, in many cases, one has \( L \simeq \text{gr} \ L \). Namely, \( L \) itself admits a \( \mathbb{Z} \)-graded structure. The remaining non-classical simple Lie algebras are non-graded filtered Special or Hamiltonian algebras \( L \). In characteristic \( p = 5 \), we can not handle the non-graded Hamiltonian algebras \( H(2r; 1; \omega(\alpha))^{(1)} \) of first type with weight \( n = 1 \) (cf. Theorem 5.5). That’s why we have to assume that \( p > 5 \) in Theorem 1.4.

Finally we explain the organization of the present paper. In §2, we mainly handle simple Lie algebras of classical type. In §2.1, the definitions of Nori’s fundamental group scheme and the local fundamental group scheme are recalled. The main reference is [21]. All our results will be stated in terms of the local fundamental group schemes. In §2.2, the classification of finite local simple group schemes is recalled. We follow Viviani’s paper [30] for this aim. In §2.3, we prove Theorem 1.4 for simple Lie algebras of classical type in characteristic \( p > 3 \) (Corollary 2.10).

In §3, motivated by Theorem 1.4 for simple Lie algebras of non-classical type, we give a sufficient condition on a simple Lie algebra to have its associated group scheme appear as a quotient of \( \pi^N(\mathbb{A}_k^1) \). In §3.1, we recall some facts on the additive groups of Witt vectors and the Artin–Hasse exponential maps, which play a fundamental role in our construction of torsors. In §3.2, we recall the definitions of filtrations and gradations on Lie algebras. We also put here some basic results for later use. In §3.3, we establish criteria Theorem 3.9 and Corollary 3.11 for the corresponding group scheme of a given simple Lie algebra \( L \) to appear as a quotient.

In §4, we recall the definition of Cartan or Melikian type Lie algebras, and their descriptions, especially natural filtrations or gradations of them. The main reference is [26]. In §4.1, we recall the definition of the Witt algebras. In §4.2 and §4.3, we recall the definition of Cartan type simple Lie algebras. In §4.4, we recall the definition of Melikian algebras. All the non-classical simple Lie algebras in characteritic \( p > 3 \) are listed in §4. Here we are looking at these algebras with a view towards applications of Theorem 3.9 and Corollary 3.11, so that the group schemes corresponding to most of these algebras will eventually appear as quotients of \( \pi^N(\mathbb{A}_k^1) \).

In §5, we prove Theorem 1.4. As the classical case is handled in §2.3, it suffices to prove the theorem for non-classical type simple Lie algebras. For them, we will apply the criterions Theorem 3.9 and Corollary 3.11. In fact, the theorem is essentially proved in §4. Here we just apply classification theorems for non-classical simple Lie algebras. In §5.1, we recall the classification theorems in
characteristic $p > 3$, especially the statement of the generalized Kostrikin–Shafarevich conjecture. In §5.2, we complete the proof of Theorem 1.4.
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**Notations and Conventions**

(1) In the present paper, a Lie algebra over a field $k$ is always assumed to be *finite dimensional*. Moreover, a *simple* Lie algebra over $k$ is always assumed to be *non-abelian*. These conventions are also adopted for the restricted Lie algebras.

(2) By a *simple Lie algebra* we mean a Lie algebra that is non-abelian and contains no nonzero proper ideals.

(3) Let $k$ be a field. By a *simple $k$-group scheme*, we mean a linear algebraic group $G$ over $k$ that contains no nonzero proper closed normal subgroup schemes.

(4) Let $k$ be a field, and let $i: H \to G$ be a homomorphism of $k$-group schemes. We say that $i$ is *injective* if $i$ is a monomorphism of sheaves of groups, i.e. $i(T): H(T) \to G(T)$ is injective for all $k$-schemes $T$. If $H$ and $G$ are affine then the map $i$ is injective if and only if it is a closed embedding (cf. [31, Chapter 15, §3]).

(5) Given a simple restricted Lie algebra $L$ over a field $k$, we denote by $\mathfrak{G}(L)$ the corresponding finite local $k$-group scheme over $k$ under the correspondence (1.1). By construction $L \simeq \text{Lie}(\mathfrak{G}(L))$.

(6) Let $L$ be a Lie algebra (resp. restricted Lie algebra) over a field $k$, and let $V \subseteq L$ be a subset of $L$. We denoted by $\langle V \rangle_{\text{Lie}}$ (resp. $\langle V \rangle_{p-\text{Lie}}$) the *Lie subalgebra* (resp. restricted Lie subalgebra) generated by $V$. This is the intersection of all Lie subalgebras (resp. restricted Lie subalgebras) of $L$ containing $V$ and, in particular, it is the smallest Lie subalgebra (resp. restricted Lie subalgebra) of $L$ containing $V$.

(7) Let $G$ be an affine group scheme. Let $V := \{T_i \to G\}_{i \in I}$ be a collection of points of $G$, where each $T_i$ is a $k$-scheme. We denote by $\langle V \rangle$ or $\langle T_i \to G \rangle_{i \in I}$ the *subgroup of $G$ generated by $V$*. This is the intersection of all affine subgroups $H \subseteq G$ containing all the points in $V$, i.e. $T_i \to G$ belongs to $H(T_i) \subseteq G(T_i)$ for each $i \in I$. In particular, it is the smallest affine subgroup of $G$ with this property.
2 Reduction to the non-classical case

2.1 The local fundamental group scheme

In this subsection, we briefly recall the definition of Nori’s fundamental group scheme (cf. [13, Chapter II]) and its local variant (cf. [21, §2]).

Let \( k \) be a field and \( X \) a geometrically connected and reduced scheme of finite type over \( k \) together with a \( k \)-rational point \( x \in X(k) \). Then there exists a profinite \( k \)-group scheme \( \pi^N(X,x) \), called the fundamental group scheme of \( (X,x) \), such that for any finite \( k \)-group scheme \( G \), the set \({\text{Hom}}(\pi^N(X,x),G)\) of \( k \)-homomorphisms \( \pi^N(X,x) \to G \) is naturally in bijection with the set of isomorphism classes of pointed \( G \)-torsors \((P,p) \to (X,x)\). The construction \((X,x) \mapsto \pi^N(X,x)\) gives a covariant functor from the category of pointed geometrically connected and reduced schemes of finite type over \( k \) into the category of profinite \( k \)-group schemes.

Suppose that \( k \) is a perfect field of characteristic \( p > 0 \). Recall that a finite \( k \)-group scheme \( G \) is called local if it is connected as a scheme. Let \( X \) be a reduced scheme over \( k \). According to [21, §2], there exists a pro-finite local (cf. [21, Definition 2.1]) \( k \)-group scheme \( \pi^\text{loc}(X) \), which we call the local fundamental group scheme of \( X \), such that it pro-represents the functor

\[
G \mapsto H^1_{\text{fppf}}(X,G)
\]

from the category of finite local \( k \)-group schemes to the category of sets, where \( H^1_{\text{fppf}}(X,G) \) is nothing but the set of isomorphism classes of \( G \)-torsors over \( X \) (cf. [21, Proposition 2.13]). Namely, for any finite local \( k \)-group scheme \( G \), there exists a canonical bijection of the sets

\[
\text{Hom}_k(\pi^\text{loc}(X),G) \cong H^1_{\text{fppf}}(X,G).
\]

Note that a \( G \)-torsor \( P \to X \) corresponds to a surjective homomorphism \( \pi^\text{loc}(X) \to G \) if and only if there exists no strict subgroup scheme \( H \subseteq G \) such that \( P \) is reduced to an \( H \)-torsor \( Q \to X \), i.e. \( P \cong Q \land H \, G \).

**Definition 2.1.** Let \( X \) be a reduced scheme over a perfect field \( k \). We set

\[
\pi^\text{loc}_A(X) = \{\text{finite } k\text{-group schemes which appear as quotients of } \pi^\text{loc}(X)\}
\]

In the particular case when \( X \) is a geometrically connected and reduced scheme of finite type over a perfect field \( k \) of characteristic \( p > 0 \) together with a \( k \)-rational point \( x \in X(k) \), it turns out that \( \pi^\text{loc}(X) \) is canonically isomorphic to the maximal local quotient of the fundamental group scheme \( \pi^N(X,x) \). In particular, the maximal local quotient of \( \pi^N(X,x) \) does not depend on the choice of the rational point \( x \). Moreover

\[
\pi^\text{loc}_A(X) = \{\text{finite local } k\text{-group schemes which appear as quotients of } \pi^N(X,x)\}
\]

2.2 Classification of finite local simple group schemes

Let \( k \) be a field. Let \( G \) be an affine \( k \)-group scheme of finite type. Recall that the Lie algebra \( \text{Lie}(G) \) of \( G \) is defined to be the \( k \)-vector space of left-invariant derivations \( D : k[G] \to k[G] \) of the coordinate ring \( k[G] \) (cf. [31, §12.1]). If \( k \) is of characteristic \( p > 0 \), then the associated Lie algebra \( \text{Lie}(G) \) has a restricted structure \([p] : \text{Lie}(G) \to \text{Lie}(G)\) induced by the \( p \)-th power map of derivations \( D \mapsto D^p \) (cf. [31, §12.1]). This correspondence \( G \mapsto (\text{Lie}(G),[p]) \) induces the equivalence of categories between the category of finite local \( k \)-group schemes of height one and the category of finite dimensional restricted Lie algebras over \( k \) (cf. [4, Chapter II, §7, n°4, 4.1]). In fact,
for a finite local $k$-group scheme $G$ of height one with $g = \text{Lie}(G)$, the dual associative algebra $k[G]^\vee$ of $k[G]$ is canonically isomorphic to the restricted enveloping algebra of $g$, i.e. $U[p](g) \cong k[G]^\vee$. Thus the associative algebra $k[G]^\vee$ is generated by the image of a basis of $g$ and $\dim_k k[G] = \dim_k U[p](g) = p^{\dim g}$ (cf. [8, Chapter I, 7.10]). Thus, it follows that a homomorphism $G \rightarrow H$ of finite local $k$-group schemes of height one is surjective (respectively injective) if and only if the induced map between the Lie algebras $\text{Lie}(G) \rightarrow \text{Lie}(H)$ is surjective (respectively injective). As the functor $G \mapsto \text{Lie}(G)$ is left exact from the category of affine group schemes of finite type over $k$ into the category of finite dimensional Lie algebras over $k$ (cf. [4, Chapter II, §4, n°1, 1.5]), this immediately implies that a sequence of homomorphisms of finite local $k$-group schemes of height one

$$1 \rightarrow G' \rightarrow G \rightarrow G'' \rightarrow 1$$

is exact if and only if the induced sequence of homomorphisms of restricted Lie algebras

$$0 \rightarrow \text{Lie}(G') \rightarrow \text{Lie}(G) \rightarrow \text{Lie}(G'') \rightarrow 0$$

is exact. In particular, a finite local non-abelian $k$-group scheme $G$ of height one is simple if and only if the associated restricted Lie algebra $\text{Lie}(G)$ is simple (cf. [30, §2, Corollary 1]).

Let $L$ be a Lie algebra over $k$. Let $\text{Der}(L)$ denote the subspace of $\mathfrak{gl}_L$ consisting of derivations of $L$ (cf. [12, Chapter 10, a]). Then $\text{Der}(L)$ is closed under the Lie bracket of $\mathfrak{gl}_L$ and the $p$-th power map of $L$. Namely $\text{Der}(L)$ is a restricted Lie subalgebra of $\mathfrak{gl}_L$. Let the following map

$$\text{ad} : L \rightarrow \text{Der}(L) ; x \mapsto \text{ad}(x)$$

(2.1)

denote the adjoint representation of $L$ (cf. [12, Chapter 10, a]). If $L$ has a restricted structure $[p] : L \rightarrow L$, then the adjoint representation is compatible with the restricted structures, i.e. $\text{ad}(x[x]) = \text{ad}(x)^p$ for any $x \in L$.

**Definition 2.2.** (cf. [26, Definition 1.1.2]) Let $G$ be a restricted Lie algebra over $k$ and $i : L \rightarrow G$ be an injective homomorphism of Lie algebras. We denote by $L_{[p],i}$ the smallest restricted Lie subalgebra of $G$ containing $i(L)$ and call it the $p$-envelope of $L$ in $G$.

If $L$ is a centerless Lie algebra and $i = \text{ad} : L \rightarrow G = \text{Der}(L)$ is the adjoint representation (2.1) (which is injective because $L$ is centerless) we set $L_{[p]} = L_{[p],\text{ad}}$.

**Theorem 2.3.** (cf. [30, §4, Theorem 4]) There exists a bijection between the set of isomorphism classes of simple Lie algebras over $k$ and the set of isomorphism classes simple restricted Lie algebras over $k$.

$$\left\{ \text{simple Lie algebras over } k \right\} \leftrightarrow \left\{ \text{simple restricted Lie algebras over } k \right\}.$$ 

More precisely, for any simple Lie algebra $L$ over $k$, let $L_{[p]}$ be the $p$-envelope of $L$ in the adjoint representation $L \hookrightarrow \text{Der}(L)$. Then $L_{[p]}$ is a simple restricted Lie algebra over $k$. Conversely, for any simple restricted Lie algebra $L$ over $k$, the derived subalgebra $[L, L]$ becomes a simple Lie algebra over $k$.

Thus, the classification of finite simple local $k$-group scheme of height one is equivalent to the classification of simple Lie algebras over $k$. Namely, there exists a bijection between the set of isomorphism classes of simple Lie algebras over $k$ and the set of isomorphism classes of finite local non-abelian simple $k$-group schemes.

$$\left\{ \text{simple Lie algebras over } k \right\} \leftrightarrow \left\{ \text{finite local non-abelian simple } k\text{-group schemes} \right\}.$$ 

**Remark 2.4.** Let $k$ be a perfect field of characteristic $p > 0$ with $\overline{k}$ an algebraic closure of $k$. Let $L$ be a Lie algebra over $k$. If $L \otimes_k \overline{k}$ is simple, then so is $L$. 
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2.3 The conjecture for classical simple Lie algebras

The first class of simple Lie algebras which we handle is simple Lie algebras of classical type (cf. [26, §4.1]). Recall that an algebraic group $G$ over a field $k$ is said to be almost simple if it is a connected semisimple algebraic group such that the quotient $G/Z$ of $G$ by the center $Z$ is simple (cf. [18, 5.6.6]). Note that the center $Z$ of a connected semisimple algebraic group is always a finite group scheme of multiplicative type (cf. [18, Corollary 5.6.11]). A homomorphism $G \to G'$ of connected algebraic groups over a field $k$ is said to be a central isogeny if it is a surjective homomorphism whose kernel is finite and is contained in the center of $G$. If $G$ is a connected semisimple algebraic group over $k$, then there exists a semisimple simply connected algebraic group $G^{sc}$ which is unique up to isomorphism such that $G^{sc}/H \simeq G$ for some subgroup scheme $H \subseteq Z(G^{sc})$ of the center of $G^{sc}$ (cf. [18, Proposition 5.6.21(a)]). We call the central isogeny $G^{sc} \to G$ a simply connected cover of $G$. Any two connected semisimple algebraic groups $G$ and $G'$ are said to be centrally isogeneous if $G^{sc} \simeq G'^{sc}$ as a $k$-group scheme. Then, according to [18, Theorem 5.6.26], the centrally isogeneous classes of almost simple algebraic groups over a separably closed field $k$ are completely parametrized by the Dynkin diagrams of types

$$A_n(n \geq 1), \quad B_n(n \geq 2), \quad C_n(n \geq 3), \quad D_n(n \geq 4), \quad E_6, \ E_7, \ E_8, \ F_4, \ G_2. \quad (2.2)$$

In the case where $k = \mathbb{C}$, the classification of simple Lie algebras is equivalent to the classification of centrally isogeneous classes of almost simple algebraic groups over $\mathbb{C}$. Namely, the list of the Dynkin diagrams (2.2) gives a complete classification of simple complex Lie algebras. More precisely, for any simple complex algebra $L$, there exists an almost simple algebraic group $G$ over $\mathbb{C}$ such that $L \simeq \text{Lie}(G)$. Moreover, for any almost simple algebraic groups $G$ and $G'$ over $\mathbb{C}$, the associated simple Lie algebras are isomorphic $\text{Lie}(G) \simeq \text{Lie}(G')$ to each other if and only if $G$ and $G'$ have the same Dynkin type $D$, or equivalently they are centrally isogeneous. Here, note that in the characteristic 0 case, any central isogeny $G \to G'$ of connected algebraic groups is always étale, hence it induces an isomorphism $\text{Lie}(G) \simeq \text{Lie}(G')$ between the associated Lie algebras.

Let $L_\mathbb{C}$ be a semisimple Lie algebra over $\mathbb{C}$ with $H_\mathbb{C} \subset L_\mathbb{C}$ a Cartan subalgebra and $\Phi$ the root system. Choose a positive system $\Phi^+ \subset \Phi$ and denote by $\Delta = \{\alpha_1, \ldots, \alpha_i\}$ the corresponding set of simple roots (cf. [8, II Chapter 1, 1.5]). Then $L_\mathbb{C}$ admits a Chevalley basis $\{x_\alpha\}_{\alpha \in \Phi} \cup \{h_i\}_{i=1}^l$ (cf. [26, Theorem 4.1.1]), and the $\mathbb{Z}$-span $L_\mathbb{Z}$ of the Chevalley basis gives a $\mathbb{Z}$-Lie subalgebra of $L_\mathbb{C}$. For any field $k$, we get a Lie algebra

$$L_k \overset{\text{def}}{=} L_\mathbb{Z} \otimes_{\mathbb{Z}} k,$$

which is determined uniquely up to isomorphism by the complex simple Lie algebra $L_\mathbb{C}$. The Lie algebra $L_k$ is called the Chevalley algebra over $k$ associated with the semisimple complex Lie algebra $L_\mathbb{C}$. The Chevalley algebra $L_k$ can be always interpreted as the Lie algebra of a certain algebraic group over $k$ in the following way. Let us take a connected semisimple algebraic group $G_\mathbb{C}$ over $\mathbb{C}$ such that $\text{Lie}(G_\mathbb{C}) \simeq L_\mathbb{C}$. Then there exists an affine algebraic $\mathbb{Z}$-group scheme $G$ satisfying the following condition (cf. [1] [29]).

(i) $G \otimes_{\mathbb{Z}} \mathbb{C}$ is isomorphic to $G_\mathbb{C}$ as an algebraic group over $\mathbb{C}$.

(ii) For any algebraically closed field $k$, $G_k \overset{\text{def}}{=} G \otimes_{\mathbb{Z}} k$ is a connected semisimple algebraic group over $k$ which is split over the prime field and has the same Dynkin type as $G_\mathbb{C}$. Moreover, $G_k$ is simply connected (respectively adjoint) if and only if $G_\mathbb{C}$ is simply connected (respectively adjoint).

The $\mathbb{Z}$-group scheme $G$ is determined uniquely up to isomorphism by the semisimple algebraic group $G_\mathbb{C}$, and is called the Chevalley–Demazure group scheme associated with $G_\mathbb{C}$. For any field $k$, we
simply call $G_k$ the \textit{Chevalley group} over $k$ associated with the complex semisimple algebraic group $G_C$. In the case where $k$ is of characteristic $p \neq 2, 3$, the Lie algebra of the Chevalley group $G_k$ is isomorphic to the Chevalley algebra $L_k$.

\textbf{Lemma 2.5.} (cf. \cite[§2.3 Lemme 4]{9}) \textit{With the above notation, we have $L \otimes Z\mathbb{Z}[\frac{1}{p}] = \text{Lie}(G) \otimes Z\mathbb{Z}[\frac{1}{p}]$ in $L_C = \text{Lie}(G) \otimes Z\mathbb{C}$.}

In particular, if $k$ is of characteristic $p > 3$, then the Chevalley algebra $L_k$ admits a restricted structure, which is induced by the one of $\text{Lie}(G_k)$. In terms of the fixed Chevalley basis, it can be uniquely characterized by the rule

$$(x_\alpha \otimes 1)^{[p]} = 0 \quad \text{and} \quad (h_i \otimes 1)^{[p]} = h_i \otimes 1.$$ 

Moreover, the finite local $k$-group scheme $\mathfrak{G}(L_k)$ (cf. \textit{Notations and Conventions}) associated with the Chevalley algebra $L_k$ is nothing but the first Frobenius kernel $G_k^{(1)} = \text{Ker}(F^{(1)} : G_k \twoheadrightarrow G_k^{(1)})$ of the Chevalley group $G_k$.

The Chevalley algebra $L_k$ is not simple even if $L_C$ is simple. In fact, it turns out that if $k$ is of characteristic $p > 3$, it is simple unless $L_C$ is of type $A_l$ with $l \equiv -1 \text{ mod } p$, in which $L$ has a one-dimensional center $Z = k \cdot (h_1 + 2h_2 + \cdots + lh_l)$ so that $L/Z \simeq \mathfrak{psl}_{l+1,k}$ is a simple Lie algebra (cf. \cite[Lemma 2]{10}, \cite[§4.1]{26}). Note that

$$(h_1 + 2h_2 + \cdots + lh_l)^{[p]} = h_1^{[p]} + 2^p h_2^{[p]} + \cdots + l^p h_l^{[p]} = h_1 + 2h_2 + \cdots + lh_l,$$

and hence $Z$ is a restricted Lie subalgebra of $L$. Thus, the quotient $L/Z$ also has a restricted structure.

\textbf{Definition 2.6.} (cf. \cite[Définition 3]{10}, \cite[§4.2]{26}) Let $k$ be an algebraically closed field of characteristic $p > 3$. A simple Lie algebra over $k$ is said to be of \textit{classical type} if it is isomorphic to either the Lie algebra

$\mathfrak{psl}_{n+1,k}$ ($n \equiv -1 \text{ mod } p$)

or the Chevalley algebra $L_k$ associated with a simple complex Lie algebra $L_C$ of type

$A_n$ ($n \not\equiv -1 \text{ mod } p$), $B_n$, $C_n$, $D_n$, $E_6$, $E_7$, $E_8$, $F_4$, $G_2$.

Now let us prove Theorem 1.4 for the classical simple Lie algebras. We deduce it from the following result.

\textbf{Theorem 2.7.} (cf. \cite[Corollary 4.19]{16}) \textit{Let $\Sigma$ be a split semisimple simply connected algebraic group over a perfect field $k$ of characteristic $p > 0$. Then}

$$\Sigma^{(r)} = \text{Ker}(\Sigma \xrightarrow{F^{(r)}} \Sigma^{(r)}) \subseteq \pi^{\text{loc}}_A (A_k^1)$$

\textit{for any integer $r > 0$.}

This is an analogue of Nori’s Theorem \cite{15} (cf. Example 1.2). The idea of the proof is the same as the one due to Laumon \cite[§3.2]{24}, \cite[Theorem 3.5]{7}. It suffices to establish a Bertini type result for finite local torsors of affine spaces $A_k^n$. Indeed, one can prove the following result. For the proof, see \cite[Proof of Theorem 4.17]{16}. This will be used again in the proof of Theorem 3.9.
Lemma 2.8. (cf. [16, Theorem 4.17]) Let $k$ be a perfect field of characteristic $p > 0$. Let $n \geq 2$ be an integer. Let $\Gamma$ be a finite local $k$-group scheme of height one and $\pi^{\text{loc}}(A_k^n) \rightarrow \Gamma$ a surjective $k$-homomorphism. Then there exists a closed immersion $A_k^{n-1} \hookrightarrow A_k^n$ such that the composition map
$$\pi^{\text{loc}}(A_k^{n-1}) \rightarrow \pi^{\text{loc}}(A_k^n) \rightarrow \Gamma$$
is surjective.

The following is an immediate consequence of Theorem 2.7.

Corollary 2.9. Let $L_k$ be a Chevalley algebra over a perfect field $k$ of characteristic $p > 3$ associated with a semisimple complex Lie algebra $L_C$. Then $\mathfrak{G}(L_k) \in \pi^{\text{loc}}(\mathbb{A}_k^1)$.

Proof. As $L_C$ is a direct sum of complex simple Lie algebras, there exists a semisimple simply connected algebraic $G_C$ group over $\mathbb{C}$ such that $\text{Lie}(G_C) \simeq L_C$. Then the associated Chevalley group $G_k$ over $k$ is a split semisimple simply connected algebraic group. As $p > 3$, by Lemma 2.5, we have $\text{Lie}(G_k) \simeq L_k$. In other words, $\mathfrak{G}(L_k)$ is isomorphic to the first Frobenius kernel of the Chevalley group $G_k$. As $G_k$ is simply connected, the assertion is thus immediate from Theorem 2.7. This completes the proof.

In particular, we can conclude the following.

Corollary 2.10. Let $k$ be an algebraically closed field of characteristic $p > 3$. Then $\mathfrak{G}(L_{[p]}) \in \pi^{\text{loc}}(\mathbb{A}_k^1)$ (cf. Definition 2.2) for any simple Lie algebra $L$ over $k$ of classical type.

Proof. By Definition 2.6, any simple Lie algebra over $k$ of classical type is a quotient of the Chevalley algebra over $k$ associated with a complex simple Lie algebra $L_C$. Therefore, the assertion is immediate from Corollary 2.9.

Remark 2.11. If $k$ is of characteristic $p = 3$, a Chevalley algebra $L_k$ is simple unless it is of type $A_n \ (n \equiv -1 \mod 3) , \ E_6 , \ G_2$, in which case each of them has a unique ideal (cf. [26, §4.4]). The simple quotients of the Chevalley algebras over an algebraically closed field of characteristic $p = 3$ are also called classical.

3 A criterion for $\mathbb{Z}$-graded Lie algebras

3.1 The group of Witt vectors

In this subsection, we collect some foundations on the group of Witt vectors from [25, §1.5]. Let $k$ be a field of characteristic $p > 0$. For an integer $n \geq 1$, let $W_n$ denote the $k$-group scheme of Witt vectors of length $n$ with standard coordinates $(T_0, T_1, \ldots , T_{n-1}) : W_n \xrightarrow{\sim} \mathbb{A}_k^n$ (cf. [22, VII.8]). The group scheme $W_n$ is an abelian unipotent algebraic group over $k$. Recall that if $n = 1$, then $W_1 = \mathbb{G}_{a,k}$, the additive group, and for $n > 1$, it fits into the following exact sequence of abelian algebraic groups
$$1 \rightarrow W_{n-1} \rightarrow W_n \rightarrow \mathbb{G}_{a,k} \rightarrow 1.$$

On the other hand, via the coordinates $(T_0, T_1, \ldots , T_{n-1})$, its Lie algebra $\text{Lie}(W_n)$ can be identified with
$$\text{Lie}(W_n) = \sum_{i=0}^{n-1} k \cdot \frac{\partial}{\partial T_i}.$$
on which the restricted structure is given by

\[
\left( \frac{\partial}{\partial T_i} \right)^{[p]} = \begin{cases} \frac{\partial}{\partial T_i}^{[p]} & \text{if } 0 \leq i \leq n - 2, \\ 0 & \text{if } i = n - 1. \end{cases}
\]

Notice that the first Frobenius kernel \( W_{n(1)} \) defined is the Cartier dual of the group scheme \( \alpha_p \) in the equation \( (\text{in } Q \text{ W} \text{ Notice that the first Frobenius kernel } \alpha_p = \text{Ker}(F^{(1)} : W_n \rightarrow W_n^{(1)}) \) is the Cartier dual of the group scheme \( \alpha_p = \text{Ker}(F^{(n)} : G_{a,k} \rightarrow G_{a,k}^{(n)}). \)

Next recall that the Artin–Hasse exponential series is the formal power series with coefficients in \( \mathbb{Q} \) defined to be

\[
E_p(T) \overset{\text{def}}{=} \exp \left( \sum_{j=0}^{\infty} \frac{T^{p^j}}{p^j} \right) \in \mathbb{Q}[[T]]
\]

As is well-understood, we have \( E_p(T) \in \mathbb{Z}[[T]] \) (cf. [22, §V.16]). Thus, by taking reduction modulo \( p \), we obtain

\[
e_p(T) \overset{\text{def}}{=} E_p(T) \mod p \in \mathbb{F}_p[[T]] \subseteq k[[T]]. \tag{3.1}
\]

The following fact will play a fundamental role in the proof of Theorem 3.9.

**Theorem 3.1.** Let \( V \) be a finite dimensional \( k \)-vector space. Let \( X \in \mathfrak{gl}_V \) be an endomorphism of \( V \) such that \( X^{p^n} = 0 \) and \( X^{p^{n-1}} \neq 0 \) for some integer \( n \geq 1 \). Then the map

\[
f_X : W_n \rightarrow \text{GL}_V \tag{3.2}
\]

defined by

\[
(a_0, a_1, \ldots, a_{n-1}) \mapsto e_p(a_0X)e_p(a_1X^p)\cdots e_p(a_{n-1}X^{p^{n-1}})
\]

gives a closed and injective homomorphism of \( k \)-group schemes. Moreover, the induced map \( df_X : \text{Lie}(W_n) \rightarrow \mathfrak{gl}_V \) on the Lie algebras is given by

\[
df_X \left( \frac{\partial}{\partial T_i} \right) = X^{p^i} \tag{3.3}
\]

for \( 0 \leq i \leq n - 1 \).

**Proof.** Let \( k \) be an algebraic closure of \( k \), and let \( X \otimes_k \tilde{k} \) be the base change of \( X \in \mathfrak{gl}_V \) to \( \mathfrak{gl}_{V \otimes_k \tilde{k}} \). Then we have \( f_{X \otimes_k \tilde{k}} = f_X \times_k \tilde{k} \) and \( df_{X \otimes_k \tilde{k}} = df_X \otimes_k \tilde{k} \). Thus the claim is reduced to the case when \( k = \tilde{k} \), i.e. when \( k \) is algebraically closed. The latter follows from [19, Theorem 7.4]. \( \square \)

**Remark 3.2.** Let \( V \) be a finite dimensional \( k \)-vector space. Let \( X_1, X_2 \in \mathfrak{gl}_V \) be endomorphisms of \( V \) such that, for each \( i = 1, 2 \), there exists an integer \( n_i > 0 \) satisfying \( X_i^{p^{n_i}} = 0 \) and \( X_i^{p^{n_i-1}} \neq 0 \). If \([X_1, X_2] = 0 \) in \( \mathfrak{gl}_V \), then, the maps \( f_{X_1} : W_{n_1} \rightarrow \text{GL}_V \) and \( f_{X_2} : W_{n_2} \rightarrow \text{GL}_V \) defined in Theorem 3.1 commutes with each other. This is valid because, by the equation (3.1), for any \( k \)-algebra \( A \) and any \( a_i \in W_{n_i}(A) \) for \( i = 1, 2 \), each images \( f_{X_i}(a_i) \) can be described as a power series of \( X_i \) with coefficients in \( A \), and hence \( f_{X_1}(a_1) \) and \( f_{X_2}(a_2) \) commute with each other if \([X_1, X_2] = 0 \). Therefore, in particular, it follows that the product

\[
W_{n_1} \times W_{n_2} \rightarrow \text{GL}_V ; (t, s) \mapsto f_{X_1}(t) \cdot f_{X_2}(s)
\]

gives a homomorphism of \( k \)-group schemes.
3.2 Filtered Lie algebras

Let $k$ be a field of characteristic $p > 0$.

**Definition 3.3.** A **$\mathbb{Z}$-graded Lie algebra** over $k$ is a Lie algebra $L$ whose underlying vector space over $k$ has a grading indexed by $\mathbb{Z}$,

$$L = \bigoplus_{i \in \mathbb{Z}} L_i$$

satisfying

$$[L_i, L_j] \subseteq L_{i+j}$$

for any $i, j \in \mathbb{Z}$. For a finite dimensional graded Lie algebra $L$, the **depth** of $L$, which we denote by $s(L)$, means the minimal number $s \geq 0$ such that $L_{-j} = 0$ for any $j > s$, and the **height** of $L$, which we denote by $h(L)$, means the minimal number $h \geq 0$ such that $L_i = 0$ for any $i > h$.

A **$\mathbb{Z}$-graded restricted Lie algebra** $L$ is a $\mathbb{Z}$-graded Lie algebra $L = \bigoplus_{i \in \mathbb{Z}} L_i$ which has a restricted structure $[p] : L \to L$ satisfying

$$L_{i}^{p} \subseteq L_{ip}$$

for any $i \in \mathbb{Z}$, where $L^p$ is the image of the map $[p] : L \to L$.

For each integer $j \in \mathbb{Z}$, we set

$$L_{\leq j} \overset{\text{def}}{=} \bigoplus_{i \leq j} L_i.$$

**Example 3.4.** Let $L = \mathfrak{sl}_2$ be the restricted Lie algebra associated with the special linear algebraic group $SL_2$ over a field $k$ of characteristic $p > 2$. Then the root decomposition of $L$,

$$L = L_{-2} \oplus L_0 \oplus L_2$$

endows $L$ with a structure of $\mathbb{Z}$-graded restricted Lie algebra.

**Example 3.5.** Let $L = \text{Der}_k(k[X]/(X^p))$ be the Lie algebra of derivations of the truncated polynomial ring $k[X]/(X^p)$ with restricted structure given by the $p$-th power map of derivations $[p] : L \to L; D \mapsto D^p$. If we put $e_i = X^{i+1} \frac{d}{dX}$ for $-1 \leq i \leq p-2$, then we have

$$L = \bigoplus_{i=-2}^{p-2} L_i \quad \text{with} \quad L_i = k \cdot e_i.$$  

Moreover,

$$[e_i, e_j] = (j+i+1)e_{i+j}, \quad e_i^{[p]} = 0 \text{ for } i \neq 0 \text{ and } e_0^{[p]} = e_0.$$  

The Lie algebra $L$ has a structure of $\mathbb{Z}$-graded restricted Lie algebra over $k$.

**Definition 3.6.** A **filtered Lie algebra** over $k$ is a Lie algebra $L$ together with a descending filtration

$$L = \bigcup_{i \in \mathbb{Z}} L_{(i)}$$

satisfying $L = L_{(-i)}$ for $i \gg 0$, $L_{(j)} = 0$ for $j \gg 0$ and $[L_{(i)}, L_{(j)}] \subseteq L_{(i+j)}$ for any $i, j \in \mathbb{Z}$. For a filtered Lie algebra $L$ over $k$, the **depth** of $L$, which we denote by $s(L)$, means the minimal number $s \geq 0$ such that $L_{(-j)} = L$ for any $j \geq s$, and the **height** of $L$, which we denote by $h(L)$, means the
minimal number \( h \geq 0 \) such that \( L_{(i)} = 0 \) for any \( i > h \). For a filtered Lie algebra \( L \) over \( k \), one can associate the \( \mathbb{Z} \)-graded Lie algebra \( \text{gr} L \) in the sense of Definition 3.3 by setting

\[
\text{gr}_i L \overset{\text{def}}{=} L_{(i)}/L_{(i+1)} \quad \text{and} \quad \text{gr} L \overset{\text{def}}{=} \bigoplus_{i \in \mathbb{Z}} \text{gr}_i L
\]

(cf. [3, 4.3.3]). More precisely, let us denote by \( \text{gr}_i : L_{(i)} \to L_{(i)}/L_{(i+1)} = \text{gr}_i L \) the natural projection map for each \( i \in \mathbb{Z} \), and set \( \nu : L \to \mathbb{Z} \) by setting \( \nu(x) = \max\{ k \in \mathbb{Z} \mid x \in L_{(k)} \} \). Then, for any nonzero elements \( 0 \neq x, y \in L \), we have

\[
[\text{gr}_\nu(x), \text{gr}_\nu(y)](x, y) = \begin{cases} [x, y] & \text{if } [x, y] \notin L_{(\nu(x) + \nu(y) + 1)}, \\ 0 & \text{if } [x, y] \in L_{(\nu(x) + \nu(y) + 1)} \end{cases}
\]

in \( \text{gr} L \). The notions of depth and height are also compatible, i.e. \( s(L) = s(\text{gr} L) \) and \( h(L) = h(\text{gr} L) \). Conversely, one can consider any \( \mathbb{Z} \)-graded Lie algebra \( L = \otimes_{i \in \mathbb{Z}} L_i \) over \( k \) as a filtered Lie algebra by setting

\[
L_{(i)} \overset{\text{def}}{=} \bigoplus_{j \geq i} L_j.
\]

Lemma 3.7. Let \( L \) be a Lie algebra over \( k \)

1. Let \( L \) be a filtered Lie algebra over \( k \), and let \( S \subseteq L \) be a subset. If the image of \( S \) in \( \text{gr} L \) generates \( \text{gr} L \), then \( L = \langle S \rangle_{\text{Lie}} \).

2. Let \( U^-, U^+ \subseteq L \) be Lie subalgebras. Suppose \( L = \langle U^-, U^+ \rangle_{\text{Lie}} \). Let \( L_{[p],i} \) be the \( p \)-envelope of \( L \) with respect to an injective homomorphism \( i : L \to G \) into a restricted Lie algebra \( G \). Then \( L_{[p],i} = \langle U^-_{[p],i}, U^+_{[p],i} \rangle_{p-\text{Lie}} \).

3. Let \( L \subseteq \mathfrak{gl}_V \) be a Lie subalgebra for some finite dimensional \( k \)-vector space \( V \) and \( A, B, C \in L \) elements. Suppose that \( AB = BA = 0 \) in \( \mathfrak{gl}_V \). Then we have \( A \circ B + B \circ A \in L \). In particular, if \( p > 2 \), then for any \( A, B \in L \) with \( A^2 = 0 \), we have \( (1 - A)B(1 + A) \in L \).

Proof. (1) We consider the map \( \overrightarrow{s} : L \to \text{gr} L \) used in Definition 3.6 and denote by \( \overline{s} \) the image of \( S \) in \( \text{gr} L \). We inductively define \( S_n = S \),

\[
S_{n+1} = \{ [x, y] \mid x, y \in S_n \} \cup S_n \subseteq L
\]

and \( S_{\infty} = \bigcup_n S_n \). It is clear that the \( k \)-vector space generated by \( S_{\infty} \) is the Lie algebra generated by \( S \) inside \( L \). Similarly, we define \( \overline{S}_n \subseteq \text{gr} L \) for \( n \in \mathbb{N} \cup \{ \infty \} \) in the same way.

Notice that \( \overline{S}_0 = \overline{S} \) by definition and, by induction and the definition of the bracket in \( \text{gr} L \), we also have \( \overline{(S)}_n \subseteq \overline{S}_n \) for all \( n \in \mathbb{N} \cup \{ \infty \} \). Thus, if \( L' \) is the Lie algebra generated by \( S \), then \( \overline{S}_\infty \subseteq \text{gr} L' \) and therefore \( \text{gr} L = \text{gr} L' \). Since all Lie algebras considered have finite dimension we can conclude that \( L' = L \).

(2) Without loss of generality, we may assume that \( L \) is a Lie subalgebra of \( G \) and \( i \) is the natural inclusion \( L \subseteq G \). Let \( L' := \langle U^-_{[p],i}, U^+_{[p],i} \rangle_{p-\text{Lie}} \). As \( L \subseteq L' \subseteq G \) and \( L' \) is a restricted Lie subalgebra of \( G \), we have \( L_{[p],i} \subseteq L' \). However, as \( U^-_{[p],i}, U^+_{[p],i} \subseteq L_{[p],i} \), we also have \( L' = \langle U^-_{[p],i}, U^+_{[p],i} \rangle_{p-\text{Lie}} \subseteq L_{[p],i} \). Thus it follows that \( L_{[p],i} = L' \). This completes the proof.

(3) Indeed, we have \( A \circ B + B \circ A = A \circ (B + A) + [B, A] \) \( \in L \). Let us prove the last assertion. Suppose that \( p > 2 \) and suppose given \( A, B \in L \) with \( A^2 = 0 \). Then, we have

\[
(1 - A)B(1 + A) = B + [A, B] - ABA
\]
in \( \mathfrak{gl}_V \). As \( p > 2 \), by the first assertion, we have \( ABA = (ABA + ABA)/2 \in L \), hence \((1 - A)B(1 + A) \in L \). This completes the proof.

**Remark 3.8.** For a Lie algebra \( L \) over a field \( k \), an element \( c \in L \) satisfying \( \text{ad}(c)\text{ad}(a)\text{ad}(c) = 0 \) is called a **sandwich element** (cf. [9, §1.5]). Such elements will play an important role in the present paper. Suppose that \( p > 2 \). Let \( c \in L \) be an element such that \( \text{ad}(c)^2 = 0 \). Then for any element \( a \in L \), we have \( \text{ad}(c)\text{ad}(a)\text{ad}(c) = 0 \) (cf. [9, §1.5.3]), hence \( c \) is a sandwich element. Indeed, for an arbitrary element \( b \in L \), one can compute

\[
\text{ad}(c)\text{ad}(a)\text{ad}(c)(b) = \text{ad}(c)\text{ad}(a)([c, b]) = \text{ad}(c)([\text{ad}(a)(c), b] + [c, \text{ad}(a)(b)])
= \text{ad}(c)([[a, c], b]) + \text{ad}(c)^2\text{ad}(a)(b) = \text{ad}(c)([[a, c], b])
= [\text{ad}(c)([a, c]), b] + [[a, c], \text{ad}(c)(b)] = -[\text{ad}(c)^2(a), b] + [[a, c], \text{ad}(c)(b)]
= \text{ad}([a, c])\text{ad}(c)(b) = (\text{ad}(a)\text{ad}(c) - \text{ad}(c)\text{ad}(a))\text{ad}(c)(b)
= \text{ad}(a)\text{ad}(c)^2(b) - \text{ad}(c)\text{ad}(a)\text{ad}(c)(b) = -\text{ad}(c)\text{ad}(a)\text{ad}(c)(b),
\]

which implies that \( 2\text{ad}(c)\text{ad}(a)\text{ad}(c)(b) = 0 \). As \( p > 2 \), we get the desired vanishing.

### 3.3 A criterion for the realization

The following is the key theorem for the proof of the main result.

**Theorem 3.9.** Let \( L \) be a Lie algebra over a perfect field \( k \) of characteristic \( p > 0 \). Let \( U^+, U^- \subseteq L \) be subspaces of \( L \) and \( p : L \to \mathfrak{gl}_V \) an injective homomorphism of Lie algebras for some finite dimensional \( k \)-vector space \( V \). Suppose that the following conditions are satisfied.

(I) \( (U^+, U^-) \) is a Lie algebra.

(II) \([U^-, U^-] = 0\), and \( U^- \) admits a basis \( \partial_1, \ldots, \partial_m \) such that \( \rho(\partial_l)^l = 0 \) for \( l \gg 0 \).

(III) \( U^+ \) admits a basis \( D_1, \ldots, D_n \) such that \( \rho(D_i)^2 = 0 \) for any \( 1 \leq i \leq n \). If \( p = 2 \), we further assume that \( \rho(D_i) \cdot \rho(D_j) = 0 \) for any \( i \neq j \), and that \( \rho(D_i) \cdot U^-_{[p], \rho} \cdot \rho(D_i) \in L_{[p], \rho} \) for any \( 1 \leq i \leq n \).

Then \( \Gamma := \mathfrak{S}(L_{[p], \rho}) \in \pi^\text{loc}_A(\mathbb{A}_k^1) \).

For the proof, we need the following lemma.

**Lemma 3.10.** Suppose that \( k \) is of characteristic \( p > 2 \). Let \( V \) be a finite dimensional vector space over \( k \). Let \( \Gamma \subseteq \text{GL}_V \) be a subgroup scheme of height one, i.e. \( \Gamma = \Gamma(1) \). Let \( \delta : \mathbb{G}_a \to \text{GL}_V \) be an injective homomorphism of \( k \)-group schemes with the associated morphism \( d\delta : \text{Lie} \mathbb{G}_a \to \mathfrak{gl}_V \) of restricted Lie algebras. Set \( D \overset{\text{def}}{=} d\delta(1) \). If \( D \in \text{Lie}(\Gamma) \) and \( D^2 = 0 \) in \( \mathfrak{gl}_V \), then the subgroup scheme \( \Gamma \subseteq \text{GL}_V \) is stable under the conjugacy action by \( \delta \), i.e. the map

\[
\mathbb{G}_a \times \Gamma \to \text{GL}_V ; \ (t, u) \mapsto \delta(t)^{-1} u \delta(t)
\]

has image in \( \Gamma \).

**Proof.** As the first Frobenius kernel \( \text{GL}_V(1) \overset{\text{def}}{=} \text{Ker}(F(1) : \text{GL}_V \to \text{GL}_V(1)) \) is a normal subgroup scheme of \( \text{GL}_V \), i.e. for any \( k \)-scheme \( T \), the subgroup \( \text{GL}_V(1)(T) \subseteq \text{GL}_V(T) \) is normal. Thus given any \( T \)-point \( \lambda : T \to \text{GL}_V \), we get a conjugation map

\[
c_\lambda : T \times \text{GL}_V \to T \times \text{GL}_V
\]
\[ x \mapsto \lambda^{-1}x\lambda \]

which preserves the subgroup \( \text{GL}_{V(1)} \times T \). We will apply this to \( T = \mathbb{G}_{a,k} \) and \( \lambda = \delta \).

As \( \Gamma \) is of height one, we have \( \Gamma \subseteq \text{GL}_{V(1)} \). We have to show that the composition

\[ \xi : \mathbb{G}_{a,k} \times \Gamma \subseteq \mathbb{G}_{a,k} \times \text{GL}_{V(1)} \xrightarrow{\exp} \mathbb{G}_{a,k} \times \text{GL}_{V(1)} \xrightarrow{\text{pr}_2} \text{GL}_{V(1)} \]

has image in \( \Gamma \). Let \( K = k(t) \) be the function field of \( \mathbb{G}_{a,k} \). It is enough to show that \( \xi(\text{Spec} \ K \times k(\Gamma)) \subseteq \Gamma \), i.e. the induced group homomorphism

\[ \psi : \Gamma_K \to \text{GL}_{V(1),K} \]

factors through in \( \Gamma_K \). However, as \( \Gamma_K \) and \( \text{GL}_{V(1),K} \) are of height one, it suffices to show that the associated morphism of restricted Lie algebras

\[ d\psi : \text{Lie}(\Gamma)_K \to \mathfrak{gl}_{V,K} \]

factors through \( \text{Lie}(\Gamma)_K \). Notice that \( d\psi \) is the composition of the natural inclusion \( \text{Lie}(\Gamma)_K \hookrightarrow \mathfrak{gl}_{V,K} \) together with the differential \( dc : \mathfrak{gl}_{V,K} \cong \mathfrak{gl}_{V,K} \) of the conjugacy action by \( \delta \), which is just

\[ A \mapsto \delta(t)^{-1}A\delta(t). \]

However, by our assumption, we have \( \delta(t) = \exp(tD) = 1 + tD \), and hence \( \delta(t)^{-1} = \delta(-t) = 1 - tD \). Thus, by Lemma 3.7(3), we have \( \delta(t)^{-1}A\delta(t) \in \text{Lie}(\Gamma)_K \) for any \( A \in \text{Lie}(\Gamma)_K \). This completes the proof.

\textbf{Proof of Theorem 3.9.} Without loss of generality, we may assume that \( L \) is a Lie subalgebra of \( \mathfrak{gl}_V \) and \( \rho \) is the natural inclusion \( L \subset \mathfrak{gl}_V \). By the condition (III), \( U^+ \) admits a basis \( D_1, \ldots, D_n \) such that \( D_i^2 = 0 \) for any \( 1 \leq i \leq n \). Thanks to Theorem 3.1, for any \( 1 \leq i \leq n \), we get an injective homomorphism of group schemes

\[ \delta_i \overset{\text{def}}{=} f_{D_i} : W_1 = \mathbb{G}_{a,k} \to \text{GL}_V \]

(cf. (3.2)) which recovers the natural inclusion of Lie algebras, i.e.

\[ d\delta_i = df_{D_i} : k \simeq k \cdot D_i \to \mathfrak{gl}_V ; x \mapsto xD_i, \]

(cf. (3.3)). We define the morphism \( \delta : \mathbb{G}_{a,k}^n \to \text{GL}_V \) of \( k \)-schemes to be the product of the exponential maps \( \delta_i (1 \leq i \leq n) \), i.e.

\[ \delta : \mathbb{G}_{a,k}^n \to \text{GL}_V ; (t_1, \ldots, t_n) \mapsto \delta_1(t_1) \cdots \delta_n(t_n). \]

On the other hand, by the condition (II), \( U^- \) admits a basis \( \partial_1, \ldots, \partial_m \) satisfying \( \partial_1^l = \cdots = \partial_m^l = 0 \) for \( l \gg 0 \). For each \( 1 \leq i \leq m \), let \( n_i \) denote the positive integer satisfying \( \partial_i^{n_i} = 0 \) and \( \partial_i^{n_i-1} \neq 0 \). Then, by Theorem 3.1, we get a homomorphism (cf. Remark 3.2)

\[ \omega \overset{\text{def}}{=} f_{\partial_1} \cdots f_{\partial_m} : W_n \overset{\text{def}}{=} W_{n_1} \times \cdots \times W_{n_m} \to \text{GL}_V \]

inducing the natural inclusions of Lie algebras

\[ d\omega = \sum_{j=1}^m df_{\partial_j} : k^{n_1 + \cdots + n_m} \simeq U_{[p],\rho} \to \mathfrak{gl}_V ; (x_{0j}^i, \ldots, x_{n_{i-1}}^j)_{i=1}^m \mapsto \sum_{i=1}^m \sum_{j=0}^{n_i-1} x_{ij}^j \partial_i^{p_j} \]
(cf. (3.3)).

Let us consider the morphism of affine $k$-schemes

$$\phi : W_n \times \mathbb{G}_{a,k}^n \rightarrow GL_V, \quad \phi(t, s) = \omega(t)\delta(s)$$

Let $\Gamma$ be the finite group scheme of height one associated with the restricted Lie algebra $L_{[\rho],\rho}$. To the natural inclusion $L_{[\rho],\rho} \hookrightarrow gl(V)$, one can uniquely associate the injective homomorphism of finite group schemes over $k$,

$$\Gamma \hookrightarrow GL_V(1).$$

In the following, we consider $\Gamma$ as a subgroup scheme by this injective homomorphism. By our construction, the restrictions

$$\omega : W_n^{(1)} \rightarrow GL_V(1), \quad \delta_i : \alpha_{\rho,k} \rightarrow GL_V(1) \quad (1 \leq i \leq n)$$

induce the natural inclusions $U_{[\rho],\rho}^- \rightarrow gl_V$ and $k \cdot D_i \rightarrow gl_V$ on Lie algebras and thus factors through $L_{[\rho],\rho}$. It follows that $\text{Im}(\omega), \text{Im}(\delta_1), \ldots, \text{Im}(\delta_n) \subseteq \Gamma$. By condition (I) together with Lemma 3.7 (2), we can conclude that

$$L_{[\rho],\rho} = \langle U_{[\rho],\rho}^-, k \cdot D_1, \ldots, k \cdot D_n \rangle_{p-\text{Lie}} \subseteq gl_V$$

By [4, Chapter II, §7, no4, 4.3], the functor $\text{Lie}(-)$ induces an order preserving bijection between the restricted Lie subalgebras of $gl_V$ and the closed subgroup schemes of $GL_V(1)$. Thus the smallest restricted Lie subalgebra containing $U_{[\rho],\rho}^-, k \cdot D_1, \ldots, k \cdot D_n$ corresponds to the smallest closed subgroup scheme containing $\text{Im}(\omega), \text{Im}(\delta_1), \ldots, \text{Im}(\delta_n)$, namely we have

$$\Gamma = \langle \text{Im}(\omega), \text{Im}(\delta_1), \ldots, \text{Im}(\delta_n) \rangle \subseteq GL_V(1).$$

Now consider the $GL_V(1)$-torsor $P \rightarrow W_n^{(1)} \times \mathbb{G}_{a,k}^n$ given by the Cartesian diagram

$$\begin{array}{ccc}
W_n^{(1)} \times \mathbb{G}_{a,k}^n & \xrightarrow{\phi^{(1)}} & GL_V(1) \\
\downarrow & & \downarrow \\
\square & \xrightarrow{\phi^{(1)}} & GL_V(1) \\
\end{array}$$

Let $G \subset GL_V(1)$ be the image of the associated homomorphism $\pi^{\text{loc}}(W_n^{(1)} \times \mathbb{G}_{a,k}^n) \rightarrow GL_V(1)$. We are going to show that $\Gamma = G$, which, by Lemma 2.8, completes the proof of the proposition.

We start by showing that $\Gamma \subseteq G$. By (3.6), it is enough to show that

$$\text{Im}(\omega), \text{Im}(\delta_1), \ldots, \text{Im}(\delta_n) \subseteq G.$$
where the upper horizontal arrow is $W_{l(1)}$-equivariant. The $W_{l(1)}$-torsor $W_l \to W_l^{(1)}$ induces a factorization $\pi^{\text{loc}}(W_l^{(1)}) \xrightarrow{\alpha} W_{l(1)} \subseteq \text{GL}_{V(1)}$. If $H$ is the image of $\alpha$ then there exists an $H$-torsor $P \to W_l^{(1)}$ with an $H$-equivariant map $P \to W_l$. This map is a surjective closed immersion because $W_{l(1)}$ is local, hence an isomorphism because $W_l$ is reduced. Thus $\alpha$ is surjective and therefore $\Gamma \subseteq G$.

Let us prove now that $G \subseteq \Gamma$. It suffices to show that the morphism $\phi^{(1)} : W_n^{(1)} \times \mathbb{G}^n_{a,k} \to \text{GL}_{V(1)}^{(1)}$ lifts to the middle quotient $\text{GL}_{V}/\Gamma$, 
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Note that the following diagram is commutative,

$$
\begin{array}{ccc}
W_n \times \mathbb{G}^n_{a,k} & \xrightarrow{\phi^{(1)}} & \text{GL}_V \\
\downarrow^{F^{(1)}} & & \downarrow^{F^{(1)}} \\
W_n^{(1)} \times \mathbb{G}^n_{a,k} & \xrightarrow{\phi^{(1)}} & \text{GL}_V^{(1)}.
\end{array}
$$

Therefore, to get a desired lift of $\phi^{(1)}$, it suffices to check that the composition

$$W_n \times \mathbb{G}^n_{a,k} \xrightarrow{\phi} \text{GL}_V \xrightarrow{\pi} \text{GL}_V/\Gamma$$

factors through the quotient $W_n^{(1)} \times \mathbb{G}^n_{a,k} = (W_n \times \mathbb{G}^n_{a,k})/(W_n^{(1)} \times \mathbb{G}^n_{p,k})$.

For $(s,t) \in W_n \times \mathbb{G}^n_{a,k}$ and $(u,v) \in W_n^{(1)} \times \mathbb{G}^n_{p,k}$, we have

$$\phi(s + u, t + v) = \omega(s)\omega(u)\delta(t + v) = \phi(s,t)\zeta(t,u,v)$$

with

$$\zeta(t,u,v) = \delta(t)^{-1}\omega(u)\delta(t + v) \in \text{GL}_{V(1)}$$

Here we are using the functorial point of view, so that $s,u,t,v$ should be thought of as sections of the corresponding functor over some fixed scheme.

We need to prove that $\zeta(t,u,v) \in \Gamma$. First let us handle the case when $p > 2$, in which case we have

$$\zeta(t,u,v) = (\delta(t)^{-1}\omega(u)\delta(t)) \cdot (\delta(t)^{-1}\delta(t + v)) = (\delta_n(t_n)^{-1} \cdots \delta_1(t_1)^{-1}\omega(u)\delta_1(t_1) \cdots \delta_n(t_n)) \cdot 
\prod_{i=1}^{n} \left( \delta_n(t_n)^{-1} \cdots \delta_{i+1}(t_{i+1})^{-1}\delta_i(v_i)\delta_{i+1}(t_{i+1}) \cdots \delta_n(t_n) \right).$$

Hence, by applying Lemma 3.10 iteratively, one can conclude that $\zeta(t,u,v) \in \Gamma$. This completes the proof in the case where $p > 2$.  
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Let us assume that $p = 2$. Then by the condition (III), $\delta_i$ and $\delta_j$ commute with each other. Hence, we have

$$\zeta(t, u, v) = \delta(t)^{-1}\omega(u)\delta(t)\delta(v).$$

Since $\delta(\alpha^n_{p,k}) \subseteq \Gamma$, it is enough to show that the map

$$\xi: \mathbb{G}_a^n \times W_{n(1)} \rightarrow \text{GL}_V(1), \quad \xi(t, u) = \delta(t)^{-1}\omega(u)\delta(t)$$

has image in $\Gamma$. Let $K$ be the fraction field of $\mathbb{G}_a^n$. It is enough to show that $\xi(\text{Spec } K \times_k W_{n(1)}) \subseteq \Gamma$ and, therefore, that the group homomorphism

$$\psi: W_{n(1)} \rightarrow \text{GL}_V(1), K$$

factors through $\Gamma_K$. However, as it is a homomorphism of finite group schemes of height one, it suffices to show that the corresponding morphism

$$d\psi : \text{Lie}(W_n) \otimes_k K \rightarrow \mathfrak{gl}_V \otimes_k K$$

of the restricted Lie algebras factors through $L_{[p], \rho} \otimes K$. By construction the composition

$$\text{Spec } K \rightarrow \mathbb{G}_a^n \rightarrow \text{GL}_V$$

is given by $\delta(B) = \prod_{i=1}^n \exp(b_i D_i) \in \text{GL}_V(K)$ for some $B = \sum_{i=1}^n b_i D_i \in L_h \otimes_k K$. Since the map $\psi: W_{n(1)} \rightarrow \text{GL}_V(1), K$ is obtained as composition of $\omega: W_{n(1)} \rightarrow \text{GL}_V(1), K$ and the conjugation by $\delta(B)$, $c: \text{GL}_V(1), K \rightarrow \text{GL}_V(1), K$ the corresponding map on Lie algebras in the composition of the inclusion $d\omega \otimes K$: $\text{Lie}(W_n) \otimes K = U_{[p], \rho} \otimes K \rightarrow \mathfrak{gl}_V \otimes K$ and the differential $\mathfrak{gl}_V \otimes K \rightarrow \mathfrak{gl}_V \otimes K$ of $c$, which is just

$$A \mapsto \delta(B)^{-1} A \delta(B).$$

As we have chosen the basis $D_1, \ldots, D_n$ so that $D_i^2 = 0$, we have

$$\delta(B) = \prod_{i=1}^n (1 + b_i D_i).$$

Again by the condition in (III), we have $B^2 = 0$, hence

$$\delta(B) = \exp(B) = 1 + B.$$

Thus, for $\nabla \in U^-$, we have to show that

$$\delta(B)^{-1} \nabla^{p^d} \delta(B) = (1 - B)\nabla^{p^d} (1 + B) \in L_{[p], \rho} \otimes K.$$

Therefore, by the condition (III) together with the first assertion in Lemma 3.7(3), we get

$$\delta(B)^{-1} \nabla^{p^d} \delta(B) = (I - B)\nabla^{p^d} (I + B)$$

$$= \nabla^{p^d} - [B, \nabla^{p^d}] + B\nabla^{p^d} B$$

$$= \nabla^{p^d} - [B, \nabla^{p^d}] + \sum_{i=1}^n b_i^2 D_i \nabla^{p^d} D_i + \sum_{i < i'} b_i b_{i'} (D_i \nabla^{p^d} D_{i'} + D_{i'} \nabla^{p^d} D_i) \in L_{[p], \rho} \otimes K,$$

so that the claim follows. This completes the proof. □

For $\mathbb{Z}$-graded simple Lie algebras, we get the following consequence.
**Corollary 3.11.** Let $L$ be a center-free $\mathbb{Z}$-graded Lie algebra over a perfect field $k$ of characteristic $p > 0$ whose grading is given by

$$L = \bigoplus_{i=-s}^{h} L_i \text{ with } s = s(L), \quad h = h(L),$$

and let $U \subseteq L_{\leq -1}$ be a subspace. Let $L_{[p]}$ be the $p$-envelope of $L$ in the adjoint representation $ad : L \hookrightarrow \text{Der}(L)$. Suppose that the following conditions are satisfied.

(G I) $[U, U] = 0$.

(G II) $L = \langle U, L_h \rangle_{\text{Lie}}$.

(G III) If $p > 2$, then we assume $s < h$. If $p = 2$, then we further assume there exists an integer $l > 0$ such that $ad(U)^{2l} = 0$ and $(2l-1+s) < h$.

Then $\Gamma := \mathfrak{G}(L_{[p]}) \in \pi_{\text{loc}}^{\text{gl}}(A^1_k)$.

**Proof.** By condition (G I), $U$ is an abelian Lie subalgebra of $L$. The condition (G III) particularly says $h > 0$, and hence $[L_h, L_h] \subseteq L_{2h} = 0$. Therefore, $L_h$ is also an abelian Lie subalgebra. If $s = 0$, then $U = 0$, in which case the condition (G II) is not satisfied. Thus we have $s > 0$. If one takes $l > 0$ so that $h + s < l$, then we have

$$ad(U)^{2l}(L) \subseteq \bigoplus_{i=-s}^{h} \bigoplus_{k=-s}^{h} L_{i+kt} = 0,$$

hence the conditions (I), (II) in Theorem 3.9 are satisfied for $U^+ \overset{\text{def}}{=} L_h, U^- \overset{\text{def}}{=} U$ with respect to the adjoint representation $ad : L \rightarrow \text{Der}(L) \subset \mathfrak{gl}_L$. Therefore, to prove the corollary, it suffices to show that the condition (III) in Theorem 3.9 is fulfilled as well. By the condition (G III), we have $h > s$. Then we have

$$ad(L_h)^{2l}(L) \subseteq \bigoplus_{i=-s}^{h} L_{h+(h+i)} = 0.$$

Hence the condition (III) is fulfilled in the case when $p > 2$. Let us assume that $p = 2$. Again by the condition (G III), for any $0 \leq j \leq l - 1$, we have

$$ad(L_h)ad(U)^{2j}ad(L_h)(L) \subseteq ad(L_h)ad(U)^{2j}\left( \bigoplus_{-s \leq i \leq 0} L_{h+i} \right) \subseteq \bigoplus_{-s \leq i \leq 0} \bigoplus_{-s \leq k \leq -1} L_{h+i+2j} = 0.$$

As $U_{[p]} = \sum_{0 \leq j \leq l-1} U_j^p$, this implies that the condition (III) in Theorem 3.9 is also satisfied. Thus, the assertion is a consequence of Theorem 3.9. This completes the proof. \[\square\]

**Remark 3.12.** Let $\Gamma \subset \text{GL}_V$ be a finite local subgroup scheme of height one of the general linear algebraic group associated with a finite dimensional $k$-vector space $V$. Suppose that $\Gamma$ can be generated by finite simple unipotent subgroup schemes $H_i \simeq \alpha_p$ ($i \in I$), i.e. $\Gamma = \langle H_i \mid i \in I \rangle$. Then,
as discussed in the proof of Proposition 3.9, if \( \delta_i : \mathbb{G}_a \rightarrow \mathrm{GL}_V \) \((i \in I)\) denote the exponential maps associated with the homomorphisms \( g_a \simeq \text{Lie}(H_i) \subset \text{Lie}(\Gamma) \rightarrow \mathfrak{g}l_V \) of restricted Lie algebras, then the pullback of the relative Frobenius \( F^{(1)} : \mathrm{GL}_V \rightarrow \mathrm{GL}_{V(1)}^{(1)} \) along the morphism

\[
\mathbb{A}^I_k = \prod_{i \in I} \mathbb{A}^1_k \xrightarrow{\delta^{(1)} = \prod_{i \in I} \delta_i^{(1)}} \mathrm{GL}_V \]

defines a \( \mathrm{GL}_{V(1)} \)-torsor \( P \rightarrow \mathbb{A}^I_k \). One might expect that the resulting torsor \( P \rightarrow \mathbb{A}^I_k \) would be always reduced to a \( \Gamma \)-torsor. However, this is not necessarily true (cf. Example 3.13). Therefore, one really needs to take care about the choice of generators of \( \Gamma \) to control the image of the associated homomorphism \( \pi_{\text{loc}}(A^I_k) \rightarrow \mathrm{GL}_V(1) \). This problem stems from the failure of the formula

\[
\exp(B)A\exp(-B) = \exp(\text{ad}B)A
\]
in positive characteristic (cf. [11, §4]). See also Example 4.11, in which we will see that the condition \( D^2 = 0 \) in Lemma 3.10 cannot be removed.

**Example 3.13.** (Proposed by Dmitriy Rumynin) Let \( k \) be an algebraically closed field of characteristic \( p = 2 \). Let \( L_{\mathbb{C}} \stackrel{\text{def}}{=} \mathfrak{sl}_2(\mathbb{C}) \) with

\[
e = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad f = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad h = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\]

the standard basis \( L_{\mathbb{C}} = \mathbb{C}e \oplus \mathbb{C}h \oplus \mathbb{C}f \). Note that

\[
[e, f] = h, \quad [h, e] = 2e, \quad [h, f] = -2f.
\]

Then by taking reductions modulo \( p = 2 \), we get the following three non-isomorphic restricted Lie algebras of dimension \( 3 \).

1. \( \mathfrak{sl}_{2,k} \simeq (\mathbb{Z}e \oplus \mathbb{Z}f \oplus \mathbb{Z}h) \otimes_{\mathbb{Z}} k \).
2. \( \mathfrak{pgl}_{2,k} \simeq (\mathbb{Z}e \oplus \mathbb{Z}f \oplus \mathbb{Z}^2 h) \otimes_{\mathbb{Z}} k \).
3. \( L \stackrel{\text{def}}{=} (\mathbb{Z}e \oplus \mathbb{Z}^2 f \oplus \mathbb{Z}^2 h) \otimes_{\mathbb{Z}} k \).

The first two restricted Lie algebras are not simple. The last one \( L \) is simple. Set

\[
\tilde{e} \stackrel{\text{def}}{=} e \otimes 1, \quad \tilde{f} \stackrel{\text{def}}{=} \frac{1}{2} f \otimes 1, \quad \tilde{h} \stackrel{\text{def}}{=} \frac{1}{2} h \otimes 1.
\]

Then \( L = k\tilde{e} \oplus k\tilde{f} \oplus k\tilde{h} \) with \( \tilde{e}^{[2]} = \tilde{f}^{[2]} = 0 \) and \( \tilde{h}^{[2]} = \tilde{h} \). Moreover, we have

\[
[	ilde{e}, \tilde{f}] = \tilde{h}, \quad [\tilde{h}, \tilde{e}] = \tilde{e}, \quad [\tilde{h}, \tilde{f}] = \tilde{f}.
\]

Hence, the 2-nilpotent elements \( \tilde{e} \) and \( \tilde{f} \) generate the Lie algebra \( L \).

Set \( \Gamma := \mathfrak{g}(L) \). Then the adjoint representation

\[
\text{ad} : L \rightarrow \mathfrak{g}l_L
\]
corresponds to a homomorphism \( \Gamma \subset \mathrm{GL}_L \). Let \( \delta_i : \mathbb{G}_{a,k} \rightarrow \mathrm{GL}_L \) \((i = 1, 2)\) be the two homomorphisms corresponding to the inclusions \( k\tilde{e} \underset{\text{ad}}{\rightarrow} \mathfrak{g}l_L \) and \( k\tilde{f} \underset{\text{ad}}{\rightarrow} \mathfrak{g}l_L \) respectively. Consider the map \( \lambda : \mathbb{G}_{a,k} \rightarrow \mathrm{GL}_L \) associated with the element

\[
(1 + \text{ad}(\tilde{f}))\text{ad}(\tilde{e})(1 + \text{ad}(\tilde{f})) \in \mathfrak{g}l_L
\]
For any $k$-scheme $T$ and any $u \in G_{a,k}(T)$, we have

$$\lambda(u) = (1 + \text{ad}(\tilde{f}))(1 + \text{ad}(\tilde{e}))u(1 + \text{ad}(\tilde{f})) = \delta_2(1)\delta_1(u)\delta_2(1)$$

If the $GL_{V^{(1)}}$-torsor $P \to \mathbb{A}^2_k$, which is defined as the pullback of the relative Frobenius $F^{(1)} : GL_V \to GL_{V^{(1)}}$ along the map

$$G_{a,k} \times G_{a,k} \xrightarrow{\delta_1 \cdot \delta_2} GL_{V^{(1)}},$$

could be reduced to a $\Gamma$-torsor, then just as was shown in Theorem 3.9, one should have

$$\delta_1(s + u)\delta_2(t + v) = \delta_1(s)\delta_2(t) \cdot \gamma$$

for all $s, t \in G_{a,k}(T), u, v \in \alpha_{p,k}(T)$ and for some $\gamma \in \Gamma(T)$ (depending on $s, t, u, v$). This is true if and only if $\delta_2(-t)\delta_1(u)\delta_2(t + v) \in \Gamma(T)$, or equivalently $\delta_2(t)\delta_1(u)\delta_2(t) \in \Gamma(T)$ (note that $\delta_2(t) = \delta_2(-t)$ and $\delta_2(v) \in \Gamma(T)$). Thus the restriction of $\lambda$ to the subgroup $\alpha_{p,k} \subset G_{a,k}$ takes values in $\Gamma \subset GL_L$. Now considering the map $\text{Lie}(\lambda)$ we get

$$(1 + \text{ad}(\tilde{f}))\text{ad}(\tilde{e})(1 + \text{ad}(\tilde{f})) \in \text{ad}(L) \subset \mathfrak{gl}_L$$

However, this is not the case. Indeed, one can check that

$$(1 + \text{ad}(\tilde{f}))\text{ad}(\tilde{e})(1 + \text{ad}(\tilde{f})) = \text{ad}(\tilde{e}) + \text{ad}(\tilde{h}) + \text{ad}(\tilde{f})\text{ad}(\tilde{h}) \not\in \text{ad}(L),$$

or equivalently

$$\text{ad}(\tilde{f})\text{ad}(\tilde{h}) \not\in \text{ad}(L).$$

Indeed, if there exist $c_1, c_2, c_3 \in k$ such that

$$\text{ad}(\tilde{f})\text{ad}(\tilde{h}) = c_1\text{ad}(\tilde{e}) + c_2\text{ad}(\tilde{f}) + c_3\text{ad}(\tilde{h}),$$

then we have

$$0 = \text{ad}(\tilde{f})\text{ad}(\tilde{h})(\tilde{f}) = c_1\text{ad}(\tilde{e})(\tilde{f}) + c_2\text{ad}(\tilde{f})(\tilde{f}) + c_3\text{ad}(\tilde{h})(\tilde{f}) = c_1\tilde{h} + c_3\tilde{f},$$

hence $c_1 = c_3 = 0$. Moreover, we have $0 = \text{ad}(\tilde{f})\text{ad}(\tilde{h})(\tilde{h}) = c_2\text{ad}(\tilde{f})(\tilde{h}) = c_2\tilde{f}$, hence $c_2 = 0$. However, this contradicts the fact that

$$\text{ad}(\tilde{f})\text{ad}(\tilde{h})(\tilde{e}) = \tilde{h} \neq 0.$$

Therefore, we conclude that $\text{ad}(\tilde{f})\text{ad}(\tilde{h}) \not\in \text{ad}(L)$.

### 4 The non-classical simple Lie algebras in characteristic $p > 3$

Let $\mathbb{N}$ denote the set of non-negative integers, i.e. $\mathbb{N} = \mathbb{Z}_{\geq 0} = \{n \in \mathbb{Z} \mid n \geq 0\}$, which we consider as a commutative ordered monoid in the usual way. For any positive integer $m > 0$, $\mathbb{N}^m$ denotes the set of $m$-tuples of non-negative integers, which we consider as a commutative partially ordered monoid by the component-wise addition and by the rule that for any $m$-tuples $\alpha, \beta \in \mathbb{N}^m$, the inequality $\alpha \leq \beta$ holds if and only if $\alpha_i \leq \beta_i$ for each $1 \leq i \leq m$. For any element $\alpha = (\alpha_1, \ldots, \alpha_m) \in \mathbb{N}^m$, we set

$$|\alpha| \overset{\text{def}}{=} \alpha_1 + \cdots + \alpha_m \in \mathbb{N}. \quad (4.1)$$
For each $1 \leq i \leq m$, we define an element $\epsilon_i \in \mathbb{N}^m$ to be

$$\epsilon_i = (0, \ldots, 0, 1, 0, \ldots, 0), \quad (4.2)$$

where 1 lies only in the $i$-th component. For any two elements $\alpha, \beta \in \mathbb{N}^m$, we set

$$\binom{\alpha}{\beta} \overset{\text{def}}{=} \prod_{i=1}^{m} \binom{\alpha_i}{\beta_i}. \quad (4.3)$$

Consider the polynomial ring $\mathbb{Q}[X_1, \ldots, X_m]$. For each $\alpha \in \mathbb{N}^m$, we set

$$X^{(\alpha)} \overset{\text{def}}{=} \prod_{i=1}^{m} X_i^{(\alpha_i)} \quad \text{with} \quad X_i^{(\alpha_i)} = \frac{X_i^{\alpha_i}}{\alpha_i!}$$

in $\mathbb{Q}[X_1, \ldots, X_m]$. Note that for any elements $\alpha, \beta \in \mathbb{N}^m$, we have

$$X^{(\alpha)} X^{(\beta)} = \binom{\alpha + \beta}{\alpha} X^{(\alpha + \beta)}.$$  

Thus the $\mathbb{Z}$-span $\sum_{\alpha \in \mathbb{N}^m} \mathbb{Z}X^{(\alpha)}$ of $\{X^{(\alpha)} \mid \alpha \in \mathbb{N}^m\}$ in $\mathbb{Q}[X_1, \ldots, X_m]$ gives a commutative $\mathbb{Z}$-algebra, which we denote by

$$A(m)_{\mathbb{Z}} \overset{\text{def}}{=} \sum_{\alpha \in \mathbb{N}^m} \mathbb{Z}X^{(\alpha)} \subset \mathbb{Q}[X_1, \ldots, X_m]. \quad (4.3)$$

### 4.1 The Witt algebras

In this subsection, we recall the definition of the **Witt algebras** following [26, §4.2], which provide us with typical examples of non-classical type simple Lie algebras. Let $k$ be a field of characteristic $p > 0$. For any integer $m \geq 1$, we define the $k$-algebra $A(m)$ to be

$$A(m) \overset{\text{def}}{=} k \otimes_{\mathbb{Z}} A(m)_{\mathbb{Z}}$$

(cf. (4.3)). By abuse of notation, we still write $X^{(\alpha)} \in A(m)$ for the image of $X^{(\alpha)} \in A(m)_{\mathbb{Z}}$ in $A(m)$.

For any $m$-tuple $\mathbf{n} \in \mathbb{Z}^m_{>0}$ of positive integers, we define the finite dimensional $k$-algebra $A(m; \mathbf{n})$ to be the subalgebra of $A(m)$,

$$A(m; \mathbf{n}) \overset{\text{def}}{=} \sum_{0 \leq \alpha \leq \mathbf{p}^\mathbf{n} - 1} k \cdot X^{(\alpha)},$$

where $\mathbf{p}^\mathbf{n} - 1 = (p^{n_1} - 1, \ldots, p^{n_m} - 1)$. Then the algebra $A(m; \mathbf{n})$ has a natural grading of $k$-vector subspaces

$$A(m; \mathbf{n}) = \bigoplus_{i \geq 0} A(m; \mathbf{n})_i \quad \text{with} \quad A(m; \mathbf{n})_i = \sum_{|\alpha| = i} k \cdot X^{(\alpha)}. \quad (4.4)$$

By definition,

$$A(m; \mathbf{n})_i = 0 \quad \text{for} \quad i > |\mathbf{p}^\mathbf{n} - 1| = \sum_{i=1}^{m} p^{n_i} - m. \quad (4.5)$$

and $A(m; \mathbf{n})_{|\mathbf{p}^\mathbf{n} - 1|} = k \cdot X^{(\mathbf{p}^\mathbf{n} - 1)}$ is of dimension one.
Now we define the \textit{m-th Witt algebra} \( W(m; n) \) of weight \( n \) as the Lie subalgebra

\[
W(m; n) \overset{\text{def}}{=} \sum_{i=1}^{m} A(m; n) \partial_i \subseteq \text{Der}_k(A(m; n)),
\]

where the derivations \( \partial_i \) (\( 1 \leq i \leq m \)) are defined by

\[
\partial_i(X^{(\alpha)}) = X^{(\alpha - \epsilon_i)},
\]

which give a basis of \( W(m; n) \) over \( A(m; n) \), \textit{i.e.}

\[
W(m; n) = \bigoplus_{i=1}^{m} A(m; n) \partial_i.
\]

The grading \( (4.4) \) of \( A(m; n) \) gives the \( \mathbb{Z} \)-graded structure on the Lie algebra \( W(m; n) \) (cf. Definition \( 3.3 \)) as follows,

\[
W(m; n) = \bigoplus_{i=1}^{[p^m - 1]} W(m; n)_i \quad \text{with} \quad W(m; n)_i = \sum_{j=1}^{m} A(m; n)_{i+1} \partial_j.
\]

With respect to the gradation, the Witt algebra \( W(m; n) \) has depth \( s(W(m; n)) = 1 \) and height \( h(W(m; n)) = |p^n - 1| - 1 \). The following formula are then easy to verify (cf. [26, §4.2]).

- For any \( \alpha \in \mathbb{N}^m \) and any \( 1 \leq i, j \leq m \),
  \[
  [\partial_i, X^{(\alpha)} \partial_j] = X^{(\alpha - \epsilon_i)} \partial_j.
  \]

- For any \( 0 \leq i \leq h(W(m; n)) \), we have \([W(m; n)_{i-1}, W(m; n)_i] = W(m; n)_{i-1}\).

- For any \( 1 \leq i \leq m \), we have
  \[
  \text{ad}(\partial_i)^{p^m} = 0 \quad (1 \leq i \leq m)
  \]
  in \( \text{Der}(W(m; n)) \).

Indeed, the second and third equations are immediate from the first one \((4.8)\). Note that the second one especially says that the Witt algebra \( W(m; n) \) is generated by the subspaces \( W(m; n)_{-1} \) and \( W(m; n)_{h(W(m; n))} \).

**Lemma 4.1.** If \( k \) is of characteristic \( p > 3 \) or \((p = 3, m > 1)\), or \((p = 3, n > 1)\), and if we set \( U := W(m; n)_{-1} \), then the Witt algebra \( W(m; n) \) with its grading satisfies the conditions (G I), (G II), (G III) in Corollary \( 3.11 \).

**Proof.** Let us check the conditions one by one as follows:

- (G I) follows from the fact that \( s(W(m; n)) = 1 \);
- (G II) follows from the formula: \([W(m; n)_{i-1}, W(m; n)_i] = W(m; n)_{i-1}\);
- (G III) follows from the fact that \( h(W(m; n)) = |p^n - 1| - 1 \geq 2 \) when \( p > 3 \) or \((p = 3, m > 1)\), or \((p = 3, n > 1)\).
Remark 4.2. It is known that the Witt algebra \( W(m; n) \) is simple unless \((m, n, p) = (1, 1, 2)\). In characteristic \( p = 3 \), then the Witt algebra \( W(1; 1) \) is isomorphic to \( \mathfrak{sl}_2 \) as a Lie algebra (cf. [26, §4.4 (B)]), hence it is of classical type (cf. Remark 2.11).

Remark 4.3. If \( n = 1 \), then \( A(m; 1) \simeq k[T_1, \ldots, T_m]/(T_1^p, \ldots, T_m^p) \) as a \( k \)-algebra. Moreover it turns out that
\[
W(m; 1) = \sum_{i=1}^m A(m; 1) \partial_i = \text{Der}_k(A(m; 1)),
\]
hence it has a restricted structure given by the usual \( p \)-th multiplication of derivations \( D \mapsto D^p \).

In terms of the basis \( X^{(\alpha)} \partial_i \), the restricted structure can be described by
\[
(X^{(\alpha)} \partial_i)^{[p]} = \begin{cases} 
X_i \partial_i & \text{if } \alpha = \epsilon_i, \\
0 & \text{otherwise}.
\end{cases}
\]

Under this restricted structure, the graded Lie algebra \( W(m; 1) \) gives a \( \mathbb{Z} \)-graded restricted Lie algebra in the sense of Definition 3.3.

For any \( 1 \leq i \leq m \), we define the map \( v_i : A(m; n) \to \mathbb{Z} \cap [0, p^{n_i}] \) to be
\[
v_i(f) = \begin{cases} 
\min\{\alpha_i \mid c_\alpha \neq 0\} & \text{if } f \neq 0, \\
p^{n_i} & \text{if } f = 0
\end{cases}
\]
for any \( f = \sum_{0 \leq \alpha \leq p^{n_i}-1} c_\alpha X^{(\alpha)} \in A(m; n) \). Moreover, let us define the map
\[
d_i : W(m; n) \to \mathbb{Z} \cap [-1, p^{n_i}]
\]
to be
\[
d_i(D) = \begin{cases} 
\min\{v_i(f_j) - \delta_{ij} \mid j = 1, \ldots, m\} & \text{if } D \neq 0, \\
p^{n_i} & \text{if } D = 0
\end{cases}
\]
for any \( D = \sum_{j=1}^m f_j \partial_j \in W(m; n) \). Note that \( d_i(D) = p^{n_i} \) if and only if \( D = 0 \). For later use, we put some computations here.

Lemma 4.4. Suppose that \( k \) is a field of characteristic \( p > 0 \). Fix \( 1 \leq i \leq m \).

(1) Any non-zero element \( 0 \neq D \in W(m; n) \) can be uniquely written as
\[
D = \sum_{\beta_0 \leq \beta \leq p^{n_i}-1} X^{(\beta)} D_\beta
\]
so that \( D_{\beta_0} \neq 0 \) and \([\partial_i, D_\beta] = 0\) for any \( \beta_0 \leq \beta \leq p^{n_i} - 1 \). Then we have
\[
d_i(D) = \begin{cases} 
\beta_0 & \text{if } D_{\beta_0}(X_i) = 0, \\
\beta_0 - 1 & \text{if } D_{\beta_0}(X_i) \neq 0.
\end{cases}
\]

(2) For any \( D, E \in W(m; n) \), we have
\[
d_i(D + E) \geq \min\{d_i(D), d_i(E)\}.
\]
(3) For any \( D, E \in W(m; n) \), we have

\[
d_i([D, E]) \geq \min\{p^{\alpha_i}, d_i(D) + d_i(E)\}.
\]

Hence, \([D, E] = 0\) if \( d_i(D) + d_i(E) \geq p^{\alpha_i} \).

(4) For any \( D, E \in W(m; n) \) satisfying \( d_i(D) + d_i(E) - 1 \geq p^{\alpha_i} \), we have

\[
\text{ad}(D)\text{ad}(E) = 0.
\]

Proof. (1) The first assertion is immediate from the definition of the Witt algebra \( W(m; n) \). Then the last assertion follows from the definition of the map \( d_i \) (cf. (4.10)).

(2) If \( D = 0 \) or \( E = 0 \), then this is true. So let us assume that \( D \neq 0 \) and \( E \neq 0 \). Let us write

\[
D = \sum_{\beta_0 \leq \beta \leq p^{\alpha_i} - 1} X_i^{(\beta)} D_\beta, \quad E = \sum_{\gamma_0 \leq \gamma \leq p^{\alpha_i} - 1} X_i^{(\gamma)} E_\gamma
\]

so that \( D_{\beta_0} \neq 0 \) and \( E_{\gamma_0} \neq 0 \) and \([\partial_i, D_\beta] = [\partial_i, E_\gamma] = 0\). Without loss of generality, we may assume that \( \beta_0 \leq \gamma_0 \). If \( \beta_0 < \gamma_0 \), by (1), we have \( d_i(D + E) = d_i(D) = \min\{d_i(D), d_i(E)\} \). Hence, the inequality holds. On the other hand, let us assume that \( \beta_0 = \gamma_0 \). Then we have

\[
D + E = \sum_{\beta_0 \leq \beta \leq p^{\alpha_i} - 1} X_i^{(\beta)} (D_\beta + E_\beta).
\]

If \( D_{\beta_0} + E_{\beta_0} = 0 \), then we have \( d_i(D + E) \geq \beta_0 \geq d_i(D), d_i(E) \). Hence, the inequality holds. Let us assume that \( D_{\beta_0} + E_{\beta_0} \neq 0 \). If \( (D_{\beta_0} + E_{\beta_0})(X_i) = 0 \), then by (1), we have \( d_i(D + E) = \beta_0 \geq d_i(D), d_i(E) \), hence the inequality. If \( (D_{\beta_0} + E_{\beta_0})(X_i) \neq 0 \), then \( D_{\beta_0}(X_i) \neq 0 \) or \( E_{\beta_0}(X_i) \neq 0 \), hence, by (1), we have \( d_i(D + E) = \beta_0 - 1 = \min\{d_i(D), d_i(E)\} \). This completes the proof.

(3) If \([D, E] = 0\), the inequality holds. Hence, let us suppose that \([D, E] \neq 0\). Let us write as in (1),

\[
D = \sum_{\beta_0 \leq \beta \leq p^{\alpha_i} - 1} X_i^{(\beta)} D_\beta, \quad E = \sum_{\gamma_0 \leq \gamma \leq p^{\alpha_i} - 1} X_i^{(\gamma)} E_\gamma
\]

so that \( D_{\beta_0} \neq 0 \) and \( E_{\gamma_0} \neq 0 \) and \([\partial_i, D_\beta] = [\partial_i, E_\gamma] = 0\). Then we have

\[
[D, E] = \sum_{\beta_0 \leq \beta \leq p^{\alpha_i} - 1} \sum_{\gamma_0 \leq \gamma \leq p^{\alpha_i} - 1} [X_i^{(\beta)} D_\beta, X_i^{(\gamma)} E_\gamma].
\]

First assume that \([X_i^{(\beta_0)} D_{\beta_0}, X_i^{(\gamma_0)} E_{\gamma_0}] = 0\). Note that

\[
[X_i^{(\beta_0 + 1)} D_{\beta_0 + 1}, X_i^{(\gamma_0)} E_{\gamma_0}] + [X_i^{(\beta_0)} D_{\beta_0}, X_i^{(\gamma_0 + 1)} E_{\gamma_0 + 1}] = X_i^{(\beta_0 + 1)} X_i^{(\gamma_0 - 1)} D_{\beta_0 + 1}(X_i) E_{\gamma_0} - X_i^{(\beta_0)} X_i^{(\gamma_0)} E_{\gamma_0}(X_i) D_{\beta_0 + 1} + X_i^{(\beta_0)} X_i^{(\gamma_0)} D_{\beta_0}(X_i) E_{\gamma_0 + 1} - X_i^{(\beta_0 - 1)} X_i^{(\gamma_0 + 1)} E_{\gamma_0 + 1}(X_i) D_{\beta_0} = X_i^{(\beta_0 + \gamma_0)} F_{\beta_0 + \gamma_0}
\]

with

\[
F_{\beta_0 + \gamma_0} = \left( \frac{\beta_0 + \gamma_0}{\beta_0 + 1} \right) D_{\beta_0 + 1}(X_i) E_{\gamma_0} - \left( \frac{\beta_0 + \gamma_0}{\gamma_0} \right) E_{\gamma_0}(X_i) D_{\beta_0 + 1} + \left( \frac{\beta_0 + \gamma_0}{\beta_0} \right) D_{\beta_0}(X_i) E_{\gamma_0 + 1} - \left( \frac{\beta_0 + \gamma_0}{\beta_0 - 1} \right) E_{\gamma_0 + 1}(X_i) D_{\beta_0}.
\]

\]
If \( E^{\gamma_0}(X_i) = D_{\beta_0}(X_i) = 0 \), then \( F_{\beta_0+\gamma_0}(X_i) = 0 \). Therefore, the result (1) implies that

\[
d_i([D, E]) \geq \min\{p_i^n, \beta_0 + \gamma_0\} = \min\{p_i^n, d_i(D) + d_i(E)\}.
\]

If \( F_{\beta_0+\gamma_0}(X_i) \neq 0 \), then \( E^{\gamma_0}(X_i) \neq 0 \) or \( D_{\beta_0}(X_i) \neq 0 \). Thus, again by (1), we have

\[
d_i([D, E]) \geq \min\{p_i^n, \beta_0 + \gamma_0 - 1\} = \min\{p_i^n, d_i(D) + d_i(E)\}.
\]

It remains to handle the case when \( [X_i^{(\beta_0)}D_{\beta_0}, X_i^{(\gamma_0)}E_{\gamma_0}] \neq 0 \). Note that there exists a natural action of \( \Omega \) and \( \Omega \) which canonically extends to an action on \( \mathfrak{g} \).

\[
\text{We continue to use the same notation as in §4.1.}
\]

We have assumed that \( \mathfrak{g} \) is a Lie algebra over \( k \). Inductively, for any \( i > 0 \), we define \( L^{(i)} \) to be the derived subalgebra of \( L^{(i-1)} \), i.e. \( L^{(i)} \defeq [L^{(i-1)}, L^{(i-1)}] \). Moreover, we set \( L^{(\infty)} \defeq \bigcup_{i=1}^{\infty} L^{(i)} \). As we have assumed that \( \mathfrak{g} \) is finite dimensional, there exists an integer \( n > 0 \) such that \( L^{(\infty)} \cong L^n \).

We continue to use the same notation as in §4.1. We define

\[
\Omega^0(m; n) \defeq A(m; n), \quad \Omega^1(m; n) \defeq \text{Hom}_{A(m; n)}(W(m; n), A(m; n)),
\]

and \( \Omega^r(m; n) \defeq \wedge^r \Omega^1(m; n) \) for \( r > 1 \). Then we have the natural map \( d : A(m; n) \longrightarrow \Omega^1(m; n) ; f \longmapsto df \), where \( df(D) \defeq D(f) \) for any \( D \in W(m; n) \), and \( dX_1, \ldots, dX_m \) then form a free basis of \( \Omega^1(m; n) \). Note that there exists a natural action of \( W(m; n) \) on \( \Omega^1(m; n) \), i.e.

\[
W(m; n) \times \Omega^1(m; n) \longrightarrow \Omega^1(m; n) ; (D, \omega) \longmapsto D(\omega(-)) - \omega([D, -]),
\]

\[
\Omega^r(m; n) \longrightarrow \Omega^{r+1}(m; n), \quad (D, \omega) \longmapsto D(\omega(-)) - \omega([D, -]),
\]

which canonically extends to an action on \( \Omega^r(m; n) \) for any \( r \). This action is just the Lie derivative of differential geometry.

Let us consider the following differential forms (cf. [26, §4.2])

\[
\omega_S = dX_1 \wedge \cdots \wedge dX_m, \quad m \geq 2. \tag{4.11}
\]
\[ \omega_H = \sum_{i=1}^{r} dX_i \land dX_{i+r}, \quad m = 2r. \]  

(4.12)

\[ \omega_K = dX_{2r+1} + \sum_{i=1}^{2r} \sigma(i) X_i dX_i', \quad m = 2r + 1 \]

(4.13)

where

\[ i' = \begin{cases} i + r & \text{if } 1 \leq i \leq r, \\ i - r & \text{if } r + 1 \leq i \leq 2r. \end{cases} \]

(4.14)

**Remark 4.5.** Note that in the case when \( m = 2 = 2r \), we have \( \omega_S = \omega_H \). Thus, in [26] and also in other references, the index \( m \) is usually assumed to be \( m \geq 3 \) for the differential form \( \omega_S \). However, we basically do not assume \( m \neq 2 \) in the sequel. This is convenient for handling non-graded simple Lie algebras (cf. §4.3). In the case when \( m = 2 \), we also have \( S(2; n) = H(2; n) \) (see below).

### 4.2.1 The Special algebras

Let \( m \geq 2 \) be an integer and \( n \in \mathbb{Z}_{\geq 0}^m \). The **Special algebra** \( S(m; n) \) is the Lie subalgebra of \( W(m; n) \) defined as

\[ S(m; n) \overset{\text{def}}{=} \{ D \in W(m; n) ; D(\omega_S) = 0 \} \]

(cf. (4.11)). If \( m \geq 3 \), then the derived subalgebra \( S(m; n)^{(1)} \) is simple, and hence \( S(m; n)^{(\infty)} = S(m; n)^{(1)} \subset S(m; n) \) (cf. [26, §4.2, p.187]). The Lie algebra \( S(m; n)^{(k)} \ (k = 0, 1) \) has a natural grading induced by the one of \( W(m; n) \), i.e.

\[ S(m; n)^{(k)} = \bigoplus_{i \in \mathbb{Z}} S(m; n)^{(k)}_i \quad \text{where} \quad S(m; n)_i^{(k)} \overset{\text{def}}{=} S(m; n)^{(k)} \cap W(m; n)_i. \]  

(4.15)

The first derived subalgebra \( S(m; n)^{(1)} \) has a more explicit description. For any \( 1 \leq i, j \leq m \), consider the map

\[ D_{i,j} : A(m; n) \rightarrow W(m; n) ; \quad f \mapsto \partial_j(f) \partial_i - \partial_i(f) \partial_j. \]

Then \( S(m; n)^{(1)} \) is the Lie subalgebra of \( W(m; n) \) spanned by \( D_{i,j}(f) \ (1 \leq i < j \leq m, \ f \in A(m; n)) \). This description immediately implies that

\[ h(S(m; n)^{(1)}) = |p^n - 1| - 2 \quad \text{and} \quad S(m; n)^{(1)}_{|p^n-1|-2} = \sum_{i<j}^{\infty} k \cdot D_{i,j}(X^{(p^n-1)}) \]

\[ s(S(m; n)^{(k)}) = 1 \ (k = 0, 1) \quad \text{and} \quad S(m; n)_{-1}^{(1)} = S(m; n)_{-1} = W(m; n)_{-1}. \]

Moreover, by making use of the formula (4.8), one can easily see that

- For any \( \alpha \in \mathbb{N}^m \) and any \( 1 \leq i, j, k \leq n \),

\[ [\partial_i, D_{j,k}(X^{(\alpha)})] = D_{j,k}(X^{(\alpha-\epsilon_i)}). \]  

(4.16)

- For any \( 0 \leq i \leq h(S(m; n)^{(1)}) \), we have

\[ [S(m; n)_{-1}^{(1)}, S(m; n)_i^{(1)}] = S(m; n)_{i-1}^{(1)}. \]  

(4.17)

**Lemma 4.6.** If \( k \) is of characteristic \( p \geq 3 \), and if we set \( U := S(m; n)^{(1)}_{-1}, \) then \( S(m; n)^{(1)} \) with its grading satisfies the conditions (G I), (G II), (G III) in Corollary 3.11.
Proof. Let us check the conditions one by one as follows:

- (G I) follows from the fact that \( s(S(m; n)^{(1)}) = 1; \)
- (G II) follows from the formula: \([S(m; n)^{(1)}_i, S(m; n)^{(1)}_j] = S(m; n)^{(1)}_{i-j}; \)
- (G III) follows from the fact that \( h(S(m; n)^{(1)}) = |p^n - 1| - 2 \geq 2 \) when \( p \geq 3 \) (note that \( m \geq 2 \) by definition).

\[\square\]

4.2.2 The Hamiltonian algebras

Here, we apply the previous notation as \( m \coloneqq 2r.\) The Hamiltonian algebra \( H(2r; n) \) is the Lie subalgebra of \( W(2r; n) \) defined as

\[
H(2r; n) \coloneqq \{ D \in W(2r; n) ; D(\omega_H) = 0 \}
\]

(cf. (4.12)). Then the Lie algebra \( H(2r; n)^{(2)} \) is simple, and hence \( H(2r; n)^{(\infty)} = H(2r; n)^{(2)} \subset H(2r; n) \) (cf. [26, §4.2, p.188]). The Lie algebra \( H(2r; n)^{(l)} \) (\( 0 \leq l \leq 2 \)) has a natural grading induced by the one of \( W(2r; n) \) in the same way as (4.15), i.e. by putting \( H(2r; n)^{(l)}_{i} \coloneqq H(2r; n)^{(l)} \cap W(m; n)_{i} \) for \( i \in \mathbb{Z}. \)

Consider the linear map

\[
D_H : A(2r; n) \rightarrow W(2r; n) ; f \mapsto \sum_{i=1}^{2r} \sigma(i) \partial_i(f) \partial_i'
\]

(cf. (4.14)). Then the first derived subalgebra \( H(2r; n)^{(1)} \) is the Lie subalgebra of \( W(2r; n) \) generated by \( D_H(X^{(\alpha)}) \) for \( 0 < \alpha \leq p^n - 1.\) If we consider the Poisson bracket on \( A(2r; n),\)

\[
\{ f, g \} \coloneqq \sum_{i=1}^{2r} \sigma(i) \partial_i(f) \partial_i'(g),
\]

then we have

\[
[D_H(f), D_H(g)] = D_H(\{ f, g \}). \tag{4.18}
\]

The following are immediate for \( l = 1, 2.\)

\[
h(H(2r; n)^{(l)}) = |p^n - 1| - 1 - l \text{ and } H(2r; n)^{(l)}_{|p^n-1|-1-l} = \left\{ \begin{array}{ll}
k \cdot D_H(X^{(p^n-1)}) & \text{if } l = 1, \\
\sum_{i=1}^{2r} k \cdot D_H(X^{(p^n-1-i)}) & \text{if } l = 2,
\end{array} \right.
\]

\[
s(H(2r; n)^{(l)}) = 1 \text{ and } H(2r; n)^{(l)}_{-1} = W(2r; n)_{-1}.
\]

Furthermore, by (4.18), one immediately obtain the following.

- For \( 1 \leq i \leq 2r \) and \( \alpha \in \mathbb{N}^{2r},\)

\[
[D_H(X_i), D_H(X^{(\alpha)})] = D_H(\{ X_i, X^{(\alpha)} \}) = \sigma(i) D_H(X^{(\alpha-\epsilon_i)}). \tag{4.19}
\]

- Therefore, for any \( l = 1, 2 \) and any \( 0 \leq i \leq h(H(2r; n)^{(l)}),\)

\[
[H(2r; n)^{(l)}_{i-1}, H(2r; n)^{(l)}_{i}] = H(2r; n)^{(l)}_{i-1}. \tag{4.20}
\]
Lemma 4.7. If \( k \) is of characteristic \( p > 3 \) or \( (p = 3, r > 1) \) or \( (p = 3, n > 1) \), and if we set \( U := H(2r; n)^{(2)}_1 \), then \( H(2r; n)^{(2)} \) with its grading satisfies the conditions (G I), (G II), (G III) in Corollary 3.11.

Proof. Let us check the conditions one by one as follows:

- (G I) follows from the fact that \( s(H(2r; n)^{(2)}) = 1 \);
- (G II) follows from the formula: \[ H(2r; n)^{(2)}_i, H(2r; n)^{(2)}_i = H(2r; n)^{(2)}_i^{-1} \];
- (G III) follows from the fact that \( h(H(2r; n)^{(2)}) = |p^n - 1| - 3 \geq 2 \) when \( p > 3 \) or \( (p = 3, r > 1) \) or \( (p = 3, n > 1) \).

\( \square \)

Remark 4.8. It is known that if \( p = 3 \), then the simple Hamiltonian algebra \( H(2; 1)^{(2)} \) is isomorphic to \( \mathfrak{psl}_3 \) (cf. [26, §4.4 (B)]), hence it is of classical type (cf. Remark 2.11).

4.2.3 The Contact algebras

Finally we recall the description of the derived subalgebra \( K(2r + 1; n)^{(1)} \) of the Contact algebra

\[ K(2r + 1; n)^{(1)} := \{ D \in W(2r + 1; n) ; D(\omega_K) \in A(2r + 1; n) \omega_K \} \]

(cf. (4.13)). For this aim, we follow [26, §4.2] and [28, §4.5]. Here we always assume that \( k \) is of characteristic \( p > 2 \). Define the linear map

\[ D_K : A(2r + 1; n) \rightarrow W(2r + 1; n) \]

to be

\[ D_K(f) = \sum_{j=1}^{2r} (\sigma(j) \partial_j(f) + X_j \partial_{2r+1}(f)) \partial_j + (2f - \sum_{j=1}^{2r} X_j \partial_j(f)) \partial_{2r+1}. \]

We lift the Poisson bracket (4.18) on \( A(2r; n) \) to the one \( \{ - , - \} \) on \( A(2r + 1; n) \) by composing with the projection \( A(2r + 1; n) \rightarrow A(2r; n) \) given by \( X_{2r+1} \mapsto 0 \).

According to [28, §4.5, Theorem 5.5], we have

- \( K(2r + 1; n)^{(1)} \) is a simple Lie algebra;
- \( K(2r + 1; n)^{(1)} \) can be described as follows:

\[ K(2r + 1; n)^{(1)} := \begin{cases} D_K(A(2r + 1; n)) = \sum_{0 \leq \alpha \leq p^n - 1} k \cdot D_K(X^{(\alpha)}) & \text{if } 2r + 1 \not\equiv -3 \pmod{p}, \\ \sum_{0 \leq \alpha < p^n - 1} k \cdot D_K(X^{(\alpha)}) & \text{if } 2r + 1 \equiv -3 \pmod{p}. \end{cases} \]

In contrast to the Special or Hamiltonian algebras, the grading of the Lie algebra \( K(2r + 1; n)^{(1)} \) does not come from the one of the Witt algebra \( W(2r + 1; n) \). The grading

\[ K(2r + 1; n)^{(1)} = \bigoplus_{i \in \mathbb{Z}} K(2r + 1; n)^{(1)}_i \]

is in fact given by (cf. [28, §4.5, Proposition 5.3 (2)])

\[ K(2r + 1; n)^{(1)} := \sum_{|\alpha| = i} k \cdot D_K(X^{(\alpha)}). \]
Then, it turns out that the depth of $K(2r + 1; n)^{(1)}$ is $s = 2$ and the height is $h = \sum_{i=1}^{2r+1} p^{\alpha_i} + p^{n+2r+1} - (2r+4)$ if $2r+1 \not\equiv -3 \pmod p$, and $h = \sum_{i=1}^{2r+1} p^{\alpha_i} + p^{n+2r+1} - (2r+5)$ otherwise. Moreover,

$$K(2r + 1; n)^{(1)}_{-1} = \sum_{j=1}^{2r} k \cdot D_K(X_i),$$

$$K(2r + 1; n)^{(1)}_{-2} = k \cdot D_K(1) = k \cdot \partial_{2r+1} = [K(2r + 1; n)^{(1)}_{-1}],$$

More generally, by using the equations [26, §4.2 (4.2.12), (4.2.13)], one can get

$$[K(2r + 1; n)^{(1)}_{-1}, K(2r + 1; n)^{(1)}_{i}] = K(2r + 1; n)^{(1)}_{i-1}$$

for $-1 \leq i \leq h(K(2r + 1; n)^{(1)})$. See also [3, 4.1.1 Proposition]. As $[K(2r + 1; n)^{(1)}_{-1}, K(2r + 1; n)^{(1)}_{-2}] \neq 0$, one cannot take $U = K(2r + 1; n)^{(1)}_{-1}$ in Corollary 3.11 for the Contact algebra $K(2r + 1; n)^{(1)}$ (cf. Example 4.11). Thus, we change the generators in the following way.

**Lemma 4.9.** Let $k$ be a field of characteristic $p > 3$. Let $L = K(2r + 1; n)^{(1)}$ with $h = h(L)$. Define the subspaces $U^+, U^- \subset L$ to be

$$U^- \overset{\text{def}}{=} \sum_{i=1}^{2r} k \cdot D_K(X_i),$$

$$U^+ \overset{\text{def}}{=} \sum_{j=r+1}^{2r} k \cdot D_K(X_j^{(n+1)}) + L_h.$$  

Then the subspaces $U^\pm$ satisfy the conditions (I), (II) and (III) in Theorem 3.9 with respect to the adjoint representation $\text{ad} : L \longrightarrow \text{Der}(L) \subset \mathfrak{gl}_L$.

**Proof.** We consider another bracket $\langle - , - \rangle$ on $A(2r + 1; n)$ defined by

$$\langle X^\alpha, X^\beta \rangle \overset{\text{def}}{=} \{ X^\alpha, X^\beta \} + \left( \frac{||\beta||}{\beta} \left( \frac{\alpha + \beta - \epsilon_{2r+1}}{\beta} \right) - ||\alpha|| \left( \frac{\alpha + \beta - \epsilon_{2r+1}}{\alpha} \right) \right) X^{(\alpha + \beta - \epsilon_{2r+1})}, \ (4.21)$$

where we set

$$||\alpha|| \overset{\text{def}}{=} \sum_{j=1}^{2r} \alpha_j + 2\alpha_{2r+1} - 2.$$  

According to [26, §4.2 (4.2.10)] or [28, §4.5, Proposition 5.2], we have

$$[D_K(X^\alpha), D_K(X^\beta)] = D_K(\{ X^\alpha, X^\beta \}).$$

Let us check the condition (I). For any $1 \leq i \leq r$, as $i' = r + i$, we have

$$[D_K(X_i), D_K(X_i^{(r+i)})] = D_K(\{ X_i, X_i^{(r+i)} \}) \overset{(4.21)}{=} D_K(\{ X_i, X_i^{(r)} \}) = D_K(X_i^{(r+1)}).$$

for any $\alpha > 0$. Therefore, $L^-_{-1}$ is contained in the Lie subalgebra generated by $U^\pm$. As $L_h \subset U^+$, it follows that $L$ is generated by $U^\pm$, hence the condition (I) is satisfied.

For any $1 \leq i < j \leq r$, we have $j \neq i'$ (cf. (4.14)), hence

$$[D_K(X_i), D_K(X_j)] = D_K(\{ X_i, X_j \}) \overset{(4.21)}{=} D_K(\{ X_i, X_j \}) = 0.$$  
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Moreover, for any $1 \leq i \leq r$, we have $D_K(X_i) = \partial_i + X_i\partial_{2r+1}$, which immediately implies that
\[
\text{ad}(D_K(X_i))^{p^k} = \text{ad}(\partial_i)^{p^k}
\]
for any $k > 0$. Thus, the condition (II) is fulfilled by the equation (4.9).

Let us check the last condition (III). However, as one can easily check that $h = h(L) > s(L) = 2$, by the same argument as in the proof of Corollary 3.11, we have $\text{ad}(Lh)^2 = 0$. Thus, it suffices to show that $\text{ad}(D_K(X_j^{(p^r-1)}))^2 = 0$ on $L$ for each $r + 1 \leq j \leq 2r$. By definition, for each $r + 1 \leq j \leq 2r$, we have $d_j(D_K(X_j^{(p^r-1)})) \geq p^{n_j} - 2$ (cf. Lemma 4.4(1)). Therefore, the desired vanishing $\text{ad}(D_K(X_j^{(p^r-1)}))^2 = 0$ follows from Lemma 4.4(4), here we need the assumption that $p > 3$. Hence, the condition (III) is satisfied. This completes the proof. \(\square\)

**Remark 4.10.** If $L$ is a simple Lie subalgebra of $W(m; n)$, then for any elements $D, E \in L \subseteq W(m; n)$, the condition that
\[
\text{ad}(D)\text{ad}(E) = 0
\]
as an element of $\text{Der}(W(m; n))$ implies that the same is true as an element of $\text{Der}(L)$. In particular, to check the condition (III) in Theorem 3.9 for $L$ with respect to the adjoint representation $\text{ad}: L \rightarrow \text{Der}(L)$, one can freely use Lemma 4.4.

**Example 4.11.** In Lemma 3.10, the assumption that $D^2 = 0$ is not removable. Here, we offer a counterexample in characteristic $p = 3$. Let $k$ be a field of characteristic $p = 3$ and $L = K(3; 1)^{(1)}$ be the Contact algebra. Note that
\[
D_K(X_1) = \partial_2 + X_1\partial_3, \\
D_K(X_2) = -\partial_1 + X_2\partial_3, \\
[D_K(X_1), D_K(X_2)] = D_K(1) = 2\partial_3.
\]
As $D_K(X_i)^3 = 0$ on $A(3; 1)$ for $i = 1, 2$, we get the exponential map (cf. Theorem 3.1)
\[
\delta_i : \mathbb{G}_a \rightarrow \text{GL}_{A(3; 1)} ; t \mapsto 1 + tD_K(X_i) + t^2D_K(X_i)^2/2
\]
whose derivation is the natural inclusion $d\delta_i : k = \text{Lie}(\mathbb{G}_a) \rightarrow \mathfrak{g}_{A(3; 1)} ; a \mapsto aD_K(X_i)$. Let $\Gamma \subset \text{GL}_{A(3; 1)^{(1)}}$ be the subgroup scheme of height one associated with the restricted Lie subalgebra $L = K(3; 1)^{(1)} \subset \text{Der}(A(3; 1)) \subset \mathfrak{g}_{A(3; 1)}$. Then the map
\[
\xi : \mathbb{G}_{a, k} \times \Gamma \rightarrow \text{GL}_{A(3; 1)^{(1)}} ; (t, u) \mapsto \delta_1(t)^{-1}u\delta_1(t)
\]
does not have image in $\Gamma$. Indeed, if it does, we must have
\[
\xi(\{1\} \times \delta_2(\alpha_3)) \subseteq \xi(\mathbb{G}_{a, k} \times \Gamma) \subseteq \Gamma. \tag{4.22}
\]
As
\[
\xi(1, \delta_2(v)) = \delta_1(1)^{-1}\delta_2(v)\delta_1(1) = 1 + v\delta_1(1)^{-1}D_K(X_2)\delta_1(1) + v^2(\delta_1(1)^{-1}D_K(X_2)\delta_1(1))^2/2,
\]
the inclusion (4.22) amounts to saying that
\[
E \overset{\text{def}}{=} \delta_1(1)^{-1}D_K(X_2)\delta_1(1) \in L.
\]
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4.3 The non-graded Cartan type simple Lie algebras

4.3.1 The non-graded Special algebras

We use the same notation as in §4.3.1. The non-graded Special algebras

We call both of them the filtered Special algebras

Moreover, they are simple Lie algebras, and the associated graded Lie algebra embedded as a $\mathbb{Z}$-graded Lie algebra into the graded Special algebra $S(m; n)$ described in the following way (cf. [26, Theorems 6.3.7 and 6.3.10]).

$$S(m; n; \Phi(\tau))^{(1)} = \sum_{i=1}^{m} k \cdot (1 - X^{(p^n-1)}) \partial_i + \sum_{i \geq 0} S(m; n)_i^{(1)}.$$  \hspace{1cm} (4.23)

$$S(m; n; \Phi(l)) = \sum_{j \neq l} \sum_{\alpha \leq p^n-1} k \cdot (D_{l,j}(X^{(\alpha)}) - X^{(p^{n-1})}X^{(\alpha)} \partial_j) + \sum_{j,k \neq l} \sum_{\alpha \leq p^n-1} k \cdot D_{j,k}(X^{(\alpha)}) + \sum_{j \neq l} k \cdot (\prod_{i \neq j} X^{(p^n-1)}) \partial_j.$$ \hspace{1cm} (4.24)

In both the cases $L = S(m; n; \Phi(\tau))^{(1)}$ and $L = S(m; n; \Phi(l))$, we have

$$L_{(h)} = S(m; n)_{(h)}^{(1)} = \sum_{i < j} k \cdot D_{ij}(X^{(p^n-1)}) \quad \text{and} \quad h = h(L) = |p^n - 1| - 2.$$  

Moreover, they are simple Lie algebras, and the associated graded Lie algebra $\text{gr}\, L$ is naturally embedded as a $\mathbb{Z}$-graded Lie algebra into the graded Special algebra $S(m; n)$ so that

$$S(m; n)^{(1)} \subset \text{gr}\, L \subset S(m; n).$$

We call both of them the Special algebras.

**Lemma 4.12.** Let $k$ be a field of characteristic $p > 3$.

1. Let $L = S(m; n; \Phi(\tau))^{(1)}$ with $h = h(L)$. Define the subspaces $U^-, U^+ \subset L$ to be

$$U^- = k \cdot (1 - X^{(p^n-1)}) \partial_1,$$

$$U^+ = \sum_{j=2}^{m} k \cdot X_{1}^{(p^{n-2})} \partial_j + L_{(h)}.$$ 

Then $U^\pm$ satisfy the conditions (I), (II) and (III) in Theorem 3.9 with respect to the adjoint representation $\text{ad} : L \rightarrow \text{Der}(L) \subset \mathfrak{gl}_L$. 
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(2) Let $L = S(m; n; \Phi(l))$ with $h = h(L)$. Define the subspaces $U^{-}, U^{+} \subset L$ to be

$$U^{-} = \sum_{i \neq l} k \cdot \partial_{i},$$

$$U^{+} = \sum_{j \neq l} k \cdot (D_{l,j}(\prod_{i \neq l} X_{i}^{(p^{ni}-1)}) - X^{(p^{n-1})} \partial_{j}) + L(h).$$

Then $U^{\pm}$ satisfy the conditions (I), (II) and (III) in Theorem 3.9 with respect to the adjoint representation $\text{ad} : L \rightarrow \text{Der}(L) \subset \mathfrak{gl}_{L}$.

Proof. (1) As $U^{-}$ is one dimensional, obviously we have $[U^{-}, U^{-}] = 0$. Let $U \overset{\text{def}}{=} \sum_{j=2}^{m} k \cdot X_{1}^{(p^{n-2})} \partial_{j}$. Then $U^{+} = U + L(h)$. From the description (4.23), it follows that the associated graded Lie algebra $\text{gr} L$ is isomorphic to $S(m; n^{(1)})$. Then $U^{-}$ and $U$ are lifts of the subspaces $V^{-} \overset{\text{def}}{=} k \cdot \partial_{1} \subset \text{gr}_{-1} L = S(m; n^{(1)})_{-1}$ and $V \overset{\text{def}}{=} \sum_{j=2}^{m} k \cdot X_{1}^{(p^{n-2})} \partial_{j} \subset \text{gr}_{p^{n-3}} L = S(m; n^{(1)})_{p^{n-3}}$ respectively. By using (4.8), one can see $V^{-}$ and $V$ generate $S(m; n^{(1)})_{-1} = \text{gr}_{-1} L$. Thus, by the equation (4.17), it follows that $V^{-}$ and $V + \text{gr}_{h} L$ generate the graded Lie algebra $\text{gr} L$. Since $V^{-}$ and $V + \text{gr}_{h} L$ are the images of $U^{-}$ and $U^{+} = U + L(h)$ respectively, by Lemma 3.7(1), we can conclude that $U^{\pm}$ generate $L$, hence the condition (I) is fulfilled.

On the other hand, as $X^{(p^{n-1})} \partial_{1} \in L(h) \subset L(p^{n_{1}})$, the equation (4.9) for $i = 1$ implies that

$$\text{ad}((1 - X^{(p^{n-1})})\partial_{1})^{p^{n_{1}}}(L_{(r)}) \subseteq L_{(r+1)}$$

for all $r \geq -1$. Thus it follows that $\text{ad}((1 - X^{(p^{n-1})})\partial_{1})^{l} = 0$ for sufficiently large $l > 0$, hence the condition (II) is satisfied.

It remains to check the condition (III). Let $0 \neq D \in U^{+}$ be a non-zero element. Then $d_{i}(D) \geq p^{n_{i}} - 2$. Therefore, by Lemma 4.4(4), we have $\text{ad}(D)^{2} = 0$. This implies that $U^{+}$ satisfies the condition (III). This completes the proof.

(2) Fix $l' \neq l$. Let $L'$ be the Lie subalgebra of $L$ generated by $U^{+}$ and $U^{-}$. Note that, by (4.8) and (4.16), we have

$$\partial_{l} - X_{l}^{(p^{n_{l}-1})} X_{l'} \partial_{l'} = (\text{ad}(\partial_{l'})^{p^{n_{l}}-2} \cdot \prod_{i \neq l, l'} \text{ad}(\partial_{i})^{p^{n_{i}}-1}) \left( D_{l,l'} \left( \prod_{j \neq l} X_{j}^{(p^{n_{j}-1})} \right) - X^{(p^{n-1})} \partial_{l'} \right) \in L'.$$

Thus, it suffices to show that $U_{0}^{-} \overset{\text{def}}{=} U^{-} + k \cdot (\partial_{l} - X_{l}^{(p^{n_{l}-1})} X_{l'} \partial_{l'}) \subset L'$ and $U^{+}$ generates $L$. First let us show that

$$D_{j,k}(X^{(\alpha)}) \in L'$$

for any $j, k \neq l$ and any $\alpha < p^{n} - 1$. As $j, k \neq l$, we have $D_{j,k}(X^{(\alpha)}) = X_{l}^{(\alpha)} D_{j,k}(\prod_{i \neq l} X_{i}^{(\alpha)})$. Hence,

$$D_{j,k}(X^{(\alpha)}) = \begin{cases} 
[\partial_{l} - X_{l}^{(p^{n_{l}-1})} X_{l'} \partial_{l'}, D_{j,k}(X^{(\alpha+\epsilon_{l})})] & \text{if } \alpha_{l} < p^{n_{l}} - 1, \\
[\partial_{l}, D_{j,k}(X^{(\alpha+\epsilon_{l})})] & \text{if } \alpha_{i} < p^{n_{i}} - 1 \text{ for } i \neq l.
\end{cases}$$

By induction on $|\alpha|$, this implies that for any $j, k \neq l$ and any $\alpha < p^{n} - 1$, we have $D_{j,k}(X^{(\alpha)}) \in L'$. Next let us show that

$$\left( \prod_{i \neq j} X_{i}^{(p^{n_{i}-1})} \right) \partial_{j} \in L'$$
for \( j \neq l \). However, as \( D_{l,j}\left(\prod_{i \neq l} X_i^{(p_{ni}-1)}\right) - X^{(p_{n-1})} \partial_j \in U^+ \) and \( \partial_j \in U^- \), we have
\[
\left(\prod_{i \neq j} X_i^{(p_{ni}-1)}\right) \partial_j = -\text{ad}(\partial_j) X_i^{(p_{ni}-1)} \partial_j - X^{(p_{n-1})} \partial_j \in L'.
\]

Finally, let us show that
\[
D_{l,j}(X^{(\alpha)}) - X_i^{(p_{ni}-1)} X^{(\alpha)} \partial_j \in L'
\]
for \( j \neq l \) and for any \( \alpha < p_n - 1 \). However, if \( \alpha_l > 0 \), then \( D_{l,j}(X^{(\alpha)}) - X_i^{(p_{ni}-1)} X^{(\alpha)} \partial_j = D_{l,j}(X^{(\alpha)}) \).

Thus, we have
\[
D_{l,j}(X^{(\alpha)}) - X_i^{(p_{ni}-1)} X^{(\alpha)} \partial_j = \text{ad}(\partial_l) p_{ni} - 1 - \alpha_l \prod_{i \neq l} \text{ad}(\partial_i) p_{ni} - 1 - \alpha_l (D_{l,j}(X^{(p_{n-1} - 1)}) \in L'.
\]

It remains to handle the case where \( \alpha_l = 0 \). However, in this case, we have
\[
D_{l,j}(X^{(\alpha)}) - X_i^{(p_{ni}-1)} X^{(\alpha)} \partial_j = \prod_{i \neq l} \text{ad}(\partial_i) p_{ni} - 1 - \alpha_l \prod_{i \neq l} \text{ad}(\partial_i) p_{ni} - 1 - \alpha_l (D_{l,j}(X^{(p_{n-1} - 1)}) \in L'.
\]

Therefore, the condition (I) is fulfilled.

The second condition (II) follows from (4.9). Let \( D \) be one of the following elements of \( U^+ \),
\[
(\prod_{i \neq l} X_i^{(p_{ni}-1)}\right) - X^{(p_{n-1})} \partial_j \right) (j \neq l), D_{i,j}(X^{(p_{n-1} - 1)}) (1 \leq i < j \leq m).
\]

Then, as \( m \geq 3 \), \( d_i(D) \geq p_{ni} - 2 \) for some \( 1 \leq i \leq m \). Thus, by Lemma 4.4(4), we get \( \text{ad}(D)^2 = 0 \).

This completes the proof. \(\square\)

### 4.3.2 The non-graded Hamiltonian algebras

Next we handle two classes of filtered deformations of the graded Hamiltonian algebras \( H(2r; n)^{(i)} (i \geq 0) \). The degree \( 2r = 2 \) case has been already discussed in §4.3.1 (cf. Remark 4.5). Thus, let us consider the case where \( 2r \geq 4 \). Let \( A((2r)) \) be the completion of \( A(2r) \) (cf. (4.3)) with respect to the filtration \( \{ A(2r) \}_{0}^{\infty} \), where \( A(2r) \) \( \overset{\text{def}}{=} \sum_{|\alpha| \geq j} k \cdot X^{(\alpha)} \). Let \( W((2r)) \) \( \overset{\text{def}}{=} \sum_{j=1}^{2r} A((2r)) \partial_j \) and \( \Omega^{1}((2r)) \) \( \overset{\text{def}}{=} \text{Hom}_{A((2r))}(W((2r)), A((2r))) \). Moreover, we set \( \Omega^{i}((2r)) \) \( \overset{\text{def}}{=} \wedge^{i} \Omega^{1}((2r)) \) for \( i > 1 \).

**Definition 4.13.** (cf. [26, Definition 6.4.1]) A form \( \omega = \sum_{i,j=1}^{2r} \omega_{ij} dX_i \wedge dX_j \in \Omega^{2}((2r)) \) with \( \omega_{ij} = -\omega_{ji} \) is called a Hamiltonian form if \( d\omega = 0 \) and \( \det(\omega_{ij}) \in A((2r))^{*} \).

For a Hamiltonian form \( \omega \), we set
\[
H((2r; \omega)) \overset{\text{def}}{=} \{ D \in W((2r)) \mid D(\omega) = 0 \},
\]
and, for \( n \in \mathbb{Z}^{2r}_{\geq 1} \),
\[
H((2r; n; \omega)) \overset{\text{def}}{=} H((2r; \omega)) \cap W(2r; n).
\]
Note that if one chooses \( \omega = \sum_{i=1}^{2r} \sigma(i) dX_i \wedge dX_i = 2\omega_H \) (cf. (4.12)), then \( H((2r; n; \omega)^{(\infty)} \simeq H((2r; n))^{(2)} \) (cf. §4.2.2).

**Definition 4.14.** (cf. [26, §6.5])
(1) For a matrix \( \alpha = (\alpha_{ij}) \in M_{2r}(k) \) with \( \alpha_{ij} = -\alpha_{ji} \) and \( n \in \mathbb{Z}_{\geq 1}^{2r} \), we define a Hamiltonian form \( \omega(\alpha) = \omega(\alpha; n) \in \Omega^2((2r); n) \) to be

\[
\omega(\alpha) = \sum_{i=1}^{2r} \sigma(i)dX_i \wedge dX_i + \sum_{i,j=1}^{2r} \alpha_{ij} X_i^{(p_{n_i} - 1)} X_j^{(p_{n_j} - 1)} dX_i \wedge dX_j.
\]

Then the associated filtered simple Lie algebra \( H(2r; n; \omega(\alpha))^{(\infty)} \) (cf. (4.25)) is called a Hamiltonian algebra of first type.

(2) For \( 1 \leq l \leq 2r \) and \( n \in \mathbb{Z}_{\geq 1}^{2r} \), we define a Hamiltonian form \( \omega_{H,l} = \omega_{H,l}(n) \in \Omega^2((2r)) \setminus \Omega^2(2r; n) \) to be

\[
\omega_{H,l} = d(\exp(X_i^{(p_{n_i})}) \sum_{j=1}^{2r} \sigma(j) X_j dX_j).
\]

Then the associated filtered simple Lie algebra \( H(2r; n; \omega_{H,l})^{(\infty)} \) (cf. (4.25)) is called a Hamiltonian algebra of second type.

Let us recall more concrete descriptions of them, which are given in [26, Theorems 6.5.7 and 6.5.8]. For a Hamiltonian form \( \omega = \sum_{i,j=1}^{2r} \omega_{ij} dX_i \wedge dX_j \in \Omega^2((2r)) \), let \( (g) \overset{\text{def}}{=} (\omega_{ij})^{-1} \in GL_{2r}(A((2r))) \). Let us define the \( k \)-linear map \( D_{H,\omega} : A((2r)) \rightarrow W((2r)) \) to be

\[
D_{H,\omega}(f) = - \sum_{i,j=1}^{2r} g_{ij} \partial_i(f) \partial_j.
\]

Then for any \( f, h \in A((2r)) \), we have

\[
[D_{H,\omega}(f), D_{H,\omega}(h)] = D_{H,\omega}(D_{H,\omega}(f)(h))
\]

(cf. [26, (6.5.5)]). Note that \( \text{Ker}(D_{H,\omega}) = k \cdot 1 \), and we have \( H((2r; \omega)) = D_{H,\omega}(A((2r))) \) (cf. [26, Theorem 6.5.6]). In fact, for any \( f, h \in A((2r)) \), if one set

\[
\{f, h\}_\omega \overset{\text{def}}{=} - D_{H,\omega}(f)(h) = \sum_{i,j=1}^{2r} g_{ij} \partial_i(f) \partial_j(h),
\]

then \( \{\cdot, \cdot\}_\omega \) defines a Poisson bracket on \( A((2r)) \), for which \( k \cdot 1 = \text{Ker}(D_{H,\omega}) \) is the center of \( A((2r)) \), and the map \( D_{H,\omega} \) induces an isomorphism of infinite dimensional Lie algebras

\[
(A((2r)), \{\cdot, \cdot\}_\omega)/k \cdot 1 \overset{\cong}{\longrightarrow} H((2r; \omega)).
\]

The description in terms of Poisson brackets holds similarly for the truncated Hamiltonian algebras \( H(2r; n; \omega) \).

Let us apply the description (4.29) to the Hamiltonian algebra \( H(2r; n; \omega(\alpha))^{(\infty)} \) of first type (cf. Definition 4.14(1)). In fact, according to [26, Theorem 6.5.7], one can have

\[
H(2r; n; \omega(\alpha))^{(\infty)} = H(2r; n; \omega(\alpha))^{(1)} = \begin{cases}
\sum_{0 < \beta < p^n - 1} k \cdot D_{H,\omega(\alpha)}(X^{(\beta)}) & \text{if } \det(\alpha) \neq 0,
\sum_{0 < \beta < p^n - 1} k \cdot D_{H,\omega(\alpha)}(X^{(\beta)}) & \text{if } \det(\alpha) = 0.
\end{cases}
\]
Hence, the associated graded Lie algebra can be described by
\[
\text{gr}(H(2r; n; \omega(\alpha))^1) = \begin{cases} 
\sum_{0 < \beta \leq p^n - 1} k \cdot D_H(X^{(\beta)}) & \text{if } \det(\alpha) \neq 0, \\
\sum_{0 < \beta \leq p^n - 1} k \cdot D_H(X^{(\beta)}) & \text{if } \det(\alpha) = 0.
\end{cases}
\]
(4.31)

By (4.26), the description of each \(D_{H,\omega(\alpha)}(X^{(\beta)})\) is given by the inverse matrix \((g_{ij})\) of
\[
\omega(\alpha) = \begin{pmatrix} O & E_r \\
-E_r & O \end{pmatrix} + (\alpha_{ij} X_i^{(p^m - 1)} X_j^{(p^n - 1)})_{i,j=1}.
\]

Thus, we have
\[
D_{H,\omega(\alpha)}(X^{(\beta)}) = D_H(X^{(\beta)}) + \sum_{i,j=1}^{2r} X^{(\beta - \epsilon_i)} f_{ij} \partial_j,
\]
(4.32)

where each \(f_{ij}\) is a linear combination of \(X^{(\gamma)}\) with \(\gamma_q = p^n - 1\) for at least two indices \(1 \leq q \leq 2r\) (cf. [26, (6.5.7)]). Therefore,
\[
d_l(D_{H,\omega(\alpha)}(X^{(\beta)})) \geq \beta_i - 2.
\]
(4.33)

Furthermore, we have the following.

**Lemma 4.15.** For any \(1 \leq i \leq 2r\), we have \(\text{ad}(D_{H,\omega(\alpha)}(X_i))^l = 0\) for \(l \gg 0\).

**Proof.** Thanks to the equation (4.27), we have
\[
\text{ad}(D_{H,\omega(\alpha)}(X_i))^l(D_{H,\omega(\alpha)}(g)) = D_{H,\omega(\alpha)}(D_{H,\omega(\alpha)}(X_i))^l(g)
\]

for \(g \in A(2r; n)\) and \(l > 0\). Therefore, it suffices to show that \(D_{H,\omega(\alpha)}(X_i)^l = 0\) on \(A(2r; n)\) for sufficiently large \(l \gg 0\). By the equation (4.32), we have
\[
D_{H,\omega(\alpha)}(X_i) = \sigma(i) \partial_i' + \sum_{j=1}^{2r} f_{ij} \partial_j,
\]

where each \(f_{ij}\) is a linear combination of \(X^{(\gamma)}\) with \(\gamma_q = p^n - 1\) for at least two indices \(1 \leq q \leq 2r\). On the other hand, for any integer \(k \geq 1\),
\[
\partial_i^k \circ (f_{ij} \partial_j) = \sum_{m=0}^{k} \binom{k}{m} \partial_i^m (f_{ij}) \partial_i^{k-m} \partial_j
\]
in \(\text{End}(A(2r; n))\), and each coefficient \(\partial_i^m (f_{ij})\) is a linear combination of \(X^{(\gamma)}\) with \(\gamma_q = p^n - 1\) for some \(q \neq i'\). As \(\partial_i^{p^{n'}} = 0\) on \(A(2r; n)\), it follows that for any index \(\beta \in \mathbb{N}^{2r}\), the element \(D_{H,\omega(\alpha)}(X_i)^{p^{n'}}(X^{(\beta)})\) is a linear combination of \(X^{(\beta')}\) with \(\sum_{j \neq i'} \beta_j' > \sum_{j \neq i} \beta_j\). This implies that \(D_{H,\omega(\alpha)}(X_i)^l = 0\) on \(A(2r; n)\) for \(l > p^{n'} \sum_{j \neq i'} (p^{n_j} - 1)\). This completes the proof. \(\square\)

**Lemma 4.16.** Let \(k\) be a field of characteristic \(p > 3\). Let \(L \overset{\text{def}}{=} H(2r; n; \omega(\alpha))(1)\) with height \(h \overset{\text{def}}{=} h(L)\). Fix \(1 \leq l \leq 2r\) such that \(n_l' = \max\{n_i \mid 1 \leq i \leq 2r\}\). We define the subspaces \(U^+, U^- \subseteq L\) to be
\[
U^- = k \cdot D_{H,\omega(\alpha)}(X_l),
\]
\[
U^+ = \sum_{j=1,j \neq l}^{2r} k \cdot D_{H,\omega(\alpha)}(X_j^{(p^{n_l} - 1)} X_j) + L(h).
\]

If \(p = 5\), we assume that \(n \neq 1\). Then the subspaces \(U^\pm\) satisfy the conditions (I), (II) and (III) in Theorem 3.9 with respect to the adjoint representation \(\text{ad} : L \rightarrow \text{Der}(L) \subseteq \mathfrak{gl}_L\).
Proof. Let \( U \) be the sum of the subspaces \( V \) of the form \( k \cdot D_H(X_i) \), then \( U^- \) and \( U \) are lifts of the subspaces \( V^- \) and \( V \) respectively. By using (4.19), one can see \( V^- \) and \( V \) generate \( \sum_{j=1}^{2r} k \cdot D_H(X_j) = \mathfrak{gl}_L \). Thus, by the equation (4.20), it follows that \( V^- \) and \( V + \mathfrak{gl}_L \) generate \( \mathfrak{gl}_L \). Therefore, by Lemma 3.7(1), we can conclude that \( U^- \) and \( U^+ = U + L \) generate \( L \), hence the condition (I) is fulfilled. The condition (II) follows from Lemma 4.15.

It remains to check the condition (III). If one takes

\[
D = \begin{cases} 
D_{H,\omega(\alpha)}(X^{(p^{n-1})}) & \text{if } \det(\alpha) \neq 0, \\
D_{H,\omega(\alpha)}(X^{(p^{n-1}-\epsilon_i)}) & \text{if } \det(\alpha) = 0,
\end{cases}
\]

then, by (4.33), \( d_j(D) \geq p^{n_j} - 2 \) for some \( 1 \leq j \leq 2r \). Thus, Lemma 4.4(4) implies that \( \text{ad}(D)^2 = 0 \).

If \( D = D_{H,\omega(\alpha)}(X^{(p^{n-1})}) \in U^+ \), then \( d(D) \geq p^{n-1} - 3 \). Therefore, again by Lemma 4.4(4), we have \( \text{ad}(D)^2 = 0 \) unless \( p^{n-1} < 6 \). As \( n_\nu = \max\{n_i | 1 \leq i \leq 2r \} \), the inequality \( p^{n-1} < 6 \) only happens when \( (p,n) = (5,1) \). This completes the proof. \( \square \)

Let us consider the Hamiltonian algebra \( H(2r; n; \omega_{H,L})^{(\infty)} \) of second type (cf. Definition 4.14(2)), in which case the corresponding Poisson bracket is a little bit harder to describe. For any \( f \in A(2r; n) \), we set

\[
D_{H,l}(f) \overset{\text{def}}{=} D_H(f) + \frac{\sigma(l)}{2} X_l^{(p^{n-1})} (2f \partial f + \partial f(f) \sum_{j=1}^{2r} X_j \partial j - \sum_{j=1}^{2r} X_j \partial j(f) \partial f),
\]

(cf. [26, (6.5.8)]), where \( D_H(f) = \sum_{i=1}^{2r} \sigma(i) \partial_i \partial f \) (cf. §4.2.2). Then, according to [26, Theorem 6.5.8], the Hamiltonian algebra \( H(2r; n; \omega_{H,L})^{(\infty)} \) can be described by

\[
H(2r; n; \omega_{H,L})^{(\infty)} = H(2r; n; \omega_{H,L})^{(1)} = \left\{ \begin{array}{ll}
\sum_{\alpha \leq p^{n-1}} k \cdot D_{H,l}(X^{(\alpha)}) & \text{if } r + 1 \not\equiv 0 \pmod{p}, \\
\sum_{\alpha < p^{n-1}} k \cdot D_{H,l}(X^{(\alpha)}) & \text{if } r + 1 \equiv 0 \pmod{p}.
\end{array} \right.
\]

(4.34)

Note that for any \( \alpha \in \mathbb{N}^{2r} \) and \( 1 \leq i \leq 2r \), we have

\[
d_i(D_{H,l}(X^{(\alpha)})) \geq \alpha_i - 1
\]

(cf. Lemma 4.4(1)).

Lemma 4.17. Let \( k \) be a field of characteristic \( p > 3 \). Let \( L \overset{\text{def}}{=} H(2r; n; \omega_{H,L})^{(1)} \) with height \( h \overset{\text{def}}{=} h(L) \). We define the subspaces \( U^+, U^- \subset L \) to be

\[
U^- = \sum_{i=1, i \neq i'}^{r} k \cdot D_{H,l}(X_i) + k \cdot D_{H,l}(X_i),
\]

\[
U^+ = \sum_{j=1, j \neq j'}^{r} k \cdot D_{H,l}(X^{(p^{n_j-1})} + k \cdot D_{H,l}(X^{(p^{n_j-1})}),
\]

\[+ \left\{ \begin{array}{ll}
k \cdot D_{H,l}(X^{(p^{n-1})}) & \text{if } r + 1 \not\equiv 0 \pmod{p},
\\
\sum_{i=1}^{2r} k \cdot D_{H,l}(X^{(p^{n-1-\epsilon_i})}) & \text{if } r + 1 \equiv 0 \pmod{p}.
\end{array} \right.
\]

Then \( U^\pm \) satisfy the conditions (I), (II) and (III) in Theorem 3.9 with respect to the adjoint representation \( \text{ad} : L \rightarrow \text{Der}(L) \subset \mathfrak{gl}_L \).
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Proof. First note that

\[ D_{H,l}(X_i) = \sigma(i)\partial_{\nu} + \frac{\sigma(l)}{2}X^{(p^m-1)}_l X_i \partial_{\nu}, \quad i \neq l, l' \]

\[ D_{H,l}(X_l) = \sigma(l)\partial_{\nu}, \quad D_{H,l}(X_{l'}) = \sigma(l')\partial_{\nu} + \frac{\sigma(l)}{2}X^{(p^m-1)}_l (X_{l'} \partial_{\nu} + \sum_{j=1}^{2r} X_j \partial_j). \] (4.36)

In particular, this immediately implies that \([U^-, U^-] = 0\). Let us prove that \(U^+\) and \(U^-\) generate \(L\). Notice that

\[ D_{H,l}(1) = \text{ad}(D_{H,l}(X_l))p_{\nu}^{n_{l'}}(D_{H,l}(X_{l'}^{(p^m-1)})). \]

Thus, by Lemma 3.7(1), it suffices to show that the images of \(U^\pm\) and \(D_{H,l}(1)\) in \(\text{gr} \, L\) generate the graded Lie algebra \(\text{gr} \, L\). By the description (4.34), we have

\[ \text{gr} \, L \simeq \begin{cases} \sum_{0<\alpha \leq p^n-1} k \cdot D_{H}(X^{(\alpha)}) + k \cdot X^{(p^m-1)}_l \partial_{\nu} & \text{if } r + 1 \neq 0 \text{ mod } p, \\ \sum_{0<\alpha < p^n-1} k \cdot D_{H}(X^{(\alpha)}) + k \cdot X^{(p^m-1)}_l \partial_{\nu} & \text{if } r + 1 \equiv 0 \text{ mod } p, \end{cases} \]

and the images \(\overline{U}^\pm\) in \(\text{gr} \, L\) are thus given by

\[ \overline{U}^- = \sum_{i=1,i \neq l',l}^{r} k \cdot D_{H}(X_i) + k \cdot D_{H}(X_l), \]

\[ \overline{U}^+ = \sum_{j=1,j \neq l',l}^{r} k \cdot D_{H}(X^{(p^m-1)}_j) + k \cdot D_{H}(X^{(p^m-1)}_{l'}) \]

\[ + \begin{cases} k \cdot D_{H}(X^{(p^m-1)}) & \text{if } r + 1 \neq 0 \text{ mod } p, \\ \sum_{i=1}^{2r} k \cdot D_{H}(X^{(p^m-1)}_{i-1}) & \text{if } r + 1 \equiv 0 \text{ mod } p, \end{cases} \]

and \(D_{H,l}(1) = X^{(p^m-1)}_{l'} \partial_{\nu}\) in \(\text{gr} \, L\). By the equations (4.19) and (4.20), \(\overline{U}^\pm\) and \(D_{H,l}(1)\) generate the graded Lie algebra \(\text{gr} \, L\). Hence, the condition (I) is fulfilled.

Moreover, by the equation (4.36) together with Lemma 4.4(4), for any \(i \in \{1, \ldots, r, l\} \setminus \{l'\}\), we have

\[ \text{ad}(D_{H,l}(X_i))p_{\nu}^{k} = \sigma(i)\text{ad}(\partial_{\nu})p_{\nu}^{k} \]

for any \(k > 0\). In particular, we have \(\text{ad}(D_{H,l}(X_i))p_{\nu}\) = 0 for \(i \in \{1, \ldots, r, l\} \setminus \{l'\}\). Thus, the condition (II) is also satisfied.

Finally, let \(D\) be one of the following elements of \(U^+\),

\[ D_{H,l}(X^{(p^m-1)}_j), \begin{cases} D_{H,l}(X^{(p^m-1)}) & \text{if } r + 1 \neq 0 \text{ mod } p, \\ D_{H,l}(X^{(p^m-1)}_{i-1}) & \text{if } r + 1 \equiv 0 \text{ mod } p. \end{cases} \]

Then, by (4.35), \(d_{\nu}(D) \geq p_{\nu}^{j-2}\) for some \(1 \leq j \leq 2r\). Thus, by Lemma 4.4(4), we have \(\text{ad}(D)^2 = 0\), hence the condition (III) is fulfilled. This completes the proof. \(\square\)

### 4.4 The Melikian algebras in characteristic \(p = 5\)

In the case when \(k\) is of characteristic \(p = 5\), there exists a further class of simple Lie algebras, which are called the Melikian algebras. Here, let us recall the definition. For each pair \(n = (n_1, n_2)\)
of positive integers. The \textit{Melikian algebra} \( \mathcal{M}(n) = \mathcal{M}(n_1, n_2) \) are defined as follows. Firstly, as a \( k \)-vector space, we have
\[
\mathcal{M}(n) = A(2; n) \oplus W(2; n) \oplus \widetilde{W}(2; n),
\]
where \( \widetilde{W}(2; n) \) is a copy of the Witt algebra \( W(2; n) \). The Melikian algebra \( \mathcal{M}(n) \) has a Lie bracket so that the middle component \( W(2; n) \) becomes a Lie subalgebra of \( \mathcal{M}(n) \) and it satisfies the following equations. Namely,
\[
[D, \tilde{E}] = [D, E] + 2 \text{div}(D) \tilde{E},
\]
\[
[D, f] = D(f) - 2 \text{div}(D)f,
\]
\[
[f_1 \partial_1 + f_2 \partial_2, g_1 \partial_1 + g_2 \partial_2] = f_1 g_2 - f_2 g_1,
\]
\[
[f, \tilde{E}] = f E,
\]
\[
[f, g] = 2(g \partial_1(f) - f \partial_1(g)) \partial_1 + 2(f \partial_1(g) - g \partial_1(f)) \partial_2,
\]
for \( D \in W(2; n), \tilde{E} \in \widetilde{W}(2; n) \) and \( f, g \in A(2; n) \). Here, the map \( \text{div} : W(2; n) \to A(2; n) \) is defined to be
\[
\text{div} \left( \sum_{i=1}^{2} f_i \partial_i \right) \overset{\text{def}}{=} \sum_{i=1}^{2} \partial_i(f_i).
\]
Moreover, \( \mathcal{M}(n) \) has the grading
\[
\mathcal{M}(n) = \bigoplus_{i=-s}^{h} \mathcal{M}(n)_i
\]
for which \( \mathcal{M}(n) \) becomes a \( \mathbb{Z} \)-graded Lie algebra with the depth \( s(\mathcal{M}(n)) = 3 \) and the height \( h(\mathcal{M}(n)) = 3 \cdot 5^{n_1+n_2} - 7 \). Moreover, we have
\[
\mathcal{M}(n)_{-3} = W(2; n)_{-1} = k \cdot \partial_1 + k \cdot \partial_2,
\]
\[
\mathcal{M}(n)_{-2} = A(2; n)_{0} = k \cdot 1,
\]
\[
\mathcal{M}(n)_{-1} = \widetilde{W}(2; n)_{-1} = k \cdot \tilde{\partial}_1 + k \cdot \tilde{\partial}_2,
\]
\[
\mathcal{M}(n)_{0} = \sum_{i,j=1,2} k \cdot X_i \partial_j,
\]
\[
\mathcal{M}(n)_{3 \cdot 5^{n_1+n_2} - 7} = \widetilde{W}(2; n)_{h(W2)} = k \cdot X^{(p^n-1)} \tilde{\partial}_1 + k \cdot X^{(p^n-1)} \tilde{\partial}_2.
\]

\textbf{Lemma 4.18.} Let \( k \) be a field of characteristic \( p = 5 \). Then the Melikian algebra \( \mathcal{M}(n) \) is generated by the subspaces \( \mathcal{M}(n)_{-3} \) and \( \mathcal{M}(n)_{h(\mathcal{M}(n))} \).

\textit{Proof.} By the definition of the bracket, we have
\[
[\partial_j, X^{(\alpha)} \tilde{\partial}_1] = X^{(\alpha-\epsilon)} \tilde{\partial}_1,
\]
\[
[X^{(\alpha)} \tilde{\partial}_1, \tilde{\partial}_2] = X^{(\alpha)},
\]
\[
[1, E] = E.
\]
This implies that \( \mathcal{M}(n) \) can be generated by \( \mathcal{M}(n)_{-3} \) and \( \mathcal{M}(n)_{h(\mathcal{M}(n))} \).

\textbf{Definition 4.19.} A simple Lie algebra over an algebraically closed field \( k \) of characteristic \( p = 5 \) is of \textit{Melikian type} if it is isomorphic to the Melikian algebra \( \mathcal{M}(n) \) for some pair \( n = (n_1, n_2) \) of positive integers.
5 The conjecture for non-classical simple Lie algebras

5.1 Classification of simple Lie algebras

Let $k$ be an algebraically closed field of characteristic $p > 3$. Let us begin with the classification of Cartan type simple Lie algebras. In the following, for any $X \in \{W, S, H, K\}$, we always consider $X(m; n)^{(k)}(k \geq 0)$ as a $\mathbb{Z}$-graded Lie algebra with respect to the natural grading described in §4.

Definition 5.1. (cf. [26, Definition 4.2.4 and Theorem 4.2.7(2)]) A filtered simple Lie algebra $L$ over $k$ is said to be of type $X \in \{W, S, H, K\}$ if there exist $m \in \mathbb{Z}_{>0}$, $n \in \mathbb{Z}^m_{>0}$ and an injective homomorphism $\psi : \text{gr} L \hookrightarrow X(m; n)$ of graded Lie algebras such that

$$X(m; n)^{(\infty)} \subseteq \psi(\text{gr} L) \subseteq X(m; n).$$

A filtered simple Lie algebra over $k$ is said to be of Cartan type if it is of type $X$ for some $X \in \{W, S, H, K\}$. A simple Lie algebra over $k$ is said to be of Cartan type if it is isomorphic as a Lie algebra to a filtered simple Lie algebra of Cartan type.

Theorem 5.2. Let $k$ be an algebraically closed field of characteristic $p > 3$.

1. (cf. [26, Theorem 6.1.1(1)]) The graded simple Cartan type Lie algebras

$$W(m; n), S(m; n)^{(1)} (m \geq 3), H(2r; n)^{(2)}, K(2r + 1; n)^{(1)}$$

are not of classical type.

2. (cf. [26, Theorems 6.3.8, 6.5.1 and Corollaries 6.1.7, 6.6.2]) Any $\mathbb{Z}$-graded simple Lie algebra over $k$ of Cartan type is isomorphic to one $X(m; n)^{(\infty)}$ of the Lie algebras in (1).

3. (cf. [26, Corollaries 6.1.7 and 6.6.2]) If $L$ is a filtered simple Lie algebra of type $X \in \{W, K\}$, then $L \cong \text{gr} L$ and hence it is isomorphic to $X(m; n)^{(\infty)}$ for some $m \geq 1$ and $n \in \mathbb{Z}^m_{>0}$.

By Remarks 4.2 and 4.8, the assumption that $p > 3$ is necessary in Theorem 5.2(1). We call $m$ and $n$ the degree and weight respectively for $X(m; n)^{(\infty)}$. Theorem 5.2(3) asserts that a non-graded Cartan type simple Lie algebra over $k$ is isomorphic to a filtered simple Special or Hamiltonian algebra. In fact, a classification of such non-graded simple Cartan type Lie algebras is given in the following way.

Theorem 5.3. (cf. [26, Chapter 6]) Let $k$ be an algebraically closed field of characteristic $p > 3$.

1. (cf. [26, Theorems 6.3.8 and 6.3.10]) Let $L$ be a filtered simple Lie algebra of type $S$ of degree $m \geq 2$. If $L$ is non-graded, then it is isomorphic to one of the filtered Special algebras defined in §4.3.1,

$$S(m; n; \Phi(\tau))^{(1)}, S(m; n; \Phi(l)) (1 \leq l \leq m).$$

2. (cf. [26, Corollary 6.4.10, Theorem 6.4.11 and Proposition 6.5.3]) Let $L$ be a filtered simple Lie algebra of type $H$ of degree $2r \geq 4$. If $L$ is non-graded, then it is isomorphic to one of the filtered Hamiltonian algebras defined in §4.3.2 (cf. Definition 4.14),

$$H(2r; n; \omega(\alpha))^{(1)} (\alpha \in M_{2r}(k) \text{ with } \alpha = -\alpha), H(2r; n; \omega_{H,l})^{(1)} (1 \leq l \leq 2r).$$

Now we can state the main ingredient for our proof of the main theorem. Our proof heavily relies on the classification theorem for simple Lie algebras in characteristic $p > 3$, i.e. the generalized Kostrikin–Shafarevich conjecture, which can be stated as follows.

Theorem 5.4. (Block–Wilson–Strade–Premet, cf. [27, Theorem 20.7.15]) Let $k$ be an algebraically closed field of characteristic $p > 3$. Then any simple Lie algebra over $k$ is of classical, Cartan, or Melikian type.
5.2 The proof of the main theorem

Now let us prove the main result.

**Theorem 5.5.** Let $k$ be an algebraically closed field of characteristic $p > 3$ and $L$ a simple Lie algebra over $k$. Set $\Gamma := \mathfrak{g}(L[p])$ (cf. Notations and Conventions). In the case where $p = 5$, we assume that $L$ is not isomorphic to a simple Hamiltonian algebra $H(2r; 1; \omega(\alpha))^{(\infty)}$ of first type with weight $\mathbf{n} = 1$ and degree $2r \geq 4$. Then $\Gamma \in \pi_{A_k}^{loc}(A_k^1)$.

**Proof.** Suppose given a simple Lie algebra $L$ over $k$. By Theorem 5.4, $L$ is of classical, Cartan or Melikian type. If $L$ is of classical type, then we have already seen the assertion (cf. Corollary 2.10).

Let us assume that $L$ is graded of Cartan type (cf. Definition 5.1), i.e. $L \cong X(m; \mathbf{n})^{(\infty)}$ for some $X \in \{W, S, H, K\}$, $m \geq 1$ and $\mathbf{n} \in \mathbb{Z}_{\geq 0}^m$ (cf. Theorem 5.2(2)). If $X = K$, then the assertion follows from Theorem 3.9 together with Lemma 4.9. For $X \in \{W, S, H\}$, we apply 4.1, 4.6, 4.7 to prove that the graded Lie algebra $L = X(m; \mathbf{n})^{(\infty)}$ together with the subspace $U \overset{\text{def}}{=} L_{-1} = X(m; \mathbf{n})^{(\infty)}_{-1}$ satisfies the conditions (G I), (G II) and (G III) in Corollary 3.11. This completes the proof for all the graded Cartan type simple Lie algebras $L$. Let us assume $L$ is a non-graded Cartan type simple Lie algebra, in which case it is isomorphic to a filtered Special or Hamiltonian algebra (cf. Theorem 5.2(4)). Therefore, thanks to Theorem 5.3, the assertion is a consequence of Theorem 3.9 together with Lemmas 4.12, 4.16 and 4.17. This completes the proof for Cartan type simple Lie algebras.

It remains to handle the Melikian algebra $L = \mathcal{M}(\mathfrak{n})$ in characteristic $p = 5$. It suffices to show that the conditions (G I), (G II) and (G III) in Corollary 3.11 are satisfied for the graded Lie algebra $\mathcal{M}(\mathfrak{n})$ together with the subspace $U \overset{\text{def}}{=} \mathcal{M}(\mathfrak{n})_{-3} \subset \mathcal{M}(\mathfrak{n})_{\leq -1}$. The condition (G I) is immediate from the vanishing $[\mathcal{M}(\mathfrak{n})_{-3}, \mathcal{M}(\mathfrak{n})_{-3}] = \mathcal{M}(\mathfrak{n})_{-6} = 0$, where we use the depth $s(\mathcal{M}(\mathfrak{n})) = 3$. The condition (G II) is due to Lemma 4.18. Finally, as $p = 5$, the last condition (III) is immediate from

$$h(\mathcal{M}(\mathfrak{n})) - s(\mathcal{M}(\mathfrak{n})) = 3 \cdot 5^{n_1+n_2} - 7 - 3 > 0,$$

This completes the proof. $\square$

For the graded simple Cartan type Lie algebras $L = X(m; \mathbf{n})^{(\infty)}$ of type $X \neq K$, the proof of Theorem 5.5 actually indicates the following slightly finer result.

**Corollary 5.6.** Let $k$ be a perfect field of characteristic $p > 0$. Let $L = X(m; \mathbf{n})^{(\infty)}$ be a graded Cartan type simple Lie algebra over $k$ of type $X \neq K$. Set $G := \mathfrak{g}(L[p])$ (cf. Notations and Conventions).

1. If $p > 2$ then $G \in \pi_{A_k}^{loc}(A_k^1)$.

2. If $p = 2$ then $G \in \pi_{A_k}^{loc}(A_k^1)$ unless

$$(m; \mathbf{n}) = \begin{cases} (1, 1), (1, 2), (2, \mathbf{n}) (\mathbf{n} \leq (2, 2)) & \text{if } X = W, \\
(3, 1) & \text{if } X = S, \\
(2, \mathbf{n}) (\mathbf{n} \leq (2, 2)), (4, 1) & \text{if } X = H. \end{cases}$$

**Proof.** Let $U \overset{\text{def}}{=} L_{-1}$ be taken as in the proof of Theorem 5.5. Then the conditions (G I) and (G II) in Corollary 3.11 are fulfilled with respect to the subspace $U$. It suffices to check the condition (G III) in each case.

1. It suffices to see the inequality $h(L) > s(L)$, which is valid unless $L = W(1; 1)$ or $L = H(2; 1)^{(2)}$ in characteristic $p = 3$ case. If $p = 3$ and $L = W(1; 1)$ or $H(2; 1)^{(2)}$, by Remarks 4.2
and 4.8, the assertion is a consequence of Theorem 2.7 for the Special linear groups $\Sigma = \text{SL}_n$. This completes the proof.

(2) Let $l \overset{\text{def}}{=} \max \{ n_i | 1 \leq i \leq m \}$. By (4.9), we have $\text{ad}(U)^p l = 0$. It suffices to check the condition $h(L) > (2^{l-1} + 1)s(L)$. One can easily check the inequality except in the listed cases. □

In characteristic $p > 5$ case, Theorem 5.5 is unconditional, and hence we get the following consequence, which completes the proof of Theorem 1.4.

**Corollary 5.7.** Let $k$ be an algebraically closed field of characteristic $p > 5$. Then all finite local non-abelian simple $k$-group schemes belong to $\pi_{A,\text{loc}}^1(A_k^1)$.

**Proof.** This is immediate from Theorems 2.3 and 5.5. □
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