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Abstract. In this short paper, we prove that the solution of the cubic fourth-order Schrödinger equation (4NLS) on $\mathbb{R}^d$ ($5 \leq d \leq 8$) enjoys the same (pointwise) decay property as its linear solution does. This result is proved via a bootstrap argument based on the corresponding global result Pausader [24]. This result can be extended to more general dispersive equations (including some more 4NLS models) with scattering asymptotics.
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1. Introduction

1.1. Statement of main results. We consider the cubic, defocusing fourth-order Schrödinger (4NLS) initial value problem as follows

\begin{equation}
(i\partial_t + \Delta^2_{\mathbb{R}^d})u = \mu u|u|^2, \quad u(0, x) = u_0(x) \in H^{d+\epsilon}(\mathbb{R}^d),
\end{equation}

where $\mu = -1$, $5 \leq d \leq 8$.

Remark 1.1. Here we note that the $d + \epsilon$-regularity requirement for the initial data is necessary for our main result due to technical reasons, and if one considers the global existence or scattering behavior, it is natural to consider $H^2$ data which is consistent with the energy space. See [24].

If one considers the linear solution to (1.1) (letting $\mu = 0$), the following decay estimate holds, (see [2] for more details)

$$
\|u(t)\|_{L^\infty(\mathbb{R}^d)} \lesssim t^{-\frac{d}{4}}\|u_0\|_{L^1(\mathbb{R}^d)}.
$$

We also note that after interpolating with the mass conservation law, one obtains

$$
\|u(t)\|_{L^p(\mathbb{R}^d)} \lesssim t^{-\frac{d}{4}(1-\frac{2}{p})}\|u_0\|_{L^{\frac{2p}{p-2}}(\mathbb{R}^d)},
$$

where $p > 2$. The goal of this paper is to show the nonlinear solution to (1.1) ($\mu = -1$) also satisfies the decay property

\begin{equation}
\|u(t)\|_{L^\infty(\mathbb{R}^d)} \lesssim_{\text{data}} t^{-\frac{d}{4}},
\end{equation}

where the constant depends on the initial datum. Now we present the main theorem.
Theorem 1.2. Consider 𝑢 satisfies (1.1) with initial data 𝑢₀ ∈ 𝐿^1_x ∩ 𝐻^{d+ε}(ℝ^d) for any 𝜖 > 0. Then, there exists a constant 𝐶_{𝑢₀} depending on the initial profile 𝑢₀ such that for 𝑡 > 0

\[ \|𝑢(𝑡)\|_{𝐿^∞(ℝ^d)} ≤ 𝐶_{𝑢₀}𝑡^{-\frac{4}{d}}. \]

Remark 1.3. We again emphasize that the requirement of \((d + \epsilon)\) regularity of initial data is due to technical reasons. See Section 3 when we work on the main estimates (especially the estimate of \(F_\Gamma\)-term). It would very interesting to ask if one could relax the regularity requirement on data. Moreover, it is natural to consider the data in \(L^1\) since we discuss the dispersive estimate.

Remark 1.4. One may consider other dispersive models (including more 4NLS models) and try to prove the analogue of Theorem 1.2. We will discuss more in Section 4.

The result above can be regarded as the ‘nonlinear decay property’, i.e. the nonlinear solution of a dispersive equation enjoys the same (pointwise) decay property as its linear solution does. Such results are often based on the global existence result of the initial value problem and some assumptions posed on the initial data are needed (higher regularity or finite invariance). We note that [24] has proved that (1.1) is global well-posed and scattering. Moreover, the scattering norm (a spacetime norm) \(L^1_t L^∞_x\) of the solution \(u(t)\) is finite. Heuristically, scattering means the nonlinear solution behaves like a linear solution asymptotically. Thus for a dispersive model with scattering property, it is natural to study if the nonlinear solution decays pointwise like its linear solution. We will explain more motivations and background in the next subsection.

1.2. Background. Fourth-order Schrödinger (4NLS) equations have been introduced by Karpman [17] and Karpman and Shagalov [16] to investigate the stabilizing role of higher-order dispersive effects for the soliton instabilities (e.g. the finite time blowup). The following work [7] by Fibich, Ilan and Papanicolaou studies the self-focusing (i.e. finite time blowup in dimension two) and singularity formation of such 4NLS equations from the mathematical viewpoint. More precursory research works on the basic properties of 4NLS can be found in [2, 9, 10, 13, 14, 28]. It is worth mentioning that the defocusing energy-critical 4NLS in dimension eight was first proved in the series of work by Pausader [23, 24] and then the higher dimension cases \((d \geq 9)\) are handled by Miao, Xu and Zhao [20].

The 4NLS equations (similar as nonlinear Schrödinger equations) are called dispersive equations because their linear parts are dispersive. The dispersive effect for the linear fourth-order Schrödinger equation makes the initial data spread out by the evolution while the mass of the linear solution is conserved, and hence the size of the linear solution decays for large time \(t\) as in (1.2). In this paper, we will prove that this dispersive decay also holds for the nonlinear equation. We refer to a recent result [6] on the NLS analogue and the references therein for more discussions on the research line of nonlinear decay property for dispersive equations.

The current paper proves this property for a model other than NLS. This is one motivation for us to write this paper. Another motivation is that the authors recently studied the scattering theory for 4NLS on waveguide manifolds where showing decay property is a crucial step. (See Remark A.3. in [31].) One can show the decay property in the sense of \(\|𝑢(𝑡, 𝑥)\|_{𝐿^r_∞} → 0\) as \(t → ∞\) for some \(r > 2\) which is sufficient to show the scattering for a subcritical model. Thus we are curious if one can obtain the (stronger) pointwise decay estimate as the NLS case. We study the Euclidean case first and we expect the analogous result for the waveguide case.

1.3. The strategy of the proof. Our philosophy of studying nonlinear decay property is: if a dispersive model (for example, NLS) is scattering, one can show persistence of regularity and spacetime bounds, i.e. the control of scattering norm (in many cases, people show the finiteness of scattering norm first which implies scattering. See [29]). Then one can prove the nonlinear decay property via the bootstrap argument by controlling the nonlinearity.
Following this idea, we first recall the scattering result for (1.1) in [24]. Then we show the persistence of regularity of (1.1) (see Section 2). This step is standard (see Lemma 3.2 in [5] for a NLS analogue). Then we decompose the solution (into the linear solution and the nonlinear evolution via Duhamel formula) and estimate the nonlinearity in order to apply the bootstrap argument to show the nonlinear decay result, i.e. Theorem 1.2. Technically, we need to further decompose the nonlinear part into three terms, i.e. $F_1$, $F_2$ and $F_3$ via splitting the time interval and estimate them respectively (see Section 3 for more details).

1.4. Organization of the rest of this paper. In Section 2, we overview the global dynamics for the model which was investigated in [24] and show the persistence of regularity for (1.1); in Section 3, we give the proof for the main theorem, i.e. Theorem 1.2 via the bootstrap argument; in Section 4, we make a few remarks on this research line.

1.5. Notations. Throughout this note, we use $C$ to denote the universal constant and $C$ may change line by line. We say $A \lesssim B$, if $A \leq CB$. We say $A \sim B$ if $A \lesssim B$ and $B \lesssim A$. We also use notation $C_B$ to denote a constant depends on $B$. We use the usual $L^p$ spaces and $L^2$-based Sobolev spaces $H^s$.

1.6. Acknowledgment. X. Yu was funded in part by an AMS-Simons travel grant. H. Yue was supported by a start-up funding of ShanghaiTech University. Z. Zhao was supported by the NSF grant 1.6.

2. Overview of the global result

We recall known results on the cubic 4NLS model (1.1) in [24]. We summarize the main result of [24] (global well-posedness and scattering) by the following proposition.

**Proposition 2.1** (Theorem 1.1 in [24]). Let $1 \leq d \leq 8$. For any $u_0 \in H^2(\mathbb{R}^d)$, there exists a global solution $u \in C(\mathbb{R}, H^2(\mathbb{R}^d))$ of (1.1) with initial datum $u(0) = u_0$. If $5 \leq d \leq 8$, the global solution also scatters in $H^2(\mathbb{R}^d)$. That is, there exist $f^\pm \in H^2(\mathbb{R}^d)$ such that

$$\lim_{t \to \pm \infty} \|u(t, x) - e^{it\Delta^2} f^\pm\|_{H^2(\mathbb{R}^d)} = 0.$$ 

Moreover, the global solution is bounded in the following spacetime norm

$$\|u\|_{L^{\frac{2(d+4)}{d-2}}(\mathbb{R} \times \mathbb{R}^d)} < \infty.$$

We note that the above result is a little more general (since it concerns a larger range of dimensions) and in this work we only need to focus on the $5 \leq d \leq 8$ case when the scattering behavior occurs. Furthermore, we can show persistence of regularity for (1.1) as follows.

**Lemma 2.2** (Persistence of regularity). Let $k \in \mathbb{N}$, $I$ be a compact time interval, and let $u$ be a finite energy solution to (1.1) on $I \times \mathbb{R}^d$ obeying the bounds

$$\|u\|_{L^{\frac{2(d+4)}{d-2}}(I \times \mathbb{R}^d)} \leq M.$$

Then, if $t_0 \in I$ and $u(t_0) \in H^k(\mathbb{R}^d)$,

$$\|u\|_{\dot{H}^k(\mathbb{R}^d)} \leq C(M, M(u)) \|u(t_0)\|_{H^k(\mathbb{R}^d)}.$$ (2.1)
Proof of Lemma 2.2. We first divide the time interval $I$ into $N$ subintervals $I_j := [T_j, T_{j+1}]$ such that $I = \bigcup_{j=1}^{N} I_j$ and on each $I_j$

$$\|u\|_{L^{\frac{2(d+4)}{d+4}}(I_j \times \mathbb{R}^d)} \leq \delta,$$

where $\delta$ will be chosen later. We have on each $I_j$ by the Strichartz estimates,

$$\|u\|_{\tilde{S}^k(I_j \times \mathbb{R}^d)} \leq \|u(T_j)\|_{\dot{H}^k(\mathbb{R}^d)} + C \left\| \nabla^k \left( |u|^2 \right) \right\|_{L^1_t L^2_x(I_j \times \mathbb{R}^d)}$$

$$\leq \|u(T_j)\|_{\dot{H}^k(\mathbb{R}^d)} + C \left\| \nabla^k u \right\|_{\dot{S}^0(I_j \times \mathbb{R}^d)} \left\| u \right\|_{L^\frac{4(d+4)}{d+4}(I_j \times \mathbb{R}^d)}$$

$$\leq \|u(T_j)\|_{\dot{H}^k(\mathbb{R}^d)} + C \delta^{\frac{d}{d-4}} \left\| \nabla^k u \right\|_{\dot{S}^0(I_j \times \mathbb{R}^d)} \left\| u \right\|_{\dot{S}^0(I_j \times \mathbb{R}^d)}^{\frac{4}{d-4}},$$

where the constant $C$ might vary from line to line.

Choosing $\delta$ small enough, we obtain the bound

$$(2.2)$$

$$\|u\|_{\tilde{S}^k(I_j \times \mathbb{R}^d)} \leq 2C \|u(T_j)\|_{\dot{H}^k(\mathbb{R}^d)}.$$  

Then the bound (2.1) follows by adding up the bounds (2.2) we have on each subinterval. \hfill \Box

3. Proof of the main theorem

In this section, we give the proof for Theorem 1.2. We will adapt the scheme as in [6] with suitable modifications for the 4NLS case. One main difference is that.

We define

$$A(\tau) := \sup_{0 \leq s \leq \tau} s^{\frac{d}{2}} \|u(s)\|_{L^\infty(\mathbb{R}^d)}.$$  

Note that $A(\tau)$ is monotone increasing. We intend to prove that there exists some constant, depending on $u_0$, so that

$$A(\tau) \leq C_{u_0}, \quad \text{for any } \tau \geq 0.$$  

Recall we have persistence of regularity, thus for any given $l$, one can find $C_l$ so that,

$$A(\tau) \leq C_l, \quad \text{for any } 0 \leq \tau \leq l,$$  

and the solution is continuous in time in $L^\infty$ since we are working on high regularity data.

Thus, Theorem 1.2 follows from the following bootstrap lemma.

Lemma 3.1. There exists a constant $C_{u_0}$, such that if one has $A(\tau) \leq C_{u_0}$, then for $\tau \geq 0$, one can improve the bound by $A(\tau) \leq \frac{C_{u_0}}{2^\tau}$ for any $\tau \geq 0$.

Proof of Lemma 3.1. One important mission in this lemma is to choose a suitable $C_{u_0}$, and we will see the reason of choice of $C_{u_0}$ in the proof later. For fixed $\tau$, we only need to prove that for any $t \leq \tau$, one has

$$\|u(t)\|_{L^\infty(\mathbb{R}^d)} \leq \frac{C_{u_0}}{2^\tau} t^{-\frac{d}{4}}.$$

We recall here, by bootstrap assumption, we can apply the following estimates in the proof

$$\|u(t)\|_{L^\infty(\mathbb{R}^d)} \leq C_{u_0} t^{-\frac{d}{4}}.$$  

Observe, for any $\delta$, we can choose $L$, so that for one has

$$(3.1)$$

$$\left( \int_{L/2}^\infty \|u\|_{L^{\frac{2(d+4)}{d+4}}(\mathbb{R}^d)} dt \right)^{\frac{d-4}{2(d+4)}} \leq \delta.$$
We will first fix two special constants $\delta, L$ in the proof, though the exact choices of these two parameters will only be made clear later.

We will only study $t \geq L$, and estimate all $t \leq L$ directly via

$$\|u(t)\|_{L^\infty_x} \leq A(L) t^{-3/2}, \quad t \leq L.$$  

Next, by Duhamel’s Formula, we write the nonlinear solution $u(t, x)$ as follows,

$$u(t, x) = e^{it\Delta^2} u_0 + i \int_0^t e^{i(t-s)\Delta^2} (|u|^2 u)(s) \, ds := u_I + u_{nl}.$$  

Clearly dispersive estimates give for some constant $C_0$,

$$\|u_I(t)\|_{L^\infty_x(\mathbb{R}^d)} \leq C_0 t^{-\frac{d}{4}} \|u_0\|_{L^1_x(\mathbb{R}^d)}.$$  

Then, we split $u_{nl}$ into

$$u_{nl} = F_1 + F_2 + F_3$$

where

$$F_1(t) = i \int_0^M e^{i(t-s)\Delta^2} (|u|^2 u)(s) \, ds,$$

$$F_2(t) = i \int_M^t e^{i(t-s)\Delta^2} (|u|^2 u)(s) \, ds,$$

$$F_3(t) = i \int_t^\infty e^{i(t-s)\Delta^2} (|u|^2 u)(s) \, ds.$$  

**Claim 3.2.** We claim that

1. $\|F_1(t)\|_{L^\infty_x(\mathbb{R}^d)} \lesssim MM_1^3 t^{-\frac{d}{4}};$
2. $\|F_2(t)\|_{L^\infty_x(\mathbb{R}^d)} \leq \frac{1}{6} C_{u_0} t^{-\frac{d}{4}};$
3. $\|F_3(t)\|_{L^\infty_x(\mathbb{R}^d)} \leq \frac{1}{6} C_{u_0} t^{-\frac{d}{4}}.$

Assuming Claim 3.2, let us continue the bootstrap argument.

For all $t \leq \tau$, assuming $A(\tau) \leq C_{u_0}$, we derive

- For $t \leq L$, we have
  $$u(t) \leq A(L) t^{-\frac{d}{4}}.$$  

- For $L \leq t \leq \tau$, by Claim 3.2, we write
  $$u(t) \leq \left( C(\|u_0\|_{L^1_x(\mathbb{R}^d)} + MM_1^3) + \frac{1}{6} C_{u_0} + \frac{1}{6} C_{u_0} \right) t^{-\frac{d}{4}}.$$  

Thus, if one chooses

$$C_{u_0} := 2A(L) + 3C(\|u_0\|_{L^1_x(\mathbb{R}^d)} + MM_1^3),$$

then the desired estimates follows, which completes the bootstrap argument in Lemma 3.1.

Now we are left to prove Claim 3.2.
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Proof of Lemma 3.3. This follows from Gagliardo-Nirenberg inequality (see [8, 22]) as below.

□
Remark 3.4. As shown below, to deal with $F_3$-term using our method, we need assume at least $(d + \epsilon)$-regularity ($\epsilon > 0$ is arbitrarily small). A nature interesting question to ask is if one could relax the regularity assumption. For the NLS case (see [6]), there are also higher regularity assumptions. It is also interesting to think if one can lower the regularity assumption.

Remark 3.5. One may compare this part with the NLS case [6]. Unlike the NLS case, using $L^2$- and $W^{1,\infty}$-norms to control $L^\infty$-norm is not sufficient since the spacial dimension is higher ($5 \leq d \leq 8$).

Following Lemma 3.3, we estimate the $L_2^d$- and $H_{2+\epsilon}^d$-norms of $F_3$. Note that $H_{2+\epsilon}^d$ is a Banach algebra under pointwise multiplication (since $d + \epsilon > \frac{3}{2}$), and $e^{i(t-s)}\Delta^2$ is unitary in $H_{2+\epsilon}^d$, we directly estimate $\|F_3(t)\|_{H_{2+\epsilon}^d}^2$ as

$$\|F_3(t)\|_{H_{2+\epsilon}^d}^2 \leq MM_1^3.$$  

For $\|F_3(t)\|_{L_2^d}$, we will use the fact $t - M \geq L/2$ and rely on the scattering decay assumption. Also note $t - M \sim t$ since $t \geq L \geq 100M$. Using the Hölder inequality, we estimate as

$$\int_{t-M}^t e^{i(t-s)}\Delta^2 |u|^2u ds \leq \int_{t-M}^t \|u\|_{L_2^d}^2 ds \leq \int_{t-M}^t \|u\|_{L_2^d}^2 \cdot \|u\|_{L_{2+\epsilon}^d}^2 ds \leq CM_1 \left( C_{u_0} t^{-\frac{d}{2+\epsilon}} \right) \int_{t-M}^t \|u\|_{L_{2+\epsilon}^d}^2 ds \leq CM_1 \left( C_{u_0} t^{-\frac{d}{2+\epsilon}} \right) \int_{t-M}^t \|u\|_{L_{2+\epsilon}^d}^2 \cdot M_1 \left( \frac{(d-\epsilon)(d+4\epsilon)}{8(d+4\epsilon)(d+2\epsilon)} \right).$$

Thus, via Lemma 3.3, we derive

$$\|F_3(t)\|_{L_\infty^d} \leq \left( CM_1 \left( C_{u_0} t^{-\frac{d}{2+\epsilon}} \right) \right) \left( \frac{(d-\epsilon)(d+4\epsilon)}{8(d+4\epsilon)(d+2\epsilon)} \right) \left( M_1 \right)^{\frac{d-2\epsilon}{2(d+\epsilon)}}.$$  

where $\alpha(d) = 1 - \frac{(d-\epsilon)(d+4\epsilon)}{16(d+4\epsilon)(d+2\epsilon)}$. Thus, by choosing $\delta$ small enough, according to $M, M_1$, we can ensure

$$\|F_3(t)\|_{L_\infty^d} \leq \frac{1}{6} C_{u_0} t^{-\frac{d}{2+\epsilon}}.$$  

We note that we choose $L$, depending on $\delta$, so that the above estimate holds.

Here, we mention that, the choice of $M, L$ does not depend on $C_{u_0}$. We will choose $C_{u_0}$ depending on $M, L$.

Remark 3.6. In addition to Remark 3.3, we explain why we need to assume at least $d + \epsilon$-regularity for estimating $F_3$-term. First, we need the smallness from the finite scattering norm to close the bootstrap argument. As for the cubic nonlinearity (we put it in $L^2$-norm), we can at most spare 2− ‘number’ for $L_\infty^d$-norm which is for the decay. (We can not do 2, if so, the left norm would be $L^2$-norm which does not give us any smallness.) Thus in Lemma 3.3, we need to assume $d + \epsilon$-regularity to make sure the exponent for $\|f\|_{L_2^d}$ is 2+ then ‘2+'× '2-' = 1.

Now we finish the proof of Claim 3.2.
This ends the proof of Lemma 3.1, and the main theorem follows from Lemma 3.1.

\[ \square \]

4. Further remarks

In this section, we make a few remarks on this research line. As mentioned in the introduction, our nonlinear decay result for (1.1) is based on the corresponding scattering result [24]. We believe that this method can be applied for some other dispersive models with proper modifications. We list a few more models (with scattering behavior) and leave the proofs for interested readers. (We note that one may require more regular initial data in the following models.)

\begin{align*}
(1) & \quad \left(i\partial_t + \Delta_{\mathbb{R}^d}\right)u = -u|u|^8d, \quad u(0,x) = u_0(x) \in L^2(\mathbb{R}^d), \\
\text{where } d \geq 5. & \quad \text{(See [26])} \\
(2) & \quad \left(i\partial_t + \Delta_{\mathbb{R}^d}\right)u = -u|u|^\frac{8}{d+4}, \quad u(0,x) = u_0(x) \in H^2(\mathbb{R}^d), \\
\text{where } d \geq 9. & \quad \text{(See [20])} \\
(3) & \quad \left(i\partial_t + \Delta_{\mathbb{R}^d}\right)u = \mu u|u|^d, \quad u(0,x) = u_0(x) \in H^2(\mathbb{R}^d), \\
\text{where } 1 \leq d \leq 4, p > 1 + \frac{8}{d}. & \quad \text{(See [27])}
\end{align*}

For the focusing case, this method can be applied as well once we have the global spacetime bound since estimating the nonlinearity and using bootstrap argument have nothing to do with the sign of nonlinearity. It is essentially a perturbative method. See [10, 19, 26] for examples. We conclude this paper with one more paragraph on discussing more dispersive models as below.

For dispersive models rather than 4NLS on Euclidean spaces (with scattering behavior), similar method may be applied to obtain the nonlinear decay property (i.e. the nonlinear solutions enjoy the same pointwise decay property as the linear solutions), such as, higher order (more than four) NLS, 4NLS on waveguide manifolds (see [31] for a recent result), NLS on waveguide manifolds (see [11, 15, 32] for example), NLS with partial harmonic potentials (see [1, 3, 12]), resonant system (see [4, 30]), nonlinear wave equations (see [29]), Klein–Gordon equation (see [29]). We did not list them explicitly.

References

[1] P. Antonelli, R. Carles, and J. Drumond Silva. Scattering for nonlinear Schrödinger equation under partial harmonic confinement. *Comm. Math. Phys.*, 334(1):367–396, 2015.
[2] M. Ben-Artzi, H. Koch, and J.C. Saut. Dispersion estimates for fourth order Schrödinger equations. *C. R. Acad. Sci. Paris Sér. I Math.*, 330(2):87–92, 2000.
[3] X. Cheng, C. Guo, Z. Guo, X. Liao, and J. Shen. Scattering of the three-dimensional cubic nonlinear Schrödinger equation with partial harmonic potentials. *arXiv preprint arXiv:2105.02515*, 2021.
[4] X. Cheng, Z. Guo, and Z. Zhao. On scattering for the defocusing quintic nonlinear Schrödinger equation on the two-dimensional cylinder. *SIAM J. Math. Anal.*, 52(5):4185–4237, 2020.
[5] J. Colliander, M. Keel, G. Staffilani, H. Takaoka, and T. Tao. Global well-posedness and scattering for the energy-critical nonlinear Schrödinger equation in $\mathbb{R}^3$. *Ann. of Math. (2)*, 167(3):767–865, 2008.
[6] C. Fan and Z. Zhao. Decay estimates for nonlinear Schrödinger equations. *Discrete Contin. Dyn. Syst.*, 41(8):3973–3984, 2021.
[7] G. Fibich, B. Ilan, and G. Papanicolaou. Self-focusing with fourth-order dispersion. *SIAM J. Appl. Math.*, 62(4):1437–1462, 2002.
[8] E. Gagliardo. Ulteriori proprietà di alcune classi di funzioni in più variabili. *Ricerche Mat.*, 8:24–51, 1959.
[9] B. Guo and B. Wang. The global Cauchy problem and scattering of solutions for nonlinear Schrödinger equations in $H^s$. *Differential Integral Equations*, 15(9):1073–1083, 2002.
[10] Q. Guo. Scattering for the focusing $L^2$-supercritical and $\dot{H}^2$-subcritical biharmonic NLS equations. *Comm. Partial Differential Equations*, 41(2):185–207, 2016.

[11] Z. Hani and B. Pausader. On scattering for the quintic defocusing nonlinear Schrödinger equation on $\mathbb{R} \times \mathbb{T}^2$. *Comm. Pure Appl. Math.*, 67(9):1466–1542, 2014.

[12] Z. Hani and L. Thomann. Asymptotic behavior of the nonlinear Schrödinger equation with harmonic trapping. *Comm. Pure Appl. Math.*, 69(9):1727–1776, 2016.

[13] C. Hao, L. Hsiao, and B. Wang. Wellposedness for the fourth order nonlinear Schrödinger equations. *J. Math. Anal. Appl.*, 320(1):246–265, 2006.

[14] C. Hao, L. Hsiao, and B. Wang. Well-posedness of Cauchy problem for the fourth order nonlinear Schrödinger equations in multi-dimensional spaces. *J. Math. Anal. Appl.*, 328(1):58–83, 2007.

[15] A. D. Ionescu and B. Pausader. Global well-posedness of the energy-critical defocusing NLS on $\mathbb{R} \times \mathbb{T}^3$. *Comm. Math. Phys.*, 312(7):781–831, 2012.

[16] V. I. Karpman and A. G. Shagalov. Stability of solitons described by nonlinear Schrödinger-type equations with higher-order dispersion. *Phys. D*, 144:194–210, 2000.

[17] V. I. Karpman. Stabilization of soliton instabilities by higher-order dispersion: Fourth order nonlinear Schrödinger-type equations. *Phys. Rev. E*, 53(2):1336–1339, 1996.

[18] C. Miao, H. Wu, and J. Zhang. Scattering theory below energy for the cubic fourth-order Schrödinger equation. *Math. Nachr.*, 288(7):798–823, 2015.

[19] C. Miao, G. Xu, and L. Zhao. Global well-posedness and scattering for the focusing energy-critical nonlinear Schrödinger equations of fourth order in the radial case. *J. Differential Equations*, 246(9):3715–3749, 2009.

[20] C. Miao, G. Xu, and L. Zhao. Global well-posedness and scattering for the defocusing energy-critical nonlinear Schrödinger equations of fourth order in dimensions $d \geq 9$. *J. Differential Equations*, 251(12):3381–3402, 2011.

[21] C. Miao and J. Zheng. Scattering theory for the defocusing fourth-order Schrödinger equation. *Nonlinearity*, 29(2):692–736, 2016.

[22] L. Nirenberg. On elliptic partial differential equations. In *Il principio di minimo e sue applicazioni alle equazioni funzionali*, pages 1–48. Springer, 2011.

[23] B. Pausader. Global well-posedness for energy critical fourth-order Schrödinger equations in the radial case. *Dyn. Partial Differ. Equ.*, 4(3):197–225, 2007.

[24] B. Pausader. The cubic fourth-order Schrödinger equation. *J. Funct. Anal.*, 256(8):2473–2517, 2009.

[25] B. Pausader. The focusing energy-critical fourth-order Schrödinger equation with radial data. *Discrete Contin. Dyn. Syst.*, 24(4):1275–1292, 2009.

[26] B. Pausader and S. Shao. The mass-critical fourth-order Schrödinger equation in high dimensions. *J. Hyperbolic Differ. Equ.*, 7(4):651–705, 2010.

[27] B. Pausader and S. Xia. Scattering theory for the fourth-order Schrödinger equation in low dimensions. *Nonlinearity*, 26(8):2175–2191, 2013.

[28] J. Segata. Modified wave operators for the fourth-order non-linear Schrödinger-type equation with cubic non-linearity. *Math. Methods Appl. Sci.*, 29(15):1785–1800, 2006.

[29] T. Tao. *Nonlinear dispersive equations*, volume 106 of *CBMS Regional Conference Series in Mathematics*. Published for the Conference Board of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence, RI, 2006. Local and global analysis.

[30] K. Yang and L. Zhao. Global well-posedness and scattering for mass-critical, defocusing, infinite dimensional vector-valued resonant nonlinear Schrödinger system. *SIAM J. Math. Anal.*, 50(2):1593–1655, 2018.

[31] X. Yu, H. Yue, and Z. Zhao. Global well-posedness and scattering for fourth-order Schrödinger equations on waveguide manifolds. *arXiv preprint arXiv:2111.09651*, 2021.

[32] Z. Zhao. Global well-posedness and scattering for the defocusing cubic Schrödinger equation on waveguide $\mathbb{R}^2 \times \mathbb{T}^2$. *J. Hyperbolic Differ. Equ.*, 16(1):73–129, 2019.

[33] J. Zheng. Well-posedness for the fourth-order Schrödinger equations with quadratic nonlinearity. *Adv. Differential Equations*, 16(5-6):467–486, 2011.
Zehua Zhao
Department of Mathematics and Statistics, Beijing Institute of Technology, MIIT Key Laboratory of Mathematical Theory and Computation in Information Security, Beijing, China.

Email address: zzh@bit.edu.cn