Correlative statistical microstructural assessment of precipitates and their distribution, with simultaneous electron backscatter diffraction and energy dispersive X-ray spectroscopy
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Abstract

Modern engineering alloys have bespoke microstructures, where features such as precipitates are used to control properties. In many Ni-based alloys, carbo-nitride precipitates are introduced to strengthen and improve performance. These precipitates can be distributed throughout the microstructure and niobium rich carbides are often found at grain boundaries. In this work, we used combined energy dispersive X-ray spectroscopy (EDS) and electron backscatter diffraction (EBSD) to characterise the population of these precipitates. Processing of the EDS signal is used to label the Mo-rich precipitates, and their size and location are measured from maps using a circular Hough transform. This label map is combined with the grain boundary network (from EBSD analysis). Statistical analysis, using ANOVA testing, reveals differences in chemistry between carbides found in Ni-rich matrix grain interiors, on random high angle boundaries and on special boundaries (Σ3 and Σ9). These results are compared between wrought and power metallurgy product forms. These distributions are discussed in the context of their performance within demanding environments, such as reactor core internals.
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Introduction

Engineering alloys play a significant role in enabling modern technology, especially in extreme environments such as found in a nuclear reactor pressure vessel. The performance and reliability of these alloys is informed through understanding of their microstructure and the impact of microstructural units in challenging environments such as found in stress corrosion cracking. This motivates our present study to provide quantitative microstructural assessment, underpinned with statistical testing, of different microstructural units using electron backscatter diffraction (EBSD) and energy dispersive X-ray spectroscopy (EDS).

The diffraction patterns analysed by EBSD provides access to the structural information, e.g. phase classification and crystal orientations, and analysis of EBSD maps enable creation of grain boundary network maps where the different character of each grain boundary can be probed (such as the grain boundary misorientation and the surface trace of the boundary).

The X-ray emission spectra analysed by EDS, created by electron induced electron transitions of the core electrons of the probe volume, can be characterised to reveal variations in local chemistry and also assist in phase classification.

Both EDS and EBSD are powerful techniques individually when characterising materials. In recent years it is becoming possible to use the data collected from these methods to provide even more information than is available to either technique individually, linking chemistry and structure directly and across large areas. Previous work has used simultaneous EBSD-EDS in a range of applications
involving enhancing microstructural characterisation (1–8) and also efforts to create quantitative metrics for microstructural features (9). What these methods have focussed on is the enhancement of the phase classification ability of EBSD with additional EDS processing to complement the categorisation. Other methods of enhancing EDS processing have included the development of X-ray image segregation through X-ray scatter diagrams by Moran and Wurher to find methods to segment X-ray maps based on EDS data (10, 11). For the present work, we aim to combine the data more directly in a correlative approach, and providing information that would not usually be collected via different techniques.

The physics of electron scattering, X-ray generation and emission and electron diffraction mean that the interaction volumes for the techniques can be substantively different (12, 13). This is very important to consider as usually combined EBSD-EDS is performed at high sample tilt and with high probe energies (20 keV). In the present work, we resolve this issue with Monte Carlo based modelling (14) to assist interpretation.

Beyond the physics, the signals and analysis methods for EDS and EBSD are also significantly different. EDS is a spectroscopy technique, and the signal obtained is a function of the electron scattering, X-ray generation, X-ray absorption and fluorescence combined with the detector position and type (15–17). Often each spectrum can be processed by the commercial software for semi-quantitative analysis. In contrast, EBSD based Kikuchi patterns are typically indexed and classified by crystal structure and crystal orientation only and the chemical information is rarely extracted (18).

Using these methods for correlative microscopy requires combining of the two data modalities, and the pipeline may vary depending on the ultimate goal of the materials characterisation approach.

In this work, we aim to use simultaneous EBSD-EDS to quantitatively probe precipitate distributions in a Ni-metal matrix. To do this, we employ statistical analysis to explore if the precipitate chemistry varies with boundary type. This builds upon prior work by others, including analysis of variance (ANOVA) with SEM based image analysis by Jehadi et. al. (19, 20). The approach involves particle labelling, from EDS spectra and image processing, grain boundary identification with EBSD, and then use of ANOVA to explore variations in precipitate chemistry with boundary type. This is used to compare two different Alloy 625 samples manufactured using wrought and powder metallurgy based methods, with a view to understanding their stress corrosion cracking performance and inform their use in nuclear reactor pressure vessels.

**Materials and Methods**

Alloy 625 is a high chromium content nickel super alloy with defined content for the alloying additions. The bulk composition of the material is seen in Table 1.
### Table 1: Standard composition of Inconel 625 as produced by Special Metals (21)

| Elements | Limiting Chemical Composition / wt% |
|----------|-----------------------------------|
| Ni       | 58.0 min                          |
| Cr       | 20.0-23.0                         |
| Fe       | 5.0 max.                          |
| Mo       | 8.0-10.0                          |
| Nb       | 3.15-4.15                         |
| C        | 0.10 max.                         |
| Mn       | 0.50 max.                         |
| Si       | 0.50 max.                         |
| P        | 0.015 max.                        |
| S        | 0.015 max.                        |
| Al       | 0.40 max.                         |
| Ti       | 0.40 max.                         |

This study characterises two Alloy 625 materials:

1. A HIP material was formed from powder metallurgy and then hot isostatically pressed (HIP)
2. A wrought material, manufactured using a conventional wrought processing route

From each material, representative samples were sectioned and hot mounted in Bakelite and prepared for investigation through a standard metallographic route with a final polishing step of 0.04 μm OPS solution, pH balanced using H₂O₂ and water in the ratios 4:1:1.

Analytical Scanning Electron Microscopy (SEM) was conducted using a Quanta FEG 650 SEM equipped with the Bruker eFlashHD2 and a Quantax 60 mm² X-ray detector. Data was processed using Bruker ESPRIT v2.1.2.17832, and data exported to .h5 format prior to analysis within Matlab 9.5.0.944444 (R2018b).

EBSD patterns and energy dispersive X-ray spectra were collected using a ~10 nA probe current at 20 kV, using a working distance of 15 mm and 70° sample tilt. A total of 3 regions of interest per sample were collected, and the scanning set up is detailed in Table 2. The number of points and exposure time were constrained by instrument availability.

### Table 2: Sample exposure time and size of each area of interest.

| Sample                        | Step Size / μm | No. Points     | Exposure Time / ms |
|-------------------------------|----------------|----------------|--------------------|
| Methods Map (HIP’ed sample)   | 0.14           | 525 x 349      | 28                 |
| HIP (x3)                      | 0.21           | 1375 x 915     | 11                 |
| Wrought (x2)                  | 0.21           | 1375 x 915     | 11                 |
| Long Exposure Wrought (x1)    | 0.21           | 1375 x 915     | 45                 |

EDS spectra were captured with 2048 energy bins, up to 20 keV (the input accelerating voltage) and the detector has an energy resolution as specified by the manufacturer as 126 eV Mn Ka. The EBSD patterns were collected at a resolution of 320 x 240 pixels with the exception of one HIP area of interest (AOI) that was collected at 200 x 150 pixels. EBSD indexing was performed online using ESPRIT using a Ni-phase file only. The patterns were indexed ‘online’ using ESPRIT 2.1 and they were all indexed against the FCC Ni-phase only.
EDS spectra and EBSD measured crystal orientations orientations were exported, via the h5 file, for post processing.

**Post Processing and Correlative EDS and EBSD analysis**

Correlative analysis was performed using both the EBSD data and EDS data. The EBSD data was used to create a grain structure map, and specifically identify the grain boundaries and classify them as special when they have an orientation relationship which matches a Σ3 coincident site lattice (CSL) type. The EDS data was used to identify high Mn and Nb containing carbide particles, and later perform quantitative EDS analysis with additional statistical testing.

To produce the EBSD derived data, the orientation data was imported into MTEX v5.2 (22) to create orientation maps inorder to determine grain boundary locations and characterise their type. Grain boundaries were calculated with a >5° cut off and the grain boundary network was created. As the grain boundary map is determined with respect to the X-Y raster of the EBSD map, it the network was smoothed using a a spline filter in MTEX, where the grains were also filtered to remove non indexed points in the map and grow the grains near (non indexed) inclusions creating a complete grain boundary network. Finally, the edge of the map was removed from the grain boundary network.

Next, each segment of the grain boundary map was classified by boundary type. The grain boundary axis and angle was classified with a tolerance of 5° and all other boundaries were labelled as “random”. At this point, the grain boundary network includes positions and character of each segment within a labelled network.

Carbide particles were identified from through analysis of maps derived from EDS spectra. At each point, the (background corrected) EDS spectrum was widowed and summed at 2.293 keV (the primary transition for Mo-Lα is 2.292 keV and the Nb-Lα peak is at 2.169 keV, for 20 kV accelerating voltage) with a window of ±0.8 kV energy window. The frequency distribution of the intensity within this summed part of the EDS energy spectra is shown in Figure 1a.

To improve detection of carbide particles, a 3 x 3 point spatial-median filter was applied to the map and then the map of total windowed X-ray counts was binarised through contrast normalisation and thresholding. This threshold is manually controlled, the selected value for the Mo+Nb-Lα peak is highlighted in Figure 1, which also shows the effect of the image processing steps that have increased the contrast. In the pre-processed histogram the particles intensity and matrix intensity for this peak can be seen in intensity windows shown in Figure 1a.

At this point, we have a map of points that have element concentration higher than the threshold labelled with values of 1, as demonstrated in Figure 1b. This process labels particles of high X-ray generation for the specific peak energy (here it corresponds to combined generation of Mo and Nb-Lα). Once these particles are identified, later steps can quantify the spectra.
Figure 1: The histograms for the pre and post processed Mo+Nb-L\textalpha intensity map with the manually selected binarisation threshold. The pre-processing histogram shows the two intensities of the precipitates and the matrix regions. A programmatic method for threshold selection was trialled. Labelling of carbides using EDS based analysis (b) EDS spectra from a single point. (c) Reconstructed spatial map from the summed intensity of the Mo+Nb-La yellow window from the energy window from each point. (d) Binary particle map resulting from noise filtering and thresholding the image. (e) Red circles show where a circular Hough transform has detected a particle in the binary image.

Next, the particles were detected using a Hough based circle finding approach with the binarised map as the input data. The identified particles as identified are shown in Figure 1e. The circle finding algorithm was used to co-locate regions of high elemental concentration, to provide a centre of mass (in the 2D sectioning plane) and to quantify the distance of the particle from the nearest boundary (and the boundary type). For the purposes of this work the assumptions is made that all of the particles being investigated are spherical or near spherical.
Figure 2: Microstructure maps of HIP’ed Alloy 625 (a) crystal orientations. (b) Grain boundaries overlaid on a microstructure map, coloured by boundary type. The Σ3 and Σ9 are low energy ‘special’ CSL boundaries. Determining particle locations by combining EBSD and EDS data (c) Binary particle map with randomly orientated grain boundaries overlaid. (d) Binary particle map with Σ3 grain boundaries overlaid. (e) Microstructure map with identified particles separated and colour coded by location. Spectra are extracted from each point within each circle to enable comparison by precipitation location. (f) Cartoon of Euclidean distance calculation and threshold distance from circle to boundary for allocation of particle location. Distance is calculated from the central point of each circle.

The location of each particle with respect to the boundary was determined by the Euclidian distance of the centre of the particle and the nearest grain boundary segment (obtained from the grain boundary network graph). The particle was considered to be on a specific boundary when the centre lies less than 1 μm from a boundary. This distance is five measurement points away from the boundary and is based upon the particle size distribution, as the average particle diameter identified was in the range of 1-2 μm. The result of particle identification and labelling is visualised in Figure 2e.
Once the particles were identified, the sum EDS spectra for all points within the particle were extracted and reexported back to within EPSRIT using an algorithm developed by T. McAuliffe et al. (23). The ZAF based approach in EPSRIT is used to then quantify all of the export spectra as we are more interested in accuracy for the heavier elements. ZAF is more accurate for the heavier elements while the addition of the $\phi p(z)$ method is more accurate for lighter elements (24).

**Reliability of Hough based Circle Identification**

Validation of the Hough based circle identification routine was performed using a simulation, and an example of this validation is presented in Figure 3. This helps address concerns regarding incomplete sampling and stochastic noise in the experimental data, analysis of individual circles is prone to small errors. The simulation was used to verify that the mean number of circles and their distribution was ensured, and that there was no introduction of sampling bias.

The simulated data was created using a random array of binarised circles in a discrete grid, some of which were overlapping. The size of the simulated particles and the discrete point-based sample of the experimental grid was used to inform the input distribution (the code for this simulation is included in the supplementary files).

Two separated simulation approaches were implemented to emulate features found within the experimental data. The artefacts introduce including deviations in circularity and overlapping particles, as identified from features seen in the binary images (Figure 3b). This also enables development of a method to remove the excess circles, associated with overlap of identified regions.

The first approach involved use of a large input range for the radius in the ‘imfindcircles’ MATLAB function (25). This results in these smaller circles to be identified within larger features seen in Figure 3b, this is expected as the authors of the function suggest a small range in the desired radii (26). In practice, it was found to be necessary to use a large circle range in due to range of particle sizes in the images. For particles where there are multiple smaller circles, the simple approach locates the largest circle in the group and removes any of the smaller circles that sit within in 1 diameter of this largest circle.

The second approach is called ‘the barycentre’ which enables the joining of overlapping smaller domains into one bigger circle. This replaces two over lapping circles with a weighted average to reposition a single circle of diameter equal to the larger of the two. This approach was used to address artefacts observed from visual inspections of the results.

The simulation was then used to evaluate quantitative artefacts. To determine if the radius can be used as a quantitative metric, the difference between the generated radii distribution and the detected distribution is identified. Figure 3c shows that the detected radii distribution is discrete as compared to the input (continuous) distribution, which is to be expected based upon the discrete sampling grid. The Kolmogorov-Smirnov test was used to confirm that 1) both are normally distributed and 2) the resulting p-values show to a 95% significance that the two distributions are equal. It is notable that as the total range of radii increases in the generated distribution, there is a trend in the reduction of the similarity of the two curves while still satisfying the KS test (27). This could become a factor if the particle size range being investigated is large.
Figure 3: Quantifying the effectiveness of the Hough based circle detection approach. (a) The variation in the number of circles generated and detected over a series of trials at different generated normal distributions. Including the impact of a layer of gaussian noise. (b) Two different corrections applied to the detected circles, a simple and barycentre approach to remove any excess incorrect labelling. (c) Comparing the empirical cumulative distribution functions (ECDF) for both generated and detected circle radii, with the normal CDF for the detected circles. The mean, standard deviation and result of a Kolmogorov-Smirnov test for similarity between the generated and detected ECDF’s is shown for each case.

As shown in Figure 3c, there is variation in the total number of particles detected in each individual case, which is to be expected, however importantly to this study the mean number of detected and generated circles are the same. This provides a level of confidence that while in each individual experiment the identified number of features in the image may not be exact, the mean number of particles present should be within a reasonable range and representative of the sample.

Ultimately this simulation provides enough confidence that Hough transform based circle analysis method is suitable for sampling the precipitate distributions found in these samples. The Hough-transform based method was used on the experimental data to join together spectra associated with each particle, and to link these with the location and size of the particles to relate this data to the EBSD derived grain boundary map.

Effect of specimen tilt on quantified EDS analysis of carbide chemistry

Now that we have the EDS data clustered and segmented for each individual particle, quantification can be performed. For surface investigation and microanalysis, the sample surface is typically positioned perpendicular to the beam direction to produce the smallest possible interaction volume which is as isotropic as possible (i.e assuming the electron beam enters an infinite half space). However, when conducting simultaneous EBSD and EDS data collection this is not possible as typically the sample must be tilted to 70° to allow for the maximum quantity of backscattered electrons to be incident on the EBSD detector. The EDS interaction volume is then consequently larger and anisotropic.
The impact of this tilting on the EDS signal was investigated by Monte-Carlo simulation using CASINO v2 (14). Additionally, this enables us to consider where the Mo+Nb-Lα sum peak is suitable for particle shape reconstruction due to the difference in interaction volume and thickness variation on the intensity of the peaks.

![Graphs showing NbC Element Intensity Variation with Layer Thickness at 0° and 70°](image)

**Figure 4:** The effect of sample tilt modelled by Monte-Carlo simulation with CASINO of increasing thickness of a surface of NbC with an infinite Ni layer beneath represented by taking the maximum generated X-ray intensity from the phi-rho-z curves.

In the Monte Carlo simulation, ten thousand electron paths were simulated with an incident beam energy of 20 kV for both a 0 and 70° sample. In Figure 4, the solid black line shows the thickness at which it is for ZAF corrections based on the interaction volume of X-ray production (in the region of 1 μm), that the total interaction volume for any particular path is contained within the target. In this case, that would be the NbC particle. Figure 4 shows a difference in the simulated maximum X-ray intensity generated of all transitions when the thickness is varied at both tilts however the maximum X-ray intensity of the Nb-Lα peak is effectively consistent at all particle thicknesses in a tilted sample. This creates a potential issue relating the maximum generated X-ray intensity taken from the phi-rho-z curves (28) as the absorption of X-rays requires and additional step to be accounted for. However due to the geometry of the samples, the path length of an X-ray in the tilted configuration is smaller and therefore the intensity loss from absorption will be smaller.

This simulation provides a reasonable indication that the intensity from the element seen in the surface layer will follow trends to those seen in existing phi-rho-z curves. For the quantification, and segmentation, here the simulation suggests that the shapes of particles reconstructed in the binary image are likely to be similar to those observed when sampling an un-tilted sample, as the measured intensity of X-rays from elements within the thresholding window are less thickness dependant. Furthermore, points at the edges of particles should be distinguishable from the matrix using the simple threshold.

Once the data is clustered into the sum peak, this reduces subsurface thickness variations and the ZAF correction within ESPRIT is used, which includes a tilt correction component to account for the absorption effect.

**Segmented EDS data analysis and precipitate distributions**

With the particle data classed by location, the spectra for each single category were collated and the mean particle spectra was created for each boundary type which can be seen in Figure 5a where
they are compared to show that in the spectra there is a difference in intensity between Nb, Mo, Ni and possibly Cr. As these spectra are the mean values for all particles of each class, there is potential for these to be masking variation within one class. This motivates statistical analysis using Analysis of Variance (ANOVA) test to establish whether there are significant differences between the classes, as compared to the variance within each class.

The EDS quantified spectra are treated with a standard statistical approach to identify likelihood of similarity using ANOVA \((29, 30)\). Each boundary category contains the quantified data for elements identified through ESPRIT. In an ANOVA statistical test, the hypothesis states that the elements across each boundary will show no statistical difference, i.e. the concentration of an element is generally consistent on each boundary. For an ANOVA test there is an assumption that the data is normally distributed therefore, to validate the use of ANOVA, the KS test is used on each element for each boundary to determine if the composition can be described by a normal distribution. The validation metric in this test is also a P-value to a 95% significance. In the case of this example, the results of the KS test indicates that the distribution of concentration is normal suggesting that the differences highlighted, or not, by the ANOVA test are significant.

Figure 5b shows the quantified EDS spectra comparison between the boundaries highlighting similar patterns in concentration variation as indicated by the mean chemical spectra.

We observe a variation in concentration Nb and Mo for the inclusions, and also Cr, by boundary type. This is confirmed in the ANOVA analysis shown for Nb in Figure 5c where the difference in concentration between the intragranular particles and those precipitating on the randomly orientated grain boundaries are, to a 95% significance, different indicating preferential location of Nb. The same analysis is repeated for Mo and Cr shows to the same significance that there is variation in concentration by particle location in the sample.

Using the ANOVA method, the P-value is used to indicate that it is likely that there is at least one boundary category that the concentration of that selected element is significantly different to at least one class of boundary. We note that the absolute P-value is not as important if the target significance threshold is met – in this case the significance is set to 95% \((30)\). To be completely certain of statistically identified trends, enough data would need to be collected that any addition of new data sets would produce the same identified concentration difference.
Figure 5: Segmented EDS spectra by boundary category compared as raw spectra, quantified atomic % and statistically compared through ANOVA. (a) Mean EDS spectra across each boundary. (b) Radar plot of the atomic % of element present by boundary category from the marked particles. (c) Comparison of the calculated mean, with 95% confidence intervals for Nb content, compared by boundary type. (d) The quantification metrics for precipitate distributions in size range, location, boundary content and particle distribution along each boundary.

As there is statistically significant variation in chemical composition of the particles by microstructural location, it is also possible to identify if there is preferential locations for these precipitates of different composition. The number of identified particles is highlighted in Figure 5c to show that there is a preference of Nb, Mo rich precipitates to locate on the randomly orientated boundaries with the largest number of particles and the smallest inter particle spacing located along this boundary type.

These metrics, as seen in Figure 5, have been chosen as they are likely important for corrosion and stress corrosion cracking studies while also informing more general material characterisation.

Application to a Case Study in the Effect of Processing Route on Resultant Microstructure

The difference in the resultant microstructure between two different processing routes, powder metallurgy hot isostatic press (HIP) and wrought (WR), of Alloy 625 are now investigated. The EBSD-EDS mapping details are presented in Table 2.

A sample of each microstructure is shown, with the binarized element map combined with EBSD derived grain boundary structure are shown for each case in Figure 6.
Figure 6: The microstructure of a sample HIP and Wrought microstructures (top) with the accompanying binary particle map and overlaid grain boundary structure (bottom).

Each map is processed as per the method described for the case study. Sum spectra for each particle type within each manufacturing route were analysed with results shown in Figure 7.
Figure 7: Quantitative particle and boundary analysis comparing the HIP and wrought (WR) microstructures. (a) The mean chemical spectra for particles identified along each boundary highlighting the difference in the particle compositions and the similarity in the matrix compositions. (b) Quantified mean spectra in Atomic %. (c) Resulting P-Values of ANOVA for each individual element compared between each segment. (d) Proportion of the total grain boundary length that is each of $\Sigma 3$, $\Sigma 9$ (special boundaries) and randomly misoriented grain boundaries. The proportion of total identified particle compared by precipitation location identified and the mean spacing of the particles along each of the boundary types.

Figure 7 shows there is a statistically significant difference in the boundary content of some of the elements within the HIP microstructure. Figure 7b shows distinct composition differences of the precipitates by processing route and 7d shows that the distribution of particles within each microstructure is different. For Nb in the HIP material the highest concentration is found in the precipitates laying along the $\Sigma 3$ boundaries while in the wrought material this is found in intra-granular particles.

The inter-particle spacing along each of the boundaries also varies greatly due to the number of particles precipitating; and there are far fewer particles identified in the HIP microstructure compared to wrought. While proportion of boundary length is very similar, there is a slightly higher special boundary ($\Sigma 3$ and $\Sigma 9$) content present in the wrought sample. There is a larger standard error in the precipitation by location, however there is still evidence that the distribution of precipitation is likely to remain distinct between processing routes.

Discussion

The use of alloy 625 widely deployed in high temperature applications with a nuclear reactor which has an environment the leads to Stress Corrosion Cracking (SCC). This motivates understanding of microstructural variations that can influence SCC resistance. These are broadly introduced by Rebak and Szkolarska-Smialowska (31). This highlights that SCC resistance can be influenced by microstructural effects (as well as the operating environment) Broadly in SCC and microstructural analysis, many either study the proportion of special boundaries OR they look at the variation of
chemistry and precipitates. This motivated our current study where we combine the two to see if they are related.

Hu et al. (32) identify that the proportion of CSL grain boundaries present in a microstructure can impact the rate and amount of SCC that affects the material. This is also explored by Bruemmer et al. (33) who quantify precipitate distributions and suggest understanding of these features could enable the prediction of SCC behaviour of the material. As was found in the case study, both of these factors have been quantified between the two processing routes and shown to have identifiable differences suggesting differences in the resulting SCC performance.

Our results here indicate that the chemistry and distribution of particles is a function of boundary type (or vice versa) which indicates that a correlative method is required for us to understand the influence of microstructure on SCC performance. This can vary between manufacturing routes.

For our correlative approach using simultaneous EBSD and EDS, the main limiting factor in what particles types is detectable is the interaction volume on the tilted surface. For EDS, the interaction volume is considered to be roughly 1μm in diameter. A step size of 0.21 μm was chosen to include precipitation in the size range of the EDS interaction volume. As a result, it is likely that precipitates in the finer size range of less than 1 step size (0.21 μm) will be missed from this data collection method. As we have not used the diffraction patters in this study we are also unable to identify specific phases that the chemistry is contributing to, only that regions of high concentration of particular element exist and that the statistics highlight that this is varied depending on precipitation location. Due to this step size, it is understood that smaller phases that are seen to precipitate in Alloy 625 that are rich in Cr will be missed by this current method of analysis which presents the opportunity for further investigation using higher spatial resolution methods.

Within the Alloy 625 system, the precipitates highlighted by this method, the Mo, Nb rich particles are of FCC type crystal structures with very similar lattice parameters to the Ni matrix. This presents a difficulty in distinguishing these particles from the matrix with the conventional EBSD method used in this work (34, 35). There have been methods developed that could use the kikuchi diffraction data to enable the identification of phases when there is only small differences in the patterns by Foden et al. (36).

For the best statistics, a sufficiently large area should be studied with a reasonable sampling resolution. To address this challenge in the present work, three randomly selected different areas of the surface for each sample were measured to create an approximation to the total microstructure of the samples. However it should be identified that more data could provide further insight.

As we now have quantitative mapping of particles linked to boundary types for the different product forms, we can move beyond anecdote and use statistical testing. In terms of the application of ANOVA, this approach has been applied to statistics of EDS data in previously studies to quantify differences in chemical content (20).

A next step might involve application of direct linking of the EBSD and EDS data, e.g. using multivariate statistics has been used singularly to perform image segmentation (37) or in combination with EBSD as in McAuliffe et al. (23), and this could assist in identification of the precipitates. However each of these methods on their own would not provide the type of information desired to relate to SCC.

To complement our present work, high spatial resolution analysis is also possible, such as with Atom Probe (38), TEM (39) or STEM (40), which are extremely effective in determining the phase,
chemistry and location of precipitates at the fine scale. However each of these cases requires significant time investment in sample preparation and are only really possible to conduct on very small volumes containing a small number of precipitates before conclusions are drawn about the material on larger scale. This means there is limited opportunity for these techniques to look at a large population of precipitates, such as the Mo and Nb rich precipitates sampled here, and to explore the statistical distributions more widely. For larger more scale investigations of precipitation, synchrotron based investigations are generally conducted (41–43), e.g. with small angle X-ray scattering and/or diffraction, but spatial correlation is lost.

The present work is prompting future work in the application of this method to TKD and EDS to allow for accessing relatively large area of interest to create the larger data sets allowing more accurate statistics. This would enable the investigation into whether similar patterns of in the fine scale precipitation exist as to difference in concentration by location. Investigating the material in both length scales can provide insights into how the material is going to behave and what the full impacts of the manufacturing processes are.

Conclusions

A method has been developed to use simultaneously collected EBSD and EDS data to provide information on the chemistry and distribution of precipitates in a Ni-rich matrix and their correlations with different grain boundary types. Statistical analysis, using ANOVA, highlights that there are variations in the chemistry between precipitates found on different boundary types as well as between samples manufactured using two different processing routes for Alloy 625. This may support further studies to understand the stress corrosion cracking performance of Alloy 625.
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