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ABSTRACT

The Barlow Twins self-supervised learning objective requires neither negative samples or asymmetric learning updates, achieving results on a par with the current state-of-the-art within Computer Vision. As such, we present Audio Barlow Twins, a novel self-supervised audio representation learning approach, adapting Barlow Twins to the audio domain. We pre-train on the large-scale audio dataset AudioSet, and evaluate the quality of the learnt representations on 18 tasks from the HEAR 2021 Challenge, achieving results which outperform, or otherwise are on a par with, the current state-of-the-art for instance discrimination self-supervised learning approaches to audio representation learning. Code at https://github.com/jonahanton/SSL_audio.

1. INTRODUCTION

Inspired by recent successes in Computer Vision (CV) [1, 2, 3] and Natural Language Processing (NLP) [4, 5] in the generation of universal representations through self-supervised learning (SSL) methodologies, much recent interest has been dedicated to using SSL to learn universal representations of audio data [6, 7, 8, 9]. Whilst generative approaches [8, 9] have produced state-of-the-art (SOTA) results for SSL methods in many audio tasks, the current SOTA SSL techniques in CV are dominated by instance discrimination (ID) approaches [10, 11, 12], which build a meaningful representation space through training an encoder network to embed similar instances near one another.

Barlow Twins [13] is one such ID approach, which encourages the empirical cross-correlation matrix between the embeddings of two views of a mini-batch of data samples towards the identity matrix. Through forcing the cross-correlation matrix to the identity, Barlow Twins embeds instances which encode similar semantic content near one another whilst minimising the redundancy between the individual components of the extracted embedding vectors, encouraging the latent representations to be maximally informative. Barlow Twins requires neither negative samples [1] nor asymmetric learning updates [2, 14], instead preventing representational collapse by design. As a result, Barlow Twins i) directly enforces invariances to the applied data augmentations without having to sample negative pairs, and ii) prevents representational collapse in an intuitive and explainable manner [15], unlike approaches such as BYOL [2] which are theoretically poorly understood (although some attempts have recently been made [16]). Within the audio domain, the sampling of negative pairs is also potentially problematic, since obtaining such a pair from two different audio signals within a mini-batch [6, 17] can lead to low-quality solutions since two signals may share common sounds, such as a chord sequence in music.

It seems reasonable, therefore, that Barlow Twins, when adapted to the audio domain, would produce robust and generalisable audio representations. To this end, we present Audio Barlow Twins (ABT), a novel self-supervised audio representation learning method which adapts Barlow Twins [13] to the audio domain. Figure 1 details ABT’s high level architecture. ABT achieves results which outperform, or otherwise are on a par with, the current state-of-the-art for ID self-supervised learning approaches to audio representation learning.

2. BACKGROUND

Instance Discrimination Instance discrimination (ID) SSL approaches [1, 2, 18] are built on the core idea of similarity: instances which encode similar semantic content should be embedded near one another in representation space. These methods make use of a Siamese network, where each ‘arm’ of the network processes a different view of the data sample. The extracted feature representations of the two views are then pushed together. Solely enforcing representational similarity of positive pairs is vulnerable to mode collapse onto a constant vector for all inputs, a phenomenon known as representational collapse. Contrastive ID approaches, such as SimCLR [1], prevent representational collapse through the use of negative pairs, which are forced apart in representation space. Non-contrastive ID approaches such as BYOL [2] prevent representation collapse, instead, through introduction of asymmetry into the learning framework.

Audio SSL (ID) Many self-supervised learning methods have been proposed to learn generalisable audio rep-
sentations\textsuperscript{2}. [17, 6, 20] all adapt SimCLR [1] to the audio domain. [17] additionally propose an augmentation which they term mix-back, where the incoming spectrogram is mixed with another clip randomly drawn from the training dataset whilst ensuring that the incoming patch remains dominant. [7] present BYOL-A, adapting BYOL [2] to the audio domain with minimal modifications from the original learning framework. The key modifications they make is their proposed data augmentation module, used to generate the two spectrogram views. BYOL-A also makes use of a lightweight convolutional encoder architecture, based on a network used in the solution of the NTT DCASE2020 Challenge Task 6 (Automated Audio Captioning) [21], which we use in our experiments and term the AudioNTT encoder.

3. METHOD

Generation of views ABT first produces two views, \( v, v' \) of an input spectrogram \( x \) by stochastic application of the audio augmentation (AA) module \( v, v' \sim \text{AA}(x) \). The audio augmentation module consists of three different augmentation blocks: Mixup, Random Resize Crop (RRC), and Random Linear Fader (RLF) [22]. The spectrogram input is first normalised by the dataset mean and standard deviation.

Extraction of embeddings The two views are passed through the encoder to obtain the representations, \( y_\theta = f_\theta(v), y'_\theta = f_\theta(v') \). The representations are then passed through the projector network to obtain the embeddings, \( z_\theta = g_\theta(y_\theta), z'_\theta = g_\theta(y'_\theta) \).

Barlow Twins objective The Barlow Twins objective, \( \mathcal{L}_{BT} \), is calculated on the embeddings, \( \mathcal{L}_{BT}(z_\theta, z'_\theta) \). \( \mathcal{L}_{BT} \), since it uses batch statistics in its calculation of the embeddings’ cross-correlation matrix \( C \), cannot in practice be calculated on an input-by-input basis, but instead must be calculated over a batch of embeddings \( Z_\theta, Z'_\theta \), with \( Z_\theta = [z_\theta^1, \ldots, z_\theta^B] \in \mathbb{R}^{B \times d} \), and likewise for \( Z'_\theta \). Formally

\[
\mathcal{L}_{BT} = \alpha \sum_i (1 - C_{ii})^2 + \lambda \sum_{i \neq j} C_{ij}^2, \tag{1}
\]

where the first term enforces representational invariance to the applied audio augmentations, and the second term minimises the redundancy between the individual components of the embedding vectors. The positive constants \( \alpha \) and \( \lambda \) control the trade-off between the importance of these two terms, and by default \( \alpha \) is set to 1 and \( \lambda \) to 0.005 (as in the original Barlow Twins publication [13]). The cross-correlation matrix \( C \) is computed between the embeddings within the batch \( B \),

\[
C_{ij} = \sum_{b=1}^B \hat{Z}_{\theta,b}^i \hat{Z}_{\theta,b}^j, \tag{2}
\]

where \( \hat{Z}_\theta \) is the normalised embedding \( Z_\theta \) along the batch dimension, and \( \hat{Z}_{\theta,b}^i \) corresponds to the \( i^{th} \) component of the \( b^{th} \) batch element of \( \hat{Z}_\theta \).

4. EXPERIMENTS

We pre-train on the large-scale audio dataset AudioSet [23] for 100 epochs with a batch size of 128, which corresponds to \( \sim 1.3M \) training iterations. We successfully download 1,629,756 clips (corresponding to \( \sim 4,500 \) hours of audio) from AudioSet’s unbalanced train subset, which are used for ABT pre-training.

Audio preprocessing All audio samples are converted with a sampling frequency of 16 kHz to (log-scaled) mel-spectrograms using a 64 ms sliding window with a 10 ms step size, extracting \( F = 64 \) mel frequency bins in the range \( 60 - 7,800 \) Hz. By default, during pre-training, we randomly crop \( T = 96 \) time frames (all clips with shorter duration are...
padded with zeros), corresponding to 950 ms of audio. This produces a mel-spectrogram of size $F \times T = 64 \times 96$.

**Architecture** We consider two encoders, the AudioNTT convolutional encoder [21], and the ViT$_C$ encoder [24]. We consider the ViT$_{C-B}$(ase)$^3$ model, using a patch size of $16 \times 8$. A learnable [CLS] token is prepended to the sequence of patches, and its output representation, $O_{[CLS]}$, is taken as representative of the clip as a whole. Fixed sinusoidal positional encodings are added to each patch.

**Downstream Tasks** We use 18 tasks from the HEAR 2021 Challenge [25] for evaluation. HEAR includes two types of tasks, i) scene-based tasks, corresponding to classification of an entire audio clip, and ii) timestamp-based tasks, corresponding to sound event detection and or transcription over time. For each task, the representations are extracted from the frozen pre-trained model and then evaluated using the hear-eval$^4$ toolkit, which trains a shallow Multilayer Perceptron (MLP) classifier on the extracted representations.

## 5. RESULTS

We compare the performance of the ABT pre-trained models on the 18 HEAR tasks with two baseline models, CREPE [27], wav2vec2.0 [28], and to BYOL-A$^5$ [7]. The results for the scene-based and timestamp-based tasks are detailed in Tables 1, 2 and 3.

ABT, with the AudioNTT encoder, generally performs on a par with, or outperforms, BYOL-A$^*$, which uses the same AudioNTT encoder architecture, on the scene-based tasks, and consistently outperforms BYOL-A$^*$ on the timestamp-based tasks. We see further consistent improvements over CREPE and wav2vec2.0, except on the type of tasks on which these models have been specialised (music for CREPE, speech for wav2vec2.0). These results demonstrate the robustness of ABT in the generation of general-purpose audio representations. Interestingly, ABT pre-training appears damaging to performance on several of the music tasks, often leading to performance degradation from the random baselines. We find this to be particularly evident for the Mridingam Stroke and Tonic, NSynth (5h and 50h), and MAESTRO tasks. This extends to other ID methods, with BYOL-A$^*$, performing similarly poorly. The aforementioned tasks all require a sound’s pitch to be correctly discerned. However, invariance to pitch perturbations is enforced through RRC, and as such, it is intuitive that a model will consequently struggle to classify pitch. That said, we find that RRC does considerably improve the quality of the learnt representations, as detailed in Section 5.1. We therefore observe an issue with transferring ID methods from CV to audio, since such methods rely on applying data augmentations to generate two views, and any given data augmentation may benefit one type of audio task but harm another. This provides support for generative self-supervised methods for learning universal audio representations [8, 9], since they don’t require the use of any data augmentations.

### 5.1. Ablation study: the effect of strong data augmentations

We consider using different combinations of the components of the audio augmentation module, which by default consists of Mixup, Random Resize Crop (RRC), and Random Linear Fader (RLF). We further consider two different variations, Pre-Post-Norm (PPN) and Noise. PPN refers to removal of the normalisation block and replacing it with the Pre- and Post-Normalisation blocks proposed by [7] in BYOL-A. Noise refers to interpolation with random noise$^6$. ABT pre-training is performed for each ablation study for 100 epochs with the AudioNTT encoder on the FSD50K development subset, and linear evaluation is performed on five HEAR tasks, which we term HEAR-L$^7$. From Figure 2 we see that strong audio augmentations are essential for the learning of high-quality representations, since when all the augmentations are removed from the baseline except RLF (remove RRC and Mixup), ABT performance drops significantly, by 19 points from 69% to 50% average on the HEAR-L tasks. We also observe that

---

$^3$The ViT$_{C-B}$ corresponds to the ViT$_{C-18GF}$ model proposed in the original publication [24].

$^4$https://github.com/hearbenchmark/hear-eval-kit

$^5$BYOL-A$^*$ is a reimplementation of BYOL-A [7] by [26], which we use since [7] did not evaluate on the HEAR tasks.

$^6$We sample the noise from a Gaussian distribution $\mathcal{N}(0, \lambda)$, where $\lambda \sim U(0, \alpha)$, $\alpha = 0.2$.

$^7$HEAR-L consists of five HEAR tasks covering all three of the scene-based task subcategories: CREMA-D (speech), LibriCount (speech), FSD50K (environmental sound), ESC-50 (environmental sound), and GTZAN Genre (music).
Table 1: Results on HEDAR speech and environmental sound scene-based tasks. Top two performing models for each task are shown underlined and highlighted. % ↑RAND refers to the fractional increase from the average score obtained by the random baseline for that model.

| Speech | CREMA-D | LPC | SPC-2h | SPC-4h | Voices | Avg % ↑RAND |
|--------|---------|-----|--------|--------|--------|-------------|
| HEAR  CREPE | 0.483 | 0.499 | 0.180 | 0.211 | 0.031 | 0.142 | 0.244 | 0.301 | 0.159 | 0.863 | 0.441 |
| HEAR  wav2vec2.0 | 0.456 | 0.692 | 0.838 | 0.579 | 0.080 | 0.043 | 0.606 | 0.561 | 0.342 | 0.848 | 0.584 |
| HEAR  BYOL-A* | 0.623 | 0.288 | 0.856 | 0.924 | 0.337 | 0.390 | 0.626 | 0.789 | 0.489 | 0.877 | 0.729 |
| ABT  AudioNTT | 0.394 | 0.745 | 0.462 | 0.916 | 0.131 | 0.323 | 0.578 (17%) | 0.786 | 0.474 | 0.905 | 0.721 (24%) |
| ABT  VITC-8 (16 × 8) | 0.581 | 0.819 | 0.724 | 0.771 | 0.087 | 0.012 | 0.548 (140%) | 0.715 | 0.446 | 0.845 | 0.666 (40%) |

| Environmental Sound | ESC-50 | FSD50K | uttered | Avg % ↑RAND |
|---------------------|--------|--------|---------|-------------|
| HEAR  CREPE | 0.483 | 0.499 | 0.180 | 0.211 | 0.031 | 0.142 | 0.244 | 0.301 | 0.159 | 0.863 | 0.441 |
| HEAR  wav2vec2.0 | 0.456 | 0.692 | 0.838 | 0.579 | 0.080 | 0.043 | 0.606 | 0.561 | 0.342 | 0.848 | 0.584 |
| HEAR  BYOL-A* | 0.623 | 0.288 | 0.856 | 0.924 | 0.337 | 0.390 | 0.626 | 0.789 | 0.489 | 0.877 | 0.729 |
| ABT  AudioNTT | 0.394 | 0.745 | 0.462 | 0.916 | 0.131 | 0.323 | 0.578 (17%) | 0.786 | 0.474 | 0.905 | 0.721 (24%) |
| ABT  VITC-8 (16 × 8) | 0.581 | 0.819 | 0.724 | 0.771 | 0.087 | 0.012 | 0.548 (140%) | 0.715 | 0.446 | 0.845 | 0.666 (40%) |

Table 2: Results on HEDAR music scene-based tasks.

| Music | Beijing | GTZAN-Genre | GTZAN-M/S | Mid-Stroke | Mid-Tonic | NSynth 3h | NSynth 50h | Avg % ↑RAND |
|-------|---------|-------------|-----------|------------|-----------|-----------|-----------|-------------|
| HEAR  CREPE | 0.928 | 0.845 | 0.299 | 0.808 | 0.824 | 0.870 | 0.900 | 0.856 |
| HEAR  wav2vec2.0 | 0.907 | 0.780 | 0.496 | 0.943 | 0.828 | 0.402 | 0.653 | 0.780 |
| HEAR  BYOL-A* | 0.919 | 0.835 | 0.960 | 0.970 | 0.900 | 0.290 | 0.642 | 0.789 |
| ABT  AudioNTT | 0.966 | 0.818 | 0.962 | 0.970 | 0.932 | 0.478 | 0.740 | 0.538 (1.5%) |
| ABT  VITC-8 (16 × 8) | 0.869 | 0.765 | 0.922 | 0.952 | 0.897 | 0.280 | 0.632 | 0.769 (1.5%) |

Table 3: Results on HEDAR timestamp-based tasks. Error rate (↓) indicates that a lower error rate is better. Table format adapted from [26].

| Model | DCASE | MAESTRO | Avg % ↑RAND |
|-------|-------|---------|-------------|
| HEAR  CREPE | 0.082 | 0.224 | 0.04801 | 0.00852 | 0.485 (27%) |
| HEAR  wav2vec2.0 | 0.070 | 0.140 | 0.0328 | 0.0089 | 0.351 |
| HEAR  BYOL-A* | 0.049 | 0.503 | 0.0028 | 0.00029 | 0.251 |
| ABT  AudioNTT | 0.082 | 0.224 | 0.04801 | 0.00852 | 0.485 (27%) |
| ABT  VITC-8 (16 × 8) | 0.072 | 0.275 | 0.0263 | 0.00429 | 0.374 (10%) |

RRC is the most effective audio augmentation, attaining the highest performance of any of the audio augmentations when applied alone, achieving a HEDAR-L average score of 65% (compared with 63% for Mixup, 60% for Noise, and 50% for RLF). RLF is by far the least effective augmentation.

6. CONCLUSION

In this paper, we presented **Audio Barlow Twins** (ABT), a novel self-supervised audio representation learning method which adapts Barlow Twins [13] to the audio domain. ABT pre-training on AudioSet [23] for 100 epochs with the AudioNTT encoder [21] results in model performance which is on a par with, and in several cases better than, BYOL-A [7]. We found commonly introduced augmentations to be harmful to ABT in certain settings. Future works should consider the effect on different downstream tasks of different augmentations that act directly on raw waveforms, within the ABT learning framework. Applying the augmentations directly on raw waveforms, instead of spectrograms, allows for a) a better control of the strength of these augmentations (as it is possible to listen directly to their effect), and b) a greater number of augmentations to be considered (e.g. pitch shift, time masking, time shift, time stretch, fade in/out, compression, etc.). We were unable to apply data augmentations during training directly on raw waveforms in this work due to an I/O bottleneck.
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