Semi-Automatic Construction and Refinement of an Annotated Corpus for a Deep Learning Framework for Emotion Classification
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Abstract

In the case of using a deep learning (machine learning) framework for emotion classification, one significant difficulty faced is the requirement of building a large, emotion corpus in which each sentence is assigned emotion labels. As a result, there is a high cost in terms of time and money associated with the construction of such a corpus. Therefore, this paper proposes a method of creating a semi-automatically constructed emotion corpus. For the purpose of this study sentences were mined from Twitter using some emotional seed words that were selected from a dictionary in which the emotion words were well-defined. Tweets were retrieved by one emotional seed word, and the retrieved sentences were assigned emotion labels based on the emotion category of the seed word. It was evident from the findings that the deep learning-based emotion classification model could not achieve high levels of accuracy in emotion classification because the semi-automatically constructed corpus had many errors when assigning emotion labels. In this paper, therefore, an approach for improving the quality of the emotion labels by automatically correcting the errors of emotion labels is proposed and tested. The experimental results showed that the proposed method worked well, and the classification accuracy rate was improved to 55.1\% from 44.9\% on the Twitter emotion classification task.
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1. Introduction

Recently, various cognitive problems, such as image (Deng et al., 2009) and speech recognition (Hinton et al., 2012), have been solved by deep learning-based machine learning frameworks. A deep learning-based cognitive system needs a large number of datasets for model training to prevent the model from over-training (over-fitting). A dataset for model training usually consists of a pair of input data and its annotated teacher label. However, the construction of a dataset is highly costly because in the past humans have usually had to annotate the teacher labels to the dataset. This has resulted in more cost-effective proposals of data augmentation methods (Cubuk et al., 2019; Nishizaki, 2017; Kafle et al., 2017) being put forward. Although it is comparatively easy to perform data augmentation for image and audio datasets, data augmentation for a text corpus for emotion classification is considerably more difficult.

This paper describes an emotion classification of text sentences from Twitter, one of the most popular social networking services. To deal with an emotion classification task, a training dataset has to be prepared and constructed for the emotion classifiers. For example, SemEval-2018 Task 1 (Affect in Tweets) (Mohammad et al., 2018) prepared 8,640 English sentences with manually annotated labels. Moreover, about 30,000 emotion labels were manually attached to text dialogues in the SemEval-2019 Task 3 (EmoContext) (Chatterjee et al., 2019). Alongside the corpora of SemEval, there are several other English text corpora for emotion classification; however, the number of emotion corpora for other languages is limited. For example, one such corpus was that of Saputri et al. (Saputri et al., 2018), who built an Indonesian Twitter dataset for emotion classification. They collected 7,500 tweets and manually annotated emotion labels to these tweets.

On the other hand, Bostan and Klinger (Bostan and Klinger, 2018) investigated and analyzed annotated corpora for emotion classification. They referred to many emotion corpora in their paper, and they also reported that the size of even the largest corpora was fewer than 40,000 labels. With this fact in mind, to build an annotated corpus for emotion classification can be considered an arduous task. However, a defining factor of this study is that it describes a semi-automatically constructed annotated corpus for emotion classification from Japanese tweets; the size of the corpus was about 80,000 labels, which must be considered as one of the largest corpora for emotion classification to date. It is also of note that this approach to building an emotion corpus can easily be applied to other languages.

The construction steps of our corpus are as follows:

1. Emotion words were selected as seed keywords from the emotion categorization dictionary (Nakamura, 1993). Each seed emotional keyword belongs to an emotion class. This was the only part of the process performed by a human, all the other steps were automated.

2. Tweets were automatically collected by searching a seed emotional keyword. The tweets were annotated with the same emotion label to the seed emotional keyword automatically. This sometimes led to the tweet being assigned the wrong emotion label. This was used as an initial dataset for the emotion classifier training.

3. The emotion classifier was trained using the initial training dataset.

4. Emotion labels were automatically updated by the emotion classifier.

https://twitter.com/
By repeating the process described above, the initial dataset would eventually become more refined. It is hard to apply a data augmentation approach to an emotion corpus in which the data size is small. Therefore, we proposed the approach of semi-automatic construction of emotion corpus and refinement of emotion labels.

There have been some studies released for similar approaches to dataset refinement or distillation. For example, Cosentino and Zue (Cosentino and Zhu, 2019) proposed a re-labeling approach using a Generative Adversarial Network (GAN), and the approach was evaluated on the MNIST task (Lecun et al., 1998). First, a numeric image was inferred to the neural network-based classification model, and the classification result was judged and either accepted or rejected based on a confidence measure. If the input image was rejected, the image was regenerated by the GAN. This refinement approach is quite similar to the refinement approach detailed above, even though the target media is different, meaning that the approach applied here may be simpler. On the other hand, Köhler et al. (Köhler et al., 2019) proposed a detection and filtering approach for noisy labels on the CIFER-100 image dataset. This approach estimated uncertainty measures for an input image, and uncertain images that were detected were removed. The approach followed in this paper does not need any calculation of uncertainty measures for tweet sentences.

The contribution of this paper is first to show that the refinement approach of emotion corpus works effectively. In addition to this, it also describes the best model selection approach using almost the same approach as the refinement process of the training dataset.

The refinement approach used for the dataset in this study was automatically built from Twitter and was evaluated with an emotion classification task wherein human subjects annotated emotion labels to the sentences in the test set. The experimental results showed that the classification accuracy rate of the model trained from the refined training dataset by our refinement approach largely surpassed that of the baseline model trained from the initial training dataset, including noisy labels. Overall, a 10.2% improvement of the accuracy rate was achieved. On the other hand, unfortunately, the best model selection approach did not work as well, and it is evident that it has much room for improvement.

This paper is organized as follows: Section 2 explains the (initial) dataset construction and neural network architectures used in the emotion classification task. Section 3 describes the refinement process of the training set for the emotion classifier. Section 4 shows the experimental setups for the emotion classification task and its results, and conclusions are drawn in Section 5.

2. Emotion Classification using Deep Learning

In this paper, we deal with eight sorts of emotion categories based on the Plutchik’s emotion wheel (Plutchik, 1980): joy, sadness, trust, disgust, fear, anger, anticipation, and surprise.

input sentence: \( w_1 \ w_2 \ w_3 \ldots \ w_n \)

\( \text{output} \) (8 classes)

Figure 1: Structure overview of the emotion classification model.

2.1. Initial Training Set for the Emotion Classifier

First, a semi-automatically constructed initial training dataset was used for training the emotion classifier. The training data for the emotion classifier consists of the sets of a pair \((S_1, L_1)\), where \(S_1\) and \(L_1\) refer to a sentence and its emotion label, respectively. The steps of building the initial training data are explained as follows.

1. One hundred and twenty-four “seed emotional keywords” were selected for each emotion category from the “Emotion Representation Dictionary” (Nakamura, 1993). We assumed that the dictionary lists representative emotional keywords that have strong ties to each emotion category. Table 1 shows a part of the seed emotional keywords and their corresponding emotion category. Therefore, each seed emotional keyword can be connected to one emotion category.

2. Sentences were collected from Twitter using the 124 seed keywords. Each sentence was labeled depending on the emotion category of the seed keyword.

3. Each sentence was segmented into words using the Japanese morphological analyzer MeCab (Kudo et al., 2004).

4. Ten thousand tweets (sentences) were randomly selected for each of the eight emotion categories. These were then used to construct the initial training data that contained \((S_1, L_1), \ldots, (S_N, L_N)\), where \(N = 80,000\).

As described above and in Table 1 a tweet (sentence) was automatically annotated with one emotion label based on the hypothesis that a seed emotional keyword is strongly connected to one emotion category. Therefore, the initial training dataset may contain many wrongly labelled sentences. This is because the emotion category of a seed emotional keyword and the true emotion category of the searched sentence by the keyword do not always coincide.

2.2. Emotion Classification Model

In this study, we use neural network-based models for emotion classification. Figure 1 shows an outline structure of...
The neural network-based emotion classification model used in this study. There are some excellent models such as Bidirectional Encoder Representations from Transformers (BERT) (Devlin et al., 2019), which achieved superior results on various natural language processing tasks. However, we did not try to use state-of-the-art neural network architectures because the purpose of this paper is to make a training corpus (sets of a sentence and their emotion labels) for a robust emotion classifier semi-automatically. Therefore, our proposed method for making a training dataset does not depend on any specific neural network architectures.

As shown in Figure 1, the neural network-based model is composed of three following main model architectures: one is a model consisting of two fully connected (FC) layers only (denoted as “DNN” model in this paper), the second one is composed of a recurrent layer 2 and an FC layer (denoted as “RNN” model), and the final one is the combination of both the outputs of the DNN and RNN (denoted as “COMB”). The output of COMB is used as an emotion classification result.

The details of the DNN and RNN models are shown in Figures 2 and 3. The neural network used adopts a backpropagation considering multiple losses: in other words, the three losses were calculated based on the outputs of the DNN, RNN, and COMB models, and then these loss values were averaged. This average was then used for the backpropagation process. In previous trials, it was found that each model was good at the specific emotion ². Therefore, this study adopted the multiple losses calculation so as to take advantage of the characteristics of each model.

2.2.1. DNN Model

Figure 2 shows the neural network architecture of the DNN model, which is a part of the whole network. The input is a sentence $W$, and $W$ consists of $n$ words. Each word (represented as a one-hot vector) is input into the embedding layer, and it converts a 128-dimensional vector. Each word-embedding vector proceeds to the FC layer. All the outputs (256 dim.) for input words are averaged. This averaged vector is regarded as a sentence-embedding vector in this paper.

2.2.2. RNN Model

Figure 3 shows the neural network architecture of the RNN model. The RNN model’s architecture is almost the same as that of the DNN model. The difference from the RNN model is that an LSTM layer is used instead of the FC layer between the word-embedding layer and the average layer. The LSTM layer can consider the context information of the word sequence of the input sentence. As with the RNN model, each output vector of the LSTM layer is averaged against input words and is used as a sentence-embedding vector.

2.2.3. COMB Model

Figure 4 is the whole model architecture of the combination of the DNN and RNN models. The output vectors from DNN and RNN are concatenated and then proceed to the FC layer. In addition, softmax cross-entropy is used as a loss function. As with the COMB model, the DNN and RNN models also calculate cross-entropy losses and these three losses are used for the backpropagation.

3. Refinement of the Training Dataset and the Training Emotion Classifier

In this study, a refinement approach is proposed as a way of developing the training dataset for the emotion classifier. Figure 5 shows the process of the proposed method for the training dataset refinement, in which the noisy pairs of a sentence and its emotion label are automatically removed from the training dataset. In addition, Figure 6 shows the process of training and selecting of the best emotion classifier model and the re-labeling process (as seen in in Figure 4).

3.1. Refinement of the Training Set

The refinement process for a training set comprises the following three steps: the first step is the training of an emotion classification model, the second is the re-labeling of the emotion label of each sentence in the training dataset, and the final step is the removal of noisy pairs.

In the first step, we train the emotion classification models by $L$ repetitions with the re-labeling of the emotion label for each sentence in the training dataset. The architecture of the emotion classification model as shown in Figure 1 and Table 2 also shows the model training condition. The $l^{th}$ model is trained with the revised training dataset, which is made by the previous training loop. Note that we use the initial training dataset when $l = 1$. The number of epochs for all the models is set to 20. We evaluate the model in each epoch against the validation set, in a sentence and its emotion label are not included in the training dataset. The best epoch model for the validation set is selected and used for the re-labeling process.

The second step is the re-labeling process. The selected model ($l^{th}$ trained model) classifies the emotion category

| emotion category | emotional keywords |
|------------------|-------------------|
| joy              | happy, interesting, thankful, celebration, enjoy, proud |
| trust            | respect, calmness, reliable, love, comfortable, welcome |
| fear             | horrible, terrible, lonely, dark, suspect, scaring |
| surprise         | unexpectedly, unbelievable, great, disappar, no way, impressed |
| sadness          | sad, disappointment, lonely, unfortunate, remorseful, poor |
| disgust          | rammy, croosh, awkward, depressing, gloomy, imperfect |
| anger            | offensive, exasperated, sore, loud, sleepy, angly |
| anticipation     | hopeful, wary, tension, excited, fluttery, atwitter |

Table 1: Examples of seed keywords for searching emotional tweets

(For example, the DNN model was good at “joy” emotion.)
against each sentence in the \(l - 1\)th revised training set. When the emotion label from the model is different from the original label for a sentence, the emotion label is changed to the new one. After all the sentences in the training set are re-labeled, the new \(l\)th revised training set is saved.

In this research, the first and second steps were repeated \(L\) times, where \(L = 100\). After finishing \(L\) repetitions, the noisy sentence–emotion label pairs were removed from the initial training dataset. The \(L + 1\) training datasets were already stored after the training and re-labeling \(L\) loops.

In this study, any sentence with an emotion label that was replaced at least once during the re-labeling process was regarded as a "noisy" sentence. If an emotion label fluctuates depending on the model for a sentence, it is hard to classify the emotion category clearly for said sentence. Alternatively, if the original emotion label of the sentence is entirely wrong, the noisy sentence and its emotion label are removed from the initial training dataset. Finally, a refined training dataset was obtained, which was used for the best emotion classification model training.

### 3.2. Training of the Best Emotion Classifier

The training procedure of the emotion classifier is the same as that of the refinement of the training dataset described in the previous section. Figure 5 shows the training process, which is the same as that in Figure 4 and includes the re-

| Dim. of word embedding | 128 |
|------------------------|-----|
| Mini-batch size        | 128 |
| Num. of epochs         | 20  |
| Activation at FC layers| ReLU (Glorot et al., 2011) |
| Dropout                | 0.2 at all the hidden layers |
| Loss func.             | Softmax cross entropy |
| Optimizer              | Adam (Kingma and Ba, 2015) |
| Init. learning rate    | 0.001 |

Table 2: Training conditions of the models.
4. Experiment

4.1. Experimental Setup

In this paper, the proposed method was evaluated in sentences from Twitter. As mentioned in Section 2.1, 80,000 sentences were collected from Twitter. They were used as the initial training dataset for training the model. Also, an additional 480 sentences were included. Six people manually annotated the emotion labels to these tweet sentences. If more than two people annotated the same emotion label to the same sentence, the emotion label was adopted. Finally, 221 pairs of sentences were prepared and their emotion labels for validation were added and 207 pairs for the testing were similarly prepared, respectively. Using the eight emotion categories based on the Plutchik’s emotion wheel (Plutchik, 1980), the emotion classifiers were evaluated on the classification accuracy rate.

4.2. Experimental Results and Discussion

Table 3 shows a summary of the emotion classification accuracy rates and Figure 6 shows the classification accuracy rates on the test set at each training and re-labeling loop. The “Baseline” is the result of the initial model trained with the initial training dataset without the re-labeling loop being included. The “Refined train. set” comes from the model trained with the refined training dataset without including the re-labeling loop. In Figure 6, “The selected model” is the result of the selected model from the L models based on the validation set. “The best performance model” is the oracle model among the L models, which obtained the best performance on the test set. The “Baseline” had the worst accuracy rate because the initial training dataset included many wrong sentence–emotion label pairs. As described in Section 2.1, the initial training dataset was semi-automatically built using the 124 seed emotional keywords. One-hundred sentence–emotion label pairs were randomly selected from the training dataset and evaluated by a human. As a result, 17% of the sentences were found to be mistakenly labeled. However, the refinement process for the initial training dataset successfully removed the noisy pairs from the initial training dataset. The error rate of the emotion label annotations on the refined training dataset was 13%, which amounted to a 4% reduction. Therefore, the classification accuracy rate of the “Refined train. set” was drastically improved to 55.1% from the baseline model. From the test set accuracy on the second training loop in Figure 6, it can be seen that almost all models based on the refined training dataset were improved. These results are put forward as evidence that the proposed refinement approach in this study for the training dataset efficiently worked on the training of a better classifier.

On the other hand, the second training and re-labeling loop did not work as well because “The selected model” was slightly worse (54.6%) than the “Refined train. set.” After the refinement of the initial training dataset, wrong emotion labels were removed. Therefore, the re-labeling loop did not contribute to the improvement of the classifier. However, “the best performance model” obtained a 58.5% classification accuracy rate. This indicates that the second re-labeling loop can improve the classifier. That said better model selection criteria from those of the L models will be put forward for future development.

5. Conclusions

This paper has described the semi-automatic construction approach of an annotated corpus from Twitter for emotion labeling procedure. The emotion classification models were trained L times again using the revised training dataset. The same re-labeling process was also applied during model training. After finishing the training and re-labeling loops, L classification models were gained. From the L models, the emotion classifier that obtained the best performance on the validation set was chosen. The best classifier is evaluated on the test set for the evaluation of our proposed method.
The experimental results showed that the proposed approach worked well, and the classification accuracy rate was improved to 55.1% from 44.9%, from the baseline model without any refinement processes, on the Twitter emotion classification task. On the other hand, the best model selection method did not work as well because it entirely depends on the validation set. However, a 58.5% classification accuracy rate was obtained if the best model was selected. Therefore, there is a requirement for further development of the selection method of the best model from multiple models.

In future works, we are going to use the start-of-the-art neural network models on this task. In addition, our methods will be applied to other languages such as Chinese and English.
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