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Abstract

The early history of average values is used as a source of inspiration for instructional design in middle-school classrooms. This historical study helps to define different layers, aspects, and applications of average values and encourages us to look through the eyes of the students, who do not have the same concepts as teachers and instructional designers have. As a result of this study, possible implications for education are considered, such as estimation as a starting point for a statistics course, allowing the midrange as an initial strategy, a visual way of estimating the mean using bar representations in a simple computer tool, and the reinvention of midrange, median, mode, and mean. There turn out to be striking parallels but also important differences between the historical and students’ individual development of statistical understanding.

1. Introduction

Various authors have suggested that studying the history of a topic is good preparation for teaching that topic (Freudenthal 1983b; Radford 2000; Stanton 2001). Obstacles that people in the past grappled with are interesting to teachers because students often encounter similar obstacles. However, students also know things people in the past did not know. In the words of Freudenthal (1983b, p. 1696):

“The young learner recapitulates the learning process of mankind, though in a modified way. He repeats history not as it actually happened but as it would have happened if people in the past would have known something like what we do know now. It is a revised and improved version of the historical learning process that young learners recapitulate. ‘Ought to recapitulate’ - we should say. In fact we have not understood the past well enough to give them this chance to recapitulate it.”
As part of my research in statistics education, I had to design instructional materials for seventh-grade students who had not learned any statistics except the arithmetic mean. To investigate what the "revised and improved version of the historical learning process" could be for these students, I decided to study the early history of statistics, in particular of averages, as well as students' learning.

The study consisted of exploratory interviews with 26 seventh-grade students of different ability and five classroom-based teaching experiments in seventh-grade classes with 12 to 15 lessons per experiment. I audiotaped all interviews and lessons and videotaped the lessons in the last two classes. In five cycles of developing instructional materials, observing classrooms, and revising the materials, the teacher and I were able to develop an instructional unit that helped students learn the concepts of average values through a process of what Freudenthal (1991) called "guided reinvention." This process is consistent with the historical development of the concepts and takes account of the contextual difference between current students and the historical past.

As a framework to study the relation between history and education, I used Freudenthal’s historical and didactical phenomenology, as described in Section 2. The subsequent sections deal with historical and didactical issues related to average values. The last section summarizes the insights about the relation between the historical learning process and the individual learning process for averages.

2. Framework

Freudenthal (1983a) distinguished phenomena that we want to understand or structure and the concepts with which we do so. We can study the relation between phenomena and concepts in different ways. Historical phenomenology is the study of the historical phenomena in which certain mathematical concepts arose in order to understand why these arose. Didactical phenomenology is the study of the relation between the mathematical concepts and the phenomena in which they arise with respect to the process of teaching and learning these concepts and their applications. Studying history can help us see certain phenomena through the eyes of people who did not have the same concepts and techniques. This may help us take a students’ perspective and better understand their learning process.

My approach was as follows. I first collected as many early historical examples with a statistical flavor as possible. The next selection of historical examples was guided by their educational interest: I only selected examples that could be seen as preliminary stages of statistical notions with possible relevance for teaching younger students. For example, if an estimation of a number of years is reached by some method that could be interpreted as an intuitive version of an average, it was included. Estimation as a simple guess would not have been included. Subsequently, the teacher and I conducted the teaching experiments and looked for parallels and differences between the historical and individual learning processes. In the organization of this article, there is an alternation between the two processes to demonstrate their relationship.

3. The Early History of Estimation

The oldest historical examples that were found all had to do with estimation. Four of them are presented here to show preliminary stages of some measures of center.

Example 1
In an ancient Indian story, Rtpurana estimated the number of leaves and fruit on two great branches of a spreading tree (Hacking 1975). He estimated the number on the basis of one single twig, which he multiplied by the estimated number of twigs on the branches and found a number, which after a night of counting turned out to be very close to the real number. It could well be that he chose a typical or an
average twig, since that would indeed give a proper estimation. This then may be seen as an intuitive predecessor of the arithmetic mean, because one average number represents all other twig numbers and this average number is somehow “in the middle” of the others. The choice is presumably made so that what is counted too much on the one hand is counted too little on the other hand. This use of an average, in our modern eyes, has to do with compensation, balance, and representativeness.

**Example 2**
Another example of estimation stems from the Greek historian Herodotus (circa 485-420 BC) on the Egyptians and was found by Rubin (1968, p. 31):

“They declare that three hundred and forty-one generations separate the first king of Egypt from the last mentioned (Hephaestus) - and that there was a king and a high priest corresponding to each generation. Now reckon three generations as a hundred years, three hundred generations make ten thousand years, and the remaining forty-one generations make 1,340 years more; thus one gets a total of 11,340 years ...”

The statistically important point in this quotation is the assumption that three generations was reckoned a hundred years. This assumption was made to estimate the total amount of years between the first Egyptian King and Hephaestus. Of course, three generations were not always exactly a hundred years; sometimes a little less, sometimes a little more, but the errors are roughly evened out. That is why this method may be seen as a preliminary stage of the development of the average. As in the first example we see the aspect of compensation and representativeness (typical number of years for generations).

Rubin also found other old examples of statistical reasoning in the work of one of the first scientific historians, Thucydides (circa 460-400 BC). The quotations in Examples 3 and 4 are from his *History of the Peloponnesian War*. The reader is invited to decide how he or she would translate these two excerpts into modern statistical terms (Rubin 1971, p. 53; translation by R. Warner).

**Example 3**

“(The problem was for the Athenians) ... to force their way over the enemy’s surrounding wall ... Their method was as follows: they constructed ladders to reach the top of the enemy’s wall, and they did this by calculating the height of the wall from the number of layers of bricks at a point which was facing in their direction and had not been plastered. The layers were counted by a lot of people at the same time, and though some were likely to get the figure wrong, the majority would get it right, especially as they counted the layers frequently and were not so far away from the wall that they could not see it well enough for their purpose. Thus, guessing what the thickness of a single brick was, they calculated how long their ladders would have to be ...”

**Example 4**

“Homer gives the number of ships as 1,200 and says that the crew of each Boetian ship numbered 120, and the crews of Philoctetes were fifty men for each ship. By this, I imagine, he means to express the maximum and minimum of the various ships’ companies ... If, therefore, we reckon the number by taking an average of the biggest and smallest ships ...”

In Example 3, we could see an implicit use of the mode, here indicated by “the majority.” Note that “the majority” probably means “the most frequent value” and not necessarily “more than half.” In this situation, the Greeks assumed that the most frequent number would be the correct one. To find the total height of this number of bricks, they supposedly needed another estimation, namely of the expected or
the average thickness of a single brick.

In Example 4, we again see estimation with the help of an average value. Thucydides possibly interpreted the given numbers as the extreme values, so that the total amount of men on the ships can be estimated. He suggested that taking the average of these two extremes would provide an estimate. In fact this is called the midrange, defined as the arithmetic mean of the two extremes. Rubin (1971, p. 53) writes about this:

“This technique of averaging the extreme values of the range to obtain the arithmetic mean or mid-range can be justified if certain assumptions are defensible, i.e., that the underlying distribution is at least approximately symmetrical or rectangular.”

Alternative translations do not give other interpretations on these statistical issues (Rubin 1971; Thucydides 1975). Thomas Hobbes, in the oldest translation from Greek into English (1629), only uses the word "mean" where Rex Warner uses "average."

We encountered certain phenomena that were organized by predecessors of contemporary statistical concepts. In Examples 1, 2, and 3, a kind of average similar to the arithmetic mean was used. In Example 3, we could also recognize the mode. In Example 4, Thucydides described a method that we could call taking the midrange. Note that these notions were not defined or used explicitly, although many mean values were known in those days (see Section 5); the literature on the history of statistics indicates that precursors to the median before 1599 are very unlikely (Eisenhart 1974).

4. Students’ initial views of the average

The historical examples illustrate that it can be rather difficult to make implicit aspects of average values explicit. Did Thucydides really think of the midrange in the second quotation? In exploratory interviews, I encountered a similar difficulty of translating student arguments into statistical terms. From only 26 students I got a rich variety of answers to the question, “Do you know what the average is?” (In Dutch there is only one word for average and mean, "gemiddelde," which has both the informal and the statistical meaning of average.) All of these students had learned the arithmetic mean but no other statistical notion. They therefore have a different background than most American seventh-graders, for example, who learn mean, median, and mode years before. Consider the following sample of student responses to the question "What is the average?"

| What is the average?                  | Possible statistical interpretations                      |
|---------------------------------------|----------------------------------------------------------|
| Jennifer: The half. The whole, and in between the half, that is the mean. | Part of the algorithm: dividing by two.                  |
| Charissa: Everything together.        | Part of the algorithm: adding all values                  |
| Bart: You look between the highest and lowest. | Midrange? Somewhere in between?                           |
| Centina: The most.                    | Mode, typical?                                           |
| Claire: What you think it is roughly. | Estimation or representativeness                         |
| Lisa: The mean is about a bit in balance. | Balance point                                            |
| Kerster: In between.                  | Midrange?                                                |
| Frank: The midpoint.                  | Midrange, median or center of gravity?                   |
| Others: Add and divide by the number. | Algorithm                                                |
If we have a closer look at some of the student answers, it becomes clear that there is often no unique statistical interpretation. If Frank says “the midpoint,” does he refer to the point in the middle of the lowest and highest value, to the middle-most value, to the point with minimal absolute distances to the others, or to a center of gravity? We cannot be sure.

This illustrates that for students there are no clear distinctions between the different aspects of these notions. Early in history, we see the same phenomenon (recall the examples in Section 3). When people organize their world and solve problems, they are urged to become clearer and define their methods more precisely. For instance, with symmetrically distributed data, there is no evident need to distinguish the midrange, median, mean, or balance point. For instructional materials, we must therefore choose contexts that ask for clear distinctions. For example, a skewed distribution can show the limitation of the midrange and require a different measure of center.

The observation that the oldest historical examples had to do with estimation gives rise to the question, “Is estimation a good starting point for statistics education?” The answer from these experiments turned out to be yes. As the historical examples show, estimation involves many qualitative aspects of the average that are neglected if students only learn the algorithm of adding all values and dividing by the number of values. These qualitative aspects include representativeness, somewhere in the middle, balance, and compensation (also see Strauss and Bichler 1988; Mokros and Russell 1995). At first sight, “somewhere in the middle” may seem very vague, but the just mentioned research shows that many students tend to forget even this intermediacy property of the mean when they calculate it blindly.

Another observation from history is that in estimations the average was used to find a total number. I expected that students would reinvent some aspects of the average if they had to estimate total numbers. In many textbooks, the order of teaching is reversed: students first learn to compute the mean and then have to discover in which situations they can apply the mean sensibly.

For education, the historical examples needed revision in two ways. First, most students we worked with already knew the algorithm of calculating the mean, although they often did not understand it well. Second, the historical contexts were not suitable for instruction: how many students would be interested in estimating the number of years between the first Egyptian king and Hephaestus? For the first task of the course I decided to choose a context that would be more appealing to students, namely estimating the number of elephants in a picture (see Figure 1, from Boswinkel et al., 1997).
The students in all classes used four main strategies with some variants:

1. Make groups, guess how many there are in each group and add all numbers.

2. Make a group with a fixed number and estimate how many groups fit into the whole (in Figure 1 part 2 the students estimated groups of 10).

3. Count the number of elephants in the length and width and multiply these (readers who have seen the video "Goodnight Mr. Bean" may recognize his method of counting sheep).

4. Make a grid, choose an “average box” and multiply by the number of boxes in the grid.

Strategy 4 is indeed based on an intuitive sense of the average. When the teacher and I asked the students what they meant with an average box they described it as “a box with not too little and not too many”. A similar description can be found in Aristotle's *Nichomachean Ethics* (*Aristotle 1994*).

### 5. Mean values in Greece

Aristotle (384-322 BC) mentions the arithmetic mean, but also defines a philosophical form of the mean, namely the “mean relative to us.” With this notion he explains what virtue is. About the difference between the arithmetic mean and “the mean relative to us” he writes (*Aristotle 1994*, Book II, Chapter VI, p. 5):

"By the mean of a thing I denote a point equally distant from either extreme, which is one and the same for everybody; by the mean relative to us, that amount which is neither too much nor too little, and this is not one and the same for everybody. For example, let 10 be many and 2 few; then one takes the mean with respect to the thing if one takes 6; since 10-6 = 6-2, and this is the mean according to arithmetical proportion [progression]. But we cannot arrive by this method at the mean relative to us. Suppose that 10 lb. of food is a large ration for anybody and 2 lb. a small one: it does not follow that a trainer will prescribe 6 lb., for perhaps even this will be a large portion, or a small one, for the particular athlete who is to receive it; it is a small portion for Milo, but a large one for a man just beginning to go in for
athletics.” (Italics added)

Later in the same chapter he writes about virtue (Aristotle 1994, Book II, Chapter VI, p. 9):

"Virtue, therefore, is a mean state in the sense that it is able to hit the mean."

For him, the mean relative to us was an ethical ideal. In this way, Aristotle extended the notion of the mathematical means to situations in daily life, though his goal with it was different from what we mostly aim for in statistics.

The description “not too much and not too little” is one that students used in all five teaching experiments. When these students explained their strategies, they defined “an average box” in a grid as a box in which there were “not too many and not too few” elephants. Though it could refer to “in the middle,” balance, or compensation, this expression is vague. Therefore it is crucial to continue to ask questions. We asked, for instance, what would happen if we chose a box with too few elephants? More follow-up questions appear in Section 8.

The arithmetic mean was not the only mean value known to the Greeks. In Pythagoras’ time, around 500 BC, three mean values were known, namely the harmonic, geometric, and arithmetic mean (Heath 1981; Iamblichus 1991). At least eleven different mean values had been defined only some 200 years later (Heath 1981). For a historical phenomenology it is relevant to study the phenomena that gave rise to these concepts. It turns out that the theory of the three mentioned mean values was developed with reference to music theory, geometry, and arithmetic.

Examples of the mean values in music theory and geometry show that we cannot always simply translate history into education. First, consider the musical proportions 6:8:9:12 on a string. The proportion 6:8 = 9:12 as a musical interval is called a fourth, 6:9 = 8:12 is a fifth, and 6:12 an octave. All these proportions form consonant intervals. Moreover, 8 is the harmonic mean of 6 and 12, and 9 is their arithmetic mean. The proportion 8:9 is a second, which is dissonant. This example shows a historical relation between a phenomenon, musical intervals on strings, and the related concepts, namely proportions and means. It also demonstrates that what comes early in history need not come early in education.

Second, an example from geometry, namely a theorem of Pappus, shows that the Greeks studied the mean values for their beauty (see Figure 2). If in the semicircle ADC with center O one has DB perpendicular to AC and BF perpendicular to DO, then DO is the arithmetic mean, DB the geometric mean, and DF the harmonic mean of the magnitudes AB and BC (Boyer 1991). Clearly, this theorem does not belong in a statistics course at the middle-school levels. These examples also demonstrate that what might look statistical from the term "mean value" need not be statistical at all.

---

**Figure 2.** Theorem of Pappus on arithmetic, geometric, and harmonic mean.
Some other aspects of these mean values, however, do have important didactical implications. Greek mathematics had a different form and aim than modern mathematics, because it was highly geometrical and visual: for instance, lines were used to represent numbers and magnitudes (see Figures 2 and 3). This difference between Greek and modern mathematics can also be illustrated with the difference in definitions of the arithmetic mean. The Greek definition, as we saw in the quotation of Aristotle is as follows: the middle number $b$ of $a$ and $c$ is called the arithmetic mean if and only if $a - b = b - c$. Note that this definition differs from the modern one, $(a + c) / 2$, and that it refers to only two values. The Greek version shows that the mean is in between the two extremes and is difficult to generalize, whereas the modern version highlights the calculation and is easy to generalize. With education in mind, it is important to note that the Greek definition shows other qualitative aspects than the modern quantitative one. For example, we can immediately see from the Greek definition that the mean is halfway between the two other values.

How can we benefit from the Greek representation and the generalization of the modern definition? An answer follows in the next sections.

---

A __________
B ______________
C ______________

Figure 3. B as the arithmetic mean of A and C, in the way that numbers are represented in Euclid’s Elements around 300 BC (Euclid 1956).

---

6. Bar representations

Many students forget this intermediacy aspect if they calculate the mean and sometimes get an answer outside the range, as illustrated with one of the exploratory interviews. The students had a bar graph and a table of average monthly temperatures in front of them.

Interviewer How would you estimate the average annual temperature in the Netherlands from this graph or table?
Jennifer Add everything.
Interviewer And then?
Lisa Divide by 2.
Interviewer Why divide by 2?
Lisa Because that is the average.

They got 55 degrees Celsius and did not realize that this was very hot. When I again asked what the average temperature was, Jennifer again divided by 2 roughly; "25," she said. If students develop a visual estimation method with more than two, this kind of dividing by two would probably happen less often.

Bars proved to be helpful representations when developing understanding of the mean. When asked to
estimate the average annual temperature in the Netherlands from a bar graph, some interviewed students spontaneously came up with a compensation strategy. They said: “I give a bit of July to January, from August to February and so on.” The teacher and I used this “leveling out” idea successfully in the subsequent teaching experiments. A simple computer tool, called *Minitool 1*, designed by Gravemeijer, Cobb, and colleagues ([Cobb 1999](#)) scaffolded this reinvention process. An activity that stems from their teaching experiments is about the life span of batteries. Students had to decide which of two battery brands was the better choice, using *Minitool 1*. Students used different arguments such as “Brand K had more higher values,” “Brand K has outliers,” “Brand D is more reliable,” and “Brand D has a higher mean.” In the Dutch experiments, students indeed developed a strategy of estimating means with the so-called value bar (see [Figure 4](#)). Students use their imaginations to "move" the pieces that stick out at the right of the value bar to the shorter bars left of the value bar.

In answer to the question of how to benefit from the Greek representation and the generalization of the modern definition, we may conclude that we might use the Greek bar representation but with more than two values.

![Figure 4. Compensation strategy in the battery problem (Brand D on the left, Brand K on the right).](#)

### 7. Fair share, midrange, and generalization to $n$ values

The above-mentioned classroom observations on compensation have their counterparts in history. The average has to do with fair share in trade and insurance contexts, and taking the mean of only two extreme values, the midrange, was a predecessor of the arithmetic mean of more than two values in the context of astronomy. These are the topics of this section.

In the first millennium before Christ, there was lively sea trade in the Mediterranean ([Plön and Kreutziger 1965](#)). Small vessels sailed with valuable merchandise from harbor to harbor, carrying for instance grain, oil, wine, condiments, amphorae, cloth, obelisks from Egypt, slaves, and even animals for the circus such as elephants and lions. The captains of these ships encountered many dangers such as sudden thunderstorms, cliffs, piracy, sand banks, and loading merchandise into smaller boats to bring it to the shore. The danger of capsizing sometimes forced them to cut away the mast. During a storm, the captain sometimes decided to throw some cargo overboard to save the rest of the cargo. This throwing act became known as "jettison" of cargo.

From about 700 BC, merchants and shippers agreed that damage to the cargo and ship should be shared
equally among themselves. What a merchant had to pay was called his contribution. The set of rules became customary law, now known as the Rhodian Sea-Law (Ashburner 1909). By the seventh or eighth century AD, there was a Greek text with many rules on what should be done in different situations. For example, rule 9 out of 47 in part III reads as follows:

“9. If the captain is deliberating about jettison, let him ask the passengers who have goods on board; and let them take a vote what is to be done. Let there be brought into contribution the goods ...” (Ashburner 1909, p. 87)

The Roman emperor Justinian I (483 - 565) became famous by his order to collect all available laws, the codification of Roman Law in 534, now known as the Digest of Justinian. One part became known as the "lex Rhodia de iactu," the Rhodian law on jettison. The basic principle in the Digest XIV.2.1 is:

“The Rhodian law decrees that if in order to lighten the ship merchandise has been thrown overboard, that which has been given for all should be replaced by the contribution of all.” (Lowndes and Rudolf 1975, p. 3)

The rest of the text explains what should be done in specific situations and raises questions such as, “In which proportion should be paid?” In Digest XIV.2.2.4, it is written that the equalized portion should take into account what the value of the saved and the lost cargo was. For the price of the lost cargo, the purchase price should be reckoned, but for the saved cargo, the selling price should be estimated. This implies that calculations of the fair share must have been complicated, if the contributions had not just been estimated.

The number examples in the Latin texts are extremely simple and not very explicit. For example, in Digest XIV.2.4.2 we read:

“If therefore, for instance, two persons each had merchandise valued at 20,000 sesterces and one lost 10,000 due to water damage, the one with the saved merchandise should contribute according to his 20,000, but the other on the basis of the 10,000.” (Spruit 1996; translation AB)

We can find more realistic examples in books of the nineteenth century that tell how to calculate averages (see, for example, van der Hoeven 1854; Hopkins 1859). These averages were calculated by a so-called "average-adjuster," which was a kind of accountant. It must have been a serious profession, because there was even an Association of Average Adjusters in the nineteenth and early twentieth century (Lowndes and Rudolf 1975). From the examples in this section we see that the average in this sense originally had to do with fair share and insurance, but how did the term "average" also come to signify the arithmetic mean?

The Oxford English Dictionary (Simpson and Weiner 1989) writes that one of the meanings of "average" in maritime law is “the equitable distribution of expense or loss, when of general incidence, among all the parties interested, in proportion to their several interests”. In its transferred use it became to signify the mean: “The distribution of the aggregate inequalities (in quantity, quality, intensity, etc.) of a series of things among all the members of the series, so as to equalize them, and ascertain their common or mean quantity, etc.” and “the arithmetical so obtained." The exact etymological origin of average is uncertain (Simpson and Weiner 1989). Some authors think that average ultimately stems from the Arabic "awariyah" - damaged goods (see Schwartzman 1994), but Heck (1889) argues that this is not very likely.

This origin of average in combination with children’s intuition on fairness implies that fair share might be a suitable instructional context too (see, for example Boswinkel, et al. 1997).
Another possible precursor to the arithmetic mean is the *midrange*, which is the mean of the two extreme values, used for example in Arabian astronomy of the ninth to eleventh centuries, but also in metallurgy and navigation (*Eisenhart 1974*). Nowadays we know that many observations and errors in those contexts follow the normal distribution. Therefore, the midrange probably was a sensible value to take in those situations.

Not until the sixteenth century was it recognized that the arithmetic mean could be extended to $n$ cases: $\left( \frac{a_1 + a_2 + ... + a_n}{n} \right)$, Székely (*1997*) supposes that the invention of the decimal system by Stevin in 1585 facilitated such division calculations. Astronomers wanted to know a real value, such as the position of a planet or the diameter of the moon, but there are always measurement errors. Using the mean of several measured values, scientists assumed that the errors add up to a relatively small number when compared to the total of all measured values. The method of taking the mean for reducing observation errors was indeed mainly developed in astronomy (*Plackett 1970*). From the late sixteenth century onwards, it gradually became a common method to use the arithmetic mean to reduce errors in other areas too (*Plackett 1970; Eisenhart 1974*). This implies that repeated measurement might also be a useful instructional activity for developing understanding of the mean and distribution.

In **Section 5**, the question appeared of how to benefit from the Greek representation and the modern general definition. Until now we have seen ingredients for an answer. The interview in which students divide by 2 instead of 12 and similar observations indicate that it may be better to start with more than two values. This is possible because students nowadays already know the decimal system and calculational techniques to find the mean of more than two value bars. We should learn from history, like with the bars representations, but not follow history literally, because students now know things that people in the past did not know.

**8. Defining mean, median, mode, and midrange**

In **Section 5** it became clear that clarifying an "average box" in the elephant task as one with "not too few and not too many elephants in it" is a starting point that requires elaboration. In this section, we will see how students became more explicit and precise and what this has to do with the historical development. When prompted to further explain what they meant, a few students suggested to count the emptiest and the fullest box and calculate the mean of these two, or the midrange. This is a little more precise than "somewhere in the middle," which some students said. But with counterexamples other students pointed out that this method is not reliable. One girl said: “But if you have one that is 100 and the rest [of the numbers] are 1, then you wouldn’t take 50, would you?” A boy stressed that one has to look how the rest of the numbers lie in between the lowest and highest number. They started, in other words, to look at how the data were distributed. This last step can be seen as one step away from the midrange and one step towards the insight that the mean accounts for all data in the data set.

Our next step in the instructional sequence was to create situations in which the intuitive variants of center would create cognitive conflicts and ask for clearer definitions. The teacher asked, “Assume we had estimated not elephants but something else, what would have been an “average box” here in Figure 5?” This might sound strange since the numbers are already there, but this question was meant to let students explain what they meant by an average box. The students did not have trouble with this hypothetical question; the game-like activity drew their attention and evoked statistical reasoning.
This matrix with a skewed distribution of numbers helped more students see that taking the midrange can be a poor method for estimating the total number. Some students proposed to look at a number with six numbers below and six above it; they reinvented the median. A few students said they looked “where the most were.” This could be seen as a modal class (Konold, et al. 2002). Others used an estimated mean, because they felt the need to account for the deviations; the deviations on either side should even out. In this way, a once "fluid" field of similar concepts started to get sharper borders. The teacher wrote down the different methods on the blackboard and taught the modern statistical names after the different student methods had been discussed. Freudenthal (1991) would call this “guided reinvention.” That is, students reinvent existing concepts under the guidance of the teacher and with help of certain instructional activities.

In this respect, it is interesting to discuss the origin of the word "definition." The Latin "finis" means "end, border, boundary." Schwartzman (1994, p. 68): “When you define something you ‘put boundaries around’ what it can mean. A good definition puts an end to confusion about what a term means.” This implies that students should first explore the subject area before they can appreciate and understand clear definitions. Most textbooks take the opposite direction. They define mean, median, and mode, and then let students practice the procedures and applications.

Additionally, in most school textbooks, the midrange is avoided because it is not a robust measure of central tendency. In our case though, the discussion on the midrange formed an intermediate step towards the meaningful understanding of other statistical notions such as mean, median, and distribution. Without the historical study, I would probably not have thought of the midrange as a precursor to the mean or of allowing the midrange as an initial strategy.

The approach of guided reinvention is in line with the historical development of statistical concepts. For example, the median and mode were used implicitly long before they got their present names and definitions in the nineteenth century (Walker 1931; David 1995, 1998). It is striking that the median only gained importance when skewed distributions became topic of study in the nineteenth century. In that light it is surprising that most textbooks introduce mean, median, and mode as a trinity. As we saw in earlier sections, the mean has a long history with many applications, the mode appears implicitly in some situations, but the median is a recent concept. I am not claiming that because it appeared late in history, the median is more difficult to grasp than the mean. I only want to stress that the median has difficulties that are often overlooked, namely its close relation with distribution and outliers. Most students have not yet developed a sense of a skewed distribution and outliers, but they need this for deciding between mean and median (Zawojewski and Shaughnessy 2000).

9. Faces of the mean

One of the instructional difficulties with the mean is that it has so many faces. The historical study helps us to tease out some subtle aspects and define differences in the aspect of representativeness for
instructional design. The historical examples until about the nineteenth century always had to do with finding a real value, for example the number of leaves on a branch or the diameter of the moon. In all the older examples, the mean was used as a means to an end. It took a long time before the mean was used as a representative or substitute value as an entity on its own. The Belgian statistician Quetelet (1796-1874), famous as the inventor of *l'homme moyen*, the average man, was one of the first scientists to use the mean as the representative value for an aspect of a population. This transition from the real value in astronomy to the representative value of Quetelet, which is a statistical construct in the social sciences, was an important conceptual change. Therefore, there are several layers of understanding the mean as a representative value. The following example from the interviews may illustrate this.

Students have little problem in seeing an average Dutchman as a typical Dutchman, but have difficulties with artificial constructs like the average size of a family. When asked to explain that families have an average of 2.5 persons, several students thought that this referred to two adults and one child. This is an example of where the historical learning process needs revision. Students already know the word "average" in its common usage, meaning "typical," but they do not yet see it as a representative construct in the technical sense.

Moreover, the aspect of representativeness was already present implicitly in the estimation tasks, because when finding a total with an average, this average could be seen as representative. In the case of the number of leaves, the average was the number of leaves on a typical branch. In the case of the elephants the average box was representative for a box with a typical number of elephants. In these examples, the average was used as a multiplicand to find a total.

The average can also have a different role, namely to find a number instead of a total. To clarify this I mention three components of the mean calculation: the number of values \( n \), the sum or total \( \Sigma \) and the mean \( \mu \). These components can have different roles and it is useful for instructional design to categorize the three possibilities \( n \times \mu = \Sigma \), \( \Sigma / n = \mu \), and \( \Sigma / \mu = n \).

1. Estimation often has to do with finding the total number: \( n \times \mu = \Sigma \). The fact that a kind of average value is used often stays implicit because the focus is on the total. In this way, students can develop an understanding of many aspects of the mean without using it explicitly. In Section 4 we saw an example of this: the activity of estimating the number of elephants.

2. Fair share has to do with finding the mean: \( \Sigma / n = \mu \). This calculation answers the question of how much everyone would get after fair redistribution (Section 7). The mean is also useful as a measure for fair comparison, for instance if we need to compensate for the number of values in different groups. We then use parts per million, a percentage, gross national product per head, et cetera. Cortina, Saldanha, and Thompson (1999) call this the mean as a measure. Also see Stigler’s historical examples of coin testing from the twelfth century and measuring with a 16 feet rod from 1535 (Stigler 1999).

3. The third combination of the three components is \( \Sigma / \mu = n \). This is a variant of the first possibility and could also appear in estimation tasks. For instance, “How many 12-year-old students could go into the basket of a hot air balloon if normally eight adults are allowed?” The students first estimated adults’ weights for a total weight \( \Sigma \) and then their own average weight \( \mu \), and calculated the number \( n \) by doing \( \Sigma / \mu = n \).

The balloon activity implicitly asks for an average, namely the estimated weight of students and adults. Some students asked a “normal looking child” how much he weighed; others asked a few students and took a value somewhere in the middle. One girl even passed around a sheet of paper to collect others’ weights. In the case of a “normal looking child” the intuitive average is connected with the qualitative
aspect of representativeness.

This example also raises the issue of sampling in a natural way, as students already took small samples by asking students from their class. Put even stronger, I noticed from the interviews that students should develop some sense of sampling from the very start, because sampling is also related to representativeness.

Mokros and Russell (1995) found that the aspect of representativeness is hard to develop for students. They advise to postpone the calculational aspects of the mean until late in the middle grades, “well after students have developed a strong foundation of the idea of representativeness” (p. 38). The findings in this article support their view and supply ways to teach average values in a more qualitative way. This section also showed that even one aspect of the mean, such as representativeness, could have different layers of easier and more difficult uses.

10. Conclusions

This article deals with the relation between the historical and individual learning process for average values. The resulting insights were used to develop a revised and improved version of the historical learning process that the young learner could recapitulate. The examples in this paper show that there are many parallels but also important differences between historical and individual learning processes.

The earliest historical examples of statistical reasoning had to do with estimation. Parallel to this, it turned out useful to start with estimations in teaching experiments as well. During estimation activities, students reinvented measures of center and then learned the corresponding statistical names.

In history, the midrange may be seen as a predecessor of the mean. Parallel to this, students used a method that was taking the midrange when estimating total numbers. The historically late definition of the mean of more than two values and its historically late application, in combination with didactical arguments, support the view that students should only learn the algorithm of the mean in the later middle grades. If students already know the calculation of the mean, the designed activities can also be used to connect students’ daily-life sense of average to the algorithmic procedure.

The Greek way of defining mean values was visual and geometrical. The representation with a computer tool mentioned in Section 6, comes close to the Greek representation. This bar representation helped the students to reinvent the method of compensating and finding or representing the mean visually without calculations. They saw, presumably better than with calculations, that the mean is somewhere in the middle of the data and that it is strongly influenced by outliers. This compensation strategy is related to the word "average," which is has its origin in fair share and insurance in maritime law.

In history, we saw that the mean was used to find a total number and to approximate a real value; not until the nineteenth century was it used as a construct on its own, representing a specific aspect of a population. Likewise, there are also instructional layers in the aspect of representativeness. The historical analysis helped to detect such layers.

A major difference between historical phenomena and useful instructional contexts is that historical questions are generally not very interesting for students. Most historical contexts, therefore, need a modern translation if the designer wants to use them with young students without knowledge of those historical contexts.

Another difference between the historical and individual learning process is that students nowadays know
things that people in the past did not know. For instance, most seventh-grade students know what average is in its daily sense. It would be a waste to follow history too strictly and not to use their cultural knowledge.

A historical phenomenology as meant by Freudenthal (1983a, p. 32) should yield many phenomena that “beg to be organized” by certain concepts, plus an analysis of how these phenomena gave rise to these concepts. The essential point of didactical phenomenology is to translate these phenomena into problems that are meaningful for students and still have the potential power of asking for organization by a particular statistical method. Knowing the historical development of certain concepts can help to anticipate such learning in a process of guided reinvention.

It is a major problem for designers that they know so much and find it hard to forget their knowledge. What seems a minor step for them might have taken centuries to develop in history and might also be difficult for students. A historical study can help to distinguish more aspects, problems, related notions and intermediate stages of the development of certain notions. In other words, it can help us to look through the eyes of the students.
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