INHOMOGENEOUS CANCELLATION CONDITIONS AND CALDERÓN-ZYGMUND TYPE OPERATORS ON \(h^p\)
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Abstract. In this work we present a new approach to molecules on Goldberg’s local Hardy spaces \(h^p(\mathbb{R}^n), 0 < p \leq 1\), assuming an appropriate cancellation condition. As applications, we prove a version of Hardy’s inequality and improved continuity results for inhomogeneous Calderón-Zygmund operators on these spaces.

1. Introduction

Atomic decomposition in the Hardy spaces \(H^p(\mathbb{R}^n), 0 < p \leq 1\), allows us to write any tempered distribution \(f \in H^p(\mathbb{R}^n)\) as an infinite linear combination \(\sum_j \lambda_j a_j\) of atoms \(a_j\), with \(\|f\|_{H^p} \approx \inf (\sum |\lambda_j|^p)^{1/p}\) over all such decompositions. An atom is a function supported in a ball (or a cube) which satisfies a size condition relative to that ball, and vanishing moment conditions. Several properties and applications of \(H^p(\mathbb{R}^n)\) follow from this important tool; for instance, if \(T : S'((\mathbb{R}^n)^* \to S'((\mathbb{R}^n)^*\) is a linear and continuous operator then its extension and continuity on \(H^p(\mathbb{R}^n)\) can be established by just verifying that \(\|Ta_j\|_{H^p} \leq C\) uniformly (see [4, 20] for other cases). In the particular case when \(T\) is a convolution-type singular integral operator, the uniform control on the atoms can be verified (see [12, Chapter III p. 325]) and in addition, \(M_j := Ta_j\) are molecules. In contrast to atoms, molecules do not require compact support, but satisfy a special concentration of Lebesgue norm associated to some ball, as well as vanishing moment conditions. The molecular theory on Hardy spaces was first studied by Coifman [5] in order to characterize the Fourier transform of distributions on \(H^p(\mathbb{R}^n)\), and by Coifman, Taibleson and Weiss in the subsequent works [6, 24]. This theory has been extensively explored in general settings, in particular to study the continuity of certain classes of non-convolution Calderón-Zygmund operators and their generalizations (see [2]) on Hardy spaces, as well as on more general function spaces such as Triebel-Lizorkin (see [25]).

The spaces \(H^p(\mathbb{R}^n)\) for \(0 < p \leq 1\) are not closed under multiplication by test functions, since this may destroy the global vanishing moment conditions. Consequently, we do not expect that linear operators such as non-convolution operators (for instance pseudodifferential operators) maps \(H^p(\mathbb{R}^n)\) to itself. For this reason, Goldberg [14] introduced a localizable or inhomogeneous version of Hardy spaces, which he called local Hardy spaces and denoted by \(h^p(\mathbb{R}^n)\), satisfying the continuous inclusions \(H^p(\mathbb{R}^n) \hookrightarrow h^p(\mathbb{R}^n), h^1(\mathbb{R}^n) \hookrightarrow L^1(\mathbb{R}^n)\), the equivalence \(h^p(\mathbb{R}^n) = L^p(\mathbb{R}^n)\) for \(p > 1\) with comparable norms, and the desired property: if \(\varphi \in C^\infty_c(\mathbb{R}^n)\) and \(f \in h^p(\mathbb{R}^n)\) then \(\varphi f \in h^p(\mathbb{R}^n)\). From the comparison between \(H^p(\mathbb{R}^n)\) and \(h^p(\mathbb{R}^n)\) (see [14, Lemma 4]), a natural atomic decomposition for \(h^p(\mathbb{R}^n)\) arises which requires vanishing moment conditions only for atoms supported on balls \(B\) with radius \(r(B) \leq 1\); for atoms with \(r(B) > 1\), no moment conditions are required. As an application, Goldberg shows that pseudodifferential operators in the class \(OpS^0_{\psi,0}(\mathbb{R}^n)\) are bounded on \(h^p(\mathbb{R}^n)\) (see [16] for general symbols in Hörmander classes).

In contrast to \(H^p(\mathbb{R}^n)\), the molecular theory for \(h^p(\mathbb{R}^n)\), \(0 < p \leq 1\), is still not completely well understood. The initial formulation by Komori [17], for \(n/(n+1) < p < 1\), was used to obtain boundedness of standard Calderón-Zygmund operators from \(H^p(\mathbb{R}^n)\) to \(h^p(\mathbb{R}^n)\). Recently, this result was extended by Ding, Han and Zhu [10] to show the continuity of an inhomogeneous version of such operators, which includes pseudodifferential operators in the Hörmander class \(OpS^0_{\psi,0}(\mathbb{R}^n)\). Komori’s molecular approach on \(h^p(\mathbb{R}^n)\) for \(n/(n+1) < p < 1\) assumes the uniform control of the moment given by

\[
\int M(x)dx \leq C,
\]
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which holds trivially for the case $p = 1$ and is therefore not sufficient to characterize $h^1(\mathbb{R}^n)$ (see Example 3.5). Inhomogeneous cancellation conditions for $h^p(\mathbb{R}^n)$ atoms, $0 < p \leq 1$, were previously introduced by the first author in [7, Appendix B], where Goldberg’s vanishing moment conditions on an atom $a$ associated to a ball $B = B(x_B, r(B))$ with $r(B) < 1$ were relaxed to

$$
\left| \int a(x)(x - x_B)^\alpha dx \right| \leq C r(B)^\eta \text{ for all } |\alpha| \leq \lfloor n/p - 1 \rfloor \text{ and some } \eta > 0.
$$

For the case $p = 1$, it was shown by the first author and Yue [9, Definition 7.3] that the power condition can be weakened to a log-type one, i.e., there exists $C > 0$ such that

$$
\left| \int a(x)dx \right| \leq \left[ \log \left( 1 + \frac{C}{r(B)} \right) \right]^{-1}.
$$

This type of cancellation condition was further used by the first author and Liflyand [8] to give a molecular decomposition and prove Goldberg’s version of Hardy’s inequality (see [13]) for $h^1(\mathbb{R})$. Approximate moments conditions have also been considered very recently by Ly and Naibo [19] in the Hermite setting.

The aim of this work is to establish a new atomic and molecular characterization of $h^p(\mathbb{R}^n)$, for all $0 < p \leq 1$, and apply it to show improved continuity results for inhomogeneous Calderón-Zygmund operators on $h^p(\mathbb{R}^n)$, as well as for an $h^p(\mathbb{R}^n)$ version of Hardy’s inequality. The key is to introduce inhomogeneous cancellation conditions on both the operators and the atoms and molecules. We extend Komori’s approach for $p \leq n/n + 1$, while reconciling it with the log-type conditions in the case $p = 1$, by giving different cancellation properties when $p = n/(n + k)$ for $k \in \mathbb{Z}^+$, compared to $n/(n + k + 1) < p < n/(n + k)$. In fact, we show that a uniform cancellation condition of the type given by Komori is not sufficient for values of $p = n/(n + k)$ with $k \in \mathbb{Z}^+$ (see Example 3.5). The distinction between these two cases corresponds to the different definitions of the dual inhomogeneous Lipschitz spaces $\Lambda_{\alpha,p}(\mathbb{R}^n)$ depending on whether $\gamma_p = n(1/p - 1)$ is an integer or not (e.g. for $p = 1$ we have bmo$(\mathbb{R}^n)$ and for $p = \frac{n}{n+1}$, the Zygmund class).

The organization of the paper is as follows. We start in Section 2 by setting the notation and providing some background on function spaces. In Section 3, we present the atoms and molecules. In Sections 4 we prove Goldberg’s Hardy inequality for $h^p(\mathbb{R}^n)$ for the full range $0 < p \leq 1$, and in 5 we extend the continuity results for inhomogeneous standard Calderón-Zygmund operators, studied by Ding et al [10], to a generalized class of operators on $h^p(\mathbb{R}^n)$, for all $0 < p \leq 1$. In addition, we introduce the inhomogeneous strongly singular version of these operators and prove a similar continuity result.

2. Notations and Definitions

Here and in what follows, $\mathbb{R}^n$ denotes $n$-dimensional Euclidean space and $B$ denotes a generic ball in $\mathbb{R}^n$ in which $x_B$ and $r(B)$ will always stand for its center and radius, respectively. Given a locally integrable function $f$, we denote the mean of $f$ over $B$ by

$$
f_B := \int_B f(x)dx := \frac{1}{|B|} \int_B f(x)dx,
$$

where $|B|$ is the Lebesgue measure of $B$. Given $0 < p \leq 1$, we set

$$
\gamma_p := n \left( \frac{1}{p} - 1 \right), \quad N_p := [\gamma_p],
$$

where $[\cdot]$ is the floor function.

2.1. Lipschitz and generalized Campanato Spaces.

**Definition 2.1.** Let $0 < \gamma < 1$. A continuous function $f$ belongs to the homogeneous Lipschitz, also called Hölder, space $\Lambda_{\gamma}(\mathbb{R}^n)$ if there exists $C > 0$ such that

$$
|f(x + h) - f(x)| \leq C |h|^\gamma
$$

for every $x, h \in \mathbb{R}^n$. For $\gamma = 1$, $f$ belongs to $\Lambda_1(\mathbb{R}^n)$ (known as the Zygmund class) if there exists $C > 0$ such that

$$
|f(x + h) + f(x - h) - 2f(x)| \leq C |h|.
$$

For $\gamma = k + \theta$, $k \in \mathbb{N}$, $0 < \theta \leq 1$, $f \in \tilde{\Lambda}_{\gamma}(\mathbb{R}^n)$ if all derivatives $\partial^\alpha f \in \tilde{\Lambda}_0(\mathbb{R}^n)$ for $\alpha \in \mathbb{N}^n$, $|\alpha| = k$.

We equip $\tilde{\Lambda}_{\gamma}(\mathbb{R}^n)$, $\gamma = k + \theta$, with the seminorm

$$
|f|_{k+\theta} := \sum_{|\alpha|=k} \sup_{x,h \in \mathbb{R}^n, h \neq 0} \frac{|\partial^\alpha f(x + h) - \partial^\alpha f(x)|}{|h|^\theta}
$$

when $0 < \theta < 1$. 

or
\[
|f|_{k+1} := \sum_{|\alpha| = k, x, h \in \mathbb{R}^n, h \neq 0} \frac{\partial^\alpha f(x + h) + \partial^\alpha f(x - h) - 2 \partial^\alpha f(x)}{|h|} \quad \text{when } \theta = 1,
\]
and consider it modulo those functions for which \(|f|_{\gamma} = 0\), which are the polynomials of degree \(\leq |\gamma|\).

Given \(0 < p < 1\), the dual space of \(h^p(\mathbb{R}^n)\) is identified with the inhomogeneous Lipschitz space \(\Lambda_{\gamma p}(\mathbb{R}^n) := \Lambda_{\gamma p}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)\), equipped with the norm \(\|f\|_{\Lambda_{\gamma p}} := |f|_{\gamma p} + \|f\|_{L^\infty}\) (see [14, Theorem 5]). In the same paper, Goldberg also identified the dual of \(h^1(\mathbb{R}^n)\) with the inhomogeneous version of the space BMO of functions of bounded mean oscillation. This space, denoted \(\text{bmo}(\mathbb{R}^n)\), consists of functions \(f \in L^1_{\text{loc}}(\mathbb{R}^n)\) such that
\[
\|f\|_{\text{bmo}} := \sup_{|B| < 1} \int_B |f(x) - f_B|dx + \sup_{|B| \geq 1} \int_B |f(x)|dx < \infty. \tag{2.1}
\]
Equation (2.1) defines a norm on \(\text{bmo}(\mathbb{R}^n)\) which is comparable to the one defined by Goldberg, in which balls \(B\) are replaced by cubes \(Q\) with sides parallel to the coordinate axes.

Next, we provide the definition of \(\psi\)-generalized Campanato spaces that will be useful for our applications in Section 5.

**Definition 2.2.** Let \(k \in \mathbb{N} \cup \{0\}\), \(1 \leq q < \infty\), and \(\psi : (0, \infty) \to (0, \infty)\). We define
\[
L^q_{k, \psi}(\mathbb{R}^n) := \left\{ f \in L^q(\mathbb{R}^n) : \exists C > 0 \text{ s.t. } \forall B \subset \mathbb{R}^n, \left( \int_B |f(y) - (P^k_B f)(y)|^q dy \right)^{\frac{1}{q}} \leq C \psi(r(B)) \right\}, \tag{2.2}
\]
where \(P^k_B f(y)\) is the unique polynomial of degree less than or equal to \(k\) that has the same moments as \(f\) over \(B\) up to order \(k\). For the case \(q = \infty\), with the same notation as above, we define
\[
L^\infty_{k, \psi}(\mathbb{R}^n) := \left\{ f \in L^\infty(\mathbb{R}^n) : \exists C > 0 \text{ s.t. } \forall B, \|f(y) - (P^k_B f)\|_{L^\infty(B)} \leq C \psi(r(B)) \right\}. \tag{2.3}
\]
The space \(L^q_{k, \psi}(\mathbb{R}^n)\) is considered as a quotient space of the above classes of functions modulo all polynomials of degree less than or equal to \(k\).

Given \(f \in L^q_{k, \psi}(\mathbb{R}^n)\), we define
\[
\|f\|_{L^q_{k, \psi}} := \sup_B \frac{1}{\psi(r(B))} \left( \int_B |f(y) - (P^k_B f)(y)|^q dy \right)^{\frac{1}{q}}
\]
if \(1 \leq q < \infty\), and
\[
\|f\|_{L^\infty_{k, \psi}} := \sup_B \frac{1}{\psi(r(B))} \|f(y) - (P^k_B f)(y)\|_{L^\infty(B)},
\]
where the supremum in both cases is taken over all balls in \(\mathbb{R}^n\).

There are several identifications of \(\psi\)-generalized Campanato spaces with other well known function spaces in Harmonic analysis. In particular, if \(k = 0\), \(1 \leq q < \infty\) and \(\psi \equiv 1\), then \(L^q_{0, \psi}(\mathbb{R}^n) \equiv \text{BMO}(\mathbb{R}^n)\), and if \(\psi(t) = t^p\), then \(L^q_{0, \psi}(\mathbb{R}^n) \equiv \Lambda_{\gamma p}(\mathbb{R}^n)\). In addition, following the proof of John-Nirenberg inequality (see [23] for instance) or the one for Morrey-Campanato spaces in [18], we can see that if \(\psi\) is an increasing function and \(k \in \mathbb{N} \cup \{0\}\), then for all \(1 \leq q < \infty\) we have \(L^q_{0, \psi}(\mathbb{R}^n) \equiv L^q_{1, \psi}(\mathbb{R}^n)\). We refer to [12, Chapter III Section 5] for a detailed discussion on the relation between Campanato, Lipschitz and Zygmund spaces, and also to [22] for an exposition of Campanato spaces on different domains and their generalizations.

In what follows, given \(0 < p \leq 1\) and \(\gamma_p \in \mathbb{N}\), we will consider the space \(L^{1, \Psi_p}(\mathbb{R}^n)\), where \(\Psi_p(t) := t^{\gamma_p} \log \left(1 + \frac{1}{w+t}\right)^{-\frac{1}{p}}\) for some \(\omega \geq 0\).

### 3. Approximate atoms and molecules on \(h^p\)

The spaces \(h^p(\mathbb{R}^n)\), \(p > 0\), introduced by Goldberg [14], can be given by several definitions. We choose to use the maximal function definition. Fix \(\phi \in \mathcal{S}(\mathbb{R}^n)\) such that \(\hat{\phi}(x)dx \neq 0\), and set \(\phi_t(x) = t^{-n} \phi(t^{-1}x)\). We say that a tempered distribution \(f\) lies in \(h^p(\mathbb{R}^n)\) if
\[
\|f\|_{h^p(\mathbb{R}^n)} := \|m_\phi\|_{L^p(\mathbb{R}^n)} < \infty, \quad m_\phi f(x) := \sup_{0 < t < 1} |f * \phi_t(x)|.
\]
This class of distributions remains the same no matter which \(\phi\) we choose, but \(\|f\|_{h^p}\) may vary. For \(p \geq 1\) this defines a norm, \(h^p(\mathbb{R}^n)\) is a Banach space and when \(p > 1\) it is equal to \(L^p(\mathbb{R}^n)\) with equivalent norms. We have continuous embeddings \(\mathcal{S}(\mathbb{R}^n) \subset h^1(\mathbb{R}^n) \subset L^1(\mathbb{R}^n)\) and so the latter containment is dense. For \(0 < p < 1\), the space \(h^p(\mathbb{R}^n)\) is a complete metric space with the distance \(d(f, g) = \|f - g\|_{h^p}^p\). Although \(h^p(\mathbb{R}^n)\) is not locally
convex for $0 < p < 1$ and $\|f\|_{h^p}$ is on only quasi-norm [26], we will still refer to the functional $\|f\|_{h^p}$ as the $h^p$ norm for simplicity. The homogeneous Hardy spaces $H^p_0(\mathbb{R}^n)$ is contained in the corresponding $h^p(\mathbb{R}^n)$ since the maximal function defining $H^p_0$ can be taken as $M_\phi$, defined as $m_\phi$ above but allowing $0 < t < \infty$, and this inclusion is proper.

Analogously to the case of $H^p_0(\mathbb{R}^n)$, an atomic decomposition can be obtained for $h^p(\mathbb{R}^n)$. Next we present the definition of $L^s$ atoms for $h^p$ (see [14] for the case $s = \infty$), which we will denote as $(p, s)$ atoms for the sake of simplicity, even though this notation is also used in the literature (see for example [12]) for $L^s$ atoms for $H^p$. When the atom is supported in a small ball, there is no difference, but when it is supported in a large ball, the moment conditions from the $H^p$ case are no longer required.

**Definition 3.1.** Let $0 < p \leq 1 \leq s \leq \infty$ with $p < s$. A measurable function $\alpha$ is called a $(p, s)$ atom (for $h^p(\mathbb{R}^n)$) if there exists a ball $B \subset \mathbb{R}^n$ such that

\((i)\) $\text{supp}(\alpha) \subset B$; \(\text{(ii)}\) $\|\alpha\|_{L^s} \leq r(B)^{\alpha_0(1-1/s)}$; \(\text{(iii)}\) if $r(B) < 1$, $\int a(x)x^\alpha dx = 0$ for all $|\alpha| \leq N_p$.

Note that conditions (i) and (ii) alone give

$$\left| \int a(x)(x-x_B)^\alpha dx \right| \leq r(B)^{|\alpha|}r(B)^{\alpha_0\frac{1}{s} - \frac{1}{p}} \approx r(B)^{|\alpha| - \gamma_p}. \tag{3.1}$$

Here and in what follows, the notation $f \lesssim g$ means that there exists a constant $C > 0$ such that $f \leq Cg$. Thus for a $(p, s)$ atom supported in a ball $B$ with $r(B) \geq 1$, the $\alpha$-th moment, $|\alpha| \leq N_p$, is bounded by a constant depending only on $p$, $s$, and $n$.

The atomic decomposition (see [14] for the strongest case, $s = \infty$) asserts that for $f \in h^p(\mathbb{R}^n)$, there exists a sequence $\{a_j\}_{j \in \mathbb{N}}$ of $(p, s)$ atoms in $h^p(\mathbb{R}^n)$ and $\{\lambda_j\}_{j \in \mathbb{N}}$ complex scalars in $\ell^p(\mathbb{C})$ such that

$$f = \sum_{j \in \mathbb{N}} \lambda_j a_j \text{ in the sense of distributions, and } \|f\|_{h^p} \approx \inf \left(\sum_{j \in \mathbb{N}} |\lambda_j|^p\right)^{\frac{1}{p}}, \tag{3.2}$$

where the infimum is taken over all such atomic representations. The decomposition also converges in the $h^p(\mathbb{R}^n)$ norm.

### 3.1. Approximate atoms.

The spaces $h^p(\mathbb{R}^n)$, $p > 0$, introduced by Goldberg [14], can be given by several definitions. We choose to use the maximal function definition. Fix $\phi \in \mathcal{S}(\mathbb{R}^n)$ such that $\int \phi(x) dx \neq 0$, and set $\phi_t(x) = t^{-\alpha_0} \phi(t^{-1}x)$. We say that a tempered distribution $f$ lies in $h^p(\mathbb{R}^n)$ if

$$\|f\|_{h^p(\mathbb{R}^n)} := \|m_\phi\|_{L^p(\mathbb{R}^n)} < \infty, \quad m_\phi f(x) := \sup_{0 < t < 1} |f \ast \phi_t(x)|.$$

This class of distributions remains the same no matter which $\phi$ we choose, but $\|f\|_{h^p}$ may vary. For $p \geq 1$ this defines a norm, $h^p(\mathbb{R}^n)$ is a Banach space and when $p > 1$ it is equal to $L^p(\mathbb{R}^n)$ with equivalent norms. We have continuous embeddings $\mathcal{S}(\mathbb{R}^n) \subset h^1(\mathbb{R}^n) \subset L^1(\mathbb{R}^n)$ and so the latter containment is dense. For $0 < p \leq 1$, the space $h^p(\mathbb{R}^n)$ is a complete metric space with the distance $d(f, g) = \|f - g\|_{h^p(\mathbb{R}^n)}$. Although $h^p(\mathbb{R}^n)$ is not locally convex for $0 < p < 1$ and $\|f\|_{h^p}$ is on only quasi-norm [26], we will still refer to the functional $\|f\|_{h^p}$ as the $h^p$ norm for simplicity. The homogeneous Hardy spaces $H^p(\mathbb{R}^n)$ is contained in the corresponding $h^p(\mathbb{R}^n)$ since the maximal function defining $H^p$ can be taken as $M_\phi$, defined as $m_\phi$ above but allowing $0 < t < \infty$, and this inclusion is proper.

Analogously to the case of $H^p_0(\mathbb{R}^n)$, an atomic decomposition can be obtained for $h^p(\mathbb{R}^n)$. Next we present the definition of $L^s$ atoms for $h^p$ (see [14] for the case $s = \infty$), which we will denote as $(p, s)$ atoms for the sake of simplicity, even though this notation is also used in the literature (see for example [12]) for $L^s$ atoms for $H^p$. When the atom is supported in a small ball, there is no difference, but when it is supported in a large ball, the moment conditions from the $H^p$ case are no longer required.

**Definition 3.2.** Let $0 < p \leq 1 \leq s \leq \infty$ with $p < s$. A measurable function $\alpha$ is called a $(p, s)$ atom (for $h^p(\mathbb{R}^n)$) if there exists a ball $B \subset \mathbb{R}^n$ such that

\((i)\) $\text{supp}(\alpha) \subset B$; \(\text{(ii)}\) $\|\alpha\|_{L^s} \leq r(B)^{\alpha_0(1-1/s)}$; \(\text{(iii)}\) if $r(B) < 1$, $\int a(x)x^\alpha dx = 0$ for all $|\alpha| \leq N_p$.

Note that conditions (i) and (ii) alone give

$$\left| \int a(x)(x-x_B)^\alpha dx \right| \leq r(B)^{|\alpha|}r(B)^{\alpha_0\frac{1}{s} - \frac{1}{p}} \approx r(B)^{|\alpha| - \gamma_p}. \tag{3.3}$$
Here and in what follows, the notation $f \lesssim g$ means that there exists a constant $C > 0$ such that $f \leq Cg$. Thus for a $(p, s)$ atom supported in a ball $B$ with $r(B) \geq 1$, the $\alpha$-th moment, $|\alpha| \leq N_p$, is bounded by a constant depending only on $p$, $s$ and $n$.

The atomic decomposition (see [14] for the strongest case, $s = \infty$) asserts that for $f \in h^p(\mathbb{R}^n)$, there exists a sequence $\{a_j\}_{j \in \mathbb{N}}$ of $(p, s)$ atoms in $h^p(\mathbb{R}^n)$ and $\{\lambda_j\}_{j \in \mathbb{N}}$ complex scalars in $\ell^p(\mathbb{C})$ such that

$$f = \sum_{j \in \mathbb{N}} \lambda_j a_j \text{ in the sense of distributions, and } \|f\|_{h^p} \approx \inf \left( \sum_{j \in \mathbb{N}} |\lambda_j|^p \right)^{\frac{1}{p}}, \tag{3.4}$$

where the infimum is taken over all such atomic representations. The decomposition also converges in the $h^p(\mathbb{R}^n)$ norm.

3.2. Approximate atoms. In this section we define a notion of atoms which does not distinguish between small and large values of $r(B)$ as in Definition 3.2. Instead, our cancellation condition is intrinsically related to the value of $0 < p \leq 1$: if $p \neq \frac{n}{n+1}$ for every $k \in \mathbb{Z}_+$, namely $N_p < \gamma_p$, it suffices to bound the moments up to order $|\alpha| \leq N_p$ by a constant; on the other hand, if $p = \frac{n}{n+1}$, a log-type control is needed when $|\alpha| = N_p = \gamma_p$.

**Definition 3.3.** Let $0 < p \leq 1 \leq s < \infty$ with $p < s$, $\omega \geq 0$, and define $\varphi_p : (0, \infty) \to (0, \infty)$ by

$$\varphi_p(t) := \left[ \log \left(1 + \frac{1}{\omega t} \right) \right]^{-\frac{1}{p}},$$

where $\varphi_p(t) = 0$ in the limiting case $\omega = 0$. We say that a measurable function $a$ is a $(p, s, \omega)$ atom (for $h^p(\mathbb{R}^n)$) if there exists a ball $B \subset \mathbb{R}^n$ such that

(i) $\text{supp}(a) \subset B$; \hspace{0.5cm} (ii) $\|a\|_{L^s} \leq r(B)^{n\left(\frac{1}{s} - \frac{1}{p}\right)}$;

and

(iii) $\begin{cases} \left| \int_B a(x)(x-x_B)^\alpha dx \right| \leq \omega, & \text{if } |\alpha| < \gamma_p, \\ \left| \int_B a(x)(x-x_B)^\alpha dx \right| \leq \varphi_p(r(B)) & \text{if } |\alpha| = N_p = \gamma_p. \end{cases}$

This definition covers the one in [9, Definition 7.3] for the case $p = 1$, the one in [17, Lemma 3] for the case $n/(n+1) < p < 1$, and when $\omega = 0$, the $(p, s)$ atoms for the homogeneous Hardy space $H^p$.

Combining (3.3) for $r(B) \geq 1$ with the fact that $\varphi_p(t) \leq \left[\log(1 + \omega^{-1})\right]^{-\frac{1}{p}}$ for $t < 1$, we have that in all cases, the moments of a $(p, s, \omega)$ atom satisfy

$$\left| \int_B a(x)(x-x_B)^\alpha dx \right| \leq C_{p, \omega} \text{ for } |\alpha| \leq N_p. \tag{3.5}$$

Note that $(p, s)$ atoms supported in small balls are automatically $(p, s, \omega)$ atoms, and if $\omega > 0$, $(p, s)$ atoms supported in large balls are $(p, s, \omega)$ atoms up to multiplication by a constant depending on $\omega$, $n$, $p$ and $s$, thanks to (3.3). Thus Goldberg’s atomic decomposition (3.4) gives us a decomposition of any $f \in h^p(\mathbb{R}^n)$ into $(p, s, \omega)$ atoms.

Conversely, to show that every infinite linear combination of $(p, s, \omega)$ atoms, $\sum_{j \in \mathbb{N}} \lambda_j a_j$, taken in the sense of distributions, is in $h^p(\mathbb{R}^n)$ with norm bounded by a constant times $\{\lambda_j\}_{\ell^p}$, it is enough to show the following bound on the $h^p$ norm of a single $(p, s, \omega)$ atom. The use of the maximal function norm and the convergence in $S'((\mathbb{R}^n)')$ allows us to pass from that estimate to the norm of the sum.

**Proposition 3.4.** If $a$ is a $(p, s, \omega)$ atom, then $\|a\|_{h^p} \lesssim 1$, where the constant depends on $p$, $s$ and $\omega$.

**Proof.** Let $a$ be a $(p, s, \omega)$ atom supported in $B = B(x_B, r)$. Split

$$\|\phi_t \ast a\|_{L^p}^p = \int_{2B} \left( \sup_{0 < t < 1} \|\phi_t \ast a(x)\| \right)^p dx + \int_{(2B)^c} \left( \sup_{0 < t < 1} \|\phi_t \ast a(x)\| \right)^p dx.$$

Using the fact that $\sup_{0 < t < 1} \|\phi_t \ast a(x)\| \leq C_\phi M a(x)$, where $M$ denotes the Hardy-Littlewood maximal function, which is bounded from $L^s((\mathbb{R}^n))$ to itself for $1 < s \leq \infty$, it follows that

$$\int_{2B} \left( \sup_{0 < t < 1} \|\phi_t \ast a(x)\| \right)^p dx \leq C_{\phi, s} 2B \left[1 - \frac{2}{p}\right] \|a\|_{L^s}^p \leq C_{\phi, s, p, n} x^n \left(1 - \frac{2}{p}\right)^p x^n = C_{\phi, s, p, n}.$$
Now we deal with the estimate outside $2B$. From the Taylor expansion of the function $y \mapsto \phi_t(x-y)$ up to order $N_p$, we may write

$$\sup_{0 < t < 1} |\phi_t * a(x)| = \sup_{0 < t < 1} \left| \int_{\mathbb{R}^n} \sum_{|\alpha| \leq N_p-1} C_\alpha \partial^\alpha \phi_t(x-x_B) (x_B-y)^\alpha a(y) dy \right|$$

$$+ \int_{\mathbb{R}^n} \sum_{|\alpha| = N_p} C_\alpha \partial^\alpha \phi_t(x-x_B + c(x_B-y)) (x_B-y)^\alpha a(y) dy$$

for some $c \in (0, 1)$. As $|x-x_B| \geq 2r$ and $|y-y_B| \leq r$, we have $|x-x_B + c(x_B-y)| \geq |x-x_B|/2$.

For $\phi \in S(\mathbb{R}^n)$, we will use the bound $|\partial^\alpha \phi(x)| \leq C_\alpha |x|^{-N}$, where $N > 0$, depending on $|\alpha|$, will be chosen conveniently. Breaking the integral into the integrals over the regions $2r < |x-x_B| \leq 2$ (empty if $r \geq 1$) and $|x-x_B| \geq 2$, we take $N = n + |\alpha|$ for the first region and $N = n + N_p + 1$ for the second one. Since the supremum in $t$ is taken over $(0, 1)$, we have $t^{-n-|\alpha|+n+N_p+1} \leq 1$ for all $|\alpha| \leq N_p$. Thus

$$\int_{(2B)^c} \left( \sup_{0 < t < 1} |\phi_t * a(x)| \right)^p dx \leq \int_{2r < |x-x_B| \leq 2} \left( \sup_{0 < t < 1} \sum_{|\alpha| \leq N_p} C_\alpha t^{-n-|\alpha|} \left| \frac{x-x_B}{t} \right|^{-n-|\alpha|} \left( \int_{\mathbb{R}^n} a(y)(y-x_B)^\alpha dy \right)^p \right) dx$$

$$+ \int_{|x-x_B| \geq 2} \left( \sup_{0 < t < 1} \sum_{|\alpha| \leq N_p} C_\alpha t^{-n-|\alpha|} \left| \frac{x-x_B}{t} \right|^{-n-N_p-1} \left( \int_{\mathbb{R}^n} a(y)(y-x_B)^\alpha dy \right)^p \right) dx$$

$$\leq \sum_{|\alpha| \leq N_p} \left( \int_{\mathbb{R}^n} a(y)(y-x_B)^\alpha dy \right)^p \left( \int_{2r < |x-x_B| \leq 2} |x-x_B|^{-np-|\alpha|p} dx + \int_{|x-x_B| \geq 2} |x-x_B|^{-p(n+N_p+1)} dx \right).$$

Here we have used (3.5) and the fact that $p(n + N_p + 1) > n$ to bound the terms involving the integral over $|x-x_B| \geq 2$.

The other terms are nonzero only when $r < 1$. In the case $p \neq n/(n+k)$ for any $k \in \mathbb{Z}_+$, meaning $N_p < \gamma_p$, we have $-np - |\alpha|p > -n$ for all $|\alpha| \leq N_p$ so the integral over $|x-x_B| \leq 2$ is convergent, and together with condition (iii)’, this gives a bound which is a constant multiple of $\omega$.

The same bound also works when $p = n/(n+k)$, $k \in \mathbb{Z}_+$, but $|\alpha| < N_p$. When $|\alpha| = N_p = \gamma_p$, we have $-np - |\alpha|p = -n$ and therefore $\int_{2r < |x-x_B| \leq 2} |x-x_B|^{-np-|\alpha|p} dx \approx \log r$. Using condition (iii)’ again, this time with the log bound on the moments, gives a multiple of $\log r \cdot \varphi_p(r)^p$, which is bounded for $r \leq 1$.

Next we show that in Definition 3.3, assuming the support and size conditions (i) and (ii), we cannot replace (iii)’ by a uniform bound on the moments of $a$ when $p = n/(n+k)$ for $k \in \mathbb{Z}_+$. That is, an estimate of the form (3.5) is not sufficient to conclude that $a \in h^p(\mathbb{R}^n)$, and in fact the logarithmic (in $1/(rB)$) decay on the highest moments in (iii)’ is necessary in this case. The construction of the counterexample is based on [16, Lemma 3.1].

**Example 3.5.** Let $n = 1$ and $p = 1/k$ for some $k \in \mathbb{N}$ (hence $N_p = k-1$). Take $\varphi : \mathbb{R}_+ \mapsto \mathbb{R}_+$ to be any bounded function with $\|\varphi\|_\infty \leq 1$. For $0 < r < 2^{1-k}$, we will construct a function $a$, depending on $r$, and satisfying conditions (i) and (ii) of Definition 3.2 for a $(p, \infty)$ atom with respect to the interval $B = [-2^{k-2}r, 2^{k-2}r]$. Moreover, we will show

$$\int a(t)t^\ell dt = 0 \text{ for all } 0 \leq \ell \leq k-2 \text{ and } \int a(t)t^{k-1} dt = C_k \varphi(r)$$

(3.6)

for a positive constant $C_k$ independent of $r$. Finally, we will see that $\varphi(r) \log r \lesssim \|a\|_{h^p}$. As a result, letting $r$ tend to 0, we conclude that the norm of $a$ can remain bounded only if $\varphi(r) = \mathcal{O}(1/(\log r))$.

We start by defining the odd function

$$a_1(t) = \begin{cases} (2^{k-1}r)^{-k} \varphi(t) & \text{if } t \in [0, r]; \\ - (2^{k-1}r)^{-k} \varphi(t) & \text{if } t \in [-r, 0]; \\ 0 & \text{if } |t| > r. \end{cases}$$
Now we construct \( a_2 \) by translating the previous function \( a_1 \) by \( r \) units to the right half-line and then extending it to \([-2r, 0]\) in such a way that the resulting function is even. We proceed in the same way, translating \( a_2 \) by \( 2r \) and constructing an odd function \( a_3 \), and so on. Inductively, define

\[
a_{m+1}(t) = \begin{cases} 
a_m(t - 2^{m-1}r) - a_m(-t - 2^{m-1}r), & \text{if } m \text{ is even}; 
a_m(t - 2^{m-1}r) + a_m(-t - 2^{m-1}r), & \text{if } m \text{ is odd}.
\end{cases}
\]

Observe that \( a_m \) is an even function if \( m \) is even and it is an odd function if \( m \) is odd. In addition,

\[
supp(a_m) \subset [-2^{m-1}r, 2^{m-1}r] \quad \text{and} \quad |a_m(t)| \leq (2^{k-1}r)^{-k}|\varphi||\infty \leq \left| [-2^{k-2}r, 2^{k-2}r] \right|^{-k}.
\]

When \( m = k - 1 \), this shows that the function \( a = a_{k-1} \) satisfies conditions (i) and (ii) of Definition 3.3.

We want to show that (3.6) holds for \( a = a_{k-1} \). The first identity in (3.6) follows from [16,Lemma 3.1]. For the sake of completeness, we are going to show both by proving the following identities for any \( m \):

\[
\int a_m(t)t^\ell dt = 0 \quad \text{for all } 0 \leq \ell \leq m - 1 \quad \text{and} \quad \int a_m(t)t^m dt = C_{m,k}a^{m+1-k}, \quad (3.7)
\]

where \( C_{m,k} \) is a positive constant independent of \( r \). We proceed to prove the first identity in (3.7), the vanishing moments, by induction on \( m \). We have \( \int a_1(t)dt = 0 \) by the oddness of \( a_1 \). Now assuming the vanishing moments for \( a_m \), we show it for \( a_{m+1} \). Suppose without loss of generality that \( m \) is odd (the same argument works if \( m \) is even). By construction, \( a_{m+1} \) is even and the vanishing moments will immediately hold for every odd \( \ell \), \( 1 \leq \ell \leq m \). Suppose \( \ell \) is even. Then using the definition of \( a_{m+1} \) and the support of \( a_m \) we have

\[
\int a_{m+1}(t)t^\ell dt = 2 \int_0^{2r} a_{m+1}(t)t^\ell dt
= 2 \int_0^{2r} \left[ a_m(t - 2^{m-1}r) + a_m(-t - 2^{m-1}r) \right] t^\ell dt
= 2 \int_0^{2r} a_m(t - 2^{m-1}r)t^\ell dt
= 2 \int_{-2^{m-1}r}^{2^{m-1}r} a_m(t)(t + 2^{m-1}r)^\ell dt
= \sum_{\gamma \leq \ell \leq m} C_\ell,\gamma,r,m \int_{-2^{m-1}r}^{2^{m-1}r} a_m(t)t^{\gamma} dt
= 0.
\]

In the last two steps we have used the fact that \( a_m(t)t^\ell \) is odd to eliminate the integral of the highest order term in the binomial expansion, followed by the induction hypothesis.

For the second identity in (3.7), we will follow the same procedure. First we compute

\[
\int a_1(t)tdt = (2^{k-1}r)^{-k}\varphi(r)2 \int_0^{r} tdt = (2^{k-1})^{-k}\varphi(r)r^{2-k}.
\]

Assuming that \( \int a_m(t)t^m dt = C_{m,k}\varphi(r)r^{m+1-k} \) for some positive constant \( C_{m,k} \) independent of \( r \), we write, as above,

\[
\int a_{m+1}(t)t^{m+1} dt = 2 \int_0^{2r} a_{m+1}(t)t^{m+1} dt
= 2 \int_{-2^{m-1}r}^{2^{m-1}r} a_m(t)(t + 2^{m-1}r)^{m+1} dt
= 2 \int_{-2^{m-1}r}^{2^{m-1}r} a_m(t)(m + 1)t^m 2^{m-1}r dt
= (m + 1)2^{m} \int_{-2^{m-1}r}^{2^{m-1}r} a_m(t)t^m dt
= (m + 1)2^{m}C_{m,k}\varphi(r)r^{m+2-k}.
\]

Here again we have used the fact that \( a_m(t)t^{m+1} \) is odd to eliminate the integral of the highest order term in the binomial expansion, as well as the vanishing moments of \( a_m \) of order \( \ell \) for all \( \ell < m \), followed by the induction hypothesis. This proves the induction step with \( C_{m+1,k} = (m + 1)2^{m}C_{m,k} \).

Now that we have shown that \( a = a_{k-1} \) satisfies the conditions of Definition 3.3 for a \((p, \infty)\) atom with the bound on the highest-order moment in (iii)’ replaced by \( C_k\varphi(r) \), we want to estimate its \( h^p \) norm. We will do this
by testing against an element \( f \) of the dual space \( \Lambda^{k-1}(\mathbb{R}) = (h^p(\mathbb{R}))^* \). Fix a cutoff function \( \eta \in C^\infty \) with support in \((-1, 1)\) which is equal to 1 on \([-1/2, 1/2]\), and let \( f \) be given by
\[
 f(t) = \log |t|/|\eta(t)|.
\]
Recall that we are assuming \( r < 2^{1-k} \), so that \( \eta = 1 \) on the support of \( a \), and we have, by (3.6),
\[
\int a(t)f(t)dt - C_k \varphi(r) \log r = \int a(t)\log |t| - |t| - \log r)dt
\]
\[
= 2 \int_0^{2^{k-2}r} a(t)\log(t/r)dt
\]
\[
= 2r^k \int_0^{2^{k-2}} a(tr)\log dt
\]
\[
\leq 2r^k \log \int_0^{2^{k-2}} t^{k-1} |\log(t)|dt
\]
\[
\leq C_k r^k
\]
where \( C_k \) is independent of \( r \). This shows
\[
\varphi(r) \log r \leq C_k^{-1} \left( C_k + \int a(t) f(t)dt \right) \leq 1 + \| f \|_{\Lambda^{k-1}} \| a \|_{H^p} \leq 1 + \| a \|_{H^p}
\]
with constants depending on \( k \) but independent of \( r \).

3.3. Approximate Molecules. In this section, we present a new class of molecules analogous to the \((p, q, \omega)\) atoms defined above, and a molecular decomposition on \( h^p(\mathbb{R}^n) \) for the full range \( 0 < p \leq 1 \). Note that the notation \((p, q, b)\)-molecule was used in [12] for \( H^p \) molecules with full cancellation conditions.

**Definition 3.6.** Let \( 0 < p \leq 1 \leq s < \infty \) with \( p < s \), \( \lambda > n \left( \frac{s}{p} - 1 \right) \), and \( \varphi, \omega \) be as in Definition 3.3. We say that a measurable function \( M \) is a \((p, s, \lambda, \omega)\) molecule (for \( h^p(\mathbb{R}^n) \)) if there exists a ball \( B \subset \mathbb{R}^n \) and a constant \( C > 0 \) such that
\[
\begin{align*}
&M1. \quad \| M \|_{L^s(B)} \leq C r(B)^n \left( \frac{1}{r} \right) \\
&M2. \quad \left\{ \int_{B^c} |M(x)|^s |x-x_B|^{n \lambda} dx \right\}^{1/s} \leq C r(B)^{\frac{s}{n}+n \left( \frac{1}{r} - \frac{1}{s} \right)} \\
&M3. \quad \left\{ \int_{B^c} |M(x)|^s |x-x_B|^\omega dx \right\} \leq \omega, \quad \text{if} |\alpha| < \gamma_p, \\
&M. \quad \left\{ \int_{B^c} |M(x)|^s |x-x_B|^\varphi(r(B)) dx \right\} \leq \varphi_p(r(B)) \quad \text{if} |\alpha| = N_p = \gamma_p.
\end{align*}
\]
We call the molecule “normalized” if \( C = 1 \).

Choosing \( s = 1 \), the previous definition covers the molecules introduced by Komori in [17][Definition 4.4] for \( n/\lambda < p < 1 \). In particular, our definition not only extends it to values of \( p \leq \frac{n}{n+1} \) but also provides an appropriate bound for the size of the moment condition when \( p = n/(n+k) \) for \( k \in \mathbb{Z}^+ \).

**Remark 3.7.**

(i) Conditions (M1) and (M2) together are equivalent to the pair of global estimates (with a different choice of the constant \( C \))
\[
\| M \|_{L^s(\mathbb{R}^n)} \leq C r(B)^n \left( \frac{1}{r} \right) \quad \text{and} \quad \| M \cdot -x_B \|_{L^s(\mathbb{R}^n)} \leq C r(B)^{\frac{s}{n}+n \left( \frac{1}{r} - \frac{1}{s} \right)}.
\]
Moreover, if (M2) holds for a given \( \lambda \), then the analogous estimate holds for any \( \lambda' < \lambda \):
\[
\int_{B^c} |M(x)|^s |x-x_B|^\lambda dx \leq r(B)^{\lambda'-\lambda} \int_{B^c} |M(x)|^s |x-x_B|^\lambda dx \leq r(B)^{\lambda'+(1-\frac{1}{s})}.
\]
so combined with (M1) we also have the corresponding bound on \( \| M \cdot -x_B \|_{L^s(\mathbb{R}^n)}^{\lambda'} \).

(ii) As in (3.3), assuming conditions (M1) and (M2) only, we can derive the following estimate on the moments of \( M \). Let \( A_j := \{ x \in \mathbb{R}^n : 2^j r \leq |x-x_B| < 2^{j+1} r \} \) with \( r = r(B), j \geq 0 \). Then for
III.7.16], preserving some of the notation from that proof below. Let \( \text{norm in } h^p \) Proposition 3.8. The proof is inspired by the classical molecular decomposition for real Hardy spaces. We will outline only the main ideas, highlighting the parts that diverges from the classical proof, which can be consulted in [12, Theorem III.7.16], preserving some of the notation from that proof below. Let \( M \) be a normalized \((p, s, \lambda, \omega)\)-molecule associated to a ball \( B = B(x_B, r) \subset \mathbb{R}^n \). We show that

\[
M = \sum_{k=0}^{\infty} t_k a_k + \sum_{k=0}^{\infty} s_k b_k + a_\omega,
\]

where \( a_k, b_k \) are \((p, s)\) and \((p, \infty)\) atoms with full cancellation, respectively, and \( a_\omega \) is a \((p, s, \omega)\) atom. Moreover,

\[
\sum_{k=0}^{\infty} |t_k|^p < \infty \text{ and } \sum_{k=0}^{\infty} |s_k|^p < \infty
\]

independently of \( B \). Let \( B_0 = E_0 = B, B_k = B(x_B, 2^k r), E_k = B_k \setminus B_{k-1} \) and \( M_k(x) = M(x) \chi_{E_k}(x) \) for \( k \in \mathbb{N} \). Let \( P_k = \sum_{|\alpha| \leq N_p} m_{\alpha}^k \phi_\alpha^k \) to be the polynomial of degree at most \( N_p \), restricted to the set \( E_k \), for which, for every \( |\alpha| \leq N_p \),

\[
\int_{E_k} P_k(x) (x - x_B)^\alpha dx = m_{\alpha}^k \int_{E_k} \phi_\alpha^k (x) (x - x_B)^\alpha dx = m_{\alpha}^k := \int_{E_k} M(x)(x - x_B)^\alpha dx \quad (3.8)
\]

and

\[
|P_k(x)| \leq C_{n, p} \int_{E_k} |M(x)| dx \quad (3.9)
\]

for some constant independent of \( k \). This is done by choosing the polynomials \( \phi_\alpha^k \) to have \( \beta \)-th moment equal to \( |E_k| \) when \( \beta = \alpha \), and zero otherwise, and noting that \((2^k r)^{|\alpha|} |\phi_\alpha^k(x)| \leq C \) uniformly in \( k \).

Setting, for \(|\alpha| \leq N_p \),

\[
\nu_\alpha = \sum_{j=0}^{\infty} |E_j| m_{\alpha}^j = \int_{\mathbb{R}^n} M(x)(x - x_B)^\alpha dx, \quad N_{\alpha}^k = \sum_{j=k+1}^{\infty} |E_j| m_{\alpha}^j = \int_{E_k^c} M(x)(x - x_B)^\alpha dx, \quad k = 0, 1, 2, \ldots,
\]

we can represent the sum of \( P_k \) as

\[
\sum_{k=0}^{\infty} P_k(x) = \sum_{|\alpha| \leq N_p} \left( \sum_{k=0}^{\infty} (N_{\alpha}^{k-1} - N_{\alpha}^k) |E_k|^{-1} \phi_\alpha^k(x) + (\nu_\alpha - N_{\alpha}^0) |E_0|^{-1} \phi_\alpha^0(x) \right)
\]

\[
= \sum_{|\alpha| \leq N_p} \left( \sum_{k=0}^{\infty} N_{\alpha}^k |E_{k+1}|^{-1} \phi_\alpha^{k+1}(x) - \sum_{k=0}^{\infty} N_{\alpha}^k |E_k|^{-1} \phi_\alpha^k(x) + \nu_\alpha |E_0|^{-1} \phi_\alpha^0(x) \right)
\]

\[
= \sum_{k=0}^{\infty} \sum_{|\alpha| \leq N_p} \Phi_\alpha^k(x) + \sum_{|\alpha| \leq N_p} \nu_\alpha |E_0|^{-1} \phi_\alpha^0(x),
\]

where

\[
\Phi_\alpha^k(x) = N_{\alpha}^{k+1} \left[ |E_{k+1}|^{-1} \phi_\alpha^{k+1}(x) - |E_k|^{-1} \phi_\alpha^k(x) \right], \quad k = 0, 1, 2, \ldots.
\]

Note that last sum appears since we do not have the vanishing moment conditions on the molecule.
This allows us to decompose $M$ as follows:

$$M = \sum_{k=0}^{\infty} (M_k - P_k) + \sum_{k=0}^{\infty} \sum_{|\alpha| \leq N_p} \Phi^k_\alpha(x) + \sum_{|\alpha| \leq N_p} \nu_\alpha |E_0|^{-1} \phi^0_\alpha(x) = S_1 + S_2 + S_3. \tag{3.10}$$

We deal first with the terms $S_1$. From conditions (M1) and (M2) one gets

$$\|M_k\|_{L^s} \leq 2^{\frac{s}{\lambda}} C_{n,s} |B_k|^{\frac{1}{\lambda} - \frac{1}{s}} (2^k)^{-\frac{1}{s} + n(1 - \frac{1}{\lambda})}, \tag{3.11}$$

and it follows from (3.9) that $\|P_k\|_{L^s} \leq C_{n,p} \|M_k\|_{L^s}$. Moreover, from (3.8) we get that $M_k - P_k$ has vanishing moments up the order $N_p$. Thus $M_k - P_k$ is a multiple of a $(p,s)$ atom. Writing $(M_k - P_k)(x) = t_k a_k(x)$ where

$$t_k = \|M_k - P_k\|_{L^s} |B_k|^{\frac{1}{\lambda} - \frac{1}{s}} a_k(x) = \frac{M_k(x) - P_k(x)}{\|M_k - P_k\|_{L^s}} |B_k|^{\frac{1}{\lambda} - \frac{1}{s}}$$

and note that from (3.11) one gets

$$\sum_{k=0}^{\infty} |t_k|^p \leq 2^{\frac{sp}{\lambda}} C_{n,p,s} \sum_{k=0}^{\infty} (2^k)^{-\frac{p}{\lambda} + n(1 - \frac{1}{\lambda})} = C_{n,p,s,\lambda} < \infty \tag{3.12}$$

provided $\lambda > n (s/p - 1)$. We point out that the closer $\lambda$ gets to $n(s/p - 1)$, the bigger the constant appearing in (3.12).

For $S_2$, we claim that $\Phi^k_\alpha(x)$ is a multiple of a $(p,\infty)$ atom with full cancellation conditions. The cancellation follows from the moment conditions on $\phi^k_\alpha$. For the size condition, from Hölder inequality and (3.11), for every $|\alpha| \leq N_p$ and $k \in \mathbb{N}$, one has

$$|N^k_\alpha| \leq C_{n,p,s,\lambda} |B_k|^{1 - \frac{1}{\lambda}} (2^k r)^{|\alpha|} (2^k)^{-\frac{1}{s} + n(1 - \frac{1}{\lambda})}.$$

Hence, since $(2^k r)^{|\alpha|} |\phi^k_\alpha(x)| \leq C$ uniformly, it follows

$$|N^k_\alpha| |E^k_\alpha|^{-1} |\phi^k_\alpha(x)| \leq C_{n,p,s,\lambda} |B_k|^{-\frac{1}{s}} (2^k)^{-\frac{1}{s} + n(1 - \frac{1}{\lambda})}.$$

Therefore, writing $\sum_{|\alpha| \leq N_p} \Phi^k_\alpha(x) = \sum_{k=0}^{\infty} s_k b_k(x)$, where $s_k = C_{n,p,s,\lambda} (2^k)^{-\frac{1}{s} + n(1 - \frac{1}{\lambda})}$ for some appropriate constants $C_{n,p,s,\lambda}$, we get that $b_k$ are $(p,\infty)$ atoms and

$$\sum_{k=0}^{\infty} |s_k|^p = C_{n,p,s,\lambda} \sum_{k=0}^{\infty} (2^k)^{-\frac{p}{s} + n(1 - \frac{1}{\lambda})} < \infty,$$

where again we used that $\lambda > n (s/p - 1)$.

Finally, for $S_3$ let

$$a_\omega = \sum_{|\alpha| \leq N_p} \nu_\alpha |E_0|^{-1} \phi^0_\alpha(x).$$

This function is supported on $E_0 = B_0$ and, proceeding as in Remark 3.7(ii), (M1) and (M2) give

$$|\nu_\alpha| = \left| \int_{\mathbb{R}^n} M(x)(x - x_B)^\alpha dx \right| \lesssim r^{|\alpha| + n(1 - \frac{1}{\lambda})}.$$

The $L^s$-estimate then follows immediately from the fact that $r^{|\alpha|} |\phi^0_\alpha(x)| \leq C$:

$$\left\| \sum_{|\alpha| \leq N_p} \nu_\alpha |E_0|^{-1} \phi^0_\alpha \right\|_{L^s} \leq \sum_{|\alpha| \leq N_p} |N^0_\alpha| |E_0|^{-1} \left( \int_{E_0} |\phi^0_\alpha(x)|^s dx \right)^{\frac{1}{s}} \leq \sum_{|\alpha| \leq N_p} |\nu_\alpha| |E_0| \lesssim r^{n(\frac{1}{\lambda} - \frac{1}{s})}.$$

It remains to show the moment conditions on $a_\omega$, which follow immediately from (M3), since by the choice of $\nu_\alpha$ and $\phi^0_\alpha$, the moments of $a_\omega$ are the same as those of $M$. Indeed, for $|\beta| \leq N_p$,

$$\int a_\omega(x) (x - x_B)^\beta dx = \sum_{|\alpha| \leq N_p} \nu_\alpha \left( |E_0|^{-1} \int_{E_0} \phi^0_\alpha(x)(x - x_B)^\beta dx \right) = \nu_\alpha = \int_{\mathbb{R}^n} M(x)(x - x_B)^\beta dx.$$

Thus $a_\omega$ is a multiple of a $(p,s,\omega)$ atom. \hfill \Box

Since $(p,s)$ atoms are automatically $(p,\lambda,\omega)$ molecules for any choice of $\lambda$ and $\omega$ in Definition 3.6, we can combine the atomic decomposition 3.4 with Proposition 3.8 (see also the remarks preceding Proposition 3.4) to get that $f \in h^p(\mathbb{R}^n)$ if and only if there exists a sequence $\{M_j\}$ of $(p,s,\lambda,\omega)$ molecules and a sequence $\{\lambda_j\} \subset l^p(\mathbb{C})$ such that $f = \sum_{j \in \mathbb{N}} \lambda_j M_j$ in the sense of distributions and in the $h^p(\mathbb{R}^n)$ norm, and $\|f\|_{h^p}$ is comparable to the
infinum of \( \{ \lambda_j \}_{j \in \mathbb{N}} \) over all such representations. As pointed out in the proof of the proposition, the constant in this comparison will blow up as \( \lambda \) gets closer to \( n(s/p - 1) \).

4. Hardy’s inequality

In this section, as an application of the new molecules presented in Definition 3.6, we prove a version of Hardy’s inequality on \( h^p(\mathbb{R}^n) \) for \( 0 < p \leq 1 \), originally stated by Goldberg in [13].

**Theorem 4.1.** Let \( 0 < p \leq 1 \). Then, there exists \( C > 0 \) such that

\[
\int_{\mathbb{R}^n} \frac{|\hat{f}(\xi)|^p}{(1 + |\xi|)^{n(2-p)}} d\xi \leq C\|f\|_{h^p}^p, \quad \forall f \in h^p(\mathbb{R}^n). \tag{4.1}
\]

The case \( n = 1 \) and \( p = 1 \) was proved by Dafni and Liflyand in [8]. The main ingredient is the following pointwise control of the Fourier transform of a \( (p, s, \lambda, \omega) \) molecule on \( h^p(\mathbb{R}^n) \). This result resembles the decay of the Fourier transform decay for standard atoms on \( H^p(\mathbb{R}^n) \) (see [12, Theorem 7.20 p. 337]), but we need to account for the non-vanishing moments. Moreover, due to the weaker decay at infinity of the molecules, namely condition (M2) compared to compact support, we cannot get unlimited smoothness of the Fourier transform. The parameter \( \lambda \) is what determines this limitation.

**Lemma 4.2.** Let \( 0 < p \leq 1 \) be such that \( p < s \) and \( \lambda > n \left( \frac{s}{p} - 1 \right) \). Suppose \( M \) satisfies conditions (M1) and (M2) with respect to the ball \( B = B(x_B, r) \subset \mathbb{R}^n \). Then the Fourier transform of \( M \) satisfies

\[
|\hat{M}(\xi)| \leq |\xi|^\gamma + \sum_{|\alpha| \leq N} |\xi|^{|\alpha|} \left| \int_{\mathbb{R}^n} M(x)(x - x_B)^\alpha dx \right|
\]

for any \( \gamma > \left( \frac{n}{s - \frac{n}{p}} \right) \) and integer \( N \) with \( N < \gamma \leq N + 1 \).

**Proof.** Since the absolute value of the Fourier transform is preserved under translation of the function, we may assume \( x_B = 0 \). For \( \xi = 0 \), we see that equality holds by in (4.2) by considering the \( \alpha = 0 \) term in the sum on the right-hand-side, so we need only consider \( \xi \neq 0 \).

Suppose first that \( \gamma = N + 1 ; \frac{n}{s - \frac{n}{p}} \). Denoting \( e^{-2\pi i x \cdot \xi} \) by \( \phi(x) \), we write \( P_{\gamma, \nu, 0}(x) = \sum_{|\alpha| \leq N} C_\alpha (\partial^\alpha \phi)(0)x^\alpha \) for its Taylor polynomial of order \( N \) at 0, and use the formula for the remainder to get, for \( t \in (0, 1) \),

\[
|\hat{M}(\xi)| \leq \left| \int_{\mathbb{R}^n} M(x) \phi(x) - \sum_{|\alpha| \leq N} C_\alpha (\partial^\alpha \phi)(0) \int_{\mathbb{R}^n} M(x)x^\alpha dx \right| + \sum_{|\alpha| \leq N} |\xi|^{|\alpha|} \left| \int_{\mathbb{R}^n} M(x)x^\alpha dx \right|.
\]

Similarly to Remark 3.7 (ii), from conditions (M1) and (M2) of the molecule and Hölder’s inequality, one has

\[
\int_{\mathbb{R}^n} |M(x)||x|^{N+1} \leq r^{-\frac{n}{s} + N + 1} \|M\|_{L^s(\mathbb{R}^n)} \|\cdot\|_{L^s(\mathbb{R}^n)} \|\cdot\|_{L^s(\mathbb{R}^n)} \leq r^{-N + 1 - \gamma_p},
\]

where the convergence of the integral follows from the assumption that \( N + 1 < \frac{n}{s} - \frac{n}{p} \). This gives the result in the case \( \gamma = N + 1 \).

Now suppose \( \gamma < N + 1 \). Recalling that \( \xi \neq 0 \), we write

\[
|\hat{M}(\xi)| \leq \int_{|x| \geq |\xi|^{-1}} e^{-2\pi i x \cdot \xi} M(x) dx + \int_{|x| \leq |\xi|^{-1}} e^{-2\pi i x \cdot \xi} M(x) dx =: I_1 + I_2.
\]

We estimate the first integral using Hölder’s inequality, together with the bound the \( L^s(\mathbb{R}^n) \) norm of \( M(x)|x|^\frac{\lambda}{p} \) with \( \lambda' = s(\gamma + \frac{n}{p}) < \lambda \) (see Remark 3.7 (i)), as follows:

\[
|I_1| \leq \int_{|x| \geq |\xi|^{-1}} |M(x)|dx \leq \|M\|_{L^s(\mathbb{R}^n)} \|\cdot\|_{L^s(\mathbb{R}^n)} \|\cdot\|_{L^s(\mathbb{R}^n)} \leq r^{\gamma - \gamma_p} |\xi|^{\gamma}.
\]
For the second integral, we again proceed via the Taylor expansion of $\varphi(x) = e^{-2\pi i x \cdot \xi}$, to get, as in (4.3)

$$|I_2| \lesssim |\xi|^{N+1} \int_{|x| \leq |\xi|^{-1}} |M(x)||x|^{N+1}dx + \sum_{|\alpha| \leq N} |\xi|^{|\alpha|} \left| \int_{|x| \leq |\xi|^{-1}} M(x)x^\alpha dx \right|$$

$$\leq |\xi|^{N+1} \int_{|x| \leq |\xi|^{-1}} |M(x)||x|^{N+1-\frac{n}{p}}dx + \sum_{|\alpha| \leq N} |\xi|^{|\alpha|} \left| \int_{\mathbb{R}^n} M(x)x^\alpha dx - \int_{|x| \geq |\xi|^{-1}} M(x)x^\alpha dx \right|$$

$$\leq |\xi|^{N+1} \|M| \cdot \frac{n}{p} \|L^p(\mathbb{R}^n)\| \cdot \|x|^{N+1-\frac{n}{p}}\|L^{p'}(|x| \leq |\xi|^{-1})\|

+ \sum_{|\alpha| \leq N} |\xi|^{|\alpha|} \left| \int_{\mathbb{R}^n} M(x)x^\alpha dx \right|$$

$$\leq |\xi|^{N+1} \frac{n}{p} |\xi|^{-\gamma_p} |\xi|^{-\frac{n}{p} - \frac{n}{p}} + \sum_{|\alpha| \leq N} |\xi|^{|\alpha|} \|M| \cdot \frac{n}{p} \|L^p(\mathbb{R}^n)\| \cdot \|\xi|^{N+1-\frac{n}{p}}\|L^{p'}(|x| \geq |\xi|^{-1})\|

+ \sum_{|\alpha| \leq N} |\xi|^{|\alpha|} \left| \int_{\mathbb{R}^n} M(x)x^\alpha dx \right|$$

Here we have used that $\gamma = \frac{n}{s} - \frac{p}{s} < N + 1$ for the local integrability and that $|\alpha| \leq N < \gamma = \frac{n}{s} - \frac{p}{s}$ implies $\gamma'(|\alpha| - \frac{n}{s}) < -n$. This concludes the case $\gamma < N + 1$. \qed

For a molecule, the above estimate on the Fourier transform and the control of the moments allows us to prove the following more refined version of Hardy’s inequality:

**Lemma 4.3.** If $1 \leq s \leq 2$ with $p < s$ and $M$ is a $(p, s, \lambda, \omega)$ molecule in $h^p(\mathbb{R}^n)$ associated to the ball $B = B(x_B, r)$, then for $a > 0$,

$$\int_{\mathbb{R}^n} \frac{|\widehat{M}(\xi)|^p}{(a\omega + |\xi|)^n(2-p)^d} d\xi \leq C_{a, \omega}. \quad (4.4)$$

In the homogeneous case, $\omega = 0$, we recover Hardy’s inequality for $H^p(\mathbb{R}^n)$. For $\omega > 0$, taking $a = \omega^{-1}$ shows that Goldberg’s Hardy inequality holds uniformly for molecules with a constant depending on $\omega$. Applying the Fourier transform to the molecular decomposition of $f$ gives the result of the Theorem 4.1.

**Proof of Lemma 4.3.** To show (4.4) we split integral in the following way:

$$\int_{\mathbb{R}^n} \frac{|\widehat{M}(\xi)|^p}{(a\omega + |\xi|)^n(2-p)^d} d\xi = \int_{|\xi| < r^{-1}} + \int_{|\xi| > r^{-1}} := I_1 + I_2.$$

**Control of $I_2$:** Applying the Hölder and Hausdorff-Young inequalities, one gets

$$\int_{|\xi| > r^{-1}} \frac{|\widehat{M}(\xi)|^p}{(a\omega + |\xi|)^n(2-p)^d} d\xi \leq \|\widehat{M}\|_p \left( \int_{|\xi| > r^{-1}} |\xi|^{-\frac{n(2-p)}{p(2-p)}} d\xi \right)^{1-\frac{p}{2}}$$

$$\lesssim \|M\|_p \cdot r^{n(2-p)-n(1-\frac{p}{2})} \left( \int_{|\xi| > 1} |\xi|^{-\frac{n(2-p)}{p(2-p)}} d\xi \right)^{1-\frac{p}{2}}$$

$$\leq C.$$

Here we’ve used condition (M1), and the integrability of the second term follows since

$$1 > p \left(1 - \frac{1}{s} \right) \Leftrightarrow -\frac{n(2-p)}{1-p/s} < -n.$$

**Control of $I_1$:** Taking $N = N_p$ and $\gamma \in (s_p, \frac{n}{s} - \frac{p}{s}) \cap (N_p, N_p + 1]$ in Lemma 4.2, one has

$$I_1 \lesssim r^{p(\gamma - \gamma_p)} \int_{|\xi| < r^{-1}} |\xi|^p (1 + |\xi|)^{n(p-2)} d\xi$$

$$+ \sum_{|\alpha| \leq N_p} \left| \int_{\mathbb{R}^n} M(x)(x - x_B)^\alpha dx \right|^p \left( \int_{|\xi| < r^{-1}} |\xi|^{|\alpha| p (1 + |\xi|)^{n(p-2)} d\xi} \right).$$

$$\quad := I_3 + I_4.$$
For $I_3$, using that $(1 + |\xi|)^{\gamma(p-2)} \leq |\xi|^{n(p-2)}$ we get

$$|I_3| \leq r^{p(\gamma-\gamma_p)} \int_{|\xi| < r^{-1}} |\xi|^{n(p-2)+p} \, d\xi$$

$$\simeq r^{p\gamma+n(p-1)-p\gamma-n(p-2)-n} = 1,$$

where the integrability follows from $p\gamma > p\gamma_p = n(1-p)$.

For $I_4$, using the approximate moment conditions (M3) of the molecule when $\omega > 0$, we get

$$\sum_{|\alpha| \leq N_p} \left| \int_{\mathbb{R}^n} M(x)(x - x_B)^\alpha dx \right|^p \int_{|\xi| < r^{-1}} |\xi|^{n(p-2)+p} (a\omega + |\xi|)^{n(p-2)} \, d\xi$$

$$= \sum_{|\alpha| \leq N_p} \left| \int_{\mathbb{R}^n} M(x)(x - x_B)^\alpha dx \right|^p (a\omega)^{np-n+|\alpha|} \int_{|\xi| < (a\omega r)^{-1}} |\xi|^{n(p-2)} \, d\xi$$

$$\leq \sum_{|\alpha| \leq N_p} \left| \int_{\mathbb{R}^n} M(x)(x - x_B)^\alpha dx \right|^p (a\omega)^{np-n+|\alpha|} \int_{1}^{1+(a\omega r)^{-1}} (p|\alpha|+np-n-1) dt$$

$$\leq \sum_{|\alpha| \leq N_p} \omega^p (a\omega)^{n(p-2)} \int_{1}^{\infty} (1+\frac{1}{\omega r})^{-1} t^{-1} dt + \sum_{|\alpha| = \mu = N_p} \left[ \log \left( 1 + \frac{1}{\omega r} \right) \right]^{-1} \int_{1}^{1+(a\omega r)^{-1}} t^{-1} dt$$

$$\leq C_{a,\omega,p} + \sum_{|\alpha| = N_p \mu \in \mathcal{Z}} \left[ \log \left( 1 + \frac{1}{\omega r} \right) \right]^{-1} \log \left( 1 + \frac{1}{\omega r} \right)$$

$$\leq C_{a,\omega}.$$

5. Continuity of inhomogeneous versions of Calderón-Zygmund-type operators

In this section, we present new results on the continuity of inhomogeneous Calderón-Zygmund-type operators on $h^p(\mathbb{R}^n)$ as an application of the approximate atom and molecule tools presented in Section 3.

5.1. Boundedness of inhomogeneous Calderón-Zygmund-type operators. Ding, Han and Zhu in [10] introduced the following inhomogeneous version of classical Calderón-Zygmund operators. A locally integrable function defined on $\mathbb{R}^{2n}$ away from the diagonal is called an $(\mu, \delta)$-inhomogeneous standard kernel if there exist $\mu > 0$ and $0 < \delta \leq 1$ such that

$$|K(x, y)| \leq C \min \left\{ \frac{1}{|x-y|^{n-1}}, \frac{1}{|x-y|^{n+\mu}} \right\}, \quad x \neq y, \quad (5.1)$$

and

$$|K(x, y) - K(x, z)| + |K(y, x) - K(z, x)| \leq C \frac{|y-z|^\delta}{|x-z|^{n+\delta}} \quad (5.2)$$

for all $|x - z| \geq 2|y - z|$. A linear and bounded operator $T : S(\mathbb{R}^n) \to S'(\mathbb{R}^n)$ is an inhomogeneous Calderón-Zygmund operator if the following properties are satisfied:

(i) $T$ extends to a continuous operator from $L^2(\mathbb{R}^n)$ to itself;

(ii) $T$ is associated to an $(\mu, \delta)$-inhomogeneous standard kernel given (formally) by

$$\langle Tf, g \rangle = \int \int K(x, y) f(y) g(x) \, dydx, \quad \forall f, g \in S(\mathbb{R}^n) \text{ with disjoint supports}.$$

An important example of inhomogeneous Calderón-Zygmund operators are the standard pseudodifferential operators in the Hörmander class $Op_pS^0_{\mu,0}(\mathbb{R}^n)$. In fact, it is well known (see [1, Theorem 1.1 (c)]) that the kernel associated to this class of operators satisfies the pointwise estimate

$$|\partial_y K(x, y)| \leq C |x-y|^{-1-n}, \quad x \neq y,$$

and then (5.2) follows by the mean value theorem. The estimate (5.1) can be directly verified from the pseudo-local property [1, Theorem 1.1 (a)].

We now establish results on the continuity of inhomogeneous Calderón-Zygmund operators on $h^p(\mathbb{R}^n)$ for $0 < p \leq 1$ assuming a weaker $L^s$ integral-type condition on the kernel, $1 \leq s < \infty$, given by

$$\left( \int_{\mathbb{R}^n} |K(x, y) - K(x, z)|^s + |K(y, x) - K(z, x)|^s \, dx \right)^{\frac{1}{s}} \lesssim |A_j(z, r)|^{\frac{1}{s}} 2^{-j\delta} \quad \text{for} \quad |y - z| < r, \quad (5.3)$$

where $0 < r < 1$, $A_j(z, r) := \{ x \in \mathbb{R}^n : 2^jr \leq |x-z| < 2^{j+1}r \}$, $j \in \mathbb{N}$ and $\delta > 0$. Condition (5.3) is weaker than (5.2); moreover, an $L^{s_1}$ condition is stronger than an $L^{s_2}$ condition provided $s_1 > s_2$, hence the $L^1$
integral-type condition is the weakest one. Continuity results for this class of operators on $H^p(\mathbb{R}^n)$ were recently studied by the last two authors in [27].

Next, we want to express the cancellation condition in term of $T^*(x^\alpha)$ (for further details see [21, p. 23]).

**Definition 5.1.** Let $N \in \mathbb{N} \cup \{0\}$. We denote by $L^2_{i,N}(\mathbb{R}^n)$ the space of all $g \in L^2(\mathbb{R}^n)$ compactly supported functions such that $\int g(x)x^{\alpha} = 0$ for all $|\alpha| \leq N$. For such an $\alpha$, define $T^*(x^\alpha)$ in the distributional sense by

$$
(T^*(x^\alpha), g) = \langle x^{\alpha}, T(g) \rangle = \int_{\mathbb{R}^n} x^{\alpha} Tg(x)dx, \quad \forall g \in L^2_{i,N}(\mathbb{R}^n).
$$

(5.4)

The space $L^2_{i,N_p}(\mathbb{R}^n)$ corresponds to multiples of $(p, 2)$--atoms in $H^p(\mathbb{R}^n)$. That $T^*(x^\alpha)$ is well-defined by (5.4) has been stated for standard Calderón-Zygmund operators in [21, p. 23]. The next proposition extends it to the type of operators we are considering in this work.

**Proposition 5.2.** Let $T$ be a linear and bounded operator on $L^2(\mathbb{R}^n)$ whose associated kernel satisfies (5.1) and (5.3) with $s = 1$. Then $x^\alpha T g(x) \in L^1(\mathbb{R}^n)$ for all $g \in L^2_{i,0}(\mathbb{R}^n)$ provided that $|\alpha| < \min\{\mu, \delta\}$.

**Proof.** Let $g \in L^2_{i,0}(\mathbb{R}^n)$, fix a ball $B = B(x_B, r)$ containing the support of $f$, and write

$$
\int_{B} |x^{\alpha} T f(x)| dx = \int_{\mathbb{R}^n} |x^{\alpha} T f(x)| dx + \int_{(B)^c} |x^{\alpha} T f(x)| dx.
$$

From the boundedness of $T$ on $L^2(\mathbb{R}^n)$ we get

$$
\int_{\mathbb{R}^n} |x^{\alpha} T f(x)| dx \leq \|x^{\alpha}\|_{L^\infty(B)} \|Tg\|_{L^2} \lesssim r^{\alpha + \frac{n}{p}} \|g\|_{L^2} < \infty.
$$

Suppose now that $r \geq 1$. The estimation of the second integral follows by (5.1):

$$
\int_{(B)^c} |x^{\alpha} T f(x)| dx \leq \sum_{j \in \mathbb{N}} \sum_{A_j(x_B, r)} \int_{B} |K(x, y)| |g(y)| (|x_B| + 2^j r)^{\alpha} dy dx
$$

$$
\lesssim \|g\|_{L^2} r^{\alpha} \sum_{|\alpha'| \leq |\alpha|} \sum_{j \in \mathbb{N}} (2^j r)^{\alpha'} \int_{A_j(x_B, r)} |x - x_B|^{-n - \mu} dx
$$

$$
\lesssim \|g\|_{L^2} \sum_{|\alpha'| \leq |\alpha|} |x_B|^{\alpha - |\alpha'|} r^{\alpha'} \frac{r^\delta}{2^\delta} \sum_{j \in \mathbb{N}} (2^j)^{\alpha' - \delta} < \infty
$$

since $|\alpha'| \leq |\alpha| < \mu$.

For $r < 1$, since $g$ has vanishing integral, the bound follows by applying (5.3):

$$
\int_{(B)^c} |T g(x)x^{\alpha}| dx \leq \sum_{j \in \mathbb{N}} \sum_{A_j(x_B, r)} \int_{B} |K(x, y) - K(x, x_B)| |g(y)| |x|^{\alpha} dy dx
$$

$$
\lesssim \|g\|_{L^2} \sum_{|\alpha'| \leq |\alpha|} |x_B|^{\alpha - |\alpha'|} r^{\alpha'} + \frac{r^\delta}{2^\delta} \sum_{j \in \mathbb{N}} (2^j)^{\alpha' - \delta} < \infty
$$

since $|\alpha'| < \delta$. This completes the proof. \qed

In [10, Theorem 1.1] the authors considered the boundedness of inhomogeneous Calderón-Zygmund operators on $h^p(\mathbb{R}^n)$ for some $\frac{n}{n+1} < p < 1$ assuming the cancellation condition $T^*(1) \in \dot{A}_p(\mathbb{R}^n)$. In the next theorem, we extend this result for full range $0 < p \leq 1$, assuming an $L^p$ integral-type condition on the kernel and a local Campanato-type cancellation condition. In particular, our result recover the one in [10] when $\frac{n}{n+1} < p < 1$. Note that when $p$ is small, the values of $\mu$ and $\delta$ must be large.

**Theorem 5.3.** Let $0 < p \leq 1$ and $T$ be an inhomogeneous Calderón-Zygmund operator associated to a kernel satisfying the integral condition (5.3) for some $1 \leq s \leq 2$ with $p < s$. Then $T$ can be extended to a bounded operator from $h^p(\mathbb{R}^n)$ to itself provided that $\min\{\mu, \delta\} > \gamma_p$, and there exists $C > 0$ such that for any ball $B \subset \mathbb{R}^n$ and $\alpha \in \mathbb{Z}_+^n$ with $|\alpha| \leq N_p$,

$$
f = T^*[\cdot x_B]^{\alpha} \quad \text{satisfies} \quad \left( \int_B |f(y) - F_B^{N_p}(f)(y)|^2 dy \right)^{1/2} \leq C \Psi_{p,\alpha}(r(B)),
$$

(5.5)

where $F_B^{N_p}(f)$ is the polynomial of degree $\leq N_p$ that has the same moments as $f$ over $B$ up to order $N_p$, and for $\varphi_p$ is as in Definition 3.3,

$$
\Psi_{p,\alpha}(t) := \begin{cases} 
\varphi_p, & \text{if } |\alpha| < \gamma_p, \\
\varphi_p(\varphi_p^{-1}(t)), & \text{if } |\alpha| = \gamma_p = N_p \in \mathbb{Z}.
\end{cases}
$$
Remark 5.4. Note that $f = T^*[(\cdot - x_B)^n]$ is required to satisfy the Campanato-type condition (5.5) only for the ball $B$ with respect to which it is defined, but the condition makes sense for any ball $B'$. This is because the hypotheses on $T$ together with Proposition 5.2 imply that for every ball $B'$, (5.4) defines $f$ as an element of the dual space of $L^2_{\mathcal{N}_p}(B')$ (the functions in $L^2(B')$ with vanishing moments up to order $N_p$), which can be identified with the quotient space of $L^2(B')$ by the polynomials of degree up to $N_p$. Thus one can replace (5.5) by the stronger condition that $f \in \Lambda_{N_p}(\mathbb{R}^n)$ if $|\alpha| < \gamma_p$ and $f \in L^{2,\mathcal{N}_p}(\mathbb{R}^n)$ if $\gamma_p \in \mathbb{Z}$ and $|\alpha| = \gamma_p$.

Proof. Let $a$ be a $(p,2)$ atom in the sense of Definition 3.2, supported in $B := B(x_B, r)$. We will show that $Ta$ is a $(p, s, \lambda, \omega)$ molecule for $\lambda$ satisfying $\lambda < \frac{1}{2} - \frac{\omega}{2} < \min\{\mu, \delta\}$. By Proposition 3.8 and the $h^p$ analogue of the results of [20], this suffices to show the boundedness of $T$ on $h^p$.

As $1 \leq s \leq 2$, condition (M1) follows from $L^2$-continuity of $T$:

$$\int_{2B} |Ta(x)|^s dx \lesssim |B|^{1 - \frac{s}{2}} ||Ta||_{L^s} \lesssim |B|^{1 - \frac{s}{2}} ||a||_{L^s} \lesssim r(B)^{n(1 - \frac{s}{2})}. \quad (5.6)$$

For (M2), suppose first $r \geq 1$. From condition (5.1) it follows that for $|x - x_B| > 2r$ we have $|K(x,y)| \lesssim |x - x_B|^{-n - \mu}$ for all $y \in B$ and therefore

$$|Ta(x)| \lesssim \int_B |K(x,y)||a(y)|dy \lesssim ||a||_{L^1} |B|^{1/2} \int_B |x - x_B|^{-n - \mu} \lesssim r^{-\gamma_p}|x - x_B|^{-n - \mu}. \quad (5.7)$$

Then, for $\lambda$ satisfying $\frac{1}{2} - \frac{\omega}{2} < \mu$, which means $\lambda - s(n + \mu) < -n$, we have

$$\int_{(2B)^c} |Ta(x)|^s |x - x_B|^\lambda dx \lesssim r^{-s\gamma_p} \int_{(2B)^c} |x - x_B|^{\lambda - s(n + \mu)} dx \lesssim r^{\lambda + n(1 - \frac{s}{2})} r^{-\mu} \lesssim r^{\lambda + n(1 - \frac{s}{2})}. \quad (5.8)$$

Condition (M3) follows from Remark 3.7 item (ii).

Suppose now $r < 1$. Using the vanishing moment condition of the atom and (5.3) we can apply Minkowski inequality for integrals to get

$$\int_{(2B)^c} |Ta(x)|^s |x - x_B|^\lambda dx = \sum_{j=0}^{\infty} \int_{A_j(x_B, r)} \left[ \int_B |K(x,y) - K(x,x_B)| |a(y)| |x - x_B|^\frac{\lambda}{s} dy \right]^s |x - x_B|^\lambda dx$$

$$\leq \sum_{j=0}^{\infty} (2^{j+1}r)^\lambda \left( \int_B |a(y)| \left[ \int_{A_j(x_B, r)} |K(x,y) - K(x,x_B)|^s dx \right]^\frac{1}{s} dy \right)^s \lesssim \sum_{j=0}^{\infty} (2^j r)^\lambda (2^j r)^{-n(s-1)} 2^{-j s \delta} \left( \int_B |a(y)|^s dy \right)^s \lesssim \sum_{j=0}^{\infty} (2^j r)^\lambda (2^j r)^{-n(s-1)} 2^{-j s \delta} r^{-s\gamma_p}$$

$$= C r^{\lambda + n(1 - \frac{s}{2})} \sum_{j=0}^{\infty} 2^j |\lambda - n(s-1) - s\delta|$$

$$= C r^{\lambda + n(1 - \frac{s}{2})}$$

assuming $\lambda < n(s - 1) + s \delta$, which is the same as $\frac{\lambda}{s} - \frac{n}{s} < \delta$. Finally, in order to verify that (M3) holds, note that for $r < 1$ the function $a$ is in particular a $(p, 2)$ atom in $H^p(\mathbb{R}^n)$ with full cancellation condition. From condition (5.5), setting $f = T^*[(\cdot - x_B)^n]$, we have, by (5.4),

$$\left| \int Ta(x)(x - x_B)^n dx \right| = |\langle f, a \rangle| \leq \left( \int_B |f(y) - P_B f(y)|^2 dy \right)^{1/2} ||a||_{L^2(B)}$$

$$\lesssim \psi_p(r) |B|^{1/2} ||a||_{L^2(B)} \lesssim \psi_p(r) r^{-\gamma_p}$$

which is bounded by $C_{n,p}$ if $|\alpha| < \gamma_p$ and by $\varphi_p(r(B))$ if $|\alpha| = \gamma_p$ from (5.5).

As corollary, we recover part of [10, Theorem 1.1].
Corollary 5.5. Let $T$ be an inhomogeneous Calderón-Zygmund operator satisfying the pointwise controls (5.1) and (5.2). If $T^*(1) \in \dot{L}_p^\gamma (\mathbb{R}^n)$, then $T$ is a bounded operator from $h^p (\mathbb{R}^n)$ to itself for $n / (n + \min \{ \delta, \mu \}) < p < 1$.

5.2. Strongly singular inhomogeneous Calderón-Zygmund operators. The study of strongly singular Calderón-Zygmund operators was first motivated by some classes of multiplier operators whose symbol is given by $e^{\varepsilon |\xi|^\beta} / |\xi|^\beta$ away from the origin, for some parameters $\sigma$ and $\beta$. It is well known that these operators satisfy some $L^p$-estimates for a restricted range of $p$ (see [11, 15, 28]). To study some endpoint $L^p$-estimates, C. Fefferman in [11] enlarged this class of multipliers into a class of convolution operators named weakly strongly singular integrals. In [2], Álvarez and Milman defined the non-convolution version of these operators and showed it has connection to more general classes of pseudodifferential operators in the Hörmander class. In this section we present an inhomogeneous version of the strongly singular Calderón-Zygmund operators and we study a continuity result on $h^p (\mathbb{R}^n)$.

We say that a linear and bounded operator $T : S (\mathbb{R}^n) \to S' (\mathbb{R}^n)$ is an inhomogeneous strongly singular Calderón-Zygmund operator if its distributional kernel is given by a continuous function $K (x, y)$ on $\mathbb{R}^{2n}$ away the diagonal and satisfies, for some $\mu > 0$

$$|K (x, y)| \leq C \min \left\{ \frac{1}{|x - y|^n}, \frac{1}{|x - y|^n + \mu} \right\} \quad \text{for } x \neq y, \quad (5.7)$$

and for some $0 < \delta \leq 1$ and $0 < \sigma \leq 1$,

$$|K (x, y) - K(x, z)| + |K(y, x) - K(z, x)| \leq C \frac{|y - z|^{\sigma}}{|x - z|^{n + \frac{\sigma}{2}}} \quad (5.8)$$

if $|x - z| > 2|y - z|^\sigma$. In addition, we also assume that $T$ has the following boundedness properties:

(i) $T$ can be extended to a bounded operator from $L^2 (\mathbb{R}^n)$ to itself;

(ii) For some $\beta \in \left( (1 - \sigma) \frac{\delta}{2}, \frac{\delta}{n} \right)$, $T$ can be extended to a bounded operator from $L^2 (\mathbb{R}^n)$ to $L^2 (\mathbb{R}^n)$, where

$$\frac{1}{q} = \frac{1}{2} + \frac{\beta}{\sigma}.$$

Example 5.6. It follows from [1, Theorem 1.1 (a) and (e)] that $T \in OpS^{0, n(1 - \sigma)}_{\sigma, b} (\mathbb{R}^n)$ for $0 < b \leq \sigma < 1$ satisfies the pointwise condition (5.8) for $\delta = 1$ and (5.7) for any $\mu > 0$ sufficiently large. In addition, $T$ satisfies the boundedness conditions (i) and (ii) above (see [1, Theorem 3.5]).

In the same spirit of the $L^s$ integral-type condition (5.3), we assume the weaker kernel condition

$$\left( \int_{A_j (z, \rho r)} |K (x, y) - K(x, z)|^\sigma + |K(y, x) - K(z, x)|^\sigma \, dx \right)^{\frac{1}{\sigma}} \lesssim |A_j (z, \rho r)|^{\frac{1}{\sigma} - 1 + \frac{\beta}{2} \frac{\delta}{\sigma} + \frac{\delta}{2}} \quad (5.9)$$

for $0 < r < 1$, $\delta > 0$ where $A_j (z, \rho r) = \{ x \in \mathbb{R}^n : 2^j \rho r \leq |x - z| < 2^{j+1} \rho r \} \cup \{ 0 \leq \rho \leq 1 \}$. $z \in \mathbb{R}^n$ and $|y - z| < r$. If $\rho \leq \sigma$ then (5.8) implies (5.9). Conditions of this type were considered in [3, inequalities (3.7) and (3.8) p. 412] and [27] and are naturally related to pseudodifferential operators, as pointed out in the next example.

Example 5.7. From [1, Theorem 5.1] it follows that the associated kernel of operator in the Hörmander class $OpS^{m, n}_{\sigma, b} (\mathbb{R}^n)$ for $0 < b \leq \sigma < 1$ satisfies the estimate (5.9) with $s = 1$ for $m \leq -\frac{n}{2} (1 - \sigma)$. The generalization for $1 < s \leq 2$ follows from [27].

Theorem 5.8. Let $0 < p \leq 1$ and $T$ an inhomogeneous strongly singular Calderón-Zygmund operator whose kernel satisfies the integral condition (5.9) for some $\delta > 0$ and $1 \leq s \leq 2$ with $p < s$. Then $T$ can be extended to a bounded operator from $h^p (\mathbb{R}^n)$ to itself provided that

$$\max \left\{ \frac{n}{n + \mu}, p_0 \right\} < p \leq 1 \quad \text{where} \quad \frac{1}{p_0} := \frac{1}{2} + \frac{\beta}{n} \frac{\delta + \frac{n}{2}}{\frac{n}{2} - \delta + \beta}$$

and the cancellation condition (5.5) holds.

Proof. Let $a$ be a $(p, 2)$ atom in the sense of Definition 3.2, supported in $B := B (x_B, r)$. We will show that $Ta$ is a $(p, s, \lambda, \omega)$ molecule for $\lambda$ satisfying

$$\gamma_p < \frac{\lambda}{s} - \frac{n}{s^2} \min \{ \mu, \gamma_{p_0} \}, \quad \gamma_{p_0} := n \left( \frac{1}{p_0} - 1 \right) = -\frac{n}{2} + \frac{\beta}{\beta + \frac{n}{2} + \delta}.$$

If $r \geq 1$, conditions (M1) and (M2) will follow by the same arguments presented in the proof of Theorem 5.3, provided $\frac{\lambda}{s} = \frac{n}{s^2} < \mu$. 
Suppose now that \( r < 1 \). Analogously to \([2, \text{Lemma 2.1}]\), we will actually show some better estimates on \( Ta \). In fact, since \( 1 \leq s \leq 2 \), from the stronger continuity \( L^q - L^2 \) assumption it follows
\[
\int_B |Ta(x)|^s dx \leq |B|^{1 - \frac{s}{2}} ||Ta||_L^s \leq |B|^{1 - \frac{s}{2}} ||a||_{L^s} \leq |B|^{1 + \frac{s}{2}} ||a||_{L^s} \leq |B|^{1 - \frac{s}{2} + s(\frac{1}{2} - \frac{1}{2})}
\]
and so (M1) holds since \( 1/q - 1/2 \geq 0 \). To show (M2), consider \( 0 < \rho \leq \sigma \leq 1 \), where \( \rho \) is a parameter that will be chosen conveniently later. Denote by \( 2B^\rho := B(x_B, 2r^\rho) \) and split
\[
\int_{\mathbb{R}^n} |Ta(x)|^s |x - x_B|^\lambda dx = \int_{2B^\rho} |Ta(x)|^s |x - x_B|^\lambda dx + \int_{(2B^\rho)^c} |Ta(x)|^s |x - x_B|^\lambda dx := I_1 + I_2.
\]
To estimate \( I_1 \), we use the \( L^q - L^2 \) continuity again and get
\[
\int_{2B^\rho} |Ta(x)|^s |x - x_B|^\lambda dx \leq r^{\rho + n(\rho - \frac{1}{2})} ||Ta||_{L^q} \leq r^{\rho + n(\rho - \frac{1}{2})} ||a||_{L^q} \leq r^{\rho + n(\rho - \frac{1}{2}) + s(\frac{1}{2} - \frac{1}{2})} \leq r^{\rho + n(1 - \frac{1}{2})}
\]
assuming
\[
\lambda \leq -n \left( 1 - \frac{s}{2} \right) + \frac{n\delta}{1 - \rho} \left( \frac{1}{q} - \frac{1}{2} \right). \tag{5.10}
\]
Note that this control would not be possible using only the \( L^2 \)-boundedness. For \( I_2 \), we use \((5.9)\) and then
\[
\int_{(2B^\rho)^c} |Ta(x)|^s |x - x_B|^\lambda dx \leq \sum_{j=0}^\infty \left( 2^j r^\rho \right)^\lambda \left\{ \int_{B} |a(y)| \left[ \int_{A_j(x_B, r^\rho)} |K(x, y) - K(x, x_B)|^s dx \right] dy \right\} \leq \sum_{j=0}^\infty \left( 2^j r^\rho \right)^\lambda \left( |A_j(x_B, r^\rho)|^{\frac{s}{2} - 1 + \frac{s}{2}(\frac{1}{2} - \frac{1}{2})} 2^{-j\lambda} \right) \leq \sum_{j=0}^\infty \left( 2^j r^\rho \right)^\lambda \left( |A_j(x_B, r^\rho)|^{\frac{s}{2} - 1 + \frac{s}{2}(\frac{1}{2} - \frac{1}{2})} 2^{-j\lambda} \right) \leq C r^{\rho + n(\rho - \frac{1}{2}) + s(\frac{1}{2} - \frac{1}{2})} \sum_{j=0}^\infty 2^j \left[ y^n - n(s - 1) - \frac{1}{2} \right] \tag{5.11}
\]
in which we choose \( \rho \) to be such that
\[
s + \frac{s\delta}{n} - \rho \left( s - 1 + \frac{s\delta}{n\sigma} \right) = \frac{n}{2} \left( 1 - \frac{s}{2} \right) + \frac{s}{q}, \quad \text{i.e.} \quad \rho := \frac{n}{2} + \frac{s}{q}.
\]
The convergence of the series in \((5.11)\) follows from \((5.10)\), since by the choice of \( \rho \) we have
\[
-n \left( 1 - \frac{s}{2} \right) + \frac{n\delta}{1 - \rho} \left( \frac{1}{q} - \frac{1}{2} \right) < n(s - 1) + s\delta < n(s - 1) + \frac{s\delta}{\sigma}.
\]
In particular, the restriction on \( \lambda \) for this particular choice of \( \rho \) is
\[
\lambda \leq -n \left( 1 - \frac{s}{2} \right) + \frac{s\beta}{\beta + \frac{s}{\sigma} + \delta}.
\]
For the validity of (M3) we proceed in the same way as in the proof of Theorem 5.3. Therefore, \( Ta \) is a \((p, s, \lambda, \omega)\) molecule provided that \( \max \left\{ \frac{n}{n + \mu}, p_0 \right\} < p \leq 1 \).
[7] G. Dafni, *Hardy spaces on strongly pseudoconvex domains in $\mathbb{C}^n$ and domains of finite type in $\mathbb{C}^2$*, Ph.D. thesis, Princeton University, 1993.

[8] G. Dafni and E. Liflyand, *A local Hilbert transform, Hardy’s inequality and molecular characterization of Goldberg’s local Hardy space*, Complex Analysis and its Synergies 5 (2019), no. 10, 1–4.

[9] G. Dafni and H. Yue, *Some characterizations of local $bmo$ and $h^1$ on metric measure spaces*, Analysis and Mathematical Physics 2 (2012), 285–318. 1.3.2

[10] W. Ding, Y. Han, and Y. Zhu, *Boundedness of singular integral operators on local Hardy spaces and dual spaces*, Potential Analysis (2020), 1, 5, 1.5, 1.5

[11] C. Fefferman, *Inequalities for strongly singular convolution operators*, Acta Mathematica 124 (1970), no. 1, 9–36. 5.2

[12] J. García-Cuerva and J. de Francia, *Weighted norm inequalities and related topics*, Annals of Discrete Mathematics, no. 116, NorthHolland, 1985. 1, 2.1, 3, 3.1, 3.2, 3.3, 3, 4

[13] D. Goldberg, *Local Hardy Spaces*, Harmonic Analysis in Euclidean Spaces, Proceedings of the Symposium on Pure Mathematics, vol. XXXV, American Mathematical Society, 1979, 245–248. 1.4

[14] D. Goldberg, *A local version of real Hardy spaces*, Duke Mathematical Journal 46 (1979), no. 1, 27–42. 1, 2.1, 3, 3.1, 3.1

[15] I. Hirschman, *On multiplier transformations*, Duke Mathematical Journal 26 (1959), no. 2, 221–242. 5.2

[16] G. Hoepfner, R. Kapp, and T. Picon, *On the continuity and compactness of pseudodifferential operators on localizable Hardy spaces*, Potential Analysis 55, 491-512 (2021) 1, 3.2, 3.2

[17] Y. Komori, *Calderón-Zygmund operators on $H^p(\mathbb{R}^n)$*, Scientiae Mathematicae Japonicae Online 4 (2001), 35–44. 1, 3.2, 3.2

[18] W. Li, *John-Nirenberg type inequalities for the Morrey-Campanato spaces*, Journal of Inequalities and Applications 2008 (2007), 1-5.

[19] F. K. Ly and V. Naibo, *Pseudo-multipliers and smooth molecules on Hermite Besov and Hermite Triebel-Lizorkin spaces*, Journal of Fourier Analysis and Applications 27 (2021), no. 57.1

[20] S. Meda, P. Sjögren, and M. Vallarino, *On the $H^1 - L^1$ boundedness of operators*, Proceedings of the American Mathematical Society 136 (2008), no. 8, 2921–2931. 1, 5, 1

[21] Y. Meyer and R. Coifman, *Wavelets: Calderón-Zygmund and multilinear operators*, Cambridge Studies in Advanced Mathematics, Cambridge University Press, 1997. 5.1, 5.1

[22] H. Rafeiro, N. Samko, and S. Samko, *Morrey-Campanato spaces: an overview*, Operator Theory: Advances and applications 228 (2013), 293–323. 2.1

[23] E. Stein, *Harmonic Analysis: real-variable methods, orthogonality, and oscillatory integrals*, Monographs in Harmonic Analysis, Princeton University Press, 1993. 2.1

[24] M. Taaaibleson and G. Weiss, *The molecular characterization of certain Hardy spaces*, Astérisque, no. 77, Société Mathématique de France, 1980, pp. 67–149. 1

[25] R. Torres, *Boundedness results for operators with singular kernels on distribution spaces*, American Mathematical Society: Memoirs of the American Mathematical Society, American Mathematical Society, 1991. 1

[26] H. Triebel, *Theory of function spaces*, Monographs in Math. 78, Birkhauser, 1983. 3, 3.1

[27] C. Vasconcelos and T. Picon, *On the continuity of strongly singular Calderón-Zygmund-type operators on Hardy spaces*, preprint (2021). 5.1, 5.2, 5.7

[28] S. Wainger, *Special trigonometric series in k dimensions*, Memoirs of the American Mathematical Society, no. 59, American Mathematical Society, 1965. 5.2