On the global existence and blowup of smooth solutions to the multi-dimensional compressible Euler equations with time-depending damping
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Abstract

In this paper, we are concerned with the global existence and blowup of smooth solutions to the multi-dimensional compressible Euler equations with time-depending damping

\[
\begin{align*}
\partial_t \rho + \text{div} (\rho u) &= 0, \\
\partial_t (\rho u) + \text{div} (\rho u \otimes u + p I_d) &= -\alpha(t) \rho u, \\
\rho(0,x) &= \bar{\rho} + \varepsilon \rho_0(x), \quad u(0,x) = \varepsilon u_0(x),
\end{align*}
\]

where \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \) (\( d = 2, 3 \)), the frictional coefficient is \( \alpha(t) = \frac{\mu}{(1+t)^\lambda} \) with \( \lambda \geq 0 \) and \( \mu > 0 \), \( \bar{\rho} > 0 \) is a constant, \( \rho_0, u_0 \in C_0^\infty(\mathbb{R}^d) \), \( (\rho_0, u_0) \neq 0 \), \( \rho(0,x) > 0 \), and \( \varepsilon > 0 \) is sufficiently small. One can totally divide the range of \( \lambda \geq 0 \) and \( \mu > 0 \) into the following four cases:

- **Case 1:** \( 0 \leq \lambda < 1, \mu > 0 \) for \( d = 2, 3 \);
- **Case 2:** \( \lambda = 1, \mu > 3 - d \) for \( d = 2, 3 \);
- **Case 3:** \( \lambda = 1, \mu \leq 3 - d \) for \( d = 2 \);
- **Case 4:** \( \lambda > 1, \mu > 0 \) for \( d = 2, 3 \).

We show that there exists a global \( C^\infty \)–smooth solution \((\rho, u)\) in Case 1.
and Case 2 with \( \text{curl } u_0 \equiv 0 \), while in Case 3 and Case 4, for some classes of \((\rho_0(x), u_0(x))\), the solution \((\rho, u)\) will blow up in finite time. Therefore, \( \lambda = 1 \) and \( \mu = 3 - d \) appear to be the critical power and critical value, respectively, for the global existence of small amplitude smooth solution \((\rho, u)\) in \( d \)-dimensional compressible Euler equations with time-depending damping.
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1. **Introduction**

In this paper, we are concerned with the global existence and blowup of \( C^\infty \)-smooth solution \((\rho, u)\) to the multi-dimensional compressible Euler equations with time-depending damping

\[
\begin{aligned}
\partial_t \rho + \text{div} \ (\rho u) &= 0, \\
\partial_t (\rho u) + \text{div} \ (\rho u \otimes u + p I_d) &= -\alpha(t)\rho u, \\
\rho(0, x) &= \bar{\rho} + \varepsilon \rho_0(x), \quad u(0, x) = \varepsilon u_0(x),
\end{aligned}
\]

where \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \), \( d = 2, 3 \), \( \rho, u = (u_1, \ldots, u_d) \), and \( p \) stand for the density, velocity and pressure, respectively, \( I_d \) is the \( d \times d \) identity matrix, the frictional coefficient is \( \alpha(t) = \frac{\mu}{(1 + \gamma t)^\lambda} \) with \( \lambda \geq 0 \) and \( \mu > 0 \), and \( u_0 = (u_{0,1}, \ldots, u_{0,d}) \). The state equation of the gases is described by \( p(\rho) = \Lambda \rho^\gamma \), where \( \Lambda > 0 \) and \( \gamma > 1 \) are constants. In addition, \( \bar{\rho} > 0 \) is a constant, \( \rho_0, u_0 \in C^\infty_0(\mathbb{R}^d) \), \( \text{supp} \rho_0, \text{supp} u_0 \subseteq \{ x : |x| \leq M \} \), \( (\rho_0, u_0) \neq 0 \), \( \rho(0, x) > 0 \), and \( \varepsilon > 0 \) is sufficiently small. For the physical background of (1.1), it can be found in [8] and the references therein (in this case, the frictional damping coefficient tends to zero with the development of time).

For \( \mu = 0 \) in \( \alpha(t) \), (1.1) is the standard compressible Euler equation. It is well known that smooth solution \((\rho, u)\) of (1.1) will generally blow up in finite time. For examples, for a special class of initial data \((\rho(0, x), u(0, x))\), Sideris [21] has proved that the smooth solution \((\rho, u)\) of (1.1) in three space dimensions can develop singularities in finite time, and Rammaha in [20] has proved a blowup result in two space dimensions. For more extensive literature on the blowup results and the blowup mechanism for \((\rho, u)\), see [1–6, 9, 22, 24, 28] and the references therein.

For \( \lambda = 0 \) in \( \alpha(t) \), it has been shown that (1.1) admits a global smooth solution \((\rho, u)\), moreover, the long-term behavior of the solution \((\rho, u)\) has been established, see [13, 14, 18, 19, 23, 25–27]. In particular, in [23], the authors showed that the vorticity of velocity \( \omega \) decays to zero exponentially in time \( t \). The work on the general hyperbolic systems instead of the compressible Euler systems was studied in [11] and [15, 29] for one space dimension and several space dimensions, respectively.

For \( \mu > 0 \) and \( \lambda > 0 \) in \( \alpha(t) \), one naturally asks: does the smooth solution of (1.1) blow up in finite time or does it exist globally? For the case of \( \text{curl } u_0 \equiv 0 \), in [12], we have studied this problem in three space dimensions and proved that for \( 0 \leq \lambda \leq 1 \) and \( \mu > 0 \) there exists a global smooth solution \((\rho, u)\) of (1.1) and while for \( \lambda > 1 \), for some classes of \((\rho_0(x), u_0(x))\), the solution will blow up in finite time. In this paper, we will remove the assumption \( \text{curl } u_0 \equiv 0 \) in [12] and systematically study this problem both in two and three space dimensions.

Obviously, one can divide \( \lambda \geq 0, \mu > 0 \) into four cases:
Case 1: $0 \leq \lambda < 1$, $\mu > 0$ for $d = 2, 3$;  
Case 2: $\lambda = 1$, $\mu > 3 - d$, for $d = 2, 3$;  
Case 3: $\lambda = 1$, $\mu \leq 3 - d$ for $d = 2$;  
Case 4: $\lambda > 1$, $\mu > 0$ for $d = 2, 3$.

At first, we state the global existence results in this paper.

**Theorem 1.1 (Global existence for Case 1).** If $0 \leq \lambda < 1$ and $\mu > 0$, then for small $\varepsilon > 0$, (1.1) admits a global $C^\infty$ smooth solution $(\rho, u)$ which fulfills $\rho > 0$ and which is uniformly bounded for $t \geq 0$ together with all its derivatives. In addition, the vorticity $\text{curl} \, u$ and its derivatives decay to zero in the rate $e^{-\frac{\lambda}{d(3-\lambda)-1}}$, where $\text{curl} \, u = \partial_1 u_2 - \partial_2 u_1$ for $d = 2$, and $\text{curl} \, u = (\partial_2 u_3 - \partial_3 u_2, \partial_1 u_3 - \partial_3 u_1, \partial_1 u_2 - \partial_2 u_1)^T$ for $d = 3$.

**Theorem 1.2 (Global existence for Case 2 with $\text{curl} \, u_0 \equiv 0$).** If $\lambda = 1$, $\mu > 3 - d$ and $\text{curl} \, u_0 \equiv 0$, then for small $\varepsilon > 0$, (1.1) admits a global $C^\infty$ smooth solution $(\rho, u)$ which fulfills $\rho > 0$ and which is uniformly bounded for $t \geq 0$ together with all its derivatives.

Next we concentrate on Case 3 and Case 4. As in [20], we introduce the two functions

\[ q_0(l) \overset{\text{def}}{=} \int_{x_1 > l} (x_1 - l)^2 (\rho(0, x) - \bar{\rho}) \, dx, \]

\[ q_1(l) \overset{\text{def}}{=} 2 \int_{x_1 > l} (x_1 - l)(\rho u_1)(0, x) \, dx. \]

Before stating our blowup result for problem (1.1), we require to introduce a special hypergeometric function $\Psi(a, b, c; z)$, where the constants $a$ and $b$ satisfy $a + b = 1$ and

\[ ab = \begin{cases} \frac{a}{2}, & \lambda > 1, \\ \frac{a}{2} (1 - \frac{a}{2}), & \lambda = 1, \end{cases} \]

$c \in \mathbb{R}^+$, the variable $z \in \mathbb{R}$, and

\[ \Psi(a, b, c; z) = \sum_{n=0}^{\infty} \frac{(a)_n (b)_n}{n!(c)_n} z^n \]

with $(a)_n = a(a+1) \cdots (a+n-1)$ and $(a)_0 = 1$. It is known from [10] that $\Psi(a, b, c; z)$ is an analytic function of $z$ for $z \in (-1, 1)$ and $\Psi(a, b, c; 0) = \Psi(a+1, b+1, c; 0) = 1$. In addition, there exists a small constant $\delta_0 \in (0, 1)$ depending on $\mu$ and $\lambda$ such that for $-\frac{\delta_0}{2} \leq z \leq 0$,

\[ \frac{1}{2} \leq \Psi(a, b, 1; z), \Psi(a+1, b+1, 2; z) \leq \frac{3}{2}. \]  

**Theorem 1.3 (Blowup for Case 3 and Case 4).** Suppose $\text{supp} \, \rho_0$, $\text{supp} \, u_0 \subseteq \{ x : |x| \leq \tilde{M} \}$ and let

\[ q_0(l) > 0, \]

\[ q_1(l) \geq 0 \]

hold for all $l \in (\tilde{M}, M)$, where $\tilde{M}$ is some fixed constant satisfying $0 \leq \tilde{M} < M$. Moreover, we assume that there exist two constants $M_0$ and $\Lambda$ with $\max \{ \tilde{M}, M - \delta_0 \} \leq M_0 < M$ and $\Lambda \geq 3ab$ such that
\[ q_1(l) \geq \Lambda q_0(l) \]  

(1.5)

holds for all \( l \in (M_0, M) \). If \( \lambda = 1, \mu \leq 1 \) for \( d = 2 \) or \( \lambda > 1, \mu > 0 \) for \( d = 2, 3 \), then there exists an \( \varepsilon_0 > 0 \) such that, for \( 0 < \varepsilon \leq \varepsilon_0 \), the lifespan \( T_\varepsilon \) of the smooth solution \((\rho, u)\) of (1.1) is finite.

**Remark 1.1.** Our results in theorems 1.1–1.3 are strongly motivated by considering the 1D Burgers equation with time-depending damping term

\[
\begin{cases}
\partial_t v + v \partial_x v = -\frac{\mu}{(1+t)^{\lambda}} v, & (t, x) \in \mathbb{R}_+ \times \mathbb{R}, \\
v(0, x) = \varepsilon v_0(x),
\end{cases}
\]

(1.6)

where \( \lambda \geq 0 \) and \( \mu > 0 \) are constants, \( v_0 \in C^\infty_0(\mathbb{R}) \), \( v_0 \neq 0 \), and \( \varepsilon > 0 \) is sufficiently small. One may directly obtain that by the method of characteristics

\[
\begin{align*}
T_\varepsilon &= \infty, & \text{if } 0 \leq \lambda < 1 \text{ or } \lambda = 1, \mu > 1, \\
T_\varepsilon &= \infty, & \text{if } \lambda > 1 \text{ or } \lambda = 1, 0 < \mu \leq 1,
\end{align*}
\]

where \( T_\varepsilon \) is the lifespan of the smooth solution \( v \) of (1.6). Especially in the case of \( 0 \leq \lambda < 1 \), \( v \) exponentially decays to zero with respect to the time \( t \). This means that \( \lambda = 1 \) and \( \mu = 1 \) appear to be the critical power and critical value respectively, for the global existence of smooth solution \( v \) of (1.6).

**Remark 2.** For the three dimensional problem (1.1) and the case \( \lambda = 0 \) in \( \alpha(t) \), the authors in [23] proved that the fluid vorticity decays to zero exponentially in time, while the solution \((\rho, u)\) does not decay exponentially. In Case 1 of \( 0 \leq \lambda < 1 \) and \( \mu > 0 \), we have precisely proved that the vorticity \( \text{curl} u \) decays to zero in the rate \( e^{-\frac{\varepsilon}{\pi^2 \lambda^2 (1+t)} (1+\lambda-1)} \) in theorem 1.1.

**Remark 3.** In theorem 1.2, we pose the assumption of \( \text{curl} u_0 \equiv 0 \) for Case 2. If not, it seems difficult for us to obtain the uniform control on the vorticity \( \text{curl} u \) by our method. Namely, so far we do not know whether the assumption of \( \text{curl} u_0 \equiv 0 \) can be removed in order to obtain the global existence of \((\rho, u)\) in Case 2.

**Remark 4.** It is not hard to find a large number of initial data \((\rho, u)(0, x)\) such that (1.3)–(1.5) are satisfied. For instance, choosing \( \rho_0(x) \geq 0, \rho_0(x) \neq 0, u_{1,0}(x) = x_1 \rho_0(x) \Lambda/\bar{\rho} \) and \( M = M_0 = 0 \), then we get (1.3)–(1.5).

**Remark 5.** In [21] and [20], the authors have shown the formation of singularities in multi-dimensional compressible Euler equations (corresponding \( \mu = 0 \) in (1.1)) under the assumptions of (1.3) and (1.4). However, in order to prove the blowup result of smooth solution \((\rho, u)\) to problem (1.1) and overcome the difficulty arisen by the time-depending frictional coefficient \( \frac{\mu}{(1+t)^{\lambda}} \) with \( \mu > 0 \) and \( \lambda \geq 1 \), we pose an extra assumption (1.5) except (1.3) and (1.4), which leads to the non-negativity lower bound of \( P(t, l) \) in (5.8) so that two ordinary differential blowup inequalities (5.19) and (5.20) can be established. One can see more details in section 5.

**Remark 6.** If the damping term \( \alpha(t) \mu u \) in (1.1) is replaced by \( (\alpha_1(t) \mu u_1, \cdots, \alpha_d(t) \mu u_d)^T \) with \( \alpha_i(t) = \frac{\mu}{(1+t)^{\lambda_i}} (i = 1, \cdots, d) \), and there exists some \( i_0 \) \( (1 \leq i_0 \leq d) \) such that \( \lambda_{i_0} \) and \( \mu_{i_0} \) satisfy Case 3 or Case 4. In this case, one can define the new quantities
\[ q_0(l) = \int_{x_0 > l} (x_0 - l)^2 (\rho(0, x) - \bar{\rho}) \, dx, \]
\[ q_1(l) = 2 \int_{x_0 > l} (x_0 - l)(\rho u_2)(0, x) \, dx \]

and
\[ P(t, l) = \int_{x_0 > l} (x_0 - l)^2 (\rho(t, x) - \bar{\rho}) \, dx \]

instead of the ones in (1.3) and (1.4) and (5.1), respectively, we then obtain an analogous result in theorem 1.3 by applying the same procedure in §5.

Let us indicate the proofs of theorems 1.1–1.3. Without loss of generality, from now on we assume that \( c = c(\bar{\rho}) = 1 \), where \( c(\rho) = \sqrt{\rho'(\rho)} \) is the sound speed. At first, we reformulate problem (1.1). Set
\[ \theta \overset{\text{def}}{=} \frac{1}{\gamma - 1} (A_\gamma \rho^{\gamma - 1} - 1) = \frac{1}{\gamma - 1} (c^2(\rho) - 1). \]  
(1.7)

Then problem (1.1) can be rewritten as
\[
\begin{align*}
\partial_t \theta + u \cdot \nabla \theta + (1 + (\gamma - 1) \theta) \div u &= 0, \\
\partial_t u + \left( \frac{(\gamma - 1) \rho}{\rho + 1} \right) u + \nabla \theta + \nabla \theta &= 0, \\
\theta(0, x) &= \frac{1}{\gamma - 1} \left[ \left( 1 + \frac{\varepsilon g(x)}{\rho} \right) \gamma - 1 \right] = \varepsilon \theta_0(x) + \varepsilon g(x, \varepsilon), \\
u(0, x) &= \varepsilon u_0(x),
\end{align*}
\]  
(1.8)

where \( \nabla = (\partial_1, \ldots, \partial_d) = (\partial_{x_1}, \ldots, \partial_{x_d}) \), \( \theta_0(x) = \frac{\rho_0(x)}{\rho} \) and \( g(x, \varepsilon) = (\gamma - 2) \frac{x_0(x)}{\rho} \int_0^{1} (1 + \frac{x_0(y)}{\rho}) \gamma - 1 (1 - y) dy \). Note that \( g(x, \varepsilon) \) is smooth in \((x, \varepsilon)\) and has compact support in \( x \).

To prove theorem 1.1, we introduce such a time-weighted energy
\[
E_k(\Phi)(t) \overset{\text{def}}{=} (1 + t)^{\lambda} \sum_{1 \leq |\alpha| + j \leq k} \| \partial_t^j \nabla^\alpha \Phi(t, \cdot) \| + \| \Phi(t, \cdot) \|, 
\]  
(1.9)

where \( k \) is a fixed positive number, and \( \| \cdot \| \) stands for the \( L^2 \) norm on \( \mathbb{R}^d \), i.e.
\[
\| \Phi(t, \cdot) \| \overset{\text{def}}{=} \| \Phi(t, x) \|_{L^2(\mathbb{R}^d)} = \left( \int_{\mathbb{R}^d} |\Phi(t, x)|^2 \, dx \right)^{\frac{1}{2}}.
\]

Denote by
\[
E_k[\Phi_1, \Phi_2](t) \overset{\text{def}}{=} E_k[\Phi_1](t) + E_k[\Phi_2](t). 
\]  
(1.10)

For \( 0 \leq \lambda < 1 \) and \( \mu > 0 \), one can choose a positive constant \( t_0 \) such that
\[
(1 + t_0)^{1 - \lambda} > \max \left\{ \frac{2}{\mu}, 1 \right\} 
\]  
(1.11)

so that problem (1.8) has a local solution \((\theta, u) \in C^\infty([0, t_0] \times \mathbb{R}^3)\) by the smallness of \( \varepsilon > 0 \) (see the local existence result for the multidimensional hyperbolic systems in [17]). Making use of the vorticity \( \text{curl} \, u \) and the conditions of \( 0 \leq \lambda < 1 \) and \( \mu > 0 \) in Case 1, and simultaneously taking the delicate analysis on the system (1.8), the uniform time-weighted energy estimates for \( E_k[\theta, u](t) \) are obtained. This, together with the continuity argument, yields the proof of theorem 1.1.
Since we have proved theorem 1.2 in [12] for the Case 2 with \( u_0 \equiv 0 \) in three space dimensions, we only require to focus on the proof of theorem 1.2 in two space dimensions. For this purpose, we define another energy

\[
E_t[\Phi](t) \overset{\text{def}}{=} (1 + t)^{\frac{3}{2}} \sum_{0 \leq |\alpha| \leq k - 1} \| \partial^{\alpha} \Phi(t, \cdot) \| + (1 + t)^{-\frac{1}{2}} \| \Phi(t, \cdot) \|,
\]

(1.12)

where \( \partial = (\partial_x, \partial_y, \partial_z) \), \( Z = (Z_0, Z_1, \ldots, Z_6) = (\partial, S, R, H) \) with the scaling field \( S = t \partial_t + x_1 \partial_1 + x_2 \partial_2 \), the rotation field \( R = x_1 \partial_2 - x_2 \partial_1 \), and the Lorentz fields \( H = (H_1, H_2) = (x_1 \partial_1 + t \partial_1, x_2 \partial_1 + t \partial_2) \) and \( Z^\alpha = Z^{\alpha_1}_0 Z^{\alpha_2}_1 \cdots Z^{\alpha_6}_6 \). From (1.8) we may derive a damped wave equation of \( \theta \) as follows

\[
\partial_t^2 \theta + \frac{\mu}{1 + t} \partial_t \theta - \Delta \theta = Q(\theta, u),
\]

(1.13)

where the expression of \( Q(\theta, u) \) will be given in (2.4) below. Thanks to \( \mu \geq 1 \), we can get the estimates of velocity \( u \) from the equations in (1.8) (see lemma 4.1). By \( \mu \geq 1 \) and a rather technical analysis on the damped wave equation (1.13), we eventually show in \S 4 that \( E_3[\theta, u](t) \leq \frac{1}{2} K_3 \varepsilon \) (see (1.10) for the definition of \( E_3[\theta, u](t) \)) holds when \( E_3[\theta, u](t) \leq K_3 \varepsilon \) is assumed for some suitably large constant \( K_3 > 0 \) and small \( \varepsilon > 0 \). Based on this and the continuity argument, the global existence of \( (\theta, u) \) and then theorem 1.2 in two space dimensions are established for \( \lambda = 1, \mu > 1 \) and \( \varepsilon = 0 \).

To prove the blowup result in theorem 1.3, as in [20, 21], we shall derive some blowup-type second-order ordinary differential inequalities in \S 5. From this and assumptions (1.3)–(1.5), an upper bound of the lifespan \( T_\varepsilon \) is derived by making use of \( \lambda = 1, \mu \leq 3 - d \) or \( \lambda > 1 \), and then the proof of theorem 1.3 is completed.

Here we point out that in [12], for the 3D irrotational compressible Euler equations, it has been shown that for \( 0 \leq \lambda \leq 1 \), there exists a global \( \mathcal{C}^\infty \)-smooth small amplitude solution \( (\rho, u) \), while for \( \lambda > 1 \), the smooth solution \( (\rho, u) \) blows up in finite time for some classes of initial data. This means that we have extended the global existence and blowup results in [12] for the 3D irrotational flows to the 2D and 3D full Euler systems.

In the whole paper, we shall use the following convention:

- \( C \) will denote a generic positive constant which is independent of \( t \) and \( \varepsilon \).
- \( A \lesssim B \) or \( B \gtrsim A \) means \( A \leq CB \).
- \( r = |x| = \sqrt{x_1^2 + \cdots + x_d^2}, \sigma_-(t, x) \overset{\text{def}}{=} \sqrt{1 + [\sigma - t]^2} \).
- \( \| \Phi(t, \cdot) \| \overset{\text{def}}{=} \sup_{t \in \mathbb{R}^+} \| \Phi(t, \cdot) \|_{L^2(\mathbb{R}^d)}, \| \Phi(t, \cdot) \|_{L^\infty} \overset{\text{def}}{=} \sup_{t \in \mathbb{R}^+} \| \Phi(t, \cdot) \|_{L^\infty} \).
- \( Z \) denotes one of the Klainerman vector fields \( \{ \partial, S, R, H \} \) on \( \mathbb{R}^+ \times \mathbb{R}^2 \), where \( \partial = (\partial_1, \partial_2, \partial_3) \), \( S = t \partial_2 + x_1 \partial_1 + x_2 \partial_2 \), \( R = x_1 \partial_2 - x_2 \partial_1 \) and \( H = (H_1, H_2) = (x_1 \partial_1 + t \partial_1, x_2 \partial_1 + t \partial_2) \).
- For two vector fields \( X \) and \( Y \), \( [X, Y] \overset{\text{def}}{=} XY - YX \) denotes the Lie bracket.
- Greek letters \( \alpha, \beta, \ldots \) denote multiple indices, i.e., \( \alpha = (\alpha_0, \ldots, \alpha_m) \), and \( |\alpha| = \alpha_0 + \cdots + \alpha_m \) denotes its length, where \( \alpha_i \) is some non-negative integer for all \( i = 0, \ldots, m \).
- For two multiple indices \( \alpha \) and \( \beta, \beta \leq \alpha \) means \( \beta_i \leq \alpha_i \) for all \( i = 0, \ldots, m \) while \( \beta < \alpha \) means \( \beta \leq \alpha \) and \( \beta_i < \alpha_i \) for some \( i \).
- For the differential operator \( O = (O_0, \cdots, O_m) \), for example, \( O = (\partial_t, \partial_{x_1}, \cdots, \partial_{x_d}) \) in \( \S 3 \) and \( O = (\partial_t, \partial_{x_1}, \partial_{x_2}, S, R, H) \) in \( \S 4 \), denote \( O^\alpha \overset{\text{def}}{=} O^{\alpha_0}_0 \cdots O^{\alpha_m}_m, O^{\leq \alpha} \overset{\text{def}}{=} \sum_{0 \leq \beta \leq \alpha} O^\beta, O^{< \alpha} \overset{\text{def}}{=} \sum_{0 \leq \beta < \alpha} O^\beta \) and \( O^{< k} \overset{\text{def}}{=} \sum_{0 \leq |\alpha|} O^\alpha \) with \( k \) is an integer.
Leibniz’s rule: $O^{\alpha}(\Phi\Psi) = \sum_{0 \leq \beta \leq \alpha} C_{\alpha,\beta} O^{\beta} \Phi O^{\alpha-\beta} \Psi$ will be abbreviated as $O^{\alpha}(\Phi\Psi) = \sum_{0 \leq \beta \leq \alpha} O^{\beta} \Phi O^{\alpha-\beta} \Psi$.

$\Xi$ is the solution of $\Xi(t) = \sum_{i=1}^{d} \mu_i \Xi(t)$ with $\Xi(0) = 1$, i.e.

$$\Xi(t) \overset{\text{def}}{=} \left\{ \begin{array}{ll} e^{\frac{\mu}{1+t}}[1+1-(\lambda-1)t], & \lambda \geq 0, \lambda \neq 1, \\ (1+t)^{\mu}, & \lambda = 1. \end{array} \right.$$ (1.14)

2. Some preliminaries

At first, we derive the scalar equation of $\theta$ in (1.8). It follows from the first equation in (1.8) that

$$\partial_t \text{div} u = -\frac{1}{(1+(\gamma-1)\theta)}(\partial_t^2 \theta + u \cdot \nabla \theta + \partial_t u \cdot \nabla \theta + (\gamma-1)\partial_t \theta \text{div} u).$$ (2.1)

Taking divergence on the second equation in (1.8) yields

$$\text{div} \partial_t u + \frac{\mu}{(1+t)^{\lambda}} \text{div} u + \Delta \theta + u \cdot \nabla \text{div} u + \sum_{i,j=1}^{d} \partial_t u_i \partial_t u_i = 0,$$ (2.2)

where $\Delta = \partial^2_t + \cdots + \partial^2_{t}$. Substituting (2.1) into (2.2) yields the damped wave equation of $\theta$

$$\partial_t^2 \theta + \frac{\mu}{(1+t)^{\lambda}} \partial_t \theta - \Delta \theta = Q(\theta, u),$$ (2.3)

where

$$Q(\theta, u) \overset{\text{def}}{=} Q_1(\theta, u) + Q_2(\theta, u),$$ (2.4)

$$Q_1(\theta, u) \overset{\text{def}}{=} (\gamma-1)\theta \Delta \theta - \frac{\mu}{(1+t)^{\lambda}} u \cdot \nabla \theta - 2 u \cdot \nabla \partial_t \theta - \sum_{i,j=1}^{d} u_i u_j \partial_\theta^2 \theta_i,$$ (2.5)

$$Q_2(\theta, u) \overset{\text{def}}{=} -\sum_{i,j=1}^{d} u_i \partial_t u_i \partial_t \theta - \partial_t u \cdot \nabla \theta + (1+(\gamma-1)\theta) \sum_{i,j=1}^{d} \partial_t u_i \partial_t u_i + (\gamma-1) |\text{div} u|^2.$$ (2.6)

It is noted that $Q_2(\theta, u)$ admits the form $\sum_{0 \leq \alpha, \beta \leq d} \sum_{i=1}^{d} g_{\alpha,\beta}(\theta, u) \partial_{\alpha} u \partial_{\beta} u_i$ with $g_{\alpha,\beta}(\theta, u)$ being linear for $(\theta, u)$, and $Q_1(\theta, u)$ is a remaining part in $Q(\theta, u)$. Let

$$w \overset{\text{def}}{=} \text{curl} u = \left\{ \begin{array}{ll} \partial_1 u_2 - \partial_2 u_1, & d = 2, \\ (\partial_1 u_3 - \partial_2 u_2, \partial_3 u_1 - \partial_1 u_3, \partial_1 u_2 - \partial_2 u_1)^T, & d = 3. \end{array} \right.$$ (2.7)

Then the second equation in (1.8) implies that for $d = 2$

$$\partial_t w + \frac{\mu}{(1+t)^{\lambda}} w + u \cdot \nabla w + w \text{div} u = 0$$ (2.8)

and for $d = 3$

$$\partial_t w + \frac{\mu}{(1+t)^{\lambda}} w + u \cdot \nabla w + w \text{div} u = w \cdot \nabla u.$$ (2.9)
To prove theorems 1.1 and 1.2, we require to introduce the following lemma, which is easily shown.

**Lemma 2.1.** Let \( U(x) = (U_1(x), \cdots, U_d(x)) \) be a vector-valued function with compact support on \( \mathbb{R}^d \) \( (d = 2, 3) \), then there holds that

\[
\| \nabla U \| \leq \| \text{curl} U \| + \| \text{div} U \|. \tag{2.10}
\]

The following Sobolev type inequality can be found in [16].

**Lemma 2.2.** Let \( \Phi(t, x) \) be a function on \( \mathbb{R}^{1+2} \), then there exists a constant \( C \) such that

\[
(1 + t + r)(t, x) |\Phi(t, x)|^2 \leq C \sum_{|\alpha| \leq 2} \| Z^\alpha \Phi(t, \cdot) \|^2. \tag{2.11}
\]

In addition, we have

**Lemma 2.3.** Let \( \Phi(t, x) \) be a function on \( \mathbb{R}^{1+2} \) and assume \( \text{supp} \Phi \subseteq \{ (t, x) : |x| \leq t + M \} \), then there exists a constant \( C > 0 \) such that for \( \nu \in (-\infty, 1) \)

\[
|\sigma_{\nu}^{-1}(t, \cdot) \Phi(t, \cdot)|_{\infty} \leq C \| \sigma_{\nu}^{-1}(t, \cdot) \Delta \Phi(t, \cdot) \|_{\infty}, \tag{2.12}
\]

and for \( \ell \neq 1 \)

\[
\| \sigma_{\ell}^{-1}(t, \cdot) \Phi(t, \cdot) \| \leq C(t + M)^{(1-\ell)_+} \| \nabla \Phi(t, \cdot) \|, \tag{2.13}
\]

where \( (1 - \ell)_+ = \max \{ 1 - \ell, 0 \} \) and \( \ell \in \mathbb{R} \).

**Proof.** For the purpose of completeness, we prove (2.12) and (2.13) here. In fact, for the proof of (2.13), one can also see [1, lemma 2.2]. By introducing the polar coordinate \((r, \phi)\) such that \( x_1 = r \cos \phi \) and \( x_2 = r \sin \phi \), we then have

\[
\Phi(t, x) = \Phi(t, r \cos \phi, r \sin \phi) = - \int_r^{t + M} \frac{d}{d\xi} \Phi(t, \xi \cos \phi, \xi \sin \phi) d\xi
\]

\[
= - \int_r^{t + M} \left( \cos \phi \partial_1 \Phi(t, \xi \cos \phi, \xi \sin \phi) + \sin \phi \partial_2 \Phi(t, \xi \cos \phi, \xi \sin \phi) \right) d\xi. \tag{2.14}
\]

Together with the mean value theorem, this yields

\[
\Phi(t, x) \lesssim |\sigma_{\nu}^{-1}(t, \cdot) \nabla \Phi(t, \cdot)|_{\infty} \int_{t-r}^{t+M} (1 + |\tau - \xi|)^{-\nu} d\xi,
\]

which immediately derives (2.12). On the other hand, applying Cauchy–Schwartz inequality to (2.14) derives

\[
|\Phi(t, r \cos \phi, r \sin \phi)|^2 \leq \left( \int_r^{t+M} |\nabla \Phi(t, \xi \cos \phi, \xi \sin \phi)|^2 \xi d\xi \right) \left( \int_r^{t+M} \frac{1}{\xi} d\xi \right),
\]
which yields
\[
\left\| \Phi(t, \cdot) \right\|_{\ell_2}^2 = \int_0^{2\pi} \int_0^{\ell + M} \frac{1}{(t + 2M - r)^{2\ell}} r \, dr \, d\phi
\]
\[
\leq \int_0^{2\pi} \int_0^{\ell + M} \frac{1}{(t + 2M - r)^{2\ell}} \int_r^{\ell + M} |\nabla \Phi(t, \xi \cos \phi, \xi \sin \phi)|^2 \xi \, d\xi \, d\phi
\]
\[
\leq \int_0^{\ell + M} \frac{2\pi}{(t + 2M - r)^{2\ell}} \int_r^{\ell + M} |\nabla \Phi(t, \cdot)|^2 \, dr \, d\phi.
\]

On the other hand, it follows from direct computation that
\[
\int_0^{\ell + M} \frac{r \log \frac{t + M}{r}}{(t + 2M - r)^{2\ell}} \, dr \leq \int_0^{\ell + M} \frac{1}{(t + 2M - r)^{2\ell}} \int_0^{t + M} |\nabla \Phi(t, \cdot)|^2 \, dr \, d\phi.
\]

(2.15)

and
\[
\int_0^{\ell + M} \frac{r \log \frac{t + M}{r}}{(t + 2M - r)^{2\ell}} \, dr = \int_0^{\ell + M} \frac{t + M - \xi \log \frac{t + M}{\xi}}{(M + \xi)^{2\ell}} \, d\xi \leq \int_0^{\ell + M} \frac{\xi}{(M + \xi)^{2\ell}} \, d\xi.
\]

(2.16)

where we have used the fact of \( \frac{t + M}{t + M - \xi} = 1 + \frac{\xi}{t + M - \xi} \leq e^{\frac{\xi}{t + M - \xi}} \) in the last inequality.

Substituting (2.16) and (2.17) into (2.15) and taking direct computation yield (2.13). Thus, the proof of lemma 2.3 is completed.

3. Proof of theorem 1.1

Throughout this section, we will always assume that \( E_4[\theta, u](t) \leq K_1 \varepsilon \) holds, where the definition of \( E_4[\theta, u](t) \) has been given in (1.9) and (1.10). Together with the standard Sobolev embedding theorem, this yields
\[
\left| (\theta, u)(t, \cdot) \right|_\infty + (1 + t)^{\lambda} \left| \partial \theta \leq 1 \right| \left( \partial \theta \leq 1 \right) (t, \cdot) \right|_\infty \leq K_1 \varepsilon.
\]

(3.1)

To prove theorem 1.1, we now carry out the following parts.

3.1. Estimates of velocity \( u \) and vorticity \( w \)

The following lemma is an application of lemma 2.1 and (3.1).

Lemma 3.1. Under assumption (3.1), for all \( t > 0 \), one has
\[
E_4[u](t) \lesssim \|u(t, \cdot)\| + (1 + t)^{\lambda} \left( \|\partial \theta \leq 1 \right| \left( \partial \theta \leq 1 \right) (t, \cdot) || + \|\partial \theta \leq 1 \theta \right| \|),
\]

(3.2)

where the definition of \( w \) has been given in (2.7).

Proof. By the equations in (1.8), we see that
\[
\text{div } u = - \frac{\partial_t \theta + u \cdot \nabla \theta}{\Gamma + (\gamma - 1) \theta},
\]

(3.3)
Taking $U = \partial^\alpha u$ with $|\alpha| \leq 3$ in (2.10), we then arrive at
\[
\| \nabla \partial^{\leq 3} u(\cdot, \cdot) \| \lesssim \| \partial^{\leq 3} \text{div} u(\cdot, \cdot) \| + \| \partial_\beta \partial^{\leq 3} \theta(\cdot, \cdot) \| + K_1 \varepsilon \left( \| \nabla \partial^{\leq 3} \theta(\cdot, \cdot) \| + (1 + t)^{-\lambda} \| \partial^{\leq 3} u(\cdot, \cdot) \| \right),
\]
(3.5)

where we have used (3.1) and (3.3) in the last inequality. Taking the $L^2$ norm of $\partial^\alpha$ (3.4) yields
\[
\| \partial_\beta \partial^\alpha u(\cdot, \cdot) \| \lesssim \| \nabla \partial^\alpha \theta(\cdot, \cdot) \| + (1 + t) \varepsilon \| \partial^{\leq 3} u(\cdot, \cdot) \| + K_1 \varepsilon \| \nabla \partial^{\leq 3} u(\cdot, \cdot) \|.
\]
(3.6)

Rewrite $\partial^\alpha = \partial^\beta \partial^\gamma$ with $0 \leq k + |\beta| \leq 3$. With the help of (3.5), summing up (3.6) from $k = 0$ to $k = 3$ yields
\[
\| \partial_\beta \partial^3 u(\cdot, \cdot) \| \lesssim \| \nabla \partial^3 \theta(\cdot, \cdot) \| + (1 + t) \varepsilon \| u(\cdot, \cdot) \| + K_1 \varepsilon \| \nabla \partial^{\leq 3} u(\cdot, \cdot) \|.
\]
(3.7)

By the smallness of $\varepsilon > 0$, we immediately derive (3.3) from (3.5) and (3.7). This completes the proof of lemma 3.1. \(\square\)

The following lemma shows the estimate of velocity $u$ itself.

**Lemma 3.2.** Let $\mu > 0$. Under assumption (3.1), for all $t > 0$, it holds that
\[
\frac{d}{dt} \| \theta(u)(t, \cdot) \|^2 + \frac{\mu}{(1 + t)^3} \| u(t, \cdot) \|^2 \lesssim (1 + t)^{\lambda} | \theta(t, \cdot) |_{\infty} \| \nabla \theta(t, \cdot) \|^2.
\]
(3.8)

**Proof.** Multiplying the second equation in (1.8) by $u$ derives
\[
\frac{1}{2} \partial_t |u|^2 + \frac{\mu}{(1 + t)^3} |u|^2 + u \cdot \nabla \theta = -\frac{1}{2} u \cdot \nabla |u|^2.
\]
(3.9)

From the first equation in (1.8), we see that
\[
\partial_t u \cdot \nabla \theta = \text{div} (\partial_t u) - \theta \text{div} u
\]
\[
= \text{div} (\partial_t u) + \theta (\partial_\beta \theta + u \cdot \nabla \theta + (\gamma - 1) \theta \text{div} u)
\]
\[
= \text{div} (\partial_t u + (\gamma - 1) \theta^2 u) + \frac{1}{2} \partial_\beta |\theta|^2 + (3 - 2\gamma) \theta u \cdot \nabla \theta.
\]
(3.10)

Substituting (3.10) into (3.9) and integrating it over $\mathbb{R}^d$ yield
\[
\frac{d}{dt} \| \theta(u)(t, \cdot) \|^2 + \frac{2\mu}{(1 + t)^3} \| u(t, \cdot) \|^2 \lesssim | \theta(t, \cdot) |_{\infty} \| u(t, \cdot) \| \| \nabla \theta(t, \cdot) \| + | \nabla u(t, \cdot) |_{\infty} \| u(t, \cdot) \|.
\]
(3.11)

Substituting (3.1) into (3.11) and applying $\mu > 0$ and the smallness of $\varepsilon$, we derive (3.8). This completes the proof of lemma 3.2. \(\square\)

Next lemma shows the estimates of vorticity $w$ and its derivatives.

**Lemma 3.3.** Let $\mu > 0$. Under assumption (3.1), for all $t > 0$, it holds that
\[
\frac{d}{dt} \| \partial^\alpha \xi w(t, \cdot) \|^2 + \frac{\mu}{(1 + t)^\lambda} \| \partial^\alpha \xi w(t, \cdot) \|^2 \lesssim |\partial^\alpha \xi^1 w(t, \cdot)|_{\infty} \| \partial^\alpha \xi^3 w(t, \cdot) \| \| \partial \partial^\alpha \xi u(t, \cdot) \|.
\]
(3.12)

**Proof.** It follows from vorticity equation (2.8) and (2.9) that for $|\alpha| \leq 3$,
\[
\partial_t \partial^\alpha w + \frac{\mu}{(1 + t)^\lambda} \partial^\alpha w + u \cdot \nabla \partial^\alpha w
= - \sum_{0 < \beta \leq \alpha} \left[ \partial^\beta \left( \frac{\mu}{(1 + t)^\lambda} \right) \partial^{\alpha - \beta} w + \partial^\beta u \cdot \nabla \partial^{\alpha - \beta} w \right] - \partial^\alpha (w \div u - w \cdot \nabla u),
\]
(3.13)
here we point out that the last term $w \cdot \nabla u$ in (3.13) does not appear when $d = 2$. Multiplying (3.13) by $\partial^\alpha w$ and integrating it over $\mathbb{R}^d$ yield
\[
\frac{d}{dt} \| \partial^\alpha w(t, \cdot) \|^2 + \frac{2\mu}{(1 + t)^\lambda} \| \partial^\alpha w(t, \cdot) \|^2
\lesssim \frac{1}{(1 + t)^{1 + \lambda}} \| \partial^\alpha w(t, \cdot) \| \| \partial^\alpha \xi w(t, \cdot) \| + |\partial \partial^\alpha \xi u(t, \cdot)|_{\infty} \| \partial^\alpha \xi w(t, \cdot) \|^2
+ |\partial^\alpha \xi^1 w(t, \cdot)|_{\infty} \| \partial^\alpha \xi^3 u(t, \cdot) \| \| \partial^\alpha \xi w(t, \cdot) \|.
\]
(3.14)

Note that when $\alpha = 0$, the first term $\| \partial^\alpha w(t, \cdot) \| \| \partial^\alpha w(t, \cdot) \|$ in the right hand side of (3.14) does not appear. Summing up (3.14) from $|\alpha| = 0$ to $|\alpha| = 3$ and applying (3.1), $\mu > 0$ and the smallness of $\varepsilon$, we then obtain (3.12). This completes the proof of lemma 3.3. $\Box$

**Remark 3.1.** The proof of lemmas 3.2 and 3.3 only depends on (3.1), $\mu > 0$ and the smallness of $\varepsilon$.

### 3.2. Estimates of $\theta$ and its derivatives

The next lemma shows the global estimates of $\theta$ and its derivatives for $t > t_0$, where $t_0$ is defined in (1.11).

**Lemma 3.4.** Let $0 \leq \lambda < 1$, $\mu > 0$. Under assumption (3.1), for all $t > t_0$, it holds that
\[
\mathcal{E}^2_\lambda[\theta](t) + \int_{t_0}^t (1 + s)^\lambda \| \partial \partial^\alpha \xi \theta(s, \cdot) \|^2 \, ds
\lesssim \mathcal{E}^2_\lambda[\theta](t_0) + K_\varepsilon \int_{t_0}^t ((1 + s)^{1 - \lambda} \| u(s, \cdot) \|^2 + (1 + s)^\lambda \| \partial^\alpha \xi \theta(s, \cdot) \|^2) \, ds.
\]
(3.15)

**Proof.** Acting $\partial^\alpha$ with $|\alpha| \leq 3$ on both sides of equation (2.3) shows
\[
\partial_t \partial^\alpha \theta + \frac{\mu}{(1 + t)^\lambda} \partial_\lambda \partial^\alpha \theta - \Delta \partial^\alpha \theta = \partial^\alpha \mathcal{Q}(\theta, u) + \sum_{\beta < \alpha} \partial^{\alpha - \beta} \left( \frac{\mu}{(1 + t)^\lambda} \right) \partial_\beta \partial^\beta \theta.
\]

Multiplying this by $2(1 + t)^{2\lambda} \partial_t \partial^\alpha \theta + \mu(1 + t)^\lambda \partial^\alpha \theta$ derives
\[
\partial_t \left[ (1 + t)^{2\lambda} |\partial \theta|^2 + \mu (1 + t)^{\lambda} \partial^\alpha \theta \partial_t \partial^\alpha \theta + \frac{\mu^2}{2} |\partial \theta|^2 - \frac{\mu \lambda}{2} (1 + t)^{\lambda - 1} |\partial^\alpha \theta|^2 \right] \\
+ \left[ \mu (1 + t)^{\lambda} - 2 (1 + t)^{2\lambda - 1} \right] |\partial \theta|^2 - \text{div} \left[ \nabla \partial \theta \left( 2 (1 + t)^{2\lambda} \partial_t \partial^\alpha \theta + \mu (1 + t)^{\lambda} \partial^\alpha \theta \right) \right] \\
= (1 + t)^{2\lambda} \partial_t \partial^\alpha \theta + \mu (1 + t)^{\lambda} \partial^\alpha \theta \left( \partial^\alpha Q(\theta, u) + \sum_{\beta < \alpha} \partial^\alpha \beta \left( \frac{\mu}{(1 + t)^{\lambda}} \right) \partial_\beta \theta \right) \\
+ \frac{\mu \lambda(1 - \lambda)}{2} (1 + t)^{\lambda - 2} |\partial^\alpha \theta|^2,
\]

(3.16)

Here we have used the fact of \( \mu \lambda (1 + t)^{\lambda - 1} \partial_t \partial^\alpha \theta \partial^\alpha \theta = \partial_t \left[ \frac{\mu \lambda}{2} (1 + t)^{\lambda - 1} |\partial^\alpha \theta|^2 \right] - \frac{\mu \lambda (1 - \lambda)}{2} (1 + t)^{\lambda - 2} |\partial^\alpha \theta|^2 \). Thanks to \( 0 \leq \lambda < 1, \mu > 0 \) and the choice of \( t_0 \) (see (1.11)), for all \( t > t_0 \) one easily knows that for the term in the first square bracket of the second line in (3.16),

\[
\mu (1 + t)^{\lambda} - 2 (1 + t)^{2\lambda - 1} \geq \mu (1 - \lambda)(1 + t)^{\lambda}.
\]

(3.17)

Furthermore, one gets that for the term in the square bracket of the first line in (3.16),

\[
(1 + t)^{2\lambda} |\partial \partial^\alpha \theta|^2 + \mu (1 + t)^{\lambda} \partial^\alpha \theta \partial_t \partial^\alpha \theta + \frac{\mu^2}{2} |\partial \theta|^2 - \frac{\mu \lambda}{2} (1 + t)^{\lambda - 1} |\partial^\alpha \theta|^2 \\
= (1 + t)^{2\lambda} \left( \frac{1 - \lambda}{3 - \lambda} |\partial \partial^\alpha \theta|^2 + |\nabla \partial^\alpha \theta|^2 \right) + \frac{\mu^2 (1 - \lambda)}{8} |\partial^\alpha \theta|^2 \\
+ \left( (1 + t)^{\lambda} \sqrt{\frac{3 - \lambda}{2 \lambda}} \partial_t \partial^\alpha \theta + \frac{\mu}{2} \sqrt{\frac{3 - \lambda}{2}} \partial^\alpha \theta \right)^2 + \frac{\lambda \lambda}{4} (\mu - 2 (1 + t)^{\lambda - 1}) |\partial^\alpha \theta|^2,
\]

which is equivalent to \( (1 + t)^{2\lambda} |\partial \partial^\alpha \theta|^2 + |\partial \theta|^2 \) for \( 0 \leq \lambda < 1 \) and \( t > t_0 \). Consequently, integrating (3.16) over \( [t_0, t] \times \mathbb{R}^d \) gives

\[
(1 + t)^{2\lambda} \|\partial \theta(t, \cdot)\|^2 + \|\partial^\alpha \theta(t, \cdot)\|^2 + \int_{t_0}^{t} (1 + s)^{\lambda} \|\partial \partial^\alpha \theta(s, \cdot)\|^2 ds \\
\leq E(\theta)(t_0) + \int_{t_0}^{t} (1 - \lambda)(1 + s)^{\lambda - 2} \|\theta(s, \cdot)\|^2 ds + \int_{t_0}^{t} (1 + s)^{\lambda} \|\partial \partial^\alpha \theta(s, \cdot)\|^2 ds \\
+ \left| \int_{t_0}^{t} \int_{\mathbb{R}^d} \partial^\alpha Q_1(\theta, u) + \partial^\alpha Q_2(\theta, u) \left( 2 (1 + s)^{2\lambda} \partial_t \partial^\alpha \theta + \mu (1 + s)^{\lambda} \partial^\alpha \theta \right) dx \right|^2 ds
\]

(3.18)

Next we deal with the last term in the right hand side of (3.18). It follows from (3.1) and (3.2) and \( |\alpha| \leq 3 \) that

\[
\left| \int_{t_0}^{t} \int_{\mathbb{R}^d} \partial^\alpha Q_2(\theta, u) \left( 2 (1 + s)^{2\lambda} \partial_t \partial^\alpha \theta + \mu (1 + s)^{\lambda} \partial^\alpha \theta \right) dx \right|^2 \\
\leq K_1 \epsilon \int_{t_0}^{t} (1 + s)^{\lambda} \|\partial \partial^\alpha \theta(s, \cdot)\|^2 ds \\
\leq K_1 \epsilon \int_{t_0}^{t} (1 + s)^{\lambda} \left( \|\partial \partial^\alpha \theta(s, \cdot)\|^2 + \|\partial^\alpha w(s, \cdot)\|^2 \right) ds + K_1 \epsilon \int_{t_0}^{t} (1 + s)^{\lambda - 1} \|\partial \theta(s, \cdot)\|^2 ds.
\]

(3.19)
Now we turn our attention to the term $\partial^\alpha Q_1(\theta, u)$. It is easy to get

$$
\partial^\alpha Q_1(\theta, u) \overset{\text{def}}{=} -\partial^\alpha \left( \frac{\mu}{(1 + s)^2} u \cdot \nabla \theta \right) + (\gamma - 1)\theta \Delta \partial^\alpha \theta
$$

$$
-2u \cdot \nabla \partial^\alpha \theta - \sum_{i,j=1}^d u_i u_j \partial^\alpha \theta^i + Q_i^\alpha(\theta, u).
$$

(3.20)

One easily checks that (3.19) still holds if $\partial^\alpha Q_2(\theta, u)$ is replaced by $Q^\alpha_i(\theta, u)$. In addition, for $\alpha = 0$, we see that

$$
\left| \int_{t_0}^{t} \int_{\mathbb{R}^d} \frac{\mu}{(1 + s)^{\lambda}} u \cdot \nabla \theta \left( 2(1 + s)^{2\lambda} \partial_\theta \theta + \mu(1 + s)^{\lambda} \partial^\alpha \theta \right) \, dx \, ds \right|
$$

$$
\lesssim \int_{t_0}^{t} \left( \|\theta(s, \cdot)\|_{\infty} \|u(s, \cdot)\| + (1 + s)^{\lambda} \|\partial_\theta \theta(s, \cdot)\| \right) \|\nabla \theta(s, \cdot)\| \, ds
$$

$$
\lesssim K_1 \varepsilon \int_{t_0}^{t} \left( (1 + s)^{-\lambda} \|u(s, \cdot)\|^2 + (1 + s)^{\lambda} \|\partial \theta(s, \cdot)\|^2 \right) \, ds,
$$

(3.21)

where we have used (3.1) again. If $\alpha > 0$, by (3.2) we find that

$$
\left| \int_{t_0}^{t} \int_{\mathbb{R}^d} \partial^\alpha \left( \frac{\mu}{(1 + s)^{\lambda}} u \cdot \nabla \theta \right) \left( 2(1 + s)^{2\lambda} \partial_\theta \theta + \mu(1 + s)^{\lambda} \partial^\alpha \theta \right) \, dx \, ds \right|
$$

$$
\lesssim K_1 \varepsilon \int_{t_0}^{t} (1 + s)^{\lambda} \left( \|\partial \partial^\alpha \theta(s, \cdot)\|^2 + \|\partial^3 \theta(s, \cdot)\|^2 \right) \, ds + K_1 \varepsilon \int_{t_0}^{t} (1 + s)^{-\lambda} \|u(s, \cdot)\|^2 \, ds.
$$

(3.22)

On the other hand, direct computation derives the following identities

$$(1 + t)^{2\lambda} \theta \Delta \partial^\alpha \theta \partial_\theta \partial^\alpha \theta = \text{div} \left[ (1 + t)^{2\lambda} \nabla \partial^\alpha \theta \partial_\theta \partial^\alpha \theta \right] - (1 + t)^{2\lambda} \nabla \theta \cdot \nabla \partial^\alpha \theta \partial_\theta \partial^\alpha \theta
$$

$$
- \frac{1}{2} \partial_\theta \left[ (1 + t)^{2\lambda} \left( \nabla \partial^\alpha \theta \right)^2 \right] + \lambda (1 + t)^{2\lambda - 1} \theta \left( \nabla \partial^\alpha \theta \right)^2 + \frac{1}{2} (1 + t)^{2\lambda} \partial_\theta \theta \left( \nabla \partial^\alpha \theta \right)^2
$$

and

$$(1 + t)^{\lambda} \theta \Delta \partial^\alpha \theta \partial^\alpha \theta = \text{div} \left[ (1 + t)^{\lambda} \theta \nabla \partial^\alpha \theta \partial^\alpha \theta \right] - (1 + t)^{\lambda} \theta \left( \nabla \partial^\alpha \theta \right)^2 + \theta \cdot \nabla \partial^\alpha \theta \partial^\alpha \theta \right).$$

Integrating these two identities over $[t_0, t] \times \mathbb{R}^d$ yields

$$
\left| \int_{t_0}^{t} \int_{\mathbb{R}^d} \theta \Delta \partial^\alpha \theta \left( 2(1 + s)^{2\lambda} \partial_\theta \theta + \mu(1 + s)^{\lambda} \partial^\alpha \theta \right) \, dx \, ds \right|
$$

$$
\lesssim K_1 \varepsilon \left( E_2^\alpha[\theta](t) + E_2^\alpha[\theta](t_0) \right) + K_1 \varepsilon \int_{t_0}^{t} (1 + s)^{\lambda} \|\partial \partial^\alpha \theta(s, \cdot)\|^2 \, ds
$$

(3.23)

where we have used (3.1) and $\lambda \leq 1$.

Analogously for the remaining items $u \cdot \nabla \partial^\alpha \theta$ and $\sum_{i,j=1}^d u_i u_j \partial^\alpha \theta^i$ in $\partial^\alpha Q_1(\theta, u)$ (see (3.20)), direct computations show
\[2(1 + t)^2 u \cdot \nabla \partial_t \partial^\alpha \theta \partial_t \partial^\alpha \theta = \text{div } [(1 + t)^2 u |\partial_t \partial^\alpha \theta|^2] - (1 + t)^2 \text{ div } u |\partial_t \partial^\alpha \theta|^2,\]
\[(1 + t)^3 u \cdot \nabla \partial_t \partial^\alpha \theta \partial_t \partial^\alpha \theta = \text{div } [(1 + t)^3 u \partial_t \partial_t \partial^\alpha \theta] - (1 + t)^3 \partial_t \partial_t \partial^\alpha \theta (u \cdot \nabla \partial^\alpha \theta + \text{ div } u \partial^\alpha \theta)\]

and
\[2(1 + t)^2 u_i u_j \partial_t \partial^\alpha \theta \partial_t \partial^\alpha \theta = \partial_i [(1 + t)^2 u_i u_j \partial_t \partial^\alpha \theta \partial_t \partial^\alpha \theta] + \partial_j [(1 + t)^2 u_i u_j \partial_t \partial_t \partial^\alpha \theta \partial_t \partial^\alpha \theta] - (1 + t)^2 \partial_t \partial_t \theta \left[ \partial_i(u_i u_j) \partial_t \partial^\alpha \theta + \partial_i(u_j u_i) \partial_t \partial_t \partial^\alpha \theta \right] - \partial_i [(1 + t)^2 u_i u_j \partial_t \partial_t \partial^\alpha \theta \partial_t \partial^\alpha \theta] + (1 + t)^2 \partial_i(u_i u_j) \partial_t \partial_t \partial^\alpha \theta \partial_t \partial^\alpha \theta + 2\lambda(1 + t)^{2\lambda - 1} u_i u_j \partial_t \partial^\alpha \theta \partial_t \partial_t \partial^\alpha \theta,\]
\[(1 + t)^3 u_i u_j \partial_t \partial^\alpha \theta \partial_t \partial^\alpha \theta = \partial_i [(1 + t)^3 u_i u_j \partial_t \partial_t \partial^\alpha \theta \partial_t \partial^\alpha \theta] - (1 + t)^3 \partial_t \partial_t \partial^\alpha \theta (u_i u_j \partial_t \partial^\alpha \theta).\]

Then we have that
\[
\left| \int_{t_0}^t \int_{\mathbb{R}^n} \left(2u \cdot \nabla \partial_t \theta + \sum_{i,j=1}^n u_i u_j \partial_t \partial^\alpha \theta \right) \left(2(1 + s)^2 \partial_t \partial^\alpha \theta + \mu(1 + s)^3 \partial^\alpha \theta \right) \text{ d}x \text{ d}s \right| \\
\lesssim K \varepsilon \left( \mathcal{E}_4^1[\theta](t_0) + \mathcal{E}_4^2[\theta](t_0) \right) + K \varepsilon \int_{t_0}^t (1 + s)^{-\lambda} \|u(s, \cdot)\|^2 \text{ d}s \\
+ K \varepsilon \int_{t_0}^t (1 + s)^{\lambda} \left( \|\partial \partial^\alpha \theta(s, \cdot)\|^2 + \|\partial^\alpha \partial^\alpha \theta(s, \cdot)\|^2 \right) \text{ d}s. \tag{3.24}
\]

Substituting (3.19)–(3.24) into (3.18) yields
\[
(1 + t)^2 \lambda \|\partial \partial^\alpha \theta(t, \cdot)\|^2 + \|\partial^\alpha \theta(t, \cdot)\|^2 + \int_{t_0}^t (1 + s)^{-\lambda} \|\partial \partial^\alpha \theta(s, \cdot)\|^2 \text{ d}s \\
\lesssim \mathcal{E}_4^1[\theta](t_0) + K \varepsilon \mathcal{E}_4^2[\theta](t_0) + \int_{t_0}^t (1 + s)^{-\lambda} \|\partial \partial^\alpha \theta(s, \cdot)\|^2 \text{ d}s + \int_{t_0}^t (1 + s)^{\lambda} \|\partial^\alpha \partial^\alpha \theta(s, \cdot)\|^2 \text{ d}s \\
+ K \varepsilon \int_{t_0}^t (1 + s)^{-\lambda} \|u(s, \cdot)\|^2 \text{ d}s + K \varepsilon \int_{t_0}^t (1 + s)^{\lambda} \left( \|\partial \partial^\alpha \theta(s, \cdot)\|^2 + \|\partial^\alpha \partial^\alpha \theta(s, \cdot)\|^2 \right) \text{ d}s. \tag{3.25}
\]

Summing up (3.25) from $|\alpha| = 0$ to $|\alpha| = 3$ and applying Gronwall’s inequality for $\lambda < 1$ yield (3.15) provided that $\varepsilon > 0$ is small enough. This completes the proof of lemma 3.4. \qed

### 3.3. Proof of theorem 1.1

**Proof of theorem 1.1.** First, we assume that $\mathcal{E}_4[\theta, u](t) \leq K \varepsilon$ holds. Multiplying (3.12) by $(1 + t)^{2\lambda}$ yields
\[
\frac{d}{dt} \left\| (1 + t)^\lambda \partial^\alpha \theta(s, \cdot) \right\|^2 + \left( \mu(1 + t)^\lambda - 2\lambda(1 + t)^{2\lambda - 1} \right) \|\partial^\alpha \partial^\alpha \theta(s, \cdot)\|^2 \\
\lesssim K \varepsilon (1 + t)^\lambda \|\partial^\alpha \partial^\alpha \theta(s, \cdot)\| \|\partial^\alpha \partial^\alpha u(s, \cdot)\|. \tag{3.26}
\]

where we have used (3.1). In view of (3.17), the second term on the first line in (3.26) is bounded below by $(1 + t)^\lambda \|\partial^\alpha \partial^\alpha \theta(s, \cdot)\|^2$. Integrating (3.8) and (3.26) over $[t_0, t] \times \mathbb{R}^d$ derives
\[\|\theta(t,u)(t,\cdot)\|^2 + \int_0^t (1 + s)^{-\lambda}\|u(s,\cdot)\|dt \lesssim \|\theta(t,u)(t_0,\cdot)\|^2 + K_1\epsilon \int_0^t (1 + s)^{-\lambda}\|\nabla\theta(s,\cdot)\|dt \]

and

\[\|\theta(t,u)(t,\cdot)\|^2 + \int_0^t (1 + s)^{\lambda}\|\partial\|\nabla\theta(s,\cdot)\|^2 dt \lesssim \|\theta(t,u)(t_0,\cdot)\|^2 + K_1\epsilon \int_0^t (1 + s)^{\lambda}\|\partial\|\nabla\theta(s,\cdot)\|^2 dt.\] (3.27)

Collecting (3.15), (3.27) and (3.28) with (3.2), we infer \[E_4[\theta,u](t) \leq C_1E_4[\theta,u](t_0).\] It follows from the local existence of the hyperbolic system that \[E_4[\theta,u](t_0) \leq C_2\epsilon.\] Let \(K_1 = 2C_1C_2\) and choose \(\epsilon > 0\) sufficiently small. Then, we conclude that \(E_4[\theta,u](t) \leq 1/2K_1\epsilon\), which implies that (1.8) admits a global solution \((\theta,u)\) for Case 1. It follows from the definition of \(\theta\) (i.e. (1.7)) that there exists a global solution \((\rho,u)\) to (1.1) for Case 1.

Next we show

\[\|\partial\|\nabla\theta(t,\cdot)\| \lesssim \Xi(t)^{-\frac{1}{4}}\epsilon,\] (3.29)

where \(\Xi(t) = e^{\frac{2t}{n}[(1+t)^{\lambda-n}-1]}\) has been defined in (1.14).

For this purpose, we assume that \(\|\Xi(t)^{\frac{1}{4}}\partial\|\nabla\theta(t,\cdot)\| \leq K_2\epsilon\) holds for sufficiently large constant \(K_2 > 0\) and small \(\epsilon > 0\). This immediately implies

\[\Xi(t)^{\frac{1}{4}}\|\partial\|\nabla\theta(t,\cdot)\|_{\infty} \lesssim K_2\epsilon.\] (3.30)

Multiplying (3.12) by \(\Xi(t)^{\frac{1}{4}}\) yields

\[d\Xi(t)^{\frac{1}{4}}\|\partial\|\nabla\theta(t,\cdot)\|^{2} + \frac{\mu}{3(1+t)^{\lambda}}\|\Xi(t)^{\frac{1}{4}}\partial\|\nabla\theta(t,\cdot)\|^{2} \lesssim \Xi(t)^{\frac{1}{4}}\|\partial\|\nabla\theta(t,\cdot)\| \|\partial\|\nabla\theta(t,\cdot)\|.\] (3.31)

Substituting (3.2) and (3.30) into (3.31) and applying Young’s inequality, we then have

\[d\Xi(t)^{\frac{1}{4}}\|\partial\|\nabla\theta(t,\cdot)\|^{2} + \frac{\mu}{3(1+t)^{\lambda}}\Xi(t)^{\frac{1}{4}}\|\partial\|\nabla\theta(t,\cdot)\|^{2} \lesssim \Xi(t)^{\frac{1}{4}}\|\partial\|\nabla\theta(t,\cdot)\| \||\partial\|\nabla\theta(t,\cdot)\| + \||\partial\|\nabla\theta(t,\cdot)\| + \||\partial\|\nabla\theta(t,\cdot)\|| \]

\[\lesssim K_2\epsilon \left( (1+t)^{-\lambda}\|u(t,\cdot)\|^{2} + (1+t)^{-\lambda} + \Xi(t)^{-\frac{1}{4}}\Xi(t)^{\frac{1}{4}}\|\partial\|\nabla\theta(t,\cdot)\|^{2} + (1+t)^{\lambda}\|\partial\|\nabla\theta(t,\cdot)\|^{2} \right).\] (3.32)

Collecting (3.8), (3.15) and (3.32) and applying the same argument as in the proof for the global existence of \((\rho,u)\), we infer (3.29). This completes the proof of (3.29). Thus the proof of theorem 1.1 is completed.

**Remark 3.2.** The proof of theorem 1.1 can be applied to the case of \(\lambda = 1, \mu > 2\). In this case, lemmas 3.1–3.3 still hold and the coefficient of the first term in the second line of (3.16) is \((\mu - 2)/(1+t)\), which plays the same role as (3.17). Instead of the identity below (3.17), we have
(1 + t)^2 |\partial \partial^\alpha \theta|^2 + \mu (1 + t) \partial^\alpha \theta \partial_\alpha \theta + \frac{\mu(\mu - 1)}{2} |\partial^\alpha \theta|^2 \\
= (1 + t)^2 \left( \frac{\mu - 2}{3\mu - 2} |\partial_\alpha \partial^\alpha \theta|^2 + |\nabla \partial^\alpha \theta|^2 \right) + \frac{\mu(\mu - 2)}{8} |\partial^\alpha \theta|^2 \\
+ \left( (1 + t) \sqrt{\frac{2\mu}{3\mu - 2}} \partial_\alpha \partial^\alpha \theta + \sqrt{\frac{\mu(\mu - 2)}{8}} \partial^\alpha \theta \right)^2 ,

which is equivalent to (1 + t) |\partial \partial^\alpha \theta|^2 + |\partial^\alpha \theta|^2 for \mu > 2. However, we cannot obtain the exponential decay of the vorticity \( w \).

4. Proof of theorem 1.2

Theorem 1.2 in three space dimensions has been proved in [12]. In this section, we fix \( d = 2 \) and assume that

\[
E_5 \left[ \theta, u \right](t) \leq K_3 \varepsilon
\]  

(4.1)

holds. By the finite propagation speed property of hyperbolic systems, one easily knows that \((\theta, u)\) and their derivatives are supported in \( \{(t, x): |x| \leq t + M\} \), which implies that for \( \alpha > 0 \),

\[
|Z^\alpha (\theta, u)(t, x)| \lesssim (1 + t) |\partial Z^{<\alpha} (\theta, u)(t, x)| .
\]  

(4.2)

On the other hand, collecting (2.11) and (2.12) with assumption (4.1) derives the following pointwise estimate

\[
|\sigma^{-1} Z^\alpha (\theta, u)(t, \cdot)|_\infty + |\sigma^+ \partial_\alpha \partial Z^{\leq \alpha} (\theta, u)(t, \cdot)|_\infty \lesssim K_3 \varepsilon \frac{1}{1 + t}.
\]  

(4.3)

To prove theorem 1.2 for \( d = 2 \), we shall focus on the following parts.

4.1. Estimates of velocity \( u \) and its derivatives

The following lemma is an application of lemma 2.1 and (4.2) and (4.3).

**Lemma 4.1.** Under assumption (4.3), for all \( t \geq 0 \), it holds that

\[
E_5 [u](t) \lesssim (1 + t)^{-\frac{1}{2}} ||u(t, \cdot)|| + (1 + t)^{\frac{1}{2}} ||\partial Z^{<\alpha} \theta(t, \cdot)|| .
\]  

(4.4)

**Proof.** In view of \( \text{curl} \; u_0 \equiv 0 \) and (2.8), it is easy to know that \( \text{curl} \; u(t, x) \equiv 0 \) always holds for any \( t \geq 0 \) as long as the smooth solution \((\theta, u)\) of (1.8) exists. Then, it follows from \( \text{curl} \; u \equiv 0 \) that

\[
\text{curl} \; Z^\alpha u = Z^\alpha \text{curl} \; u + \sum_{\beta < \alpha} C_{\alpha, \beta} \partial Z^\beta u = \sum_{\beta < \alpha} C_{\alpha, \beta} \partial Z^\beta u,
\]

which can be abbreviated as

\[
\text{curl} \; Z^\alpha u = \partial Z^{<\alpha} u.
\]  

(4.5)
Analogously, we have
\[
\text{div } Z^\alpha u = Z^\alpha \text{ div } u + \partial Z^{<\alpha} u. \tag{4.6}
\]
Taking \( U = Z^\alpha u \) with \( |\alpha| \leq 4 \) in (2.10) and applying (4.5) and (4.6) yield
\[
\|\nabla Z^\alpha u(t, \cdot)\| \lesssim \|Z^\alpha \text{ div } u(t, \cdot)\| + \|\partial Z^{<\alpha} u(t, \cdot)\|
\]
\[
\lesssim \|\partial Z^{<\alpha} \theta(t, \cdot)\| + K_3 \varepsilon (1 + t)^{-1} \sum_{\beta, \gamma < \alpha} \|Z^\beta \theta(t, \cdot)\| + \|\partial Z^{<\alpha} u(t, \cdot)\|
\]
\[
\lesssim \|\partial Z^{<\alpha} \theta(t, \cdot)\| + \|\partial Z^{<\alpha} u(t, \cdot)\|. \tag{4.7}
\]
where we have used the first equation in (1.8) and (4.2) and (4.3). On the other hand, one easily gets
\[
\|\partial Z^\alpha u(t, \cdot)\| \lesssim \|Z^\alpha \partial \theta(t, \cdot)\| + \|\partial Z^{<\alpha} u(t, \cdot)\|
\]
\[
\lesssim \|\partial Z^{<\alpha} \theta(t, \cdot)\| + K_3 \varepsilon \|\partial Z^{<\alpha} u(t, \cdot)\| + (1 + t)^{-1}\|\theta(t, \cdot)\| + \|\partial Z^{<\alpha} u(t, \cdot)\|. \tag{4.8}
\]
Summing up (4.7) and (4.8) from \( |\alpha| = 0 \) to \( |\alpha| = 4 \), then (4.4) is obtained by the smallness of \( \varepsilon \).

This completes the proof of lemma 4.1.

\begin{lemma}
Let \( \mu > 0 \). Under assumption (4.3), for all \( t \geq 0 \), it holds that
\[
\frac{d}{dt} \left[(1 + t)^{-1}\|\theta(t, \cdot)\|^2\right] + \frac{1}{2(1 + t)^2}\|\theta(t, \cdot)\|^2 \leq 0. \tag{4.9}
\]
\end{lemma}

\textbf{Proof.} Multiplying the second equation in (1.8) by \( (1 + t)^{-1}u \) derives
\[
\frac{1}{2} \partial_t [(1 + t)^{-1}|u|^2] + \frac{\mu + \gamma}{(1 + t)^2}|u|^2 + (1 + t)^{-1}u \cdot \nabla \theta = -\frac{1}{2} (1 + t)^{-1}u \cdot \nabla |u|^2. \tag{4.10}
\]
From the first equation in (1.8), we see that
\[
(1 + t)^{-1}u \cdot \nabla \theta = \text{div } [(1 + t)^{-1}(\theta u + (\gamma - 1)\theta^2 u)] + \frac{1}{2} \partial_t [(1 + t)^{-1}|\theta|^2]
\]
\[
+ \frac{1}{2(1 + t)^2}|\theta|^2 + (3 - 2\gamma)(1 + t)^{-1}\theta u \cdot \nabla \theta, \tag{4.11}
\]
which is similar to the expression in (3.10). Substituting (4.11) into (4.10) and integrating it over \( \mathbb{R}^2 \) yield
\[
\frac{d}{dt} \left[(1 + t)^{-1}\|\theta, u(t, \cdot)\|^2\right] + \frac{1}{2(1 + t)^2}\|\theta, u(t, \cdot)\|^2
\]
\[
\lesssim (1 + t)^{-1}|\nabla \theta(t, \cdot)|_\infty\|u(t, \cdot)\| \|\theta(t, \cdot)\| + (1 + t)^{-1}|\nabla u(t, \cdot)|_\infty\|u(t, \cdot)\|^2. \tag{4.12}
\]
Substituting (4.3) into (4.12), then (4.9) can be obtained from the smallness of \( \varepsilon \). This completes the proof of lemma 4.2.
4.2. Estimates of $\theta$ and its derivatives

The following lemma shows the estimates of $\theta$.

**Lemma 4.3.** Let $\mu > 1$. Under assumption (4.3), for all $t \geq 0$, it holds that

$$E_2^x[\theta](t) + \int_0^t \left( \|\partial Z^\alpha \theta(s, \cdot)\|^2 + (1 + s)^{-2} \|Z^\alpha \theta(s, \cdot)\| \right) ds \lesssim E_2^x[\theta](0) + K_1 t \int_0^t (1 + s)^{-2} \|u(s, \cdot)\|^2 ds. \quad (4.13)$$

**Proof.** Acting $Z^\alpha$ with $|\alpha| \leq 4$ on both sides of equation (2.3) implies

$$\partial_\alpha Z^\alpha \theta + \frac{\mu}{1 + t} \partial_\alpha Z^\alpha \theta = Q_3^\alpha(\theta, u), \quad (4.14)$$

where

$$Q_3^\alpha(\theta, u) \overset{\text{def}}{=} Z^\alpha Q(\theta, u) + Q_{21}^\alpha + Q_{22}^\alpha + Q_{23}^\alpha \overset{\text{def}}{=} Z^\alpha Q(\theta, u) + [\partial_\alpha - \Delta, Z^\alpha] \theta + \frac{\mu}{1 + t} [\partial_\alpha, Z^\alpha] \theta + \sum_{0 < |\beta| < \alpha} Z^\beta \left( \frac{\mu}{1 + t} \right)^\beta \partial_\alpha \theta. \quad (4.15)$$

Multiplying (4.14) by $2\mu(1 + t)\partial_\alpha Z^\alpha \theta + (2\mu - 1)Z^\alpha \theta$ yields

$$\partial_t \left[ \left( \mu(1 + t) |\partial_\alpha Z^\alpha \theta|^2 + (2\mu - 1)Z^\alpha \theta \partial_\alpha Z^\alpha \theta + \frac{\mu(2\mu - 1)}{2(1 + t)} |Z^\alpha \theta|^2 \right) \right] + (\mu - 1)(2\mu - 1)|\partial_\alpha Z^\alpha \theta|^2 + (\mu - 1)\|\nabla Z^\alpha \theta\|^2 + \frac{\mu(2\mu - 1)}{2(1 + t)} |Z^\alpha \theta|^2 = \text{div} \left[ \nabla Z^\alpha \theta \left( 2\mu(1 + t)\partial_\alpha Z^\alpha \theta + (2\mu - 1)Z^\alpha \theta \right) \right] + Q_3^\alpha(\theta, u) \left( 2\mu(1 + t)\partial_\alpha Z^\alpha \theta + (2\mu - 1)Z^\alpha \theta \right). \quad (4.16)$$

Thanks to $\mu > 1$, we see that for the term in the square bracket of the first line in (4.16)

$$\mu(1 + t) |\partial_\alpha Z^\alpha \theta|^2 + (2\mu - 1)Z^\alpha \theta \partial_\alpha Z^\alpha \theta + \frac{\mu(2\mu - 1)}{2(1 + t)} |Z^\alpha \theta|^2$$

$$= (1 + t) \left( \frac{1}{2} |\partial_\alpha Z^\alpha \theta|^2 + \mu |\nabla Z^\alpha \theta|^2 + \frac{\mu - 1}{2(1 + t)} |Z^\alpha \theta|^2 + \frac{2\mu - 1}{2(1 + t)} \left( (1 + t)\partial_\alpha Z^\alpha \theta + Z^\alpha \theta \right)^2 \right),$$

which is equivalent to $(1 + t) |\partial_\alpha Z^\alpha \theta|^2 + \frac{1}{2(1 + t)} |Z^\alpha \theta|^2$. Integrating (4.16) over $[0, t] \times \mathbb{R}^2$ yields

$$\int_0^t \left( \|\partial_\alpha Z^\alpha \theta(s, \cdot)\|^2 + (1 + s)^{-1} \|Z^\alpha \theta(s, \cdot)\|^2 \right) ds \lesssim E_2^x[\theta](0) + \int_0^t \int_{\mathbb{R}^2} Q_3^\alpha(\theta, u) \left( 2\mu(1 + s)\partial_\alpha Z^\alpha \theta + (2\mu - 1)Z^\alpha \theta \right) dx ds. \quad (4.17)$$

It follows from a direct computation that

$$Q_{21}^\alpha = Z^{<\alpha} (\partial_\alpha - \Delta) \theta = Z^{<\alpha} Q(\theta, u) - Z^{<\alpha} \left( \frac{\mu}{1 + t} \partial_\alpha \theta \right) \overset{\text{def}}{=} Z^{<\alpha} Q(\theta, u) + Q_{24}^\alpha. \quad (4.18)$$

For $\alpha = 0$, we find that $Q_{22}^\alpha = Q_{23}^\alpha = Q_{24}^\alpha = 0$. For $\alpha > 0$ and by (4.2), we see that
Recall the definition of $Q(\theta, u)$ in (2.4)–(2.6) as follows

$Q(\theta, u) = Q_1(\theta, u) + Q_2(\theta, u),$

$Q_1(\theta, u) = -\frac{\mu}{1 + \epsilon} u \cdot \nabla \theta + (\gamma - 1)|\theta|^2 - 2u \cdot \nabla \theta - \sum_{i,j=1,2} u_i u_j \partial^2 \theta,$

$Q_2(\theta, u) = -\sum_{i,j=1,2} u_i \partial_i u_j \partial \theta - \partial \theta + (1 + (\gamma - 1)\theta)(\sum_{i,j=1,2} \partial_i u_j u_i + (\gamma - 1) \text{div} u)^2.$

Then it follows from (4.2)–(4.4) and $|\alpha| \leq 4$ that

$$\begin{align*}
\int_0^t \int_{\mathbb{R}^2} Z^{\leq \alpha} Q_2(\theta, u) \left(2\mu(1 + s)\partial \theta Z^\alpha + (2\mu - 1)Z^\alpha \right) \, dx \, ds \\
\leq \int_0^t \left(\frac{\theta(s, \cdot)}{\infty} + (1 + s)|\partial Z^{\leq 2}(\theta, u)(s, \cdot)|\right)^2 \, ds \\
\leq K_3 \int_0^t \left(||\partial Z^{\leq 4}(\theta, u)(s, \cdot)||^2 + (1 + s)^{-2}||u(s, \cdot)||^2 \right) \, ds.
\end{align*}$$

Substituting (4.19) and (4.20) into (4.17) derives

$$\begin{align*}
(1 + \theta)|\partial Z^\alpha \theta(t, \cdot)|^2 + (1 + \epsilon)^{-1}|Z^\alpha \theta(t, \cdot)|^2 + \int_0^t \left(||\partial Z^\alpha \theta(s, \cdot)||^2 + (1 + s)^{-2}||Z^\alpha \theta(s, \cdot)||\right) \, ds \\
\leq E_3^2(\theta)(0) + \int_0^t ||\partial Z^{\leq \alpha} \theta(s, \cdot)||^2 \, ds + K_3 \int_0^t \left(||\partial Z^{\leq 4}(\theta, u)(s, \cdot)||^2 + (1 + s)^{-2}||u(s, \cdot)||^2 \right) \, ds \\
+ \int_0^t \int_{\mathbb{R}^2} Z^{\leq \alpha} Q_1(\theta, u) \left(2\mu(1 + s)\partial \theta Z^\alpha + (2\mu - 1)Z^\alpha \right) \, dx \, ds.
\end{align*}$$

Next we focus on the treatment of $Z^{\leq \alpha} Q_1(\theta, u).$ In view of $|\alpha| \leq 4,$ we find that

$$Z^{\leq \alpha}(\theta \Delta \theta) = \theta \Delta Z^\alpha \theta + \sum_{1 \leq |\beta| \leq 2} Z^\beta \theta \partial^2 Z^{\alpha - \beta} \theta + \sum_{|\beta| \geq 3} Z^\beta \theta \partial^2 Z^{\alpha - \beta} \theta,$$

which can be abbreviated as

$$Z^{\leq \alpha}(\theta \Delta \theta) = \theta \Delta Z^\alpha \theta + Z^{\leq 2} \theta \partial^2 Z^{\leq 3} \theta + Z^{\leq 4} \theta \partial^2 Z^{\leq 1} \theta.$$

From this and the definition of $Q_1(\theta, u),$ we see that

$$Z^{\leq \alpha} Q_1(\theta, u) = -Z^{\leq \alpha} \left(\frac{\mu}{1 + \epsilon} u \cdot \nabla \theta\right) + (\gamma - 1)\theta \Delta Z^\alpha \theta - 2u \cdot \nabla \theta Z^\alpha \theta - \sum_{i,j=1,2} u_i u_j \partial^2 \theta + Q_1(\theta, u).$$
where
\[
Q_3(\theta, u) \overset{\text{def}}{=} (Z^{<2}\theta + Z^{<2}u)\partial^2 Z^{<3}\theta + (Z^{<4}\theta + Z^{<4}u)\partial^2 Z^{<1}\theta
+ Z^{<2} u Z^{<2}u \partial^2 Z^{<3}\theta + Z^{<2}u Z^{<2}u \partial^2 Z^{<1}\theta.
\]

If \(\alpha = 0\), applying (4.3) yields
\[
\left| \int_0^t \int_{\mathbb{R}^2} \mu \cdot \nabla \theta \left( 2 \mu (1 + s) \partial \theta + (2 \mu - 1) \theta \right) \, dx \, ds \right|
\leq \int_0^t \left( |u(s, \cdot)| \|\partial_\theta (s, \cdot)\|_\infty^2 + (1 + s)^{-1} |\theta (s, \cdot)|_\infty \|u(s, \cdot)\| \|\nabla \theta (s, \cdot)\| \right) \, ds
\leq K_3 \varepsilon \int_0^t \left( \|\partial Z^{<4} \theta (s, \cdot)\|^2 + (1 + s)^{-2} \|u(s, \cdot)\|^2 \right) \, ds.
\tag{4.22}
\]

If \(\alpha > 0\), from (4.2)–(4.4) we see that
\[
\left\| \frac{\mu}{1 + t} \cdot \nabla \theta \right\|
\leq (1 + t)^{-1} |Z^{<2} u (t, \cdot)|_\infty \|\partial Z^{<4} \theta (t, \cdot)\| + (1 + t)^{-1} |\partial Z^{<2} \theta (t, \cdot)|_\infty \|Z^{<4} u (t, \cdot)\|
\leq K_3 \varepsilon (1 + t)^{-1} \|\partial Z^{<4} \theta (t, \cdot)\| + K_3 \varepsilon (1 + t)^{-2} \|u(t, \cdot)\|,
\]

which derives
\[
\left| \int_0^t \int_{\mathbb{R}^2} Z^{<\alpha} \left( \frac{\mu}{1 + s} \cdot \nabla \theta \right) \left( 2 \mu (1 + s) \partial \theta + (2 \mu - 1) \theta \right) \, dx \, ds \right|
\leq K_3 \varepsilon \int_0^t \left( \|\partial Z^{<4} \theta (s, \cdot)\|^2 + (1 + s)^{-2} \|u(s, \cdot)\|^2 \right) \, ds.
\tag{4.23}
\]

As in lemma 3.4, direct computation derives the following identities
\[
(1 + t)^{-1} \partial Z^{<2} \theta \partial Z^{<2} \theta = \text{div} \left[ (1 + t)^{-1} \theta \nabla Z^{<2} \theta \right] - (1 + t)^{-1} \theta \cdot \nabla \partial Z^{<2} \theta Z^{<2} \theta
\]
\[
- \frac{1}{2} \partial_t \left[ (1 + t)^{-1} \theta \nabla Z^{<2} \theta \right]^2 + \frac{1}{2} \theta |\nabla Z^{<2} \theta|^2 + \frac{1}{2} (1 + t)^{-1} \partial \theta Z^{<2} \theta |\nabla Z^{<2} \theta|^2,
\theta \Delta Z^{<2} \theta \theta Z^{<2} \theta = \text{div} \left[ \theta \nabla Z^{<2} \theta \partial Z^{<2} \theta \right] - \theta |\nabla Z^{<2} \theta|^2 - \theta \cdot \nabla \partial Z^{<2} \theta Z^{<2} \theta,
\]

together with (4.2) and (4.3), this yields
\[
\left| \int_0^t \int_{\mathbb{R}^2} \theta \Delta Z^{<2} \theta \left( 2 \mu (1 + s) \partial \theta Z^{<2} \theta + (2 \mu - 1) Z^{<2} \theta \right) \, dx \, ds \right|
\leq K_3 \varepsilon \left( E_3^2(\theta)(0) + E_3^2(\theta)(t) \right) + K_3 \varepsilon \int_0^t \|\partial Z^{<4} \theta (s, \cdot)\|^2 \, ds.
\tag{4.24}
\]

Analogously, we have
\[
2(1 + t) u \cdot \nabla \partial Z^{<2} \theta Z^{<2} \theta = \text{div} \left[ (1 + t) u \partial Z^{<2} \theta \right] - (1 + t) \text{div} \, u \partial Z^{<2} \theta \theta,
\]
\[
u \cdot \nabla \partial Z^{<2} \theta Z^{<2} \theta = \text{div} \left[ u \partial Z^{<2} \theta Z^{<2} \theta - \partial Z^{<2} \theta (u \cdot \nabla Z^{<2} \theta + \text{div} \, u Z^{<2} \theta) \right]
\]

\[\text{div} \, u Z^{<2} \theta.\]
and
\[
2(1 + t)u_i u_j \partial_i \partial_j Z^\alpha \theta \partial_i \partial_j Z^\alpha = \partial_i \left[ (1 + t)u_i u_j \partial_i \partial_j Z^\alpha \theta \partial_j Z^\alpha \theta \right] + \partial_j \left[ (1 + t)u_i u_j \partial_i \partial_j Z^\alpha \theta \partial_i Z^\alpha \theta \right] - (1 + t) \partial_j Z^\alpha \theta \left[ \partial_i (u_i u_j) \partial_j Z^\alpha \theta \partial_j Z^\alpha \theta \right]
\]
From this, (2.13) and (4.2) imply
\[
\begin{align*}
|\sigma_\alpha(t, x) \partial \Phi(t, x)| & \lesssim |Z \Phi(t, x)|. \\
\end{align*}
\]
Next we turn our attention to \( Q_3(\theta, u) \). Note that \( Q_3(\theta, u) = 0 \) when \( \alpha = 0 \). It follows from direct calculation that for any function \( \Phi(t, x) \)
\[
|\sigma_\alpha(t, x) \partial \Phi(t, x)| \lesssim |Z \Phi(t, x)|.
\]
From this, (2.13) and (4.2)–(4.4), we see that
\[
\begin{align*}
\|Q_3(\theta, u)\| & \lesssim \|Z^{\leq 2}(\theta, u)\partial^2 Z^{\leq 3} \theta\| + \|Z^{\leq 4}(\theta, u)\partial^2 Z^{\leq 1} \theta\| \\
& \lesssim |\sigma^{-1}_\alpha(t, \cdot) Z^{\leq 2}(\theta, u)(t, \cdot)| \|\sigma^{-1}_\alpha(t, \cdot) \partial^2 Z^{\leq 3} \theta(t, \cdot)| \\
& \quad + |\sigma^{\frac{1}{2}}_\alpha(t, \cdot) \partial^2 Z^{\leq 4} \theta(t, \cdot)| \|\sigma^{\frac{1}{2}}_\alpha(t, \cdot) Z^{\leq 4} \theta(t, \cdot)| \\
& \lesssim K_3 \varepsilon (1 + t)^{-1} \|\partial Z^{\leq 4} \theta(t, \cdot)\| + |\sigma^{\frac{1}{2}}_\alpha(t, \cdot) \partial Z^{\leq 2} \theta(t, \cdot)| \|\nabla Z^{\leq 4} \theta(t, \cdot)\| \\
& \lesssim K_3 \varepsilon (1 + t)^{-1} \|\partial Z^{\leq 4} \theta(t, \cdot)\| + K_3 \varepsilon (1 + t)^{-2} \|u(t, \cdot)\|,
\end{align*}
\]
which implies
\[
\begin{align*}
\left| \int_0^t \int_{\mathbb{R}^3} Q_3(\theta, u) \left( 2 \mu (1 + s) \partial_i Z^\alpha \theta + (2 \mu - 1) Z^\alpha \theta \right) dx ds \right| & \lesssim K_3 \varepsilon \int_0^t \left( \|\partial Z^{\leq 4} \theta(s, \cdot)\|^2 + (1 + s)^{-2} \|u(s, \cdot)\|^2 \right) ds. \quad (4.26)
\end{align*}
\]
Substituting (4.22)–(4.26) into (4.21) derives
\[
\begin{align*}
& (1 + t) \|\partial Z^{\alpha} \theta(t, \cdot)\|^2 + (1 + t)^{-1} \|Z^{\alpha} \theta(t, \cdot)\|^2 + \int_0^t \left( \|\partial Z^{\alpha} \theta(s, \cdot)\|^2 + (1 + s)^{-2} \|Z^{\alpha} \theta(s, \cdot)\| \right) ds \\
& \lesssim E^2_3[\theta](0) + K_3 \varepsilon E^2_3[\theta](t) + \int_0^t \|\partial Z^{\leq \alpha} \theta(s, \cdot)\|^2 ds \\
& \quad + K_3 \varepsilon \int_0^t \left( \|\partial Z^{\leq 4} \theta(s, \cdot)\|^2 + (1 + s)^{-2} \|u(s, \cdot)\|^2 \right) ds. \quad (4.27)
\end{align*}
\]
Summing up (4.27) from $|\alpha| = 0$ to $|\alpha| = 4$ yields (4.13). This completes the proof of lemma 4.3. □

4.3. Proof of theorem 1.2

Proof of theorem 1.2. Integrating (4.9) over $[0,t]$ yields that

$$(1 + t)^{-1} ||(\theta, u)(t, \cdot)||^2 + \int_0^t (1 + s)^{-2} ||(\theta, u)(s, \cdot)||^2 \, ds \lesssim ||(\theta, u)(0, \cdot)||^2.$$ \hspace{1cm} (5.1)

Collecting this with (4.4) and (4.13), we conclude that $E_5[\theta, u](t) \lesssim C_3 \varepsilon$. Let $K_3 = 2C_3$, and choose $\varepsilon > 0$ sufficiently small. Then, we infer $E_5[\theta, u](t) \leq \frac{1}{4} K_3 \varepsilon$, which implies that (1.8) admits a global solution for Case 2 with curl $u_0(x) \equiv 0$. Thus we complete the proof of theorem 1.2. □

5. Proof of theorem 1.3

In this section, we shall only prove theorem 1.3 for $d = 2$ since the corresponding blowup result for Case 4 with curl $u_0(x) \equiv 0$ in three space dimensions has been proved in [12].

Proof of theorem 1.3. We divide the proof into two parts.

Part I: $\gamma = 2$

Let $(\rho, u)$ be a $C^\infty$ smooth solution of (1.1). For $l > 0$, we define

$$P(t, l) = \int_{x_1 > l} \eta(x, l) (\rho(t, x) - \bar{\rho}) \, dx, \hspace{1cm} (5.1)$$

where

$$\eta(x, l) = (x_1 - l)^2.$$  

Employing the first equation in (1.1) and an integration by parts, we see that

$$\begin{align*}
\partial_t P(t, l) &= \int_{x_1 > l} \eta(x, l) \partial_t (\rho(t, x) - \bar{\rho}) \, dx = -\int_{x_1 > l} \eta(x, l) \text{div} (\rho u)(t, x) \, dx \\
&= \int_{x_1 > l} (\partial_{x_1} \eta)(x, l)(\rho u_1)(t, x) \, dx, \hspace{1cm} (5.2)
\end{align*}$$

where we have used the facts of $\eta(x, l) = 0$ on $x_1 = l$ and $u(t, x) = 0$ for $|x| \geq t + M$. By differentiating $\partial_t P(t, l)$ in (5.2) again and using the equation of $u_1$ in (1.1), we find that

$$\begin{align*}
\partial_t^2 P(t, l) &= \int_{x_1 > l} (\partial_{x_1} \eta)(x, l) \partial_t (\rho u_1)(t, x) \, dx = -\sum_{j=1,2,3} \int_{x_1 > l} (\partial_{x_1} \eta) \partial_{x_j} (\rho u_1 u_j)(t, x) \, dx \\
&\quad - \int_{x_1 > l} (\partial_{x_1} \eta)(x, l) (\partial_t (p(t, x) - \bar{p}) \, dx - \frac{\mu}{(1 + t)^3} \int_{x_1 > l} (\partial_{x_1} \eta)(x, l)(\rho u_1)(t, x) \, dx,
\end{align*}$$
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where \( \bar{p} = p(\bar{p}) \). It follows from the integration by parts that
\[
\partial_t^2 P(t, l) + \frac{\mu}{(1 + t)^\alpha} \partial_t P(t, l) = \sum_{j=1,2} \int_{x_j > l} (\partial_{x_j}^2 \eta) \rho_{u_j} u_j \, dx + \int_{x_1 > l} 2(p - \bar{p}) \, dx
\]
\[
= \int_{x_1 > l} 2 \rho u_1^2 \, dx + \int_{x_1 > l} 2(p - \bar{p}) \, dx,
\]
(5.3)
here we have used that \( \partial_{x_1} \eta(x, l) = 0 \) on \( x_1 = l \) and \( p(t, x) - \bar{p} \) vanishes for \( |x| \geq t + M \). Note that
\[
\partial_t^2 \eta(x, l) = \Delta \eta(x, l) = 2.
\]
Then we have
\[
\int_{x_1 > l} 2(p - \bar{p}) \, dx = \int_{x_1 > l} \partial_t^2 \eta(x, l)(p(t, x) - \bar{p}) \, dx = \partial_t^2 \int_{x_1 > l} \eta(x, l)(p(t, x) - \bar{p}) \, dx,
\]
(5.4)
where we have used the fact that \( \eta \) and \( \partial_t \eta \) vanish on \( x_1 = l \). Collecting (5.3) and (5.4), we arrive at
\[
\partial_t^2 P(t, l) - \partial_t^2 P(t, l) + \frac{\mu}{(1 + t)^\alpha} \partial_t P(t, l) \overset{\text{def}}{=} f(t, l) = \int_{x_1 > l} 2 \rho u_1^2 \, dx + G(t, l) \geq G(t, l),
\]
(5.5)
where
\[
G(t, l) = \int_{x_1 > l} 2(p - \bar{p} - (\rho - \bar{\rho})) \, dx = \partial_t^2 \int_{x_1 > l} \eta(x, l)(p - \bar{p} - (\rho - \bar{\rho})) \, dx \overset{\text{def}}{=} \partial_t^2 \tilde{G}(t, l).
\]
(5.6)
From the definition of \( G(t, l) \), it is easy to see that \( \tilde{G}(t, l) \) and \( \tilde{G}(t, l) \) vanish for \( l \geq t + M \). Due to \( \gamma = 2 \) and the sound speed \( \bar{c} = \sqrt{\Sigma \bar{\rho}} = 1 \), we have
\[
p - \bar{p} - (\rho - \bar{\rho}) = A(\rho^2 - \bar{\rho}^2 - 2\bar{\rho}(\rho - \bar{\rho})) = A(\rho - \bar{\rho})^2.
\]
(5.7)
Substituting (5.7) into (5.6) gives
\[
G(t, l), \tilde{G}(t, l) \geq 0.
\]
For \( M_0 \) satisfying the condition (1.5), let \( \Sigma \overset{\text{def}}{=} \{(t, l) : t \geq 0, t + M_0 \leq l \leq t + M\} \) be the strip domain. By applying Riemann’s representation (see [7, section 5.5 of chapter 5]) with the assumptions (1.3)–(1.5), we have the following lower bound of the solution \( P(t, l) \) to (5.5) for \( (t, l) \in \Sigma \)
\[
P(t, l) \geq \frac{1}{4} \Xi(t)^{-\frac{1}{2}} q_0(l - t) + \frac{1}{4} \int_0^t \int_{t + t - \tau}^{t + t + \tau} \left( \frac{\Xi(\tau)}{\Xi(t)} \right)^{\frac{1}{2}} f(\tau, y) \, dy \, d\tau.
\]
(5.8)
We put the proof of (5.8) in appendix. Define the function
\[
F(t) \overset{\text{def}}{=} \int_0^t (t - \tau) \int_{t + M_0}^{t + M} P(\tau, l) \frac{dl}{\sqrt{t}} \, d\tau.
\]
(5.9)
From the definition of $\Xi(t)$, i.e. (1.14) for $\lambda = 1, \mu \leq 1$ or $\lambda > 1$, we have $\Xi(t)^{-1} \gtrsim (t + M)^{-1}$ and $\frac{\Xi(t)}{\Xi(\xi)} \gtrsim \frac{\tau + M}{\tau + M}$. Then, by (5.8), we arrive at

$$F''(t) = \int_{t + M_0}^{t + M} \frac{dI}{\sqrt{l}} \gtrsim (t + M)^{-\frac{3}{2}} \int_{t + M_0}^{t + M} q_0(l - t) \frac{dl}{\sqrt{l}}$$

$$+ \int_{t + M_0}^{t + M} \int_0^1 \int_{-t - \tau}^{t + \tau} \left( \frac{\tau + M}{t + M} \right)^{\frac{3}{2}} G(\tau, y) \frac{dy}{\sqrt{l}} \, d\tau \frac{dl}{\sqrt{l}} \stackrel{\text{def}}{=} J_1 + J_2.$$  

From assumption (1.3), we see that

$$J_1 \gtrsim \frac{1}{t + M} \int_{t + M_0}^{t + M} q_0(l - t) \, dl = \frac{1}{t + M} \int_{M_0}^{M} q_0(l) \, dl \gtrsim \frac{e}{t + M}. \tag{5.11}$$

To bound $J_2$ from below, we write

$$J_2 = \int_0^{t - M_1} \int_{t + M_0}^{t + M} \left( \frac{\tau + M}{t + M} \right)^{\frac{3}{2}} G(\tau, y) \frac{dy}{\sqrt{l}} \, d\tau \frac{dl}{\sqrt{l}}$$

$$+ \int_{t - M_1}^{t} \int_{0}^{t - \tau + M_0} \left( \frac{\tau + M}{t + M} \right)^{\frac{3}{2}} G(\tau, y) \frac{dy}{\sqrt{l}} \, d\tau \frac{dl}{\sqrt{l}}$$

$$+ \int_{t - M_1}^{t} \int_{t - \tau + M_0}^{t + M} \left( \frac{\tau + M}{t + M} \right)^{\frac{3}{2}} G(\tau, y) \frac{dy}{\sqrt{l}} \, d\tau \frac{dl}{\sqrt{l}} \tag{5.12}$$

where $M_1 = (M - M_0) / 2$. For $t < M_1$, $t - M_1$ in the limits of integration will be replaced by 0. For the integrand in $J_{2,1}$ we have that

$$\int_{t + M_0}^{t + M} \frac{dy}{\sqrt{l}} \gtrsim \frac{y - \tau - M_0}{(t + M)\frac{3}{2}} \gtrsim \frac{(t - \tau) y - \tau - M_0}{(t + M)^{\frac{3}{2}}}. \tag{5.13}$$

Analogously, for the integrands in $J_{2,2}$ and $J_{2,3}$ we have that

$$\int_{t + M_0}^{t + M} \frac{dl}{\sqrt{l}} \gtrsim \frac{(t - \tau) (y - \tau - M_0)^2}{(t + M)^{\frac{3}{2}}} \tag{5.14}$$

and

$$\int_{t - \tau + M_0}^{t + M} \frac{dl}{\sqrt{l}} \gtrsim \frac{t - \tau}{(t + M)^{\frac{3}{2}}} \gtrsim \frac{(t - \tau) (y - \tau - M_0)^2}{(t + M)^{\frac{3}{2}}} \tag{5.15}.$$
\[ J_2 \geq \frac{1}{(t + M)^2} \int_0^t (t - \tau)(\tau + M)^2 \int_{\tau + M_0}^{\tau + M} \tilde{G}(\tau, y) \, dy \, d\tau \]
\[ \geq \frac{1}{(t + M)^2} \int_0^t (t - \tau)(\tau + M)^2 \int_{x_1 > y}^{x_1 = y} (x_1 - y)^2 \, dxdy \, d\tau \]
\[ \equiv \frac{c}{(t + M)^2} J_3, \]  

By applying the Cauchy–Schwarz inequality to \( F(t) \) defined by (5.9), we arrive at
\[ F^2(t) \leq J_3 \int_0^t (t - \tau)(\tau + M)^{-1} \int_{\tau + M_0}^{\tau + M} (x_1 - y)^2 \, dx \frac{dy}{y} \, d\tau \equiv J_3 J_4, \tag{5.17} \]
where \( \widetilde{\Omega} \equiv \{ x : x_1 > y, \ |x| < \tau + M \} \). Note that
\[ J_4 \leq \int_0^t (t - \tau)(\tau + M)^{-1} \int_{\tau + M_0}^{\tau + M} (x_1 - y)^2 (x_1^2 - x_1^2) \, dx \frac{dy}{y} \, d\tau \]
\[ \leq \int_0^t (t - \tau) \int_{\tau + M_0}^{\tau + M} \frac{dy}{y} \, d\tau \]
\[ \leq \int_0^t \frac{t - \tau}{\tau + M} \, d\tau \leq (t + M) \log(t/M + 1). \tag{5.18} \]

Combining (5.10) and (5.11) and (5.16)–(5.18) gives the following ordinary differential inequalities
\[ F''(t) \geq \frac{\varepsilon}{t + M}, \quad t \geq 0, \tag{5.19} \]
\[ F''(t) \geq \left[ (t + M)^3 \log(t/M + 1) \right]^{-1} F^2(t), \quad t \geq 0. \tag{5.20} \]

Next, we apply (5.19) and (5.20) to prove that the lifespan \( T_\varepsilon \) of smooth solution \( F(t) \) is finite for all \( 0 < \varepsilon \leq \varepsilon_0 \). The fact that \( F(0) = F'(0) = 0 \), together with (5.19), yields
\[ F'(t) \geq \varepsilon \log(t/M + 1), \quad t \geq 0, \tag{5.21} \]
\[ F(t) \geq \varepsilon (t + M) \log(t/M + 1), \quad t \geq t_1 \equiv Me^2. \tag{5.22} \]

Substituting (5.22) into (5.20) derives
\[ F''(t) \geq \varepsilon^2 (t + M)^{-1} \log(t/M + 1), \quad t \geq t_1, \]
which leads to the improvement
\[ F(t) \geq \varepsilon^2 (t + M)^2 \log(t/M + 1), \quad t \geq t_2 \equiv Me^3 > t_1. \tag{5.23} \]
Substituting this into (5.20) yields
\[ F''(t) \gtrsim \varepsilon^2 (t + M)^{-2} \log(t/M + 1) F(t), \quad t \geq t_2. \] (5.24)

It follows from (5.21) that \( F'(t) \geq 0 \) for \( t \geq 0 \). Then multiplying (5.24) by \( F'(t) \) and integrating from \( t_3 \) (which will be chosen later) to \( t \) derive
\[ F'(t)^2 \geq F'(t_3)^2 + C_4 \varepsilon^2 \int_{t_3}^{t} (s + M)^{-2} \log(s/M + 1) [F(s)]^2' \, ds. \]

It follows from the integration by parts that
\[ F'(t)^2 \geq F'(t_3)^2 + C_4 \varepsilon^2 \left( (t + M)^{-2} \log(t/M + 1) F(t)^2 - (t_3 + M)^{-2} \log(t_3/M + 1) F(t_3)^2 \right) - C_4 \varepsilon^2 \int_{t_3}^{t} \left( \frac{\log(s/M + 1)}{(s + M)^2} \right)' F(s)^2 \, ds, \quad t \geq t_3, \] (5.25)

where \( \left( \frac{\log(s/M + 1)}{(s + M)^2} \right)' \leq 0 \) for \( s \geq t_3 \geq t_2 \). Since \( F''(t) \geq 0 \) and \( F(0) = 0 \), the mean value theorem yields
\[ F(t) = \int_{0}^{t} F'(s) \, ds \leq t_3 F'(t_3). \] (5.26)

Choose
\[ t_3 = M e^{\frac{1}{C_4 \varepsilon^2}} - M, \] (5.27)

which satisfies \( C_4 \varepsilon^2 \log(t_3/M + 1) = \frac{1}{2} \). Together with (5.25) and (5.26), this yields
\[ F'(t) \geq \sqrt{C_4 \varepsilon} (t + M)^{-1} \log^2 (t/M + 1) F(t), \quad t \geq t_3. \] (5.28)

By integrating (5.28) from \( t_3 \) to \( t \), we arrive at
\[ \log \frac{F(t)}{F(t_3)} \geq \sqrt{C_4 \varepsilon} \log \left( \frac{t + M}{t_3 + M} \right), \quad t \geq t_3. \]

If \( t \geq t_4 \overset{\text{def}}{=} C_4 \varepsilon^2 \), then we have
\[ \log \frac{F(t)}{F(t_3)} \geq 8 \log(t + M). \]

Together with (5.23) for \( F(t_3) \), this yields
\[ F(t) \gtrsim \varepsilon^2 (t + M)^6, \quad t \geq t_4. \] (5.29)

Substituting this into (5.20) derives
\[ F''(t) \gtrsim \varepsilon F(t)^2, \quad t \geq t_4. \]

Multiplying this differential inequality by \( F'(t) \) and integrating from \( t_4 \) to \( t \) yield
\[ F'(t)^2 \gtrsim \varepsilon \left( F(t)^{\frac{3}{2}} - F(t_4)^{\frac{3}{2}} \right). \]
On the other hand, $F(t) \geq 0$, $F''(t) \geq 0$, (5.26) and the mean value theorem imply that, for $t \geq t_4$,  
\[ F(t) = F'\left(\xi\right)(t - t_4) + F(t_4) \geq F'\left(\xi\right)(t - t_4) \geq F\left(t_4\right)\frac{t - t_4}{t_4}, \]
where $t_4 \leq \xi \leq t$. For $t \geq t_5 \overset{\text{def}}{=} C t_4$, we have  
\[ F(t)^{\frac{1}{2}} - F(t_4)^{\frac{1}{2}} \geq \frac{1}{2} F(t). \]
Thus  
\[ F'(t) \gtrsim \sqrt{\varepsilon} F(t)^{\frac{1}{2}}, \quad t \geq t_5. \tag{5.30} \]
If $T_\varepsilon > 2t_5$, then integrating (5.30) from $t_5$ to $T_\varepsilon$ derives  
\[ F(t_5)^{\frac{1}{2}} - F(T_\varepsilon)^{\frac{1}{2}} \gtrsim \sqrt{\varepsilon} T_\varepsilon. \]
We see from (5.29) and $t_5 = C t_3^2$ that  
\[ F(t_5) \gtrsim \varepsilon^2 e^{t_3^2}, \]
which together with $F(T_\varepsilon) > 0$ is a contradiction. Thus, $T_\varepsilon \leq 2 t_5 = C t_3^2$. From the choice of $t_3$ in (5.27), we see that $T_\varepsilon \leq e^{C/\varepsilon}$.

**Part II:** $\gamma > 1$ and $\gamma \neq 2$

In view of $\bar{c} = \sqrt{\frac{\gamma A \rho^{\gamma - 1}}{t}} = 1$, instead of (5.7) we have  
\[ p - \bar{p} - (\rho - \bar{p}) = A \left( \rho^{\gamma} - \bar{p}^{\gamma} - \gamma \bar{p}^{\gamma - 1} (\rho - \bar{p}) \right) \overset{\text{def}}{=} A \psi(p, \bar{p}). \]
The convexity of $\rho^{\gamma}$ for $\gamma > 1$ implies that $\psi(p, \bar{p})$ is positive for $p \neq \bar{p}$. Applying Taylor’s theorem, we have  
\[ \psi(p, \bar{p}) \geq C_{\gamma, \bar{p}} \Phi_{\gamma}(p, \bar{p}), \]
where $C_{\gamma, \bar{p}}$ is a positive constant and $\Phi_{\gamma}$ is given by  
\[ \Phi_{\gamma}(p, \bar{p}) = \begin{cases} 
(\bar{p} - p)^{\gamma}, & \rho < \frac{1}{2} \bar{p}, \\
(\rho - \bar{p})^2, & \frac{1}{2} \bar{p} \leq \rho \leq 2 \bar{p}, \\
(\rho - \bar{p})^{\gamma}, & \rho > 2 \bar{p}.
\end{cases} \]
For $\gamma > 2$, we have that $(\bar{p} - p)^{\gamma} = (\bar{p} - \rho)^2 (\bar{p} - \rho)^{\gamma - 2} \geq C_{\gamma, \bar{p}} (\rho - \bar{p})^2$ for $2 \rho < \bar{p}$ and $(\rho - \bar{p})^{\gamma} = (\rho - \bar{p})^2 (\rho - \bar{p})^{\gamma - 2} \geq C_{\gamma, \bar{p}} (\rho - \bar{p})^2$ for $\rho > 2 \bar{p}$. Thus, $\Phi_{\gamma}(p, \bar{p}) \geq C_{\gamma, \bar{p}} (\rho - \bar{p})^2$.

In this case, theorem 1.3 can be shown completely analogously to Part I.

Next we treat the case $1 < \gamma < 2$. We define $F(t)$ as in (5.9)  
\[ F(t) \overset{\text{def}}{=} \int_0^t \int_{\tau + M}^{\tau + M + \varepsilon} \int_{x_1 > t} (x_1 - l)^2 (\rho(\tau, x) - \bar{p}) \, dx \, \frac{dl}{\sqrt{l}} \, d\tau. \]
Similarly to Part I, we have  
\[ F''(t) \geq J_1 + J_2. \tag{5.31} \]
where
\[ J_1 \gtrapprox \frac{\varepsilon}{t + M}, \]
\[ J_2 \gtrapprox (t + M)^{-2} J_3 \]
and
\[ \tilde{J}_3 = \int_0^t (t - \tau)(\tau + M)^{\frac{1}{2}} \int_{\tau + M_0}^{t + M} \int_{x_1 > y} (x_1 - y)^2 \Phi_y (\rho(x, \tau), \tilde{\rho}) \, dx \, dy \, d\tau. \]

Denote \( \Omega_1 = \{(\tau, x): \tilde{\rho} \leq \rho(\tau, x) \leq 2\tilde{\rho}\}, \) \( \Omega_2 = \{(\tau, x): \rho(\tau, x) > 2\tilde{\rho}\}, \) and \( \Omega_3 = \{(\tau, x): \rho(\tau, x) > 2\tilde{\rho}\}. \) Divide \( F(t) \) into the following three integrals over the domains \( \Omega_i \) (\( 1 \leq i \leq 3 \))
\[ F(t) = F_1(t) + F_2(t) + F_3(t) \]

\( = \int_{\Omega_1} \cdots + \int_{\Omega_2} \cdots + \int_{\Omega_3} \cdots. \)

Corresponding to the three parts of \( F(t) \), we define \( \tilde{J}_3 \) \( \overset{\text{def}}{=} \tilde{J}_{3,1} + \tilde{J}_{3,2} + \tilde{J}_{3,3}. \) In view of \( F(t) \geq 0 \) and \( F_3(t) \leq 0 \), we have
\[ F(t) \leq F_1(t) + F_2(t). \]

Applying Hölder’s inequality for the domains \( \Omega_1 \) and \( \Omega_2 \), we obtain that
\[ F(t) \leq \tilde{J}_{3,1} \left( \int_0^t (t - \tau)(\tau + M)^{-\frac{1}{2}} \int_{\tau + M_0}^{t + M} \frac{1}{y} \int_{\Omega} (x_1 - y)^2 \, dx \, dy \, d\tau \right)^{\frac{1}{2}} + \tilde{J}_{3,2} \left( \int_0^t (t - \tau)(\tau + M)^{-\frac{1}{2}} \int_{\tau + M_0}^{t + M} \frac{1}{y^{1/2} \gamma} \int_{\Omega} (x_1 - y)^2 \, dx \, dy \, d\tau \right)^{\frac{1}{2}} \]
\[ \leq \tilde{J}_3 (t + M)^{\frac{1}{2}} \log^{\frac{1}{2}} (t/M + 1) + \tilde{J}_{5/2} (t + M)^{2-\frac{1}{2}} \]
\[ \leq (\tilde{J}_3 (t + M)^{-1})^{\frac{1}{2}} \left( t + M \right) \log^{\frac{1}{2}} (t/M + 1) + (\tilde{J}_3 (t + M)^{-1})^{\frac{1}{2}} (t + M). \]

In view of \( 1 < \gamma < 2 \), we have \( \frac{1}{\gamma} < \frac{1}{2} < \frac{1}{\gamma} \). Applying Young’s inequality yields
\[ F(t) \lesssim \left( (\tilde{J}_3 (t + M)^{-1})^{\frac{1}{\gamma}} \right)^{\frac{1}{2}} (t + M) \log^{\frac{1}{2}} (t/M + 1), \quad t \geq \tilde{t}_1 \overset{\text{def}}{=} M e. \]

Together with the fact that \( F(t) \gtrapprox \varepsilon (t + M) \log(t/M + 1) \), this yields
\[ \tilde{J}_3 \lesssim F(t) \gamma (t + M)^{1-\gamma} \log^{-\frac{2}{\gamma}} (t/M + 1), \quad t \geq \tilde{t}_1. \]

Substituting this into (5.31) yields
\[ F''(t) \gtrapprox \frac{\varepsilon}{t + M}, \quad t \geq 0, \quad (5.32) \]
\[ F''(t) \gtrapprox F(t) \gamma (t + M)^{-1-\gamma} \log^{-\frac{2}{\gamma}} (t/M + 1), \quad t \geq \tilde{t}_1. \quad (5.33) \]
Substituting $F(t) \gtrsim \varepsilon(t + M) \log(t/M + 1)$ into (5.33) derives

$$F''(t) \gtrsim \varepsilon^\gamma(t + M)^{-1} \log^{2\gamma}(t/M + 1).$$

Integrating this yields

$$F(t) \gtrsim \varepsilon^\gamma(t + M) \log^{\frac{2\gamma}{\gamma + 1}}(t/M + 1).$$

Substituting this into (5.33) again gives

$$F''(t) \gtrsim \varepsilon^\gamma(t + M)^{-1} \log^{\frac{2\gamma}{\gamma + 1} + \frac{2\gamma}{\gamma + 2}}(t/M + 1) = \varepsilon^\gamma(t + M)^{-1} \log^{\frac{2\gamma^2}{\gamma + 1}}(t/M + 1).$$

Repeating this process $k$ times, we see that

$$F''(t) \gtrsim \varepsilon^{\gamma^k}(t + M)^{-1} \log^{\frac{2\gamma^{k+1}}{\gamma k + 1}}(t/M + 1),$$

where $k = \lceil \log_\gamma 2 \rceil$. Solving (5.34) yields

$$F(t) \gtrsim \varepsilon^{\gamma^k}(t + M) \log^{\frac{2\gamma^{k+1}}{\gamma k + 1} + 1}(t/M + 1), \quad t \geq \tilde{t}_2,$$

where $\tilde{t}_2 > 0$ is a constant only depending on $\gamma$ and $M$. Substituting this into (5.33) derives

$$F''(t) \gtrsim F(t) \varepsilon^{\gamma^k(\gamma - 1)}(t + M)^{-2} \log^{\frac{2\gamma^{k+1}}{\gamma k + 1} - 1}(t/M + 1), \quad t \geq \tilde{t}_2,$$

where $\frac{2\gamma^{k+1} - 2}{\gamma k + 1} > 0$ by the choice of $k = \lceil \log_\gamma 2 \rceil$. Since (5.35) is analogous to (5.24), as in Part I, we can choose $\tilde{t}_3 \overset{\text{def}}{=} O\left(\varepsilon^{-\frac{2\gamma^{k+1}}{\gamma k + 1} - 2}ight)$ such that

$$F''(t) \gtrsim \varepsilon^{\gamma^k(\gamma - 1)}(t + M)^{-1} \log^{\frac{2\gamma^{k+2}}{\gamma k + 2} - 1}(t/M + 1) F(t), \quad t \geq \tilde{t}_3,$$

which is similar to (5.28) and yields

$$F(t) \gtrsim \varepsilon^{C\gamma}(t + M)^{\frac{2\gamma^{k+1}}{\gamma k + 1}}, \quad t \geq \tilde{t}_4 \overset{\text{def}}{=} C\tilde{t}_2^2,$$

where $C\gamma > 0$ is a constant depending on $\gamma$. Substituting (5.36) into (5.33) yields

$$F''(t) \gtrsim \varepsilon^{C\gamma} F(t)^{\frac{2\gamma}{\gamma k + 1}}, \quad t \geq \tilde{t}_4.$$ (5.37)

Multiplying (5.37) by $F(t)$ and integrating over the variable $t$ as in Part I, we have

$$F(t) \gtrsim \varepsilon^{C\gamma} F(t)^{\frac{2\gamma}{\gamma k + 1}}, \quad t \geq \tilde{t}_5 \overset{\text{def}}{=} C\tilde{t}_4.$$

Together with $\gamma > 1$ and the choice of $\tilde{t}_5$, this yields $T_e < \infty$.

Collecting Part I and Part II completes the proof of theorem 1.3. □
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Appendix. Proof on the lower bound of \( P(t, l) \) in 
\( \Sigma \equiv \{ (t, l) : t \geq 0, t + M_0 \leq l \leq t + M \} \)

We fixed a point \( A = (t_\alpha, l_\alpha) \in \Sigma \). In the characteristic coordinates \( \xi = 1 + t - l \) and \( \zeta = 1 + t + l \), \((5.5)\) can be written as

\[
\mathcal{L} \tilde{P} \overset{\text{def}}{=} \partial_{\xi}^2 \tilde{P} + \frac{2\lambda - 2}{(\xi + \zeta)^2} (\partial_\zeta \tilde{P} + \partial_\xi \tilde{P}) = \frac{\bar{f}}{4},
\]

(A.1)

where \( \tilde{P}(\xi, \zeta) \overset{\text{def}}{=} P(\xi^\zeta, \zeta). \) The adjoint operator \( \mathcal{L}^* \) of \( \mathcal{L} \) has the form

\[
\mathcal{L}^* \mathcal{R} \overset{\text{def}}{=} \partial_{\xi}^2 \mathcal{R} - \frac{2\lambda - 2}{(\xi + \zeta)^2} (\partial_\xi \mathcal{R} + \partial_\zeta \mathcal{R}) + \frac{2\lambda - 1}{(\xi + \zeta)} \mathcal{R}.
\]

(A.2)

For the point \( A = (\xi_\alpha, \zeta_\alpha) \) with \( \xi_\alpha + \zeta_\alpha = 2(1 + t_\alpha) \geq 2 \), denote \( B = (2 - \zeta_\alpha, \zeta_\alpha), \) \( C = (\xi_\alpha, 2 - \xi_\alpha) \) and \( \mathcal{D} \), the domain surrounded by the triangle \( ABC \) (see figure A1 below).

Let the numbers \( a \) and \( b \) satisfy \( a + b = 1 \) and

\[
ab = \begin{cases} \frac{\mu \lambda}{\xi(1 - \xi)}, & \lambda > 1, \\ \frac{\lambda}{\xi(1 - \xi)}, & \lambda = 1. \end{cases}
\]

We define

\[
z \overset{\text{def}}{=} -\frac{(\xi_\alpha - \overline{\xi})(\zeta_\alpha - \overline{\zeta})}{(\xi_\alpha + \zeta_\alpha)(\xi + \zeta)}
\]

(A.3)

and

\[
\mathcal{R}(\xi, \zeta; \xi_\alpha, \zeta_\alpha) \overset{\text{def}}{=} \left[ \frac{\Xi(\xi + \zeta - 1)}{\Xi(\xi_\alpha + \zeta_\alpha - 1)} \right]^{2\lambda - 2} \Psi(a, b, 1; z),
\]

(A.4)

here the definition of function \( \Xi \) is given in \((1.14)\) and \( \Psi \) is the hypergeometric function. The introduction of the variable Riemann function \( \mathcal{R} \) is motivated by the last example in section 5.5 of chapter V in [7] so that the positivity of \( P(t, l) \) can be derived for \((t, l) \in \Sigma \) from \((5.5)\), while the real Riemann function \( \mathcal{R} \) should satisfy \( \mathcal{L}^* \mathcal{R} = 0 \).

By direct calculation, we infer

\[
\mathcal{L}^* \mathcal{R} = \frac{2\lambda - 2}{(\xi + \zeta)^{\lambda + 1}} \frac{ab}{(\xi + \zeta)^2} - \frac{4(\lambda - 2)}{\Xi(\xi + \zeta)} \mathcal{R}.
\]

(A.5)

On the other hand, from \((A.1)\) and \((A.2)\) we arrive at

\[
\mathcal{R} \mathcal{L} \tilde{P} - \tilde{P} \mathcal{L}^* \mathcal{R} = \partial_\xi (\mathcal{R} \partial_\zeta \tilde{P} + \frac{2\lambda - 2}{(\xi + \zeta)} \mathcal{R} \tilde{P}) - \partial_\zeta (\tilde{P} \partial_\xi \mathcal{R} - \frac{2\lambda - 2}{(\xi + \zeta)} \mathcal{R} \tilde{P}).
\]

Integrating this over \( \mathcal{D} \) yields

\[
\tilde{P}(A) = \frac{1}{2} \mathcal{R}(C; A) \tilde{P}(C) + \frac{1}{2} \mathcal{R}(B; A) \tilde{P}(B) + \int_{\mathcal{D}} (\mathcal{R} \mathcal{L} \tilde{P} - \tilde{P} \mathcal{L}^* \mathcal{R}) \, d\xi d\zeta
\]

\[
= \int_{BC} \left( \frac{1}{2} \mathcal{R} \partial_\xi \tilde{P} - \frac{1}{2} \tilde{P} \partial_\xi \mathcal{R} + \frac{\mu}{4} \mathcal{R} \tilde{P} \right) d\xi + \int_{BC} \left( \frac{1}{2} \mathcal{R} \partial_\zeta \tilde{P} - \frac{1}{2} \tilde{P} \partial_\zeta \mathcal{R} - \frac{\mu}{4} \mathcal{R} \tilde{P} \right) d\zeta.
\]

(A.6)
Returning to the variable \((t, l)\) (see figure A2 below), we find in the second line of (A.6) that

\[
\int_{BC} \cdots = \int_{B}^{C} \left[ \frac{1}{4} \mathcal{R}(\partial_t - \partial_l)P - \frac{1}{4} P(\partial_t + \partial_l) - \frac{\mu}{4} \mathcal{R}P \right] (-dl) \\
+ \left[ \frac{1}{4} P(\partial_t + \partial_l) - \frac{1}{4} \mathcal{R}(\partial_t + \partial_l)P \right. \\
- \frac{\mu}{4} \mathcal{R}P \right] dl \\
= \int_{t_{1}+t_{A}}^{t_{1}+t_{A}} \left[ \frac{1}{2} \mathcal{R}P + \frac{1}{2} \mathcal{R}\partial_t P - \frac{1}{2} P\partial_t \mathcal{R} \right]_{t=0}^{l=0} dl \\
= \int_{t_{1}+t_{A}}^{t_{1}+t_{A}} \Xi(t_{1})^{-\frac{1}{2}} \left[ \Psi(a, b, 1; z|_{t=0}) \left( \frac{\mu}{4} q_{0}(l) + \frac{1}{2} q_{1}(l) \right) \\
- \frac{ab}{2} \Psi(a + 1, b + 1, 2; z|_{t=0}) q_{0}(l) z_{l}|_{t=0} \right] dl,
\]

(A.7)
where we have used the formula $\Psi'(a, b, c; z) = \frac{\partial}{\partial z} \Psi(a + 1, b + 1, c + 1; z)$ (see page 58 of [10]). From definition (A.3), we arrive at

$$z = - \frac{(t_A - l_A - t + \bar{l})(t_A + l_A - t - \bar{l})}{4(1 + t_A)(1 + t)}$$

and

$$z|_{t=0} = \frac{t_A}{2(1 + t_A)} - z|_{t=0}. \quad (A.8)$$

If $(t, l) \in \Sigma \cap \overline{\mathcal{D}}$, we infer

$$0 \geq z \geq -\frac{1}{2} (M - M_0) \geq -\frac{1}{2} \delta_0, \quad (A.9)$$

which implies that (1.2) holds. This, together with (1.3), (A.7)–(A.9) and the assumption (1.5) of $A \geq 3ab$, yields that the integral in the second line of (A.6) is non-negative. Next we prove that $P(t, l) \geq 0$ for all $(t, l) \in \Sigma$. Define

$$\bar{t} \equiv \inf \{ t : \exists l \in (t + M_0, t + M) \text{ s.t. } P(t, l) < 0 \}.$$  

From assumption (1.3), we get $\bar{t} > 0$. If $\bar{t} < +\infty$, we see that there exists $\bar{t} \in (\bar{t} + M_0, \bar{t} + M)$ such that $P(\bar{t}, \bar{t}) = 0$. Moreover, we have $P(t, l) \geq 0$ for $t < \bar{t}$. Choose $A = (A, \bar{A}) = (\bar{t}, \bar{t})$ in (A.6). From (A.4) and (A.5) and (1.2) we infer $\mathcal{L}^* \mathcal{R} \leq 0$ for $\lambda \geq 1$ and $(t, l) \in \Sigma \cap \mathcal{D}$ ($\mathcal{L}^* \mathcal{R} \equiv 0$ if $\lambda = 1$). It follows from $f(t, l) \geq 0$ in (5.5), (1.2)–(1.4) and (A.6) that

$$P(\bar{t}, \bar{t}) \geq \frac{1}{2} R(C; A) P(0, \bar{t} - \bar{t}) + \int_{\Sigma \cap \overline{\mathcal{D}}} (\mathcal{R} \mathcal{L}^* \mathcal{P} - \mathcal{P} \mathcal{L}^* \mathcal{R}) \, d\xi d\zeta \geq \frac{1}{4} \Xi(\bar{t})^{-\frac{1}{2}} q_0(\bar{t} - \bar{t}) > 0,$$

which is a contradiction with $P(\bar{t}, \bar{t}) = 0$. Consequently, we conclude that $\bar{t} = +\infty$ and $P(t, l) \geq 0$ for all $(t, l) \in \Sigma$. It follows from (1.2)–(1.4), (A.4) and (A.6), $P(t, l) \geq 0$ and $\mathcal{L}^* \mathcal{R} \leq 0$ that

$$P(t_A, l_A) \geq \frac{1}{4} \Xi(t_A)^{-\frac{1}{2}} q_0(l_A - t_A) + \frac{1}{4} \int_0^{t_A} \int_{l_A - t_A + \tau} \left( \frac{\Xi(\tau)}{\Xi(t_A)} \right)^{\frac{1}{2}} f(\tau, y) \, dy \, d\tau,$$

which is (5.8).

References

[1] Alinhac S 1993 Temps de vie des solutions régulières des équations d’Euler compressibles axisymétriques en dimension deux Inventory Math. 111 627–70

[2] Alinhac S 1999 Blowup of small data solutions for a quasilinear wave equation in two space dimensions Ann. Math. 149 97–127

[3] Alinhac S 1999 Blowup of small data solutions for a class of quasilinear wave equations in two space dimensions. II Acta Math. 182 1–23

[4] Christodoulou D 2007 The Formation of Shocks in 3-dimensional Fluids (EMS Monographs in Mathematics) (Zürich: European Mathematical Society)

[5] Christodoulou D and Shuang M 2014 Compressible Flow and Euler’s Equations (Surveys of Modern Mathematics vol 9) (Somerville, MA: International Press)

[6] Christodoulou D and Lisibach A 2015 Shock development in spherical symmetry Ann. PDE 2 3

[7] Courant R and Hilbert D 1962 Methods of Mathematical Physics Vol. II: Partial Differential Equations (New York: Interscience)
[8] Defermos C 1995 A system of hyperbolic conservation laws with frictional damping (Theoretical, Experimental, and Numerical Contributions to the Mechanics of Fluids and Solids) Z. Angew. Math. Phys. 46 5294–5307
[9] Bingbing D, Witt I and Huicheng Y 2016 The small data solutions of general 3-D quasilinear wave equations, II J. Differ. Equ. 261 1429–71
[10] Erdélyi A, Magnus W, Oberhettinger F and Tricomi F G 1953 Higher Transcendental Functions vol 1 (New York: McGraw-Hill)
[11] Hanouzet B and Natalini R 2003 Global existence of smooth solutions for partially dissipative hyperbolic systems with a convex entropy Arch. Ration. Mech. Anal. 169 89–117
[12] Fei H, Witt I and Huicheng Y 2015 On the global existence and blowup of smooth solutions of 3D compressible Euler equations with time-depending damping (arXiv:1510.04613)
[13] Ling H and Tai-Ping L 1992 Convergence to nonlinear diffusion waves for solutions of a system of hyperbolic conservation laws with damping Commun. Math. Phys. 143 599–605
[14] Ling H and Serre D 1996 Global existence of solutions for the system of compressible adiabatic flow through porous media SIAM J. Math. Anal. 27 70–7
[15] Kawashima S and Wen-An Y 2004 Dissipative structure and entropy for hyperbolic systems of balance laws Arch. Ration. Mech. Anal. 174 345–64
[16] Klainerman S 1987 Remarks on the global Sobolev inequalities in the Minkowski space R^{n+1} Commun. Pure Appl. Math. 40 111–7
[17] Majda A J 1984 Compressible Fluid Flow and Systems of Conservation Laws in Several Space Variables (Applied Mathematical Sciences vol 53) (New York: Springer)
[18] Nishihara K 1997 Asymptotic behavior of solutions of quasilinear hyperbolic equations with linear damping J. Differ. Equ. 137 384–95
[19] Ronghua P and Kun Z 2009 The 3D compressible Euler equations with damping in a bounded domain J. Differ. Equ. 246 581–96
[20] Rammaha M A 1989 Formation of singularities in compressible fluids in two-space dimensions Proc. Am. Math. Soc. 107 705–14
[21] Sideris T C 1985 Formation of singularities in three-dimensional compressible fluids Commun. Math. Phys. 101 475–85
[22] Sideris T C 1997 Delayed singularity formation in 2D compressible flow Am. J. Math. 119 371–422
[23] Sideris T C, Thomases B and Dehua W 2003 Long time behavior of solutions to the 3D compressible Euler equations with damping Commun. PDE 28 795–816
[24] Speck J 2014 Shock formation in small-data solutions to 3D quasilinear wave equations (arXiv:1407.6320)
[25] Zhong T and Guochun W 2012 Large time behavior of solutions for compressible Euler equations with damping in R^3 J. Differ. Equ. 252 1546–61
[26] Weike W and Tong Y 2001 The pointwise estimates of solutions for Euler equations with damping in multi-dimensions J. Differ. Equ. 173 410–50
[27] Weike W and Tong Y 2007 Existence and stability of planar diffusion waves for 2D Euler equations with damping J. Differ. Equ. 242 40–71
[28] Huicheng Y 2004 Formation and construction of a shock wave for 3D compressible Euler equations with the spherical initial data Nagoya Math. J. 175 125–64
[29] Wen-An Y 2004 Entropy and global existence for hyperbolic balance laws Arch. Ration. Mech. Anal. 172 247–66