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Abstract

Computationally solving the equations of elasticity is a key component in many materials science and mechanics simulations. Phenomena such as deformation-induced microstructure evolution, microfracture, and microvoid nucleation are examples of applications for which accurate stress and strain fields are required. A characteristic feature of these simulations is that the problem domain is simple (typically a rectilinear representative volume element (RVE)), but the evolution of internal topological features is extremely complex. Traditionally, the finite element method (FEM) is used for elasticity calculations; FEM is nearly ubiquitous due to (1) its ability to handle meshes of complex geometry using isoparametric elements, and (2) the weak formulation which eschews the need for computation of second derivatives. However, variable topology problems (e.g. microstructure evolution) require either remeshing, or adaptive mesh refinement (AMR) - both of which can cause extensive overhead and limited scaling. Block-structured AMR (BSAMR) is a method for adaptive mesh refinement that exhibits good scaling and is well-suited for many problems in materials science. Here, it is shown that the equations of elasticity can be efficiently solved using BSAMR using the finite difference method. The boundary operator method is used to treat different types of boundary conditions, and the “reflux-free” method is introduced to efficiently and easily treat the coarse-fine boundaries that arise in BSAMR. Examples are presented that demonstrate the use of this method in a variety of cases relevant to materials science: Eshelby inclusions, fracture, and microstructure evolution. Reasonable scaling is demonstrated up to $\sim$4000 processors with tens of millions of grid points, and good AMR efficiency is observed.

1. Background and Motivation

Materials are well-known to exhibit drastically different properties on different scales\cite{1}. Polycrystalline materials such as metals typically behave isotropically on the macroscale, but exhibit a non-trivial stress fields at the microscale (even under uniform loading) resulting from their complex grain structure. The sub-grain response, in turn, is determined by the crystalline structure and the existence of defects (such as dislocations) at the atomic scale. Therefore, to obtain material response informed by first-principles calculations, it is necessary to bridge spatial and temporal scales.
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A common way to link scales is by simulating complex behavior that takes place on the mesoscale within representative volume elements (RVEs). RVE simulations incorporate atomistically-informed physics (such as grain boundary and plasticity models [2-4]) to provide continuum-level mechanical data (such as elastic moduli or yield stress). RVE simulation domains can exist on scales ranging from nanometers to centimeters (depending on the application), but are common in that the simulation domain is rectilinear and periodic. The features of interest are neither the geometry of the domain nor the boundary conditions, but rather the material discontinuities within the RVE and the resulting heterogeneous response.

A common example of such RVE simulations is the evolution of microstructure in metals, in which the grain boundaries (GB) move to reduce their energy and the elastic energy of the material. This presents the problem of generating a suitable discretization that adapts to the ever-changing microstructure in the RVE. One way of addressing this problem is through the use of diffuse interface methods such as the multi-phase field (MPF) method for microstructure evolution [5, 6]. In this method, rather than mesh the microstructure explicitly, a uniform grid is used to resolve the transition region between grains. This method is highly advantageous in that it allows for fully arbitrary microstructure evolution and is not hindered by topological transitions such as boundary splitting/merging. However, it can also be computationally expensive due to the excessive number of trivial grid points located within the interior of each grain. To resolve this problem, adaptive mesh refinement (AMR) is used to selectively refine the regions of interest across GBs, while reducing the number of trivial points in the grain interiors. The adaptivity of the method allows the mesh to be freely driven by the evolution of the problem.

Many flavors and varieties of AMR are available [7]. Block-structured AMR (BSAMR) is an AMR method in which the mesh is organized into “levels” such that each level is comprised of grid cells that are all the same size [8]. Each level is treated independently, and then coarse levels are updated with information from fine levels using averaging. BSAMR is highly scalable and is well-suited for massive parallelism, compared to other methods that exhibit a prohibitive amount of communication overhead as the mesh size increases. This method is a prime candidate for use in RVE based problems where domain geometry often rectilinear.

The Finite Element Method (FEM) is ubiquitous in computational science and engineering, particularly for solving elasticity problems. FEM algorithms have evolved for adaptive grids and extreme scalability to study a wide range of complex solid mechanics problems with intricate geometries and boundary conditions. However, for RVE based problems with evolving microstructure and evolving boundaries, the advantages of FEM are less relevant. Here, we propose that the use of the Finite Difference Method (FDM) is advantageous for some of the proposed problems in elasticity, and propose an efficient method of solving the elastic FDM problem using BSAMR. We demonstrate the use of FDM in BSAMR, and develop a new approach for accurately treating the boundary between AMR levels (the “coarse-fine boundary”). While parallel AMR Finite Element Method (FEM) implementations have been implemented [9], scalability is ultimately limited by the choice of AMR that is used. Finite difference (FD), on the other hand, lends itself easily to a BSAMR implementation.

Relatively little work has been done to develop the FDM for elasticity. While there has been some work to solve for stresses and displacements using finite difference with a displacement potential function [10, 11], it has not been applied on a large scale. In this work, we discuss the FDM for finite difference, introduce a BSAMR implementation, and present several numerical results. This paper is organized in the following way. Section 2 reviews the formulation of elasticity and describes the FDM implementation. Section 3 describes the computational framework (“Alamo”), the block-structured
adaptive mesh refinement, and the multigrid solver. Section 4 demonstrates the use of the code applied to several classic elastic problems, as well as massively parallel microstructure simulations. Performance and scaling data are discussed in section 5 and we conclude with conclusions and acknowledgments in section 6.

2. Theory and Computation

In this section we review linear elasticity in the strong form only, and the practical challenges involved in constructing a finite-difference implementation. Next, we discuss block-structured AMR and the geometric multigrid method for solving linear system. Finally, we introduce the “reflux-free” method for treating multi-level solutions at coarse-fine boundaries.

2.1. Finite difference method for elasticity

Let \( \Omega \subset \mathbb{R}^d \) be the \( d \)-dimensional problem domain with boundary \( \partial \Omega \). The subset \( \partial_1 \Omega \subset \partial \Omega \) is the portion of the boundary subjected to displacement boundary conditions (also referred to as Dirichlet or essential BCs.) The subset \( \partial_2 \Omega \subset \partial \Omega \) is the boundary subjected to traction boundary conditions (also referred to as natural BCs.) The subset \( \partial_3 \Omega \subset \partial \Omega \) is the part of the boundary subjected to Neumann boundary conditions. We note that there is an important distinction between traction (\( \partial_2 \Omega \)) and Neumann (\( \partial_3 \Omega \)) conditions and they are not interchangeable.

The following are the governing equations for static linear elasticity in Cartesian coordinates:

\[
\frac{\partial}{\partial x_j} \left[ C_{ijkl}(x) \left( \frac{\partial u_k}{\partial x_l} - \varepsilon^0_{kl} \right) \right] = -b_i(x) \quad \forall x \in \text{int}(\Omega) \quad (1a)
\]
\[
u_i = u^0_i(x) \quad \forall x \in \partial_1 \Omega \quad (1b)
\]
\[
C_{ijkl}(x) \left( \frac{\partial u_k}{\partial x_l} - \varepsilon^0_{kl} \right) n_j(x) = t^0_i(x) \quad \forall x \in \partial_2 \Omega \quad (1c)
\]
\[
\frac{\partial u_i}{\partial x_j} n_j(x) = \delta u^0_i(x) \quad \forall x \in \partial_3 \Omega. \quad (1d)
\]

The tensor \( \varepsilon^0 \) is an eigenstrain, representing e.g. plastic slip or thermal strain, and is 0 in the linear elastic case. \( C \) is the fourth-order, spatially varying elasticity tensor, \( b \) is the body force vector field, and \( u^0, t^0, \delta u^0 \), are the prescribed displacements, tractions, and displacement gradients, respectively.

In the present finite difference formulation, boundary conditions are treated as boundary operators. Equation (1a) is represented by an operator \( D : \text{int}(\Omega) \rightarrow \mathbb{R}^d \) acting on displacements, for which the negative body force is the right hand side. Similarly, \( \partial_1 D, \partial_2 D, \) and \( \partial_3 D \) are operators acting on displacement vectors in the boundary, for which the right hand sides are prescribed displacement, traction, and displacement gradient, respectively.

Figure 1 illustrates the case of a loaded block with the use of partitioned operators as surrogates for boundary conditions. The partitioned operator is then implemented in such a way that the linear solver can be entirely agnostic to boundary conditions, with boundary condition information passed in as components of the right hand side.
2.1.1. Affine elasticity and material discontinuities

Material RVE problems often involve dealing with material discontinuities such as grain boundaries, material interfaces, pores and microcracks. One way to treat discontinuities (such as shock waves in fluids or fluid-structure interaction) is by explicitly tracking the sharp interface; such approaches include front-tracking methods [12-14], level set methods [15, 16], and immersed boundary methods [17-20]. On the other hand, diffuse interface methods require mollification of the discontinuity to ensure smoothness of derivatives, while front tracking algorithms move the mesh such that interfaces lie on mesh boundaries. Diffuse interface methods are a natural choice for most of the applications proposed here, and work naturally with AMR to provide selective refinement at the diffused boundary. Diffuse interfaces are also very convenient for linear elasticity, as strain compatibility and stress jump conditions are satisfied automatically without explicit treatment. Here, to tackle material discontinuities, we employ the diffused interface approach. We simply require that $C_{ijkl}$ and $\varepsilon$ be smooth functions of $x$. When the need arises to model a discontinuity, a transition (or “diffuse”) region will be introduced over which the values will be continuously varied. This requires that the mesh be highly refined near the transition region, which is a simple matter with AMR. Indeed, for many applications, other problem constraints already required high resolution at the boundary, so this does not incur any additional computational cost.

For a problem with spatially varying elastic properties, the operator (1a) is split using the product rule

$$D(u)_i = C_{ijkl,j}(u_k,l - \varepsilon^0_{kl}) + C_{ijkl}(u_k,lj - \varepsilon^0_{kl,j}),$$

(2)

avoiding the need to create a surrogate stress field. Operator overloading is used extensively to efficiently compute the modulus derivative $C_{ijkl,j}$ in a portable way. High symmetry tensors (such as those corresponding to isotropic or cubic materials) store only the reduced number of constants, which not only saves space but also significantly speeds up the computation time for the derivative.

For problems with eigenstrain, the operator is decomposed into homogeneous and inhomogeneous components. The homogeneous operator is readily computed to be

$$D_H(u) = D(u) - D(0)$$

(3)

Thus the solution to $D(u) = -b$ is given simply by the solution to

$$D_H(u) = -(D(0) + b),$$

(4)
that is, the inhomogeneous part of the operator is transferred to the right hand side, and acts as a source term in the solution, provided that the eigenstrain field $\varepsilon^0$ is $C^1$ continuous.

3. Implementation

All results were generated using the implementation in Alamo, a C++ code developed by the authors, which is built on the AMReX library. Zhang et al. [21] is a general reference for this section. For clarity, we define nomenclature in the following table:

| Symbol | Description |
|--------|-------------|
| $d$    | Spatial dimension |
| $i, j, k, l$ | Indices corresponding to coordinates |
| $m, n$ | Indices corresponding to “fine” and “coarse” AMR levels |
| $\Omega_m$ | Domain for refinement level $m$ |
| $\partial \Omega_m^{CF}$ | Coarse-fine boundary (not domain boundary) |
| $r_n$ | Right hand side on level $n$ |
| $D_n$ | Linear operator on level $n$ |
| $S_n^D$ | Relaxation operator on level $n$ |
| $I_{nm}$ | Interpolation function |
| $R_{mn}$ | Restriction function |

3.1. Geometric multigrid solver

Many algorithms for multiphysics PDE-based applications require the iterative solution of large linear systems arising from either discretization of elliptic equations or implicit treatment of parabolic equations. Multigrid algorithms are often the method of choice for solving these systems. AMR simulations with subcycling in time typically require linear solves across the grids at a single AMR level only; algorithms without subcycling typically require solves across all the levels in the hierarchy. For the rest of this paper we focus on the performance of multigrid on multiple levels of an AMR hierarchy, using either V-cycles or F-cycles (see, e.g., [22], for more detail).

The multigrid method can be naturally combined with block-structured AMR by viewing the refined levels as an extension of the coarse/fine multigrid level sequence (Figure 2). In this work, we refer to the initial, unrefined grid as “Level 0,” the first level of refinement as “Level 1,” and so
on. The first multigrid coarsening level is “Level -1” the second is “Level -2,” etc. A full discussion of multigrid implemented with block-structured AMR is discussed in [23].

In the present work, the multigrid solver with FDM is used with F-cycles only. For each smoothing operation, two sequential Jacobi iterations are performed. The solver runs a total of four smoothing operations per level, for a total of eight Jacobi iterations. It should be noted that in order for the operator (stiffness matrix) to be consistently refined/coarsened, there must be operator equivalence at each level. The only elements that satisfy this equivalence are bilinear (2D) and trilinear (3D) rectangular elements; however, these are well-known to exhibit shear-locking and other undesirable effects [24] in FEM. On the other hand, the FDM is easily applied and requires approximately the same number of calculations as FEM.

To manage mesh refinement and coarsening, individual cells or nodes are tagged as needing refinement. The criteria for tagging is different for each test case, but is generally based on the derivative of an indicator field specific to the problem [25]. The list of tagged cells are then used by AMReX to iteratively regrid each level until either the refinement criteria are met or the maximum allowable refinement level is reached.

### 3.2. Reflux-free BSAMR extension

A main contribution of this work is a novel method for restriction between coarse and fine AMR levels. We proceed in this section by formally defining the necessary properties for relaxation, interpolation, and prolongation. Some of the notation is enumerated in Table 3.

**Relaxation.** The relaxation operator $S^D_n : [C(\Omega_n)]^2 \rightarrow C(\Omega_n)$ is defined such that

$$D_n \left[ \lim_{q \to \infty} (S^D_n)^q(\phi_n) \right] = r_n \text{ on } \text{int}(\Omega_n) \quad (5)$$

that is, the relaxation operator converges to the exact solution with $\partial^C F_{\Omega_m}$ acting as part of $\partial_1 \Omega_m$ (Dirichlet boundary).

**Interpolation.** The interpolation operator $I_{nm} : C(\Omega_m \cap \Omega_n) \rightarrow C(\Omega_m)$ projects the solution from the coarse level to the fine level. We require that $I_{nm}$ satisfy the following properties:

1. Translation symmetry: $I_{nm}(\phi \circ t) = I_{nm}(\phi) \circ t$ where $t : \Omega_m \rightarrow \Omega_m$ is an admissible translation operation. This means that the interpolation operator should be the same everywhere in the pre-image of $I_{nm}$. (Admissible = does not translate outside of pre-image of $I_{nm}$.)

2. Injectivity: in the special case of BSAMR refinement, level $m$ has higher resolution than level $n$.

**Restriction.** The restriction operator $R_{mn} : C(\text{int } \Omega_m) \rightarrow C(\text{int } \Omega_m \cap \Omega_n)$ projects the solution from the fine level to the coarse level. $R_{mn}$ must satisfy the following properties

1. Translation symmetry: complementary to interpolation operator.

2. Surjectivity: in the special case of BSAMR refinement, level $n$ has lower resolution than level $m$.

3. Nonlocality: $(R_{mn} \circ \phi^n)^{-1}(x_n) = B_{\varepsilon}(x_m)$ where $B_{\varepsilon}$ is an $\varepsilon$-neighborhood of $x_m$. That is, the value of the restricted function at the coarse point $x_n$ requires information at and around fine-level point $x_m$. 
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Figure 4: The fine level ($\Omega_m$) must be grown by $\varepsilon$ in order for the restriction operation to maintain translation symmetry.

We see that together, properties of translation symmetry and nonlocality require additional restrictions be placed on the domain of $R_{mn}$. Consider a point $x_m \in \partial^{CF}\Omega_m$: nonlocality requires dependence on $B_{\varepsilon}(x)$; therefore, this becomes boundary-dependent. To preserve translation symmetry, we make the domain of the restriction operator $\text{dom}(R_{mn}) = C(\text{int}_{\varepsilon}\Omega_m)$, where the “$\varepsilon$-interior” is

$$\text{int}_{\varepsilon}\Omega_m = \{x_m \in \Omega_m : B_{\varepsilon}(x_m) \subset \Omega_m\}. \quad (6)$$

We are now left with the problem of restricting points on the coarse/fine boundary $\partial^{CF}(\Omega_m)$. Improper treatment of coarse/fine boundary can result in mismatched operator, leading to artificial forces and poor convergence. One possibility is to augment the restriction operation with a special operator with mixed stencil that uses information about $D$ to both smooth and restrict $\phi_m$. This was proposed by Almgren et al [23] as a “reflux” operation, and has been demonstrated to work successfully in many applications [26–30]. However, when the linear operator $D$ is complicated, the practical implementation of such a reflux operation may become prohibitively difficult to implement. Furthermore, it lacks generality as it requires operator-specific information for restriction.

We propose an alternative modification. Let us define the $\varepsilon-$neighborhood of $\Omega_m$ (Figure 4)

$$\Omega_m^{+\varepsilon} = \{x : \exists x_m \in \Omega_m \text{ such that } x \in B_{\varepsilon}(x_m)\}. \quad (7)$$

Then the pre-image of $R_{mn} \circ \phi_n$ is exactly $\text{int}(\Omega_m^{+\varepsilon})$. Numerically, the interpolation operator is implemented as a basic bilinear (2D) or trilinear (3D) interpolation from the coarse level to the fine level. A standard restriction matrix (with powers of 2) is used for the restriction operator. If the restriction operator acts on each of the $N$-nearest neighbors, then the fine AMR level is grown to include exactly $N + 1$ “ghost nodes” (corresponding to the discretized $\partial^{+\varepsilon}\Omega$). (In general, $N = 1$ for all cases considered here.) A detailed description of the resulting effective stencil is worked out in Appendix A.

In a numerical multigrid scheme, the reflux-free method works in the interpolation-smooth-restriction cycle in the following way: For each cycle, the interpolation operator updates all non-boundary fine level nodes with updated values from the coarse level. The fine level is then relaxed, with the outer layer of ghost nodes acting as a Dirichlet boundary with values set by the coarse level. However, all other nodes have been properly updated, including those nodes on the coarse/fine
Therefore, when the solution is restricted from the fine level to the coarse, the pre-image of the restriction operator on the coarse grid is the entirely updated solution. This implementation also preserves the necessary properties of translational symmetry and nonlocality of restriction operator. Finally, this eliminates the need for special treatment, such as a mixed stencil or operator dependent reflux operation, on the coarse/fine boundary. Since \( \partial_C^{CF} \) is, by definition, on the interior of the domain, the \( \epsilon \)-neighborhood is then filled using the interpolation operator.

4. Examples

In this section we present a collection of numerical examples that show the versatility of the method, provide verification against known solutions, and demonstrate scalability and performance. Each section provides brief background on the methods involved in the calculation, but in each case, the literature should be consulted for a full discussion.

4.1. Eshelby inclusion

The Eshelby inclusion for an ellipsoid is a standard problem in linear elasticity that was originally introduced (and solved) by Eshelby [31]. The problem is generally described as follows: consider an ellipsoidal region in a homogeneous, infinite, stress-free solid. Let the ellipsoid be removed from the solid and replaced by an ellipsoid that has been permanently deformed by a strain \( \varepsilon_{\text{eshelby}} \), called an eigenstrain. Once the body is allowed to relax, the mismatch induces a residual strain in both the inclusion and the matrix.

Eshelby introduced an analytical solution for this problem and derived the “Eshelby tensor” for the ellipsoidal inclusion [32]. However it was not until recently that the displacement field (and subsequent strain and stress fields) for an arbitrary ellipsoidal inclusion was derived [33]. This ellipsoid inclusion problem is a useful test case for the present elasticity model, as it enables verification of the use of diffuse material discontinuities as well as far-field stresses.

The problem is constructed in a 8x8x8 (arbitrary length units) domain with fixed-displacement boundary conditions. The large domain approximates the “infinite body” used in the classic Eshelby problem. The base-level grid is is 32^3, and there are 5 levels of refinement for 6 total AMR levels (Figure 5). The width of the diffuse boundary is 0.1 to ensure adequate grid coverage. The radii for the ellipse in the \( x_1, x_2, x_3 \) directions are \( a_1 = 1.0, a_2 = 0.75, a_3 = 0.5 \), the elastic moduli are \( E = 210, \nu = 0.3 \), and the eigenstrain is \( \varepsilon_{\text{eshelby}} = \text{diag}(1E - 3, 1E - 3, 1E - 3) \) and zero elsewhere. (All values taken from [33].)

The sharp-boundary ellipsoid is determined by the indicator function

\[
\eta(x) = \begin{cases} 
1 & x^T A x > 1 \\
0 & \text{else}
\end{cases}
\]

(with \( A_{ij} = (\varepsilon_{ij}^{\text{eshelby}})^{-2} \)). The diffuse indicator function \( \eta_\epsilon \) is constructed in the following way:

\[
\eta_\epsilon(x) = \frac{1}{2} \left( 1 - \text{erf} \left( \frac{x^T A x}{2 \epsilon |A x|} \right) \right).
\]

Since \( 2A x \) is the slope of \( \eta \), dividing the argument of the error function by the magnitude of its slope ensures a generally uniform diffuse region. The eigenstrain field is then given by
Figure 5: (Eshelby inclusion) Slice of 3D grid with 6 total AMR levels. Blue (exterior) indicates $\varepsilon^0 = 0$; red (interior) indicates $\varepsilon = \varepsilon^\text{eshelby}$.

Figure 6: (Eshelby inclusion) Slice plot of $\sigma_{33}$ (green ellipse indicates the boundary of the inclusion $\varepsilon(x) = \eta(x) \varepsilon^\text{eshelby}$).

\begin{equation}
\varepsilon(x) = \eta(x) \varepsilon^\text{eshelby}.
\end{equation}

To solve the problem, an AMR mesh is used with a total of 1,010,240 grid points, and the finest level consists of 667,712 nodes concentrated over 0.062% of the domain volume. The criteria

\begin{equation}
|\nabla \eta(x)| |\Delta x| > 0.01
\end{equation}

was used to tag cells for regridding ($\Delta x$ is the vector of grid spacings). As the focus of this test was validation, the parameters of the numerical solution are not optimized for performance; for instance, it does not take advantage of symmetry. However, the MLMG solver completed in approximately 2 minutes on a laptop running with 6 MPI processes. The convergence factor was 0.1 for the first few iterations before reaching a constant factor of 0.5 after 2-3 iterations.

Stresses and displacements are determined for the entire region (Figure 6). It is determined that all displacements, strains, and stresses drop off to zero at a substantial distance from the domain boundary.
To validate the solution, displacements, strains, and stresses are compared to exact values in Jin et al. [33]. The values are determined along the line between the points \([0.25, 0.25, -4]\) and \([0.25, 0.25, 4]\). Comparison is included here for displacements (Figure 7a) and normal stresses (Figure 7b).

For the displacements, a relative error of 1.6%, 2.8%, and 1.6% is observed for \(u_1\), \(u_2\), and \(u_3\), respectively. An examination of the data indicated that nearly all of the error was concentrated at the diffuse boundary; however, it was observed that this error decreased with respect to the diffuse boundary width. The stress is shown to be discontinuous, but the diffuse boundary smooths out the discontinuity and allows the stress to vary smoothly between the interior and exterior of the inclusion. There is no substantial error in the solution away from the diffuse boundary.

4.2. Fracture

Catastrophic and incremental failure in solid materials is often mediated by the nucleation and propagation of fractures. Crack propagation in brittle and ductile materials has been a topic of study for decades. With recent advancements in additive manufacturing methods, modeling fatigue-induced crack propagation in additively manufactured metals is particularly important [34].

One of the many prominent techniques of modeling fracture is cohesive zone modeling. This technique involves defining a traction-separation relationship across fracture surfaces [35]. Some cohesive zone models introduce potential functions to define the nonlinear traction-separation relationship. Cohesive zone models have been successfully used to capture effects of crack tip radius and plasticity effects near the crack tip [36]. However, implementation of the cohesive zone model requires interface elements to be placed along the path of fracture. This requires anticipating the crack path, and could potentially lead to mesh dependency [37].

Phase field fracture (PFF) methods are another class of techniques that replace a sharp crack with a diffused crack field \(\eta(\mathbf{x}, t)\) with an associated length scale \(\eta_c\) [38, 40]. The crack field is set to 1 inside the crack, and zero outside. PFF methods introduce an energy contribution corresponding to the crack field which governs crack field evolution. Additionally, a regularization term is introduced that circumvents the mesh dependency of the solution. The PFF solution has been mathematically shown to converge to the analytical linear elastic fracture mechanics (LEFM) solution in the limit \(\eta_c \to 0\) [39].
Central to all of these methods is the computation of a stress field around a crack tip, which always produces highly localized strain fields. In each of these cases, the mesh must be highly refined near the crack tip but can be coarse in the far field. In some cases this is accomplished by completely re-meshing at various intervals or by pre-meshing in anticipation of the crack’s path \cite{41,42,43}. Here, we apply the finite difference BSAMR linear solver to the problem of linear elastic fracture mechanics for use with PFF.

The energy functional $F$ is written as

$$F = \int_{\Omega} g(\eta) W(\nabla u) \, d\Omega + \int_{\Omega} \mathcal{G}_c \left[ \frac{w(\eta)}{\eta_e} + \eta_e |\nabla \eta|^2 \right] \, d\Omega$$

(12)

where $\mathcal{G}_c$ is the crack fracture energy, $u$ is the displacement, $W(\nabla u) = C_{ijkl} u_{ij} u_{k,l}$ is the elastic strain energy and $\eta_e$ is the length scale associated with diffused crack width. Additionally, the functions $g(\eta)$ and $w(\eta)$ are differentiable functions chosen such that $g(\eta = 1) = 1$ and $w(\eta = 1) = 0$. In this case, $g(\eta) = \eta^2$ and $w(\eta) = 1 - g(\eta)$. The last term in equation (12) is for crack regularization that eliminates mesh dependency of the solution.

The equilibrium equations for $u$ and $\eta$ are obtained using the variational derivative of $F$ with $u$ and $\eta$ respectively. It can be shown that the stress equilibrium equation is

$$\text{div} \left( g(\eta) \frac{\partial W}{\partial (\nabla u)} \right) = 0$$

(13)

A two dimensional rectangular domain $(−4, −4) \times (4, 4)$ is chosen with a notch of length $a$, thickness $t$ and semi-circular ends of radius $t/2$, centered at $(0, 0)$. The boundary is mollified with length scale $\varepsilon$ using the error function approach described in equation (9). To solve the problem, a base mesh of $512 \times 512$ points was chosen with 5 levels of refinement. The criterion

$$|\nabla c(\mathbf{x})| \Delta \mathbf{x} > 0.001$$

(14)
Figure 9: (Fracture) Variation of crack stress $\sigma_{22}$ with $r$ at $\theta = 0$, for fixed crack length to thickness ratio and different mollification length scales. The analytical solution is compared to the data.

was used to tag cells for refinement. The elastic modulus was capped to 1% inside the crack to maintain numerical stability. Computations were performed with MPI using 16 cores. The stress distribution near the crack tip is shown in Figure 8.

To validate the BSAMR approach, stress $\sigma_{22}$ is plotted along $y = 0$ line for $a/t = 64$ and different mollification length scales. The results are compared to analytical LEFM solutions provided in [44, 45] in Figure 9. It can be observed that as mollification length scale reduces, the predicted crack stresses approach the analytical solution (Figure 9). Figure 9b shows the decrease in relative error as $\varepsilon$ decreases.

4.3. Phase field microstructure

A primary motivational application of interest for the present work is RVE mesoscale simulations of microstructural response. The multiphase field (MPF) method is used to evolve boundaries. Though the MPF method itself is a focus of this work, we present a brief overview here. Let a polycrystal with $N$ grains be represented by $N$ order functions called order parameters $\{\eta_1, \ldots, \eta_N\} \subset C(\Omega, [0, 1])$. The order parameters act as indicator functions for the regions occupied for each grain; grain $n$ occupies the region in which $\eta_n = 1$. The boundaries are diffuse, such that there is a smooth transition region between grain with a characteristic length $\ell$ (Figure 10). The order parameters are evolved using the differential equations

$$\frac{\partial \eta^n}{\partial t} = -\ell \frac{\delta F}{\delta \eta^n}$$

where $F(\eta_1 \ldots \eta_N, \nabla \eta_1 \ldots \eta_N)$ is a free energy functional. For more details on the method see [46, 49].

An example of an implementation using the base form of $F$ is discussed in [49], although we do not consider the higher-order regularization here. To account for mechanically-driven grain boundary motion, the functional $F$ also contains an elastic energy term:
\[ \frac{1}{2} \varepsilon : \mathbb{C}(\eta_1, \ldots, \eta_N) : \varepsilon, \]

where \( \varepsilon \) are the solutions to the linear elasticity problem and the elastic modulus tensor \( \mathbb{C} \) is given by a simple mixture rule

\[ \mathbb{C}(\eta_1, \ldots, \eta_N) = \frac{1}{\sum_{i=1}^{N} \eta_i} \sum_{i=1}^{N} \mathbb{C}_i \eta_i. \]  

(17)

Other mixture rules can be used (c.f. [47]), but a linear rule is sufficient for purposes of model demonstration.

The unrotated fourth order elastic modulus tensor is expressed in Voigt notation as

\[ \mathbb{C} = \begin{bmatrix} C_{11} & C_{12} & C_{12} & 0 & 0 & 0 \\ C_{12} & C_{11} & C_{12} & 0 & 0 & 0 \\ C_{12} & C_{12} & C_{11} & 0 & 0 & 0 \\ 0 & 0 & 0 & C_{44} & 0 & 0 \\ 0 & 0 & 0 & 0 & C_{44} & 0 \\ 0 & 0 & 0 & 0 & 0 & C_{44} \end{bmatrix}, \]

(18)

which solves \( \sigma = \mathbb{C} \varepsilon \) when

\[ \sigma = [\sigma_{11} \sigma_{22} \sigma_{33} \sigma_{23} \sigma_{31} \sigma_{12}], \quad \text{and} \]

\[ \varepsilon = [\varepsilon_{11} \varepsilon_{22} \varepsilon_{33} 2\varepsilon_{23} 2\varepsilon_{31} 2\varepsilon_{12}]. \]

(19)  

(20)
Each crystal is given a random orientation $\mathbf{R} \in SO(3)$, and the rotated elastic modulus tensor $\hat{\mathbf{C}}$ is

$$\hat{\mathbf{C}}_{pqst} = R_{pi} R_{qj} C_{ijkl} R^T_{ks} R^T_{lt}.$$  \hspace{1cm} (21)

To retain all crystallographic information, it is necessary to retain, at minimum, 6 constants: the moduli $C_{11}, C_{12}, C_{44}$, and the 3 degrees of freedom associated with the rotation. However, storing only these constants would require an extensive number of trigonometric calculations every time the stress is calculated, which would be computationally intensive. Instead, all 21 components (the symmetric part of $\mathbf{C}$) are stored at each point.

To set up the simulation, a cubic RVE is used and initialized using a Voronoi tessellation. For all simulations, a total of 10 order parameters are used; however, the order parameters are re-used, and the Voronoi tessellation initializes up to 400 grains. Each order parameter is initialized with a randomly selected orientation. The evolution equation (15) is integrated for 10 timesteps, which allows the grain boundaries to sufficiently diffuse. This is necessary in order to avoid mesh-size dependent effects resulting from aliasing at the grain boundaries.

For the phase field evolution, the following parameters are used. Grain boundary mobility is $M = 1.0$, and the constants for the chemical potential are $\mu = 10.0, \gamma = 1.0$. The diffuse grain boundary width is $\ell_{GB} = 0.025$ to ensure sufficient resolution. The grain boundary energy is $\sigma_0 = 0.075$. The three cubic elastic constants are $C_{11} = 1.68, C_{12} = 1.21, C_{44} = 0.75$. The spatial dimension for the simulation domain are $\Omega = [0, 10]^3 / [0, 5]^3$. A base grid (refinement level 0) is
was used to tag cells for refinement. For the large simulations, 400 grains were used, for the small, 10 grains. For the large simulations, 3 AMR levels were used, for the small, 4 AMR levels were used. For the multigrid solver, 6 levels were used for the large grid and 5 for the small.

Once the boundaries have evolved and diffused, a mechanical loading boundary condition is applied. The top is subjected to a shear displacement of 0.1, and the displacement field is relaxed using the AMR multi-level multi-grid solver.

The solution is a complex stress field resulting from the crystallographic anisotropy and heterogeneity resulting from the polycrystalline structure. The six stress components (normal stresses $\sigma_{xx}, \sigma_{yy}, \sigma_{zz}$, shear stresses $\sigma_{yz}, \sigma_{zx}, \sigma_{xy}$) are plotted in Figure 11. A full analysis of the accuracy of these results is outside the scope of this work, due to the inherent difficulty in matching 3D stress fields for Voronoi tessellations to 2D microstructure. Therefore, the results here are presented as a proof of the applicability of this method to polycrystalline material science applications, rather than an example of validation. (For comparable polycrystalline elasticity simulations using other methods, the reader is referred to [50–52].) The von-Mises stress is defined as

$$\sigma_{VM} = \sqrt{\frac{3}{2} S_{ij} S_{ij}}$$

where $S_{ij}$ is the stress deviator tensor. $\sigma_{VM}$ is plotted in Figure 12 and indicates (unsurprisingly) that the maximum von Mises stress occurs at the grain boundaries.

The solver generally converges in no more than 36 iterations, and this number remained constant regardless of problem size or scaling. Similar tests have been run for isotropic materials (in which
the isotropic constants, rather than the crystallographic orientation, varies between grains) and the solver consistently converges in about half the number of iterations. This difference is most likely due to the inefficacy of the Jacobi preconditioner on cubic materials compared to isotropic; more optimal preconditioners can be used for further performance enhancement. The microstructure calculations were used as a benchmark for performance, which is discussed in detail in the following section.

5. Performance

The Alamo implementation of the finite difference reflux-free AMR method was tested for BSAMR efficiency and massive parallelism. In all of the tests presented here, only the time spent in the linear solver is reported. The time spent initializing the Voronoi microstructure, and the time required to evolve the phase field order parameters, are not included in the performance analysis.

5.1. AMR performance

2D tests are run on the phase field microstructure and Eshelby inclusion problems to determine the effect of AMR on the solver efficiency. All tests are run on a laptop using no more than 6 MPI processes.

For each case, a simulation is performed at maximum resolution for the entire domain, with no AMR. As additional AMR levels are added, the maximum resolution remains the same, so that the final results are identical in accuracy. Figure 13 illustrates this process for phase field microstructure, applying up to 5 levels of AMR. It can be seen that there is initially a dramatic decrease in the number of nodes for the first 2-3 AMR applications; however, there is no difference between the 5-level case and the 4-level case as it is not possible to re-grid without violating the AMR conditions. We refer to the point at which additional AMR levels are not beneficial as “AMR saturation.”

For the phase field microstructure case, AMR saturation is reached at 2-3 refinement levels. For the Eshelby inclusion case, it is reached at 4-5. This is nothing other than a function of the geometry of the problem, the optimization of which is outside the scope of this paper.

Solver data is collected for each of these simulations at each level of refinement (Figure 14). For the Eshelby case, the processing time scaled nearly perfectly with the number of nodes, for a
maximum speedup of approximately 6,600%. This can be attributed to the extreme well-suitedness of the Eshelby problem to AMR: the region of interest is extremely small compared to the domain size, and is confined to a nearly spherical region.

![Figure 14: Performance data for Eshelby (blue) and Microstructure (gold) cases. Solid lines represent the no-AMR solver time divided by the AMR solver time; dashed lines represent the number of nodes on the fully-refined grid divided by the number of nodes on the AMR grid. Unfilled markers indicate the percentage of the computational domain on the coarse/fine boundary.](image)

The phase field microstructure results similarly indicate that the solver performance scales similarly with the node count, although the scaling is not nearly as close as that for the Eshelby case, only achieving a speedup of about 230%. This is to be expected, as the refined region for the microstructure case is non-localized, resulting in a large amount of coarse/fine interface.

5.2. Parallel scaling

Large and small-scale strong scaling tests were performed using the STAMPEDE2 supercomputer at the Texas Advanced Computing Center. STAMPEDE2 has 1,736 compute nodes with Intel Xeon Platinum 8160 (“Skylake”) nodes; each has two sockets with 24 cores per socket.

For small-scale, single-node scaling tests, the small microstructure parameters were used. Speedup results are shown in Figure 15. For 1-16 processors, nearly perfect speedup is observed. This is unsurprising as the number of MPI processes is less than the number of cores per socket, and so the entire computation is on a single socket. Once the number of processors exceeds 24, there is a dip in performance below ideal speedup due to the overhead resulting from inter-node communication. Nevertheless, speedup continues to increase at nearly the same rate. The minimum computation time for the solver with 48 MPI tasks was approximately 8.3 minutes with 7,640,576 total grid points distributed among 4 AMR levels. On the finest AMR level, 5,388,480 nodes were concentrated on 33% of the simulation domain. (Note: time for initialization, phase field evolution, and plot file I/O is not included here.)

Small-scale single-node scaling tests are repeated on a small workstation using AMD EPYC CPUs (Figure 15). The simulation involves 10 grains, with four AMR levels subject to an elastic loading. The workstation used has 2x AMD EPYC 7282 processors (16 core/32 thread), with 64 GB RAM. It is observed that the performance drops when simulation is run for all 64 threads. This performance decrease is attributed to machine overhead effects that come into picture when 100% of the machine is being used.
For large-scale, multi-node scaling tests, the large microstructure parameters are used. The only difference was the use of 4 AMR levels instead of 3. Relative speedup results (i.e. speedup based on the smallest number of MPI tasks) are plotted in Figure 16. Amdahl’s speedup curve is included as well, with an experimentally measured value of \( p = 0.951 \).

6. Conclusions and Acknowledgments

In this work we have developed and tested a finite difference elastic solver on block-structured AMR grids with geometric multigrid. While FEA is a mainstay of computational solid mechanics, BSAMR is an application in which the traditional advantages of FEM are no longer applicable. For computational problems that use BSAMR, the proposed method has shown to be a feasible alternative. Verification was provided by comparison to the standard Eshelby inclusion case, as well as the fracture mechanics case. It was shown that the method is capable of resolving a stress field around an approximated void with a diffuse boundary. Finally, the method was applied to large microstructure evolution problems, and shown to produce qualitatively reasonable results.
More importantly, the method was shown to exhibit good scaling, making it a feasible method for computational micromechanics.

There are some limitations to the proposed method. First, it is limited to meshes composed only of regular grids. Problems with complex domain geometry would require special treatment (for instance, using embedded boundaries), and are less amenable to the proposed approach. (Such problems would be more well-suited to FEM.) Second, it requires all material discontinuities to be diffused in order to avoid a singularity resulting from the second derivative. Therefore, the primary domain of application of this method is those cases in which these requirements are already satisfied.
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Appendix A. Coarse/fine stencil

It is instructive to find the equivalent numerical stencil corresponding to the reflux-free restriction operator. We begin with a one-dimensional example. Let $\phi_{f,4}$ be the fine node on the C/F boundary and $\phi_{c,2}$ be the coarse node on the C/F boundary as shown in Figure Appendix A.1. Let $\Delta x_c$ and $\Delta x_f$ be the spacings on the coarse and fine levels, respectively. The dashed lines indicate that the nodes are ghost nodes, and the “overlap” region is the coarse region over which the ghost nodes are located. As a simple yet representative example, let the field be single-component and let the differential operator be a simple Laplacian:

$$D[\phi] = \frac{d^2 \phi}{dx^2}. \quad (A.1)$$

Then, the operator acting on $\phi_{f,4}$ (i.e. the fine solution) is

$$D[\phi_{f,4}] = \frac{\phi_{f,5} - 2\phi_{f,4} + \phi_{f,3}}{\Delta x_f^2} \quad (A.2)$$

Since $\phi_{f,3}$ is restricted from the coarse level, then

$$\phi_{f,3} = \frac{1}{2}(\phi_{c,1} + \phi_{c,2}) = \frac{1}{2}(\phi_{c,1} + \phi_{f,4}). \quad (A.3)$$

Substituting (A.3) into (A.2) yields

$$D[\phi_{f,4}] = \frac{\phi_{f,5} - 2\phi_{f,4} + \frac{1}{2}(\phi_{c,1} + \phi_{f,4})}{\Delta x_f^2} \quad (A.4)$$

$$= \phi_{f,5} - \frac{3}{2}\phi_{f,4} + \frac{1}{2}\phi_{c,1}, \quad (A.5)$$

which may be alternatively written

$$D[\phi_{f,4}] = \frac{\phi_{f,5} - \phi_{f,4}}{\Delta x_f^2} - 2\frac{\phi_{c,2} - \phi_{c,1}}{\Delta x_c^2}, \quad (A.6)$$

corresponding to the Taylor series expansion of the operator at those points.
Now, let us revise to consider the effective stencil defined for a corner node in 2D. Let the operator be the Laplacian in 2D

\[
D[\phi] = \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2}
\] (A.7)

and let the stencil be defined as illustrated in Figure Appendix A.2. The operator acting at fine

![Figure Appendix A.2: Grid at a coarse/fine boundary for the fine grid (top) and coarse grid (bottom) The light gray region is coarse-only. The dark gray region is fine-only. The medium gray region is the overlap region over which the ghost nodes are defined.](image-url)
node $\phi_{f,4,4}$ is

$$D[\phi_{f,4,4}] = \frac{\phi_{f,5,4} - 2\phi_{f,4,4} + \phi_{f,3,4}}{\Delta x_f^2} + \frac{\phi_{f,4,5} - 2\phi_{f,4,4} + \phi_{f,4,3}}{\Delta y_f^2}$$

(A.8)

Again realizing that $\phi_{f,4,3}$ and $\phi_{f,3,4}$ are restricted from the coarse grid, we have

$$\phi_{f,3,4} = \frac{1}{2} (\phi_{c,1,2} + \phi_{c,2,2})$$

(A.9)

$$\phi_{f,4,3} = \frac{1}{2} (\phi_{c,2,1} + \phi_{c,2,2}).$$

(A.10)

Substituting (A.9) into (A.8) we have

$$D[\phi_{f,4,4}] = \frac{\phi_{f,5,4} - 2\phi_{f,4,4} + \frac{1}{2}(\phi_{c,1,2} + \phi_{c,2,2})}{\Delta x_f^2} + \frac{\phi_{f,4,5} - 2\phi_{f,4,4} + \frac{1}{2}(\phi_{c,2,1} + \phi_{c,2,2})}{\Delta y_f^2},$$

(A.11)

which can be written alternatively as either

$$D[\phi_{f,4,4}] = \frac{\phi_{f,5,4} - \frac{3}{2}\phi_{f,4,4} + \frac{1}{2}\phi_{c,1,2}}{\Delta x_f^2} + \frac{\phi_{f,4,5} - \frac{3}{2}\phi_{f,4,4} + \frac{1}{2}\phi_{c,2,1}}{\Delta y_f^2}$$

(A.12)

or

$$D[\phi_{f,4,4}] = \frac{\phi_{f,5,4} - \phi_{f,4,4}}{\Delta x_f^2} - 2\frac{\phi_{c,2,2} - \phi_{c,1,2}}{\Delta x_c^2} + \frac{\phi_{f,4,5} - \phi_{f,4,4}}{\Delta y_f^2} - 2\frac{\phi_{c,2,2} - \phi_{c,2,1}}{\Delta y_c^2}.$$

(A.13)

A similar procedure follows for other nodes along the coarse/fine boundary.