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ABSTRACT In this paper, we analyze the average age of information (AoI) and the average peak AoI (PAoI) of a multiuser mobile edge computing (MEC) system where a base station (BS) generates and transmits computation-intensive packets to user equipments (UEs). In this MEC system, we focus on three computing schemes: (i) The local computing scheme where all computational tasks are computed by the local server at the UE, (ii) The edge computing scheme where all computational tasks are computed by the edge server at the BS, and (iii) The partial computing scheme where computational tasks are partially allocated at the edge server and the rest are computed by the local server. Considering exponentially distributed transmission time and computation time and adopting the first come first serve (FCFS) queuing policy, we derive closed-form expressions for the average AoI and average PAoI. To address the complexity of the average AoI expression, we derive simple upper and lower bounds on the average AoI, which allow us to explicitly examine the dependence of the optimal offloading decision on the MEC system parameters. Aided by simulation results, we verify our analysis and illustrate the impact of system parameters on the AoI performance.

INDEX TERMS Age of information, low-latency communications, mobile edge computing, offloading ratio.

I. INTRODUCTION

In recent years, timely status updates have become significantly critical in many emerging real-time applications, such as intelligent transport systems and factory automation [1], [2]. In order to fully characterize the freshness of delivered status information, the concept of age of information (AoI) was introduced as a new performance metric [3]. Specifically, AoI is defined as the elapsed time since the last successfully received status was generated by the transmitter, which is a time metric that captures both the latency and the freshness of a transmitted status. Since being introduced in [3], the concept of AoI has attracted a wide range of interests. First, the AoI performance has been analyzed in point-to-point systems [4], [5], [6], [7]. In particular, [4] studied the average AoI under the first-come-first-served (FCFS) queuing policy, where three different queue models were considered, i.e., $M/M/1$, $M/D/1$, and $D/M/1$. The last-come-first-served (LCFS) queuing policy was proposed in [5], which was shown to achieve a lower average AoI than the FCFS queuing policy. The authors of [6] and [7] characterized the impacts of different buffer sizes and status blocklength on the average AoI and the average peak AoI (PAoI), respectively. Based on these studies, the AoI performance was evaluated in multi-user systems [8], [9], [10], [11], [12]. In [8], the average AoI was analyzed in a multi-user system under the FCFS queuing policy. By considering sporadic packet generation rates of users, [9] proposed a random access based transmission scheme to improve the average AoI performance. The authors of [10] derived the moment generating function (MGF) of the AoI of a multi-source system by using the stochastic hybrid systems (SHS) technique. In addition, with the help of SHS technique, [11]
We derive the closed-form expressions for the average AoI under three policies in an Internet of things (IoT) system and discussed the AoI performance with considering a sufficient large number of users. Furthermore, [12] designed a Whittle index based scheduling policy to optimize the AoI performance over unreliable channels.

The aforementioned papers mainly focused on the impact of data transmission on the AoI performance. In fact, data processing, which usually consumes a significant amount of time, also affects the AoI performance. Particularly, when data processing is computationally intensive, the local server with a limited computing capacity results in time-consuming data processing, which seriously degrades the AoI performance. To tackle this problem, mobile edge computing (MEC) was introduced by the European Telecommunications Standard Institute (ETSI) [13]. In MEC systems, the server deployed at the network edge, called the edge server, is exploited to partially offload data processing tasks from the local server [14], [15]. Owing to the powerful computing capacity of the edge server, the MEC system can significantly reduce the computation time. In MEC systems, the main challenge is to determine whether or not to offload and how much should be offloaded [16], which is affected by a number of parameters, such as the computing capacity of the edge server, the number of users, as well as the status transmission rate [17]. In the literature, [18], [19], [20], [21], [22], [23], [24], [25] investigated the computation offloading to minimize the execution delay in different MEC systems.

The AoI has been widely evaluated as an effective performance metric of MEC systems, starting from point-to-point systems. The authors of [26] investigated the impact of different offloading schemes on the AoI performance of the MEC system. Also, [26] found that partially offloading tasks to the edge server achieves the better AoI performance than other schemes by carefully partitioning tasks. By considering different packet management policies, [27] studied the AoI performance of an MEC system. Moreover, based on the concept of the AoI, [28] proposed a novel metric, age of processing (AoP), to quantify the freshness of information of the MEC system and designed an offloading policy to improve the AoP performance of the MEC system. The authors of [29] designed a cutoff policy for an MEC system, where a fresh packet replaces the previous packet once the computation time of the previous packet is larger than a threshold. Furthermore, [30] investigated the AoI performance of an MEC system with different coding schemes and found that the multiple computations coding scheme minimizes the average AoI.

Building upon these efforts on the MEC system with a single user, increasing research efforts have been devoted to investigating the AoI performance of multi-user MEC systems. For example, [31] derived the closed-form expressions for the average PAoI and designed a min-max optimization problem to minimize the maximum average PAoI of an MEC system. The authors of [32] jointly designed a scheduling and status sampling policy to minimize the average AoI of the MEC system. In addition, [33] designed the edge resource allocation to minimize the average AoI of a multi-user MEC system. Although the aforementioned studies [26], [27], [28], [29], [30], [31], [32], [33] have designed the scheduling policy to minimize the average AoI and analyzed the AoI performance of different MEC systems, they have not touched a key problem: “How many computational tasks need to be offloaded in a multi-user MEC system such that its AoI performance is optimized?” To solve this problem, the impact of system parameters on the AoI performance needs to be investigated. We highlight that it is not trivial to design offloading in the multi-user MEC system, since in this system the transmission and computation of each user’s status is affected by other users’ status. Thus, the design in the single-user MEC system cannot be applied into the multi-user MEC system.

In this paper, we analyze the average AoI and the average PAoI of a multi-user downlink MEC system. In this system, the base station (BS) transmits computation-intensive packets to multiple user equipments (UEs). Each packet can be computed by the local server at each UE, referred to as the local computing scheme, or by the edge server at the BS, referred to as the edge computing scheme, or by both of them, referred to as the partial computing scheme. In these three computing schemes, computation and transmission of packets follow the FCFS queuing policy and computation time and transmission time of each packet follow exponential distributions. The main contribution of this paper are summarized as follows:

- We derive the closed-form expressions for the average AoI and the average PAoI of three computing schemes. Using simulations, we demonstrate the accuracy of our analysis results. We also find that the edge computing scheme achieves the lowest average AoI compared with the local computing scheme and the partial computing scheme when the packet generation rate and the number of UEs are small. We further find that by carefully partitioning the computational tasks, the partial computing scheme has a better system stability than the other two computing schemes.

- We derive the upper bound and the lower bound on the average AoI. With a sporadic packet generation pattern, we find that the average AoI is close to the average PAoI. We further obtain the optimal offload ratio to minimize the average PAoI. Simulations show that the gap between the optimal average AoI and the average AoI with the offloading ratio to minimize the average PAoI is negligible regardless the packet generation rate. This optimal offloading ratio intuitively indicates how much proportion of tasks should be offloaded to minimize the average AoI and PAoI in a multi-user MEC system.

- We investigate the impact of the system parameters on the optimal offloading ratio of the MEC system. We observe that the optimal offloading ratio is proportional to the computation rate of the edge server and inversely
FIGURE 1. Illustration of our considered MEC system where the BS transmits computation-intensive packets to $N$ UEs.

proportional to the computation rate of the local server and the number of UEs. We further find that the transmission rate hardly affects the optimal offloading ratio in the partial computing scheme.

Parts of this paper have been published in 2021 IEEE Global Communications Conference [34]. We clarify that this work provides sufficient novel contributions comparing to [34]. First, we propose a new partial computing scheme and derive its closed-form expressions for the average AoI and average PAoI in the MEC system. Second, to address the complexity of the average AoI expression, we obtain simple expressions for the upper bound and lower bound on the average AoI. Third, we derive an optimal offloading ratio for the partial computing scheme to minimize the average PAoI and find that this offloading ratio can also be adopted to minimize the average AoI in the MEC system. All such contributions were not considered in [34].

The rest of the paper is organized as follows. In Section II, the system model and the average AoI and PAoI of the considered MEC system are presented. The closed-form expressions for the average AoI and PAoI of three schemes are derived in Section III. In Section IV, the upper bound and the lower bound on the average AoI and the optimal offloading ratio are presented. The numerical results are discussed in Section V. This paper is concluded in Section VI.

II. SYSTEM MODEL AND AVERAGE AOI

In this paper, we consider a downlink system, as depicted in Fig. 1, where the BS transmits time-sensitive packets to $N$ UEs. We denote the $n$th UE by $U_n$, where $n = 1, 2, \ldots, N$. In this system, the BS generates the packet of $U_n$ according to a Poisson process with the rate $\lambda_n$. We assume that packets are generated with indices (e.g., using the first several bits of each packet) to associate with UEs and the BS transmits packets to their corresponding UEs based on the indices. To ensure the freshness of packets, we consider an MEC system, where a portion of total computational tasks of a packet can be processed at the local server and the remaining part is processed at the edge server. Such separate processing is reflected in practical applications, such as the virus scan application and the file compression application [35], where the computational tasks of packets are divided into several independent subsets that can be processed individually. In this MEC system, we introduce three computing schemes, namely, the local computing scheme, the edge computing scheme, and the partial computing scheme.

A. COMPUTING SCHEMES

Depending on which server computes the computational tasks of packets, we introduce three computing schemes as follows:

1) **Local Computing**: In this scheme, the BS directly transmits the generated packet to the UE for local computing. In particular, when a packet of $U_n$ is generated by the BS, denoted by $P_n$, it waits to be transmitted in the transmission queue at the BS. After being transmitted to $U_n$, $P_n$ arrives at the computation queue at the local server at $U_n$. Finally, the local server completes the computation of $P_n$ and $U_n$ obtains the computational result of $P_n$.

2) **Edge Computing**: In this scheme, the edge server at the BS performs the computation of the packet and transmits the computational result to the UE. In particular, the generated packet $P_n$ arrives at the computation queue at the edge server. After being transmitted to $U_n$, $P_n$ arrives at the computation queue at the local server at $U_n$. Finally, the local server completes the computation of $P_n$ and $U_n$ obtains the computational result of $P_n$.

3) **Partial Computing**: In this scheme, the edge server partially computes the packet and then the BS transmits the intermediate computational result to the UE for the remaining computation. Specifically, the generated packet $P_n$ first arrives at the computation queue at the edge server for a partial computation and the intermediate computational result of $P_n$ arrives at the transmission queue. When $U_n$ receives the intermediate computational result of $P_n$, its local server performs
the remaining computation to obtain the computational result of $P_n$.

In these three computing schemes, we assume that the packets in the queues are served by using the FCFS queuing policy and each queue has infinite buffer size to store the packet.\footnote{The FCFS queuing policy is easier to be implemented in practice comparing with the LCFS queuing policy. In addition, the LCFS queuing policy may lead to unfairness and poor performance for some UEs in multi-user systems.} We then assume that both the computation time and the transmission time of a packet follow exponential distributions,\footnote{We clarify that our analytical framework accommodates other distributions, if we use the PDFs of other distributions to replace the PDFs of the computation time of a packet at the edge server, $S_B$, the transmission time of a packet, $S_D$, and the computation time of a packet at the local server at $U_n$, $S_{Un}$, i.e., $f_{SB}(t)$, $f_{SD}(t)$, and $f_{S_{Un}}(t)$.} which are commonly used for the AoI analysis in [8], [26], [36]. On one hand, the packet transmission time depends on wireless channels. It may or may not incorporate retransmission and backoff. It has been shown that such complex effects are accurately characterized by an exponential distributed transmission time in [8]. On the other hand, the packet computation time depends on the complexity of computational tasks. For example, [36] showed that an exponential distributed computation time is accurate to characterize the different complexity of computational tasks in face recognition. Then, the probability density functions (PDFs) of the computation time of a packet at the edge server, $S_B$, the transmission time of a packet, $S_D$, and the computation time of a packet at the local server at $U_n$, $S_{Un}$, are given by

\begin{equation}
 f_{SB}(t) = \exp(-\mu_B t),
\end{equation}

\begin{equation}
 f_{SD}(t) = \exp(-\mu_D t),
\end{equation}

and

\begin{equation}
 f_{S_{Un}}(t) = \exp(-\mu_n t),
\end{equation}

respectively, where $\mu_B$ is the computation rate of the edge server, $\mu_D$ is the transmission rate, and $\mu_n$ is the computation rate of the local server at $U_n$. Here, $\mu_B$ indicates the average number of packets served per unit time at the edge server in the edge computing scheme, $\mu_n$ indicates the average number of packets served per unit time at the local server at $U_n$ in the local computing scheme, and $\mu_D$ indicates the average number of packets transmitted per unit time from the BS to UEs.\footnote{We assume that the information bits of the original packet, the partial computed packet, and the computed packet are same, such that the transmission rate of these packets are same.}

In order to fairly compare the AoI performance of these three schemes, we assume that these three computing schemes share the same transmission rate and computation rate at each server. For the partial computing scheme, we adopt a linear computation partitioning model introduced in [35]. In particular, we denote $p$ as the offloading ratio, which represents the percentage of computational tasks of each packet computed by the edge server, where $0 \leq p \leq 1$.

Moreover, the effective computation rate of the edge server is denoted by $\mu_B'$ and the effective computation rate of the local server at $U_n$ is denoted by $\mu_n'$. Here, $\mu_B'$ and $\mu_n'$ indicate the average number of packets served per unit time at the edge server and the local server at $U_n$, respectively, which depend on not only the performance of servers but the proportion of tasks that need to be computed in each packet at the server. Thus, we have $\mu_B' = \frac{\mu_B}{p}$ and $\mu_n' = \frac{\mu_n}{1-p}$.\footnote{To ensure the system stability, the arrival rate of the packet should be lower than the serving rate in each queue, i.e., $\lambda < \mu_B'$, $\lambda < \mu_D$, and $\lambda_n < \mu_n'$ for $n = 1, 2, \ldots, N$.}

We clarify that the local computing scheme is considered as a special case of the partial computing scheme where the offloading ratio is 0, i.e., $p = 0$. In this scheme, the serving time of packets at the edge server is 0. In addition, the edge computing scheme is considered as another special case of the partial computing scheme where the offloading ratio is 1, i.e., $p = 1$. In this scheme, the serving time of packets at the local server at $U_n$ is 0.

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure2.png}
\caption{The AoI variation of the selected UE, $U_n$.}
\end{figure}

\section{Average AoI and PAoI}

In this subsection, we present the general expression for the average AoI and PAoI of the considered MEC system. Recall that our target is to analyze the AoI performance of the considered MEC system. Without loss of generality, we arbitrarily select one UE, $U_n$, and analyze its average AoI, $\Delta_n$, and average PAoI, $\Omega_n$. We will define the average AoI and the average PAoI of the system at the end of this section based on the individual UE's AoI. Fig. 2 plots a sample variation of AoI for $U_n$, $\Delta_n(t)$, as a function of $t$. We assume that the observation begins at $t = 0$, where the AoI is $\Delta_n(0)$. From Fig. 2, we express the AoI of $U_n$ at time $t$ as

\begin{equation}
 \Delta_n(t) = t - u_n(t),
\end{equation}

where $u_n(t)$ is the generation time of the last received computed packet of $U_n$ at time $t$. Then the time-average AoI of $U_n$ over the observation time interval $(0, \tau)$ can be calculated as

\begin{equation}
 \Delta_n = \frac{1}{\tau} \int_{0}^{\tau} \Delta_n(t)dt.
\end{equation}

We denote $P_{nj}$ as the $j$th packet generated after time $t = 0$ of $U_n$, $j = 1, 2, \ldots$. We then denote $T_j$ as the time interval
from the generation time of $P_{n,j-1}$ to the generation time of $P_{n,j}$ and denote $T_j$ as the time interval from the generation time of $P_{n,j}$ to the time that $U_n$ obtains the computational result of $P_{n,j}$. The value of age in the peak is denoted by $A_j$. Therefore, we obtain

$$Y_j = t_j - t_{j-1},$$

(6)

$$T_j = t'_j - t_j,$$

(7)

and

$$A_j = Y_j + T_j,$$

(8)

where $t_j$ is the generation time of $P_{n,j}$ and $t'_j$ is the time that $U_n$ obtains the computational result of $P_{n,j}$. We note that $Y_1 = t_1$ is obtained by setting $t_0 = 0$. We consider that $U_n$ obtains the computational result of the $m$th packet at the end of this time interval, i.e., $\tau = t'_n$. We note that $\int_{0}^{\Delta_n} \tau \, dt$ in (5) is the sum of disjoint areas $Q_j$, $j = \{1, 2, \ldots, m\}$, shown in Fig. 2, and the triangular area of width $T_m$ over the time interval $(t_m, t'_n)$. Hence, we rewrite the average AoI as the sum of disjoint areas, given by

$$\Delta_n = \frac{\sum_{j=1}^{m} Q_j + T_m^2}{\tau} = \frac{2Q_1 + T_m^2}{2\tau} + \frac{m - 1}{\tau} \times \left( \frac{1}{m - 1} \sum_{j=2}^{m} Q_j \right).$$

(9)

From Fig. 2, we see that $Q_1$ is a polygon and $Q_j$ is an isosceles trapezoid for $j \geq 2$, which can be derived from two isosceles triangles, i.e.,

$$Q_j = \frac{1}{2} (Y_j + T_j)^2 - \frac{1}{2} T_j^2 = \frac{Y_j^2}{2} + Y_j T_j.$$  

(10)

We note from (9) that, when $\tau \to \infty$, the impact of $Q_1$ and $T_m^2$ on the average AoI is negligible, i.e., $\lim_{\tau \to \infty} \frac{2Q_1 + T_m^2}{2\tau} = 0$, because $Q_1$ and $T_m^2$ are finite. Moreover, due to the fact that $\tau = Y_1 + \sum_{j=2}^{m} Y_j + T_m$, we obtain $\lim_{\tau \to \infty} \frac{m - 1}{m - 1} \sum_{j=2}^{m} Q_j = \mathbb{E}[Y_j]$, where $\mathbb{E}[-]$ is the expectation. Therefore, by substituting (10) into (9) and taking $m$ to infinity, we obtain the average AoI of $U_n$ as

$$\Delta_n = \lim_{m \to \infty} \frac{1}{m - 1} \sum_{j=2}^{m} \frac{\mathbb{E}[Q_j]}{\mathbb{E}[Y_j]} = \frac{\mathbb{E}[Y_j^2]}{2\mathbb{E}[Y_j]}.$$  

(11)

We keep the index in (11) to reflect the correlation between $Y_j$ and $T_j$. As the BS generates the packet of $U_n$ according to a Poisson process with the rate $\lambda_n$, we obtain $\mathbb{E}[Y_j] = \frac{1}{\lambda_n}$ and $\mathbb{E}[Y_j] = \frac{1}{\lambda_n}$, which leads to

$$\Delta_n = \frac{1}{\lambda_n} + \lambda_n \mathbb{E}[Y_j T_j].$$  

(12)

For the average PAoI, we calculate it as

$$\Omega_n = \lim_{m \to \infty} \frac{1}{m} \sum_{j=1}^{m} A_j = \frac{1}{\lambda_n} + \mathbb{E}[T_j].$$  

(13)

We denote $t_{j,B}$ as the time that $P_{n,j}$ arrives at the transmission queue and $t_{j,D}$ as the time that $P_{n,j}$ arrives at the computation queue at the local server at $U_n$. We then denote $X_{j,B}, X_{j,D},$ and $X_{j,U}$ as the queuing delay of $P_{n,j}$ in the computation queue at the edge server, the queuing delay of $P_{n,j}$ in the transmission queue, and the queuing delay of $P_{n,j}$ in the computation queue at the local server at $U_n$, respectively. They are expressed as

$$X_{j,B} = t_{j,B} - t_j,$$

(14)

$$X_{j,D} = t_{j,D} - t_j,$$

(15)

and

$$X_{j,U} = t'_j - t_{j,D},$$

(16)

respectively. Then, we rewrite $T_j$ as

$$T_j = X_{j,B} + X_{j,D} + X_{j,U}.$$  

(17)

We now denote $W_{j,B}, W_{j,D},$ and $W_{j,U}$ as the waiting time of $P_{n,j}$ in the computation queue at the edge server, the waiting time of $P_{n,j}$ in the transmission queue, and the waiting time of $P_{n,j}$ in the computation queue at the local server at $U_n$, respectively. Next, we denote $S_{j,B}, S_{j,D},$ and $S_{j,U}$ as the computation time of $P_{n,j}$ at the edge server, the transmission time of $P_{n,j},$ and the computation time of $P_{n,j}$ at the local server at $U_n$, respectively. Note that the queuing delay of $P_{n,j}$ in each queue is the summation of the waiting time and the serving time of $P_{n,j}$ in that queue. Thus, we rewrite $X_{j,B}, X_{j,D},$ and $X_{j,U}$ as

$$X_{j,B} = W_{j,B} + S_{j,B},$$

(18)

$$X_{j,D} = W_{j,D} + S_{j,D},$$

(19)

and

$$X_{j,U} = W_{j,U} + S_{j,U},$$

(20)

respectively. By substituting (18), (19), and (20) into (17), we obtain

$$T_j = W_{j,B} + S_{j,B} + W_{j,D} + S_{j,D} + W_{j,U} + S_{j,U}.$$  

(21)

We note that the packet generation is independent of the packet transmission and computation in each queue. By substituting (21) into (12) and (13), and using the fact that $S_{j,B}, S_{j,D},$ and $S_{j,U}$ are independent of $Y_j$, we obtain

$$\Delta_n = \frac{1}{\lambda_n} + \lambda_n \mathbb{E}[Y_{j,B}] + \lambda_n \mathbb{E}[Y_{j,D}] + \lambda_n \mathbb{E}[Y_{j,U}] + \mathbb{E}[W_{j,B}] + \mathbb{E}[W_{j,D}] + \mathbb{E}[W_{j,U}],$$  

(22)

and

$$\Omega_n = \frac{1}{\lambda_n} + \mathbb{E}[S_{j,B}] + \mathbb{E}[S_{j,D}] + \mathbb{E}[S_{j,U}] + \mathbb{E}[W_{j,B}] + \mathbb{E}[W_{j,D}] + \mathbb{E}[W_{j,U}].$$  

(23)

By averaging $\Delta_n$ over all UEs, we obtain the average AoI and PAoI of the MEC system as

$$\Delta = \frac{1}{N} \sum_{n=1}^{N} \Delta_n.$$  

(24)
III. CHARACTERIZING AVERAGE AoI AND PAoI

In this section, we derive the closed-form expressions for the average AoI and PAoI of three computing schemes. We first derive the closed-form expression for the average AoI and PAoI of the partial computing scheme, since both the local computing scheme and the edge computing scheme are special cases of the partial computing scheme. Based on that, we then obtain the closed-form expressions for the average AoI and PAoI of the local computing scheme and the edge computing scheme, respectively.

**Theorem 1**: In the partial computing scheme with the offloading ratio \( p \), the closed-form expression for the average AoI of \( U_n \) is derived as

\[
\Delta_{n,p} = \frac{1}{\lambda_n} \frac{\lambda_n (\mu'_B + \mu_D - \lambda)}{\mu_B (\mu_D - \lambda)} + \frac{\lambda_n (\mu'_B - \mu_D)}{\mu_B (\mu_D - \lambda)} + \frac{1}{\mu_B} \frac{\lambda_n (\mu'_B - \mu_D - \lambda - n)}{\mu'_B + \mu_D - \lambda - \lambda - n} \quad (31)
\]

and the closed-form expression for the average PAoI of \( U_n \) is derived as

\[
\Omega_{a,p} = \frac{1}{\lambda_n} \frac{1}{\mu_B'} + \frac{1}{\mu_B} + \frac{1}{\lambda_D - \lambda} + \frac{1}{\mu_D - \lambda} + \frac{1}{\mu_B' - \lambda - n} \quad (32)
\]

respectively. It is worthwhile to note that, when one of the expectations of \( W_{i,B}, W_{i,D} \), and \( W_{i,U} \) in (22) becomes infinity, the average AoI and the average PAoI of \( U_n \) go to infinity.

In this case, the MEC system is considered to be unstable. Thus, in order to ensure system stability, we assume that the arrival rate of the packet is lower than its serving rate in each queue in this paper.

**Proof**: See Appendix A.

From Theorem 1, we find that the average PAoI has a concise expression than the average AoI. Based on (30), we obtain the average AoI and the average PAoI in the local computing and the edge computing scheme by setting \( p = 0 \) and \( p = 1 \), which are given in the following two corollaries, respectively.

**Corollary 1**: In the local computing scheme, the closed-form expression for the average AoI of \( U_n \) is derived as

\[
\Delta_{n,l} = \frac{1}{\lambda_n} + \frac{1}{\mu_B} + \frac{1}{\mu_D} + \frac{\lambda_n}{\mu_B (\mu_B - \lambda - n)} \quad (33)
\]

and the closed-form expression for the average PAoI of \( U_n \) is derived as

\[
\Omega_{a,l} = \frac{1}{\lambda_n} + \frac{1}{\mu_B} + \frac{1}{\mu_D - \lambda} + \frac{1}{\mu_B' - \lambda - n} \quad (34)
\]

**Proof**: In this scheme, all the tasks in each packet of \( U_n \) are computed by the local server at \( U_n \). It can be regarded
as a partial computing scheme with \( p = 0 \), where the computation rate of the local server at \( U_n \) is given as \( \mu_n' = \mu_n \) and the computation rate of the edge server is given as \( \mu_B' \to \infty \). Therefore, we obtain the closed-form expression for the average AoI of \( U_n \) in the local computing scheme, \( \Delta_{n,l} \), and the average PAoI of \( U_n \) in the local computing scheme, \( \Omega_{n,l} \), as

\[
\Delta_{n,l} = \Delta_{n,p}\bigg|_{\mu_B' \to \infty, \mu_n' = \mu_n},
\]

and

\[
\Omega_{n,l} = \Omega_{n,p}\bigg|_{\mu_B' \to \infty, \mu_n' = \mu_n},
\]

respectively, which are given in (32) and (33).

**Corollary 2:** In the edge computing scheme, the closed-form expression for the average AoI of \( U_n \) is derived as

\[
\Delta_{n,e} = \frac{1}{\lambda_n} + \frac{1}{\mu_B} + \frac{1}{\mu_D} + \frac{\lambda_n}{\mu_B - \lambda_n} + \frac{\lambda_n^2}{\mu_B(\mu_B - \lambda_n)^2} + \frac{\lambda_n^2}{(\mu_B - \lambda_n)^2} + \lambda_n(\Phi_{e,B,D} + \Phi_{e,I,D}),
\]

and the closed-form expression for the average PAoI of \( U_n \) is derived as

\[
\Omega_{n,e} = \frac{1}{\lambda_n} + \frac{1}{\mu_B - \lambda} + \frac{1}{\mu_D - \lambda},
\]

where \( \Phi_{e,B,D} \) and \( \Phi_{e,I,D} \) are given by (38) and (39), respectively, shown at the bottom of the page.

**Proof:** In this scheme, all the tasks in each packet are computed by the edge server. It can be regarded as a partial computing scheme with \( p = 1 \), where the computation rate of the local server at \( U_n \) is given as \( \mu_n' \to \infty \) and the computation rate of the edge server is given as \( \mu_B' = \mu_B \). Therefore, we obtain the closed-form expression for the average AoI of \( U_n \) in the edge computing scheme, \( \Delta_{n,e} \), and the average PAoI of \( U_n \) in the edge computing scheme, \( \Omega_{n,e} \), as

\[
\Delta_{n,e} = \Delta_{n,p}\bigg|_{\mu_B = \mu_B, \mu_n' \to \infty},
\]

and

\[
\Omega_{n,e} = \Omega_{n,p}\bigg|_{\mu_B = \mu_B, \mu_n' \to \infty},
\]

respectively, which are given in (36) and (37).

From Theorem 1, Corollary 1, and Corollary 2, we find that the average AoI has a more complex closed-form expression than the average PAoI. Due to this complexity, it is difficult to derive the closed-form expression for the optimal offloading ratio to minimize the average AoI. Comparing with the average AoI, we find that the expression for the average PAoI is less complex and it is feasible to obtain the closed-form expression for the optimal offloading ratio to minimize the average PAoI. Moreover, we note that the results in Theorem 1 can be used to obtain the results for a single UE system by setting \( \lambda = \lambda_n \) and \( \lambda_\infty = 0 \).

### IV. AOI PERFORMANCE OPTIMIZATION

In this section, to find the optimal offloading ratio to minimize the average AoI, we first derive the simplified upper bound and lower bound on the average AoI.

**Theorem 2:** In the MEC system, the simple form lower bound and upper bound on the average AoI of \( U_n \) are derived as

\[
\Delta_{n,\text{low}} = \Omega_n - \Delta_{n,\text{gap}},
\]

and

\[
\Delta_{n,\text{up}} = \Omega_n,
\]

respectively, where

\[
\Delta_{n,\text{gap}} = \frac{\lambda_n}{(\mu_B - \lambda_\infty)^2} + \frac{\lambda_n}{(\mu_B - \lambda_\infty)^2} + \frac{\lambda_n^2}{\mu_B^2} - \frac{2\lambda_n^2}{(\mu_B - \lambda_\infty)^3}.
\]

**Proof:** See Appendix B.

Here, we denote \( \gamma_n \) as the ratio between \( \Delta_{n,\text{gap}} \) and \( \Omega_n \), i.e., \( \gamma_n = \frac{\Delta_{n,\text{gap}}}{\Omega_n} \), which indicates the error ratio if we use the average PAoI to approximate the average AoI of \( U_n \). From Theorem 2, we find that \( \gamma_n \) is negligible, i.e., \( \gamma_n \approx 0 \), when the transmission rate and the computation rates of both the edge server and the local server at each UE are much larger than the packet generation rate. Under this condition, the average AoI is close to the average PAoI, i.e., \( \Delta_n \approx \Omega_n \).

We now derive the optimal offloading ratio to minimize the average PAoI, which is approximated as the optimal offloading ratio to minimize the average AoI. The optimal
offloading ratio, \( p_{\text{opt}} \), to minimize the average PAoI should satisfy
\[
p_{\text{opt}} = \arg \min_p \frac{p}{\mu_B - p \lambda} + \frac{1}{N} \sum_{n=1}^{N} \frac{1 - p}{\mu_n - (1 - p) \lambda_n} \tag{45}
\]
subject to
\[
\mu_B > p \lambda, \tag{45a}
\]
\[
\mu_n > (1 - p) \lambda_n, \quad n = 1, 2, \ldots, N. \tag{45b}
\]

Based on (45), we next analyze the optimal offloading ratio to minimize the average PAoI in the heterogeneous system.

**Lemma 1:** In the MEC system, the optimal offloading ratio, \( p_{\text{opt}} \), to minimize the average PAoI is the solution to achieve
\[
\frac{\mu_B}{(\mu_B - p_{\text{opt}} \lambda)^2} = \frac{1}{N} \sum_{n=1}^{N} \frac{\mu_n}{(\mu_n - (1 - p_{\text{opt}}) \lambda_n)^2}, \tag{46}
\]
where \( p_{\text{opt}} \) satisfies \( p_{\text{opt}} < \min\left(\frac{\mu_B}{\lambda}, 1\right) \) and \( p_{\text{opt}} > \max\left(\frac{\mu_n - \lambda_n}{\lambda_n}, 0\right) \) for \( n = 1, 2, \ldots, N \). It is noted that (46) can be solved by using a number of numerical solvers, e.g., MATLAB.

**Proof:** See Appendix C.

We note that it is indeed difficult, if not impossible, to obtain the closed-form expression for \( p_{\text{opt}} \) in non-homogeneous systems in Lemma 1. Nevertheless, a closed-form result is possible for homogeneous systems, where all UEs share the same packet generation rate \( \lambda_h \) and the same computation rate of the local server \( \mu_h = \frac{\lambda_h}{1 - p} \), i.e., \( \lambda_n = \lambda_h \) and \( \mu_n = \mu_h \), \( \forall n \). Our analysis in the homogeneous case allows us to explicitly examine the impact of system parameters on the AoI performance.\(^7\) In this homogeneous scenario, due to the complexity of the average AoI expression given in (30), it is hard to derive the closed-form expression for the optimal offloading ratio to minimize the average AoI. Thus, we resort to the average PAoI.

**Theorem 3:** In the homogeneous MEC system where all UEs share the same packet generation rate, \( \lambda_h \), and the same computation rate of the local server, i.e., \( \mu_n = \mu_h \), \( \forall n \), the optimal offloading ratio, \( p_{\text{opt}} \), to minimize the average PAoI is derived as
\[
p_{\text{opt}} = \begin{cases} 
0, & \text{if } \mu_B \leq \frac{(\mu_h - \lambda_h)^2}{\mu_h}, \\
1, & \text{if } \mu_h \leq \frac{(\mu_h - \lambda_h)^2}{\mu_B}, \\
\sqrt{\frac{\mu_B (\lambda_h - \mu_h)}{1 + \sqrt{\frac{\mu_B (\lambda_h - \mu_h)}{\mu_B}}}}, & \text{otherwise,}
\end{cases} \tag{47}
\]

**Proof:** See Appendix D.

From Theorem 3, we see that the optimal offloading ratio increases as the computation rate of the edge server increases, but decreases as the number of UEs increases and the computation rate of the local server increases. It indicates that it is better to allocate more tasks to the edge server if the computation rate of the edge server is large and the number of UEs is small. However, if the number of UEs is large, UEs compete with each other in the computation queue of the edge server at the BS, which leads to the large waiting time of the packet in the computation queue of the edge server. In this case, it is better to allocate more tasks to the local server.

**V. NUMERICAL RESULTS**

In this section, we present numerical results to validate our analysis in Section III and IV. In particular, we present numerical results in the homogeneous case where all UEs share the same packet generation rate \( \lambda_h \) and the same local computation rate \( \mu_h \), i.e., \( \lambda_n = \lambda_h \) and \( \mu_n = \mu_h \), \( \forall n \).

Fig. 3 plots the average AoI and PAoI of the MEC system versus the packet generation rate, \( \lambda_h \). We first observe that the analytical average AoI and PAoI of the MEC system tightly match the simulation results, which demonstrates the correctness of our analytical result. We then observe that for all considered values of \( p \), the average AoI and PAoI of the MEC system first decrease and then increases when \( \lambda_h \) increases, where the average AoI has a same trend with the average PAoI versus the packet generation rate, \( \lambda_h \). This observation is due to the fact that the increase in \( \lambda_h \) has a two-fold effect on the average AoI and PAoI of the MEC system. When \( \lambda_h \) is small, this increase leads to a higher updating rate of packets, which decreases the average AoI and PAoI of the MEC system. When \( \lambda_h \) exceeds a certain threshold, its increase leads to the significant increase in the waiting time of a packet in computation queues and the transmission queue, thereby degrading the AoI performance. We further observe that for small \( \lambda_h \), the average AoI and PAoI of the MEC system monotonically decreases with increasing \( p \). However, for large \( \lambda_h \), the average AoI and PAoI of the MEC system firstly decreases and then increases with increasing \( p \). This is because that when \( \lambda_h \) is small, the increase in \( p \) leads to a higher computation rate of the edge server, which reduces the average AoI and PAoI of the MEC system. When \( \lambda_h \) is large, the increase in \( p \) leads to a higher computation rate of the edge server, which increases the average AoI and PAoI of the MEC system.
system. When $\lambda_h$ is very large, the increase in $p$ results in a significantly long waiting time of a packet in the computation queue at the edge server, which increases the average AoI and PAoI of the MEC system. In addition, we find that the average AoI and PAoI is small in the partial computing scheme, but large in the other two schemes for large $\lambda_h$. This observation implies that by carefully partitioning the computational tasks, the partial computing scheme has a higher system stability than both the local and the edge computing schemes.

Fig. 4 plots the average AoI and PAoI of the MEC system versus the number of UEs, $N$. We first observe that when $N$ increases, the average AoI and PAoI of the MEC system increase monotonically and this increase is faster for larger $p$. This is because the increase in $N$ results in the longer waiting time of a packet in both the computation queue of the edge server and the transmission queue at the BS, due to the competition among UEs in these queues, which increases the average AoI and PAoI of the MEC system. If $p$ is large, the tasks computed by the edge server increases dramatically as $N$ increases, which results in a long waiting time of a packet in the computation queue. We further observe that the edge computing scheme has a lower average AoI and PAoI than the local computing scheme and the partial computing scheme for small $N$, but a larger average AoI and PAoI for large $N$. This is because that for a small number of UEs, compared to local computing, edge computing can provide the higher computation rate via the powerful edge server, thereby decreasing the average AoI and PAoI of the MEC system. Differently, for a large number of UEs, allocating most computational tasks to the local server can avoid the long waiting time in the computation queue at the edge server, which is beneficial to the decrease in the average AoI and PAoI. This observation also indicates that the careful design of the offloading ratio in the partial computing scheme can effectively decrease the average AoI and PAoI, especially when the number of UEs is large.

Fig. 5 plots the average AoI of the MEC system versus the offloading ratio, $p$, for different $\mu_D$ and $\mu_B$. We first observe that the average AoI first decreases and then increases as $p$ increases. To understand the trend observed in these curves, we note that the increase in $p$ leads to the decrease in the waiting time in the computation queue at the local server but the increase in the waiting time in the computation queue at the edge server. When $p$ is small, its increase significantly reduces the waiting time of a packet at the local server, which decreases the average AoI of the MEC system. When the value of $p$ increases up to a certain threshold, the long waiting time of a packet at the edge server dominates the average AoI, thereby resulting in the increase in the average AoI. We then observe that when $\mu_D$ increases, the average AoI of the MEC system decreases, while the optimal $p$ almost remains the same value. This is because that as $\mu_D$ increases, the high transmission rate of the BS leads to reduced waiting time in the transmission queue, which decreases the average AoI. However, the high transmission rate of the BS only affects the queuing delay of a packet in the transmission queue, while the optimal $p$ is independent of the transmission queue. We further observe that when $\mu_B$ increases, the average AoI of the MEC system decreases and the optimal $p$ increases. This is because that the larger value of $\mu_B$ means the higher computation rate of the edge server, which can reduce the waiting time in the computation queue at the edge server and then lead to decreased average AoI. In addition, when the edge server has a higher computation rate, it can decrease the average AoI by allocating more computational tasks to the edge server.

Fig. 6 plots the upper bound and the lower bound on the average AoI in Theorem 2. We first observe that the average AoI is lower then the upper bound and higher then the lower bound given in Theorem 2, which demonstrates the correctness of our analytical result. We then observe that $\gamma$ is small when $\lambda_h$ is small and it is large for a large $\lambda_h$. This observation is due to the fact that the decrease in $\lambda_h$ leads to the decrease in the gap between the upper bound and the lower bound, which decreases $\gamma$. This observation implies that the expression for the average PAoI can be adopted as a reasonable approximation of the average AoI when
FIGURE 6. The average AoI of the MEC system versus the offloading ratio, $p$, with $N = 4$, $\mu_B = 1.5$, $\mu_h = 0.6$, and $\mu_D = 2$.

FIGURE 7. The average AoI of the MEC system versus the packet generation rate, $\lambda_h$, with $\mu_B = 3$, $\mu_h = 0.5$, and $\mu_D = 3$.

the serving rate is much greater than the packet generation rate.

Fig. 7 plots the average AoI achieved by the partial computing scheme with the optimal offloading ratio, the partial computing scheme with the offloading ratio in Theorem 3, the local computing scheme, the edge computing scheme, and the partial computing scheme with $p = 0.5$ of the MEC system versus the packet generation rate, $\lambda_h$, for different $N$. We observe that the considered partial computing scheme with the offloading ratio in Theorem 3 achieves the lowest average AoI comparing with the local computing scheme, the edge computing scheme, and the partial computing scheme with $p = 0.5$. Additionally, we observe that the gap between the optimal average AoI and the average AoI with the offloading ratio in Theorem 3 is negligible no matter $\lambda_h$ is small or large. It implies that the optimal offloading ratio, $p_{\text{opt}}$, to minimize the average PAoI can be adopted to minimize the average AoI of an MEC system, regardless of the packet generation rate.

VI. CONCLUSION

We analyzed the AoI performance of a multi-user MEC system. In this MEC system, we considered three computing schemes, i.e., the local computing scheme, the edge computing scheme, and the partial computing scheme. For the three computing schemes, we derived the closed-form expressions for the average AoI, where the packets are served in both the computation queue and the transmission queue according to the FCFS policy. In the MEC system with a sufficiently large number of UEs, we derived the closed-form expression for the average AoI. Due to the complex expression for the average AoI, we further provided a simple expression upper bound and lower bound on the average AoI. Considering the sporadic packet generation pattern, we found that the gap between the upper bound and the lower bound is negligible, such that the average AoI can be approximated by the average PAoI. In addition, we derived the optimal offloading ratio to minimize the average PAoI and found that this offloading ratio can be adopted to minimize the average AoI.

APPENDIX A

PROOF FOR THEOREM 1

The proof of Theorem 1 relies on the following properties of exponential random variables, Poisson processes, and the $M/M/1$ queue.

Lemma 2: Let us consider that $X_1$ and $X_2$ are independent exponential random variables with $\mathbb{E}[X_1] = 1/\gamma_1$. Given $X_1 < X_2$, the conditional PDF of variable $V = X_2 - X_1$ is given by

$$f_{V|X_1 < X_2}(v|X_1 < X_2) = \gamma_2 \exp(-\gamma_2 v), \ v \geq 0.$$  (48)

Lemma 3: Given a Poisson process $K(t)$ with the rate $\lambda$ and an exponential random variable $X$ with $\mathbb{E}[X] = 1/\gamma$, the number of arrivals $K(X)$ in the interval $[0, X]$ has the geometric probability mass function (PMF), which is given by

$$\Pr(K(X) = k) = (1 - \alpha)\alpha^k, \ k \geq 0,$$  (49)

where $\alpha = \lambda/(\gamma + \lambda)$.

We first derive the average AoI of $U_n$. Based on (22), the average AoI of $U_n$ in the partial computing scheme is calculated as

$$\Delta_{n,p} = \frac{1}{\lambda_n} + \frac{1}{\mu_B} + \frac{1}{\mu_D} + \frac{1}{\mu_h'} + \lambda_n(\mathbb{E}[Y_{j,1}] + \mathbb{E}[Y_{j,2}] + \mathbb{E}[Y_{j,3}]).$$  (50)

To obtain $\Delta_{n,p}$, we need to derive $\mathbb{E}[Y_{j,1}]$, $\mathbb{E}[Y_{j,2}]$, and $\mathbb{E}[Y_{j,3}]$ in (91). We first derive $\mathbb{E}[Y_{j,1}]$ as

$$\mathbb{E}[Y_{j,1}] = \mathbb{E}[Y_{j,1}|B_j,B_l]Pr(B_j) + \mathbb{E}[Y_{j,1}|L_j,B_l]Pr(L_j,B_l).$$  (51)

where $B_j,B_l$ denotes the event that $P_{n,j}$ is generated before $P_{n,j-1}$ arrives at the transmission queue and $L_j,B_l$ denotes the event that $P_{n,j}$ is generated after $P_{n,j-1}$ arrives at the transmission queue. Here, $B_j$ and $L_j$ are two complementary events such that $Pr(B_j,B_l) + Pr(L_j,B_l) = 1$. We first calculate $\mathbb{E}[Y_{j,1}|B_j,B_l]Pr(B_j)$ in (51). When $B_j,B_l$ happens, $W_{j,B}$ is calculated as

$$W_{j,B} = X_{j-1,B} - Y_j + \sum_{k=1}^{K_{j,y}} S_{j,k,B}.$$  (52)
where $K_{j,y}$ is the number of packets generated for other UEs during $Y_j$ and $S_{j,k,B}$ is the computation time of the $k$th packet among $K_{j,y}$ packets computed by the edge server. As $X_{j-1,B}$ and $Y_j$ are independent exponential random variables, according to Lemma 2, we obtain

\begin{equation}
    f_{y_j|B_j}(y|B_j) = (\mu_B - \lambda) \exp\left(-\frac{\lambda - y}{\mu_B}\right),
\end{equation}

where $V_j = X_{j-1,B} - Y_j$. In addition, as the packet of each UE is generated according to a Poisson process, we obtain the conditional PMF of the number of packets generated during $Y_j = y$ as

\begin{equation}
    \Pr(K_{j,y} = k | Y_j = y) = \frac{(\lambda - y)^k \exp(-\lambda y)}{k!}.
\end{equation}

Combining (52), (53), with (54), we obtain

\begin{equation}
    \mathbb{E}[W_{j,B}|Y_j = y, B_j] = \frac{1}{\mu_B - \lambda} + \frac{(\lambda - y)\lambda}{\mu_B^2 (\mu_B - \lambda - \lambda f_{Y_j} dy).
\end{equation}

According to (55), we calculate $\mathbb{E}[X_{j-1,B} - Y_j|B_j]$ as

\begin{equation}
    \mathbb{E}[X_{j-1,B} - Y_j|B_j] = \frac{1}{\mu_B - \lambda}.
\end{equation}

Since $Pr(B_j)$ is calculated as

\begin{equation}
    Pr(B_j) = \int_0^\infty \int_0^\infty f_{Y_j,Y_j}(y',y) \exp(-\mu' - \lambda y') dy' dy,
\end{equation}

we need to derive the conditional PDF $f_{Y_j,Y_j}|y(y'|y)$ to obtain $Pr(B_j)$. Here, $Y_j$ is calculated as

\begin{equation}
    Y_j = X_{j,B} + Y_j - X_{j-1,B},
\end{equation}

where the PDF of $X_{j-1,B}$ is given as

\begin{equation}
    f_{X_{j-1,B}}(x_1) = (\mu_B - \lambda) \exp(-\mu_B - \lambda) x_1).
\end{equation}

We consider two complementary events, $B_{j,B}$ and $L_{j,B}$, and derive $f_{Y_j,Y_j}(y'|y)$ as

\begin{equation}
    f_{Y_j,Y_j}(y'|y) = P_{Y_j,Y_j,B_{j,B}} + P_{Y_j,Y_j,L_{j,B}}|y,
\end{equation}

where $P_{Y_j,Y_j,B_{j,B}}$ and $P_{Y_j,Y_j,L_{j,B}}$ are given by

\begin{equation}
    P_{Y_j,Y_j,B_{j,B}} = f_{Y_j,Y_j,B_{j,B}}(y'|y, B_{j,B}) Pr(B_{j,B}),
\end{equation}

and

\begin{equation}
    P_{Y_j,Y_j,L_{j,B}} = f_{Y_j,Y_j,L_{j,B}}(y'|y, L_{j,B}) Pr(L_{j,B}),
\end{equation}

respectively.

When $B_{j,B}$ happens, $Y_j$ depends on the computation time of the packets generated during $Y_j$ at the edge server. We consider that there are $K_{j,y} = k$ packets generated during $Y_j$, where the PMF of $k$ packets generated during $Y_j$ is given by (54). As the computation time of each packet follows the independent and identical exponential distribution, the total time consumed to compute these $k$ packets and $P_{n,j}$ follows a Gamma distribution, whose PDF is given by

\begin{equation}
    f_{Y_j,Y_j,K_{j,y}}(y'|k) = \frac{y^{k} e^{-\mu_B y'}}{k!}.
\end{equation}
Combining (54), (66), with (70), we calculate $P_{Y_j,B_j|R_j}$ as
\[
P_{Y_j,B_j|R_j} = \int_0^\infty \int_0^\infty \Pr(K_j = k | Y_j = y) f_{X_j,B_j}(x_1) dy_1 dx_1 \]
\[
\times \sum_{k=0}^{\infty} \Pr(K_j = k | Y_j = y) f_{Y_j,B_j}(y, k) dy_1 \cdot \mu_B \exp\left(-\mu_B y - \mu_B y'\right) I_0\left(2\sqrt{\lambda - n\mu_B y y'}\right),
\]
(71)
where $I_0(\cdot)$ is the modified first-kind Bessel function of the zeroth order.

When $L_j,B$ happens, $Y_j,B$ depends on the time interval $Y_j - X_j - 1,B$ and $X_j,B$. In particular, $X_j,B$ depends on the number of the packets in the computation queue at the edge server when $P_{n,j}$ is generated. We consider that when $P_{n,j}$ is generated, there are $K_j,e = k$ packets in the computation queue at the edge server. As the computation time of each packet follows the independent and identical exponential distribution, the total time consumed to compute these $k$ packets and $P_{n,j}$ follows a Gamma distribution, whose PDF is given by
\[
x_1 \left(\begin{array}{c}
x_j,B(k+1) \\
2\mu_B \end{array}\right) \exp\left(-\mu_B x_1\right). \quad (72)
\]
Combining (58), (66), with (72), we calculate $P_{Y_j,B_j,L_j,B}Y_j$ as
\[
P_{Y_j,B_j,L_j,B}Y_j = \frac{\left(\mu_B' - \lambda\right)\left(\mu_B' - \mu_B - \lambda - n\right)}{(2\mu_B - \mu_B - \lambda - n)^2} \exp\left(-\left(\mu_B' - \lambda\right)y + \left(\mu_B' - \mu_B - \lambda - n\right)y'\right),
\]
(73)
for $y' < y$, and
\[
P_{Y_j,B_j,L_j,B}Y_j = \frac{\left(\mu_B' - \lambda\right)\left(\mu_B' - \mu_B - \lambda - n\right)}{(2\mu_B - \mu_B - \lambda - n)^2} \exp\left(-\left(\mu_B' - \lambda\right)y + \left(\mu_B' - \mu_B - \lambda - n\right)y'\right),
\]
(74)
for $y' \geq y$. Combining (71), (73), with (74), we obtain $f_{Y_j,B_j}(y' | y)$ in (67). By substituting (67) into (64) and combining (64) with (63), we obtain the first item in (62) as
\[
E\left[ Y_j \right] E\left[ Y_j - X_j - 1,B \right] B_{j,D} \left| B_{j,D} \right] \Pr\left( B_{j,D} \right)
\]
\[
= \frac{\lambda B \left(\mu_B' + \mu_B - \lambda\right)}{(\mu_B - \lambda)^2}\left(\frac{1}{(\mu_B' - \lambda)^2} - \frac{1}{(\mu_B' - \mu_B - \lambda - n)^2}\right)
\]
\[
+ \frac{\lambda B' \left(\mu_B' - \lambda\right)\left(\mu_B' - \mu_B - \lambda - n\right)}{(\mu_B - \lambda)^2}\left(\frac{2}{((\mu_B - \lambda)^2} - \frac{2}{(\mu_B' - \lambda - n)^2}\right).
\]
(75)
We further calculate the second item in (62). As the PMF of $K_{j,y}$ is given by (54), we obtain
\[
E\left[ \sum_{k=1}^{K_{j,y}} S_{j,k,D} \right] \Pr\left( B_{j,D} \right)
\]
\[
= \frac{2\lambda B \left(\mu_B' + \mu_B - \lambda\right)}{(\mu_B' - \lambda)^3}\left(\frac{1}{(\mu_B' - \lambda)^2} - \frac{1}{(\mu_B' - \mu_B - \lambda - n)^2}\right)
\]
\[
+ \frac{\lambda B' \left(\mu_B' - \lambda\right)\left(\mu_B' - \mu_B - \lambda - n\right)}{(\mu_B - \lambda)^2}\left(\frac{2}{((\mu_B - \lambda)^2} - \frac{2}{(\mu_B' - \lambda - n)^2}\right).
\]
(76)
By substituting (76) and (75) into (62), we obtain $\Phi_{P,B_j,D}$ given by (26).

We then calculate $\Phi_{p,L_j,D}$ in (61). When $L_j,D$ happens, $W_{j,D}$ depends on the transmission time of the packets in the transmission queue when $P_{n,j}$ arrives at the transmission queue. Based on Lemma 3, we obtain
\[
E\left[ W_{j,D} | Y_j = y, L_j,D \right] = \sum_{k=1}^{K_{j,y}} S_{j,k,D} \left| B_{j,D} \right] \Pr\left( B_{j,D} \right)
\]
\[
= \frac{\lambda B \left(\mu_B' + \mu_B - \lambda\right)}{(\mu_B' - \lambda)^2}\left(\frac{1}{(\mu_B' - \lambda)^2} - \frac{1}{(\mu_B' - \mu_B - \lambda - n)^2}\right)
\]
\[
+ \frac{\lambda B' \left(\mu_B' - \lambda\right)\left(\mu_B' - \mu_B - \lambda - n\right)}{(\mu_B - \lambda)^2}\left(\frac{2}{((\mu_B - \lambda)^2} - \frac{2}{(\mu_B' - \lambda - n)^2}\right),
\]
(77)
where $K_{j,T}$ is the number of packets in the transmission queue when $P_{n,j}$ arrives at the transmission queue. Thus, we calculate $\Phi_{p,L_j,D}$ as
\[
\Phi_{p,L_j,D} = \int_0^\infty \int_0^\infty \Pr\left( y, L_j,D \right) dy dy',
\]
(78)
and then obtain $\Phi_{p,L_j,D}$ given by (27). By substituting (26) and (27) into (61), we obtain $E[W_j,B_j]$.

Finally, we derive $E[Y_jW_j,U_j]$ in (91). Here, we denote $Y_j,D$ as the time interval when $P_{n,j-1}$ and $P_{n,j}$ arrive at the computation queue at the local server at $U_{n,i}$, i.e., $Y_j,D = t_{j,D} - t_{j-1,D}$. Since $E[W_j,U_j]$ is calculated as
\[
E\left[ W_j, U_j \right] = \int_0^\infty \int_0^\infty \Pr\left( y, y' | y\right) dy dy',
\]
(79)
we need to derive $f_{Y_j,D}(y' | y)$ and $E[W_j,U_j] = y, y'$ to obtain $E[Y_jW_j,U_j]$. Here, $W_j,U$ only depends on the computation time of $P_{n,j-1}$ at the local server. Then, we obtain
\[
E\left[ W_j, U \right] | Y_j = y, y' = \frac{E(-\mu_B' - \lambda y')}{\mu_B' - \lambda y'}.
\]
(80)
Since $B_{j,D}$ and $L_{j,D}$ are two complementary events, we rewrite $f_{Y_j,D}(y' | y)$ as
\[
f_{Y_j,D}(y' | y) = p_{Y_j,D,B_j,D} | y j + p_{Y_j,D,L_j,D} | y j,
\]
(81)
where $p_{Y_j,D,B_j,D} | y j$ and $p_{Y_j,D,L_j,D} | y j$ are given by
\[
p_{Y_j,D,B_j,D} | y j = f_{Y_j,D,B_j,D} | y j(y' | y, B_j,D) \Pr(B_j,D) = y
\]
(82)
and
\[
p_{Y_j,D,L_j,D} | y j = f_{Y_j,D,L_j,D} | y j(y' | y, L_j,D) \Pr(L_j,D) = y
\]
(83)
respectively. Here, we calculate \( P_{Y_j, D, B_j D | Y_j} \) as
\[
P_{Y_j, D, B_j D | Y_j} = f_{Y_j, D, B_j D}(y') f_{Y_j, D, B_j D}(y'' | y', B_j D) \times \int_0^\infty f_{Y_j, D, B_j D}(y'') \exp\left(-\left(\mu_D - \lambda\right)y''\right) dy''.
\]
(84)
When \( B_j D \) happens, the time interval \( Y_j, D \) depends on the transmission time of the packets generated during \( Y_j \) and the transmission time of \( P_{n,j} \). Note that, the PMF of the number of packets generated during \( Y_j \) for other UEs is given by (54) and the PDF of the total transmission time of \( k + 1 \) packets is given by (70). Thus, we obtain
\[
f_{Y_j, D, B_j D | Y_j} (y'' | y', B_j D) = \sum_{k=0}^{\infty} \Pr(K_j = k) f_{Y_j, D, B_j D}(y'')
= \mu_D \exp\left(-\lambda - \mu_D y''\right) \int_0^\infty f_{Y_j, D, B_j D}(y') \exp\left(-\left(\mu_D - \lambda\right)y'\right) dy'.
\]
(85)
By substituting \( f_{Y_j, D, B_j D}(y'') \) and (85) into (84), we obtain \( P_{Y_j, D, B_j D | Y_j} \) in (81). We next calculate \( P_{Y_j, D, L_j D | Y_j, B_j D} \) in (81) as
\[
f_{Y_j, D, L_j D, B_j D | Y_j, B_j D} (y'' | y, L_j D) \Pr(L_j D | Y_j = y)
= \int_0^\infty f_{Y_j, D, B_j D | Y_j, B_j D}(y'') f_{Y_j, D, L_j D}(y'' | y, L_j D, B_j D) \Pr(L_j D | Y_j = y)
\]
(86)
where
\[
P_{Y_j, D, L_j D, B_j D | Y_j, B_j D} = f_{Y_j, D, B_j D | Y_j, B_j D}(y'') \Pr(L_j D | Y_j = y, B_j D) \times \Pr(L_j D | Y_j = y) = f_{Y_j, D, B_j D | Y_j, B_j D}(y'') \Pr(L_j D | Y_j = y)
\]
(87)
Since \( P_{Y_j, D, L_j D, B_j D | Y_j, B_j D} \) depends on the transmission time of \( P_{n,j} \) and the transmission time of packets in the transmission queue when \( P_{n,j} \) arrives at the transmission queue, we obtain
\[
P_{Y_j, D, L_j D, B_j D | Y_j, B_j D} = \frac{(\mu_D - \lambda)(\mu_D - \lambda - n)}{(2\mu_D - \lambda - \lambda - n)} \left( \exp\left(-\left(\mu_D - \lambda\right)y''\right) - \exp\left(-\left(\mu_D - \lambda\right)y' - (\mu_D - \lambda)y''\right) \right),
\]
(88)
for \( y'' < y' \), and
\[
P_{Y_j, D, L_j D, B_j D | Y_j, B_j D} = \frac{(\mu_D - \lambda)(\mu_D - \lambda - n)}{(2\mu_D - \lambda - \lambda - n)} \left( \exp\left(-\left(\mu_D - \lambda\right)y''\right) - \exp\left(-\left(\mu_D - \lambda\right)y'\right) - \exp\left(-\left(\mu_D - \lambda\right)y' - (\mu_D - \lambda)y''\right) \right),
\]
(89)
for \( y'' \geq y' \). By substituting \( f_{Y_j, D, B_j D | Y_j} (y'') \), (88), and (89) into (86), we obtain \( P_{Y_j, D, B_j D | Y_j} \) in (81). In addition, by substituting (80) and (81) into (79), we obtain
\[
\mathbb{E}[W_j U] = \mathbb{E}[W_j B] + \Phi_{p, L_j U} + \Phi_{p, B_j U},
\]
(90)
where \( \Phi_{p, L_j U} \) is given by (28) and \( \Phi_{p, B_j U} \) is given by (29). Finally, we substitute (51), (61), and (90) into (91) and obtain the average AoI of \( U_n \), which is given in (30).

We then derive the average AoI of \( U_n \) in the partial computing scheme is calculated as
\[
\Omega_{n,p} = \frac{1}{\lambda_n} + \frac{1}{\mu_B} + \frac{1}{\mu_D} + \frac{1}{\mu_n} + \mathbb{E}[W_j B] + \mathbb{E}[W_j D] + \mathbb{E}[W_j U].
\]
(91)
According to Lemma 3, the PMF of the number of packets in the computation queue at the edge server when \( P_{n,j} \) is generated is given by
\[
\Pr(K_j = k) = \left( \frac{\lambda}{\mu_B} \right)^k \left( 1 - \frac{\lambda}{\mu_B} \right).
\]
(92)
Hence, we obtain
\[
\mathbb{E}[W_j B] = \mathbb{E}[W_j U] = \frac{1}{\mu_B (\mu_D - \lambda)}.
\]
(93)
Similarly, we calculate \( \mathbb{E}[W_j D] \) and \( \mathbb{E}[W_j U] \) by
\[
\mathbb{E}[W_j D] = \frac{1}{\mu_D (\mu_D - \lambda)}.
\]
(94)
and
\[
\mathbb{E}[W_j U] = \frac{\lambda}{\mu_n (\mu_n - \lambda)}.
\]
(95)
By substituting (93), (94), and (95) into (23), we obtain the average AoI of \( U_n \), which is given in (31).

APPENDIX B
PROOF FOR THEOREM 2
We first derive the upper bound on the average AoI. Based on (22), we find that \( W_j B, W_j D, \) and \( W_j U \) are negatively correlated with \( Y_j \), respectively, i.e., \( \mathbb{E}[W_j B | Y_j, W_j D] < \mathbb{E}[W_j B | Y_j] \), \( \mathbb{E}[W_j D | Y_j, W_j U] < \mathbb{E}[W_j D | Y_j] \), and \( \mathbb{E}[W_j U | Y_j, W_j U] < \mathbb{E}[W_j U | Y_j] \). Hence, we obtain that
\[
\Delta_n < \frac{1}{\lambda_n} + \mathbb{E}[S_j, B] + \mathbb{E}[S_j, D] + \mathbb{E}[S_j, U] + \lambda_n + \mathbb{E}[Y_j] + \mathbb{E}[W_j B | Y_j] + \mathbb{E}[W_j D | Y_j] + \mathbb{E}[W_j U | Y_j] + \mathbb{E}[W_j U],
\]
(96)
We then derive the lower bound on the average AoI. Based on (51), we obtain
\[
\mathbb{E}[Y_j W_j B] = \frac{\lambda}{\lambda_n \mu_B (\mu' - \lambda - n)} + \frac{\lambda_n \lambda - n}{\mu_B (\mu' - \lambda - n)^3}
+ \frac{\lambda_n}{\mu_B (\mu' - \lambda - n)^2} \left( \mu' - \lambda \right)
+ \frac{\lambda_n}{\mu_B (\mu' - \lambda - n)} \left( \mu' - \lambda \right)^2,
\]
(97)
We find that \( \mathbb{E}[Y_j W_j B] \) in (61) decreases as \( \mu' \) increases. Hence, we obtain
\[
\mathbb{E}[Y_j W_j D] \geq \mathbb{E}[Y_j W_j B] \left|_{\mu' \to \infty} = \mathbb{E}[Y_j, B W_j] \right.
\]
\[
= \frac{\lambda}{\lambda_n \mu_D (\mu_D - \lambda)} + \frac{\lambda \lambda_n - n}{\mu_D (\mu_D - \lambda - n)^3}
- \frac{1}{\mu_D (\mu_D - \lambda - n)^2}.
\]
(98)
Similarly, we obtain the lower bound on \( \mathbb{E}[Y_j W_j U] \), which is given by
\[ \mathbb{E}[Y_j W_j, U] \geq \mathbb{E}[Y, U] \rightarrow_{\mu'_{\lambda}, \mu_{\lambda} \rightarrow \infty} = \mathbb{E}[Y_j, D W_j, U] \]

By substituting (97), (98), and (99) into (22), we obtain the lower bound on the average AoI, which is given in (42).

**APPENDIX C**

**PROOF FOR LEMMA 1**

By calculating the first and the second derivatives of \( \Omega \) with respect to (w.r.t.) \( p \), we obtain

\[ \frac{\partial \Omega}{\partial p} = \frac{\mu_B}{(\mu_B - p\lambda)^2} - \frac{1}{N} \sum_{n=1}^{N} \frac{\mu_n}{(\mu_n - (1 - p)\lambda_n)^2} \]

and

\[ \frac{\partial^2 \Omega}{\partial p^2} = \frac{2\lambda\mu_B}{(\mu_B - p\lambda)^3} + \frac{1}{N} \sum_{n=1}^{N} \frac{2(1 - p)\lambda_n^2}{(\mu_n - (1 - p)\lambda_n)^3} \]

respectively. From (101), we see that \( \frac{\partial^2 \Omega}{\partial p^2} > 0 \) when \( \frac{\partial \Omega}{\partial p} > 0 \) and \( \frac{\partial \Omega}{\partial p} > 0 \) respectively. This implies that there exists an optimal value of \( p \) to minimize \( \Omega \).

By simple mathematical manipulation, we reach the solution to (46).

**APPENDIX D**

**PROOF FOR THEOREM 3**

According to (100) and (101), the first derivatives of \( \Omega \) w.r.t. \( p \) in the homogeneous MEC system is calculated as

\[ \frac{\partial \Omega}{\partial p} = \frac{\mu_B}{(\mu_B - p\lambda)^2} - \frac{\mu_h}{(\mu_h - (1 - p)\lambda_h)^2} \]

Based on (102), we obtain the optimal \( p \), which is given as

\[ p_{opt} = \frac{\sqrt{\mu_B\mu_h} + \lambda_h - \mu_n}{\left(1 + N\sqrt{\frac{\mu_B}{\mu_h}}\right)\lambda_n} \]

By setting \( p \in [0, 1] \) in (103), we obtain the optimal \( p_{opt} \) given by (47).
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