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Abstract

There has been a surge of progress in recent years in developing algorithms for testing and learning quantum states that achieve optimal copy complexity [OW15, OW16, HHJ+17, OW17, AISW19, BOW19]. Unfortunately, they require the use of entangled measurements across many copies of the underlying state and thus remain outside the realm of what is currently experimentally feasible. A natural question is whether one can match the copy complexity of such algorithms using only independent—but possibly adaptively chosen—measurements on individual copies.

We answer this in the negative for arguably the most basic quantum testing problem: deciding whether a given \(d\)-dimensional quantum state is equal to or \(\epsilon\)-far in trace distance from the maximally mixed state. While it is known how to achieve optimal \(O(d/\epsilon^2)\) copy complexity using entangled measurements, we show that with independent measurements, \(\Omega(d^{4/3}/\epsilon^2)\) is necessary, even if the measurements are chosen adaptively. This resolves a question posed in [Wri16]. To obtain this lower bound, we develop several new techniques, including a chain-rule style proof of Paninski’s lower bound for classical uniformity testing, which may be of independent interest.

1 Introduction

This paper considers the problem of quantum state certification. Here, we are given \(N\) copies of an unknown mixed state \(\rho \in \mathbb{C}^{d\times d}\) and a description of a known mixed state \(\sigma\), and our goal is to make measurements on these copies\(^1\) and use the outcomes of these measurements to distinguish whether \(\rho = \sigma\), or if it is \(\epsilon\)-far from \(\sigma\) in trace norm. An important special case of this is when \(\sigma\) is the maximally mixed state, in which case the problem is known as quantum mixedness testing.

This problem is motivated by the need to verify the output of quantum computations. In many applications, a quantum algorithm is designed to prepare some known \(d\)-dimensional mixed state \(\sigma\). However, due to the possibility of noise or device defects, it is unclear whether or not the output state is truly equal to \(\sigma\). Quantum state certification allows us to verify the correctness of the quantum algorithm. In addition to this more practical motivation, quantum state certification can be seen as the natural non-commutative analogue of identity testing of (classical) probability distributions, a well-studied problem in statistics and theoretical computer science.

\(^*\)This work was supported in part by a Paul and Daisy Soros Fellowship, NSF CAREER Award CCF-1453261, and NSF Large CCF-1565235. This work was done in part while S.C. was an intern at Microsoft Research AI.

\(^1\)Formally, a measurement is specified by a positive operator-valued measure (POVM), which is given by a set of positive-definite Hermitian matrices \(\{M_x\}\) summing to the identity, and the probability of observing measurement outcome \(x\) is equal to \(\text{Tr}(\rho M_x)\). See Definition 3.1 for details.
Recently, [OW15] demonstrated that $\Theta(d/\epsilon^2)$ copies are necessary and sufficient to solve quantum mixedness testing with good confidence. Subsequently, [BOW19] demonstrated that the same copy complexity suffices for quantum state certification. Note that these copy complexities are sublinear in the number of parameters in $\rho$, and in particular, are less than the $\Theta(d^2/\epsilon^2)$ copies necessary to learn $\rho$ to $\epsilon$ error in trace norm [OW16, HHJ+17].

To achieve these copy complexities, the algorithms in [OW15, BOW19] heavily rely on entangled measurements. These powerful measurements allow them to leverage the representation theoretic structure of the underlying problem to dramatically decrease the copy complexity. However, this power comes with some tradeoffs. Entangled measurements require that all $N$ copies of $\rho$ are measured simultaneously. Thus, all $N$ copies of $\rho$ must be kept in quantum memory without any of them de-cohering. Additionally, the positive-operator valued measure (POVM) elements that formally define the quantum measurement must all be of size $Nd \times Nd$; in particular, the size of the POVM elements scales with $N$. Both of these issues are problematic for using any of these algorithms in practice [CW20]. Entangled measurements are also necessary for the only known sample-optimal algorithms for quantum tomography [OW16, HHJ+17, OW17].

This leads to the question: can these sample complexities be achieved using weaker forms of measurement? There are two natural classes of such restricted measurements to consider:

- an (unentangled) nonadaptive measurement fixes $N$ POVMs ahead of time, measures each copy of $\rho$ using one of these POVMs, then uses the results to make its decision.
- an (unentangled) adaptive measurement measures each copy of $\rho$ sequentially, and can potentially choose its next POVM based on the results of the outcomes of the previous experiments.

It is clear that arbitrarily entangled measurements are strictly more general than adaptive measurements, which are in turn strictly more general than nonadaptive ones. However, both nonadaptive and adaptive measurements have the advantage that the quantum memory they require is substantially smaller than what is required for a generic entangled measurement. In particular, only one copy of $\rho$ need be prepared at any given time, as opposed to the $N$ copies that must simultaneously be created, if we use general entangled measurements.

Separating the power of entangled vs. nonentangled measurements for such quantum learning and testing tasks was posed as an open problem in [Wri16]. In this paper, we demonstrate the first such separations for quantum state certification, and to our knowledge, the first separation between adaptive measurements and entangled measurements without any additional assumptions on the measurements, for any quantum estimation task.

We first show a sharp characterization of the copy complexity of quantum mixedness testing with nonadaptive measurements:

**Theorem 1.1.** If only unentangled, nonadaptive measurements are used, $\Theta(d^{3/2}/\epsilon^2)$ copies are necessary and sufficient to distinguish whether $\rho \in \mathbb{C}^{d \times d}$ is the maximally mixed state, or if $\rho$ has trace distance at least $\epsilon$ from the maximally mixed state, with probability at least $2/3$.

Second, we show that $\omega(d)$ copies are necessary, even with adaptive measurements. We view this as our main technical contribution. Formally:

**Theorem 1.2.** If only unentangled, possibly adaptive, measurements are used, $\Omega(d^{5/3}/\epsilon^2)$ copies are necessary to distinguish whether $\rho \in \mathbb{C}^{d \times d}$ is the maximally mixed state, or has trace distance at least $\epsilon$ from the maximally mixed state, with probability at least $2/3$.

As quantum state certification is a strict generalization of mixedness testing, Theorems 1.1 and 1.2 also immediately imply separations for that problem as well. Note that the constant $2/3$ in the
above theorem statements is arbitrary and can be replaced with any constant greater than 1/2. We also remark that our lower bounds make no assumptions on the number of outcomes of the POVMs used, which can be infinite (see Definition 3.1).

1.1 Overview of our techniques

In this section, we give a high-level description of our techniques. We start with the lower bounds.

“Lifting” classical lower bounds to quantum ones Our lower bound instance can be thought of as the natural quantum analogue of Paninski’s for (classical) uniformity testing:

**Theorem 1.3** (Theorem 4, [Pan08]). \( \Omega(\sqrt{d}/\varepsilon^2) \) samples are necessary to distinguish whether a distribution \( p \) over \( \{1, \ldots, d\} \) is \( \varepsilon \)-far from the uniform distribution in total variation distance, with confidence at least 2/3.

At a high level, Paninski demonstrates that it is statistically impossible to distinguish between the distribution \( p_0 \leq N \) of \( N \) independent draws from the uniform distribution, and the distribution \( p_1 \leq N \) of \( N \) independent draws from a random perturbation of the uniform distribution, where the marginal probability of each element in \( \{1, \ldots, d\} \) has been randomly perturbed by \( \pm \varepsilon/d \) (see Example 2.7).

The hard instance we consider can be viewed as the natural quantum analogue of Paninski’s construction. Roughly speaking, rather than simply perturbing the marginal probabilities of every element in \( \{1, \ldots, d\} \), which corresponds to randomly perturbing the diagonal elements of the mixed state, we also randomly rotate it (see Construction 1). We note that this hard instance is not novel and has been considered before in similar settings [OW15, Wri16, HHJ+17]. However, our analysis technique is quite different from previous bounds, especially in the adaptive setting.

The technical crux of Paninski’s lower bound is to upper bound the total variation distance between \( p_0 \leq N \) and \( p_1 \leq N \) in terms of the \( \chi^2 \)-divergence between the two. This turns out to have a simple, explicit form, and can be calculated exactly. This works well because, conditioned on the choice of the random perturbation in \( p_1 \leq N \), both of the distributions \( p_0 \leq N \) and \( p_1 \leq N \) have a product structure, as they consist of \( N \) independent samples.

This product structure still holds true in the quantum case when we restrict to non-adaptive measurements. This allows us to do a more involved version of Paninski’s calculation in the quantum case and thus obtain the lower bound in Theorem 1.1.

However, this product structure breaks down completely in the adaptive setting, as now the POVMs, and hence, the measurement outcomes that we observe, for the \( t \)-th copy of \( \rho \), can depend heavily on the previous outcomes. As a result, the \( \chi^2 \)-divergence between the analogous quantities to \( p_0 \leq N \) and \( p_1 \leq N \) no longer have a nice, closed form, and it is not clear how to proceed using Paninski’s style of argument.

Instead, inspired by the literature on bandit lower bounds [ACBFS02, BCB12], we upper bound the total variation distance between \( p_0 \leq N \) and \( p_1 \leq N \) by the KL divergence between these two quantities. The primary advantage of doing so is that the KL divergence satisfies the chain rule. This allows us to partially disentangle how much information that the \( t \)-th copy of \( \rho \) gives the algorithm, conditioned on the outcomes of the previous experiments.

At present, this chain-rule formulation of Paninski’s lower bound seems to be somewhat lossy. Even in the classical case, we need additional calculations tailored to Paninski’s instance to recover the \( \Omega(\sqrt{d}/\varepsilon^2) \) bound for uniformity testing (see Appendix B), without which our approach can only obtain a lower bound of \( \Omega(d^{1/3}/\varepsilon^2) \) (see Section 5). At a high level, this appears to be why we do not obtain a lower bound of \( \Omega(d^{3/2}/\varepsilon^2) \) for adaptive measurements. We leave the question of closing this gap as an interesting future direction.
“Projecting” quantum upper bounds to classical ones While the lower bound techniques we employ are motivated by the lower bounds for classical testing, they do not directly use any of those results. In contrast, to obtain our upper bounds, we demonstrate a direct reduction from non-adaptive mixedness testing to classical uniformity testing. The reduction is as follows. First, we choose a random orthogonal measurement basis. Measuring $\rho$ in this basis induces some distribution over \{1, \ldots, d\}. If $\rho$ is maximally mixed, this distribution is the uniform distribution. Otherwise, if it is far from maximally mixed, then by similar concentration of measure phenomena as used in the proof of the lower bounds, with high probability this distribution will be quite far from the uniform distribution in $L_2$ distance. Thus, to distinguish these two cases, we can simply run a classical $L_2$ uniformity tester [CDVV14, DKN14, CDGR18]. See Appendix A for more details.

Concentration of measure over the unitary group In both our lower bounds and upper bounds, it will crucial to carefully control the deviations of various functions of Haar random unitary matrices. In fact, specializations of quantities we encounter have been extensively studied in the literature on quantum transport in mesoscopic systems, namely the conductance of a chaotic cavity [BB96, Bee97, BB00, KSS09, AOK09], though the tail bounds we need are not captured by these works (see Section 3.3 for more details). Instead, we will rely on more general tail bounds [MM13] that follow from log-Sobolev inequalities on the unitary group $U(d)$.

1.2 Related work

The literature on quantum (and classical) testing and learning is vast and we cannot hope to do it justice here; for conciseness we only discuss some of the more relevant works below.

Quantum state certification fits into the general framework of quantum state property testing problems. Here the goal is to infer non-trivial properties of the unknown quantum state, using fewer copies than are necessary to fully learn the state. See [Md16] for a more complete survey on property testing of quantum states. Broadly speaking, there are two regimes studied here: the asymptotic regime and the non-asymptotic regime.

In the asymptotic regime, the goal is to precisely characterize the exponential convergence of the error as $n \to \infty$ and $d, \epsilon$ are held fixed and relatively small. In this setting, quantum state certification is commonly referred to as *quantum state discrimination*. See e.g. [Che00, ANSV08, BC09] and references within. However, this allows for rates which could depend arbitrarily badly on the dimension.

In contrast, we work in the non-asymptotic regime, where the goal is to precisely characterize the rate of convergence as a function of $d$ and $\epsilon$. The closest work to ours is arguably [OW15] and [BOW19]. The former demonstrated that the copy complexity of quantum mixedness testing is $\Theta(d/\epsilon^2)$, and the latter showed that quantum state certification has the same copy complexity. However, as described previously, the algorithms which achieve these copy complexities heavily rely on entangled measurements.

Another interesting line of work focuses on the case where the measurements are only allowed to be Pauli matrices [FL11, FGLE12, dSLCP11, AGKE15]. Unfortunately, even for pure states, these algorithms require $\Omega(d)$ copies of $\rho$. We note in particular the paper of [FGLE12], which gives a $\Omega(d)$ lower bound for the copy complexity of the problem, even when the Pauli measurements are allowed to be adaptively chosen. However, their techniques do not appear to generalize easily to arbitrary adaptive measurements.

A related task is that of quantum tomography, where the goal is to recover $\rho$, typically to good fidelity or low trace norm error. The paper [HHJ+17] showed that $O(d^2 \log(d/\epsilon)/\epsilon^2)$ copies suffice to obtain $\epsilon$ trace error, and that $\Omega(d^2/\epsilon^2)$ copies are necessary. Independently, [OW16] improved
their upper bound to $O(d^2/\epsilon^2)$. These papers, in addition to [OW17], also discuss the case when $\rho$ is low rank, where $o(d^2)$ copy complexity can be achieved. Notably, all the upper bounds that achieve the tight bound heavily require entanglement. In [HHJ+17], they demonstrate that $\Omega(d^3/\epsilon^2)$ copies are necessary, if the measurements are nonadaptive. It is a very interesting question to understand the power of adaptive measurements for this problem as well.

Quantum state certification and quantum mixedness testing are the natural quantum analogues of classical identity testing and uniformity testing, respectively, which both fit into the general setting of (classical) distribution testing. There is again a vast literature on this topic; see e.g. [Can17, Gol17] for a more extensive treatment of the topic. Besides the papers covered previously and in the surveys, we highlight a line of work on testing with conditional sampling oracles [CRS15, CFGM16, CRS14, ACK14, BC18, KT19], a classical model of sampling which also allows for adaptive queries. It would be interesting to see if the techniques we develop here can also be used to obtain stronger lower bounds in this setting. Adaptivity also plays a major role in property testing of functions [BB16, CXW17a, KS16, BCP+17, CXW17b, Bel18], although these problems appear to be technically unrelated to the ones we consider here.

1.3 Miscellaneous Notation

We gather here useful notation for the rest of the paper. Let $[d]$ denote the set $\{1, \ldots, d\}$. Given a finite set $S$, we will use $x \sim_u S$ to denote $x$ sampled uniformly at random from $S$. Given two strings $s$ and $t$, let $s \circ t$ denote their concatenation. Given $t > 1$ and a sequence $x_1, \ldots, x_{t-1}$, define $x_{<1} \triangleq (x_1, \ldots, x_{t-1})$. We will also sometimes refer to this as $x_{<t-1}$. Also, let $x_{<1} \triangleq \emptyset$.

Given distributions $P, Q$, the total variation distance between $P$ and $Q$ is $d_{TV}(P, Q) \triangleq \frac{1}{2} \|P - Q\|_1$. If $P$ is absolutely continuous with respect to $Q$, let $\frac{dP}{dQ}(\cdot)$ denote the Radon-Nikodym derivative. The KL-divergence between $P$ and $Q$ is $\text{KL}(P \| Q) \triangleq \mathbb{E}_{x \sim Q}[\frac{dP}{dQ}(x) \log \frac{dP}{dQ}(x)]$. The chi-squared divergence between $P$ and $Q$ is $\chi^2(P \| Q) \triangleq \mathbb{E}_{x \sim Q}[\left(\frac{dP}{dQ}(x) - 1\right)^2]$.

Let $\|\cdot\|_1$, $\|\cdot\|_2$, and $\|\cdot\|_{HS}$ denote trace, operator, and Hilbert-Schmidt norms respectively. Let $\rho_{\text{mm}} \triangleq \frac{1}{d} I$ denote the maximally mixed state. Given a matrix $M$, let $\hat{M} \triangleq M/\text{Tr}(M)$. Given $A \in \mathbb{C}^{d \times d}$ and $\pi \in S_n$ with cycle decomposition $(C_1, \ldots, C_m)$, let $\langle A \rangle_{\pi} \triangleq \prod_{i=1}^m \text{Tr}(A^{C_i})$.

Finally, throughout this work, we will freely abuse notation and use the same symbols to denote probability distributions, their laws, and their density functions.

Roadmap  The rest of the paper is organized as follows:

- Section 2— We describe a generic setup that captures Paninski’s and our settings as special cases and provide an overview of the techniques needed to show lower bounds in this setup.
- Section 3— We formalize the notion of quantum property testing via adaptive measurements, define our lower bound instance, and perform some preliminary calculations.
- Section 4— Proof of the lower bound in Theorem 1.1.
- Section 5— As a warmup to the proof of Theorem 1.2, we prove a weaker version of Paninski’s lower bound using our chain rule approach.
- Section 6— Proof of our main result, Theorem 1.2.
- Section 7— Proof of certain tail bounds for Haar-random unitary matrices which are crucial to the proofs of Theorems 1.1 and 1.2.
- Appendix A— Proof of the upper bound in Theorem 1.1.
• Appendix B— A more ad hoc chain rule proof of Paninski’s optimal $\Omega(\sqrt{d}/\epsilon^2)$ lower bound.
• Appendix C— Various helpful technical facts.

2 Lower Bound Strategies

The lower bounds we show in this work are lower bounds on the number of observations needed to distinguish between a simple null hypothesis and a mixture of alternatives. For instance, in the context of classical uniformity testing, the null hypothesis is that the underlying distribution is the uniform distribution over $[d]$, and the mixture of alternatives considered in [Pan08] is that the underlying distribution was drawn from a particular distribution over distributions $p$ which are $\epsilon$-far in total variation distance from the uniform distribution (see Example 2.7). In our setting, the null hypothesis is that the underlying state is the maximally mixed state $\rho_{mm}$, and the mixture of alternatives will be a particular distribution over quantum states $\rho$ which are $\epsilon$-far in trace distance from $\rho_{mm}$ (see Construction 1).

Note that in order to obtain dimension-dependent lower bounds, as in classical uniformity testing, it is essential that the alternative hypothesis be a mixture. If the task were instead to distinguish whether the underlying state was $\rho_{mm}$ or some specific alternative state $\rho$, then if we make independent measurements in the eigenbasis of $\rho$, it takes only $O(1/\epsilon^2)$ such measurements to tell apart the two scenarios.

For this reason we will be interested in the following abstraction which contains as special cases both Paninski’s lower bound instance for uniformity testing [Pan08] and our lower bound instance for mixedness testing, and which itself is a special case of Le Cam’s two-point method [LeC73]. We will do this in a few steps. First, we give a general formalism for what it means to perform possibly adaptive measurements:

Definition 2.1 (Adaptive measurements). Given an underlying space $S$, a natural number $N \in \mathbb{N}$, and a (possibly infinite) universe $U$ of measurement outcomes, a measurement schedule $A$ using $N$ measurements is any (potentially random) algorithm which outputs $M_1, \ldots, M_N : S \to U$, where each $M_i$ is a potentially random function. We say that $A$ is nonadaptive if the choice of $M_i$ is independent of the choice of $M_j$ for all $j \neq i$, and we say $A$ is adaptive if the choice of $M_t$ depends only on the outcomes of $M_1, \ldots, M_{t-1}$ for all $t \in [N]$.

To instantiate this for the quantum setting, we let the underlying space $S$ be the set of mixed states, and we restrict the measurement functions to be (possibly adaptively chosen) POVMs. See Definition 3.2 for a formal definition.

Definition 2.2. A distribution testing task is specified by two disjoint sets $S_0, S_1$ in $S$. For any $N \in \mathbb{N}$, and any measurement schedule $A$, we say that $A$ solves the problem if there exists a (potentially random) post-processing algorithm $f : U^N \to \{0, 1\}$ so that for any $\alpha \in \{0, 1\}$, if $D \in S_\alpha$, then

$$P[f(M_1(D) \circ \cdots \circ M_N(D)) = \alpha] \geq 2/3,$$

where $M_1, \ldots, M_N$ are generated by $A$.

For instance, to instantiate the quantum mixedness testing setting, we let $S$ be the set of mixed states, we let $S_0 = \{\rho_{mm}\}$ be the set containing only $\rho_{mm}$, the maximally mixed state, and we let $S_1 = \{\rho : \|\rho - \rho_{mm}\|_1 > \epsilon\}$. Note that the choice of $2/3$ for the constant is arbitrary and can be replaced (up to constant factors in $N$) with any constant strictly larger than $1/2$. With this, we can now define our lower bound setup:
Definition 2.3 (Lower Bound Setup: Simple Null vs. Mixture of Alternatives). In the setting of Definition 2.2, a distinguishing task is specified by a null object \( D_0 \in S_0 \), a set of alternate objects \( \{D_\zeta\} \subseteq S_1 \) parametrized by \( \zeta \), and a distribution \( \mathcal{D} \) over \( \zeta \).

For any measurement schedule \( A \) which generates measurement functions \( M_1, \ldots, M_N \), let \( p_0^N = \mathcal{P}_0^N(A) \) and \( p_1^N = \mathcal{P}_1^N(A) \) be distributions over strings \( x_{\leq N} \in \mathcal{U}^N \), which we call transcripts of length \( N \). The distribution \( p_0^N \) corresponds to the distribution of \( M_1(D_0) \circ \cdots \circ M_N(D_0) \). The distribution \( p_1^N \) corresponds to the distribution of \( M_1(D_\zeta) \circ \cdots \circ M_N(D_\zeta) \), where \( \zeta \sim \mathcal{D} \).

The following is a standard result which allows us to relate this back to property testing:

**Fact 2.4.** Let \( S_0, S_1 \) be a property, let \( N \in \mathbb{N} \), and let \( A \) be a class of measurement schedules using \( N \) measurements. Suppose that there exists a distinguishing task so that for every \( A \in A \), we have that \( d_{TV}(p_0^N(A), p_1^N(A)) \leq 1/3 \). Then the distribution testing task cannot be solved with \( N \) samples by any algorithm in \( A \).

For the remainder of the paper, we will usually implicitly fix a measurement schedule \( A \), and just write \( p_0^N \) and \( p_1^N \). The properties that we assume (e.g. adaptive or nonadaptive) of this algorithm should be clear from context, if it is relevant.

We next define some important quantities which repeatedly arise in our calculations:

**Definition 2.5.** In the setting of Definition 2.3, for any \( t \in [N] \), define \( p_0^t(\cdot | x_{<t}), p_1^t(\cdot | x_{<t}) \) to be the respective conditional laws of the \( t \)-th entry, given preceding transcript \( x_{<t} \). For any \( \zeta \), let \( p_1^N|\zeta \) be the distribution over transcripts from \( N \) independent observations from \( D_\zeta \).

Assume additionally that \( p_1^N|\zeta \) are absolutely continuous with respect to \( p_0^N \), for every \( \zeta \in \text{supp}(\mathcal{D}) \). Then, there will exist functions \( \{g_\zeta^t(\cdot )\}_{t \in [N], x_{<t} \in \mathcal{U}^{t-1}, \zeta \in \text{supp}(\mathcal{D})} \), such that for any \( \zeta, t, x_{\leq t} \), the Radon-Nikodym derivative satisfies

\[
\frac{dp_1^t|\zeta}{dp_0^t}(x_{\leq t}) = \prod_{i=1}^{t} \left(1 + g_\zeta^t(x_i)\right) . \tag{1}
\]

We refer to the \( g_\zeta^t(\cdot) \) functions as likelihood ratio factors.

We emphasize that neither \( p_0^N \) nor any of the alternatives \( p_1^N|\zeta \) is necessarily a product measure. Indeed, this is one of the crucial difficulties of proving lower bounds in the adaptive setting. In the non-adaptive setting, the picture of Definition 2.3 simplifies substantially:

**Definition 2.6 (Non-adaptive Testing Lower Bound Setup).** In this case, in the notation of Definition 2.3, the measurement schedule \( A \) is nonadaptive, so \( p_0^N \) and all \( p_1^N|\zeta \) are product measures. Consequently, the functions \( g_\zeta^t \) will depend only on \( t \) and not on the particular transcript \( x_{<t} \), so we will denote the functions by \( \{g_\zeta^t(\cdot)\}_{t \in [N], \zeta \in \text{supp}(\mathcal{D})} \).

Paninski’s lower bound for classical uniformity testing [Pan08] is an instance of the non-adaptive setup of Definition 2.6:

**Example 2.7.** Let us first recall Paninski’s construction. Here the set \( S \) is the set of distributions over \([d]\). Uniformity testing is the property \( S_0 = \{U\}, S_1 = \{U': d_{TV}(U, U') \geq \epsilon\} \), where \( U \) is the uniform distribution over \([d]\). In the classical “sampling oracle” model of distribution testing, the measurements \( M_i \) simply take a distribution \( D \in S \) and output an independent sample from \( D \). In particular, \( \mathcal{U} = [d] \).

To form Paninski’s lower bound instance, take \( \mathcal{D} \) to be the uniform distribution over \( \{\pm 1\}^{d/2} \). Let the null hypothesis be \( D_0 \), and let the set of alternate hypotheses be given by \( \{D_z\}_{z \in \{\pm 1\}^{d/2}} \).
where \( D_x \) the distribution over \([d]\) whose \( x\)th marginal is \( D_x(x) = \frac{1}{d} + (-1)^x \cdot \frac{\epsilon}{4} \cdot z_{x/2} \) for any \( x \in [d] \). Clearly \( D_x \in S_\epsilon \) for all \( x \).

There is no obviously no adaptivity in what the tester does after seeing each new sample. So the family of likelihood ratio factors \( \{ g_t^\zeta() \} \) for which (1) holds is given by

\[
g_t^\zeta(x) = g^\zeta(x) \triangleq \epsilon(-1)^x \cdot z_{x/2}.
\]  

The definition of \( p_0^{\leq N}, p_1^{\leq N} \) in our proofs will be straightforward (see Construction 1), and by Fact 2.4, the key technical difficulty is to upper bound the total variation distance between \( p_0^{\leq N}, p_1^{\leq N} \) in terms of \( N \). After recording some notation in Section 1.3, in Section 2.1, we overview our approach for doing so in the non-adaptive setting of Definition 2.6, and in Section 2.2, we describe our techniques for extending these bounds to the generic, adaptive setting of Definition 2.3.

### 2.1 Non-Adaptive Lower Bounds

It is a standard trick to upper bound total variation distance between two distributions in terms of the \( \chi^2 \)-divergence, which is often more amenable to calculations. These calculations are especially straightforward in the non-adaptive setting of Definition 2.6.

**Lemma 2.8.** Let \( p_0^{\leq N}, p_1^{\leq N}, \mathcal{D}, \{ g_t^\zeta() \}_{t \in \mathbb{N}, \zeta \in \text{supp}(\mathcal{D})} \) be defined as in Definition 2.6. As \( p_0^{\leq N} \) is therefore a product measure, for every \( t \in [N] \) denote its \( t\)th marginal by \( p_t^0 \). Then

\[
\frac{1}{2 \ln 2} d_{TV}(p_0^{\leq N}, p_0^0)^2 \leq \chi^2(p_1^{\leq N} \parallel p_0^0) \leq \max_{\xi, \xi'} \mathbb{E}_{x_t \sim p_0^0} \left[ \left( 1 + \mathbb{E}_{x_t \sim p_0^0} \left[ g_t^\zeta(x_t) g_t^{\zeta'}(x_t) \right] \right)^N \right] - 1.
\]

**Proof.** The first inequality is just Pinsker’s and the fact that chi-squared divergence upper bounds KL divergence. For the latter inequality, it will be convenient to define

\[
g_S^\zeta(x_S) \triangleq \prod_{t \in S} g_t^\zeta(x_t).
\]

Then for any \( \zeta, \zeta', S \), the product structure implies

\[
\mathbb{E} \left[ \prod_{x \leq N - p_0^{\leq N}} g_S^\zeta(x_S) g_S^{\zeta'}(x_S) \right] = \prod_{t \in S} \mathbb{E} \left[ g_t^\zeta(x_t) g_t^{\zeta'}(x_t) \right].
\]

We then get that

\[
\chi^2(p_1^{\leq N} \parallel p_0^0) = \mathbb{E}_{x \leq N - p_0^{\leq N}} \left[ \left( \mathbb{E}_{\zeta} \left[ \prod_{t = 1}^N (1 + g_t^\zeta(x_t)) \right] - 1 \right)^2 \right] = \mathbb{E}_{x \leq N, \zeta, \zeta'} \left[ \sum_{S \neq \emptyset} g_S^\zeta(x_S) g_S^{\zeta'}(x_S) \right] = \mathbb{E} \left[ \prod_{t \in S} \left( 1 + \mathbb{E}_{x_t \sim p_0^0} \left[ g_t^\zeta(x_t) g_t^{\zeta'}(x_t) \right] \right) \right] - 1
\]

\[
\leq \max_{\zeta, \zeta'} \mathbb{E} \left[ \left( 1 + \mathbb{E}_{x_t \sim p_0^0} \left[ g_t^\zeta(x_t) g_t^{\zeta'}(x_t) \right] \right)^N \right] - 1,
\]
where the fourth step follows by (3), the last step follows by Holder’s, and the third step follows by the fact that for \( S \neq S' \) and any \( \zeta, \zeta' \),

\[
\mathbb{E}_{x \leq N} \left[ g_S^\zeta(x) g_{S'}^\zeta(x) \right] = \prod_{t \in S \cap S'} \mathbb{E}[g_t^\zeta(x_t) g_t^\zeta(x_t)] \cdot \prod_{t \in S \setminus S'} \mathbb{E}[g_t^\zeta(x_t)] \cdot \prod_{t \in S' \setminus S} \mathbb{E}[g_t^\zeta(x_t)] = 0,
\]

The upshot of (4) is that the fluctuations of the quantities \( \mathbb{E}_{x \leq N} [g_t^\zeta(x_t) g_t^\zeta(x_t)] \) with respect to the randomness of \( \zeta, \zeta' \) dictate how large \( N \) must be for \( p_0^{\leq N} \) and \( p_1^{\leq N} \) to be distinguishable.

**Example 2.9.** Recalling (2), the quantities \( \mathbb{E}_{x \leq N} [g_t^\zeta(x_t) g_t^\zeta(x_t)] \) take a particularly nice form in Paninski’s setting. There we have

\[
\mathbb{E}_{x \leq N} [g_t^\zeta(x_t) g_t^\zeta(x_t)] = c^2 \cdot \mathbb{E}_{x \sim [d]} [z_{[x/2]} \cdot z'_{[x/2]}] = \frac{c^2}{d} \sum_{x=1}^d \mathbb{I} [z_{[x/2]} = z'_{[x/2]}] = \frac{2c^2}{d} \langle z, z' \rangle
\]

Because \( \langle z, z' \rangle \) is distributed as a shifted, rescaled binomial distribution, \( \mathbb{E}_{x \leq N} [g_t^\zeta(x_t) g_t^\zeta(x_t)] \) has sub-Gaussian tails and fluctuations of order \( O(c^2/\sqrt{d}) \), implying that for \( N \) as large as \( o(\sqrt{d}/c^2) \), \( \chi^2 \left( p_1^{\leq N} \| p_0^{\leq N} \right) = o(1) \). While this is not exactly how Paninski’s lower bound was originally proven, concentration of the binomial random variable \( \langle z, z' \rangle \) lies at the heart of the lower bound and formalizes the usual intuition for the \( \sqrt{d} \) scaling in the lower bound: to tell whether a distribution is far from uniform, it is necessary to draw \( \Omega(\sqrt{d}) \) samples just to see some element of \( [d] \) occur twice.

In Section 4, we will show how to use Lemma 2.8 to prove Theorem 1.1. As it turns out, understanding the fluctuations of the random variable \( \mathbb{E}_{x \leq N} [g_t^\zeta(x_t) g_t^\zeta(x_t)] \) that arises in that setting will be one of the primary technical challenges of this work, both for our adaptive and non-adaptive lower bounds (see Section 7).

### 2.2 Adaptive Lower Bounds

As was discussed previously and is evident from the proof of Lemma 2.8, the lack of product structure for \( p_0^{\leq N} \) and \( p_1^{\leq N} \) in the adaptive setting of Definition 2.3 makes it infeasible to directly estimate \( \chi^2 \left( p_1^{\leq N} \| p_0^{\leq N} \right) \). Inspired by the literature on bandit lower bounds [ACBFS02, BCB12], we instead upper bound KL \( \left( p_1^{\leq N} \| p_0^{\leq N} \right) \), for which we can appeal to the chain rule to tame the extra power afforded by adaptivity. To handle the mixture structure of \( p_1^{\leq N} \), we will upper bound each of the resulting conditional KL divergence terms by their corresponding conditional \( \chi^2 \) divergence.

First, we introduce some notation essential to the calculations in this work.

**Definition 2.10 (Key Quantities).** In the generic setup of Definition 2.3, for any \( x \leq t \in \mathcal{U} \), define

\[
\Delta(x \leq t) \triangleq \frac{d p_1^{\leq t}(x \leq t)}{d p_0^{\leq t}(x \leq t)}, \; \phi_{x \leq t}^{\zeta, \zeta'} \triangleq \mathbb{E}_{x \sim p_0^{\leq t}(x \leq t)} \left[ g_{x \leq t}^\zeta(x) g_{x \leq t}^\zeta(x) \right], \; \Psi_{x \leq t}^{\zeta, \zeta'} \triangleq \prod_{i=1}^t (1 + g_{x \leq t}^\zeta(x_i)) (1 + g_{x \leq t}^\zeta(x_i))
\]

The following is a key technical ingredient of this work.
Lemma 2.11. Let \( p_0^N, p_1^N, \mathcal{D}, \{g_{x < i}^C(\cdot)\} \) be defined as in Definition 2.3. Then
\[
\frac{1}{2 \ln 2} \operatorname{dTV}(p_0^N, p_1^N)^2 \leq KL(p_1^N \| p_0^N) \leq \sum_{t=1}^N \mathbb{E}_{x < t \sim p_0^N} \left[ \frac{1}{\Delta(x < t)} \mathbb{E}_{\zeta, \zeta' \sim \mathcal{D}} \left[ \phi_{x < t}^{\zeta, \zeta'} \right] \right].
\]

Proof. The first inequality is Pinsker's. For the second, by the chain rule for KL divergence and the fact that chi-squared divergence upper bounds KL, \( KL(p_1^N \| p_0^N) \) can be written as
\[
\sum_{t=1}^N \mathbb{E}_{x < t \sim p_0^N} \left[ \text{KL}(p_1^N(\cdot|x < t) \| p_0^N(\cdot|x < t)) \right] \leq \sum_{t=1}^N \mathbb{E}_{x < t \sim p_0^N} \left[ \chi^2 \left( p_1^N(\cdot|x < t) \| p_0^N(\cdot|x < t) \right) \right].
\]
By definition, the conditional densities \( p_0^N(\cdot|x < t), p_1^N(\cdot|x < t) \) satisfy
\[
p_i^N(x_t|x < t) = \frac{p_i^{\leq t}(x_t \circ x_t)}{p_i^{\leq t-1}(x_t)} \quad \text{for } i = 0, 1.
\]
Therefore, we have:
\[
\mathbb{E}_{x < t \sim p_0^{\leq t-1}} \left[ \chi^2 \left( p_1^N(\cdot|x < t) \| p_0^N(\cdot|x < t) \right) \right] = \mathbb{E}_{x < t \sim p_0^{\leq t-1}} \left[ \mathbb{E}_{x_t \sim p_0^N(\cdot|x < t)} \left[ \left( \frac{\Delta(x < t \circ x_t)}{\Delta(x < t)} - 1 \right)^2 \right] \right]
= \mathbb{E}_{x < t \sim p_0^{\leq t-1}} \left[ \frac{1}{\Delta(x < t)^2} \mathbb{E}_{x_t \sim p_0^N(\cdot|x < t)} \left[ (\Delta(x < t \circ x_t) - \Delta(x < t))^2 \right] \right]
= \mathbb{E}_{x < t \sim p_0^{\leq t-1}} \left[ \frac{1}{\Delta(x < t)} \mathbb{E}_{x_t \sim p_0^N(\cdot|x < t)} \left[ (\Delta(x < t \circ x_t) - \Delta(x < t))^2 \right] \right].
\]
where the first step follows by (7) and the third step follows by a change of measure in the outer expectation.

By the assumption (1) and the definition of \( \Delta(\cdot) \),
\[
\Delta(x < t) = \mathbb{E}_{\zeta} \left[ \prod_{i=1}^{t-1} \left( 1 + g_\zeta^C(x_i) \right) \right].
\]
This yields
\[
\mathbb{E}_{x_t \sim p_0^N(\cdot|x < t)} \left[ (\Delta(x < t \circ x_t) - \Delta(x < t))^2 \right] = \mathbb{E}_{x_t \sim p_0^N(\cdot|x < t)} \left[ \mathbb{E}_{\zeta} \left[ \prod_{i=1}^{t-1} \left( 1 + g_\zeta^C(x_i) \right) \cdot g_\zeta^C(x_t) \right] \right]^2
= \mathbb{E}_{\zeta} \left[ \mathbb{E}_{x_t} \left[ g_\zeta^C(x_t) \cdot g_\zeta^C(x_t) \right] \prod_{i=1}^{t-1} \left( 1 + g_\zeta^C(x_i) \right) \right]
\]
from which the lemma follows by (8). \( \square \)
3 Unentangled Measurements and Lower Bound Instance

In this section we provide some preliminary notions and calculations that are essential to understanding the proofs of Theorem 1.1 and 1.2. We first formalize the notion of quantum property testing with unentangled, possibly adaptive measurements in Section 3.1. Then in Section 3.2, we give our lower bound construction and instantiate it in the generic setup of Definition 2.3. Finally, in Section 3.3, we give some intuition for some of the key quantities that arise.

3.1 Testing with Unentangled Measurements

We first formally define the notion of a POVM with possibly infinite outcome set.

**Definition 3.1.** Given space $\Omega$ with Borel $\sigma$-algebra $\mathcal{B}(\Omega)$, let $\mu$ be a regular positive real-valued measure $\mu$ on $\mathcal{B}(\Omega)$, and let $M : \Omega \rightarrow \mathbb{C}^{d \times d}$ be a measurable function taking values in the set of psd Hermitian matrices. We will denote the image of $x \in \Omega$ under $M$ by $M_x$.

We say that the pair $(\mu, M)$ specifies a POVM $\mathcal{M}$ if $\int_{\Omega} M \, d\mu = I_{d \times d}$ and, for any $d \times d$ density matrix $\rho$, the map $B \mapsto \int_B (M_x, \rho) \, d\mu$ for $B \in \mathcal{B}(\Omega)$ specifies a probability measure over $\Omega$. We call the distribution given by this measure the distribution over outcomes from measuring $\rho$ with $\mathcal{M}$.\[\text{\[}^2\text{\]}\]

Given a POVM $\mathcal{M}$, we will refer to the space of measurement outcomes as $\Omega(\mathcal{M})$.

With no meaningful loss in understanding, the reader may simply imagine that all POVMs mentioned henceforth have finitely many outcomes so that a POVM is simply the data of some finite set of positive semidefinite Hermitian matrices $\{M_x\}_{x \in \Omega}$ for which $\sum_x M_x = I_{d \times d}$, though our arguments extend to the full generality of Definition 3.1.

**Definition 3.2.** Let $N \in \mathbb{N}$. An unentangled, possibly adaptive POVM schedule $S$ is a type of measurement schedule specified by a (possibly infinite) collection of POVMs $\{\mathcal{M}^{<t}\}_{t \in [N], x < t \in T_t}$ where $T_1 \triangleq \{\emptyset\}$, and for every $t > 1$, $T_t$ denotes the set of all possible transcripts of measurement outcomes $x < t$ for which $x_i \in \Omega(\mathcal{M}^{<i})$ for all $1 \leq i \leq t - 1$ (recall that $x_{<i} \triangleq (x_1, \ldots, x_{i-1})$). The schedule works in the natural manner: at time $t$ for $t = 1, \ldots, N$, given a transcript $x_{<t} \in T_t$, it measures the $t$-th copy of $\rho$ using the POVM $\mathcal{M}^{<t}$.

If in addition the resulting schedule is also a nonadaptive measurement schedule, we say it is an unentangled, nonadaptive POVM schedule.

3.2 Lower Bound Instance

Let $\mathcal{D}$ be the Haar measure over the unitary group $U(d)$. In place of $\zeta$ from Definition 2.3, we will denote elements from $\mathcal{D}$ by $U$. $\mathbb{P}_U[\cdot]$ and $\mathbb{E}_U[\cdot]$ will be with respect to $\mathcal{D}$ unless otherwise specified.

**Construction 1.** Let $X \in \mathbb{R}^{d \times d}$ denote the diagonal matrix whose first $d/2$ diagonal entries are equal to $\epsilon$, and whose last $d/2$ diagonal entries are equal to $-\epsilon$. Let $X' \triangleq \frac{1}{\epsilon}X$. Let $\Delta \triangleq \frac{1}{d}(I + X)$.

Our lower bound instance will be the distribution over densities $U^\dagger AU$ for $U \sim \mathcal{D}$. We remark that this instance, the quantum analogue of Paninski’s lower bound instance [Pan08] for classical uniformity testing, has appeared in various forms throughout the quantum learning and testing literature [OW15, Wri16, HHJ+17].

Given $N \in \mathbb{N}$, define $p^{<N}_0 \triangleq \rho^{<N}$ and $p^{<N}_1 \triangleq \mathbb{E}_{U \sim \mathcal{D}}[(U^\dagger AU)^{\otimes N}]$. Take any POVM schedule $S = \{\mathcal{M}^{<t}\}_{t \in [N], x < t \in T_t}$. Given $t \leq N$, define $p^{<t}_0$ and $p^{<t}_1$ to be the distribution over the measurement outcomes when the first $t$ steps of these POVM schedules are applied to the first $t$ parts of

\[\text{\[}^2\text{\]}\] This definition looks different from standard ones because we are implicitly invoking the Radon-Nikodym theorem for POVMs on finite-dimensional Hilbert spaces, see e.g. Theorem 3 from [MHC13] or Lemma 11 from [CDS10].
\(\rho_0^\leq N\) and \(\rho_1^\leq N\) respectively. Equivalently, \(p_1^\leq t\) can be regarded as the distribution over sequences of \(t\) measurement outcomes arising from first sampling \(U\) according to the Haar measure \(D\) and then applying the first \(t\) steps of POVM schedule \(S\) to \(t\) copies of \(\rho \triangleq U^\dagger U\).

**Lemma 3.3.** For any POVM \(\mathcal{M}\), define

\[
g_{\mathcal{M}}^U(x) \triangleq \langle \hat{M}^x_{<t}, U^\dagger XU \rangle.
\]

\(p_1^\leq N\) is absolutely continuous with respect to \(p_0^\leq N\), and the family of likelihood ratio factors \(\{g_{x< t}^U(\cdot)\}\) for which (1) holds for \(p_0^\leq N\) and \(p_1^\leq N\) defined in Construction 1 is given by \(g_{x< t}^U(\cdot) \triangleq g_{\mathcal{M}^x< t}^U\).

**Proof.** By taking a disjoint union over \(\Omega(\mathcal{M}^{x< t})\) for all \(t \in \mathbb{N}\) and transcripts \(x< t\), we can assume without loss of generality that there is some space \(\Omega^x\) for which \(\Omega(\mathcal{M}^{x< t})\) is a subspace of \(\Omega^x\) for every \(t, x< t\). For the product space \((\Omega^x)^N\), equip the \(t\)-th factor with the \(\sigma\)-algebra given by the join of all \(\sigma\)-algebras associated to \(\Omega(\mathcal{M}^{x< t})\) for transcripts \(x< t\) of length \(t\).

Then the measures \(\mu\) in Definition 3.1 for all POVMs \(\mathcal{M}^{x< t}\) induce a measure \(\mu^*\) over \((\Omega^x)^N\). Moreover, by definition, \(p_0^\leq N\) and \(p_1^\leq N\) correspond to probability measures over \((\Omega^x)^t\) which are absolutely continuous with respect to \(\mu^*\).

Because \(\langle M_x, \rho_{mm} \rangle > 0\) for any nonzero psd Hermitian matrix \(M_x\), absolute continuity of \(p_1^\leq N\) with respect to \(p_0^\leq N\) follows immediately.

By the chain rule for Radon-Nikodym derivatives, we conclude that

\[
\frac{dp_1^\leq t}{dp_0^\leq t}(x< t) = \prod_{i=1}^t \frac{\langle M_{x_i}^{x< t}, U^\dagger AU \rangle}{\prod_{i=1}^t \frac{1}{d} \text{Tr}(M_{x_i}^{x< t})} = \prod_{i=1}^t \frac{\langle \hat{M}^x_{< t}, U^\dagger (I + X)U \rangle}{\prod_{i=1}^t (1 + g_{x< t}(x_i))}
\]

as claimed. \(\square\)

For any \(U, U' \in U(d)\), the quantities \(\Psi_{x< t}^{U,U'}\) and \(\phi_{x< t}^{U,U'}\) are given by (6). Given a POVM \(\mathcal{M}\), also define \(\phi_{\mathcal{M}}^{U,U'}\) in the obvious way. Lastly, we record the following basic facts:

**Fact 3.4.** For any POVM \(\mathcal{M}\),

(I) \(\mathbb{E}_{x< t}[g_{\mathcal{M}}^U(x)] = 0\) for any \(U \in U(d)\).

(II) For any measurement outcome \(x\) and \(U, U' \in U(d)\), \(|g_{\mathcal{M}}^U(x)| \leq \epsilon\) and thus \(\phi_{\mathcal{M}}^{U,U'} \leq \epsilon^2\).

### 3.3 Intuition for \(\phi_{\mathcal{M}}^{U,U'}\)

Recall from Example 2.9 that for classical uniformity testing, \(\phi^{z,z'} = \frac{2d^2}{d} \langle z, z' \rangle\), and by Lemma 2.8, the \(O(\epsilon^2/d)\) fluctuations of \(\phi^{z,z'}\) as a random variable in \(z, z'\) precisely dictate the sample complexity of uniformity testing.

One should therefore think of the distribution of the quantity \(\phi_{\mathcal{M}}^{U,U'}\) as a “quantum analogue” of the binomial distribution whose fluctuations are closely related to the scaling of the copy complexity of mixedness testing.

As we will show in Theorem 4.1, \(\phi_{\mathcal{M}}^{U,U'}\) has \(O(\epsilon^2/d^{3/2})\) fluctuations and concentrates well, from which it will follow by integration by parts that \(N\) can be taken as large as \(o(d^{3/2}/\epsilon^2)\), yielding the lower bound of Theorem 1.1.
To get some intuition for where these $O(\epsilon^2/d^{3/2})$ fluctuations come from, suppose $M$ were the orthogonal POVM given by the standard basis. Then
\[
\phi_M^{U,U'} = \frac{1}{d} \sum_{i=1}^{d} \left( \text{diag}(U^iXU), \text{diag}(U'^iXU') \right) = \frac{1}{d} \sum_{i=1}^{d} \epsilon^2 \cdot \delta(U_i) \cdot \delta(U'_i),
\]
where
\[
\delta(v) \triangleq \sum_{i=1}^{d/2} v_i^2 - \sum_{i=d/2+1}^{d} v_i^2. \tag{11}
\]
For any fixed $i$, $U_i, U'_i$ are independent random unit vectors, and the variance of $\delta(U_i) \cdot \delta(U'_i)$ is $O(1/d^2)$ (see Fact 7.2). If $U_1, U'_1, ..., U_d, U'_d$ were all independent, then $\phi_M^{U,U'}$ would thus have variance $\epsilon^4/d^3$, suggesting $O(\epsilon^2/d^{3/2})$ fluctuations as claimed. Of course we do not actually have this independence assumption; in addition, the other key technical challenges we must face to get Theorem 4.1 are 1) to go beyond just a second moment bound and show sufficiently strong concentration of $\phi_M^{U,U'}$, and 2) to show this is the case for all POVMs. We do this in Section 7.

4 Proof of Non-Adaptive Lower Bound

In this section we prove Theorem 1.1 by applying Lemma 2.8; the technical crux of the proof (and of our proof of Theorem 1.2 in the next section) is the following tail bound, whose proof we defer to Section 7:

**Theorem 4.1.** Fix any POVM $M$. There exists an absolute constant $c'' > 0$ such that for any $t > \Omega(\epsilon^2/d^{1.99})$, we have
\[
P_{U,U' \sim D} \left[ \left| \phi_M^{U,U'} \right| > t \right] \leq \exp \left( -c'' \left( \frac{d^2 t^2}{\epsilon^4} \wedge \frac{d^2 t}{\epsilon^2} \right) \right)
\]

**Proof of Theorem 1.1.** By Fact 2.4, it suffices to show that no nonadaptive POVM schedule can solve the distinguishing task given by Construction 1, unless $N = \Omega(d^{5/2}/\epsilon^2)$. For a non-adaptive POVM schedule $\mathcal{S}$, let $\{M^1, ..., M^N\}$ denote the sequence of POVMs that are used. Recalling (10), the likelihood ratio factors $\{g_U(\cdot)\}_{U \in U(d), t \in [N]}$ for which (1) holds in the nonadaptive setting of Definition 2.6 are given by $g_{\mathcal{M},t}(\cdot)$. Similarly, denote $\phi_{\mathcal{M},t}^{U,U'}$ by $\phi_{\mathcal{M},t}^{U,U'}$.

By Lemma 2.8, we have
\[
\frac{1}{2 \ln 2} d_{TV} \left( p_1^{\leq N}, p_0^{\leq N} \right)^2 \leq \max_{\zeta, \zeta'} \mathbb{E}_{\zeta, \zeta'} \left[ (1 + \phi_{\mathcal{M},t}^{U,U'})^N \right] - 1.
\]
To finish the proof, we will show that
\[
\sup_{\mathcal{M}} \mathbb{E}_{U,U'} \left[ (1 + \phi_{\mathcal{M}}^{U,U'})^N \right] = 1 + o(1)
\]
for $N = o(d^{5/2}/\epsilon^2)$, from which the proof is complete by (4).

We would like to apply integration by parts (Fact C.2) to the random variable $Z \triangleq 1 + \phi_{\mathcal{M}}^{U,U'}$ and the function $f(Z) \triangleq Z^N$. By Part (II) of Fact 3.4, this random variable is supported in $[1 - \epsilon^2, 1 + \epsilon^2]$. We can take the parameters in Fact C.2 as follows: set $a \triangleq \epsilon/(N^{1/2}d^{3/4})$, $b \triangleq 1 + \epsilon^2$,
and tail bound function $\tau(x) = \exp\left(-c''\left\{ \frac{d^3(x-1)^2}{\epsilon^2} \wedge \frac{d^2(x-1)}{\epsilon^2} \right\} \right)$. Note that for $N = o(d^{3/2}/\epsilon^2)$, $(1 + \tau(a))f(a) = 1 + o(1)$. So by Fact C.2 and Theorem 4.1,

$$\mathbb{E}_{\mathbf{U}, \mathbf{U}'} \left[ \left( 1 + \phi_{\mathcal{M}}^{\mathbf{U}, \mathbf{U}'} \right)^N \right] \leq 1 + o(1) + \int_{1+\epsilon^2/d^{3/2}}^{1+\epsilon^2} N x^{N-1} \cdot \exp\left(-c''\left\{ \frac{d^3(x-1)^2}{\epsilon^2} \wedge \frac{d^2(x-1)}{\epsilon^2} \right\} \right) \, dx$$

$$\leq 1 + o(1) + \int_{\epsilon^2/d^{3/2}}^{1+\epsilon^2} N (1 + x)^{N-1} \left( \exp\left(-\frac{c''d^3x^2}{\epsilon^2} \right) + \exp\left(-\frac{c''d^2x^2}{\epsilon^2} \right) \right) \, dx$$

$$\leq 1 + o(1) + \int_{0}^{\infty} N (1 + x)^{N-1} \left( \exp\left(-\frac{c''d^3x^2}{\epsilon^2} \right) + \exp\left(-\frac{c''d^2x^2}{\epsilon^2} \right) \right) \, dx$$

$$= 1 + o(1) + (N/2)!(c''d^4/\epsilon^3)^{-N/2} + N!(c''d^2/\epsilon^2)^N = 1 + o(1),$$

where the final step uses that $N = o(d^{3/2}/\epsilon^2)$.

### 5 A Chain Rule Proof of Paninski’s Theorem

As discussed previously, the proof of Theorem 1.1 completely breaks down when the POVM schedule $\mathcal{S}$ is adaptive, so we will instead use the chain rule, via Lemma 2.11, to prove Theorem 1.2.

As a warmup, in this section we will show how to use Lemma 2.11 to prove a lower bound for classical uniformity testing. As it turns out, it is possible to recover Paninski’s optimal $\Omega(\sqrt{d}/\epsilon^2)$ lower bound with this approach, the details of which we give in Appendix B, but in this section we opt to present a proof which achieves a slightly weaker bound. The reason is that in our proof of Theorem 5.1, we will make minimal use of the kind of precise cancellations that would yield a tight bound but which, unfortunately, are specific to the product structure of the distribution of random signs $z$. As such, these steps will be general-purpose enough to extend to the quantum setting where the Haar measure over $U(d)$ enjoys no such product structure.

Specifically, we will use the chain rule to show the following:

**Theorem 5.1 (Weaker Paninski Theorem).** $\Omega(d^{1/3}/\epsilon^2)$ samples are necessary to test whether a distribution $p$ is $\epsilon$-far from the uniform distribution.

In this section, let $p_0^{\leq N}, p_1^{\leq N}$ denote the distributions defined in Example 2.7. Recalling the notation from Example 2.7 and Definition 2.10, as well as the identities (2) and (5), we immediately get the following from Lemma 2.11:

**Lemma 5.2.**

$$KL\left( p_1^{\leq N} \| p_0^{\leq N} \right) \leq \sum_{t=1}^{N} Z_t \quad \text{for} \quad Z_t \overset{\text{def}}{=} \mathbb{E}_{x_{<t} \sim U^{t-1}} \left[ \frac{1}{\Delta(x_{<t})} \mathbb{E}_{z,z' \sim \{\pm 1\}^{d/2}} \left[ \phi_{z,z'} \cdot \Psi_{x_{<t}}^{z,z'} \right] \right]. \quad (12)$$

We will also need the following two estimates (see below for their proofs).

**Lemma 5.3.** For any transcript $x_{<t}$, $\Delta(x_{<t}) \geq (1 - \epsilon^2)^{(t-1)/2}$.

**Lemma 5.4.** For any $z, z' \in \{\pm 1\}^{d/2}$, $\mathbb{E}_{x_{<t} \sim U^{t-1}} \left[ (\Psi_{x_{<t}}^{z,z'}(x_{<t}))^2 \right] \leq (1 + O(\epsilon^2))^{t-1}$. 
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We now describe how to use these to bound the summands $Z_t$ in (12). As discussed in Example 2.9, $\phi^{z,z'} = \frac{2\varepsilon^2}{d} \langle z, z' \rangle$ has $O(\varepsilon^2/\sqrt{d})$ fluctuations. If we pretended $\phi^{z,z'}$ was of this magnitude with probability one, then

$$Z_t \approx O(\varepsilon^2/\sqrt{d}) \cdot \mathbb{E}_{x < t \sim U^* \rightarrow 1} \left[ \frac{1}{\Delta(x < t)} \cdot \mathbb{E}_{z, z' \sim \{\pm1\}^{d/2}} \left[ \Psi_x^{z,z'} \right] \right] = O(\varepsilon^2/\sqrt{d}),$$

where the last step follows because $\Delta(x < t)^2 = \mathbb{E}_{z, z'}[\Psi_x^{z,z'}]$ and the likelihood ratio between two distributions always integrates to 1. Then by (12) we would in fact even recover Theorem 1.3.

Unfortunately, in reality $\phi^{z,z'}$ can be as large as order $\varepsilon^2$, albeit with exponentially small probability, so instead we will partition the space of $z, z' \in \{\pm1\}^{d/2}$ into those for which $\phi^{z,z'}$ is either less than some threshold $\tau$ or greater. When $\phi^{z,z'} \leq \tau$, we can bound the total contribution to $Z_t$ of such $z, z'$ by $\tau$. When $\phi^{z,z'} > \tau$, we will use the pointwise estimates from Lemmas 5.3 and 5.4 and argue that because $P[\phi^{z,z'} > \tau]$ is so small, these $z, z'$ contribute negligibly to $Z_t$. The reason we only get an $\Omega(d^{1/3}/\varepsilon^2)$ lower bound in the end is that we must take $\tau$ slightly larger than the fluctuations of $\phi^{z,z'}$ to balance the low probability of $\phi^{z,z'}$ exceeding $\tau$ with the pessimistic pointwise estimates of Lemmas 5.3 and 5.4.

**Proof of Theorem 5.1.** We fill in the details of the strategy outlined above. We will use Fact 2.4 with the construction in Example 2.7. Given a transcript $x < t$ and $z, z' \in \{\pm1\}^{d/2}$, let $\mathbb{1}[\mathcal{E}_z^{z,z'}(\tau)]$ denote the indicator of whether $\phi^{z,z'} > \tau$. We have that

$$\mathbb{E}_{z, z'} \left[ \Psi_x^{z,z'} \cdot \phi^{z,z'} \cdot \left( \mathbb{1}[\mathcal{E}_x^{z,z'}(\tau)] + \mathbb{1}[\mathcal{E}_x^{z,z'}(\tau)^c] \right) \right] \leq \varepsilon^2 \cdot \mathbb{E}_{z, z'} \left[ \Psi_x^{z,z'} \cdot \mathbb{1}[\mathcal{E}_x^{z,z'}(\tau)] \right] + \tau \cdot \mathbb{E}_{z, z'} \left[ \Psi_x^{z,z'} \cdot \mathbb{1}[\mathcal{E}_x^{z,z'}(\tau)^c] \right],$$

where in the second step we used Part (II) of Fact 3.4. Note that for any transcript $x < t$, $\Delta(x < t)^2 = \mathbb{E}_{x < t} [\Psi_x^{z,z'}] = \mathbb{G}_{x < t}$, so by this and the fact that the likelihood ratio between two distributions always integrates to 1,

$$\mathbb{E}_{x < t \sim U^* \rightarrow 1} \left[ \frac{1}{\Delta(x < t)} \cdot \mathbb{G}_{x < t} \right] = \mathbb{E}_{x < t} \left[ \Delta(x < t) \right] = 1. \quad (13)$$

We conclude that

$$Z_t \leq \varepsilon^2 \cdot \mathbb{E}_{x < t \sim U^* \rightarrow 1} \left[ \frac{1}{\Delta(x < t)} \cdot \mathbb{B}_{x < t} \right] + \tau \cdot \mathbb{E}_{x < t \sim U^* \rightarrow 1} \left[ \frac{1}{\Delta(x < t)} \cdot \mathbb{G}_{x < t} \right] \leq \varepsilon^2 \cdot (1 + \varepsilon^2)^{(t-1)/2} \mathbb{E}_{x < t} \left[ \mathbb{B}_{x < t} \right] + \tau,$$

where the second step follows by Lemma 5.3 and (13). It remains to show that $\tau$ is the dominant quantity above, for appropriately chosen $\tau$.

Pick $\tau = \Omega(\varepsilon^2/d^{1/3})$. To upper bound $\mathbb{E}_{x < t} \left[ \mathbb{B}_{x < t} \right]$, first apply Cauchy-Schwarz to get

$$\mathbb{E}_{x < t} \left[ \mathbb{B}_{x < t} \right] \leq \mathbb{E}_{x < t, z, z'} \left[ \left( \Psi_x^{z,z'} \right)^2 \right]^{1/2} \cdot \mathbb{P}_{x < t, z, z'} \left[ \phi^{z,z'} > \tau \right]^{1/2} \leq (1 + O(\varepsilon^2))^{(t-1)/2} \cdot \exp(-\Omega(d^{1/3})).$$
where the second step follows by Lemma 5.4, (5), and standard binomial tail bounds. For \( t = o(d^{1/3}/\epsilon^2) \), this quantity is indeed negligible, concluding the proof that \( \Theta \leq O(\epsilon^2/d^{1/3}) \) and, by Lemma 5.2, that \( \chi^2 \left( \frac{p_{\leq N} \leq p_{\leq N}}{\Psi_{x_{\leq N}}} \right) = o(1) \) for \( N = o(d^{1/3}/\epsilon^2) \). □

Deferred Proofs

Proof of Lemma 5.3. For any \( x < t \in [d]^{t-1} \), we have that

\[
\mathbb{E}_z \left[ \prod_{i=1}^{t-1} (1 + g^z(x_i)) \right] \geq \left( \prod_{z \in \{\pm 1\}^{d/2}} \prod_{i=1}^{t-1} (1 + g^z(x_i)) \right)^{2^{-d/2}}
\]

\[
= \left( \prod_{z \in \{\pm 1\}^{d/2}} \prod_{i=1}^{t-1} (1 + g^z(x_i))^{1/2} (1 + g^{-z}(x_i))^{1/2} \right)^{2^{-d/2}}
\]

\[
= (1 - \epsilon^2)^{(t-1)/2},
\]

where in the first step we used AM-GM, in the second step we used the fact that if \( z \) is chosen uniformly at random from \( \{\pm 1\}^{d/2} \), then \( -z \) is also distributed according to the uniform distribution over \( \{\pm 1\}^{d/2} \), and in the third step we used that for any \( x \), \( (1 + g^z(x))(1 + g^{-z}(x)) = 1 - \epsilon^2 \). □

Proof of Lemma 5.4. Note that by both parts of Fact 3.4,

\[
\mathbb{E}_{x \sim U} [(1 + g^z(x))(1 + g^{-z}(x))] = 1 + \mathbb{E}_x [g^z(x)g^{-z}(x)] \leq 1 + O(\epsilon^2).
\]

Writing

\[
\mathbb{E}_{x < t} \left[ \Psi_{x \leq t}^{z,z'} \right] \leq \mathbb{E}_{x < t-1} \left[ \Psi_{x < t-1}^{z,z'} \right] \cdot (1 + O(\epsilon^2)),
\]

we see that the claim follows by induction on \( t \). □

Parallels to Proof of Theorem 1.2  
Lastly, we comment on how these ingredients carry over to our proof of Theorem 1.2. Lemma 5.2 translates verbatim to the quantum setting (see Lemma 6.1), as does the final part of the proof where we partition based on the value of \( \phi^{z,z'} \).

Lemma 6.2 will be the quantum analogue of Lemma 5.3, and its proof uses a similar trick of AM-GM plus averaging with an involution.

Lemma 6.4 will be the quantum analogue of Lemma 5.4. Unfortunately, as we will see later in Section 6, an analogously naive bound will not suffice in our proof of Theorem 1.2. The workaround is somewhat technical, and we defer the details to Lemma 6.4 and the discussion preceding it.

Finally, as in Section 2.1, the central technical ingredient in the proof of Theorem 5.1 is the concentration of \( \phi^{z,z'} \). Analogously, in the proof of Theorem 1.2, we will need sufficiently strong tail bounds for \( \phi^{U,U'}_{\mathcal{M}} \), which we show in Theorem 4.1.

6  An Adaptive Lower Bound for Mixedness Testing

In this section we prove our main result, Theorem 1.2.

First, recalling the notation from Construction 1 and Definition 2.10, as well as the identity (10), we immediately get the following from Lemma 2.11:
Lemma 6.1.

\[
KL\left(p_{x_1}^N \parallel p_{x_0}^N\right) \leq \sum_{t=1}^{N} Z_t \quad \text{for} \quad Z_t \triangleq \mathbb{E}_{x_{<t} \sim p_{x_0}^{t-1}} \left[ \frac{1}{\Delta(x_{<t})} \mathbb{E}_{U'} \left[ \Psi_{x_{<t}}^U \cdot \phi_{x_{<t}}^U \right] \right]
\]

(14)

Take any \( t \leq N \). To bound \( Z_t \) in (14), we first estimate the likelihood ratio \( \Delta \) for an arbitrary transcript, in analogy with Lemma 5.3 from Section 5 respectively:

Lemma 6.2. For any transcript \( x_{<t} \), \( \Delta(x_{<t}) \geq \left(1 - O(\epsilon^2/d)\right)^{t-1} \).

Proof. Recall (9). By convexity of the exponential function and the fact that \( 1 + g_{x_{<t}}^U(x_i) > 0 \) for all \( U, i, x_i \),

\[
\Delta(x_{<t}) \geq \exp\left( \mathbb{E}_{U \sim \mathcal{D}} \left[ \prod_{i=1}^{t-1} \ln \left(1 + g_{x_{<i}}^U(x_i)\right)\right]\right) = \prod_{i=1}^{t-1} \exp\left( \mathbb{E}_{U \sim \mathcal{D}} \left[ \ln(1 + g_{x_{<i}}^U(x_i))\right]\right).
\]

(15)

Define the unitary block matrix \( T = \begin{pmatrix} 0 & I_{d/2} \\ I_{d/2} & 0 \end{pmatrix} \). As \( \mathcal{D} \) is invariant with respect to left-multiplication by \( T \in U(d) \), for all \( i < t \) we have that

\[
\exp\left( \mathbb{E}_{U \sim \mathcal{D}} \left[ \ln(1 + g_{x_{<i}}^U(x_i))\right]\right) = \exp\left( \frac{1}{2} \mathbb{E}_{U \sim \mathcal{D}} \left[ \ln(1 + g_{x_{<i}}^U(x_i)) + \ln(1 + g_{x_{<i}}^{TU}(x_i))\right]\right)
\]

\[
= \exp\left( \frac{1}{2} \mathbb{E}_{U \sim \mathcal{D}} \left[ \ln(1 + g_{x_{<i}}^U(x_i)) + \ln(1 - g_{x_{<i}}^U(x_i))\right]\right)
\]

\[
= \exp\left( \frac{1}{2} \mathbb{E}_{U \sim \mathcal{D}} \left[ \ln(1 - g_{x_{<i}}^U(x_i)^2)\right]\right)
\]

\[
\geq 1 + \frac{1}{2} \mathbb{E}_{U \sim \mathcal{D}} \left[ \ln(1 - g_{x_{<i}}^U(x_i)^2)\right] \geq 1 - \mathbb{E}_{U \sim \mathcal{D}} \left[ g_{x_{<i}}^U(x_i)^2\right]
\]

(16)

where the second step follows from the fact that \( T^\dagger X T = -X \), the fourth step follows by the elementary inequality \( \exp(x) \geq 1 + x \) for all \( x \), and the fifth inequality follows by the elementary inequality \( \log(1 - x) \geq -2x \) for all \( 0 < x < 1/2 \).

Finally, note that for any trace-one psd matrix \( M \), we may write \( M = \sum \lambda_i v_i v_i^\dagger \), and for any unit vector \( v \in \mathbb{C}^n \), \( \mathbb{E}_U[\langle v v^\dagger, U^\dagger X U \rangle^2] = O(\epsilon^2/d) \). So

\[
\mathbb{E}_U[\langle M, U^\dagger X U \rangle^2] = \sum_{i,j} \lambda_i \lambda_j \mathbb{E}_U[\langle v_i v_i^\dagger, U^\dagger X U \rangle \langle v_j v_j^\dagger, U^\dagger X U \rangle] \leq O(\epsilon^2/d) \cdot \left( \sum_i \lambda_i \right)^2 = O(\epsilon^2/d),
\]

where the second step follows by Cauchy-Schwarz. From this we conclude that \( \mathbb{E}_{U \sim \mathcal{D}}[g_{x_{<i}}^U(x_i)^2] \leq O(\epsilon^2/d) \) for all \( i, x_{<i}, x_i \), and the lemma follows by (15) and (16). \( \square \)

Next, in analogy with Lemma 5.4, we would like to control the expectation of \( \langle \Psi_{x_{<t}}^U, U' \rangle^2 \). We remark that like in the proof of Lemma 5.4, one can obtain a naive estimate of \( (1 + O(\epsilon^2))^t-1 \) using just Fact 3.4, but unlike in the proof of Theorem 5.1, such a bound would not suffice here. Instead, we will need the following important moment bound, whose proof we defer to Section 7:
Theorem 6.3. For any POVM $\mathcal{M}$, let $p$ denote the distribution over outcomes from measuring $\rho_{mm}$ with $\mathcal{M}$, and let $\gamma > 0$ be an absolute constant. Define the random variable

$$K_{\mathcal{M}}^{U,U'} \triangleq E_{x \sim p} \left[ \left( g_{\mathcal{M}}(x) + g_{\mathcal{M}}(x') \right)^2 \right]$$

Then for any $n = o(d^2/\epsilon^2)$, we have that

$$E_{U,U'} \left[ \left( 1 + \gamma \cdot K_{\mathcal{M}}^{U,U'} \right)^n \right] \leq \exp(O(\gamma n \epsilon^2/d)) \quad (17)$$

We will use this and a series of invocations of Holder’s to prove the following sufficiently strong generalization of Lemma 5.4:

Lemma 6.4. Suppose $t = o(d^2/\epsilon^2)$. Then $E_{x t \leftarrow U,U'} [(\Psi_{\mathcal{M}}^{U,U'})^2] \leq \exp(O(t \cdot \epsilon^2/d))$.

Proof. Consider any $a, b \in \mathbb{Z}$ for which $a \geq b$ and $a \geq 2$. For any $x_{t-1}$, let $p$ denote the distribution over measurement outcomes when the POVM $\mathcal{M}^{x_{t-1}}$ is applied to $\rho_{mm}$. We have by Part (II) of Fact 3.4 that

$$E_{x \sim p} \left[ g_{x_{t-1}}(x)^a \cdot g_{x_{t-1}}(x')^b \right] \leq \epsilon E_{x \sim p} \left[ g_{x_{t-1}}(x)^2 \right].$$

Recalling Part (I) of Fact 3.4, we conclude that for any $x_{t-1}$ and constant degree $c \geq 2$,

$$E_{x \sim p} \left[ (1 + g_{x_{t-1}}(x))^c (1 + g_{x_{t-1}}(x'))^c \right] \leq 1 + O_c \left( E_{x \sim p} \left[ g_{x_{t-1}}(x)^2 \right] \right) + O_c \left( E_{x \sim p} \left[ g_{x_{t-1}}(x)^2 \right] \right) + O_c (\phi_{x_{t-1}}^{U,U'}) \triangleq 1 + Z_{x_{t-1}}^{U,U'}(c). \quad (18)$$

By abuse of notation, for POVM $\mathcal{M}$, define $Z_M^{U,U'}(c)$ in the obvious way.

For $\alpha_i \triangleq 2 \cdot \left( \frac{t-1}{2} \right)^i$, we have that

$$E_{x \sim p} \left[ (\Psi_{\mathcal{M}}^{U,U'})^{\alpha_i} \right] \leq E_{x \sim p, U,U'} \left[ (\Psi_{\mathcal{M}}^{U,U'})^{\alpha_i} \cdot \left( 1 + Z_{x_{t-1}}^{U,U'}(\alpha_i) \right) \right] \quad (19)$$

$$\leq E_{x \sim p, U,U'} \left[ (\Psi_{\mathcal{M}}^{U,U'})^{\alpha_i(t-1)/(t-2)} (t-2)/(t-1) \right] \cdot E_{x \sim p, U,U'} \left[ \left( 1 + Z_{x_{t-1}}^{U,U'}(\alpha_i) \right)^{t-1} \right]^{1/(t-1)} \quad (20)$$

where (19) follows by (18), and (20) follows by Holder’s. Unrolling this recurrence, we conclude that

$$E_{x \sim p, U,U'} \left[ (\Psi_{\mathcal{M}}^{U,U'})^{2} \right] \leq \prod_{i=1}^{t-1} E_{x \sim p, U,U'} \left[ \left( 1 + Z_{x_{i-1}}^{U,U'}(\alpha_{i-1}) \right)^{t-1} \right]^{1/(t-1)} \leq \prod_{i=1}^{t-1} E_{x \sim p, U,U'} \left[ \left( 1 + Z_{x_{i-1}}^{U,U'}(2\epsilon) \right)^{t-1} \right]^{1/(t-1)}, \quad (21)$$

$$\leq \sup_M E_{U,U'} \left[ \left( 1 + Z_{\mathcal{M}}^{U,U'}(2\epsilon) \right)^{t-1} \right]$$
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where (21) follows by the fact that for $1 \leq i \leq t - 1$, $\alpha_{t-1-i} \leq 2 \left( 1 + \frac{1}{t^2} \right)^{t-2} \leq 2e$, and the supremum in the last step is over all POVMs $\mathcal{M}$. The proof is complete upon noting that $Z_{\mathcal{M}}^{U,U'}$ is at most a constant multiple of $K_{\mathcal{M}}^{U,U'}$ defined in (17) and invoking Theorem 6.3.

We can now complete the proof of Theorem 1.2. Note that the following argument is very similar to the argument we used to complete the proof of Theorem 5.1.

Proof of Theorem 1.2. Given a transcript $x < t$ and $U, U' \in U(d)$, let $\mathbb{1} \left[ x < t \right] (\tau)$ denote the indicator of whether $\phi^{x < t} > \tau$. We have that

$$
\mathbb{E}_{U,U'} \left[ \Psi_{x < t} \cdot \phi_{x < t}^{U,U'} \left( \mathbb{1} \left[ x < t \right] (\tau) \right) \right] = \mathbb{E}_{U,U'} \left[ \Psi_{x < t} \cdot \phi_{x < t}^{U,U'} \left( \mathbb{1} \left[ x < t \right] + \mathbb{1} \left[ x < t \right] (\tau) \right) \right]
$$

$$
\leq e^2 \cdot \mathbb{E}_{U,U'} \left[ \Psi_{x < t} \cdot \mathbb{1} \left[ x < t \right] (\tau) \right] + \mathbb{E}_{U,U'} \left[ \Psi_{x < t} \cdot \mathbb{1} \left[ x < t \right] (\tau) \right]
$$

$$
\leq e^2 \cdot \mathbb{E}_{U,U'} \left[ \Psi_{x < t} \cdot \mathbb{1} \left[ x < t \right] (\tau) \right] + \mathbb{E}_{U,U'} \left[ \Psi_{x < t} \cdot \mathbb{1} \left[ x < t \right] \right],
$$

where in the second step we used Part (II) of Fact 3.4. Note that for any transcript $x < t$, $\Delta(x < t)^2 = \mathbb{E}_{U,U'} \left[ \Psi_{x < t} \right] = \mathcal{O} \left[ x < t \right]$, so by this and the fact that the likelihood ratio between two distributions always integrates to 1,

$$
\mathbb{E}_{x < t \sim p_0^{t-1}} \left[ \frac{1}{\Delta(x < t)^2} \cdot \mathcal{O} \left[ x < t \right] \right] = \mathbb{E}_{x < t \sim p_0^{t-1}} \left[ \Delta(x < t)^2 \right] = 1.
$$

(22)

We conclude that

$$
Z_t \leq e^2 \cdot \mathbb{E}_{x < t \sim p_0^{t-1}} \left[ \frac{1}{\Delta(x < t)^2} \cdot \mathcal{O} \left[ x < t \right] \right] + \mathbb{E}_{x < t \sim p_0^{t-1}} \left[ \Delta(x < t)^2 \right] + \tau,
$$

where the second step follows by Lemma 6.2 and (22). So the challenge is to show that $\tau$ is the dominant quantity above, for appropriately chosen $\tau$.

Pick $\tau = e^2 / d^{1/3}$. To upper bound $\mathbb{E}_{x < t \sim p_0^{t-1}} \left[ \mathcal{O} \left[ x < t \right] \right]$, apply Cauchy-Schwarz to get

$$
\mathbb{E}_{x < t \sim p_0^{t-1}} \left[ \mathcal{O} \left[ x < t \right] \right] \leq \mathbb{E}_{x < t \sim p_0^{t-1}} \left[ \Psi_{x < t} \right]^{2} \cdot \mathbb{E}_{x < t \sim p_0^{t-1}} \left[ \mathcal{O} \left[ x < t \right] \right]^{1/2}
$$

$$
\leq \mathbb{E}_{x < t \sim p_0^{t-1}} \left[ \Psi_{x < t} \right]^{2} \cdot \exp \left( -\Omega(d^{1/3}) \right),
$$

where the second step follows by Theorem 4.1.

This, together with Lemma 6.4, says that $\mathbb{E}_{x < t \sim p_0^{t-1}} \left[ \mathcal{O} \left[ x < t \right] \right]$ is indeed negligible for $t = o(d^{1/3} / e^2)$. For such $t$, $Z_t = O(e^2 / d^{1/3})$, so by Lemma 6.1, $\text{KL} \left( p_1 \| p_0^{t-1} \right) = o(1)$ as desired. The desired result follows from Fact 2.4.
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7  Haar Tail Bounds

In this section we complete the proof of the two key estimates, Theorems 6.3 and 4.1, which were crucial to our proof of Theorem 1.2. The following concentration inequality is key to our analysis:

**Theorem 7.1** ([MM13], Corollary 17, see also [AGZ10], Corollary 4.4.28). Equip $M \triangleq U(d)^k$ with the $L_2$-sum of Hilbert-Schmidt metrics. If $F : M \to \mathbb{R}$ is $L$-Lipschitz, then for any $t > 0$:

$$
\mathbb{P}(F(U_1, ..., U_k) - \mathbb{E}[F(U_1, ..., U_k)] \geq t) \leq e^{-dt^2/12L^2},
$$

where $U_1, ..., U_k$ are independent unitary matrices drawn from the Haar measure.

7.1  Proof of Theorem 6.3

For convenience, Theorem 6.3 is restated below:

**Theorem 6.3.** For any POVM $\mathcal{M}$, let $p$ denote the distribution over outcomes from measuring $\rho_{mm}$ with $\mathcal{M}$, and let $\gamma > 0$ be an absolute constant. Define the random variable

$$
K_{\mathcal{M}}^{U, U'} \triangleq \mathbb{E}_{x \sim p} \left[ (g_{\mathcal{M}}(x) + g_{\mathcal{M}}'(x))^2 \right]
$$

Then for any $n = o(d^2/\epsilon^2)$, we have that

$$
\mathbb{E}_{U, U'} \left[ (1 + \gamma \cdot K_{\mathcal{M}}^{U, U'})^n \right] \leq \exp(O(\gamma n \epsilon^2/d))
$$

(17)

To get intuition for this, consider again the special case where $\mathcal{M}$ is an orthogonal POVM given by an orthonormal basis of $\mathbb{C}^d$. Then $p$ is uniform over $[d]$ and

$$
K_{\mathcal{M}}^{U, U'} = \frac{\epsilon^2}{d} \sum_{i=1}^d (\delta(U_i) + \delta(U'_i))^2 \leq \frac{2\epsilon^2}{d} \sum_{i=1}^d (\delta(U_i)^2 + \delta(U'_i)^2),
$$

(23)

where $\delta(\cdot)$ is defined in (11). The following is a standard fact:

**Fact 7.2.** For random unit vector $v \in S^{d-1}$, $\mathbb{E}[\delta(v)^2] = \frac{1}{d+1}$.

While this follows immediately from moments of random unit vectors, for pedagogical purposes we will give a proof using Weingarten calculus, as it will be a crucial ingredient later on. Recall that for every $q \in \mathbb{N}$, there exists a corresponding Weingarten function $Wg(\cdot, d) : S_q \to \mathbb{R}$ [Wei78, Col03]. In the special case of $q = 2$, the symmetric group $S_2$ consists of two elements $e, \tau^*$, namely, the identity and non-identity permutation, respectively, and we have that $Wg(e, d) = \frac{1}{d^2-1}$ and $Wg(\tau^*, d) = -\frac{1}{d(d^2-1)}$. We then have:

**Lemma 7.3** (Degree-2 case of [Col03], Lemma 4.3). Let $e, \tau^*$ denote the identity and non-identity permutation of $S_2$ respectively. For $d \geq 2$ and any $A, B \in \mathbb{C}^{d \times d}$, we have that\(^3\)

$$
\mathbb{E}[\text{Tr}(A^\dagger B^\dagger B A)] = \sum_{\sigma, \tau \in S_2} \langle A \rangle_{\sigma} \langle B \rangle_{\tau} Wg(\sigma \tau^{-1}, d).
$$

\(^3\)Note that this looks different from the statement in [Col03] only because they work with normalized trace $\text{tr}(\cdot) \triangleq \frac{1}{d} \text{Tr}(\cdot)$.
Proof of Fact 7.2. Let $\Pi \triangleq e_1 e_1^\dagger$ and note that $\delta(v)$ is identical in distribution to the quantity $\text{Tr}(\Pi U^\dagger X U)$. By Lemma 7.3,

$$\mathbb{E}[\delta(v)^2] = \mathbb{E}[\text{Tr}(\Pi U^\dagger X U)^2] = \sum_{\sigma, \tau \in S_2} \langle \Pi \rangle_\sigma \langle X' \rangle_\tau \text{Wg}(\sigma \tau^{-1}, d).$$

Note that $\langle X' \rangle_\tau = d \cdot 1[\tau = \tau^*]$ and $\langle \Pi \rangle_\sigma = 1$ for all $\sigma \in S_2$, so

$$\mathbb{E}[\delta(v)^2] = d \left( \frac{1}{d^2 - 1} - \frac{1}{d(d^2 - 1)} \right) = \frac{1}{d + 1}$$

as claimed. \qed

Furthermore, it is known that $\delta(v)^2$ concentrates around its expectation. So if the columns of $U$ were actually independent random unit vectors, we would conclude that $K_{M^* M} = O(\epsilon^2 / d)$ with high probability and obtain (17) for the special case where $M$ is orthogonal.

To circumvent the issue of dependence among the columns of Haar-random $U$, we will invoke Theorem 7.1. The following is a toy version of the more general result that we show later in our proof of Theorem 6.3 (see Lemma 7.6):

Lemma 7.4. For any $t > 0$, $\mathbb{P}_{U \sim \mathcal{D}} \left[ \left( \sum_{i=1}^d \delta(U_i)^2 \right)^{1/2} \geq 1 + t \right] \leq \exp \left( -\Omega(dt^2) \right)$.

Proof. By Jensen’s and Fact 7.2,

$$\mathbb{E} \left[ \left( \sum_{i=1}^d \delta(U_i)^2 \right)^{1/2} \right] \leq \mathbb{E} \left[ \sum_{i=1}^d \delta(U_i)^2 \right]^{1/2} = \left( \frac{d}{d + 1} \right)^{1/2} \leq 1.$$

We wish to invoke Theorem 7.1, so it suffices to show that $G : U \mapsto (\sum_{i=1}^d \delta(U_i)^2)^{1/2}$ is $O(1)$-Lipschitz. Recalling the definition of $X'$ from Construction 1, note that

$$\left( \sum_{i=1}^d \delta(U_i)^2 \right)^{1/2} = \|\text{diag}(U^\dagger X U)\|_{HS}. \quad (24)$$

Take any $U, V \in U(d)$ and note

$$G(U) - G(V) \leq \sqrt{\sum_{i=1}^d |(U^\dagger X U)_{ii} - (V^\dagger X V)_{ii}|^2}$$

$$\leq \|U^\dagger X U - V^\dagger X V\|_{HS}$$

$$= \|U^\dagger X'(U - V) + (V - U)^\dagger X' V\|_{HS}$$

$$\leq 2\|X'\|_2\|U - V\|_{HS} = 2\|U - V\|_{HS},$$

where the first step follows by Cauchy-Schwarz. So $G(U)$ is 2-Lipschitz as desired. \qed

Eq. (23), Fact 7.2, and Lemma 7.4, together with integration by parts, allow us to conclude Theorem 6.3 in the special case where $M$ is orthogonal. Guided by the arguments above, we now proceed to our actual proof of Theorem 6.3.
Proof of Theorem 6.3. Let $\mathcal{M}$ be an arbitrary POVM. We first show a bound on $\mathbb{E}_{U,U'}[K_{\mathcal{M}}^{U,U'}]$, generalizing Fact 7.2:

**Lemma 7.5.** $\mathbb{E}_{U,U'}[K_{\mathcal{M}}^{U,U'}] \leq \frac{c^2}{d+1}$.

**Proof.** Note that $K_{\mathcal{M}}^{U,U'} = 2\mathbb{E}_{x \sim p}[g_{\mathcal{M}}(x)^2] + 2\phi_{\mathcal{M}}^U$. We will suppress the subscripts for the rest of this proof. Clearly we have that $\mathbb{E}_{U,U'}[\phi_{\mathcal{M}}^U] = 0$, so it remains to bound $\mathbb{E}_{x \sim p, U_U'}[g_{\mathcal{M}}(x)^2]$. Let $\tau^* \in S_2$ denote the non-identity permutation. For any fixed $x$, by Lemma 7.3,

$$\mathbb{E}_{U}[g_{\mathcal{M}}(x)^2] = \sum_{\sigma, \tau \in S_2} \langle \mathbf{X} \rangle_{\tau} \langle \mathbf{M}_x \rangle_{\sigma} Wg(\sigma \tau^{-1}, d)$$

$$= \langle \mathbf{X} \rangle_{\tau^*} \left( \text{Tr}(\mathbf{M}_x^2) \cdot Wg(e, d) + \text{Tr}(\mathbf{M}_x^2) \cdot Wg(\tau^*, d) \right)$$

$$= \epsilon^2 \cdot d \cdot \left( \frac{1}{d^2 - 1} \text{Tr}(\mathbf{M}_x^2) - \frac{1}{d(d^2 - 1)} \right) \leq \frac{\epsilon^2}{d+1}, \quad (25)$$

where the second step follows by the fact that $\langle \mathbf{X} \rangle_{\tau} = \epsilon^2 \cdot d \cdot 1 [\tau = \tau^*]$, and the last step follows by the fact that $\text{Tr}(\mathbf{M}_x^2) \leq 1$. As (25) holds for any outcome $x$, $\mathbb{E}_{x \sim p, U,U'}[g_{\mathcal{M}}(x)^2] \leq \frac{\epsilon^2}{d+1}$ as desired.

We next show the following tail bound generalizing Lemma 7.4:

**Lemma 7.6.** There are absolute constants $c, c' > 0$ such that

$$\mathbb{P}_{U,U' \sim D} \left[ K_{\mathcal{M}}^{U,U'} > c \epsilon^2/d + t \right] \leq \exp(-c't^2/\epsilon^2)$$

for any $t > \epsilon^2/d$.

**Proof.** We wish to apply Theorem 7.1. We will show that $F : (U, U') \mapsto \left( K_{\mathcal{M}}^{U,U'} \right)^{1/2}$ is $L$-Lipschitz for $L = O(\epsilon/\sqrt{d})$. As $\mathbb{E}[F(U, U')] \leq \mathbb{E}_{U,U'} \left[ K_{\mathcal{M}}^{U,U'} \right]^{1/2} \leq \frac{\epsilon}{\sqrt{d+1}}$ by Jensen’s and Lemma 7.5, this would imply that for any $s > 0$,

$$\mathbb{P}_{U \sim D} \left[ F(U, U') > \frac{\epsilon}{\sqrt{d+1}} + s \right] \leq e^{-d^2s^2/12\epsilon^2},$$

from which the lemma would follow by taking $s = \sqrt{t}$.

To show Lipschitz-ness, note that

$$F(U, U') = \mathbb{E}_{x \sim p} \left[ (g_{\mathcal{M}}(x) + g_{\mathcal{M}}'(x))^2 \right] \leq \mathbb{E}_{x \sim p} \left[ g_{\mathcal{M}}(x)^2 \right]^{1/2} + \mathbb{E}_{x \sim p} \left[ g_{\mathcal{M}}'(x)^2 \right]^{1/2},$$

so the proof is complete given Lemma 7.7 below.

**Lemma 7.7.** The function $G : U \mapsto \mathbb{E}_{x \sim p} \left[ g_{\mathcal{M}}(x)^2 \right]^{1/2}$ is $O(\epsilon/\sqrt{d})$-Lipschitz.

**Proof.** Take any $U, V \in U(d)$ and note that by triangle inequality,

$$G(U) - G(V) \leq \mathbb{E}_{x \sim p} \left[ (g_{\mathcal{M}}(x) - g_{\mathcal{M}}(x))^2 \right]^{1/2},$$

so it suffices to show

$$\mathbb{E}_{x \sim p} \left[ (g_{\mathcal{M}}(x) - g_{\mathcal{M}}(x))^2 \right] \leq O(\epsilon^2/d) \cdot \|U - U'\|_{HS}^2. \quad (26)$$
\( A \triangleq U^\dagger X U - V^\dagger X V \) is Hermitian, so write its eigendecomposition \( A = W^\dagger \Sigma W \). Then
\[
g_M^U(x) - g_M^V(x) = \left\langle \hat{M}_x, A \right\rangle = \left\langle W \hat{M}_x W^\dagger, \Sigma \right\rangle = \left\langle \text{diag}(W \hat{M}_x W^\dagger), \Sigma \right\rangle,
\]
so we may assume without loss of generality that \( A \) and \( \hat{M}_x \) are diagonal, in which case by Jensen’s,
\[
(g_M^U(x) - g_M^V(x))^2 = \langle \hat{M}_x, A \rangle^2 = \left( \sum_{i=1}^d (\hat{M}_x)_{ii} A_{ii} \right)^2 \leq \sum_{i=1}^d (\hat{M}_x)_{ii} A_{ii}^2.
\]
Recalling the definition of \( p \) and letting \( \mu \) denote the measure over \( \Omega(M) \) associated to \( M \) (see Definition 2.3), we see that the left-hand side of (26) becomes
\[
\frac{1}{d} \int_{\Omega(M)} \operatorname{Tr}(M_x) \cdot \langle \hat{M}_x, A \rangle^2 \, d\mu = \frac{1}{d} \int_{\Omega(M)} \sum_{i \in [d]} \operatorname{Tr}(M_x) \cdot (\hat{M}_x)_{ii} A_{ii}^2 \, d\mu = \frac{1}{d} \int_{\Omega(M)} \sum_{i \in [d]} (M_x)_{ii} A_{ii}^2 \, d\mu
\]
\[
= \frac{1}{d} \| A \|_{HS}^2 = \frac{1}{d} \| U^\dagger X (U - V) + (V - U)^\dagger X V \|_{HS}^2 \leq \frac{2c^2}{d} \| U - V \|_{HS}^2,
\]
where the third step follows from the fact that \( \int_{\Omega(M)} M_x \, d\mu = I \), completing the proof of (26). \( \square \)

To complete the proof of Theorem 6.3, we would like to apply Fact C.2 to the random variable \( Z \triangleq 1 + \gamma \cdot K_M^{U, U'} \) and the function \( f(Z) \triangleq Z^n \). Note that this random variable is nonnegative and upper bounded by \( 1 + C \cdot \gamma^2 \cdot c^2 \) for some absolute constant \( C > 0 \). So
\[
\mathbb{E}_{U, U'} \left[ \left( 1 + \gamma K_M^{U, U'} \right)^n \right] \leq 2(1 + O(\gamma^2 / d))^n + \int_{1+c\gamma^2/d}^{1+C\gamma^2} nt^{n-1} \cdot e^{-\Omega(t^2 / c^2)} \, dt
\]
\[
\leq 2(1 + O(\gamma^2 / d))^n + \int_0^\infty nt^{n-1} \cdot e^{-\Omega(t^2 / c^2)} \, dt
\]
\[
= 2(1 + O(\gamma^2 / d))^n + n! \cdot O(\gamma^2 / d^2)^n
\]
\[
\leq e^{O(\gamma^2 n / d)},
\]
where in the last step we used that \( n! \cdot O(\gamma^2 / d^2)^n \) is negligible when \( n = o(d^2 / \gamma^2) \). \( \square \)

### 7.2 Proof of Theorem 4.1

For convenience, Theorem 4.1 is restated below. Recall from the discussion in Section 3.3 that this can be thought of as the “quantum analogue” of binomial tail bounds:

**Theorem 4.1.** Fix any POVM \( \mathcal{M} \). There exists an absolute constant \( c'' > 0 \) such that for any \( t > \Omega(\gamma^2 / d^{1.99}) \), we have
\[
\mathbb{P}_{U, U' \sim \mathcal{D}} \left[ \left| \phi_M^{U, U'} \right| > t \right] \leq \exp \left( -c'' \left( \frac{d^2 t^2}{c^4} \wedge \frac{d^2 t}{c^2} \right) \right)
\]

**Proof of Theorem 4.1.** Define \( G \) as in Lemma 7.7. Fix any \( U' \) and consider the function \( F_{U'} : U \mapsto \phi_M^{U, U'} \). First note that
\[
\mathbb{E}_{U} \left[ F_{U'}(U) \right] = \mathbb{E}_{x \sim p} \left[ g_M^U(x) \cdot \mathbb{E}_U [g_M^U(x)] \right] = 0
\]
by Part (I) of Fact 3.4. Next, note that by Cauchy-Schwarz,

$$ F_{U'}(U) - F_{U'}(V) \leq \mathbb{E}_{x \sim p} \left[ (g_{M}(x) - g_{M}(x))^{2} \right]^{1/2} \cdot G(U'), $$

which by (26) is $O(\epsilon/\sqrt{d}) \cdot G(U')$-Lipschitz. So for any fixed $U'$, Theorem 7.1 implies

$$ \mathbb{P}_{U}[|F_{U'}(U)| > t] \leq \exp \left( -C \cdot \frac{d^2t^2}{\epsilon^2 G(U')^2} \right) $$

for some absolute constant $C > 0$. We would like to integrate over $U'$ to get a tail bound for $\phi_{M}^{U,U'}$ as a function of both $U$ and $U'$.

To this end, we can apply Fact C.2 to the random variable $Y \triangleq G(U') \in [0, \epsilon]$. Recall from (25) and Jensen’s that $\mathbb{E}[Y] \leq \epsilon/\sqrt{d + 1}$. Furthermore, by Lemma 7.7 and Theorem 7.1, there is an absolute constant $C' > 0$ such that

$$ \mathbb{P}[Y > \epsilon/\sqrt{d + 1} + s] \leq \exp \left( -C' d^2 s^2 / \epsilon^2 \right). $$

So we can take the parameters in Fact C.2 as follows: set $a \triangleq 2\epsilon/\sqrt{d + 1}$, tail bound function $\tau(x) \triangleq \exp \left( -C' \cdot \frac{d^2 x^2}{\epsilon^2} \left(x - \frac{\epsilon}{\sqrt{d + 1}}\right)^{2} \right)$ for absolute constant $C'$, and $f(Y) \triangleq \exp \left( -C' \cdot \frac{d^2 Y^2}{\epsilon^2} \right)$. By (27), $\mathbb{P}_{U,U'} \left[ |\phi_{M}^{U,U'}| > t \right] \leq \mathbb{E}[f(Y)]$, and by Fact C.2,

$$ \mathbb{E}[f(Y)] \leq 2 \exp \left( -\Omega(d^3 t^2 / \epsilon^4) \right) + \int_{2\epsilon/\sqrt{d + 1}}^{\epsilon} \frac{2Cd^2 t^2}{\epsilon^2 x^3} \exp \left( -\frac{d^2 x^2}{\epsilon^2} \left( \frac{Ct^2}{x^2} + C' \left( x - \frac{\epsilon}{\sqrt{d + 1}} \right)^{2} \right) \right) \, dx. $$

Note that by AM-GM, for $x \geq 2\epsilon/\sqrt{d + 1}$ we have that

$$ \frac{Ct^2}{x^2} + C' \left( x - \frac{\epsilon}{\sqrt{d + 1}} \right)^{2} \geq 2t \cdot (C' C')^{1/2} \cdot \left( 1 - \frac{\epsilon/\sqrt{d + 1}}{x} \right) \geq t \cdot (C' C')^{1/2}. $$

We conclude that

$$ \mathbb{P}_{U,U'} \left[ |\phi_{M}^{U,U'}| > t \right] \leq 2 \exp \left( -\Omega(d^3 t^2 / \epsilon^4) \right) + \frac{2Cd^7 t^2}{\epsilon^4} \cdot \exp \left( -\Omega \left( d^2 t^2 / \epsilon^2 \right) \right). $$

In particular, for $t \geq \Omega(\epsilon^2 / d^{1.99})$, we have that

$$ \mathbb{P}_{U,U'} \left[ |\phi_{M}^{U,U'}| > t \right] \geq \exp \left( -\Omega \left( \frac{d^3 t^2}{\epsilon^3} \right) \right) $$

as claimed. \hfill \square
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A Simple Tester Using $O(d^{3/2}/\epsilon^2)$ Unentangled Measurements

In this section we prove the upper bound part of Theorem 1.1, i.e.

**Theorem A.1.** Given $0 < \epsilon < 1$ and copy access to $\rho$, there is an algorithm TestMixed($\rho, d, \epsilon$) that makes unentangled measurements on $N = O(d^{3/2}/\epsilon^2)$ copies of $\rho$ and with probability $4/5$ distinguishes whether $\|\rho - \rho_{mm}\|_1 \geq \epsilon$ or $\rho = \rho_{mm}$.

Our mixedness tester is extremely simple: pick a random orthogonal POVM corresponding to a Haar-random basis of $\mathbb{C}^d$, measure $O(d^{3/2}/\epsilon^2)$ copies of $\rho$ with this POVM, and use these measurement outcomes to check whether the distribution over measurement outcomes is too far (in $L_2$ distance) from uniform, in which case $\rho$ is far from $\rho_{mm}$.

We will need the following result on classical uniformity testing in $L_2$. We note that this result first appeared in [CDVV14, DKN14] with slightly incorrect proofs, which were fixed in [CDGR18].

**Theorem A.2 ([CDVV14, DKN14, CDGR18]).** Given $0 < \epsilon < 1$ and sample access to a distribution $q$ over $[d]$, there is an algorithm TestUniformityL2($q, d, \epsilon$) that uses $N = O(\sqrt{d}/\epsilon^2)$ samples from $q$ and with probability $9/10$ distinguishes whether $q$ is the uniform distribution over $[d]$ or $\epsilon/\sqrt{d}$-far in $L_2$ distance from the uniform distribution.

Certainly when $\rho = \rho_{mm}$, for any orthogonal POVM corresponding to an orthonormal basis of $\mathbb{C}^d$, the induced distribution over measurement outcomes will be the uniform distribution over $d$ elements. The point is that when $\rho$ is $\epsilon$-far from maximally mixed, for a Haar-random orthogonal POVM, the induced distribution over measurement outcomes will be $O(\epsilon/\sqrt{d})$-far in $L_2$ distance from the uniform distribution over $d$ elements with high probability. So Theorem A.2 would imply an algorithm for testing mixedness which makes $O(d^{3/2}/\epsilon^2)$ unentangled, nonadaptive measurements. Formally, our algorithm is specified in Algorithm 1 below.

**Proof.** As the POVM defined in Step 4 of TestMixed is Haar-random, we may assume $\rho = \Lambda$ without loss of generality, where $\Lambda$ is the diagonal matrix whose first $d/2$ diagonal entries are $1/d + \epsilon/d$ and whose last $d/2$ diagonal entries are $1/d - \epsilon/d$. Also define the diagonal matrix $X'$ whose first $d/2$ diagonal entries are $1$ and whose last $d/2$ diagonal entries are $-1$.

Let $q$ be the distribution over measurement outcomes, and let $u$ be the uniform distribution over $[d]$. Note that for any $i \in [d]$, the marginal probability $q_i = (U^\dagger \Lambda U)_{ii}$, so

$$\|q - u\|_2 = \left(\sum_{i=1}^d (q_i - 1/d)^2\right)^{1/2} = \|\text{diag}(U^\dagger \Lambda U)\|_{HS} = \frac{\epsilon}{d} \|\text{diag}(U^\dagger X' U)\|_{HS}. \quad (28)$$
Algorithm 1 TestMixed

1: Input: N ∆= Θ(d^3/ε^2) copies of unknown state ρ
2: Output: NO if ∥ρ − 1/2 · I∥_1 ≥ ε, YES if ρ = 1/2 · I, with probability 4/5.
3: Sample a Haar-random unitary matrix U ∈ C^{d×d}.
4: Define the POVM \{⟨U_i | U_j⟩\}_{1≤i≤d} and measure with this POVM N times to get N independent
   samples from the distribution q over measurement outcomes.
5: Run TestUniformityL2(q, d, ε/√d) from Theorem A.2 to test uniformity of q.
6: if q far from uniform then
7:   Output NO.
8: else
9:   Output YES.
10: end if

Recall from (24) and the discussion at the beginning of Section 7.1 that we have a fine understand-
ing of the expectation (Fact 7.2) and tails (Lemma 7.4) of this quantity. Indeed, by (24) and
Lemma 7.4, we know that \Pr_{U ∼ D}[∥\text{diag}(U^†XU)∥_{HS} ≥ 1 + t] ≤ \exp(−Ω(dt^2)). We conclude from
this and (28) that \|q − u\|_2 ≤ 2ε/d with probability \exp(−Ω(d)), from which the theorem follows
by the guarantees of TestUniformityL2 in Theorem A.2.

B Chain Rule Proof of Theorem 1.3

Here we give a proof of the tight Ω(√d/ε^2) bound from Theorem 1.3 using the chain rule. The only part of the proof of the weaker Theorem 5.1 that we need here is Lemma 5.2, which we restate here
for convenience.

Lemma 5.2.

\[ KL(p_t^≤N∥p_0^≤N) ≤ \sum_{t=1}^{N} Z_t \quad \text{for} \quad Z_t = \mathbb{E}_{x,t ∼ U^⊥(1−1)} \left[ \frac{1}{\Delta(x,t)} \mathbb{E}_{z,z' ∼ \{±1\}^d/2} [φ_{z,z'} · Ψ_{x,t}] \right]. \tag{12} \]

Define \( ε' = \log \frac{1+\epsilon}{\epsilon} \) and note that for \( \epsilon ≤ 1/2, ε' ≤ 3\epsilon \). Given \( x, t ∈ [d]^{t−1} \), let \( h(x,t) ∈ [d]^d \)
denote the vector whose \( j \)-th entry is the number of occurrences of element \( j ∈ [d] \) in \( x,t \). For any
\( h_1, h_2 ∈ \mathbb{N} \), define

\[ A^{h_1,h_2} = \frac{1}{2} \left( (1−\epsilon)^{h_1}(1+\epsilon)^{h_2} + (1−\epsilon)^{h_2}(1+\epsilon)^{h_1} \right) \]

\[ B^{h_1,h_2} = \frac{1}{2} \left( (1−\epsilon)^{h_1}(1+\epsilon)^{h_2} − (1−\epsilon)^{h_2}(1+\epsilon)^{h_1} \right). \]

Fact B.1. For any \( x,t ∈ [d]^{t−1} \),

\[ \Delta(x,t) = \prod_{a=1}^{d/2} A^{h(x,t)_{2a−1},h(x,t)_{2a}} \]

\[ \mathbb{E}_{z,z' ∼ \{±1\}^d/2} [⟨z,z'⟩ · Ψ_{x,t}] = \sum_{a=1}^{d/2} \left( B^{h(x,t)_{2a−1},h(x,t)_{2a}} \right)^2 · \prod_{a'≠a} \left( A^{h(x,t)_{2a−1},h(x,t)_{2a}} \right)^2. \]

We can now complete the proof of Theorem 1.3.
Proof of Theorem 1.3. We will show that as long as \( t \leq O(\sqrt{d}/e^2) \), \( Z_t \) defined in (12) is no greater than \( O(e^2/\sqrt{d}) \), from which the theorem follows. Fix any \( t \leq N \). Let \( \text{Mul}(U) \) denote the multinomial distribution over \( d \)-tuples \( h \) for which \( \sum_{i=1}^{d} h_i = t \). By Fact B.1 and (5),

\[
Z_t = \frac{2t^2}{d} \sum_{h \sim \text{Mul}(U)} \mathbb{E} \left[ \frac{B^{h_1,\ell-h_1}}{A^{h_1,\ell-h_1}} \cdot \prod_{a' \neq a} A^{h_{2a'-1},h_{2a'}} \right] \leq \frac{2t^2}{d} \sum_{a=1}^{d/2} C_t^{(a)}. \tag{29}
\]

Fix any \( a \in [d] \); without loss of generality suppose \( a = 1 \). Then

\[
C_t^{(1)} = \frac{1}{d!} \sum_{h} \binom{h}{h_1 \cdots h_d} \frac{(B_1)^2}{A_1} \cdot \prod_{a' \neq 1} A^{h_{2a'-1},h_{2a'}}
= \frac{1}{d!} \sum_{\ell=0}^{t} \sum_{\ell} \frac{t!}{h_1!(\ell-h_1)!(t-\ell)!} \frac{(B_1)^2}{A_1} \cdot \sum_{h_3,\ldots,h_d=t-\ell} \binom{h_1}{h_3 \cdots h_d} \prod_{a' \neq 1} A^{h_{2a'-1},h_{2a'}}
= \mathbb{E}_{h_1 \sim \text{Bin}(\ell,1/2)} \left[ \mathbb{E}_{h_1 \sim \text{Bin}(\ell,1/2)} \left[ \frac{(B_1)^2}{A_1} \right] \right]. \tag{30}
\]

Next, note that for any \( h_1, h_2 \),

\[
\frac{(B_1)^2}{A_1} = A_1 h_2 - \frac{2}{(1+h_2)} h_1 h_2 - \frac{2}{(1+h_2)} h_2 - 1 \leq A_1 h_2 - \exp(-(h_1 - h_2)^2 e^2/2).
\]

Clearly \( \mathbb{E}_{h_1 \sim \text{Bin}(\ell,1/2)}[A_1 h_2] = 1 \), so for any \( 0 \leq \ell \leq t \),

\[
\mathbb{E}_{h_1 \sim \text{Bin}(\ell,1/2)} \left[ \frac{(B_1)^2}{A_1} \right] \leq \mathbb{E}_{h_1 \sim \text{Bin}(\ell,1/2)} \left[ 1 - \exp(-(2h_1 - \ell)^2 e^2/2) \right] \leq \mathbb{E}_{h_1 \sim \text{Bin}(\ell,1/2)} \left[ 2(h_1 - \ell/2)^2 e^2 \right] = e^2 \cdot \ell,
\]

where in the last step we used the expression for the variance of a binomial distribution. Substituting this into (30), we conclude that \( C_t^{(a)} \leq 2e^2 t/d \leq 18e^2 t/d \) for all \( a \in [d] \), so for \( t = O(\sqrt{d}/e^2) \), (29) is at most \( O(e^2/\sqrt{d}) \) as desired. \( \square \)

C Miscellaneous Technical Facts

Fact C.1. For any \( x > 1, c > 0 \), \( \frac{2}{x^{c+x-c}} \geq \exp \left( -\frac{c^2}{2} \log^2 x \right) \).

Fact C.2 (Integration by parts). Let \( a, b \in \mathbb{R} \). Let \( Z \) be a nonnegative random variable satisfying \( Z \leq b \) and such that for all \( x \geq a \), \( \mathbb{P}[Z > x] \leq \tau(x) \). Let \( f : [0,b] \rightarrow \mathbb{R}_{\geq 0} \) be nondecreasing and differentiable. Then

\[
\mathbb{E}[f(Z)] \leq f(a)(1 + \tau(a)) + \int_{a}^{b} \tau(x)f'(x) \, dx.
\]
Proof. Let \( g : [0, b] \to [0, 1] \) denote the CDF of \( Z \), so that for \( x \geq a \), \( 1 - g(x) \leq \tau(x) \). Then

\[
\mathbb{E}[Z^n] = \int_0^b f(Z) \, d g \leq f(a) + \int_a^b f(Z) \, d g
\]

\[
= f(a) + f(b)g(b) - f(a)g(a) - \int_a^b g(x)f'(x) \, d x
\]

\[
= f(a)(1 - g(a)) + f(b) - (f(b) - f(a)) + \int_a^b (1 - g(x))f'(x) \, d x
\]

\[
\leq f(a)(1 + \tau(a)) + \int_a^b \tau(x)f'(x) \, d x,
\]

where the first integral is the Riemann-Stieltjes integral, the third step is integration by parts, the fourth step follows because \( g(b) = 1 \), and the last follows because \( 1 - g(x) \leq \tau(x) \leq 1 \) for \( x \geq a \).