Abstract—A high imbalance exists between technical debt and non-technical debt source code comments. Such imbalance affects Self Admitted Technical Debt (SATD) detection performance, and existing literature lacks empirical evidence on the choice of balancing technique. In this work, we evaluate the impact of multiple balancing techniques, including Data level, Classifier level, and Hybrid, for SATD detection in Within-Project and Cross-Project setup. Our results show that the Data level balancing technique SMOTE or Classifier level Ensemble approaches with Random Forest or XGBoost are reasonable choices depending on whether the goal is to maximize Precision, Recall, F1, or AUC-ROC. We compared our best-performing model with the previous SATD detection benchmark (cost-sensitive Convolution Neural Network). Interestingly the top-performing XGBoost with SMOTE sampling improved the Within-project F1 score by 10% but fell short in Cross-Project set up by 9%. This supports the higher generalization capability of deep learning in Cross-project SATD detection, yet while working within individual projects, classical machine learning algorithms can deliver better performance. We also evaluate and quantify the impact of duplicate source code comments in SATD detection performance. Finally, we employ SHAP and discuss the interpreted SATD features. We have included the replication package and shared a web-based SATD prediction tool with the balancing techniques in this study.
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I. INTRODUCTION

Software development is often hampered by time-pressure. The quick-fix mentality that focuses merely on the immediate goal and short-term benefit has been the norm [1]. The quick fixes often turn out to be sub-optimal, as they lack a holistic approach to software maintenance making the source code more rigid without room for future enhancements. They incur a substantial cost in terms of time and man-effect to refactor the code at a later stage. Such accumulated debt by choosing quick delivery over quality delivery is known as technical debt in Software Engineering.

The early detection of such technical debt would be instrumental in reducing the increased software maintenance cost. The established approach among the software practitioners have been to utilize static code analysis for improving code quality. Often, the developer acknowledged or developer induced hacky patch/workaround goes unnoticed. Such patch/workaround are expressed by the software developers through source code comments. These are termed as Self-Admitted Technical Debt comments by Potdar et al. [2]. Such SATD comments from the source code has vital information about the source code segments that needs refactoring.

The detection of technical debt from SATD source code comments has gathered significant interest in the recent past. A crucial challenge associated with technical debt detection from source code comments is the imbalanced distribution among SATD and non-SATD data instances. The supervised machine learning approaches expect a uniform distribution among the data samples for optimal prediction performance but quite often end up with imbalanced data which will affect the prediction capability. Longadge et al. [3] state that imbalanced/skewed data increase the False Negatives (FN), which will decrease the Recall of the minor class (SATD comments in our context). Thabtah et al. [4] highlight the varying effect of data imbalance for each evaluation metric particularly Precision, Recall and ROC-AUC. The challenge of generating more accurate results while accounting for the class imbalance in the training data is paramount for reliable inference. In reality, this data imbalance problem is very common among multiple tasks in software engineering domain and other domains as well. Previous work on technical debt detection discusses different machine learning approaches but very few have employed balancing techniques for addressing the class imbalance. For example Pecorelli et al. [5] used data sampling on code metrics for detecting code smells and Ren et al. [6] used classifier level balancing technique COST to improve SATD detection from source code comments.

To the best of our knowledge, we have performed the first extensive empirical study on evaluating multiple balancing techniques for technical debt detection from source code comments. These include data-level balancing techniques (SMOTE, ADASYN, BorderLine SMOTE and SVMSMOTE), classifier-level balancing techniques (COST and Ensemble) and hybrid balancing techniques that combine either data-level and classifier-level balancing techniques or employ customised combined algorithms, for example COST based ensemble algorithm or sampling based ensemble, for handling data imbalance scenarios.

1https://figshare.com/s/87a4b5002c748882e60
2https://balancing-technical-debt.herokuapp.com/
We empirically evaluate three categories of balancing techniques and their impact on technical debt detection from source code comments using regression, bagging and boosting classifiers. More specifically, we compare the performance, in terms of precision, recall, F1 score and area under the ROC curve (ROC-AUC), against the BASELINE approach which employs the same classifier without COST or data sampling balancing techniques. Our results enable software engineering researchers and practitioners to choose relevant balancing technique depending on the use case and the evaluation metric in focus.

In this paper, we answer the following research questions:

- **Balancing the Imbalanced Data: Main RQ** Which balancing technique contribute to better Technical Debt Detection in highly imbalanced source code comments data?
  - **RQ 1 Precise detection of SATD comments:** Which balancing technique consistently contribute to better precision in classifying SATD comments?
  - **RQ 2 Extensive detection of SATD comments:** Which balancing technique consistently contribute to better recall while classifying SATD comments?
  - **RQ 3 Improving distinction capability of classifier for SATD detection:** Which balancing technique consistently improve the distinction capability of the machine learning model (ROC-AUC) to distinguish between SATD and non-SATD comments?
  - **RQ 4 Balancing Precision and Recall for SATD Detection:** Which balancing technique consistently improve the overall classification performance (F1) for detecting SATD comments?

Our main contributions in this paper include:

- Evaluation of multiple balancing schemes for SATD detection from highly imbalanced source code comments data.
- Recommendations for choosing a balancing technique for SATD detection through source code comments, depending on the evaluation metric in focus.
- Impact analysis of data level, classifier level and hybrid balancing techniques on evaluation metrics such as Precision, Recall, F1 and ROC-AUC scores.
- Web-based SATD detection tool in batch and online modes based on the data from 10 open source projects.
- Replication package of our experiments for verification and further extension.

The rest of this paper is organized as follows. First, in Section III we discuss the evolution of TD and the past works associated with the detection of technical debt. In Section IV we discuss the classifiers, data characteristics, and the different balancing techniques studied in this work. We tabulated and discussed our experimental results in Section V. In Section VI we discuss the technique used for feature interpretation and the impact of balancing techniques on features. We discuss the implications associated with choosing an appropriate balancing technique in Section VII. The potential factors that could mine the validity of our results are elaborated in Section VII. We conclude with our main findings from this study in Section VIII followed by acknowledgements.

## II. Background

### A. Technical Debt

The Technical Debt (TD) metaphor originates from the early 90’s, when Cunningham said that shipping immature code resembles like taking a debt [7]. TD as a category does not represent a uniform type of debt. Previous study by Alves et al. [8] lists 13 categories for TD including architectural debt, code debt, design debt and people debt. The most recent definition for TD can be found from Avgeriou et al.’s. [9] work, where it is defined as:

In software-intensive systems, technical debt is a collection of design or implementation constructs that are expedient in the short term, but set up a technical context that can make future changes more costly or impossible. Technical debt presents an actual or contingent liability whose impact is limited to internal system qualities, primarily maintainability and evolvability.

In 2014, Potdar et al. [2] coined the term self-admitted technical debt (SATD). SATD is a subset of TD, where the developers have left a note admitting that they intentionally incurred TD. The software practitioners leave comments in the source code which is crucial for detecting SATD in the source code. These have two significant benefits, firstly, it is easier and more efficient to detect SATD from source code, and it also does not need to rely on predefined metrics which are difficult to determine as suggested by Maldonado et al. [10].

### B. Machine Learning in SATD Detection

Zampetti et al. [11] studied how five machine learning techniques were able to recommend the software practitioners when to admit design debt using structural and readability metrics from source code and warnings from static analysis tools. They achieved an average precision 0.5 and recall 0.52 for SATD detection within project. For cross-project SATD detection they achieved 0.67 precision and 0.55 recall. Unlike them, we do not study different code metrics, but rather evaluate the impact of multiple balancing schemes using different machine learning techniques when detecting SATD from source code comments.

Maldonado et al. [10], developed a maximum entropy classifier for detecting design and requirement SATD from code comments. The classifier builds a maximum entropy model, which is described to be equivalent to multi-class regression model. Their data set consist of 10 projects, which represent different application domains. They used leave-one-out cross-project validation, which means that the classifier was trained on 9 projects and tested against the one which was left out. They achieved an average F1 of 0.620 (min. 0.470, max. 0.814) for design SATD, and F1 of 0.403 (min. 0.154, max. 0.804) for requirement SATD.
In another related work by Huang et al. [12], they developed a machine learning model, which relied on several sub-classifiers. Each of the sub-classifiers used Naive Bayes (NB) multinomial with feature selection technique, and the classification of whether a code comment has SATD or not was based on majority voting done by these classifiers. The data set consisted of 8 different open source projects. Each sub-classifier was trained with leave-one-out cross-project validation, where they used 7 projects for training, and left one project out for testing. Each sub-classifier left out a different project. They achieved an average F1 of 0.737 (min. 0.518, max. 0.841).

Ren et al. [6], trained a Convolution Neural Network (CNN) for SATD detection from source code comments using data from of 10 open source Java projects. They evaluated their approach in Within and Cross-project setup. For Within-project they obtained an average F1 of 0.752 (min. 0.445, max. 0.932), and for Cross-Project the average F1 was 0.766 (min. 0.599, max. 0.878).

C. Imbalanced Data

Technical Debt detection through source code comments suffers from imbalanced data problem. Besides SATD detection [5], it has also been investigated on code smell detection [13].

Ren et al. [6], in their work experiment with normal and weighted cross-entropy loss functions. For addressing imbalance in data, they employed COST (assigning class weight). For weight calculation, $n$ represent the total number of SATD comments, and $m$ the total amount of non-SATD comments

- SATD Comment Weight: $\frac{n}{n+m}$
- Non-SATD Comment Weight: $\frac{m}{n+m}$

The CNN with weighted cross-entropy loss function produced better results than the CNN using normal cross-entropy loss function. The authors note that the effectiveness of the weighted cross-entropy loss function increased based on the imbalance in the data [6].

Huang et al. [12] employed feature selection technique to extract features from source code comments during training. They extracted features from 8 open source projects and combined multiple classifiers into a composite classifier for SATD comments detection task. They claimed a performance improvement of 409% over the work by Potdar et al. [2].

In [13], the authors investigated five different data balancing methods when detecting code smells with source code metrics. They examined 125 releases from 13 open source systems from a dataset introduced in previous study [5]. The dataset contained over 8,500 manually validated code smells. Even with such high sounding number, the code smells formed a very small minority in the data. One example is the instance of God Class smell, which at its highest count in a release formed only around 1% of all the classes present in that release [5].

To overcome this problem, the authors in [13] tried five different data balancing methods, which were Class Balancer, resampling with balancing the dataset, SMOTE, Cost Sensitive Classifier and One Class Classifier. When compared to the BASELINE of no data balancing, the authors report highest performance overall with SMOTE, although there were differences between different smells. Our work is the first extensive empirical study to address the data imbalance for NLP-based SATD detection. We extend Pecorelli et al. [13] by evaluating multiple variants of SMOTE and include COST, Bagging, Boosting (classifier level ensemble techniques), and hybrid techniques for SATD detection from source code comments.

We focus on the impact of balancing technique on evaluation metrics and provide a recommendation for each metric for both Within-Project and Cross-Project SATD detection from empirical results.

III. METHODOLOGY

In this section we describe the dataset used, discussed the various balancing techniques employed in our empirical study along with the experiment set up and evaluation criteria.

A. Machine learning classifiers

Cruz et al. [14] empirically evaluated seven different machine learning algorithms for bad smell detection and found Random Forest and XGBoost achieved better overall performance. They have acknowledged the imbalanced data distribution in their data but have not employed explicit data balancing technique. This created undue advantage for the machine learning ensemble algorithms Random Forest and XGBoost which employ implicit balancing and are categorized under algorithm level (classifier level) balancing techniques, refer in III-B2. In our study, we include three machine learning classifiers: Regression (Logistic Regression), Bagging (Random Forest) and Boosting (XGBoost). We choose Logistic regression for its superior performance in binary classification and its widespread usage in the past for NLP related tasks in software engineering [14]–[17]. Random Forest [18], is an ensemble algorithm (classifier level balancing technique explained in III-B2), based on the Bagging concept proposed by Breiman et al. [19]. It is aimed at reducing the variance associated with a model to increase the prediction capability. Random Forest has shown significant performance improvement in many software engineering tasks [11], [14], [20]–[22]. XGBoost, proposed by [23] is a scalable, tree-based ensemble algorithm based on the Boosting concept proposed by Freung and Shapire [24].

B. Balancing Techniques

The balancing techniques could be broadly categorized into three groups which include Data Level techniques, Classifier Level techniques and Hybrid techniques, see Figure [1].

![Balancing Techniques](image1.png)
1) **Data Level Techniques:** These techniques primarily focus on different data sampling schemes to reduce the skewness ratio in a dataset. Data Sampling is a host of techniques that transforms the distribution of the dataset with the objective of reducing the imbalance ratio in the dataset. Such schemes could be grouped into two categories, Oversampling and Undersampling. Oversampling is creating new samples from minority class either by mere duplication or by synthesizing samples. Undersampling is reducing the data samples from majority class by removing or selecting a subset of data samples. Multiple research including [25]–[27] establish the significance of oversampling over undersampling techniques. We include multiple variants of oversampling technique in our study.

   a) **SMOTE:** One of the widely used oversampling technique, Synthetic Minority Oversampling Technique (SMOTE) [28]. In this, the minority class is over-sampled and new samples are formed based on randomly chosen samples that are close to each other. At first, random neighbours that are close to each other in the minority class are identified, then new samples are synthesized between any two neighbours and the same is replicated with other chosen neighbours. SMOTE has received a lot of success in data mining community. This success has been attributed to four factors, which are its simplicity, adaptability, generalizability and performance improvements [29].

   b) **Borderline SMOTE:** Another variant of SMOTE, wherein data samples are not synthesized from the minority class randomly but with a specific target scheme. Borderline SMOTE (BLINK) was developed [30] with the focus to reduce the misclassification rate. The focus is on those data samples that are incorrectly classified and are lying near the ambiguous decision boundary of any two class X and Y. The target scheme is such that the data samples are synthesized near the decision boundary which segregates a class X from another class Y.

   c) **ADASYN:** Adaptive Synthetic (ADASYN) sampling is a SMOTE-based over-sampling technique. The target scheme for this sampling technique is such that the new samples are synthesized in those areas where the density of the data samples is sparse, or where they are very few instances. The data samples in the high density regions are left undisturbed. This technique [31] has claimed to account for correct classification of difficult instances as it adaptively shifts the decision boundary.

   d) **SVMSMOTE:** SVMSMOTE(SVMSMT) is another SMOTE based oversampling technique which employs SVM algorithm [32] to generate synthetic samples. The target scheme for synthesizing new samples of SVMSMOTE algorithm is focused around the hyperplane that separates each class.

2) **Classifier Level Techniques:** Typically, the balancing schemes implemented inherently in the classification algorithms are referred to as classifier-level balancing techniques. Such techniques include, COST (assigning class weight) and a group of homogeneous classifiers (Bagging and Boosting) collectively working on the data samples for classification or prediction task. The ensemble algorithms Random Forest and XGBoost are explored as balancing techniques in [33]–[36]. Another classifier level technique is COST (or class weighted) in which higher weights are assigned to the class samples which are less in the training set so that it would penalize the model more during training for every incorrect prediction of the less represented class. This technique is simpler and efficient as it does not involve additional step of sample synthesis as in data sampling techniques.

3) **Hybrid Techniques:** The hybrid balancing technique combines multiple balancing techniques to effectively handle the imbalance scenario. The ensemble technique which can handle the imbalance scenario is further augmented with either sampling or cost balancing techniques. In our study, we explore, Random Forest and XGBoost ensemble classifiers augmented with sampling and cost techniques.

### C. Dataset

For our experiments, we use the dataset created with 10 open source Java projects from Maldonado et al. [10]. In their work, they extract and filter the source code comments from the 10 open source projects using heuristics including removal of license comments, task annotations, Javadoc comments and automatically-generated comments. The filtered comments were manually labelled and grouped into the following categories: Requirement Debt, Design Debt, Implementation Debt, Test Debt, Documentation Debt and Non-Technical Debt. We consolidated all the types of TD into a single TD class to facilitate binary classification. We have two classes: SATD and non-SATD class for simplicity and easier evaluation across several balancing techniques. Table I lists the statistics of the source code comments data.

| Project    | Release | # of Cmnts | % of SATD | % of Non-SATD |
|------------|---------|------------|-----------|---------------|
| Apache Ant | 1.7.0   | 4,137      | 29.92     | 123           |
| ArgoUML    | 0.34    | 9,548      | 4,725     | 1,137         |
| JFreeChart | 2.10    | 8,162      | 4,029     | 314           |
| JMeter     | 2.10    | 8,162      | 4,029     | 314           |
| Ruby       | 1.4.0   | 4,897      | 2,991     | 458           |
| Squirrel   | 3.0.3   | 4,423      | 2,280     | 106           |
| **Average**|         | 4,257      | 3,442     | 224           |

*After Duplicate Removal and Pre-processing in our study

### D. Processing Code Comments

We processed the code comments using following steps:

- **Duplicate removal:** Duplicate comments are those that appear more than once in the training data. Example: `"// Need to calculate this... just fudging here for now"` source code comment appear three times in the training data. We identified such duplicates and removed 23,511 (37.75%) duplicate source code comments from the training data.
used in Ren et al.’s [6] neural network based SATD detection.

- **Special Character and Hyperlink Removal:** We removed special characters including #, @, ., /, ., , }, ]}, ., !, removed hyperlink references, truncated multiple spaces into single space and removed newline character.

- **Stop word removal:** We lower-cased the entire corpus, then stop-words including 'is', 'was', 'the', 'of', etc., which were very high in numbers and did not contribute to SATD feature detection were removed. We utilized the NLTK package [37] for removing the stop words from the dataset.

- **Lemmatization:** We employed WordNet Lemmatizer to convert the words to its respective base form depending on the context.

- **Restricting hollow comments:** We removed comments with only words such as 'ff', 'hhh', etc., that does not convey any meaning and included only those comments whose length is greater than 3 characters.

The actual dataset employed by Ren et. al, [6] for SATD classification had 62,566 source code comments. After performing all the pre-processing as discussed previously, the dataset used in our study consists of 34,424 source code comments, from which 3,248 were categorized as SATD. The percentage of SATD instances across projects ranges between 3.40% to 24.06%. On average each project has 3,442 source code comments, from which 3,248 were categorized as SATD. The dataset used in our study consists of 34,424 source code comments. After per-

### E. Experiment Configuration

**a) System Setup:** Logistic Regression, Random Forest and XGBoost models are implemented with Python based Scikit-Learn [38] library. All the oversampling algorithm implementation is based on python based imbalanced-learn API [39] with the sampling rate as 1.0 to ensure even class split between SATD and non-SATD classes. All experiments are executed as batch jobs in a HPC environment equipped with NVIDIA Tesla V100 GPU with 16 GB of memory.

**b) Experiment Setup:** We replicated the experiment set up from Ren et al. [6] to evaluate and compare with COST based Convolutional Neural Network. They used 90% of stratified data instances from each open source project for training. Further, from the 90% data, a stratified split of 10% of data are used for cross-validation and 80% is used for training the model. The data instances were stratified based on their label indicating SATD instances or not. The trained model is evaluated on the remaining 10% unseen test data in each open source project. The same experiment configuration is replicated for all the classifiers studied in this paper for Within-Project setup. For Cross-Project, for each of the 10 target projects, we used data from 9 projects as training data and evaluated the trained model on the target project which serves as the test data. We performed 10 fold cross-validation for both Within and Cross project setup.

### F. Evaluation Criteria

We include four evaluation metrics for all our experiments, which include Precision, Recall, F1 and ROC-AUC scores. All the mentioned metrics are calculated based on the number of True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN). TP indicate the number of correctly classified SATD comments, TN indicate the number of correctly classified non-SATD comments, FP indicate the number of incorrectly classified non-SATD comments, and FN indicate the number of incorrectly classified SATD comments.

- **a) Precision:** In our experimental context, this metric represents the ratio of those comments that are precisely classified as SATD comments among all the comments subjected to prediction including both SATD and non-SATD comments. It is calculated as:

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

- **b) Recall:** This metric represents the ratio of actual SATD comments that are correctly classified as SATD comments. It is also known as the true positive rate or sensitivity of the classifier. It is calculated as:

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

- **c) F1:** This metric represents the accuracy of the classifier based on the both precision and recall. It is calculated as:

\[
F1 = 2 \times \frac{P \times R}{P + R}
\]

It is the harmonic mean of precision and recall which would account for the variance of each metric respectively.

- **d) ROC-AUC:** This metric represents the overall ability of the classifier to differentiate between SATD and non-SATD comments. This value represents the area under the Receiver Operating Characteristic curve which is based on the True Positive Rate and False Positive rate of the classifier. Typically, the value ranges between 0.5, being the lowest and 1.0, being the highest. The higher the ROC-AUC value, the better is the classifier ability to differentiate between SATD and non-SATD comments.

### IV. Study Results

Here we tabulate and evaluate the impact of multiple balancing techniques for each metric, including Precision, Recall, ROC-AUC, and F1. We compare the balancing techniques against the BASELINE method with the same classifier without COST or Sampling balancing techniques. The data used for all these evaluations are based on clean data after duplicates removal as mentioned in section [III-D].

#### A. RQ 1 Precise detection of SATD comments

Here, our objective is to determine the balancing technique that consistently contribute to more precise detection of SATD comments in highly imbalanced data. Tables [I] lists the Precision scores for both Within and Cross-Project set up respectively.
In Within-Project set up, the data sampling balancing technique SVM-SMT/BLINE has improved the BASELINE and COST overall. However, the BASELINE ensemble classifier Random Forest has significantly improved precision scores of COST and Sampling techniques of other classifiers. For cross-project SATD detection, the BASELINE has achieved the highest precision score while the COST and data sampling techniques decreases the precision. Although the BASELINE scores appear almost equivalent, the ensemble classifier Random Forest has the lowest number of FP per TP with 0.11, followed by Logistic Regression with 0.13. Overall, neither COST nor Sampling consistently improve the precision scores over BASELINE across classifiers. The BASELINE ensemble classifier Random Forest contributes more to the precise detection of SATD comments in both Within and Cross-Project setup. However, between COST and sampling technique, the sampling techniques SVM-SMT/BLINE has significantly improved the precision scores across all the classifiers over COST, in both Within and Cross-Project setup.

**Recommendation:** For consistent precise detection of SATD comments from imbalanced data, use classifier level Bagging ensemble technique (Random Forest).

### B. RQ 2 Extensive detection of SATD comments

Our motivation is to determine the balancing technique that consistently contribute to extensive detection of SATD comments in highly skewed data. Tables [III] lists the Recall scores for both Within and Cross-Project set up respectively. The Logistic Regression with COST balancing technique achieved the highest Recall scores in both Within and Cross-Project setup with 0.735 and 0.754 respectively. The sampling techniques SMOTE and ADASYN has consistently improved the Recall scores for all three classifiers over the BASELINE in Within and Cross-Project setup. Although the COST technique has recorded the highest recall scores in both the Within and Cross-Project setup, the improvement is not statistically significant over SMOTE and ADASYN sampling techniques. Further, SMOTE and ADASYN consistently improved the BASELINE with a statistically significant change while the COST technique is not consistent across all three classifiers.

**Recommendation:** For consistent extensive detection of SATD comments from imbalanced data, use SMOTE/ADASYN sampling technique for both Within and Cross-Project setup.

### C. RQ 3 Improving distinction capability of classifier for SATD detection

Here our objective is to determine the balancing technique that contributes more to ROC-AUC score. ROC-AUC characterizes the distinctive capability of the machine learning model between technical debt and non-technical debt classes. Tables [V] lists the Recall scores for both Within and Cross-Project set up respectively.

The COST balancing technique with Logistic Regression/XGBoost recorded the highest ROC-AUC scores in both Within and Cross-Project setup. The sampling techniques SMOTE/ADASYN consistently improved the BASELINE ROC-AUC scores in both Within and Cross-Project SATD detection. The COST, on the other hand, is not consistent in improving the BASELINE across all the classifiers. Further the top score achieved with COST is not statistically significant over sampling techniques SMOTE/ADASYN. It is evident
from Table III and Table IV that, the COST decreases the recall and ROC-AUC scores for Random Forest, while the sampling techniques SMOTE/ADASYN improves them.

**Recommendation:** For consistent better distinctive capability of the classifier (AUC-ROC) from imbalanced data, use SMOTE in both Within and Cross-Project setup.

---

### D. RQ 4 Balancing Precision and Recall for SATD Detection

Here, our motivation is to determine the balancing technique that has consistently contributed more towards higher F1 score. Tables V lists the Recall scores for both Within and Cross-Project set up respectively.

XGBoost with COST and BASELINE XGBoost have recorded top F1 scores in Within and Cross-Project setup with 0.755 and 0.729 respectively. In Within-Project setup, the SMOTE balancing technique has consistently improved the F1 scores over BASELINE for all the classifiers, while COST is not consistent across classifiers. Further, the top F1 score with COST is not statistically significant over the F1 scores with BLINE/SMOTE. In Cross-Project setup, although the Boosting based ensemble classifier BASELINE XGBoost achieved the top Cross-Project F1 score of 0.729, it is not statistically significant over sampling techniques or over COST. The sampling techniques BLINE/SMOTE have a statistically significant improvement over BASELINE for Logistic Regression. For the ensemble classifiers Random Forest and XGBoost, the sampling technique have improved over COST and achieved an equivalent performance as that of the BASELINE. Overall, the results show that the sampling techniques BLINE/SMOTE are more consistent in improving the F1 scores for all the classifiers in Cross-Project setup.

**Recommendation:** For consistent higher balance of Precision and Recall (F1-score), use SMOTE for Within-Project and BLINE/SMOTE for Cross-project SATD detection.

---

### E. Comparison to prior work

Here we compare the F1 scores of our consistent top-performing model in both Within and Cross-project setup with previous works. First, we compare against the state of the art results from cost-sensitive CNN by Ren et al. [6]. Then, we evaluate the performance improvement over Huang et al. [12] that employs feature selection as balancing technique for ensemble of Naive Bayes (NB) Multinomial classifiers. For identical comparison with CNN that had duplicate source code comments in the training data, we retained the same data as in [6] containing duplicate source code comments unlike [12] in which the duplicate source code comments were removed during the data preprocessing. Table VI lists the F1 comparison scores with both "Duplicates" and "No Duplicates" scenarios.

Our classical machine learning classifier XGBoost with SMOTE achieved an overall average of 0.828 for ten projects exceeding the overall detection performance by 10.10% against cost-sensitive CNN [6]. XGBoost with SMOTE sampling improved the within-project F1 scores of all the projects except ArgoUML, Hibernate and JMeter. It appears that the deep learning model is more accurate for projects that have higher percentage of SATD instances. For the other projects, the XGBoost with SMOTE sampling has better F1 scores indicating improved performance of machine learning algorithm over deep learning in Within-Project setup. While for
Our consistent top performer outperforms the prior work's cross-project SATD detection the deep learning CNN model outperformed our consistent top performer in Cross-Project setup using CNN with BLINE model by 9.27% characterizing the improved feature generalization of source code comments across projects by deep learning model. This hints that for Within-Project SATD detection, classical machine learning with data balancing is better approach than deep learning.

Our consistent top performer outperforms the prior work's ensemble of Naive Bayes (NB) classifiers with feature selection balancing technique in both Within and Cross-Project setup by 14.57% and 5.45% respectively. All the improvements in the F1 scores are statistically significant based on Wilcoxon-Signed rank test.

F. Impact of Duplicates

Here we highlight the impact of duplicate source code comments in the training data. From the Table VI it appears that the inclusion of duplicates can either improve or reduce our models’ performance. We can see that the inclusion of duplicates increases the F1 score from 0.753 to 0.828 in the Within-Project setup. At the same time, the inclusion of duplicates decreases the Cross-Project average F1 to 0.726 to 0.701. It is reasonable to think that within a project duplicates can be useful as similar commenting style or copy-paste commenting code can result in exact duplicates. On the other hand for cross-project learning, it appears that learning from duplicates of some other projects reduces performance as such comments are unlikely to be present in the target project.

More detailed project level comparison shows that all the F1 scores under “No Duplicates” have dropped except for the projects Hibernate, JMeter, and JRuby that have a higher number of duplicate SATD comments, with an average of 10% of duplicate SATD comments. The other remaining projects have less than 6% of duplicate SATD comments. This somewhat surprising finding suggests that fewer duplicates below a particular threshold increase the detection performance. While on the other hand, removal of higher duplicates increases the prediction performance as observed in Hibernate, JMeter and JRuby projects. This indicate higher duplicates have a negative impact on the prediction score. Perhaps the feature learning over the same SATD features of duplicate source code comments in the training data does not enable the machine learning classifier to detect new SATD features when subjected to new source code comments in the test data.

In Cross-Project setup, each target project is trained with the data of the 9 other projects, and thus has a higher average of 778 duplicate SATD source code comments. This in contrast with the Within-Project setup’s per project average of 87 duplicate SATD source code comments, is much higher. The removal of SATD duplicate comments has improved the overall F1 performance from 0.701 to 0.726 asserting our previous observation that higher duplicates have a negative impact on the prediction performance.

V. SATD Feature Interpretability and Analysis

In this section, we interpret features from the trained machine learning classifiers and study the impact of the balancing techniques on SATD feature selection. There have been significant recent advances in explaining black-box ML models [40]–[42]. We employ the explainability framework SHAP (SHapley Additive exPlanations) [42], due to its feature interpretation capability. SHAP is based on cooperative game theory, where the goal is to predict which groups (coalitions) will emerge from pool of player to collect payoffs. In other words, we use SHAP to see features as players that form coalitions to detect SATD. SHAP uses Shapley value [43], and the Shapley value of a feature represents the average contribution of a feature with all possible coalitions. With Shapley values, we identified the number of features that contributed to the prediction, features that have a high impact (features that have higher mean of absolute Shapley values) on the prediction, and the features that do not contribute to the prediction.

We choose the Logistic Regression classifier for JMeter project in Within-Project setup for a brief insight on the impact of balancing techniques for SATD detection. We chose JMeter as an example project as it has 7.79% of SATD instances, close to the overall SATD average of 9.08%. We can see in Table VII that in the JMeter example the performance is in line with previous results. BASELINE has the highest precision but suffers from poor recall while balancing techniques sacrifice little precision to improve recall and therefore offer better overall performance in F1 and ROC-AUC.

| Technique | Precision | Recall | F1 | ROC-AUC |
|-----------|-----------|--------|----|---------|
| BASELINE  | 0.875     | 0.389  | 0.538 | 0.692   |
| COST      | 0.784     | 0.806  | 0.795 | 0.892   |
| SMOTE     | 0.848     | 0.778  | 0.812 | 0.882   |
| ADASYN    | 0.829     | 0.806  | 0.817 | 0.895   |
| BLINE     | 0.844     | 0.750  | 0.794 | 0.868   |
| SVM-SMT   | 0.871     | 0.750  | 0.806 | 0.870   |
Next, we look if balancing techniques differ in terms of features. Table VIII shows the number of features that are contributing or not contributing in each balancing technique, e.g., BASELINE has 875 contributing and 2116 non-contributing features. The table shows also how many new features each balancing technique introduces in comparison to BASELINE. COST echoes its inherent nature (of adjusting instance weight) and introduces 1.4% of new features, while the sampling technique introduces new features between 12-15%, reflecting its new sample synthesis ability.

| Technique       | BASELINE | COST | SMOTE | ADASYN | SVMMSMT | BLINE |
|-----------------|----------|------|-------|--------|---------|-------|
| Contributing    | 875      | 870  | 916   | 905    | 914     | 919   |
| Non-Contributing| 2116     | 2121 | 2075  | 2086   | 2077    | 2072  |
| New Feature count | -       | 12   | 124   | 108    | 112     | 140   |
| New Feature %   | -        | 1.4% | 13.5% | 11.9%  | 12.2%   | 15.2% |

Feature count alone cannot tell us if the balancing techniques really are meaningfully different from BASELINE so we also look in to the top contributing features of each. Table IX contains the top 10 features of SATD detection by each of the balancing technique.

| BASELINE       | COST | SMOTE | ADASYN | SVMMSMT | BLINE |
|----------------|------|-------|--------|---------|-------|
| todo           | todo | todo  | todo   | todo    | todo  |
| hack           | hack | hack  | hack   | perhaps | perhaps|
| file           | later | appear | bag | appear | hack |
| nonjavadoc     | file | used | used | do | used |
| fix            | helper | doe | need | cleaning | could |
| later          | fix | nonnls | number | fix | exception |
| helper         | one | exception | appear | used | improve |
| yet            | yet | improve | improve | disconnected | wrapped |
| encoding       | nonjavadoc | perhaps | allow | nonnls | always |
| found          | currently | later | reason | note | nonjavadoc |

The feature ‘todo’ is the most contributing SATD feature across all the techniques. ‘hack’ is the second most contributing feature across sampling techniques but does not list in the top 10 of SVMMSMT. Similarity to BASELINE is the highest in COST with 8 shared features. Data sampling techniques have lower number of shared features with the BASELINE. SMOTE has 3 (todo, hack, later), ADASYN has 2 (todo, hack), SVMMSMT (todo, fix), BLINE (todo, hack, nonjavadoc). So COST is the most similar to BASELINE also in terms of the top 10 contributing features while data sampling techniques have larger differences to BASELINE. When investigating feature importance, in a single project one would suspect that project specific words would have more weight. Indeed this is a difficulty others have experienced when using regression coefficients as measures of feature importance. It appears that SHAP avoids this problem as only one project specific word ‘nonnls’ is seen in the table.

Finally, we explore the newly introduced features in comparison to the BASELINE to understand whether the new features make sense in SATD detection. Table X contains the top 3 features which are new contributing features, i.e., shifted from non-contributing to contributing features by the application of balancing techniques. Feature ‘decision’ appears in two techniques and it could very well be used when discussing decisions made while coding. Also feature ‘extra’ is in two techniques and it could be used referring to code having extra logic. COST technique appears to have words that are the most technical (‘validation’, ‘initialization’, ‘fetched’), while data sampling techniques introduce new features that appear more appropriate in SATD detection like ‘important’, ‘anything’, ‘nothing’, ‘sensible’, ‘notused’, ‘extra’, ‘decision’.

**VI. Discussion**

In this section, we discuss the factors affecting the choice of a balancing technique and the implications to practitioners and researchers. Our results show that no single balancing technique can provide consistent higher performance across multiple metrics. Even though the sampling technique SMOTE has consistently improved Recall, ROC-AUC, and F1 scores of BASELINE across multiple classifiers, the absolute average difference between COST and SMOTE for the same metrics is less than 4%. This suggests performance tradeoff as the crucial parameter for choosing between COST and SMOTE in which the SMOTE incurs an additional data synthesis step while the former does not.

Ensemble classifiers Random Forest and XGBoost handle class imbalance with their algorithmic design. Random Forest creates a random subset of samples to generate multiple decision trees while XGBoost creates more decision trees based on the misclassified samples in the training data. XGBoost’s approach results in higher F1, ROC-AUC, and Recall while Random Forest results in higher Precision. However, the maintenance of Random Forest is more expensive with model training time being 2.5 times than that of the XGBoost.

The real-world application of AI/NLP techniques for SATD detection through source code comments depends heavily on time and resource availability. Limited time and resources could not allow a higher number of incorrectly classified SATD instances, warranting the precise detection of SATD comments. On the contrary, if enough time and resources are available to validate SATD comment classification manually, then extensive detection (recall) of SATD comments should
be the ideal choice of metric. Our study would enable practitioners and researchers to choose an appropriate balancing technique for NLP-based SATD detection in Within-Project (limited data) and Cross-Project (ample data) setup.

Another important implication for researchers is the removal of duplicate source code comments in the training data. Even though the duplicate source code comments accompanied with duplicate source code are to be treated as separate technical debt candidates, such duplicate comments should be avoided while training machine learning models as they affect the prediction scores.

VII. Threats to Validity

The superior performance of classical machine learning algorithm XGBoost in Within-Project set up over Deep Learning algorithm Convolution Neural Network might be due to the limited training data size with an average of 3,442 source code comments. Even though the source code comments within a project will always be lesser than consolidated source code comments from multiple projects, the Within-Project setup’s training data size might play a vital role in the classical machine learning algorithm’s improved performance. The data sampling rate of all the evaluated sampling techniques have been evaluated at 1.0 (maximum), in our study, for realizing an even class distribution between technical debt and non-technical debt classes. The SATD detection performance of each evaluation metric is highly susceptible to change if the sampling rate changes.

The balancing technique recommendations from this study are based on the source code comments data with an average class imbalance ratio of 9.08% between SATD and non-SATD classes. All the balancing techniques employed in this study have been evaluated for the class imbalance ratio of 1:10 approximately (for every one technical debt source code comment, there are ten non-technical debt source code comments). A higher or lower class imbalance ratio before applying a balancing technique might have a different impact on the evaluation metrics. More research should identify the threshold for the ideal class imbalance ratio for improved SATD detection performance.

Another crucial factor that might impact the generalizability of our results is the choice of machine learning models. The applicability of our recommendations might vary for different machine learning classifiers.

VIII. Conclusion

In this study, we investigated the effectiveness of multiple balancing techniques to detect SATD comments from imbalanced data. Our study is based on a manually labeled dataset from 10 open source projects. We make four contributions.

First, we studied the performance of balancing techniques. We found that SMOTE provides the most consistent improvement for Recall, ROC-AUC and F1 in Within and Cross-Project SATD detection for all the classifiers included in this study. However, if one does not want the extra data synthesis step in SMOTE sampling, the classifier level COST (class weight) balancing technique is a potential alternate. The ensemble (classifier level balancing technique) algorithm (Random Forest and XGBoost) achieved the best Cross-Project Precision and F1 scores in imbalanced data without explicit balancing technique such as COST or SMOTE. This shows that, for Cross-Project SATD detection in imbalanced data focusing on high Precision or high F1, the Bagging or Boosting ensemble techniques serves as a potential choice apart from sampling technique.

Second, we compare our results to previous works in SATD detection that include feature selection based Naïve Bayes Multinomial [12] and COST based CNN [6]. Our top-performing XGBoost with SMOTE/BLINE sampling technique outperforms Huang et al.’s [12] approach by 14.57% and 5.45% in both Within and Cross-Project setup respectively. Then, in comparison with the state of the art CNN, we find that our consistent top performer in terms of F1 score (XGBoost with SMOTE) beats CNN in Within-Project SATD detection, offering a 10% improvement. However, in Cross-Project SATD detection, our top performer loses to CNN by 9%. For SATD detection, it suggests that in a Within-Project setup, classical ML is a better choice. However, the deep learning approach shows improved generalization capability in cross-project setup.

Third, our feature analysis shows that all techniques use a similar set of features with at least 85% of features being the same in all techniques. Sampling techniques have a larger difference to BASELINE than to COST technique. Highly shared top features were the words “todo” and “hack”. Sampling techniques also appear to be able to introduce new feature words that are sensible in the SATD context which further support their consistent improved performance over COST.

Fourth, we developed a SATD classification tool based on this study that works in two modes, online and batch. Our web tool’s batch mode would help reduce the initial efforts for labeling a huge volume of source code comments data.

In the future, we intend to apply and evaluate deep learning architectures for SATD detection from source code comments. In particular we are keen to explore the capability of BERT (a transfer learning scheme, that is already pre-trained on a huge corpus) for SATD detection in imbalanced data.
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