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Abstract

An important challenge when coupling two different time dependent problems is to increase parallelization in time. We suggest a multirate Neumann-Neumann waveform relaxation algorithm to solve two heterogeneous coupled heat equations. In order to fix the mismatch produced by the multirate feature at the space-time interface a linear interpolation is constructed. The heat equations are discretized using a finite element method in space, whereas two alternative time integration methods are used: implicit Euler and SDIRK2. We perform a one-dimensional convergence analysis for the nonmultirate fully discretized heat equations using implicit Euler to find the optimal relaxation parameter in terms of the material coefficients, the stepsize and the mesh resolution. This gives a very efficient method which needs only two iterations. Numerical results confirm the analysis and show that the 1D nonmultirate optimal relaxation parameter is a very good estimator for the multirate 1D case and even for multirate and nonmultirate 2D examples using both implicit Euler and SDIRK2.
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1 Introduction

The main goal of this work is to describe a partitioned algorithm to solve two heterogeneous coupled heat equations allowing parallelization in time. In a
partitioned approach different codes for the sub-problems are reused and the coupling is done by a master program which calls interface functions of the segregated codes [6, 7]. These algorithms are currently an active research topic driven by certain multiphysics applications where multiple physical models or multiple simultaneous physical phenomena involve solving coupled systems of partial differential equations (PDEs). An example of this is fluid structure interaction (FSI) [30, 4]. Moreover, we want that the time parallelization performed at the subsolvers works for different time grids. This is handled through multirate methods which are a classical field of research, see [10].

Our prime motivation here is thermal interaction between fluids and structures, also called conjugate heat transfer. There are two domains with jumps in the material coefficients across the connecting interface. Conjugate heat transfer plays an important role in many applications and its simulation has proved essential [1]. Examples for thermal fluid structure interaction are cooling of gas-turbine blades, thermal anti-icing systems of airplanes [5], supersonic reentry of vehicles from space [24, 17], gas quenching, which is an industrial heat treatment of metal workpieces [16, 28] or the cooling of rocket nozzles [19, 20].

The classical way of parallelizing the numerical solution of PDEs is to use domain decomposition (DD) methods. These split the computational domain into subdomains and coordinate the coupling between the subdomains in an iterative manner. For an introduction to DD methods and their basic convergence results see [27, 29]. The Dirichlet-Neumann iteration is a standard DD method to find solutions of the coupled problem. The PDEs are solved sequentially using Dirichlet-, respectively Neumann boundary with data given from the solution of the other problem. Previous numerical experiments [2] showed that this iteration is fast for thermal FSI, and a convergence analysis of two heterogeneous linear heat equations showed that the fast behavior was a consequence of the strong jumps in the material coefficients [26].

In spite of the efficient behavior of the Dirichlet-Neumann iteration in the thermal FSI framework, it has two main disadvantages. Firstly, the subsolvers wait for each other, and therefore, they perform sequentially. Secondly, in the time dependent case the Dirichlet-Neumann iteration is used at each time step and consequently, both fields are solved with a common time resolution. Using instead a multirate scheme that allows for different time resolutions on each subdomain would be more efficient.

The aim of this work is to present a high order, parallel, multirate method for two heterogeneous coupled heat equations which could be applied to FSI problems. We use the Neumann-Neumann waveform relaxation (NNWR) method which is a waveform relaxation (WR) methods based on the classical Neumann-Neumann iteration [21, 13]. For time discretization we consider two alternatives, the implicit Euler method and a second order singly diagonally implicit Runge-Kutta method (SDIRK2). The WR methods were originally introduced by [22] for ordinary differential equation (ODE) systems, and they were used for the first time to solve time dependent PDEs in [14, 15]. They allow the use of different spatial and time discretizations for each subdomain which is specially useful in problems with strong jumps in the material coefficients [12] or the coupling of
different models for the subdomains [11]. A time adaptive partitioned approach for thermal FSI was presented in [3]. In [23], two new iterative partitioned coupling methods that allow for the simultaneous execution of flow and structure solvers were introduced. However, parallelization in time for the coupling of heterogeneous materials was not considered.

Our algorithm has to take care of two aspects. On one hand, an interpolation procedure needs to be chosen to communicate data between the subdomains through the space-time interface in the multirate case. We want that the interpolation preserves a second order numerical solution of the coupled problem when using SDIRK2. On the other hand, the choice of the relaxation parameter for the NNWR method is crucial because when choosing the relaxation parameter right, two iterations are sufficient. In [21], a one-dimensional semidiscrete analysis shows that $\Theta = 1/4$ is the optimal relaxation parameter for two homogeneous coupled heat equations on two identical subdomains.

In this paper, we perform a fully discrete analysis of the NNWR algorithm for two heterogeneous coupled one-dimensional heat equations to find the optimal relaxation parameter in terms of the material coefficients. More specifically, we choose finite element methods (FEM) in space for both subdomains and implicit Euler method for the temporal discretization. Then, we derive the iteration matrix of the fully discrete NNWR algorithm with respect to the interface unknowns. In addition, we calculate the spectral radius of the iteration matrix through its eigendecomposition in order to estimate the optimal relaxation parameter $\Theta_{opt}$ which is dependent on the material coefficients, the time and space resolutions. In the case of homogeneous materials, $\Theta_{opt} = 1/4$ recovering the result in [21]. Furthermore, the asymptotic optimal relaxation parameters when approaching the continuous case in either time or space are also determined. In the spatial limit, the relaxation parameter turns out to be dependent on the heat conductivities, whereas in the temporal limit, we obtain dependency of the densities and the heat capacities.

In addition, we include numerical results where it is shown that the parallel, multirate method for two heterogeneous coupled heat equations introduced in this paper is extremely fast when choosing the right relaxation parameter. Moreover, we also show that the one-dimensional formula is a very good estimate for the multirate 1D case and even for multirate and nonmultirate 2D examples using both implicit Euler and SDIRK2. Finally, we also include a numerical comparison that shows that the NNWR method is a more efficient choice than the Dirichlet-Neumann waveform relaxation (DNWR) in the multirate case.

An outline of the paper now follows. In section 2, 3 and 4, we describe the model problem, the DNWR and the NNWR methods respectively. The FE space discretization is specified in section 5. In section 6, we describe the linear interpolation that needs to be performed at the space-time interface to get a multirate algorithm. Both time integration methods used in this paper are explained in section 7, these are implicit Euler and SDIRK2. In section 8, we present a derivation of the iteration matrix for a rather general discretization which is then applied to a specific 1D case in section 9. Numerical results are presented in section 10 and conclusions can be found in the last section.
2 Model problem

The unsteady transmission problem reads as follows, where we consider a domain \( \Omega \subset \mathbb{R}^d \) which is cut into two subdomains \( \Omega = \Omega_1 \cup \Omega_2 \) with transmission conditions at the interface \( \Gamma = \partial \Omega_1 \cap \partial \Omega_2 \):

\[
\begin{align*}
\alpha_m \frac{\partial u_m(x,t)}{\partial t} - \nabla \cdot (\lambda_m \nabla u_m(x,t)) &= 0, \quad x \in \Omega_m \subset \mathbb{R}^d, \quad m = 1, 2, \\
u_m(x,t) &= 0, \quad x \in \partial \Omega_m \setminus \Gamma, \\
u_1(x,t) &= u_2(x,t), \quad x \in \Gamma, \\
\lambda_2 \frac{\partial u_2(x,t)}{\partial n_2} &= -\lambda_1 \frac{\partial u_1(x,t)}{\partial n_1}, \quad x \in \Gamma, \\
u_m(x,0) &= u_0^m(x), \quad x \in \Omega_m,
\end{align*}
\]

where \( t \in [T_0, T_f] \) and \( n_m \) is the outward normal to \( \Omega_m \) for \( m = 1, 2 \).

The constants \( \lambda_1 \) and \( \lambda_2 \) describe the thermal conductivities of the materials on \( \Omega_1 \) and \( \Omega_2 \) respectively. \( D_1 \) and \( D_2 \) represent the thermal diffusivities of the materials and they are defined by

\[
D_m = \frac{\lambda_m}{\alpha_m}, \quad \text{with} \quad \alpha_m = \rho_m c_{p_m}.
\]

3 The Dirichlet-Neumann Waveform Relaxation algorithm

The Dirichlet-Neumann waveform relaxation (DNWR) method is a basic iterative substructuring method in domain decomposition. The PDEs are solved sequentially using Dirichlet-, respectively Neumann boundary with data given from the solution of the other problem introduced in [13].

It starts with an initial guess \( g^0(x,t) \) on the interface \( \Gamma \times (T_0, T_f) \), and then performs a three-step iteration. At each iteration \( k \), imposing continuity of the solution across the interface, one first finds the local solution \( u_1^{k+1}(x,t) \) on \( \Omega_1 \) by solving the Dirichlet problem:

\[
\begin{align*}
\alpha_1 \frac{\partial u_1^{k+1}(x,t)}{\partial t} - \nabla \cdot (\lambda_1 \nabla u_1^{k+1}(x,t)) &= 0, \quad x \in \Omega_1, \\
u_1^{k+1}(x,t) &= 0, \quad x \in \partial \Omega_1 \setminus \Gamma, \\
u_1^{k+1}(x,t) &= g^k(x,t), \quad x \in \Gamma, \\
u_1^{k+1}(x,0) &= u_1^0(x), \quad x \in \Omega_1.
\end{align*}
\]

Then, imposing continuity of the heat fluxes across the interface, one finds the local solution \( u_2^{k+1}(x,t) \) on \( \Omega_2 \) by solving the Neumann problem:
\[\begin{aligned}
\alpha_2 \frac{\partial u^{k+1}_2(x,t)}{\partial t} - \nabla \cdot (\lambda_2 \nabla u^{k+1}_2(x,t)) &= 0, \quad x \in \Omega_2, \\
u^{k+1}_2(x,t) &= 0, \quad x \in \partial \Omega_2 \setminus \Gamma, \\
\lambda_2 \frac{\partial u^{k+1}_2(x,t)}{\partial n_2} &= -\lambda_1 \frac{\partial u^{k+1}_1(x,t)}{\partial n_1}, \quad x \in \Gamma, \\
u^{k+1}_2(x,0) &= u^0_2(x), \quad x \in \Omega_2.
\end{aligned}\]

Finally, the interface values are updated with

\[g^{k+1}(x,t) = \Theta u^{k+1}_2(x,t) + (1 - \Theta) g^k(x,t), \quad x \in \Gamma,\]

where \(\Theta \in (0, 1]\) is the relaxation parameter. The optimal relaxation parameter for the DNWR algorithm has been proved to be \(\Theta = 1/2\) in [13] for the choice \(\lambda_1 = \lambda_2 = \alpha_1 = \alpha_2 = 1\).

4 The Neumann-Neumann Waveform Relaxation algorithm

We now describe the Neumann-Neumann waveform relaxation (NNWR) algorithm [21]. The solution given by the NNWR method corresponds to the solution of the model problem (1) (proved in [18, chap. 2]). The main advantage of the NNWR method is that it allows to find the solution on the subdomains in parallel.

The NNWR algorithm starts with an initial guess \(g^0(x, t)\) on the space-time interface \(\Gamma \times (T_0, T_f]\), and then performs a three-step iteration. At each iteration \(k\), one first solves two Dirichlet problems on \(\Omega_1\) and \(\Omega_2\) simultaneously, then two Neumann problems are solved simultaneously again on \(\Omega_1\) and \(\Omega_2\), and finally, an update is performed to get a new guess \(g^{k+1}(x, t)\) on the interface \(\Gamma \times (T_0, T_f]\).

More specifically, imposing continuity of the solution across the interface (i.e., given a common initial guess \(g^0(x, t)\) on \(\Gamma \times (T_0, T_f]\)), one can find the local solutions \(u^{k+1}_m(x, t)\) on \(\Omega_m, m = 1, 2\) through the following Dirichlet problems:

\[\begin{aligned}
\alpha_m \frac{\partial u^{k+1}_m(x,t)}{\partial t} - \nabla \cdot (\lambda_m \nabla u^{k+1}_m(x,t)) &= 0, \quad x \in \Omega_m, \\
u^{k+1}_m(x,t) &= 0, \quad x \in \partial \Omega_m \setminus \Gamma, \\
u^{k+1}_m(x,0) &= g^0_m(x), \quad x \in \Omega_m.
\end{aligned}\]

We now add into the framework the second coupling condition which is the continuity of the heat fluxes. To this end, one solves two simultaneous Neumann problems to get the correction functions \(\psi^{k+1}_m(x, t)\) on \(\Omega_m, m = 1, 2\) where the Neumann boundary condition at the interface \(\Gamma \times (T_0, T_f]\) is prescribed by the
continuity of the heat fluxes of the solutions $u^{k+1}_m(x,t)$ given by the Dirichlet problems:

$$
\begin{align*}
&\alpha_m \frac{\partial \psi^{k+1}_m(x,t)}{\partial t} - \nabla \cdot (\lambda_m \nabla \psi^{k+1}_m(x,t)) = 0, \quad x \in \Omega_m, \\
&\psi^{k+1}_m(x, t) = 0, \quad x \in \partial \Omega_m \backslash \Gamma, \\
&\lambda_m \frac{\partial \psi^{k+1}_m(x,t)}{\partial n_m} = \lambda_1 \frac{\partial u^{k+1}_1(x,t)}{\partial n_1} + \lambda_2 \frac{\partial u^{k+1}_2(x,t)}{\partial n_2}, \quad x \in \Gamma, \\
&\psi^{k+1}_m(x, 0) = 0, \quad x \in \Omega_m.
\end{align*}
$$

(7)

Finally, the interface values are updated with

$$
g^{k+1}(x, t) = g^k(x, t) - \Theta(\psi^{k+1}_1(x, t) + \psi^{k+1}_2(x, t)), \quad x \in \Gamma,
$$

(8)

where $\Theta \in (0, 1]$ is the relaxation parameter. Note that choosing an appropriate relaxation parameter is crucial for the good performance of the NNWR algorithm [13]. If one uses the optimal relaxation parameter, two iterations are enough.

5 Semidiscrete method

We now describe a rather general space discretization of the problem (6)-(8). The core property we need is that the meshes of $\Omega_1$ and $\Omega_2$ share the same nodes on $\Gamma$ as shown in figure 1. Furthermore, we assume that there is a specific set of unknowns associated with the interface nodes. Otherwise, we allow at this point for arbitrary meshes on both sides.

Then, letting $u^{(m)}_I(x), v^{(m)}_I : [T_0, T_f] \to \mathbb{R}^s_m$ where $S_m$ is the number of grid points on $\Omega_m$, $m = 1, 2$, and $\mathbf{u}_I, v^{(1)}_I, v^{(2)}_I : [T_0, T_f] \to \mathbb{R}^s$, where $s$ is the number of grid points at the interface $\Gamma$, we can write a general discretization of the first equation in (6) and (7), respectively, in a compact form as:

$$
M^{(m)}_{II} u^{(m), k+1}_I(t) + A^{(m)}_{II} u^{(m), k+1}_I(t) = -M^{(m)}_{I\Gamma} u^{k}_I(t) - A^{(m)}_{I\Gamma} u^{k}_I(t),
$$

(9)
\[ M^{(m)}_{IJ} \psi^{(m),k+1}_I(t) + M^{(m)}_{I\Gamma} \psi^{(m),k+1}_\Gamma(t) + A^{(m)}_{IJ} \psi^{(m),k+1}_I(t) + A^{(m)}_{I\Gamma} \psi^{(m),k+1}_\Gamma(t) = 0, \]

\[ (10) \]

where the initial conditions \( \psi^{(m)}_I(T_0), \psi^{(m)}_\Gamma(T_0) \in \mathbb{R}^{S_m} \) and \( \mathbf{u}_\Gamma(T_0), \psi^{(m)}_\Gamma(T_0) \in \mathbb{R}^s \) for \( m = 1, 2 \) are known.

To close the system, we need an approximation of the normal derivatives on \( \Gamma \). Letting \( \phi_j \) be a nodal FE basis function on \( \Omega_m \) for a node on \( \Gamma \) we observe that the normal derivative of \( u_m \) with respect to the interface can be written as a linear functional using Green’s formula [29, pp. 3]. Thus, the approximation of the normal derivative is given by

\[
\lambda_m \int_{\Gamma} \frac{\partial u_m}{\partial n_m} \phi_j dS = \lambda_m \int_{\Omega_m} (\Delta u_m \phi_j + \nabla u_m \nabla \phi_j) dx
\]

\[
= \alpha_m \int_{\Omega_m} \frac{d}{dt} u_m \phi_j + \lambda_m \int_{\Omega_m} \nabla u_m \nabla \phi_j dx, \quad m = 1, 2.
\]

\[ (11) \]

Consequently, the equation

\[
M^{(m)}_{IJ} \psi^{(m),k+1}_I(t) + M^{(m)}_{I\Gamma} \psi^{(m),k+1}_\Gamma(t) + A^{(m)}_{IJ} \psi^{(m),k+1}_I(t) + A^{(m)}_{I\Gamma} \psi^{(m),k+1}_\Gamma(t)
\]

\[
= \sum_{i=1}^{2} \left( M^{(i)}_{IJ} \mathbf{u}^{(i),k+1}_I(t) + M^{(i)}_{I\Gamma} \mathbf{u}^{(i),k+1}_\Gamma(t) + A^{(i)}_{IJ} \mathbf{u}^{(i),k+1}_I(t) + A^{(i)}_{I\Gamma} \mathbf{u}^{(i),k+1}_\Gamma(t) \right), \quad m = 1, 2,
\]

\[ (12) \]

is a discrete version of the third equation in (7) and completes the system (10).

We can now write a semidiscrete version of the NNWR algorithm using an ODE system. At each iteration \( k \), one first solves the two Dirichlet problems in (9) obtaining \( \mathbf{u}^{(m),k+1}_I(t) \) for \( m = 1, 2 \). Then, for the vector of unknowns \( \psi^{k+1}_m(t) = \begin{pmatrix} \psi^{(m),k+1}_I(t) & T \psi^{(m),k+1}_\Gamma(t) \end{pmatrix}^T \), one solves the following two Neumann problems in parallel that correspond to equations (10)-(12):

\[
M_m \psi^{k+1}_m(t) + A_m \psi^{k+1}_m(t) = b^k, \quad m = 1, 2,
\]

\[ (13) \]

where

\[
M_m = \begin{pmatrix} M^{(m)}_{IJ} & M^{(m)}_{I\Gamma} \\ M^{(m)}_{I\Gamma} & M^{(m)}_{\Gamma\Gamma} \end{pmatrix}, \quad A_m = \begin{pmatrix} A^{(m)}_{IJ} & A^{(m)}_{I\Gamma} \\ A^{(m)}_{I\Gamma} & A^{(m)}_{\Gamma\Gamma} \end{pmatrix}, \quad b^k = \begin{pmatrix} 0 \\ F^k \end{pmatrix},
\]

\[ (14) \]

with
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\[ F^k = \sum_{i=1}^{2} \left( M_{I\Gamma}^{(i)} u^k_{I}(t) + M_{I\Gamma}^{(i)} u^{(i),k+1}_{I}(t) + A_{I\Gamma}^{(i)} u^k_{I}(t) + A_{I\Gamma}^{(i)} u^{(i),k+1}_{I}(t) \right). \] \hspace{1cm} (15)

Finally, the interfaces values are updated by

\[ u^{k+1}_{I}(t) = u^k_{I}(t) - \Theta \left( \psi^{(1),k+1}_{I}(t) + \psi^{(2),k+1}_{I}(t) \right). \] \hspace{1cm} (16)

The iteration starts with some initial condition \( u^0(t) \) and a termination criterion must be chosen. One option would be \( \| u^{k+1}_{I}(t) - u^k_{I}(t) \| \leq TOL \) where \( TOL \) is a user defined tolerance. However, this option is memory consuming because it saves the solutions for all \( t \in [T_0, T_f] \). Moreover, an extra interpolation step is needed in the multirate case, i.e, when having two nonconforming time grids. As we expect the error to be largest at the end point \( T_f \) and because it simplifies the analysis to be presented for finding the optimal relaxation parameter, we propose the criterion \( \| u^{k+1}_{I}(T_f) - u^k_{I}(T_f) \| \leq TOL \) where \( T_f \) is the synchronization endpoint of the macrostep.

### 6 Space-time interface interpolation

The NNWR algorithm for parabolic problems was first introduced in [21, 13], but they do not consider the possibility of using two different step sizes on the two subdomains. In addition, their analysis does not include the coupling of two different materials. For those reasons, the goal of this paper is to introduce a parallel multirate method for the coupling of two heterogeneous heat equations and analyze its performance in the fully discrete case. This would be especially useful when coupling two different materials, where typically the field with higher heat conductivity needs a finer resolution than the other and therefore, efficiency will be gained by using a multirate method.

Note that both the Dirichlet and the Neumann problems in (9) and (13) allow the use of independent time discretization on each of the subdomains. Therefore, in the case of mismatched time grids, there exists the need to define an interface interpolation.

To this end, we consider a discrete problem in time with nonconforming time grids. Let \( \tau_1 = \{ t_1, t_2, ..., t_{N_1} \} \) and \( \tau_2 = \{ t_1, t_2, ..., t_{N_2} \} \) be two possibly different partitions of the time interval \([T_0, T_f]\) as shown in figure 2. We denote by \( \Delta t_1 = (T_f - T_0)/N_1 \) and \( \Delta t_2 = (T_f - T_0)/N_2 \) the two possibly different constant stepsizes corresponding to \( \Omega_1 \) and \( \Omega_2 \) respectively.

In order to exchange data at the space-time interface between the different time grids, we use a linear interpolation. For instance, if we want to interpolate the local discrete solution \( G := (G_1, G_2, ..., G_s) \in \mathbb{R}^{s \times N_2} \) from a given local discrete solution \( F := (F_1, F_2, ..., F_s) \in \mathbb{R}^{s \times N_1} \) at the space-time interface \( \Gamma \times [T_0, T_f] \), with \( s \) being the number of grid points at \( \Gamma \), we use the
following procedure: for each $k = 1, 2, \ldots, s$ we consider the discrete vector $F_k := (F_{k,1}, F_{k,2}, \ldots, F_{k,N_1}) \in \mathbb{R}^{N_1}$. Then, for each $t_i \in \tau_2$, $i = 1, \ldots, N_2$, we find the subinterval $[t_j, t_{j+1}]$, $j = 0, \ldots, N_1 - 1$ such that $t_i \in [t_j, t_{j+1}]$. We then define the linear interpolation polynomial $p_j(t)$ through the points $(t_j, F_{k,j})$ and $(t_{j+1}, F_{k,j+1})$, i.e., $p_j(t) = F_{k,j} + (t - t_j) \cdot (F_{k,j+1} - F_{k,j})/(t_{j+1} - t_j)$. Finally, we evaluate $p_j$ at $t_i$. Repeating the procedure for all the elements of $\tau_2$ we get the discrete vector $G_k$ whose components are given by,

$$G_{k,i} = \{p_j(t_i) \mid p_j : [t_j, t_{j+1}] \to \mathbb{R}, \forall t \in [t_j, t_{j+1}], j = 0, \ldots, N_1 - 1\}, \quad (17)$$

for $i = 1, \ldots, N_2$.

Thus, to interpolate $G$ from $F$ we use the interpolation function $G = I(\tau_2, \tau_1, F)$ explained above and summarized in algorithm 1. The same procedure can be applied to interpolate the discrete solution $F$ from a given discrete solution $G$.

**Algorithm 1** Interpolation to transfer data at the space-time interface.

```
1: procedure $I(\tau_2, \tau_1, F)$
2:   for $k = 1, 2, \ldots, s$ do
3:     for $t_i \in \tau_2$ do
4:       for $t_j \in \tau_1$ do
5:         if $t_i \in [t_j, t_{j+1}]$ then
6:         $G_{k,i} :- F_{k,j} + (t_i - t_j) \cdot (F_{k,j+1} - F_{k,j})/(t_{j+1} - t_j)$
7:       return $G$
```

Figure 2: Nonconfoming time grids in the two-dimensional subdomains.
7 Time integration

In this section we present a time discretized version of the NNWR method presented in equations (9), (13) and (16). In order to get a multirate algorithm we use a certain time integration method with time step $\Delta t_1 := (T_f - T_0)/N_1$ on $\Omega_1$ and with time step $\Delta t_2 := (T_f - T_0)/N_2$ on $\Omega_2$ and the interpolation presented in the previous section will be used to transfer data from one domain to the other. We let $n_m := 1, 2, ..., N_m$ be the time integration indexes with respect to $\Omega_m$ and $t_{nm}$ defines any time point of the grid for $m = 1, 2$. We have chosen two alternative time integration schemes as a basis to construct the multirate algorithm: the implicit Euler method and a second order singly diagonally implicit Runge-Kutta method (SDIRK2).

7.1 Implicit Euler

Applying the implicit Euler method with time step $\Delta t_1$ on $\Omega_1$ and with time step $\Delta t_2$ on $\Omega_2$ we can write the systems (9), (13) and (16) in a fully discrete form. At each fixed point iteration $k$, one first performs the time integration of the Dirichlet problems in parallel. Secondly, the interpolation explained in the previous section is used for the boundary conditions in order to solve the Neumann problems in parallel. Once the Neumann problems are solved, interpolation is again used to match the components of the update step. Finally, if the termination criterion is not fulfilled, one starts the process once more.

The local approximations and the solutions at the space-time interface are given by the vectors $u_j^{m,k,n_m} \approx u_j^{m,k}(t_{nm}) \in \mathbb{R}^{S_m}$ and $\tilde{u}_k^{1,n_m} \approx u_k^1(t_{nm}) \in \mathbb{R}^s$ respectively. Remember that $S_m$ is the number of spatial grid points on $\Omega_m$ and $s$ is the number of spatial grid points at the interface $\Gamma$. Similarly, the corrections both in the subdomains and at the interface are given by the vectors $\psi_j^{m,k,n_m} \approx \psi_j^{m,k}(t_{nm}) \in \mathbb{R}^{S_m}$ and $\psi_k^{m,k,n_m} \approx \psi_k^{m,k}(t_{nm}) \in \mathbb{R}^s$, respectively.

At each iteration $k$, one first solves the two Dirichlet problems from (9) for $n_m = 1, 2, ..., N_m$, with $u_j^{m,k+1,0} \approx u_j^{m}(T_0)$, $m = 1, 2$ and $u_k^{1,k+1,0} \approx u_1^1(T_0)$ simultaneously:

$$
\left( \frac{M^{(m)}}{\Delta t_m} + A^{(m)}_{II} \right) u_j^{m,k+1,n_m+1} = - \left( \frac{M^{(m)}}{\Delta t_m} + A^{(m)}_{II} \right) u_j^{m,k,n_m+1} + \frac{M^{(m)}}{\Delta t_m} u_j^{m,k+1,n_m} + \frac{M^{(m)}}{\Delta t_m} u_j^{m,k,n_m},
$$

for $m = 1, 2$. Note that interpolation is not needed to solve the Dirichlet problems because $u_j^{1,k+1,n_1+1}$ in (18) is only dependent on terms related to $\Omega_1$. In the same way, $u_j^{2,k+1,n_2+1}$ in (18) only depends on $n_2$.

We compute now the fluxes $\tilde{F}_1^{k,\tau_1} := \tilde{F}_1^{k,\tau_1} + I(\tau_1, \tau_2, \tilde{F}_2^{k,\tau_2})$ and $\tilde{F}_2^{k,\tau_2} := \tilde{F}_2^{k,\tau_2} + I(\tau_2, \tau_1, \tilde{F}_1^{k,\tau_1})$ in (15) with
\[ f_{k,n}^{m} = \left( \frac{M_{1}^{(m)}}{\Delta t_{m}} + A_{1}^{(m)} \right) u_{k,n}^{m+1} + \left( \frac{M_{2}^{(m)}}{\Delta t_{m}} + A_{2}^{(m)} \right) u_{k,n}^{m,k+1,n+1} \]
\[ - \frac{M_{1}^{(m)}}{\Delta t_{m}} u_{k,n}^{m} - \frac{M_{2}^{(m)}}{\Delta t_{m}} u_{k,n}^{m,k+1,n+1}, \]

(19)

where \( n_{m} = 1, \ldots, N_{m} \) and \( \tau_{m} = \{ t_{1}, t_{2}, \ldots, t_{N_{m}} \} \) are the corresponding time grids on \( \Omega_{m} \) for \( m = 1, 2 \). Note that unlike in the Dirichlet problems, we need to use the interpolation described in the previous section. We use it to calculate \( \tilde{F}_{k,\tau_{1}} \) and \( \tilde{F}_{k,\tau_{2}} \) because their components run over different time integrations (one indicated by \( n_{1} \) and the other by \( n_{2} \)).

One can now rewrite the Neumann problems in (13) in terms of the vector of unknowns \( \psi_{m}^{k+1,n+1} \) as:

\[ \begin{bmatrix} \psi_{m}^{(1),k+1,n+1} \\ \psi_{m}^{(2),k+1,n+1} \end{bmatrix} = \begin{bmatrix} \psi_{T}^{(1),k+1,\tau_{1}} \\ \psi_{T}^{(2),k+1,\tau_{2}} \end{bmatrix} \]

One then solves the two Neumann problems for \( n_{m} = 1, 2, \ldots, N_{m}, m = 1, 2 \) in parallel:

\[ \left( \frac{M_{m}}{\Delta t_{m}} + A_{m} \right) \psi_{m}^{k+1,n+1} = \frac{M_{m}}{\Delta t_{m}} \psi_{m}^{k+1,n+1} + b^{k,n_{m}}, \]

(20)

where \( b^{k,n_{m}} = \left( \theta^{T} \tilde{F}_{m}^{k,n_{m}} \right)^{T} \).

Then, the interfaces values are updated respectively by

\[ u_{T}^{k+1,\tau_{1}} = u_{T}^{k,\tau_{1}} - \Theta \left( \psi_{T}^{(1),k+1,\tau_{1}} + I \left( \tau_{1}, \tau_{2}, \psi_{T}^{(2),k+1,\tau_{2}} \right) \right), \]

(21)

\[ u_{T}^{k+1,\tau_{2}} = u_{T}^{k,\tau_{2}} - \Theta \left( \psi_{T}^{(2),k+1,\tau_{2}} + I \left( \tau_{2}, \tau_{1}, \psi_{T}^{(1),k+1,\tau_{1}} \right) \right). \]

(22)

Here, interpolation is needed to perform the additions because \( \psi_{T}^{(1),k+1,\tau_{1}} \) and \( \psi_{T}^{(2),k+1,\tau_{2}} \) correspond to different time integrations.

Finally, if the termination criteria \( \| u_{T}^{k+1,N_{m}} - u_{T}^{k,N_{m}} \| \approx \| u_{T}^{k+1}(T_{f}) - u_{T}^{k}(T_{f}) \| \) is not small enough, one starts the process from (18) once more.

Summarizing, figure 3 sketches the communication needed for the NNWR algorithm just explained. Algorithm 2 and 3 summarize the discrete Dirichlet solver in (18) and the discrete Neumann solver in (20) respectively. Furthermore, the complete NNWR algorithm is summarized in algorithm 4.

### 7.2 SDIRK2

As an alternative, we introduce here a higher order version of the multirate algorithm presented above. Specifically, we consider the second order singly
Figure 3: Illustration of the NNWR algorithm using implicit Euler. The process starts with the space-time interface functions $u^{k, \tau_m}$, $\tau_m = \{t_1, t_2, \ldots, t_{N_m}\}$ for $m = 1, 2$ corresponding to the two nonconforming time grids. Those are needed to run the Dirichlet solvers in parallel getting $u^{(m), k+1, \tau_m}$, $m = 1, 2$. In order to run the Neumann solvers for the corrections of the solution, one needs to provide the fluxes $I^{1, k, \tau_1}$, $I^{2, k, \tau_2}$ and their corresponding interpolations $I(\tau_2, \tau_1, \psi^{(1), k+1, \tau_1})$, $I(\tau_1, \tau_2, \psi^{(2), k+1, \tau_2})$. One can then run the Neumann problems in parallel getting the corrections $\psi^{(1), k+1, \tau_1}$ and $\psi^{(2), k+1, \tau_2}$ at the space-time interface. Finally, those and their interpolations $I(\tau_1, \tau_2, \psi^{(2), k+1, \tau_2})$ and $I(\tau_2, \tau_1, \psi^{(1), k+1, \tau_1})$ are used to update the space-time interface values. If needed, the process is restarted.
Algorithm 2 Solver for the Dirichlet problems in (18).
1: procedure SolveDirichlet(uk+1,τ2
Γ , uk,τ2
Γ , uk,τ1
Γ )
2: uk+1,τ2
Γ ← SolveLinearSystem(uk+1,τ2
Γ , uk,τ1
Γ , uk,τ2
Γ ). # solve (18)
3: f k,n+1 ← (MΓ
Ax + AΓΓ ) uk+1,n+1 + (MΓ
Ax + AΓΓ ) uk,n+1 − MΓ
Ax uk,n−1.
4: return uk+1,n+1, f k,n+1

Algorithm 3 Solver for the Neumann problems in (20).
1: procedure SolveNeumann(ψ(I)
k+1,n , ψ(2)
k,τ1
, F k,n , F k,n )
2: ψ(I)
k+1,n+1 ← SolveLinearSystem(ψ(1)
k+1,n , ψ(2)
k,τ1
, F k,n , F k,n ). # solve (20)
3: return ψ(I)
k+1,n+1

Algorithm 4 NNWR algorithm using implicit Euler.
1: procedure NNWR(τ1, τ2, α1, α2, λ1, λ2, Θ, TOL)
2: uk,m,τ1
, uk,m,τ2
, uk,m,τ1
, uk,m,τ1
, uk,m,τ1
← Initialization
3: while ≤ TOL do
4: for ℓn1 ∈ τ1 do
5: uk,m+1,τ1
, uk,m+1,τ1
, uk,m+1,τ1
← SolveDirichlet(uk,m+1,τ1
, uk,m+1,τ1
, uk,m+1,τ1
).
6: for ℓn2 ∈ τ2 do (in parallel to 4)
7: uk,m+1,τ2
, uk,m+1,τ2
, uk,m+1,τ2
← SolveDirichlet(uk,m+1,τ2
, uk,m+1,τ2
, uk,m+1,τ2
).
8: F 1,τ1
, F 1,τ1
, F 1,τ1
← τ1, τ2, τ2
and I(τ1, τ2, τ2
, τ2
).
9: F 2,τ2
, F 2,τ2
, F 2,τ2
← τ2, τ1, τ1
and I(τ2, τ1, τ1
).
10: for ℓn1 ∈ τ1 do (in parallel to 8)
11: ψ(I)
k+1,n+1
, ψ(I)
k+1,n+1
, ψ(I)
k+1,n+1
← SolveNeumann(ψ(I)
k+1,n , ψ(I)
k+1,n , ψ(I)
k+1,n ).
12: for ℓn2 ∈ τ2 do (in parallel to 10)
13: ψ(I)
k+1,n+1
, ψ(I)
k+1,n+1
, ψ(I)
k+1,n+1
← SolveNeumann(ψ(I)
k+1,n , ψ(I)
k+1,n , ψ(I)
k+1,n ).
14: uk+1,τ1
, uk+1,τ1
, uk+1,τ1
← Θ(ψ(I)
k+1,τ1
, I(τ1, τ2, ψ(I)
k+1,τ1
).
15: uk+1,τ2
, uk+1,τ2
, uk+1,τ2
← Θ(ψ(I)
k+1,τ2
, I(τ2, τ1, ψ(I)
k+1,τ1
)). (in p. to 14)
diagonally implicit Runge-Kutta (SDIRK2) as a basis to discretize the systems (9), (13) and (16) in time. Consider an autonomous initial value problem

\[ \dot{u}(t) = f(u(t)), \quad u(0) = u_0. \]  

An SDIRK method is then defined as

\[ U^i = u^n + \Delta t \sum_{k=1}^{i} a_{ik} f(U^k), \quad i = 1, \ldots, j \]

\[ u^{n+1} = u^n + \Delta t \sum_{i=1}^{j} b_i f(U^i) \]  

(24)

with given coefficients \( a_{ik} \) and \( b_i \). The two-stage method SDIRK2 is defined by the coefficients in the following Butcher array:

\[
\begin{array}{c|cc}
   & a & b_1 \\
\hline
1 & 1 - a & a \\
   & 1 - a & a \\
\end{array}
\]

with \( a = 1 - \frac{1}{2} \sqrt{2} \). As the coefficients \( a_{2i} \) and \( b_i \) for \( i = 1, 2 \) are identical, the second equation in (24) is superfluous because \( u^{n+1} = U^2 \).

The vectors \( k_i = f(U^i) \) are called stage derivatives and \( j \) is the number of stages. Since the starting vector

\[ s_i = u^n + \Delta t \sum_{k=1}^{i-1} a_{ik} k_k, \quad i = 1, \ldots, j - 1, \]  

(25)

is known, (24) is just a sequence of implicit Euler steps.

Applying SDIRK2 with time step \( \Delta t_1 \) on \( \Omega_1 \) and with time step \( \Delta t_2 \) on \( \Omega_2 \) we can write the systems (9), (13) and (16) in a fully discrete form. This algorithm preserves more or less the same structure as the one presented above for implicit Euler. The main difference lies in the fact that now both the Dirichlet and the Neumann solvers have to take into account the two stages of SDIRK2 as well as the interpolation has to be applied for each stage.

Therefore, at each fixed point iteration \( k \), let \( s_i^{(m)} = u_i^{(m),k+1,n,m} \) and \( s_2^{(m)} = u_i^{(m),k+1,n,m} + \Delta t_m (1-a) k_1^{(m)} \) be the starting vectors. Then, one first solves the two Dirichlet problems for \( n_m = 1, 2, \ldots, N_m \), with \( u_j^{(m),k+1,0} \), \( m = 1, 2, u_k^{k+1,0} \) simultaneously:

\[
\begin{pmatrix}
M^{(m)}_{i} \\
\end{pmatrix}
\frac{a}{\Delta t_m} +
A^{(m)}_{i} \\
U^{(m)}_{j}
= \begin{pmatrix}
M^{(m)}_{i} \\
\end{pmatrix}
\frac{a}{\Delta t_m} s_j^{(m)} - M^{(m)}_{i} u_{k,n,m+1+(2-j)a}^{(m),k,n,m+1+(2-j)a} - A^{(m)}_{i} u_{k,n,m+1+(2-j)a}^{(m),k,n,m+1+(2-j)a} \]

\[ u_j^{(m),k+1,n,m+1} = U_j^{(m)}, \quad j = 1, 2. \]  

(26)
where \( u^{(m)}_j, U_j^{(m)}, S_j^{(m)}, k_j^{(m)} \in \mathbb{R}^{S_m} \) and \( u^{k,n_m}_I \in \mathbb{R}^s \). The stage derivatives are given by \( k_j^{(m)} = \frac{1}{\Delta t_m} (U_j^{(m)} - S_j^{(m)}) \). Note that the index \( m = 1, 2 \), denotes the subdomain and the index \( j = 1, 2 \), denotes the stage.

We compute now the fluxes \( F_j^{(1),k,\tau_1} := f_j^{(1),k,\tau_1} + I(\tau_1, \tau_2; f_j^{(2),k,\tau_2}); F_j^{(2),k,\tau_2} := f_j^{(2),k,\tau_2} + I(\tau_2, \tau_1; f_j^{(1),k,\tau_1}) \) in (15) with

\[
F_j^{(m),k,n_m} = M_{TT}^{(m)} u_T^{(m),k,n_m + j - 1 + (2 - j)\alpha} + M_{TT}^{(m)} k^{(m)} + A_{TT}^{(m)} u_T^{(m),k,n_m + j - 1 + (2 - j)\alpha} + A_{TT}^{(m)} u_T^{(m),k,n_m + j - 1 + (2 - j)\alpha} ,
\]

\[
(27)
\]

for \( m = 1, 2 \). Note that interpolation here is needed because the components of \( F_j^{(1),k,\tau_1} \) and \( F_j^{(2),k,\tau_2} \) for the two stages \( j = 1, 2 \) correspond to different time integrations.

One can now rewrite the Neumann problems in (13) in terms of the vector of unknowns \( \psi_{k+1,n_m+1}^{(m)} := \left( \psi_{k+1,n_m+1}^{(m),k,n_m+1} \right)^T \) where \( \psi_{k+1,n_m+1}^{(m)} \in \mathbb{R}^{S_m} \) and \( \psi_{k+1,n_m+1}^{(m)} \in \mathbb{R}^s \). Let \( s_1^{(m)} = \psi_{k+1,n_m}^{(m)} \) and \( s_2^{(m)} = \psi_{k+1,n_m}^{(m)} + \Delta t_m(1 - \alpha)k_1^{(m)} \) be the starting vectors. One then solves the two Neumann problems for \( n_m = 1, 2, \ldots, N_m \), with \( \psi_{k+1,0}^{(m)} = \psi_{k+1,0}(T_0) \), \( m = 1, 2 \) in parallel:

\[
\left( \frac{M_m}{\Delta t_m} + A_m \right) Y_j^{(m)} = \frac{M_m}{\Delta t_m} s_j^{(m)} + b_j^{(m),k,n_m}, \quad j = 1, 2, \quad (28)
\]

where \( Y_j^{(m)}, s_j^{(m)}, b_j^{(m),k,n_m}, k_j^{(m)} \in \mathbb{R}^{S_m + s} \), \( k_j^{(m)} = \frac{1}{\Delta t_m}(Y_j^{(m)} - s_j^{(m)}) \) and \( b_j^{(m),k,n_m} = \left( 0^T F_j^{(m),k,n_m} \right)^T \).

Then, the interfaces values are updated respectively by

\[
u^{(k,\tau_1)}_T = u^{(k,\tau_1)} - \Theta \left( \psi_{T}^{(1),k+1,\tau_1} + I(\tau_1, \tau_2; \psi_{T}^{(2),k+1,\tau_2}) \right), \quad (29)
\]

\[
u^{(k,\tau_2)}_T = u^{(k,\tau_2)} - \Theta \left( \psi_{T}^{(2),k+1,\tau_2} + I(\tau_2, \tau_1; \psi_{T}^{(1),k+1,\tau_1}) \right). \quad (30)
\]

Here, interpolation is needed because \( \psi_{T}^{(1),k+1,\tau_1} \) and \( \psi_{T}^{(2),k+1,\tau_2} \) are nonconforming.

Finally, if the termination criteria \( \| u^{(k+1,N_m)} - u^{(k,N_m)} \| \) is not small enough, one starts the process from (26) once more.

We use a linear interpolation through the points \( (t_{n_m}, u_T^{k,n_m}) \) and \( (t_{n_m} + \Delta t_m, u_T^{k,n_m+1}) \) in order to approximate \( u_T^{k,n_m+\alpha} \) in the first equation of (26) and in the fluxes (27), i.e:
Furthermore, there are first order time derivatives in the first equation of (26) and in (27). We use forward differences to approximate all the remaining first order derivatives:

\[ u^{k+1}_m \approx u^k_m + \frac{u^{k+1}_m - u^k_m}{\Delta t} \]

for \( j = 1, 2 \) and \( m = 1, 2 \).

Summarizing, the SDIRK2-NNWR algorithm just presented has the same structure as the implicit Euler NNWR algorithm described previously and sketched in figure 3. The main difference is that the whole procedure is repeated twice, once for each stage.

Algorithm 5 and 6 summarize the discrete Dirichlet solver in (26) and the discrete Neumann solver in (28) respectively. Furthermore, the complete SDIRK2-NNWR algorithm is summarized in algorithm 7.

8 Derivation of the iteration matrix

We are interested in the performance of the NNWR algorithm. As the rate of convergence of a linear iteration is given by the spectral radius of its iteration matrix, we derive in this section the iteration matrix with respect to the set of unknowns at the space-time interface for implicit Euler. A similar analysis to find the convergence rates of the Dirichlet-Neumann iteration for the unsteady transmission problem can be found in [26]. We intentionally avoid a derivation...
Algorithm 6  Solver for the Neumann problems in (28).
1: procedure SDIRK2Neumann($\psi_{k+1,n}^I$, $\psi_{\Gamma}^{k+1,n}$, $F_j^{k,n}$)
2: for $j = 1, 2$ do  # loop over stages
3: \hspace{1cm} $s_j \leftarrow \psi^{k+1,n} + \Delta t \sum_{l=1}^{j-1} (1 - \alpha_l) k_l$
4: \hspace{1cm} $Y_j \leftarrow \text{SolveLinearSystem}(s_j, \psi^{k+1,n}, \psi_{\Gamma}^{k+1,n}, F_j^{k,n})$,  # solve 1st eq in (28)
5: \hspace{1cm} $k_j \leftarrow 1_{a\Delta t} (Y_j - s_j)$
6: \hspace{1cm} $\psi^{k+1,n+1}_{I}, \psi_{\Gamma}^{k+1,n+1} \leftarrow Y_2$
7: \hspace{1cm} return $\psi^{k+1,n+1}_{I}, \psi_{\Gamma}^{k+1,n+1}$

Algorithm 7  NNWR algorithm using SDIRK2.
1: procedure NNWR2($\tau_1$, $\tau_2$, $\alpha_1$, $\alpha_2$, $\lambda_1$, $\lambda_2$, $\Theta$, $TOL$)
2: $u_I^{(m), k+1, 0}$, $u_I^{(m), k+1, n+1}$, $\psi_{\Gamma}^{(m), k+1, n+1}$, $\psi_{\Gamma}^{(m), k+1, n+1}$ ← initialization
3: while $\|u_I^{k+1,N_m} - u_I^{k,N_m}\| \leq TOL$ do
4: for $j = 1, 2$ do  # loop over stages
5: \hspace{1cm} for $t_{n_1} \in \tau_1$ do
6: \hspace{2cm} $u_I^{(1), k+1, n+1}$, $u_I^{(1), k, n+1}$ ← SDIRK2Dirichlet($u_I^{(1), k+1, n+1}$, $u_I^{(1), k, n+1}$, $u_I^{(1), k, n+1}$)
7: \hspace{1cm} for $t_{n_2} \in \tau_2$ do (in parallel to 5)
8: \hspace{2cm} $u_I^{(2), k+1, n+1}$, $u_I^{(2), k, n+1}$ ← SDIRK2Neumann($u_I^{(1), k+1, n+1}$, $u_I^{(1), k, n+1}$, $u_I^{(1), k, n+1}$)
9: $F_j^{(1), k, \tau_1} \leftarrow f_j^{(1), k, \tau_1} + I(\tau_1, \tau_2, f_j^{(2), k, \tau_2})$
10: $F_j^{(2), k, \tau_2} \leftarrow f_j^{(2), k, \tau_2} + I(\tau_2, \tau_1, f_j^{(1), k, \tau_1})$  (in parallel to 9)
11: \hspace{1cm} for $t_{n_1} \in \tau_1$ do
12: \hspace{2cm} $\psi_{\Gamma}^{(k+1, n+1)}$, $\psi_{\Gamma}^{(k+1, n+1)}$ ← SDIRK2Neumann($\psi_{\Gamma}^{(k+1, n+1)}$, $\psi_{\Gamma}^{(k+1, n+1)}$, $F_j^{(1), k+1, n+1}$)
13: \hspace{1cm} for $t_{n_2} \in \tau_2$ do (in parallel to 11)
14: \hspace{2cm} $\psi_{\Gamma}^{(k+1, n+1)}$, $\psi_{\Gamma}^{(k+1, n+1)}$ ← SDIRK2Neumann($\psi_{\Gamma}^{(k+1, n+1)}$, $\psi_{\Gamma}^{(k+1, n+1)}$, $F_j^{(2), k+1, n+1}$)
15: $u_I^{(k+1, \tau_1} \leftarrow u_I^{(k, \tau_1} - \Theta \left( \psi_{\Gamma}^{(k+1, k+1, \tau_1} + I(\tau_1, \tau_2, \psi_{\Gamma}^{(2), k+1, \tau_2}) \right)$
16: $u_I^{(k+1, \tau_2} \leftarrow u_I^{(k, \tau_2} - \Theta \left( \psi_{\Gamma}^{(2), k+1, \tau_2} + I(\tau_2, \tau_1, \psi_{\Gamma}^{(1), k+1, \tau_1}) \right)$ (p. to 15)
for SDIRK2 and we will show in the numerical results section that NNWR-SDIRK2 behaves as predicted by the analysis of implicit Euler. From now on we assume that we have conforming time grids, i.e, $\Delta t := \Delta t_1 = \Delta t_2$. We will see later in how far the analysis performed for the nonmultirate case is applicable to the multirate case.

The goal now is to find the iteration matrix $\Sigma$ with respect to the final synchronization point $u^{N_m}_{(m)}(T_f)$ because the global error over the time window $[T_0, T_f]$ is assumed to be increasing, having its maximum at the final time $T_f$. Thus, we will find $\Sigma$ such that

$$u^{k+1,N_m}_{(m)} = \Sigma u^{k,N_m}_{(m)} + \sum_{i=1}^{2} (\phi^{k+1,\tau_i} + \phi^{k,\tau_i}),$$

(33)

where $\phi^{k,\tau_m}$ are terms dependent on solutions at the previous fixed point iteration $k$ for the time grids $\tau_m = \{t_1, t_2, ..., t_{N_m}\}$, $m = 1, 2$ and $\phi^{k+1,\tau_m}$ are terms dependent on solutions at the current iteration $k + 1$ but for the time grids $\tilde{\tau}_m = \{t_1, t_2, ..., t_{N_m-1}\} \subset \tau_m$, $m = 1, 2$. To perform the analysis, we neglect all the solutions at previous time steps (indicated by $\phi^{k+1,\tilde{\tau}_m}$). Thus, we do not find the exact rate of convergence when having more than one single time step, but instead a good estimate.

We now rewrite (18), (20) and (21)-(22) as an iteration for $u^{k+1,N_m}_{(m)}$. As we chose above, we omit all the terms in (33) except for the first two. We isolate the term $u^{(m)}_{I}(k+1,N_m)$ from (18) and $\psi^{(m)}_{I}(k+1,N_m)$ from the first equation in (20) leading to

$$u^{(m),k+1,N_m}_{I} = -\left(\frac{M^{(m)}_{II}}{\Delta t} + A^{(m)}_{II}\right)^{-1} \left(\frac{M^{(m)}_{I}}{\Delta t} + A^{(m)}_{I}\right) u^{k,N_m}_{I},$$

(34)

$$\psi^{(m),k+1,N_m}_{I} = -\left(\frac{M^{(m)}_{II}}{\Delta t} + A^{(m)}_{II}\right)^{-1} \left(\frac{M^{(m)}_{I}}{\Delta t} + A^{(m)}_{I}\right) \psi^{(m),k+1,N_m}_{I}.$$ 

(35)

Inserting (34) and (35) into the second equation of (20) we get

$$\psi^{(m),k+1,N_m}_{I} = S^{(m)}_{(m)} \sum_{i=1}^{2} S^{(i)} u^{k,N_m}_{I},$$

(36)

with

$$S^{(m)} := \left(\frac{M^{(m)}_{II}}{\Delta t} + A^{(m)}_{II}\right) - \left(\frac{M^{(m)}_{II}}{\Delta t} + A^{(m)}_{II}\right) \left(\frac{M^{(m)}_{I}}{\Delta t} + A^{(m)}_{I}\right)^{-1} \left(\frac{M^{(m)}_{I}}{\Delta t} + A^{(m)}_{I}\right).$$

(37)
Finally, inserting (36) into (21) or (22) one gets $u^{k+1,N_m} = \Sigma u^{k,N_m}$ with

$$
\Sigma = I - \Theta \left( 2I + S^{(1)}^{-1} S^{(2)} + S^{(2)}^{-1} S^{(1)} \right).
$$

In the one-dimensional case, the iteration matrix $\Sigma$ is just a real number and thus its spectral radius is its modulus. Then, the optimal relaxation parameter $\Theta_{\text{opt}}$ in 1D is given by

$$
\Theta_{\text{opt}} = \frac{1}{2 + S^{(1)}^{-1} S^{(2)} + S^{(2)}^{-1} S^{(1)}}.
$$

9 One-dimensional convergence analysis

So far, the derivation was performed for a rather general discretization. In this section, we study the iteration matrix $\Sigma$ for a specific FE discretization in 1D. We will give a formula for the convergence rates. The behaviour of the rates when approaching both the continuous case in time and space is also given.

Specifically, we use $\Omega_1 = [-1, 0]$, $\Omega_2 = [0, 1]$. For the FE discretization, we use the standard piecewise-linear polynomials as test functions. Here we discretize $\Omega_m$ into $N + 1$ equal sized cells of size $\Delta x = 1/(N + 1)$ for $m = 1, 2$.

With $e_j = \left(0 \ldots 0 \ 1 \ 0 \ldots 0\right)^T \in \mathbb{R}^N$ where the only nonzero entry is located at the $j$-th position, the discretization matrices are given by

- $A^{(m)}_{II} = \frac{\lambda_m}{\Delta x^2}$
- $M^{(m)}_{II} = \frac{\alpha_m}{6}$
- $A^{(m)}_{I\Gamma} = \frac{\lambda_m}{\Delta x^2}$
- $M^{(m)}_{I\Gamma} = \frac{2\alpha_m}{6}$

where $A^{(m)}_{II} \in \mathbb{R}^{N \times N}$, $A^{(m)}_{I\Gamma} \in \mathbb{R}^{1 \times N}$ and $M^{(m)}_{II} \in \mathbb{R}^{N \times 1}$, $M^{(m)}_{I\Gamma} \in \mathbb{R}^{1 \times N}$ for $m = 1, 2$.

One computes $S^{(m)}$ for $m = 1, 2$, by inserting the corresponding matrices specified above in (37) obtaining
\[ S^{(1)} = \left( \frac{\alpha_1}{3\Delta t} + \frac{\lambda_1}{\Delta x^2} \right) - \left( \frac{\alpha_1}{6\Delta t} - \frac{\lambda_1}{\Delta x^2} \right)^2 e_N^T \left( \frac{M_{II}^{(1)}}{\Delta t} + A_{II}^{(1)} \right)^{-1} e_N \]
\[ = \left( \frac{\alpha_1}{3\Delta t} + \frac{\lambda_1}{\Delta x^2} \right) - \left( \frac{\alpha_1}{6\Delta t} - \frac{\lambda_1}{\Delta x^2} \right)^2 \alpha_{NN}^{(1)}, \quad (40) \]

\[ S^{(2)} = \left( \frac{\alpha_2}{3\Delta t} + \frac{\lambda_2}{\Delta x^2} \right) - \left( \frac{\alpha_2}{6\Delta t} - \frac{\lambda_2}{\Delta x^2} \right)^2 e_1^T \left( \frac{M_{II}^{(2)}}{\Delta t} + A_{II}^{(2)} \right)^{-1} e_1 \]
\[ = \left( \frac{\alpha_2}{3\Delta t} + \frac{\lambda_2}{\Delta x^2} \right) - \left( \frac{\alpha_2}{6\Delta t} - \frac{\lambda_2}{\Delta x^2} \right)^2 \alpha_{11}^{(2)}, \quad (41) \]

where \( \alpha_{ij}^{(m)} \) represent the entries of the matrices \( \left( \frac{M_{II}^{(m)}}{\Delta t} + A_{II}^{(m)} \right)^{-1} \) for \( i, j = 1, \ldots, N, \ m = 1, 2 \). Observe that the matrices \( \left( \frac{M_{II}^{(1)}}{\Delta t} + A_{II}^{(1)} \right) \) and \( \left( \frac{M_{II}^{(2)}}{\Delta t} + A_{II}^{(2)} \right) \) are tridiagonal Toeplitz matrices but their inverses are full matrices. The computation of the exact inverses could be performed based on the recursive formula presented in [9] which runs over the entries of the matrix and consequently, it is non trivial to compute \( \alpha_{NN}^{(1)} \) and \( \alpha_{11}^{(2)} \) this way.

Due to these difficulties, we rewrite them in terms of their eigendecomposition:

\[ \left( \frac{M_{II}^{(m)}}{\Delta t} + A_{II}^{(m)} \right)^{-1} = \text{tridiag} \left( \frac{\alpha_m \Delta x^2 - 6\lambda_m \Delta t}{6\Delta t\Delta x^2}, \frac{2\alpha_m \Delta x^2 + 6\lambda_m \Delta t}{3\Delta t\Delta x^2}, \frac{\alpha_m \Delta t - 6\lambda_m \Delta t}{6\Delta t\Delta x^2} \right)^{-1} = \mathbf{V} \Lambda_m \mathbf{V}^{-1}, \text{ for } m = 1, 2, \]

where the matrix \( \mathbf{V} \) has the eigenvectors of any symmetric tridiagonal Toeplitz matrix of dimension \( N \) as columns. The entries of \( \mathbf{V} \) are not dependent on the entries of \( \left( \frac{M_{II}^{(m)}}{\Delta t} + A_{II}^{(m)} \right) \) due to their symmetry. Moreover, the matrices \( \Lambda_m \) are diagonal matrices having the eigenvalues of \( \frac{M_{II}^{(m)}}{\Delta t} + A_{II}^{(m)} \) as entries. These are known and given e.g. in [25, pp. 514-516]:

\[ v_{ij} = \sqrt{\sum_{k=1}^{N} \sin^2 \left( \frac{k \pi}{N+1} \right)} \sin \left( \frac{i \pi j}{N+1} \right), \]
\[ \lambda_j^m = \frac{1}{3\Delta t\Delta x^2} \left( 2\alpha_m \Delta x^2 + 6\lambda_m \Delta t + (\alpha_m \Delta x^2 - 6\lambda_m \Delta t) \cos \left( \frac{j \pi}{N+1} \right) \right), \]

for \( i, j = 1, \ldots, N \) and \( m = 1, 2 \).
The entries $\alpha_{NN}^1$ and $\alpha_{11}^2$ of the matrices $(M_{11}^{(1)}/\Delta t + A_{11}^{(1)})^{-1}$ and $(M_{22}^{(2)}/\Delta t + A_{22}^{(2)})^{-1}$, respectively, are now computed through their eigendecomposition resulting in

$$
\alpha_{NN}^1 = \frac{\sum_{i=1}^{N} \frac{1}{N} \sin^2 \left( \frac{i\pi x}{N+1} \right)}{\sum_{i=1}^{N} \sin^2 \left( \frac{i\pi x}{N+1} \right)} = \frac{s_1}{\sum_{i=1}^{N} \sin^2 \left( i\pi \Delta x \right)},
$$

(42)

$$
\alpha_{11}^2 = \frac{\sum_{i=1}^{N} \frac{1}{N} \sin^2 \left( \frac{i\pi x}{N+1} \right)}{\sum_{i=1}^{N} \sin^2 \left( \frac{i\pi x}{N+1} \right)} = \frac{s_2}{\sum_{i=1}^{N} \sin^2 \left( i\pi \Delta x \right)},
$$

(43)

with

$$
s_m = \sum_{i=1}^{N} \frac{3\Delta t \Delta x^2 \sin^2 \left( i\pi \Delta x \right)}{2\alpha_m \Delta x^2 + 6\lambda_m \Delta t + (\alpha_m \Delta x^2 - 6\lambda_m \Delta t) \cos(i\pi \Delta x)},
$$

(44)

for $m = 1, 2$.

To simplify this, the finite sum $\sum_{i=1}^{N} \sin^2 \left( i\pi \Delta x \right)$ can be computed. We first rewrite the sum of squared sinus terms into a sum of cosine terms using the identity $\sin^2(x/2) = (1 - \cos(x))/2$. Then, the resulting sum can be converted into a geometric sum using Euler’s formula:

$$
\sum_{i=1}^{N} \sin^2 \left( i\pi \Delta x \right) = \frac{1 - \Delta x}{2\Delta x} - \frac{1}{2} \sum_{i=1}^{N} \cos(2i\pi \Delta x) = \frac{1}{2\Delta x}.
$$

(45)

Now, inserting (45) into (42) and (43) and these two into (40) and (41) we get for $S^{(m)}$ for $m = 1, 2$,

$$
S^{(m)} = \frac{6\Delta t \Delta x (\alpha_m \Delta x^2 + 3\lambda_m \Delta t) - (\alpha_m \Delta x^2 - 6\lambda_m \Delta t)^2 s_m}{18\Delta t^2 \Delta x^3}.
$$

(46)

With this we obtain an explicit formula for the optimal relaxation parameter $\Theta_{opt}$ in (39):

$$
\Theta_{opt} = \frac{2 + \frac{6\Delta t \Delta x (\alpha_2 \Delta x^2 + 3\lambda_2 \Delta t) - (\alpha_2 \Delta x^2 - 6\lambda_2 \Delta t)^2 s_2}{6\Delta t \Delta x (\alpha_1 \Delta x^2 + 3\lambda_1 \Delta t) - (\alpha_1 \Delta x^2 - 6\lambda_1 \Delta t)^2 s_1}}{\frac{3\Delta t \Delta x (\alpha_1 \Delta x^2 + 3\lambda_1 \Delta t) - (\alpha_1 \Delta x^2 - 6\lambda_1 \Delta t)^2 s_1}{6\Delta t \Delta x (\alpha_2 \Delta x^2 + 3\lambda_2 \Delta t) - (\alpha_2 \Delta x^2 - 6\lambda_2 \Delta t)^2 s_2}}
$$

(47)

We could not find a way of simplifying the finite sum (44) because $\Delta x$ depends on $N$ (i.e., $\Delta x = 1/(N+1)$). However, (47) is a computable expression
that gives the optimal relaxation parameter $\Theta_{opt}$ of the NNWR algorithm using implicit Euler for given $\Delta x$, $\Delta t$, $\alpha m$ and $\lambda m$, $m = 1, 2$.

We are now interested in the asymptotics of (47) with respect to both spatial and temporal resolutions. To this end, we rewrite (47) in terms of $c$ and consequently

\[
\Theta_{opt} = \left(2 + \frac{6\Delta t (\alpha_2 + 3\lambda_2) - \Delta x (\alpha_2 - 6\lambda_2)^2 s'_m}{6\Delta t (\alpha_1 + 3\lambda_1) - \Delta x (\alpha_1 - 6\lambda_1)^2 s'_m}ight) \left(\frac{6\Delta t (\alpha_1 + 3\lambda_1) - \Delta x (\alpha_1 - 6\lambda_1)^2 s'_m}{6\Delta t (\alpha_2 + 3\lambda_2) - \Delta x (\alpha_2 - 6\lambda_2)^2 s'_m}\right)^{-1},
\]

where

\[
s'_m = \sum_{i=1}^{N} \frac{3\Delta t \sin^2(i\pi \Delta x)}{2\alpha_m + 6\lambda_m c + (\alpha_m - 6\lambda_m c) \cos(i\pi \Delta x)}.
\]

for $m = 1, 2$.

Finally, we compute the limits $c \to 0$ and $c \to \infty$ of the iteration matrix $\Sigma$:

\[
\lim_{c \to 0} \Sigma = \lim_{c \to 0} \left(1 - \Theta \left(2 + \frac{6\alpha_2 \Delta t - \alpha_2 \Delta t \Delta x \sum_{i=1}^{N} \frac{3\sin(i\pi \Delta x)^2}{2 \cos(i\pi \Delta x)} + 6\alpha_1 \Delta t - \alpha_1 \Delta t \Delta x \sum_{i=1}^{N} \frac{3\sin(i\pi \Delta x)^2}{2 \cos(i\pi \Delta x)}}{6\alpha_2 \Delta t - \alpha_2 \Delta t \Delta x \sum_{i=1}^{N} \frac{3\sin(i\pi \Delta x)^2}{2 \cos(i\pi \Delta x)} + 6\alpha_1 \Delta t - \alpha_1 \Delta t \Delta x \sum_{i=1}^{N} \frac{3\sin(i\pi \Delta x)^2}{2 \cos(i\pi \Delta x)}\right)\right) = 1 - \Theta \left(2 + \frac{\alpha_2}{\alpha_1} + \frac{\alpha_1}{\alpha_2}\right) = 1 - \Theta \left(\frac{(\alpha_1 + \alpha_2)^2}{\alpha_1 \alpha_2}\right),
\]

and consequently

\[
\Theta_{c \to 0} = \frac{\alpha_1 \alpha_2}{(\alpha_1 + \alpha_2)^2}. \tag{50}
\]

\[
\lim_{c \to \infty} \Sigma = \lim_{c \to \infty} \left(1 - \Theta \left(2 + \frac{18\lambda_2 \Delta tc - 18\lambda_2 \Delta t \Delta x c \sum_{i=1}^{N} \frac{\sin(i\pi \Delta x)^2}{1 - \cos(i\pi \Delta x)}}{18\lambda_1 \Delta tc - 18\lambda_1 \Delta t \Delta x c \sum_{i=1}^{N} \frac{\sin(i\pi \Delta x)^2}{1 - \cos(i\pi \Delta x)}} + \frac{18\lambda_1 \Delta tc - 18\lambda_1 \Delta t \Delta x c \sum_{i=1}^{N} \frac{\sin(i\pi \Delta x)^2}{1 - \cos(i\pi \Delta x)}}{18\lambda_2 \Delta tc - 18\lambda_2 \Delta t \Delta x c \sum_{i=1}^{N} \frac{\sin(i\pi \Delta x)^2}{1 - \cos(i\pi \Delta x)}}\right)\right) = 1 - \Theta \left(2 + \frac{\lambda_2}{\lambda_1} + \frac{\lambda_1}{\lambda_2}\right) = 1 - \Theta \left(\frac{(\lambda_1 + \lambda_2)^2}{\lambda_1 \lambda_2}\right),
\]

and consequently
The result obtained in (51) is consistent with the one-dimensional semidiscrete analysis performed in [21]. There, a convergence analysis for the NNWR method in (6), (7) and (8) with constant coefficients using Laplace transforms shows that \( \Theta_{\text{opt}} = 1/4 \) when the two subdomains \( \Omega_1 \) and \( \Omega_2 \) are identical. Their result is recovered by our analysis when one approaches the continuous case in space in (51) for constant coefficients, i.e., \( \lambda_1 = \lambda_2 \). In that case, one gets

\[
\Theta_{\text{opt}} = \frac{\lambda_1 \lambda_2}{(\lambda_1 + \lambda_2)^2} = \frac{\lambda_2^2}{4\lambda_1^2} = \frac{1}{4}.
\]

(52)

10 Numerical results

We now present numerical experiments to illustrate the validity of the theoretical results of the previous sections. All the results in this section have been produced by implementing algorithms 4 and 7 in Python using the FE discretization specified in the previous section. Firstly, we will show numerically that the NNWR algorithm using implicit Euler preserves first order and using SDIRK2 second order. Secondly, we will show the validity of (47) as estimator for the optimal relaxation parameter \( \Theta_{\text{opt}} \) of the NNWR algorithm using implicit Euler. We will also show that (47) is a good estimator for the multirate case both using implicit Euler and SDIRK2 and also for 2D examples. Furthermore, we will also show that the theoretical asymptotics deduced both in (50) and (51) match with the numerical experiments. Finally, a comparison between the Dirichlet-Neumann and the Neuman-Neumann methods is included.

10.1 NNWR results

Figure 4 shows the error plots of the NNWR algorithm for the coupling of different materials using both implicit Euler and SDIRK2. Physical properties of the materials are shown in table 1. We have considered two initial time grids (for \( \Delta t_c = 1/10 \) and \( \Delta t_f = 1/100 \) given), which we then refine several times by a factor of 2:

- (C-C): Two coarse conforming time grids with \( \Delta t_1 = \Delta t_2 = \Delta t_c \).
- (C-F): Nonconforming time grids with \( \Delta t_1 = \Delta t_c \) and \( \Delta t_2 = \Delta t_f \).

When coupling two different materials in the multirate case, we always assign the finer grid to the material that has higher heat conductivity because it performs the heat changes faster. In space, we fix \( \Delta x = 1/200 \) and we compute a reference solution by solving problem (1) directly on a very fine time grid, with
Table 1: Physical properties of the materials. \( \lambda \) is the thermal conductivity, \( \rho \) the density, \( c_p \) the specific heat capacity and \( \alpha = \rho c_p \).

| Material | \( \lambda \) (W/mK) | \( \rho \) (kg/m\(^3\)) | \( c_p \) (J/kgK) | \( \alpha \) (J/K m\(^3\)) |
|----------|---------------------|-----------------|-----------------|-----------------|
| Air      | 0.0243              | 1.293           | 1005            | 1299.5          |
| Water    | 0.58                | 999.7           | 4192.1          | 4.1908e6        |
| Steel    | 48.9                | 7836            | 443             | 3471348         |

Figure 4: Error plot of the NNWR algorithm for three different time grids. \( \Delta t = 1/1000 \). One observes in figure 4 that first and second order convergence is obtained in the nonconforming case for implicit Euler and SDIRK2 respectively. Moreover, the errors obtained in the multirate case \( \text{(C-F)} \) are nearly the same as in the coarser nonmultirate case \( \text{(C-C)} \). Thus, the accuracy of the multirate case is determined by its coarser rate. This is consistent with [31, 8] where the convergence of the discrete multirate WR algorithm is independent of the ratio of timesteps.

Figure 5 compares the behavior of the algorithm described in this paper using implicit Euler (left plot) and SDIRK2 (right plot). It shows the convergence rates in terms of the relaxation parameter \( \Theta \) for the one-dimensional thermal coupling between air and water. We have plotted \( \Sigma(\Theta) \) in (38) with the 1D space discretization specified in section 9 and the experimental convergence rates for both the multirate and nonmultirate cases. The relevance of the analysis presented above is illustrated in figure 5 because the algorithm is extremely fast at \( \Theta_{opt} \) (converging in 2 iterations), but if one deviates slightly from \( \Theta_{opt} \), we get a divergent method. As can be seen in the left plot, the experimental convergence rates for the nonmultirate case \( \text{(C-C)} \) are exactly predicted by the
theory. Moreover, our formula also predicts where the convergence rate of the NNWR algorithm in the multirate case (C-F) is minimal. They are not identical because the linear interpolation performed at the space-time interface in the multirate case is neglected in (33) to simplify the theoretical analysis. One can also observe in the right plot that Σ(Θ) using implicit Euler estimates quite well the optimal relaxation parameter of the NNWR algorithm using SDIRK2 for both the multirate and nonmultirate cases.

Figure 5: Air-water convergence rates as a function of the relaxation parameter Θ in 1D. Δx = 1/100, Δt_c = 100 and Δt_f = 1. Left: Σ(Θ) in (38) and the experimental convergence rates both for the multirate (C-F) and nonmultirate (C-C) cases using implicit Euler. Right: Σ(Θ) in (38) using implicit Euler and the experimental convergence rates both for the multirate (C-F) and nonmultirate (C-C) cases using SDIRK2.

In order to illustrate the behavior of the NNWR method in the multirate case (Δt_1 ≠ Δt_2), we have plotted in figure 6 the convergence rates using the relaxation parameters Θ_{opt}(Δt_1) and Θ_{opt}(Δt_2) in (47) with respect to the variation of Δt_1/Δt_2 for the air-water coupling. In 6 we have chosen Δt_1/Δt_2 = 1e−3/2e−1, 2e−3/2e−1, 1e−2/2e−1, 2e−2/2e−1, 5e−2/2e−1, 1e−1/2e−1, 2e−1/2e−1, 2e−1/1e−1, 2e−1/5e−2, 2e−1/2e−2, 2e−1/1e−2, 2e−1/2e−3, 2e−1/1e−3 and Δx = 1/100. One observes that the multirate method converges fast using any of the two relaxation parameters for both implicit Euler and SDIRK2. Nevertheless, one can also see in figure 6 that even though we have not performed a specific analysis for the optimal relaxation parameter in the multirate case, the Θ_{opt} in (47) can be used as an estimator. More specifically, we conclude from figure 6 that one can use Θ_{opt}(Δt_2) when Δt_1 < Δt_2 and Θ_{opt}(Δt_1) when Δt_1 > Δt_2.

Figure 7 shows the optimal relaxation parameter Θ_{opt} with respect to the parameter c := Δt/Δx^2 using both implicit Euler and SDIRK2. We have chosen Δt = 1e−9, 1e−8, ..., 1e8, 1e9 and Δx = 1/100. For implicit Euler, we have plotted the function Θ_{opt}(c) in (48). For SDIRK2, we have plotted a sister function Θ_{opt}(c) that can be found applying exactly the derivation presented in sections 8 and 9 to the discretized SDIRK2-NNWR method introduced in sec-
Figure 6: Convergence rates as a function of the temporal ratio $\Delta t_1 / \Delta t_2$ for the air-water coupling in 1D. We plot the convergence rates in the multirate case ($\Delta t_1 \neq \Delta t_2$) using the relaxation parameters $\Theta_{opt}(\Delta t_1)$ and $\Theta_{opt}(\Delta t_2)$ in (47). $\Delta t_1 / \Delta t_2 = 1e - 3/2e - 1, 2e - 3/2e - 1, 1e - 2/2e - 1, 2e - 2/2e - 1, 5e - 2/2e - 1, 1e - 1/2e - 1, 2e - 1/2e - 1, 2e - 1/1e - 1, 2e - 1/5e - 2, 2e - 1/2e - 2, 2e - 1/1e - 2, 2e - 1/2e - 3, 2e - 1/1e - 3$ and $\Delta x = 1/100$. Left: Implicit Euler. Right: SDIRK2.

We now want to demonstrate that the 1D formula (47) is a good estimator for the optimal relaxation parameter $\Theta_{opt}$ in 2D. Thus, we now consider a 2D version of the model problem consisting of two coupled linear heat equations on two identical unit squares, e.g., $\Omega_1 = [-1, 0] \times [0, 1]$ and $\Omega_2 = [0, 1] \times [0, 1]$.

Figure 8 shows the convergence rates in terms of the relaxation parameter $\Theta$ for 2D examples. On the left we have the thermal coupling between air and steel and on the right between air and water. One can observe that the convergence rates of the NNWR method using $\Theta_{opt}$ from (47) in the 2D examples are worse than in 1D, but still optimal. Hence, we suggest to use $\Theta_{opt}$ in 2D as well, otherwise the method is divergent.

10.2 NNWR - DNWR Comparison

Finally, we compare the Dirichlet-Neumann and the Neumann-Neumann couplings. We consider the FE discretization specified in section 9 and the implicit Euler as a time integration method for both DNWR and NNWR with $\Delta x = 1/500$. In addition, we will use $\Theta = 1/2$ as the optimal relaxation parameter for the DNWR algorithm as suggested in [13] for constant material
Figure 7: Optimal relaxation parameter $\Theta_{opt}$ as a function of the parameter $c := \Delta t/\Delta x^2$ for both implicit Euler and SDIRK2 in 1D. The constant lines $\Theta_{(c \to \infty)}$ and $\Theta_{(c \to 0)}$ represent the spatial and temporal asymptotics of $\Theta_{opt}$ in (48). $\Delta t = 1e^{-9}, 1e^{-8}, ..., 1e8, 1e9$ and $\Delta x = 1/100$. Left: Water-steel coupling. Right: Air-Water coupling.

Figure 8: Convergence rates as a function of the relaxation parameter $\Theta$ in 2D. $\Sigma(\Theta)$ in (47) using implicit Euler and the experimental convergence rates both for the multirate (C-F) and the nonmultirate (C-C) cases using implicit Euler and SDIRK2. $\Delta x = 1/10, \Delta t_c = 1/10$ and $\Delta t_f = 1/50$. Left: Air-steel coupling. Right: Air-water coupling.

coefficients. Note that the optimal relaxation parameter for the NNWR method is $\Theta_{opt} = 1/4$ (see (47)) in the case of constant coefficients because $\lambda_1 = \lambda_2$ and $\alpha_1 = \alpha_2$.

Table 2 shows the time needed to solve the 1D steel-steel coupling in the nonmultirate case. The number of fixed point iterations needed to achieve a chosen tolerance of $1e-8$ is also given. One can see that the DNWR method is sightly more efficient than the NNWR method. Moreover, the NNWR algorithm runs in parallel on two different processors using double the amount of computational power than the DNWR. Thus, the DNWR method is a better
option for this case because it is cheaper and faster.

Table 2: Computational effort of DNWR and NNWR for the 1D steel-steel coupling in the nonmultirate case. $\Delta x = 1/500$ and $TOL = 1e^{-8}$. Number of fixed point iterations in brackets.

| $\Delta t$  | Comp. Time - NNWR (s) | Comp. Time - DNWR (s) |
|------------|-----------------------|-----------------------|
| 1          | 0.07 (2 iterations)   | 0.05 (2 iterations)   |
| 1/10       | 0.42 (2 iterations)   | 0.3 (2 iterations)    |
| 1/50       | 1.86 (2 iterations)   | 1.25 (2 iterations)   |
| 1/100      | 3.74 (2 iterations)   | 2.47 (2 iterations)   |

However, the NNWR algorithm beats the DNWR algorithm by far when we move to the multirate environment. This is illustrated in table 3 where the computational effort used to solve the 1D steel-steel coupling in the multirate case is shown. There, one can see how the number of fixed point iterations needed to achieve a tolerance of $1e^{-8}$ using DNWR grows exponentially when the difference between $\Delta t_1$ and $\Delta t_2$ increases. On the contrary, the NNWR method is very efficient even when there is a huge difference between $\Delta t_1$ and $\Delta t_2$. Thus, we recommend the NNWR algorithm when coupling two fields with nonconforming time grids.

Table 3: Computational effort comparison of DNWR and NNWR for the 1D steel-steel coupling in the multirate case. $\Delta x = 1/500$ and $TOL = 1e^{-8}$. Number of fixed point iterations in brackets.

| $\Delta t_1 - \Delta t_2$ | Comp. Time - NNWR (s) | Comp. Time - DNWR (s) |
|---------------------------|-----------------------|-----------------------|
| 1/5 - 1/10                | 0.48 (3 iterations)   | 0.70 (6 iterations)   |
| 1/5 - 1/50                | 1.5 (3 iterations)    | 26.98 (71 iterations) |
| 1/5 - 1/100               | 2.74 (3 iterations)   | Not convergent        |

Finally, we have included a comparison for the 1D air-steel coupling in the multirate case. This interaction between air and steel has the particularity of strong jumps in the material coefficients across the space interface. In this case, we have chosen $\Theta = 1/2$ for DNWR because even though in [13] it is only proved optimal for the case of constant coefficients, they show in the numerical results section that also applies to an example where the diffusion coefficient varies spatially. Moreover, $\Theta_{opt}$ in (47) is chosen for the NNWR method. Table 4 shows a comparison of the computational time employed to solve the 1D air-steel coupling in the multirate case. One can see that the NNWR method is more efficient than the DNWR method because it needs way less fixed point iterations to achieve the same tolerance. Note that the number of iterations increases when
Table 4: Computational effort comparison of DNWR and NNWR for the 1D air-steel coupling in the multirate case. $\Delta x = 1/500$ and $TOL = 1e-8$. Number of fixed point iterations in brackets.

| $\Delta t_1 - \Delta t_2$ | Comp. Time - NNWR (s) | Comp. Time - DNWR (s) |
|---------------------------|------------------------|------------------------|
| 1/5 - 1/10                | 0.47 (3 iterations)    | 1.24 (12 iterations)   |
| 1/5 - 1/50                | 2.20 (4 iterations)    | 4.65 (12 iterations)   |
| 1/5 - 1/100               | 3.95 (4 iterations)    | 8.77 (12 iterations)   |

the time resolution decreases for the NNWR method. This happens because the analysis performed in section 8 to find the optimal relaxation parameter takes into account only one single time step (see (33)). Therefore, in the case of multiple time steps, $\Theta_{opt}$ in (47) is a very good choice, but it is not optimal. Besides that, the large amount of iterations performed by the DNWR algorithm hints that $\Theta = 1/2$ might not be the optimal relaxation parameter when having strong jumps in the material coefficients for the fully discrete problem. Thus, performing an specific analysis to find the optimal relaxation parameter of the DNWR algorithm is left for future research.

11 Summary and conclusions

We suggested a new high order parallel NNWR method with nonconforming time grids for two heterogeneous coupled heat equations and studied the optimal relaxation parameter in terms of the material coefficients and the temporal and spatial resolutions $\Delta t$ and $\Delta x$. To this end, we considered the coupling of two heat equations on two identical domains. We assumed structured spatial grids and conforming time grids on both subdomains to derive a formula for the optimal relaxation parameter $\Theta_{opt}$ in 1D using implicit Euler. Furthermore, we determined the limits of the optimal relaxation parameter when approaching the continuous case either in space $(\lambda_1 \lambda_2 / (\lambda_1 + \lambda_2)^2)$ or time $(\alpha_1 \alpha_2 / (\alpha_1 + \alpha_2)^2)$. The method using $\Theta_{opt}$ converges extremely fast, typically within two iterations. This was confirmed by numerical results, where we also demonstrated that the nonmultirate 1D case gives excellent estimates for the multirate 1D case and even for multirate and nonmultirate 2D examples using both implicit Euler and SDIRK2. In addition, we have shown that the NNWR method is a more efficient choice than the classical DNWR in the multirate case.
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