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Abstract

The front-door criterion can be used to identify and compute causal effects despite the existence of unmeasured confounders between a treatment and outcome. However, the key assumptions – (i) the existence of a variable (or set of variables) that fully mediates the effect of the treatment on the outcome, and (ii) which simultaneously does not suffer from similar issues of confounding as the treatment-outcome pair – are often deemed implausible. This paper explores the testability of these assumptions. We show that under mild conditions involving an auxiliary variable, the assumptions encoded in the front-door model (and simple extensions of it) may be tested via generalized equality constraints a.k.a Verma constraints. We propose two goodness-of-fit tests based on this observation, and evaluate the efficacy of our proposal on real and synthetic data. We also provide theoretical and empirical comparisons to instrumental variable approaches to handling unmeasured confounding.

1 INTRODUCTION

Adjustment on a set of observed covariates satisfying the backdoor condition \cite{Pearl1995a} is a common strategy for estimating causal effects from observational data. However, in many practical scenarios, it may be impossible to find covariates satisfying this condition due to the presence of one or more unmeasured confounders affecting both the treatment and outcome. Two alternatives have received attention in the literature: (i) front-door adjustment \cite{Pearl1995a} and (ii) instrumental variable methods \cite{Wright1928, Balke1993, Angrist1996}. Prior work has focused on proposing criteria to ensure reliability of effect estimates obtained from instrumental variable (IV) models e.g., via falsification of its assumptions \cite{Pearl1995b, Wang2017, Finkelstein2021}, or in special cases, confirmation in over-identified models; see \cite{Kitagawa2015} for an overview. In contrast, little attention has been given to proposing restrictions on the observed data that falsify or confirm the assumptions of the front-door model. Such criteria are important, as when front-door adjustment is possible, an analyst may prefer to use it over IV methods, which do not always yield point identification of the causal effect, or may impose extra restrictions (e.g., effect homogeneity) beyond the structural assumptions of the model. Empirical evaluations also suggest that front-door adjustment can recover reasonable estimates of causal effects in real-world settings where unmeasured confounding is to be expected \cite{Glynn2013, Glynn2018, Bellemare2019}.

While front-door adjustment offers an appealing alternative in settings where standard covariate adjustment is not possible, several authors have cast doubt on whether the assumptions encoded by the model are plausible in practice \cite{Cox1995, Koller2009, Imbens2020}. In this work, we aim to bridge the gap in testability of the front-door model. Our contributions can be summarized as follows: (i) We show that if a particular (well-known) generalized equality constraint a.k.a Verma constraint \cite{Verma1990, Spirtes2000} holds in the observed data distribution between an “anchor” variable and the outcome, it is sufficient to ensure that the assumptions of the front-door model are satisfied; (ii) We propose ways of testing this constraint with finite samples. The tests rely on variationally independent pieces of a natural parameterization of the observed likelihood, and have the appealing property that they require little additional modeling than what is typically used in inverse probability weighted estimators for the front-door functional proposed by \cite{Fulcher2020} and \cite{Bhattacharya2020}. That is, models used to perform the test can be re-used for downstream causal effect estimation (if the test indicates it is ok to proceed); (iii) Finally, we provide theoretical and empirical comparisons between IV and front-door models. We show that our proposed criterion for testing the front-door
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assumptions can be combined with a simple conditional independence test that enables testing the validity of the anchor variable as an instrument. That is, we show it is possible to test an intersection model where both the IV and front-door conditions are met; we hope this opens avenues for future research into combining estimates from the two adjustment strategies with certain robustness properties.

**Related work:** Works like Maathuis et al. [2009] and Malinsky and Spirtes [2017] apply causal discovery methods (for systems with and without latent confounders respectively) to identify sets of variables that might satisfy the backdoor condition with respect to various treatment-outcome pairs. Entner et al. [2013] and Shah et al. [2022] propose an ordinary independence criterion that uses an anchor variable to determine if a set of pre-treatment covariates satisfy the backdoor condition with respect to a given treatment-outcome pair (these techniques avoid running an entire causal discovery search procedure.) These works (and others regarding testing the validity of IVs cited in the introduction) are most similar to our own, except we define a criterion that uses a generalized equality constraint involving the anchor variable to determine whether a proposed set of mediators satisfy the front-door conditions. To our knowledge, the use of Verma constraints for this purpose has not been explored before. With regards to procedures for testing Verma constraints, one of the inverse weighting procedures we propose uses different pieces of the model likelihood than what is typically used in the phrasing of the constraint; the second procedure represents a stabilized version [Hernán and Robins 2006] of the usual weights used in Verma tests. Our methods also complement work by Thams et al. [2021] who proposed a weighted resampling scheme for producing pseudo-datasets that mimic a post-intervention distribution such that applying any (potentially non-parametric) conditional independence test to the pseudo-dataset amounts to testing the Verma constraint itself. That is, the methods of weight generation we propose can be plugged into the resampling schemes of Thams et al. [2021] to produce distinct non-parametric tests; we expand on this in future sections.

**2 PROBLEM SETUP & MOTIVATION**

Consider a setting where the analyst is interested in computing the causal effect of smoking (treatment \( A \)) on developing coronary heart disease (outcome \( Y \)). A common target of interest to quantify such effects is the mean contrast in the mediators \( M \), along with positivity of the distribution \( p(A|C) \) and consistency, yields identification of the ACE via the adjustment formula: \( \mathbb{E}[\mathbb{E}[Y|A = a, C] | \mathbb{E}[Y|A = a', C]] \).

Often, the analyst is unable to obtain information on all relevant confounders. In the language of causal graphs, this corresponds to the existence of unmeasured variable(s) \( U \), such that structures of the form \( A \leftarrow U \rightarrow Y \) are present in the underlying hidden variable causal model (i.e., \( U \) is a common cause of \( A \) and \( Y \)). Such structures are often summarized via a bidirected edge \( A \rightarrow Y \) in graphical representations of the observed margin of the model known as acyclic directed mixed graphs (ADMGs). Simple covariate adjustment is insufficient to obtain unbiased estimates of the causal effect in such settings. However, Pearl [1995a] showed that if one were able to obtain measurements on a mediator (or set of mediators) \( M \) such that the causal structure shown in Fig. 1(a) holds, then even if all common confounders are unobserved, the counterfactual mean is identified as the following functional of the observed data:

\[
\mathbb{E}[Y|\text{do}(a)] = \sum_{M} p(M|A = a) \times \sum_{A} p(A) \times \mathbb{E}[Y|A, M].
\]

Fig. 1(a) is known as the *front-door model* and the corresponding functional is called the *front-door formula*. In our motivating example, the analyst might posit hypertension as being the primary mediating variable by which smoking leads to increased risk of coronary heart disease. Though the front-door model allows for unmeasured confounding between \( A \) and \( Y \), it encodes 2 key assumptions:

(F1) An exclusion restriction implying \( A \) affects \( Y \) only via the mediators \( M \), i.e., the direct edge \( A \rightarrow Y \) is absent.

(F2) No unmeasured confounding between the treatment-mediator and mediator-outcome pairs, i.e., the bidirected edges \( A \leftrightarrow M \) and \( M \leftrightarrow Y \) are absent.

It is the absence of these edges that are typically questioned in the literature – e.g., one might be concerned that the same unmeasured variable \( U \) that confounds the relation between smoking and heart disease, also confounds other relations involving smoking and hypertension, or hypertension and heart disease [Koller and Friedman 2009 Imbens 2020].

Given information on just \( A, M, \) and \( Y \), the conditions (F1) and (F2) are testable, as the front-door model shown in Fig. 1(a) imposes no restrictions on the observed distribution. However, consider the ADMG shown in Fig. 1(b), where we incorporate information on an additional “anchor” variable \( Z \). Here, \( Z \) is a common cause of both the treatment and the

![Figure 1: (a) The front-door model; (b) The front-door model with an anchor variable \( Z \).](image-url)
mediator, but does not directly cause $Y$. In our example, the analyst may hypothesize prior history of hypertension as a candidate anchor variable. While the missing edge between $Z$ and $Y$ in Fig. 1(b) does not correspond to an ordinary conditional independence (there is no independence fact implied by the model at all), it does encode a generalized equality constraint a.k.a. Verma constraint. In particular, the model imposes a well-known restriction that the Markov kernel $q_Y(Y | M) \equiv \sum_A p(A | Z) \times p(Y | Z, A, M)$ is not a function of $Z$. [Robins, 1986; Verma and Pearl, 1990; Spirtes et al., 2000]. Alternatively, this constraint may be viewed as a “dormant” independence stating $Z \perp \perp Y$ in a re-weighted distribution $p(Z, A, M, Y)/p(M | A, Z)$ which corresponds to the post-intervention distribution $p(Z, A, Y | \text{do}(m))$. Markov kernels and their relation to post-intervention distributions are discussed in more detail in Section 3.

Though different configurations of ADMGs (e.g., switching $Z \rightarrow M$ to $Z \leftrightarrow M$, or deleting the edge entirely) may yield models with the same restriction, we show that all such configurations share a common structure on the subgraph pertaining to $A, M, \text{and } Y$ that satisfies the conditions (F1) and (F2). That is, any empirical test designed to check the Verma constraint (under mild assumptions formalized in Section 3), also serves to confirm whether the front-door conditions are true. Note that the identification functional for $E[Y | \text{do}(a)]$ in Fig. 1(b) is not precisely the same as the front-door formula in (1), but a slight generalization of it that allows for the inclusion of baseline covariates (which may be useful in many practical settings). The theory we propose allows for testing of the front-door conditions as well as some general versions of it. However, for ease of exposition, we refer to these general versions as simply “front-door.” The corresponding identifying functional for $E[Y | \text{do}(a)]$ in Fig. 1(b) is [Tian and Pearl, 2002].

$$\sum_{Z,M} p(Z) \times p(M | A, Z) \times \sum_A p(A | Z) \times E[Y | Z, A, M]. \quad (2)$$

In Section 5, we show how inverse probability weighted estimators for the above functional described by Fulcher et al. (2020) and Bhattacharya et al. (2020) can be adapted to design empirical tests for the Verma constraint and subsequent estimation of effects. Readers familiar with IV methods might wonder whether the anchor $Z$ also satisfies the IV conditions. While in the case of Fig. 1(b) it does not (the exclusion restriction that all causal paths from $Z$ to $Y$ must go through $A$ is not met), Section 6 discusses an intersection model where both IV and front-door conditions hold.

3 CAUSAL GRAPHICAL MODELS

The causal model of a DAG $G(V)$ defined over a set of variables $V$ can be understood as the set of distributions induced by a system of structural equations – one equation for each vertex $V_i$ as a function of its “parents” $pa_G(V_i)$ and a noise term $\epsilon_i$ – equipped with the $\text{do}(\cdot)$ operator [Pearl, 2009]. Typically, the noise terms in the system are assumed to be mutually independent, though this is not strictly necessary [Richardson and Robins, 2013]. The criteria we describe are non-parametric in the sense that they do not rely on any extra distributional assumptions on the structural equations or noise terms. The system induces a joint distribution $p(V)$ over the observed variables that factorizes according to $G(V)$ as follows: $p(V) = \prod_{i \in V} p(V_i | pa_G(V_i))$. Further, counterfactual distributions arising from interventions on subsets of variables $A \subset V$, written as $p(V \setminus A | \text{do}(a))$, are given by a truncated factorization, often referred to as the g-formula, where conditional factors for each $A_i \in A$ are dropped [Robins, 1986; Spirtes et al., 2000; Pearl, 2009].

$$p(V \setminus A | \text{do}(a)) = \frac{\prod_{i \in V \setminus A} p(V_i | pa_G(V_i))}{\prod_{A_i \in A} p(A_i | pa_G(A_i)) |_{A=a}}. \quad (3)$$

Often the analyst is unable to obtain measurements on all variables in the system. In such cases it may be inconvenient to work directly with the hidden variable causal DAG $G(V \cup U)$, where $U$ is the set of unmeasured variables. A popular alternative is to use an ADMG $G(V)$ consisting of directed ($\rightarrow$) and bidirected ($\leftrightarrow$) edges to model the observed data margin via a nested factorization of Markov kernels [Richardson et al., 2017]. The ADMG $G(V)$ can be constructed from the DAG $G(V \cup U)$ using the latent projection operation described by Verma and Pearl [1990]. A directed edge $V_i \rightarrow V_j$ in $G(V)$ maintains the usual causal interpretation; a bidirected edge $V_i \leftrightarrow V_j$ can be construed (wlog) as the presence of one or more unmeasured confounders $V_i \leftarrow U_k \rightarrow V_j$ in the underlying hidden variable DAG $G(V \cup U)$ [Evans, 2018]. The nested Markov factorization has the desired property that it preserves all non-parametric equality restrictions implied on the observed margin by the hidden variable DAG, and permits phrasing of causal identification algorithms on ADMGs without loss of generality [Evans, 2018; Shpitser and Pearl, 2006; Richardson et al., 2017]. We now briefly describe this factorization using conditional ADMGs (CADMGs); for a more detailed overview, see Appendix E.

A CADMG $G(V, W)$ is a special kind of ADMG used to describe post-intervention distributions where variables in $V$ are random, and those in $W$ are fixed to constants via intervention. The nested Markov factorization of an ADMG $G(V)$ can then be described in terms of Markov kernels of the form $q_D(D | pa_G(D))$ where each set $D$ is a subset of $V$ that forms a bidirected connected component in a CADMG $G(D, V \setminus D)$ representing a post-intervention distribution where all variables in $V \setminus D$ are fixed by intervention, and this distribution is identified from $p(V)$ via sequential application of the g-formula. Such a set $D$ is said to be an intrinsic set.
As an example, consider the ADMG in Fig. 1(b). The post-intervention distributions obtained from the ADMG in Fig. 1(b). ↔ ◦ ← distributions formed via multiplication of intrinsic kernels. a.k.a Verma constraints can also be read via m-separation notion of a collider to include structures of the form → ◦ ↛, ↔ ◦ ↔, and ↔ ◦ →. Generalized independence constraints a.k.a Verma constraints can also be read via m-separation applied to CADMGs corresponding to post-intervention distributions formed via multiplication of intrinsic kernels.

\[ p(A, Y \mid do(z, m)) \]
\[ p(Z, A, Y \mid do(m)) \]

(a) \( p(A, Y \mid do(z, m)) \) (b) \( p(Z, A, Y \mid do(m)) \)

Figure 2: Examples of CADMGs corresponding to the intervention distributions obtained from the ADMG in Fig. 1(b).

In this section we prove a result on the testability of front-door assumptions using a generalized equality constraint between the outcome \( Y \) and anchor variable \( Z \). Consider the ADMG in Fig. 1(b), and the CADMG in Fig. 2(b) which corresponds to the post-intervention distribution \( p(Z, A, Y \mid do(m)) = q_Z(Z) \times q_{AY}(A, Y \mid Z, M = m) \) (this is derived by applying district factorization to the CADMG with intrinsic kernels defined in (4)). If we apply m-separation to the ADMG in Fig. 1(b), we detect no ordinary independence constraints between \( Z \) and \( Y \). However, applying m-separation to the CADMG in Fig. 2(b), we see that \( Z \perp Y \) in \( p(Z, A, Y \mid do(m)) \). Alternatively, this constraint may be viewed as saying that the intrinsic kernel \( q_Y(Y \mid M) = \sum_A q_{AY}(A, Y \mid Z, M) \) (compare the two kernels in (4)) is not a function of \( Z \). Since intrinsic kernels always correspond to post-intervention distributions that are identified from the observed distribution, this implies a testable restriction on the observed data distribution \( p(Z, A, M, Y) \). This is an example of a dormant independence a.k.a a Verma constraint [Shpitser and Pearl, 2008].

Below, we formally define the concept of an anchor variable and assumptions under which the above constraint can be used to empirically verify the front-door assumptions.

(A1) \( M \) is a mediator between \( A \) and \( Y \).

(A2) \( Z \) is a covariate that is not a causal consequence of \( A \) such that \( Z \perp A \) and \( Z \not\perp Y \mid A, M \).

(A3) A general version of faithfulness (Verma faithfulness) stating that all non-parametric equality restrictions in distributions \( p(V) \) that nested Markov factorization wrt an ADMG \( G(V) \) are due to its structure (ruling out coincidental cancellations in pathways for example.) That is, an ordinary independence in \( p(V) \) implies m-separation in \( G(V) \), and a generalized independence in a post-intervention distribution (or kernel) obtained from \( p(V) \) implies (i) identifiability of this post-intervention distribution given the structure of \( G \) and (ii) m-separation in the corresponding CADMG.

We briefly provide justification and intuition for these assumptions (more details are in Appendix A). (A1) simply requires that the analyst believes that \( M \) in fact mediates the effect of \( A \) on \( Y \), but does not impose any other restrictions implied by the front-door model (e.g., absence of a direct effect of \( A \) on \( Y \) or absence of confounding along the pathway through \( M \)). (A2) is a “relevance” assumption that is automatically satisfied if there exists either \( Z \rightarrow A \) or \( Z \leftrightarrow A \) (or both) in conjunction with the edge \( A \leftrightarrow Y \). That is, the assumption is met when \( Z \) directly affects or is confounded with \( A \), and \( A \) and \( Y \) share an unmeasured confounder (the primary motivation for applying front-door adjustment.) We define any variable \( Z \) satisfying assumption (A2) to be an anchor variable. Similar definitions of an anchor are used
by [Entner et al. 2013] and [Shah et al. 2022] in the context of testing validity of covariate adjustment sets. Finally, (A3) subsumes the standard faithfulness assumption employed in causal discovery methods based on ordinary independence constraints by noting that such constraints do not rely on computation of post-intervention distributions. General versions of faithfulness, similar to (A3), are used in works like [Shpitser et al. 2014] and [Bhattacharya et al. 2021] that incorporate Verma constraints into causal discovery.

As noted in Section 2, the criterion we propose can be used to verify the front-door conditions and generalizations of it. Specifically, [Tian and Pearl 2002] showed that the causal effect of \( A \) on all other variables in an ADMG \( G(V) \) is identified if and only if \( A \) has no bidirected path to any of its children; it is easy to confirm that this criterion includes the front-door model as a special case. We now formalize a result on the testability of this condition.

**Theorem 1.** If the generalized equality constraint \( Z \perp \!\!\!\perp Y \) in \( p(Z, A, M, Y) / p(M|A, Z) \) holds in some distribution \( p(Z, A, M, Y) \) satisfying assumptions (A1-A3), then this distribution nested Markov factors with respect to ADMG where \( A \) has no bidirected paths to its children.

The intuition is as follows (see Appendix C for all proofs.) Under Verma faithfulness, any \( p(Z, A, M, Y) \) satisfying the Verma constraint in Theorem 1 must be nested Markov wrt an ADMG \( G \) where: (i) \( p(Z, A, Y) \) is identified, and (ii) \( Z \) and \( Y \) are m-separated in the corresponding CADMG obtained by deleting incoming edges to \( M \). Distributions that factorize wrt to ADMGs where \( A \) has a bidirected path to one of its children are incompatible with one or both of these requirements. For example, adding \( A \rightarrow Y \) to Fig. 1b in violation of the exclusion restriction results in a trivial bidirected path from \( A \) to its child \( Y \). The model implies \( p(Z, A, Y) \) is identified, however, \( Z \) and \( Y \) are not m-separated in the resulting CADMG. On the other hand, in cases where \( A \) has a bidirected path to \( M \), the kernel \( p(Z, A, Y) \) is not identified from observed data. For example, violating (F2) of the front-door condition by adding \( A \leftrightarrow M \) or \( M \leftrightarrow Y \) to Fig. 1b leads to graphs where \( M \) also has a bidirected path to its child \( Y \), which results in non-identification per [Tian and Pearl 2002]. A pattern representation of all ADMGs that satisfy the Verma constraint is shown in Fig. 3(a). In the presence of solid edges between \( A, M, Y \), and absence of any other edges between them correspond to the front-door model, and is “compelled” by the Verma constraint; the dashed edges can be present or absent, with the restriction that at least one \( Z \rightarrow A \) or \( Z \leftrightarrow A \) (or both) exists (assumption A1) and \( A \) has no bidirected path to \( M \) (by the constraint.)

For an exhaustive list of valid ADMGs drawn from this pattern see Appendix B. Invalid ADMGs drawn from Fig. 3(a) are ones where \( Z, A, M, Y \) form a single district; a pattern representation of these is shown in Fig 3(b).

![Figure 3](image-url)  

**Figure 3:** (a) A pattern representing ADMGs that satisfy the restriction \( Z \perp \!\!\!\perp Y \) in \( p(Z, A, M, Y) / p(M|A, Z) \); (b) A pattern representing ADMGs that imply no non-parametric equality constraints, and should not be construed from (a).

Importantly for downstream causal inference, we show that all ADMGs derived from the pattern in Fig. 3(a) share the same identification theory for the effect of \( A \) on \( Y \). Since \( A \) has no bidirected path to its children in any such \( G \), the post-intervention distribution \( p(Z, M, Y|do(a)) \) is given by a truncated version of the district factorization where we divide by a nested propensity score for \( A \) [Tian and Pearl 2002, Bhattacharya et al. 2020]. Let \( q_{D_A}(D_A)p\tilde{q}(D_A) \) represent the intrinsic kernel corresponding to the district containing \( A \) in \( G \). From the pattern, \( D_A \) is either \( \{A, Z, Y\} \) or \( \{A, Y\} \). The required nested propensity score \( \tilde{q}(A|Y, Z, M) \) is derived from this kernel via conditioning on all elements in \( D_A \) besides \( A \). That is, \( \tilde{q}(A|Y, Z, M) = q_{D_A}/\sum_A q_{D_A} \). In the case when \( D_A = \{A, Z, Y\} \) we get \( q_{D_A}/\sum_A q_{D_A}p(A|Z) \). It is easy to confirm from (4) that when \( D_A = \{A, Y\} \) we get the same result. Based on these observations we have the following identification result wrt the patterns in Fig. 3(a).

**Lemma 1.** In joint distributions that nested factorize wrt valid ADMGs derived from Fig. 3(a), we have \( p(Z, M, Y|do(a)) = p(Z, A, M, Y)/q(A|Y, Z, M)|_{A=a} \), where \( q(A|Y, Z, M) = \sum_A p(A|Z)q(A|Z)p(Y|A, Z, M) \). Since the entire post-intervention is identified, the target \( E[Y|do(a)] \) is also identified as \( \sum_{Z,M,Y} p(Z, M, Y|do(a)) \times Y \).

The above functional resembles a truncated factorization in the sense that we divide the joint \( p(Z, A, M, Y) \) by a conditional kernel \( \tilde{q}(\cdot) \) of \( A \) similar to how in a fully observed DAG, intervention on \( A \) would entail division by a simple conditional factor of \( A \), see [3]. This informs the design of tests in the next section. [Jaber et al. 2019] propose general identification results based on patterns of ordinary Markov equivalence; Lemma 1 differs in that it is based on a pattern of nested Markov equivalence. Such results will become increasingly important as more causal discovery procedures that incorporate Verma constraints [Shpitser et al. 2014, Bhattacharya et al. 2021] are developed.

We end this section by noting that while the criterion in Theorem 1 is sufficient to guarantee identification via the above functional, it is not necessary. That is, verifying the presence of the Verma constraint assures the analyst that the ACE is computed in an identified model. However, situations in which the constraint does not hold fall into two cases: mod-
els where the effect is not identified, and ones in which it is, but there is no constraint between the anchor and outcome because of, say, a direct effect of $Z$ on $Y$ or confounded dependence between them. We have already discussed the former cases; as a simple example of the latter, consider the ADMG in Fig. 3(b) and add the $Z \rightarrow Y$ edge. There is no longer any Verma constraint present (the nested Markov model of this ADMG imposes no non-parametric equality restrictions whatsoever), but the identification conditions still hold. Nonetheless, the criterion is a useful pre-test for front-door adjustment and its extensions.

5 TESTING AND EFFECT ESTIMATION

We now discuss procedures for testing the Verma constraint and estimating the effect from finite samples. Directly testing whether the kernel $q_Y(Y|M) = \sum_A p(A|Z) \times p(Y|A, Z, M)$ is not a function of $Z$ using natural parameterizations of the observed data likelihood leads to the g-null paradox [Robins and Wasserman, 1997]. Hence, we borrow ideas from inverse probability weighting (IPW) and marginal structural models [Robins, 2000] for this purpose. As mentioned in the introduction, we will propose two distinct ways of testing the constraint and also discuss non-parametric extensions of these tests.

Primal test and Primal IPW:

The first test is based on weights used in the primal IPW estimator for the front-door functional proposed in Bhattacharya et al. [2020]. Consider a chain factorization of the observed data $p(Z, A, M, Y) = p(Z) \times p(A|Z) \times p(M|A, Z) \times p(Y|Z, A, M)$ for any valid ADMG derived from Fig 3(a). Given this factorization, the post-intervention distribution after intervening on $A$ is identified per Lemma 1 as,

$$p(Z, M, Y|do(a)) = p(Z) \times p(M|a, Z) \times \sum_A p(A|Z) \times p(Y|Z, A, M).$$

This post-intervention distribution is nested Markov equivalent to the Cadmg in Fig. 3(a), where we see the Verma constraint: $Y \perp Z|M$. Testing this independence in $p(Z, M, Y|do(a))$ is equivalent to testing $q_Y(Y|M)$ is not a function of $Z$ due to the following direct factorization of the Cadmg in terms of intrinsic kernels: $q_Z(Z) \times q_M(M|a, Z) \times q_Y(Y|M)$. That is, the independence found via m-separation in the Cadmg corresponds to the same restriction that the kernel $q_Y(Y|M)$ is not a function of $Z$. To test this constraint, we need to compare the conditional kernels of $q_Y(Y|Z, M)$ and $q_Y(Y|M)$. From a causal perspective, this can be viewed as evaluating the goodness-of-fit of models $Y|Z, M$ and $Y|M$ wrt the post-intervention distribution $p(Y, Z, M|do(a))$. We use ideas from marginal structural models, where causal parameters are estimated using inverse weights based on the propensity score of the treatment. Here, we can use weights derived from the nested propensity score of the treatment $q(A|Y, Z, M)$ given its relation to the post-intervention distribution $p(Z, M, Y|do(a))$ per Lemma 1. Following Bhattacharya et al. [2020], we refer to these as primal weights.

Formally, let $\pi(Z, M; \alpha_y) := p(Y|Z, M, do(a); \alpha_y)$ and $\pi(M; \beta_y) := p(Y|M, do(a); \beta_y)$, where $\alpha_y$ and $\beta_y$ denote the set of parameters used to model the corresponding distributions. We can consistently estimate $\alpha_y$ and $\beta_y$ using samples from the observed distribution $p(Z, A, M, Y)$ via the following unbiased estimating equations:

$$P_n \left[ \frac{U(\pi(Z, M; \alpha_y))}{q(A|Y, Z, M; \eta)} \right] = 0, P_n \left[ \frac{U(\pi(M; \beta_y))}{q(M|Y, Z, M; \eta)} \right] = 0,$$

where $P_n[.] := \frac{1}{n} \sum_{i=1}^n \cdot; P_n[U(\pi(Z, M; \alpha_y))] = 0$ and $P_n[U(\pi(M; \beta_y))] = 0$ are unbiased estimating equations for $\alpha_y$ and $\beta_y$ under the observed distributions $p(Z, M)$ and $p(Y|M)$, respectively; $\eta$ denotes the estimated parameters for $p(A|Z)$ and $p(Y|Z, A, M)$ used to compute primal weights $1/q(A|Y, Z, M)$. Once $\alpha_y$ and $\beta_y$ are estimated, we can compare goodness-of-fit between $\pi(Z, M; \alpha_y)$ and $\pi(M; \beta_y)$ via likelihood ratio or Wald tests (the latter only requires $\alpha_y$) [Robins and Wasserman, 1997; Agostinelli and Markatou, 2001]. The procedure can be summarized as:

1. Fit models for $p(A|Z)$ and $p(Y|Z, A, M)$, and predict primal weights $1/q(A|Y, Z, M)$ for each row of data,
2. Use the estimated weights to fit weighted regressions $p(Y|Z, M, do(a))$ and $p(Y|M, do(a))$ using (7), and compare goodness of fits between these two models.

If the test indicates that the Verma constraint holds with some pre-specified significance level, this suggests we are in a model given by the equivalence class in Fig. 3(a), and the effect is identified. We can then re-use the models fitted above to compute the counterfactual mean using the primal IPW estimator proposed in Bhattacharya et al. [2020]:

$$\hat{E}[Y|do(a)] = P_n \left[ \frac{I(A = a)}{q(A|Y, Z, M; \eta)} \times Y \right].$$

Dual test and Dual IPW:

The Verma test based on primal weights relies on correct specification of the treatment and outcome models. We now provide alternatives that instead rely on specification of the mediator model $p(M|A, Z)$. The post-intervention distribution after intervening on $M$ in any valid
ADMG derived from the pattern in Fig 3(a) is identified as:
\[ p(Z, A, Y \mid \text{do}(m)) = p(Z) \times p(A|Z) \times p(Y|Z, A, M = m), \]
which is nested Markov equivalent to the CADMG in Fig. 2(b); here we see the usual phrasing of the Verma constraint \( Z \perp \perp Y \) in \( p(Z, A, Y \mid \text{do}(m)) \). One way to empirically test the constraint is to use a similar procedure as the one described with the primal weights, but instead compare goodness-of-fit for \( p(Y | Z, \text{do}(m)) \) and \( p(Y | \text{do}(m)) \) using inverse weights \( 1/p(M|A, Z) \); this is the g-null test described in [Robins 1986, Robins and Wasserman 1997]. However, typical IPW weights may suffer from various numerical issues, so instead we describe a stabilized version of the g-null test that uses weights which can also be plugged into the dual IPW estimator for \( \mathbb{E}[Y \mid \text{do}(a)] \) proposed by Bhattacharya et al. [2020]. The dual weights use a ratio of densities (which leads to stabilization of weights) as follows:
\begin{equation}
q^d(M | A, Z) = \frac{p(M | A, Z)}{p(M | A = a, Z)},
\end{equation}
for any given choice of intervention value \( A = a \).

The reason these weights are suitable for this purpose is due to its relation to the following post-intervention distribution:
\[ p(A, Z, M, Y \mid \text{do}(a)) = p(Z, A, M, Y) / q^d(M | A, Z). \]

This post-intervention distribution is nested Markov wrt the CADMG shown in Fig. 4(b) where both fixed \( a \) and random \( A \) are present. Such CADMGs arise in single world intervention graph (SWIG) interpretations of identification algorithms [Bhattacharya et al. 2020, Shpitser et al. 2020]. It can be confirmed that \( p(Z, M, Y \mid \text{do}(a)) \) is obtained by simply marginalizing over \( A \) in the above equation. Similar to the CADMG in Fig. 2(a) we have \( Z \perp \perp Y \mid M \) in Fig. 4(b) corresponding to \( q^d(Y \mid M) \) not being a function of \( Z \). A two-step testing procedure can be summarized as follows:

1. Fit a model for \( p(M | A, Z) \) and predict dual weights \( 1/q^d(M | A, Z) \) for each row of data.
2. Use the estimated weights to fit weighted regressions \( p(Y | Z, M, \text{do}(a)) \) and \( p(Y | M, \text{do}(a)) \) using \( q^d(M | A, Z) \), but with \( q^d(M | A, Z) \) in the denominator, and compare goodness-of-fit between these two models.

If the test succeeds, we can re-use the same models in the following dual IPW estimator [Bhattacharya et al. 2020]:
\begin{equation}
\mathbb{E}[Y \mid \text{do}(a)] = \mathbb{P}_n \left[ \frac{p(M | A = a, Z; \eta)}{p(M | A, Z; \eta)} \times Y \right].
\end{equation}

Non-parametric extensions of primal and dual tests:

Given any non-parametric test \( \tau(Y, Z, M) \) that is appropriate for testing an ordinary independence \( Y \perp \perp Z | M \), \footnote{This step may also be improved using ideas in [Menon and Ong 2016] for estimating density ratios directly.} the following applies to the “classical” IV model – for more general definitions, see [van der Zander et al. 2015]):

\begin{enumerate}
\item[(11)] \( Z \rightarrow A \) or \( Z \leftrightarrow A \) or both exist in \( \mathcal{G} \).
\item[(12)] \( Z \) and \( Y \) are m-separated in a sub-graph where \( A \) and edges involving \( A \) are deleted.
\end{enumerate}

ADMGs where the additional IV assumptions hold are easily distinguished from other valid ADMGs in Fig. 3(a) by noting that they encode an additional ordinary independence constraint: \( Z \perp \perp M | A \). This leads to a simple corollary.

**Corollary 1.1.** Under assumptions (A1-A3), distributions \( p(Z, A, M, Y) \) that satisfy both \( Z \perp \perp Y \) in \( p(Z, A, M, Y)/p(M | A, Z) \) and \( Z \perp \perp M | A \) nested Markov

![Figure 5: (a) The classical instrumental variable model; (b) The front-door model with an instrumental variable Z.](image)
factorize wrt an ADMG satisfying the front-door conditions (F1) and (F2), and IV conditions (I1) and (I2).

If conditions (I1), (I2), and a third condition usually phrased as some form of effect homogeneity (e.g., absence of effect modification due to unmeasured variables U; see Hernán and Robins [2010] for other examples) are satisfied for a binary instrument Z and binary treatment A, then \( \mathbb{E}[Y|do(a = 1)] - \mathbb{E}[Y|do(a = 0)] \) is identified as \( \{ \mathbb{E}[Y|Z = 1] - \mathbb{E}[Y|Z = 0] \}/\{ \mathbb{E}[A|Z = 1] - \mathbb{E}[A|Z = 0] \} \). Though the IV estimated effect requires additional restrictions beyond structural assumptions encoded in the graph, it would be interesting to explore in future work how estimates from the IV and front-door assumptions can be combined to obtain robustness against misspecification in either model.

7 EXPERIMENTS

The experiments focus on 3 tasks: (i) Studying effectiveness of the primal and dual weights for testing front-door assumptions via Verma constraints; (ii) Comparing effect estimates using front-door and IV adjustment when both assumptions hold and when only front-door assumptions hold; (iii) Demonstrating use of our methods in real-world analyses related to the motivating example in Section 2.

Explicit descriptions of all simulated ADMGs and corresponding data generating processes can be found in Appendix F. Python code for our methods can be found at https://github.com/rbhatta8/fdt.

Task (i): We consider hidden variable causal models whose observed margins \( p(Z, A, M, Y) \) nested factorize wrt 4 different ADMGs: two from Fig. 3(a) in which the Verma constraint and front-door assumptions hold, and two where the assumptions do not hold due to additional confounding \( A \leftrightarrow M \) and \( M \leftrightarrow Y \), or violation of the exclusion restriction with \( A \rightarrow Y \). We run 200 trials of the following experiment at sample sizes ranging from 200 to 20000. In a given trial we generate data from one of the four ADMGs picked at random, and compute p-values for the Verma constraint using the primal test, dual test, and Fast Conditional Independence test with dual weights fit via random forests as described in Section 5. We use each method’s p-values at a significance level \( \alpha = 0.05 \) to accept/reject the null hypothesis of a model where the Verma constraint and front-door assumptions hold. We then compute true positive and false positive rates as shown in Fig. 6. All methods quickly achieve true positive rates of \( \sim 95\% \) or higher reflecting that type I error (falsely rejecting the null) is controlled at the desired significance level. False positive rates also drop asymptotically with more samples. The non-parametric test, whose performance is captured by the lines corresponding to ML Dual TPR and ML Dual FPR in Fig. 6 is unstable at low sample sizes, but significantly improves with more samples. The primal test outperforms the dual test; whether this is an empirical observation or has theoretical justification is an interesting question for future work. The average bias in downstream causal effect estimates in true positive scenarios (via primal or dual tests) is only 0.04 at a sample size of 5000 compared to 0.28 in false positive scenarios, highlighting the importance of accurate pre-tests.

Task (ii): We generate data from one ADMG in which both the front-door and IV assumptions hold and one in which only the front-door assumptions hold. We then compute causal effect estimates using primal IPW, dual IPW, and IV adjustment. In the former case, all methods give unbiased estimates, but IV estimates have higher variance (Fig. 7a).) In the latter case, primal and dual IPW remain unbiased, while IV adjustment is significantly biased (Fig. 7b). This raises a question of whether semiparametric estimators can combine all 3 methods to improve statistical efficiency, and provide robustness against misspecification of not just statistical models, but also different identifying assumptions.

Task (iii): For the final task here, we analyze the effect of smoking (treatment \( A \)) on developing coronary heart disease (outcome \( Y \)) using data from the Framingham heart study [Kannel and Gordon, 1968]. Following Section 2, we propose hypertension as a candidate mediator \( M \) and past history of hypertension as an anchor \( Z \). We also include baseline covariates \( C \) containing age, sex, BMI, and past history of heart disease. The influence of \( C \) on \( Z, A, M, Y \) can be easily incorporated in our framework by noting that the Verma constraint is now a dormant conditional independence: \( Z \perp Y|C \) in \( p(C, Z, A, Y|do(m)) \).

All densities/regressions are adapted accordingly to include \( C \) in the conditioning set, e.g., we would use \( q^d \equiv p(M|A, Z, C)/p(M|A = a, Z, C) \) to fit causal parameters for \( p(Y|Z, M, C, do(a)) \) and \( p(Y|M, C, do(a)) \) in the dual Verma test. More details on including baseline covariates

![Figure 6: Comparison of different testing procedures.](https://example.com/figure6.png)
Figure 7: (a) Comparison of front-door and IV effect estimates when both assumptions hold; (b) Comparison of front-door and IV effect estimates when only front-door assumptions hold.

For modeling flexibility, we apply the non-parametric test with dual weights. We also apply non-parametric tests for $Z \perp M \mid C, A$ to check if $Z$ is a valid (conditional) IV, and $Z \perp Y \mid C, A$; the latter conditional independence is an anchor variable based criterion proposed by Entner et al. [2013] to test if a set of covariates $C$ satisfies the backdoor criterion. As shown in Table 1, only the test for front-door assumptions succeeds (with $\alpha = 0.05$). The corresponding point estimate and 95% confidence intervals (using 200 bootstraps) suggest that any amount of smoking (vs. complete abstention) slightly increases the risk of heart disease – $A$ and $Y$ are encoded as binary variables in the data, so these numbers correspond to $p(Y \mid \text{do}(a = 1)) - p(Y \mid \text{do}(a = 0))$.

Table 1: Results from the Framingham heart study analysis.

| Method       | p-value | Effect estimate            |
|--------------|---------|----------------------------|
| Front-door   | 0.5     | 0.014 (0.005, 0.021)       |
| IV           | 0.005   | Not applicable             |
| Back-door    | 0.007   | Not applicable             |

8 CONCLUSION

Based on a testable generalized equality constraint, we have proposed ways to pre-test the front-door model and its extensions. These tests rely on variationally independence pieces of the observed data likelihood. Bhattacharya et al. [2020] have designed doubly robust semiparametric estimators for the average causal effect in these scenarios – a direction for future work is to investigate whether the pre-tests themselves can be made doubly robust. We have also proposed scenarios in which both the front-door and IV assumptions hold, which we hope leads to future work on combining estimates across the two models to gain additional robustness.
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APPENDIX

The Appendix is organized as follows. Appendix A provides additional commentary on assumptions used in the testability criterion, while Appendix B lists all ADMGs that satisfy the criterion. Appendices C, D, E, and F provide additional notes on non-parametric Verma tests, models with additional baseline covariates, the nested Markov factorization, and the simulated datasets respectively. Appendix G contains proofs of the main results.

A ON THE TRUE MEDIATION AND RELEVANCE ASSUMPTIONS

Assumptions (A1) (true mediation) and (A2) (relevance of the anchor) help ensure that any Verma constraint detected between the anchor Z and outcome Y is “non-trivial,” i.e., is not implied by an ordinary independence constraint. We first show why this is important by way of example, and then show that no ordinary constraint exists between Z and Y in distributions satisfying (A1) and (A2). Before proceeding, we also briefly note that (A1) is a relatively weak assumption in that it relies on some minimal background knowledge about how the treatment affects the outcome, while (A2) is testable.

Consider the ADMG in Fig. 8(a). Here, M does not satisfy assumption (A1). It can be checked via m-separation that any distribution that nested factorizes with respect to this ADMG would encode the ordinary independence constraint Z \perp \perp Y. Trivially, this constraint would also hold in the post-intervention distribution $p(Z, A, M, Y)/p(M|A, Z)$. Fig. 8(b) demonstrates why accidentally testing for trivial Verma constraints such as this one may lead to incorrect conclusions about identifiability of the target $\E[Y|do(a)]$. In Fig. 8(b), we have that $Z \perp A$, so assumption (A2) is not satisfied. There exist no paths between Z and Y, leading to a trivial Verma constraint implied by the ordinary independence Z \perp Y. Relying on a test of this trivial constraint would also mislead the analyst into thinking $\E[Y|do(a)]$ is identified, when in fact, the front-door conditions are not met due to the $A \rightarrow Y$ edge. Finally, consider the ADMG in Fig. 8(c). Distributions factorizing according to this graph satisfy $Z \perp Y | A, M$, which violates assumption (A2). These distributions will also exhibit the same trivial Verma constraint, and here too, relying on such a test would lead to incorrect conclusions on identifiability. The following lemma confirms that under the given assumptions such trivial constraints do not arise.

**Lemma 2.** Distributions $p(Z, A, M, Y)$ satisfying assumptions (A1) and (A2) do not entail any ordinary independence constraints between Z and Y.

**Proof.** Given (A1), $p(Z, A, M, Y)$ must nested factorize wrt an ADMG, say $\mathcal{G}$, containing the path $A \rightarrow M \rightarrow Y$. Given $Z \perp A$ and Z is not a causal consequence of A due to (A2), $\mathcal{G}$ also contains either $Z \rightarrow A$ or $Z \leftrightarrow A$ or both. This implies the existence of an unblocked path $Z \rightarrow A \rightarrow M \rightarrow Y$ and/or a similar one that starts with $Z \leftrightarrow A$. These paths become blocked when we condition on A and M. However, since by assumption (A2), we have that $Z \not\perp Y | A, M$ at least one of the following paths consisting of colliders exist in $\mathcal{G}$ (we use the notation $\leftrightarrow$ below to mean a directed or bidirected edge):

- The edge $Z \leftrightarrow Y$ exists in $\mathcal{G}$ (trivially a collider path.)
- A path $Z \leftrightarrow A \leftrightarrow Y$ exists in $\mathcal{G}$ where A is a collider.
- A path $Z \leftrightarrow M \leftrightarrow Y$ exists in $\mathcal{G}$ where M is a collider.
- A path $Z \leftrightarrow A \leftrightarrow M \leftrightarrow Y$ and/or $Z \leftrightarrow M \leftrightarrow A \leftrightarrow Y$ exists in $\mathcal{G}$ where both A and M are colliders.

Note that conditioning on a descendant of a collider also opens the collider; however, given just these 4 variables, this situation arises only when we condition on M with A being the collider (a case which is already covered above.) An inducing path between two variables P and Q is defined as a path (comprised of any combination of directed and bidirected edges) between two variables such that every intermediate node is a collider and a causal ancestor of either P or Q. If such a path exists, then it is known that P and Q are not m-separable given any subset of other variables, i.e., there is no ordinary independence constraint between them [Verma and Pearl 1990]. Here, any of the above paths would form inducing paths ($Z \leftrightarrow Y$ is trivially an inducing path), as by assumption (A1) both A and M are causal ancestors of Y. Hence, there are no ordinary conditional independence constraints implied in distributions $p(Z, A, M, Y)$ that satisfy assumptions (A1-A3).
Fig. 9 is an exhaustive list of all ADMGs that satisfy the Verma restriction in Theorem 1. Importantly, all of these ADMGs also satisfy the front-door criteria (or its extensions) that permit identification of $E[Y|do(a)]$. The ADMGs in Fig. 9(a-c) are ones where the anchor $Z$ also satisfies the instrumental variable conditions. A version of Fig. 9 appears in [Shpitser et al., 2014] as the conjectured list of ADMGs that satisfy a Verma restriction which distinguishes it from a supermodel where the $Z \rightarrow Y$ edge is present. This conjecture was based on empirical comparisons of Bayesian Information Criterion scores of all 4 variable ADMGs using a parameterization of the nested Markov model for discrete data [Evans and Richardson, 2014].

![Diagram of ADMGs]

Figure 9: An exhaustive list of all ADMGs that satisfy the Verma constraint $Z \perp\!\!\!\!\perp Y$ in $p(Z, A, M, Y)/p(M|A, Z)$.

C ADDITIONAL DETAILS ON NON-PARAMETRIC TESTS

In this section we provide additional details on how a non-parametric Verma test can be performed using our methods. Assume we are given a data set $S_n$ with $n$ i.i.d samples of data, and any appropriate non-parametric test $\tau(Z, Y, M)$ that can be used to test an ordinary conditional independence $Z \perp\!\!\!\!\perp Y | M$. The idea for a non-parametric Verma test is simple: Verma constraints resemble ordinary conditional independencies albeit in identified post-intervention distributions. Thus, if we are able to generate a pseudo-dataset $S'_{n/2}$ that resembles the post-intervention distribution in which the desired dormant conditional independence holds, then $\tau(Z, Y, M)$ can easily be applied to $S'_{n/2}$ rather than $S_n$. More concretely, to use the dual weights for a non-parametric Verma test we would proceed as follows:

1. Compute $q^d(M|A, Z) \equiv p(M|A, Z)/p(M|A = a, Z)$ for each row of data $i = 1, \ldots, n$ using suitable machine learning methods, e.g., kernel regressions or random forests.

2. Create a pseudo-dataset $S'_{n/2}$ that mimics the post-intervention distribution $p(Z, M, Y | do(a))$ by drawing $n/2$ samples with replacement from $S_n$, where each row $i$ has an (unnormalized) probability of being sampled given by the dual weights $1/q^d(M = m_i|A = a_i, Z = z_i)$.

3. Apply $\tau(Z, Y, M)$ to $S'_{n/2}$ with some pre-specified significance level $\alpha$.

Note that some of the statistical inefficiency in our tests come from resampling only half the data from the original dataset when performing the Verma test. This is the simplest sampling scheme proposed by [Thams et al., 2021], but the authors have also proposed more complex adaptive schemes that may improve performance; see their paper for details. A non-parametric test using primal weights would proceed in exactly the same way except we would fit the appropriate models to generate the primal weights $1/\tilde{q}(A | Y, Z, M)$. 
D MODELS WITH BASELINE COVARIATES

Figure 10: (a) A modification of the model in Fig. 1(b) to include baseline covariates \( C \); (b) CADMG showing that the Verma constraint still exists as a conditional independence \( Z \perp \perp Y \mid C \) in \( p(C, Z, A, Y \mid \text{do}(m)) \).

In this section we make explicit how our framework extends to settings with baseline covariates. Consider the ADMG in Fig. 10(a) that is a modification of Fig. 1(b) to include baseline covariates \( C \) that point to all other variables \( Z, A, M, Y \). We show that the inclusion of additional covariates requires only small modifications to the underlying theory in the main paper.

First, notice that there is still no ordinary conditional independence between \( Z \) and \( Y \) implied by Fig. 10(a). Further, the post-intervention distribution \( p(C, Z, A, Y \mid \text{do}(m)) \) is identified as \( p(C, Z, A, Y, M = m)/p(M = m \mid A, Z, C) \). This post-intervention distribution factorizes according to the CADMG shown in Fig. 10(b) from which we can read off the dormant conditional independence \( Z \perp \perp Y \mid C \) in \( p(C, Z, A, Y \mid \text{do}(m)) \). That is, the Verma constraint between the anchor and the outcome is now a conditional rather than marginal independence in the post-intervention distribution, and the distribution itself is obtained using a propensity score for \( M \) that includes \( C \) in the conditioning set. The identifying functional for the post-intervention distribution where we intervene on \( A \) is also very similar:

\[
p(C, Z, M, Y \mid \text{do}(a)) = p(C, Z) \times p(M \mid A = a, Z, C) \times \sum_A p(A \mid Z, C) \times p(Y \mid Z, A, M, C).
\]

Based on the above observations, the modifications to the theory are as follows. Assumptions (A1) and (A3) remain the same, however, the relevance assumption (A2) now includes \( C \) in the conditioning set (similar to the relevance assumption in conditional IV models.) That is, (A2) is modified to read: \( Z \) is a covariate that is not a causal consequence of \( A \) such that \( Z \perp A \mid C \) and \( Z \perp Y \mid A, M, C \). As mentioned earlier, the Verma constraint that allows us to test that \( A \) has no bidirected path to its children is then the dormant conditional independence \( Z \perp Y \mid C \) in \( p(Z, A, M, Y, C)/p(M \mid A, Z, C) \). The tests proposed in Section 5 are modified appropriately by defining \( \tilde{q}(A \mid Y, Z, M, C) \) and \( q^d(M \mid A, Z, C) \) as:

\[
\tilde{q}(A \mid Y, Z, M, C) = \frac{p(A \mid Z, C) \times p(Y \mid A, M, Z, C)}{\sum_A p(A \mid Z, C) \times p(Y \mid A, M, Z, C)}
\]

\[
q^d(M \mid A, Z, C) = \frac{p(M \mid A, Z, C)}{p(M \mid A = a, Z, C)}.
\]

The primal and dual weights are then used to test \( Z \perp Y \mid M, C \) in \( p(C, Z, A, M, Y)/\tilde{q}(A \mid Y, Z, M, C) \) and \( Z \perp Y \mid M, C \) in \( p(C, Z, A, M, Y)/q^d(M \mid A, Z, C) \). The same weights can be re-used for causal effect estimation as before.

Hence, the proposed framework does not exclude the possibility of including additional baseline covariates. Similar to conditional IV models, the inclusion of such covariates can be beneficial from an identification standpoint by reducing the possibility of unmeasured confounding on the causal path from \( A \rightarrow M \rightarrow Y \). The addition of these covariates may also yield additional statistical efficiency in the test and downstream causal effect estimation.
E  NEUTRAL MARKOV FACTORIZATION OF ADMGS

The nested Markov factorization of \( p(V) \) with respect to an ADMG \( G(V) \) is defined using conditional ADMGs (CADMGs) derived from \( G(V) \) and kernel objects derived from \( p(V) \) via a fixing operation [Richardson et al. 2017]. The fixing operation can be causally interpreted as an application of the g-formula on a single variable to a given graph-kernel pair to obtain another graph-kernel pair corresponding to a conditional ADMG and a post-intervention distribution that factorizes according to it. We define the relevant concepts below.

**Conditional ADMG (CADMG)** – A CADMG \( G(V, W) \) is an ADMG whose vertices can be partitioned into random variables \( V \) and fixed/intervened variables \( W \). Only outgoing directed edges may be adjacent to variables in \( W \). For any random variable \( V_i \in V \) in a CADMG \( G(V, W) \), the usual definitions of genealogical relations, such as parents and descendants, extend naturally by allowing for the inclusion of fixed variables into these sets. However, bidirected connected components a.k.a districts of a CADMG \( G(V, W) \) are only defined for elements of \( V \).

**Kernel** – A kernel \( q_V(V \mid W) \) is a mapping from values in \( W \) to normalized densities over \( V \). That is, a kernel acts in most respects like an ordinary conditional distribution. In particular, given a kernel \( q_V(V \mid W) \) and a subset \( X \subseteq V \), conditioning and marginalization are defined in the usual way as \( q_X(X \mid W) \equiv \sum_{V \setminus X} q_V(V \mid W) \) and \( q_V(V \setminus X \mid X, W) \equiv q_V(V \mid W)/q_V(X \mid W) \).

**Fixing operation for a single variable** – Fixability of a single variable and the graphical and probabilistic operations of fixing it are defined as follows:

- **Fixability** – A vertex \( V_i \in V \) is said to be fixable in \( G(V, W) \) if \( V_i \to \ldots \to V_j \) and \( V_i \leftrightarrow \ldots \leftrightarrow V_j \) do not both exist in \( G \), for any \( V_j \in V \setminus V_i \).

- **Graphical operation of fixing** – The graphical operation of fixing \( V_i \), denoted by \( \phi_{V_i}(G) \), yields a new CADMG \( G(V \setminus V_i, W \cup V_i) \) where all edges with arrowheads into \( V_i \) are removed, and \( V_i \) is fixed to a particular value \( v_i \). All other edges in \( G \) are kept the same.

- **Probabilistic operation of fixing** – Given a kernel \( q_V(V \mid W) \), the associated CADMG \( G(V, W) \), and \( V_i \in V \), the corresponding probabilistic operation of fixing \( V_i \), denoted by \( \phi_{V_i}(q_V; G) \), yields a new kernel defined as follows:

\[
\phi_{V_i}(q_V; G) \equiv q_{V \setminus V_i}(V \setminus V_i \mid V_i \cup W) \equiv \frac{q_V(V \mid W)}{q_{V_i}(V_i \mid \text{mb}_G(V_i), W)}, \tag{11}
\]

where \( \text{mb}_G(V_i) \) denotes the Markov blanket of \( V_i \), which consists of all vertices in the district of \( V_i \) and the parents of the district of \( V_i \) (excluding \( V_i \) itself.)

**Fixing operation for a set of variables** – The above definitions can be extended to a set of vertices \( S \) as follows:

- **Fixability** – A set \( S \subseteq V \) is said to be fixable if there exists an ordering \((S_1, \ldots, S_p)\) such that \( S_1 \) is fixable in \( G \), \( S_2 \) is fixable in \( \phi_{S_1}(G) \), and so on. Such an ordering is said to form a valid fixing sequence for \( S \) and we denote it by \( \sigma_S \).

- **Graphical operation** – It is known that applying any two valid fixing sequences on \( S \) yield the same CADMG, so we denote this by \( \phi_S(G(V, W)) \).

- **Probabilistic operation** – \( \phi_{\sigma_S}(q_V; G) \) is defined via the usual function composition to yield operators that fix all elements in \( S \) in the order given by \( \sigma_S \).

**Intrinsic set** – A set \( D \) is said to be intrinsic in \( G(V) \) if \( V \setminus D \) is fixable in \( G \), and \( \phi_{V \setminus D}(G) \) contains a single district.

Finally, a distribution \( p(V) \) is said to satisfy the nested Markov factorization wrt an ADMG \( G(V) \) if there exists a set of kernels \( q_D(D \mid \text{pa}_G(D)) \), one for every \( D \) intrinsic in \( G(V) \), s.t. for every fixable set \( S \) and every valid fixing sequence \( \sigma_S \),

\[
\phi_{\sigma_S}(p(V); G) = \prod_{D \in \mathcal{D}(\phi_S(G))} q_D(D \mid \text{pa}_G(D)), \tag{12}
\]

where \( \mathcal{D}(\phi_S(G)) \) denotes the set of all districts in the CADMG \( \phi_S(G) \). The nested Markov factorization asserts that every kernel that can be derived via a valid sequence of fixing satisfies the district factorization with respect to the CADMG obtained by this sequence, and each of the kernels appearing in the factorization corresponds to intrinsic sets.

\[^4\text{That is, from a causal perspective, } q_D(D \mid \text{pa}_G(D)) \text{ is identified from } p(V) \text{ via sequential applications of the g-formula.} \]
F DETAILS ON SIMULATED DATA

Figure 11: Data for the simulations are generated according to: (a, b) Two hidden variable causal DAGs and the corresponding ADMGs that satisfy the front-door assumptions; (c, d) Two hidden variable causal DAGs and the corresponding ADMGs that do not satisfy the front-door assumptions due to additional confounding and a direct effect of \( A \) on \( Y \) respectively.

The causal graphs used to perform experiments in Task (i) of Section 7 are shown in Fig. 11 – underlying hidden variables are depicted with lower opacity to highlight the structure of the ADMG. The first two graphs are ones in which \( A \) has no bidirected path to its children and the Verma constraint \( Z \perp Y \) in \( p(Z, A, Y \mid \text{do}(m)) \) holds; the latter two are ones in which there is additional confounding or violation of the exclusion restriction, which also coincide with the absence of any non-parametric equality constraint between \( Z \) and \( Y \). We first describe generating data according to the hidden variable causal model in Fig. 11(a) whose observed margin would nested factorize wrt to the ADMG shown in the same figure. Each coefficient \( \beta_{(\cdot)} \) appearing in any of the equations below is generated randomly from a uniform distribution Uniform(1, 2).

\[
U_1 = \text{Uniform}(-1, 1) \\
p(U_2 = 1) = \expit(0.5) \\
p(Z = 1) = \expit(0.5) \\
p(A = 1 \mid Z, U_1, U_2) = \expit(-0.5 + \beta_{ZA}Z - \beta_{U_1A}U_1 + \beta_{U_2A}U_2) \\
p(M = 1 \mid Z, A) = \expit(-0.5 - \beta_{ZM}Z + \beta_{AM}A) \\
Y \mid U_1, U_2, M = \beta_{U_1Y}U_1 + \beta_{U_2Y}U_2 - \beta_{MY}M + \text{Normal}(0, 1).
\]

Similarly, data generation for Fig. 11(b) is performed as follows:

\[
U_1 = \text{Uniform}(-1, 1) \\
U_3 = \text{Uniform}(-1, 1) \\
p(U_2 = 1) = \expit(0.5) \\
p(U_4 = 1) = \expit(0.5) \\
p(Z = 1 \mid U_3, U_4) = \expit(0.5 + \beta_{U_3Z}U_3 - \beta_{U_4Z}U_4) \\
p(A = 1 \mid Z, U_1, U_2) = \expit(-0.5 + \beta_{ZA}Z - \beta_{U_1A}U_1 + \beta_{U_2A}U_2) \\
p(M = 1 \mid U_3, U_4, A) = \expit(-0.5 - \beta_{U_3M}U_3 + \beta_{U_4M}U_4 + \beta_{AM}A) \\
Y \mid U_1, U_2, M = \beta_{U_1Y}U_1 + \beta_{U_2Y}U_2 - \beta_{MY}M + \text{Normal}(0, 1).
\]

Data generation for Fig. 11(c) is similar to Fig. 11(a) except the equation for \( M \) is modified to include \( U_{1,2} \) as follows,

\[
p(M = 1 \mid Z, A, U_1, U_2) = \expit(-0.5 - \beta_{ZM}Z + \beta_{AM}A + \beta_{U_1M}U_1 - \beta_{U_2M}U_2).
\]

Data generation for Fig. 11(d) is also similar to Fig. 11(a) except the equation for \( Y \) is modified to include \( A \) as follows,

\[
Y \mid U_1, U_2, M, A = \beta_{U_1Y}U_1 + \beta_{U_2Y}U_2 - \beta_{MY}M - \beta_{AY}A + \text{Normal}(0, 1).
\]

For non-linear data generating processes, the equations for \( M \) are modified in all the graphs in Fig. 11 to add an interaction term between \( Z \) and \( A \). Since we are using the dual weights estimated via machine learning techniques to perform the front-door test and compute the causal effect, it suffices to make this relation non-linear – non-linearity in other portions of the data generating process would not affect the computation of the dual weights due to variational independence.

Finally, for experiments comparing IV and front-door estimation, the graph used to generate data in a manner that satisfies the front-door but not IV assumptions is Fig. 11(a), and so the data generating mechanism remains the same. To generate data for a graph satisfying both assumptions, we use a subgraph where the \( Z \to M \) is absent corresponding to dropping \( Z \) from the equation for \( M \) as follows: \( p(M = 1 \mid A) = \expit(-1 + \beta_{AM}A) \).
G PROOFS

Theorem 1

Proof. Per Lemma 2, if \( p(Z, A, M, Y) \) satisfies assumptions (A1-A3), the Verma constraint is non-trivial in the following sense: There is no ordinary independence constraint between \( Z \) and \( Y \) in the observed data distribution and the independence \( Z \perp Y \) arises only in the post-intervention distribution \( p(Z, A, Y \mid do(m)) \). Under Verma faithfulness, distributions that satisfy this constraint must nested Markov factorize wrt an ADMG that permits identification of \( p(Z, A, Y \mid do(m)) \), and where \( Z \) and \( Y \) are m-separated in the resulting CADMG obtained by removal of edges into \( M \). Clearly \( Z \) and \( Y \) are not adjacent (via a directed or bidirected edge) in any such ADMG \( G \). We now show that the existence of any structure such that \( A \) has a bidirected path to one of its children would contradict the aforementioned conditions.

From results in Tian and Pearl [2002], we know that \( p(Z, A, Y \mid do(m)) \) is identified from an observed data distribution nested Markov relative to \( G \) if and only if there is no bidirected path from \( M \) to \( Y \) in \( G \). Given the existence of \( A \rightarrow M \rightarrow Y \) due to assumption (A1), the presence of \( M \leftrightarrow Y \) in \( G \) then contradicts identifiability of \( p(Z, A, Y \mid do(m)) \). From the discussion in Appendix A, the relevance assumption is not satisfied if only \( A \leftarrow M \) exists in \( G \) (see Fig. 8(c) for an example.) Hence, \( A \leftrightarrow M \) must be paired with either \( M \leftarrow Y \), which we know contradicts identifiability, or \( A \leftarrow Y \). When paired with the latter we get the bidirected path \( M \leftrightarrow A \leftarrow Y \) which also contradicts identifiability of \( p(Z, A, Y \mid do(m)) \). Hence, in ADMGs encoding the Verma constraint, the only bidirected edge permitted between \( A, M, \) and \( Y \) is \( A \leftrightarrow Y \). In fact, \( A \leftrightarrow Y \) must be present to satisfy assumption (A2). This is why the edge is compelled in all ADMGs in the pattern Fig. 3(a).

The presence of \( A \rightarrow Y \) in \( G \) does not necessarily contradict identifiability of \( p(Z, A, Y \mid do(m)) \). However, it contradicts m-separability between \( Z \) and \( Y \) in the resulting CADMG due to the presence of the chain \( Z \rightarrow A \rightarrow Y \) which must be blocked by conditioning on \( A \), so doing opens a collider path \( Z \leftarrow A \rightarrow Y \) (\( \leftarrow \) depicts a directed edge or bidirected edge; at least one of these must be present in \( G \) due to the relevance assumption A2.) So far we have shown that if the Verma constraint holds, the corresponding ADMG \( G \) is one in which (i) \( Z \) and \( Y \) are not adjacent, (ii) the only bidirected edge present between the variables \( A, M, \) and \( Y \) is \( A \leftrightarrow Y \), and (iii) \( A \rightarrow Y \) is not present.

The only remaining possibility for the existence of a bidirected path from \( A \) to its child \( M \) then is if we have both \( Z \leftarrow A \) and \( Z \leftarrow M \) in \( G \). This too produces a contradiction, as these edges complete another bidirected path \( M \leftarrow Z \leftarrow A \leftarrow Y \) resulting in non-identifiability of \( p(Z, A, Y \mid do(m)) \). Hence, the distribution factorizes according to some ADMG \( G \) that has no bidirected path from \( A \) to any of its children (and the choice of valid ADMGs are given by the pattern in Fig. 3(a).)

\[ \square \]

Lemma 1:

Proof. In any valid ADMG derived from pattern 3(a), we know that \( A \) does not have any bidirected path to any of its children. Let \( D_A \) represent the district of \( A \) in any such ADMG. Per results in Tian and Pearl [2002], the post-intervention distribution \( p(V \setminus A \mid do(a)) \) is identified as

\[
p(V) \times \frac{\sum_A q_{D_A}(D_A \mid pa_G(D_A))}{q_{D_A}(D_A \mid pa_G(D_A))}.
\]

In our case, this implies \( p(Z, M, Y \mid do(a)) = p(Z, A, M, Y) \hat{=} \hat{q}(A \mid Z, M, Y) \mid A=a, \) where \( \hat{q}(.) = \sum_A q_{D_A}(D_A \mid pa_G(D_A)) \).

Hence, to show that the post-intervention distribution is identified by the same functional in any ADMG in Fig. 3(a), it suffices to show that \( \sum_A q_{D_A}(D_A \mid pa_G(D_A)) \) is the same in all such ADMGs. There are only two cases: the first where \( D_A = \{Z, A, Y\} \) and second where \( D_A = \{Z, Y\} \) (\( M \) cannot be in \( D_A \) by the pre-condition that \( A \) has no bidirected path to its children.) In the first case, \( q_{D_A}(D_A \mid pa_G(D_A)) \equiv p(Z, A, Y \mid do(m)) = p(Z) \times p(A \mid Z) \times p(Y \mid A, M, Z) \).

Therefore,

\[
\frac{q_{D_A}(D_A \mid pa_G(D_A))}{\sum_A q_{D_A}(D_A \mid pa_G(D_A))} = \frac{p(Z) \times p(A \mid Z) \times p(Y \mid A, M, Z)}{\sum_A p(Z) \times p(A \mid Z) \times p(Y \mid A, M, Z)} = \frac{p(A \mid Z) \times p(Y \mid A, M, Z)}{\sum_A p(A \mid Z) \times p(Y \mid A, M, Z)}.
\]

In the second case when \( D_A = \{Z, Y\} \) we have already seen in Section 3 that \( q_{D_A}(D_A \mid pa_G(D_A)) = p(A \mid Z) \times p(Y \mid A, M, Z) \). The result immediately follows that in both scenarios the conditional kernels are the same. That is, regardless of the specific edges incorporated from the pattern in Fig. 3(a), the functional for \( p(Z, M, Y \mid do(a)) \) and hence \( E[Y \mid do(a)] \) remains the same.

\[ \square \]