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Abstract

The Potts model has many applications. It is equivalent to some min-cut and max-flow models. Primal-dual algorithms have been used to solve these problems. Due to the special structure of the models, convergence proof is still a difficult problem. In this work, we developed two novel, preconditioned, and over-relaxed alternating direction methods of multipliers (ADMM) with convergence guarantee for these models. Using the proposed preconditioners or block preconditioners, we get accelerations with the over-relaxation variants of preconditioned ADMM. The preconditioned and over-relaxed Douglas-Rachford splitting methods are also considered for the Potts model. Our framework can handle both the two-labeling or multi-labeling problems with appropriate block preconditioners based on Eckstein-Bertsekas and Fortin-Glowinski splitting techniques.

Keywords. image segmentation, block preconditioner, ADMM, Douglas-Rachford splitting, over-relaxation

1 Introduction

During recent twenty years, convex optimization was successfully introduced as a powerful tool to image processing, computer vision and machine learning, which is mainly credited to the pioneering works from both theoretical and algorithmic studies [3, 10–12, 18, 22, 26], along with vast applications, for examples, the total-variation-based image denoising [17, 24], image segmentation [11, 12, 20, 26], the sparsity-based image reconstruction [3, 30], and total-variation-based motion estimation [27] etc.

The basic convex optimization theory related to these applications aims to minimize a finite sum of convex function terms:

\[ \min_{u} \ f_1(u) + \ldots + f_n(u) , \]  

(1.1)
where it also models the convex constrained optimization problem as its special case, such that the convex constraint set $C$ on the variables $u(x) \in C$ can be rewritten by adding the associate characteristic function into (1.1).

Given the very high dimension of the solution $u$ of many applications, the iterative first-order optimization schemes, which essentially make use of the first-order gradient information, play the central role in building up practical algorithmic implementations with an affordable computational cost per iteration. In this perspective, the conjugate or duality form of each convex function term in (1.1)

$$f_i(u) = \max_{p_i} \langle u, p_i \rangle - f_i^*(p_i)$$

provides one of the most powerful tool in both analyzing and developing such first-order iterative algorithms, for which the introduced new dual variable $p_i$ for each functional term $f_i$ just represents the first-order gradient of $f_i(u)$ implicitly. By simple computations, this brings two equivalent optimization models to the studied convex minimization problem (1.1), a.k.a. the primal-dual model:

$$\min_u \max_p \langle p_1 + \ldots + p_n, u \rangle - f_1^*(p_1) - \ldots - f_n^*(p_n), \quad p := (p_1, \ldots, p_n),$$

(1.3)

and the dual model

$$\max_p - f_1^*(p_1) - \ldots - f_n^*(p_n), \quad \text{s.t.} \quad p_1 + \ldots + p_n = 0.$$  

(1.4)

Actually, for each convex function $f_i(u)$, the optimum of $p_i$ for its dual expression (1.2) is nothing but its corresponding gradient or subgradient at $u$; therefore, the linear equality constraint $p_1 + \ldots + p_n = 0$ for the dual model (1.4) exactly represents the first-order optimal condition to the studied convex optimization problem (1.1), i.e.,

$$0 \in \partial f_1(u) + \ldots + \partial f_n(u).$$

In addition, for the dual optimization problem (1.4), the optimum multiplier $u^*$ to its linear equality constraint $p_1 + \ldots + p_n = 0$ is just the minimum of the original convex optimization problem (1.1), which can be easily seen by the formulation (1.3).

Especially, each term $f_i^*(p_i)$, $i = 1 \ldots n$, in the energy functional of the dual model (1.4) solely depends on an independent variable $p_i$ which is loosely correlated to the other variables by the linear equality constraint $p_1 + p_2 + \ldots + p_n = 0$. This is in contrast to its original optimization model (1.1) whose energy functional terms are interacted with each with the common unknown variable $u$. This provides a big advantage in develop splitting optimization algorithms, to tackle the underlying convex optimization problem, particularly at a large scale. For instance, the classical augmented Lagrangian method (ALM) [4, 23] provides an optimization framework to develop the corresponding algorithmic scheme for the linearly constrained dual model (1.4), which involves two sequential steps at each iteration:

$$p^{k+1} = \arg \max_p L(u^k, p) - c_k \|p_1 + \ldots + p_n\|^2,$$  

(1.5)

$$u^{k+1} = u^k - c_k (p_1^{k+1} + \ldots + p_n^{k+1}),$$  

(1.6)
where the positive parameter $c_k > 0$ is the associate step-size.

In this work, we focus on developing novel efficient convex optimization methods, based on primal-dual optimization theory, to image segmentation. As one of the most fundamental problems of image processing and computer vision, a lot of contributions were dedicated into image segmentation during last three decades. Despite big progresses upon current convolution neural networks (CNNs), whose results heavily rely on both the quantity and quality of training data, one of the most successful and popular mathematical models for image segmentation is firmly rooted in the theory of min-cut/max-flow, which was originally developed on account of Markov random fields (MRF), and a series efficient and robust solvers have been developed based on graph-cuts [5]. In [2, 26, 28], continuous max-flow and min-cut problem is considered. It is shown that the Potts model is equivalent to a continuous min-cut and max-flow problem. If one discrete these models with specific approximations and the so-called ”length” term, they reduce to existing graph-cut models. However, they can also produce some discrete models that are not submodulus and can be solved with fast algorithms. Augmented Lagrangian method was used to solve these problems [28]. For augmented Lagrangian methods, one needs to solve all the dual variables simultaneously followed by updating the Lagrangian multipliers, which is difficult for practical applications. Thus, alternating direction method of multipliers (ADMM) are actually employed in [26, 28] for solving the dual problem. However, although the dual variables can be solved with ADMM consecutively, which are more convenient than augmented Lagrangian method, the convergence can not be guaranteed due to the three dual variables. It is recently found that ADMM iterations can be divergent if there are more than two block of variables [13], which is the case in [26, 28] unfortunately.

Our contributions are two-fold. We first propose two convergent ADMM methods to solve these models. The first step is regrouping the dual variables into two big blocks. However, some multiple variables are still coupled with each other and the subproblems are still hard to solve. In order to solve the nonlinear subproblems, we proposed delicate preconditioners for easy computations of the subproblems. Various efficient preconditioners or block-preconditioners are proposed for both the two-phase or multi-phase problems. To the best knowledge of the authors, the ADMM proposed in this paper are the first convergent variants of ADMM for continuous max-flow problems in the literature.

Our second contribution is that we can get accelerations with some over-relaxed variants of the ADMM with preconditioners. It is shown that for various optimization and regularization problems including the image denoising problems, over-relaxation can gain accelerations [14,21,25]. There are two kinds of over-relaxations for ADMM including the over-relaxation originated from [14,16,21] and the over-relaxation from [15]. Both kinds of over-relaxations are considered for two-phases and multi-phase problems. As shown in the numerical parts, good accelerations can be obtained with our over-relaxation and preconditioning technique. We also considered the preconditioned Douglas-Rachford splitting algorithm for comparison.

The paper is organized as follows. In section 2, we give an introduction of the min-
cut primal approach and max-flow dual approach for both two-phase and multi-phase problems. We also give a brief introduction of some existing algorithms. In section 3, we focus on two novel variants of convergent relaxed and preconditioned ADMM, along with the classical ADMM in [2, 28, 29] for both two-phase and multi-phase image segmentation problems. Preconditioners or block-preconditioners are developed for the corresponding algorithms. The relaxed and preconditioned Douglas-Rachford splitting method for the saddle-point approach is also discussed. In section 4, we present some detailed numerical experiments to show the efficiency of the proposed algorithms. In the section 5, we give a some conclusions and discussions.

2 Preliminary Theories

2.1 Primal and Dual Models with continuous min-cut and max-flow settings

In this study, we focus on the classical convex optimization models to image segmentation, which are essentially proposed and formulated based on the theory of Markov random fields (MRF). During the last decades, the min-cut model was becoming one of the most successful models for foreground-background image segmentation [5, 6], which has been well studied in the discrete graph setting and can be efficiently solved by the scheme for max-flow problems. In fact, such min-cut model can be also formulated in a spatially continuous setting, i.e. the spatially continuous min-cut problem [12]:

$$
\min_{u(x) \in \{0, 1\}} \int_{\Omega} \left\{ (1 - u)C_t + uC_s \right\}(x) \, dx + \alpha \int_{\Omega} |\nabla u| \, dx,
$$

(2.1)

where $C_s(x)$ and $C_t(x)$ are the cost functionals such that, for each pixel $x \in \Omega$, $C_s(x)$ and $C_t(x)$ give the costs to label $x$ as 'foreground' and 'background' respectively. The optimum $u^*(x)$ to the combinatorial optimization problem (2.1) defines the optimal foreground segmentation region $S$ such that $u^*(x) = 1$ for any $x \in S$, and the background segmentation region $\Omega \setminus S$ otherwise.

Chan et al. [12] proved that the challenging non-convex combinatorial optimization problem (2.1) can be solved globally by computing its convex relaxation model, i.e. the convex relaxed min-cut model:

$$
\min_{u(x) \in [0, 1]} \int_{\Omega} \left\{ (1 - u)C_s + uC_t \right\} \, dx + \alpha \int_{\Omega} |\nabla u| \, dx,
$$

(2.2)

while thresholding the optimum of (2.2) with any parameter $\beta \in (0, 1)$. Hence, the difficult combinatorial optimization problem (2.1) can be exactly solved by a convex minimization problem (2.2) instead. Particularly, Yuan et al. [26, 28] observed that the convex relaxed min-cut model (2.2) can be equivalently reformulated by its dual model,
i.e. the *continuous max-flow model*:

\[
\max_{p_s,p,t,q} \int_\Omega p_s(x) \, dx
\]

\[
\text{s.t. } |q(x)| \leq \alpha, \quad p_s(x) \leq C_s(x), \quad p_t(x) \leq C_t(x);
\]

\[
(\text{div } q - p_t + p_s)(x) = 0.
\]

For multiphase image segmentation, *Potts model* is used as the basis to formulate the associated mathematical model \([5,6]\) by minimizing the following energy function

\[
\min_u \sum_{i=1}^n \int_{\Omega} u_i(x) \rho(\ell_i, x) \, dx + \alpha \sum_{i=1}^n \int_{\Omega} |\nabla u_i| \, dx
\]

subject to

\[
\sum_{i=1}^n u_i(x) = 1, \quad u_i(x) \in \{0, 1\}, \ i = 1 \ldots n, \ \forall x \in \Omega,
\]

where \(\rho(\ell_i, x), \ i = 1 \ldots n\), are the cost functionals: for each pixel \(x \in \Omega\), \(\rho(\ell_i, x)\) gives the cost to label \(x\) as the segmentation region \(i\). Potts model seeks the optimum labeling function \(u^*_i(x), \ i = 1 \ldots n\), to the combinatorial optimization problem (2.6), which defines the segmentation region \(\Omega_i\) such that \(u^*_i(x) = 1\) for any \(x \in \Omega_i\). Clearly, the linear equality constraint \(u_1(x) + \ldots + u_n(x) = 1\) states that each pixel \(x\) belongs to a single segmentation region.

Similar as the convex relaxed min-cut model (2.2), we can relax each binary constraint \(u_i(x) \in \{0, 1\}\) in (2.7) to the convex set \(u_i(x) \in [0, 1]\), then formulate the convex relaxed optimization problem of Potts model (2.6) as

\[
\min_{u \in S} \sum_{i=1}^n \int_{\Omega} u_i(x) \rho(\ell_i, x) \, dx + \alpha \sum_{i=1}^n \int_{\Omega} |\nabla u_i| \, dx
\]

where

\[
S = \{u(x) \mid (u_1(x), \ldots, u_n(x)) \in \Delta_n^+, \ \forall x \in \Omega\}\.
\]

\(\Delta_n^+\) is the simplex set in the space \(\mathbb{R}^n\).

Through variational analysis (c.f. \([29]\)), it was proven that the dual formulation, i.e. the following *continuous max-flow model*, is equivalent to the convex relaxed Potts model (2.8):

\[
\max_{p_s,p,t,q} \int_{\Omega} p_s \, dx,
\]

subject to

\[
|q_i(x)| \leq \alpha, \quad p_i(x) \leq \rho(\ell_i, x), \quad i = 1 \ldots n;
\]

\[
(\text{div } q_i - p_t + p_s)(x) = 0, \quad i = 1, \ldots, n.
\]

The linear equality constraints (2.5) and (2.12) just correspond to the classical flow conservation conditions of the max-flow models (2.3) and (2.10) respectively.
2.2 ALM-Based Splitting Algorithms

In this section, we will give a brief review of the classical ALM-based algorithms for solving both foreground-background and multiphase image segmentation problems [26, 28, 29]. These were developed under the perspective of dual formulations (2.3) and (2.10). For example, the dual formulation of (2.3) is as follows:

\[
\max_{p_s, p_t, q} \langle 1, p_s \rangle - I_{\{p_s \leq C_s\}}(p_s) - I_{\{p_t \leq C_t\}}(p_t) - I_{\{\|q\|_\infty \leq \alpha\}}(q),
\]

subject to the linear equality constraint (2.5), i.e. the flow-conservation condition. The convex set constraints of (2.4) are encoded in the energy functional of (2.13) by their associate indicator functions \( I_{\{p_s \leq C_s\}}(p_s) \), \( I_{\{p_t \leq C_t\}}(p_t) \) and \( I_{\{\|q\|_\infty \leq \alpha\}}(q) \) respectively. Given its corresponding augmented Lagrangian functional:

\[
L_c(u, p_s, p_t, q) = \langle 1, p_s \rangle - I_{\{p_s \leq C_s\}}(p_s) - I_{\{p_t \leq C_t\}}(p_t) - I_{\{\|q\|_\infty \leq \alpha\}}(q)
\]

+ \langle u, p_t - p_s + \text{div } q \rangle - \frac{c}{2} \| p_t - p_s + \text{div } q \|_2^2,
\]

in view of the typical ALM scheme (1.5), optimizing all the dual variables, e.g. \((p_s, p_t, q)\) for (2.3) and \((p_s, p_t, q)\) for (2.10), simultaneously at each iteration is impractical. Henceforth, the parameter \( c \) denotes the step size of ALM scheme. ADMM, by optimizing each dual variable block sequentially, is thus employed in [26, 28, 29] for actual implementations. However, it turns out that solving the nonlinear subproblem involving with \( q \) is still challenging, i.e.,

\[
(\partial I_{\{\|q\|_\infty \leq \alpha\}}(\cdot) + c \text{div } * \text{div})^{-1}.
\]

In [26, 28, 29], the one-step projection is introduced for the update of \( q^{k+1} \) as follows along with the updates of all the remaining variables, i.e.,

\[
\begin{align*}
q^{k+1} &= \mathcal{P}_{\alpha} \left( (I - \frac{1}{\alpha} \nabla \nabla^*) q^k + \frac{1}{\alpha} \nabla (p_t^k - p_s^k - \frac{u^k}{c}) \right), \\
p_t^{k+1} &= \mathcal{P}_{C_t}(p_t^k + \text{div } q^{k+1} - \frac{u^k}{c} + \frac{1}{c}), \\
p_s^{k+1} &= \mathcal{P}_{C_s}(p_s^{k+1} - \text{div } q^{k+1} + \frac{u^k}{c}), \\
u^k &= u^k - c(p_t^{k+1} - p_s^{k+1} + \text{div } q^{k+1}),
\end{align*}
\]

(2.15)

where the projections \( \mathcal{P}_{\alpha} \), \( \mathcal{P}_{C_s} \) and \( \mathcal{P}_{C_t} \) are as follows:

\[
\mathcal{P}_{\alpha}(\tilde{q}) = \frac{\tilde{q}}{\max(1.0, \frac{\|\tilde{q}\|_2}{\alpha})}, \quad \mathcal{P}_{C_s}(\tilde{p}_s) = \min(\tilde{p}_s, C_s), \quad \mathcal{P}_{C_t}(\tilde{p}_t) = \min(\tilde{p}_t, C_t).
\]

(2.16)

However, the convergence of (2.15) is not guaranteed, where it is recently discovered that such an ADMM iteration could be divergent for optimizing more than two blocks of variables consecutively [13], which is exactly the cases studied in [26, 28, 29] unfortunately. This motivates us to design convergent and more efficient ADMM-based method.
3 Novel ADMM-Based Optimization Methods

In this section, we propose two novel convergent ADMM types of optimization algorithms, i.e. Eckstein-Bertsekas-type and Fortin-Glowinski-type for solving the studied image segmentation problems in terms of (2.3) and (2.10). Particularly, our experiments show the derived algorithms both outperform the classical ALM-based algorithms introduced in [26,28,29].

3.1 Novel ADMMs for Foreground-Background Image Segmentation

3.1.1 Relaxed and Preconditioned ADMM of Eckstein-Bertsekas Type

Let the new variable $p$ denote the variable blocks $(p_s, p_t)$. We can equivalently generalize the dual model (2.3) of foreground-background image segmentation as the optimization of two variable blocks $(p, q)$ such that

$$\max_{p,q} -G(p) - H(q),$$

subject to

$$Ap + Bq = 0,$$

where

$$G(p) := (1, p_s) - I_{\{p_s \leq C_s\}}(p_s) - I_{\{p_t \leq C_t\}}(p_t), \quad H(q) := I_{\{|q| \leq \alpha\}}(q),$$

and

$$A = [I, -I], \quad B = \text{div}.$$ 

Its associated augmented Lagrangian functional can thus be formulated as follows:

$$L(u, p, q) = -G(p) - H(q) + \langle u, Ap + Bq \rangle - \frac{c}{2} \|Ap + Bq\|^2_2.$$ (3.3)

For the given matrix

$$A^*A = \begin{bmatrix} I & -I \\ -I & I \end{bmatrix},$$ (3.4)

we see that $cA^*A + \partial G$ and $cB^*B + \partial H$ are nonlinear and maximal monotone operators, which, however, have no explicit inverse. The subproblems for ADMM involving $p$ and $q$ thus are very challenging to solve.

Now, let’s turn to the relaxed and preconditioned ADMM of Eckstein-Bertsekas type [25], which actually origins from the relaxed Douglas-Rachford splitting method to the dual problem [15]. The relaxed and preconditioned ADMM of Eckstein-Bertsekas type for solving the equivalent dual problem (3.1) reads as follows [25],

$$q^{k+1} = (N + \partial H)^{-1}(B^*(-cAp^k + u^k) + (N - cB^*B)q^k),$$

$$p^{k+1} = (M + \partial G)^{-1}(A^*(-cp_kBq^{k+1} + c(1 - \rho_k)Ap^k + u^k) + (M - cA^*A)p^k),$$

$$u^{k+1} = u^k - c(Ap^{k+1} - (1 - \rho_k)Ap^k + \rho_k Bq^{k+1}),$$ (3.5)
where \( \{ \rho_k \in (0, 2) \} \) is a non-decreasing sequence, \( c \) is the step size as before and \( N, M \) are two bounded and linear operators (or matrices) satisfying

\[
N - cB^*B \geq 0, \quad M - cA^*A \geq 0, \tag{3.6}
\]

which are sufficient for the convergence of (3.5). However, designing \( M \) and \( N \) satisfying (3.6) such that \( M + \partial H \) and \( N + \partial G \) are more efficient to invert is very challenging. We present several different strategies depending on the corresponding operators. For (3.5), we choose,

\[
N = acI, \quad M = \tilde{a}cI_2, \quad I_2 := \text{Diag}[I, I].
\]

For the choice of the operators \( M \) and \( N \) and the convergence of (3.5), we introduce the preconditioners to both dual variables with mild conditions and we have the following theorem.

**Theorem 1.** For the discretized divergence operator \( \text{div} \) and matrix \( A = [I, -I] \), we have

\[
8I \geq \text{div}^* \text{div}, \quad 2I_2 \geq A^*A.
\]

We thus can choose \( M = 2cI \) and \( N = 8cI_2 \) with \( a = 8 \) and \( \tilde{a} = 2 \) satisfying the condition (3.6). Assuming \( \{ \rho_k \in (0, 2) \} \) is a non-decreasing sequence, then \((q^k, p^k, u^k)\) converges weakly to a saddle-point \((q^*, p^*, u^*)\) of (3.3) and \((q^*, p^*)\) is a solution of (3.1).

**Proof.** It is known that \( \text{div}^* \text{div} \leq 8I \), c.f. [1]. Since for any \( v = [x, y]^T \), we have

\[
\begin{bmatrix}
2I & 0 \\
0 & 2I
\end{bmatrix}
\begin{bmatrix}
x \\
y
\end{bmatrix} = 2x^2 + 2y^2 \geq x^2 + y^2 - 2xy = v^TA^*Av = [x, y]
\begin{bmatrix}
I & -I \\
-I & I
\end{bmatrix}
\begin{bmatrix}
x \\
y
\end{bmatrix},
\]

we get \( 2I_2 \geq A^*A \). The remaining convergence follows Theorem 4.1 in [25]. \qed

By simple computation, we further write the detailed steps for each iteration of (3.5) applying the continuous max-flow model (2.4):

\[
q^{k+1} = \mathcal{P}_\alpha \left( (I - \frac{1}{a} \text{div}^* \text{div})q^k + \frac{1}{a} \nabla (p_t^k - p_s^k - \frac{u^k}{c}) \right),
\]

\[
p_t^{k+1} = \mathcal{P}_{C_t} \left( p_t^k - \frac{\rho_k}{a}(p_t^k - p_s^k) + \frac{1}{a}(-\rho_k \text{div} q^{k+1} + \frac{1}{c}u^k) \right), \quad \text{(rpADMMIII)}
\]

\[
p_s^{k+1} = \mathcal{P}_{C_s} \left( p_s^k - \frac{\rho_k}{a}(p_s^k - p_t^k) + \frac{1}{a}(\rho_k \text{div} q^{k+1} - \frac{1}{c}u^k + \frac{1}{c}) \right),
\]

\[
u^{k+1} = u^k - c \left( (p_t^{k+1} - p_s^{k+1}) - (1 - \rho_k)(p_t^k - p_s^k) + \rho_k \text{div} q^{k+1} \right).
\]

For the above algorithm rpADMMIII, the projections \( \mathcal{P}_\alpha, \mathcal{P}_{C_t}, \mathcal{P}_{C_s} \) are the same as in (2.16) and the parameters \( a, \tilde{a} \) given in Theorem 1. \( \rho_k \equiv 1.9 \) is preferred in numerical computation. This kind of relaxation is originated from [15] and the principle is different from the relaxation in [16].
3.1.2 Relaxation and Preconditioned ADMM of Fortin-Glowinski Type

Now, let’s turn to another novel relaxed preconditioned ADMM of Fortin-Glowinski type for (3.3) as follows (c.f. [14,16,21]):

\[
\begin{align*}
q^{k+1} &= \arg\max_q L(u^k; p^k, q) - \frac{1}{2}\|q - q^k\|_P, \\
p^{k+1} &= \arg\max_p L(u^k; p, q^{k+1}) - \frac{1}{2}\|p - p^k\|_Q, \\
u^{k+1} &= u^k - r c (A p^{k+1} + B q^{k+1}),
\end{align*}
\]  

(3.7)

where the two linear operators \(P := acI - c \text{div}^* \text{div}\) and \(Q := \tilde{a}cI - c A^* A\). Unlike relaxation using (3.5), there is only relaxation on the updates of the Lagrangian multiplier \(u\).

The linear operators \(P)\) and \(Q\) are required to be positive semi-definite for the convergence with relaxation parameter \(r \in (0, \sqrt{\frac{\alpha}{2}})\), c.f. [14,16,21]. Theorem 1 reveals that we need \(a \geq 8\) and \(\tilde{a} \geq 2\). By simple computation, we get the following detailed steps for each iteration of (3.7):

\[
\begin{align*}
q^{k+1} &= \mathcal{P}_\alpha \left((I - \frac{1}{a} \text{div}^* \text{div}) q^k + \frac{1}{a} \nabla (p^k_t - p^k_s - \frac{u^k}{c})\right), \\
p^{k+1} &= \mathcal{P}_{C_t} \left(p^k_t - \frac{1}{a} (p^k_t - p^k_s) + \frac{1}{a} (-\text{div} q^{k+1} + \frac{1}{c} u^k)\right), \\
p^{k+1}_s &= \mathcal{P}_{C_s} \left(p^k_s - \frac{1}{a} (p^k_s - p^k_t) + \frac{1}{a} (\text{div} q^{k+1} - \frac{1}{c} u^k + \frac{1}{c})\right), \\
u^{k+1} &= u^k - r c \left(p^{k+1}_t - p^{k+1}_s + \text{div} q^{k+1}\right).
\end{align*}
\]

(rpADMM)

In the sequel, we choose \(a = 8, \tilde{a} = 2\) and the relaxation parameter \(r = 1.618\) for the experiments by (rpADMM).

**Remark 1.** The ADMM (2.15) in [26,28,29] is equivalent to the following proximal ADMM

\[
\begin{align*}
q^{k+1} &= \arg\max_q L(u^k; p^k_t, p^k_s, q) - \frac{1}{2}\|q - q^k\|_{acI - c \nabla \nabla^*}, \\
p^{k+1}_s &= \arg\max_p L(u^k; p^k_t, p^k_s, q^{k+1}), \\
p^{k+1}_t &= \arg\max_p L(u^k; p^k_t, p^{k+1}_s, q^{k+1}),
\end{align*}
\]  

(3.8a,b,c)

where the weighted norm \(\|\cdot\|_{acI - c \nabla \nabla^*}\) is defined as

\[\|q - q^k\|_{acI - c \nabla \nabla^*}^2 = ((acI - c \nabla \nabla^*)(q - q^k), q - q^k)\].

Clearly, the parameter \(a \geq 8\) should be chosen in order to guarantee non-negativeness of the matrix \(acI - c \nabla \nabla^*\), which is exactly the case \(1/a = 0.125\) that is employed in [26,28,29].

3.1.3 Relaxed Preconditioned Splitting Method of Douglas-Rachford Type

In this part, we would introduce a relaxed preconditioned splitting method of Douglas-Rachford type [9], which is particularly designed to efficiently tackle the following primal-dual optimization with a special quadratic term:

\[
\min_x \max_y F(x) + \langle K x, y \rangle - G(y),
\]  

(3.9)
where $F(x) = (\frac{1}{2} Q x - f, x)$.

Each iteration of the relaxed preconditioned splitting method of Douglas-Rachford type for such special type primal-dual optimization problem (3.9) can be written as:

\[
\begin{align*}
    x^{k+1} &= x^k + M_Q^{-1} [\sigma f - \sigma K^* y^k - T_Q x^k], \\
    y^{k+1} &= y^k + \tau K x^{k+1}, \\
    \bar{y}^{k+1} &= \bar{y}^k + \rho [(I + \tau \partial G)^{-1} (2y^{k+1} - \bar{y}^k) - y^{k+1}],
\end{align*}
\]

(rPDRQ)

where $M_Q = N_1 + \sigma Q + \sigma \tau K^* K$ is the preconditioner for $T_Q = \sigma Q + \sigma \tau K^* K$ and $\sigma, \tau$ are positive sizes that can be chosen freely. The convergence of iterations (rPDRQ) can be guaranteed; see [9] for the case $\rho = 1$ and [8] for the case $\rho \in (0, 2)$.

**Proposition 2** ([9]). Assuming $x \in X$ and $y \in Y$ with $X, Y$ being the finite dimensional spaces, if the preconditioner satisfies the feasibility condition, i.e., $M_Q \geq T_Q$, then iteration sequence $\{x^k, y^k\}$ of the preconditioned Douglas-Rachford splitting (rPDRQ) converges to a saddle-point $(x^*, y^*)$ of (3.9).

To confirm the convergence of the above algorithm (rPDRQ), $M_Q \geq T_Q$ is required [8], hence $N_1 = M_Q - T_Q$ must be a positive semi-definite matrix.

Now we consider the equivalent primal-dual formulation (3.9) with the following data,

\[
F(x) = 0, \quad Q = 0, \quad x = u, \quad K = \begin{pmatrix} -\nabla \\ I \\ -I \end{pmatrix}, \quad y = \begin{pmatrix} q \\ p_t \\ p_s \end{pmatrix},
\]

and

\[
G(y) = -\langle 1, p_s \rangle + I_{\{p_s \leq C_s\}} (p_s) + I_{\{p_t \leq C_t\}} (p_t) + I_{\{||q||_\infty \leq \alpha\}} (q).
\]

Therefore $K^* K$ is

\[
(\text{div } I - I) \begin{pmatrix} -\nabla \\ I \\ -I \end{pmatrix} = -\Delta + 2I,
\]

followed by

\[
M_Q = N_1 + \sigma \tau K^* K = N_1 + \sigma \tau (-\Delta + 2I), \quad T_Q = \sigma \tau K^* K = \sigma \tau (-\Delta + 2I),
\]

with $N_1 \geq 0$.

Actually, the symmetric red-black Gauss-Seidel (sRBGS) type of algorithm can be used and $N_1 + \sigma \tau K^* K$ is just the sRBGS preconditioner for $T_Q$, c.f. [8]. We thus get the following preconditioned Douglas-Rachford splitting method (rPDRQ) for (6.1):

\[
\begin{align*}
    u^{k+1} &= u^k + M_Q^{-1} [\sigma (\text{div } \bar{y}^k + \bar{p}_t^k - \bar{p}_s^k) - T_Q u^k], \\
    q^{k+1} &= q^k - \tau \nabla u^{k+1}, \\
    p_t^{k+1} &= \bar{p}_t^k + \tau u^{k+1}, \\
    p_s^{k+1} &= \bar{p}_s^k - \tau u^{k+1}, \\
    \bar{q}^{k+1} &= \bar{q}^k + \rho [\mathcal{P}_\alpha (2\bar{q}^{k+1} - \bar{q}^k) - q^{k+1}], \\
    \bar{p}_t^{k+1} &= \bar{p}_t^k + \rho [\mathcal{P}_{C_t} (2\bar{p}_t^{k+1} - \bar{p}_t^k) - \bar{p}_t^{k+1}], \\
    \bar{p}_s^{k+1} &= \bar{p}_s^k + \rho [\mathcal{P}_{C_s} (2\bar{p}_s^{k+1} - \bar{p}_s^k) - \bar{p}_s^{k+1}].
\end{align*}
\]

(3.12)
One can combine the last six equations to three, eliminating $q^{k+1}, p^{k+1}, p_s^{k+1}$. For example

$$q^{k+1} = (1 - \rho)q^k + \rho r \nabla u^{k+1} + \rho P_\alpha(-2\tau \nabla u^{k+1} + \tilde{q}^k).$$

In numerical tests, we set $\rho = 1.9$. The convergence of this relaxed and preconditioned Douglas-Rachford splitting method can be guaranteed. The theory of [9] can be used for the convergence analysis.

### 3.2 Novel ADMMs for Multiphase Image Segmentation

In this section, we mainly focus on the multi-phase case. Although the framework is similar to the two-phase case, the block preconditioners are different due to the more complicated structures. We mainly discuss the over-relaxed ADMM of Eckstein-Bertsekas type [15] and Fortin-Glowinski type [16]. We shall develop several novel and efficient preconditioners.

#### 3.2.1 Relaxed Augmented Lagrangian Method of Eckstein-Bertsekas Type: Multi-phase case

Let’s first introduce the augmented Lagrangian functional for (2.10) with constraints (2.11) and (2.12) and the notations $u, p$ and $q$ as:

$$u = (u_1, \ldots, u_n)^T, \quad q = (q_1, \ldots, q_n)^T, \quad \bar{p} = (p_1, \ldots, p_n)^T.$$  \hspace{1cm} (3.13)

The augmented Lagrangian functional can be written as follows:

$$L(u; q; \bar{p}) := \langle p_s, 1 \rangle - \sum_{i=1}^n I_{\{p_i \leq \rho (l_i, x)\}}(p_i) - \sum_{i=1}^n I_{\{\|q_i\| \leq \alpha\}}(q_i)
+ \sum_{i=1}^n \langle u_i, \text{div} q_i + p_i - p_s \rangle - \frac{c}{2} \sum_{i=1}^n \|\text{div} q_i + p_i - p_s\|^2_2. \hspace{1cm} (3.14)$$

We will show how to solve it with the classical two-block ADMM with proximal terms. The notations $A^*, B^*, L_n$ and $I_n$ are as follows,

$$B^* = \text{Diag}[-\nabla, -\nabla, \ldots, -\nabla], \quad A^* = \begin{bmatrix} I_n & -L_n' \\ \end{bmatrix}, \hspace{1cm} (3.15)$$

and

$$L_n = [I_n, \ldots, I_n]^T, \quad I_n = \text{Diag}[I_n, \ldots, I_n]. \hspace{1cm} (3.16)$$

Let’s further introduce the following block variables and operators:

$$G(p) = -\langle p_s, 1 \rangle + \sum_{i=1}^n I_{\{p_i \leq \rho (l_i, x)\}}(p_i), \quad H(q) = \sum_{i=1}^n I_{\{\|q_i\| \leq \alpha\}}(q_i),$$

$$A = [I_n, -L_n], \quad B = \text{Diag}[\text{div}, \text{div}, \ldots, \text{div}].$$
Then the constraint (2.12) can be written as:

$$Ap + Bq = 0.$$  

(3.17)

The augmented Lagrangian (3.14) thus can be reformulated as the following two-block problem:

$$\min_u \max_{q, p} L(u, q, p) := -G(p) - H(q) + \langle u, Ap + Bq \rangle - \frac{c}{2} \|Ap + Bq\|^2.$$  

(3.18)

The preconditioning for $q$ is similar to the two-phase case. Let’s turn to preconditioning the $p$ variable. By direct calculation, we see

$$A^*A = \begin{bmatrix} I_n & -L_n \\ -L_n & nI \end{bmatrix}.$$  

Since $(cA^*A + \partial G)^{-1}$ do not have explicit representations and is hard to invert, specially designed preconditioners are needed. Now, let’s introduce our novel diagonal operator for dealing with the implicit equation of the $p$ variable and the corresponding efficient preconditioner.

$$\tilde{A} = \text{Diag}[a_1 I, a_1 I, \ldots, a_1 I, a_2 I, \ldots, a_1 I, a_2 I]_n, \quad a_1 \geq 2, \quad a_2 \geq 2n.$$  

(3.19)

The linear operators $N$ and $M$ in (3.5) are chosen as follows

$$N = acI_n, \quad M = c\tilde{A}, \quad I_n := \text{Diag}[I, I, \ldots, I].$$  

(3.20)

where $a \geq ||\text{div}^*\text{div}||$ and $\tilde{A}$ is the same as in (3.19). With preconditioners in (3.20), denoting $\tilde{q} = (\tilde{q}_1, \tilde{q}_2, \ldots, \tilde{q}_n)^T$ and $\tilde{p} = (\tilde{p}_1, \tilde{p}_2, \ldots, \tilde{p}_n, \tilde{p}_s)^T$, we have

$$(N + \partial H)^{-1}(\tilde{q}) = \left( P_\alpha\left(\frac{\tilde{q}_1}{ac}\right), P_\alpha\left(\frac{\tilde{q}_2}{ac}\right), \ldots, P_\alpha\left(\frac{\tilde{q}_n}{ac}\right) \right),$$

$$(M + \partial G)^{-1}(\tilde{p}) = \left( P_\rho(l_1, x)\left(\frac{\tilde{p}_1}{a_1 c}\right), P_\rho(l_2, x)\left(\frac{\tilde{p}_2}{a_1 c}\right), \ldots, P_\rho(l_n, x)\left(\frac{\tilde{p}_n}{a_1 c}\right), \frac{\tilde{p}_s + 1}{a_2 c} \right).$$

For the choice of $M$ and $N$ for the updating of $p$ and $q$ of the relaxed and preconditioned ADMM (3.5), we have the following theorem.

**Theorem 3.** For the diagonal operators $\tilde{A}$, we have $\tilde{A} \geq A^*A$. We thus choose $M = acI_n$ and $N = c\tilde{A}$ with $a = 8$ satisfying the condition in (3.6). Assuming $\{\rho_k \in (0, 2)\}$ is a non-decreasing sequence, then $(q^k, p^k, u^k)$ converges weakly to a saddle-point $(q^*, p^*, u^*)$ of (3.18) and $(q^*, p^*)$ is a solution of (2.10).

**Proof.** We first show that for any $p = (p_1, p_2, \ldots, p_n, p_s)^T$,

$$\langle \tilde{A}p, p \rangle \geq \langle p, A^*Ap \rangle.$$
With direct calculation, we have
\[
\langle p, A^*Ap \rangle = \langle (p_1, p_2, \cdots, p_n, p_s)^T, (p_1 - p_s, p_2, \cdots, p_n - p_s, -\sum_{i=1}^{n} p_i + np_s)^T \rangle
\]
\[
= \sum_{i=1}^{n} p_i(p_i - p_s) + p_s(-\sum_{i=1}^{n} p_i + np_s)
\]
\[
= \sum_{i=1}^{n} (p_i^2 - 2p_ip_s) + np_s^2 \leq 2\sum_{i=1}^{n} p_i^2 + 2np_s^2
\]
\[
\leq \langle \tilde{A}p, p \rangle.
\]
The convergence follows similarly to Theorem 1.  

With these preparations, for \( n = 4 \), writing the algorithm 3.5 for the 4-labeling case (2.10) component-wise, we have

\[
q_i^{k+1} = \mathcal{P}_{\rho} \left\{ \left( I - \frac{1}{a} \mathbf{div} \cdot \mathbf{div} \right) q_i^k + \frac{1}{a} \nabla (p_i^k - p_s^k - \frac{u_i^k}{c}) \right\}, \quad i = 1, 2, 3, 4, \tag{3.21a}
\]
\[
p_i^{k+1} = \mathcal{P}_{\rho(i,x)} \left( p_i^k - \frac{1}{a_1} (\rho_k(p_i^k - p_s^k) - \frac{1}{c}u_i^k + \rho_k \mathbf{div} q_i^{k+1}) \right), \quad i = 1, 2, 3, 4, \tag{3.21b}
\]
\[
p_s^{k+1} = p_s^k + \frac{1}{a_2} \left( \sum_{i=1}^{4} \rho_k \mathbf{div} q_i^{k+1} + \sum_{i=1}^{4} (\rho_k(p_i^k - p_s^k) - \frac{1}{c}u_i^k) + \frac{1}{c} \right),
\]
\[
u_i^{k+1} = u_i^k - c \left( \rho_k \mathbf{div} q_i^{k+1} + \rho_k(p_i^{k+1} - p_s^{k+1}) - \frac{1}{c}u_i^k \right), \quad i = 1, 2, 3, 4.
\]

Here we choose \( a = 8, a_1 = 2 \) and \( a_2 = 8 \) according to (3.19) and Theorem 3 and the over-relaxation parameter \( \rho_k \equiv 1.9 \).

### 3.2.2 Relaxed Preconditioned ADMM of Fortin-Glowinski Type: Multi-phase case

Similar to the two-phase case, we start from the augmented Lagrangian (3.18). For the \( q \) block, we will deal with it as the two-block case, i.e.,
\[
q^{k+1} = \arg\max_q L(u; q, p) - \frac{1}{2} \| q - q^k \|_{aI_n - cB^*B},
\]
where \( a \geq \| \mathbf{div} \cdot \mathbf{div} \| \). For the \( p \) variable, we can introduce the proximal term \( \frac{1}{2} \| p - p^k \|_{cA - cA^*A} \). The proximal terms satisfy the conditions
\[
aI_n \succeq B^*B, \quad \tilde{A} - A^*A,
\]
with \( a \geq 8 \) and \( \tilde{A} \) as in (3.19) and the convergence follows. We finally obtain the proximal ADMM for (2.10) as follows,

\[
\begin{cases}
q^{k+1} = \arg\max_q L(u^k; p^k, q) - \frac{1}{2} \| q - q^k \|_{aI_n - cB^*B}, \\
p^{k+1} = \arg\max_p L(u^k; p, q^{k+1}) - \frac{1}{2} \| p - p^k \|_{cA - cA^*A}, \\
u^{k+1} = u^k - rc(\tilde{A}p^{k+1} + Bq^{k+1}),
\end{cases}
\tag{3.22}
\]
where \( r \) is the relaxation parameter with \( r \in (0, \frac{\sqrt{5}+1}{2}) \). For the 4 labels (\( n = 4 \)) case, we choose
\[
\hat{A} = \text{Diag}[a_1 I, a_1 I, a_1 I, a_1 I, a_2 I], \quad a_1 = 2, \quad a_2 = 8.
\]
Writing (3.22) component-wisely, we arrive at
\[
\begin{aligned}
q_i^{k+1} &= P_a \left( (I - \frac{1}{\alpha} \nabla \nabla^* q_i^k + \frac{1}{\alpha} \nabla (p_i^k - p_s^k - \frac{u_i^k}{\alpha})) \right), \quad i = 1, \ldots, n, \\
p_i^{k+1} &= P_{\rho(l,i,x)} \left( p_i^k - \frac{1}{\alpha} (p_i^k - p_s^k - \frac{1}{\alpha} u_i^k + \text{div} q_i^{k+1}) \right), \quad i = 1, 2, 3, 4, \\
p_s^{k+1} &= \sum_{i=1}^4 \text{div} q_i^{k+1} + \frac{1}{\alpha} \left( \sum_{i=1}^4 (p_i^k - p_s^k - \frac{1}{\alpha} u_i^k) + \frac{1}{\alpha} \right), \\
u_i^{k+1} &= u_i^k - r c (\text{div} q_i^{k+1} + p_i^{k+1} - p_s^{k+1}), \quad i = 1, 2, 3, 4.
\end{aligned}
\tag{3.23}
\]

Similar to Remark 1, with the augmented Lagrangian functional (3.14), the classical ALM framework introduced in [2, 28] for the convex relaxed Potts model (2.10) is equivalent to the following proximal multi-block ADMM method:
\[
\begin{aligned}
q_i^{k+1} &= P_a \left( (I - \frac{1}{\alpha} \nabla \nabla^* q_i^k + \frac{1}{\alpha} \nabla (p_i^k - p_s^k - \frac{u_i^k}{\alpha})) \right), \quad i = 1, \ldots, n, \\
p_i^{k+1} &= P_{\rho(l,i,x)} (p_i^k - \text{div} q_i^{k+1} + \frac{u_i^k}{\alpha}), \quad i = 1, \ldots, n, \\
p_s^{k+1} &= \sum_{i=1}^n (p_i^k + \text{div} q_i^{k+1} - u_i^k / c) / n + \frac{1}{n c}, \\
u_i^k &= u_i^k - c (p_i^{k+1} - p_s^{k+1} + \text{div} q_i^{k+1}), \quad i = 1, \ldots, n.
\end{aligned}
\tag{3.24}
\]

This gives the same explanation of the parameter \( a \) as in Remark 1. Clearly, there is no convergence guarantee due to such a sequential multi-block optimization structure [13]! Compared to the iteration (3.24), it can be seen that the iteration (3.23) is very compact and there is nearly no extra computational effort with convergence guarantee.

### 3.2.3 Relaxed Preconditioned Splitting Method of Douglas-Rachford Type: Multi-phase case

For the preconditioned Douglas-Rachford splitting method, we need the saddle-point formulation (3.9) with the following data for (2.6),
\[
G(y) = - \langle p_s, 1 \rangle + \sum_{i=1}^n I_{\{p_i \leq \rho(l,x)\}} (p_i) + \sum_{i=1}^n I_{\{\|q_i\| \leq \alpha\}} (q_i), \tag{3.25}
\]



\[
F(x) = 0, \quad x = u, \quad y = (q, p)^T, \quad K = \begin{bmatrix} B^* \\ A^* \end{bmatrix}, \quad K^* = [B, A],
\tag{3.26}
\]

\[K^* K = [B, A] \begin{bmatrix} B^* \\ A^* \end{bmatrix} = BB^* + AA^* = \text{Diag} [-\Delta, -\Delta, \cdots, -\Delta] \]
\[= \text{Diag} [-\Delta, -\Delta, \cdots, -\Delta] + \text{Diag} \left[ \begin{bmatrix} I & I & \cdots & I \end{bmatrix} \right] + \text{Ones}(n,n), \tag{3.28}
\]
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where Ones(n,n) is a $n \times n$ operator matrix with each element being $I$. Solving the linear equation involving with $K^*K$ is very challenging. Efficient preconditioners are of the critical importance. Fortunately, we have the following lemma, which can bring out an efficient preconditioner.

**Lemma 1.** We can choose the following $T_0$ as a feasible preconditioner for $K^*K$,

$$T_0 \geq K^*K,$$

where $T_0 = \text{Diag} \left[ -\Delta + (n+1)I, -\Delta + (n+1)I, \ldots, -\Delta + (n+1)I \right].$

**Proof.** Actually, we just need to prove that for any $u$,

$$\langle T_0 u, u \rangle \geq \langle u, K^*K u \rangle.$$

By direct calculation, we obtain

$$\langle u, K^*K u \rangle = \langle (u_1, u_2, \cdots, u_n)^T, (\sum_{i=1}^n u_i, \sum_{i=1}^n u_i, \cdots, \sum_{i=1}^n u_i)^T \rangle$$

$$+ \langle (u_1, u_2, \cdots, u_n)^T, (-\Delta u_1 + u_1, -\Delta u_2 + u_2, \cdots, -\Delta u_n + u_n)^T \rangle$$

$$= \sum_{i=1}^n (-\Delta u_i, u_i) + \sum_{i=1}^n \langle u_i, u_i \rangle + \sum_{j=1}^n \sum_{i=1}^n u_i u_j$$

$$= \sum_{i=1}^n ((-\Delta + 2I)u_i, u_i) + \sum_{j=1}^n \sum_{i=1, i \neq j}^n u_i u_j$$

$$= \sum_{i=1}^n ((-\Delta + 2I)u_i, u_i) + 2 \sum_{j=1}^n \sum_{i=1, i \neq j}^n u_i u_j$$

$$\leq \sum_{i=1}^n ((-\Delta + (n+1)I)u_i, u_i) + \sum_{j=1}^n \sum_{i=1, i \neq j}^n (u_i^2 + u_j^2)$$

$$= \sum_{i=1}^n ((-\Delta + (n+1)I)u_i, u_i) = \langle T_0 u, u \rangle.$$  \[\square\]

Lemma 1 can help us to design an efficient preconditioner for $T_0$ instead of $K^*K$. For the preconditioned and relaxed Douglas-Rachford splitting method (rPDRQ), since $Q = 0$ and $f = 0$, we have $T_Q = \sigma \tau K^*K$. Supposing $M$ is the symmetric red-black Gauss-Seidel preconditioner for $\sigma \tau T_0$, we have [8]

$$M \geq \sigma \tau T_0.$$  \hspace{1cm} (3.29)

Since $\sigma \tau T_0 \geq \sigma \tau K^*K$, we then obtain

$$M \geq \sigma \tau K^*K,$$  \hspace{1cm} (3.30)
i.e., $M$ is also a feasible preconditioner for $\sigma T^*K$ [8]. However since $\sigma T^*K$ is not a diagonal operator, designing efficient preconditioners for $\sigma T^*K$ directly is a subtle issue. Fortunately, by [8], we can perform the preconditioned iteration in (rPDRQ) as follows,

$$u^{k+1} = u^k + M^{-1}[(-\sigma K^*y^k - \sigma \tau K^*Ku^k)]$$

$$= u^k + M^{-1}[(-\sigma K^*y^k - \sigma \tau (K^*K - T_0)u^k) - \sigma \tau T_0 u^k].$$

(3.31a)

(3.31b)

Furthermore, we denote

$$b^k := -\sigma K^*y^k - \sigma \tau (K^*K - T_0)u^k.$$  

(3.32)

Then (3.31) finally becomes the classical preconditioned iteration

$$u^{k+1} = u^k + M^{-1}[b^k - \sigma \tau T_0 u^k],$$

where $M$ is a preconditioner for the diagonal operator $T_0$ and (3.31) is one step preconditioned iteration in computations for dealing with the following modified equation

$$T_0 u^{k+1} = b^k.$$

Finally, for the 4 labels case with $n = 4$, with these preparations and the use of (rPDRQ), we have the following preconditioned and relaxed Douglas-Rachford iterative algorithm:

$$\begin{align*}
\ell_i^k &= -\sigma(\text{div} \, q_i^k + p_i^k) + \sigma \tau (3u_i^k - \sum_{j=1,j\neq i}^4 u_j^k), \quad i = 1, 2, 3, 4, \\
\nu_i^{k+1} &= u_i^k + M_u^{-1}[b_i^k - (5\sigma \tau I - \sigma \tau \Delta) u_i^k], \quad i = 1, 2, 3, 4, \\
\tilde{q}_i^{k+1} &= \tilde{q}_i^k - \tau \nabla u_i^{k+1}, \quad i = 1, 2, 3, 4, \\
\tilde{p}_i^{k+1} &= \tilde{p}_i^k + \tau \nu_i^{k+1}, \quad i = 1, 2, 3, 4, \\
\hat{p}_i^{k+1} &= \hat{p}_i^k + \tau \nu_i^{k+1}, \quad i = 1, 2, 3, 4, \\
q_i^{k+1} &= q_i^k + \rho[P_\alpha(2q_i^{k+1} - \tilde{q}_i^{k+1} - q_i^k)], \quad i = 1, 2, 3, 4, \\
\hat{p}_s^{k+1} &= \hat{p}_s^k + \rho[P_\alpha(2\hat{p}_s^{k+1} - \tilde{p}_s^{k+1} - \hat{p}_s^k)], \quad i = 1, 2, 3, 4. \\
\end{align*}$$

(3.33)

4 Numerical experiments

For all the experiments, we choose $\alpha = 0.5$ for the total variation regularization. The first-order primal-dual algorithm of [1] is chosen for comparison. The detail of the primal-dual algorithm for the convex relaxed min-cut model (2.2) and the convex relaxed Potts model (2.8) is given in detail in the Appendix 6. The parameter settings of the algorithms used in our experiments are as follows:

- For ALG1, the primal-dual algorithm introduced in [1] with constant step sizes: $\sigma = 0.4$, $\tau = 1/(L^2 \sigma)$ with $L = \sqrt{10}$ in (6.4) for the two-labels case; $\sigma = 0.4$, $\tau = 1/(L^2 \sigma)$ with $L = \sqrt{13}$ in (6.5) for the four-labels case.
\[ \varepsilon = 10^{-4} \quad \varepsilon = 10^{-6} \quad \varepsilon = 10^{-4} \quad \varepsilon = 10^{-6} \]

| Shooter       | yuanbo     |
|---------------|------------|
| pADMM-TY      | 164 (1.70s) | 3633 (34.97s) | 240 (80.04) | 1480 (498.70s) |
| ALG1          | 190 (1.93s) | 4435 (43.40s) | 283 (89.27s) | 1961 (648.33s) |
| rpADMMI       | 129 (1.54s) | 2403 (24.89s) | 188 (62.61s) | 1111 (377.00s) |
| rpADMMII      | 121 (1.40s) | 2084 (21.94s) | 176 (61.43s) | 1059 (377.28s) |
| rPDRQ         | 94 (1.11s)  | 1722 (18.56s) | 141 (49.34s) | 952 (322.66s)  |

Table 1: Numerical results for the TV-regularized image segmentation with regularization parameter \( \alpha = 0.5 \). The iteration is performed until the relative error of primal energy is below \( \varepsilon \). Two labels case.

| Brain         | Butterfly  |
|---------------|------------|
| \( \varepsilon = 10^{-4} \) | \( \varepsilon = 10^{-5} \) | \( \varepsilon = 10^{-4} \) | \( \varepsilon = 10^{-5} \) |
| pADMMI        | 504 (39.57s) | 1679 (132.90s) | 429 (31.61) | 1428 (105.45s) |
| ALG1          | 698 (56.93s) | 2244 (181.68s) | 644 (48.60s) | 1997 (155.38s) |
| rpADMMI       | 361 (28.36s) | 1282 (104.22s) | 309 (22.88s) | 1148 (85.02s)  |
| rpADMMII      | 323 (29.14s) | 1311 (116.53s) | 280 (24.36s) | 1083 (90.51s)  |
| rPDRQ         | 318 (29.89s) | 1089 (104.84s) | 282 (25.22s) | 948 (83.81s)   |

Table 2: Numerical results for the TV-regularized image segmentation model with regularization parameter \( \alpha = 0.5 \). The iteration is stopped when the relative error of primal energy is below \( \varepsilon \) for this Multi-phase case.

- For pADMM-TY, pADMMI, rpADMMI and rpADMMII: we choose \( c = 0.3 \) for both the two labels and four labels cases. Here pADMMI is the preconditioned and relaxed ADMM of Fortin-Glowinski type in (3.7) without relaxation, i.e., the relaxation parameter \( r = 1.0 \). pADMM-TY denotes the ADMM as in (2.15) for the two labels case or (3.24) for the multi-labeling case.

- For rPDRQ: we choose \( \sigma = 0.2, \tau = 1.0 \) in (3.12) for the two-labels case; \( \sigma = 5, \tau = 0.4 \) for the four-labels case in (3.33).

Table 1 shows the results with over-relaxation and preconditioning. We can get faster and more efficient algorithms using rpADMMI, rpADMMII which have convergence guarantee, compared to pADMM-TY whose convergence can not be guaranteed. rpADMMI and rpADMMII are 30% faster than pADMM-TY. It can also be seen that rPDRQ is slightly faster for the two-label segmentation case. Figure 2 shows clearly that rpADMMI and rpADMMII are more efficient than pADMM-TY compared both with iteration numbers and computational time costs. Table 2 and Figure 4 show that rpADMMI and rpADMMII are very competitive for the 4-labeling case. They seem to be more robust to labels than rPDRQ.
Figure 1: Results for TV-regularized image segmentation with $\alpha = 0.5$ by rPDRQ. (c) and (f) are the denoised images with $\alpha = 0.5$ respectively.

Figure 2: TV-regularized image segmentation: numerical convergence rates. The relative error of primal energy is compared in terms of iteration number and computation time for Figure 3(d) with $\alpha = 0.5$. Note the semi-logarithmic scale is used in the plot respectively.
Figure 3: Results for TV-regularized image segmentation with $\alpha = 0.5$ by rPDRQ. (c) and (f) are the denoised images with $\alpha = 0.5$ respectively.

Figure 4: TV-regularized image segmentation: numerical convergence rates. The relative error of primal energy is compared in terms of iteration number and computation time for Figure 3(d) with $\alpha = 0.5$. Note the semi-logarithmic scale is used in the plot respectively.
Compared to [26, 28, 29], our observations from the numerical tests tell that the proposed over-relaxed variants of preconditioned ADMM indeed bring out certain accelerations for both two-labeling and four-labeling cases. However, the final segmentation quality seems nearly the same after enough iterations with the same regularization parameters $\alpha$, which is probably due to the convexity of the segmentation models and robustness of the convex optimization algorithms.

5 Conclusions

We give a systematic study on the augmented Lagrangian method for continuous maximal flow based image segmentation problems. We developed several novel and efficient preconditioned and over-relaxed ADMMs with convergence guarantee, together with relaxed and preconditioned Douglas-Rachford splitting method. Various efficient block preconditioners are proposed. Numerical tests show that over-relaxed and preconditioned ADMM and Douglas-Rachford splitting methods have the potential to bring out appealing benefits and fast algorithms.

Acknowledgements

H. Sun acknowledges the support of NSF of China under grant No. 11701563. He also acknowledges the support of Alexander von Humboldt Foundation during preparations of this work.

6 Appendix: Chambolle-Pock Splitting Algorithm

In this section, for completeness, we present the application of the first-order primal-dual algorithm of [1] for solving (2.3) and (2.10). By the Fenchel’s duality theory [19], we can consider the equivalent primal-dual formulations for (2.3) and (2.10) respectively:

$$\min_u \max_{p_s, p_t, q} \langle 1, p_s \rangle - I_{\{p_s \leq C_s\}}(p_s) - I_{\{p_t \leq C_t\}}(p_t) - I_{\{\|q\|_\infty \leq \alpha\}}(q) + \langle u, p_t - p_s + \text{div } q \rangle; \quad (6.1)$$

and

$$\min_u \max_{u, q, p} \langle 1, p_s \rangle - \sum_{i=1}^n I_{\{p_i \leq \rho(i, x)\}}(p_i) - \sum_{i=1}^n I_{\{\|q_i\| \leq \alpha\}}(q_i) + \sum_{i=1}^n \langle u_i, \text{div } q_i + p_i - p_s \rangle. \quad (6.2)$$

Both primal-dual models (6.1) and (6.2) generalized in a typical saddle-point optimization form (3.9), for which Chambolle and Pock proposed an efficient first-order primal-dual algorithm [1]:

$$y^{k+1} = (I + \sigma \partial G)^{-1}(y^k + \sigma K \bar{x}^k),$$

$$x^{k+1} = (I + \tau \partial F)^{-1}(x^k - \tau K^* y^{k+1}),$$

$$\bar{x}^{k+1} = 2x^{k+1} - x^k, \quad (6.3)$$
and showed that $\sigma \tau \|K^*K\| < 1$ is required for the convergence of such iterative primal-dual scheme [1].

For the primal-dual formulation (6.1) of foreground-background image segmentation, we consider the saddle-point structure (3.9) with the data (3.10) and (3.11). Thus, as the proposed Chambolle-Pock primal-dual algorithm (6.3), the primal-dual optimization problem (6.1) can be directly solved by the following algorithm:

\[
\begin{align*}
q^{k+1} &= \mathcal{P}_\alpha(q^k - \sigma \nabla \bar{u}^k), \\
\bar{t}^{k+1} &= \mathcal{P}_{\mathcal{C}_t}(\bar{t}^k + \sigma \bar{u}^k), \\
\bar{s}^{k+1} &= \mathcal{P}_{\mathcal{C}_s}(\bar{s}^k + \sigma \bar{u}^k), \\
\bar{u}^{k+1} &= u^k - \tau (\text{div} q^{k+1} + \bar{t}^{k+1} - \bar{s}^{k+1}), \\
\bar{u}^{k+1} &= 2u^{k+1} - u^k,
\end{align*}
\]

where $\sigma \tau \|K^*K\| < 1$ with $K$ defined in (3.10) is required for convergence [1]. In view of $\|K^*K\| \leq \|\nabla^*\nabla\| + 2 < 10$, we see that $\sigma \tau \leq 1/10$.

For the primal-dual model (6.2) of multiphase image segmentation and the given notations (3.13), we study (3.9) with (3.26), (3.25) and the same linear operators $A, B$ as in (3.15) and (3.16). Also, using the proposed Chambolle-Pock primal-dual algorithm (6.3), we have the Chambolle-Pock type primal-dual algorithm as follows:

\[
\begin{align*}
y^{k+1} &= (I + \sigma \partial G)^{-1}(y^k + \sigma K \bar{u}^k), \\
q_i^{k+1} &= \mathcal{P}_\alpha(q_i^k - \sigma \nabla u_i^k), \quad i = 1...n, \\
p_i^{k+1} &= \mathcal{P}_{\rho(l,x)}(p_i^k + \sigma \bar{u}_i^k), \quad i = 1...n, \\
p_s^{k+1} &= p_s^k - \sigma \sum_{i=1}^n \bar{u}_i^k + \sigma, \\
u_i^{k+1} &= u_i^k - \tau (\text{div} q_i^{k+1} + p_i^{k+1} - p_s^{k+1}), \quad i = 1...n, \\
\bar{u}_i^{k+1} &= 2u_i^{k+1} - u_i^k, \quad i = 1...n,
\end{align*}
\]

where the step sizes $\sigma$ and $\tau$ satisfy $\sigma \tau \|K^*K\| < 1$ with $K$ defined in (3.26). With Lemma 1, we see

$$K^*K \leq \|\Delta + (n + 1)I\| < 13.$$ 

We thus choose $(9 + n)\sigma \tau \leq 1$.

The first-order primal-dual is a popular first order algorithm for a lot of imaging applications. For numerical comparison, we present the above details.
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