Abstract—Transfer learning is proving quite useful in Natural Language Processing. One of the most important problems in Natural Language Processing is Automated essay scoring, which remains partially unsolved especially when we are dealing with single language model capable to evaluate essays of multiple topics. In this work we examine the effectiveness of transformer models like BERT, RoBERTa, etc using data augmentation technique to build a model capable of evaluating essays of multiple topics having little data.
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I. INTRODUCTION

During COVID-19 pandemic, online schooling system became necessary. From elementary schools to colleges, almost all educational institutions have adopted the online education system. The majority of automated evaluations are accessible for multiple-choice questions, but evaluating short and essay-type responses remains unresolved since, unlike multiple-choice questions, there is no one correct answer for these kinds of questions. It is an essential education-related application that employs NLP and machine learning methodologies. It is difficult to evaluate essays using basic computer languages and methods such as pattern matching and language processing.

Automated Essay Scoring (AES) is the method of automatically grading short answer and essay questions without human intervention. Initiated by Page’s [1966] groundbreaking work on the Project Essay Grader system, this area of study has seen continuous activity ever since. The bulk of AES research has been on holistic scoring, which provides a quantitative summary of an essay’s quality in a single number. At least two factors contribute to this concentration of effort. To begin with, learning-based holistic scoring systems may make use of publicly accessible corpora that have been manually annotated with holistic scores. Second, there is a market for holistic scoring algorithms because they may streamline the arduous process of manually evaluating the millions of essays for tests like GRE, IELTS, SAT.

Past research on automated essay grading has included training models for essays for which training data is available and those models are topic specific. This model is trained on all the topics thus could be used for assessment of essays of all those topics without training model specific for each topic. This would be useful in the scenario where we did not have enough data to train a model that is specific to a particular topic, but we still needed to evaluate essays on that topic. Therefore, in order to assess them, We utilize a model that has been trained on essays on a variety of topics and a tiny amount of data on the topics for which we need to develop a model, which will then be fine-tuned using the limited data available on the topics being assessed.

This paper is organized as follows: In Section II, we explore pertinent prior research on automated essay scoring; in Section III, we cover experimental setup; and in Section IV, we describe our methodology for augmenting essay data. In Section V, we give the results and analysis of the automated essay grading model. Section VI comprises of conclusion and future work for Automated Essay Scoring.

II. RELATED WORKS

The Project Essay Grader (PEG) research on Automatic essay scoring was initiated by [1]. Shermis (2001) [2] improved the PEG system by including grammatical characteristics in the evaluation. Around the turn of the century, the vast majority of essay scoring systems relied on conventional techniques, such as latent semantic analysis by Foltz (1999) [3], pattern matching, and statistical analysis, such as Bayesian Essay Test Scoring System by [4]. In order to determine an essay’s grade, these systems use natural language processing (NLP) techniques that emphasize grammar and content.

Multiple studies studied AES systems, from the earliest to the most recent. Blood (2011) [6] reviewed the PEG literature from 1984 to 2010, it has discussed just broad features of AES systems, such as ethical considerations and system performance. However, they have not addressed the implementation aspect, nor has a comparison research been conducted, nor have the real problems of AES systems been highlighted.

Automatic scoring systems developed after 2014, such as those by [5] and others, utilized deep learning techniques to generate syntactic and semantic traits, producing better results compared to prior systems. Burrows (2015) [7] examined various facets, such as datasets, NLP techniques, model construction, model grading, model evaluation, and model efficacy. Ke (2019) [8], Hussein (2019) [9] and Klebanov (2020) [10] provided an overview of the AES system.
Ramesh (2019) [19] offered us a comprehensive summary of all accessible datasets and the machine learning algorithms used to grade essays. Recently Park (2022) [23] tried using GAN’s for evaluation of essays. Recent study by Elijah (2020) [20] and Wang (2022) [25], it showed us that using BERT based models it certainly improves the accuracy of the Automated essay scoring which motivated us to use Deep Learning models for our task.

Jong (2022) [24] demonstrated the effectiveness of data augmentation techniques on automated essay scoring. Ludwig (2021) [21], Ormerod (2021) [22] and Sethi (2022) [26] examined the transformer based models on automated essay scoring, these recent findings prompted us to test our data augmentation strategy on transformer-based models for automated essay grading.

III. EXPERIMENTAL SETUP

We used Automated Student Assessment Prize (ASAP1) dataset for experimentation purposes. This corpus was released as part of a Kaggle competition in 2012. This corpus is used for comprehensive scoring of essays and consists of around 2000 human-evaluated essays from eight different topics. Each topic had a different scoring method, so, we normalized each essay score from 0 to 10 so that we could train all the data together.

We run our experiments using the BERT, RoBERTa, ALBERT, DistilBERT, XLM-RoBERTa2, implementation available in the Simple Transformers library3. We run our experiment on Google Colab. For baseline trials, we consider the essays which are not supplemented with our data augmentation technique and trained on models based on Transformers.

During training, we additionally fine-tuned our parameters by adjusting the parameters like learning rate, weight decay rate, etc. For the purpose of evaluating our model, we will use the accuracy score measure given by the Scikit library4. Since we are approaching our issue as a multi-label classification, we used accuracy metric for evaluations.

IV. METHODOLOGY

A. Large Pre-trained models

The models which we used for training are based on the Transformers(Fig. 1) architecture introduced by [11] which uses an encoder-decoder based architecture.

Given below is the brief description of each of the model which we are using for training purposes:

1) BERT: The Bidirectional Encoder Representations (BERT) introduced by [12] is a model in which every output element is linked to every input element and the weights between them are dynamically calculated based on their relationship. It is pre-trained on two tasks: Masked Language Modeling(MLM) and Next Sentence Prediction(NSP).

2) RoBERTa: Robustly optimized BERT Pre-training Approach (RoBERTa) introduced by [13] builds upon BERT’s MLM task, in which the system learns to anticipate purposely masked bits of text inside unannotated language samples. As a result, RoBERTa is able to get better results than BERT on the masked language modeling task.

3) ALBERT: ALBERT, introduced by [14] stands for “A Lite BERT”, an encoder-decoder based model with self-attention at the encoder and attention to encoder outputs at the decoder end. It is based on techniques like parameter sharing, embedding factorization, and sentence order prediction(SOP).

4) DistilBERT: DistilBERT, introduced by [15] aims to optimize the training by reducing the size of BERT and increasing the speed of BERT—all while trying to retain as much performance as possible. Specifically, DistilBERT is smaller than the original BERT-base model, is faster than it, and retains its functionality.

5) XLM-RoBERTa: XLM-RoBERTa, Unsupervised Cross-lingual Representation Learning at Scale, introduced by [16] is a scaled cross-lingual sentence encoder. It is trained on 2.5 GB of data extracted from Common Crawl more than 100 languages. XLM-RoBERTa achieves state-of-the-art results on multiple cross-lingual benchmarks.

B. Data Augmentation

Researchers have attempted to use several RNNs and LSTMs as training models for automated essay scoring. However, the fundamental disadvantage of such models is that they are topic-specific, and we want to construct an automated essay scoring system that can perform well not just on subjects for which we have an abundance of data but also on subjects for which we have a limited amount of data. Now, we want to augment the essay so that it can accurately assess a essay on a different topic for which we have a very small amount of data.

When training a model, we add each essay with its topic at certain intervals. We are including essay topics after an interval

---

1https://www.kaggle.com/c/asap-aes
2we used base models for our experiment
3https://simpletransformers.ai/
4https://scikit-learn.org/stable/index.html
because essays are lengthy, and if we train only on essays and exclude its topic, the trained model will become topic-specific. In order to construct a more robust model, we append the essay’s subject to each essay so that the training model will learn the relationship between the essay’s topic and the essay itself. This is done so that it accurately evaluates essays on a different topic, which are used majorly for fine-tuning since for low-resource topics, it becomes extremely difficult to build topic-specific models for its evaluation.

However, it is not possible to add a complete topic to an essay because sometimes essay topics are quite large and include that would reduce accuracy. Hence, we summarize the topics of essays using the summarization pipeline provided by [17] implementation of BART, which was introduced by [18]. Now, the second issue is, after how many lines should we put the subject for optimum precision? We conducted extensive data trials by inserting them at different places.

After a comprehensive investigation of several transformer-based models and essay subject insertions, we determined that the tenth place is optimal for inserting the topic. It implies that after every tenth line, a summary of the subject is added to the essay. It may be due to the fact that the model struggles with lengthy text classification; thus, we keep this in mind by inserting topics at regular intervals. Fig. 2 shows the complete data augmentation procedure of essay. Now that the summary of the topic has been inserted into the essay, the data is modified for training transformer models. The next section provides discusses the results of our experiment.

V. RESULTS AND ANALYSIS

The ASAP1 dataset contains around 17K essays on eight topics. We are using that data for pre-training by augmenting those essays using our technique. For fine tuning For research and testing purposes, we used this dataset. It consists of 1241 essays on four topics. We fine-tuned and tested our models on each topic individually. We used around two-thirds of the above mentioned dataset for training along with ASAP1 and fine-tuning, and the remaining one-third for testing our model.

We followed a very simple yet state-of-the-art modeling technique for multi-label classification using transformer models. We bucketed scores into each interval class, resulting in 11 buckets. These 11 classes correspond to a score from 0 to 10. Our methodology assigns each essay to a particular category. If an essay is categorized by my model as being in Bucket 6, then it receives a score of 5.

We approached this in the same manner as sentiment analysis, which utilizes classification algorithms and yields extremely positive results. As shown in Fig. 3, our data augmentation training method improves accuracy of our model. It is quite evident from that BERT and RoBERTa outperform other models, although by a small margin. It might be due to the fact they are trained for more number of parameters than rest of the models. The analysis of these findings demonstrates that utilizing Transformer-based models are more efficient than traditional RNN based models like LSTM.

When used on top of pre-trained classification models, our data augmentation technique significantly improves the performance of automated essay scoring. The accuracy of all those pre-trained models increases after applying our augmentation technique. We believe this performance is because after mixing a summary of the topic with each essay, it encourages the internal representation of each essay to align with the topic, so that when we test it on a essay with a different topic after fine tuning, it checks for the alignment between the topic and the essay as a result of training and fine-tuning and grades it accordingly.

VI. CONCLUSION AND FUTURE WORK

In this paper, we automated essay scoring using transformer based models and an augmentation approach. The conclusion
are as follows:

- Pre-trained transformer-based models BERT, RoBERTa, ALBERT, DistilBERT, and XLM-RoBERTa are very efficient for Automated Essay Scoring.
- Data augmentation approaches further enhance its performance for analyzing long texts like essays to attain higher accuracy score.

In the future, we will come up with a better way to include elements that are relevant to the topic instead of just a summary, so that training with this data will lead to a more accurate model for our task.
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