HOMOGENEOUS ALGEBRAS VIA HEAT KERNEL ESTIMATES

TOMMASO BRUNO

Abstract. We study homogeneous Besov and Triebel–Lizorkin spaces defined on doubling metric measure spaces in terms of a self-adjoint operator whose heat kernel satisfies Gaussian estimates together with its derivatives. When the measure space is a smooth manifold and such operator is a sum of squares of smooth vector fields, we prove that their intersection with $L^\infty$ is an algebra for pointwise multiplication. Our results apply to nilpotent Lie groups and Grushin settings.

1. Introduction

The continuity of pointwise multiplication within spaces of functions, i.e., their algebra property, has been proven to be a fundamental tool in the study of nonlinear PDEs. Homogeneous Besov and Triebel–Lizorkin spaces are among the spaces of most interest; but though their properties have been widely investigated on $\mathbb{R}^d$ and their study has been extended to a variety of settings [12,24,25,31,42], their algebra properties have not yet been fully understood in non-Euclidean contexts. Some results have been obtained for Sobolev and Besov spaces on doubling Riemannian manifolds and Lie groups of polynomial growth [2,17,21], and for Sobolev spaces on doubling metric measure spaces endowed with a carré du champ [4,5]. The main purpose of this paper is to study Besov and Triebel–Lizorkin spaces on doubling metric measure spaces of infinite measure, endowed with a self-adjoint operator whose heat kernel satisfies Gaussian estimates together with its derivatives. When the measure space is a smooth manifold and such operator is a sum of squares of smooth vector fields, we prove that their intersection with $L^\infty$ is an algebra. Noncompact nilpotent Lie groups and the Grushin setting belong to this class.

Rather than functions, the elements of homogeneous spaces are distributions modulo polynomials. These do not require a significantly different approach if the norms are defined by means of Littlewood–Paley decompositions, which make use of multipliers supported away from the origin. Properties such as frame and atomic decompositions, among others, have been obtained in this way in a remarkably general setting [12,13,24,25,31]. Nevertheless, [4,5] and recent results for inhomogeneous spaces on Lie groups [8,9,20] reveal that a powerful tool to obtain algebra properties are paraproducts expressed in terms of noncompactly supported multipliers, in particular heat semigroups of some underlying self-adjoint operator. Under this point of view, the possibility of expressing the norm of these spaces in terms of such semigroups is of fundamental importance. However, the image of a distribution modulo polynomials through a multiplier containing the origin in its support is not well defined as a distribution, as it might depend on the representative of the class. Though a characterization of homogeneous Triebel–Lizorkin and
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Besov norms in terms of noncompactly supported multipliers has been known on $\mathbb{R}^d$ for long time [38], to the best of our knowledge this issue has remained quite unexplored in other contexts. In the Euclidean setting itself the picture has not yet been completely clarified; see the recent paper [33] for the case of Sobolev spaces. We shall elaborate on this later on.

A possible approach to circumvent this problem is to define homogeneous spaces as the closure of suitable test functions with respect to homogeneous norms. This is the case, e.g., of [4, 5, 17]. Nevertheless, as shown in [33], the drawback of such a definition is that it might give rise to spaces of distributions modulo polynomials whose degree depends on the order of regularity of the space. For this reason we maintain the classical approach, and following a theory which has been recently developed in [29] we work with distributions and their equivalence classes modulo polynomials.

We shall first consider doubling metric measure spaces of infinite measure, endowed with a self-adjoint operator $\mathcal{L}$ whose heat kernel satisfies Gaussian estimates together with its time derivatives. A quite general framework where these estimates are available is that of strictly local regular Dirichlet spaces of Harnack type. We shall define homogeneous Besov and Triebel–Lizorkin spaces, $\dot{B}^p,q_\alpha$ and $\dot{F}^p,q_\alpha$ respectively, by means of the heat semigroup of $\mathcal{L}$, and prove equivalent characterizations of their norms and embeddings. In order to obtain algebra properties for all regularities, it seems appropriate to restrict to differentiable structures: our framework will then be a smooth manifold, and $\mathcal{L}$ will be a sum of squares of smooth vector fields whose heat kernel satisfies Gaussian estimates together with its space derivatives. In this setting, we prove that $L^\infty \cap \dot{B}^p,q_\alpha$ and $L^\infty \cap \dot{F}^p,q_\alpha$, suitably interpreted, are algebras for pointwise multiplication whenever $\alpha > 0$, $q \in [1, \infty]$, and $p \in [1, \infty]$ or $p \in (1, \infty)$ respectively. We shall also show interpolation properties, representation formulae, and discuss the equivalence of our definition with those which make use of Littlewood–Paley decompositions. The two main examples that we shall consider here are nilpotent Lie groups and Grushin settings. In the case of the Grushin operator, we shall prove estimates for the derivatives of its heat kernel which appear to be new and of independent interest. Our results insert in between the aforementioned [4, 5], [24, 29], and recent results of Peloso, Vallarino and the present author [9–11] where a theory of inhomogeneous function spaces on Lie groups was developed. We shall exploit and combine many strengths of the three theories by remaining essentially self-contained.

Let us finally mention that the range of integrability indices $p, q$ for $\dot{B}^p,q_\alpha$ and $\dot{F}^p,q_\alpha$ will always lie in $[1, \infty]$. The study of the case $p, q \in (0, 1)$, which seems to require substantially different techniques, is left to future work. Results in the spirit of this paper, for a limited range of indices and regularities but under weaker geometric assumptions, are also being object of investigation [7].

The structure of the paper is as follows. In the remainder of the introduction, we describe the setting in detail and introduce some convenient notation. In Section 2 we introduce distributions, polynomials and prove some auxiliary results about the heat semigroup of $\mathcal{L}$. In Section 3 we define Besov and Triebel–Lizorkin spaces and obtain equivalent characterizations of their norms. We prove embeddings in Section 4 and algebra properties in Section 5. Section 6 is devoted to Calderón-type representation formulae and interpolation properties. In Section 7 we discuss a parallel theory of inhomogeneous spaces, and the final Section 8 shows how nilpotent Lie groups and Grushin settings are particular instances of the framework of the paper.

1.1. Setting of the paper. We denote by $(M, d, \mu)$ a second countable, locally compact, connected metric measure space of infinite volume, whose measure $\mu$ is
Radon, positive, noncollapsing and doubling: in particular, there exist constants $c_0, d > 0$ such that
\[ \inf_{x \in M} \mu(B(x, 1)) \geq c_0^{-1}, \quad \mu(B(x, Rr)) \leq c_0 r^d \mu(B(x, r)) \]
for all $x \in M$, $r > 0$ and $R \geq 1$. Here $B(x, r)$ stands for the ball centred at $x$ with radius $r$ with respect to the distance $d$. The constant $d$ might be called the dimension of $M$ though, as we shall see later on, when $M$ is a manifold $d$ might not be its topological dimension. In very limited circumstances, we shall also assume a stronger noncollapsing condition on $\mu$, but this will be discussed in due course.

Let $L^2(\mu)$ be the space of real-valued $L^2$ functions on $M$. We assume the existence of a non-negative self-adjoint operator $\mathcal{L}$ on $L^2(\mu)$, mapping real-valued to real-valued functions, which generates a positivity preserving, contractive and symmetric semigroup $e^{-t \mathcal{L}} = T_t$ on $L^2(\mu)$ such that $T_t 1 = 1$ for all $t > 0$. Its integral (heat) kernel $H_t(\cdot, \cdot)$ is assumed to be Hölder continuous, satisfy Gaussian two-sided bounds, and with time derivatives satisfying Gaussian upper bounds. More precisely, we assume that there exist $C, b_0, b_1 > 0$ such that, for $x, y \in M$ and $t > 0$,
\[
C^{-1} e^{-b_0 \frac{d^2(x, y)}{t}} \leq H_t(x, y) \leq C e^{-b_1 \frac{d^2(x, y)}{t}} (\mu(B(x, \sqrt{t})) \mu(B(y, \sqrt{t})))^{1/2},
\]
that there exist $a, b_2 > 0$ such that, for $x, y, y' \in M$ and $t > 0$ with $d(y, y') \leq \sqrt{t}$,
\[
|H_t(x, y) - H_t(x, y')| \leq C \left( \frac{d(y, y')}{\sqrt{t}} \right)^{a} \frac{e^{-b_2 \frac{d^2(x, y)}{t}}}{\mu(B(x, \sqrt{t})) \mu(B(y, \sqrt{t}))} (\mu(B(x, \sqrt{t})) \mu(B(y, \sqrt{t})))^{1/2},
\]
and that for every $k \in \{0, 1, \ldots\}$ there exist positive constants $C_k$ and $\delta = \delta_k$ such that, for $x, y \in M$ and $t > 0$,
\[
|\partial_t^k H_t(x, y)| \leq C t^{-k} e^{-\delta \frac{d^2(x, y)}{t}} (\mu(B(x, \sqrt{t})) \mu(B(y, \sqrt{t})))^{1/2}.
\]

As already mentioned, the above estimates are realized e.g. by the heat kernel on strictly local regular Dirichlet spaces of Harnack type with a complete intrinsic metric [26, Section 2.3.2]. In many circumstances, the Hölder continuity assumption is redundant, as [27, Theorem 5.11 and Corollary 7.6] show. Observe moreover that our framework satisfies the assumptions of [24, 29], and that by [18, Theorem 1.4.1] the semigroup $T_t$ can be extended to a contraction semigroup on $L^p$, $1 \leq p \leq \infty$, strongly continuous when $1 \leq p < \infty$.

**Remark 1.1.** Due to the Gaussian term, and since there is $C > 0$ such that
\[
\mu(B(y, \sqrt{t})) \leq C (1 + d(x, y)/\sqrt{t})^d \mu(B(x, \sqrt{t}))
\]
for all $x, y \in M$ and $t > 0$ because of the doubling condition, up to changing the constants involved one might replace $(\mu(B(x, \sqrt{t})) \mu(B(y, \sqrt{t})))^{1/2}$ by $\mu(B(x, \sqrt{t}))$ in (1.1) and (1.2).

**Remark 1.2.** Since $M$ is connected, the reverse doubling property of $\mu$ holds [16, Proposition 2.2]. This implies the existence of some $d^*$, $0 < d^* \leq d$, and $c > 0$ such that $\mu(B(x, Rr)) \geq e^{\frac{c}{d^*} \frac{d^*}{d}} \mu(B(x, r))$ for all $x \in M$, $r > 0$ and $R \geq 1$; together with the noncollapsing condition of $\mu$, this implies $\mu(B(x, r)) \geq c_0^{-1} r^{d^*}$ for all $r \geq 1$. The noncollapsing and the doubling conditions, instead, lead to $\mu(B(x, r)) \geq c_0^{-2} r^d$ for all $r \leq 1$.
1.2. Notation. For \( p \in [1, \infty] \), we shall denote by \( L^p(\mu) \), or simply by \( L^p \), the usual Lebesgue spaces endowed with their usual norm \( \| \cdot \|_p \). For \( p \in [1, \infty) \), \( q \in [1, \infty) \) and a measurable function \( F: (0, \infty) \times M \to \mathbb{R} \), we write
\[
\| F \|_{L^p(L^q)} = \left( \int_0^\infty |F(t, \cdot)|^q dF(t) \right)^{1/q},
\]
and define the spaces \( L^p(L^q) \) and \( L^q(L^p) \) accordingly. When \( q = \infty \), we shall mean \( L^\infty = L^\infty((0, \infty)) \). We shall also use their discrete counterparts
\[
\| F \|_{L^p(L^q)}(\ell^1) = \left( \sum_{j \in \mathbb{Z}} |F(2^j, \cdot)|^q \right)^{1/q},
\]
and analogously \( L^p(\ell^\infty) \) and \( \ell^\infty(L^p) \). We shall often display explicitly the dependence on the \( t \) variable in the norms: we shall equivalently write \( \| F \|_{L^p(L^q)_t} \) and \( \| F(t, \cdot) \|_{L^p(L^q)} \), and similarly in the other cases. To denote either \( L^p(L^q) \) or \( L^q(L^p) \) when no distinction is needed, we shall write \( X^p,q \). We shall always consider real-valued functions.

For two positive quantities \( A \) and \( B \), we write \( A \lesssim B \) to indicate that there exists a constant \( c > 0 \) such that \( A \leq cB \). If \( A \lesssim B \) and \( B \lesssim A \), we write \( A \simeq B \). We denote by \( C < \infty \), or \( c > 0 \), a constant that may vary from place to place but is independent of significant quantities. If \( \beta \geq 0 \), we denote its integer part by \( [\beta] \).

2. Distributions, polynomials and the heat semigroup

We recall here the theory of distributions for \( \mathcal{L} \) settled in [29], to which we refer the reader for all the details, and prove some further results. We fix once and for all a reference point \( x_0 \in M \), we write \( d(x) = d(x, x_0) \) for all \( x \in M \), and define \( \mathcal{S}(\mathcal{L}) \), or simply \( \mathcal{S} \), as
\[
\mathcal{S} = \left\{ \phi \in L^2: \mathcal{L}^n\phi \in L^2, p_n(\phi) < \infty \; \forall n \in \mathbb{N} \right\}
\]
where
\[
p_n(\phi) = \| (1 + d(\cdot))^n \max_{0 \leq k \leq n} |\mathcal{L}^k\phi| \|_\infty, \quad n \geq 0.
\]
It is to observe that \( \mathcal{S} \) is a Fréchet space. We denote by \( \mathcal{S}' \) its topological dual with the weak topology. We shall refer to the elements of \( \mathcal{S}' \) as distributions, and write the action of \( f \in \mathcal{S}' \) on \( \phi \in \mathcal{S} \) as \( \langle f, \phi \rangle \). Any operator \( T \) which can be defined on and preserves \( \mathcal{S} \) may also be defined by duality on \( \mathcal{S}' \), as usual, as \( \langle Tf, \phi \rangle = \langle f, T\phi \rangle \). We recall that if \( \varphi \in \mathcal{S}(\mathbb{R}) \) is real valued and even, then \( \varphi(\sqrt{\mathcal{L}}) \) is continuous on \( \mathcal{S} \) and \( \mathcal{S}' \) by [29, Theorem 3.4], see also [24, Theorem 2.2]; and that by [24, Proposition 3.2], if \( f \in \mathcal{S}' \), then \( \varphi(\sqrt{\mathcal{L}})f \) is a continuous and slowly growing function, where this means that there exists \( h \in \mathbb{N} \) such that
\[
|\varphi(\sqrt{\mathcal{L}})f(x)| \lesssim (1 + d(x))^h, \quad x \in M.
\]

Remark 2.1. We observe for future convenience that in particular \( \mathcal{L}^hT_t f = T_t \mathcal{L}^h f \) is continuous and slowly growing for all \( t > 0, h \in \mathbb{N} \) and \( f \in \mathcal{S}' \). Observe also that \( \mathcal{L}T_t f = -\partial_t T_t f \).

We define a (generalized) polynomial of degree \( k \in \mathbb{N} \) as a distribution \( \rho \in \mathcal{S}' \) such that \( \mathcal{L}^k \rho = 0 \), and we write \( \rho \in \mathcal{P}_k \). The space of all polynomials will be denoted by \( \mathcal{P} \). We define an equivalence relation on \( \mathcal{S}' \) by saying that \( f \sim g \) whenever \( f - g \in \mathcal{P} \), and denote by \( \mathcal{S}'/\mathcal{P} \) the set of all equivalence classes in \( \mathcal{S}' \). The equivalence class in \( \mathcal{S}'/\mathcal{P} \) of \( f \in \mathcal{S}' \) will be denoted by \( [f] \). In particular, the action of \( T_t \) on \( \mathcal{S}' \) will be very important in the following.

Lemma 2.2. Suppose \( f \in \mathcal{S}' \). Then \( T_t f \to f \) in \( \mathcal{S}' \) when \( t \to 0^+ \).
The proof of the above lemma is implicitly contained in the proof of [24, Proposition 3.8], so we omit the details. In particular, we observe that if \( f \in S' \) and \( T_t f = 0 \) for all \( t > 0 \), then \( f = 0 \).

**Lemma 2.3.** Let \( k \geq 1 \) be an integer. If \( \rho \in \mathcal{P}_k \), then

\[
T_t \rho = \sum_{j=0}^{k-1} \frac{(-1)^j}{j!} (\mathcal{L}^j \rho) t^j \quad \text{in } S'.
\]

Moreover, \( \mathcal{L}^j \rho \) is a continuous slowly growing function for all \( j \), and the equality above holds as continuous functions.

**Proof.** We prove the statement by induction on \( k \). Suppose \( k = 1 \), hence \( \mathcal{L} \rho = 0 \).

For \( \phi \in S \), consider the function \( u(t) = \langle T_t \rho, \phi \rangle \). Then \( u'(t) = -\langle T_t \mathcal{L} \rho, \phi \rangle = 0 \). Thus \( u(t) \) is constant, whence

\[
\langle T_t \rho, \phi \rangle = \lim_{t \to 0^+} \langle T_t \rho, \phi \rangle = \langle \rho, \phi \rangle,
\]

the last equality by Lemma 2.2. Since \( \phi \) is arbitrary, we obtain \( T_t \rho = \rho \).

Assume now that \( k \geq 2 \), that the statement holds for \( k-1 \) and suppose \( \rho \in \mathcal{P}_k \).

Since \( \mathcal{L} \rho \in \mathcal{P}_{k-1} \), for \( \phi \in S \) by the inductive assumption

\[
-\frac{d}{dt} \langle T_t \rho, \phi \rangle = \langle T_t \mathcal{L} \rho, \phi \rangle = \sum_{j=0}^{k-2} \frac{(-1)^j}{j!} (\mathcal{L}^j \rho) t^j.
\]

Therefore, \( \langle T_t \rho, \phi \rangle = c + \sum_{j=1}^{k-1} \frac{(-1)^j}{j!} (\mathcal{L}^j \rho) t^j \) for some \( c \in \mathbb{R} \). By taking the limit for \( t \to 0 \), one gets \( c = \langle \rho, \phi \rangle \) and the first part of the statement follows by the arbitrariness of \( \phi \).

Let us now consider \( \rho \in \mathcal{P}_k \) and conclude the proof. Since \( \mathcal{L}^{k-1} \rho = T_1 \mathcal{L}^{k-1} \rho \) in \( S' \) and \( T_1 \mathcal{L}^{k-1} \rho \) is continuous and slowly growing by Remark 2.1, so is \( \mathcal{L}^{k-1} \rho \).

Now observe that \( \mathcal{L}^{k-2} \rho = T_1 \mathcal{L}^{k-2} \rho + \mathcal{L}^{k-1} \rho \), hence \( \mathcal{L}^{k-2} \rho \) is also continuous and slowly growing. By iteration, the conclusion follows. \( \square \)

**Lemma 2.4.** For all \( \rho \in \mathcal{P} \setminus \{0\} \) there exist \( k \geq 1 \), \( t_0 > 0 \), a relatively compact open set \( U \subset M \) and \( c > 0 \) such that \( |1_U T_t \rho| \geq c \) for all \( t \geq t_0 \). In particular, if \( t^b T_t \rho \in X^{p,q}_+ \) for some \( \beta > 0 \) and \( p, q \in [1, \infty] \), then \( \rho = 0 \).

**Proof.** Let \( k \geq 1 \) be the maximal integer for which there is \( x \in M \) such that \( \mathcal{L}^{k-1} \rho(x) \neq 0 \). Since \( \mathcal{L}^{k-1} \rho \) is continuous, there exists a relatively compact open \( U \) and \( \epsilon > 0 \) such that \( |\mathcal{L}^{k-1} \rho(x)| \geq \epsilon \) for all \( x \in \overline{U} \). Since \( \mathcal{L} \rho \) is continuous by Lemma 2.3, it is bounded on \( \overline{U} \) for all \( j = 0, \ldots, k-2 \). The first statement then follows by Lemma 2.3. To conclude, notice that if \( \rho \neq 0 \) and \( k \) is as above, then \( \|t^b T_t \rho\|_{X^{p,q}_+} \gtrsim \|1_{[t_0, \infty)}(t)1_U t^{\beta+k-1}\|_{X^{p,q}_+} = \infty \). \( \square \)

### 2.1. Heat kernel estimates and beyond.

In this section we show some direct consequences of the heat kernel estimates which will be of use all over the paper. We write \( b = b_0/b_1 \), where \( b_1 \) and \( b_0 \) are those of (1.1).

**Lemma 2.5.** The following hold.

1. For every \( 0 < c_1 < c_2 \), there exists \( C > 0 \) such that \( |T_t f| \leq C T_{t c_2 s} |f| \) for all \( s > 0 \), \( t \in [c_1 s, c_2 s] \) and measurable functions \( f \in S' \).
2. For all \( h \in \mathbb{N} \) there are \( a_h, C > 0 \) such that \( |\mathcal{L}^h T_t f| \leq C t^{-h} a_h t |f| \) for all \( t > 0 \) and measurable functions \( f \in S' \).
3. If \( h \in \mathbb{N} \) and \( p \in [1, \infty] \), then \( \|\mathcal{L}^h T_t g\|_p \lesssim t^{-h} \|g\|_p \) for all \( t > 0 \) and \( g \in L^p \).
Proof. Statement (1) is a consequence of the positivity of $H_t$, which implies $|T_t f| \leq T_t |f|$, and its two-sided estimates (1.1) together with the doubling property of $\mu$. Indeed, these imply

$$H_t(x, y) \lesssim H_{bc2s}(x, y) \quad \forall x, y \in M, \ \forall t \in [c_1 s, c_2 s].$$

Statement (2) follows similarly by using (1.2), (1.1) and the fact that $\mu$ is doubling. Finally, (3) is a consequence of (2) and the $L^p$-boundedness of $T_t$. \hfill \square

Lemma 2.6. Let $n, h \geq 0$ be integers. Then $p_n(\mathcal{L}^h T_t \phi) \lesssim t^{-h}(1 + \sqrt{t})^n p_n(\phi)$ for all $\phi \in \mathcal{S}$ and $t > 0$.

Proof. Recall that

$$p_n(\mathcal{L}^h T_t \phi) = \sup_{x \in M} \max_{0 \leq k \leq n} (1 + d(x))^n |\mathcal{L}^h T_t \mathcal{L}^k \phi(x)|.$$

Since $(1 + d(x))^n \leq (1 + d(x, y))^n (1 + d(y))^n$, and by Lemma 2.5 (1) and (2), for $k = 0, \ldots, n$

$$\begin{align*}
(1 + d(x))^n |\mathcal{L}^h T_t \mathcal{L}^k \phi(x)| &\leq t^{-h} \left[ \sup_{y \in M} (1 + d(y))^n |\mathcal{L}^k \phi(y)| \right] \int_M (1 + d(x, y))^n H_t(x, y) \, d\mu(y) \\
&\lesssim t^{-h} p_n(\phi)(1 + d(x, \cdot))^n H_t(x, \cdot) ||_1.
\end{align*}$$

We shall then estimate $||(1 + d(x, \cdot))^n H_t(x, \cdot)||_r$, or rather $||(1 + d(x, \cdot))^n H_t(x, \cdot)||_r$, for a general $1 \leq r < \infty$ as this will be of use later on. By (1.1), one has

$$\begin{align*}
\mu(B(x, \sqrt{t}))^r ||(1 + d(x, \cdot))^n H_t(x, \cdot)||_r &\lesssim \int_M (1 + d(x, y))^r e^{-cr \frac{d(x, y)^2}{\mu(B(x, \sqrt{t})))}} d\mu(y) \\
&\lesssim \int_{B(x, \sqrt{t})} (1 + \sqrt{t})^r d\mu(y) + \sum_{k \geq 0} (1 + 2^k \sqrt{t})^r \int_{B(x, 2^{k+1} \sqrt{t} \cup B(x, 2^k \sqrt{t})} e^{-cr 2^k} d\mu(y) \\
&\lesssim \mu(B(x, \sqrt{t}))(1 + \sqrt{t})^r + \sum_{k \geq 0} (1 + 2^k \sqrt{t})^r \mu(B(x, 2^{k+1} \sqrt{t})) e^{-cr 2^k}.
\end{align*}$$

Hence

$$||(1 + d(x, \cdot))^n H_t(x, \cdot)||_r \lesssim \sum_{k \geq 0} e^{-cr 2^k} (1 + 2^k \sqrt{t})^r \mu(B(x, 2^{k+1} \sqrt{t})) \mu(B(x, \sqrt{t})))^r \lesssim \mu(B(x, \sqrt{t}))^{1-r} \sum_{k \geq 0} e^{-cr 2^k} (1 + 2^k \sqrt{t})^r n 2^kd,$$

the second inequality by the doubling property of $\mu$. Observe finally that if $t \leq 1$ then

$$1 \lesssim \mu(B(x, 1)) = \mu(B(x, t^{-1/2} t^{1/2})) \lesssim t^{-d/2} \mu(B(x, \sqrt{t})), $$

while if $t \geq 1$

$$\mu(B(x, \sqrt{t})) \geq \mu(B(x, 1)) \gtrsim 1.$$ 

Thus, for $1 \leq r < \infty$,

$$||(1 + d(x, \cdot))^n H_t(x, \cdot)||_r \lesssim t^{-d/(2r)} 1_{(0, 1)}(t) + t^{n/2} 1_{[1, \infty)}(t).$$

In particular,

$$||(1 + d(x, \cdot))^n H_t(x, \cdot)||_1 \lesssim (1 + \sqrt{t})^n,$$

which concludes the proof. \hfill \square
Proposition 2.7. Suppose \( p \in (1, \infty) \), \( q \in [1, \infty] \) and \( 0 < c_1 < c_2 \). If \( (t_j)_{j \in \mathbb{Z}} \) is a sequence of measurable functions such that \( c_1 2^j \leq t_j(x) \leq c_2 2^j \) for every \( j \in \mathbb{Z} \) and \( x \in M \), then
\[
\|T_{t_j}f_j\|_{L^p(\mu)} \lesssim \|f_j\|_{L^p(\mu)}
\]
for all measurable functions \( (f_j) \) in \( S' \).

Proof. Consider the operator
\[
Tf(x) = \sup_{j \in \mathbb{Z}} |T_{t_j(x)}f(x)|, \quad x \in M,
\]
which is bounded on \( L^p \), since
\[
Tf(x) \leq \sup_{r>0} |T_{t_j}f(x)| =: T^*f(x)
\]
and \( T^* \) is bounded on \( L^p \) by the maximal theorem of [37, p. 73]. Moreover, \( |Tf| \leq T|f| \).

By applying [22, Corollary 1.23, p. 482] to \( T \) and observing that \( |T_{t_j}f_j| \leq T|f_j| \),
the conclusion follows when \( 1 < p \leq q \).

Assume now that \( p > q \). By Lemma 2.5 (1), for every function \( g \geq 0 \)
\[
T_{t_j(x)}g(x) \lesssim T_{bc2^{2j}}g(x).
\]
Moreover, since \( T_11 = 1 \) and by Jensen’s inequality,
\[
|T_{t_j(x)}f(x)|^q \leq T_{t_j(x)}|f(x)|^q.
\]
By the symmetry of \( T_t \) on \( L^2 \), for all measurable functions \( w \),
\[
\left| \int_M |T_{t_j(x)}f(x)|^q w(x) d\mu(x) \right| \lesssim \int_M T_{t_j(x)}|f(x)|^q w(x) d\mu(x)
\]
\[
\lesssim \int_M T_{bc2^{2j}}|f(x)|^q w(x) d\mu(x)
\]
\[
= \int_M |f(x)|^q T_{bc2^{2j}}|w(x)| d\mu(x)
\]
\[
\lesssim \int_M |f(x)|^q T^*|w(x)| d\mu(x).
\]
Thus
\[
\left| \int_M \left( \sum_{j \in \mathbb{Z}} |T_{t_j(x)}f_j(x)|^q \right) w(x) d\mu(x) \right| \lesssim \int_M \left( \sum_{j \in \mathbb{Z}} |f_j(x)|^q \right) T^*|w(x)| d\mu(x),
\]
so that if \( r \) is such that \( \frac{1}{r} = 1 - \frac{2}{p} \),
\[
\|T_{t_j}f_j\|_{L^p(\mu)} = \left\| \sum_{j \in \mathbb{Z}} |T_{t_j}f_j|^q \right\|_{L^{p/q}(\mu)}^{1/q}
\]
\[
= \sup_{\|w\|_r=1} \int_M \left( \sum_{j \in \mathbb{Z}} |T_{t_j(x)}f_j(x)|^q w(x) d\mu(x) \right)^{1/q}
\]
\[
\lesssim \left\| \left( \sum_{j \in \mathbb{Z}} |f_j|^q \right)^{1/q} \right\|_{L^{p/q}(\mu)}\sup_{\|w\|_r=1} \|T^*||w|| \lesssim \|f_j\|_{L^p(\mu)},
\]
where we used that \( T^* \) is bounded on \( L^r \), as \( 1 < r < \infty \).

We now prove a proposition which may be thought of as an integral analogue of Proposition 2.7. We state it in a quite general, though involved form, in order to apply it in several different circumstances. For notational convenience, we write \( T_0f = f \).

Proposition 2.8. Suppose \( p \in (1, \infty) \), \( q \in [1, \infty] \), \( c > 0 \) and let \( F : [0, \infty) \times M \to \mathbb{R} \) be a measurable function. Assume that there exist two functions \( F_1, F_2 : [0, \infty) \times M \to \mathbb{R} \), continuous in \([0, \infty)\) for each \( x \in M \) and \( \delta, \epsilon \geq 0 \) such that

1. \( T_{t_\epsilon}|F(t,x)| \lesssim T_{\delta s}|F_1(s,x)| \) for all \( s > 0 \), \( t = [s, 2s] \) and \( x \in M \), and
2. \( |F(t,x)| \lesssim T_{\delta s}|F_2(s,x)| \) for all \( s > 0 \), \( t \in [s/2, s] \) and \( x \in M \).

Then \( \|T_{t\epsilon}|F(t,\cdot)|\|_{L^p(L^q_{\mu})} \lesssim \|F_2(\cdot,\cdot)|\|_{L^p(L^q_{\mu})} \).
Proof. First, suppose \( q < \infty \). By (1) with \( s = 2^j, j \in \mathbb{Z} \),
\[
\int_0^\infty (T_{ct}|F(t,x)|)^q \frac{dt}{t} \lesssim \sum_{j \in \mathbb{Z}} \int_{2^j}^{2^{j+1}} (T_{2^j}\|F_1(2^j,x)\|)^q \frac{dt}{t} \lesssim \sum_{j \in \mathbb{Z}} (T_{2^j}|F_1(2^j,x)|)^q.
\]
Thus, by Proposition 2.7
\[
\|T_{ct}|F(t,\cdot)|\|_{L^p(L_s^0)} \lesssim \|T_{2^j}\|_{L^p(L_s^0)} \lesssim \|F_1(2^j,\cdot)|\|_{L^p(L_s^0)}.
\]
We now make use of (2) to reconstruct a continuous \( L_s^q \) norm. Observe indeed that, for \( j \in \mathbb{Z} \), by the mean value theorem if \( x \in M \) there exists \( s_j(x) \in [2^j, 2^{j+1}] \) such that
\[
\int_{2^j}^{2^{j+1}} |F_2(t,x)|^q \frac{dt}{t} = |F_2(s_j(x),x)|^q.
\]
Then, by (2) with \( s = s_j(x) \) and \( t = 2^j \), and by Proposition 2.7,
\[
\|F_1(2^j,\cdot)|\|_{L^p(L_s^0)} \lesssim \|T_{s_j}\|_{L^p(L_s^0)} \lesssim \|F_2(s_j(\cdot),\cdot)|\|_{L^p(L_s^0)} \lesssim \left\| \left( \sum_{j \in \mathbb{Z}} \int_{2^j}^{2^{j+1}} |F_2(t,\cdot)|^q \frac{dt}{t} \right)^{1/q} \right\|_p = \|F_2(\cdot,\cdot)|\|_{L^p(L_s^0)},
\]
and the conclusion follows. If \( q = \infty \) the statement is simpler. Arguing as above indeed,
\[
\sup_{t > 0} T_{ct}|F(t,x)| = \sup_{j \in \mathbb{Z}} \sup_{t \in [2^j, 2^{j+1}]} T_{ct}|F(t,x)| \lesssim \sup_{j \in \mathbb{Z}} (T_{2^j}|F_1(2^j,x)|),
\]
so that by Proposition 2.7
\[
\|T_{ct}|F(t,\cdot)|\|_{L^p(L_s^0)} \lesssim \left\| \sup_{j \in \mathbb{Z}} (T_{2^j}|F_1(2^j,\cdot)|) \right\|_p \lesssim \left\| \sup_{j \in \mathbb{Z}} (F_1(2^j,\cdot)|) \right\|_p \lesssim \left\| \sup_{t > 0} (F_2(\cdot,\cdot)|) \right\|_p.
\]

The following corollary contains the instances of Proposition 2.8 which we shall use most.

**Corollary 2.9.** Suppose \( p \in (1, \infty), q \in [1, \infty), \beta \in \mathbb{R} \) and \( c > 0 \). Then for all \( f \in S' \) and \( \gamma \geq 0 \) (with \( f \) measurable function if \( \gamma = 0 \),
\[
\|t^\beta T_{ct}|T_\gamma f||\|_{L^p(L_s^0)} \lesssim \|t^\beta T_{ct}|f||\|_{L^p(L_s^0)}.
\]
Moreover, there exists \( \gamma > 0 \) such that for \( f, g \) in \( S' \)
\[
\|t^\beta T_{ct}|(|T_t f| \cdot |T_t g|)|\|_{L^p(L_s^0)} \lesssim \|t^\beta T_{ct}|(|T_t f| \cdot |T_t g|)||\|_{L^p(L_s^0)} \tag{2.4}
\]
**Proof.** Pick \( s > 0 \). By Lemma 2.5, if \( t \in [s, 2s) \) then
\[
T_{ct}|T_t f| \leq T_{ct}T_{\gamma(t-s)}|T_{\gamma s} f| \lesssim T_{ct}|T_{\gamma s} f|,
\]
and analogously if \( t \in [s/2, s] \) then
\[
T_{ct}|T_t f| \leq T_{ct}|T_{\gamma s} f|,
\]
for some constants \( c_1, c_2 > 0 \). The conclusion then follows by Proposition 2.8 with \( F(t,\cdot) = t^\beta T_{ct} f, F_1(t,\cdot) = t^\beta T_{ct/2} f \) and \( F_2(t,\cdot) = t^\beta T_{\gamma t/2} f \). To prove (2.4), for \( t \in [s, 2s] \) one shows as above that
\[
T_{ct}|T_t f| \leq T_{ct}(|T_{\gamma s} f| \cdot |T_{\gamma s} g|)| \lesssim T_{ct}(|T_{\gamma s} f| \cdot |T_{\gamma s} g|)\]
for some positive constants $c_3, c_4$, and similarly that if $t \in [s/2, s]
abla T_{c,t}[T_{t/2}f] \cdot T_{c,t}[T_{t/2}g] \leq T_{c,s}[T_{c,s}f] \cdot T_{c,s}[T_{c,s}g],$

for some $c_5, c_6 > 0$. Hence the conclusion follows by Proposition 2.8 with $F(t, \cdot) = t^\alpha |T_{t/2}f| \cdot |T_{t}g|$, $F_1(t, \cdot) = t^\beta T_{c,t}[T_{t/2}f] \cdot T_{c,t}[T_{t/2}g]$ and $F_2(t, \cdot) = t^\rho T_{c,t}[T_{c,t}f] \cdot T_{c,t}[T_{c,t}g]$.

To conclude this section, we note the following consequences of Schur’s Lemma: if $0 < \gamma < \eta$ and $q \in [1, \infty)$, then for every measurable function $v : (0, \infty) \to (0, \infty)$ one has

$$\int_0^\infty \left( u^\gamma \int_0^\infty \frac{1}{(t + u)^\eta} v(t) \frac{dt}{t} \right)^q \frac{du}{u} \leq \int_0^\infty (t^{\gamma - \eta} v(t))^q \frac{dt}{t},$$

and given a sequence $(v_n)_{n \in \mathbb{Z}} \subset [0, \infty)$,

$$\sum_{n \in \mathbb{Z}} \left( 2^{\gamma n} \sum_{n \in \mathbb{N}} 2^{\eta n} v_n \right) \lesssim \sum_{n \in \mathbb{Z}} \left( 2^{\gamma n} \sum_{n \in \mathbb{N}} 2^{- \max\{n, j\} \eta} v_n \right)^{\gamma} \lesssim \sum_{n \in \mathbb{Z}} (2^{(\gamma - \eta) n} v_n)^{\gamma},$$

whenever the right hand sides are finite. If $q = \infty$ the same results hold with the obvious modifications. We refer the reader to [9, Lemma 4.3] for details.

3. $\dot{B}$- AND $\dot{F}$- SPACES

We begin with the definition of Besov ($\dot{B}$-) and Triebel–Lizorkin ($\dot{F}$-) norms and spaces.

**Definition 3.1.** Suppose $\alpha \geq 0$, $m = [\alpha/2] + 1$ and $1 \leq p, q \leq \infty$. For $[f] \in S'/P$ and $q < \infty$, define

$$\| [f] \|_{\dot{B}^{\alpha, q}_p} = \inf_{\rho \in \mathbb{P}} \left( \int_0^\infty \left( t^{m - \frac{\alpha}{2}} \| T_t \mathcal{L}^m (f + \rho) \|_p \right)^q \frac{dt}{t} \right)^{1/q},$$

$$\| [f] \|_{\dot{F}^{\alpha, q}_p} = \inf_{\rho \in \mathbb{P}} \left\| \int_0^\infty \left( t^{m - \frac{\alpha}{2}} | T_t \mathcal{L}^m (f + \rho) | \right)^q \frac{dt}{t} \right\|_p,$$

while if $q = \infty$,

$$\| [f] \|_{\dot{B}^{\alpha, \infty}_p} = \inf_{\rho \in \mathbb{P}} \left( \sup_{t > 0} t^{m - \frac{\alpha}{2}} \| T_t \mathcal{L}^m (f + \rho) \|_p \right),$$

$$\| [f] \|_{\dot{F}^{\alpha, \infty}_p} = \inf_{\rho \in \mathbb{P}} \left( \sup_{t > 0} t^{m - \frac{\alpha}{2}} | T_t \mathcal{L}^m (f + \rho) | \right)_p.$$

The corresponding Besov and Triebel–Lizorkin spaces are respectively

$$\dot{B}^{\alpha, q}_p := \{ [f] \in S'/P : \| [f] \|_{\dot{B}^{\alpha, q}_p} < \infty \}, \quad \dot{F}^{\alpha, q}_p := \{ [f] \in S'/P : \| [f] \|_{\dot{F}^{\alpha, q}_p} < \infty \}.$$

The definitions are clearly well posed. It is less obvious, but true, that $\| \cdot \|_{\dot{B}^{\alpha, q}_p}$ and $\| \cdot \|_{\dot{F}^{\alpha, q}_p}$ are indeed norms on $S'/P$. This is what we are going to show now. We leave further remarks, and comparisons with analogous spaces defined via Littlewood–Paley decompositions, to Subsection 6.1 below.

Under the notation introduced in Subsection 1.2, when $m = [\alpha/2] + 1$

$$\| [f] \|_{\dot{B}^{\alpha, q}_p} = \inf_{\rho \in \mathbb{P}} \left\| t^{m - \alpha/2} T_t \mathcal{L}^m (f + \rho) \|_{L^q_p} \right\|,$$

$$\| [f] \|_{\dot{F}^{\alpha, q}_p} = \inf_{\rho \in \mathbb{P}} \left\| t^{m - \alpha/2} | T_t \mathcal{L}^m (f + \rho) | \right\|_{L^p_q}.$$

We shall also use $\dot{X}^{\alpha, q}_p$ to denote either $\dot{F}^{\alpha, q}_p$ or $\dot{B}^{\alpha, q}_p$ when no distinction is needed.
Proposition 3.2. Suppose \([f] \in S'/\mathcal{P}\) is such that, for some \(\alpha \geq 0\), \(p, q \in [1, \infty]\), and an integer \(m > \alpha/2\),
\[
\inf_{\rho \in \mathcal{P}} \|\tau^{\alpha/2} T_{i} \mathcal{L}^{m}(f + \rho)\|_{X_{\rho}^{p,q}} < \infty.
\]

Then there exists \(\varphi_{f} = \varphi(f, \alpha, m, p, q) \in \mathcal{P}\) such that
\[
\inf_{\rho \in \mathcal{P}} \|\tau^{\alpha/2} T_{i} \mathcal{L}^{m}(f + \rho)\|_{X_{\rho}^{p,q}} = \|\tau^{\alpha/2} T_{i} \mathcal{L}^{m}(f + \varphi_{f})\|_{X_{\rho}^{p,q}}.
\]

If \([f] = [g]\) and \(\varphi_{f}\) and \(\varphi_{g}\) are as above, then \(\mathcal{L}^{m}(f + \varphi_{f}) = \mathcal{L}^{m}(g + \varphi_{g})\).
Moreover, provided \(p \in (1, \infty)\) when \(X_{\rho}^{p,q} = L^{p}(L_{\rho}^{q})\), for all integers \(n > m\)
\[
\|\tau^{-\alpha/2} T_{i} \mathcal{L}^{n}(f + \varphi)\|_{X_{\rho}^{p,q}} = \inf_{\rho \in \mathcal{P}} \|\tau^{\alpha/2} T_{i} \mathcal{L}^{m}(f + \rho)\|_{X_{\rho}^{p,q}} < \infty.
\]

Proof. Pick \(n \geq m\), and suppose additionally that \(p \in (1, \infty)\) if \(n > m\) and \(X_{\rho}^{p,q} = L^{p}(L_{\rho}^{q})\). By Lemma 2.5 and Corollary 2.9, for all \(\rho \in \mathcal{P},\)
\[
\|\tau^{-\alpha/2} T_{i} \mathcal{L}^{n}(f + \rho)\|_{X_{\rho}^{p,q}} \lesssim \|\tau^{-\alpha/2} T_{i} \mathcal{L}^{m} T_{i/2}(f + \rho)\|_{X_{\rho}^{p,q}} \lesssim \|\tau^{-\alpha/2} T_{i} \mathcal{L}^{m} T_{i/2}(f + \rho)\|_{X_{\rho}^{p,q}} \lesssim \|\tau^{-\alpha/2} T_{i} \mathcal{L}^{m} T_{i}(f + \rho)\|_{X_{\rho}^{p,q}},
\]
whence \(\inf_{\rho \in \mathcal{P}} \|\tau^{-\alpha/2} T_{i} \mathcal{L}^{n}(f + \rho)\|_{X_{\rho}^{p,q}}\) is also finite.

Denote \(\beta = n - \alpha/2\), and let \(\rho, \varrho \in \mathcal{P}\) be such that \(\tau^{-\alpha/2} T_{i} \mathcal{L}^{n}(f + \rho), \tau^{-\alpha/2} T_{i} \mathcal{L}^{n}(f + \varphi) \in X_{\rho}^{p.q}\). Then \(\tau^{-\alpha/2} T_{i} \mathcal{L}^{n}(\rho - \varphi) \in X_{\rho}^{p,q}\). Since \(\mathcal{L}^{n}(\rho - \varphi) \in \mathcal{P}\), by Lemma 2.4 one has \(\mathcal{L}^{n}(\rho - \varphi) = 0\), whence the existence of \(\varphi_{f,n} = \varphi(f, \alpha, n, p, q) \in \mathcal{P}\) such that
\[
\inf_{\rho \in \mathcal{P}} \|\tau^{-\alpha/2} T_{i} \mathcal{L}^{n}(f + \rho)\|_{X_{\rho}^{p,q}} = \|\tau^{-\alpha/2} T_{i} \mathcal{L}^{n}(f + \varphi_{f,n})\|_{X_{\rho}^{p,q}},
\]
and such that, if \([f] = [g]\), then \(\mathcal{L}^{n}(f + \varphi_{f,n}) = \mathcal{L}^{n}(g + \varphi_{f,n})\).

We finally show that one can choose \(\varphi_{f,n} = \varphi_{f,m}\) for all \(n > m\). Indeed, by (3.1) \(\tau^{-\alpha/2} T_{i} \mathcal{L}^{n}(f + \varphi_{f,m}) \in X_{\rho}^{p,q}\); since also \(\tau^{-\alpha/2} T_{i} \mathcal{L}^{n}(f + \varphi_{f,n}) \in X_{\rho}^{p,q}\), one gets as above that \(\mathcal{L}^{n}\varphi_{f,m} = \mathcal{L}^{n}\varphi_{f,n}\), whence the conclusion.

The notation of the above proposition will be maintained throughout the paper.
We shall sometimes write \(\varphi\) or \(\varphi_{f}\), without stressing the dependence on other parameters.

Proposition 3.3. For \(1 \leq p, q \leq \infty\) and \(\alpha \geq 0\), \(\|\cdot\|_{B_{\beta}^{\alpha,q}}\) and \(\|\cdot\|_{F_{\beta}^{\alpha,q}}\) are norms.

Proof. If \([f]\|_{X_{\rho}^{p,q}} = 0\) and \(m = [\alpha/2] + 1\), then by Proposition 3.2 there exists \(\varphi \in \mathcal{P}\) such that \(T_{i} \mathcal{L}^{n}(f + \varphi) = 0\) for all \(t > 0\). Lemma 2.2 implies then \(\mathcal{L}^{n}(f + \varphi) = 0\). Thus \(f \in \mathcal{P}\) and \([f]\| = 0\) in \(S'/\mathcal{P}\).

3.1. Representation formulae. In this subsection we obtain continuous Calderón-type reproducing formulae, which will play the role of the classical Littlewood–Paley representation formula (see also Section 6, and in particular Subsection 6.1 below) involving heat semigroups. In all its forms, (3.2), (3.3) and (3.4), it has a fundamental importance in our theory.

Proposition 3.4. Let \(m \geq 1\) be an integer and suppose \(f \in S'\). Then for all \(t > 0\)
\[
f = \frac{1}{(m-1)!} \int_{0}^{1} (\tau \mathcal{L})^{m} T_{i} f \frac{dt}{t} + \sum_{k=0}^{m-1} \frac{1}{k!} (\tau \mathcal{L})^{k} T_{i} f \quad \text{in } S'.
\]
Proof. It is enough to prove the decomposition in $S$ for a function $\phi \in S$, for the case when $f \in S'$ follows by duality. We start from the identity, for $\tau, u > 0$,

$$1 = \frac{1}{(m-1)!} \int_0^\tau (tu)^m e^{-tu} \frac{dt}{t} + \sum_{k=0}^{m-1} \frac{1}{k!} (\tau u)^k e^{-\tau u},$$

from which by functional calculus one gets, for $\phi \in S$,

$$\phi = \frac{1}{(m-1)!} \int_0^\tau (\ell L)^m T_\tau \phi \frac{dt}{t} + \sum_{k=0}^{m-1} \frac{1}{k!} (\tau L)^k T_\tau \phi,$$

where the integral converges in $L^2$. The statement follows if we prove that for all $n$

$$\lim_{\epsilon \to 0^+} p_n \left( \int_0^\epsilon (\ell L)^m T_\tau \phi \frac{dt}{t} \right) = 0.$$

This, however, is an immediate consequence of Lemma 2.6, since

$$p_n \left( \int_0^\epsilon (\ell L)^m T_\tau \phi \frac{dt}{t} \right) \lesssim \int_0^\epsilon t^{m-1} p_n(T_\tau \ell L^m \phi) dt \lesssim p_{n+m}(\phi) \int_0^\epsilon t^{m-1} (1 + \sqrt{t})^n dt,$$

where we used that $p_n(\ell L^m \phi) \lesssim p_{n+m}(\phi)$. This completes the proof.

Proposition 3.4 does not address the problem of representing a distribution $f \in S'$ without inhomogeneous remainder terms. As the Euclidean setting shows, however (see e.g. [6, Lemma 2.6]), this is a rather delicate matter and some additional property of $S$ seems to be required. We postpone a thorough discussion to Section 6 below. For our current purposes, it is enough to show representation formulae for elements $L^n f$, with $f \in S'$ or in some $\tilde{B}$- or $\tilde{F}$-space.

As the reader will soon realise, the proofs for $\tilde{B}$-norms are considerably easier than those for $\tilde{F}$-norms, and follow the same steps. For this reason, from this point on, these will be detailed only for Triebel–Lizorkin spaces, and the adaptation to the Besov case will be left to the reader.

Proposition 3.5. If $f \in S'$, then there exists $h > 0$ such that, for all integers $m \geq 1$ and $n > h/2$,

$$L^n f = \frac{1}{(m-1)!} \int_0^\infty (\ell L)^m T_\tau \ell L^n f \frac{dt}{t} \quad \text{in } S'.$$  \hspace{1cm} (3.3)

If $f \in S'$ is such that $[f] \in \tilde{B}^{p,q}_\alpha$ for some $\alpha \geq 0$ and $p, q \in [1, \infty]$, or $[f] \in \tilde{F}^{p,q}_\alpha$ for some $\alpha \geq 0$, $p \in (1, \infty)$ and $q \in [1, \infty]$, then for all integers $m \geq 1$ and $n > \alpha/2$

$$L^n (f + \varphi_f) = \frac{1}{(m-1)!} \int_0^\infty (\ell L)^m T_\tau \ell L^n (f + \varphi_f) \frac{dt}{t} \quad \text{in } S',$$  \hspace{1cm} (3.4)

where $\varphi_f = \varphi(f, \alpha, [\alpha/2] + 1, p, q)$ is that of Proposition 3.2.

Proof. We first prove (3.3). Let $m \geq 1$ be an integer, and $h \in \mathbb{N}$ be such that

$$|\langle f, \phi \rangle| \leq C p_n(\phi) \quad \forall \phi \in S.$$

Then observe that, for $\tau > 0$, $k = 0, \ldots, m - 1$ and $n > h/2$, by Lemma 2.6

$$|\langle (\ell L)^k \ell L^n T_\tau f, \phi \rangle| \lesssim p_n((\ell L)^k \ell L^n T_\tau \phi) \lesssim \tau^{-n} (1 + \tau)^h p_n(\phi),$$

which implies $(\ell L)^k \ell L^n T_\tau f \to 0$ in $S'$ when $\tau \to \infty$. The conclusion follows by Proposition 3.4.

The proof of (3.4) requires more work, and we split it in two steps. We suppose $[f] \in \tilde{F}^{p,q}_\alpha$ for some $\alpha \geq 0$, $p \in (1, \infty)$ and $q \in [1, \infty]$. We write $\nu_0 = [\alpha/2] + 1$, and let $m \geq 1$ and $n > \alpha/2$ be integers.
As a first step, we prove that the integral in (3.4) converges in $S'$. Since

$$\int_0^1 (t\mathcal{L})^m T_t \mathcal{L}^n (f + \varphi f) \, \frac{dt}{t} = \mathcal{L}^n \int_0^1 (t\mathcal{L})^m T_t (f + \varphi f) \, \frac{dt}{t} \in S'$$

by Proposition 3.4, it will be enough to show that the integral from 1 to $\tau$ converges in $S'$ when $\tau \to \infty$; we shall actually prove that it converges in $L^p$.

Pick $\varphi_f = \varphi(f, \alpha, \nu_0, p, q) \in \mathcal{P}$. By Hölder’s inequality, for $q \in (1, \infty)$ and $1 \leq \sigma \leq \tau$

$$\left| \int_0^\tau (t\mathcal{L})^m \mathcal{L}^n T_t (f + \varphi f) \, \frac{dt}{t} \right| \leq \int_0^\tau \int (t\mathcal{L})^{m+n-\nu_0} T_t^{1/2} \mathcal{L}^{\nu_0} T_t^{1/2} (f + \varphi f) \, \frac{dt}{t} \leq C \int_0^\tau (t\mathcal{L})^{m+n-\nu_0} T_t^{1/2} \mathcal{L}^{\nu_0} T_t^{1/2} (f + \varphi f) \, \frac{dt}{t} \leq \left( \int_0^\tau (t\mathcal{L})^{m+n-\nu_0} T_t^{1/2} \mathcal{L}^{\nu_0} T_t^{1/2} (f + \varphi f) \right)^{1/q} \right|_{1/q} \tag{3.5}
$$

whence by Corollary 2.9

$$\left\| \int_0^\tau (t\mathcal{L})^m \mathcal{L}^n (f + \varphi f) \, \frac{dt}{t} \right\|_p \leq \int_0^\tau (t\mathcal{L})^{m+n-\nu_0} T_t^{1/2} \mathcal{L}^{\nu_0} T_t^{1/2} \mathcal{L}^n (f + \varphi f) \, \frac{dt}{t} \leq \left( \int_0^\tau (t\mathcal{L})^{m+n-\nu_0} T_t^{1/2} \mathcal{L}^{\nu_0} T_t^{1/2} (f + \varphi f) \right)^{1/q} \right|_{1/q} \tag{3.5}
$$

which completes our first step, since the cases $q = 1, \infty$ are analogous.

By the first step and Proposition 3.4, the limit

$$f_0 = \lim_{\tau \to \infty} \sum_{k=0}^{m-1} \frac{1}{k!} (t\mathcal{L})^k \mathcal{L}^n T_t (f + \varphi f)$$

exists in $S'$. The second step in the proof is then showing that $f_0 = 0$.

By (3.3) applied to $f + \varphi f$, one deduces that $f_0 \in \mathcal{P}$. In other words,

$$\mathcal{L}^n (f + \varphi f) + f_0 = \frac{1}{(m-1)!} \int_0^\infty (s\mathcal{L})^{m} T_s \mathcal{L}^n (f + \varphi f) \, ds \tag{3.6}
$$

in $S'$, with $f_0 \in \mathcal{P}$. Therefore,

$$\left| (t\mathcal{L})^{m+n-\nu_0} T_t^{1/2} \mathcal{L}^{\nu_0} T_t^{1/2} (f + \varphi f) \right| \leq \left( \int_0^\tau (t\mathcal{L})^{m+n-\nu_0} T_t^{1/2} \mathcal{L}^{\nu_0} T_t^{1/2} (f + \varphi f) \right)^{1/q} \right|_{1/q} \tag{3.5}
$$

We shall show that $(t\mathcal{L})^{m+n-\nu_0} T_t f_0 \in L^p(L^q_{n+1})$; this will complete the proof by Lemma 2.4.

By Lemma 2.5 and Corollary 2.9,

$$\left| (t\mathcal{L})^{m+n-\nu_0} T_t^{1/2} \mathcal{L}^{\nu_0} T_t^{1/2} (f + \varphi f) \right| \leq \left( \int_0^\tau (t\mathcal{L})^{m+n-\nu_0} T_t^{1/2} \mathcal{L}^{\nu_0} T_t^{1/2} (f + \varphi f) \right)^{1/q} \right|_{1/q} \tag{3.5}
$$

whence the first term in the left hand side of (3.6) belongs to $L^p(L^q_{n+1})$. We shall show that

$$\left| (t\mathcal{L})^{m+n} T_t^{1/2} \mathcal{L}^{\nu} T_s (f + \varphi f) \right| \leq \left( \int_0^\tau (t\mathcal{L})^{m+n} T_t^{1/2} \mathcal{L}^{\nu} T_s (f + \varphi f) \right)^{1/q} \right|_{1/q} \tag{3.6}
$$

where the right hand side is finite by (3.7) with $n+1$ in place of $n$. These two facts imply by (3.6) that $(t\mathcal{L})^{m+n-\nu_0} T_t f_0 \in L^p(L^q_{n+1})$, whence $f_0 = 0$ by Lemma 2.4.
We split the integral in (3.8). By Lemma 2.5
\[
\left| \int_0^t s^{n-1} \mathcal{L}^{m+n} T_{s+t}(f + \varphi) \, ds \right| \leq \int_0^t T_{c\alpha/2} \mathcal{L}^{n+1} T_{t/2}(f + \varphi) \, ds \\
\leq tT_t \mathcal{L}^{n+1} T_{t/2}(f + \varphi),
\]
the last inequality since \( s \in [0, t] \). Hence by Corollary 2.9
\[
\left\| t^{-\frac{\alpha}{2}} \int_0^t s^n \mathcal{L}^{m+n} T_{s+t}(f + \varphi) \, ds \right\|_{L^p(L^q_x)} \leq \left\| t^{n+1-\frac{\alpha}{2}} T_t \mathcal{L}^{n+1} T_{t/2}(f + \varphi) \right\|_{L^p(L^q_x)} \\
\leq \left\| t^{n+1-\frac{\alpha}{2}} \mathcal{L}^{n+1} T_{t/2}(f + \varphi) \right\|_{L^p(L^q_x)},
\]
(3.9)

If instead \( s \geq t \), then
\[
|s^{m-1} \mathcal{L}^{m+n} T_{s+t}(f + \varphi)| \leq T_{cs} |\mathcal{L}^{n+1} T_{s+t}(f + \varphi)| \leq T_{t+cs} |\mathcal{L}^{n+1} T_{s/2}(f + \varphi)|,
\]
so that
\[
\left| \int_t^\infty s^{m-1} \mathcal{L}^{m+n} T_{s+t}(f + \varphi) \, ds \right| \leq T_t \int_t^\infty T_{cs} |\mathcal{L}^{n+1} T_{s/2}(f + \varphi)| \, ds.
\]
By Corollary 2.9 and Proposition 2.8 (with \( F(t, \cdot) = t^{-\frac{\alpha}{2}} \int_t^\infty T_{cs} |\mathcal{L}^{n+1} T_{s/2}(f + \varphi)| \, ds \)) then
\[
\left\| t^{-\frac{\alpha}{2}} \int_t^\infty s^n \mathcal{L}^{m+n} T_{s+t}(f + \varphi) \, ds \right\|_{L^p(L^q_x)} \leq \left\| t^{n-\frac{\alpha}{2}} \int_t^\infty T_{cs} |\mathcal{L}^{n+1} T_{s/2}(f + \varphi)| \, ds \right\|_{L^p(L^q_x)}.
\]
To conclude, observe that if \( q < \infty \) then
\[
\int_0^\infty \left( t^{-\frac{\alpha}{2}} \int_0^\infty T_{cs} |\mathcal{L}^{n+1} T_{s/2}(f + \varphi)| \, ds \right) \, \frac{dt}{t} = \int_0^\infty \left( \int_0^\infty K(s, t) \frac{ds}{s} \right) \, \frac{dt}{t}
\]
where \( g(s) = s^{n+1-\frac{\alpha}{2}} T_{cs} |\mathcal{L}^{n+1} T_{s/2}(f + \varphi)| \) and \( K(s, t) = (t/s)^{n-\frac{\alpha}{2}} 1_{\{s \geq t\}}. \)
Since
\[
\sup_{t>0} \int_0^\infty K(s, t) \, ds \leq 1, \quad \sup_{s>0} \int_0^\infty K(s, t) \, \frac{dt}{t} \leq 1,
\]
by Schur’s Lemma and Corollary 2.9 we get
\[
\left\| t^{-\frac{\alpha}{2}} \int_0^\infty T_{cs} |\mathcal{L}^{n+1} T_{s/2}(f + \varphi)| \, ds \right\|_{L^p(L^q_x)} \leq \left\| t^{n+1-\frac{\alpha}{2}} T_t |\mathcal{L}^{n+1} T_{t/2}(f + \varphi)| \right\|_{L^p(L^q_x)} \\
\leq \left\| t^{n+1-\frac{\alpha}{2}} \mathcal{L}^{n+1} T_{t/2}(f + \varphi) \right\|_{L^p(L^q_x)},
\]
This together with (3.9) shows (3.8). The case \( q = \infty \) is analogous, and the proof is complete.

3.2. Equivalent norm characterizations. The results proven so far allow us to show some equivalent characterizations of \( \mathcal{B} \) and \( \mathcal{F} \)-norms as follows.

**Theorem 3.6.** Suppose \( \alpha \geq 0, \ q \in [1, \infty) \) and let \( m > \alpha/2 \) be an integer.

(i) If \( p \in [1, \infty] \), then \( \|f\|_{\mathcal{B}^{m, q}} = \inf_{\rho \in \mathcal{P}} \| t^{m-\alpha/2} \mathcal{L}^m T_t (f + \rho) \|_{L^q_x(L^p)} \).

(ii) If \( p \in (1, \infty) \), then \( \|f\|_{\mathcal{F}^{m, q}} = \inf_{\rho \in \mathcal{P}} \| t^{m-\alpha/2} \mathcal{L}^m T_t (f + \rho) \|_{L^p(L^q_x)} \).

**Proof.** Suppose \( |f| \in \mathcal{F}^{m, q} \), let \( \varphi_f = \varphi(f, \alpha, [\alpha/2] + 1, p, q) \) be that of Proposition 3.2 and pick an integer \( m > \alpha/2 \). By (3.7),
\[
\inf_{\rho \in \mathcal{P}} \| t^{m-\alpha/2} \mathcal{L}^m T_t (f + \rho) \|_{L^q_x(L^p)} = \| t^{m-\alpha/2} \mathcal{L}^m T_t (f + \varphi_f) \|_{L^p(L^q_x)} \lesssim \|f\|_{\mathcal{F}^{m, q}},
\]
while by combining (3.4) with (3.8), we conclude
\[ \|t^{m-\alpha/2}L^mT_t(f + \varphi f)\|_{L^p(L^2_T)} \lesssim \|t^{m+1-\alpha/2}L^{m+1}T_t(f + \varphi f)\|_{L^p(L^2_T)} = \inf_{\rho \in \mathbb{P}} \|t^{m+1-\alpha/2}L^{m+1}T_t(f + \rho)\|_{L^p(L^2_T)}, \]
which completes the proof. \(\square\)

**Theorem 3.7.** Suppose \(\alpha \geq 0, q \in [1, \infty],\) and let \(m > \alpha/2\) be an integer.

(i) If \(p \in [1, \infty],\) then
\[ \|f\|_{B_{\ell q}^p} \approx \inf_{\rho \in \mathbb{P}} \|2^{j(m-\alpha/2)}L^mT_2(f + \rho)\|_{L^p(\ell q^s)} = \|2^{j(m-\alpha/2)}L^mT_2(f + \varphi f)\|_{L^p(\ell q^s)}. \]

(ii) If \(p \in (1, \infty),\) then
\[ \|f\|_{F_{\ell q}^p} \approx \inf_{\rho \in \mathbb{P}} \|2^{j(m-\alpha/2)}L^mT_2(f + \rho)\|_{L^p(\ell q^s)} = \|2^{j(m-\alpha/2)}L^mT_2(f + \varphi f)\|_{L^p(\ell q^s)}. \]

Here \(\varphi f = \varphi(f, \alpha, [\alpha/2] + 1, p, q)\) is that of Proposition 3.2.

**Proof.** In order to get (ii), it is enough to prove that for all \(g \in S'\) and all integers \(m > \alpha/2\) one has
\[ \|t^{m-\alpha/2}L^mT_t g\|_{L^p(L^2_T)} \approx \|2^{j(m-\alpha/2)}L^mT_2 g\|_{L^p(\ell q^s)} \]
whenever these quantities are finite. The conclusion then follows by Theorem 3.6 and Proposition 3.2. To prove this, just observe that if \(s > 0\) and \(t \in [s, 2s]\) then
\[ t^{m-\alpha/2}|T_t L^m g| \lesssim s^{m-\alpha/2} t^{-\delta} |T_s L^m g| \lesssim s^{m-\alpha/2} t^{-\delta} |T_s L^m g| \]
for some \(\delta > 0,\) while if \(t \in [s/2, s]\)
\[ t^{m-\alpha/2}|T_t L^m g| \lesssim s^{m-\alpha/2} t^{-\epsilon} |T_s L^m g| \lesssim s^{m-\alpha/2} t^{-\epsilon} |T_s L^m g| \]
for some \(\epsilon > 0.\) We applied Lemma 2.5. In the proof of Proposition 2.8, the reader will then precisely find the inequalities
\[ \|t^{m-\alpha/2}L^mT_t g\|_{L^p(L^2_T)} \lesssim \|2^{j(m-\alpha/2)}L^mT_2 g\|_{L^p(\ell q^s)} \lesssim \|t^{m-\alpha/2}L^mT_t g\|_{L^p(L^2_T)}, \]
which complete the proof. \(\square\)

4. Embeddings

To begin with, we observe that \(\dot{F}^{p, q}_\alpha = \dot{B}^{p, q}_\alpha\) by definition. Moreover, if \(\dot{L}^p_\alpha\) is the homogeneous Sobolev space defined by the norm
\[ \|f\|_{\dot{L}^p_\alpha} = \inf_{\rho \in \mathbb{P}} \|L^{\alpha/2}(f + \rho)\|_p, \quad \alpha \geq 0, 1 \leq p \leq \infty, \]
then \(\dot{F}^{p, 2}_\alpha = \dot{L}^p_\alpha\) for \(\alpha > 0\) and \(1 < p < \infty\) by Littlewood–Paley–Stein theory, see [32, 37]. Despite this, embeddings of the form \(\dot{F}^{p, q}_\alpha \subset \dot{F}^{p, q}_\beta\) and \(\dot{B}^{p, q}_\alpha \subset \dot{B}^{p, q}_\beta\) in general do not hold.

For two results below, we shall need that \(\mu\) satisfies a stronger noncollapsing condition, more precisely that there exists a constant \(n > 0\) such that
\[ \inf_{x \in M} \mu(B(x, r)) \gtrsim r^n, \quad r > 0. \]  
(4.1)
This condition is slightly stronger than the reverse doubling property of \(\mu;\) recall Remark 1.2.

Observe that (4.1) and the upper estimate (1.1) imply that the semigroup \(T_t\) is \(L^1-L^\infty\) bounded, i.e. ultracontractive, with norm controlled by \(t^{-n/2}.\) For the purposes of the present subsection, one might indeed replace (4.1) by this ultracontractivity property of \(T_t.\)

We begin by observing that, for \(g \in L^p,\)
\[ \|T_t g\|_{L^p} \lesssim t^{\phi((\phi^+ - \phi^-)/2)}\|g\|_p, \quad 1 \leq p \leq p_1 \leq \infty, \quad t > 0. \]  
(4.2)
This follows by the $L^1$-$L^\infty$ ultracontractivity of $T_t$ and \cite[Proposition II.2.2]{40}.

**Theorem 4.1.** Suppose $\alpha > 0$ and $q,r \in [1,\infty]$. The following embeddings hold.

1. If $r \geq q$ and $p \in [1,\infty]$ or $p \in (1,\infty)$, then $\dot{B}_p^{\alpha,q} \subseteq \dot{B}_p^{\alpha,r}$ and $\dot{F}_p^{\alpha,q} \subseteq \dot{F}_p^{\alpha,r}$ respectively.

2. If $p \in (1,\infty)$, then $B_p^{\alpha,\min(p,q)} \subseteq \dot{F}_p^{\alpha,q} \subseteq B_p^{\alpha,\max(p,q)}$.

Assume further that \eqref{4.1} holds and that $\alpha_0, \alpha_1 \geq 0$.

3. If $1 \leq p_0 < p_1 \leq \infty$, $\alpha_0 \geq \alpha_1$ and $\frac{p_0}{p_1} - \alpha_1 = \frac{p_0}{p_0} - \alpha_0$, then $\dot{B}_{p_0}^{\alpha_0,q} \subseteq \dot{B}_{p_1}^{\alpha_1,q}$.

4. If $1 \leq p_0 < p_1 < \infty$, $\alpha_0 \geq \alpha_1$ and $\frac{p_0}{p_1} - \alpha_1 = \frac{p_0}{p_0} - \alpha_0$, then $\dot{F}_{p_0}^{\alpha_0,q} \subseteq \dot{F}_{p_1}^{\alpha_1,q}$.

**Proof.** Statement (1) follows from Theorem 3.7 and the embeddings of the $\dot{H}^\gamma$ spaces.

To prove (2), pick $g \in \mathcal{S}'$ and an integer $m > \alpha/2$. Suppose first $p \geq q$.

By the triangle inequality in $L^{p/q}$,

\[
\|2^{j(m-\alpha/2)}L^{m}T_{2^j}g\|_{L^p(\mathcal{L}^q)} = \left\| \sum_{j \in \mathbb{Z}} \|2^{j(m-\alpha/2)}|L^{m}T_{2^j}g|q\| \right\|_{L^{p/q}}^q \\
\leq \left( \sum_{j \in \mathbb{Z}} \|2^{j(m-\alpha/2)}|L^{m}T_{2^j}g|q\|_{L^{p/q}}^q \right)^{1/q} \\
= \|2^{j(m-\alpha/2)}L^{m}T_{2^j}g\|_{L^p(\mathcal{L}^q)}.
\]

Hence by Theorem 3.7,

\[
\|f\|_{\dot{F}_p^{\alpha,q}} \lesssim \inf_{p_0 \in \mathcal{P}} \|2^{j(m-\alpha/2)}L^{m}T_{2^j}(f + \rho)\|_{L^p(\mathcal{L}^q)} \\
\lesssim \inf_{p_0 \in \mathcal{P}} \|2^{j(m-\alpha/2)}L^{m}T_{2^j}(f + \rho)\|_{\dot{H}^\gamma(\mathcal{L}^p)} \lesssim \|f\|_{\dot{F}_p^{\alpha,q}}.
\]

This proves that $\dot{B}_p^{\alpha,q} \subseteq \dot{F}_p^{\alpha,q}$, and the embedding $\dot{F}_p^{\alpha,q} \subseteq \dot{F}_p^{\alpha,p} = \dot{B}_p^{\alpha,p}$ follows by (1). Similarly, if $p < q$ then

\[
\|2^{j(m-\alpha/2)}L^{m}T_{2^j}g\|_{\dot{H}^\gamma(\mathcal{L}^p)} = \left\| \int_{\mathcal{M}} 2^{j(m-\alpha/2)}|L^{m}T_{2^j}g|d\mu \right\|_{\dot{H}^\gamma(\mathcal{L}^p)}^{1/p} \\
\leq \left( \int_{\mathcal{M}} \|2^{j(m-\alpha/2)}|L^{m}T_{2^j}g|p\|_{\mathcal{L}^q}d\mu \right)^{1/p} \\
= \|2^{j(m-\alpha/2)}L^{m}T_{2^j}g\|_{L^p(\mathcal{L}^q)}.
\]

hence $\|f\|_{\dot{B}_p^{\alpha,q}} \lesssim \|f\|_{\dot{F}_p^{\alpha,q}}$, which together with $\dot{B}_p^{\alpha,p} = \dot{F}_p^{\alpha,p} \subseteq \dot{F}_p^{\alpha,q}$ coming from (1) concludes the proof of (2).

Let us now consider (3). Let $m > \alpha_0/2$ be an integer. Since $\frac{p}{p_1} - \frac{p}{p_0} = \alpha_1 - \alpha_0$, by \eqref{4.2} for $g \in \mathcal{S}'$

\[
\|t^{m-\alpha_0/2}L^mT_{t^2}g\|_{p_1} \lesssim \|t^{m-\alpha_0/2}L^mT_{t^2}g\|_{p_0},
\]

hence $\|f\|_{\dot{B}_p^{\alpha_1,q}} \lesssim \|f\|_{\dot{B}_p^{\alpha_0,q}}$ by a change of variables and Theorem 3.6.

We finally prove (4). Observe that by (1) it is enough to prove that $\dot{F}_{p_0}^{\alpha_0,\infty} \subseteq \dot{F}_{\alpha_1}^{p_1,1}$. Suppose $m_0 = ([\alpha_0/2] + 1 > \alpha_1/2$ and to simplify the notation, define

\[
\Lambda_{0,j} = 2^{j(m_0-\frac{\alpha_0}{2})}L^{m_0}T_{2^j}, \quad \Lambda_{1,j} = 2^{j(m_0-\frac{\alpha_1}{2})}L^{m_0}T_{2^j}, \quad j \in \mathbb{Z}.
\]

Thus, for $[f] \in \dot{F}_{p_0}^{\alpha_0,\infty}$ and $\varphi(f, \alpha_0, [\alpha_0/2] + 1, p_0, \infty) = p_0 \in \mathcal{P}$ as in Proposition 3.2, by Theorem 3.7

\[
\|f\|_{\dot{F}_p^{\alpha_0,\infty}} \asymp \|\Lambda_{0,j}(f + \varphi_0)\|_{L^p(\mathcal{L}^q)}, \quad \|f\|_{\dot{F}_p^{\alpha_1,1}} \asymp \inf_{p_0 \in \mathcal{P}} \|\Lambda_{1,j}(f + \varphi_0)\|_{L^p(\mathcal{L}^q)}.
\]
Without loss of generality, we may assume that $\|f\|_{F_{p_0}^{\infty}} = 1$. By (4.2),

$$\|A_{1,j}(f + \varphi_0)\|_{\infty} = 2^{j \frac{a_0}{2} \alpha_1} \|2^{j (m_0 - \frac{a_0}{2})} T_{2^j - 1} T_{2^j - 1} L_{m_0}(f + \varphi_0)\|_{\infty} \lesssim 2^{j \frac{a_0}{2} \alpha_1 - \frac{a_0}{4} n} \|A_{0,j-1}(f + \varphi_0)\|_{p_0} = 2^{-j \frac{a_0}{4} n} \|A_{0,j-1}(f + \varphi_0)\|_{p_0} \lesssim 2^{-j \frac{a_0}{4} n},$$

so that, for every $k \in \mathbb{Z}$,

$$\sum_{j \geq -k} |A_{1,j}(f + \varphi_0)| \lesssim \sum_{j \geq -k} 2^{-j \frac{a_0}{4} n} \leq C 2^{k \frac{a_0}{4} n}, \tag{4.3}$$

for some $C > 0$. On the other hand, one has

$$\sum_{j \leq -k-1} |A_{1,j}(f + \varphi_0)| = \sum_{j \leq -k-1} 2^{j \frac{a_0}{2} \alpha_1} \|A_{0,j}(f + \varphi_0)\| \lesssim 2^{-k \frac{a_0}{2} \alpha_1} \sup_{j \in \mathbb{Z}} |A_{0,j}(f + \varphi_0)|. \tag{4.4}$$

Observe now that

$$\|A_{1,j}(f + \varphi_0)\|_{L^p((dt)_{\mathbb{R}^d})} \lesssim \int_0^\infty t^{p_1-1} \mu\left( \left\{ \sum_{j \in \mathbb{Z}} |A_{1,j}(f + \varphi_0)| > t \right\} \right) dt. \tag{4.5}$$

By (4.3) and (4.4), if $k = k(t)$ is the largest integer such that $C 2^{k \frac{a_0}{4} n} < \frac{t}{3}$, then

$$\left\{ \sum_{j \in \mathbb{Z}} |A_{1,j}(f + \varphi_0)| > \frac{t}{3} \right\} \subset \left\{ \sum_{j \leq -k-1} |A_{1,j}(f + \varphi_0)| > \frac{t}{3} \right\} \subset \left\{ \sup_{j \in \mathbb{N}} |A_{0,j}(f + \varphi_0)| > C' t 2^{-k \frac{a_0}{2} \alpha_1} \right\},$$

where we observe that $t 2^{k \frac{a_0}{2} \alpha_1} \leq t^{p_0}$. Then,

$$\int_0^\infty t^{p_1-1} \mu\left( \left\{ \sum_{j \in \mathbb{Z}} |A_{1,j}(f + \varphi_0)| > t \right\} \right) dt \lesssim \int_0^\infty s^{p_0-1} \mu\left( \left\{ \sup_{j \in \mathbb{N}} |A_{0,j}(f + \varphi_0)| > s \right\} \right) ds \lesssim \|A_{0,j}(f + \varphi_0)\|_{L^{p_0}((\mathbb{R}^d)_{\mathbb{Z}})} \lesssim 1,$$

hence $\|f\|_{F_{p_1}^{\infty}} \lesssim \|f\|_{F_{p_0}^{\infty}}$ and the proof of (4) is complete. \hfill \square

5. Besov and Triebel–Lizorkin algebras

Within the setting above, in this section we further assume that $M$ is a smooth manifold endowed with a family $X = \{X_1, \ldots, X_\kappa\}$ of smooth vector fields, and that $\mathcal{L}$ is their sum of squares

$$\mathcal{L} = -\sum_{j=1}^\kappa X_j^2.$$

We assume that its heat kernel $H_t(x, y)$ is smooth jointly in $t > 0$ and $x, y \in M$, and that all its derivatives with respect to $X$ satisfy Gaussian estimates: if $I = \{1, \ldots, \kappa\}$, then for every $h, k \in \mathbb{N}$ there exist positive constants $C = C_{h,k}$ and $c = c_{h,k}$ such that

$$\|(X_j)_y (X_I)_x H_t(x, y)\| \leq Ct^{-\frac{h+k}{2}} e^{-c d^2(x, y)/t} \left( \mu(B(x, \sqrt{t})) \mu(B(y, \sqrt{t})) \right)^{1/2}, \quad I \in I^h, \quad J \in I^k. \tag{5.1}$$
If $h \in \mathbb{N}$ and $I \in \mathbb{T}_h^h$, then $X_I$ stands for $X_{I_1} \cdots X_{I_h}$; we shall also write $|I| = h$. If $h = 0$, $X_I$ will be understood as the identity operator. Note that the estimates (5.1) are stronger than (1.2), and imply the following lemma.

**Lemma 5.1.** For all $h \in \mathbb{N}$ there is $a_h > 0$ such that for all measurable functions $g \in S'$

$$|X_J T_I g| \lesssim t^{-h/2} T_{0,t} |g| \quad t > 0, \quad J \in \mathbb{T}_h.$$  

**Proof.** This is just an application of (5.1), the heat kernel estimates (1.1) and the doubling property of $\mu$. \hfill $\square$

Let us define now the space

$$\tilde{S} = \{ \phi \in L^2 : X_J \phi \in L^2, \tilde{p}_n(\phi) < \infty \forall n \in \mathbb{N}, \forall J \in \mathbb{T}^n \},$$

endowed with the family of seminorms

$$\tilde{p}_n(\phi) = \|(1 + d(\cdot))^n \max_{0 \leq |J| \leq n} |X_J \phi|\|_\infty, \quad n \in \mathbb{N}.$$  

In the next result we show that this space coincides with $S$.

**Lemma 5.2.** The spaces $\tilde{S}$ and $S$ coincide as Fréchet spaces. In particular, $X_J$ is continuous on $S$ and $S'$ for all $k \in \mathbb{N}$ and $J \in \mathbb{T}^k$.

**Proof.** The continuous inclusion $\tilde{S} \subseteq S$ is immediate from $p_n(\phi) \leq \tilde{p}_n(\phi)$, so we have only to consider the opposite inclusion. Suppose $\beta > 0$. We claim that if $\beta > |J|/2$, then for all $n \in \mathbb{N}$ and $\psi \in S$

$$\|(1 + d(\cdot))^n X_J (I + \mathcal{L})^{-\beta} \psi\|_\infty \lesssim \|(1 + d(\cdot))^n \psi\|_\infty. \quad (5.2)$$

Assuming the claim, if $\phi \in S$ then

$$\tilde{p}_n(\phi) \leq \max_{0 \leq |J| \leq n} \|(1 + d(\cdot))^n X_J \phi\|_\infty$$

$$\lesssim \|(1 + d(\cdot))^n (I + \mathcal{L})^{\beta/2} \phi\|_\infty \lesssim p_n(\phi),$$

and this proves that $S \subseteq \tilde{S}$ (observe that since $(1 + d(\cdot))^{-d-1} \in L^1(\mu)$, one has $X_J \phi \in L^2$ for all $J$). Therefore, it remains to prove the claim (5.2).

Pick $\psi \in S$. Since

$$(I + \mathcal{L})^{-\beta} \psi = \frac{1}{\Gamma(\beta)} \int_0^\infty t^{\beta-1} e^{-t} dt,$$

by (5.1)

$$(1 + d(x))^n X_J (I + \mathcal{L})^{-\beta} \psi(x)$$

$$\leq (1 + d(x))^n \int_0^\infty t^{\beta-1} e^{-t} \int_M |(X_J x) H_t(x,y)||\psi(y)| \, d\mu(y) \, dt$$

$$\lesssim \int_0^\infty t^{\beta-\frac{d-1}{2}} e^{-t} \int M ((1 + d(x,y))^n H_t(x,y) (1 + d(y))^n \psi(y)) \, d\mu(y) \, dt,$$

where we used that $(1 + d(x))^n \leq (1 + d(x,y))^n (1 + d(y))^n$. Thus

$$(1 + d(x))^n X_J (I + \mathcal{L})^{-\beta} \psi(x)$$

$$\lesssim \|(1 + d(\cdot))^n \psi\|_\infty \int_0^\infty t^{\beta-\frac{d-1}{2}} e^{-t} \|(1 + d(x,\cdot))^n H_t(x,\cdot)\|_1 \, dt$$

$$\lesssim \|(1 + d(\cdot))^n \psi\|_\infty \int_0^\infty t^{\beta-\frac{d-1}{2}} e^{-t} (1 + \sqrt{t})^n \, dt,$$

the last inequality by (2.3). The proof is complete. \hfill $\square$

By Lemma 5.2, from now on we shall make no distinction between $S$ and $\tilde{S}$.
Definition 5.3. Suppose $1 \leq p, q, r \leq \infty$ and $\alpha \geq 0$. We define
\[ L^r \cap \hat{B}^{p,q}_\alpha = \{ f \in L^r : [f] \in \hat{B}^{p,q}_\alpha \}, \quad L^r \cap \hat{F}^{p,q}_\alpha = \{ f \in L^r : [f] \in \hat{F}^{p,q}_\alpha \}, \]
endowed with the norms $\|f\|_r + \|[f]\|_{B^{p,q}_\alpha}$ and $\|f\|_r + \|[f]\|_{\hat{F}^{p,q}_\alpha}$ respectively.

The reader will forgive us for the slight abuse of notation, as $\hat{X}^{p,q}_\alpha$ is a space of equivalent classes of distributions while $L^r$ is a space of functions. Such a choice is justified by the following lemma.

Lemma 5.4. Suppose $p, q \in [1, \infty]$, $\alpha > 0$ and let $m > \alpha/2$ be an integer.

(i) If $r \in [1, \infty]$ and $f \in L^r \cap \hat{B}^{p,q}_\alpha$, then $\|f\|_{\hat{B}^{p,q}_\alpha} \asymp \|t^{m-\frac{\alpha}{2}} L^m T_1 f\|_{L_r^\infty(L^r)}$.

(ii) If $r \in (1, \infty)$ and $f \in L^r \cap \hat{F}^{p,q}_\alpha$, then $\|f\|_{\hat{F}^{p,q}_\alpha} \asymp \|t^{m-\frac{\alpha}{2}} L^m T_1 f\|_{L^r(L^r)}$.

(In other words, under the assumptions above one can take $\varphi_f = 0$.)

Proof. It is easy to show that, if $f \in L^r$ and $\|t^{m-\frac{\alpha}{2}} L^m T_1 f\|_{X^{\alpha,q}_+} < \infty$ for some $\rho \in \mathcal{P}$, then $\|t^{m-\frac{\alpha}{2}} L^m T_1 f\|_{X^{\alpha,q}_+} = \|t^{m-\frac{\alpha}{2}} L^m T_1 f\|_{X^{\alpha,q}_+}$. We shall prove that under the above conditions one has indeed $L^m \rho = 0$.

Assume that $L^m \rho \neq 0$ and let $U, k$ and $t_0$ be as in Lemma 2.4 for $L^m \rho \in \mathcal{P}$. In other words, $1_U |T_k L^m \rho| \geq 1_U t^{k-1}$ for $t \geq t_0$.

Since $t^{m-\frac{\alpha}{2}} L^m T_1 f \in X^{\alpha,q}_+$, in particular $1_U 1_{[t_0, \infty)}(t) t^{m-\frac{\alpha}{2}} L^m T_1 (f + \rho) \in X^{\alpha,q}_+$. Moreover, by Lemma 2.5
\[ 1_U 1_{[t_0, \infty)}(t) t^{m-\frac{\alpha}{2}} |L^m T_1 f| \precsim 1_U 1_{[t_0, \infty)}(t) t^{-\frac{\alpha}{2}} T_1 f |f|. \]

Since $f \in L^r$, this latter function belongs to $X^{\alpha,q}_+$: by the $L^r$ boundedness of $T_1$, if $X^{\alpha,q}_+ = L^{\infty,2} (L^r)$ or if $r = \infty$ and $X^{\alpha,q}_+ = L^{\infty,2} (L^r)$, and by Proposition 2.8 if $X^{\alpha,q}_+ = L^{r}(L^r)$ and $1 < r < \infty$. Then
\[ 1_U 1_{[t_0, \infty)}(t) t^{m-\frac{\alpha}{2}} L^m T_1 f \in X^{\alpha,q}_+, \quad 1_U 1_{[t_0, \infty)}(t) t^{m-\frac{\alpha}{2}} L^m T_1 (f + \rho) \in X^{\alpha,q}_+, \]
from which we conclude that $1_U 1_{[t_0, \infty)}(t) t^{m-\frac{\alpha}{2}} L^m T_1 \rho \in X^{\alpha,q}_+$. This contradicts the estimate $1_U 1_{[t_0, \infty)}(t) |T_1 L^m \rho| \gtrsim 1_U 1_{[t_0, \infty)}(t) t^{k-1}$. \hfill \Box

We prove now a representation formula in the same spirit as Proposition 3.5, but for functions in some $L^p$ space.

Proposition 5.5. Suppose $p \in [1, \infty]$ and $f \in L^p$. Then for all integers $m, n \geq 1$ and $J \subset \mathbb{N}$
\[ X_J f = \frac{1}{(m-1)!} \int_0^\infty t^m X_J L^m T_1 f \frac{dt}{t} \quad \text{in } S'. \quad (5.3) \]

Proof. By (3.2), one gets
\[ X_J f = \frac{1}{(m-1)!} \int_0^\tau t^m X_J L^m T_1 f \frac{dt}{t} + \sum_{k=0}^{m-1} \frac{1}{k!} t^k X_J L^k T_1 f, \quad \tau > 0. \]

Since $n > 0$ and
\[ \|t^k X_J L^k T_1 f\|_p \precsim \tau^{-n/2}\|f\|_p \]
for all $\tau > 0$ and $k = 0, \ldots, m-1$ by Lemma 2.5, one gets $t^k X_J L^k T_1 f \to 0$ in $S'$ for $\tau \to \infty$, and (5.3) follows. \hfill \Box

Remark 5.6. If $p \in (1, \infty)$ and $n = 0$, then (5.3) holds in $L^p$; this follows by [4, Proposition 2.11], see also [14, Theorem 2.3]. If $f \in L^\infty$ and $n = 0$, one can obtain (5.3) in a weaker form. Namely, there exists $\rho \in \mathcal{P}$ and a sequence of $(\tau_k)_{k > 0}$, with $\lim_{k \to \infty} \tau_k = \infty$, such that
\[ f - \rho = \frac{1}{(m-1)!} \lim_{k \to \infty} \int_0^{\tau_k} (t L)^m T_1 f \frac{dt}{t} \quad \text{in } S'. \quad (5.4) \]
Indeed, observe that by (3.2), for all $\tau > 0$

$$f - \sum_{k=0}^{m-1} \frac{1}{k!} \tau^k \mathcal{L}^k T_\tau f = \frac{1}{(m-1)!} \int_0^\tau (\tau \mathcal{L})^m T_\tau f \frac{dt}{t}.$$ 

Since $\| (\tau \mathcal{L})^k T_\tau f \|_\infty \lesssim \| f \|_\infty$ for all $\tau > 0$ and $k = 0, \ldots, m - 1$ by Lemma 2.5, the sequence

$$\int_0^\tau (\tau \mathcal{L})^m T_\tau f \frac{dt}{t}, \quad \tau \in \mathbb{N}$$

is uniformly bounded in $L^\infty$. By the Banach–Alaoglu Theorem, it admits a weak-* convergent subsequence, hence convergent in $S'$, whose limit is in $L^\infty$. Hence, there is a sequence $(\tau_k)$ in $\mathbb{N}$ such that

$$\lim_{k \to \infty} \int_0^{\tau_k} (\tau \mathcal{L})^m T_\tau f \frac{dt}{t}$$

exists in $S'$, and belongs to $L^\infty$. This implies that

$$f_0 = \lim_{k \to \infty} \sum_{j=0}^{m-1} \frac{1}{j!} (\tau_k \mathcal{L})^j T_{\tau_k} f$$

exists in $S'$, and by (3.3) one gets $f_0 \in \mathcal{P}$. Then (5.4) follows. Since $f$ and the right-hand side are in $L^\infty$, we also get $f_0 \in L^\infty$. If one further assumes that the only polynomials which are bounded are the constants, then $f_0$ reduces to a constant. We refer the reader to the next Section 6 for a more thorough discussion on homogeneous Calderón-type representation formulæ.

To prove the algebra properties, we shall also need the following result. For $f \in S'$, $t > 0$ and $m \in \mathbb{N}$ we write

$$T_\tau^{(m)} f = \sup_{s \in [t, 2t]} \max_{|J| = m} |X_J T_s f|.$$

Lemma 5.7. Suppose $\alpha > 0$, $q \in [1, \infty]$ and $f \in L^r$ for some $r \in (1, \infty)$. Let $m > \alpha$ be an integer.

(i) If $p \in [1, \infty]$, then $\| 2^{(m-\alpha)/2} T_\tau^{(m)} f \|_{L^p} \lesssim \| f \|_{B^\alpha_{q,r}}$.

(ii) If $p \in (1, \infty)$, then $\| 2^{(m-\alpha)/2} T_\tau^{(m)} f \|_{L^p} \lesssim \| f \|_{B^\alpha_{q,r}}$.

Proof. Let $m > \alpha$ be an integer, and pick $|J| = m$ and $t > 0$. By Proposition 5.5, we may write

$$X_J T_s f = \frac{1}{(m-1)!} \sum_{n \in \mathbb{Z}} X_J T_s f_n, \quad f_n = \int_{2^n}^{2^{n+1}} s^m \mathcal{L}^m T_s f \frac{ds}{s}.$$ 

Observe now that

$$T_{\tau t} f_n = T_{2^{n-1} t} \int_{2^n}^{2^{n+1}} (s \mathcal{L})^m T_{s-2^n t} f \frac{ds}{s} + T_{2^n t} \int_{2^{n-1}}^{2^n} (s \mathcal{L})^m T_{s-2^n t} f \frac{ds}{s}$$

$$= T_{2^{n-1} t} \int_{2^{n-1}}^{2^n} (s + 2^{n-1})^m s^m \mathcal{L}^m T_s f ds + T_{2^n t} \int_{2^{n-1}}^{2^n} (s + 2^n)^m s^m \mathcal{L}^m T_s f ds.$$ 

If $t \in [2^j, 2^{j+1}]$, by Lemma 2.5 we then have, for some $c, c' > 0$,

\[ |X_J T_s f_n| \lesssim (2^n + 2^j)^{-\frac{\alpha}{2}} T_{c(2^j+2^n)} \int_{2^{n-1}}^{2^n} s^m |\mathcal{L}^m T_s f| \frac{ds}{s} \]

\[ \lesssim 2^{-\frac{\alpha}{2} \max(j,n)} T_{c(2^j+2^n)} \left( T_{2^n} \int_{2^{n-1}}^{2^n} s^m |\mathcal{L}^m T_s f| \frac{ds}{s} \right) \]

\[ \lesssim 2^{-\frac{\alpha}{2} \max(j,n)} T_{c(2^j+2^n)} \left( 2^{nm} T_{c'2^n} \int_{2^{n-1}}^{2^n} s^m |\mathcal{L}^m T_{2^n t} f| \frac{ds}{s} \right). \]
Therefore, by Proposition 2.7 and (2.6),
\[
\|2^{j(m-\alpha)/2}T_{\varepsilon_2}^j f\|_{L^p(\mathbb{R})}^p \leq \left\|2^{j(m-\alpha)/2}T_{\varepsilon_2}^j \sum_{\mathbb{N}^2} 2^{-\frac{j}{\varepsilon_2}} \max(\{j,n\}) (2^{mn}T_{\varepsilon_2}^{m} |L^m T_{\varepsilon_2}^{m-2} f|)\right\|_{L^p(\mathbb{R})}^p
\]
\[
\leq \|2^{j(m-\alpha)/2}T_{\varepsilon_2}^j |L^m T_{\varepsilon_2}^{m-2} f|\|_{L^p(\mathbb{R})}^p.
\]
Proposition 2.7, Lemma 5.4 and Theorem 3.7 complete the proof of (ii). \(\square\)

5.1. Paraproducts. Our proof of the algebra properties goes via a paraproduct decomposition, which we proceed to show. Suppose \(\alpha > 0\) and let \(p,q,p_1,p_2,p_3,p_4 \in [1,\infty]\) be such that \(\frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p} + \frac{1}{p_4} = \frac{1}{p} \) and \(\frac{1}{p_2} + \frac{1}{p_3} \leq 1\).

Assume that either \(f \in L^{p_3} \cap B_{p_3,q}^q\) and \(g \in L^{p_2} \cap \dot{B}_{p_2}^{p_2,q}\), or \(f \in L^{p_3} \cap \dot{B}_{p_3,q}^q\) and \(g \in L^{p_2} \cap \dot{B}_{p_2,q}^q\) with \(p,p_1,p_4 \in (1,\infty)\) and \(p_2,p_3 \in (1,\infty)\). If \(\frac{1}{p} = \frac{1}{p_2} + \frac{1}{p_3}\) then in particular \(f,g \in L^{p}\). For all integers \(m > \alpha/2\) and \(n \geq 0\), and all \(\tau > 0\), the integrals

\[
\Pi_f^{(m,n,\tau)}(g) = \sum_{h,k=0}^{m-1} \frac{1}{(m-1)!h!k!} \int_0^\tau t^{h+m+k} |L^{h+n}T_t[L^m T_t f \cdot L^k T_t g]| dt,
\]

its symmetric \(\Pi_g^{(m,n,\tau)}(f)\), and

\[
\Pi_f^{(m,n,\tau)}(f,g) = \sum_{h,k=0}^{m-1} \frac{1}{(m-1)!h!k!} \int_0^\tau t^{h+m+k} |L^{h+n}T_t[L^m T_t f \cdot L^k T_t g]| dt,
\]

are well-defined elements of \(S'\). This follows by the conditions on \(f\) and \(g\). For example, if \(h,k \in \{0,\ldots,m-1\}\), then for all \(\phi \in S\)

\[
\int_0^\tau t^{h+m+k} |L^{h+n}T_t[L^m T_t f \cdot L^k T_t g]| dt \leq \|f\|_{L^{p_3},\tau} \|g\|_{L^{p_2}} \|L^n \phi\|_p,
\]

and the other terms are similar. Observe that if \(n \geq 1\), all integrals above admit a limit in \(S'\) for \(\tau \to \infty\). As for \(\Pi_f^{(m,n,\infty)}(g)\), e.g., given integers \(h,k\) and \(\phi \in S\),

\[
\int_0^\infty t^{h+m+k} |L^{h+n}T_t[L^m T_t f \cdot L^k T_t g]| dt \leq \|f\|_{L^{p_3}} \|g\|_{L^{p_2}} \|\phi\|_p \int_0^\infty t^{-n} dt.
\]

The other terms are analogous. In this case, we denote the limits by \(\Pi_f^{(m,n,\infty)}(g)\), \(\Pi_g^{(m,n,\infty)}(f)\) and \(\Pi_f^{(m,n,\infty)}(f,g)\) respectively. We also define

\[
\mathcal{E}^{(m,n,\tau)}(f,g) = \sum_{h,k,\ell=0}^{m-1} \frac{1}{h!k!\ell!} t^{h+k+\ell} |L^{h+n}T_t[(L^k T_t f) \cdot (L^\ell T_t g)]| dt.
\]

The following proposition concerns the aforementioned paraproduct decomposition.

**Proposition 5.8.** Suppose \(\alpha > 0\) and let \(p,q,p_1,p_2,p_3,p_4 \in [1,\infty]\) be such that \(\frac{1}{p} + \frac{1}{p_2} = \frac{1}{p} + \frac{1}{p_4} = \frac{1}{p} \) and \(\frac{1}{p_2} + \frac{1}{p_3} \leq 1\). If either

(i) \(f \in L^{p_3} \cap B_{p_3,q}^q\) and \(g \in L^{p_2} \cap \dot{B}_{p_2}^{p_2,q}\), or
(ii) \(p,p_1,p_4 \in (1,\infty)\), \(p_2,p_3 \in (1,\infty)\), \(f \in L^{p_3} \cap \dot{B}_{p_3,q}^q\) and \(g \in L^{p_2} \cap \dot{B}_{p_2,q}^q\),

then, for all integers \(m > \alpha/2,\)

\[
f g = \Pi_f^{(m,0,\tau)}(g) + \Pi_g^{(m,0,\tau)}(f) + \Pi_f^{(m,n,\tau)}(f,g) + \mathcal{E}^{(m,n,\tau)}(f,g) \quad \text{in} \ S', \quad (5.5)
\]

and, for all integers \(m > \alpha/2\) and \(n \geq 1,\)

\[
\mathcal{L}^n(f,g) = \Pi_f^{(m,n,\infty)}(g) + \Pi_g^{(m,n,\infty)}(f) + \Pi_f^{(m,n,\infty)}(f,g) \quad \text{in} \ S'. \quad (5.6)
\]
Proof. If $r \in [1, \infty]$ is such that $\frac{1}{r} = \frac{1}{p_2} + \frac{1}{p_3}$, then $fg \in L^r$ is a distribution. The other conditions on $f$ and $g$, together with Lemma 5.4, not only make all terms in (5.5) well-defined elements in $S'$, but they allow to justify some switching in the order of integrations below. We leave the details to the interested reader.

We first assume that (5.5) holds, and we deduce (5.6). By (5.5), for $n \geq 1$

$$\mathcal{L}^n(fg) = \Pi_f^{(m,n,\tau)}(f) + \Pi_g^{(m,n,\tau)}(f) + \Pi_f^{(m,n,\tau)}(f, g) + \mathcal{E}^{(m,n,\tau)}(f, g) \quad \text{in } S'.$$

Since all $\Pi_i$’s above admit a limit for $\tau \to \infty$ as explained above, it is enough to show that $\mathcal{E}^{(m,n,\tau)}(f, g) \to 0$ in $S'$ for $\tau \to \infty$. But this follows because, for integers $h, k, \ell$,

$$\|\tau^{h+k+f} L^{h+n} T_{\tau} [(L^k T_{\tau} f) \cdot (L^\ell T_{\tau} g)] \|_r \leq \tau^{-n+h+k+\ell} \| (L^k T_{\tau} f) \cdot (L^\ell T_{\tau} g) \|_r$$

$$\leq \tau^{-n} \|f\|_{p_2} \|g\|_{p_2}.$$

It remains to show (5.5). For notational convenience, we introduce the operators

$$\Phi_t(\mathcal{L}) = -\sum_{k=0}^{m-1} \frac{1}{k!} (t \mathcal{L})^k T_t, \quad \Psi_t(\mathcal{L}) = \frac{1}{(m-1)!} (t \mathcal{L})^m T_t.$$

Observe that by Proposition 3.4,

$$f = \int_0^\tau \Psi_\tau(\mathcal{L}) f \frac{da}{a} - \Phi_\tau(\mathcal{L}) f, \quad \int_0^\tau \Psi_\tau(\mathcal{L}) f \frac{da}{a} = \Phi_\tau(\mathcal{L}) f - \Phi_\tau(\mathcal{L}) f, \quad (5.7)$$

in $S'$, and analogously for $g$ and $fg$. Therefore

$$fg = \int_0^\tau \Psi_\tau(\mathcal{L}) \left\{ \left[ \int_0^\tau \Psi_u(\mathcal{L}) f \frac{du}{u} - \Phi_u(\mathcal{L}) f \right] \cdot \left[ \int_0^\tau \Psi_v(\mathcal{L}) g \frac{dv}{v} - \Phi_v(\mathcal{L}) g \right] \right\} \frac{dt}{t}$$

$$- \Phi_\tau(\mathcal{L}) \left\{ \left[ \int_0^\tau \Psi_u(\mathcal{L}) f \frac{du}{u} - \Phi_u(\mathcal{L}) f \right] \cdot \left[ \int_0^\tau \Psi_v(\mathcal{L}) g \frac{dv}{v} - \Phi_v(\mathcal{L}) g \right] \right\}$$

$$= I_1(f, g) - I_2(f, g) - I_2(g, f) + I_3(f, g) - I_4(f, g) + I_5(f, g) + I_5(g, f)$$

$$+ \mathcal{E}^{(m,0,\tau)}(f, g),$$

where

$$I_1(f, g) = \int_0^\tau \Psi_\tau(\mathcal{L}) \left\{ \left[ \int_0^\tau \Psi_u(\mathcal{L}) f \frac{du}{u} \right] \cdot \left[ \int_0^\tau \Psi_v(\mathcal{L}) g \frac{dv}{v} \right] \right\} \frac{dt}{t}$$

$$I_2(f, g) = \int_0^\tau \int_0^\tau \Psi_\tau(\mathcal{L}) \left( \Psi_u(\mathcal{L}) f \cdot \Phi_v(\mathcal{L}) g \right) \frac{du}{u} \frac{dt}{t}$$

$$I_3(f, g) = \int_0^\tau \Phi_\tau(\mathcal{L}) \left( \Phi_\tau(\mathcal{L}) f \cdot \Phi_\tau(\mathcal{L}) g \right) \frac{dt}{t}$$

$$I_4(f, g) = \int_0^\tau \int_0^\tau \Phi_\tau(\mathcal{L}) \left( \Psi_u(\mathcal{L}) f \cdot \Psi_v(\mathcal{L}) g \right) \frac{du}{u} \frac{dv}{v}$$

$$I_5(f, g) = \int_0^\tau \Phi_\tau(\mathcal{L}) \left( \Psi_\tau(\mathcal{L}) f \cdot \Phi_\tau(\mathcal{L}) g \right) \frac{dt}{t}.$$

By splitting the inner integrals in $I_1$, as the sum of the integrals on $[0, t]$ and on $[t, \tau]$, and exchanging the order of integration whenever allowed, one can see that

$$I_1(f, g) = \int_0^\tau \Psi_\tau(\mathcal{L}) \left[ \int_0^\tau \Psi_u(\mathcal{L}) f \frac{du}{u} \cdot \int_t^\tau \Psi_v(\mathcal{L}) g \frac{dv}{v} \right] \frac{dt}{t}$$

$$+ I_6(f, g) + I_6(g, f) \quad (5.8)$$

where

$$I_6(f, g) = \int_0^\tau \left[ \int_0^\tau \Psi_u(\mathcal{L}) f \cdot \int_0^u \Psi_v(\mathcal{L}) g \frac{dv}{v} \right] \frac{dt}{t} \frac{du}{u}.$$
The first term in the right hand side of (5.8) equals, by means of the second equality in (5.7) applied to both inner integrals,
\[ \Pi^{(m,0,\tau)}(f,g) - I_\tau(f,g) - I_\tau(g, f) + I_8(f,g), \]
where
\[ I_\tau(f,g) = \int_0^\tau \Phi_\tau(L)f \cdot \Phi_\tau(L)g \, dt, \quad I_8(f,g) = \int_0^\tau \Phi_\tau(L) \Phi_\tau(g) \, dt. \]

By tedious but elementary similar computations one can show that
\[ -I_\tau(f,g) - I_\tau(g,f) + I_8(f,g) - I_2(f,g) - I_2(g,f) + I_3(f,g) - I_4(f,g) \]
\[ + I_5(f,g) + I_5(g,f) + I_6(f,g) + I_6(g,f) = \Pi^{(m,0,\tau)}_g(f) + \Pi^{(m,0,\tau)}_f(f), \]
which concludes the proof. \[\square\]

We are now in a position to establish the algebra properties of \( \hat{B} \)- and \( \hat{F} \)- spaces.

**Theorem 5.9.** Suppose \( \alpha > 0 \), \( q \in [1, \infty) \), and let \( p, p_1, p_2, p_3, p_4 \in [1, \infty) \) be such that \( \frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p_3} + \frac{1}{p_4} = \frac{1}{p} \) and \( \frac{1}{p_2} + \frac{1}{p_3} \leq 1 \).

(i) If \( f \in L^{p_1} \cap B^{p_1,q}_{\alpha} \) and \( g \in L^{p_2} \cap B^{p_2,q}_{\alpha} \), then
\[ \|fg\|_{B^{p,q}_{\alpha}} \lesssim \|f\|_{B^{p_1,q}_{\alpha}}\|g\|_{B^{p_2,q}_{\alpha}}. \]

(ii) If \( p, p_1, p_4 \in (1, \infty) \), \( p_2, p_3 \in (1, \infty] \), \( f \in L^{p_3} \cap \hat{F}^{p_3,q}_{\alpha} \) and \( g \in L^{p_2} \cap \hat{F}^{p_2,q}_{\alpha} \), then
\[ \|fg\|_{\hat{F}^{p,q}_{\alpha}} \lesssim \|f\|_{\hat{F}^{p_3,q}_{\alpha}}\|g\|_{B^{p_2,q}_{\alpha}}. \]

In particular, for \( \alpha > 0 \), \( q \in [1, \infty) \) and \( p \in [1, \infty) \) or \( p \in (1, \infty) \) respectively, \( L^\infty \cap B^{p,q}_{\alpha} \) and \( L^\infty \cap \hat{F}^{p,q}_{\alpha} \) are algebras under pointwise multiplication.

**Proof.** We prove only (ii), for the proof of (i) follows the same steps and is easier. Observe that \( \|f\|_{\hat{F}^{p,q}_{\alpha}} = \|t^{\alpha/2}L^m T_t f\|_{L^p(L^q)} \) by Lemma 5.4, and that the same holds for \( g \) and \( fg \).

Pick \( m = [\alpha/2] + 1 \). By (5.6),
\[ \|fg\|_{\hat{F}^{p,q}_{\alpha}} \lesssim \|t^{\alpha/2}T^{m}_{T}L^m (fg)\|_{L^p(L^q)} \]
\[ \lesssim \|t^{\alpha/2}T^{m}_{T}P^{(m,m,\infty)}(f)\|_{L^p(L^q)} + \|t^{\alpha/2}T^{m}_{T}P^{(m,m,\infty)}(g)\|_{L^p(L^q)} \]
\[ \|t^{\alpha/2}T^{m}_{T}P^{(m,m,\infty)}(fg)\|_{L^p(L^q)} \]

We claim that (from now on we omit the superscripts)
\[ \|t^{\alpha/2}T^{m}_{T}P^{(m,m,\infty)}(fg)\|_{L^p(L^q)} \lesssim \|fg\|_{\hat{F}^{p,q}_{\alpha}}\|g\|_{p_2}, \tag{5.9} \]
which by symmetry implies also
\[ \|t^{\alpha/2}T^{m}_{T}P^{(m,m,\infty)}(fg)\|_{L^p(L^q)} \lesssim \|fg\|_{p_3}\|g\|_{\hat{F}^{p,q}_{\alpha}}, \]
and that
\[ \|t^{\alpha/2}T^{m}_{T}P^{(m,m,\infty)}(fg)\|_{L^p(L^q)} \lesssim \|fg\|_{\hat{F}^{p,q}_{\alpha}}\|g\|_{p_2} + \|fg\|_{p_3}\|g\|_{\hat{F}^{p,q}_{\alpha}}. \tag{5.10} \]

The theorem follows by the claims.

We first prove (5.9). By definition,
\[ \|u^{m/2}T_{u/2}P^{(m,m,\infty)}(fg)\|_{L^p(L^q)} \]
\[ \lesssim \sum_{h,k=0}^{m-1} \|u^{m/2} \int_0^\infty t^{h+k}L^{h+k} T_{u+t} L^m T_{t} f \cdot L^k (T_{t} g) \|_{L^p(L^q)} \frac{dt}{t}. \]
Suppose now $h, k \in \{0, \ldots, m-1\}$ and $u > 0$. By Lemma 2.5, there exist $a_h, a_m > 0$ such that
\[
 I^h |L^{m+h}T_{u+t}[L^mT_t f \cdot L^kT_t g]| \lesssim T_{a_h}[L^mT_{t/2+u}[L^mT_t f \cdot L^kT_t g]] \\
 \lesssim (\frac{1}{2} + u)^{-m} T_{a_t}T_{a_m(t/2+u)}[L^mT_t f \cdot L^kT_t g] \\
 \lesssim (u + t)^{-m} T_{c(t+u)}[L^mT_t f \cdot L^kT_t g],
\]
for some $c > 0$. Therefore,
\[
\int_0^\infty \int_0^\infty I^h [L^{m+h}T_{u+t}[L^mT_t f \cdot L^kT_t g]] \frac{dt}{t} \lesssim T_{c_u} \int_0^\infty t^{m+k} (u + t)^{-m} T_{c_t} L^mT_t f \cdot L^kT_t g \frac{dt}{t}.
\]
By Proposition 2.7 with $F(u, \cdot) = u^{-\frac{m}{2}} \int_0^\infty t^{m+k} (u + t)^{-m} T_{c_t} L^mT_t f \cdot L^kT_t g \frac{dt}{t}$, by (2.5) and then by Corollary 2.9
\[
\left\| u^{-\frac{m}{2}} \int_0^\infty t^{m+k} [L^{m+h}T_{u+t}[L^mT_t f \cdot L^kT_t g]] \frac{dt}{t} \right\|_{L^p(L^q)} \leq \left\| u^{-\frac{m}{2}} \int_0^\infty t^{m+k} (u + t)^{-m} T_{c_t} [L^mT_t f \cdot L^kT_t g] \frac{dt}{t} \right\|_{L^p(L^q)} \\
 \lesssim \left\| u^{-\frac{m}{2}} \int_0^\infty t^{m+k} T_{c_t} [L^mT_t f \cdot L^kT_t g] \frac{dt}{t} \right\|_{L^p(L^q)} \\
 \lesssim \left\| u^{-\frac{m}{2}} T_{c_t} [L^mT_t f \cdot L^kT_t g] \right\|_{L^p(L^q)} \\
 \lesssim \left\| u^{-\frac{m}{2}} T_{c_t} [L^mT_t f \cdot L^kT_t g] \right\|_{L^p(L^q)}.
\]
By Hölder’s inequality, the $L^p$-boundedness of the heat maximal operator (observe that $p_2 > 1$) and Corollary 2.9 we conclude
\[
\left\| u^{-\frac{m}{2}} I^h \Pi(f) \right\|_{L^p(L^q)} \lesssim \sup_{t > 0} T_{c_t} [g] \|p_2 \|_{L^p(L^q)} \left\| u^{-\frac{m}{2}} [L^mT_t f] \right\|_{L^p(L^q)} \\
 \lesssim \left\| g \right\|_{p_2} \left\| f \right\|_{L^{p_1}(L^q)}.
\]
The proof of (5.9) is thus complete.
We prove (5.10). By definition,
\[
\left\| u^{-\frac{m}{2}} I^h \Pi(f, g) \right\|_{L^p(L^q)} \lesssim \sum_{h, k=0}^{m-1} \left\| u^{-\frac{m}{2}} \int_0^\infty t^{m+h+k} [L^{2m}T_{t+u} [L^hT_t f \cdot L^kT_t g]] \frac{dt}{t} \right\|_{L^p(L^q)}.
\]
By Lemma 2.5 and the Leibniz rule, there is $a = a_m > 0$ such that
\[
|L^{2m}T_{t+u}[L^hT_t f \cdot L^kT_t g]| = |L^{m}T_{t+u}[L^hT_t f \cdot L^kT_t g]| \\
 \lesssim (t + u)^{-m} T_{a_t}T_{a_m(t+u)}[L^m[L^hT_t f \cdot L^kT_t g]] \\
 \lesssim (t + u)^{-m} T_{a_t}T_{a_m(t+u)} \sum_{i=0}^{2m-1} \max_{|I|=i+2h} |Y_t T_t f| \max_{|J|=2m+2k-i} |Z_j T_t g|,
\]
where $(Y_t, Z_j) = (L^h, L^{m+k})$ if $|I| = 2h$ and $|J| = 2k + 2m$, $(Y_t, Z_j) = (L^{m+h}, L^k)$ if $|I| = 2h + 2m$ and $|J| = 2k$, and $(Y_t, Z_j) = (X_t, X_j)$ otherwise. Thus, if we define
\[
F_{t, h, k}(f, g) = \max_{|I|=i+2h} |Y_t T_t f| \max_{|J|=2m+2k-i} |Z_j T_t g|,
\]
by Proposition 2.8 and (2.5) we obtain as before

\[ \|u^{m-\alpha/2}L^m\Pi(f, g)\|_{L^p(L^\alpha_1)} \leq \sum_{h, k=0}^{m, 2m} \left( \sum_{i=0}^{m, -1} \left| \frac{u^{-\alpha/2}T_{ut}}{t} \right| m + h + k \right) \int_0^\infty (t + u)^{-m} T_{at} F_t^{1, h, k} (f, g) \frac{dt}{t} \|_{L^p(L^\alpha_1)} \]

\[ \leq \sum_{h, k=0}^{m, 2m} \left( \sum_{i=0}^{m, -1} \left| \frac{u^{-\alpha/2}T_{ut}}{t} \right| m + h + k \right) \int_0^\infty (t + u)^{-m} T_{at} F_t^{1, h, k} (f, g) \|_{L^p(L^\alpha_1)} \].

We separate two cases, depending on the values of \( i \). The cases \( i = 0 \) or \( i = 2m \) are symmetric, so we only give details for \( i = 0 \). By Corollary 2.9 and Hölder’s inequality we obtain as above

\[ \|t^{m+k+h-\alpha/2} T_{at} F_t^{1, h, k} (f, g)\|_{L^p(L^\alpha_1)} = \|t^{m+k+h-\alpha/2} T_{at} (|L^h T_if| \cdot |L^m T_{it} g|)\|_{L^p(L^\alpha_1)} \leq \|T_i f\|_{p_2} \|t^{m+k+\alpha/2} T_{it} L^m T_{it} g\|_{L^p(L^\alpha_1)} \leq \|T_i f\|_{p_2} \|T_{it} L^m T_{it} g\|_{L^p(L^\alpha_1)} \]

the last inequality by the \( L^p\)-boundedness of the heat maximal operator.

Assume now that \( i \in \{1, \ldots, 2m - 1\} \). Since for \( t \in [2^j, 2^{j+1}] \)

\[ F_t^{1, h, k} (f, g) \leq T_{2j} (2^{m+2k-i}, \ast) T_{2j} (2^{m+2k-i}, \ast) \]

one has, by Proposition 2.7,

\[ \|t^{m+k+h-\alpha/2} T_{at} F_t^{1, h, k} (f, g)\|_{L^p(L^\alpha_1)} \leq \|2^{j(m+k+\alpha/2)} T_{at} (T_{2j} (2^{m+2k-i}, \ast) T_{2j} (2^{m+2k-i}, \ast) \|_{L^p(L^\alpha_1)} \leq \|2^{j(m+k+\alpha/2)} T_{at} (T_{2j} (2^{m+2k-i}, \ast) T_{2j} (2^{m+2k-i}, \ast) \|_{L^p(L^\alpha_1)} \]

We now pick \( \theta = \frac{1}{2(m+2k+j)} \) and apply Hölder’s inequality with \( \alpha_1 = \theta \alpha, \alpha_2 = (1 - \theta)\alpha, \frac{1}{\alpha_1} = \frac{1}{\theta} + \frac{1}{1-\theta} \) to obtain that the last term of the previous inequality is controlled by

\[ \|2^{j(m+2k-i)} T_{at} (T_{2j} (2^{m+2k-i}, \ast) T_{2j} (2^{m+2k-i}, \ast) \|_{L^p(L^\alpha_1)} \leq \|(f)\|_{F^{\alpha_1}_p, q} \|(g)\|_{F^{\alpha_2}_p, q}, \]

which in turn, by Hölder’s inequality with \( \frac{1}{\alpha_1} = \frac{\theta}{p} + \frac{1-\theta}{p}, \frac{1}{\alpha_2} = \frac{\theta}{p} + \frac{1-\theta}{p}, \) is controlled by

\[ \|2^{j(i+2k-\alpha)} T_{at} (T_{2j} (2^{m+2k-i}, \ast) T_{2j} (2^{m+2k-i}, \ast) \|_{L^\alpha_1(t^{\alpha_1})} \leq \|\|f\|_{F^{\alpha_1}_p, q} \|(g)\|_{F^{\alpha_2}_p, q}, \]

by Lemma 5.7. Observe now that by Hölder’s inequality and the \( L^\ast\)-boundedness of the heat maximal operator for \( r \in (1, \infty) \), we have

\[ \|f\|_{F^{\alpha_1}_p, q} \|g\|_{F^{\alpha_2}_p, q} \leq \|f\|_{F^{\alpha_1}_p, q} \|g\|_{F^{\alpha_2}_p, q}, \]

whence

\[ \|f\|_{F^{\alpha_1}_p, q} \|g\|_{F^{\alpha_2}_p, q} \leq \|f\|_{F^{\alpha_1}_p, q} \|g\|_{F^{\alpha_2}_p, q}, \]

which completes the proof of (5.10) and of the theorem.
6. Property (S), representations and interpolation

In this section we prove homogeneous representation formulae, in terms of heat semigroups as well as of Littlewood–Paley decompositions. The former will also lead to interpolation properties of \( \tilde{B} \)- and \( \tilde{F} \)- spaces. The setting will be that of a smooth manifold, as in Section 5.

First of all, we notice that a representation such as (3.3) or (3.4) does not hold in general, if \( n = 0 \). Indeed, for \( f \in S' \), the integral

\[
\int_0^\tau (t\mathcal{L})^{m}Thf \frac{dt}{t}
\]

in general does not converge in \( S' \) when \( \tau \to \infty \); see also [34, p. 53].

This can be overcome if \( S \) satisfies the following property, inspired by [6, Proposition 2.7] on \( \mathbb{R}^d \), which for future reference we shall denote by (S): For all \( n \in \mathbb{N} \) there exists \( \nu \in \mathbb{N} \) such that, for all sequences \( (f_k)_{k \in \mathbb{N}} \) in \( S' \) such that \( (X_j f_k)_{k \in \mathbb{N}} \) converges in \( S' \) for all \( J \in \mathbb{T}^n \), there exists a sequence of polynomials \( (\rho_k)_{k \in \mathbb{N}} \) in \( \mathcal{P}_\nu \), such that \( (f_k + \rho_k)_{k \in \mathbb{N}} \) converges in \( S' \).

We shall show that under condition (S), Calderón-type representation formulae for distributions whose equivalence class belongs to some \( \tilde{F} \)- or \( \tilde{B} \)-space can be obtained. For more general distributions, we shall also need the following property, similar to that of Lemma 2.5 (2),

\[
|T_{J}X_{j}\phi| \lesssim t^{-h/2}T_{\alpha}[\phi], \quad t > 0, J \in \mathbb{T}^h, h \in \mathbb{N}
\]

for some \( c > 0 \) and all \( \phi \in S \). The following lemma can be proved in the exact same way as Lemma 2.6, and its proof is omitted.

**Lemma 6.1.** Let \( n \geq 0 \) be an integer. If (6.1) holds and \( \ell \in \mathbb{N} \), \( h \in \mathbb{N} \) and \( J \in \mathbb{T}^h \), then \( p_\ell(\mathcal{L}^h X_{j}\phi) \lesssim t^{(n/2-h/2) - \ell}p_\nu(\phi) \) for all \( \phi \in S \) and \( \ell \geq 1 \).

**Proposition 6.2.** Let \( m \geq 1 \) be an integer and suppose \( f \in S' \). If (S) and (6.1) hold, then there exist \( \nu = \nu(f) \in \mathbb{N} \), \( \rho_f \in \mathcal{P}_\nu \), and a sequence \( (\rho_k) \subset \mathcal{P}_\nu \) such that

\[
f - \rho_f = \frac{1}{(m - 1)! \lim_{k \to \infty}} \left( \int_0^k (t\mathcal{L})^{m}T_{J}f \frac{dt}{t} + \rho_k \right) \quad \text{in } S'.
\]

**Proof.** We claim that there exists \( \nu = \nu(f) \) and a sequence \( (\rho_k) \) in \( \mathcal{P}_\nu \) such that

\[
f_0 = \frac{1}{(m - 1)! \lim_{k \to \infty}} \left( \int_0^k (t\mathcal{L})^{m}T_{J}f \frac{dt}{t} + \rho_k \right)
\]

exists in \( S' \). Assuming the claim for a moment, we complete the proof.

By (3.2), for all \( k \in \mathbb{N} \)

\[
f - \frac{1}{(m - 1)!} \left( \int_0^k (t\mathcal{L})^{m}T_{J}f \frac{dt}{t} + \rho_k \right) = \sum_{j=0}^{m-1} \frac{1}{j!}(k\mathcal{L})^{j}T_{J}f - \frac{1}{(m - 1)!} \rho_k \cdot
\]

Let \( h \in \mathbb{N} \) be such that

\[
|\langle f, \phi \rangle| \leq C p_\nu(\phi) \quad \forall \phi \in S,
\]

and define \( \eta = \max\{\nu, [h/2] + 1\} \). Since for all \( k \geq 1 \) and \( j = 0, \ldots, m - 1 \)

\[
|\langle (k\mathcal{L})^{j}\mathcal{L}^hT_{J}f, \phi \rangle| \lesssim p_\nu((k\mathcal{L})^{j}\mathcal{L}^hT_{J}f) \lesssim \|k^{h/2-\eta}p_\nu(\phi)\|
\]

by Lemmas 2.5 and 2.6, and since \( \mathcal{L}^h\rho_k = 0 \) for all \( k \),

\[
\mathcal{L}^h(f - f_0) = \lim_{k \to \infty} \sum_{j=0}^{m-1} \frac{1}{j!}(k\mathcal{L})^{j}\mathcal{L}^hT_{J}f = 0
\]

in \( S' \). Then \( f - f_0 \in \mathcal{P}_\eta \), and the statement follows. Therefore, it remains to prove the claim.
We first observe that for all \( f \in S' \), by (3.2),
\[
\int_0^1 (tL)^m T_t f \frac{dt}{t} \in S'.
\] (6.4)

By (S), the claim will then follow if we show that there exists \( n \in \mathbb{N} \) such that if \( |J| = n \) the sequence
\[
X_J \int_1^k (tL)^m T_t f \frac{dt}{t} = \int_1^k X_J (tL)^m T_t f \frac{dt}{t}, \quad k \in \mathbb{N},
\]
converges in \( S' \) for \( k \to \infty \). By (6.3) it is enough to show that there is \( n \in \mathbb{N} \) such that if \( |J| = n \) the sequence
\[
\int_1^k p_h ( (tL)^m T_t f ) \frac{dt}{t}, \quad k \in \mathbb{N}
\]
converges for all \( f \in S \). By Lemma 6.1, for \( t \geq 1 \)
\[
p_h ( (tL)^m T_t f ) \lesssim t^{h/2-n/2} p_h (f),
\]
from which the claim follows by taking \( n > h \).

The representation formula (6.2) has a stronger form if \( f \in S' \) is such that \( [f] \)
belongs to some \( \tilde{B} \)- or \( \tilde{F} \)- space. In this case, moreover, (6.1) is not needed.

**Proposition 6.3.** If (S) holds, then for all \( \alpha \geq 0 \) there exists \( \nu = \nu (\alpha) \) such that, for all \( f \in S' \) satisfying \([f] \in \tilde{B}_p^q \) for some \( p, q \in [1, \infty] \), or \([f] \in \tilde{F}_p^q \) for some \( p \in (1, \infty) \) and \( q \in [1, \infty] \), and for all integers \( m > \alpha/2 \), there are \( \rho_f \in \mathcal{P} \) and \( (\rho_k) \subset \mathcal{P}_\nu \) such that
\[
f - \rho_f = \frac{1}{(m - 1)!} \lim_{k \to \infty} \left( \int_0^k (tL)^m T_t (f + \varphi_f) \frac{dt}{t} + \rho_k \right)
\] in \( S' \), (6.5)
where \( \varphi_f = \varphi (f, \alpha, [\alpha/2] + 1, p, q) \) is that of Proposition 3.2.

**Proof.** Write \( \nu_0 = [\alpha/2] + 1 \), and let \( \nu \) be the integer associated with \( n = 2\nu_0 \) in (S). Let \( f \in S' \) be such that \( [f] \in \tilde{F}_p^q \) for \( p \in (1, \infty) \) and \( q \in [1, \infty] \), and suppose \( m > \alpha/2 \) is an integer. Pick \( \varphi_f = \varphi (f, \alpha, \nu_0, p, q) \in \mathcal{P} \). We shall show that there exists a sequence \( (\rho_k) \subset \mathcal{P}_\nu \) such that
\[
f_0 = \frac{1}{(m - 1)!} \lim_{k \to \infty} \left( \int_0^k (tL)^m T_t (f + \varphi_f) \frac{dt}{t} + \rho_k \right)
\]
exists in \( S' \). The conclusion will then follow in the same way as in Proposition 6.2.

By (6.4) with \( f + \varphi_f \) in place of \( f \), and by (S), it will be enough to show the convergence in \( S' \) of the sequence
\[
X_J \int_1^k (tL)^m T_t (f + \varphi_f) \frac{dt}{t}, \quad k \in \mathbb{N},
\]
for \( |J| = 2\nu_0 \). Arguing exactly as in (3.5) with \( X_J \) in place of \( L^n \), one actually sees that it converges in \( L^p \). By (S) and the choice of \( \nu \), there is then a sequence \( (\rho_k) \subset \mathcal{P}_\nu \) such that
\[
\int_1^k (tL)^m T_t (f + \varphi_f) \frac{dt}{t} + \rho_k, \quad k \in \mathbb{N},
\]
converges in \( S' \), namely \( f_0 \in S' \). \( \square \)
6.1. Comparisons and remarks. Let us now discuss the equivalence of our $\hat{B}$- and $\hat{F}$- norms with those defined by means of a Littlewood–Paley decomposition.

To begin with, observe that if $\varphi \in S(\mathbb{R})$ is even and compactly supported away from 0, or if it vanishes in 0 with infinite order, then $\mathcal{L}^{-k}\varphi(\sqrt{t})$ is well defined for all $k \in \mathbb{N}$, and $\varphi(\sqrt{t}) = \mathcal{L}^k\mathcal{L}^{-k}\varphi(\sqrt{t})$. This implies that $\varphi(\sqrt{t}) = 0$ for all $\rho \in \mathcal{P}$. As a consequence, $\varphi(\sqrt{t})(f + \rho) = \varphi(\sqrt{t})f \in \mathcal{S}'$ for all $f \in \mathcal{S}'$ and $\rho \in \mathcal{P}$. In particular, $\varphi(\sqrt{t})$ can be defined on $\mathcal{S}'/\mathcal{P}$ with values in $\mathcal{S}'$; actually its image consists of continuous functions.

By the heat kernel estimates (1.4) and (6.4), $\mathcal{L}^k T_t(1)$ might depend on $\rho$ and $\varphi(\sqrt{t})$ can be defined on $\mathcal{S}'/\mathcal{P}$ only with values in $\mathcal{S}'/\mathcal{P}$. In particular, this happens for the multipliers $\mathcal{L}^k T_t$, $t > 0$. Therefore, the claimed characterization in [24, Theorem 6.2] needs to be suitably interpreted. This issue has also been highlighted in [12, p. 32].

Consider a function $\varphi \in C^\infty_c((0, \infty))$ such that $\text{supp} \varphi \subseteq [1/2, 2]$, $|\varphi(\lambda)| \geq c > 0$ for $\lambda \in [2^{-5/4}, 2^{1/4}]$ and

$$\sum_{j \in \mathbb{Z}} \varphi(2^{-j}\lambda) = 1 \quad \forall \lambda > 0.$$ 

For $j \in \mathbb{Z}$, we write $\varphi_j(\lambda) = \varphi(2^{-j}\lambda)$.

We begin by showing the Littlewood–Paley counterparts of Propositions 6.2 and 6.3, with a preliminary lemma.

Lemma 6.4. Let $\psi \in C^\infty_c(0, \infty)$ be positive, and $h \in \mathbb{N}$. If $\ell, m \in \mathbb{N}$ and $J \in \mathbb{N}$, and if $\psi(t) > 0$ holds when $m > 0$, then for all $t \geq 1$ and $\phi \in \mathcal{S}$

$$p_t(\mathcal{L}^k \psi(t\sqrt{t})X_J \phi) \lesssim p_{h + d + 1}(\phi)t^{h - m - 2\ell - d}.$$ 

Proof. Observe that for all $t > 0$ and $k \in \mathbb{N}$, one has

$$\mathcal{L}^k \int M \mathcal{L}^k \psi(t\sqrt{t})X_J \phi(x) = t^{-2k-2\ell} (t\sqrt{t})^{2k+2\ell} \psi(t\sqrt{t}) e^{t\sqrt{t}} T_{t/2}X_J.$$

Thus, if $\tilde{K}_t$ denotes the integral kernel of $(t\sqrt{t})^{2k+2\ell} \psi(t\sqrt{t}) e^{t\sqrt{t}}$, by (6.1)

$$|\mathcal{L}^k \psi(t\mathcal{L})X_J \phi(x)| \leq t^{-2k-2\ell} \int M |\mathcal{L}^k \psi(t\mathcal{L})X_J \phi(x)| |T_{t/2}X_J \phi(z)| \mu(z)$$

$$\lesssim t^{-2k-2\ell-m} \int M \left[ \int M |\mathcal{L}^k \psi(t\mathcal{L})X_J \phi(x)| H_{ct}^2 \mu(z) \right] \phi(y) \mu(y).$$

For notational convenience, given $\delta, \sigma > 0$ let us introduce as in [16, 24, 29]

$$D_{\ell, \sigma}(x, y) = \frac{1}{(\mu(B(x, \delta)) \mu(B(y, \delta)))^{1/2}} \left( 1 + \frac{d(x, y)}{\delta} \right)^{-\sigma}.$$ 

By the heat kernel estimates (1.1) and the doubling property of $\mu$, for $\sigma > 0$

$$H_{ct}^2(z, y) \lesssim D_{\ell, \sigma}(z, y),$$ 

and moreover, by [29, Theorem 3.1], see also [24, Theorem 2.5], for $\sigma \geq d + 1$,

$$|\tilde{K}_t(x, z)| \lesssim D_{\ell, \sigma}(x, z),$$

the constants involved depending on $\sigma$. For $\sigma \geq 2d + 1$, we obtain (cf. [16, Lemma 2.3 and (2.7)])

$$\int M |\tilde{K}_t(x, z)| H_{ct}^2 \mu(z) \lesssim \int M D_{\ell, \sigma}(x, z) D_{t, \sigma}(z, y) \mu(z)$$

$$\lesssim D_{t, \sigma}(x, y)$$

$$\lesssim \mu(B(x, t))^{-1} \left( 1 + \frac{d(x, y)}{t} \right)^{-\sigma + d/2}.$$
Observe now that if $\sigma \geq h + d/2$

$$(1 + d(x))^h \left(1 + \frac{d(x, y)}{t}\right)^{-\sigma + d/2} \leq (1 + d(y))^h (1 + d(x, y))^h \left(1 + \frac{d(x, y)}{t}\right)^{-\sigma + d/2} \leq (1 + d(y))^h (1 + t)^h.$$ By applying the above estimates with $\sigma = h + 2d + 1$, and by Remark 1.2, we conclude that for all $t \geq 1$, $x \in M$ and $k = 0, \ldots, h$

$$(1 + d(x))^h |\mathcal{L}^k \mathcal{L}^t \psi(t\sqrt{n})X_J \phi(x)| \lesssim t^{-2k-2l-m-h-d^*} \int_M (1 + d(y))^h |\phi(y)| d\mu(y) \lesssim t^{-2k-2l-m-h-d^*} p_n + d + 1(\phi),$$ which concludes the proof. □

**Proposition 6.5.** If $(S)$ and (6.1) hold, then for all $f \in S'$ there exist $n = n(f)$, $\rho_f \in \mathcal{P}$, and a sequence $(\rho_k)_k \subset \mathcal{P}_n$ such that

$$f - \rho_f = \lim_{k \to \infty} \left( \sum_{j \geq -k} \varphi_j(\sqrt{n}) f + \rho_k \right) \quad \text{in } S'. \quad (6.6)$$

**Proof.** Let $f \in S'$ be given, and let $C > 0$ and $h \in \mathbb{N}$ be such that

$$|\langle f, \phi \rangle| \leq C \rho_h(\phi) \quad \forall \phi \in S.$$ It is well known, cf. [29, Proposition 5.5], that for all fixed $k \in \mathbb{Z}$

$$f = \varphi_{-k-1}(\sqrt{n}) f + \sum_{j \geq -k} \varphi_j(\sqrt{n}) f \quad \text{in } S'. \quad (6.7)$$

In particular, $\sum_{j \geq 0} \varphi_j(\sqrt{n}) f \in S'$. If we show that there exist polynomials $(\rho_k)$ in $\mathcal{P}_n$ such that

$$f_0 = \lim_{k \to \infty} \left( \sum_{j \geq -k} \varphi_j(\sqrt{n}) f + \rho_k \right)$$

exists in $S'$, then for $\ell \geq \max(n, (h - d^*)/2)$ one gets by (6.7) and Lemma 6.4

$$\mathcal{L}^\ell (f - f_0) = \lim_{k \to \infty} \mathcal{L}^\ell \varphi_{-k-1}(\sqrt{n}) f = 0$$

in $S'$, and the proof is complete.

By $(S)$ it is then enough to show that there is $m \in \mathbb{N}$ such that

$$\sum_{-k \leq j \leq -1} X_J \varphi_j(\sqrt{n}) f, \quad k \in \mathbb{N}, \quad (6.8)$$

converges in $S'$ for all $J \in \mathcal{I}^m$. This follows if there exists $m$ such that for $J \in \mathcal{I}^m$

$$\sum_{-k \leq j \leq -1} \rho_h(\varphi_j(\sqrt{n}) X_J \phi)$$

is a convergent sequence for all $\phi \in \mathcal{S}$. But this is a consequence of Lemma 6.4. □

Let us now introduce the quantities, for $\alpha \geq 0$, $p, q \in [1, \infty]$ and $[f] \in S'/\mathcal{P}$,

$$\|f\|_{\mathcal{B}_{\mathcal{P}}^{\alpha}, \mathcal{L}^p} = \left( \sum_{j \in \mathbb{Z}} (2^{j\alpha}) \|\varphi_j(\sqrt{n}) f\|_p^q \right)^{1/q}$$

and

$$\|f\|_{\mathcal{F}_{\mathcal{P}}^{\alpha}, \mathcal{L}^p} = \left\| \left( \sum_{j \in \mathbb{Z}} (2^{j\alpha}) |\varphi_j(\sqrt{n}) f|\right)^q \right\|_p^{1/q}.$$ Then, we have the following.
Proposition 6.6. If (S) holds, then for all $\alpha \geq 0$ there exists $\eta = \eta(\alpha)$ such that, for all $f \in \mathcal{S}'$ such that either $\|f\|_{B_{p,q,\mathcal{L}}} \leq M$ or $\|f\|_{B_{p,q,\mathcal{L}}}^q$ is finite for $q \in [1, \infty]$ and $p \in [1, \infty]$ or $p \in (1, \infty)$ respectively, there exist $\rho_f \in \mathcal{P}$ and a sequence $(\rho_k)_k \subset \mathcal{P}_{\eta}$ such that (6.6) holds.

Proof. We assume that $f \in \mathcal{S}'$ is such that $\|f\|_{B_{p,q,\mathcal{L}}} \leq M$ is finite, and we show that there exists $m$, depending only on $\alpha$, such that (6.6) converges in $L^p$ for all $J \in \mathcal{T}^n$. The conclusion follows as in the proof of Proposition 6.5.

We write again $\varphi_j(\sqrt{Z}) = T_{2^{-j}}\varphi(2^{-j}\sqrt{Z})$, where $\varphi(\lambda) = e^{\lambda^2}\varphi(\lambda)$. Then, for $|J| = m = [\alpha] + 1, h \leq k \leq 0$ and $q \in (1, \infty)$

$$\left| \sum_{h \leq j \leq k} X_j \varphi_j(\sqrt{Z})f \right| \leq \sum_{h \leq j \leq k} 2^{jm}T_{2^{-j}}|\varphi_j(\sqrt{Z})f|$$

$$\leq \left( \sum_{h \leq j \leq k} (2^{jm}T_{2^{-j}}|\varphi_j(\sqrt{Z})f|)^q \right)^{1/q} \left( \sum_{h \leq j \leq k} 2^{jq'(m-\alpha)} \right)^{1/q'}$$

from which we deduce, by Proposition 2.7 and [24, Remark (1), Sec. 5],

$$\left\| \sum_{h \leq j \leq k} X_j \varphi_j(\sqrt{Z})f \right\|_p \leq \left( \sum_{h \leq j \leq k} 2^{jq'(m-\alpha)} \right)^{1/q'} \left( \sum_{j \in \mathbb{Z}} (2^{jq}|\varphi_j(\sqrt{Z})f|)^q \right)^{1/q} \leq \left( \sum_{h \leq j \leq k} 2^{jq'(m-\alpha)} \right)^{1/q'} \left\| f \right\|_{B_{p,q,\mathcal{L}}}^q,$$

which completes the proof. The cases $q = 1$ or $q = \infty$ are analogous. \hfill \Box

Proposition 6.7. Suppose that (S) holds, and that $\alpha \geq 0$ and $q \in [1, \infty]$.

(i) If $p \in [1, \infty]$, then $\|f\|_{B_{p,q,\mathcal{L}}} \leq M$.

(ii) If $p \in (1, \infty)$ and $q \in (1, \infty)$, then $\|f\|_{B_{p,q,\mathcal{L}}} \leq M$.

Proof. The proof can be obtained with the same steps as those of [29, Theorems 6.7 and 7.5], so we will not provide all the details.

Let us briefly comment the proof of (ii). Suppose $|f| \in \mathcal{S}'/\mathcal{P}$ is such that $\|f\|_{B_{p,q,\mathcal{L}}} \leq M$ is finite. Let $\eta(\alpha)$ be as in Proposition 6.6, and suppose $m \geq \max([\alpha/2] + 1, \eta(\alpha))$. Then, by Proposition 6.6 (whose notation we maintain)

$$T_\alpha \mathcal{L}^m(f - \rho_f) = \lim_{k \to \infty} \left( \sum_{j \leq k} T_\alpha \mathcal{L}^m \varphi_j(\sqrt{Z})f + T_\alpha \mathcal{L}^m \rho_k \right) = \sum_{j \in \mathbb{Z}} T_\alpha \mathcal{L}^m \varphi_j(\sqrt{Z})f.$$

Consider $\psi_j = \sqrt{\varphi_j}$. As in the proof of [29, Theorem 7.5], then, one shows that

$$\|t^{m-\alpha/2}T_\alpha \mathcal{L}^m(f - \rho_f)\|_{L^p(\mathbb{R}^n)} \leq \left\| \left( \sum_{j \in \mathbb{Z}} (2^{j\alpha}|\psi_j(\sqrt{Z})f|)^q \right)^{1/q} \right\|_p.$$

This gives $\|f\|_{B_{p,q,\mathcal{L}}} \leq M$, by the equivalences given in [24, Remark (1)] and in Theorem 3.6.

To obtain the converse inequality, notice that $\varphi_j(\sqrt{Z})f = \varphi_j(\sqrt{Z})(f + \rho)$ for all $\rho \in \mathcal{P}$; then one gets, as in the proof of [29, Theorem 7.5], for $m = [\alpha/2] + 1$

$$\left\| \left( \sum_{j \in \mathbb{Z}} (2^{j\alpha}|\varphi_j(\sqrt{Z})f|)^q \right)^{1/q} \right\|_p \leq t^{m-\alpha/2}T_\alpha \mathcal{L}^m(f + \rho)\|_{L^p(\mathbb{R}^n)}, \quad \rho \in \mathcal{P},$$

and this gives $\|f\|_{B_{p,q,\mathcal{L}}} \leq M$. \hfill \Box
6.2. Interpolation. In this section, we show the complex interpolation properties of Triebel–Lizorkin and Besov spaces. For $1 \leq p, q \leq \infty$ and $\alpha \geq 0$, we introduce the spaces

$$L^p(\hat{\ell}_0^\alpha) = \{ u = (u_j)_{j \in \mathbb{Z}} : \| u \|_{L^p(\hat{\ell}_0^\alpha)} := \| 2^{-j\alpha/2} u_j \|_{L^p(\ell^\alpha)} < \infty \},$$

and

$$\hat{\ell}_0^\alpha(L^p) = \{ u = (u_j)_{j \in \mathbb{Z}} : \| u \|_{\hat{\ell}_0^\alpha(L^p)} := \| 2^{-j\alpha/2} u_j \|_{\hat{\ell}_0^\alpha(L^p)} < \infty \},$$

where $\alpha$ is only due to our choice of splitting $(0, \infty)$ into dyadic intervals $[2^j, 2^{j+1})$ rather than $[2^{-j}, 2^{-j+1})$, $j \in \mathbb{Z}$. The following lemma will be instrumental in the following.

**Lemma 6.8.** Assume that $(S)$ holds. Then for all $\alpha \geq 0$ there exists $\beta = \beta(\alpha) \in \mathbb{N}$ such that, if $u \in L^p(\hat{\ell}_0^\alpha)$ with $p \in (1, \infty)$ and $q \in [1, \infty]$, or if $u \in \hat{\ell}_0^\alpha(L^p)$ with $p, q \in [1, \infty]$, and if $m \geq 1$ is an integer, then there exists a sequence of polynomials $(\rho_k)_k \subset P_\beta$ such that

$$u_0 = \lim_{k \to \infty} \left( \sum_{j \leq \log_2(k)} 2^{-jm} \int_2^{2^{j+1}} t^{2m} \mathcal{L}^m T_{t-2^{-j-1}} u_j \, dt \right) + \rho_k$$

exists in $S'$. For any other sequence $(\tilde{\rho}_k)$ for which the corresponding limit above $\tilde{u}_0$ exists, one has $[u_0] = [\tilde{u}_0]$.

**Proof.** The second statement is easily proved. If $(\rho_k)$ and $(\tilde{\rho}_k)$ are two sequences in $P_\beta$ as in the statement, then by (6.9) one has $L^q(u_0 - \tilde{u}_0) = 0$, whence $[u_0] = [\tilde{u}_0]$.

To show the existence of a sequence of polynomials with the required properties, we assume $q \in (1, \infty)$ (the cases $q = 1$ or $q = \infty$ being analogous) and we first prove that the sum for negative $j$’s is an element of $L^p$, hence of $S'$. Indeed, since $2^{-j-1} \leq t - 2^{-j-1} \leq 2^j+1$ for $t \in [2^j, 2^{j+1}]$, by Lemma 2.5

$$\left| \sum_{j \leq 0} 2^{-jm} \int_2^{2^{j+1}} t^{2m} \mathcal{L}^m T_{t-2^{-j-1}} u_j \, dt \right| \lesssim \sum_{j \leq 0} T_{c2^j} |u_j| \leq \left( \sum_{j \leq 0} (2^{-j\alpha/2} T_{c2^j} |u_j|)^q \right)^{1/q} \left( \sum_{j \leq 0} 2^{2jq \alpha} \right)^{1/q'}$$

whence by Proposition 2.7

$$\left\| \sum_{j \leq 0} 2^{-jm} \int_2^{2^{j+1}} t^{2m} \mathcal{L}^m T_{t-2^{-j-1}} u_j \, dt \right\|_p \lesssim \| 2^{-j\alpha/2} T_{c2^j} |u_j| \|_{L^p(\hat{\ell}_0^\alpha)} \lesssim \| u \|_{L^p(\hat{\ell}_0^\alpha)}.$$

Suppose now $J \subset T^a$ with $a = [\alpha] + 1$. For $h, \ell \geq 0$, again by Lemma 2.5, by Hölder’s inequality and Proposition 2.7 as before,

$$\mathcal{X}_J \sum_{h \leq j \leq \ell} 2^{-jm} \int_2^{2^{j+1}} t^{2m} \mathcal{L}^m T_{t-2^{-j-1}} u_j \, dt \lesssim \left( \sum_{h \leq j \leq \ell} 2^{-a\ell/2} T_{c2^j} |u_j| \right)_p \lesssim \left( \sum_{h \leq j \leq \ell} 2^{2jq \alpha (a-\alpha)/2} \right)^{1/q'} \| u \|_{L^p(\hat{\ell}_0^\alpha)}.$$

The conclusion now follows by $(S)$. □

**Theorem 6.9.** Assume that $(S)$ holds, and suppose $\alpha_0, \alpha_1 \geq 0$, $\theta \in (0, 1)$, $\alpha_0 = (1 - \theta) \alpha_0 + \theta \alpha_1$ and $q_0, q_1 \in [1, \infty]$ with $\min(q_0, q_1) < \infty$. Given $p_0, p_1 \in [1, \infty]$, define $\frac{1}{p_0} = \frac{1}{p_1} + \frac{1}{p}$ and $\frac{1}{q_0} = \frac{1}{q} + \frac{1}{q_1}$. Define $\rho_0 = \frac{1}{p_0} + \frac{1}{q}$ and $\rho_1 = \frac{1}{p_1} + \frac{1}{q_1}$. 


(i) If $p_0, p_1 \in [1, \infty]$, then $(\hat{F}^{p_0, q_0}, \hat{F}^{p_1, q_1})[\theta] = \hat{F}^{p_0, q_0}$.

(ii) If $p_0, p_1 \in (1, \infty)$, then $(\hat{F}^{p_0, q_0}, \hat{F}^{p_1, q_1})[\theta] = \hat{F}^{p_0, q_0}$.

Proof. To prove (ii), it is enough to prove that the spaces $\hat{F}^{p,q}$ are retracts of $L^p(\ell_q^\alpha)$. The result then follows by [3, Theorem 6.4.2] and the complex interpolation properties of the spaces $L^p(\ell_q^\alpha)$ (see [39, Theorem p. 128] and [3, p. 121]).

Fix $p \in (1, \infty)$, $q \in [1, \infty]$, $\alpha \geq 0$ and $m = \max([\alpha/2] + 1, \beta(\alpha))$ where $\beta = \beta(\alpha)$ is that of Lemma 6.8, and pick $\varphi = \varphi(f, \alpha, [\alpha/2] + 1, p, q)$. Then define the functional $\mathcal{J}: \hat{F}^{p,q} \to L^p(\ell_q^\alpha)$,

$$(\mathcal{J}[f])_j = 2^{jm} \mathcal{L}^m T_{2^{-j}}(f + \varphi f), \quad j \in \mathbb{Z}.$$ 

The functional $\mathcal{J}$ is well defined by Proposition 3.2.

By Lemma 6.8, for all $u \in L^p(\ell_q^\alpha)$ there is a sequence $(\rho_k)_k$ in $\mathcal{P}_\beta$ such that (6.9) exists in $\mathcal{S}'$, and the functional $\mathcal{P}: L^p(\ell_q^\alpha) \to \hat{F}^{p,q}$ given by

$$\mathcal{P} u = \lim_{k \to \infty} \left( \left| \sum_{j \leq \log_2(k)} 2^{-jm} \int_{2^j}^{2^{j+1}} \mathcal{L}^m T_{t+2^{-j-1}u_j} \frac{dt}{t} + \rho_k \right| \right)$$

is well defined. By Lemma 6.8 and (6.5), moreover, $\mathcal{P} \circ \mathcal{J} = [f]$, that is $\mathcal{P} \circ \mathcal{J} = \text{Id}_{\hat{F}^{p,q}}$. Moreover, $\mathcal{J}$ is bounded from $\hat{F}^{p,q}$ to $L^p(\ell_q^\alpha)$ by Theorem 3.7. Thus, it remains to prove that $\mathcal{P}$ is bounded from $L^p(\ell_q^\alpha)$ to $\hat{F}^{p,q}$.

Observe first of all that

$$\mathcal{L}^m \lim_{k \to \infty} \left( \sum_{j \leq \log_2(k)} 2^{-jm} \int_{2^j}^{2^{j+1}} \mathcal{L}^m T_{t+2^{-j-1}u_j} \frac{dt}{t} + \rho_k \right)$$

$$= \sum_{j \in \mathbb{Z}} 2^{-jm} \int_{2^j}^{2^{j+1}} \mathcal{L}^{2m} T_{t+2^{-j-1}u_j} \frac{dt}{t}.$$ 

By Theorem 3.7 then (by estimating the infimum with the term when $\rho = 0$)

$$\|\mathcal{P} u\|_{\ell_q^\alpha} \lesssim \left\| 2^{k(m-\alpha)} \sum_{j \in \mathbb{Z}} 2^{-jm} \int_{2^j}^{2^{j+1}} \mathcal{L}^{2m} T_{t+2^{-j-1}u_j} \frac{dt}{t} \right\|_{L^p(\ell_q^\alpha)}.$$ 

By Lemma 2.5, we get

$$\left| 2^{-jm} \int_{2^j}^{2^{j+1}} \mathcal{L}^{2m} T_{t+2^{-j-1}+2k} u_j \frac{dt}{t} \right| \lesssim 2^{-jm} \int_{2^j}^{2^{j+1}} \mathcal{L}^{2m} T_{t+2^{-j-1}+2k} u_j \frac{dt}{t} \lesssim T_{c2k} \left( \frac{2^{jm}}{(2^j + 2^{2k})^{2m} T_{c2k}} |u_j| \right).$$ 

We finally apply Proposition 2.7, (2.6) and again Proposition 2.7 to get

$$\|\mathcal{P} u\|_{\ell_q^\alpha} \lesssim \left\| 2^{k(m-\alpha)} \sum_{j \in \mathbb{Z}} 2^{jm} \frac{T_{c2k}}{(2^j + 2^{2k})^{2m} T_{c2k}} |u_j| \right\|_{L^p(\ell_q^\alpha)}$$

$$\lesssim \|2^{-j\frac{\alpha}{2}} T_{c2k} |u_j|\|_{L^p(\ell_q^\alpha)} \lesssim \|u\|_{L^p(\ell_q^\alpha)},$$

which concludes the proof. \hfill \Box

7. A Glimpse at Inhomogeneous Spaces

In this section we briefly discuss an analogous theory to that developed so far, but for inhomogeneous spaces. These are indeed spaces of functions – at least for strictly positive regularities, and the analogues of most of the results above can be obtained without substantial modifications in the arguments. We will not provide
proves, as these would go out of the scope of the present paper. The reader might look at [9] for further insights. Let us first introduce the notation
\[ ||F||_{L^p(L^2)} = \left( \int_0^1 |F(t,\cdot)|^p \frac{dt}{t} \right)^{1/p}, \quad ||F||_{L^p(L^q)} = \left( \int_0^1 ||F(t,\cdot)||_p^q \frac{dt}{t} \right)^{1/q}, \]
which is the inhomogeneous counterpart of that introduced in Subsection 1.2. We shall also use the notation \( X^{p,q}_\alpha \) in the same spirit as above. Then, we have the following definition.

**Definition 7.1.** Suppose \( \alpha \geq 0, m = [\alpha/2] + 1 \), and \( p, q \in [1, \infty] \). The Besov space \( B^{\alpha}_{p,q} \) is the subspace of \( S' \) of distributions \( f \) such that
\[ ||f||_{B^{\alpha}_{p,q}} := ||T_1 f||_p + ||m^{-\alpha/2} \mathcal{L}^m T_1 f||_{L^p(L^q)} < \infty, \]
while the Triebel–Lizorkin space \( F^{\alpha}_{p,q} \) is the subspace of \( S' \) of distributions \( f \) such that
\[ ||f||_{F^{\alpha}_{p,q}} := ||T_1 f||_p + ||m^{-\alpha/2} \mathcal{L}^m T_1 f||_{L^p(L^q)} < \infty. \]

By means of (3.2), and by analogous results to those of Subsection 2.1 for the spaces \( L^p(L^q) \), one can show equivalent characterizations as those in Subsection 3.2, provided \( X^{p,q}_\alpha \) is replaced by \( X^{p,q}_\alpha, \alpha > 0 \) and the \( L^p \) norm of \( f \) is added. In particular, one can see that if \( \alpha > 0, ||T_1 f||_p \) can be replaced by \( ||f||_p \) for both \( B \)- and \( F \)-spaces. The equivalence of the above norms with those defined by a Littlewood–Paley decomposition was proved in [29, Theorems 6.7 and 7.5]. Also embeddings and interpolation, see [28, 29], and algebra properties have inhomogeneous counterparts when \( \alpha > 0 \). Most of these results might be obtained assuming that the heat kernel estimates (1.2) and (5.1) hold only for small times. It is also worth mentioning that some additional result can be proved in the inhomogeneous case, like embeddings in \( L^\infty \).

Let us denote by \( L^p_0 \) the subspace of \( L^p \) such that
\[ ||f||_{L^p_0} := ||(I+\mathcal{L})^{\alpha/2} f||_p < \infty, \quad 1 < p < \infty, \quad \alpha \geq 0. \]
Observe that by the boundedness of the operator \( (I+\mathcal{L})^{-\beta} \) on \( L^p \) for every \( 1 < p < \infty \) and \( \beta \geq 0 \) (see [30, Section 5]), one has the embedding \( L^p_0 \subseteq L^p_1 \) for \( \alpha_1 > \alpha_2 \geq 0 \). Observe moreover that by [40, Theorem II.2.7] (applied to \( e^{-t\mathcal{T}}, \) which is \( L^1-L^\infty \) ultracontractive with norm \( \leq t^{-d/2} \), see the discussion at the beginning of Section 4), one has the Sobolev embeddings \( L^p_0 \subseteq L^q \) for \( 1/p - 1/q = \alpha/d \) for \( 1 < p, q < \infty \) and \( \alpha > 0 \). By means of (2.2) with \( n = 0 \), one gets \( ||(1+\mathcal{L})^{-\alpha/2} f||_\infty \lesssim ||f||_p \), hence \( L^p_0 \subseteq L^\infty \), if \( p \in (1, \infty) \) and \( \alpha p > d \).

Similar embeddings hold for \( B \)– and \( F \)–spaces. First, if \( 0 < \beta < \alpha \) and \( p,q,r \in [1, \infty] \), then \( B^{p,q}_\alpha \subseteq B^{p,r}_\beta \) and \( F^{p,q}_\alpha \subseteq F^{p,r}_\beta \), as a consequence of Hölder’s inequality. This and Littlewood–Paley–Stein theory [32, 37] lead to
\[ F^{p,q}_\alpha \subseteq F^{p,2}_\beta = L^p_0 \subseteq L^\infty \quad (\alpha > \beta > d/p) \]
when \( p \in (1, \infty), q \in [1, \infty] \) and \( \alpha p > d \). The analogue of Theorem 4.1 (3) for inhomogeneous \( B \)-spaces, instead, gives
\[ B^{p,q}_\alpha \subseteq B^{p,1}_{d/p} \subseteq B^{\infty,1}_0 \subseteq L^\infty \]
when \( p, q \in [1, \infty] \) and \( \alpha p > d \), the last inclusion by (3.2).

By combining the analogue of Theorem 5.9 for inhomogeneous spaces with the above embeddings, one obtains the algebra properties under pointwise multiplication of inhomogeneous spaces: if \( q,p \in [1, \infty] \) and \( \alpha > 0 \), then \( B^{p,q}_\alpha \cap L^\infty \) is an algebra, and in particular, \( B^{p,1}_{d/p} \) and \( B^{\infty,1}_0 \) are algebras for \( \alpha > d/p \); if \( q \in [1, \infty], \)
\( p \in (1, \infty) \) and \( \alpha > 0 \), then \( F^{p,q}_\alpha \cap L^\infty \) is an algebra, and in particular \( F^{p,q}_\alpha \) is an algebra for \( \alpha > d/p \).
8. Examples

In this final section we discuss the two main examples where our results apply: nilpotent Lie groups and the Grushin setting. While heat kernel estimates on nilpotent Lie groups are well known, to the best of our knowledge those in the Grushin setting are not, and we prove them below.

8.1. Nilpotent Lie groups. Let $G$ be a connected and simply connected nilpotent Lie group, and consider a system of linearly independent left-invariant vector fields $\mathfrak{X} = \{X_1, \ldots, X_n\}$ satisfying Hörmander’s condition. Let $\mathcal{L} = \Delta = -\sum_{j=1}^{n} X_j^2$ be the associated sum-of-squares sub-Laplacian. It is well known, see e.g. [40], that $G$ endowed with the control distance associated with $\mathfrak{X}$ and the (left- and right-invariant) Haar measure is a doubling metric measure space satisfying all the assumptions of the paper. Its heat kernel is smooth and satisfies all the required bounds [40, Theorems IV.4.2, IV.4.3]. Its Hölder continuity can also be seen via [27, Theorem 5.11 and Corollary 7.6]. Condition (4.1) is proved in [40, Proposition IV.5.6].

We complete the system $\mathfrak{X}$ to a basis $\{X_1, \ldots, X_n\}$ of its Lie algebra, which we identify with the algebra of all left-invariant vector fields on $G$, and identify $G$ with $\mathbb{R}^n$ via the exponential map. Under this identification, the space $\mathcal{S}$ defined in (2.1) (and equivalent to $\tilde{\mathcal{S}}$) is the classical Schwartz space on $G$, that is $\mathcal{S}(\mathcal{L}) = \mathcal{S}(G) = \mathcal{S}(\mathbb{R}^n)$. Moreover,

$$X_j = \sum_{k=1}^{\eta} p_{k,j} \partial_k, \quad \partial_j = \sum_{k=1}^{\eta} \tilde{p}_{k,j} X_k, \quad j = 1, \ldots, \eta, \quad (8.1)$$

for certain polynomials, in the Euclidean sense, $p_{k,j}$ and $\tilde{p}_{k,j}$. For notational convenience, let us write $\mathcal{N} = \{1, \ldots, \eta\}$, and recall also $\mathcal{I} = \{1, \ldots, \kappa\}$. Since the family $\mathfrak{X}$ is a Hörmander basis, there are $a \in \mathbb{N}$ and polynomials $\tilde{p}_{J,j}$ such that

$$\partial_j = \sum_{a=1}^{a} \sum_{J \in \mathcal{I}^k} \tilde{p}_{J,j} X_J, \quad j = 1, \ldots, \eta. \quad (8.2)$$

We plan now to show that condition $(S)$ holds, and to do that we shall need the following lemma. As for the $X_I$’s, by $\partial_I$ with $J \in \mathcal{N}^\ell$ we shall mean $\partial_{J,1,\ldots,\partial_I}$.

Lemma 8.1. For all $n \in \mathbb{N}$ there exists $\ell = \ell(n) \in \mathbb{N}$ such that for all $I \in \mathcal{N}^\ell$

$$\partial_I = \sum_{k \geq n} \sum_{J \in \mathcal{I}^k} \tilde{p}_{I,J} X_J, \quad (8.3)$$

and

$$X_I = \sum_{k \geq n} \sum_{J \in \mathcal{N}^k} p_{I,J} \partial_J, \quad (8.4)$$

for certain polynomials, in the Euclidean sense, $\tilde{p}_{I,J}$ and $p_{I,J}$.

Proof. We prove both (8.3) and (8.4) by induction, and observe that both hold for $n = 1$ (and $\ell = 1$) by (8.2) and (8.1) respectively.

Assume that (8.3) holds for $n - 1$, i.e. there exists $\ell'$ such that for all $I' \in \mathcal{N}^\ell'$

$$\partial_{I'} = \sum_{k \geq n-1} \sum_{J \in \mathcal{I}^k} \tilde{p}_{I',J} X_J.$$

Let $m-1$ be the maximum degree of the polynomials $\tilde{p}_{I',J}$ above. Then $\partial_L \tilde{p}_{I',J} = 0$ for all $L \in \mathcal{N}^m$ and all $J$ and $I'$. Therefore, if $I \in \mathcal{N}^m+\ell'$ is such that $I = (L, I')$ with $L \in \mathcal{N}^m$ and $I' \in \mathcal{N}^{\ell'}$,\n
$$\partial_I = \partial_L \partial_{I'} = \sum_{k \geq n-1} \sum_{J \in \mathcal{I}^k} \partial_L(\tilde{p}_{I',J} X_J).$$
It remains to observe that since \( \partial_L \tilde{p}_{I,J} = 0 \) and by (8.2), one has
\[
\partial_L (\tilde{p}_{I,J} X_J) = \sum_{u \geq 1} \sum_{U \subseteq I^u} \tilde{p}_{I,J',U} X_U X_J
\]
for certain polynomials \( \tilde{p}_{I,J',U} \). This implies (8.3).

Assume now that (8.4) holds for \( n - 1 \), i.e. there exists \( \ell' \) such that for all \( I' \in \mathcal{N}' \)
\[
X_{I'} = \sum_{k \geq n-1} \sum_{J \in \mathcal{N}^k} p_{I,J'} \partial_J.
\]
By [1, Corollary 1.4], there is \( m \in \mathbb{N} \) such that \( X_L p_{I,J'} = 0 \) for all \( L \in \mathcal{N}^m \), \( J \) and \( I' \) (e. g., \( m \) can be chosen as the highest degree à la Leibman of the polynomials \( p_{I,J'} \)). Therefore, if \( I \in \mathcal{N}^{m+\ell'} \) is such that \( I = (L, I') \) with \( L \in \mathcal{N}^m \) and \( I' \in \mathcal{N}' \),
\[
X_I = X_L X_{I'} = \sum_{k \geq n-1} \sum_{J \in \mathcal{N}^k} X_L (p_{I,J'} \partial_J).
\]
Since \( X_L p_{I,J'} = 0 \) and \( X_L \) does not have zero order terms, cf. (8.1),
\[
X_L (p_{I,J'} \partial_J) = \sum_{u \geq 1} \sum_{U \subseteq \mathcal{N}^u} p_{I,J',U} \partial_U \partial_J,
\]
for certain polynomials \( p_{I,J',U} \), and (8.4) follows. \( \square \)

We are now in a position to show that property (S) holds.

**Lemma 8.2.** For all \( n \in \mathbb{N} \) there exists \( \nu \in \mathbb{N} \) such that, for all sequences \( (f_k)_{k \in \mathbb{N}} \)
in \( \mathcal{S}' \) such that \( (X_J f_k)_{k \in \mathbb{N}} \) converges in \( \mathcal{S}' \) for all \( J \in \mathcal{I}^n \), there exists a sequence of polynomials \( (p_k)_{k \in \mathbb{N}} \) in \( \mathcal{P}_\nu \) such that \( (f_k + p_k)_{k \in \mathbb{N}} \) converges in \( \mathcal{S}' \).

**Proof.** Pick \( n \in \mathbb{N} \) and assume that \( (f_k) \) is a sequence in \( \mathcal{S}' \) such that \( (X_J f_k)_{k \in \mathbb{N}} \) converges in \( \mathcal{S}' \) for all \( J \in \mathcal{I}^n \). By Lemma 8.1, (8.3), there is \( \ell \in \mathbb{N} \) such that \( (\partial_I f_k)_{k \in \mathbb{N}} \) converges in \( \mathcal{S}' \) for all \( I \in \mathcal{N}' \). By [6, Proposition 2.7], we deduce the existence of polynomials \( (p_k) \) of degree, in the Euclidean sense, at most \( \ell - 1 \) such that \( (f_k + p_k)_{k} \) converges in \( \mathcal{S}' \). In particular, \( \partial_I p_k = 0 \) for all \( I \in \mathcal{N}' \) and \( k \in \mathbb{N} \). To conclude, observe that for all \( \nu \in \mathbb{N} \) there exist \( (c_{j'})_{j'} \in \mathbb{C} \) such that
\[
\Delta^\nu = \sum_{J \in \mathcal{I}^\nu} c_{j'} X_J.
\]
By (8.4), there exists \( \nu \in \mathbb{N} \) such that \( \Delta^\nu p_k = 0 \) for all \( k \), whence \( (p_k) \in \mathcal{P}_\nu \). \( \square \)

We finally show that \( \mathcal{P} \) coincides with the space of polynomials on \( \mathbb{R}^d \). Let us first consider the case when \( G \) is a stratified group and \( \mathcal{X} \) is a basis of the first layer of its Lie algebra. Since for every \( k \in \mathbb{N} \) the operator \( \Delta^k \) is left-invariant, hypoelliptic and homogeneous with respect to the natural dilations of \( G \), by a theorem of Geller [23, Theorem 2] every element \( \rho \in \mathcal{P} \) is a polynomial on \( \mathbb{R}^d \) in exponential chart. It remains to prove that such result can be extended to all nilpotent \( G \)'s. We do this in the following proposition, which was kindly shown to us by M. Calzi. It might actually work for more general operators, but we limit here to the case under consideration.

**Proposition 8.3.** If \( \rho \in \mathcal{S}'(G) \) is such that \( \Delta^k \rho = 0 \) for some \( k \in \mathbb{N} \), then \( \rho \) is a polynomial on \( G \) in exponential chart.

**Proof.** Let \( G' \) be a simply connected free nilpotent Lie group of the same nilpotency step as \( G \), whose Lie algebra \( g' \) is generated by the vector fields \( Y_1, \ldots, Y_n \). Then \( \Delta' = -\sum_{j=1}^{n} Y_j^2 \) is a Rockland operator on \( G' \) with respect to the gradation which assigns degree 1 to each \( Y_j \), and so is \( L' = (\Delta')^k \). Consider the continuous, surjective
homomorphism $\pi: G' \to G$ such that $d\pi(Y_j) = X_j$, where we recall that for $Y \in \mathfrak{g}'$, $\phi \in C^\infty(G)$ and $x \in G$
\[ d\pi(Y)\phi(x) = \lim_{t \to 0} \phi(x\pi(\exp(tY))) - \phi(x) \]
$\exp'$ being the exponential map $\mathfrak{g}' \to G'$. Observe that $Y(\phi \circ \pi) = (d\pi(Y))\phi \circ \pi$. Since $d\pi$ is a homomorphism of Lie algebras, it can be extended to the enveloping algebra of $G'$. Moreover, $\pi$ induces a linear mapping on $S(G')$ defined as
\[ \langle \pi_\ast(g), \phi \rangle = (g, \phi \circ \pi), \quad g \in S(G'), \phi \in C^\infty_c(G), \]
with the property that for $Y \in \mathfrak{g}'$ and $g \in S(G')$
\[ \pi_\ast(Yg) = d\pi(\pi_\ast(g)), \quad (8.5) \]
see [15, Proposition 1.90], and hence $\pi_\ast: C^\infty_c(G') \to C^\infty(G)$ is continuous. We claim that (a) $\pi_\ast: S(G') \to S(G)$ is continuous, and that (b) $\pi_\ast: C^\infty_c(G') \to C^\infty_c(G)$ is surjective. These imply that its transpose $\pi_\ast'$ is a continuous injective linear mapping $S'(G) \to S'(G')$. Assuming the claims, then,
\[ L'\pi_\ast' = \pi_\ast'(\Delta^k \rho) = 0, \]
so that $\pi_\ast'\rho$ is a polynomial on $G'$ by the aforementioned [23, Theorem 2]. Then, there is $m \in \mathbb{N}$ such that $Y^m\pi_\ast'\rho = 0$ for every $Y \in \mathfrak{g}'$, so that
\[ \pi_\ast'(d\pi(Y)^m \rho) = 0, \]
and since $\pi_\ast'$ is injective this implies $d\pi(Y)^m \rho = 0$ for every $Y \in \mathfrak{g}'$. Since $d\pi: \mathfrak{g}' \to \mathfrak{g}$ is surjective, $\rho$ is a polynomial on $G$ in exponential chart by [1, Theorem 1.3].

It remains to prove the claims. To prove (a), it is enough to notice that if $d'$ is the control distance on $G'$ associated to the vector fields $Y_1, \ldots, Y_\kappa$, and $e'$ is the identity of $G'$, then $d(\pi(y), e) \leq d'(y, e')$ for all $Y \in G'$. The continuity $\pi_\ast: S(G') \to S(G)$ now easily follows from this property and (8.5).

To prove (b), we first observe that any compact $K$ in $G$ is the image of a compact $K'$ in $G'$. Indeed, for $x \in K$ choose $y \in \pi^{-1}(x)$ and let $V_y$ be a compact neighbourhood of $y$ in $G'$. Since $\pi$ is open, $\pi(V_y)$ is a compact neighbourhood of $x$, thus $K$ can be covered with neighbourhoods $\pi(V_{y_1}), \ldots, \pi(V_{y_\kappa})$, for certain $y_1, \ldots, y_\kappa \in G'$. Then $V' := \bigcup V_{y_j}$ is a compact in $G$ whose image covers $K$, hence $K = \pi(K')$ with $K' = V' \cap \pi^{-1}(K)$.

Let now $\phi \in C^\infty_c(G)$ be supported in a compact $K$, and let $K'$ be a compact in $G'$ such that $\pi(K') = K$. Take a smooth cut-off function $\chi$ which is 1 on $K'$, so that $\pi_\ast(\chi)(\pi(y)) > 0$ for $y \in K'$ by [15, Proposition 1.92]. Then, the function $g = \phi \chi \pi_\ast'$ is smooth on an open neighbourhood of $K'$ and it vanishes on the complement of $K'$. Hence, it can be extended to a smooth function on $G'$. Define $\phi' := \chi g$, and observe that it is smooth, with compact support, and $\pi_\ast(\phi') = \phi$. \square

8.2. Grushin operators. For $x = (x', x'') \in \mathbb{R}^{n+1}$ with $x' \in \mathbb{R}^n$ and $x'' \in \mathbb{R}$, we define the Grushin operator
\[ L = -\Delta_{x'} - |x'|^2 \partial^2_{x''}, \quad \Delta_{x'} = \sum_{j=1}^n \partial^2_{x_j}. \]
The operator $L$ is hypoelliptic and homogeneous of degree 2 with respect to the anisotropic dilations
\[ \delta_r(x) = (rx', r^2 x''), \quad r > 0. \]
In other words, $L(f \circ \delta_r) = r^2 (Lf) \circ \delta_r$. If
\[ X_j = \partial_{x_j}, \quad X_{n+j} = x'_j \partial_{x''}, \quad j = 1, \ldots, n, \quad (8.6) \]
and \( X = \{ X_1, \ldots, X_{2n} \} \), then
\[
L = -\sum_{j=1}^{2n} X_j^2,
\]
and \([X_j, X_{n+j}] = \partial_{x''}\). It is easily seen that \( L \) is symmetric and nonnegative on \( L^2(\mathbb{R}^{n+1}) \); it is indeed essentially self-adjoint. We endow \( \mathbb{R}^{n+1} \) with the control distance associated with \( L \), see e.g. [35], which is homogeneous, i.e. \( d(\delta_x, \delta_y) = rd(\bar{x}, \bar{y}) \), and such that
\[
d(\bar{x}, \bar{y}) = |x' - y'| + \min \left( \frac{|x'' - y''|}{|x'| + |y'|}, |x'' - y''|^{1/2} \right).
\]
Moreover, if \(| \cdot |\) denotes the Lebesgue measure,
\[
|B(x, r)| \sim r^{n+1}(r + |x'|),
\]
so that
\[
\left( \frac{R}{r} \right)^{n+1} \lesssim \frac{|B(x, R)|}{|B(x, r)|} \lesssim \left( \frac{R}{r} \right)^{n+2} \quad R \geq r > 0,
\]
and the measure space \((\mathbb{R}^{n+1}, d, \text{Leb})\) is doubling and satisfies all the assumptions of the paper. We write \( \mathcal{N} = \{1, \ldots, n+1\} \), and observe that \( \mathcal{I} = \{1, \ldots, 2n\} \). Then, we have the following result.

**Lemma 8.4.** \( S(L) = S(\mathbb{R}^{n+1}) \) with equivalence of norms.

**Proof.** Observe first that
\[
(1 + d(\bar{x}, 0))^k \lesssim (1 + |x'| + |x''|^{1/2})^k \lesssim (1 + |x'| + |x''|)^k \lesssim (1 + d(\bar{x}, 0))^{2k}. \tag{8.7}
\]
By the first inequality in (8.7) and
\[
|X_j \phi(\bar{x})| \lesssim \left(1 + |x'| + |x''| \right)^{|J|} \max_{0 \leq |I| \leq |J|, 0 \leq k \leq |J|} |\partial_{x_I}^k \partial_{x''} \phi(\bar{x})|,
\]
one gets that \( S(\mathbb{R}^{n+1}) \subseteq S(L) \). By the second inequality in (8.7) and the fact that \( \partial_{x''}^k = [X_j, X_{n+j}]^k \), one gets \( S(L) \subseteq S(\mathbb{R}^{n+1}) \) and hence the equality. \( \square \)

Lemma 8.4, together with [41, Theorem 1], implies that \( P \) is the space of polynomials on \( \mathbb{R}^{n+1} \). It also allows us to show the validity of (S).

**Lemma 8.5.** Suppose \( \nu \in \mathbb{N} \). For all sequences \((f_k)_{k \in \mathbb{N}} \) in \( S' \) such that \((X_j f_k)_{k \in \mathbb{N}} \) converges in \( S' \), for all \( J \in \mathcal{I}^\nu \), there exists a sequence of polynomials \((p_k)_{k \in \mathbb{N}} \) in \( \mathcal{P}_\nu \) such that \((f_k + p_k)_{k \in \mathbb{N}} \) converges in \( S' \).

**Proof.** Pick \( \nu \in \mathbb{N} \) and assume that \( (f_k) \) is a sequence in \( S' \) such that \((X_j f_k)_{k \in \mathbb{N}} \) converges in \( S' \) for all \( J \in \mathcal{I}^\nu \). By (8.6) and the fact that \( \partial_{x''}^\nu = [X_j, X_{n+j}]^\nu \), we see that \((\partial J f_k) \) converges in \( S' \) for all \( J \in \mathcal{N}^\nu \). By [6, Proposition 2.7], there exist polynomials \( (\rho_k) \) of degree (in the Euclidean sense) at most \( \nu - 1 \) such that \((f_k + \rho_k) \) converges in \( S' \). In particular, \( \partial_{I^\nu} \rho_k = 0 \) for all \( I \in \mathcal{N}^\nu \) and \( k \in \mathbb{N} \). Since
\[
L' = \sum_{j=1}^{2^\nu} \sum_{J \in \mathcal{N}^\nu} p_{jJ}^\nu \partial_J
\]
for certain polynomials \( p_{jJ}^\nu \), one gets \( L' \rho_k = 0 \) for all \( k \in \mathbb{N} \), whence \( (\rho_k) \in \mathcal{P}_\nu \). \( \square \)

We now exploit the relation of the Grushin setting with the Heisenberg group \( H^n \approx \mathbb{R}^n \times \mathbb{R} \), whose Lie algebra we denote with \( \mathfrak{h}^n \) and whose homogeneous dimension with \( Q = 2n + 2 \). We refer the reader to [19] for more details. Its group law is
\[
(x_1, y_1, t_1)(x_2, y_2, t_2) = (x_1 + x_2, y_1 + y_2, t_1 + t_2 + \frac{1}{2}(y_1 x_2 - x_1 y_2)).
\]
We also define the left-invariant vector fields on $\mathbb{H}^n$

$$X_j = \partial_{x_j} + \frac{1}{2} y_j \partial_t, \quad X_{n+j} = \partial_{y_j} - \frac{1}{2} x_j \partial_t, \quad j = 1, \ldots, n,$$

and the right-invariant ones

$$Y_j = \partial_{x_j} - \frac{1}{2} y_j \partial_t, \quad Y_{n+j} = \partial_{y_j} + \frac{1}{2} x_j \partial_t, \quad j = 1, \ldots, n.$$ We denote by $\Delta = \sum_{j=1}^n (X_j^2 + X_{n+j}^2)$ the ordinary left-invariant sub-Laplacian on $\mathbb{H}^n$. Let $\pi$ be the unitary representation of $\mathbb{H}^n$ on $L^2(\mathbb{R}^{n+1})$ given by

$$\pi(x, y, t) f(x) = f(x' + y, x'' + t + \frac{1}{2} x \cdot y + x \cdot x').$$

For $Z \in \mathfrak{h}^n$, let $d\pi(Z) f = \frac{d}{dt} \bigg|_{t=0} (\pi(\exp(tZ)) f)$, extend $d\pi$ to the enveloping algebra of $\mathbb{H}^n$, and observe that for $j = 1, \ldots, n$

$$d\pi(X_j) = X_{n+j}, \quad d\pi(X_{n+j}) = X_j, \quad d\pi(\Delta) = \mathcal{L}. \quad (8.8)$$

For a given $F \in L^1(\mathbb{H}^n)$, let

$$\pi(F)(x, y) = \int_{\mathbb{H}^n} F(z, y' - x', y'' - x'' - \frac{1}{2} z \cdot (y' + x')) dz.$$ Then, for every $j = 1, \ldots, 2n$,

$$d\pi(X_j) \pi(F)(x, y) = -\pi(Y_j F)(x, y), \quad d\pi(X_{n+j}) \pi(F)(x, y) = \pi(X_j F)(x, y), \quad (8.9)$$

A key observation moreover is that, if $h_t$ is the convolution kernel of $e^{-t\Delta}$, and $H_t$ is the integral kernel of $e^{-t\mathcal{L}} = T_t$, then

$$\pi(h_t)(x, y) = H_t(x, y).$$

The Hölder continuity of $H_t$ is proved in [19, Corollary 2.5].

**Proposition 8.6.** The following properties hold:

1. $(T_1)_{t>0}$ is a diffusion semigroup on $(\mathbb{R}^{n+1}, \text{Leb})$ and $T_1 = 1$;
2. there exist two constants $b_0, b_1 > 0$ such that

$$|B(x, \sqrt{t})|^{-1} e^{-b_0 d(x, y)^2/t} \lesssim H_t(x, y) \lesssim |B(x, \sqrt{t})|^{-1} e^{-b_1 d(x, y)^2/t}$$

for every $t > 0$ and $x, y \in \mathbb{R}^{n+1}$;
3. for every $h, k \in \mathbb{N}$ there exists a positive constant $a = a_{h, k}$ such that

$$|\mathbb{I}_t(x, y)| \lesssim t^{-\frac{h+k}{2}} |B(x, \sqrt{t})|^{-1} e^{-a d(x, y)^2/t}$$

for all $t > 0, x, y \in \mathbb{R}^{n+1}$, and $I \in \mathbb{I}_h$, $J \in \mathbb{I}_k$.

**Proof.** To prove (1), observe that $T_t$ is positivity preserving, contractive on $L^2$ and symmetric. Thus, by [18, Theorem 1.4.1] it can be extended to a contraction semigroup on $L^p$, $1 \leq p \leq \infty$, strongly continuous when $1 \leq p < \infty$. The property $T_1 = 1$ is [35, Theorem 6.1].

Statement (2) is nothing but [36, Theorem 1.2].

The proof of (3) owes much to the proof of [19, Proposition 2.3]. For $I \in \mathbb{I}_h$, define an associated $\tilde{I} \in \mathbb{I}_k$ with the property that $\tilde{I}_j = I_j - n$ if $I_j \in \{n+1, \ldots, 2n\}$ and $\tilde{I}_j = I_j + n$ if $I_j \in \{1, \ldots, n\}$, and similarly for $J$. Then, by (8.8) and (8.9)

$$\mathbb{I}_t(x, y) = d\pi(X_{\tilde{I}_1}) \cdots d\pi(X_{\tilde{I}_j}) \cdots d\pi(X_{\tilde{J}_1}) \cdots d\pi(X_{\tilde{J}_j}) = (-1)^k \pi(Y_{\tilde{J}} X_{\tilde{I}h_t})(x, y).$$

Recall now that by [40, Theorem IV.4.2] there exists $a > 0$ such that

$$|Y_{\tilde{I}} X_{\tilde{J}} h_t(x)| \lesssim t^{-(h+k+Q)/2} e^{-ad(x, y)^2/t}, \quad x \in \mathbb{H}^n, t > 0.$$
Here $d_c$ is the Carnot–Carathéodory distance on $\mathbb{H}^n$ and $e$ is its identity. If $x = (x_1, y_1, t_1)$ and $\delta_r(x) = (rx_1, ry_1, r^2t_1)$ is the anisotropic dilation on $\mathbb{H}^n$, then there is $\alpha > 0$ such that

$$|Y_j X_j h_1(x)| \lesssim t^{-(h+k+Q)/2} \sum_{j \geq 0} e^{-\alpha j^2} 1_{B_{\mathbb{H}^n}(e, \sqrt{r^2})}(x),$$

so that

$$|\pi(Y_j X_j h_1)| \leq \pi(|Y_j X_j h_1|) \lesssim t^{-(Q+h+k)/2} \sum_{j \in \mathbb{Z}} e^{-\alpha j^2} \pi(1_{B_{\mathbb{H}^n}(e, \sqrt{r^2})}).$$

By combining [19, Lemma 2.1 and Lemma 2.2], there exists $C_1 > 0$ such that

$$|\pi(1_{B_{\mathbb{H}^n}(e, \sqrt{r^2})})(x, y)| \lesssim (\sqrt{t_j})^Q |B(x, \sqrt{t_j})|^{-1} 1_{B_{\mathbb{H}^n}(e, \sqrt{r^2})}(y).$$

Hence

$$|(X_0)_{-}(X_j)_{-} H_1(x, y)| \lesssim t^{-(h+k)/2} \sum_{j \geq 0} e^{-\alpha j^2} j^Q |B(x, \sqrt{t_j})|^{-1} 1_{B_{\mathbb{H}^n}(e, \sqrt{r^2})}(y)$$

$$\lesssim t^{-(h+k)/2} |B(x, \sqrt{t_j})|^{-1} \sum_{j \geq 0} e^{-\alpha j^2} j^{Q-n-1} 1_{B_{\mathbb{H}^n}(e, \sqrt{r^2})}(y)$$

$$\lesssim t^{-(h+k)/2} |B(x, \sqrt{t_j})|^{-1} e^{-\alpha d(x, y)^2/t},$$

for some $\alpha' > 0$. The statement follows.
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