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Abstract

This study presents the application of variable-order (VO) fractional calculus to the modeling of nonlocal solids. The reformulation of nonlocal fractional-order continuum mechaninc framework, by means of VO kinematics, enables a unique approach to the modeling of solids exhibiting position-dependent nonlocal behavior. The frame-invariance of the strain tensor is leveraged to identify constraints on the definition of the VO. The VO nonlocal continuum formulation is then applied to model the response of Euler-Bernoulli type beams whose governing equations are derived in strong form by means of variational principles. The VO formulation is shown to be self-adjoint and positive-definite, which ensure that the governing equations are well-posed and free from boundary effects. These characteristics stand in contrast to classical integral approaches to nonlocal elasticity, where it is not always possible to obtain positive-definite and self-adjoint systems. A key step in promoting the use of VO approaches is to identify methodologies to determine the VO describing a given physical system. This study presents a deep learning based framework capable of solving the inverse problem consisting in the identification of the VO describing the behavior of the nonlocal beam on the basis of its response. It is established that the internal architecture of bidirectional recurrent neural networks makes them suitable for nonlocal boundary value problems, similar to the one treated in this study. Results show that the network accurately solves the inverse problem even for nonlocal beams with VO patterns inconsistent with the network training data set. Although presented in the context of a 1D Euler-Bernoulli beam, both the VO nonlocal formulation and the deep learning techniques are very general and could be extended to the solution of any general higher-dimensional VO boundary value problem.
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Highlights

- Frame-invariant 3D variable-order (VO) formulation of nonlocal structures.
- Identification of constraints on the VO range based on the frame-invariance of the strain tensor.
- Derivation of well-posed VO governing equations for a nonlocal beam.
- Deep learning approach to the determination of the VO from the response.
- Network prediction accuracy demonstrated for a variety of VO profiles.
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1 Introduction

In recent years, fractional calculus has emerged as a powerful mathematical tool to model a variety of complex physical phenomena. Fractional-order operators allow for the differentiation and integration to any real or complex order, are intrinsically multiscale, and provide a natural way to account for several complex physical mechanisms in continua such as, for example, nonlocal effects, medium heterogeneity, and memory effects. These characteristics of fractional operators have led to a surge of interest in fractional calculus and its application to the simulation of several physical problems. Some of the areas that have seen the largest number of applications include model-order reduction of lumped parameter systems \[1,2\], formulation of constitutive equations for viscoelastic materials \[3,4\], modeling of anomalous and hybrid transport in complex materials \[5\]–\[10\], modeling of nonlocal elasticity and size-dependent effects \[10\]–\[15\], and homogenization of heterogeneous structures \[2\]–\[10\]–\[16\]. These applications have highlighted the ability of fractional calculus to capture and accurately model the response of advanced materials. The interested reader can find a detailed review focusing on the application of fractional calculus to the characterization and modeling of complex materials in \[17\].

The modeling of nonlocal and heterogeneous media is one of the areas that has seen a significant acceleration in the use of fractional-order operators. Several researchers have demonstrated the advantages of using space-fractional continuum formulations in the modeling of nonlocal elasticity \[10\]–\[15\] as well as the homogenization of heterogenous structures \[2\]–\[10\]–\[16\]. In the context of nonlocal elasticity, fractional calculus has enabled the formulation of self-adjoint, positive-definite and well-posed formulations enabling predictions free from boundary effects \[18\]–\[19\]. This latter aspect contrasts with classical strain-driven integral approaches to nonlocal elasticity where it is not always possible to achieve a self-adjoint formulation and additional constitutive boundary conditions are essential to ensure a well-posed form of the governing equations \[20\]–\[21\]. More recently, fractional calculus has also been used to combine selected characteristics of nonlocal elasticity, typical of classical integral and gradient formulations. The resulting formulation captures both stiffening and softening effects in a unified and stable manner, free from boundary effects \[15\]. Finally, space-fractional operators have been used to develop homogenization approaches capable of modeling the dynamic behavior of periodic structures beyond the classical long-wavelength limit, and hence capable of capturing the occurrence of frequency band-gaps \[16\].

All the above mentioned applications have typically used constant-order (CO) fractional models. Although the constant-order fractional calculus (CO-FC) formalism is capable of capturing several important physical mechanisms, it does not apply to those classes of physical phenomena whose order is variable and function of other physical parameters. An example of a system that is well described by variable-order (VO) operators consists in the reaction kinetics of proteins. This process was shown to exhibit relaxation mechanisms that are properly described by a temperature-dependent fractional-order \[22\]. Another relevant example, includes the response of amorphous and viscoelastic materials where it has been shown that the stress-strain constitutive relation exhibits a fractional-order behaviour that could be described accurately by using either a strain-dependent or a time-dependent variable fractional-order \[23\]–\[26\]. These examples represent a small subset of the many different physical phenomena that are characterized by evolving properties and that can be described efficiently by VO fractional operators.

Variable-order operators can be seen as a natural extension of CO operators and were defined by Samko et al. in 1993 \[27\]. In VO operators, the order can vary either as a function of dependent or independent variables of integration or differentiation such as, time, space, or even of external variables (e.g. temperature or external forcing conditions). As the variable-order fractional calculus (VO-FC) formalism allows updating the system’s order depending on either its instantaneous or historical response, the corresponding model can evolve seamlessly to describe widely dissimilar dynamics without the need to modify the structure of the underlying governing equation. Thus, a very significant feature of VO-based physical models consists in their evolutionary nature, which can play a critical role in the simulation of nonlinear systems \[28\]–\[31\]. In recent years, many applications of VO-FC to practical real-world problems have been explored including, but not limited to, modeling of anomalous diffusion in complex structures with spatially and temporally
varying properties \cite{32,34}, the response of nonlinear oscillators with spatially varying constitutive law for damping \cite{29,31}, and nonlinear dynamics \cite{29,31,35,37}. The interested reader can find a comprehensive review of applications in \cite{38}.

In the field of material modeling, VO-FC has also been used to model evolution of material properties with time or external loads. Experiments have shown that properties of polymers, ductile metals, and rocks evolve across strain hardening and softening regimes depending on their internal microstructure and applied strain rates. In a series of papers, Meng et al. \cite{23,24} have shown that VO models can accurately capture these transitions in the response of polymers and metals. The VO in \cite{23,24} is obtained by fitting the VO model against experimental data. VO-FC has also been used in the modeling of creep in rocks \cite{39}, response of viscoelastic materials \cite{25,26} and dynamics of shape-memory polymers \cite{40}. In all these works, it is shown that VO-FC models admit fewer parameters than the existing models, and the evolution of the mechanical property is well captured by the VO. Patnaik et al. \cite{31,35} have also modeled these transitions in material response using a physics-driven simulation strategy that leverages the peculiar properties of the VO Riemann-Liouville derivative of a constant. This approach was also extended to model the propagation of edge dislocations in lattice structures \cite{41} and dynamic fracture mechanics \cite{36}. Recently, a frequency-dependent VO space-fractional continuum approach was developed in \cite{2,10,16} to obtain homogenized models for periodic 1D and 2D structures. The frequency-dependent law in \cite{2,10,16} was obtained by direct matching of dispersion relations obtained either via classical or fractional-order formulations.

Although VO-FC has been used by several researchers to model complex materials, it appears that a space-fractional continuum model with a spatially varying order is still lacking. Such a continuum framework is expected to model the response of nonlocal systems exhibiting a spatially varying strength of the long-range interactions resulting, as an example, due to spatial variations in the microstructure or to thermal gradients.

Further, a critical step to promote the use of VO models for the simulation of complex systems is to establish the connection between the physical (e.g. material and geometric parameters) and the mathematical (e.g. the law of variation of the order) properties. Some approaches available in literature include experimental data fitting models \cite{23,24,39,40} and physics-driven VO laws \cite{31,35}.

The overall goal of this study is three fold. First, we extend the fractional-order formulation presented in \cite{10} to develop a space-fractional continuum model with spatially varying order capable of capturing heterogeneous nonlocality. Important aspects such as the possible functional variations of the VO are analysed from the perspective of frame-invariance. We show that, the use of VO operators with no order-memory ensures frame-invariance unconditionally, while the use of weak order-memory and strong order-memory, more likely, renders the formulation to be non frame-invariant. We merely note that, the use of weak order-memory operators, particularly in dynamic systems, could lead to a nonphysical ramping up or accumulation of the system energy \cite{28}. Further, we discuss the physical significance of the spatially varying order and relate it to the varying strength of long-range interactions in a nonlocal solid.

A second important contribution of this study consists in using the VO space-fractional continuum model to develop a VO analogue of the Euler-Bernoulli beam theory. The VO governing equations for the nonlocal beam are derived in a strong form using variational principles. More specifically, the governing equations are derived by minimization of the total potential energy of the beam. Additionally, we show that the VO modeling of the nonlocal beam results in a self-adjoint system with a quadratic potential energy, irrespective of the boundary conditions. This result is in sharp contrast with classical strain-driven integral nonlocal methods for which it is not always possible to define a self-adjoint quadratic potential energy \cite{20}. Consequently, the VO governing equations are well-posed and admit a unique solution, free from boundary effects.

The third key contribution of this work consists in the development of a deep learning based methodology to identify the spatial distribution of VO from the measured response of the system. This approach is possible due to the well-posed nature of the VO approach. We show that bidirectional recurrent neural networks \cite{42} (BRNN) provide an excellent basis to compute the variable fractional-order starting from the deformation field of the nonlocal beam. This approach leverages the computational efficiency of trained neural network to overcome the computational cost of other identification approaches that rely on iterative optimization algorithms and cumbersome numerical simulations \cite{43,44}. Among the various neural network architectures,
BRNNs were selected due to their internal structure which makes them suitable for boundary value problems. More specifically, a BRNN consists of two sets of recurrent neural network (RNN) that process the sequential input in opposite directions and where each RNN is capable of learning a sequential behavior corresponding to an independent variable [45,46]. Hence, the BRNN output accounts for the information from past (backward) and future (forward) input states simultaneously, which is consistent with the spatial and nonlocal nature of the problem considered in this study. We will discuss this aspect in detail in §4.2. Recently, researchers have employed physics informed neural networks [47], that are deep fully connected and feed forward networks, to solve the inverse problem consisting in the determination of the order characterising turbulent flows [48–50].

While this solution technique achieves a high accuracy without requiring a large training set, the price to pay is the computational cost of training a network for every problem the network is requested to solve. On the contrary, we will show that the our proposed method can accurately solve problems with VO patterns inconsistent with the training data, that is patterns have never been presented to the network during the training phase. The latter aspect demonstrates that BRNNs are highly capable of learning the static response of the beam and are generalized enough to solve similar complex and spatially varying nonlocal inverse problems.

The remainder of the paper is structured as follows: first, we present the VO space-fractional continuum model for nonlocal solids. Next, we use the VO continuum model to develop a fractional-order analogue of the Euler-Bernoulli theory applicable to the analysis of heterogeneously nonlocal slender beams. Finally, we describe the network-based order estimation procedure and illustrate its performance and accuracy by applying to the solution of a set of sample problems.

2 Variable-order nonlocal continuum formulation

In this section, we develop the variable-order approach to nonlocal elasticity by extending the general fractional constant-order framework [10,15,18,19]. More specifically, we select the fractional-order kinematic approach [10,18,19] as basis for the VO framework. Although other choices would be possible (such as formulations based on fractional-order stress-strain relations [11,12] or fractional-order strain-displacement relations [13]), this approach enables the development of positive-definite and well-posed nonlocal models that are critical for practical applications to systems with general geometry and boundary conditions. The detailed physical interpretation of the fractional-order kinematic approach can be found in [10,15,18].

In the fractional-order kinematic approach, nonlocality is modeled using a fractional-order deformation gradient tensor that relates the differential line elements within the deformed and undeformed configurations. The constitutive modeling, including the definition of strain and stress fields in the nonlocal medium, are analogous to the constant fractional-order kinematic approach to nonlocal elasticity, the details of which can be found in [10,18]. We emphasize that the key principles as well as the derivations conducted in [10,18] also hold true for the VO formulation developed in this study. In other terms, the CO studies conducted in [10,18] can be directly extended to develop the VO formulation by replacing the CO derivatives with the VO derivatives. Hence, in the following, we will only present the key highlights of the VO approach and refer the interested reader to [10,18] for more detailed proofs as well as discussions.

In analogy with the classical strain measures, the nonlocal strain in the fractional-order approach is defined using the difference of the scalar product of the nonlocal fractional-order differential line elements in the deformed and undeformed configurations [10]. The expression for the VO infinitesimal strain tensor is obtained by substituting the CO with the VO operators as in the following:

$$\varepsilon = \frac{1}{2} \left[ \nabla^\alpha(x) \mathbf{u} + \nabla^\alpha(x) \mathbf{u}^T \right]$$

(1)

where \( \mathbf{u} \) denotes the displacement field as illustrated in Fig. (1a). In the above equation, \( \nabla^\alpha(x) \mathbf{u} \) is the VO fractional gradient given by \( \nabla^\alpha(x) \mathbf{u}_{ij} = D^\alpha_{x_j} \mathbf{u}_i \). The VO space-fractional derivative \( D^\alpha_{x_j} \mathbf{u}_i \) is taken according to a variable-order Riesz-Caputo (VO-RC) definition with order \( \alpha(x) \in (0, 1) \) defined on the interval.
$x_j \in (x_j^-, x_j^+) \subset \mathbb{R}$ and is given by:

$$D_{x_j}^{\alpha}(x_i) = \frac{1}{2} \Gamma(2 - \alpha(x)) \left[ \left[ l_{-j}(x) \right]^{\alpha(x) - 1} C_{x_j} D_{x_j}^{\alpha(x)} u_i - \left[ l_{+j}(x) \right]^{\alpha(x) - 1} C_{x_j} D_{x_j}^{\alpha(x)} u_i \right]$$

(2)

where $\Gamma(\cdot)$ is the Gamma function, and $C_{x_j} D_{x_j}^{\alpha(x)} u_i$ and $C_{x_j} D_{x_j}^{\alpha(x)} u_i$ are the left- and right-handed VO Caputo derivatives of $u_i$, respectively. Detailed expressions of the left- and right-handed VO Caputo derivatives are provided in Appendix A. The parameters $l_{-j}(x)$ and $l_{+j}(x)$ are length scales along the $j^{th}$ direction in the deformed configuration. The index $j$ in Eq. (2) is not a repeated index because the length scales are scalar multipliers. In a general scenario, the length scales could be envisioned to be position dependent, as indicated in Eq. (2). Detailed implications of this assumption are presented later in this section where the physical interpretation of the length scale parameters are discussed. For the sake of brevity, the functional dependence of the length scales on the spatial position will be implied unless explicitly expressed to be a constant.

Figure 1: (a) Schematic indicating the infinitesimal material and spatial line elements in the nonlocal medium subject to the displacement field $u$. (b) Horizon of nonlocality and length scales at three different material points in a 2D domain. An isotropic horizon indicates that all the length scales along the different directions are identical to each other. The truncation of the horizon of nonlocality, that is a partial horizon, can be achieved by either in a symmetric or asymmetric manner as indicated in the figure. For the asymmetric case, that is at $X = 0$, we have $L_{-x} < L_{-z} \neq L_{+x}$, while for the symmetric horizon at $X = L$, we have $L_{-x} = L_{+x} = L^*_j$.

Further, the stress tensor in the nonlocal isotropic medium is given, analogously to the local case, as:

$$\sigma = C : \varepsilon$$

(3)

where $C$ denotes the classical fourth-order elasticity tensor. At first glance, the above stress-strain constitutive relation might be deceiving since it maintains the same formal appearance than the classical local counterpart. Although, in principle, this is a correct statement in practice it does not describe the real nature of the relation. Recall that the strain tensor in Eq. (1) was defined via fractional-order derivatives, hence the stress defined through the Eq. (3) is nonlocal in nature. Adopting this fractional-order kinematic approach leads to a positive-definite formulation of nonlocal elasticity [15,18] which ensures that the resulting governing equations, obtained by minimization of the potential energy, are self-adjoint and mathematically well-posed. We will touch upon this aspect in detail in §3 by exploring an application to slender beams. Note that all CO fractional continuum relations are recovered when the VO is set to be a constant $\alpha_0 \in (0, 1)$, that is, $\alpha(x) = \alpha_0$. Similarly, all classical (and local) continuum mechanics relations are recovered when VO $\alpha(x) = 1, \forall x$.

Before proceeding further, we will first discuss in detail the physical interpretation as well as the implications of the spatially varying length scales and of the VO. From a general perspective, the length scale parameters ensure both the dimensional consistency and the frame-invariance of the formulation. For a frame-invariant model, it is required that the length scales $l_{-j} = x_j - x_j^-$ and $l_{+j} = x_j^+ - x_j$ (see Appendix B). Hence, it follows that the length scales, $l_{-j}$ and $l_{+j}$, physically denote the dimension of the horizon of nonlocality to the left and to the right of a point $x_j$ along the $j^{th}$ direction. The length scales have been schematically...
illustrated in Fig. (1b)). The interval of the fractional derivative \((x_j^-, x_j^+)\) defines the horizon of nonlocality (also called attenuation range in classical nonlocal elasticity) along the \(j\)th direction, which is schematically shown in Fig. (1b) for a generic point \(x \in \mathbb{R}^2\). The horizon defines the set of all points in the solid that influence the elastic response at \(x\) or, equivalently, the characteristic distance beyond which information of nonlocal interactions is no longer accounted for in the VO fractional derivative. With regards to the latter aspect, the spatially dependent length scales indicate a spatially varying horizon of nonlocality. The spatial dependence of the horizon of nonlocality can depend on different factors such as, for example, the underlying micro- or macro-structure or a spatially varying thermal gradient.

Another key aspect of the VO space-fractional formulation in Eq. (2) consists in the introduction of the different length scales \((l_j^-, l_j^+)\) which enables the formulation to deal with possible asymmetries in the horizon of nonlocality (e.g. resulting from a truncation of the horizon when approaching a boundary or an interface). More specifically, the different length scales enable an efficient and accurate treatment of the frame invariance and ensure a completeness of the kernel in the presence of asymmetric horizons, material boundaries, and interfaces (Fig. (1b)). The detailed proof of the completeness of the kernel can be found for a CO fractional formulation in \[10\]. The same proof directly extends to the VO formulation. To summarize, the asymmetric and spatially varying length scales \(l_j^-, l_j^+\) allow a definition of the horizon of nonlocality capable of capturing the effects of both asymmetries and anisotropies. All these possible cases have been illustrated in Fig. (1b). Clearly, a constant horizon of nonlocality, similar to \[10\], can be recovered by setting the length scales to be constant functions.

Apart from the spatially variable length scales, the fractional-order formulation also admits the VO as a parameter. In this regard, note that at a given point \(x\), the order \(\alpha(x)\) characterizes the strength of the nonlocal interaction on the horizon of nonlocality \[10\]. The power-law kernel \(1/|x|^{\alpha(x)}\) embedded in the definition of the VO fractional derivative is analogous to the attenuation function commonly used in classical integral approaches to nonlocal elasticity. Thus, the VO indicates that the attenuation of the long-range forces and, consequently, the degree of nonlocality vary spatially across the domain of the solid. As an example, consider two points \(x_1\) and \(x_2\) such that \(\alpha(x_1) < \alpha(x_2)\). It follows that the degree of nonlocality, (or, in other terms, the strength of long-range interactions) at \(x_1\) is higher than that at \(x_2\). Note that a higher value of the fractional-order indicates a lower degree of nonlocality \[18\].

Recall that there exist different definitions for the functional variation of the variable fractional-order. These definitions differ in the resulting order-memory characteristics of the specific fractional-order operator \[28,51\]. Note that the order-memory measures the memory retentiveness of the order history by the VO operator and is different from operator-memory (also called fading memory) that is a measure of the spatial nonlocality in the system. Detailed discussions on order-memory can be found in \[28,51\]. In the most general approach, the fractional-order at a specific point \(x\), can be chosen as a function of the point \(x\) as well as a distant interacting point \(x'\), i.e., \(\alpha(x, x')\). More specifically, three different types of VO can be defined: (a) Type-I where \(\alpha(x, x') \equiv \alpha(x)\); (b) Type-II where \(\alpha(x, x') \equiv \alpha(x')\); and (c) Type-III where \(\alpha(x, x') \equiv \alpha(x - x')\). In terms of the order-memory, the type-I operator has no spatial order-memory, the type-II operator has a weak spatial order-memory, and the type-III operator has a strong spatial order-memory \[28,51\]. A brief discussion on the differences in the definitions of the VO derivatives for the three different order-memory cases is provided in the Appendix A.

In the context of nonlocal elasticity, for the type-I operator, the degree of nonlocality at \(x\) depends solely on the same point \(x\) and remains unaffected by the points \(x'\) in the horizon of nonlocality. In other terms, the strength of interaction between the point \(x\) and any other point \(x'\) depends only on the spatial position of \(x\). Similarly, for the type-II operator, the degree of nonlocality at \(x\) depends solely on the interacting point \(x'\) and for the type-III operator, the degree of nonlocality depends on the spatial vector \(d = x - x'\), connecting the interacting point \(x'\) with the point \(x\). These different possible cases have been illustrated in Fig. (2). The functional variation chosen in this study corresponds to the case where \(\alpha(x, x') \equiv \alpha(x)\) (type-I). This choice is due to the fact that it is not always possible to achieve a frame-invariant formulation when employing type-II and type-III definitions (see Appendix B for details). Further, in those selected cases where a frame-invariant model could be achieved (for either type-II or type-III), multiplying factors other than the length scales \((l_j^-,
and $l_+,$ would likely be required within the definition of the VO-RC derivative in Eq. (2). As shown in Appendix B, these factors would need to be numerically evaluated for every point $x$ in the domain of the solid and for every VO. Further, these factors do not admit the same physical interpretation as the length scales introduced in Eq. (2). Hence, in this study, we have limited the formulation to the use of type-I VO that do not carry spatial order-memory.

Figure 2: Schematic illustration of the effect of the functional form of the VO on the strength of the nonlocal interaction between a fixed point $x$ and points in its horizon of nonlocality. The slope indicated at various points corresponds to a logarithmic plot of the kernel of the VO fractional derivative: $\kappa(x, x') = 1/|x - x'|^{\alpha(x, x')}$. The subscripts used for the different orders indicate the point of evaluation of the VO, for example, $\alpha_{x_1}$ indicates that the VO is evaluated at $x_1$.

Finally, we emphasize that, although we focused only on a spatially variable fractional-order, the formulation presented above is very general in nature. The VO formulation could be directly extended to cases where the order-variation depends also on other internal as well as external variables such as, for example, temperature ($T$), time ($t$), material microstructure ($c$), frequency ($\omega$), strain and stress, or even their combination, i.e., $\alpha \equiv \alpha(T, t, c, \omega, \varepsilon, \sigma)$.

3 Variable-order model of nonlocal beams

In this section, we develop the constitutive model for a slender nonlocal beam by using the VO continuum formulation developed above. A schematic of the undeformed beam along with the chosen Cartesian reference frame is illustrated in Fig. (3). The top surface of the beam is identified as $z = h/2$, while the bottom surface is identified as $z = -h/2$. The width of the beam is denoted as $b$. The domain corresponding to the mid-plane of the beam (i.e., $z = 0$) is denoted as $\Omega$, such that $\Omega = [0, L]$ where $L$ is the length of the beam. It follows that the domain of the beam can be specified as the tensor product $\Omega \otimes [-b/2, b/2] \otimes [-h/2, h/2]$. For the chosen coordinate system, the axial and transverse components of the displacement field, denoted by $u(x, y, z, t)$ and $w(x, y, z, t)$ at any spatial location $x(y, z)$ are related to the mid-plane displacements of the beam according to the Euler-Bernoulli assumptions:

$$u(x, y, z, t) = u_0(x, t) - z D^1_x w_0(x, t)$$
$$w(x, y, z, t) = w_0(x, t)$$

where $u_0$ and $w_0$ are the mid-plane axial and transverse displacements of the beam. $D^1_x(\cdot)$ denotes the first integer-order derivative with respect to the axial spatial variable $x$. In the following, for a compact notation, the functional dependence of the displacement fields on the spatial and the temporal variables will be implied unless explicitly expressed to be constant. Based on the above described displacement field, the axial strain in the beam is evaluated using Eq. (1) as:

$$\varepsilon_{xx} = D^\alpha_x u_0 - z D^\alpha_x [D^1_x w_0]$$
The axial stress $\sigma_{xx}$ corresponding to the axial strain $\varepsilon_{xx}$ is determined using the linear stress-strain relation given in Eq. (3). For the Euler-Bernoulli displacement field given in Eqs. (4), using the definition for the nonlocal strain in Eq. (1), a non-zero transverse shear strain would be obtained. However, for the slender beam the rigidity to transverse shear forces is much higher when compared to the bending rigidity. Hence, the contribution of the transverse shear deformation towards the deformation energy of the beam can be neglected.

Figure 3: Schematic of the beam illustrating the different geometric parameters. Note the variable nature of the length scales corresponding to the horizon of nonlocality for different points along the length of the beam. The length scales at points close to the boundary of the beam ($x_1$ and $x_3$) are truncated such that $l_1^* < l_-$ and $l_3^* < l_+$. 

By using the above VO fractional constitutive formulation for the nonlocal beam, the total potential energy, in the absence of body forces, is obtained as:

$$\Pi = \frac{1}{2} \int_{\Omega} \sigma_{xx} \varepsilon_{xx} dV - \int_L u_0 F_a dx - \int_L u_0 F_t dx$$  \hspace{1cm} (6)$$

where the first integral corresponds to the deformation energy of the beam and the remaining two integrals correspond to the work done by axial $F_a$ and transverse $F_t$ forces, which are applied externally and on the plane perpendicular to the mid-plane of the beam.

Note that by substituting the stress-strain constitutive relation (given in Eq. (3)) within the deformation energy, the fractional-order approach to nonlocality leads to a quadratic and hence, a positive-definite formulation. This convexity ensures that the governing equations, derived in §3.1 by minimization of the potential energy, are mathematically well-posed and free from boundary effects [18]. This is a key advantage over classical integral approaches to nonlocal elasticity where it is not always possible to achieve a positive-definite formulation, and where additional constitutive boundary conditions are essential to guarantee the well-posed nature of the governing equations [20][21].

3.1 Governing equations

Using the constitutive model presented above, the governing differential equations and the associated boundary conditions can be obtained by minimizing the total potential energy of the nonlocal beam given in Eq. (6). The minimization can be performed according to variational principles. The quasi-static elastic response of the nonlocal beam modeled by the VO fractional continuum model is obtained by solving the following system of VO differential equations:

$$D_{x}^{\alpha(x)} N_{xx} + F_a = 0$$  \hspace{1cm} (7a)$$

$$D_{x}^{\frac{1}{2}} \left[ D_{x}^{\alpha(x)} M_{xx} \right] + F_t = 0$$  \hspace{1cm} (7b)$$
and subject to the boundary conditions:

\[ I^1_{x^-} \alpha(x') N_{xx} = 0 \quad \text{or} \quad \delta u_0 = 0 \quad (8a) \]

\[ I^1_{x^-} \alpha(x') M_{xx} = 0 \quad \text{or} \quad \delta D^1_{x^-} w_0 = 0 \quad (8b) \]

\[ \mathfrak{D}^\alpha(x') M_{xx} = 0 \quad \text{or} \quad \delta w_0 = 0 \quad (8c) \]

In the above equations, \( N_{xx} \) and \( M_{xx} \) are the axial and bending stress resultants defined as:

\[ \{N_{xx}, M_{xx}\} = \int_{-h/2}^{b/2} \int_{-h/2}^{b/2} \{\sigma_{xx}, z\sigma_{xx}\} \, dz \, dy \quad (9) \]

The detailed derivation of the above governing equations is provided in Appendix C. In the Eqs. (7,8), \( I^1_{x^-} \alpha(x') \) is a VO Riesz fractional integral defined as:

\[ I^1_{x^-} \alpha(x') \phi = \left[ \int_{x^-}^{x^+} I^\alpha(x') \Gamma(2 - \alpha(x')) \frac{\phi}{\Gamma(1 - \alpha(x'))} (x' - x)^{\alpha(x')} \, dx' \right] \quad (10) \]

In the above equation \( l_- \) and \( l_+ \) denote the length scales on the left- and right-hand side of a point on the beam along the \( x \) direction (see Fig. (3)). \( \mathfrak{D}^\alpha(x') \) is a Riesz Riemann-Liouville (R-RL) derivative with VO \( \alpha(x') \) defined as the first integer-order derivative of the VO Riesz integral defined above:

\[ \mathfrak{D}^\alpha(x') \phi = D^1_{x} \left[ I^1_{x^-} \alpha(x') \phi \right] \quad (11) \]

Note that the VO fractional derivative \( \mathfrak{D}^\alpha(x') \) and the VO fractional integral \( I^1_{x^-} \alpha(x') \) are defined over the interval \( (x - l_-, x + l_+) \) unlike the VO-RC derivative \( D^\alpha(x') \) which is defined over the interval \( (x - l_-) \). Further, these operators possess weak order-memory (type-II) unlike the VO-RC derivative which possesses no order-memory (see discussion in (2) or Appendix A). This change in the terminals of the interval and memory characteristic of the R-RL fractional integral and derivative follows from simplifications during the variational process (see Appendix C). In fact, the process shows that the adjoint operator for the VO-RC fractional derivative, present in the definition of the fractional-order strain, is the VO R-RL fractional derivative defined in Eq. (11).

The VO beam governing equations and boundary conditions given in Eqs. (7,8) can be expressed in terms of the displacement field variables by using the constitutive stress-strain relations of the beam. Here below, we provide the governing differential equations in terms of the displacement field variables for an isotropic beam:

\[ EbhN^\alpha(x') \left[ D^\alpha(x) u_0 \right] + F_n = 0 \quad (12a) \]

\[ -\frac{1}{12} Ebh^3 D^1_{x} \left[ \mathfrak{D}^\alpha(x') \left[ D^\alpha(x) (D^1_{x} w_0) \right] \right] + F_l = 0 \quad (12b) \]

where \( E \) denotes the modulus of elasticity of the isotropic beam. The corresponding boundary conditions are obtained as:

\[ EbhI^{1-\alpha}(x') \left[ D^\alpha(x) u_0 \right] = 0 \quad \text{or} \quad \delta u_0 = 0 \quad (13a) \]

\[ \frac{1}{12} Ebh^3 I^{1-\alpha}(x') \left[ D^\alpha(x) (D^1_{x} w_0) \right] = 0 \quad \text{or} \quad \delta D^1_{x} w_0 = 0 \quad (13b) \]
\[
\frac{1}{12} E bh^3 D^\alpha_{xx} \left[ D^\alpha_{xx} (D^1_{\alpha} w_0) \right] = 0 \text{ or } \delta w_0 = 0
\]  
(13c)

Note that the governing equations for the axial and transverse displacements are uncoupled, similar to what is seen in the classical (local) Euler-Bernoulli beam formulation. Further, as expected, the classical Euler-Bernoulli beam governing equations and boundary conditions are recovered for \( \alpha = 1 \) throughout the domain.

Assuming that the deformation process of the nonlocal beam is continuous and invertible, it follows that the displacement field \( u(x) \) belongs to a class \( \psi \) of all kinematically admissible displacement fields such that every \( u(x) \in \psi \) is continuous and satisfies the boundary conditions. With this condition on the admissible displacement fields we prove the following:

**Theorem 1.** The set of linear operators describing the governing VO differential equations of the beam are self-adjoint.

**Proof.** First, we present the proof for the self-adjointness of the VO differential operator of the governing equation representing axial motion of the isotropic beam:

\[
\tilde{L}(\cdot) = D^\alpha_{xx} \left[ D^\alpha_{xx}(\cdot) \right]
\]  
(14)

Note that the fractional operator \( \tilde{L}(\cdot) \) is linear in nature \[28\]. We consider the inner-product \( \langle \tilde{L}(u_0), v_0 \rangle \) such that \( u_0 \) and \( v_0 \) satisfy the boundary conditions given in Eq. (13):

\[
\langle \tilde{L}(u_0), v_0 \rangle = \int_0^L v_0 D^\alpha_{xx} \left[ D^\alpha_{xx}(u_0) \right] dx
\]  
(15)

Using the definition of the VO R-RL derivative given in Eq. (11) the above integration is expressed as:

\[
\langle \tilde{L}(u_0), v_0 \rangle = \int_0^L v_0 \left[ \int_x^x \frac{1}{2} \rho^\alpha_{xx} \left[ \frac{\Gamma(2 - \alpha(x'))}{\Gamma(1 - \alpha(x'))} \frac{D^\alpha_{xx}(u_0)}{(x-x')^{\alpha(x')}} dx' \right] \right] dx + \int_0^L v_0 \left[ \int_x^{x'-l_j} \frac{1}{2} \rho^\alpha_{xx} \left[ \frac{\Gamma(2 - \alpha(x'))}{\Gamma(1 - \alpha(x'))} \frac{D^\alpha_{xx}(u_0)}{(x-x')^{\alpha(x')}} dx' \right] \right] dx
\]  
(16)

We further evaluate the above integrals using integration by parts to obtain the following:

\[
\langle \tilde{L}(u_0), v_0 \rangle = v_0 \left. I_-^{1-\alpha(x')} \left[ D^\alpha_{xx}(u_0) \right] \right|_0^L - \int_0^L \frac{dv_0}{dx} \left[ \int_x^x \frac{1}{2} \rho^\alpha_{xx} \left[ \frac{\Gamma(2 - \alpha(x'))}{\Gamma(1 - \alpha(x'))} \frac{D^\alpha_{xx}(u_0)}{(x-x')^{\alpha(x')}} dx' \right] \right] dx + \int_x^{x'-l_j} \frac{1}{2} \rho^\alpha_{xx} \left[ \frac{\Gamma(2 - \alpha(x'))}{\Gamma(1 - \alpha(x'))} \frac{D^\alpha_{xx}(u_0)}{(x-x')^{\alpha(x')}} dx' \right] \]  
(17)

We exchange the order of integration in the above integrals and further, use the boundary conditions in Eq. (13) to obtain the following expression:

\[
\langle \tilde{L}(u_0), v_0 \rangle = \int_0^L \frac{\Gamma(2 - \alpha(x'))}{2 \Gamma(1 - \alpha(x'))} D^\alpha_{xx} \left[ I_+^{\alpha(x')-1} \int_x^{x'+l_j} \frac{D^1_{\alpha} v_0}{(x-x')^{\alpha(x')}} dx + I_-^{\alpha(x')-1} \int_{x'-l_j}^{x'} \frac{D^1_{\alpha} v_0}{(x'-x')^{\alpha(x')}} dx \right] dx'
\]  
(18)
Using the definition of the VO-RC derivative given in Eq. (2), the above integral is simplified as:

$$\langle \tilde{L}(u_0), v_0 \rangle = \int_0^L D_x^{\alpha(x)} u_0 \; D_x^{\alpha(x)} v_0 \; dx = \int_0^L D_x^{\alpha(x)} u_0 \; D_x^{\alpha(x)} v_0 \; dx$$  \hspace{1cm} (19)$$

By exploiting the symmetry in the above expression, we can write the following:

$$\langle u_0, \tilde{L}(v_0) \rangle = \int_0^L D_x^{\alpha(x)} u_0 \; D_x^{\alpha(x)} v_0 \; dx$$  \hspace{1cm} (20)$$

Comparing Eq. (19) and Eq. (20), the VO differential operator $\tilde{L}(\cdot)$ is evidently self-adjoint. By retracing the steps outlined above, it can be similarly shown that the operator describing the transverse governing equation of the beam is also self-adjoint in nature. For the sake of brevity, we skip the proof here. This demonstration establishes the claim in Theorem 1.

Recall that the quadratic nature of the deformation energy was used to emphasize that the system is positive-definite. The same claim also follows from the self-adjoint nature of the governing equations established in Eqs. (19,20). This can be easily verified by considering $\langle \tilde{L}(u_0), u_0 \rangle$ in the Eq. (19), which results in a quadratic form within the integral. Note that the self-adjointness and positive-definiteness of the system hold independently of the boundary conditions. This is a particularly remarkable result because, as established in the literature, it is not always possible to define a self-adjoint quadratic potential energy for the classical integral approach to nonlocal elasticity [20, 21]. As established previously, this characteristic leads to well-posed governing equations and consistent predictions regardless of the boundary conditions [15, 18] as well as it enables the formulation of finite element based approaches for the numerical solutions of the governing equations.

**Theorem 2.** The displacement field $u(x)$ which solves the set of governing equations and boundary conditions in Eqs. (7 - 8) (if it exists) is unique in the class $\psi$. Further, the strain and stress fields $\varepsilon(x)$ and $\sigma(x)$ corresponding to the solution $u(x)$ are also unique.

**Proof.** The proof of the above theorem follows exactly the proof provided for the CO formulation [18] and it is not repeated here for the sake of brevity.

4 Fractional model parameter estimation: methodology

A critical issue in the use of fractional order models is the determination of the order parameter, either in its constant or variable form. The strategy to determine the order can vary depending on the underlying source of the fractional behavior. In other terms, we could classify the use of fractional-order models based on their main application or, equivalently, on the reason that induces the fractional nature of the system. From a high level perspective, fractional models can be employed to: P1) simplify models while maintaining accuracy (e.g. fractional homogenization and model order reduction), P2) model complex nonlinear and evolutionary behavior (e.g. contacts, dislocations, dynamic fracture), and P3) to capture physical mechanisms that are intrinsically fractional and, as such, not fully described by integer-order operators (e.g. anomalous and hybrid transport processes). Depending on the particular class the problem at hand belongs to, the strategy to determine the appropriate order can vary significantly.

In the first class of problems (P1), wherein fractional calculus is applied with the intent of simplifying the model, the fractional-order could be determined by a direct matching technique based on selected properties of the solids such as, for example, attenuation and dispersion behavior [1,2,10,16] or scattering fields [8,9]. In the case of evolutionary nonlinear problems (P2), such as contact dynamics, viscoelastic mechanics, motion of dislocations in lattice structures, and dynamic fracture, physics-driven laws could be defined and embedded in the VO definition so to determine the order variation based on the instantaneous response of the system. Examples include physical laws to detect transitions across different physical states such as the status of a contact [31,35], the formation and annihilation of pairwise inter-particle bonds [41], the state of damage [36]
and the order of viscoelastic damping \[29,31\].

While the order characterizing the first two classes of applications (P1 and P2) can be obtained via well established analytical (deterministic) methods described above, there is no specific strategy to obtain the fractional-order for the third class of applications (P3). Although, in this latter class, the occurrence of the fractional behavior can be connected to certain underlying physical mechanisms (e.g. nonlocal behavior associated with porous media, multiple scattering in periodic or disordered media), in general there is no unique approach to identify the order. These problems often resort to data fitting selected characteristics of fractional models against experimentally obtained data using standard regression techniques \[5,7,23,24,39,40\].

As an example, consider the static response of a porous solid with unknown porosity. In this scenario, it is not possible to obtain an analytical expression of the fractional-order describing the static response of the solid. The elliptic nature of the problem and the intricate geometry further complicate this task. More generally speaking, it is typically not possible to obtain analytical closed-form expressions for key physical quantities (such as, for example, the potential energy) that would provide the foundation for an analytical order-determination technique similar to P1 and P2. Hence, in this class of problems, a strategy to determine the fractional-order characteristics based on the measured experimental response of the system becomes an indispensable tool.

In this study, we focus on problems belonging to the third class. In particular, we consider nonlocal elasticity problems described by the VO formulation presented above and for which only the physical response of the system is assumed available. The geometric and material properties of the beam are also assumed to be known or otherwise obtainable via standard methods. It follows that the VO variation that characterizes the response of the nonlocal medium represents the main unknown in this problem. We propose and develop a deep learning technique to extract the fractional order variation describing the response of a nonlocal beam from available response data. While in this study we focus on static problems, we emphasize that the presented deep learning technique is very general and applicable to a much broader class of problems, including dynamical ones. We also highlight that the development of the inverse solution technique is made possible due to the mathematically well-posed and physically consistent nature of the fractional-order nonlocal model.

In the following, we first formulate the inverse problem which consists in identifying the VO distribution characterizing the response of a nonlocal beam from available response data. Then, we present the architecture of the neural network used to solve the inverse problem, and we discuss data-set generation, network training, and numerical predictions.

### 4.1 Problem definition

Consider a benchmark problem consisting in a nonlocal beam clamped at both its ends and subject to a uniformly distributed transverse load of 1N/m. Given the transverse displacement \(w_0\) and rotation \(\theta_0\) of the mid-plane of the beam, the objective is to characterize the VO \(\alpha(x)\) using a deep bidirectional recurrent neural network (BRNN). Recall that, for an Euler-Bernoulli, the rotation is approximated as the first integer-order derivative of the beam deflection, that is, \(\theta_0 = D_1^x w_0\). Note that we focus only on the transverse response of the beam. The methodology outlined in the following extends directly to an inverse problem involving either axial or both axial and transverse deformations. Without the loss of generality, we assumed that the beam is isotropic and has a uniform cross section along its length. The material properties and dimension of the beam used in this study are provided in Table 1. Further, the horizon of nonlocality was assumed to be isotropic such that the length scales \(l_-\) and \(l_+\) are equal to a constant \(l_f\) for points sufficiently within the domain of the beam. These length scales are truncated for points close to the beam boundaries as discussed in §2 (see Fig. 3).

| Property | \(E\) [MPa] | \(v\) | \(L\) [m] | \(h\) [m] | \(b\) [m] | \(l_f\) [m] |
|----------|-------------|-----|-------|-------|-------|-------|
| Value    | 30          | 0.3 | 1.0   | 0.02  | 0.02  | 0.2   |

Table 1: Beam dimensions and material properties.
4.2 Network architecture

This section describes the network architecture used to predict the fractional-model parameters. The network architecture used to extract the VO $\alpha(x)$ contains a combination of fully connected layers and a bidirectional recurrent neural network (BRNN), as illustrated in Fig. 4.

Figure 4: Schematic of the network architecture used to identify the VO $\alpha(x)$. The network consists of both fully connected layers and a bidirectional recurrent neural network (BRNN). The BRNN includes two sets of recurrent networks to process the input sequence in both the forward ($RNN_f$) and the backward ($RNN_b$) directions. Given the sequence of nodal $w_0$ and $\theta_0$, the network predicts $\alpha$ at each node.

In order to determine the appropriate structure of the network to solve the inverse problem, we started from two popular types of neural network, 1D convolutional neural networks [46] and convolutional long short term memory deep neural network (CLDNN) [52]. We selected the convolutional network since it can locally extract and combine features from its input in order to predict the output. However, results showed that the convolutional network could not accurately solve the inverse problem, even when using a large number of trainable parameters. In an effort to increase the performance of the network, we employed a CLDNN which includes recurrent long-short term memory layers capable of learning memory effects in a system. While recurrent neural networks have proven to be highly accurate in several classes of problems [45], witnessing poor prediction performance of CLDNN motivated us to use BRNN, which is an extension of recurrent neural network, to solve the inverse problem. The choice of BRNN in the development of the network architecture is further justified by the finite nature of the quasi-static nonlocal problem. Recall that recurrent cells have the capacity to learn the recursive logic relating a sequential parameter to a sequential input and are effective for time-dependent signals. The recurrent cells process the input sequence in a preferential direction starting from the first member of the sequence (forward) and hence, do not consider the effect of the cells in the reverse direction on the current output. This characteristic is perfectly suitable for physical systems characterized by a preferential direction of propagation of information. However, for finite systems (either local or nonlocal), the response at a point is influenced by the boundary conditions. Additionally, for nonlocal systems, the response of a point is influenced also by the response of a collection of points within a fixed length scale. Hence, a unidirectional (either forward or backward) flow of information is expected to cause insensitivity of the predictions, hence reducing the network accuracy. This limitation is overcome by BRNN, where two sets of recurrent cells process the input data sequence in two opposite directions: 1) forward that processes the input starting from its first member, and 2) backward that starts from the last member of the sequence. The output of the recurrent cells in each direction is then combined in either a linear or nonlinear fashion to calculate the output corresponding to each member of the input sequence. A detailed description of the recurrent and bidirectional neural networks can be found in [42, 46]. In addition to the BRNN layer, we also used fully connected layers to increase the number of trainable parameters of the network and to enhance the learning capacity of the network.

A schematic of the network used in this study is provided in Fig. 4. The input to the network consists of a sequence of nodal beam deflections and rotations. This input is obtained by simulating the response of the beam to a uniformly distributed transverse load via the fractional-order finite element method (f-FEM) [18] (performed via an in-house finite element model code) or it could be an experimentally acquired response. The f-FEM builds on [18] that was initially developed for CO fractional beam models. However, the same
numerical algorithm extends to the VO model directly, with the only provision that the CO is replaced by the point-wise value of the VO. More specifically, the CO used in the numerical integration of the stiffness matrix of the nonlocal beam at the Gauss quadrature points, is replaced by the local value of the VO at the same point. The remaining formulation remain unchanged, hence, for the sake of brevity, we do not provide the details of the finite element formulation. The interested reader is referred to [18] for the complete mathematical treatment.

For each sample problem, \( M = 200 \) uniform elements (corresponding to \( N = 201 \) equally spaced nodes) were used to discretize the beam and to numerically calculate its deformation field. Hence, the size of the network input sequences is \([201 \times 2]\) consisting of the nodal transverse displacement \( w_0 \) and rotation \( \theta_0 \). The input is passed to 5 fully connected layers with 100 neurons in each layer and a hyperbolic tangent activation function. The input layer is followed by a bidirectional layer, with 100 long-short-term-memory (LSTM) units [53] in both the forward and backward directions. The output of the bidirectional layer is then passed to 5 fully connected layers with a rectified linear unit (ReLU) activation function connected to the output layer [46]. The network output layer has one node and a linear activation function. The output layer returns a sequence of the VO \( \alpha(x) \) whose members correspond to the input sequence members; in other terms, the nodal values of the VO. Table 2 summarizes the above mentioned details of the network architecture. The number of nodes in different layers of the network architecture was obtained via a trial and error procedure while monitoring the accuracy of the prediction.

Table 2: The network architecture. The network input is a sequence of the nodal displacement \( w_0 \) and rotations \( \theta_0 \) having a cumulative size of \([201 \times 2]\). The output is an array of nodal fractional-order \( \alpha(x) \) of size \([201 \times 1]\).

| Layer # | Layer type     | Size | Layer # | Layer type     | Size |
|---------|----------------|------|---------|----------------|------|
| 1       | fully connected| 100  | 6       | fully connected| 50   |
| 2       | fully connected| 100  | 7       | fully connected| 100  |
| 3       | fully connected| 100  | 8       | fully connected| 100  |
| 4       | fully connected| 100  | 9       | fully connected| 100  |
| 5       | bidirectional  | 100  | 10      | fully connected| 100  |

4.3 Dataset generation and network training

To generate the training data set, sample distributions of \( \alpha(x) \) were defined and the corresponding responses of the beam were obtained via the f-FEM. For each case (i.e. for each VO distribution), the beam was subjected to a uniformly distributed transverse load and no axial load. For each simulation, the transverse displacement \( w \), rotation \( \theta_0 \), and the fractional-order \( \alpha \) of all the nodes were recorded. The VO of the sample problems was chosen to be either random or a predefined function. In the case of random VO, the value of the fractional-order at each nodal location along the length was chosen randomly from a uniform distribution within the range \([0.7, 1]\). Additionally, three different functions were used to generate deterministic distribution of VO: 1) linear, 2) sinusoidal, and 3) polynomial. These functions were defined as:

\[
\text{Linear : } \alpha_l(x) = (a_1 - a_0)x + a_0 \quad 0.7 \leq a_0, a_1 \leq 1.0
\]

\[
\text{Sinusoidal : } \alpha_s(x) = b_0 + 0.1 \left| \sin \left( \frac{b_1 x}{L} \right) + \cos \left( \frac{b_2 x}{L} \right) \right| \quad 0.7 \leq b_0 \leq 0.8, \ 0 \leq b_1, b_2 \leq 1.0 \quad (21)
\]

\[
\text{Polynomial : } \alpha_p(x) = c_{10}x^{10} + c_9x^9 + ... + c_1x + c_0 \quad 0.7 \leq \alpha_3(x) \leq 1.0
\]

The random distribution, along with the above definitions for the VO law, ensure that the network is exposed to different patterns of \( \alpha(x) \) during the training procedure. This approach allows the trained network to solve problems with a variety of \( \alpha(x) \) distributions, including those never seen by the network during the training process. More specifically, in [53] we have shown that the trained network accurately predicts the
$\alpha(x)$ distributions consisting of Bessel functions and hyperbolic tangent functions that did not belong to the training data set. In each case, the variation was chosen such that $0.7 \leq \alpha(x) \leq 1$. While the structure of the network is insensitive to the specific range of $\alpha(x)$ and could be applied to any arbitrary interval, the selected VO range was chosen to avoid physical instabilities that are known to occur for very small values of the fractional-order [15,18] (i.e. for extreme level of nonlocality). Samples of $\alpha(x)$ distribution along the beam length are provided in Fig. (5a). For each distribution of $\alpha(x)$, $40 \times 10^3$ samples were generated and solved. Hence, the data set contains $16 \times 10^4$ samples. Out of the total sample cases, 85% were used for training and the remaining 15% were used for Validation.

The network was built using python Keras and Tensorflow packages, and trained using the ADAM [54] algorithm for 7000 epochs with a batch size of 2048 and mean-square error loss function. The initial learning rate was set to .001 and divided by a factor of 2 every 3000 epochs.

Figure 5: Samples of the four fractional order types in the generated data set and their corresponding beam response: (a) variable fractional-order $\alpha(x)$, (b) rotation $\theta_0$, and (c) deflection $w_0$.

5 Variable-order identification: numerical results

In this section, we present and discuss the application of the trained network to solve the inverse problem consisting in determining the spatial variation of fractional-order in a nonlocal beam given its response to an externally applied load. We consider seven sample test cases to show the efficacy of the inverse approach. Each sample case considers the response of the beam with the properties, boundary conditions, and externally applied load defined in §4.1. The difference between these sample cases consists in the functional distribution of the VO $\alpha(x)$ along the beam length. Test cases 1 to 4 are randomly selected from the test data set and have 1) random, 2) linear, 3) sinusoidal, and 4) polynomial VO, respectively. For cases 5 and 6, the VO $\alpha(x)$ was defined using Bessel and hyperbolic tangent functions, respectively. The test case 7 contains a problem with CO $\alpha$. The objective in the first four cases is to demonstrate that the network can accurately identify the VO $\alpha(x)$ in problems that have the same type of VO $\alpha(x)$ as the samples in the training data set. Cases 5, 6, and 7 are defined and solved to further evaluate the performance of the network in situations where the VO $\alpha(x)$ patterns were never seen by the network during the training phase. This class of data are referred to as inconsistent with the training data set. In the following, we first present the network training results and then discuss the network predictions for the sample cases.

5.1 Network training

The network is trained using the hyper-parameters presented in §4.1. Figure 6 shows the trend of the loss function versus the epoch number during the network training. It is seen that the loss function for both the training and validation data sets converge to similar values, indicating that the trained network is not
over-fitted on the training data set. The mean relative prediction percentage error \((E_r)\) of the trained network over the test data set is 0.26% where \(E_r\) is defined as:

\[
E_r = \frac{\alpha_{\text{net}} - \alpha_{\text{true}}}{\alpha_{\text{true}}} \times 100
\]

(22)

In the above expression, \(\alpha_{\text{true}}\) is the actual value of the fractional-order and \(\alpha_{\text{net}}\) is the network prediction. An important aspect to highlight is that, although there is a relatively small difference between the response of the beam for different distributions of the VO \(\alpha(x)\), as it is seen in the sample problems presented in Fig. (5), the proposed network successfully distinguishes between the different closely-valued beam responses and accurately predicts the VO \(\alpha(x)\).

Figure 6: Loss function versus the epoch number for the training and test data sets. Loss function value at the last epoch is 0.00160 for the training data set and 0.00191 for the test data set.

5.2 Case 1-4: Identification of the fractional-order based on selected VO distributions

We discuss the performance of the network in terms of identification of the VO \(\alpha(x)\) according to distributions belonging to the categories 1 to 4. In these four cases, the sequence of nodal values of \(w_0\) and \(\theta_0\) were used as the network input to determine the fractional-order distribution.

The network predictions for the categories 1-4 are compared with the actual value of the VO \(\alpha(x)\) in Fig. (7). The mean nodal percentage prediction error is obtained as 0.76%, 0.03%, 0.05%, and 0.06% for the cases 1-4, respectively. The extremely low prediction errors prove that the trained network can accurately identify the variable fractional-order irrespective of its functional type, given the beam deformation. Using the predicted VO \(\alpha(x)\), the response of the beam was re-calculated via the f-FEM and compared with the beam deformation obtained using the exact VO, in Fig. (8). As expected, the accurate predictions of \(\alpha\) results in an excellent match between the two aforementioned deformation results.

5.3 Case 5-7: Identification of the fractional-order based on inconsistent VO distributions

In order to establish the efficacy of the architecture in predicting the VO, we tested the network for different order variations that were never made available to the network during the training process. The order is constant in case 7 and the VO \(\alpha(x)\) in cases 5 and 6 are given by a Bessel and hyperbolic tangent function in
Figure 7: VO $\alpha(x)$ distributions predicted by the network $\alpha_{net}$, compared with their corresponding actual values $\alpha_{true}$ for four different distribution types. (a) Case 1: randomly varying $\alpha$. (b) Case 2: linear $\alpha$, (c) Case 3: sinusoidal $\alpha$. (d) Case 4: polynomial $\alpha$. As evident, the spatial variation of $\alpha$ is predicted very accurately by the network.

Figure 8: Comparing the beam actual displacement $w_{0,\text{true}}$ and rotation $\theta_{0,\text{true}}$ with the response calculated via f-FEM by using the VO $\alpha_{net}$ distribution predicted by the network. Response of the beam with: (a) random, (b) linear, (c) sinusoidal, and (d) polynomial distributions of the VO $\alpha$.

the following fashion:

$$
\begin{align*}
\text{Bessel:} & \quad \alpha_5(x) = 0.428 J_5(10x) + 0.820 \\
\text{hyperbolic tangent:} & \quad \alpha_6(x) = 0.102 \tanh(6x - 2) + 0.848 \\
\text{constant:} & \quad \alpha_7(x) = 0.9
\end{align*}
$$

(23)
Fig. (9) compares the network predictions and the actual values of $\alpha$. The mean relative prediction percentage error for cases 5-7 were 0.22%, 0.50%, and 0.03%, respectively. The accurate predictions demonstrate that the network is highly capable of identifying the VO $\alpha(x)$ corresponding to problems with VO $\alpha(x)$ distributions unseen by the network in the training process.

![Figure 9: Network predicted fractional-order ($\alpha_{net}$) distribution along beam axis for sample problems 5-7 compared with actual fractional-order distribution $\alpha_{true}$: (a) Bessel $\alpha$, (b) hyperbolic tangent $\alpha$, (c) constant $\alpha$.](image)

6 Conclusions

The key contributions of this study are threefold. First, we developed the variable-order (VO) approach to nonlocal elasticity. Second, we specialized this formulation to the static analysis of nonlocal slender beams. Finally, we developed a deep learning strategy to extract the VO distribution in cases when only the response of the nonlocal solid is available (e.g. from numerical or experimental sources). The VO approach to elasticity captures a spatially-dependent degree of nonlocality across the nonlocal solid and provides the flexibility to account for either spatially-varying horizon of nonlocality or possible asymmetry in the horizon. The VO formulation adopts a physically consistent fractional-order kinematics that ensures a positive-definite and self-adjoint system. These characteristics guarantee well-posedness of the governing equations derived via variational minimization of the potential energy. Consequently, the VO formulation is free from inconsistent predictions, characteristic of classical nonlocal integral formulations under certain boundary and loading conditions.

The well-posed nonlocal formulation enables the development of a deep learning based technique to address the inverse problem consisting in the determination of the VO distribution describing the response of a nonlocal beam. This latter contribution of our study addresses a major challenge in the promotion and diversification of the applications of fractional calculus to the modeling of physical systems, that is the determination of the fractional-model parameters. The proposed method leverages the outstanding computational efficiency of neural networks to estimate the VO distribution of a nonlocal solid medium based on its measured response. Accurate solutions to this complex form of inverse problem were achieved by exploiting the unique features of deep bidirectional recurrent neural networks (BRNN). The accuracy of the inverse solution technique was established by direct comparison of the exact results. Different VO patterns, either consistent or inconsistent with the training data, were simulated and successfully identified. The physically consistent and well-posed VO approach to nonlocal continua combined with deep learning techniques for fractional parameter estimation provide a critical element to solidify and extend VO-FC approaches to modeling the response of complex structures. While the present framework was developed and validated for the case of nonlocal beams, the methodology is general and can be easily extended to higher dimensional problems.
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