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Preliminaries

The concept of twisted generalized Weyl algebras (TGWA), introduced by Mazorchuk and Turowska in [16] and additionally studied in [13, 17, 19, 3, 8, 12], appeared as a natural class of non-commutative polynomial algebras in some set of indeterminates over a commutative polynomial ring, and the multiplication acts with some additional factors from the coefficient ring. In further work on this topic, the polynomial ring was replaced by some localization of the polynomial ring or its field of quotients, which naturally leads to the concept of rational algebra. Moving further in this direction, it is natural to extend the range of values of the basic parameters of the algebras under consideration to some rational extensions of the base coefficient ring, all the more since such an action turns out to be necessary from the point of view of the enveloping algebras of some classical Lie algebras in order to represent them as rational TGW algebras.

We introduce the concept of rational TGW algebra and propose a constructive description of the basis of universal enveloping algebra for some Lie algebras based on the Gelfand-Zeitlin formulas.
(in Zhelobenko form, see [8]) given for the action of generators of semi simple Lie algebras on a Gelfand-Zeitlin basis of a finite dimensional irreducible representations, see [23, 21, 22, 17].

Futorny and Ovsienko showed in [1] that the Gelfand-Tsetlin formulas for $\mathfrak{gl}_n$ define an embedding of the corresponding universal enveloping algebra into a skew group algebra of a free abelian group over some field of rational functions. Besides, it was shown in [20] that the consistency relation in TGWA can be expressed as identities in certain localization of the coefficient ring. In this paper, we give a slightly different, but very close in spirit result, assuming that the basic parameters of the considered algebra belong to a localization of the coefficient ring.

We consider algebras that are some modification of TGW algebras in two ways. We assume that the free variables commute up to some localization of the coefficient polynomial ring. Moreover, these algebras are endowed with involution both on the base coefficient ring and on free noncommuting variables of the algebra. The subgroup of symmetric group acts naturally on the determined algebra according to some given partition of the set of indeterminates; we investigate the invariant subalgebras.

More precisely, we define a natural class of $S$-rational twisted generalized Weyl algebras under the assumption that the commutative coefficient ring is a localization of the polynomial ring with respect to some multiplicatively closed subset $S$. We call such algebras rational or RTGW algebras. We show that those algebras are constructed using the concept of skew twisted monoid algebra equipped with an involution, and are some modifications of the well-studied twisted generalized Weyl algebras. Furthermore, we show for concrete examples of special unitary and orthogonal Lie algebras of rank three that there exists an injective homomorphism from the universal enveloping algebra $U(\mathfrak{g})$ to the RTGW algebra $\mathfrak{A}$ that induces an injective homomorphism of the corresponding Lie algebras (Theorems 3.1 and 3.3).

The structure of the paper is as follows. First we give some constructions of skew twisted monoid algebras endowed with involution in full generality. Then we narrow down this definition to the case of saturated, involuted, double localization of the coefficient ring, and we construct in Section 2 a twisted generalized Weyl algebra over some localization of the polynomial main ring and we study some basic facts about these algebras.

After that, in Section 3 we construct some examples of RTGW algebras, specifying directly their defining parameters, and show, by direct computation, that some their invariant subalgebras, namely $\mathfrak{A}_{su}$ and $\mathfrak{A}_{so}$ are isomorphic to universal embedding algebras of the special unitary and orthogonal Lie algebras of rank 3, respectively.

In addition to its own interest, the usefulness of the construction is reflected in the following Theorems presented in the last section, which describe two specific applications of this theory.

**Theorem 1.** Let $\mathfrak{A} = \text{Alg}_{3.6}(S, G, \sigma, t, \mu)$ be the complex RTGW algebra that satisfies Definition (3.2) and has the parameters defined by (3.3), (3.4). Then there exists an injective $\mathbb{C}$-linear homomorphism
\[
\psi : U(\mathfrak{su}(3; \mathbb{C})) \longrightarrow \mathfrak{A}^G
\]

from the universal enveloping algebra of complex special unitary Lie algebra of rank 3 to $G$-invariant subalgebra of $\mathfrak{A}$, such that $\psi$ induces an isomorphism of the Lie algebras $\psi : \mathfrak{su}(3; \mathbb{C}) \rightarrow \mathfrak{g}_{\mathfrak{su}}(3; \mathbb{C})$, where $\mathfrak{g}_{\mathfrak{su}}(3; \mathbb{C})$ is a Lie subalgebra of the Lie algebra of $\mathfrak{A}$, and $U(\mathfrak{g}_{\mathfrak{su}}(3; \mathbb{C})) \subset \mathfrak{A}^G$ is an invariant subalgebra with respect to the group $G$ action.

**Theorem 2.** Let $\mathfrak{A} = \text{Alg}_{2.4}(S, G, \sigma, t, \mu)$ be the complex RTGW algebra, satisfying Definition (2.2), and having the parameters given by definition (3.3). Then there exists an injective $\mathbb{C}$-linear homomorphism
\[
\psi : U(\mathfrak{so}(3; \mathbb{C})) \longrightarrow \mathfrak{A}^G
\]

from the universal enveloping algebra of complex orthogonal Lie algebra of rank 3 to to the invariant subalgebra of $\mathfrak{A}$, which gives an isomorphism of Lie algebras $\psi : \mathfrak{so}(3; \mathbb{C}) \rightarrow \mathfrak{g}_{\mathfrak{so}}(3; \mathbb{C})$, where $\mathfrak{g}_{\mathfrak{so}}(3; \mathbb{C})$ is a subalgebra of the Lie algebra of $\mathfrak{A}$ defined in (3.19), in addition $U(\mathfrak{g}_{\mathfrak{so}}(3; \mathbb{C})) \subset \mathfrak{A}^G$. 
Therefore, the universal enveloping algebra of a special unitary or of a special orthogonal algebra of rank 3 can also be realized as an invariant subalgebra of a Lie subalgebra of RTGWA of the same rank.

1. A general setting

This section contains some basic material that will be used throughout this paper.

Let $Z_+$ be a set of all strictly positive integers. The interval of integers $i$ with $a \leq i \leq b$ is denoted by $[a; b]$ or by $[a; b]$. The product of sets always means the Cartesian product and is denoted by $\times$.

The ground field $k$ is commutative of characteristic zero containing field of real numbers $\mathbb{R}$. In the specific examples of unitary and orthogonal algebras considered in the last section, we fix the field $k = \mathbb{C}$. Term ring will always denote an associative unital $k$-ring that is an integral domain.

By involution of the $k$-ring we mean the self inverse $k$-automorphism, acting on $k$ either identically or by complex conjugation in the case $k = \mathbb{C}$.

1.1. Polynomial ring and shift automorphisms.

We fix the positive integer $p \in Z_+$. Assume, we are given by a $p$-tuple of indeterminates $\lambda = (\lambda_i)_{i \in J_p}$, where $J_p = [1; p]$ be an index set. Let $\Lambda = k[\lambda]$ denotes the polynomial ring on $\lambda$, $Aut(\Lambda)$ be the automorphism group, $Quot(\Lambda)$ the quotient algebra of $\Lambda$. We put $1_\Lambda = 1_k = 1$.

Let $\Lambda$ be endowed with an involution $*$ associated with the $p$-tuple $\zeta = (\zeta_i)_{i \in J_p}$ with $\zeta_i \in \{0, 1\}$, such that $\lambda_i^* = \zeta_i - \lambda_i$ for any $i \in J_p$. We assume $\Lambda$ to be a polynomial ring with involution denoted by $\Lambda = k[\lambda_i]^{\mathbb{C}}$ or simply by $\Lambda = k[\lambda]$ if all parameters are fixed. For convenience, in what follows, we introduce the notation: $\lambda_i^* := \lambda_i^{(p)}$ for any $i \in J_p$.

We assume, there is a commutative shift group $\Sigma \subset Aut_k(\Lambda)$, $\Sigma = (\sigma_i)_{i \in J_p} \approx \mathbb{Z}^{\mathbb{Z}_p}$ generated by the left one step shift automorphisms $\sigma_i \in Aut_k(\Lambda)$ with respect to $\lambda_i, i \in J_p$, so that $\sigma_i(\lambda_i) = \lambda_i - 1$, and $\sigma_i(\lambda_j) = \lambda_j$ if $j \neq i$.

1.2. The involuted polynomial ring and localization.

**Definition 1.1.** The multiplicatively closed set $S$ belonging to the polynomial ring with involution $\Lambda$ is called:

- involuted if $s^* \in S$ whenever $s \in S$;
- saturated if it is closed with respect to taking non-constant divisors of each of its elements;
- double if each indecomposable non-constant divisor of any $s \in S$ is a linear polynomial the form $\pm \lambda_i + c, \pm 2\lambda_i + c, \pm \lambda_i + \lambda_j + c, \text{or } c \in \mathbb{Z}$, $i, j \in J_p$ (up to factors belonging to $k$).

**Definition 1.2 (of stable multiplicative set).** The set $S$ is called $\ast, \Sigma$-stable multiplicative set if $\sigma(s) \in S$ and $s^* \in S$ for any $s \in S$ and any $\sigma \in \Sigma$.

We say that $S$ is a multiplicative closure of the subset $\Omega \subset S$ if each element of $S$ is a finite product of the elements from $\Omega \cup \{\pm 1\}$; we write in this case $S = S(\Omega)$.

We say that $S$ is finitely generated by the subset $\Omega_0 \subset S$ if $|\Omega_0| < \infty$ and $S = S(\Omega_0^2)$ where $\Omega_0^2 = \{\sigma(s) \mid s \in \Omega_0, \sigma \in \Sigma\} \cup \{\pm 1\}$.

The localization of $\Lambda$ at $S$ is denoted by $L = S^{-1}\Lambda$. We have $\Sigma \subset Aut_k(L)$ with $\sigma(f/g) = \sigma(f)/\sigma(g)$. The involution map $\ast : L \rightarrow \Lambda$ is extended to the map $\ast : L \rightarrow L$ with $(f/g)^* = f^*/g^*$, because $\ast : S \rightarrow S$. $L^* \subset Quot(\Lambda)$ denotes the group of units of $L = S^{-1}\Lambda$.

We assume that the symmetric group $Sym_p$ acts on the sets of variables $\lambda_i$ and $\zeta_i$ by permutation of indices, in what follows, we will assume that $Sym_p$ is a subgroup of $Aut_k(L)$.

**Definition 1.3.** Let $\Lambda = k[\lambda_i]^{\mathbb{C}}$ be a polynomial ring with involution. For $i, j \in J_p$, $i \neq j$, take

\[
\begin{align*}
d_i &= \lambda_i \lambda_j (\lambda_i - \lambda_j)(\lambda_i - \lambda_j); \\
d_{i,j} &= (\lambda_i + \lambda_j)(\lambda_i + \lambda_j)(\lambda_i + \lambda_j); \\
d &= \prod_{i \in J_p} d_i \cdot \prod_{i \in J_p, i < j} d_{i,j}.
\end{align*}
\]
The polynomial \( d \in \Lambda \) is called the defining polynomial for the localization of \( \Lambda \).

**Remark 1.4.** Let \( \Omega_\ell \) be the set of all non scalar indecomposable divisors (of total degree 1) of the defining polynomial \( d \), and let \( S_\Omega = S(\Omega_\ell^2) \) be a multiplicative set generated by the countable set \( \Omega_\ell^2 \) (see definition (1.4)). Then \( S_\Omega \) is the saturated, involuted, double multiplicative set.

Moreover, \( S_\Omega \) coincides with the \( \Sigma \)-stable multiplicative closure of a finite set

\[
\bigcup_{i \in I_p} \{ \lambda_i, 2\lambda_i - 1 \} \cup \bigcup_{i, j \in I_p; i < j} \{ \lambda_i + \lambda_j, \lambda_i - \lambda_j \} \cup \{ \pm 1 \}.
\]

**Proof.** Indeed, for \( i \neq j \) we have: \( \bar{\lambda}_i = -\sigma_i^\Lambda (\lambda_i) \), \( \sigma_i (\lambda_j) = \lambda_j \), and therefore \( \lambda_i \pm \bar{\lambda}_j = \sigma_j^\Lambda (\lambda_i \pm \lambda_j) \), and \( (\lambda_i \pm \bar{\lambda}_j) = -\sigma_i^\Lambda \sigma_j^\Lambda (\lambda_i \pm \lambda_j) \).

**Definition 1.5.** Having a polynomial ring with involution \( \Lambda = k[\lambda_{pq}]^\zeta \) and the multiplicative set \( S = S_\Omega \), we say that the localization \( S^{-1} \Lambda \) is linear, involuted and double, and the ring \( L = S^{-1} \Lambda \) is called a rational involuted ring.

### 1.3. Storey partition.

**Definition 1.6** (storey partition & partial localization). Let \( p, q \in \mathbb{Z}_+, 0 < q \leq p \). The decomposition of the index set

\[
J_p = [1; p] = J_q \cup J_{q+1}, \quad J_{q+1} = [q+1, p],
\]

is called the \( p, q \) storey partition (of length \( r+1 \)).

Given the storey partition \( J_p = J_1 \cup \ldots \cup J_{r+1} \), we denote by \( \bar{d} \) the product of all \( d_{i,j} \), \( i \in J_p \), and all \( d_{i,j} \), \( i \in J_k \), \( j \in J_m \) with \( |k - m| \leq 1 \), \( 1 \leq k, m \leq r+1 \). Then polynomial \( \bar{d} \) divides polynomial \( d \), and \( \bar{d} = d \) for the case \( r = 0, 1 \).

Consider a subset \( \Omega_\ell^0 \subset \Omega_\ell \) containing all dividers of \( \bar{d} \). The corresponding multiplicative closure \( S' = S(\Sigma(\Omega_\ell^0)) \) is a multiplicative set corresponding the storey partition of \( J_p \), it is saturated, involuted and double. In this case the set \( S' = S(\Sigma(\Omega_\ell^0)) \) is called the partial multiplicative set and the localization \( L = (S')^{-1} \Lambda \) is called a partial localization. The map \( * \) is naturally extended to an involution \( * : L^+ \rightarrow L^+ \) and satisfies the condition \( * \circ (\Sigma \circ \lambda_{pq}^\zeta) = \Sigma \circ (\lambda_{pq}^\zeta \circ *) \).

For any set \( I = [a; b] \) we denote by \( \text{Sym}_I \) the symmetric group on the set of indices \( I \). For a ring \( \Lambda = k[\lambda_{pq}]^\zeta \), a subgroup \( \mathcal{G} \subset \text{Sym}_I \) is called compatible with storey partition (1.6) if \( \zeta_i = \zeta_j \) for \( i, j \in J_k \), \( 1 \leq k \leq r+1 \); and \( \mathcal{G} = \mathcal{G}_1 \times \mathcal{G}_2 \times \ldots \times \mathcal{G}_{r+1} \subset \text{Aut}(\Lambda) \) with \( \mathcal{G}_k = \text{Sym}_{J_k} \). So \( \mathcal{G} \) is a direct product of symmetric groups on the subsets of indices \( J_1, \ldots, J_{r+1} \) corresponding to the partition.

The elements of the group \( \mathcal{G} \) act on generators \( \lambda \) of the ring \( \Lambda \) and on the parameters \( \zeta \) simultaneously. Under this, involution \( * \) commutes with the permutations from \( \mathcal{G} \); we denote by \( \mathcal{G} \) the group \( \mathcal{G} \times \langle * \rangle \).

**Assumption 1.7.** Later in the text, when talking about a multiplicative set over the polynomial ring with involution \( \Lambda \), we will mean exclusively the \( \Sigma \)-stable saturated, involuted, double multiplicative set \( S \), the word localization will mean only the localization defined above. Moreover, we will consider only those ring automorphisms \( \phi \in \text{Aut}(\Lambda) \) for which condition \( \phi(S) \subset S \) holds. In particular, groups \( \Sigma \) and \( \text{Sym}_p \) are embedded in \( \text{Aut}(\Lambda) \).

In the case of a storey partition of the set of indices \( J_q \) compatible with ring \( \Lambda \) and subgroup \( \mathcal{G} \), we assume the existence of a partial localization according to the storey partition; moreover, the partial multiplicative set is a subset of the saturated, involuted, double multiplicative set of \( \Lambda \).
1.4. Words and bimonomials.

Given two sets of indeterminates \( \mathcal{X} = \{ X_i \}_{i \in \mathbb{N}} \), \( \mathcal{Y} = \{ Y_j \}_{j \in \mathbb{N}} \) with \( \mathcal{X} \cap \mathcal{Y} = \emptyset \) for \( \mathbb{N} = [1; \infty) \), \( q \in \mathbb{Z}_+ \), we assume the set \( \mathcal{Z} = \mathcal{X} \bigsqcup \mathcal{Y} := \{ X_1, Y_1, \ldots, X_q, Y_q \} \) to be linearly ordered as follows: \( X_1 > Y_1 > \ldots > X_q > Y_q \).

The set of all words in \( \mathcal{Z} \) is denoted by \( \text{Word}(\mathcal{Z}) \); the blank or empty word is denoted by 1.

Any word \( \omega \) will be indicated as \( \omega = Z_{i_1} \ldots Z_{i_k} \), where each \( Z_{i_k} \) is one of the elements from \( \mathcal{Z} \). For \( \omega = \omega_1 \omega_2 \omega_3 \in \text{Word}(\mathcal{Z}) \), we call \( \omega_i \) a subword of \( \omega \), \( i = 1, 2, 3 \). We say that the word \( \omega \) has length or multiplicative degree \( k \), written \( m\deg \omega = k \) if it belongs to \( \mathcal{Z}^k = Z^{\cdots Z}_k \). By convention, \( m\deg(1) = 0 \). The set of all words of multiplicative degree \( k \) will be denoted \( \text{Word}_k(\mathcal{Z}) \).

We have \( \text{Word}_0(\mathcal{Z}) = \{ 1 \} \), \( \text{Word}_{\leq k}(\mathcal{Z}) = \bigcup_{i=0}^k \text{Word}_i(\mathcal{Z}) \), and \( \text{Word}(\mathcal{Z}) = \bigcup_{k \geq 0} \text{Word}_k(\mathcal{Z}) \).

**Definition 1.8** (of bimonomials). For a word \( w \in \text{Word}(\mathcal{Z}) \), and for a variable \( Z \in \mathcal{Z} \), we define \( \deg_Z w \) to be the number of occurrences of \( Z \) in \( w \), and the total degree of a word \( w \) as \( \text{tdeg } w = \sum_{i \in \mathbb{N}} |\deg_X(w) - \deg_Y(w)| \).

A word \( w \) at the generating set \( \mathcal{Z} = \mathcal{X} \bigsqcup \mathcal{Y} \) is called standard bimonomial if it is of the form \( w = Z_i^{k_i} \cdots Z_q^{k_q} \), \( k_i \geq 0 \) for any \( i \in \mathbb{N}_0 \), where \( Z_i \) equals either \( X_i \) or \( Y_i \). The total degree of the standard bimonomial \( w = Z_i^{k_i} \cdots Z_q^{k_q} \) equals \( \text{tdeg } w = \sum_{i \in \mathbb{N}} k_i \).

The set of all standard bimonomials in \( \mathcal{Z} \) is denoted by \( \text{Mon}(\mathcal{Z}) \); let \( i : \text{Mon}(\mathcal{Z}) \hookrightarrow \text{Word}(\mathcal{Z}) \) be the set injection. We denote \( \text{Mon}_{\leq d}(\mathcal{Z}) := \text{Mon}(\mathcal{Z}) \cap \text{Word}_{\leq d}(\mathcal{Z}) \). For any word \( w \in \text{Word}(\mathcal{Z}) \) there exists a uniquely defined standard bimonomial

\[
\overline{w} = Z_i^{k_i} \cdots Z_q^{k_q} \in \text{Mon}(\mathcal{Z}), \quad Z_i^{k_i} = \begin{cases} X_i^{k_i}, & \text{if } k_i \geq 0, \\ Y_i^{-k_i}, & \text{if } k_i < 0, \end{cases} \quad k_i := \deg_X(w) - \deg_Y(w).
\]

This defines a surjection

\[
\rho : \text{Word}(\mathcal{Z}) \twoheadrightarrow \text{Mon}(\mathcal{Z}), \quad w \mapsto \rho(w) = \overline{w},
\]

also, \( \rho : \text{Word}_{\leq d}(\mathcal{Z}) \twoheadrightarrow \text{Mon}_{\leq d}(\mathcal{Z}) \).

We fix the set of generators \( \mathcal{Z} = \mathcal{X} \bigsqcup \mathcal{Y} := \{ X_1, Y_1, \ldots, X_q, Y_q \} \), given in ascending order. The free associative monoid with generating set \( \mathcal{Z} \) is defined as the set \( M_\mathcal{Z} = \text{Word}(\mathcal{Z}) \), equipped with the multiplication \( M_\mathcal{Z} \times M_\mathcal{Z} \twoheadrightarrow M_\mathcal{Z} \) obtained by the concatenation of words, the identity equal to the blank word, and the involution \( * : M_\mathcal{Z} \twoheadrightarrow M_\mathcal{Z} \) with \( (w^*)^* = w \), \( (wu)^* = w^* u^* \), \( 1^* = 1 \) for any \( w, u \in M \) such that \( * \) sends \( X_i \mapsto Y_i, Y_j \mapsto X_i \).

**Definition 1.9.** Let \( \overline{M}_\mathcal{Z} \) denote the quotient of \( M_\mathcal{Z} \) by smallest congruence containing \( X_i X_j = X_j X_i \), \( Y_i Y_j = Y_j Y_i \), \( X_i Y_i = Y_i X_i = 1 \) for any \( i, j \in \mathbb{N}_0 \). The \( \overline{M}_\mathcal{Z} \) can be identified with a set of standard bimonomials of a type \( [1, q] \), uniquely expressed in ascending order of indices. The projection map \( \rho : M_\mathcal{Z} \twoheadrightarrow \overline{M}_\mathcal{Z} \) defines the structure of associative commutative monoid \( \overline{M}_\mathcal{Z} \) with the multiplication given by:

\[
\overline{M}_\mathcal{Z} \times \overline{M}_\mathcal{Z} \twoheadrightarrow \overline{M}_\mathcal{Z}, \quad w_1 \times w_2 = \rho(w_1 w_2).
\]

Note there is a natural identification map \( i : \overline{M}_\mathcal{Z} \twoheadrightarrow \text{Mon}(\mathcal{Z}) \subset \text{Word}(\mathcal{Z}) \). Moreover, there is a canonical isomorphism \( \psi : \overline{M}_\mathcal{Z} \twoheadrightarrow \mathbb{Z}^{[1, q]} \) with \( X_i \mapsto e_i \), \( Y_i \mapsto -e_i \), \( i = 1, \ldots, q \), where \( e_1, \ldots, e_q \) are the canonical basis of \( \mathbb{Z}^{[1, q]} \); the involution acts as the additive inverse \( - \).

Both monoids \( M_\mathcal{Z} \) and \( \overline{M}_\mathcal{Z} \) are invoted in the sense that they are equipped with an involution \( * \), acting according to rule \( * : X_i \mapsto Y_i \), and hence \( \overline{M}_\mathcal{Z} \ni w \mapsto \rho(w^*) \in \overline{M}_\mathcal{Z} \).

Further in the text, standard bimonomials will be called simply bimonomials, since we do not use others.
2. Rational TGW algebra

2.1. Definition of RTGW algebra.

Now we present a construction of the rational twisted generalized Weyl (RTGW) algebra based on the definition of the TGW algebra given in [3, 4, 5]. We consider the following data:

**Definition 2.1 (RTGW datum).** Let \( p, q \in \mathbb{Z}_+, 0 < q \leq p \). Let \( \mathbb{J}_p = [1; p] \) be the index set, and \( \mathbb{J}_q = \mathbb{J}_q \cup \{q+1; p\} = \bigcup_{k=1}^{r+1} J_k \) be a partition of length \( r+1 \) provided \( J_q = \bigcup_{k=1}^{r} J_k, J_{r+1} = \{q+1; p\} \).

Let \( L = S^2 \Lambda \) be a localization of the involuted polynomial ring \( \Lambda = k[\lambda]^J \) where \( |\lambda| = |\zeta| = p \), let \( \text{Aut}(\Lambda) \) be an automorphism ring.

For the generator sets \( Z = X \bigcup_{i} Y_i, |X| = |Y| = q \leq p \), we consider the following data:

- let \( \Sigma = \Sigma_{(q)} = \langle \sigma_i \rangle_{i \in \mathbb{J}_q} \subseteq \text{Aut}(\Lambda) \) be the shift group of \( \Lambda, \Sigma \simeq \mathbb{Z}^q \); 
- let \( t = (t_1, \ldots, t_q), t_j \in L^* \), be the \( q \)-tuple of the invertible elements from \( L^* \); 
- let \( * : \Lambda \to \Lambda \) be an involution such that \( (a) \lambda_i \to \lambda_i = \zeta_i - \lambda_i; \) \( (b) \tau_i = \sigma_i(t_i); \) \( * : S \to S \); 
- if \( \{\lambda_{i_1}, \ldots, \lambda_{i_k}\} \) is a one part of the given partition, then we assume \( \zeta_i = \ldots = \zeta_{i_k} \); 
- let \( G = G_1 \times G_2 \times \ldots \times G_{r+1} \subseteq \text{Aut}(\Lambda) \) be a direct product of symmetric groups corresponding to the partition acting on generators \( \lambda \) and \( Z \) simultaneously by the permuting of indexes belonging to the same partition; 
- let \( G = G \times \langle * \rangle \subseteq \text{Aut}_g(\Lambda), \) and \( \Sigma \cap G = \text{id}_\Lambda \); 
- let \( \mu = (\mu_{ij}^{xx}) \in \text{Mat}_{q \times q}(L) \) be a \( q \times q \)-matrix with \( \mu_{ij}^{xx} \in L^*, \mu_{ij}^{xx} \mu_{ji}^{xx} = 1, \) and \( \mu_{ii}^{xx} = 1 \); 
- let there is an involution \( * : \text{Mon}(Z) \to \text{Mon}(Z) \) such that \( * : X_i \leftrightarrow Y_i \); 
- the involution \( * \) satisfies: \( *\sigma * = \sigma^{-1} \in \Sigma \) for any \( \sigma \in \Sigma \) and we have

\[
(\sigma(f))^* = \sigma^{-1}(f^*), \quad \forall \sigma \in \Sigma, \quad \forall f \in L.
\]

**Definition 2.2.** Given RTGW datum, a rational twisted generalized Weyl (RTGW) algebra \( \mathfrak{A} = \mathfrak{A}_{q,p}(S, G, \Sigma, t, \mu) \) is defined as an associative \( k \)-algebra generated by the elements of \( \lambda, Z \) with unital injective ring homomorphism \( \rho : \Lambda \to \mathfrak{A} \) such that \( \rho : S \to S \) and hence \( \rho : L \to L \), modulo the following defining relations:

\[
X_if = \sigma_i(f)X_i, \quad Y_if = \sigma_i^{-1}(f)Y_i,
\]

\[
Y_iX_i = t_i, \quad X_iY_i = \sigma_i(t_i), \quad X_jX_j = \mu_{ij}^{xx}X_jX_i, \quad i, j \in \mathbb{J}_q, \quad f \in L,
\]

provided that the following equations are satisfied for any \( i, j, k \in \mathbb{J}_q, \) \( k \notin \{i, j\} \):

\[
(\mu_{ij}^{xx})^{-1} = (\mu_{ji}^{xx})^*; \quad \sigma_i\sigma_j(\mu_{ij}^{xx}) = \mu_{ij}^{xx}; \quad \sigma_k(\mu_{ij}^{xx}) = \mu_{ij}^{xx};
\]

\[
\sigma_i(\mu_{ij}^{xx})\sigma_j(\mu_{ij}^{xx}) = \frac{\sigma_i^{-1}(t_i)\sigma_j^{-1}(t_j)}{\sigma_i(t_i)\sigma_j(t_j)}, \quad \sigma_i(\mu_{ij}^{xx})\sigma_j^{-1}(\mu_{ij}^{xx}) = \frac{\sigma_i^{-1}(t_i)\sigma_j(t_j)}{\sigma_i(t_i)\sigma_j^{-1}(t_j)};
\]

\[
\sigma_i(t_i)\sigma_k^{\pm 1}(t_j) = t_j\sigma_i\sigma_k^{\pm 1}(t_j),
\]

where \( t_i := \tau_i = \sigma_i(t_i), \) \( i \in \mathbb{J}_q \).

We assume that the equalities obtained by the involution * are also true as the original ones, in particular, \( Y_iY_j = (\mu_{ij}^{xx})^*Y_jY_i \) holds. This principle will be called a rule of involution.

Note that by the definition \( X_i, Y_i \) are invertible in \( \mathfrak{A} \) from the left and from the right.

**Remark 2.3.** Applying the involution rule (2.2), from \( X_if = \sigma_i(f)X_i \) for \( f \in L \) we get \( Y_if^* = (\sigma_i(f))^*Y_i = (\sigma_i(f))^*Y_i = \sigma_i^{-1}(f^*)Y_i \).
Remark 2.4 (reduction law). Since a ring homomorphism \( \rho : \Lambda \rightarrow \mathfrak{A} \) is unital injective, then any expression in algebra can be canceled from the left or right by an invertible element of the ring \( \Lambda \), as well as by any generators belonging to the set \( \mathfrak{Z} \).

It is because any element from \( \mathfrak{Z} \) is invertible in \( \mathfrak{A} \) by (2.2). In the following proofs, we will use this property without reference.

In the definition (2.3) of RTGW algebra, the multiplication law is defined using the matrix (2.6) for any two elements from \( \mathcal{X} \). But conditions (2.3) - (2.5) allow one to determine the law of multiplication for all elements of the set \( \mathfrak{Z} \), as the following lemma shows.

Lemma 2.5. For any \( i, j, k \in \mathbb{J}_p \), we put
\[
\mu_{ij}^y = (\mu_{ij}^x)^*, \quad \mu_{ij}^y = \sigma_i(\mu_{ij}^y), \quad \mu_{ij}^y = \sigma_j(\mu_{ij}^y), \quad \mu_{ij}^y = (\mu_{ij}^y)^*.
\]

Then RTGW algebra \( \mathfrak{A} \) satisfies the following dependencies
\[
(2.7) \quad X_i X_j = \mu_{ij}^x X_i X_j, \quad Y_i Y_j = \mu_{ij}^y Y_i Y_j, \quad X_i Y_j = \mu_{ij}^x Y_j X_i, \quad Y_i X_j = \mu_{ij}^y X_j Y_i, \quad i, j \in \mathbb{J}_q.
\]

Moreover, for any \( i, j, k \in \mathbb{J}_q, k \not\in \{i, j\} \) we obtain:
\[
(2.8) \quad \mu_{ij}^y = \mu_{ji}^y; \quad \sigma_i(\mu_{ij}^y) = \sigma_j(\mu_{ij}^y); \quad \sigma_k(\mu_{ij}^y) = \mu_{ij}^y.
\]

Proof. First, using the principle of involution, we obtain \( Y_i Y_j = (X_i X_j)^* = (\mu_{ij}^x X_j X_i)^* = \mu_{ij}^y Y_j Y_i \).

To prove \( X_i Y_j = \mu_{ij}^y Y_j X_i \), we calculate \( X_i Y_j = \sigma_i(\mu_{ij}^y) t_i Y_j = \sigma_i(\mu_{ij}^x) t_i Y_j = \mu_{ij}^y \sigma_i^{-1}(t_i) Y_j = \mu_{ij}^y \sigma_i Y_i \) whence \( X_i Y_j = \mu_{ij}^y Y_i X_j \) follows.

Finally, we have \( Y_i X_j = (X_i Y_j)^* = (\mu_{ij}^y Y_i Y_j)^* = \mu_{ij}^y X_j Y_i \), which completes the proof of the equalities (2.7).

The first equality of (2.8) follows from \( \mu_{ij}^x = \sigma_i(\mu_{ij}^x) - \frac{t_i}{\sigma_i^{-1}(t_i)} \frac{\sigma_j(\mu_{ij}^x)}{\sigma_i^{-1}(t_i)} = \mu_{ij}^y \).

Further, we get the second equality of (2.8) since
\[
\sigma_j \sigma_i^{-1}(\mu_{ij}^y) = \sigma_j \sigma_i^{-1}(\sigma_i(\mu_{ij}^x)) = \sigma_j \sigma_i^{-1}(\mu_{ij}^x) = \mu_{ij}^y.
\]

Finally, we get \( \sigma_k(\mu_{ij}^y) = \sigma_k \sigma_j(\mu_{ij}^x) = \mu_{ij}^y \).

\( \square \)

Corollary 2.6. The values of the structure constants \( \mu_{ij}^x, \mu_{ij}^y, \mu_{ij}^z \) for any indices \( i, j \) are uniquely determined by the values of \( \mu_{ij}^x, \tau \), and their shifts. For any \( i, j \in \mathbb{J}_q, \tau_i, \tau_i, \mu_{ij}^x, \mu_{ij}^y, \mu_{ij}^z \in \mathbb{L}^\times \). These parameters obey the relations: \( \mu_{ij}^x = \tau_i / \tau_j \), and \( \mu_{ij}^x \mu_{ji}^x = \mu_{ij}^y \mu_{ji}^y = \mu_{ij}^z \mu_{ji}^z = 1 \).

Corollary 2.7. In algebra \( \mathfrak{A} \), there are such dependencies between the entered parameters:
\[
(2.9) \quad (a) \quad \mu_{ij}^y = \frac{t_i}{\sigma_i(\tau_i)} \sigma_j^{-1}(\mu_{ij}^x); \quad (b) \quad \mu_{ij}^y = \frac{t_i}{\sigma_i^{-1}(t_j)} \sigma_j^{-1}(\mu_{ij}^x) \mu_{ij}^y;
\]

Proof. For the proof of two first equalities, using the assumption of associativity, we conclude
(a) \( \sigma_j^{-1}(\mu_{ij}^x) t_j = Y_i Y_j X_i = \sigma_i^{-1}(\mu_{ij}^x) t_i X_j \);
(b) \( \mu_{ij}^y \sigma_j^{-1}(t_i) t_j = Y_i Y_j X_j = \mu_{ij}^x \sigma_j^{-1}(\mu_{ij}^x) \sigma_i^{-1}(t_i) t_i = \mu_{ij}^y \sigma_i^{-1}(t_i) t_i \). Q.E.D. \( \square \)

We can consider the RTGW algebra as \( \mathbb{Z}^q \)-graded by putting \( \deg X_i = \epsilon_i, \deg Y_i = -\epsilon_i, i = 1, \ldots, q \), where \( \{\epsilon_i\}_{i=1}^q \) is the canonical basis of \( \mathbb{Z}^q \).
Proposition 2.8. The algebra $\mathfrak{A}$ is a crossed product ring of $L$ and $\mathfrak{B}$. It is an Ore domain.

Proof. Each homogeneous component of $\mathfrak{A}$ with the above graduation contains an invertible element. In fact, by equation (2.1), since each $t_i \in L^*$, each bimonomial on the $X_i, Y_j$ is also invertible. Hence the statement about cross products follows from [23, 1.4]. Since the group $\mathbb{Z}^q$ is an ordered group by [23, 13.1.6] and $L$ is a domain, the crossed product is a domain, [23, Proposition 8.3].

Corollary 2.9. Let $\mathfrak{A} = \text{Alg}_{\mathbb{Q}(p)}(S, G, \Sigma, t, \mu)$ be RTGW algebra. Consider the generating set $Z = X \bigcup Y$, and $\overline{M} = \overline{M}_Z$ as above defined. Any element $F$ of $\mathfrak{A}$ can be reduced as finite sum

$$F = \sum_{w \in \overline{M}} f_w w \in L \overline{M}$$

where $L \overline{M} = \bigoplus_{w \in \overline{M}} L_w$ denotes the left $L$-module with the countable base $\overline{M}$. Here the sum is taken over different bimonomials, therefore the equality $\sum_{w \in \overline{M}} f_w w = 0$ induces $f_w = 0$ for any $w \in M$.

It follows from the skew commutativity property in $\mathfrak{A}$.

Corollary 2.10. For any $i, j$, the parameter $\mu_{ij}^{xy}$ depends only on the variables $\lambda_i$ and $\lambda_j$ (since $\sigma_k(\mu_{ij}^{xy}) = \mu_{ij}^{xy}$ by definition). Moreover, $\mu_{ij}^{xy}$ is a function of $\lambda_i + \lambda_j$ over $k$ since $\sigma_i \sigma_j(\mu_{ij}^{xy}) = \mu_{ij}^{xy}$. Considering that $\mu_{ij}^{xy} = (\mu_{ij}^{xy})^{\sigma_i}$, we can assert that $\mu_{ij}^{xy}$ is a product of the fractions of a type $\frac{\lambda_i + \lambda_j + c}{\lambda_i + \lambda_j + c}$, $c \in \mathbb{Z}$. Hence, $\mu_{ij}^{xy}$ is a product of the fractions of a type $\frac{\lambda_i + \lambda_j + c}{\lambda_i + \lambda_j + c}$.

Proposition 2.11. The TGW algebra $A$ (see [1], definitions 2.2 and 2.3) can be viewed as an RTGW algebra $\mathfrak{A}$ over some localization of the basic ring $R$ for which the fulfillment of condition $\mu_{ij} \in k$ is not required.

Proof. First of all we show that for $i, j, k \in J_q$ pairwise different, and any $\sigma \in \Sigma$, the following equalities are true:

$$(2.10) \quad \frac{\sigma_i(t_j) \sigma_k(t_j)}{t_i \sigma_i(t_j)} = \frac{\sigma_j(\mu_{ij}^{xy}) \sigma_i(\mu_{ij}^{xy}) t_i t_j}{\sigma_k(\mu_{ij}^{xy}) \mu_{ij}^{xy}} \quad \text{and} \quad \frac{\sigma_i(t_j) \sigma_k(t_j)}{t_i \sigma_i(t_j)} = \frac{\sigma_j(\mu_{ij}^{xy}) \sigma_i(\mu_{ij}^{xy})}{\sigma_k(\mu_{ij}^{xy}) \mu_{ij}^{xy}}.$$

To prove (2.10), by (2.3) and (2.4): we get:

$$\frac{\sigma_i(\mu_{ij}^{xy}) \sigma_i(\mu_{ij}^{xy})}{\sigma_k(\mu_{ij}^{xy}) \mu_{ij}^{xy}} \quad \text{and} \quad \frac{\sigma_j(\mu_{ij}^{xy}) \sigma_i(\mu_{ij}^{xy})}{\sigma_k(\mu_{ij}^{xy}) \mu_{ij}^{xy}}.$$

Last equality is obtained from the previous, using the involution $\ast$, or directly.

We consider a TGW algebra $A = A_{\mu}(R, \sigma, t)$ defined in [1], definitions 2.2 and 2.3, where $R$ is an unital associative $k$-algebra, $\mu = (\mu_{ij})_{i \neq j}$ is a parameter $n \times n$ matrix without diagonal with $\mu_{ij} \in k^* \colon \Sigma : \mathbb{Z}^n \rightarrow \text{Aut}_k(R)$ is a group homomorphism, $\Sigma = \langle \sigma_1, \ldots, \sigma_n \rangle$ is an abelian group, and $t$ is a function $t : \{1, \ldots, n\} \rightarrow Z(R)$.

Assume that the ring $R$ contains all non-constant indecomposable dividers of the elements $\sigma_i(t_i)$ and their inverses for any $1 \leq i \leq n$, $\sigma \in \Sigma$. Possibly, $R$ is some extension of the polynomial ring.

We put $\mu_{ij}^{xy} = \mu_{ij} \in k^*$, $\mu_{ij}^{xy} = \sigma_i(t_i)/t_i \in R$. Since by the assumption of [1], the group $\Sigma$ acts on $\mu_{ij}$ identically, then the relations (2.10) for the RTGW algebra take the form (1.2) and (1.3) from [1] for the TGW algebra.

In TGW algebra $A$, we define the parameters $\mu_{ij}^{xy}$ by the formulas $\mu_{ij}^{xy} = \frac{1}{\mu_{ij}^{xy}} \sigma_i(\mu_{ij}^{xy}) \sigma_j(\mu_{ij}^{xy})$, these parameters do not have to belong to the field $k$. Using Proposition 2.8, [1], we obtain equality $X_iX_j = \mu_{ij}^{xy}X_jX_i$, this is consistent with Lemma 2.3.
2.2. Some properties of RTGW algebra.

Let \( \mathfrak{A} = \text{Alg}_{q,p}(S, G, \Sigma, t, \mu) \), \( 1 < q \leq p \), be RTGW algebra corresponding the storey partition \( J_p = J_q \cup \{q+1, p\} = J_q \cup \ldots \cup J_{r+1}, J_{r+1} = [q+1, p] \), see \((2.11)\) in definition \( \|. \| \).

**Proposition 2.12.** Let \( \mathfrak{A} \) be RTGW algebra. If \( q = p \) then the center of \( \mathfrak{A} \) equals the base field \( k \). For the case \( q < p \), denote by \( \Lambda = k[\lambda_{q+1}, \ldots, \lambda_p] \subset \Lambda \) the subring, and by \( S = S \cap \Lambda \) the multiplicative set. Then the localized ring \( \bar{L} = (\bar{S})^{-1} \Lambda \) coincides with the center of \( \mathfrak{A} \).

**Proof.** Clearly, the localized ring \( \bar{L} \) belongs to the center of the algebra \( \mathfrak{A} \), because the variables \( \lambda_{q+1}, \ldots, \lambda_p \) commute with all elements of \( \mathfrak{A} \).

Suppose that some element \( F \) from \( \mathfrak{A} \), represented as \( F = \sum_{\pi \in \mathfrak{M}} f_{\pi} w \in L \bar{M} \), belongs to the center of \( \mathfrak{A} \). Then, in particular, any summand \( f_{\pi} w \) must commute with each generator \( \lambda_i \). If \( w \) has a multiplier \( X_i, i \geq n \), \( n \geq 2 \), then \( f_{\pi} w - \lambda_i = (\lambda_i - k) f_{\pi} w \), which is impossible. For the case \( q \neq p \) we obtain from the required condition \( f_{\pi} X_i = X_i f_{\pi} \) that \( f_{\pi} = \sigma_\pi(\lambda_i) \) for any \( i = 1, \ldots, q \), but this is not possible for a rational element from \( L \setminus L \) depending on \( i \).

There is a chain of RTGW subalgebras

\[
\mathfrak{A}_{J_1} \subset \mathfrak{A}_{J_2} \subset \ldots \subset \mathfrak{A}_{J_{r+1}} \subset \mathfrak{A},
\]

where for each \( t = 1, \ldots, r+1 \), subalgebra \( \mathfrak{A}_{J_t} \) is RTGW algebra with respect to the sub partition \( J_t = J_t \cup \ldots \cup J_1 = [1; q_1] \cup [q_1+1; q_2] \cup \ldots \cup [q_{t-1}+1, q_t] \), generated by the elements \( X_{j_i}, Y_{j_i}, i \in J_{t-1} \) and \( \lambda_i, i \in J_t \) (we assume \( J_0 = \emptyset \)). In particular, \( \mathfrak{A}_{J_1} = L_1 \subset \mathfrak{A} \) is a localization of \( \Lambda_1 = k[\lambda_1, \ldots, \lambda_q] \) corresponding to the first part of partition.

By Proposition 2.12, the center of algebra \( \mathfrak{A}_{J_{t+1}} \) equals \( L_{t+1} \) that is a localization of polynomial ring \( \Lambda_{t+1} = k[\lambda_{q+1}, \ldots, \lambda_{q+t+1}] \) with the multiplicative set \( S_{t+1} = S \cap \Lambda_{t+1} \).

For any \( t = 1, \ldots, r+1 \) denote by \( K_{J_t} \) center of the algebra \( \mathfrak{A}_{J_t} \). We denote by \( K \) the subalgebra of \( \mathfrak{A} \) generated by the centers \( K_{J_t} \) of all subalgebras \( \mathfrak{A}_{J_t} \), \( t = 1, \ldots, r+1 \), it can be viewed as a rational analogue of the Gelfand-Zeitlin subalgebra of \( \mathfrak{A} \). For the case under consideration, the subalgebra \( K \) coincides with the localized ring \( L \), it is a maximal commutative subalgebra of \( \mathfrak{A} \).

Indeed, for any reduced element \( F = \sum_{\pi \in \mathfrak{M}} f_{\pi} w \in L \bar{M} \setminus L \), and any \( i \in J_p \) we have

\[
[\lambda_i, F] = \sum_{\pi \in \mathfrak{M}} f_{\pi} [\lambda_i, w] = \sum_{\pi \in \mathfrak{M}} f_{\pi} (\lambda_i - \sigma_\pi(\lambda_i)) w.
\]

This sum equals zero only if \( \lambda_i - \sigma_\pi(\lambda_i) = 0 \), which means \( w \) does not depend on either \( X_i \) or \( Y_i \) for any \( i \in J_p \). But this means that \( F \in L \), which contradicts assumption.

The problem of determining the Gelfand-Zeitlin subalgebra and the maximal commutative subalgebra in the case of an invariant subalgebra \( \mathfrak{A}^G \subset \mathfrak{A} \) is somewhat more difficult to solve.

2.2.1. The invariant subring \( \mathfrak{A}^G \subset \Lambda \).

Now we describe the invariant subring \( \mathfrak{A}^G \subset \Lambda \) of the ring \( \Lambda \) with respect to the action of the group \( G = G \times \langle s \rangle \). Follow the fundamental Theorem on symmetric polynomials, any polynomial of the invariant subring \( \mathfrak{A}^G \) is representable in a unique way as a polynomial over \( k \) in the elementary symmetric polynomials for all parts of the partition separately.

First of all note that \( (\lambda_i - \frac{1}{2}G_i)^2 = -\lambda_i^2 - \frac{1}{2}G_i \) for any \( i \in J_p \). For the part \( J_t \) of the partition of \( J_p \), let \( \lambda_i = \{\lambda_i\}_{i \in J_t} \). Then \( k[\lambda_i] \) is generated by symmetric polynomials in variables \( \lambda_i \), as well as symmetric polynomials in variables \( \lambda_i - \frac{1}{2}G_i \), \( i \in J_t \). Denote by \( e_\alpha(\lambda_i) \) the elementary symmetric polynomials in the variables \( \{\lambda_i - \frac{1}{2}G_i\}_{i \in J_t} \), \( \alpha = 1, \ldots, |J_t| \). For any \( \pi \in \mathfrak{S} \) and any polynomial \( f \) in \( e_\alpha(\lambda_i), \alpha = 1, \ldots, |J_t| \), either \( f^\pi = f \) or \( f^\pi = -f \).
The following statement is obvious, it describes the situation in the case when $\ast$ acts on the field $k$ identically.

**Remark 2.13.** Let $\ast|_k = id_k$. Any polynomial of the invariant subring $\Lambda^G$ is a $k$-linear combination of products of elementary symmetric polynomials $e_i(t)$ for all parts $J_i$ of a given partition of $J_p$, and each such product contains an even number of factors satisfying $\alpha \equiv 1 \mod(2)$.

For the exceptional case $k = \mathbb{C}$, $\ast^* = -\tau$, the product $i(\lambda_i - \frac{1}{2}m_i)$ is an invariant of the involution $\ast$. Let $e_{\alpha}(\lambda_i) = \tau^\alpha e_{\alpha}(\lambda_i)$ denotes the $\alpha$-th elementary symmetric polynomial in variables $i(\lambda_i - \frac{1}{2}m_i), \ i \in J_i$. It is easy to check the following statement

**Remark 2.14.** Let $k = \mathbb{C}$, $\ast^* = -\tau$. The invariant subring $\Lambda^G \subset \Lambda$ is generated over $k$ by the elementary symmetric polynomials $e_\alpha(t)$ for all parts $J_i$ of a given partition of $J_p$.

**Remark 2.15.** Denote $L^G \subset \Lambda$ the invariant subring, $\mathcal{A}^G \subset L^G$. By the definition \[\mathcal{A}^G \] of the defining polynomial $d$ is multi-symmetric with respect to the given partition of $J_p$, and $d^\alpha = d$, hence $d \in \Lambda^G$, moreover $d^\alpha \cdot d^{\alpha^{-1}} \in \Lambda^G$ for any $\alpha \in \Sigma$.

It is easy to show that any element from $L^G$ can be represented as a sum of finite products of a type: $F = f \prod_{\sigma \in \Sigma} \overline{q}^{\sigma} d^{\sigma^{-1}}$, where $f \in \mathcal{A}^G$. (We assume $f$ is not divisible by $d^\alpha d^{\alpha^{-1}}$ without remainder for any $\alpha$, although this fraction can be reduced.)

### 2.2. The maximal commutative subalgebra of $\mathfrak{Q}^G$.

Let $\mathfrak{A} = A_{l q, p}(S, G, \Sigma, t, \mu), 1 < q \leq p$, be RTGW algebra corresponding to the partition $J_p = J_q \cup J_{r+1} = J_1 \cup \ldots \cup J_{r+1}, J_{r+1} = [q+1, p]$. Denote by $\Lambda = k[\lambda_{q+1}, \ldots, \lambda_p] \subset \Lambda$ the subring, and by $S = S \cap \Lambda$ the multiplicative set. As shown above, the localized ring $\mathfrak{L} = S^{-1}\Lambda$ is the center of the algebra $\mathfrak{A}$.

**Proposition 2.16.** Let $\mathfrak{A}^G \subset \mathfrak{A}$ be the invariant subalgebra. The following conditions are satisfied.

1. If $\mathfrak{B} \subset \mathfrak{A}^G$ is a subalgebra under the condition $\mathcal{X}^F \subset \mathfrak{B} \not\subset L^G$, then $\mathfrak{B}$ is non commutative.
2. The invariant subalgebra $L^G$ is a maximal commutative subalgebra of $\mathfrak{A}^G$.

**Proof.** By corollary (2.4), any element $F \in \mathfrak{A}$ takes the form $F = \sum_{\mathfrak{m} \in \mathfrak{M}} \frac{m}{w} \overline{m} \in L\mathfrak{M}$. Let $F \not\in \mathfrak{A} \setminus L$, then $\ell \in L$ commutes with $F$ if and only if no monomial included in the sum with a nonzero commutes with $\ell$.

Given monomial $w = Z_1^{k_1} \cdots Z_q^{k_q} \in \mathfrak{M}$ with $Z_i \in \{X_i, Y_i\} \in \mathfrak{M}$ we denote $\overline{k}_1 = k_1$ if $Z_1 = X_i$ and $\overline{k}_1 = -k_1$ if $Z_1 = Y_i$. Then for any $f \in k[\lambda_{q+1}, \ldots, \lambda_p]$ we get $wf = \sigma_w(f)w$ with $\sigma_w = \sigma_{k_1} \cdots \sigma_{k_q}$.

For the part $J_i$ of the partition of $J_p$, denote by $\gamma_{\alpha}(\lambda_i)$ the $\alpha$-th elementary symmetric polynomials in the variables $\{\lambda_i\}_{i \in J_i}, \alpha = 1, \ldots, |J_i|$. Besides, we denote $e_{\alpha}(\lambda_i) = e_{\alpha}(\lambda_i)$ for the case $k = \mathbb{C}$ and $\ast^* = -\tau$ and $e_{\alpha}(\lambda_i) = e_{\alpha}(\lambda_i)$ otherwise. Evidently, any monomial $w \in \mathfrak{M}$ commutes with polynomials $e_{\alpha}(\lambda_i)$ and $\overline{e}_{\alpha}(\lambda_i)$ if it commutes with $\gamma_{\alpha}(\lambda_i)$.

Let $w = Z_1^{k_1} \cdots Z_q^{k_q} \in \text{Mon}(Z)$. For $t$-th part of the given partition, we assume $J_t = \{i, \ldots, j\}$, and denote $k = k_i + \cdots + k_j, j_r = j_r(\lambda_i)$. We get

\[
[\gamma_1, w] = (\sigma_1^{k_1} \cdots \sigma_j^{k_j}(\gamma_1)w) = (k_i + \cdots + k_j)w = kw,
\]

\[
[\gamma_2, w] = (\sigma_2^{k_1} \cdots \sigma_j^{k_j}(\gamma_2)w) = ((k - k_i)\lambda_i + \cdots + (k - k_j)\lambda_j)w - \gamma_2(\overline{k}_i, \ldots, \overline{k}_j).w
\]

This implies, if $[\gamma_1, w] = [\gamma_2, w] = 0$, then $k_i = \cdots = k_j = 0$, because $\overline{k} = 0$ and $\overline{k} = \overline{k}_1 = \cdots = \overline{k}_j$.

Since this reasoning can be repeated for any part of the partition, excluding the last one, then as a result we obtain: an arbitrary monomial $w \in \text{Mon}(Z)$ can commute only with the elements from subalgebra $\Lambda^G = k[\lambda_{q+1}, \ldots, \lambda_p] \subset \Lambda$. Therefore $\mathfrak{B} \subset L^G$ in the contradiction with assumption.

The first statement of Proposition is done, and the second follows obviously from the first. \[\square\]

**Remark 2.17.** Note that the subalgebras $\Lambda^G = \Lambda \cap \Lambda^G$ and $\text{Quot}(\Lambda^G) \cap L^G$ belong to the center of $\mathfrak{A}^G$ since the variables $\lambda_{p+1}, \ldots, \lambda_q$ commute with any element of $\mathfrak{M}$. 
3. Implementation of RTGW algebras on specific examples

In this section we will prove that the class of RTGW algebras is big enough to contain the enveloping algebras of unitary ans orthogonal algebras of small rank.

3.1. The enveloping algebras of special linear and unitary Lie algebras.

Let $\mathfrak{gl}_n(\mathbb{C})$ be simple finite-dimensional complex Lie algebra of $n \times n$ matrices, $U(\mathfrak{gl}_n(\mathbb{C}))$ be its universal enveloping algebra and $\Gamma(\mathfrak{gl}_n(\mathbb{C}))$ its Gelfand-Zetlin subalgebra ([3], (2.3)). We will denote by $E_{ij}$ standard matrix units.

3.1.1. The standard matrix generators of algebras $\mathfrak{sl}(3; \mathbb{C})$ and $\mathfrak{su}(3; \mathbb{C})$.

Let $\text{Mat}_{3 \times 3}(\mathbb{C})$ be a space of matrix with basis given by the matrix units $E_{kl} \in M_{3 \times 3}(\mathbb{C}), 1 \leq k, l \leq 3$, whose $(k,l)$-entry is one, and all other entries are zeros. The elements $E_{kl}, k \neq l$, and $E_{11} - E_{22}, E_{22} - E_{33}$ are considered as generators of the matrix special linear Lie algebra $\mathfrak{sl}(3, \mathbb{C}) = \{M \in \mathfrak{gl}(3, \mathbb{C}) : \text{tr}(M) = 0\}$ and of its universal enveloping algebra $U(\mathfrak{sl}(3, \mathbb{C}))$.

In order to define the generators of the complex unitary Lie algebra $\mathfrak{su}(3; \mathbb{C})$, we use the concept of so-called Gell-Mann matrices belonging to $\mathfrak{Mat}_{3 \times 3}(\mathbb{C}), i = 1, \ldots, 8$ ([2]), developed by Murray Gell-Mann, there is a set of eight linearly independent $3 \times 3$ traceless Hermitian matrices that span the Lie algebra $\mathfrak{su}(3; \mathbb{C})$ of the SU(3) group and the universal enveloping algebra $U(\mathfrak{su}(3, \mathbb{C}))$.

**Lemma 3.1.** Gell-Mann matrices belonging to $\text{Mat}_{3 \times 3}(\mathbb{C})$ are given by the presentation

\begin{equation}
F_i = E_{21} + E_{12}, \quad F_2 = (E_{21} - E_{12}), \quad F_3 = E_{11} - E_{22}, \quad F_4 = E_{21} + E_{13}, \quad F_5 = (E_{31} - E_{13}), \quad F_6 = E_{32} + E_{23}, \quad F_7 = (E_{32} - E_{23}), \quad F_8 = \frac{1}{\sqrt{3}}(E_{11} + E_{22} - 2E_{33}).
\end{equation}

Elements $\{2^{-1}F_i | 1 \leq i \leq 8\}$ satisfy anti-commutation relations

\[ [F_a, F_b] = 2\sum_c f^{abc} F_c \quad \text{with the structure constants} \quad f^{abc} = -i/4 \text{tr}(F_a[F_b, F_c]), \]

they are the generators of complex unitary Lie algebra $\mathfrak{su}(3; \mathbb{C})$.

**Remark 3.2.** Along with the standard involution of an algebra $\mathfrak{gl}(n, \mathbb{C})$, which is a complex conjugate transpose, the algebra $\mathfrak{su}(3; \mathbb{C})$ is also endowed with an involution defined by equalities

\[ F_i^* = F_i, \quad i = 1, 2, 6, 7, \quad F_i^* = -F_i, \quad i = 3, 4, 5, 8, \]

which can be easily verified directly. Therefore, $(\sigma F_i)^* = i F_i$ for $i = 3, 4, 5, 8$.

For the examples below, we explicitly indicate the value of the parameters from definition 2.2 of RTGW algebra satisfying the conditions ([2]), (2.3). The proposed construction and its justification can be stated for an arbitrary rank, but, in order to avoid extensive calculations, later in this section we consider in detail only the cases of rank three.

3.1.2. Structure datum.

Let $q = 3, p = 6$. We consider the RTGW datum $(S, G, \sigma, t, \mu)$ (see definition [2]), that have the following specific features:

- we denote by $\mathcal{J}_q = \{11, 21, 22\}$ and $\mathcal{J}_p = \{11, 21, 22, 31, 32, 33\}$ the sets of double indices given in ascending order under the storey partition $\mathcal{Z}_p = \{11\} \cup \{21, 22\} \cup \{31, 32, 33\}$.
- let $\Lambda = \mathbb{C}[\lambda]^\times$ be an involuted polynomial ring with $\lambda = \{\lambda_{ki}\}_{k \in \mathcal{J}_p}, \zeta = \{\zeta_{ki}\}_{k \in \mathcal{J}_p}$, where $\zeta_{11} = 0, \zeta_{21} = \zeta_{22} = 1, \zeta_{ij} = 0, j = 1, 2, 3$; an involution $* \in \text{Aut}_G(\Lambda)$ acts on $\Lambda$ by the rule: $\lambda_{ki}^* = \zeta_{ki} - \lambda_{ki}$, besides, $(a + b)^* = a - b, a, b \in \mathbb{R}$;
- let $\Sigma \in \text{Aut}_G(\Lambda)$ be an abelian shift group, $\Sigma = \{\sigma_{ki}\}_{k \in \mathcal{J}_p} \simeq \mathbb{Z}^{2\delta}$ acting on $\Lambda$ as: $\sigma_{ki}(\lambda_{ki}) = \lambda_{ki} - 1, \sigma_{ki}(\lambda_{mj}) = \lambda_{mj}, m \neq ki$, in addition, $(\sigma(f))^* = \sigma^{-1}(f^*), \sigma \in \Sigma, f \in \Lambda$;
- let $\mathcal{Z} = \{X_{11}, Y_{11}, X_{21}, Y_{21}, X_{22}, Y_{22}\}$ be a linearly ordered set of variables in descending order, let $\mathcal{M}_Z$ be an involuted monoid with $*: X_{ki} \leftrightarrow Y_{ki}, k \in \mathcal{J}_q$;
- let $\mathcal{G} = \mathcal{G}_1 \times \mathcal{G}_2 \times \mathcal{G}_3 \subset \text{Aut}(\Lambda)$, where $\mathcal{G}_1 = E, \mathcal{G}_2 = \text{Sym}\{\lambda_{21}, \lambda_{22}\}, \mathcal{G}_3 = \text{Sym}\{\lambda_{31}, \lambda_{32}, \lambda_{33}\}$, and $G = \mathcal{G} \times \{*\} \subset \text{Aut}(\Lambda)$;
Definition 3.3. For different \( k_i, m_j \in \mathbb{J}_p \), we take
\[
R_{k_i, m_j} = \lambda_{k_i} + \lambda_{m_j}, \quad \text{if } |k - m| \leq 1, \quad \text{for } \{i, j\} = \{1, 2\};
\]
and \( R_{k_i, m_j} = 1 \) for all other pairs.

We denote \( R_{k_i, m_j} = R^*_i, m_j \). Then
\[
\begin{align*}
R_{k_i, m_j} &= 1 - R_{k_i, m_j}^* = -\sigma (R_{k_i, m_j}) = -\sigma^* (R_{k_i, m_j}), & \text{if } |k - m| = 1; \\
R_{k_i, k_j} &= -\sigma^* (R_{k_i, k_j}), & \text{if } i \neq j.
\end{align*}
\]

Indeed, we have \( R_{k_i, m_j} + R^*_{k_i, m_j} = \zeta_k + \zeta_m = 1, \quad |k - m| = 1 \), and \( R_{2i, 2j} + R^*_{2i, 2j} = 0 \), therefore
\[
R_{k_i, m_j} = 1 - (\lambda_{k_i} + \lambda_{m_j}) = -\sigma (\lambda_{k_i} + \lambda_{m_j}) = -\sigma^* (\lambda_{k_i} + \lambda_{m_j}).
\]

We consider the set
\[
\Omega := \{R_{11, 21}, R_{11, 22}, R_{21, 22}\} \cup \bigcup_{i=1, 2, j=1, 2, 3} \{R_{2i, 2j}\} \cup \{\pm 1\} \subset \Omega.
\]

Let \( S = S(\Omega^C) \) be a \( \Sigma \)-stable multiplicative closure of the generating set \( \Omega \). It follows from (3), \( R_{k_i, m_j} \in S \) for any \( k_i, m_j \in \mathbb{J}_p \). Then \( S \) is the saturated, involuted, double multiplicative set, the localization \( L = S^{-1}A \) is a partial localization with respect to the partition of \( \mathbb{J}_p \).

Lemma 3.4. Invariant subring \( \Lambda^G \subset \Lambda \), considered as a polynomial algebra, is generated by the elementary symmetric \( * \)-invariant polynomials in \( \lambda \) over \( \mathbb{C} \):
\[
\begin{align*}
\gamma_1 &= \gamma_1^{(1)} = \lambda_{11}, \\
\gamma_2 &= \gamma_2^{(1)} = \lambda_{21} + \lambda_{22} - 1, \\
\gamma_3 &= \gamma_3^{(1)} = \lambda_{31} + \lambda_{32} + \lambda_{33}, \\
\gamma_2 &= \gamma_2^{(2)} = \lambda_{21} - \zeta_2, \\
\gamma_3 &= \gamma_3^{(2)} = \lambda_{21} + \lambda_{22} - 1, \\
\gamma_3 &= \gamma_3^{(3)} = \lambda_{31} + \lambda_{32} + \lambda_{33}.
\end{align*}
\]

There is \( \mathcal{K} = \{\gamma_1^{(1)}, \gamma_2^{(1)}, \gamma_3^{(1)}, \gamma_2^{(2)}, \gamma_2^{(3)}\} \subset \Omega \).

Proof. Since \( \mathcal{S} \) is the direct sum of the symmetric groups according the storey partition of \( \mathbb{J}_p \), the invariant subring \( \Lambda^G \subset \Lambda \) is generated by elementary symmetric polynomials in \( \lambda \) respectively with a partition. Any polynomial in \( \lambda \) is \( * \)-invariant if it belongs to the subring \( \mathbb{C}[\mathcal{I}(\lambda_{k_i} - \zeta_{k_i}/\zeta)]_{k_i \in \mathbb{J}_p} \) since \( \zeta(\mathcal{I}(\lambda_{k_i} - \zeta_{k_i}/\zeta)) = \zeta(\mathcal{I}(\lambda_{k_i} - \zeta_{k_i}/\zeta)) \). Therefore, given \( G = \mathcal{S} \times \langle * \rangle \), we can conclude that \( \Lambda^G \) is a ring of symmetric polynomials separately for each of the groups of variables \( i\lambda_{11}, i\lambda_{21} - 1/\zeta, i = 1, 2, 3 \).

Remark 3.5. Notice, that \( d \) is multi symmetric with respect to the given partition of \( \mathbb{J}_p \) and \( d^* = d \), hence \( d \in \Lambda^G \), moreover \( d^* \cdot d^{-1} \in \Lambda^G \) for any \( \sigma \in \Sigma \). Denote \( \mathcal{L}^G \subset \mathcal{L} \) the invariant subring. Any element from \( \mathcal{L}^G \) is a finite product of the elements a type: \( F = \prod_{\sigma \in \Sigma} \frac{1}{d^* \cdot d^{-1}} f \), where \( f \in \Lambda^G \).

3.1.4. The structure parameters \( t, \mu \).

Definition 3.6. We define the elements \( t_{k_i}, t_{k_i} \in \mathcal{L} \) as follows:
\[
\begin{align*}
t_{11} &= R_{11, 21} R_{11, 22}, \\
t_{2i} &= \frac{R_{2i, 11} \prod_{k=1}^{i-1} R_{2i, 3k}}{R_{2i, 2j} \sigma_{2i}(R_{2i, 2j})}, \quad \bar{t}_{2i} &= \frac{R_{2i, 11} \prod_{k=1}^{i-1} R_{2i, 3k}}{R_{2i, 2j} \sigma_{2i}(R_{2i, 2j})}, \quad \{i, j\} = \{1, 2\}.
\end{align*}
\]

By (3), \( t_{k_i} = \sigma_{k_i}(t_{k_i}) \), and \( \sigma(t_{k_i}), \sigma(t_{k_i}) \in \mathcal{L} \) for any \( k_i \in \mathbb{J}_q, \sigma \in \Sigma \).
To determine the matrix \( \mu \), we put: \( \mu_{ki,mj}^{xx} = \mu_{ki,mj}^{yy} = 1 \) for all \( ki,mj \in \mathbb{J}_q \), \( ki \neq mj \). Thereafter, we use equalities (3.8) to determine the remaining parameters as follows: for any \( ki,mj \in \mathbb{J}_q \) with \( |k-m| \leq 1 \), \( ki \neq mj \), we take

\[
(\text{3.6}) \quad \mu_{ki,mj}^{xx} = \frac{\sigma_{mj}^{-1}(t_{mi})}{\sigma_{mji}(t_{ki})}, \quad \mu_{ki,mj}^{yy} = \frac{\sigma_{mji}(t_{ki})}{\sigma_{mj}^{-1}(t_{mi})}.
\]

Besides, \( \mu_{ki,mj}^{yy} = (\mu_{ki,mj}^{xx})^* \), \( \mu_{ki,mj}^{xx} \mu_{ki,mj}^{yy} = \mu_{ki,mj}^{xx} \mu_{ki,mj}^{yy} = 1 \) for any indexes \( ki,mj \).

**Corollary 3.7.** The obtained parameter values \( \mu_{ki,mj}^{xx} = -\frac{\overline{R}_{ki,mj}}{\overline{R}_{ki,mj}} - \frac{\lambda_{ki} + \lambda_{mj}}{\lambda_{ki} + \lambda_{mj}} \), \( ki,mj \in \mathbb{J}_p \), \( ki \neq mj \), \( |k-m| = 1 \), and \( \mu_{21,22}^{xx} = -\frac{\overline{R}_{21,22}}{\overline{R}_{21,22}} - \frac{\lambda_{21} + \lambda_{22}}{\lambda_{21} + \lambda_{22}} \) satisfy (2.3), (2.4).

### 3.1.5. The subalgebra \( \mathfrak{A}_d \subset \mathfrak{A} \)

In this subsection, given the RTGW algebra \( \mathfrak{A} = \text{Alg}_{3.6}(S, G, \sigma, t, \mu) \), we establish an isomorphism between the universal enveloping algebra \( U(\mathfrak{sl}(3, \mathbb{C})) \) of the matrix special linear Lie algebra \( \mathfrak{sl}(3; \mathbb{C}) \) and a subalgebra \( \mathfrak{A}_d \) of the Lie algebra \( \mathfrak{A} \), defined below.

**Lemma 3.8.** We denote by \( \mathfrak{A}' \subset \mathfrak{A} \) a \( \mathbb{C} \)-span of the following elements:

\[
(\text{3.7}) \quad U_i^x = X_{11}, \quad U_i^y = Y_{11}, \quad U_i^z = X_{21} + X_{22}, \quad U_i^q = Y_{21} + Y_{22},
\]

\[\begin{align*}
U_1^x &= 2\lambda_{21} - 2\lambda_{22} - \lambda_{11}, & U_1^y &= \lambda_{21} - \lambda_{22}, & U_1^z &= \lambda_{11}, & H_1 &= 2\lambda_1 - 2\lambda_2 - \lambda_3, \\
U_2^x &= 2\lambda_{21} - 2\lambda_{22} - \lambda_{11}, & U_2^y &= \lambda_{21} - \lambda_{22}, & U_2^z &= \lambda_{11}, & H_2 &= 2\lambda_1 - 2\lambda_2 - \lambda_3, \\
U_3^x &= 2\lambda_{21} - 2\lambda_{22} - \lambda_{11}, & U_3^y &= \lambda_{21} - \lambda_{22}, & U_3^z &= \lambda_{11}, & H_3 &= 2\lambda_1 - 2\lambda_2 - \lambda_3,
\end{align*}\]

where \( \rho_i = (1 - \mu_{i1,11}^{xx}) = (1 - \mu_{i1,11}^{yy}) = (\lambda_{i1} + \lambda_{i2})^{-1} \). There hold

\[
(\text{3.8}) \quad \mu_{11,2i}^{xx} = \mu_{2i,11}^{xx} = -\frac{\rho_i}{\rho_i}, \quad \mu_{11,2i}^{yy} = \mu_{2i,11}^{yy} = -\frac{\rho_i}{\rho_i}.
\]

In this case, the multiplication table relative to the Lie brackets is as follows:

|   | \( U_1^x \) | \( U_1^y \) | \( U_1^z \) | \( U_2^x \) | \( U_2^y \) | \( U_2^z \) | \( U_3^x \) | \( U_3^y \) | \( U_3^z \) | \( H_1 \) | \( H_2 \) |
|---|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|
| \( U_1^x \) | \( H_1 \) | 0 | 0 | \( U_1^x \) | -\( U_2^y \) | 0 | 2\( U_1^y \) | -\( U_2^y \) | \( U_1^z \) | \( U_2^z \) | \( U_3^z \) |
| \( U_1^y \) | -\( H_1 \) | -\( U_1^x \) | 0 | 0 | \( U_1^y \) | -2\( U_1^z \) | \( U_2^z \) | -2\( U_2^z \) | \( U_1^z \) | \( U_2^z \) | \( U_3^z \) |
| \( U_2^x \) | -\( U_2^x \) | -\( U_2^z \) | 0 | 0 | \( U_2^y \) | -\( U_2^z \) | 2\( U_1^z \) | -2\( U_2^z \) | \( U_1^z \) | \( U_2^z \) | \( U_3^z \) |
| \( U_3^y \) | -\( H_2 \) | 0 | 0 | \( U_1^y \) | \( U_2^y \) | 0 | \( U_3^y \) | \( U_3^y \) | \( U_3^z \) | \( U_3^z \) |
| \( U_3^z \) | -\( H_3 \) | -\( U_3^x \) | -\( U_3^x \) | -\( U_3^x \) | -\( U_3^x \) | -\( U_3^x \) | -\( U_3^x \) | -\( U_3^x \) | -\( U_3^x \) | -\( U_3^x \) |

The elements \( H_i, U_i^x, U_i^y \) are invariants of the group \( \mathcal{S} \) for \( i = 1, 2 \), while \( U_i^z, U_i^q \) are anti-invariants: \( (U_i^z)^{42,21} = -U_i^z \).

The involution * acts on the generator by the formulae:

\[
(\text{3.9}) \quad (H_i)^* = H_i, \quad (U_i^1)^* = U_i^q, \quad (U_i^2)^* = U_i^q, \quad (U_i^3)^* = -U_i^q.
\]

Moreover, we take \( (U_i^1)^* = U_i^q \), \( (U_i^2)^* = U_i^q \), and obtain \( (U_i^3)^* = -U_i^q \). Then \( \mathfrak{A}' \subset \mathfrak{A} \) is an involuted subalgebra generated over \( \mathbb{C} \) by the elements \( U_1^1, U_1^q, U_2^z, U_3^z \).

**Proof.** The proof of the lemma consists in a direct verification of the multiplication equalities. We will only mention a few more complicated ones. We take into account the fact that the elements \( Y_{ki} \) and \( X_{mj} \) with different indices commute to each other. First, just check that

\[
[U_i^x, U_j^y] = t_{11} - t_{11} = H_1, \quad [U_1^q, U_2^z] = t_{21} + t_{22} - t_{21} - t_{22} = H_2, \quad [U_1^q, U_2^z] = t_{21}, \quad [U_2^x, U_2^z] = -U_3^x.
\]
Next, we obtain some auxiliary statements, proceeding in steps.

**Step 3.9.** For \( i = 1, 2 \) the following consistency conditions hold:

\[
\rho_i Y_{11} Y_{21} \cdot \rho_i X_{2i} X_{1i} = -\rho_i \rho_i^* \cdot t_{1i} t_{2i}; \\
\rho_i Y_{11} Y_{21} \cdot \rho_i X_{22} X_{11} = \rho_i^* \rho_i \cdot t_{11} t_{2i}; \\
\rho_i Y_{22} Y_{11} \cdot \rho_i X_{21} X_{12} = \rho_i^* \rho_i \cdot t_{11} t_{22}; \\
\rho_i Y_{22} Y_{12} \cdot \rho_i X_{21} X_{11} = \rho_i^* \rho_i \cdot t_{11} t_{22}.
\]

**Proof.** We calculate \( \rho_i^* = 1 - \mu_{1i,1i}^2 = (\lambda_{1i} + \lambda_{2i})^{-1} \). Then

\[
\rho_i Y_{11} Y_{21} \rho_i X_{2i} X_{1i} = \rho_i^* \sigma_{1i}^2 \sigma_{2i}^2 (\rho_i \mu_{1i,1i}^2) \rho_i^* \cdot t_{1i} t_{2i},
\]

\[
\rho_i Y_{11} Y_{21} \rho_i X_{22} X_{11} = \rho_i^* \sigma_{1i}^2 \sigma_{2i}^2 (\rho_i \mu_{1i,1i}^2) \rho_i^* \cdot t_{11} t_{2i},
\]

\[
\rho_i Y_{22} Y_{11} \rho_i X_{21} X_{12} = \rho_i^* \sigma_{1i}^2 \sigma_{2i}^2 (\rho_i \mu_{1i,1i}^2) \rho_i^* \cdot t_{11} t_{2i},
\]

\[
\rho_i Y_{22} Y_{12} \rho_i X_{21} X_{11} = \rho_i^* \sigma_{1i}^2 \sigma_{2i}^2 (\rho_i \mu_{1i,1i}^2) \rho_i^* \cdot t_{11} t_{22}.
\]

The remaining equalities can be verified similarly. This completes the proof of Lemma 3.9.

**Step 3.10.** The equality \([U_{r}^x, U_{s}^y] = H_3\) is fulfilled, which follows from the relations:

1) \( \sum_{i=1,2} \rho_i Y_{11} Y_{2i} \rho_i X_{2i} X_{1i} = -H_3 \),

2) \( [\rho_i Y_{11} Y_{21}, \rho_i X_{22} X_{11}] = [\rho_i^* \rho_i \cdot t_{11} t_{2i} - \rho_i \rho_i^* \cdot t_{1i} t_{2i}] = \gamma_3 - \gamma_2 - \gamma_1 = H_3 \).

**Proof.**

1) \( \sum_{i=1,2} \rho_i Y_{11} Y_{2i} \rho_i X_{2i} X_{1i} = \sum_{i=1,2} \rho_i \rho_i^* \cdot (t_{11} t_{2i} - t_{1i} t_{2i}) = \gamma_3 - \gamma_2 - \gamma_1 = H_3 \).

2) \( [\rho_i Y_{11} Y_{21}, \rho_i X_{22} X_{11}] = (\rho_i \sigma_{1i}^2 \sigma_{2i}^2 (\rho_i \mu_{1i,1i}^2) \rho_i^* - \rho_i \sigma_{11}^2 \sigma_{22}^2 (\rho_i \mu_{1i,1i}^2) \rho_i^*) \rho_i \rho_i^* \cdot t_{11} t_{2i} - \rho_i \rho_i^* \cdot t_{1i} t_{2i} = \gamma_3 - \gamma_2 - \gamma_1 = H_3 \).

Then we have \([U_{r}^x, U_{s}^y] = \sum_{i=1,2} \rho_i Y_{11} Y_{2i} \rho_i X_{2i} X_{1i} = -H_3\).

**Step 3.11.** There holds \([U_{r}^x]^* = -U_{s}^y\).

**Proof.** We get \( (\rho_i Y_{11} Y_{21})^* = \rho_i X_{2i} X_{1i} = (1 - \mu_{11,2i}^2) \mu_{11,2i}^2 \cdot t_{11} t_{2i} \).

The remaining equalities can be verified similarly. This completes the proof of Lemma 3.11.

3.2. The correspondence with matrix algebras.

Remember that \( E_{kl} \in M_{3 \times 3}(\mathbb{C}), 1 \leq k, l \leq 3 \) generates the matrix special linear Lie algebra \( \text{sl}(3, \mathbb{C}) \).

**Lemma 3.12.** The linear map \( U(\text{sl}(3, \mathbb{C})) \rightarrow \mathfrak{A}' \), defined on basis elements by correspondences

\[
E_{21} \rightarrow U_{r}^x, \quad E_{12} \rightarrow U_{s}^y, \quad E_{11} - E_{22} \rightarrow H_1, \\
E_{32} \rightarrow U_{r}^x, \quad E_{23} \rightarrow U_{s}^y, \quad E_{22} - E_{33} \rightarrow H_2, \\
E_{31} \rightarrow U_{r}^x, \quad E_{13} \rightarrow U_{s}^y, \quad E_{11} - E_{33} \rightarrow H_3,
\]

(3.11)

preserves the Lie bracket operations and gives an embedding of \( U(\text{sl}(3, \mathbb{C})) \) to \( \mathfrak{A} \). In such a way \( U(\text{sl}(3, \mathbb{C})) \) is isomorphic to the subalgebra \( \mathfrak{A}' \subset \mathfrak{A} \) generated by the elements \( U_{r}^x, U_{s}^y, U_{r}^x, U_{s}^y \),

(3.7)

Here \( E_{12}^* = E_{21}, E_{23}^* = E_{32}, \) and \( E_{13}^* = [E_{12}, E_{23}]^* = [E_{21}, E_{32}] = -E_{31} \).

The proof is obtained by direct computation using the multiplication table. The statement about the isomorphism is due to the simplicity of the algebra \( U(\text{sl}(3, \mathbb{C})) \). From now on, we will use the notation \( \mathfrak{A}_d = \mathfrak{A}' \).

3.2.1. The invariant subalgebra \( \mathfrak{A}_d \subset \mathfrak{A}_d \).

**Definition-Notation 3.13.** Within the RTGW algebra \( \mathfrak{A}_d \) we consider the elements

\[
U_1 = U_{r}^x + U_{s}^y, \quad V_1 = i(U_{r}^x - U_{s}^y), \quad H_1 = iH_1, \\
U_2 = U_{r}^x + U_{s}^y, \quad V_2 = i(U_{r}^x - U_{s}^y), \quad H_2 = iH_2, \quad \text{(see (3.7))},
\]

Denote by \( \mathfrak{A}' \) the RTGW subalgebra of \( \mathfrak{A}_d \) generated by the elements \( \{U_k, V_k, H_k; k = 1, 2, 3\} \).

**Lemma 3.14.** The algebra \( \mathfrak{A}' \) is an invariant subalgebra of \( \mathfrak{A}_d \) with respect to the group action, \( \mathfrak{A}' \subset \mathfrak{A}_d' \subset \mathfrak{A}' \).
Proof. Since the group $G$ acts on $\mathfrak{A}$ multiplicatively, it suffices to prove the invariance condition only for generating elements, and it is a consequence of Lemma 3.12, (3.10) using $i^* = -i$. \hfill $\square$

Lemma 3.15. Element-wise correspondence of the generators

\begin{equation}
\begin{array}{cccccccc}
F_1 & F_2 & F_6 & F_7 & F_5 & F_4 & F_3 & F_8 \\
\uparrow & \uparrow & \downarrow & \uparrow & \uparrow & \uparrow & \uparrow & \uparrow \\
U_1 & V_1 & U_2 & V_2 & -iU_3 & iV_3 & -iH_1 & i/\sqrt{7}(H_1 + 2H_2)
\end{array}
\end{equation}

establishes an isomorphism between the universal enveloping $U(\mathfrak{su}(3;\mathbb{C}))$ of the complex special unitary Lie algebra $\mathfrak{su}(3;\mathbb{C})$ presented by the Gell-Mann generators \([3.5] \), and the RTGW algebra $\mathfrak{A}''$. Besides, there are $H_2 \leftrightarrow -i/\sqrt{6}(F_3 - \sqrt{3}F_8)$, and $H_3 \leftrightarrow -i/\sqrt{6}(F_3 + \sqrt{3}F_8)$.

Proof. To verify the existence of a required isomorphism, it sufices to verify that the Lie product of any two generating elements of $\mathfrak{A}''$ corresponds to the Lie product of the corresponding matrices. It is easy to verify directly that

\begin{align*}
[U_1, U_2] &= -[V_1, V_2] = U_3, & [U_1, V_2] &= [V_1, U_2] = -V_3, & [U_1, V_1] &= 2H_1, & [U_2, V_2] &= 2H_2, \\
[F_1, F_6] &= -[F_2, F_7] = iF_5, & [F_1, F_7] &= -[F_2, F_6] = iF_4, & [F_1, F_2] &= 2iF_3, & [F_6, F_7] &= -2i(F_3 - \sqrt{3}F_8).
\end{align*}

Therefore, we have reason to re-designate the algebra under consideration in the form $\mathfrak{A}_{su} = \mathfrak{A}''$.

Theorem follows obviously from Lemma 3.15.

Corollary 3.16. The above relations define an isomorphism between algebra $\mathfrak{su}(3;\mathbb{C})$ and Lie algebra $\mathfrak{g}_{\mathfrak{su}}(3;\mathbb{C})$ generated by elements on the bottom row of the correspondence (3.12), and the universal embedding of the algebra $\mathfrak{g}_{\mathfrak{su}}(3;\mathbb{C})$ belongs to RTWA $\mathfrak{A}_{su}$.

3.2.2. Casimir operators of $\mathfrak{g}_{\mathfrak{su}}(3;\mathbb{C})$.

Correspondence (3.12) allows one to describe the Cartan subalgebra and calculate the Casimir operator for the algebra $\mathfrak{g}_{\mathfrak{su}}(3;\mathbb{C})$ without additional proofs.

The Cartan subalgebra of Lie algebra $\mathfrak{g}$ is considered as nilpotent subalgebra of $\mathfrak{g}$, which is equal to its normalizer in $\mathfrak{g}$.

Remark 3.17. The Cartan subalgebra of $\mathfrak{g}_{\mathfrak{su}}(3;\mathbb{C})$ considered as nilpotent subalgebra of $\mathfrak{g}_{\mathfrak{su}}(3;\mathbb{C})$ is a two-dimensional subalgebra $\mathfrak{h}$ generated by the elements $H_1 = 2\gamma_1 - \gamma_2$, and $H_2 = 2\gamma_2 - \gamma_1 - \gamma_3$. Then $\mathfrak{h}$ is maximal abelian self-normalising subalgebra of the Lie algebra $\mathfrak{g}_{\mathfrak{su}}(3;\mathbb{C})$.

A Casimir element (also known as a Casimir invariant or Casimir operator) is a distinguished element of the center of the enveloping algebra of a Lie algebra. In the case of SU(3) group and of su(3;C) Lie algebra, two independent Casimir operators can be constructed, a quadratic and a cubic: they have the following form: $C_2 = \frac{1}{4}\sum_k F_k F_k$, $C_3 = \frac{1}{8}\sum_{jkl}d_{jkl}F_j F_k F_l$, where $d_{jkl}$ are symmetric under the permutation of any pair of indices non-zero independent elements of the tensor $d_{jkl}$ of su(3;C), the non trivial elements take the values

\begin{align*}
d_{146} &= d_{157} = -d_{247} = d_{256} = 1/2; & d_{344} &= d_{355} = -d_{366} = -d_{377} = 1/2; \\
d_{118} &= d_{228} = d_{338} = -d_{448} = 1/\sqrt{3}; & d_{448} &= d_{558} = d_{668} = d_{778} = -1/2\sqrt{3}.
\end{align*}

Lemma 3.18. The quadratic and cubic Casimir elements of $\mathfrak{g}_{\mathfrak{su}}(3;\mathbb{C})$ belong to the center of the embedding algebra $U(\mathfrak{g}_{\mathfrak{su}}(3;\mathbb{C}))$, they have the following form in parameters of (3.13):

\begin{equation}
C_2 = \frac{1}{3} (2\gamma_3^{(1)})^2 - 3\gamma_3^{(2)} - 3; & C_3 = \frac{1}{18} (9\gamma_3^{(2)} \gamma_3^{(1)} - 2(\gamma_3^{(1)})^3 - 27\gamma_3^{(3)})).
\end{equation}
Proof. First, we calculate the anti-commutator \( \{ p_1 Y_{11} Y_{21}, p_2 X_{22} X_{11} \} = (p_1 p_2 t_{11} + p_1^* p_2^* t_{11}) \cdot Y_{21} X_{22} = -2 \cdot Y_{21} X_{22} \), and obtain
\[
(3.14) \quad \{ p_1 Y_{11} Y_{21}, p_2 X_{22} X_{11} \} + \{ p_2 Y_{11} Y_{22}, p_1 X_{12} X_{11} \} = -2(Y_{21} X_{22} + Y_{22} X_{21}).
\]

The proof of the formulae (3.13) consists in directly calculating of this sum, divided into several terms. By the formulae, \( \sum_k F_k F_k \leftrightarrow C_2 ' = 4C_2 \). Let \( \Psi = Y_{21} X_{22} + Y_{22} X_{21} \). Using (3.14), we get
\[
C_2 ' = (U^2_{11} + V^2_{11}) + (U^2_{22} + V^2_{22}) - (U^2_{11} + V^2_{11}) - (H^2_{11} + 2H^2_{22})/3 =
\]
\[
= 2(\xi_{11} - \xi_{21})^2 - 2(\xi_{11} + \xi_{21}) + (\xi_{21} + \xi_{22} - \xi_{21} - \xi_{22})/2/3 =
\]
\[
= 2\xi_{21}(\lambda_{11}^2 + \lambda_{22}^2 + \lambda_{33}^2) - (\lambda_{11} \lambda_{22} + \lambda_{22} \lambda_{33} + \lambda_{33} \lambda_{11}) - 3 = 4\lambda_{31}(\gamma_{11}^3 - 3\gamma_{12}^3 - 3).
\]

The calculation for \( C_3 \) is technically more difficult and is obtained by computer calculation. \( \Box \)

3.3. The enveloping algebras of orthogonal Lie algebra as rational TGWA.

3.3.1. Structure datum.

Let \( q = 2, p = 4 \). We consider the following datum \( (\mathcal{S}, G, \sigma, t, \mu) \):
- we denote by \( \mathcal{P} = \{ 11, 21 \} \) and \( \mathcal{P} = \{ 11, 21, 32 \} \) the sets of indices given together with the storey partition \( \mathcal{P} = J_1 \cup J_2 \cup J_3 = \{ 11 \} \cup \{ 21 \} \cup \{ 31, 32 \} \);
- let \( \lambda = \{ \lambda_k \}_{k \in J_2} \), \( \zeta = \{ \zeta_k \}_{k \in J_2} \) where \( \lambda_k = 0, \zeta_{21} = 1, \zeta_{31} = \zeta_{32} = 0 \), and let \( \Lambda = \mathcal{C}[\lambda] \) be an involuted polynomial ring;
- let \( * \in \text{Aut}(\Lambda) \) be an involution on \( \Lambda \) such that: \( \lambda_k^* = \zeta_k \), \( \zeta_k \), \( k \in \mathcal{P} \), and \( * = -1 \);
- let \( \mathcal{S} = \mathcal{S}_1 \times \mathcal{S}_2 \times \mathcal{S}_3 \subset \text{Aut}(\Lambda) \) acts on \( \Lambda \) by the mutually independent permutations of the groups of variables \( \{ \lambda_{11} \}, \{ \lambda_{21} \} \) and \( \{ \lambda_{31}, \lambda_{32} \} \); hence \( \mathcal{S} \cong \mathcal{S}_{11,32} \cong \text{Sym}_{2} \);
- let \( G = \mathcal{S} \times \langle * \rangle \subset \text{Aut}(\Lambda) \) denotes the automorphism group;
- let \( \Sigma \subset \text{Aut}(\Lambda) \) be an abelian group of shifts, \( \Sigma = \langle \sigma_{11}, \sigma_{21} \rangle \cong \mathbb{Z}^2 \), under the actions on \( \Lambda \) as: \( \sigma_{11}(\lambda_{11}) = \lambda_{11} - 1 \), \( \sigma_{21}(\lambda_{21}) = \lambda_{21}, m j \neq k i \);
- let \( \mathcal{Z} = \{ X_{11}, Y_{11}, X_{21}, Y_{21} \} \) be the variable set of monoids \( \mathcal{M}_2 \) and \( \mathcal{M}_2 \), an involution \( * \) acts according to the rule \( * : X_{11} \rightarrow Y_{11} \) and \( * : X_{21} \rightarrow Y_{21} \).

Lemma 3.19. The invariant subring \( \Gamma = \Lambda^G \subset \Lambda \) is spanned by the elementary symmetric \( - \) invariant polynomials in \( \lambda \) over \( \mathbb{C} \): \( \gamma_i^{(1)}, i = 1, 2, 3 \) and \( \gamma_i^{(3)} \) where
\[
(3.15) \quad \gamma_i^{(1)} = \lambda_i, \quad \gamma_{11}^{(2)} = \lambda_{11} - 1/2, \quad \gamma_{31}^{(1)} = \lambda_{31} + \lambda_{32}, \quad \gamma_{33}^{(2)} = \lambda_{31} \lambda_{32}.
\]
So, \( \Gamma = \mathbb{R}[\gamma_i^{(1)}, \gamma_i^{(2)}, \gamma_i^{(3)}] \subset \Lambda^G \).

The proof is similar to that of the Lemma 3.1. The defining polynomial \( d \) corresponding to the given partition belongs to \( \Gamma \), besides, \( \sigma(d)\sigma^{-1}(d) \in \Gamma \) for any \( \sigma \in \Sigma \).

3.3.2. The structural constants and the localization of \( \Lambda \).

Below we define the structural parameters in the considered case of RTGW algebra.

Definition 3.20. For \( ki, mj \in \mathcal{P} \) we put
\[
R_{ki,mj} = (\lambda_{ki}^2 + \lambda_{mj}^2)(\lambda_{ki}^2 + \lambda_{mj}^2), \quad R_{ki,mj} = (\lambda_{ki} + \lambda_{mj})(\lambda_{ki} + \lambda_{mj}), \quad |k - m| = 1;
\]
\[
h_{21} = \lambda_{21}^2(\lambda_{21} - \lambda_{21})(\lambda_{21} - \lambda_{21}), \quad h_{21} = \lambda_{21}^2(\lambda_{21} - \lambda_{21})(\lambda_{21} - \lambda_{21}).
\]

We put \( R_{ki,mj} = 1 \) for all other pairs. For \( \{ ki, mj \} = \{ 11, 21 \} \), we take
\[
\begin{align*}
\mu_{ki,mj}^{xy} &= \frac{R_{ki,mj}}{R_{ki,kj} - R_{ki,mj}} = (\lambda_{ki} + \lambda_{mj}), \quad \mu_{ki,mj}^{xy} = \frac{R_{ki,mj}}{R_{ki,kj} - R_{ki,mj}} = (\lambda_{ki} + \lambda_{mj}), \\
\mu_{ki,mj}^{xy} &= \frac{R_{ki,mj}}{R_{ki,kj} - R_{ki,mj}} = (\lambda_{ki} + \lambda_{mj}), \quad \mu_{ki,mj}^{xy} = \frac{R_{ki,mj}}{R_{ki,kj} - R_{ki,mj}} = (\lambda_{ki} + \lambda_{mj}).
\end{align*}
\]

and suppose these \( \mu \)-parameters obey the skew commutation laws (2.7).
Clearly, $R_{ki,mj} = R_{ki,mj} = \sigma_{ki}(R_{ki,mj})$, and therefore $\mu_{ki,mj}^{xy} = (\mu_{ki,mj}^{xy})^*$, $\mu_{ki,mj}^{yx} = (\mu_{ki,mj}^{yx})^*$.

Let $S = S(\Omega^G)$ be a $\ast, \Sigma, \times$-stable multiplicative closure of the generating set
\[(3.17) \quad \Omega := \{ \pm 1, \lambda_{21}, (\lambda_{21} + \lambda_{32}), (\lambda_{21} - \lambda_{32}), (2\lambda_{21} - 1) \} \subset \Lambda, \quad ki \in \{11, 31, 32\}.
\]
Then $S$ is a $\Sigma$-finite involutive two-parameter multiplicative set, and $\sigma(R_{ki,mj}) \in S$ for any $ki, mj \in J_p$ and any $\sigma \in \Sigma$. Denote by $L = S^{-1}\Lambda$ localization of $\Lambda$ with $S$.

**Definition 3.21.** We define the set $t = \{ t_{ki} \}_{ki \in \mathcal{I}_q}$ as follows:
\[
(3.18) \quad t_{11} = R_{11,21}/4; \quad t_{11} = R_{11,21}/4; \quad t_{21} = R_{21,11}R_{21,31}R_{21,32}/h_{21}; \quad t_{21} = R_{21,11}R_{21,31}R_{21,32}/h_{21}.
\]

By definition, $\sigma(t_{ki}), (t_{ki}^*) \in L$ for any $ki \in \mathcal{I}_q$ and any $\sigma \in \Sigma$, and, besides, $\sigma_{ki}(t_{ki}) = t_{ki}$.

A direct verification shows that conditions (3.3), (3.4) and (3.5) are satisfied.

We denote by $\mathfrak{A} = \text{Alg}_{2,4}(S, G, \sigma, t, \mu)$ the RTGW algebra with the datum $(S, G, \sigma, t, \mu)$ relative to the monoid $M_{\mathcal{I}_q}$.

3.3.3. The subalgebra $\mathfrak{A}_{\mathcal{I}_q} \subset \mathfrak{A}$.

**Lemma 3.22.** The elements $U_1, U_2, U_3$ defined below belong to the invariant subalgebra $\mathfrak{A}^G$:
\[
(3.19) \quad U_1 = X_{11} + Y_{11}; \quad U_2 = X_{21} + Y_{21} + C, \quad U_3 = \rho^{xx}X_{11}X_{21} + \rho^{xy}X_{11}Y_{21} + \rho^{yx}Y_{11}X_{21} + \rho^{yy}Y_{11}Y_{21} - \lambda_{11}^1C(X_{11} - Y_{11}),
\]

where $C = -i\lambda_{11}^1\lambda_{32}/\lambda_{21}(1 - \lambda_{21})$ and $\rho^{xx} = 1 - \rho_{21,11}^{xx}, \rho^{yx} = 1 - \rho_{21,11}^{yx}, \rho^{yy} = 1 - \rho_{21,11}^{yy}$.

The commutation relations of the elements $U_1, U_2, U_3$ in $\mathfrak{A}$ are of the form:
\[
(3.20) \quad [U_1, U_2] = U_3, \quad [U_3, U_1] = U_2, \quad [U_3, U_2] = -U_1,
\]

where $[U_1, U_2] = U_1U_2 - U_2U_1 \in \mathfrak{A}$.

Then the subalgebra $\mathfrak{A}' \subset \mathfrak{A}$ generated over $\mathbb{C}$ by the elements $U_1, U_2, U_3$ belongs to the invariant subalgebra $\mathfrak{A}^G$.

**Proof.** Letting $C' = C/\lambda_{11}$, we calculate
\[
[U_1, U_2] = [\rho^{xx}X_{11}X_{21} + \rho^{xy}X_{11}Y_{21} + \rho^{yx}Y_{11}X_{21} + \rho^{yy}Y_{11}Y_{21} - C'(X_{11} - Y_{11}), X_{21} + Y_{21} + C] = S_1 + S_2 + S_3 + S_4 + S_5 + S_6^* = S_1 + S_2 + S_3 + S_4 + S_5 + S_6^*.
\]

where
\[
S_1 = [\rho^{xx}X_{11}X_{21}, Y_{21}] + [\rho^{xy}X_{11}Y_{21}, X_{21}] - [C'X_{11}, C], \quad S_2 = [\rho^{xx}X_{11}X_{21}, X_{21}] + [\rho^{xy}X_{11}Y_{21}, Y_{21}], \quad S_3 = [\rho^{yx}X_{11}X_{21}, Y_{21}] - [C'X_{11}, X_{21}], \quad S_4 = [\rho^{xy}X_{11}Y_{21}, C] - [C'X_{11}, Y_{21}].
\]

We obtain $S_1 = Q_x \cdot X_{11} = -X_{11}$ because
\[
Q_x = \rho^{xx}\sigma_{11}(t_{21}) - \sigma_{21}(\rho^{xx})\sigma_{21}((\mu_{11,21})t_{21}) + \rho^{xy}\sigma_{11}(t_{21}) - \sigma_{21}(\rho^{xy})\sigma_{21}(\mu_{11,21})t_{21} - C'\sigma_{11}(C) + C'C
\]
\[
= \rho^{xx}(\sigma_{11}(t_{21}) - t_{21}) + \rho^{xy}(\sigma_{11}(t_{21}) - t_{21}) + (C')^2
\]
\[
= (\rho^{xx}\sigma_{11}(t_{21}) - \rho^{xy}\sigma_{11}(t_{21})) + (\rho^{xy}\sigma_{11}(t_{21}) - \rho^{xx}\sigma_{11}(t_{21})) + (C')^2
\]
\[
= \frac{t_{21}}{R_{21,11}}\sigma_{21}(\lambda_{21} - \lambda_{21}) + \frac{t_{21}}{R_{21,11}}\sigma_{21}(\lambda_{21} - \lambda_{21}) + (C')^2 = -1.
\]

Similarly we get $Q_y = Q_x^* = \frac{t_{21}}{R_{21,11}}\sigma_{21}(\lambda_{21} - \lambda_{21}) + \frac{t_{21}}{R_{21,11}}\sigma_{21}(\lambda_{21} - \lambda_{21}) + (C')^2 = -1$. 


Next, $S_2 = 0$ since $[\rho^{xy}X_{11}X_{21},X_{21}] = (\rho^{xy} - \sigma_{21}(\rho^{xy})\mu_{21,11}^{xy})X_{11}X_{21}^2 = 0$ and $[\rho^{xy}X_{11}Y_{21},Y_{21}] = 0$, similarly. Finally we have

$S_3 = [\rho^{xy}X_{11}X_{21},C] - [C'X_{11},X_{21}] = (\rho^{xy}\sigma_{21}(C) - \rho^{xy}C - C' + \sigma_{21}(C')\mu_{21,11}^{xy})X_{11}X_{21} = 0$,

$S_4 = [\rho^{xy}X_{11}Y_{21},C] - [C'X_{11},Y_{21}] = (\rho^{xy}\sigma_{21}(C) - \rho^{xy}C - C' + \sigma_{21}(C')\mu_{21,11}^{xy})X_{11}Y_{21} = 0$,

which implies $[U_4,U_4] = -U_4$.

\[ \square \]

**Lemma 3.23.** Let $\mathfrak{so}(3;\mathbb{C})$ be a special orthogonal Lie algebra standardly presented by the $3 \times 3$ skew-symmetric matrices $L_x = E_{32} - E_{23}$, $L_y = E_{13} - E_{31}$, $L_z = E_{21} - E_{12}$ with Lie bracket.

The correspondence of the generators $L_x \rightarrow U_4$, $L_y \rightarrow U_1$, $L_z \rightarrow U_1$ establishes an isomorphism between the universal enveloping $U(\mathfrak{so}(3;\mathbb{C}))$ of the special orthogonal Lie algebra $\mathfrak{so}(3;\mathbb{C})$ and the RTGW algebra $\mathfrak{A}_{\mathfrak{so}} = \mathfrak{A}' \subset \mathfrak{A}$.

It is a consequence of the relations (3.20) since an algebra $\mathfrak{so}(3;\mathbb{C})$ is simple. Theorem 3 obviously follows from Lemma 3.23.
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