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ABSTRACT: We give a brief overview of the status of the numerical conformal bootstrap.
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1 Introduction

The idea of the conformal bootstrap is to constrain and solve CFTs using physical consistency conditions like symmetry, unitarity, and causality. By relying on nonperturbative structures, bootstrap methods can work even in strongly-coupled systems where traditional perturbative techniques fail. Over the last few decades, the conformal bootstrap idea has crystalized into two concrete strategies: 1) exploiting exact solvability and 2) deriving bounds from positivity. An early success of the first strategy was the exact solution by Belavin, Polyakov, and Zamolodchikov (BPZ) of an infinite class of 2d CFTs, obtained by identifying a powerful infinite-dimensional symmetry group in these theories [1]. The second strategy, pioneered by Rattazzi, Rychkov, Tonni, and Vichi in [2] proceeds by formulating sum rules with positivity properties and using convex optimization to extract information from the sum rules. A virtue of this second strategy is its flexibility: nontrivial positivity bounds can be derived for theories with a wide variety of symmetry groups and consistency conditions, even when exact solvability is impossible. When combined with numerical convex optimization techniques, this approach is called the numerical conformal bootstrap.

In recent years, the numerical conformal bootstrap has led to a treasure-trove of new results, including precise determinations of critical exponents in physically-relevant theories such as the 3d Ising and $O(N)$ models, constraints on theoretically important theories such as 4d $\mathcal{N} = 4$ supersymmetric Yang-Mills theory and the 6d $\mathcal{N} = (2, 0)$ theory, and has inspired promising new ideas for bootstrapping S-matrices, modular-invariant partition functions, and more. Many of these developments were summarized in the recent review article [3]. However, the numerical bootstrap is a rapidly-growing field and we anticipate that it will play a central role in theoretical physics over the next decade. In this white paper we give an (incomplete) overview of some of the targets for the numerical conformal bootstrap program, focusing on CFTs in 3 and 4 dimensions, along with a summary of current state-of-the-art algorithms, software tools, current and future computational needs, and open questions. Closely related Snowmass white papers are those on the analytic bootstrap [4], bootstrapping string theory [5], the S-matrix bootstrap [6], superconformal field theories [7], and Hamiltonian truncation [8].

2 Targets

In addition to theoretical beauty, BPZ’s solution of rational 2d CFTs has practical significance: Such theories describe critical points in numerous condensed matter and statistical systems, both in theoretical settings and in the laboratory. An experimentalist studying a 2d critical point can measure a few exponents and then compare to a catalog of known solved 2d CFTs to learn a lot about their system. Numerical bootstrap methods offer hope for similarly useful solutions of higher-dimensional CFTs. From this point of view, 3d and 4d CFTs with a small number of degrees of freedom are particularly interesting targets for numerical
bootstrap methods. Below, we list some of these targets, recounting what has been computed so far and highlighting interesting future directions.

2.1 3d Scalar Models

One of the simplest classes of targets for the conformal bootstrap consist of fixed points that can be described by interactions between one or more scalar fields. The $O(N)$ vector models (labeled by a positive integer $N$) are a family of conformal field theories in 3 spacetime dimensions that describe second-order phase transitions in numerous condensed matter and statistical systems. The models can be arrived at through an RG flow from a UV Lagrangian with $\mathbb{Z}_2$ or $O(N)$ invariant interactions $L_{\text{int}} \sim \lambda (\phi_i \phi_i)^2$, where $\phi_i$ is an $N$-component scalar field. A comprehensive review of the known CFT data in the $O(N)$ models can be found in [9].

The $N = 1$ model, also called the 3d Ising CFT, describes liquid-vapor critical points, binary fluid mixtures, uni-axial magnets, and more. This theory has been a focal point for the conformal bootstrap since the works [10–12], which established the existence of a “kink” at the 3d Ising scaling dimensions in the general bound on the leading $\mathbb{Z}_2$-even scaling dimension $\Delta_\epsilon = 3 - \frac{1}{\nu}$ as a function of the leading $\mathbb{Z}_2$-odd scaling dimension $\Delta_\sigma = \frac{1}{2} + \frac{\eta}{2}$. Subsequent work showed that their scaling dimensions and OPE coefficients could be robustly isolated into closed regions of parameter space by considering bootstrap constraints from mixed correlators containing both $\sigma$ and $\epsilon$, after imposing the condition that $\sigma$ and $\epsilon$ are the only relevant operators in the theory [13, 14].

The 3d Ising CFT has also served as an important benchmark for comparing analytical bootstrap methods with numerical estimates of the leading-twist trajectories from the extremal functional approach [18–20]. Most recently it has been explored using “navigator function” methods to constrain irrelevant operators [21] and to develop hybrid numerical-analytical approaches to the bootstrap [22].

The 3d $O(2)$ model is distinguished for both its scientific interest and for its position at the heart of a controversy. As the theory describing the superfluid transition in liquid helium (as well as thin-film superconductors [23, 24]), the $O(2)$ model is the cleanest known critical system for experiment. The best measurements of the $O(2)$ model (indeed, the current most precise measurements of any critical system) were performed as part of the Lambda-Point experiment on the space shuttle in the early 90’s [25]. Unfortunately, the results of that experiment and the current best Monte-Carlo simulations [26] disagreed with each other with 8\sigma significance, indicating a severe issue with either the experiment or simulations. The numerical bootstrap has since produced precise bounds on the scaling dimensions and OPE

---

1Related progress was also made at constraining the long-range Ising model using bootstrap methods [15–17]. In general there are many non-local CFTs which could be obtained by taking a local CFT and coupling one of its operators to a generalized free field. Depending on one’s perspective these are either interesting targets for the bootstrap in their own right, or annoyances that one must figure out how to exclude in order to hone in on the local CFTs of interest.
coefficients of this model [27, 28], giving results in remarkable agreement with those from Monte-Carlo simulations.

The 3d $O(3)$ model describes Heisenberg magnets, which are systems where the magnetization can point in any direction in 3-dimensional space. Naïvely, such magnets can arise in any material that is sufficiently isotropic that $O(3)$ symmetry can emerge at long distances. However, whether $O(3)$ symmetry can emerge in practice is not obvious. In lattices with cubic symmetry, $O(3)$-symmetry breaking properties of the lattice might survive at long distances, making it impossible to realize a true Heisenberg magnet in these systems. Whether $O(3)$ symmetry breaks or not is a several-decades-old open question that has been attacked using a variety of non-rigorous theoretical techniques [29–42].

The question of whether $O(3)$ symmetry is emergent in cubic lattice models can be translated into the language of conformal field theory: it is equivalent to the question of whether the leading $O(3)$ four-index tensor operator $O_{ijkl}$ in the $O(3)$ model is relevant (has dimension $< 3$) or not. This question can be addressed using the conformal bootstrap: by studying a system of correlation functions analogous to the ones studied for the $O(2)$ model, one can compute upper bounds on the dimension of $O_{ijkl}$ and determine whether it is relevant. In [43] a precision study of the $O(3)$ model was performed using the state-of-the-art bootstrap methods, computing its critical exponents to high precision and resolving this old question, demonstrating that the four-index tensor is relevant and should trigger a flow to the fixed point with cubic symmetry.

Bootstrapping the cubic model itself was initiated in [44, 45]. The work [45] also found evidence for a new 3d CFT with cubic symmetry called a “Platonic CFT”, possibly relevant for structural phase transitions. This model was studied further using mixed correlators in [46, 47]. More work must be done to isolate the cubic fixed point relevant for Heisenberg magnets using bootstrap methods and to clarify the nature of the “Platonic CFT”. A closely-related fixed point is the “biconical” fixed point with $O(2) \times Z_2 \subset O(3)$ symmetry, which is also a natural target for the bootstrap. More intricate scalar models on which progress has been made are those with $O(N) \times O(M)$ symmetry [48–50], hypercubic models [45], projective models [51], and MN models [52–54].

Finally, exciting progress has been made at implementing the 3d bootstrap with external global symmetry currents [55, 56] and stress tensors [57]. These studies have been able to place interesting constraints on 3-point functions involving conserved operators in the Ising and $O(2)$ models, as well as produce interesting general maps of the allowed space of operator dimensions. An important future direction will be to improve these studies by exploring constraints from mixed correlators involving stress tensors and scalars, non-Abelian currents, and other operators. Via the light-ray OPE [58–61], the OPE data of stress tensors and symmetry currents plays an important role in event shapes such as energy and charge correlators. By computing this data in specific theories, one could make predictions for event shapes in strongly-coupled critical systems, which could perhaps make contact with future experiments.
2.2 3d Fermionic Models

Another interesting class of models are 3d CFTs containing $N$ Majorana fermions $\psi_i$ with Yukawa couplings to one or more scalar fields, often called Gross-Neveu-Yukawa (GNY) models. In the simplest model one has $\mathcal{L}_{\text{int}} \sim g \phi \bar{\psi}_i \psi_i + \lambda \phi^4$, in which case the model has an $O(N)$ symmetry. Another variant breaks the fermions into two groups with interactions of opposite signs $\mathcal{L}_{\text{int}} \sim g \phi (\bar{\psi}_i^+ \psi_i^+ - \bar{\psi}_i^- \psi_i^-) + \lambda \phi^4$, in which case there is an $O(N/2) \times O(N/2) \times \mathbb{Z}_2$ symmetry. Other important models include the “Chiral XY” and “Chiral Heisenberg” GNY models involving two or three scalar fields. These models have various proposed applications in condensed matter systems, including quantum phase transitions in graphene [62–64] and d-wave superconductors [65, 66]. The simplest model with $N = 1$ Majorana fermion coupled to a real scalar is believed to possess emergent supersymmetry and correspond to the minimal 3d $\mathcal{N} = 1$ supersymmetric extension of the Ising model, proposed to have a realization on the boundary of topological superconductors [67].

Preliminary studies applying the bootstrap to fermion 4-point functions showed the GNY models to be promising targets for the bootstrap [68, 69]. In particular, the resulting bounds possess kinks that match to estimates from large-$N$ and $\epsilon$-expansion methods. An interesting comparison between these methods can be found in [70]. Ongoing bootstrap work involving mixed correlators further shows that these theories can be numerically isolated into islands similar to those of the $O(N)$ vector models [71]. Similarly, the 3d $\mathcal{N} = 1$ supersymmetric Ising model has been bootstrapped into a precise island using the constraints of supersymmetry on mixed correlators containing scalar operators [72–74]. Interesting bootstrap constraints have also been placed the 3d $\mathcal{N} = 2$ supersymmetric extension of the Ising model and well as on more general Wess-Zumino models [77, 78].

The 3d fermion bootstrap also revealed an unexplained kink/jump in the bounds on the leading parity even/odd scalar operators, which was conjectured to correspond to a previously unknown “dead-end” CFT with no relevant scalar perturbations [68]. Subsequently it was thought that this feature may be a numerical artifact due to the “fake primary” effect [79], but a recent study showcasing the new blocks3d software revisited this possibility and found that the “fake primary” effect couldn’t fully explain the feature [80]. Thus, the possibility of a new “dead-end” 3d CFT remains open and merits further study.

2.3 3d Gauge Theories

Many other interesting 3d CFTs can be reached in 3d gauge theories coupled to scalars or fermions. An important target is 3d QED coupled to $N_f$ fermions. These theories have physical relevance for Dirac spin liquids, and also serve as an important testing ground for ideas related to conformal windows and non-supersymmetric dualities. Progress using the bootstrap has been made in a variety of works [81–88].

In particular, [81, 82] initiated a study of the bootstrap applied to 4-point functions of monopole operators and found bounds that are close to being saturated by predictions from the large $N_f$ expansion. The works [83–85] found an interesting kink structure in bounds
from 4-point functions of fermion bilinear operators. These “non-Wilson-Fisher” kinks in 3d were conjectured to be related to 3d QED in [83]; this interpretation suggests a critical $N_f$ between 2 and 4.

The recent works [87, 88] pursued mixed correlators between monopoles and fermion bilinears under various assumptions for the special case $N_f = 4$. Currently there are interesting tensions between large $N_f$ calculations extrapolated to $N_f = 4$, Monte Carlo studies of monopole operators, and the relevance or irrelevance of 4-fermion operators which are needed for lattice realizations of the fixed point. The bootstrap results so far place strong constraints on the allowed parameter space (and are potentially compatible with the large $N_f$ predictions [88]), but are not yet fully conclusive.

A related class of theories is 3d QED coupled to $N$ complex scalars (sometimes called the “non-compact CP$^{N-1}$” model), which is related to the phenomenon of “deconfined criticality”. In the case of $N = 2$, the bootstrap has placed strong constraints on the possibility of the $SU(2)$ or “easy-plane” fixed points having emergent $SO(5)$ or $O(4)$ symmetry [3, 89–92], contributing evidence that the $N = 2$ theories are likely weakly first-order transitions. This is also supported by a more direct bootstrap study targeting $N_f = 2$ fermionic QED [86] (conjecturally related to the “easy-plane” $N = 2$ scalar QED by duality), which also shows that the bootstrap bounds are not easily compatible with Monte Carlo data and a first-order transition is the most likely scenario.

At larger values of $N$, some promising bootstrap progress has been made by considering scalar adjoint bilinears. In particular, [93] found intriguing kinks in their bounds and [94] found isolated islands at large $N$ and in $2 + \epsilon$ dimensions, after inputting gaps motivated by equations of motion. However, the 3d scalar QED theories still remain to be isolated using bootstrap methods at small $N$, and this remains an exciting target for the bootstrap.

Many more complicated variations of these non-supersymmetric models exist, e.g. 3d QED coupled to both fermions and scalars, 3d QCD coupled to matter in various representations, 3d Chern-Simons theories coupled to matter, and so on. It will be an important task for the future of the bootstrap to learn how to disentangle and isolate each these fixed points from each other.

Finally, let us highlight that exciting progress has been made in applying the numerical bootstrap to $N = 6, 8$ supersymmetric ABJ(M) theories. In particular very precise islands for OPE coefficients of protected operators have now been computed in the works [95–98]. Some of these results have been highlighted in the Snowmass white paper on bootstrapping string theory [5]. With additional work, an improved understanding of the relevant superconformal blocks, and the incorporation of information from localization, it is likely that the numerical bootstrap can extend these precise results to a much broader class of observables in these theories.

2.4 4d Gauge Theories

4d non-Abelian gauge theories are believed to exhibit fixed-points with a wide variety of gauge groups and matter contents. Given a particular gauge group, the set of allowed matter
content that leads to a nontrivial interacting IR fixed-point is called the conformal window. The conformal window is known precisely in supersymmetric 4d gauge theories, but characterizing the conformal window of nonsupersymmetric 4d gauge theories is a longstanding open problem. This seems like a natural problem for bootstrap approaches, but it has so far proved technically challenging. One reason is that bootstrap methods are most powerful when supplemented with information that can isolate a theory from other CFTs. (For example, to isolate the 3d Ising model, it is helpful to input that the theory has a $\mathbb{Z}_2$ symmetry and only two relevant operators.) However, information about the gauge group of non-Abelian gauge theories is encoded in ways that are hard for current bootstrap methods to access. For example, the gauge group affects the spectrum of baryons, but these are likely relatively high dimension operators, which generally exhibit weaker bootstrap bounds. An important challenge is to find observables that are amenable to a bootstrap analysis, and that provide simple access to the defining data of non-Abelian gauge theories.

Instead of attempting to isolate individual conformal gauge theories, most bootstrap studies so far have focused on computing universal bounds on classes of theories. For example, general lower bounds on the anomalous dimension of the fermion bi-fundamental $\bar{\psi}_L \psi_R$ can be computed using the bootstrap, assuming irrelevance of the leading singlet, giving relatively weak bounds like $\Delta_{\bar{\psi}\psi} > 1.21$ for $N_f = 8$ [99]. Similar bounds assuming staggered fermion realizations are possible on the lattice were computed in [100].

More recently, intriguing kinks/discontinuities were noticed in 4d bounds on the dimensions of 4-fermion operators [84, 85], which approach the free fermion value $\Delta_{\bar{\psi}\psi} \sim 3$ from below at large $N_f$. For the commonly-studied case of $N_f = 12$, the kink location yields a fermion bilinear dimension $\sim 2.78$, intriguingly close to lattice estimates for 12 flavor QCD. However, the identified bootstrap solution disagrees with QCD in other ways, e.g. the leading singlet has a dimension which is much too high. More work needs to be done to firmly establish whether there is a connection between these 4d kinks and the conformal window of 4d QCD.

In order to make further progress on these theories, it is plausible that bootstrap constraints from 4-point functions of spinning operators such as global symmetry currents and the stress tensor need to be incorporated (giving access to information about ’t Hooft anomalies). It may also be helpful to incorporate constraints from baryon operators. Some substantial progress at implementing the bootstrap for 4d fermions was made in [79], but the bootstrap for currents and stress tensors has not yet been carried out in 4d.

A variety of work has been done on 4d superconformal field theories using the bootstrap; here we will only give some highlights. A primary target for the 4d $\mathcal{N} = 1$ superconformal bootstrap is the conformal window of SQCD, but these theories have not yet been isolated using bootstrap methods. Bounds on OPE coefficients related to ’t Hooft anomalies (which can be exactly computed) were computed in various works and compared with SQCD [101–105], but they are not yet close to being saturated. Another intriguing target is a mysterious kink which appears in the bootstrap bound on the leading non-chiral operator appearing in the chiral-antichiral OPE [102]. This kink has been conjectured to correspond to a “minimal”
4d SCFT and its properties were studied in some detail in [104, 106]. However, whether this corresponds to a real SCFT, and how to properly isolate it using bootstrap methods, remains uncertain.

Impressive bootstrap bounds have also been computed assuming 4d $\mathcal{N} = 2$ superconformal symmetry, beginning with [107]. In particular the Argyres-Douglas fixed points seem to be excellent targets for the conformal bootstrap, and strong constraints on the OPE coefficients of the simplest Argyres-Douglas fixed points were placed in [108–111]. Further bootstrap studies of Argyres-Douglas fixed points, as well as of 4d $\mathcal{N} = 2$ SQCD and similar supersymmetric gauge theories, are almost certain to be fruitful arenas for the numerical bootstrap.

Finally, let us highlight the exciting and impressive progress that has been made in bootstrapping 4d $\mathcal{N} = 4$ supersymmetric Yang-Mills theory, initiated in the works [112–114]. (Similar progress has also been made on the 6d (2,0) SCFTs [115, 116].) These works considered 4-point functions of the $\mathcal{O}'$ operator and computed a variety of bounds on operator dimensions and OPE coefficients as a function of the central charge, conjecturing that these bounds were saturated by one of the self-dual values of the coupling $\tau = i$ or $\tau = e^{i\pi/3}$. These bounds were generalized to mixed correlators in [117] and compared to new large $c$ calculations in [118], showing that the numerical bounds were seemingly not saturated at either self-dual value of the coupling.

More recently, however, the bounds for $SU(2)$ and $SU(3)$ gauge groups were strengthened in [119] by including localization information, so that they could be computed as a function of the coupling, showing that the stronger dimension bounds are in fact maximized at $\tau = e^{i\pi/3}$. This method allows for precise bootstrap computations of the Konishi operator dimension as a function of coupling, along with many other results. There will be many more exciting results coming from combining localization computations with the superconformal bootstrap, as this method can be generalized to many other theories.

### 2.5 Defects and Boundaries

Another fruitful direction for the numerical bootstrap has been to consider CFTs in the presence of defects, boundaries, and interfaces. For example, local operators living on the $\mathbb{Z}_2$ twist line defect of the 3d Ising model were studied in [120, 121], while bootstrap constraints on the 3d Ising and $O(N)$ models in the presence of a boundary were studied in [122–125]. Here there are different known choices of boundary conditions corresponding to “ordinary”, “special”, and “extraordinary” transitions. In particular, let us highlight the recent work [125] which derived strong bootstrap constraints on the extraordinary transitions using semi-definite programming methods (after making some positivity assumptions), which are nicely compatible with Monte Carlo results.

More generally, one can ask if there is a classification of possible conformal boundary conditions that a given bulk CFT could have. In general this is a hard problem, but some interesting progress was recently made in [126, 127] using numerical bootstrap methods, giving evidence for possible new boundary conditions that could be satisfied by bulk scalar fields.
The problem is more tractable in 2d, where extra symmetries and modular invariance lead to powerful constraints, see the recent work [128]. In the future it will be exciting to further combine together the constraints from the bulk and defect bootstrap setups to enable further progress on our understanding of conformal boundary conditions.

Significant progress has also been made in applying numerical bootstrap methods to supersymmetric defects, e.g. to line defects in 4d $\mathcal{N} = 4$ SCFTs [129, 130] and 4d $\mathcal{N} = 2$ SCFTs [131]. This is in addition to immense progress that has been made using analytical bootstrap methods [4]. An interesting hybrid approach combining the numerical bootstrap with information from integrability was also developed recently in [132, 133]. In the future it is likely that much more can be learned about defect CFTs by generalizing these analyses to mixed correlator systems, and by improving numerical bootstrap approaches in systems where the crossing relations lack positivity.

3 Algorithms and Software Tools

It is clear from past and present bootstrap studies that a tremendous amount of information is encoded in the crossing symmetry equations of CFTs. However, to date only a small portion of this information has been used — for example, most numerical bootstrap studies have focused on four-point functions of three or fewer primary operators. An important problem is to understand how to incorporate more crossing constraints into bootstrap studies, with the goal of revealing the full implications of crossing symmetry and unitarity. This presents two main algorithmic challenges:

- Find faster optimization methods, or ways to scale up current tools.
- Find efficient methods for exploring high-dimensional spaces of CFT data.

Below, we describe previous approaches to these challenges and highlight opportunities for future progress.

3.1 Convex Optimization Methods

One of the pioneering observations of [2] is that the constraints of crossing symmetry and unitarity can be explored with convex optimization. By applying linear functionals to the crossing equations and using unitarity, one obtains an infinite set of linear inequalities on an infinite number of variables. To derive bounds on CFT data, one searches for functionals that optimize various quantities, subject to the given inequalities.\(^2\) The initial work [2] performed optimizations using an off-the-shelf linear programming solver. Subsequently, in [13, 102, 135] it was demonstrated that general bootstrap problems can be phrased as semidefinite programs, which can be solved with interior point methods. Interior-point algorithms for bootstrap problems must often be run with high-precision arithmetic. Although

\(^2\)This approach closely mirrors an earlier approach to bounds on sphere packings due to Cohn and Elkies [134].
this incurs a large performance penalty relative to using machine precision, high-precision semidefinite programming methods can be more efficient and robust in practice than their linear-programming predecessors, and they have become popular for bootstrap problems.

One of the most widely-used optimizers for bootstrap computations is the semidefinite program solver SDPB [136], which was specially designed for the conformal bootstrap. Recently, SDPB was enhanced to use the Elemental library [137, 138] for distributed high precision linear algebra, improving speed and enabling parallelization across several HPC nodes. This new version of SDPB, described in [139] and available at [140], greatly expands the reach and applicability of numerical bootstrap techniques. Nevertheless, there are many opportunities for further scaling and improving this code, including implementing more sophisticated distributed linear algebra routines, improving memory management to allow scaling past ~ 500 cores, finding ways to reduce precision requirements, and leveraging new hardware like GPUs and FPGAs. These engineering challenges are tightly coupled to physics: an increase in the scale of solvable semidefinite programs could allow one to explore larger systems of crossing equations and thereby access new CFTs.

Bootstrap researchers have also explored other convex optimization techniques. For example, the popular package JuliBoots [141] implements a modified simplex algorithm (based on [12]) for solving semi-infinite programs. The program outer limits (included with SDPB) is an experimental implementation of outer approximation methods for bootstrap computations. A virtue of these methods is that they can easily incorporate more sophisticated spaces of functionals, see e.g. [142] in 1-dimensional CFTs. For higher-dimensional CFTs, it would be interesting to adapt these methods to incorporate functionals that are known to carry interesting analytical information, such as dispersive functionals [143–147]. It will also be important to explore whether new convex optimization techniques can reduce precision requirements in bootstrap computations.

### 3.2 Nonlinear Optimization Methods

In some cases, detailed knowledge of the structure of a bootstrap problem can lead to much more efficient solution methods. For example, in [148] the spinless modular bootstrap [149] was re-cast as a nonlinear optimization problem that can be solved efficiently with Newton’s method. A key ingredient in [148] was an accurate ansatz for the extremal spectrum (the set of scaling dimensions that appear in an optimal solution), which provided a good starting point for Newton’s method. The resulting approach is orders of magnitude faster than SDPB applied to the same problem [150].

To apply these methods more generally, an important challenge is to generate similarly clever ansatze for extremal spectra of higher-dimensional CFTs. This may require a more systematic understanding of the boundary of the space of unitary CFT data [151]. Extremal spectra of higher-dimensional CFTs have been explored using the so-called extremal functional method in a number of works [12, 18, 20, 101, 152–154], revealing intriguing but currently poorly-understood phenomena in the extremal spectrum near known CFTs. A clearer understanding of these phenomena may be important. Note that we find it unlikely that a
A major challenge for the modern numerical bootstrap is the need to search through high-dimensional spaces of scaling dimensions and OPE coefficients (CFT data). In favorable situations, scaling dimensions and OPE coefficients of operators in the correlators being studied — known as “external” CFT data — lie in allowed “islands.” To make physical predictions, we must identify the boundaries of these islands. In other words, it is not enough to solve an individual convex optimization problem for some given external CFT data — we must scan over the space of external CFT data, in principle solving an optimization problem at each point, to map out theory space. This challenge becomes more acute as one studies larger systems of correlation functions. The full problem of finding boundaries of allowed “islands” is intrinsically nonlinear and has no known convex relaxation.

A compound approach to this problem was introduced in [154] (and subsequently used in [43]), which consists of a “Delaunay triangulation search” in external dimension space and the use of a “cutting surface” algorithm in external OPE coefficient space. Both types of searches can be made more efficient with “hot-starting”, where one uses the final state of the solver from a previous calculation as the initial state (i.e. initial SDPB checkpoint file) in a new calculation [27].

The idea of the cutting surface algorithm is to take advantage of the fact that each computed functional, designed to exclude some chosen values of scaling dimensions and OPE coefficients, actually excludes a wide region of OPE coefficient space (without significant additional computation). This region is defined by a quadratic inequality. By testing successive points in OPE coefficient space, and taking intersections of multiple such regions, one can efficiently narrow down possible locations of allowed points. The works [43, 154] carried out this strategy in a 3-dimensional space of OPE coefficients, and in practice found that ∼ 30 or so tests were sufficient to rule out all of OPE coefficient space or find an allowed point.

It can happen that higher-dimensional islands are “smaller” along all their axes than lower-dimensional islands [14] — hence it can be physically important to compute islands in higher dimensions.
The basic idea of the Delaunay triangulation search is to start with a list of scaling dimensions \( \{ \Delta_i \} \) that are known to be either allowed or disallowed. Then one can perform a Delaunay triangulation of these points, focus on triangles that contain both allowed and disallowed points, and select suitable points inside those triangles to test. By iterating, one can find the boundary of the allowed region in dimension space. This is essentially a higher-dimensional version of binary search.

A weakness of the Delaunay triangulation search is that it treats the convex optimization solver as an oracle giving boolean answers ("allowed" or "disallowed"). In general, the solution to a convex optimization problem carries much more than a single bit of data, and it is thus desirable to extract more information about the space of allowed CFT data from each optimization. This is the motivation behind the introduction of "navigator functions" in [160]. The basic idea is to define a continuous and locally differentiable function \( N(x) \) of the CFT data \( x \) that is negative in the allowed region and positive in the disallowed region. By minimizing the navigator function (e.g. with gradient descent or the more sophisticated BFGS algorithm) one can efficiently locate an allowed region. A modification of this idea can also find the extreme value of some scaling dimension over the allowed region, giving an attractive approach to determining the ranges of allowed CFT data over complicated multidimensional spaces. Navigator function methods hold promise for searching CFT data in much higher dimensional spaces than have been previously attempted [21]. It will be important to explore navigator functions for different CFTs, finding ways to deal with local minima, discontinuities in derivatives, and other features that may hinder efficient optimization.

### 3.4 Hybrid Numerical/Analytical Approaches

The emergence of the numerical bootstrap also initiated a renaissance in analytical bootstrap methods, see the Snowmass white paper on the analytical conformal bootstrap [4]. Among other results, the analytic bootstrap has established the existence of multi-twist operators, which are families of operators whose scaling dimensions vary in a predictable way at large spin [161, 162]. Multi-twist operators can be seen in numerical bootstrap computations. For example, of the hundreds of operators in the 3d Ising and \( O(2) \) models revealed using extremal functional methods, most are double-twist [18, 154]. This suggests that by directly inputting analytical information about double-twist operators (and not forcing the optimization solver to reproduce known results), one may be able to extend the reach of numerical methods; see [22] for promising progress in this direction.

### 4 Computational Resources

Many simple conformal bootstrap calculations can be performed on a laptop, if one restricts to low-dimensional search spaces. On the other hand, the SDPB software has been designed to efficiently take advantage of parallelization on HPC clusters. E.g., on the XSEDE Comet cluster tests have shown that it has good scaling behavior up to 32 nodes (24 cores each). Many medium-to-large scale computations have now been performed using this software on
various university-based and national clusters. One example is the computation of scaling dimensions in the 3d Ising model \cite{14}, which used $\sim 200k$ CPU-hours spread over a period of 3 weeks. The most computationally-intensive runs (e.g. for the O(3) model \cite{43}) have used a few million CPU-hours, which go into testing order $O(100 - 1000)$ points in some space of CFT data, many of which can be computed in parallel, to map out an allowed region. Modern software tools (e.g. hyperion-bootstrap or simpleboot, see appendix A) have been designed to efficiently manage these searches on HPC clusters, utilizing the various search strategies (Delaunay search, cutting surface algorithm, navigator method, etc) described above.

The computation time scales with a number of factors, including the number of crossing equations, the size of the search space (typically parametrized using a derivative order $\Lambda$), the needed precision, the order of the conformal block approximation, and the number of constraints imposed (e.g., how many spins are included). There are often interesting tradeoffs to be made in deciding whether to add new crossing equations or push to higher values of $\Lambda$. The best strategy is often closely tied to interesting theoretical questions about which OPE channels are accessed and whether imposing gaps in those channels are effective in isolating physical CFTs.

One current computational bottleneck is the need for a significant amount of memory. To give a concrete example, we are currently running numerical bootstrap computations (targeting the Gross-Neveu-Yukawa models \cite{71}) on the XSEDE Expanse cluster, where standard compute nodes consist of two 64-core AMD EPYC 7742 processors with 256 GB of DDR4 memory. However, even computations at moderate derivative order $\Lambda = 27, 35$ run into memory constraints and can require more than the available 2 GB/core, leading to significant inefficiencies in our ability to take advantage of the cluster. The need for a large amount of memory/core is closely tied to the need for computations to run at a high precision ($\simeq 1000$ binary digits), reflecting large cancellations which occur when computing functionals with the desired positivity properties. In the future it will be important to identify ways to reduce the needed precision and memory/core in large-scale bootstrap computations.

5 Outlook

Over the last $\sim 14$ years the numerical conformal bootstrap has grown from a clever idea into a powerful set of machinery for learning about strongly-coupled conformal field theories. On the one hand, a relatively mature toolchain has been developed which allows for efficient explorations of the rigorous bounds that can be obtained by applying semidefinite programming methods to sets of CFT crossing equations. We are still only beginning to mine the quantitative constraints and qualitative insights that can be obtained using these methods, particularly when combined with insights from perturbative and lattice approaches. On the other hand, powerful new ideas keep emerging, most recently the navigator methods and numerical/analytical hybrid approaches, which help to illustrate that the numerical bootstrap may still see orders of magnitude improvements in the near future.
Many open questions remain for the numerical bootstrap: What is the most efficient basis of functionals? How does convergence of the island sizes relate to the chosen crossing relations and gaps imposed? How can one eliminate the need for high precision computations? What is the best way to incorporate analytical insights while preserving rigorous error bars? What is the optimal approach to mapping out high-dimension parameter spaces and placing constraints on subleading operator dimensions?

We are optimistic that making further progress on these questions will enable a new round of fundamental discoveries in theoretical physics, including the numerical classification of CFTs with a small number of relevant operators, definitive answers to longstanding questions about conformal windows of gauge theories in 3 and 4 dimensions, more-or-less complete numerical solutions of the known maximally-supersymmetric CFTs (and their holographic duals), and new robust starting points for Hamiltonian truncation studies of gapped phases [8]. Importantly, the numerical bootstrap can also be used as a discovery tool for finding previously unknown CFTs and as well as for identifying possible analytical solutions of known ones.

Finally, it is worth highlighting the many other bootstraps across both physics and mathematics where substantive progress has been recently made using numerical methods, including the S-matrix bootstrap [6], the matrix model bootstrap [163–165], the spectral geometry bootstrap [166–168], and the 2d modular bootstrap [149] along with its connection to sphere packing [169, 170]. Given the similarity of these problems and the methods used to tackle them, insights in one realm can have an immediate impact on the others. It is an exciting time to be bootstrapping!
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A Software for Setting Up Bootstrap Computations

Several different libraries have been developed to help set up bootstrap problems that can be solved by SDPB [140] or other methods. Publicly available codes include:

- **JuliBootS** [141]: A Julia-based package for solving bootstrap problems using linear programming methods

- **PyCFTBoot** [171]: A Python-based interface for setting up bootstrap computations for use with SDPB
• cboot [172]: A Sage module for setting up bootstrap computations for use with SDPB
• simpleboot [173]: A Mathematica framework for setting up bootstrap computations for use with SDPB
• hyperion-bootstrap [174]: A Haskell library for setting up numerical conformal bootstrap computations for use with SDPB

In addition various other “helper” software tools have been developed, including:

• scalar_blocks [175]: Computes conformal blocks appearing in 4-point functions of scalar operators in any dimension
• blocks_3d [80]: Computes conformal blocks appearing in 4-point functions of spinning operators in 3d
• CFTs4D [176]: Mathematica package for conformal bootstrap calculations in 4d
• virasoro [177]: A program for numerical computation of Virasoro block coefficients in 2d CFT
• autoboot [27]: A Mathematica package for generating mixed-correlator bootstrap equations given a global symmetry group and operator representations
• quadratic-net [154, 178]: A Haskell library and standalone executable for solving quadratically constrained problems, used in cutting surface algorithm
• tiptop [43, 179]: Generates successive points for searching for the maximum of an N-dimensional function in N+1-dimensional space
• spectrum: Extracts the extremal spectrum from an SDP solution (included in SDPB) following an algorithm introduced in [18, 180]
• approx_objective: Derivation of linear and quadratic variations of the objective function, used in Navigator approach [160] (included in SDPB)
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