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Abstract

We formulate and analyze the compound information bottleneck programming. In this problem, a Markov chain $X \to Y \to Z$ is assumed with fixed marginal distributions $P_X$ and $P_Y$, and the mutual information between $X$ and $Z$ is sought to be maximized over the choice of conditional probability of $Z$ given $Y$ from a given class, under the worst choice of the joint probability of the pair $(X,Y)$ from a different class. We consider several classes based on extremes of: mutual information; minimal correlation; total variation; and the relative entropy class. We provide values, bounds, and various characterizations for specific instances of this problem: the binary symmetric case, the scalar Gaussian case, the vector Gaussian case and the symmetric modulo-additive case.
Finally, for the general case, we propose a Blahut-Arimoto type of alternating iterations algorithm to find a consistent solution to this problem.

I. INTRODUCTION AND PROBLEM FORMULATION

The information bottleneck (IB) methodology [1] plays a central role in data compression problems such as remote source coding and compression in oblivious relays, and more recently, it has found application in serving as a theoretical analysis tool to machine-learning algorithms, e.g. [2] (see Sec. I.A for a detailed overview). Another important aspect of the IB methodology is that it provides a universal distortion measure for data compression when the desired distortion measure is either unavailable or cannot be defined. Nonetheless, in most practical cases, the distribution of the source involved in the IB problem is also not known with perfect accuracy (e.g., when it is estimated from a finite sample). In this paper, this aspect motivates us to introduce a compound version of the IB problem, in which the source distribution is only known to belong to a given class, and the
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representation chosen by the IB method is chosen to be the best possible under the worst-case choice within the class. We next exemplify this in two different compression scenarios – remote source coding and oblivious relays.

First, consider the compound remote source coding system [3]–[5] illustrated in Fig. 1. Let $P_X$ be a source of information generating the sequence $X^n$. The encoder observes $Y^n$ which is a noisy version of $X^n$. Then, the encoder produces a compressed representation $W$, which is later on mapped by the decoder to the reconstructed sequence $Z^n$. The distortion is evaluated between $X^n$ and $Z^n$, while the rate is the relative number of bits required to represent $W$. The encoder’s goal is to find a compression strategy that extracts from $Y^n$ the relevant information regarding $X^n$, when the distribution of the channel $P_{Y|X}$ is not known in advance and cannot be accurately learned. This compound setting generalizes the classical remote source coding model studied by Dobrushin and Wolf [6], [7]. A different, yet related, problem of compound rate-distortion is in terms of distortion measure mismatch [8]. In particular, consider a setting where the lossy compression codebook is generated for the purpose of minimizing the distortion under the distortion measure $d_0(\cdot, \cdot)$, but the average distortion of the reconstructed sequence is evaluated via a different distortion measure, $d_1(\cdot, \cdot)$. Furthermore, $d_1(\cdot, \cdot)$ can be a member of a certain class of distortion measures deviated from the nominal distortion $d_0(\cdot, \cdot)$.

The compound IB problem studied in this paper, can be interpreted as a remote source coding, in which the (logarithmic) distortion measure is determined by one member from the class of possible $P_{XY}$, and thus is not completely specified.

Second, consider the oblivious communication system illustrated in Fig. 2, which is a simplified model for cloud communication with oblivious processing [9]. The network consists of a transmitter, a relay and a user. The channel from the transmitter to the relay is modeled as a discrete memoryless channel (DMC) $P_{Y|X}$. The relay communicates messages to the receiver through a noiseless backhaul link of finite capacity. The transmitter maps the message $M$ to a codeword $X^n$ and transmits it through a DMC $P_{Y|X}$ to the relay. The relay is unaware of communicating parties’ codebook, but is capable of learning the marginal distribution of $Y$ from the received sequence $Y^n$. The relay represents $Y^n$ with an index $W$ and sends it to the user via the noiseless finite capacity backhaul link. The receiver then decodes $\hat{M}$. The system designer’s goal is to construct a reliable communication scheme with the highest rate possible robust to the model constraints.

In practice, the relay is usually oblivious regarding the statistical characteristics of the channel $P_{Y|X}$,
but may assume that it belongs to a member of some defined class of channels. In fact, even if large
number of samples had been available to learn the channel, and sophisticated learning algorithms
are deployed, $P_{Y|X}$ can not be learned since the codebook is random, and typically changes per
message (motivated, e.g., by cryptographic requirements). In this event, the codebook-oblivious relay
performs a remote source coding with, loosely speaking, a compound distortion measure that gauges
the ability of the receiver to decode the transmitted message. Therefore, this scenario too falls into
the framework of compound IB.

Formally, we define the compound information bottleneck (COMIB) problem as follows. Let $(X, Y)$
be a pair of random variables, and fix their marginals to $P_X$ and $P_Y$, respectively. Consider all random
variables $Z$ satisfying the Markov chain $X \rightarrow Y \rightarrow Z$. Unlike the standard IB problem, in which the
joint distribution of $P_{XY}$ is fixed, here we consider an uncertainty set for this joint distribution, and
aim to solve

$$P_{r_{com}}^c(P_{XY}, D_{Z|Y}) = \max_{P_{Z|Y} \in D_{Z|Y}} \min_{P_{XY} \in P_{XY}} I(X; Z),$$

(1)

where $I(X; Z)$ is the mutual information between $X$ and $Z$. Thus, the set $D_{Z|Y}$ is the set of possible
representations, and the set $P_{XY}$ is the uncertainty set of the joint distribution. The class $D_{Z|Y}$ will
be the usual IB class, i.e., $D_{Z|Y} = \{P_{Z|Y} : I(Y; Z) \leq C_2\}$, or a restricted subset of this class, with
an additional structure. The class $P_{XY}$ will take one of the following variants:

- **Privacy Funnel (PF) class**: $P_{XY} = \{P_{XY} : I(X; Y) \geq C_1\}$. This class is motivated by trade-
offs between privacy and utility, for example, of a health maintenance organization that wishes
to share as much relevant information as possible to a an external partner, without disclosing
the personal details of its patients. This setting can be modeled as a user that has two types
of correlated data, a private data, represented by the random variable $Z$, and a public data,
represented by a random variable $Y$, which he would like to share with an analyst. To diminish
the inference capabilities of the analyst to extract private data from observing $Y$, the user instead
shares a distorted version of $Y$ denoted by $X$ [10]. In the COMIB problem studied here, the
inference from $X$ to $Z$ is minimized over the representation $P_{Z|Y}$, with the assumption that the
disclosed information (in $X$) will be as private as possible.

- **Minimal Correlation class**: $P_{XY} = \{P_{XY} : \mathbb{E}[XY] \geq \rho_1\}$. This class is motivated by the
compressed representation canonical correlation analysis (CRCCA) [11]. The interpretation is similar
to the privacy funnel case, only here the correlation replaces the mutual information as a measure
of statistical dependence.

- **Total Variation (TV) class**: $P_{XY} = \{P_{XY} : d_{TV}(P_{XY}, P_1) \leq D_1\}$, where the total variation
distance between two probability vectors $p$ and $q$ is defined as $d_{TV}(p, q) = \sum_{i=1}^{n} |p_i - q_i|$. This
class is motivated by finite sample analysis for IB setting [12], where the true joint law $P_1$ of
(X, Y) is not known, but rather its empirical co-occurrence distribution, P_{XY}, is used to calculate an estimate of the IB functional. Thus, COMIB method then provides bound on the extent in which the underlying distribution should be estimated in order to solve the IB problem.

- Kullback–Leibler divergence (KLD) class: \( \mathcal{P}_{XY} = \{ P_{XY} : D(P_{XY}||P_1) \leq \epsilon_1 \} \). This class is commonly used by statisticians as a natural metric for model mismatch [13], is considered as a natural geometric “distance” between systems [14], and is utilized as a robustness measure for arbitrary deviations of the prior from the nominal distribution in robust hypothesis testing problems [15]. For the particular scenario of Gaussian nominal distribution, they were used to provide alternative bounds on MMSE [16]. Furthermore, they were applied to propose a reliable power distribution protocol in wireless communications [17].

For all the above classes, we will typically assume in the rest of the paper that the joint distribution is constrained to the given marginals, i.e., \( \sum_x P_{XY}(x, y) = P_Y(y) \) and \( \sum_y P_{XY}(x, y) = P_X(x) \). Since the COMIB problem generalizes the IB problem, we next review the central results and approaches to the IB problem, before describing our results. As said, choosing the class \( \mathcal{P}_{XY} \) to a singleton, i.e., \((X, Y)\) is a bivariate source characterized by a fixed joint probability law \( P_{XY} \), recovers the standard IB problem [1], namely,

\[
R^{\text{IB}}_{P_{XY}}(D_{Z|Y}) = \max_{P_{Z|Y} \in D_{Z|Y}} I(X; Z). \tag{2}
\]

For discrete alphabets, this problem was originally studied in [18] as a method to characterize common information [19]. The IB method is essentially a remote source coding problem [6], [7], choosing the distortion measure as the logarithmic loss, and thus recovers remote source coding by taking \( D_{Z|Y} \) as a maximal distortion constraint set.

In addition, Privacy Funnel (PF), a dual problem to the IB framework [10], [20], can also be recovered from (1) by setting \( \mathcal{P}_{XY} \) as PF family and \( D_{Z|Y} \) to contain a singleton, that is,

\[
R^{\text{PF}}_{P_{XY}}(C_1) = \min_{P_{XY} : I(X; Y) \geq C_1} I(X; Z). \tag{3}
\]

Therefore, under a PF constraint, the problem introduced in (1) is actually a composition of the IB and PF problems. This makes the problem in (1) rather delicate – e.g., if \((Y, Z)\) are jointly Gaussian, even the standard PF rate is zero, since one can use the channel from \(Y\) to \(X\) to describe the less significant bits of \(Y\) [21].

The IB problem is a non-convex optimization problem and a general closed form solution does not exist except for some particular settings. It was approached via several strategies. When \((X, Y)\) is a doubly symmetric binary source (DSBS) [22] with transition probability \(p\), it was shown in [23] that binary symmetric channels are optimal via Mrs. Gerber’s lemma [24] (see also the examples in [18] and [25]). When \((X, Y)\) are jointly multivariate Gaussians, it was shown in [26] that the
optimal distribution of $(X, Y, Z)$ is also jointly Gaussian. The optimality of the Gaussian test channel can be proved using the Entropy Power Inequality (EPI) [27], or by utilizing the I-MMSE relation and Single Crossing Property [28], [29]. Moreover, under the I-MMSE framework, the proof can be readily extended to Jointly Gaussian Random Vectors $(X, Y)$ [29]. In a different, and more general case, when $(X, Y, Z)$ are discrete random variables, a locally optimal $P_{Z|Y}$ can be found by iteratively solving a set of self-consistent equations. A generalized Blahut-Arimoto algorithm was proposed to solve those equations in [1], [30]–[33]. Finally, a particular case of deterministic mappings from $X$ to $Y$ was considered in [34].

In this work, we address the compound setting for the IB problem, with the goal of providing similar results. First, we address the DSBS and Gaussian (scalar and vector) settings. Second, we analyze the KLD class for $P_{X|Y}$ for the particular choice of jointly Gaussian random variables. Then, we consider general modulo additive channels, with modulo additive representations, and provide various bounds on the COMIB function with PF-based compound set, and then with TV-based compound set. Finally, we return to the general discrete alphabet case with PF based compound set, and propose an alternating algorithm, which essentially iterates between the maximization over $P_{Z|Y}$ (an IB problem) and minimization over $P_{XY}$ (a PF problem). We further specialize this algorithm to the modulo-additive setting, obtaining an elegant and efficient computational method.

A. Related work

In many problems in learning, there is an interest to represent data $Y$, with a compressed version $Z$ that captures as much relevant information as possible with a fixed number of bits. One possible approach to handle such problem is via rate distortion theory for lossy source coding. However, the utilization of rate distortion theory, requires specifying a distortion function first, and it is usually intractable finding such function for real data scenarios. A pioneering work by Tishby et al. [1], suggested the IB framework, where additional variable $X$ determines relevance (for example, it can be the labeling of the data). The quality of distortion is measured by the mutual information between $X$ and $Z$, thus revealing a more natural distortion measure. This framework is closely related to a variety of problems in information theory, such as remote source coding [7], conditional entropy bound (CEB) [18], common reconstruction [35], and information combining (IC) [25], [36]. See an overview in a recent comprehensive tutorial on the IB method and related problems [23]. Applications of the IB problem in machine-learning are detailed in [2], [26], [37], [38].

In the coding-theoretic context, it has been recently shown that the IB method can be used to reduce the data transfer rate and computational complexity in 5G low-density parity check (LDPC) decoders [39], [40]. Furthermore, it is also related to construction of good polar codes [41]. In this problem, the value of the capacity of the polarized channels is required in order to identify the location of
"frozen bits" in the codeword. However, the output-alphabet size of the polarized channels increases exponentially, and so quantization is employed in order to reduce the computational complexity. The quality of the quantization scheme is then assessed via mutual information preservation. It can be shown that the corresponding IB problem upper bounds the mutual-information after quantization technique.

General quantization algorithms based upon the IB method were considered in [42]–[44]. Furthermore, a relationship between the KL means algorithm, and the IB method has been discovered in [45]. In [46] a robust IB program was proposed, with the goal of extracting features that are simultaneously relevant and robust. Unlike in this paper, therein the channel from $Y$ to $Z$ is made robust, as measured in terms of Fisher Information.

With more generality, the IB problem connects to many other timely aspects. These include game theory and Nash equilibrium [47], capital investment [48], distributed learning [37], deep learning [2], [49]–[52] and convolutional neural networks [53], [54].

B. Notations and Preliminaries

Throughout the paper, random variables are denoted using a sans-serif font, e.g., $X$, their realizations are denoted by the respective lower-case letters, e.g., $x$, and their alphabets are denoted by the respective calligraphic letters, e.g., $\mathcal{X}$. The cardinality of a finite set, say $\mathcal{X}$, is denoted by $|\mathcal{X}|$. The probability distribution function of $X$, the joint distribution function of $X$ and $Y$, and the conditional distribution of $X$ given $Y$ are denoted by $P_X$, $P_{XY}$ and $P_{X|Y}$ respectively. The expectation of $X$ is denoted by $E[X]$. Random vectors and their realizations are denoted in the respective bold font, say $\mathbf{X}$ and $\mathbf{x}$.

Marginal probability vector is denoted by a lowercase boldface letter, i.e., $q \triangleq \{P(X = x)\}_{x \in \mathcal{X}}$. The $n-1$ dimensional simplex, i.e, the set of all $n$-ary probability vectors, is denoted by $\Delta_n$. For an integer $n$, the set of indices from $1$ to $n$ is denoted by $[n] \triangleq \{1, \ldots, n\}$. The standard $k$-th basis vector of $\mathbb{R}^n$ is denoted by $\mathbf{e}_k^{(n)}$, i.e., $[\mathbf{e}_k^{(n)}]_j \triangleq \delta_{jk}$, where $\delta_{jk}$ is Kronecker’s delta. Furthermore, the all ones vector is denoted by $\mathbf{e}_n$, the uniform distributed probability vector is denoted by $\mathbf{u}_n = \mathbf{e}_n/n$, and the all zeros vector is denoted by $\mathbf{0}_n = [0, \ldots, 0]^T$. Subscript $n$ and superscript $(n)$ are omitted when the dimension is clear from context. The transition matrix $T$ from $X$ to $Y$ is denoted by $T_{ij} \triangleq P(Y = i|X = j)$, $i \in \mathcal{Y}, j \in \mathcal{X}$.

All logarithms are taken to the natural base. The entropy function in $\mathbb{R}^n$ is the function $h : \mathbb{R}^n_+ \to \mathbb{R}$, given by $h(x) \triangleq -\sum_{i=1}^n x_i \log x_i$. When $q$ is the probability vector of random variable $X$, then $h(q)$ is the entropy of $X$. 
The indicator function $I_S(x)$ of a set $S$ is denoted by

$$I_S(x) \triangleq \begin{cases} 1, & x \in S \\ 0, & x \notin S. \end{cases} \quad (4)$$

The doubly symmetric binary source (DSBS) $(X, Y)$ with parameter $\alpha$ is defined via the following joint PMF $P_{XY}(x, y) = \frac{1}{2}(\alpha \cdot I(x \neq y) + (1 - \alpha)I(x = y))$. One's complement is denoted with a bar, i.e., $\bar{x} = 1 - x$. The binary convolution of $x, y \in [0, 1]$ is defined as $x * y \triangleq x\bar{y} + \bar{x}y$. The binary entropy function is defined as $h_b(p) \triangleq -p \log p - (1 - p) \log(1 - p)$. The inverse of the binary entropy function restricted to the domain $[0, 1/2]$ is denoted by $h_b^{-1}(\cdot) : [0, \log 2] \to [0, 1/2]$. The maximum of $x$ and 1 is denoted by $[x]^+ \triangleq \max\{x, 1\}$. Similarly, the minimum of $x$ and 1 is denoted by $[x]^− \triangleq \min\{x, 1\}$.

A simple way to obtain solutions to (1) is by establishing a saddle point property. We briefly remind the reader this property as it will be used multiple times in the proofs.

**Lemma 1 (Optimality of Saddle Point [55, Sec. 5.4.2]):** Suppose there exists a saddle point $(\tilde{w}, \tilde{z})$, satisfying $f(\tilde{w}, \tilde{z}) = \inf_{w \in \mathcal{W}} f(w, \tilde{z})$ and $f(\tilde{w}, \tilde{z}) = \sup_{z \in \mathcal{Z}} f(\tilde{w}, z)$, then

$$f(\tilde{w}, \tilde{z}) = \inf_{z \in \mathcal{Z}} \sup_{w \in \mathcal{W}} f(w, z).$$

(5)

**II. RESULTS - AN OVERVIEW**

**A. Binary Y**

In this section, we begin with a simple, yet canonical, example of binary random variables, for which full characterization of (1) can be found.

Suppose $Y$ is a Ber(0.5) random variable with PF type of $P_{XY}$ (no cardinality constraint on $Z$). Let $R_{\text{bin}}(C_1, C_2)$ denote the COMIB with a PF constraint for this setting. The optimal solution here depends on the cardinality of $X$, and possibly of $Z$.

**Proposition 1:** Assume that $X$ is binary. Then, the optimal $(X, Y)$ are distributed as a doubly symmetric binary source (DSBS) with parameter $\alpha$, where $\alpha = h_b^{-1}(1 - C_1)$. Furthermore, the optimal $P_{Z|Y}$ in this case is a BSC with parameter $\beta = h_b^{-1}(1 - C_2)$. The compound rate is thus $R_{\text{bin}}(C_1, C_2) = 1 - h_b(\alpha + \beta)$.

The proof of Prop. 1 appears in Sec. VII.A.

Next, assume that $Y$ is Ber(0.5), but there are no constraints on neither $X$ nor $Z$.

**Proposition 2:** The optimal $P_{Z|Y}$ is a BSC with parameter $\delta = h_b^{-1}(1 - C_2)$, while the optimal $P_{X|Y}$ is a BEC with parameter $\epsilon = 1 - C_1$. The optimal rate in such case is $R_{\text{bin}}(C_1, C_2) = C_1 \cdot C_2$. 
Prop. 2 can be established by combining [18, IV.C] with [25, Thm. 1] and Lemma 1, and its proof is omitted. We also note in passing that it appears to be challenging to find a closed-form analytical solution for the asymmetric binary setting, i.e., when $Y$ is not uniform.

**Remark 1:** Note that in this section there is no explicit constraint on the marginal probability of $X$, rather its cardinality. Making such assumption might make this problem trivial. For example, assuming that $X \sim \text{Ber}(1/2)$ restricts $P_{XY}$ to a DSBS.

**B. Scalar Gaussian $(X, Y)$**

We begin with a fundamental scenario where the marginal distributions of $X$ and $Y$ are both Gaussian. Note that in contrast to the symmetric uniform Bernoulli setting, which restricts the channel from $X$ to $Y$ being a BSC, here, Gaussianity of the marginals does not imply the joint distribution of $(X, Y)$ being Gaussian [56, Ch. 4.7]. Thus, the result of the following theorem is more complicated than that of Prop. 1. Let $R^{\text{sc-G}}(\rho, C)$ denote the value of (1) with $P_{XY}$ being the minimum correlation class with parameter $\rho > 0$ and $Q_{Z|Y}$ being the IB bottleneck class with parameter $C$.

**Theorem 1:** It holds that $R^{\text{sc-G}}(\rho, C) = -\frac{1}{2} \log(1 - \rho^2 \rho_C^2)$, with $\rho_C^2 = 1 - 2^{-2C}$, and jointly Gaussian $(X, Y, Z)$ is the unique optimizer of (1).

The proof of this theorem appears in Sec. VII.B.

**C. Vector Gaussian $(X, Y)$**

Now, suppose that $X$ and $Y$ are jointly Gaussian random vectors of dimension $n$. Let $R^{\text{vec-G}}(C_1, C_2)$ denote the value of (1), with $P_{XY}$ being the PF constraint with capacity $C_1$, and $Q_{Z|Y}$ is the IB bottleneck class with capacity $C_2$.

**Theorem 2:** It holds that $R^{\text{vec-G}}(C_1, C_2) = -\frac{n}{2} \log(1 - \rho_k^2 \rho_C^2)$, where $\rho_k^2 = 1 - 2^{-2C_k/n}$ for $k \in \{1, 2\}$. The optimal triplet $(X, Y, Z)$ is jointly Gaussian with independent components.

In particular, this result establishes that the worst case channel $P_{Y|X}$ is an Additive White Gaussian Noise, and its optimal representation $P_{Z|Y}$ is also white.

The proof of this theorem is given in Sec. VII.D.

**D. Additive Channels with KL-divergence Constraint**

Suppose $Y \sim \mathcal{N}(0, 1)$ and the channel from $Y$ to $X$ is an additive Gaussian noise channel, namely, there exist a random variable $W \sim \mathcal{N}(0, \sigma^2)$ such that $X = Y + W$.

Let $R^{\text{KL-G}}(\epsilon_1, C_2)$ denote the value of (1) with $P_{XY}$ being the KLD constraint with “distance” $\epsilon_1$ and $Q_{Z|Y}$ is the IB bottleneck class with capacity $C_2$, where $N_0 \sim \mathcal{N}(0, \sigma_0^2)$. We have the following result.
Theorem 3: Let $\sigma_*$ be the solution to \( \frac{1}{2} \log \frac{\sigma^2}{\sigma_0^2} + \frac{\sigma^2}{2\sigma_0^2} - \frac{1}{2} = \epsilon_1 \). The COMIB rate with KLD constraint is given by:

\[
R(\epsilon_1, C_2)^{KL-G} = \frac{1}{2} \log \left( \frac{1}{1 - (1 - 2^{C_2}) \frac{1}{1 + \sigma_*^2}} \right).
\]  

(6)

The proof of Thm. 3 is given in Supplementary Material.

E. Modulo Additive Channels with PF Constraint

In this section, we return to the (general) discrete alphabet case, yet we restrict our attention to a symmetric setting with the following assumptions:

\[
P_{XY} \triangleq \{ P_{XY} : X \sim \text{unif}[n], Y = X \oplus W, H(W) \leq \eta_1 \},
\]

(7)

\[
Q_{Z|Y} \triangleq \{ P_{Z|Y} : Z = Y \oplus V, H(V) \geq \eta_2 \}.
\]

(8)

This setting implies $|X| = |Y| = |Z| = n$. Moreover, it also holds that $Z = X \oplus W \oplus V$, where $\oplus$ is a modulo-$n$ additive operator, so that $X \to Y \to Z$ holds. Using $H(W) \equiv H(P_W)$ and $H(V) \equiv H(P_V)$, we observe that $I(X; Z) = \log n - H(P_W \ast P_V)$, where $\ast$ is the $n$-ary convolution operator. Thus, the solution to (1) is equivalent to the solution of

\[
R^{\text{mod}}(\eta_1, \eta_2) \triangleq \min_{P_X : H(P_X) \geq \eta_1} \max_{P_W : H(P_W) \leq \eta_1} H(P_W \ast P_V).
\]

(9)

In (8) we have confined the channel $P_{Z|Y}$ to be modulo additive, which may be too restrictive in general. Nonetheless, when the IB function is strictly convex, the modulo additive channel assumption for $Q_{Z|Y}$ can be relaxed. Indeed:

Proposition 3: Fix a joint PMF $P_{XY} \in \mathcal{P}_{X|Y}$, where $\mathcal{P}_{X|Y}$ as defined in (7). Denote by $T$ the transition probability matrix from $Y$ to $X$. Assume that function $R_T^{\text{CEB}}(\eta)$ defined by

\[
R_T^{\text{CEB}}(\eta) \triangleq \min_{P_{Z|Y}} \max_{H(Y|Z) \geq \eta} H(X|Z)
\]

is a strictly convex function of $\eta$, then it is equivalent to the following problem:

\[
g_T(\eta) \triangleq \min_{P \in \Delta_n : h_n(p) \geq \eta} h_n(Tp),
\]

(11)

where $\Delta_n$ is the $n$-dimensional simplex, and the optimal channel from $Y$ to $Z$ is also a modulo additive channel.

Thus, if the strict convexity holds then modulo additive channels form a saddle point in (9), and are thus optimal via Lemma 1 (in the restricted class of modulo additive $P_{XY}$). We postpone the proof of Prop. 3 to Supplementary Material.

Remark 2: Prop. 3 establishes equivalence between the problems addressed in [57] and [18]. However, as was shown in [57], the function $g_T(\eta)$ is not convex in general, and therefore we cannot
universally utilize Prop. 3. We may use it only for regions of \( \eta \) where \( g_T(\eta) \) is convex. Nonetheless, it was shown in [57] that \( g_T(\eta) \) is convex for all binary channels and noiseless channels.

We will next show that in the low-SNR regime, specifically, when \( \eta_1 \geq \log(n-1) \), the optimal distribution achieving (9) has a unique structure, characterized by generalized Hamming channels. We first give a proper definition of such channels. A PMF \( p \in \Delta_n \) is called \((\alpha, n)\)-Hamming [57], if for some \( \alpha \in [0, 1] \), it is of the form

\[
p = \alpha \cdot e_n + \bar{\alpha} \cdot u_n = \left( \alpha + \frac{\bar{\alpha}}{n}, \frac{\bar{\alpha}}{n}, \ldots, \frac{\bar{\alpha}}{n} \right).
\] (12)

That is, \( p \) is an \( \alpha \)-mixture between the deterministic PMF \( e_n \) and the completely noisy PMF \( u_n \) (a uniform distribution over \( n \)). Also note that as \( \alpha > 0 \) then \( p \) is ordered where the first probability is the largest and all the other \( n-1 \) probabilities are smaller and equal to each other. For negative values of \( \alpha \), the vector on the RHS of (12) is a PMF only if \( \alpha \in \left[ -\frac{1}{n-1}, 0 \right) \). In that case it has a full support, the first probability is the smallest, and all the other \( n-1 \) probabilities are the largest and equal to each other. Note also that \( p = u_n \) for \( \alpha = 0 \) and then \( h(p) = \log n \), while \( p = (0, u_{n-1}^T)^T \) for \( \alpha = -\frac{1}{n-1} \) and then \( h(p) = \log(n-1) \). We thus generalize the Hamming PMF for all \( \alpha \in [-1, 0] \) as follows. A PMF \( p \) is \((\alpha, n, k)\) negative-Hamming if

\[
p = [\alpha \cdot e_k + \bar{\alpha} u_k, 0_{n-k}],
\] (13)

where \( k \in [n] \) is such that \( \alpha \in \left( -\frac{1}{k-1}, 0 \right] \). Strictly speaking, an \((\alpha, n, k)\) negative-Hamming probability vector has a support \( k \), with first \( k-1 \) equal elements and the \( k \)-th element is smaller than the first \( k-1 \) ones.

**Theorem 4:** Consider the optimization problem defined in (9), and assume that \( \eta_1 \geq \log(n-1) \). Then, the optimal \( P_V \) and \( P_W \) are a regular Hamming channel with parameters \((\alpha, n)\) and a negative Hamming channel with parameters \((\beta, n, n)\), respectively, where \( \alpha \) is the positive root of

\[
\eta_2 + \left( \alpha + \frac{\bar{\alpha}}{n} \right) \log \left( \alpha + \frac{\bar{\alpha}}{n} \right) + \frac{(n-1)\bar{\alpha}}{n} \log \frac{\bar{\alpha}}{n} = 0,
\] (14)

and \( \beta \) is the negative root of

\[
\eta_1 + \left( \beta + \frac{\bar{\beta}}{n} \right) \log \left( \beta + \frac{\bar{\beta}}{n} \right) + \frac{(n-1)\bar{\beta}}{n} \log \frac{\bar{\beta}}{n} = 0.
\] (15)

Furthermore,

\[
R^{\text{mod}}(\eta_1, \eta_2) = - \left( \alpha \beta + \frac{\bar{\alpha} \bar{\beta}}{n} \right) \log \left( \alpha \beta + \frac{\bar{\alpha} \bar{\beta}}{n} \right) - \frac{(n-1)\alpha \beta}{n} \log \frac{\bar{\alpha} \beta}{n}.
\] (16)

We postpone the proof of this theorem to Sec. VII.E.

**Remark 3:** This elegant result does not extends to the regime \( \eta_1 \in (0, \log(n-1)) \), as the
following counterexample demonstrates. Suppose $P_W = p$ is a negative Hamming channel with parameters $(0.46, 3, 2)$, and take $\eta_2 = 0.7$. In this case, the positive Hamming point is given by $q^+ = (0.866, 0.067, 0.067)^T$, which achieves an output entropy of $h(p \ast q^+) = 1.179$ (bits). However, taking $q^- = (0.857, 0.031, 0.112)^T$ gives us $h(p \ast q^-) = 1.165 < h(p \ast q^+)$ (bits).

We next provide bounds on (9) which complement the result of Thm. 4.

**Theorem 5:** If $\eta_1 \in (0, \log(n-1))$, then

$$R^{\text{mod}}(\eta_1, \eta_2) \leq -(\alpha \beta + \frac{\alpha \beta}{k} + \frac{\alpha}{n}) \log \left( \frac{\alpha \beta}{k} + \frac{\alpha}{n} \right) - (k-1) \left( \frac{\alpha \beta}{k} + \frac{\alpha}{n} \right) \log \left( \frac{\alpha \beta}{k} + \frac{\alpha}{n} \right) - (n-k) \left( \frac{\alpha}{n} \right) \log \left( \frac{\alpha}{n} \right),$$

(17)

where $\alpha$ is the positive root of (14) and $\beta$ is the parameter of the negative Hamming PMF (13) with entropy $\eta_1$. If $n = 3$, then

$$R^{\text{mod}}(\eta_1, \eta_2) \geq (1 + \beta) h_b \left( \frac{1-\alpha}{3} \right) + (1 + \beta) \left( 1 - \frac{1-\alpha}{3} \right) - \beta \eta_2,$$

(18)

where $\alpha$ is the positive root of (14) and $\beta$ is the parameter of the negative Hamming PMF (13) with entropy $\eta_1$. If $n > 3$, then

$$R^{\text{mod}}(\eta_1, \eta_2) \geq -\left( \alpha \beta + \frac{\alpha \beta}{n} \right) \log \left( \alpha \beta + \frac{\alpha \beta}{n} \right) - \frac{(n-1) \alpha \beta}{n} \log \frac{\alpha \beta}{n},$$

(19)

with $\alpha$ and $\beta$ being the positive roots of (14), and (15).

The proof of this theorem is relegated to Sec. VII.F.

Finally, we consider the high-SNR regime, namely the scenario where $\eta_1$ is small. In such case we have the following characterization of the optimal distributions and rate.

**Theorem 6:** Suppose $\eta \ll 1$, then

$$R^{\text{mod}}(\eta_1, \eta_2) - \eta_2 = \alpha \beta \log \left( 1 + \frac{\alpha}{1-\alpha} \right) \cdot (1 + o(1)),$$

(20)

with $\alpha$ and $\beta$ being the positive roots of (14), and (15), and $o(1)$ vanishes when $\eta_1 \downarrow 0$. Asymptotically, optimal $P_W$ and $P_V$ are both positive Hamming distributions satisfying the constraints with equality.

The proof of this theorem is relegated to Sec. VII.G.

**III. Modulo Additive Channels with TV Constraint**

Let $\delta \in (0, 2)$ be given, and a nominal modulo additive channel represented by $P_W(0)$. In this section, the constraint $H(W) \leq \eta_1$ in $P_XY$ from the previous section is replaced with the constraint $d_{TV}(P_W, P_W(0)) \leq \delta$ (the set $Q_Z|Y$ remains the same). We denote the resulting COMIB value as $R^{TV}(\delta, \eta_2)$. 
A natural approach is to relate $R_{TV}^\delta(\eta_2)$ to the standard bottleneck problem $R(0, \eta_2) = R_{TV}^{CEB}(\eta_2)$ via the continuity of entropy in the total variation metric. This idea was used, e.g., in [12], to establish generalization bounds for the bottleneck problem, that is, in the regime of vanishing $\delta$. Here, we present a tighter result, valid for any $\delta \in (0,1)$. To this end, recall that the entropy difference of two PMFs in $\Delta_n$ of total variation $\delta$ is bounded by $\omega(\delta, n) \triangleq \frac{1}{2}\delta \log(n - 1) + h_b(\frac{\delta}{2})$ [58], [59].

Proposition 4: For any $\delta \in (0, 1)$

$$|R_{TV}(\delta, \eta_2) - R_{TV}^{CEB}(\eta_2)| \leq \omega(\delta, n),$$

(21)

where $R_{TV}(\eta_2)$ from (10) is computed at $P_0$. Proposition 4 relates the compound IB to the standard IB problem, however, the latter is, in general, difficult to compute (and requires, for example, an alternating minimization algorithm, as in Section IV). In what follows, we will state computable upper and lower bounds to $R_{TV}(\delta, \eta_2)$. To this end, let $T$ be a channel transition matrix, and let $\theta(T) \in [0, 1]$ be the Dobrushin contraction coefficient of $T$ [60]

$$\theta(T) \triangleq \max_{\mathbf{p}, q \in \Delta_n : \mathbf{p} \neq q} \frac{d_{TV}(T \mathbf{p}, T \mathbf{q})}{d_{TV}(\mathbf{p}, \mathbf{q})}$$

(22)

$$= \frac{1}{2} \max_{i, i' \in [n] : i \neq i'} d_{TV}(T_i, T_{i'}),$$

(23)

where $T_i$ is the $i$th row of $T$ (the second inequality is a "two-point characterization"). Thus, at worst case, the computation of $\theta(T)$ requires $n^2 - n$ total variation distance calculations. Furthermore, if $T \in [0, 1]^{n \times n}$ is obtained by $n$ permutations of a PMF, then only $n - 1$ total variation distance calculations are required. Second, let $\Gamma(\delta) \triangleq \min_{\mathbf{q} \in \Delta_n : d_{TV}(\mathbf{q}, \mathbf{u}_n) \leq \delta} H(\mathbf{q})$ be the minimal entropy over a total variation ball centered at $\mathbf{u}_n$. This problem has a closed-form solution [61, Thm. 3] as follows: If $1 - 1/n \leq \delta/2$ then the optimal solution is $\mathbf{q} = (1, 0, \ldots, 0)$ and $\Gamma(\delta) = 0$. Otherwise, let $n_0(\delta) \triangleq \lfloor n + 1 - n\delta/2 \rfloor$, and then the optimal solution is $\mathbf{q}^* = (1/n + \delta/2, 1/n, \ldots, 1/n, (n - n_0(\delta) + 1)/n - \delta/2, 0, \ldots, 0)$ (there are $n_0 - 2$ terms of $1/n$ so the support size of this solution is $n_0$). Therefore, for $\delta \in [0, 2 - 2/n]$ the function $\Gamma(\delta)$ is strictly positive and strictly decreasing with extreme values of $\Gamma(0) = \log n$ and $\Gamma(2 - 2/n) = 0$. So, there exists an inverse function to $\Gamma(\delta)$, which we denote by $D(\eta) : [0, \log n] \rightarrow [0, 2 - 2/n]$. Third, for a given $\mathbf{p}^{(0)} \in \Delta_n$, let $\Phi(\delta; \mathbf{p}^{(0)}) \triangleq \max_{\mathbf{q} \in \Delta_n : d_{TV}(\mathbf{q}, \mathbf{p}^{(0)}) \leq \delta} H(\mathbf{q})$ be the maximal entropy over a total variation ball centered at $\mathbf{p}^{(0)}$. This problem also has a closed-form solution [61, Thm. 2] as follows: Let $\mu$ and $\nu$ be such that $\sum_{i=1}^n (p_i^{(0)} - \mu)_+ = \sum_{i=1}^n (\nu - p_i^{(0)})_+ = \delta/2$. If $\nu \geq \mu$ then $\Phi(\delta; \mathbf{p}^{(0)}) = \log n$ and the maximizing distribution $\mathbf{q}^* = \mathbf{u}_n$ is uniform. Otherwise, $\mathbf{q}^*$ is such that $q_i^{(0)} = \min\{\max(p_i^{(0)}, \mu), \nu\}$, and its entropy is the maximum.

Theorem 7: Let $T(P_W)$ be the channel transition matrix which corresponds to $n$ cyclic permutations...
of $P_W$. Then,

$$R^{TV}(\delta, \eta_2) \geq \max_{P_W: d_{TV}(P_W, P_W^{(0)}) \leq \delta} \Gamma (\theta(T(P_W))) \cdot D(\eta), \quad (24)$$

and that

$$R^{TV}(\delta, \eta_2) \leq \min_{P_V: H(P_V) = \eta_2} \Phi \left( \theta(T(P_V)) \cdot \delta; T(P_V)P^{(0)} \right). \quad (25)$$

Since $\Gamma(\delta)$, its inverse $D(\eta)$, as well as $\Phi(\delta; p^{(0)})$ are all efficiently computable, the expressions in the lower bound can be computed for any given $T(P_W)$. In general, the optimization over $P_W$ in the lower bound is computationally difficult. However, any arbitrary choice of $P_W$ which satisfies the constraint leads to a valid lower bound, and any global optimization algorithm can be used. Analogous statements hold for $P_V$ in the upper bound. It should be noted that the optimization of the lower bound requires finding the minimal $\theta(T(P_W))$, whereas $P_V$ in the upper bound affects both the contraction coefficient $\theta(T(P_V))$ and the transformed nominal PMF $T(P_V)p^{(0)}$.

Note that as $g_T(\eta) \geq \eta$ always holds [57, Lemma 5 (c)], the lower bound of Thm. 7 requires optimizing over $P_W$ for which $\theta(T(P_W)) < 1$. In general $\theta(T) < 1$ only if no two rows of $T$ are orthogonal. Here, since the rows of $T(P_W)$ are circular permutations of $P_W$, it holds that $\theta(T) < 1$ if and only if the support of $P_W$ is strictly larger than $n/2$.

**Remark 4:** The proof of Thm. 7, given at Sec. VII.H, provides a lower bound on Witsenhausen’s function $g_T(\eta)$ from [57], which may be of independent interest.

**IV. AN ALTERNATING OPTIMIZATION ALGORITHM**

We return in this section to the general $(C_1, C_2)$ PF compound set. Applying a two-phase Lagrangian methodology, we obtain a set of self-consistent equations for $P_{XY}$ and $P_{Z|Y}$. We then propose a Blahuto-Arimoto type iterative algorithm that solves those equations. The proofs are given in Supplementary Material.

**A. The Inner Lagrangian**

Fix $P_{Z|Y}$ that satisfies $I(Y; Z) \leq C_2$ and consider the inner minimization problem from (1), given by (3), where the joint PMF is constrained to have some fixed marginal distributions, namely, there exist $P_X$ and $P_Y$ such that $\sum_{y \in Y} P_{XY}(x, y) = P_X(x)$ and $\sum_{x \in X} P_{XY}(x, y) = P_Y(y)$. For $\lambda_1 \geq 0$, the respective Lagrangian of the PF problem (3) is given by,

$$L_{\min}(P_{XY}, \lambda_1, \mu, \nu) = I(X; Z) - \lambda_1 I(X; Y) + \sum_{x \in X} \mu_x \sum_{y \in Y} P_{XY}(x, y) + \sum_{y \in Y} \nu_y \sum_{x \in X} P_{XY}(x, y). \quad (26)$$

**Proposition 5:** Any stationary point $P_{XY}^*$ of (26) satisfies

$$P_{XY}^*(x, y) = \frac{P_X(x)P_Y(y)e^{-\beta_1 D(P_{Z|Y}(\cdot|y)||P_{Z|X}(\cdot|x))}}{Z_1(x, y, \beta_1)}, \quad (27)$$
Algorithm 1: marginalization(args)

**Input:** $P_X$, $P_Y$, $Q_{XY}$ and NumIter

**Initialize:** $Q_{XY}^{(0)} = Q_{XY}$.

for $t = 1$ to IterNum do

- $Q_X(x) = \sum_{y \in Y} Q_{XY}^{(t-1)}(x, y)$;
- $Q_Y(y) = \sum_{x \in X} Q_{XY}^{(t-1)}(x, y)$;
- $Q_{XY}^{un}(x, y) = P_X(x) \cdot P_Y(y)$;
- $Q_{XY}^{(t)}(x, y) = \frac{Q_{XY}^{un}(x, y)}{\sum_{x, y} Q_{XY}^{un}(x, y)}$;

end

**Output:** $Q_{XY}^{(IterNum)}(x, y)$



where $\beta_1 = 1/\lambda_1$ and $Z_1(x, y, \beta_1)$ is the proper marginalization function, which verifies that $P_{XY}$ has the desired marginals $P_X$ and $P_Y$. Furthermore, the optimal $P_{Z|X}(z|x)$ is given by

$$P_{Z|X}(z|x) = \frac{1}{P_X(x)} \sum_{y \in Y} P_{Z|Y}(z|y) P_{XY}^*(x, y).$$

(Remark 5: Note that the problem of computing $Z_1(x, y, \beta_1)$ is of independent interest. We propose an alternating algorithm which is summarized in Algorithm 1.

The system of equations characterizing the stationary points in (27) and (28) must hold simultaneously for consistency. An alternating iteration algorithm is a common approach to solve these equations.

Proposition 6: Equations (27) and (28) are satisfied simultaneously at the minimum of the Lagrangian (26) where the minimization is performed independently over the convex sets of $\{P_{XY}(x, y)\}$ and $\{P_{Z|X}(z|x)\}$,

$$\min_{P_{Z|X}(z|x)} \min_{P_{XY}(x, y)} \mathcal{L}_{\min}(P_{XY}, \lambda_1, \mu, \nu).$$

(29)

These independent conditions correspond precisely to alternating interactions of (27) and (28). Denoting by $t$ the iteration step, we obtain Algorithm 2.

B. The Outer Lagrangian

Note that maximization of $I(X; Z)$ for a fixed $P_{XY}$ that satisfies $I(X; Y) \geq C_1$ is just the standard information bottleneck, the proposed here technique is identical to the one suggested in [1]. For completeness, the respective algorithm from [1, Thm. 5] is summarized in Algorithm 3.

C. The Compound Algorithm

We have proposed two algorithms that aim to solve the underlying maximum and minimum optimization problems in a isolated manner. The algorithm we propose for the COMIB problem
intervenes them together with an objective to find the solution simultaneously. There are two natural approaches to handle this problem. The first one is to alternate between the steps of each algorithm until convergence. The second one is to run the first algorithm until convergence and then the other one, and so on. We have found the second type of algorithms to be more effective, and this is summarized in Algorithm 4.

V. ALTERNATING OPTIMIZATION ALGORITHM FOR MODULO ADDITIVE CHANNELS

In this section we specialize the alternating algorithm developed in Section IV for the modulo additive channel introduced in Sec. II.E. In particular, we propose here a method to solve (9). The proofs are given in Supplementary Material.

A. Maximization Algorithm

For some fixed \( P_V \) that satisfies \( H(P_V) \geq \eta_2 \), consider the following maximization problem:

\[
\varphi_T(\eta) \defeq \max_{P_W: H(P_W) \leq \eta} H(P_W \ast P_V).
\]

The respective Lagrangian is given by

\[
L(\varphi, \lambda_1) = -h(T_v p) + \lambda_1(h(p) - \eta_1),
\]

where \( T_v \) is a transition matrix with columns being the cyclic permutations of \( p_v \). Maximizing \( L(\varphi, \lambda_1) \) can be given an exact formal solution.

**Proposition 7:** The maximizer of (31), \( p_w^* \), satisfies

\[
p_w^* = \frac{e^{\beta_1 T_v \log q_w}}{Z_1(\beta_1)},
\]

where \( Z_1(\beta_1) \) is the partition function, and \( q_w \) is given by \( q_w = T_v p_w^* \).

---

**Algorithm 2:** pf\_iterator(args)

**Input:** \( P_X, P_Y, P_{Z|Y} \) and \( \beta_1 \)

**Initialize:** Arbitrary \( P_{XY}^{(0)} \) with valid marginals, \( t = 1 \)

**while** Variation in \( I(X; Z) \) is greater than \( \epsilon \) **do**

**Compute** \( P_{Z|X}^{(t)}(z|x) = \sum_{y} P_{Z|Y}(z|y) P_{XY}^{(t-1)}(x,y) \);

**Set** \( P_{XY}^{(t)}(x,y) = \frac{P_X(x)P_Y(y)e^{-\beta_1 D(P_{Z|Y}(\cdot|y)||P_{Z|X}^{(t)}(\cdot|x))}}{Z_1(x,y,\beta_1)} \);

Find \( Z_1(x,y,\beta_1) \) s.t. \( P_{XY}^{(t)} \) has valid marginals (see Algorithm 1);

\( t = t + 1 \);

**end**

**Output:** \( P_{XY}^* \)
Algorithm 3: ib_iterator(args)

Input: $P_{XY}$, and $\beta_2$

Initialize: Arbitrary $P_{Z|Y}^{(0)}$, $s = 1$.

while Variation in $I(X;Z)$ is greater then $\epsilon$ do

\[ P_{Z|Y}^{(s)}(z|y) = \frac{P_{Z|Y}^{(s-1)}(z|y)}{Z(z|y,\beta_2)} \cdot e^{-\beta_2 D(P_{Z|Y}(z|y)||P_{Z|Y}^{(s-1)}(z|y))}; \]

\[ P_{Z}^{(s)}(z) = \sum_{y \in Y} P_{Y}(y) P_{Z}^{(s-1)}(z|y); \]

\[ P_{X|Z}^{(s)}(x|z) = \sum_{y \in Y} P_{X|Y}(x|y) P_{Z|Y}^{(s)}(y|z); \]

$s = s + 1$;

end

Output: $P_{Z|Y}^*$

Algorithm 4: COMIB Programming

Input: $P_X$, $P_Y$, $C_1$ and $C_2$

Initialize: $P_{Z|Y}$ and $P_{XY}^{(0)}$ with valid marginals.

while Variation in $I(X;Z)$ is greater then $\epsilon$ do

for $\beta_1 \in \mathbb{R}_+$ do

\[ P_{XY}^*(\beta_1^*) = pf_{ib} \_iterator(P_X, P_Y, P_{XY}^{(0)}, \beta_1); \]

end

Find $P_{XY}^*(\beta_1^*)$ s.t. $I(X;Y) = C_1$;
Set: $P_{XY}^*(\beta_1^*) \rightarrow P_{XY}^{(0)}$;

for $\beta_2 \in \mathbb{R}_+$ do

\[ P_{Z|Y}^*(\beta_2^*) = ib \_iterator(P_{XY}^*(\beta_1^*), \beta_2); \]

end

Find $\beta_2^*$ s.t. $I(P_{Z|Y}^*(\beta_2^*)) = C_2$;
Set: $P_{Z|Y}^*(\beta_2^*) \rightarrow P_{Z|Y}^{(0)}$;

end

Output: $P_{XY}^*, P_{Z|Y}^*$

The self-consistent equations can be turned into converging, alternating iterations as given in the following proposition.

Proposition 8: The set of self-consistent equations is satisfied simultaneously at the maxima of (31), where the maximization is done independently over the convex set of the normalized distributions, $p, q \in \Delta_n$. Namely,

\[
\max_{q \in \Delta_n} \max_{p \in \Delta_n} \Phi[p, q] = \max_{q \in \Delta_n} \max_{p \in \Delta_n} h(q) - \lambda_1 h(p). \tag{33}
\]

This maximization is performed by the converging alternating iterations. Denoting by $t$ the iterations step, we obtain Algorithm 5.
B. Minimization Algorithm

In a very similar manner, fix $P_W$ that satisfies $H(P_W) \leq \eta_1$, and consider the respective minimization problem, namely, IB for modulo additive channels:

$$g_T(\eta) \triangleq \min_{P_V: H(P_V) \geq \eta_2} H(P_W * P_V).$$

(34)

The respective Lagrangian is given by

$$L^g(p, \lambda_2) = h(T_v p) + \lambda_2(\eta_2 - h(p)),$$

(35)

where $T_v$ is a transition matrix with columns being the cyclic permutations of $p_w$. Minimizing $L^g(p, \lambda_2)$ can be given an exact formal solution.

**Proposition 9:** The minimizer of (35), $p^*_v$, satisfies

$$p^*_v = e^{\beta_2 T_v \log q_v} Z_2(\beta_2),$$

(36)

where $Z_2(\beta_2)$ is the partition function, and $q_v$ is given by $q_v = T_w p^*_v$.

The self-consistent equations can be turned into converging, alternating iterations as given in the following proposition.

**Proposition 10:** The set of self-consistent equations are satisfied simultaneously at the minima of (35), where the minimization is done independently over the convex set of the normalized distributions, $p, q \in \Delta_n$. Namely,

$$\min_{q \in \Delta_n} \min_{p \in \Delta_n} G[p, q] = \min_{q \in \Delta_n} \min_{p \in \Delta_n} h(q) - \lambda_2 h(p).$$

(37)

This minimization is performed by the converging alternating iterations. Denoting by $s$ the iterations step, we obtain Algorithm 6.

---

**Algorithm 5:** pf_modulo_iterator(args)

**Input:** $p_v$, and $\beta_1$

**Set:** $T_v = \text{cyclic permutations of } p_v$

**Initialize:** Arbitrary valid $p_v^{(0)} \in \Delta_n$, $q_v^{(0)} = T_v p_v^{(0)}$ $t = 1$.

while Variation in $h(T_v p)$ is greater then $\epsilon$ do

Compute $p_v^{(t)} = e^{\beta_1 T_v \log q_v^{(t-1)}} Z_2(\beta_1)$;

Set $q_v^{(t)} = T_v p_v^{(t)}$;

$t = t + 1$;

end

**Output:** $p_v^{*} = p_v^{(t-1)}$
Algorithm 6: ib_modulo_iterator(args)

**Input:** p_w, and β_2

**Set:** T_w = cyclic permutations of p_w

**Initialize:** Arbitrary valid p^(0) ∈ Δ_n, q^(0) = T_w p^(0) t = 1.

while Variation in h(T_w p) is greater then ε do

Compute p^(s) = \frac{e^{β_2 ∑_{i=0}^{n-1} T_w q(s-1)}}{Z_2(β_2)};

Set q^(s) = T_w p^(s);

s = s + 1;

end

**Output:** p^*_w = p^(s-1)

C. Compound Algorithm

We combine the maximization and minimization methods into an alternating procedure in order to solve (9), as described in Algorithm 7.

Algorithm 7: COMIB Modulo Programming

**Input:** n, η_1 and η_2

**Initialize:** p^(0)_w and p^(0)_v.

while Variation in h(p^(0)_w * p^(0)_v) is greater then ε do

for β_1 ∈ R_+ do

Find β_1^* s.t. h(p^*_w(β_1^*)) = η_1 ;

Set: p^*_w(β_1^*) ↦ p^(0)_w ;

end

for β_2 ∈ R_+ do

Find β_2^* s.t. h(p^*_v(β_2^*)) = η_2 ;

Set: p^*_v(β_2^*) ↦ p^(0)_v ;

end

end

**Output:** p^*_w, p^*_v

VI. Numerical Simulations

We evaluate both the analytical bounds derived in Thm. 5 and the algorithms developed in Sec. IV and Sec. V by comparing their results on a common example. A representative examples of n = 5, 10 and various rate constraints is shown in Figs. 3, and 4. As expected, the algorithm’s output lies between the upper and lower bounds. It is also somewhat closer to the lower bound, which hints that lower bound is tighter than the upper bound, and it is the latter that should be improved. In addition, we have evaluated the algorithm from Section IV, which is not constrained to modulo-additive channels. As expected, better rates are obtained when the constraint is relaxed, but they are only slightly smaller. Furthermore, it is evident that the unconstrained setting has better performance
as \( n \) grows, indicating that the test-channel can better align its structure in order to approach the bottleneck constraints. The analytical bounds are tight in the extreme points of \( \eta_2 \) and also for large alphabets.

We also evaluate the bounds derived for the TV class setting in Section III. An example for \( n = 15 \), and \( \delta = 0.3 \), and \( P_W^{(0)} \propto \exp(2i) \) for \( i \in [15] \) (and 0 otherwise) is illustrated in Fig. 5. The bounds are fairly close and tighten for large values of \( \eta_2 \), but should be tightened for lower values.

VII. SELECTED PROOFS

A. Proof of Prop. 1

We utilize Lemma 1. First direction - assuming a particular \( P_{XY} \) and solving the respective maximization problem over \( P_{Z|Y} \). Suppose \((X,Y)\) is a DSBS with parameter \( \alpha \), then it is known
[18] that the optimal $P_{Z|Y}$ in this case is a BSC with parameter $\beta = h_b^{-1}(1 - C_2)$.

Opposite direction - fixing a specific $P_{Z|Y}$ and solving the respective minimization problem over $P_{XY}$. Suppose $(Y, Z)$ is a DSBS with parameter $\beta$. Denoting $\alpha_x \triangleq P(Y = 1|X = x)$, we obtain

$$I(X; Z) = 1 - \sum_{x \in \{0, 1\}} h_b(\alpha_x \ast \beta)P_X(x)$$

and

$$I(X; Y) = 1 - \sum_{x \in \{0, 1\}} h_b(\alpha_x)P_X(x).$$

Thus, this problem is equivalent to the following maximization problem:

$$R(\eta_1) = \max_{\{\alpha_x\}} \mathbb{E}[h_b(\alpha_X \ast \beta)]$$

subject to $\mathbb{E}[h_b(\alpha_X)] \leq \eta_1$. (38)

The respective Lagrangian is given by

$$L(\alpha_0, \alpha_1, P_X, \lambda) = \mathbb{E}[h_b(\alpha_X \ast \beta)] - \lambda(\mathbb{E}[h_b(\alpha_X)] - \eta_1) = \mathbb{E}[h_b(\alpha_X \ast \beta) - \lambda h_b(\alpha_X)] + \lambda \eta_1. \quad (39)$$

Define $f(\alpha) \triangleq h_b(\alpha \ast \beta) - \lambda h_b(\alpha)$, and let $\alpha^* \in \arg \max_{\alpha \in [0, 1]} f(\alpha)$. Note that

$$f(\bar{\alpha}) = h_b(\bar{\alpha} \ast \beta) - \lambda h_b(\bar{\alpha}) = h_b(\bar{\alpha} \ast \beta) - \lambda h_b(\alpha) = f(\alpha). \quad (40)$$

Thus, $\bar{\alpha}^*$ also maximizes $f(\alpha)$. Therefore,

$$L(\alpha_0, \alpha_1, P_X, \lambda) = \mathbb{E}[f(\alpha_X)] + \lambda \eta_1 \leq f(\alpha^*) + \lambda \eta_1, \quad (41)$$

with equality when $\alpha_0 = 1 - \alpha_1 = \alpha^*$ and $X \sim \text{Ber}(0.5)$. Finally note that $X \sim \text{Ber}(0.5)$ and $Y \sim \text{Ber}(0.5)$ restrict $(X, Y)$ to a DSBS with parameter $\alpha$, thus completing the proof.
B. Proof of Thm. 1

We utilize the saddle point property of Lemma 1. Assume that \((X, Y)\) are jointly Gaussian with covariance matrix

\[
K_{XY} = \begin{pmatrix} 1 & \rho_1 \\ \rho_1 & 1 \end{pmatrix}.
\]

(42)

Due to [28, Thm. 7.1] and [26], the solution to (2) is a Gaussian \(f_{Z|Y}\). Thus, \((Y, Z)\) are also jointly Gaussian with covariance matrix

\[
K_{YZ} = \begin{pmatrix} 1 & \rho_2 \\ \rho_2 & 1 \end{pmatrix},
\]

(43)

where \(\rho_2^2 = 1 - 2^{-2C_2}\). This further implies that \((X, Y, Z)\) are jointly Gaussian. Thus

\[
\max_{f_{XY}}: I(Y; Z) \leq C I(X; Z) = \frac{1}{2} \log \frac{1}{1 - \rho_1^2 \cdot \rho_2^2}.
\]

(44)

Now consider the opposite direction of the saddle point property. Suppose that the optimal channel from \(Y\) to \(Z\) is a Gaussian channel, i.e., there exists \(V \sim \mathcal{N}(0, 1)\), independent of \(Y\), such that

\[
Z = \rho_2 Y + \sqrt{1 - \rho_2^2} V,
\]

where \(\rho_2^2 = 1 - 2^{-2C_2}\). We aim to solve the following minimization problem:

\[
\min_{f_{XY}} I(X; Z)
\]

subject to \(\mathbb{E}[XY] \geq \rho_1\).

(45)

We proceed to lower bound \(I(X; Z)\) from below:

\[
I(X; Z) = h(Z) - h(Z|X)
\]

\[
\geq \frac{1}{2} \log 2\pi e - \frac{1}{2} \log 2\pi e \mathbb{E}[(Z - \mathbb{E}[Z|X])^2]
\]

(a)

\[
\geq \frac{1}{2} \log 2\pi e - \frac{1}{2} \log 2\pi e \mathbb{E}[(Z - \mathbb{E}[ZX] \cdot X)^2]
\]

(48)

\[
= \frac{1}{2} \log \frac{1}{\mathbb{E}[(\rho_2 Y + \sqrt{1 - \rho_2^2} V - \rho_2 \mathbb{E}[XY] \cdot X)^2]}
\]

(49)

\[
= \frac{1}{2} \log \frac{1}{1 - \rho_2^2 \mathbb{E}[XY]^2}
\]

(50)

\[
\geq \frac{1}{2} \log \frac{1}{1 - \rho_1^2 \rho_2^2},
\]

(51)

where (a) follows since the optimal MMSE estimator of \(Z\) given \(X\) has lower error than the linear estimator. This lower bound can attained by taking \((X, Y)\) jointly Gaussian with correlation \(\rho_1\).

Summarizing the above, we have shown that if \((X, Y)\) are jointly Gaussian with correlation \(\rho_1\) then the maximum of \(I(X; Z)\) is attained with jointly Gaussian \((Y, Z)\) satisfying \(I(X; Z) = C_2\). We have also shown that assuming that \((Y, Z)\) are jointly Gaussian satisfying \(I(Y; Z) = C_2\), then jointly Gaussian \((X, Y)\) with correlation \(\rho_1\) minimize \(I(X; Z)\). Hence, by the saddle point property, they are
the optimal choice for the problem. This completes the proof of the theorem.

C. Privacy Funnel for Jointly Gaussian Vectors

Theorem 8: Suppose $X \rightarrow Y \rightarrow Z$ constitute a jointly Gaussian vector Markov chain with positive definite marginal covariance matrices $\Sigma_X$, $\Sigma_Y$, and $\Sigma_Z$ respectively, and that the cross-covariance matrix of $Z$ and $Y$ is given by $\Sigma_{ZY}$. Denote by $\Sigma_{YX}$ the cross-covariance matrix of the optimal solution to the PF problem (3). Further, let $U_1^T \Lambda V_1$ be the Singular Value Decomposition (SVD) of $\Sigma_Y^{-1/2} \Sigma_{YX} \Sigma_X^{-1/2}$ and $U_2^T \Gamma V_2$ be the SVD of $\Sigma_Z^{-1/2} \Sigma_{ZY} \Sigma_Y^{-1/2}$.

The underlying Gaussian PF problem can be relaxed to the following optimization problem:

$$R_{PF}^G(C_1) = \min_{U_1 \in \mathcal{U}(N), \{\lambda_i\}} -\frac{1}{2} \log \det(I - V_2^T \Gamma^2 V_2 U_1^T \Lambda^2 U_1)$$

subject to

$$-\sum_{i=1}^N \frac{1}{2} \log(1 - \lambda_i^2) = C_1,$$

where $\mathcal{U}(N)$ is the set of all $N \times N$ unitary matrices, called the unitary group, and $\{\lambda_i\}$ are the entries of the diagonal matrix $\Lambda$.

Proof. Suppose that $Y$ and $X$ are jointly Gaussian vectors with covariance matrix $\Sigma_{ZY}$, then there exists $W \sim \mathcal{N}(0, \Sigma_V)$ with $\Sigma_V = \Sigma_Z - \Sigma_{ZY} \Sigma_Y^{-1} \Sigma_{YX}^T$ such that $Z = Z \Sigma_Y \Sigma_Y^{-1} Y + V$. Consider the SVD of $\Sigma_Z^{-1/2} \Sigma_{ZY} \Sigma_Y^{-1/2} = U_2^T \Gamma V_2$ where $U_2$ and $V_2$ are two orthogonal matrices and $\Gamma$ is a diagonal matrix with singular values on the diagonal.

We further define the following transformations $\tilde{Z} = \tilde{T}_z Z$ and $\tilde{Y} = \tilde{T}_y Y$, where $\tilde{T}_z = U_2 \Sigma_Z^{-1/2}$ and $\tilde{T}_y = V_2 \Sigma_Y^{-1/2}$. Note that

$$\Sigma_{\tilde{Z}} = \tilde{T}_z \Sigma_Z \tilde{T}_z^T = I_n,$$

$$\Sigma_{\tilde{Y}} = \tilde{T}_y \Sigma_Y \tilde{T}_y^T = I_n,$$

$$\Sigma_{\tilde{Z} \tilde{Y}} = \tilde{T}_z \Sigma_{ZY} \tilde{T}_y^T = U_2 \Sigma_Z^{-1/2} \Sigma_{ZY} \Sigma_Y^{-1/2} V_2^T = \Gamma.$$

We are interested in the PF optimization problem from (3), which is a minimization of convex function over the complement of an open convex set, therefore the minimum is obtained on the boundary of the set.

Since $Y$ and $X$ are jointly Gaussian, there exists $W \sim \mathcal{N}(0, \Sigma_Y - \Sigma_{YX} \Sigma_X^{-1} \Sigma_{YX}^T)$ such that $Y = \Sigma_{YX} \Sigma_X^{-1} X + W$. Furthermore, considering the singular value decomposition of $\Sigma_Y^{-1/2} \Sigma_{YX} \Sigma_X^{-1/2}$ =
Therefore, \(U_1^T \Lambda V_1\), the rate constraint obtains the following form:

\[
I(Y; X) = h(Y) - h(W)
\]

\[
= \frac{1}{2} \log \frac{\det \Sigma_Y}{\det(\Sigma_Y - \Sigma_{YX} \Sigma_X^{-1} \Sigma_{YX}^T)}
\]

\[
= -\frac{1}{2} \log \det(I - \Lambda^2)
\]

\[
= -\sum_{i=1}^{n} \frac{1}{2} \log(1 - \lambda_i^2),
\]

where we identify \(C_1 \triangleq -\frac{1}{2} \log(1 - \lambda_1^2)\). Next, consider the objective function. Note that

\[
Z = \Sigma_{ZY} \Sigma_Y^{-1} \Sigma_{XX}^{-1} X + \Sigma_{ZY} \Sigma_Y^{-1} W + V,
\]

and so,

\[
I(Z; X) = h(Z) - (\Sigma_{ZY} \Sigma_Y^{-1} W + V)
\]

\[
= \frac{1}{2} \log \frac{\det \Sigma_Z}{\det(\Sigma_Z - \Sigma_{ZY} \Sigma_Y^{-1} \Sigma_{XX}^{-1} \Sigma_{YX} \Sigma_Y^{-1} \Sigma_{ZY}^T)}
\]

\[
= -\frac{1}{2} \log \det(I - U_2^T \Gamma V_2 U_1^T \Lambda V_1^T \Lambda U_1 V_2^T \Gamma U_2^T)
\]

\[
= -\frac{1}{2} \log \det(I - V_2^T \Gamma^2 V_2 U_1^T \Lambda^2 U_1).
\]

This completes the proof of the theorem. ■

D. Proof of Thm. 2

We extend here Thm. 1 to a vector setting, by utilizing again the saddle point property from Lemma 1. We begin with the first direction of the saddle point property. Assume that \(\Sigma_X = \Sigma_Y = I\) and \(\Sigma_{XY} = \lambda I\). Then, by [26] we have

\[
C_2 = \sum_{i=1}^{n} \frac{1}{2} \log \left[\frac{\lambda^2(\nu - 1)}{1 - \lambda^2}\right] = \frac{n}{2} \log \left[\frac{\lambda^2(\nu - 1)}{1 - \lambda^2}\right].
\]

Therefore, \(\nu^* - 1 = \frac{1 - \lambda^2}{\lambda^2} 2^{-\frac{2C_2}{n}}\), and the respective IB rate is given by \(R(C_2) = -\frac{n}{2} \log \left(1 - \lambda^2(1 - 2^{-\frac{2C_2}{n}})\right)\).

Furthermore, since \(I(X; Y) = C_1\), then \(\lambda^2 = 1 - 2^{-\frac{2C_1}{n}}\), and thus,

\[
R(C_1, C_2) \leq -\frac{n}{2} \log \left(1 - (1 - 2^{-\frac{2C_1}{n}})(1 - 2^{-\frac{2C_2}{n}})\right).
\]

Now consider the opposite direction of the saddle point property. Suppose that \(\Sigma_Y = \Sigma_Z = I\) and
Thus, by Thm. 8, the PF problem is given by:

$$\text{minimize } \{\lambda_i\} - \sum_{i=1}^{n} \frac{1}{2} \log(1 - \gamma^2 \eta_i)$$

subject to $$- \sum_{i=1}^{n} \frac{1}{2} \log(1 - \eta_i) \geq C_1,$$

where $$\eta_i \triangleq \lambda_i^2$$. The respective Lagrangian has the form

$$\tilde{L}(\{\eta_i\}, \mu) = - \sum_{i=1}^{n} \frac{1}{2} \log(1 - \gamma^2 \eta_i) + \mu \left[ C_1 + \sum_{i=1}^{n} \frac{1}{2} \log(1 - \eta_i) \right].$$

The KKT conditions are given by:

- Stationarity:
  $$\frac{\partial \tilde{L}}{\partial \eta_i} = \frac{\gamma^2}{2(1 - \gamma^2 \eta_i)} - \frac{\mu}{2(1 - \eta_i)} = 0,$$

  which implies $$\eta_i = \frac{\gamma^2 - \mu}{2(1 - \mu)}$$.

- Complementary Slackness: $$\mu \left[ C_1 + \sum_{i=1}^{n} \frac{1}{2} \log(1 - \eta_i) \right] = 0.$$

Note that $$\mu = 0$$ gives us $$\eta_i = 1 = \lambda_i^2$$ which implies an infeasible rate. Therefore we assume $$\mu^* > 0$$ and we obtain that all $$\eta_i = \lambda_i^2$$ are equal, where $$\mu$$ is chosen to satisfy the constraint.

Therefore,

$$R(C_1, C_2) \geq R^{PF-G}(C_1) = - \frac{n}{2} \log \left[ 1 - \left( 1 - 2^{-C_1/n} \right) \left( 1 - 2^{-C_2/n} \right) \right].$$

This completes the proof of the theorem.

**E. Proof of Thm. 4**

The main idea here is to show that the composition of positive and negative Hamming channels is a saddle point for (9) and then apply Lemma 1. In particular, assuming that $$P_W$$ is a negative Hamming channel satisfying $$H(P_W) \geq \log(n - 1)$$, we will first show that a positive Hamming channel $$P_V$$, which satisfies $$H(P_V) = \eta_2$$, is the optimizer of

$$\min_{P_V: H(P_V) \geq \eta_2} H(P_W \ast P_V).$$

Then, assuming that $$P_V$$ is a positive Hamming channel, we will show that it implies the optimizer of

$$\max_{P_W: H(P_W) \leq \eta_1} H(P_W \ast P_V),$$

is a negative Hamming channel satisfying $$H(P_W) = \eta_1$$. Our proof is based on an auxiliary lemma presented below.
We will begin our discussion by solving a simplified version of our problem, termed here as the optimization kernel. The proof follows and extends a basic idea from the proof of [57, Lemma 7].

**Lemma 2:** Let \( \mathbf{x} = (x_1, x_2, x_3)^T \in \mathbb{R}^3 \), and consider the extreme points of the following function

\[
f(\mathbf{x}) = -\sum_{i=1}^{3} (ax_i + b) \log(ax_i + b),
\]  
where \( 0 \neq a \in \mathbb{R} \) and \( b > 0 \), over the set defined by the following system of equations

\[
x_1 \geq x_2 \geq x_3 \geq 0, \tag{74}
\]
\[
x_1 + x_2 + x_3 = c_1, \tag{75}
\]
\[-\sum_{i=1}^{3} x_i \log x_i = c_2. \tag{76}
\]

The function \( f(\mathbf{x}) \) decreases as \( x_1 \) increases along the arc in \( \mathbb{R}^3 \) defined by (75) and (76). That is if \( c_2 < \log 2 \), then the maximum is obtained for \( \mathbf{x} = (x_1^*, c_1 - x_1^*, 0) \) where \( x_1^* \) is the root of

\[
c_2 + x_1 \log x_1 + (c_1 - x_1) \log(c_1 - x_1) = 0. \tag{77}
\]

Otherwise, if \( c_2 \geq \log 2 \), then the maximum is obtained for \( \mathbf{x} = (x_1^*, x_1^*, c_1 - 2x_1^*) \) where \( x_1^* \) is the root of

\[
c_2 + 2x_1 \log x_1 + (c_1 - 2x_1) \log(c_1 - 2x_1) = 0, \tag{78}
\]

and the minimum is obtained for \( \mathbf{x} = (\hat{x}_1, (c_1 - \hat{x}_1)/2, (c_1 - \hat{x}_1)/2) \) where \( \hat{x}_1 \) is the root of

\[
c_2 + x_1 \log x_1 + (c_1 - x_1) \log(c_1 - x_1)/2 = 0. \tag{79}
\]

**Proof.** The relations (75) and (76) imply \( dx_1 + dx_2 + dx_3 = 0 \), and \( \sum_{i=1}^{3} (1 + \log x_i)dx_i = 0 \), which further indicate

\[
dx_3 = \frac{\log x_1 - \log x_2}{\log x_2 - \log x_3} dx_1.
\]  

Thus

\[
df(\mathbf{x}) = -\sum_{i=1}^{3} a(1 + \log(ax_i + b))dx_i = -a \sum_{i=1}^{3} \log(ax_i + b)dx_i \tag{81}
\]

\[
= -ad_1 \left[ \log(ax_1 + b) - \log(ax_2 + b) - \frac{\log x_1 - \log x_2}{\log x_2 - \log x_3} (\log(ax_2 + b) - \log(ax_3 + b)) \right]. \tag{82}
\]

Consider the function \( \phi(t) \triangleq a \log(ae^t + b) \). Note that \( \frac{d\phi}{dt} = \frac{a^2 e^t}{ae^t + b} \), and

\[
\frac{d^2 \phi}{dt^2} = \frac{a^2 e^t(ae^t + b) - a^3 e^{2t}}{(ae^t + b)^2} = \frac{a^2 be^t}{(ae^t + b)^2} > 0, \tag{83}
\]

where the last inequality follows since \( b > 0 \). Thus \( \phi(t) \) is a convex function and by Chordal Slope
Lemma [62, Ch. 6.6] we have with $t_i = \log x_i$ that

$$a \log(ax_1 + b) - a \log(ax_2 + b) \geq a \log(ax_2 + b) - a \log(ax_3 + b).$$

Plugging this inequality in (82) implies that the expression inside the brackets is strictly positive, and thus increasing $x_1$ results in decreasing of $f(x)$.

If $c_2 < \log 2$ the endpoint that corresponds to the maximum value satisfies $(x_1, c_1 - x_1, 0)$, where $x_1$ can be found by solving (77). If $c_2 \geq \log 2$ the endpoint that corresponds to the maximum value satisfies $(x_1, x_1, c_1 - 2x_1)$ where $x_1$ can be found by solving (78). For any $c_2$, the minimum value is obtained for $(x_1, (c_1 - x_1)/2, (c_1 - x_1)/2)$ where $x_1$ is found by solving (79).

We proceed to solve the first direction of the saddle point property, i.e., we will solve a maximization problem. The result is summarized in the following proposition.

**Proposition 11:** Suppose that $P_V$ is a regular $(\alpha, n)$ Hamming. Then the solution of

$$\max_{P_w : H(P_w) \leq \eta_1} H(P_W * P_V),$$

is a negative Hamming channel $(\beta, n, k)$.

**Remark 6:** Note that here we do not have any constraint on $k$, i.e., this result holds for any entropy constraint (i.e., value of $\eta_1$).

**Proof.** The underlying optimization problem is a maximization of a concave function over the complement of a convex set, therefore, the optimal value lies on the boundary of the set, that is, we may restrict to all $P_W$ satisfying $H(P_W) = \eta_1$. Since $h_n(\alpha p + (1 - \alpha)u)$ and $h_n(p)$ are both invariant under permutations, one may assume $p_1 \geq p_2 \geq \cdots \geq p_n$. Thus, (85) may be reformulated in the following standard form:

$$\max_{p \in \mathbb{R}^n} - \sum_{i=1}^n \left( \alpha p_i + \frac{(1 - \alpha)}{n} \right) \log \left( \alpha p_i + \frac{(1 - \alpha)}{n} \right)$$

s.t. $- \sum_{i=1}^n p_i \log p_i = \eta_1$, $\sum_{i=1}^n p_i = 1$

$$1 \geq p_1 \geq p_2 \geq \cdots \geq p_n \geq 0.$$  

- For $n = 3$, (86) is exactly the problem defined in Lemma 2 with $a = \alpha > 0$, $b = \bar{\alpha}/n > 0$, $c_1 = 1$ and $c_2 = \eta_1$, thus
  - if $\eta_1 < \log 2$, the maximizer is $p^* = (p_1^*, 1 - p_1^*, 0)$, where $p_1^* = h_{b}^{-1}(\eta_1)$.
  - otherwise, if $\eta_1 \geq \log 2$, the maximizer is $p^* = (p_1^*, p_1^*, 1 - 2p_1^*)$, where $p_1^*$ is the root of $h_b(2p_1^*) + 2p_1^* \log 2 = \eta_1$.

- Suppose $n > 3$ and assume by contradiction that $p^*$ is not a negative Hamming. Thus, there exist $k_1, k_2, k_3 \in [n]$ with $1 > p_{k_1}^* > p_{k_2}^* > p_{k_3}^* > 0$. We will show that the output entropy can
be further increased, thus contradicting the optimality of $p^\ast$. Assume that the remaining indices are kept fixed, thus they contribution to the output entropy is not changed. We are interested in the following problem:

$$\max_{[p_{k_1}, p_{k_2}, p_{k_3}] \in \mathbb{R}^3} - \sum_{i=1}^{3} \left( \alpha p_{k_i} + \frac{(1 - \alpha)}{n} \right) \log \left( \alpha p_{k_i} + \frac{(1 - \alpha)}{n} \right)$$

subject to

$$- \sum_{i=1}^{3} p_{k_i} \log p_{k_i} = \eta_1 + \sum_{i \notin \{k_1, k_2, k_3\}} p_i \log p_i$$

$$1 \geq p_{k_1} \geq p_{k_2} \geq p_{k_3} \geq 0, \quad \sum_{i=1}^{n} p_{k_i} = 1 - \sum_{i \notin \{k_1, k_2, k_3\}} p_i. \quad (87)$$

The problem defined in Lemma 2 is identical to (87) with $a = \alpha > 0$, $b = \bar{\alpha}/n > 0$, $c_1 = 1 - \sum_{i \notin \{k_1, k_2, k_3\}} p_i$ and $c_2 = \eta_1 + \sum_{i \notin \{k_1, k_2, k_3\}} p_i$, but it has a different maximizer, thus contradicting the optimality of $p^\ast$.

Now, we go ahead to solve the reverse direction of the saddle point property, i.e., we will solve a minimization problem. The result is summarized in the following proposition.

**Proposition 12**: Suppose that $P_W$ is a negative $(\beta, n, n)$ Hamming satisfying $H(P_W) \geq \log(n-1)$. Then, the solution of

$$\min_{P_V} : H(P_V) \geq \eta_2 \quad H(P_W * P_V), \quad (88)$$

is a regular Hamming $P_V$ with parameter $\alpha$.

The proof of Prop. 12 is omitted due to space limitation and its resemblance to the proof of Prop. 11.

**F. Proof of Thm. 5**

This theorem addresses the regime in which $W$ does not have a full support, which occurs when the entropy constraint on $W$ is below $\log(n-1)$. The respective $(\beta, n, k)$ negative Hamming distribution is given by (13) with $k < n$.

Choosing $P_V$ as a regular Hamming channel with parameter $\alpha$ we obtain an upper bound. The resulting maximization problem, which is given by

$$R(\eta_1, \eta_2) \leq \max_{P_W : H(P_W) \leq \eta_1} \min_{P_V : H(P_V) \geq \eta_2} H(P_W * P_V), \quad (89)$$

yields a negative Hamming channel with parameters $(\beta, n, k)$. Plugging the definition of Hamming
Thus for the second term in the RHS of (96), we can only solve it exactly for
channel (See the proof for Thm. 4). Therefore, we have already shown that the minimizer of the first term in RHS of (96) is a regular Hamming

Since entropy is a concave function, we have

Let \( p' \) be the left shifted version of \( p \), then the output PMF takes the following form

\[
q = \theta(1-p) + \left(\frac{1-\theta}{n-2} - \theta\right)(1-p - p') = (n-1)\theta \frac{1-p}{n-1} + (1 - (n-1)\theta) \frac{1-p - p'}{n-2}. \tag{93}
\]

Since entropy is a concave function, we have

\[
h(q) = h\left((n-1)\theta \frac{1-p}{n-1} + (1-(n-1)\theta) \frac{1-p - p'}{n-2}\right) \tag{94}
\geq (n-1)\theta h\left(\frac{1-p}{n-1}\right) + (1-(n-1)\theta) h\left(\frac{1-p - p'}{n-2}\right). \tag{95}
\]

Thus,

\[
h(q) \geq (n-1)\theta h\left(\frac{1-p}{n-1}\right) + (1-(n-1)\theta) h\left(\frac{1-p - p'}{n-2}\right). \tag{96}
\]

We have already shown that the minimizer of the first term in RHS of (96) is a regular Hamming channel (See the proof for Thm. 4). Therefore,

\[
\min_{p : h(p) \geq \eta_1} \left\{ h\left(\frac{1-p}{n-1}\right) \right\} = h_2\left(\frac{1-\alpha}{n}\right) + \left(1-\frac{1-\alpha}{n}\right) \log(n-1). \tag{97}
\]

As for the second term in the RHS of (96), we can only solve it exactly for \( n = 3 \), where \( 1-p - p' = p'' \), with \( p'' \) being a different cyclic permutation of \( p \). In such case we have

\[
\min_{p : h(p) \geq \eta_2} \left\{ h(p'') \right\} = \eta_2. \tag{98}
\]

Thus for \( n = 3 \) we obtain

\[
\min_{p : h(p) \geq \eta_2} h(q) \geq 2\theta h_2\left(\frac{\alpha}{3}\right) + 2\theta \left(1-\frac{\alpha}{3}\right) \log(2) + (1-2\theta)\eta_2. \tag{99}
\]
By minimax inequality, this is also a lower bound on our problem, i.e.,

$$ R(\eta_1, \eta_2) \geq 2\theta h_2 \left( \frac{\alpha}{3} \right) + 2\theta \left( 1 - \frac{\alpha}{3} \right) \log(2) + (1 - 2\theta)\eta_2. \quad (100) $$

Using the standard notation given in (13), we have $1 - \theta = \frac{1 + \beta}{2}$, therefore $\theta = \frac{1 - \beta}{2}$, and thus establishing the lower bound.

For the case $n > 3$ we can choose $R_W$ to be a positive $(\beta, n)$-Hamming channel which has a full support. Plugging the respective Hamming PMFs from (12), we obtain the following lower bound:

$$ R(\eta_1, \eta_2) \geq - \left( \alpha \beta + \frac{\alpha \beta}{n} \right) \log \left( \alpha \beta + \frac{\alpha \beta}{n} \right) + \frac{(n-1)\alpha \beta}{n} \log \frac{\alpha \beta}{n}, \quad (101) $$

where $\alpha$ is the positive root of (14) and $\beta$ is the positive root of (15).

**G. Proof of Thm. 6**

Suppose $\eta_1 > 0$ is small, and assume w.l.o.g. that $p_1$ is the largest element of $p$. Consider the following bound on the entropy function: $\eta_1 \geq h(p) \geq h_b(1 - p_1)$. Thus, $1 - p_1 \leq h_b^{-1}(\eta_1) \to p_1 \geq 1 - h_b^{-1}(\eta_1)$, and therefore, every $p_w$ satisfying $h_n(p_w) = \eta_1$ can be written as $p_w = e_1 + \epsilon$, where $e_1$ is an extreme point of $\Delta_n$ and $e_n^T \epsilon = 0$, with $e_n$ being the all ones vector, and the maximal absolute component of $\epsilon$ tends to zero as $\eta_1 \downarrow 0$. Fix $p_w$ as above and some $p_v$, and consider the output distribution $q$, given by $q = p_v * p_w = p_v + p_v * \epsilon = p_v + T \epsilon$, where $T$ represents the transition probability matrix of a modulo channel defined by $p_v$. Now, utilizing linear approximation theorem [63, Thm. 1.24], we obtain

$$ h(q) = h(p_v) + \nabla^T h(p_v) T \epsilon + \frac{1}{2} \epsilon^T T^T \nabla^2 h(\xi) T \epsilon, \quad (102) $$

for some $\xi \in [p_v, q]$, where $[p_v, q]$ stands for the line connecting the points $p_v$ and $q$.

Consider the gradient $\nabla_q h_n(q) = -\log q - e_n$, thus, $\nabla_q h_n(q) = -T^T (\log q + e_n)$. We have obtained the following first order approximation to the output entropy

$$ h_n(q) = h_n(p_v) - (\log p_v + \epsilon)^T T \epsilon + \frac{1}{2} \epsilon^T T^T \nabla^2 h(\xi) T \epsilon \quad (103) $$

$$ = h_n(p_v) - (T^T \log p_v)^T \epsilon - \epsilon^T \epsilon + \frac{1}{2} \epsilon^T T^T \nabla^2 h(\xi) T \epsilon \quad (104) $$

$$ = \eta_2 - (T^T \log p_v)^T \epsilon + \frac{1}{2} \epsilon^T T^T \nabla^2 h(\xi) T \epsilon. \quad (105) $$

We next validate that the matrix norm of the Hessian $\nabla^2 h(\xi)$ is bounded. Indeed, note that

$$ \nabla^2_p h(p) \bigg|_{p=\xi} = \text{diag}(\xi)^{-1}, \quad (106) $$

thus if $p$ and $q$ have both full support, then any point $\xi$ on the line that connects them has full support. In the sequel, we will utilize Lemma 1 and take $p_v$ with full support, therefore $q = p_v * p_w$. 


also has full support (convolution of full support vector and nonnegative elements vector). Hence, the first-order approximation to the original optimization problem at asymptotically low values of $\eta_1$ is

$$f(\eta_1, \eta_2) = \max_{\mathbf{p}_v} \min_{\mathbf{e}} \left( (T^T \log \mathbf{p}_v)^T \mathbf{e} + O(\|\mathbf{e}\|^2) \right).$$

(107)

Note that the rows of the matrix $T$ are cyclic permutations of $\mathbf{p}_v$, thus

$$-[T^T \log \mathbf{p}_v]_i = - (\Pi_1 \mathbf{p}_v)^T \log \mathbf{p}_v$$

(108)

$$= - \mathbf{p}_v^{(i)} \log \mathbf{p}_v$$

(109)

$$= - \sum_{j=1}^{n} p_{v,i+j} \log p_{v,j}$$

(110)

$$k = i + j \rightarrow - \sum_{k=1}^{n} p_{v,k} \log p_{v,k-i}$$

(111)

$$= D(\mathbf{p}_v || \Pi_1 \mathbf{p}_v) + h(\mathbf{p}_v).$$

(112)

Therefore,

$$(T^T \log \mathbf{p}_v)^T \mathbf{e} = - \sum_{i=1}^{n} \epsilon_i \left[ D(\mathbf{p}_v || \Pi_1 \mathbf{p}_v) + h(\mathbf{p}_v) \right]$$

(113)

$$= - \sum_{i=1}^{n} \epsilon_i D(\mathbf{p}_v || \Pi_1 \mathbf{p}_v),$$

(114)

and we have obtained the following relaxed optimization problem:

$$g(\eta_1, \eta_2) = \min_{\mathbf{p}_v : h(\mathbf{p}_v) = \eta_2} \max_{\mathbf{e} : h(e_1 + \epsilon) = \eta_1} \sum_{i=1}^{n} \epsilon_i D(\mathbf{p}_v || \Pi_1 \mathbf{p}_v).$$

(115)

Suppose that $\mathbf{p}_v$ is $(\alpha, n)$-Hamming, then

$$D(\mathbf{p}_v || \Pi_1 \mathbf{p}_v) = \begin{cases} \alpha \log \left(1 + \frac{\alpha n}{1 - \alpha}\right), & i \neq 0 \\ 0, & i = 0. \end{cases}$$

(116)

In such case, since the objective function is symmetric and convex, the optimal $\mathbf{e}$ will have the following form:

$$\epsilon_i = \begin{cases} \theta, & i \neq 0 \\ -(n-1)\theta, & i = 0. \end{cases}$$

(117)

On the other hand, suppose that $\mathbf{e}$ satisfies (117) then, the objective function is given by $\theta \sum_{i=1}^{n} D(\mathbf{p}_v || \Pi_1 \mathbf{p}_v)$, which is also minimized by a positive Hamming choice of $\mathbf{p}_v$. Since the point $(\mathbf{p}_w, \mathbf{p}_v)$, simultaneously minimizes the minimum problem and maximizes the maximum problem, then by Lemma 1, it is the solution to the minimax problem in (115).
H. Proof of Thm. 7

To prove the lower bound, note that by the minimax inequality

\[ R(\delta, \eta_2) \geq \max_{P_W: d_{TV}(P_W, P_W^{(0)}) \leq \delta} \min_{P_V: H(P_V) \geq \eta_2} H(P_W * P_V), \]

and so any arbitrary choice of \( P_W \) with \( d_{TV}(P_W, P_W^{(0)}) \leq \delta \) leads to a valid lower bound. Fix \( P_W \) and denote for brevity \( T \equiv T(P_W) \). Then, the lower bound is given by \( R(\delta, \eta_2) \geq g_T(\eta_2) \), where

\[ g_T(\eta) = \min_{p \in \Delta_n: H(p) \geq \eta} H(T p) \]

is Witsenhausen’s function from [44]. Let \( p^* \) the minimizer of \( g_T(\eta) \). It then holds

\[ g_T(\eta) \geq \min_{p \in \Delta_n: d_{TV}(p, u) \leq d_{TV}(p^*, u)} H(T p) \]

(a)

\[ \geq \min_{p \in \Delta_n: d_{TV}(T p, T u) \leq \theta(T) \cdot d_{TV}(p^*, u)} H(T p) \]

(b)

\[ \geq \min_{q \in \Delta_n: d_{TV}(q, u) \leq \theta(T) \cdot d_{TV}(p^*, u)} H(q) \]

(c)

\[ = \min_{q \in \Delta_n: d_{TV}(q, u) \leq \theta(T) \cdot D(\eta)} H(q) \]

(d)

\[ = \Gamma(\theta(T) \cdot D(\eta)) \]

(e)

where (a) follows since \( p^* \) is optimal for \( g_T(\eta) \), (b) follows from the definition of \( \theta(T) \), (c) follows by setting \( q = T p \) and relaxing the constraint that \( q = T p \), and (d) follows since \( H(p^*) \geq \eta \), so that

\[ d_{TV}(p^*, u) \leq \max_{p \in \Delta_n: H(p) \geq \eta} d_{TV}(p, u) = D(\eta), \]

where the last equality holds for \( \eta \in [0, \log n] \) by the definition of \( D(\eta) \) is the inverse of \( \Gamma(\delta) \). This lower bound on \( g_T(\eta) \) then completes the proof of the lower bound for \( R(\eta_2) \).

To prove the upper bound, choose an arbitrary \( P_V \) with \( H(P_V) = \eta_2 \), and let \( T \equiv T(P_V) \) be the corresponding channel matrix. Then,

\[ R(\delta, \eta_2) \leq \max_{p \in \Delta_n: d_{TV}(p, p^{(0)}) \leq \delta} H(T p) \]

(a)

\[ \leq \max_{p \in \Delta_n: d_{TV}(T p, T p^{(0)}) \leq \theta(T) \cdot \delta} H(T p) \]

(b)

\[ \leq \max_{q \in \Delta_n: d_{TV}(q, T p^{(0)}) \leq \theta(T) \cdot \delta} H(q) \]

(c)

\[ = \Phi(\theta(T) \cdot \delta; T p^{(0)}) \]

(d)

where (a) follows from the definition of \( \theta(T) \) and (b) follows by setting \( q = T p \) and relaxing the
constraint that $q = Tp$.

VIII. CONCLUDING REMARKS

In this paper we have introduced the COMIB programming problem. As for the regular, non-compound IB setting, the underlying optimization problem is non-convex, and no general closed form solution exists. We have thus obtained various characterizations for the binary setting, the Gaussian settings, and derived upper and lower bounds for modulo additive channels with PF constraints, and with TV constraints. Under some qualifying conditions, Gaussian distributions and Hamming channels were shown to be external. Finally, we have proposed an alternating optimization algorithm that finds a locally optimal solution.

Future research directly related to the results of this paper, calls for further tightening these bounds, and establishing additional settings in which the optimal channels and representations can be analytically characterized. In addition, convergence rates of IB, PF, and COMIB algorithms remains an open problem.

A plausible different research direction might be to extend the compound setting analysed here to a compound version of the distributed bottleneck problem [23], and in particular, one that examines a robust oblivious C-RAN with many users and many relays (where robustness is measured with respect to channel uncertainty). An open problem is whether the white noise channel is still optimal for the compound multiterminal Gaussian setting. In addition, the compound setting may be combined with the broadcast approach for the IB problem [64]. In this setting, the encoder’s goal is to maximize the average serviceable rate, leveraging multilayer coding strategy, that is, to achieve differential communication rates – the better the channel is, the higher the rate to the specific user. This encoding strategy can be combined with the worst-case choice of representation studied here.

Finally, the compound setting discussed here may play a role in finite-sample analysis of deep-learning algorithms. As said, in real world applications, the true PMF $P_{XY}$ is not known, but rather it is to be estimated from finite sample data [12]. Although the amount of data required to obtain a good estimation of $P_{XY}$ is possibly enormous (due to the curse of dimensionality), it is possible that under some settings it is much smaller if only the solution to the IB problem is of interest. Compound methodology presented here might be beneficial in providing non-vacuous bounds and robust compression strategies for finite sample scenarios, in the setting where the total variation between the true joint distribution and the estimated distribution is non-vanishing.
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A. Auxiliary Results for the Gaussian Setting

The following auxiliary result is well known and mentioned here for self-sustainability. For alternative variant of this result, the interested reader is referred to [28]. The uniqueness of the result and the proof provided here is the specific application of the EPI on the IB problem (rather than I-MMSE on IC as in [28]).

Lemma 3: Suppose that $X \rightarrow Y \rightarrow Z$ constitute a Markov chain, where $X$ and $Y$ are unit variance jointly Gaussian random variables with correlation $\rho_1$. Then, it holds that the value of the IB program is [1]

$$R^{IB}(C_2) = \max_{P_{X,Y} : I(Y;Z) = C_2} I(X;Z)$$

$$= \frac{1}{2} \log \frac{1}{1 - \rho_1^2 \rho_2^2},$$

where $\rho_2^2 = 1 - 2^{-2C_2}$, and the optimizing distribution is a jointly Gaussian triplet $(X, Y, Z)$ with covariance matrix

$$
\begin{pmatrix}
1 & \rho_1 & \rho_1 \rho_2 \\
\rho_1 & 1 & \rho_2 \\
\rho_1 \rho_2 & \rho_2 & 1
\end{pmatrix}.
$$

Proof. The main tools used in proof of the lemma are the Entropy Power Inequality (EPI) [27], and the scaling property of the differential entropy function [65]. The objective function has the following form in the Gaussian case:

$$I(X;Z) = h(X) - h(X|Z)$$

$$= \frac{1}{2} \log 2\pi e - h \left( \rho_1 Y + \sqrt{1 - \rho_1^2} \cdot W \right| Z).$$

$$= \frac{1}{2} \log 2\pi e - h \left( \rho_1 Y + \sqrt{1 - \rho_1^2} \cdot W \right| Z).$$
The last term can be bounded from below using EPI,
\[
\begin{align*}
  h \left( \rho_1 Y + \sqrt{1 - \rho_1^2} \cdot W \middle| Z \right) & \geq \frac{1}{2} \log \left( 2^{2h(\rho_1 Y|Z)} + 2^{2h(\sqrt{1 - \rho_1^2} W|Z)} \right) \\
  & = \frac{1}{2} \log \left( \rho_1^2 \cdot 2^{2h(Y|Z)} + (1 - \rho_1^2) \cdot 2^{2h(W)} \right) \\
  & = \frac{1}{2} \log \left( \rho_1^2 \cdot 2^{2(h(Y) - I(Y;Z))} + (1 - \rho_1^2)2\pi e \right) \\
  & = \left( a \right) \frac{1}{2} \log 2\pi e \left( \rho_1^2 2^{-2C_2} + 1 - \rho_1^2 \right),
\end{align*}
\]

where (a) follows since \( h(Y) = \frac{1}{2} \log 2\pi e \). Thus,
\[
I(X; Z) \leq \frac{1}{2} \log \frac{1}{1 - \rho_1^4(1 - 2^{-2C_2})},
\]

Since the inequality in (139) follows from EPI, it can be attained with equality if we choose \( Z \sim \mathcal{N}(0,1) \), \( V \sim \mathcal{N}(0,1) \) and
\[
Y = \rho_2 Z + \sqrt{1 - \rho_2^2} V,
\]
such that
\[
X = \rho_1 \rho_2 Z + \rho_1 \sqrt{1 - \rho_2^2} V + \sqrt{1 - \rho_1^2} W,
\]
with \( \rho_2^2 = 1 - 2^{-2C_2} \).

B. Information Bottleneck for Jointly Gaussian Vectors

**Theorem 9:** Suppose that \( X \) and \( Y \) are jointly Gaussian vectors, with positive-definite covariance matrices \( \Sigma_X \) and, respectively, \( \Sigma_Y \), and a cross-covariance matrix \( \Sigma_{XY} \). Let the \( i \)th eigenvalue of \( \Sigma_X^{-\frac{1}{2}} \Sigma_{XY} \Sigma_Y^{-\frac{1}{2}} \) be \( d_i \). Assume that \( X \rightarrow Y \rightarrow Z \) constitute a Markov chain and consider the following optimization problem
\[
R^{IB}(C_2) = \max_{Z \in Y} I(X; Z)
\]
subject to \( I(Y; Z) \leq C_2 \).

Then the maximum is achieved by a jointly Gaussian triple \((X,Y,Z)\) and
\[
R(C_2) = \frac{1}{2} \sum_{i=1}^{N} \log \left[ \frac{\nu - 1}{\nu(1 - d_i^2)} \right]^+, \tag{143}
\]
where the water-filling level \( \nu \) is chosen such that
\[
\sum_{i=1}^{N} \frac{1}{2} \log \left[ \frac{d_i^2(\nu - 1)}{1 - d_i^2} \right]^+ = C_2. \tag{144}
\]

This result recovers the IB curve from [38, Sec. 2] and [66]. The proof we provide here has more information-theoretic flavor, which utilizes information measures, EPI, sufficient statistics and
diagonalization. Further, it is more easier generalizable to discrete and continuous time models. The proof is mainly based on ideas from [67] and we find it more rigorous opposite to [26].

**Proof.** Suppose \( \mathbf{X} \) and \( \mathbf{Y} \) are jointly Gaussian random vectors with covariance matrix \( \Sigma_{\mathbf{X}\mathbf{Y}} \). It is easy to verify that without loss of generality, we can write

\[
\mathbf{X} = \mathbf{K}_{\mathbf{X}\mathbf{Y}} \mathbf{Y} + \mathbf{W},
\]

where \( \mathbf{K}_{\mathbf{X}\mathbf{Y}} = \Sigma_{\mathbf{X}\mathbf{Y}} \Sigma_{\mathbf{Y}}^{-1} \) and \( \Sigma_{\mathbf{W}} = \Sigma_{\mathbf{X}} - \Sigma_{\mathbf{X}\mathbf{Y}} \Sigma_{\mathbf{Y}}^{-1} \Sigma_{\mathbf{X}\mathbf{Y}}^T \).

By the Singular Value Decomposition (SVD) theorem [68], there exist unitary matrices \( \mathbf{U} \) and \( \mathbf{V} \) and a diagonal matrix \( \mathbf{D} \) such that

\[
\Sigma_{\mathbf{X}}^{-\frac{1}{2}} \Sigma_{\mathbf{X}\mathbf{Y}} \Sigma_{\mathbf{Y}}^{-\frac{1}{2}} = \mathbf{U}^T \mathbf{D} \mathbf{V}.
\]

Denote \( \mathbf{T}_x \triangleq \mathbf{U} \Sigma_{\mathbf{X}}^{-\frac{1}{2}} \mathbf{X} \), \( \mathbf{T}_y \triangleq \mathbf{V} \Sigma_{\mathbf{Y}}^{-\frac{1}{2}} \mathbf{Y} \) and let \( \tilde{\mathbf{X}} \triangleq \mathbf{T}_x \mathbf{X} \). Thus, the mapping from \( \tilde{\mathbf{X}} \) to \( \mathbf{X} \) is a bijection.

Furthermore \( \Sigma_{\tilde{\mathbf{X}}} = I \), implying \( \tilde{\mathbf{X}} \) is a random Gaussian vector with independent unit variance entries. Similarly defining \( \tilde{\mathbf{Y}} = \mathbf{T}_y \mathbf{Y} \) where \( \mathbf{T}_y = \mathbf{V} \Sigma_{\mathbf{Y}}^{-\frac{1}{2}} \), we obtain \( \tilde{\mathbf{Y}} \) a random Gaussian vector with unit-variance independent entries, i.e, \( \Sigma_{\tilde{\mathbf{Y}}} = I \).

Further note that,

\[
\tilde{\mathbf{X}} = \mathbf{T}_x \mathbf{X}
= U \Sigma_{\mathbf{X}}^{-\frac{1}{2}} (\mathbf{K}_{\mathbf{X}\mathbf{Y}} \mathbf{Y} + \mathbf{W})
= U \Sigma_{\mathbf{X}}^{-\frac{1}{2}} (\Sigma_{\mathbf{X}\mathbf{Y}} \Sigma_{\mathbf{Y}}^{-1} \mathbf{Y} + \mathbf{W})
= U \Sigma_{\mathbf{X}}^{-\frac{1}{2}} \Sigma_{\mathbf{X}\mathbf{Y}} \Sigma_{\mathbf{Y}}^{-\frac{1}{2}} \mathbf{V}^T \Sigma_{\mathbf{Y}}^{-\frac{1}{2}} \mathbf{Y} + U \Sigma_{\mathbf{X}}^{-\frac{1}{2}} \mathbf{W}
= U U^T \mathbf{D} \mathbf{V} \mathbf{V}^T \tilde{\mathbf{Y}} + U \Sigma_{\mathbf{X}}^{-\frac{1}{2}} \mathbf{W}
= D \tilde{\mathbf{Y}} + U \Sigma_{\mathbf{X}}^{-\frac{1}{2}} \mathbf{W}.
\]

Defining \( \tilde{\mathbf{W}} \triangleq U \Sigma_{\mathbf{X}}^{-\frac{1}{2}} \mathbf{W} \), we obtain

\[
\Sigma_{\mathbf{W}} = \mathbb{E} \left[ \tilde{\mathbf{W}} \tilde{\mathbf{W}}^T \right]
= U \Sigma_{\mathbf{X}}^{-\frac{1}{2}} \Sigma_{\mathbf{W}} \Sigma_{\mathbf{X}}^{-\frac{1}{2}} U^T
= U \Sigma_{\mathbf{X}}^{-\frac{1}{2}} (\Sigma_{\mathbf{X}} - \Sigma_{\mathbf{X}\mathbf{Y}} \Sigma_{\mathbf{Y}}^{-1} \Sigma_{\mathbf{X}\mathbf{Y}}^T) \Sigma_{\mathbf{X}}^{-\frac{1}{2}} U^T
= I - D^2.
\]

Thus,

\[
\tilde{\mathbf{X}}_i = d_i \tilde{\mathbf{Y}}_i + \sqrt{1 - d_i^2} \tilde{\mathbf{W}}_i.
\]

Consider the mutual information constraint on the pair \((\mathbf{Y}, \mathbf{Z})\). Since the transform \( T_y \) is full rank,
there is no loss of information, i.e.,

\[ I(\mathbf{Y}; \mathbf{Z}) = I(\tilde{\mathbf{Y}}; \mathbf{Z}) \quad (158) \]

\[ = h(\tilde{\mathbf{Y}}) - h(\tilde{\mathbf{Y}}|\mathbf{Z}) \quad (159) \]

\[ = \sum_{i=1}^{N} h(\tilde{Y}_i) - h(\tilde{Y}_i|\tilde{Y}_{i-1}, \mathbf{Z}). \quad (160) \]

Identifying \( Z_i \triangleq (\mathbf{Z}, \tilde{\mathbf{Y}}_{i-1}) \) and denoting \( C_{2,i} = I(\tilde{Y}_i; Z_i) \) we obtain the following representation of the bottleneck constraint

\[ \sum_{i=1}^{n_x} C_{2,i} \leq C_2, \quad C_{2,i} = I(\tilde{Y}_i; Z_i). \quad (161) \]

Now consider the objective function. Similarly, since \( T_x \) has full rank, there is no loss of information,

\[ I(\mathbf{X}; \mathbf{Z}) = I(\tilde{\mathbf{X}}; \mathbf{Z}) \quad (162) \]

\[ = h(\tilde{\mathbf{X}}) - h(\tilde{\mathbf{X}}|\mathbf{Z}) \quad (163) \]

\[ = \sum_{i=1}^{N} h(\tilde{X}_i) - h(\tilde{X}_i|\tilde{X}_{i-1}, \mathbf{Z}) \quad (164) \]

\[ \leq \sum_{i=1}^{N} h(\tilde{X}_i) - h(\tilde{X}_i|\tilde{X}_{i-1}, \tilde{Y}_{i-1}, \mathbf{Z}) \quad (165) \]

\[ \overset{(a)}{=} \sum_{i=1}^{N} h(\tilde{X}_i) - h(\tilde{X}_i|\tilde{Y}_{i-1}, Z_i) \quad (166) \]

\[ = \sum_{i=1}^{N} h(\tilde{X}_i) - h(\tilde{X}_i|Z_i) \quad (167) \]

\[ = \sum_{i=1}^{N} I(\tilde{X}_i; Z_i), \quad (168) \]

where (a) follows since conditioning reduces differential entropy, and equality in (b) is due to Markov chain \( \tilde{X}_i \rightarrow (\tilde{Y}_{i-1}, \mathbf{Z}) \rightarrow \tilde{X}_{i-1} \). Further, by Lemma 3,

\[ I(\tilde{X}_i; Z_i) \leq \frac{1}{2} \log \frac{1}{1 - d_i^2(1 - 2^{-2C_2})}, \quad (169) \]

and equality is achieved for \( Z_i \sim \mathcal{N}(0, 1), V_i \sim \mathcal{N}(0, 1) \) and

\[ \tilde{Y}_i = \rho_2 Z_i + \sqrt{1 - \rho_2^2} V_i, \quad (170) \]

where \( \rho_2^2 = 1 - 2^{-2C_2} \). Thus, we have relaxed our original optimization problem to the following
one:

\[
R(C_2) = \maximize_{\{C_{2i}\}} \sum_{i=1}^{N} \frac{1}{2} \log \frac{1}{1 - d_i^2(1 - 2^{2C_{2i}})}
\]

subject to \[
\sum_{i=1}^{N} C_{2i} \leq C_2.
\]

We apply KKT conditions to solve the underlying optimization problem. The respective Lagrangian is given by

\[
L(\{C_{2i}\}, \lambda) = \sum_{i=1}^{N} \frac{1}{2} \log \frac{1}{1 - d_i^2(1 - e^{-2C_{2i}})} - \lambda \left( \sum_{i=1}^{N} C_{2i} - C_2 \right).
\]

The KKT conditions are given by:

- Stationarity:

\[
\frac{\partial L}{\partial C_{2i}} = \frac{d_i^2 e^{-2C_{2i}}}{1 - d_i^2(1 - e^{-2C_{2i}})} - \lambda = 0.
\]

Thus,

\[
e^{2C_{2i}}(1 - d_i^2) + d_i^2 = \frac{d_i^2}{\lambda} \rightarrow C_{2i} = \frac{1}{2} \ln \frac{d_i^2(1 - \lambda)}{\lambda(1 - d_i^2)},
\]

- Complementary Slackness:

\[
\lambda \left( \sum_{i=1}^{N} C_{2i} - C_2 \right) = 0.
\]

- Constraints:

\[
C_{2i} \geq 0, \quad \sum_{i=1}^{N} C_{2i} \leq C_2.
\]

Since \( \lambda = 0 \) is infeasible solution, therefore \( \lambda^* > 0 \) and the last constraint must be satisfied with equality, then \( \lambda \) is chosen as the solution to

\[
\sum_{i=1}^{N} C_{2i} = C_2.
\]

Further denote \( \nu = \frac{1}{\lambda} \), the optimal solution has the following water-filling form:

\[
C_{2i} = \frac{1}{2} \log \left[ \frac{d_i^2(\nu - 1)}{1 - d_i^2} \right]^+.
\]

Thus,

\[
R(C_2) = \sum_{i=1}^{N} \frac{1}{2} \log \frac{1}{1 - d_i^2(1 - \left[ \frac{1 - d_i^2}{d_i^2(\nu - 1)} \right])},
\]

where \( \nu \) is chosen to satisfy the rate constraint with equality.
C. Proof of Thm. 3

We begin with an upper bound. Due to maximin inequality [55, Sec. 5.4.1], we have the following bound:

\[ R(\epsilon_1, C_2) = \max_{f_{Z|Y}} \min_{I(Y;Z) \leq C_2} \min_{D(W||N_0) \leq \epsilon_1} I(X;Z) \leq \min_{D(W||N_0) \leq \epsilon_1} \max_{f_{Z|Y}} I(X;Z). \] (181)

Thus, choosing a specific \( W \) that satisfies the constraint will also provide an upper bound. We choose \( W \) as a Gaussian random variable, namely, \( W \sim N(0, \sigma_2^2) \). It follows from the standard scalar Gaussian IB, that it is optimal to choose \((X, Y, Z)\) jointly Gaussian. In particular, there exist \( Z \sim N(0, 1) \), \( V \sim N(0, 1) \), such that \( X = Y + W = \rho_2 Z + \sqrt{1 - \rho_2^2} V + W \), where \( \rho_2 = 1 - 2^{-2C_2} \). The upper bound in such case is given by

\[ R(\epsilon_1, C_2) \leq \min_{\sigma^2} \frac{1}{\sigma^2} D(W||N_0) \leq \epsilon_1, \] (182)

Note that the expression on the RHS of (182) is decreasing in \( \sigma^2 \), and so it remains to minimize over the choice of \( \sigma^2 \). Consider the relative entropy constraint with \( W \sim N(0, \sigma_W^2) \). We have

\[ \epsilon_1 \geq D(W||N_0) = \frac{1}{2} \log \frac{\sigma^2}{\sigma_0^2} + \frac{\sigma^2}{2\sigma_0^2} - \frac{1}{2} \] (183)

Letting \( \sigma_2^2 \) be the solution of (183) with equality, it then follows that

\[ R(\epsilon_1, C_2) \leq \frac{1}{2} \log \left( \frac{1}{1 - (1 - 2^{-2C_2})} \right). \] (184)

We proceed to develop a lower bound. First note that

\[ R(\epsilon_1, C_2) \geq \min_{W} I(X;Z), \] (185)

for some \( f_{Z|Y} \) that satisfies the IB constraint. We further choose \( Y = \rho_2 Z + \sqrt{1 - \rho_2^2} V \), where \( Z \sim N(0, 1) \), \( V \sim N(0, 1) \), and \( \rho_2^2 = 1 - 2^{-2C_2} \). Consider the objective function,

\[ I(X;Z) = h(Y + W) - h(\sqrt{1 - \rho_2^2} V + W) \]

\[ = \frac{1}{2} \log \frac{1 + \rho_2^2}{1 - \rho_2^2 + \sigma^2} \] (187)

\[ \geq \frac{1}{2} \log \frac{1}{1 - \rho_2^2}, \] (188)

Thus, \( R(\epsilon_1, C_2) \geq -\frac{1}{2} \log \left( 1 - \frac{\rho_2^2}{1 + \sigma^2} \right) \).
**D. Proof of Prop. 3**

Let $T$ be the transition probability matrix from $Y$ to $X$ and consider the following optimization problem

$$
R_T^{CEB}(\eta) = \min_{p, q : \sum_{z \in Z} p_z q_z = \mathbf{1}_n} \sum_{z \in Z} h_n(T p_z) q_z
$$

subject to

$$
\sum_{z \in Z} h_n(p_z) q_z \geq \eta,
$$

$$(189)$$

$$
\sum_{z \in Z} p_z q_z = \mathbf{1}_n.
$$

By [18], $R(\eta)$ is convex and it suffices to consider $|Z| \leq n + 1$.

The Lagrangian of the respective problem is given by

$$
L(p_z, q, \lambda) = \sum_{z \in Z} h_n(T p_z) q_z + \lambda \left( \eta - \sum_{z \in Z} h_n(p_z) q_z \right)
$$

$$(190)$$

$$
= \sum_{z \in Z} \left[ h_n(T p_z) - \lambda h_n(p_z) \right] q_z + \lambda \eta,
$$

$$(191)$$

where $\lambda \geq 0$ and the set of the Lagrangian parameters is defined over:

$$
\mathcal{F} \triangleq \left\{ \left\{ p_z \right\}_{z \in Z} \in \Delta_n, q \in \Delta_n : \sum_{z \in Z} p_z q_z = \mathbf{1}_n \right\}.
$$

$$(192)$$

The respective dual objective function is given by

$$
q(\lambda) = \min_{(p_z, q) \in \mathcal{F}} L(\left\{ p_z \right\}, q, \lambda)
$$

$$(193)$$

$$
= \min_{(p_z, q) \in \mathcal{F}} \left\{ \sum_{z \in Z} \left[ h_n(T p_z) - \lambda h_n(p_z) \right] q_z \right\} + \lambda \eta.
$$

$$(194)$$

**Proposition 13:** The solution of the minimization problem defining $q(\lambda)$ is a modulo additive channel from $Z$ to $Y$.

**Proof:** Let $\left\{ \hat{p}_z \right\}_{z \in Z}$ be the solution of the minimization problem above, and assume on the contrary that it does not represents a modulo additive channel. Consider the following function:

$$
\phi_{\lambda}(p) \triangleq h_n(T p) - \lambda h_n(p).
$$

$$(195)$$

Suppose that $p^*$ minimizes $\phi_{\lambda}(p)$ over the set $\left\{ \hat{p}_z \right\}_{z \in Z}$, namely,

$$
p^* \triangleq \arg \min_{p^* : \left\{ \hat{p}_z \right\}_{z \in Z}} \phi_{\lambda}(p).
$$

$$(196)$$

Since $T$ is the transition matrix of modulo additive channel it has a symmetry group of size $n$ that
consists of cyclic permutation matrices \( \{ \Pi_k \}_{k=1}^n \). We construct the following set:

\[ p^*_k \triangleq \Pi_k p^* \forall k \in [n]. \tag{197} \]

Note that since \( T \Pi_k = \Pi_k T \), we obtain

\[ h_n(Tp^*_k) = h_n(T \Pi_k p^*) = h_n(\Pi_k Tp^*) = h_n(Tp^*), \tag{198} \]

and

\[ h_n(p^*_k) = h_n(\Pi_k p^*) = h_n(p^*). \tag{199} \]

Therefore

\[ \phi_\lambda(p^*_k) = \phi_\lambda(p^*), \quad \forall k \in [n]. \tag{200} \]

Furthermore, since

\[ \sum_{k=1}^n \frac{1}{n} p^*_k = u_n, \tag{201} \]

then \( \{ p^*_k \}_{k=1}^n, u \) \( \in F \), and also satisfy

\[ \sum_{k \in [n]} \frac{1}{n} [h_n(Tp^*_k) - \lambda h_n(p^*_k)] = \phi_\lambda(p^*) \leq \sum_{z \in Z} [h_n(Tp_z) - \lambda h_n(p_z)] q_z, \tag{202} \]

that is, achieve the minimal objective. This contradicts our initial assumption, therefore implying optimality of the modulo additive channels.

Returning to the proof of Prop. 3, we have the following equivalent dual objective function:

\[ q(\lambda) = \min_{p \in \Delta_n} \{ \phi_\lambda(p) \} + \lambda \eta = \min_{p \in \Delta_n} \{ h_n(Tp) - \lambda h_n(p) \} + \lambda \eta. \tag{203} \]

Denote \(
\psi(\lambda) \triangleq \min_{p \in \Delta_n} \{ \phi_\lambda(p) \}
\)
and consider the dual problem, given by

\[ \tilde{R}(\eta) = \max_{\lambda \geq 0} \psi(\lambda) + \lambda \eta. \tag{204} \]

Note that by definition \( \tilde{R}(\eta) \) is the conjugate function of \( \psi(\lambda) \), and therefore convex in \( \eta \) [55, Ch. 3.3]. Furthermore, as was shown in [18], strong duality holds for the general \( T \) and in particular for modulo additive \( T \). Thus, \( R(\eta) = \tilde{R}(\eta) \).

The next question is whether for every \( \lambda \in [0,1] \) we have a unique \( \eta \in [0, \log n] \). Since \( \lambda \) is the slope of the tangent to \( \tilde{R}(\eta) \) at \( \eta \), this is equivalent to \( \tilde{R}(\eta) \) being strictly convex. Note that this is not always the case. For example consider a deterministic channel, i.e., \( T = I \), we have

\[ \min_{p \in \Delta_n} \{ \phi_\lambda(p) \} = \min_{p \in \Delta_n} \{ h_n(p) - \lambda h_n(p) \} \]
\[ = \min_{p \in \Delta_n} \{ (1 - \lambda) h_n(p) \} = 0. \tag{205} \]
with

\[
p^* = \begin{cases} 
  e_k, & \lambda \neq 1 \\
  \Delta_n, & \lambda = 1,
\end{cases}
\]  

(207)

and then \( \tilde{R}(\eta) = \lambda \eta \), which is not strictly convex.

To conclude, we may restrict the channel from \( Y \) to \( Z \) to be a modulo-additive channel without loss of optimality, for regions in which the function \( R(\eta) \) is strictly convex. In particular, for every \( \eta \) there exists \( \lambda \) that solves (204). A problem arises when a specific \( \lambda \) corresponds to two (or more) different values of \( \eta \), and when this does hold it implies that a modulo-additive channel is possibly sub-optimal. More explicitly, we have shown that for some \( \lambda \), \( q(\lambda) \) is obtained by modulo-additive channels, and for each \( \lambda \) we obtain a unique \( \eta \) which is generated by modulo-additive channels. If \( g_T(\eta) \) is not strictly convex, then there exists a set of values of \( \eta \) that are generated with channels that are not modulo-additive.

**E. Properties of Hamming Channels**

The entropy of \((\alpha, n)\)-Hamming distribution is given by

\[
h_n(p) = -\left(\alpha + \frac{\bar{\alpha}}{n}\right) \log \left(\alpha + \frac{\bar{\alpha}}{n}\right) - \frac{(n-1)\bar{\alpha}}{n} \log \frac{\bar{\alpha}}{n}.
\]  

(208)

Alternatively, if \( h_n(p) = \eta \), then \( \alpha \) is the root of

\[
\eta + \left(\alpha + \frac{\bar{\alpha}}{n}\right) \log \left(\alpha + \frac{\bar{\alpha}}{n}\right) + \frac{(n-1)\bar{\alpha}}{n} \log \frac{\bar{\alpha}}{n} = 0.
\]  

(209)

The \((\alpha, n)\) Hamming channel is defined by a transition matrix which rows are cyclic permutations of the \((\alpha, n)\) Hamming PMF, i.e.,

\[
T = T_\alpha = \alpha I_n + \frac{(1-\alpha)}{n} E_n,
\]  

(210)

where \( I_n \) is the \( n \times n \) identity matrix and \( E_n \) is the all ones \( n \times n \) matrix.

Now assume that \( V \) is a regular Hamming with parameter \( \alpha \) and \( W \) is a regular Hamming with parameter \( \beta \) then \( Y = V + W \) is a regular Hamming with parameter \( \alpha \cdot \beta \). This is true since we can represent the transition matrix from \( W \) to \( Y \) as

\[
T = \alpha I + \frac{\bar{\alpha}}{n} E,
\]  

(211)

and so

\[
q = Tp = \alpha p + \bar{\alpha} u = \alpha \beta e + \alpha \bar{\beta} u + \bar{\alpha} u = \alpha \beta e + \bar{\alpha} \beta u.
\]  

(212)

Next assume that \( V \) is a regular Hamming with parameter \( \alpha \) and \( W \) is a negative Hamming with
parameters \((\beta, n, k)\) then \(Y = V + W\) has the following PMF

\[
q = Tp = \alpha p + \bar{\alpha}u_n = [\alpha \beta \cdot e_k + \alpha \bar{\beta}u_k, 0_{n-k}] + \bar{\alpha}u_n.
\] (213)

Note that for \(n = k\), i.e., the PMF of \(W\) has a full support, then the PMF of \(Y\) is also \((\alpha \cdot \beta, n)\) Hamming. However, when \(1 < k < n\), then the resulting PMF has no specific structure. The output entropy for the latter is given by

\[
h_n(q) = - \left( \frac{\alpha \beta + \alpha \bar{\beta}}{k} + \frac{\bar{\alpha}}{n} \right) \log \left( \frac{\alpha \beta + \alpha \bar{\beta}}{k} + \frac{\bar{\alpha}}{n} \right) - (k-1) \left( \frac{\alpha \bar{\beta}}{k} + \frac{\bar{\alpha}}{n} \right) \log \left( \frac{\bar{\alpha}}{n} \right). \] (214)

If \(p\) is a negative Hamming distribution with parameters \((\beta, n, k)\), then its entropy is given by

\[
h_n(p) = - \left( \beta + \frac{\beta}{k} \right) \log \left( \beta + \frac{\beta}{k} \right) - \frac{(k-1)\beta}{k} \log \frac{\beta}{k}. \] (215)

**F. Alternating Algorithm Proof.**

**Proof of Lagrangian minimization.** Since

\[
I(X; Z) = \sum_{x \in X, z \in Z} P_{XZ}(x, z) \log \frac{P_{XZ}(x, z)}{P_X(x)P_Z(z)}
\] (216)

\[
= \sum_{x \in X', z \in Z} P_{X'Z}(x, z) \log \frac{\sum_{y \in Y} P_{X'YZ}(x, y, z)}{P_X(x)P_Z(z)}
\] (217)

\[
= \sum_{x \in X', y \in Y} P_{X'Y}(x, y)P_{Z|Y}(y|y) \log \frac{\sum_{z \in Z} P_{X'Z}(x, y', z)P_{Z|Y}(y|y)}{P_X(x)P_Z(z)},
\] (218)

then

\[
\frac{\partial I(X; Z)}{\partial P_{XY}(x, y)} = \sum_{z \in Z} P_{Z|Y}(y|y) \log \frac{P_{XZ}(x, z)}{P_X(x)P_Z(z)} + \sum_{z \in Z} P_{XZ}(x, z) \cdot P_{Z|Y}(y|y)
\] (219)

\[
= \sum_{z \in Z} P_{Z|Y}(y|y) \log \frac{P_{Z|X}(z|x)}{P_Z(z)} + 1
\] (220)

\[
= \sum_{z \in Z} P_{Z|Y}(y|y) \log \frac{P_{Z|X}(z|x) \cdot P_{Z|Y}(y|y)}{P_Z(z) \cdot P_{Z|Y}(y|y)} + 1
\] (221)

\[
= I(y, Z) - D (P_{Z|Y}(\cdot|y)||P_{Z|X}(\cdot|x)) + 1.
\] (222)

Similarly, since

\[
I(X; Y) = \sum_{x \in X, y \in Y} P_{XY}(x, y) \log \frac{P_{XY}(x, y)}{P_X(x)P_Y(y)},
\] (223)
\[
\frac{\partial I(X;Y)}{\partial P_{XY}(x,y)} = \log \frac{P_{XY}(x,y)}{P_X(x)P_Y(y)} + 1.
\]

(224)

Thus, stationarity implies
\[
0 = \frac{\partial L_{\text{min}}}{\partial P_{XY}(x,y)} = \tag{225}
\]
\[= I(y,Z) - D(P_{Z|Y}(\cdot|y)\|P_{Z|X}(\cdot|x)) + 1 - \lambda_1 \left( \log \frac{P_{XY}(x,y)}{P_X(x)P_Y(y)} + 1 \right) + \mu_x + \nu_y = 0. \]

(226)

Since \(I(y,Z)\) is a function of \(y\) only, it can be absorbed into \(\nu_y\) along with \(1\) and \(\lambda_1\), i.e., \(\tilde{\nu}_y \triangleq \nu_y + 1 + I(y,Z) - \lambda_1\). Therefore we obtain
\[
P_{XY}(x,y) = P_X(x)P_Y(y) \cdot e^{-\frac{1}{\lambda_1}(D(P_{Z|Y}(\cdot|y)\|P_{Z|X}(\cdot|x)) - \mu_x - \nu_y)}, \tag{227}
\]
which can be further simplified to the following form:
\[
P_{XY}(x,y) = \frac{P_X(x)P_Y(y)e^{-\beta_1 D(P_{Z|Y}(\cdot|y)\|P_{Z|X}(\cdot|x))}}{Z(x,y,\beta_1)}, \tag{228}
\]
where \(\beta_1 \triangleq \frac{1}{\lambda_1}\) and \(Z(x,y,\beta_1)\) is the normalization constant, that assures correct marginalization of the joint PMF, i.e.,
\[
\sum_{x \in X} P_{XY}(x,y) = P_Y(y) \quad \sum_{y \in Y} P_{XY}(x,y) = P_X(x). \tag{229}
\]

Utilizing Bayes’ law, the conditional distribution \(P_{Z|X}(z|x)\) is given by
\[
P_{Z|X}(z|x) = \frac{1}{P_X(x)} \sum_{y \in Y} P_{Z|Y}(z|y) P_{XY}(x,y). \tag{230}
\]

\[\]

**Proof of Lagrangian maximization.** Consider the Lagrangian of the maximization problem:
\[
L_{\text{max}}(P_{Z|Y}, \lambda) = -I(X;Z) + \lambda(I(Y;Z) - C_2). \tag{231}
\]

Since
\[
I(X;Z) = \sum_{x \in X, z \in Z} P_{XZ}(x,z) \log \frac{P_{XZ}(x,z)}{P_X(x)P_Z(z)} \tag{232}
\]
\[= \sum_{x \in X, y \in Y, z \in Z} P_{XYZ}(x,y,z) \log \frac{\sum_{y' \in Y} P_{XYZ}(x,y',z)}{P_X(x)P_Z(z)} \tag{233}
\]
\[= \sum_{x \in X, y \in Y, z \in Z} P_{XY}(x,y) P_{Z|Y}(z|y) \log \frac{\sum_{y' \in Y} P_{XY}(x,y') P_{Z|Y}(z|y')}{P_X(x)P_Z(z)}, \tag{234}
\]

\[
\]
The last equation can be further simplified to the following form:

\[
\frac{\partial I(X; Z)}{\partial P_{Z|Y}(z|y)} = \sum_{x \in \mathcal{X}} P_{XY}(x, y) \log \frac{P_{XZ}(x|z)}{P_X(x)} + \sum_{x \in \mathcal{X}} P_{XZ}(x, z) P_{XY}(x, y) - \sum_{x \in \mathcal{X}} P_{XZ}(x, z) P_Y(y)
\]

(235)

\[
= P_Y(y) \sum_{x \in \mathcal{X}} P_{X|Y}(x|y) \log \frac{P_{XZ}(x|z)}{P_X(x)} \cdot \frac{P_{X|Y}(x|y)}{P_Y(y)}
\]

(236)

\[
= P_Y(y) \left( I(y, X) - D(P_{X|Y}(\cdot|y)||P_{X|Z}(\cdot|z)) \right).
\]

(237)

Similarly, since

\[
I(Y; Z) = \sum_{y \in \mathcal{Y}, z \in \mathcal{Z}} P_{YZ}(y, z) \log \frac{P_{YZ}(y, z)}{P_Y(y) P_Z(z)},
\]

(238)

then

\[
\frac{\partial I(Y; Z)}{\partial P_{Z|Y}(z|y)} = P_Y(y) \log \frac{P_{Z|Y}(z|y)}{P_Z(z)} + \sum_{y \in \mathcal{Y}} P_{YZ}(y, z) P_Y(y) - \sum_{y \in \mathcal{Y}} P_{YZ}(y, z) P_Y(y)
\]

(239)

\[
= P_Y(y) \log \frac{P_{Z|Y}(z|y)}{P_Z(z)}.
\]

(240)

Thus, stationarity implies

\[
0 = \frac{\partial \mathcal{L}_{\text{max}}}{\partial P_{Z|Y}(z|y)}
\]

(241)

\[
= P_Y(y) \left[ -I(y, X) + D(P_{X|Y}(\cdot|y)||P_{X|Z}(\cdot|z)) + \lambda_2 \log \frac{P_{Z|Y}(z|y)}{P_Z(z)} + \theta_y \right].
\]

(242)

Since \(I(y, X)\) is a function of \(y\) only, it can be absorbed in \(\theta_y\), i.e., \(\hat{\theta}_y \triangleq \theta_y + I(y, X)\). Therefore we obtain

\[
P_{Z|Y}(z|y) = P_Z(z) \cdot e^{-\lambda_2 D(P_{X|Y}(\cdot|y)||P_{X|Z}(\cdot|z)) - \hat{\theta}_y}.
\]

(243)

The last equation can be further simplified to the following form:

\[
P_{Z|Y}(z|y) = \frac{P_Z(z)}{Z(y, \beta_2)} \cdot e^{-\beta_2 D(P_{X|Y}(\cdot|y)||P_{X|Z}(\cdot|z))},
\]

(244)

where \(\beta_2 \triangleq \frac{\lambda}{\lambda_2}\) and \(Z(y, \beta_2)\) is the normalization constant.

The conditional distribution \(P_{X|Z}(x|z)\) is given by

\[
P_{X|Z}(x|z) = \frac{1}{P_Z(z)} \sum_{y \in \mathcal{Y}} P_{Z|Y}(z|y) P_{XY}(x, y).
\]

(245)
**G. Proof of Alternating Algorithm for Modulo Additive Channels**

Consider the Lagrangian

\[ L^\varphi(p, \lambda_1) = -h(T_v p) + \lambda_1 (h(p) - \eta_1). \quad (246) \]

Its stationary point satisfies,

\[ \nabla_p L = T_v^T \log(T_v p) - \lambda \log p + (\mu + 1 - \lambda)e = 0. \quad (247) \]

Therefore, \( p_w^* \) satisfies the following equation:

\[ p_w^* = \frac{e^{\beta_1 T_v^T \log q_w}}{Z(\beta_1)}, \quad (248) \]

where \( \beta_1 \triangleq \frac{1}{\lambda_1} \), \( q_w \triangleq T_v^T p_w^* \), and \( Z(\beta_1) \) is the normalization (partition) function.

Due to similarity of Lagrangians the proof is similar and is omitted due to space limitations.
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