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Abstract

We relate the problem of best low-rank approximation in the spectral norm for a matrix $A$ to Kolmogorov $n$-widths and corresponding optimal spaces. We characterize all the optimal spaces for the image of the Euclidean unit ball under $A$ and we show that any orthonormal basis in an $n$-dimensional optimal space generates a best rank-$n$ approximation to $A$. We also present a simple and explicit construction to obtain a sequence of optimal $n$-dimensional spaces once an initial optimal space is known. This results in a variety of solutions to the best low-rank approximation problem and provides alternatives to the truncated singular value decomposition. This variety can be exploited to obtain best low-rank approximations with problem-oriented properties.

1 Introduction

The problem of approximating a given matrix by another matrix of a lower rank is labeled as the problem of low-rank approximation (of matrices). It aims to obtain a more compact representation of data with limited loss of information. Low-rank approximation of matrices is ubiquitous in applications: discretization of partial differential equations, principal component analysis, image processing, data mining, and machine learning, to name a few; see, e.g., [18] for a survey. In particular, it plays an important role in matrix completion [3], which finds in the so-called Netflix problem one of its most well-known applications [11].
In this paper we consider the classical problem of best low-rank approximation of matrices measured in the spectral norm. Let $A$ be an $m \times m$ real matrix of rank $r$, then we seek rank-$n$ matrices $R_n$, $n < r$, such that
\[ \| A - R_n \| \leq \| A - B \|, \]
for any $m \times m$ matrix $B$ of rank $n$, and where $\| \cdot \|$ is the operator norm induced by the Euclidean norm, i.e., the spectral norm.

The singular value decomposition (SVD) is an essential tool for analyzing and solving the best low-rank approximation problem; see, e.g., [2, Chapter 3]. Let $A = U\Sigma V^T$ be any SVD of $A$, i.e., $\Sigma$ is the diagonal matrix whose diagonal entries,
\[ \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_r > \sigma_{r+1} = \cdots = \sigma_m = 0, \]
are the singular values of $A$, and $U$ and $V$ are orthonormal matrices. We further let $u_j$ and $v_j$ denote the $j$-th column vector of $U$ and $V$. If $n < r$, then the Eckhart–Young theorem [9, Theorem 2.4.8] states that the rank-$n$ matrix
\[ R_n = \sum_{i=1}^{n} \sigma_i u_i v_i^T, \tag{1} \]
satisfies
\[ \| A - R_n \| = \min_{\text{rank}(B)=n} \| A - B \| = \sigma_{n+1}, \tag{2} \]
and is thus a best rank-$n$ approximation to $A$ in the spectral norm. However, in many applications one is interested in finding low-rank approximations that preserve certain structures in the original matrix $A$, i.e., structured low-rank approximation [4, 10, 13, 15, 22, 25]. Preserving these structures could exclude the matrix $R_n$ in (1) from being a suitable approximation, and in general one looks for near-best approximations that preserve these structures. In this paper we provide a classification of other best low-rank approximations to $A$ than $R_n$ in (1). One could then search among these matrices for best low-rank approximations that have the desired structure or other problem-oriented properties. In fact, the special case of best rank-1 approximations to Hankel matrices has already been considered in [1]; see also [19] where further results and efficient algorithms for structured best rank-1 approximations to Hankel matrices can be found. We also remark that the problem of finding best low-rank approximations in other (entry-wise) matrix norms has been studied in [28] and [8].

Observe that the matrix $R_n$ in (1) is clearly not unique if $\sigma_n = \sigma_{n+1} > 0$ and it is then straightforward to find other best rank-$n$ approximations to $A$. If $\sigma_n > \sigma_{n+1} > 0$ it is known that the matrix in (1) is the unique best rank-$n$ approximation to $A$ in the Frobenius norm; see, e.g., [13, Section 7.4.2]. However, as argued by Tropp [31, p. 122], error bounds in the Frobenius norm are not always useful in cases of practical interest and can even be completely “vacuous”; see also [21, 24] for a similar argument. It is therefore more desirable to look for low-rank approximations in the spectral norm. For this norm
the problem has infinitely many solutions whenever \( \sigma_{n+1} > 0 \), because any matrix of the form
\[
\sum_{i=1}^{n} (\sigma_i + \epsilon_i) u_i v_i^T, \quad -\sigma_{n+1} \leq \epsilon_i \leq \sigma_{n+1},
\]
solves (2). In this paper we look for more general solutions of the form \( \sum_{i=1}^{n} x_i y_i^T \) with \( x_i, y_i \in \mathbb{R}^m \), other than (1) and (3), to the best low-rank approximation problem in (2).

Our approach to finding other best rank-\( n \) approximations to \( A \) consists of two steps: first we relate this problem to Kolmogorov \( n \)-widths [20] and then we solve the \( n \)-width problem. The Kolmogorov \( n \)-width of a set in a normed linear space is the minimal distance to the given set from all possible \( n \)-dimensional subspaces. An \( n \)-dimensional (sub)space is optimal when it realizes this minimal distance. We provide a classification of all the optimal \( n \)-dimensional spaces for the image of the Euclidean unit ball under \( A \), which can be recognized as an \( r \)-dimensional ellipsoid in \( \mathbb{R}^m \). It turns out that the corresponding Kolmogorov \( n \)-width equals \( \sigma_{n+1} \) and that any orthonormal basis in such \( n \)-dimensional optimal space generates a best rank-\( n \) approximation to \( A \). This results in a large variety of best rank-\( n \) approximations beyond the truncated SVD solution in (1), and can be exploited to obtain low-rank approximations with problem-oriented properties.

As a byproduct of our results we classify all \( n \)-dimensional spaces that achieve the minimum in the following min-max formulation for the singular values of \( A \):
\[
\sigma_{n+1} = \min_{X_n} \max_{z \perp X_n} \sqrt{z^T A A^T z / z^T z}.
\]
(4)

This formula is a direct consequence of the Courant–Fischer theorem [14, Section 7.3]. It is easily verified that \( X_n = \text{span}\{u_1, \ldots, u_n\} \) achieves the minimum in (4). However, as already pointed out in [16, 17], this space is unique only in very special cases.

For further relations between the \( n \)-width and matrix theory we refer the reader to the survey paper [26], and for further \( n \)-width results in general to the book [27].

In this paper we restrict our attention to the case where the \((n + 1)\)-st singular value is non-zero and unique, i.e.,
\[
\sigma_n > \sigma_{n+1} > \sigma_{n+2} \geq 0.
\]
(5)

Besides the above discussion, this assumption is taken to simplify the exposition since it ensures that the \((n + 1)\)-st left singular vector of \( A \) is unique (up to multiplication by constants). All our findings can be easily extended to rectangular matrices \( A \) of rank \( r \).

The remainder of this paper is organized as follows. Section 2 states the definitions of Kolmogorov \( n \)-widths and optimal spaces for the image of the Euclidean unit ball by \( A \) and connects them with best rank-\( n \) approximations to \( A \). Some known necessary or sufficient conditions for a subspace to be optimal are recalled in Section 3. Section 4 is the core of the paper and provides characterizations of optimal subspaces by means of some optimality criteria. We discuss them in detail for the important case of best rank-1 approximation in Section 5. Some alternative optimality criteria are collected in Section 6. Sections 7 and 8, inspired by similar results for integral operators in \( L^2 \), present a simple explicit construction
to obtain a sequence of optimal $n$-dimensional subspaces once an initial optimal subspace is given. This construction can be exploited to obtain alternative best rank-$n$ spectral approximations for any matrix $A$. Some concluding remarks are collected in Section 9.

2 Kolmogorov $n$-widths and rank-$n$ approximations

Let $A$ be an $m \times m$ real matrix of rank $r$, and define the subset of $\mathbb{R}^m$,

$$\mathcal{A} := \{ Ax : x \in \mathbb{R}^m, \| x \| \leq 1 \},$$

where $\| \cdot \|$ is the Euclidean norm in $\mathbb{R}^m$. Note that $\mathcal{A}$ can be recognized as a (filled) $r$-dimensional ellipsoid in $\mathbb{R}^m$, where the line segments $[-\sigma_i u_i, \sigma_i u_i]$, $i = 1, \ldots, r$, are its principal axes. The spectral norm of $A$ is the induced operator norm given by

$$\| A \| := \max_{\| x \| \leq 1} \| Ax \|,$$

and it can be shown that $\| A \| = \| A^T \| = \sigma_1$. For an $n$-dimensional subspace $X_n$ of $\mathbb{R}^m$, where $0 \leq n \leq m$, we define the distance to $\mathcal{A}$ from $X_n$ by

$$E(\mathcal{A}, X_n) := \max_{a \in \mathcal{A}} \text{dist}(a, X_n) = \max_{a \in \mathcal{A}} \min_{x \in X_n} \| a - x \|. \quad (6)$$

Then, the Kolmogorov $n$-width of $\mathcal{A}$, relative to the Euclidean norm in $\mathbb{R}^m$, is defined by

$$d_n(A) := \min_{X_n} E(\mathcal{A}, X_n).$$

A subspace $X_n$ of $\mathbb{R}^m$ is called an optimal subspace for $\mathcal{A}$ provided that

$$E(\mathcal{A}, X_n) = d_n(\mathcal{A}).$$

Here the 0-dimensional subspace $X_0$ of $\mathbb{R}^m$ is $\{0\}$.

We can determine the $n$-width of $\mathcal{A}$ for any $n = 0, \ldots, m$ as follows. Let $P_n$ be the orthogonal projection onto $X_n$. Then,

$$E(\mathcal{A}, X_n) = \max_{a \in \mathcal{A}} \| a - P_n a \| = \max_{\| x \| \leq 1} \| (I - P_n) A x \| = \| (I - P_n) A \|$$

$$= \| A^T (I - P_n) \| = \max_{x \neq 0} \frac{\| A^T (I - P_n) x \|}{\| x \|}, \quad (7)$$

where we have used that the spectral norm of a matrix equals the spectral norm of its adjoint. By letting $x = y \oplus z$ for $y \in X_n$ and $z \perp X_n$ one can check that the last maximum in (7) is achieved for $y = 0$. This implies that

$$E(\mathcal{A}, X_n) = \max_{z \perp X_n} \frac{\| A^T z \|}{\| z \|} = \max_{z \perp X_n} \sqrt{\frac{z^T A A^T z}{z^T z}}. \quad (8)$$
Now, using the definition of \( d_n(A) \), together with (4) and (8), we observe that
\[
d_n(A) = \sigma_{n+1}, \quad n = 0, 1, \ldots, m - 1. \tag{9}
\]
We also note that it easily follows from the definition of the \( n \)-width that \( d_m(A) = 0 \), due to the fact that the only choice of a subspace of \( \mathbb{R}^m \) of dimension \( m \) is \( X_m = \mathbb{R}^m \). Thus, we have
\[
(d_0(A), d_1(A), \ldots, d_m(A)) = (\sigma_1, \sigma_2, \ldots, \sigma_m, 0),
\]
and, as mentioned in the introduction, \( X_n = \text{span}\{u_1, \ldots, u_n\} \) is an optimal space for \( A \).

The relation between Kolmogorov \( n \)-widths and rank-\( n \) approximations is contained in the next two theorems.

**Theorem 1.** Assume that the vectors \( x_i, i = 1, \ldots, n \), are orthonormal, and define \( y_i := A^T x_i, i = 1, \ldots, n \). If \( X_n := \text{span}\{x_1, \ldots, x_n\} \), then
\[
\| A - \sum_{i=1}^{n} x_i y_i^T \| = E(A, X_n),
\]
and, consequently, the matrix \( \sum_{i=1}^{n} x_i y_i^T \) is a best rank-\( n \) approximation to \( A \) if and only if the subspace \( X_n \) is optimal for \( A \).

**Proof.** Let \( P_n \) be the orthogonal projection onto \( X_n \). It follows from (7) that
\[
E(A, X_n) = \max_{\|x\|=1} \|Ax - P_n Ax\| = \max_{\|x\|=1} \|Ax - \sum_{i=1}^{n} (x_i^T A)x_i\|
\]
\[
= \max_{\|x\|=1} \|Ax - \sum_{i=1}^{n} ((A^T x_i)^T x_i)\| = \max_{\|x\|=1} \|Ax - \sum_{i=1}^{n} x_i y_i^T x\|
\]
\[
= \| A - \sum_{i=1}^{n} x_i y_i^T \|.
\]
Since \( d_n(A) = \sigma_{n+1} \), the result follows. \( \square \)

We remark that the above theorem can be considered as an extension of an observation in [28]. Define the subset \( A_T := \{ A^T x : x \in \mathbb{R}^m, \|x\| \leq 1 \} \) and observe that \( d_n(A_T) = \sigma_{n+1} \) since \( A^T \) has the same singular values as \( A \). The following result can be obtained by a similar argument as for Theorem 1.

**Theorem 2.** Assume that the vectors \( y_i, i = 1, \ldots, n \), are orthonormal, and define \( x_i := Ay_i, i = 1, \ldots, n \). If \( Y_n := \text{span}\{y_1, \ldots, y_n\} \), then
\[
\| A - \sum_{i=1}^{n} x_i y_i^T \| = E(A_T, Y_n),
\]
and, consequently, the matrix \( \sum_{i=1}^{n} x_i y_i^T \) is a best rank-\( n \) approximation to \( A \) if and only if the subspace \( Y_n \) is optimal for \( A_T \).
We remark that if $X_n$ is an optimal subspace for $A$ then it follows from the results of Section 8 that $A^T(X_n) = \text{span}\{A^T x_1, \ldots, A^T x_n\}$ is an optimal space for $A_T$. Thus, the $y_i, i = 1, \ldots, n$, in Theorem 1 span an optimal space for $A_T$ whenever $X_n$ is optimal for $A$. A similar observation holds for Theorem 2 and we refer the reader to Section 8 for the details.

The classical truncated SVD approximation to $A$ can be recovered by taking either $x_i = u_i, i = 1, \ldots, n$, in Theorem 1 or $y_i = v_i, i = 1, \ldots, n$, in Theorem 2. From the above theorems we observe that a classification of all the optimal spaces for $A$ and $A_T$ leads to a classification of several best low-rank approximations to $A$. Such a classification is the goal of the remainder of this paper.

Equivalence between best rank-$n$ approximation and optimality of the corresponding subspaces for the Kolmogorov $n$-width has been shown under the assumptions of either Theorem 1 or Theorem 2 (see also Proposition 3). It is an open question whether this equivalence holds more generally.

3 Optimal subspaces

Let us start searching for optimal subspaces for $A$. From now on we assume that the singular values of $A = U\Sigma V^T$ satisfy (5). Here we recall some optimality conditions from Karlovitz [17]. The following condition is necessary for the optimality of a subspace; see [17, Theorem 1] for a proof.

**Theorem 3.** Given $n < r$, if $X_n$ is an optimal subspace for $A$, then $X_n \perp u_{n+1}$.

As mentioned in the introduction, under the assumption (5) the left singular vector $u_{n+1}$ is unique (up to multiplication by constants). In general, if there are multiple equal singular values for $A$, then an optimal subspace $X_n$ must be orthogonal to a certain subspace spanned by the left singular vectors of $A$; see [17, Theorem 1] for the details.

Note that in the special case $r = m$ and $n = m - 1$, Theorem 3 implies the uniqueness of the optimality of

$$X_{m-1} = \text{span}\{u_1, \ldots, u_{m-1}\}. \quad (10)$$

In addition to the necessary condition in Theorem 3 Karlovitz also proved a sufficient condition for optimality. Roughly speaking, it states that any subspace “sufficiently close” to the optimal space $\text{span}\{u_1, \ldots, u_n\}$ must be optimal whenever it satisfies the necessary condition of Theorem 3. The precise condition is stated in the following theorem; see [17, Theorem 1] for a proof.

**Theorem 4.** Given $n < \min\{m - 1, r\}$, if $X_n \perp u_{n+1}$ and

$$\sum_{i=1}^{n} \|u_i - P_n u_i\|^2 \sigma_i^2 \leq \sigma_{n+1}^2 - \sigma_{n+2}^2, \quad (11)$$

where $P_n$ is the orthogonal projection onto $X_n$, then $X_n$ is an optimal subspace for $A$. 

4 Optimality criteria

With the aim of deriving novel conditions for optimality of subspaces, we first provide a characterization of the distance \( E(\mathcal{A}, \mathbb{X}_n) \).

**Lemma 1.** Let \( P_n \) be the orthogonal projection onto \( \mathbb{X}_n \). The distance \( E(\mathcal{A}, \mathbb{X}_n) \) is equal to the square root of the largest eigenvalue of

\[
\Sigma^2 - \Sigma U^T P_n U \Sigma. \tag{12}
\]

**Proof.** First note that \( P_n = P_n^2 = P_n^T P_n \). Similar to [23, Theorem 2.3], by using (6) and the definition of \( \mathcal{A} \) we deduce that

\[
E(\mathcal{A}, \mathbb{X}_n)^2 = \max_{\|x\| \leq 1} \|Ax - P_n Ax\|^2 = \max_{x \neq 0} \frac{((I - P_n)Ax, (I - P_n)Ax)}{(x, x)}
\]

and so \( E(\mathcal{A}, \mathbb{X}_n) \) is the square root of the largest eigenvalue of \( M := A^T (I - P_n)A \). From the SVD of \( A \) we see that \( M = VBV^T \), where \( B := \Sigma^2 - \Sigma U^T P_n U \Sigma \) is the matrix in (12). Since \( B \) is a similarity transformation of \( M \), they share the same eigenvalues. \( \square \)

The characterization of \( E(\mathcal{A}, \mathbb{X}_n) \) in Lemma 1 forms the basis for our optimality criteria. Let

\[
C_{n+1} := \sigma_{n+1}^2 I - \Sigma^2 + \Sigma U^T P_n U \Sigma,
\]

and let \( C_{n+1}[i_1, \ldots, i_k] \) denote the \( k \times k \) submatrix of \( C_{n+1} \) consisting of the rows and columns with indices \( i_1, \ldots, i_k \).

**Lemma 2.** The subspace \( \mathbb{X}_n \) is optimal for \( \mathcal{A} \) if and only if \( \mathbb{X}_n \perp u_{n+1} \) and \( C_{n+1}[1, \ldots, n, n+2, \ldots, m] \) is positive semi-definite.

**Proof.** Suppose \( \mathbb{X}_n \) is optimal for \( \mathcal{A} \). Then, from (9) we deduce that \( E(\mathcal{A}, \mathbb{X}_n) = \sigma_{n+1} \), and by Lemma 1 we have that \( C_{n+1} \) is positive semi-definite. Conversely, if \( C_{n+1} \) is positive semi-definite, then using again the same lemma we can conclude that \( \mathbb{X}_n \) is optimal for \( \mathcal{A} \). Moreover, by Theorem 3 \( \mathbb{X}_n \perp u_{n+1} \) and the \( (n+1) \)-st row and \( (n+1) \)-st column of \( C_{n+1} \) are zero, and so \( C_{n+1} \) is positive semi-definite if and only if \( C_{n+1}[1, \ldots, n, n+2, \ldots, m] \) is positive semi-definite. \( \square \)

**Proposition 1.** The subspace \( \mathbb{X}_n \) is optimal for \( \mathcal{A} \) if and only if \( \mathbb{X}_n \perp u_{n+1} \) and

\[
\det(C_{n+1}[\mathcal{J}]) \geq 0, \tag{13}
\]

for any set of indices \( \mathcal{J} \subseteq \{1, \ldots, n, n+2, \ldots, m\} \) such that \( \{1, \ldots, n\} \cap \mathcal{J} \neq \emptyset \).
Proof. By the previous lemma, $X_n$ is optimal for $\mathcal{A}$ if and only if $X_n \perp u_{n+1}$ and the matrix $C_{n+1}[1, \ldots, n, n+2, \ldots, m]$ is positive semi-definite. The latter is equivalent to the two conditions
\[
\det(C_{n+1}[J]) \geq 0, \quad J \subseteq \{n+2, \ldots, m\},
\]  
and (13). Thus, to complete the proof it is sufficient to show that (14) holds for all $X_n$, i.e., that $C_{n+1}[n+2, n+3, \ldots, m]$ is positive semi-definite for any $X_n$. To see this, let $x = [0, \ldots, 0, x_{n+2}, \ldots, x_m]^T \in \mathbb{R}^m$. Then, noting that $P_n = P_n^2 = P_n^T P_n$,
\[
x^T C_{n+1} x = \sum_{i=n+2}^{m} (\sigma_{i+1}^2 - \sigma_i^2)x_i^2 + \|P_n U \Sigma x\|^2 \geq 0,
\]  
and thus $C_{n+1}[n+2, n+3, \ldots, m]$ is indeed positive semi-definite. \qed

Alternatively, we can consider a sufficient condition for optimality that involves checking the sign of only $n$ determinants.

**Corollary 1.** The subspace $X_n$ is optimal for $\mathcal{A}$ if $X_n \perp u_{n+1}$ and
\[
\det(C_{n+1}[k, k+1, \ldots, n, n+2, \ldots, m]) > 0, \quad k = 1, 2, \ldots, n.
\]  
Proof. The subspace $X_n$ is optimal for $\mathcal{A}$ if $X_n \perp u_{n+1}$ and the matrix $C_{n+1}[1, \ldots, n, n+2, \ldots, m]$ is positive definite. The latter is equivalent to the two conditions
\[
\det(C_{n+1}[k, k+1, \ldots, m]) > 0, \quad k = n+2, \ldots, m,
\]  
and (16). But (17) holds for any $X_n$ since inequality (15) is strict unless $x_{n+2} = x_{n+3} = \cdots = x_m = 0$. \qed

Let us now express the subspace $X_n$ in the form
\[
X_n = \operatorname{span}\{x_1, \ldots, x_n\},
\]  
where $x_1, \ldots, x_n$ are orthonormal vectors in $\mathbb{R}^m$. Then, the projection $P_n$ equals $X X^T$ where $X \in \mathbb{R}^{m,n}$ is the matrix whose columns are $x_1, \ldots, x_n$. We can express these vectors in the basis $u_1, \ldots, u_m$, and write
\[
x_j = \sum_{i=1}^{m} w_{ij} u_i, \quad j = 1, \ldots, n,
\]  
for coefficients $w_{ij} \in \mathbb{R}$. Letting $W \in \mathbb{R}^{m,n}$ be the matrix $[w_{ij}]_{i=1,\ldots,m,j=1,\ldots,n}$, we find that
\[
X = U W,
\]  
and it follows that
\[
P_n = U W W^T U^T,
\]  
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and therefore, that
\[ C_{n+1} = \sigma_{n+1}^2 I - \Sigma^2 + \Sigma W W^T \Sigma. \] (19)
Note that \( W = U^T X \), which implies
\[ W^T W = X^T X = I, \]
and so the columns \( w_1, \ldots, w_n \) of \( W \) are orthonormal.

We can then further sharpen the condition of Proposition 1 by making use of a matrix determinant identity.

**Lemma 3.** Suppose \( X_n \) is as in (18) and \( C_{n+1} \) as in (19). If \( J \subseteq \{1, \ldots, n, n+2, \ldots, m\} \) is any set of indices, then
\[ \det(C_{n+1}[J]) = \det(M_J) \prod_{k \in J} (\sigma_{n+1}^2 - \sigma_k^2), \]
where \( M_J = [m_{ij}]_{i,j=1,\ldots,n} \) has the elements
\[ m_{ij} = \sigma_{n+1}^2 \sum_{k \in J} \frac{w_{ki}w_{kj}}{\sigma_{n+1}^2 - \sigma_k^2} + \sum_{k \notin J} w_{ki}w_{kj}. \] (20)

**Proof.** Let \( \mathcal{I}_k := \{1, \ldots, k\} \), and let \( W[J, \mathcal{I}_n] \) be the submatrix of \( W \) consisting of the rows with indices in \( J \) and columns with indices in \( \mathcal{I}_n \). We use the fact that for any non-singular matrix \( F \in \mathbb{R}^{m,m} \) and any matrix \( G \in \mathbb{R}^{m,n} \), it holds that
\[ \det(F + GG^T) = \det(I + G^T F^{-1} G) \det(F); \]
see [12, Theorem 18.1.1]. Applying this identity with
\[ F := (\sigma_{n+1}^2 I - \Sigma^2)[J], \quad G := \Sigma[J] W[J, \mathcal{I}_n], \]
we find that
\[ \det(C_{n+1}[J]) = \det(I + W[J, \mathcal{I}_n]^T D W[J, \mathcal{I}_n]) \det(F), \]
where \( D := \Sigma[J] F^{-1} \Sigma[J] \) is the diagonal matrix given by
\[ D_{kk} = \frac{\sigma_k^2}{\sigma_{n+1}^2 - \sigma_k^2}, \quad k \in J. \]
Moreover, we find that
\[ I = \left[ \sum_{k \in \mathcal{I}_m} w_{ki}w_{kj} \right]_{i,j=1,\ldots,n}, \]
\[ W[J, \mathcal{I}_n]^T D W[J, \mathcal{I}_n] = \left[ \sum_{k \in J} \frac{\sigma_k^2 w_{ki}w_{kj}}{\sigma_{n+1}^2 - \sigma_k^2} \right]_{i,j=1,\ldots,n}. \]
and therefore \( M_J = I + W[J, I_n]^T D W[J, I_n] \) since
\[
m_{ij} = \sum_{k \in J} w_{ki} w_{kj} + \sum_{k \notin J} w_{ki} w_{kj} + \sum_{k \in J} \sigma^2_k w_{ki} w_{kj}.
\]
Finally, since \( F \) is diagonal, we have
\[
\det(F) = \prod_{k \in J} (\sigma^2_{n+1} - \sigma^2_k),
\]
and the result follows.

**Theorem 5.** The subspace \( X_n \) is optimal for \( A \) if and only if \( X_n \perp u_{n+1} \) and for all sets of indices \( J \subseteq \{1, \ldots, n, n+2, \ldots, m\} \) such that \( \{1, \ldots, n\} \cap J \neq \emptyset \) we have
\[
(-1)^s \det(M_J) \geq 0,
\]
where \( s \) is the cardinality of \( \{1, \ldots, n\} \cap J \) and \( M_J \) is the matrix given in (20).

**Proof.** From Proposition 1 we know that \( X_n \) is optimal for \( A \) if and only if \( X_n \perp u_{n+1} \) and for all sets of indices \( J \subseteq \{1, \ldots, n, n+2, \ldots, m\} \) such that \( \{1, \ldots, n\} \cap J \neq \emptyset \), we have
\[
\det(C_{n+1}[J]) = \det(M_J) \prod_{k \in J} (\sigma^2_{n+1} - \sigma^2_k) \geq 0.
\]
Now, since the singular values satisfy (5) we find that
\[
(-1)^s \prod_{k \in J} (\sigma^2_{n+1} - \sigma^2_k) > 0,
\]
which gives the result.

There is a freedom in the choice of the basis \( x_1, \ldots, x_n \) for the space \( X_n \) in (18), and this freedom will affect the matrices in the above optimality criterion. Looking at the sufficient condition in Theorem 4, a natural candidate for a basis of \( X_n \) seems to be \( P_n u_1, \ldots, P_n u_n \), as long as they are linearly independent. If they are, then they can be orthonormalized by a Gram–Schmidt process before being used in Theorem 5. Let us now prove that \( P_n u_1, \ldots, P_n u_n \) are in fact linearly independent whenever \( X_n \) is optimal.

**Proposition 2.** Let \( P_n \) be the orthogonal projection onto \( X_n \). If \( X_n \) is optimal for \( A \), then \( P_n u_1, \ldots, P_n u_n \) are linearly independent.

**Proof.** Suppose, on the contrary, that there are coefficients \( c_1, \ldots, c_n \in \mathbb{R} \), not all zero, such that
\[
\sum_{i=1}^n c_i P_n u_i = 0.
\]
Then,

\[ P_n \left( \sum_{i=1}^{n} c_i u_i \right) = 0, \]

which we can write as

\[ P_n U c = 0, \]

where \( c = [c_1, \ldots, c_n, 0, \ldots, 0]^T \in \mathbb{R}^m \). Let \( y \in \mathbb{R}^m \) be such that \( \Sigma y = c \). Then,

\[ P_n U \Sigma y = 0, \]

and therefore,

\[ y^T (\Sigma^2 - \Sigma U^T P_n U \Sigma) y = y^T \Sigma^2 y. \]

Since not all the coefficients \( c_1, \ldots, c_n \) are zero, not all the coefficients \( y_1, \ldots, y_n \) are zero. Therefore, we can form the Rayleigh quotient of \( B := \Sigma^2 - \Sigma U^T P_n U \Sigma \) and \( y \), and we find

\[ \frac{y^T (\Sigma^2 - \Sigma U^T P_n U \Sigma) y}{y^T y} = \frac{y^T \Sigma^2 y}{y^T y} = \frac{\sum_{i=1}^{n} y_i^2 \sigma_i^2}{\sum_{i=1}^{n} y_i^2} \geq \sigma_n^2, \]

and so \( E(A, X_n) \geq \sigma_n \) and \( X_n \) is not optimal for \( A \) (see Lemma 1).

\[ \Box \]

5 Optimality for the 1-width and best rank-1 approximation

For the 1-width we can derive an explicit form of the optimality criterion in Theorem 5. Suppose \( X_1 = \text{span}\{x_1\} \) for some \( x_1 = \sum_{i=1}^{m} w_i u_i \in \mathbb{R}^m \) with \( \|x_1\| = 1 \).

**Theorem 6.** The subspace \( X_1 \) is optimal for \( A \) if and only if \( w_2 = 0 \) and

\[ \sum_{i=3}^{m} \frac{w_i^2}{\sigma_i^2 - \sigma_2^2} \leq \frac{w_1^2}{\sigma_1^2 - \sigma_2^2}. \]  

(21)

**Proof.** Note that for \( n = 1 \) the matrix \( M_J \) in (20) is a scalar. Using Theorem 5, the subspace \( X_1 \) is optimal if and only if \( w_2 = 0 \) and

\[ M_J = \sigma_2^2 \sum_{i \in J} \frac{w_i^2}{\sigma_i^2 - \sigma_2^2} + \sum_{i \notin J} w_i^2 \leq 0, \]

for any subset \( J \) of \( \{1, 3, \ldots, m\} \) that contains 1. Since \( w_2 = 0 \), this is equivalent to

\[ \sigma_2^2 \sum_{i \notin J} \frac{w_i^2}{\sigma_i^2 - \sigma_2^2} + \sum_{i \in K} w_i^2 \leq 0, \]  

(22)
where $\mathcal{K} = \{1, 3, \ldots, m\} \setminus J$. Now, if $J = \{1, 3, \ldots, m\}$, then $\mathcal{K} = \emptyset$ and (22) is equivalent to (21). If, on the other hand, $J$ is a strict subset of $\{1, 3, \ldots, m\}$, then

$$\sigma_2^2 \sum_{i \in J} \frac{w_i^2}{\sigma_2^2 - \sigma_i^2} + \sum_{i \in \mathcal{K}} w_i^2 \leq \sigma_2^2 \sum_{i \in J} \frac{w_i^2}{\sigma_2^2 - \sigma_i^2} + \sum_{i \in \mathcal{K}} \frac{\sigma_2^2}{\sigma_2^2 - \sigma_i^2} w_i^2 = \sigma_2^2 \sum_{i=1}^{m} \frac{w_i^2}{\sigma_2^2 - \sigma_i^2} \leq 0,$$

since $\sigma_2 \geq \sigma_2 - \sigma_j$ for any $j \in \{3, \ldots, m\}$. This concludes the proof.

Observe that by combining the above result with either Theorem 1 or Theorem 2 we obtain a characterization of several best rank-1 approximations to $A$. We remark that a condition similar to (21) was found by Antoulas [1] in the special case of rank-1 approximation to Hankel matrices.

The optimality criterion in (21) is trivially satisfied by the classical optimal space span$\{u_1\}$ and it provides a characterization of "how far" a one-dimensional space can deviate from span$\{u_1\}$ and still remain optimal. Specifically, let $x_1 = \sum_{i=1}^{m} w_i u_i \in \mathbb{R}^m$ with $\|x_1\| = 1$, then Theorem 6 shows that if $X_1 = \text{span}\{x_1\}$ is optimal for $A$ and $A \neq 0$, then $w_1 \neq 0$. Indeed, if $w_1 = 0$, then from (21) we have that $w_i = 0, i = 2, \ldots, m$ and so $x_1 = 0$. The space $X_1 = \{0\}$ can only be optimal for the 1-width of $A$ if $\sigma_1 = \sigma_2$, which contradicts assumption (5).

Let us now compare the result in Theorem 6 with the sufficient condition of Karlovitz (Theorem 4). Note that (21) is equivalent to

$$\sum_{i=3}^{m} \frac{\sigma_1^2 - \sigma_i^2}{\sigma_2^2 - \sigma_i^2} w_i^2 \leq 1, \quad (23)$$

by using $w_1^2 = 1 - \sum_{i=3}^{m} w_i^2$ and $w_2 = 0$. On the other hand, for $n = 1$, the left-hand side of (11) equals

$$\|u_1 - (u_1, x_1)x_1\|^2 \sigma_1^2 = (\|u_1\|^2 - (u_1, x_1)^2)\sigma_1^2 = (1 - w_1^2)\sigma_1^2 = \sum_{i=3}^{m} w_i^2 \sigma_1^2,$$

and so, condition (11) is equivalent to

$$\sum_{i=3}^{m} \frac{\sigma_1^2}{\sigma_2^2 - \sigma_i^2} w_i^2 \leq 1. \quad (24)$$

Since the singular values are decreasing, we have

$$\frac{\sigma_1^2 - \sigma_i^2}{\sigma_2^2 - \sigma_i^2} \leq \frac{\sigma_1^2}{\sigma_2^2 - \sigma_3^2}, \quad i = 3, \ldots, m, \quad (25)$$

and condition (24) implies (23), as expected. However, we note that the case $i = 3$ in (25) is a strict inequality if $\sigma_3 > 0$. Thus, for $n = 1$, the sufficient condition in Theorem 4 is stronger than necessary whenever $\sigma_3 > 0$. 
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Figure 1: The \((e_1, e_3)\) cross-section of \(A\) in the case \(m = 3\). The space \(X_1\) is optimal for \(A\) if and only if \(|\alpha| \leq \hat{\alpha}\) in (27).

**Example 1.** Let \(m = 3\) and consider the space \(X_1 = \text{span}\{x_1\}\) for some \(x_1 = w_1u_1 + w_2u_2 + w_3u_3\), with \(\|x_1\| = 1\). From Theorem 6 it follows that \(X_1\) is optimal for \(A\) if and only if \(w_2 = 0\) and

\[
\frac{w_3^2}{\sigma_3^2} \leq \frac{\sigma_1^2 - \sigma_2^2}{\sigma_1^2 - \sigma_3^2}.
\]  

(26)

Now, let \(w_1 = \cos(\alpha)\), \(w_2 = 0\) and \(w_3 = \sin(\alpha)\), where \(\alpha\) is the angle between \(X_1\) and the classical optimal space \(\text{span}\{u_1\}\). Condition (26) is then equivalent to

\[
|\alpha| \leq \hat{\alpha} := \arcsin \left( \sqrt{\frac{\sigma_1^2 - \sigma_2^2}{\sigma_1^2 - \sigma_3^2}} \right).
\]  

(27)

Thus, \(X_1\) is optimal for \(A\) if and only if it is rotated in the \((u_1, u_3)\)-plane with an angle less than or equal to \(\hat{\alpha}\) from the \(u_1\)-axis. An illustration of this is given in Fig. 1 for \(u_i = e_i\), \(i = 1, 2, 3\).

**Example 2.** Similar to an example in [1] we consider the \(3 \times 3\) matrix

\[
A = \begin{bmatrix}
1 & 0 & 1/4 \\
0 & 1/4 & 0 \\
1/4 & 0 & 1
\end{bmatrix}.
\]

Note that this is a symmetric matrix with Hankel structure. It is easy to verify that \(A = USU^T\), with

\[
\sigma_1 = \frac{5}{4}, \quad u_1 = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix}; \quad \sigma_2 = \frac{3}{4}, \quad u_2 = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ 0 \\ -1 \end{bmatrix}; \quad \sigma_3 = \frac{1}{4}, \quad u_3 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\]

From Example [1] we deduce that any space \(X_1 = \text{span}\{x_1\}\) is optimal for \(A\) if and only if it is rotated in the \((u_1, u_3)\)-plane with an angle less than or equal to

\[
\hat{\alpha} = \arcsin \left( \frac{1}{\sqrt{3}} \right) \approx 35.26^\circ
\]
from the $u_1$-axis. The maximum angle $\hat{\alpha}$ corresponds to the unit vector
\[
\hat{x}_1 = \frac{\sqrt{2}u_1 + u_3}{\sqrt{3}} = \frac{1}{\sqrt{3}} \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix},
\]
which will be an interesting choice for structure-preserving approximation (see Example 3).

If $A$ is a symmetric matrix, then the low-rank approximations in Theorems 1 and 2 do not, in general, result in a symmetric approximation to $A$. As we shall see in the next proposition, if given a proper choice of the scaling factor, then each unit vector satisfying the optimality criterion in Theorem 6 provides a symmetric best rank-1 approximation to a symmetric matrix $A$ (at least in the case $m = 3$). We remark that the next result is very similar to [1, Theorem 3.1]. Specifically, if $A$ is a Hankel matrix, then [1, Theorem 3.1] provides a characterization of best rank-1 approximations to $A$ that preserve the Hankel structure. This characterization was later generalized to best rank-1 Hankel approximations to a symmetric matrix $A$ in [19, Theorem 4.1].

**Proposition 3.** Let $n = 1$ and $m = 3$. Let $A$ be a symmetric matrix and let $x_1 = \sum_{i=1}^3 w_i u_i$ be a unit vector such that $X_1 := \text{span}\{x_1\}$ is optimal for $A$. Then, for any $\sigma_{x_1} \in \mathbb{R}$ such that
\[
\mathcal{L}(x_1) := \frac{(\sigma_1 - \sigma_2)(\sigma_2 - \sigma_3)}{(\sigma_2 - \sigma_3) - (\sigma_1 - \sigma_3)w_3^2} \leq \sigma_{x_1} \leq \frac{\sigma_2}{(\sigma_2 + \sigma_3) + (\sigma_1 - \sigma_3)w_3^2} := \mathcal{U}(x_1),
\]
we have
\[
\|A - \sigma_{x_1} x_1 x_1^T\| = \sigma_2.
\]

**Proof.** Without loss of generality, we can restrict ourselves to the case of $A$ being a diagonal matrix $\Sigma$ and $u_i = e_i$, the elements of the canonical basis. Proving equality (29) is equivalent to showing that the maximum modulus of the eigenvalues of the matrix $\Sigma - \sigma_{x_1} x_1 x_1^T$ is equal to $\sigma_2$. Since $X_1$ is optimal for $A$, we know from Theorem 6 that $w_3 = 0$. Therefore, the eigenvalues of $\Sigma - \sigma_{x_1} x_1 x_1^T$ are given by $\sigma_2$ and by the eigenvalues of the submatrix obtained by removing the second row and the second column, i.e.,
\[
\begin{bmatrix}
\sigma_1 - \sigma_{x_1} w_1^2 & -\sigma_{x_1} w_1 w_3 \\
-\sigma_{x_1} w_1 w_3 & \sigma_3 - \sigma_{x_1} w_3^2
\end{bmatrix}.
\]

Then, proving equality (29) is equivalent to showing that the eigenvalues of the matrix in (30) are less than or equal to $\sigma_2$ in modulus. A direct computation shows that its two (real) eigenvalues are given by
\[
\lambda_{\pm} = \frac{\sigma_1 + \sigma_3 - \sigma_{x_1} \pm \sqrt{(\sigma_1 - \sigma_3 - \sigma_{x_1})^2 + 4w_3^2(\sigma_1 - \sigma_3)\sigma_{x_1}}}{2}.
\]
Imposing $-\sigma_2 \leq \lambda_{\pm} \leq \sigma_2$ results in the range (28) for $\sigma_{x_1}$. \(\square\)
Let \( m = 3 \). Recall from (26)–(27) that \( X_1 \) is optimal for \( A \) if and only if \( w_2 = 0 \) and
\[
w_3^2 \leq \sin^2(\hat{\alpha}) := \frac{\sigma_2^2 - \sigma_3^2}{\sigma_1^2 - \sigma_3^2}.
\]
Set \( \hat{x}_1 := \cos(\hat{\alpha})u_1 + \sin(\hat{\alpha})u_3 \), then one can check that
\[
\mathcal{L}(x_1) \leq \mathcal{L}(\hat{x}_1) = \sigma_1 + \sigma_3 = \mu(\hat{x}_1) \leq \mu(x_1),
\]
for any \( x_1 \) such that its span is optimal for \( A \). Therefore, the range of values in (28) for the scaling factor \( \sigma_{x_1} \) is always non-empty. In particular, it always contains the value \( \sigma_1 + \sigma_3 \). This means that there always exists at least one best low-rank approximation in any optimal space for \( A \) (with \( m = 3 \) and \( n = 1 \)). The classical truncated SVD approximation to \( A \) corresponds to \( x_1 = u_1 \), and in this case we have \( \sigma_1 - \sigma_2 \leq \sigma_{u_1} \leq \sigma_1 + \sigma_2 \). This is in agreement with (3).

**Example 3.** As a continuation of Example 2, consider again the matrix
\[
A = \begin{bmatrix}
1 & 0 & 1/4 \\
0 & 1/4 & 0 \\
1/4 & 0 & 1
\end{bmatrix}
\]  
(31)
According to Proposition 3 any choice \( x_1 = \cos(\alpha)u_1 + \sin(\alpha)u_3 \), with \( |\alpha| \leq \hat{\alpha} \), leads to a range of best rank-1 approximations to \( A \) that are symmetric, i.e.,
\[
\sigma_{x_1} x_1 x_1^T = \frac{\sigma_{x_1}}{2} \begin{bmatrix}
\cos^2(\alpha) & \sqrt{2} \cos(\alpha) \sin(\alpha) & \cos^2(\alpha) \\
\sqrt{2} \cos(\alpha) \sin(\alpha) & 2 \sin^2(\alpha) & \sqrt{2} \cos(\alpha) \sin(\alpha) \\
\cos^2(\alpha) & \sqrt{2} \cos(\alpha) \sin(\alpha) & \cos^2(\alpha)
\end{bmatrix},
\]
for any \( \sigma_{x_1} \in \mathbb{R} \) such that
\[
\frac{1}{2 - 4 \sin^2(\alpha)} \leq \sigma_{x_1} \leq \frac{2}{1 + \sin^2(\alpha)}.
\]
The specific choice \( \hat{x}_1 \), corresponding to the maximum angle \( \hat{\alpha} \), gives a best rank-1 approximation that even preserves the Hankel structure of \( A \), i.e.,
\[
\sigma_{\hat{x}_1} \hat{x}_1 \hat{x}_1^T = \frac{1}{2} \begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{bmatrix},
\]
since \( \sigma_{\hat{x}_1} = 3/2 \). Similarly, the approximation obtained by taking the angle \(-\hat{\alpha}\) preserves the Hankel structure as well. According to [1, Theorem 3.1], these matrices are the only two Hankel-preserving best rank-1 approximations to \( A \) in (31).

As shown in [1], it is not always possible to find a Hankel-preserving best rank-1 approximation to a Hankel matrix \( A \). When this is not possible one can ask the question of how well one can approximate \( A \) with rank-1 Hankel matrices, and this has been studied in [19].
6 Alternative optimality criteria

In this section we provide some alternative optimality criteria that are useful in the case of large $n$. While this is not relevant for low-rank approximation, these results are still of independent interest for the Kolmogorov $n$-width. To simplify the exposition, we will in this section only consider matrices $A$ that are of full rank, i.e., $r = m$. Recall that a necessary condition for an $n$-dimensional space $X_n$ to be optimal for the $n$-width is that it is orthogonal to $u_{n+1}$ (see Theorem 3). This implies that the only optimal space for $n = m - 1$ is given in (10).

Suppose now that $n \leq m - 2$ and that $X_n$ is orthogonal to $u_{n+1}$. Let us denote the orthogonal complement of $X_n \oplus u_{n+1}$ in $\mathbb{R}^m$ by $Y_{m-n-1}$, and suppose that we can represent it in the form

$$Y_{m-n-1} = \text{span}\{y_1, \ldots, y_{m-n-1}\},$$

where $y_1, \ldots, y_{m-n-1}$ are orthonormal vectors in $\mathbb{R}^m$. We can express these vectors as

$$y_j = \sum_{i=1}^{m} q_{ij} u_i, \quad j = 1, \ldots, m - n - 1,$$

for coefficients $q_{ij} \in \mathbb{R}$, $j = 1, \ldots, m - n - 1$, where now

$$q_{n+1,j} = 0, \quad j = 1, \ldots, m - n - 1.$$

Denoting by $Q \in \mathbb{R}^{m,m-n-1}$ the matrix

$$[q_{ij}]_{i=1,...,m,j=1,...,m-n-1}, \quad (32)$$

we obtain the following alternative characterization of optimality for $X_n$.

**Lemma 4.** Let $Q$ be the matrix in (32). The subspace $X_n$ is optimal for $A$ if and only if $X_n \perp u_{n+1}$ and the largest eigenvalue of

$$Q^T \Sigma^2 Q$$

is at most $\sigma_{n+1}^2$.

**Proof.** Recall from (8) that

$$E(A, X_n) = \max_{z \perp X_n} \sqrt{\frac{z^T A A^T z}{z^T z}}.$$

Following the argument of Karlovitz in [17, Theorem 1], any $z$ orthogonal to $X_n$ can be expressed uniquely as $z = y \oplus x$, where $y \in Y_{m-n-1}$ and $x \in \text{span}\{u_{n+1}\}$. Then,

$$\frac{z^T A A^T z}{z^T z} = \frac{x^T x \sigma_{n+1}^2 + y^T A A^T y}{x^T x + y^T y} \leq \max \left\{ \sigma_{n+1}^2, \frac{y^T A A^T y}{y^T y} \right\},$$
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since it is a convex combination of \( \sigma_{n+1}^2 \) and \( \frac{\mathbf{y}^T \mathbf{A} \mathbf{A}^T \mathbf{y}}{\mathbf{y}^T \mathbf{y}} \). We conclude that
\[
E(A, \mathbb{X}_n) = \max \left\{ \sigma_{n+1}, \max_{\mathbf{y} \in \mathbb{Y}_{m-n-1}} \sqrt{\frac{\mathbf{y}^T \mathbf{A} \mathbf{A}^T \mathbf{y}}{\mathbf{y}^T \mathbf{y}}} \right\}.
\]

Any \( \mathbf{y} \in \mathbb{Y}_{m-n-1} \) can be represented as
\[
\mathbf{y} = \sum_{j=1}^{m-n-1} c_j \mathbf{y}_j,
\]
for coefficients \( c_1, \ldots, c_{m-n-1} \). Setting \( \mathbf{c} := [c_1, \ldots, c_{m-n-1}]^T \), we have
\[
\mathbf{y}^T \mathbf{y} = \sum_{j=1}^{m-n-1} c_j^2 = \mathbf{c}^T \mathbf{c}.
\]

Setting \( \mathbf{Y} := [\mathbf{y}_1, \ldots, \mathbf{y}_{m-n-1}] \), we also have
\[
\mathbf{y} = \mathbf{Y} \mathbf{c} = \mathbf{U} \mathbf{Q} \mathbf{c},
\]
and so
\[
\mathbf{y}^T \mathbf{A} \mathbf{A}^T \mathbf{y} = \mathbf{c}^T \mathbf{Q}^T \mathbf{U}^T \mathbf{A} \mathbf{A}^T \mathbf{U} \mathbf{Q} \mathbf{c} = \mathbf{c}^T \mathbf{Q}^T \mathbf{\Sigma}^2 \mathbf{Q} \mathbf{c}.
\]

Therefore,
\[
\max_{\mathbf{y} \in \mathbb{Y}_{m-n-1}} \frac{\mathbf{y}^T \mathbf{A} \mathbf{A}^T \mathbf{y}}{\mathbf{y}^T \mathbf{y}} = \max_{\mathbf{c} \in \mathbb{R}^{m-n-1}} \frac{\mathbf{c}^T \mathbf{Q}^T \mathbf{\Sigma}^2 \mathbf{Q} \mathbf{c}}{\mathbf{c}^T \mathbf{c}},
\]
which is the largest eigenvalue of \( \mathbf{Q}^T \mathbf{\Sigma}^2 \mathbf{Q} \).

Suppose now that \( n = m - 2 \) and that \( \mathbb{X}_{m-2} \) is orthogonal to \( \mathbf{u}_{m-1} \). Let \( \mathbb{Y}_1 \) be the orthogonal complement to \( \mathbb{X}_{m-2} \oplus \mathbf{u}_{m-1} \) in \( \mathbb{R}^m \). Let \( \mathbf{y}_1 \) be a unit vector in \( \mathbb{Y}_1 \) (which is unique up to a change of sign). We can express \( \mathbf{y}_1 \) in the basis \( \mathbf{u}_1, \ldots, \mathbf{u}_m \), and write
\[
\mathbf{y}_1 = \sum_{i=1}^{m} q_i \mathbf{u}_i,
\]
for coefficients \( q_1, \ldots, q_m \in \mathbb{R} \) such that \( \sum_{i=1}^{m} q_i^2 = 1 \) and \( q_{m-1} = 0 \).

**Theorem 7.** The subspace \( \mathbb{X}_{m-2} \) is optimal if and only if \( q_{m-1} = 0 \) and
\[
\sum_{i=1}^{m} q_i^2 \sigma_i^2 \leq \sigma_{m-1}^2.
\]
Proof. This is just an application of Lemma 4 for \( n = m - 2 \), in which case the matrix \( Q^T \Sigma^2 Q \) has the single element
\[
\sum_{i=1}^{m} q_i^2 \sigma_i^2.
\]

Example 4. Let \( m = 3 \) and let \( X_1 \) be a 1-dimensional subspace of \( \mathbb{R}^3 \) that is orthogonal to \( u_2 \), and let \( y_1 = q_1 u_1 + q_3 u_3 \) be a unit vector orthogonal to \( X_1 \). From Theorem 7 it follows that \( X_1 \) is optimal for \( A \) if and only if
\[
q_1^2 \sigma_1^2 + q_3^2 \sigma_3^2 \leq \sigma_2^2.
\]
If
\[
X_1 = \text{span}\{\cos(\alpha)u_1 + \sin(\alpha)u_3\},
\]
then
\[
Y_1 = \text{span}\{-\sin(\alpha)u_1 + \cos(\alpha)u_3\},
\]
and \((q_1, q_3) = \pm(-\sin(\alpha), \cos(\alpha))\), thus the optimality condition can be expressed as
\[
\sin^2(\alpha) \leq \frac{\sigma_2^2 - \sigma_3^2}{\sigma_1^2 - \sigma_3^2}.
\]
This agrees with Example 1.

7 Totally positive matrices

Melkman and Micchelli studied the \( n \)-width problem for a certain class of matrices, and in this section we compare their results with the optimality criteria in Sections 4 and 5. If \( A \) is strictly totally positive, i.e., all its minors are positive, then two optimal spaces for \( A \) are constructed in [23, Section 4]. These two spaces are in general different from the classical optimal space \( \text{span}\{u_1, \ldots, u_n\} \). We will describe the first of these optimal spaces here. The second will be discussed in the next section.

When \( A \) is strictly totally positive it follows from a theorem of Gantmacher and Krein [7] that the singular values are positive and distinct,
\[
\sigma_1 > \sigma_2 > \cdots > \sigma_m > 0,
\]
and the right singular vectors of \( A \) have the following sign properties,
\[
S^+(v_{n+1}) = S^-(v_{n+1}) = n, \quad n = 0, \ldots, m - 1.
\]
Here \( S^-(v) \) denotes the actual sign changes of the vector \( v \), where zero components are discarded and \( S^+(v) \) is the maximum number of sign changes obtainable by adding 1 or
−1 to the zero components of \( \mathbf{v} \). It follows from (33) that \( v_{n+1,1}v_{n+1,m} \neq 0 \) and we can assume, without loss of generality, that \( v_{n+1,1} > 0 \). Moreover, using (33), there exist indices 
\( 0 = \ell_0 < \ell_1 < \cdots < \ell_n < \ell_{n+1} = m \), denoting the sign changes in \( \mathbf{v}_{n+1} \), i.e., such that
\[
v_{n+1,i}(-1)^j \geq 0, \quad \ell_j < i \leq \ell_{j+1}, \quad j = 0, 1, \ldots, n.
\]

To simplify the exposition, let us assume that the vector \( \mathbf{v}_{n+1} \) has no zero components; see [23, Section 4] for the general case. The index \( \ell_j \) is then the index before the sign change, i.e., such that \( v_{n+1,\ell_j}v_{n+1,\ell_j+1} < 0 \). For each \( j = 1, 2, \ldots, n \), define the \( m \)-dimensional vector \( s_j \) by
\[
s_{j,k} := \begin{cases} 1/|v_{n+1,k}|, & k = \ell_j, \ell_j + 1, \\ 0, & \text{otherwise}. \end{cases}
\]
Then, \( s_j \perp \mathbf{v}_{n+1} \) for each \( j = 1, \ldots, n \), and Melkman and Micchelli proved the following result [23, Theorem 3.1].

**Theorem 8.** If \( A \) is a strictly totally positive matrix, then
\[
\mathbb{X}_n^1 := \text{span}\{As_1, \ldots, As_n\}
\]
is an optimal subspace for \( A := \{Ax : \|x\| \leq 1\} \).

As a consequence of the above result, if we use a Gram–Schmidt process to find an orthonormal basis for \( \mathbb{X}_n^1 \), then we immediately obtain a best rank-\( n \) approximation to \( A \) by applying Theorem 1.

Note that the space \( \mathbb{X}_n^1 \) in (34) satisfies the necessary condition \( \mathbb{X}_n^1 \perp \mathbf{u}_{n+1} \) (see Theorem 3) since \( s_j \perp \mathbf{v}_{n+1} \) for each \( j = 1, \ldots, n \).

**Example 5.** Consider the case \( n = 1 \) and \( m = 3 \). In view of Theorem 6 and Example 1, it would be interesting to check how far the optimal subspace in (34) is from the classical space \( \text{span}\{\mathbf{u}_1\} \) for different choices of \( A \). Let us take what is perhaps one of the simplest possible choices of a strictly totally positive matrix, the Vandermonde matrix obtained by interpolating at the points 1, 2, 3:
\[
A = \begin{bmatrix} 1 & 1 & 1 \\ 1 & 2 & 4 \\ 1 & 3 & 9 \end{bmatrix}.
\]

In this case, it can be checked that the angle between (34) and the space spanned by \( \mathbf{u}_1 \) is less than 0.171°, while the maximum angle for an optimal space as in Example 1 is greater than 6.695°.

## 8 Sequence of optimal subspaces

In Theorem 5 we obtained an equivalent condition for optimality that allowed us to classify all optimal spaces of dimension \( n = 1 \) for any matrix \( A \) in Theorem 6. However, as \( n \)
increases it becomes trickier to apply the optimality criterion in Theorem 5 for an arbitrary matrix $A$. On the other hand, as we saw in the last section, there exist matrices where one can obtain an optimal $n$-dimensional space for $A$ using specific properties of the matrix $A$. In this section we prove that, given some initial optimal space $X^1_n$, we can obtain a whole sequence of optimal spaces $X^p_n$, $p \geq 1$. Moreover, this sequence converges to the classical optimal space as $p \to \infty$. The arguments here hold for any matrix $A$ and are based on those found in [5, 6, 29] for an integral operator in $L^2$.

Let $X^1_n$ and $Y^1_n$ be any $n$-dimensional subspaces of $\mathbb{R}^m$, and define the sequence of subspaces $X^p_n$ and $Y^p_n$ by

$$X^p_n := A(Y^{p-1}_n), \quad Y^p_n := A^T(X^{p-1}_n), \quad p = 2, 3, \ldots.$$  

(35)

Then, similar to [5, Lemma 1], we have the following lemma.

**Lemma 5.** For any matrix $A$ and any subspaces $X^1_n$ and $Y^1_n$, we have

$$E(A, X^p_n) \leq E(A_T, Y^{p-1}_n),$$

$$E(A_T, Y^p_n) \leq E(A, X^{p-1}_n),$$

for all $p \geq 2$.

**Proof.** The two inequalities are analogous and so we only prove the last one. Let $P_n$ be the orthogonal projection onto $X^{p-1}_n$. Then, the image of $A^T P_n$ is $Y^p_n = A^T(X^{p-1}_n)$ and so

$$E(A_T, Y^p_n) \leq \max_{\|x\| \leq 1} \|A^T - A^T P_n\| x \| = \max_{\|x\| \leq 1} \|(A - P_n A) x \| = E(A, X^{p-1}_n).$$

\[\Box\]

Since $d_n(A) = d_n(A_T) = \sigma_{n+1}$, we can apply Lemma 5 in an induction argument on $p$ to obtain the following theorem.

**Theorem 9.** Suppose the subspace $X^1_n$ is optimal for $A$ and $Y^1_n$ is optimal for $A_T$. Then,

- the subspaces $X^p_n$ in (35) are optimal for $A$, and
- the subspaces $Y^p_n$ in (35) are optimal for $A_T$,

for all $p \geq 2$.

**Proof.** Assume $X^{p-1}_n$ is optimal for $A$ and $Y^{p-1}_n$ is optimal for $A_T$. Then, using Lemma 5 we have

$$E(A, X^p_n) \leq E(A_T, Y^{p-1}_n) = d_n(A_T) = d_n(A),$$

$$E(A_T, Y^p_n) \leq E(A, X^{p-1}_n) = d_n(A) = d_n(A_T),$$

and so $X^p_n$ is optimal for $A$ and $Y^p_n$ is optimal for $A_T$. The result now follows from induction on $p$. \[\Box\]
Note that for $p \geq 2$, the spaces $\mathcal{X}_n^p$ and $\mathcal{Y}_n^p$ could in general have dimension less than $n$, but they are still optimal for the $n$-width problem whenever $\mathcal{X}_n^1$ and $\mathcal{Y}_n^1$ are optimal. In fact, if $\mathcal{X}_n^p$ has dimension $k$, $0 \leq k < n$, then $d_k(\mathcal{A})$ must equal $d_n(\mathcal{A})$ by definition of the $n$-width.

**Example 6.** Let $A$ be a strictly totally positive matrix. Then, by definition, $A^T$ is also strictly totally positive, and if we construct the vectors $t_j$, $j = 1, \ldots, n$, in a way analogous to the $s_j$ in the previous section, it follows from Theorem 8 that

$$\mathcal{Y}_n^1 := \text{span}\{A^T t_1, \ldots, A^T t_n\}$$

is optimal for $\mathcal{A}_T$. Using Theorem 9 we then have that, for $p \geq 1$, the spaces

$$\mathcal{X}_n^p = \begin{cases} \text{span}\{(AA^T)^i As_1, \ldots, (AA^T)^i As_n\}, & p = 2i + 1, \\ \text{span}\{(AA^T)^i+1 t_1, \ldots, (AA^T)^i+1 t_n\}, & p = 2i + 2, \end{cases}$$

(36)

are optimal for $\mathcal{A}$. Moreover, we can apply Theorem 1 to an orthonormal basis for any of the above subspaces $\mathcal{X}_n^p$, $p \geq 1$, to obtain a best rank-$n$ approximation to $A$. Similarly for $\mathcal{Y}_n^p$ and Theorem 2. We remark that the space $\mathcal{X}_n^2$ in (36) is the second optimal space found by Melkman and Micchelli.

**Example 7.** Let us compare the result of Theorem 9 with the optimality criteria in Section 5. For simplicity we consider the case $n = 1$, $m = 3$ and $A = \Sigma$. We further assume that the unit vector $x_1$ is at the boundary of satisfying the optimality criteria in Section 5. More precisely, we let $x_1 = \sum_{j=1}^3 w_j u_j$, and using (26), we assume that

$$w_1^2 = \frac{\sigma_2^2 - \sigma_3^2}{\sigma_1^2 - \sigma_3^2}, \quad w_2 = 0, \quad w_3^2 = \frac{\sigma_2^2 - \sigma_3^2}{\sigma_1^2 - \sigma_3^2}.$$

It then follows from Theorem 6 that $\text{span}\{x_1\}$ is optimal for $\mathcal{A}$. Now, let $y_1 = Ax_1/\|Ax_1\|$. From Theorem 9 we know that $\text{span}\{y_1\}$ is also optimal for $\mathcal{A}$. Moreover, if we let $y_1 = \sum_{j=1}^3 z_j u_j$, then $z_2 = 0$ and

$$z_3^2 = \frac{\sigma_3^2 w_3^2}{\sigma_1^2 w_1^2 + \sigma_3^2 w_3^2} = \frac{\sigma_2^2 - \sigma_3^2}{\sigma_1^2 - \sigma_3^2} + s < \frac{\sigma_2^2 - \sigma_3^2}{\sigma_1^2 - \sigma_3^2} = w_3^2,$$

where $s = (\sigma_1^2/\sigma_3^2 - 1)(\sigma_1^2 - \sigma_2^2) > 0$. Thus, $y_1$ is closer to the first singular vector (or in this case, eigenvector) $u_1 = e_1$ than $x_1$. We will look closer at this property in the next theorem.

Note that the definition of the spaces $\mathcal{X}_n^p$ and $\mathcal{Y}_n^p$ in (35) is very similar to the (block) power method for eigenvalue approximation. The following result, based on [29, Theorem 7.1], should therefore not come as a surprise for anyone familiar with this method.

**Theorem 10.** Suppose $\mathcal{X}_n^1$ is optimal for $\mathcal{A}$ and $\mathcal{Y}_n^1$ is optimal for $\mathcal{A}_T$. Let $P_{n,p}$ be the orthogonal projection onto $\mathcal{X}_n^p$ and $\Pi_{n,p}$ be the orthogonal projection onto $\mathcal{Y}_n^p$. Then,

$$\| (I - P_{n,p}) u_j \|, \| (I - \Pi_{n,p}) v_j \| \leq \left( \frac{\sigma_{n+1}}{\sigma_j} \right)^p, \quad j = 1, 2, \ldots, n,$$
The above result follows from the next lemma and so we will postpone the proof. To ease notation we define the two function classes $\mathcal{A}^p$ and $\mathcal{A}_T^p$, for $p \geq 1$, by $\mathcal{A}^1 := \mathcal{A}$, $\mathcal{A}_T^1 := \mathcal{A}_T$ and

$$\mathcal{A}^p := A(\mathcal{A}_T^{p-1}), \quad \mathcal{A}_T^p := A^T(\mathcal{A}^{p-1}),$$

(37)

for $p \geq 2$. Using an argument similar to the proofs of [6, Lemma 1] and [30, Lemma 2] we have the following result.

**Lemma 6.** If $\mathbb{X}_n^1$ is optimal for $\mathcal{A}$ and $\mathbb{Y}_n^1$ is optimal for $\mathcal{A}_T$, then

$$E(\mathcal{A}^p, \mathbb{X}_n^p) = E(\mathcal{A}_T^p, \mathbb{Y}_n^p) = (\sigma_{n+1})^p.$$  

**Proof.** Let $P_{n,p}$ be the orthogonal projection onto $\mathbb{X}_n^p$ and $\Pi_{n,p}$ be the orthogonal projection onto $\mathbb{Y}_n^p$. Then, the matrix

$$(I - P_{n,p})A\Pi_{n,p-1} = 0,$$

since $A\Pi_{n,p-1}x \in \mathbb{X}_n^p$ for any vector $x \in \mathbb{R}^m$. If we now let the matrix $B$ be defined by $B := A^T(AA^T)^i$ for $p = 2i + 2$ and $B := (A^T A)^i$ for $p = 2i + 1$, then

$$E(\mathcal{A}^p, \mathbb{X}_n^p) = \|(I - P_{n,p})AB\| = \|(I - P_{n,p})A(I - \Pi_{n,p-1})B\| \leq \|(I - P_{n,p})A\| \|(I - \Pi_{n,p-1})B\| = \sigma_{n+1} E(\mathcal{A}_T^{p-1}, \mathbb{Y}_n^{p-1}),$$

since $\mathbb{X}_n^p$ is optimal for $\mathcal{A}$ by Theorem 9. By a similar argument we have

$$E(\mathcal{A}_T^p, \mathbb{Y}_n^p) = \sigma_{n+1} E(\mathcal{A}^{p-1}, \mathbb{X}_n^{p-1}),$$

and the result follows from induction on $p$. 

From the definitions of $\mathcal{A}^p$ and $\mathcal{A}_T^p$ in (37) we deduce that $d_n(\mathcal{A}^p) = d_n(\mathcal{A}_T^p) = (\sigma_{n+1})^p$. It thus follows from Lemma 6 that if $\mathbb{X}_n^1$ is optimal for $\mathcal{A}$ and $\mathbb{Y}_n^1$ is optimal for $\mathcal{A}_T$ then $\mathbb{X}_n^p$ is optimal for $\mathcal{A}^p$ and $\mathbb{Y}_n^p$ is optimal for $\mathcal{A}_T^p$. In fact, using the arguments of [6, Section 4] one can show that if $\mathbb{X}_n^1$ is optimal for $\mathcal{A}$ and $\mathbb{Y}_n^1$ is optimal for $\mathcal{A}_T$ then $\mathbb{X}_n^p$ is optimal for $\mathcal{A}^p$ and $\mathbb{Y}_n^p$ is optimal for $\mathcal{A}_T^p$ for all $p \geq 1$.

**Proof of Theorem 11.** The two cases are analogous and so we only consider the case $\|(I - P_{n,p})u_j\|$. Using the definition of the spectral norm and Lemma 6 we have

$$\|(I - P_{n,p})(AA^T)^i x\| \leq \|(I - P_{n,p})(AA^T)^i\| \|x\| = E(\mathcal{A}^p, \mathbb{X}_n^p) = (\sigma_{n+1})^p, \quad p = 2i,$$

$$\|(I - P_{n,p})A^T A^i x\| \leq \|(I - P_{n,p})A^T A^i\| \|x\| = E(\mathcal{A}_T^p, \mathbb{Y}_n^p) = (\sigma_{n+1})^p, \quad p = 2i + 1,$$

(38)
for any unit vector $x \in \mathbb{R}^m$. We first consider $p = 2i$. Then, for any $j = 1, \ldots, n$ we have

$$
\|(I - P_{n,p})u_j\| = \|(I - P_{n,p})\frac{1}{\sigma_j}(AA^T)^i u_j\| = \frac{1}{\sigma_j}\|(I - P_{n,p})(AA^T)^i u_j\|,
$$

and by letting $x = u_j$ in (38) we obtain

$$
\|(I - P_{n,p})u_j\| \leq \left(\frac{\sigma_{n+1}}{\sigma_j}\right)^p.
$$

A similar argument proves the case $p = 2i + 1$. 

9 Conclusions

We have addressed the problem of best rank-$n$ approximations to a given matrix $A$ in the spectral norm, and we have shown that the problem can be related to the concept of Kolmogorov $n$-widths and corresponding optimal spaces. More precisely, any orthonormal basis in an optimal $n$-dimensional space for the image of the Euclidean unit ball under $A$ generates a best rank-$n$ approximation to $A$. This results in a variety of best low-rank approximations that are different from the truncated SVD.

In this perspective, we have laid out explicit characterizations of optimal subspaces of any dimension, and presented a complete description of all the optimal one-dimensional subspaces. Furthermore, we have provided a simple construction to obtain a sequence of optimal $n$-dimensional subspaces once an initial optimal subspace is known.

The paper features an explicit theoretical contribution. The task to retrieve useful information while maintaining the underlying physical feasibility often necessitates the search for low-rank approximations with/without specific properties/structures of the data matrix [1, 4, 13, 22, 25]. In this context, the results we have presented may also have a practical impact. However, we have not considered here the problem of finding efficient algorithms to compute our approximations. We note, on the other hand, that in the special case of Hankel matrices such algorithms have been considered in [19].
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