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Abstract

Coordinating the operations of separate wireless systems at the wavelength level can lead to significant improvements in wireless capabilities. We address a fundamental challenge in distributed radio frequency system cooperation – inter-node phase alignment – which must be accomplished wirelessly, and is particularly challenging when the nodes are in relative motion. We present a solution to this problem that is based on a novel combined high-accuracy ranging and frequency transfer technique. Using this approach, we present the design of the first fully wireless distributed system operating at the wavelength level. We demonstrate the system in the first open-loop coherent distributed beamforming experiment. Internode range estimation to support phase alignment was performed using a two-tone stepped frequency waveform with a single pulse, while a two-tone waveform was used for frequency synchronization, where the oscillator of a secondary node was disciplined to the primary node. In this concept, secondary nodes are equipped with an adjunct self-mixing circuit that is able to extract the reference frequency from the captured synchronization waveform. The approach was implemented on a two-node dynamic system using Ettus X310 software-defined radios, with coherent beamforming at 1.5 GHz. We demonstrate distributed beamforming with greater than 90% of the maximum possible coherent gain throughout the displacement of the secondary node over one full cycle of the beamforming frequency.
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Synchronization of distributed electronic systems has long focused on aligning the relative timing between separate nodes. Temporal alignment supports enhanced capabilities in sensor networks and distributed processing, among other applications. As wireless systems become increasingly ubiquitous in society, there has been growing interest in technologies supporting coordination between separate wireless systems such as sensors and communications systems. Of the coordination approaches, those that align the operations of wireless systems at the level of the radio-frequency (RF) wavelength are the most challenging, and also present the most potential for future technology advancement. Coordinating separate wireless systems at the wavelength level supports the ability to disaggregate wireless operations from a platform-centric model to a distributed network of coordinated devices, representing a paradigm shift in wireless system functionality. Without centralized system limitations, greater flexibility can be achieved in terms of scalability, adaptivity to changing conditions or requirements, and lower overall system costs as wireless performance parameters can be directly extended by adding low-cost elements to the network. Of the functions enabled by distributed wireless systems, distributed beamforming, where nodes coordinate to steer a phase-coherent wireless signal to a destination, is among the most significant. Distributed beamforming enables longer link ranges for wireless communications devices by supporting the aggregation of nearby wireless nodes to form a larger array, which can provide significant advantages for users in rural locations and in disaster scenarios. Collections of low-cost UAVs can be used as a distributed array for precision agricultural measurements, and small satellites can be aggregated to perform the operations of a single, larger satellite at a fraction of the cost. But along with these significant benefits come significant implementation challenges. The principal requirement for distributed beamforming is phase coherence between all nodes in the network, which must be accomplished wirelessly, and is particularly challenging in dynamic distributed systems where the nodes are in relative motion.

Node synchronization has been approached using closed-loop architectures where the distributed nodes coordinate using feedback from the targeted location or from other external systems [1], [2]. Such approaches simplify the node coordination process and make coherent beamforming possible as long as the network is operating in a cooperative environment, where feedback from external sources is possible, but limits beamforming to locations where feedback is available, preventing beamforming to arbitrary directions. For applications such as radar and remote sensing, beamforming to locations without coherent feedback is necessary, and thus closed-loop
architectures are not feasible. Even for some communications applications, feedback may not be available; for example, in scenarios where individual radios have insufficient power to establish a link to a base station, a set of radios may need to form a beam without base station feedback. To support arbitrary phase-coherent wireless operations from distributed antennas systems, open-loop architectures, where the network self-aligns the electrical states of the nodes without external feedback, are required [3], [4]. This approach requires more complex coordination but alleviates the restrictions imposed on the applications of the system, making it possible to use a distributed network for any wireless operation, including remote sensing, radar, and communications.

Coordinating open-loop distributed wireless networks requires the nodes to synchronize in phase, frequency, and time to support and maintain beamforming. Phase coherence guarantees a coherent summation of the received signals; in open-loop networks, such phase coherence necessitates high-accuracy ranging techniques to estimate the delays needed to correct for the relative phase shifts between the distributed nodes [1], [5]–[7]. Furthermore, maintaining phase coherence is not possible unless all the nodes are frequency locked; since no physical connection exists between the nodes, the signals generated on each node are derived from independent oscillators. Over relatively short time frames, the relative frequencies of the oscillators drift, requiring continuous wireless frequency synchronization to achieve coherent operation [8]–[10]. Finally, while supporting and maintaining phase alignment, the most challenging coordination task in open-loop distributed wireless networks, signals with information must also be time aligned to ensure sufficient overlap of the pulses or symbols at the destination. The required timing accuracy is thus dependent on the information rate, and is typically on the order of nanoseconds, which can support a greater absolute error than phase alignment which is typically on the order of picoseconds [11], [12].

In this paper, we demonstrate the first open-loop distributed beamforming at 1.5 GHz using fully wireless coordination in a dynamic distributed two-node system in relative motion. High-accuracy inter-node ranging for phase alignment is achieved using a spectrally sparse, scalable ranging waveform while frequency synchronization is supported by transmitting a two-tone modulated frequency reference which is demodulated using a self-mixing receiver. We demonstrate a two-node distributed system based on software-defined radios (SDRs), transmitting 1.5 GHz continuous wave (CW) signals towards end-fire, which will later be shown to be the most challenging steering angle. Experimental results demonstrate the ability to maintain greater
Fig. 1. **Distributed beamforming in wireless systems.** a. An open-loop coherent distributed wireless system coordinated using a primary/secondary approach. Secondary nodes perform frequency synchronization and phase adjustment in reference to the primary node. b. Once the secondary nodes localize in reference to the primary node, it is possible to adjust their relative phases to achieve coherent beamforming. c. The fundamental coordination challenges are alignment of the phase, frequency, and time of the transmitted waveforms. Time alignment is dependent on the inverse of the information bandwidth, which is generally orders of magnitude less stringent than the accuracy necessary for phase and frequency alignment. In this work we demonstrate a framework for obtaining and maintaining phase and frequency synchronization, and demonstrate fully open-loop distributed beamforming.

than 90% of the ideal beamforming gain in the presence of relative node motion.

**Phase Coordination For Distributed Beamforming**

Of the coordination aspects necessary in distributed systems, described in Fig. [1](#), frequency and phase synchronization are the most fundamental, as without both, coherent transmission is impossible. The requirements for time alignment are dependent on the bandwidth of the transmitted waveform, whereas more stringent requirements are needed for the phase alignment since it must be synchronized at the level of the wavelength of the carrier frequency [13]. In [3] it was shown that to achieve 90% of the maximum possible coherent gain with a high probability, it is sufficient to ensure that the ranging accuracy is less than or equal to $\lambda_c/15$ when the steering angle is considered as a random variable, where $\lambda_c$ is the wavelength of the transmitted carrier. The coherent gain is equal to the power obtained from the beamformed signals relative to the
maximum achievable coherent power. A modified metric is used in this paper to assess the ranging requirements to take into account the effects of the frequency synchronization circuit. In general, the desired ranging accuracy will be on the order of centimeters or millimeters for microwave and millimeter-wave operation. Many waveforms were characterized in [14]–[16] to determine the best achievable ranging accuracy, and it was shown that a higher accuracy can be obtained when the spectral power is concentrated around the edges of the achievable bandwidth. The ideal case of a split-band signal is represented by a two-tone waveform where each signal is an impulse function in the frequency domain. The main challenge of using two-tone waveforms for ranging is that the resulting measurement, while optimally accurate, is highly ambiguous, making it challenging to differentiate multiple point target returns. Thus, the two-tone waveform tends to be used mostly in cooperative systems, such as between nodes in distributed wireless systems, where measurements can be disambiguated more easily. A two-tone stepped frequency waveform (TTSFW) was introduced in [17], where it was shown that such a waveform could take advantage of the high accuracy two-tone waveform and use it in a scalable, unambiguous manner by time duplexing pulse sequences with modified starting points.

Apart from range estimation, wireless frequency synchronization is crucial for phase alignment, and has been studied for communications applications for a number of years. In Orthogonal Frequency Division Multiple Access (OFDMA), frequency synchronization ensures low levels of inter-channel interference and enables signal orthogonality. Frequency synchronization is typically accomplished in a two-way process: time alignment is first ensured and then the frequency is locked using specific data packets [18], [19]. In wireless sensing, closed-loop architectures were implemented for frequency synchronization [20]. Open-loop architectures were also implemented such as in [21], but these approaches are slow and require significant processing. Coupled-oscillators [22] and optically-locked voltage controlled oscillators [23] were implemented for wireless frequency synchronization, however the performance of such systems highly depends on the separation distance, and in the case that obstacles are present in between the transmitter and receiver, frequency synchronization might not be possible. Decentralized approaches were used for open-loop wireless frequency synchronization [24], nevertheless, tracking the phase shift produced by the nodes displacements is not easily done.

**Inter-Node Range Estimation**

Monitoring the positional change produced by the relative motion of the nodes within a
coherent distributed system is essential to enable coherent beamforming, since any change in relative phase of the transmitted signals will impact the coherent summation of the signals. In a primary/secondary hierarchical architecture, every secondary node must track its position in comparison to a reference point, which is the location of the primary node. Based on the radar returns, the relative phase shifts can be calculated and then accounted for. The radar waveform that is employed needs to support accurate delay estimation, must be able to unambiguously determine range, and it must be scalable so it can be used by multiple nodes simultaneously to reduce update latency.

The TTSFW ranging waveform used in this work is based on a spectrally sparse two-tone waveform, which has been proven to have optimal performance as a time delay estimator, in which the obtainable accuracy is dependent on the spectral separation of the tones [25]. The TTSFW uses a two-tone format on a pulse-by-pulse basis where the frequencies are monotonically increased with time and is expressed as [17]

\[ s_t(t) = \frac{1}{N} \sum_{n=0}^{N-1} \text{rect} \left( \frac{t - nT_r}{T} \right) \left( e^{j2\pi f_1 t} + e^{j2\pi f_2 t} \right) e^{j2\pi n\delta f t} \] (1)

where \( f_1 \) is the lower tone of the two-tones per pulse, \( f_2 \) is the upper tone, \( \delta f \) is the frequency step, \( N \) is the number of pulses, \( T_r \) is the pulse time duration, and \( T \) is the nonzero portion of the pulse duty cycle. The frequency step is given by \( \delta f = \frac{BW}{2N-1} \) where \( BW \) is the total waveform bandwidth. The higher of the two frequencies is given by \( f_2 = f_1 + \Delta f \) where \( \Delta f = N\delta f \).

The estimation ability of a function transmitted from one node, retransmitted back from a second, and received by the first node is given by the Cramer-Rao lower bound (CRLB) [25] defined by the Fourier parameters of the domain of interest. Therefore, the ability of a function to estimate the time delay between the two nodes is given by

\[ \sigma_T^2 \geq \frac{1}{2E/N_0 (\zeta_f^2 - \mu_f^2)} \] (2)

where \( \sigma_T^2 \) is the variance of the time estimate, \( E \) is the signal energy, \( N_0 \) is the noise power per unit bandwidth, and \( \mu_f \) and \( \zeta_f \) are the first and second moments of the frequency spectrum respectively. \( E/N_0 = T \cdot BW_n \cdot \text{SNR} \), where \( T \) is the non-zero time duration of the ranging pulse, \( BW_n \) is the noise bandwidth, and SNR is the signal to noise power ration. The spectrum of the TTSFW is fundamentally symmetric about the mean so the estimation ability becomes a
function of only the second moment. The range estimation accuracy of the TTSW can be derived from (2) yielding

$$\sigma^2_x \geq \frac{c^2}{8 \frac{E}{N_0} \xi^2 f}$$

(3)

where $\sigma^2_x$ represents the variance of the position estimate, $c$ is the speed of light, and the factor of four comes from the two way propagation that is seen by typical radar measurements. For the TTSFW, the second moment of the spectrum is given by [17]

$$\zeta^2_f = \pi^2 \left( \frac{BW}{2 - \frac{1}{N}} \right)^2 + \frac{(2\pi BW)^2}{N(4N^2 + 4N + 1)} \sum_{n=0}^{N-1} n^2$$

(4)
which for a 4 MHz bandwidth and the aforementioned waveform parameters can be derived as 
\[
\zeta_{f, N=1}^2 = \pi^2 BW^2 = 1.5791 \times 10^{14} \text{ Hz}^2.
\]
We then evaluate (2) and (3) at an SNR of 30 dB, matching the SNR observed in wireless measurements described later. This level of SNR is feasible by using a cooperative ranging system which experiences only one-way propagation losses when compared to traditional radar systems that experience two-way propagation losses. This is made possible by the primary node repeating back the ranging information to the secondary nodes with added transmission gain.

The number of pulses in the TTSFW is dependent on the number of unique ranging connections made, where \( N \) pulses can be used to service \( N! \) connections. A system consisting of two nodes, one primary and one secondary, has only one unique connection and therefore only a single pulse is needed. An image showing the time domain and frequency domain representation of the waveform used in this paper can be seen in Fig. 2. The waveform was generated using LabVIEW on a computer that was connected to an Ettus X310 SDR using a 10 Gb network interface. The sampling frequency was set to 25 MHz, while the frequencies of TTSFW were selected as \( f_1 = 500 \text{ kHz} \) and \( f_2 = 4.5 \text{ MHz} \) and the pulse repetition interval had a duration of 1 ms with a 50\% duty cycle. It should be noted that with a sampling rate of 25 MHz a larger \( f_2 \) could be chosen which would improve the ranging performance. However, it was found that with upper tones close to the Nyquist frequency, distortion in the discrete matched filter output was too coarse to accurately detect small changes in position. By reducing the value of \( f_2 \), the estimation ability is reduced but results in a more finely sampled representation of the matched filter and therefore improved the ability to measure small positional changes.

The processing gain from using a matched filter process is equivalent to the time-bandwidth product \( N \cdot T \cdot BW_n \), where \( N \) is the number of pulses which is one, \( T \) is equal to 0.5 ms in this work, and \( BW_n \) is the noise bandwidth which, since no filtering was performed, was 12.5 MHz. The processing gain is equivalent to 38 dB giving a total post processing SNR of 68 dB. From (2) the timing variability can be solved for as \( \sigma_\tau^2 = 5.066 \times 10^{-22} \text{ s}^2 \) and from (3) the positional accuracy can be found as \( \sigma_x = 3.4 \text{ mm} \).

**Wireless Frequency Synchronization**

Frequency synchronization is accomplished using an adjunct self-mixing analog circuit [8], [26]. This architecture utilizes a self-mixing circuit to demodulate a reference frequency from a continuous two-tone signal. In this work we are interested in disciplining the oscillators
of secondary node(s) using a 10 MHz reference frequency, which correlates to a frequency separation of 10 MHz of the two tones. Once demodulated, the reference 10 MHz is fed to the phase-locked loops (PLLs) internal to the X310 SDRs. To reduce spectral interference between frequency synchronization and ranging operations, signals were each transmitted at different frequency bands. The circuit is shown in Fig. [2] present on the secondary nodes, is utilized to amplify the received signals and split them to two separate processes, one to perform ranging and the other for frequency synchronization. An extra low-noise amplifier (LNA) was required for the frequency synchronization signal so adequate power was delivered to the mixer. Once amplified and filtered, the frequency synchronization signal was split into two signals and self-mixed, resulting in a demodulated reference signal whose frequency is equal to the two-tone separation. A 10 dB attenuator was placed at the input of the RF port of the mixer to ensure linear operation. The output was filtered to reject any spurious frequencies created by the mixer. Extra LNAs were used at the end of the circuit to drive the power to be between 0 and 15 dB which is required for the PLLs of the X310s.

The normalized two-tone frequency synchronization signal is represented by

\[ s_{\text{sync}}(t) = e^{j2\pi f_{r1}t} + e^{j2\pi f_{r2}t} \] (5)

where \( f_{r1} \) and \( f_{r2} \) are the two tones separated by the reference frequency 10 MHz. The normalized LO and RF inputs to the mixer are

\[ V_{\text{RF}}(t) = \sin (2\pi f_{r1}t + \phi_1) + \sin (2\pi f_{r2}t + \phi_2) \] (6)

\[ V_{\text{LO}}(t) = \sin (2\pi f_{r1}t + \phi_3) + \sin (2\pi f_{r2}t + \phi_4) \] (7)

where the phases \( \phi_1, \phi_2, \phi_3, \) and \( \phi_4 \) are obtained from the distance separating the primary and secondary nodes, with \( \phi_3 = \phi_1 + c_1 \) and \( \phi_4 = \phi_2 + c_2 \), where \( c_1 \) and \( c_2 \) are obtained from the mismatch in cable lengths connecting the splitter to both the RF and LO inputs. In the case where there is a minimal or no mismatch in cables length, \( c_1 \) and \( c_2 \) are negligible, maximizing the output power of the resulting signal.

The mixer output \( V_{\text{IF}} \) is composed of the fundamental frequencies \( f_{r1} \) and \( f_{r2} \) along with their spurious frequencies [27]. To suppress all the unwanted frequencies, a filter was added. Since in our case the 10 MHz signal was the lowest output frequency, a low-pass filter with a 10.7 MHz cutoff frequency was used. After filtering, the output signal is represented by

\[ V_{\text{IF}}(t) = \cos (2\pi (f_{r2} - f_{r1}) t + \phi_5) \] (8)
where $\phi_5 = \phi_2 - \phi_1$.

The phase shift $\phi_5$ is mainly caused by the inter-node separation $\Delta d_{IN}$. The change in the phase constant of the output, $\Delta \phi_{ref}$, can be tracked by estimating the phase shifts for the two received frequencies $\Delta \phi_1$ and $\Delta \phi_2$,

$$\Delta \phi_1 = -\frac{f_{r1} \cdot \Delta d_{IN} \cdot 360^\circ}{c} \quad (9)$$
$$\Delta \phi_2 = -\frac{f_{r2} \cdot \Delta d_{IN} \cdot 360^\circ}{c} \quad (10)$$
$$\Delta \phi_{ref} = \Delta \phi_2 - \Delta \phi_1 = -\frac{f_{ref} \cdot \Delta d_{IN} \cdot 360^\circ}{c} \quad (11)$$

where $f_{ref} = f_{r2} - f_{r1}$ is the frequency of the reference signal. $\Delta \phi_{ref}$ is negative when the separation between the two nodes increases because the received signal is delayed, thus the output phase reflects this delay.

Once the shift of the output phase is determined, the phase changes of the transmitted signal can be tracked. Signals generated from the SDR’s internal clock retain clocking phase information and therefore, the effect of the phase changes of the oscillators on the transmitted carrier can be represented by

$$\Delta \phi_{c_1} = \frac{f_c}{f_{ref}} \Delta \phi_{ref} \quad (12)$$

where $f_c$ is the carrier frequency.

It is important to note that (11) is only dependent on the tone separation $f_{ref}$ and not the actual frequencies $f_{r1}$ and $f_{r2}$. This shows that the phase shift related to the displacement distance will eventually only depend on $f_{ref}$ in (11). As a result, the final phase shift reflected on the transmitted carrier will only depend on the transmitted carrier $f_c$ as shown in (12). This finding will affect the required ranging accuracy for coherent beamforming which will be discussed later.

**Distributed Beamforming With Wireless Phase Synchronization**

The phase shift $\Delta \phi_{c_1}$ is generated by the displacement of the primary antenna transmitting the two-tone synchronization waveform to the receiver of the frequency locking circuit. Another phase shift, $\Delta \phi_{c_2}$, can now be examined for the secondary node which is proportional to the displacement $d_T$ of the antennas performing the beamforming. Fig. 3 shows an example of a two-node distributed system beamforming to an arbitrary angle $\theta$, where the target is assumed to be in the far field. In a similar fashion to traditional phased arrays, the transmission from the
secondary node will require a phase shift so that the signals constructively cohere at the target destination. By calibrating the beamforming phases before operation at a specific separation $d_T$, the phase shift observed from the secondary node will be the relative change in displacement $\Delta d_T$. The phase shift $\Delta \phi_{c2}$ can then be determined by $\Delta \phi_{c2} = -\frac{1}{\lambda_c} \Delta d_T \sin(\theta) \cdot 360^\circ$ where $\theta$ is the beam steering angle and $\lambda_c$ is the wavelength of the beamforming frequency. The total phase shift observed from moving the beamforming transmitters as well as the frequency synchronization antennas is expressed by $\Delta \phi_c = \Delta \phi_{c1} + \Delta \phi_{c2}$. Coherent beamforming can then be achieved, once the system is calibrated, by using the ranging data to track the motion of the distributed nodes and the resultant $\Delta \phi_c$ can be accounted for.

In a similar fashion to [3] the summation of the beamforming signals can be expressed as

$$s_R(t) = \sum_{n=1}^{N} h_n A_n(t - \tau_n) e^{j[2\pi f_c(n)t + \Delta \phi_c(n) + \phi_0(n)]}$$

where $h_n$ is the complex valued response for the $n^{th}$ propagation channel. The amplitude of the $n^{th}$ signal is represented by $A_n$, $\tau_n$ is the time delay between the $n^{th}$ transmitted signals, and $\phi_0(n)$ the initial phase constant of the received signals which is calibrated manually in a one-time calibration process. To have a coherent summation of the received signals, the values of $f_c(n)$ need to be equal. This is achieved through frequency synchronization. To ensure that the value of $\tau_n$ is small or negligible, there needs to be an adequate overlap of transmitted information which is achieved through time alignment. In this work, CW signals are transmitted at the frequency $f_c$,
thereby enabling beamforming without requiring time alignment. The resulting coherent signal can then be represented by

\[ s_r(t) = \sum_{n=1}^{N} h_n A_n(t)e^{i[2\pi f_ct + \Delta \phi_c(n) - \Delta \phi_{c_e}(n) + \delta \phi(n)]} \]  

(14)

where \( \Delta \phi_{c_e}(n) \) represents the ranging error in the estimated phase shift caused by the motion of the nodes and \( \delta \phi(n) \) contains the instantaneous phase and frequency errors that are a result of the imperfections in the frequency locking circuit and the generated synchronization signals, as well as interference.

To evaluate the distributed beamforming performance we use as a metric the coherent gain \( G_c \), which is expressed as

\[ G_c = \frac{|s_r s_i^*|}{|s_i s_i^*|} \]

where \( 0 \leq G_c \leq 1 \), \( s_r \) is the coherent signal with errors present, and \( s_i \) is the ideal summation of the received signals which is expressed as \( s_i(t) = \sum_{n=1}^{N} h_n A_n(t)e^{i2\pi f_ct} \). To evaluate the required ranging accuracy, \( G_c \) is evaluated parametrically as a function of the ranging standard deviation. The probability to achieve coherent gain above a certain threshold \( P(G_c \geq X) \) is evaluated, where \( 0 \leq X \leq 1 \) is a fraction of the ideal coherent gain. 50,000 Monte Carlo iterations were generated where the distances \( \Delta d_{IN} \) and \( \Delta d_T \) are equal – which is the case portrayed in Fig. 3 – and set to a random number. The values of \( h_n, A_n, \) and \( \delta \phi(n) \) were set to 1, 1, and 0 respectively. Fig. 4 shows the simulated results where the standard deviation of the range estimates, \( \sigma_{\Delta d} \), are expressed as a function of wavelength of the coherent signal. The threshold values \( X = 0.6, 0.7, 0.8, \) and 0.9 were investigated for a probability \( P(G_c \geq X) = 90\% \). The results show that beamsteering to end-fire (\( \theta = 90^\circ \)) requires the most stringent ranging accuracies while at 180\(^\circ\) the requirements become more relaxed. This is the case because at 90\(^\circ\), \( \Delta \phi_{c_1} \) and \( \Delta \phi_{c_2} \) add constructively, while at 180\(^\circ\), \( \Delta \phi_{c_1} \) and \( \Delta \phi_{c_2} \) add destructively. The minimum standard deviation requirement for the ranging measurements is for \( P(G_c \geq 0.9) = 90\% \) at 90\(^\circ\) which is equal to 0.03 \( \lambda_c \); the achievable coherent frequencies using these requirements are given by \( f_c \leq \frac{0.03}{\sigma_x} \). For a 1.5 GHz signal, \( P(G_c \geq 0.9) = 90\% \) can be achieved for a maximum ranging uncertainty of 6 mm. This condition ensures that there will be at most 0.5 dB degradation from the ideal coherent gain assuming that the only uncertainty is related to the ranging measurements. We note that the ranging system described earlier supports ranging accuracies below this requirement.
Fig. 4. **Phase coordination requirements.** 50,000 Monte Carlo simulation showing various threshold values for achieving coherent gain. The probabilities were estimated as a function of steering angle and ranging standard deviation. The strictest requirements for ranging uncertainty appear at $\theta = 90^\circ$. At $\theta = 270^\circ$, the contributions from $\Delta \phi_{c_1}$ and $\Delta \phi_{c_2}$ negate each other, making any ranging error tolerable for this beam steering angle.

**Distributed Beamforming Experiment**

The block diagram along with an image of the experimental setup in a semi-enclosed arch range can be seen in Fig. 5. The synchronization signals were transmitted using standard gain horn antennas where M1 and S1 had an operational frequency range of 2-18 GHz, while the antennas used for M3 and S2 had an operational frequency range of 3.95-5.85 GHz. Two log-periodic antennas with an operational frequency range of 1.35-9.5 GHz were used to for the coherent beamforming of the nodes. The target receiver consisted of an oscilloscope connected to a horn antenna with operational frequency range of 0.5-6 GHz. The primary node was equipped with an active repeater that captures the ranging waveforms from the secondary node, amplifies them, and then retransmits them back to the secondary node. By doing this the propagation losses are proportional to $1/R^2$ rather than $1/R^4$ as seen in traditional radar. This will ensure that the desired signal will dominate any multipath. The center frequencies of the transmit and receive channels of the repeater are separated so that they lie far outside the instantaneous bandwidth that the radios can achieve. This serves to guarantee that any crosstalk between transmit and receive will be eliminated. The ranging waveform is transmitted from the secondary node using S1 at a center frequency of 3 GHz and retransmitted from M3 to S3 at a center frequency of 5 GHz. The frequency synchronization signals were also transmitted from the same horn as the ranging waveform where $f_{r_1}$ and $f_{r_2}$ were chosen as 4.3 GHz and 4.31 GHz respectively.

As described earlier, based on the SNR of the received ranging waveform, the positional
Fig. 5. **Experimental results of the two-node beamforming experiment with node motion.**

**a.** Schematic of the two-node open-loop distributed beamforming experiment. **b.** Set in a semi-enclosed antenna range, this image shows the receiver, and the primary and secondary nodes. **c.** The dashed red lines at the bottom show the amplitudes of the two transmitted signals individually. The top dashed line shows the ideal signal gain assuming perfect summation of the two individual signals. The orange line shows the result of synchronizing the frequency but not the phase; two nulls appear, aligning to the total expected phase shift over the length of the motion of $720^\circ$. Outside this range, the signal returns to a high value, indicating successful frequency synchronization. The blue line shows both frequency and phase synchronization, demonstrating open-loop beamforming while the node is moved. The resulting signal is above 90% of the ideal gain throughout.

uncertainty is expected to be 3.4 mm. Based on the analysis earlier can be shown that an
uncertainty of less than 6 mm is required for beamforming operations at 1.5 GHz, which is supported by the described ranging parameters. The inter-node distance is determined by an estimation of time of flight of the received signal on the secondary node found by a matched filtering process. The peak of the matched filter was interpolated with one thousand points using a built-in LabVIEW spline interpolation function to improve the accuracy. The steering angle $\theta$ was set to $90^\circ$ since this represents the most challenging case for a two node system as shown in Fig. 4.

At the beginning of the test, the static phase offset $\phi_0$ was calibrated; this calibration represents a one-time calibration performed when the system is powered on and is generally not required later. The data was recorded over a total distance of $\lambda_c$ (20 cm), which was enough to evaluate the behavior of the distributed system, since the response will be repetitive every $\lambda_c$. Data was collected for 1,500 cycles of the beamforming frequency in 2 cm increments as the secondary node was moved away from the primary node. The collected data included the amplitude of the signals transmitted from S2 and M2, the amplitude of the signal summation for the cases where no phase correction was done, and where $\Delta\phi_c$ was used for phase correction. Two metrics were used to analyze the captured data: maximum achievable amplitude, and 90% of the maximum achievable amplitude.

The results of the wireless beamforming experiment are shown in Fig. 5. Since the beam steering angle $\theta$ was set to $90^\circ$, the total expected phase shift over the length of the motion is equal to $720^\circ$. This can be seen in the uncorrected data without phase locking, where the received signal undergoes two nulls over the length of the node motion. The received signal returns to the peak value between and outside of the nulls, indicating that the wireless frequency synchronization approach successfully maintained a frequency lock between the nodes. The blue line shows the case where the phase was updated continuously using the ranging estimate to adjust for node motion. The results demonstrate the ability to maintain greater than 90% of the ideal beamforming gain consistently throughout the measurement.

**Conclusions**

We have reported on the first fully wireless open-loop phase-coherent distributed beamforming experiment with relative node motion. The distributed system was demonstrated using a primary/secondary architecture to synchronize the frequencies of the nodes and to adjust the beamforming phase in response to node motion. Frequency synchronization was achieved using
an adjunct self-mixing analog circuit that generated an output reference frequency that was fed to a PLL internal to USRP X310 SDRs. Phase alignment was achieved using a high accuracy estimate of inter-node separation given by a TTSFW ranging approach. This method proved to provide more than 90% coherent gain at each measured value of inter-node separation. Distributed beamforming was implemented in an open-loop format, without active feedback from the destination maintaining frequency and phase synchronization. By demonstrating the ability to maintain open-loop distributed beamforming wirelessly between moving nodes, the results support the feasibility of implementing fully distributed wireless operations, including remote sensing, radar, and communications.

Methods

The experiment demonstrating open-loop phase-coherent distributed wireless system with dynamic nodes was held in a semi-enclosed arch range. Pyramidal foam absorbers were placed around the transmitters and receivers to reduce the effect of multipath RF reflections. Frequency and phase synchronization were performed using two antennas per node: one horn antenna with operational frequency range of 2-18 GHz denoted either by M1 or S1, and another horn antenna with operational frequency range of 3.95-5.85 GHz denoted either by M3 or S3. In addition to the synchronization antennas, each node was transmitting the coherent signals using a log periodic antenna with operational frequency range of 1.35 GHz-9.5 GHz denoted either by M2 or S2. The target consisted of an MSOX92004A Infiniium oscilloscope connected to a horn antenna with operational frequency range of 0.5-6 GHz which was denoted by T1. The primary node was built using three USRP X310 SDRs; one SDRs was used to transmit the frequency synchronization signals, another one was used to transmit the coherent signals, and the last SDR was used as a repeater that amplifies and retransmits the received ranging signals. The secondary node was built using two USRP X310 SDRs and a frequency locking circuit; one SDR was used to transmit the coherent signals while the second one was used for ranging. All the SDRs were equipped with two UBX 160 USRP daughterboards. Every daughterboard was able to transmit and receive signals simultaneously from 10 MHz up to 6 GHz with an instantaneous bandwidth of 160 MHz. The antennas were connected using 2 m coaxial cables that support RF signals up to 18 GHz. The frequency locking circuit in Fig. 2 was built using the following Mini-Circuits RF components: one ZVBP-4300+ cavity band pass filter with a bandwidth of 4.25 to 4.35 GHz, one VBFZ-5500-S+ band pass filter with a bandwidth of 4.9 to 6.2 GHz,
one BLP-10.7+ low pass filter with a cutoff frequency of 11 MHz, two ZX60-83LN12+ LNAs with a gain of 22 dB and a bandwidth of 0.5–8 GHz, two ZFL-500HLN+ LNAs with a gain of 20 dB and a bandwidth of 10–500 MHz, one 10 dB attenuator, two ZX10-2-852-S+ power splitters with a bandwidth of 0.5–8.5 GHz, one ZX90-2-36-S+ multiplier with a bandwidth of 3.4–3.7 GHz. The TDK-Lambda LS25-12 was used to supply a 12 V power to the LNAs. The input to the oscilloscope was filtered using the VBFZ-1690-S+ band pass filter with a bandwidth of 1455–1925 MHz. The output of M1 was connected to the VLP-41 low pass filter with a cutoff frequency of 3.3 GHz. The primary node was equipped with an active repeater that captures the ranging waveforms from the secondary node, amplifies them, and then retransmits them back to the secondary node. In this manner, the propagation losses are proportional to $1/R^2$ rather than $1/R^4$ as seen in traditional radar, ensuring that the desired signal will dominate any multipath. The center frequencies of the transmit and receive of the repeater are separated so that they lie far outside the instantaneous bandwidth that the radios can achieve to guarantee that any crosstalk between transmit and receive will be eliminated. The ranging waveform is transmitted from the secondary node using S1 to M1 at a center frequency of 3 GHz and retransmitted from M3 to S3 at a center frequency of 5 GHz. The frequency synchronization signals were also transmitted from M3 where $f_r_1$ and $f_r_2$ were chosen as 4.3 GHz and 4.31 GHz respectively. The positional uncertainty of the system is 3.4 mm, below the 6 mm required for beamforming operations at 1.5 GHz, which is supported by the described ranging parameters. The inter-node distance is determined by an estimation of time of flight of the received signal on the secondary node found by a matched filtering process. The peak of the matched filter was interpolated with one thousand points using a built-in LabVIEW spline interpolation function to improve the accuracy. The steering angle $\theta$ was set to 90° since this represents the most challenging case for a two node system as shown in Fig. 4. At the beginning of the test, the static phase offset $\phi_0$ was calibrated; this calibration represents a one-time calibration performed when the system is powered on and is generally not required later. The data was recorded over a total distance of $\lambda_c$ (20 cm away from the primary node), which was enough to evaluate the behavior of the distributed system, since the response will be repetitive every $\lambda_c$. Data was collected for 1,500 cycles of the beamforming frequency in 2 cm increments as the secondary node was moved way from the primary node. The collected data included the amplitude of the signals transmitted from S2 and M2, the amplitude of the signal summation for the cases where no phase correction was done, and where $\Delta\phi_c$ was used for phase correction. The amplitudes were
recorded by first transmitting the signal only from the primary node, then from the secondary node, afterwards both nodes were transmitting simultaneously with and without phase correction. Two metrics were used to analyze the captured data: maximum achievable amplitude, and 90% of the maximum achievable amplitude.
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