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Abstract

Both the natural and the social sciences are currently facing a deep “reproducibility crisis”. Two important factors in this crisis have been the selective reporting of results and methodological problems. In this article, we examine a fusion of these two factors. More specifically, we demonstrate that the uncritical import of Boolean optimization algorithms from electrical engineering into some areas of the social sciences in the late 1980s has induced algorithmic bias on a considerable scale over the last quarter century. Potentially affected are all studies that have used a method nowadays known as Qualitative Comparative Analysis (QCA). Drawing on replication material for 215 peer-reviewed QCA articles from across 109 high-profile management, political science and sociology journals, we estimate the extent this problem has assumed in empirical work. Our results suggest that one in three studies is affected, one in ten severely so. More generally, our article cautions scientists against letting methods and algorithms travel too easily across disparate disciplines without sufficient prior evaluation of their suitability for the context in hand.

Introduction

Both the natural and the social sciences are currently facing a deep “reproducibility crisis” [1–4]. When asked what factors contribute to irreproducible research, more than 40 percent of 1573 scientists surveyed by Nature in 2016 responded that problems with “methods” often or always contribute, and almost 70 percent that “selective reporting” often or always contributes [5]. What, however, when it is not scientists themselves who, consciously or unconsciously, distort objective reporting, but the methods they employ? This may happen, for example, when the algorithms implemented in data analysis software are predisposed towards limiting their search only to specific regions of the full solution space or when an algorithm is transferred to a context other than the one which it was originally developed in without adequate prior assessment of the consequences of such transfers [6–8]. These problems have so far been given relatively short shrift in the current debate, most likely because of their rather technical nature. However, they may be one of the most significant contributors to irreproducibility.

In this article, we reveal a specific case of algorithmic bias in research that has relied on the method of Qualitative Comparative Analysis (QCA). More specifically, we demonstrate that
the uncritical import of Boolean optimization algorithms from electrical engineering into causal data analysis with QCA has generated such bias through a transfer of context. A specific objective function that ensures an algorithm’s identification of a minimal cost solution when designing electrical switching circuits is responsible for this effect. While this function is very useful in electrical engineering applications, it is not suited for use in QCA because rival models of a certain architecture are systematically suppressed. Among the suppressed models, however, may be the one representing the true data-generating process. Drawing on replication material for 215 peer-reviewed articles from across 109 high-profile management, political science and sociology journals that have employed QCA, we measure the extent this problem has assumed in empirical work. Our results suggest that one in three studies is affected, one in ten severely so. More generally, our article cautions scientists against letting methods and algorithms travel too easily across disparate disciplines without sufficient prior evaluation of their suitability for the context in hand.

QCA: Foundations, diffusion, analytical approach

QCA is a so-called configurational method for causal inference introduced in the 1980s by US sociologists Kriss Drass and Charles Ragin, who sought to bridge the gulf between variable-oriented and case-oriented research at a time when the “paradigm wars” were reaching another peak in many fields of the social sciences [9, 10]. Yet, as any other method of observational data analysis, QCA did not simply fall out of the sky. Unlike methods developed on the basis of counterfactual, interventionist, mechanistic or probabilistic theories of causation, QCA firmly rests on the regularity theory of INUS causation [11–14]. Although regularity theories were long relegated to the margins of research on causation and causal inference, numerous areas of the natural as well as the social sciences, from economics over neurology to psychology, continued to invoke the notion of INUS conditionality for building causal arguments [15–21].

By importing the Quine-McCluskey algorithm (QMC) from electrical engineering into causal inference with QCA, the major accomplishment of Drass and Ragin was to solve the so-called problem of epiphenomenalism—one of the most vexing problems that had until then plagued the INUS theory [22]. With the removal of this stumbling block, interest in regularity theories and INUS causation started to grow again among both philosophers of science and methodologists [11, 23].

Introductions to QCA generally portray the method’s main analytical principle as follows: if two empirical cases exhibit identical values on an endogenous factor as well as all exogenous factors apart from a single one, then it can be deduced that the one factor on which these two cases differ cannot be ascribed causal relevance to in the context of the remaining factors because the outcome shows no change. Although different algorithms have been implemented in software over the years for conducting research with QCA, of which QMC was only the first, the vast majority of social scientists still take QMC to be QCA’s formal heart [24–27]. Yet surprisingly, technically adequate expositions of QMC hardly exist in the social-scientific literature on QCA. Due to its central place and its relevance for our ensuing argument, it is therefore essential that we introduce this algorithm’s procedural protocol in as much detail as necessary. At the same time, we emphasize that our discussion is not limited to QMC, but extends to all optimization algorithms currently in use in configurational data analysis or of potential use for such purposes (cf. [28, 29]). In this connection, our argument also updates [30] and [31] insofar as we hold that it is the objective function given to an optimization algorithm, not the algorithm per se, that may induce bias.
Switching circuit optimization with QMC: A primer

Switching circuits provide basic building blocks for the design of many digital systems that have made our modern world possible. The mathematical framework for analyzing the conversion of a given set of input signals to a desired set of output signals in order to make a circuit perform a specific function is provided by the algebra of switching circuits and logic design, a specific variant of Boolean algebra [32]. In this connection, one of the most important questions electrical engineers have to solve concerns the minimization of a circuit’s hardware costs. Given two different circuits that produce the same output when provided with the same input, the circuit that is cheaper to build is preferred. More formally, this question can be phrased as follows: Given a switching function \( f \) and an objective function \( F \) defined on the set of \( f \)-equivalent switching functions \( S_f \), what is the set of \( f \)-equivalent switching functions \( S_f \) for which \( F \) reaches a minimum?

There are many ways in which \( F \) can be defined. It could relate to the number of circuit gates, the number of gate contacts, or a more complex requirement of the form \( aP + bQ + cR \), where \( P, Q, \) and \( R \) represent the number of gates of a certain type and \( a, b \) and \( c \) are weighting coefficients on unit price, reliability or other economical or technical criteria [33]. For example, consider the circuit presented in panel (a) of Fig 1, whose switching function is given by \( (W' + X) \cdot (W' + Y) = Z \), and whose corresponding function table is presented in the left and middle parts of panel (b) of Fig 1. As is customary in writing logic functions for switching circuits, “\(^0\)” denotes the logical NOT-operator (open contact), “\(^+\)” the logical OR-operator (switches in parallel), “\(\cdot\)” the logical AND-operator (switches in series), and “\(^=\)” the logical ONLY-IF-THEN-operator (no separate symbol). For convenience, “\(^=\)” will be dropped if there is no risk of confusion, and AND will take precedence over OR. A function whose main operation is an OR-operation is called a sum of products (SOP), a function whose main operation is an AND-operation is called a product of sums (POS).

The output variable, \( Z \), takes on the value 1 for combinations \( W'X'Y', WX'Y, WX'Y' \) and \( WXY; \) and it takes on the value 0 for combinations \( WX'Y', WX'Y \) and \( WXY' \) of the input variables \( W, X \) and \( Y \). Combinations for which some switching function \( f \) equals 1 are called positive minterms, those for which \( f \) takes on the value 0 are called negative minterms.

![Diagram of switching circuits](https://doi.org/10.1371/journal.pone.0233625.g001)

**Fig 1.** Two equivalent switching functions and their switching circuits. (a): \((W' + X) \cdot (W' + Y) = Z\) (b) Function Table for (a) and (c) \( W' + X \cdot Y = Z \)
Furthermore, every appearance of a variable in \( f \) is called a literal. To realize the given switching function as a circuit, four gates are required: one NOT-gate, two OR-gates and one AND-gate.

Now consider the circuit presented in panel (c) of Fig 1, whose switching function is given by \( W' + XY = Z \), and whose corresponding function table is presented in the middle and right parts of panel (b) of Fig 1. As \( Z \) takes on the same values for the same minterms as \( (W' + X)(W' + Y) = Z \) does, the two functions are equivalent: they behave identically for the same combinations of input conditions. However, instead of four gates, \( W' + XY = Z \) requires only three gates: one NOT-gate, one AND-gate and one OR-gate. Additionally, it has only three literals instead of four. The hardware costs of the circuit in panel (c) are thus lower than those incurred by the circuit in panel (a). Is there a systematic way of identifying the cheaper circuit in panel (c)? One possibility to get from \( (W' + X)(W' + Y) = Z \) to \( W' + XY = Z \) is by applying the Boolean-algebraic law of distribution with respect to OR, according to which \( F + CO = (F + C)(F + O) \). Contrast this with linear algebra, where “+” (plus) does not distribute over “×” (times) [34]. By reversing the distribution, we can architect a circuit that behaves exactly as the one represented in panel (a) of Fig 1 yet at lower hardware costs.

However, the optimization of a switching circuit by means of applying Boolean-algebraic laws to its corresponding switching function becomes increasingly cumbersome as the complexity of this circuit’s input-output specification increases. To circumvent this problem, an algorithmic alternative was proposed by Edward McCluskey, who improved on earlier work carried out by Claude Shannon and Willard Quine at the intersection of electrical engineering and analytical philosophy, in the form of QMC [35–40]. Because of its accessibility to beginning students of electrical engineering, all elementary textbooks on applications of Boolean algebra, switching circuit theory or logic design contain sections on this algorithm [32, 41–43]. A simple example shall be provided in the following. Without any loss of generality, we will adopt as our objective function the identification of a SOP function that has the minimum number of AND-gates among all equivalent functions. We call such a function a minimal sum.

Consider a new switching function, presented in Table 1, which involves four input variables, \( V, W, X \) and \( Y \), and the output variable \( Z \). In this table, each minterm now also has an ID character, which is the decimal number associated with the binary number representation of the respective minterm. For instance, the ID of the second row of Table 1 is 1 because the number 1 is expressed as \( 0 \times 2^3 + 0 \times 2^2 + 0 \times 2^1 + 1 \times 2^0 \) under a binary number system; the ID of the row before the last is 14 because \( 1 \times 2^3 + 1 \times 2^2 + 1 \times 2^1 + 0 \times 2^0 = 14 \). The last row groups together all minterms whose respective combination of values under \( V, W, X \) and \( Y \) is

| ID | V | W | X | Y | Z |
|----|---|---|---|---|---|
| 0  | 0 | 0 | 0 | 0 | 1 |
| 1  | 0 | 0 | 0 | 1 | 1 |
| 3  | 0 | 0 | 1 | 1 | 1 |
| 4  | 0 | 1 | 0 | 0 | 0 |
| 6  | 0 | 1 | 1 | 0 | 0 |
| 8  | 1 | 0 | 0 | 0 | 1 |
| 9  | 1 | 0 | 0 | 1 | 0 |
| 11 | 1 | 0 | 1 | 0 | 0 |
| 13 | 1 | 1 | 0 | 1 | 0 |
| 14 | 1 | 1 | 1 | 0 | 1 |
| 2,5,7,10,12,15 | ⋯ | ⋯ | ⋯ | ⋯ | ⋯ |

https://doi.org/10.1371/journal.pone.0233625.t001
Table 2. Derivation of prime implicants.

| (a) | V | W | X | Y |
|-----|---|---|---|---|
| 0   | 0 | 0 | 0 | 0 ✓ | 0,1 |
| 1   | 0 | 0 | 0 | 1 ✓ | 0,2' |
| 2*  | 0 | 0 | 1 | 0 ✓ | 0,8 |
| 8   | 1 | 0 | 0 | 0 ✓ | 1,3,5,7* |
| 3   | 0 | 0 | 1 | 1 ✓ | 1,5 |
| 5*  | 0 | 1 | 0 | 1 ✓ | 2*,3 |
| 10* | 1 | 0 | 1 | 0 ✓ | 2*,10* |
| 12* | 1 | 1 | 0 | 0 ✓ | 8,10* |
| 7*  | 0 | 1 | 1 | 1 ✓ | 8,12* |
| 14  | 1 | 1 | 1 | 0 ✓ | 3,7* |
| 15* | 1 | 1 | 1 | 1 ✓ | 5*,7* |
|     | 10*,14 | 1 | - | 1 0 ✓ |
|     | 12*,14 | 1 | 1 | - 0 ✓ |
|     | 7*,15* | - 1 | 1 | 1 ✓ |
|     | 14,15* | 1 | 1 | 1 - X |

| (b) | V | W | X | Y |
|-----|---|---|---|---|
| 0   | 0 | 0 | 0 | 0 ✓ | 0,1,2*,3 |
| 1   | 0 | 0 | 0 | - 0 ✓ | 0,2*,8,10* |
| 2*  | 0 | 0 | 0 | 0 ✓ | 1,3,5,7* |
| 8   | 1 | 0 | 0 | - 1 ✓ | 8,10*,12*,14 |
| 3   | 0 | 0 | 1 | - 0 1 ✓ |
| 5*  | 0 | 1 | 0 | - 1 ✓ |
| 10* | 1 | 0 | 1 | - 0 ✓ |
| 12* | 1 | 1 | 0 | - 0 ✓ |
| 7*  | 0 | 1 | 1 | - 0 ✓ |
| 14  | 1 | 1 | 1 | - 1 ✓ |
| 15* | 1 | 1 | 1 | - X |

| (c) | V | W | X | Y |
|-----|---|---|---|---|
| 0   | 0 | 0 | - | - X |

https://doi.org/10.1371/journal.pone.0233625.t002

not relevant for the specification of the circuit because these combinations do not occur; hence the dash, “—”, under Z. In switching circuit theory, such functions are called incompletely specified functions, and the non-specified combinations are referred to as don’t care minterms or simply don’t cares. All information contained in the function table in Table 1 can be more compactly summarized as \( Z(V, W, X, Y) = \sum m_1 \) (0, 1, 3, 8, 14) + \( \sum m_d \) (2, 5, 7, 10, 12, 15), where \( m_1 \) stands for the positive minterms and \( m_d \) for the don’t cares. This expression represents the canonical sum.

The first algorithmic phase of QMC consists in eliminating as many literals as possible from the positive minterms by making use of a successive combination of three Boolean-algebraic laws: the dual to the distributive law used above in relation to the circuits shown in Fig 1, according to which \( \Phi(\Psi + \Omega) = \Phi \Psi + \Phi \Omega \); the law of complementarity, according to which \( \Phi + \Psi' = 1 \), and the law of identity, which states that \( \Phi \cdot 1 = \Phi \). To this end, QMC arranges all positive minterms as well as all don’t cares in blocks of minterms for which the number of 1s they contain is the same. This is shown in sub-table (a) of Table 2. The asterisk marks off don’t cares from positive minterms. For example, the second block includes minterms 1, 2*, and 8 because they are the only ones that contain a single 1 in their binary number representation. As there is only one possibility for having not a single 1, as many 1s as there are input variables, respectively, minterms 0 and 15* each have their own block.

Provided the difference in the number of 1s in adjacent blocks is one, minterms from adjacent blocks whose IDs differ by a number that can be expressed as a power of 2 can be reduced by eliminating literals on the basis of the three Boolean-algebraic laws introduced above. These reduced minterms are called (proper) implicants. For example, minterms 0 and 1 can be combined because \( 1 - 0 = 1 \), which can be expressed as \( 2^0 \). Specifically, literals \( Y' \) and \( Y \) can be eliminated because \( V'W'X'Y' + V'W'X'Y = V'W'X'(Y' + Y) \) by distribution, which in turn equals \( V'W'X'(1) \) by complementarity, which in turn equals \( V'W'X' \) by identity.

To indicate that a minterm has been used in creating an implicant, it receives a tick mark, and the newly formed implicant is transferred to a new table, sub-table (b) in Table 2, where the ID of a new implicant is simply the combination of IDs from the minterms that have gone into creating it. The eliminated literal is marked by a dash. Each minterm can be used more
than once in deriving implicants because of the law of idempotency, according to which $\Phi + \Phi = \Phi$. This process continues until no further eliminations are possible. From a table with 11 minterms, QMC has progressed to a table with 15 implicants. Seemingly, the situation has become more complex rather than less complex, but further reductions are possible.

In sub-table (b), implicants from adjacent blocks can be combined if the differences in their respective double IDs is not only the same, but also again a number that can be expressed as a power of two. For example, implicant $(0, 1)$ cannot be combined with implicant $(1, 3)$ because the powers of two that make up the difference in their IDs are not the same; $1 - 0 = 1$, but $3 - 1 = 2$. In contrast, implicant $(0, 1)$ can be combined with implicant $(2^*, 3)$ because the differences in their double IDs are both 2, which is a number that can be written as a power of two, namely $2^1$. Specifically, literals $X'$ and $X$ can be eliminated from $(0, 1)$ and $(2^*, 3)$ because $V'W'X' + V'W'X = V'W'(X' + X) = V'W'(1) = V'W'$. As before, to indicate that an implicant has been used in creating another, shorter implicant it receives a tick mark, and the newly formed implicant is transferred to a new table, sub-table (c) in Table 2. Also, the ID character of a newly formed implicant is simply the combination of IDs from the implicants that have gone into creating it. This process continues until no further reductions are possible.

In sub-table (b), implicant $(14, 15^*)$ could not be further minimized to yield a shorter implicant, and none of the implicants in sub-table (c) can be reduced further. Implicants that cannot be reduced further are called prime implicants and receive a cross instead of a tick mark. Once there are only crosses left, QMC stops the process of eliminating literals. Theoretically, all prime implicants could now simply be joined to yield the complete sum, $Z = VWX + V'W' + W'Y' + VY + VY'$, which is a correct representation of the canonical sum. As this function corresponds to a switching circuit with as many AND-gates as that associated with the canonical sum yet fewer literals, less hardware would be required. Yet, since our objective function requires a SOP function with as few AND-gates as possible, we need to test whether some prime implicants can be eliminated without losing equivalence. What is thus needed is not a complete sum but an irredundant sum, that is, a SOP function of prime implicants that does not contain any unnecessary prime implicants. In a second phase of optimization, QMC thus identifies those functions that have the minimum number of prime implicants, yet still behave exactly as specified in Table 1.

By invoking the consensus theorem, according to which $\Phi\Psi + \Phi\Omega + \Psi\Omega = \Phi\Psi + \Phi\Omega$, we immediately see that, for example, $W'Y'$ is redundant in the presence of $V'W'$ and $VY'$. As before, however, the direct application of theorems of Boolean algebra can become very cumbersome. QMC therefore decomposes the complete sum via a device called prime implicant chart, in which all prime implicants are listed along the rows and all positive minterms along the columns. The prime implicant chart that results from the first step of minimization performed in Table 2 is shown in Table 3. Don’t care that have been used in deriving an implicant are not listed alongside the positive minterms, nor would be prime implicants that had

| Minterms | 0 | 1 | 3 | 8 | 14 |
|----------|---|---|---|---|----|
| $V'W'X'Y'$ | $V'W'X'Y'$ | $V'W'X'Y'$ | $V'W'X'Y'$ | $V'W'X'Y'$ | $VWXY'$ |
| $1,3,5^*,7^*$ | $V'Y$ | $V'Y$ | $V'Y$ | $V'Y$ | $V'Y$ |
| $8,10^*,12^*,14$ | $V'Y$ | $V'Y$ | $V'Y$ | $V'Y$ | $V'Y$ |
| $0,1,2^*,3$ | $V'W'$ | $V'W'$ | $V'W'$ | $V'W'$ | $V'W'$ |
| $0,2^*,8,10^*$ | $W'Y'$ | $W'Y'$ | $W'Y'$ | $W'Y'$ | $W'Y'$ |
| $14^*$ | $VWX$ | $VWX$ | $VWX$ | $VWX$ | $VWX$ |

https://doi.org/10.1371/journal.pone.0233625.t003
been derived solely from don’t cares. If a prime implicant covers a positive minterm, it receives a cross in the chart, if it does not, it receives a dash. For instance, $VY'$ covers $VWXY'$ because all the former’s literals form a subset of all the latter’s. Any combination of prime implicants that covers all positive minterms yields a function equivalent to the original function, but not necessarily a function that satisfies $F$.

One way of finding the switching function(s) with the fewest prime implicants would be to systematically identify all equivalent switching functions at once, and to then select the function that has the smallest number of prime implicants. Clearly, such an approach would be highly inefficient because all the objective function requires is a single switching function for which it is guaranteed that it contains the lowest possible number of prime implicants. So as to optimize the second step of minimization, QMC therefore implements a routine based on the concept of row dominance: A row $i$ in a prime implicant chart dominates another row $j$ of that chart if, and only if, $i$ has a cross in all columns in which $j$ has a cross and $i$ has a cross in at least one column in which $j$ does not have a cross [36]. As dominated prime implicants can never outperform dominating ones when the objective function specifies the minimum number of AND-gates, a solution consisting only of dominating prime implicants is guaranteed to satisfy $F$.

In the prime implicant chart in Table 3, $VY'$ dominates $VWX$, $V'W'$ dominates $VY$, and no other prime implicant dominates any other. As $VY'$ and $V'W'$ together already cover all positive minterms, the solution that minimizes circuit hardware costs when the objective function defines the minimum number of AND-gates is given by $V'W' + VY' = Z$. Without ever identifying other irredundant sums, we already know that no other combination of prime implicants will provide an alternative to $V'W' + VY'$. Hence, the application of row dominance permits an efficient identification of irredundant sums that will also be minimal sums.

**Algorithmic bias**

QCA studies usually report only a single explanatory model for their data. In other words, QCA research almost always seems to produce strong results. However, we hold that such results have often neither been the upshot of the collection of high-quality data material nor the skilful use of pertinent theories but simply an algorithmic corollary of the uncritical import of QMC from electrical engineering. To do this, let us leave the mechanics of QMC introduced in the previous section aside for the moment, and jump to the daily business of social scientist John Doe, who has collected data on some phenomenon $S$, which Doe presumes to be an effect of some combination of variables $C$, $R$, $L$ and $E$. These data, which exist for 16 cases, $c_1$ to $c_{16}$, are presented in Table 4.

What Doe does not know: social nature has determined the data-generating structure (DGS) $CE + R'E' + CRL = S$, which has given rise to Doe’s data, and which Doe seeks to uncover, or at least get closer to, as much as his data permit. Put verbally, $S$ takes on the value 1 if, and only if, $C$ takes on the value 0 and $E$ takes on the value 1 (cases $c_{10}$ and $c_{11}$), or $R$ takes on the value 0 and $E$ takes on the value 0 (cases $c_4$, $c_5$, $c_6$ and $c_{12}$), or $C$ takes on the values 1 and $R$ takes on the value 1 and $L$ takes on the value 1 (case $c_6$). That each of these conjunctions is minimally sufficient for $S$ can easily be verified: neither $C'$ nor $E$ alone are sufficient for $S$ because cases $c_{10}$ to $c_{12}$, and cases $c_4$, $c_5$, $c_6$ and $c_{12}$, or $C$ takes on the values 0 and $R$ takes on the value 1 and $L$ takes on the value 1 (case $c_{11}$). Each of those conjunctions is minimally sufficient for $S$ can easily be verified: neither $C'$ nor $E$ alone are sufficient for $S$ because cases $c_{10}$ to $c_{12}$, and cases $c_4$, $c_5$, $c_6$ and $c_9$, respectively, are associated with $S = 0$; neither $R'$ nor $E'$ alone are sufficient for $S$ because cases $c_4$ to $c_6$, and cases $c_{13}$ to $c_{16}$, respectively, are associated with $S = 0$; and neither the conjunction of $CR$, nor that of $CL$, nor that of $RL$ alone are sufficient for $S$ because cases $c_8$ and $c_9$, case $c_7$, and cases $c_{13}$ and $c_{14}$, respectively, are associated with $S = 0$. 
There are thus three alternative pathways to the outcome. For identifying the causal interplay between \( R, C, L, E \) and \( S \), Doe chooses the \( fs/QCA \) software [44], whose output is presented verbatim in Fig 2.

The solution is given as \( C'R' + CE' \), a solution that is clear-cut yet unequivocally false. Instead of \( CE' \), the presented result should have been the opposite, namely \( C' \); and instead of \( C'R' \), the opposite in conjunction with \( L \) should have been reported, namely \( CRL \). Moreover, the third path of the DGS, \( R'E' \), has not been discovered at all. Any interpretation of this solution that Doe were to propose would lead him further away from the truth rather than closer to it even though his data are ideal for discovering the DGS that social nature has predetermined. What went wrong?

Table 4. Data collected by social scientist John Doe.

| Case | C | R | L | E | S |
|------|---|---|---|---|---|
| c₁   | 1 | 0 | 1 | 1 | 0 |
| c₂   | 1 | 0 | 0 | 1 | 0 |
| c₃   | 1 | 0 | 0 | 1 | 0 |
| c₄   | 1 | 0 | 0 | 0 | 1 |
| c₅   | 1 | 0 | 0 | 0 | 1 |
| c₆   | 1 | 0 | 0 | 0 | 1 |
| c₇   | 1 | 1 | 1 | 0 | 1 |
| c₈   | 1 | 1 | 0 | 1 | 0 |
| c₉   | 1 | 1 | 0 | 1 | 0 |
| c₁₀  | 0 | 0 | 1 | 1 | 1 |
| c₁₁  | 0 | 0 | 0 | 1 | 1 |
| c₁₂  | 0 | 0 | 0 | 0 | 1 |
| c₁₃  | 0 | 1 | 1 | 0 | 0 |
| c₁₄  | 0 | 1 | 1 | 0 | 0 |
| c₁₅  | 0 | 1 | 0 | 0 | 0 |
| c₁₆  | 0 | 1 | 0 | 0 | 0 |

https://doi.org/10.1371/journal.pone.0233625.t004

There are thus three alternative pathways to the outcome. For identifying the causal interplay between \( R, C, L, E \) and \( S \), Doe chooses the \( fs/QCA \) software [44], whose output is presented verbatim in Fig 2.

The solution is given as \( C'R' + CE' \), a solution that is clear-cut yet unequivocally false. Instead of \( CE' \), the presented result should have been the opposite, namely \( C' \); and instead of \( C'R' \), the opposite in conjunction with \( L \) should have been reported, namely \( CRL \). Moreover, the third path of the DGS, \( R'E' \), has not been discovered at all. Any interpretation of this solution that Doe were to propose would lead him further away from the truth rather than closer to it even though his data are ideal for discovering the DGS that social nature has predetermined. What went wrong?

File: C:/Users/John Doe/QCA Research Project/my.data.for.qca.csv
Model: \( S = f(C, R, L, E) \)
Algorithm: Quine-McCluskey

--- TRUTH TABLE SOLUTION ---
frequency cutoff: 1
consistency cutoff: 1
Assumptions:

| raw coverage | unique coverage | consistency coverage |
|--------------|-----------------|---------------------|
| ~C'~R        | 0.428571        | 0.428571            |
| C'~E         | 0.571429        | 0.571429            |

solution coverage: 1
solution consistency: 1

Fig 2. Output of \( fs/QCA \) software for an analysis of Doe's data.

https://doi.org/10.1371/journal.pone.0233625.g002
That fs/QCA presented a solution that not even remotely reflects the DGS is no programming bug, nor an idiosyncratic scenario unlikely to be reproduced with different data, nor a fault attributable to QMC. Instead, it is a prime example of how far astray researchers can be led when methods developed in one discipline (electrical engineering) for one specific purpose (the minimization of hardware costs in architecting electrical switching circuits) are imported into another area (social sciences) without proper adaptation of these foreign methods to their new purpose (observational data analysis for causal inference). We have now everything in place to link Doe’s research problem back to the previous section on QMC.

First notice that when Doe’s data are transformed into a QCA truth table, this table is equivalent to the function table presented above in Table 1: simply replace the original factor label \( V \) with the new label \( C \), \( W \) with \( R \), \( X \) with \( L \), \( Y \) with \( E \) and \( Z \) with \( S \). Minterm 0 in Table 1 represents case \( c_{12} \) in Table 4, minterm 1 case \( c_{11} \), minterm 3 case \( c_{10} \), minterm 8 cases \( c_4, c_5 \) and \( c_6 \), and minterm 14 case \( c_7 \). By extension, the prime implicant chart for Doe’s data also presents exactly the same optimization problem as that presented in Table 3. The complete chart for Doe’s data is provided in Table 5.

Recall the objective function specified in the previous section and QMC’s approach to optimizing the process of identifying a switching function that would meet this objective function. The use of the principle of row dominance allowed QMC’s to directly derive such a function without identifying any alternative irredundant sums that, under no circumstances, could outperform this function. Doe’s interest, however, is in getting closer to the truth behind phenomenon \( S \), not in building a low-cost electrical switching circuit. All that needs to be done to adapt QMC to the purpose of causal inference is to redefine the objective function such that it agrees with this purpose. As Graßhoff and May [22] had already demonstrated in the framework of propositional logic about two decades ago, any minimally necessary disjunction of minimally sufficient conjunctions is a potential candidate for a causal explanation under the INUS theory of causation. As propositional logic and switching circuit theory are completely equivalent branches of the same Boolean algebra, this simply means that, when translated to the terminology of electrical engineering, QMC must produce all irredundant sums, and not only a minimal sum, if employed for purposes of causal inference. Let us therefore reformulate \( \mathcal{F} \) such that QMC should identify the set of all equivalent SOP functions that are irredundant, but not necessarily minimal.

Petrick’s method provides a straightforward and well-established technique in electrical engineering that can be employed for finding all irredundant sums [41]. All we need is an auxiliary prime implicant function \( p \). More specifically, let \( C'E = P_1, CE' = P_2, CR'E = P_3, R'E' = P_4 \) and \( CRL = P_5 \). After combining all prime implicants in a POS function such that each term is a sum of all prime implicants covering a positive minterm, the following transformations can be done:

### Table 5. Prime implicant chart for Doe’s data presented in Table 4.

| ID          | 0  | 1  | 3  | 8  | 14 |
|-------------|----|----|----|----|----|
|             | \( C'R'E' \) | \( C'R'E' \) | \( C'R'E \) | \( C'R'E' \) | \( CRL \) |
| 1,3,5,7    | \( C'E \) | – | \( \times \) | \( \times \) | – | – |
| 8,10,12,14 | \( CE' \) | – | – | – | \( \times \) | \( \times \) |
| 0,1,2,3    | \( C'R' \) | \( \times \) | \( \times \) | \( \times \) | – | – |
| 0,2,8,10   | \( R'E' \) | \( \times \) | – | – | \( \times \) | – |
| 14,15      | \( CRL \) | – | – | – | \( \times \) | – |

https://doi.org/10.1371/journal.pone.0233625.t005
carried out:
\[ p = (P_3 + P_4)(P_1 + P_3)(P_2 + P_4)(P_2 + P_3), \]
\[ = (P_3 + P_4)(P_1 + P_3)(P_2 + P_4)(P_2 + P_5) \text{ by idempotency}, \]
\[ = (P_1 P_2 + P_4 P_3)(P_2 + P_5) \text{ by distribution}, \]
\[ = P_2 P_3 + P_1 P_2 P_4 + P_1 P_2 P_5 + P_2 P_5. \]

Four irredundant sums exist for Doe’s data. When \( p \) is now transformed back, the following four models \( m_1 \) to \( m_4 \) emerge as candidates for explaining \( S \):

\[ m_1 : S = CE' + CR', \]
\[ m_2 : S = C'E + CE' + R'E', \]
\[ m_3 : S = C'E + R'E + CRL, \text{ and} \]
\[ m_4 : S = C'R' + R'E' + CRL. \]

Model \( m_1 \)—the only model presented by \( fs/QCA \)—corresponds to the output of QMC given in the previous section, namely \( V'W' + VY' = Z \). This, however, is not the DGS behind Doe’s data. Instead, the correct model is \( m_3 \), which would have never been returned by QMC under sum minimality; nor would have been models \( m_2 \) and \( m_4 \), for that matter. Three out of four possible and equally well-fitting causal explanations of \( S \) would therefore have never been brought to the attention of Doe. Instead, Doe would have been led to believe that the evidence is clear-cut and that the data allow of only a single explanation for \( S \), which we know to be the wrong one.

In the following section, we analyze the extent to which this algorithmic bias has intruded into empirical work over the last quarter century. Concretely, we present a large-scale replication effort estimating the degree to which applied research in three social-scientific disciplines has been affected by algorithmic bias attributable to the use of sum minimality instead of sum irredundancy when employing Boolean optimization algorithms in QCA.

**Data**

We drew on a total of 215 peer-reviewed articles from across 109 high-profile management, political science and sociology journals indexed in Clarivate Analytics’ Journal Citation Reports. They are listed in S1 Appendix, and represent the final set out of a total of 357 eligible articles for which it was possible to gather sufficient information for re-running the analysis. Our sampling and data collection strategy, including the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow diagram, can be found in S2 Appendix. The PRISMA checklist is included in S3 Appendix.

As many articles present several distinct solutions based on separate runs of QCA, the unit of analysis is not the study itself, but the presentation of a distinct solution. For instance, many studies present separate results for the presence and the absence of an outcome, or present analyses for different yet related outcomes. Across all 215 articles, 552 distinct QCA solutions turned out to be reanalyzable.

So as to minimize the risk of human errors, we automated the analysis via a purpose-built R function called `algoBias`, which imports the complete replication material at once, verifies the correctness and integrity of this material, and carries out the calculation of all bias statistics. This function also has an in-built emergency stop for data that generate so many equally well-fitting models that a meaningful interpretation becomes impossible. The function `algoBias` is available in the replication script, and can be easily re-used or adapted.
Analytical strategy

In addition to algorithmic bias, empirical QCA studies may suffer from other types of bias. At least two additional, major types of bias that need to be factored out when computing the degree of bias solely attributable to algorithmic sources command attention. The source of the first lies in the discounting of evidence due to personal beliefs, a phenomenon referred to as confirmation bias in psychology [45, 46]. Although the negative consequences of preferring belief-compatible over belief-incompatible evidence have long been recognized, some QCA methodologists still explicitly recommend disregarding explanatory models that are not in accordance with theoretical preferences when faced with equally well-fitting counter-evidence. These recommendations seem to have given applied QCA researchers license to tacit model selection [30].

The second alternative source of bias consists in the use of so-called conservative (QCA-CS) and intermediate solutions (QCA-IS), which trade in the guarantee of methodological correctness of the parsimonious solution (QCA-PS) for a higher likelihood of generating stronger results via the back-door addition of artificial data [47–49]. We refer to the effect of this practice as data inflation bias.

The overall reporting bias in empirical QCA studies is thus an aggregate of at least three separate types of bias that need to be distinguished: confirmation bias, data inflation bias and algorithmic bias. The first two types simply need to be computed for identifying a study’s degree of algorithmic bias, yet we will not pay closer attention to them here. More specifically, so as to isolate algorithmic bias, we reanalyzed each of the 552 QCA solutions under both sum minimality and sum irredundancy, and compared the obtained numbers of models to the number of models reported for a solution in the corresponding article. Concretely, let \( m_{PS,SM} \) denote the total number of models fitting the data equally well under sum irredundancy in QCA-PS, \( m_{PS,SM} \) the total number of such models under sum minimality in QCA-PS, \( m_{CS,SI} \) the total number of such models under sum irredundancy in QCA-CS, \( m_{CS,SM} \) the total number of such models under sum minimality in QCA-CS and \( m_{rep} \), the number of models reported. Then, confirmation bias \( b_{conf} \), data inflation bias \( b_{dinf} \) and algorithmic bias \( b_{algo} \) are computed as specified in Table 6.

As an illustration, imagine a study reported only a single model for a QCA-PS run on its set of data, but two models fit these data equally well under sum irredundancy and five models under sum irredundancy. Then, data inflation bias would be ruled out \( a \ priori \) because of the use of QCA-PS, confirmation bias would amount to \((2 - 1)/5 = 0.2\), algorithmic bias to \((5 - 2)/5 = 0.6\), and the overall reporting bias to \(0.2 + 0.6 = 0.8\). Expressed as percentages, 20 per cent of all data-fitting models were consciously suppressed by the study’s authors (confirmation bias), 60 per cent of all data-fitting models were unconsciously suppressed (algorithmic bias), and 80 per cent of all models fitting the study’s data equally well were not reported.

---

Table 6. Formulas for computing different types of bias in QCA.

| Bias   | QCA-CS | QCA solution type | QCA-IS | QCA-PS |
|--------|--------|-------------------|--------|--------|
|        | \( m_{PS,SM} \geq m_{CS,SM} \) | \( m_{PS,SM} < m_{CS,SM} \) | \( m_{PS,SM} \geq m_{CS,SM} \) | \( m_{PS,SM} < m_{CS,SM} \) |
| \( b_{conf} \) | \( \frac{m_{PS,CS} - m_{CS,SI}}{m_{CS,SI}} \) | \( \frac{m_{PS,CS} - m_{CS,SM}}{m_{CS,SM}} \) | \( \frac{m_{PS,CS} - m_{CS,SI}}{m_{CS,SI}} \) | \( \frac{m_{PS,CS} - m_{CS,SM}}{m_{CS,SM}} \) |
| \( b_{dinf} \) | \( \frac{m_{PS,SM} - m_{PS,SI}}{m_{PS,SI}} \) | \( \frac{m_{PS,SM} - m_{PS,CS}}{m_{PS,CS}} \) | \( \frac{m_{PS,SM} - m_{PS,CS}}{m_{PS,CS}} \) | \( \frac{m_{PS,SM} - m_{PS,CS}}{m_{PS,CS}} \) |
| \( b_{algo} \) | \( \frac{m_{PS,CS} - m_{PS,SI}}{m_{PS,SI}} \) | \( \frac{m_{PS,CS} - m_{PS,CS}}{m_{PS,CS}} \) | \( \frac{m_{PS,CS} - m_{PS,CS}}{m_{PS,CS}} \) | \( \frac{m_{PS,CS} - m_{PS,CS}}{m_{PS,CS}} \) |

https://doi.org/10.1371/journal.pone.0233625.t006
Results

The results of our meta-analysis are presented in Fig 3. The first fact to be noticed is that 361 out of all 552 analyzed solutions (about 65 per cent) are not affected by algorithmic bias. At the same time, that means every third published QCA solutions in our sample is affected, which is a considerable proportion. In other words, even when everyone involved in the production and release of scientific work—authors, reviewers, and journal editors—is assumed to have acted as ethically and objectively as they possibly could, and even when the analyzed data are assumed not to be beset by any other problems impacting negatively on the quality of the reported results, our analysis suggests that every third QCA solution presented in a management, political science or sociology journal has oversold its solution simply because the algorithm in the chosen QCA software operated under an objective function that is suitable for one specific purpose in electrical engineering applications, but not for causal inference.

When magnitude, rather than the mere presence or absence of bias, is taken into account, our results show some interesting nuances. For almost all QCA solutions that are affected by algorithmic bias (about 31 per cent overall), at least half of all viable candidate models have never been brought to the attention of researchers or the readers of these researchers’ published article that presented this solution ($b_{algo} \geq 0.5$). If we increase the magnitude to $b_{algo} \geq 0.75$, this figure drops to about 17 percent. However, at the extreme end of $b_{algo} \geq 0.95$, which refers to all situations in which only a single model was reported by the authors although at least 20 models fit the data equally well, about one QCA solution in 12 (8.5 per cent) is still affected. Contained within this figure are no fewer than 36 solutions, amounting to 6.5 per cent of all presented QCA solutions, for which the number of models was so high that virtually nothing could have been inferred from the data.

An example study which did manage to avoid confirmation and data inflation bias but whose results suffer from an enormous amount of algorithmic bias is Stoiber and Töller [50]. This study seeks to analyze the causes of privatization of hospital order treatment of criminals with diminished capacity in the German Bundesländer by means of multi-value QCA and the software Tosmana (multi-value QCA has been employed far less than other QCA variants, but Tosmana has enjoyed a software market share of around 15 percent [51]). Five out of 16 Bundesländer have privatized such treatments. The authors acknowledge that solutions explaining privatization are ambiguous, but only a tiny fraction of this ambiguity is reported.
More precisely, Tosmana presented three models to the authors, two of which contained the same two prime implicants. These two prime implicants together covered four of the five positive cases. As a result, the authors believed that their analysis led to a relatively clear-cut finding (“einem eindeutigen Ergebnis für drei Bundesländer [. . .]. Auch für Thüringen erbringt die sparsame Lösung einen eindeutigen Befund [. . .].”). To the readers of this study, it thus seems as if there exists slight model ambiguity, but the effects of this problem are attenuated by the existence of two shared prime implicants covering four of the five Bundesländer that implemented privatization. Yet, in actuality, there exist 72 other and equally well-fitting models, among which the supposedly central prime implicants are not central any more. What Tosmana reported were only the three minimal sums from among a total of 75 irredundant sums that should have been reported. Stöber and Töller’s study is thus commendable insofar as the authors objectively report all models presented to them by their chosen software, yet the enormous amount of algorithmic bias induced by Tosmana’s undocumented use of sum minimality instead of sum irredundancy unfortunately completely overshadows this positive aspect.

Conclusion

In this article, we have revealed a type of bias that has gone almost unnoticed to date in the context of science’s replication crisis: algorithmic bias. Concretely, we have shown why the uncritical import of the Quine-McCluskey algorithm (QMC) from electrical engineering to data analysis with the method of Qualitative Comparative Analysis (QCA) for purposes of causal inference has led to considerable algorithmic bias due to the simultaneous import of an objective function under which QMC operates in electrical engineering applications. This objective function, called sum minimality, is appropriate for architecting minimum cost switching circuits, but not for causal inference. For purposes of causal inference, sum irredundancy provides the correct objective function for any optimization algorithm, QMC or otherwise.

Why this misapplication of objective functions in QCA-based literature has gone unnoticed for decades remains an important question. We see two conditions that, together, may provide a significant part of the explanation: first, despite its heavy reliance on components originally developed in electrical engineering, QCA is a method that has evolved in sociology and political science, but hardly any social scientist takes courses in logic design or reads textbooks on electrical engineering. From this perspective, the borrowing of algorithms from disciplines which one has no aim to become familiar with is a highly risky business in the first place. Second, simulations were never implemented before or shortly after QCA had been released to the “market”. While it is standard in many disciplines to test new algorithms in advance of their application to substantive problems, neither early critics nor proponents of QCA seem to have ever considered implementing appropriate tests to verify that sum minimality would be suitable for purposes of causal data analysis. Beyond the realm of QCA, our article should thus caution scientists more generally against letting elaborate methods and algorithms travel too easily across disparate disciplines without sufficient prior evaluation of their suitability for the context in hand. Sometimes, extensive upfront testing is preferable to post-release corrections.
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S1 Appendix. List of included QCA articles.
(PDF)
Acknowledgments
Previous versions of this article have been presented at the conference “Scientific Integrity in Qualitative Research (SCIQUAL)”, Utrecht University, the Netherlands, 13-14 September 2017; the 3rd annual conference of the Political Methodology section of the Political Studies Association, University of Essex, UK, 12 January 2018; the annual conference of the Swiss Political Science Association, University of Geneva, Switzerland, 5-6 February 2018; the “QCA Workshop” at the Cologne Center for Comparative Politics, University of Cologne, Germany, 25-26 April 2018; the annual conference of the Methods section of the German Political Science Association, Goethe University Frankfurt / Main, Germany, 4-5 May 2018; the VIII. European Congress of Methodology of the European Association of Methodology, Friedrich-Schiller-University Jena, Germany, 24-27 July 2018; the General Conference of the European Consortium for Political Research, University of Hamburg, Germany, 22-25 August 2018; the 3rd mid-term conference of the Quantitative Methods section of the European Sociological Association, Jagiellonian University Cracow, Poland, 3-6 October 2018; the Trilateral Conference of the Austrian, German and Swiss Political Science Associations, ETH Zurich, Switzerland, 14-16 February 2019; and the European Conference on Data Analysis, University of Bayreuth, Germany, 18-20 March 2019. We thank all conference participants who gave feedback, the two anonymous reviewers at PLOS ONE for their useful comments, and all authors who supported this project by sharing their data with us.

Author Contributions
Conceptualization: Alrik Thiem, Tim Haesebrouck.
Data curation: Alrik Thiem, Lusine Mkrtchyan, Tim Haesebrouck, David Sanchez.
Formal analysis: Alrik Thiem.
Funding acquisition: Alrik Thiem.
Investigation: Alrik Thiem, Lusine Mkrtchyan.
Methodology: Alrik Thiem.
Project administration: Alrik Thiem.
Software: Alrik Thiem.
Validation: Alrik Thiem.
Visualization: Alrik Thiem.
Writing – original draft: Alrik Thiem.
Writing – review & editing: Alrik Thiem, Lusine Mkrtchyan, Tim Haesebrouck.
References

1. Ioannidis JPA. Why Most Published Research Findings Are False. PLOS Medicine. 2005; 2(8):e124. https://doi.org/10.1371/journal.pmed.0020124 PMID: 16060722

2. Munafo MR, Nosek BA, Bishop DVM, Button KS, Chambers CD, Percie du Sert N, et al. A Manifesto for Reproducible Science. Nature Human Behaviour. 2017; 1:0021. https://doi.org/10.1038/s41562-016-0021

3. Open Science Collaboration. Estimating the Reproducibility of Psychological Science. Science. 2015; 349(6251):aac4716. https://doi.org/10.1126/science.aac4716 PMID: 26315443

4. Wallach JD, Boyack KW, Ioannidis JPA. Reproducible Research Practices, Transparency, and Open Access Data in the Biomedical Literature, 2015–2017. PLOS Biology. 2018; 16(11):e2006930. https://doi.org/10.1371/journal.pbio.2006930 PMID: 30457984

5. Baker M. Is there a reproducibility crisis? Nature. 2016; 533(7604):452–455.

6. Danks D, London AJ. Algorithmic Bias in Autonomous Systems. In: Proceedings of the Twenty-Sixth International Joint Conference on Artificial Intelligence; 2017. p. 4691–4697.

7. Eklund A, Nichols TE, Knutsson H. Cluster failure: Why fMRI inferences for spatial extent have inflated false-positive rates. Proceedings of the National Academy of Sciences. 2016; 113(28):7900–7905. https://doi.org/10.1073/pnas.1602413113

8. Kononova AV, Corne DW, De Wilde P, Shneer V, Caraffini F. Structural bias in population-based algorithms. Information Sciences. 2015; 298:468–490. https://doi.org/10.1016/j.ins.2014.11.035

9. Drass KA, Spencer JW. Accounting for Pre-Sentencing Recommendations: Typologies and Probation Officers’ Theory of Office. Social Problems. 1987; 34(3):277–293. https://doi.org/10.2307/800767

10. Ragan CC. The Comparative Method: Moving beyond Qualitative and Quantitative Strategies. Berkeley: University of California Press; 1987.

11. Baumgartner M. Regularity Theories Reassessed. Philosophia. 2008; 36(3):327–354. https://doi.org/10.1007/s11406-007-9114-4

12. Cartwright N. Hunting Causes and Using Them: Approaches in Philosophy and Economics. Cambridge: Cambridge University Press; 2007.

13. Reiss J. Causation in the Social Sciences: Evidence, Inference, and Purpose. Philosophy of the Social Sciences. 2009; 39(1):20–40. https://doi.org/10.1177/0048393108328150

14. Thierry A, Baumgartner M. Back to Square One: A Reply to Munck, Paine, and Schneider. Comparative Political Studies. 2018; 49(6):801–806. https://doi.org/10.1177/0010414015626455

15. Duncan GJ, Magnuson K, Votruba-Drzal E. Moving Beyond Correlations in Assessing the Consequences of Poverty. Annual Review of Psychology. 2017; 68(1):413–434. https://doi.org/10.1146/annurev-psych-010416-044224 PMID: 27648987

16. Hoover KD. The Logic of Causal Inference: Econometrics and the Conditional Analysis of Causation. Economics and Philosophy. 1990; 6(2):207–234. https://doi.org/10.1017/S026626710000122X

17. Mehl PE. Philosophy of Science: Help or Hindrance? Psychological Reports. 1993; 72(3):707–733. https://doi.org/10.2466/pr0.1993.72.3.707

18. Moors A. Integration of Two Skeptical Emotion Theories: Dimensional Appraisal Theory and Russell’s Psychological Construction Theory. Psychological Inquiry. 2017; 28(1):1–19. https://doi.org/10.1080/1047840X.2017.1235900

19. Novick LR, Cheng PW. Assessing Interactive Causal Influence. Psychological Review. 2004; 111(2):455–485. https://doi.org/10.1037/0033-295X.111.2.455 PMID: 15065918

20. Sawcer S, Franklin RJM, Ban M. Multiple Sclerosis Genetics. The Lancet Neurology. 2014; 13(7):700–709. https://doi.org/10.1016/S1474-4422(14)70041-9 PMID: 24852507

21. Wulff HR. The Causal Basis of the Current Disease Classification. In: Nordenfelt L, Lindahl BIB, editors. Health, Disease, and Causal Explanations in Medicine. Dordrecht: Springer Netherlands; 1984. p. 169–177.

22. Graßhoff G, May M. Causal Regularities. In: Spohn W, editors. Philosophy of the Social Sciences. Cambridge: Cambridge University Press; 2007. p. 85–113.

23. Beirlaen M, Leuridan B, Van De Putte F. A Logic for the Discovery of Deterministic Causal Regularities. Synthese. 2018; 195(1):367–399. https://doi.org/10.1007/s11229-016-1222-x

24. Baumgartner M, Eppele R. A Coincidence Analysis of a Causal Chain: The Swiss Minaret Vote. Sociological Methods & Research. 2014; 43(2):280–312. https://doi.org/10.1177/0049124113502948

25. Fiss PC. A Set-Theoretic Approach to Organizational Configurations. Academy of Management Review. 2007; 32(4):1180–1198. https://doi.org/10.5465/amr.2007.26586002
26. Ragin CC. Redesigning Social Inquiry: Fuzzy Sets and Beyond. Chicago: University of Chicago Press; 2008.

27. Schneider CQ, Wagemann C. Set-Theoretic Methods for the Social Sciences: A Guide to Qualitative Comparative Analysis (QCA). Cambridge: Cambridge University Press; 2012.

28. Duşa A, Thiem A. Enhancing the Minimization of Boolean and Multivalue Output Functions with eQMC. Journal of Mathematical Sociology. 2015; 39(2):92–108. https://doi.org/10.1080/0022250X.2014.897949

29. Thiem A, Duşa A. Boolean Minimization in Social Science Research: A Review of Current Software for Qualitative Comparative Analysis (QCA). Social Science Computer Review. 2013; 31(4):505–521. https://doi.org/10.1177/0894439313478999

30. Baumgartner M, Thiem A. Model Ambiguities in Configurational Comparative Research. Sociological Methods & Research. 2017; 46(4):954–987. https://doi.org/10.1177/0049124115610351

31. Thiem A. Navigating the Complexities of Qualitative Comparative Analysis: Case Numbers, Necessity Relations, and Model Ambiguities. Evaluation Review. 2014; 38(6):487–513. https://doi.org/10.1177/0193841X14550863 PMID: 25304518

32. Roth CH, Kinney LL. Fundamentals of Logic Design. 7th ed. Stamford, CT: Cengage Learning; 2014.

33. Klir GJ. Introduction to the Methodology of Switching Circuits. New York: D. Van Nostrand; 1972.

34. Thiem A, Baumgartner M, Bol D. Still Lost in Translation! A Correction of Three Misunderstandings Between Configurational Comparativists and Regressional Analysts. Comparative Political Studies. 2016; 49(6):742–774. https://doi.org/10.1177/0010414014565892

35. McCluskey EJ. Minimization of Boolean Functions. Bell Systems Technical Journal. 1956; 35(6):1417–1444. https://doi.org/10.1002/j.1538-7305.1956.tb03835.x

36. McCluskey EJ. Introduction to the Theory of Switching Circuits. Princeton: Princeton University Press; 1965.

37. Quine WV. The Problem of Simplifying Truth Functions. American Mathematical Monthly. 1952; 59(8):521–531. https://doi.org/10.1080/00029890.1952.1198818

38. Quine WV. A Way to Simplify Truth Functions. American Mathematical Monthly. 1955; 62(9):627–631. https://doi.org/10.1080/00029890.1955.1198710

39. Quine WV. On Cores and Prime Implicants of Truth Functions. American Mathematical Monthly. 1959; 66(9):755–760. https://doi.org/10.1080/00029890.1959.11989404

40. Shannon CE. A Symbolic Analysis of Relay and Switching Circuits. Electrical Engineering. 1938; 57(12):714–723. https://doi.org/10.1109/EE.1938.6431064

41. Edwards FH. The Principles of Switching Circuits. Cambridge, MA: MIT Press; 1973.

42. Hohn FE. Applied Boolean Algebra: An Elementary Introduction. 2nd ed. New York: Macmillan; 1966.

43. Lewin D, Protheroe D. Design of Logic Systems. 2nd ed. London: Chapman & Hall; 1992.

44. Ragin CC, Davey S. fs/QCA: Fuzzy-Set/Qualitative Comparative Analysis, Version 3.0 [Computer Program]. Irvine: Department of Sociology, University of California; 2017.

45. Nickerson RS. Confirmation Bias: A Ubiquitous Phenomenon in Many Guises. Review of General Psychology. 1998; 2(2):175–220. https://doi.org/10.1037/1089-2680.2.2.175

46. Jones M, Sugden R. Positive Confirmation Bias in the Acquisition of Information. Theory and Decision. 2001; 50(1):59–99. https://doi.org/10.1023/A:1005296023424

47. Baumgartner M, Thiem A. Often Trusted but Never (Properly) Tested: Evaluating Qualitative Comparative Analysis. Sociological Methods & Research. 2020; 49(2):279–311. https://doi.org/10.1177/0049124117701487

48. Thiem A. Improving the Use of Qualitative Comparative Analysis for Inferring Complex Causation in Development and Planning Research. Journal of Water, Sanitation and Hygiene for Development. 2018; 8(4):622–631. https://doi.org/10.2166/washdev.2018.149

49. Thiem A. Beyond the Facts: Limited Empirical Diversity and Causal Inference in Qualitative Comparative Analysis. Sociological Methods & Research Advance online publication. 2019.

50. Stoiber M, Töller AE. Studying the Causes of Privatization of Hospital Order Treatment in Germany. A Qualitative Comparative Analysis of the German Länder. Zeitschrift für Vergleichende Politikwissenschaft / Comparative Governance and Politics. 2016; 10(1):9–36.

51. Thiem A, Duşa A. Introducing the QCA Package: A Market Analysis and Software Review. Qualitative & Multi-Method Research. 2012; 10(2):45–49.