Two-Stage Segmentation Framework Based on Distance Transformation
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Abstract: With the rise of deep learning, using deep learning to segment lesions and assist in diagnosis has become an effective means to promote clinical medical analysis. However, the partial volume effect of organ tissues leads to unclear and blurred edges of ROI in medical images, making it challenging to achieve high-accuracy segmentation of lesions or organs. In this paper, we assume that the distance map obtained by performing distance transformation on the ROI edge can be used as a weight map to make the network pay more attention to the learning of the ROI edge region. To this end, we design a novel framework to flexibly embed the distance map into the two-stage network to improve left atrium MRI segmentation performance. Furthermore, a series of distance map generation methods are proposed and studied to reasonably explore how to express the weight of assisting network learning. We conduct thorough experiments to verify the effectiveness of the proposed segmentation framework, and experimental results demonstrate that our hypothesis is feasible.
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1. Introduction

The atrium is a component of the heart, one of the most important organs of humans, and its operation is closely related to human health. Atrial fibrillation is a common and persistent arrhythmia. When it occurs, the body’s heartbeat will be fast and irregular, and the atria will not contract normally, which may cause thrombosis to block blood vessels and increase the risk of stroke and heart failure.

In order to confirm the location of the lesion or compare the structure of organs and tissues, medical image analysis usually requires a professional diagnostician to manually mark the target area to gain a deeper understanding of its anatomy. An important reason for the poor treatment of atrial fibrillation in existing studies is the lack of in-depth understanding of the anatomical structure of the atrium. Although the expert’s manual segmentation of medical images can reconstruct the atrium for further research, this requires experts to have professional knowledge and rich work experience, and the cost of training such a doctor is huge. Therefore, it is of great significance to use intelligent computer methods to automatically segment the atrial structure in medical images to assist doctors in researching and treating atrial fibrillation.

The traditional image research technology is mainly to manually design features and then use machine learning algorithms to classify image features. As an emerging branch of machine learning, deep learning transforms the original feature representation space into another space through feature transformation layer by layer, thereby making tasks such as recognition, classification, and segmentation easier [1–4]. Compared with traditional artificial methods to construct features, this way of learning samples through big data can better characterize the rich information inherent in the data. The success of deep learning in the computer vision domain has also brought many inspirations to medical image research.
Many studies have made various attempts on medical image segmentation using deep learning and have achieved inspiring results [5–9].

However, a noticeable defect in medical imaging is that the partial volume effect of organs or tissues can easily lead to unclear edges or blurry edges that restrict precise segmentation [10]. Combining the significance of atrium segmentation, this paper explores how to use deep learning to strengthen the learning of features near the edge of ROI to improve the performance of the left atrium MRI segmentation.

In summary, our main contributions are as follows: Regarding the distance map as the learning weight of the edge region, we propose a new segmentation framework based on two-stage learning, specifically: (1) use a simple two-stage network as the basic network framework and design a branch in its first stage to incorporate distance map information; (2) we design and discuss three methods for generating distance maps with edges as the target to effectively express the weights used to guide deep learning; (3) in order to further optimize network learning, Distdice Loss is proposed to emphasize the contribution of distance map to network training. In the end, the Dice score and Assd of the method we constructed on the ASC data set are 94.10% and 0.82 mm, which are improved by 2.72% and 0.53 mm compared with the two-stage network, respectively; (4) moreover, experimental results on the dataset demonstrate that our network sets a new state-of-the-art performance on the left atrium MRI segmentation dataset.

2. Related Work

2.1. Two-Stage Learning

In addition to using the end-to-end one-stage training method to segment medical images, some scholars have made many attempts using the two-stage idea and achieved exciting results [11–13]. Two-stage learning usually implements rough segmentation in the first stage and then puts rough segmentation into the second stage to continue training. It allows the deep neural network to learn features more effectively and achieve precise segmentation by giving training instructions or using specific skills in the first or second stage. Tang et al. [14] used a fully convolutional neural network to roughly segment the liver area in the first stage and crop the CT sub-images into the input of the second stage. Based on this, an edge enhancement network is proposed to segment the liver and tumor at the same time more accurately. Boot et al. [15] proposed a novel deep learning method based on a two-stage target detector that combines the enhanced Faster R-CNN and Libra R-CNN structure for target detection. The segmentation network is placed on top of the previous structure to accurately extract and position various features (i.e., edges, shapes). Jiang et al. [16] proposed a two-stage cascaded U-Net, using a variant of U-Net as the first stage network to obtain a rough prediction. Then, in the second stage, increase the width of the network and use two decoders to improve performance. The prediction map is refined in the second stage by cascading the preliminary prediction map with the original input to take advantage of the automatic context. The results of these studies fully illustrate the potential of the two-stage in the field of image segmentation. We will follow the steps of these studies and use the advantages of the two-stage to improve the performance of segmentation.

2.2. Distance Transformation

The idea of distance transformation has been widely used in many fields, including computer vision [17], image analysis [18], pattern recognition [19], and so on. The distance transformation algorithm can be used for shape matching and interpolation, skeleton extraction, separation of glued objects, target refinement, etc. Distance transformation is generally used to transform binary images [20]. In the image space, the pixels in a binary image can be divided into background pixels and target pixels. Take the case where the target pixel is 1 as an example: the pixel value of the target area is equal to 1 and the pixel value of the background area is equal to 0. The distance image generated by the distance transformation is a grayscale image rather than a binary image. The gray value
represented by each pixel in this gray image is the distance from that pixel to the nearest background pixel.

Suppose there is a binary image with a connected area, which is the target area. Let \( P \) stand for the target pixel set, \( Q \) stands for the background pixel set, and \( D \) stands for the distance map. Then the distance transformation can be defined as:

\[
D(x) = \text{Min}(\text{distance}(p,q), p \subseteq P, q \subseteq Q)
\]

First, the target pixels in the image are divided into external points, internal points, and isolated points. As shown in Figure 1, the left image is a schematic diagram of internal points and the right image is a schematic diagram of isolated points. Consider the center pixel and its four-neighborhood pixels: if the center pixel is the target pixel and its four-neighborhood pixels are also target pixels, it means that the center pixel is an interior point; if the center pixel is the target pixel and its four neighboring pixels are all background pixels, then this center pixel is an isolated point. Pixels that are neither internal points nor isolated points in the target area are boundary points.

![Figure 1. Internal points and isolated points.](image)

Then calculate the internal points and non-internal points in the binary image to form point sets \( C_1 \) and \( C_2 \), respectively. For each internal point in \( C_1 \), the minimum distance from the pixel point in \( C_2 \) is calculated through the distance function and the set of these minimum distances constitutes \( C_3 \). Next, calculate the maximum value \( \text{max} \) and minimum value \( \text{min} \) in \( C_3 \). Taking a two-dimensional RGB image as an example, the gray value \( N \) obtained by conversion of each internal point can be expressed as:

\[
N = 255 \times \frac{|C_3(p, q) - \text{min}|/|\text{max} - \text{min}|, p \subseteq P, q \subseteq Q}
\]

Here, \( C_3(x, y) \) represents the shortest distance from the pixel in \( C_1 \) to the pixel in \( C_2 \). The distance function used in this paper is Euclidean distance and the distance transformation is Euclidean distance transformation. The formula for calculating the Euclidean distance is as follows:

\[
\text{distance}(p(x, y), q(x_0, y_0)) = \sqrt{(x - x_0)^2 + (y - y_0)^2}, p \subseteq P, q \subseteq Q
\]

3. Materials and Methods

3.1. Overall Network Architecture

In our method, the expected distance map after distance transformation with the edge of the left atrium as the target area is a grayscale image and also a weight map: the closer the area to the edge of the left atrium, the larger the pixel value is, and vice versa. It is conceivable that using such a weight map to participate in training can make the network
pay more attention to the area near the edge of the left atrium. Moreover, the distance map is generated offline, not bringing additional overhead to training. Figure 2 is a schematic diagram of the overall architecture of the method. In the figure, “Label” represents the real label, “Map label” represents the distance map generated based on the real label, “Input” represents the training image, “Distance map” and “Segmentation”, respectively, represent the distance map and the rough segmentation result output by the network in the first stage, and “Output” represents the output of the second stage of the network.

![Figure 2: Schematic diagram of the overall network architecture.](image)

The network training is divided into two stages. In the first stage, a variant of the U-Net [21] structure is used as the training network (U-Net1). It adds a branch parallel to the original U-Net up-sampling path. For clarity, the down-sampling path in the original U-Net is named image encoder and the up-sampling path is named image decoder. The newly added up-sampling branch is named distance decoder. The image encoder is composed of an initial convolutional layer and three basic modules. All convolutional layer kernels are equal in size to 3 and the number of channels in each layer is 16, 32, 64, 128 in sequence. The basic module of each layer consists of a convolution module and a down-sampling operation. Each convolution module is composed of two convolutional layers and the group normalization and ReLu activation function are inserted before each convolutional layer.

The decoding part of the network trained in the first stage has two branches: the image decoder and the distance decoder. These two decoders share the encoder from the image mentioned above. Before the feature map is down-sampled by the decoder, it will skip connection with the input of the encoder of the same level. The image decoder and the distance decoder are also composed of three basic modules, each of which is composed of a convolution module and an up-sampling operation. The up-sampling operation of the image decoder uses transposed convolution, while the up-sampling operation of the distance decoder uses trilinear interpolation. After connecting the final up-sampling results of the image decoder and the distance decoder in the channel dimension, they are input into the second-stage network (U-Net2) for training. The configuration of the second-stage network is the same as that of the first-stage network, but the distance decoder is deleted. Use the softmax function to output the final prediction.
3.2. Distance Map Generation

The primary purpose of this method is to obtain a learning weight map that can assist in the segmentation of the left atrium edge. When the pixel value of the target area in the label is 1 and the pixel value of the background area is 0, the distance map generated according to the label should satisfy that the closer the target edge area is, the larger the pixel value, and vice versa. Corresponding to the pixels in the original image, the pixel values in the distance map represent the strength that the network needs to learn. In order to find a distance map that can effectively represent the learning intensity, this section discusses three different ways of generating distance maps and then validates the performance of the three methods in subsequent experiments.

The processing step of the first method, named Method A, is to obtain the edge image of the left atrium and reverse it. Then, generate a distance map according to the Euclidean distance transformation. Next, the distance map is normalized to [0, 1] and the result of subtracting the distance map from 1 is used as the final distance map for supervision. At this time, the supervision distance map satisfies that the pixels close to the edge have a more enormous value. Figure 3a shows the distance map generated by this method.

The second method, called Method B, is derived from the paper [22]. First, we perform distance transformation on the real label area and then subtract the results from the maximum distance value generated. Take the absolute value of the above result and multiply it with the original label to generate an error compensation distance map. Second, reverse the original label and perform the same steps above to calculate the distance map inside the left atrium. Third, normalize the results generated in the first two steps separately and add them in voxel mode to obtain the final result. Figure 3b shows the distance map generated by this method.

In addition to the above two methods, we also explored Method C to generate distance maps. In the distance maps generated by Method A and Method B, the pixel value represents the distance to the target area. Assume an extreme situation: only the pixels in the target area are infinitely close to the target area and the other pixels are the opposite. Therefore, we tried a simple and extreme distance map: directly use the edge of the left atrium as a supervised label to guide the training of the distance decoder. Figure 3c shows the distance map generated by this method.

3.3. Loss Function

As shown in Figure 2, the proposed network framework needs to design three loss functions which are used for the first-stage image decoder branch training, the distance decoder branch training, and the second-stage training. The image decoder branch training is no different from regular segmentation, so the loss function is always set to Dice Loss [23]. We discussed two loss functions for the training of the distance decoder branch: Mean Absolute Error Loss (MAE Loss) and Mean Square Error Loss (MSE Loss) [24]. MAE Loss represents the sum of the absolute difference between the label and the prediction, while...
MSE Loss can represent the expectation of the square of the difference between the label and the prediction.

\[
\text{MAE Loss} = \frac{1}{N} \sum_{i=1}^{N} |y_i - p_i| 
\]

\[
\text{MSE Loss} = \frac{1}{N} \sum_{i=1}^{N} (y_i - p_i)^2 
\]

Compared with the general segmentation, the input of the second stage adds a distance map in addition to the original image. In order to emphasize the contribution of distance map to training, we propose Distdice Loss, which uses a distance map to give weight to each pixel based on Dice Loss:

\[
L_{\text{Distdice}} = -\frac{2|Y \cap P| * D}{|Y| + |P|} 
\]

In Formulas (4)–(6), \(Y, y_i\) represent labels, \(P, p_i\) represent the predictions output by the second-stage network, and \(D\) represents the distance map output by the first-stage distance decoder.

3.4. Dataset

The Atrial Segmentation Challenge (ASC) 2018 dataset is a public dataset for left atrium segmentation tasks. It used a total of 154 cases of 3D MRI data. The original resolution of the data is 0.625 × 0.625 × 0.625 mm³. The University of Utah (NIH/NIGMS Integrated Biomedical Computing Center (CIBC)) provided most of the data, and the rest came from multiple other institutes. All clinical data have been approved by institutional ethics. Each 3D MRI patient data are acquired using a clinical whole-body MRI scanner, and the patient data contain the original MRI scan and the corresponding left atrium annotation, which is manually marked by medical experts. The original MRI is grayscale, and the labels are in binary format. The data set is split into a training set and a test set, of which 100 patient data are used for training and 54 patient data are used for testing. Since the official test set is not available, our experiment re-adjusts the training set randomly to select 80 MRI scans for training and the remaining 20 MRI scans for evaluation.

3.5. Implementation Details

The experiment is based on Linux Ubuntu 16.04 LTS system and PyTorch deep learning framework. Each experiment uses a NVIDIA GeForce GTX 1080 Ti graphics card with 11G of memory. Before the experiment, the distance map was generated according to the three methods introduced in Section 3.2. The evaluation standard to measure the accuracy of prediction is the Dice similarity coefficient [25] and the average symmetric surface distance (Assd) [26].

All data are normalized, and a complete input image is randomly cropped according to the size of 232 × 232 × 32 and the batch size is set to 1. Gradient descent uses Adam optimizer, and the initial learning rate is \(1 \times 10^{-4}\). The update method of the learning rate is shown in Formula (7), where \(a_0\) is the initial learning rate and \(a\) is the current learning rate. In addition, \(e\) in Formula (7) is the current epoch and \(N\) is the maximum training epoch, which is set to 110. As the training progresses, the learning rate will slowly decay until it reaches zero.

\[
a = a_0 \times \left(1 - \frac{e}{N}\right)^{0.9} 
\]

4. Experimental Results

4.1. Effectiveness of Two-Stage Learning

In order to explore the performance of the one-stage network and the two-stage network, we compared the two networks based on experiments. The two-stage network
is similar to the network structure shown in Figure 2, but the distance decoder branch is deleted. In other words, only the output of the first-stage image encoder is used as the second-stage input. The one-stage network is a classic 3D U-Net network, and its structure is the same as the second stage of the two-stage network.

As shown in Table 1, the two-stage achieves 5.04% and 8.12 mm improvements over the original 3D U-Net in the Dice score and Assd, respectively, which verifies the effectiveness of the two-stage learning. In addition, Figure 4 shows a schematic diagram of partial segmentation results and the segmentation difference between one-stage and two-stage methods. The units of Dice score and Assd in Figure 4 are % and mm, respectively. It can also be intuitively observed from the figure that the segmentation of the two-stage network is closer to the ground truth.

Table 1. Performance comparison between one-stage network and two-stage network.

| Network                  | Dice (%) | Assd (mm) |
|--------------------------|----------|-----------|
| One-stage (baseline)     | 86.34    | 9.47      |
| Two-stage                | 91.38    | 1.35      |

Figure 4. Exemplar segmentation results of the one-stage network and two-stage network.

4.2. Effectiveness of Distance Map

The method designed in this paper is based on the idea that the distance map generated with the edge of the left atrium as the target has a more significant weight in the area close to the edge, which can guide the network to pay more attention to the edge and strengthen the learning of edge features. Therefore, finding a distance map that can reasonably represent the edge learning weight becomes a key point. This section compares and analyzes the three distance maps introduced in Figure 3 from an experimental point of view.

We compare the segmentation performance with different design choices and show the results in Table 2. The network structure used here has been described in detail in
Section 3.1. From the table, we can observe that: (1) the three distance maps generated by Method A (Figure 3a), Method B (Figure 3b), and Method C (Figure 3c) bring 2.72%, 1.88%, and 1.98% improvements in average Dice score, and 0.53 mm, 0.43 mm, and 0.47 mm improvements in average Assd compared to the two-stage network, respectively; and (2) among the three methods, Method A has achieved the highest performance, which brings 0.84% and 0.74% improvements in average Dice score and 0.10 mm and 0.06 mm improvements in average Assd compared to Method B and Method C, respectively.

Table 2. Performance comparison of distance map methods.

| Network                  | Dice (%) | Assd (mm) |
|--------------------------|----------|-----------|
| Two-stage                | 91.38    | 1.35      |
| Design with Figure 3a    | 94.10    | 0.82      |
| Design with Figure 3b    | 93.26    | 0.92      |
| Design with Figure 3c    | 93.36    | 0.88      |

As shown in Table 2, although Method C uses the edge of the left atrium as the distance map, it can also improve network performance, which can prove that the idea of using the distance map module is correct and feasible. However, the information provided by Method C is quite limited and cannot provide continuous information of strong and weak changes like a real distance map, so the performance of this method is not optimal. In addition, the performance of Method B is lower than that of Method A, and even slightly worse than that of Method C. The reason may be that, although the distance map generated by Method B can provide continuous information, the intensity of pixels at the same distance inside and outside the left atrium edge is asymmetrical, which may interfere with the learning of the network. The abovementioned results prove that the distance map generated by Method A can provide the most reasonable auxiliary information to help network learning. Figure 5 shows a schematic diagram of partial segmentation results. The units of Dice score and Assd in Figure 5 are % and mm, respectively.

4.3. Network Optimization

The method proposed in this paper is based on the network architecture shown in Figure 2, and the distance map generation method adopts Method A introduced in Section 3.2. Based on this, this section mainly explores the optimization process of this method.

Table 3 shows the results of comparative experiments on using different loss function combinations to optimize training. The loss function used by the image decoder in the first stage is always Dice Loss. In Table 3, MAE Loss and MSE Loss represent the optional loss function used by the distance decoder in the first stage, and Dice Loss and Distdice Loss only represent the optional loss function for the second stage of network training. As shown in Table 3, when the distance decoder branch uses MSE Loss and the second-stage training of the network uses Distdice Loss, the highest segmentation level can be achieved, with an average Dice score of 94.10% and an average Assd of 0.82 mm. Figure 6 shows the segmentation of training using different combinations of loss functions. The units of Dice score and Assd in Figure 5 are % and mm, respectively.

Table 3. Performance comparison experiment of loss function.

| The First Stage | The Second Stage | Dice (%) | Assd (mm) |
|----------------|-----------------|----------|-----------|
| MAE Loss       | MAE Loss        | Dice Loss| Distdice Loss |
| ✓              | ✓               | ✓        | 93.08     | 1.01      |
| ✓              |                  | ✓        | 93.12     | 1.00      |
| ✓              |                  |          | 93.57     | 0.95      |
| ✓              | ✓                | ✓        | 94.10     | 0.82      |
4.4. Comparison of Other Methods

Table 4 summarizes the quantitative results of our proposed method and several state-of-the-art methods, including LG-ER-MT [27], DUWM [28], MC-Net [29], V-net [30], Bayesian V-net, and AJSQnet [31]. Among them, LG-ER-MT, DUWM, and MC-Net utilized the semi-supervised strategy with uncertainty prediction, while V-net, Bayesian V-net, and AJSQnet are trained by all labeled data, and Bayesian V-Net utilized the Bayesian network to adapt the vanilla V-Net. MC-Net has its best Dice of 90.34% and Assd of 1.77 mm in semi-supervised filed. For the other general methods, AJSQnet has the best Dice of 91.14% and V-Net of Bayesian version has the best Assd of 1.52 mm. However, it is worth noting that our proposed two-stage method guided by distance transformation further outperforms MC-Net, AJSQnet, and Bayesian V-Net in terms of both metrics Dice and Assd, and the corresponding scores are 94.10% and 0.82 mm. Our method brings 3.76%, 2.80%, and 2.96% improvements in average Dice score and 0.95 mm, 0.78 mm, and 0.70 mm improvements in average Assd compared to MC-Net, AJSQnet, and Bayesian V-Net, respectively.

Table 4. Performance comparison of our method and compared methods.

| Network            | Dice (%) | Assd (mm) |
|--------------------|----------|-----------|
| LG-ER-MT [27]      | 89.62    | 2.06      |
| DUWM [28]          | 89.65    | 2.03      |
| MC-Net [29]        | 90.34    | 1.77      |
| V-net [30]         | 90.25    | 1.91      |
| Bayesian V-Net     | 91.14    | 1.52      |
| AJSQnet [31]       | 91.30    | 1.60      |
| Proposed           | 94.10    | 0.82      |
Medical images contain plentiful information, which is very suitable for using deep learning to mine valuable information. However, the crucial problem is that the edges of organ tissues should provide potential information as a boundary becomes visually blurred due to objective reasons such as the partial volume effect. Therefore, we aim to conduct meaningful experiments on the edge of medical images, and one idea worthy of expansion is distance transformation. In addition, two-stage learning has shown advantages in improving the network structure and facilitating training guidance, making it gradually become a research method of medical image segmentation that has attracted much attention.

Based on the above, we propose a two-stage segmentation method for medical images based on distance transformation. By using the edge of the left atrium as the target area for distance transformation, the obtained distance map can be used as a learning weight map to make the network pay more attention to the area near the edge of the organ. The training is divided into two stages in total. In the first stage, two branches are derived to predict the rough segmentation of the left atrium and the distance map, respectively, and the two are merged into the second stage of training to obtain accurate segmentation results. The experimental results proved that our idea is practical and effective.

There are still limitations in our study. On the one hand, our method has three loss functions: the first-stage image decoder training, the first-stage distance decoder training, and the second-stage training. This paper only discusses the loss functions of the first-stage distance decoder training and the second-stage training. In the future, we will focus on exploring the three loss functions for joint training and exploring the space of optimization models. On the other hand, this article only conducted experiments on left atrium MRI images. Other forms of medical images (such as X-ray, CT, etc.) are different from MRI images in terms of generation principles and image characteristics, which may affect the performance of the algorithm. The generalization ability of the algorithm in other organs and other forms of medical imaging needs further verification.

In conclusion, the method proposed in this paper takes advantage of the feature that the pixel value in the distance map obtained by the distance transformation will change with the distance from the target area. It improves the accuracy of image segmentation.
through a two-stage training method, which provides new ideas for exploring medical image segmentation.

**Author Contributions:** Conceptualization, X.H. and M.-T.C.; methodology, X.H., M.-T.C., Z.L. and Y.J.; software, Z.L. and Y.J.; validation, Z.L.; investigation, Y.J.; writing—original draft preparation, Y.J.; writing—review and editing, X.H., Z.L., S.H. and L.W.; visualization, X.H.; supervision, S.H. and L.W.; All authors have read and agreed to the published version of the manuscript.

**Funding:** This research received no external funding.

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** Not applicable.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Wang, Y.; Choi, E.J.; Choi, Y.; Zhang, H.; Jin, G.Y.; Ko, S.B. Breast Cancer Classification in Automated Breast Ultrasound Using Multiview Convolutional Neural Network with Transfer Learning. *Ultrasound Med. Biol.* 2020, 46, 1119–1132. [CrossRef] [PubMed]
2. Goyal, M.; Oakley, A.; Bansal, P.; Dancey, D.; Yap, M.H. Skin Lesion Segmentation in Dermoscopic Images with Ensemble Deep Learning Methods. *IEEE Access* 2020, 8, 4171–4181. [CrossRef]
3. Naylor, P.; Laé, M.; Reyal, F.; Walter, T. Segmentation of Nuclei in Histopathology Images by Deep Regression of the Distance Map. *IEEE Trans. Med. Imaging* 2019, 38, 448–459. [CrossRef] [PubMed]
4. Yang, G.; Chen, J.; Gao, Z.; Li, S.; Ni, H.; Angelini, E.D.; Wong, T.; Mohiaddin, R.H.; Nyktari, E.; Wage, R.; et al. X Simultaneous left atrium anatomy and scar segmentations via deep learning in multiview information with attention. *Future Gener. Comput. Syst.* 2020, 107, 215–228. [CrossRef] [PubMed]
5. Ma, X.; Hadijiski, L.M.; Wei, J.; Chan, H.P.; Cha, K.H.; Cohan, R.H.; Caoli, E.M.; Samala, R.K.; Zhou, C.; Lu, Y. U-Net based deep learning bladder segmentation in CT urography. *Med. Phys. 2019*, 46, 1752–1765. [CrossRef] [PubMed]
6. Yang, X.; Sun, Y.; Zhang, Y.; Kos, A. Automatic Segmentation Based on the Cardiac Magnetic Resonance Image Using a Modified Fully Convolutional Network. *Elektrotehniški Vestn.* 2020, 87, 68–73.
7. Chen, J.; Zhang, H.; Mohiaddin, R.H.; Wong, T.; Firmin, D.N.; Keegan, J.; Yang, G. Adaptive Hierarchical Dual Consistency for Semi-Supervised Left Atrium Segmentation on Cross-Domain Data. *arXiv* 2021, arXiv:2109.08311.
8. Chen, J.; Yang, G.; Khan, H.; Zhang, H.; Zhang, Y.; Zhao, S.; Mohiaddin, R.H.; Wong, T.; Firmin, D.N.; Keegan, J. JAS-GAN: Generative Adversarial Network Based Joint Atrium and Scar Segmentations on Unbalanced Atrial Targets. *IEEE J. Biomed. Health Inform.* 2021. [CrossRef] [PubMed]
9. Wu, Y.; Tang, Z.; Li, B.; Firmin, D.N.; Yang, G. Recent Advances in Fibrosis and Scar Segmentation From Cardiac MRI: A State-of-the-Art Review and Future Perspectives. *Front. Physiol.* 2021, 12, 709230. [CrossRef] [PubMed]
10. Soret, M.; Bacharach, S.L.; Buvat, I. Partial-volume effect in PET tumor imaging. *J. Nucl. Med.* 2007, 48, 932–945. [CrossRef] [PubMed]
11. Sun, J.; Huang, D.; Wang, Y.; Chen, L. Expression Robust 3D Facial Landmarking via Progressive Coarse-to-Fine Tuning. *ACM Trans. Multimed. Comput. Commun. Appl.* 2019, 15, 1–23. [CrossRef]
12. Song, Y.; Peng, G. Fast two-stage segmentation model for images with intensity inhomogeneity. *Vis. Comput.* 2019, 36, 1189–1202. [CrossRef]
13. Wang, Y.; Zhao, L.; Wang, M.; Song, Z. Organ at Risk Segmentation in Head and Neck CT Images Using a Two-Stage Segmentation Framework Based on 3D U-Net. *IEEE Access* 2019, 7, 144591–144602. [CrossRef]
14. Tang, Y.; Tang, Y.; Zhu, Y.; Xiao, J.; Summers, R.M. E²Net: An Edge Enhanced Network for Accurate Liver and Tumor Segmentation on CT Scans. In *International Conference on Medical Image Computing and Computer-Assisted Intervention*; Springer: Berlin/Heidelberg, Germany, 2020; pp. 512–522.
15. Boot, T.; Irshad, H. Diagnostic Assessment of Deep Learning Algorithms for Detection and Segmentation of Lesion in Mammographic Images. In *International Conference on Medical Image Computing and Computer-Assisted Intervention*; Springer: Berlin/Heidelberg, Germany, 2020; pp. 56–65.
16. Jiang, Z.; Ding, C.; Liu, M.; Tao, D. Two-stage cascaded u-net: 1st place solution to brats challenge 2019 segmentation task. In *International MICCAI BrainLesion Workshop*; Springer: Berlin/Heidelberg, Germany, 2019; pp. 231–241.
17. Cuisenaire, O.; Macq, B. Fast Euclidean distance transformation by propagation using multiple neighborhoods. *Comput. Vis. Image Underst.* 1999, 76, 163–172. [CrossRef]
18. Elizondo-Leal, J.C.; Ramírez-Torres, G.; Barron-Zambrano, J.H.; Díaz-Mannriquez, A.; Nuño-Maganda, M.A.; Saldívar-Alonso, V.P. Parallel Raster Scan for Euclidean Distance Transform. *Symmetry* 2020, 12, 1808. [CrossRef]
19. Simard, P.; LeCun, Y.; Denker, J.S. Efficient pattern recognition using a new transformation distance. In Proceedings of the Advances in Neural Information Processing Systems 5 (NIPS 1992), San Francisco, CA, USA, 30 November–3 December 1992; pp. 50–58.

20. Borgerfors, G. Distance transformations in digital images. Comput. Vis. Graph. Image Process. 1986, 34, 344–371. [CrossRef]

21. Çiçek, Ö.; Abdulkadir, A.; Lienkamp, S.S.; Brox, T.; Ronneberger, O. 3D U-Net: Learning dense volumetric segmentation from sparse annotation. In International Conference on Medical Image Computing and Computer-Assisted Intervention; Springer: Berlin/Heidelberg, Germany, 2016; pp. 424–432.

22. Caliva, F.; Iriondo, C.; Martinez, A.M.; Majumdar, S.; Piedoia, V. Distance map loss penalty term for semantic segmentation. arXiv 2019, arXiv:1908.03679.

23. Sudre, C.H.; Li, W.; Vercauteren, T.; Ourselin, S.; Cardoso, M.J. Generalised dice overlap as a deep learning loss function for highly unbalanced segmentations. In Deep Learning in Medical Image Analysis and Multimodal Learning for Clinical Decision Support; Springer: Berlin/Heidelberg, Germany, 2017; pp. 240–248.

24. De Myttenaere, A.; Golden, B.; Le Grand, B.; Rossi, F. Mean absolute percentage error for regression models. Neurocomputing 2016, 192, 38–48. [CrossRef]

25. Thada, V.; Jaglan, V. Comparison of jaccard, dice, cosine similarity coefficient to find best fitness value for web retrieved documents using genetic algorithm. Int. J. Innov. Eng. Technol. 2013, 2, 202–205.

26. Noor, N.M.; Rijal, O.M.; Ming, J.T.C.; Roseli, F.A.; Ebrahimian, H.; Kassim, R.M.; Yunus, A. Segmentation of the lung anatomy for high resolution computed tomography (HRCT) thorax images. In International Visual Informatics Conference; Springer: Berlin/Heidelberg, Germany, 2013; pp. 165–175.

27. Hang, W.; Feng, W.; Liang, S.; Yu, L.; Wang, Q.; Choi, K.S.T.; Qin, J. Local and Global Structure-Aware Entropy Regularized Mean Teacher Model for 3D Left Atrium Segmentation. In International Conference on Medical Image Computing and Computer-Assisted Intervention; Springer: Berlin/Heidelberg, Germany, 2020.

28. Wang, Y.; Zhang, Y.; Tian, J.; Zhong, C.; Shi, Z.; Zhang, Y.; He, Z. Double-uncertainty weighted method for semi-supervised learning. In International Conference on Medical Image Computing and Computer-Assisted Intervention; Springer: Berlin/Heidelberg, Germany, 2020; pp. 542–551.

29. Wu, Y.; Xu, M.; Ge, Z.; Cai, J.; Zhang, L. Semi-supervised Left Atrium Segmentation with Mutual Consistency Training. arXiv 2021, arXiv:2103.02911.

30. Milletari, F.; Navab, N.; Ahmadi, S.A. V-Net: Fully Convolutional Neural Networks for Volumetric Medical Image Segmentation. In Proceedings of the 2016 Fourth International Conference on 3D Vision (3DV), Stanford, CA, USA, 25–28 October 2016; pp. 565–571.

31. Li, Y.; Zimmer, V.A.; Schnabel, J.A.; Zhuang, X. AtrialJSQnet: A New framework for joint segmentation and quantification of left atrium and scars incorporating spatial and shape information. Med. Image Anal. 2022, 76, 102303. [CrossRef] [PubMed]