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Abstract

Many important multiple-objective decision problems can be cast within the framework of ranking under constraints and solved via a weighted bipartite matching linear program. Some of these optimization problems, such as personalized content recommendations, may need to be solved in real time and thus must comply with strict time requirements to prevent the perception of latency by consumers. Classical linear programming is too computationally inefficient for such settings. We propose a novel approach to scale up ranking under constraints by replacing the weighted bipartite matching optimization with a prediction problem in the algorithm deployment stage. We show empirically that the proposed approximate solution to the ranking problem leads to a major reduction in required computing resources without much sacrifice in constraint compliance and achieved utility, allowing us to solve larger constrained ranking problems real-time, within the required 50 milliseconds, than previously reported.

1. Introduction

Many important multiple-objective decision problems can be cast within the framework of ranking under constraints. Content delivery platforms, such as TikTok, Pinterest, Instagram, Facebook news feed, and Google search engine, are prominent examples. Such platforms constantly have to select and prioritize content from a large dynamic library to show within the restrictions of available display space and consumer’s attention span, across millions of users (Ansari et al., 2000; Covington et al., 2016; Mnih & Salakhutdinov, 2008). The recommendations need to balance multiple objectives – the primary objective of optimizing revenue or its proxy, as well as auxiliary objectives, such as diversity, ethics, recency, and other properties of the recommended content (Celis et al., 2017; White, 2000). To avoid the perception of latency, ranking must be returned in less than 100 milliseconds (Miller, 1968), which, given the time required to send and receive information online, means ranking has to be computed within 50 milliseconds (Zhernov et al., 2020).

The problem of ranking under constraints in recommender systems can be formulated as a weighted bipartite matching linear program (Singh & Joachims, 2018; Biega et al., 2018). The formulation can handle varied constraints and flexible preferences over item-rank combinations. However, classical linear programming is too computationally inefficient to meet the latency requirement for live deployment.

We address this problem of speed. We propose a scalable algorithm for ranking under constraints based on statistical sampling and a dual formulation of the weighted constrained bipartite matching program (Shah et al., 2017; Mehta, 2012). In particular, we propose to replace the problem of online optimization with a prediction problem. We solve the dual program for optimal shadow prices on a sample of users in offline settings, where speed is not critical. We then train a model to predict users’ optimal shadow prices from users’ characteristics. In online settings, the model can predict the shadow prices directly based on observed user covariates, without having to solve the time-consuming optimization problem, allowing us to quickly compute the ranking for any such user. We demonstrate empirically that the proposed approximate solution to the ranking problem leads to a substantial reduction in required computing resources without much sacrifice in constraint compliance and achieved utility, allowing us to solve larger constrained ranking problems real-time, within the required 50 milliseconds, than previously reported (Zhernov et al., 2020). The code to reproduce the results in this paper is made available on GitHub.\(^1\)

**Significance**

Our fast constrained ranking framework can empower ethical personalization at scale across online content platforms. It could also tackle time-sensitive assignment and matching problems beyond content recommendations, e.g., robot swarm task allocation. Further, our results show the power of the idea of predicting optimization solutions, which could find many uses in AI research and practice.
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2. Optimization framework

Consider an example where a recommender system ranks \( m \) items (e.g., movies) to show to a given user. Assume that the decision maker’s utility is maximized by showing items in the order that maximizes user’s utility – so decision maker’s utility mirrors user’s utility. This is in line with probability ranking principle, which states that, for optimal retrieval, documents should be ranked in order of the probability of relevance or usefulness (Robertson, 1977). Let \( U \) be an \( m \times m \) utility matrix that captures decision maker’s preferences. \( U_{ij} \) gives decision maker’s utility from assigning item \( i \) to position \( j \) in the ranking. In other words, each row in this matrix represents scores that item \( i \) would get by being placed in different ranking positions \( j \). A common assumption here is that the utility of an item should decline / be discounted with the lower position in the ranking because the user is less likely to be exposed to an item when it is displayed lower in the list (Singh & Joachims, 2018).

2.1. Optimal assignment

An assignment of items to positions in the ranking can be captured by an \( m \times m \) permutation matrix \( P \in \mathcal{P} \) (\( \mathcal{P} \) is the space of permutation matrices): \( P_{ij} = 1 \) if item \( i \) is assigned to position \( j \), \( P_{ij} = 0 \) otherwise (each item is assigned to a single rank, and each rank holds a single item; in other words, all rows and columns sum to one; \( P^T 1 = 1 \) and \( P 1 = 1 \)). We can write down the utility from a given assignment as a sum over element-wise product between \( U \) and \( P \): \( \sum_i \sum_j U_{ij} P_{ij} \). This sum is equal to the trace of the dot product of the two matrices \( \text{tr}(U^T P) = \sum_i \sum_j U_{ij} P_{ij} \). The goal is to find \( P \) that maximizes \( \text{tr}(U^T P) \). More formally, we have the following optimization problem, also known as the weighted bipartite matching problem or the assignment problem:

\[
\max_P \text{tr}(U^T P) \quad \text{s.t.} \quad P \in \mathcal{P}.
\]

The Hungarian algorithm gives an optimal solution (Edmonds & Karp, 1972; Tomizawa, 1971; Kuhn, 1955; 1956).

2.2. Adding constraints

Ranking under constraints problem can be formulated as an instance of the constrained bipartite graph matching program, following Singh & Joachims (2018); Biega et al. (2018). Classical formulation of the problem is as follows:

\[
\max_P \text{tr}(U^T P) \quad \text{s.t.} \quad \text{tr}(A_k^T P) \geq b_k \quad \forall \ k \in 1 : K \quad (2)
\]

\[
P \in \mathcal{P}.
\]

This program (eq. (2)) is different from the previous one (eq. (1)) only in that \( K \) constraints have been added: an \( m \times m \) matrix \( A_k \) together with a scalar \( b_k \) track if \( P \) satisfies a \( k \)-th constraint. \( A_k \) can be interpreted as an auxiliary utility matrix corresponding to an alternative objective. The formulation can accommodate a variety of constraints, such as quotas by item type (e.g., protected category), constraints on inverse-rank-weighted average of item characteristics (e.g., release recency), etc. Addition of the constraints, while \( P \) is restricted to be an integer permutation matrix, renders this combinatorial optimization problem intractable.

2.3. Primal program

To proceed, we remove the integer requirement, constraining \( P \) to be a doubly stochastic matrix.

\[
\max_P \text{tr}(U^T P) \quad \text{s.t.} \quad \text{tr}(A_k^T P) \geq b_k \quad \forall \ k \in 1 : K \quad (3)
\]

\[
P \in \mathbb{R}^{m \times m} \quad , \quad P^T 1 = 1 , \quad P^T 1 = 1 , \quad P \geq 0.
\]

This convex relaxation of the integer problem (eq. (3)) can be solved using linear programming (Bubeck, 2014). The solution \( P \) may be fractional, but integer solutions can be obtained via Birkhoff-von Neumann decomposition (Birkhoff, 1940). We refer to this formulation as the primal program.

2.4. Dual program

We also consider the dual formulation of the weighted bipartite graph matching problem (Roth et al., 1993; Shah et al., 2017; Mehta, 2012), obtained by application of the duality theorem (Boyd & Vandenberghe, 2004) – the dual program:

\[
\max_{\lambda,\alpha,\beta} \lambda^T b + \alpha^T 1 + \beta^T 1 \quad \text{s.t.} \quad U + \sum_k \lambda_k A_k + 1 \alpha^T + \beta 1^T \leq 0 \quad (4)
\]

\[
\lambda \geq 0.
\]

Here \( \lambda_k \) is a scalar shadow price corresponding to constraint \( k \) (\( \lambda \) is a vector of all \( K \) shadow prices). Shadow prices have rich interpretation. For example, when constraint \( k \) specifies the minimum number of items from a protected category among top \( n \) items, \( \lambda_k \) can be interpreted as a ‘boost’ in terms of utility that has to be applied to protected category items for them to be shifted up in the ranking to satisfy constraint \( k \). Thus, shadow prices \( \lambda \) can be informative about decision maker’s preferences and the cost of the constraint. Shadow prices \( \alpha \) and \( \beta \) correspond, respectively, to column and row sum constraints on \( P \).

The optimized permutation ranking matrix can be obtained by applying the Hungarian algorithm to the modified utility matrix \( S = U + \sum_k \lambda_k A_k \) for a given set of items (Shah...
et al., 2017). This suggests another view of \( \lambda \) as optimal weights in a linear combination of primary (\( U \)) and auxiliary (\( A_k \)) utility matrices — such that the resulting modified utility matrix \( \hat{S} \) directly yields optimal assignment upon application of the Hungarian algorithm. Thus, while the primary program searches directly for doubly stochastic matrix \( P \) capturing optimal assignment, the dual program searches for \( \lambda \) capturing the optimal combination of utility matrices \( U \) and \( A_k \) behind multiple objectives to yield the optimal assignment indirectly. The latter method proves to be useful for speeding up the computation.

3. Speeding up ranking under constraints

Off-the-shelf solvers struggle to solve the above linear programs in real time (under 50 milliseconds) in general. For large numbers of items and constraints (\( \geq 500 \) ranked objects and \( \geq 5 \) constraints), even custom solvers relying on special problem structure fail (Zhernov et al., 2020).

3.1. Prediction instead of optimization

To address computational inefficiencies of linear programming, we propose to replace real-time optimization with prediction. We first solve the dual program to obtain optimal shadow prices on a sample of users offline, where speed is not critical. We can then train a supervised learning model to predict users’ optimal shadow prices from users’ characteristics. In online settings, for a new user we have not seen before, the model can predict the optimal shadow prices \( \lambda \) based on observed covariates, without solving the time-consuming optimization problem. We can then directly compute the adjusted utility matrix \( \hat{S} = U + \sum_k \lambda_k A_k \) for the new user and obtain the optimal permutation matrix from \( \hat{S} \) afterwards. Algorithm 1 presents our proposed procedure.

Layers of approximation Note that all of the discussed practical constrained optimization formulations only provide approximate solutions, first and foremost stemming from the convex relaxation. In case of the primal problem relaxation in eq. (3), approximation arises because we need to move from doubly-stochastic matrix to an integral permutation matrix via Birkhoff-von Neumann decomposition. Finding such a decomposition with minimum number of terms is an NP-hard problem in itself and admits only heuristic solutions, with the commonly used greedy heuristic having complexity \( O(m^2) \) (Duff & Koster, 2001; Dufossé & Uçar, 2016). It results in, at most, \( m^2 \) distinct permutation matrices, which can then be sampled based on this decomposition. Constraints are satisfied only asymptotically. In case of the dual formulation in eq. (4), the source of approximation arises because the Hungarian algorithm run on \( S \) returns one of the valid extremal solutions from Birkhoff polytope (Schrijver, 2003), and thus also satisfies primal constraints asymptotically. That is, the use of shadow prices \( \lambda \) obtained as a solution to eq. (4) to compute \( S = U + \sum_k \lambda_k A_k \) can result in multiple constraint-compliant and constraint-non-compliant assignments that are tied in utility. In practice, we can often break ties heuristically in favor of auxiliary objectives (constraint compliance) by computing \( S = U + \sum_k (1 + \varepsilon) \lambda_k A_k \), where \( \varepsilon > 0 \) is a tuning parameter. Figure 1 gives an example of solving the dual program and handling the case of multiple solutions.

The statistical estimation of \( \lambda \) adds an additional layer of approximation, however, simple prediction algorithms can give us good estimates under mild assumptions. For example, a k-nearest neighbor regressor yields a consistent estimate of \( E[\lambda|X = x] \), where \( X \) denotes user covariates, given a large number of i.i.d. observations, a large enough number of neighbors used in the prediction, and some technical conditions (Devroye et al., 1994). Intuitively, with enough data, we can predict \( \lambda \) arbitrarily well, limited only by the expressive power of covariates and systematic noise.

Taking note of these technical issues, we show empirically in Section 4 that we can consistently obtain constraint-compliant solutions with minimal loss of optimality.

3.2. Special problem structure for further speed up

An optimal assignment permutation matrix \( P \) (\( m \times m \)) can be computed from \( S \) in the most general settings via the Hungarian algorithm with worst-case run-time complexity \( O(m^3) \) (Edmonds & Karp, 1972; Tomizawa, 1971; Bougleux et al., 2017). If \( m \) is large, this computational step can become a bottleneck and so we would like to find a faster algorithm. One approach that has been proposed is to use

---

**Algorithm 1 Scalable personalized constrained ranking**

**Input:** For each ranking instance \( l \) (user), utility matrix \( U(l) \), constraint arrays \( A_k(l) \), and covariates \( X(l) \).

**for** \( l \) in **Offline Train Set** **do**

- Solve dual linear prog. (eq. (4)) for \( U(l) \), \( A_k(l) \), and \( b_k(l) \).
- Store optimal \( \lambda(l) \).

**end for**

**Train prediction model** \( f(X_{train}) \rightarrow \lambda_{train} \) based on **Offline Train Set**.

**for** \( l \) in **Online Test Set** **do**

- Predict \( \hat{\lambda}(l) \leftarrow f(X(l)) \).
- Compute \( \hat{S}(l) = U(l) + \sum_k \hat{\lambda}_k(l) A_k(l) \).
- Determine an optimal assignment \( \hat{P}(l) \) based on \( \hat{S}(l) \) via Hungarian method, greedy 1/2-approximation algorithm, via identity permutation if \( \hat{S}(l) \) is inverse Monge, or via sorting + identity permutation in case of special permuted inverse Monge structure. Alternatively, an optimal assignment could be approximated with a neural net prediction.

**end for**
Fixing and Rearrangement Inequalities

Consider a ‘fixed discounting’ formulation $U = u \gamma^T$ and $A_k = a_k \gamma^T$ for all $k$, with $\gamma, u, a_k \in \mathbb{R}^m$. Vectors $u$ and $a_k$ give primary and auxiliary utilities of items, independent of assigned rank. $\gamma$ is a discount vector along the ranks. Then $S = U + \sum_k \lambda_k A_k = (u + \sum_k \lambda_k a_k) \gamma^T = s \gamma^T$, where $s = u + \sum_k \lambda_k a_k$. We seek a permutation matrix $P \in \mathcal{P}$ that maximizes $\text{tr}(S^T P)$. Intuitively, the lower the item’s rank, the lower is its observation probability, so $u$ and $a_k$ utilities should be discounted proportionately (Singh & Joachims, 2018).

Let parenthesis indexing denote descending ordering of the sequences so that $s_{(1)} \geq s_{(2)} \geq \cdots \geq s_{(m)}$ and $\gamma_{(1)} \geq \gamma_{(2)} \geq \cdots \geq \gamma_{(m)}$, for $s, \gamma$ that are in arbitrary order. Hardy et al. (1952) have proven the following rearrangement inequality applicable to our case:

$$\sum_{i=1}^m s_{(i)} \gamma_{(i)} \geq \sum_{i=1}^m s_i \gamma_i \geq \sum_{i=1}^m s_{(m-i+1)} \gamma_{(i)} \geq \sum_{i=1}^m s_{(m-i+1)} \gamma_{(i)}.$$  

(5)

It follows immediately from this inequality that when two sequences $s$ and $\gamma$ are sorted in a descending order, then identity permutation matrix $P = I_{m \times m}$, from among all permutation matrices, maximizes $s^T P \gamma = \text{tr}(s \gamma^T P)$.

Discounting vector $\gamma$ is determined by the decision maker and it makes intuitive sense to use discounting that is in the descending order (we will also assume $\gamma > 0$). However, $s = u + \sum_k \lambda_k a_k$ need not be in the descending order. To handle this, define $\text{argsort}(x) = R_x \in \mathcal{P}$ such that $R_x x$ is in descending order. Once we have obtained $S = (u + \sum_k \lambda_k a_k) \gamma^T$, we can look at its first column $S[;1] = \gamma_1(u + \sum_k \lambda_k a_k)$. If $\gamma_1 > 0$, $R_s = \text{argsort}(S[;1]) = \text{argsort}(u + \sum_k \lambda_k a_k)$. Then $R_s S = (s \gamma)^T$ and, by rearrangement inequality, $I_{m \times m} = \text{argmax}_{P \in \mathcal{P}} \text{tr}(S^T P \gamma)$. It follows that $R_s^T I_{m \times m} = R_s^T = \text{argmax}_{P \in \mathcal{P}} \text{tr}(S^T P \gamma)$. Thus, if $\gamma > 0$ and is in descending order, we only need to sort $S$ on its first column to recover optimal assignment via identity permutation. This gives us an $O(m \log m)$ time complexity algorithm, in contrast to $O(m^2)$ worst time complexity of the Hungarian algorithm and $O(m^3)$ worst time complexity of the greedy algorithm, making this method very appealing.
more scalable and the intentional restriction on the decision problem with fixed discounting an attractive approach.

The presented optimality proof via rearrangement inequality explains the great performance of the greedy sorting algorithm observed (but left without an explanation) by Shah et al. (2017) in the context of their Reference CTR model, which is a form of fixed discounting model presented above. Notably, the same fixed discounting formulation appears in a different context as a necessary condition for operation of the custom efficient solver by Zhernov et al. (2020).

3.2.2. Generalization and alternatives

Monge property is a generalization of rearrangement inequalities (Holstermann, 2017). If $S$ is (weak) inverse Monge, then optimal permutation matrix is an identity matrix (Burkard et al., 1996). If $S$ is inverse Monge after sorting, it is called permuted Monge (Hütter et al., 2020).

Fixed discounting problem structure yields Monge structure – for $s$ and $\gamma$ non-increasing, $S = s\gamma^T$ is inverse Monge (Burkard, 2007). However, $S$ can be inverse Monge without the discounting structure, as Monge condition is more general. If Monge condition is not satisfied, we can use the greedy 1/2-approximation algorithm (Avis, 1983; Preis, 1999; Gusfield, 1992) with worst-case complexity $O(m^2)$ before using the $O(m^3)$ Hungarian algorithm. There is also research on using neural nets to approximate the Hungarian algorithm optimal assignment with complexity $O(m^2)$ or $O(m)$ (depending on the neural net type) (Lee et al., 2018). See Appendix A for an extended discussion.

3.3. Unbalanced case

To simplify exposition, we have presented the results for square $U$ and $A_k$ matrices. Unbalanced case (rectangular $U$ and $A_k$ items and two rank positions, $m_1 > m_2$ – some items remain unassigned) can also be accommodated. The dual program can be augmented to tackle a different number of vertices in a bipartite graph, relaxing the restriction on the permutation matrix from equality to inequality (Mehta, 2012) (see Equation (6)). Optimal assignment can be found based on rectangular $S_{m_1 \times m_2}$. The Hungarian algorithm can be applied with complexity $O(m_1 m_2^2)$ (Bougleux et al., 2017). Greedy 1/2-approximation algorithm can be applied with complexity $O(m_1 m_2)$ (Preis, 1999). In the fixed discounting formulation, we can apply the algorithm without change, taking elements from the main ($i = j$) diagonal after sorting $S$ on the first column with worst time complexity $O(m_1 \log m_1)$, as discussed earlier. In case of general unbalanced inverse Monge matrices, Vaidyanathan (2013) proposed a shortest path $O(m_1 m_2)$ algorithm. Burkard et al. (1996) mention an alternative algorithm based on dynamic programming with complexity $O((m_1 - m_2 + 1)m_2)$, but do not provide implementation details. Optimal assignment algorithms for special types of unbalanced Monge matrices have been studied by Aggarwal et al. (1992).

4. Experiments

In this section, we perform empirical evaluation of the proposed algorithm for ranking under constraints in the recommender system settings. We test the algorithm on recommendations of (1) movies and (2) news documents. In both cases, we use real data to train a recommender system.

4.1. Problem setup

We want to compute an optimized ranking of items (movies or news documents) for each user, maximizing the utility from the recommended items, while ensuring compliance with constraints, such as constraints on amount of exposure by movies/news documents across different topic areas.

To set up the optimization, we need to predict utility for all possible user-item combinations. On each data set, we train an embedding-based neural net, which predicts item utility to the user as a non-linear function of user and item embeddings. See Appendix B for training details. The predicted utility is in $[1, 5]$ range for both movie and news data sets. Learned user embeddings constitute user covariates $X$. (Our proposed method uses covariates to predict $\lambda$ (see Algorithm 1).) For each user, the trained recommender system outputs a vector $u \in \mathbb{R}^{m_1}$ of utilities over available items. We construct utility matrix $U$ over item-rank combinations as $U = u\gamma^T$, where $\gamma = 1/\log_2(j + 1)$ for each rank $j \in 1 : m_2$ ($m_1 \geq m_2$), as in the discounted cumulative gain (DCG) framework (Järvelin & Kekäläinen, 2002; Singh & Joachims, 2018; Biega et al., 2018). $\gamma$ captures exposure from being placed in rank position $i$ (i.e., a discount on utility as we go down in the rank). All constraint matrices have the form $A_k = a_k \gamma^T$ with $a_k \in \mathbb{R}^{m_1}$. Constraints are data-specific and are discussed in more detail below.

Given this fixed discounting problem structure, we can use the efficient $O(m_1 \log m_1)$ method for recovery of optimal assignment from the adjusted utility matrix $S = U + \sum_k \lambda_k A_k$, as discussed. However, shadow prices $\lambda$ are unknown. We compare the following strategies for computing $\lambda$ – in terms of speed, achieved utility, and probability of constraint compliance on a holdout set of users:

- **No optimization**: No accounting for constraints ($\lambda = 0$), showing top items by utility (benchmark).
- **Optimal lambda**: Dual optimization program (eq. (4)) is solved for each holdout user to get $\lambda$ (time-intensive).

\footnote{Per earlier discussion, we actually compute $S = U + \sum_k \lambda_k (1 + \varepsilon) A_k$ to favor constraint-compliant solutions in case of ties. We select $\varepsilon$ that minimizes train subset constraint violation probability – from the candidate set $\{0\} \cup \{i \cdot 10^{-j} \mid i \in 1 : 9, j \in 1 : 4\}$.}
We perform evaluation on MovieLens 25M \(^6\) (COIN-OR Branch-and-Cut) solver within CVXPY library (YOWStudy/Quad-Core Intel Core i5-6400). We use scalable ball-tree k-nearest neighbor regressor,\(^4\) trained on the train set, is used to predict personalized \(\lambda\) from user’s covariates. This is our proposed method. Across experiments, in order to solve eq. (4), we use CBC (COIN-OR Branch-and-Cut) solver within CVXPY library (Diamond & Boyd, 2016), which is capable of efficiently handling a large number of constraints. Following Zhernov et al. (2020), all reported running times include exclusively time spent solving the optimization problem on users in the test set and exclude time spent on data generation, reading, and pre-processing, as well as time spent on any offline computation that can be done beforehand and need not be completed live. All experiments are implemented in Python and are run on the same uniform hardware.\(^5\)

4.2. Evaluation

We perform evaluation on MovieLens 25M\(^6\) and YOW news\(^7\) recommendation data sets.

4.2.1. MovieLens

MovieLens data contains 25 million ratings for 62 thousand movies by 162 thousand users. There is information on how each movie scores on a variety of tags in terms of relevance. We classify each movie as being in top 5% of movies on the following tags: (1) Gay character, (2) Race issues, (3) Freedom of speech, and (4) Science fiction. We also know the year of release for each movie. In training the recommender system, we use the full data. In optimization experiments, as one of the benchmarks, we need to solve the time-intensive full dual optimization program for each holdout user (‘optimal lambda’), which is time-consuming.

4.2.2. YOW News

YOW news data contains evaluations of ~6 thousand news documents by 24 users. Specifically, data contains ~10 thousand relevance scores assigned by users, a subset of all possible user-document evaluations. The data set also contains document tags, which allow us to classify news documents into a set of topics. Based on tags, we classify each document using a set of binary indicators characterizing the topics: (1) Science and Technology, (2) Health, (3) Business, (4) Entertainment, (5) World, (6) Politics, (7) Sport, and (8) Environment. Train set contains 18 users and holdout set contains 6 users, the split being random.

4.2.3. Scenarios

The optimization is on a per-user basis, its complexity driven by the number of items, rank positions, and constraints. We consider three optimization scenarios, where we rank (a) top 50, (b) top 500, and (c) 1,000 items from among the 1,000 highest-utility items for each user, while imposing data-specific constraints. For each user \(l\), we have \(u^{(l)} \in \mathbb{R}^{1000}\), \(\gamma \in \mathbb{R}^{50}\), \(\mathbb{R}^{500}\), \(\mathbb{R}^{1000}\), \(U^{(l)} = u^{(l)} \gamma^T\), \(a^{(l)} \in \mathbb{R}^{1000}\), \(A^{(l)}_k = a^{(l)} \gamma^T\), \(a^{(l)}\) is a binary vector capturing whether each of 1,000 considered items for user \(l\) belongs to topic \(k\) (in MovieLens data, it also contains (scaled) delta of the movie release year relative to 1990). \(b\) contains corresponding constraint scalars, selected to promote recommendation diversity while ensuring program feasibility. \(b \in \mathbb{R}^5\) for MovieLens and \(b \in \mathbb{R}^8\) for YOW news. Table 1 shows specific constraints. The mean per-user optimization strategy performance across scenarios and the associated confidence intervals are estimated on the holdout user set.

4.3. Results

Figure 2 shows the constraint compliance and computing time across different optimization strategies on MovieLens and YOW news data sets. ‘Optimal lambda’ strategy tends to yield the best constraint compliance of all strategies, but
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| Algorithm          | Problem size |
|--------------------|--------------|
| KNeighbors lambda  | 50           |
| Mean lambda        | 500          |
| No optimization    | 1,000        |
| Optimal lambda     |              |

| Constraint compliance probability | Milliseconds |
|------------------------------------|--------------|
| 1.0                                | 10^0         |
| 0.8                                | 10^1         |
| 0.6                                | 10^2         |
| 0.4                                | 10^3         |
| 0.2                                | 10^4         |
| 0.0                                | 10^5         |

Figure 2. Algorithm computation time vs. constraint compliance on MovieLens and YOW news data sets. Results are averages across holdout users in three scenarios, where we rank (a) top 50, (b) top 500, and (c) 1,000 items from among the 1,000 highest-utility items for each user, subject to constraints. Error bars indicate two standard errors of the mean (\(n_{\text{movielens}} = 250\) and \(n_{\text{yow}} = 6\) per algorithm-problem size combination; some are not visible because the error is small). Dashed line indicates 50 millisecond real-time latency requirement.

5. Related work

Many methods exist for ranking under multiple objectives (Singh & Joachims, 2018; Yang & Stoyanovich, 2017; Zehlike et al., 2017; Celis et al., 2017; Asudeh et al., 2019; Biega et al., 2018; Radlinski et al., 2008). A common approach, called ranking under constraints, is to consider alternative objectives as constraints on the primary objective.

Singh & Joachims (2018); Biega et al. (2018) have considered formulation of the ranking under constraints in recommender setting as a weighted bipartite matching program, which can handle varied constraints and flexible preferences over arbitrary item-ranking combinations. However, their proposed linear program formulation is too computationally inefficient to meet the strict latency requirement for live deployment. Zhernov et al. (2020) have constructed a dedicated solver to speed up solution of such a linear program, when it has a special structure. However, they have reported that their approach cannot meet requirements of real-time performance for large decision problems (for example, \(\geq 500\) ranked objects together with \(\geq 5\) constraints), whereas our proposed algorithm meets the 50 millisecond latency requirement when solving problems of similar and larger sizes, as we have demonstrated. Their algorithm also breaks down when a special structure of fixed discounting along the ranks is absent, whereas our algorithm offers speed-ups even in the absence of such structure.

Others have proposed algorithms that may be faster, but are not general enough to handle flexible preferences and varied constraints: Asudeh et al. (2019) require ranking function adjustment by the user; Celis et al. (2017); Zehlike et al. (2017) deal with top-n style ranking / constraints; Yang & Stoyanovich (2017) restrict the problem to a narrow set of specific fairness measures.

Shah et al. (2017) have shown that the dual formulation of the weighted bipartite matching problem can be first solved offline on a statistical sample of users – to estimate ‘average’ \(\lambda\) based on aggregate \(U\) and \(A_k\) for that sample. These shadow prices can then be used to arrive at a ranking...
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Table 1. Inequality constraints in MovieLens and YOW news experiments. Constraints on % exposure are in terms of the total exposure: \( \sum_j \gamma_j = \sum_j 1/ \log_2(j + 1) \). We consider three scenarios, where we rank (a) top 50, (b) top 500, and (c) 1,000 items from among 1,000 highest-utility items for each user. Constraint scalars \( b_k \) differ across scenarios to ensure problem feasibility.

(a) Constraints on required % of exposure by topic and exposure-weighted movie release year in MovieLens recommendations data set.

| No. | \( \text{TR}(A^T P) \) | INEQ. | Top 50 \( b_k \) | Top 500 \( b_k \) | Top 1000 \( b_k \) |
|-----|----------------|-------|------------------|------------------|------------------|
| 1   | Gay character (Queer) movies - % total exposure | / \( \gamma \) | 10% | 5% | 1.5% |
| 2   | Racial issues movies - % total exposure | / \( \gamma \) | 10% | 5% | 1.5% |
| 3   | Freedom of speech movies - % total exposure | / \( \gamma \) | 10% | 5% | 1.5% |
| 4   | Science fiction movies - % total exposure | / \( \gamma \) | 10% | 5% | 1.5% |
| 5   | Average[(Movie i release year - 1990) \times \gamma / 100] | / \( \gamma \) | 0 | 0 | 0 |

(b) Topic characteristics and constraints on required % of exposure by topic in YOW news recommendations data set.

| No. | \( \text{TR}(A^T P) \) | INEQ. | Top 50 \( b_k \) | Top 500 \( b_k \) | Top 1000 \( b_k \) | % docs. in data |
|-----|----------------|-------|------------------|------------------|------------------|-----------------|
| 1   | Science and tech. - % total exposure | / \( \gamma \) | 30% | 30% | 20% | 15.6% |
| 2   | Health - % total exposure | / \( \gamma \) | 20% | 20% | 15% | 9.6% |
| 3   | Business - % total exposure | / \( \gamma \) | 10% | 10% | 20% | 10.1% |
| 4   | Entertainment - % total exposure | / \( \gamma \) | 10% | 10% | 20% | 14.1% |
| 5   | World - % total exposure | / \( \gamma \) | 10% | 10% | 20% | 15.5% |
| 6   | Politics - % total exposure | / \( \gamma \) | 10% | 10% | 20% | 9.2% |
| 7   | Sport - % total exposure | / \( \gamma \) | 10% | 10% | 20% | 3.6% |
| 8   | Environment - % total exposure | / \( \gamma \) | 5% | 5% | 2% | 1.9% |

in online settings, without having to again solve the linear program, offering a substantial speed advantage. Note that their solution does not guarantee the constraints are met on per-user basis, but instead only on average across many users. The idea of using sampling-based estimates of shadow prices for online matching has also been discussed in earlier works (Mehta, 2012). Our idea of replacing optimization with prediction builds on and generalizes this stream of research. Specifically, instead of learning a single set of shadow prices for a user population, we propose training a model to predict personalized optimal shadow prices based on user covariates, capturing user heterogeneity.

6. Conclusion and future research directions

In this work, we propose a scalable algorithm for ranking under constraints, based on a dual formulation of the weighted bipartite matching program. Specifically, we propose to replace online optimization with prediction. We solve for optimal shadow prices on a sample of users in offline settings, where speed is not critical. We then train a model to predict users’ optimal shadow prices from users’ characteristics. In online settings, the model can predict the shadow prices based on observed covariates, without solving the time-consuming optimization problem, allowing us to quickly compute the ranking for any such user. We show empirically that the proposed approximate solution to the ranking problem leads to a substantial reduction in required computing resources, meeting real-time 50 milliseconds latency requirement, without much sacrifice in constraint compliance and achieved utility, allowing us to solve larger constrained ranking problems real-time than previously reported (≥ 500 ranked objects and ≥ 5 constraints) (Zhernov et al., 2020). Our method thus enables the deployment of the constrained ranking to new large-scale problems, where latency matters. We elucidate the role of rearrangement inequality/Monge problem structure in achieving the speed-ups.

Future directions There is a place for more research on fast unconstrained optimal assignment methods (eq. (1)), which our proposed algorithm depends on when computing ranking from the adjusted utility matrix \( S \). The structuring of the problem in terms of Monge matrices, a generalization of rearrangement inequalities, speeds up the solution. However, most research has assumed arrays are precisely Monge. This condition may be hard to satisfy, e.g., because of noise. Efficient statistical estimation of the best Monge approximation to a matrix that is not strictly Monge (Hutter et al., 2020) could enable faster approximate ranking on a larger problem set, warranting more research. Outside of decision problems with Monge structure, there have been promising results on approximating the Hungarian algorithm solution with neural net predictions (Lee et al., 2018). This deep learning approach to solving combinatorial optimization problems deserves further attention. In general, the prediction of optimization solutions as a way to reduce computation time appears to be a promising research direction.
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**A. Problem structure for further speed up**

We now discuss generalization of and alternatives to fixed discounting problem structure for speeding up maximum weight assignment on the adjusted utility matrix $S$.

**A.1. Monge structure**

Rearrangement inequalities have been extended from a product of sequence elements in eq. (5) to supermodular functions of variable pairs (Holstermann, 2017; Vince, 1990; Chade et al., 2017), where identity permutation still guarantees optimal assignment. In terms of matrices that we work with, this generalization is equivalent to an observation that if $S$ is an (inverse) Monge matrix, then optimal permutation matrix $P$ does not depend on $S$ and has the form of an identity matrix $P = I_{m \times m}$ (Sethumadhavan, 2009; Burkard et al., 1996; 2012). A matrix $U$ is called inverse Monge when for $1 \leq i_1 < i_2 \leq m$ and $1 \leq j_1 < j_2 \leq m$: 
$U[i_1, j_1] + U[i_2, j_2] \geq U[i_1, j_2] + U[i_2, j_1]$. For $u$ and $\gamma$ non-increasing, $U = u\gamma^T$ is inverse Monge (Burkard, 2007). What conditions guarantee $S = U + \sum_k \lambda_k A_k (\lambda_k \geq 0)$ is inverse Monge too? As we have shown, fixed discounting $S = (u + \sum_k \lambda_k a_k)\gamma^T$ ensures that $S$, after sorting on the first column, is represented as a dot product of two non-increasing vectors and is thus inverse Monge, so identity permutation extracts an optimal assignment. Matrix that is Monge after sorting is called a permuted Monge matrix (Hütter et al., 2020).

When fixed discounting is not available as a decision problem structure, we still have some options. An important property of inverse Monge matrices is that they are closed under several operations (Burkard et al., 1996). Consider two inverse Monge matrices $C, D \in \mathbb{R}^{m \times m}$ and two vectors $\alpha, \beta \in \mathbb{R}^m$. Then the following matrices are inverse Monge as well: (1) transpose $C^T$; (2) $\tau C$ for $\tau \geq 0$; (3) sum $C + D$; and (4) matrix $F$, where $F_{ij} = C_{ij} + \alpha_i + \beta_j$. Properties (2) and (3) imply that a linear combination with non-negative coefficients of inverse Monge matrices is itself an inverse Monge array. Thus, if $U$ and all $A_k$ are inverse Monge, then, because $\lambda_k \geq 0$, $S$ will also be inverse Monge, so optimal assignment problem could be obtained as an identity permutation ($O(m)$ worst time complexity).

These properties enable efficient solution of additional constrained ranking problems. For example, this framework accommodates utility and/or constraint matrices of $\alpha_i + \beta_j$ variety for arbitrary $\alpha, \beta \in \mathbb{R}^m$, which do not fall within the fixed discounting framework prevalent in the literature. When Monge structure is not available, we can check if the matrix is weak Monge (Fortin & Rudolf, 1998; Derigs et al., 1986; Burkard et al., 1996) – the most general condition we are aware of sufficient for the identity permutation to yield an optimal assignment.

A.2. Other approaches

Without Monge condition, we can use the greedy 1/2-approximation algorithm (Avis, 1983; Preis, 1999; Gusfield, 1992) with worst-case complexity $O(m^2)$ before using the $O(m^3)$ Hungarian algorithm. However, as mentioned earlier, the weight of its matching can be as low as 1/2 of the maximum weight computed by the Hungarian algorithm. There exist specialized conditions, known as box inequalities, which are related to the Monge property, such that when the matching weight matrix satisfies these conditions, the assignment obtained via the greedy algorithm is in fact optimal – these have been successfully used to address the shortest superstring problem in biology (Gusfield, 1992; Burkard et al., 2012). However, their specialized form makes them non-trivial to apply in typical ranking-under-constraints settings. There is also research on using neural nets to approximate Hungarian algorithm optimal assignment – this approach could be attempted if no special structure in the problem is present, but a fast solution with complexity $O(m^2)$ or $O(m^3)$ (which depends on the neural net type) is desirable (Lee et al., 2018).

B. Recommender system training

Recommender systems that we train on the movie and news recommendation data sets to predict user-item utility are of the matrix factorization flavor (Mnih & Salakhutdinov, 2008), where the dot product operation from the traditional matrix factorization framework is replaced with a neural net computation, similar to Covington et al. (2016). Each user and each item in the data set is assigned an embedding vector of dimension 20 (user embeddings are denoted $e_u$ and item embeddings are denoted $e_i$). Additionally, each user and each item is assigned a vector of dimension 5, where each element is an intercept term for each of the observed rating/relevance values: $\{1, 2, 3, 4, 5\}$ (user and item intercepts are, respectively, denoted $g_u$ and $g_i$).

Based on these embedding and intercept vectors, for a given user-item combination, the deep net outputs the probabilities for each rating level. First, user and item embeddings are concatenated into a single vector and then processed by a neural net with a hidden layer of dimension 15, followed by rectified nonlinearity and dropout of 0.1 (Goodfellow et al., 2016), outputting 5 deterministic utilities corresponding to different rating values. User and item intercept values are added to these deterministic utilities, for the corresponding ratings. Probabilities are obtained by passing the deterministic utilities through a softmax transformation. Point prediction is obtained as a probability-weighted sum of $\{1, 2, 3, 4, 5\}$ rating values.

The parameters of the neural net are optimized using Adam mini batch gradient descent algorithm (Kingma & Ba, 2014) with learning rate 0.01. We train the model for 5 epochs (5 passes through all training data) with a mini batch of size 200 (each iteration, a gradient update is computed based on 200 sampled observations). When training the net, we use cross entropy loss based on predicted rating probabilities and observed ratings to compute the gradients.

C. Algorithm performance

Tables 2 and 3 show analysis of algorithm performance.
### Table 2. Regression analysis of algorithm performance: MovieLens data ($K = 5$ constraints).

| PERFORMANCE METRIC                                      | Log10 comp. time (ms.) | Constraint compl. prob. | Utility       |
|--------------------------------------------------------|-------------------------|--------------------------|---------------|
| Optimal lambda (vs. KNeighbors)                        | 3.64***                 | 0.02***                  | -0.00         |
|                                                       | (3.59, 3.69)            | (0.01, 0.03)             | (-0.79, 0.78) |
| Mean lambda (vs. KNeighbors)                           | -0.39***                | -0.15***                 | -0.00         |
|                                                       | (-0.41, -0.37)          | (-0.16, -0.14)           | (-0.79, 0.78) |
| No optimization (vs. KNeighbors)                       | -1.28***                | -0.82***                 | 0.86**        |
|                                                       | (-1.31, -1.24)          | (-0.83, -0.80)           | (0.08, 1.65)  |
| Problem size: 1000 (vs. 50)                            | 1.10***                 | 0.08***                  | 442.77***     |
|                                                       | (1.06, 1.14)            | (0.07, 0.10)             | (442.05, 443.50) |
| Problem size: 500 (vs. 50)                             | 0.84***                 | 0.08***                  | 234.23***     |
|                                                       | (0.80, 0.88)            | (0.07, 0.09)             | (233.82, 234.63) |
| Intercept                                              | 0.19***                 | 0.90***                  | 54.75***      |
|                                                       | (0.16, 0.22)            | (0.89, 0.92)             | (54.26, 55.23) |
| Observations                                           | 3,000                   | 3,000                    | 3,000         |
| R^2                                                    | 0.95                    | 0.86                     | 1.00          |
| Adjusted R^2                                           | 0.95                    | 0.86                     | 1.00          |

Note: *P < 0.1; **P < 0.05; ***P < 0.01

Standard errors are heteroscedasticity robust (HC3)

### Table 3. Regression analysis of algorithm performance: YOW News data ($K = 8$ constraints).

| PERFORMANCE METRIC                                      | Log10 comp. time (ms.) | Constraint compl. prob. | Utility       |
|--------------------------------------------------------|-------------------------|--------------------------|---------------|
| Optimal lambda (vs. KNeighbors)                        | 3.42***                 | 0.07                     | 0.17          |
|                                                       | (3.09, 3.75)            | (-0.02, 0.16)            | (-7.55, 7.89) |
| Mean lambda (vs. KNeighbors)                           | -0.37***                | -0.00                    | 0.02          |
|                                                       | (-0.49, -0.25)          | (-0.10, 0.10)            | (-7.72, 7.76) |
| No optimization (vs. KNeighbors)                       | -1.31***                | -0.34***                 | 0.38          |
|                                                       | (-1.65, -0.98)          | (-0.49, -0.19)           | (-7.36, 8.11) |
| Problem size: 1000 (vs. 50)                            | 1.03***                 | 0.21***                  | 435.53***     |
|                                                       | (0.70, 1.36)            | (0.12, 0.30)             | (428.57, 442.49) |
| Problem size: 500 (vs. 50)                             | 0.77***                 | -0.03                    | 231.51***     |
|                                                       | (0.46, 1.08)            | (-0.14, 0.08)            | (227.06, 235.95) |
| Intercept                                              | 0.37***                 | 0.84***                  | 55.70***      |
|                                                       | (0.14, 0.60)            | (0.75, 0.93)             | (50.85, 60.56) |
| Observations                                           | 72                      | 72                       | 72            |
| R^2                                                    | 0.94                    | 0.56                     | 1.00          |
| Adjusted R^2                                           | 0.94                    | 0.52                     | 1.00          |

Note: *P < 0.1; **P < 0.05; ***P < 0.01

Standard errors are heteroscedasticity robust (HC3)