Video coding that pursues the highest compression efficiency is the art of computing for rate-distortion optimization. The optimization has been approached in different ways, exemplified by two typical frameworks: block-based hybrid video coding and end-to-end learned video coding. The block-based hybrid framework encompasses more and more coding modes that are available at the decoder side; an encoder tries to search for the optimal coding mode for each block to be coded. This is an online, discrete, search-based optimization strategy. The end-to-end learned framework embraces more and more sophisticated neural networks; the network parameters are learned from a collection of videos, typically using gradient descent-based methods. This is an offline, continuous, numerical optimization strategy. Having analyzed these two strategies, both conceptually and with concrete schemes, this paper suggests investigating hybrid-optimization video coding, that is to combine online and offline, discrete and continuous, search-based and numerical optimization. For instance, we propose a hybrid-optimization video coding scheme, where the decoder consists of trained neural networks and supports several coding modes, and the encoder adopts both numerical and search-based algorithms for the online optimization. Our scheme achieves promising compression efficiency on par with H.265/HM for the random-access configuration.
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1 INTRODUCTION

Video coding refers to the art of computing to convert digital videos to binary codes (encoding), and convert binary codes back to digital videos (decoding) [108]. A digital video is indeed a sequence of pictures that are captured continuously, where a picture, also known as a frame, is conventionally recorded as a two-dimensional (2D) array of pixels. A video consisting of many pixels is of high volume, e.g., a 1080p (each frame has 1920 × 1080 pixels), 25 frames-per-second (fps), 8-bit RGB (each pixel has three color values: red, green, blue, and each color value is represented in 8 bits) video has a data rate of 155,520,000 bytes per second. Such video data shall be compressed into several orders of magnitude smaller codes, otherwise they cannot be well accommodated by the existing storage or transmission systems. Thus, video coding is also known as video compression. As a special case of video coding, the coding of only one picture is also known as image coding or image compression.

To compress videos, video coding schemes normally use carefully designed technologies to convert pixels to other kinds of symbols (and further convert symbols to binary codes) to reduce the coding rate, and convert the symbols back to reconstruct the pixels. The conversion, however, may lose information and cause certain differences between the reconstructed and the original pixels (termed distortion). Thus, the compression efficiency of video coding schemes shall be evaluated at both aspects: rate and distortion. Ideally, video coding shall pursue the lowest possible rate as well as the lowest possible distortion. This is termed rate-distortion (RD) optimization [96, 113].

Video coding technologies have been developed for more than five decades, when numerous efforts were made to design various methods for converting pixels to different kinds of symbols. For one example, as spatially neighboring pixels have high correlations among them, a small 2D array of pixels (termed a block) may be transformed by, e.g., 2D discrete cosine transform (DCT) to a set of coefficients [4]. These coefficients may be then converted to binary codes. For another example, as consecutive video frames have much duplicate content, a block in one frame may be very similar to another block in another frame, where the two blocks have different locations, indicating that the corresponding content was moving from one location to another location. Thus, a motion vector (MV) may be calculated as the difference between the two locations and then converted to binary codes. These different methods may be integrated together. A video coding scheme may divide a frame into multiple blocks, using the DCT-based method for some blocks and the MV-based method for the other blocks. In such a scheme, different methods are also known as different coding modes. The mode of each block shall be represented by a symbol and be coded, then the corresponding method would be used at the decoder side to convert the symbols back to pixels, e.g., performing 2D inverse DCT to convert the coefficients to pixels, or retrieving the block indicated by the MV to reconstruct the pixels. This multi-mode idea, also known as the block-based hybrid video coding, has been very popular and leads to a series of successful video coding schemes, some of which became standards: H.261 [47], H.262/MPEG-2 [49], H.263 [48], H.264/AVC [129], H.265/HEVC [112], H.266/VVC [11, 12], EVC [19], LCEVC [89], AV1 [33], and AVS3 [145] are all block-based hybrid video coding standards. Among these standards, H.264/AVC and H.265/HEVC are widely deployed, while H.266/VVC and AVS3 represent the highest compression efficiency till now. Historically, more and more modes were designed and integrated into video coding schemes, which was believed essential for improving compression efficiency [95, 128].

While manually designing the pixel-to-symbol conversion methods has achieved great success, another approach trying to obtain the conversion automatically has received increasing attention in recent years. This is attributed to the breakthrough of deep learning, which automates the construction of computing models for symbols (also known as features, representations, or latents in the deep learning literature) through learning from massive data, either supervised or unsupervised [56]. Deep learning-based video coding has been developed in two approaches: deep
tools that are used inside the block-based hybrid video coding framework, and deep schemes that are distinctly different [70]. Deep schemes are also known as end-to-end learned video coding, where the conversion from pixels to latents and the conversion from latents to pixels are jointly learned. Either conversion is realized by a deep neural network, and the network parameters are learned by, e.g., a gradient descent-based algorithm to minimize a predefined loss function on a given training dataset. End-to-end learned video coding has been developed for less than one decade, but it has demonstrated exciting potential in terms of compression efficiency: for image compression, end-to-end learned schemes have clearly surpassed H.266/VVC [34]; for low-delay video compression, which requires to code the frames in the natural temporal order, end-to-end learned schemes outperform H.266/VVC under certain conditions [60]; for random-access video compression, which aims at the highest compression efficiency by reordering the frames to code, end-to-end learned schemes perform on par with H.265/HEVC under certain conditions [15]. Nonetheless, end-to-end learned schemes are far from being as mature as the block-based hybrid schemes. There is no standardized solution for end-to-end learned video coding 1. The end-to-end learned schemes have not been widely deployed, so the practical usefulness and robustness are not fully verified.

Nowadays, video coding technologies have been utilized extensively in many disciplines, where the requirements for video coding are quite diverse. One kernel requirement is still to increase the compression efficiency to further reduce the storage or transmission cost. How can video coding technologies be further developed, especially, how can the compression efficiency be further improved? Since video coding pursues RD optimization, optimization theory, strategies, and algorithms are definitely crucial for the development of video coding. In this paper, we provide a comprehensive survey of video coding technologies from an optimization perspective. We argue that the block-based hybrid video coding and the end-to-end learned video coding are quite different in terms of optimization problems, algorithms, and occasions. We then propose to combine the advantages of both, and to study hybrid-optimization video coding. We design a concrete hybrid-optimization video coding scheme and investigate its compression efficiency. Our experimental results and analyses show that the idea of hybrid-optimization video coding is of great potential.

The remainder of this paper is organized as follows. In Section 2, we review the existing video coding technologies from an optimization perspective. In Section 3, we theoretically analyze the optimization problem for video coding and propose the hybrid-optimization idea. Section 4 presents our designed hybrid-optimization video coding scheme as a concrete implementation of the idea. Section 5 presents the experimental results. Section 6 discusses the potential of hybrid-optimization video coding, and Section 7 concludes this paper.

2 OVERVIEW OF VIDEO CODING: AN OPTIMIZATION PERSPECTIVE

In this section, we review the existing video coding technologies from an optimization perspective. For the existing technologies, block-based hybrid video coding and end-to-end learned video coding represent two dominant frameworks. The two frameworks differ significantly in terms of optimization problems, algorithms, and occasions. Even within one framework, there are some variants from the optimization perspective. Thus, we divide the existing technologies into five categories, which are discussed in the following five subsections, respectively. For ease of reading, Table 1 provides a road map of this section, and Table 2 summarizes the representative schemes/methods we will discuss. Note that we focus on the differences among video coding technologies from the optimization perspective, instead of providing a complete review of all the existing technologies.

---

1End-to-end learned image coding standards are expected to be published in 2024, including JPEG AI (https://jpeg.org/jpegai/) and IEEE 1857.11 (https://sagroups.ieee.org/fvc/)
Table 1. Categories of Video Coding from an Optimization Perspective

| Category                                                                 | Section | Offline Optimization | Online Optimization | End-to-End Optimization | Representative Studies |
|-------------------------------------------------------------------------|---------|----------------------|----------------------|--------------------------|------------------------|
| Block-Based Hybrid Video Coding (1984 - now)                           | 2.1     | N/A                  | Search-based         | No                       | [46, 112]              |
| Block-Based Hybrid Video Coding with Online Numerical Optimization (1996 - now) | 2.2     | N/A                  | Search-based/Numerical | No                       | [79, 62]               |
| Block-Based Hybrid Video Coding with Deep Tools (2015 - now)            | 2.3     | Numerical            | Search-based         | No                       | [23, 99]               |
| End-to-End Learned Video Coding (2015 - now)                           | 2.4     | Numerical            | N/A                  | Yes                      | [118, 58]              |
| End-to-End Learned Video Coding with Online Optimization (2019 - now)   | 2.5     | Numerical            | Search-based/Numerical | Yes                      | [14, 133]              |

Table 2. Representative Schemes/Methods Reviewed in Section 2

| Scheme/Method | Year | Optimization Objective | Key Features |
|---------------|------|------------------------|--------------|
| H.120 [46]    | 1984 | –                      | SKIP mode and INTRA mode |
| H.261 [47]    | 1990 | E                      | Motion-compensated prediction with integer-pixel MV |
| H.263 [48]    | 1995 | E                      | Half-pixel MV, bi-prediction, variable block size |
|             | [96, 113] | RD                  | Joint RD cost as the optimization objective |
| H.265 [112]   | 2012 | RD                    | Quarter-pixel MV, quadtree-based block partition |
| CCLM [146]    | 2018 | E                      | Linear models for cross-component prediction |
| ALF [119]     | 2013 | RD                    | Wiener filters for adaptive in-loop filtering |
| BDOF [5]      | 2010 | RD                    | Optical flow-based bi-prediction refinement |
| ARCNN [23]    | 2015 | D                      | NN-based reconstructed picture filtering |
| MIP [99]      | 2018 | RD                    | Matrix-based intra prediction with multiple modes |
|             | [84] | R                      | NN-based probability distribution estimation for entropy coding |
|             | [65] | RD                    | CNN-based down- and up-sampling for resampling-based coding |
|             | [26] | Accuracy              | CNN-based block partition decision |
| DVC [83]      | 2019 | RD                    | End-to-end optimized video compression |
| DVC [58]      | 2021 | RD                    | Contextual coding instead of residual coding |
| DVC [83]      | 2019 | RD                    | End-to-end optimized video compression |
| DVC [58]      | 2021 | RD                    | Contextual coding instead of residual coding |
| DVC [83]      | 2019 | RD                    | End-to-end optimized video compression |
| DVC [58]      | 2021 | RD                    | Contextual coding instead of residual coding |
| DVC [83]      | 2019 | RD                    | End-to-end optimized video compression |
| DVC [58]      | 2021 | RD                    | Contextual coding instead of residual coding |
| Remarks:      |      | Optimization objectives include: E (residual energy), R (rate), D (distortion), RD (rate-distortion), and Accuracy (accuracy for RD-optimized decision). NN: neural network; CNN: convolutional neural network; RNN: recurrent neural network.
2.1 Block-Based Hybrid Video Coding

A digital video consists of multiple frames. These frames may be compressed individually, each using an image coding scheme. Image coding schemes exploit the intraframe correlations for compression, but cannot exploit the interframe correlations. Thus, using image coding for multiple frames is also known as all-intra video coding. For example, JPEG is a famous image coding standard \[122\]; Motion JPEG just reuses JPEG for all-intra video coding. Since the frames in a natural video have been captured continuously, there is much duplicate content across different frames. If dividing a frame into small blocks, one block in one frame may be highly similar to another block in another frame. This is known as interframe data redundancy. How to remove such redundancy is a kernel problem in video coding.

One simple idea is to distinguish which content is duplicate and which is not. This idea was implemented by a conditional replenishment (CR) method in H.120, the first international video coding standard published by the International Telecommunication Union Telecommunication Standardization Sector (ITU-T) in 1984 \[46\]. The CR method consists of two modes: SKIP mode and INTRA mode. The SKIP mode indicates that the related area is duplicate (i.e., these data can be skipped), while the INTRA mode indicates that the related area is not duplicate and shall be coded with an image coding method. The CR method is indeed a multi-mode video coding solution, which sets up a prototype for the following block-based hybrid video coding schemes.

In natural videos, the duplicate content between different frames may be very similar but not exactly the same in pixel values. For such content, prediction plus residual coding is very efficient. For one block in one frame to be coded, we may find another block in another frame as a reference block, and use the reference block as a prediction; we subtract the prediction from the to-be-coded block and obtain the residual; we then code the residual, maybe using an image coding method such as 2D DCT plus coefficients quantization. Note that the reference block may have a displacement with respect to the to-be-coded block, so we need an MV to record the displacement. The method is named motion-compensated prediction (MCP)\(^2\). Then, one block is represented by one MV and a set of residual coefficients, showing a combination of the DCT-based and MV-based methods mentioned in Section 1.

H.261 published by ITU-T in 1990 \[47\] is the first video coding standard using the MCP method. In H.261, one frame is divided into \(16 \times 16\) non-overlapping blocks, each of which has one MV. The residual of a \(16 \times 16\) block is further divided into four \(8 \times 8\) subblocks, each of which uses 2D DCT to obtain residual coefficients. H.261 is the first successful block-based hybrid video coding standard, whose basic structure is inherited in the following standards till now. Following H.261, several international standards about video coding were published by International Organization for Standardization/International Electrotechnical Commission (ISO/IEC) and ITU-T in the 1990s, including MPEG-1 \[45\], H.262/MPEG-2 \[49\], and H.263 \[48\]. These standards further refined the MCP method. Since the motion may not be aligned to discrete pixels, half-pixel MV is proposed. When using a half-pixel MV for MCP, the prediction shall be calculated by interpolating the imaginary pixels at half-pixel locations. Variable-block-size MCP is also proposed, where a \(16 \times 16\) block may have one MV for the entire block, or be split into four \(8 \times 8\) subblocks each having one MV. Moreover, bi-prediction is proposed, which allows one block to use two reference blocks and record two MVs respectively; to contrast, the previous MCP is termed uni-prediction. Bi-prediction is especially useful when the two reference blocks are before and after (in the

\(^2\)Interestingly, the MCP method is also applicable to image coding if one image is divided into blocks and the blocks are sequentially coded: later coded blocks may use earlier coded blocks as references \[72\]. This method is found to be especially useful for screen content images \[98\].
natural temporal order) the to-be-coded block respectively, which appears in the random-access configuration.

Along with the standard development, several difficult problems emerged. The first is motion estimation (ME), which tries to find out the best MV for a block to use the MCP method. Some heuristic ME algorithms enumerated possible MV candidates and compared them to find the best MV leading to the minimal residual energy (energy defined as sum-of-squares or sum-of-absolutes). The second is mode decision (MD), which tries to select the best mode for a block. Here candidate modes include different block sizes (if enabling variable-block-size MCP), uni-prediction/bi-prediction (if enabling the latter), and so on. Some heuristic MD algorithms tried possible modes and compared them to find the best mode leading to the minimal residual energy. The heuristic algorithms were quickly found problematic in both compression and computation. For compression, the heuristic algorithms limit the compression efficiency. For computation, more and more candidate MVs (e.g., enabling half-pixel MVs) or modes make the exhaustive search-based algorithms unaffordable.

To address the problems of ME/MD, several RD optimization methods were proposed in 1998 [96, 113]. These studies revealed that ME/MD trying to find out the optimal MV/mode is indeed solving RD optimization problems. Thus, ME/MD algorithms shall not rely on the residual energy, but instead consider the actual coding rate and the pixel reconstruction distortion. To optimize both rate and distortion, they suggested using the joint RD cost $D + \lambda R$ as the objective, where $D$ and $R$ are distortion and rate respectively, and $\lambda$ is the Lagrangian multiplier. An ideal RD-optimized ME/MD algorithm shall work as follows: for each candidate MV/mode, it calculates the corresponding rate (uses the MV/mode to perform encoding, then calculates the coding rate including all the symbols such as MV, mode, and residual coefficients) and distortion (uses the coded symbols to perform decoding, then calculates the distortion based on the reconstructed pixels); the best MV/mode is chosen to have the lowest joint RD cost.

The RD optimization methods [96, 113] had a big impact on block-based hybrid video coding schemes. Indeed, all the schemes developed after 2000 have incorporated more or less RD optimization methods. The reference software of H.264/AVC [129], H.265/HEVC [112], and H.266/VVC [12] all used RD optimization methods extensively. However, the ideal RD-optimized algorithm is never implemented in practice. First, practical ME algorithms do not calculate the true rate and distortion, because the calculation incurs unaffordable computational cost; instead, an approximate cost is calculated as $E + \sqrt{\lambda R_{MV}}$, where $E$ is the residual energy (defined as, e.g., sum-of-absolutes), $R_{MV}$ is the MV coding rate (not considering the residual coding rate), and $\sqrt{\lambda}$ is used as the weighting factor per empirical evidence [113]. Second, as there are more and more coding modes in H.264/AVC, H.265/HEVC, and H.266/VVC, enumerating all possible modes is virtually impossible. For example, H.265/HEVC introduced quadtree-based block partitioning, where a $64 \times 64$ block can be divided recursively to as small as $8 \times 8$ blocks. Actually, for a $64 \times 64$ block, there are $83,522$ different partition modes [25]. Moreover, some coding modes can be combined, such as quadtree-based block partition, uni-/bi-prediction, and integer-/half-/quarter-pixel MV. Accordingly, the mode decision is a combinative optimization problem, further increasing the number of candidate modes. Indeed, if we consider ME and MD jointly, this is also a combinative optimization that cannot be solved practically by exhaustive search-based algorithms.

Based on the above analyses, we observe that the block-based hybrid video coding schemes have some common characteristics from the optimization perspective. First, the optimization problem is discrete: the MV for MCP is either integer or of fixed precision (half-pixel, quarter-pixel, etc.); the modes are finite and enumerable; so the optimization problem is defined over a finite set of variables. Second, the optimization algorithm is search-based: the ME/MD algorithms enumerate the candidate MVs/modes to find out the optimal one, where different algorithms differ in how to
define the optimality. Third, the optimization occasion is online, i.e., the optimization procedure is performed within the coding process: all the modes have been designed and integrated into the encoder/decoder; for a given video, specifically for a block to be coded, the optimal MV/mode is decided and the corresponding symbols are written into the codes.

Due to these characteristics, block-based hybrid video coding schemes have several limitations. Since the optimization problem is discrete, the optimal solution must be selected within the pre-defined candidates. Thus, the candidates should not miss the promising solutions. Indeed, designing more and more modes is to enlarge the candidate set in the hope of finding a better solution. However, a larger and larger candidate set incurs a heavier and heavier computational burden for the search-based optimization, especially because the optimization is performed online. In practice, the recent block-based hybrid schemes, especially the encoder that performs online search-based optimization, are more and more difficult to implement.

### 2.2 Block-Based Hybrid Video Coding with Online Numerical Optimization

To address the limitations of search-based optimization, numerical optimization is also considered in block-based hybrid video coding schemes [126]. Numerical optimization refers to effective computational methods for continuous optimization, where the optimization objective is formulated as a continuous function of the variables of interest [94]. For video coding, numerical optimization has been studied in two directions: replacing search-based coding tools and crafting new coding tools.

#### 2.2.1 Direction 1.

As noted in the previous subsection, block-based hybrid schemes rely on ME and MD for efficient MCP-based coding, where both ME and MD were approached via search-based optimization. For MD, since the multiple modes may have fewer correlations, it is quite challenging to use numerical optimization to find out the optimal mode. For ME, the case is quite different, as the MV theoretically has infinite precision. In 1996, a gradient descent-based algorithm was proposed for ME [79], where the optimization objective is casted as a continuous function of MV, and the gradient of the objective function with respect to the MV is used to guide the MV search. Similar algorithms were proposed later in [16, 24, 100]. Compared to search-based ME algorithms, gradient descent-based ME algorithms greatly reduce the number of candidates, leading to lower computational costs. However, gradient descent-based algorithms have their own limitations. First, they may fall into local optimums instead of finding out the global optimum, due to the gradient descent nature. Second, the optimization objective is not the RD cost, as both rate (including MV and residual) and distortion (usually due to residual coefficients quantization) are difficult to write in analytical functions of MV. Therefore, gradient descent-based algorithms did not exhibit prominent superiority over search-based ones for ME. In recent years, MCP-based methods have been greatly improved by taking into account affine motion models [141, 142]. The previous MCP methods used one MV for one block, assuming that the corresponding content had a translational motion. The translational motion model cannot describe more complex motions such as rotations. On the contrary, affine motion models can describe complex motions but require more parameters (usually four or six for one block). When using affine motion models for video coding, search-based ME algorithms incur too much computational complexity to afford. Thus, a gradient descent-based algorithm for affine ME was proposed in [62], which achieved significant compression efficiency improvement with slightly increasing encoder complexity. The affine motion model-based MCP was integrated into the H.266/VVC standard, as a milestone of non-translational motion models in video coding standards [12].

#### 2.2.2 Direction 2.

New coding tools were developed continuously, some of which were based on numerical optimization algorithms. Here we list some representative studies. (1) Adaptive pixel
prediction. A lossless image coding scheme was proposed in [140], where a linear model is built to predict one pixel value from its neighboring pixel values, and the model parameters are obtained by the least-squares approach. Similar studies were reported in [64, 130]. (2) Local illumination compensation. The idea is to refine the MCP signal by considering the local illumination of the to-be-coded block. In one method [73], a linear model is built for the refinement, and the model parameters are estimated by the least-squares approach. (3) Cross-component prediction. One block has different color components such as RGB or YUV (also known as luma and chroma). Prediction of chroma components from luma components is useful to reduce the coding rate of chroma components. In one method known as CCLM [146], a linear model is built between luma and chroma components, and the model parameters are also estimated by the least-squares approach. (4) Adaptive interpolation filter. This is used for sub-pixel (half-pixel, quarter-pixel, etc.) MCP, where the prediction signal shall be interpolated. The Wiener filter has been studied for sub-pixel interpolation in [121, 127]. (5) Adaptive in-loop filter (ALF). It is proposed to filter the reconstructed pixel values to reduce the distortion by Wiener filters, where the filter coefficients may be estimated from the reconstructed and original pixel values and written as symbols [119]. One ALF was adopted into the H.266/VVC standard [52]. (6) Bi-directional optical flow (BDOF). This is proposed to refine the bi-prediction signal by calculating the optical flow gradient [5].

2.2.3 Summary. Numerical optimization methods have been studied in the block-based hybrid video coding framework. In these methods, the optimization problem is continuous: the optimization objective is a continuous function of the variables of interest; the optimization algorithm is numerical, such as least-squares, Wiener filter, and gradient descent; the optimization occasion is still online: the optimization is performed when encoding/decoding a specific video. These methods enrich the coding toolbox for block-based hybrid schemes, while the online optimization may cause computational costs and implementation difficulties.

2.3 Block-Based Hybrid Video Coding with Deep Tools

Deep learning [56] has revolutionized many aspects of video technologies, including video coding. Deep learning-based video coding consists of two approaches: deep tools and deep schemes [70]. Interestingly, both approaches appeared in 2015, in [23] and [118], respectively. This subsection is devoted to deep tools, and the next subsections will address deep schemes.

Deep tools refer to deep neural network-based computing modules that are used together with other coding tools, usually inside block-based hybrid video coding schemes. Some tools that were developed during the H.266/VVC standardization period are introduced in [69]. A more comprehensive review of deep tools may be found in [70]. Here, we divide the existing deep tools into two categories and provide a brief overview: the first category aims to improve compression efficiency, and the second category aims to reduce computational complexity.

2.3.1 Compression Efficiency Improvement Tools. A lot of deep tools have been studied for higher compression efficiency, either replacing their counterparts (non-deep tools) or adding new modules in block-based hybrid schemes.

Inspired by the success of deep learning for image restoration, Dong et al. proposed an image filtering tool to reduce the artifacts (due to lossy compression) in the reconstructed images, namely artifact-reduction convolutional neural network (ARCNN) [23]. ARCNN adopts a deep network of several convolutional layers. The network parameters were trained by a gradient descent-based algorithm with a lot of samples, each sample consisting of a reconstructed image and its corresponding original image. ARCNN does not change the encoding process. Once an image is reconstructed, ARCNN performs an inference using the trained network to filter the reconstructed image. Thus, ARCNN does not change the coding rate but may reduce the distortion,
leading to compression efficiency improvement. Indeed, the network parameters were trained to minimize the distortion, i.e., the difference between network output and original images, for the training samples.

It may be inspiring to compare ARCNN [23] with ALF [52]. Both perform filtering on reconstructed pictures to reduce the distortion. Both adopt numerical optimization algorithms (gradient descent for ARCNN, Wiener filter for ALF). The optimization in ARCNN (training network parameters) is performed on a lot of training samples; the network parameters are determined before encoding/decoding an image. The optimization in ALF (obtaining filter coefficients), on the contrary, is performed on the picture to be coded; the filter coefficients are obtained at the encoder side and shall be written into the codes, otherwise the decoder cannot perform the same filtering process. To contrast, we say that ARCNN performs offline optimization (because the optimization procedure is before the coding process) and ALF performs online optimization.

Based on the same idea, some studies try to replace the online numerical optimization-based tools with offline optimized tools. Corresponding to the tools discussed in Section 2.2 (Direction 2), here we have a series of deep tools: (1) Pixel prediction, using trained networks to predict some pixel values from their neighboring pixel values, e.g., [61]. (2) MCP refinement, using trained networks to refine the MCP signal by considering the neighboring pixel values, e.g., [44]. (3) Cross-component prediction, using trained networks to predict chroma components from luma components, e.g., [66]. (4) CNN-based interpolation filter, used to perform sub-pixel interpolation for MCP, e.g., [134]. (5) CNN-based in-loop filter, following the idea of ARCNN and designing more and more sophisticated networks, e.g., [29, 50, 75]. (6) CNN-based bi-prediction, using trained networks to predict a picture from the two pictures before and after it, e.g., [150].

Some other coding tools in the block-based hybrid schemes also found their deep substitutes. DCT, as a fundamental image coding tool, has been replaced by neural network-based transforms in [71, 135]. Neural networks also enhanced wavelet transforms in [87]. Another series of deep tools address entropy coding, that is to convert symbols to binary codes, where the problem is to accurately estimate the probability distributions of the symbols. In [84, 148], trained neural networks are used for the probability estimation. In resampling-based coding, the down-sampling and up-sampling were traditionally performed with simple linear filters, now are accomplished by trained CNNs in [65].

Moreover, deep learning inspires several new coding tools. In [43], a CNN is trained to generate a picture from multiple preceding pictures, which is known as frame extrapolation. The generated picture serves for MCP, enhancing the capability of interframe prediction. In [78], the MCP signal is used during the inverse quantization process of the residual coefficients. The inverse quantization is performed by trained neural networks.

All these deep tools can be easily integrated into block-based hybrid video coding schemes, since these schemes allow using very different methods as candidate coding modes, as mentioned in Section 2.1. In fact, many deep tools were tested on top of H.265/HEVC or H.266/VVC, where they were added as new candidate modes and tested in the online MD. Considering this nature, some studies designed multiple submodes under a deep tool. In [99], a pixel prediction method known as matrix-based intra prediction (MIP) is proposed, where multiple networks are offline trained and one network is online chosen for each to-be-coded block to perform intraframe prediction3.

2.3.2 Computational Complexity Reduction Tools. The second category of deep tools addresses the computational complexity, especially the encoding complexity, of block-based hybrid schemes. As noted in Section 2.1, more and more coding modes are added into the block-based hybrid schemes, leading to a significant increase in complexity. One solution is to adopt deep learning to replace some of these operations. For example, in H.264, some operations are performed in the frequency domain, which is computationally expensive. If we replace these operations with deep learning, we can significantly reduce the computational complexity.

3In this study, the networks have been simplified to having only one layer, so the network inference is equivalent to matrix multiplication, giving the name MIP.
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schemes. Online searching for the optimal mode is computationally expensive. Considering that deep tools are optimized offline, it may be beneficial to design a deep tool for making mode decisions to help or even replace the online search. This idea leads to a series of studies. In [80], trained neural networks are used for fast deciding among the intra prediction modes in H.266/VVC. In [111], trained neural networks are used for fast deciding among the MCP modes in H.265/HEVC. Moreover, a lot of studies have been devoted to block partition deciding in H.265/HEVC and H.266/VVC. As noted before, H.265/HEVC introduces quadtree-based block partition [112], allowing too many partition modes to be exhaustively searched. H.266/VVC further introduces multi-type-tree-based block partition for even larger blocks [12], increasing the number of partition modes by several orders of magnitude. Thus, how to decide block partitions for the highest possible compression efficiency with a reasonable computational cost is very crucial. Recent studies can be found in [26, 53, 81, 132].

2.3.3 Summary. From the above analyses, we observe that deep tools indeed provide a new optimization direction for block-based hybrid video coding schemes, that is to introduce offline optimization. The deep networks are trained offline, before the encoding/decoding process. As a common practice in deep learning, the network training is formulated as a continuous optimization problem, which is usually solved by numerical methods, such as gradient descent. After training, the networks can be used in different coding modes, or used for mode decision, both of which are compatible with the block-based hybrid framework.

One limitation of deep tools is the optimization objective. A deep tool usually performs a part of the computations of the entire encoding/decoding process, while the other computations are performed by the other modules. Then, it is difficult to only train the deep tool to optimize the RD cost. In practice, different deep tools have their own objectives respectively. In-loop filters try to minimize distortion only. Entropy coding tools try to minimize the rate only. Prediction tools try to minimize the residual energy. Mode decision tools try to maximize the accuracy of deciding the optimal mode, with optimality in the RD sense. A lot of studies have tried to design surrogate loss functions that align better with the RD cost for the offline optimization, e.g., [65].

2.4 End-to-End Learned Video Coding

The deep tools reviewed in the previous subsection have demonstrated the potential of using trained deep networks for video coding. Then, it is a natural question to ask whether it is possible to build a video coding scheme using merely deep networks. The answer is yes. Video coding schemes built entirely on deep networks are termed deep schemes in [70]. In this paper, we use another term, end-to-end learned video coding, to highlight its nature in optimization methods rather than in computing models.

End-to-end learned video coding schemes are usually constructed in the following steps. First, an entire deep neural network consisting of both encoder and decoder is designed, with a set of trainable parameters. Second, an optimization objective function is formulated, commonly using the RD cost. Third, the network is trained with a set of samples to minimize the objective function over the samples, commonly using gradient descent-based optimization algorithms. Fourth, an inference of the trained network accomplishes the encoding and decoding of a video.

Compared with deep tools, one obvious advantage of end-to-end learned schemes is that the entire encoder/decoder, including every computing module, is end-to-end optimized. Accordingly, the optimization objective is the true RD cost.

4Due to some technical difficulties, such as dealing with quantization (because it is not differentiable), end-to-end optimization of the true RD is still challenging. Nonetheless, the optimization objective of training the end-to-end learned schemes is much closer to the true RD than that of training the deep tools.
2.4.1 End-to-End Learned Image Coding. Image coding that exploits intraframe correlations is the basis of video coding. Thus, end-to-end learned schemes were first built for image coding. The end-to-end learned schemes all follow the basic idea of autoencoders [37]. In 2015, an end-to-end learned image coding scheme was proposed in [118]. This scheme uses recurrent neural networks as the computational models for encoding/decoding. In the scheme, pixels are converted to latents, and the latents are binary quantized to codes. No entropy coding is applied on the quantized latents, so the coding rate is fully determined by the network structure. Then, the quantized latents are converted to reconstruct pixels. The distortion between original and reconstructed pixels is set as the objective to train the networks.

To optimize not only distortion but also rate, an end-to-end learned image coding scheme that optimizes the joint RD cost was proposed in [6]. In this scheme, the network converting pixels to latents is termed analysis transform, and the network converting latents back to pixels is termed synthesis transform. Indeed, analysis transform plus synthesis transform is an autoencoder. The latents are quantized before being converted to codes. There is another network estimating the probability distributions of the quantized latents, known as the entropy model. Having the probability distributions given by the trained entropy model, the quantized latents can be efficiently coded by, e.g., arithmetic coding. This scheme was followed by a lot of studies, and was improved in different aspects.

- Analysis and synthesis transforms. A CNN with generalized divisive normalization (GDN) operators is used as the analysis transform, and correspondingly, a CNN with inverse GDN operators is used as the synthesis transform, in [6]. Cheng et al. proposed to integrate the attention mechanism into the transforms [18]. Chen et al. introduced a non-local attention module to enlarge the receptive field of the network [17]. Different attention mechanisms are also investigated in [30, 76, 115, 155]. Recent studies adopt transformer-like networks for the transforms [153, 155]. Liu et al. combined transformer and CNN for the transforms [76]. Reversible networks, which incur no information loss, are also considered for the transforms. Inspired by the wavelet transforms, Ma et al. built wavelet-like transforms using CNNs [88]. Helminger et al. used normalizing flows that are also reversible [36]. Xie et al. [131] combined reversible and irreversible networks to enhance the transform ability. Moreover, some studies attempted to build data-dependent transforms [110, 123]. Conditional networks were used to establish variable rate transforms in [20, 21, 57, 110].

- Quantization. For the entire network to be jointly optimized using a numerical algorithm, one technical challenge is to deal with the quantization as it is not differentiable. In [6], adding uniform noise is proposed to replace the hard quantization during training, while the hard quantization (rounding) is still used during encoding/decoding. This causes a mismatch and may worsen the compression efficiency. Several studies have proposed different solutions for this issue, such as stochastic rounding [117], universal quantization [20], soft-then-hard [31], and others [3, 114, 139]. In addition to the uniform scalar quantization (such as rounding), some studies proposed using non-uniform quantization [13, 90, 151] or vector quantization [1, 27, 147, 152].

- Entropy model. Using the entropy model to code the quantized latents was observed effective in reducing the coding rate [6]. The entropy model in [6] is known as the factorized prior model. Later on, the hyperprior model is proposed, which adopts a second transform to convert latents into hyper-latents, codes the hyper-latents, and uses the hyper-latents to estimate the probability distributions of the latents [7]. In this study, the latent probability distributions are assumed to be Gaussian. Gaussian mixtures were then considered in [18]. Multi-layer hyperprior model, which uses the hyperprior idea multiple times, was proposed
in [39]. Minnen et al. further combined the hyperprior model with an autoregressive context model, which is to use the spatially neighboring latents to help estimate the probability distribution of one latent [92]. He et al. proposed a checkerboard context model, which is much more friendly to parallel computing than the autoregressive context model [35]. Minnen and Singh also used the autoregressive idea but applied it for different channels instead of spatially neighboring latents [93]. Advanced networks, such as the transformer, were also used for the entropy model, e.g., [55, 101]. More studies of the entropy model may be found in [17, 30, 34, 63].

A number of end-to-end learned image coding schemes have surpassed H.266/VVC in terms of compression efficiency [34]. Witnessing this evidence, end-to-end learned image coding standards are now developed by ISO/IEC Joint Photographic Experts Group (JPEG) and IEEE Audio Video Coding Working Group (1857WG), respectively.

Furthermore, the idea of end-to-end learned image coding has been applied to the block-based hybrid schemes. Ma et al. proposed to train an artifact reduction network that accepts some coded information (termed side information) as input. The distortion (of the network output image) and the rate (of the side information) are jointly optimized [86]. The trained artifact reduction network is used as a deep tool. Yang et al. proposed to use trained end-to-end networks to allocate the rate between different blocks in a block-based hybrid scheme [136].

### 2.4.2 End-to-End Learned Interframe Coding

An end-to-end learned video coding scheme that exploits not only intraframe but also interframe correlations was proposed in 2019 [83]. The scheme, known as Deep Video Compression (DVC), is an analogy of block-based hybrid schemes but does not split a frame into blocks and does not have different coding modes other than MCP. Indeed, DVC has four parts for interframe coding, all of which are built on deep networks: ME module, MC module, motion information encoding/decoding and entropy model, residual encoding/decoding and entropy model. All the modules are jointly optimized for the joint RD cost, where the rate includes motion information rate and residual rate. Following DVC, Lin et al. proposed multi-frame ME and MC, which uses multiple frames to further reduce the interframe redundancy [68]. Hu et al. adopted deformable convolutions for ME and MC in the feature domain rather than the pixel domain [42].

Another end-to-end learned interframe coding scheme was proposed in 2021 [58]. The scheme, known as Deep Contextual Video Compression (DCVC), differs from DVC in how to use the MCP. In DVC, the MCP signal is subtracted from the to-be-coded frame, resulting in the residual to be coded. In DCVC, the MCP signal (or its features) is used as a context that is injected into the encoding/decoding modules and the entropy model for the to-be-coded frame. In other words, DCVC suggests a paradigm shift from residual coding to contextual coding. Following DCVC, Sheng et al. proposed to learn multi-scale features as the context [106]. Li et al. proposed to improve the contextual entropy model [59]. Li et al. further proposed to use diverse contexts by, e.g., adjusting the quality of different frames [60]. The last scheme [60] is reported to achieve higher compression efficiency than H.266/VVC under certain test conditions.

More end-to-end learned interframe coding schemes have been proposed in recent years than before. Advanced network structures, such as transformers have been used in [91], and normalizing flows have been used in [38]. Bi-prediction has been studied in [15, 137, 143]. Rippel et al. proposed to jointly compress the motion information and residual [103]. Shi et al. introduced conditional intra frames [107]. Rippel et al. proposed a flexible rate scheme that uses one trained network to cover a large range of rates [102]. Other representative schemes can be found in [2, 22, 32, 74, 77, 138].
2.4.3 Summary. Based on the above analyses, the end-to-end learned video coding schemes are quite different from the block-based hybrid video coding schemes from the optimization perspective. First, the optimization problem is continuous: the optimization objective is defined as a continuous (and even differentiable) function of the network parameters to be optimized. Second, the optimization algorithm is numerical: usually, gradient descent or the like algorithms are adopted to train the network parameters. Third, the optimization occasion is offline: the network training happens before the encoding/decoding process.

End-to-end learned schemes have their limitations, too. First, as the optimization objective is assumed to be a continuous function, it is difficult to integrate non-continuous computations, like switching between multiple modes, into the networks to be optimized. Second, numerical algorithms are easily trapped into local optimums. Third, the offline optimization is performed on training samples, so the trained networks are dependent on the training data and may not generalize well to any to-be-coded video.

2.5 End-to-End Learned Video Coding with Online Optimization

To address the limitations of offline optimization, online optimization is also considered for end-to-end learned video coding schemes, including both image coding and interframe coding. As noted before, online optimization may be either search-based or numerical.

**Image coding.** Campos et al. proposed to perform online numerical optimization for learned image coding [14]. Specifically, given an image to compress, the latents are optimized to minimize the RD cost, where the decoding network and the entropy model are kept unchanged. Zhao et al. proposed another latent optimization strategy, which takes the quantization effect into consideration [149]. Yang et al. proposed stochastic annealing to address the quantization in online optimization [139]. Wang et al. also performed online numerical optimization, but not optimizing the latents [124]. Instead, the method finds a substitutional image as the input to the encoding network that leads to the minimal RD cost. Pan et al. proposed to optimize not only the latents but also the decoding network parameters, and thus, to write the updated decoding network parameters as well as the latents into the codes [97]. Zhang et al. investigated a similar method [144]. Some studies investigated online optimization for variable rate coding [28, 51, 110]. Moreover, the online optimization effect is considered in the offline optimization procedure, which is formulated in the meta-learning paradigm [154]. For online search-based optimization, Wang et al. investigated using multiple deep network-based models as an ensemble, and choosing one model for each image to compress [125]. Brand et al. proposed RDONet, which chooses the depth of the encoding network for each image to compress [10].

**Interframe coding.** Lu et al. adopt online numerical optimization upon the offline trained DVC models in [82]. Rozendaal et al. optimized not only the latents but also some decoding network parameters, requiring the coding of latents as well as the video-adaptive network parameters [120]. Lin et al. online optimized the rate for motion information coding [67]. Xu et al. interpreted online optimization as to allocate the rate among multiple frames [133]. Hu et al. proposed an online search-based optimization method, which is to search from several kinds of predefined resolutions for the motion information [40]. They further proposed variable block sizes for the motion information, and used the hyperprior to predict the block size [41].

In summary, online optimization has been studied for end-to-end learned video coding, and achieves certain compression efficiency improvements. As a drawback, online optimization inevitably increases computational complexity. There are some interesting problems to study further, such as the collaboration of offline optimization and online optimization, selecting some variables to be online optimized, and so on.
3 THEORETICAL ANALYSES

In this section, we first revisit the RD optimization problem for video coding, and discuss the difference between offline optimization and online optimization. To solve the optimization problem, we focus on the comparison of search-based optimization and numerical optimization, and then propose the idea of hybrid optimization.

3.1 Optimization Problem Formulation

According to Shannon’s information theory, video coding belongs to lossy source coding [104, 105]. Its compression efficiency has a bound, characterized by the RD function of the source. Here, we start from Shannon’s theory and derive the RD problem formulation with some reasonable assumptions.

Given an information source $X$, its RD function is defined by

$$R(D) = \min_{P(\hat{X}|X)} I(X; \hat{X}), \text{ subject to } \mathbb{E}_{X, \hat{X}}[d(X, \hat{X})] \leq D$$

where $P(\hat{X}|X)$ is a conditional probability distribution, $I(X; \hat{X})$ is the mutual information between $X$ and $\hat{X}$, $\mathbb{E}$ is to take mathematical expectation, $d(X, \hat{X})$ measures the difference between $X$ and $\hat{X}$. The entire RD function can be interpreted as the minimal quantity of mutual information between $X$ and $\hat{X}$, when the distortion (i.e., the expected difference between $X$ and $\hat{X}$) should not exceed $D$. The RD function is the bound of lossy source coding because the coding rate cannot be lower than $R(D_0)$ if the incurred distortion is equal to $D_0$.

We can build a mapping between Equation (1) and a video coding scheme that is abstractly depicted in Figure 1. $X$ corresponds to the original video, and $\hat{X}$ corresponds to the reconstructed video. In Eq. (1), $P(\hat{X}|X)$ is a conditional probability distribution. In a video coding scheme, normally we do not introduce any randomness into the encoder/decoder. Thus, the relation between $X$ and $\hat{X}$ can be formulated as a function $f$. With this in mind,

$$P(\hat{X}|X) = \begin{cases} 1, & \text{if } \hat{X} = f(X) \\ 0, & \text{otherwise} \end{cases}$$

Optimization over functions is usually substituted by optimization over parameters. To this end, we need to parameterize the function:

$$f(X) \triangleq f(X|\Theta), \Theta \in \Omega$$

where $\Theta$ is the parameter, and $\Omega$ is the parameter space consisting of all possible parameters of interest.

---

5 Some studies have introduced randomness into encoding/decoding [85, 116], which are out of the scope of this paper.
As noted in Section 1, a video coding scheme usually converts pixels to symbols for encoding, and converts symbols back to pixels for decoding. This is depicted in Figure 1, where $Z$ refers to the symbols. Here we do not consider the entropy coding module in practical schemes, which converts symbols to binary codes. In the following, $Z$ is termed **semantics**. According to Figure 1,

$$f(X|\Theta) = f_{\text{dec}}(Z|\Theta_{\text{dec}}) = f_{\text{dec}}(f_{\text{enc}}(X|\Theta_{\text{enc}})|\Theta_{\text{dec}})$$

(4)

where

$$\Theta = \{\Theta_{\text{enc}}, \Theta_{\text{dec}}\}$$

(5)

Now, the optimization problem in Equation (1) is recast as

$$\min_{\Theta \in \Omega} I(X; \hat{X}), \text{ subject to } \mathbb{E}_{X, \hat{X}}[d(X, \hat{X})] \leq D$$

(6)

Note that

$$I(X; \hat{X}) = H(\hat{X}) - H(\hat{X}|X)$$

(7)

where $H(\hat{X})$ is the entropy of $\hat{X}$, $H(\hat{X}|X)$ is the conditional entropy of $\hat{X}$ given $X$. The conditional entropy is defined as

$$H(\hat{X}|X) = \sum_{X} \sum_{\hat{X}} -P(X)P(\hat{X}|X) \log P(\hat{X}|X)$$

(8)

Due to Equation (2), $P(\hat{X}|X)$ is 0 or 1, so $P(\hat{X}|X) \log P(\hat{X}|X)$ is always 0, then $H(\hat{X}|X) = 0$, and

$$I(X; \hat{X}) = H(\hat{X})$$

(9)

Note that $\hat{X} = f_{\text{dec}}(Z|\Theta_{\text{dec}})$. According to the information theory, we have

$$H(\hat{X}) \leq H(Z)$$

(10)

In practical coding schemes, we use entropy coding methods to convert $Z$ to binary codes. One entropy coding method defines a set of rules for the conversion. Theoretically, each entropy coding method corresponds to a presumed probability distribution $B(Z)$, and the coding rate (i.e., the expected code length) is

$$R(Z) = \mathbb{E}_Z[-\log B(Z)] = \sum_Z -P(Z) \log B(Z)$$

(11)

Note that

$$H(Z) = \sum_Z -P(Z) \log P(Z) \leq \sum_Z -P(Z) \log B(Z)$$

(12)

Thus, the optimization problem is changed from Equation (6) to

$$\min_{\Theta \in \Omega} R(Z), \text{ subject to } \mathbb{E}_{X, \hat{X}}[d(X, \hat{X})] \leq D$$

(13)

Till now, $X$ is assumed to be an information source whose probability distribution is $P(X)$. However, when we use $X$ to denote videos, the probability distribution of videos is difficult to explicitly characterize. Practically, we have many videos as samples of the implicit distribution. Based on how to define the samples, we have offline optimization and online optimization, respectively.

---

6Here, the word “semantics” does not refer to the meaning of a word as understood by humans. Instead, it refers to the various kinds of symbols that have different meanings, for example, symbols for coding modes, symbols for MVs, symbols for quantized residual coefficients, symbols for quantized latents, and so on.
3.1.1 Offline Optimization. Prior to the encoding/decoding process, we may perform offline optimization using a lot of samples. These samples are assumed to be independently and identically sampled (i.i.d.) from $X$. We use the following denotations. Assuming there are $K$ samples, each sample (video) is denoted by $x_k$ where $k = 1, 2, \ldots, K$. For each sample, the encoder produces the corresponding semantics $z_k$, and the decoder produces the corresponding reconstructed sample $\hat{x}_k$:

$$z_k = f_{\text{enc}}(x_k|\Theta_{\text{enc}}); \hat{x}_k = f_{\text{dec}}(z_k|\Theta_{\text{dec}})$$  \hspace{1cm} (14)

The rate of each sample is $-\log B(z_k)$, and the distortion of each sample is denoted by $\Delta(x_k, \hat{x}_k)$. Then, the optimization problem becomes

$$\min_{\Theta \in \Omega} \frac{1}{K} \sum_{k=1}^{K} -\log B(z_k), \text{ subject to } \frac{1}{K} \sum_{k=1}^{K} \Delta(x_k, \hat{x}_k) \leq D$$  \hspace{1cm} (15)

3.1.2 Online Optimization. During the encoding/decoding process, we may perform online optimization specifically for the sample to be coded. Here, the to-be-coded sample is assumed to be the only sample that we have from $X$. The sample (video) is denoted by $x$. The corresponding semantics is $z$. The reconstructed sample is $\hat{x}$. The rate of this sample is $-\log B(z)$, and the distortion is $\Delta(x, \hat{x})$. Then, the optimization problem becomes

$$\min_{\Theta \in \Omega} -\log B(z), \text{ subject to } \Delta(x, \hat{x}) \leq D$$  \hspace{1cm} (16)

In practice, online optimization is further constrained. The online optimization is specific for the sample to be coded, and the sample is available at the encoder side but not at the decoder side. Thus, practical online optimization can change only the encoding function/parameter $f_{\text{enc}}(\cdot|\Theta_{\text{enc}})$ but not the decoding function/parameter $f_{\text{dec}}(\cdot|\Theta_{\text{dec}})$.

Thus, the practical online optimization problem is

$$\min_{\Theta_{\text{enc}} \in \Omega_{\text{enc}}} -\log B(z), \text{ subject to } \Delta(x, \hat{x}) \leq D$$  \hspace{1cm} (17)

where $\Omega_{\text{enc}}$ is the encoding parameter space.

3.1.3 Summary. We observe that offline optimization and online optimization have two important differences. First, offline optimization minimizes the average RD cost over a set of samples, while online optimization minimizes the RD cost of a specific sample. Thus, online optimization is more adaptive to the sample to be coded. Second, offline optimization can optimize both encoder and decoder, while online optimization can optimize only encoder. Thus, offline optimization has more degrees of freedom. These differences imply that offline optimization and online optimization both have pros and cons. It is then necessary to combine their advantages.

3.2 Optimization Problem Solutions

For either offline optimization (15) or online optimization (17), the optimization problem is a constrained one. Constrained optimization problems are usually recasted as unconstrained ones before

---

7One may be confused here. For end-to-end learned video coding, one online optimization method may optimize not only the latents but also the decoding network parameters, such as in [97]. So why do we claim that online optimization cannot change the decoding parameter? We need to clarify that there is no conflict. Our defined decoding parameter $\Theta_{\text{dec}}$ is not equivalent to the decoding network parameters in [97] and similar methods. Our formulation shown in Figure 1 assumes that the decoding function $f_{\text{dec}}$ processes the entire semantics, and nothing else. In [97] and similar methods, the semantics include not only latents but also decoding network parameters. When interpreting these methods with our formulation, $f_{\text{dec}}$ consists of updating the decoding network parameters and then performing inference with the latents. This $f_{\text{dec}}$ does not change for different videos.
Fig. 2. Conceptual illustration of three optimization solutions. The horizontal axis denotes the parameter space. The vertical axis denotes the optimization objective, which is to be minimized. The red triangle indicates the global optimum. (a) Discrete, search-based optimization, which chooses several parameters (shown as the black/blue dots) and compares their corresponding objective function values. (b) Continuous, numerical optimization, e.g., gradient descent-based optimization, starts from a chosen initial parameter (shown as the black dot) and finds out a local optimum (shown as the blue dot). (c) Hybrid optimization, e.g., also gradient descent-based, starts from several different initial parameters (shown as the black points) and finds out several local optima (respectively (shown as the blue dots and the red triangle)) and compares the local optima. Hybrid optimization combines the concepts of discrete and continuous optimization.

being solved [94]. Specifically, Equation (15) is replaced with

$$
\min_{\Theta \in \Omega} \frac{1}{K} \sum_{k=1}^{K} - \log B(z_k) + \lambda \frac{1}{K} \sum_{k=1}^{K} \Delta(x_k, \hat{x}_k) \tag{18}
$$

Equation (17) is replaced with

$$
\min_{\Theta_{enc} \in \Omega_{enc}} - \log B(z) + \lambda \Delta(x, \hat{x}) \tag{19}
$$

where $\lambda$ is the Lagrangian multiplier. In this subsection, we use $J$ to denote the optimization objective (known as the joint RD cost) in either one of the above two problems. We use $\Theta$ to denote the parameter in either problem. As a conceptual illustration, Figure 2 presents three kinds of optimization solutions.

3.2.1 Search-Based Solution. The idea of search-based optimization is to enumerate possible solutions and compare these solutions to find the optimal one among them. As shown in Figure 2(a), we can choose $N$ different parameters, each of which is denoted by $\Theta_i$, where $i = 1, 2, \ldots, N$. We then calculate $J_i = J(\Theta_i)$, and find out the minimum from the $J_i$’s. The optimal parameter $\Theta^*$ is obtained as

$$
\Theta^* = \arg \min_i J(\Theta_i) \tag{20}
$$

Search-based optimization has no requirement on the objective function except that the function value can be evaluated at each chosen parameter. If the searched parameters are sufficient, the true optimal parameter (that leads to the global optimum of the objective function) has a good chance of being found. Otherwise, if the searched parameters are not sufficient, the global optimum may be missing, as shown in Figure 2(a).

3.2.2 Numerical Solution. There are a lot of numerical optimization methods [94]. We first discuss gradient descent-based methods as they have been widely adopted in video coding [70]. The idea of gradient descent is to iteratively refine a solution using the gradients of the objective function. As shown in Figure 2(b), we can set an initial parameter $\Theta_1$ and calculate $\Theta_i$, $i = 2, 3, \ldots$ in
\[ \Theta_i = \Theta_{i-1} - \eta \frac{\partial f}{\partial \Theta}(\Theta_{i-1}) \]  

(21)

where \( \eta \) is the learning rate. The iteration is terminated if the difference between \( \Theta_i \) and \( \Theta_{i-1} \) is negligible. And the optimal parameter \( \Theta^* \) equals the last \( \Theta_i \).

Gradient-based optimization requires that the objective function is differentiable (implying continuous) at each of the encountered parameters during the iteration. This is a strong assumption. Indeed, due to this assumption, some technical challenges were encountered in practical video coding schemes, such as how to deal with quantization in learned video coding [1, 6, 31]. Moreover, gradient descent usually finds a local optimum that is possibly not the global optimum, as shown in Figure 2(b).

Besides gradient descent, there are other numerical optimization methods. Some methods require the second-order gradients of the objective function, which incurs very high computational complexity. To date, the most popular numerical optimization methods, especially for deep learning, are still gradient descent and its variants.

### 3.2.3 Hybrid Solution

We now compare search-based optimization and numerical optimization. When the objective function is differentiable, we observe that numerical optimization is more efficient for searching in a local area of the parameter space. However, it is easily trapped into local optimums. Therefore, we may combine search-based optimization and numerical optimization to leverage both advantages.

Here we describe a possible solution. As shown in Figure 2(c), we can choose \( N \) different initial parameters, each of which is denoted by \( \Theta_i \), where \( i = 1, 2, \ldots, N \). Around each \( \Theta_i \), we perform gradient descent to obtain a locally optimal parameter \( \Theta^*_i \). At last, the optimal parameter \( \Theta^* \) is obtained as

\[ \Theta^* = \arg \min_i J(\Theta^*_i) \]  

(22)

Compared to gradient descent-based methods, the hybrid optimization method also requires that the objective function is differentiable. As it performs multiple gradient descent processes, its computational complexity is higher (but note that the multiple gradient descents can be calculated in parallel). Meanwhile, it has a better chance to find out the global optimum. And the chance is better if the number of searched initial parameters, \( N \), is larger.

Compared to search-based methods, the hybrid optimization method may require much less searched parameters, since the gradient guidance helps exclude a lot of less promising variables in each local area around \( \Theta_i \). Thus, the computational complexity is probably lower.

In summary, hybrid optimization may strike a better balance between the chance of reaching the global optimum and the computational complexity.

### 3.2.4 Different Optimization Problems and Solutions

Before ending this section, we would like to discuss the relationship between offline/online optimization and search-based/numerical/hybrid optimization.

Conceptually, they are orthogonal: offline/online optimization deals with different optimization problems, and search-based/numerical/hybrid optimization provides different optimization algorithms. Indeed, numerical optimization has been used for both offline optimization (e.g., training deep tools, see Section 2.3) and online optimization (e.g., performing ME, see Section 2.2). Search-based optimization has also been used for online optimization (e.g., mode decision, see Section 2.1). However, search-based optimization is seldom used for offline optimization in video coding, which may be attributed to the very high computational cost. Based on this evidence, we conjecture that hybrid optimization may be more used for online optimization than for offline optimization.
Towards Hybrid-Optimization Video Coding

Fig. 3. Our proposed hybrid-optimization video coding scheme. (a) The scheme includes intraframe coding and interframe coding, where modules are colored to show the adopted optimization strategies. (b) The scheme shows more details of the encoder for interframe coding.

It is more interesting to consider the collaboration between offline optimization and online optimization from the optimization algorithm perspective:

— Suppose that we use a search-based algorithm for online optimization. We know that search-based algorithms need a set of candidate parameters to be compared. The number of candidate parameters directly determines the online computational cost. Thus, we may perform offline optimization to decide these candidate parameters or help to decide. For example, for MD in block-based hybrid schemes, we perform offline optimization and train a neural network. The trained network may decide for each block an adaptive subset of modes to be online searched. In this way, the compression efficiency may be lowered because of missing some better modes, but the computational cost may be decreased significantly. See [26] for a concrete method.

— Then we consider using a gradient descent-based algorithm for online optimization. For gradient descent, the initial parameter is very important. Choosing a good initial parameter not only enhances the quality of the final solution but also accelerates the iterative process. Thus, we may perform offline optimization to decide the initial parameters or help to decide. For example, for online optimization in end-to-end learned schemes, we perform an inference on the offline trained network to obtain a set of latents. These latents are used as the initial value for online gradient descent-based optimization. See [14] for a concrete method.

— Finally, let us consider using the aforementioned hybrid algorithm for online optimization. In the hybrid algorithms, the number of the initial parameters and the location of each initial parameter are all crucial to the performance. We may perform offline optimization to decide or help to decide them. In the next section, we will present a concrete scheme to verify this idea.

Note that offline optimization that helps online optimization may be formulated in the meta-learning paradigm, as mentioned in [154].

4 PROPOSED SCHEME

Inspired by the theoretical analyses, we propose a hybrid-optimization video coding scheme. In this section, we first introduce the scheme design, and then focus on the offline optimization and online optimization procedures in our scheme. Figure 3(a) depicts the scheme including both intra(frame) coding and inter(frame) coding. Figure 3(b) displays more details of the encoder for interframe coding.
4.1 Scheme Design

Our scheme encodes/decodes a video frame by frame, but the frame coding order is allowed to be different from the natural temporal order. When encoding/decoding a frame, the previously coded frames may be (partially) used as reference frames to reduce the interframe data redundancy. We focus on interframe coding as it is much more important than intraframe coding to improve compression efficiency for natural videos. For simplicity, we reuse H.265/HEVC to compress intra frames.

For interframe coding, we follow the most successful paradigm in video coding, i.e., motion-compensated prediction (MCP). MCP is used not only in block-based hybrid schemes [12, 112] but also in end-to-end learned schemes [83]. Accordingly, our scheme has four important modules: motion estimation (ME) or specifically optical flow estimation, motion compensation (MC), residual transform and inverse transform, and entropy coding. An in-loop filter is added to the scheme for distortion reduction. Witnessing the success of deep tools (Section 2.3), the ME, MC, transform and inverse transform, and in-loop filter modules are all based on deep networks; the probability distribution estimation is also based on deep networks for the entropy coding. Thus, the decoder of our scheme (consisting of ME, MC, inverse transform, in-loop filter, and entropy decoding) is purely built on deep networks.

To facilitate hybrid optimization, we introduce multiple coding modes, some of which have parameters to be decided online. Indeed, in the online optimization procedure, the multiple coding modes correspond to the multiple initial parameters in Figure 2(c). If one coding mode has its own parameters, these parameters are online optimized by numerical algorithms. After all the modes are optimized, they are compared in terms of the joint RD cost, and the best mode is selected. We observe that the online optimization indeed follows the hybrid optimization idea mentioned in Section 3.2.

We consider three categories of coding modes, inspired by the practices in block-based hybrid schemes [112]. These modes are depicted as switches in Figure 3(b).

— **Block partition mode.** A block may be coded as one unit, or split into smaller subblocks each being one unit. Following H.265/HEVC, we use quadtree-based block partition, allowing a $64 \times 64$ block to be divided recursively to as small as $8 \times 8$ blocks.

— **Motion mode.** The motion information may be represented in different manners. Currently, we have three motion modes, known as Temporal Merge Mode, Temporal Scale Mode, and Motion Vector Mode. Both Temporal Merge Mode and Temporal Scale Mode require to predict a per-pixel optical flow at the decoder side. The basic idea of optical flow prediction is to use multiple reference frames. For example, if the frame to be coded is the $t$-th frame, and the decoder already obtains the reconstructed $(t-1)$-th and $(t+1)$-th frames. The optical flow from $(t-1)$ frame to $(t+1)$ frame can be estimated by an optical flow network. The estimated optical flow is scaled by 0.5 to be the predicted optical flow from $(t-1)$ frame to $t$ frame, with the uniform-speed motion assumption. In Temporal Merge Mode, the predicted optical flow is directly used for MC at the decoder side; there is no additional bit to signal any motion information except for the mode itself. In Temporal Scale Mode, there are some coefficients to further scale up/down the predicted optical flow, implying non-uniform-speed motion; for each block, there are four scaling coefficients (forward and backward references, horizontal and vertical directions); these scaling coefficients are optimized at the encoder side and written into the codes. Motion Vector Mode does not use the prediction optical flow; instead, it is to assign an MV for a block; the MV is optimized at the encoder side and written into the codes. For both Temporal Scale Mode and Motion Vector Mode, online optimization is addressed by gradient descent-based algorithms.
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— **Residual mode.** A block may have residual, which will be transformed and the resulting coefficients will be coded, or not (named Residual Skip).

One may notice that the number of our designed modes is much less than that in the state-of-the-art block-based hybrid schemes like H.265/HEVC and H.266/VVC. Indeed, H.265/HEVC has much more modes than our scheme. Except for quadtree-based block partition, H.265/HEVC also has **prediction unit (PU)** partitioning for interframe coding. Moreover, H.265/HEVC has many motion- or residual-related modes, such as SKIP, MERGE, AMVP, and so on [112]. H.266/VVC has much more block partition modes as well as more motion- or residual-related modes [12]. As mentioned before, search-based optimization has higher computational complexity if using more modes, so we have intentionally limited the number of modes in our scheme. We hope that the hybrid optimization may relieve the need for too many modes to be searched.

### 4.2 Offline Optimization

For the offline optimization in our scheme, we follow the practices of training deep networks in end-to-end learned schemes (Section 2.4). Since the offline optimization deals with massive training data, search-based algorithms or hybrid algorithms may incur very high computational complexity. Thus, we use only numerical algorithms in the offline optimization.

Our entire scheme has not only deep networks but also multiple coding modes, where the latter is not friendly to numerical algorithms. To solve this problem, we remove all the discrete components (the switches in Figure 3(b)) before training. Specifically, the deep networks being trained constitute a complete end-to-end interframe coding scheme: the ME module produces a per-pixel optical flow; the MC module obtains the MCP signal using the optical flow; one autoencoder equipped with entropy model compresses the residual; another autoencoder equipped with entropy model compresses the optical flow; the in-loop filter takes the reconstructed residual plus the MCP signal as input and obtains the reconstructed frame. All these networks are jointly trained to minimize the RD cost on the entire training dataset.

After training the networks, we augment our scheme with the designed coding modes. As noted in Section 3.2, we also prepare for the online optimization. Our online optimization is hybrid, so we need to define the number of initial parameters as well as the location of each initial parameter (Figure 2(c)). They correspond to the number of modes and the initial parameter (to be online numerically optimized) for each mode, respectively. Currently, the number of modes is predefined in our scheme. Several modes do not have parameters to online numerically optimize. So we consider only the modes that allow online numerical parameter optimization.

Specifically, we consider **Temporal Scale Mode and Motion Vector Mode.** For Temporal Scale Mode, the parameters for online numerical optimization are the scaling coefficients. For Motion Vector Mode, the parameters for online numerical optimization are the MVs. We design appropriate initialization algorithms for these parameters respectively, using the offline trained networks as guidance. For Temporal Scale Mode, the scaling coefficients are initialized by the optical flows (calculated by the offline trained ME module), e.g., the scaling coefficient for \((t - 1)\) frame is set to the ratio of the optical flow from \((t - 1)\) to \(t\) over the optical flow from \((t - 1)\) to \((t + 1)\). For Motion Vector Mode, the MV of one block is initialized as the mean of the optical flow vectors inside the block.

### 4.3 Online Optimization

The online optimization in our scheme follows the hybrid optimization idea (Section 3.2), i.e., online numerical optimization followed by online search-based optimization.

Currently, the online numerical optimization works on only two modes: **Temporal Scale Mode and Motion Vector Mode.** For either mode, there are some parameters that allow numerical
optimization. We need to define the optimization objective for them. In online optimization, a natural objective is the RD cost of the to-be-coded frame. We relate the parameters to per-pixel optical flow: For Temporal Scale Mode, the parameters are used to scale a predicted optical flow (the predicted optical flow itself is regarded as constant). For Motion Vector Mode, the parameters are one MV per block, so the MV is assigned as the optical flow to every pixel in the block. We use the per-pixel optical flow together with the trained networks (MC, residual compression, in-loop filter) to calculate the RD cost. The RD cost with respect to the parameters is then a differentiable function, because the networks are all differentiable. Given the optimization objective, we properly initialize the parameters and update them iteratively by gradient descent-based algorithms.

Next, we perform online search-based optimization. Note that we have three kinds of modes. Their combinative optimization is computationally unaffordable. Thus, we perform a stage-wise search. **Stage 1: motion mode decision.** The frame to be coded is divided into $64 \times 64$ blocks. For each $64 \times 64$ block, the three motion modes are compared to decide the best one. Then similarly, $32 \times 32$ blocks, $16 \times 16$ blocks, and $8 \times 8$ blocks are processed in turn. **Stage 2: block partition decision.** Since quadtree-based block partition allows too many choices [25], we use a heuristic bottom-up algorithm for deciding block partition. The frame to be coded is divided into $8 \times 8$ blocks. For each $8 \times 8$ block, its RD cost is set to the minimum by comparing different motion modes in the first stage. Then the frame to be coded is divided into $16 \times 16$ blocks. For each $16 \times 16$ block, if it is split, $RD_s$ is the sum of the RD costs of the corresponding four $8 \times 8$ blocks, which are obtained in the previous step; if it is not split, $RD_{ns}$ is set to the minimum by comparing different motion modes in the first stage. $RD_s$ and $RD_{ns}$ are compared to decide whether to split or not. After the decision, the RD cost of this $16 \times 16$ block is set to the minimum of $RD_s$ and $RD_{ns}$. Then similarly, $32 \times 32$ blocks and $64 \times 64$ blocks are processed in turn. **Stage 3: residual mode decision.** After the former two stages, the block partition as well as the motion mode of each block have been decided, so the residual is determined, too. The entire-frame residual is redivided into blocks (can be different from the previous block partition to allow flexibility) - renamed residual units to distinguish - and each residual unit may choose its residual mode. After the three stages, the online search-based optimization is finished.

In summary, our proposed scheme performs hybrid optimization, including both search-based and numerical optimization, in the online stage. We adopt offline optimization to assist the online hybrid optimization. Moreover, our scheme is designed for the random-access configuration. These characteristics are rarely found in the existing methods mentioned in Section 2.5.

5 EXPERIMENTS

5.1 Experimental Settings

5.1.1 Coding Configuration. There are three commonly used coding configurations, known as all-intra, low-delay, and random-access. Our experiments concentrate on the random-access configuration due to the following reasons. First, our scheme focuses on interframe coding, so we omit the all-intra configuration. Second, we are studying video coding for compression efficiency, and random-access is believed to have the highest compression efficiency among the three configurations [95]. Third, it seems that end-to-end learned schemes performed less competitively in the random-access configuration than in the low-delay configuration, so we want to improve upon the end-to-end learned schemes.

To test our scheme, we follow the common test conditions defined for the random-access configuration in the H.265/HEVC reference software known as HM (version 16.10)\(^8\). In our scheme,
only the first frame in each intra period is intraframe coded, and the remaining frames are organized into multiple groups of pictures (GOPs). Each GOP consists of 8 consecutive frames. The frames within one GOP (1st to 8th) are divided into 4 temporal layers (L0 to L3), and coded in the following order: L0 (8th), L1 (4th), L2 (2nd, 6th), L3 (1st, 3rd, 5th, 7th). Each frame can use up to two reference frames, but the reference frames must be at the previous layer, or in the previous GOP, or intra frames. For example, the 6th can use the 4th and 8th as references, the 3rd can use the 2nd and 4th as references, and so on. This coding configuration is especially suitable for bi-prediction.

5.1.2 Network Training. The common test conditions of HM specify four quantization parameters (QPs): 22, 27, 32, and 37. Corresponding to each of the four QPs, we train a set of networks. Note that different QPs relate to different $\lambda$ values in the optimization objective (Equation 15 or 17). We use mean-squared error as the distortion metric in the optimization objective. Thus, we can directly use the $\lambda$ values calculated in HM for our optimization. We use the SJTU 4K dataset [109] as well as its downsampled versions to prepare training data. Only the luma component is used for training data. For each QP, we use HM to compress the original videos, then extract the original frames and reconstructed frames according to our defined coding configuration. For example, we may extract the 6th frame from an original video, and the 4th and 8th frames from the corresponding HM reconstructed video, and use them to form a tuple. We further crop the tuples, in the spatial dimensions, into non-overlapping $128 \times 128$, 3-frame clips. In total, we produce about 500,000 clips as the training data.

As for implementation, the network training uses PyTorch and is performed on 4 NVIDIA GTX 1080Ti GPUs. The quantization is approximated using the method described in [117]. The Adam optimizer [54], with hyperparameters 0.9 and 0.999 and no weight decay, is used. The batch size is 16. The learning rate is $10^{-4}$ at the beginning and then reduced to $10^{-5}$.

5.1.3 Other Settings. Our networks are trained with only the luma component. For video sequences normally in the YUV420 format, our scheme encodes Y, U, and V separately and using the same network, without considering cross-component correlations. The online numerical optimization is applied only on L1 frames (i.e., 4th frame of each GOP). The number of online iterations is set to 10. Both settings aim to reduce the online computational cost.

5.1.4 Test Conditions. We try our best to follow the HM test conditions. For example, the intra period is set to 32, which is the default setting in HM (version 16.10). Some changes in test conditions are noted below. First, we use 16 test sequences with different resolutions known as Classes B, C, D, and E [9]. Second, for each sequence, we test the frames of the first intra period. Third, in addition to using the raw sequences in the YUV420 format, we convert the test sequences into the YUV400 format and test again. The results of YUV400 better reflect the real performance of our scheme. These changes are applied to HM as well when we compare our scheme with HM.

5.2 Overall Performance

5.2.1 Comparison with H.265/HM. We experimentally compare our scheme and HM using the same test conditions. Here we use PSNR to measure the quality of the reconstructed frames and calculate BD-rate [8] to quantify the compression efficiency of our scheme, taking HM as the anchor.

Figure 4 presents the average PSNR values of all the tested frames, showing the quality variation within each GOP (lower temporal layer frames have higher quality) as well as between intra frames and inter frames (intra frames have higher quality). It is observed that our scheme is well aligned to H.265/HM in terms of the frame quality levels. Thus, the BD-rate results are reliable.
Fig. 4. Average PSNR values of the frames with respect to different POCs (POC indicates the relative position within a GOP, 0 stands for intra frame) obtained by H.265/HM and our proposed scheme. Our scheme is well aligned with H.265/HM in terms of the frame quality levels.

Table 3. BD-Rate Results of our Proposed Scheme Compared to H.265/HM (YUV400)

| Class | Sequence       | Y (%) |
|-------|----------------|-------|
| Class B |                |       |
|       | Kimono         | −2.4  |
|       | ParkScene      | −4.4  |
|       | Cactus         | −4.1  |
|       | BasketballDrive| 2.5   |
|       | BQTerrace      | 43.4  |
| Class C |                |       |
|       | BasketballDrill| 2.6   |
|       | BQMall         | 4.9   |
|       | PartyScene     | 0.4   |
|       | RaceHorsesC    | 16.6  |
| Class D |                |       |
|       | BasketballPass | −6.4  |
|       | BQSquare       | −14.5 |
|       | BlowingBubbles | −0.8  |
|       | RaceHorses     | 3.9   |
| Class E |                |       |
|       | FourPeople     | −4.6  |
|       | Johnny         | 2.9   |
|       | KristenAndSara | 1.2   |
| Class Summary |    |       |
| Class B |                | 7.0   |
| Class C |                | 6.1   |
| Class D |                | −4.4  |
| Class E |                | −0.2  |
| Overall | Classes B–E   | 2.6   |

Table 3 presents the results on the YUV400 format sequences, which show that our scheme has an average 2.6% BD-rate loss compared to HM. Table 4 presents the results on the normal YUV420 format sequences, which show that our scheme has an average 3.7%, 6.3%, 4.7% BD-rate losses compared to HM for Y, U, V, respectively. The losses on YUV420 are larger than on YUV400 because our scheme did not exploit the cross-component correlations, but H.265/HM had exploited. Based on the YUV400 results, it is evident that our scheme performs on par with H.265/HM.

Taking a per-sequence view, our scheme has a significant gain on BQTerrace, but significant losses on BQTerrace and RaceHorsesC. For the other sequences, the difference between our
Table 4. BD-rate Results of our Proposed Scheme Compared to H.265/HM (YUV420)

| Class   | Sequence     | Y (%) | U (%) | V (%) |
|---------|--------------|-------|-------|-------|
| Class B | Kimono       | 0.9   | 0.4   | 1.0   |
|         | ParkScene    | -3.5  | 1.3   | 2.0   |
|         | Cactus       | -2.9  | -2.5  | -0.7  |
|         | BasketballDrive | 4.3  | 12.0  | 5.1   |
|         | BQTerrace    | 44.9  | 10.5  | 11.2  |
| Class C | BasketballDrill | 4.2  | 12.9  | 9.0   |
|         | BQMall       | 6.2   | 13.5  | 11.1  |
|         | PartyScene   | 0.6   | 3.4   | 3.7   |
|         | RaceHorsesC  | 17.3  | 28.1  | 24.6  |
| Class D | BasketballPass | -4.4 | 3.2   | -4.0  |
|         | BQSquare     | -13.6 | -2.9  | -6.2  |
|         | BlowingBubbles | -0.5 | 3.6   | 5.5   |
|         | RaceHorses   | 6.8   | 21.2  | 14.2  |
| Class E | FourPeople   | -4.4  | -2.8  | -2.9  |
|         | Johnny       | 2.7   | 0.2   | 2.2   |
|         | KristenAndSara | 1.3  | -0.6  | -0.5  |
| Class Summary | Class B | 8.7   | 4.3   | 3.7   |
|         | Class C      | 7.1   | 14.5  | 12.1  |
|         | Class D      | -2.9  | 6.3   | 2.4   |
|         | Class E      | -0.1  | -1.1  | -0.4  |
| Overall | Classes B–E  | 3.7   | 6.3   | 4.7   |

scheme and HM is less than 10%. For BQTerrace and RaceHorsesC, we observed that the poor performance of our scheme was mostly due to inaccurate optical flows. Indeed, BQTerrace contains a large area of thin textures (e.g., wall and railing) and irregular textures (e.g., water ripples). RaceHorsesC contains irregular textures (e.g., grass) and many disocclusions (due to the moving horses). These are difficult cases for optical flow estimation networks. Our scheme based on optical flow estimation thus performs worse. On the other hand, BQSquare has small motions (the camera is moving slowly), which can be accurately captured by the optical flow estimation networks. It is worth noting that optical flow estimation networks are offline numerically optimized, while the ME algorithms in traditional block-based hybrid schemes are online search-based optimized. The inefficiency of optical flow estimation networks indicates some shortcomings of offline numerical optimization, such as lack of robustness and being trapped into local optimums.

5.2.2 Comparison with End-To-End Learned Schemes. Plenty of end-to-end learned schemes have been proposed in recent years. A low-delay coding scheme was reported to outperform H.266/VVC on certain test conditions [60]. Another random-access coding scheme was reported to perform on par with H.265/HEVC [15]. It is worth noting that a lot of comparisons in the previous studies did not obey the same test conditions. For example, end-to-end learned schemes usually take RGB format videos as input and output and exploit the correlations among R, G, and B components implicitly. Our scheme did not address the cross-component correlations at all. Despite these differences, we here provide a set of comparison results to contrast our scheme with some recent end-to-end learned schemes. Note that our scheme and HM process YUV420 format videos, and we convert the original videos and the reconstructed videos into the RGB format and then calculate PSNR in this subsection.
First, we compare with [15], which represents the best compression efficiency of end-to-end schemes for the random-access configuration. On the five test sequences (HEVC Class B), the B-CANF method has a 10.6% BD-rate loss than H.265/HM, where the distortion is measured by RGB PSNR, as reported in the Fig. 5 of [15]. On the same sequences and following the same test condition, our scheme has a 9.3% BD-rate loss than H.265/HM. Thus, our scheme performs on par with B-CANF.

Moreover, we compare with some earlier end-to-end schemes. We use 13 test sequences including Classes B, C, and D. For each sequence, we test the first 100 frames. Some earlier end-to-end schemes used too short intra period (IP), like 10, which is not common practically. To make the comparison informative, we also use short IPs, like 8 and 16 (need to be a multiple of GOP length), for our scheme and HM. Note that our scheme and HM actually support much longer IPs as in the previous results. Figure 5 presents the results of different schemes, including x264 (an open-source implementation of H.264/AVC), x265 (an open-source implementation of H.265/HEVC), DVC [83], HLVC [137], FVC [42], HM, and our scheme. It can be observed that HM performs the best, and our scheme is slightly worse than HM. There is a large gap between our scheme and the others except HM.

5.3 Analyses of Proposed Hybrid Optimization

5.3.1 Benefit of Multiple Modes. To demonstrate the benefit of using multiple coding modes, i.e., using online search-based optimization in our scheme, we perform some ablation studies. In these studies, we use the sequences of Classes B, C, and D in the YUV400 format, and always use HM as the anchor to calculate BD-rate.

During the offline optimization of our scheme, we have built an end-to-end learned interframe coding scheme, as mentioned in Section 4.2. This scheme may be directly used for video coding without any further optimization. It is named ”E2E Flow,” because it requires coding the optical flows. Its performance, as shown in Table 5, is unsatisfactory. One may conjecture that the bi-prediction does not require so much optical flow information.

Our designed Temporal Merge Mode does not signal any motion information. Instead, the decoder side predicts an optical flow for MC, as mentioned in Section 4.1. Based on the offline trained networks, we try to apply only Temporal Merge Mode without any other mode (no block partition.
Table 5. Ablation Study Results Showing the BD-Rate of each Configuration Compared to H.265/HM (YUV400)

| Class | E2E Flow | E2E TMerge | + TScale | + MVM | + VBlock | + ResiSkip |
|-------|----------|------------|----------|-------|----------|------------|
| B     | 130.1    | 29.4       | 19.9     | 13.3  | 8.2      | 8.3        |
| C     | 66.5     | 21.6       | 15.6     | 10.0  | 7.0      | 6.8        |
| D     | 33.5     | 7.6        | 2.8      | −0.4  | −2.9     | −3.5       |
| Average | 80.8     | 20.3       | 13.3     | 8.0   | 4.4      | 4.2        |

(1) E2E Flow: After the end-to-end training, directly compressing the flow without any mode or online optimization. (2) E2E TMerge: After the end-to-end training, only use the proposed Temporal Merge Mode without block partitioning or online optimization. (3) + TScale: adding the proposed Temporal Scale Mode to (2), where block size is fixed to 32 × 32. (4) + MVM: adding the proposed Motion Vector Mode to (3), where block size is still fixed to 32 × 32. (5) + VBlock: enabling variable block sizes (from 8 × 8 to 64 × 64) on top of (4). (6) + ResiSkip: adding the proposed Residual Skip Mode to (5).

It is named “E2E TMerge” in Table 5. Its performance is much better than “E2E Flow,” which supports the conjecture that the bi-prediction can exploit the correlations between multiple reference frames to avoid coding much motion information.

Then, we add Temporal Scale Mode and Motion Vector Mode in turn. These two modes require writing some symbols at the block level, so we intentionally set the block size to 32 × 32. As shown in Table 5, adding Temporal Scale Mode reduces the average BD-rate loss by 7 percent; further adding Motion Vector Mode reduces the average BD-rate loss by another 5.3 percent.

Then, we turn on block partition modes using the proposed bottom-up search algorithm. So the block size is variable from 64 × 64 to 8 × 8. As shown in Table 5, variable block size reduces the average BD-rate loss by 3.6 percent.

Then, we enable residual modes. As shown in Table 5, the average BD-rate loss is further decreased from 4.4% to 4.2%. Although the improvement in BD-rate is small, Residual Skip Mode may also save decoding time in practice.

Till now, we have not enabled the online numerical optimization. These experimental results fully demonstrate the necessity of the online search-based optimization, and also demonstrate the effectiveness of the proposed coding modes, like Temporal Merge and Temporal Scale.

5.3.2 Mode Selection Results. In our scheme, multiple coding modes are being selected in the online optimization. Here, we analyze the mode selection results. Specifically, we calculate the selection ratio of each mode, defined as the ratio of the area of the blocks that select the mode over the entire area. Note that the ratio is calculated by area rather than by count because blocks have different sizes in our scheme.

The selection ratios of different block sizes are visualized in Figure 6. It can be observed that larger blocks are selected more than smaller blocks. Comparing different classes (having different resolutions), Class B (having higher resolution) uses more 64 × 64 blocks than the other two classes. This is attributed to the observation that high-resolution content usually has higher spatial correlations, while low-resolution content contains more details that require finer block partition. As QP increases, more 64 × 64 blocks are selected, while less 32 × 32, 16 × 16, 8 × 8 blocks are selected. Note that higher QP corresponds to lower rate, which prefers larger blocks to reduce the number of coded symbols.

The selection ratios of different motion modes and residual modes are visualized in Figure 7. In this figure, different classes do not exhibit obvious variation, which implies that the motion/residual modes are less dependent on video resolution. Among the three motion modes, Temporal Merge Mode is used the most, followed by Motion Vector Mode and Temporal Scale Mode. It is
already observed in Table 5 that Temporal Merge Mode is highly efficient for bi-prediction, so it is the most frequently selected. As QP increases, more blocks select Temporal Merge Mode, because this mode has no additional symbol to represent motion information, and thus is preferred at low rates. Residual Skip Mode is also frequently selected, especially at higher QP (lower rate), because it saves the rate for writing residual-related symbols.

In summary, the online search-based optimization could select suitable coding modes depending on the video content (e.g., resolution) and the required RD balance (reflected by QP). It exhibits strong adaptive capabilities.

5.3.3 Benefit of Online Numerical Optimization. Our scheme allows for online numerical optimization prior to the online search-based optimization. We have several restrictions on the online numerical optimization, such as using it for only two modes, for only L1 frames (4th frame of each GOP), and the iteration number is at most 10. Even with these restrictions, we observe that the online numerical optimization provides considerable coding gain. Table 6 presents the BD-rate results of turning on the online numerical optimization for the two modes respectively, where we calculate rate and PSNR for only L1 frames and for all frames, respectively. It can be observed that for all frames, the online numerical optimization achieves an average 1.0% BD-rate reduction. For only L1 frames, the average BD-rate reduction is 4.1%, and the highest reduction is 8.8% for Kimono. The two modes exhibit different benefits, e.g., Motion Vector Mode has more gain for Kimono while Temporal Scale Mode performs better for BQTerrace. The benefits of the two modes are largely accumulated when turning on both. These results demonstrate the necessity to perform online numerical optimization in our scheme. Combined with the aforementioned results, they confirm the benefit of the hybrid optimization.
Table 6. BD-Rate Results of Turning on the Proposed Online Numerical Optimization on L1 Frames for Temporal Scale Mode (TScale), Motion Vector Mode (MV), or Both

| Class  | Sequence      | Only L1 frames | All frames |
|--------|---------------|----------------|------------|
|        |               | TScale | MV | Both | Both |
| Class B| Kimono        | −0.7   | −8.6 | −8.8 | −1.9 |
|        | ParkScene     | −0.4   | −0.3 | −0.8 | −0.4 |
|        | Cactus        | −0.9   | −0.7 | −1.1 | −0.4 |
|        | BasketballDrive| −2.1   | −5.1 | −6.5 | −1.8 |
|        | BQTerrace     | −5.8   | −3.7 | −7.7 | −1.4 |
| Class C| BasketballDrill| −0.5   | −0.4 | −0.5 | −0.1 |
|        | BQMall        | −1.5   | −5.4 | −6.9 | −1.5 |
|        | PartyScene    | −1.9   | −1.0 | −2.5 | −0.5 |
|        | RaceHorsesC   | −0.2   | −3.0 | −3.1 | −0.5 |
| Class D| BasketballPass| −2.7   | −2.7 | −4.1 | −1.0 |
|        | BQSquare      | −2.3   | −1.3 | −2.8 | −0.8 |
|        | BlowingBubbles| −2.6   | −2.6 | −3.6 | −0.8 |
|        | RaceHorses    | −0.5   | −5.0 | −5.4 | −1.3 |
| Overall| Classes B–D   | −1.7   | −3.1 | −4.1 | −1.0 |

The anchor is turning off online numerical optimization (YUV400). Rate and distortion are calculated for only L1 frames and for all frames, respectively.

6 DISCUSSIONS

We have observed the performance of a concrete hybrid-optimization video coding scheme. Although the scheme does not set a new state-of-the-art, its compression efficiency is comparable to H.265/HEVC in the random-access configuration. We note that a concurrent study also reported similar compression efficiency, which uses much more sophisticated deep networks [15]. Considering the potential of hybrid-optimization schemes, we note the following two aspects.

To date, the most successful video coding schemes all belong to the block-based hybrid framework. Recently, the end-to-end learned framework has attracted more and more attention and is developing rapidly. Video coding experts have been studying advanced methods in one framework or in the other. However, the two frameworks are almost isolated, making it difficult to migrate the advances in one framework to the other. Moreover, some schemes belonging to one framework have tried to borrow ideas from the other framework, but such idea transfer is random rather than systematic. In other words, the improvements in either framework are difficult to combine, which limits the development of video coding technologies. Our suggested hybrid-optimization video coding may build a bridge between the two frameworks. On the one hand, more subtle coding modes in the block-based hybrid framework, such as advanced block partition, intraframe and interframe modes, and RD-optimized quantization, can be inserted into our scheme. On the other hand, more sophisticated deep networks in the end-to-end learned framework, such as optical flow estimation network, autoencoder, entropy model, in-loop filter, can be adopted in our scheme, too. Thus, our scheme has a better chance to absorb and combine more advanced technologies in both frameworks.

Video coding technologies rely on computations to improve compression efficiency. The computing power restricts the achievable performance. Recently, computing power has been regarded as a kind of infrastructure. Computing power centers have been built to combine and coordinate heterogeneous computing devices, such as CPU, GPU, TPU, and so on. Meanwhile, different
optimization algorithms prefer different kinds of computing power. Search-based optimization is more friendly to parallel computing, while numerical optimization often performs iterative computing. Switching between multiple modes is better supported in CPU, while training neural networks is better supported in TPU. If we stick to one optimization algorithm, we may be unable to take full advantage of a heterogeneous computing infrastructure. On the contrary, hybrid optimization that combines search-based and numerical algorithms may utilize the computing power better. Surely, it requires a lot of studies to distribute and schedule the computations.

7 CONCLUSION

We have reviewed the existing video coding technologies, especially two representative frameworks: block-based hybrid video coding and end-to-end learned video coding, from an optimization perspective. We have analyzed the optimization problems and the optimization solutions, which highlight the difference between offline and online optimization as well as the difference between search-based and numerical algorithms. Our analyses suggest that offline and online optimization should be combined, and it is beneficial to merge search-based algorithms and numerical algorithms into hybrid optimization algorithms. Guided by the theory, we have proposed a concrete hybrid-optimization video coding scheme, which consists of trained deep networks and multiple coding modes, and supports online hybrid optimization. We have experimentally demonstrated the compression efficiency of the proposed scheme, which is comparable to H.265/HEVC in the random-access configuration. Finally, we have analyzed the great potential of hybrid-optimization video coding schemes, on which we anticipate more theoretical and evidential studies.
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