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We study a quantum switch that distributes maximally entangled multipartite states to sets of users. The entanglement switching process requires two steps: first, each user attempts to generate bipartite entanglement between itself and the switch; and second, the switch performs local operations and a measurement to create multipartite entanglement for a set of users. In this work, we study a simple variant of this system, wherein the switch has infinite memory and the links that connect the users to the switch are identical. Further, we assume that all quantum states, if generated successfully, have perfect fidelity and that decoherence is negligible. This problem formulation is of interest to several distributed quantum applications, while the technical aspects of this work result in new contributions within queueing theory. Via extensive use of Lyapunov functions, we derive necessary and sufficient conditions for the stability of the system and closed-form expressions for the switch capacity and the expected number of qubits in memory.
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1 INTRODUCTION

The advent of quantum communications brings forth a number of advances that are not accessible via classical communication technology. A striking example is quantum key distribution (QKD) to achieve information-theoretic security, e.g., using well-known quantum-cryptographic protocols such as BB84 [1] or E91 [13]. These protocols allow two parties to generate a “raw” key, which, after classical error correction on a public authenticated channel (i.e., information reconciliation) and privacy amplification, is distilled into a secret key that can be used as a one-time pad. Some companies, including MagiQ Technologies, Inc. and ID Quantique, offer QKD for commercial and government use; the latter deployed such a system to protect the Geneva state elections in Switzerland in 2007 [33]. The original QKD schemes were designed for two trusted parties to be able to share a secret key, but generalizations of these protocols – which allow \( n \geq 3 \) trusted parties to securely generate a shared key – have been proposed, e.g., [20], and are known as multiparty QKD.

Point-to-point QKD using prepare and measure schemes, such as single-photon and decoy-state BB84 and CV-QKD protocols suffer from an exponential rate-versus-distance decay [36, 44]. The only way to get around this direct-transmission rate-distance tradeoff is to use entanglement-based QKD protocols, where the network delivers entanglement as a pre-shared resource between communicating parties, who then convert it to a quantum-secure shared secret (key) using protocols like BBM92 [3] and E91. Further, entanglement generation – if supported by quantum repeaters along the length of the network path connecting the communicating parties – is not limited by the exponential rate-vs.-distance tradeoff [23, 34, 35]. Besides QKD, there are added benefits to the network delivering entanglement as the base resource since entanglement has other uses such as distributed quantum computing [9, 29] and sensing [14, 30], for example. Some of these applications...
require multiparty entanglement as the enabling resource – the main focus of our paper. It is prudent therefore to model and analyze quantum networks for entanglement distribution, with the goal of deriving guiding principles that may help practitioners make informed decisions toward efficient network and device operation and design. As a step toward this objective, we model and analyze an entanglement distribution switch – a quantum device that will serve as a fundamental component of quantum networks.

Before we delve into specifics of quantum switch operation, let us first introduce the problem in abstract, mathematical terms. As we shall see, while the problem considered in this work was initially motivated by its application to entanglement switching, its relevance reaches far beyond this example, and it is of interest to queueing theory in general. Consider a server and $k$ clients in a star topology, as shown in Figure 1. Each client has a dedicated link to the server; one may think of these links either as communication channels or physical paths that may be used for object delivery. E.g., in the former scenario, the clients may send data packets to the server for processing, and in the latter, the central node may be an assembly plant that receives components of a product from geographically distant manufacturing plants. Assume that all links are identical, and the server has infinite storage. As soon as $n$ components (or parts) from $n$ distinct clients arrive at the central node, they are processed (or assembled) and immediately leave the system. An example, with $k = 4$ and $n = 2$, is shown in Panels 1a-1d. Assume that the processing/assembly step is instantaneous, but succeeds with probability $q$ (the fact that the assembly step can fail is important in the context of a quantum switch – see Section 2). Finally, assume that the arrival process on each link is a Poisson process with a constant rate $\mu$.

Given the last assumption above, we may model the system using a continuous-time Markov chain (CTMC). We will obtain, in closed form, (i) stability conditions, (ii) the maximum achievable assembly rate, (iii) the expected number of items in storage in steady state, when the stationary distribution exists.

When $n = 2$, the chain is a standard, one-dimensional birth-death process, and one may easily obtain its stationary distribution, provided it is stable. The problem becomes significantly more difficult to analyze when $n \geq 3$; in particular, the stability analysis requires the introduction of a Markov chain embedded in the original Markov chain. Via a careful choice of a Lyapunov function and application of the Foster Theorem [19], we derive the ergodicity condition of the embedded Markov chain, yielding the ergodicity condition of the original one. Following is a summary of the results:

- when the system is stable, the capacity, defined as the maximum achievable number of successful assemblies per time unit, is given by (Section 5)
  \[ \frac{q \mu k}{n}; \]

- when the system is stable, the expected number of items stored at the central node is given by (Section 6)
  \[ \frac{k(n - 1)}{2(k - n)}; \]
- the system is stable if and only if $k > n$ (Section 7).

The rest of the paper is organized as follows: in Section 2, we provide necessary background for quantum communication, its applications, and main challenges. We also describe the operation of quantum repeaters and switches, and discuss the significance of these devices, as well as of the protocol introduced in this section, to quantum communication. In Section 3, we discuss related work: both from the quantum and the queueing theory perspectives. In Section 4, we introduce the system and construct a CTMC. In Sections 5, 6, and 7, we analyze the system capacity, expected memory occupancy, and stability, respectively. In Section 8, we prove an important property: that when the system is stable, the expected memory occupancy is finite. Section 9 concludes the paper.

2 BACKGROUND

A qubit is the quantum analogue of a bit and is represented either by a two-level quantum-mechanical system (e.g., electron spin or photon polarization) or a pseudo two-level system (e.g., the ground and first excited states of an atom). Two or more qubits are said to be entangled when the state of one cannot be described independently from the state of the other(s). In this work, all quantum states, if generated successfully, are assumed to have unit fidelity\(^1\) to the corresponding ideal pure state.

Distributed quantum tasks, including those that require two or more parties to share an entangled state, typically require qubit transmission between the participants. For optical fiber, channel transmissivity is given by $\eta = e^{-\alpha L}$, where $L$ is the length of the link and $\alpha$ the fiber attenuation coefficient. Transmissivity can be interpreted as the fraction of transmitted power that reaches the end of the fiber; for a single photon, this corresponds to the probability that the photon successfully reaches the receiver\(^2\). In other words, the likelihood of losing a quantum state in transit grows exponentially with distance. At the same time, the no-cloning theorem \([50]\) prevents one from making an independent copy of an unknown state, thereby rendering losses irrecoverable. Hence, safe transmission of a quantum state across a large distance is a major challenge in quantum communication.

One method of overcoming the limited-distance problem is through the use of quantum repeaters \([8]\) coupled with the process of teleportation \([2]\). For example, consider a quantum protocol that requires two parties, $A$ and $B$, to share a two-qubit entangled state. A quantum repeater, $R$, is positioned between the two users, and as a first step the device attempts to generate entangled links between itself and the users; we call these “link-level entanglements”. Assume that there is at least one entangled photon pair source (which may be colocated with $R$) that assists with this task, by generating Bell pairs\(^3\) and distributing one half of a pair to a user and the other half to $R$. Once both entangled pairs are successfully distributed, the repeater performs an entanglement swapping operation \([52]\), as a result of which $A$’s and $B$’s qubits become entangled (despite not having directly interacted anytime in the past); we call this new entanglement an “end-to-end entanglement” between $A$ and $B$. The process of extending the range of entanglement using quantum repeaters is what makes quantum distributed applications, such as QKD, feasible over large distances.

Entanglement swapping can be generalized to create multipartite end-to-end entangled states between three or more users \([6, 10, 53]\), e.g., using a collection of Bell pairs. In this work, we consider the generation of maximally-entangled Greenberger-Horne-Zeilinger (GHZ) states of $n$ qubits \([21]\), e.g., states of the form $(|0\rangle^{\otimes n} + |1\rangle^{\otimes n})/\sqrt{2}$, where $n \geq 3$. These states have a wide

---

\(^1\)Fidelity $F(\rho, \sigma) \in [0, 1]$ is a measure of “closeness” between two quantum systems with density operators $\rho$ and $\sigma$. Unit fidelity is achieved when $\rho = \sigma$.

\(^2\)Transmission through free space poses its own challenges, such a photon loss and phase changes due to scattering \([47]\).

\(^3\)Bell pairs are maximally-entangled two-qubit states, e.g., $(|00\rangle + |11\rangle)/\sqrt{2}$. 
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variety of uses in distributed quantum computation, information, and communication; examples include quantum secret sharing [27, 45, 51], multiparty QKD (also known as NQKD or cryptographic conferencing) [11, 15, 20], quantum sensing [14, 40], and multipartite generalization of superdense coding [6, 24]. Entanglement swapping protocols typically involve two-qubit gates and projective measurements (e.g., Bell-state measurements or GHZ state projections), and certain operations succeed only probabilistically, which is especially true in linear optics [16, 22, 26]. To account for this phenomenon in our analysis, we introduce a parameter $q$ which corresponds to the successful entanglement swapping probability (analogous to the “assembly” success probability discussed in Section 1).

Throughout this work, we use the term “quantum switch” as opposed to “quantum repeater” because the former will be equipped with entanglement switching logic. We also assume that our quantum switch will be equipped with an infinite number of quantum memories. All quantum memories are assumed to have infinite coherence times. Suppose that the switch serves $n$-partite entangled states to $k \geq n$ users in a star topology, with each user having a dedicated link connecting it to the switch. Each link continuously attempts to generate maximally entangled bipartite (Bell) states between the corresponding user and the switch. Qubits from newly-generated Bell pairs are stored: one qubit at the user and the other at the switch. When $n$ Bell pairs are successfully generated across $n$ distinct links, the switch performs entanglement swapping to create an $n$-partite GHZ state. We would like to obtain closed-form expressions for the expected number of stored qubits at the switch as well as the capacity of the switch, expressed in the maximum possible number of swapping operations performed per unit time, or equivalently, the maximum rate of entanglement switching. To determine the latter, we must assume that any combination of $n$ users wish to share an entangled state, as to allow the switch to combine any $n$ Bell pairs, as long as they all belong to distinct users, without any restrictions. In fact, removing this assumption would necessarily lower the rate at which the switch serves end-to-end entangled states, and the final expression would no longer correspond to its capacity. Further, since the switch has infinite memory, conditions for stability of this system are also of interest. Finally, we assume that entanglement generation at the link level is a Poisson process, with $\mu$ being the successful entanglement generation rate. Under these assumptions, it becomes clear that the entanglement switching policy described here is mathematically equivalent to the assembly-like process described in Section 1.

3 RELATED WORK

The problem introduced in this paper can be viewed as a type of stochastic “assembly-like queue” [4, 5, 25, 28, 32] or a “kitting process” [12, 37, 42]. The aforementioned references focus on problems that are somewhat similar to our problem, yet differ significantly enough – in formulation, analysis, or both – that the latter warrants an independent analysis. Specifically, in some of these works there are assumptions (e.g., finite buffer capacity, limited and fixed number of input streams, restrictions on the assembly process or service time distribution, etc.) that prohibit us from extending their analyses to our problem, especially when it comes to the question of stability for our system, which has unlimited buffer. Meanwhile, other studies present only approximate analyses or bounds. In contrast, our goal is to obtain closed-form expressions for throughput and expected number of items in storage at the central node.

Recall that we choose a CTMC to model our system. In the next section, we will see that this Markov chain has a countably infinite multidimensional state space due to the limitless buffer criterion. The ergodicity of multidimensional Markov chains, even those with simple structure and transition probabilities, is often difficult to prove due to a lack of analytical tools in this domain. An
exception concerns a family of two-dimensional random walks, for which necessary and sufficient stability conditions exist [17, Theorem 1.2.1], [18]. One of the most well-known and powerful tools to determine whether an irreducible Markov chain is positive recurrent is the Foster-Lyapunov Criterion. Unfortunately, this criterion cannot directly be applied to our Markov chain due to the requirement that the drift must be negative on all but a finite subset of the state space. We encounter similar problems when attempting to apply extensions of Foster’s Theorem to higher-dimensional chains, e.g., as in [31, 38, 43]. For many multidimensional Markov chains, including ours, there are an infinite number of “boundary” states for which the drift is positive, regardless of the choice of Lyapunov function. Because of this, we consolidate a number of different techniques to obtain necessary and sufficient conditions for our chain’s ergodicity.

In [48], we analyze a quantum switch that serves either bipartite or tripartite entangled states to sets of users. The analyses are restricted to the identical-link case and buffer sizes of one and two per link. A set of randomized switching policies are explored, together comprising an achievable capacity region. In [49], we use Markov chains to analyze an entanglement switch that serves only bipartite end-to-end entangled states to users by performing Bell-state measurements. In addition to swapping failures, the model also accounts for finite buffer sizes, potentially non-identical links (implying different entanglement generation rates for different links), and incorporates the effects of state decoherence. While these extensions to the identical-link, infinite-buffer, no-decoherence variant of the problem introduce complexity into the models, they do not preclude us from deriving closed-form expressions for the switch capacity, the expected number of stored qubits, and even the stationary distribution, when it exists. In general, the bipartite switching case is significantly easier to analyze using CTMCs than even the simplest variant of the $n$-partite switching system, for $n \geq 3$. Nevertheless, the results obtained in this work serve a useful purpose: the capacity of the $n$-partite quantum switch derived here is an upper-bound to that of a more realistic system, where the links are non-identical, quantum memory is finite, and where quantum states are susceptible to decoherence. It is easy to see why the latter two properties would decrease the capacity of the system, i.e., restricted storage space and expiration of resources cannot increase capacity. For the case of non-identical links, one may derive an upper bound on the capacity by transforming the system into an identical-link one, where all links generate entanglement at rate $\mu_{\text{max}}$ – the rate at which the fastest link in the original system successfully generates entanglement. This yields an upper bound on the capacity given by $qk\mu_{\text{max}}/n$.

4 THE MODEL & PRELIMINARIES

4.1 The Model

In this section, we formally introduce the model and construct a CTMC that serves as the basis of all our analysis. First, some notes on notation: $\mathbb{N}$ is the set of nonnegative integers and $\mathbb{R}$ is the set of reals. In this paper, boldface is reserved for vectors (and sometimes, matrices). $\mathbf{0}$ is the row vector of dimension $n - 1$ with all-zero entries, $\mathbf{1}$ is the row vector of dimension $n - 1$ that has all entries equal to 1, and $\mathbf{e}_i$ is the row vector of dimension $n - 1$ that has all entries equal to 0 except the $i$th entry that is equal to 1. $x_i$ refers to the $i$th entry of vector $x$. The expression $x > y$ refers to an element-wise comparison, i.e., $x_i > y_i, \forall i$. In this paper, all vectors are nonnegative so that for a $J$-dimensional vector $x$, $|x| \equiv x_1 + \cdots + x_J$. $\mathbb{1}_A$ denotes the indicator function of the event $A$, with $\mathbb{1}_A = 1$ if $A$ is true and $\mathbb{1}_A = 0$ otherwise. Throughout the analysis, $3 \leq n \leq k$.

Recall our assumption that any combination of $n$ users wish to communicate, i.e., the switch performs entanglement swapping as soon as there are $n$ entangled Bell pairs belonging to $n$ distinct links. This, coupled with the observation that all links are identical in that they all generate Bell pairs at the same rate of $\mu$, allows us to represent the state of the system with an $(n - 1)$-dimensional
vector $\mathbf{x} = (x_1, x_2, \ldots, x_{n-1})$ indicating the number of available entangled pairs (or equivalently, the number of stored qubits at the switch) belonging to different links. Note that it is possible for some entries in $\mathbf{x}$ to equal 0, in cases where fewer than $n - 1$ links have Bell pairs. Thus, we may construct a CTMC with state space $R := \{(x_1, \ldots, x_{n-1}) : x_1 \geq 0, \ldots, x_{n-1} \geq 0\}$, which can be partitioned as follows:

$$R = R_0 \cup R_1 \cup \cdots \cup R_{n-1},$$

where $R_j$ contains the set of states $\mathbf{x}$ such that $j$ entries are 0 and $n - 1 - j$ entries are $\geq 1$. Note that $R_0 = \{(x_1, \ldots, x_{n-1}) : x_1 \geq 1, \ldots, x_{n-1} \geq 1\}$ and $R_{n-1} = \{0\}$.

Following, we describe the non-zero rates for this chain. First, note that for any state $\mathbf{x}$ in $R_0$, there are $n - 1$ links with available Bell pairs. Once the $n$th link generates a Bell pair, the switch performs a swap and the chain transitions to state $\mathbf{x} - 1$, regardless of whether the swap was successful or not. This transition occurs with rate $(k - (n - 1))\mu$. Next, for any state $\mathbf{x} \in R \setminus R_{n-1}$, a link $l$ with already-stored Bell pairs may generate another one. Then, the chain transitions to state $\mathbf{x} + e_l$, with rate $\mu$. On the other hand, a state $\mathbf{x} \in R_j$, for $j \in \{1, \ldots, n - 1\}$ may generate a Bell pair on a link without any available pairs, and since there are $k - (n - 1 - j)$ links with no stored Bell pairs, this event occurs with rate $(k - (n - 1 - j))\mu$. However, we must divide this aggregate transition rate by an appropriate quantity to account for symmetries within the Markov chain. To illustrate this point, consider state 0: when a link without entangled pairs generates a Bell pair – an event that occurs with rate $k\mu$ in this state – the chain transitions to a state with all-zero entries, except for one entry that equals one. When the chain is stable, all of these states have equal steady-state probabilities. There are $n - 1$ such states $e_l, l \in \{1, \ldots, n - 1\}$, so the individual transition rate from 0 to one of these states is $k\mu/(n - 1)$. In general, the chain transitions from $\mathbf{x} \in R_j$ to state $\mathbf{x} + e_l$, where $l$ is such that $x_l = 0$, with rate $(k - (n - 1 - j))\mu/j$.

### 4.2 Preliminaries

Our objective is to derive closed-form expressions for the switch capacity as defined in Section 2 and the expected number of stored qubits at the switch in steady state. To derive these performance metrics, we will first uniformize the CTMC introduced above, by sampling it according to a Poisson process with constant rate $k\mu$. This yields a discrete-time Markov Chain (DTMC) to which we will apply Foster’s Theorem. Before we introduce the DTMC, we present Foster’s Theorem [7] below for ease of reference.

**Theorem 4.1 (Foster’s Theorem).** Let the transition matrix $P$ on the countable state space $E$ be irreducible and suppose that there exists a function $h : E \to \mathbb{R}$ such that $\inf_i h(i) > -\infty$ and

$$\sum_{k \in E} p_{ik} h(k) < \infty \text{ for all } i \in F,$$

$$\sum_{k \in E} p_{ik} h(k) \leq h(i) - \epsilon \text{ for all } i \notin F,$$

for some finite set $F$ and some $\epsilon > 0$. Then the corresponding homogeneous Markov chain is positive recurrent.

Let us define the DTMC that results from the uniformization of the CTMC by $X := \{X_t := (X_t^1, \ldots, X_t^{n-1}), t = 1, 2, \ldots\}$, where $X_t^l$ is the number of stored qubits at the switch for link $l$ at time $t$ (or equivalently, the number of available Bell pairs for link $l$ at time $t$). The non-zero transition
which immediately yields Eq. (5), by using transition probabilities in (1)-(4).

we derive the stability condition for the system. Throughout the derivations of C, and we will often use the following lemma:

**Lemma 4.2.** If $X$ is stable and $\pi$ is its stationary distribution, then for every mapping $V : \{0, 1, \ldots\}^{n-1} \rightarrow [0, \infty)$ such that $\mathbb{E}[V(X_t)] < \infty,$

\[
0 = \sum_{x \in R_0} \pi(x) \left[ \frac{k - (n - 1)}{k} (V(x - 1) - V(x)) + \frac{1}{k} \sum_{j=0}^{n-2} \sum_{l=1}^{n-1} \frac{k - (n - 1 - j)}{kj} (V(x + e_l) - V(x)) + \frac{1}{k} \sum_{l=1}^{n-1} \frac{1}{n-1} (V(x+e_l) - V(0)) \right]
\]

\[
+ \sum_{x \in R_j} \pi(x) \left[ \frac{k - (n - 1 - j)}{kj} (V(x + e_l) - V(x)) + \frac{1}{k} \sum_{j=0}^{n-2} \sum_{l=1}^{n-1} \frac{k - (n - 1 - j)}{kj} (V(x + e_l) - V(x)) \right]
\]

Note that $X$ is irreducible and aperiodic. When in addition $X$ is positive recurrent, i.e., stable, we define $Q$ as the stationary instance of the vector $X_t.$ The steady state of the initial CTMC is the same as that of the sampled CTMC (i.e., the DTMC) thanks to the PASTA property.

Let $C$ be the switch capacity and $\mathbb{E}[|Q|]$ the expected number of stored qubits across all $k$ links in steady state. Recall from Section 2 that entanglement swapping may fail and that we use $q$ to denote the success probability. Note that this phenomenon affects $C$ but not $\mathbb{E}[|Q|]$ or the chain’s stability. In particular, if the CTMC has a stationary distribution given by $\pi,$ then

\[
C = q\mu(k - (n - 1)) \sum_{x \in R_0} \pi(x), \quad \text{and} \quad \mathbb{E}[|Q|] = \sum_{x \in R} |x| \pi(x).
\]

Note that all entry permutations of $x$ are equiprobable. This fact will be useful in Section 7, when we derive the stability condition for the system. Throughout the derivations of $C$ and $\mathbb{E}[|Q|],$ we will often use the following lemma:

**5  CAPACITY**

Here, we derive the switch capacity $C,$ defined as the maximum number of $n$-partite entangled states generated per time unit, or equivalently, the number of successful entanglement swapping operations performed by the switch per time unit.
PROPOSITION 5.1 (Capacity). If $X$ is stable\(^4\) then
\[ C = \frac{q\mu k}{n}. \]

**Proof.** By Lemma 4.2, Eq. (5) holds. Take $V(x) = x_1 + \cdots + x_{n-1}$. It is shown in Proposition 8.2 that $\mathbb{E}[|Q|] < \infty$ when the system is stable. Since $\mathbb{E}[V(X_1)] = \mathbb{E}[|Q|]$, we see that the condition $\mathbb{E}[V(X_1)] < \infty$ is met so that (5) holds for this choice of $V$. After this substitution and multiplication of both sides of (5) by $k$, we obtain
\[ -(n - 1)(k - n) \sum_{x \in R_0} \pi(x) + k \sum_{j=1}^{n-1} \sum_{x \in R_j} \pi(x) = 0. \] (6)

From the identities
\[ 1 = \sum_{x \in R} \pi(x) = \sum_{x \in R_0} \pi(x) + \sum_{j=1}^{n-1} \sum_{x \in R_j} \pi(x), \]
where the latter identity holds from (1), we deduce that
\[ \sum_{j=1}^{n-1} \sum_{x \in R_j} \pi(x) = 1 - \sum_{x \in R_0} \pi(x). \] (7)

Hence, cf. (6), (7),
\[ 0 = -n(k - (n - 1)) \sum_{x \in R_0} \pi(x) + k, \]
so that
\[ \sum_{x \in R_0} \pi(x) = \frac{k}{n(k - (n - 1))}. \] (8)

To compute the capacity of the switch, observe that entanglement swapping occurs whenever there are $n - 1$ distinct links with at least one Bell pair each (i.e., the system is in a state $x \in R_0$), and a link without available Bell pairs successfully generates one. This occurs with rate $(k - (n - 1))\mu$. Further, an $n$-partite entangled state is generated when the swapping operation succeeds, which occurs with probability $q$. The capacity $C$ is then given by
\[ C = q\mu(k - (n - 1)) \times \sum_{x \in R_0} \pi(x) = \frac{q\mu k}{n}, \]
which proves the proposition. \(\square\)

6 EXPECTED NUMBER OF QUBITS IN MEMORY AT SWITCH

Recall that $Q$ is the steady-state version of the vector $X_t$. In this section, we derive the expected number of stored qubits, across all links, at the switch in steady state, or $\mathbb{E}[|Q|]$.

Following are a proposition and proof sketch for $\mathbb{E}[|Q|]$. The details of the proof can be found in Appendix C. This proof relies on the finiteness of the first moment of the MC $X$, which comes as a consequence of $X$’s stability – see Section 8, Proposition 8.2.

PROPOSITION 6.1 (Expected Number of Stored Qubits). If $X$ is stable (i.e., $k > n$ – see Proposition 7.1), then
\[ \mathbb{E}[|Q|] = \frac{k(n - 1)}{2(k - n)}. \]

\(^4\)The system is stable if and only if $k > n$, see Section 7.
Proof Sketch. Let $\pi$ be the stationary distribution of $X$. Assume that the MC is in steady-state at time $t = 1$ (which implies that it is in steady-state at any time $t > 1$). For every mapping $V : \{0, 1, \ldots, n\}^{n-1} \rightarrow [0, \infty)$ such that $E[V(X_1)] < \infty$, we know that

$$E[V(X_{t+1}) - V(X_t)] = 0,$$

so that Eq. (5) holds. Define $|x|^{(2)} = \sum_{j=1}^{n-1} x_j^2$. Let $A := \sum_{x \in R_0} \pi(x)|x|$ and $B := \sum_{j=1}^{n-1} \sum_{x \in R_j} \pi(x)|x|$. Note that $E[|Q|] := A + B$. To obtain the final result, we use two Lyapunov functions: first, take $V(x) = \min(|x|^2, T^2)$, and then take $V(x) = \min(|x|^{(2)}, T)$. After substitution into Eq. (5) and simplification, we obtain the following set of linear equations:

$$2(k - n)(n - 1)A - 2kB = k(n - 1) + g(T),$$

$$2(k - n)A - 2B = \frac{2k(n - 1)}{n} + h(T),$$

where $g(T)$ and $h(T)$ both go to 0 as $T \rightarrow \infty$. When $k > n$ there is a unique solution given by

$$A = \frac{k(n - 1)(2k - n)}{2n(k - n)(k - (n - 1))},$$

$$B = \frac{k(n - 1)(n - 2)}{2n(k - (n - 1))}.$$

We find $E[|Q|] = A + B = \frac{k(n - 1)}{2(k - n)}$. \hfill $\square$

The proof of Proposition 6.1 (see Appendix C) can be considerably shortened if instead of working with the Lyapunov functions $\min(|x|^2, T^2)$ and $\min(|x|^{(2)}, T)$, one selects the functions $|x|^2$ and $|x|^{(2)}$, respectively. However, in addition to the stability assumption, this approach requires to assume that $E[|Q|^2] < \infty$ so that Lemma 4.2 can be invoked; see [49] for a proof. We conjecture that $E[|Q|^2] < \infty$ if the system is stable but have not been able to prove it.

Figure 2 presents a heatmap of log expected number of stored qubits at the switch, log($E[|Q|]$), as a function of the number of links $k$ and entanglement type $n$ for $n$-partite. Overlaid contour lines are labeled with $E[|Q|]$ values.
plot suggests that for small \( n \) (e.g., \( n \leq 20 \)), few quantum memories are required on average for our protocol.

7 STABILITY ANALYSIS

In this section, we prove that the system is stable if and only if \( k > n \). In the proofs that follow, we make use of some general results and several useful formulas derived in Appendices A and B.

**Proposition 7.1 (Stability).** The Markov chain \( X \) is stable (ergodic) when \( k > n \).

**Proof.** As discussed in Section 3, we were not able to apply Foster’s criterion directly to the chain \( X = \{X_t\}_{t \geq 1} \). However, we will introduce a Markov chain \( Y = \{Y_t\}_{t \geq 1} \) embedded in \( X \) and prove that it is positive recurrent. Using this result, we will argue that \( X \) is also positive recurrent. First, let us define some useful sets:

- \( S := \{x = (x_1 \ldots x_n) \in \mathbb{N}^n : x_1 \geq 1, \ldots, x_{n-1} \geq 1\}; \)
- \( S^c \) – the complementary set of \( S \) in \( \mathbb{N}^n \);
- \( S^* \) – the subset of \( S \) containing vectors \( x \in S \) for which \( x - 1 \not\in S \). In words, if \( x \in S^* \), then at least one \( x_i \) is equal to 1. For instance, if \( n = 3 \) then \( S^* = \{(i, 1), (1, i), i \geq 1\}; \)
- \( S^*_j \) – the subset of \( S^* \) whose vectors have exactly \( j \) components equal to 1;
- \( S_j \) – the subset of \( S^c \) whose vectors have exactly \( j \) components equal to 0.

The Markov chain \( Y \) is embedded in \( X \) at times when \( X \) lies in the set \( S \). Following is a formal definition of \( Y \):

\[
Y_t = X_{\min\{n \geq 1 : \sum_{i=1}^{n} 1_{[X_i \in S]} = t\}}, \quad t = 1, 2, \ldots
\]

(9)

Denote by \( q(x, y) \), \( x, y \in S \), the one-step transition probabilities of \( Y \). The non-zero one-step probability transitions of \( Y \) are given by

\[
q(x, x + e_i) = \frac{1}{k} \quad \text{for } x \in S, \ i = 1, \ldots, n - 1,
\]

(10)

\[
q(x, x - 1) = \frac{k - n + 1}{k} \quad \text{for } x \in S - S^*,
\]

(11)

\[
q(x, y) = \frac{k - n + 1}{k} q^*(x - 1, y) \quad \text{for } x, y \in S^*,
\]

(12)

where \( q^*(x, y), x \in S^c, y \in S^* \), is the probability that when in state \( x \in S^c \), \( X \) will re-enter \( S^* \) through state \( y \). Clearly, \( \sum_{y \in S^*} q^*(x, y) = 1 \) for all \( x \in S^c \) so that (10)-(12) define the one-step transition probabilities of \( Y \) in \( S \). Following, we derive an expression for \( q^* \).

For \( j = 1, \ldots, n - 1 \), define \( E_j \) as the set of vectors \( r = (r_1 \ldots r_{n-1}) \) for which at least one entry among entries \( 1, \ldots, j \) is equal to 1, and entries \( j + 1, \ldots, n - 1 \) can take any values in \( \mathbb{N} \). I.e.,

\[
E_j := \left\{ r : r_i \geq 1, 1 \leq i \leq j; r_i \geq 0, j + 1 \leq l \leq n - 1, \prod_{i=1}^{j} (r_i - 1) = 0 \right\}.
\]

(13)

**Warning:** Lemma 7.2 below is not referenced in the paper and can be skipped. We left it in this report so that the numbering of equations throughout the paper and the numbering of Lemmas and Propositions in Section 7 are the same as in the journal paper.

**Lemma 7.2.** For \( j = 1, \ldots, n - 1 \), define

\[
f_j(r) = \sum_{i=1}^{j} 1_{[r_j = 1]} \frac{(|r| - 1)!}{r_1! \ldots r_{n-1}!} \left( \frac{1}{k} \right)^{|r|} g(r_{n-1}), \quad r = (r_1 \ldots r_{n-1}).
\]
For \( j = 1, \ldots, n - 2 \) and \( N_i := r_1 + \cdots + r_{n-1} \) (assume \( N_{n-1} = r_{n-1} \)),

\[
\sum_{r \in E_j} f_j(r) = \sum_{l=1}^{j} \binom{j}{l} \frac{1}{k^l} \sum_{r_{l+1} \geq \cdots \geq r_2 \geq 0} \frac{(l! + N_{l+1}!)}{r_{l+1}! \cdots r_{n-1}!} \left( \frac{1}{k} \right)^N_{l+1} \cdot g(r_{n-1}),
\]

(14)

for any mapping \( g : \mathbb{N} \rightarrow (-\infty, \infty) \) such that the r.h.s. of (14) is finite.

In addition, (14) holds for \( j = n - 1 \) if \( g(i) = 1 \) for all \( i \in \mathbb{N} \) provided that the r.h.s. of (14) is finite.

See Appendix D.1 for a proof.

**Lemma 7.3 (Derivation of \( q^* \)).**

For \( j = 1, \ldots, n - 1 \), let \( x_j = (0 \ldots 0, x_{j+1} \ldots x_{n-1}) \in S_j \) (i.e., \( x_j \geq 1 \) for \( i = j + 1, \ldots, n - 1 \)). Then,

\[
q^*(x_j, r(x_j)) = \binom{k - n + j + 1}{k - n + 1} \left( \frac{|r| - 1}{|r|!} \right) \left( \frac{1}{k} \right) \sum_{l=1}^{j} \frac{\ell_l}{r_1! \cdots r_{n-1}!} \left( \frac{1}{k} \right)^N_{l+1} \cdot \mathbb{1}_{|r_l| = 1},
\]

(15)

for all \( r(x_j) := x_j + r \) with \( r = (r_1 \ldots r_{n-1}) \in E_j \) (notice that \( r(x_j) \in S^* \) when \( r \in E_j \)), and

\[
\sum_{r \in E_j} q^*(x_j, r(x_j)) = 1.
\]

(16)

Moreover, \( q^*(x_j, x') = 0 \) for all \( x' \in S^* \) if \( x' \) is not of the form \( r(x_j) = x_j + r \) with \( r \in E_j \).

**Proof.** For the following, fix \( j \) in \( \{1, \ldots, n - 1\} \). It is well-known\(^5\) that the number of possible paths to go from state \( 0 \) to state \( (i_1 \ldots i_l) \) with \( i_1 + \cdots + i_l \geq 1 \) is

\[
\frac{(i_1 + \cdots + i_l)!}{i_1! \cdots i_l!},
\]

(17)

where by convention \( 0! = 1 \).

Recall that \( r \in E_j \). State \( x_j + r \) is necessarily reached from one of the states \( x_j + r - e_l \) such that \( r_l = 1 \) with \( l \in \{1, \ldots, j\} \). Since the number of paths connecting \( x_j \) to \( x_j + r - e_l \), denoted as \( N_l(r) \), is equal to the number of paths connecting \( (0 \ldots 0) \) to \( r - e_l \), we may use (17) to obtain

\[
N_l(r) = \frac{(r_1 + \cdots + r_{n-1} - 1)!}{r_1! \cdots r_{n-1}!} = \frac{|r| - 1}{|r|!} \cdot \frac{1}{r_1! \cdots r_{n-1}!}.
\]

Therefore, the number of paths connecting \( x_j \) to \( x_j + r \), denoted by \( N(r) \), is given by

\[
N(r) = \frac{|r| - 1}{r_1! \cdots r_{n-1}!} \sum_{l=1}^{j} \mathbb{1}_{|r_l| = 1}.
\]

(18)

On the other hand, each of the \( N(r) \) paths connecting \( x_j \) to \( r(x_j) \) has the same probability of occurrence, given by

\[
\prod_{i=1}^{j} \frac{k - n + i + 1}{k^i} \cdot \frac{1}{|r|} \cdot \frac{\ell_l}{r_1! \cdots r_{n-1}!} \left( \frac{1}{k} \right)^N_{l+1} = \left( \frac{k - n + j + 1}{k - n + 1} \right)^{|r|} \cdot \left( \frac{1}{k} \right)^{|r|}.
\]

(19)

Therefore, cf. (18)-(19),

\[
q^*(x_j, r(x_j)) = \left( \frac{k - n + j + 1}{k - n + 1} \right) \left( \frac{|r| - 1}{|r|!} \right) \frac{1}{r_1! \cdots r_{n-1}!} \left( \frac{1}{k} \right) \sum_{l=1}^{j} \mathbb{1}_{|r_l| = 1},
\]

which establishes (15).

\(^5\)Formula (17) is obtained by calculating the number of ways of depositing \( i_1 + \cdots + i_{n-1} \) objects in \( n - 1 \) boxes with \( i_1 \) objects in the first bin, \( i_2 \) objects in the second bin, and so on.
Next, define \( D_j = \sum_{r \in E_j} q^*(x_j, r(x_j)) \). Using (15), we obtain
\[
D_j = \left( \frac{k - n + j + 1}{k - n + 1} \right) \sum_{r \in E_j} \frac{(|r|-1)!}{r_1! \cdots r_{n-1}!} \left( \frac{1}{k} \right)^{|r|} \sum_{l=1}^{j} \mathbb{1}_{\{r_l=1\}}. 
\] (20)

We can rewrite the sum above as follows:
\[
\sum_{l=1}^{j} \frac{j!}{k^l} \sum_{r_{l+1} \geq \ldots \geq r_{n-1} \geq 0} \frac{(r_{l+1} + \cdots + r_{n-1} + l - 1)!}{r_{l+1}! \cdots r_{n-1}!} \left( \frac{1}{k} \right)^{r_l},
\]
which, using the definition of \( F_m(g; I, L) \) in (34), equals
\[
\sum_{l=1}^{j} \frac{j!}{k^l} F_{j-l}(1; n-1-l, l-1).
\]
Using Lemma A.2, this equals
\[
\frac{1}{k} \sum_{l=1}^{j} \frac{j!}{k^l} (-1)^{l+1} l F_0(1; n-1-l, 0).
\]
Substituting this into (20), we obtain
\[
D_j = \left( \frac{k - n + j + 1}{k - n + 1} \right) \frac{1}{k} \sum_{l=1}^{j} \frac{j!}{l!} (-1)^{l+1} l F_0(1; n-1-l, 0) = \left( \frac{k - n + j + 1}{k - n + 1} \right) \frac{1}{k} \sum_{l=1}^{j} \frac{j!}{l!} (-1)^{l+1} l
\]
where the latter equality is obtained by using (38). Note that \( D_1 = 1 \). Since
\[
D_{j+1} - D_j = \frac{(k - n + j + 1)!}{(k - n + 1)! (j+1)!} \sum_{l=1}^{j} \frac{j+1}{l} (-1)^{l+1} l = 0,
\]
where the last equality is true from (49), this proves that \( 1 = D_1 = D_2 = \cdots = D_{n-1} \). This proves (16).

The last statement in the lemma is clearly true by definition of \( x_j, S^* \) and \( E_j \). \( \square \)

**Remark 7.1.** Note that \( q^*(x_j, r(x_j)) \) given in the r.h.s. of (15) does not depend on \( x_{j+1}, \ldots, x_{n-1} \). Moreover, since the channels are statistically indistinguishable, the r.h.s. of (15) gives the transition probability from any \( x_j \in S_j \) to \( S^* \).

Another interpretation of (15) is to say that with probability
\[
\left( \frac{k - n + j + 1}{k - n + 1} \right) \frac{(r_1 + \cdots + r_{n-1} - 1)!}{r_1! \cdots r_{n-1}!} \left( \frac{1}{k} \right)^{r_1 + \cdots + r_{n-1}} \sum_{l=1}^{j} \mathbb{1}_{\{r_l=1\}},
\]
the MCX will stay in \( S^c \) for \(|r|\) time-steps, \( r \in E_j \), given that it is currently located in the set \( S_j \) (note that \(|r| \geq j\) when \( r \in E_j \)).

Next, we choose a suitable Lyapunov function and examine the drift of \( Y \). For any (Lyapunov) function \( V : \mathbb{N}^{n-1} \to [0, \infty) \), let \( \Delta V(x) := \mathbb{E}[V(Y_{n+1}) - V(x) \mid Y_n = x], \ x = (x_1, \ldots, x_{n-1}) \in S, \) be the drift of \( Y \) associated with \( V \). We will consider the function
\[
V(x) = \sum_{i=1}^{n-1} x_i^2 + b \sum_{1 \leq i < l \leq n-1} x_l x_l. \quad (22)
\]
By writing $V(x)$ as

$$V(x) = \frac{1}{n-2} \sum_{1 \leq i < l \leq n-1} (x_i - x_l)^2 + \left(\frac{2}{n-2} + b\right) \sum_{1 \leq i < l \leq n-1} x_i x_l,$$

we see that it is nonnegative when $b \geq -\frac{2}{n-2}$ for all $x \in S$.

**Proposition 7.4 (Drift of Y).**

For $x = (x_1 \ldots x_{n-1}) \in S - S^*$,

$$k \times \Delta V(x) = -(k - n)(2 + b(n-2)) \sum_{i=1}^{n-1} x_i + (n-1) \left(k - n + 2 + b \frac{(k-n+1)(n-2)}{2}\right).$$

For $x'_j = (1 \ldots 1 x_{j+1} \ldots x_{n-1}) \in S^*_j$ (i.e., $x_i \geq 2$ for $i = j + 1, \ldots, n-1$),

$$k \times \Delta V(x'_j) = \left[(k - n + 1)(2 + b(k-1)) \sum_{i=j+1}^{n} \frac{1}{k-n+i} - (k-n)(2 + b(n-2))\right] \sum_{i=j+1}^{n-1} x_i + \delta_j,$$

where $\delta_j$ is independent of $x_{j+1}, \ldots, x_{n-1}$ and such that $\max_{1 \leq j \leq n-2} |\delta_j| < \infty$.

The proof of this proposition is in Appendix D.2.

Using these results, we can use Foster’s criterion to derive a sufficient stability condition for $X$. We will assume to be true. This shows that, if $k > n$ and $b > -2/(n-2)$, the coefficient of $\sum_{i=j+1}^{n-1} x_i$ in (25), denoted by $C_j$, $j = 1, \ldots, n-2$, becomes

$$C_j = 2 \left(m + 1 - \frac{1 - \alpha}{n-2} (m^2 + mn + n - 1)\right) \sum_{i=2}^{j+1} \frac{1}{m+i} - 2m \left(1 - \frac{1 - \alpha}{n-2} \times (n-2)\right)$$

$$= -\frac{2}{n-2} \left((m+1)^2 - \alpha(m^2 + mn + n - 1)\right) \sum_{i=2}^{j+1} \frac{1}{m+i} - 2m\alpha.$$

Assume now that $0 < \alpha < \frac{1}{n-1}$. Then,

$$(m+1)^2 - \alpha(m^2 + mn + n - 1) > \frac{m(m+1)(n-2)}{n-1} > 0,$$

for all $m > 0$. Hence, for $j = 1, \ldots, n-2$, $m \geq 1$ (or equivalently for $k > n$)

$$C_j < -\frac{2m(m+1)}{n-1} \sum_{i=2}^{j+1} \frac{1}{m+i} - 2m\alpha < 0.$$
in the definition of $V$. On the other hand, $\mathbb{E}[V(Y_{n+1})|Y_n = x] = \sum_{y \in S} q(x, y)V(y) < \infty$ for all $x \in F_M$, as from any state $x$ only a finite number of states $y$ are reachable in one time unit (states $x + e_i, i = 1, \ldots, n - 1$ when $x \in S$ and state $x - 1$ when $x \in S - S^*$), which implies the finiteness of $\mathbb{E}[V(Y_{n+1})|Y_n = x]$ when $x$ belongs to the finite set $F_M$. Hence, Foster’s criterion [7, pp. 167-168] applies to the irreducible Markov chain $Y$ (the irreducibility of $Y$ is inherited from the irreducibility of $X$; irreducibility can also be checked directly from (10)-(11)), which shows that $Y$ is positive recurrent on $S$ when $k > n$ and so is $X$ since $Y$ is embedded in $X$. Since $X$ is also aperiodic, this proves that it is stable when $k > n$.

Above, we proved that the system is stable when $k > n$. Next, we will show that this condition is not only sufficient, but also necessary.

**Proposition 7.5 (Instability).** The Markov chain $X$ is unstable when $k = n$.

**Proof.** Let $x = (x_1 \ldots x_{n-1}) \in R$ be the state of the DTMC $X$. Denote the transition probabilities of $X$ using $p_{x,y}$.

It is shown in [41, Theorem 2] that if there exists a positive integer $M$ such that $\sum_{|y| < |x|} p_{x,y}(y_i - x_i) \geq -M$ for $1 \leq i \leq n - 1, x \in R$, and if $\sum_{i=1}^{n-1} \sum_{y} p_{x,y}(y_i - x_i) \geq 0$ for all $x \in R$, then the DTMC is not ergodic.

Let us apply this result to $X$. Take first $x = (x_1 \ldots x_{n-1})$ with $x_i \geq 1$ for all $i$. The only state such that $|x| > |y|$ and into which $X$ can jump in one time step is $x - 1$. Therefore,

$$\sum_{|y| < |x|} p_{x,y}(y_i - x_i) = \frac{k - n + 1}{k} \times (x_i - 1 - x_i) = -\frac{k - n + 1}{k},$$

for all $i = 1, \ldots, n - 1$. If $x$ has at least one zero entry, $X$ cannot go in one time step from $x$ to a state $y$ such that $|x| > |y|$ and for these states any $M \geq 0$ works. Therefore, Theorem 2 in [41] holds with (for instance) $M = \frac{k-n+1}{k}$. Note that $M > 0$ since $k \geq n$.

Let us verify the second condition in Theorem 2. Take $x = (x_1 \ldots x_{n-1})$ with $x_i \geq 1$ for all $i$. Then,

$$\sum_{i=1}^{n-1} \sum_{y \in \mathbb{Z}^{n-1}} p_{x,y}(y_i - x_i) = \sum_{i=1}^{n-1} \left( \frac{k - n + 1}{k} (x_i - 1 - x_i) + \frac{1}{k} (x_i - 1 - x_i) \right) = \frac{(n-1)(k-n)}{k},$$

which is nonnegative if and only if $k = n$ (under the constraint that $k \geq n$).

Take now $x_j = (0 \ldots 0 x_{j+1} \ldots x_{n-1})$ with $x_i \geq 1$ for $i = j + 1, \ldots, n - 1, j = 1, \ldots, n - 1$. We have

$$\sum_{i=1}^{n-1} \sum_{y \in \mathbb{Z}^{n-1}} p_{x,y}(y_i - x_i) = \sum_{i=1}^{n-1} \left( \sum_{l=1}^{j} p_{x,x+e_l}(x_i + 1_{[l=i]} - x_i) + \sum_{l=j+1}^{n-1} p_{x,x+e_l}(x_i + 1_{[l=i]} - x_i) \right)
= \sum_{i=1}^{n-1} \left( \sum_{l=i}^{j} \frac{k - n + 1}{kj} 1_{[l=i]} + \sum_{l=j+1}^{n-1} \frac{1}{k} 1_{[l=i]} \right),$$

which is nonnegative for all $k \geq n$. We conclude that $X$ is unstable when $k = n$.

---

**8 FINITENESS OF THE FIRST MOMENT**

In this section, we show that when the system is stable, i.e., $k > n$, then $\mathbb{E}[|Q|] < \infty$. The finiteness of $\mathbb{E}[|Q|]$ is used in the proof of Propositions 5.1 and 6.1.

Recall from Section 7 that when $k > n$, both Markov chains $X$ and $Y$ are ergodic, with stationary elements $Q$ and $Y$, respectively, that is $X_t \rightarrow Q$ a.s. and $Y_t \rightarrow Y$ a.s. as $t \rightarrow \infty$.  
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We will now argue that when \( k > n \), \( \mathbb{E}[|Y|] < \infty \). From this, it will follow that \( \mathbb{E}[|Q|] < \infty \).

In case of potential confusion with the notation \(|v| = \sum_{i=1}^{n} v_i\) if \( v = (v_1, \ldots, v_n) \), we will denote by \( \text{abs}(x) \) the absolute value of any real number \( x \).

**Proposition 8.1.** \( \mathbb{E}[|Y|] < \infty \) when \( k > n \).

Proof of this proposition is in Appendix E.

**Proposition 8.2.** \( \mathbb{E}[|Q|] < \infty \) when \( k > n \).

**Proof.** Let \( \{\tau_i\}_{i \geq 1} \) be the successive times when \( X \) enters \( S^c \) and let \( \{T_i\}_{i \geq 1} \) be the successive times when \( X \) leaves \( S^c \) (i.e., enters \( S \)). Since the MCs \( X = \{X_i\}_{t \geq 1} \) and \( Y = \{Y_i\}_{t \geq 1} \) are both ergodic when \( k > n \), and since we will let \( t \to \infty \) in the following, we may assume without loss of generality that \( X_1 \in S \) (implying that \( Y_1 = X_1 \) see (9)), so that \( 1 < \tau_1 < T_1 < \tau_2 < T_2 < \cdots \).

Recall that \( S^c = \bigcup_{j=1}^{n-1} S_j \). With these definitions, \( X_t \in S^c \) when \( t \in \bigcup_{i \geq 1} [\tau_i, T_i] \) and \( X_t \in S \) when \( t \in \bigcup_{i \geq 0} [T_i, \tau_{i+1}] \) with \( T_0 = 1 \).

Define
\[
M_t = \sum_{i=1}^{t} \mathbb{1}_{\{X_i \in S\}}.
\] (28)

As an illustration, assume that \( X_1 \in S, X_2 \in S^c, X_3 \in S^c, X_4 \in S^c, \) and \( X_5 \in S \). Then, \( M_1 = 1, M_2 = 1, M_3 = 1, M_4 = 1, \) and \( M_5 = 2 \). Let us focus on the difference \( |X_t| - |Y_{M_t}| \). By construction of the MC \( Y, X_t =_{st} Y_{M_t} \) when \( X_t \in S \), that is, when \( t \in \bigcup_{i \geq 0} [T_i, \tau_{i+1}] \). Therefore,
\[
\mathbb{E}[\text{abs}(|X_t| - |Y_{M_t}|)] = \sum_{i \geq 1} \mathbb{E}[\text{abs}(|X_t| - |Y_{M_t}|) \mathbb{1}_{\{\tau_i \leq t < T_i\}}]
\]
\[
= \sum_{i \geq 1} \mathbb{E}[\text{abs}(|X_t| - |Y_{M_t}|) | \tau_i \leq t < T_i] \mathbb{P}(\tau_i \leq t < T_i).
\] (29)

Conditioned on \( X_{\tau_i} = x_j \in S_j, j = 1, \ldots, n-1 \),
\[
|X_t| = |x_j| + t - \tau_i, \quad |Y_{M_t}| = |x_j| + n - 1,
\]
for \( t = \tau_i, \tau_i + 1, \ldots, T_i - 1 \), since \( |X_t| \) increases by 1 at times \( t = \tau_i + 1, \ldots, T_i - 1 \), \( Y_{M_t} = |x_j| + n - 1 \), and \( M_{\tau_i} = \ldots = M_{T_i-1} \) by definition of \( M_t \). Hence, by (29),
\[
\mathbb{E}[\text{abs}(|X_t| - |Y_{M_t}|)] = \sum_{i \geq 1} \sum_{j=1}^{n-1} \sum_{x_j \in S_j} \mathbb{E}[(t - \tau_i - (n-1)) | X_{\tau_i} = x_j, \tau_i \leq t < T_i] \mathbb{P}(X_{\tau_i} = x_j, \tau_i \leq t < T_i)
\]
\[
\leq \sum_{i \geq 1} \sum_{j=1}^{n-1} \sum_{x_j \in S_j} \left( \mathbb{E}[T_i - \tau_i | X_{\tau_i} = x_j, \tau_i \leq t < T_i] + n - 1 \right) \mathbb{P}(X_{\tau_i} = x_j, \tau_i \leq t < T_i).
\] (30)

Let us focus on \( \Psi_j := \mathbb{E}[T_i - \tau_i | X_{\tau_i} = x_j, \tau_i \leq t < T_i] \) in (30). Assume for the time being that \( X \) is a continuous-time Markov chain, with \( \mu \) the rate at which a link generates an entanglement. The time spent by \( X \) in \( S_i \) is an exponential rv \( Z_t \) with rate \( \mu(k - n + l + 1) \), so that the time spent in \( S^c \) starting from \( S_i \) is \( \sum_{l=1}^{j} Z_t \), and the expected time is given by \( \sum_{l=1}^{j} \frac{1}{\mu(k - n + l + 1)} \). We come back to the discrete-time MC by uniformizing the continuous-time Markov chain at rate \( k\mu \), which yields
\[
\Psi_j = \sum_{l=1}^{j} \frac{k}{k - n + l + 1}.
\] (31)
Define
\[ D_0 = \max_{1 \leq j \leq n-1} \left\{ \sum_{l=1}^{j} \frac{k}{k-n+l+1} + n-1 \right\} = \sum_{l=1}^{n-1} \frac{k}{k-n+l+1} + n-1 < \infty. \]

Combining (30) and (31), we obtain
\[ \mathbb{E}[\text{abs}(|X_t| - |Y_{M_t}|)] \leq D_0 \sum_{i \geq 1} \sum_{j=1}^{n-1} \mathbb{P}(X_{\tau_i} = x_j, \tau_i \leq t < T_i) = D_0 \sum_{i \geq 1} \sum_{j=1}^{n-1} \mathbb{P}(X_{\tau_i} \in S_j, \tau_i \leq t < T_i) \]
\[ = D_0 \sum_{i \geq 1} \mathbb{P}(\tau_i \leq t < T_i) \quad \text{as } S^c = \cup_{j=1}^{n-1} S_j, \]
\[ = D_0 \sum_{i \geq 1} \mathbb{P}(\tau_i \leq t < T_i) \leq D_0, \tag{32} \]

since \( \sum_{i \geq 1} \mathbb{P}(\tau_i \leq t < T_i) = \mathbb{E}\left[ \sum_{i \geq 1} \mathbb{1}_{(\tau_i \leq t < T_i)} \right] \leq 1. \)

By Fatou’s lemma,
\[ \mathbb{E}\left[ \lim inf_{t} \text{abs}(|X_t| - |Y_{M_t}|) \right] \leq \lim inf_{t} \mathbb{E}[\text{abs}(|X_t| - |Y_{M_t}|)] \]
so that
\[ \mathbb{E}[\text{abs}(|Q| - |Y|)] \leq D_0, \tag{33} \]
by using (32) and the fact that \( X_t \to Q \) a.s. and \( Y_{M_t} \to Y \) a.s. as \( t \to \infty \) when \( k > n \) (Hint: \( M_t \to \infty \) a.s. as \( t \to \infty \), since \( X \) is irreducible and recurrent on \( S \cup S^c \), which implies, in particular, that it visits \( S \) infinitely often).

The inequality \( x \leq |x| \) which holds for any real number \( x \), yields
\[ |Q| \leq \text{abs}(|Q| - |Y|) + |Y| \quad \text{a.s.} \]
which in turn gives, by using (33),
\[ \mathbb{E}[|Q|] \leq D_0 + E[|Y|] < \infty \]
from Proposition 8.1. This concludes the proof. \( \Box \)

9 CONCLUSION

We analyze an assembly-like stochastic queueing system with one central node serving multiple users in a star topology. This system is analogous to a quantum switch serving \( n \)-partite maximally entangled states to sets of users from a total of \( k \geq n \) users. When the switch has infinite memory, we find that the process is stable if and only if \( k > n \). We derive closed-form expressions for the switch capacity and expected number of qubits in memory at the switch, under the assumptions that all links are identical, link-level entanglement generation is a Poisson process, and that entanglement swapping operations are instantaneous but may fail. We find that for the protocol in which any \( n \) users wish to share an entangled state, memory requirements for the switch are generally low as long as \( n \) is not too large, although this conclusion may differ in the presence of user demands. These results are of interest to quantum communication, while at the same time make a novel contribution to queueing theory.

For possible future directions, it may be of interest to (i) analyze a variant of this system wherein the switch buffer is finite, (ii) consider a variant where the links are heterogeneous – i.e., link-level entanglement generation rates differ from link to link; and (iii) incorporate finite memory coherence times into the model. The last point may have further implications in that when decoherence is introduced into the system, we must find a way to model the fact that quantum state fidelity decreases with time (recall that in our model, we assume that all states, if generated successfully,
have unit fidelity). These extensions are nontrivial, but we anticipate that our work will serve as either a starting or a comparison basis for future work on this problem.
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A GENERAL RESULTS

For a non-negative vector \( \mathbf{n} = (n_1 \ldots n_J) \geq 0 \), define

\[
F_m(g; J, L) = \sum_{n_1 \geq \ldots \geq n_J \geq 0 \atop n_m \geq 0} \frac{(L + |\mathbf{n}|)!}{n_1! \ldots n_J!} \left( \frac{1}{k} \right)^{|\mathbf{n}|} g(n_J),
\]  

(34)

where \( 0 \leq m \leq J \) and \( L \geq 0 \). Note that

\[
F_0(g; J, L) = \sum_{n_1 \geq 0, \ldots, n_J \geq 0} \frac{(L + n_1 + \ldots + n_J)!}{n_1! \ldots n_J!} \left( \frac{1}{k} \right)^{n_1+\ldots+n_J} g(n_J),
\]

(35)

and

\[
F_J(g; J, L) = \sum_{n_1 \geq 2, \ldots, n_J \geq 2} \frac{(L + n_1 + \ldots + n_J)!}{n_1! \ldots n_J!} \left( \frac{1}{k} \right)^{n_1+\ldots+n_J} g(n_J).
\]

(36)

Of particular interest will be the mappings

\[
g_1(i) := 1, \quad g_2(i) := i, \quad g_3(i) := i - 1.
\]

(37)

For later use, notice that

\[
F_0(g_1; J, L) = \frac{L! k^{L+1}}{(k - J)^{L+1}},
\]

(38)

\[
F_0(g_2; J, L) = \frac{(L + 1)! k^{L+1}}{(k - J)^{L+2}},
\]

(39)

\[
F_0(g_3; J, L) = -\frac{L! k^{L+1}(k - J - L - 1)}{(k - J)^{L+2}},
\]

(40)

for \( k > J \) and \( L \geq 0 \), by applying formulas (50), (51) and (52) in Appendix B, respectively, with 
\( z = \frac{1}{k} \).

**Lemma A.1.** Let \( g : \mathbb{N} \to (-\infty, +\infty) \) be such that \( F_0(g; J, L) \) is finite for \( k > J \) and \( L \geq 0 \). Then, for every \( m = 1, \ldots, J - 1 \), \( F_m(g; J, L) \) is finite for \( k > J \) and \( L \geq 0 \), and satisfies the recursion

\[
F_m(g; J, L) = F_{m-1}(g; J, L) - F_{m-1}(g; J - 1, L) - \frac{1}{k} F_{m-1}(g; J - 1, L + 1).
\]

(41)

In addition, (41) holds for \( m = n - 1 \) if \( g(i) = 1 \) for all \( i \in \mathbb{N} \).

**Proof.** Assume first that \( m = 1, \ldots, J - 1 \). Define \( N_{(n_m)} := n_1 + \cdots + n_{m-1} + n_{m+1} + \cdots n_J \). From (34), we have

\[
F_m(g; J, L) = \sum_{n_1 \geq 2, \ldots, n_{m-1} \geq 2 \atop n_m \geq 0, \ldots, n_J \geq 0} \frac{(L + n_1 + \ldots + n_J)!}{n_1! \ldots n_J!} \left( \frac{1}{k} \right)^{n_1+\ldots+n_J} g(n_J)
\]

\[ - \sum_{n_1 \geq 2, \ldots, n_{m-1} \geq 2 \atop n_m \geq 0, \ldots, n_J \geq 0} \frac{(L + N_{(n_m)})!}{n_1! \ldots n_{m-1}! n_{m+1}! \ldots n_J!} \left( \frac{1}{k} \right)^{N_{(n_m)}} g(n_J)
\]

\[ - \frac{1}{k} \sum_{n_1 \geq 2, \ldots, n_{m-1} \geq 2 \atop n_m \geq 0, \ldots, n_J \geq 0} \frac{(L + 1 + N_{(n_m)})!}{n_1! \ldots n_{m-1}! n_{m+1}! \ldots n_J!} \left( \frac{1}{k} \right)^{N_{(n_m)}} g(n_J)
\]

\[ = F_{m-1}(g; J, L) - F_{m-1}(g; J - 1, L) - \frac{1}{k} F_{m-1}(g; J - 1, L + 1),
\]

(42)
which establishes (41). The recursion (41) together with the finiteness of \( F_0(g; J, L) \) for \( k > J \) and \( L \geq 0 \) yield the finiteness of \( F_m(g; J, L) \) for \( 0 \leq m < J < k \) and \( L \geq 0 \).

Via the same analysis it is easily obtained that (41) holds for \( m = J \) when \( g(i) = 1 \) for all \( i \in \mathbb{N} \). \( \square \)

For \( a \in \{-1, 0, 1, \ldots\} \), define

\[
G_m(g; a, n) := \sum_{l=1}^{m} \binom{m}{l} \frac{l}{k^l} F_{m-l}(g; n-l-1, l+a), \quad m = 1, \ldots, n-1. \tag{43}
\]

**Lemma A.2.** For \( m = 1, \ldots, n-2 \),

\[
G_m(g; a, n) = \frac{1}{k} \sum_{l=1}^{m} \binom{m}{l} (-1)^{l+1} F_0(g; n-l-1, 1+a). \tag{44}
\]

In addition, (44) holds for \( m = n-1 \) if \( g(i) = 1 \) for all \( i \in \mathbb{N} \).

**Proof.** We will use the identity

\[
\binom{m+1}{l} l = \frac{m+1}{m} \left( \binom{m}{l} l + \binom{m}{l-1}(l-1) \right). \tag{45}
\]

Throughout the proof we will skip the first argument \( g \) of the mappings \( F \) and \( G \), to simplify the notation. We have

\[
G_{m+1}(a, n) = \sum_{l=1}^{m} \binom{m+1}{l} \frac{l}{k^l} F_{m+1-l}(n-l-1, l+a) + \frac{m+1}{k^{m+1}} F_0(n-m-2, m+1+a)
\]

\[
= \frac{m+1}{m} \left[ \sum_{l=1}^{m} \binom{m}{l} \frac{l}{k^l} F_{m+1-l}(n-l-1, l+a) + \sum_{l=2}^{m} \binom{m}{l-1} \frac{l-1}{k^l} F_{m+1-l}(n-l-1, l+a) \right]
\]

\[
+ \frac{m+1}{k^{m+1}} F_0(n-m-2, m+1+a) \quad \text{by using (45)}
\]

\[
= \frac{m+1}{m} \left[ \sum_{l=1}^{m} \binom{m}{l} \frac{l}{k^l} F_{m+1-l}(n-l-1, l+a) + \sum_{l=1}^{m-1} \binom{m}{l} \frac{l}{k^{l+1}} F_{m-l}(n-l-2, l+a+1) \right]
\]

\[
+ \frac{m+1}{k^{m+1}} F_0(n-m-2, m+1+a)
\]

\[
= \frac{m+1}{m} \left[ \sum_{l=1}^{m} \binom{m}{l} \frac{l}{k^l} F_{m+1-l}(n-l-1, l+a) + \sum_{l=1}^{m} \binom{m}{l} \frac{l}{k^{l+1}} F_{m-l}(n-l-2, l+a+1) \right]
\]

\[
= \frac{m+1}{m} \left[ \sum_{l=1}^{m} \binom{m}{l} \frac{l}{k^l} F_{m-l}(n-l-1, l+a) - \sum_{l=1}^{m} \binom{m}{l} \frac{l}{k^{l+1}} F_{m-l}(n-l-2, l+a) \right]
\]

\[
- \frac{1}{k} \sum_{l=1}^{m} \binom{m}{l} \frac{l}{k^l} F_{m-l}(n-l-2, l+a+1) + \sum_{l=1}^{m} \binom{m}{l} \frac{l}{k^{l+1}} F_{m-l}(n-l-2, l+a+1) \quad \text{using (41)}
\]

\[
= \frac{m+1}{m} \left( G_m(a, n) - G_m(a, n-1) \right). \tag{46}
\]

Letting \( m = 1 \) in (43), we get \( G_1(a, n) = \frac{1}{k} F_0(n-2, 1+a) \), which is equal to the r.h.s. of (44) when \( m = 1 \). Assume that (44) is true for \( m = 2, \ldots, M \); let us show that it is still true for \( m = M + 1 \).
Using the induction hypothesis in the r.h.s. of (46) yields

\[
G_{M+1}(a,n) = \frac{M+1}{kM} \left[ \sum_{l=1}^{M} \binom{M}{l} (-1)^{l+1} l F_0(n - l - 1, 1 + a) - \sum_{l=1}^{M} \binom{M}{l} (-1)^{l+1} l F_0(n - l - 2, 1 + a) \right]
\]

\[
= \frac{M+1}{kM} \sum_{l=1}^{M} \binom{M}{l} (-1)^{l+1} l F_0(n - l - 1, 1 + a) - \sum_{l=1}^{M-1} \binom{M}{l} (-1)^{l+1} l F_0(n - l - 2, 1 + a)
\]

\[
- \frac{M+1}{k} (-1)^{M+1} F_0(n - M - 2, 1 + a)
\]

\[
= \frac{M+1}{kM} \sum_{l=1}^{M} \binom{M}{l} (-1)^{l+1} l F_0(n - l - 1, 1 + a) + \frac{M+1}{k} (-1)^{M+2} F_0(n - M - 2, 1 + a)
\]

(47)

\[
= \frac{1}{k} \sum_{l=1}^{M} \binom{M+1}{l} (-1)^{l+1} l F_0(n - l - 1, 1 + a) + \frac{M+1}{k} (-1)^{M+2} F_0(n - M - 2, 1 + a)
\]

(48)

where we perform a change of variable \( l \rightarrow l - 1 \) in the second sum of (47) to obtain (48). This concludes the induction step and the proof. \( \square \)

**B USEFUL FORMULAS**

It is known that

\[
\sum_{i=0}^{n} \binom{n}{i} (-1)^i P(i) = 0,
\]

for any polynomial \( P \) of degree less than \( n \) [39].

**Lemma B.1.** For any integer \( J \geq 1, 0 \leq z_1 + \cdots + z_J < 1 \), and \( L \in \mathbb{N} \),

\[
\sum_{n_1 \geq 0, \ldots, n_J \geq 0} \frac{(L + n_1 + \cdots + n_J)!}{n_1! \cdots n_J!} z_1^{n_1} \cdots z_J^{n_J} = \frac{L!}{(1 - z_1 - \cdots - z_J)^{L+1}}.
\]

(50)

**Proof.** Fix \( L \geq 0 \). For \( 0 \leq z < 1 \), we have

\[
\sum_{j \geq 0} \frac{(L+j)!}{j!} z^j = L! z^L \sum_{i \geq L} \binom{i}{L} z^i = \frac{L!}{z^L} \times \frac{z^L}{(1 - z)^{L+1}} = \frac{L!}{(1 - z)^{L+1}},
\]

which shows that (50) holds when \( J = 1 \). Assume that (50) is true for \( J = 1, \ldots, m \) and \( 0 \leq z_1 + \cdots + z_m < 1 \), and let us show that it is true for \( J = m + 1 \) and \( 0 \leq z_1 + \cdots + z_{m+1} < 1 \). Take

\[
0 \leq z_1 + \cdots + z_{m+1} < 1.
\]

We have

\[
\sum_{n_1 \geq 0, \ldots, n_{m+1} \geq 0} \frac{(L + n_1 + \cdots + n_{m+1})!}{n_1! \cdots n_{m+1}!} z_1^{n_1} \cdots z_{m+1}^{n_{m+1}}
\]

\[
= \sum_{n_1 \geq 0, \ldots, n_{m+1} \geq 0} \frac{z_1^{n_1} \cdots z_{m+1}^{n_{m+1}}}{n_1! \cdots n_{m+1}!} \sum_{n_{m+1} \geq 0} \frac{(L + n_1 + \cdots + n_m + n_{m+1})!}{n_{m+1}!} z_{m+1}^{n_{m+1}}
\]

\[
= \sum_{n_1 \geq 0, \ldots, n_m \geq 0} \frac{(L + n_1 + \cdots + n_m)!}{n_1! \cdots n_m!} \frac{z_1^{n_1} \cdots z_m^{n_m}}{1 - z_{m+1}} \cdots \frac{z_m^{n_m}}{1 - z_{m+1}}
\]
where the last two identities follow from the induction hypothesis with \( J = 1 \) and \( J = m \), respectively. \( \square \)

Differentiating (50) w.r.t. \( z_j \) and multiplying both sides of the resulting equation by \( z_j \) yields, for \( 0 \leq z_1 + \cdots + z_J < 1 \),

\[
\sum_{n_1 \geq 0, \ldots, n_J \geq 0} \frac{(L + n_1 + \cdots + n_J)!}{n_1! \cdots n_J!} z_1^{n_1} \cdots z_J^{n_J} = \frac{(L + 1)!z_j}{(1 - z_1 - \cdots - z_J)^{L+2}}. \tag{51}
\]

In the following, assume \( 0 \leq z < \frac{1}{J} \) and \( L \in \mathbb{N} \). Letting \( z_j = z \) for \( J \) in both (50) and (51) yields

\[
\sum_{n_1 \geq 0, \ldots, n_J \geq 0} \frac{(L + n_1 + \cdots + n_J)!}{n_1! \cdots n_J!} z^{\sum_{i=1}^J n_i} (n_J - 1) = \frac{L!((J + L + 1)z - 1)}{(1 - Jz)^{L+2}}. \tag{52}
\]

Differentiating (51) w.r.t. \( z_J \), multiplying both sides of the resulting equation by \( z_J \), and then letting \( z_j = z \) for all \( j \) yields

\[
\sum_{n_1 \geq 0, \ldots, n_J \geq 0} \frac{(L + n_1 + \cdots + n_J)!}{n_1! \cdots n_J!} z^{\sum_{i=1}^J n_i} n_J^2 = \frac{(L + 1)!((L + 2 - J)z + 1)z}{(1 - Jz)^{L+3}}. \tag{53}
\]

Differentiating (51) w.r.t. \( z_I \) with \( I \neq J \), multiplying both sides of the resulting equation by \( z_I \), then letting \( z_J = z \) for all \( j \) yields

\[
\sum_{n_1 \geq 0, \ldots, n_J \geq 0} \frac{(L + n_1 + \cdots + n_J)!}{n_1! \cdots n_J!} z^{\sum_{i=1}^J n_i + \cdots + n_J} n_in_J = \frac{(L + 2)!z^2}{(1 - Jz)^{L+3}}. \tag{54}
\]

\[C\] \textbf{EXPECTED NUMBER OF STORED QUBITS AT THE SWITCH}

Following is a proof of Proposition 6.1.

\textbf{Proof.} For any vector \( y = (y_1, \ldots, y_{n-1}) \), define \( |y|^{(2)} := \sum_{j=1}^{n-1} y_j^2 \).

In Section 7, we prove that the system is stable if and only if \( k > n \). Hence, assume from now on that \( k > n \). In Section 8, we prove that \( \mathbb{E}[|Q|] < \infty \) when the system is stable. Assume that \( X \) is in steady state at time \( t = 1 \) (which implies that it is in steady-state at any time \( t > 1 \)). By Lemma 4.2, Eq. (5) holds. Take \( V(x) = \min(|x|^2, T^2) \) for \( T \geq n - 1 \). Multiplying both sides of (5) by \( k \), we get

\[
0 = (k - (n - 1)) \sum_{x \in R_0} \pi(x) \left[ \min(|x| - (n - 1))^2, T^2 \right] - \min(|x|^2, T^2)
\]

\[
+ (n - 1) \sum_{x \in R_0} \pi(x) \left[ \min(|x| + 1)^2, T^2 \right] - \min(|x|^2, T^2)
\]

\[
+ k \sum_{j=1}^{n-1} \sum_{x \in R_j} \pi(x) \left[ \min(|x| + 1)^2, T^2 \right] - \min(|x|^2, T^2)
\]

\[
= -2(k - (n - 1))(n - 1) \sum_{x \in R_0 \atop n-1 \leq |x| \leq T - 1} \pi(x)|x| + (k - (n - 1)) \sum_{x \in R_0 \atop T \leq |x| < T + n - 1} \pi(x)((|x| - (n - 1))^2 - T^2)
\]

\[22\]
\[ + (k - (n - 1))(n - 1)^2 \sum_{x \in R_0} \pi(x) + (n - 1) \sum_{x \in R_0, T \geq |x|} \pi(x)(2|x| + 1) + k \sum_{j=1}^{n-1} \sum_{x \in R_j} \pi(x)(2|x| + 1). \]

(55)

Define

\[
A := \sum_{x \in R_0} \pi(x)|x|, \quad B := \sum_{j=1}^{n-1} \sum_{x \in R_j} \pi(x)|x| = \sum_{j=1}^{n-2} \sum_{x \in R_j} \pi(x)|x|,
\]

\[
C := \sum_{x \in R_0} \pi(x), \quad D := \sum_{j=1}^{n-1} \sum_{x \in R_j} \pi(x),
\]

where the second equality in the definition of \(B\) holds since \(R_{n-1} = \{0\}\). With these definitions (55) becomes

\[
0 = -2(k - (n - 1))(n - 1) \left[ A - \sum_{x \in R_0, T \leq |x|} \pi(x)|x| \right] + (k - (n - 1)) \sum_{x \in R_0, T \leq |x|} \pi(x)((|x| - (n - 1))^2 - T^2)
\]

\[+ (k - (n - 1))(n - 1)^2 \left[ C - \sum_{x \in R_0} \pi(x) \right] + (n - 1) \left[ 2A - 2 \sum_{x \in R_0, T \leq |x|} \pi(x)|x| + C - \sum_{x \in R_0, T \leq |x|} \pi(x) \right]
\]

\[+ k \left[ 2B - \sum_{j=1}^{n-1} \sum_{x \in R_j, T \leq |x|} \pi(x)|x| + D - \sum_{j=1}^{n-1} \sum_{x \in R_j, T \leq |x|} \pi(x) \right] = -2(n - 1)(k - 1)A + 2kB + (n - 1)C + (n - 1)[(k - (n - 1))(n - 1) + 1]C + kD + g(T),
\]

(56)

with

\[
g(T) := 2(n - 1)(k - n) \sum_{x \in R_0, T \leq |x|} \pi(x)|x| - (n - 1)[(k - (n - 1))(n - 1) - 1] \sum_{x \in R_0, T \leq |x|} \pi(x)
\]

\[+ (k - (n - 1)) \sum_{x \in R_0, T \leq |x| < T + n - 1} \pi(x)((|x| - (n - 1))^2 - T^2) - k \left[ \sum_{j=1}^{n-1} \sum_{x \in R_j, T \leq |x|} \pi(x)|x| + \sum_{j=1}^{n-1} \sum_{x \in R_j, T \leq |x|} \pi(x) \right].
\]

(57)

We know that (see proof of Proposition 5.1, Eq. (8))

\[C = \frac{k}{n(k - (n - 1))},\]

(58)

so that by Eq. (7),

\[D = 1 - \sum_{x \in R_0} \pi(x) = 1 - \frac{k}{n(k - (n - 1))} = \frac{(k - n)(n - 1)}{n(k - (n - 1))}.
\]

(59)

Introducing (58) and (59) into (56) gives

\[2(k - n)(n - 1)A - 2kB = k(n - 1) + g(T).
\]

(60)
Take now $V(x) = \min \{ |x|^{(2)}, T \}$ for $T \geq n - 1$. Multiplying both sides of (5) by $k$, we get

$$0 = \sum_{x \in R_0} \pi(x)(k - (n - 1)) \times \left( \min \left\{ |x - 1|^{(2)}, T \right\} - \min \left\{ |x|^{(2)}, T \right\} \right)$$

$$+ \sum_{x \in R_0} \pi(x) \sum_{l=1}^{n-1} \left( \min \left\{ |x|^{(2)} + 2x_l + 1, T \right\} - \min \left\{ |x|^{(2)}, T \right\} \right)$$

$$+ \sum_{j=1}^{n-1} \sum_{x \in R_j} \pi(x) \sum_{l=1}^{n} \left( \frac{k - (n - 1) - j}{j} \right) \times \left( \min \left\{ |x|^{(2)} + l, T \right\} - \min \left\{ |x|^{(2)}, T \right\} \right)$$

$$+ \sum_{j=1}^{n-1} \sum_{x \in R_j} \pi(x) \sum_{m=1}^{n-1} \mathbb{1}_{x_m > 0} \left( \min \left\{ |x|^{(2)} + 2x_m + 1, T \right\} - \min \left\{ |x|^{(2)}, T \right\} \right). \quad (61)$$

Note that the last summation in (61) has $n - 1 - j$ terms as $x = (x_1 \ldots x_{n-1}) \in R_j$ has $n - 1 - j$ non-zero entries by definition of the set $R_j$. Let us consider separately the four terms in the r.h.s. of (61). Call these terms I, II, III, and IV respectively. We have

$$I = (k - (n - 1)) \sum_{x \in R_0} \pi(x)(-2|x| + n - 1) + (k - (n - 1)) \sum_{x \in R_0} \pi(x) \left( |x - 1|^{(2)} - T \right)$$

$$= -2(k - (n - 1))A + (k - (n - 1))(n - 1) \sum_{x \in R_0} \pi(x) - (k - (n - 1)) \sum_{x \in R_0} \pi(x)(-2|x| + n - 1)$$

$$+ (k - (n - 1)) \sum_{x \in R_0} \pi(x) \left( |x - 1|^{(2)} - T \right),$$

$$II = \sum_{l=1}^{n} \sum_{|x|^{(2)} + 2x_l + 1 \leq T} \pi(x)(2x_l + 1) + \sum_{l=1}^{n} \sum_{|x|^{(2)} + 2x_l + 1 > T} \pi(x) \left( T - |x|^{(2)} \right)$$

$$= \sum_{l=1}^{n} \sum_{x \in R_0} \pi(x)(2x_l + 1) - \sum_{l=1}^{n} \sum_{T < |x|^{(2)} + 2x_l + 1} \pi(x)(2x_l + 1) + \sum_{l=1}^{n} \sum_{T < |x|^{(2)} + 2x_l + 1} \pi(x) \left( T - |x|^{(2)} \right)$$

$$= 2A + (n - 1) \sum_{x \in R_0} \pi(x) - \sum_{l=1}^{n} \sum_{T < |x|^{(2)} + 2x_l + 1} \pi(x)(2x_l + 1) + \sum_{l=1}^{n} \sum_{T < |x|^{(2)} + 2x_l + 1} \pi(x) \left( T - |x|^{(2)} \right),$$

$$III = \sum_{j=1}^{n-1} (k - (n - 1 - j)) \sum_{x \in R_j} \pi(x) \left( |x|^{(2)} + 1 \right)$$

$$= \sum_{j=1}^{n-1} (k - (n - 1 - j)) \sum_{x \in R_j} \pi(x) - \sum_{j=1}^{n-1} (k - (n - 1 - j)) \sum_{x \in R_j} \pi(x),$$

$$IV = \sum_{j=1}^{n-1} \sum_{m=1}^{n-1} \sum_{|x|^{(2)} + 2x_m + 1 \leq T} \pi(x) \mathbb{1}_{x_m > 0} \left( 2x_m + 1 \right) + \sum_{j=1}^{n-1} \sum_{m=1}^{n-1} \sum_{|x|^{(2)} + 2x_m + 1 > T} \pi(x) \mathbb{1}_{x_m > 0} \left( T - |x|^{(2)} \right).$$
\[
\begin{align*}
&= \sum_{j=1}^{n-1} \sum_{m=1}^{n-1} \sum_{\mathbf{x} \in R_j} \mathbb{1}_{\{x_m > 0\}} \pi(\mathbf{x})(2x_m + 1) - \sum_{j=1}^{n-1} \sum_{m=1}^{n-1} \sum_{\mathbf{x} \in R_j} \mathbb{1}_{\{x_m > 0\}} \pi(\mathbf{x})(2x_m + 1) \\
&\quad + \sum_{j=1}^{n-1} \sum_{m=1}^{n-1} \sum_{\mathbf{x} \in R_j} \pi(\mathbf{x}) \mathbb{1}_{\{x_m > 0\}} \left( T - |\mathbf{x}|^{(2)} \right) \\
&= 2B + \sum_{j=1}^{n-1} (n - 1 - j) \sum_{\mathbf{x} \in R_j} \pi(\mathbf{x}) - \sum_{j=1}^{n-1} (n - 1 - j) \sum_{\mathbf{x} \in R_j} \sum_{i=1}^{n-1} \mathbb{1}_{\{x_i > 0\}} \pi(\mathbf{x})(2x_i + 1) \\
&\quad + \sum_{j=1}^{n-1} \sum_{m=1}^{n-1} \sum_{\mathbf{x} \in R_j} \pi(\mathbf{x}) \mathbb{1}_{\{x_m > 0\}} \left( T - |\mathbf{x}|^{(2)} \right). \\
\end{align*}
\]

Hence,
\[
0 = I + II + III + IV = -2(k - n)A + 2B + (k - (n - 1))(n - 1) \sum_{\mathbf{x} \in R_0} \pi(\mathbf{x}) + (n - 1) \sum_{\mathbf{x} \in R_0} \pi(\mathbf{x}) \\
\quad + \sum_{j=1}^{n-1} (k - (n - 1) - j) \sum_{\mathbf{x} \in R_j} \pi(\mathbf{x}) + \sum_{j=1}^{n-1} (n - 1 - j) \sum_{\mathbf{x} \in R_j} \sum_{\mathbf{i} \in R_0, |\mathbf{i}|^{(2)} < |\mathbf{x}|^{(2)} + 2x_j + 1} \pi(\mathbf{x}) + h(T) \\
= -2(k - n)A + 2B + (n - 1)(k - n + 2) \sum_{\mathbf{x} \in R_0} \pi(\mathbf{x}) + k \sum_{j=1}^{n-1} \sum_{\mathbf{x} \in R_j} \pi(\mathbf{x}) + h(T) \\
= -2(k - n)A + 2B + \frac{2(n - 1)}{n} + h(T) \tag{62}
\]

by using (58) and (59), where
\[
h(T) := -(k - (n - 1)) \sum_{\mathbf{x} \in R_0} \pi(\mathbf{x}) - 2|x| + n - 1 + (k - (n - 1)) \sum_{\mathbf{x} \in R_0} \sum_{|\mathbf{x}|^{(2)} < T} \pi(\mathbf{x}) |\mathbf{x} - 1|^{(2)} - T \\
\quad - \sum_{j=1}^{n-1} \sum_{\mathbf{x} \in R_j} \pi(\mathbf{x})(2x_l + 1) + \sum_{j=1}^{n-1} \sum_{\mathbf{x} \in R_j} \sum_{i=1}^{n-1} \pi(\mathbf{x}) \left( T - |\mathbf{x}|^{(2)} \right) \\
\quad - \sum_{j=1}^{n-1} (k - (n - 1) - j) \sum_{\mathbf{x} \in R_j} \pi(\mathbf{x}) - \sum_{j=1}^{n-1} \sum_{m=1}^{n-1} \sum_{\mathbf{x} \in R_j} \mathbb{1}_{\{x_m > 0\}} \pi(\mathbf{x})(2x_m + 1) \\
\quad + \sum_{j=1}^{n-1} \sum_{m=1}^{n-1} \sum_{\mathbf{x} \in R_j} \pi(\mathbf{x}) \mathbb{1}_{\{x_m > 0\}} \left( T - |\mathbf{x}|^{(2)} \right). \tag{63}
\]

Eqns (60) and (62) give the following set of linear equations in the unknowns $A$ and $B$:
\[
2(k - n)(n - 1)A - 2kB = k(n - 1) + g(T) \\
2(k - n)A - 2B = \frac{2k(n - 1)}{n} + h(T).
\]
Since \( k > n \) there is a unique solution given by
\[
A = \frac{k(n - 1)(2k - n) + n(kh(T) - g(T))}{2n(k - (n - 1))},
\]
\[
B = \frac{k(n - 1)(n - 2) + n((n - 1)h(T) - g(T))}{2n(k - (n - 1))}.
\]

Let us show that \( \lim_{T \to \infty} g(T) = \lim_{T \to \infty} h(T) = 0 \). Fix \( j = 1, \ldots, n - 1 \). Since \( \sum_{x \in R_j} \pi(x)|x| = \sum_{i=0}^{\infty} \sum_{x \in R_j} \pi(x)|x| \) and since the series \( \sum_{x \in R_j} \pi(x)|x| \) is finite (bounded by \( \mathbb{E}[|Q|] \), which is finite due to the chain’s stability), then necessarily \( \lim_{T \to \infty} \sum_{i=0}^{\infty} \sum_{x \in R_j} \pi(x)|x| = 0 \), which in turn implies that \( \lim_{T \to \infty} \sum_{x \in R_j} \pi(x)|x| = 0 \). This latter limit combined with the two-sided inequalities
\[
0 \leq \sum_{x \in R_0} \pi(x) \leq \sum_{x \in R_0} \pi(x)|x| \text{ imply that } \lim_{T \to \infty} \sum_{x \in R_0} \pi(x) = 0. \text{ Hence, cf. (57),}
\]
\[
\lim_{T \to \infty} g(T) = (k - (n - 1)) \times \lim_{T \to \infty} \sum_{x \in R_0} \pi(x)((|x| - (n - 1))^2 - T^2).
\]

Let us evaluate this limit. We have
\[
0 \geq \sum_{x \in R_0} \pi(x)((|x| - (n - 1))^2 - T^2)
\]
\[
= \sum_{x \in R_0} \pi(x)(|x|^2 - T^2) - 2(n - 1) \times \sum_{x \in R_0} \pi(x)|x| + (n - 1)^2 \times \sum_{x \in R_0} \pi(x)
\]
\[
\geq -2(n - 1) \times \sum_{x \in R_0} \pi(x)|x| + (n - 1)^2 \times \sum_{x \in R_0} \pi(x).
\]

Now, the inequalities \( 0 \leq \sum_{x \in R_0} \pi(x) \leq \sum_{x \in R_0} \pi(x)|x| \) and \( 0 \leq \sum_{x \in R_0} \pi(x)|x| \leq \sum_{x \in R_0} \pi(x)|x| \) combined with the limits \( \lim_{T \to \infty} \sum_{x \in R_j} \pi(x) = 0 \) and \( \lim_{T \to \infty} \sum_{x \in R_j} \pi(x)|x| = 0 \) shown above (the latter limit holds since \( \mathbb{E}[|Q|] < \infty \), prove that
\[
\lim_{T \to \infty} \sum_{x \in R_0} \pi(x) = \lim_{T \to \infty} \sum_{x \in R_0} \pi(x)|x| = 0.
\]

We then conclude from (66) that
\[
\lim_{T \to \infty} g(T) = 0.
\]

The proof that \( \lim_{T \to \infty} h(T) = 0 \) is similar; we compute this limit next. Throughout we will use the fact that for any mapping \( \phi : \{0, 1, \ldots, n-1\} \to [0, \infty) \) the limits
\[
\lim_{T \to \infty} \sum_{x \in R_j} \pi(x) = 0 \quad \text{and} \quad \lim_{T \to \infty} \sum_{x \in R_j} \pi(x)|x| = 0, \quad \forall j = 0, 1, \ldots, n - 1,
\]
hold as the series \( \sum_{x \in R} \pi(x) \) and \( \sum_{x \in R} \pi(x)|x| = \mathbb{E}[|Q|] \) are finite, respectively.

By applying (68) to (63) we immediately conclude that the first, third, fifth and sixth terms in the r.h.s of (63) go to zero as \( T \to \infty \). Hence,
\[
\lim_{T \to \infty} h(T) = \lim_{T \to \infty} (k - (n - 1)) \sum_{|x-1|^2 < T < |x|^2} \pi(x) \left(|x - 1|^{(2)} - T \right)
\]
where the limits hold from (68). Therefore, we have

\[ \lim_{T \to \infty} \sum_{l=1}^{n-1} \sum_{x \in R_l} \pi(x) \left( T - |x|^{(2)} \right) + \lim_{T \to \infty} \sum_{j=1}^{n-1} \sum_{m=1}^{n-1} \sum_{x \in R_j} \pi(x) \mathbb{1}_{x_m > 0} \left( T - |x|^{(2)} \right). \]  

Let us show that the three limits in the r.h.s. of (69) are equal to zero. We have

\[ 0 \geq \sum_{x \in R_0} \pi(x) \left( |x - 1|^{(2)} - T \right) = \sum_{x \in R_0} \pi(x) \left( |x|^{(2)} - 2|x| + n - 1 - T \right) \geq -2 \sum_{x \in R_0} \pi(x)|x| + (n - 1) \sum_{x \in R_0} \pi(x). \]

Now,

\[ 0 \leq \sum_{x \in R_0} \pi(x)|x| \leq \sum_{x \in R_0} \pi(x)|x| \to 0 \quad \text{as} \quad T \to \infty \]

and

\[ 0 \leq \sum_{x \in R_0} \pi(x) \leq \sum_{x \in R_0} \pi(x) \to 0 \quad \text{as} \quad T \to \infty, \]

where the limits hold from (68). Therefore,

\[ \lim_{T \to \infty} \sum_{x \in R_0} \pi(x) \left( |x - 1|^{(2)} - T \right) = 0. \]

On the other hand,

\[ 0 \leq \sum_{l=1}^{n-1} \sum_{x \in R_l} \pi(x) \left( T - |x|^{(2)} \right) \leq \sum_{l=1}^{n-1} \sum_{x \in R_l} \pi(x)(2x_l + 1) \leq 2 \sum_{l=1}^{n-1} \sum_{x \in R_l} \pi(x)|x| + (n - 1) \sum_{l=1}^{n-1} \sum_{x \in R_l} \pi(x) \to 0 \quad \text{as} \quad T \to \infty, \]

by using (68). Finally, for \( j = 1, \ldots, n - 1, \)

\[ 0 \leq \sum_{m=1}^{n-1} \sum_{x \in R_j} \pi(x) \mathbb{1}_{x_m > 0} \left( T - |x|^{(2)} \right) \leq \sum_{m=1}^{n-1} \sum_{x \in R_j} \pi(x) \left( T - |x|^{(2)} \right) \]

which goes to zero as \( T \to \infty \) from (71). This proves that \( \lim_{T \to \infty} h(T) = 0. \)

We are now ready to conclude the proof. Fix \( \varepsilon > 0. \) We can then find \( T_\varepsilon \) such that

\[ \frac{2(n - 1)h(T) - g(T)}{2(k - (n - 1))} < \varepsilon, \quad \frac{2(n - 1)h(T) - g(T)}{2(k - (n - 1))} < \varepsilon, \]
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for all \( T \geq T_\epsilon \). Take \( T = T_\epsilon \) in the definition of the functions \( V(x) = \min(|x|^2, T^2) \) and \( V(x) = \min(x^{(2)}, T) \). This yields

\[
\left| A - \frac{k(n-1)(2k-n)}{2n(k-n)(k-(n-1))} \right| < \epsilon \tag{73}
\]

\[
\left| B - \frac{k(n-1)(n-2)}{2n(k-(n-1))} \right| < \epsilon. \tag{74}
\]

Since (73)-(74) hold for any \( \epsilon > 0 \), we conclude that

\[
A = \frac{k(n-1)(2k-n)}{2n(k-n)(k-(n-1))}, \quad B = \frac{k(n-1)(n-2)}{2n(k-(n-1))},
\]

so that

\[
\mathbb{E}[|Q|] = A + B = \frac{(n-1)k}{2(k-n)},
\]

which concludes the proof of Proposition 6.1. \( \square \)

### D STABILITY ANALYSIS

#### D.1 Proof of Lemma 7.2

**Proof.** For \( j = 1, \ldots, n-2 \), and for \( j = n-1 \) and \( g(i) = 1 \) for all \( i \in \mathbb{N} \), the mapping \( f_j(r) \) is symmetric w.r.t. \( r_1, \ldots, r_j \). Therefore, since there are \( \binom{j}{l} \) ways of having \( l \) components equal to 1 among \( j \) components, we have

\[
\sum_{r \in E_j} f_j(r) = \sum_{l=1}^{j} \binom{j}{l} \sum_{r_{l+1} \leq 2, \ldots, r_{n-1} \geq 2} f_j(1, \ldots, 1, r_{l+1}, \ldots, r_{n-1}). \tag{75}
\]

Let us calculate the inner sum in (75). We have

\[
\sum_{r_{l+1} \leq 2, \ldots, r_{n-1} \geq 2} f_j(1, \ldots, 1, r_{l+1}, \ldots, r_{n-1}) = \frac{l}{k^l} \sum_{r_{l+1} \geq 1, \ldots, r_{n-1} \geq 0} (l + r_{l+1} + \cdots + r_{n-1})^l \left( \frac{1}{k} \right)^\sum_{m=l+1}^{n-1} r_m \cdot \frac{1}{r_{l+1}! \cdots r_{n-1}!} g(r_{n-1}),
\]

so that

\[
\sum_{r \in E_j} f_j(r) = \sum_{l=1}^{j} \binom{j}{l} \frac{l}{k^l} \sum_{r_{l+1} \geq 1, \ldots, r_{n-1} \geq 0} (l + N_{l+1} + \cdots + N_{n-1})! \left( \frac{1}{k} \right)^\sum_{m=l+1}^{n-1} r_m \cdot \frac{1}{r_{l+1}! \cdots r_{n-1}!} \frac{N_{l+1}}{r_{l+1}!} \cdots \frac{N_{n-1}}{r_{n-1}!} g(r_{n-1}),
\]

which concludes the proof. \( \square \)

#### D.2 Proof of Proposition 7.4

**Proof.** Define \( V_1(x) = \sum_{i=1}^{n-1} x_i^2 \) and \( V_2(x) = \sum_{1 \leq i < l \leq n-1} x_i x_l \), so that

\[
V(x) = V_1(x) + b V_2(x). \tag{76}
\]

It will be convenient to consider separately the drifts \( \Delta V_1(x) \) and \( \Delta V_2(x) \) by noting that \( \Delta V(x) = \Delta V_1(x) + b \Delta V_2(x) \).
D.2.1 Proof of (24). Take \( x = (x_1 \ldots x_{n-1}) \in S - S^* \). We have

\[
\Delta V_i(x) = \frac{k - n + 1}{k} (V_i(x - 1) - V_i(x)) + \frac{1}{k} \sum_{l=1}^{n-1} (V_i(x + e_l) - V_i(x))
\]

\[
= \frac{k - n + 1}{k} (-2|x| + n - 1) + \frac{1}{k} (2|x| + n - 1)
\]

\[
= -2 \left( \frac{k - n}{k} \right) |x| + (n - 1) \left( \frac{k - n + 2}{k} \right).
\]  \tag{77}

It is a simple exercise to show that

\[
V_2(x - 1) - V_2(x) = -(n - 2)|x| + \frac{(n - 1)(n - 2)}{2}
\]

\[
V_2(x + e_l) - V_2(x) = |x| - x_l.
\]

Hence,

\[
\Delta V_2(x) = \frac{k - n + 1}{k} (V_2(x - 1) - V_2(x)) + \frac{1}{k} \sum_{l=1}^{n-1} (V_2(x + e_l) - V_2(x))
\]

\[
= -\frac{(n - 2)(k - n)}{k} |x| + \frac{(k - n + 1)(n - 1)(n - 2)}{2k}.
\]  \tag{78}

From (77) and (78) we obtain that \( k\Delta V(x) = k(\Delta V_1(x) + b\Delta V_2(x)) \) is given by the r.h.s. of (24).

D.2.2 Proof of (25). Throughout \( j \in \{1, \ldots, n - 2\} \) is fixed and \( x'_j = (1 \ldots 1 x_{j+1} \ldots x_{n-1}) \), \( x_i \geq 2 \) for \( i = j + 1, \ldots, n - 1 \), is also fixed. Define

\[
y(r) = (r_1 \ldots r_j x_{j+1} - 1 + r_{j+1} \ldots x_{n-1} - 1 + r_{n-1}),
\]

with \( r = (r_1 \ldots r_{n-1}) \in E_j \) as defined in (13). We break the proof of (25) in two parts, one for \( V_1 \) and the other for \( V_2 \).

Calculation of \( \Delta V_1(x'_j) \): By (10)-(12), Lemma 7.3 and the definition of \( V_1 \), we have

\[
k \times \Delta V_1(x'_j) = (k - n + 1) \sum_{r \in E_j} q^* (x'_j - 1, y(r))(V_1(y(r)) - V_1(x'_j)) + \sum_{l=1}^{n-1} (V_1(x'_j + e_l) - V_1(x))
\]

\[
= (j + 1) \left( \frac{k - n + j + 1}{k - n} \right) \sum_{r \in E_j} \sum_{l=1}^{j} \mathbb{I}_{(r_1=1)} \frac{(|r| - 1)!}{r_1! \ldots r_{n-1}!} \left( \frac{1}{k} \right)^{|r|} (V_1(y(r)) - V_1(x'_j))
\]

\[
+ 2 \sum_{i=j+1}^{n-1} x_i + n - 1 + 2j,
\]  \tag{79}

where we have used the identity

\[
(k - n + 1) \left( \frac{k - n + j + 1}{k - n} \right) = (j + 1) \left( \frac{k - n + j + 1}{k - n} \right).
\]

Since

\[
V_1(y(r)) - V_1(x'_j) = 2 \sum_{i=j+1}^{n-1} x_i (r_i - 1) + \sum_{l=1}^{n-1} r_l^2 - 2 \sum_{l=j+1}^{n-1} r_l + n - 1 - 2j,
\]
elementary algebra from (79) yields
\[ k \times \Delta_V(x_i) = 2 \sum_{i=j+1}^{n-1} x_i \left[ (j+1) \left( \frac{k-n+j+1}{k-n} \right) \Gamma_{j,i} + 1 \right] + \gamma_j, \quad (80) \]
where, for \( i = j + 1, \ldots, n - 1, \)
\[ \Gamma_{j,i} := \sum_{r \in E_j} \sum_{l=1}^{j} \mathbb{1}_{\{ \rho_{r}=1 \}} \left( \frac{(|r|-1)!}{r_1! \cdots r_{n-1}!} \left( \frac{1}{k} \right)^{|r|} (r_1 - 1) \right), \quad (81) \]
\[ \gamma_j := (j+1) \left( \frac{k-n+j+1}{k-n} \right) \sum_{r \in E_j} \sum_{l=1}^{j} \mathbb{1}_{\{ \rho_{r}=1 \}} \left( \frac{(|r|-1)!}{r_1! \cdots r_{n-1}!} \left( \frac{1}{k} \right)^{|r|} \left( \sum_{l=1}^{n-1} r_l^2 - 2 \sum_{l=j+1}^{n-1} r_l + n - 1 - 2j \right) \right) + n - 1 + 2j. \quad (82) \]
It is easily seen from the definition of the set \( E_j \) in (13) and the symmetry of the summand in (81) w.r.t. \( r_{j+1}, \ldots, r_{n-1}, \) that \( \Gamma_{j,j+1} = \cdots = \Gamma_{j,n-1}. \) Define \( \Gamma_j = \Gamma_{j,n-1}. \) With this, (80) becomes
\[ k \times \Delta_V(x_i) = 2T_j \sum_{i=j+1}^{n-1} x_i + \gamma_j, \quad (83) \]
where
\[ T_j := (j+1) \left( \frac{k-n+j+1}{k-n} \right) \Gamma_j + 1. \quad (84) \]
Let us further investigate \( T_j. \) We have (cf. (81) with \( i = n - 1 \))
\[ \Gamma_j = \sum_{r \in E_j} f_j(r), \quad (85) \]
where
\[ f_j(r) := \sum_{m=1}^{j} \mathbb{1}_{\{ \rho_{r_{m}}=1 \}} \times \frac{(|r|-1)!}{r_1! \cdots r_{n-1}!} \times \left( \frac{1}{k} \right)^{|r|} \times (r_{n-1} - 1). \]
By using the symmetry of \( f_j \) wrt \( r_1, \ldots, r_j \) we may rewrite \( \Gamma_j \) as
\[ \Gamma_j = \sum_{l=1}^{j} \binom{l}{j} \sum_{r_{j+1} \geq 2, \ldots, r_{n-1} \geq 0} f_j(1, \ldots, 1, r_{j+1}, \ldots, r_{n-1}). \quad (86) \]
By convention the set \( \{ r_{j+1} \geq 2, \ldots, r_{j} \geq 2 \} \) is empty when \( l = j. \) In particular,
\[ \Gamma_1 = \sum_{r_{2} \geq 0, \ldots, r_{n-1} \geq 0} f_1(1, r_{2}, \ldots, r_{n-1}). \quad (87) \]
Let us calculate the inner sum in (86). For the following calculations, define \( N_l := r_{j+1} + \cdots + r_{n-1}. \) We have
\[ \sum_{r_{j+1} \geq 2, \ldots, r_{n-1} \geq 0} f_j(1, \ldots, 1, r_{j+1}, \ldots, r_{n-1}) = l \left( \frac{1}{k} \right)^{l} \sum_{r_{j+1} \geq 2, \ldots, r_{n-1} \geq 0} \frac{(l-1+N_{l+1})!}{r_{j+1}! \cdots r_{n-1}!} \left( \frac{1}{k} \right)^{\sum_{m=l+1}^{n-1} r_m} (r_{n-1} - 1), \]
for \( l = 1, \ldots, j, \) so that
\[ \Gamma_j = \sum_{l=1}^{j} \binom{l}{j} \frac{1}{k^{l}} \sum_{r_{j+1} \geq 2, \ldots, r_{n-1} \geq 0} \frac{(l-1+N_{l+1})!}{r_{j+1}! \cdots r_{n-1}!} \left( \frac{1}{k} \right)^{\sum_{m=l+1}^{n-1} r_m} (r_{n-1} - 1) \]
\[ 30 \]
\[
= \sum_{l=1}^{j} \binom{i}{j} \frac{l}{k^l} F_{j-l}(r_{n-1} - 1; n - l - 1, l - 1),
\]
(88)

where \( F_m(g, J, L) \) is defined in (34).

**Lemma D.1.** For \( j = 1, \ldots, n - 2 \),

\[
T_j = -(k - n) + (k - n + 1) \sum_{i=2}^{j+1} \frac{1}{k - n + i}.
\]
(89)

The proof is given in Appendix D.3.

Substituting (89) into (83) yields

\[
k \times \Delta \xi' = 2 \left( -(k - n) + (k - n + 1) \sum_{i=2}^{j+1} \frac{1}{k - n + i} \right) \sum_{i=j+1}^{n-1} x_i + y_j.
\]
(90)

Next, we compute the second portion of the drift for \( x_j' \).

**Calculation of \( \Delta \xi'_j \):** Similarly to (79), we find

\[
k \times \Delta \xi'_j = (j + 1) \left( \frac{k - n + j + 1}{k - n} \right) \sum_{r \in E_j} \sum_{l=1}^{j} \left( \frac{|r| - 1}{r_1! \cdots r_{n-1}!} \left( \frac{1}{k} \right)^{|r|} \right)
\]

\[
(\Delta \nu'(y(r)) - \Delta \nu'(x'_j))
\]

\[
+ \sum_{l=1}^{n-1} (\nu'(x'_j + e_l) - \nu'(x'_j)).
\]
(91)

We have

\[
\nu'(x'_j + e_l) - \nu'(x'_j) = j + \sum_{l=1}^{n-1} x_l - x_l,
\]

so that

\[
\sum_{l=1}^{n-1} (\nu'(x'_j + e_l) - \nu'(x'_j)) = (n - 1) j + (n - 1) \sum_{l=1}^{n-1} x_l - \sum_{l=1}^{n-1} x_l
\]

\[
= (n - 1) j + (n - 1) \sum_{l=j+1}^{n-1} x_l - \left( j + \sum_{l=j+1}^{n-1} x_l \right)
\]

\[
= (n - 2) \sum_{l=j+1}^{n-1} x_l + (n - 2) j.
\]
(92)

Let us now find \( \nu'(x'_j) \) and \( \nu'(y(r)) \). We have (recall that \( x_1 = \cdots = x_j = 1 \))

\[
\nu'(x'_j) = \sum_{i=1}^{j} \sum_{l=i+1}^{n-1} x_l + \sum_{i=j+1}^{n-2} x_l \sum_{l=i+1}^{n-1} x_l
\]

\[
= \sum_{i=1}^{j} \left( j - i + \sum_{l=j+1}^{n-1} x_l \right) + \sum_{j+1 \leq i \leq n-1} x_l x_l
\]

\[
= \frac{j^2 - j}{2} + j \sum_{l=j+1}^{n-1} x_l + \sum_{j+1 \leq i \leq n-1} x_l x_l.
\]
(93)
On the other hand,
\[
V_2(y(r)) = \sum_{i=1}^{j} r_i \left[ \sum_{l=i+1}^{j} r_l + \sum_{l=j+1}^{n-1} (x_l - 1 + r_l) \right] + \sum_{l=j+1}^{n-2} (x_l - 1 + r_l) \sum_{l=i+1}^{n-1} (x_l - 1 + r_l)
\]
\[
= \alpha_j(r) + \sum_{j+1 \leq i < l \leq n-1} x_i x_l + \sum_{l=j+1}^{n-1} x_i \left[ \sum_{l=1}^{n-1} r_l - r_i - (n-j-2) \right],
\]
after elementary algebra, with
\[
\alpha_j(r) := \sum_{i=1}^{j} r_i \left[ \sum_{l=i+1}^{j} r_l - (n-j-1) \right] + \sum_{j+1 \leq i < l \leq n-1} (r_i - 1)(r_l - 1).
\]

Hence,
\[
V_2(y(r)) - V_2(x_j) = \sum_{i=j+1}^{n-1} x_i \left[ \sum_{l=1}^{n-1} r_l - r_i - (n-2) \right] + \alpha_j(r) - \frac{j^2 - j}{2}. \quad (94)
\]

Introducing (92) and (95) into (91), we obtain
\[
k \times \Delta V_2(x_j) = \sum_{i=j+1}^{n-1} x_i \left[ n - 2 + (j+1) \binom{k-n+j+1}{k-n} \sum_{r \in \mathcal{E}_j} f_{j,i}(r) \right] + \beta_j, \quad (96)
\]
where for \( i = j + 1, \ldots, n - 1, \)
\[
f_{j,i}(r) := \sum_{l=1}^{j} \mathbb{1}_{\{r_l=1\}} \frac{(|r| - 1)!}{r_1! \cdots r_{n-1}!} \left( \frac{1}{k} \right)^{|r|} \left( \sum_{l=1}^{n-1} r_l - r_i - (n-2) \right), \quad (97)
\]
and
\[
\beta_j := (j + 1) \binom{k-n+j+1}{k-n} \left[ \sum_{r \in \mathcal{E}_j} \sum_{i=1}^{j} \mathbb{1}_{\{r_l=1\}} \frac{(|r| - 1)!}{r_1! \cdots r_{n-1}!} \left( \frac{1}{k} \right)^{|r|} \alpha_j(r) - \frac{j^2 - j}{2} + (n-2)j. \quad (98)
\]

The same argument used to derive \( \sum_{r \in \mathcal{E}_j} f_j \) (see (85) and (86)) applies to \( \sum_{r \in \mathcal{E}_j} f_{j,i} \), and again letting \( N_i := r_i + \cdots + r_{n-1} \), we obtain
\[
\sum_{r \in \mathcal{E}_j} f_{j,i} = \sum_{l=1}^{j} \binom{j}{l} \sum_{r_{l+1} \geq 2, \ldots, r_{n-1} \geq 0} \frac{(l-1+N_{l+1})!}{r_{l+1}! \cdots r_{n-1}!} \left( \frac{1}{k} \right)^{N_{l+1}} (l + N_{l+1} - r_i - (n-2))
\]
\[
= \sum_{l=1}^{j} \binom{j}{l} \left( \frac{1}{k} \right)^l \sum_{r_{l+1} \geq 2, \ldots, r_{n-1} \geq 0} \frac{(l-1+N_{l+1})!}{r_{l+1}! \cdots r_{n-1}!} \left( \frac{1}{k} \right)^{N_{l+1}}
\]
\[
- \sum_{l=1}^{j} \binom{j}{l} \left( \frac{1}{k} \right)^l \sum_{r_{l+1} \geq 2, \ldots, r_{n-1} \geq 0} \frac{(l-1+N_{l+1})!}{r_{l+1}! \cdots r_{n-1}!} \left( \frac{1}{k} \right)^{N_{l+1}} \frac{N_{l+1}}{r_i} \quad (99)
\]
\[-(n - 2) \sum_{l=1}^{j} \left( \begin{array}{c} j \\ l \end{array} \right) l \left( \frac{1}{k} \right)^l \sum_{r_{l+1} \geq 2, \ldots, r_{n} \geq 2} \frac{(l - 1 + N_{l+1})!}{r_{l+1}! \cdots r_{n}!} \left( \frac{1}{k} \right)^{N_{l+1}} \]

\[:= W_{j,1} - W_{j,1,2} - (n - 2)W_{j,3}. \quad (100)\]

for \( i = j + 1, \ldots, n - 1 \). In (99) one can replace \( r_i \) by, for instance, \( r_{n-1} \) since \( i \in \{j + 1, \ldots, n - 1\} \) and the summand is symmetric w.r.t. \( r_{j+1}, \ldots, r_{n-1} \). In the following \( W_{j,2} := W_{j,n-1,2} \). Finally, substituting (100) into (96) yields

\[k \times \Delta_V(x) = W_j \sum_{i=j+1}^{n-1} x_i + \beta_j, \quad (101)\]

with

\[W_j := (j + 1) \left( \frac{k - n + j + 1}{k - n} \right) (W_{j,1} - W_{j,2} - (n - 2)W_{j,3}) + n - 2. \quad (102)\]

Let us now turn to the calculation of \( W_j \). A glance at the definitions of \( W_{j,1}, W_{j,2} \) and \( W_{j,3} \) in (100) shows that they are all of the form (43) in Appendix A. Specifically,

\[W_{j,1} = G_j(g_1; 0, n), \quad W_{j,2} = G_j(g_2; -1, n), \quad W_{j,3} = G_j(g_3; -1, n),\]

where the mappings \( g_1 \) and \( g_2 \) are defined in (37). Hence, we may apply Lemma A.2 and use (38)-(39) to calculate them. We find

\[W_{j,1} = \frac{1}{k} \sum_{l=1}^{j} \left( \begin{array}{c} j \\ l \end{array} \right) (-1)^{l+1} F_0(n - l - 1, 1) = \frac{k}{k} \sum_{l=1}^{j} \left( \begin{array}{c} j \\ l \end{array} \right) \frac{(-1)^{l+1}}{(k - n + l + 1)^2}, \quad (103)\]

by using (38),

\[W_{j,2} = \frac{1}{k} \sum_{l=1}^{j} \left( \begin{array}{c} j \\ l \end{array} \right) (-1)^{l+1} F_0(n - l - 1, 0) = \frac{j}{k} \sum_{l=1}^{j} \left( \begin{array}{c} j \\ l \end{array} \right) \frac{(-1)^{l+1}}{(k - n + l + 1)^2}, \quad (104)\]

by using (39), and

\[W_{j,3} = \frac{1}{k} \sum_{l=1}^{j} \left( \begin{array}{c} j \\ l \end{array} \right) (-1)^{l+1} F_0(n - l - 1, 0) = \frac{j}{k} \sum_{l=1}^{j} \left( \begin{array}{c} j \\ l \end{array} \right) \frac{(-1)^{l+1}}{k - n + l + 1}, \quad (105)\]

by using (38). Therefore,

\[W_{j,1} - W_{j,2} - (n - 2)W_{j,3} = \sum_{l=1}^{j} \left( \begin{array}{c} j \\ l \end{array} \right) (-1)^{l+1} \frac{k - 1 - (n - 2)(k - n + l + 1)}{(k - n + l + 1)^2}, \]

and finally,

\[W_j = (j + 1) \left( \frac{k - n + j + 1}{k - n} \right) \sum_{l=1}^{j} \left( \begin{array}{c} j \\ l \end{array} \right) (-1)^{l+1} \frac{k - 1 - (n - 2)(k - n + l + 1)}{(k - n + l + 1)^2} + n - 2. \quad (106)\]

**Lemma D.2.**

\[W_j = \frac{(k - 1)(k - n + 1)}{k - n + 2} - (n - 2)(k - n) \quad (107)\]

and

\[W_{j+1} - W_j = \frac{(k - 1)(k - n + 1)}{k - n + j + 2}, \quad (108)\]
yielding
\[
W_j = (k-1)(k-n+1) \sum_{i=2}^{j+1} \frac{1}{k-n+i} - (n-2)(k-n), \quad j = 1, \ldots, n-2.
\] (109)

The proof of Lemma D.2 is given in Appendix D.4.

We can now conclude the proof of Proposition 7.4: multiplying (101) by \(b\), where \(W_j\) is given in (109), and adding it to (90) gives (25), with \(\delta_j := \gamma_j + \beta_j\). It is shown in Appendix D.5 that \(\gamma_j\) (defined in (82)) and \(\beta_j\) (defined in (98)) are finite for \(j = 1, \ldots, n-2\). □

D.3 Proof of Lemma D.1

Proof. We start from \(\Gamma_j\) given in (88) which, from (43) and Lemma A.2, is given by
\[
\Gamma_j = G_j(g_3; -1, n)
= \frac{1}{k} \sum_{l=1}^{j} \binom{j}{l} (-1)^{l+1} lF_0(g_3; n - l - 1, 0)
= \frac{j}{k} \sum_{l=1}^{j} \binom{j}{l} (-1)^{l+1} l \frac{k-n+l}{(k-n+l+1)^2}.
\] (110)

by using (40). Write \(T_j(k, n)\) for \(T_j\) to make explicit the dependence on \(k\) and \(n\). Then, from (84),
\[
T_{j+1}(k, n) - T_j(k, n) = \left(\frac{k-n+j+1}{k-n}\right) \left\{ (k-n+j+2)\Gamma_{j+1} - (j+1)\Gamma_j \right\}
= \left(\frac{k-n+j+1}{k-n}\right) \left\{ (k-n+j+2) \sum_{l=1}^{j+1} \binom{j+1}{l} (-1)^{l+1} l \frac{k-n+l}{(k-n+l+1)^2} - (j+1) \sum_{l=1}^{j} \binom{j}{l} (-1)^{l+1} l \frac{k-n+l}{(k-n+l+1)^2} \right\}
\] (via (110))
\[
= \left(\frac{k-n+j+1}{k-n}\right) \left\{ \sum_{l=1}^{j} (-1)^{l+1} l \frac{k-n+l}{(k-n+l+1)^2} \left( (k-n+j+2) \binom{j+1}{l} - (j+1) \binom{j}{l} \right) \right\}
+ (-1)^{j+1} \frac{k-n+j+1}{k-n+j+2}
= \left(\frac{k-n+j+1}{k-n}\right) \left\{ \sum_{l=1}^{j+1} \binom{j+1}{l} (-1)^{l+1} l \frac{k-n+l}{k-n+l+1} + (-1)^{j+1} (j+1) \frac{k-n+j+1}{k-n+j+2} \right\}
= \left(\frac{k-n+j+1}{k-n}\right) \sum_{l=1}^{j+1} \binom{j+1}{l} (-1)^{l+1} l \frac{k-n+l}{k-n+l+1}
= \left(\frac{k-n+j+1}{k-n}\right) \left[ \sum_{l=1}^{j+1} \binom{j+1}{l} (-1)^{l+1} l \frac{k-n+l}{k-n+l+1} \right].
\]

Using (49),
\[
T_{j+1}(k, n) - T_j(k, n) = \left(\frac{k-n+j+1}{k-n}\right) \sum_{l=1}^{j+1} \binom{j+1}{l} (-1)^{l+1} l \frac{k-n+l}{k-n+l+1}.
\] (111)
We claim that
\[ T_{j+1}(k, n) - T_j(k, n) = \frac{k - n + 1}{k - n + j + 2}, \]  
for all \( j = 1, \ldots, n - 2 \) and \( n \geq 3 \). When \( j = 1 \), (111) yields
\[ T_2(k, n) - T_1(k, n) = \frac{(k - n + 1)(k - n + 2)}{2} \left( \frac{2}{k - n + 2} - \frac{2}{k - n + 3} \right) = \frac{k - n + 1}{k - n + 3}, \]
which shows that (112) is true for \( j = 1 \) and for all \( n \geq 3 \). Now, assume that \( T_{j+1}(k, n) - T_j(k, n) = \frac{k - n + 1}{k - n + j + 2} \) for \( j = 1, \ldots, J - 1 \) and \( n \geq 3 \), and let us show that \( T_{J+1}(k, n) - T_J(k, n) = \frac{k - n + 1}{k - n + J + 2} \). From (111) and (45) in that order, we obtain
\[
T_{J+1}(k, n) - T_J(k, n) = (k - n + 1) \sum_{l=1}^{J} \left( \frac{1}{l} \right) \frac{(-1)^{l+1} l}{k - n + l + 1} + \left( \frac{k - n + 1}{k - n} \right) \frac{(-1)^{J+2}(J + 1)}{k - n + J + 2}
\]
\[ = \frac{k - n + J + 1}{J} \left( T_J(k, n) - T_{J-1}(k, n) \right) + \left( \frac{k - n + 1}{k - n} \right) \sum_{l=2}^{J} \left( \frac{1}{l - 1} \right) \frac{(-1)^{l+1}(l - 1)}{k - n + l + 1}
\]
\[ = \frac{k - n + J + 1}{J} \left( T_J(k, n) - T_{J-1}(k, n) \right) + \left( \frac{k - n + 1}{k - n} \right) \sum_{l=1}^{J} \left( \frac{1}{l} \right) \frac{(-1)^{l}}{k - (n - 1) + l + 1}
\]
\[ = \frac{k - n + J + 1}{J} \left( T_J(k, n) - T_{J-1}(k, n) \right) - \frac{k - n + 1}{J} \left( T_J(k, n - 1) - T_{J-1}(k, n - 1) \right)
\]
\[ = \frac{k - n + J + 1}{J} \left( \frac{k - n + 1}{k - n + J + 1} \right) - \frac{k - n + 1}{J} \left( \frac{k - n + 2}{k - n + J + 2} \right) = \frac{k - n + 1}{k - n + J + 2}.
\]
by using the induction hypothesis. This concludes the induction step and proves the validity of (112).

Letting \( j = 1 \) in (110) and using (84), we obtain
\[ T_1(k, n) = -2 \left( \frac{k - n + 2}{k - n} \right) ^{k - n + 1} (k - n + 2)^2 + 1 = \frac{(k - n)^2 + k - n - 1}{k - n + 2}. \]  
(113)
The recursion (112) together with (113) yields
\[
T_j(k, n) = -\frac{(k - n)^2 + k - n - 1}{k - n + 2} + (k - n + 1) \sum_{i=3}^{j+1} \frac{1}{k - n + i}
\]
\[ = -(k - n) + (k - n + 1) \sum_{i=2}^{j+1} \frac{1}{k - n + i}.
\]
This completes the proof of Lemma D.1. \( \square \)

### D.4 Proof of Lemma D.2

**Proof.** Letting \( j = 1 \) in (106) yields (107). Assume that \( j = 2, \ldots, n - 2 \). We have from (106)
\[ W_{j+1} - W_j = (k - 1)A_j - (n - 2)B_j, \]
with
\[
A_j = \frac{(k - n + j + 2)!}{(k - n)!(j + 1)!} \sum_{l=1}^{j+1} \binom{j + 1}{l} \frac{(-1)^{l+1} l}{(k - n + l + 1)^2} - \frac{(k - n + j + 1)!}{(k - n)!} \sum_{l=1}^{j} \binom{j}{l} \frac{(-1)^{l+1} l}{(k - n + l + 1)^2},
\]
and
\[
B_j = \frac{(k - n + j + 2)!}{(k - n)!(j + 1)!} \sum_{l=1}^{j+1} \binom{j + 1}{l} \frac{(-1)^{l+1} l}{k - n + l + 1} - \frac{(k - n + j + 1)!}{(k - n)!} \sum_{l=1}^{j} \binom{j}{l} \frac{(-1)^{l+1} l}{k - n + l + 1}.
\]
Let us show that \(B_j = 0\). By considering separately the term corresponding to \(l = j + 1\) in the first sum in \(B_j\), we have
\[
B_j = \left(\frac{k - n + j + 1}{k - n}\right)(-1)^{j+2}(j + 1) + \left(\frac{k - n + j + 1}{k - n}\right) \sum_{l=1}^{j} \binom{j}{l} \frac{(-1)^{l+1} l}{(k - n + l + 1) - 1}
\]
\[
= \left(\frac{k - n + j + 1}{k - n}\right)(-1)^{j+2}(j + 1) + \left(\frac{k - n + j + 1}{k - n}\right) \sum_{l=1}^{j} \binom{j + 1}{l} (-1)^{l+1} l
\]
\[
= -\left(\frac{k - n + j + 1}{k - n}\right) \sum_{l=1}^{j+1} \binom{j + 1}{l} (-1)^{l} l
\]
\[
= 0,
\]
by using (49). Hence,
\[
W_{j+1} - W_j = (k - 1)A_j.
\]
It remains to show that \(A_j = \frac{k - n + 1}{k - n + j + 2}\), which will prove (108). By mimicking the calculation of \(B_j\) we find
\[
A_j = \left(\frac{k - n + j + 1}{k - n}\right) \sum_{l=1}^{j+1} \binom{j + 1}{l} \frac{(-1)^{l+1} l}{k - n + l + 1} = \frac{k - n + 1}{k - n + j + 2},
\]
where the second equality has been proven in Appendix D.3 (see (111) and (112)). This completes the proof. \(\square\)

D.5 Finiteness of \(Y_j\) and \(\beta_j\)

**Proof.** Recall the definition of \(Y_j\) in (82). We get
\[
|Y_j| \leq j(j + 1) \left(\frac{k - n + j + 1}{k - n}\right) \sum_{r_1, \ldots, r_{n-1} \geq 0} \frac{|r|!}{r_1! \cdots r_{n-1}!} \left(\frac{1}{k}\right)^{|r|} \left(\sum_{s=1}^{n-1} r_s^2 + 2 \sum_{s=1}^{n-1} r_s + n - 1\right) + n - 1 + 2j
\]
\[
= j(j + 1) \left(\frac{k - n + j + 1}{k - n}\right) \left[\sum_{s=1}^{n-1} \sum_{r_{n-1} \geq 0} \frac{|r|!}{r_1! \cdots r_{n-1}!} \left(\frac{1}{k}\right)^{|r|} \left(r_s^2 + 2r_s\right) + (n - 1) \sum_{r_{n-1} \geq 0} \frac{|r|!}{r_1! \cdots r_{n-1}!} \left(\frac{1}{k}\right)^{|r|}\right]
\]
\[
+ n - 1 + 2j.
\]
(114)
Since
\[
\sum_{r_1, \ldots, r_{n-1} \geq 0} \frac{(r_1 + \cdots + r_{n-1})!}{r_1! \cdots r_{n-1}!} \left(\frac{1}{k}\right)^{\sum_{j=1}^{n-1} r_j} (r_s^2 + 2r_s)
\]
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has the same value for \( s = 1, \ldots, n - 1 \), we may replace \( r_s^2 + 2r_s \) by \( r_{n-1}^2 + 2r_{n-1} \). Using (50), (51), and (53) in Appendix B, we may rewrite (114) as follows:

\[
|\gamma_j| \leq (n - 1)j(j + 1)\left(\frac{k - n + j + 1}{k - n\!+\!1}\right)\left(\frac{k}{k - n + j + 1} + \frac{2k}{(k - n + 1)^2} + \frac{(k - n + 3)k}{(k - n + 1)^3}\right) + n - 1 + 2j,
\]

which is finite for \( j = 1, \ldots, n - 2 \) and \( k \geq n \).

Next, we address the finiteness of \( \beta_j \), defined in (98). To simplify notation, define \( \rho_j := j(j + 1)\left(\frac{k - n + j + 1}{k - n\!+\!1}\right) \). Then,

\[
|\beta_j| \leq \rho_j \sum_{r \geq 0} \frac{|(r)!|}{r_1! \cdots r_{n-1}!} \left(\frac{1}{k}\right)^{|r|} \left(|\alpha_j(r)| + \frac{j^2 - j}{2}\right) + (n - 2)j
\]

\[
= \rho_j \sum_{r \geq 0} \frac{|(r)!|}{r_1! \cdots r_{n-1}!} \left(\frac{1}{k}\right)^{|r|} \left(|\alpha_j(r)| + \frac{\rho_jk}{k - n + 1} \left(\frac{j^2 - j}{2}\right) + (n - 2)j\right),
\]

by using (50) with \( J = n - 1, L = 0 \) and \( z_i = 1/k \). We are left with proving that the sum in (115) is finite. By noting that \( \alpha_j(r) \), defined in (94), is a finite sum composed of the terms \( r_i \), and \( r_i \neq 1 \), we conclude from (51) and (54) applied with \( J = n - 1, L = 0, \) and \( z_i = 1/k \) that this sum is finite. This proves the finiteness of \( \beta_j \).

\[\square\]

E PROOF OF PROPOSITION 8.1

Proof. The proof uses Theorem 1 in [46]. We will apply this theorem with the finite set \( A_M = \{x \in S : |x| \leq M\} \) \((M < \infty \) will be defined later on) and the Lyapunov function \( V(x) \) used in the proof of Proposition 7.4 (cf. (76)). To this end, we need to check that the following conditions are fulfilled: there exist constants \( M, c, \) and \( d \) such that

\[
\sum_{y \in A_M} q(x, y)V(y) - V(x) \leq -c|x| - d, \quad \forall x \in A_M^c,
\]

\[
c|x| + d \geq 0, \quad \forall x \in A_M^c,
\]

\[
V(x) \geq c|x| + d, \quad \forall x \in A_M^c,
\]

and

\[
\sup_{x \in A_M} \sum_{y \in A_M} q(x, y)V(y) < \infty.
\]

If these conditions hold, then Theorem 1 in [46] will imply that \( \mathbb{E}[cY] + d < \infty \), which in turn implies that \( \mathbb{E}[|Y|] < \infty \).

We have shown in Proposition 7.4 that if \( b = -\frac{2(1-\alpha)}{n-2} \) with \( 0 < \alpha < \frac{1}{n-1} \) (and by setting \( m = k - n \geq 1 \)), then for \( j = 1, \ldots, n - 2 \),

\[
\Delta V(x) = \begin{cases}
-\frac{2ma}{k} |x| + \frac{n+1}{k}(1 + \alpha(m + 1)), & \text{for } x \in S - S^*, \\
-\frac{2}{k} \left((m+1)^2-\alpha(m^2+mn+n-1)\right) \sum_{i=2}^{j+1} \frac{1}{m+1} + ma \right) |x| + \frac{\xi_j}{k}, & \text{for } x \in S_j^*,
\end{cases}
\]

where

\[
\xi_j := 2\left((m+1)^2-\alpha(m^2+mn+n-1)\right) \sum_{i=2}^{j+1} \frac{1}{m+1} + ma \right) + \delta_j.
\]

\footnote{Theorem 1 in [46] requires that \( f(x) \geq 0 \) for all \( x \) in the state-space. A glance at the proof of this theorem shows that it is still true if \( f(x) \geq 0 \) for all \( x \in A_M^c \) and \( \int_{A_M} f(x) \pi(dx) \) is finite, thereby justifying (117).}
In this case we know from (23) that $V(x) \geq 0$ for all $x \in S$, which implies that

$$
\sum_{y \in A_M} q(x, y)V(y) - V(x) \leq \sum_{y \in S} q(x, y)V(y) - V(x) = \Delta V(x), \quad \forall x \in S. \quad (121)
$$

The finiteness of the set $A_M$, the finiteness of $V(x)$ for any $x \in S$ (see (120)), and (121) show that (119) is satisfied. On the other hand, (120) and (121) show that (116) holds if (for instance)

$$
M = -\frac{1}{k} \max \{ (n-1)(1+\alpha(m+1)), \xi_1, \ldots, \xi_{n-2} \}. \quad (123)
$$

We have already observed in (27) that $(m+1)^2 - \alpha(m^2 + mn + n - 1) > 0$ for $m \geq 1$ and $\alpha < \frac{1}{n-1}$. Hence,

$$
c = \frac{2m\alpha}{k} = \frac{2(k-n)\alpha}{k} > 0, \quad (124)
$$

when $0 < \alpha < \frac{1}{n-1}$.

We are left with proving that one can find $M$ such that (117) and (118) hold for $c$ and $d$ given above. The finiteness of $\delta_j$ (see Proposition 7.4) yields the finiteness of $\xi_j$, which in turn yields the finiteness of $d$. Since $c > 0$ and $d$ is finite, there exists $M_1$ such that $c|x| + d \geq 0$ for all $x \in A_M^C$ with $M > M_1$. This shows that (117) is true for any $M > M_1$. It remains to show that condition (118) holds. We have

$$
V(x) - c|x| - d = \sum_{i=1}^{n-1} x_i^2 - \frac{2(1-\alpha)}{n-2} \sum_{1 \leq i < l < n-1} x_i x_l - \frac{2(k-n)\alpha}{k} |x| - d. \quad (125)
$$

Differentiating (125) w.r.t. $x_i$ and equating the result to zero, gives (Hint: $\frac{d}{dx_i} \sum_{1 \leq i < l < n-1} x_i x_l = |x| - x_i$ for $i = 1, \ldots, n-1$)

$$
x_i(n-1-\alpha) - (1-\alpha)|x| = \frac{(n-2)(k-n)\alpha}{k}, \quad i = 1, \ldots, n-1. \quad (126)
$$

Summing up both sides of (126) for $i = 1, \ldots, n-1$ yields

$$
|x| = \frac{(k-n)(n-1)}{k}, \quad (127)
$$

which, with the help of (126), yields

$$
x_i = \frac{k-n}{k}. \quad (128)
$$

This shows that $V(x) - c|x| - d$ has a unique local extremum, at point $x_0 = \left( \frac{k-n}{k}, \ldots, \frac{k-n}{k} \right)$. The Hessian matrix

$$
M := \left. \frac{\partial}{\partial x_i x_j} (V(x) - c|x| - d) \right|_{i,j}
$$

is given by $M = 2N$, where the matrix $N$ has all its entries equal to $-\frac{1-\alpha}{n-2}$ except the diagonal entries that are all equal to 1. Let us show that $M$, or equivalently $N$, is a positive definite matrix, which will ensure that $x_0$ is a global minimum. For any $v = (v_1, \ldots, v_{n-1}) \neq 0$, we have

$$
(n-2)v^T N v = (n-1-\alpha) \sum_{i=1}^{n-1} v_i^2 - (1-\alpha)|v|^2. \quad (129)
$$
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Take $\alpha = 0$. Then, using a proof by induction on $n$, we obtain

$$(n - 2)\mathbf{v}^T A \mathbf{v} = \sum_{1 \leq i < l \leq n-1} (v_i - v_l)^2 > 0,$$  \hspace{1cm} (130)$$

for all $\mathbf{v} \neq 0$. Because the mapping $\alpha \mapsto \mathbf{v}^T A \mathbf{v}$ in (129) is continuous, (130) shows that there exists $a_0 > 0$ such that $\mathbf{v}^T A \mathbf{v} > 0$ for all $\alpha \in [0, a_0)$, $\mathbf{v} \neq 0$. This shows that $V(\mathbf{x}) - c|\mathbf{x}| - d$ has a global minimum, located at $\mathbf{x}_0 = \left(\frac{k-n}{k}, \ldots, \frac{k-n}{k}\right)$. Hence,

$$V(\mathbf{x}) - c|\mathbf{x}| - d \geq V(\mathbf{x}_0) - c|\mathbf{x}_0| - d = -a(n - 1)\left(\frac{k-n}{k}\right)^2 - d,$$  \hspace{1cm} (131)$$
after elementary algebra. From (123) we get

$$-d \geq \frac{(n - 1)(1 + \alpha(m + 1))}{k},$$

which yields

$$V(\mathbf{x}_0) - c|\mathbf{x}_0| - d \geq -\alpha(n - 1)\left(\frac{k-n}{k}\right)^2 + \frac{(n - 1)(1 + \alpha(m + 1))}{k}.$$  \hspace{1cm} (132)$$

When $\alpha = 0$ the r.h.s. of (132) is strictly positive. Since it is a continuous function of $\alpha$, there exists $a_0 > 0$, such that $V(\mathbf{x}_0) - c|\mathbf{x}_0| - d > 0$ for all $\alpha \in (0, \min(a_0, 1/(n - 1)))$. This proves that $V(\mathbf{x}) \geq c|\mathbf{x}| + d$ for all $\alpha \in (0, \min(a_0, 1/(n - 1)))$.

In summary, conditions (116)-(119) are satisfied for $b = -\frac{2(1 - \alpha)}{n - 2}$ with $\alpha \in (0, \min(a_0, 1/(n - 1))$ and any $M > \max(M_1, n - 1)$ (we need $M > n - 1$ so that $(1, \ldots, 1) \in A_M$). This concludes the proof. \hfill \Box