CASCADE DECODER: A UNIVERSAL DECODING METHOD FOR BIOMEDICAL IMAGE SEGMENTATION
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ABSTRACT

The Encoder-Decoder architecture is a main stream deep learning model for biomedical image segmentation. The encoder fully compresses the input and generates encoded features, and the decoder then produces dense predictions using encoded features. However, decoders are still under-explored in such architectures. In this paper, we comprehensively study the state-of-the-art Encoder-Decoder architectures, and propose a new universal decoder, called cascade decoder, to improve semantic segmentation accuracy. Our cascade decoder can be embedded into existing networks and trained altogether in an end-to-end fashion. The cascade decoder structure aims to conduct more effective decoding of hierarchically encoded features and is more compatible with common encoders than the known decoders. We replace the decoders of state-of-the-art models with our cascade decoder for several challenging biomedical image segmentation tasks, and the considerable improvements achieved demonstrate the efficacy of our new decoding method.

Index Terms—Biomedical Image Segmentation, Encoder-Decoder Architecture, Efficient Decoding, Deep Learning

1. INTRODUCTION

Image segmentation is a fundamental problem in biomedical image analysis. Recently, deep learning has significantly improved image segmentation accuracy on many problems. Most state-of-the-art deep learning segmentation models are based on the Encoder-Decoder architecture. The “encoder” is a typical deep convolutional network to encode hierarchical information into feature maps, while the “decoder” aims to make effective dense predictions using encoded features. The essential spirit of the Encoder-Decoder architecture is to first interpret the images and then predict the segmentation of the images based on the interpretation.

Many advanced deep learning techniques (e.g., residual learning) can be embedded into encoders to better distill information from images. However, the structure of decoders is still under-explored. In the literature, the decoders used in state-of-the-art Encoder-Decoder architectures are mainly of three prototypes: model-wise, scale-wise, and layer-wise decoders (see Section 2 for detailed reviews and discussions). Each such prototype was designed with specific assumptions or functionality.

In this paper, we propose a new universal decoder, called cascade decoder, which automatically learns the types of rich hierarchical features that are crucial for resolving ambiguity in semantic segmentation. It deeply and effectively consolidates contextual information encoded at different levels, and implicitly embeds deep supervision for efficient training. Our new decoder is “universal” in the sense that it works well with different types of encoders. With the term “cascade”, we emphasize that our proposed decoder leverages multi-scale information from coarse to fine. It is important to state that our cascade decoder is a prototype decoding structure. The same idea can be applied to both 2D and 3D Encoder-Decoder architectures, with different specifications of encoders. With a dense structural encoder, the cascade decoder yields 3.6% dice improvement over the original scale-wise decoder on the 3D HVSMR dataset [2]. With a residual structural encoder, the cascade decoder has 9% dice improvement over the original scale-wise decoder on the 3D pancreas dataset [3]. Its effectiveness on various datasets demonstrates that our cascade decoder is a competitive alternative to existing decoders that have been dominant for image segmentation tasks.

2. RELATED WORK

In this section, we summarize the decoding structures in state-of-the-art Encoder-Decoder architectures for biomedical image segmentation as three prototype decoders. As their counterpart in the Encoder-Decoder architectures, three prototype encoders are also reviewed.

Decoder 1: Model-wise Decoding. A typical model-wise decoding structure is shown in Fig. 1(A). Its core idea is to treat the whole encoder as a “blackbox” model, assuming that all the learned information is encoded into the output of the last layer of the encoder network. We call it “model-wise” because the decoder takes the “model-wise” output of the encoder model as the single input for decoding. Such structure has been widely used for segmentation tasks [4]. Model-wise decoders focus more on the semantic context and may have trouble with segmenting fine details. We will show in Section 4 that, for example, such decoders perform poorly in segmenting thin tissues (e.g., see the purple arrows in Fig. 1(B)).

Decoder 2: Scale-wise Decoding. The key concept of scale-wise decoding is to perform decoding at each scale of the encoder independently (i.e., with different feature map resolutions) using a network with parallel streams, as illustrated in Fig. 1(B). Information decoded from different scales is fused to produce the final prediction. Many known models employ scale-wise decoding [5]. For this prototype, even though it produces multiple outputs from multi-
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ple scales, it does not combine coarse, higher scale information with fine, lower scale information. With such information combination, coarse information could benefit finer level decoding. Sample results will be shown in Section 3 (e.g., see the purple arrows in Fig. 3(C)).

**Decoder 3: Layer-wise Decoding.** The decoder design can also be guided by the encoder, layer by layer. On one hand, the structure of a layer in the decoder can be a copy of the corresponding layer in the encoder, except that resolution-reducing operations (e.g., pooling) are replaced by resolution-increasing operations (e.g., deconvolution). On the other hand, the encoded feature map from one layer of the encoder can also be re-used in the corresponding layer of the decoder. As illustrated in Fig. 1(C), we call such decoders “layer-wise decoding”. Such structures have been widely used in biomedical image segmentation [6, 7, 8]. While this topology combines coarse information with fine information, it has only one output prediction. In this way, the information on finer details may interfere with the high-level information. Some examples of this kind will be shown in Section 3 (e.g., see the purple arrows in Fig. 3(D)-(E)).

**Representative Encoders.** (1) Linear structure: The idea of this structure is to chain convolutions and pooling operations for feature extraction, such as in 4. (2) Residual structure: In such structure, the residual path element-wise adds the input features to the output of the same block, making it a residual unit 11. This structure has been developed into various architectures 5, 9. (3) Dense structure: The dense structure uses a densely connected path to concatenate the input features with the output features, allowing each layer to utilize raw information from all the previous layers 10. This structure has been widely used in FCN models 11, 12.

### 3. METHODOLOGY

In this section, we present the formulation of our proposed decoder, which is compatible with different encoders and able to fuse hierarchical information deeply and effectively. Instead of being a specific model, this decoder is a general prototype that can be embedded into existing models with different specifications of encoders.

**Cascade Decoder**

Fig. 2 shows an overview of our proposed decoder (for 3D images). It employs a cascade branching structure to consolidate hierarchical feature maps from different encoding blocks (i.e., different scales). Suppose our encoder is working with an encoder with k encoding blocks (k different scales). For each encoding block $E_i$, $i = 2, \ldots, k$, there is a commensurate decoding branch $D_i$ consisting of a sequence of decoding blocks $B_{i1}, B_{i2}, \ldots, B_{i(i-1)}$. $D_i$ gradually decodes features from low resolution to high resolution and makes prediction at the end of the branch. For encoding block $E_1$, it has a decoding branch $D_1$ with a $3 \times 3 \times 3$ convolution for 3D ($3 \times 3$ for 2D) to produce prediction. Finally, predictions from different branches are concatenated together and go through the fusion layer to produce the final result. Except for $D_1$, each decoding branch $D_i$ generates a side-branch $D_i'$ (shown by red arrows in Fig. 2) after $B_{i1}$. The purpose of side-branch $D_i'$ is to propagate the information from a coarser scale to guide the decoding at a finer scale. Specifically, the output of $B_{i1}$ and the output of $E_{i-1}$ are concatenated and fed into $B_{i(i-1)}$ for decoding. In addition, in order to alleviate the problem of vanishing gradients and impose direct supervision on each branch, the auxiliary loss functions are applied to the prediction from each branch $D_i$, besides the final global loss. Furthermore, the auxiliary loss can serve as an additional constraint to the learning process, which can improve the discriminability and robustness of the learned features in intermediate layers 13.
Table 2: Segmentation result comparison on the 3D HVSMR dataset

| Model          | Myocardium Dice | ADJ[mm] | HD[mm] | Blood Pool Dice | ADJ[mm] | HD[mm] |
|----------------|-----------------|---------|--------|----------------|---------|--------|
| DVN            | 0.792           | 0.815   | 4.701  | 0.936          | 0.871   | 8.265  |
| DVN + C (ours) | 0.828           | 0.681   | 3.686  | 0.936          | 0.793   | 6.719  |
| VRN            | 0.789           | 0.814   | 4.394  | 0.935          | 0.868   | 8.022  |
| VRN + C (ours) | 0.800           | 0.780   | 4.254  | 0.935          | 0.799   | 5.969  |
| U-Net          | 0.762           | 0.943   | 5.618  | 0.932          | 0.820   | 7.015  |
| U-Net + C (ours) | 0.801         | 0.767   | 4.094  | 0.934          | 0.806   | 6.828  |
| KN             | 0.785           | 0.935   | 6.061  | 0.933          | 0.816   | 6.791  |
| KN + C (ours)  | 0.816           | 0.720   | 4.142  | 0.938          | 0.787   | 6.694  |
| FCN            | 0.782           | 0.883   | 5.100  | 0.933          | 0.898   | 8.106  |
| FCN + C (ours) | 0.821           | 0.736   | 4.283  | 0.934          | 0.878   | 8.194  |

Fig. 3: Qualitative comparison of segmentation results of different models on the 3D AAPM dataset (red: heart; green: right lung; blue: left lung; yellow: spinal cord; white: esophagus). The 2nd row shows the results of our method. The ground truth is not supplied (it is held by the challenge organizers). We mark some possible errors by arrows; in particular, purple masks indicate the disadvantages of the model-wise, scale-wise, and layer-wise decoders, as discussed in Section 2. It shows that our method can achieve better performance (better viewed in color and zoom in).

4. EVALUATIONS

To compare with existing decoders working with different encoders, we replace the original decoders in the state-of-the-art deep learning models with our cascade decoder. For the three prototypes of known encoders discussed in Section 2, we choose at least one typical representative from each prototype. For each specific encoder, it has a corresponding decoder for comparison with our decoder. The FCN models used in our experiments are shown in Table 1.

Data. We conduct extensive experiments on four datasets. (1) The 3D HVSMR dataset is public data from the Challenge [15]. This challenge aimed to segment esophagus, spinal cord, left lung, right lung, and heart. We use 61 volumes as training data and 21 volumes as testing data. (2) The 2D fungus dataset has in-house EM images for analyzing fungal structures, with 21 images of size 1658 × 1705. We use 11 images as training data and 10 images as testing data. Implementation details. Our FCN models are implemented with TensorFlow [16]. An NVIDIA Tesla v100 GPU with 32 GB GPU memory is used for both training and testing. The weights of all the models are initialized with a Gaussian distribution. We train our networks using Adam optimization [17] with a learning rate 5e-4.

Main Experimental Results

Table 2 shows a quantitative comparison on the HVSMR 2016 Challenge dataset [12]. First, comparing to the baseline, DenseVoxNet, our decoder can boost the performance on all the metrics (“DVN + C (ours)”, Table 2). Then, for the other models, they can achieve state-of-the-art performance using our decoder.

Table 3 shows a quantitative comparison on the AAPM 2017 Challenge dataset [15]. The results show that our decoder can considerably improve the performance on this challenging segmentation task, especially for esophagus and spinal cord. The cascade decoder can increase the esophagus Dice by about 7% and the spinal cord Dice by about 7% on 3D FCN (“FCN + C (ours)”, Table 3), and obtain over 4% spinal cord Dice improvement on Kid-Net (“KN + C (ours)”, Table 3). Some visual results are given in Fig. 3.

Table 4 shows a quantitative comparison on the 3D pancreas dataset [13]. One can see that our decoder can considerably improve the segmentation results, especially for VoxResNet, achieving about 9% Dice improvement.

Table 5 gives segmentation results on the 2D fungus dataset. This dataset is relatively less challenging than the 3D datasets. One can see that our cascade decoder still achieves slightly better performance than the state-of-the-art models on this segmentation task.

Ablation Study

Our ablation study uses the 3D HVSMR dataset as an example. In the side-branch and fusion layer experiments, we use the encoder from DenseVoxNet [11], which is the baseline for this dataset. For the decoding block experiment, we use the encoder in VoxResNet [5] instead, which has four encoding blocks.

The role of side-branches. Side-branches are used to combine coarse high-layer information with fine low-layer information. We experiment with removing all the side-branches in our decoder. The result is shown in “DVN + C (w/o side-branch)” of Table 3. One can see that the decoder without side-branches performs worse, demonstrating the effectiveness of using side-branches.

The role of consecutive decoding blocks. In our experiment, the sequence of decoding blocks (DBs) $B_i$, $B_{i+1}$, …, $B_{i−k}$ in $D_i$ ($i = 3$, …, $k$) is removed and a t x t x t ($t = 2^{i−2} + 2$) deconvolution with a stride $2^{i−2}$ is performed instead, to resize the output from $B_{i−1}$ to the raw image size. The result is given in Table 6 (denoted by “VRN + C (w/o seq. of DBs)”).

The role of fusion layer. We compare our fusion layer with the implementation of naïve average combination (in which the fusion layer is removed and the average of the outputs from different branches is used as the final prediction directly). Table 3 (“DVN + C (w/o fusion layer)” shows the result. One can see that average combination is worse than the fusion layer, which demonstrates that the fusion layer can help fuse the side outputs, and thus improve the segmentation performance.

5. CONCLUSIONS

We proposed a new universal decoder, called cascade decoder, for deep learning based biomedical image segmentation. The main advantage of our cascade decoder is to leverage features from multiple scales efficiently to produce accurate dense predictions. It matches better with encoders than known decoders used in common deep learning models. Qualitative and quantitative experimental results show that our new decoder outperforms state-of-the-art decoders.
Table 3: Segmentation result comparison on the 3D AAPM dataset.

| Model                        | Esophagus | SpinalCord | Lung_R | Lung_L | Heart |
|------------------------------|-----------|------------|--------|--------|-------|
| DVN [11]                     | 0.676     | 7.748      | 0.851  | 0.867  | 2.208 |
| DVN + C (ours)               | 0.683     | 6.458      | 0.804  | 0.799  | 2.136 |
| VRN [5]                      | 0.658     | 2.398      | 0.804  | 1.126  | 0.309 |
| VRN + C (ours)               | 0.676     | 7.294      | 0.839  | 1.052  | 3.173 |
| U-Net [4]                    | 0.708     | 6.104      | 0.854  | 0.834  | 2.204 |
| U-Net + C (ours)             | 0.703     | 1.899      | 0.878  | 0.719  | 2.038 |
| KN [14]                      | 0.652     | 2.413      | 0.827  | 0.977  | 2.542 |
| KN + C (ours)                | 0.653     | 7.308      | 0.871  | 0.766  | 2.115 |
| FCN [4]                      | 0.631     | 7.345      | 0.823  | 1.043  | 3.069 |
| FCN + C (ours)               | 0.631     | 7.345      | 0.823  | 1.043  | 3.069 |

Table 4: Segmentation result comparison on the 3D pancreas dataset.

| Model                        | Dice | ADR[mm] | HD[mm] | VRN | VRN + C | U-Net | U-Net + C |
|------------------------------|------|---------|--------|-----|---------|-------|----------|
| DVN + C (ours)               | 0.820 | 0.323   | 0.752  | 0.841| 0.835   | 0.841 |
| VRN + C (ours)               | 0.847 | 0.372   | 0.815  | 0.376| 0.375   | 0.373 |
| HD[mm]                      | 15.355 | 15.444  | 21.872 | 16.685| 15.068  | 14.491 |

Table 5: Segmentation result comparison on the 2D Fungus dataset.

| Model                        | Dice | ADR[mm] | HD[mm] | VRN | VRN + C | U-Net | U-Net + C |
|------------------------------|------|---------|--------|-----|---------|-------|----------|
| DVN + C (ours)               | 0.820 | 0.323   | 0.752  | 0.841| 0.835   | 0.841 |
| VRN + C (ours)               | 0.847 | 0.372   | 0.815  | 0.376| 0.375   | 0.373 |
| HD[mm]                      | 15.355 | 15.444  | 21.872 | 16.685| 15.068  | 14.491 |

Table 6: Segmentation ablation results on the 3D HVSMR dataset.

| Model                        | Myocardium | Blood Pool |
|------------------------------|------------|------------|
| DVN + C (ours)               | 4700       | 3350       |
| DVN + C (ours)               | 4700       | 3350       |
| VRN + C (ours)               | 4700       | 3350       |
| VRN + C (ours)               | 4700       | 3350       |
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