Abstract—This work-in-progress report presents our preliminary work on medical incident prediction in general, and fall risk prediction in specific, using machine learning. Data for the machine learning are generated on the electronic medical records (EMR) at Osaka Medical and Pharmaceutical University Hospital. As a result of conducting three experiments such as (1) machine learning algorithm comparison, (2) handling imbalancement, and (3) investigation of explanatory variable contribution to the fall incident prediction, we find the investigation of explanatory variables the most effective.

Contribution—Work-in-progress on medical incident prediction using machine learning.

Keywords—medical safety, machine learning, incident prediction, EMR.

I. INTRODUCTION

Fall incidents occur in 30%-60% of older adults each year, and the 10%-25% of these incidents result in fractures[1]. Hip fractures are particularly detrimental to the daily activities of elderly people[2], which in turn increases the social burden by increasing the mortality rate and its corresponding economic cost. That leads to a lower Activities of Daily Living (ADL) and the corresponding Quality of Life (QOL)[3,4]. In fact, more than 90% of hip fractures occur because of falls[5].

Falls in a hospital may cause trauma and bone fracture, which may greatly affect both ADL and QOL[6], and may often lead to lawsuits and additional medical costs[7,8,9]. Falls are a major cause of mortality and morbidity in earlier adultings[10]. Fall prevention is therefore important to reduce fractures in elderly adults in order to allow them to continue to live autonomously[11].

For the above reasons, we kicked off a research project on medical incident prediction using machine learning. First, we are interested in the incident prediction for in-patients who fall in a hospital. Second, we are interested in whether or not it is possible to predict such fall incidents based only on their electronic medical records (EMR). Third, we are interested in the effectiveness and efficiency of machine learning tools such as Pytorch and scikit-learn[25] that are popular in critical practice and applications like ours.

II. BACKGROUND AND MOTIVATION

Early detection of risk factors, preferably before falls have occurred, would enable earlier intervention to reduce falls and subsequent mortality and morbidity[12]. Understanding factors associated with falls plays a vital role in preventing any falls in the future[13]. However, its ability to predict falls has not been fully investigated in-patients with multiple sclerosis (PwMS)[14]. The rate prevalence of falls in the present study was 13.5%, which is lower than that reported in previous studies[15,16,17]. In fact, the rate of fall incidents at Osaka Medical and Pharmaceutical University Hospital is likely as low due to their medical safety practice for in-patients.

It was not possible to decipher the potential differential effects of individual antipsychotic agents and their relationship with falls and fractures[18]. This study may mix up various risks whether high or low because we aggregate prescriptions of all psychotropic drugs into analytics. On the other hand, the number of particular prescriptions is too small for each of such drugs. Additionally, the number of incidents itself is significantly smaller (thus imbalance) as well.

When considering fall risk factors, various medications including psychotropic and antipsychotics, neuropsychiatric symptoms, cognitive metrics such as Mini-Mental State Examination scores, or functional problems did not predict hospitalizations with falls[19]. A more recent systematic review[20] confirmed the earlier risk factors and also found mixed results for sociodemographic risk factors, while noting that psychotropic medication, particularly benzodiazepines and antipsychotics, and orthostatic hypotension were associated with an increased risk of falls[19]. Several known risk factors for falls in previous work were not found to be significant predictors in this study. Women, older persons, those with higher body mass index, those with multiple arthroplasty procedures, and persons taking opioids were not at higher risk of falls[21].

We identify several limitations while collecting data for this study. First, our fall history data include self-reporting. Arguably the most serious limitation is the recall bias introduced by the self-administered questionnaires for evaluating comorbidities and fall histories[11]. We completely depended on diagnostic coding for the identification of coccyx fracture patients in this database study and there was a possibility of overestimation due to erroneous coding in the medical claims[22]. On the other hand, there may be disease
names used for insurances. Furthermore, comorbidities we selected may include diseases that are already cured.

The longer period of fall history increases the exposure, which may explain the much larger incidence of falling. However, the longer time period in that study may inflate issues related to recall bias, and the small sample size may reduce the generalizability of those results[23]. Since fall history does not include the exact timestamp of those incidents, the duration at-risk may or may not be accurate and consistent. Although weak muscles are commonly thought to be related to fall risk, it may or may not be predictive in this analysis due to the same reason as pain. Patients with less activity may have greater weakness or disuse atrophy, thus they also have less exposure or opportunities to fall. Future work should consider active time or number of exposures to account for this confounding variable[23]. Because in-patients in more critical conditions have less opportunities to fall, there is a possibility that the fall rate appears to be lower than actual. Last but not the least, there is a concern that our follow-up duration may be too short because we only track their hospitalization periods.

III. EXPERIMENTS AND STUDIES

Three experiments have been conducted so far. More experiments will follow in order to complete this study.

A. Experiment 1. Model (binary classifier) generation using various machine learning algorithms.

Objectives. To be able to generate models with the highest possible precision using various machine learning algorithms.

Hypothesis. Because our data set includes many categorical explanatory variables, we expect linear model based approaches not to be effective. On the contrary, discrete and case-based algorithms such as k-nearest neighbor and decision tree learning are expected to be effective to handle categorical variables.

Details.

*Machine learning algorithms.

1. Support Vector Machine with a linear kernel function (linear model).
2. Logistic regression.
3. Gradient Boosting Machine (Decision Tree). This generates a very shallow decision tree as the model and uses a minimal amount of data. This is known to be robust against overlearning.
4. k-nearest neighbor (with k=1,2,3,4).

*Dataset.

We extract data from the Electronic Medical Record (EMR) at Osaka Medical and Pharmaceutical University Hospital. In particular, the EMR for 103199 in-patients from 2014 to 2018 relevant to falls are extracted. This consists of 172 exploratory variables and the binary label of falling (or not), such as department, medication, diagnosis, and basic metrics of patients such as weight and age. Dummy coding has been applied as necessary to machine learning. This contains 1213 falls and 101986 no-falls (i.e. clearly imbalanced). We randomly select the same number of no-falls, i.e. 1213, in order to handle this imbalance. Other than that, there are no adjustments applied on any variables such as normalization and regularization.

*Model evaluation.

We use the following metrics such as

- Accuracy: (TP+NP)/(TP+TN+FP+FN),
- Recall: TP/(TP+FN), and
- Precision (aka positive predictive value): TP/(TP+FP), where
  - TP: true positive,
  - TN: true negative,
  - FP: false positive, and
  - FN: false negative.

We use accuracy as the overall performance indicator and recall as the fall sensitivity indicator.

*Procedure.

1. Using ‘Random Under Sampling’, we prepare the dataset for model generation -- 1213 records of each fall and no-fall. 2426 total. (Actually, randomly eliminating no-fall records until being equal to the number of falls.)
2. Divide randomly the data set into two: 90% of training data and 10% of test data.
3. Model generation using various machine learning algorithms.
4. Compute the accuracy for both training and test datasets and the recall for test dataset.

Study.

| ML Algorithm                | Accuracy (training) | Accuracy (testing) | Recall  |
|----------------------------|---------------------|--------------------|---------|
| Support Vector Machine     | 0.6483              | 0.6543             | 0.8376  |
| Logistic Regression        | 0.7262              | 0.7242             | 0.6923  |
| Gradient Boosting Machine  | 0.7893              | 0.8271             | 0.8291  |
| k-nearest neighbor         | 0.7279              | 0.6831             | 0.6581  |

(Rounded at the fifth digit)

Table I shows the results. On the contrary to hypotheses, k-nearest neighbor does not outperform linear model approaches, and this does not even reach to 0.9 in its recall or accuracy. The number of exploratory variables is likely too high. As expected, Gradient Boosting Machine generally outperforms the others. As consistent with the theory, decision tree learning is effective to many exploratory variables.

On the other hand, the highest metrics value is around 0.83-0.84 overall. We need to study whether this is sufficient for the involved medical practice. Overall, there are questions on both
quality and quantity of the dataset -- e.g., consistency, imbalancement, and high-dimensionality.

B. Experiment 2. Handling the imbalancement in preprocess (dataset preparation).

Objectives. To be able to prepare a dataset by handling the imbalancement.

Hypothesis. We expect to generate models with better performance as a result of handing imbalancement.

Details.

*Machine learning algorithms.

We use the same four algorithms as in experiment 1.

*Datasets.

From the same extracted data prepared in experiment 1, we generate three different datasets. Different from experiment 1, we first divide the fall data into two: training (90%) and test (10%). We then put together no-fall data with different preparations. The reason why we divide the fall data first is to avoid redundancies in the oversampling (generated) fall data.

- Dataset 1: Random Under Sampling. The same as experiment 1 -- undersampling (eliminating) no-fall data until the same number as the falls is left.
- Dataset 2: Random Over Sampling according to the statistics (mean and variance). Unlike experiment 1, we oversample fall data according to the statistics (mean and variance) until the same number as the no-falls is generated.
- Dataset 3: Synthetic Minority Over-sampling Technique (SMOTE). Unlike experiment 1, we oversample fall data based on its correlation until the same number as the no-falls is generated.

We use default parameters for all three dataset preparations.

*Model evaluation. We use the recall and the confusion matrix itself, i.e. consisting of TP, FP, TN, and FN, as indicators.

*Procedure.

1. Divide the fall data into two: training (90%) and test (10%).
2. Generate three datasets as described above.
3. Generate models using various machine learning algorithms for each dataset.
4. Using test data for each dataset, we obtain indicators.

Study.

Tables II, III and IV show the results. Different from the hypothesis, we did not obtain higher recalls as a result of oversampling data. The linear models (SVM and Logistic Regression) do not make any significant difference in recalls and confusion matrix for undersampling and oversampling. This is an indication of those linear models accommodating this complex data. On the other hand, Gradient Boost Model and k-nearest neighbor do not make better recalls for oversampling. This is consistent with the previous finding of no accommodation for highly-dimensional, sparse data.

| ML Algorithm                | Recall | TN   | FP   | FN   | TP   |
|-----------------------------|--------|------|------|------|------|
| Support Vector Machine      | 0.7364 | 72.36| 2955 | 34   | 95   |
| Logistic Regression         | 0.7442 | 72.45| 2946 | 33   | 96   |
| Gradient Boost Machine      | 0.7597 | 71.38| 3053 | 31   | 98   |
| K-nearest neighbor          | 0.6667 | 69.03| 3288 | 43   | 86   |
| Mean                        | 0.7264 | 71.03| 3060 | 35.2 | 93.7 |

(Rounded at the fifth digit)

| ML Algorithm                | Recall | TN   | FP   | FN   | TP   |
|-----------------------------|--------|------|------|------|------|
| Support Vector Machine      | 0.7132 | 73.72| 2819 | 37   | 92   |
| Logistic Regression         | 0.7287 | 74.12| 2779 | 35   | 94   |
| Gradient Boost Machine      | 0.6357 | 79.55| 2236 | 47   | 82   |
| K-nearest neighbor          | 0.0775 | 98.98| 293  | 119  | 10   |
| Mean                        | 0.5387 | 81.59| 2031 | 59.5 | 69.5 |

(Rounded at the fifth digit)

| ML Algorithm                | Recall | TN   | FP   | FN   | TP   |
|-----------------------------|--------|------|------|------|------|
| Support Vector Machine      | 0.7132 | 74.63| 2728 | 37   | 92   |
| Logistic Regression         | 0.7287 | 75.04| 2687 | 35   | 94   |
| Gradient Boost Machine      | 0    | 10191| 0    | 129  | 0    |
| K-nearest neighbor          | 0.1705 | 95.25| 666  | 107  | 22   |
| Mean                        | 0.4031 | 86.70| 1520 | 77   | 52   |

(Rounded at the fifth digit)

There is no difference in the performance of linear models between cases of undersampling and oversampling. However, k-nearest neighbor makes a significant difference in recalls -- 0.0542. This must have something to do with its power of generalization such that k-nearest neighbor works well only when the input for prediction is close enough to the collected samples.

Handling imbalancement by both oversampling and undersampling does not improve the prediction performance of models. This suggests that only several selective explanatory variables (in other words, a simpler and more intuitive model) should be used per Occam’s Razor. Prelude to this, we think of investigating models generated by only one explanatory variable.

C. Experiment 3. Study on exploratory variables.

Objectives. To be able to know the contribution of a single explanatory variable to the prediction performance.

Hypothesis. Exploratory variables such as diabetes, malignant tumor, peripheral neuropathy, and circulatory disorders that are thought to be more relevant to falls should contribute more to the prediction performance.

Details.

*Machine learning algorithms. We use the same as in experiment 1.

*Dataset. We use the same dataset as in experiment 2.

*Model evaluation.

We use recall and precision as the performance indicators. We use recall because the numbers of falls and no-falls are not necessarily the same in test data. The precision is affected by such an unequal ratio, but the evaluation only based...
on recall is not trustworthy enough. For example, we cannot be certain for a fall predicted even if its recall is 1 (i.e. no false negative). In fact, the prediction may be a false positive.

*Procedure.

1. Extract one explanatory variable from the dataset.
2. Randomly divide the extracted data into two: for training (90%) and for test (10%).
3. Generate the training data.
4. Generate models for various machine learning algorithms.
5. Compute recall, precision, correlation; as well as mean and median for all, falls and no-falls.

We perform this procedure for each explanatory variable. We only perform this for several selective ones due to the time constraints.

Study.

Overall, explanatory variables about or related to patient age, operation, long-term hospitalization, and department are found ‘highly involved’ for the fall prediction. Table V shows the details. Unlike the hypothesis, those about diabetes and peripheral nerve disorder did not contribute significantly enough to generate the satisfactory prediction models. Many of them did not satisfy precision (i.e. too many false positives). The reason why the model created from the above explanatory variables had a high reproduction value can be considered medically and statistically as follows.

*Patient age and #mo.

From medical aspects, physical and cognitive functionalities decrease. Fall incidents are considered to be caused because of that. The prediction models based on such a variable are consistent with that as well, and the recall is high as a result. Moreover, the differences of means and medians between falls and no-falls are 11.5 and 8 respectively. Those differences are more significant than those of patient heights, i.e. 4 and 0.5 respectively. This leads to relatively clear value clusters for falls and no-falls.

*Gynecology.

Many patients in the gynecology department receive chemotherapy due to gynecologic cancer. This leads to various adverse drug reactions more so than other medications. Such severe reactions often serve as a trigger of lower mortality, thus resulting in fall incidents. In addition, the difference of means is 0.0778, that is much larger than that for perceptual impairment (i.e. 0.03). Therefore, this is quite clearly clustered for falls and no-falls among all categorical explanatory variables.

*Cardiology.

Patients in Cardiology department often receive antihypertensive medications that causes lightheadedness and dizziness as a result of their lower blood pressure. Then, such lightheadedness and dizziness are the cause of falls. Unfortunately, the difference of means of this explanatory variable is similar to that for vision impairment, and no significance is found for the fall prediction.

*Ophthalmology

It is thought that vision problems such as monocular vision with poor eyesight make it difficult to recognize things and make falls more likely. Furthermore, quite clear clusters for falls and no-falls have been observed, which is similar to the case of Gynecology.

*Anesthesia period and Operation period.

The longer these times are, the more likely it is to adversely affect the physical condition after surgery. In addition, anesthesia itself carries the risk of various complications, which can lead to fall incidents. Furthermore, quite clear clusters for falls and no-falls have been observed, too.

*Plan A-1.

Patients under Plan A-1 have the highest ADL (i.e. activity of daily life), thus they are allowed to move freely within the hospital. Unfortunately, such freedom may result in increasing the risk of falls. In fact, quite clear clusters for falls and no-falls have been observed. However, our current dataset for this project only contains the explanatory variable to indicate only the Plan A-1 or not but no relevant measures. In fact, the hospital has an oral alert practice for the A-1 in-patients with fall potentials, that should suppress the risk.

*Autonomy, check-up purpose, and planned hospitalization.

Similar to Plan A-1. However, quite significant clear clusters for falls and no-falls have been observed on explanatory variables for autonomy and check-up purpose hospitalization, while no such clusters have been observed on the explanatory variable for planned hospitalization.

*AAA medication (Antipyretic Analgesic and Anti-inflammatory).

Since this kind of medication is applied when feavering or to relieve pains after a surgery, the fall risk becomes significant during such a symptom is observed. Unfortunately, the difference of means of this explanatory variable is similar to that for vision impairment, and no significance is found for the fall prediction.

IV. RESPONSES FROM MEDICAL EXPERTS

After conducting experiment 3, those variables mentioned above are found to be significantly involved in the higher (but not necessarily satisfactory) prediction performance. There are two responses from medical experts obtained.

Response 1: The following five factors out of the ten explanatory variables are generally consistent with previous reports: older age, cardiovascular disease, patients undergoing cancer chemotherapy (internal medicine), longer anesthesia times, and longer surgery times. There are unlikely no studies reported that directly find direct causes as far as I know. Medical experts may reasonably accept those 10 variables as fall risk factors. Older people often have lower physical functions such as muscle strength and balance, cognitive decline (difficult to detect dangers such as steps), and
cardiovascular diseases. Although not directly, taking antihypertensive drugs lowers blood pressure. That is considered a fall risk. When blood pressure decreases, it causes light-headedness and lightheadedness (orthostatic hypotension), which poses another fall risk. Patient’s general condition deteriorates while receiving cancer chemotherapy because severe side effects may likely occur more so than other medications -- nausea, fever, dizziness, peripheral neuropathy, liver damage, blood damage, kidney damage, heart damage, and immune-related side effects called irAE in some severe cases. Such physical conditions may result in yet another high fall risk. Longer period of anesthesia and operations resulting in yet another high fall risk is considered appropriate as there is more invasiveness that affects a patient’s conditions after surgery. General anesthesia itself carries the risk of various complications. Therefore, the longer period of anesthesia and operation resulting in yet another high fall risk is considered appropriate as well. Other variables likely seem confounding. For instance, gynecology is likely confounded with chemotherapy, and other factors must be confounded for the planned and planned hospitalization themselves. Patients with Plan A-1 is an ideal case of nursing. On the contrary, the fall risk may be high as a result of their free movement.

Response 2: AAA medication (Antipyretic Analgesic and Anti-inflammatory) itself is hard to serve as a high fall risk factor, is thus likely cofoundedness. The symptoms of fevering, pain, etc. themselves affect the fall risk, too. Such circumstances with symptoms and medications are naturally considered as high fall risks. Indeed, there are reports of this kind such as [26].

V. CONCLUDING REMARKS

Our work-in-progress has been reported. Three experiments were conducted, and concluded that investigating the contribution of explanatory variables for the fall risk prediction was the most effective.

As our experiments are still rough, thus preliminary, we need to further conduct investigations on the contribution of explanatory variables and their combinations for a better prediction performance. Afterwards, we will be ready to implement a medical risk prediction system that works integratively with various medical information systems including but not necessarily limited to EMR, nursing reports, billing, medications, and others.
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Table V. Results in experiment 3.
(We select some explanatory variables with recall >0.8 and precision >0.013. Prediction performance with recall higher than its mean tends to be consistent. Moreover, the precision becomes 0.01-0.012 when the model predicts fall-over for all inputs from the test data – i.e. no prediction capacity. Under such circumstances, we set a guideline with respect to the recall and the precision for models that use a single explanatory variable.)

| Explanatory Variable | Recall | Prec. | Corr. | Mean: all | Median: all | Mean: fo | Median: fo | Mean: no fo | Median: no fo |
|----------------------|--------|-------|-------|-----------|-------------|----------|------------|-------------|---------------|
| Patient age          | 0.917  | 0.0155| 0.0519| 56.9      | 65          | 68.4     | 73         | 56.8        | 65            |
| Patient #mo          | 0.9457 | 0.0138| 0.0519| 689.1     | 790         | 825.4    | 880        | 687.5       | 789           |
| Gynecology           | 0.9767 | 0.0135| -0.0279| 0.0988   | 0           | 0.022    | 0          | 0.0998      | 0             |
| Cardiology           | 0.9612 | 0.0130| -0.0065| 0.0806   | 0           | 0.0643   | 0          | 0.0808      | 0             |
| Ophthalmology        | 0.9922 | 0.0135| -0.0268| 0.0865   | 0           | 0.0173   | 0          | 0.0875      | 0             |
| Anesthesia period: > average | 0.9224 | 0.0136| -0.0211| 0.1480   | 0           | 0.0791   | 0          | 0.1489      | 0             |
| Operation period: > average | 0.9147 | 0.0142| -0.0234| 0.1959   | 0           | 0.1104   | 0          | 0.1969      | 0             |
| Plan A-1             | 0.9379 | 0.0158| -0.044 | 0.2615   | 0           | 0.0832   | 0          | 0.2636      | 0             |
| Autonomy             | 0.9534 | 0.0158| -0.042 | 0.2497   | 0           | 0.0799   | 0          | 0.2517      | 0             |
| AAA* medication      | 0.9612 | 0.0130| -0.004 | 0.0798   | 0           | 0.0676   | 0          | 0.0800      | 0             |
| Check-up purpose     | 0.9796 | 0.0130| -0.019 | 0.1106   | 0           | 0.0535   | 0          | 0.1100      | 0             |
| ER-Planned           | 0.9944 | 0.0131| -0.006 | 0.0675   | 0           | 0.0519   | 0          | 0.0677      | 0             |
| (Ref.) vs. impair.   | -      | -     | 0.008  | 0.2135   | 0           | 0.2464   | 0          | 0.2131      | 0             |
| (Ref.) height        | -      | -     | 0.012  | 152      | 158.5       | 156.0    | 159        | 152.7       | 158.5         |

(*AAA: Antipyretic, Analgesic and Anti-inflammatory. The highest recall and precision among all models are selected. Rounded at the fifth digit. Plan A-1 designates in-patients whose autonomy is normal. All variables except patient age, patient #mo and height are categorical. Visual impairment and height are listed as references.)