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Abstract

We propose and analyze a weak Galerkin method for electrical impedance tomography based on
the bounded variation regularization. We use the complete electrode model to describe the forward
process, approximate the system by a weak Galerkin formulation with the lowest order, and demon-
strate the advantages of the method for recovering the piecewise constant conductivities. The error
estimate of the weak Galerkin method for the direct problem is derived and then utilized to establish
the convergence of the proposed algorithm for the inverse problem. Numerical examples are presented
to verify the effectiveness and efficiency of the weak Galerkin method.
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1 Introduction

Electrical impedance tomography (EIT) is a technique of estimating the unknown internal physical con-
ductivity of an object from the noisy voltage measurements on the surface, which has aroused considerable
interest in nondestructive testing [9], breast cancer detection [5], stroke classification [17], and geophysical
prospecting [31], etc. A typical experimental setup is considered in this work. First, currents are driven
into the concerned object by a set of electrodes attached to the surface. Then the induced electric volt-
ages will be measured on some electrodes to reconstruct the interior electrical properties. This procedure
is usually conducted several times with different input currents to collect sufficient information for the
estimate of the interior conductivity. This electromagnetic process can be mathematically described by
the complete electrode model [6, 23] in many applications.

Due to its growing popularity, many algorithms have been proposed for the EIT inverse problem
(see e.g., [14, 24, 10, 11, 15, 29, 13]). EIT is known to be highly ill-posed and nonlinear. In particular,
the reconstruction is often very unstable with respect to the boundary measurements. Therefore, the
development of some accurate and flexible forward solvers and the use of proper regularization techniques
in the inverse process are crucial to handle the noisy measurements and the complex geometric boundary
associated with the complete electrode model effectively. We will develop and analyze a novel weak
Galerkin (WG) method as the forward solver, and follow a variational approach in the inverse process
to seek the reconstruction of the physical conductivity by minimizing an appropriate functional with the
bounded variation (BV) regularization.

Various numerical methods have been applied to solve the direct problem in EIT, including the
boundary element method [7], the mesh-free method [30], the adaptive finite element method [12], and
the stochastic Galerkin finite element method [8]. We will develop a WG method as the forward solver
and analyze its convergence. The WG method is a class of numerical schemes that allows numerical
approximations to be totally discontinuous [25]. The main idea of the WG method is to interpret partial
differential operators as weak differential operators, i.e., the generalized distributions over the space of
discontinuous functions that include boundary information. Then the partial differential equations can
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be reformulated as variational equations with the help of discrete weak differential operators. This WG method has been developed for a number of PDEs, e.g., bi-harmonic problems [19], Stokes flow [27], Signorini and obstacle problems [32] for an incomplete list.

The WG method has several important strengths: (1) the mesh partition can be of polytope type, i.e., any type of polygons in 2D or polyhedra in 3D; (2) the weak finite element space is easy to construct with general stability and approximation requirements; and (3) the WG schemes can be hybridized so that some unknowns associated with the interior of each element can be locally eliminated, yielding a system of linear equations involving much fewer unknowns than what it appears. More importantly, as the WG method allows the separation of degrees of freedom on the edges (or faces) and interiors of each finite element, it can more accurately recover the boundaries of inhomogeneous inclusions as well as approximate the jump discontinuities in the current density at the edge of electrodes of non-zeros contact impedance on the boundary due to the complex physical setup of the complete electrode model.

Moreover, when implementing the WG method, one does not need to appropriately choose any (large) parameters for stabilizers as in most discontinuous Galerkin (DG) methods. In addition, the WG method is locally conservative by its design, and the normal fluxes across the interfaces of elements are continuous while there is no discontinuity in the DG fluxes [35]. In addition, while special preconditioners or fast solvers are typically required to solve the resulting indefinite discrete linear systems (saddle-point problems) arising from mixed finite element method for elliptic problems [34], the WG method will always result in symmetric definite linear systems [16]. These advantages make the WG method well-suited for approximating the EIT problem.

Inspired by [20], we propose in this work a WG scheme that uses a new combination of polynomial spaces different from the original WG scheme in [25]. Specifically, instead of using polynomials of degree $k$ both in the interior and on the edge (or face) of each element, we use polynomials of degree $k - 1$ on the edge (or face) and polynomials of degree $k$ in the interior of elements. In this way, the scheme reduces the number of unknowns without compromising its accuracy when compared with the initial scheme in [25]. In our analysis and numerical implementations, the proposed WG scheme with the lowest order polynomial approximation, i.e., piecewise linear polynomials in the interior of each element and constant on the edge (or face) of each element, is used. This reduces by half the size of unknowns compared with the original scheme in [25] with piecewise linear approximation in the interior and boundary of each element, and the convergence order for the forward problem remains to be optimal.

For the inverse process, we will apply reconstruction algorithms based on a bounded variation (BV) regularization. The conventional choice of the regularization is $L^2$ norm or $H^1$ seminorm. The former was studied in [36] for the EIT problem, but the performance is not satisfactory as there exist undesired oscillations in the reconstruction. The latter, as analyzed in [11], may significantly smoothen the discontinuity in the solution as well as the boundaries of inhomogeneous inclusions. In practice, however, the recovering conductivity is expected to be only piecewise regular and have sharp gradients in many applications such as geophysical imaging [31], non-destructive testing [9]. In contrast, BV regularization has been proved to be successful in retaining sharp features of sought-for parameters and applied to the EIT inverse problem in the level-set method setting [37]. We further carry out the convergence analysis for the proposed BV-based reconstruction algorithm.

Unlike the $L^2$ or $H^1$ regularizations, the BV regularization is non-differentiable. As a result, typical gradient-based methods such as the gradient descent method and Newton’s method are not applicable for optimization. To numerically solve the minimization problem based on the BV regularization, we apply the fast iterative shrinkage/thresholding algorithm (FISTA) [3]. One of its characteristics is that a combination of two previous iterates is used at each iteration to enjoy a better global rate of convergence than other existing projection-based methods. We remark that an auxiliary dual problem is also solved in each iteration using the WG method to calculate the Gâteaux derivative of the differentiable part, i.e., the discrepancy functional, and the gradient update is followed by a proximal step associated with the BV regularization.

This paper is organized as follows. In Section 2, we present the complete electrode model for the forward process and some necessary notations. Then we describe the EIT inverse problem with BV regularization and prove the existence and stability of minimizers in Section 3. Section 4 is dedicated to
the description of the WG formulation and the error analysis. The convergence analysis of our algorithm for the discrete EIT inverse problem is provided in Section 5. In Section 6, we present the results of numerical experiments to demonstrate the effectiveness of the proposed algorithm. Finally, we conclude this work in Section 7, and the numerical algorithm of solving discrete EIT inverse problem by FISTA is presented in Appendix A. Throughout the paper, we use the standard notation for Sobolev spaces as in [1] and adopt $\langle \cdot, \cdot \rangle$ and $\langle \cdot, \cdot \rangle$ for the inner products in $[L^2(\Omega)]^d$ and Euclidean space respectively. The notation $C$ denotes a generic constant that may differ in each condition, but it is always independent of the mesh size in the numerical discretization and other quantities of interest.

## 2 Preliminaries

In this section, we begin by revisiting the complete electrode model (CEM), an accurate forward model for the EIT problem. Next, we present the weak formulation of the CEM and introduce some continuity results of the forward operator, which will be essential for the subsequent analysis.

As a standard model for medical applications of EIT, CEM can capture some practical features of the EIT problem, such as the discrete nature of electrodes and contact impedance effect; see [6, 23] for details. Let $\Omega$ be an open bounded domain in $\mathbb{R}^d$ ($d = 2, 3$) with a polyhedral boundary denoted by $\Gamma$. Consider a set of electrodes, denoted by $\{e_l\}_{l=1}^L$, which are line segments/planar surfaces on $\Gamma$ and disjoint from each other, i.e., $\bar{e}_i \cap \bar{e}_k = \emptyset$ if $i \neq k$. The applied current on the $l$-th electrode $e_l$ is denoted as $I_l$, and we define the current vector $I = (I_1, \ldots, I_L)^t \in \mathbb{R}_+^L$, where $\mathbb{R}_+^L := \{I \in \mathbb{R}^L : \sum_{l=1}^L I_l = 0\}$, in accordance with the law of charge conservation. The electrode voltage is denoted by $U = (U_1, \ldots, U_L)^t$ and is normalized such that $U \in \mathbb{R}_+^L$. With these notations, we can present the mathematical formulation of the CEM as follows:

- For the conductivity $\sigma$, positive contact impedances $\{z_l\}_{l=1}^L$, and the input current $I \in \mathbb{R}_+^L$, find the potential $u \in H^1(\Omega)$ and the electrode voltage $U \in \mathbb{R}_+^L$ such that

$$
\begin{cases}
-\nabla \cdot (\sigma \nabla u) = 0 & \text{in } \Omega, \\
u + \sum_{l=1}^L z_l \sigma \frac{\partial u}{\partial n} = U_l & \text{on } e_l \text{ for } l = 1, \ldots, L, \\
\int_{e_l} \sigma \frac{\partial u}{\partial n} \, ds = I_l & \text{for } l = 1, \ldots, L, \\
\sigma \frac{\partial u}{\partial m} = 0 & \text{on } \Gamma \setminus \bigcup_{l=1}^L e_l.
\end{cases}
$$

(2.1)

The governing equation in (2.1) is derived under a quasi-static assumption on the electromagnetic field in the interior of the concerned object. The second equation reflects the contact impedance effect: when electrical currents are injected into the object, a highly resistive thin layer with surface impedance $z_1, \ldots, z_L$ forms at the electrode-electrolyte interface, leading to potential drops across the electrode-electrolyte interface. The value of potential drop is determined by the product of the surface impedance $z_l$ and the current density $\sigma \frac{\partial u}{\partial n}$ by Ohm’s law. As metallic electrodes are perfect conductors, the voltage $U_l$ is constant on each electrode. The third equation describes that when injected through the electrode $e_l$, the current $I_l$ is completely confined within each electrode itself.

Considering the fact that physical conductivities are often discontinuous and have (possibly large) jumps across the interfaces between homogeneous and inhomogeneous media, we introduce the admissible set $\mathcal{A}$ that allows these physical features. We first define the total variation [33] of a function $q \in L^1(\Omega)$ by

$$
\int_\Omega |Dq| = \sup \left\{ \int_\Omega q \, \nabla \cdot \mathbf{g} \, dx : \mathbf{g} \in [C_0^\infty(\Omega)]^d \text{ and } |\mathbf{g}(x)|_\infty \leq 1, \ x \in \Omega \right\},
$$

(2.2)

where $C_0^\infty(\Omega)$ denotes the space of infinitely differentiable functions with compact support in $\Omega$, and $|\cdot|_\infty$ denotes the $l_\infty$ norm of vectors in $\mathbb{R}^d$, that is, for $x = (x_1, \cdots, x_d)^t$,

$$
|x|_\infty := \max_{1 \leq i \leq d} |x_i|.
$$

Then we can define the space of functions with bounded variation:

$$
BV(\Omega) = \left\{ q \in L^1(\Omega) : \int_\Omega |Dq| < \infty \right\}.
$$
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which is a Banach space endowed with the norm \( \|q\|_{BV(\Omega)} := \|q\|_{L^1(\Omega)} + \int_\Omega |Dq| \). As physical conductivities \( \sigma \) are naturally bounded both from below and above, we come to define the admissible set \( \mathcal{A} \) as

\[
\mathcal{A} = \{ \sigma \in BV(\Omega) : \lambda \leq \sigma(x) \leq \lambda^{-1} \text{ a.e. } x \in \Omega \}
\]

(2.3)

for some constant \( \lambda \in (0, 1) \). For the subsequent analysis, we introduce the lower-semicontinuity of the total variation below. The proof can be found in [40].

**Lemma 2.1.** Let \( q \in BV(\Omega) \) and \( \{q_n\}_{n=1}^\infty \subset BV(\Omega) \). Suppose \( q_n \to q \) in \( L^1(\Omega) \) as \( n \to \infty \). Then

\[
\int_\Omega |Dq| \leq \liminf_{n \to \infty} \int_\Omega |Dq_n|.
\]

Moreover, the embedding of \( BV(\Omega) \) in \( L^1(\Omega) \) is compact.

Before presenting the weak formulation of the CEM, we introduce the product space \( \mathbb{H} := H^1(\Omega) \otimes \mathbb{R}_0^L \) with its norm defined by

\[
\|(u, U)\|_{\mathbb{H}}^2 = \|u\|^2_{H^1(\Omega)} + \|U\|^2.
\]

Then the weak formulation of the model (2.1) reads: find \( (u, U) \in \mathbb{H} \) such that

\[
a(\sigma, (u, U), (v, V)) = \langle I, V \rangle \quad \forall (v, V) \in \mathbb{H},
\]

(2.4)

where the map \( a(\sigma, (u, U), (v, V)) : A \times \mathbb{H} \times \mathbb{H} \to \mathbb{R} \) is defined by

\[
a(\sigma, (u, U), (v, V)) = (\sigma \nabla u, \nabla v) + \sum_{l=1}^L z_l^{-1} \langle u - U_l, v - V_l \rangle_{\mathcal{E}_l},
\]

with \( \langle \cdot, \cdot \rangle_{\mathcal{E}_l} \) being the inner product on \( L^2(\mathcal{E}_l) \). We have the following norm equivalence on the space \( \mathbb{H} \) [12, Lemma 2.1].

**Lemma 2.2.** On the space \( \mathbb{H} \), the norm \( \| \cdot \|_{\mathbb{H}} \) is equivalent to the norm \( \| \cdot \|_{\mathbb{H}, \ast} \) defined by

\[
\|(u, U)\|_{\mathbb{H}, \ast}^2 = \|\nabla u\|_{L^2(\Omega)}^2 + \sum_{l=1}^L \|u - U_l\|_{L^2(\mathcal{E}_l)}^2.
\]

It follows Lemma 2.2 that \( a(\sigma, \cdot, \cdot) \) is continuous and coercive in \( \mathbb{H} \) for given \( \sigma \in \mathcal{A} \), hence we have the existence and uniqueness of the solution \( (u, U) \) to (2.4) [38] by the Lax-Milgram theorem. We further introduce the notation \( \mathcal{F}(\sigma) \) to denote the forward operator, i.e., \( (u, U) = (u(\sigma), U(\sigma)) = \mathcal{F}(\sigma) \in \mathbb{H} \). For simplicity, we suppress the dependence of the solution \( (u, U) \) on the input current \( I \). We end this section with several continuity results of the forward operator \( \mathcal{F}(\sigma) \) [11, Lemma 3.1, Lemma 3.2].

**Lemma 2.3.** The operator \( \mathcal{F}(\sigma) : \mathcal{A} \to \mathbb{H} \) is uniformly bounded for a fixed \( I \).

**Lemma 2.4.** For the operator \( \mathcal{F}(\sigma) \) and \( \sigma, \sigma + \vartheta \in \mathcal{A} \), we have the following continuity estimates:

1. For any \( p \in \left( \frac{2Q(\lambda)}{Q(\lambda) - 2}, \infty \right) \),

\[
\|\mathcal{F}(\sigma + \vartheta) - \mathcal{F}(\sigma)\|_{\mathbb{H}} \leq C\|\vartheta\|_{L^p(\Omega)};
\]

2. For any \( p \in \left( \frac{4Q(\lambda)}{Q(\lambda) - 2}, \infty \right) \), there exists a \( q \in (2, Q(\lambda)) \) such that

\[
\|u(\sigma + \vartheta) - u(\sigma)\|_{W^{1, q} (\Omega)} \leq C\|\vartheta\|_{L^p(\Omega)};
\]

3. For \( p \geq 1 \) and any \( q \in (2, Q(\lambda)) \),

\[
\lim_{\|\vartheta\|_{L^p(\Omega)} \to 0} \|u(\sigma + \vartheta) - u(\sigma)\|_{W^{1, q} (\Omega)} = 0,
\]

where \( Q(\lambda) > 2 \) is a constant depending on \( d \) and \( \lambda \) only and tending to \( \infty \) and \( 2 \) as \( \lambda \to 1 \) and \( \lambda \to 0 \) respectively.
3 Bounded variation regularization

In this section, we will formulate the minimization problem for the EIT inverse problem based on BV regularization and investigate some of its analytic properties.

Recall that the EIT inverse problem is to reconstruct the conductivity \( \sigma \) from noisy measurements \( U^\delta \) of the exact electrode voltage \( U(\sigma) \), corresponding to one or multiple input currents. For the analysis, we will use the data generated by one set of input currents. As EIT is severely ill-posed, some appropriately chosen regularization is crucial to combat the numerical instability and generate physically meaningful images. For this purpose, we use the BV regularization and the following least-squares approach to reconstruct \( \sigma \):

\[
\min_{\sigma \in A} \left\{ J(\sigma) = \frac{1}{2} \| U(\sigma) - U^\delta \|^2 + \alpha N(\sigma) \right\},
\]

where \( N(\sigma) \) is the BV-penalty term, i.e., \( N(\sigma) = \int_\Omega |D\sigma| \), and \( \alpha \) is a scalar compromising the discrepancy term and penalty term. The following theorem states that the minimization problem (3.1) has at least one solution.

**Theorem 3.1.** There exists at least one minimizer to problem (3.1).

**Proof.** Lemma 2.3 implies that \( \inf J(\sigma) \) is finite over \( A \). Then there exists a minimizing sequence \( \{\sigma_n\}_{n=1}^\infty \subset A \) such that

\[
\lim_{n \to \infty} J(\sigma_n) = \inf_{\sigma \in A} J(\sigma).
\]

To simplify the notations, we denote \( u(\sigma_n) \) by \( u_n \) and \( U(\sigma_n) \) by \( U_n = (U_{n,1}, U_{n,2}, ..., U_{n,L})^t \). It follows from the definition of \( J \) that the sequences \( \{\|U_n - U^\delta\|\}_{n=1}^\infty \) and \( \{\|\sigma_n\|_{BV}\}_{n=1}^\infty \) are uniformly bounded. Applying Lemma 2.3 again, we derive that \( \{u_n\}_{n=1}^\infty \) is also uniformly bounded in \( H^1(\Omega) \). Moreover, from the norm equivalence in Lemma 2.2, we deduce that \( \{\|u_n - U_{n,l}\|_{C^1}\}_{n=1}^\infty \) is bounded for \( l = 1, 2, ..., L \). Thus, following the compact embedding of \( BV(\Omega) \) in \( L^1(\Omega) \) from Lemma 2.1, there exist \( \sigma^* \in A \) and \( (u^*, U^*) \in \mathbb{H} \), and a subsequence, still denoted by \( \{\sigma_n\}_{n=1}^\infty \), such that \( \{\sigma_n\}_{n=1}^\infty \) converges to \( \sigma^* \) in \( L^1 \) norm,

\[
u_n \to u^* \text{ weakly in } H^1(\Omega) \text{ and weakly in } L^2(\Omega),
\]

\[
u_n - U_{n,l} \to u^* - U_{l}^* \text{ weakly in } L^2(C^1) \text{ and } U_{n,l} \to U_{l}^* \text{ for all } l.
\]

Next we prove that \( (u^*, U^*) = \mathcal{F}(\sigma^*) \). By definition, \( (u_n, U_n) = (u(\sigma_n), U(\sigma_n)) \) satisfies

\[
(\sigma_n \nabla u_n, \nabla v) + \sum_{l=1}^L z_l^{-1}(u_n - U_{n,l}, v - V_l)_{C^1} = \langle I, V \rangle \quad \forall (v, V) \in \mathbb{H}.
\]

We will analyze the convergence of each term on the left-hand side of (3.2). For the first term, we observe that

\[
(\sigma_n \nabla u_n, \nabla v) - (\sigma^* \nabla u^*, \nabla v) = ((\sigma_n - \sigma^*) \nabla u_n, \nabla v) + (\sigma^* \nabla (u_n - u^*), \nabla v)
\]

\[
\leq \left( \int_\Omega |\sigma_n - \sigma^*| |\nabla u_n|^2 \, dx \right)^{1/2} \left( \int_\Omega |\sigma_n - \sigma^*| |\nabla v|^2 \, dx \right)^{1/2} + (\sigma^* \nabla (u_n - u^*), \nabla v)
\]

\[
\leq C \left( \int_\Omega |\sigma_n - \sigma^*| |\nabla v|^2 \, dx \right)^{1/2} + (\sigma^* \nabla (u_n - u^*), \nabla v),
\]

where we have used \( \sigma_n \in A \) and that \( \{u_n\}_{n=1}^\infty \) is uniformly bounded in \( H^1(\Omega) \). Since \( \sigma_n \to \sigma^* \) in \( L^1(\Omega) \), there exists a subsequence of \( \{\sigma_n\}_{n=1}^\infty \), still denoted by \( \{\sigma_n\}_{n=1}^\infty \), that converges to \( \sigma^* \) pointwise almost
everywhere. By Lebesgue’s dominated convergence theorem and the weak convergence of \(\{u_n\}_{n=1}^\infty\), we derive from (3.3) that
\[
\lim_{n \to \infty} (\sigma_n \nabla u_n, \nabla v) = (\sigma^* \nabla u^*, \nabla v).
\]
Next, we consider the second term on the left-hand side of (3.2). It follows from the weak convergence of \(\{u_n - U_{n,l}\}_{n=1}^\infty\) that
\[
\lim_{n \to \infty} \sum_{l=1}^L z_l^{-1} \langle u_n - U_{n,l}, v - V_l \rangle_{e_l} = \sum_{l=1}^L z_l^{-1} \langle u^* - U_{n,l}^*, v - V_l \rangle_{e_l}.
\]
Upon taking into account these relations, one can deduce from (3.2) that
\[
(\sigma^* \nabla u^*, \nabla v) + \sum_{l=1}^L z_l^{-1} \langle u^* - U_{n,l}^*, v - V_l \rangle_{e_l} = \langle I, V \rangle,
\]
i.e., \((u^*, U^*) = F(\sigma^*)\). It remains to show that \(\sigma^*\) is indeed a minimizer of \(J\). Since \(U_{n,l} \to U_{l}^*\) in \(L^2(e_l)\) for \(l = 1, 2, \ldots, L\), we have
\[
\lim_{n \to \infty} \frac{1}{2} \|U(\sigma_n) - U^\delta\|^2 = \frac{1}{2} \|U(\sigma^*) - U^\delta\|^2,
\]
which, together with Lemma 2.1, implies
\[
J(\sigma^*) = \frac{1}{2} \|U(\sigma^*) - U^\delta\|^2 + \alpha N(\sigma^*)
\]
\[
= \lim_{n \to \infty} \frac{1}{2} \|U(\sigma_n) - U^\delta\|^2 + \alpha \int_\Omega |D\sigma^*|
\]
\[
\leq \lim_{n \to \infty} \frac{1}{2} \|U(\sigma_n) - U^\delta\|^2 + \liminf_{n \to \infty} \alpha \int_\Omega |D\sigma_n|
\]
\[
\leq \liminf_{n \to \infty} J(\sigma_n)
\]
\[
= \inf_{\sigma \in \mathcal{A}} J(\sigma).
\]
Hence \(\sigma^*\) is a minimizer of problem (3.1).

The following theorem states that the solution to (3.1) depends continuously on the data perturbation, that is, the proposed regularized least-squares approach (3.1) is well-posed.

**Theorem 3.2.** Let \(\{U_n^\delta\}_{n=1}^\infty \subset \mathbb{R}^L_\delta\) be a sequence of noisy data converging to \(U^\delta\), and \(\sigma_n\) be a minimizer to \(J\) with \(U^\delta\) replaced by \(U_n^\delta\) in (3.1). Then the sequence \(\{\sigma_n\}_{n=1}^\infty\) has a subsequence converging in \(L^1(\Omega)\) to a minimizer of \(J\).

**Proof.** We denote by \(J^n\) the functional with \(U^\delta\) replaced by \(U_n^\delta\) in \(J\), i.e.,
\[
J^n(\sigma) = \frac{1}{2} \|U(\sigma) - U_n^\delta\|^2 + \alpha N(\sigma).
\]
Since \(\sigma_n\) minimizes the functional \(J^n\) over \(\mathcal{A}\), for all \(n \geq 1\), we have
\[
J^n(\sigma_n) \leq J^n(1) \leq \|U(1)\|^2 + \sup_{m \geq 1} \|U_m^\delta\|^2,
\]
where we have used the convergence and therefore the boundedness of \(\{U_n^\delta\}_{n=1}^\infty\). Consequently, we know that \(\{N(\sigma_n)\}_{n=1}^\infty\) is bounded, and so is \(\{\|\sigma_n\|_{BV(\Omega)}\}_{n=1}^\infty\). By the compact embedding of \(BV(\Omega)\) in \(L^1(\Omega)\) from Lemma 2.1, there exist \(\sigma^* \in \mathcal{A}\) and a subsequence of \(\{\sigma_n\}_{n=1}^\infty\), still denoted by \(\{\sigma_n\}_{n=1}^\infty\), such that
that \( \sigma_n \to \sigma^* \) in \( L^1(\Omega) \) as \( n \to \infty \). Now applying the Cauchy-Schwarz inequality and the triangle inequality, we can deduce

\[
\|U(\sigma_n) - U_n^\delta\|^2 - \|U(\sigma^*) - U^\delta\|^2 = \|U(\sigma_n) - U_n^\delta - U(\sigma^*) + U^\delta\|_2
\leq \left( \|U(\sigma_n) - U(\sigma^*)\| + \|U_n^\delta - U^\delta\| \right) \cdot \|U(\sigma_n) - U_n^\delta + U(\sigma^*) - U^\delta\|.
\]

With Lemma 2.4, one obtains that \( \|U(\sigma_n) - U_n^\delta\|^2 \to \|U(\sigma^*) - U^\delta\|^2 \) as \( n \to \infty \). Then for any \( \sigma \in \mathcal{A} \), it follows Lemma 2.1 that

\[
J(\sigma^*) = \frac{1}{2} \|U(\sigma^*) - U^\delta\|^2 + \alpha N(\sigma^*)
\leq \lim_{n \to \infty} \frac{1}{2} \|U(\sigma_n) - U_n^\delta\|^2 + \alpha \liminf_{n \to \infty} N(\sigma_n)
\leq \liminf_{n \to \infty} J_n(\sigma_n)
\leq \liminf_{n \to \infty} J_n(\sigma)
= J(\sigma),
\]

which implies that \( \sigma^* \) is a minimizer of (3.1), completing the proof of this theorem. \( \square \)

4 Weak Galerkin method and error analysis

In this section, we propose the WG algorithm for discretizing the variational formulation (2.4), then develop the error analysis of this WG scheme for the forward process.

4.1 WG formulation

To discretize the variational formulation (2.4), we first triangulate the domain \( \Omega \). Let \( \mathcal{T}_h \) be the shape regular triangulation of the polyhedral domain \( \Omega \) consisting of closed simplicial elements, with a local mesh size \( h_T := |T|^{1/d} \) for each element \( T \in \mathcal{T}_h \). We further assume that each element \( T \) intersects at most one electrode surface \( e_T \) and denote the mesh size of \( \mathcal{T}_h \) by \( h = \max_{T \in \mathcal{T}_h} h_T \).

We first recall an important concept of the WG method, weak function [25]. A weak function on a region \( K \) refers to a function \( v = \{v_0, v_b\} \), where \( v_0 \in L^2(K) \) and \( v_b \in L^2(\partial K) \). The first component \( v_0 \) could be understood as the value of \( v \) in \( K \), and the second component \( v_b \) represents \( v \) on the boundary of \( K \), while \( v_b \) may not necessarily be related to the trace of \( v_0 \) on \( \partial K \) should a trace be well-defined. We define the space of weak functions on each \( T \in \mathcal{T}_h \) by

\[
S_v(T) = \{v = \{v_0, v_b\} : v_0 \in L^2(T), v_b \in L^2(\partial T)\},
\]

and the finite element space on each \( T \) by

\[
S(k, T) = \{v_h = \{v_0, v_b\} : v_0 \in P_k(T), v_b \in P_{k-1}(e), \text{ edge (or face) } e \subset \partial T\},
\]

where the space \( P_k(T) \) consists of all polynomials on the element \( T \) with degree not greater than \( k \), and \( P_{k-1}(e) \) consists of all polynomials on the edge (or face) \( e \subset \partial T \) with degree not greater than \( k - 1 \). We take \( k = 1 \) in this work, since the true solutions to (2.4) have only limited regularity due to the complex physical setup of the CEM. Patching \( S(1, T) \) together with a common value on \( v_b \), we obtain the WG finite element space \( S_h \) associated with \( \mathcal{T}_h \) on the domain \( \Omega \):

\[
S_h = \{v_h = \{v_0, v_b\} : v_0, v_b \}_{\forall T \in \mathcal{T}_h}^T \in S(1, T), \forall T \in \mathcal{T}_h \}.
\]

Then the test function space \( \mathbb{H} \) for the variational equation (2.4) can be approximated by \( \mathbb{H}_h := S_h \otimes \mathbb{R}^L_\sigma \). Next, we present another key concept of WG method, the weak gradient operator \( \nabla_w \). For each \( v_h \in S_h \), \( \nabla_w v_h \in [P_0(T)]^d \) is defined as the unique polynomial satisfying the following equation:

\[
(\nabla_w v_h, q)_{\partial T} = \langle v_b, q \cdot n \rangle_{\partial T} \quad \forall q \in [P_0(T)]^d,
\]
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where \((\cdot, \cdot)_T\) denotes the inner product on \([L^2(T)]^d\), and \((\cdot, \cdot)_{\partial T}\) denotes the inner product on \(L^2(\partial T)\). Using integration by parts, we have the following equivalent definition of the weak gradient operator \(\nabla_w\):

\[
(\nabla_w v_h, q)_T = (\nabla v_0, q)_T + (v_h - v_0, q \cdot n)_{\partial T} \quad \forall q \in [P_0(T)]^d.
\]  

To approximate the conductivity \(\sigma\), we introduce the following standard piecewise constant finite element space over the triangulation \(T_h\):

\[
W_h = \{ \sigma_h : \sigma_h|_T \in P_0(T), \ \forall T \in T_h \},
\]

and further define the discrete admissible set:

\[
\mathcal{A}_h = \{ \sigma_h \in W_h : \lambda \leq \sigma_h \leq \lambda^{-1} \text{ a.e. in } \Omega \},
\]

where \(\lambda \in (0,1)\) represents the same constant in the definition (2.3) of the admissible set \(\mathcal{A}\). With these notations, we propose the WG finite element approximation of the variational equation (2.4). For a given conductivity \(\sigma_h \in \mathcal{A}_h\), we introduce the following two bilinear forms on \(H_h \times H_h\):

\[
a_h(\sigma_h, (u_h, U_h), (v_h, V_h)) = \sum_{T \in T_h} (\sigma_h \nabla_w u_h, \nabla_w v_h)_T + \sum_{l=1}^{L} \frac{1}{h_l} (u_h - U_h,l, v_h - V_h,l)e_l,
\]

\[
s(\sigma_h, (u_h, U_h), (v_h, V_h)) = \sum_{T \in T_h} h_T^{-1} \langle Q_h u_0 - u_h, Q_h v_0 - v_h \rangle_{\partial T},
\]

where \(s\) is the stabilizer for the well-posedness of the WG algorithm, and \(Q_h\) denotes the \(L^2\) projection from \(L^2(e)\) to \(P_0(e)\) for the edge (or face) \(e \subset \partial T\). Then the WG algorithm corresponding to the variational equation (2.4) reads:

**WG algorithm 4.1.** Find \((u_h, U_h) \in H_h\) satisfying 

\[
a_s(\sigma_h, (u_h, U_h), (v_h, V_h)) = \langle I, V_h \rangle \quad \forall (v_h, V_h) \in H_h,
\]

where the operator \(a_s\) is defined as

\[
a_s(\sigma_h, (u_h, U_h), (v_h, V_h)) = a_h(\sigma_h, (u_h, U_h), (v_h, V_h)) + s(\sigma_h, (u_h, U_h), (v_h, V_h)).
\]

The following theorem states the unique existence of the solution to the WG formulation (4.2).

**Theorem 4.2.** Given \(\sigma_h \in \mathcal{A}_h\), the WG formulation (4.2) has a unique solution in the finite element space \(H_h\).

**Proof.** Since the equation system of (4.2) has the same number of unknowns and equations, it suffices to prove the uniqueness of the solution to the system. We prove the uniqueness by contradiction. Assume that \((u_h^1, U_h^1)\) and \((u_h^2, U_h^2)\) are two different solutions to (4.2). Denoting by \((\hat{u}_h, \hat{U}_h)\) the difference \((u_h^1, U_h^1) - (u_h^2, U_h^2)\), we observe that \((\hat{u}_h, \hat{U}_h)\) satisfies

\[
\sum_{T \in T} (\sigma_h \nabla_w \hat{u}_h, \nabla_w v_h)_T + \sum_{l=1}^{L} \frac{1}{h_l} (\hat{u}_h - \hat{U}_l, v_h - V_l)e_l + s(\sigma_h, (\hat{u}_h, \hat{U}_h), (v_h, V_h)) = 0 \quad \forall (v_h, V_h) \in H_h.
\]

where \(\hat{U}_h = (\hat{U}_1, \ldots, \hat{U}_L)^T\). With the notation \(\hat{u}_h = (\hat{u}_0, \hat{u}_b)\), taking \((v_h, V_h) = (\hat{u}_h, \hat{U}_h)\) in (4.3) yields

\[
\nabla_w \hat{u}_h = 0 \text{ on } T, \quad \hat{u}_h = \hat{U}_h \text{ on } e_l, \quad \text{and } Q_h \hat{u}_0 - \hat{u}_b = 0 \text{ on } \partial T.
\]

Together with the definition (4.1) of the weak gradient, we deduce that \(\hat{u}_0 = \hat{u}_b\) on \(\partial T\) and \(\hat{u}_b\) is a constant function on all elements \(T\), hence all the entries of \(\hat{U}_h \in \mathbb{R}_l^L\) are equal to the constant. By the definition of \(\mathbb{R}_l^L\), \(\hat{U}_h = 0\) and thus \((\hat{u}_h, \hat{U}_h) = 0\), which contradicts the assumption that \((u_h^1, U_h^1)\) and \((u_h^2, U_h^2)\) are two different solutions. In this way we have proved the uniqueness of the solution.

With Theorem 4.2 at hand, we can define the discrete forward operator \(F_h(\sigma_h) = (u_h(\sigma_h), U_h(\sigma_h)) \in H_h\) that maps \(\sigma_h \in \mathcal{A}_h\) to the unique solution \((u_h, U_h)\) to (4.2) as a discrete analogue of the forward operator \(F\).
4.2 \( L^2 \) projections and approximation properties

We define the local projection operators on the WG finite element spaces and derive some approximation properties which are useful in the convergence analysis. For each element \( T \in \mathcal{T}_h \), we denote the \( L^2 \) projection from \( L^2(T) \) to \( P_1(T) \) by \( Q_0 \). Recall that the \( L^2 \) projection from \( L^2(e) \) to \( P_0(e) \) is denoted by \( Q_e \) for edge (or face) \( e \). At the same time, the \( L^2 \) projection from \([L^2(T)]^d\) to the local discrete gradient space \([P_0(T)]^d\) will be denoted by \( Q_h \). We further introduce a projection operator \( Q_h : H^1(\Omega) \to S_h \) so that on each element \( T \in \mathcal{T}_h \),

\[
Q_h v = \{Q_0 v_0, Q_0 v_h\}, \quad \{v_0, v_h\} = i_w(v) \in S_w(T),
\]

where the inclusion map \( i_w : H^1(T) \to S_w(T) \) is defined as

\[
i_w(\phi) = \{\phi|_T, \phi|_{\partial T}\}, \quad \phi \in H^1(T).
\]

The following lemma in \([20, \text{Lemma } 5.1]\) states that the projection operators commute with the differential operators.

**Lemma 4.3.** On each element \( T \in \mathcal{T}_h \) we have the following commutative property

\[
\nabla w(Q_h \phi) = Q_h(\nabla \phi) \quad \forall \phi \in H^1(T). \quad (4.4)
\]

Moreover, we have the following approximation properties for \( Q_0 \) and \( Q_h \) \([20, \text{Lemma } 5.2]\).

**Lemma 4.4.** Assume that \( \phi \in H^1(\Omega) \) and \( \phi|_T \in H^2(T) \) for all \( T \in \mathcal{T}_h \). Then for \( 0 \leq s \leq 1 \), we have

\[
\sum_{T \in \mathcal{T}_h} \|\phi - Q_0 \phi\|_{L^2(T)}^2 + \sum_{T \in \mathcal{T}_h} h_T^2 \|
abla (\phi - Q_0 \phi)\|_{[L^2(T)]^d}^2 \leq Ch^{2s+1} \sum_{T \in \mathcal{T}_h} \|\phi\|_{H^{s+1}(T)}^2, \quad (4.5)
\]

\[
\sum_{T \in \mathcal{T}_h} \|\nabla \phi - Q_h (\nabla \phi)\|_{[L^2(T)]^d}^2 \leq Ch^{2s} \sum_{T \in \mathcal{T}_h} \|\phi\|_{H^{s+1}(T)}^2. \quad (4.6)
\]

To study the approximation estimates of these projection operators on the edge (or face) of elements, we need the trace inequality in \([26]\): let \( T \) be an element with \( e \subset \partial T \) an edge (or face), then for any function \( \psi \in H^1(T) \),

\[
\|\psi\|_{L^2(e)}^2 \leq C(h_T^{-1}\|\psi\|_{L^2(T)}^2 + h_T \|\nabla \psi\|_{[L^2(T)]^d}^2). \quad (4.7)
\]

With the trace inequality (4.7) and the estimates in Lemma 4.4, it is straightforward to derive the following estimates of the projection operators \( Q_0 \) and \( Q_h \) on \( \partial T \).

**Lemma 4.5.** Under the assumptions in Lemma 4.4, for \( 0 \leq s \leq 1 \), we have

\[
\sum_{T \in \mathcal{T}_h} \|\phi - Q_0 \phi\|_{L^2(\partial T)}^2 \leq Ch^{2s+1} \sum_{T \in \mathcal{T}_h} \|\phi\|_{H^{s+1}(T)}^2, \quad (4.8)
\]

\[
\sum_{T \in \mathcal{T}_h} \|\nabla \phi - Q_h (\nabla \phi)\|_{L^2(\partial T)}^2 \leq Ch \sum_{T \in \mathcal{T}_h} \|\phi\|_{H^2(T)}^2. \quad (4.9)
\]

We also present the following useful estimate for the projection operator \( Q_h \).

**Lemma 4.6.** Under the same assumptions as in Lemma 4.4, we have

\[
(\sum_{T \in \mathcal{T}_h} \|\phi - Q_h \phi\|_{L^2(\partial T)}^2)^{1/2} \leq Ch^{1/2} \|\phi\|_{H^1(\Omega)}. \quad (4.10)
\]
Proof. By definition, \( Q_h \) is the \( L^2 \) projection from \( L^2(e) \) to \( P_0(e) \). Then we define \( Q_{0.0} \) as the \( L^2 \) projection from \( L^2(T) \) to \( P_0(T) \), which leads to

\[
\| \phi - Q_h \phi \|_{L^2(\partial T)} \leq \| \phi - Q_{0.0} \phi \|_{L^2(\partial T)}.
\]

From the trace inequality (4.7) and the approximation property of \( Q_{0.0} \), we also have

\[
\left( \sum_{T \in \mathcal{T}_h} \| \phi - Q_{0.0} \phi \|_{L^2(\partial T)}^2 \right)^{1/2} \leq \tilde{C} h^{1/2} \| \phi \|_{H^1(\Omega)},
\]

and the desired inequality (4.10) follows. \( \square \)

4.3 Error estimates for the WG algorithm

Next, we analyze the error between the finite element solution \((u_h, U_h)\) to the WG formulation (4.2) and the exact solution \((u, U)\) to the system of equations (2.1). To simplify the notations, we define the error quantities

\[
(e_h, E_h) := (u_h - Q_h u, U_h - U) \in \mathbb{H}_h
\]

and denote \( e_h = \{e_0, e_b\} \), \( E_h = (E_1, \ldots, E_L) \). We first derive the corresponding error equation for the WG algorithm 4.1.

Lemma 4.7. Assume that \( u \in H^1(\Omega) \), \( u|_T \in H^2(T) \), and \( \sigma \nabla u|_T \in [H^1(T)]^d \) for all \( T \in \mathcal{T}_h \) when mesh size \( h \leq h_0 \). Let \( (e_h, E_h) = (u_h - Q_h u, U_h - U) \). Then for any \((v_h, V_h) \in \mathbb{H}_h\),

\[
a_s(\sigma_h, (e_h, E_h), (v_h, V_h)) = \sum_{T \in \mathcal{T}_h} (\langle \sigma_h Q_h (\nabla u) - \sigma \nabla u \rangle \cdot n, v_0 - v_b)_{\partial T} + \sum_{T \in \mathcal{T}_h} (\langle \sigma - \sigma_h \nabla u, \nabla v_0 \rangle_T - s(\sigma_h, (Q_h u, U), (v_h, V_h))).
\]

Proof. By Lemma 4.3 and the definition of the weak gradient operator, for any \( \phi \in H^1(\Omega) \) and \( v_h \in S_h \),

\[
(\sigma_h \nabla_w Q_h \phi, \nabla_w v_h)_T = (\sigma_h Q_h \nabla \phi, \nabla_w v_h)_T = (\langle \sigma_h - \sigma \rangle \nabla \phi, \nabla v_0)_T + (\sigma \nabla \phi, \nabla v_0)_T - \langle \sigma_h Q_h (\nabla \phi) \cdot n, v_0 - v_b \rangle_{\partial T}.
\]

By testing the first equation in (2.1) with \( v_0 \) and summing up over \( T \in \mathcal{T}_h \), we can deduce from the integration by parts and boundary conditions in (2.1) that

\[
0 = \sum_{T \in \mathcal{T}_h} \int_T (\nabla \cdot (\sigma \nabla u(x))) v_0(x) dx
= - \sum_{T \in \mathcal{T}_h} (\sigma \nabla u \cdot n, v_0)_{\partial T} + \sum_{T \in \mathcal{T}_h} (\sigma \nabla u, \nabla v_0)_T
= - \sum_{T \in \mathcal{T}_h} (\sigma \nabla u \cdot n, v_0 - v_b)_{\partial T} + \sum_{T \in \mathcal{T}_h} (\sigma \nabla u, \nabla v_0)_T + \sum_{l=1}^L z_l^{-1} \langle u - U_l, v_b \rangle_{e_l}.
\]

Taking \( \phi = u \) in (4.12), one can derive from (4.12) and (4.13) that

\[
0 = \sum_{T \in \mathcal{T}_h} (\sigma_h \nabla_w Q_h u, \nabla_w v_h)_T + \sum_{T \in \mathcal{T}_h} (\sigma_h Q_h (\nabla u) \cdot n, v_0 - v_b)_{\partial T}
+ \sum_{T \in \mathcal{T}_h} (\langle \sigma - \sigma_h \nabla u, \nabla v_0 \rangle_T - \sum_{T \in \mathcal{T}_h} (\sigma \nabla u \cdot n, v_0 - v_b)_{\partial T} + \sum_{l=1}^L z_l^{-1} \langle u - U_l, v_b \rangle_{e_l},
\]

(4.14)
which, together with the boundary conditions in (2.1), leads to
\[
\langle I, V_h \rangle = \sum_{T \in T_h} \langle \sigma h \nabla w Q_h u, \nabla w v_h \rangle_T + \sum_{T \in T_h} \langle \sigma h Q_h (\nabla u) \cdot n, v_0 - v_b \rangle_{\partial T} \\
+ \sum_{T \in T_h} \langle \sigma - \sigma h \rangle \nabla u, \nabla v_0 \rangle_T - \sum_{T \in T_h} \langle \sigma \nabla u \cdot n, v_0 - v_b \rangle_{\partial T} \\
+ \sum_{l=1}^L \tilde{z}_l^{-1} \langle q_l u - U_l, v_b - V_l \rangle_{e_l}
\]
\[
= a_h(\sigma h, (Q_h u, U), (v_h, V_h)) + \sum_{T \in T_h} \langle \sigma h Q_h (\nabla u) - \sigma \nabla u \rangle \cdot n, v_0 - v_b \rangle_{\partial T} \\
+ \sum_{T \in T_h} \langle \sigma - \sigma h \rangle \nabla u, \nabla v_0 \rangle_T.
\]
Combining (4.2) and (4.15), we arrive at the following error equation of \((e_h, E_h)\),
\[
a_s(\sigma h, (e_h, E_h), (v_h, V_h)) = \sum_{T \in T_h} \langle \sigma h Q_h (\nabla u) - \sigma \nabla u \rangle \cdot n, v_0 - v_b \rangle_{\partial T} + \sum_{T \in T_h} \langle \sigma - \sigma h \rangle \nabla u, \nabla v_0 \rangle_T \\
- s(\sigma h, (Q_h u, U), (v_h, V_h))
\]
for all \((v_h, V_h) \in \mathbb{H}_h\). This completes the derivation of (4.11).

Next, to prepare the error estimate, we further introduce the following norms on the space \(\mathbb{H}_h\) in analogue to \(\| \cdot \|_h\) on the space \(\mathbb{H}\). For \((v_h, V_h) \in \mathbb{H}_h\), we define
\[
\| (v_h, V_h) \|_{1, h}^2 = \sum_{T \in T_h} (\| \nabla v_0 \|_{L^2(T)}^2 + \| \nabla v_0 \|_{L^2(\partial T)}^2) + \sum_{l=1}^L \| v_b - V_{h,l} \|_{L^2(e_l)}^2,
\]
\[
\| (v_h, V_h) \|_h^2 = a_s(1, (v_h, V_h), (v_h, V_h)).
\]
The equivalence of these two norms is given below.

**Lemma 4.8.** There exist positive constants \(C_1, C_2\) such that for any \((v_h, V_h) \in \mathbb{H}_h\),
\[
C_1 \| (v_h, V_h) \|_{1, h}^2 \leq \| (v_h, V_h) \|_h^2 \leq C_2 \| (v_h, V_h) \|_{1, h}^2.
\]

**Proof.** For any \(v_h = \{v_0, v_b\} \in S_h\), by the definition (4.1) of the weak gradient operator, we have
\[
(\nabla w v_h, q)_T = (\nabla v_0, q)_T + \langle v_b - Q_b v_0, q \cdot n \rangle_{\partial T} \quad \forall q \in [P_0(T)]^d.
\]
(4.16)
Taking \(q = \nabla w v_h\) in (4.16) yields
\[
(\nabla w v_h, \nabla w v_h)_T = (\nabla v_0, \nabla w v_h)_T + \langle v_b - Q_b v_0, \nabla w v_h \cdot n \rangle_{\partial T}.
\]
This together with the Cauchy-Schwarz inequality and trace inequality (4.7) gives
\[
(\nabla w v_h, \nabla w v_h)_T \leq \| \nabla v_0 \|_{L^2(T)}^d \| \nabla w v_h \|_{L^2(T)}^d + \| Q_b v_0 - v_b \|_{L^2(\partial T)} \| \nabla w v_h \cdot n \|_{L^2(\partial T)} \\
\leq \| \nabla v_0 \|_{L^2(T)}^d \| \nabla w v_h \|_{L^2(T)}^d + C \tilde{h}_T^{-1/2} \| Q_b v_0 - v_b \|_{L^2(T)} \| \nabla w v_h \|_{L^2(T)}^d.
\]
Then we deduce that
\[
\| \nabla w v_h \|_{L^2(T)}^d \leq C(\| \nabla v_0 \|_{L^2(T)}^d + \tilde{h}_T^{-1} \| Q_b v_0 - v_b \|_{L^2(\partial T)}^2)^{1/2},
\]
which implies
\[
\| (v_h, V_h) \|_h^2 \leq C_2 \| (v_h, V_h) \|_{1, h}^2.
\]
(4.17)
Next, taking $q = \nabla v_0$ in (4.16), we obtain

$$(\nabla_w v_h, \nabla v_0)_T = (\nabla v_0, \nabla v_0)_T + (v_h - Q_h v_0, \nabla v_0 \cdot n)_{\partial T}.$$  

Further by the Cauchy-Schwarz inequality and trace inequality (4.7) again, we arrive at

$$\|\nabla v_0\|_{L^2(T)} \leq C(\|\nabla_w v_h\|_{L^2(T)}^2 + C h_T^{-1} \|Q_h v_0 - v_h\|_{L^2(\partial T)}^2)^{1/2},$$

which leads to

$$C_1 \|(v_h, V_h)\|_{L^2(T)}^2 \leq |||(v_h, V_h)|||_{h}^2$$

and completes the proof together with (4.17).

Now we present the following error estimate of the WG algorithm 4.1 in the induced norm $||| \cdot |||_h$.

**Theorem 4.9.** Under the same regularity assumptions as in Lemma 4.7, there holds

$$|||(e_h, E_h)|||_h = \left( \sum_{T \in T_h} \|u\|_{H^2(T)}^2 \right)^{1/2} + h \left( \sum_{T \in T_h} \|\nabla u\|_{H^1(T)}^2 \right)^{1/2} + \left( \sum_{T \in T_h} \|\sigma \nabla u\|_{L^2(T)}^2 \right)^{1/2}.$$

**Proof.** Taking $(v_h, V_h) = (e_h, E_h)$ in the error equation (4.11) yields

$$a_h(\sigma_h, (e_h, E_h), (e_h, E_h)) = \sum_{T \in T_h} \langle \sigma_h Q_h (\nabla u) - \sigma \nabla u \cdot n, e_0 - e_b \rangle_{\partial T}$$

$$+ \sum_{T \in T_h} \Sigma (\sigma - \sigma_h) \nabla u \cdot n e_0 - s(\sigma_h, (Q_h u, U, (e_h, E_h)).$$

We shall estimate each of these terms on the right-hand side of (4.18). For the first term, it follows from the Cauchy-Schwarz inequality, the approximation property (4.9), and the trace inequality (4.7) that

$$\left| \sum_{T \in T_h} \langle \sigma_h Q_h (\nabla u) - \sigma \nabla u \cdot n, e_0 - e_b \rangle_{\partial T} \right|$$

$$\leq \sum_{T \in T_h} \left| \langle \sigma_h (Q_h (\nabla u) - \nabla u) \cdot n, e_0 - e_b \rangle_{\partial T} \right| + \langle \nabla + \sigma \nabla u \cdot n, e_0 - e_b \rangle_{\partial T}$$

$$\leq \sum_{T \in T_h} (\|\sigma_h (Q_h (\nabla u) - \nabla u) \cdot n\|_{L^2(\partial T)} + \|\sigma \nabla u \cdot n\|_{L^2(\partial T)}) \|e_0 - e_b\|_{L^2(\partial T)}$$

$$\leq C \left( \sum_{T \in T_h} h_T \|\sigma_h (Q_h (\nabla u) - \nabla u) \cdot n\|_{L^2(\partial T)}^2 \right)^{1/2} + \left( \sum_{T \in T_h} h_T \|\sigma \nabla u \cdot n\|_{L^2(\partial T)}^2 \right)^{1/2}.$$

$$\cdot \left( \sum_{T \in T_h} h_T^{-1} \|e_0 - e_b\|_{L^2(\partial T)}^2 \right)^{1/2}$$

$$\leq C \left( \sum_{T \in T_h} \|u\|_{H^2(T)}^2 \right)^{1/2} + h \left( \sum_{T \in T_h} \|\nabla u\|_{H^1(T)}^2 \right)^{1/2} + \left( \sum_{T \in T_h} \|\sigma \nabla u\|_{L^2(T)}^2 \right)^{1/2} \cdot \left( \sum_{T \in T_h} h_T^{-1} \|e_0 - e_b\|_{L^2(\partial T)}^2 \right)^{1/2},$$
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where we have used the fact that $\sigma_h$ is piecewise constant and the regularity assumptions on $u$ and $\sigma \nabla u$. Following the approximation property of the $L^2$ projection operator $Q_h$ and the trace inequality (4.7), we also have

$$
\|e_0 - e_h\|_{L^2(\partial T)} \leq \|e_0 - Q_b e_0\|_{L^2(\partial T)} + \|Q_b e_0 - e_h\|_{L^2(\partial T)} \\
\leq C h^{1/2} \|\nabla e_0\|_{L^2(T)} + \|Q_b e_0 - e_h\|_{L^2(\partial T)}.
$$

Together with Lemma 4.8 this leads to

$$
\sum_{T \in \mathcal{T}_h} h_T^{-1} \|e_0 - e_h\|_{L^2(\partial T)}^2 \leq C \|(e_h, E_h)\|_{1,h}^2 \leq C \|\|(e_h, E_h)\|_{h}^2.
$$

Thus we obtain

$$
\left| \sum_{T \in \mathcal{T}_h} \langle (\sigma_h Q_h(\nabla u) - \sigma \nabla u) \cdot \mathbf{n}, e_0 - e_h \rangle_{\partial T} \right| \\
\leq C \left( h \left( \sum_{T \in \mathcal{T}_h} \|u\|_{H^2(T)}^2 \right)^{1/2} + h \left( \sum_{T \in \mathcal{T}_h} \|\nabla u\|_{H^1(T)}^2 \right)^{1/2} + \left( \sum_{T \in \mathcal{T}_h} \|e_0 - e_h\|_{L^2(T)}^2 \right)^{1/2} \right) \cdot \|\|(e_h, E_h)\|_{h}.
$$

(4.19)

By Cauchy–Schwarz inequality and the norm equivalence in Lemma 4.8, the second term on the right-hand side of (4.18) satisfies

$$
\sum_{T \in \mathcal{T}_h} \langle (\sigma - \sigma_h) \nabla u, \nabla e_0 \rangle_T \leq \left( \sum_{T \in \mathcal{T}_h} \|\nabla (\sigma - \sigma_h)\nabla u\|_{L^2(T)}^2 \right)^{1/2} \left( \sum_{T \in \mathcal{T}_h} \|\nabla e_0\|_{L^2(T)}^2 \right)^{1/2} \\
\leq \left( \sum_{T \in \mathcal{T}_h} \|\nabla (\sigma - \sigma_h)\nabla u\|_{L^2(T)}^2 \right)^{1/2} \|\|(e_h, E_h)\|_{h}.
$$

(4.20)

Finally, for the third term on the right-hand side of (4.18), it follows from the approximation property (4.8) and Lemma 4.8 that

$$
|s(\sigma_h, (Q_h u, U), (e_h, E_h))| = \left| \sum_{T \in \mathcal{T}_h} h_T^{-1} \langle Q_b(Q_0 u - Q_b u, Q_b e_0 - e_h) \rangle_{\partial T} \right| \\
\leq \sum_{T \in \mathcal{T}_h} h_T^{-1} \|Q_b(Q_0 u - u)\|_{L^2(\partial T)} \|Q_b e_0 - e_h\|_{L^2(\partial T)} \\
\leq \left( \sum_{T \in \mathcal{T}_h} h_T^{-1} \|Q_0 u - u\|_{L^2(\partial T)}^2 \right)^{1/2} \left( \sum_{T \in \mathcal{T}_h} h_T^{-1} \|Q_b e_0 - e_h\|_{L^2(\partial T)}^2 \right)^{1/2} \\
\leq C h \left( \sum_{T \in \mathcal{T}_h} \|u\|_{H^2(T)}^2 \right)^{1/2} \|\|(e_h, E_h)\|_{h}.
$$

(4.21)

Substituting (4.19)–(4.21) in (4.18), we obtain the desired result. \[\square\]

While Theorem 4.9 above provides an error estimate for the WG algorithm 4.1 in the induced norm $\|\cdot\|_h$, it is crucial to analyze the convergence of the finite element approximation of the electrode voltage $U$ in the Euclidean norm, which is the measurement discrepancy term in the objective functional of the minimization problem (3.1). To this end, we derive the error estimate for the electrode voltage $U$ in the
Euclidean norm using a duality argument. Consider a dual problem that seeks \( \psi \in H^1(\Omega) \) and \( \Psi \in \mathbb{R}^L \) satisfying

\[
\begin{cases}
-\nabla \cdot (\sigma \nabla \psi) = 0 & \text{in } \Omega, \\
\psi + z_l \frac{\partial \psi}{\partial n} = \Psi_l & \text{on } \Gamma_l \text{ for } l = 1, 2, \ldots, L, \\
\int_{\Gamma_l} \sigma \frac{\partial \psi}{\partial n} ds = E_{h,l} & \text{for } l = 1, 2, \ldots, L, \\
\sigma \frac{\partial \psi}{\partial n} = 0 & \text{on } \Gamma - \bigcup_{l=1}^L \Gamma_l.
\end{cases}
\] (4.22)

From Lemma 2.3 and Lemma 2.4, the dual problem has the \( H^1 \)-regularity and \( \|\psi\|_{H^1(\Omega)} \leq C\|E_h\| \). We will further assume that \( \psi|_T \in H^2(T) \) and \( \sigma \nabla \psi|_T \in [H^1(T)]^d \) for all \( T \in T_h \) when mesh size \( h \leq h_0 \), and

\[
\sum_{T \in T_h} \|\psi\|_{H^2(T)} + \sum_{T \in T_h} \|\sigma \nabla \psi\|_{[H^1(T)]^d} \leq C\|E_h\|. \tag{4.23}
\]

The next theorem provides the error estimate for electrode voltage \( U \).

**Theorem 4.10.** Let the regularity assumptions in Lemma 4.7 and (4.23) hold. Then we have

\[
\|E_h\| \leq C \left( h \left( \sum_{T \in T_h} \|u\|_{H^2(T)}^2 \right)^{1/2} + h \left( \sum_{T \in T_h} \|\sigma \nabla u\|_{[H^1(T)]^d}^2 \right)^{1/2} + \left( \sum_{T \in T_h} \|\sigma \nabla \psi\|_{[H^1(T)]^d}^2 \right)^{1/2} \right).
\]

**Proof.** Testing the first equation of the dual problem (4.22) with \( e_0 \) on each element and applying integration by parts, we obtain

\[
0 = \sum_{T \in T_h} \int_T (-\nabla \cdot (\sigma \nabla \psi(x))) \cdot e_0(x) dx
= - \sum_{T \in T_h} \langle \sigma \nabla \psi \cdot n, e_0 \rangle_{\partial T} + \sum_{T \in T_h} \langle \sigma \nabla \psi, \nabla e_0 \rangle_T
= - \sum_{T \in T_h} \langle \sigma \nabla \psi \cdot n, e_0 - e_b \rangle_{\partial T} + \sum_{T \in T_h} \langle \sigma \nabla \psi, \nabla e_0 \rangle_T - \sum_{l=1}^L \langle \sigma \nabla \psi \cdot n, e_b \rangle_{\Gamma_l}. \tag{4.24}
\]

Taking \( \phi = \psi, v_h = e_h \) in the equality (4.12) yields

\[
\langle \sigma_h \nabla_w Q_h \psi, \nabla_w e_h \rangle_T + \langle \sigma_h Q_h (\nabla \psi) \cdot n, e_0 - e_b \rangle_{\partial T} + \langle (\sigma - \sigma_h) \nabla \psi, \nabla e_0 \rangle_T = \langle \sigma \nabla \psi, \nabla e_0 \rangle_T. \tag{4.25}
\]

With (4.25) and the boundary conditions in (4.22), we can further deduce from (4.24) that

\[
\sum_{l=1}^L \langle E_{h,l}, E_{h,l} \rangle_{\Gamma_l} = \sum_{T \in T_h} \langle (\sigma_h Q_h (\nabla \psi) - \sigma \nabla \psi) \cdot n, e_0 - e_b \rangle_{\partial T} + \sum_{T \in T_h} \langle \sigma_h \nabla_w Q_h \psi, \nabla_w e_h \rangle_T
\]

\[
+ \sum_{l=1}^L z_l^{-1} \langle \psi - \Psi, e_b - E_h \rangle_{\Gamma_l} + \sum_{T \in T_h} \langle (\sigma - \sigma_h) \nabla \psi, \nabla e_0 \rangle_T. \tag{4.26}
\]

Recall that \( (e_h, E_h) \) satisfies the error equation (4.11). Taking \( (v_h, V_h) = (Q_h \psi, \Psi) \in \mathbb{H} \) in (4.11) yields

\[
\langle \sigma_h \nabla_w Q_h \psi, \nabla_w e_h \rangle_T = \sum_{T \in T_h} \langle (\sigma_h Q_h (\nabla u) - \sigma \nabla u) \cdot n, Q_0 \psi - Q_b \psi \rangle_{\partial T} + \sum_{T \in T_h} \langle (\sigma - \sigma_h) \nabla u, \nabla Q_0 \psi \rangle_T
\]

\[
- s(\sigma_h, (u_h, U_h), (Q_h \psi, \Psi)) - \sum_{l=1}^L z_l^{-1} \langle Q_b \psi - \Psi, e_b - E_h \rangle_{\Gamma_l}.
\]
Thus we can rewrite (4.26) as
\[
\sum_{l=1}^{L} (E_{l,T}, E_{l,T})_{e_l} = \sum_{T \in T_h} \left\langle \sigma_h (Q_h (\nabla \psi) - \nabla \psi) \cdot n, e_0 - e_b \right\rangle_{\partial T} + \sum_{T \in T_h} \left\langle \sigma_h (Q_h (\nabla u) - \nabla u) \cdot n, Q_0 \psi - Q_b \psi \right\rangle_{\partial T} \\
+ \sum_{T \in T_h} \left\langle (\sigma_h - \sigma) \nabla \psi \cdot n, e_0 - e_b \right\rangle_{\partial T} + \sum_{T \in T_h} \left\langle (\sigma_h - \sigma) \nabla u \cdot n, Q_0 \psi - Q_b \psi \right\rangle_{\partial T} \\
- s(\sigma_h, (u_h, U_h), (Q_h \psi, \Psi)) + \sum_{T \in T_h} ((\sigma - \sigma_h) \nabla u, \nabla Q_0 \psi)_{\partial T} + \sum_{T \in T_h} ((\sigma - \sigma_h) \nabla \psi, \nabla e_0)_T.
\]

Next, we estimate each of these terms on the right-hand side of (4.27). For the first term, it follows from (4.9) and Lemma 4.8 that
\[
\sum_{T \in T_h} \left\langle \sigma_h (Q_h (\nabla \psi) - \nabla \psi) \cdot n, e_0 - e_b \right\rangle_{\partial T} \\
\leq \sum_{T \in T_h} ||\sigma_h (Q_h (\nabla \psi) - \nabla \psi) \cdot n||_{L^2(\partial T)} \|e_0 - e_b\|_{L^2(\partial T)} \\
\leq C \left( \sum_{T \in T_h} h_T ||(Q_h (\nabla \psi) - \nabla \psi) \cdot n||_{L^2(\partial T)}^2 \right)^{1/2} \left( \sum_{T \in T_h} h_T^{-1} \|e_0 - e_b\|_{L^2(\partial T)}^2 \right)^{1/2} \\
\leq C h \left( \sum_{T \in T_h} ||\psi||_{H^1(T)}^2 \right)^{1/2} \|\psi\|_{H^1(\Omega)}.
\]

Similarly, for the second term, we can deduce from the approximation properties (4.8), (4.9), and (4.10) that
\[
\sum_{T \in T_h} \left\langle \sigma_h (Q_h (\nabla u) - \nabla u) \cdot n, Q_0 \psi - Q_b \psi \right\rangle_{\partial T} \\
\leq \sum_{T \in T_h} ||\sigma_h (Q_h (\nabla u) - \nabla u) \cdot n||_{L^2(\partial T)} \|Q_0 \psi - Q_b \psi\|_{L^2(\partial T)} \\
\leq C \left( \sum_{T \in T_h} h_T ||(Q_h (\nabla u) - \nabla u) \cdot n||_{L^2(\partial T)}^2 \right)^{1/2} \left( \sum_{T \in T_h} h_T^{-1} \|Q_0 \psi - Q_b \psi\|_{L^2(\partial T)}^2 \right)^{1/2} \\
\leq C h \left( \sum_{T \in T_h} ||u||_{H^2(T)}^2 \right)^{1/2} \|\psi\|_{H^1(\Omega)}.
\]

By the trace inequality (4.7) and Lemma 4.8, the third and forth terms on the right-hand side of (4.27) satisfy
\[
\sum_{T \in T_h} ((\sigma_h - \sigma) \nabla \psi \cdot n, e_0 - e_b)_{\partial T} \\
\leq C \left( \left( \sum_{T \in T_h} ||(\sigma_h - \sigma) \nabla \psi \cdot n||_{L^2(T)}^2 \right)^{1/2} + h \left( \sum_{T \in T_h} ||(\sigma_h - \sigma) \nabla \psi||_{H^1(T)}^2 \right)^{1/2} \right) \cdot ||(e_0, E_h)||_h, \\
\sum_{T \in T_h} ((\sigma_h - \sigma) \nabla u \cdot n, Q_0 \psi - Q_b \psi)_{\partial T} \\
\leq C \left( \left( \sum_{T \in T_h} ||(\sigma_h - \sigma) \nabla u \cdot n||_{L^2(T)}^2 \right)^{1/2} + h \left( \sum_{T \in T_h} ||(\sigma_h - \sigma) \nabla u||_{H^1(T)}^2 \right)^{1/2} \right) \cdot ||\psi\|_{H^1(\Omega)},
\]

(4.30)
where we have used the regularity assumptions for the dual problem (4.22). By the triangle inequality, we observe that the fifth term on the right-hand side of (4.27) satisfies

$$
|s(\sigma_h, (u_h, U_h), (Q_h \psi, \Psi))| \leq |s(\sigma_h, (e_h, E_h), (Q_h \psi, \Psi))| + |s(\sigma_h, (Q_h u, U), (Q_h \psi, \Psi))|,
$$

and it further admits upper bound using the approximation properties (4.8), (4.9) and Lemma 4.8:

$$
|s(\sigma_h, (e_h, E_h), (Q_h \psi, \Psi))| \leq C h \left( \sum_{T \in T} \|\psi\|_{H^2(T)}^2 \right)^{1/2} \|\|(e_h, E_h)\|_h,  \tag{4.31}
$$

$$
|s(\sigma_h, (Q_h u, U), (Q_h \psi, \Psi))| \leq \sum_{T \in T_h} h^{-1}_T |Q_b(Q_0u) - Q_bu, Q_b(Q_0\psi) - Q_b\psi|_{\partial T} |
\leq \sum_{T \in T_h} h^{-1}_T \|Q_b(Q_0u - u)\|_{L^2(\partial T)} \|Q_b(Q_0\psi - \psi)\|_{L^2(\partial T)}
\leq C \sum_{T \in T_h} h^{-1}_T \|Q_0u - u\|_{L^2(\partial T)} \|Q_0\psi - \psi\|_{L^2(\partial T)}
\leq C \left( \sum_{T \in T_h} h^{-1}_T \|Q_0u - u\|_{L^2(\partial T)}^2 \right)^{1/2} \left( \sum_{T \in T_h} h^{-1}_T \|Q_0\psi - \psi\|_{L^2(\partial T)}^2 \right)^{1/2}
\leq C h^2 \left( \sum_{T \in T_h} \|\psi\|_{H^2(T)}^2 \right)^{1/2} \left( \sum_{T \in T_h} \|\psi\|_{H^2(T)}^2 \right)^{1/2}  \tag{4.32}
$$

Finally, for the last two terms on the right-hand side of (4.27), we employ (4.5) and the norm equivalence in Lemma 4.8 to conclude

$$
\sum_{T \in T_h} ((\sigma - \sigma_h) \nabla u, \nabla Q_0 \psi)_T \leq C \left( \sum_{T \in T_h} \|(\sigma - \sigma_h) \nabla u\|_{L^2(\partial T)}^2 \right)^{1/2} \|\psi\|_{H^1(\Omega)},
\sum_{T \in T_h} ((\sigma - \sigma_h) \nabla \psi, \nabla e_0)_T \leq C \|\|(e_h, E_h)\|_h \|\psi\|_{H^1(\Omega)}.  \tag{4.33}
$$

Substituting (4.28)–(4.33) into (4.27) and applying Theorem 4.9 yield

$$
\|E_h\|^2 \leq C \left( h \left( \sum_{T \in T_h} \|u\|_{H^2(T)}^2 \right)^{1/2} + h \left( \sum_{T \in T_h} \|\sigma \nabla u\|_{H^1(T)}^2 \right)^{1/2} + \left( \sum_{T \in T_h} \|(\sigma - \sigma_h) \nabla u\|_{L^2(\partial T)}^2 \right)^{1/2} \right) \left( \|\psi\|_{H^1(\Omega)} + h \left( \sum_{T \in T_h} \|\psi\|_{H^2(T)}^2 \right)^{1/2} + h \left( \sum_{T \in T_h} \|\sigma \nabla \psi\|_{H^1(T)}^2 \right)^{1/2} \right).  \tag{4.34}
$$

Together with the regularity of the dual problem (4.22) and the assumption (4.23), this leads to the desired result

$$
\|E_h\| \leq C \left( h \left( \sum_{T \in T_h} \|u\|_{H^2(T)}^2 \right)^{1/2} + h \left( \sum_{T \in T_h} \|\sigma \nabla u\|_{H^1(T)}^2 \right)^{1/2} + \left( \sum_{T \in T_h} \|(\sigma - \sigma_h) \nabla u\|_{L^2(\partial T)}^2 \right)^{1/2} \right).  \tag{4.35}
$$
5 Convergence analysis

In this section, we discretize the regularized optimality system (3.1) and establish the convergence of the discrete minimizers utilizing the error estimates derived in Section 4.

To prepare for the discretization, we first present the following result [33, Theorem 3.1] concerning the space of piecewise constant functions, $W_h$. It states that $W_h$ is a subspace of $BV(\Omega)$ and provides an explicit formula for the total variation of the piecewise constant functions.

**Lemma 5.1.** For any $\sigma_h \in W_h$, we have $\sigma_h \in BV(\Omega)$ and
\[
\int_{\Omega} |D\sigma_h| = \frac{1}{2} \sum_{T_1, T_2 \in T_h} |\sigma_{h,1} - \sigma_{h,2}||\partial T_1 \cap \partial T_2|,
\] (5.1)
where $\sigma_{h,i}$ is the value of $\sigma_h$ on $T_i$.

We also state the following approximation property [33, Theorem 3.4].

**Lemma 5.2.** For every $\sigma \in A$ there exists a sequence of $\{\sigma_h\}$ with $\sigma_h \in A_h$ such that
\[
\lim_{h \to 0} \int_{\Omega} |\sigma - \sigma_h| \, dx = 0 \quad \text{and} \quad \lim_{h \to 0} \int_{\Omega} |D\sigma_h| = \int_{\Omega} |D\sigma|.
\]

Thus the discrete analogue of the minimization problem (3.1) reads:
\[
\min_{\sigma_h \in A_h} \left\{ J_h(\sigma_h) = \frac{1}{2} \|U_h(\sigma_h) - U^\delta\|^2 + \alpha N_h(\sigma_h) \right\},
\] (5.2)
where
\[
N_h(\sigma_h) = \frac{1}{2} \sum_{T_1, T_2 \in T_h} |\sigma_{h,1} - \sigma_{h,2}||\partial T_1 \cap \partial T_2|.
\]

Next we present the existence and stability of the solution to (5.2) with respect to the measurement data. The proofs are identical to those presented for Theorem 3.1 and Theorem 3.2, and thus omitted for clarity.

**Theorem 5.3.** There exists at least one solution to the discrete minimization problem (5.2).

**Theorem 5.4.** Let $\{U_n^{\delta}\}_{n=1}^\infty \subset \mathbb{R}_+$ be a sequence of noisy data converging to $U^\delta$, and $\sigma_n^h$ be a minimizer to $J_h$ with $U_n^{\delta}$ in place of $U^\delta$. Then the sequence $\{\sigma_n^h\}_{n=1}^\infty$ has a subsequence converging to a minimizer of $J_h$.

The remaining of this section is devoted to establishing the convergence of the solution to (5.2). More precisely, we will prove that a sequence of minimizers to the discrete minimization problems (5.2) will converge subsequentially to a minimizer to the continuous minimization problem (3.1) as the mesh size turns to zero.

**Theorem 5.5.** Let $\{\sigma_{h,k}^*\}_{k=1}^\infty$ be a sequence of minimizers of the discrete minimization problems (5.2) with mesh size $h_k$, where $h_k \to 0$ as $k \to \infty$. Under the assumptions of Theorem 4.10, there exists a subsequence of $\{\sigma_{h,k}^*\}_{k=1}^\infty$ converging in $L^1(\Omega)$ to a minimizer of the continuous problem (3.1).

**Proof.** By the minimizing property of $\sigma_{h,k}^*$ to the functional $J_{h,k}$ over $A_{h,k}$, we have
\[
J_h(\sigma_{h,k}^*) \leq J_{h,k}(1) = \frac{1}{2} \|U_{h,k}(1) - U^\delta\|^2.
\]
Therefore $\{N_{h,k}(\sigma_{h,k})\}_{k=1}^\infty$ is bounded and hence the sequence $\{\sigma_{h,k}^*\}_{k=1}^\infty$ is bounded in $BV$ norm following Lemma 5.1. By Lemma 2.1, there exist $\sigma^* \in A$ and a subsequence, still denoted by $\{\sigma_{h,k}^*\}_{k=1}^\infty$, such that
\( \sigma_{h_k} \to \sigma^* \) in \( L^1(\Omega) \) as \( k \to \infty \). We claim that \( \sigma^* \) is a minimizer of (3.1). For any \( \sigma \in \mathcal{A} \), Lemma 5.2 implies that there exists a sequence \( \{\sigma_{h_k}\}_{k=1}^\infty \) with \( \sigma_{h_k} \in \mathcal{A}_{h_k} \) such that
\[
\lim_{k \to \infty} \int_\Omega |\sigma - \sigma_{h_k}| \, dx = 0 \quad \text{and} \quad \lim_{k \to \infty} N_{h_k}(\sigma_{h_k}) = N(\sigma).
\] (5.3)
Again, by the minimizing property of \( \{\sigma^*_h\} \), there holds
\[
J_h(\sigma^*_h) \leq J_h(\sigma_h).
\] (5.4)
Using Theorem 4.10 and Lemma 2.1, together with (5.3) and (5.4), we deduce that
\[
J(\sigma^*) = \frac{1}{2} \|U(\sigma^*) - U^\delta\|^2 + \alpha N(\sigma^*)
\leq \frac{1}{2} \lim_{h \to 0} \|U_h(\sigma^*_h) - U^\delta\|^2 + \alpha \lim_{h \to 0} \inf \, N_h(\sigma^*_h)
\leq \lim_{h \to 0} \inf J_h(\sigma^*_h)
\leq \lim_{h \to 0} \inf J_h(\sigma_h)
= \lim_{h \to 0} \left( \frac{1}{2} \|U_h(\sigma_h) - U^\delta\|^2 + \alpha N_h(\sigma_h) \right)
= \frac{1}{2} \|U(\sigma) - U^\delta\|^2 + \alpha N(\sigma)
= J(\sigma).
\]
Hence, we conclude that \( \sigma^* \) is a minimizer of problem (3.1).

6 Numerical experiments

In this section, we present some numerical examples to showcase the WG method for the forward process and the proposed BV-based regularization approach for the inverse process in EIT. All the computations were carried out using MATLAB 2018b on a personal laptop with 8.00 GB RAM and 2.7 GHz CPU. The setup of these numerical experiments is as follows. We take the domain \( \Omega \) as a square \((0, 1)^2\). There are 16 electrodes \( \{e_l\}_{l=1}^L \) \((L = 16)\) evenly distributed along the boundary \( \Gamma \), each of length \( 1/8 \). We set all the contact impedances \( \{z_l\}_{l=1}^L \) to unit and the background conductivity \( \sigma_0 \equiv 1 \).

6.1 Experiment 1: Convergence rate of WG method

In this experiment, we examine the convergence of the WG method for the process. We set up a model problem (2.1) with given physical data, i.e., conductivity field \( \sigma^1 \), unit contact impedance \( \{z_l\}_{l=1}^L \) and input current \( I \), and solve the problem numerically by the WG algorithm 4.1 at difference mesh size \( h \).

Example 1. The exact conductivity is given by \( \sigma^1 \equiv 1 \) and the input current \( I \) is sinusoidal, i.e., \( I_i = \sin(i\pi/4), \quad i = 1, 2, \ldots, 16 \).

Figure 1 depicts the numerical solutions \( u_h \) to the WG algorithm 4.1 with the triangulations of mesh size \( h = 1/16 \) and \( h = 1/64 \). Since there is no close formula for the analytical solution to this model problem (2.1), we take the numerical solution with mesh size \( h = 1/128 \) as the reference solution. Table 1 records the error at different mesh size \( h \) and the convergence rate. It is noted that the convergence rate of the WG algorithm is at least \( O(h) \) in error of both potential \( u \) and electrode voltage \( U \), which verifies our theoretical results.
Experiment 2: Reconstruction of conductivity

In this experiment, we present several numerical examples to illustrate the effectiveness of the proposed BV-based least-squares approach (5.2) for EIT. The electrode voltages $U$ are generated and measured for 10 times corresponding to ten sinusoidal input currents to gain enough information for the sought-for conductivity $\sigma^\dagger$. In each example, we will generate the exact data $U(\sigma^\dagger)$ on a mesh that is much finer than the mesh used for reconstruction to avoid the “inverse crime”. To generate the noisy data $U^\delta$, we add component wise Gaussian noise to the exact data $U(\sigma^\dagger)$ as follows:

$$U^\delta_l = U_l(\sigma^\dagger) + \epsilon \max_j |U_j(\sigma^\dagger)| \xi_l, \ l = 1, 2, ..., L,$$

where $\{\xi_l\}$ is taken following the standard normal distribution and $\epsilon$ is the (relative) noise level. In these examples, the regularization parameter $\alpha$ is taken in a trial-and-error manner, which suffices our goal of illustrating the significant potentials of the proposed approach (5.2) for EIT.

Here we briefly describe the numerical algorithm for the discrete minimization problem (5.2). It is noted that the objective functional $J_h$ in (5.2) is non-differentiable. To this end, we introduce the Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) [3] to minimize the objective functional $J_h$. The basic idea of FISTA is to perform a gradient update on the differentiable part (the measurement discrepancy), take the image under a proximal map for the non-differentiable part (the total variation), and update the solution using the previous two iterations. To calculate the Gâteaux derivative in different directions for the measurement discrepancy term in $J_h$, we will use the WG method to solve an auxiliary dual problem derived from (4.2). The detailed procedure is explained in Appendix A.

Example 2. The exact conductivity is a linear function given by $\sigma^\dagger(x,y) = \sigma_0 + \frac{2}{3}x$ in $\Omega$ with the background conductivity $\sigma_0 \equiv 0.5$.

In this example, we reconstruct the conductivity using exact measurement and noisy measurement with noise level $\epsilon = 0.1\%$ of the electrode voltage respectively, and compare the profiles in these two
scenarios. The initial guess for the iterations is $\sigma_0 \equiv 0.5$ in $\Omega$. The true conductivity $\sigma^\dagger$ and the reconstruction $\sigma_h^\star$ with mesh size $h = 1/64$ are depicted in Figure 2. It is observed that the reconstruction captures both the magnitude and shape of the exact conductivity very accurately, and for such smooth conductivity, this approach provides almost identical profiles, as shown in Figure 2(b) and 2(c), for either the exact or the noisy data, with only slight difference near the boundary, which justifies the robustness of the proposed approach thanks to the BV regularization.

In Figure 3, we plot the $L^2(\Omega)$ error of the reconstruction $\sigma_h^\star$ versus the mesh size $h$. The $L^2(\Omega)$ error for the reconstruction with noiseless and noisy measurements are plotted in blue and red respectively. It is observed that the error $\|\sigma_h^\star - \sigma^\dagger\|_{L^2(\Omega)}$ has a linear convergence in both cases, which justifies the effectiveness and the robustness of our approach with respect to measurements.

Example 3. The exact conductivity is given by $\sigma^\dagger = \sigma_0 + 0.2 \exp(-8((x - 0.6)^2 + (y - 0.6)^2))$ in $\Omega$ with the background conductivity $\sigma_0 \equiv 1$.

In this example, the exact conductivity $\sigma^\dagger$ consists of a smooth blob in a constant background as shown in Figure 4(a). The reconstruction $\sigma_h^\star$ from the noiseless measurement with the mesh size $h = 1/64$ are depicted in Figure 4(b), and the reconstruction from the noisy measurement with noise level $\epsilon = 0.1\%$ is shown in Figure 4(c). The initial guess for the conductivity is given by $\sigma_0 \equiv 1$ in $\Omega$. Despite some small oscillations near the boundary, it is observed that the profile identifies well both the height and the location of the blob. The reconstruction deteriorates only slightly in Figure 4(c), hence the proposed algorithm is stable with respect to the data noise.

Example 4. We consider discontinuous conductivity fields in the following two scenarios:
We carry out experiments on such conductivity fields displayed in Figure 4 with the four supports of inhomogeneity identified and separated well. Although the magnitude of the exact and noisy data. As for a more challenging case in Figure 5 and Figure 6, the overall profile stands out clearly with the four supports of inhomogeneity identified and separated well. Although the magnitude of the reconstruction suffers from a loss due to the BV penalty terms, the profile is still reasonable in both cases with discontinuous exact conductivity, which verifies the effectiveness of the proposed algorithm.

1. The true conductivity field is given by \( \sigma^\dagger = \sigma_0 + 0.3 \chi_{\Omega'} \), where \( \chi_{\Omega'} \) is the characteristic function of the set \( \Omega' = (0.1, 0.3) \times (0.7, 0.9) \cup (0.65, 0.85) \times (0.1, 0.3) \), and the background conductivity \( \sigma_0 \equiv 1 \).

2. The true conductivity field is given by \( \sigma^\dagger = \sigma_0 + 0.3 \chi_{\Omega'} \), where \( \chi_{\Omega'} \) is the characteristic function of the set \( \Omega' = (0.15, 0.35) \times (0.1, 0.3) \cup (0.15, 0.35) \times (0.65, 0.85) \times (0.1, 0.3) \cup (0.65, 0.85) \times (0.15, 0.35) \times (0.65, 0.85) \), and the background conductivity \( \sigma_0 \equiv 1 \).

In our approach, the BV-based regularization method allows us to seek general integrable functions with discontinuities. We carry out experiments on such conductivity fields displayed in Figure 5(a) and Figure 6(a), which feature with sharp high conductivity regions in the background. In these examples, we follow a refinement approach: we start with an initial guess for the conductivity \( \sigma \equiv 1 \) in \( \Omega \) with the mesh size \( h = 1/32 \), and solve the minimization problem (5.2) using FISTA with 200 iterations. Afterward, we refine the mesh size to \( h = 1/64 \), use the terminal solution from the coarser mesh with \( h = 1/32 \) as the initial guess, and perform 80 FISTA iterations for the minimization problem (5.2) on the refined triangulation. The true conductivities \( \sigma^\dagger \) and the reconstructions \( \sigma^*_h \) are depicted in Figure 5 and Figure 6, and the noisy measurements are of noise level \( \epsilon = 0.1\% \).

The observations from previous examples remain valid, as our numerical method successfully captures the support of the inhomogeneity and it is robust with respect to the measurement as shown in Figure 5 and Figure 6. In Figure 5, the two disjoint regions of inhomogeneity are captured and separated for both exact and noisy data. As for a more challenging case in Figure 6, the overall profile stands out clearly with the four supports of inhomogeneity identified and separated well. Although the magnitude of the reconstruction suffers from a loss due to the BV penalty terms, the profile is still reasonable in both cases with discontinuous exact conductivity, which verifies the effectiveness of the proposed algorithm.

1. The true conductivity field is given by \( \sigma^\dagger = \sigma_0 + 0.3 \chi_{\Omega'} \), where \( \chi_{\Omega'} \) is the characteristic function of the set \( \Omega' = (0.1, 0.3) \times (0.7, 0.9) \cup (0.65, 0.85) \times (0.1, 0.3) \), and the background conductivity \( \sigma_0 \equiv 1 \).

2. The true conductivity field is given by \( \sigma^\dagger = \sigma_0 + 0.3 \chi_{\Omega'} \), where \( \chi_{\Omega'} \) is the characteristic function of the set \( \Omega' = (0.15, 0.35) \times (0.1, 0.3) \cup (0.15, 0.35) \times (0.65, 0.85) \times (0.1, 0.3) \cup (0.65, 0.85) \times (0.15, 0.35) \times (0.65, 0.85) \), and the background conductivity \( \sigma_0 \equiv 1 \).

In our approach, the BV-based regularization method allows us to seek general integrable functions with discontinuities. We carry out experiments on such conductivity fields displayed in Figure 5(a) and Figure 6(a), which feature with sharp high conductivity regions in the background. In these examples, we follow a refinement approach: we start with an initial guess for the conductivity \( \sigma \equiv 1 \) in \( \Omega \) with the mesh size \( h = 1/32 \), and solve the minimization problem (5.2) using FISTA with 200 iterations. Afterward, we refine the mesh size to \( h = 1/64 \), use the terminal solution from the coarser mesh with \( h = 1/32 \) as the initial guess, and perform 80 FISTA iterations for the minimization problem (5.2) on the refined triangulation. The true conductivities \( \sigma^\dagger \) and the reconstructions \( \sigma^*_h \) are depicted in Figure 5 and Figure 6, and the noisy measurements are of noise level \( \epsilon = 0.1\% \).

The observations from previous examples remain valid, as our numerical method successfully captures the support of the inhomogeneity and it is robust with respect to the measurement as shown in Figure 5 and Figure 6. In Figure 5, the two disjoint regions of inhomogeneity are captured and separated for both exact and noisy data. As for a more challenging case in Figure 6, the overall profile stands out clearly with the four supports of inhomogeneity identified and separated well. Although the magnitude of the reconstruction suffers from a loss due to the BV penalty terms, the profile is still reasonable in both cases with discontinuous exact conductivity, which verifies the effectiveness of the proposed algorithm.
7 Concluding remarks

In this paper, we present a numerical approach for solving the electrical impedance tomography problem. In the proposed approach, the forward problem is solved by the weak Galerkin method and the regularized minimization problem in the inverse process is numerically solved by FISTA. The error estimate is studied for the WG solution to the forward problem and the convergence of the BV-based least-squares approach for the inverse process is established, in the sense that the sequence of discrete solutions contains a convergent subsequence to a solution of the continuous bounded variation regularization problem. Numerical experiments show that this approach provides convergent approximations for the non-smooth conductivity, and it is efficient and robust even for relative challenging cases without priori information on the shape of sought-for conductivity, which implies that it may have good potential applications in many real scenarios, e.g., geophysical imaging, cancer detection, and nondestructive testing.

A Numerical algorithm for discrete inverse problem

We will discuss the numerical algorithm for solving the discrete minimization problem with BV regularization (5.2) on a family of regular mesh. We first introduce the coordinate representation \( i_t : W_h \to \mathbb{R}^N \) of the space \( W_h \) with respect to the standard basis \( \{\phi_j\}_{j=1}^N \) of piecewise constant functions on the mesh \( T_h \), where \( N \) is the number of elements in the triangulation \( T_h \) and hence the dimension of \( W_h \). For any \( \sigma_h \in W_h \), the image of \( \sigma_h \) under \( i_t \) lies in the Euclidean space \( \mathbb{R}^N \) consisting of the constant values of \( \sigma_h \) restricted on the elements \( T \in T_h \). It directly follows that the image of \( A_h \) under \( i_t \) is \( C = [\lambda, \lambda^{-1}]^N \).

Then the discrete minimization problem (5.2) can be reformulated as a problem in \( C \) given by

\[
\min_{x \in C} \{ F(x) = f(x) + g(x) \},
\]

where

\[
f(x) = \frac{1}{2} \| U(i_t^{-1}(x)) - U^\delta \|^2,
\]

\[
g(x) = \alpha N_h((i_t^{-1}(x))),
\]

that is, \( f \) corresponds to the measurement discrepancy which is a differentiable function, while \( g \) corresponds to the total variation which is non-differentiable.

The problem (A.1) can be solved by the FISTA [3] with the backtracking stepsize rule. To describe the method, we need to introduce a proximal map. For any \( L > 0 \), the map \( p_L : \mathbb{R}^N \to C \) is defined by

\[
p_L(y) = \text{prox}_{(1/L)g} \left( y - \frac{1}{L} \nabla f(y) \right) = \arg \min_{x \in C} Q_L(x, y),
\]
where $Q_L(x, y)$ is the quadratic approximation of the functional $F$ at a given point $y$:

$$Q_L(x, y) = f(y) + \langle x - y, \nabla f(y) \rangle + \frac{L}{2} \| x - y \|^2 + g(x).$$

The FISTA algorithm for solving (A.1) is summarized as follows:

**Algorithm 1** FISTA algorithm with the backtracking steps rule

1. Input: search control parameter $\eta \in (0, 1)$, maximum number of iterations $K$, tolerance $\delta$.
2. Initialization: step size $L_0 > 0$, initial guesses $y_1 = x_0 \in \mathcal{C}$ and $t_1 = 1$.
3. Iteration: For $1 \leq k \leq K$, find the smallest integer $i_k \geq 0$ such that with $\hat{L} = \eta L_{k-1}$,

$$F(p_{L_k}(y_k)) \leq Q_{\hat{L}}(p_{L_k}(y_k), y_k).$$

Set $L_k = \eta L_{k-1}$ and

$$x_k = p_{L_k}(y_k),$$

$$t_{k+1} = \frac{1 + \sqrt{1 + 4 t_k^2}}{2},$$

$$y_{k+1} = x_k + \frac{t_k - 1}{t_{k+1}} (x_k - x_{k-1}).$$

If $\| y_{k+1} - y_k \| < \delta$, terminate.

Next we introduce the numerical algorithm for the proximal map $p_L$ in (A.3), which involves the computation of the gradient of $f$ and the projection gradient method for the non-differentiable term $g$. To compute the $j$-th component of the gradient $\nabla f$ at $x = i_{\xi}(\sigma_h)$, we observe that

$$\nabla f(x) \cdot e_j = \lim_{t \to 0} \frac{f(x + te_j) - f(x)}{t} = \lim_{t \to 0} \frac{J_{h,1}(\sigma_h + t\phi_j) - J_{h,1}(\sigma_h)}{t} = J_{h,1}^{\prime}(\sigma_h)\phi_j,$$

where $J_{h,1}(\sigma_h) = \| U_h(\sigma_h) - U^H \|^2$ and $J_{h,1}^{\prime}(\sigma_h)\alpha_h$ is the Gâteaux derivative of $J_{h,1}$ at $\sigma_h$ in the direction $\alpha_h \in W_h$. To calculate the Gâteaux derivative $J_{h,1}^{\prime}(\sigma_h)\alpha_h$, we introduce an auxiliary dual problem: find $(z_h, Z_h) \in \mathbb{H}_h$ such that

$$a_2(\sigma_h, (z_h, Z_h), (v_h, V_h)) = \langle U_h(\sigma_h) - U^h, V_h \rangle \quad \forall (v_h, V_h) \in \mathbb{H}_h. \tag{A.4}$$

For $\alpha_h \in W_h$, if we denote $\varepsilon_h = u_h(\sigma_h)\alpha_h$ and $\mathcal{E}_h = U_h^{\prime}(\sigma_h)\alpha_h$, we obtain

$$J_{h,1}^{\prime}(\sigma_h)\alpha_h = 2 \sum_{l=1}^{L} \int_{\mathcal{E}_l} (U_h(\sigma_h) - U^h) \mathcal{E}_l ds.$$

By definition, $(\varepsilon_h, \mathcal{E}_h)$ satisfies for all $(v_h, V_h) \in \mathbb{H}_h$,

$$(\alpha_h \nabla_w u_h, \nabla_v v_h) + (\sigma_h \nabla_w \varepsilon_h, \nabla_v v_h) + \sum_{l=1}^{L} z_l^{-1} (\varepsilon_h - \mathcal{E}_h, v_h - V_h)_{\mathcal{E}_l} + \sum_{T \in \mathcal{T}} h_l^{-1} (Q_b \varepsilon_0 - \varepsilon_b, Q_b v_0 - v_b)_{\partial T} = 0. \tag{A.5}$$

Taking $(v_h, V_h) = (\varepsilon_h, \mathcal{E}_h)$ in (A.4) and $(v_h, V_h) = (z_h, Z_h)$ in (A.5), we can deduce

$$\sum_{l=1}^{L} \int_{\mathcal{E}_l} (U_h(\sigma_h) - U^h) \mathcal{E}_l ds = -(\alpha_h \nabla_w u_h, \nabla_w z_h).$$
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Thus we have the formula of $j$-th component of $f$
\[
\nabla f(x) \cdot e_j = -2(\phi_j \nabla w u_h, \nabla w z_h).
\]

(A.6)

Now the proximal map $p_L(y)$ can be reduced to a total variation-based denoising problem
\[
\arg \min_{x \in C} \left\{ \|x - d\|^2 + \alpha N_h(i_t^{-1}(x)) \right\},
\]

(A.7)

where $d = y - \frac{1}{L} \nabla f(y)$ and $N_h(i_t^{-1}(x))$ is the $\ell_1$-based anisotropic total variation. We use the Fast Gradient Projection (FGP) [3] method to solve a dual problem of this denoising problem (A.7), which is a continuously differentiable convex minimization problem with a simple constraint set. Readers are referred to [3, 4] for the relation between the primal and dual optimal solutions and the convergence rate of this algorithm.
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