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In many scenarios in computer vision, machine learning, and computer graphics, there is a requirement to learn the mapping from an image of one domain to an image of another domain, called Image-to-image translation. For example, style transfer, object transfiguration, visually altering the appearance of weather conditions in an image, changing the appearance of a day image into a night image or vice versa, photo enhancement, to name a few. In this paper, we propose two machine learning techniques to solve the embroidery image-to-image translation. Our goal is to generate a preview image which looks similar to an embroidered image, from a user-uploaded image. Our techniques are modifications of two existing techniques, neural style transfer, and cycle-consistent generative-adversarial network. Neural style transfer renders the semantic content of an image from one domain in the style of a different image in another domain, whereas a cycle-consistent generative adversarial network learns the mapping from an input image to output image without any paired training data, and also learn a loss function to train this mapping. Furthermore, the techniques we propose are independent of any embroidery attributes, such as elevation of the image, light-source, start, and endpoints of a stitch, type of stitch used, fabric type, etc. Given the user image, our techniques can generate a preview image which looks similar to an embroidered image. We train and test our proposed techniques on an embroidery dataset which consist of simple 2D images. To do so, we prepare an unpaired embroidery dataset with more than 8000 user-uploaded images along with embroidered images. Empirical results show that these techniques successfully generate an approximate preview of an embroidered version of a user image, which can help users in decision making.
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1 INTRODUCTION

Customizable fashion is on the rise in fashion industry. Embroidery customization is considered to be the most popular type of customization in comparison to the counterparts, screenprint and digital print. For this work we partnered with a firm that personalize apparels with custom embroidery. A customer uploads an image to be embroidered. Having a real-time approximate preview of their design is a significant factor in the decision making of the client. Based on our industry research and knowledge, we did not find any work which simulates an approximate embroidered version of a user-uploaded image automatically to facilitate the customization experience. The image-to-image translation is one of the techniques that can help us in providing an approximate embroidered version of an image.

The image-to-image translation is a process of translating one possible representation of an image to another, while keeping the original structure and semantics of the image (such as a change in style, design alteration, colorization, and others) intact. Alternatively stated, the objective is to learn the mapping from an image of one domain to an image of another domain. Before the introduction of this technique, to achieve a similar task a combination of different image processing techniques were required [12] like image quilting [3], image analogies [8], image denoising [1], depth prediction [4], semantic labeling [4], surface normal estimation [4], image colorization [17] and many others [2, 9, 13, 16].
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In this work, we propose to solve embroidery image-to-image translation, where a 2D image is translated to an embroidered version of the image without altering the high level semantic content. Figure (1), shows an example of an embroidery image-to-image translation. We propose to solve this problem by modification of two existing techniques, neural style transfer [5] and cycle-consistent generative adversarial networks (CycleGAN) [19]. Both of these techniques have shown remarkable results in solving different image-to-image translation problems. Gatys et al. [5] introduced neural style transfer to solve an image-to-image translation problem for art. They used a convolutional neural network (CNN) [14] to transfer the style of a painting on a photograph. Since then, many different researchers have proposed different modifications and advancements to the original algorithm, and all of them have achieved groundbreaking results. Our work is directly related to the line of work initiated by Gatys. Another technique that we propose to solve the embroidery image-to-image translation problem is using cycle-consistent generative adversarial networks. Goodfellow et al. [6] introduced generative adversarial networks (GAN). They proposed a framework which uses an adversarial process for estimating the generative model. Different architectures and modification of generative adversarial networks are used to solve image-to-image translation problems. Isola et al. [12] as a general-purpose solution to image-to-image translation problem proposed conditional adversarial networks. They have tested this framework on a paired set of images, and the results were quite remarkable. Zhu et al. [19] used an unpaired set of images and cycle-consistent adversarial network to solve the image-to-image translation problem. The use of an unpaired set of images has given this framework an advantage to be widely used in different applications. Though there are many different approaches to solving an image-to-image translation problem, our work is closely related to the work of Zhu et al. [19] because of the freedom of using unpaired images.

2 BASELINE TECHNIQUES

Image-to-image translation is one of the prominent problem in computer vision and graphics. Many different approaches have been propose by different researchers to solve different applications of image-to-image translation. For the
Fig. 2. Split Style Transfer: this figure demonstrate the technique we propose to create an embroidered version of an image. The algorithm is separated into 5 steps. (a) split the image into different sub-images of different colors. (b) select different types of stitch for each sub-image. (c) perform style transfer on sub-images using different stitches. (d) styled sub-images using different stitches. (e) combine the styled sub-images. Note: The sub-image in (b) is made with a black background on purpose for understanding.

Embroidery image-to-image translation, we use to existing machine learning techniques specially design to solve image-to-image translation. We modify these techniques for our specific application of embroidery.

2.1 Neural Style Transfer

Neural style transfer is a technique proposed by Gatys et al. [5], where the objective is to transfer the style of one image onto another image without changing its high-level semantic content. The main approach of neural style transfer is to jointly minimize the distance of the style representation and the content representation, which is learned in different layers of the convolution neural network (CNN). The authors of [5], advocate that we can distinguish layers that are responsible for representing the style and the ones responsible for representing the content of an image and we can separate these layers to work independently on the content and style and therefore can achieve the image-to-image translation. Neural style transfer defines a loss function that tries to minimise the differences between a content image, a style image and a generated image.

Definition 1 (Feature Map). Let \( d^l \) is the number of filters in the \( l^{th} \) layer of the CNN. \( \hat{u}^l \) and \( \hat{v}^l \) be the height and weight of the feature map at layer \( l \), \( p^l \) represents the size of the feature map at layer \( l \). \( \hat{u}^l \times \hat{v}^l \) is the product of \( \hat{u}^l \times \hat{v}^l \). Let \( z \) be any given image, we define the feature map as:

\[
H^l_{ij}(z) \in \mathbb{R}^{d^l \times p^l},
\]

where \( H^l_{ij} \) is the activation of the \( i^{th} \) filter at position \( j \) in layer \( l \).

Feature maps are a good representation of the features of input image. They capture spatial information of an image without containing the style information. The feature maps helps in defining the loss function of neural style transfer.

Definition 2 (Gram Matrix). Given an image \( z \), we define gram matrix as the dot product of the feature map defined above in (1).

\[
G(y)^l_{ij} = \sum_{k=1}^{p^l} H^l_{ik} \cdot H^l_{jk}.
\]
Flattened feature vectors from a convolutional feature map representing features of the input space, and their dot product give us the information about the style or texture of an image and this dot product is referred as gram matrix.

2.2 Cycle-Consistent Generative Adversarial Network

The second method we propose is inspired by cycle-consistent adversarial network (CycleGAN) introduced by Zhu et al. [19], which is an extension of generative adversarial network (GAN) [6]. CycleGAN has achieved substantial success in the image-to-image translation problem domain because it uses an unpaired image dataset. However, Isola et al. [12] have already introduced a conditional adversarial network which provides promising results, but it requires a paired image dataset and creating paired image dataset for a new task like ours is a tedious process. CycleGAN uses a pair of generators to achieve the translation problem of images from input domain $X$ to an output domain $Y$ and also it can translate the images from output domain $Y$ to input domain $X$. The main concept of CycleGAN is to provide translation from the original domain to the target domain and vice versa. There are two components to the CycleGAN loss function, an adversarial loss and a cycle consistency loss. Both are essential to getting good results. An adversarial loss is similar to GANs, in which the generator is trying to "fool" the corresponding discriminator. The adversarial loss alone is not sufficient to produce good images, as it leaves the model under-constrained. It enforces that the generated output to be of the appropriate domain, but does not enforce that the input and output are recognizably the same. The cycle consistency loss addresses this issue. It relies on the expectation that if you convert an image to the other domain and back again, by successively feeding it through both generators, you should get back something similar to what you put in. Recently, there has been many new modifications done to the architecture of CycleGAN to improve the quality of generated results, we combined two such modifications to solve embroidery image-to-image translation problem.

3 OUR APPROACHES

3.1 Split Style Transfer

Split style transfer is a modification to neural style transfer [5] technique, discussed in previous section (2). During our experiments, neural style transfer was manage to generate some decent results for a single color image but for multi-color images, the results are a bit different from the approximate preview. When an image is actually embroidered on an apparel, every distinct color in an image is embroidered using a different type of stitch pattern or a different orientation of a similar stitch pattern to distinguish surfaces. Generating approximate embroidery version using neural style transfer has the restriction of using only single style image. To achieve more realistic approximate preview, we propose to split a multi-color 2D image into sub-images of distinct colors. Then apply different style transfer on each of the sub-image using a different type of embroidery patterns and combine the subimages at the end. The benefit of split style transfer is that it ensures all distinct colors in an image have different embroidery pattern and the final combined generated image is a more realistic approximate preview. We also made some modifications in the loss function of neural style transfer. Figure (2) shows the split style transfer method we propose to translate embroidery on a given image.

3.1.1 Problem Formulation. Let $u \in \mathbb{Z}^+$ be the height, $v \in \mathbb{Z}^+$ be the width and $c \in \mathbb{Z}^+$ be the color channel of each image. For $r = \{1, \cdots, e\}$, let $x$ be the content image, such that $x \in \mathbb{N}^{u \times v \times c}$ and $Y = \{y_1, \cdots, y_e\}$ represents the set of style image (embroidery images in our case), such that $y_i \in \mathbb{N}^{u \times v \times c}$ similar to neural style transfer. In split style transfer, we first split our content image $x$, into a set of images of distinct color $X' = \{x'_1, \cdots, x'_e\}$, where $e$ is the total number of distinct colors in an image. Then, every sub image $x'_r$ is styled using a different style image, $y_r \in Y$. The final styled
images, $\hat{Y}' = \{\hat{y}_1, \cdots, \hat{y}_e\}$ are then combined to one image $\hat{y}$ at the end after style transfer is performed separately. We define the content $L^c_l$, style $L^s_l$, and total loss $L^t_l$ of split style transfer for a layer $l$ as:

**Content Loss** At any layer $l$, content loss is defined as the mean squared difference of the feature map [1] of the generated image and the feature map of the original content image.

$$L^c_l(x'_r, \hat{y}'_r) = \sum_{r=1}^c \left( \frac{1}{dp'^l} \sum_{i=1}^{p'^l} \sum_{j=1}^p (H(\hat{y}'_r)^l_{ij} - H(x'_r)^l_{ij})^2 \right) \tag{3}$$

**Style Loss** At any layer $l$, style loss is defined as the mean squared difference of the feature map [2] of the generated image and the feature map of the original content image.

$$L^s_l(y_r, \hat{y}'_r) = \sum_{r=1}^c \left( \frac{1}{dp'} \sum_{i=1}^{p'} \sum_{j=1}^p (G(\hat{y}'_r)^l_{ij} - G(y^l_{d})^l_{ij})^2 \right) \tag{4}$$

**Total Loss** At any layer $l$, the total loss of split style transfer is the combination of the content loss and the style loss. The hyperparameters $\alpha$ and $\beta$ are the weights of content and style loss, respectively. By controlling $\alpha$ and $\beta$ we can control the amount of content and style present in the styled image.

$$L^t_l(x'_r, x', \hat{y}'_r) = \alpha L^c_l(x'_r, \hat{y}'_r) + \beta L^s_l(y_r, \hat{y}'_r) \tag{5}$$
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**Fig. 3.** A simplified architecture of our EmbGAN. For simplicity, we have just included one cycle from $x$ to $\hat{y}$ to $x'$. The eight zero’s represents the embedding channel which is added to the input and output of the generator. $L_{adv}$ are the adversarial losses, $L_{emb}$ is the embedding loss, $L_{idt}$ is the identity loss. The complete architecture along with loss functions are explained in section (3.2.1), page (7).
3.2 Embroidery Cycle Consistent GAN (EmbGAN)

The second technique we propose is inspired by the architecture of CycleGAN [19]. We propose some modifications to the architecture of CycleGAN for embroidery translation problem. Instead of using just instance normalization [15] like the original CycleGAN, we have added spectral normalization [11] similar to [18] to improve the quality of the generated image. We also took inspiration from [10], which uses a regularized embedded channel for both input and output of the generators. The embedded channel helps the generator memorize the important structures necessary for the reconstruction of the image. As the embedded channel is regularized, it eliminates the possibility of the generator learning the entire image and hence not depreciating the cycle-consistency of CycleGAN. Combining these two modifications to the original architecture of CycleGAN definitely help a lot in improving the quality of the generated images in comparison to original CycleGAN, which we have shown in the following section. Let us mathematically formulate the embroidery translation problem. Each image from the input domain has multiple visual attributes like color, shape, size, luminance, texture, and many others. In the CycleGAN [19] paper, the author has mentioned that there is a primal interconnection between the input image and the generated image. In the embroidery translation problem, the input image and the generated image have many similarities. Ideally, almost everything except the texture of the images is similar. We will introduce the modified loss function in the following section.

3.2.1 Problem Formulation. Let the dataset consists of user images and embroidered images, both of the same dimension. Let \( u \in Z^+ \) be the height, \( v \in Z^+ \) be the width and \( c \in Z^+ \) be the color channel of each image. Suppose \( n \) be the total number of images in the dataset and \( N = \{1, 2, \cdots, n\} \). Let \( X = \{x_1, x_2, \cdots, x_n\} \) be the set of user images, where \( x_i \in \mathbb{R}^{h \times w \times c} \) for \( i \in N \). Let \( Y = \{y_1, y_2, \cdots, y_n\} \) be the set of embroidered images, where \( y_i \in \mathbb{R}^{h \times w \times c} \) for \( i \in N \). For \( i \in \{1, 2\} \), let \( G_i \) be a generator and \( D_i \) be a discriminator, they consist of neural networks with parameters \( \theta_{G_i} \) and \( \theta_{D_i} \), respectively, \( \theta_{G_i} \) and \( \theta_{D_i} \) are the set of weights and biases of neural networks. Let \( Q \times X \) be the dimension of the noise vector \( z_i \in Z \). For \( i \in \{1, 2\} \), we define differentiable function function \( f_{G_i} : \mathbb{R}^{h \times w \times c} \times \mathbb{R}^{n \times q} \rightarrow \mathbb{R}^{h \times w \times c} \). We denote the set of images generated by the generator as \( \hat{Y} = \{\hat{y}_1, \hat{y}_2, \cdots, \hat{y}_n\} \), where \( \hat{y}_k \in \mathbb{R}^{h \times w \times c} \) for \( k \in N \). Similarly, \( f_{D_i} : \mathbb{R}^{h \times w \times c} \times \mathbb{R}^{h \times w \times c} \rightarrow \{0, 1\} \) represents discriminator functions. Here, \( f_{D_i}(\theta_{D_i}) \) and \( f_{G_i}(\theta_{G_i}) \) are neural networks. \( f_{D_i}(\theta_{D_i}) \) used the sigmoid activation function, and \( f_{G_i}(\theta_{G_i}) \) uses the hyperbolic tangent function as activation to get the desired outputs. We define the sigmoid function to classify the set of data points in two desired labels. It predicts the probability of occurrence of a particular label say \( y \in \{0, 1\} \). Let \( x \) be the input, \( w \) be the weight vector and \( b \) be the bias of the neural network. We defined the sigmoid function \( s : \mathbb{R} \rightarrow \{0, 1\} \) as

\[
s(z) = \frac{1}{1 + \exp(-z)},
\]

where \( z = w \cdot x + b \). If the probability of occurrence of the label is 1 is \( s(z) \) then the probability of occurrence of label 0 is \( 1 - s(z) \). Let \( x' \) be the input, \( w' \) be the weight vector and \( b' \) be the bias of another neural network, we define the hyperbolic tangent function \( \text{tanh} : \mathbb{R} \rightarrow [-1, 1] \) as following

\[
\text{tanh}(u) = \frac{e^u - e^{-u}}{e^u + e^{-u}},
\]

where \( u = w' \cdot x' + b' \) [7]. We use cross entropy to compute the similarity measure between the probability of occurrence of labels based on the true data points from the training dataset and the probability of occurrence of labels from the generated data points. Let \( P = \{P_1, P_2, \ldots, P_n\} \) be the visual attributes of an image \( (x, y) \) and, \( Q = \{Q_1, Q_2, \ldots, Q_n\} \) be the values of these attributes. Our goal is to find two optimized mappings \( f_{G_i} : X \rightarrow Y \) and \( f_{D_i} : Y \rightarrow X \). For \( \forall x \in X \), the generated image \( \hat{y} = f_{G_i}(\theta_{G_i}, x) \), the values \( Q_x \) and \( Q_y \) of all attributes \( P \) should be kept same except
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the embroidery attribute. That means the optimal mapping \( f_{G_1} \) transferred only the embroidery attribute without destroying any other attribute [18].

**Loss Function** The loss function of our model is different from our baseline CycleGAN [19]. To achieve better quality results, we have taken inspirations from different researchers and modified the architecture of CycleGAN to achieve the best results for embroidery translation problem. The loss function for our model is as follows: The adversarial loss and the cyclic loss is similar to CycleGAN. We have also introduced identity loss, and embedded loss. We have used a L1 norm loss function for the additional channel to the input image which is defined as the absolute difference between the target value and the estimated value. For \( i = \{1, 2, \cdots, n\} \), let \( t_i \) be the target value and \( p_i \) be the estimated value, we define L1-norm as:

\[
S = \sum_{i=1}^{N} |t_i - p_i|.
\]

**Adversarial Loss:** Each generator in the model tries to minimize its loss, whereas each discriminator in the model tries to maximize its loss. The adversarial loss focuses on the fact that the data distribution between the output domain and generated domain measures up with each other. Let the set of input images be \( X = \{x_1, x_2, \ldots, x_n\} \) and the set of output images be \( Y = \{y_1, y_2, \ldots, y_n\} \). Suppose \( L_j(\theta_{G_j}, \theta_{D_j}) \) be the adversarial loss for the generative adversarial network \( j \), for \( j \in \{1, 2\} \) and \( x_i \in X, y_i \in Y, z_i \in Z \) for all \( i \in \{1, 2, \ldots, N\} \). We define adversarial loss as follows:

\[
L_1(\theta_{G_j}, \theta_{D_j}) = \frac{1}{N} \sum_{i=1}^{N} \log f_{D_j}(\theta_{D_j}, x_i, y_i)P(Y = y_i)
\]

\[
+ \frac{1}{N} \sum_{i=1}^{N} \log(1 - f_{D_j}(\theta_{D_j}, x_i, f_{G_j}(\theta_{G_j}, x_i)))P(X = x_i),
\]

for all \( \theta_{D_j} \) and \( \theta_{G_j} \), and

\[
L_2(\theta_{G_j}, \theta_{D_j}) = \frac{1}{N} \sum_{i=1}^{N} \log f_{D_j}(\theta_{D_j}, y_i, x_i)P(X = x_i)
\]

\[
+ \frac{1}{N} \sum_{i=1}^{N} \log(1 - f_{D_j}(\theta_{D_j}, y_i, f_{G_j}(\theta_{G_j}, y_i)))P(Y = y_i),
\]

for all \( \theta_{D_j} \) and \( \theta_{G_j} \). The goal here is to find the optimal value of \( \theta^*_j \) and \( \theta^*_j \), \( \forall j \). We can state the objective as follows:

\[
\theta^*_j, \theta^*_j = \underset{\theta_{D_j}, \theta_{G_j}}{\text{arg min max}} L_j(\theta_{G_j}, \theta_{D_j}), \forall j.
\]

**Cycle Consistency Loss:** CycleGAN introduces a cyclic approach to converting the generated image back to its subsequent image from the original domain. The loss incurred during the process is addressed as Cycle Consistency Loss. Since we have two generators and discriminator pairs, we also have two cyclic consistency loss, namely:

(1) Forward Consistency Loss: An image \( x_i \in X \) domain is fed to the generator \( f_{G_1}(\theta_{G_1}, x_i, y_i) \) which generates \( y'_i \) and then this is again fed to generator \( f_{G_2}(\theta_{G_2}, y'_i, x_i) \) which generates \( x'_i \), ideally close to \( x_i \). Forward
consistency loss is defined as:
\[
L_{cy_1}(\theta_G, \theta_G) = \frac{1}{N} \sum_{i=1}^{N} |f_G(\theta_G, f_G(\theta_G, x_i), y_i) - x_i P(X = x_i) |
\]  
(9)

(2) Backward Consistency Loss : Similarly to forward consistency loss, we define backward consistency loss as follows:
\[
L_{cy_2}(\theta_G, \theta_G) = \frac{1}{N} \sum_{i=1}^{N} |f_G(\theta_G, f_G(\theta_G, y_i), x_i) - y_i P(Y = y_i) |
\]  
(10)

Identity Loss: Identity loss is an optional loss in the original CycleGAN paper, but during our training process, we learned that adding an identity loss helps in training the network efficiently similar to [18]. Identity loss helps the generator identify whether the image is from the input domain or the output domain and hence reducing the chances of making it just a mapping algorithm. We define identity loss as:
\[
L_{idt}(\theta_G, \theta_G) = \frac{1}{N} \sum_{i=1}^{N} |f_G(\theta_G, x_i) - x_i| + |f_G(\theta_G, y_i) - y_i|
\]  
(11)

Embedding Loss: We have added an embedded channel to the input and output of both the generators to assist in the process of learning the structure of the input image as shown in the figure (3), is able to learn a separate channel, which can be thought of as an embedding, that helps in the reconstruction of the input. The idea is to encourage the generator to generate a properly translated image and an embedding of the changes that were made are required to reconstruct the input. An L1 distance is used with the embedding loss, similar to [19]. The reason of using an L1 distance instead of L2 is that L1 produces less blurring images [12]. Also, since a L2-norm squares the error (increasing by a lot if error > 1), the model will see a much larger error (e vs e^2) than the L1-norm, so the model is much more sensitive to this example, and adjusts the model to minimize this error. If this example is an outlier, the model will be adjusted to minimize this single outlier case, at the expense of many other common examples, since the errors of these common examples are small compared to that single outlier case. Let the extra embedded channel to the input of the image is donated by H, we define the embedding loss as
\[
L_{emb}(\theta_G, \theta_G) = \frac{1}{N} \sum_{i=1}^{N} ||f_G(\theta_G, x_i + H)||_1 + ||f_G(\theta_G, y_i + H)||_1.
\]  
(12)

Our goal is to obtain optimal parameters for the sum of all losses. Our final loss is defined as:
\[
\theta_{G_j}^*, \theta_{D_j}^* = \text{argminmax}_{\theta_G, \theta_D} \sum_{j=1}^{2} (L_j(\theta_G, \theta_D) + L_{cy_j}(\theta_G, \theta_G) \\
+ \lambda_1 L_{idt}(\theta_G) + \lambda_2 L_{emb}(\theta_G),
\]  
\forall j, \forall k \in \{1, 2\} \land j \neq k.
\]  
(13)
4 EXPERIMENT

4.1 Dataset

We have prepared a dataset of 2D images for embroidery image-to-image translation. The image used in the dataset are simple two dimensional images which can be embroidered have fairly less complex semantic content. A photographic image of a skyline or an image with complex semantic content would be feasible for embroidery and hence is not used in preparing the dataset. Most of the images are simple flags, texts, logs or other simple structural images as shown in 4. We can broadly divide the dataset into two categories, one of which is the textual image which consists of word(s) that a user has uploaded to be customized on their apparel and the other category are any non-textual images. The other division of the dataset is based on the color of the images, we have multi-color images, single-color images and gray-scale images. The total number of images in the dataset is 8668, out of which 4643 are user uploaded images, and 4025 are manually embroidered version of these images.

Fig. 4. Sample images from our dataset. 1st row : User uploaded images, 2nd row : manually embroidered images using proprietary software.

| Category         | Total | Train | Test |
|------------------|-------|-------|------|
| Textual Images   | 2713  | 1764  | 949  |
| Non-Textual Images | 5955  | 3929  | 2026 |
| overall          | 8668  | 5693  | 2975 |

4.2 Perceptual Studies

The absolute best metric for evaluating the results of any image-to-image translation problem or any other image synthesis task in the field of computer graphics and computer vision is to check how compelling the results are to
Table 2. AMT "Real vs. Fake" Test. We compare the images generated from CycleGAN and EmbGAN with the ground truth. A turker receives a pair of images where one image is from ground truth, and one is a generated image from either CycleGAN or EmbGAN. The table displays how many times an algorithm was able to fool the turkers.

| Algorithm | % Turkers marked as real |
|-----------|--------------------------|
| CycleGAN  | 4.08                     |
| EmbGAN    | 14                       |

Table 3. AMT Comparison Test. We compare the images styled by neural style transfer and split style transfer to one another. A turker receives a pair of images where one image is a styled image by neural style transfer, and the other image is a styled image by split style transfer. The table displays which results were more realistic as an embroidered image, according to the turkers.

| Algorithm               | % Turkers marked as real |
|-------------------------|--------------------------|
| Neural Style Transfer   | 32.5                     |
| Split Style Transfer    | 67.5                     |

4.3 Split Style Transfer Results

Figure 6 shows the images styled by neural style transfer and our propose method split style transfer. Every image has three versions, the first is the user uploaded image, the second is a styled image using neural style transfer and one embroidery image, the third is a style image using split style transfer and three different embroidery image for each.
Fig. 5. EmbGAN Result: Every subfigure has four versions. One of the them is the user-uploaded input image. Second, is the manually digitized embroidered version of the image used as ground truth. Third, is the result generated by original CycleGAN. Lastly, the result generated by EmbGAN. Note: The results are best to observe in color.

distinct color. The results will help us in perceptually compare the algorithms based on the visual quality of the styled images.

Table 4. AMT Comparison Test. We compare the images generated from CycleGAN and EmbGAN to one another. A turker receives a pair of images where one image is a generated image from CycleGAN, and the other image is a generated image from EmbGAN. The table displays which results were more realistic as an embroidered image, according to the turkers.

| Algorithm | % Turkers marked as real |
|-----------|--------------------------|
| CycleGAN  | 8.5                      |
| EmbGAN    | 91.5                     |
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4.4 EmbGAN Results

Figure 5 shows the images generated by EmbGAN. We have compare them with the images generated by the original CycleGAN. Also, we will compare both these generated images with the images digitized by proprietary software which is considered to be the ground truth and see how our well both methods perform in generating an approximate embroidered version of an image. Each subfigure has four versions. One of them is the user-uploaded input image. Second, is the manually digitized embroidered version of the image used as ground truth. Third, is the result generated by original CycleGAN. Lastly, the result generated by EmbGAN.
5 CONCLUSION

In this work, we propose two techniques to solve our embroidery image-to-image translation problem. The techniques we propose are a modification of two existing machine learning techniques which are popular in producing good results for any given image-to-image translation task, neural style transfer and cycle-consistent generative adversarial network.

We have done an embroidery image-to-image translation to generate an approximate real-time preview for a customer who wants to have customized embroidery on their apparel. The approximate preview of the final embroidered version of their uploaded two-dimensional image will help the customer in the decision-making process and hence will help in reducing the amount of product returned because of customer’s dissatisfaction. The results from both the techniques were very satisfactory. We used perceptual studies to compare the results with the baseline architectures and the results from the split style transfer were qualitatively better than neural style transfer, and the generated images from EmbGAN were qualitatively better than CycleGAN. We also compared the generated images from both the techniques which conclude that the EmbGAN generates the best quality embroidered image for any given image. We have used the digitized embroidered version of images using industry software as the baseline for comparison. After our final comparison between the generated images, we find out that, the style transfer technique is not the best approach for solving embroidery image-to-image translation. The images generated by style transfer feel less realistic visually, and hence, would not be the best approximate preview of the embroidered version of a user-uploaded image.

REFERENCES

[1] Antoni Buades, Bartomeu Coll, and J-M Morel. 2005. A Non-local Algorithm for Image Denoising. In IEEE Computer Society Conference on Computer Vision and Pattern Recognition, Vol. 2. IEEE, 60–65.
[2] Tao Chen, Ming-Ming Cheng, Ping Tan, Ariel Shamir, and Shi-Min Hu. 2009. Sketch2photo: Internet Image Montage. In ACM transactions on graphics. Vol. 28. ACM, 124.
[3] Alexei A Efros and William T Freeman. 2001. Image Quilting for Texture Synthesis and Transfer. In Proceedings of the 28th annual conference on Computer graphics and interactive techniques. ACM, 341–346.
[4] David Eigen and Rob Fergus. 2015. Predicting depth, Surface Normals and Semantic Labels with a Common Multi-scale Convolutional Architecture. In Proceedings of the IEEE International Conference on Computer Vision. 2650–2658.
[5] Leon A Gatys, Alexander S Ecker, and Matthias Bethge. 2015. A Neural Algorithm of Artistic Style. arXiv preprint arXiv:1508.06576 (2015).
[6] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio. 2014. Generative Adversarial Nets. In Advances in Neural Information Processing Systems. Z. Ghahramani, M. Welling, C. Cortes, N. D. Lawrence, and K. Q. Weinberger (Eds.). Curran Associates, Inc., 2672–2680. http://papers.nips.cc/paper/5423-generative-adversarial-nets.pdf
[7] Simon Haykin and Neural Network. 2004. A Comprehensive Foundation. Neural Networks 2, 2004 (2004), 41.
[8] Aaron Hertzmann, Charles E Jacobs, Nuna Oliver, Brian Curless, and David H Salesin. 2001. Image Analogies. In Proceedings of the 28th Annual Conference on Computer Graphics and Interactive Techniques. ACM, 327–340.
[9] Pierre-Yves Laffont, Zhile Ren, Xiaofeng Tao, Chao Qian, and James Hays. 2014. Transient Attributes for High-level Understanding and Editing of Outdoor Scenes. ACM Transactions on Graphics 33, 4 (2014), 149.
[10] R. Longman and R. Ptucha. 2019. Embedded CycleGAN For Shape-Agnostic Image-To-Image Translation. In 2019 IEEE International Conference on Image Processing (ICIP). 969–973. https://doi.org/10.1109/ICIP.2019.8803082
[11] Takeru Miyato, Toshiki Kataoka, Masanori Koyama, and Yuichi Yoshida. 2018. Spectral Normalization for Generative Adversarial Networks. arXiv preprint arXiv:1802.05957 (2018).
[12] Isola Phillip, Zhu Jun-Yan, Zhou Tinghui, and Efros Alexei A. 2017. Image-to-image translation with Conditional Adversarial Networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. 1125–1134.
[13] Yichang Shih, Sylvain Paris, Frédé Durand, and William T Freeman. 2013. Data-driven Hallucination of Different Times of Day from a Single Outdoor Photo. ACM Transactions on Graphics 32, 6 (2013), 200.
[14] Karen Simonyan and Andrew Zisserman. 2014. Very Deep Convolutional Networks for Large-scale Image Recognition. arXiv preprint arXiv:1409.1556 (2014).
[15] Dmitry Ulyanov, Andrea Vedaldi, and Victor Lempitsky. 2016. Instance normalization: The Missing Ingredient for Fast Stylization. arXiv preprint arXiv:1607.08022 (2016).
[16] Saining Xie and Zhuowen Tu. 2015. Holistically-nested Edge Detection. In Proceedings of the IEEE International Conference on Computer Vision. 1395–1403.

Manuscript submitted to ACM
[17] Richard Zhang, Phillip Isola, and Alexei A Efros. 2016. Colorful Image Colorization. In *European Conference on Computer Vision*. Springer, 649–666.

[18] Shimian Zhang and Dexin Yang. 2018. Pet Hair Color Transfer Based On CycleGAN. In *2018 5th International Conference on Systems and Informatics (ICSAI)*. IEEE, 998–1004.

[19] Jun-Yan Zhu, Taesung Park, Phillip Isola, and Alexei A. Efros. 2017. Unpaired Image-to-Image Translation Using Cycle-Consistent Adversarial Networks. *2017 IEEE International Conference on Computer Vision* (Oct 2017). https://doi.org/10.1109/iccv.2017.244