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Abstract

A framework to establish response theory for a class of nonlinear stochastic partial differential equations (SPDEs) is provided. More specifically, it is shown that for a certain class of observables, the averages of those observables against the stationary measure of the SPDE are differentiable (linear response) or, under weaker conditions, locally Hölder continuous (fractional response) as functions of a deterministic additive forcing. The method allows to consider observables that are not necessarily differentiable. For such observables, spectral gap results for the Markov semigroup associated with the SPDE have recently been established that are fairly accessible. This is important here as spectral gaps are a major ingredient for establishing linear response. The results are applied to the 2D stochastic Navier–Stokes equation and the stochastic two–layer quasi–geostrophic model, an intermediate complexity model popular in the geosciences to study atmosphere and ocean dynamics. The physical motivation for studying the response to perturbations in the forcings for models in geophysical fluid dynamics comes from climate change and relate to the question as to whether statistical properties of the dynamics derived under current conditions will be valid under different forcing scenarios.
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1 Introduction

In this work we consider a framework suitable to establish response theory for a class of nonlinear stochastic partial differential equations including the 2D stochastic Navier–Stokes equation as well as the stochastic two–layer quasi–geostrophic model, an intermediate complexity model popular in the geosciences to study atmosphere and ocean dynamics. By studying response (linear and fractional) we provide an insight into how the long term statistical properties of the model of interest are affected by small changes in the parameters of the system, namely whether the statistics of observables under the current set of parameters will change little under small perturbations of the parameters, and derive a formula for the change of the statistics. In particular, by studying the response to perturbations in the parameters for models in geophysical fluid dynamics, like the two–layer quasi–geostrophic model, we give a mathematical interpretation of the question whether statistical properties derived under current conditions will be valid under future climates. For more on the relevance of linear response theory in geophysics see for example applications like [1, 24, 23] or the recent review paper [16].

More specifically, consider a family of dynamical systems depending on a parameter and admitting an invariant measure. By linear response we mean the differentiability of the family of invariant measures with respect to the parameter, and by fractional response we mean Hölder continuity of the invariant measures in the parameter. In fact, even though the invariant measures are often a very singular object, they can nonetheless change smoothly with respect to changes in the parameters, at least in a weak sense. In case of linear response in particular one aims at a
response formula that is and expression for the derivative of the invariant measure exclusively in terms of objects related to the unperturbed dynamics. In the applications this would mean that one can infer properties of the perturbed dynamics from those of the unperturbed.

Before considering response theory for dissipative SPDEs, let us first describe the known results for finite dimensional systems, where there exists a large body of mathematical literature on linear response. For hyperbolic systems, in absence of stochasticity, the pioneering work of Ruelle [26] ensured the differentiability of invariant measures, in particular of SRB measures which carry a certain physical interpretation. The result has been extended also to partially hyperbolic systems in [12] but little is known for other classes of deterministic systems, finite or infinite dimensional. In particular the existence of SRB measures for Navier-Stokes is entirely open. Equations of fluid dynamic seems out of scope to be treated with techniques used for finite dimensional dynamics. For a review on linear response theory in deterministic systems see the survey article [3]. For stochastic systems, the impact of stochastic perturbations on Ruelle’s linear response has been investigated for example in [22]. Recent works [15] and [2] pioneered linear response in finite stochastic systems, the impact of stochastic perturbations on Ruelle’s linear response has been ensured the differentiability of invariant measures, in particular of SRB measures which carry a certain physical interpretation. The result has been extended also to partially hyperbolic systems in [12] but little is known for other classes of deterministic systems, finite or infinite dimensional.

To the best of the authors’ knowledge, the only result which covers dynamical systems associated to a large class of stochastic partial differential equations is the work of Hairer and Madja [17]. The authors proved the weak differentiability of the unique invariant measures $\mu_a$ of families of Markov semigroups $\{P_t^a : t \geq 0, a \in \mathbb{R}\}$ on a Hilbert space $\mathcal{H}$. This means that, given any $a_0 \in \mathbb{R}$, the map

$$a \mapsto \langle \varphi, \mu_a \rangle = \int_{\mathcal{H}} \varphi(x) \mu_a(dx)$$

is differentiable at $a_0$ for an appropriate class of test functions $\varphi$. Moreover an explicit expression for its derivative is provided. In this paper we will reformulate the framework of [17] and give a set of sufficient conditions for linear response in a general space of observables (Section 2.2), before providing a verifiable set of conditions for a class of SPDEs (Section 3.2) using a different space of test functions than in [17].

One crucial (but not necessary) condition to establish linear response for a given value $a_0$ of the parameter $a$ is that for a $t > 0$ the operator $P_t^{a_0}$ has a spectral gap on an appropriate class of observables. This means that $P_t^{a_0}$ has one as simple eigenvalue and the remaining spectrum is concentrated in a disk of radius strictly smaller than one. As a consequence, the operator $P_t^{a_0}$ will have a resolvent on the space of observables modulo the constant functions (which constitute the eigenspace associated to the eigenvalue one). In [17] the authors consider as observables the closure of the space of smooth observables with respect to a weighted $C^1$-norm. Indeed in [15], the spectral gap property for such observables was proven for the 2D Navier-Stokes equations with highly degenerate noise. The framework developed here builds on a different approach to show the spectral gap developed in [19]. This result provides sufficient conditions for the spectral gap property to hold in a space of Hölder–type functions, which are therefore less regular than those used in [17] and [18]. This methodology is simpler to verify than the approach from [18, 17] as it does not require the use of Malliavin calculus for example. Furthermore, this methodology allows us to give quite concrete conditions for a wide class of SPDEs, since recently [17] provided sufficient conditions, particularly suitable for SPDEs, for the results in [19] to apply. Since we use a different spectral gap result than [17] however, we cannot deal with highly degenerate noises and we need to impose stronger conditions on the nature of the perturbations to the dynamics we study the response for. We focus on dissipative nonlinear and stochastic equations with an additional deterministic forcing, and study the dependence of the invariant measure of this equation on the forcing strength. In particular we obtain differentiability and a linear response formula for forcings which are in the range of the covariance of the noise (in a sense to be made precise).

For forcings not satisfying such conditions we can nevertheless show weak Hölder continuity of the invariant measure, also referred to as fractional response (see e.g. [4]). This result does not provide a linear approximation of the perturbed dynamics in terms of the unperturbed one, but still ensures that a small change in the intensity of the forcing does not cause a discontinuity in the long time average behaviour of observables which are themselves at least Hölder continuous.
Several results in the literature establish continuity properties in weaker topologies of the invariant measure on model parameters. For example in [13] Section 5.5 it is shown that the invariant measure of 2D Navier–Stokes equation with additive noise is locally continuous in a Wasserstein distance with respect to the model parameters.

### 1.1 Overview over results

In Section 2 we establish an abstract response result in the following setup. Let \( I_\varepsilon := (a_0 - \varepsilon, a_0 + \varepsilon) \subset \mathbb{R} \) be an interval and \( \{ \mathcal{P}^a : a \in I_\varepsilon \} \) a family of Markov transition kernels acting on a Hilbert space \( \mathcal{H} \), with \( \mu_a \) an invariant measure of \( \mathcal{P}^a \) for each \( a \in I_\varepsilon \). Let \( \mathcal{O} \) be a Banach space of measurable functions (“observables”) on \( \mathcal{H} \) so that \((1 - \mathcal{P}^a)\psi + c \in \mathcal{O}\) whenever \( \psi \in \mathcal{O} \) and \( c \in \mathbb{R} \). Finally, for \( \| \cdot \|_U \) (the supremum–norm with weight function \( U \)) define the space \( \mathcal{C}_U := \overline{\mathcal{O}} \), where the closure is with respect to the norm \( \| \cdot \|_U \) (this norm is assumed to be finite on \( \mathcal{O} \)). Suppose the following conditions hold:

**Spectral gap** There exists \( \rho < 1 \) such that

\[
\| \mathcal{P}^{a_0} \varphi - \langle \varphi, \mu_{a_0} \rangle \|_0 \leq \rho \| \varphi - \langle \varphi, \mu_{a_0} \rangle \|_0 \quad \text{for all } \varphi \in \mathcal{O};
\]

**Differentiability** for every \( \psi \in \mathcal{O} \) the map \( a \mapsto (1 - \mathcal{P}^a)\psi \) has values in \( \mathcal{C}_U \) and is differentiable at \( a = a_0 \), and furthermore

\[
\| D_a \mathcal{P}^a \psi|_{a=a_0} \|_U \leq C \| \psi \|_0;
\]

**Uniform integrability** \( \sup_{a \in I_\varepsilon} \| \mu_a \|_U \leq C_\varepsilon \).

Then the following version of [17] Theorem 2.3 holds:

**Theorem 2.7** (Page 8). Under the stated assumptions, the map \( a \mapsto \langle \varphi, \mu_a \rangle \) is differentiable at \( a = a_0 \) for every \( \varphi \in \mathcal{O} \) and in particular

\[
\left. \frac{d}{d a} \langle \varphi, \mu_a \rangle \right|_{a=a_0} = \langle D_a \mathcal{P}^a|_{a=a_0} (1 - \mathcal{P}^{a_0})^{-1} (\varphi - \langle \varphi, \mu_{a_0} \rangle), \mu_{a_0} \rangle.
\]

Hölder continuity of the invariant measure with respect to the parameter is the subject of Theorem 2.8. The conditions are very similar to those of Theorem 2.7 except that the differentiability condition is replaced by the requirement that the mapping \( a \to \mathcal{P}^a \) is Hölder continuous as a mapping from \( I_\varepsilon \) to \( L(\mathcal{O}, \mathcal{C}_U) \), the space of linear operators between \( \mathcal{O} \) and \( \mathcal{C}_U \), with the operator norm.

In Section 3 we specialise the methodology to Markov processes generated by dissipative SPDE’s driven by moderately degenerate additive noise and study the response with respect to the amplitude of a deterministic external forcing. In Theorem 3.3 the spectral gap for observables that are basically Hölder continuous functions obtained in [9] is recalled. Yet this brings about a difficulty when proving the differentiability of the Markov kernel, as the observables are not differentiable with respect to the forcing for individual realisations of the process. This difficulty is circumvented by using a Girsanov transform to compare the distribution of the process for different forcings; for this to work however, the forcing has to be in the range of the noise covariance. Under that condition, Theorem 3.5 establishes linear response.

Without any condition on the range of the noise covariance, we can still establish fractional response in Theorem 3.7 under assumptions that are otherwise the same as for linear response (except that the forcing needs to be Hölder continuous in the parameter, only).

In Sections 4 and 5 we apply the developed methodology to the two–dimensional stochastic Navier–Stokes equation (Theorems 4.1 and 4.2 for linear and fractional response, respectively), and to the stochastic two–layer quasi–geostrophic (2LQG) model (Theorems 5.1 and 5.2 for linear and fractional response, respectively). The 2LQG equations model mid–latitude atmosphere and ocean dynamics at large scale. The model describes two layers of fluid one on top of the other. The fluid experiences the Coriolis effect and an external forcing which acts only on the top layer and
has a non-trivial stochastic part, accounting for example for wind shear on the surface. For a more detailed exposition of the mathematical description see for example [9] and references therein.

The model equations are

\[
dq_1 + J(\psi_1, q_1 + \beta y) dt = (\nu \Delta^2 \psi_1 + f(a)) dt + dW \\
\partial_t q_2 + J(\psi_2, q_2 + \beta y) = \nu \Delta^2 \psi_2 - r \psi_2,
\]

(1)
on a squared domain \( \mathcal{D} = [0, L] \times [0, L] \subset \mathbb{R}^2 \) where \( \psi_1, \psi_2 \) are the streamfunctions and \( q_1, q_2 \) are the quasi–geostrophic potential vorticities of the upper and lower layer, respectively; they are related through

\[
q_1 = \Delta \psi_1 + F_1(\psi_2 - \psi_1) \\
q_2 = \Delta \psi_2 + F_2(\psi_1 - \psi_2),
\]

where \( F_1, F_2 \) are positive constants. Moreover, \( J \) is the Jacobian operator \( J(a, b) = \nabla a \cdot \nabla b \), \( W \) is a Wiener process with covariance \( Q \) which is a nonnegative, symmetric operator which we take to be trace class in \( L^2 \). We also assume that \( Q \) and \( -\Delta \) commute. In [9] it is shown that (66) exhibits a spectral gap whenever the parameter \( r \) in Equation (1) (which is related to be bottom friction) is large enough (in terms of other parameters of the model, see Sec. 5.2 for details). In this situation, we have the following result:

**Theorem 5.4 (Page 40).** Consider the two–layer quasi–geostrophic equation (66) with \( f(a) \) continuously differentiable as a function from \( \mathbb{R} \) into range \( Q \) with \( |Q^{1/2}D_a f(a)| \) locally uniformly bounded in \( a \), and invariant measure \( \mu_a \). If condition (74) on \( r \) is met, the map \( a \mapsto \langle \varphi, \mu_a \rangle \) is differentiable at \( a = a_0 \) for every \( \varphi \in C_0^1 \) with

\[
\frac{d}{da}(\varphi, \mu_a) \bigg|_{a=a_0} = (D_a \mathcal{P}_t^n |_{a=a_0} (1 - \mathcal{P}_t^{\mu_a})^{-1} (\varphi - \langle \varphi, \mu_a \rangle, \mu_a)).
\]

**Theorem 4.4** provides a very similar result for 2D Navier–Stokes with additive noise. For both equations, the core condition to establish linear response is that the force lies within the range of the noise covariance. If \( f \) does not take values in the range of \( Q \) then in **Theorem 5.3** and **Theorem 4.2** we show that \( a \mapsto \langle \varphi, \mu_a \rangle \) is Hölder continuous, this holds when \( a \mapsto f(a) \) is itself only Hölder continuous. Spectral gap results have been demonstrated for example in [7] for Navier–Stokes and in [9] for the 2LQG model. We expect the results presented here to be straightforwardly applicable to other model with similar structure.
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2 General Methodology

2.1 A perturbation identity

Consider an open interval \( I \subset \mathbb{R} \) and for each \( a \in I \), let \( \{\mathcal{P}_t^n\}_{t \geq 0} \) be a Markov semigroup on \( \mathcal{H} \) depending on the parameter \( a \), with \( \mu_a \) be a corresponding invariant probability measure. We want to study the regularity of the averages \( \langle \varphi, \mu_a \rangle \) with respect to \( a \) for suitable observables \( \varphi \). In particular, we aim to establish conditions that ensure differentiability (linear response) and local Hölder continuity (fractional response) of \( a \mapsto \langle \varphi, \mu_a \rangle \). Let us start by showing a simple yet crucial identity.
Fix a time $t$ and for notational simplicity drop the dependence on time of the semigroup. We consider a space $\mathcal{O}$ of measurable (but not necessarily bounded) functions $\varphi$ on $\mathcal{H}$ so that $(1 - \mathcal{P}^a)\varphi$ is integrable with respect to $\mu_a$ for any $a_1, a_2 \in I$. Furthermore, for each $a \in I$ we let $\tilde{\mathcal{O}}_a$ be the space of functions $\varphi$ which can be represented in the form $\varphi = (1 - \mathcal{P}^a)\psi + c$ for some $\psi \in \mathcal{O}$ and constant $c \in \mathbb{R}$. Since $\langle (1 - \mathcal{P}^a)\psi, \mu_a \rangle = 0$ for any $a \in I$ by the invariance of $\mu_a$, we find $c = \langle \varphi, \mu_a \rangle$. The announced identity is
\[ \langle \varphi, \mu_{a_2} - \mu_{a_1} \rangle = \langle (\mathcal{P}^{a_2} - \mathcal{P}^{a_1})\psi, \mu_{a_2} \rangle, \] (2)
for any $\varphi \in \tilde{\mathcal{O}}_{a_1}$, where $\psi \in \mathcal{O}$ is a solution of $\varphi = (1 - \mathcal{P}^a)\psi + c$. To see this, we use the invariance several times to write the right hand side of Equation (2) as
\[ \langle (\mathcal{P}^{a_2} - \mathcal{P}^{a_1})\psi, \mu_{a_2} \rangle = \langle (1 - \mathcal{P}^{a_1})\psi, \mu_{a_2} \rangle - \langle (1 - \mathcal{P}^{a_2})\psi, \mu_{a_2} \rangle = \langle (1 - \mathcal{P}^{a_1})\psi, \mu_{a_2} \rangle - \langle (1 - \mathcal{P}^{a_1})\psi, \mu_{a_1} \rangle = \langle \varphi, \mu_{a_2} - \mu_{a_1} \rangle. \]

Note that all terms in this calculation are well defined due to our integrability assumption. Equation (2) demonstrates that differentiability or local Hölder continuity of $\langle \varphi, \mu_a \rangle$ hinges on the corresponding property of the semigroup which we will consider in the next sections. Furthermore, the fact that $\tilde{\mathcal{O}}_a$ depends on $a$ is an issue, and the dependence of $\psi$ on $\varphi$ will need to be clarified.

We will address this using the following result although alternatives are certainly possible.

**Proposition 2.1.** Fix $a \in I$ and suppose that $(\mathcal{O}, \| \cdot \|_{\mathcal{O}})$ is a Banach space. Further, assume that $\tilde{\mathcal{O}}_a \subset \mathcal{O}$, that $\ker \mu_a$ is a closed subset of $\mathcal{O}$, and that there exists $\rho < 1$ and $t > 0$ such that
\[ \| (1 - \mathcal{P}^a)^t \varphi - \langle \varphi, \mu_a \rangle \|_{\mathcal{O}} \leq \rho \| \varphi - \langle \varphi, \mu_a \rangle \|_{\mathcal{O}} \] for all $\varphi \in \mathcal{O}$. Then the following holds:
1. $1 - \mathcal{P}^a$ is invertible on $\ker \mu_a$ and $\| (1 - \mathcal{P}^a) \|_{\ker \mu_a} \leq 1 - \rho$;
2. Every $\varphi \in \mathcal{O}$ can be represented in the form $\varphi = (1 - \mathcal{P}^a)\psi + \langle \varphi, \mu_a \rangle$ with $\psi = (1 - \mathcal{P}^a)^{-1}(\varphi - \langle \varphi, \mu_a \rangle)$ in $\ker \mu_a$; in particular, we have $\tilde{\mathcal{O}}_a = \mathcal{O}$. Further, for each $t$ the previous item we have the bound $\| \psi \|_{\mathcal{O}} \leq \frac{1}{1 - \rho} \| \varphi - \langle \varphi, \mu_a \rangle \|_{\mathcal{O}}$.

It follows that if the conditions in Proposition 2.1 are met, then Equation (2) holds for all $\varphi \in \mathcal{O}$.

**Remark 2.2.** If $\tilde{\mathcal{O}}_a \subset \mathcal{O}$ then $\mathcal{O}$ contains the constant functions. Furthermore $1 - \mathcal{P}^a$ and hence also $\mathcal{P}^a$ are operators on $\mathcal{O}$. This means that both sides of Equation (3) are well defined. Furthermore, that equation implies the existence of a spectral gap between the eigenvalue $1$ of $\mathcal{P}^a$ (with eigenspace being the constant functions) and the remainder of the spectrum of $\mathcal{P}^a$ on $\mathcal{O}$ being confined to a circle of radius $\rho < 1$. Proposition 2.1 then states, broadly speaking, that $(1 - \mathcal{P}^a)$ is invertible on $\ker \mu_a$.

### 2.2 Linear Response

We now focus on the differentiability in $a$ of $\langle \varphi, \mu_a \rangle$. In order to simplify the notation, we assume, without loss of generality, that $a = a_0$ and that the interval $I$ is of the form $I_c := (a_0 - \epsilon, a_0 + \epsilon)$, for $\epsilon > 0$; we will also write $\mathcal{O}$ instead of $\tilde{\mathcal{O}}_a$. In **Theorem 2.3** we provide general conditions on $\mathcal{O}$ and the semigroup which ensure that $\langle \varphi, \mu_a \rangle$ with $\varphi \in \mathcal{O}$ is differentiable in $a = a_0$. If in addition the conditions of Proposition 2.1 hold at $a = a_0$, it will be demonstrated that $\langle \varphi, \mu_a \rangle$ with $\varphi \in \mathcal{O}$ is differentiable in $a = a_0$ (see **Theorem 2.7**).

Given a suitable space $\mathcal{O}$, it follows from Equation (2) that in order to compute the derivative of $\langle \varphi, \mu_a \rangle$ at $a = a_0$ for some $\varphi \in \tilde{\mathcal{O}}$, we need to show that the following limit exists:
\[ \lim_{a \to a_0} \left( \frac{(\mathcal{P}^a - \mathcal{P}^{a_0})\psi}{a - a_0}, \mu_a \right), \] (4)
where $\psi \in \mathcal{O}$ such that $\varphi = (1 - \mathcal{P}^a)\psi + c$. Broadly speaking, if $\mathcal{P}^a\psi$ is differentiable in $a = a_0$ and $\mu_a$ is weakly continuous in $a = a_0$, with some uniformity in $a$, we can expect the desired convergence to hold.

To formalise this idea, it turns out to be convenient in applications to introduce a further Banach space $\mathcal{C}_U$ of measurable functions on $\mathcal{H}$ with norm

$$\|\varphi\|_U := \sup_{x \in \mathcal{H}} \frac{|\varphi(x)|}{U(x)},$$

where $U : \mathcal{H} \to [1, \infty)$ is assumed integrable with respect to $\mu$ for any $a \in I_c$. (This condition is preliminary only and will need to be strengthened later, see (9) below.) For every $\psi \in \mathcal{O}$ consider the map $a \mapsto (1 - \mathcal{P}^a)\psi$. Suppose it is differentiable at $a = a_0$ as a function from $I_c$ into $\mathcal{C}_U$, that is, there exists an element of $\mathcal{C}_U$ which we denote by $D_a(\mathcal{P}^a\psi)|_{a=a_0}$ such that

$$\frac{(\mathcal{P}^a - \mathcal{P}^{a_0})\psi}{a-a_0} = D_a(\mathcal{P}^a\psi)|_{a=a_0} + r_a,$$

where the remainder $r_a$ is a function from $I_c$ to $\mathcal{C}_U$ with $\|r_a\|_U \to 0$ for $a \to a_0$. In fact if $\hat{O} \subset \mathcal{C}_U$ (as it will be the case in our applications), the differentiability of $\mathcal{P}^a$ as a function $I_c \to \mathcal{C}_U$ is a weaker requirement than the differentiability as a function $I_c \to \hat{O}$. In our applications to SPDE’s, $U$ will be an unbounded function and related to how the a priori estimates depend on the initial condition. It might seem more natural to define $D_a(\mathcal{P}^a\psi)|_{a=a_0}$ as the derivative of $\mathcal{P}^a\psi$ at $a = a_0$, rather than of $(1 - \mathcal{P}^a)\psi$ as we do it here; the reason for doing it this way though is that $1 - \mathcal{P}^a$ is required to have values in $\mathcal{C}_U$ which is not a priori true for $\mathcal{P}^a$.

Using Equation (6) in (4), we conclude that the existence of

$$\lim_{a \to a_0} \left\langle D_a(\mathcal{P}^a\psi)|_{a=a_0} \right., \mu_a \left.\right| \mu_a \rightangle + \langle r_a, \mu_a \rangle \right)$$

needs to be established. Regarding the term involving the remainder $r_a$, note that

$$\langle r_a, \mu_a \rangle \leq \left\langle \left(\frac{\partial U}{\partial t}\right), \mu_a \right\rangle \leq \|r_a\|_U \langle U, \mu_a \rangle.$$

Therefore, if there is an $\varepsilon$ such that

$$\sup_{a \in I_c} \langle U, \mu_a \rangle < \infty,$$

then $\langle r_a, \mu_a \rangle$ vanishes in the limit $a \to a_0$ as desired for all $a \in I_c$. (Condition (9) is the stronger integrability condition alluded to earlier.) In particular, Condition (9) ensures that all $\xi \in \mathcal{C}_U$ are integrable with respect to $\mu_a$ for any $a \in I_c$.

For the first term of (7) we have to show that

$$\left\langle D_a(\mathcal{P}^a\psi)|_{a=a_0} \right., \mu_a - \mu_{a_0} \left.\right| \mu_{a_0} \right\rangle \to 0.$$

Hence if we assume that for all $\xi \in \mathcal{C}_U$ we have

$$\langle \xi, \mu_a \rangle \to \langle \xi, \mu_{a_0} \rangle$$

for $a \to a_0$, then, as $D_a(\mathcal{P}^a\psi)|_{a=a_0} \in \mathcal{C}_U$,

$$\left\langle \left(\frac{\mathcal{P}^a - \mathcal{P}^{a_0})\psi}{a-a_0} \right| \mu_{a_0} \right\rangle \to \left\langle D_a(\mathcal{P}^a\psi)|_{a=a_0} \right., \mu_a \left.\right| \mu_{a_0} \right\rangle$$

as desired. In summary, if $\varphi \in \hat{O}$ (we recall that this means there exists $\psi \in \mathcal{O}$ and $c \in \mathbb{R}$ such that $\varphi = (1 - \mathcal{P}^{a_0})\psi + c$), then, thanks to Equation (2) and the differentiability condition (2) as well as the assumptions (9), we get for $a \to a_0$

$$\left| \frac{(\varphi, \mu_a - \mu_{a_0})}{a-a_0} - \left\langle D_a(\mathcal{P}^a\psi)|_{a=a_0} \right., \mu_a \left.\right| \mu_{a_0} \right\rangle \right| \to 0.$$

We have shown the following result, a generalisation of [17, Theorem 2.3].
**Theorem 2.3.** Let \( I_\varepsilon := (a_0 - \varepsilon, a_0 + \varepsilon) \subset \mathbb{R} \) be an interval and \( \{\{P_t^a\}_{t \geq 0} : a \in I_\varepsilon\} \) a family of Markov semigroups acting on a Hilbert space \( \mathcal{H} \), with \( \mu_a \) an invariant measure of \( \{P_t^a\}_{t \geq 0} \) for each \( a \in I_\varepsilon \). Further, let \( \mathcal{O} \) be a Banach space of measurable functions on \( \mathcal{H} \). Suppose there exists a function \( U : \mathcal{H} \rightarrow [1, \infty) \) and some \( t > 0 \) such that the following conditions hold:

(i) for every \( \psi \in \mathcal{O} \) the map \( a \mapsto (1 - P_t^a)\psi \) has values in \( \mathcal{C}_U \) and is differentiable at \( a = a_0 \);

(ii) For any \( \xi \in \mathcal{C}_U \) we have \( \langle \xi, \mu_a \rangle \rightarrow \langle \xi, \mu_{a_0} \rangle \) for \( a \rightarrow a_0 \);

(iii) \( \sup_{a \in I_\varepsilon} \langle \psi, \mu_a \rangle \) is differentiable at \( a = a_0 \) for every \( \varphi \) of the form \( \varphi = (1 - P_t^{a_0})\psi + c \) with some \( \psi \in \mathcal{O} \), and we have the response formula

\[
\frac{d}{da} \langle \varphi, \mu_a \rangle \bigg|_{a = a_0} = \langle D_a(P_t^a \psi)|_{a = a_0}, \mu_{a_0} \rangle.
\]

Note that conditions \([i][iii]\) together ensure the integrability of elements in \( \mathcal{O} \) with respect to \( \mu_a \) for any \( a \in I_\varepsilon \). Furthermore, condition \([iii]\) implies that it is sufficient to establish condition \([ii]\) for \( a \in \mathcal{C}_U \) in order to obtain it for all of \( \mathcal{C}_U \).

On the other hand, one might hope that, in view of the identity \([2]\), conditions like \([iii]\) and \([i]\) may imply the weak convergence in condition \([ii]\). Indeed, uniform bound on the derivative implies that the r.h.s of \([2]\) is even Lipschitz continuous in the parameter \( a \in \mathcal{O} \). Hence, we need a condition that \( \mathcal{O} \) is large enough such that one can recover convergence for \( \xi \in \mathcal{C}_U \). This is the role of the condition \( 2 \) in the following proposition.

**Proposition 2.4.** Consider the same setup as in Theorem 2.3 and assume that condition \([iii]\) of that theorem holds, but we replace conditions \([i],[ii]\) with the following:

1. for every \( \psi \in \mathcal{O} \) the map \( a \mapsto (1 - P_t^a)\psi \) has values in \( \mathcal{C}_U \) and is differentiable at \( a = a_0 \), and furthermore

\[
\|D_aP_t^a\psi|_{a=a_0}\|_U \leq C\|\psi\|_\mathcal{O}.
\]

2. \( \text{Im}(1 - P_t^a) = \ker \mu_{a_0} \) where \( 1 - P_t^a \) is understood as a map from \( \mathcal{O} \) to \( \mathcal{C}_U \) and both the closure as well as the kernel are to be understood in \( \mathcal{C}_U \).

Then for any \( \xi \in \mathcal{C}_U \), \( \langle \xi, \mu_a \rangle \rightarrow \langle \xi, \mu_{a_0} \rangle \) when \( a \rightarrow a_0 \).

**Proof.** To start with, it is clear that the result is linear in \( \xi \) and correct whenever \( \xi \) is constant function, so it is sufficient to prove it for \( \xi \in \ker(\mu_{a_0}) \) as every \( \xi \in \mathcal{C}_U \) can be written as \( \xi = \xi' + c \) where \( \xi' \in \ker(\mu_{a_0}) \). Furthermore, using the shorthand \( C_\varepsilon := \sup_{a \in I_\varepsilon} \|\langle U, \mu_a \rangle\|_t \), which is finite by condition \([iii]\) it is easy to see that

\[
|\langle \xi, \mu_a \rangle| \leq C_\varepsilon\|\xi\|_U,
\]

that is, the probability measures \( \{\mu_a, a \in I_\varepsilon\} \) are functionals on \( \mathcal{C}_U \) with uniformly bounded operator norm (the calculation is the same as in Eq. 5). This implies that it is sufficient to prove the result for all \( \xi \) in a dense set of \( \ker(\mu_{a_0}) \), for which we can take \( \text{Im}(1 - P_t^a) \) by condition \([2]\). Hence, we may assume \( \xi = (1 - P_t^{a_0})\psi \) for some \( \psi \in \mathcal{O} \). Next we use \([2]\) and the differentiability to obtain

\[
|\langle \xi, \mu_a - \mu_{a_0} \rangle| \leq |a - a_0| \|D(P_t^a \psi)|_{a=a_0, \mu_{a_0}} + \langle r_a, \mu_{a_0} \rangle|.
\]

Thanks to Equations 8, 11, 12, the right hand side is bounded as follows

\[
\leq |a - a_0|C_\varepsilon\|\psi\|_\mathcal{O} + \|r_a\|_U
\]

for all \( a \in I_\varepsilon \). This demonstrates that \( \langle \xi, \mu_a \rangle \rightarrow \langle \xi, \mu_{a_0} \rangle \) for \( a \rightarrow a_0 \), as desired, and even that this function is locally Lipschitz with respect to the parameter \( a \).

**Remark 2.5.** Condition 2 in \([2,4]\) means that \( \mu_a \) is the unique eigenvector corresponding to the eigenvalue one of the adjoint operator of \( P_t \) as an operator on the dual space \( \mathcal{C}'_U \) of \( \mathcal{C}_U \).

By finally bringing Proposition 2.1 together with Proposition 2.4 we can reformulate Theorem 2.3 with the following assumptions, which are similar to assumptions as set out in \([17]\) but for a generic family of observables.
**Assumption L** Let \( I_\varepsilon := (a_0 - \varepsilon, a_0 + \varepsilon) \subset \mathbb{R} \) be an interval and \( \{ \{ P^a_t \}_{t \geq 0} : a \in I_\varepsilon \} \) a family of Markov semigroups acting on a Hilbert space \( \mathcal{H} \) with \( \mu_a \) an invariant measure of \( \{ P^a_t \}_{t \geq 0} \) for each \( a \in I_\varepsilon \). Fix some \( t > 0 \) and let \( O \) be a Banach space of measurable functions on \( \mathcal{H} \) so that \((1 - P^a_t)\psi + c \in O \) whenever \( \psi \in O \) and \( c \in \mathbb{R} \). Finally, for some function \( U : \mathcal{H} \to [1, \infty) \) define the space \( \mathcal{C}_U := \overline{O} \), where the closure is with respect to the norm \( \| \cdot \|_U \) (which is assumed to be finite on \( O \)) in the space of measurable functions with finite \( \| \cdot \|_U \).

Assumption L1 There exists \( \rho < 1 \) such that
\[
\| P^a_t \varphi - \langle \varphi, \mu_{a_0} \rangle \|_O \leq \rho \| \varphi - \langle \varphi, \mu_{a_0} \rangle \|_O \quad \text{for all } \varphi \in O;
\]
Assumption L2 for every \( \psi \in O \) the map \( a \mapsto (1 - P^a_t)\psi \) has values in \( \mathcal{C}_U \) and is differentiable at \( a = a_0 \), and furthermore
\[
\| D_a P^a_t \psi \|_{a = a_0} \|_U \leq C \| \psi \|_O;
\]
Assumption L3 \( \sup_{a \in I_\varepsilon} \langle U, \mu_a \rangle = C_\varepsilon < \infty \).

**Remark 2.6.** Condition \( L1 \) can be replaced by the weaker assumption that one is an isolated eigenvalue of multiplicity one of \( P^a_t \) and \( (P^a_t)^* \). This is equivalent to the fact that one is not in the essential spectrum in the sense of Kato, see \( [20] \).

Now the following version of \( [17, \text{Theorem 2.3}] \) holds.

**Theorem 2.7.** Suppose that Assumption L holds. Then the map \( a \mapsto \langle \varphi, \mu_a \rangle \) is differentiable at \( a = a_0 \) for every \( \varphi \in O \) and in particular
\[
\frac{d}{da} \langle \varphi, \mu_a \rangle \bigg|_{a = a_0} = \langle D_a P^a_t \|_{a = a_0} (1 - P^a_t)^{-1} (\varphi - \langle \varphi, \mu_{a_0} \rangle), \mu_{a_0} \rangle.
\]

**Proof.** Note that assumption L3 together with the requirement that \( \| \cdot \|_U \) is well defined on \( O \) implies the integrability of elements of \( O \). We just need to check that condition \( 2 \) in Proposition 2.4 is satisfied. By Proposition 2.1 we have \( \text{Im}(1 - P^a_t) = \ker O \mu_{a_0} \) with \( \ker O \) understood in \( O \). Taking closure with respect to \( \| \cdot \|_U \) gives \( \text{Im}(1 - P^a_t) = \ker O \mu_{a_0} \). Now let \( \xi \in \ker O \mu_{a_0} \). Then there exists a sequence \( \xi_n \in O \) so that \( \xi_n \to \xi \) in \( \mathcal{C}_U \) by assumption, which implies \( \xi_n - \langle \xi_n, \mu_{a_0} \rangle \to \xi - \langle \xi, \mu_{a_0} \rangle = \xi \); in other words, we may take \( \xi_n \in \ker O \mu_{a_0} \). This shows that \( \ker \mathcal{C}_U \mu_{a_0} = \ker O \mu_{a_0} \), completing the proof.

### 2.3 Fractional Response

In certain contexts it may not be possible to ensure differentiability of the invariant measure. In fact, the hardest condition to verify is typically the spectral gap, but also the differentiability of the semigroup may potentially fail. Both of these conditions depend on the family of semigroups and the space of observables considered.

We consider the same setup as in Section 2.1. As in Section 2.2 fix a time \( t \) and for notational simplicity drop the dependence on time of the semigroup. We want to show under which conditions the map \( a \mapsto \langle \varphi, \mu_a \rangle \) is \( \alpha \)-Hölder continuous in the interval \( I \), that is there are \( \alpha \leq 1 \) and \( C = C(\varphi, \alpha, I) \) such that for any \( a_1, a_2 \in I \) we have
\[
|\langle \varphi, \mu_{a_1} - \mu_{a_2} \rangle| \leq C |a_1 - a_2|^{\alpha}.
\]

Our starting point will again be Equation (2). Let \( \mathcal{C}_U \) be as in the beginning of Section 2.2. The motivation to introduce this space is the same as in that section; it allows to require weaker assumptions on the semigroup, rendering them applicable for the models we want to consider. Using (2) and the definition of \( \| \cdot \|_U \) in (3), we have
\[
|\langle \varphi, \mu_{a_1} - \mu_{a_2} \rangle| = |\langle (P^a_{t_1} - P^a_{t_2})\psi, \mu_{a_2} \rangle| \leq \| P^a_{t_1} \psi - P^a_{t_2} \psi \|_U \langle U, \mu_{a_2} \rangle
\]
whenever \( \varphi \in \tilde{\mathcal{O}}_{a_2} \). Suppose that the map \( a \mapsto (1 - P_t^a) \) is \( \alpha \)-Hölder continuous as a function from \( I \) to \( L(\mathcal{O}, C_U) \), the space of linear operators between \( \mathcal{O} \) and \( C_U \). That is, there exists \( C_1(\alpha, I) \) such that
\[
\| P_t^{a_1} - P_t^{a_2} \|_{L(\mathcal{O}, C_U)} = \sup_{\| \psi \|_{\mathcal{O}} \neq 0} \frac{\| P_t^{a_1} \psi - P_t^{a_2} \psi \|_{U}}{\| \psi \|_{\mathcal{O}}} \leq C_1 |a_1 - a_2|^\alpha,
\]
for any \( a_1, a_2 \in I \). From \((13)\) it then follows that
\[
|\langle \varphi, \mu_{a_1} - \mu_{a_2} \rangle| \leq C_1 \| \psi \|_{\mathcal{O}} |a_1 - a_2|^\alpha (U, \mu_{a_2}).
\]
Finally if we assume \( U \) to be such that \( \sup_{a \in I} (U, \mu_a) =: C_I < \infty \), then we have
\[
|\langle \varphi, \mu_{a_1} - \mu_{a_2} \rangle| \leq C_2 \| \psi \|_{\mathcal{O}} |a_1 - a_2|^\alpha \quad \text{for all } \varphi \in \tilde{\mathcal{O}}_{a_1} \tag{15}
\]
where \( C_2 = C_I C_1 \), which is the desired result, except that the space of functions \( \tilde{\mathcal{O}}_{a_1} \) for which this is valid depends on \( a_1 \). This dependence can be removed if we assume \([\text{Proposition } 2.1]\) to hold for all \( a \in I \). Using also the representation of \( \psi \) from that proposition we may rewrite \((19)\) as
\[
|\langle \varphi, \mu_{a_1} - \mu_{a_2} \rangle| \leq \frac{C_2}{1 - \rho(a_1)} \| \varphi - \langle \varphi, \mu_{a_1} \rangle \|_{\mathcal{O}} |a_1 - a_2|^\alpha, \tag{16}
\]
for all \( \varphi \in \mathcal{O} \). The following assumption parallels \([\text{Assumption } 1]\) and summarises the conditions we have used.

**Assumption F** Let \( I \subset \mathbb{R} \) be an interval and \( \{P_t^a\}_{t \geq 0} : a \in I \) a family of Markov semigroups acting on a Hilbert space \( \mathcal{H} \), with \( \mu_a \) an invariant measure of \( \{P_t^a\}_{t \geq 0} \) for each \( a \in I \). Fix some \( t > 0 \) and let \( \mathcal{O} \) be a Banach space of measurable functions on \( \mathcal{H} \) so that \( (1 - P_t^a) \psi + c \in \mathcal{O} \) whenever \( \psi \in \mathcal{O} \) and \( c \in \mathbb{R} \). Finally, for some function \( U : \mathcal{H} \to [1, \infty) \) define the space \( C_U := \overline{\mathcal{O}} \), where the closure is with respect to the norm \( \| \cdot \|_{U} \) (which is assumed to be finite on \( \mathcal{O} \)) in the space of measurable functions with finite \( \| \cdot \|_U \). Suppose the following conditions hold:

**F1** There exists \( \rho < 1 \) such that for any \( a \in I \)
\[
\| P_t^a \varphi - \langle \varphi, \mu_a \rangle \|_{\mathcal{O}} \leq \rho \| \varphi - \langle \varphi, \mu_a \rangle \|_{\mathcal{O}} \quad \text{for all } \varphi \in \mathcal{O}.
\]

**F2** The map \( a \mapsto (1 - P_t^a) \) is \( \alpha \)-Hölder continuous for some \( \alpha \leq 1 \), as a function from \( I \) to \( L(\mathcal{O}, C_U) \), that is there exists \( C = C(\alpha, I) \) such that
\[
\| P_t^{a_1} - P_t^{a_2} \|_{L(\mathcal{O}, C_U)} \leq C |a_1 - a_2|^\alpha.
\]

**F3** \( \sup_{a \in I} (U, \mu_a) = C_I < \infty \).

Then we have shown the following result:

**Theorem 2.8.** Suppose that \([\text{Assumption } F]\) holds. Then the invariant measure \( \mu_a \), as operator on \( \mathcal{O} \), is \( \alpha \)-Hölder continuous in \( a \in I \), namely there exists \( C \) depending on \( \varphi \) such that for all \( a_1, a_2 \in I \)
\[
|\langle \varphi, \mu_{a_1} - \mu_{a_2} \rangle| \leq C |a_1 - a_2|^\alpha \quad \text{for all } \varphi \in \mathcal{O}.
\]

**Proof.** We have seen that under the conditions of the theorem, Equation \((10)\) holds so it remains to establish the bound
\[
\frac{C_2}{1 - \rho(a_1)} \| \varphi - \langle \varphi, \mu_{a_1} \rangle \|_{\mathcal{O}} \leq C
\]
for some \( C \) independent of \( a_1 \). By condition \([\text{F1}]\) we may bound \( \rho(a_1) \) by \( \rho \) uniformly. Furthermore, \( \| \varphi - \langle \varphi, \mu_{a_1} \rangle \|_{\mathcal{O}} \leq \| \varphi \|_{\mathcal{O}} + \| \varphi - \langle \varphi, \mu_{a_1} \rangle \|_{\mathcal{O}} \| \mathcal{O} \|_U \), where 1 here means the function equal to 1 everywhere. We have also used that \( |\langle \varphi, \mu_{a_1} \rangle| \leq \| \varphi \|_U C_I \) on a number of occasions already. These facts imply that we may take \( C = \frac{C_2}{\rho} \) (\( \| \| \mathcal{O} \| + C_I \| \mathcal{O} \|_U \| \varphi \|_U \)).
For the remainder of this section we will discuss examples of spaces $(\mathcal{O}, \| \cdot \|_\mathcal{O})$ that are appropriate for the applications considered in subsequent sections. It turns out that rather than norms it is practical to consider semi-norms which are zero on constant functions, or in other words which are norms modulo the constant functions. For instance $\| (\varphi - \langle \varphi, \mu_1 \rangle) \|_\mathcal{O} = \| \varphi \|_\mathcal{O}$ in case that $\| \cdot \|_\mathcal{O}$ is such a seminorm, and the constant $C$ in the proof of Theorem 2.8 simply reads as $C = \frac{C_0}{\rho} \| \varphi \|_\mathcal{O}$. If $\| \cdot \|$ is a norm modulo the constant functions, there are many ways to turn $\| \cdot \|$ into a proper norm; the mapping $\varphi \mapsto |\varphi(x_0)| + \| \varphi \|$ for instance provides a norm, with $x_0$ an arbitrary element of $\mathcal{H}$.

In the present paper we will use for $\mathcal{O}$ the space $C_d$ defined as the space of measurable functions on $\mathcal{H}$ with finite Lipschitz seminorm
\[
\| \varphi \|_d = \sup_{x \neq y} \frac{|\varphi(x) - \varphi(y)|}{d(x,y)}
\]
Here $d$ is a semimetric on $\mathcal{H}$, namely $d: \mathcal{H} \times \mathcal{H} \to \mathbb{R}_+$ is symmetric, lower semi-continuous and such that $d(x,y) = 0 \Leftrightarrow x = y$. When the symmetry fails, we refer to $d$ as a premetric. Consider the Wasserstein semimetric associated to $d$, namely
\[
W_d(\mu_1, \mu_2) := \inf_{\Gamma \in \mathcal{C}(\mu_1, \mu_2)} \int d(x,y) \Gamma(dx,dy),
\]
where $\mu_1, \mu_2 \in \mathcal{M}_1(\mathcal{H})$ and $\mathcal{C}(\mu_1, \mu_2)$ is the set of all couplings of $\mu_1, \mu_2$. The inequality
\[
\sup_{\| \varphi \|_d \leq 1} |\langle \varphi, \mu_1 \rangle - \langle \varphi, \mu_2 \rangle| \leq W_d(\mu_1, \mu_2),
\]
(17)
follows directly from the definition of the Wasserstein semimetric. When $d$ is a metric, $W_d$ is itself a metric and inequality (17) turns out to be an equality (Kantorovich-Rubinstein formula). When $d$ is merely a semimetric, like in the framework we are about to work with, we can still provide a sufficient condition for $F2$ in terms of the Wasserstein semimetric $W_d$. In fact
\[
\| (P_t^{\alpha_1} - P_t^{\alpha_2}) \psi(x) \| = \| (\psi, P_t^{\alpha_1}(x, \cdot)) - (\psi, P_t^{\alpha_2}(x, \cdot)) \| \leq \| \psi \|_d W_d(P_t^{\alpha_1}(x, \cdot), P_t^{\alpha_2}(x, \cdot)).
\]
(18)
Then, if $a \mapsto P_t^a(x, \cdot)$ is Hölder continuous in the Wasserstein semimetric $W_d$ in the sense that
\[
W_d(P_t^{\alpha_1}(x, \cdot), P_t^{\alpha_2}(x, \cdot)) \leq |a_1 - a_2|^\alpha C(t)U(x)
\]
with $U$ satisfying $F3$ we get from (18)
\[
\| (P_t^{\alpha_1} - P_t^{\alpha_2}) \psi \|_U \leq |a_1 - a_2|^\alpha \| \psi \|_d C(t)
\]
as desired. We have then shown the following result:

**Corollary 2.9.** Let $P_t^a$ be a family of Markov semigroups acting on $(C_d, \| \cdot \|_d)$ with transition probabilities $P_t^a$. Assume $F3$, $F2$ hold, as well as condition $F2'$ there exists a positive function $C = C(\alpha, t, \varepsilon)$ such that
\[
W_d(P_t^{\alpha_1}(x, \cdot), P_t^{\alpha_2}(x, \cdot)) \leq |a_1 - a_2|^\alpha C(t)U(x).
\]
Then $F2$ holds and thus the conclusions of Theorem 2.8.

**Remark 2.10.** It may appear that the result is covered in [19, section 4.1] but as $d$ is only a semimetric the two results are not directly linked in general. In [19] the authors show that if $d$ satisfies a weak form of the triangular inequality, if conditions $F2'$ and $F3$ are satisfied and if there exists $\rho < 1$ such that
\[
W_d(P_t^{\alpha_1} \nu_1, P_t^{\alpha_1} \nu_2) \leq \rho W_d(\nu_1, \nu_2), \quad \text{for all } \nu_1, \nu_2 \in \mathcal{M}_1(\mathcal{H}),
\]
(19)
then
\[
W_d(\mu_{a_1}, \mu_{a_2}) \leq 2|a_1 - a_2|C(t)C_1.
\]
Thanks to [17a], this result will imply our result [Corollary 2.9] However condition [19] and the spectral gap result [24] do not imply one another.
3 Methodology for SPDEs

In this section we aim to give sufficient conditions suitable for dissipative SPDEs which imply the conditions Assumption L considered in Section 2.2 to obtain Linear Response and Assumption F considered in Section 2.3 to obtain Fractional response. First, we give a precise description of the dissipative SPDEs. Let \((\mathcal{H}, | \cdot |)\) and \((\mathcal{V}, \| \cdot \|)\) be Hilbert spaces with \(\mathcal{V} \subset \subset \mathcal{H}\) (i.e. \(\mathcal{V}\) is compactly contained in \(\mathcal{H}\)) and \(\mathcal{V}\) is dense in \(\mathcal{H}\). Further, w.l.o.g. \(\|v\| \geq |v|\). This implies that \(\mathcal{H} = \mathcal{H}'' \subset \subset \mathcal{V}'\), that \(|v| \geq \|v\|_{\mathcal{V}}\), and that \(\mathcal{H}\) is dense in \(\mathcal{V}'\). Consider the stochastic equation

\[
dX + AX \, dt = (F(X) + f(a)) \, dt + dW, \quad X(0) = x
\]

where \(A: \mathcal{V} \to \mathcal{V}'\) is a nonnegative linear operator, \(f(a) \in \mathcal{V}'\) is a deterministic forcing dependent on the parameter \(a \in I\), \(W\) is a Wiener process on the probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with values in \(\mathcal{H}\) and trace class covariance operator \(Q: \mathcal{H} \to \mathcal{H}\), and \(F: \mathcal{V} \to \mathcal{V}'\) a nonlinear continuous function. We consider Equation (20) as an equation in \(\mathcal{V}'\), and we assume that there exists a unique solution for any initial condition \(X(0) = x \in \mathcal{H}\). For any \(a \in I\) we assume the solution to be in \(C([0, T]; \mathcal{H}) \cap L^2(0, T; \mathcal{V})\) for all \(T > 0\) and a.a. \(\omega \in \Omega\), to be continuous with respect to the initial condition (as a function into \(C([0, T]; \mathcal{H})\)), and depend continuously on the forcing \(f(a)\) (as a function \(\mathcal{V}' \to \mathcal{H}\)). We define the Markov semigroup \(\mathbb{P}_t\) on \(\mathbb{B}(\mathcal{H})\) by \(\mathbb{P}_t^Q \varphi(x) = \mathbb{E} \varphi(X_t(t, \cdot; x))\) and denote the associated transition probabilities as \(\mathbb{P}_t^Q(x, \cdot)\). Given the regularity of the solutions the associated semigroup is Feller and we assume it admits an invariant measure \(\mu_a\).

Denote with \(L_2(\mathcal{H})\) the space of Hilbert–Schmidt operators, so that \(Q^{1/2} \in L_2(\mathcal{H})\), since \(Q\) is trace class, and define \(L_2^2(\mathcal{H})\) to be the space of elements \(T \in L_2(\mathcal{H})\) such that

\[
\|T\|_{L_2}^2 = \sum_{k \in \mathbb{N}} |TQ^{1/2}e_k|^2
\]

is finite, where \(\{e_k, k \in \mathbb{N}\}\) is an orthonormal eigenbasis of \(\mathcal{H}\).

In the next subsections we will discuss conditions under which Assumption L holds. Most importantly, we will have to require that the forcing \(f(a)\) is in the range of the noise covariance \(Q\) in order to show that the semigroup is differentiable with respect to the parameter. We will then move to fractional response and provide verifiable conditions suitable for SPDEs of the form (20), which do not require that \(f(a)\) lies in the range of \(Q\).

3.1 Spectral gap

We saw in Section 2 that for both differentiability and Hölder continuity we want to show the operator \((1 - P_t^Q)\) to be invertible on an appropriate set of observables. By Proposition 2.1 having a spectral gap for \(\{P_t^Q\}_{t \geq 0}\) is a sufficient condition to ensure invertibility. We discuss two examples of appropriate spaces \(\mathcal{O}\) over which we have the spectral gap.

In the original work of Hairer and Majda [17] the set \(\mathcal{O}\) is the closure of the space of cylinder functions \(C_0^\infty(\mathcal{H})\) under the following norm

\[
\|\varphi\|_{1,V,W} = \sup_{x \in \mathcal{H}} \left( \frac{|\varphi(x)|}{V(x)} + \frac{\|D\varphi(x)\|}{W(x)} \right),
\]

where \(V, W: \mathcal{H} \to [1, \infty)\) are two continuous functions. Their choice for \(\mathcal{O}\) fits with the results in [13], indeed that work ensures the spectral gap condition in the norm (21) for a large class of hypoelliptic diffusions and in particular for the 2D stochastic Navier–Stokes equations with highly degenerate noise.

As the authors in [17] observe, it can be proved that if we quotient this space by the space of all constant functions, then there is a distance function \(d_{V,W}\) such that this norm is equivalent to the Lipschitz norm corresponding to \(d_{V,W}\) i.e.

\[
\|\varphi\|_{1,V,W} = \sup_{x \neq y} \frac{|\varphi(x) - \varphi(y)|}{d_{V,W}(x, y)}.
\]
Then this choice of space fits also in the framework developed for fractional response in Corollary 2.9 as long as conditions [22] and [23] hold.

Our analysis will be based on a different spectral gap result, which makes use of another space of observables, or more precisely of a different metric in the definition of the Lipschitz norm. Indeed, a generalised form of Harris’ theorem (19, 7) ensures the semigroup \( P_t^a \) exhibits a spectral gap in the Lipschitz seminorm corresponding to a semimetric \( \tilde{d} \) of the form

\[
\tilde{d}(x, y) = \sqrt{d(x, y)(1 + V(x) + V(y))},
\]

where \( d \leq 1 \) is another semimetric on \( \mathcal{H} \) (satisfying appropriate conditions) and \( V : \mathcal{H} \to [0, \infty] \) is a Lyapunov function for \( P_t^a \), namely it satisfies the following:

**Definition 3.1 (19).** A measurable function \( V : \mathcal{H} \to \mathbb{R}_+ \) is called Lyapunov function for a Markov semigroup \( \{P_t, t \geq 0\} \) if there exist positive constants \( C, \gamma, K \) such that

\[
P_t V(x) \leq Ce^{-\gamma t}V(x) + K \quad \text{for all } x \in \mathcal{H}, t \geq 0.
\]

As we want the semimetric \( \tilde{d} \) in definition [22] to be independent of the choice of the parameter \( a \), we assume that \( V \) is a Lyapunov function for \( P_t^a \) for any choice of the parameter \( a \), namely that for any \( a \in I_e \) there exists \( K_a, C_a, \gamma_a \) such that

\[
P_t^a V(x) \leq C_a e^{-\gamma_a t}V(x) + K_a.
\]

Then we define the observable space \( (\mathcal{O}, \| \cdot \|_{\mathcal{O}}) \) as \( \mathcal{C}_{\tilde{d}} \), the space of measurable functions \( \varphi \) with

\[
\|\varphi\|_{\tilde{d}} = \sup_{x \neq y} \frac{|\varphi(x) - \varphi(y)|}{d(x, y)} = \sup_{x \neq y} \frac{|\varphi(x) - \varphi(y)|}{\sqrt{d(x, y)(1 + V(x) + V(y))}} < \infty.
\]

**Remark 3.2.** As \( \|\varphi\|_{\tilde{d}} = 0 \) only implies \( \varphi \) is a constant function, \( \| \cdot \|_{\tilde{d}} \) is only a seminorm. However it is enough to quotient \( \mathcal{C}_{\tilde{d}} \) by the space of all constant functions in order to make it a Banach space as desired. Equivalently we could have changed the seminorm to \( \|\varphi\|_{\tilde{d}} + |\varphi(x_0)| \), for \( x_0 \in \mathcal{H} \), to ensure it is a norm, but we chose not to do so for simplicity’s sake, and for better comparison with the available literature.

We further need a space \( \mathcal{C}_U \) of measurable functions which is a Banach space under the norm [8] with \( U : \mathcal{H} \to [1, \infty) \) and such that \( \mathcal{C}_{\tilde{d}} \subset \mathcal{C}_U \). Let \( U \) be such that \( U \geq \sqrt{1 + V} \) and define \( \mathcal{C}_U \) as the closure of \( \mathcal{C}_{\tilde{d}} \) in the space of all measurable functions with finite \( \| \cdot \|_U \) norm. To ensure that \( \mathcal{C}_U \) is well defined it is sufficient to prove that there exists a constant \( k > 0 \) such that

\[
\|\varphi\|_U \leq k\|\varphi\|_{\tilde{d}} \quad \text{for all } \varphi \in \mathcal{C}_{\tilde{d}}.
\]

This follows directly (see [8, Proposition 5.1.6.]) from the definition [22] of \( \tilde{d} \), the requirement \( U \geq \sqrt{1 + V} \) and the integrability of \( V \) with respect to any invariant measure \( \mu_a \). Indeed it can be shown (see [8, Lemma 4.1]) that a Lyapunov function is integrable with respect to any invariant measure of the semigroup. In our context this implies that \( V \) will be integrable with respect to any invariant measure \( \mu_a \) of \( \{P_t^a\} \) for any \( a \in I_e \). Then we also have an explicit upper bound for its integral which will be useful later on to ensure the integrability of \( U \) as well: by the invariance of \( \mu_a \) with respect to \( \{P_t^a, t \geq 0\} \) and by [24] we have that

\[
\langle V, \mu_a \rangle = \langle P_t^a V, \mu_a \rangle \leq C_a e^{-\gamma_a t}(V, \mu_a) + K_a,
\]

and therefore

\[
\langle V, \mu_a \rangle \leq \frac{K_a}{(1 - C_a e^{-\gamma_a t})}.
\]

Recently [9] provided a set of verifiable conditions (see Assumption A below) for nonlinear dissipative SPDEs as [20], inspired by the results in [7], which are sufficient to get a spectral gap
in $C_{d}$ where $d$ is defined in (31) below. Let us set the notations to state these conditions and explain the main idea of the proof. Let $Y_0$ be the solution of

$$dY_a + AY_a dt = (F(Y_a) + f(a)) dt + dW_y, \quad Y_a(0) = y \neq x,$$

that is, $Y_a$ satisfies the same equation (20) as $X_a$ but with a different initial condition and a different Wiener process $W_y$. Therefore $\text{Law } Y_a(t) = P^a_t(y, \cdot)$. We want to show that the distance in the Wasserstein semimetric between their laws gets small for large enough $t$, as this will then imply the desired results in Theorem 3.3 To this end consider an intermediate process

$$d\tilde{Y}_a + A\tilde{Y}_a dt = \left(F(\tilde{Y}_a) + f(a) + G(X_a, \tilde{Y}_a)\right) dt + dW, \quad \tilde{Y}_a(0) = y, \quad (25)$$

which we assume has a solution of the type described in connection with Equation (20) at the beginning of this section, where $G$ is a so-called control function. This control is chosen so that the distance between $X_a(t)$ and $\tilde{Y}_a(t)$ in the semimetric $\tilde{d}$ gets small for large enough $t$ and the Wasserstein semimetric between their laws gets small as well. However, $\text{Law } \tilde{Y}_a(t) \neq P^a_t(y, \cdot)$ due to the presence of the extra control term. If the control function $G$ can be taken in a suitable finite dimensional subspace of $H$, then the distance between $\text{Law } \tilde{Y}_a(t)$ and $P^a_t(y, \cdot)$ can be investigated using the Girsanov theorem (for details see [7, 9]).

Under the following conditions the argument sketched here can be made rigorous:

**Assumption A** Let $H_n$ be an $n$-dimensional subspace of $H$ with $\Pi_n$ the orthogonal projection onto $H_n$. The covariance operator $Q$ commutes with $\Pi_n$, and furthermore $Q_n := \Pi_n Q$ is invertible on $H_n$. Let $I_\varepsilon = (a_0 - \varepsilon, a_0 + \varepsilon) \subset \mathbb{R}$ and fix $a \in I_\varepsilon$. Given a solution $t \rightarrow X_a(t)$ of (20), there exists a measurable function $G : H \times H \rightarrow H_n$ such that the controlled equation (25) has a unique solution $\tilde{Y}_a$ in the sense described at the beginning of the current section. In addition, we require the following:

A1 There exist $\kappa_0 > 0$ and $\kappa_1 \geq 0$ independent of $a$ such that for all $t \geq 0$

$$|X_a(t) - \tilde{Y}_a(t)|^2 \leq |x - y|^2 \exp\left(-\kappa_0 t + \kappa_1 \int_0^t \|X_a(s)\|^2 ds\right).$$

A2 There exist $\kappa_2 > 0$, $\kappa_3 \geq 0$ independent of $a$, and for each $\gamma > 0$ a random variable $\Xi_\gamma^a$, such that

$$|X_a(t)|^2 + \kappa_2 \int_0^t \|X_a(s)\|^2 ds \leq |x|^2 + \kappa_3 t + \Xi_\gamma^a, \quad t \geq 0$$

with $\kappa_0 \kappa_2 \geq \kappa_1 \kappa_3$ and

$$\mathbb{P}(\Xi_\gamma^a \geq R) \leq e^{-2\gamma R}, \quad \text{for all } R \geq 0. \quad (26)$$

A3 There exists a positive constant $c > 0$, independent of $a$, such that for each $t \geq 0$ and $s \in [0, t]$

$$|G(X_a(s), Y_a(s))| \leq c|X_a(s) - \tilde{Y}_a(s)|^2.$$

A4 There exists a measurable function $V : H \rightarrow \mathbb{R}_+$, independent of $a$, such that for some $\gamma_\epsilon, K_\epsilon > 0$ so that the following estimate holds for $t \geq s \geq 0$ and all $a \in I$:

$$\mathbb{E} V(X_a(t)) \leq \mathbb{E} V(X_a(s)) + \int_s^t \left(-\gamma_\epsilon \mathbb{E} V(X_a(\tau)) + K_\epsilon \right) d\tau.$$

Furthermore, for any $M > 0$ the function $x \mapsto |x|^2$ is bounded on the sublevel sets $\{V \leq M\}$.

As a direct consequence of A4 the function $V$ is a Lyapunov function for the semigroup $P^a_t$ with

$$P^a_t V(x) \leq V(x)e^{-t\gamma_\epsilon} + \frac{K_\epsilon}{\gamma_\epsilon} \quad \text{for all } x \in H, \ t \geq 0. \quad (27)$$
Furthermore, as seen in [7], Assumption A is sufficient to show spectral gap on a space $C_d$ of observables for a semimetric $\tilde{d}$ defined as follows. Given $\kappa_1, \kappa_2$ and $\gamma$ as in (28) set
\begin{equation}
\begin{aligned}
v &= \frac{\kappa_1}{\kappa_2} \quad \text{and} \quad \alpha_0 = \frac{1}{2} \wedge \frac{2\gamma}{v + 2\gamma}.
\end{aligned}
\end{equation}
For $\alpha \in (0, \alpha_0)$ define the premetric $\theta_\alpha$
\begin{equation}
\begin{aligned}
\theta_\alpha(x, y) := |x - y|^{2\alpha} e^{\alpha v |x|^2}
\end{aligned}
\end{equation}
and, given $N \in \mathbb{N}$, define the semimetric $d_N$ as
\begin{equation}
\begin{aligned}
d_N(x, y) := N\theta_\alpha(x, y) \wedge N\theta_\alpha(y, x) \wedge 1
\end{aligned}
\end{equation}
and finally the semimetric considered is given by
\begin{equation}
\begin{aligned}
\tilde{d}(x, y) := \sqrt{d_N(x, y)(1 + V(x) + V(y))}
\end{aligned}
\end{equation}
for a suitably chosen $N$. Then the following result holds:

**Theorem 3.3** (28). Consider $X_a(t)$ solution of (20) with associated Markov semigroup $P_t^a$ and invariant measure $\mu_a$. Suppose Assumption A holds and define the space $C_d$ with $\tilde{d}$ as in (31). Then the following holds:

1. **Exponential stability**: there exists positive constants $r, C, t_0$, independent of $a$, such that
\begin{equation}
W_\tilde{d}(P_t^a(x, \cdot), \mu_a) \leq C(1 + V(x))e^{-rt} \quad \text{for all} \quad x \in \mathcal{H}, t \geq t_0.
\end{equation}
2. **Spectral gap**: There exists and $\rho < 1$ such that
\begin{equation}
\|P_t^a \varphi - \langle \varphi, \mu_a \rangle\|_{\tilde{d}} \leq \rho \|\varphi - \langle \varphi, \mu_a \rangle\|_{\tilde{d}} \quad \text{for all} \quad \varphi \in C_d, t \geq 0.
\end{equation}

By definition, the semimetric $d_N$ is comparable to the $\alpha_0$–power of the original metric on the space, with $\alpha_0$ as in (28). Therefore, Theorem 3.3 is giving us that, $P_t^a$ exhibits a spectral gap on the set of observables which are $\alpha_0$–Hölder continuous over the level sets of the Lyapunov function $V$.

### 3.2 Linear Response

For the space of observables $(C_d, \| \cdot \|_{\tilde{d}})$ we want to show under which condition the model introduced in (20) exhibits linear response with respect to the parameter $a$. We will do that by giving sufficient conditions for Assumption L to hold. First of all we note that Theorem 3.3 ensures that Assumption L holds. As observed above, the observables in $C_d$ are not differentiable but locally Hölder with exponent $\alpha < \frac{1}{2}$ with respect to the norm $| \cdot |$ on $\mathcal{H}$. The lack of differentiability of the observables effectively requires some regularization property of the semigroup to ensure L holds.

**Theorem 3.4.** Set $I_\varepsilon = (a_0 - \varepsilon, a_0 + \varepsilon) \subset \mathbb{R}, \varepsilon > 0$. Let $X_a(t)$ be the solution of (20) with the map $a \mapsto f(a)$ continuously differentiable as a map from $I_\varepsilon$ into range $Q$ with
\begin{equation}
\sup_{a \in I_\varepsilon} |D_a Q^{-1/2} f(a)| < \infty,
\end{equation}
and let $(P_t^a)_{t \geq 0}$ be the associated semigroup. Let $V$ be a Lyapunov function for $(P_t^a)_{t \geq 0}$ for any $a \in \mathbb{R}$ and consider a function $U : \mathcal{H} \to [1, \infty)$ such that $U \geq \sqrt{1 + V}$. Then Assumption L holds. Furthermore the derivative $(D_a P_t^a)|_{a=a_0}$ has the explicit formulation
\begin{equation}
(D_a P_t^a \psi)|_{a=a_0}(x) = \mathbb{E} \left[ \psi(X_{a_0}(t, x))(Q^{-1}(D_a f)|_{a=a_0}, W(t)) \right].
\end{equation}
Proof. We want to ensure that there exists a function \( (D_a \mathcal{P}_t^a \psi) \mid_{a=a_0} \in C_U \) such that

\[
\lim_{a \to a_0} \frac{\| \mathcal{P}_t^a \psi - \mathcal{P}_t^{a_0} \psi - (a - a_0) (D_a \mathcal{P}_t^a \psi) \|_U}{|a - a_0|} = 0
\]

for any \( \psi \in C_d \). Equivalently, given the definition of \( \| \cdot \|_U \), we have to show that

\[
\lim_{a \to a_0} \sup_{x \in H} \frac{1}{U(x)} \left| \mathbb{E} \left[ \psi(X_a(t,x)) - \psi(X_{a_0}(t,x)) - (a - a_0) (D_a \mathcal{P}_t^a \psi) \right] \right| = 0.
\]

Since \( \psi \) is not differentiable this will not follow directly from the differentiability of the solution \( X \) with respect to the parameter. To go around this problem we introduce the Itô process

\[
d\tilde{W}^a := (f(a) - f(a_0)) \, dt + dW.
\]

By (32) and the mean value theorem, the integral

\[
\int_0^T |Q^{-1/2}(f(a) - f(a_0))|^2 \, ds \leq T \sup_{\tilde{a} \in I_\varepsilon} |D_a Q^{-1/2} f(\tilde{a})|^2
\]

is well defined. Then, by Girsanov’s theorem in Hilbert spaces (see e.g. [11, Theorem 10.14]), the process \( \tilde{W} \) is a \( Q \)-Wiener process on \( (\Omega, \mathbb{F}) \) where \( \mathbb{F} \) is a probability measure absolutely continuous with respect to \( \mathbb{P} \) with density

\[
\frac{d\mathbb{P}}{d\mathbb{P}}(t,a) = \exp \left( M^a(t) - \frac{1}{2} \langle M^a \rangle_t \right)
\]

where

\[
M^a(t) = \left( Q^{-1} (f(a) - f(a_0)), W(t) \right),
\]

\[
\langle M^a \rangle_t = t \langle Q^{-1/2} (f(a) - f(a_0)) \rangle^2.
\]

By definition of \( \tilde{W} \), the solution \( \tilde{X}_{a_0} \) of

\[
d\tilde{X}_{a_0} + A\tilde{X}_{a_0} \, dt = (F(\tilde{X}_{a_0}) + f(a_0)) \, dt + d\tilde{W}^a,
\]

\( \tilde{X}_{a_0}(0) = x \)

is equivalent to the solution \( X_a \) of (31) and \( \mathbb{E} \psi(X_0(t,x)) = \mathbb{E} \psi(\tilde{X}_{a_0}(t,x)) \). Moreover it follows from (33) that

\[
\mathbb{E} \psi(\tilde{X}_{a_0}(t,x)) = \mathbb{E} \left[ \psi(X_{a_0}(t,x)) \frac{d\mathbb{P}}{d\mathbb{P}}(t,a) \right].
\]

Now, taking formally the derivative of (35) at \( a_0 \) we have

\[
D_a \mathbb{E} \psi(X_a(t,x)) \bigg|_{a=a_0} = \mathbb{E} \left[ \psi(X_{a_0}(t,x)) D_a \frac{d\mathbb{P}}{d\mathbb{P}}(t,a_0) \right].
\]

We have to make sure this candidate is indeed the derivative of \( \mathcal{P}_t^a \psi \) at \( a_0 \), namely to ensure that

\[
\sup_x \frac{1}{U(x)} \left| \mathbb{E} \left[ \frac{\psi(X_a(t,x)) - \psi(X_{a_0}(t,x))}{a - a_0} - \psi(X_{a_0}(t,x)) D_a \frac{d\mathbb{P}}{d\mathbb{P}}(t,a_0) \right] \right| = 0
\]

converges to zero when \( a \) approaches \( a_0 \). Let us start then by defining the process

\[
m^a(t) := (D_a Q^{-1} f(a), W(t)), \quad \text{for all } a \in I_\varepsilon
\]

which has mean zero and

\[
\mathbb{E} |m^a(t)|^2 = t \langle D_a Q^{-1/2} f(a) \rangle^2.
\]
By the differentiability of the exponential function it follows that, almost surely, the density function \( \psi \) is differentiable and the derivative at \( a_0 \) is

\[
D_a \frac{d\psi}{d\xi}(t, a_0) = (D_aq^{-1}f(a_0), W(t)) = m^{a_0}(t).
\]

Since \( \mathbb{E} m^{a_0}(t) = 0 \), we see that \( \psi \) does not change if we consider \( \psi + k \) with \( k \) being a constant, which can depend on the initial condition \( x \). Therefore using \( (35) \) we have, if we choose \( k = -\psi(x) \),

\[
\mathbb{E} \left[ \psi(X_a(t, x)) - \psi(x) + \psi(x) - \psi(X_{m_0}(t, x)) \right] - (\psi(X_{m_0}(t, x)) - \psi(x)) m^{a_0}(t) = \mathbb{E} \left[ (\psi(X_{m_0}(t, x)) - \psi(x)) S(t, a) \right],
\]

where

\[
S(t, a) = \frac{1}{a - a_0} \left( \frac{d\tilde{d}}{d\xi}(t, a) - 1 \right) - m^{a_0}(t).
\]

Since \( \|\psi\|_{\hat{d}} < \infty \), for any fixed \( t > 0 \), we have, by definition \( (22) \) of \( \tilde{d} \)

\[
\|\psi(X_{m_0}(t)) - \psi(x)\|_{\hat{d}} \leq \|\psi\|_{\hat{d}} \tilde{d}(X_{m_0}(t), x) \leq \|\psi\|_{\hat{d}}(1 + V(X_{m_0}(t)) + V(x))^{1/2}.
\]

Therefore, by Cauchy-Schwartz inequality

\[
\mathbb{E} \left| \psi(X_{m_0}(t)) - \psi(x) \right| |S(t, a)| \leq \|\psi\|_{\hat{d}} \sqrt{\mathbb{E}(1 + V(X_{m_0}(t)) + V(x))} \mathbb{E} |S(t, a)|^2,
\]

so that

\[
\lim_{a \to a_0} \sup_{x \in H} \frac{1}{U(x)} \mathbb{E} \left| \psi(X_{m_0}(t)) - \psi(x) \right| |S(t, a)| \leq \|\psi\|_{\hat{d}} \sup_{x \in H} \frac{(1 + V(x) + \mathbb{E} V(X_{m_0}(t)))^{1/2}}{U(x)} \lim_{a \to a_0} \left[ \mathbb{E} |S(t, a)|^2 \right]^{1/2}.
\]

Let us examine the terms on the right hand side of this expression.

(I) By \( \text{[Definition 3.1]} \) of the Lyapunov function \( V \) there exist positive constants \( C_{a_0}, \gamma_{a_0}, K_{a_0} \) such that

\[
P_t^{a_0}V(x) \leq C_{a_0}e^{-\gamma_{a_0}t}V(x) + K_{a_0}.
\]

It follows that (I) can be bounded above by

\[
\sup_{x \in H} \frac{(1 + K_{a_0} + V(x)(1 + C_{a_0}e^{-\gamma_{a_0}t}))^{1/2}}{U(x)}.
\]

Then, since \( U(x) \geq (1 + V(x))^{1/2} \) the right hand side stays bounded.

(II) By definition it follows that, almost surely,

\[
\lim_{a \to a_0} |S(t, a)| = \lim_{a \to a_0} \left| \frac{1}{a - a_0} \left( \frac{d\tilde{d}}{d\xi}(t, a) - 1 \right) - m^{a_0}(t) \right| = 0.
\]

Then, if we ensure uniform integrability, namely

\[
\lim_{c \to 0} \sup_{a \in I_x} \mathbb{E} \left[ |S(t, a)|^2 1_{|S(t, a)|^2 \geq c} \right] = 0,
\]

(42)
then \(|S(t,a)|^2\) converges to zero in expectation for \(a \to a_0\), as desired. In particular, as

\[
\mathbb{E} \left[ |S(t,a)|^2 \mathbb{1}_{|S(t,a)|^2 \geq c} \right] \leq \frac{1}{c} \mathbb{E} |S(t,a)|^4,
\]

for (42) to hold, it is sufficient to show that \(\sup_{a \in I_c} \mathbb{E} |S(t,a)|^4 < \infty\). By the definition (33) of \(S(t,a)\) and the triangular inequality we have

\[
\mathbb{E} |S(t,a)|^4 \leq 8 \mathbb{E} \left| \frac{1}{a - a_0} \left( \frac{d\tilde{P}}{dP}(t,a) - 1 \right) \right|^4 + 8 \mathbb{E} |m^{a_0}(t)|^4.
\]

(43)

As \(m^{a_0}(t)\) is Gaussian with zero mean and variance \(t|Q^{-1/2}f(a_0)|^2\), it follows that

\[
\mathbb{E} |m^{a_0}(t)|^4 = 3t^2|Q^{-1/2}f(a_0)|^4
\]

which stays finite by (32). So we are left to show that

\[
\mathbb{E} \left| \frac{1}{a - a_0} \left( \frac{d\tilde{P}}{dP}(t,a) - 1 \right) \right|^4
\]

is uniformly bounded in \(I_c\). By the mean value theorem in integral form and the definition of the density (33) we have

\[
\mathbb{E} \left| \frac{1}{a - a_0} \left( \frac{d\tilde{P}}{dP}(t,a) - 1 \right) \right|^4 = \mathbb{E} \left| \int_0^1 \exp(rM^a(t) - \frac{r}{2}(M^a)_t) \frac{M^a(t) - \frac{1}{2}(M^a)_t}{a - a_0} dr \right|^4 \leq \mathbb{E} e^{4|M^a(t)|} \left| \frac{M^a(t) - \frac{1}{2}(M^a)_t}{a - a_0} \right|^4 \leq \left( \mathbb{E} e^{8|M^a(t)|} \right)^{1/2} \left( \mathbb{E} \left| \frac{M^a(t) - \frac{1}{2}(M^a)_t}{a - a_0} \right|^8 \right)^{1/2}
\]

(44)

where we have also used Cauchy-Schwarz inequality. As \(M^a\) has Gaussian distribution with mean zero and variance \(t|Q^{-1/2}(f(a) - f(a_0))|^2\), it can be shown that the right hand side of (44) is uniformly bounded by the mean value theorem applied to the variance, and by condition (32).

We have proved that in (40) part (I) stays bounded and part (II) converges to zero. Then Equation (40) ensures that \(a \mapsto \mathcal{P}_t^a \psi\) is differentiable in \(a_0\) and its derivative at \(a_0\) is

\[
(D_a \mathcal{P}_t^a \psi)|_{a=a_0}(x) = \mathbb{E} \left[ \psi(X_{a_0}(t,x)) m^{a_0}(t) \right].
\]

We are left to show that (13) holds, namely the derivative is bounded as an operator from \(\mathcal{C}_d\) to \(\mathcal{C}_U\), i.e. there exists \(C\) such that

\[
\| (D_a \mathcal{P}_t^a \psi) \|_{a=a_0} \|_U = \sup_{\psi} \left| \frac{\mathbb{E} \left[ \psi(X_{a_0}(t,x)) m^{a_0}(t) \right]}{U(x)} \right| \leq C \| \psi \|_d
\]

for all \(\psi \in \mathcal{C}_d\). Again, since \(\mathbb{E} m^{a_0}(t) = 0\) we have

\[
\| \mathbb{E} \left[ \psi(X_{a_0}(t,x)) m^{a_0}(t) \right] \| \leq \| (\psi(X_{a_0}(t,x)) - \psi(x)) m^{a_0}(t) \|
\]

\[
\leq \mathbb{E} \left[ |\psi(X_{a_0}(t,x)) - \psi(x)| \right] \left| \int_0^1 Q^{-1/2} D_a f(a_0) dW_s \right|.
\]

Then by (39), Cauchy-Schwarz inequality and the Itô isometry we have

\[
\leq \| \psi \|_d \left( 1 + V(x) + \mathbb{E} V(X_{a_0}(t,x)) \right)^{1/2} \left| Q^{-1/2} D_a f(a_0) \right|
\]

and, by the estimate (11)

\[
\leq \| \psi \|_d \left( 1 + K_{a_0} + V(x)(1 + C_{a_0}e^{-t\gamma a_0}) \right)^{1/2} \left| Q^{-1/2} D_a f(a_0) \right|.
\]
As \( U \geq (1 + V)^{1/2} \), setting
\[
C := |Q^{-1/2}D_a f(a_0)| t^{1/2} \sup_{x \in \mathbb{H}} \frac{(1 + K_{a_0} + V(x)(1 + e^{-t\gamma_{a_0}}))^{1/2}}{U(x)} < \infty,
\]
we have
\[
\| \{ D_a P_t^a \psi \}_{a = a_0} \|_U \leq C\| \psi \|_{\tilde{d}}. \]

We are now ready to show the following result:

**Theorem 3.5.** Set \( I_\varepsilon = (a_0 - \varepsilon, a_0 + \varepsilon) \subset \mathbb{R} \) and consider the system (20) with the map \( a \mapsto f(a) \) differentiable as a map from \( I_\varepsilon \) into range \( Q \) and with \( |Q^{-1/2}D_a f(a)| \) uniformly bounded, and let \( \mu_a \) be the associated unique invariant measure. Suppose Assumption A holds for \( a = a_0 \), with Lyapunov function \( V \). Then the map \( a \mapsto \langle \varphi, \mu_a \rangle \) is differentiable at \( a = a_0 \) for every \( \varphi \in C_{\tilde{d}} \) and the following identity holds
\[
\frac{d}{da} \langle \varphi, \mu_a \rangle \bigg|_{a = a_0} = \langle D_a P_t^{a_0} (1 - P_t^{a_0})^{-1} (\varphi - \langle \varphi, \mu_{a_0} \rangle), \mu_{a_0} \rangle.
\]

**Proof.** In order to apply Theorem 2.7 we show that Assumption L holds. Since Assumption A holds for \( a = a_0 \), then Theorem 3.3 ensures \( P_t^{a_0} \) exhibits a spectral gap, namely Assumption L1. Next, Theorem 3.4 with \( U = \sqrt{1 + V} \) implies that the map \( a \mapsto P_t^{a_0} \varphi \) satisfies Assumption L2. Therefore we only have to ensure that Assumption L3 holds for the choice of \( U \). As \( V \) is a Lyapunov function for any \( a \in I_\varepsilon \), by definition of Lyapunov function and (27) we have that, as we saw in (24),
\[
\langle V, \mu_a \rangle \leq \frac{K_\varepsilon}{\gamma_{\varepsilon}(1 - e^{-\gamma_{\varepsilon} t})}\quad \text{for all } t > 0,
\]
and as \( \langle \sqrt{1 + V}, \mu_a \rangle \leq \sqrt{(1 + V, \mu_{a_0})} \) Assumption L3 follows.

Assumption L2 and L3 can be shown for other choices of the semimetric \( d \) in the definition of \( \tilde{d} \). In fact Theorem 3.4 does not rely on the explicit definition (30) of \( d_N \), but only on the fact that it is not larger than one. In the proof of Theorem 3.5 we saw \( U = \sqrt{1 + V} \) satisfies L3 thanks solely to the properties of the Lyapunov function. We introduced the semidistance \( d_N \) in order to obtain Assumption A which provides quite general yet verifiable conditions for SPDEs like (20) to have a spectral gap.

In Section 4 and Section 5 we will give two examples of application of Theorem 3.5, namely for the stochastic 2D Navier-Stokes equation with additive noise and the stochastic two-layer quasi-geostrophic model with additive noise on one of the layers. First though we close this section by studying when a SPDE like (20) exhibits fractional response.

### 3.3 Fractional response

So far we showed that, as a function of the parameter \( a \), the invariant measure \( \mu_a \) is weakly differentiable for observables in the space \( C_{\tilde{d}} \) when \( f(a) \) is in the range of the noise. Under no restrictions on the spatial regularity of the forcing, we will still be able to show that \( a \mapsto \mu_a \) is Hölder continuous as a map from \( I_\varepsilon \) into the space of functionals on \( C_{\tilde{d}} \), namely there is \( c = c(\varepsilon) \) such that for all \( a_1, a_2 \in I_\varepsilon \)
\[
|\langle \varphi, \mu_{a_1} - \mu_{a_2} \rangle| \leq c\| \varphi \|_{\tilde{d}}|a_1 - a_2|^\alpha
\]
for an appropriate range of \( \alpha \in (0, a_0) \). In order to prove (45) we want to show that the conditions of Corollary 2.7 hold. Here we will provide a set of verifiable assumptions for SPDEs like (20) to show Assumption F.
Assumption H  Let $I_\varepsilon = (a_0 - \varepsilon, a_0 + \varepsilon) \subset \mathbb{R}$ be an interval and consider (20) with $a \mapsto f(a)$ being a $\beta$-Hölder continuous map from $I_\varepsilon$ into $\mathcal{V}$. Furthermore the following conditions hold:

H1 [Assumption A] holds for any $a \in I_\varepsilon$;

H2 Given $X_{a_1}, X_{a_2}$, solutions of (20) for the same realisation of the noise and $a_1, a_2 \in I_\varepsilon$, there exists for all $t \geq 0$ a positive constant $C$ such that

$$|X_{a_1}(t) - X_{a_2}(t)|^2 \leq C|a_1 - a_2|^{2\beta} \exp\left(\kappa_1 \int_0^t \|X_{a_1}(s)\|^2 \, ds\right),$$

where $\kappa_1$ is as in [Assumption A].

H3 There exists $c = c(a)$ with $\sup_{a \in I_\varepsilon} c(a) < \infty$, $\chi > 0$ such that

$$E \exp(\alpha v |X_a(t, x)|^2) \leq c(a) \exp(\alpha |x|^2 e^{-\lambda t}).$$

Intuitively it is plausible that [H2] combined with a bound in $L^2(0, t; \mathcal{V})$ of $X_a$, implies Hölder continuity of $X_a$, and consequently of $P^\alpha_t \psi$, for $\psi$ regular enough. Less clear is the requirement of [H3]. We will see in Theorem 3.7 below that this bound implies condition [H3] thanks to the following lemma:

Lemma 3.6. Let $X_a(t, x)$ be the solution of (20) and suppose [Assumption A] holds. Then [H3] implies

$$\int \exp(\alpha v |x|^2) \mu_a(dx) < c(a).$$

(46)

We postpone the proof of this technical lemma to the end of this section and now see how to apply it, together with [Assumption H] to show [F1], [F2] and [F3].

Theorem 3.7. Suppose [Assumption H] holds. Then for all $\alpha \in (0, a_0)$, with $a_0$ as in (23), there exists $c = c(\varepsilon) > 0$ such that

$$|\langle \varphi, \mu_{a_1} - \mu_{a_2} \rangle| \leq c\|\varphi\|_{\tilde{L}_{\alpha}}|a_1 - a_2|^\alpha$$

for all $a_1, a_2 \in I_\varepsilon$, i.e. $\mu_a$ is locally $\alpha$-Hölder continuous with respect to the parameter $a$.

Proof. We want to apply [Corollary 2.9]. Thanks to [Assumption H] and [Theorem 3.3] we know $P^\alpha_t$ exhibits a spectral gap and hence [F3] holds.

Next we show [F2]. By definition of the Wasserstein semidistance $W_{\tilde{d}}$ we have

$$W_{\tilde{d}}(P^\alpha_t(x, \cdot), P^\alpha_t(a_2, \cdot)) \leq E \tilde{d}(X_{a_1}(t), X_{a_2}(t))$$

(47)

and, thanks to the definition of $\tilde{d}$ and the Cauchy-Schwartz inequality,

$$E \tilde{d}(X_{a_1}(t), X_{a_2}(t)) \leq \sqrt{E d_N(X_{a_1}(t), X_{a_2}(t))} \sqrt{1 + E V(X_{a_1}(t)) + E V(X_{a_2}(t))}.$$  

(48)

Let us first bound $E d_N(X_{a_1}(t), X_{a_2}(t))$. By definition of $d_N$ (30) and $\theta_3$ (29)

$$d_N(X_{a_1}(t), X_{a_2}(t)) \leq N|X_{a_1}(t) - X_{a_2}(t)|^{2\alpha} e^{\alpha v |X_{a_1}(t)|^2}$$

and, thanks to [H2]

$$d_N(X_{a_1}(t), X_{a_2}(t)) \leq NC^\alpha |a_1 - a_2|^{2\alpha \beta} \exp\left(\alpha v |X_{a_1}(t)|^2 + \alpha \kappa_1 \int_0^t \|X_{a_1}(s)\|^2 \, ds\right).$$

(49)

From [Assumption A] part [A2] gives

$$|X_{a_1}(t)|^2 + \kappa_2 \int_0^t \|X_{a_1}(s)\|^2 \, ds \leq |x|^2 + \kappa_\varepsilon t + \Xi^\alpha, \quad t \geq 0.$$
Then, since \( v = \kappa_1 / \kappa_2 \), from (19) it follows
\[
\mathbb{E} d_N(X_{a_1}(t), X_{a_2}(t)) \leq NC^2|a_1 - a_2|^{2\alpha} \exp(\alpha v|x|^2 + \alpha \kappa_\varepsilon t) \mathbb{E} \exp(\alpha v \Xi_{\eta_\nu}^1).
\]

Thanks to the bound (26) for \( \Xi_{\eta_\nu}^1 \) it can be shown that
\[
\mathbb{E} \exp(\alpha v \Xi_{\eta_\nu}^1) \leq \frac{2\gamma}{2\gamma - \alpha v} =: C_\Xi
\]
which is well defined since we consider \( \alpha \in (0, \alpha_0) \) where \( \alpha_0 \) is as in (28), i.e.
\[
\alpha_0 = \frac{1}{2} \wedge \frac{2\gamma}{v + 2\gamma} < \frac{2\gamma}{v}.
\]

Looking back at (48) we have found that
\[
\mathbb{E} d(X_{a_1}(t), X_{a_2}(t)) \leq C_N|a_1 - a_2|^{2\alpha} e^{\alpha v|x|^2 + \alpha \kappa_\varepsilon t}/2 \sqrt{1 + \mathbb{E} V(X_{a_1}(t)) + \mathbb{E} V(X_{a_2}(t))}.
\]

Next, thanks to [H1] namely [A3] for all \( a \in I_e \), it holds
\[
\mathbb{E} V(X_{a_1}(t)) + \mathbb{E} V(X_{a_2}(t)) \leq 2e^{-\gamma t}V(x) + \frac{2K_\varepsilon}{\gamma} \leq 2V(x) + \frac{2K_\varepsilon}{\gamma}.
\]

Then by (47) we have showed
\[
W_g(P_{t_1}^{a_1}(x, \cdot), P_{t_2}^{a_2}(x, \cdot)) \leq \mathbb{E} d(X_{a_1}(t), X_{a_2}(t)) \leq |a_1 - a_2|^{2\alpha} C(t) U(x)
\]
with
\[
C(t) = C_N e^{\alpha v \kappa_\varepsilon t}/2 \quad \text{and} \quad U(x) = e^{\alpha v|x|^2/2} \left( 1 + \frac{2K_\varepsilon}{\gamma} + 2V(x) \right)^{1/2}.
\]

Last, we have to show that [F3] holds, namely that
\[
\langle U, \mu_a \rangle = \int e^{\alpha v|x|^2/2} \left( 1 + \frac{2K_\varepsilon}{\gamma} + 2V(x) \right)^{1/2} \mu_a(dx) < \infty
\]
uniformly in \( a \in I_e \). By Cauchy-Schwartz inequality we have
\[
\langle U, \mu_a \rangle \leq \left( 1 + \frac{2K_\varepsilon}{\gamma} + 2\langle V, \mu_a \rangle \right) \int e^{\alpha v|x|^2/2} \mu_a(dx).
\]

The Lyapunov function is integrable against the invariant measure and, by (24) and (27) we have for all \( a \in I_e \)
\[
\langle V, \mu_a \rangle \leq \frac{K_\varepsilon}{\gamma \varepsilon (1 - e^{-\gamma t})}.
\]

Finally, thanks to [H3] and Lemma 3.6 it follows that
\[
\sup_{a \in I_e} \int e^{\alpha v|x|^2} \mu_a(dx) < \infty
\]
and [F3] holds.

We close the section by proving Lemma 3.6.

**Proof of Lemma 3.6.** Define the function \( \varphi(x) := \exp(\eta|x|^2) \) with \( \eta := \alpha v \), and introduce an increasing sequence of cut-off functions \( \chi_n \in [0, 1] \), i.e. smooth functions supported on \([-n, n] \) with \( \chi_n \to 1 \) over \([-n + 1, n - 1] \) and \( \chi_n \to 1 \) for \( n \to \infty \). Then define the series of functions
\[
\varphi_n(x) := \chi_n(|x|^2)\varphi(x), \quad n \in \mathbb{N}
\]
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so that \( \lim_{n \to \infty} \varphi_n = \varphi \). By the monotone convergence theorem we have
\[
\lim_{n \to \infty} (\varphi_n, \mu_a) = (\lim_{n \to \infty} \varphi_n, \mu_a) = (\varphi, \mu_a),
\]
therefore we want to show that
\[
\lim_{n \to \infty} (\varphi_n, \mu_a) < \infty
\]
uniformly in \( a \). We can write for any \( y \in \mathcal{H} \) and any \( s_n > 0 \)
\[
(\varphi_n, \mu_a) = (\varphi_n, \mu_a) - (\varphi_n, P_{s_n}^a(y, \cdot)) + (\varphi_n, P_{s_n}^a(y, \cdot)).
\]
We will show at the end of the proof that \( \varphi_n \) are such that for some \( C_1 > 0 \)
\[
\|\varphi_n\|_d \leq C_1 n^{1/2} \exp(\eta n).
\]
Then from relation 14, since \( \|\varphi_n\|_d < \infty \) we have the following bound
\[
(\varphi_n, \mu_a) \leq \|\varphi_n\|_d W_d(\mu_a, P_{s_n}^a(y, \cdot)) + (\varphi_n, P_{s_n}^a(y, \cdot)).
\]
Thanks to Assumption \( A \) one has that Theorem 3.3 holds and in particular there exists \( r, C, t_0 > 0 \) such that
\[
W_d(\mu_a, P_{s_n}^a(y, \cdot)) \leq C(1 + V(y))e^{-rs_n} \quad \text{for all } s_n \geq t_0.
\]
Further, using 51 and adjusting appropriately the constant \( C \), from 52 we have
\[
(\varphi_n, \mu_a) \leq C n^{1/2} \exp(\eta n - rs_n)(1 + V(y)) + (\varphi_n, P_{s_n}^a(y, \cdot)).
\]
The first term converges to zero if we choose \( s_n := 2n/r \lor t_0 \). For the second term on the right hand side of \( 53 \), the definition of \( \varphi_n \) and 13 give
\[
(\varphi_n, P_{s_n}^a(y, \cdot)) \leq E \exp(\eta|X_n(s_n, y)|^2) \leq c(a) \exp(\eta e^{-\chi_n}|y|^2).
\]
which converges to \( c(a) \). It follows immediately that
\[
\lim_{n \to \infty} (\varphi_n, \mu_a) \leq c(a)
\]
where, recall \( c(a) \) is assumed to be uniformly bounded in \( I_\varepsilon \). In summary, given 60 and 54, one has the desired result 16.

We conclude the proof by showing that the estimate 51 for \( \|\varphi_n\|_d \) holds. By the mean value theorem, given \( z \in [x, y] \),
\[
|\varphi_n(x) - \varphi_n(y)| \leq \|D_x \varphi_n(z)\| |x - y|
\]
and so if \( \|D_x \varphi_n(z)\| \) is bounded uniformly in \( z \), we have the following bound
\[
\|\varphi_n\|_d \leq \left( \sup_{z \in \mathcal{H}} \|D_x \varphi_n(z)\| \right) \left( \sup_{x \neq y} \frac{|x - y|}{d(x, y)} \right).
\]
Focusing on the derivative of the functions \( \varphi_n \) with respect to \( x \) it is easy to see that
\[
\|D_x \varphi_n(z)\| \leq 2|z|\varphi(z) \left| \chi'_n(|z|^2) + \chi_n(|z|^2) \eta \right|.
\]
The smooth cut–off function
\[
\chi_n(x) = \begin{cases} 
1 & \text{for } x < n - 1 \\
\chi_1(x - n + 1) & \text{for } n - 1 \leq x \leq n \\
0 & \text{for } x > n
\end{cases}
\]
hence its derivative $\chi_n'(z)$ is well defined for any choice of $n$ and has support $[n - 1, n]$ and is uniformly bounded in $n$. Therefore

$$
\sup_{z \in H} \|D_x \varphi_n(z)\| \leq \sup_{|z|^2 \leq n} 2|z| \exp(\eta|z|^2)\left|\chi_n'(|z|^2) + \eta \chi_n(|z|^2)\right|
$$

$$
\leq 2n^{1/2} \exp(\eta n) \left(\sup_{z \in H} |\chi_n(|z|^2)| + \eta\right).
$$

Therefore we showed that there exists a positive constant

$$
C_1 := 2 \left(\sup_{t \in [0, 1]} |\chi_1(t)| + \eta\right)
$$

such that the derivative of $\varphi_n$ satisfies

$$
\sup_{z \in H} \|D_x \varphi_n(z)\| \leq C_1 n^{1/2} \exp(\eta n).
$$

Finally from (55) we see

$$
\|\varphi_n\| \leq C_1 n^{1/2} \exp(\eta n) \sup_{x \neq y} \frac{|x - y|}{d(x, y)}.
$$

By the definition of the semimetric $\tilde{d}$ in (30) we have

$$
\sup_{x \neq y} \frac{|x - y|}{d(x, y)} < \infty
$$

so that, relabelling $C_1$ appropriately, the desired result holds.

\[\square\]

4 Stochastic Navier–Stokes equations

Let $\mathcal{D} = [0, L] \times [0, L] \subset \mathbb{R}^2$ with $L > 0$ and consider the two–dimensional (2D) stochastic Navier–Stokes equation on $\mathcal{D}$

$$
\begin{align*}
du + (u \cdot \nabla)u \, dt &= (\nu \Delta u - \nabla p + f(a)) \, dt + dW \\
\text{div} \, u &= 0 \\
u u(0, x) &= u_0.
\end{align*}
$$

Here $u = u(t, x)$ is the velocity of an incompressible fluid, $\nu$ is the viscosity, $p(t, x)$ the pressure of the fluid, $f(a)$ is a time-independent deterministic forcing depending on a parameter $a \in \mathbb{R}$, and $W$ is a $Q$-Wiener process on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with the covariance operator $Q$. We consider (56) with periodic boundary conditions and we assume that the average flow vanishes, namely

$$
\int_{\mathcal{D}} u(t, x) \, dx = 0 \quad \text{for all } t \geq 0.
$$

In this section, after setting the necessary notations, we discuss a spectral gap results available in the literature for this model and apply the methodology developed in Section 2.2 and Section 3.3 to establish linear and fractional response.

4.1 Mathematical set up

Let $L^2(\mathcal{D})$ and $H^k(\mathcal{D})$, $k \in \mathbb{N}$, be the Sobolev spaces of $L$-periodic functions such that

$$
\int \varphi(x) \, dx = 0
$$

22
and $H^{-k}, k \in \mathbb{N}$ the dual space of $H^k$. As the velocity $u = u(t, x)$ is two-dimensional, it is natural to introduce the following product spaces

$$L^2(D) = \left[ L^2(D) \right]^2 \quad \text{and} \quad H^k(D) = \left[ H^k(D) \right]^2$$

and we consider the Hilbert spaces

$$H = \{ u \in L^2(D) : \text{div} u = 0 \text{ in } D \}$$

$$V = \{ u \in H^1(D) : \text{div} u = 0 \text{ in } D \}$$

with norms $| \cdot |$ and $\| \cdot \|$. Elements of $H$ and $V$ then satisfy the divergence free condition and the boundary conditions by definition.

Let $A$ denote the Stokes operator which we consider as an operator on $H$; it can be shown that $V = D(A^{1/2})$ and $\|u\| = |A^{1/2}u|$. Since we consider periodic boundary conditions, we have that $Au = -\Delta u$ for all $u \in D(A)$. Moreover, the operator $A$ is a self-adjoint positive operator on $H$, and we denote by $\{\lambda_k\}$ its eigenvalues and by $\{e_k\}$ a corresponding complete orthonormal system of eigenvectors.

Denote by $V'$ the dual of $V$, then we have

$$D(A) \subset V \subset H \subset V',$$

where the inclusions are continuous and each space is dense in the following one. The covariance operator $Q$ is a nonnegative, symmetric and trace class operator in $L^2$. We assume that $Q$ and the Stokes operator $A$ commute.

Crucial part of the study of the Navier–Stokes equations is the treatment of the advection term

$$\langle B(u, v), w \rangle = b(u, v, w) := \int_D w(x) \cdot (u(x) \cdot \nabla)v(x) \, dx.$$ 

It is easily seen that the trilinear form $b$ satisfies

$$b(u, v, v) = 0 \quad \text{for all } u \in H, \, v \in V$$

and thanks to Ladyzhenskaya’s inequalities there exists a positive constant $k_0$ so that

$$|b(u, v, u)| \leq k_0 |u| \|u\| \|v\| \quad \text{for all } u, v \in V. \quad (57)$$

By classical arguments (see e.g. [24, 25]), the following weak formulation of (56) is obtained

$$du + (\nu Au + B(u, u)) \, dt = f(a) \, dt + dW, \quad u(0, x) = u_0(x). \quad (58)$$

Given $f(a) \in V'$ and $u_0 \in H$, for any $T > 0$ there exists a unique solution $u = u(t, \omega; u_0, a)$ in $C([0, T]; H) \cap L^2([0, T], V)$ for almost all $\omega$ such that (55) holds in $V'$ and the associated Markov semigroup $P^a_t$ on $H$ is Feller (see e.g. [14, 13]).

### 4.2 Spectral gap

From the literature it is known that this model exhibits exponential convergence of transition probabilities, and [21, 27] in particular showed exponential convergence with respect to the Lipschitz seminorm $\| \cdot \|_\infty$ with Lyapunov function $V(x) = |x|^2$, namely

$$\tilde{d}(x, y)^2 = \left( N|x - y|^{2\alpha}e^{\alpha|x|} \wedge N|x - y|^{2\alpha}e^{\alpha|y|} \wedge 1 \right) \left( 1 + |x|^2 + |y|^2 \right).$$

More specifically, for a fixed parameter $a$ [Assumption A] has been shown to hold in [7] (and in [8], Section 4.2 using the same framework and notation as in the present paper). There the chosen controlled equation is

$$d\tilde{u} + (\nu \tilde{A} \tilde{u} + B(\tilde{u}, \tilde{u})) \, dt = \left( f(a) + \frac{\nu a}{2} \Pi_n (u - \tilde{u}) \right) \, dt + dW, \quad \tilde{u}(0, x) = \tilde{u}_0(x) \neq u_0(x).$$
where \( \Pi_n \) is the projection onto the first \( n \) eigenfunctions of the Stokes operator for an appropriate \( n \in \mathbb{N} \) to be taken large enough. As the dependence on the forcing \( f(a) \) of the estimates is explicit there, one can easily create a uniform version of the estimates, hence we do not repeat the full argument here. Table [1] provides a summary of the parameters mentioned in [Assumption A] together with expressions in terms of parameters appearing the stochastic Navier–Stokes equation which will be used in the results of this section.

**Table 1**: Parameters from [Assumption A] and their values in terms of parameters from the Navier–Stokes equations. Here \( \lambda_n \) is the \( n \)-th eigenvalue of \( -\Delta \), \( k_0 \) appears in the estimates of the trilinear form [24], \( \nu \) is the viscosity, \( \gamma \) is chosen in such a way that \( \kappa_2 \) is positive, \( Q \) is the covariance operator of the noise and \( f \) is the deterministic external forcing.

### 4.3 Linear and fractional response

Given the general framework obtained in [Theorem 3.5], we have the following result on linear response for the 2D stochastic Navier–Stokes equations:

**Theorem 4.1.** Set \( I_\varepsilon = (a_0 - \varepsilon, a_0 + \varepsilon) \subset \mathbb{R}, \ a_0 \in \mathbb{R}, \varepsilon > 0 \). Consider the Navier–Stokes equation [24] with deterministic forcing the map \( a \mapsto f(a) \) continuously differentiable as a map from \( I_\varepsilon \) into range \( Q \) with \( |D_a f(a)| \) uniformly bounded in \( a \). Let \( \mu_a \) be the associated unique invariant measure. Then the map \( a \mapsto \langle \varphi, \mu_a \rangle \) is differentiable at \( a = a_0 \) for every \( \varphi \in C_\beta \) and the following identity holds

\[
\left. \frac{d}{da} \langle \varphi, \mu_a \rangle \right|_{a = a_0} = \langle D_a P_{t_1}^{\mu_{a_0}} (1 - P_{t_1}^{\mu_a})^{-1} (\varphi - \langle \varphi, \mu_{a_0} \rangle), \mu_{a_0} \rangle. 
\]

**Proof.** As discussed in Section 4.2 [Assumption A] holds for the Navier-Stokes equations [24] with Lyapunov function \( V(x) = |x|^2 \). Then [Theorem 3.5] applies as the forcing \( f(a) \) is assumed in the range \( Q \).

Next, we consider a deterministic forcing \( f(a) \) being \( \beta \)-Hölder continuous in the parameter \( a \in \mathbb{R} \) as a function into \( V' \). By showing that conditions of [Assumption H] hold we will ensure the model admits fractional response.

**Theorem 4.2.** Let \( I_\varepsilon = (a_0 - \varepsilon, a_0 + \varepsilon) \) be an arbitrary neighbourhood of \( a_0 \in \mathbb{R} \). Consider the Navier–Stokes equation [24] with \( f(a) \) locally \( \beta \)-Hölder continuous in \( a \) as a function into \( V' \), namely for every \( \varepsilon > 0 \) there exists \( C_f = C_f(a_0, \varepsilon) \) such that

\[
\|f(a_1) - f(a_2)\|_{-1} \leq C_f |a_1 - a_2|^\beta \quad \text{for all } a_1, a_2 \in I_\varepsilon. 
\]  

(59)

Then for all \( \alpha \in (0, \alpha_0) \), with \( \alpha_0 \) as in [24], for every \( \varepsilon \) there exists \( c = c(\varepsilon) \) such that for all \( a_1, a_2 \in I_\varepsilon \)

\[
|\langle \varphi, \mu_{a_1} - \mu_{a_2} \rangle| \leq c ||\varphi||_{-\beta} |a_1 - a_2|^{\alpha \beta} \quad \text{for all } \varphi \in C_\beta. 
\]  
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Proof. Given Theorem 3.7 we have to ensure that the solution of (58) satisfies Assumption H. As discussed in Section 4.2 Assumption A holds for the Navier-Stokes equations (58) with Lyapunov function \( V(x) = |x|^2 \), and the parameters in Table 1 are bounded uniformly for \( a \in I_\varepsilon \), so \( H_1 \) is satisfied.

Proof of \( H_3 \) Let \( \eta > 0 \) and take the \( \mathcal{H} \) product of (58) with \( \eta u \) itself to get
\[
d(\eta |u(t)|^2) = \eta \left( 2\langle f(a) , u \rangle + \text{Tr} Q - 2\eta \|u\|^2 \right) dt + 2\eta \langle u , \cdot \rangle dW(t).
\]
To this stochastic differential equation we apply the following result [18, Lemma 5.1]

Lemma 4.3. Let \( M \) be a real-valued semimartingale
\[
dM(t, \omega) = F(t, \omega) dt + G(t, \omega) dB
\]
where \( B \) is a standard Brownian motion. Assume there exists a process \( Z \) and positive constants \( b_1, b_2, b_3 \) with \( b_2 > b_3 \), such that
(i) \( F \leq b_1 - b_2 Z \) a.s.,
(ii) \( M \leq Z \) a.s.,
(iii) \( G^2 \leq b_3 Z \) a.s.
Then the bound
\[
E \exp \left( M(t) + \frac{b_2 e^{-b_2 t/4} \int_0^t Z(s) ds}{4} \right) \leq \frac{b_2 \exp \left( \frac{2b_1}{b_2} \right)}{b_2 - b_3} \exp \left( M(0)e^{-b_2 t/2} \right)
\]
holds for any \( t \geq 0 \).

We plan to apply Lemma 4.3 with \( M(t) := \eta |u_t|^2 \) and \( Z(t) := \eta \lambda_1^{-1} \|u_t\|^2 \). We establish the three conditions of the lemma in turn:
(i) The first condition of the lemma is satisfied for \( b_1 = \eta \left( \|f(a)\|^2_1 / \nu + \text{Tr} Q \right) \) and \( b_2 = \nu \lambda_1 \) as
\[
F(t) = \eta \left( 2\langle f(a) , u \rangle + \text{Tr} Q - 2\eta \|u\|^2 \right) \leq \eta \left( \|f(a)\|^2_1 / \nu + \nu \|u\|^2 + \text{Tr} Q - 2\nu \|u\|^2 \right) = b_1 - b_2 Z(t).
\]
(ii) The second condition follows simply by Poincaré’s inequality \( M(t) = \eta |u|^2 \leq \eta \lambda_1^{-1} \|u\|^2 = Z(t) \).
(iii) For the third condition note that we can write
\[
2\eta \langle u , \cdot \rangle dW = 2\eta \|u , \cdot \|_{L^2_\omega} \frac{\langle u , \cdot \rangle}{\|u , \cdot \|_{L^2_\omega}} dB = 2\eta \|\langle u , \cdot \rangle\|_{L^2_\omega} dB
\]
where \( B \) defined as above is a standard real-valued Brownian motion. Then
\[
G(t, \omega)^2 = 4\eta^2 \|\langle u , \cdot \rangle\|^2_{L^2_\omega} = 4\eta^2 \sum_{k \in \mathbb{N}} \left( \left| \langle u , Q^{1/2}e_k \rangle \right|^2 \right)^2 \leq 4\eta^2 \text{Tr} Q |u_t|^2 \leq 4\eta^2 \text{Tr} Q \lambda_1^{-1} \|u_t\|^2
\]
and \( b_3 = 4\eta \text{Tr} Q \).
To ensure that $b_2 > b_3$ i.e. $4\eta \text{Tr} \, Q < \nu \lambda_1$ we take

$$\eta < \nu \lambda_1 / 4 \text{Tr} \, Q := : \eta_1.$$  

(60)

Then [Lemma 4.3] gives

$$\mathbb{E} \exp \left( \eta |u_1|^2 + \frac{\nu \eta e^{-\nu \lambda_1 t}}{4} \int_0^t \|u_s\|^2 \, ds \right) \leq c(a) \exp \left( \eta |u_0|^2 e^{-\nu \lambda_1 t/2} \right)$$

with

$$c(a) = \frac{\nu \lambda_1 \exp \left( 2\alpha (\text{Tr} \, Q + \|f(a)\|^2_{2,1}/\nu) \right)}{\nu \lambda_1 - 4 \eta \text{Tr} \, Q}$$

which stays uniformly bounded for all $a \in I_x$. Consequently we have

$$\mathbb{E} \exp (\eta |u_1|^2) \leq c(a) \exp \left( \eta |u_0|^2 e^{-\nu \lambda_1 t/2} \right)$$

for all $\eta \in (0, \eta_1)$. Then we only have to make sure we can take $\eta = \alpha \nu$. First note that given the definition (28) of $\alpha_0$ we have

$$\alpha_0 \nu = \frac{\nu}{2} \wedge \frac{2\gamma \nu}{2 \gamma + \nu} < 2 \gamma$$

where $\gamma > 0$ is an arbitrary parameter smaller than $\nu \lambda_1 / \text{Tr} \, Q$. Therefore if we choose

$$0 < 2 \gamma < \eta_1 = \frac{\nu \lambda_1}{4 \text{Tr} \, Q},$$

we have $\alpha_0 \nu < \eta_1$ as desired.

**Proof of [12]** Set $u(t) := u(t; u_0, a_1)$, $v(t) := u(t; u_0, a_2)$ and $w := u - v$. Then $w$ must satisfy the following equation

$$\frac{dw}{dt} + \nu Aw + B(w, u) + B(v, w) = f(a_1) - f(a_2), \quad w(0) = 0.$$  

(61)

Take the $H$ scalar product of (61) with $w$

$$\frac{1}{2} \frac{d|w|^2}{dt} + \nu \|w\|^2 + (B(w, u), w) = \langle f(a_1) - f(a_2), w \rangle,$$

where we have used that $(B(v, w), w) = 0$. Using the estimate (57) for the trilinear form and Cauchy-Schwartz inequality, we get

$$\frac{1}{2} \frac{d|w|^2}{dt} + \nu \|w\|^2 \leq k_0 |w| \|w\| \|u\| + \|f(a_1) - f(a_2)\|_{-1} |w|,$$

and by Young’s inequality and the Hölder continuity of $f$ (59)

$$\frac{1}{2} \frac{d|w|^2}{dt} \leq \frac{k_0^2}{2 \nu} \|w\|^2 + \frac{C^2}{\nu} |a_1 - a_2|^2.$$

By Gronwall’s inequality we get

$$|w(t)|^2 \leq \frac{2C^2}{\nu} |a_1 - a_2|^2 \int_0^t \exp \left( \frac{k_0^2}{\nu} \int_s^t \|u(r, a_1)\|^2 \, dr \right) \, ds$$

$$\leq \frac{2C^2}{\nu} |a_1 - a_2|^2 t \exp \left( \frac{k_0^2}{\nu} \int_0^t \|u(r, a_1)\|^2 \, dr \right)$$

so that [12] is satisfied with $C = 2tC^2/\nu$, $\kappa_1 = k_0^2/\nu$. 

\[\square\]
5 Stochastic two–layer quasi–geostrophic model

The 2LQG equations model mid-latitude atmosphere and ocean dynamics at large scale. The model describes two layers of fluid one on top of the other with mean height $h_1$ for the top layer and $h_2$ for the bottom one, and with density respectively $\rho_1$ and $\rho_2$ with $\rho_1 < \rho_2$. We consider the so-called $\beta$-plane approximation to the Coriolis effect (see [28, Section 2.3.2]). We assume that the forcing acts only on the top layer and has a non-trivial stochastic part which accounts for example for the effect of the wind on the upper ocean. For a more detailed exposition of the mathematical description see [9] and references therein.

Let $D$ be a squared domain $D = [0, L] \times [0, L] \subset \mathbb{R}^2$. Consider the following equations

$$dq_1 + J(\psi_1, q_1 + \beta y) \, dt = (\nu \Delta^2 \psi_1 + f(a)) \, dt + dW$$
$$\partial_t q_2 + J(\psi_2, q_2 + \beta y) = \nu \Delta^2 \psi_2 - r \Delta \psi_2,$$

where $x = (x, y) \in D$, $\psi(t, x) = (\psi_1(t, x), \psi_2(t, x))^T$ is the streamfunction of the fluid, and $\mathbf{q}(t, x) = (q_1(t, x), q_2(t, x))^T$ is the so-called quasi–geostrophic potential vorticity. Vorticity and streamfunction are related through

$$q_1 = \Delta \psi_1 + F_1(\psi_2 - \psi_1)$$
$$q_2 = \Delta \psi_2 + F_2(\psi_1 - \psi_2),$$

where $F_1, F_2$ are positive constants. Moreover, $J$ is the Jacobian operator $J(a, b) = \nabla^\perp a \cdot \nabla b$, $W$ is a Wiener process on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, with covariance operator $Q$. Furthermore we assume periodic boundary conditions for $\psi$ in both directions with period $L$ and we impose that

$$\int_D \psi(t, x) \, dx = 0 \quad \text{for all} \quad t \geq 0.$$  

The model includes a deterministic forcing on the top layer $f(a)$ (time-independent) as well with zero spatial averages, i.e.

$$\int_D f(x, a) \, dx = 0.$$  

The constants $F_1, F_2$ are such that

$$h_1 F_1 = h_2 F_2 =: p.$$  

The model includes dissipation generated by the eddy viscosity on both layers modeled by the terms $\nu \Delta^2 \psi$, and by the friction with the bottom modeled by $r \Delta \psi_2$. We can write in vectorial formulation introducing

$$B(\psi, \xi) = \begin{pmatrix} J(\psi_1, \Delta \xi_1) + F_1 J(\psi_1, \xi_1) \\ J(\psi_2, \Delta \xi_2) + F_2 J(\psi_2, \xi_1) \end{pmatrix},$$

Then, using the fact that $J(\psi, \psi) = 0$, (62) becomes

$$d\mathbf{q} + (B(\psi, \psi) + \beta \partial_x \psi) \, dt = \nu \Delta^2 \psi \, dt + \begin{pmatrix} f(a) \\ -r \Delta \psi_2 \end{pmatrix} \, dt + d\mathbf{W}$$

where $\mathbf{W} = (W,0)^T$, and $\Delta \psi = (\Delta \psi_1, \Delta \psi_2)^T$. Moreover, we can express the relation between the streamfunctions and the vorticities as

$$\mathbf{q} = (\Delta + \mathbf{M}) \psi \quad \text{with} \quad \mathbf{M} = \begin{pmatrix} -F_1 & F_1 \\ F_2 & -F_2 \end{pmatrix}.$$  

Next we set the notations for the mathematical setup of two–layer quasi–geostrophic model used in this work following [9].
5.1 Mathematical set up

Let \((L^2(\mathcal{D}), \| \cdot \|_0), (H^k(\mathcal{D}), \| \cdot \|_k), k \in \mathbb{R}\) be the standard Sobolev spaces of \(L\)-periodic functions satisfying \(\Box\). Denote by \((\cdot, \cdot)_k\) the associated scalar product. We introduce the product spaces to deal with our coupled system

\[
L^2(\mathcal{D}) = [L^2(\mathcal{D})]^2 \quad \text{and} \quad H^k(\mathcal{D}) = [H^k(\mathcal{D})]^2
\]

with the weighted scalar product and norm

\[
(\psi, \xi)_k := h_1(\psi_1, \xi_1)_k + h_2(\psi_2, \xi_2)_k
\]

\[
\|\psi\|_k^2 := h_1\|\psi_1\|^2_k + h_2\|\psi_2\|^2_k
\]

for \(\psi \text{ and } \xi \text{ elements of } H^k \times H^k, k > 0\) or \(L^2 \times L^2\) for \(k = 0\). Further denote with \(H^{-k}\) the dual space of \(H^k, k > 0\).

We take the covariance operator \(Q\) to be nonnegative, symmetric and trace class in \(L^2\). We also assume that \(Q\) and \(-\Delta\) commute.

Define the operator \(\tilde{A}: H^{k+2} \to H^k, k \in \mathbb{R}\), connecting the streamfunction with the quasi-geostrophic potential vorticity

\[
\tilde{A}\psi = -(\Delta + M)\psi, \quad \psi \in H^{k+2}.
\]

It is easy to see that \(\tilde{A}\) is an unbounded non-negative self-adjoint operator in \(H^k\) with respect to the weighted scalar product \((\cdot, \cdot)_k\) and thanks to \(\Box\), \(\tilde{A}\) has a bounded inverse which is bounded as function \(H^k \to H^{k+2}\), that is, for each \(q \in H^k\) there exists a unique \(\psi \in H^{k+2}\) such that \(q = -\tilde{A}\psi\).

Remark 5.1. Since the \(L^2\) and \(H^1\) norms and the \(L^2\) scalar product are the most used throughout this section, for the sake of simplifying notation we denote them as follows

\[
|\psi| := \|\psi\|_0 \quad \text{and} \quad \|\psi\| := \|\psi\|_1
\]

\[
|\psi| = h_1|\psi_1| + h_2|\psi_2| := \|\psi\|_0 \quad \text{and} \quad \|\psi\| = h_1\|\psi_1\| + h_2\|\psi_2\| := \|\psi\|_1
\]

\[
(\psi, \xi) := (\psi, \xi)_0 \quad \text{and} \quad (\psi, \xi) = h_1(\psi_1, \xi_1) + h_2(\psi_2, \xi_2)
\]

Finally, we introduce two new norms on the level of the potential vorticities. For \(q \in H^{-1}\) there exists \(\psi \in H^1\) such that \(q = -\tilde{A}\psi\), and we can define the norm on \(H^{-1}\)

\[
\|q\|_{-1}^2 := \|\psi\|^2 + p|\psi_1 - \psi_2|^2
\]

and, for \(q \in L^2\) with \(\psi \in H^2\) define the norm on \(L^2\)

\[
\|q\|_0^2 := |\Delta\psi|^2 + p|\psi_1 - \psi_2|^2.
\]

Note that by Poincaré inequality one has

\[
\|q(t)\|_{-1}^2 = \|\psi\|^2 + p|\psi_1 - \psi_2|^2
\]

\[
\leq \lambda_1^{-1} (|\Delta\psi|^2 + p|\psi_1 - \psi_2|^2) = \lambda_1^{-1} \|q(t)\|_0^2.
\]

Furthermore, these norms are equivalent to \(\| \cdot \|_{-1}\) and \(\| \cdot \|_0\) respectively and have a series of useful properties:

Lemma 5.2 (\cite{[9]} Lemma 2.2). Consider \(q \in H^{-1}\) and \(\psi \in H^1\) such that \(q = -\tilde{A}\psi\). Then the following relations hold:

\[
-(q, \psi) = \|q\|_{-1}^2 \quad \text{and} \quad \|\psi\|^2 \leq \|q\|_{-1}^2 \leq c_0\|\psi\|^2
\]

\[
|\Delta\psi|^2 = |\Delta\psi|^2 \leq \|q\|_0^2 \leq c_0|\Delta\psi|^2.
\]

The proof of this Lemma is analogous to the existing proof. For \(q \in L^2\) and \(\psi \in H^2\) such that \(q = -\tilde{A}\psi\), we have:

\[
(q, \Delta\psi) = \|q\|_0^2
\]

\[
|\psi_1 - \psi_2|^2 = |\psi_1 - \psi_2|^2 \leq \|q\|_0^2 \leq c_0|\Delta\psi|^2.
\]
as a function in $\mathcal{H}_k$. For a complete proof of these result we refer to [8, Section 2] and references therein.

The deterministic version of (66) has been shown to be well-posed in [5]. For the stochastic model (65), for $f \in H^{-2}$, $q_0 \in H^{-1}$ and $T > 0$ there exists a pathwise unique solution $q(t, \omega; q_0, a)$ in $C([0, T]; H^{-1}) \cap L^2(0, T; L^2)$ for almost all $\omega$ and the associated Markov semigroup $P^a_t$ is Feller as $q$ is a continuous function of the initial condition $q_0$ as a function in $H^{-1}$. For a complete proof of these result we refer to [8, Section 2] and references therein.

5.2 Spectral gap

In [8] it is shown that (65) exhibits a spectral gap as it satisfies Theorem 3.3 provided the parameter $r$ is large enough. More specifically, it is demonstrated for a fixed $\alpha$ Assumption $\text{A}$ holds with Lyapunov function $V(q) = \|q\|_{-1}^2$. The chosen controlled equation is

$$d\tilde{q} + \left( B(\tilde{\psi}, \tilde{\psi}) + \beta \partial_x \tilde{\psi} \right) dt = \nu \Delta^2 \tilde{\psi} + \left( f(a) + r \Pi_n(\psi - \tilde{\psi}_1) \right) - r \Delta \tilde{\psi}_2$$

where $\Pi_n$ is the projection onto the first eigenfunctions of $-\Delta$ for an appropriate $n$. Similarly to the Navier–Stokes equation, the dependence on the forcing $f$ is explicit in the estimates needed for Assumption $\text{A}$ hence the calculations in [8] are easily extendable to estimates with parameters independent from $a$ as desired in this context. Table $\text{[3]}$ shows the parameters mentioned in Assumption $\text{A}$ and how they relate to the parameters appearing in the stochastic 2LQG equations. Finally, the required lower bound on the parameter $r$ is

$$r > \frac{2k_{\mu}}{\nu} \left( \frac{h}{v} \|f(a)\|_{-2}^2 + T_Q \right).$$

5.3 Linear and fractional response

We start with the weak differentiability or linear response for the two–layer quasi-geostrophic model. This was the main motivation for developing the general methodology presented above which now affords a very concise proof.

| Space | Norm |
|-------|------|
| $\mathcal{H}_k$ | $\|\psi\|_k^2 = h_1 \|\psi_1\|_k^2 + h_2 \|\psi_2\|_k^2$ |
| $L^2 = \mathcal{H}^0$ | $\|\psi\|_0 = h_1 \|\psi_1\|_0 + h_2 \|\psi_2\|_0^2$ |
| $H^1$ | $\|\psi\| = h_1 \|\psi_1\| + h_2 \|\psi_2\|$ |
| $H^{-1}$ | $\|\psi\|_{-1} = \|\psi\| + \|\psi_1 - \psi_2\|^2$ |

Table 2: Notations for the two–layer quasi–geostrophic model. Rows 1–3 will be used for the streamfunctions $\psi$. Rows 4,5 will be mainly used for the potential vorticities $q$, that is $q \in L^2$, $H^{-1}$ respectively and $\psi$ is such that $q = -A\psi$. The deterministic version of (66) has been shown to be well–posed in [5]. For the stochastic model (65), for $f \in H^{-2}$, $q_0 \in H^{-1}$ and $T > 0$ there exists a pathwise unique solution $q(t, \omega; q_0, a)$ in $C([0, T]; H^{-1}) \cap L^2(0, T; L^2)$ for almost all $\omega$ and the associated Markov semigroup $P^a_t$ is Feller as $q$ is a continuous function of the initial condition $q_0$ as a function in $H^{-1}$. For a complete proof of these result we refer to [8, Section 2] and references therein.

5.2 Spectral gap

In [8] it is shown that (65) exhibits a spectral gap as it satisfies Theorem 3.3 provided the parameter $r$ is large enough. More specifically, it is demonstrated for a fixed $\alpha$ Assumption A holds with Lyapunov function $V(q) = \|q\|_{-1}^2$. The chosen controlled equation is

$$d\tilde{q} + \left( B(\tilde{\psi}, \tilde{\psi}) + \beta \partial_x \tilde{\psi} \right) dt = \nu \Delta^2 \tilde{\psi} + \left( f(a) + r \Pi_n(\psi - \tilde{\psi}_1) \right) - r \Delta \tilde{\psi}_2$$

where $\Pi_n$ is the projection onto the first eigenfunctions of $-\Delta$ for an appropriate $n$. Similarly to the Navier–Stokes equation, the dependence on the forcing $f$ is explicit in the estimates needed for Assumption A hence the calculations in [8] are easily extendable to estimates with parameters independent from $a$ as desired in this context. Table 3 shows the parameters mentioned in Assumption A and how they relate to the parameters appearing in the stochastic 2LQG equations. Finally, the required lower bound on the parameter $r$ is

$$r > \frac{2k_{\mu}}{\nu} \left( \frac{h}{v} \|f(a)\|_{-2}^2 + T_Q \right).$$

5.3 Linear and fractional response

We start with the weak differentiability or linear response for the two–layer quasi-geostrophic model. This was the main motivation for developing the general methodology presented above which now affords a very concise proof.
Theorem 5.4. Set \( I_\varepsilon = (a_0 - \varepsilon, a_0 + \varepsilon) \subset \mathbb{R} \) and consider the two-layer quasi-geostrophic equation \( 2 \text{LQG} \) with parameters satisfying \( \text{(74)} \). Suppose \( a \mapsto f(a) \) is continuously differentiable as a map from \( I_\varepsilon \) into range \( Q \), with \( |D_a Q^{-1/2} f| \) uniformly bounded in \( a \), and let \( \mu_a \) be the associated unique invariant measure. Then the map \( a \mapsto \langle \varphi, \mu_a \rangle \) is differentiable at \( a = a_0 \) for every \( \varphi \in C_d \) with

\[
\frac{d}{da} \langle \varphi, \mu_a \rangle \bigg|_{a=a_0} = (D_a P_t^a)_{a=a_0} (1 - P_t^a)^{-1} \langle \varphi - \langle \varphi, \mu_a \rangle, \mu_a \rangle.
\]

Proof. Since \( \text{(74)} \) is satisfied then, as discussed in Section 5.2, \( \text{Assumption A} \) holds. Then the thesis follows from Theorem 3.5.

For this model the requirement for the forcing to be in the range of the noise implies that the forcing has to act on the same layer where the noise does. This is a natural assumption in some applications for example if the random term accounts for changes in the intensity of the average wind forcing on the upper ocean. However, the presented methodology cannot deal with the response to changing forcings in the bottom layer. Yet for such forcings that are not necessarily in the range of the noise, we can nevertheless show fractional response.

Theorem 5.5. Consider \( 2 \text{LQG} \) with parameters satisfying \( \text{(74)} \) and parameter \( a \) in the interval \( I_\varepsilon = (a_0 - \varepsilon, a_0 + \varepsilon) \subset \mathbb{R} \). Suppose \( f(a) \) is \( \beta \)-Hölder continuous as a function from \( I_\varepsilon \) into \( H^{-2} \), namely there exists \( C_f \in C_f(a_0, \varepsilon) \) such that

\[
\|f(a_1) - f(a_2)\|_{-2} \leq C_f |a_1 - a_2|^\beta \quad \text{for all } a_1, a_2 \in I_\varepsilon.
\]

Then for all \( \alpha \in (0, \alpha_0) \), with \( \alpha_0 \) as in \( \text{(25)} \), there exists \( c = c(\varepsilon) \) such that

\[
|\langle \varphi, \mu_{a_1} - \mu_{a_2} \rangle| \leq c \|\varphi\|_2 |a_1 - a_2|^{\alpha \beta} \quad \text{for all } \varphi \in C_d
\]

for all \( a_1, a_2 \in I_\varepsilon \), namely the map \( a \mapsto \mu_a \) is locally \( \alpha \beta \)-Hölder continuous.

Proof. We want to ensure that \( \text{Assumption H} \) holds to apply Theorem 3.7. By the results in the literature \( \text{(9)} \) we know \( \text{Assumption A} \) holds, as discussed in Section 5.2 and hence \( \text{H1} \) holds.

Proof of \( \text{H3} \) As seen for the Navier–Stokes equation it is sufficient to check that the conditions of Lemma 4.3 are met. Taking the \( L^2 \) product of \( \text{(66)} \) with \( \eta \psi = -\eta \tilde{A}^{-1} q \), using \( \text{(67)} \) and \( \text{(72)} \) we have

\[
d(\eta \|q\|_{-1}^2) = -2\eta \langle \nabla \psi, \psi \rangle + h_1(f(a), \psi_1) + rh_2(\psi_2^2) \rangle dt + \eta T_Q dt - 2\eta h_1(\psi_1, dW(t)) + \eta T_Q dt - 2\eta h_1(\psi_1, dW(t)).
\]

where \( T_Q = \text{Tr}(Q^{1/2}) \tilde{A}^{-1} Q^{1/2} \). We check the conditions of Lemma 4.3 with \( M(t) := \eta \|q(t)\|_{-1}^2 \), \( Z(t) := \eta \lambda_1^{1/2} \|q(t)\|_0^2 \).
(i) Set the function $F(t)$ to be

$$F(t) := -2\eta \left(h_1(f(a), \psi_1) + rh_2\|\psi_2\|^2 + \nu|\Delta \psi|^2\right) + \eta T_Q.$$ 

By Cauchy-Schwartz, Young and Poincaré inequalities and dropping the term $rh_2\|\psi_2\|$ we get

$$F(t) \leq \frac{\eta h_1}{\nu}\|f(a)\|_{L_2}^2 + \eta h_1|\Delta \psi_1|^2 - 2\eta \nu |\Delta \psi|^2 + \eta T_Q$$

$$\leq \eta \left(\frac{h_1}{\nu}\|f(a)\|_{L_2}^2 + T_Q\right) - \eta \nu |\Delta \psi|^2.$$ 

Then estimating $|\Delta \psi|^2$ by (70), i.e. $\|q\|_{L_2}^2 \leq c_0|\Delta \psi|^2$,

$$F(t) \leq b_1 - b_2 \eta \lambda_1^{-1}\|q(t)\|_{L_0}^2$$

with

$$b_1 = \eta \left(\frac{h_1}{\nu}\|f(a)\|_{L_2}^2 + T_Q\right) \quad \text{and} \quad b_2 = \frac{\nu \lambda_1}{c_0}.$$ 

(ii) By Poincaré inequality $M(t) = \eta\|q(t)\|_{L_1}^2 \leq \eta \lambda_1^{-1}\|q(t)\|_{L_0}^2 = Z(t).$

(iii) It is easy to see that there is a standard real-valued Wiener process $B(t, \omega)$ such that

$$-2\eta h_1(\psi_1(t), dW(t)) = -2\eta h_1(\psi_1(t), \cdot)_{L_2}^2 dB(t) =: G(t) dB.$$ 

We then have to ensure that there exists $b_3 \in (0, b_2)$ such that $G^2 \leq b_3 Z$ almost surely i.e.

$$4\eta^2 h_1^2 \|\psi_1, \cdot\|_{L_2}^2 \leq b_2 \eta \lambda_1^{-1}\|q(t)\|_{L_0}^2. \quad (75)$$

By definition of $L_2^0$ we have

$$\|\psi_1, \cdot\|_{L_2}^2 = \sum_{k \in \mathbb{N}} |\psi_1, Q^{1/2} e_k|^2.$$ 

By Cauchy-Schwartz inequality and Poincaré inequality it follows

$$\|\psi_1, \cdot\|_{L_2}^2 \leq |\psi_1|^2 \sum_{k \in \mathbb{N}} |Q^{1/2} e_k|^2 = Tr Q |\psi_1|^2 \leq \frac{Tr Q}{\lambda_1^2 h_1} |\Delta \psi|^2$$

and consequently by (70), (75) holds setting $b_3 = 4\eta h_1 \lambda_1^{-1} Tr Q.$

As we require $b_2 > b_3$ i.e.

$$\frac{\nu \lambda_1}{c_0} > 4\eta h_1 \lambda_1^{-1} Tr Q$$

we get that for all

$$0 < \eta < \frac{\nu \lambda_1}{4c_0 h_1 Tr Q} := \eta_1,$$

the hypothesis of Lemma 4.3 hold, giving

$$\mathbb{E} \exp(\eta\|q(t)\|_{L_0}^2) \leq c(a) \exp(\eta\|q(0)\|_{L_0}^2 e^{-\frac{b_2 t}{2}})$$

for all $\eta < \eta_1$ and all $t > 0$ with

$$c(a) = \frac{b_2 \exp\left(\frac{2\alpha}{b_2}ight)}{b_2 - b_3} = \frac{\nu \lambda_1}{c_0} \exp\left(\frac{2\alpha}{\nu \lambda_1}\left(\frac{h_1}{\lambda_1}\|f(a)\|_{L_2}^2 + T_Q\right)\right) - \frac{\nu \lambda_1}{c_0} - 4\eta h_1 \lambda_1^{-1} Tr Q.$$
which stays uniformly bounded for all \( a \in I \). We have only to show that \( \eta = \alpha_0 v < \eta_1 \). By definition of \( \alpha_0 \) we have that
\[
\alpha_0 v = v \left( \frac{1}{2} \wedge \frac{2\gamma}{2\gamma + v} \right) < 2\gamma.
\]
Recall that \( \gamma \) is an arbitrary parameter introduced so that \( \kappa_2 \) stays positive, i.e.
\[
\gamma < \frac{\nu \lambda_1^2}{2 \text{Tr} Q}.
\]
Then picking
\[
2\gamma < \frac{\nu \lambda_1^2}{2 \text{Tr} Q} \left( 1 \wedge (2 \alpha_0 h_1)^{-1} \right) \leq \eta_1,
\]
it is ensured that \( \alpha_0 v < \eta_1 \).

**Proof of [12]** Consider \( q(t) \) and \( \tilde{q}(t) \), unique solutions of \( (66) \) respectively with parameter \( a_1 \) and \( a_2 \), and same realization of the noise. Then the difference \( \xi := q - \tilde{q} \), with corresponding streamfunction \( \phi := \psi - \tilde{\psi} \), satisfies the following equation
\[
\frac{d\xi}{dt} + B(\phi, \psi) + B(\tilde{\psi}, \phi) + \beta \partial_t \phi = \nu \Delta^2 \phi + \left( f(a_1) - f(a_2) \right) - r \Delta \phi_2,
\]
\[
\xi = (\Delta + M) \phi,
\]
\[
\xi(0) = 0.
\]
To bound \( \|\xi\|_{-1} \) we take the \( L^2 \) product with \( \phi \): by the properties of the nonlinearity and Green theorem we get
\[
\frac{1}{2} \|\phi\|^2 + \nu |\Delta \phi|^2 + rh_2 |\phi_2|^2 = (B(\tilde{\psi}, \phi), \phi) - h_1 (f(a_1) - f(a_2), \phi_1).
\]
By the bound on the bilinearity \( (73) \) and Young’s inequality we have
\[
|(B(\tilde{\psi}, \phi), \phi)| \leq \frac{\nu}{2} |\Delta \tilde{\psi}|^2 \|\phi\|^2 + \frac{\nu}{4} |\Delta \phi|^2,
\]
and by Young’s inequality and the Hölder continuity of \( f \)
\[
h_1 |(f(a_1) - f(a_2), \phi_1)| \leq \frac{h_1}{2} |(f(a_1) - f(a_2))|^2 + \frac{2h_1}{\nu} |\Delta \phi_1|^2
\]
\[
\leq \frac{h_1 C_f^2}{\nu} |a_1 - a_2|^{2\beta} + \frac{2h_1}{\nu} |\Delta \phi_1|^2.
\]
so that
\[
\frac{1}{2} \|\phi\|^2 + \frac{\nu}{4} |\Delta \phi|^2 + rh_2 |\phi_2|^2 \leq \frac{h_1 C_f^2}{\nu} |a_1 - a_2|^{2\beta} + \|\Delta \tilde{\psi}\|^2 + \|\phi\|^2 + \frac{2h_1}{\nu} |\Delta \phi_1|^2.
\]
Finally, rearranging and using \( (68) \) we have dropping the second and third term on the left hand side
\[
\frac{d}{dt} \|\xi\|_{-1} \leq \frac{k_3}{\nu} |\Delta \tilde{\psi}|^2 \|\xi\|_{-1}^2 + \frac{h_1 C_f^2}{\nu} |a_1 - a_2|^{2\beta},
\]
and by Gronwall’s lemma
\[
\|\xi(t)\|_{-1} \leq \frac{h_1 C_f^2}{\nu} |a_1 - a_2|^{2\beta} \int_0^t \exp \left( \frac{k_3}{\nu} \int_s^t |\Delta \tilde{\psi}|^2 \, ds \right) \, ds.
\]
Therefore [12] is satisfied with \( C = C(t) = th_1 C_f^2/\nu \).
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