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\textbf{Abstract}

We propose, analyze, and investigate numerically a novel two-level Galerkin reduced order model (2L-ROM) for the efficient and accurate numerical simulation of the steady Navier-Stokes equations. In the first step of the 2L-ROM, a relatively low-dimensional nonlinear system is solved. In the second step, the Navier-Stokes equations are linearized around the solution found in the first step, and a higher-dimensional system for the linearized problem is solved. We prove an error bound for the new 2L-ROM and compare it to the standard one level ROM (1L-ROM) in the numerical simulation of the steady Burgers equation. The 2L-ROM significantly decreases (by a factor of 2 and even 3) the 1L-ROM computational cost, without compromising its numerical accuracy.

\section{Introduction}

Two-level methods have been used to reduce the computational cost of classical numerical methods, e.g., the finite element method (FEM), for nonlinear problems, such as the Navier-Stokes equations [3, 7, 21, 22, 29, 30]. In the FEM setting, the two-level methods can be summarized as follows:

(I) In the first step, solve the nonlinear problem on a \textit{coarse} mesh.

(II) In the second step, linearize the nonlinear problem around the solution obtained in step (I), and then solve the resulting \textit{linear} problem on the \textit{fine} mesh.
The computational cost of the two-level method is significantly lower than the cost of the standard, one-level method (i.e., solving the nonlinear problem on the fine mesh). Indeed, the one-level method is generally expensive, since it solves the nonlinear problem on the fine mesh, which can require many (e.g., $O(10) - O(10^2)$) iterations in a nonlinear solver (e.g., a Newton iteration). In contrast, the two-level method solves the nonlinear problem only on a coarse mesh, which is much more efficient than solving it on the fine mesh. Of course, the two-level method also solves a linear system on the fine mesh, but its cost is much lower than the cost of solving the nonlinear problem on the fine mesh.

Not only is the two-level method significantly more efficient than the standard one-level method, but it is also as accurate as the latter. Indeed, by performing a rigorous numerical analysis and carefully choosing the scaling between the coarse and fine mesh sizes, one can ensure that the convergence rates of the two-level and one-level methods are the same [21].

Two-level methods have been successfully used for efficient numerical simulations of a wide variety of challenging nonlinear problems, e.g., the Navier-Stokes equations [8, 9, 21], the Smagorinsky model used in large eddy simulation of turbulent flows [4], the quasi-geostrophic equations (QGE) modeling the large scale ocean circulation [11, 12], and viscoelastic fluid flows [24].

Despite their success in a FEM setting, to our knowledge, the two-level method has not been used in a reduced order modeling setting. In this paper, we take a step toward filling this gap and propose a two-level method for Galerkin reduced order models of the steady Navier-Stokes equations.

Galerkin reduced order models (G-ROMs) are computational models that significantly decrease the dimension (and, thus, computational cost) of full order models (FOMs), i.e., models obtained from classical numerical discretizations (e.g., FEM). The G-ROM dimension is generally $O(10^3) - O(10^4)$ lower than the FOM dimension. (In special cases, the decrease can be even higher.) When the original FOM dimension is $O(10^4) - O(10^5)$, the corresponding ROM is a low-dimensional model that can be efficiently run on a laptop using standard numerical discretizations. We emphasize, however, that in challenging applications (e.g., turbulent flows, combustion, nuclear engineering, and geophysics), FOMs can require billions and even hundreds of billions of degrees of freedom [10]. In those cases, the corresponding ROMs are not low-dimensional: they can require hundreds or thousands (or even more) basis functions (see, e.g., Table II in [1] for examples in the numerical simulation of the atmospheric boundary layer). Thus, in these settings, the efficient and accurate numerical discretization of these relatively high-dimensional G-ROMs becomes critical.

In this paper, we propose, analyze, and investigate numerically a new two-level G-ROM for the efficient and accurate numerical simulation of the steady Navier-Stokes equations (and related systems, e.g., Burgers equation). To our knowledge, the first two-level G-ROM was proposed in [28] for the efficient numerical simulation of a ROM closure model [1] (i.e., the Smagorinsky model). This strategy was later used in [14]. Recently, a nonintrusive two-grid G-ROM was proposed in [16, 17, 18]. A two-grid approach for G-ROM adaptivity was used in [6]. A two-level G-ROM approach to construct spatial and temporal
basis functions was used in [2, 5].

We emphasize that our two-level G-ROM is fundamentally different from the approaches used in [2, 5, 6, 14, 16, 17, 18, 28]. Indeed, these approaches use two spatial (and/or temporal) grids. In contrast, the two-level G-ROM proposed in this paper uses just one spatial grid and one temporal grid, and two ROM spaces. Thus, the approaches in [2, 5, 6, 14, 17, 18, 28] are “two-grid” ROMs, whereas the strategy proposed in this paper is a “two-space” ROM.

The rest of the paper is organized as follows: In Section 2, we present the mathematical formulation, the ROM basis construction, and the standard one-level G-ROM. In Section 3, we outline the construction of the novel two-level G-ROM. In Section 4, we prove an error bound for the two-level G-ROM. In Section 5, we compare the new two-level G-ROM with the standard one-level G-ROM in the numerical simulation of the steady Burgers equation. Finally, in Section 6, we draw conclusions and outline future research directions.

2 Preliminaries

We will present the theoretical investigation of the two-level G-ROM approach using the steady Navier-Stokes equations (NSE), which describe the flow of an incompressible fluid. In this section, we recall the corresponding weak formulation and the classical one-level G-ROM of the NSE based on proper orthogonal decomposition (POD) [20, 27].

2.1 Mathematical Formulation

We consider the steady NSE posed on a bounded domain \( \Omega \subset \mathbb{R}^d \) \((d = 2, 3)\) with Lipschitz-continuous boundary:

\[
-Re^{-1}\Delta u + (u \cdot \nabla)u + \nabla p = f, \quad \text{in } \Omega,
\]
\[
\nabla \cdot u = 0, \quad \text{in } \Omega,
\]
\[
u = 0, \quad \text{on } \partial \Omega.
\]

(1)

The weak formulation of (1) makes use of the following function spaces (see, e.g., [23, Chapter 6])

\[
X := (H^1_0(\Omega))^d,
\]
\[
Q := L^2(\Omega) = \left\{ q: \Omega \to \mathbb{R} \mid q \in L^2(\Omega) \text{ and } \int_{\Omega} q(x) \, dx = 0 \right\},
\]

(2)

where

\[
H^1_0(\Omega) = \left\{ v: \Omega \to \mathbb{R} \mid v \in L^2(\Omega), \nabla v \in (L^2(\Omega))^d, \text{ and } v = 0 \text{ on } \partial \Omega \right\}.
\]

(3)

These spaces, \( X \) for the velocity and \( Q \) for the pressure, are endowed with the usual Sobolev norms and inner products. In the following, we use \( \| \cdot \|_0 \) to denote the \( L^2 \)-norm, modified in the usual manner for vector-valued functions, and we
denote the semi-norm $\|\nabla v\|_0$ of any $v$ in $(H^1(\Omega))^d$ by $|v|_1$. Note that since the pressure $p$ is determined up to an additive constant, it is normalized to have mean value zero by requiring $\int_{\Omega} p(x) \, dx = 0$. We seek $(u, p) \in (X, Q)$ satisfying the following system for all $(v, q) \in (X, Q)$:

\begin{align}
    a(u, v) + b_{SKew}(u; u, v) + c(p, v) &= (f, v), \\
    c(q, u) &= 0,
\end{align}

where

\begin{align}
    a(u, v) &:= Re^{-1} \int_{\Omega} (\nabla u) : (\nabla v) \, dx, \\
    b(u; v, w) &:= \int_{\Omega} (u \cdot \nabla) v \cdot w \, dx, \\
    b_{SKew}(u; v, w) &:= \frac{1}{2} [b(u; v, w) - b(u; w, v)], \\
    c(p, v) &:= -\int_{\Omega} (\nabla \cdot v) p \, dx, \quad \text{and} \quad (f, v) := \int_{\Omega} f \cdot v \, dx.
\end{align}

### 2.2 ROM Basis

To build the ROM basis, we assume that we have access to the numerical solutions of (4) for a set of Reynolds numbers, $\{Re_1, \ldots, Re_M\}$, within a given interval. We assume that such solutions are obtained based on a FEM discretization of (4), which satisfies the discretely divergence-free condition for the velocity.

We denote such FEM solutions as

\begin{equation}
\{u^1_h, \ldots, u^M_h\},
\end{equation}

where each $u^j_h$, also called a snapshot hereafter, denotes the computed solution associated with the $j$-th Reynolds number, $Re_j$, for a given FE mesh size $h$. The number of snapshots, $M$, is an arbitrarily fixed sufficiently large positive integer. The ROM basis used in this article consists of the POD modes [20, 27] constructed from the above set of snapshots.

Denoting the obtained orthonormal ROM basis by $\{\varphi_1, \ldots, \varphi_\ell\}$, where $\ell$ is the number of linearly independent snapshots in (9), we obtain the ROM space $X^\ell$ defined as follows:

\begin{equation}
X^\ell := \text{span}\{\varphi_1, \ldots, \varphi_\ell\}.
\end{equation}

Note that $X^\ell$ corresponds to the same space spanned by the given snapshots in (9).

### 2.3 One-Level Method

With the ROM basis at hand, the classical Galerkin ROM for a given dimension $R \leq \ell$ can be readily constructed and is given by (11) in Algorithm 1. Thanks
to the discretely divergence-free condition assumed for the FEM, the pressure term \( c(p, v) \) in (4) vanishes in the Galerkin ROM since \( c(p, v) = 0 \) for all \( v \) in \( X^\ell \) (see, e.g., [19, 25] for alternative approaches). To distinguish it from the two-level ROMs proposed in Section 3, we will call the classical Galerkin ROM given by (11) the \( R \)-dimensional one-level ROM (1L-ROM). To distinguish it from the two-level ROM solution, we denote the one-level ROM solution with \( u_{1L}^R \).

### Algorithm 1 One-Level ROM (1L-ROM) Algorithm

Solve the following nonlinear system with \( R \) POD basis functions. We seek \( u_{1L}^R \in X^R := \text{span}\{\varphi_1, \ldots, \varphi_R\} \) satisfying for all \( v^R \in X^R \)

\[
a(u_{1L}^R, v^R) + b_{\text{SKEW}}(u_{1L}^R; u_{1L}^R, v^R) = (f, v^R).
\]

(11)

### 3 Two-Level Method

In challenging applications (e.g., turbulent flows, combustion, nuclear engineering, and geophysics), the standard 1L-ROM given by (11) (i.e., the Galerkin ROM) can require hundreds or thousands (or even more) basis functions (see, e.g., Table II in [1]). In these settings, 1L-ROM can require the solution of relatively high-dimensional nonlinear systems whose operators are generally not sparse. Thus, straightforward numerical discretizations of 1L-ROM can become impractical for these types of applications.

In this paper, we propose a novel two-level ROM (2L-ROM) that significantly decreases the computational cost of the standard 1L-ROM and has the same convergence rate as the 1L-ROM. Next, we outline the 2L-ROM construction.

First, we emphasize that, in stark contrast to the standard 1L-ROM, which uses a single ROM subspace \( X^R \), the new 2L-ROM utilizes two nested ROM subspaces \( X^r \subset X^R \) with \( r < R \). The new 2L-ROM can be summarized as follows:

(I) In the first step, solve the nonlinear problem (11) in the low-dimensional ROM subspace \( X^r \) to obtain \( u^r \).

(II) In the second step, linearize the \( R \)-dimensional version of the Galerkin ROM (11) with respect to \( u^r \), and then solve the resulting linear problem in the high-dimensional ROM space \( X^R \) to obtain \( u^R \).

The 2L-ROM is formalized in Algorithm 2.

The computational cost of the 2L-ROM in Algorithm 2 is significantly lower than the cost of the standard 1L-ROM in Algorithm 1. Indeed, the 1L-ROM is generally expensive, since it solves a high-dimensional nonlinear problem, which can require many (e.g., \( O(10^4) \) – \( O(10^2) \)) iterations in a nonlinear solver (e.g., a Newton iteration). In contrast, the new 2L-ROM solves a low-dimensional nonlinear problem, which is much more efficient than solving the high-dimensional
Algorithm 2 Two-Level ROM (2L-ROM) Algorithm

Step 1. Solve the following nonlinear, low-dimensional problem, with \( r \) POD basis functions: We seek \( u^r \in X^r \) satisfying for all \( v^r \in X^r \)
\[
a(u^r, v^r) + b_{SKEW}(u^r; u^r, v^r) = (f, v^r).
\] (12)

Step 2. Solve the following linear, higher-dimensional problem, with \( R \) POD basis functions: Seek \( u^R \in X^R \) satisfying for all \( v^R \in X^R \)
\[
a(u^R, v^R) + b_{SKEW}(u^R; u^r, v^R) + b_{SKEW}(u^r; u^R, v^R) = (f, v^R) + b_{SKEW}(u^r; u^r, v^R).
\] (13)

nonlinear problem. Of course, the 2L-ROM also solves a high-dimensional linear system (in Step 2 of Algorithm 2), but its cost is much lower than the cost of solving the high-dimensional nonlinear problem in the 1L-ROM. Thus, overall, the expectation is that the computational cost of the new 2L-ROM is significantly lower than the computational cost of the standard 1L-ROM.

Remark 3.1 (Two-Space vs. Two-Grid). We emphasize that all the current two-level ROMs are in fact two-grid methods. To our knowledge, the 2L-ROM method in Algorithm 2 is the first two-space ROM.

4 Theoretical Results

We present in this section a basic error bound for the 2L-ROM solutions. The main result is summarized in Theorem 4.1 below. As a preparation, we first establish a sufficient condition to ensure the existence and uniqueness of solutions for the 2L-ROM system.

4.1 Well-Posedness Results

Let us recall the following classical result on the existence and uniqueness of solution to the full system (4). Related results for the 2L-ROM (12)–(13) will be presented thereafter.
For this purpose, we define the following quantities for the trilinear term

\[
N := \sup_{u, v, w \in X \setminus \{0\}} \frac{|b_{SKEW}(u; v, w)|}{|u|_1|v|_1|w|_1},
\]

\[
N_r := \sup_{u^r, v^r, w^r \in X^r \setminus \{0\}} \frac{|b_{SKEW}(u^r; v^r, w^r)|}{|u^r|_1|v^r|_1|w^r|_1},
\]

\[
N_{R, r} := \sup_{u^R, w^R \in X^R \setminus \{0\}} \frac{|b_{SKEW}(u^R; v^r, w^R)|}{|u^R|_1|v^r|_1|w^R|_1},
\]

\[
N_r, R := \sup_{u^r, w^R \in X^r \setminus \{0\}} \frac{|b_{SKEW}(u^r; v^r, w^R)|}{|u^r|_1|v^r|_1|w^R|_1},
\]

\[
|f|_* := \sup_{v \in X \setminus \{0\}} \frac{|(f, v)|}{|v|_1},
\]

where the space \( X \) is defined by (2), \( X^r \) and \( X^R \) are subspaces of \( X \) spanned by the leading POD modes with \( r < R \leq \ell \) and with \( \ell \) given by (10), and \( 0 \) denotes the equivalence class with norm zero in each of the underlying function spaces.

**Proposition 4.1.** Let \( d = 2 \) or \( 3 \) and \( \Omega \) be a bounded domain in \( \mathbb{R}^d \) with Lipschitz-continuous boundary \( \partial \Omega \). Then, for any \( f \) in the dual space of \( X \) and any Reynolds number \( Re > 0 \), the weak formulation (4) admits at least one solution \((u, p) \in (X, Q)\). Moreover, if the data are chosen such that for \( N \) and \(|f|_* \) given in (14), it satisfies

\[
Re^2 N|f|_* < 1,
\]

then the solution to (4) is also unique.

See, e.g. [23, Proposition 9 on page 107 and Theorem 17 on page 113] for a proof of the above results, which is based on the Leray-Schauder fixed point theorem. See also [15, Chapter IV, Theorems 2.1 and 2.2] or [13, Chapter IX.3], which uses instead a Galerkin method approach in combination with the fixed point theorem of Brouwer for each of the finite-dimensional approximation problem and then passes to the limit.

Likewise, we have the following analogous results for the first equation, (12), in the 2L-ROM algorithm, which simply consists of the \( r \)-dimensional 1L-ROM, as pointed out before.

**Lemma 4.1.** Solutions to (12) exist and satisfy

\[
|u^r|_1 \leq Re|f|_*.
\]

Moreover, if \( Re^2 N_r |f|_* < 1 \) for \( N_r \) defined in (14), then the solution is also unique.
Note that the existence result and the solution bound (16) presented in Lemma 4.1 are simply those obtained at the Galerkin approximation stage of the proof for [15, Chapter IV, Theorems 2.1]. The uniqueness result under the assumption $Re^2N_r|f|_* < 1$ follows the same lines of argument as presented in [23, Proposition 9 on page 107] and [15, Chapter IV, Theorems 2.2].

With the solution to (12) available, we have the following result regarding the solution to the second equation, (13), in the 2L-ROM algorithm.

**Lemma 4.2.** Let $f$ be an arbitrary element in the dual space of $X$. Let $N_{r,r}$ and $|f|_*$ be defined in (14). Assume that

$$Re^2N_{r,r}|f|_* < 1.$$  

(17)

Then, for any given solution $u^r$ to (12), the solution $u^R$ to (13) exists, is unique and satisfies

$$|u^R|_1 \leq Re(1 - Re^2N_{r,r}|f|_*)^{-1}(1 + Re^2N_{r,R}|f|_*)|f|_*.$$  

(18)

**Proof.** Note that (13) is a finite-dimensional linear algebraic system for $u^R$. To show the existence and uniqueness of a solution, it suffices to establish the a priori bound (18). For this purpose, let us set $v^R = u^R$ in (13) to get

$$a(u^R, u^R) + b_{SKEW}(u^R; u^R, u^R) + b_{SKEW}(u^R; u^R, u^R) = (f, u^R) + b_{SKEW}(u^R; u^R, u^R).$$  

(19)

Since $b_{SKEW}(u^R; u^R, u^R) = 0$ due to skew symmetry and $a(u^R, u^R) = Re^{-1}|u^R|^2_1$, we get

$$Re^{-1}|u^R|^2_1 - N_{r,r}|u^R|^2_1|u^r|^1_1 \leq (f, u^R) + N_{r,r}|u^r|^2_1|u^R|^1_1,$$  

(20)

where we have used the definition of $N_{r,r}$ and $N_{r,R}$ given in (14) to estimate the terms $b_{SKEW}(u^R; u^R, u^R)$ and $b_{SKEW}(u^R; u^R, u^R)$. Since $(f, u^R) \leq |f|_*|u^R|^1_1$, we get

$$Re^{-1}|u^R|^1_1 - N_{r,r}|u^R|^1_1|u^r|^1_1 \leq |f|_* + N_{r,r}|u^r|^2_1.$$  

(21)

Now, by using the estimate (16) for $|u^r|^1_1$ in the above inequality, we arrive at

$$(Re^{-1} - ReN_{r,r}|f|_*)|u^R|^1_1 \leq |f|_* + Re^2N_{r,R}|f|_*^2.$$  

(22)

The above estimate shows that if $(1 - Re^2N_{r,r}|f|_*) > 0$, then $|u^R|^1_1$ would satisfy the estimate (18) provided that the solution $u^R$ exists. However, thanks to (18), we see that $|u^R|^1_1$ must be zero if $f$ is identically zero; namely, the finite-dimensional linear operator associated with the left-hand side (LHS) of (13), which maps $u^R$ to $a(u^R, u^R) + b_{SKEW}(u^R; u^R, u^R) + b_{SKEW}(u^R; u^R, u^R)$ for each fixed $u^R$ in $X^R$, is invertible. Hence, (13) admits a unique solution for each $f$ and $u^r$.

**Remark 4.1.** Note that from (14), we see that $N_r \leq N$ and $N_{r,r} \leq N$ since the supremum in the definitions of $N_r$ and $N_{r,r}$ are taken in a smaller space than that for $N$. As a result, the condition $Re^2N|f|_* < 1$ given by (15) automatically implies that $Re^2N_r|f|_* < 1$ and $Re^2N_{r,r}|f|_* < 1$. Thus, condition (15) ensures that both the steady NSE (4) and the 2L-ROM system (12)–(13) have a unique solution.
4.2 Error estimates

With the above well-posedness results available, we derive a bound for the error between the solution $u$ to the steady NSE system (4) and the solution $u^R$ to the 2L-ROM system obtained through Algorithm 2. We will first rewrite the weak formulation (4) in a form that matches better the form of the linear system (13) in the 2L-ROM. The equation satisfied by the error $u - u^R$ is then derived, and the corresponding error bound is presented in Theorem 4.1.

Rewriting the weak formulation (4). Let us first recall the following lemma from [21, Lemma 2.2], which concerns two basic identities about the trilinear term in the weak formulation (4) of the NSE. Note that $u^r$ in the lemma below is an arbitrary element in $(H^1(\Omega))^d$. In the estimates proved later in this section, we will set $u^r$ to be the solution of the first equation in the 2L-ROM; cf. (12).

**Lemma 4.3.** Let $b(u; v, w)$ and $b_{SKEW}(u; v, w)$ be given by (6) and (7), respectively. Then, for any $u, v, w \in (H^1(\Omega))^d$, it holds that

$$b(u; v, w) = b(u; u^r, v) + b(u^r; u, v) - b(u^r; u^r, v) + b(u - u^r; u - u^r, v),$$

and that

$$b_{SKEW}(u; v, w) = b_{SKEW}(u; u^r, v) + b_{SKEW}(u^r; u, v) - b_{SKEW}(u^r; u^r, v) + b_{SKEW}(u - u^r; u - u^r, v).$$

The two identities in Lemma 4.3 are obtained by using the following identity in the definitions of $b$ and $b_{SKEW}$

$$(u \cdot \nabla)u = -(u^r \cdot \nabla)u^r + (u \cdot \nabla)u^r + (u^r \cdot \nabla)u + [(u - u^r) \cdot \nabla](u - u^r).$$

Note also that (25) itself results from a direct expansion of $[(u - u^r) \cdot \nabla](u - u^r)$.

Using (24) in Lemma 4.3, we can rewrite (4a) in the weak formulation of the NSE as: For any $u^r \in (H^1(\Omega))^d$, seek $u \in X$ that satisfies for all $v \in X$ that

$$a(u, v) + b_{SKEW}(u; u^r, v) + b_{SKEW}(u^r; u, v) + b_{SKEW}(u - u^r; u - u^r, v) + c(p, v) = (f, v) + b_{SKEW}(u^r; u^r, v).$$

**Derivation of the error equation.** Instead of working directly on the error $u - u^R$, it will be beneficial to consider instead

$$\phi^R := u^R - w^R, \quad \eta^R := u - w^R,$$

where $w^R$ is an arbitrary element in $X^R$. The main effort is to derive a suitable bound for $|\phi^R|$. Once this is done, an error bound for $|u - u^R|$ can be obtained by using the triangle inequality.

To do so, we set $v$ in (26) to be $u^R$ and by subtracting the resulting equation from (13), we get

$$a(u^R, v^R) - a(u, v^R) + b_{SKEW}(u^R; u^r, v^R) - b_{SKEW}(u; u^r, v^R) + b_{SKEW}(u^r; u^R, v^R) - b_{SKEW}(u^r; u, v^R) - b_{SKEW}(u - u^r; u - u^r, v^R) - c(p, v^R) = 0.$$
Now we rewrite the above equation in terms of $\phi^R$ and $\eta^R$ defined by (27). For instance, the terms $a(u^R, v^R) - a(u, v^R)$ can be rewritten as

$$a(u^R, v^R) - a(u, v^R) = (a(u^R, v^R) - a(u^R, v^R)) - (a(u^R, v^R) - a(u^R, v^R))$$

$$= a(\phi^R, v^R) - a(\eta^R, v^R).$$

(29)

Similarly, we have

$$b_{SKEW}(u^R; u^r, v^R) - b_{SKEW}(u; u^r, v^R)$$

$$= b_{SKEW}(\phi^R; u^r, v^R) - b_{SKEW}(\eta^R; u^r, v^R),$$

and

$$b_{SKEW}(u^r; u^R, v^R) - b_{SKEW}(u^r; u, v^R)$$

$$= b_{SKEW}(u^r; \phi^R, v^R) - b_{SKEW}(u^r; \eta^R, v^R).$$

(30)

Using the above identities in (28), we get

$$a(\phi^R, v^R) - a(\eta^R, v^R) + b_{SKEW}(\phi^R; u^r, v^R) - b_{SKEW}(\eta^R; u^r, v^R)$$

$$+ b_{SKEW}(u^r; \phi^R, v^R) - b_{SKEW}(u^r; \eta^R, v^R)$$

$$- b_{SKEW}(u - u^r; u - u^r, v^R) - c(p, v^R) = 0.$$  

(32)

Note that since we assumed that the POD modes are constructed from FEM solution snapshots that are discretely divergence-free (cf. Section 2.2), then for any $\chi^h$ in the discretized pressure space $Q^h$ involved in the construction of these FEM solutions (cf. (9)), we have

$$c(\chi^h, v^R) = 0, \text{ for all } v^R \in X^R.$$  

(33)

In turn, we have

$$c(p, v^R) = c(p, v^R) - c(\chi^h, v^R) = c(p - \chi^h, v^R), \text{ for all } v^R \in X^R, \chi^h \in Q^h.$$  

(34)

Using (34) in (32), we get the following error equation after rearranging the terms

$$a(\phi^R, v^R) + b_{SKEW}(\phi^R; u^r, v^R) + b_{SKEW}(u^r; \phi^R, v^R)$$

$$= a(\eta^R, v^R) + b_{SKEW}(\eta^R; u^r, v^R) + b_{SKEW}(u^r; \eta^R, v^R)$$

$$+ b_{SKEW}(u - u^r; u - u^r, v^R) + c(p - \chi^h, v^R),$$

(35)

which holds for all $v^R \in X^R$ and $\chi^h \in Q^h$, where $\phi^R$ and $\eta^R$ are defined in (27).

**Estimation of the error** $|u - u^R|_1$. We are now in a position to prove a bound for $|u - u^R|_1$ based on the error equation (35). We have the following theorem, which can be viewed as the 2L-ROM analogue of the finite element results given in [21, Theorem 2.1]. We will place ourselves in the setting that both the steady NSE (4) and the 2L-ROM system (12)–(13) have a unique solution, denoted
by $u$ and $(u^r, u^R)$, respectively. Note that based on the well-posedness results presented in Section 4.1, it suffices to assume the condition given by (15) holds; that is, $Re^2 N|f|_s < 1$ (see Remark 4.1). Let us also define

$$\alpha := 1 - Re^2 N_{R,r}|f|_s. \quad (36)$$

Recall that $N_{R,r} \leq N$ as pointed out in Remark 4.1. We have thus $\alpha > 0$ under the condition (15).

**Theorem 4.1** (Two-Level ROM Error Bound). Let $\Omega$ and $f$ be as given in Proposition 4.1. Assume furthermore that $\partial \Omega$ is $C^2$ smooth and that (15) holds. Let $\alpha$ be defined by (36). Then the error $u - u^R$ satisfies

$$|u - u^R|_1 \leq \inf_{v^h \in X^h} \{(\alpha^{-1} + 1)|u - v^R|_1$$

$$+ \alpha^{-1} ReC(\Omega)\|u - v^R\|_0^{1/2}\|u - v^R\|_1^{1/2}|u^r|_1$$

$$+ \alpha^{-1} ReC(\Omega)\|u^r\|_0^{1/2}\|u^r\|_1^{1/2}|u - v^R|_1\} \quad (37)$$

$$+ \alpha^{-1} Re \inf_{\chi^h \in Q^h} \|p - \chi^h\|_0$$

$$+ \alpha^{-1} ReC(\Omega)\|u - u^r\|_0^{1/2}|u - u^r|_1^{3/2},$$

where $C(\Omega) > 0$ is a generic constant depending only on the spatial domain $\Omega$.

**Proof.** We start with the error equation, (35), and set $v^R = \phi^R$ to get

$$a(\phi^R, \phi^R) + b_{SKEW}(\phi^R; u^r, \phi^R) + b_{SKEW}(u^r; \phi^R, \phi^R)$$

$$= a(\eta^R, \phi^R) + b_{SKEW}(\eta^R; u^r, \phi^R) + b_{SKEW}(u^r; \eta^R, \phi^R)$$

$$+ b_{SKEW}(u - u^r; u - u^r, \phi^R) + c(p - \chi^h, \phi^R). \quad (38)$$

For the terms on the LHS of (38), we have $a(\phi^R, \phi^R) = Re^{-1}|\phi|^2$ by definition, $b_{SKEW}(u^r; \phi^R, \phi^R) = 0$ by skew symmetry, and

$$|b_{SKEW}(\phi^R; u^r, \phi^R)| \leq N_{R,r}|\phi^R|_1^2|u^r|_1. \quad (39)$$

where $N_{R,r}$ is defined in (14). As a result, the LHS of (38) can be bounded from below as follows:

$$a(\phi^R, \phi^R) + b_{SKEW}(\phi^R; u^r, \phi^R) + b_{SKEW}(u^r; \phi^R, \phi^R)$$

$$\geq Re^{-1}|\phi|^2 - N_{R,r}|\phi^R|_1^2|u^r|_1. \quad (40)$$

Next, we derive an upper bound for the terms on the right-hand side (RHS) of (38). First note that

$$a(\eta^R, \phi^R) = Re^{-1}(\nabla \eta^R, \nabla \phi^R) \leq Re^{-1}|\eta^R|_1|\phi^R|_1,$$

$$c(p - \chi^h, \phi^R) = -\int_{\Omega}(\nabla \cdot \phi^R)(p - \chi^h) \, dx \leq |\phi^R|_1|p - \chi^h|_0. \quad (41)$$
In order to bound the remaining three $b_{SKEW}$ terms, we will make use of the following inequality for the trilinear term $b$ defined in (6):

$$|b(u; v, w)| \leq C(\Omega) \sqrt{\|u\|_0 \|v\|_1 \|w\|_1}, \quad \text{for all } u, v, w \in X,$$

which holds provided that the domain $\Omega \subset \mathbb{R}^d$ ($d = 2, 3$) is bounded and has $C^2$ boundary, where $C(\Omega)$ is a generic constant depending only on $\Omega$. See e.g. [23, Lemma 22] and [26, Lemma 61.1].

Note that the same estimate given in (42) holds for $b_{SKEW}$ as well by simply inspecting the definition of $b_{SKEW}$ given by (7). Namely, the following estimate holds under our assumption:

$$|b_{SKEW}(u; v, w)| \leq C(\Omega) \sqrt{\|u\|_0 \|v\|_1 \|w\|_1}, \quad \text{for all } u, v, w \in X.$$

Applying (43) to the three $b_{SKEW}$ terms on the RHS of (38), we get

$$|b_{SKEW}(\eta^R; u^r, \phi^R)| \leq C(\Omega)\|\eta^R\|_0^{1/2}\|\eta^R\|_1^{1/2}|u^r|_1 |\phi^R|_1,$n
$$|b_{SKEW}(u^r; \eta^R, \phi^R)| \leq C(\Omega)\|u^r\|_0^{1/2}|u^r|_1^{1/2}\|\eta^R\|_1 |\phi^R|_1,$n
$$|b_{SKEW}(u - u^r; u - u^r, \phi^R)| \leq C(\Omega)\|u - u^r\|_0^{1/2}|u - u^r|_1^{3/2}|\phi^R|_1.$$

By using the estimates (41) and (44) for the terms on the RHS of (38) as well as the lower bound derived in (40) for the LHS of (38), we get, after canceling one factor of $|\phi^R|_1$ on both sides, that

$$(Re^{-1} - N_{R,r}|u^r|_1)|\phi^R|_1 \leq Re^{-1}|\eta^R|_1 + \|p - \chi^h\|_0 + C(\Omega)\|\eta^R\|_0^{1/2}\|\eta^R\|_1^{1/2}|u^r|_1 + C(\Omega)\|u^r\|_0^{1/2}|u^r|_1^{1/2}|\eta^R|_1$$
$$+ C(\Omega)\|u - u^r\|_0^{1/2}|u - u^r|_1^{3/2}. \quad (45)$$

Recall from (27) that $\eta^R = u - w^R$, and $\phi^R = u^R - w^R$. By substituting these into (45), we have

$$(Re^{-1} - N_{R,r}|u^r|_1)|u^R - w^R|_1 \leq Re^{-1}|u - w^R|_1 + \|p - \chi^h\|_0 + C(\Omega)\|u - w^R\|_0^{1/2}|u - w^R|_1^{1/2}|u^r|_1$$
$$+ C(\Omega)\|u^r\|_0^{1/2}|u^r|_1^{1/2}|u - w^R|_1$$
$$+ C(\Omega)\|u - u^r\|_0^{1/2}|u - u^r|_1^{3/2}. \quad (46)$$

Since the quantity $\alpha = 1 - Re^2 N_{R,r} f_\ast$ defined by (36) is positive thanks to the condition (15), after multiplying (46) by $Re$ and dividing both sides by $\alpha$, we obtain

$$|u^R - w^R|_1 \leq \alpha^{-1}|u - w^R|_1 + \alpha^{-1}Re\|p - \chi^h\|_0$$
$$+ \alpha^{-1}ReC(\Omega)\|u - w^R\|_0^{1/2}|u - w^R|_1^{1/2}|u^r|_1$$
$$+ \alpha^{-1}ReC(\Omega)\|u^r\|_0^{1/2}|u^r|_1^{1/2}|u - w^R|_1$$
$$+ \alpha^{-1}ReC(\Omega)\|u - u^r\|_0^{1/2}|u - u^r|_1^{3/2}. \quad (47)$$
Now by adding $|u - w^R|_1$ to both sides of (47) and applying the triangle inequality to the resulting LHS, we get

$$|u - u^R|_1 \leq (\alpha^{-1} + 1)|u - w^R|_1 + \alpha^{-1} Re||p - \chi^h||_0$$

$$+ \alpha^{-1} ReC(\Omega)||u - w^R||_0^{1/2}|u - w^R|^{1/2}_1|u^r|_1$$

$$+ \alpha^{-1} ReC(\Omega)||u^r||_0^{1/2}|u^r|^{1/2}_1|u - w^R|_1$$

$$+ \alpha^{-1} ReC(\Omega)||u - u^r||_0^{1/2}|u - u^r|^{3/2}_1.$$

In the above inequality, since we are free to choose $w^R \in X^R$, we can take the infimum over $X^R$ for all the terms on the RHS that involve $w^R$. Likewise, we can take the infimum over $\chi^h \in Q^h$ for the $\|p - \chi^h\|_0$ term. We have thus

$$|u - u^R|_1 \leq \inf_{w^R \in X^R} \{(\alpha^{-1} + 1)|u - w^R|_1$$

$$+ \alpha^{-1} ReC(\Omega)||u - w^R||_0^{1/2}|u - w^R|^{1/2}_1|u^r|_1$$

$$+ \alpha^{-1} ReC(\Omega)||u^r||_0^{1/2}|u^r|^{1/2}_1|u - w^R|_1\}$$

$$+ \alpha^{-1} Re \inf_{\chi^h \in Q^h} \|p - \chi^h\|_0$$

$$+ \alpha^{-1} ReC(\Omega)||u - u^r||_0^{1/2}|u - u^r|^{3/2}_1.$$

This is exactly the desired result given in (37). 

5 Numerical Results

In this section, we compare the new 2L-ROM to the standard 1L-ROM in the numerical simulation of the steady Burgers equation. In Section 5.1, we present the mathematical model used in our numerical investigation. In Section 5.2, we present the development of the 2L-ROM and 1L-ROM, including the ROM basis and operator construction, the Newton solver initialization, and the criteria used in our numerical investigation. Finally, in Section 5.3, we present and discuss results for two numerical experiments.

5.1 Mathematical Model

For simplicity, instead of the steady NSE used to construct and analyze the 2L-ROM in Sections 2–4, in our numerical investigation we consider the steady viscous Burgers equation:

$$-\nu u_{xx} + uu_x = f(x), \quad x \in (a, b)$$

$$u(a) = \alpha, \quad u(b) = \beta,$$

where $a, b, \alpha$, and $\beta$ are parameters, $\Omega = [a, b]$ is the computational domain, $\nu$ is the diffusion coefficient, and $f$ is the forcing term. In our numerical investigation, we consider the method of manufactured solutions with the following...
exact solution:
\[
    u(x) = 1 - \frac{2(x - a)}{b - a} + \frac{\exp \left( -\frac{(x-q)^2}{2\sigma^2} \right) \sin \left( \frac{k\pi(x-a)}{b-a} \right)}{\sqrt{2\pi\sigma}},
\]  
(49)

where \(q, \sigma,\) and \(k\) are parameters. The corresponding forcing term is obtained by plugging in the exact solution (49) into the Burgers equation (48).

The exact solution (49) consists of a linear component and the product between a Gaussian profile and a sine function. Graphically, the exact solution can be described as a moving wave along the line \(y = 1 - 2(x - a)/(b - a),\) which propagates as the parameter \(q\) varies (see Fig. 1). The parameter \(k\) is the wave number in the sine component of the exact solution. The parameter \(\sigma\) is the standard deviation of the Gaussian component of the exact solution. By varying the parameter \(q,\) we obtain different profiles in the exact solution (49), which we use as snapshots in the ROM basis construction.

In our numerical investigation, we use the following parameter values: We set the computational domain \(\Omega = [-4, 4],\) i.e., \(a = -4\) and \(b = 4\) in (48). We choose the boundary conditions \(u(-4) = 1, u(4) = -1,\) i.e., \(\alpha = 1\) and \(\beta = -1\) in (48). We also set \(k = 1\) and \(\sigma = 0.5\) in the exact solution (49). To generate the snapshots, in the exact solution (49) we use \(q \in [-4, 4]\) with increments of \(1/100,\) which yields 801 snapshots. To illustrate the qualitative differences in the snapshots, in Figure 1 we plot several representative exact solutions (49) for different \(q\) values.

Figure 1: Exact solutions (49) of the steady viscous Burgers problem (48) for varying \(q\) values.
5.2 Reduced Order Model

5.2.1 Basis Construction

To generate the POD basis, we first take the 801 exact solutions that were obtained by varying $q$, and subtract the corresponding average true solutions, $u_{\text{mean}}$, for all $q$ parameters. This lifting procedure ensures that the resulting snapshots (and the POD basis functions obtained from them) satisfy homogeneous Dirichlet boundary conditions [27]. Next, for practical convenience, we interpolate these lifted snapshots onto a quadratic finite element mesh of mesh size $h = 1/200$ over the domain $\Omega = [-4, 4]$, which yields snapshot vectors of dimension 3201. The rank of the resulting snapshot matrix is 30. Finally, we use the POD algorithm [27] to generate the POD basis $\{\phi_1, \phi_2, \ldots, \phi_{30}\}$. For illustrative purposes, in Figure 2 we plot the POD basis functions $\phi_1$ and $\phi_{30}$.

![Figure 2: POD basis functions $\phi_1$ and $\phi_{30}$ constructed from the manufactured solutions (49) as $q$ is varied.](image)

5.2.2 ROM System

In this section, we present the construction of the ROM operators for the new 2L-ROM, outlined in Algorithm 2. In Algorithm 3, we outline the construction of the 2L-ROM operators for the steady Burgers equation, which is the mathematical model used in the numerical investigation of the 2L-ROM and 1L-ROM in Section 5.
Algorithm 3 Steady Burgers Two-Level ROM Algorithm

Step 1. Use Newton’s method to solve the following nonlinear, r-dimensional problem, with r POD basis functions, \( \{ \varphi_1, \varphi_2, \ldots, \varphi_r \} \):

\[
A^r a^r + (a^r)^T B^r a^r + b^r = 0,
\]

where \( a^r \) is the \( r \times 1 \) vector of unknown ROM coefficients (corresponding to \( u^r \in X^r \)), \( A^r \) is an \( r \times r \) matrix, \( B^r \) is an \( r \times r \times r \) tensor, and \( b^r \) is a \( r \times 1 \) vector. The ROM operators in (50) are given by the following formulas: For \( 1 \leq i, j, k \leq r \),

\[
A^r_{ij} = \nu (\nabla \varphi_j, \nabla \varphi_i),
\]

\[
B^r_{ijk} = (\varphi_j (\varphi_k)_x, \varphi_i),
\]

\[
b^r_i = -(f, \varphi_i).
\]

Step 2. Solve the following linear, R-dimensional problem, with R POD basis functions, \( \{ \varphi_1, \varphi_2, \ldots, \varphi_R \} \):

\[
A^R a^R + (\tilde{a}^r)^T B^R a^R + (a^R)^T B^R \tilde{a}^r - (\tilde{a}^r)^T B^R \tilde{a}^r + b^R = 0.
\]

where \( \tilde{a}^r = [a^r, 0, \ldots, 0]^T \) is an \( R \times 1 \) vector constructed by using the vector \( a^r \) from Step 1, \( a^R \) is the \( R \times 1 \) vector of unknown ROM coefficients (corresponding to \( u^R \in X^R \)), \( A^R \) is an \( R \times R \) matrix, \( B^R \) is an \( R \times R \times R \) tensor, and \( b^R \) is an \( R \times 1 \) vector. The ROM operators in (50) are given by the following formulas: For \( 1 \leq i, j, k \leq R \),

\[
A^R_{ij} = \nu (\nabla \varphi_j, \nabla \varphi_i),
\]

\[
B^R_{ijk} = (\varphi_j (\varphi_k)_x, \varphi_i),
\]

\[
b^R_i = -(f, \varphi_i).
\]

5.2.3 Newton Solver Initial Guesses

To solve the nonlinear problems in the 2L-ROM and 1L-ROM, we use a Newton solver with a residual and step tolerance of \( 1 \times 10^{-10} \). In order to accurately depict numerical results, we use three different initial guesses, \( u_0 \).

The first initial guess we consider, \( u_{UG} \), is called the uninformed guess. The uninformed guess represents a blind but poor initial guess that takes the largest number of Newton steps in order to converge to the solution. This case is most similar to more difficult problems that require many Newton iterations to solve.

The second initial guess we consider, \( u_{IG} \), is called the informed guess. The informed guess replicates a guess that is based on a loose understanding of what the exact solution approximately is, and so we will still have to take several Newton steps, but not as many as in the uninformed guess.

The third initial guess, \( u_{avg} \), is called the best guess. In this case, we already
know what the exact solution is, and thus this guess will require the fewest Newton iterations. The best guess, $u_{avg}$, is equal to the average of all of the exact solutions that were used to generate the POD basis.

For the manufactured solution (49), we define the initial guesses $u_{UG}$, $u_{IG}$, and $u_{avg}$ by their corresponding ROM coefficient vectors $a_{UG}$, $a_{IG}$, and $a_{avg}$, respectively, as follows:

$$a_{UG} = \begin{cases} [1, -1, 1, \ldots, 1, -1, 0, 0]^T & \text{if } r \text{ is even} \\ [1, -1, 1, \ldots, -1, 1, 0, 0]^T & \text{if } r \text{ is odd} \end{cases}$$

$$a_{IG} = \frac{1}{2} a_{UG}$$

$$a_{avg} = [0, \ldots, 0]^T.$$  

The choice of $u_{UG}$ was made to push the Newton solver to the limit. The vectors $[1, -1, 1, \ldots]^T$ and $[1, -1, 1, \ldots, 0]^T$ both yielded diverging Newton iterations for some parameter values $p$ when paired with specific $r$ values of interest. Thus, we ended up with $u_{UG}$ in (52), because the Newton solver converges for all parameter $p$ values for all $r$ values of interest. Note that $u_{avg} = 0$ because we lifted our exact solution before we found the POD basis. Notice that $u_{IG}$ is exactly halfway between $u_{UG}$ and $u_{avg}$ both in the ROM space and the when projected and lifted back into the full order space. We display the different initial guesses in Figure 3 for $r = 16$ and $r = 25$.

### 5.2.4 Criteria for the Investigation

All models were run on a Macbook pro with a 6-core processor. We ran each model 100 times and averaged the time it took to complete those simulations. We compare the 2L-ROM to the 1L-ROM. The 2L-ROM uses $r$ modes in the nonlinear solver and $R_2$ modes (with $r < R_2$) in the linear solver, whereas
the 1L-ROM uses $R_1$ modes in the nonlinear solver. For the 2L-ROM we say we are using an $(r, R_2)$ pair to designate how many modes are being used for the nonlinear solver and the linear solver, respectively. Since we have three free parameters (i.e., $r, R_1$, and $R_2$), to simplify the presentation, we consider the following two experiments:

- **Experiment 1**: $r < R_1 = R_2$. In this experiment, we set the number of modes used in the linear solver of the 2L-ROM equal to the number of modes used in the nonlinear solver of the 1L-ROM.

- **Experiment 2**: $r < R_1 < R_2$. In this experiment, we choose the number of modes used in the linear solver of the 2L-ROM to be greater than the number of modes used in the nonlinear solver of the 1L-ROM. We choose $R_1 < R_2$ because this choice increases the accuracy of the 2L-ROM for a small increase in computational cost.

We note that the 2L-ROM settings in both Experiment 1 and Experiment 2 are covered by the theoretical results in Theorem 4.1.

### 5.3 Results and Discussion

In this section, we present numerical results for the new 2L-ROM and the standard 1L-ROM for the two experiments described in Section 5.2.4. In our numerical comparison of the 2L-ROM and 1L-ROM, we focus on two criteria: numerical accuracy and computational cost. In particular, we investigate whether the new 2L-ROM can significantly reduce the computational cost of the standard 1L-ROM without reducing its accuracy.

#### 5.3.1 Experiment 1 ($r < R_1 = R_2$)

For clarity, in this section we use the notation $R := R_1 = R_2$. In Table 1, we list the errors and timings for the 2L-ROM and 1L-ROM for the $(r, R)$ pairings $(12, 23), (14, 25), (16, 25), (18, 25), (20, 29)$ in Table 1. We note that, in Table 1, we average the errors and timings for all parameter $p$ values. In the first column of the table, we list the initial guesses, $u_0$, used for each model. In the next four columns, we list the error of the 2L-ROM, $E(2L)$, the average time in seconds it took to run the 2L-ROM, 2L Time, the error of the 1L-ROM, $E(1L)$, and the average time in seconds it took to run the 1L-ROM, 1L Time. We then list the “Error Ratio” column, which is calculated by evaluating the ratio $E(2L)/E(1L)$ from the same row. In the last column, we list the “Speedup,” which is calculated by evaluating the ratio of the 1L-ROM average time to the 2L-ROM average time.

Overall, the results in Table 1 yield the following two conclusions regarding the new 2L-ROM and the standard 1L-ROM:

- The 2L-ROM errors are similar to the 1L-ROM errors.

- The 2L-ROM computational cost is significantly (sometimes by a factor of 2 or 3) lower than the 1L-ROM computational cost.
We emphasize, however, that these two conclusions are conditional on whether the \((r,R)\) pair is chosen well. If we choose \(r\) to be too small in comparison to \(R\), we ensure computational efficiency but at the expense of the error accuracy. On the other hand, if we choose \(r\) to be too close to \(R\) the errors of the 2-ROM and 1L-ROM are nearly identical, but then the speedup will be close to 1.

We note that the choice of the initial guess in the Newton solver does not affect the accuracy of the 2L-ROM and 1L-ROM. We also note that, as \(r\) approaches \(R\), the error ratio between the 1L-ROM and 2L-ROM approaches 1. This behavior is natural since we do not expect the 2L-ROM with the \((r,R)\) pair to be more accurate than the 1L-ROM with \(R\) modes, because solving the \(R\)-dimensional nonlinear problem should yield more accurate results than solving the \(R\)-dimensional linearization. We also note that, to achieve a 2L-ROM error similar to the 1L-ROM, \(r\) does not have to be almost equal to \(R\). For example, in the \((16,25)\) case, the 2L-ROM error is less than 3\% larger than the 1L-ROM error. We also note that the error ratio can either go up or down depending on our choices of \(r\) and \(R\). For example, the pair \((12,23)\) produces a 27.5\% difference in error, but \((18,25)\) produces less than a 1\% difference in error. Thus, even for \(r\) being approximately half the value of \(R\), the 2L-ROM error can be similar to the 1L-ROM error.

Next, we investigate the computational efficiency of the 2L-ROM and 1L-ROM. First, we note that the choice of the initial guess in the Newton solver has a significant influence on the speedup. The reason is that the choice of the initial guess affects how many Newton steps are needed to converge to the solution. The more Newton iterations are needed, the better the 2L-ROM performs in comparison to the 1L-ROM. This is clearly seen for \(u_0 = u_{UG}\) for all \((r,R)\) pairs in Table 1. The speedup ranges from 2 to 3 depending on the \((r,R)\) pair. Specifically, for the \((16,25)\) pair and \(u_0 = u_{UG}\), the error difference is less than 3\% but the speedup is 2.966. We also note that the better the initial guess becomes the faster the nonlinear solver converges, and thus the benefit of the 2L-ROM is lessened. When using an initial guess halfway between our unintuitive guess and optimal guess, \(u_0 = u_{IG}\), the speedup is about 2 while the error ratio is close to 1. Even when using an optimal initial guess, \(u_0 = u_{avg}\), the speedup is above 1 for reasonably chosen \((r,R)\) pairs. Overall, the results in Table 1 show that, for well chosen \((r,R)\) pairs, the new 2L-ROM can reduce the computational cost of the standard 1L-ROM by a factor of 2 and even 3, without significantly increasing the error.

5.3.2 Experiment 2 \((r < R_1 < R_2)\)

In Experiment 1 (in the previous section), we compared the 2L-ROM to the 1L-ROM only for the case \(R_2 = R_1\), i.e., when the dimension of the 2L-ROM linearized problem, \(R_2\), was equal to the dimension of the 1L-ROM nonlinear problem, \(R_1\). We emphasize, however, that in practice we could use different \(R_2\) and \(R_1\) values, which could yield 2L-ROM results that are better than the 1L-ROM results. To investigate whether this is the case, in Table 2 we list the same information as in Table 1, but for the case \(r < R_1 < R_2\). As mentioned in
Section 5.2.4, we choose $R_1 < R_2$ to increase the 2L-ROM accuracy for a small increase in computational cost. We also choose lower $r$ values than those chosen in Experiment 1. This choice decreased the computational cost of the 2L-ROM. Furthermore, the combination $r < R_1 < R_2$ also ensured an overall increase in the 2L-ROM accuracy.

Overall, the results in Table 2 show that the 2L-ROM can significantly decrease both the 1L-ROM error and the 1L-ROM computational cost. For example, for $(r, R_2) = (20, 29)$ and $R_1 = 25$, the 2L-ROM error is 53 times lower than the 1L-ROM’s error and the speedup is larger than 1 for all three initial guesses.
$L^2$ errors and times: averaged over all $q$ values

$r < R_1 < R_2$, with $2L$ using $(r,R_2)$ and $1L$ using $R_1$

| $(r,R_2)$ | $R_1$ | $u_0$ | $\mathcal{E}(2L)$ | 2$L$ Time (s) | $\mathcal{E}(1L)$ | 1$L$ Time (s) | Error Ratio | Speedup |
|-----------|-------|-------|-------------------|----------------|----------------|----------------|-------------|--------|
| $(10,24)$ | $21$  | $u_{UG}$ | 6.352E-04 | 6.571E-04 | 7.420E-04 | 1.494E-03 | 0.856 | 2.274 |
|           |       | $u_{IG}$ | 6.352E-04 | 5.985E-04 | 7.420E-04 | 9.873E-04 | 0.856 | 1.65  |
|           |       | $u_{avg}$ | 6.352E-04 | 5.418E-04 | 7.420E-04 | 8.244E-04 | 0.856 | 1.522 |
| $(11,23)$ | $21$  | $u_0$ | 5.400E-04 | 6.636E-04 | 7.420E-04 | 1.494E-03 | 0.728 | 2.251 |
|           |       | $u_{UG}$ | 5.400E-04 | 6.020E-04 | 7.420E-04 | 9.873E-04 | 0.728 | 1.64  |
|           |       | $u_{avg}$ | 5.400E-04 | 5.704E-04 | 7.420E-04 | 8.244E-04 | 0.728 | 1.445 |
| $(12,24)$ | $23$  | $u_0$ | 1.670E-04 | 7.235E-04 | 2.199E-04 | 1.905E-03 | 0.759 | 2.633 |
|           |       | $u_{UG}$ | 1.670E-04 | 6.623E-04 | 2.199E-04 | 1.327E-03 | 0.759 | 2.004 |
|           |       | $u_{avg}$ | 1.670E-04 | 5.897E-04 | 2.199E-04 | 9.491E-04 | 0.759 | 1.609 |
| $(14,27)$ | $25$  | $u_0$ | 3.713E-05 | 7.264E-04 | 4.714E-05 | 2.992E-03 | 0.788 | 4.12  |
|           |       | $u_{UG}$ | 3.713E-05 | 7.267E-04 | 4.714E-05 | 1.795E-03 | 0.788 | 2.469 |
|           |       | $u_{avg}$ | 3.713E-05 | 7.428E-04 | 4.714E-05 | 1.070E-03 | 0.788 | 1.441 |
| $(14,28)$ | $25$  | $u_0$ | 3.634E-05 | 1.003E-03 | 4.714E-05 | 2.992E-03 | 0.771 | 2.983 |
|           |       | $u_{UG}$ | 3.634E-05 | 8.386E-04 | 4.714E-05 | 1.795E-03 | 0.771 | 2.14  |
|           |       | $u_{avg}$ | 3.634E-05 | 7.315E-04 | 4.714E-05 | 1.070E-03 | 0.771 | 1.463 |
| $(14,29)$ | $25$  | $u_0$ | 8.815E-07 | 1.579E-03 | 4.714E-05 | 2.992E-03 | 0.019 | 1.895 |
|           |       | $u_{UG}$ | 8.815E-07 | 1.193E-03 | 4.714E-05 | 1.795E-03 | 0.019 | 1.504 |
|           |       | $u_{avg}$ | 8.815E-07 | 1.049E-03 | 4.714E-05 | 1.070E-03 | 0.019 | 1.02  |

Table 2: Experiment 2: $L^2$ errors and times.
6 Conclusions

In this paper, we proposed, analyzed, and investigated numerically a novel two-level G-ROM (2L-ROM) for the efficient and accurate numerical simulation of the steady NSE. The new 2L-ROM consists of two steps: In the first step, a relatively low-dimensional G-ROM for the (nonlinear) NSE is solved. In the second step, the NSE are linearized around the solution found in the first step, and the higher-dimensional G-ROM for the linearized system is solved. In Theorem 4.1, we proved an error bound for the new 2L-ROM. In Section 5, we compared the new 2L-ROM to the standard 1L-ROM in the numerical simulation of the steady Burgers equation. Our numerical investigation showed that, as expected, the 2L-ROM could significantly decrease (by a factor of 2 and even 3) the 1L-ROM computational cost, without compromising the numerical accuracy.

The first steps in the investigation of the new 2L-ROM are encouraging. We plan to investigate the 2L-ROM in more challenging numerical settings, e.g., the 2D and 3D NSE. We also plan to leverage the theoretical error bounds to determine robust scalings for the 2L-ROM parameters $r$ and $R_2$.
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