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Abstract—Current models on Explainable Artificial Intelligence (XAI) have shown an evident and quantified lack of reliability for measuring feature-relevance when statistically entangled features are proposed for training deep classifiers. There has been an increase in the application of Deep Learning in clinical trials to predict early diagnosis of neuro-developmental disorders, such as Autism Spectrum Disorder (ASD). However, the inclusion of more reliable saliency-maps to obtain more trustworthy and interpretable metrics using neural activity features is still insufficiently mature for practical applications in diagnostics or clinical trials. Moreover, in ASD research the inclusion of deep classifiers that use neural measures to predict viewed facial emotions is relatively unexplored. Therefore, in this study we propose the evaluation of a Convolutional Neural Network (CNN) for electroencephalography (EEG)-based facial emotion recognition decoding complemented with a novel RemOve-And-Retrain (ROAR) methodology to recover highly relevant features used in the classifier. Specifically, we compare well-known relevance maps such as Layer-Wise Relevance Propagation (LRP), PatternNet, Pattern-Attribution, and Smooth-Grad Squared. This study is the first to consolidate a more transparent feature-relevance calculation for a successful EEG-based facial emotion recognition using a within-subject-trained CNN in typically-developed and ASD individuals.
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1 INTRODUCTION

Deep Learning (DL) has led to large improvements in many domains: e.g. image recognition [1], automated translation [2], and object detection [3]. In recent years, researchers have started to investigate DL for clinical application. For example: the use of DL for the diagnosis of complex neurodevelopmental disorders, such as, Parkinson [4], Rett [5], or Alzheimer [6]. Other uses include facial emotion recognition (FER) in typically-developed (TD) individuals [7], [8], [9], [10] and individuals with ASD [11]. Despite this, most research on processing electroencephalography (EEG) data still relies on more traditional machine approaches such as Support Vector Machine (SVM) and Linear Discriminant Analysis (LDA). This includes the work on ASD diagnoses [12], [13] and FER [14], [15], [16], [17]. These methods were quite successful in multiple applications such as motor imagery decoding [18] and artifact removal [19]. However, their accuracy is limited for more complex applications such as FER decoding.

Traditional classifiers necessitate explicit feature extraction prior to classification in order to achieve high accuracy [20], [21], [22]. In the aforementioned case of motor imagery decoding, features were generated using Common-Spatial Patterns (CSP) which is directly linked to neurophysiological processes [23]. Unfortunately, in the case of FER decoding relevant features are not known or directly linked to neurophysiological data [24], [25], [26]. This limitation motivates use of DL, such as CNNs, to process minimally preprocessed EEG data and recover features [27], [28].

To our knowledge, our previous study is the first successful application of DL classifiers on neural activity to decode facial emotions in ASD populations [11]. In this study, we constructed a 2D image from the EEG as an input by stacking the individual EEG channels vertically - columns represent time and rows represent different EEG channels so that a single EEG image can be processed directly by a CNN [11], [28]. One could think of these EEG images as scribble drawings made by a child who is learning to draw.

Each scribble drawing represents a different encoded facial emotion in the neural activity or a single-trial. In other words, the CNN would need to find the best class separability using the features that are specific to each scribble drawing or facial emotion. What makes this task particularly difficult is that the representations are highly non-deterministic and noisy, just as the scribble drawings from a child. Consequently, understanding which features were used to classify facial emotions for typically developed (TD) controls or ASD participants performing FER [11], [29] is difficult. This contributes to the CNN being an inaccessible black-box system, which can not be explained directly from the neural features or the DL models we commonly use [30].

To alleviate this problem, Explainable AI (XAI) methods (i.e, saliency-maps) have been introduced recently as a way to understand DL classifiers. Some well-known XAI methods, such as Grad-CAM [31], Grad-CAM++ [32], Integrated Gra-
EEG data pre-processing, artifact removal, and whitening under EEG. In the third subsection, we describe that the FER task is completed while and the corresponding demographics. In the second subsection, we describe the participant samples with and without ASD [42], [43]. In the first subsection, we describe the participant samples and comparing the final CNN-FER metrics with the metrics associated with the FER (behavioral performance) task. This approach allows us to recover which XAI methods are reliably using Zero-Component-Analysis (ZCA) procedures implemented prior to training the CNN. In the fourth subsection, we outline the ROAR methodology and the XAI methods for feature evaluation via feature-relevance calculation.

2.1 Participants

Eighty-eight participants (Age: 15.34±1.58 years), were included in the following analyses and taken from a larger study on emotional and social processing [11], [44]. Of these, 48 participants (29 male; Age: 15.39±1.55 years) were TD, and 40 participants (32 male; Age: 14.77±2.16 years) had a diagnosis of ASD. All participants with an ASD diagnosis were confirmed using the Autism Diagnostic Observation Schedule, Version 2.0 (ADOS-2; ASD severity Comparison Score ADOS-CS: TD 3.33±2.71, ASD 8.15±2.05) [45] and were considered high-functioning on the Kaufman Brief Intelligence Test-2 (KBIT-2). ASD participants had significantly elevated ADOS-CS compared to the TD group (p=0.038), but there was no significant difference in intellectual functioning (p=0.227).

2.2 Face Emotion Recognition (FER)

Participants completed a web-based FER task while undergoing EEG [29], [49]. During this task, participants viewed emotional facial expressions from 48 children and adults’ face photographs. These facial images were taken from the DANVA-2 image-set [44]. We presented the emotional faces randomly with a cross-fixation of 200 ms, and a 2-second length face presentation followed by an emotion labeling menu. The emotion labeling menu presented the face-photograph again with four basic emotion labels on the bottom (i.e., happy, sad, anger, and fear).

From the DANVA-2 image-set, 24 faces showed adults portraying a particular emotion, and the other 24 showed children portraying the same emotion, resulting in six stimuli for each emotion and for each modality (i.e., children/adult). Each EEG trial is associated with a single facial emotion stimulus presented per subject. For this study, we consider the performances obtained from this task as a human behavioral performance quota - see section 2.6 for a more detailed description of these metrics. Each participant’s behavioral performance was calculated after all 48 faces were presented. The behavioral performance metrics include error-rates, accuracies, and reaction-times per participant.

EEG trials were sorted by facial emotion, combined and stored as a single EEGlab [47] structure for each emotion, resulting in 4 EEGlab structures (happy, sad, anger, and fear) per participant, comprising 12 EEG trials of both adults and children stimuli.

2.3 EEG recordings

EEG neural activity was recorded using a Brain Products 32-channels Brain-Vision ActiCHAm device with an original sample rate at 1KHz. Each 2D EEG image was then composed of 752 points on the time-domain and 30 channels in the spatial domain. EEG data were digitized at 16-bit resolution. The raw EEG signal was filtered with a notch filter at 60Hz with a half-power cut-off of 12db/Oct. Each active electrode was measured online with respect to a common
mode-sense active electrode producing a monopolar (non-differential) channel. The EEG data collection procedures of this study adhered to best practices for EEG data collection in ASD [48].

EEG trials were segmented between -200-1500ms and downsampled to 500Hz to avoid classifier overfitting [18]. Each EEG trial was re-referenced to the T9-T10 bilateral reference [48]. After the re-reference process, we used the remaining 30 channels (i.e., FT9, F7, FC5, FP1, FZ, FP2, F4, F8, FC6, FT10, F4, F3, FC1, C3, FC1, FC2, C4, T7, CP5, CP1, Cz, CP2, P4, P8, CP6, T8, P7, P3, Pz, O1, O2, and Oz) to create an EEG image composed of the 30 channels × 752 time-points for each trial.

2.4 EEG pre-processing

Each EEG trial was automatically cleaned using the following processes in sequence: 1) the Koethe’s cleanrare Artifact Subspace Reconstruction (ASR) in Prep pipeline complemented by the Makoto’s pipeline [49] for bad channels removal, and 2) the ADJUST EEGlab plugin for blinking and movement artifact removal using the 2 electro-occulogram (EOG) channels [50].

These processes were applied with the purpose of excluding corrupted or distorted channels with artifacts, signal dropout, and electrode malfunction before using ADJUST. The ADJUST plugin uses spatial and temporal features such as temporal kurtosis, spatial average-difference, maximum epoch variance, and generic discontinuities for EEG spatial features to detect horizontal or vertical eye blinking artifacts from independent-components (ICs) [51]. The resulting EEG artifact-free trials were baseline corrected -200 ms, prior to stimuli onset (0ms) using a linear detrending described in [11], then re-segmented for feature extraction to 0-1500ms.

2.5 ZCA whitening transformation

The Zero Components Analysis (ZCA) is a whitening transformation used to normalize the images amplitude using a Zero Phase Mahalanobis Distance criterion [52], without changing the correlation between the feature domains in the resulting covariance matrix.

The artifact-free input EEG image is denoted as \(x\) in the following analyses. The covariance matrix associated to the input \(x\), denoted as \(S_x\), is calculated following \(S_x = VDV^T\) where \(V\) is the eigen-vectors matrix of \(x\) and \(D\) is the diagonal matrix to construct the eigenvalue decomposition of \(x\). Thus, the new whitened-image \(X_{zca}\) is calculated following Equation 1 controlling the level of output contrast using \(\varepsilon_{zca}\). For our specific facial emotion decoding pipeline we use a low contrast of \(\varepsilon_{zca} = 0.01\).

\[
X_{zca} = \frac{VW^T_x}{\sqrt{D + \varepsilon_{zca} I}}
\] (1)

The resulting \(X_{zca}\) has the same size of input \(x\). The new image \(X_{zca}\) represents a non-rotated (i.e., zero-phase feature-space) whitened image to efficiently feed (CNN)-based pipelines [53, 54]. We used this new ZCA image \(X_{zca}\) for training the CNN classifier on a single-trial or image level. Following this approach we could obtain a better separability than only using \(x\) [11].

2.6 CNN architecture and training

The complete pipeline for the proposed EEG-based facial emotion decoding on individuals with and without ASD we used here is described in [11], and it is described graphically in the supplementary material - Figure S.1. In this subsection we will describe the CNN architecture including: the classifier convolutional-pooling (conv-pool) blocks, parameters, dimensions, and training methods including: initialization, learning rates, and stopping criteria.

Our motivation for using the (CNN)-based architecture was based on previous studies which used three normalized conv-pool blocks connected to a fully-connected (FC) layer and a final decision layer [11, 28]. These type-of-networks are suitable CNN architectures for the specific amount of trials we include in this study and to avoid overfitting effects. As in Schirrmeister et al. [28], we constructed our CNN with three conv-pool blocks - going from high-to-low kernel dimensionality, and from low-to-high filters per layer. Specifically, we set the kernel dimensions per layer based on the size of \(X_{zca}\), in a rectangular 30 channels × 752 time-points image, to make the conv-pool blocks more rectangular than the typical CNN architectures used for image categorization [1, 25].

The first conv-pool block was composed of a convolutional layer with a kernel-size of 100×10 and 32 filters, and a subsequent max-pooling layer with a size of 5×2 connected to an amplitude normalization layer. The second conv-pool block was composed of a convolutional layer with a kernel-size of 20×5, and a max-pooling layer with a size of 2×2 units connected to a second amplitude normalization layer. A third conv-pool block was composed of a conv-layer with a size of 10×2, and a max-pooling layer with a size of 2×2 and 128 filters. No batch-level normalization was used. Each conv-pool block had a stride factor of 2 and non-zero-padding. Thus, the output size was half the size of the x and y dimensions - without adding any extra zeros in the image edges. The third max-pooling layer on the last conv-pool block was connected to a dense fully-connected (FC) layer with 1024 sigmoid units, and this layer was connected to a softmax layer for computing the four classes probabilities associated with a particular emotion (i.e., happy, sad, anger, and fear). This last conv-pool block did not have a normalization layer connected before the softmax layer.

The training method was based on the Adam optimization [55]. We set an initial learning-rate equaling 0.00001 with a linear weight decay of 0.000001 per iteration. To assure a faster convergence in the training process, we used the Glorot’s initializer for the kernel weights and for all the convolutional and max-pool layers [56]. For the biases initialization, we use an uniform random distribution across all the layers with \(\mu = 0\) and \(\sigma = 0.1\). No random or heuristic search was used to set the initial learning rate or the decay rates. We used a dropout layer with \(p = 0.25\) applied to the FC layer. All the conv-pool activation-functions were Rectified Linear Unit (ReLU) and trained with 4 size mini-batches - changing the training indexes randomly on each iteration. A maximum of 500 iterations was set as part of the training process. We used the early-stopping criterion described in [28] and 72.5% of trials across all participants.
fell into this early stop criterion requiring less than 200 iterations - 73.31% TD and 74.65% ASD.

The (CNN)-based pipeline performance was evaluated using a Leave-One-Trial-Out (LOTO) cross-validation for each participant. This means that the performance was measured iterating intra-subject across all the 48 EEG trials, per participant, using 47 for train and 1 for testing. The Accuracy (Acc), precision (Pre), Recall (Re), and F1 scores reported on Table 1 are calculated using a wrapped (macro) confusion matrix calculated for each participant obtained in the LOTO cross-validation. We used and reported the same metrics in our previous study [11]. The evaluation of the metrics for the human behavioral performance on the FER task consists of the same approach explained above - assuming each participant has an equal level of entropy as observed in the 47 trials used for training the CNN. These performance metrics using the LOTO cross validation provide a personalized neural representation for facial emotion decoding in individuals with and without ASD [11].

### 2.7 XAI methods

We used four XAI methods for estimating feature-importance levels on the trained CNN. We used the SmoothGrad [34] method as a baseline and three other XAI saliency-maps: Smooth-Grad Squared [40], a simple numerical variation of Smooth-Grad, PatternNet, Pattern-Attribution [57], and the Layer-Wise Relevance Propagation (LRP) [37]. These XAI methods are included in the iNNvestigate software package [58], a Python module we used for evaluating each XAI method proposed in this study.

For the subsequent analyses we define a feature relevance-map based on the LRP model [36, 58], and for all the XAI methods analyzed here as $R_i^d$. These relevance values are normalized in amplitude, limiting the propagated relevance between [-1, 1]. Thus, the $R_i^d \geq 0$ values are considered relevant - or a positive contribution to successful facial emotion decoding. All the features associated with positive values represent a hit or an accurate CNN facial emotion decoding. On the other hand, the $R_i^d < 0$ values are considered irrelevant or a negative contribution for a successful facial emotion decoding.

To obtain a final average relevance measure for each facial emotion, we average the resulting relevance map for each iteration - across the iterations of the LOTO - per subject- cross-validation [11]. Figure 1 shows the average relevance maps for TD and ASD, and for all the XAI methods. In the following subsections, we describe the detailed models of each XAI method included in this study for statistical evaluation and ROAR.

#### 2.7.1 Smooth-Grad and Smooth-Grad Squared

Smooth-Grad is a XAI method proposed by Smilkov et al. [34]. In the basic form they start out by computing the gradient of logit (unit) i w.r.t. to the input, denoted as $g(x) = \frac{\partial f(x)}{\partial x}$. Typically this results in noise saliency-maps which can be mitigated by averaging the gradients of multiple noisy versions of the input, thereby improving the signal to noise ratio.

$$
\hat{g}(x) = \frac{1}{N} \sum_{i=1}^{N} g(x + \mathcal{N}(0, \sigma^2 I))
$$

(2)

The hyper parameters for this method are the number of samples N we use, the mean – typically zero – and variance 2 of the Gaussian noise. From Equation 2 it should be clear that this method can in principle be applied to any XAI method and not just the gradients. Recent studies [35, 41] used a variation called Smooth-Grad squared. Here the gradients are squared before averaging as shown in Equation 3.

$$
\hat{g}(x) = \frac{1}{N} \sum_{i=1}^{N} (g(x + \mathcal{N}(0, \sigma^2 I)))^2
$$

(3)

Previously, this approach performed better than the original Smooth-Grad implementation for vision tasks [40, 41]. The relevance maps for TD and ASD groups calculated using the Smooth-Grad and the Smooth-Grad Squared are shown from subfigure 1a to 1b - in Figure 1. We consider SmoothGrad as a baseline because of its simplicity and its broad usage on other XAI studies [35].

#### 2.7.2 Layer-Wise Relevance Propagation

Layer-Wise Relevance Propagation (LRP) [37, 59] is a family of XAI methods based on the Lebesgue energy-conservation law [60]. The quantity observed at the logit $i$ is seen as the relevance for a certain class and in each layer of the network we assume that the same amount of relevance is present for this class. Equation 4 makes this explicit for a multiple-layer network. The relevance observed at the logit is equal to $f(x)_i$. This is then distributed towards the input in a layerwise manner such that relevance is preserved through the layers. The relevance at neuron $d$ in layer $l$ is denoted as $R_i^d$ in LRP.

$$
f(x) = \sum_q R_i^q = \sum_{d \in \{l+1\}} R_{i,j}^d \cdot 1 = \sum_{d \in \{l\}} R_{i,j}^d \cdot 1 = \cdots = \sum_{d} R_{i,j}^d
$$

(4)

LRP methods have variations of this process that are optimized for specific tasks. In this study, we used LRP preset B (LRP-B) as implemented in the iNNvestigate toolbox. This LRP configuration makes use of the epsilon LRP rule for dense layers and the alpha-beta rule for convolutional layers.

The epsilon rule is based on the $z$-rule where the relevance is proportional to the weight multiplied neuron con-
Fig. 1: Average relevance-maps for Smooth-Grad Squared, PatternNet, Pattern-Attribution, and LRP-B flat preset. The relevance-maps for TD are shown on the left, and for ASD on the right. These relevance maps are normalized between [-1, 1] and coloured using the jet colormap being the more relevant values on dark-red, and the more unrelevant on darker-blue.

contribution denoted as $z_{ij} = x_{il}^{l+1} \omega_{ij}^{(l,l+1)}$. These contributions are then normalized as seen below.

$$R_i^{l} = \sum_j \frac{z_{ij}}{\sum_i z_{ij}} R_i^{l+1} = \sum_j \frac{x_{il}^{l+1} \omega_{ij}^{(l,l+1)}}{\sum_i x_{il}^{l+1} \omega_{ij}^{(l,l+1)}} + b_j$$  \hspace{1cm} (5)

This normalization can become problematic if the numerator/denominator is (close to) zero. In this case, a very small value epsilon is added (or subtracted to keep the sign constant) to ensure numerical stability. For the convolutional layers the $\alpha$-$\beta$ rule is used.

$$R_i^{l} = \sum_j \left[ \alpha \frac{z_{ij}^+}{\sum_j z_{ij}^+} + \beta \frac{z_{ij}^-}{\sum_j z_{ij}^-} \right]$$  \hspace{1cm} (6)

Using this approach with the alpha-beta rule includes parameters $\alpha$ and $\beta$ that controls how much weight is given to the positive relevance components ($z_{ij}^+$), and negative relevance components ($z_{ij}^-$). While the iNNvestigate package \cite{innovations} includes many variants of the LRP rules as presets, we use preset B as described above with $\alpha = 2$ and $\beta = 1$. 
Preset A with $\alpha = 1$ and $\beta = 0$ was also evaluated, but was less significant that preset B on our data and therefore is not included [11].

### 2.7.3 PatternNet and Pattern-Attribution

PatternNet and Pattern-Attribution XAI salience methods have previously been described by PJ Kindermans et al. [57]. These methods can be seen as an extension of the LRP or Deep-Taylor Decomposition framework. PatternNet and Pattern-Attribution consider which parts of the input neuron is invariant to and which parts it is trying to detect. By doing this, the explanation of a single artificial neuron without the non-linearity is consistent with the explanation of multivariate linear models in neuroimaging [61]. PatternNet and Pattern-Attribution do still rely on layerwise propagation from LRP to combine individual neuron-wise explanations to whole network explanations.

In Pattern-Attribution and PatternNet XAI methods the input $x$ to a neuron is assumed to be composed of an informative signal component and a non-informative distractor component from the output of that neuron $y$.

$$x = a_s y + a_d \epsilon$$  

(7)

Here $\epsilon$ can be seen as a noise source that minimizes the distractor so it is essentially ignored. PatternNet and Pattern-Attribution operate under the assumption that the linear model explanation should not change if zero. Therefore, the estimation of $a_s$ is necessary to propagate according to the signal component. PatternNet and Pattern-Attribution propose Equation 7 to find a set of new filter weights $\tilde{\omega}$ that are separated as much as possible from the network weights $\omega$ in order to maximize the signal component across the layers of the trained CNN following $y'^l = \tilde{\omega}^T x'^l y'^l$ is the output of the layer $l$ and $x'^l$ the corresponding input associated with the filter weights $\tilde{\omega}$.

For PatternNet and Pattern-Attribution the calculation of the distractor $d$ assumes the following equivalences: $y'^l = \omega^T x'^l$ and $\omega^T d = 0$. We obtain this latter equivalence by maximizing the signal component across the layers of the trained CNN. However, Equation 7 is the main difference between PatternNet and Pattern-Attribution. Both methods use the same model described on Equation 7 to calculate the estimator per layer.

$$E = \frac{\text{cov}(x, y)}{\sigma_y} = \frac{[E_+ [xy] - E_+(x)E_+(y)]}{[\omega^T E_+ [xy]] - \omega^T E_+(x)E_+(y)]}$$  

(9)

$E$ is the expected value for any single or joint variable $xy$ described in Equation 7. The propagation of the estimator $a$ is the main difference between PatternNet and Pattern-Attribution. Both methods use the same model described on Equation 7 to calculate the estimator per layer. However, PatternNet uses a similar propagation as the LRP Deep-Taylor model [57, 58] based on the “message passing” modality - without propagating the estimator using information from $\tilde{\omega}$. Pattern-Attribution method uses the numerical incidence of the filter weights $\omega^T$ which are estimated through $\omega$. This method propagates a part of $\omega$ using a product between the filter weights and the signal estimator $\tilde{\omega}^T a$, instead of only $a$ [57]. This last consideration of filter weights supports a more noisy relevance map calculated from Pattern-Attribution as we can see in Figures 1c and 1d.

The top part of each subfigure in Figure 3 are the Average saliency maps with the channel indexes on the y-axis, and the time-points in ms on the x-axis. The bottom part of each subfigure shows five topo-plots representing the average relevance on five different time ranges, such as 0-500, 250-750, 500-1000, 750-1250, and 1000-1500 ms.

### 2.8 Remove-And-Retrain (ROAR) - Certainty Analysis

For evaluating the certainty and reliability of the XAI methods, we used the RemOve-And-Retrain (ROAR) methodology [41]. ROAR uses the average relevance map $R^s$ for each participant group (i.e., TD and ASD) for each facial emotion as a feature importance indicator. ROAR weights the feature-importance directly from the input feature-space using the relevance values calculated from each XAI method and sorts the values from high-to-low relevance. The ROAR pipeline is reported in Figure 5.2 in supplementary material.

In ROAR, the average XAI relevance map, per group, $R^s$ determines whether features are included in each new training process. Features are suppressed in order of high-to-low relevance. Feature removal is done based on an element-wise product between the average posthoc relevance map obtained from an XAI method and the input EEG image. The product dictates what features will be removed or accepted for the CNN re-training based on a relevance threshold.

Previous studies have used ROAR to assess the level of certainty of multiple XAI methods in a quantitative way [64,65]. These studies compare the level of accuracy detriment associated with the relevant features removal using random relevance patterns as a baseline. We used this same approach to evaluate and compare XAI methods using ROAR and random relevance baselines within each group. To do this, we set various relevance thresholds as a pixel/feature-removal rate $r$ ($r = 0.1, 0.2, 0.5, 0.7, 0.9$) to generate a binarized-mask, $R_b$, from the average relevance-map $R^s$ using Equation 10.

$$R_b = \begin{cases} 
1 & R_s \leq r \\
0 & R_s > r 
\end{cases}$$  

(10)
The relevance $R^1$ is averaged across facial emotions $R^1 = (R_{\text{happy}} + R_{\text{sad}} + R_{\text{angry}} + R_{\text{neutral}})/4$ for normalization. The resulting normalized binary-mask dictates which pixels/features are admitted into the re-training. These binary masks have the same channels and time-points indexes and size of $X_{\text{size}}$. Different binary masks used in this analysis are reported and illustrated in the supplementary material in Figures S.3 and S.4 including different values of $r$.

In the following subsection, we will introduce the random baselines we used to compare the final ROAR metrics, and check if the re-training performances are more interpretable using the XAI methods or the random patterns in the feature removal.

### 2.8.1 ROAR baselines

We include two basic distribution-based binary masks as random baselines for the ROAR evaluation. The first, most uninformed, baseline we used is a common random baseline on an uniform distribution with a pixel/feature removal set to $r=0.5$.

The second baseline we used evaluated time-domain feature relevance per channel. In this baseline, two types of random slices are generated. The first slice is a random pattern based on a $47 \times 1$ slice covering 47 time-points and a single channel. This pattern allows all features in ROAR, while occluding time-domain slices with a size of 47 time-points $\times 1$ channel. This retains a cohesive set of slices of approximately 20ms around important positive or negative EEG event-related potentials (ERPs) evoked during FER, such as N1, P3, and Late-Positive Potential (LPP) \[62, 63\]. The second slicing baseline is identical to the first, but does not sort the $47 \times 1$ slices randomly. Instead, it sorts relevance values based on a XAI method to dictate which feature will be removed. This pattern will be referred to as a method-related slice baseline in the following analyses.

Binary-masks are reported in the supplementary material in Figure S.5. As a gold-standard, we expect that the feature removal. This pattern will be referred to as a method-related slice baseline in the following analyses.

### 3 Results

This results section is divided in three subsections 1) human behavioral FER and CNN performance results for both the TD and ASD groups 2) ROAR results comparing XAI salience methods relative to random baselines and each other within groups for interpretability of FER encoding, and 3) group differences in XAI relevance maps for each facial emotion or class.

#### 3.1 Performances - FER and CNN

Table 1 includes the Accuracy (Acc), precision (Pre), Recall (Re), and F1 scores for human behavioral FER and CNN performances. The metrics are formally described in \[64\]. Using one-way ANOVA, we found significant differences in Acc (F(1,87)=10.43, p=0.00144), pre (F(1,87)=6.31, p=0.0301), Re (F(1,87)=9.35, p=0.00561), and F1 (F(1,87)=8.66, p=0.0232), between FER and CNN metrics. For all metrics, CNN was more accurate than FER.

#### 3.2 XAI methods - Statistical comparisons

The five time ranges mentioned above are used for adjusting the p-values of the statistical comparison reported below using a Bonferroni-Holm correction \[65\].

##### 3.2.1 XAI saliency-maps comparison

Visual inspection of XAI saliency-maps in Figure 1 shows similarities in the relevance distribution within the five time-ranges mentioned above. To test these statistical similarities, we used the Kolmogorov-Smirnov test (KS-test) \[66\]. Comparing the relevances obtained in the Smooth-Grad method and Smooth-Grad Squared method we found similarities across the five time ranges $h=1$, $p \leq 0.001**$

Similarities were also observed in late-time ranges, such as 750-1250 and 1000-1500 ms, between PatternNet and LRP-B $h=1$, $p \leq 0.028*$, and between PatternNet and Pattern-Attribution, $h=1$, $p \leq 0.043*$. We attributed this to a more noisy relevance pattern obtained from Pattern-Attribution after the marginal values of the weights $\tilde{\omega}^T$ can also modulate the calculation of the estimator $a$ (see section 2.7.3). There were no other statistical similarities between other XAI methods, $h=0$, $p's > 0.05$. All these findings are in line with our expectations after training the CNN with this type of EEG image.

##### 3.2.2 Differences between TD and ASD relevance maps

There were no significant differences in the Smooth-Grad,SmoothenGrad average, Smooth-Grad Squared, PatternNet, or Pattern-Attribution XAI salience maps for any specific facial emotion, or the average across facial emotions between TD and ASD groups. For Smooth-Grad we obtained $F's(1,87) \leq 1.334$, $p's > 0.05$, across all emotions or any time-range (see section XAI methods). Similar differences were obtained for Smooth-Grad Squared $F(1,87) \leq 0.129$ with $p > 0.05$, PatternNet $F(1,87) \leq 0.883$, $p's > 0.05$, and Pattern-Attribution $F(1,87) \leq 0.222$, $p's > 0.05$.

The main significant differences found between TD and ASD XAI salience maps are observed in the LRP-B method, specifically for negative emotions, such as Anger and Fear. This is consistent with the observable behavioral deficits in ASD performing FER. We found significant differences for Average in 0-500ms, $F(1,87)=7.889$, $p=0.0344$, TD $>$ ASD, and in 1000-1500ms, $F(1,87)=11.56$, $p=0.0033$, TD $<$ ASD. For Sad in 750-1250ms, $F(1,87)=8.491$, $p=0.0141$, TD $>$ ASD, and in 1000-1500ms, $F(1,87)=13.54$, $p=0.0005$, TD $<$ ASD. For anger in 0-500ms, $F(1,87)=10.85$, $p=0.0095$, TD $>$ ASD, and in 1000-1500ms, $F(1,87)=9.667$, $p=0.0102$, TD $<$ ASD. For Fear in 0-500ms, $F(1,87)=23.47$, $p=7.6E-6$, TD $>$ ASD, in 500-1000ms, $F(1,87)=7.193$, $p=0.0263$, TD $<$ ASD, and in [750-1250]ms, $F(1,87)=9.313$, $p=0.0121$, TD $<$ ASD. All individual F and p values for each facial emotion, group, and XAI method are reported in the supplementary material in Table S.1.

#### 3.2.3 Differences between binary masks

To evaluate the differences between binary masks obtained from all the trained TD and ASD CNNs for each facial emotion we used a One-way ANOVA and Bonferroni-Holm correction over the same five time-ranges. Figure 2a
shows the topo-plots related to the binary masks for the time range between 500-1000ms. In this time range we only found significant differences for \( r = 0.5 \). Specifically, we found differences in Smooth-Grad (\( F(1,87)=3.55, p=0.050 \)), Smooth-Grad Squared (\( F(1,87)=3.44, p=0.049 \)), Pattern-Attribution (\( F(1,87)=4.57, p=0.031 \)), and LRP-B (\( F(1,87)=3.67, p=0.044 \)). In PatternNet we did not find any significant difference on this early time range. This must be related to the behavioral associated with the CNN, less noisy, and coarser relevance patterns associated with PatternNet.

Figure 2b shows the topo-plots related to the binary masks for the interval between 750-1250ms. There we found differences for \( r = 0.2 \) and PatternNet (\( F(1,87)=6.22, p=0.021 \)). We also found differences for \( r = 0.5 \) in Smooth-Grad Squared (\( F(1,87)=3.51, p=0.048 \)), Pattern-Attribution (\( F(1,87)=3.78, p=0.041 \)), and the LRP-B preset (\( F(1,87)=3.81, p=0.043 \)). These results suggest that in terms of the \( r \) values, the binary mask patterns are consistent. This also shows that binary masks are consistent across \( r \) in the late time-ranges excepting \( r = 0.5 \). To assure a more consistent comparison between the binary masks of TD and ASD, we evaluate them using the K-S test. For all the significant differences found in this analysis we can surmise that the binary masks all come from the same distribution - \( h=1, p<0.05 \). There were no significant differences between 0-500ms for any XAI method.

3.3 Accuracy detriment differences across \( r \) values

For comparing the accuracy detriment across the \( r \) values of 0, 0.1, 0.2, 0.35, 0.5, 0.7, 0.9, and 1, we used an one-way ANOVA with a subsequent Bonferroni-Holm correction across the \( r \) values. The comparison was evaluated and adjusted by grouping the accuracies obtained for each TD and ASD participant described in Table 1. Figures 3a and 3b shows the accuracy detriment for all the XAI methods included in this study for TD and ASD respectively. Similarly, to illustrate the performance detriment obtained from the method-related 47×1 baseline we show the accuracy detriment in Figure 3c and 3d for TD and ASD. Analyzing the differences between TD and ASD accuracies across the XAI methods we observed significant differences between ROAR-related accuracies and the random baselines. For Smooth-Grad we found significant differences in comparison with the random baseline for \( r = 0.7 \) (\( F(1,95)=3.31, p=0.00155 \)) and \( r = 0.9 \) (\( F(1,95)=2.65, p=0.0224 \)) in TD. For ASD we found differences in \( r = 0.7 \) (\( F(1,79)=4.01, p=0.000331 \)), and \( r = 0.9 \) (\( F(1,79)=2.23, p=0.0338 \)).

Again for Smooth-Grad we found differences in comparison with the method-related slices in \( r = 0.7 \) (\( F(1,95)=10.58, p=1.45e-6 \)), and in \( r = 0.9 \) (\( F(1,95)=7.33, p=0.00023 \)) for TD. For ASD we found differences in \( r = 0.7 \) (\( F(1,79)=11.11, p=2.28E-7 \)), and in \( r = 0.9 \) (\( F(1,79)=7.45, p=0.000148 \)). For this particular method, all the method-related slice baseline accuracies were lower in comparison with the Smooth-Grad-related performance detriment. Other differences in the accuracy detriment are more observable in low values of \( r \). For instance, for Smooth-Grad Squared and \( r = 0.2 \) (\( F(1,95)=10.99, p=0.0000274 \)) for TD, and \( r = 0.2 \) (\( F(1,79)=12.45, p=0.000345 \)) for ASD. The accuracy detriment associated with the Smooth-Grad Squared method-related slice baseline are lower than the XAI method itself. However, we did not find significant differences for TD (\( F(1,95)\geq2.58, p>0.1893 \)) or ASD (\( F(1,79)\leq2.88, p>0.1910 \)) for \( r \) values different than 0.2.
Fig. 3: Average accuracies and detriments comparison between all the saliency maps evaluated in this study. On Figures 3a and 3b, and for the method-based slices on Figure 3c and 3d. TD plots are on the left and ASD on the right columns. Bars showed for each value of $r$ represent the standard-deviation of the set of accuracies wrapped for on each $r$ value and on each group - TD or ASD.

For PatternNet we only found significant differences in comparison with the method-related slices baseline. For $r=0.7$ the XAI method always shows a lower accuracy for TD (F(1,95)=13.38, p=0.0001178), and for ASD (F(1,79)=20.45, p=2.77E-7). In $r=0.9$ we found differences for TD (F(1,95)=3.42, p=0.0267), and for ASD (F(1,79)=2.99, p=0.0321). For other values of $r$ we did not find differences after correction. For Pattern-Attribution we found differences in $r=0.2$ for TD (F(1,95)=8.35, p=0.00327), and for ASD (F(1,79)=7.91, p=0.00899). We found other differences where the method-related slice baseline is showing a lower accuracy than the XAI method itself, specifically in $r=0.5$ for TD (F(1,95)=10.12, p=0.000224) and ASD (F(1,79)=9.88, p=0.003367). For other $r$ values we did not find any significant differences.

Comparing the ROAR accuracy detriments for the LRP-B preset method, we found significant differences in $r=0.2$ for TD (F(1,95)=3.56, p=0.00214), and for ASD (F(1,79)=3.66, p=0.00203). An important observation is that the accuracy detriment associated with the LRP-B method is only showing significant differences for ASD in $r=0.7$ (F(1,79)=3.91, p=0.000156). For other $r$ values we did not find any significant difference - (F(1,95)≤1.99, p>0.2489).

4 Discussion

DL pipelines are effective [11], [27], [28] at decoding facial emotions, but it is unclear what neural information is more important in this process. To address this, we compared XAI methods to determine their trustworthiness in this application [36]. We compared XAI saliency-maps (Figure 1) generated from LRP-B, PatternNet, and Pattern-Attribution methods and identified features that are consistent with known patterns observed in EEG during facial emotion decoding for individuals with and without ASD [62], [67]. Even though the previously-mentioned XAI methods identify features that are consistent with prior knowledge on EEG-based facial emotion decoding [11], we observed some quantitative differences between the associated relevance patterns. Because of these differences, it is not clear which method best represents the neural-network facial emotion-decoding process. This motivates the usage of ROAR and random and method-slices baseline for quantifying the level of relevance of each of these XAI methods. ROAR yields a reliable evaluation of what features of the EEG input are used to train the CNN for FER decoding. We observed that LRP, PatternNet and Pattern-Attribution identify the late time-ranges, after 500ms relative to the stimulus onset, as essential for correct facial emotion decoding, which is consistent with previous literature [29], [12], [68].

These analyses demonstrate that XAI methods can be applied to recover features necessary for neural encoding. However, this effect is only observed when less than 50% of the relevant features are removed, as we observed in Figures 8.a and 8.c. While the best performing method differs based on the exact setting, we recommend using the SmoothGrad-Squared approach, since it is the easiest to implement, before using more complicated methods.

The results discussed above have shown that the patterns found by the XAI methods are meaningful. For PatternNet, Pattern-Attribution, Smooth-Grad Squared, and LRP-B when $r=0.5$ we see significant differences in time-ranges later than 500 ms. These differences are consistent with the late activation neural component in ASD when performing FER [46]. The three time-ranges that were essential for facial emotion decoding in ASD were centered at 250, 600, and 1100 ms. These ranges were not essential...
for facial emotion decoding in TD. Instead, in TD subjects only two time ranges were essential for facial encoding - centered at 250, and 1200 ms. This suggests that EEG facial emotion decoding is done differently between groups, which is consistent with other EEG studies [9, 29]. The success of the CNN as a fully-personalized classifier -based on a LOTO cross-validation per subject- is an important novelty including XAI methods evaluation. This evaluation shows that it is possible to decode emotions reliably from the EEG of ASD populations when they perform FER. This confirms that there is intact emotion information encoding in ASD from the EEG single trial/image level [69], understanding fully-personalized neural representations using XAI methods might be useful to develop more efficient data-driven ASD interventions [70].

5 CONCLUSION
The certainty analysis employed in this study suggests that the correctly decoded emotions/trials on our proposed EEG-based CNN pipeline are associated with relevance patterns that show high-relevance values on late time-ranges. In time-ranges between 500-1500ms after the stimulus onset we find significant differences associated with the relevance patterns and the ROAR binary masks obtained from some XAI methods, such as, LRP-B, PatternNet and Pattern-Attribution. This effect is also observed when evaluating ROAR on those methods, thus suggesting that the EEG relevant features assessed with ROAR are particularly useful for obtaining a successful emotion recognition.

The differences in accuracy detriment observed after evaluating ROAR are important for supporting the differences observed between TD and ASD relevance maps. The more reliable XAI methods obtained after using ROAR and removing more than the 50% of the relevant features are precisely the LRP-B, PatternNet and Pattern-Attribution. These methods are the ones that show significant differences in the late-timing between TD and ASD. Specifically, those differences between TD and ASD observed in the more reliable XAI methods are consistent with the altered neural connectivity patterns observed when individuals with ASD process emotion from faces.

This study consolidates important findings in ASD and computational-neuroscience research. The ROAR evaluation can identify the more reliable and intuitively important features that can successfully decode an emotion from EEG activity. These distinguishable patterns are setting a more consistent and remarkable set of information that is precisely relevant for the emotion decoding. This represents a different and intact emotion information encoding in individuals with ASD that can be efficiently extracted by the CNN. These results can re-define the current state-of-the-art of facial emotion-decoding pipelines and XAI. This supports, CNN as a perceptual-based classifier, which overcomes the behavioral/neural emotion comprehension deficits observed in individuals with ASD.

This study is the first, quantitatively speaking, to employ ROAR for evaluating robust XAI methods on EEG-based facial emotion recognition. This study is also the first to use EEG features for evaluating the reliability and correctness of current state-of-the-art XAI methods, including EEG trials from ASD and non-ASD individuals.
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