Cyclotron resonance in topological insulators: non-relativistic effects
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Abstract

The low-energy Hamiltonian used to describe the dynamics of the helical Dirac fermions on the surface of a topological insulator contains a subdominant non-relativistic (Schrödinger) contribution. This term can have an important effect on some properties while having no effect on others. The Hall plateaus retain the same relativistic quantization as the pure Dirac case. The height of the universal interband background conductivity is unaltered, but its onset is changed. However, the non-relativistic term leads directly to particle–hole asymmetry. It also splits the interband magneto-optical lines into doublets. Here, we find that, while the shape of the semiclassical cyclotron resonance line is unaltered, the cyclotron frequency and its optical spectral weight are changed. There are significant differences in both of these quantities for a fixed value of chemical potential or fixed doping away from charge neutrality depending on whether the Fermi energy lies in the valence or conduction band.

1. Introduction

Recently, the metallic states that exist at the surface of a topological insulator (TI) have been extensively studied [1–7]. These display novel physical properties which could possibly be exploited in device applications such as quantum computing [8]. This has led to a flurry of activity both experimentally and theoretically which has provided new understanding. Many new materials have been discovered [9, 10]; however, there remains a need to increase the bulk band gap so as to more clearly separate the metallic surface states from the bulk insulating spectrum. The surface states possess an odd number of Dirac points. Here, for simplicity, it is sufficient to consider a single Dirac cone centred at the $\Gamma$ point of the surface Brillouin zone as in Bi$_2$Se$_3$ [11]. The Hamiltonian which governs the dynamics of the surface fermions involves real spin [12] in contrast to graphene and other related materials where instead pseudospin is involved [13–17]. This is due to a strong spin–orbit coupling which provides a dominant linear-in-momentum Dirac contribution to the Hamiltonian with Fermi velocity $v_F$. There is also a smaller non-relativistic contribution [18], which is quadratic in momentum and characterized by a Schrödinger mass $m$. In this paper, we are particularly interested in understanding the changes in the magneto-optical properties of the helical surface fermions that result from the introduction of the mass term [19].

The Schrödinger mass term is a prominent feature of the low-energy continuum $k \cdot p$ Hamiltonians [9, 18] which form the basis of our understanding of the TI surface band structure. Indeed, such work was critical in the discovery of three-dimensional (3D) TIs. These simplified Hamiltonians are based on density-functional electronic-structure calculations, as first discussed by Zhang et al. [9] and elaborated upon in [18]. For the specific cases of Bi$_2$Te$_3$ and Bi$_2$Se$_3$, the band masses are $m = 0.16m_e$ and $0.09m_e$, respectively, where $m_e$ is the bare electron mass. Thus, for a magnetic field of 1 T, the respective Schrödinger magnetic energy scales are $\sim 1.25$ and 0.7 meV [19]. The corresponding Dirac energy scale (due to the linear-in-momentum relativistic part of the Hamiltonian) is of order 10 meV (a factor of ten larger than the non-relativistic contribution). The two scales become comparable when the magnetic field $B$ is 40 T. This results from the Schrödinger terms linear-in-$B$ dependence compared to the $\sqrt{B}$ scaling of the relativistic piece. Therefore, it is
important to retain the quadratic-in-momentum part of the Hamiltonian when describing the surface states. It has been included in the extensive literature [9, 10, 20–25] (both theoretical and experimental) that exists on the phase offset seen in quantum oscillations of the Shubnikov-de Haas and de Haas-van Alphen effects. There are numerous other optical studies in TIs including many in the infrared [26–28]; the most relevant for this work are those in the THz range [29, 30]. Here, we mention specifically that of Wu et al. [31] which provides information on the cyclotron frequency itself and, consequently, directly impacts the present work. After the subtraction of a phonon and a lattice polarization term, the cyclotron resonance peak is extracted. It was found that the quadratic-in-momentum term is essential in obtaining a consistent fit to this cyclotron resonance data [31]. In another study of cyclotron resonance data, the Schrödinger piece was found to be dominant in strained films of HgTe (an intrinsic TI with negligible bulk carriers [33]).

Initially studied TIs where not truly insulating in the bulk and the topologically protected surface states could, thus, be affected by undesirable mixing with the bulk charge carriers. Many strategies have been used to separate out the surface fermions. In the magneto-optical study of Bi0.91Sb0.09 by Schafgans et al. [34], several Landau level (LL) series are observed. They all display energy dependences that vary as the square root of the applied magnetic field and none are found to originate from the bulk bands since they do not extrapolate to the band gap energy. In Bi1–xSbx the observed quantum oscillations correspond to a two-dimensional Fermi surface and hence, are identified with the surface states [34, 35]. They also observe a contribution form a 3D Fermi surface which they assign to coupling between the bulk and surface states.

It has also been possible to separate the surface from the bulk using time-resolved techniques. The surface and bulk states’ transient THz optical response has been found to correspond to very different time scales [36]. Crepaldi et al. [37] used time-resolved angular-resolved photoemission spectroscopy (ARPES) to differentiate between the two types of states. Such techniques have recently been used [38] to show that the A1g Phonon mode in Bi2Se3 is coupled to both the bulk and surface fermions and that this phonon softens on the surface. There are many works on the electron–phonon interaction in TIs (see, for example, [39–41]). High resolution ARPES is a particularly useful technique for this kind of investigation. Kinks in the dispersion curves of the charge carriers are interpreted as coupling to possible bosons. Some experiments [41] have given large values for the coupling while others [39] give much smaller values. In one study, the coupling was found to be even smaller and interpreted to imply the topological surface states are not only protected from elastic scattering off impurities but also from scattering off low-energy phonons [40]. Such effects are beyond the scope of this paper.

Work has also been done to entirely suppress the metallic character of the bulk states. For example, this can be achieved by doping Cu in Bi2Se3 [42, 43]. One can then study surface fermions without bulk influences. This is also the case in Tl1−xBi1+xSe2 as documented in the work of Eguchi et al. [44] and Kuroda et al. [45].

In the pure relativistic case, there is particle–hole symmetry between the conduction and valence bands which are both described by the same perfect Dirac cone. The introduction of a Schrödinger mass distorts these cones. The conduction band narrows with increasing energy while the valence band fans out as the energy is lowered. This yields an hourglass shape to the overall band structure. The band bending leads to particle–hole asymmetry. In this case, doping with holes rather than electrons will be different than the pure relativistic case. Here, we will emphasize these differences.

When a magnetic field is applied perpendicular to the surface of the TI, LLs form. In the pure relativistic system, their energies are characterized by the single Dirac magnetic energy scale \( E_0 = \frac{eB}{m} \) where \( e \) is the elementary charge. When we account for the subdominant non-relativistic contribution, a second Schrödinger magnetic energy scale \( E_0 = \frac{\hbar eB}{m} \) enters and modifies the eigenenergies of the LLs. In particular, the level at zero energy which is so important in the relativistic case is moved to positive energy (\( E_0/2 \)). While for small values of \( B \), \( E_1 \) is always larger than \( E_0 \). These two scales become comparable in size as \( B \) is increased. This leads to several known effects such as the splitting of the interband absorption lines in the longitudinal conductivity [19, 24]. At the same time, the Hall plateaus in the transverse dc conductivity retain [23, 24, 46] their relativistic quantization which is distinct from the non-relativistic values which arise when \( eB/m \) is the dominant scale [46].

Even when \( B \) is small and the semiclassical regime is considered, for which the chemical potential \( |\mu| \) is much greater than both \( E_1 \) and \( E_0 \), important modifications to the cyclotron resonance frequency (\( \omega_{CR} \)) and its optical spectral weight (\( W_{CR} \)) arise when \( E_0 \) is introduced. Here we provide a simple analytic formula for the resulting line shape and study the particle–hole asymmetry in both \( \omega_{CR} \) and \( W_{CR} \). While it is the intraband optical transitions which are central to the semiclassical regime, the evolution of the interband transitions in the same limit of \( |\mu| \gg E_1 \) and \( E_0 \) are also of interest. The magnitude of the universal background which emerges is completely independent of the Schrödinger mass but its onset is not [47]. In particular, in this work we emphasize the particle–hole asymmetry of the onset.

The paper is organized as follows: in section 2, we introduce the Kubo formula for both the longitudinal and transverse (Hall) magneto-optical conductivity [19, 24]. We also present results for both \( \text{Re} \sigma_{xx} (\Omega) \) and \( \text{Re} \sigma_{xy} (\Omega) \) at several values of \( B \) and feature their
evolution as \( B \) is decreased sufficiently that the LL structures become smooth and reveal a background. In section 3, we start from the finite \( B \) formulas for the real part of the longitudinal conductivity and show how the semiclassical regime is obtained. The end result is analytic formulae for the cyclotron resonance lineshape, frequency and optical spectral weight. We retain the appropriate limit as \( E_0 \to 0 \). We study the approach to the semiclassical limit and discuss the particle–hole asymmetry that arises. We compare both a constant \( |\mu| \) for \( \mu \lesssim 0 \) and constant doping level \( n \) for electrons and holes. In section 4, we provide a discussion of the universal interband background [47] and its particle–hole asymmetry. An alternative derivation, based on the finite \( B \) formula for the conductivity, is provided for the interband background which is additional to the intraband cyclotron resonance line. Details about the asymmetry of the absorption process onsets are provided. Finally, in section 5, we give a discussion of our new results and draw conclusions.

### 2. Formalism

The model low-energy Hamiltonian on which this work is based includes a small non-relativistic Schrödinger term characterized by a mass \( m \) and proportional to the square of the momentum. In addition, we include a dominant relativistic linear-in-momentum Dirac term with Fermi velocity \( v_F \). It has the form [48, 49]

\[
\hat{H} = \frac{\hbar^2 k^2}{2m} + \hbar v_F \left( k_\alpha \sigma_\alpha - k_\beta \sigma_\beta \right),
\]

(1)

where \( \sigma_\alpha \) and \( \sigma_\beta \) are the Pauli spin matrices and \( \mathbf{k} \) is the momentum relative to the \( \Gamma \) point of the surface state Brillouin zone. As previously discussed, representative values for the mass and velocity are \( m \approx 0.1m_e \) (with \( m_e \) the bare electron mass) and \( v_F \) of order \( 10^5 \text{ m s}^{-1} \) respectively [18]. When a magnetic field \( B \) is oriented perpendicular to the 2D surface states, the magnetic energy scales for the relativistic \( (E_\text{r}) \) and non-relativistic \( (E_0) \) pieces of the Hamiltonian are of order 10 meV and 1 meV, respectively, for \( B = 1 \text{ T} \). By definition, \( E_\text{r} = \hbar v_F \sqrt{eB/\hbar} \) and \( E_0 = \hbar eB/m \) both involve the magnetic length \( l_B = \sqrt{\hbar/(eB)} \). In the Landau gauge (with magnetic vector potential \( \mathbf{A} = (0, Bx, 0) \)), the Hamiltonian can be written as

\[
H = \begin{pmatrix}
\frac{\hbar^2}{2m} \left[ a^\dagger a + \frac{1}{2} \right] - \hbar v_F \sqrt{\frac{\gamma}{l_B}} a^\dagger \\
- \hbar v_F \sqrt{\frac{\gamma}{l_B}} a \\
\frac{\hbar^2}{2m} \left[ a^\dagger a + \frac{1}{2} \right]
\end{pmatrix},
\]

(2)

where

\[
a^\dagger = \frac{\hbar}{\sqrt{2}} \left[ -ik_x + \frac{x + k_y l_B}{l_B^2} \right],
\]

(3)

and

\[
a = \frac{\hbar}{\sqrt{2}} \left[ ik_x + \frac{x + k_y l_B}{l_B^2} \right],
\]

(4)

are the creation and annihilation operators of the harmonic oscillator Hamiltonian. The energy of the LLs is

\[
\mathcal{E}_{N,s} = \begin{cases}
E_0 N + s \frac{2E_0^2}{4} & N = 1, 2, 3, \ldots, \\
E_0 & N = 0,
\end{cases}
\]

(5)

where \( s = \pm \) for the conduction and valence band, respectively. A schematic comparison between the LLs of the pure relativistic limit \( (E_0 = 0) \) and TI is shown in figure 1. The LLs (dots) are overlaid on the respective \( B = 0 \) band structures. In the TI, the \( N = 0 \) level is no longer pinned at zero energy but has shifted upwards. The symmetry between the conduction (red) and valence (blue) levels is also lost with finite \( E_0 \). In the following numerical work, we will take \( E_0/\sqrt{B} = 10.4 \text{ meV}/\sqrt{T} \) and \( E_0/B = 1.1 \text{ meV}/T \) as characteristic values of a TI. In terms of the spin-up and spin-down amplitudes, the eigenfunctions of the state \( |Ns\rangle \) are

\[
|Ns\rangle = \left( \begin{array}{c}
C_{N,s}^0 |N - 1\rangle \\
C_{N,s}^1 |N\rangle
\end{array} \right),
\]

(6)

where \( a |N\rangle = \sqrt{N} |N - 1\rangle \) and \( a^\dagger |N\rangle = \sqrt{N + 1} |N + 1\rangle \). The spin-up amplitude is

\[
C_{N,s}^0 = \left\{ \begin{array}{ll}
-\frac{1}{2} - s \frac{E_0/2}{2(\mathcal{E}_{N,s} - E_0N)} & N = 1, 2, 3, \ldots, \\
0 & N = 0,
\end{array} \right.
\]

(7)

and

\[
C_{N,s}^1 = \left\{ \begin{array}{ll}
\frac{1}{2} + s \frac{E_0/2}{2(\mathcal{E}_{N,s} - E_0N)} & N = 1, 2, 3, \ldots, \\
1 & N = 0,
\end{array} \right.
\]

(8)

gives the spin-down component.

Using the Kubo formula, the dynamical conductivity \( \sigma_{\alpha\beta}(\Omega) \) is given by

\[
\sigma_{\alpha\beta}(\Omega) = \frac{i\hbar}{2\pi l_B^2} \sum_{N,M,s,s'} \frac{f_{M,s'} - f_{N,s}}{\mathcal{E}_{N,s} - \mathcal{E}_{M,s'}} \times \left\langle \frac{\tilde{\mathcal{N}}_s | j_{s'} | \tilde{\mathcal{M}}_s}{h\Omega + \mathcal{E}_{M,s'} - \mathcal{E}_{N,s} + i\hbar/(2\tau)} \right\rangle,
\]

(9)

where \( f_{N,s} \) is the Fermi function for state \( N \) in band \( s \), \( \alpha \) and \( \beta \) index the \( x \) and \( y \) components, \( \tau \) is a
phenomenological optical scattering rate and \( \eta \) replacing the large constant and \( \hat{\nu}_s = \epsilon \hat{\nu}_s \equiv (\epsilon / \hbar) (\partial \mathcal{H} / \partial k_n) \) is the current operator. At zero temperature, \( f_{N, s} \) can be replaced by the Heaviside step function \( \Theta(\mu - \varepsilon_{N,s}) \); here, \( \mu \) is the chemical potential. The necessary velocity operators are

\[
\hat{\nu}_x = \frac{\hbar}{m} k_x + v_F \hat{\sigma}_y = \frac{\hbar}{m} \frac{a^1}{\sqrt{2} \hbar} + v_F \hat{\sigma}_y,
\]

and

\[
\hat{\nu}_y = \frac{\hbar}{m} \left[ k_y + \frac{eBx}{\hbar} \right] - v_F \hat{\sigma}_x = \frac{\hbar}{m} \frac{a^2}{\sqrt{2} \hbar} - v_F \hat{\sigma}_x.
\]

Calculating the appropriate matrix elements, we obtain the real part of the longitudinal conductivity [24]

\[
\text{Re} \left\{ \sigma_x (\Omega) \right\} = \frac{E_i^2}{2\pi} \sum_{N,M=0}^{\infty} \frac{f_{M,s'} - f_{N,s}}{\varepsilon_{N,s} - \varepsilon_{M,s'}} \times \left[ \frac{\Omega + \varepsilon_{M,s'} - \varepsilon_{N,s}}{\varepsilon_{N,s} + \varepsilon_{M,s'}} \right]^2 + \eta^2
\]

\[
\times \left[ \mathcal{F}(N_s; M_{s'}) \delta_{N,M-1} + \mathcal{F}(M_{s'}; N_s) \delta_{M,N-1} \right].
\]

(12)

where \( \eta \equiv \hbar/(2\tau) \) is a constant phenomenological optical scattering rate and [24]

\[
\mathcal{F}(N_s; M_{s'}) \equiv \left[ C_{M,s'}^l C_{N,s}^l - \frac{E_0}{\sqrt{2} E_i} \right] \times \left( \sqrt{N} C_{M,s'}^l C_{N,s}^l + \sqrt{N+1} C_{M,s'}^l C_{N,s}^l \right).
\]

(13)

The imaginary part of the conductivity is found by replacing the \( \eta \) factor in the numerator with \( \Omega + \varepsilon_{M,s'} - \varepsilon_{N,s} \). Similarly, the real part of the transverse Hall conductivity is [24]

\[
\text{Re} \left\{ \sigma_{xy} (\Omega) \right\} = \frac{E_i^2}{2\pi} \sum_{N,M=0}^{\infty} \frac{f_{M,s'} - f_{N,s}}{\varepsilon_{N,s} - \varepsilon_{M,s'}} \times \left[ \frac{\Omega + \varepsilon_{M,s'} - \varepsilon_{N,s}}{\varepsilon_{N,s} + \varepsilon_{M,s'}} \right]^2 + \eta^2
\]

\[
\times \left[ \mathcal{F}(N_s; M_{s'}) \delta_{N,M-1} + \mathcal{F}(M_{s'}; N_s) \delta_{M,N-1} \right].
\]

(14)

Here, the imaginary part is given by the replacement \( \Omega + \varepsilon_{M,s'} - \varepsilon_{N,s} \to -\eta \) in the numerator.

3. Numerical results for the dynamical conductivity

To set the stage for understanding the semiclassical limit, we start by examining how the dynamical conductivity evolves as the magnitude of the magnetic field \( B \) is progressively decreased towards \( B = 0 \). As we are interested in modifications to the semiclassical limit brought about by the subdominant non-relativistic (Schrödinger) contribution in the Hamiltonian (equation (1)), differences between the pure relativistic (Dirac) and TI are emphasized.

In figure 2, we compare \( \text{Re} \sigma_{xx} (\Omega) \) for a typical TI with the ideal relativistic system. The top frame is for \( E_0 = 0 \) (i.e., no Schrödinger mass term). In both cases, we take the Dirac magnetic energy scale to be \( E_i / \sqrt{B} = 10.4 \text{ meV} / \sqrt{T} \) and set the chemical potential at charge neutrality \( \mu = 0 \). Three values of magnetic field are considered: \( B = 0.1 \text{ T} \) (solid black curve), \( B = 1 \text{ T} \) (dashed green/blue curve for (a)/(b)) and \( B = 5 \text{ T} \) (dashed–dotted red curve). Therefore, \( E_1 = 3.29, 10.5 \) and \( 23.3 \text{ meV} \), respectively. It is these
energies that determine the energies of the various LLs. For \( E_0 = 0 \), equation (5) gives \( E_{N,s} = s \sqrt{2N} E_1 \) for \( N = 1, 2, 3, \ldots \) and \( E_0 = 0 \) for \( N = 0 \). In the pure relativistic case, one has perfect particle–hole symmetry about the neutrality point. In the numerical work, we have taken the optical scattering rate \( \eta \) of equation (12) to be 0.5 meV which provides a width to the optical absorption lines that otherwise correspond to Dirac \( \delta \)-functions. First, we note that a universal interband background becomes well defined at high photon frequencies in the solid black curve. In units of \( e^2 / h \), this takes the value of 1/16. For larger magnetic fields (dashed green and dashed–dotted red curves), the energy spacing between the optical peaks has increased and the background is no longer resolved. In all cases, the first line is an intraband transition from \( N = 0 \) to \((N, s) = (1, +)\) while all other lines are due to interband transitions from \((N, -) \rightarrow (N \pm 1, +)\) with \( N = 1, 2, 3, \ldots \). The two interband lines for a given \( N \) are degenerate in energy for a given value of \( N \). These results are for comparison with those presented in the lower frame which apply to the case when the Schrödinger energy \( E_0 \) is not set at zero (\( E_0 / B = 1.1 \) meV/\( T \)). For \( B = 0.1 \) T, \( E_0 \) is small compared to \( E_1 \). For \( B = 5 \) T, it has increased to 5.5 meV which is roughly a factor of four smaller than \( E_1 \). Still, the energies at which the various lines occur have not shifted a great deal when compared to the top frame; however, we can clearly see that the intraband line for \( B = 5 \) T has shifted downward upon the introduction of a Schrödinger term. As is clearly seen in the dashed blue curve, for \( B = 1 \) T, the interband transition peak has split into two with the energy of the splitting given by the value of \( E_0 \). This can be traced to the fact that, in a TI, the lines \((N, -) \rightarrow (N + 1, +)\) and \((N, -) \rightarrow (N - 1, +)\) are no longer degenerate in energy. As \( B \) is reduced in magnitude, the splitting of the interband peaks into doublets is no longer resolved (see the solid

**Figure 2.** Real part of the longitudinal optical conductivity as a function of photon energy at charge neutrality (\( \mu = 0 \)) for (a) the pure relativistic case and (b) with the addition of a non-relativistic contribution. Three values of \( B \) are considered: \( B = 0.1 \) T, \( B = 1 \) T and \( B = 5 \) T.
black curve for $B = 0.1T$). This is because $E_0$ itself becomes small and the residual scattering rate that we have used ($\eta = 0.5$ meV) washes out the splitting. The universal background seen at higher values of photon energy $\Omega$ rapidly becomes constant and equal to $e^2/(16\hbar)$, completely independent of the Schrödinger mass term. In fact, because we have taken $\mu = 0$ (charge neutrality), the entire curve becomes constant independent of $\Omega$ for $B = 0$.

It is illuminating to also consider the evolution of the Hall conductivity as $B \to 0$. We know that at $B = 0$, this quantity $[\text{Re}\sigma_{xy}(\Omega)]$ must be zero rather than the constant value seen above for $\text{Re}\sigma_{xx}(\Omega)$. In figure 3, we provide a comparison between the pure Dirac and TI for the real part of the Hall conductivity. The same three values of magnetic field are considered and the notation is the same as for figure 2. Again, the energy of the first peak/valley is only slightly affected by the introduction of an $E_0$ term. However, there are important differences which must be noted. Namely, in the top frame, the peak is always first followed by a valley at slightly higher energy. In the bottom frame, it is the opposite. Associated with this reversal is the fact that the dc limit of $\text{Re}\sigma_{xy}(\Omega)$ which gives the quantized Hall conductivity has the same magnitude ($1/(4\pi)$ in our units) but is of opposite sign. This change has been brought about by the introduction of the Schrödinger term $E_0$; this does not change the quantization in the plateau height (which remains relativistic) but does change the energy (chemical potential) at which the step to a new plateau occurs. For a TI, the step from $-1/2$ to $1/2$ quantization (in units of $e^2/\hbar$) occurs at finite $\mu$ rather than at $\mu = 0^+$. This is due to the first LL sitting at an energy $E_0$ rather than at zero. Some further explanation of our language is required. As we have stated, in our units, the universal interband background has a value of $1/16$ or $\text{Re}\sigma_{xx}(\Omega) = e^2/(16\hbar) = e^2\pi/(8\hbar)$ which is a factor of four smaller than the well known value of $e^2\pi/(2\hbar)$ for graphene. In graphene, this value accounts for a valley-spin degeneracy which is not present in a TI. Further, the Hall plateau quantization is

![Figure 3. Real part of the transverse Hall conductivity for the same parameters as figure 2.](image-url)
\[ \pm 1/2, \pm 3/2, \pm 5/2, \ldots \] in graphene (in units of \( e^2/h \)) if the four fold degeneracy is removed. Another striking difference between the pure relativistic (frame (a)) and the TI case (frame (b)) is the additional LL structure seen in the lower frame which is absent in the upper frame. This is traced to the splitting of the optical transitions between \( N = 1 \rightarrow N \) and \( N = N + 1 \) for a TI. These oscillations are clearly significant at larger values of \( B \) but are progressively reduced as \( B \) becomes small. Note that for the \( B = 0.1 \) T (solid black curve), \( \text{Re} \sigma_{xy}(\Omega) \sim 0 \) for most of the \( \Omega \) range shown. At \( B = 0 \), the entire curve is of course zero.

So far, we have considered \( \mu = 0 \) to get a first understanding of the differences and uncharacteristics of the magneto-optics which are brought about by the introduction of a subdominant Schrödinger piece in the Hamiltonian. Next, we will concentrate on finite \( \mu \). In fact, our interest will be on the semiclassical regime for \( \mu \) much larger than the magnetic scales \( E_c \) and \( E_b \). In figure 4, we show the results for the real parts of the longitudinal conductivity \( \text{Re} \sigma_{xx}(\Omega) \) versus \( \Omega \) (frame (a)) and the Hall conductivity \( \text{Re} \sigma_{xy}(\Omega) \) versus \( \Omega \) (frame (b)). The magnetic field is set at \( B = 0.2 \) T and three values of \( \mu \) are considered. The solid black curve corresponds to \( \mu = 0 \) and is for comparison. The dashed red curve applies to \( \mu = 8 \) meV and the dashed--dotted green line is for \( \mu = 10 \) meV. We want to focus on the first intraband peak and understand its evolution as \( \mu \) is increased. It is this line which eventually evolves into the cyclotron resonance line of the semiclassical theory. We note that, as \( \mu \) increases, the position of this peak moves to lower energies and acquires added intensity (optical spectral weight). Frame (b) gives \( \text{Re} \sigma_{xy}(\Omega) \). We note that, in these curves, the position in energy of the first valley-to-peak (for \( \mu = 0 \)) and peak-to-valley (for finite \( \mu \)) structures also evolves towards lower energies and tracks the intraband peaks in \( \text{Re} \sigma_{xx}(\Omega) \) of the top frame. In particular, we emphasize the dc value of \( \text{Re} \sigma_{xy}(\Omega) \) which gives the Hall plateaus. For \( \mu = 0 \), it is \(-1/2\) (i.e. \(-e^2/(4\pi h)\)) while for \( \mu = 8 \) meV it has moved to \( 3/2 \) and then to \( 5/2 \) (in units of \( e^2/h \)) for \( \mu = 10 \) meV. These values are independent of the mass term in the Hamiltonian. We now turn to the semiclassical regime \( \mu \gg E_c \) and \( E_b \).

4. Semiclassical limit

We begin with equation (12) for the real part of the ac longitudinal conductivity. We work in the limit of \( \mu \) much larger than the magnetic quantization such that the chemical potential falls between the \( N_c \)th and \( (N_c + 1) \)th LLs with \( N_c \) very large and given by

\[ \mu = E_0 N_c + \sqrt{2N_c E_1^2 + \left( \frac{E_0}{2} \right)^2}. \]

For definiteness, we assume \( \mu > 0 \) (i.e. the conduction band is partially filled). In this case

\[
\text{Re} \left\{ \frac{\sigma_{xx}(\Omega)}{e^2/h} \right\} = \frac{E_1^2}{2\pi} \sum_{N=0}^{\infty} \int_{N-1}^{N} \text{d} \left( \mu - \varepsilon_N \right) \mathcal{F}(N - 1; N) \times \left\{ \frac{\eta \varepsilon_N(N - 1 + N +)}{\left( \Omega + \varepsilon_{N-1} - \varepsilon_{N+} \right)^2 + \eta^2} \right\} + \left\{ \left( \Omega - \varepsilon_{N-1} - \varepsilon_{N+} \right)^2 + \eta^2 \right\} \right\}
\]

(16)

From here on, the \( + \) index shall be implied (and suppressed) as we are only interested in \( s, s' = + \). In our limit, the first factor of the sum becomes \(-\partial \mathcal{F}/\partial \varepsilon_N \) and the energy difference \( \varepsilon_N - \varepsilon_{N-1} \equiv \omega_{CR}(\mu) \) is the cyclotron resonance energy for \( \mu > 0 \). At zero temperature

\[
\text{Re} \left\{ \frac{\sigma_{xx}(\Omega)}{e^2/h} \right\} = \frac{E_1^2}{2\pi} \sum_{N=0}^{\infty} \delta \left( \mu - \varepsilon_N \right) \mathcal{F}(N - 1; N) \times \left\{ \frac{\eta \varepsilon_N(N - 1 + N +)}{\left( \Omega + \varepsilon_{CR} \right)^2 + \eta^2} \right\} + \left\{ \left( \Omega - \varepsilon_{CR} \right)^2 + \eta^2 \right\}
\]

(17)

For \( B \rightarrow 0 \), \( E_0 \ll E_1 \) and equation (15) gives

\[
\sqrt{2N_c} = \frac{E_1}{E_0} \left\{ \sqrt{1 + \frac{2\mu}{mv^2}} - 1 \right\}
\]

(18)

The sum over \( N \) in equation (17) also changes into an integral. Therefore, the Dirac \( \delta \)-function \( \delta(\mu - \varepsilon_N) \) means that the entire integrand is to be evaluated at \( N = N_c \). This gives

\[
\text{Re} \left\{ \frac{\sigma_{xx}(\Omega)}{e^2/h} \right\} = \frac{E_1^2}{2\pi} \int \frac{\partial \mathcal{F}(N - 1; N_c)}{\partial \varepsilon_N} \left|_{N_c} \right| \left\{ \frac{\eta \varepsilon_N(N - 1 + N +)}{\left( \Omega + \varepsilon_{CR} \right)^2 + \eta^2} \right\} + \left\{ \left( \Omega - \varepsilon_{CR} \right)^2 + \eta^2 \right\}
\]

(19)

But

\[
\frac{\partial \varepsilon_N}{\partial N} \left|_{N_c} \right| = \frac{E_0}{\sqrt{1 + \frac{2\mu}{mv^2}}} - 1.
\]

(20)
and hence

\[
\text{Re} \left\{ \frac{\sigma_{xx}(\Omega)}{e^2/\hbar} \right\} = \frac{mv^2_0}{2} \sqrt{1 + \frac{2\mu}{mv^2_0} - 1} \times \mathcal{F}(N_c - 1; N_c) \times \left\{ \frac{\eta/\pi}{(\Omega - \omega_{CR})^2 + \eta^2} + \frac{\eta/\pi}{(\Omega + \omega_{CR})^2 + \eta^2} \right\}.
\]

The only \( \Omega \) dependence that remains is in the curly bracket and the integral over photon energy of this term is normalized to a value of one. It provides an analytic formula for the frequency profile of the cyclotron resonance line. The remaining factors in equation (21) give the optical spectral weight of the cyclotron resonance which we denote \( W_{\text{CR}} \), where

\[
W_{\text{CR}} = \frac{e^2 mv^2_0}{2h} \sqrt{1 + \frac{2\mu}{mv^2_0} - 1} \mathcal{F}(N_c - 1; N_c).
\]

We now need to evaluate \( \mathcal{F}(N_c - 1; N_c) \). Since \( N_c \) is very large as \( B \to 0 \), we can replace \( N_c - 1 \) by \( N_c \) to get

\[
\mathcal{F}(N_c; N_c) \approx \left( \sqrt{N_c} c_{\bar{K}_c} c_{\bar{K}_c} + \sqrt{N_c} c_{\bar{K}_c} c_{\bar{K}_c} \right)^2,
\]

which follows from equation (13). Using equations (7) and (8), we note that
\[ C_{N_{c}} \approx -\frac{1}{2} \frac{E_{0}/2}{2\sqrt{2}N_{c} E_{1}} \]

and

\[ C_{N_{c}} \approx \frac{1}{2} + \frac{E_{0}/2}{2\sqrt{2}N_{c} E_{1}} \]

Using equation (18) for \( \sqrt{2N_{c}} \), we find

\[ \frac{E_{0}}{\sqrt{2N_{c} E_{1}}} = \frac{E_{0}}{mv_{F}^2} \frac{1}{\sqrt{1 + \frac{2\mu}{mv_{F}^2} - 1}} \]

which goes to zero as \( B \to 0 \). Therefore, \( C_{N_{c}} \approx -\sqrt{1/2} \) and \( C_{N_{c}} \approx \sqrt{1/2} \). Thus

\[ \mathcal{F}(N_{c}; N_{c}) \approx \left( -\frac{1}{2} - \frac{E_{0}}{\sqrt{2}E_{1} \sqrt{N_{c}}} \right)^2 \]

\[ = \frac{1}{4} \left( 1 + \frac{2\mu}{mv_{F}^2} \right)^2 \]  

When this is substituted into equation (22), we obtain

\[ W_{CR} = \frac{e^2}{\hbar} \frac{mv_{F}^2}{8} \left[ \sqrt{1 + \frac{2\mu}{mv_{F}^2} - 1} \right] \sqrt{1 + \frac{2\mu}{mv_{F}^2}} \]  

for the optical spectral weight of the cyclotron resonance line. Including negative chemical potentials, we find

Figure 5. (a) Optical spectral weight under the cyclotron resonance line as a function of \( |\mu| \) for the pure relativistic and TI regimes. (b) The corresponding results for the cyclotron frequency at \( B = 0.1 \) T.
The formula is unchanged from the pure relativistic limit. In this instance, \( fi \) does depend on the Schrödinger mass. In graphene, the cyclotron resonance energy \( \omega_{CR} \) has been altered. By definition, the cyclotron resonance energy \( \omega_{CR} \) at chemical potential \( \mu \) is given by \( \mathcal{E}_{N} - \mathcal{E}_{N-1} = \omega_{CR} \) in the limit of large \( N \), determined by \( \mu \). We get

\[
\omega_{CR}(\mu) = \frac{\hbar e B v_F}{2 |\mu|} \left( 1 + \sqrt{1 + \frac{2\mu}{mv_F^2}} \right) \left( 1 + \frac{2\mu}{mv_F^2} \right),
\]

which does depend on the Schrödinger mass. In figure 5(a), we plot the optical spectral weight \( W_{CR} \) of the cyclotron resonance line in a TI as a function of \(|\mu|\). Three cases are considered. The dashed–dotted green curve is for comparison and corresponds to the pure relativistic limit. In this instance, \( W_{CR} \) increases linearly with \(|\mu|\). For a TI with finite Schrödinger contribution, the red curve (\( \mu > 0 \)) is always above the relativistic case while the dashed blue curve (\( \mu < 0 \)) is always below it. In frame (b), we present the complimentary results for the \(|\mu|\) dependence of the cyclotron resonance frequency \( \omega_{CR} \) for \( B = 0.1 \) T. Again, we see deviations from the pure relativistic limit with the solid red curve (\( \mu > 0 \)) and dashed–dotted blue curve (\( \mu < 0 \)) falling above and below this case (dashed–dotted green), respectively. It is interesting to obtain a first correction to \( W_{CR} \) and \( \omega_{CR} \) as a function of \( 1/m \). Trivially, the \( m \rightarrow \infty \) limit of equation (31) gives the well known result for \( \omega_{CR} \) in the pure relativistic regime; that is, \( \omega_{CR} = \frac{\hbar e B v_F}{|\mu|} \). The first correction is a factor of

\[
\omega_{CR}'(\mu) = 1 + \frac{3\mu}{2mv_F^2}.
\]

which, as seen in the figure 5(b), moves the curve up for \( \mu > 0 \) and down for \( \mu < 0 \). In figure 5(b), \(|\mu| > 10 \) meV is shown as cyclotron resonance is defined for large \( \mu \). For the optical spectral weight, the first correction gives

\[
W_{CR} \approx \frac{e^2}{8\hbar} \mu \left( 1 + \frac{\mu}{2mv_F^2} \right),
\]

Again, the additional contribution to the relativistic limit is positive (negative) for \( \mu > 0 \) (\( \mu < 0 \)).

So far, the results have been presented as a function of chemical potential. Of course, the electronic density of states in a TI is not symmetric with respect to the neutrality (Dirac) point. It rises above the pure Dirac limit for negative energies and is reduced below this regime for positive \( \mu \). This is shown in the inset of figure 6. Thus, for a given magnitude of \( \mu \), there are more holes \( (n_h) \) than electrons \( (n_e) \) involved. It is of interest to see how large the asymmetry in \( W_{CR} \) and \( \omega_{CR} \) are when plotted with respect to an equal value of doping (holes or electrons). To accomplish this conversion, we use the relationship between \( \mu \) and \( n \). Namely
Using equation (34), we find

\[ W_{CR} = e^2 \sqrt{\frac{4\pi n}{2mv_F^2}} \left( 1 \pm \sqrt{\frac{\sqrt{4\pi n}}{2mv_F^2}} \right), \quad (35) \]

and

\[ \omega_{CR} = \frac{eB}{2|\mu|} \left( 2 \pm \sqrt{\frac{4\pi n}{2mv_F^2}} \right) \left( 1 \pm \sqrt{\frac{\sqrt{4\pi n}}{2mv_F^2}} \right), \quad (36) \]

for the optical spectral weight and frequency of the cyclotron resonance line, respectively. In both cases, ± corresponds to electrons and holes, respectively. Here

\[ \sqrt{\frac{4\pi n}{2mv_F^2}} = 1 - \sqrt{1 + \frac{2\mu}{mv_F^2}}, \quad (34) \quad |\mu| = \frac{mv_F^2}{2} \left[ 1 \pm \sqrt{\frac{\sqrt{4\pi n}}{2mv_F^2}} \right]^2 - 1. \quad (37) \]

The main frame of figure 6 shows the \( \mu \) dependence of the density \( n \) in units of \( \hbar^2 v_F^2 \text{ meV}^2 \) for the pure relativistic case (dashed–dotted green) and TI with \( \mu > 0 \) (solid red) and \( \mu < 0 \) (dashed blue). The intersection of the curves with the dotted vertical line at \( |\mu| = 20 \text{ meV} \) (circles) emphasizes the different electron densities at fixed \( \mu \). The horizontal dotted line gives the different chemical potentials (marked by a ×) associated with a fixed particle number (\( n = 200 \) in our units). As expected, for fixed \( \mu \), there are more holes than electrons. To get a constant number of dopants, the magnitude of the chemical potential needs to be considerably larger in the electron case.
than for holes. The impact of this conversion from chemical potential to dopant density is shown in figure 7 for the optical spectral weight (frame (a)) and cyclotron resonance frequency (frame (b)). Large differences between electrons and holes are noted.

Next, we consider how the optical spectral weight under the intraband line \( W_{\text{intra}} \) (i.e. the area under the first peak of figure 4 (a)) and its position in energy \( \omega_{\text{intra}} \) at finite \( B \) approach the cyclotron resonance results as \( B \) is decreased. This is shown in figure 8. In the top frame, we reproduce as the dotted red curve, the results previously obtained in figure 5 (solid red) for the spectral weight of the cyclotron resonance line \( W_{\text{CR}} \) in units of \( e^2/\hbar \) meV as a function of chemical potential for \( \mu > 0 \). This curve is to be compared with the related results for the optical spectral weight \( W_{\text{intra}} \) under the intraband line. The dashed blue curve is for \( B = 0.5 \) T while the solid black curve corresponds to \( B = 0.1 \) T. As the magnetic field is reduced and \( \mu \) is increased, our results for \( W_{\text{intra}} \) approach the dotted red curve for \( W_{\text{CR}} \) as we expect. The two curves should agree in the limit of \( \mu \) much larger than the magnetic energy. For \( B = 0.1 \) T, this condition is \( \mu \gg 3.3 \) meV. In figure 8(b), we show the energy of the intraband transitions \( \omega_{\text{intra}} \) in meV as a function of \( \mu \) for the same two values of magnetic field: \( B = 0.5 \) T (dashed blue) and \( B = 0.1 \) T (solid black). The dotted green and red curves are for comparison and give \( \omega_{\text{CR}} \) versus \( \mu \) for \( B = 0.5 \) and 0.1 T, respectively. As the value of \( \mu \) is increased, the condition that \( \mu \) be much greater than the magnetic energy scale is better satisfied and \( \omega_{\text{intra}} \) merges with \( \omega_{\text{CR}} \).

5. The interband background

In the previous section, we emphasized the intraband contribution to the optical conductivity. However, the
interband part is also of interest and corresponds to all but the first magneto-optical lines of figures 2–4. At larger values of photon energy and in the small $B$ limit, these provide the universal background which is given by the known formula

$$\text{Re } \sigma_{\text{in}}(\Omega) = \frac{e^2}{16\hbar} \left( \Omega - \max \left[ 2\Delta, \omega_{\text{min}} \right] \right),$$  \hspace{1cm} (38)

where $\omega_{\text{min}}$ is the threshold energy for the onset of interband transitions. In [47], this formula is derived from the form of the conductivity in the case of $B = 0$ which involves an integration over momentum. Equation (38) properly reduces to the graphene result [50, 51] which differs from this equation only in that $\omega_{\text{min}} = 2\mu$. In the appendix, we provide an alternative derivation of this formula. We start with equation (12) for the longitudinal conductivity at finite $B$ and take the limit of $B \to 0$. This serves as a check on our work. The inset of figure 9 identifies the energy $\omega_{\text{min}}$ for a particular value of $|\mu|$. It is smaller for $\mu > 0$ (red arrow) than for $\mu < 0$ (blue arrow). The value of $\omega_{\text{min}}$ is determined by $E_{\text{in}}(k_c) = E_{\text{c}}(k_c)$ with $k_c$ corresponding to $\mu = E_{\text{in}}(k_c)$ for $\mu > 0$ and $\mu = E_{\text{c}}(k_c)$ for $\mu < 0$. Here, $E_{\text{in}}(k) \equiv \hbar^2 k^2/(2m) \pm \hbar v_F k$. This gives

$$\omega_{\text{min}}(\mu) = \frac{2mv_F^2}{\hbar} \left( 1 - \sqrt{1 + \frac{2\mu}{mv_F^2}} \right)$$  \hspace{1cm} (39)

which reduces to the known value of $2\mu$ in the pure relativistic limit. For a TI with a subdominant non-relativistic contribution, our results for $\omega_{\text{min}}$ versus $|\mu|$ are presented in the main frame of figure 9. The dashed–dotted green curve is for comparison ($m \to \infty$). For $\mu > 0$, the curve (solid red) falls below the green line. For $\mu < 0$, $\omega_{\text{min}}$ (dashed blue) is above the relativistic limit. As we expect, all three curves come together at small $|\mu|$ since, in that limit, the relativistic linear-in-momentum magnetic energy dominates the non-relativistic quadratic term. As $|\mu|$ is increased, deviations from the pure relativistic result become significant.

In figure 10(a), we show both the intraband line (Drude-like peak near $\Omega = 0$) and the constant interband background which sets in at $\Omega = \omega_{\text{min}}$. The absolute value of $\mu$ is set at 30 meV so that the various onsets for $\mu > 0$ (solid red) and $\mu < 0$ (dashed blue) in a TI, and the pure Dirac curve (dashed–dotted green) are clearly separated. The height of the background remains at $(1/16)e^2/\hbar$ independent of the mass term. In frame (b), we show results for fixed dopant density $n$ set at 200$\hbar^2/\hbar v_F^2$ meV$^2$. Again, the onset of interband transitions is changed by the subdominant Schrödinger term. Note that these results were obtained from finite magnetic field calculations for $B = 0.1$ T and consequently small wiggles from the underlying LL structure remain. These wiggles are most pronounced for small values of photon energy. Since we have included a residual scattering rate $\eta = 0.5$ meV, the Drude term centred at $\Omega = 0$ is broadened. It would be a Dirac $\delta$-function in the clean limit. This smearing parameter is also responsible for the small but finite conductivity seen between the Drude and interband contributions. Increasing the residual scattering rate would increase the value of this finite conductivity and reduce the small wiggles seen in the interband transitions of figure 10.

6. Discussion and conclusions

We start with the Kubo formula for the real part of the longitudinal and transverse (Hall) conductivities in a
magnetic field $B$ which is oriented perpendicular to the surface of a TI. The magnetic field creates LLs which lead to absorption peaks in the real part of the longitudinal optical conductivity. The introduction of a subdominant Schrödinger contribution to the Hamiltonian is known to split each interband peak into a doublet. Here, we find that there are associated peaks in the real part of the dynamical Hall conductivity $\text{Re} \sigma_{xy}(\Omega)$ which are entirely due to the non-relativistic term.

A primary interest is the semiclassical regime which emerges when the magnitude of the chemical potential $|\mu|$ is much larger than both the relativistic ($E_1$) and non-relativistic ($E_0$) magnetic energy scales. Nevertheless, we have found it illuminating to begin with a study of the evolution of both the dynamical conductivities $\text{Re} \sigma_{xx}(\Omega)$ and $\text{Re} \sigma_{xy}(\Omega)$ as the magnitude of the magnetic field is gradually reduced towards the zero-field limit. For $B = 0$, the intraband optical transitions at finite doping provide a Drude contribution to $\text{Re} \sigma_{xx}(\Omega)$ and the interband transitions give an additional universal background the height of which is independent of the Schrödinger mass; however, its onset is not. This step is also not particle–hole symmetric whether it be as function of $\mu$ or the number of dopants ($n$). In the process of considering the interband background, we have provided a new derivation of the relevant formula. The derivation proceeds from our formula for $\text{Re} \sigma_{xx}(\Omega)$ at finite magnetic field and the limit of $B \to 0$ is formally applied. At finite $B$, we find LL structures associated with the interband transitions in $\text{Re} \sigma_{xy}(\Omega)$ which exist only when $n$ is finite. They are gradually reduced in amplitude with decreasing $B$; for $B = 0$, the entire Hall conductivity is zero. For finite doping, the intraband transitions provide a peak in $\text{Re} \sigma_{xx}(\Omega)$ at low photon energy $\Omega$ which evolves into the cyclotron resonance line as $B$ gets small or $|\mu|$ gets large (such that $|\mu|$ is much greater than $E_1$ and $E_0$). We find a corresponding peak-valley structure in $\text{Re} \sigma_{xy}(\Omega)$ with its dc limit.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure10.png}
\caption{Real part of the longitudinal ac conductivity as a function of photon energy. (a) $|\mu|$ set at 30 meV. A different interband onset is seen for $\mu \leq 0$ when the Schrödinger term is finite. (b) Corresponding results for a fixed dopant concentration $n \hbar \gamma^2 = 200$ meV$^2$.}
\end{figure}
equal to the Hall plateau quantization which keeps the pure relativistic limit sequence of \((1/2, 3/2, 5/2, \ldots) e^2/h\). The value of \(\mu\) at which the transition from one plateau to the next occurs is affected by the non-relativistic mass term. One consequence of this fact is that at charge neutrality (\(\mu = 0^+\)), the dc Hall conductivity (in units of \(e^2/h\)) becomes \(-1/2\) for \(E_N \neq 0\) while it is \(1/2\) for \(E_n = 0\). This also implies that the structure seen in \(\text{Re} \sigma_{xy}(\Omega)\) at small \(\Omega\) is switched from valley first to peak first.

When the chemical potential is large compared to the Dirac and Schrödinger magnetic scales, the intraband line moves toward the semiclassical cyclotron resonance line. We provide a simple analytic formula for the cyclotron resonance frequency, its optical spectral weight and its line shape which is found to be unaltered from the pure relativistic case. However, both \(\omega_{\text{CR}}\) and \(W_{\text{CR}}\) are different for positive and negative \(\mu\). Differences are also evident for a fixed value of dopant density \(w\). However, this constant background starts at \(\Omega = \omega_{\text{min}}\) and its one with \(+\) by 0. This allows only transitions with an energy larger than \(\omega_{\text{min}}\) or \(N \gg N_s\). Thus, we have

\[
\text{Re} \left\{ \frac{\sigma_{xy}(\Omega)}{e^2/h} \right\} = \frac{E_t^2}{2} \sum_{N=0}^{\infty} \frac{1}{\sqrt{2N_i E_i}} \mathcal{F}(N_i--; N_i+ + ) \times \delta \left( \Omega + \varepsilon_{N_i +} - \varepsilon_{N_i --} \right) ,
\]

with \(\Omega > \omega_{\text{min}}\). The sum over \(N\) can be replaced by an integral over a continuous variable \(N\). Integration is then performed on the Dirac \(\delta\)-function which gives a factor of \([\text{d}(\theta)/\text{d}N] 2 \sqrt{2N_i E_i} \] \(N_i\). Therefore

\[
\text{Re} \left\{ \frac{\sigma_{xy}(\Omega)}{e^2/h} \right\} = \frac{E_t^2}{2} \frac{1}{\sqrt{2N_i E_i}} \times \mathcal{F}(N_i --; N_i + + ) \sqrt{2N_i \omega_{\text{CR}}},
\]

But, \(\mathcal{F}(N_i--; N_i + + ) = 1/4\); so

\[
\text{Re} \sigma_{xy}(\Omega) = \frac{e^2}{16 \hbar}
\]

which is completely independent of the Schrödinger mass \(m\). However, this constant background starts at \(\Omega = \omega_{\text{min}}\) and so, as we have seen, this onset does depend on \(m\) as emphasized in equation (38).
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Appendix.

In this appendix, we provide a derivation of the universal background formula (equation (38)) as the \(B \to 0\) limit of equation (12). The two optical matrix elements of interest are for transitions from \((N-1, --)\) to \((N, + + )\) and \((N, --)\) to \((N+1, + + )\). In addition, these are only needed for large \(N\) with \(N = N_s\) given by \(\mu = \varepsilon_{N_s} \). For simplicity, we have assumed \(\mu > 0\). The negative \(\mu\) case follows from similar considerations. We can take \(\eta \to 0\) in equation (12) to get

\[
\text{Re} \left\{ \frac{\sigma_{xx}(\Omega)}{e^2/h} \right\} = \frac{E_t^2}{2} \sum_{N=0}^{\infty} \frac{1}{\sqrt{2N_i E_i}} \mathcal{F}(N_i--; N_i+ + ) \times \delta \left( \Omega + \varepsilon_{N_i +} - \varepsilon_{N_i --} \right) .
\]

In the limit \(B \to 0\) and large \(\mu\), the Dirac \(\delta\)-functions in equation (A.1) restrict \(N\) to values near \(N_s\) where \(\Omega = 2 \sqrt{2N_i E_i} \) which also needs to be larger that \(\omega_{\text{min}}\). The \(\mathcal{F}\) factors can be replaced by \(\mathcal{F}(N_i--; N_i+ + )\) and the energy denominators by \(-2 \sqrt{2N_i E_i}\) since \(E_0\) goes to zero as \(B \to 0\). Finally, the thermal factor with \(\mu\) needs to be replaced by 1 and the one with \(+\) by 0. This allows only transitions with an energy larger than \(\omega_{\text{min}}\) or \(N \gg N_s\). Thus, we have

\[
\text{Re} \left\{ \frac{\sigma_{xx}(\Omega)}{e^2/h} \right\} = \frac{E_t^2}{2} \frac{1}{\sqrt{2N_i E_i}} \times \mathcal{F}(N_i --; N_i + + ) \sqrt{2N_i \omega_{\text{CR}}}. \]
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