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Abstract

We consider the problem of designing secure and private codes for distributed matrix-matrix multiplication. A master server owns two private matrices and hires worker nodes to help compute their product. The matrices should remain information-theoretically private from the workers. Some of the workers are malicious and return corrupted results to the master.

We design a framework for security against malicious workers in private matrix-matrix multiplication. The main idea is a careful use of Freivalds’ algorithm to detect erroneous matrix multiplications. Our main goal is to apply this security framework to schemes with adaptive rates. Adaptive schemes divide the workers into clusters and thus provide flexibility in trading decoding complexity for efficiency. Our new scheme, SRPM3, provides a computationally efficient security check per cluster that detects the presence of one or more malicious workers with high probability. An additional per worker check is used to identify the malicious nodes. SRPM3 can tolerate the presence of an arbitrary number of malicious workers. We provide theoretical guarantees on the complexity of the security checks and simulation results on both, the missed detection rate as well as on the time needed for the integrity check.
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I. INTRODUCTION

Motivated by distributed machine learning, we consider matrix-matrix multiplication, which is the core computation of many common machine learning algorithms. Due to the tremendous amount of data being collected and processed, computing matrix multiplications locally is becoming a bottleneck. Distributed computing emerged as a solution to alleviate this computation bottleneck. A master node possessing the input matrices partitions them into smaller matrices and sends the partitions to worker nodes. The workers compute the smaller matrix multiplications in parallel and return the results to the master. The master aggregates the results received from the workers to obtain the desired matrix product. The main challenges of distributed computing, which we focus on, are: stragglers, privacy and security.

Due to the natural heterogeneity of the worker nodes, some workers, referred to as stragglers, will take much longer than others to return their results [2], [3]. Hence, waiting for all workers can outweigh the benefits of distributing the computation, e.g., [4]–[6]. Given the sensitivity of the data used for machine learning algorithms, e.g., genomes and medical data, privacy against potential eavesdroppers is a must. We are interested in information-theoretic privacy of both input matrices. The workers colluding to eavesdrop on the master’s data are assumed to have unbounded computational power. However, the main assumption of information-theoretic privacy is a limit on the number of workers that can collude. In addition to stragglers and eavesdroppers, we consider the setting in which a subset of the workers are malicious, i.e., send corrupted computation to the master in order to corrupt the whole computation process. When coding is used, for example to mitigate stragglers or to guarantee privacy, one malicious worker can corrupt the whole computation if care is not taken.

In purely coding theoretic approaches to the mitigation of malicious workers, as a result of the Singleton bound, at least two honest workers are necessary per malicious worker to correct all errors. We propose the use of an additional probabilistic security check in order to go beyond this limit. The master spends some additional computational power on the detection and identification of erroneous results returned by workers. In effect, this transforms errors into erasures, i.e., the malicious workers can be treated as stragglers. Then, only one honest worker is needed per malicious worker.

We are interested in a heterogeneous and time-varying setting. The response time of the workers is different and varies over time. Examples of such applications include edge computing and Internet of Things (IoT) networks in which small devices collaborate to run intensive computations.

The goal of this paper is to propose a framework that can add a layer of security to existing private and straggler-tolerant matrix multiplication schemes. In particular, we consider schemes that can adapt to heterogeneous environments.
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Preliminary results of this work were submitted to the International Workshop on Coding and Cryptography [1].
Related work: Coding for straggler mitigation started in [6] where the authors proposed the use of MDS codes to mitigate stragglers in distributed linear computations, i.e., matrix-vector multiplication. Since then, the use of coding theory for distributed computing, referred to as coded computing, has witnessed a significant attention from the scientific community. The application of coding schemes results in fast, private and reliable distributed computing. Schemes improving on the work of [6], schemes considering different settings and fundamental limits on coded computing can be found in [7]–[26]. For a relatively recent survey on coded computing we refer the reader to [27]. Information-theoretic privacy and straggler mitigation in coded computing (for polynomial evaluation, matrix-matrix and matrix-vector multiplication) can be achieved by using secret sharing [28]–[41]. For a very recent survey on private distributed computing and its connections to secret sharing and private information retrieval we refer the reader to [42]. Security against malicious workers is considered in [30], [43]–[46]. The works of [43] and [30] design codes that attain the Singleton-bound (for distributed storage, network coding and MDS codes) on error-correction. In those schemes, each malicious worker can inflict a double damage, i.e., if \( n \) is the total number of workers and \( a \) is the number of malicious workers to be tolerated, the master can use at most \( n - 2a \) workers for legitimate computations.

This work is motivated by the literature on myopic adversaries in network coding and distributed storage for which it has been shown [47]–[51] that when the malicious workers have limited knowledge about the master’s data, the master can, with high probability, half the damage of the malicious workers and use \( n - a \) workers for legitimate purposes. The key observation in the considered setting is that the master is both, the sender and the receiver. Therefore, a plethora of advantages that enable coding for probabilistic error-correction beyond the Singleton bound are available to the master. The master can thus alleviate the assumption of limited knowledge (myopicity) of the malicious workers. In [45] and [46] variants of Reed-Solomon codes are used to half the damage of the malicious workers when the workers introduce random noise and when the workers introduce any kind of noise, respectively. The disadvantage of [46] is the high computational complexity incurred by the master. Concurrently and independently of our work, the authors of [52] presented a scheme that tolerates malicious workers in coded computing with low computational complexity. The ideas used in [52] are similar to the ideas used in this work. However, [30], [43], [45], [46] and [52] consider security in settings where the workers are assumed to have similar response times. In addition, the mentioned works assume a maximum amount of stragglers. In this work, however, we are interested in coded computing for heterogeneous environments where the number of stragglers can change over time. As a result, our scheme results in a smaller computational complexity than that of [52] which can be adaptively increased to increase the efficiency of the scheme as will be explained later on. In [44] secure matrix-vector multiplication in heterogeneous environments is ensured by using homomorphic hash functions. The master detects the malicious workers with high probability and removes them from the system.

Our goal is to construct codes that ensure privacy, security and adaptive straggler tolerance for matrix-matrix multiplication in heterogeneous environments. We build on the scheme introduced in [44] to achieve this goal. It is worth mentioning that the schemes presented in this work and in [44]–[46] allow the master to detect the presence of malicious workers and remove their corrupted computation with arbitrarily high probability.

Contributions: We introduce SRPM3, a secure rateless and private matrix-matrix multiplication, scheme. SRPM3 allows the master to offload a matrix-matrix multiplication to workers that are malicious, curious (eavesdroppers) and have different time-varying response times. In contrast to most coding-theoretic frameworks, SRPM3 can tolerate the presence of an arbitrary number of malicious workers and still detect potential corruptions of the computation efficiently and with high probability. SRPM3 is based on RPM3, a rateless and private matrix-matrix multiplication scheme introduced in [34]. Similarly to RPM3, SRPM3 divides the multiplication process into multiple rounds. In each round, the master divides the workers into clusters of workers that have similar response times. The additional component of SRPM3 is a computation efficient verification of matrix-matrix multiplication based on Freivald’s algorithm [53]. The verification of the computation is done per cluster. The master can thus verify with high probability whether the computation returned from each cluster is corrupted. Verifying the computation per clusters results in a more efficient verification than the scheme presented in [52]. As an extra layer of verification, if the computation of a certain cluster of workers is corrupted, the master can run Freivald’s algorithm on the computation of each worker to detect, with high probability, the malicious workers and use the results of the honest workers. Moreover, SRPM3 allows running Freivald’s algorithm multiple times to further decrease the probability of not detecting errors, at the expense of an increase in computation.

Organization: In Section II we set the notation and define the model. We provide the details of our SRPM3 scheme in Section III. In Section IV we prove that SRPM3 can detect the presence of malicious workers with high probability. The effect of running Freivald’s algorithm multiple times to further decrease the missed detection rate is explained in Section V. We prove that SRPM3 preserves the privacy of the input matrices in Section VII. In Section VI we provide simulation results that validate our theoretical findings. We conclude the paper in Section VIII.

II. PRELIMINARIES

A. Notation

For any positive integer \( a \) we define \([a]\) to be the set of integers between one and \( a\), i.e., \([a] \triangleq \{1, \ldots, a\}\). We denote by \( n \) the total number of workers. For \( i \in [n] \) we denote worker \( i \) by \( w_i \). For a prime power \( q \), we denote by \( \mathbb{F}_q \) the finite field of
size $q$. We denote vectors by bold letters, e.g., $\mathbf{a}$ and matrices by bold capital letters, e.g., $\mathbf{A}$. Random variables are denoted by typewriter characters, e.g., $\mathcal{A}$. Calligraphic letters are used for sets, e.g., $\mathcal{A}$. We denote by $H(\mathcal{A})$ the entropy of the random variable $\mathcal{A}$ and by $I(\mathcal{A}; \mathcal{B})$ the mutual information between two random variables $\mathcal{A}$ and $\mathcal{B}$. All logarithms are to the base $q$.

B. Problem setting

A master node wants to multiply two private matrices $\mathbf{A} \in \mathbb{F}_q^{r \times s}$ and $\mathbf{B} \in \mathbb{F}_q^{s \times t'}$ to obtain $\mathbf{C} = \mathbf{AB} \in \mathbb{F}_q^{r \times t'}$. To alleviate the computational burden, the master offloads the computation to $n$ workers. We consider an untrusted heterogeneous and time-varying environment in which the workers satisfy the following properties:

1) The response time of the workers is different. The workers can be grouped into $c > 1$ clusters of workers that have similar response times. We denote by $n_u$, $u = 1, \ldots, c$, the number of workers in cluster $u$ and require that $\sum_{u \in [c]} n_u = n$.

2) The response time of the workers can change with time. Therefore, the clustering can also change throughout the multiplication of $\mathbf{A}$ and $\mathbf{B}$.

3) The workers have small memory and limited computational capacity.

4) Up to $z$ workers, $1 \leq z < \min_{u \in [c]} n_u$, can collude to obtain information about $\mathbf{A}$ and/or $\mathbf{B}$. If $z = 1$, we say the workers do not collude. The colluding workers are assumed to have unbounded computation power to crack cryptographic algorithms.

5) Workers are malicious. An arbitrary subset of the workers may collaboratively send noisy computations to the master to corrupt the whole computation process. Despite having an arbitrary number of malicious workers collaborating to jam the computation, we assume that at most up to $z$ of those malicious workers share information about $\mathbf{A}$ and $\mathbf{B}$ with each other, i.e., are colluding. This model is motivated by different malicious parties having interest in not allowing the master to successfully compute the matrix multiplication. However, those parties are themselves competing in learning information about the private matrices for their own benefit.

Remark 1. The assumption that not too many malicious workers share information is important to reduce the computational complexity of our scheme and maintain the assumption on colluding workers. To reduce the computational complexity of the security check (checking for errors) and tolerate an arbitrary number of malicious workers, some entries used for task distribution and the security check must remain private from the workers. If those private entries are revealed to the workers, then our scheme can be modified as detailed in Remark 2 to still guarantee security at the expense of an increase in computation at the master.

The master divides the matrix $\mathbf{A}$ into $m$ equally sized blocks of $r = r'/m$ rows and the matrix $\mathbf{B}$ into $k$ equally sized blocks of $\ell = \ell'/k$ columns such that

$$
\begin{bmatrix}
\mathbf{A}_1 \\
\vdots \\
\mathbf{A}_m
\end{bmatrix}
= [\mathbf{B}_1 \ldots \mathbf{B}_k] =
\begin{bmatrix}
\mathbf{C}_{1,1} & \cdots & \mathbf{C}_{1,k} \\
\vdots & \ddots & \vdots \\
\mathbf{C}_{m,1} & \cdots & \mathbf{C}_{m,k}
\end{bmatrix},
$$

with $\mathbf{C}_{i,j} = \mathbf{A}_i \mathbf{B}_j$, $i \in [m], j \in [k]$. The master encodes the $\mathbf{A}_i$’s and $\mathbf{B}_j$’s and sends them as computational tasks to the workers. The master keeps sending tasks to the workers until it can decode $\mathbf{C}$ based on the received responses. Each task is of equivalent computational cost as computing one of the sub-matrices $\mathbf{C}_{i,j}$. The number of responses necessary for decoding depends on the scheme.

A scheme guarantees double-sided $z$-privacy in an information-theoretic sense if any collection of $z$ colluding workers learns nothing about the input matrices $\mathbf{A}$ and $\mathbf{B}$. Such a scheme is said to be double-sided $z$-private, cf., Definition 1. We introduce some notation first. Let $\mathcal{A}$ and $\mathcal{B}$ be the random variables representing $\mathbf{A}$ and $\mathbf{B}$. The set of random variables representing the collection of tasks assigned to worker $w_i$, $i = 1, \ldots, n$ is denoted by $\mathcal{W}_i$. For a set $\mathcal{A} \subseteq [n]$ we define $\mathcal{W}_\mathcal{A}$ as the set of random variables representing all tasks assigned to the workers indexed by $\mathcal{A}$, i.e., $\mathcal{W}_\mathcal{A} = \{ \mathcal{W}_i \mid i \in \mathcal{A} \}$.

Definition 1 (Double-sided $z$-private scheme, [34]). A scheme is said to be double-sided $z$-private if the following privacy constraint holds

$$
I(\mathcal{A}, \mathcal{B}; \mathcal{W}_Z) = 0, \forall Z \subseteq [n], \text{ s.t. } |Z| = z. \tag{1}
$$

In this work we relax the decoding constraint from deterministic decoding to probabilistic decoding.

Definition 2 (Probabilistic decoding). Let $\mathcal{R}_i$ be the set of random variable representing all the computational results of $w_i$ received at the master. Let $\mathcal{C}$ be the random variable representing the matrix $\mathbf{C}$. The decodability constraint is expressed as

$$
H(\mathcal{C} | \mathcal{R}_1, \ldots, \mathcal{R}_n) < \varepsilon, \tag{2}
$$

where $\varepsilon$ is an arbitrarily small positive number.

Note that deterministic decoding requires $H(\mathcal{C} | \mathcal{R}_1, \ldots, \mathcal{R}_n) = 0$. The sets $\mathcal{R}_i$ can have different cardinality, and some may be empty, reflecting the heterogeneity of the system and the straggler tolerance.

1It is assumed, that $m|r'$ and $k|\ell'$. These conditions can always be fulfilled by padding $\mathbf{A}$ with up to $m - 1$ rows and/or $\mathbf{B}$ with up to $k - 1$ columns.
III. SRPM3 SCHEME

SRPM3 is based in large parts on the RPM3 scheme presented in [44]. We explain how SRPM3 works and briefly explain the common aspects of RPM3 and SRPM3. More details on the additional part of SRPM3, the adversarial error detection, are given in the next section. The matrix multiplication process is divided into rounds and for every round the workers are grouped into clusters. All workers start in round $t = 1$. Every time a cluster of workers completes a task, it advances to the next round.

A. Encoding

The master uses a factored fountain code [20] to encode $A_1, \ldots, A_m$ into $\tilde{A}_1, \tilde{A}_2, \ldots$ and $B_1, \ldots, B_k$ into $\tilde{B}_1, \tilde{B}_2, \ldots$. Using a factored fountain code ensures that products of the encoded symbols $C_{i,j} \triangleq A_i \cdot B_j$ are distinct elements $\alpha_{i,j,1}, \ldots, \alpha_{i,j,m+n+z,\beta_{t,n}, \ldots, \beta_{t,u}}$ of $\mathbb{F}_q$ uniformly at random. In addition, the master draws $2d_u$ matrices $R_{t,1}, \ldots, R_{t,z}$ and $S_{t,1}, \ldots, S_{t,z}$ independently and uniformly at random from $\mathbb{F}_q^{r \times s}$ and $\mathbb{F}_q^{x \times \ell}$, respectively. Then, for each cluster $u \in [c]$, the master computes $2d_u$ fountain coded matrices $\tilde{A}_{t,1}, \ldots, \tilde{A}_{t,d_u}$ and $\tilde{B}_{t,1}, \ldots, \tilde{B}_{t,d_u}$ and fits the following two Lagrange polynomials, each of degree $d_u + z + 1$.

$$F_t^{(u)}(x) = \sum_{i=1}^{z} l_{t,i}(x) R_{t,i} + \sum_{i=z+1}^{z+d_u} l_{t,i}(x) \tilde{A}_{t,i-z}$$

$$G_t^{(u)}(x) = \sum_{i=1}^{z} l_{t,i}(x) S_{t,i} + \sum_{i=z+1}^{z+d_u} l_{t,i}(x) \tilde{B}_{t,i-z}.$$

The Lagrange basis polynomials $l_{t,i}(x) \triangleq \prod_{j \in [z+d_u] \setminus \{i\}} \frac{x - \alpha_{t,i,j}}{\alpha_{t,i} - \alpha_{t,i,j}}, i \in [z + d_u]$, are defined to be 0 at $x = \alpha_{t,i}$ and 1 at $x = \alpha_{t,j}$ for all $j \in [z + d_u] \setminus \{i\}$. Consequently, for every round $t$ and all $i = 1, \ldots, z$, and $j = z + 1, \ldots, z + d_u$ it holds that $F_t^{(u)}(\alpha_{t,i}) = R_{t,i}$ and $F_t^{(u)}(\alpha_{t,j}) = \tilde{A}_{t,j-z}$. The equivalent relation holds for $G_t^{(u)}(x)$. Define the polynomial $H_t^{(u)}(x) \triangleq F_t^{(u)}(x) G_t^{(u)}(x)$; this polynomial evaluates to $C_{t,1} = \tilde{A}_{t,1} \tilde{B}_{t,1}, \ldots, C_{t,d_u} = \tilde{A}_{t,d_u} \tilde{B}_{t,d_u}$ at $\alpha_{t,1}, \ldots, \alpha_{t,z+d_u}$, respectively.

The master sends $F_t^{(u)}(\beta_{t,i})$ and $G_t^{(u)}(\beta_{t,i})$ as a computational task to worker $w_i$ in cluster $u$. Each worker computes and returns $H_t^{(u)}(\beta_{t,i}) = F_t^{(u)}(\beta_{t,i}) G_t^{(u)}(\beta_{t,i})$.

B. Decoding

The degree of $H_t^{(u)}(x)$ is $2d_u + 2z - 2$. Recall from (3) that for cluster $u = 1$, the number of workers $n_1$ satisfies $n_1 \geq 2d_1 + 2z - 1$. Hence, after obtaining $2d_1 + 2z - 1$ responses from cluster $u = 1$, the master can interpolate $H_t^{(1)}(x)$. By design of $H_t^{(u)}(x)$ it holds that $H_t^{(1)}(\alpha_{t,i}) = H_t^{(2)}(\alpha_{t,i}) = \cdots = H_t^{(z)}(\alpha_{t,i}) = R_{t,i}$ for all $i = 1, \ldots, z$. Thus, the master needs only $2d_u + z - 1$ responses from each cluster $u > 1$ to interpolate $H_t^{(u)}(x)$. Evaluating $H_t^{(u)}(x)$ at each of $\alpha_{t,1}, \ldots, \alpha_{t,z+d_u}$ produces $C_{t,1}, \ldots, C_{t,d_u}$.

At this point, the security check (new component of SRPM3) described in Section [54] is performed. If the security check passes, the master feeds the fountain coded matrices $\tilde{C}_{t,i}$ into a peeling decoder [54]. The scheme is finished when all the $C_{t,j}$’s are decoded by the peeling decoder.

C. Clustering

In the first round, all workers are assigned to a single cluster. Over the course of the computation, the master measures the empirical response times (consisting of both communication and computation times) of the workers and updates the clustering such that workers with similar response time are assigned to the same cluster. For $t > 1$ the number of workers per cluster must satisfy $n_u \geq 2z + 1$ and $n_u \geq z + 1$ for all other clusters; if at least one fountain coded sub-matrix of $C$ shall be decoded from each cluster.

Note that in the original RPM3 scheme $\alpha_{1}, \ldots, \alpha_{d_{max} + z}, \beta_{1}, \ldots, \beta_{u}$ are considered fixed and publicly known parameters of the scheme. In SRPM3, they are generated randomly for each round and are private to the master.
IV. Adversarial Error Detection

In this section we introduce a way to detect erroneous results returned by malicious workers in RPM3. To this end, we present existing methods for the verification of matrix and polynomial multiplication from the literature and combine them for the use in our scheme.

A. Error Detection in Matrix-Matrix Multiplication

Freivalds’ algorithm (Algorithm 1) [53] is an efficient way to verify the correctness of a single matrix-matrix multiplication with high probability. It is based on the fact that for \( X_1 \in \mathbb{F}_q^{r \times s} \), \( X_2 \in \mathbb{F}_q^{s \times l} \) and \( X_3 \in \mathbb{F}_q^{r \times l} \), if \( X_1 X_2 = X_3 \), then \( X_1 X_2 \nu = X_3 \nu \) holds for all possible \( \nu \in \mathbb{F}_q^l \). Consequently if \( X_1 X_2 = X_3 \), then Algorithm 1 always returns True. On the other hand, if \( X_1 X_2 \neq X_3 \), the algorithm returns False with probability \( p_F \geq 1 - \frac{1}{q} \) [53, Theorem 3]. Freivalds’ algorithm probabilistically verifies the matrix-matrix multiplication with only three matrix-vector multiplications: \( \nu' \triangleq X_2 \nu \), \( X_1 \nu' \) and \( X_3 \nu \). This is in contrast to re-computing \( X_1 X_2 \) and deterministically verifying the computation. In SRPM3 Algorithm 1 is used as a per worker security check.

B. Error Detection in Polynomial Multiplication

A polynomial multiplication can be verified similarly [53]. Consider three polynomials \( p_1(x) \), \( p_2(x) \) and \( p_3(x) \) over a field \( \mathbb{F}_q \) with \( p_1(x) \neq p_2(x) \) and \( \deg(p_1(x)p_2(x)) \geq \deg(p_3(x)) \). For an evaluation point \( \gamma \) drawn uniformly at random from a subset \( S \subseteq \mathbb{F}_q \), the probability that \( p_1(\gamma)p_2(\gamma) = p_3(\gamma) \) is at most \( \left(\frac{\deg(p_1(x)p_2(x))}{|S|}\right) \) by the Schwartz-Zippel lemma [55, 56].

C. Adversarial Error Detection in SRPM3

As a per cluster security check, we combine the methods for the verification of matrix-matrix multiplications and polynomial multiplications to efficiently verify that the multiplication of polynomial matrices \( H_t^{(u)}(x) = F_t^{(u)}(x)G_t^{(u)}(x) \) is correct in every cluster \( u \in [c] \) by checking whether \( H_t^{(u)}(\gamma)\nu = F_t^{(u)}(\gamma)G_t^{(u)}(\gamma)\nu \) for an evaluation point \( \gamma \) and a vector \( \nu \). To achieve lower computational cost, we choose \( \gamma \) to be any one of \( \alpha_{t,z+1}, \ldots, \alpha_{t,z+du} \), say \( \alpha_{t,z+1} \). The security check then comes down to performing Algorithm 1 with the matrices \( F_t^{(u)}(\alpha_{t,z+1}), G_t^{(u)}(\alpha_{t,z+1}) \) and \( H_t^{(u)}(\alpha_{t,z+1}) \) as inputs. If more than \( z \) malicious workers can collude, the master cannot choose \( \gamma \) to be one of \( \alpha_{t,z+1}, \ldots, \alpha_{t,z+du} \) as explained in Observation 1. The choice of \( \gamma \) to be \( \alpha_{t,z+1} \) reduces the computational complexity of the scheme by reusing known evaluations of \( F_t^{(u)}(x) \) and \( G_t^{(u)}(x) \).

The security check always correctly identifies the case where no errors were introduced. If there is any number of errors introduced by non-stragglers, their presence is detected with high probability for large field sizes as stated in Theorem 1.

**Theorem 1.** For every cluster \( u \in [c] \) and for every round \( t \) of SRPM3, given the three polynomial matrices \( H_t^{(u)}(x) \in \mathbb{F}_q^{r	imes l} \), \( F_t^{(u)}(x) \in \mathbb{F}_q^{r	imes s} \) and \( G_t^{(u)}(x) \in \mathbb{F}_q^{s	imes l} \) such that \( H_t^{(u)}(x) \neq F_t^{(u)}(x)G_t^{(u)}(x) \), the probability that Algorithm 1 returns True when applied to these polynomial matrices is bounded from above by

\[
\Pr\left(\text{Algorithm 1 returns True}\Big| H_t^{(u)}(x) \neq F_t^{(u)}(x)G_t^{(u)}(x) \right) \leq \frac{\deg(H_t^{(u)}(x))}{q - \deg(H_t^{(u)}(x)) - 1}.
\]
If one or more non-stragglers introduce errors in a cluster \( u \in [c] \) in round \( t \) of SRPM3, the probability of not detecting their presence is bounded from above as in (4), even if all \( n_u \) workers collaborate on the attack.

\[
\Pr(\text{SRPM3 not detecting an error} \mid \text{at least one error}) \leq \frac{\deg(H_t^{(u)}(x)) - \deg(H_t^{(u)}(x)) - 1}{q - \deg(H_t^{(u)}(x)) - 1} + \frac{1}{q} \frac{\deg(H_t^{(u)}(x)) - 1}{q - \deg(H_t^{(u)}(x)) - 1} \tag{4}
\]

The complexity of the verification is \( O(rs + sl + rl) \).

Proof: For clarity of presentation, we omit the subscript \( t \) and superscript \( (u) \) since the following holds for every cluster \( u \in [c] \) and for each round \( t \). To prove the bound on the probability of error detection of SRPM3, we need the following intermediate result.

Claim 1. As long as at most \( z \) workers collude, the values of \( \alpha_1, \ldots, \alpha_{z+d_u}, \beta_1, \ldots, \beta_n \) are private in an information-theoretic sense from the malicious workers.

Claim 1 holds due to Lemma 1, which is given and proven in Section VII. The importance of Claim 1 stems from the observation that if the malicious workers know \( \alpha_1, \ldots, \alpha_{z+d_u}, \beta_1, \ldots, \beta_n \); then any collection of two or more malicious workers can introduce errors without risking detection by the security check (see Observation 1). As a result of Claim 1, the errors introduced by the malicious workers are statistically independent from \( \alpha_1, \ldots, \alpha_{z+d_u}, \beta_1, \ldots, \beta_n \). The security check fails, i.e., does not detect an error despite having \( H(x) \neq F(x)G(x) \), either if \( \alpha_{z+1} \) is a root of the polynomial matrix \( P(x) = H(x) - F(x)G(x) \) or if the vector \( \nu \) lies in the nullspace of the non-zero error matrix \( E = P(\alpha_{z+1}) \).

Let \( B \) denote the set of \( \beta_i \) chosen for round \( t \) and cluster \( u \). Let \( \mathcal{R} = \{ \rho \in \mathbb{F}_q \setminus B : P(\rho) = 0 \} \) denote the set of roots of \( P(x) \) in \( \mathbb{F}_q \setminus B \). Given that \( H(x) \neq F(x)G(x) \) we can write

\[
\Pr(H(\alpha_{z+1})\nu = F(\alpha_{z+1})G(\alpha_{z+1})\nu) = 1 \cdot \Pr(\alpha_{z+1} \in \mathcal{R}) + \Pr(\nu \in \text{null}(E))\Pr(\alpha_{z+1} \notin \mathcal{R})\Pr(\nu \notin \mathcal{R}) \tag{5}
\]

\[
= \frac{\mathcal{R}}{|\mathbb{F}_q \setminus B|} + \Pr(\nu \in \text{null}(E))\left(1 - \frac{\mathcal{R}}{|\mathbb{F}_q \setminus B|}\right) \tag{6}
\]

\[
\leq \frac{\mathcal{R}}{|\mathbb{F}_q \setminus B|} + \frac{1}{q} \left(1 - \frac{|\mathcal{R}|}{|\mathbb{F}_q \setminus B|}\right) \tag{7}
\]

\[
\leq \frac{\deg(H(x))}{q - \deg(H(x)) - 1} + \frac{1}{q} \frac{\deg(H(x))}{q - \deg(H(x)) - 1} \tag{8}
\]

Equation (5) follows from the law of total probability and the fact that if \( \alpha_{z+1} \in \mathcal{R} \), then \( H(\alpha_{z+1})\nu = F(\alpha_{z+1})G(\alpha_{z+1})\nu \) for all values of \( \nu \). For (6) we use the fact that \( \alpha_{z+1} \) is distributed uniformly over \( \mathbb{F}_q \setminus B \). To obtain (7), observe that the column space of \( E \) must have at least dimension one. Hence, the nullspace of \( E \) contains at most \( q^{l-1} \) vectors out of the \( q^l \) vectors from \( \mathbb{F}_q^l \). Finally, for (8), observe that the number of roots of \( P(x) \) is bounded from above by the degree of \( P(x) \), which in turn is bounded from above by the degree of \( H(x) \). Since (7) is increasing in \( |\mathcal{R}| \), an upper bound on \( |\mathcal{R}| \) leads to a valid upper bound on the whole expression.

Computational complexity: Since we choose \( \gamma = \alpha_{z+1} \), no additional computations are needed for the evaluations. Observe that \( F(\alpha_{z+1}) = A_1 \) and \( G(\alpha_{z+1}) = B_1 \) are known to the master and \( H(\alpha_{z+1}) = C_1 \) is computed and fed to the peeling decoder regardless of the security check.

The computational cost of error detection comes down to running Algorithm 1 once per round and cluster. Algorithm 1 can be performed in \( rs + sl + rl \) multiplications and \( r(s - 1) + s(l - 1) + r(l - 1) \) additions in \( \mathbb{F}_q \). In addition, \( l \) random elements (the vector \( \nu \)) need to be generated from \( \mathbb{F}_q \) and up to \( r \) scalar comparisons (to compare the results) are necessary. The complexity of running Algorithm 1 is \( O(rs + sl + rl) \). If \( r, s, \) and \( l \) scale together, the computational complexity is \( O(n^2) \).

For comparison, the cost of verifying the multiplication directly and deterministically by computing the matrix products is equal to \( \deg(H(x))ru/3 \) multiplications in \( \mathbb{F}_q \) for the classic matrix multiplication algorithm. When \( r = s = l \) and Strassen’s Algorithm [57] is used the cost of the deterministic verification becomes approximately \( \deg(H(x))O(n^{2.8}) \).

We explain the effect of revealing \( \alpha_1, \ldots, \alpha_{z+d_u}, \beta_1, \ldots, \beta_n \) to the workers on the security of the scheme.

Observation 1. If two collaborating malicious workers knew the values of \( \alpha_1, \ldots, \alpha_{z+d_u}, \beta_1, \ldots, \beta_n \) for a given round \( t \) and cluster \( u \), then they could introduce errors without risking detection in the following way, even if all other workers are honest. For simplicity of notation, but without loss of generality, we assume the malicious workers to be \( w_1 \) and \( w_2 \). The malicious workers choose to corrupt \( C_2 \) by adding an arbitrary error matrix \( E_2 \). Let \( P(x) = H(x) - F(x)G(x) \). The security check fails as long as \( P(\alpha_{z+1}) = 0 \) and \( C_2 \) will be decoded to \( C_2 + E_2 \) since \( P(\alpha_{z+2}) = E_2 \). All other workers being honest implies \( P(\beta_i) = 0 \) for \( i \in \{3, \ldots, n_u\} \). Given these conditions and the knowledge of \( \alpha_1, \ldots, \alpha_{z+d_u}, \beta_1, \ldots, \beta_n \), the malicious workers know the value of \( P(x) \) at \( n_u \) points. Hence, \( P(x) \) which is of degree at most \( n_u - 1 \), is completely determined and can be computed by \( w_1 \) and \( w_2 \) through Lagrange interpolation. The workers \( w_1 \) and \( w_2 \) first compute the correct result for
their assigned tasks but return a corrupted result by adding $P(\beta_1)$ and $P(\beta_2)$ respectively. By the same steps one can show that for each additional collaborating malicious worker, the workers can deterministically corrupt an additional $C_i$.

**Remark 2.** If the privacy does not hold, i.e., if more than $z$ workers collude and we cannot guarantee, that $\alpha_1, \ldots, \alpha_{z+d_u}$, $\beta_1, \ldots, \beta_n$ are private from the malicious workers, then the scheme can be modified slightly in order to still guarantee that errors are detected with high probability. The master draws $\gamma$ uniformly at random from $F_q$. It then needs to compute the evaluations $F(\gamma)$, $G(\gamma)$ and $H(\gamma)$ and call Algorithm 1 on the results. We can prove by the same steps as above, that the probability of not detecting an error in a round of this modified scheme is at most $\frac{\beta_1}{q} + \frac{\beta_u}{q} (1 - \frac{1}{q}) \frac{1}{q}$. The modified scheme has higher computational cost since one extra evaluation of $F$, $G$ and $H$ has to be computed in every round and for every cluster.

In the proposed version of SRPM3 (Section III-B) we run the per cluster security check for each cluster and if it fails we use the per worker security check to identify which workers have returned erroneous results. The erroneous results are discarded and compensated with the straggler tolerance. Afterwards the workers identified as malicious can be removed from the computation.

A key difference between SRPM3 and the work of [52] is that the scheme in [52] always verifies the computations of each individual worker, hence adding computational cost to the scheme if the rate of clusters that contain one or more malicious workers is low. Let $b_u$ be the number of workers’ results required to decode cluster $u$ in a specific round, i.e., $b_1 = 2d_1 + 2z - 1$ and $b_u = 2d_u + s - 1$ for $u > 1$. Then, the per cluster security check saves computational cost compared to always checking all results with the per worker security check as long as the ratio of clusters that contain at least one erroneous result is less than $1 - \frac{1}{b_u}$.

A way to modify SRPM3 and increase its probability of detecting errors is by running the security check several times for each cluster. This idea is explained and analyzed in Section VI.

### V. Simulation Results

In this section, we provide simulation results showing the empirical rate of not detecting adversarial errors and showing the computational overhead incurred by our error detection algorithm. The simulations are shown for one cluster of workers. The rate of missed detections is shown for different field sizes $q$ to show its decrease with $q$ and how far is it from the provided upper bound on the missed detection rate, cf., Figure 1a and Figure 1b. The computational overhead of the security check is compared against the number of workers per cluster. The overhead of the security check decreases with the increase of the number of workers per cluster, cf., Figure 2.

#### A. Rate of Missed Detection

In order to estimate the rate of missed detections, we consider different attack strategies that the malicious workers can run. For each strategy, we measure the number of times the master does not detect the errors introduced by the workers. The
rate of missed detection is the ratio of the number of times the master does not detect the error to the total number of times the computation is simulated. All simulations are considered per one cluster of workers. Figure 1 shows the rate of missed detection for the following attack strategies.

1) **Single random error**: A single worker adds a uniformly random non-zero matrix to the result. The other workers return the correct result.

2) **All random errors**: Every worker adds an independent uniformly random non-zero matrix to the result.

3) **Single rank–1 error**: A single worker adds a random rank–1 matrix to the result. By adding a rank–1 matrix the malicious worker ensures that the error matrix $E$ is also rank–1. As seen in the proof of Theorem 1, this leads to a higher probability of missed detections.

4) **All rank–1 errors**: Every worker adds a statistically independent random rank–1 matrix to the result.

5) **Coordinated rank–1 errors**: Every worker adds a random rank–1 matrix to the result. All of the added matrices are linearly dependent, thus ensuring that the Error matrix $E$, which is a linear combination of them, has rank 1.

Figure 1a shows the rate of missed detection for one million rounds of computations for error models 3 and 5, i.e., single rank–1 error and coordinated rank–1 errors. The simulation parameters for this figure are $n_u = 100$ workers and $r = s = \ell = 10$. We plot in addition the upper bound on the probability of missed detections given in Theorem 1. For error models 1, 2 and 3, this simulation yielded no missed detections in one million rounds, so the missed detection rate is likely below $10^{-6}$.

To measure the missed detection rates for all error models, we change the simulation parameters to $n_u = 3$ and $r = s = \ell = 2$ which allow the use of a smaller field size, thus higher rate of missed detections. The rates of missed detections for all models are shown in Figure 1b.

Simulation results validate that rank–1 errors have the highest probability of not being detected by Algorithm 1. Further, they show that our upper bound of Theorem 1 is a loose bound for the probability of missed detection. Furthermore, the simulations show that the rate of missed detection is roughly $1/q$ for error models 1 and 2.

### B. Computational Overhead

We plot in Figure 2 the ratio of CPU times for the security check to that spent for encoding and decoding the Lagrange polynomials in the first cluster of a round over the cluster size $n_1$. The solid lines refer to the per-cluster security check, whereas the dashed lines refer to the per worker security check applied to all workers of the cluster. The simulations were performed with a large prime field $p$.

The computational complexity of encoding and decoding is $O((rs + s\ell + r\ell)n_1^2 n_1)$ with an FFT based algorithm for interpolation and evaluation as described in [58] Chapter 11, whereas the complexity of the security check is $O(rs + s\ell + r\ell)$. However, in the observed parameter range the classical algorithms for polynomial evaluation and interpolations based on Vandermonde matrices are faster, so those were used for the plot. Simulation results validate our theoretical results by showing that the computational cost of verifying the correctness of the computations is minimal compared to the computational cost of the rest of the scheme. In addition, simulations show that the computational overhead of the security check decreases with increasing number of workers per cluster.

### VI. Repeated Security Checks

In [53], Freivalds proposes applying probabilistic checks multiple times with independent and identically distributed (i.i.d.) random vectors, which results in a exponential decrease in the probability of missed detections at the cost of a linear increase in computational complexity.

In principle, in SRPM3 we can draw $\eta$, where the integer $\eta > 0$ is a parameter of the scheme, i.i.d. values of $\gamma$ and use them to perform the security check $\eta$ times. However, not reusing the known evaluations of $F(x)$, $G(x)$ and $H(x)$ (e.g. by using $\gamma = \alpha_{z+1}$) comes at the expense of having to compute up to $\eta$ extra evaluations of each polynomial.

Choosing $\gamma$ to be one of $\alpha_{z+1}, \ldots, \alpha_{z+d_u}$ for each security check, increases the efficiency of each security check but breaks the statistical independence of the different values of $\gamma$ for each check. Our strategy consists of choosing a subset of $\eta$ distinct values of the $\alpha_{z+1}, \ldots, \alpha_{z+d_u}$ and use them for the repeated security check. To analyze the probability of not detecting errors using this strategy, we use the model that the $\eta$ evaluation points $\alpha_{i_1}, \ldots, \alpha_{i_\eta}$ for $\eta \in \{1, \ldots, z + d_u\}$ are drawn without replacement from $\mathbb{F}_q \setminus \mathcal{B}$.

---

3 The exact prime we used is the largest prime under $2^{62}$ that fulfills $2^{10}|q – 1$. 

---
We observe numerically that the probability of not detecting an error decreases exponentially with $\eta$. If $\eta > d_u$, for the last $\eta - d_u$ repetitions of the security check, values from $\alpha_{z+1}, \ldots, \alpha_{z+d_u}$ should be used as the evaluation points. Then, only the evaluations of $F(x)$ and $G(x)$ are known at the master. One evaluation of $H(x)$ must be computed for each repetition. If $\eta$ is chosen to be greater than $z + d_u$, then for each repetition of the security check after the first $z + d_u$ checks, an evaluation of each $F(x)$, $G(x)$ and $H(x)$ must be computed.

Using the hypergeometric distribution, which governs the probability of drawing without replacement, and marginalizing over $j$, the number of evaluation points that are roots of $P(x)$, we can bound from above the probability of not detecting an error in $\eta \geq 1$ repeated tests as

$$
\Pr(\text{"missed detection after $\eta$ repetitions"}) = \sum_{j=0}^{\eta} \binom{|\mathcal{H}|}{j} \binom{|\mathcal{B}| - |\mathcal{H}|}{\eta-j} \left( \frac{q^j - 1}{q^\eta} \right)^{\eta-j} \leq \sum_{j=0}^{\eta} \binom{\deg(H(x))}{j} \left( \frac{1}{q} \right)^{\eta-j}.
$$

If $\eta \leq d_u$, then the computational cost of each of the $d_u$ repetitions of the test is the same as a single repetition, since the evaluations of all the polynomial matrices are known at $\alpha_{z+1}, \ldots, \alpha_{z+d_u}$. However, if $\eta > d_u$, for the last $\eta - d_u$ repetitions of the security check, values from $\alpha_{1}, \ldots, \alpha_{z}$ should be used as the evaluation points. Then, only the evaluations of $F(x)$ and $G(x)$ are known at the master. One evaluation of $H(x)$ must be computed for each repetition. If $\eta$ is chosen to be greater than $z + d_u$, then for each repetition of the security check after the first $z + d_u$ checks, an evaluation of each $F(x)$, $G(x)$ and $H(x)$ must be computed.

Figure 3 shows the upper bounds on the missed detection rate for drawing the values of $\gamma$ independently and uniformly at random from $\mathbb{F}_q$ as well as choosing $\gamma$ to be one of $\alpha_{z+1}, \ldots, \alpha_{z+d_u}$ for a cluster of 5 workers and a field of size $q = 23$. We observe numerically that the probability of not detecting an error decreases exponentially with $\eta$ for the latter case.

Figure 4 depicts the simulated missed detection rate in the same setting as in Figure 1b, except the test is repeated $\eta$ times and we only consider error model 5.

VII. PROOF OF PRIVACY

We now show that the scheme does not leak information about $A$, $B$ and $C$ as well as the interpolation and evaluation points $\alpha_{t,1}, \ldots, \alpha_{t,z+d_{max}}, \beta_{t,1}, \ldots, \beta_{t,n}$ of every round. Since the random matrices $R_{t}$’s and $S_{t}$’s used to ensure privacy and the $\alpha_t$’s and $\beta_t$’s are generated independently and randomly for every round, it suffices to show that at each individual round the colluding workers do not obtain any information about the private entities.

For convenience of notation we group several random variables in sets. Let $\mathcal{W}_{t,A}$ denote the set of random variable representing the tasks received in round $t$ by a set of workers $A \subseteq [n]$. Define $\mathcal{N}_t = \{R_{t,1}, \ldots, R_{t,z}, S_{t,1}, \ldots, S_{t,z}\}$ to be the set of random variables representing the randomly generated matrices for round $t$. We group the private entities in $\mathcal{M}_t = \{A, B, C, \alpha_{t,1}, \ldots, \alpha_{t,z+d_{max}}, \beta_{t,1}, \ldots, \beta_{t,n}\}$ where we abuse notation and use the Greek letters $\alpha$ and $\beta$ to denote a random variable and its realization. The distinction is however clear from the context.

Lemma 1 is a standard lemma in the literature on secret sharing, private distributed storage and private coded computing. We replicate the lemma and its proof here for completeness. The additional twist we add to the lemma is the privacy of the interpolation and evaluation points $\alpha_{t,1}, \ldots, \alpha_{t,z}, \beta_{t,1}, \ldots, \beta_{t,n}$. The intuition behind the proof is that the random matrices are chosen to have entropy equal to the observation of the colluding workers. In addition, the colluding workers can neither interpolate $F_t^{(u)}(x)$ nor interpolate $G_t^{(u)}(x)$. Therefore, they obtain no information about the interpolation points $\alpha_{t,1}, \ldots, \alpha_{t,z+d_{max}}$ and the evaluation points $\beta_{t,1}, \ldots, \beta_{t,n}$.
Fig. 3: Upper bound on the probability of missed detections for the per cluster security check over $\eta$ for i.i.d. evaluation points vs. distinct evaluation points.

Fig. 4: Rate of missed detections in the first cluster consisting of $n_u = 3$ workers of a round with $r = s = l = 2$ for repeated security checks in one million simulated rounds.

Lemma 1. In every round $t$ of SRPM3, the random variables of the set $\mathcal{M}_t$ are kept information theoretically private from any set of $z$ colluding workers, i.e.,

$$I(\mathcal{M}_t; W_t, Z) = 0, \forall Z \subseteq \{1, ..., n\}, \text{ s.t. } |Z| = z.$$ 

Proof: The conditional mutual information $I(\mathcal{N}_t; W_t, Z | \mathcal{M}_t)$ can be written in the following two ways [59]

$$I(\mathcal{N}_t; W_t, Z | \mathcal{M}_t) = H(W_t, Z | \mathcal{M}_t) - H(W_t, Z | \mathcal{N}_t, \mathcal{M}_t)$$
$$= H(\mathcal{N}_t | \mathcal{M}_t) - H(\mathcal{N}_t | W_t, Z, \mathcal{M}_t).$$
Having (9) and (10), we can now write
\[
H(W_t, Z | M_t) = H(N_t | M_t) - H(N_t | W_t, Z, M_t) + H(W_t, Z | N_t, M_t) 
\]  
\begin{align*}
&= H(N_t | M_t) - H(N_t | W_t, Z, M_t) \\
&= H(N_t | M_t) \\
&= H(N_t) \\
&= H(W_t, Z).
\end{align*}

Equation (12) follows from \( H(W_t, Z | N_t, M_t) = 0 \) since the master computes the tasks only based on the contents of \( N_t \) and \( M_t \), i.e., \( W_t, Z \) is a deterministic function of \( N_t \) and \( M_t \). To show that (13) holds, we show in the next paragraph that \( H(N_t | W_t, Z, M_t) = 0 \) since one can reconstruct the random matrices \( R_{t,1}, \ldots, R_{t,z}, S_{t,1}, \ldots, S_{t,z} \) from any collection of \( z \) tasks and the realizations of the random variables in \( M_t \). Equation (14) follows by drawing the matrices in \( N_t \) independently from the random variables in \( M_t \), i.e., \( H(N_t | M_t) = H(N_t) \). The last step is to note that \( H(N_t) \geq H(W_t, Z) \) since both \( N_t \) and \( W_t, Z \) consist of \( z \) random matrices from \( \mathbb{F}_q^{r \times s} \) and \( \mathbb{F}_q^{s \times l} \) each and \( N_t \) has maximum entropy because its elements are independently and uniformly distributed. Equality is achieved because conditioning never increases entropy and thus \( H(W_t, Z | M_t) \leq H(W_t, Z) \).

It follows that
\[
I(M_t; W_t, Z) = H(W_t, Z) - H(W_t, Z | M_t) = 0, \forall Z \subseteq \{w_1, \ldots, w_n\}, \text{ s.t. } |Z| = z.
\]

We complete the proof by showing, that the values in \( N_t \) can be derived from the values in \( W_t, Z \) and \( M_t \). For every cluster \( u \), the polynomial \( F_t^{(u)}(x) \) is the Lagrange polynomial fit to the set of points
\[
(\alpha_{t,1}, R_{t,1}), \ldots, (\alpha_{t,z}, R_{t,z}), (\alpha_{t,z+1,t}, \tilde{A}_{t,1}^{(u)}), \ldots, (\alpha_{t,z+d_u}, \tilde{A}_{t,d_u}^{(u)})
\]
The polynomial can be written as
\[
F_t^{(u)}(x) = \sum_{i=1}^{z} l_{t,i}(x) R_{t,i} + \sum_{i=1}^{d_u} l_{t,z+i}(x) \tilde{A}_{t,i}^{(u)},
\]
where \( l_{t,1}(x), \ldots, l_{t,z+d_u}(x) \), are the Lagrange basis polynomials only depending on \( \alpha_{t,1}, \ldots, \alpha_{t,z+d_u} \). If \( M_t \) is known, then so is the value of the second sum. It can be subtracted from \( F_t^{(u)}(x) \) producing
\[
\hat{F}_t(x) = \sum_{i=1}^{z} l_{t,i}(x) R_{t,i},
\]
which is the same for each cluster \( u \). As the tasks assigned to workers in \( W_t \) contain \( z \) independent evaluations of \( \hat{F}_t(x) \), the resulting linear system can be solved for \( R_{t,1}, \ldots, R_{t,z} \). Performing the analogous steps for \( G_t^{(u)}(x) \) shows how \( S_{t,1}, \ldots, S_{t,z} \) can be recovered.

VIII. Conclusion

We considered a heterogeneous and time-varying setting in which the goal is secure and private distributed matrix-matrix multiplication. We introduced a new scheme, called SRPM3, that allows a master to offload matrix-matrix multiplications to malicious, curious and heterogeneous workers. The scheme is a modification of RPM3. The additional component is the efficient verification of the correctness of the results sent by the workers using Freivalds’ algorithm. In contrast to distributed matrix-matrix multiplication schemes based on coding theory, SRPM3 tolerates the presence of an arbitrary number of malicious workers. In addition, the scheme can correct errors beyond the Singleton bound for error-correction by transforming the introduced errors to erasures. The efficiency of the scheme is increased by grouping the workers into clusters and verifying the computation of the whole cluster at once. As an extra layer of security, for a cluster where an error is detected, the master can run Freivalds’ algorithm on the results sent by each worker to detect the malicious workers and remove them from the system. Furthermore, redundant workers can be added per cluster so that the master can use the results sent by honest workers of each cluster.
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