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ABSTRACT

The electroencephalography classifier is the most important component of brain-computer interface based systems. There are two major problems hindering the improvement of it. First, traditional methods do not fully exploit multimodal information. Second, large-scale annotated EEG datasets are almost impossible to acquire because biological data acquisition is challenging and quality annotation is costly. Herein, we propose a novel deep transfer learning approach to solve these two problems. First, we model cognitive events based on EEG data by characterizing the data using EEG optical flow, which is designed to preserve multimodal EEG information in a uniform representation. Second, we design a deep transfer learning framework which is suitable for transferring knowledge by joint training, which contains an adversarial network and a special loss function. The experiments demonstrate that our approach, when applied to EEG classification tasks, has many advantages, such as robustness and accuracy.

Index Terms— EEG-based BCI, EEG Classification, Deep Learning, Transfer Learning

1. INTRODUCTION

For patients suffering from stroke, it is meaningful to provide a communication method apart from the normal nerve-muscle output pathway to deliver brain messages and commands to the external world. Due to natural and non-intrusive characteristics, most brain-computer interface (BCI) systems select electroencephalography (EEG) signals as the input [1]. The biggest challenge and most important component in a BCI system is the EEG classifier, which translates a raw EEG signal into the commands of the human brain.

Currently, two major problems hinder the improvement of EEG classification. First, traditional EEG classification methods focus on frequency-domain information and cannot fully exploit multimodal information. Second, high-quality, large-scale annotated EEG datasets are extremely difficult to construct because biological data acquisition is challenging and quality annotation is costly.

We solved these problems in the following ways. First, we modeled cognitive events based on EEG data by characterizing the data using EEG optical flow, which is designed to preserve multimodal EEG information. In this way, the EEG classification problem is reduced to a video classification problem and can be solved using advanced computer vision technology. Second, we designed a deep transfer learning framework suitable for transferring knowledge by joint training, which contains an adversarial network and a special loss function. The architecture of the transfer network was borrowed from computer vision, and the parameters of the transfer network were jointly trained on ImageNet and EEG optical flow. In order to achieve a more efficient transfer learning, a special loss function which considered the performance of the adversarial network was used in the joint training. After that, a classification network was trained on EEG optical flow to obtain the final category label. Although natural images and EEG signals are significantly different, EEG optical flow provides a similar representation of the two different domains, and our joint training algorithm brings the two different domains closer together.

The contributions of this paper are as follows: (1) We propose EEG optical flow, which was designed to preserve multimodal EEG information in a uniform representation, reduce the EEG classification problem to a video classification problem. (2) We construct a deep transfer learning framework to transfer knowledge from computer vision in a sophisticated way, which solves the problem of insufficient biological training data. (3) We perform experiments on public dataset, and the results show that our approach has many advantages over traditional methods.

2. RELATED WORK

Substantial work has been conducted to improve EEG classification accuracy. The performance of this pattern-recognition-like system depends on both the selected features and the employed classification algorithms. As a new classification
platform, deep learning has recently received increasing attention from researchers [2] and has been successfully applied to many classification problems, such as image classification, video classification and speech recognition. Bioinformatics has also benefited from deep learning. In recent years, many public reviews [3] have discussed deep learning applications in bioinformatics research, for example, applying deep belief networks (DBN) to the frequency components of EEG signals to classify left-hand and right-hand motor imagery skills [4]. [5] used a convolutional neural network (CNN) to decode P300 patterns. [6] conducted an emotion detection and facial expressions study with both EEG signals and face images using a recurrent neural network (RNN).

Transfer learning enables the use of different domains, tasks, and distributions for training and testing [7]. [8] reviewed the current state-of-the-art transfer learning approaches in BCI. [9] transferred general features via a convolutional network across subjects and experiments. [10] applied kernel principle analysis and transductive parameter transfer to identify the relationships between classifier parameter vectors across subjects. [11] evaluated the transferability between subjects by calculating distance and transferred knowledge in comparable feature spaces to improve accuracy. [12] proposed an approach which can simultaneously transfer knowledge across domains and tasks. [13] and [14] attempted the learning of transferable features by embedding task-specific layers in a reproducing kernel Hilbert space where the mean embeddings of different domain distributions can be explicitly matched.

To the best of our knowledge, no researchers have attempted to transfer knowledge from computer vision to EEG classification. Large-scale, high-quality annotated datasets, such as ImageNet, and many excellent deep neural networks can greatly facilitate EEG classification.

3. METHODS

3.1. EEG Optical Flow

Traditional methods do not fully exploit multimodal information. For example, they ignore the locations of the electrodes and the inherent information in the spatial dimension. In our approach, we convert raw EEG signals into EEG optical flow to represent the multimodal information of EEG.

EEG video is converted from the raw EEG signal. First, filtering is performed using five stereotyped frequency filters (α: 8-13 Hz, β: 14-30 Hz, γ: 31-51 Hz, δ: 0.5-3 Hz, θ: 4-7 Hz) to characterize different EEG signal rhythms. Second, EEG video frames are generated from each raw EEG signal frame in the time dimension. We project the 3D locations of the electrodes to 2D points via azimuthal equidistant projection (AEP), which borrows from mapping applications, and interpolate them to gray image by clough-tocher algorithm. The processes are shown in Figure 1. AEP can maintain the distance between electrodes more proportionately to represent more useful information in the spatial dimension.

![Fig. 1. Generating EEG video by projecting and interpolating.](image)

EEG optical flow is extracted from the converted EEG video. Optical flow [15] is introduced in our approach to describe the variant information of the EEG signal. Optical flow is widely used in video classification approaches because it can describe the obvious motion of objects in a visual scene by calculating the motion between two neighboring image frames taken at times $t$ and $t + \Delta t$ at every pixel position.

![Fig. 2. Visualization of the EEG optical flow frame.](image)

We store the optical flow as an image and rescale it to [0, 255]. The visualization image is shown in Figure 2 as the mapping direction and magnitude to an HSV image.

Many benefits can be gained from using the EEG optical flow. Uniform representation of multimodal information: The spatial structure of the electrodes is preserved by the AEP, and the spectral information extracted via five stereotyped frequency filters and the temporal information are represented by the optical flow. Suitable for CNN: Due to the inherent structure of CNNs, the EEG optical flow is more compatible to the image and video data structure. CNN can discover the regional information of EEG optical flow, which reflects the regional information of brain regions. Transfer learning ability: By reducing the EEG classification problem to a video classification problem, we gain the ability to transfer knowledge from computer vision, which has large-scale annotated datasets, such as ImageNet, and many excellent networks.

The entire dataset can be divided into independent epochs, which are the responses to stimulus events, according to the label of the stimulus channel. We employ a resampling algorithm to extend the training data, which plays a positive role in improving the generalization performance of the classifier, which we discuss in the following section.

3.2. Network Architecture and Transfer Learning

Insufficient training data is a serious problem in all domains related to bioinformatics. Our answer to this problem is transfer learning, which transfers knowledge from computer vision. We construct a deep transfer learning framework that contains two steps to obtain the final EEG category labels. The architecture of our network is shown in Figure 3.

![Fig. 3.](image)
**Joint training** aimed to learn a better representation for natural images and EEG optical flow. Many studies have demonstrated that front layers in a CNN network can extract the general features of images, such as edges and corners (shown in the red box). But the general feature extractor trained by natural images does not fully match the EEG optical flow. Many previous works have shown that in order to achieve a better effect of transfer, the edge distribution of features from the source domain and target domain should be as similar as possible. Inspired by generative adversarial nets (GAN), we apply an adversarial network (shown in the green box) to train a better general feature extractor. We use features extracted from natural images and EEG optical flow as the inputs for the adversarial network and train it to identify their origins. If the adversarial network achieves worse performance, it means a small difference between the two types of feature and better transferability, and vice versa.

Suppose we have ImageNet \( \{X_{img}, Y_{img}\} \) and EEG optical flow \( \{X_{of}, Y_{of}\} \), where \( Y \) is labels of data. Our goal of joint training is to produce a general feature extractor with parameters \( \theta_{extr} \) that can represent natural images and EEG optical flow in a suitable way and can correctly classify in the future. \( \theta_{img} \) and \( \theta_{adver} \) points to parameters of the ImageNet classification network and the adversarial network.

In order to extract more transferable general features, we use a special loss function while ImageNet classification training, which takes into account the performance of the adversarial network. It can be defined as follows:

\[
L_{img} = - \sum_k \log p_k + \alpha L_{adver} \tag{1}
\]

\[
L_{adver} = - \sum_d \log p_d \tag{2}
\]

where \( k \) is the number of categories, \( p_k \) is the softmax of the classifier activations, \( L_{adver} \) is the cross entropy of the adversarial network and \( \alpha \) is the hyper parameter of how strongly \( L_{adver} \) influences the optimization.

This loss function will minimize the performance of the adversarial network. It is means that the two types of feature will have similar edge distributions as possible, that is not easily distinguish by the adversarial network.

While training the ImageNet classification network, the loss function wants to reduce the performance of the adversarial network by optimizing Equation (3). But while training the adversarial network, it tries to improve the performance of the adversarial network by optimizing Equation (4). These two goals stand in direct opposition to one another, and we overcome this by iteratively optimizing the following two goals while fixing other parameters.

\[
\begin{align*}
\argmin_{\theta_{extr}, \theta_{img}} & \quad L_{img}(X_{img}, X_{of}, \theta_{adver}; \theta_{extr}, \theta_{img}) \\
\argmin_{\theta_{extr}, \theta_{adver}} & \quad L_{adver}(X_{img}, X_{of}, \theta_{img}; \theta_{extr}, \theta_{adver}) 
\end{align*} \tag{3}
\]

Joint training force the transfer network to discover general features with more transferability, which is important to obtain useful knowledge from natural images and transfer it to EEG optical flow.

**EEG classification** aimed to obtain the final EEG label. General features are extracted by transfer network and pre-trained parameters (identified by the red arrow). Then features are fed to a classification network (shown in the purple box) with two RNN layers and two fully connected layers. We use long-short term memory (LSTM) to prevent vanishing gradient problems in the time dimension when training. Two fully connected layers are applied at the end of classification network, with the last layer applying a softmax activation function to obtain the final EEG label. If a fine-tuning strategy is used, the last one or two layers of the transfer network will be updated simultaneously in the EEG Classification.
4. EXPERIMENTS

We apply our approach to a famous public dataset in the BCI field, named Open Music Imagery Information Retrieval (OpenMIIR) published by the Brain and Mind Institute at the University of Western Ontario [16, 17]. The parameters used in our approach are described as follows. We convert raw EEG signals into EEG videos with thirteen frames and a 32*32 resolution. These frames are resampled 50 times and converted to EEG optical flow with twelve frames. In the classification network, the recurrent layers contain 128 nodes. After the LSTM layers are applied, a dropout layer with a 0.25 ratio is applied to disable a portion of the neurons. The fully connected layers in the EEG classification network contains 64 nodes. We employ many popular, excellent networks as the target of transfer learning. These networks, including AlexNet, VGG16, VGG19 and ResNet, are the winners of past ImageNet Large Scale Visual Recognition Competition (ILSVRC) competitions [18].

4.1. Results

According to the approach described in the previous sections, we carry out classification experiments on the dataset OpenMIIR. The OpenMIIR dataset does not distinguish between training and test sets, therefore, we randomly selected 10% of the dataset to be used as the test dataset. The experimental results show that our approach is superior to other current state-of-the-art methods with better classification accuracy. Figure 4 shows the 12-class confusion matrix of the experimental results when different transfer networks are used for our deep transfer learning framework.

![Confusion matrix of different transfer networks](image)

**Fig. 4.** Confusion matrix of our approach with different transfer networks used in experiments.

One important goal of our approach is solve the problem of insufficient training data. Due to the design of our approach, it is possible to train a large-scale deep neural network using a limited EEG training dataset by transferring knowledge from computer vision. To determine the utility of our solution, we test our approach while further reducing the training dataset. As the baseline, we tested three recent proposed methods: the support vector machine classifier (SVC) described in [19], the deep neural network (DNN) described in [17] and the CNN described in [20]. Experiments on the dataset OpenMIIR are carried out to compare the performance of our approach and the baseline methods while further reducing the training dataset, and the results are shown in Table 1. In addition, we tested our approach without joint training.

| Method   | 100%    | 50%     | 25%     |
|----------|---------|---------|---------|
| SVC      | 23.1    | 16.69   | 9.83    |
| DNN      | 27.22   | 20.83   | 12.47   |
| CNN      | 27.8    | 19.2    | 8.55    |
| AlexNet  | 30.83(27.92) | 24.58(21.72) | 15.42(15.27) |
| VGG16    | 32.08(31.67) | **28.33(26.2)** | **15.42(14.7)** |
| VGG19    | **35.00(32.92)** | 25.83(23.14) | 14.58(13.93) |
| ResNet   | 30.83(27.08) | 22.5(22.67) | 11.25(10.42) |

**Table 1.** Classification accuracy while further reducing the size of the training dataset. N\% in the table head indicate the percentage of training dataset were used during training. The values in parentheses indicate the classification results without joint training.

4.2. Discussion

We can draw the following conclusions from the experimental results presented in the previous section: (1) The experimental results shown in Figure 4 and Table 1 demonstrate that our proposed approach achieves accuracy that is obviously superior to that of the traditional methods; (2) VGG16 and VGG19 are good choices of transfer network; (3) Table 1 shows that our approach can achieve acceptable results while further reducing the size of the training set; (4) Joint training play a important and positive role in the final results. Due to the benefits of transfer learning, we can train these large neural networks with a limited training dataset. However, compared to the traditional EEG classification approaches, our network requires more time for prediction due to the network complexity, which may present obstacles when our approach is applied to real-time BCI systems.

5. CONCLUSIONS

In this paper, we propose a novel EEG signal classification approach with EEG optical flow and deep transfer learning in response to two major problems in EEG classification: (1) the inability of traditional methods to fully exploit multimodal information and (2) insufficient training data. Our approach is superior to other state-of-the-art methods, which is important for building better BCI systems, and provides a new perspective for solving the problem of EEG classification. In the future, we plan to develop an improved network based on state-of-the-art methods in computer vision and other domains. In addition, our approach can be viewed as a general bioelectrical signal classification framework that is suitable for other bioelectrical signals, such as functional magnetic resonance imaging (fMRI).
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