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Abstract—Temporal language grounding (TLG) is a fundamental and challenging problem for vision and language understanding. Existing methods mainly focus on fully supervised settings with temporal boundary labels for training, which, however, suffers expensive cost of annotation. In this work, we are dedicated to weakly supervised TLG, where multiple description sentences are given to an untrimmed video without temporal boundary labels. In this task, it is critical to learn a strong cross-modal semantic alignment between sentence semantics and visual content. To this end, we introduce a novel weakly supervised temporal adjacent network (WSTAN) for temporal language grounding. Specifically, WSTAN learns cross-modal semantic alignment by exploiting temporal adjacent network in a multiple instance learning (MIL) paradigm, with a whole description paragraph as input. Moreover, we integrate a complementary branch into the framework, which explicitly refines the predictions with pseudo supervision from the MIL stage. An additional self-discriminating loss is devised on both the MIL branch and the complementary branch, aiming to enhance semantic discrimination by self-supervision. Extensive experiments are conducted on three widely used benchmark datasets, i.e., ActivityNet-Captions, Charades-STA, and DiDeMo, and the results demonstrate the effectiveness of our approach.

Index Terms—Temporal language grounding, Weakly supervised learning, Multi-model understanding, Multiple instance learning.

I. INTRODUCTION

TEMPORAL language grounding (also named as moment retrieval) aims to localize a temporal segment in a video corresponding to a language query. Automatic temporal language grounding enables us to efficiently find the video moments of interest rather than going through the whole video, which is fundamental to various multi-modal tasks, e.g., visual question answering [1], [2], [3], [4], visual reasoning [5], [6], video captioning [7], [8], [9] and storytelling [10], [11]. Since its first introduction [12], [13], substantial efforts have been made on this problem [14], [15], [16], [17], [18], [19], [20].

Early works approach this task mainly by supervised learning. In spite of tremendous achievements, the fully supervised methods need laborious manual annotation of temporal boundaries for every sentence query for training. Besides, the temporal labels annotated by different annotators are usually ambiguous and noisy because of subjectivity, damaging the learning of models. On the other hand, it is much easier to collect a large amount of video-level descriptions without temporal annotations, as this form of data is widely available on the Internet (e.g., YouTube). Based on such motivation, prior works [21], [22], [23] turn to the weakly supervised setting of temporal language grounding task, where several description sentences are given to an untrimmed video, while the temporal boundary labels are not provided. To achieve temporal grounding, it is critical to learn cross-modal semantic alignment between sentence semantics and visual contents. However, existing weakly supervised methods learn the cross-modal semantic alignment by similarity measurement or textual semantic completion, which is not temporally discriminative enough. In fact, due to the inherent difficulty to learn diverse semantic contents in videos with both high precision and recall, these weakly supervised methods are often degenerated to the retrieval of clips containing distinct semantic contents, failing to model the semantic context that is essential to fix temporal boundaries, e.g., small objects and postures.

In this paper, towards effective cross-modal alignment learning, we propose a novel framework, named weakly supervised temporal adjacent network (WSTAN). The key idea of our approach is to treat the weakly supervised task as a multiple
instance learning (MIL) problem to learn cross-modal alignment, as well as explicitly select and refine the prediction from MIL network. The explicit adjustment can help the model uncover more semantic concepts and be more temporally discriminative. As shown in Fig. 1, we first construct a 2D feature map by aggregating features of evenly divided clips, and the \( (i,j)^{th} \) element of the 2D map represents the video segment from the \( i^{th} \) clip to the \( j^{th} \) clip. The video segments on the 2D map are candidate proposals for subsequent network. Then we concatenate all the description sentences for a video, and take the resulting text paragraph as a sample unit to perform cross-modal matching classification. Specifically, we build the classifier by viewing candidate proposals as bag of instances in a multiple instance learning paradigm, and perform binary matching classification with video-level matching label.

To better model the relationships among candidate proposals, we exploit temporal adjacent network \[18\] in the context of MIL with a whole paragraph as input. Moreover, inspired by the success achieved by multi-branch methods on weakly supervised object detection problem [24], we devise a complementary branch to compensate for the semantic sparsity in videos. The additional branch explicitly refines the predictions of base alignment network by taking the intermediate results as pseudo supervision. Therefore, it can bring up more semantically meaningful clips that are not distinct for matching classification. We further leverage a self-discriminating loss on the 2D score map, which enables our model to be more temporally discriminative by self-supervising, emphasizing more semantic contents, especially activities.

In summary, the main contributions of our work are three-fold as follows:

- We propose a novel weakly supervised temporal adjacent network (WSTAN) for language grounding, which also leads to an elegant view to leverage the temporal structure information to formulate the weakly supervised temporal language grounding problem as an MIL problem.
- By integrating an additional complementary branch into the MIL framework, as well as leveraging self-discriminating loss, WSTAN learns cross-modal semantic alignment more precisely.
- Through comprehensive experiments, we demonstrate that our WSTAN outperforms several state-of-the-art methods on three widely adopted benchmarks, i.e., ActivityNet-Captions [25], Charades-STA [12], and DiDeMo [13].

II. RELATED WORK

In this section, we briefly review the related works for object detection, temporal action localization, and temporal language grounding.

1) Object Detection: Object detection aims to localize and identify objects in an image, which is an important problem in computer vision, and has many applications. In supervised setting with object annotations [26], [27], [28], great performance advance has been made over years [29], [30], [31], [32], [33], [34], [35], [36]. However, it is time-consuming to collect detailed annotations with bounding boxes, while image level object tags is easier to annotate. Based on such a motivation, many existing methods has explored the object detection problem under image level weak supervision. Weakly Supervised Deep Detection Network (WSDDN) [37] presents an MIL framework, and performs region selection and classification simultaneously. Later, instance classifier refinement is integrated into the MIL framework [24]. Since then, multiple works were proposed to improve the pseudo supervise strategy of OICR [38], [39]. A combination of instance classifier refinement and bounding-box regression is further explored by adding an additional regression branch [40], [41], [42].

Different from object detection, language grounding is a new task that tries to temporally localize a specific moment conditioned by a text sentence query. However, the methodology in object detection is inspiring to the advance of temporal language grounding methods.

2) Temporal Action Localization: Temporal action localization aims to detect a limited set of actions in untrimmed videos and localize the start and end frames of detected actions. Since the first introduction [43], lots of efforts have been made in this area under both fully supervised and weakly supervised settings. Most of the fully supervised works are designed in a multi-stage manner: first select temporal proposals from candidate set and perform regression, then predict corresponding action labels from the pre-defined set [44], [45], [46]. Non-Maximum Suppression (NMS) is often applied as post-processing. Segment-CNN [47] generates multi-scale video segment and performs proposal selection, action classification and localization though a three-stage framework sequentially. To improve proposal precision for long video segments and decrease memory cost of sliding window, some efforts are devoted to strategy of generating candidate proposals [48], [49].

On the other hand, under the weakly supervised setting, only video-level action labels are available, which is much more challenging. UntrimmedNet [50] presents a multiple instance learning (MIL) framework to perform action classification and attention-based video segment selection. In [51], a hide-and-seek approach is applied in training, forcing the network to learn all the relevant frames. STPN [52] further enhances the performance by using both temporal class activations and class-agnostic attentions. Shou et al. [53] develop a novel framework to directly predict the temporal boundary of each action instance. In [54], both foreground and background frames are explicitly modeled, and a background-aware loss allows the network to learn richer representations for actions.

3) Temporal Language Grounding: To expand action localization into more diverse applications, temporal language grounding is proposed [12], [13] as a new challenging task, requiring deep interactions between two modalities. Previous methods have explored this task in a fully supervised setting [12], [13], [55], [56], [15], [57], [58], [16], [59]. Most of them follow a two-stage paradigm: selecting candidate moments with sliding windows and subsequently matching the language query. MAN [17] exploited the graph-structured moment relations with an iterative graph adjustment network for video representation learning. Recently, one-stage framework has been developed. In 2D-TAN [18], a one-stage
method called 2D Temporal Adjacent Network (2D-TAN) is proposed to model the context in candidate video moments. Recently, reinforcement learning has been leveraged for temporal language grounding [19], [20]. Through well-designed action space consisting of different ways to adjust the temporal boundaries, these methods avoid sliding over the entire video, and achieve high detection speed.

Despite the boom of fully supervised methods, it is very time-consuming and labor-intensive to acquire large number of temporal boundary annotations for supervision. And due to the annotation inconsistency among annotators, temporal labels may be confusing for models to learn. To alleviate the dependence of fine-grained annotation, weakly supervised setting is explored lately. TGA [21] exploits Text-Guided Attention to map video and text features into a latent space to learn cross-modal similarity. WSLLN [22] learns segment-text matching and conducts segment selection simultaneously. Masked sentence complementary is also explored [23]. These methods learn cross-modal semantic alignment without any temporal instruction, struggling to recognize visual contents that are important for localization. Differently, our WSTAN adopts pseudo labels to explicitly refine the predicted temporal boundaries, which allows the model to learn more concepts that are essential for localization.

III. OUR APPROACH

In this section, we first give a formal definition for temporal language grounding, and then describe the feature extraction procedure of both the visual and the linguistic modality. After that, we introduce our proposed WSTAN, consisting of cross-modal matching classifier, self-discriminating loss, and complementary branch. Last but not least, we discuss how to generate the temporal grounding results in the online inference stage.

A. Problem Formulation

Given an untrimmed video and a text-sentence query, a temporal grounding model aims to localize the most relevant moment in the video, represented by its start and end timestamps. In this paper, we consider a weakly supervised temporal language grounding problem, represented by its start and end clips, and all possible candidates can be organized into a 2D temporal map $M$. The element $m_{ij}$ in $M$ represents the candidate moment which starts from clip $i$ and ends at clip $j$, where $0 \leq i \leq j \leq N - 1$.

Based on the 2D temporal map structure, we extract a feature map $F^M \in \mathbb{R}^{N \times N \times d^v}$ to represent candidate moments. Specifically, for each clip $v_i$ in the video, we extract features for its frames using a pretrained CNN model. The max-pooling result of frame features are taken as the clip representation $f_i \in \mathbb{R}^{d^v}, i = 0, 1, \cdots, N - 1$. The clip features serve as basic units to build the feature map. For a candidate moment $m_{ij}$, we apply a stacked convolution [17] on clips features $\{f_i, f_{i+1}, \cdots, f_j\}$, and obtain $F_{ij} \in \mathbb{R}^{d^v}$ to represent $m_{ij}$ on the feature map $F^M$.

C. Cross-Modal Matching Classifier

The weakly supervised temporal language grounding problem can be tackled using a Multiple Instance Learning (MIL) paradigm. In MIL, a set of bags are given, where each bag contains a collection of instances. For a specific bag, it is positive if at least one instance in the bag is positive, and it is negative if all instances in the bag are negative. Treating all possible video segments $m_{ij}$ as instances and the candidate set as the bag, the temporal grounding problem is natural to be formulated as an MIL problem, especially under video-level supervision. To learn learn an instance classifier for candidate moments with only bag labels, a video-level cross-modal matching classifier is necessary.

To learn cross-modal semantic alignment, we exploit 2D temporal adjacent network (2D-TAN) in a multiple instance learning manner, i.e., we build a cross-modal matching classifier based on 2D-TAN [13]. Then, to fuse features of two different modalities: $h_k \in \mathbb{R}^{d^h}$ for $k^{th}$ description sentence.
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Fig. 2: The architecture of WSTAN. A 2D feature map is first extracted from the input video clips, and fuse with text features extracted by BiLSTM for each sentence separately. The fused features are processed through temporal adjacent network(TAN) to model relationships with adjacent moments, and then branch into two streams: cross-modal matching classifier, and complementary branch. Self-discriminating loss is adopted on predictions of both steams.

and $F_{ij} \in \mathbb{R}^{d_V}$ for the $(i,j)^{th}$ video segment on $F^M$, we adopt Hadamard product:

$$F_{ij,k} = w^S h^k_T \odot w^V F_{ij,T},$$

where $w^S \in \mathbb{R}^{d_F \times d_F}$ and $w^V \in \mathbb{R}^{d_F \times d_V}$ are learnable parameters of two fully-connected layers, $\cdot^T$ represents transpose of the vector, and $\odot$ represents Hadamard product. Consisting of $F_{ij,k}, i, j \in \{1, 2, \cdots, N\}$, the resulting feature map $F^M_{k} \in \mathbb{R}^{N \times N \times d^F}$ represents the relationship between all video segments and the $k^{th}$ input sentence. However, the operations are performed separately on candidate moments, neglecting their temporal dependencies. To model context of each candidate moment, we exploit a temporal adjacent network on $F^M_{k}$, which consists of $L$ convolutional layers with same kernel size of $K$, and obtain a feature map $F^M_{k,c}$. The context-aware feature map $F^M_{k,c}$ are then fed into a prediction layer containing a fully-connected layer and a sigmoid function to get a 2D score map $P^M_k \in \mathbb{R}^{N \times N}$. The $(i,j)^{th}$ score on $P^M_k$ indicates the possibility of candidate moment $m_{ij}$ that corresponds to the input query. Note that the lower triangular part of $P^M_k$ is set to zero.

Intuitively, given a description sentence, the element giving max response value in the feature map is supposed to be the corresponding moment, and therefore, can be seen as a measurement for video-sentence alignment. Hence, we adopt a max operation on the score map $P^M_k$, i.e.,

$$P_k = \max_{i,j} P^M_{k},$$

and obtain the matching score $P_k$ for sentence $S_k$ and the input video. As discussed above, we aggregate scores of all sentences in the input paragraph by a max operation, and take the result of most relevant and discriminative description as the final matching score, i.e.,

$$P = \max_k P_k,$$

where $k \in \{0, 1, \cdots, N_p - 1\}$ represents the serial number of input sentences.

We train the cross-modal classifier via a cross-entropy loss. Formally, we define matching label $y_m$, where $y_m = 1$ indicates the input paragraph is the corresponding description of the video, and 0 otherwise. The multiple instance learning loss is written as:

$$\mathcal{L}^{mil} = -(y_m \log P + (1 - y_m) \log(1 - P)),$$

where $P$ is the score predicted by the cross-modal matching classifier.

D. Self-Discriminating Loss

Fig. 3: Illustration of the self-discriminating loss, leveraged on the cross-modal matching classifier and the complementary branch, respectively.

During the training of the matching classifier introduced above, the cross-modal alignment of semantically meaningful contents can be learned. However, it is sufficient for the classification task to just response to semantic contents without distinguishing clips that contain them. Therefore, predicted score map is not discriminative enough to localize all contents in the language query, resulting in low precision of the predicted temporal boundaries. In CIAN [62], a completion loss is introduced to compensate the sparsity of the CAM
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initialization for weakly supervised semantic segmentation. Inspired by it, we introduce self-discriminating loss to improve the precision of the output of WSTAN. As shown in Fig. 3, the self-discriminating loss aims to distinguish the peak response on the 2D map and suppress others. Thus, the model is forced to be more temporally discriminative, improving the precision of prediction while acceptably decreasing the recall of foreground frames.

Given the input sentence $S_k$, a 2D score map $P^M_k$ is predicted by the cross-modal matching classifier. We perform an $\arg\max$ operation on $P^M_k$ to get the most relevant video segment $m_{k,l}$, i.e., $m_{k,l} = \arg\max(P^M_k)$, where $l$ is the sequence number of the segment. $m_{k,l}$ is then regarded as pseudo supervision to train an additional grounding branch. Different from the hard labelling in [62], we devise a soft pseudo label generation strategy. Specifically, for each candidate moment $m_j = [s_j, e_j]$ on the 2D map, we compute the intersection-over-union (IoU) score $o_{k,j}$ with $m_{k,l}$, i.e.,

$$o_{k,j} = \text{IoU}(m_{k,l}, m_j) = \frac{\max(0, \min(c_{k,l}, e_j) - \min(s_{k,l}, s_j))}{\max(c_{k,l}, e_j) - \min(s_{k,l}, s_j)}. \quad (5)$$

To avoid influence of uncertainty introduced by pseudo supervision, we truncate the scores $o_{k,j}$ with thresholds $o_{\text{min}}$ and $o_{\text{max}}$. The pseudo labels for self-training are written as:

$$y_{k,j}^{\text{pseudo}} = \begin{cases} 0, & o_{k,j} < o_{\text{min}} \\ \max(0, o_{\text{max}} - o_{k,j}), & o_{\text{min}} < o_{k,j} < o_{\text{max}} \\ 1, & o_{k,j} \geq o_{\text{max}} \end{cases} \quad (6)$$

Then we define the self-discriminating loss for each description sentence as:

$$L^s_d = \frac{1}{C} \sum_{j=1}^{C} y_{k,j}^{\text{pseudo}} \log p^j_k, \quad (7)$$

where $p^j_k$ is the probability of $j^{th}$ candidate moment predicted in $P^M_k$.

In practice, because of the uncertainty of acquired pseudo labels, especially at the beginning of training, we reformulate Eq. (7) into a weighted manner:

$$L^s_d = \frac{w_k}{C} \sum_{j=1}^{C} y_{k,j}^{\text{pseudo}} \log p^j_k, \quad (8)$$

where $w_k$ is the loss weight and is defined as $\max(P^M_k)$. At the beginning of training, $w_k$ is relatively small, hence the $L^s_d$ is small. Therefore, the noisy pseudo labels will not harm the performance of WSTAN dramatically. During later training procedure, the model can achieve higher scores for ground truth moments, i.e., the model becomes more confident about its predictions, making the loss weight $w_k$ grow larger.

The overall self-discriminating loss is averaged among input description paragraph, i.e.,

$$L^s = \frac{1}{n_p} \sum_{k=0}^{n_p-1} L^s_d. \quad (9)$$

**E. Complementary Branch**

Cross-modal semantic alignment learning is a straightforward idea to learn temporal relevance without explicit annotations. However, with the training objective of classification, the network is sensitive to semantically distinct objects, while ignoring some concepts mentioned in text queries. Therefore, clips that contain less or abstract semantic concepts, e.g., actions, postures, and non-rigid objects, which contribute less to the matching classification, are more likely to be classified as background. To improve the recall of semantic concepts in videos, we design a complementary branch to refine the predictions, and rediscover more semantically meaningful clips. Specifically, we apply an additional prediction layer consisting of a fully-connected layer and a sigmoid function to $F^M_{k,e}$, the previously produced text-fused and context-aware feature map, and generate a score map $P^M_{k,CB}$.

The output of the complementary branch is supervised by the intermediate result $P^M_{k}$ of the cross-modal matching classifier. Different from the self-discriminating loss, the pseudo supervision is used to supervise the output of another branch, and the constraint does not emphasize but refines the output head to improve semantic recall. Formally, given the input sentence $S_k$, we get the most relevant moment $m_{k,l} = \arg\max(P^M_k)$. We take a similar soft label strategy as the self-discriminating loss to produce pseudo labels $y_{k,j}^{\text{pseudo}}$ based on $m_{k,l}$. Then we define the complementary loss as follows,

$$L_c^b = \frac{1}{C} \sum_{j=1}^{C} y_{k,j}^{\text{pseudo}} \log p^j_k. \quad (10)$$

where $p^j_k$ is the probability of $j^{th}$ candidate moment predicted in $\mathbf{P}^M_{k,CB}$. Different from Eq. (7), where both $p^j_k$ and $y_{k,j}^{\text{pseudo}}$ are generated from $P^M_k$, the probabilities and labels are generated from predictions of different branches for $L_c^b$.

We also reformulate Eq. (10) into a weighted manner, and take the paragraph average as the overall complementary loss, i.e.,

$$L_c^b = \frac{1}{n_p} \sum_{k=0}^{n_p} \frac{w_k}{C} \sum_{j=1}^{C} y_{k,j}^{\text{pseudo}} \log p^j_k, \quad (11)$$

where $w_k$ is the loss weight and is defined as $\max(P^M_k)$.

With similar motivation to the alignment learning stage, we also deploy self-discriminating loss on the output $P^M_{k,CB}$, $k \in \{0, 1, \cdots, n_p - 1\}$ from complementary branch, denoted by $L_{c,s,d}^b$, i.e.,

$$L_{c,s,d}^b = \frac{1}{n_p} \sum_{k=0}^{n_p-1} \frac{w_k}{C} \sum_{j=1}^{C} y_{k,j}^{\text{pseudo}} \log p^j_k, \quad (12)$$

where $y_{k,j}^{\text{pseudo}}$ is produced based on the prediction of the complementary branch $P^M_{k,CB}$.

**F. Training Objective**

To train the WSTAN, as well as utilizing self-discriminating strategy, we take the weighted sum of MIL loss, self-
discriminating loss, and complementary loss as the overall training objective. The overall training loss is written as:

\[ L = \alpha \mathcal{L}^{mil} + \beta \mathcal{L}^{cb} + \gamma \mathcal{L}^{sd} + \gamma \mathcal{L}^{cb, sd}, \]  

where \( \alpha, \beta, \gamma \) are hyperparameters and \( \alpha + \beta + \gamma = 1 \). Note that the self-discriminating loss and complementary loss are added only when the input of two modalities are matched.

**G. Online Inference**

During inference, the network takes a sentence-video pair as input with only one sentence in the text input. WSTAN localizes the sentence by taking the index of the max response on the last predicted score map. Specifically, if the complementary branch is adopted, the last score map is \( P^{M, CB} \), and \( m^{CB}_{ij} = \arg\max (P^{M, CB}) \), i.e., the video segment from the \( i^{th} \) clip to the \( j^{th} \) clip is predicted as the best grounding result. Otherwise, the prediction of the cross-modal matching classifier \( P^M \) is taken as the last score map, and \( m{ij} = \arg\max (P^M) \) is the inference result.

### IV. EXPERIMENTS

**A. Datasets**

We evaluate our approach on three benchmark datasets, i.e., ActivityNet-Captions, Charades-STA, and DiDeMo.

**ActivityNet-Captions** is a large-scale dataset with dense video captions, including 20k videos and over 70k moment-sentence pair annotations. Compared to the other two datasets, videos in the ActivityNet-Captions dataset are open-domain and much longer with an average duration of 117.74 seconds. The released ActivityNet-Captions dataset contains 17031 moment-description pairs for training, and 17505, 17031 in val and val sets. Following SCN [23], we use val as validation set and val set as test set.

**Charades-STA** is introduced [12] for the temporal language localization task. Videos in the Charades dataset [63] are mainly about indoor everyday activities, with an average length of 29.8 seconds. As the original Charades dataset has only temporal activity localization and video-level paragraph description annotations, labels for temporal language grounding are added in Charades-STA [12] later. Charades-STA dataset contains 12408 moment-sentence pairs in the training set and 3720 pairs in the test set.

**DiDeMo** contains over 10k videos selected from Flickr, with over 40k temporally localized text descriptions. All the videos are trimmed to a maximum of 30 seconds and equally divided into six 5-second segments, while short videos with length lower than 25 seconds are aborted. Therefore, the temporal language grounding task can be seen as a candidate moment ranking problem, and for each video there are only 21 possible moment candidates. Videos in the DiDeMo dataset are randomly split into training, validation and test set containing 8395, 1065, and 1004 videos, respectively. For each video, at least 4 annotators are assigned to label text description boundaries, hence the evaluation method on DiDeMo is slightly different from other datasets, as illustrated in the next subsection.

**TABLE I: Performance comparison on ActivityNet-Captions dataset.**

| Method     | Setting | R@1 IoU=0.1 | IoU=0.3 | IoU=0.5 | R@5 IoU=0.1 | IoU=0.3 | IoU=0.5 |
|------------|---------|-------------|---------|---------|-------------|---------|---------|
| TGA [21]   | FS      | 38.23       | 18.64   | 7.63    | 75.74       | 52.78   | 24.49   |
| SCN [23]   | WS      | 75.4        | 42.8    | 22.7    | 90.88       | 71.45   | 55.69   |
| WSTAN Base | WS      | 80.61       | 50.67   | 27.14   | 91.57       | 74.90   | 47.28   |
| WSTAN Full | WS      | 79.78       | 52.45   | 30.01   | 93.15       | 79.38   | 63.42   |

**TABLE II: Performance comparison on Charades-STA dataset.**

| Method     | Setting | R@1 IoU=0.3 | IoU=0.5 | IoU=0.7 | R@5 IoU=0.3 | IoU=0.5 | IoU=0.7 |
|------------|---------|-------------|---------|---------|-------------|---------|---------|
| TGA [21]   | FS      | 39.81       | 23.25   | -       | 79.33       | 52.15   | -       |
| SCN [23]   | WS      | 29.68       | 17.04   | 6.93    | 83.87       | 58.17   | 26.80   |
| WSTAN Base | WS      | 42.96       | 23.58   | 9.97    | 95.56       | 71.80   | 38.87   |
| WSTAN Full | WS      | 43.39       | 29.35   | 12.28   | 93.04       | 76.13   | 41.53   |

1. “FS” and “WS” means “Fully Supervised” and “Weakly Supervised”, respectively. ‘Base’ represent WSTAN with only cross-modal matching classifier, and ‘Full’ represents WSTAN with self-discriminating loss and the complementary branch.

2. The best and second best numbers are in bold and underlined, respectively.

**B. Implementation Details**

1) **Evaluation Metrics:** We adopt different evaluation methods for the three datasets. Following [12], On ActivityNet-Captions dataset, similarly, we report results for IoU \( \in\{0.5,0.3,0.1\} \) and Recall @ \( \{1.5\} \). On Charades-STA dataset, we report results for intersection-over-union \( \text{IoU} \in\{0.7,0.5,0.3\} \) and Recall @ \( \{1.5\} \). On the DiDeMo dataset, considering the limited number of candidates and labels from different annotators, we follow [13], and measure the performance of models with metrics: Rank@1, Rank@5, and mean intersection over union (mIoU). Here Rank@k means the ground truth temporal boundaries labeled by different annotators are on average ranked higher than k in prediction. Note that following [13], we only include the best-matched three ground truth labels, to reduce the influence of outliers.

2) **Experiment settings:** We utilize released visual features for all three datasets. Specifically, following prior works [18], [21], [23], we adopt VGG feature [64] for Charades-STA and DiDeMo, and C3D feature [65] for ActivityNet-Captions. The VGG features are 4096-dimensional, and we reduce the dimension of the C3D features from 4096 to 500 using PCA. We set the number of sampled clips in a video, i.e. \( N \), to 16 for Charades-STA, 64 for ActivityNet-Captions, and 6 for DiDeMo, considering their video length and annotation characteristics. For temporal adjacent network, we adopt an 8-layer convolutional network with kernel size of 5 for Charades-STA and DiDeMo, and a 4-layer convolution network with kernel size of 9 for ActivityNet-Captions. We adopt a three-layer LSTM for language encoding. The cross-modal negative sampling probability is set to 0.5. We apply non-maximum sup-
Our method outperforms WSLLN overall, which means that cross-modal alignment learning, is straightforward yet effective.

- Compared with TGA [21]: TGA uses a sliding window to select candidate moments and attempts to learn cross-modal alignment by mapping visual and textual input into a unified latent space. Our method can obtain better results even without self-discriminating loss or the complementary branch, showing the effectiveness of the temporal adjacent network with paragraph text input, as well as our strategy to sample proposal candidates.
- Compared with SCN [23]: SCN proposes a candidate proposal scoring model learned by sentence completion. Performance of our base WSTAN is similar to SCN. However, after adding self-discriminating loss and the complementary branch, our method outperforms SCN on almost all metrics by a large margin, especially on ActivityNet-Captions dataset. The sentence completion learning objective of SCN is similar to our motivation to learn semantic alignment more distinctly. However, our model can refine the predictions and learn more semantic concepts, leading to better performance.
- Compared with WSLLN [22]: WSLLN proposed a two-branch framework that measures segment-text consistency and conducts segmentation selection simultaneously. Our method outperforms WSLLN overall, which also indicates the effectiveness of our self-discriminating loss and the complementary branch. Note that the performance of WSLLN on ActivityNet-Captions dataset is only reported at R@1.

The motivation of the proposed method is to improve temporal precision without explicit boundaries for supervision. Therefore, the improvement of WSTAN is more notable on strict metrics (higher IoU requirements), which indicates the ability of WSTAN to predict temporal boundaries precisely.

Differently, with semantic complementing as the training objective, SCN manages to better learn cross-modal semantic alignment on word-level, which helps to localize difficult descriptions in video, and therefore boost the number on metrics with lower IoU requirement.

It can be observed that the R@1 performance of WSTAN on DiDeMo dataset is not improved from ‘Base’ to ‘Full’, and even equates the performance of the fully-supervised 2D-TAN. The limitation is due to the characteristics of the
DiDeMo dataset. As discussed above, the R@1 metric for DiDeMo measures the top-1 accuracy of the selection from fixed number (21) of candidates. The short average duration of videos and small number of clips restricts the temporal adjacent network to learn among candidates. By observing the model outputs, we find that the model tends to predict one-clip moment, which may be the origin of the number (19.40%). However, these reasons not only affect TAN-based methods, but also other frameworks, like WSLLN in Table III.

**D. Ablation Study**

In this section, we analyse the effectiveness of different parts in WSTAN by performing ablation experiments. Results are shown in Table IV and Table V. We also visualize some results in Fig. 4 and Fig. 5 to validate the effect of different parts of WSTAN qualitatively.

1) **Influence of Self-Discriminating Loss:** The score map predicted by WSTAN with and without self-discriminating loss is shown in Fig. 4 (the left and middle figure for each example). It can be observed that SD loss improves the temporal discrimination ability markedly by suppressing the scores of adjacent candidates of the peak response. We compare the performance of the WSTAN with and without self-discriminating loss under network settings, shown in Table IV. By adding self-discriminating loss, the performance is improved on Recall@1, IoU=0.5 and IoU=0.7, proving the enhanced precision of predicted temporal boundaries. However, numbers of other metrics drop slightly, proving the idea that the pseudo supervision introduced by the self-discriminating loss can damage the recall of foreground frames.

2) **Influence of Complementary Branch:** The score map predicted by WSTAN with and without complementary branch is shown in Fig. 4 (the middle and right figure for each example). The self-supervision of self-discriminating loss tends to propose a long segment consists of almost half of all clips, while the additional branch gives more precise temporal boundaries. Therefore the ground truth segment is given better score, i.e., higher rank, after the uncovering process of the branch. We add complementary branch to WSTAN to improve the capability of precisely localizing moments. However, temporal precision is often opposite to the temporal recall. That is, if we pursue higher precision for most cases, the recall of difficult cases will drop. We compare performance of the complementary branch with and without self-discriminating loss, shown in Table IV. Because of the low discrimination ability of WSTAN without self-discriminating loss, adding the additional branch brings a huge performance drop, which is intuitive. However, when self-discriminating loss is deployed on the base classifier (last three rows in Table IV), the overall performance is improved by adding the complementary branch. It can be observed that by adding the ‘CB’, the performance of WSTAN is improved on the metrics with stricter requirements (Recall@1, IoU=0.5, 0.7), while on looser metrics (R@5, or IoU=0.1), the performance drops. However, by adding a SD constraint on CB, both the two influence are restrained to a balance of precision and recall, which achieve good performance on all metrics.

3) **Influence of Paragraph Input:** In order to validate the effectiveness of our paragraph text input design, we evaluate our method without aggregating the language descriptions of a video. As introduced above, we concatenate all the corresponding descriptions for a video, and train WSTAN with paragraph-video pairs. A max operation is performed on separately predicted scores to get the final prediction for cross-modal alignment learning. In the single query input setting, we use a sentence-video pair as input and omit the merge operation among predictions. To alleviate the disadvantage of hard matching, we also devised a soft matching strategy for single query input, where the matching label is the coverage rate of the words in the sampled query and the ground truth query. Results (row 1st, 2nd and row 3rd in Table V) show that our paragraph input design can improve performance on most of the evaluation metrics, proving our intuition that the paragraph aggregating method can reduce the noise brought by semantically partial similarity among different videos. Due to the short length of videos in Charades-STA dataset, the

| TABLE IV: Influence of different parts of WSTAN. |
|-----------------------------------------------|
| SD@MIL | CB | SD@CB |
|        | R@1 | IoU=0.3 | IoU=0.5 | IoU=0.7 | R@5  | IoU=0.3 | IoU=0.5 | IoU=0.7 |
|        | R@1 | IoU=0.3 | IoU=0.5 | IoU=0.7 | R@5  | IoU=0.3 | IoU=0.5 | IoU=0.7 |
|        | 51.61 | 21.64 | 9.01 | 89.76 | 66.24 | 37.07 |
|        | 41.49 | 21.45 | 8.17 | 71.72 | 49.25 | 19.41 |
|        | 40.19 | 25.75 | 9.25 | 78.39 | 47.88 | 20.70 |
|        | 42.23 | 27.85 | 13.66 | 95.19 | 68.82 | 35.32 |
|        | 39.65 | 29.73 | 14.70 | 91.59 | 68.55 | 37.77 |
|        | 43.39 | 29.35 | 12.28 | 93.04 | 76.13 | 41.53 |

1. ‘SD’ refers to self-discriminating loss and ‘CB’ refers to complementary branch. ‘SD@MIL’ and ‘SD@CB’ refers to apply SD loss to the cross-modal matching classifier and to the complementary branch, respectively.
2. The first row corresponds to the ‘Base’ setting and the last row corresponds to the ‘Full’ setting above.
3. The performance is reported on Charades-STA dataset.

| TABLE V: Comparison among different type of text input on Charades-STA dataset. |
|-----------------------------------------------|
| Input Type | R@1 | IoU=0.3 | IoU=0.5 | IoU=0.7 | R@5  | IoU=0.3 | IoU=0.5 | IoU=0.7 |
| Paragraph | 43.39 | 29.35 | 12.28 | 93.04 | 76.13 | 41.53 |
| Single | 49.38 | 21.88 | 9.09 | 91.80 | 64.62 | 32.74 |
| Single (soft) | 49.46 | 25.59 | 9.97 | 90.86 | 65.13 | 35.30 |
| Video Script | 50.70 | 26.16 | 11.05 | 91.91 | 62.66 | 31.85 |

1. ‘th’ refers to the lower threshold of the pseudo labels.
2. ‘th@SD’ and ‘th@CB’ refer to self-discriminating loss and complementary branch, respectively.

The self-supervision of self-discriminating loss tends to propose a long segment consists of almost half of all clips, while the additional branch gives more precise temporal boundaries. Therefore the ground truth segment is given better score, i.e., higher rank, after the uncovering process of the branch. We add complementary branch to WSTAN to improve the capability of precisely localizing moments. However, temporal precision is often opposite to the temporal recall. That is, if we pursue higher precision for most cases, the recall of difficult cases will drop. We compare performance of the complementary branch with and without self-discriminating loss, shown in Table IV. Because of the low discrimination ability of WSTAN without self-discriminating loss, adding the additional branch brings a huge performance drop, which is intuitive. However, when self-discriminating loss is deployed on the base classifier (last three rows in Table IV), the overall performance is improved by adding the complementary branch. It can be observed that by adding the ‘CB’, the performance of WSTAN is improved on the metrics with stricter requirements (Recall@1, IoU=0.5, 0.7), while on looser metrics (R@5, or IoU=0.1), the performance drops. However, by adding a SD constraint on CB, both the two influence are restrained to a balance of precision and recall, which achieve good performance on all metrics.
Input Query: a person is smiling in the mirror of their bathroom.

Input Query: Person takes a phone off a desk.

Input Query: person opens a cabinet door twice.

Input Query: a person is dressing.

Input Query: person start laughing.

Fig. 5: Success and failure examples on Charades-STA dataset. (1) Both models localize the input query successfully, yet our ‘Full’ model obtains better IoU (0.76) than the base model (0.59). (2)(3) The ‘Base’ model fails to localize keywords (‘off’, ‘open’, ‘twice’), leading to failure, while the ‘Full’ model acquires higher IoU. (4) The ‘Base’ model gets better IoU than the full model. However, by observing the video, we found the prediction of our ‘Full’ model is even more precise for the ‘dressing’ action than ground truth, which also validates our opinion that temporal annotations can be inconsistent and ambiguous. (5) Difficult case where both models fail to localize the language query.

requirement of IoU=0.3 is relatively weak for evaluation. However, the performance drop on Recall@1, IoU=0.3 shows that the recall of foreground frames is slightly harmed by aggregating text input. In addition, the soft matching strategy indeed compensates for the single query setting, while still inferior to the paragraph input setting. Better soft matching strategy will be explored in the future.

4) Influence of Pseudo Label Thresholds: To alleviate the uncertainty of pseudo supervision, we truncate the pseudo labels with thresholds \( o_{max} \) and \( o_{min} \) during generation. In our experiments, the thresholds of pseudo labels are set to \( o_{max} = 1.0, o_{min} = 0.9 \) for both self-discriminating loss and the complementary branch. We conduct experiments to validate the impact of the lower thresholds \( o_{min} \), and results are listed in Table VI. It can be observed that the threshold of pseudo labels for self-discriminating loss mainly influences the performance on R@1, while the threshold for complementary branch mainly influences performance on R@5.

E. Qualitative results

Fig. 5 shows some grounding results predicted by WSTAN. It can be observed that the full WSTAN is able to predict temporal boundaries more precisely, proving that cross-modal semantic alignment learning can be enhanced by adding complementary branch and leveraging self-discriminating loss. For example, in the second case in Fig. 5 the key object is ‘phone’ and ‘desk’, but ‘off’ is also one of the most important semantic concept for predicting the temporal boundaries. The ‘Base’ model has detected the small object ‘phone’, which is useful in matching classification, while the keyword ‘off’ is neglected. However, the ‘Full’ model rediscover the keyword ‘off’, and acquire higher IoU.
F. Further Discussion

1) Video-Level Description: As mentioned before, we tackle the weakly supervised temporal language grounding problem based on the assumption that video-level descriptions can be acquired with lower cost, and can therefore be extended to videos with more diverse content. However, existing methods focus on ready-made datasets and transfer to weakly supervised object detection by simply omitting the temporal annotations. In our opinion, it is more common for videos to have video-level coarse descriptions with fewer sentences and more complex syntax, and we wonder the validity of WSTAN under this kind of supervision for training.

In the original Charades-STA dataset, the videos are recorded following a script, and single sentence descriptions are annotated afterwards. Both forms of description contain events that happen in videos, while the scripts are more difficult to analyse. We evaluate our method on the video scripts and results (last row in Table [IV]) show comparable performance are achieved by WSTAN with description sentences input. Although the video script is basically an aggregated version of description paragraph, we hope our attempt to be inspired to explore temporal language grounding in more practical scenarios.

2) Complementary Branch: The idea of complementary branch is to improve the temporal precision with coarse video-level supervision, which is similar to the online refinement for weakly supervised object detection. In fact, the motivation is to generate pseudo labels to refine the MIL results using an additional branch. Therefore, the idea is applicable to weakly supervised spatial/temporal grounding problems, e.g. spatial visual grounding, temporal action localization, and semantic segmentation. In addition, complementary branch can also be formed recurrently, where each branch refines result of the previous one iteratively. This iterative refinement mechanism has been proved effective on object detection, and can be further explored in other topics.

V. CONCLUSION

In this paper, we propose a novel weakly supervised temporal adjacent network (WSTAN) for the language grounding problem, which learns cross-modal semantic alignment in an MIL paradigm with a whole paragraph text input. To enhance the temporal precision of localization, we further devise a self-discriminating loss and an additional complementary branch. We conducted experiments on three benchmark datasets, i.e., Charades-STA, ActivityNet-Captions, and DiDeMo. Experimental results demonstrate the effectiveness of our approach. We also extend to a setting with weaker supervision, where only video-level coarse scripts are provided, and we validate our method under this supervision.
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