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ABSTRACT Most existing fault diagnosis methods for rolling bearings are single-stage; these methods can only judge the fault type but cannot detect the existence of a fault. Moreover, the uncertainty in pattern recognition may lead to misclassification of healthy bearings as faulty ones. This paper proposes a multistage fault detection scheme for rolling bearings. In the first stage, the sensitivity of the range entropy to bearing failure is used to define a threshold, based on which the health status of the bearing is judged. If the unknown bearing is judged to be faulty, the next stage is implemented. In the second stage, a fault feature extraction method based on dual-tree complex wavelet packet transform (DTCWPT), time-shifted multiscale range entropy (TSMRE), and t-distributed stochastic neighbor embedding (t-SNE) is proposed, and a random forest (RF) discriminator is used for fault classification. To achieve the desired performance of fault classification, a new coarsening approach for complexity measurement called TSMRE is developed on the basis of the range entropy (RE). First, the RE value of each time-shifted coarse-grained time series is calculated, and the TSMRE is obtained by averaging the entropy values. The TSMRE improves the coarse-graining processing of the MRE and enhances the stability and reliability of the algorithm. In addition, it can obtain more information from short time series using the time-shifted coarse-grained technology. Therefore, it is less dependent on the length of the original time series. Two sets of rolling bearing data are used for this experiment. The fault recognition rate of each category of samples is 100%. Therefore, the proposed multistage fault diagnosis method can pre-screen healthy bearings and accurately identify the failure types of faulty bearings.
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I. INTRODUCTION
A rolling bearing is a widely used component and plays an important role in all types of rotating machinery. High-speed and high-temperature working environments make it prone to various types of failures [1]. Once failure occurs, it can easily cause equipment breakdown or even damage, resulting in serious economic losses and even accidents. Therefore, the intelligent monitoring and diagnosis of the health status of rolling bearings has significant engineering application value [2], [3].

Mechanical vibration signals are commonly used to diagnose faults [4], [5]. However, because of the complex working environments (such as friction, impact, and structural deformation), the gathered vibration signals for the most part have significant nonlinear and nonstationary qualities [6]. Conventional linear signal processing methods are inefficient when it comes to fault information acquisition [7]. Many nonlinear analysis approaches for vibration signals, such as empirical mode decomposition (EMD) [8], local mean decomposition (LMD) [9], and envelope spectrum analysis (ESA) [10], have been presented and applied to identify fault types of rolling bearings. These approaches have a few intrinsic drawbacks. For example, EMD is inclined to mode mixing, and LMD has a low computation efficiency. Other techniques, such as the ensemble empirical mode decomposition (EEMD) [11] and variational mode decomposition (VMD) [12], have been introduced; however, the operators used in these methods need to have a specific knowledge hold, which restricts the work efficiency and the applied scope of
these techniques. Therefore, applying more effective methods to extract fault features from nonlinear vibration signals is a key point of current research in the field of fault diagnosis.

The entropy is widely used in vibration signal processing of mechanical equipment [13], [14]. For example, Yan used the approximate entropy (AE) to monitor the running state of rolling bearings for the first time [15]. However, the signal analysis strongly depends on the data length of the time series, with short time series having a particularly adverse effect. The sample entropy (SE) is an improved version of the AE in that it can overcome the data length issue. Therefore, it is widely used in the fault diagnosis of rotating machinery. Han used the SE to extract the fault information of rolling bearings [16]; however, the SE is extremely sensitive to the amplitude of the signal, because of which it may yield inaccurate estimation and undefined entropy. Considering the drawbacks of SE, Omidvarnia et al. developed the range entropy (RE) in 2018 and provided two versions, versions A and B, of which version B was improved based on the SE [17]. By calculating the RE of a vibration signal, an entropy value can be obtained to represent the signal.

The above methods are single-scale analysis of vibration signals, ignoring the fault information at other scales [18]. The vibration signal of a faulty bearing contains multiple inherent oscillation modes at different scales, caused by the interaction and coupling of the various parts of the machine. Therefore, it is necessary to evaluate vibration signals from multiple scales. Multiscale RE was developed to assess the complexity of time series at different scales [19], [20]. It divides time series into groups of coarse-grained sequences and calculates the entropy of each sequence. However, the conventional coarse-grained segmentation method has some drawbacks that restrict its performance. When the scale factor is high, the coarse-grained time series for high scale factors will become short, leading to the loss of significant effective information. In addition, the conventional coarse-grained analysis is based on the average value of the debris and therefore cannot be used to analyze the high-frequency information contained in signals, resulting in inadequate and incomplete feature extraction. Based on the above analysis, the present coarse-grained method has significant drawbacks, making it necessary to modify it to improve the stability and reliability. Inspired by the operation of time-shifting [21], this study developed a new complexity measurement, called time-shifted multiscale entropy (TSMRE), to characterize the complexity of fault vibration signals of rolling bearings. This method overcomes the shortcomings of the existing coarse granulation methods and is more reliable for quantifying vibration signals.

Generally, the direct application of the TSMRE for the fault feature extraction of original vibration signals is associated with the following drawbacks. (1) An original vibration signal typically contains a large number of nonrelevant components, such as noise; this will inhibit feature extraction, and the extracted features may not accurately represent the fault state. (2) The components of vibration signals with inherent characteristics, such as impact and harmonics, typically have a weak intensity, and an appropriate technology should be adopted to strengthen these components [22]. A signal decomposition algorithm is required to preprocess the data, decomposing signals into multiple components and reconstructing the components selectively [23]. Currently, wavelet transform (WT) is widely used in processing mechanical vibration signals. It is a high-resolution analysis method that can enhance the instantaneous changes in signals through window functions; however, it lacks adaptability, and its performance is limited by parameters. Kingsbury proposed dual-tree complex wavelet transform (DTCWT) [24], which has the advantages of shift invariance and excellent direction selectivity; however, it cannot section the high-frequency components of a signal and provide a sufficient analysis [25]. The dual-tree complex wavelet packet transform (DTCWPT) [26] is proposed to overcome the poor signal decomposition ability of the DTCWT. In recent years, many researchers have used DTCWT for fault diagnosis [27], [28]. In this study, it was used to decompose bearing fault vibration signals and alleviate the interference in feature extraction.

Due to the inevitable existence of redundant information, a direct pattern recognition of original high-dimensional TSMRE feature vectors will not only increase the computational cost, but also affect the recognition accuracy [29]. Therefore, sensitive low-dimensional fault features should be selected to enhance the classification performance. t-distributed random neighborhood embedding (t-SNE) is a nonlinear dimensionality reduction algorithm for high-dimensional data; it can capture the internal structure of samples and discover the relationship between data [30]. Hence, in this study, t-SNE was used to compress the dimension of the extracted features to generate a low-dimensional fault feature matrix. Subsequently, a suitable classifier was required to identify the fault types of samples intelligently. Currently, typical classifiers, such as the extreme learning machine (ELM) and support vector machine (SVM) [31], are widely used in the field of pattern recognition; however, these classifiers have evident drawbacks. For example, the SVM parameters need to be optimized, and the ELM lacks a kernel function, because of which it cannot effectively classify high-dimensional nonlinear samples. Random forest (RF), which is a classification algorithm based on the decision tree, can accurately classify high-dimensional data by integrating the voting results of multiple decision trees [32], [33]. Hence, it was used for the fault identification of test samples in this study.

Most existing fault diagnosis methods for vibration signals include three steps: feature extraction, feature selection, and pattern recognition [34]–[36]. However, the three steps have uncertainty in that they misidentify normal samples as faulty ones. Therefore, this study proposes a multistage diagnostic scheme. In the first stage, an additional step is used to check the bearing condition in advance, screening out normal samples to avoid any misclassification due to the uncertainty in pattern recognition. Since the RE can detect whether there
is a bearing failure, it was used as a reliable tool in this study to determine if there is a bearing failure. In the second stage, a method based on DTCWPT, TSMRE, t-SNE, and RF is implemented to identify the fault type. First, the fault vibration signal is decomposed into multiple frequency band components using the DTCWPT. Subsequently, the TSMRE is used to mine the hidden fault features in each frequency band component to generate an initial high-dimensional feature matrix. The t-SNE is then used to compress the features and construct a low-dimensional feature matrix. Finally, the fault types of the test samples are intelligently identified based on an RF classifier. Two sets of experimental data from different types of rolling bearings are used to validate the proposed method. The accuracy with which the proposed method can screen out healthy bearings and judge the failure types of faulty bearings is evaluated.

The remainder of this paper is organized as follows: Section II primarily presents the theories of DTCWPT and TSMRE. A bearing simulation model is used to verify the performance of the TSMRE. Section III describes the process of the proposed fault diagnosis model in detail. In Section IV, the drive-end and fan-end bearing datasets are taken as research objects, and the excellent performance of the proposed method is fully verified through a series of experiments. The conclusions are given in Section V.

II. CORRELATION THEORY

A. DUAL-TREE COMPLEX WAVELET PACKET TRANSFORM (DTCWPT)

The dual-tree complex wavelet transform (DTCWT) was first proposed by Kingsbury and thereafter improved by Selesnick by developing the decomposition and reconstruction algorithm. In the process of signal decomposition and reconstruction using the DTCWT, the sampling position of the imaginary tree is always at the middle of the real tree, so as to complement the information between the imaginary tree and the real tree, thus avoiding information loss. However, the DTCWT is sensitive to the singularities of signals and cannot effectively mine the characteristic frequencies of signals.

The down-sampling of the conventional discrete wavelet packet transform (DWPT) reduces the sampling frequency and time resolution of the signal by half after each decomposition. Therefore, once the number of decomposition layers is given, the frequency resolution of the band will be fixed. The greater the number of decomposition layers, the higher the frequency resolution, but the lower the time resolution. In addition, the down-sampling process does not have a shift-invariance property and can cause serious frequency aliasing problems.

Based on the DTCWT and DWPT, the DTCWPT has been proposed to analyze nonlinear vibration signals. The decomposition and reconstruction of the DTCWPT are simple, comprising two parallel DWPT units with various filters, one set of high-pass filters and another set of low-pass filters. In the two parallel DWPT units, as shown in Figure 1, one DWPT unit can be viewed as an imaginary tree and the other as a real tree. The two DWPT units complement each other in the signal decomposition process and reduce information loss, by gaining the near-shift invariance and overcoming the drawback in that the DTCWT cannot section the high-frequency components of a signal.

Here, $u(t)$ and $\tilde{u}(t)$ represent the original input data and the reconstructed data, respectively. The real tree wavelet packet is decomposed by the First_1 filter group, and the imaginary tree wavelet packet is decomposed by the First_2 filter group in the first decomposition layer. The two filter groups have two parts each: $f_{1-1}$ and $g_{1-1}$ are high-pass filters, and $f_{1-0}$ and $g_{1-0}$ are low-pass filters. For the decomposition process of more than two layers, it is ensured that the total difference in the delay generated by the two trees in the local layer and all the previous layers is one sampling period compared with the input of the original signal. In other words, a delay of half a sampling period between the phase and frequency responses of the respective filters of the two trees is required. In addition, the amplitude–frequency responses of the two filters are equal. First_1 filter bank $h$ is used to decompose the real tree wavelet packet alternately. Likewise, First_2 filter bank $g$ is used to decompose the imaginary wavelet packet alternately. In the decomposition process of each layer, the coefficient bisection is adopted to remove redundant calculation and improve the efficiency of the signal analysis. The decomposition process of the DTCWPT is the inverse transformation of the decomposition Time-shifted Multiscale Range Entropy (TSMRE)

1) RANGE ENTROPY (RE)

The RE is a nonlinear dynamic method developed by Amir in 2018 for the measurement of complex nonlinear time series. Figure 2 shows the flowchart of its implementation. The detailed implementation procedure is as follows:

(1) Based on the 1D series $\{x_1, x_2, \cdots, x_L\}$ of length $L$, $m$ data points are selected to reconstruct the series $Z_i^{m,d}$ in their original order as follows:

$$Z_i^{m,d} = \{x_{i}, x_{i+d}, x_{i+2d}, \cdots, x_{i+(m-1)d}\}$$

(1)

Here, $m$ is the embedding dimension of the reconstructed phase space, and $d$ denotes the time delay. In the RE algorithm, where $d = 1$, the original data are split into $L-m+1$ new sequences, as shown below:

$$Z_i^m = \{x_i, x_{i+1}, x_{i+2}, \cdots, x_{i+m-1}\}$$

(2)

(2) The distance between each $Z_i^m$ and other subsequences $Z_j^m$ is calculated, and the $L-m$ distances for each $Z_i^m$ are obtained. In the sample entropy and approximate entropy analyses, the distance between the sequences is solved using the Chebyshev function. Subsequently, Omidvaria updated the distance function, which is defined as follows:

$$D_{\text{range}}(Z_i^m, Z_j^m) = \left| x_{i+k} - x_{j+k} \right| - \left| x_{i+k} - x_{j+k} \right|$$

$$k = 0, 1, 2, \cdots, m-1$$

(3)
Assuming that there are two 2D subsequences $Z_1^2 = (2, 7)$ and $Z_2^2 = (1, 5)$, the distance between them can be expressed as follows:

$$D_{\text{range}}(Z_1^2, Z_2^2) = |7 - 5| - |2 - 1| = \frac{1}{3}$$  \hspace{1cm} (4)

(3) Comparing each $D_{\text{range}}(Z_m^i, Z_m^j)$ with the tolerance $r$, $B_{m,r}^i$ is the amount of $D_{\text{range}}(Z_m^i, Z_m^j)$ meet $D_{\text{range}}(Z_m^i, Z_m^j) > r$, as follows:

$$B_{m,r}^i = \sum_{j=1,2,3,\cdots, L-M; j \neq i}^L \Psi(r - D_{\text{range}}(Z_m^i, Z_m^j))$$  \hspace{1cm} (5)

where $\Psi(\cdot)$ is the Heaviside function, defined as:

$$\Psi(r - D_{\text{range}}(Z_m^i, Z_m^j)) = \begin{cases} 0, & r - D_{\text{range}}(Z_m^i, Z_m^j) < 0 \\ 1, & r - D_{\text{range}}(Z_m^i, Z_m^j) \geq 0 \end{cases}$$  \hspace{1cm} (6)

$B_{m,r}^i$ is the average value of all $B_{m,r}^i$, expressed as follows:

$$B_{m,r}^i = \frac{1}{L-M} \sum_{i=1}^{L-m} B_{m,r}^i$$  \hspace{1cm} (7)

(4) Obtaining $B_{m+1,r}^r$ by repeating (1)–(3) at dimension $(m + 1)$.

(5) Based on the Shannon entropy, the RE can be defined as:

$$RE = -\ln \frac{B_{m+1,r}^r}{B_{m,r}^i}$$  \hspace{1cm} (8)

2) MULTISCALE RANGE ENTROPY (MRE)

The RE can not only improve the performance of the SE but can also measure the complexity of time series more
accurately and effectively. However, for the vibration signal of a rolling bearing, which is typically distributed on multiple scales, the RE describes the complexity of the time series only on one scale. In the single RE analysis of a signal, the fault information at other scales is lost, and a comprehensive analysis cannot be made, making the analysis less reliable. Therefore, Zheng et al. proposed the multiscale range entropy (MRE) based on coarse-grained processing, so as to realize a comprehensive and sufficient analysis of the time series. The implementation of the MRE is as follows:

1) For 1D data \( x_1, x_2, \cdots, x_L \) of length \( L \), the coarse-grained time series \( y^j \) can be obtained using the following equation:

\[
y^j = \frac{1}{\tau} \sum_{i=(j-1)\tau+1}^{j\tau} x_i, \quad 1 \leq j \leq \left[ \frac{L}{\tau} \right]
\]

(9)

Here, \( \tau (\tau \in N^*) \) is the scale factor, \( j \) is the index of the coarse-grained time series, and \( [ ] \) is the rounding function. When the scale factor \( \tau = 1 \), the coarse-grained time series is the original time series.

2) Calculating the RE of the coarse-grained time series. The multiscale RE of the original time series can be obtained using the following equation:

\[
MRE = RE \left( y^j, m, d, r \right)
\]

(10)

From the coarse-grained processing of Equation (9), when the scale factor increases, the number of data points contained in the sequence decreases, causing a significant deviation in the calculated entropy. Figure 3 shows the coarse granulation process with a scale factor of 2; this process can only analyze the information between \( x_1 \) and \( x_2 \) and \( x_3 \) and \( x_4 \), but does not consider the information between \( x_2 \) and \( x_3 \) and \( x_4 \) and \( x_5 \). Therefore, a large amount of valid information cannot be used in an integrated manner, because of which the information analysis is not sufficiently comprehensive.

3) TIME-SHIFTED MULTISCALE RANGE ENTROPY (TSMRE)

To obtain fault features from the original signals more comprehensively and sufficiently, this paper proposes TSMRE by combining RE with the time-shifted and coarse-grained multiscale processing method, which can obtain the foremost fault characteristics from the vibration signals. The TSMRE is implemented as follows:

\[
Y_{k,\beta} = (x_{k \beta + 1}, x_{2\beta + 1}, \cdots, x_{\Delta k(\beta + 1)})
\]

(11)

Here, positive integers \( k (1 \leq k \leq s) \) and \( \beta (\beta = s) \) are respectively the beginning of the time series and interval. \( \Delta k = \frac{L - \beta}{k} \) is a rounded integer representing the upper limit.

(2) On the basis of Equation (10), for scale factor \( s \geq 2 \), the RE value of each time-shifted coarse-grained time series is calculated, and the entropy values are averaged to obtain the TSMRE as follows:

\[
TSMRE = \frac{1}{s} \sum_{k=1}^{s} TSRE \left( Y_{k,\beta}, m, d, r \right)
\]

(12)

The TSMRE improves the coarse-graining processing of the MRE, thus enhancing the stability and reliability of the algorithm. In addition, the TSMRE can obtain more information from short time series using the time-shifted coarse-grained technology. Therefore, it has less dependence on the length of the original time series.

4) PARAMETER SETTINGS

In the DTCWPT algorithm, an excessive number of layers of the dual-tree complex wavelet packet decomposition can lead to partial loss of useful signals, making it important to determine the decomposition level; however, there is no specific basis for selecting the decomposition levels. In this study, the method reported in literature [37] was used to determine the optimal number of decomposition layers. This method first decomposes the signal into different layers by means of DTCWPT and obtains the sub-bands of different frequencies. Subsequently, the means of RE are calculated from these sub-bands from different decomposition levels. The minimum mean of RE corresponds to the optimal decomposition layer number, which was set to 3 in this study.

In the algorithm of the TSMRE, the performance is influenced by three parameters, namely the length \( L \) of the time series, the embedding dimension \( m \), and tolerance \( r \). Typically, \( m \) is 2, and \( r \), which is set to 0.2 \( \times \) std, has a significant impact on the performance of the algorithm, where std represents the standard deviation of the original time series. In addition, the length \( L \) of the data cannot be too
small. Although the TSMRE can significantly alleviate the interference of the data length on the algorithm performance using the time-shifted coarse-grained processing technology, fewer data points will still distort the result and cause an inaccurate estimation of the entropy value. However, the length of the time series cannot be too large, because it leads to a low computation efficiency and limited improvement in the algorithm performance.

Therefore, it is necessary to determine an appropriate data length to obtain stable algorithm performance and high computational efficiency. Since the method developed in this study was finally used for the vibration signal of a rolling bearing, the signal of a slight inner ring fault from the CWRU was used for the analysis [38]. To verify the superiority of the TSMRE algorithm over the MRE algorithm in analyzing short time series, an inner ring fault time series (IR7) with lengths of \( L = 512, 1024, 2048, 3072, 4096, 5120, 6144 \) was used to calculate the TSMRE and MRE. As shown in Figure 5, the data length has a significant impact on the performance of the algorithms; particularly when the data length is short, the results obtained using the two algorithms are unreliable. When \( L = 2048 \), the TSMRE achieves a relatively stable effect, which is consistent with the trend of the other curves. On the contrary, the MRE algorithm still has evident fluctuations. When the length \( L = 3072 \), the MRE algorithm produces more reliable results, which shows that the MRE is prone to significant fluctuations in the analysis of the short time series, and this drawback must be alleviated by increasing the data length. Based on the above analysis, \( L = 2048 \) is selected for the subsequent analysis.

5) EFFECTIVENESS VALIDATION

The developed TSMRE algorithm was used to extract the fault features of rolling bearings, which contain a large number of impact components. The advantage of the TSMRE algorithm can be confirmed by its superiority over other methods in extracting the impact components of signals. To simulate the actual inner ring fault of rolling bearings, a bearing simulation model is established as follows:

\[
\begin{align*}
x(t) &= \sum_{i=1}^{M} A_i s(t - iT - \tau_i) + w(t) \\
A_i &= A_0 \cos(2\pi f_i t) - \left[1 - \frac{1}{2e}(1 - \cos(2\pi f_i t))\right]^n \\
s(t) &= e^{-Bt} \sin(2\pi f_0 t + \phi_w)
\end{align*}
\]

Here, \( A_i \) is the amplitude modulation signal with period \( 1/f_r \), \( s(t) \) represents the discrete oscillation pulse signal with interval \( T \), \( \tau_i \) is the time delay caused by the random sliding of the roller elements, \( w(t) \) is the white Gaussian noise (WGN), \( A_0 \) represents the signal amplitude, \( e \) represents the damping parameter, and \( f_n \) represents the natural frequency of the system. The parameters were set as follows: speed \( f_s = 50 \text{ Hz} \), signal amplitude \( A_0 = 0.15 \), time delay \( \tau_i = 0 \), damping parameter \( e = 1000 \), system natural frequency \( f_n = 296.1 \text{ Hz} \), and sampling frequency \( f_s = 20480 \text{ Hz} \). In addition, a WGN with \( SNR = -10.06 \text{ dB} \) was added to the analog signal.

The TSMRE, TSMSE, TSMPE (time-shifted multiscale permutation entropy), and MRE algorithms were used to analyze the bearing simulation signals and test their performance in detecting impact signals. A sliding window with a length of \( 2048 \) points was used to divide the signal into different segments. For each method, the distance between the data of the first window and the data of each other window was calculated using the Euclidean distance. Figure 6 shows that each method has a different sensitivity to the impact components. The ED value of the TSMRE method is the highest, indicative of its sensitivity to shock signals. The TSMSE method has a low ED value, which indicates that its performance for impact components is unstable. When the impact component in the signal is weak, the TSMSE method may miss it. Generally, the TSMRE method outperforms the other methods.

III. PRESENTED MODEL

Based on the above analysis, a multistage scheme, including two subroutines of health detection and fault detection, was established for rolling bearings.
A. HEALTH DETECTION
The RE is a nonlinear dynamic method capable of measuring the complexity of the vibration signals. The RE can characterize the entropy value of the vibration signal under normal and fault conditions, which is the basis for health detection. When the bearing is running normally, the vibration generated is mainly composed of the natural vibration of the machine and those of the coupled components of the environmental noise, and the vibration signal has a certain regularity. Therefore, the RE will be relatively low. When the bearing fails, the vibration signal exhibits a periodic shock characteristic. The high-frequency shock vibration and the natural vibration of the bearing are mixed with each other, resulting in a relatively complex vibration signal and therefore a high RE value.

The RE values of the vibration signals in each fault state are significantly higher than those in the normal states when $\tau = 1$, which can be used for the health detection of unknown bearings. To strictly determine the detection standard, a threshold is set up. When the RE value of the detected bearing vibration signal is less than the threshold, it is detected as normal. Otherwise, it is detected as a fault.

B. FAULT DETECTION
After a bearing fault is detected in the health check of the first stage, the second stage is performed to detect the type and severity of the bearing failure. To excavate features with higher quality and more evident discrimination from fault vibration signals, a multicomponent and multiscale feature mining model based on the DTCWPT and TSMRE is developed. Currently, two types of feature mining models are widely used: (1) mining the MRE of a single component; (2) obtaining multiple subcomponents by decomposing the vibration signal and then calculating the single RE for each subcomponent. Compared with these two multiscale feature mining models, the multicomponent and multiscale feature mining model can highlight fault information and reduce interference by preprocessing the signal, and then extract the fault information from multiple scales. It can extract multiscale features from multiple components to obtain more comprehensive and effective features. The main mechanism of the model is as follows: First, the vibration signal is divided into several frequency band components containing the information of the original signal at different timescales using the DTCWPT. Subsequently, the fault information contained in these channel components is mined based on the TSMRE to form initial high-dimensional features. Next, since the dimension of the original feature is typically too high, the feature is compressed based on t-SNE to obtain a simplified feature matrix. Finally, a random forest classifier is used to intelligently detect the type and severity of failures.

Figure 7 shows the implementation route of the developed fault detection scheme.

The complete process is described as follows:
1. For a given sampling frequency, the vibration data of the rolling bearing under different working conditions are collected, and the vibration signal of length $M$ is obtained.
(2) Divide the vibration signal under different operating modes into \( H \) groups un overlapped samples of length \( L \), in which the \( P \) group is used as a training sample, and the \( Q \) group is used as a testing sample.

(3) Calculate the RE values of all the samples and then provide a threshold based on the RE value for sample health detection. If the RE value of the vibration signal of the bearing to be tested is lower than the threshold, the output state is normal, and the detection procedure is terminated. Otherwise, the input state is faulty, and the next step is executed.

(4) If the bearing is faulty, the DTCWPT is used to separate the vibration signal to obtain a batch of sub-band components.

(5) The fault information of all the sub-band components is mined based on the TSMRE to generate the original high-dimensional features.

(6) t-SNE is used to compress the original high-dimensional features to obtain reduced features.

(7) The \( P \) group samples are used to train the RF classifier, and a generalized optimal model is established. The \( Q \)-group samples are then used to test the model.

(8) The detection results of the test model are inputted, and the fault type and severity are judged.

IV. EXPERIMENT VALIDATION

The public dataset provided by Case Western Reserve University was used in the experiment to verify the effectiveness of the proposed model. Most existing methods only use data of the drive-end bearing for the experiments, and there are few studies on the vibration signals of fan-end bearings. This is mainly because the signal from the fan-end bearing contains significant noise and interference components, which conceal the fault information easily. The proposed model can alleviate the influence of these components on the analysis results by using the DTCWPT to decompose the signal, so as to obtain more robust results. Therefore, to study the generalizability of the proposed model, the data of the fan-end bearing were used to test the reliability of the model.

A. DRIVE-END BEARING EXPERIMENT

1) DATA INTRODUCTION

This experiment is based on the data provided by the CWRU to verify the generalizability of the model. Figure 8 shows a rolling bearing test bench comprising a drive-end rolling bearing, a fan-end bearing, an acceleration sensor, a torque sensor, and a motor. The rolling bearing used was the 6205-2RS JEM SKF deep groove ball bearing. The motor was unloaded, and the speed was 1797 rpm. The vibration signals used in the experiment were collected by two sensors installed on the drive end and the fan end, and the sampling frequency was 12 kHz. Nine different fault states and one normal state were simulated in the experiment. The nine fault states comprise three types of faults with different severities: inner ring fault, rolling element fault, and outer ring fault.

(2) The detection results of the test model are inputted, and the fault type and severity are judged.

FIGURE 8. Rolling bearing platform. Health detection.
First, the DTCWPT is used to decompose each faulty sample into three layers to extract the fault information hidden in the signal and eliminate the effects of noise as well as other interference components. Subsequently, eight sub-band components with different timescale information of the original signal can be obtained. Taking the limitation of the length into consideration, only the DTCWPT decomposition results of the IR7 samples are taken as an example, as shown in Figure 11.

After the signal is decomposed by the DTCWPT, the TSMRE algorithm is used to mine the hidden fault features of each sub-band signal to form the initial high-dimensional fault features. Figure 12 shows the TSMRE values of each sub-band component at the scale of 20 under different fault conditions. The TSMRE could amplify the fault features in the signals at different scales and improve the recognition of features. Figure 12 shows that for the sub-band components under different fault states, the TSMRE has evident differences at some scales. For example, sub-band component 1 and sub-band component 4 have significantly different TSMRE values under different fault conditions, while the difference in the sub-band component 3 is not evident and difficult to distinguish effectively. However, it is difficult to directly judge the fault types of rolling bearings from the curves shown in Figure 12, and the separability of
some of the fault features is not sufficiently evident. It is necessary to quantify the feature extraction effect of the proposed model.

4) FAULT IDENTIFICATION

After the feature extraction, 522 × 160 features were obtained, and the fault types of the samples need to be identified. However, the primitive features are high dimensional, with 160 features per sample, as mentioned in the above analysis. Therefore, using many features to describe the fault type of the samples may produce redundant information, which will not only interfere with the reliability of the identification but also reduce the classification efficiency. Therefore, it is necessary to reduce the dimension of the primitive features to obtain low-dimensional and high-quality feature matrices. T-SNE is used to compress high-dimensional samples for sensitive low-dimensional features. After the dimensionality reduction, the dimension of the feature vector is reduced to 522 × 3. The 252 sets of training samples were fed into an RF classifier for training to generate the best RF mode. The remaining 270 test samples were then fed into a trained RF classifier for fault type identification. Figure 13 shows the identification results of the proposed fault diagnosis model for fault samples in one test. As shown, all the samples have been accurately identified along with their fault types, indicating a 100% identification accuracy for this classification.

A fuzzy matrix scheme is used for evaluating the model performance in the pattern recognition experiment, which can reflect the divergences between the expected and actual outputs, and the results of this method can be accurately reflected for different samples. Figure 14 shows the fuzzy matrix of this method for single-shot classification. By observing the confusion matrix, the identification result of the various fault types is clear. The fault types of each category of samples could be accurately identified. The fault recognition rate of each category of samples is 100%. Therefore, this method can reliably identify different categories of faults.

To prove the necessity and superiority of the DTCWPT in signal decomposition over other methods, several methods, namely the EMD–TSMRE, WPT–TSMRE, DTCWT–TSMRE, DTCWPT–RE, and TSMRE, were used for comparison and validation. The parameters were set as follows: the number of WPT and DTCWT decomposition layers was set to three, the wavelet basis function was db4, and the first eight IMF components were used in the EMD for feature extraction. The fault characteristics extracted from the five methods were fed into the RF classifier to be trained and tested after the same treatment. The results are categorized in Figure 15: the obtained identification rates of 96.67%, 95.19%, 98.52%, 89.63%, and 92.96% are lower than those
The low recognition performances of EMD, WPT, and DTCWT in signal decomposition is due to the shortcoming of signal decomposition, which leads to poor signal composition and limited feature extraction. For the DTCWPT–RE model, only one entropy value was extracted from multiple components without considering the multi-scale information of each component, resulting in incomplete feature extraction and neglecting a large amount of valid information. However, when the original vibration signal was analyzed directly using the TSMRE, a large amount of fault information contained in the extracted fault characteristic sample was lost because the fault frequency and other frequency domain information contained in the fault vibration signal could not be mined, and the fault characteristic analysis was incomplete. Compared with the above five methods, the DTCWPT–TSMRE is a feature extraction model with good signal decomposition performance and feature extraction ability. By amplifying the effective information components in the fault signal and mining multiscale features, the fault mechanism of the signal can be reflected more comprehensively, and the fault features can be distinguished better, so as to facilitate fault identification.

To test the advantage of the developed complexity measurement method TSMRE in analyzing actual vibration signals over other methods, typical signal complexity measurement methods were used for comparison, namely the time-shifted multiscale sample entropy, time-shifted multiscale permutation entropy, and multiscale sample entropy. Table 2 presents the parameter settings of each method. Each method uses DTCWPT to pre-decompose the fault signal and extract the top eight sub-band components of the fault characteristics. It is then subjected to t-SNE dimensionality reduction and RF classification. Each method is repeated 15 times to overcome the potential error encountered in single experiments. Figure 16 and Table 3 present the outcomes of 15 classifications obtained by the five methods. Evidently, the developed TSMRE data complexity measurement method has the best fault recognition results compared with the other four entropy-based methods. It has an average accuracy of 100% and a high stability. The other four methods have a fluctuating classification accuracy curve and lower average accuracy, which proves the validity of the DTCWPT–TSMRE model compared with the other methods. In addition, the multiscale feature extraction method based on time-shifted coarse-graining produces better results than the conventional multiscale method. This is because the former is based on the average value of debris and therefore cannot be used to analyze the high frequency information contained in signals. At the same time, the RE-based feature extraction method outperforms the PE-based feature extraction method. This is because the former ignores the amplitude characteristic of the vibration signal, leading to the loss of important information.

In this part, the necessity of using t-SNE in reducing the dimension of the data is studied. For an intuitive comparison, the first three features of the new data and the first two features of the original high-dimensional data are drawn in Figures 17 and 18, respectively. Figure 17 shows that all the fault samples can be clearly classified and have excellent clustering. This is consistent with the previous finding that this method is consistently 100% accurate in identification. Figure 18 shows that the samples not treated with t-SNE have poor separability, except for the OR21, IR21, and IR7 samples, which have evident cluster centers; the rest of the samples are more scattered. This shows that the random selection of the three features cannot fully characterize the bearing fault information, and compressed features are necessary to obtain a higher degree of integration. To further study the need for data dimensionality reduction, three fault features were randomly selected from the original high-dimensional data and fed into the RF classifier for training and testing to examine the effect of data dimensionality reduction on the fault recognition rate. Table 4 presents the classification results of the five fault diagnosis methods in 15 trials without t-SNE dimensionality reduction. In Table 4, the classification accuracy of the five fault diagnosis methods without t-SNE
The advantage of the RF classifier for the classification is analyzed in this part. The RF classifier is compared with the SVM, ELM, back propagation (BP) neural networks, and artificial neural networks (ANNs). Table 5 presents the diagnostic results of the five methods using different classifiers, with the same proportion of training and testing samples. When different feature extraction models are used, the reduction of high dimensional feature matrices can reduce the loss of redundant information and greatly improve fault identification performance.
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FIGURE 16. Classification results of six approaches after 15 test iterations.

FIGURE 17. Plotting of the first three features in new feature adopting t-SNE.

TABLE 4. Diagnosis results from five approaches without using t-SNE.

| Different approaches       | Max  | Min  | Mean | SD  |
|----------------------------|------|------|------|-----|
| DTCWPT-TSMRE              | 95.19| 91.85| 93.68| 1.185|
| DTCWPT-TSMSRE             | 93.70| 90.37| 92.12| 0.955|
| DTCWPT-TSMPE              | 90.00| 86.30| 88.22| 1.213|
| DTCWPT-MRE                | 87.78| 83.33| 85.43| 1.314|
| DTCWPT-MSE                | 82.96| 78.89| 81.04| 1.260|

used, the RF classification model achieves the best recognition results, with an average accuracy of 93.65%, which is higher than those of the other classifiers. Furthermore, the DTCWPT–TSMRE achieves the highest fault recognition rate after inputting different feature extraction models into each classifier, which further proves the generality of the proposed feature extraction model.

B. FAN-END BEARING EXPERIMENT

1) DATA INTRODUCTION

The open dataset provided by CWRU electrical laboratory was again used to confirm the generality of the model.

FIGURE 18. Plotting of the first three features without adopting t-SNE.

TABLE 5. Diagnostic results obtained by combining diverse methods with four classifiers.

| Classifier | Recognition rate of classifiers with diverse approaches (%) | Average accuracy (%) |
|------------|------------------------------------------------------------|----------------------|
|            | TSMRE | TSMSE | TSMPT | TSMRE | MSE |         |
| RF         | 100   | 97.78 | 93.43 | 92.59 | 84.44| 93.65  |
| SVM        | 99.26 | 98.15 | 92.60 | 91.85 | 84.07| 93.19  |
| ELM        | 100   | 96.67 | 93.33 | 92.22 | 81.48| 92.74  |
| BP         | 98.15 | 94.07 | 90.37 | 92.59 | 83.33| 91.70  |
| ANN        | 97.03 | 96.30 | 92.96 | 91.11 | 83.70| 92.22  |
| Average    | 98.89 | 96.59 | 92.54 | 92.07 | 83.40|        |

Table 6 presents the model number of the bearing at the fan-end (6203-2RS JEM SKF, deep groove ball bearing) and the bearing specifications. Taking the vibration signal of the fan-end bearing as the experimental data, the bearing conditions in this experiment were the same as those listed in Table 1. The other parameters and equipment were consistent with experiment 1.

2) HEALTH DETECTION

FIGURE 19 shows the vibration signals of the fan-end rolling bearing under various working conditions. The time-domain waveform of the vibration signal is complex, which is locally distinguishable, but inseparable globally. Similarly, the RE is used to evaluate the health of rolling bearings. Figure 20 shows the RE values of all the rolling bearing samples. As shown in Figure 20, faulty bearings have higher RE values whereas healthy bearings have lower RE values. The maximum RE value of the healthy bearing sample is 0.94701, which is much lower than the RE value of the faulty bearing sample. Therefore, the RE can indeed be used to...
evaluate the bearing health. The RE value indicated by the red dotted line was defined as the threshold (0.94701) for health monitoring. If the RE of the sample is less than this value, it proves that the sample is healthy. Otherwise, the sample is faulty. This is consistent with the previous conclusions of the health detection of the rolling bearing at the drive end, proving that the proposed health detection model is universal and can effectively evaluate the health status of diverse rolling bearing data.

3) FAULT FEATURE EXTRACTION
After bearing health check, the same DTCWPT decomposition was used for the IR7 sample of the fan-side rolling bearing to obtain eight sub-band components containing information at different timescales of the original signal. Figure 21 shows the results.

The initial high-dimensional fault features were also obtained from each sub-band signal using the TSMRE algorithm. Figure 22 shows the TSMRE values of each sub-band component at 20 scales under different fault states. Similar to the drive-end rolling bearing, the sub-band components under different fault conditions have evident differences in terms of the TSMRE at some scales.

4) FAULT IDENTIFICATION
After feature extraction, $522 \times 160$ features can be obtained. Similarly, t-SNE was used to compress the sample to obtain $522 \times 3$ sensitive low-dimensional features. For fault type identification training and testing, 252 and 270 groups of samples were respectively fed into the RF classifier. The confusion matrix results are consistent with the results of the rolling bearing at the drive end. Therefore, this method can also reliably identify different fault types of the fan-end bearing.

To verify the necessity of using DTCWPT for data decomposition and its advantages over other signal decomposition methods, the EMD–TSMRE, WPT–TSMRE, DTCWT–TSMRE, DTCWPT–RE, and TSMRE were used for comparison. The parameter settings and various operations remained the same. The fault characteristics extracted using these five methods were fed into the RF classifier for training and testing. Figure 25 shows the results of the five classification methods, and the identification accuracy rates are 97.04%, 98.15%, 99.26%, 91.11%, and 94.81%, respectively, which are all lower than that of the proposed method. Therefore, the proposed feature extraction model has excellent performance and strong generality for fan-end bearing data.

This section serves to verify the advantage of the developed TSMRE complexity measurement method in analyzing actual vibration signals over other methods. Typical signal complexity measurement methods were used for the comparison. The various operation steps were consistent with the previous experiments; Table 2 presents the parameter settings. To overcome the error induced in single experiments, each method was repeated 15 times.
and Table 7 present the classification results of the five methods. Clearly, the developed TSMRE data complexity measurement method produces the best fault identification results. The feature extraction method based on the DTCWPT–TSMRE achieves an average accuracy of 99.85%, with a relatively high stability. This proves the effectiveness of the DTCWPT–TSMRE model in solving fault diagnosis problems.

This part mainly studies the necessity of using the t-SNE method for dimensionality reduction of the fan-end bearing data. The first three features of the dimensionality-reduced new features and the first two features of the original high-dimensional features are respectively plotted in Figures 27 and 28. The categories of all the fault samples can be distinguished clearly after the dimensionality reduction and have excellent clustering, which is consistent with the previous conclusions. The samples not processed with t-SNE had poor separability. This indicates that features need to be compressed to obtain more integrated features. To further study the necessity of data dimensionality reduction, three fault features were randomly selected from the original high-dimensional data and fed into the RF classifier for training and testing to examine the effect of the data dimensionality reduction on the fault recognition rate. The classification accuracy of the five fault diagnosis methods without the t-SNE dimensionality reduction, listed in Table 8, is significantly lower than that listed in Table 7, which proves the necessity of reducing the dimension of the original features.
In addition, without using the t-SNE method for dimensionality reduction, the DTCWPT–TSMRE feature extraction method can still achieve an average accuracy rate of 93.31%, which is higher than those of the other four methods. This shows that the proposed model can efficiently mine high-quality fault features.

This part mainly verifies the advantage of the RF classifier for the classification. The SVM, ELM, BP, and ANN were used to compare with the RF. The proportion of training and test samples for each classifier was the same as that in the previous experiment. Table 9 presents the diagnostic results of the five methods using different classifiers. When different feature extraction models were used, the RF classification model produced the best recognition results, with an average accuracy of 95.11%, which was higher than those of the other classifiers. Furthermore, after inputting the different feature
extraction models into each classifier, the DTCWPT–TSMRE was found to exhibit the highest fault recognition rate, further proving the generality of the proposed feature extraction model.

V. CONCLUSION

This study developed a multistage detection method that combines health status detection and fault type detection to detect and judge the current state and fault types of rolling bearings. In the health detection stage, by calculating the RE value of the bearing vibration signal in different health states, a threshold is given to accurately separate the healthy and faulty bearings. In the fault identification stage, first, the fault vibration signal is decomposed into multiple frequency band components using the DTCWPT method. Subsequently, the TSMRE is used to mine the hidden fault features in each frequency band component to generate
an initial high-dimensional feature matrix. The t-SNE is then used to compress the features and construct a low-dimensional feature matrix. Finally, the fault types of the test samples are intelligently identified based on an RF classifier. The main contributions of this paper can be summarized as follows:

1. A multistage diagnosis scheme is proposed, which checks the bearing condition in advance and avoids missing normal samples for faulty samples due to the uncertainty in pattern recognition. RE was used as a reliable tool in this study to determine the presence of bearing failure.

2. Aiming at the drawbacks of insufficient and incomplete feature extraction of conventional coarse-grained segmentation method, a new complexity measurement considering the RE, namely TSMRE, is proposed. Compared with the other methods, such as TSMSE, TSMPE, MRE, and MSE, TSMRE showed better feature extraction performance, which was proven by both simulation signals and measured bearing vibration signals.

3. Combined with DTCWPT, t-SNE, and RF, a new bearing fault diagnosis method was established. The performance of the proposed method was verified by the measured bearing data. The results showed that this method can effectively determine the failure types of different bearings. Ablation experiments were performed to highlight the advantages of our method. The proposed combined method has evident advantages in each substage of the fault diagnosis, producing a better overall performance.

4. The method was also used for bearing fault diagnosis under two different working conditions. The results showed that the proposed method can achieve an accuracy of 100% under these working conditions. This indicates that the proposed method can effectively diagnose bearing faults under variable working conditions and has good practicability and generality.

In conclusion, compared with existing fault diagnosis methods, this paper introduces a health status detection step to reduce the potential uncertainties in pattern recognition, improves the reliability of the diagnosis, and enhances the efficiency of fault diagnosis. Therefore, it has important engineering application value and is suitable for engineering applications.

More studies are still required to expand the application scope of similar methods used in the fault diagnosis of mechanical equipment such as hydraulic pumps and planetary gearboxes [39], [40].
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