MATROID-MINOR HOPF ALGEBRA: A CANCELLATION-FREE ANTIPODE FORMULA AND OTHER APPLICATIONS OF SIGN-REVERSING INVOLUTIONS
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Abstract. In this paper, we give a cancellation-free antipode formula for the matroid-minor Hopf algebra. We then explore applications of this formula. For example, the cancellation-free formula expresses the antipode of uniform matroids as a sum over certain ordered set partitions. We also prove that all matroids over any hyperfield (in the sense of Baker and Bowler) have cancellation-free antipode formulas; furthermore, the cancellations in the antipode are independent of the hyperfield structure and only depend on the underlying matroid.

1. Introduction

Hopf algebras naturally appear in combinatorics in the following way: one constructs a Hopf algebra whose generators are canonically parametrized by certain combinatorial objects of interest, for instance, graphs, posets, or symmetric functions. Then the Hopf algebra structures encode basic operations of combinatorial objects, such as direct sums, restrictions, or contractions. One of the main motivations for studying these types of Hopf algebras is to obtain combinatorial results by appealing to purely algebraic properties of Hopf algebras (see [GR14]).

When basic operations of combinatorial objects provide only bialgebra structures, to obtain Hopf algebra structures, one may appeal to Takeuchi’s celebrated result [Tak71], which states that every graded, connected bialgebra is a Hopf algebra with an explicit antipode formula. This formula, however, usually contains a large number of cancellations so is not optimal for producing combinatorial identities among the elements of the Hopf algebra.

Recently, a great deal of research has been devoted to developing cancellation-free antipode formulas for combinatorial Hopf algebras. For example, cancellation-free antipode formulas have been obtained for the incidence Hopf algebra on graphs by Humpert and Martin [HM12], for $K$-theoretic analogs of various symmetric function Hopf algebras (introduced by Lam and Pylyavskyy [LP07]) by Patrias [Pat16], for the Hopf algebra of simplicial complexes by Benedetti, Hallam, and Macechek [BHM16], and for various Hopf algebras embeddable into the Hopf monoid by Benedetti and Bergeron [BB16].
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In a seminal paper by Benedetti and Sagan, cancellation-free antipode formulas were given for nine combinatorial Hopf algebras [BS17]. What is particularly novel about their approach is that all of their cancellation-free formulas are obtained via the same general technique—for each of their combinatorial Hopf algebras, they introduce a sign-reversing involution on the set indexing the terms in Takeuchi’s formula, and they classify the fixed points of this involution. Summing over these fixed points yields a cancellation-free formula (see Section 2.4 for an elementary example of a sign-reversing involution). Examples of combinatorial Hopf algebras that yield to their technique are the shuffle Hopf algebra, the incidence Hopf algebra for graphs, and one of the Lam–Pylyavskyy symmetric function Hopf algebras (thereby recovering the formula of Patrias). The number of recent results producing cancellation-free antipode formulas via sign-reversing involutions suggests that potentially there is a general way to define the involution for a Hopf algebra whose generators are obtained from combinatorial objects. The results presented in this paper hope to further the evidence that such an involution can be constructed.

The matroid-minor Hopf algebra was introduced by Schmitt in 1994 [Sch94], and a cancellation-free formula for the antipode of uniform matroids was given by the first and last authors in 2016 [BM16] by using a sign-reversing involution. The current paper finishes what was started in [BM16] and gives a cancellation-free antipode for all matroids (as well as matroids over hyperfields, in Corollary 5.4).

**Main Theorem (Theorem 4.7).** Let $M$ be a matroid with ground set $E$. Choose a total ordering on $E$, call it $<$. Then

$$S(M) = \sum_{\text{fixed points } \pi \text{ of } \iota_<} \text{sgn}(\pi) \bigoplus_{i=1}^{\left|\delta_i^M - \sigma_i^M\right|} U_{\delta_i^M - \sigma_i^M} \oplus (M|_{\delta_i^M})/(\delta_i^M - \sigma_i^M).$$

In the formula above, $\iota_<$ is a certain sign-reversing involution, defined from $<$, on the set of ordered set partitions of the ground set $E$ of the matroid $M$ (see Section 3), the matroid $U_p^{|P|}$ is the uniform matroid of rank $|P|$ on ground set $P$, the matroid $(M|_P)/Q$ is the matroid formed by first restricting $M$ to $P$ then contracting $Q$ from $M|_P$, and the various $\delta$ and $\sigma$ are certain subsets of $E$ which carry information about circuits in the matroid $M$ (see Section 3.2).

Between the time of [BM16] and the current paper, a cancellation-free antipode formula for the matroid-minor Hopf algebra was obtained by Aguiar and Ardila [AA17] as an application of a far-reaching approach which involves embedding the matroid-minor Hopf algebra into the Hopf algebra of generalized permutohedra. Even though a cancellation-free formula already exists, we hope to convince the reader that further study of sign-reversing involutions in the theory of combinatorial Hopf algebras is warranted:

- Our formula answers part of a question by Benedetti–Sagan [BS17, Section 11, Question 1] by adding another involved example to the growing list of graded connected Hopf algebras for which cancellation-free antipodes can be obtained via sign-reversing involutions. This suggests that there might be a general procedure one could follow in the case of any combinatorial Hopf algebra.
- Our antipode formula is given purely combinatorially. While [AA17] gives a much more elegant description of the antipode via an embedding into the Hopf algebra of generalized permutohedra, our antipode computations
work on a “calculus of partitions” and can be automated using standard computer software.

- In [BB17], Baker and Bowler introduced the notion of matroids over hyperfields which unifies various generalizations of matroids including oriented matroids and valuated matroids. Consequently, in [EJS17], Hopf algebras for matroids over hyperfields are defined. Our method for the antipode formula is robust enough to obtain a cancellation-free antipode formula for the hyperfield case without much efforts.
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2. Preliminaries

2.1. Matroids. In this paper, we work with the “circuit” formulation of a matroid (as opposed to [BM16] where the first and last authors used independent sets).

Definition 2.1. Let $E$ be a finite set, and let $C$ be a collection of subsets of $E$ satisfying:

(a) $\emptyset \notin C$,
(b) if $C_1, C_2 \in C$ with $C_1 \subseteq C_2$, then $C_1 = C_2$, and
(c) (Circuit elimination) if $C_1, C_2 \in C$ with $C_1 \neq C_2$ and $e \in C_1 \cap C_2$, then there exists $C_3 \in C$ with $C_3 \subseteq (C_1 \cup C_2) - e$.

The pair $M = (E, C)$ is a matroid with ground set $E$ and set of circuits $C$. A subset $S \subseteq E$ is dependent in $M$ when $S$ contains some circuit of $M$.

Uniform matroids form an important class of matroids: we write $U^r_n$ for the uniform matroid of rank $r$ on an n-element set—this is the matroid with ground set $E$ an n-element set and set of circuits $C$ all subsets of $E$ with exactly $r + 1$ elements. Throughout, it will be important for us to keep track of various uniform matroids with different ground sets; when we want to specify the ground set of a uniform matroid, we write $U^r_{k|E}$ for the uniform matroid $U^r_{k|\{1\}}$ with specified ground set $E$.

When defining the operations inside the matroid-minor Hopf algebra we will need the matroid operations of restriction, contraction, and direct sum. To this end, let $M_1 = (E_1, C_1)$ and $M_2 = (E_2, C_2)$ be two matroids on disjoint ground sets, and let $S$ be a subset of $E_1$. The restriction of $M_1$ to $S$ is the matroid $M_1|_S = (S, D_1)$ where $D_1 = \{C \subseteq S \mid C \in C_1\}$. The contraction of $S$ from $M_1$ is the matroid $M_1/S = (E_1 - S, D)$ where $D$ is the set of minimal non-empty elements of $\{C - S \mid C \in C_1\}$. The direct sum of matroids $M_1$ and $M_2$ is the matroid $M_1 \oplus M_2 = (E_1 \cup E_2, C_1 \cup C_2)$. Note that $M_1 \oplus M_2 = M_2 \oplus M_1$.

2.2. Matroid-minor Hopf algebras. For the remainder of the paper, fix a field $k$. A $k$-bialgebra is simultaneously a $k$-algebra and a $k$-coalgebra together with some compatibility of the multiplication morphism $\mu : \mathcal{H} \otimes \mathcal{H} \to \mathcal{H}$ and unit morphism $\eta : k \to \mathcal{H}$, with the comultiplication morphism $\Delta : \mathcal{H} \to \mathcal{H} \otimes \mathcal{H}$ and counit morphism $\varepsilon : \mathcal{H} \to k$. A $k$-bialgebra $\mathcal{H}$ is graded if $\mathcal{H} = \bigoplus_{t \in \mathbb{Z}_{\geq 0}} \mathcal{H}_t$, and the maps $\mu, \eta, \Delta$, and $\varepsilon$ are graded $k$-linear maps. Additionally, $\mathcal{H}$ is called connected if $\mathcal{H}_0 = k$. 
A Hopf algebra \( H \) over \( k \) is a \( k \)-bialgebra together with one additional \( k \)-linear map—the antipode map \( S: H \to H \) also satisfies some compatibility with the \( k \)-linear maps \( \mu, \eta, \Delta, \) and \( \epsilon \). The celebrated 1971 result by Takeuchi asserts that any graded, connected \( k \)-bialgebra is a Hopf algebra with an explicit antipode. We refer the reader to [Swe69] for an introduction to Hopf algebras.

**Theorem 2.2 ([Tak71]).** A graded, connected \( k \)-bialgebra \( H \) is a Hopf algebra, and it has a unique antipode \( S \) given by

\[
S = \sum_{i \geq 0} (-1)^i \mu^{-1} \circ \text{pr}^i \circ \Delta^{-1},
\]

where \( \mu^{-1} := \eta, \Delta^{-1} := \epsilon, \) and \( \text{pr}: H \to H \) is the projection map defined by linearly extending the map

\[
\text{pr}|_{H^\ell} = \begin{cases} 0 & \text{if } \ell = 0, \\ 1 & \text{if } \ell \geq 1. \end{cases}
\]

Throughout this paper, we will focus on a particular Hopf algebra, called the matroid-minor Hopf algebra, which we will now define. Let \( \mathcal{M} \) be any class of matroids which is closed under taking direct sums and minors, and let \( \tilde{\mathcal{M}} \) be the set of all isomorphism classes of matroids in \( \mathcal{M} \). Then \( k\tilde{\mathcal{M}} \) is a Hopf algebra [Sch94] with \( k \)-linear maps

\[
\begin{align*}
0 \mapsto & k\tilde{\mathcal{M}} \\
M \mapsto & \sum_{A \subseteq E} M|_A \otimes M/A,
\end{align*}
\]

\[
\begin{align*}
1 \mapsto & U^0_0, \\
M \mapsto & \begin{cases} 1_k & \text{if } E = \emptyset, \\ 0 & \text{else}. \end{cases}
\end{align*}
\]

The matroid-minor Hopf algebra \( k\tilde{\mathcal{M}} \) is indeed a graded, connected \( k \)-bialgebra, so its antipode is given by Theorem 2.2. In Section 3.1, we will rewrite Takeuchi’s antipode formula (1) more explicitly for the matroid-minor Hopf algebra \( k\tilde{\mathcal{M}} \).

### 2.3. Sign-reversing involutions.

Sign-reversing involutions are ubiquitous in combinatorics and are a well-known way of removing cancellations from a formula. We give preliminaries on sign-reversing involutions, and we give an elementary example in Section 2.4.

**Definition 2.3.** Let \( A \) be a finite set equipped with a sign function; that is, a function \( \text{sgn}: A \to \{\pm 1\} \). A sign-reversing involution \( \iota: A \to A \) is an involution such that for every \( a \in A \)

\[ \text{sgn}(\iota(a)) = -\text{sgn}(a). \]
Now fix a sign-reversing involution \( \iota \) of a finite set \( A \). Let \( F \subset A \) be the set of fixed points of \( \iota \); that is,
\[
F := \{ a \in A \mid \iota(a) = a \}.
\]
A formula of the form
\[
\sum_{a \in A} \text{sgn}(a)
\]
may have many cancellations, but because \( \iota \) is sign-reversing, it follows that
\[
\sum_{a \in A} \text{sgn}(a) = \sum_{a \in F} \text{sgn}(a),
\]
and the right-hand side is cancellation free.

2.4. An example of a sign-reversing involution. We would like to present a small example to illustrate how one might use sign-reversing involutions to prove combinatorial identities. We will use a sign-reversing involution to compute the following summation:
\[
\sum_{k \geq 0} (-1)^k \binom{n}{k}.
\]
For this example we think of \( \binom{n}{k} \) as enumerating the ways of partitioning \([n]\) into two sets \( A \) and \( B \) with \(|A| = k \) and \(|B| = n - k \). Then this summation assigns a 1 or \(-1\) for each 2-part partition \((A, B)\) where the sign is given by the parity of the cardinality of \( A \). The sum can be rewritten then as,
\[
\sum_{(A,B)} (-1)^{|A|}.
\]
We define an involution \( \iota \) on the set of 2-part partitions as follows:
\[
\iota(A, B) = \begin{cases} 
(A - \{n\}, B \cup \{n\}) & \text{if } n \in A, \\
(A \cup \{n\}, B - \{n\}) & \text{if } n \in B.
\end{cases}
\]
This is a sign-reversing involution on the index set of the summation. It has no fixed points, and therefore
\[
\sum_{k \geq 0} (-1)^k \binom{n}{k} = \sum_{(A,B) \in F} (-1)^{|A|} = \sum_{(A,B) \in F} (-1)^{|A|} = 0.
\]

3. The sign-free Takeuchi term

We will see in Section 3.1 that Takeuchi’s antipode formula \( \mathbf{11} \) can be reinterpreted, for the matroid-minor Hopf algebra \( \widetilde{\mathfrak{M}} \), as a sum over ordered set partitions of the ground set \( E \) (see Section 3.1). Thus, our technique for proving Theorem 4.7 involves introducing a sign-reversing involution (see Section 4) on the set of ordered set partitions of the ground set \( E \) of a matroid \( M \).
3.1. Takeuchi’s result for the matroid-minor Hopf algebra.

**Definition 3.1.** An ordered set partition $\pi = (\pi_1, \pi_2, \ldots, \pi_k)$ of a finite set $E$ is a tuple of nonempty subsets of $E$ satisfying

(a) $\pi_i \cap \pi_j = \emptyset$ for all $1 \leq i \neq j \leq k$, and
(b) $\cup_{i=1}^k \pi_i = E$.

We will write $\pi \models E$ to denote that $\pi$ is an ordered set partition of $E$.

Below we rewrite the antipode formula in (1) for the matroid-minor Hopf algebra $\khat{\mathcal{M}}$ defined in Section 2.2.

**Proposition 3.2.** [BM16, Proposition 3.1] Let $M \in \mathcal{M}$ be a matroid with ground set $E$. For the matroid-minor Hopf algebra $\khat{\mathcal{M}}$, Takeuchi’s formula (1) is equivalent to

$$S(M) = \sum_{k \geq 0} (-1)^k \sum_{(\pi_1, \ldots, \pi_k) \models E} M|_{\pi_1} + (M|_{\pi_1})|_{\pi_2} + \ldots + (M|_{\pi_1} \cup \ldots \cup \pi_{k-1})|_{\pi_k} + M|_{\cup_{i=1}^{k-2} \pi_i}.$$ 

**Remark 3.3.** In Proposition 3.2 all matroids that appear in the formula are representatives chosen from their isomorphism classes.

Given an ordered set partition $\pi = (\pi_1, \ldots, \pi_k) \models E$, we write $T(\pi)$ for the corresponding signless Takeuchi term

$$T(\pi) := M|_{\pi_1} + (M|_{\pi_1})|_{\pi_2} + \ldots + (M|_{\pi_1} \cup \ldots \cup \pi_{k-1})|_{\pi_k} + M|_{\cup_{i=1}^{k-2} \pi_i}.$$ 

In the next section, we will provide a characterization of the signless term $T(\pi)$. To do so, we first develop the language of $\delta$-sets.

3.2. Defining $\delta$-sets. Let $M$ be a matroid with ground set $E$, and let $\pi = (\pi_1, \pi_2, \ldots, \pi_k) \models E$. We define the following for the pair $(M, \pi)$:

- The $t$-th part of $(M, \pi)$ is defined as

  $$\ell(M, \pi) := \min \left\{ t \mid \bigcup_{1 \leq i \leq t} \pi_i \text{ is a dependent set} \right\}.$$ 

- The $\delta$-function of $(M, \pi)$ is defined as

  $$\delta(M, \pi) := \bigcup_{1 \leq i \leq \ell(M, \pi)} \pi_i.$$ 

- The $\sigma$-function of $(M, \pi)$ is defined as

  $$\sigma(M, \pi) := \pi_{\ell(M, \pi)}.$$ 

Now we are ready to define the $\delta$-sets and $\sigma$-sets for $(M, \pi)$; intuitively, $\delta$-sets keep track of where new circuits are introduced in the union of the initial parts of the partition $\pi$. Note that when $\pi = (\pi_1, \pi_2, \ldots, \pi_k)$ is an ordered partition of set $E$, we write $\pi|_{\bigcup_{i=1}^{m} \pi_i}$ for the ordered partition $(\pi_{m+1}, \ldots, \pi_k)$ of $E - (\bigcup_{i=1}^{m} \pi_i)$. Formally:
Definition 3.4. We define the $\delta$-sets iteratively as follows:
\[
\delta^M_1 := \delta(M, \pi), \\
\delta^M_{j+1} := \delta(M/U_j, \pi/U_j) \text{ when } \delta_j(M, \pi) \neq \delta(M/U_j, \pi/U_j),
\]
where $U_j = \bigcup_{i=j}^{j-1} \delta^M_i$ for all appropriate $j$. We call $(\delta^M_1, \delta^M_2, \ldots, \delta^M_j)$ the $\delta$-sets of $(M, \pi)$.

We also define the $\sigma$-sets for $(M, \pi)$, which are determined by the $\delta$-sets of $(M, \pi)$.

Definition 3.5. We define the $\sigma$-sets iteratively as follows:
\[
\sigma^M_1 := \sigma(M, \pi), \\
\sigma^M_{j+1} := \sigma(M/U_j, \pi/U_j) \text{ when } \sigma_j(M, \pi) \neq \sigma(M/U_j, \pi/U_j),
\]
where $U_j = \bigcup_{i=j}^{j-1} \delta^M_i$ for all appropriate $j$. We call $(\sigma^M_1, \sigma^M_2, \ldots, \sigma^M_j)$ the $\sigma$-sets of $(M, \pi)$.

Proposition 3.6. The signless Takeuchi term $T(\pi)$ is completely determined by the $\delta$-sets of $(M, \pi)$. Specifically,
\[
T(\pi) = \bigoplus_{i=1}^{j} U_{\delta^M_i - \sigma^M_i}(M|\delta^M_i)/(\delta^M_i - \sigma^M_i).
\]

Proof. Computing $T(\pi)$ is independent of the order in which we apply the restrictions and contractions dictated by the partition $\pi$. We will let the $\delta$-sets prescribe to us the order. The first restriction/contraction we perform is $M|\delta^M_1 \oplus M/\delta^M_1$.

Consider the restriction/contraction that is applied to $M$ dictated by the part of $\pi$ immediately proceeding $\sigma^M_1$. After applying this operation, we obtain
\[
(M|\delta^M_1)|\delta^M_1 - \sigma^M_1 \oplus (M|\delta^M_1)/(\delta^M_1 - \sigma^M_1) = M|\delta^M_1 - \sigma^M_1 \oplus (M|\delta^M_1)/(\delta^M_1 - \sigma^M_1).
\]

The first summand contains no dependent sets by the definition of $\delta^M_1$. Therefore $M|\delta^M_1 - \sigma^M_1 = U_{\delta^M_1 - \sigma^M_1}(M|\delta^M_1)$. Furthermore any additional restrictions/contractions dictated by $\pi$ which affect this summand will also result in the matroid $U_{\delta^M_1 - \sigma^M_1}(M|\delta^M_1)$. Therefore after applying all of the prescribed restriction/contraction operations up to $\delta^M_1$, we have the term
\[
U_{\delta^M_1 - \sigma^M_1}(M|\delta^M_1)/(\delta^M_1 - \sigma^M_1) \oplus M/\delta^M_1.
\]

Now we iterate the process on $M/\delta^M_1$ as if it were its own matroid that did not arise from any operations. The result is the sum
\[
T(\pi) = \bigoplus_{i=1}^{j} U_{\delta^M_i - \sigma^M_i}(M|\delta^M_i)/(\delta^M_i - \sigma^M_i).
\]
\[\square\]
4. The involution \( \iota_\prec \)

In this section, we construct a sign-reversing involution \( \iota_\prec \) with the property \( T(\iota_\prec(\pi)) = T(\pi) \). Let \( M \) be a matroid with ground set \( E \), and fix a total ordering \( \prec \) of \( E \). We will define \( \iota_\prec \) as a “split-merge process” on the ordered set partitions of \( E \). For clarity, we first give a heuristic definition in the next paragraph, and then give the formal definition immediately afterward.

For simplicity, we write \( \iota \) for \( \iota_\prec \). The way \( \iota \) is applied is that it starts with the first part of the partition and attempts to split the part. If it can, it splits the part into two new parts and then \( \iota \) stops. If it cannot, it will attempt to merge the part with its successor, combining them into one part and then \( \iota \) stops. If it neither split nor merged the part, then the process moves on to attempt to split or merge the next part. It will do this until it either is applied to a part or passes through the entire partition and is never applied.

Now we will give the formal definition of splitting and merging.

**Splitting:** If the part \( \pi_i \) has more than one element, then \( \iota \) will try to split this part.
- Let \( x \) be the largest element in \( \pi_i \) with respect to \( \prec \). If \( \pi_i \) splits, replace the part \( \pi_i \) with the two parts \( \{x\} \) and \( \pi_i - \{x\} \).

Hence the new partition after splitting is \( \iota(\pi) = (\pi_1, \pi_2, \ldots, \{x\}, \pi_i - \{x\}, \pi_{i+1}, \ldots, \pi_k) \).
- The map \( \iota \) will **only** split if \( \pi_i \) and \( \iota(\pi) \) have the same \( \delta \)-sets and \( \sigma \)-sets as \( \pi \).

**Merging:** If the part \( \pi_i \) is a single element, then \( \iota \) will try to merge it with the part immediately following it. Let \( \pi_i = x \).
- Merging two parts results in a new ordered set partition that replaces \( \pi_i \) and \( \pi_{i+1} \) with the single part \( \pi_i \cup \pi_{i+1} \). Hence the new partition after merging is \( \iota(\pi) = (\pi_1, \pi_2, \ldots, \pi_{i-1}, \pi_i \cup \pi_{i+1}, \pi_{i+2}, \ldots, \pi_k) \).
- The map \( \iota \) will **only** apply a merge if \( x > y \) for all \( y \in \pi_{i+1} \), and the \( \delta \)-sets and \( \sigma \)-sets of \( \iota(\pi) \) are the same as the \( \delta \)-sets and \( \sigma \)-sets of \( \pi \).

We will now show that \( \iota \) is a sign-reversing involution. In order to prove this, we will use the following observation multiple times.

**Remark 4.1.** The most important aspect of \( \iota \) is that it preserves the \( \delta \)-sets and \( \sigma \)-sets of the pair \((M, \pi)\). This property of \( \iota \) will play a key role in the “pairing off” of ordered set partitions needed to produce a cancellation-free antipode formula.

This remark along with Proposition 3.6 gives the following result.

**Theorem 4.2.** Let \( M \) be a matroid with ground set \( E \), and let \( \pi \models E \). Then \( T(\pi) = T(\iota(\pi)) \).

\(^{1}\)In general, the involution \( \iota_\prec \) is dependent on the choice of total ordering \( \prec \), and in fact there is a distinct involution for each choice of \( \prec \). Regardless of which total ordering we use for defining \( \iota_\prec \), the cancellation-free antipode formula obtained in Theorem 4.7 is the same.
The goal was to construct a sign-reversing involution. We need to show that $\iota$ in fact accomplishes this.

**Theorem 4.3.** The map $\iota$ is an involution on the set of ordered set partitions of $E$.

*Proof.* Let $\pi \vDash E$. There are two cases to check: if $\iota(\pi)$ results in a split, and if $\iota(\pi)$ results in a merge. If $\pi$ is neither split nor merged by $\iota$ then it is a fixed point of $\iota$, and hence we have $\iota^2(\pi) = \pi$.

**Case One:** $\iota$ splits $\pi$.

We have that $\iota^2(\pi) = \iota((\pi_1, \pi_2, \ldots, \{x\}, \pi_i - \{x\}, \pi_{i+1}, \ldots, \pi_k))$. Now let us consider what $\iota$ will do for this new partition. It will not attempt to split or merge $\pi_1, \pi_2, \ldots, \pi_{i-1}$ because they were not altered during $\iota(\pi)$ and $\iota$ attempts to split or merge starting from left to right. The first part of $(\pi_1, \pi_2, \ldots, \{x\}, \pi_i - \{x\}, \pi_{i+1}, \ldots, \pi_k)$ which $\iota$ will attempt to be applied to is the part $\{x\}$. Since $x$ was split from $\pi_i$, we know that $x > y$ for all $y \in \pi_i$. This is exactly the property that is required for $\iota$ to merge $\{x\}$ with the part immediately following it. Hence we get

$$\iota^2(\pi) = \iota((\pi_1, \pi_2, \ldots, \{x\}, \pi_i - \{x\}, \pi_{i+1}, \ldots, \pi_k)) = \pi.$$ 

**Case Two:** $\iota$ merges $\pi$.

We have that $\iota^2(\pi) = \iota((\pi_1, \pi_2, \ldots, \pi_{i-1}, \pi_i \cup \pi_{i+1}, \pi_{i+2}, \ldots, \pi_k))$. By Remark 4.1 we know that both splitting and merging will never affect the $\delta$-sets and $\sigma$-sets. We can also see that $\iota$ will not apply to the parts $\pi_1, \pi_2, \ldots,$ and $\pi_{i-1}$ or it would have been altered during the initial application of $\iota$. Therefore the first time $\iota$ will attempt to be applied is to the part $\pi_i \cup \pi_{i+1}$. This part will split. Since $\iota(\pi)$ resulted in a merge, we know that $\pi_i = \{x\}$ and $x > y$ for all $y \in \pi_{i+1}$. Therefore

$$\iota^2(\pi) = \iota((\pi_1, \pi_2, \ldots, \pi_{i-1}, \pi_i \cup \pi_{i+1}, \pi_{i+2}, \ldots, \pi_k))$$

$$= (\pi_1, \pi_2, \ldots, \pi_{i-1}, \pi_i, \pi_{i+1}, \pi_{i+2}, \ldots, \pi_k)$$

$$= \pi.$$ 

In both cases we have that $\iota^2(\pi) = \pi$, as desired. \qed

Until this point, we considered only the signless Takeuchi term $T(\pi)$. Now we take into account signs.

**Definition 4.4.** Let $\pi = (\pi_1, \pi_2, \ldots, \pi_k) \vDash E$, where $E$ is the ground set of a matroid $M$. Define

$$\text{sgn}(\pi) := (-1)^k.$$ 

This definition exactly produces the sign associated to the signless term $T(\pi)$ in the antipode formula of Proposition 3.2.

**Theorem 4.5.** The involution $\iota$ is sign-reversing in that; if $\pi$ is not a fixed point of $\iota$, then $\text{sgn}(\pi) = -\text{sgn}(\iota(\pi))$.

*Proof.* Let $\pi$ be a non-fixed point of $\iota$. Then $\iota(\pi)$ either is split or merged by $\iota$. Therefore $\iota(\pi)$ has exactly one more or one fewer part than $\pi$. \qed
4.1. Characterizing the fixed points of $\iota$. Now we will characterize the fixed points of $\iota$.

**Theorem 4.6.** Let $M$ be a matroid with ground set $E$. The fixed points of $\iota$ are the ordered set partitions $\pi$ of $E$ which satisfy the following:

- For each $i$ which is not the occurrence of a $\sigma$-set, we have $\pi_i$ consists of a single element, and
- between each occurrence of a $\sigma$-set, these single element parts are in ascending order.

**Proof.** First we will show that each partition satisfying these two conditions will be a fixed point. Note that splitting will never occur at a $\sigma$-set because this would alter the overall $\sigma$-sets of the partition. Additionally, the first condition assures that the partition will not be split by $\iota$ at any other parts as splitting does not apply to single element parts.

Now we consider merging. We will never merge a singleton part with a $\sigma$-set as this would change the overall $\sigma$-sets of the partition. Therefore we only have to be concerned with the case where a non-$\sigma$ part merges with the non-$\sigma$ part immediately after it. This does not occur because of the second criterion.

To finish the characterization, we must explain why every fixed point satisfies our criteria. Let $\pi$ be a fixed point of $\iota$. Since $\iota$ would split any non-$\sigma$ part with cardinality greater than one, we know that each part which is not the occurrence of a $\sigma$-set will have a single element in $\pi_i$. Additionally since $\iota$ will never apply a merge, this requires that each of these parts fail the merge test, meaning they are in ascending order. $\square$

**Theorem 4.7.** Let $M$ be a matroid with ground set $E$. Choose a total ordering on $E$, call it $<$. Then

$$S(M) = \sum_{\text{fixed points } \pi \text{ of } \iota} \text{sgn}(\pi) \bigoplus_{i=1}^{j} T_{\delta^M_i - \sigma^M_i} \oplus (M|_{\delta^M_i - \sigma^M_i})/(\delta^M_i - \sigma^M_i).$$

**Proof.** This follows directly from Theorem 4.4, Theorem 4.2, and Proposition 3.6, and by using the principles outlined in Section 2.3 about utilizing sign-reversing involutions to produce cancellations in sums. To show this is cancellation free, let $T(\pi) = T(\pi')$ for two fixed points $\pi$ and $\pi'$. This means that they must have the same $\sigma$-sets, though they could occur in different orders. In other words if $(\sigma^M_1, \sigma^M_2, \ldots, \sigma^M_k)$ are the $\sigma$-sets for $(M, \pi)$, then the $\sigma$-sets for $(M, \pi')$ must be a permutation of that $k$-tuple. But then notice that in both tuples there would be exactly the same number of parts where a $\sigma$-set occurs, with exactly the same elements. Since all the elements not occurring in $\sigma$-sets occur as singleton parts, we have that $\text{sgn}(\pi) = \text{sgn}(\pi')$. Therefore this formula is indeed cancellation free. $\square$

5. Applications

In this section, we give some applications of Theorem 4.7. In particular, in Section 5.1 we recover a formula of [BM16] by interpreting Theorem 4.7 for the class of uniform matroids. Moreover, we refine this result by producing a formula that is also grouping-free. Section 5.2 shows that the techniques of this paper also yield an analogous cancellation-free formula for all matroids over hyperfields.
5.1. **Uniform matroids.** A cancellation-free formula for the antipode of uniform matroids via the involution method was first described in [BM16], and Theorem 4.7 is a natural generalization of the main result of that paper.

**Corollary 5.1.** The antipode of a uniform matroid $U^r_n$ is given by

$$S(U^r_n) = \sum_{I,J} (-1)^{n-|J|+1} U^{|I|}_I \oplus U^{r-|I|}_J,$$

where $I, J$ range over all pairs of subsets of the ground set $E$ such that
- $I$ and $J$ are disjoint,
- $|I| < r$,
- $|J| + |I| \geq r$, and
- if $|I| + |J| = r$, then $J = \{x\}$ is a singleton and $\max(I) < x$.

**Proof.** Consider the antipode formula in Theorem 4.7. Since every circuit in $U^r_n$ has the same cardinality we can see that there is exactly one $\delta$-set which is not trivial, $\delta^M_1$. Therefore,

$$S(U^r_n) = \sum_{\text{fixed points } \pi \text{ of } i=} \text{sgn}(\pi) U_{\delta^M_1-\sigma^M_1}^{|\delta^M_1-\sigma^M_1|} \oplus (M_{\delta^M_1})/(\delta^M_1-\sigma^M_1).$$

Direct computation of the sgn($\pi$) and the second term in the internal summand produces the desired formula. The indexing set in the summand can be found by carefully characterizing the fixed points of $i$. Since every circuit of $U^r_n$ is the same cardinality this can be done by considering the elements of $E$ which are in parts of $\pi$ prior to $\sigma^M_1$ and the elements which are in $\sigma^M_1$. We let $I$ be the set of elements that occur prior to $\sigma^M_1$ and $J = \sigma^M_1$. The result is the indexing set above. 

Basic counting of the fixed points described above yields the following.

**Corollary 5.2.** Let $U^r_n$ be the uniform matroid of rank $r$ on $n$ elements. We have the following cancellation-free, grouping-free formula for the antipode:

$$S(U^r_n) = \sum_{i=0}^{r-2} \sum_{j=r-i+1}^{n-i} (-1)^{n-j+1} \binom{n}{i} \binom{n-i}{j} (U^i_I \oplus U^{r-i}_j) + (-1)^n \sum_{x=1}^{n} \binom{x-1}{r-1} U^r_r.$$

5.2. **Matroids over hyperfields.** In this section, we show that the method of split-merge can also be employed to obtain a cancellation-free antipode formula for Hopf algebras defined in [EJS17] in the case of matroids over hyperfields. To this end, we slightly change the definitions in the previous sections. We refer the reader to [EJS17] for details on matroids over hyperfields and Hopf algebras constructed from them.

Let $E$ be a finite set, $H$ a hyperfield, and $M$ a (weak or strong) matroid over $H$ on $E$. Then, as in the matroid case, the antipode $S(M)$ of $M$ can be indexed by ordered partitions of $E$ as follows:

$$S(M) = \sum_{k \geq 0} (-1)^k \sum_{(\pi_1, \ldots, \pi_k) \in E} M_{\pi_1 \oplus (M/\pi_1) \oplus \cdots \oplus (M/\bigcup_{i=1}^{k-2} \pi_i) \oplus \cdots \oplus (M/\bigcup_{i=1}^{k-1} \pi_i)}.$$

The $\ell$-th part of an ordered partition $\pi = (\pi_1, \ldots, \pi_k)$ is defined as follows (cf. (2)):

$$\ell(M, \pi) := \min \left\{ t \mid \bigcup_{1 \leq i \leq t} \pi_i \text{ contains the support of a circuit of } M \right\}.$$
With this, $\delta^M_i$ and $\sigma^M_i$ are defined in the same way as for ordinary matroids. We thus obtain the following.

**Corollary 5.3.** The signless Takeuchi term $T(\pi)$ is completely determined by the $\delta$-sets of $(M, \pi)$. Specifically,

$$T(\pi) = \sum_{i=1}^{j} M|_{\delta^M_i} - \sigma^M_i \oplus (M|_{\delta^M_i})/ (\delta^M_i - \sigma^M_i).$$

The proof is essentially the same as in Proposition 3.6. In fact, one can use [EJS17, Corollary 3.10] to rearrange a partition so that it only depends on $\delta$-sets. What remains is identical to the proof of Proposition 3.6.

Let $M$ be a matroid over a hyperfield $H$. Let $E$ be the ground set of $M$. We fix a total order $<$ on $E$ and define the involution $\iota_<$ as in Section 4. We note that $\iota_<$ only depends on the order $<$, delta sets $\delta^M_i$, and sigma sets $\sigma^M_i$. Hence the same description as in Section 4 can be used for the hyper field case. In particular, since $T(\pi)$ in Corollary 5.3 only depends on delta and sigma sets, one has $T(\pi) = T(\iota_<(\pi))$.

**Corollary 5.4.** Let $M$ be a matroid over a hyperfield $H$ with ground set $E$. Choose a total ordering on $E$, call it $<$. Then

$$S(M) = \sum_{\text{fixed points } \pi \text{ of } \iota_<} \text{sgn}(\pi) \sum_{i=1}^{j} M|_{\delta^M_i} - \sigma^M_i \oplus (M|_{\delta^M_i})/ (\delta^M_i - \sigma^M_i).$$

Finally, we note that the characterization of fixed points of $\iota$ only depends on $\delta$- and $\sigma$-sets. Hence one has the same characterization for the case of hyperfields.

6. SMALL EXAMPLE OF COMPUTATION

We compute the antipode using the method described above for the matroid $M$ on ground set $E = \{1, 2, 3, 4\}$ given by circuits $\{123, 124, 34\}$. Note that $M = M[\Gamma]$ is the cycle matroid of the following graph:

```
\Gamma = 1
 \ \ \ \ 2
 \ 3
4
```

Recall that the signless Takeuchi term associated to an ordered set partition $\pi = (\pi_1, \pi_2, \ldots, \pi_r)$ of $E$ is given by:

$$T(\pi) = M|_{\pi_1} \oplus (M/\pi_1)|_{\pi_2} \oplus (M/(\pi_1 \cup \pi_2))|_{\pi_3} \oplus \cdots \oplus (M/(\pi_1 \cup \pi_2 \cup \cdots \cup \pi_{r-1}))|_{\pi_r}.$$

When one naively computes the Takeuchi formula on this matroid $M$, one must compute the Takeuchi terms of the 75 ordered partitions of $\{1, 2, 3, 4\}$, group these by equality (i.e. remembering the labels associated to terms), and finally apply cancellations. After doing so for $M$, we have the antipode $S(M)$ given below:
\begin{align*}
S(M) &= -T(1234) \\
&+ T(24|13) + T(23|14) + T(12|34) + T(14|23) + T(13|24) \\
&- T(4|123) - T(3|124) - T(2|134) - T(1|234) - T(1|243) - T(2|143) \\
&- T(2|34|1) - T(1|34|2) \\
&+ T(123|4) + T(124|3) \\
&+ T(34|12) \\
&+ T(2|134) + T(1|234).
\end{align*}

This yields the following grouping-free formula after identifying isomorphism classes (the chosen labels are lexicographically minimal in their isomorphism classes):

\begin{align*}
S(M) &= -T(1234) + 5 \cdot T(12|34) - 8 \cdot T(1|23|4) + 2 \cdot T(123|4) + T(34|12) + 2 \cdot T(1|234).
\end{align*}

We now apply the involution method to compute \( S(M) \). First we sort the ordered partitions of \( \{1, 2, 3, 4\} \) by their \( \delta \)-sets and indicate which “merge” below:

\[ \delta_1^M = 34 : \quad \begin{array}{c|c|c}
4|3|2|1 & \text{merge} & 34|2|1 \\
4|3|1|2 & \text{merge} & 34|1|2 \\
4|3|12 & \text{merge} & 34|12 \\
\end{array} \]

\[ \delta_1^M = 123 : \quad \begin{array}{c|c|c}
3|2|1|4 & \text{merge} & 23|1|4 \\
2|1|3|4 & \text{merge} & 12|3|4 \\
3|1|2|4 & \text{merge} & 13|2|4 \\
\end{array} \]

\[ \delta_1^M = 124 : \quad \begin{array}{c|c|c}
4|2|1|3 & \text{merge} & 24|1|3 \\
2|1|4|3 & \text{merge} & 12|4|3 \\
4|1|2|3 & \text{merge} & 14|2|3 \\
\end{array} \]

\[ \delta_1^M = 134 : \quad \begin{array}{c|c|c}
3|1|4|2 & \text{merge} & 13|4|2 \\
4|1|3|2 & \text{merge} & 14|3|2 \\
\end{array} \]

\[ \delta_1^M = 234 : \quad \begin{array}{c|c|c}
3|2|4|1 & \text{merge} & 23|4|1 \\
4|2|3|1 & \text{merge} & 24|3|1 \\
\end{array} \]

\[ \delta_1^M = 1234 : \quad \begin{array}{c|c|c}
4|2|13 & \text{merge} & 24|13 \\
4|1|23 & \text{merge} & 14|23 \\
3|2|14 & \text{merge} & 23|14 \\
3|1|24 & \text{merge} & 13|24 \\
2|1|34 & \text{merge} & 12|34 \\
\end{array} \]

Notice that the split-merge operation (indicated above only as merges) has associated 18 pairs of these ordered partitions with one another. This accounts for 36 of the ordered partitions. Thus the fixed points of \( \iota_1 \) are not yet in bijection with the cancellation-free terms of our formula. We proceed with the second iteration of our rule, noting that \( \delta_2^M = 1234 \) for all ordered partitions \( \pi \) of 1234. Our first example
below demonstrates the importance of sorting into $\delta$-piles:

\[
\begin{array}{c|c|c|c}
\delta_1^M = 34 : & 3|4|21 & \text{merge} & 3|4|12 \\
\hline
\delta_1^M = 123 : & 2|3|1|4 & \text{merge} & 2|13|4 \\
& & \text{merge} & 123|4 \\
& 3|12|4 & \text{merge} & 123|4 \\
\hline
\delta_1^M = 124 : & 2|4|1|3 & \text{merge} & 2|14|3 \\
& & \text{merge} & 1|24|3 \\
& 1|4|2|3 & \text{merge} & 1|24|3 \\
\hline
\delta_1^M = 134 : & 1|4|3|2 & \text{merge} & 1|34|2 \\
& & \text{merge} & 134|2 \\
& 4|13|2 & \text{merge} & 134|2 \\
\hline
\delta_1^M = 234 : & 2|4|3|1 & \text{merge} & 2|34|1 \\
& & \text{merge} & 234|1 \\
& 4|23|1 & \text{merge} & 234|1 \\
\end{array}
\]

Note that the involution $\iota_2$ cannot be extended (all $\delta_2^M = 1234$). Moreover, the fixed points of $\iota_2$ yield the cancellation-free antipode formula described above.

**Remark 6.1.** Applying the above argument to the oriented matroid with signed circuits

\[ C = \{ \pm(+,+,+,0), \pm(+,+,0,-), \pm(0,0,+,+) \} \]

yields much the same computation. In particular, one obtains the same cancellation-free formula for $S(M)$; it is the grouping-free formula that changes. A difference here is that the terms $T(123|4)$ and $T(124|3)$ no longer represent the same isomorphism class of oriented matroids. Thus the matroid-minor Hopf algebra of oriented matroids has a refined antipode.
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