DEPTH, STANLEY DEPTH AND REGULARITY OF IDEALS ASSOCIATED TO GRAPHS

S. A. SEYED FAKHARI

Abstract. Let $\mathbb{K}$ be a field and $S = \mathbb{K}[x_1, \ldots, x_n]$ be the polynomial ring in $n$ variables over $\mathbb{K}$. Let $G$ be a graph with $n$ vertices. Assume that $I = I(G)$ is the edge ideal of $G$ and $J = J(G)$ is its cover ideal. We prove that $\text{sdepth}(J) \geq n - \nu_o(G)$ and $\text{sdepth}(S/J) \geq n - \nu_o(G) - 1$, where $\nu_o(G)$ is the ordered matching number of $G$. We also prove the inequalities $\text{sdepth}(J^k) \geq \text{depth}(J^k)$ and $\text{sdepth}(S/J^k) \geq \text{depth}(S/J^k)$, for every integer $k \gg 0$, when $G$ is a bipartite graph. Moreover, we provide an elementary proof for the known inequality $\text{reg}(S/I) \leq \nu_o(G)$.

1. Introduction and Preliminaries

Let $\mathbb{K}$ be a field and let $S = \mathbb{K}[x_1, \ldots, x_n]$ be the polynomial ring in $n$ variables over $\mathbb{K}$. Let $M$ be a finitely generated $\mathbb{Z}^n$-graded $S$-module. Let $u \in M$ be a homogeneous element and $Z \subseteq \{x_1, \ldots, x_n\}$. The $\mathbb{K}$-subspace $u\mathbb{K}[Z]$ generated by all elements $uv$ with $v \in \mathbb{K}[Z]$ is called a Stanley space of dimension $|Z|$, if it is a free $\mathbb{K}[Z]$-module. Here, as usual, $|Z|$ denotes the number of elements of $Z$. A decomposition $\mathcal{D}$ of $M$ as a finite direct sum of Stanley spaces is called a Stanley decomposition of $M$. The minimum dimension of a Stanley space in $\mathcal{D}$ is called the Stanley depth of $\mathcal{D}$ and is denoted by $\text{sdepth}(\mathcal{D})$. The quantity $\text{sdepth}(M) := \max \{\text{sdepth}(\mathcal{D}) | \mathcal{D} \text{ is a Stanley decomposition of } M\}$ is called the Stanley depth of $M$. We say that a $\mathbb{Z}^n$-graded $S$-module $M$ satisfies Stanley’s inequality if $\text{depth}(M) \leq \text{sdepth}(M)$.

In fact, Stanley [22] conjectured that every $\mathbb{Z}^n$-graded $S$-module satisfies Stanley’s inequality. This conjecture has been recently disproved in [11]. However, it is still interesting to find the classes of $\mathbb{Z}^n$-graded $S$-modules which satisfy Stanley’s inequality. For a reader friendly introduction to Stanley depth, we refer to [18] and for a nice survey on this topic, we refer to [11].

Let $G$ be a graph with vertex set $V(G) = \{x_1, \ldots, x_n\}$ and edge set $E(G)$ (by abusing the notation, we identify the vertices of $G$ with the variables of $S$). For a vertex $x_i$, the neighbor set of $x_i$ is $N_G(x_i) = \{x_j \mid x_ix_j \in E(G)\}$ and We set $N_G[x_i] = N_G(x_i) \cup \{x_i\}$ and call it the closed neighborhood of $x_i$. For every subset
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A ⊂ V(G), the graph G \ A is the graph with vertex set V(G \ A) = V(G) \ A and edge set E(G \ A) = \{e ∈ E(G) \mid e \cap A = ∅\}. A bipartite graph is one whose vertex set is partitioned into two (not necessarily nonempty) disjoint subsets in such a way that the two end vertices for each edge lie in distinct partitions. A matching in a graph is a set of edges such that no two different edges share a common vertex. A subset \( W \) of \( V(G) \) is called an independent subset of \( G \) if there are no edges among the vertices of \( W \). A subset \( C \) of \( V(G) \) is called a vertex cover of the graph \( G \) if every edge of \( G \) is incident to at least one vertex of \( C \). A vertex cover \( C \) is called a minimal vertex cover of \( G \) if no proper subset of \( C \) is a vertex cover of \( G \).

Next, we define the notion of ordered matching for a graph. It was introduced in [5] and plays a central role in this paper.

**Definition 1.1.** Let \( G \) be a graph, and let \( M = \{\{a_i, b_i\} \mid 1 ≤ i ≤ r\} \) be a nonempty matching of \( G \). We say that \( M \) is an ordered matching of \( G \) if the following hold:

1. \( A := \{a_1, \ldots, a_r\} ⊆ V(G) \) is a set of independent vertices of \( G \); and
2. \( \{a_i, b_j\} ∈ E(G) \) implies that \( i ≤ j \).

The ordered matching number of \( G \), denoted by \( ν_o(G) \), is defined to be

\[
ν_o(G) = \max\{|M| \mid M ⊆ E(G) \text{ is an ordered matching of } G\}.
\]

The edge ideal \( I(G) \) of \( G \) is the ideal of \( S \) generated by the squarefree monomials \( x_ix_j \), where \( \{x_i, x_j\} \) is an edge of \( G \). The Alexander dual of the edge ideal of \( G \) in \( S \), i.e., the ideal

\[
J(G) = I(G)\vee = \bigcap_{\{x_i, x_j\} ∈ E(G)} (x_i, x_j),
\]

is called the cover ideal of \( G \) in \( S \). The reason for this name is due to the well-known fact that the generators of \( J(G) \) correspond to minimal vertex covers of \( G \).

The main goal of this paper is to study the Stanley depth of cover ideals and their powers. In Theorem 2.1, we prove that for every graph \( G \), the inequalities \( sdepth(J(G)) ≥ n - ν_o(G) \) and \( sdepth(S/J(G)) ≥ n - ν_o(G) - 1 \) hold. In that theorem, we also prove that the same inequalities hold, if one replaces sdepth by depth. Then, in Corollary 2.2, we conclude that for every graph \( G \) we have \( \text{reg}(S/I) ≤ ν_o(G) \). This inequality was previously proved by Constantinescu and Varbaro [5] Remark 4.8]. However, our proof is more elementary.

In Section 3, we consider the Stanley depth of powers of cover ideal of bipartite graphs. Let \( G \) be a bipartite graph. In [20] Corollary 3.6, the author proved that the sequences \( \{sdepth(J(G)^k)\}_{k=1}^{∞} \) and \( \{sdepth(S/J(G)^k)\}_{k=1}^{∞} \) are non-increasing. Thus the both sequences are convergent. In Theorem 3.3, we provide lower bounds for the limit value of these sequences. Indeed, we prove that for every bipartite graph \( G \), we have

\[
\lim_{k→∞} sdepth(J(G)^k) ≥ n - ν_o(G) \quad \text{and} \quad \lim_{k→∞} sdepth(S/J(G)^k) ≥ n - ν_o(G) - 1.
\]

Then we conclude in Corollary 3.4 that \( J(G)^k \) and \( S/J(G)^k \) satisfy the Stanley’s inequality, for every integer \( k ≥ 0 \). Theorem 3.3 also shows that a conjecture of the
author is true for the powers of cover ideal of bipartite graphs (see Conjecture 3.5 and the paragraph after it).

2. First Power

The first main result of this paper is Theorem 2.4 which provides a lower bound for the depth and the Stanley depth of cover ideal of graphs. We first need the following three simple lemmas. The first one shows that the ordered matching number of a graph strictly decreases when we delete the closed neighborhood of a non-isolated vertex.

**Lemma 2.1.** Let $G$ be a graph and $x$ be a non-isolated vertex of $G$. Then we have $\nu_o(G \setminus N_G[x]) \leq \nu_o(G) - 1$.

**Proof.** Assume that $\nu_o(G \setminus N_G[x]) = t$ and let $M = \{\{a_i, b_i\} | 1 \leq i \leq t\}$ be an ordered matching of $G \setminus N_G[x]$. Since $x$ is not isolated, we may choose a vertex $y \in N_G(x)$. Set $a_{t+1} = x$ and $b_{t+1} = y$. Then $\{a_1, \ldots, a_{t+1}\}$ is a set of independent vertices of $G$, because $a_1, \ldots, a_t$ are vertices of $G \setminus N_G[x]$. By the same reason, $a_{t+1}$ is not adjacent to $b_1, \ldots, b_t$. This shows that $M \cup \{a_{t+1}, b_{t+1}\}$ is an ordered matching of $G$ and therefore, $\nu_o(G) \geq t + 1$. $\square$

The next Lemma shows that how the cover ideal of a graph $G$ and that of $G \setminus N_G[x]$ are related, when $x$ is an arbitrary vertex of $G$.

**Lemma 2.2.** Let $G$ ba a graph with vertex set $V(G) = \{x_1, \ldots, x_n\}$. Assume that $x \in V(G)$ is a vertex of $G$. Set $u = \prod_{x_i \in N_G(x)} x_i$ and $J' = J(G \setminus N_G[x])S$. Then $J(G) + (x) = uJ' + (x)$.

**Proof.** Let $C$ be a vertex cover of $G$ with $x \notin C$. Then $N_G(x) \subseteq C$ and $C \setminus N_G(x)$ is a vertex cover of $G \setminus N_G[x]$. This shows that $J(G) + (x) \subseteq uJ' + (x)$. For the converse inclusion, assume that $D$ is a vertex cover of $G \setminus N_G[x]$. Then $D \cup N_G(x)$ is a vertex cover of $G$. This shows that $uJ' + (x) \subseteq J(G) + (x)$ and completes the proof. $\square$

The following lemma provides a combinatorial description for the colon of cover ideals.

**Lemma 2.3.** Let $G$ ba a graph with vertex set $V(G) = \{x_1, \ldots, x_n\}$. Assume that $x \in V(G)$ is a vertex of $G$. Set $J' = J(G \setminus x)S$. Then $(J(G) : x) = J'$.

**Proof.** If $C$ is a vertex cover of $G$, then $C \setminus \{x\}$ is a vertex cover of $G \setminus x$. This shows that $(J(G) : x) \subseteq J'$. On the other hand, if $D$ is a vertex cover of $G \setminus x$, then $D \cup \{x\}$ is a vertex cover of $G$. This shows that $J' \subseteq (J(G) : x)$. $\square$

We are now ready to prove the first main result of this paper. As we mentioned in introduction, the second part of this theorem is known by [5, Remark 4.8]. But our argument is completely different and provides a simple proof for it.

**Theorem 2.4.** Let $G$ be a graph and $J(G)$ be its cover ideal. Then
Proof. We prove (i) and (ii) simultaneously by induction on the number of edges of $G$. If $G$ has only one edge, then $\nu_o(G) = 1$ and $J(G)$ is generated by two variables. Then $\text{depth}(S/J(G)) = n - 2$. Also, $sdepth(S/J(G)) = n - 2$ by [19, Theorem 1.1] and $sdepth(J(G)) \geq n - 1$ by [11, Corollary 24] and [13, Lemma 3.6]. Therefore, in these cases, the inequalities in (i) and (ii) are trivial.

We now assume that $G$ has at least two edges. Note that, $G$ has at least one non-isolated vertex. Without loss of generality, we may assume that $x_1$ is a non-isolated vertex of $G$. Let $S' = \mathbb{K}[x_2, \ldots, x_n]$ be the polynomial ring obtained from $S$ by deleting the variable $x_1$ and consider the ideals $J' = J(G) \cap S'$ and $J'' = (J(G) : x_1)$.

Now $J(G) = J'S' \oplus x_1 J''S$ and $S/J(G) = (S'/J'S') \oplus x_1(S/J''S)$ (as vector spaces) and therefore by definition of the Stanley depth we have

1. $sdepth(J(G)) \geq \min\{sdepth_{S'}(J'S'), sdepth_S(J'')\}$,

and

2. $sdepth(S/J(G)) \geq \min\{sdepth_{S'}(S'/J'S'), sdepth_S(S/J'')\}$.

On the other hand, by applying the depth lemma on the exact sequence

$$0 \longrightarrow S/(J(G) : x_1) \longrightarrow S/J(G) \longrightarrow S/(J(G), x_1) \longrightarrow 0$$

we conclude that

3. $\text{depth}(S/J(G)) \geq \min\{\text{depth}_{S'}(S'/J'S'), \text{depth}_S(S/J'')\}$.

Using Lemma 2.3 it follows that $J'' = J(G \setminus x_1)S$. Hence our induction hypothesis implies that

$$\text{depth}_S(S/J'') = \text{depth}_{S'}(S'/J'') + 1 \geq n - 1 - \nu_o(G \setminus x_1) - 1 + 1 \geq n - \nu_o(G) - 1.$$ 

Also, it follows from [13, Lemma 3.6] that

$$sdepth_S(S/J'') = sdepth_{S'}(S'/J'') + 1 \geq n - 1 - \nu_o(G \setminus x_1) - 1 + 1 \geq n - \nu_o(G) - 1,$$

and

$$sdepth_S(J'') = \text{depth}_{S'}(J''S') + 1 \geq n - 1 - \nu_o(G \setminus x_1) + 1 \geq n - \nu_o(G).$$

On the other hand, it follows from Lemma 2.2 that there exists a monomial $u \in S'$ such that $J'S' = uJ(G \setminus N_G[x_1])S'$. Since $uJ(G \setminus N_G[x_1])S'$ and $J(G \setminus N_G[x_1])S'$, (up to a shift) are isomorphic as graded $S'$-modules, we conclude that $\text{depth}_{S'}(J'S') = \text{depth}_S(J(G \setminus N_G[x_1])S')$. On the other hand, it follows from [14, Theorem 1.1] that

$$sdepth_{S'}(J'S') = sdepth_S(J(G \setminus N_G[x_1])S')$$

and $sdepth(S'/J'S') = sdepth_S(S'/J(G \setminus N_G[x_1])S')$. Therefore by [13, Lemma 3.6], Lemma 2.1 and the induction hypothesis we conclude that

$$sdepth_{S'}(J'S') = sdepth_S(J(G \setminus N_G[x_1])S') \geq n - 1 - \nu_o(G \setminus N_G[x_1]) \geq n - \nu_o(G),$$

and

$$sdepth_S(J''S') = sdepth_S(J(G \setminus N_G[x_1])S') \geq n - 1 - \nu_o(G \setminus N_G[x_1]) \geq n - \nu_o(G).$$
and similarly sdepth$_{(S'/J'S')}$ ≥ $n - \nu_o(G) - 1$ and depth$_{(S'/J'S')}$ ≥ $n - \nu_o(G) - 1$.

Now the assertions follow by inequalities \[1\], \[2\] and \[3\]. □

Let $M$ be a finitely generated graded $S$-Module. The Castelnuovo-Mumford regularity (or simply, regularity) of $M$, denoted by reg($M$), is defined as follows:

$$\text{reg}(M) = \max\{j - i | \text{Tor}_i^S(\mathbb{K}, M)_j \neq 0\}.$$ 

The regularity of a module is one of the most important homological invariants of it. Computing the regularity of edge ideals or finding bounds for it has been studied by a number of researchers (see for example \[8\], \[10\], \[14\], \[15\], \[23\]).

An immediate consequence of the second part of theorem \[2.4\] is the following corollary.

**Corollary 2.5.** For every graph $G$, we have $\text{reg}(S/I(G)) \leq \nu_o(G)$.

**Proof.** It follows from Theorem \[2.4\] and the Auslander-Buchsbaum Formula that the projective dimension of $J(G)$ is at most $\nu_o(G)$. Then it follows from Terai’s theorem \[12\] Theorem 8.1.10] that $\text{reg}(S/I(G)) \leq \nu_o(G)$. □

**Remark 2.6.** One can give a direct proof for the above corollary, by applying \[16\] Corollary 18.7] on the following exact sequence.

$$0 \longrightarrow S/(I(G) : x_1) \longrightarrow S/I(G) \longrightarrow S/(I(G), x_1) \longrightarrow 0$$

However, this proof is essentially the same as given above.

In \[10\], Hà and Van Tuyl proved that for every graph $G$, the regularity of $S/I(G)$ is less than or equal to the maximum cardinality of matchings of $G$. In fact, it follows from their proof (and was explicitly stated in \[21\]) that the $\text{reg}(S/I(G))$ is at most the minimum cardinality of maximal matchings of $G$. The following examples show that this bound is not comparable with the bound given in Corollary \[2.5\].

**Examples 2.7.**

1. Let $G = C_4$ be the 4-cycle-graph. Then one can easily check that $\nu_o(G) = 1$ and the cardinality of every maximal matching of $G$ is equal to 2. Thus, in this example, $\nu_o(G)$ is strictly less than the minimum cardinality of maximal matchings of $G$. We also have $\text{reg}(S/I(G)) = 1 = \nu_o(G)$.

2. Let $G = P_4$ be the path with 4 vertices. Then one can easily check that $\nu_o(G) = 2$, while the minimum cardinality of maximal matchings of $G$ is equal to 1. Thus, in this example, the minimum cardinality of maximal matchings of $G$ is strictly less than $\nu_o(G)$. We also have $\text{reg}(S/I(G)) = 1$ is equal to the minimum cardinality of maximal matchings of $G$.

3. **High Powers**

The aim of this section is to prove that the high powers of cover ideal of bipartite graphs satisfy the Stanley’s inequality. To do this, in Theorem \[3.3\] we provide a lower bound for the Stanley depth of cover ideal of bipartite graphs. Before that, in Lemma \[3.2\] we prove that the different powers of cover ideal of a bipartite graphs, can be
obtained from each other by taking colon with respect to a suitable monomial. To
prove Lemma 3.2, we need to remind the definition of symbolic powers.

**Definition 3.1.** Let $I$ be a squarefree monomial ideal in $S$ and suppose that $I$ has
the irredundant primary decomposition

$$I = p_1 \cap \ldots \cap p_r,$$

where every $p_i$ is an ideal of $S$ generated by a subset of the variables of $S$. Let $k$ be
a positive integer. The $k$th *symbolic power* of $I$, denoted by $I^{(k)}$, is defined to be

$$I^{(k)} = p_1^k \cap \ldots \cap p_r^k.$$

The proof of the following lemma is based on the fact that the symbolic and the
ordinary powers of cover ideal of bipartite graphs coincide.

**Lemma 3.2.** Let $G$ be a bipartite graph and assume that $V(G) = U \cup W$ is a bipartition
for the vertex set of $G$. Set $u = \prod_{x_i \in U} x_i$. Then for every integer $k \geq 1$, we have

$$(J(G)^k : u) = J(G)^{k-1}.$$

**Proof.** It follows from [9, Corollary 2.6] that for every integer $k \geq 1$ we have $J(G)^k = J(G)^{(k)}$. On the other hand, for every edge $e = \{x_i, x_j\}$ of $G$, we have $|e \cap U| = 1$. Thus, $((x_i, x_j)^k : u) = (x_i, x_j)^{k-1}$, for every integer $k \geq 1$. Hence

$$(J(G)^k : u) = (J(G)^{(k)} : u) = \bigcap_{\{x_i, x_j\} \in E(G)} ((x_i, x_j)^k : u)$$

$$= \bigcap_{\{x_i, x_j\} \in E(G)} (x_i, x_j)^{k-1} = J(G)^{(k-1)} = J(G)^{k-1}.$$

□

As we mentioned in the first section, the sequences $\{\text{sdepth}(J(G)^k)\}_{k=1}^{\infty}$ and $\{\text{sdepth}(S/J(G)^k)\}_{k=1}^{\infty}$ are convergent. In the following theorem, we provide lower
bounds for the limit of these sequences.

**Theorem 3.3.** Let $G$ be a bipartite graph. Then for every integer $k \geq 1$, the inequalities

$$\text{sdepth}(J(G)^k) \geq n - \nu_0(G) \quad \text{and} \quad \text{sdepth}(S/J(G)^k) \geq n - \nu_0(G) - 1$$

hold.

**Proof.** Assume that $V(G) = U \cup W$ is a bipartition for the vertex set of $G$. Without
loss of generality, we may assume that $U = \{x_1, \ldots, x_t\}$ and $W = \{x_{t+1}, \ldots, x_n\}$, for
some integer $t$ with $1 \leq t \leq n$. Let $m$ be the number of edges of $G$. We prove the
assertions by induction on $m + k$. First, we can assume that $G$ has no isolated vertex.
Because deleting the isolated vertices does not change the cover ideal and the ordered
matching number of $G$.

For $k = 1$, the assertions follow from Theorem 2.4. If $m = 1$, then $G$ has two vertices
and $\nu_0(G) = 1$. In this case, the first inequality follows from [11, Corollary 24] and the
second inequality is trivial. Therefore, assume that $k, m \geq 2$. Let $S_1 = \mathbb{K}[x_2, \ldots, x_n]$ be the polynomial ring obtained from $S$ by deleting the variable $x_1$ and consider the ideals $J_1 = J(G)^k \cap S_1$ and $J'_1 = (J(G)^k : x_1)$.

Now $J(G)^k = J_1 \oplus x_1J'_1$ and $S/J(G)^k = (S_1/J_1) \oplus x_1(S/J'_1)$ (as vector spaces) and therefore by definition of the Stanley depth we have

\[ \text{sdepth}(J(G)^k) = \min\{\text{sdepth}_{S_1}(J_1), \text{sdepth}_{S}(J'_1)\}, \]

and

\[ \text{sdepth}(S/J(G)^k) = \min\{\text{sdepth}_{S_1}(S_1/J_1), \text{sdepth}_{S}(S/J'_1)\}. \]

Notice that $J_1 = (J(G) \cap S_1)^k$. Hence, by Lemma 2.2 we conclude that there exists a monomial $u_1 \in S_1$ such that $J_1 = u_1^k J(G \setminus N_G[x_1])^k S_1$. It follows from Theorem 1.1 that $\text{sdepth}_{S_1}(J_1) = \text{sdepth}_{S_1}(J(G \setminus N_G[x_1])^k S_1)$ and $\text{sdepth}_{S_1}(S_1/J_1) = \text{sdepth}_{S_1}(S_1/J(G \setminus N_G[x_1])^k S_1)$. Therefore, by Lemma 3.6, Lemma 2.1 and the induction hypothesis, we conclude that

\[ \text{sdepth}_{S_1}(J_1) = \text{sdepth}_{S_1}(J(G \setminus N_G[x_1])^k S_1) \geq n - 1 - \nu_0(G \setminus N_G[x_1]) \geq n - \nu_0(G), \]

and similarly $\text{sdepth}_{S_1}(S_1/J_1) \geq n - \nu_0(G) - 1$. Thus, using the inequalities (†) and (‡), it is enough to prove that $\text{sdepth}_S(J'_1) \geq n - \nu_0(G)$ and $\text{sdepth}_S(S/J'_1) \geq n - \nu_0(G) - 1$.

For every integer $i$ with $2 \leq i \leq t$, let $S_i = \mathbb{K}[x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n]$ be the polynomial ring obtained from $S$ by deleting the variable $x_i$ and consider the ideals $J'_i = (J'_{i-1} : x_i)$ and $J_i = J'_{i-1} \cap S_i$.

**Claim.** For every integer $i$ with $1 \leq i \leq t - 1$ we have

\[ \text{sdepth}(J'_i) \geq \min\{n - \nu_0(G), \text{sdepth}(J'_{i+1})\} \]

and

\[ \text{sdepth}(S/J'_i) \geq \min\{n - \nu_0(G) - 1, \text{sdepth}(S/J'_{i+1})\}. \]

**Proof of the Claim.** For every integer $i$ with $1 \leq i \leq t - 1$, we have $J'_i = J_{i+1} \oplus x_{i+1}J'_{i+1}$ and $S/J'_i = (S_{i+1}/J_{i+1}) \oplus x_{i+1}(S/J'_{i+1})$ (as vector spaces) and therefore by definition of the Stanley depth we have

\[ \text{sdepth}(J'_i) \geq \min\{\text{sdepth}_{S_{i+1}}(J_{i+1}), \text{sdepth}_{S}(J'_{i+1})\}, \]

and

\[ \text{sdepth}(S/J'_i) \geq \min\{\text{sdepth}_{S_{i+1}}(S_{i+1}/J_{i+1}), \text{sdepth}_{S}(S/J'_{i+1})\}. \]

Notice that for every integer $i$ with $1 \leq i \leq t - 1$, we have $J'_i = (J(G)^k : x_1 x_2 \ldots x_i)$. Thus $J_{i+1} = J'_i \cap S_{i+1} = ((J(G)^k \cap S_{i+1}): S_{i+1} x_1 x_2 \ldots x_i)$. Hence, it follows from Proposition 2] and 6, Proposition 2.7 (see also 20 Proposition 2.5]) that

\[ \text{sdepth}_{S_{i+1}}(J_{i+1}) \geq \text{sdepth}_{S_{i+1}}(J(G)^k \cap S_{i+1}). \]

and

\[ \text{sdepth}_{S_{i+1}}(S_{i+1}/J_{i+1}) \geq \text{sdepth}_{S_{i+1}}(S_{i+1}/(J(G)^k \cap S_{i+1})). \]
By Lemma 2.2 we conclude that there exists a monomial $u_{i+1} \in S_{i+1}$ such that 
$J(G) \cap S_{i+1} = u_{i+1}J(G \setminus N_G[x_{i+1}])S_{i+1}$.
Therefore

$$J(G)^k \cap S_{i+1} = u_{i+1}^k J(G \setminus N_G[x_{i+1}])^k S_{i+1}$$

and it follows from [7, Theorem 1.1] that

$$sdepth_{S_{i+1}}(J(G)^k \cap S_{i+1}) = sdepth_{S_{i+1}}(J(G \setminus N_G[x_{i+1}])^k S_{i+1})$$

and

$$sdepth_{S_{i+1}}(S_{i+1} / (J(G)^k \cap S_{i+1})) = sdepth_{S_{i+1}}(S_{i+1} / (J(G \setminus N_G[x_{i+1}])^k S_{i+1})).$$

Therefore by [13, Lemma 3.6], Lemma 2.1 and the induction hypothesis we conclude that

$$sdepth_{S_{i+1}}(J(G)^k \cap S_{i+1}) \geq n - \nu_0(G) \geq n - \nu_0(G),$$

and similarly $sdepth_{S_{i+1}}(S_{i+1} / (J(G)^k \cap S_{i+1})) \geq n - \nu_0(G) - 1$. Now the claim follows by inequalities (2), (2∗), (2∗∗) and (2∗∗∗).

Now, $J'_t = (J(G)^k : x_1 x_2 \dotsc x_t)$ and hence, Lemma 3.2 implies that $J'_t = J(G)^{k-1}$ and thus, by induction hypothesis we conclude that $sdepth(J'_t) \geq n - \nu_0(G)$ and $sdepth(S/J'_t) \geq n - \nu_0(G) - 1$. Therefore, using the claim repeatedly implies that $sdepth(J'_t) \geq n - \nu_0(G)$ and $sdepth(S/J'_t) \geq n - \nu_0(G) - 1$. This completes the proof of the theorem.

Let $I \subset S$ be a monomial ideal. A classical result by Burch [3] states that

$$\min_k \text{depth}(S/I^k) \leq n - \ell(I),$$

where $\ell(I)$ is the analytic spread of $I$, that is, the dimension of $R(I)/mR(I)$, where $R(I) = \bigoplus_{n=0}^{\infty} I^n = S[It] \subseteq S[t]$ is the Rees ring of $I$ and $m = (x_1, \dotsc, x_n)$ is the maximal ideal of $S$. By a theorem of Brodmann [2], $\text{depth}(S/I^k)$ is constant for large $k$.

We call this constant value the limit depth of $I$, and denote it by $\lim_{k \to \infty} \text{depth}(S/I^k)$. Brodmann improved the Burch’s inequality by showing that

(2)

$$\lim_{k \to \infty} \text{depth}(S/I^k) \leq n - \ell(I).$$

Let $I \subset S$ be an arbitrary ideal. An element $f \in S$ is integral over $I$, if there exists an equation

$$f^k + c_1 f^{k-1} + \ldots + c_{k-1} f + c_k = 0 \quad \text{with } c_i \in I^i.$$

The set of elements $T$ in $S$ which are integral over $I$ is the integral closure of $I$. The ideal $I$ is integrally closed, if $I = \overline{I}$.

It is known that the equality holds, in inequality (2), if $I$ is a normal ideal. By [9, Corollary 2.6] and [12, Theorem 1.4.6], we know that $J(G)$ is a normal ideal, for every bipartite graph $G$. Also, it follows from [4, Theorem 2.8] that for every bipartite graph $G$, we have $\ell(J(G)) = \nu_0(G) + 1$. Thus, we conclude that

$$\lim_{k \to \infty} \text{depth}(S/J(G)^k) = n - 1 - \nu_0(G).$$
(This equality is explicitly stated in [4, Theorem 4.5].) Therefore, Theorem 3.3 implies the following result

**Corollary 3.4.** Let $G$ be a bipartite graph and $J(G)$ be its edge ideal. Then there exists an integer $n_0 \geq 1$ such that $J(G)^k$ and $S/J(G)^k$ satisfy the Stanley’s inequality, for every integer $k \geq n_0$.

In [21], the author proposed the following conjecture regarding the Stanley depth of integrally closed monomial ideals.

**Conjecture 3.5.** ([21, Conjecture 2.6]) Let $I \subset S$ be an integrally closed monomial ideal. Then $sdepth(S/I) \geq n - \ell(I)$ and $sdepth(I) \geq n - \ell(I) + 1$.

Let $G$ be a bipartite graph. As we mentioned above $J(G)$ is a normal ideal. Thus, every power of $J(G)$ is integrally closed. Therefore, Theorem 3.3 shows that Conjecture 3.5 is true for the powers of cover ideal of bipartite graphs.
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