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ABSTRACT

This paper proposes a morpho-statistical characterisation of the galaxy distribution through spatial statistical modelling based on inhomogeneous Gibbs point processes. The galaxy distribution is supposed to exhibit two components. The first one is related to the major geometrical features exhibited by the observed galaxy field, here, its corresponding filamentary pattern. The second one is related to the interactions exhibited by the galaxies. Gibbs point processes are statistical models able to integrate these two aspects in a probability density, controlled by some parameters. Several such models are fitted to real observational data via the ABC Shadow algorithm. This algorithm provides simultaneous parameter estimation and posterior based inference, hence allowing the derivation of the statistical significance of the obtained results.
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1 INTRODUCTION

Galaxies tend to clump in space. Their clustering at different scales is very well encapsulated by the two-point correlation function \( \xi(r) \), which measures the clustering at distance \( r \) in excess \( (\xi(r) > 0) \) or in deficit \( (\xi(r) < 0) \) compared with a Poisson distribution, for which \( \xi(r) = 0 \). This function was first measured on catalogues of galaxies listing only their angular positions onto the celestial sphere, but lacking distance information (Totsuji & Kihara 1969; Peebles 1974). Knowing the angular correlation function, it was possible to estimate the real-space correlation function by means of the Limber formula (Peebles 1980; Martínez & Saar 2002). When this was done, it was evident that the correlation function \( \xi(r) \) followed a power-law \( \xi(r) = (r/r_0)^{-\gamma} \) (with \( \gamma \approx 1.8 \) and \( r_0 = 5.4 \, h^{-1} \, \text{Mpc} \) in a wide range of scales \( 0.1 \leq r \leq 15 \, h^{-1} \, \text{Mpc} \), where \( h \) is the Hubble’s constant in units of \( 100 \, \text{km s}^{-1} \, \text{Mpc}^{-1} \). At the mid-eighties of the previous century, once the first redshift surveys were available, it was possible to measure directly the three-dimensional correlation function and its power-law behaviour was unambiguously confirmed (Davis & Peebles 1983). More recent studies of the correlation function of the galaxy distribution calculated on the SDSS survey (Zehavi et al. 2011) or the 2dFGRS (Hawkins et al. 2003) have confirmed its power-law behaviour, although the exponent \( \gamma \) and the correlation length \( r_0 \) depend on the luminosity cut-off of the sample and on the spectral or morphological type of the analysed survey of galaxies. The dependence of the galaxy clustering on the luminosity or on the spectral type is not only detected in spectroscopic redshift surveys but also in deep surveys built using photometric redshifts (Arnalte-Mur et al. 2014; Hurtado-Gil et al. 2016), providing an exceptional tool to analyse the evolution of clustering with cosmic time.

Understanding the galaxy distribution of cosmic web catalogues as a point process, we assume that the Universe is a representation of a stochastic process where galaxies are randomly located points in real space. Given this theoretical framework, we can make use of different statistical methods to better understand and characterise the nature of our studied point process. Some of these techniques can be found in Martínez & Saar (2002); Feigelson & Babu (2012); Frühwirth-Schnatter et al. (2018); Baddeley et al. (2016).

Many well known statistical methods can be used to study the large scale structure of the Universe. One of the basic techniques already applied by Hubble on the first galaxy maps projected on a given patch of the sky was the counts-in-cells method (Hubble 1934). He could see that the galaxy counts in two-dimensional cells were well approximated by a lognormal distribution. For a recent analysis of the three-dimensional galaxy distribution by the counts-in-cells method see Hurtado-Gil et al. (2017). Related to the counts-in-cells, we can define the \( N \)-probability density function of the galaxy number density fluctuations (Arnalte-Mur et al. 2016). The relation between the \( n \)-point correlation function and the counts-in-cells has been studied in detail by White (1979). Moments of the counts-in-cells are also connected with other popular statistical descriptors of the galaxy distribution related with fractals and multifractals (Martínez et al. 1990; Borgani 1995; Jones et al. 2004). Some other descriptors of the structure deal with continuous density fields, and therefore a first step has to be the smoothing of the discrete point process to obtain an estimation of the underlying density field by means of a
kernel or filter function (typically a Gaussian filter is used). The kernel depends on the choice of a particular bandwidth. The topological genus introduced by Gott et al. (1986) or the more general set of functions, the so-called Minkowski functionals, introduced by Mecke et al. (1994), allow us to characterise the global morphology of the reconstructed density field. Moreover, they can be used to define shape-finder quantities to measure the planarity of the filamentarity of the galaxy distribution (Sahni et al. 1998). Other set of summary statistics are those based on the distributions of distances to the nearest neighbours, such as the void probability function or empty space function $F(r)$ (Maugerodato & Lachieze-Rey 1987), or the distribution function $G(r)$ of the distances between galaxies. A particularly useful statistic is the quotient between these quantities $J(r) = (1 - G(r))/(1 - F(r))$ which is a good measure of the spatial pattern interaction (Lieshout & Baddeley 1996; Kerscher et al. 1999).

Some of these techniques, like kernel density estimators and other non parametric methods, provide valuable descriptions of the galaxy field, but might not help us to fully characterise the real nature of the structures behind the galaxy distribution (Martínez & Saar 2002). Summary statistics, like correlation functions, are capable of providing reliable and relevant information regarding isotropic structures, such as clusters and baryon acoustic oscillations (Eisenstein & Hu 1998), but shrink all information, losing the detail of particular structures (Peebles 1980; Martínez et al. 2009; Meneux et al. 2006; Coil et al. 2008; Zehavi et al. 2004). Considering the complex dissipative processes (dynamical friction, tidal interaction, etc) involved in the clustering of galaxies at the smallest scales, it is desirable to characterise the spatial distribution with models that are sensible to these short-scale interactions between points. The Gibbs point process introduced in this paper is suited for this purpose. Interactions are modelled through an energy function. In Gibbs point processes low-energy configurations are more likely to occur than high energy ones (Dereudre 2018).

Solving the problem of characterising complex galaxy structures implies formulating a probabilistic model, which understands the abundance of points for every given region as a random variable depending on the environment and covariates. Given a point process, such as a galaxy catalogue, fitting a correct stochastic model of its distribution implies solving the point process problem, i.e. completely characterising the process (Babu & Feigelson 2007; Baddeley 2007).

The development of point process theory has brought a whole new branch of statistical analysis of point processes, such as the galaxy distribution (Møller & Waagepetersen 2003; van Lieshout 2000; Chiu et al. 2013). The well known methodologies appear integrated together with theorems already applied in different sciences with success (Illian et al. 2008; Baddeley & Turner 2005; Pfeifer et al. 1992; Engle 1982; Diggle 1990; Stoyan & Penttinen 2000). The application of these new methodologies in cosmology is a novelty with already some remarkable success (Stoica et al. 2007, 2010; Tempel et al. 2014a).

Point processes are spatial stochastic processes whose outcomes are random configurations of points $x$. Characteristics or marks can be attached to the points. The distribution of points in an observed finite domain might be controlled by a parametric probability density. This density may take into account the special locations of the observed domain and also interactions among points. Such a probability density can be written as:

$$p(x|\theta) = \frac{\exp(U(x|\theta))}{Z(\theta)} = \frac{\exp\left(\sum_{i=1}^{r} \theta_i t_i(x)\right)}{Z(\theta)} .$$

with $U$ the energy function, $\theta = (\theta_1, \ldots, \theta_r)$ and $t(x) = (t_1(x), \ldots, t_r(x))$ the parameters and sufficient statistics vectors, respectively, and $Z(\theta)$ the normalising constant function. The vector $t_i, \quad i = 1, \ldots, r$ is the sufficient statistic of the considered model (1), since it describes all the needed information to be computed from an observed sample, in order to estimate the model parameters. The point processes characterised by probability density (1) are called in the literature Gibbs point processes. Without loss of generality, let us assume here, that the parameter space $\Theta$ is a compact region in $\mathbb{R}^r$ and that $p(x|\theta)$ is continuously differentiable with respect to $\theta$.

All these make point processes a natural candidate for modelling the galaxy distribution. Furthermore, the sufficient statistics of the model give a complete characterisation of the observed data set, while providing their morphological and statistical description. Still, the fact that the $Z(\theta)$ is not available in analytic closed form, limited the use of this tool only for the derivation and the application of summary statistics (pair correlation function, empty space function, K-Ripley function, etc.). Recently Stoica et al. (2017) proposed a method allowing simultaneous classical likelihood and posterior based inferences, with a computational cost comparable with the one needed for simulating the model. Within this new context, the point process can be used for modelling galaxy fields, while providing statistical significance of the obtained result. Recently, Gibbs point processes have been used to study the spatial distribution of young stellar clusters and giant molecular clouds in M33 (Li & Barmby 2021). The authors show how this modelling can be used to quantify the inhomogeneity of the spatial distribution of clusters and clouds within the galaxy. In a similar way, in the present paper, we show that for describing the large-scale spatial distribution of galaxies, the use of the Gibbs point process model is quite useful to relate the filamentary pattern with the proximity of the galaxies to the filaments.

The validation of a point process model is another challenging task, especially for 3-dimensional data sets. The residual analysis methodology proposed by Baddeley et al. (2005) is a technique allowing to perform this validation. New methods have been developed by the authors, adapting the residual analysis algorithms to the 3-dimensional case. With these methods we expect to detect possible disagreements between data and model as well as to understand some limits of the proposed models.

In section 2 we summarise the main properties of the data sample used in this work. In section 3 we introduce the mathematical definition of the different studied Gibbs models. In sections 4 and 5 we describe the model estimation methods. Results of the model application and analysis of the obtained quantities are shown in section 6. Finally, conclusions are presented in section 7.

### 2 DATA

In Tempel et al. (2014a), the authors obtained a filament catalogue using the galaxy catalogue published in Tempel et al. (2012). This catalogue is based on the SDSS DR8 (Aihara et al. 2011) and corrects the Finger-of-God effects using a friends-of-friends (FoF) algorithm.

We select a galaxy sample from this corrected catalogue together with its filamentary structure. The data set must be selected with redshift below 0.08 to guarantee its completeness. Since our selected sample has an approximate redshift of 0.05, a magnitude threshold of $M_r = 5 \log h > -18$ is imposed (Tempel et al. 2014b). From the resulting volume limited region we select a cube of size $30 h^{-1}$ Mpc where the galaxies and the detected filaments create a rich structure.

The final selection contains 956 galaxies (number density $0.035 h^3$ Mpc$^{-3}$) and can be seen in Figure 1. The used data set is large.
If only such a trend is present, the process is called Inhomogeneous Poisson point process. The points may also interact with each other, creating repulsive or clustered point patterns.

3.1 Definition

Let $X$ be a finite point process in $W$. Its density is defined with respect to the unit intensity stationary Poisson process in $W$. For interacting point processes its expression may be written as

$$ p(x) = \alpha \prod_{i=1}^{n(x)} b(x_i) \prod_{i<j} h(x_i, x_j). $$

(2)

The function $b(\cdot)$ represents the trend of the process and it might be used to model external influences in the distribution or a large scale pattern. The symmetric function $h(x_i, x_j)$ represents the interaction. Here only interactions between pairs of points are considered. The normalising constant of the probability density is given by $\alpha$.

By taking the logarithm of the un-normalised right term in (2), the energy of a Gibbs point processes is obtained. This leads towards a very well known form of the probability densities describing this type of processes:

$$ p(x) = \alpha \exp[-U(x)]. $$

Whenever the interaction range is limited, this may allow the local specification of models (2), hence simplifying its use and expression. These processes are known in the literature as Markov point processes (van Lieshout 2000).

3.2 Papangelou conditional intensity

The main difficulty in using Gibbs point process is that the normalising constant $\alpha$ is not available in analytically closed form. The conditional intensity of a point process given by (2) is given by

$$ \lambda(u, x) = p((u) \cup x) / p(x) $$

(3)

taken $0/0 = 0$. As it may be noticed, the computation of this quantity does not need $\alpha$, which allows us to work with point processes distributions. It can be interpreted as the probability of finding a new point $u$ in our point process window given the realisation $x$. Furthermore, it exhibits some remarkable properties. First, if the conditional intensity is bounded it implies that the model $p(x)$ is well defined, that is, $p(x)$ is integrable. Second, this boundness condition is necessary to prove desired convergence conditions for Monte Carlo dynamics used to sample from $p(x)$. Finally, if the point process is hereditary, that is $p(y) > 0 \rightarrow p(x) > 0$ for all $x \subset y$, then $\lambda$ uniquely determines $p$ (Møller & Waagepetersen 2003; van Lieshout 2000; Chiu et al. 2013; Baddeley et al. 2016). For interaction free models, like the Inhomogeneous Poisson process, the conditional intensity is $\lambda(u, x) = b(u)$, and for pairwise interactions we have

$$ \lambda(u, x) = b(u) \prod_{i=1}^{n(x)} h(u, x_i) $$

(4)

where $h(u, x_i)$ is the corresponding interaction function at location $u$ over the whole set $x$.

3.3 Proposed Gibbs models

In this work we will test several point process models. First, a trend function is proposed based on proximity to the filaments structure. The model assumes galaxies tend to populate the filaments creating

Figure 1. Data set extracted from the SDSS catalogue as published by Tempel et al. (2012) (in blue) with the filamentary structure from Tempel et al. (2014a) (in green). The side of this cubic box is $30 h^{-1}$Mpc.
denser regions, as found in Tempel et al. (2014a). We create a spines net that traces the cosmic web structure. In addition, three different interaction models are used to model the galaxy distribution. The interaction scale in these models is described by a radius parameter \( r \), which we will vary between 0.5 and 5 \( h^{-1}\) Mpc, as explained in Section 4.1. The chosen models are the Geyer model (Geyer 1999), Connected Components (Baddeley & Møller 1989) and Area Interaction (Baddeley & Way 1970; Baddeley & Van Lieshout 1995). Each model creates a different interaction pattern and therefore, assumes a different galaxy interaction behaviour.

Spines model

In Tempel et al. (2014a) the authors present a cosmic web filaments catalogue obtained with the Bисous model (Stoica et al. 2005, 2007, 2010). This model detects those regions of the galaxy structure where filaments are likely to exist. These filaments are therefore identified and described as virtual spines that trace the filamentary patterns (in green in Figure 1).

The Bисous model used to detect these filaments is a marked Gibbs point process of interacting random segments forming filaments. This filamentary detector is built with no particular assumption on the galaxies distribution is made. The current work has to be seen as the dual of the previously cited one. Here, the filamentary structure of the galaxies is given and, conditionally on it, an interacting inhomogeneous Gibbs point process is fitted to the observed galaxies positions.

Within this context, let us consider the following inhomogeneous Poisson process that introduces within the intensity model a dependence of the current point position with respect to its minimum distance to the spine filaments

\[
p(x) = \alpha \beta_1^{n(x)} \beta_2^{-\sum_{i=1}^{n(x)} d(x_i, F)}. \tag{5}
\]

Here \( \beta_1, \beta_2 \in \mathbb{R}^+ \) are the model parameters, while \( F \) represents the set of spines. The function \( d(x, F) \) calculates the minimum distance from the point \( x \) of the process to the spine pattern \( F \). Whenever \( \beta_2 > 1 \) the points tend to aggregate around the spines (clustering behaviour), while if \( \beta_2 < 1 \) the points will be situated rather further away from the spine network (repulsive behaviour). The sufficient statistics vector is

\[
t(x) = (n(x), d_F(x))
\]

with \( d_F(x) = \sum_{i=1}^{n(x)} d(x_i, F) \). The Papangelou conditional intensity of the process writes as:

\[
\lambda(u, x) = \beta_1 \beta_2^{-d(u, F)} \quad \text{or} \quad \log \lambda(u, x) = \log \beta_1 - d(u, F) \log \beta_2. \tag{6}
\]

Geyer process

The Geyer or the saturation processes was introduced in Geyer (1999) as a simple solution to produce aggregated point patterns. This model is an alternative to the one initially proposed by Kelly & Ripley (1976); Strauss (1975). The Geyer process can be used to introduce interactions among points in the previous Spines model. In this case its probability density writes as

\[
p(x) = \alpha \beta_1^{n(x)} \beta_2^{d_F(x)} \prod_{i=1}^{n(x)} \gamma^\text{min}(s, t(x_i|x)), \tag{7}
\]

with \( t(x_i|x) \) the number of points \( x_j \neq x_i \) in the configuration \( x \) that are situated with a distance \( r \) from the point \( x_i \), and \( s \) the saturation parameter. This parameter limits the number of neighbours that may influence the presence of a new point in the configuration. In this work, we will set \( s = 2 \). Whenever \( \gamma > 1 \) the model tends to produce aggregated patterns, and repulsive ones if \( \gamma < 1 \). For \( \gamma = 1 \), the Geyer model is equivalent with the Spines model. The presence of the saturation parameter guarantees the integrability of the model. The vector of the sufficient statistics for this process is:

\[
t(x) = (n(x), d_F(x), t_s(x))
\]

with \( t_s(x) = \sum_{i=1}^{n(x)} \text{min}(s, t(x_i|x)) \).

The expression of the Papangelou conditional intensity of (7) is:

\[
\lambda(u, x) = \beta_1 \beta_2^{-d(u, F)} \prod_{i=1}^{n(x)} \gamma^\text{min}(s, t(x_i|x)) \prod_{i=1}^{n(x)} \gamma^\text{min}(s, t(x_i|x) ∪ \{u\}) - \text{min}(s, t(x_i|x)). \tag{8}
\]

\[
\log \lambda(u, x) = \log \beta_1 - d(u, F) \log \beta_2 + \log \left( \sum_{i=1}^{n(x)} \text{min}(s, t(u|x)) \right) + \sum_{i=1}^{n(x)} \text{min}(s, t(x_i|x) ∪ \{u\}) - \text{min}(s, t(x_i|x)). \tag{9}
\]

The role of this model is to test in which measure the distance based interactions (attraction or repulsion) among galaxies contribute to the galaxies distribution when merged together with the proximity of the filament network.

Connected Components process (Concom)

The Connected Components process is another distance based interaction point process. Let us consider the graph with vertices the points positions in the configuration \( x \) and edges placed between those points situated at lower distance than a given radius \( r \). A connected component of this graph is a set of vertices that can all be reached from one another Baddeley et al. (2016); Baddeley & Møller (1989). Identifying these components can be obtained by running the friends-of-friends algorithm (Feigelson & Babu 2012) over a point process configuration. Embedded within the Spines model, its probability density function is

\[
p(x) = \alpha \beta_1^{n(x)} \beta_2^{d_F(x)} v(x), \tag{10}
\]

with \( v(x) = n(x) - c(x) \) the difference between the number of points and the number of connected components. The sufficient statistics vector is:

\[
t(x) = (n(x), d_F(x), v(x)).
\]

The conditional intensity of the Connected Component process is expressed by:

\[
\lambda(u, x) = \beta_1 \beta_2^{-d(u, F)} v(x | ∪ \{u\}) - v(x).
\]

\[
\log \lambda(u, x) = \log \beta_1 - d(u, F) \log \beta_2 + (v(x | ∪ \{u\}) - v(x)) \log \gamma \tag{11}
\]

Under the hypothesis of such model, the galaxies interactions and the induced distribution is explained, in addition to the proximity to the filaments, by the galaxies membership to the same component, regardless of its size or shape.
Area Interaction process (Area-Int)

The area-interaction process was introduced by Baddeley & van Lieshout (1995). Its probability density has the following expression:

$$p(x) = \alpha f_{n(x)}^{2} e^{-a(x)}$$

with \( a(x) \) given by:

$$a(x) = \frac{A(x)}{b(a,r)}$$

where \( A(x) = |W \cap \bigcup_{i=1}^{n(x)} b(x_i, r)|. \)

Here \( b(x, r) \) represents the ball centred in \( x \) with radius \( r \). Hence, \( A(x) \) is the volume of the object given by the set union of the spheres of radius \( r \) and that are centred in the points given by the configuration \( x \). Dividing \( A(x) \) by the volume of a sphere, allows to interpret the new statistic \( a(x) \) as the number of points or spheres forming a structure with volume \( A(x) \). This re-parametrisation is much more robust from a numerical point of view, whenever parameter estimation is considered. The sufficient statistics vector is:

\[ t(x) = (n(x), d_F(x), a(x)). \]

The Papangelou conditional intensity is:

\[ \lambda(u,x) = \beta_1 \beta_2^{-d(u,F)} \gamma^{a(u,x)} \]  

\[ \log \lambda(u,x) = \log \beta_1 - d(u,F) \log \beta_2 + \log \gamma^{a(u,x)} \]  

where \( a(u,x) \) is the relative volume of that part of the sphere of radius \( r \) centred on \( u \) that is not covered by the spheres of radius \( r \) centred at the other points \( x_i \in x \). Whenever \( \gamma \in ]0,1[ \) the volume induced by the points in the configuration \( x \) tends to occupy the whole domain, hence the points exhibit a repulsive distribution. If \( \gamma > 1 \) the volume of the pattern induced by the points spatial distribution tends to reduce, hence forming clustered patterns. This model creates point patterns that in a certain sense “compete” for the territory domain.

4 STATISTICAL INFERENCE BASED ON THE ABC SHADOW ALGORITHM

The previously presented models exhibit different clustering mechanisms within an inhomogeneous environment. The inhomogeneity and the clustering interaction are controlled by the model parameters. All these processes are models of the exponential family that belong to the class of Gibbs point processes. Their probability density with respect the standard Poissonian reference can be written as follows:

\[ p(x|\theta) = \frac{\exp \left[ -U(x|\theta) \right]}{c(\theta)} \cdot \frac{\exp \left[ t(x, \theta) \right]}{c(\theta)}, \]  

with \( U \) the energy function, \( x \) the point pattern, \( \theta \) and \( t(x) \), the parameter and the sufficient statistics vectors, respectively, and \( c(\theta) \) the normalisation constant.

Let us consider that a point pattern \( x \) is observed. This pattern represents galaxies positions in a compact region of our Universe \( W \). Furthermore, the filamentary structure present in this region is known (Tempel et al. 2014a; Tempel et al. 2014c, 2016). Next suppose, that the point pattern is the realisation of point processes given by (14) and also that knowledge related to model parameters \( \theta \) is available under the form of a prior \( p(\theta) \).

Hence, statistical inference can be performed through the posterior distribution

\[ p(\theta|x) \propto p(x|\theta)p(\theta). \]  

Performing statistical inference from the posterior distributions (15) is a classical problem in Bayesian analysis and, to the best of our knowledge, still a mathematical challenge. This is due to the fact that the normalisation constant \( c(\theta) \) is available in analytic closed form just for a reduced class of models (Baddeley et al. 2016; van Lieshout 2000; Möller & Waagepetersen 2003).

The solution adopted here is to use for inference purposes the ABC Shadow algorithm (Stoica et al. 2017). This algorithm outputs approximate samples from the posterior distribution of interest. It can be applied to posterior distributions that are continuously differenciable with respect to the considered parameters. This is a rather strong hypothesis but reasonable since it is frequently met in practice.

The ABC Shadow algorithm combines two ideas. The first idea is given by the ABC principles (Biau et al. 2015; Blum 2010; Grelaud et al. 2009; Marin et al. 2012): using the Metropolis-Hasting (MH) algorithm, an auxiliary pattern is generated according to the chosen probability distribution conditioned on the current parameters \( \theta \). Next, inspired by the auxiliary variable method introduced by Möller et al. (2006), the previous pattern is used to update the parameter values. Below the pseudo-code of the algorithm is given. All the technical details can be found in Stoica et al. (2017).

Algorithm 1. ABC Shadow: Fix \( \delta \) and \( m \). Assume the observed pattern is \( y \) and the current state is \( \theta_0 \).

\[ a. \text{Generate } x \text{ according to } p(x|\theta_0). \]
\[ b. \text{For } k = 1 \text{ to } m \text{ do} \]
\[ \bullet \text{Generate a new candidate } \psi \text{ following the density } U_\delta(\theta_{k-1} \rightarrow \psi) \text{ defined by} \]
\[ U_\delta(\theta \rightarrow \psi) = \frac{1}{V_\delta} f_{b(\theta, \delta/2)}(\psi), \]

with \( V_\delta \) the volume of the ball \( b(\theta, \delta/2) \).
\[ \bullet \text{The new state } \theta_k = \psi \text{ is accepted with probability } \alpha_x(\theta_{k-1} \rightarrow \psi) \text{ given by} \]
\[ \alpha_x(\theta_{k-1} \rightarrow \theta_k) = \min \left\{ 1, \frac{p(\theta_{k-1} | y) x p(x|\theta_{k-1}) \xi(\theta_{k-1} | b(\theta_{k-1}, \delta/2))}{p(\theta_{k-1} | y) x p(y|\theta_{k-1}) \xi(\theta_{k-1} | b(\theta_{k-1}, \delta/2))} \right\} \]
\[ = \min \left\{ 1, \frac{p(\theta_{k-1} | y) p(\theta_{k}) x p(y|\theta_{k})}{p(\theta_{k-1} | y) p(\theta_{k}) x p(x|\theta_{k})} \right\} \]  

(16)

otherwise \( \theta_k = \theta_{k-1} \).
\[ c. \text{Return } \theta_m. \]
\[ d. \text{If another sample is needed, go to step } 1 \text{ with } \theta_0 = \theta_n. \]

4.1 Estimation process

As explained above, we are working with a sample of 956 galaxies in a cube of side length 30h^{-1} Mpc. The first step is to measure the sufficient statistics, the observed quantities that fully characterise the Gibbs point process. The sufficient statistics observed in our data set are used to estimate the different models.

In our models the first two sufficient statistics always have the same value: \( n(x) = 956 \), the number of galaxies; and \( d(x,F) = \sum_{i=1}^{N} d(x_i, F) = 1259.33 \), the sum of the distances from each galaxy to the closest filament. These quantities do not depend on the interaction radius and are constant for all model evaluations. The interaction sufficient statistic, which determines if we are using a Geyer, Connected Component or Area Interaction model is radius dependent and
we have to evaluate it for every radii. These statistics are presented in Table 1.

These quantities already give us an idea of the interaction scale in the point process. For the Geyer model, \( t_s(x) = \sum_{i=1}^{n(x)} \min(s_i, t(x_i, x)) \) is the number of galaxy pairs within distance \( r \) thresholded by \( s \) for each galaxy. As expected, this quantity grows with the radius, but after \( r = 2.5\, h^{-1} \, \text{Mpc} \), the number of pairs stabilises. Similar effects are found for the other models. This is a first indication of a Markov radius: for distances larger than this process is approximately stationary. The same behaviour can be seen for \( v(x) \) and \( a(x) \).

Once the models are defined we can proceed to fit them. The ABC Shadow algorithm is run using the sufficient statistics from Table 1 as observed data. Each time, the auxiliary variable was sampled using 100 steps of a MH dynamics. The \( \Delta \) parameter was set to (0.01, 0.01) and the algorithm was run for 200000 iterations. The parameter estimation has been started for all parameters from the initial values \( \log \beta_1 = \log \beta_2 = -6.5 \) and \( \log \gamma = 0.5 \).

### 4.2 Asymptotic errors

Using asymptotic normality of the Maximum Likelihood Estimation we can obtain an estimation of the standard errors on our parameters. For point processes this have been used in Geyer (1999); Van Lieshout & Stoitca (2003). For a set of parameters \( \theta = (\log \beta_1, \log \beta_2, \log \gamma) \) we take the log likelihood ratio:

\[
\ell(\theta) = \log \frac{p_\theta(x)}{p_{\theta_0}(x)} = \log \frac{\alpha(\theta)}{\alpha(\theta_0)} + \langle t(x) \rangle^T (\theta - \theta_0) - \log E_{\theta_0} \exp[\frac{1}{2} \langle s(x) \rangle^T \log \theta - \log \theta_0)]
\]

with respect to some reference value \( \theta_0 \in (0, \infty) \times (0, \infty) \). As seen in Geyer & Thompson (1992); Geyer (1999), \( \alpha(\log \theta_0)/\alpha(\log \theta) = E_{\log \theta_0} \exp[\frac{1}{2} \langle s(x) \rangle^T \log \theta - \log \theta_0] \) and the log likelihood ratio can be written as

\[
\ell(\theta) = \langle t(x) \rangle^T (\theta - \theta_0) - \log E_{\theta_0} \exp[\frac{1}{2} \langle t(x) \rangle^T (\theta - \theta_0)]
\]

from which we derive the score equations \( \nabla \ell(\theta) = \langle t(x) \rangle - E_{\theta_0}(Y) \) and the Fisher information matrix \( \nabla^2 \ell(\theta) = \text{Var}_{\theta_0}(Y) \). In summary, the maximum likelihood equations \( E_{\theta_0}(Y) = \langle t(x) \rangle \) state that under \( \hat{\theta} \), the expected values of the sufficient statistics must be equal to the observed values. Now, since the covariance matrix of \( Y \) is positive definite, equation (17) is concave in \( \theta \). Therefore, provided the score equations have a solution \( \hat{\theta} \in \mathbb{R}^\gamma \), a unique maximum likelihood estimator exists and equals \( \hat{\theta} \). Otherwise, a maximum may be found on the boundary of the parameter space.

This equation can be solved to obtain an approximation of the maximum likelihood estimation \( \hat{\theta} \) using a Monte Carlo approximation (Geyer & Thompson 1992; Geyer 1994, 1999). The resulting estimation is distributed as

\[
\sqrt{m} (\theta - \theta_0) = N(0, I(\hat{\theta})^{-1} \Sigma I(\hat{\theta})^{-1}),
\]

where \( m \) is the number of used samples of \( p_\theta(x) \). We estimate the Fisher information matrix \( I(\hat{\theta}) = \text{Var}_{\theta_0}(x) = -\nabla^2 \ell(\theta) \) with \( -\nabla^2 \ell(\hat{\theta}) \) and \( \Sigma \) is the asymptotic covariance matrix of the normalised Monte Carlo score \( \sqrt{m} \nabla m(\hat{\theta}) \). This matrix is estimated as well using the generated samples:

\[
\hat{\Sigma} = \frac{C_m}{\sum_{i=1}^m \exp[t(Y)_i^T (\hat{\theta}_m - \theta)]^{\gamma}},
\]

where \( C_m \) is the empirical covariance matrix of \( (t(x) - t(Y)) e^{t(Y)_i^T (\hat{\theta}_m - \theta)_0} \).

It is important to choose an initial value \( \theta_0 \) that is not too far from the maximum likelihood estimator. In this work we generate a large number of samples using known parameters \( \theta \). Then these parameters are estimated using the resulting sufficient statistics \( \theta_0 \). The \( m \) samples used in the Monte Carlo calculations are generated a posteriori using the estimated \( \theta \) value.

### 5 MODEL CHOICE

Once the posterior distribution is sufficiently mapped, we can estimate the maximum a posteriori (MAP) as the best fit parameters, perform statistical inference and validate the obtained results. The used techniques are as follows.

#### 5.1 Residuals analysis

The calculation of the residuals is based on the observation minus predicted comparison. We use the fitted model to estimate the expected number of points in a region and compare it with reality. Average zero residuals are guaranteed by construction and we can use residuals to detect over and underestimations of the model. Details can be found in Baddeley et al. (2005). The residuals definition used in this work are the raw residuals. For an estimated model \( \hat{\lambda}_\theta \) we have:

\[
R(B, 1, \hat{\theta}) = n(x \cap B) - \int_B \hat{\lambda}_\theta(u; x) \, du
\]

Following the general strategy of the point processes analysis, the residuals can be evaluated as well at the empty location \( u \). The absence of points at these locations is also informative.

#### Smoothed residuals plots

The above defined residuals can be calculated for all \( u \in W \) points and therefore we can create plots to visualise the quality of our fitting. If the model is well fitted, one expects to find an uncorrelated distribution in the residual map, with no correlations between the values of the residuals and the locations of the data points. Residuals must be of low amplitude compared with the conditional surface density function and must oscillate around zero. Since we are using three dimensional point processes, we will use as integrating regions \( B \) the volume covered by small cubes whose residuals will be summed along axis \( Y \).

However, for the proper visualisation of the residual map, a smoothing should be done. When evaluated for a large amount of \( u \) points in \( W \) the map may appear too atomised, showing values
close to 1 when we are close to a data point, and close to 0 for the rest. We proceed with a smoothing of the map, understanding that the shape of the structures in the pattern and its general trend are bigger than the area occupied by our numerical integration cells. A spatial distribution \( x \) in \( W \) with \( N \) points can be smoothed by

\[
\lambda^s(u) = \sum_{i=1}^{N} \kappa_\omega(u - x_i) e(x_i; x \setminus \{x_i\}), \quad u \in W
\]  

(22)

where the kernel function \( \kappa_\omega \) is the Gaussian filter for a bandwidth \( \omega \). The density field \( \lambda^s \) is an estimation of the local density of the distribution for every location \( u \) that involves all the existing points \( x_i \) in \( x \).

Similarly, we define the smoothed version of the estimated intensity function as

\[
\lambda^l(u) = \int_W \kappa_\omega(u - v) e(u; x) \lambda_0(v) dv
\]  

(23)

The final smoothed residuals are

\[
s(u) = \lambda^s(u) - \lambda^l(u)
\]  

(24)

The computation of these residuals involves several details that can be fully consulted in Baddeley et al. (2005). The smoothed residuals are integrated in a weighted calculation with edge corrections. It is important to note that the comparison between \( \lambda^s \) and \( \lambda^l \) is not direct since \( \lambda^s \) is the data density field and \( \lambda^l \) is the conditional probability density function. \( \lambda^l \) might be interpreted as the probability of finding a point in a location \( u \) given the rest of the data.

5.2 Q-Q plots

The quantile-quantile plot of residuals compares the residuals obtained from the analysed data set and those predicted by the theoretical distribution. Baddeley et al. (2005) recommend this test as a useful diagnostic for assessing the modelling of the interaction part of the model.

The residual values obtained with function \( s(u) \) are ordered and compared with those from the model. Using MH and the estimated parameters \( \hat{\theta} \) from our original data set we generate several simulated samples (typically a hundred). If the model is correct and \( \hat{\theta} \) are well estimated, those simulations should be realisations of the same stochastic process. Using the best fit parameters we calculate the \( s(u) \) residuals as well. When ordering these values we should obtain similar results to those of the original data set. A confidence region is created by selecting the 2.5% and the 97.5% quantiles of the simulated residuals.

Then we plot the data quantile (Y axis) against the averaged simulations quantiles (X axis) together with the confidence region limits (in red). Interpretation of this plot is highly informative but complex. Details can be found on Baddeley et al. (2016).

6 RESULTS

In this section we present the different results obtained with our data set, for the best fit estimated model parameters. For better understanding of our results we estimate the four proposed models: the spline model (i.e., an Inhomogeneous Poisson process with no interaction) and the trend plus interaction models: Geyer, Connected Components and Area Interaction.

As explained in section 4.1, we proceed to estimate the interaction models for radii \( r = 0.5 \, h^{-1} \) Mpc to \( 2.5 \, h^{-1} \) Mpc with steps of 0.5. The obtained parameters are presented in Tables 2–4 and Figures 2–4, and described below.

Inhomogeneous Poisson process

This first model uses only the spline intensity function as introduced in equation (5) with constant interaction function \( h(x_i, x_j) = 1 \).

We have two sufficient statistics \( s(x) = (956, 1259.33) \) and no dependency on the radius, hence we only have to estimate the model once. For our galaxy sample the resulting parameters are \( \log \beta_1 = -0.34 \pm 0.05 \) and \( \log \beta_2 = 1.32 \pm 0.03 \). The splines intensity parameter, \( \beta_2 \) is positive and dominant, which creates a pattern where most of the galaxies are distributed along the splines. This is in agreement with observations, where galaxies are mostly concentrated around filaments and only a few are scattered outside. The later are generated in our model by the much smaller parameter \( \beta_1 \), i.e., with a weaker impact.

Geyer model

It is known that galaxy interactions inside clusters or filaments are far from linear. This justifies the inclusion of a new component in our model, an interaction component. We start with the Geyer model, where interactions between points are determined by distance separation. With this model, galaxies are understood to cluster at distances below an interaction radius, while showing an independent Poisson-like distribution for greater distances. To prevent a non integrable accumulation of galaxies the saturation limit is fixed at \( r = 2 \).

The estimated parameters can be seen in Table 2 and their box plot distributions are in Figure 2. The results indicate a negative correlation between the intensity parameters (\( \log \beta_1 \) and \( \log \beta_2 \) and \( \log \gamma \) (level of interaction) for distances below \( 2.5h^{-1} \) Mpc. This is expected since high values of \( \log \gamma \) contribute to aggregate more points in denser regions and, as a consequence, the other parameters need to be smaller to compensate the effect and maintain the total number of points \( N \). In addition, \( \log \gamma \) takes value 0 for interaction distance \( r \) around \( 2.5h^{-1} \) Mpc, meaning that the clustered structures found by the Geyer model in our data set have sizes smaller than this range, this is in agreement with the Markov radius found in section 4.1. Interestingly, parameter \( \beta_2 \) reaches a constant value for distances greater or equal than this range. In Tempel et al. (2014a), the authors use radius \( 3h^{-1} \) to create the filaments used in this work. The thickness of filaments in the cosmic web is thought to be of that scale, as supported by Pimbblet et al. (2004); Smith et al. (2012). As a conclusion, the Geyer model produce results compatible with our understanding of the cosmic web distribution.

Connected Components model

The best fit parameters obtained with the Connected Components model are shown in Table 3 and Figure 3. They have a similar interpretation to those obtained with the Geyer model. Both models are made to increase the level aggregation by increasing the number of points inside an overdensity (clusters grow in density, not in size). When \( \gamma > 1 \), this model penalises the creation of independent components, this is, isolated groups of galaxies. Given a cluster in a Connected Components process, a hypothetical new point inside that cluster has higher probabilities of belonging to the process than an isolated one. This creates the same anticorrelation effect as in the
However, a variation is found for the intensity parameters: while the behaviour when compared with the previous models. At small scales, interaction level determined by parameter $\gamma$. This way the cluster grows in size around the filaments with an interaction level determined by parameter $\log \gamma$.

The results, shown in Table 4 and Figure 4, show a different behaviour when compared with the previous models. At small scales (below $3h^{-1}$ Mpc) the interaction parameter remains approximately constant: $\log \gamma$ is significantly different from zero, proving the presence of a clustering process, but no dependence with radius is found. However, a variation is found for the intensity parameters: while $\log \beta_1$ decreases with radius from 0.5 to $3h^{-1}$ Mpc, the $\log \beta_2$ parameter shows a minimum between $r = 1$ and $1.5h^{-1}$ Mpc. Given a constant level of aggregation ($\log \gamma = 4.3$), we can imagine galaxy clustering determined by this parameter in a stationary process. At a constant level of aggregation ($\log \gamma = 4.3$), we can imagine galaxy clustering determined by this parameter as a critical point for $\log \beta_2$.

After $3h^{-1}$ Mpc, the opposite effect is found, with $\log \beta_1$ nearly constant and $\log \gamma$ rapidly decreasing, taking negative values (i.e., repulsive pattern). The $\log \beta_2$ takes instead bigger values again to populate the process. As with the previous models, we will not consider repulsive patterns as good descriptors of our galaxy sample.

### Table 2. Best fit parameters for Geyer model with different interaction radii.

| $r$ (h$^{-1}$ Mpc) | Geyer model | $\log \beta_1$ | $\log \beta_2$ | $\log \gamma$ |
|-------------------|-------------|----------------|----------------|---------------|
| 0.5               | $-2.22 \pm 0.08$ | $0.77 \pm 0.03$ | $1.48 \pm 0.03$ |               |
| 1                 | $-2.53 \pm 0.1$ | $0.74 \pm 0.04$ | $1.01 \pm 0.04$ |               |
| 1.5               | $-2.13 \pm 0.14$ | $0.96 \pm 0.04$ | $0.64 \pm 0.05$ |               |
| 2                 | $-0.85 \pm 0.18$ | $1.25 \pm 0.05$ | $0.2 \pm 0.07$ |               |
| 2.5               | $0.16 \pm 0.19$ | $1.37 \pm 0.04$ | $-0.2 \pm 0.08$ |               |
| 3                 | $0.9 \pm 0.2$ | $1.43 \pm 0.04$ | $-0.58 \pm 0.09$ |               |
| 3.5               | $1.5 \pm 0.3$ | $1.39 \pm 0.04$ | $-0.89 \pm 0.12$ |               |
| 4                 | $2.2 \pm 0.3$ | $1.41 \pm 0.05$ | $-1.24 \pm 0.13$ |               |
| 4.5               | $2.9 \pm 0.3$ | $1.37 \pm 0.05$ | $-1.58 \pm 0.12$ |               |
| 5                 | $3.2 \pm 0.4$ | $1.36 \pm 0.04$ | $-1.8 \pm 0.2$ |               |

### Table 3. Best fit parameters for Connected Components model with different interaction radii.

| $r$ (h$^{-1}$ Mpc) | Connected Components model | $\log \beta_1$ | $\log \beta_2$ | $\log \gamma$ |
|-------------------|-----------------------------|----------------|----------------|---------------|
| 0.5               | $-2.34 \pm 0.02$ | $0.69 \pm 0.03$ | $3.43 \pm 0.07$ |               |
| 1                 | $-2.45 \pm 0.05$ | $0.77 \pm 0.04$ | $1.83 \pm 0.08$ |               |
| 1.5               | $-1.45 \pm 0.07$ | $1.06 \pm 0.05$ | $0.74 \pm 0.09$ |               |
| 2                 | $0.01 \pm 0.07$ | $1.38 \pm 0.05$ | $-0.28 \pm 0.1$ |               |
| 2.5               | $0.84 \pm 0.07$ | $1.46 \pm 0.04$ | $-1.08 \pm 0.13$ |               |
| 3                 | $1.46 \pm 0.06$ | $1.45 \pm 0.04$ | $-1.65 \pm 0.16$ |               |
| 3.5               | $1.56 \pm 0.07$ | $1.41 \pm 0.05$ | $-2 \pm 0.19$ |               |
| 4                 | $2.09 \pm 0.07$ | $1.39 \pm 0.04$ | $-2.4 \pm 0.2$ |               |
| 4.5               | $2.6 \pm 0.07$ | $1.34 \pm 0.05$ | $-3 \pm 0.3$ |               |
| 5                 | $2.44 \pm 0.07$ | $1.36 \pm 0.05$ | $-2.9 \pm 0.4$ |               |

**Area Interaction model**

The Area Interaction model has a different functioning. The cluster is defined in terms of volume domination or occupancy. Structures grow in size more than intensity, adding new points to the borders. This way the cluster grows in size around the filaments with an interaction level determined by parameter $\log \gamma$.

The results, shown in Table 4 and Figure 4, show a different behaviour when compared with the previous models. At small scales (below $3h^{-1}$ Mpc) the interaction parameter remains approximately constant: $\log \gamma$ is significantly different from zero, proving the presence of a clustering process, but no dependence with radius is found. However, a variation is found for the intensity parameters: while $\log \beta_1$ decreases with radius from 0.5 to $3h^{-1}$ Mpc, the $\log \beta_2$ parameter shows a minimum between $r = 1$ and $1.5h^{-1}$ Mpc. Given a constant level of aggregation ($\log \gamma = 4.3$), we can imagine galaxy clustering determined by this parameter in a stationary process. At a constant level of aggregation ($\log \gamma = 4.3$), we can imagine galaxy clustering determined by this parameter as a critical point for $\log \beta_2$.

After $3h^{-1}$ Mpc, the opposite effect is found, with $\log \beta_1$ nearly constant and $\log \gamma$ rapidly decreasing, taking negative values (i.e., repulsive pattern). The $\log \beta_2$ takes instead bigger values again to populate the process. As with the previous models, we will not consider repulsive patterns as good descriptors of our galaxy sample.

### 6.1 Model quality

Regarding the quality of the models, we present in Figure 5 the smoothed residuals and the Q-Q plots (see section 5.1). In the residual maps, we show axes X and Z of the galaxy sample with residuals summed over axis Y. This allows us to detect any fitting issue locally, and clearly identify which structures are worse fitted by the model.
the interaction models we calculated the residuals with multiple radii and chose \( r = 1 \, h^{-1}\text{Mpc} \) as the best fitting radius, therefore, we show the results with this radius. In these plots we compare the distribution of the residuals after estimating a model. If a model is correctly describing a data set, the amplitude and distribution of the residuals should be similar when estimating the real data set or a realisation of the model. The red lines in the Q-Q plots represent the 95% confidence region for our model realisations, while the black line corresponds to the residuals obtained with the model. As all residuals are 0 on average, all curves cross at (0,0). However, for other values the black curve is significantly outside the confidence region. Again, the Area Interaction model shows the best agreement, with small underdensities (negative values of the curves) and values inside the confidence region. In our opinion, this proves a satisfactory modelling of the data set for regions outside the clusters, where residuals have smaller values (white or bluish in the figure). These regions correspond to the large scales, where galaxy distances are higher. However, for clusters and other overdensities, all the models show a departure from the data, with an underestimate of the real intensity of points. As said, this is mainly due to the presence of dense structures at ranges below the 1 \( h^{-1}\text{Mpc} \).

7 CONCLUSIONS

This work proposes a new methodological approach to fit Gibbs point processes to characterise galaxy distributions. To the best of our best knowledge, this is the first time that interacting inhomogeneous Gibbs point processes are fitted to this type of data conditionally on the filaments pattern (see Li & Barmby 2021 for a similar work on star clusters). The work is important because it completes the existing work on filaments detection in the galaxy distribution. This opens the question related to the possibility of building new methodologies for analysing cosmological data that are able to simultaneously detect patterns and estimate their characteristics. Some necessary steps are to be mentioned before tackling such an ambitious perspective. First, the improvement of the model fitting by considering multiple interactions. Second, the improvement of the computational efficiency in order to be able to test this method on larger data sets by considering parallelisation of the existing algorithms.

In this work we tried to obtain a satisfactory model for the galaxy distribution. This was done on a single data set of 956 galaxies from the SDSS DR8, and three different intensity plus interaction Gibbs models. We have proved that the intensity component, based on the proximity of galaxies to the filaments is necessary to correctly describe the large scale structure of the galaxy distribution. However, this intensity-only model lacks an interaction component, necessary to describe the way galaxies condition their distribution to other neighbours. This is a distance based interaction, which Tempel et al. (2014a) found around 1.5\( h^{-1}\text{Mpc} \) for filaments. For this interaction radius, the estimated model parameters are significantly greater than zero for all models, indicating the necessary contribution of each component to the model and a clustering pattern.

| \( r \ (h^{-1}\text{Mpc}) \) | \( \log \beta_1 \) | \( \log \beta_2 \) | \( \log \gamma \) |
|-----------------|----------------|----------------|----------------|
| 0.5             | 2.45 ± 0.04    | 1.02 ± 0.03    | 3.82 ± 0.13    |
| 1               | 0.84 ± 0.03    | 0.59 ± 0.03    | 4.371 ± 0.017  |
| 1.5             | −0.12 ± 0.04   | 0.58 ± 0.03    | 4.473 ± 0.009  |
| 2               | −0.56 ± 0.05   | 0.69 ± 0.04    | 4.863 ± 0.005  |
| 2.5             | −0.63 ± 0.07   | 0.95 ± 0.05    | 4.969 ± 0.004  |
| 3               | −0.48 ± 0.07   | 1.15 ± 0.06    | 4.013 ± 0.006  |
| 3.5             | −0.39 ± 0.07   | 1.28 ± 0.05    | 1.315 ± 0.005  |
| 4               | −0.36 ± 0.07   | 1.39 ± 0.05    | −2.013 ± 0.005 |
| 4.5             | −0.31 ± 0.07   | 1.43 ± 0.05    | −7.131 ± 0.004 |
| 5               | −0.3 ± 0.3     | 1.4 ± 0.3      | −11.345 ± 0.011 |

Table 4. Best fit parameters for Area Interaction model with different interaction radii.
Another distance of interest is what we call the transition distance, which we find around $3h^{-1}$ Mpc. For interaction ranges greater than distance, the sufficient statistics of our models stabilise at constant values, showing no dependence with the interaction range.

In Tempel et al. (2018) the authors use a combination of the Strauss and Area Interaction model to detect clusters of galaxies and other structures. We stick to this model, Area Interaction, and discuss the possible cosmological implications of such a model.

Area Interaction processes have to be understood as a volume domination process: for each point or galaxy in the process, a sphere of radius $r$ centred on it is considered. Hence, when a new point is considered, the model treats differently locations already covered by spheres than those in not yet covered volumes. For clustering processes this creates a pattern where overdensities, such as clusters and filaments, tend to grow by accreting new galaxies to their borders, where uncovered volume can be covered. This mechanism defines clusters in Area Interaction processes as structures growing in size more than density. This is therefore the characterisation obtained for our structures in this analysis.

However, this model is conditioned by the chosen interaction radius. This range works as a rule of measure, and no structures smaller than this distance can be correctly described by the model. Previous works Tempel et al. (2014a) support the value $r = 1.5h^{-1}$ Mpc for an interaction radius. Therefore, dense clusters and groups of galaxies with pairs of galaxies separated by smaller distances would be systematically underestimated by the model.

The definition of the Area Interaction model as based in the volume dominance of a central galaxy makes it comparable to the Halo Occupation Distribution (HOD, Cooray & Sheth 2002; Berlind & Weinberg 2002; Berlind et al. 2003; Kravtsov et al. 2004). This model defines the probability distribution for a dark matter halo of mass $M$ to host a number $N$ of galaxies (which could be associated in this context to subhalos). A possible approach to this model distinguishes two separated galaxy populations: central halo galaxies (zero or one per halo) and satellite galaxies within halos, which are separately modeled by the HOD (Guzik & Seljak 2002). In its most simple formalism of this distribution, central galaxies can be modeled as a step function. Then, halos with masses below a threshold $M_{\text{min}}$ are expected to contain zero galaxies, while those with higher masses will contain one central galaxy on average. Satellite galaxies are then added with its number having a power-law dependence on the halo mass $M$, and their spatial distribution inside the halo following its matter density profile. Given that within the halo model there is a one-to-one relation between the mass of a halo and its corresponding virial radius, this dependence of $N$ on $M$ could be also interpreted as a dependence on the size of the halo. In addition, the HOD proves that the formation of halos and their subsequent merging and dynamical evolution are the main processes shaping galaxy clustering.

The Area Interaction model partially reproduces the central halo galaxies distribution, creating a sphere around every galaxy and merging them to define covered locations. Although no mass threshold is used in our work and each galaxy holds its own halo, this partial similarity with the HOD formalism encourages our preference for the Area Interaction model. The comparison with the HOD suggests new improvements for future works, such as using marked point processes to distinguish between galaxies of different masses or combining different models for central and satellite galaxies. Additionally, for a future work, we aim to improve our model with a combination of an Area Interaction process with a Strauss process, as used by Tempel et al. (2018). This model is expected to correct the underestimation at small scales.
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