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ABSTRACT

Despite their similar meanings, near-synonyms may have different usages in different contexts. For second language learners, such differences are not easily grasped in practical use. In this paper, we develop a computer-assisted near-synonym learning system for Chinese English-as-a-Second-Language (ESL) learners using two automatic near-synonym choice techniques: pointwise mutual information (PMI) and n-grams. The two techniques can provide useful contextual information for learners, making it easier for them to understand different usages of various English near-synonyms in a range of contexts. The system is evaluated using a vocabulary test with near-synonyms as candidate choices. Participants are required to select the best near-synonym for each question both with and without use of the system. Experimental results show that both techniques can improve participants’ ability to discriminate among near-synonyms. In addition, participants are found to prefer to use the PMI in the test, despite n-grams providing more precise information.
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1 Introduction

Near-synonym sets represent groups of words with similar meanings, which can be derived from existing lexical ontologies such as WordNet (Fellbaum, 1998), EuroWordNet (Rodríguez et al., 1998), and Chinese WordNet (Huang et al., 2008). These are useful knowledge resources for many applications such as information retrieval (IR) (Moldovan and Mihalcea, 2000; Navigli and Velardi, 2003; Shlrl and Revle, 2006; Bhogal et al., 2007) and computer-assisted language learning (CALL) (Cheng, 2004; Inkpen, 2007; Ouyang et al., 2009; Wu et al., 2010). For instance, in CALL, near-synonyms can be used to automatically suggest alternatives to avoid repeating the same word in a text when suitable alternatives are available in its near-synonym set (Inkpen, 2007). Although the words in a near-synonym set have similar meanings, they are not necessarily interchangeable in practical use due to their specific usage and collocational constraints (Wible et al., 2003; Futagia et al., 2008). Consider the following examples.

(1) {strong, powerful} coffee (Pearce, 2001)
(2) ghastly {error, mistake} (Inkpen, 2007)

Examples (1) and (2) both present an example of collocational constraints for the given contexts. For instance, in (1), the word strong is more suitable than powerful in the context of “coffee”, since “powerful coffee” is an anti-collocation. These examples indicate that near-synonyms may have different usages in different contexts, and such differences are not easily captured by second language learners. Therefore, this study develops a computer-assisted near-synonym learning system to assist Chinese English-as-a-Second-Language (ESL) learners to better understand different usages of various English near-synonyms.

To this end, this study exploits automatic near-synonym choice techniques (Edmonds, 1997; Inkpen, 2007; Gardiner and Dras, 2007, Islam and Inkpen, 2010; Wang and Hirst, 2010; Yu et al., 2010a; 2010b; 2011) to verify whether near-synonyms match the given contexts. Figure 1 shows an example of near-synonym choice. Given a near-synonym set and a sentence containing one of the near-synonyms, the near-synonym is first removed from the sentence to form a lexical gap. The goal is to predict an answer (i.e., best near-synonym) to fill the gap from the near-synonym set according to the given context. The pointwise mutual information (PMI) (Inkpen, 2007; Gardiner and Dras, 2007), and n-gram based methods (Islam and Inkpen, 2010; Yu et al., 2010b) are the two major approaches to near-synonym choice. PMI is used to measure the strength of co-occurrence between a near-synonym and individual words appearing in its context, while n-grams can capture contiguous word associations in the given context. Both techniques can provide useful contextual information for the near-synonyms. This study uses both techniques to implement a system with which learners can practice discriminating among near-synonyms.

**Sentence:** This will make the _____ message easier to interpret. (Original word: error)
**Near-synonym set:** {error, mistake, oversight}

FIGURE 1 – Example of near-synonym choice.

2 System Description

2.1 Main Components

1) **PMI:** The pointwise mutual information (Church and Hanks, 1991) used here measures the co-occurrence strength between a near-synonym and the words in its context. Let \(w_i\) be a word in the context of a near-synonym \(NS_j\). The PMI score between \(w_i\) and \(NS_j\) is calculated as

\[
\text{PMI}(w_i, NS_j) = \frac{p(w_i, NS_j)}{p(w_i) p(NS_j)}
\]
\[ PMI(w_i, NS_j) = \log_2 \frac{P(w_i, NS_j)}{P(w_i)P(NS_j)}, \]  
where \( P(w_i, NS_j) = C(w_i, NS_j)/N \) denotes the probability that \( w_i \) and \( NS_j \) co-occur; \( C(w_i, NS_j) \) is the number of times \( w_i \) and \( NS_j \) co-occur in the corpus, and \( N \) is the total number of words in the corpus. Similarly, \( P(w_i) = C(w_i)/N \), where \( C(w_i) \) is the number of times \( w_i \) occurs, and \( P(NS_j) = C(NS_j)/N \), where \( C(NS_j) \) is the number of times \( NS_j \) occurs. All frequency counts are retrieved from the Web 1T 5-gram corpus. Therefore, (1) can be re-written as

\[ PMI(w_i, NS_j) = \log_2 \frac{C(w_i, NS_j) \cdot N}{C(w_i)C(NS_j)}. \]  

The PMI score is then normalized as a proportion of \( w_i \) occurring in the context of all near-synonyms in the same set, as shown in Eq. (3).

\[ \overline{PMI}(w_i, NS_j) = \frac{PMI(w_i, NS_j)}{\sum_{j=1}^{K} PMI(w_i, NS_j)}, \]  

where \( \overline{PMI}(w_i, NS_j) \) denotes the normalized PMI score, and \( K \) is the number of near-synonyms in a near-synonym set.

2) **N-gram:** This component retrieves the frequencies of \( n \) (2~5) contiguous words occurring in the contexts from the Web 1T 5-gram corpus.

### 2.2 System Implementation

Based on the contextual information provided by the PMI and N-gram, the system implements two functions: contextual statistics and near-synonym choice, both of which interact with learners. The system can be accessed at [http://nlptm.mis.yzu.edu.tw/NSLearning](http://nlptm.mis.yzu.edu.tw/NSLearning).

1) **Contextual statistics:** This function provides the contextual information retrieved by PMI and N-gram. This prototype system features a total of 21 near-synonyms grouped into seven near-synonym sets, as shown in Table 1. Figure 2 shows a screenshot of the interface for contextual information lookup. For both PMI and N-gram, only the 100 top-ranked items are presented.

2) **Near-synonym choice:** This function assists learners in determining suitable near-synonyms when they are not familiar with the various usages of the near-synonyms in a given context. Learners can specify a near-synonym set and then input a sentence with "*" to represent any near-synonym in the set. The system will replace "*" with each near-synonym, and then retrieve the contextual information around "*" using PMI and N-gram, as shown in Fig. 3. For PMI, at most five context words (window size) before and after "*" are included to compute the normalized PMI scores for each near-synonym. In addition, the sum of all PMI scores for each near-synonym is also presented to facilitate learner decisions. For N-gram, the frequencies of the \( n \)-grams (2~5) containing each near-synonym are retrieved.

| No. | Near-Synonym sets            | No. | Near-Synonym sets                  |
|-----|-------------------------------|-----|------------------------------------|
| 1   | difficult, hard, tough        | 2   | error, mistake, oversight          |
| 3   | job, task, duty               | 4   | responsibility, burden, obligation, commitment |
| 5   | material, stuff, substance    | 6   | give, provide, offer               |
| 7   | settle, resolve               |     |                                    |

**Table 1 – Near-synonym sets.**
3 Experimental Results

3.1 Experiment Setup

1) Question design: To evaluate the system, we designed a vocabulary test with near-synonyms as candidate choices. The vocabulary test consisted of 50 questions with a single correct answer for the 21 near-synonyms, where each near-synonym had at least two questions. The remaining eight randomly selected near-synonyms had three questions each. Each question was formed from a sentence selected from the British National Corpus (BNC). Figure 4 shows a sample question. For each question, the original word removed was held as the correct response.
Question: He wanted to do a better _____ than his father had done with him.
A. job    B. task    C. duty

Questionnaire 1: How much did you depend on the system to answer the question?
☐ 1 (Not at all dependent) ☐ 2 ☐ 3 ☐ 4 ☐ 5 (Completely dependent)

Questionnaire 2: Which method did you use in the test? ☐ PMI    ☐ N-gram

Figure 4 – Sample question in the vocabulary test. The original word in the lexical gap is job.

2) Test procedure: In testing, participants were asked to propose an answer from the candidate choices, first in a pre-test without use of the system, and then in a post-test using the system. To obtain detailed results, participants were requested to provide two feedback items after completing each question, as shown in Figure 4. The first item is a 5-point scale measuring the degree to which the participant felt reliant on the system during the test, and reflects participants’ confidence in answering questions. In the second item, participants were asked to indicate which method, PMI or n-grams (or both or none) provided the most useful contextual information.

3.2 Evaluation Results

A total of 30 non-native English speaking graduate students volunteered to participate in the test. Experimental results show that the participants scored an average of 44% correct on the pre-test. After using the system, this increased substantially to 70%. This finding indicates that the use of the system improved participants’ ability to distinguish different usages of various near-synonyms. We performed a cross analysis of the two questionnaire items against the 1500 answered questions (i.e., 30 participants each answering 50 questions) in both the pre-test and post-test, with results shown in Table 2. The columns $C_{pre} / C_{post}$, $C_{pre} / \bar{C}_{post}$, $\bar{C}_{pre} / C_{post}$, and $\bar{C}_{pre} / \bar{C}_{post}$ represent four groups of questions partitioned by their answer correctness, where $C_*$ and $\bar{C}_*$ respectively denote questions answered correctly and incorrectly in the pre-test or post-test. The rows labeled Without_system and With_system represent two groups of answered questions partitioned according to participants’ ratings on the first questionnaire item, where Without_system represents ratings of 1 and 2, and With_system represents ratings of 3–5.

For Without_system, around 36% (536/1500) questions in the post-test were answered without use of the system due to high confidence on the part of participants. As shown in Fig. 5, around 59% (315/536) of these questions were answered correctly in both the pre-test and post-test, while only 28% (151/536) were answered incorrectly in both the pre-test and post-test, indicating that participants’ confidence in their ability to answer certain questions correctly was not misplaced. The remaining 13% of questions provided inconsistent answers between the pre-test and post-test. For With_system, around 64% (964/1500) questions answered using the system in the post-test. Of these questions, around 46% (448/964) were answered incorrectly in the pre-test but were corrected in the post-test, indicating that participants had learned useful contextual information from the system. Around 25% (244/964) of questions answered correctly in the pre-

|                   | $C_{pre} / C_{post}$ | $C_{pre} / \bar{C}_{post}$ | $\bar{C}_{pre} / C_{post}$ | $\bar{C}_{pre} / \bar{C}_{post}$ | Total   |
|-------------------|----------------------|-----------------------------|-----------------------------|---------------------------------|---------|
| Without_system    | 315                  | 21                          | 49                          | 151                             | 536     |
|                   |                      |                             |                             |                                 | 1500    |
| With_system       | 244                  | 78                          | 448                         | 194                             | 964     |
|                   |                      |                             |                             |                                 | 824     |
| PMI               | 91                   | 51                          | 239                         | 100                             | 481     |
| N-gram            | 93                   | 19                          | 177                         | 54                              | 343     |

Table 2 – Cross analysis of questionnaire items against answered questions.

513
test were also answered correctly in the post-test because participants became more confident after double-checking their proposed answers with the system. Only 8% (78/964) of questions answered correctly in the pre-test were answered incorrectly in the post-test, and the remaining 20% of questions answered incorrectly in the pre-test were still incorrect in the post-test. A possible explanation is that the system does not always provide perfect results. In some cases, the system may provide ambiguous information, such as when the given context is too general. In such cases, participants may propose incorrect answers despite having used the system.

3.3 Comparison of PMI and N-gram

Table 2 shows that there were a total of 824 questions with feedback on the second questionnaire item, where 58% of questions were answered based on PMI, and 42% based on N-gram, indicating that participants had a preference for PMI in the test. But, in fact, previous studies have shown that the 5-gram language model has an accuracy of 69.9%, as opposed to 66.0% for PMI (Islam and Inkpen, 2010), thus N-gram provides more precise information. Evaluation results of 50 questions were consistent with this discrepancy, showing the respective accuracies of N-gram and PMI to be 68% and 64%. Figure 6 shows the comparative results of PMI and N-gram. The percentages of both $C_{pre}/C_{post}$ and $\bar{C}_{pre}/C_{post}$ for N-gram were higher than those for PMI, and the percentages of both $C_{pre}/C_{post}$ and $\bar{C}_{pre}/C_{post}$ for N-gram were lower than those for PMI. Overall, N-gram use resulted in a correct/incorrect ratio of 79:21 in the post-test, as opposed to 69:31 for PMI, indicating that N-gram can assist participants in correctly answering more questions and producing fewer errors caused by ambiguous contextual information.

Conclusion

This study developed a computer-assisted near-synonym learning system using two automatic near-synonym choice techniques: PMI and N-gram, which can capture the respective individual and contiguous relationship between near-synonyms and their context words. Results show that both techniques can provide useful contextual information to improve participants’ ability to discriminate among near-synonyms. While participants had a preference for PMI, n-grams can provide more precise information. Future work will be devoted to enhancing the system by including more near-synonym sets and incorporating other useful contextual information.
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