Optimizing a Secure Two-Way Network with Non-Linear SWIPT, Channel Uncertainty, and a Hidden Eavesdropper
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Abstract: In this paper, the optimization of downlink beamforming vectors, uplink transmission power, and power-splitting factors is investigated for a secure two-way SWIPT network in the presence of a hidden eavesdropper and non-linear energy harvesting circuits over both perfect and imperfect channels. The eavesdropper is inactive, so its channel information is not available at the base stations (BSs). The purpose of artificial noise is to create downlink interference with the hidden eavesdropper as much as possible, while satisfying the quality of service for two-way communications. For perfect downlink channels, the semidefinite relaxation (SDR) technique is exploited, and the optimal matrices are proven to satisfy rank-1 conditions, thus providing the optimal beamforming vectors. For imperfect downlink channel state information, we propose an iterative algorithm with a penalty function to obtain the approximate rank-1 matrices. On uplink, we attain the optimal transmission power for users receiving maximum ratio transmission beamforming at the BSs. Eventually, the numerical experiments show the superiority of the proposed scheme, compared to a conventional scheme, in terms of signal-to-interference-plus-noise ratio at the eavesdropper.
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1. Introduction

In the novel fifth-generation (5G) network, there exist many potential techniques, such as full-duplexing, simultaneous wireless information and power transfer (SWIPT), and multiple-antenna arrays, to boost the efficiency of spectral and energy transmission as well as to eliminate bottlenecks for energy-constrained wireless users [1–5]. The full-duplex scheme provides the capability of bidirectional transmission over the same time and frequency. Thus, the two-way network can be designed with the potential twofold efficiency of spectral and energy. Moreover, [6] introduces three prospective multiple-antenna techniques including cell-free massive multiple-input multiple-output (MIMO), beamspace massive MIMO, and intelligent reflecting surfaces (IRS) in beyond 5G networks. The first one proposes many multiple-antenna access points that jointly provides services for a much smaller
number of users on the same wireless resource. The second one focuses on using the spatial structure of the channels and transceiver precoders to reduce the implementation complexity of massive MIMO while the last one exploits the controllable phase-shift of metasurfaces to change the main direction of the reflected signal with only small operational energy.

Along with enhancing spectral use, wireless users can harvest energy from a radio frequency (RF) source via SWIPT transmission to process information and prolong battery life. Stable and controllable SWIPT energy is extremely useful for networks with low-power devices, such as wireless sensor systems [5,7]. In addition, the energy users have difficulty harvesting a large amount of energy due to the exponential attenuation of RF waves in wireless propagation. Thus, the SWIPT signal normally has a strong power to guarantee for an energy harvesting (EH) threshold. A practical model of the EH circuit is a non-linear function of input signal power instead of the linear model of theoretical assumptions [8,9]. As a result, resource allocation for a non-linear SWIPT network needs to re-optimize system parameters to avoid the loss of energy and spectral efficiency. Naturally, the broadcast characteristic of wireless signals allows many devices to receive information and harvest energy. As a result, SWIPT communications are susceptible to attackers or eavesdroppers [10,11]. To improve physical layer security and SWIPT transmission efficiency, multiple-antenna techniques with the capability of focusing signals on the targets prevents eavesdroppers from intercepting information signals as much as possible [12,13]. In the following subsection, we present works related to multiple-input single-output (MISO) transceiver pairs in a two-way network, SWIPT with non-linear EH circuits, and physical layer security with hidden eavesdropper.

1.1. Related Works and Motivations

The multiple-antenna techniques and energy efficiency metrics are studied in wide areas such as cellular networks, wireless sensor networks, underwater acoustic sensor networks, ... In [14], the authors proposed the relay selection protocol and consecutive packets routing scheme to reduce the energy consumption in wake-up radio-enabled wireless sensor network instead of the SWIPT technique with energy harvesting. In [15], the energy was also saved by the proposed bidirectional prediction method in cloud-based underwater acoustic sensor network. Nevertheless, the combination of two-way multiple-antenna system and SWIPT to enhance energy efficiency and secure information have not considered yet. In two-way networks, several prior works have investigated how to optimize power and information efficiency with MISO transceivers [16–20]. Two-way MISO networks with one base station and multiple users were investigated to maximize harvested energy [16] or minimize total transmission power [17]. The S-procedure and the semidefinite relaxation (SDR) technique were applied to channels with imperfect channel state information (CSI). We observed that two-way networks of multiple MISO transceiver pairs have not been studied yet, and the problem of resource allocation is more complicated, since multiple transmitters generate a lot of interference with the receivers. In [18–20], the authors considered two-way MISO networks with one pair of MISO transceivers in the presence of an active external eavesdropper. The targets of sum secrecy rate maximization were investigated in CSI cases with a perfect channel, bounded errors, and moment-based random errors when the channel of the external eavesdropper is known at both transmitters. Although a hidden eavesdropper may exist, and can completely hide from the base station, in this case, some related works [21–23] injected artificial noise (AN) to protect the information and create interference with the eavesdropper. The transmitters try to use part of their power for the AN signal, while the remain power is reserved for information. In [24], the authors investigated the sum rate maximization in a two-way scenario of a multiple-antenna transceiver pair incorporated by the intelligent reflecting surface. The source precoders and IRS phase-shift matrix are jointly optimizing by an alternating approach. In [25], the secondary IoT controller provided the relay assistance for two-way communication of two primary users and served SWIPT for separate multiple information IoT devices and multiple energy harvesting IoT devices where our proposed two-way scheme is almost different with multiple transceiver pairs.
Almost all the related works have focused on known external or internal eavesdroppers. With an unknown eavesdropper, only a single base station with a single user, or multiple users in one-way networks, has been studied, whereas a scenario with multiple base stations and multiple users in a two-way network has not been investigated yet. In this paper, we consider a secure two-way network under non-linear SWIPT and both perfect and imperfect channels in the presence of a hidden eavesdropper, where multiple base station-user pairs communicate over the same band at the same time. The base stations are equipped with transmitting and receiving antenna arrays, and the users have a single receiving antenna and a single transmitting antenna. On downlink, AN is injected to secure the signals and disrupt the hidden eavesdropper.

1.2. Contributions and Organization

The target is to minimize total power on downlink and uplink to satisfy the signal-to-interference-plus-noise (SINR) threshold, the amount of energy harvesting on downlink, the SINR threshold on uplink, and the limited transmission power in two-way directions. Thus, the AN power is maximized to mask information and create interference against the eavesdropper. Our major contributions are described as follows.

- The model of a secure two-way SWIPT network with a non-convex power transmission minimization problem is proposed under the requirements of SINR and EH downlink thresholds, an SINR uplink threshold, a non-linear EH model, and limited transmission power for the base stations and users.
- In perfect channels, the SDR technique is exploited to make the optimization problem convex. The optimal beamforming vectors, power-splitting factors, and transmit powers are obtained, and SDR is proven to be tight.
- In imperfect channels, the S-procedure and penalty function are applied to solve and approximate rank-1 matrices in the downlink problem. On uplink, the Cauchy-Schwarz inequality is exploited to achieve the approximate convex problem.
- Finally, Monte Carlo numerical simulations show the performance of the proposed AN method is better than the conventional method without AN. We also present the impact of some parameters on secure results in both perfect and imperfect channels.

The rest of this paper is arranged as follows. The model of the two-way network is described in Section 2. The optimization problem and the solution for perfect channels are proposed in Section 3. In Section 4, we investigate a solution with a penalty function for imperfect channels. The numerical evaluations are presented in Section 5, followed by our conclusions in Section 6.

Notations: Boldface lowercase and uppercase letters represent vectors and matrices, respectively. $\mathbf{X}^H$, $\text{Tr}\,(\mathbf{X})$, and $\text{rank}\,(\mathbf{X})$ denote the conjugate transpose, trace, and rank of matrix $\mathbf{X}$, respectively. We represent with $\mathbf{X} \succeq 0$ and $\mathbf{X} \succ 0$ the positive semidefinite or positive definite, respectively. With $\|\mathbf{x}\|$ and $|\mathbf{x}|$, we denote the norm-2 of complex vector $\mathbf{x}$ and the absolute value of complex scalar $x$. We use $\mathbb{C}^{m \times n}$ to denote the space of $m \times n$ complex matrices. The identity matrix is denoted by $\mathbf{I}$ with the proper size. Finally, we denote with $\mathcal{CN}(\mathbf{x}, \Sigma)$ the distribution of a circularly symmetric complex Gaussian random vector with mean vector $\mathbf{x}$ and covariance matrix $\Sigma$. The tilde ‘∼’ means distributed as.

2. System Model

As shown in Figure 1, the considered two-way network includes multiple base station-mobile station (BS-MS) transceiver pairs where full-duplex antennas are equipped for both base stations and users. The base stations have two antenna arrays, with one of the $N$ antennas for transmitting, and one of the $N$ antennas for receiving. The users have two antennas with one for receiving signals and harvesting energy, and one for transmitting information to the corresponding base station. The BSs
with affordable energy can transfer both data and energy to users on downlink, and receive information from users on uplink.

![Diagram of secure two-way network with SWIPT and hidden eavesdropper.](image)

Figure 1. Secure two-way network with SWIPT and hidden eavesdropper.

On downlink, the channel state information vectors from base station BS$_k$ to mobile user MS$_l$, $\forall k, l \in \{1, \ldots, L\}$, are represented by $g_{kl} \in \mathbb{C}^{N \times 1}$. The CSI matrix of self-interference from the $N$ transmission antennas to the $N$ reception antennas at base station BS$_l$ is denoted by $T_l \in \mathbb{C}^{N \times N}$, $\forall l$. In Figure 1, the green and dark red lines denote the signals transferred from the base stations to the mobile users, and vice versa, respectively. On uplink, the CSI vectors from mobile user MS$_k$ to base station BS$_l$ are represented by $h_{kl} \in \mathbb{C}^{N \times 1}$, $\forall k, l$. The complex scalar, $u_l \in \mathbb{C}$, indicates a self-interference channel from the transmission antenna to the reception antenna at user MS$_l$, $\forall l$.

To obtain the downlink channels at the base station BSs and the uplink channels at the receivers MSs, there are two conventional methods where the first one is by estimating the reverse link channel based on the training signals from the BSs in the uplink or the MSs in the downlink, and the second one is to perform channel estimation (from the BSs to the MSs in the downlink or from the MSs to BSs in the uplink) and send CSI feedback via feedback channel [26–28]. Another method to save energy is proposed by one-bit feedback but only applied in wireless power transfer networks [28]. We note that the energy-constrained receivers MSs can consume part of the energy harvesting in the SWIPT downlink for transmitting training signals or processing complex baseband signal. Furthermore, there exists a tradeoff between the channel estimation accuracy and the energy consumption. It means that more spending energy for estimation may give the higher CSI accuracy and the larger harvested energy. Similar to [27], we suppose that the energy consumption of estimation at the receiver MSs is trivial compared to the harvested energy for simplicity.

In this work, we consider a security scenario where a hidden eavesdropper exists and overhears the information from the base stations to the mobile users. In particular, the CSI of the eavesdropper is not collected by the base stations, since it might stay silent to hide the attack. To protect the data messages, the base stations will inject artificial noise along with the data to disturb and degrade the eavesdropping performance. The transmitted signal from base station BS$_l$ to mobile user MS$_l$ in the $l$-th two-way transceiver pair is represented by $(b_l s_l + q_l)$, $\forall l$ where $b_l \in \mathbb{C}^{N \times 1}$ denotes the precoded beamforming vectors, $q_l \in \mathbb{C}^{N \times 1}$ represents the artificial noise signal with a Gaussian distribution, i.e., $q_l \sim \mathcal{CN}(0, Q_l)$ with covariance matrix $Q_l \succeq 0$. In addition, $s_l \in \mathbb{C}$ with average power $\mathbb{E}\{|s_l|^2\} = 1$ is the data symbol for proposed mobile user MS$_l$. Therefore, the average consumed power of base station BS$_l$ is formulated by $\|b_l\|^2 + \text{Tr}(Q_l)$. On uplink, mobile user MS$_l$ transmits
the signal, $\sqrt{\mathbb{P}}|\pi|_l$ with power $p_l \geq 0$ and data symbol $\pi_l \in \mathbb{C}$, where $E\left\{|\pi|_l^2\right\} = 1$. As a result, the downlink received signal at MS$_l$ is expressed as:

$$y_l = \frac{g^H_{l}}{\text{signal and art. noise}} \left( b_l s_l + q_l \right) + \sum_{k=1,k \neq l}^{L} \frac{g^H_{kl}}{\text{interferences from BSs}} \left( b_k s_k + q_k \right) + u_l \sqrt{\mathbb{P}}|\pi|_l + n_l$$

(1)

where $n_l \sim \mathcal{CN}(0, \sigma_l^2)$ indicates the Gaussian noise at the antenna of mobile user MS$_l$. The received signal is composed of the intended signal plus AN, the interference from other BSs, self-interference from the transmitting antenna, and antenna noise. Since user MS$_l$ knows its transmitting symbol, $\pi_l$, we assume that the self-interference, $u_l \sqrt{\mathbb{P}}|\pi|_l$, can be canceled completely.

To compensate for a portion of the consumed energy, MS$_l$ is equipped with a power-splitting circuit in order to simultaneously decode information and harvest power from the incoming signal. MS$_l$ splits the incoming signal into two streams, where the first stream, with energy fraction $\theta_l$, is used for decoding information, and the second, with energy fraction $(1 - \theta_l)$, is used for harvesting power. Then, the signal for receiving information at MS$_l$ is formulated as $y_{l,\text{ID}} = \sqrt{\theta_l} y_l + z_l$, where data processing at MS$_l$ generates noise, $z_l \sim \mathcal{CN}(0, \delta_l^2)$. The signal for harvesting energy is $y_{l,\text{EH}} = \sqrt{1 - \theta_l} y_l$. As a result, the SINR at mobile user MS$_l$ on downlink is expressed as:

$$\text{SINR}_l = \frac{\theta_l |g^H_{l} b_l|^2}{{\theta_l} \left( \sum_{k=1,k \neq l}^{L} |g^H_{kl} b_k|^2 + \sum_{k=1}^{L} g^H_{kl} Q_k g_{kl} + \sigma_l^2 \right) + \delta_l^2}$$

(2)

In the theoretical linear model of an EH circuit, the mobile nodes receive the total harvested power of the incoming signal, given as:

$$\text{EH}_{l,j} = (1 - \theta_l) \left( \sum_{k=1}^{L} |g^H_{kl} b_k|^2 + \sum_{k=1}^{L} g^H_{kl} Q_k g_{kl} + \sigma_l^2 \right)$$

(3)

To obtain (3), some manipulations are performed as Appendix A. In the practical non-linear model of an EH circuit, the harvested power of the mobile nodes is given by the logistic function [8,9]:

$$\text{EH}_{l,j} = \left( \frac{M_l}{1 + e^{-a_l \left( \text{EH}_{l,j} - b_l \right)}} - c_l \right) / d_l$$

(4)

$$c_l = \frac{M_l}{1 + e^{a_l b_l}}$$

(5)

$$d_l = 1 - \frac{1}{1 + e^{a_l b_l}}$$

(6)

where $M_l$ indicates the saturated harvested power, $a_l$ and $b_l$ represent the constant benefit provided by the data-fitting method at mobile node MS$_l$.

The hidden eavesdropper without channel information at the BSs tries to intercept the information from the BSs to the mobile nodes. We only consider a secure downlink scenario, since it is highly possible for an eavesdropper to attack the strong SWIPT signals from the BSs. The received SINR of the BS$_l$ signal at the eavesdropper is represented by:

$$\text{SINR}_{E,l} = \frac{\left|g^H_{E,l} b_l\right|^2}{\left( \sum_{k=1,k \neq l}^{L} |g^H_{E,k} b_k|^2 + \sum_{k=1}^{L} g^H_{E,k} Q_k g_{E,k} + \sigma_E^2 \right)}$$

(7)
where $g_{E,l}$ is the wiretap channel from BS$_l$, and $\sigma_E^2$ is the variance of noise at the eavesdropper for all $l$.

On uplink, the incoming signal at the receiving antennas of base station BS$_l$ is formulated as:

$$y_{B,l} = f_l^H \left( h_{ll} (\sqrt{p_l} A_l) + \sum_{k=1, k \neq l}^L h_{kl} (\sqrt{p_k} A_k) + T_l (b_l s_l + q_l) + m_l \right)$$  \hspace{1cm} (8)$$

where receiving unit-norm beamforming vectors, $\{f_l\}$, are used at the base stations to decode the symbols, and $m_l \in \mathbb{C}^{N \times 1}$ is the antenna noise vectors at BS$_l$ with $m_l \sim \mathcal{C}\mathcal{N} \left( 0, \sigma_E^2 I \right)$. Since BS$_l$ knows its transmitting symbol, $s_l$, and generates artificial noise, it is assumed to remove the self-interference completely. Therefore, the SINR at base station BS$_l$ is formulated by:

$$\text{SINR}_{B,l} = \frac{\left| f_l^H h_{ll} \sqrt{p_l} \right|^2}{\sum_{k=1, k \neq l}^L \left| f_l^H h_{kl} \sqrt{p_k} \right|^2 + \sigma_B^2 l}$$  \hspace{1cm} (9)$$

where $\sigma_B^2 l$ is the variance of additive noise at the receiving antenna array of BS$_l$.

3. Problem Formulation

The objective of this study is to minimize the total transmission downlink and uplink power under the limited transmit power at the base stations and users, based on the quality of service for the users and the base stations in terms of SINR and EH thresholds. It means that the AN power is supposed to maximize interference against the hidden eavesdropper. The precoding beamforming vectors, artificial noise, the power-splitting (PS) factors, and the transmission powers are achieved in the optimization problem as follows:

$$\begin{align*}
\text{minimize} & \quad \sum_{l=1}^L \| b_l \|^2 + \sum_{l=1}^L p_l \\
\text{s.t.:} & \quad \theta_l | g_{B,l}^H b_l |^2 \geq \gamma_l, \forall l \quad (10\text{a}) \\
& \quad \theta_l \left( \sum_{k=1, k \neq l}^L | g_{B,l}^H b_k |^2 + \sum_{k=1}^L g_{B,k}^H Q_k g_{B,k} + \sigma_E^2 \right) + \delta_l \geq 0 \quad (10\text{b}) \\
& \quad \text{EH}_{B,l} = \frac{M_l}{1 + e^{-a_l (\text{EH}_{B,l} - \delta_l)}} - c_l \quad \left( d_l \geq E_l, \forall l \right) \quad (10\text{c}) \\
& \quad \sum_{k=1, k \neq l}^L \left| f_l^H h_{kl} \sqrt{p_k} \right|^2 + \sigma_B^2 l \quad \geq \eta_l, \forall l \quad (10\text{d}) \\
& \quad p_{ll}^\text{max} \geq p_l \geq 0, \forall l \quad (10\text{e}) \\
& \quad \| b_l \|^2 + \text{Tr} (Q_l) = p_{ll}^\text{max}, \forall l \quad (10\text{f}) \\
& \quad Q_l \succeq 0, \forall l \quad (10\text{g}) \\
& \quad 1 \geq \theta_l \geq 0, \forall l \quad (10\text{h})
\end{align*}$$

The objective function is the total transmission power on both uplink and downlink of the base station-user pairs. The downlink SINR restriction guarantees the data rate under the minimum threshold, $\gamma_l$. The amount of energy harvested by users is greater than the minimum threshold, $E_l$, with the non-linear EH circuits. On uplink, the SINR restriction provides the uplink data rate based on the minimum threshold, $\eta_l$. Furthermore, the uplink transmission power is limited by the maximum
power of the user, $p_{U,l}$. The maximum downlink power at the base station, $p_{B,l}$, is exploited to provide the most energy for AN when increasing the interference with the eavesdropper. Lastly, the PS factor, $\theta_l$, is limited in the period $[0, 1]$. The energy harvesting restrictions $(10c)$ are converted to constraints of simple form as follows:

$$(1 - \theta_l) \left( \sum_{k=1}^{L} |g_{kl}^H b_k|^2 + \sum_{k=1}^{L} g_{kl}^H Q_k g_{kl} + \sigma_l^2 \right) \geq e_l \tag{11}$$

where $e_l = b_l - \frac{1}{\gamma_l} \ln \left( \frac{M_l}{\gamma_l + d_l} - 1 \right)$. The details of conversion are presented in Appendix B. Instead of threshold $E_l$ in $(10c)$, we consider a novel EH threshold, $e_l$, in equation form $(11)$. Then, the secure two-way problem of minimizing transmission power $(10)$ is re-expressed as follows:

$$\begin{align*}
\text{minimize} & \quad \sum_{l=1}^{L} \|b_l\|^2 + \sum_{l=1}^{L} p_l \\
\text{s.t.:} & \quad \frac{\theta_l |g_{l}^H b_l|^2}{\theta_l \left( \sum_{k=1,k\neq l}^{L} |g_{kl}^H b_k|^2 + \sum_{k=1}^{L} g_{kl}^H Q_k g_{kl} + \sigma_l^2 \right) + \delta_l^2} \geq \gamma_l, \forall l \tag{12a} \\
& \quad (1 - \theta_l) \left( \sum_{k=1}^{L} |g_{kl}^H b_k|^2 + \sum_{k=1}^{L} g_{kl}^H Q_k g_{kl} + \sigma_l^2 \right) \geq e_l, \forall l \tag{12c} \\
& \quad \frac{1}{L} \sum_{k=1,k\neq l}^{L} |f_{l}^H h_{kl} \sqrt{P_l}|^2 + \sigma_{B,l}^2 \geq \eta_l, \forall l \tag{12d} \\
& \quad p_{U,l}^\text{max} \geq p_l \geq 0, \forall l \tag{12e} \\
& \quad \|b_l\|^2 + \text{Tr} (Q_l) = p_{B,l}^\text{max}, \forall l \tag{12f} \\
& \quad Q_l \succeq 0, \forall l \tag{12g} \\
& \quad 1 \geq \theta_l \geq 0, \forall l \tag{12h}
\end{align*}$$

To simplify optimization problem $(12)$, we separate problem $(12)$ into two sub-problems where the first problem with variable group $\{b_l, Q_l, \theta_l\}$ is given as:

$$\begin{align*}
\text{minimize} & \quad \sum_{l=1}^{L} \|b_l\|^2 \\
\text{s.t.:} & \quad \frac{\theta_l |g_{l}^H b_l|^2}{\theta_l \left( \sum_{k=1,k\neq l}^{L} |g_{kl}^H b_k|^2 + \sum_{k=1}^{L} g_{kl}^H Q_k g_{kl} + \sigma_l^2 \right) + \delta_l^2} \geq \gamma_l, \forall l \tag{13a} \\
& \quad (1 - \theta_l) \left( \sum_{k=1}^{L} |g_{kl}^H b_k|^2 + \sum_{k=1}^{L} g_{kl}^H Q_k g_{kl} + \sigma_l^2 \right) \geq e_l, \forall l \tag{13c} \\
& \quad \|b_l\|^2 + \text{Tr} (Q_l) = p_{B,l}^\text{max}, \forall l \tag{13d} \\
& \quad Q_l \succeq 0, \forall l \tag{13e} \\
& \quad 1 \geq \theta_l \geq 0, \forall l \tag{13f}
\end{align*}$$
and the second problem with variable group \( \{f_l, p_l\} \), is expressed as follows:

\[
\min_{\{f_l, p_l\}} \sum_{l=1}^{L} p_l \\
\text{s.t.}: \frac{|f_l^H h_{ll} \sqrt{|p_l|}|^2}{\sum_{k=1, k \neq l}^{L} |f_k^H h_{kl} \sqrt{|p_k|}|^2 + \sigma_{kl}^2} \geq \eta_l, \forall l
\]

(14a)

(14b)

(14c)

In the next section, we present the solutions for the downlink problem (13) and the uplink problem (14) with perfect channels.

### 4. Optimization of Perfect Channels

#### 4.1. Solving Downlink Problem

We first transform problem (13) into the standard optimization form, as follows:

\[
\min_{\{b_l, Q_l, r_l\}} \sum_{l=1}^{L} ||b_l||^2 \\
\text{s.t.}: \quad 0 = ||b_l||^2 + \text{Tr} (Q_l) - p_{\text{max}}^{l}, \forall l
\]

(15a)

(15b)

(15c)

(15d)

(15e)

(15f)

Problem (15) is solved by applying the SDR technique [29] based on the well-known form \( X = xx^H \), \( x \neq 0 \) \( \Leftrightarrow X \succeq 0 \) and \( \text{rank}(X) = 1 \). We set \( B_l = b_l b_l^H, G_{kl} = g_{kl} g_{kl}^H, \forall l, k \), and use \( |g_{kl}^H b_k|^2 = \text{Tr}(G_{kl} B_k), ||b_l||^2 = \text{Tr}(B_l), \forall l, k \). Then, when using the SDR method, we achieve the following problem:

\[
\min_{\{B_l, Q_l, r_l\}} \sum_{l=1}^{L} \text{Tr} (B_l) \\
\text{s.t.}: \quad 0 = \text{Tr} (B_l) + \text{Tr} (Q_l) - p_{\text{max}}^{l}, \forall l
\]

(16a)

(16b)

(16c)

(16d)

\( B_l \succeq 0, Q_l \succeq 0, \forall l \)

(16e)

(16f)

\( 1 \geq \theta_l \geq 0, \forall l \)

(16g)

\( \text{rank}(B_l) = 1, \forall l \)

By dropping the rank-1 condition (16g), the problem becomes convex, called (16)-SDR, which can obtain the optimal solution by using the CVX solver [30,31]. Based on the structure of the convex problem (16)-SDR, we show optimal matrix solution \( \{B_l\} \), satisfying the rank-1 condition.
Theorem 1. Assume that problem (16)-SDR is feasible; the optimal solution, \{B_l\}, of (16)-SDR satisfies the rank-1 condition.

Proof. The proof of Theorem 1 is given in the Appendix C.

The convex semidefinite programing problem (16)-SDR is solved by CVX tool which uses the interior point method. The computational complexity largely depends on \(2L\) matrix variables of size \(N \times N\) and \((2L + 1)\) linear constraints. According to [32], the worst-case complexity of (16)-SDR solution is calculated as \(O(\sqrt{(2L)N^3} + (2L)N^2(2L + 1)\log (1/\varsigma))\) with the solution accuracy \(\varsigma\).

4.2. Solving Uplink Problem

We choose the receiving vector as the maximum ratio transmission (MRT) [33], \(f_l = \frac{h_{ll}^T}{\|h_{ll}\|}\), and therefore, \(f_l^H f_l = \|h_{ll}\|\), \(f_l^H h_{kl} = \frac{h_{ll}^H h_{kl}}{\|h_{ll}\|}\). Then, uplink problem (14) becomes:

\[
\begin{align*}
\text{minimize} & \quad \sum_{l=1}^{L} p_l \\
\text{s.t.:} & \quad \frac{p_l||h_{ll}||^2}{\|h_{ll}\|^2} \geq \eta_l, \forall l \\
& \quad p_{l_{max}} \geq p_l \geq 0, \forall l \tag{17c}
\end{align*}
\]

The SINR conditions are transformed as convex form:

\[
0 \geq \frac{1}{\|h_{ll}\|^2} \sum_{k=1,k\neq l}^{L} p_k \left| f_l^H h_{kl} \right|^2 + \sigma_{B,l}^2 - \frac{p_l ||h_{ll}\||^2}{\eta_l}, \forall l \tag{18}
\]

As a result, we achieve the convex problem as:

\[
\begin{align*}
\text{minimize} & \quad \sum_{l=1}^{L} p_l \\
\text{s.t.:} & \quad 0 \geq \frac{1}{\|h_{ll}\|^2} \sum_{k=1,k\neq l}^{L} p_k \left| f_l^H h_{kl} \right|^2 + \sigma_{B,l}^2 - p_l \frac{||h_{ll}\||^2}{\eta_l}, \forall l \tag{19b}
\end{align*}
\]

That can be solved effectively by using convex solver CVX [31]. The convex linear program (19) has \(L\) non-negative variables and \(2L\) linear constraints. The computational complexity of solving convex problem (19) is calculated as \(O(\sqrt{L}(L^3 + 2L^2)\log (1/\varsigma))\) [32] with the accuracy \(\varsigma\).

5. Optimization of Imperfect Channels

5.1. Solving Downlink Problem

In an empirical system, many elements affect the accuracy of the channel estimation, such as imperfect hardware in the BS and MS, limited CSI feedback quantization, and user mobility. Therefore, we modeled the error of channels as a deterministic ellipsoid [34], as follows:

\[
g_{lk} = \hat{g}_{lk} + e_{lk}, \forall l, k \tag{20}
\]
where the uncertain errors, \( \{ \varepsilon_{lk} \} \), are limited by \( \Sigma_{lk} = \{ \varepsilon_{lk} \in \mathbb{C}^{N \times 1} : \varepsilon_{lk}^H \varepsilon_{lk} \leq \varepsilon_{lk}^2 \} \) with the radii of error bound \( \varepsilon_{lk} \), and \( \{ \hat{g}_{lk} \} \) denotes the estimated channel values of \( \{ g_{lk} \} \). Under uncertain CSI, problem (13) can be expressed as:

**minimize** \[ \sum_{l=1}^{L} \| b_l \|^2 \]

**s.t.:** \[ 0 = \| b_l \|^2 + \text{Tr} \left( Q_l \right) - P_{max}^{\text{PBL}} , \forall l \] (21a)

\[ 0 \geq \frac{e_l}{1 - \theta_l} - \left( \sum_{k=1}^{L} \left( \| \hat{g}_{kl} + e_{kl} \|^2 + \| \hat{g}_{kl} + e_{kl} \|^H Q_k (\hat{g}_{kl} + e_{kl}) \right) + \sigma_l^2 \right) , \forall l \] (21b)

\[ 0 \geq -\frac{1}{\rho_l} v_{kl} + \left( \sum_{k=1 \neq l}^{L} w_{kl} + \sum_{k=1}^{L} r_{kl} + \sigma_l^2 \right) + \frac{\sigma_l^2}{\theta_l} , \forall l \] (21c)

\[ 0 \geq v_{kl} - \| \hat{g}_{kl} + e_{kl} \|^2 , \forall e_{kl} : \varepsilon_{kl}^H \varepsilon_{kl} \leq \varepsilon_{kl}^2 , \forall k, l \] (21d)

\[ 0 \geq \rho_l - (\hat{g}_{kl} + e_{kl})^H Q_k (\hat{g}_{kl} + e_{kl}) , \forall e_{kl} : \varepsilon_{kl}^H \varepsilon_{kl} \leq \varepsilon_{kl}^2 , \forall k, l \] (21e)

\[ 0 \geq (\hat{g}_{kl} + e_{kl})^H Q_k (\hat{g}_{kl} + e_{kl}) - r_{kl} , \forall e_{kl} : \varepsilon_{kl}^H \varepsilon_{kl} \leq \varepsilon_{kl}^2 , \forall k, l \] (21f)

We propose the novel auxiliary variables \( \{ v_{lk}, w_{lk}, \rho_{lk}, r_{lk} \} \) to simplify the constraints (21c), (21d) as:

\[ 0 \geq \frac{e_l}{1 - \theta_l} - \left( \sum_{k=1}^{L} v_{kl} + \sum_{k=1}^{L} \rho_{kl} + \sigma_l^2 \right) , \forall l \] (22a)

\[ 0 \geq -\frac{1}{\rho_l} v_{kl} + \left( \sum_{k=1 \neq l}^{L} w_{kl} + \sum_{k=1}^{L} r_{kl} + \sigma_l^2 \right) + \frac{\sigma_l^2}{\theta_l} , \forall l \] (22b)

\[ 0 \geq v_{kl} - \| \hat{g}_{kl} + e_{kl} \|^2 , \forall e_{kl} : \varepsilon_{kl}^H \varepsilon_{kl} \leq \varepsilon_{kl}^2 , \forall k, l \] (22c)

\[ 0 \geq \rho_l - (\hat{g}_{kl} + e_{kl})^H Q_k (\hat{g}_{kl} + e_{kl}) , \forall e_{kl} : \varepsilon_{kl}^H \varepsilon_{kl} \leq \varepsilon_{kl}^2 , \forall k, l \] (22d)

\[ 0 \geq (\hat{g}_{kl} + e_{kl})^H Q_k (\hat{g}_{kl} + e_{kl}) - r_{kl} , \forall e_{kl} : \varepsilon_{kl}^H \varepsilon_{kl} \leq \varepsilon_{kl}^2 , \forall k, l \] (22e)

Therefore, problem (21) with uncertain channels is formulated as follows:

**minimize** \[ \sum_{l=1}^{L} \| b_l \|^2 \]

**s.t.:** \[ 0 = \| b_l \|^2 + \text{Tr} \left( Q_l \right) - P_{max}^{\text{PBL}} , \forall l \] (23a)

\[ 0 \geq \frac{e_l}{1 - \theta_l} - \left( \sum_{k=1}^{L} v_{kl} + \sum_{k=1}^{L} \rho_{kl} + \sigma_l^2 \right) , \forall l \] (23b)

\[ 0 \geq -\frac{1}{\rho_l} v_{kl} + \left( \sum_{k=1 \neq l}^{L} w_{kl} + \sum_{k=1}^{L} r_{kl} + \sigma_l^2 \right) + \frac{\sigma_l^2}{\theta_l} , \forall l \] (23c)

\[ 0 \geq v_{kl} - \| \hat{g}_{kl} + e_{kl} \|^2 , \forall e_{kl} : \varepsilon_{kl}^H \varepsilon_{kl} \leq \varepsilon_{kl}^2 , \forall k, l \] (23d)

\[ 0 \geq \rho_l - (\hat{g}_{kl} + e_{kl})^H Q_k (\hat{g}_{kl} + e_{kl}) , \forall e_{kl} : \varepsilon_{kl}^H \varepsilon_{kl} \leq \varepsilon_{kl}^2 , \forall k, l \] (23e)

\[ 0 \geq (\hat{g}_{kl} + e_{kl})^H Q_k (\hat{g}_{kl} + e_{kl}) - r_{kl} , \forall e_{kl} : \varepsilon_{kl}^H \varepsilon_{kl} \leq \varepsilon_{kl}^2 , \forall k, l \] (23f)
We use the S-procedure [30,35] to transform conditions (23e)–(23h) into the finite constraints that remove the uncertain errors.

**Theorem 2.** (S-Procedure) Define the expressions

\[ f_m(x) = x^H A_m x + 2 \text{Re} \left\{ b_m^H x \right\} + c_m, \]

with \( m = 1, 2, A_m \in \mathbb{H}^N, b_m \in \mathbb{C}^{N \times 1}, \) and \( c_m \in \mathbb{C}. \) Then, the implication \( f_1(x) \leq 0 \Rightarrow f_2(x) \leq 0 \) holds if and only if there exists a \( \chi \geq 0 \) where

\[
\chi \left[ \begin{array}{ccc}
A_1 & b_1 \\
b_1^H & c_1 \\
\end{array} \right] - \left[ \begin{array}{ccc}
A_2 & b_2 \\
b_2^H & c_2 \\
\end{array} \right] \geq 0, \quad (24)
\]

assumed that there exists a point \( \hat{x} \) such that \( f_1(\hat{x}) < 0. \)

Inequality constraint (23e) is changed to a suitable structure with Theorem 2:

\[ f_1(e_{kl}) = e_{kl}^H e_{kl} - e_{kl}^2 \leq 0 \Rightarrow f_2(e_{kl}) = v_{kl} - \left( \hat{g}_{kl} + e_{kl} \right)^H b_k \]

(25)

Then we expressed \( f_2(e_{kl}) \) as follows:

\[ f_2(e_{kl}) = - (\hat{g}_{kl} + e_{kl})^H b_k (\hat{g}_{kl} + e_{kl}) + v_{kl} = e_{kl}^H (B_k e_{kl} + 2 \text{Re} \left\{ -b_k Q_k \hat{g}_{kl} \right\} e_{kl} + (v_{kl} - \hat{g}_{kl}^H B_k \hat{g}_{kl}) \leq 0 \]

(26)

with new variable \( B_k = b_k b_k^H. \) Based on Theorem 2, there exists a \( \hat{\delta}_{kl} \geq 0 \) achieving:

\[
\hat{\delta}_{kl} \left[ \begin{array}{ccc}
1 & 0 \\
0 & -\varepsilon_{kl}^2 \\
\end{array} \right] - \left[ \begin{array}{ccc}
-B_k & -B_k \hat{g}_{kl} \\
-B_k^H B_k & \hat{g}_{kl}^H B_k \hat{g}_{kl} - v_{kl} \\
\end{array} \right] \geq 0 \quad \Leftrightarrow \quad \hat{\delta}_{kl} \left[ \begin{array}{ccc}
I + B_k \\
\hat{g}_{kl}^H B_k & \hat{g}_{kl}^H B_k \hat{g}_{kl} - v_{kl} + \hat{g}_{kl}^H B_k \hat{g}_{kl} \\
\end{array} \right] \geq 0, \forall k, l \quad (27)
\]

We also transform condition (23f) with the novel variable \( \delta_{kl} \geq 0 \) into:

\[
\delta_{kl} \left[ \begin{array}{ccc}
1 & 0 \\
0 & -\varepsilon_{kl}^2 \\
\end{array} \right] - \left[ \begin{array}{ccc}
-Q_k & -Q_k \hat{g}_{kl} \\
-Q_k^H Q_k & \hat{g}_{kl}^H Q_k \hat{g}_{kl} - \hat{g}_{kl}^H Q_k \hat{g}_{kl} \\
\end{array} \right] \geq 0 \quad \Leftrightarrow \quad \delta_{kl} \left[ \begin{array}{ccc}
I + Q_k \\
\hat{g}_{kl}^H Q_k & \hat{g}_{kl}^H Q_k \hat{g}_{kl} - \hat{g}_{kl}^H Q_k \hat{g}_{kl} \end{array} \right] \geq 0, \forall k, l \quad (28)
\]

By the same method, we replace conditions (23g) by (29) as:

\[
\bar{\delta}_{kl} \left[ \begin{array}{ccc}
1 & 0 \\
0 & -\varepsilon_{kl}^2 \\
\end{array} \right] - \left[ \begin{array}{ccc}
B_k & B_k \hat{g}_{kl} \\
B_k^H B_k & \hat{g}_{kl}^H B_k \hat{g}_{kl} - \hat{g}_{kl}^H B_k \hat{g}_{kl} - w_{kl} \\
\end{array} \right] \geq 0 \quad \Leftrightarrow \quad \bar{\delta}_{kl} \left[ \begin{array}{ccc}
I - B_k \\
\hat{g}_{kl}^H B_k & \hat{g}_{kl}^H B_k \hat{g}_{kl} - \hat{g}_{kl}^H B_k \hat{g}_{kl} - w_{kl} \\
\end{array} \right] \geq 0, \forall k \neq l \quad (29)
\]

and (23h) by (30) as:

\[
\hat{r}_{kl} \left[ \begin{array}{ccc}
1 & 0 \\
0 & -\varepsilon_{kl}^2 \\
\end{array} \right] - \left[ \begin{array}{ccc}
Q_k & Q_k \hat{g}_{kl} \\
Q_k^H Q_k & \hat{g}_{kl}^H Q_k \hat{g}_{kl} - \hat{g}_{kl}^H Q_k \hat{g}_{kl} - r_{kl} \\
\end{array} \right] \geq 0
\]
where \( \hat{\omega}_{kl} \geq 0, \tilde{\omega}_{kl} \geq 0 \) are the novel variables. Then, the equivalent optimization problem of (23) with uncertain channels is given by:

\[
\begin{bmatrix}
\hat{r}_{kl} I - Q_k \\
-\hat{g}_{kl}^H Q_k - \tilde{r}_{kl} \epsilon_{kl}^2 + r_{kl} - \hat{g}_{kl}^H Q_k \hat{g}_{kl}
\end{bmatrix} \succeq 0, \forall k, l
\]  

(30)

The challenge of the uncertainty problem (31) is the non-convex condition (31k) where we cannot obtain the rank-1 optimal solution as the perfect problem. To overcome this, the penalty function method is proposed to find a suboptimal solution approximating rank-1. We note that \( B_l \) is positive semidefinite matrix, so all eigenvalues of \( B_l \) are non-negative. Therefore, \( \text{Tr} (B_l) \geq \lambda_1 (B_l) \) where \( \lambda_1 (B_l) \) is the maximum eigenvalue of \( B_l \). The equality holds, i.e., \( \text{Tr} (B_l) = \lambda_1 (B_l) \), if and only if \( \text{rank} (B_l) = 1 \). From this insight, we want \( \frac{1}{L} \sum_{l=1}^{L} (\text{Tr} (B_l) - \lambda_1 (B_l)) \) as small as possible. Under the penalty method [30], we add to the objective function the term \( \rho \sum_{l=1}^{L} (\text{Tr} (B_l) - \lambda_1 (B_l)) \), where \( \rho \) is a penalty factor. As a result, the uncertain problem (31) is converted as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{l=1}^{L} \text{Tr} (B_l) + \rho \sum_{l=1}^{L} (\text{Tr} (B_l) - \lambda_1 (B_l)) \\
\text{s.t.:} & \quad (31b), \ldots, (31j)
\end{align*}
\]  

(32a)  

(32b)

When \( \rho \) is large enough, the solution, \( B_l \), will satisfy \( \text{Tr} (B_l) \approx \lambda_1 (B_l) \). We observe that \( \lambda_1 (\cdot) \) is a convex function [30], so we exploit the iterative approximation to find the solution. We first restate the following Theorem 3 (introduced in [36]).
Algorithm 1 Proposed iterative algorithm with a penalty function for solving problem (31)

1: initialize: Assign accuracy value $\kappa$. Obtain initial feasible point $B_l^{(0)}$ of problem (32).
2: Iteration index: $n = 0$
3: while $\sum_{l=1}^{L} \left( \text{Tr} \left( B_l^{(n)} \right) - \lambda_1 \left( B_l^{(n)} \right) \right) > \kappa$

4: Use CVX to find the optimal solution of problem (33) and obtain $\{ B_l^*, Q_l^*, \theta_l^* \}$

5: Assign: $B_l^{(n+1)} \leftarrow B_l^*$

6: Increase: $n \leftarrow n + 1$
7: end while
8: Achieve $b_l^*$ via the eigenvalue decomposition of $B_l^{(n)}$, and optimal AN covariance, $Q_l^*$
9: return: final value $\sum_{l=1}^{L} \text{Tr} \left( B_l^* \right)$, and final solution $\{ b_l^*, Q_l^*, \theta_l^* \}$

For each iteration, the proposed Algorithm 1 solves the convex problem (33) where the complexity mostly depends on approximate $4L^2$ linear matrix inequality constraints of size $(N + 1) \times (N + 1)$. Then, the worst-case complexity is roughly computed as $O \left( \lambda_1 \left( B_l^{(n)} \right) x \left( B_l^{(n)} \right) \right)$ [37] where $\lambda_1$ is the convergent iteration number of proposed Algorithm 1 and $\xi$ denotes the solution accuracy.

5.2. Solving Uplink Problem

The CSI error model is given as:

$$h_{lk} = \hat{h}_{lk} + t_{lk}, \forall l, k$$

(34)
where the uncertain errors, \( \{ \mathbf{t}_{lk} \} \), are limited by \( \Pi_{lk} = \{ \mathbf{t}_{lk} \in \mathbb{C}^{N_{t} \times 1} : \mathbf{t}_{lk}^H \mathbf{t}_{lk} \leq \xi^2_{lk} \} \) with the radii of error bound \( \xi_{lk} \), and \( \{ \hat{\mathbf{h}}_{lk} \} \) are the estimated channel values of \( \{ \mathbf{h}_{lk} \} \). Power minimization problem with the uncertain channel on uplink is presented as:

\[
\begin{align*}
\text{minimize} & \quad \sum_{l=1}^{L} p_l \quad (35a) \\
\text{s.t.:} & \quad \frac{1}{\| \mathbf{b}_{ll} \|^2} p_l \left| \mathbf{h}_{ll}^H \left( \hat{\mathbf{h}}_{ll} + \mathbf{t}_{ll} \right) \right|^2 \geq \eta_l, \forall l \quad (35b) \\
& \quad \frac{1}{\| \mathbf{b}_{ll} \|^2} \sum_{k=1}^{L} p_k \left| \hat{\mathbf{h}}_{ll}^H \left( \hat{\mathbf{h}}_{kl} + \mathbf{t}_{kl} \right) \right|^2 \geq \eta_l, \forall l \quad (35c)
\end{align*}
\]

We also choose the receiving vector as MRT beamforming \( \mathbf{f}_l = \frac{\mathbf{b}_{ll}}{\| \mathbf{b}_{ll} \|} \), then \( \mathbf{f}_l^H \mathbf{h}_{ll} = \frac{\mathbf{h}_{ll}^H (\mathbf{h}_{ll} + \mathbf{t}_{ll})}{\| \mathbf{b}_{ll} \|} \) and \( \mathbf{f}_l^H \left( \hat{\mathbf{h}}_{ll} + \mathbf{t}_{ll} \right) = \frac{\mathbf{h}_{ll}^H (\hat{\mathbf{h}}_{ll} + \mathbf{t}_{ll})}{\| \mathbf{b}_{ll} \|} \). Therefore, the uplink problem (35) becomes as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{l=1}^{L} p_l \quad (36a) \\
\text{s.t.:} & \quad \frac{1}{\| \mathbf{b}_{ll} \|^2} p_l \left| \mathbf{h}_{ll}^H \left( \hat{\mathbf{h}}_{ll} + \mathbf{t}_{ll} \right) \right|^2 \geq \eta_l, \forall l \quad (36b) \\
& \quad \frac{1}{\| \mathbf{b}_{ll} \|^2} \sum_{k=1}^{L} p_k \left| \hat{\mathbf{h}}_{ll}^H \left( \hat{\mathbf{h}}_{kl} + \mathbf{t}_{kl} \right) \right|^2 \geq \eta_l, \forall l \quad (36c)
\end{align*}
\]

The SINR constraints (36b) are transformed into standard form:

\[
0 \geq \sum_{k=1, k \neq l}^{L} p_k \left| \hat{\mathbf{h}}_{ll}^H \left( \hat{\mathbf{h}}_{kl} + \mathbf{t}_{kl} \right) \right|^2 + \left| \mathbf{h}_{ll} \right|^2 \| \mathbf{t}_{kl} \|^2 \eta_l - p_l \left| \hat{\mathbf{h}}_{ll}^H \left( \hat{\mathbf{h}}_{ll} + \mathbf{t}_{ll} \right) \right|^2, \forall l \quad (37)
\]

To guarantee the SINR conditions, we find the worst case of (37) in the first sub-problem, as follows:

\[
\max_{t_{ll}} \left| \hat{\mathbf{h}}_{ll}^H \left( \hat{\mathbf{h}}_{ll} + \mathbf{t}_{ll} \right) \right|^2, \forall t_{ll} : t_{ll}^H t_{ll} \leq \xi^2_{ll}, \forall k \neq l \quad (38)
\]

That can be manipulated approximately as:

\[
\left| \hat{\mathbf{h}}_{ll}^H \left( \hat{\mathbf{h}}_{ll} + \mathbf{t}_{ll} \right) \right| = \left| \hat{\mathbf{h}}_{ll}^H \hat{\mathbf{h}}_{ll} + \hat{\mathbf{h}}_{ll}^H \mathbf{t}_{ll} \right| \leq \left| \hat{\mathbf{h}}_{ll}^H \hat{\mathbf{h}}_{ll} \right| + \left| \hat{\mathbf{h}}_{ll}^H \mathbf{t}_{ll} \right| \quad (39)
\]

And the second sub-problem is:

\[
\min_{t_{ll}} \left| \hat{\mathbf{h}}_{ll}^H \left( \hat{\mathbf{h}}_{ll} + \mathbf{t}_{ll} \right) \right|^2, \forall t_{ll} : t_{ll}^H t_{ll} \leq \xi^2_{ll}, \forall l \quad (40)
\]

That can be approximated as:

\[
\left| \hat{\mathbf{h}}_{ll}^H \left( \hat{\mathbf{h}}_{ll} + \mathbf{t}_{ll} \right) \right| = \left| \hat{\mathbf{h}}_{ll}^H \hat{\mathbf{h}}_{ll} + \hat{\mathbf{h}}_{ll}^H \mathbf{t}_{ll} \right| \geq \left| \hat{\mathbf{h}}_{ll}^H \hat{\mathbf{h}}_{ll} \right| - \left| \hat{\mathbf{h}}_{ll}^H \mathbf{t}_{ll} \right| \geq \left| \mathbf{h}_{ll} \right|^2 - \left| \mathbf{t}_{ll} \right|^2 \| \mathbf{t}_{ll} \| \geq \left| \mathbf{h}_{ll} \right|^2 - \left| \mathbf{t}_{ll} \right|^2 \| \mathbf{h}_{ll} \| \| \mathbf{t}_{ll} \| \quad (41)
\]
Please note that we achieve the bound of error value \( \xi_{ll} \) that is much smaller than channel value \( \| \hat{h}_{ll} \| \) in practical terms. As a result, the convex problem is obtained as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{L} p_i \\
\text{s.t.:} & \quad 0 \geq \sum_{k=1, k \neq l}^{L} \pi_{kl} \left( \| \hat{h}_{ll}^{\prime} \hat{h}_{kl} \| + \| \hat{h}_{ll} \| \xi_{kl} \right)^2 + \| \hat{h}_{ll} \|^2 \sigma_{B,l}^2 - p_i \frac{\left( \| \hat{h}_{ll} \|^2 - \| \hat{h}_{ll} \| \xi_{ll} \right)^2}{\eta_{ll}}, \forall l.
\end{align*}
\]

This problem can be solved effectively by using Matlab’s CVX. Similar to problem (19) in the case of perfect channels, the computational complexity of problem (42) is \( O\left(\sqrt{L} \left( L^3 + 2L^2 \right) \log (1/\zeta) \right) \) [32] with the accuracy \( \zeta \).

### 6. Numerical Evaluations

In this section, the numerical evaluations of the proposed algorithms for perfect and imperfect CSI are shown via the Monte Carlo method. The system parameters presented in Table 1 are used in the numerical evaluations. In Table 1, the variance values of antenna and processing noises \(-70 \text{dBm}\) and \(-50 \text{dBm}\) are referred from [38] where the values of processing noises are normally larger than that of antenna noises. Moreover, the parameters of non-linear EH circuit are referred from [9] where the saturated value is the maximum harvested energy of non-linear model, \( M_l = 3.9 \text{ mW} \).

**Table 1. System Parameters.**

| Description          | Symbol | Value |
|----------------------|--------|-------|
| Number of two-way BS-MS pairs | \( L \) | 3     |
| Number of antennas for each array in BSs | \( N \) | 8     |
| Antenna noise variance at users | \( \sigma_n^2 \) | \(-70 \text{ dBm}\) |
| Antenna noise variance at eavesdropper | \( \sigma_{E,k}^2 \) | \(-70 \text{ dBm}\) |
| Processing noise variance at users | \( \sigma_p^2 \) | \(-50 \text{ dBm}\) |
| Antenna noise variance at BSs | \( \sigma_{B,l}^2 \) | \(-50 \text{ dBm}\) |
| Non-linear EH parameter | \( a_l \) | 1500  |
| Non-linear EH parameter | \( b_l \) | 0.0022|
| Saturated EH value     | \( M_l \) | 3.9 mW |

Based on other SWIPT networks [38–40], the downlink channel from base station to user is modeled as a Rician fading channel with \( g_{kl} = \sqrt{\frac{K_R}{1+K_R}} g_{kl}^{\text{los}} + \sqrt{\frac{1}{1+K_R}} g_{kl}^{\text{los}}, \forall k, l \), in which Rician factor \( K_R = 5 \text{ dB} \). The line-of-sight deterministic part is \( g_{kl}^{\text{los}} = \sqrt{10^{-4}} [1 e^{-j\psi_k} e^{-j2\psi_k} \ldots e^{-j(N-1)\psi_k}]^T \) for the direct channels, and it is \( g_{kl}^{\text{los}} = \sqrt{10^{-4}/\Delta} [1 e^{-j\psi_k} e^{-j2\psi_k} \ldots e^{-j(N-1)\psi_k}]^T \) for the indirect channels with \( \forall k \neq l \). In addition, the non-line-of-sight \( g_{kl}^{\text{los}} \) follows Rayleigh fading with distributions \( \mathcal{CN}(0, -40 \text{ dB}) \) and \( \mathcal{CN}(0, -\Delta \cdot 40 \text{ dB}) \) for direct and indirect links, respectively. Furthermore, the values of covariances \((-40 \text{ dB} \text{ and } -\Delta \cdot 40 \text{ dB})\) represent the large-scale fading effects in the channel model. Here, the electric angle is \( \psi_k = \pi \sin(\omega_{kl}) \) where the antenna distance is half the carrier wavelength. We assign direct angles as \( \{\omega_{11}, \omega_{22}, \omega_{33}\} = \{-10^\circ, 15^\circ, 40^\circ\} \), and indirect angles as \( \omega_{kl} = \omega_{ll} + (k-l) \times 20^\circ, k \neq l \). The uplink channels are \( h_{kl} = \sqrt{\frac{K_R}{1+K_R}} h_{kl}^{\text{los}} + \sqrt{\frac{1}{1+K_R}} h_{kl}^{\text{los}} \), the line-of-sight and non-line-of-sight parts are similar to the downlink channels. The normalized errors of downlink and uplink estimations are assigned as \( \epsilon_{vl} = \frac{\hat{g}_{vl}}{\| \hat{g}_{vl} \|} \) and \( \epsilon_{kl} = \frac{\hat{h}_{kl}}{\| \hat{h}_{kl} \|}, \forall k, l \), respectively.
Figure 2 shows the maximum SINR wiretapped by the eavesdropper according to transmission power $P_{BL}$ at the downlink transmitters with a perfect channel. In this evaluation, the SINR threshold at the users is $\gamma_l = 5, 10, 15$ dB and the EH threshold is $e_l = -10$ dBm. The performance of the proposed approach aided by AN is obtained when downlink problem (16)-SDR is figured out, and where the achieved beamforming matrices satisfy the rank-1 conditions, as shown in Theorem 1. The baseline results without AN in Figure 2 ignore security from the hidden eavesdropper. In this scheme without AN, downlink transmission power minimization is studied while obtaining the data rate and harvested energy thresholds. In the proposed scheme with AN, the eavesdropper receives much lower SINR values than under the scheme without AN. For example, when the maximum transmission power $P_{BL} = 10$ W, the maximum SINR of Eve rises with the increase of $\gamma_l = 5, 10, 15$ dB and achieves $3.41, 3.50, 3.52$ dB for the without AN case, $-15.96, -15.1, -14.6$ dB for the proposed with AN case, respectively. That is explained because the injected AN in the proposed scheme creates interference with the eavesdropper to reduce the received SINR. We also see that the leakage of information to the eavesdropper is reduced when transmission power increases, since the BSs have more energy to generate AN interference.

![Figure 2. Maximum Eve’s SINR according to maximum allowable BS’s power in a perfect channel scenario.](image)

Figure 3 presents the convergence of the proposed iterative algorithm with the penalty function in several random realization channels where the parameters are set as follows: normalized error bound $e_{kl}^n = 0.01$, convergent tolerance $\kappa = 10^{-4}$, and penalty factor $\rho = 10$. The penalty factor is chosen empirically to provide good convergent in experiments. As seen in Figure 3, the objective values of problem (33) decrease and converge in about 15 iterations. Moreover, the objective values converge to different points via the values of random channels.

In Figure 4, we reveal the maximum eavesdropper’s SINR via the SINR threshold for the users on perfect and imperfect channels with error bounds $e_{kl}^n = 0.02$ and $e_{kl}^n = 0.05$. We observe that a perfect channel provides the lowest values, since the BSs have exact information channels for designing the optimal beamforming and PS ratios. For example, at the SINR threshold $\gamma_l = 4$ dB, the maximum Eve’s SINR obtains the values of $-18.519, -18.17, -18.126, -17.527, -17.502$ dB according to the perfect channel scheme, robust without rank-1 and with penalty function Algorithm 1 schemes under $e_{kl}^n = 0.02, 0.05$, respectively. In addition, the information leaked to the eavesdropper grows as the downlink SINR threshold increases in all cases. This is because the BS expends more power for information transfer and less power for AN. Furthermore, the proposed robust algorithm with a penalty function achieves the rank-1 matrix solution, and the eavesdropper’s SINR nears that of the robust algorithm without the rank-1 solution. We can also see that the eavesdropper can collect...
more information when the error bound increases. The reason is that the extra power is needed to compensate for a large channel estimation error that results in low interference power for AN.

![Figure 3](image-url) Figure 3. The convergence of the proposed iterative algorithm with the penalty function, as detailed in Algorithm 1.

![Figure 4](image-url) Figure 4. The maximum Eve’s SINR according to the SINR threshold at the users.

In Figure 5, we reveal the impact of EH thresholds on the eavesdropper’s SINR for the different channel error bounds with downlink SINR threshold $\gamma_l = 5$ dB. Similar to Figure 4, a perfect channel provides the lowest eavesdropper SINR. When the EH threshold becomes larger, the eavesdropper SINR also increases. The users have to reduce the value of the PS factor in the power-splitting unit for energy harvesting, i.e., rising the part of the received signal power that is transferred to the EH unit. It means that they need to increase the information power of intended signal to obtain the required SINR threshold. Moreover, the higher error bound allows more information leakage to the eavesdropper, since the BSs must share more power for signals and must decrease the AN interference power. For an imperfect channel, the proposed iterative algorithm with a penalty function satisfying rank-1 constraints obtains a result for the eavesdropper’s SINR that is a little higher than that of the robust case without rank-1 constraints.
Figure 5. The maximum Eve’s SINR according to the EH threshold at the users.

In Figure 6, we present the maximum total uplink power according to the SINR threshold at the BSs under perfect CSI and imperfect CSI with uplink error bounds $\xi_{nl} = 0.005, 0.01, 0.03$. As seen in Figure 6, the perfect channel provides the lowest power values, and the imperfect uplink channel gives higher values via the larger uplink error bounds as well as the SINR threshold. For example, at the required SINR threshold, $\eta_l = 6$ dB, the minimum total uplink power achieves 0.259, 0.269, 0.285, 0.337 W according to the perfect channel, the imperfect channels with normalized error bounds, $\xi_{nl} = 0.005, 0.01, 0.03$, respectively. The reason is that the users must expend more energy to compensate for the errors and to guarantee the receiving SINR at the BSs.

Figure 6. The minimum total uplink power according to the SINR threshold at the base stations.

7. Conclusions and Further Work

In this work, we studied a two-way SWIPT network with multiple base station-user pairs where the goal is to secure downlink information in the presence of a hidden eavesdropper, and to provide the SINR threshold and amount of harvested energy for users, the SINR threshold for base stations,
and limit transmission powers. In perfect channels, we use the SDR method and achieve optimal beamforming precoders with rank-1 proof on downlink. On the other hand, the penalty function is applied in the proposed iterative algorithm for approximating rank-1 matrices on imperfect channels. On uplink, the transmission power minimization problems are manipulated to convert and solve them in convex form.

For future research, we discuss some interesting ideas as follows. First, the imperfect practical self-interference cancelation where self-interference is not canceled completely is an attractive and complicated direction for the future. Second, we investigated the secure two-way network where the users are equipped with single receive antenna and single transmit antenna. Thus, the case of multiple-antenna users is potential to improve performance but complicated in future work. Finally, the intelligent reflecting surfaces with reconfigurable phase-shift capabilities [6] can enhance the signal transmission by constructive reflection for intended signal and destructive reflection for interference in two-way networks. The optimization of joint conventional beamforming vectors and new reflection matrices in the proposed secure system is a promising direction.
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**Abbreviations**
The following abbreviations are used in this manuscript:

| Abbreviation | Description |
|--------------|-------------|
| SWIPT | Simultaneous Wireless Information and Power Transfer |
| SDR | Semidefinite Relaxation |
| Eve | Eavesdropper |
| CSI | Channel State Information |
| AN | Artificial Noise |
| BS | Base Station |
| MS | Mobile User |
| MRT | Maximum Ratio Transmission |
| MISO | Multiple-Input Single-Output |
| MIMO | Multiple-Input Multiple-Output |
| IRS | Intelligent Reflecting Surfaces |
| SINR | Signal-to-Interference-plus-Noise Ratio |
| EH | Energy Harvesting |
| PS | Power-Splitting |
| KKT | Karush–Kuhn–Tucker |

**Appendix A. Obtaining Equation of Theoretical Harvested Power**

The total harvested power of the incoming EH signal at MS\(_i\) is expressed as:

\[
EH_{T,i} = E \left[ |y_{EH,i}|^2 \right] = (1 - \theta_i) E \left[ |y_i|^2 \right] \tag{A1}
\]
where \( E[\cdot] \) denotes the statistical expectation. After canceling self-interference in (1), we obtain:

\[
E \left[ |y_t|^2 \right] = E \left[ y_t y_t^H \right]
\]

\[
= \sum_{k=1}^{L} \left| g^H_k b_k \right|^2 E \left[ |s_k|^2 \right] + \sum_{k=1}^{L} g^H_k E \left[ q_k q_k^H \right] g_k + E \left[ n_k n_k^H \right]
\]

\[
= \sum_{k=1}^{L} \left| g^H_k b_k \right|^2 + \sum_{k=1}^{L} g^H_k Q_k g_k + \sigma_i^2
\]

We note that \( s_k, n_k \) are independent circularly symmetric complex Gaussian random variables with zero mean and variances \( 1, \sigma_i^2 \), \( \forall k, l \). Moreover, the artificial noise signal is \( q_l \sim CN \left( 0, Q_l \right) \). Therefore, we achieve Equation (3) for energy harvesting at MS_j.

Appendix B. Obtaining Simple Form of Energy Harvesting Constraints

We have constraint (10c) as \( EH_{TJ} = \left( \frac{M_i}{1 + e^{-a_i \left( EH_{TJ} - b_i \right)}} - c_i \right) / d_i \geq E_t, \forall l \). From (10c), we first move \( d_i \) to the right-hand side (RHS), then \( c_i \) to RHS to obtain:

\[
\frac{M_i}{1 + e^{-a_i \left( EH_{TJ} - b_i \right)}} \geq c_i + d_i E_t, \forall l
\]

(A3)

Then, we move \( c_i + d_i E_t \) to the denominator of the left-hand side (LHS) and \( 1 + e^{-a_i \left( EH_{TJ} - b_i \right)} \) to RHS. After changing 1 from RHS to LHS, the new inequality is expressed as follows:

\[
\frac{M_i}{c_i + d_i E_t} - 1 \geq e^{-a_i \left( EH_{TJ} - b_i \right)}, \forall l
\]

(A4)

Using the function ln (.) for both sides, then we achieve:

\[
\ln \left( \frac{M_i}{c_i + d_i E_t} - 1 \right) \geq -a_i \left( EH_{TJ} - b_i \right), \forall l
\]

(A5)

We move \( -a_i < 0 \) to LHS and invert the sign of the inequality, then \( b_i \) to LHS. Lastly, we obtain constraint (11) as \( EH_{TJ} \geq e_i, \forall l \) where we denote \( e_i = b_i - \frac{1}{a_i} \ln \left( \frac{M_i}{c_i + d_i E_t} - 1 \right) \).

Appendix C

Proof of Theorem 1. The Lagrangian function of problem (16)-SDR is formulated as follows:

\[
\mathcal{L} \left( \{ B_l \} , \{ Q_l \} , \{ \theta_l \} , \{ a_l \} , \{ \beta_l \} , \{ \varphi_l \} , \{ E_l \} , \{ F_l \} \right) =
\sum_{l=1}^{L} \text{Tr} \left( B_l \right) + \sum_{l=1}^{L} a_l \left( \text{Tr} \left( B_l \right) + \text{Tr} \left( Q_l \right) - P^{\text{max}}_{B,l} \right)
\]

\[
+ \sum_{l=1}^{L} \beta_l \left( \frac{c_l}{1 - b_l} \right) - \left( \sum_{k=1}^{L} \text{Tr} \left( G_{kl} B_k \right) + \sum_{k=1}^{L} \text{Tr} \left( G_{kl} Q_k \right) + \sigma_i^2 \right)
\]

\[
+ \sum_{l=1}^{L} \varphi_l \left( \frac{d_l}{1 - a_l} \right) - \left( \sum_{k=1}^{L} \text{Tr} \left( G_{kl} B_k \right) + \sum_{k=1}^{L} \text{Tr} \left( G_{kl} Q_k \right) + \sigma_i^2 \right) - \frac{1}{M_i} \text{Tr} \left( G_{ll} B_l \right)
\]

\[
- \sum_{l=1}^{L} \text{Tr} \left( E_l B_l \right) - \sum_{l=1}^{L} \text{Tr} \left( F_l Q_l \right)
\]

(A6)
where \( \alpha_i, \beta_i \geq 0, q_l \geq 0, \) and \( E_l \geq 0, F_l \geq 0 \) are the dual variables according to constraints (16b)–(16e), respectively. We rewrite the Lagrangian in simplified form as follows:

\[
L \left( \{ B_l \}, \{ Q_l \}, \{ \theta_l \}, \{ \alpha_l \}, \{ \beta_l \}, \{ q_l \}, \{ E_l \}, \{ F_l \} \right) = \sum_{l=1}^{L} \left( \text{Tr} \left( X_l B_l \right) + \text{Tr} \left( Y_l Q_l \right) \right) + \Xi \tag{A7}
\]

where

\[
X_l = (1 + \alpha_l) I + \sum_{k=1, k \neq l}^{L} (q_k - \beta_k) G_{lk} - \left( \beta_l + \frac{q_l}{\gamma_l} \right) G_{ll} - E_l
\]

\[
Y_l = \alpha_l I + \sum_{k=1}^{L} (q_k - \beta_k) G_{lk} - F_l
\]

and the \( \Xi \) term is relative to other variables. From KKT optimal conditions, we have \( \nabla B_l L = 0, \nabla Q_l L = 0, \) and \( \text{Tr} \left( E_l^* B_l^* \right) = 0 \). Therefore, we achieve:

\[
E_l^* = (1 + \alpha_l^*) I + \sum_{k=1}^{L} (q_k^* - \beta_k^*) G_{lk} - \left( q_l^* + \frac{q_l^*}{\gamma_l} \right) G_{ll} \geq 0, \forall l \tag{A8a}
\]

\[
F_l^* = \alpha_l^* I + \sum_{k=1}^{L} (q_k^* - \beta_k^*) G_{lk} \geq 0, \forall l \tag{A8b}
\]

\[
E_l^* B_l^* = 0, \forall l \tag{A8c}
\]

\[
\alpha_l^*, \beta_l^* \geq 0, q_l^* \geq 0, B_l^* \geq 0, Q_l^* \geq 0, \forall l \tag{A8d}
\]

where \( ^* \) denotes optimal variables. Since \( F_l^* = \alpha_l^* I + \sum_{k=1}^{L} (q_k^* - \beta_k^*) G_{lk} \geq 0 \), then denote

\[
D_l^* = (1 + \alpha_l^*) I + \sum_{k=1}^{L} (q_k^* - \beta_k^*) G_{lk} \succ 0. \text{ Thus, we derive rank} \left( D_l^* \right) = N. \text{ Moreover,} \quad G_{lk} = g_{lk} g_{lk}^H, \quad \text{so rank} \left( G_{lk} \right) = 1. \text{ From (A8a), we derive}
\]

\[
\text{rank} \left( E_l^* \right) = \text{rank} \left( D_l^* - \left( q_l^* + \frac{q_l^*}{\gamma_l} \right) G_{ll} \right) \geq \text{rank} \left( D_l^* \right) - \text{rank} \left( G_{ll} \right) = N - 1 \tag{A9}
\]

From (A8c) and (A9), we have \( \text{rank} \left( B_l^* \right) = N - \text{rank} \left( E_l^* \right) \leq 1. \text{ To satisfy the SINR constraints,} \quad B_l^* \text{ is different from} \ 0, \text{ so} \quad \text{rank} \left( B_l^* \right) = 1. \text{ As a result, Theorem 1 is obtained completely.} \]
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