Measuring the impact of 3D data geometric modeling on spatial analysis: Illustration with Skyview factor
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Abstract. The increased availability of 3D urban data reflects a growing interest in 3D spatial analysis. As 3D spatial analysis often uses complex 3D data, studies of the potential gains of using more detailed 3D urban databases for specific uses is an important issue. First, more complex data implies an increase in time and memory usage for the analysis (and calls for more research on the efficiency of the algorithms used). Second, detailed 3D urban data are complex to produce, expensive and it is important to be well informed in order to decide whether of not to invest in such data. Currently, many studies have been led about the fitness for use of 2D data but they are very scarce concerning 3D data. This article presents a method to determine the influence of 3D modeling on the results of 3D analysis by isolating the potential sources of errors (such as roof modeling and geometric accuracy). This method is applied on two 3D datasets (LOD1 and LOD2) and a 3D indicator (the sky view factor or SVF). The results show that the significant influence of roof modeling is globally compensated by the difference in geometric modeling but that important local variations are noticed. Nevertheless, for 75% of the SVF processed the difference between the results using these two databases is lower than 2%.

1. INTRODUCTION

These last decades, a dramatic increase in the number of available 3D urban databases is noticed. Most of these databases are heterogeneous due to different production processes, Levels Of Detail (LOD) or specifications. Whatever the type of database, its main use is generally to provide a visual support to communicate, discuss and exchange about urban planning projects. As they are designed for such use, such databases are quite difficult to manipulate for spatial analysis: geometries usually do not meet the prerequisites to allow the direct application of geometric operators; they contain very few attributes, etc. For example, a few hidden faces may be missing and normal vectors may have their direction inverted. Thus, due to these difficulties, analysis tools usually require a certain level of expertise on the validation and the repair of 3D urban data. However, these 3D databases could convey new information to better understand and study the city through specific indicators linked to urban morphology for instance. Such knowledge can then potentially be used for the support of decision processes and have a significant impact on the future of our cities.

Many 3D indicators were elaborated from observations of the real world (see [1, 2] for urban environmental morphologic indicators or [3] for the characterization of building-landmark). The
development of 3D data and GIS is a great opportunity to apply them at the scale of an urban block, a
district or an urban area. Nevertheless, it is important to assess the potential error of an indicator due to
data capture approximations, modeling choices or specification choices. Once such errors are known,
their influence on the results of an analysis used in a decision process can be taken into account. On
the one hand, knowing the influence of the quality of the data used to compute an indicator can be used
to apprehend its impact on the results and weight the results accordingly. On the other hand, given a
certain requirement on the precision of the results for a certain study, such knowledge can be used to
choose the most appropriate 3D database and the corresponding production process. From a pragmatic
point of view, as LOD1 (according to [4]) databases, i.e. extruded building footprints for the geometries
of buildings, are a lot cheaper than more detailed ones (with roof structures, architectural details, etc.),
the issue is also to know if the gain of quality is significant enough to invest money in high quality data
for a given study. Furthermore, it is interesting to know if the additional computation time and memory
usage are worthwhile.

The aim of this article is to present a method that assesses the impact of 3D data geometric modeling
on indicator computations applied to a given indicator: the sky view factor (SVF) [5]. To begin with,
a brief state of art will present the different approaches used to evaluate 3D data quality as well as our
methodology and original proposal (section 2). Then, the chosen indicator and the 3D urban test data
used in our study are introduced in section 3. An illustration of our method on this indicator is presented
before discussing our results and finally suggesting perspectives (sections 4 and 6 respectively).

2. 3D DATA QUALITY

2.1 State of art

Two main types of data quality can be identified according to [6]: internal quality (satisfaction of data
specifications) and external quality (adaptation of data for a given use). Concerning internal quality,
elements generally considered are those defined by ISO specifications [7]: “geometric accuracy, attribute
accuracy, completeness, logical consistency, semantic accuracy, lineage and temporal accuracy”. In the
field of 3D data research, many studies have been led in order to detect and correct geometric errors. [8]
proposes algorithms to automatically clean the 3D topology of geometric primitives, [9] conceptualize
this issue to validate geometry in an Oracle database and [10] studied the different geometric errors to
finally classify them into 10 categories. In [11, 12], an architecture is proposed to check the topological
quality of data. It provides some report of quality about geometric errors of a 3D model and a report
about the operations required to correct them. A majority of work about internal quality concerns the
producer and not the user.

Concerning 3D data external quality, [13] notice that the difference of total annual solar irradiation
assessed in a 3D model differs of only 1% between LOD1 and LOD2 models. Nevertheless, the
difference reaches 6% for the summer solstice and −33% for the winter solstice. [14] studies the
influence of a modeling by DEM or by LOD1 buildings on Sky View Factor values. He notices an
error of 0.02 on 15% of the studied data. [15] studies the difference between Sky View Factor values
computed using a 3D database to real world values. He observes some differences but considers the
results of the values computed with the 3D database close enough to the ground truth for his needs. [16]
compare the trajectory of landslides modeled in 2D or 3D and notice some differences up to 12% about
the landslide lengths. [17] proposes an algorithm for reconstructing buildings using LIDAR and 2D data.
The authors also study the impact of the reconstruction algorithm parameters on several morphological
indicators, such as building volumes, facade areas and roof areas. Due to the reconstruction process,
the buildings produced by the proposed algorithm always have similar geometric properties and do not
show the wide variety of modeling choices that one can find when using several 3D data sources.

In the context of 2D data external quality, several studies have been carried in order to estimate the
precision of specific computations: for instance, [18] proposes a statistical model to assess the error of
polygon area calculation and [19] introduces the estimation of digitization error on distance and area value (see [20] for a complete state of art on fitness for use on 2D datasets). Finally, [21, 22] proposes to estimate the impact of the different source of geometric errors (i.e. polygonal approximation, 2D5 or 2D modeling) on length calculations for 2D linear data (such as roads). His method consists in isolating the different sources of error in geometry modeling to assess their respective influences. Nevertheless, to the best of our knowledge, no study has yet focused on the influence of the different sources of errors in 3D data as it exists for 2D data.

2.2 Proposal and method

Currently, many studies offer relevant knowledge about the impact of 2D geometric modeling on measure computations, but works on 3D data, focusing on external quality, are scarce. However, the large variety of 3D city object modeling types offers many dimensions to explore in order to understand the influence of the variation of the outputs. We propose in this article to apply methods of 2D external quality analysis on 3D geometries. In the next section, we present our method to study these influences. An illustration of the method application is presented in section 4 on the SVF. The interest of this indicator is to only consider geometry (i.e. no attribute is used) and that its variations cannot be directly inferred from data specifications.

3. PROPOSED METHOD

The aim of this article is to present a generic method to test the influence of the different contributions of geometric modeling for values of 3D indicators. Our idea considers indicator calculations from a reference database and a database to be assessed. In order to determine the influence of geometric errors, comparison of indicator values is processed in the two input databases in order to detect the different sources of geometric errors. Then, intermediate databases that attempt to isolate different sources of error are produced in order to compare their indicator values to the values obtained using the reference database.

Our proposed method can be decomposed into 5 steps:
1. Calibration of the algorithm (section 3.1),
2. Comparison of indicator values from the input databases,
3. Determination of potential sources of difference (section 3.2),
4. Production of intermediate databases isolating different sources of error (section 3.3),
5. Comparison of indicator values from intermediate databases with the values from the reference database.

We can notice that steps from 3 to 5 can be iterated: if, during step 5, new sources of errors (undetected in step 2) appear, the process goes back to step 3. The comparison method is adaptable according to the indicator and can integrate specific indicator parameter inputs.

3.1 Uncertainty sources in the algorithm input

Our method is based on the evaluation of the impact of the data on a specific indicator. Nevertheless, we first have to make sure that the indicator is not biased by its own parameters. Such a process is usually referred to as sensitivity analysis. In fact, many implementations of algorithms for 3D indicator calculation include heuristics or simplifications in order to make the evaluation of the indicator faster of simply computable. Such parameters can, for instance, reduce the search space, the data taken into account, the number of samples used for an estimation, etc.

Figure 1 illustrates a generic algorithm and its inputs: a dataset and input parameters. The first step of our method consists in defining the parameter space for the algorithm implementing the indicator being used and computing the values of the indicator on a wide range of values using the reference
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Figure 1. Schema of an algorithm.

Figure 2. Algorithm comparison.

dataset. This step helps us to identify the parameters that will be used in the following steps and their influence on the results.

3.2 Uncertainty sources in the data

The second step involves the computation of the indicator on the input datasets and the comparison of the results (figure 2). This step, along with prior knowledge of the databases and of the indicator, helps us in identifying possible sources of uncertainty in the data (third step). This is a key step of the method. For instance, for the SVF, possible sources of differences between databases are: planimetric precision, altimetric precision, roof modeling, building specifications (individual buildings or aggregated ones, etc.) and building capture specification (e.g. which buildings are captured and which are ignored).

3.3 Isolation of uncertainty sources

Using the results of step 3, we propose to produce intermediate databases (step 4) in order to better isolate the sources of uncertainty in the modeling of the data. For instance, we can produce databases that attempt to remove the uncertainty due to roofs, building selection and planimetric accuracy. Once these databases are produced, the indicator values are computed and their values compared to the reference values (step 5, illustrated in figure 3).

4. RESULTS AND DISCUSSION

In this section, we apply the proposed approach on a test area, using two 3D building datasets and the SVF as the indicator. Section 4.1 deals with the prerequisites of the application of the method and section 4.2 presents the Sky View Factor indicator. Section 4.3 presents step 1 of our method and step 2 to 5 are described in section 4.4. A global (section 4.5) and a local (section 4.6) analysis of these results offer an understanding of the method output. Section 5 presents another study considering SVF from points on building facades.

4.1 Preparing the databases

The test area used in this article is located in the center of the city of Strasbourg in France.
The two datasets used (figure 4) are: the 3D database produced by the Strasbourg agglomeration, which is composed of 3D buildings with roofs, roughly corresponding to CityGML LOD2 (we will henceforth refer to it as 3DDB) and the BDTOPO® database, that covers the whole French territory, produced by the French National Institute of Geographic and Forestry Information (IGN France), which is composed of 3D roof edges extruded using a DTM, corresponding to CityGML LOD1.

The indicator used is the SVF, presented in section 4.2. This indicator has to be evaluated on a sample of points. Therefore, we generate points on the dataset using a 40 meter grid and selecting the points which are not inside the buildings. This set of points is then enriched by the addition of points located on the road network with a step of 30 meters (in order to have some points in the high building density zones). The altitude of the points initially on the DTM (provided with each database) is raised by 2.5 m in order to stress the potential influence of roof modeling. The generated points are illustrated in figure 5. Finally, minor actuality differences between the datasets were corrected by hand. The automation of such a process or the integration of its impact (sensitivity analysis) will be the object of future work.

4.2 Sky View Factor

The Sky View Factor (or SVF) is an indicator mentioned in [5] in the context of the evaluation of the urban heat island effect. The SVF corresponds to the proportion of visible sky from a given ground point.
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Figure 5. Situation map of the zone.

Figure 6. Sky View Factor is the ratio between the area of open-space and the total area of the hemisphere.

in the upper hemisphere (figure 6). Johnson also proposes an analytic method to determine this factor. Different methods are used to determine the value of this indicator: (i) real city models, (ii) analytic methods, [23] notably simplify it by a ratio between the height and the width of empty space from a viewpoint, (iii) fish-eye pictures [15], (iv) spherical projection [24], (v) ray casting [25].

The SVF has several uses. In climatology, a relationship between the urban heat island effect (higher temperature in cities than in nature) has been shown [26, 27] and is used in environmental tools [28]. In architecture, [29] uses the SVF to study the visual impact of urban shapes and sky shapes to characterize the empty space in a regulation context. [30] continues this work in order to study the variation of city ambiance along a pedestrian trajectory. [31] uses the SVF and sky shape analysis to reinterpret Lynch’s [32] visual elements.

4.3 Determination of algorithm parameters

The first step is to determine the parameters of the SVF algorithm. Our method is processed by ray-casting as we consider that this method is relevant as a basic functionality included in different 3D GIS implementations. In our experiments, GeOxygene 3D module [33] is used for our implementation. 2 parameters are considered: the angular step for which ray castings are processed and the radius where
buildings are considered. For each database, a reference value is evaluated on a set of points with the most demanding (i.e. with less approximation) parameters (50 points in point set, 700m radius and 0.4° in our study) in terms of computation time. Then, different SVF calculations are processed considering rougher parameter values on the set of points and compared to reference values. Figure 7 presents the average of relative errors to reference points on our two databases. We can notice that the influence of the radius is the most important. We chose for our experiment the couple of value 600 m and 5° as it corresponds to values with low average error (0.4% in 3DDB and 0.38% in BDTOPO), because none of the tested points has an error higher than 1% and finally that these parameters provide us with good performances (decrease in the number of ray castings compared to using 0.4°).

4.4 Differences calculation and intermediate databases generation

Figure 8 shows the differences in SVF values for the sample points on the two input datasets: the 3DDB and the BDTOPO datasets. On this figure, we can clearly see that the SVF in very open places of the city are very close from one dataset to the other. This result is not surprising considering that, in such places, the quality of the building representations little impacts the results of the SVF. We can also see clusters of points where the SVF is higher in the 3DDB than in the BDTOPO or the other way around.

Figure 9 illustrates the different configurations and the sources of these indicator differences. Aside from building selection differences due to different specifications, the modeling of the roofs seems to explain most of the cases where the SVF is lower in the 3DDB. Concerning planimetric precision, the buildings of the BDTOPO tend to be larger than 3DDB ones, thus narrowing streets and impacting the SVF values. This is actually not only a question of precision, but also a specification difference: when the 3DDB uses the building footprints from cadastral map, the BDTOPO actually defines roof edges as the building geometry, thus widening the buildings.

Using the identified sources of uncertainty, two intermediate datasets were produced (figure 10): the first, IDB1, by removing buildings from the 3DDB where building selection was identified in the BDTOPO (usually small buildings with an area below the specifications of the database), the second, IDB2 by further removing the roofs.

Finally, the indicator values and their differences were computed on all datasets.

4.5 Differences calculation between intermediate databases: Global analysis

The different results are presented in figure 11. The differences of SVF in 3DDB and IDB1 (figure 11a) is globally low on the zone except on some particular zones. As the difference between these two
databases was the presence of small buildings, this result can be explained by the fact that if these buildings are removed and as this zone has a high density, an other building behind the small will offset the absence of the small building. Points with high differences are explained by the proximity of small buildings. The differences between IDDB1 and IDDB2 (figure 11b) are globally more significant. The average of differences is about 0.03 (that means that the sky is 3% more visible in IDB2 than in IDB1) with some extreme values (up top 40%). The map confirms that the influence of roof modeling is more important in high building density areas. The last map presents the difference between IDB2 and BDTOPO (figure 11c). The results show that the difference concerning geometric accuracy is quite important: 3% of the sky is visible in IDB2 and not in BDTOPO. The map shows that the influence is more important in high density zone with narrower streets in BDTOPO than in IDB2 explained by rougher and larger geometries in BDTOPO. Nevertheless, some exception are observed and presented in the next section. We notice that the average difference concerning the influence due to roof modeling is offset by the influence due to geometry modeling explaining the average difference is near to 0 of the initial difference calculation (figure 8).

As roof modeling and geometric accuracy influence all results, we will focus on them; the next results do not consider this very local error source. The repartition of differences considering classification according to error sources is shown in figure 12 for the tested points. Many points (1572) have nearly the same SVF (±2% of difference of visible sky) in BDTOPO and 3DDB. But, for many of these points (487), this result is obtained with the combination of two significant influences: a negative influence of accuracy difference and a positive influence of roof modeling. When the sky is more visible in BDTOPO (SVF differences > 0.2), there is no major trend to explain the results with the different error sources. When the sky is more visible in 3DDB (SVF differences < −0.2), 80% of the cases are due to the impact of roof modeling and geometric accuracy. A local study is necessary to understand the spatial configuration of the errors, in the next section, we focus on local zones to explain these different configurations.
Figure 9. Different sources of influence of SVF values.

Figure 10. Production of the intermediate databases.
Figure 11. SVF differences on the different datasets.
4.6 Local analysis

A map of point locations according to their classes (figure 13) shows that points with few errors and little influence of the different sources of error are located in low density areas whereas points with important influence of different sources of error are located in dense areas. Some clusters, or spots of same class points, are observed. This is due to the fact that the errors are generally the result of a building or a group of buildings influencing its nearest points. This trend is more evident for points with high positive or negative errors.

Figure 14 shows local configurations of detected classes and helps to understand the impact of the different combinations of the different sources of influence. These situations confirm some hypothesis detected during the global analysis:

• the offset of accuracy error by roof modeling (light blue class),
• important negative errors are located in areas with important influence or roof and geometric accuracy (red class),
• less important negative errors are explained notably by geometric accuracy (orange class).
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Figure 14. Different local configurations of the different classes with three databases. A color class corresponds to the keys in figure 12 and colors of points in 3D scenes to legends in figure 8.

| Class color | 3DDB | IDB2 | BD Topo | Difference BDTOPO-3DDB |
|-------------|------|------|---------|------------------------|
| Red         | ![Image] | ![Image] | ![Image] | -0.1                   |
| Orange      | ![Image] | ![Image] | ![Image] | -0.03                  |
| Purple      | ![Image] | ![Image] | ![Image] | 0.06                   |
| Blue        | ![Image] | ![Image] | ![Image] | 0.0005                 |
| Green       | ![Image] | ![Image] | ![Image] | ≈ 0                    |

Figure 15. Points generated on concerned building. Color value is proportional to openness.
5. FURTHER DISCUSSION: VARIATION OF SVF WITH POINTS ON BUILDING WALLS

The SVF could also be used in order to estimate the energy production/saving potential with respect to power generation and artificial lighting. In this context, we study the influence of modeling on the computed SVF of a point set generated on building facades. This set is generated from the intersection between a 3D grid with a 1m resolution and the walls of a given building and then shifted of 0.1m in the direction of the building normals. Selected building and point set are shown in figure 15. Figure 16 shows the variation of the SVF according to altitude and curvilinear coordinate along the exterior wall of the building (hereafter called curvilinear abscissa) for both databases. These graphics show that the SVF increases with altitude and the presence of six noticeable extrema. They correspond to points near the building corners that cause important variations of the SVF. The minimum is due to a reflex corner: in this configuration, the selected building hide an important part of the sky whereas the effect is the opposite for non-reflex corners. Globally, graphics are getting smoother with increasing altitude showing that the SVF tends to 1 and that local variations are flattening when the sky is more visible. The difference of SVF according to altitude at a given point can be assessed by measuring the distance between two consecutive curves. The difference between two consecutive curves constantly increases.

Figure 16. Sky view factor according to curvilinear abscissa and to altitude point for (a) BD Topo and (b) 3DDB.
with altitude for the BD Topo (figure 16a) whereas this phenomenon is less visible for the 3DDB (figure 16b). The absence of roof modeling in the BD Topo causes more important variations near the top of the wall.

By processing differences between 3DDB, IDB2 and BDTopo, the importance of the influence of the different sources can be assessed. Figure 17 illustrates that SVF is nearly the same for the different databases at the ground level but is very different near the building ridge. The average SVF difference between 3DDB and BDTopo reaches – 9% for this altitude. We can notice that the SVF difference increases until 2% for intermediate altitudes. We notice that the influence due to geometric accuracy is prevalent for lowest altitudes whereas the influence of roof modeling is higher near the building ridge (until 16%).

6. CONCLUSION

In this paper, we propose a method for the evaluation of the impact of 3D geometric modeling on the computation of indicator values. Our method was implemented and tested on a test area using two input databases.

It allowed us to quantify the impact of the different sources of uncertainty in the 3D geometric modeling of the data. We also believe that it provided us with new insights on the specifications of 3D databases and on how such a method could help improve the design of database specifications.

The results show that the average difference of SVF values is low between the two databases. This study will give trend for ones who want to process SVF in areas only covered by the LOD1 BDTOPO database: around 23% of the SVF values differ of more than 0.02. Nevertheless, local difference can be very significant in dense urban areas. SVF differences between IDB1 and IDB2 prove that, for such an indicator, roof modeling is important. But, this importance depends on the point altitude. The use SVF with BDTOPO data is relevant if the goal is to have a global average indicator as geometric modeling somehow cancels out roof modeling but, locally, important errors must be considered. In the future, we will explore the possibility to detect automatically buildings that may cause errors in order to find zones in which the indicator value is reliable.

Paradoxically, a LOD1 dataset with footprints from 3DDB will cause more differences than using BDTOPO. Selection influences only locally SVF and only in particular contexts.

Future work will involve testing the method on other indicators (notably built area) and databases (we are looking forward to apply our method on a finer LOD1 and a LOD3 dataset). We will also decompose the accuracy error in planimetric and altimetric errors by moving the walls of BDTopo.
database to match with the footprints of 3DDB. When dealing with the question of isolating sources of uncertainty in the data, several questions arise. In particular, one important question concerns the possibility of using ontology of the sources of uncertainty in order to automatically derive the intermediate databases. Another ontology, of the indicator, could also be used in order to consider the different type of indicators for a more automatic method implementation. SVF considers empty space viewed from a point, some indicators consider only one building (floor built) or relations between buildings (adjacency). In order to automatically compute differences of values for two different datasets, the challenge will be to make the data match and to make relevant comparison.

Another future work is to consider this method in a decision process. We are looking forward to integrate it in a tool for automatic verification of urban regulations [34]. The aim will be to give a confidence measure for the respect of urban regulations rather than only a Boolean value (respected/not respected).

We express our gratitude to the Urban Community of Strasbourg for providing us databases in the context of the ZAEU agreement (Urban Environmental Study Zone).
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