Frontiers of performance analysis on leadership-class systems
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Abstract. The number of cores in high-end systems for scientific computing are employing increasing rapidly. As a result, there is an pressing need for tools that can measure, model, and diagnose performance problems in highly-parallel runs. We describe two tools that employ complementary approaches for analysis at scale and we illustrate their use on DOE leadership-class systems.

1. Extreme Scaling and its Performance Challenges
In recent years, the emergence of multi-core computer chips has been a factor in the dramatic increase in the total number of cores, or computational elements (CEs), deployed in top-end systems. In the November, 2008 Top500 list \cite{1}, 12 systems had over 32K cores, and one had over 200K. Systems are being designed to scale to over one million. Data parallelism using an SPMD programming style has been remarkably successful at scaling applications up to thousands of cores, but computational science researchers who aspire to use very large systems efficiently must face the harsh reality of Amdahl’s law: as the count of CEs goes up, every part of an application must exhibit appropriate scaling behavior on every CE or else there will be a significant loss in performance. Thus, it is vital to characterize the scaling properties of all phases of the computation. The characterization must cover all of the CEs over the entire duration of a run. Furthermore, it is necessary for tools to present specific details about performance problems that must be addressed to achieve the required efficiency at scale.

There does not yet exist a practical approach that can simultaneously achieve both the needed coverage and detail with a single set of measurements obtained with a single tool. To do so would require recording, communicating, and storing a massive quantity of data that grows with the sizes of system and application as well as with the duration of a problem run. Even if it were possible to collect the data, analysis of the data would be daunting and expensive.

We describe practical tools that address tractable and complementary aspects of the problem, together covering a large part of the problem space. These tools and methods were developed with DOE SciDAC support. We illustrate the use of these tools through examples that apply them to scientific codes that run on the DOE Office of Science leadership-class systems.
Using HPCToolkit to analyze scaling losses (microseconds) for FLASH when running at 256 and 8192 cores on an IBM BG/P.
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(a) Differencing call-path profiles to pinpoint scalability bottlenecks when weak scaling from \( q \) to \( p \) processors.

(b) Using HPCToolkit to analyze scaling losses (microseconds) for FLASH when running at 256 and 8192 cores on an IBM BG/P.

Figure 1. Pinpointing scalability bottlenecks using differential analysis of call path profiles.

2. Measuring and Characterizing Scalability.

2.1. Differential Call-Path Profiling using HPCToolkit

If an execution of a data-parallel program is sufficiently balanced and symmetric, the behavior of the program as a whole can be characterized by examining the scaling performance of any one of the CEs. If behavior is sufficiently stable over time, then an entire run can be characterized by analyzing profiles that are integrated over any appropriate time interval.

Differential profiling [2] is a strategy for analyzing multiple executions of a program by combining their execution profiles mathematically. A comparison of profiles from two executions yields information about where and how much the costs in the executions differ. While a flat profile difference may indicate that more time is spent in some procedure \( X \) in one execution relative to another, if \( X \) is called from multiple places, a flat profile difference lacks information about how the extra cost in \( X \) was incurred on behalf of different calls to \( X \).

To understand an execution’s costs in context, Rice University’s HPCToolkit uses call-path profiling [3]. HPCToolkit’s call-path profiler uses call-stack unwinding in conjunction with sampling to attribute execution costs to full calling contexts [4]. This capability is particularly important for procedures such as MPI\_Wait, whose costs are very dependent on calling context.

To pinpoint and quantify scalability bottlenecks for parallel programs and to attribute them to calling contexts, we compare call path profiles from a pair of executions using different levels of parallelism [5]. Consider two parallel executions of an application, one executed on \( q \) processors and the second executed on \( p \) processors, where \( p > q \). In a weak scaling scenario, each processor in both executions computes on an identical amount of local data. If the application exhibits perfect weak scaling, then the total cost (e.g., execution time) should be the same in both executions. If every part of the application scales uniformly, then this equality should hold in
each scope of the application. Figure 1(a) pictorially shows the analysis of weak scaling by comparing two representative calling context trees (CCTs)\(^1\)—one tree from a process in each execution. For instance, the difference in cost incurred in the subtree highlighted in magenta in the CCTs represents parallel overhead when scaling from \(q\) to \(p\) processors. This difference in cost for the subtree can be converted into percent scalability loss by dividing by the inclusive cost of the root node in the CCT for \(p\) processors and multiplying by 100. Computing inclusive scalability losses for each node in a CCT enables one to locate scalability bottlenecks easily in a top-down fashion by tracing patterns of losses down paths from the root.

2.2. Scalable Analysis of Dynamic Load-Balance using Libra

Characterizing and tuning perfectly balanced SPMD codes, however, is only part of the problem. Many large-scale codes use irregular meshes, so partitioning of problems is not perfect. Methods such as adaptive mesh refinement (AMR) have behavior that evolves over time and the evolution induces load imbalances over time. Such behavior can be highly dependent on input data and the form of imbalances may change from problem to problem. The run-time layout of the application on the hardware can also introduce imbalances due to imperfect mappings of application topology to the system, causing differences in communication and I/O costs among the population of CEs. Finally, balance and efficiency can be impacted by run-time conditions such as contention for communication and I/O between jobs that happened to be scheduled together, or by the overhead of using error-correcting mechanisms to tolerate memory or interconnect (e.g., Infiniband) problems. The challenge of dealing with these problems requires methods that can track economically the time evolution of scalable computations while still retaining enough detail to identify and diagnose anomalous behavior.

In prior work, we developed the Libra \cite{6, 7} load-balance measurement tool. In the presence of adaptive and dynamic behavior, tools must be capable of characterizing the evolution of imbalances and of localizing the sources of imbalance to semantically meaningful parts of the application. We therefore use a model in which performance metrics are presented as rates normalized to a hierarchical decomposition of the application’s behavior. Progress steps correspond to program phases that represent application-defined progress towards completing the computation. A time step in a simulation is a typical progress step. A hierarchy of effort steps can be nested within each of the progress steps. Effort steps represent the phases of work done to make a unit of progress. Effort steps in large parallel programs correspond to communication actions (especially collective operations), each iteration of an implicit solver, local physics computations, I/O operations, etc.

Libra uses the PMPI interface to attach measurement operations to synchronous MPI calls. These are used to denote the end points of effort regions automatically. Currently, the user must mark each progress region by manually adding a call to a Libra library routine. We are investigating techniques to automate this process.

For each effort region, Libra generates a two-dimensional profile representing effort in that region across processes and over time. The data from these regions can be copious, so we use aggressive, parallel wavelet compression to aggregate and communicate these data to a central location. Our compression algorithm is lossy, but it preserved significant features even at very low bit rates. Figure 2 shows Libra’s compression pipeline in detail.

This strategy allows us to achieve between two and three orders of magnitude of compression, typically, while still preserving outliers, load distribution, and evolutionary behavior. Our compression algorithm also exhibits good scaling behavior. Each region is compressed independently, thus permitting the work of compression to be balanced evenly across all processes.

\(^1\) A CCT is a weighted tree in which each calling context is represented by a path from the root to a node and a node’s weight represents the cost attributed to its associated context.
in the application, The time required for compression does not increase significantly as system size grows.

3. Case Studies

We present brief examples illustrating the application of these tools to real problems.

3.1. Pinpointing Scalability Bottlenecks using HPCToolkit

To show the power of HPCToolkit’s differential call-path profiling analysis, we used it to pinpoint scaling bottlenecks in FLASH [8], a code that uses adaptive mesh refinement to model astrophysical thermonuclear flashes. We performed a weak scaling study of a white dwarf explosion by executing 256-core and 8192-core simulations on an IBM BlueGene/P located at the Argonne Leadership Computing Facility. For the 8192-core execution, both the input and the number of cores are 32x larger than the 256-core execution. With perfect scaling, we would expect identical run times and call-path profiles for both configurations.

Figure 1(b) shows a portion of the residual calling-context tree, annotated with two metrics: “scaling loss” and “% scaling loss”. The former quantifies the scaling loss (in microseconds) while the latter expresses that loss as a percent of total execution time (shown in scientific notation). The top-most entry in each metric column gives the aggregate metric value for the whole execution. A percentage to the right of a metric value indicates the magnitude of that particular value relative to the aggregate. Thus, for this execution, there was a scaling loss of $1.65 \times 10^8 \, \mu s$, accounting for 24.4% of the execution.\footnote{A scaling loss of 24.4% means that FLASH is executing at 75.6% parallel efficiency on 8192 cores relative to its performance on 256 cores.} By sorting calling contexts according to metric values, we immediately see that the evolution phase (\texttt{Driver\_evolveFlash}) of the execution (highlighted with a square) has a scaling loss that accounts for 13.9% of the total execution time on 8192 cores, which represents 57.1% of the scaling losses in the execution.

To pinpoint the scalability bottleneck in FLASH’s simulation, we use the “hot path” button to expand automatically the unambiguous portion of the hot call path according to this metric. Figure 1(b) shows this result. HPCToolkit identifies a loop (beginning at line 213), within its full dynamic calling context – a unique capability – that is responsible for 13.7% of the scaling losses. This loop uses a ring-based all-to-all communication pattern known as a \textit{digital orrery} to update a processor’s knowledge about neighboring blocks of the adaptive mesh. Although FLASH only

Figure 2. Libra Compression Pipeline
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uses the orrery pattern to set up subsequent communication to fill guard cells, looping over all processes is inherently unscalable. Other scalability bottlenecks can be identified readily by repeating the “hot path” analysis for other subtrees in the computation where scaling losses are present. The power of HPCToolkit’s scalability analysis is apparent from the fact that it immediately pinpoints and quantifies the scaling loss of a key loop deep inside the application’s layers of abstractions.

3.2. Examining Load Balance Using Libra
We used Libra to measure the load-balance behavior of S3D, a Direct Numerical Simulation (DNS) of turbulent combustion. Fine-grain calculations to simulate micro-turbulence with S3D can be used to generate coarser models for engineering-level simulation codes.

The computational regions of S3D exhibit almost perfect weak scaling [9]. We applied Libra to 200-time step runs of S3D on a Blue Gene/P system (Intrepid) at Argonne National Laboratory’s Leadership Computing facility. For each time step, we examined the time spent in MPI_Wait and MPI_Barrier, uniquely identifying each call-site by its full call-path labeled with file names and line numbers for each frame. We confirmed that that MPI_Wait and MPI_Barrier communication routines dominated the runtime of S3D at large scales, and that most of this time is attributed to two call-sites in S3D’s write_savefile checkpoint routine. Since write_savefile is called from two places in the code, four call-paths dominated execution time.

Figure 3 shows load balance profiles reported by Libra for MPI operations used in checkpointing for 4096, 8192, and 16384-process runs (top to bottom) of S3D on Intrepid. The tables below the profiles present summary statistics for each call-site. In the plots the vertical
axis represents time, the depth axis represents time steps (progress), and the horizontal axis represents processes by MPI rank. In each image there are two “ridgelines” parallel to the page corresponding to two of the periodic checkpoint operations. As we increased the size of the runs, the plots and summaries reveal a large increase in total time spent in checkpointing. I/O imbalance (inter-process variation) also increases with the number of nodes. This version of S3D writes a separate checkpoint file per process. Some processes quickly write their data to disk, while others encounter contention delays in writing theirs, resulting in the sawtooth load patterns seen in the figures. We are currently investigating and measuring runs of S3D with alternative I/O strategies designed to reduce and balance contention during the checkpoint phase.

4. Conclusions and Future Directions
The two approaches that we describe are complementary. We are currently investigating the question of coordinating their usage. For example, a unified approach would have Libra dynamically enable HPCToolkit profiling to track problems in detail.

An emerging challenge is that explicit shared-memory parallelism on multi-core chips is contributing a substantial multiplicative factor to the overall performance of large systems. This adds a new dimension to the complexity of performance analysis.
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