Has the world economy reached its globalization limit?
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Abstract
The economy globalization measure problem is discussed. Four macroeconomic indices of twenty among the “richest” countries are examined. Four types of “distances” are calculated. Two types of networks are next constructed for each distance measure definition. It is shown that the globalization process can be best characterised by an entropy measure, based on entropy Manhattan distance. It is observed that a globalization maximum was reached in the interval 1970-2000. More recently a deglobalization process is observed.
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1. Introduction
The term “globalization” was used for the first time in Merriam Webser Dictionary in 1944 and is used by economists and in social sciences since the 1960s, e.g. \cite{1}. However, this concept did not become popular until the second half of the 1980s. The earliest written theoretical concepts of globalization were penned by an American entrepreneur-turned-minister Charles Taze Russell \cite{2}. At present globalization problems are widely discussed: see \cite{3,4}. There are several aspects of globalization: economic \cite{5,6}, industrial \cite{7,8}, financial \cite{9,10,11}, but also political \cite{4,12}, cultural \cite{13,14,15}, religious \cite{16} etc... . In fact globalization is expected to result from the growing
integration of economies and societies around the world, and is accelerated due to the web and internet.

Within this paper globalization is defined as the increase of similarities in development (evolution) patterns. Yet, the key problem is not to prove or disprove here at length the existence of globalization but rather to find whether we can propose an adequate measure of this process, if possible with some universal aspect. Within this paper four distance measures are thereby tested: two of them are based on straightforward statistical analysis, the other two are based on the entropy concept, through an extension of the Theil index. These four globalization measures are defined in Sec. 2. The test data is described in Sec. 3 i.e. four time series: (i) Gross Domestic Product (GDP), (ii) GDP per capita, (iii) annual hours worked and (iv) employment per capita\(^3\) in the case of \(N = 20\) “rich” countries over more than fifty years. After constructing the distance matrices, building two types of structurally different networks, considering various time windows and measuring statistical parameters, it occurs that 256 plots should be displayed and discussed. The results are presented in Sec. 4 through two subsections based on the time series (i) and (ii) on one hand, and (iii) and (iv) on the other hand. In both subsections, we discuss the results from the point of view of the four distances which are defined in Sec. 2. Our own lengthy and detailed examinations suggest us to only display and argue that the most convincing plots pertain to the entropy measure approach coupled to the Manhattan distance study. Sec. 5 serves as a section allowing to conclude on statistical and economic findings.

2. Globalization measures

Four different distance measures are tested: on one hand, (i) the correlation distance, Eq.(1), (ii) the mean Manhattan distance, Eq.(3) and on the other hand, entropy based measures, through the Theil index, i.e. (iii) the entropy correlation distance, Eq.(5), and (iv) the entropy Manhattan distance, Eq.(6). The definitions are so given below.

\(^3\)The “employment rate” is usually defined as the ratio between the number of workers to the population size in the 15 - 64 age bracket. However due to the lack of historical data considering the number of people in different age groups the employment ratio is practically taken over the whole country population.
• (i) Correlation distance

\[ d_s(A, B)_{(t,T)} = \sqrt{\frac{1}{2}(1 - C_{(t,T)}(A, B))}, \]  

(1)

based on the linear correlation coefficient \( C_{(t,T)}(A, B) \) given by Eq. (2)

\[ C_{(t,T)}(A, B) = \frac{\langle AB \rangle_{(t,T)} - \langle A \rangle_{(t,T)} \langle B \rangle_{(t,T)}}{\sqrt{\langle A^2 \rangle_{(t,T)} - \langle A \rangle_{(t,T)}^2} \sqrt{\langle B^2 \rangle_{(t,T)} - \langle B \rangle_{(t,T)}^2}} \]  

(2)

maps the time series \( A(i), B(i) \) onto the interval \([0,1]\), where the discrete index \( i \) refers to the time at which some value of e.g. \( A \) has been measured. Usually the time series is restricted to a time window \((t, t + T)\), where \( t \) is the initial point of the time window and \( T \) is its width. The brackets \( \langle \cdot \rangle_{(t,T)} \) denote the mean value over the interval \((t, t + T)\).

• (ii) Mean Manhattan distance

\[ d_t(A, B)_{(t,T)} = |\langle A(i) - B(i) \rangle_{(t,T)}| \]  

(3)

keeping the same notations as in the two previous equations.

Entropy distances are defined in two steps. First the time series are mapped onto an entropy measure, then the distance between such mapped time series are calculated. Thus the procedure implies two possibly different time windows, i.e. an entropy \((T_1)\) and a distance \((T_2)\) window. Because of the character of the data, limited to a relatively small number of discrete values, the Theil index Eq. (4) is used as the entropy measure \([17]\).

Let us recall the Theil index definition in our context:

\[ Th_A(t, T) = \frac{1}{T} \sum_{i=t}^{t+T} \left( \frac{A(i)}{\langle A \rangle_{(t,T)}} - \ln \frac{A(i)}{\langle A \rangle_{(t,T)}} \right), \]  

(4)

from which the correlation, Eq. (1) or mean Manhattan, Eq. (2) distance can be reformulated, i.e.

• (iii) Entropy correlation distance

\[ d_{se}(A, B)_{(t,T_1,T_2)} = \sqrt{\frac{1}{2}(1 - C_{(t,T_2)}(Th_A(t, T_1), Th_B(t, T_1)))} \]  

(5)

and
(iv) Entropy Manhattan distance

\[ d_{le}(A, B)_{(t,T_1,T_2)} = \left| \langle T h_A(t, T_1) - T h_B(t, T_1) \rangle_{(t,T_2)} \right|. \]  

A matrix of the distances between the various macroeconomic index time series, here in brief called “countries”, can be next obtained. Notice that if the time window size is shorter than the length of the considered time series then the distance measure can be applied several times, which results in a set of matrix time series for each distance type under consideration.

Since each distance matrix is an \( N \times N \) matrix an appropriate analysis method is required. A network-like structure seems useful. There are several networks to be applied, e.g. Minimum Spanning Tree (MST), which is frequently used in stock market and other socio-economic topics analyses, e.g. \([18, 19, 20]\). It is accepted that MST is very useful in the analysis of dependencies between entities, but in our study we are focused on the general properties of the considered set of countries. Therefore instead of MST networks with clear local rule of attachment are to be preferred. Within this paper, the Bidirectional Minimal Length Path (BMLP) and the Locally Minimal Spanning Tree (LMST) network structures are considered. In short,

**BMLP:** The network begins with, as seed, the pair of countries with the smallest distance between them. Then the country closest to the nodes being the ends of the (seed) network are searched for and that with the shortest distance is attached to the appropriate end. The algorithm is continued until all countries become nodes of the (linear) network.

**LMST:** The root of the network is the pair of closest neighbouring countries. Then the country closest to any node is searched for and attached at the appropriate node, a.s.o., to form a “tree”.

The examined data is next given in Sec. 3. The statistical parameters of such constructed networks, i.e. mean (mean) value and standard deviation (std) of the distances between nodes, are calculated and their evolution discussed in Sec. 4.

3. Data

The present study is based on the (i) total GDP, (ii) GDP per capita, (iii) annually hours worked and (iv) employment per capita ratio as collected by
Figure 1: Semilog plots of GDP (in 1990 US$ units) of the mentioned countries as a function of time
Figure 2: Semilog plots of GDP per capita (in 1990 US $ units) of the mentioned countries as a function of time
the Conference Board and Groningen Growth and Development Centre [21]. The total GDP and GDP per capita data are given in 1990 US $ converted at Geary Khamis PPPs and denote the value for a given year [22]. Twenty of the most developed countries are analysed: Austria (AT), Belgium (BE), Denmark (DK), Finland (FI), France (FR), Germany (DE), Greece (GR), Ireland (IE), Italy (IT), Luxembourg (LU), the Netherlands (NL), Norway (NO), Portugal (PT), Spain (ES), Sweden (SE), Switzerland (CH), U.K. (GB), Japan (JP), Canada (CA), U.S.A. (US). The time interval considered spans 57 years, i.e. from 1950 to 2007.

The GDP data are presented in semilog plots in Fig. 1. The plots indicate a rather steady growth. Moreover one can point out striking similarities between the various GDP evolutions. The similarities are even more self-evident for the GDP per capita (Fig. 2).

On the other hand the employment market described by annually worked hours (Fig. 3) and employment per capita ratio (Fig. 4) are lacking obvious similarities. The former has some steady decreasing trend but a general overall rule is hardly found for the latter.
Figure 4: Employment per capita ratio of the considered set of countries as a function of time
4. Results

Globalization analysis are here below reported for the so defined distance measures in the case of four different time window values. The time windows sizes were chosen such that the averaging procedure should be able to smoothen the noise in order to be able to observe the time evolution of the considered parameters, – whence the time windows should be as short as possible. In entropy related distances two different time windows are involved; therefore two opposite combinations of the time window size were chosen \((T_1, T_2)\). In so doing we can check the role of the time window sizes as well, i.e.

- for correlation Eq.\((1)\) and for mean Manhattan Eq.\((3)\) distances\(^*\): \(T \in \{10, 15, 20, 25\}\)
- for entropy correlation Eq.\((5)\) and for entropy Manhattan Eq.\((6)\) distances: \((T_1, T_2) \in \{(5, 10), (10, 5), (10, 10), (15, 15)\}\).

After the time series were mapped by the appropriate distance measure, the BMLP and LMST networks were constructed and their statistical features analysed.

Since four different distance matrices are investigated through constructing two network structures, which is done in the case of four types of time series, four time windows, and two statistical parameters are considered, this leads to 256 plots. However for the sake of clarity only the crucial cases are discussed in the following. All plots are available on request from the authors. For the reader ease we have presented the discussions here below as if based on a logical tree structure, i.e. a first subsection based on the GDP and GDP per capita time series, followed by a next one with the annually worked hours and employment per capita ratio. In each subsection the discussion follows the order of definition of the distances.

4.1. Results/discussion: total GDP and GDP per capita time series

(i) The correlation distance: First consider the case of the total GDP time series. The extremum points of the mean correlation distance evolution are

\(^*\) Within this analysis the time window size is measured in years and simplifying the notations we always write the windows for entropy correlation and entropy Manhattan distances as \((T_1 = 5\, yrs, T_2 = 10\, yrs)\) as \((T_1, T_2)\).
listed in Table 1. Below we discuss shortly the main features of the mean distance evolution. The mean distance between nodes for BMLP and LMST networks are denoted by $E(d_{BMLP})$ and $E(d_{LMST})$ respectively. For the time window $T = 10$ the mean distance between nodes for both networks is decreasing from the value $E(d_{BMLP}) \approx 0.3$, $E(d_{LMST}) \approx 0.2$ in 1950\(^5\) to the level $E(d_{BMLP}) \approx E(d_{LMST}) \approx 0.05$ in 1957. The mean value remained on this level until 1964 and increased up to $E(d_{BMLP}) \approx E(d_{LMST}) \approx 0.05$ in 1970, then was rapidly decreasing to achieve a local minimum in 1975 at the mean value $E(d_{BMLP}) \approx 0.15$, $E(d_{LMST}) \approx 0.12$. After a relatively stable evolution in [1975-1980], a second maximum is observed in 1986 with $E(d_{BMLP}) \approx 0.5$, but $E(d_{LMST}) \approx 0.35$. This maximum is followed by a significant decrease down to $E(d_{BMLP}) \approx E(d_{LMST}) \approx 0.15$ in 1990. For the time window $T = 15$ the mean value of the distances between nodes is slowly decreasing from $E(d_{BMLP}) \approx 0.11$, and $E(d_{LMST}) \approx 0.10$ in 1950 till $E(d_{BMLP}) \approx 0.06$, and $E(d_{LMST}) \approx 0.05$ in 1959.

From that time on, the mean distance is growing till 1970 [$E(d_{BMLP}) \approx E(d_{LMST}) \approx 0.25$]. In the case of the BMLP network the next minimum is observed in 1975 $E(d_{BMLP}) \approx 0.13$ before it increases toward a stable value in [1980-1986], i.e. $E(d_{BMLP}) \approx 0.25$. In the last interval of the considered period the mean distance of the BMLP network is decreasing. For the LMST tree the mean distance between countries remains in the interval $0.1 < E(d_{LMST}) < 0.15$ after the local minimum in 1975.

For the time window $T = 20$ for both network structures the mean distance between countries (or nodes) remain in the interval $0.05 < E(d_{BMLP}) < 0.22$, and $0 < E(d_{LMST}) < 0.15$.

For the longest, considered here time window $T = 25$ the evolution of the mean distance between nodes is similar to the one observed for the case $T = 20$ and takes values in the intervals $0.07 < E(d_{BMLP}) < 0.20$, and $0.05 < E(d_{LMST}) < 0.12$ respectively.

Next consider the second set of time series, i.e. the GDP per capita. The extremum points of the mean correlation distance evolution in the case of LMST network are listed in Table 2. The mean distance between nodes for BMLP network, except for the time window $T = 10$, increases

\(^5\)The date corresponds to the initial point of the time window, i.e. in the case of the time window $T = 10$ the time window which begins on the 01 of January 1950 ends on the 31 of December 1959. For simplifying the notations we always write the windows as $(T_1, T_2)$. 
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Table 1: The local extrema of the mean distance between the 20 rich countries total GDP, in the case of the correlation distance definition and on BMLP and LMST networks.

| window | size | 10       | 15   | 15   |
|--------|------|----------|------|------|
| B      | local value | 0.3     | 0.45 | 0.5  | 0.11 | 0.25 |
| M      | max year   | 1950    | 1970 | 1986 | 1950 | 1970 | 1980 |
| L      | local value | 0.05    | 0.15 | 0.15 | 0.06 | 0.13 |   -  |
| P      | min year   | 1957    | 1975 | 1990 | 1959 | 1975 |   -  |
| L      | local value | 0.2     | 0.45 | 0.35 | 0.1  | 0.25 |   -  |
| M      | max year   | 1950    | 1970 | 1986 | 1950 | 1970 |   -  |
| S      | local value | 0.05    | 0.12 | 0.15 | 0.05 |   -  |   -  |
| T      | min year   | 1957    | 1975 | 1990 | 1939 |   -  |   -  |

Table 2: The local extrema of the mean distance between the 20 rich countries in the case of the correlation distance for GDP per capita time series on LMST networks.

| window | size | 10       | 15   | 15   | 25   |
|--------|------|----------|------|------|------|
| local  | value | 0.7     | 0.57 | 0.61 | 0.6  | 0.64 | 0.58 | 0.57 |
| max    | year  | 1965    | 1999 | 1970 | 1990 | 1960 | 1970 | 1970 |
| local  | value | 0.41    |   -  | 0.45 |   -  | 0.48 | 0.47 | 0.46 |
| min    | year  | 1981    |   -  | 1985 |   -  | 1967 | 1987 | 1987 |

almost monotonically in the considered interval. For the LMST network and $T = 10$, the mean distances decrease in the interval 1965 till 1981 from $E(d_sLMST) = 0.7$ to $E(d_sLMST) = 0.41$ and increase to a local maximum in 1993 $E(d_sLMST) = 0.57$. In the case of $T = 15$, a decrease of $E(d_sLMST)$ period can be pointed [1970, 1985], which is followed by an increase of $E(d_sLMST)$ till 1990. The local maxima and minima are: $E(d_sLMST)(1970) = 0.61$, $E(d_sLMST)(1985) = 0.45$, $E(d_sLMST)(1990) = 0.60$.

For the time window $T = 20$, the first local maximum is observed at 1960 $E(d_sLMST)(1960) = 0.64$; then the distance is decreasing to $E(d_sLMST)(1967) = 0.48$ and next increasing to $E(d_sLMST)(1970) = 0.58$ before finally decreasing to $E(d_sLMST)(1987) = 0.47$.

For the time window $T = 25$, the initial evolution of the mean distance is scattered around $E(d_sLMST) = 0.56$; thereafter, the mean distance is decreasing from $E(d_sLMST)(1970) = 0.57$ to $E(d_sLMST)(1987) = 0.46$. 
(ii) Mean Manhattan distance: for both considered network structures and all considered time windows in the case of the total GDP time series, a monotonical growth is observed. In brief, for $T = 10$, $E(d_{tBMLP})$ and $E(d_{tLMST})$ go from $1.5 \cdot 10^6$ to $5.5 \cdot 10^6$. For $T = 15$, $E(d_{tBMLP})$ and $E(d_{tLMST})$ go from $1.5 \cdot 10^6$ to $5 \cdot 10^6$. $T = 15$, $E(d_{tBMLP})$ and $E(d_{tLMST})$ go from $1.6 \cdot 10^6$ to $4.6 \cdot 10^6$. For $T = 25$, $E(d_{tBMLP})$ and $E(d_{tLMST})$ go from $1.7 \cdot 10^6$ to $4.3 \cdot 10^6$.

In the case of the GDP per capita time series the evolution of the mean distance between nodes on the BMLP and LMST is monotonically growing from $E(d_{t})(1950) \approx 2000$ for $T = 10$, up to $E(d_{t})(1984) \approx 4200$; for $T = 15$, $E(d_{t})(1980) \approx 4000$; for $T = 15$, $E(d_{t})(1975) \approx 3800$; $T = 20$, $E(d_{t})(1970) \approx 3500$.

(iii) Entropy correlation distance: in the case total GDP time series: for $(5, 10)$, the mean distances oscillate in $[0.4, 0.9]$, for BMLP, and in $[0.3, 0.7]$ for LMST. The mean distances for $(10, 5)$ oscillate as well but between the values for BMLP: $[0.4, 0.9]$, and for LMST in $[0.3, 0.88]$. In the case of $(10, 10)$ the mean distances between BMLP nodes oscillate in the interval $[0.4, 0.78]$. Notice that $E(d_{se}LMST)$ has one distinguishable long maximum: it begins in 1959 and lasts till 1963; then $E(d_{se})$ is decreasing from 0.7 to 0.4 during two consecutive time windows and remains on this level till 1987, – the last point of the evolution. For $(15, 15)$ the mean value evolution begins at $E(d_{se}BMLP) = 0.47$, or $E(d_{se}LMST) = 0.4$ and is increasing during the next four time windows achieving a local maximum at $E(d_{se}BMLP) = 0.85$, or $E(d_{se}LMST) = 0.7$ in 1954. Then the mean distance is decreasing to a minimum $E(d_{se}BMLP) = 0.26$, $E(d_{se}LMST) = 0.24$ in 1962. In the interval [1962, 1967] the mean distances increase for both networks; for the remaining time they remain at the level $E(d_{se}BMLP) \approx 0.6$, $E(d_{se}LMST) \approx 0.45$. The extremum points of the time evolution of the mean distance between networks nodes in the case of the time window $(15,15)$ are collected in Table 3.

On the other hand, the analysis of GDP per capita data allows to make the following observations: for the BMLP networks the mean distance is very scattered and takes values in the interval: for $(5,10)$ in $0.55 < E(d_{se}BMLP) < 0.81$; for $(10,5)$, in $0.46 < E(d_{se}BMLP) < 0.76$; for $(10,10)$, in $0.52 < E(d_{se}BMLP) < 0.74$; for $(15,15)$, in $0.58 < E(d_{se}BMLP) < 0.85$. The mean distance between countries for the LMST network and the time window 15 is, as in the case of the BMLP also very scattered taking values in the interval for $(5,10)$, in $0.38 < E(d_{se}LMST) < 0.65$ and for $(10,5)$, in $0.23 < E(d_{se}LMST) < 0.86$. For the two other time window cases one increase, one
decrease and a stable evolution of the mean distance between nodes can be distinguished: for (10,10) since 1956 the mean distance is growing till 1961 to \( E(d_{se,LMST})(1961) = 0.85 \) and decreasing to the value \( E(d_{se,LMST})(1966) = 0.4 \); for the (15,15) the first minimum is at \( E(d_{se,LMST})(1950) = 0.3 \) after which the mean distance is monotonically growing to \( E(d_{se,LMST})(1955) = 0.78 \), then decreasing to \( E(d_{se,LMST})(1963) = 0.35 \) and remaining at \( \approx 0.4 \).

(iv) **Entropy Manhattan distance**: as mentioned above we display such results, see Figs. 5-8. The evolution of the \( E(d_{le}) \) LMST means are presented in Figs. 5-6 in the case of the total GDP and the GDP per capita, respectively. Since the mean distance between network nodes in the case of the total GDP and the GDP per capita differ only in a few details, the discussion of its properties of these evolutions concerns both time series together.

In the evolution of the BMLP and LMST networks three types of evolution can be distinguished: a decrease of the mean distance between network nodes, followed by a period of stable evolution and finally an increase. In the case of the longest considered time windows (15,15) the decrease period starts in 1950 and ends in 1967 (BMLP and LMST) followed by an increase till 1977; for the time window (10,10) the mean distance is decreasing from 1952 to 1967, then remains stable till 1973 and from that point increases; the evolution of the mean distance between network nodes for the time window (10,5) and (5,10) gives similar results to the discussed cases: a decrease is observed from 1960 till 1967, then the mean distance remains stable until 1976 and from this moment increases. The main difference between the case (5,10) and (10,5) is that the mean distance is smaller in the time window (5,10), i.e. the maximum of the mean distance is 0.0045 for (5,10) while it is 0.017 for (10,5). They are 0.0035 and 0.015 for the GDP per capita time
Figure 5: (left) The mean distance, (right) the standard deviation between LMST network nodes as a function of time. The LMST networks were constructed from the total GDP time series through the entropy Manhattan distance concept.

Figure 6: (left) The mean distance, (right) the standard deviation between LMST network nodes as a function of time. The LMST networks were calculated from the GDP per capita time series through the entropy Manhattan distance concept.

These observations coincide with the analysis of the evolution of standard deviation of distances between nodes in LMST networks, as displayed on Fig. 5(b) and 6(b). This indicates that conclusions can logically be reached and make sense when looking at entropy Manhattan distance approach.

4.2. Results/discussion: annually worked hours and employment per capita ratio

(i) Correlation distance: The mean distance between nodes on the BMLP and LMST networks in the case of annually worked hours is initially growing to a maximum (depending on the time window) in 1955 (for $T = 25$) and 1961 (for $T = 10$) and is later decreasing to a minimum in 1965 (for $T = 25$)}
and 1969 (for $T = 10$) before growing for the remaining time of the analysed years. The analysis of employment per capita ratio distance matrices through BMLP and LMST networks gives very scattered results. Monotonic evolution periods can be observed only for the LMST network and for the time window $T = 15$, i.e. in $[1972, 1975]$, a decrease and in $[1987, 1993]$, an increase.

(ii) Mean Manhattan distance: For the annually worked hours series, the evolution of the mean distance between nodes on BMLP and LMST networks presents six monotonic periods with maxima at 1959, 1971, 1984 and minima at 1950, 1965, 1977, 1987 (for $T = 10$). If the time window size is changed, the position of each local extremum is shifted approximately by the increase in the time window size. For the employment/capita ratio data the mean distances between network nodes increase almost monotonically in the whole period.
considered time interval with one exception, that of the minimum at 1970 for $T = 15$. Similar evolutions are observed for both networks considered.

(iii) *Entropy correlation distance*: An analysis of the annually worked hours and employment *per capita* ratio results in plots with scattered data points for both network structures in the entropy-correlation distance approach.

(iv) *Entropy Manhattan distance*: The evolution of the mean distance, and its standard deviations, between LMST network nodes in the case of annually worked hours and employment *per capita* ratio are presented in Figs. 7(a)-8(b). Results obtained for BMLP network are very similar to the LMST case. A monotonic evolution of the mean distances occurs: e.g. for the (5,10) case, a relative stable evolution exists in the interval [1950, 1977], or for the (15, 15) case, a decrease of mean distances occurs in the interval [1950, 1954]. Similar situations are observed in the employment *per capita* ratio data analysis: as in the previous case only a few time intervals can be pointed out as containing a monotonic evolution of the mean distance: e.g. for the (5,10) a relative stable evolution is found in the interval [1960, 1977].

5. Conclusions

In view of the globalization definition the decrease of the mean distance between countries on some network is interpreted as the mark of a globalization process. After constructing appropriate networks, for this macroeconomic analysis, the evolution of the mean distances, especially their decrease and increase, convincingly suggest globalization and deglobalization periods.

Thus within this paper four distance measures were tested for globalization measures. They were calculated on four sets of time series (i) GDP, (ii) GDP *per capita*, (iii) annually worked hours and (iv) employment *per capita* ratio. These time series were selected because they are classically examined in macro-economy research, and should present a local measure within a globalization process, if any, whence reflecting some integration of the world economy. The second set of time series (iii) annually worked hours and (iv) employment/capita ratio was chosen considering that the globalization process should not *a priori* influence this aspect of human activity. In fact the labour market is usually strongly protected by national laws.

After much calculation, graphs and statistical analysis, we have observed that the most appropriate distance measure is that based on the entropy notion and the best results obtained by calculating the entropy Manhattan
distance, based on the Theil index. On one hand, it shows a globalization process between considered countries in the case of the total GDP and GDP per capita time series. On the other hand the analysis based on the entropy Manhattan distance finds no globalization in the third and fourth data set (annually worked hours and employment per capita ratio). It is thus shown and concluded that entropy Manhattan distance is interestingly sensitive to measure a globalization process. The calculation of this distance measure allows us to point out periods of globalization and deglobalization in the world economy. Similar results are obtained for both networks here tested (BMLP and LMST). Therefore the choice of the distance measure is seen to be a key factor of such an analysis, - not the network choice.

This observation leads to another bonus as a conclusion: since the key factor of the globalization is the increase in the similarities of the entropy evolution, we conclude from the above that the globalization process presents a natural limit. In the case of the 20 countries here above considered this limit was reached in the time interval 1970-2000, as much exemplified by the GDP and GDP per capita time series. Of course, we do not pretend that it cannot be reached again, depending on new political conditions, after the presently apparent deglobalization process.

These numerical and physically based observations concur with European Community considerations about the formation and integration of the considered countries. Especially interesting is the moment of the Berlin wall fall, on the 9th of November 1989 when new political and economical opportunities arose and a deglobalization process was “felt” due to capital flow to the post communist countries. The EUR introduction and the Maastricht agreement constraints seem to indicate the start of the deglobalization. Maybe because they are not followed congruently by the European countries.
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