Free Boundary Formulation for Boundary Value Problems on Semi-Infinite Intervals: An up to Date Review
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Abstract

In this paper, we propose a review of the free boundary formulation for BVPs defined on semi-infinite intervals. The main idea and theorem are illustrated, for the reader convenience, by using a class of second-order BVPs. Moreover, we are able to show the effectiveness of the proposed approach using two examples where the exact solution both for the BVPs and their free boundary formulation are available. Then, we describe the free boundary formulation for a general class of BVPs governed by an $n$-order differential equation. In this context, we report three problems solved using the free boundary formulation. The reported numerical results, obtained by
the iterative transformation method or the Keller’s second-order finite difference method, are found to be in very good agreement with those available in the literature. The last result of this research is that, in order to orient the interested reader, we provide an extensive bibliography. Of course, we may aspect further and more interesting applications of the free boundary formulation in the future.
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## 1 Introduction and bibliography

Usually, when dealing for the first time with a boundary value problem (BVP) defined on a semi-infinite interval, the applied scientist does not know the exact or even an approximate solution. As a consequence, he often is tempted to try for a numerical solution to the problem. Therefore, along the years’ several approaches have been proposed in order to solve such a problem numerically.

The oldest and simplest approach, to deal with the problems we are facing, is to replace the original problem by one defined on a finite interval, where a finite value, the so-called truncated boundary, is used instead of infinity. This approach was used, for instance, to get the tabulated numerical solution [26] and [24, p. 136] of the Blasius problem [8]. However, to get an accurate solution a comparison of numerical results obtained for several values of the truncated boundary is necessary as suggested by Fox [22, p. 92] and by Collatz [11, pp. 150-151]. Moreover, in some cases, accurate solutions can be found only by using very large values of the truncated boundary. This is, for instance, the case for the branches of the von Karman swirling flows where values of truncated boundaries up to several hundred were used by Lentini and Keller [32].

The limitation of the above classical approach has lead some researchers de Hoog and Weiss [13], Lentini and Keller [31] and Markowich [34,35] to develop
a theory for defining the asymptotic boundary conditions to be imposed at a given value of the truncated boundary. Those asymptotic boundary conditions are derived by a preliminary asymptotic analysis involving the Jacobian matrix of the right-hand side of the governing equations evaluated at infinity. The main idea of this asymptotic boundary conditions approach is to project the solution into the manifold of bounded solutions. By using the same value of the truncated boundary, a more accurate numerical solution can be found by this approach than that obtained by the classical approach, because in the first case the imposed boundary conditions are obtained from the asymptotic behaviour of the solution. However, we should note that this approach is not straightforward, see the remarks by Ockendon [37], and that for nonlinear problems highly nonlinear asymptotic boundary conditions usually result. Asymptotic boundary conditions have been applied successfully to the numerical approximation of the so-called “connecting orbits” problems of dynamical systems, see Beyn [5, 6, 7]. Those problems are of interest, not only in connection with dynamical systems, but also in the study of traveling wave solutions of partial differential equations of parabolic and hyperbolic type as shown by Beyn [6], Friedman [23], Bai et al. [2], and Liu et al. [33].

A different approach, for the numerical solution of BVPs defined on a semi-infinite, is to consider a free boundary formulation of the given problem, where the unknown free boundary can be identified with a truncated boundary. In this approach, the free boundary is unknown and has to be found as part of the solution. This free boundary approach overcomes the need for an a priori definition of the truncated boundary. Free BVPs represent a numerical challenge because they are always non-linear as pointed out first by Landau [30]. However, a free boundary formulation has been successfully applied to several problems in the applied sciences: namely, the Blasius problem by Fazio [15], a two-dimensional stagnation point flow by Ariel [11], the Falkner-Skan model by Fazio [16], by Zhang and Cheng [40] and by Zhu et al. [41], and the model describing a fluid flowing around a slender parabola of revolution by Fazio [17] in boundary layer theory, the computation of a two-dimensional homoclinic connecting orbit by Fazio [19], and a
problem related to the deflection of a semi-infinite pile embedded in soft soil by Fazio [20]. The last problem is of interest in foundation engineering, for instance, in the design of drilling rigs above the ocean floor, see Lentini and Keller [31] and the references quoted therein.

A different way to avoid the definition of a truncated boundary is to apply coordinate transforms. Coordinate transforms have been applied successfully to the numerical solution of ordinary and partial differential equations on unbounded domains, see Grosch and Orszag [25], Koleva [29] or Fazio and Jannelli [21].

The main idea and theorem related to the free boundary formulation are illustrated using a class of second-order BVPs. In this context, we show in full details the application of the free boundary formulation to two example of BVPs defined on semi-infinite intervals. In both cases, we are able to provide the exact solution of both the BVP and its free boundary formulation. Therefore, these problems can be used as benchmarks for the numerical methods applied to BVPs on a semi-infinite intervals and to free BVPs. In this context, sometimes, it is possible to solve a given free BVP non-iteratively, see the survey by Fazio [18], whereas BVPs are usually solved iteratively. Here, for two classes of free BVPs, we define non-iterative initial value methods which, in the literature, are referred to as non-iterative transformation methods (ITMs). Indeed, non-ITMs can be defined within Lie’s group invariance theory. For the group invariance theory, the interested reader is referred to Bluman and Cole [9], Bluman and Kumei [10], Barenblatt [3], or Dresner [14].

A review paper [18] by this authors proposed a brief description related to the main topic of this survey, the numerical example there was concerning with a fluid flow around a slender parabola of revolution mimic an airplane engine.

The main goal of this paper is to provide evidence of the effectiveness of the free boundary formulation for the class of BVPs defined on semi-infinite intervals.
defined by
\[
\frac{d^n u}{dx^n} + f\left(x, u, \cdots, \frac{d^{n-1} u}{dx^{n-1}}\right) = 0
\]
\[
\frac{d^k u}{dx^k}(0) = u_k, \quad \text{for} \quad k = 0, 1, \cdots, n - 2
\]
\[
\frac{d'u}{dx'}(\infty) = u_\infty,
\]
where \(n\) is a positive integer bigger than one, \(f(\cdot, \cdots, \cdot)\) is a given function of its arguments, \(u_k\), for \(k = 0, 1, \cdots, n - 2\), \(r \in \{0, 1, \cdots, n - 1\}\), and \(u_\infty\) are given constants. However, to let the interested reader gain confidence with the free boundary formulation we are going to start, in the next section, with the simplest problem of this kind and its free boundary formulation.

2 Free boundary formulation main idea

In order to explain the main idea behind our free boundary formulation, we consider the simplest sub-class of BVPs that belongs to (1), namely
\[
\frac{d^2 u}{dx^2} + g\left(x, u, \frac{du}{dx}\right) = 0, \quad x \in [0, \infty)
\]
\[
u(0) = u_0, \quad u(\infty) = u_\infty
\]
where \(g(\cdot, \cdot, \cdot)\) is a given function of its arguments, and \(u_0\) and \(u_\infty\) are given constants. If we can assume that the first derivative of \(u(x)\) goes monotonically to zero at infinity, then we replace the problem (2) with its free boundary formulation
\[
\frac{d^2 u_\varepsilon}{dx^2} + g\left(x, u_\varepsilon, \frac{du_\varepsilon}{dx}\right) = 0, \quad x \in [0, x_\varepsilon]
\]
\[
u_\varepsilon(0) = u_0, \quad u_\varepsilon(x_\varepsilon) = u_\infty, \quad \frac{du_\varepsilon}{dx}(x_\varepsilon) = \varepsilon
\]
where \(x_\varepsilon\) is an unknown free boundary and \(0 \leq |\varepsilon| \ll 1\) is a parameter.

We have to remark here that monotonic properties of the solution, its first and second derivative have been demonstrated by Countyman and Kannan \[12\], for the class of problems in (2) where \(g\) depends exclusively on \(u\).
The following theorem provides, under suitable smoothness conditions, the order of convergence (and the uniform convergence) of the solution of (3) to the solution of (2).

**Theorem 1** Suppose $u_\varepsilon(x)$ and $\partial u_\varepsilon(x)$ are continuous functions with respect to $\varepsilon$ (and also with respect to $x$ in the related free boundary domain $[0,x_\varepsilon]$) and that $|\varepsilon_1| < |\varepsilon_2| \Rightarrow [0,x_\varepsilon_2] \subset [0,x_\varepsilon_1]$ at least in a non-empty interval including $\varepsilon = 0$, then

$$||u_\varepsilon(x) - u(x)|| \leq L|\varepsilon|$$

where $|| \cdot ||$ is the maximum norm on $[0,x_\varepsilon]$ and $L$ is a positive constant independent on $\varepsilon$.

The proof of this Theorem can be obtained along the lines of the proof for the convergence Theorem stated in Fazio [17] for a free boundary formulation for a class of problems governed by a third-order differential equation.

The free boundary formulation allows us to embed a BVP in (2) into a class of problems involving the control parameter $\varepsilon$. When we solve the free boundary formulation (3) numerically, we can fix a very small value of $|\varepsilon|$ and apply a grid refinement to verify whether the numerical results agree within a prefixed number of significant digits. Also, it is possible to fix a step size and let $\varepsilon$ go to zero and verify whether $u_\varepsilon(x) \to u(x)$ together with $x_\varepsilon \to \infty$. Usually, it suffices to take $|\varepsilon| \in \{10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}, 10^{-6}, \ldots\}$ and compare the obtained numerical results. Let us remark here that sometimes it is possible to solve the free boundary formulation non-iteratively, see the survey by Fazio [18], whereas the BVP (2) is usually solved iteratively.
3 Two examples for the free boundary formulation

Let us consider, now, a first example of a BVP defined on an semi-infinite interval. So, we consider the linear problem

\[ \frac{d^2u}{dx^2} + P \frac{du}{dx} = 0, \quad x \in [0, \infty) \]

\[ u(0) = 0, \quad u(\infty) = 1 \]

(4)

where \( P \) is a positive constant. The solution of (4) is easily found to be

\[ u(x) = 1 - e^{-Px} \]

(5)

so that the missing initial condition is equal to \( P \), that is \( \frac{du}{dx}(0) = P \). Figure 1 shows the solution (5) of the BVP (4) for different values of \( P \). The bigger is the value of \( P \), the harder is to solve the BVP numerically. In fact, for large values of \( P \), the solution has a fast transient for small values of \( x \).

Let us consider now the free boundary formulation for (4)

\[ \frac{d^2u_\varepsilon}{dx^2} + P \frac{du_\varepsilon}{dx} = 0, \quad x \in [0, x_\varepsilon] \]

\[ u_\varepsilon(0) = 0, \quad u_\varepsilon(x_\varepsilon) = 1, \quad \frac{du_\varepsilon}{dx}(x_\varepsilon) = \varepsilon \]

(6)

with \( 0 \leq \varepsilon \ll 1 \). The solution of (6) is given by

\[ u_\varepsilon(x) = \frac{P + \varepsilon}{P} \left(1 - e^{-Px}\right), \quad x_\varepsilon = -\frac{1}{P} \ln \left(\frac{\varepsilon}{P + \varepsilon}\right). \]

(7)

Therefore, we can easily verify that as \( \varepsilon \) goes to zero the solution \( u_\varepsilon(x) \) of the free boundary formulation (6) converges to the solution \( u(x) \) of the original problem (4) and the free boundary \( x_\varepsilon \) goes to infinity. Moreover, we realize that the obtained approximation becomes the more accurate the more \( \varepsilon \) is near zero, see figure 2.

Remark. the same exact solutions (5) and (7) are still valid if we replace the governing differential equation, in the BVP (4) and its free boundary formulation (6) with the non-autonomous one

\[ \frac{d^2u}{dx^2} + P^2 e^{-Px} = 0, \]

(8)
where we substitute $u = u_\varepsilon$ in the free boundary case.

Replacing a linear problem with a non-linear one can be justified, from a numerical viewpoint, only by considering that in this way we overcome the singularity related to the boundary condition prescribed at infinity. Of course, when the original problem is a non-linear one a free boundary formulation for it can be really convenient to solve numerically.

As a second example of a BVP defined on a semi-infinite interval, we consider the non-linear problem

\[ \frac{d^2u}{dx^2} + 2Pu \frac{du}{dx} = 0, \quad x \in [0, \infty) \]
\[ u(0) = 0, \quad u(\infty) = 1, \tag{9} \]
Figure 2: The solution (7) for $P = 1$ and different values of $\varepsilon$. The symbols stand for: – the exact solution, $\nabla$, $\triangle$ and $\circ$ the free boundary solution $u_\varepsilon$ with $\varepsilon = 0.1$, $\varepsilon = 0.01$ and $\varepsilon = 0.001$, respectively.

where, again, $P$ is a positive constant. The solution of (9) is given by

$$u(x) = \tanh(Px),$$

and, again, $\frac{du}{dx}(0) = P$. Figure 3 shows the solution (10) of the BVP (9) for different values of $P$. Again, for large values of $P$, the solution has a fast transient for small values of $x$. It can be easily verified that, for instance by comparing figure (1) with figure (3), for the same value of the parameter $P$, the BVP (9) is more challenging than the BVP (4).
Figure 3: The solution (10) for different values of $P$. The symbols stand for: $\circ$ $P = 10$, $\triangledown$ $P = 1$, and $\triangle$ $P = 0.1$.

Let us consider now the free boundary formulation for (9)

$$\frac{d^2 u_\varepsilon}{dx^2} + 2Pu_\varepsilon \frac{du_\varepsilon}{dx} = 0, \quad x \in [0, x_\varepsilon]$$

(11)

$u_\varepsilon(0) = 0, \quad u_\varepsilon(x_\varepsilon) = 1, \quad \frac{du_\varepsilon}{dx}(x_\varepsilon) = \varepsilon,$

with $0 \leq \varepsilon \ll 1$. The positive solution of (11) is given by

$$u_\varepsilon(x) = -\frac{1}{C} \tanh (Px), \quad x_\varepsilon = \frac{1}{2P} \ln \left( \frac{1-C}{1+C} \right),$$

(12)

where $C = \left( \varepsilon - \sqrt{\varepsilon^2 + 4P^2} \right) / 2P$. Also in this case, as $\varepsilon$ goes to zero the solution $u_\varepsilon(x)$ of the free boundary formulation (11) converges to the solution $u(x)$ of the original problem (9) and the free boundary $x_\varepsilon$ goes to infinity. Moreover, also, in this case, the obtained approximation becomes the more accurate the more $\varepsilon$ is close to zero, see figure 4.
Figure 4: The solution (12) for $P = 1$ and different values of $\varepsilon$. The symbols stand for: − the exact solution, $\nabla$, $\triangle$ and $\circ$ the free boundary solution $u_\varepsilon$ with $\varepsilon = 0.1$, $\varepsilon = 0.001$ and $\varepsilon = 0.00001$, respectively.

Golden rule. The free boundary formulation would be most effective when we are able to infer that as the values of $\varepsilon$ goes to zero, then the free boundary $x_f$ goes to infinity. To this end, we can verify numerically that if $\varepsilon_1 < \varepsilon_2$ then $x_{f_1} > x_{f_2}$. 


4 Free boundary formulation for the BVPs (1)

Let us come, now, to the free boundary formulation for the class of BVPs (1).

\[
\frac{d^n u}{dx^n} + f\left(x, u, \cdots, \frac{d^{n-1} u}{dx^{n-1}}\right) = 0
\]

\[
\frac{d^k u}{dx^k}(0) = u_k, \quad \text{for} \quad k = 0, 1, \cdots, n-2 \quad (13)
\]

\[
\frac{d^r u}{dx^r}(x_\varepsilon) = u_\infty, \quad \frac{d^{r+1} u}{dx^{r+1}}(x_\varepsilon) = \varepsilon,
\]

where \(x_\varepsilon\) is an unknown free boundary and \(0 \leq |\varepsilon| \ll 1\) is a parameter.

The following theorem provides, under suitable smoothness conditions, the order of convergence (and the uniform convergence) of the solution of (13) to the solution of (1).

**Theorem 2** Assume that \(\frac{d^k u}{dx^k}(x), \text{for } k = 0, 1, \cdots, n-1,\) are continuous functions with respect to \(\varepsilon\) (and also with respect to \(x\) in the related free boundary domain \([0, x_\varepsilon]\)) and that \(|\varepsilon_1| < |\varepsilon_2| \Rightarrow [0, x_{\varepsilon_2}] \subset [0, x_{\varepsilon_1}]\) at least in a non-empty interval including \(\varepsilon = 0\), then

\[
||u_\varepsilon(x) - u(x)|| \leq L|\varepsilon|
\]

where \(|| \cdot \||\) is the maximum norm on \([0, x_\varepsilon]\) and \(L\) is a positive constant independent on \(\varepsilon\).

For the proof of Theorem 2 we can follow the lines of the proof of the convergence Theorem stated in Fazio [17] for a free boundary formulation for a class of problems governed by a third-order differential equation.

Once again, the free boundary formulation allows us to embed a BVP in (2) into a class of problems involving the control parameter \(\varepsilon\).

5 Examples with numerical results

As a first example, we recall the model describing the flow of an incompressible fluid around a slender parabola of revolution, mimic an airplane engine,
Table 1: Numerical results, related to the free boundary value $x_\epsilon$ and the missing initial condition $\frac{d^2 f}{d\eta^2}(0)$, for the BVP (15) when $P_1 = P_2 = 2$ for different values of $\epsilon$.

| $\epsilon$ | $x_\epsilon$ | $\frac{d^2 u}{dx^2}$ |
|------------|--------------|----------------------|
| $10^{-6}$  | 37.23        | 1.441377749          |
| $10^{-7}$  | 45.62        | 1.441372413          |
| $10^{-8}$  | 54.15        | 1.441371875          |
| $10^{-9}$  | 62.75        | 1.441371815          |

described by Na [36, pp. 217-221]

\[
(1 + P_1 x) \frac{d^3 u}{dx^3} + \left(\frac{1}{2} u + P_1\right) \frac{d^2 u}{dx^2} = 0
\]

\[
u(0) = P_2, \quad \frac{du}{dk}(0) = 0, \quad \frac{du}{dx}(\infty) = 1,
\]

where $P_1$ is the transverse curvature parameter and $P_2$ is a parameter related to suction (when $P_2 < 0$) or blowing (when $P_2 > 0$). By setting $P_1 = 0$ in (14) we end up with Blasius problem in the case of suction or blowing. A free boundary formulation for this problem is as follows

\[
(1 + P_1 x) \frac{d^3 u}{dx^3} + \left(\frac{1}{2} u + P_1\right) \frac{d^2 u}{dx^2} = 0
\]

\[
u(0) = P_2, \quad \frac{du}{dk}(0) = 0, \quad \frac{du}{dx}(x_\epsilon) = 1, \quad \frac{d^2 u}{dx^2}(x_\epsilon) = \epsilon,
\]

where $x_\epsilon$ is the introduced free boundary and $\epsilon$ is a small value. We list in table 5 some numerical results, concerning the missing initial condition, obtained by an iterative transformation method for the case where $P_1 = P_2 = 2$. From the results in table 5 we can conclude that the missing initial condition has the value $\frac{d^2 f}{d\eta^2}(0) = 1.4413718$. 
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As a second example, we consider the Sakiadis BVP \[38\] \[39\]

\[
\frac{d^3u}{dx^3} + \frac{1}{2} \frac{d^2u}{dx^2} = 0, \\
u(0) = 0, \quad \frac{du}{dx}(0) = 1, \\
\frac{du}{dx}(\infty) = 0.
\]  

(16)

A free boundary formulation for this problem can be easily obtained and is given by

\[
\frac{d^3u}{dx^3} + \frac{1}{2} u \frac{d^2u}{dx^2} = 0, \\
u(0) = 0, \quad \frac{du}{dx}(0) = 1, \\
\frac{du}{dx}(x_\epsilon) = 0, \quad \frac{d^2u}{dx^2}(x_\epsilon) = \epsilon
\]

(17)

where \(x_\epsilon\) is the introduced free boundary and \(\epsilon\) is a small value.

In table 2, we propose a comparison between our results and those reported in the literature. As it can be easily seen, our numerical results compare very well with those obtained by other authors.

Table 2: Comparison of the velocity gradient at the plate at the wall and truncated boundary \(x_\infty\) for the Sakiadis problem.

| \[38\] | \[27\] | \[4\] |
|---|---|---|
| Finite Difference\(^1\) | Simple Shooting | ITM\(^2\) |
| \(x_\infty\) | \(\frac{d^2u}{dx^2}(0)\) | \(\frac{d^2u}{dx^2}(0)\) | \(\frac{d^2u}{dx^2}(0)\) |
| 0.44375 | 0.44375 | 20 | 0.443747 | 10 | 0.443761 |

\(^1\)Keller’s second order box scheme \[28\] and \(^2\) ITM stands for iterative transformation method.

Figure 5 shows the numerical approximation.
As our last example, we consider a BVP that was already used by Lentini and Keller [31] to test the asymptotic boundary conditions approach. That problem is of special interest here because none of the solution components is a monotone function (see the bottom frame of Figure 6).

Let \( u(x) \) be the deflection of a semi-infinite pile embedded in soft soil at a distance \( x \) below the surface of the soil. The governing differential equation for the movement of the pile, in dimensionless form, is given by:

\[
\frac{d^4 u}{dx^4} + P_1 \left( 1 - e^{-P_2 u} \right) = 0, \quad 0 < x < \infty, \\
\frac{d^2 u}{dx^2}(0) = 0, \quad \frac{d^3 u}{dx^3}(0) = P_3. \\
u(\infty) = \frac{du}{dx}(\infty) = 0,
\]

where \( P_1 \) and \( P_2 \) are positive material constants. At the origin, a zero moment and
Figure 6: The numerical solution of the pile problem by the free boundary approach.
a positive shear are assumed. Moreover, from physical considerations it follows that $u(x)$ and all its derivatives go to zero at infinity, that is as $x \rightarrow \infty$, so that, the asymptotic boundary conditions are obtained. This problem is of interest in foundation engineering: for instance, in the design of drilling rigs above the ocean floor. We consider now, a free boundary formulation for the BVP (18), namely

$$\begin{align*}
\frac{d^4 u}{dx^4} + P_1 \left(1 - e^{-P_2 u}\right) &= 0, \quad x \in [0, \infty), \\
\frac{d^2 u}{dx^2}(0) &= 0, \quad \frac{d^3 u}{dx^3}(0) = P_3. \\
u(\infty) &= \frac{du}{dx}(x_e) = 0, \\
\left|\frac{d^2 u}{dx^2}(x_e)\right| + \left|\frac{d^3 u}{dx^3}(x_e)\right| &= \varepsilon,
\end{align*}$$

where $P_3$ is a physical parameter.

For comparative purposes we used the same parameter values employed by [31]:

$$P_1 = 1, \quad P_2 = \frac{1}{2} \quad \text{and} \quad P_3 = \frac{1}{2}.$$  

Moreover, we choose to consider the values of the missing initial conditions $u(0)$ and $\frac{du}{dx}(0)$ as representative results. A direct way to proceed is to fix a suitable fine grid and to perform a convergence test for decreasing values of $\varepsilon$, note that we should set $\varepsilon \ll 1$ (see Table 3). Here the E notation indicates a single precision arithmetic.

Figure 6 displays the numerical results related to different values of $\varepsilon$ obtained by setting 2001 grid-points. As it is easily seen none of the solution components is monotone on the interval of interest.

To verify the numerical accuracy, we applied a mesh refinement obtained by fixing a value of positive $M$ and setting the number of mesh-points equal to $2^k M$ for $k = 0, 1, 2, \ldots$. For the results reported in Table 4 we fixed $M = 125$ and the number of grid-points given by $2^k M + 1$ for $k = 0, 1, 2, \ldots, 7$.

6 Conclusions

In this paper, we propose a review on the free boundary formulation for BVPs defined on semi-infinite intervals. The main idea and result is illustrated by using
Table 3: Numerical results for the BVP (18), for these results we used 1001 grid-points.

| ε     | x_ε | u(0)   | \(\frac{du}{dx}(0)\) | \(\frac{d^2u}{dx^2}(x_ε)\) | \(\frac{d^3u}{dx^3}(x_ε)\) |
|-------|-----|--------|------------------------|-----------------------------|-----------------------------|
| 1E−1  | 6.46| 1.41566| −.805665               | −.5.9E−2                    | −.4.1E−2                    |
| 1E−2  | 8.84| 1.42148| −.808104               | −.4.4E−3                    | 5.6E−3                      |
| 1E−3  | 13.13| 1.42154| −.808146               | 8.9E−4                      | 1.1E−4                      |
| 1E−4  | 17.75| 1.42154| −.808144               | −7.0E−5                     | −3.0E−5                     |

a class second order of problems. Moreover, we are able to show the effectiveness of the proposed approach using two examples where we can use the exact solution both for the BVPs and their free boundary formulation. Then, we describe the free boundary formulation for a general class of BVPs governed by an n order differential equation. In this context, we report three problems solved by using the free boundary formulation. The reported numerical results, obtained by the iterative transformation method or the Keller’s second-order finite difference method, are found to be in very good agreement with those available in the literature. Of course, we may expect to see further and more important applications of the free boundary formulation for BVPs defined on semi-infinite intervals in the future.

Acknowledgement. The research of this work was partially supported by the University of Messina and by the GNCS of INDAM.
Table 4: Numerical results computed via a mesh refinement. Here \( \varepsilon = 1E - 4 \). When the number of grid-points \( 2^k M + 1 \) was 2001 we found \( \frac{d^2 u}{dx^2}(x_\varepsilon) = -7E - 5 \), \( \frac{d^3 u}{dx^3}(x_\varepsilon) = -3E - 5 \) and \( x_\varepsilon = 17.747988 \).

| \( 2^k M + 1 \) | \( u(0) \) | \( \frac{du}{dx}(0) \) |
|------------------|--------|----------------|
| 126              | 1.421166 | -.807913 |
| 251              | 1.421450 | -.808089 |
| 501              | 1.421521 | -.808133 |
| 1001             | 1.421539 | -.808144 |
| 2001             | 1.421543 | -.808147 |
| 4001             | 1.421544 | -.808148 |
| 8001             | 1.421545 | -.808148 |
| 16001            | 1.421545 | -.808148 |
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