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Steganography is a technique for publicly transmitting secret information through a cover. Most of the existing steganography algorithms are based on modifying the cover image, generating a stego image that is very similar to the cover image but has different pixel values, or establishing a mapping relationship between the stego image and the secret message. Attackers will discover the existence of secret communications from these modifications or differences. In order to solve this problem, we propose a steganography algorithm ISTNet based on image style transfer, which can convert a cover image into another stego image with a completely different style. We have improved the decoder so that the secret image features can be fused with style features in a variety of sizes to improve the accuracy of secret image extraction. The algorithm has the functions of image steganography and image style transfer at the same time, and the images it generates are both stego images and stylized images. Attackers will pay more attention to the style transfer side of the algorithm, but it is difficult to find the steganography side. Experiments show that our algorithm effectively increases the steganography capacity from 0.06bpp to 8bpp, and the generated stylized images are not significantly different from the stylized images on the Internet.

1. Introduction

While the advancement of social informatization has brought tremendous changes to people’s lifestyles, it has also brought some hidden dangers. For example, more personal information is exposed on the Internet, and the privacy of information transmission is challenged. As one of the important technologies to protect transmission security, steganography has received widespread attention. Unlike cryptography, steganography pays more attention to protecting the invisibility of secret communication, while cryptography pays more attention to protecting the invisibility of secret information.

Image steganography is a steganography based on images. Image steganography can be roughly divided into two categories: one is the traditional image steganography technology, and the other is the image steganography technology based on deep learning. Traditional image steganography algorithms embed secret information by changing the pixel values of the image and ensure that the embedding has a minimal impact on the cover image by minimizing the loss function [1–3]. The biggest difference between these algorithms is the design of the loss function. The difference in the loss function can have a huge impact on the steganography effect. Traditional image steganography algorithms require manual design of the steganography strategy and require sufficient expertise of the designer. As the image is modified, it will inevitably leave modification traces on the image and cause some statistical features of the image to change [4–6], increasing the possibility of secret communication exposure. With the development of deep learning techniques, people started to use deep neural networks to minimize the loss between cover image and stego image and use a large amount of data to automate the process of finding a suitable steganography strategy. Image steganography based on deep learning attempts to find a suitable location for hiding information in an image through a neural network and evaluate the amount of information.
that can be hidden [7] or directly generate an image through secret information [8]. Compared with traditional image steganography technology, image steganography technology based on deep learning has the characteristics of fast design and strong performance improvement. For example, through deep learning, the color image is hidden in another color image, which greatly increases the steganography capacity [9]; by adding a noise layer, the robustness of secret information extraction is enhanced [10].

Due to the popularity of cameras, mobile phones, and other types of shooting equipment and the improvement of network transmission capabilities, it has become more convenient for people to obtain and transmit images. Sometimes, people prefer to transmit readily available image information instead of text information, and these pieces of image information can also be retained as evidence. It also promotes the production and development of high-capacity image steganography technology. High-capacity image steganography is a technology that hides one or more color or grayscale images in a color or grayscale image. Although high-capacity image steganography technology can greatly increase the steganography capacity of the algorithm, it also has certain problems. For example, if an attacker can obtain a cover image and a stego image at the same time, he can obtain the residual image from the two images. Part of the semantic information of the secret image will be discovered. In response to this problem, some scholars have proposed that the secret image can be encrypted before embedding [11, 12], although this method can solve the problem of the semantic information exposure of the secret image. However, if an attacker can obtain cover and stego images, he may think that the stego image is the result of cover image modification and will still question the existence of secret communication.

Image processing is a technique that is often used by us, such as image compression and image denoising. Image processing will cause changes in the pixel values or statistical characteristics of the image. We can disguise the image changes caused by steganography as such changes, making image steganography and image processing indistinguishable. Some scholars have proposed a neural network STNet [13] that can embed secret information in the process of image style transfer. This algorithm combines the process of steganography with the process of style transfer. The algorithm more shows the function of style transfer and hides the steganography function. At the same time, the generated stylized images are indistinguishable from the stylized images on the Internet. Even if the attacker can obtain the cover image and the stego image, the secret information cannot be extracted from the residual images of the two. This greatly improves the security of the steganography algorithm. On this basis, we proposed ISTNet. We improve the decoder of STNet, fuse the secret image features with the adaptive instance normalization (AdaIN) [14] layer results in multiple scales, and hide a grayscale image during the image style transfer process. On the basis of maintaining the security of STNet, the steganography ability is improved. Figure 1 is the difference between ISTNet and STNet. On the left is ISTNet, and on the right is STNet. STNet receives content images, style images, and secret information, while ISTNet receives content images, style images, and secret images.

The following are our three main contributions:

1. We propose a new steganography network that can hide a grayscale image into another color image of the same size during image style transfer. Experiments have proved that it is difficult to find the difference between our stego image and the image generated by the other image style transfer network.

2. Compared with STNet, the algorithm that we proposed greatly improves the steganography capacity. In the STNet, the steganography capacity is only 0.06 bits per pixel (bpp), and ISTNet can hide a grayscale image of the same size.

3. In this paper, the secret information embedding process and the image translation process are integrated, and the attacker cannot distinguish whether the image processing process is image steganography or image translation.

The rest of this paper is organized as follows. In Section 2, we introduced some steganography algorithms based on deep learning. In Section 3, we introduced our proposed algorithm. Section 4 presents the experimental results to verify our proposed algorithm. Finally, the conclusion is drawn in Section 5.

2. Relate Work

In this section, we first introduce some deep learning steganography algorithms based on modification, then introduce some deep learning steganography algorithms that directly generate stego images without modification, and finally introduce some high-capacity image steganography algorithms.

2.1. Image Steganography Algorithm Based on Modification.

In 2014, after Generative Adversarial Networks (GAN) [15] was proposed, some scholars quickly introduced it into the field of image steganography. Hayes and Danezis [16] designed a simple GAN structure, which includes a generator, an extractor, and a steganalyzer. The generator receives the cover image and secret information and generates a stego image. The extractor extracts the secret message from the stego image. The steganalyzer receives the stego image and the cover image and learns to distinguish between the two. Through adversarial training, a powerful generator and steganalyzer are produced. Although the steganography algorithm performance of the generator is slightly worse than HUGO, S-UNIWARD, and WOW, the steganalyzer is not as good as ATS [17]. But its algorithm design is simple, showing the prospect of GAN in the field of image steganography and its huge potential. Unlike the algorithm of Hayes and Danezis, Volkonskiy et al. [18] proposed a more complex GAN structure. They no longer use GAN as an embedder but use GAN to generate cover images and use ±1-embedding [19] algorithm to embed secret information in cover images. They use the discriminator to improve the
quality of image generation and use the steganalyzer to improve the algorithm’s ability to resist steganalysis. Although the steganalyzer of this algorithm has been greatly improved, the generated image is not the same as the normal image, the generated quality is poor, and it is easy to be found to be the generated image at a glance. Wang et al. [20] proposed a network structure similar to Hayes et al., but because the design of the network is more complex, the performance of the generated images against steganalysis even exceeds HUGO, WOW, and S-UNIWARD. In 2019, Volkhonskiy et al. improved its algorithm and added a secret key [21]. The extractor needs a secret key to correctly extract the secret information from the stego image, which improves the security of the algorithm. Tang et al. [7] and Yang et al. [22] have different ideas from the above two. They used GAN to analyze where the information can be hidden in the image and how many secrets can be hidden and used the more advanced steganalyzer Xu-net [23] for adversarial training. At this point, the performance of this algorithm has surpassed S-UNIWARD.

In the above algorithm, the cover image will be modified or the cover image will be required as input. This type of steganography algorithm is more like an improvement to the traditional algorithm, using deep learning technology to learn effects that are difficult to achieve by manual design or using deep learning technology to find the optimal solution. However, this algorithm will still leave traces of modification in the image, and the security needs to be improved.

2.2. Image Steganography Algorithm Based on No Modification. As DCGAN [24] and other neural networks that generate images driven by noise are proposed, Hu et al. [8] proposed to map secret information to noise and use the noise to generate stego images. At the same time, a separate extractor is trained to extract secret information from stego images. Compared with the image steganography algorithm based on modification, the advantage of this algorithm is that there is no cover image. The generated image is an unmodified stego image, and the algorithm has high security. Zhang et al. [25] also designed an algorithm to map the secret information to a stego image. Unlike the mapping method of Hu et al., Zhang et al. map the secret information to an image label and then use the label to generate a stego image. Compared with extracting secret information, tag extraction has characteristics such as robustness and stability, which makes the extraction accuracy of Zhang et al.'s algorithm higher than that of Hu et al., but its steganography capacity is much smaller than that of Hu et al. The above two algorithms both directly generate stego images through secret information, which solves the problem of long search time for stego images in the traditional unmodified image steganography algorithm, but there is still a gap between the generated images and the real images. Meng et al. [26] proposed an unmodified algorithm based on Faster R-CNN [27]. They use Faster R-CNN to identify targets in the image and give each target a different code. According to the order size of the detection frame, the codes represented by the targets are rearranged to form complete secret information. Since the Faster R-CNN algorithm has high robustness in target recognition, the algorithm is also robust and can resist a variety of attacks. Liu et al. [28] use feature extractor of DenseNet [29] to map the image into features and then transform the image into secret information.

The above four algorithms directly map the secret information to the generated image or use the feature extraction algorithm to extract the secret information from the stego image. This type of algorithm has high security because the transmission is completely an unmodified normal image. But it also has problems such as slow searching for secret images, unrealistic generated images, and low capacity.

2.3. High-Capacity Image Steganography Algorithms. With the development of deep learning and the improvement of computing resources, some scholars try to hide a grayscale image or a color image in a color image. Baluja pays more attention to improving the steganography ability of images [9]. Through neural networks, the steganography capacity of the algorithm is greatly improved. A color image can be hidden in another color image of the same size, and the steganography capacity is increased to 24 bpp. ur Rahaman et al. [30] use a different neural network to increase the steganography capacity to 8 bpp. Compared with the
traditional image steganography scheme, the schemes proposed by Zhang et al. [31] and Duan et al. [32] greatly increase the steganography capacity. However, this type of steganography scheme also has certain problems. For example, the semantic information of the secret information can be obtained from the residual image of the cover image and the stego image. Figure 2 is the cover image and stego image generated by the algorithm proposed by Baluja. The residual image is the difference between the cover image and the stego image. From the residual image, we can clearly find some information from the secret image. In order to solve this problem, Duan et al. [12] and Sharma et al. [11] proposed to encrypt the secret image first and then embed the encrypted secret image into the cover image. Although these methods can hide the specific content of the secret image, the attacker may still think that the stego image is modified from cover image.

In response to these problems, STNet embeds secret information in the process of image translation. Compared with the above algorithms, the cover image and stego image of this algorithm are completely two types of images. Even if the attacker obtains these two images, he still cannot obtain the secret information. At the same time, STNet can also disguise the embedding process of secret information as an image style transfer process instead of image steganography, which reduces the probability of secret communication being discovered and increases the overall security of the scheme. We also hide the secret information in the process of image translation. Unlike the STNet, we hide a grayscale image of the same size as the cover image during the image style transfer process instead of text information.

3. Proposed Algorithm

The overall structure of the ISTNet is shown in Figure 3, which consists of two parts, the steganography network and the extraction network. The steganography network contains an encoder consisting of VGG network, a feature extraction network, and a decoder. The steganography network combines the features of the style image to convert the content image into an image with the style image features and embeds the secret image in this process. In our algorithm, the cover image is also the content image. The extraction network extracts the secret image from the stego image.

3.1. Steganography Network. The encoder consists of two trained VGG networks, whose structure is shown in Figure 4. The VGG network is the first twenty-one layers of the VGG-19 network [33] (including the convolutional layer, the ReLU layer, and the max pooling layer). The parameters of the VGG network are pretrained in the ImageNet dataset. Since these pretrained VGG networks have been trained on a large number of images, their feature extraction effects are better. Using a pretrained feature extraction network can reduce training expenses and training time, and the difficulty of convergence is also reduced. We use the trained VGG network to extract high-dimensional features from content images and style images. The two features will be coded into one feature through the AdaIN layer. The decoder then maps the features back to the image space. At this time, the secret image has been embedded in the cover image. The calculation process of the AdaIN layer is shown in equation (1). In the equation, $x$ represents the content image, $y$ represents the style image, $\mu(\bullet)$ represents the mean value of image pixels, and $\sigma(\bullet)$ represents the variance of image pixels. Compared with the convolutional layer, AdaIN has a better stylization effect and does not require training parameters, which makes the overall training of the network faster and takes less time.

$$\text{AdaIN} = \sigma(y) \frac{x - \mu(x)}{\sigma(x)} + \mu(y).$$  

STNet directly embeds the secret information into the results produced by the AdaIN layer. Although its steganography process will not cause great loss to the effect of image style transfer, its steganography capacity is too low and only 0.06 bpp. We have expanded its steganography capacity to hide a grayscale image instead of short secret information. We refer to the network structure of U-net [34], design a feature extractor to extract features from the secret image, and fuse the extracted features with the process features of the decoder at the same size. Under the circumstance that the effect of image style transfer remains unchanged, the steganography capacity is greatly increased.

The details of the decoder are shown in Figure 5. In the figure, the solid-line box represents the operation taken on the feature, and the dashed-line box represents the size of the current feature. Unlike the decoder of STNet, we make full use of the feature of the secret image in the decoding process to ensure higher extraction accuracy. In this paper, a new feature extraction network is designed to extract the features of secret images. The right side of Figure 5 is the structure of the feature extraction network of the secret image. It contains three convolutional layers, and each convolutional layer adds a ReLU layer. Each convolutional process will reduce the size of the image by half, and the features extracted by each convolution layer will be combined with features of the same size during the decoding process. The left side of Figure 5 is the feature decoding network, where the convolutional layer does not change the image size. The feature size is expanded by interpolation expansion, and each interpolation expansion operation will double the feature size.

3.2. Extraction Network. When the feature size is reduced, it will inevitably cause the loss of stego image information. Therefore, we did not reduce the feature size, and we hope that the feature can always maintain the original size to ensure the full use of the stego feature. Moreover, what we need to extract is the secret image instead of the secret information, so it is not very necessary to gradually reduce the size of the feature to generate the secret information. The extraction network structure is shown in Figure 6. The stego
image will be processed by six convolutional layers and ReLU functions. After each convolutional layer, there is a batch normalization (BN) layer to improve the network convergence speed. The convolution kernel parameters of each convolution layer are set to $3 \times 3$, and the step size parameter is set to 1, so in the process of extracting the secret image, the size of the feature has not changed, but the number of channels is constantly changing.

### 3.3. Loss Function

The loss in this paper mainly includes two parts: one is the loss function $L_{sc}$ of the steganography network, and the other is the loss function $L_E$ of the extraction network. In the process of image embedding, the steganography network should not only minimize the impact of image embedding on image style transfer but also enable the extraction network to extract the secret image from the stego image as accurately as possible. Therefore,
Figure 4: The details of the encoder. Encoder extracts the features of cover image and style image by two identical VGG networks.

Figure 5: The details of the decoder. During the decoding process, the decoder will continuously merge the features of the secret image with the stylized features.
when designing the loss function $L_{Se}$, both the steganography effect and the extraction effect are considered. The loss function $L_{Se}$ is

$$L_{Se} = L_c + \alpha L_s + \beta L_e.$$  \hspace{1cm} (2)

In the above equation, $L_c$ represents the content loss, $L_s$ represents the style loss, and $L_e$ represents the extraction loss. $\alpha$ and $\beta$ are the weights of style loss and extraction loss, respectively, which are used to balance $L_c$, $L_s$, and $L_e$. We use the Euclidean distance to measure the content loss of the image:

$$L_c = \| f(g(t)) - I \|_2.$$  \hspace{1cm} (3)

In equation (3), $t$ represents the result of AdaIN layer, $f(*)$ represents the VGG network, and $g(*)$ represents the decoder in the steganography network. Through this loss function, the feature of the generated image is constrained to be as consistent as possible with the feature $t$ processed by AdaIN to improve the content similarity between the stego image and the content image. $L_s$ is given as

$$L_s = \frac{1}{L} \sum_{i=1}^{L} \| \mu (\phi_i(g(t))) - \mu (\phi_i(s)) \|_2$$  \hspace{1cm} (4)

$$\quad + \sum_{i=1}^{L} \| \sigma (\phi_i(g(t))) - \sigma (\phi_i(s)) \|_2.$$  \hspace{1cm} (4)

In equation (4), $s$ represents the style image, $\mu(*)$ represents the mean value, and $\sigma(*)$ represents the variance. $L$ represents the set of specific layers in the neural network. $\phi_i(*)$ represents the output of the $i$-th layer of the VGG network. $i$ we used in this paper are $relu_{1,1}$, $relu_{2,1}$, $relu_{3,1}$, and $relu_{4,1}$, which are the 2nd, 7th, 12th, and 21st layers of the VGG network.

$$L_e = \frac{1}{W \times H} \sum_{m=1}^{W \times H} (I_{sr_m} - I_{er_m}).$$  \hspace{1cm} (5)

We use mean square error (MSE) to evaluate the loss between the secret image and the extract image. MSE is shown in equation (5), where $W$ and $H$ represent the width and height of the secret image, $I_{sr}$ represents the secret image, and $I_{er}$ represents the extracted image.

The extractor network only needs to extract the secret image as accurately as possible from the stego image. Its loss function $L_E$ is the same as $L_c$:

$$L_E = \frac{1}{W \times H} \sum_{m=1}^{W \times H} (I_{sr_m} - I_{er_m}).$$  \hspace{1cm} (6)

4. Experiments

In this section, we use a lot of experiments to verify that the images generated by ISTNet are indistinguishable from other stylized images on the Internet and also analyze the influence of different secret images on stego images. The difference between the stego image generated by ISTNet and some other high-capacity steganography algorithms is analyzed, and the steganography capacity is compared with other steganography algorithms based on deep learning. We use the current advanced deep learning-based steganalysis algorithm SRNet [35] and the steganalysis tool StegExpose [36] to analyze the difference between our algorithm and other style transfer algorithms, proving that the result of ISTNet is not much different from other style transfer algorithms. Finally, we use peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) to evaluate the extraction loss.

4.1. Experiments Settings. We experimented with our proposed algorithm on a computer with Windows 10 operating system. The computer is equipped with an RTX2080Ti graphics card with 11GB of video memory, and the computing framework is CUDA10.0. The deep learning framework we use is Pytorch 1.5.0, and the programming language is Python 3.6.8.

The dataset we use is ukiyoe2photo [37], which contains 825 Ukiyo-e images and 7563 natural landscape images. The training dataset includes 562 Ukiyo-e images and 6287 natural landscape images, and the test dataset includes 263 Ukiyo-e images and 1276 natural landscape images. The secret images are 6287 images randomly selected from the VOC2012 dataset. In order to facilitate training, the size of these images is adjusted to 256 × 256, and the secret images mentioned.
are adjusted to grayscale images. The parameter $a$ is set to 10, the parameter $\beta$ is set to 1, the learning rate is set to 0.001, and the epochs are set to 100.

4.2. Stylized Comparison. Figure 7 is a comparison between the results of our steganography algorithm and the results of other style transfer algorithms. We chose three different pairs of content images and style images to observe the comparison of our generated images with those generated images by other algorithms. The two algorithms we compared both use part of the feature extraction in the VGG-19 network as the encoder, which is very similar to our algorithm. From the results, our algorithm is somewhat different from the results of Huang and Belongie [14] and Li et al. [38], but they both complete the image translation task. Although the transfer results of our algorithm are different from other algorithms, the style transfer images produced by other style transfer algorithms on the Internet are also different. It is difficult to distinguish our algorithm from other algorithms on the Internet.

Although our algorithm can embed a grayscale image while completing the style transfer task, our decoder will be combined with the features of the secret image many times during the feature decoding process. The change of the secret image may have a serious impact on the decoding. If the secret image can seriously affect the stego image, it will produce a mapping between the secret image and the stego image, and the attacker can derive the secret image from the stego image, which will pose a great threat to the security of the algorithm. In order to explore the influence of the secret image change on the stego image, we used the same content image and style image pairs and different secret images for experiments. The results are shown in Figure 8.

It can be found from Figure 8 that visually different secret images will not have a strong effect on the stego image, but the visual evaluation is more subjective, so we use PSNR and SSIM to analyze the difference between stego images generated by different secret images. The analysis results are shown in Figure 9, the $x$-axis is the image number, and the $y$-axis is the PSNR value and SSIM value of the different stego images compared with the first stego image. We used a total of 100 stego images generated from different secret images for experiments.

From the subjective feeling, the PSNR value, and the SSIM value, we can find that the change of the secret image will not have a serious impact on the stego image, and the attacker cannot directly infer the secret image information from the stego image.

4.3. Comparison with High-Capacity Steganography Algorithm. Among the existing algorithms, there are already some algorithms that can hide another color image or grayscale image in a color image. However, these algorithms have some shortcomings; that is, their cover image and stego image have a high degree of similarity. It is difficult for the human eye to distinguish the difference between the two. They are also very similar in statistical characteristics, but the specific pixel values of the image are different. If the attacker can obtain the cover image and the stego image at the same time, he can find that the stego image is modified from the cover image, which undoubtedly poses a threat to the security of communication. Compared with these algorithms, our proposed algorithm will convert the cover image to another style while embedding the secret image. Even if the attacker obtains the cover image and the stego image at the same time, it is likely that the sender has just changed the style of the image instead of embedding the secret image. Compared with other embedding algorithms, we rationalize the modification of the image caused by embedding and disguise the modification as a result of style transfer.

Figure 10 is a comparison between our proposed algorithm and the algorithms proposed by ur Rehman et al. [30], Zhang et al. [31], and Baluja [9]. It can be seen from the figure that the algorithm proposed by Rehman not only modifies the cover image but also causes the color of the image to be distorted. Although the algorithm of Zhang et al. and Baluja did not cause color distortion, it also caused a certain amount of image loss. As mentioned in "related work," this will cause the attacker to discover part of the secret image information from the residual between the cover image and the stego image. In comparison, our proposed algorithm has completed the task of style transfer while embedding secret images and can embed secret images in disguise as style transfer. Even if the attacker can obtain the stego image and the cover image at the same time, he cannot obtain the secret image from the residual image.

4.4. Capacity. We use bpp to evaluate steganography capacity. The algorithm we proposed can hide a grayscale image in a color image with a size of 256 × 256. On average, 8 bits of secret information can be hidden per pixel, and the steganography capacity is 8 bpp. Compared with the steganography algorithms where the embedded secret information is also an image, we can achieve the same steganography capacity as Rehman et al. and Zhang et al. Compared with Baluja, the steganography capacity is reduced, but our algorithm also completes the style transfer task, so a certain steganography capacity will be sacrificed. The algorithm of Hidden StegaStamp, STNet, and SteganGAN is to hide secret information instead of an image. Compared with their algorithm, our steganography capacity has a certain improvement. We have improved STLNet. Compared with it, we hide a gray image instead of short secret information. On the basis of ensuring that its other characteristics remain unchanged, the steganography capacity has been greatly improved. The comparison of steganography capacity is shown in Table 1, where $W$ and $H$ represent the width and height of the cover image.

4.5. Security. There are many style transfer images on the Internet, and the images generated by our algorithm look no different from the style transfer images on the Internet. In order to better verify that our style transfer images are not much different from the style transfer images on the Internet, we used the steganalysis network SRNet and the steganalysis tool StegExpose to analyze the difference.
between the stego image generated by ISTNet and other style transfer images. We mainly compared our algorithm with the algorithms of Huang et al., Li et al., Zhu et al., and Sanakoyeu et al. [42]. We used 100 content images and corresponding stylized images for experiments, and the style images are all the Ukiyo-e images. We used SRNet and

FIGURE 7: Comparison of the stylized image of ISTNet with the results of other style transfer networks. Although our algorithm needs to embed an image at the same time as the style transfer, it does not have a great impact on the style transfer.

FIGURE 8: The influence of different secret images on stego images. The change of the secret image did not have a major impact on the stego image.

FIGURE 9: Comparison of PSNR and SSIM values between different stego images. The PSNR and SSIM values between different stego images are similar, which proves that the change of secret does not have a major impact on the content and style of the stego image.
StegExposetoanalyzethese200images. The obtained SRNet and StegExpose analysis results of stylized images generated by different algorithms are shown in Figures 11 and 12. It can be observed from the figure that SRNet has some differences in the judgment of stylized images generated by different algorithms, but the difference is not very large, and it is difficult to distinguish the difference between our stego images and other stylized images. In the receiver operating characteristic (ROC) curve drawn by the StegExpose judgment result, it can also be seen that the ROC curves of different stylized images are near the diagonal, and the ROC curve of our algorithm is slightly different from other stylized images. At the same time, there are more types of stylized images on the Internet than in comparison experiments. It is very difficult to distinguish our stylized images from so many stylized images on the Internet.

### 4.6. Loss of Extracted Image

The extraction accuracy of secret information is also one of the important bases for evaluating steganography algorithms. In order to compare the accuracy of our algorithm for extracting secret images, we used PSNR and SSIM to evaluate the difference between the extract image and the secret image and compared them with several steganography algorithms based on deep learning. We used 100 pairs of secret images and extract

| Algorithm          | Secret information size | Cover image size | Capacity (bpp) |
|--------------------|-------------------------|------------------|----------------|
| WOW [2]            | 6554 bit                | 128 × 128        | 0.400          |
| S-UNIWARD [1]      | 6554 bit                | 128 × 128        | 0.400          |
| Hidden [10]        | 52 bit                  | 16 × 16          | 0.203          |
| StegaStamp [39]    | 100 bit                 | 400 × 400        | 6.25 × 10⁻⁴    |
| STNet [13]         | Arbitrary length        | Arbitrary size   | 0.06           |
| SteganGAN [40]     | W × H × 6 bit           | W × H × 3        | 6              |
| Qin et al. [41]    | W × H × 6 bit           | W × H × 3        | 6              |
| Rehman et al. [30] | 256 × 256 × 1           | 256 × 256 × 3    | 8              |
| Zhang et al. [31]  | 256 × 256 × 1           | 256 × 256 × 3    | 8              |
| Baluja [9]         | 256 × 256 × 3           | 256 × 256 × 3    | 24             |
| Ours               | 256 × 256 × 1           | 256 × 256 × 3    | 8              |

---

Figure 10: Results generated by different high-capacity steganography algorithms. Compared with other algorithms where the embedded secret information is an image, we have broken the convention. Our cover image and stego are no longer very similar but very different. ISTNet is more likely to be considered as a style transfer algorithm rather than a steganography algorithm.
Figure 11: The result of the SRNet. From the results of the steganalyzer, our proposed algorithm is not different from the style transfer algorithm.

Figure 12: The result of the steganalyzer StegExpose. From the results of the steganalyzer, we find that the ROC curve of our algorithm is very similar to the ROC curve of other algorithms and can make the steganalyzer more classification errors.
images to calculate PSNR and SSIM and take the average as the final result. The comparison results are shown in Table 2.

Experiments have proved that, compared with other algorithms, the extraction effect of our algorithm is not very good. However, transferring images is different from transferring secret information. A high accuracy rate is required for the transmission of secret information because the error or lack of keywords of the secret information will have a serious impact on the understanding of the secret information. The loss when extracting the image, such as noise or changes in the pixel value of some pixels, will not affect the overall image understanding. Compared with other algorithms, our algorithm has to complete the image translation task while embedding the secret image, which will inevitably have an impact on the extraction of the secret image.

We have listed several secret image and extract image pairs as shown in Figure 13. It can be seen from the figure that although the PSNR and SSIM of our algorithm are relatively low, the difference between the secret image and the extract image is not big, and the impact on the image understanding is minimal.

| Algorithm       | PSNR | SSIM |
|-----------------|------|------|
| Duan et al. [32]| 40.66| 0.98 |
| Rehman et al. [30]| 36.59| 0.96 |
| Zhang et al. [31]| 36.58| 0.95 |
| Duan et al. [12]| 40.57| 0.96 |
| Duan et al. [43]| 37.09| 0.98 |
| Ours            | 30.48| 0.75 |

Table 2: Secret image loss comparison.

![Figure 13: Comparison of secret image and extract image. Compared with secret images, extract images have a certain loss, but it does not affect the understanding of its image semantics and other pieces of information.](image)

5. Conclusion

We make improvements on the basis of STNet so that the features of the secret image are merged with the results generated by AdaIN in the decoding process in multiscale, and an image is hidden instead of short secret information in the image style transfer. The steganography capacity has been increased from 0.06bpp to 8bpp. Experiments have proved that our stylized images are not very different from the stylized images on the Internet. The attacker cannot find the traces of modification from the stego image, nor can he find the secret image information from the residual image of the stego image and the cover image.
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