Recovery of the Solar Irradiance Data using Artificial Neural Network
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Abstract. Global solar irradiance (GHI) data plays a major role in the design, performance assessment, and monitoring of a solar energy conversion system. However, data loss happens sometimes due to various reasons. Hence, it is important to recover the lost data. Unfortunately, due to the high cost of measurement devices, other meteorological parameters are often not available to aid the data recovery. Nevertheless, a photovoltaic (PV) system could be installed nearby the site which the output power is recorded. This paper explored the capability of using output power from a PV panel to predict the lost or unavailable GHI data in the past via the Artificial Neural Network (ANN) technique. 1 day, 10 days, and 30 days of GHI data, time, and output power of a solar panel in July 2020 were used to train three ANN models. The ANN models were then used to predict one day and thirty days GHI data in July 2019 based on the PV output power of that period. The result shows that the ANN model with a higher number of training data can predict the GHI data with lower statistical errors. The results prove that PV output power can be used to recover the unavailable GHI data in the past with acceptable accuracy. This technique is useful for the industry to recover the historical time series of GHI for designing a new renewable energy project or assessing the past performance of a renewable energy project.

1. Introduction
Solar irradiance, the quantification of the available power density of the solar energy, plays a major role in determining the design parameters and performance of the operation of energy conversion systems such as photovoltaic (PV) systems [1]. A ground-mounted weather station equipped with pyranometers or a solar irradiance meter is frequently used to log solar irradiance. If the pyranometer is orientated horizontally, the measured solar irradiance is called Global Horizontal Solar Irradiance (GHI). However, solar irradiance data are often lost due to malfunction data logger, sensor error, faulty devices, or power failure. Hence, it is important to recover the lost information using either a statistical method or an artificial intelligent method. Data should be recovered because it can be used to assess the past performance of a PV plant or it can be compiled as a complete set of historical time series of GHI data which can be used to determine the size, the optimal orientation of solar panels, and the optimal inverter sizing ratio of a new PV project [2].

Artificial Neural Network (ANN) technique to predict a lost solar irradiance dataset was reported to have higher accuracy as compared to mathematical methods [3]–[5] because ANN can be trained from a ‘healthy’ dataset acting as input [6]–[7]. The variables used to train the ANN were meteorological and geographical parameters with the correlation coefficient of predicted value exceeded 90% [8]–[9]. However, in many developing countries like Malaysia, a weather station with a complete set of
meteorological parameters is scarce but there usually has a PV system installed nearby [10], in which the electricity generation data can be a useful input for the training of ANN models. Besides, the PV systems could be installed earlier than a solar irradiance meter in many projects [10] so it is worth estimating the earlier solar irradiance for a plant assessment purpose. In this research work, the recoverability of solar irradiance data was investigated using the electricity generation information of a nearby PV system. The recovered data is then compared with the original measured data to assess the performance of the ANN model. This method can provide a useful technique of recovery of historical time series of GHI data across many sites in a country in which the GHI data bank is very important for the determination of the aforementioned design parameters for future PV projects.

2. Methodology

2.1. Data collection

GHI was measured by a pyranometer placed on the rooftop of Universiti Tunku Abdul Rahman (UTAR), located in Bandar Sungai Long, Malaysia. The output power of a solar panel of a nearby PV system is recorded at 5 minutes intervals from sunrise to sunset via a microinverter which injects the solar power into the local grid. Complete GHI data without any loss and the output power of a PV panel were extracted from July 2019 and July 2020. The GHI and PV output power datasets in July 2020 were used to train ANN models whereas the GHI data in July 2019 were acted as a reference for comparison when ANN models were used to predict GHI data of July 2019 using the output power of a PV panel recorded in July 2019. The objective is to evaluate whether the information from 2020 can predict unavailable data in the previous year. Not only that, the use of the data from the same month, i.e., July, is to prevent any unforeseen variation of meteorological information such as seasonal change of weather and the sun path, that might affect the accuracy of the ANN prediction model. In the ANN analysis training, the time and the output power of the solar panel act as inputs, while the GHI acts as an output.

2.2. ANN analysis

The ANN model is made up of three layers [11], i.e. the input layer, the hidden layer, and the output layer as shown in Figure 1. The variables such as time and output power of PV panels are positioned in the input layer. For this analysis, the number of neurons is set to 10 in the hidden layer. The collected GHI data is positioned as the output layer.

![Figure 1. Schematic drawing of the ANN model used for solar irradiance training.](image)

The ANN model was developed using MATLAB 2016a. The ANN analysis for predicting GHI uses Levenberg-Marquardt backpropagation (LM) because this algorithm gives the most accurate solution as compared to the other algorithms such as gradient descent (GD), resilient backpropagation (RP), and scaled conjugate gradient (SCG) [7].

2.3. ANN models
The entire ANN analysis datasets are divided into two categories which are training data and testing set. The training set and validation set are subdivision category of the training data [12]. The training set is used to adjust the weights on the neural networks according to its error. The validation set is used to minimize overfitting which to measure the network generalization and it will halt the training if the generalization stops improving. The testing set provides an independent prediction of the network performance and will not affect the training of the ANN. For this research work, the training set, validation set, and testing set consist of 80%, 5%, and 15% of the sample data respectively. The percentages are distributed based on the knowledge provided in Ref. [12] and Ref. [13].

There are three models of ANN which were trained to predict the GHI. The first model only uses one-day data in July 2020 for the training and it is named as ANN model 1-day while the second model and third model use 10 days data and 30 days data, respectively. Therefore, they are named as ANN model 10-days and ANN model 30-days, respectively.

2.4. Performance of the prediction

A total of 30 days of GHI data was used to evaluate the performance of ANN models. The performance indicators are the percentage error of each day, the percentage error of a total of 30 days, and the root mean square error (RMSE). The percentage error and RMSE are expressed in Eqns. (1) and (2)

$$\% \text{ of daily error} = \left| \frac{\sum X_i - \sum Y_i}{\sum X_i} \right| \times 100 \quad (1)$$

$$\text{RMSE} = \left[ \frac{1}{N} \sum_{i=1}^{N} (X_i - Y_i)^2 \right]^{1/2} \quad (2)$$

where $N$ is the number of data, $X_i$ is the measured GHI value and $Y_i$ is the GHI value predicted by the ANN model.

3. Results and Discussions

3.1. Comparison of predicted GHI data using ANN models with original measured data

The predicted GHI data for 1 day and a total of 30 days in July 2019, using ANN models trained from data in July 2020, were compared with the original measured GHI data of July 2019 to assess the accuracy of the ANN model 1-day, ANN model 10-days, and ANN model 30-days. The results on 2nd July and 30 days are tabulated in Table 1 where ANN model 30-days has the best performance, i.e., the lowest RMSE value, followed by ANN model 10-days while ANN model 1-day shows the highest value for RMSE.

| Day      | RMSE (W/m²)       |
|----------|-------------------|
|          | ANN model 1-day   | ANN model 10-days | ANN model 30-days |
| 2nd July | 119.064           | 45.206            | 29.671             |
| 30 days  | 135.722           | 89.718            | 73.676             |

The percentages of daily error (see Figure 2) range 0.06% to 2.04%, 0.08% to 5.88%, and 0.14% to 17.83% for the ANN model 30-days, ANN model 10-days, and ANN model 1-day, respectively. For a total of 30 days prediction, the percentage errors for ANN model 30-days, ANN model 10-days, and ANN model 1-day are 0.25%, 1.67%, and 2.54%, respectively. This analysis assumes that the whole day or 30 days of data are not available, and the ANN model 30-days can predict the data with an error of less than 3%. For a practical case when only a small portion of data is lost, this ANN model should be able to recover the lost data with higher accuracy.
4. Conclusion
In this research, three ANN analysis models, ANN model 1-day, ANN model 10-days, and ANN model 30-days, were developed to predict the unavailable GHI data a year ago in the same month. The parameters used to train the ANN models are 1 day, 10 days, and 30 days datasets of PV output power, time, and GHI measured in July 2020. The ANN model 30-days has the most accurate prediction
where it shows the lowest RMSE and daily percentage error when comparing the predicted data with the original data in July 2019. The RMSE can be improved by increasing numbers of data during the development of an ANN model. The unavailable GHI data can be recovered with acceptable accuracy and the daily percentage error is less than 3%. The results prove that an ANN model can be used to predict the daily unavailable GHI data for performance assessment of a project or for determining the appropriate design parameters of a new renewable energy project in the same region as an industrial application.
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