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Self-organizing logic is a recently-suggested framework that allows the solution of Boolean truth tables “in reverse,” i.e., it is able to satisfy the logical proposition of gates regardless to which terminal(s) the truth value is assigned (“terminal-agnostic logic”). It can be realized if time non-locality (memory) is present. A practical realization of self-organizing logic gates (SOLGs) can be done by combining circuit elements with and without memory. By employing one such realization, we show, numerically, that SOLGs exploit elementary instantons to reach equilibrium points. Instantons are classical trajectories of the non-linear equations of motion describing SOLGs, and connect topologically distinct critical points in the phase space. By linear analysis at those points, we show that these instantons connect the initial critical point of the dynamics, with at least one unstable direction, directly to the final fixed point. We also show that the memory content of these gates only affects the relaxation time to reach the logically consistent solution. Finally, we demonstrate, by solving the corresponding stochastic differential equations, that since instantons connect critical points, noise and perturbations may change the instanton trajectory in the phase space, but not the initial and final critical points. Therefore, even for extremely large noise levels, the gates self-organize to the correct solution. Our work provides a physical understanding of, and can serve as an inspiration for, new models of bi-directional logic gates that are emerging as important tools in physics-inspired, unconventional computing.

I. INTRODUCTION

Traditional Boolean logic is uni-directional, namely, given the truth value of a set of input terminals, one finds the consistent output value according to a given truth table [1]. This is the type of logic that is employed, e.g., in our standard computing paradigm [2].

Recently, a new type of logic has been introduced by two of us (FL and MD) [3] that is both “invertible” and “terminal-agnostic.” This means that, in addition to working as traditional Boolean logic does from input terminals to output terminals, it can work “in reverse,” without reference to any particular set of terminals: by assigning a truth value to any terminal (even those at the traditional output), the gate is able to find a logically consistent truth assignment of the other terminals [3]. Of course, this logic is not necessarily bijective, because, in most cases, logic gates have a different number of terminals on one end of the gate than the other.

The physical ingredient to realize such a framework is time non-locality (memory) [3]. Memory allows the system to self-organize into the correct truth value according to the initial conditions assigned [4]. For this reason, these gates were named self-organizing logic gates (SOLGs) [3, 5].

Note that the self-organizing logic we consider here has no relation to the invertible universal Toffoli gate that is employed, e.g., in quantum computation [6]. Toffoli gates are truly one-to-one invertible, having 3-bit inputs and 3-bit outputs. On the other hand, SOLGs need only to satisfy the correct logical proposition, without a one-to-one relation between any number of input and output terminals. Instead, it is worth mentioning another type of bi-directional logic that has been recently discussed in Ref. [7] using stochastic units (called p-bits). These units fluctuate among all possible consistent inputs. However, in contrast to that work, the invertible logic we consider here is deterministic.

With time being a fundamental ingredient, a dynamical systems approach is most natural to describe such gates. In particular, non-linear electronic (non-quantum) circuit elements with and without memory have been suggested as building blocks to realize SOLGs in practice [3] (see also Fig. 1).

By assembling SOLGs with the appropriate architecture, one then obtains circuits that can solve complex problems efficiently by mapping the equilibrium (fixed) points of such circuits to the solution of the problem at hand, as shown in, e.g., Refs. [3, 5, 8, 9]. Moreover, it has been proved that, if those systems are engineered to be point dissipative [10], then, if equilibrium points are present, they do not show chaotic behavior [11] or periodic orbits [12].

It was subsequently demonstrated [9], using topological field theory (TFT) applied to dynamical systems, that these circuits are described by a Witten-type TFT [13], and they support long-range order, mediated by instantons. Instantons are classical trajectories of the non-linear equations of motion describing these circuits (see, e.g., [14] or [15]).

Instantons have been introduced first in the field of high-energy Physics to compute more efficiently tunneling matrix element between local vacua by a Wick rotation to Euclidean space (see, e.g., [16]). Local vacua are then transformed into critical points of the corresponding classical equations of motion [14]. Therefore, instantons can be viewed as the classical analog of “tunneling” in the
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phase space. In fact, instantons can only connect critical points with different indices, namely different number of unstable directions. In turn, critical points can be located anywhere in the phase space. Therefore, instantons can be highly non-local objects. Finally, since critical points are related to the topology of the phase space, their number and index are robust against noise and perturbations [17]. In other words, one needs to break the topology of the phase space to change its critical points. In practice, this requires changing the physical system itself.

The intrinsic non-locality of instantons, coupled with the topological character of critical points, is reminiscent of the “rigidity” and topological character of the ground state of some strongly-correlated quantum systems that are currently investigated for topological quantum computation, namely quantum computation that is robust against dephasing and noise [18–20]. This analogy is not far-fetched. In fact, in the case of self-organizing circuits, instantons, by connecting topologically-distinct critical points in the phase space, correlate elements of the circuit non-locally in space and time [9]. This non-locality is somewhat reminiscent of quantum entanglement. However, SOLGs are circuits that achieve long-range order without quantum-mechanical effects.

The long-range order is not surprising since TFTs with condensed instantons are known to be log-conformal, hence support gapless excitations [21]. Our previous work, however, leaves open the question as to whether the single SOLGs employ instantons as well, and, if so, what is the nature of the corresponding critical points.

In this paper, we answer these questions by numerically solving the differential equations of self-organizing AND (SO-AND) and OR (SO-OR) gates both with and without noise. The set of Boolean operators \{AND, NOT\} forms a functionally complete set, i.e., the two gates form a basis for all Boolean logic, as does the set \{OR, NOT\}. The NOT gate is implemented trivially in an electronic circuit, since it is simply a current (or voltage) inverter [22], and, therefore, it is not described herein.

We find that the dynamics of these self-organizing gates proceeds as follows. Given an arbitrary initial condition the system “scatters” into unstable critical points whose unstable direction has an eigenvalue of the Jacobian matrix which is, in absolute value, considerably smaller than the largest eigenvalue of the stable directions. This makes them almost attractive to the initial dynamics. Subsequently, an instanton connects the unstable critical point to the equilibrium (fixed) point. In addition, the unstable direction evolves into a center manifold of the final fixed point. We also explicitly show, by perturbing the initial conditions and by solving stochastic differential equations, that although the trajectories connecting critical points may be substantially different due to either perturbations or noise, the instantons always go to the (unchanged) final fixed points. Using a simple diffusion model for typical memristors made of oxides, we relate the noise intensity to temperature.

We find that even at very large temperatures (beyond the stability of the underlying materials) the SOLGs keep operating as expected. Therefore, the single logic units of more complicated self-organizing circuits take advantage of the instantonic long-range order, thus allowing the system to explore a vast phase space very efficiently, even in the presence of noise.

These results suggest that the topological features of SOLGs are essential in their operation as units of computation. In addition, our findings may provide a physical understanding of other types of recently suggested (stochastic) bi-directional logic gates employed in unconventional computing [7, 23].

II. SOLGS FORMULATION

Let us start by outlining a model of SOLGs as a system of coupled, nonlinear, ordinary differential equations. We will then solve these equations numerically to identify instantons, their critical points, and, by diagonalizing the Jacobian (the matrix of the derivative of the flow vector field), their topological features.

The implementation of SOLGs using electronic circuits...
TABLE I. Coefficients for the voltage-controlled voltage generators’ relations given by $V_{i,j} = b_1 v_1 + b_2 v_2 + b_3 v_3 + dc_{gate}$, where $i = 1, 2, 3$ and $j = R, M$. All voltage are in Volts.

|   | $b_1$ | $b_2$ | $b_3$ | $dc_{AN}$ | $dc_{OR}$ |
|---|---|---|---|---|---|
| $V_{1,M}$ | 0 | -1 | 1 | 1 | -1 |
| $V_{1,R}$ | 3 | 1 | -2 | -1 | 1 |
| $V_{2,M}$ | -1 | 0 | 1 | 1 | -1 |
| $V_{2,R}$ | 1 | 3 | -2 | -1 | 1 |
| $V_{3,M}$ | 2 | 2 | -1 | -2 | 2 |
| $V_{3,R}$ | -3 | -3 | 5 | 2 | -2 |

is not unique, provided some of their properties are preserved [3, 9]. We refer the reader to Ref. [3] for all the mathematical properties of these gates. In order to make the phase space as small as possible – hence the numerical analysis as easy as possible – we choose a much simpler representation of SOLGs than that proposed in Ref. [3], which accomplishes the same tasks with a fewer number of variables [24].

In Fig. 1, we show the SO-AND/OR gates we employ in this work. They are modeled with standard resistors, resistors with memory (memristive elements) [25], and voltage-controlled voltage generators (VCVGs) [3]. The memristive elements contain a capacitance in parallel, representing parasitic capacitive effects. The difference between the circuitry of the SO-AND and SO-OR gates is the orientation of the memristive elements, and the definitions of the VCVGs (see Table I).

We want these gates to self-organize into the correct logical proposition irrespective of the terminal to which the truth value is assigned. To better understand how this is accomplished, it is beneficial to start from a specific example. Let us then choose to encode the logical 1 (True) with 1 V and the logical 0 (False) with −1 V.

Consider first the SO-AND. If we set the voltage $v_1$ to 1 V, the system should evolve to either $v_2 = v_3 = 1$ V or $v_2 = v_3 = −1$ V. Both are logically consistent with an AND truth table. On the other hand, if we consider the SO-OR gate, and fix $v_1$ to −1 V (logical 0), the system should evolve to either $v_2 = v_3 = −1$ V or $v_2 = v_3 = 1$ V. The final result will depend on the initial conditions, namely the initial values of all voltages and internal state variables.

Below, we describe a set of dynamical equations that accomplishes the above tasks. For the evolution of the memristive state variables we choose an equation of motion of the form [3],

$$\frac{dx_j}{dt} = -\alpha h(x_j, v_M) g(x_j) v_M,$$  \hspace{1cm} (1)

where $x_j$ is the state variable for the $j$-th memristive element. The function $h$ serves to cutoff the dynamics of the state variable in certain regimes. We choose the conductance of these elements, $g(x) = ((R_{off} - R_{on})x + R_{on})^{-1}$, where we set $R_{off} = 1 \Omega$ and $R_{on} = 0.01 \Omega$. Thus, $g(x)v_M$ is equal to the current flowing through a memristor. The voltage drop, $v_M$, is measured based on the orientation of the memristor: $v_M = v_a - v_b$, where $v_b$ is measured from the thick-bar side of the electronic symbol for the memristor. The coefficient $\alpha$ is restricted to be positive, and we choose $\alpha = 60$. The physical meaning of $\alpha$ is discussed in Ref. [26]. Finally, the values of the state variables are bounded, and are typically chosen to be $x \in [0,1]$ [3].

Ideally, in order to strictly enforce $x \in [0,1]$, $h(x, v_M)$ should be represented by step functions [3]. However, in practical realizations and numerical simulations, the step functions should be replaced by some differentiable function. We use, [3]

$$h(x, v_M) = (1 - e^{-kx}) \hat{\theta} r \left( \frac{v_M}{2V_t} \right) + (1 - e^{-k(1-x)}) \hat{\theta} r \left( - \frac{v_M}{2V_t} \right),$$ \hspace{1cm} (2)

where $k = 2$, and choose $V_t = 0.1$ V. The $\hat{\theta} r$ function is...
3 and 1 to find (see also Fig. 1), fix, for both SOLGs, the voltage generator on terminal ∑ where we use the simplest case, cr = 1. The coefficients can be found by requiring continuity and differentiability in y = 0 and y = 1. This is equivalent to satisfying equations \( \sum_{i=r+1}^{2r+1} a_i y^i = 1 \) and \( \sum_{i=r+1}^{2r+1} ()a_i = 0 \) for \( l = 1, \ldots, r \). The coefficients for our implementation are \( a_2 = 3 \) and \( a_3 = -2 \).

If we analyze the particular case discussed above, we fix, for both SOLGs, the voltage generator on terminal 1, and we perform standard nodal analysis on terminals 2 and 3 to find (see also Fig. 1),

\[
C(-\frac{d}{dt} v_1 - 2 \frac{d}{dt} v_2 + 2 \frac{d}{dt} v_3) = -i_2 + \frac{v_2 - v_3}{R},
\]

(4)

\[
C(-3 \frac{d}{dt} v_1 - 3 \frac{d}{dt} v_2 + 4 \frac{d}{dt} v_3) = -i_3 + (v_1 - v_3)g(x_4) + \frac{v_3,R - v_3}{R} + (v_2 - v_3)g(x_5) + (-v_4 + V_{3,M})g(x_5),
\]

(5)

where the capacitance is \( C = 10^{-5} \) F and \( R = 1 \) Ω [27]. The VCVGs generate a voltage from the relation \( V_{i,j} = b_1 v_1 + b_2 v_2 + b_3 v_3 + dc_{gate} \), with \( dc_{gate} \) a constant voltage specific to each gate [3]. The coefficients, \( b_k \), along with \( dc_{gate} \), are given in Table I. Terminals 2 and 3 are floating, therefore, \( i_2 = i_3 = 0 \). Additionally, \( \frac{d}{dt} v_1 = 0 \), due to terminal 1 being attached to a voltage generator that is held constant. The role of the VCVGs is to inject a large current when the gate is in an inconsistent configuration, a small current otherwise.

By solving numerically Eqs. (1), (4), and (5), with appropriate substitutions, we obtain precisely what we were after: a consistent logical solution for the given gate. This is reported in Fig. 2, where, for the particular initial conditions chosen, we obtain a consistent solution for each SOLG: for the SO-AND, by starting at the logical 1 for \( v_1 \), we obtain the logical 1 at both \( v_2 \) and \( v_3 \). Instead, for the SO-OR, by starting at the logical 0 at \( v_1 \), we obtain the logical 0 at both \( v_2 \) and \( v_3 \).

In the general case, the evolution of the terminal voltages and the memristive state variables of the SOLGs can be written compactly as,

\[
\dot{x}(t) = F(x(t)),
\]

(6)

where \( x = \{v_1, \ldots, v_m, x_1, \ldots, x_n\} \in X \) (\( X \) is the phase space) represents the voltages, \( v_j \), the internal state variables of the memristors, \( x_j \), and \( F \) is a system of nonlinear ordinary differential equations, representing the flow vector field.

The dynamical variables of the system then inhabit a phase space, \( X \subset \mathbb{R}^{m+n} \). For the SO-AND/OR gates, \( m = 3 \) and \( n = 5 \). For the numerical simulations shown in Fig. 2 we have chosen to hold \( v_1 \) constant, so that the system has only seven dynamical variables.

### III. INSTANTONS AND STABILITY ANALYSIS

Solutions \( x_{cr} \) to \( F(x_{cr}) = 0 \) are the critical points in the phase space we are after. We have performed an extensive search of critical points of Eq. 6 in the phase space, and found some with one unstable direction, and some with two unstable directions. Since our goal is simply to show that instantons are present in SOLGs, we focus on those originating from initial critical points with only one unstable direction.

One such critical point is \( x_{cr} = \{v_2, v_3, x_1, x_2, x_3, x_4, x_5\} = \{0,0,1,1,0.75,1,1\} \). It is unstable if we hold \( v_1 = 1 \) V for the SO-AND, and \( v_1 = -1 \) V for the SO-OR. We check this by performing linear stability analysis, constructing the Jacobian matrix, \( J(x)_{ij} = \frac{\partial F_i(x)}{\partial x_j} \), where differentiation is performed symbolically. We then determine, numerically, the eigenvalues of the Jacobian for the given critical point. We then perturb the voltage on \( v_2 \) by, say, \( \delta v_2 = 0.01 \) V, causing the system to evolve via numerical integration to obtain the full dynamics shown in Fig. 2. Results from various values of the perturbation \( \delta v_2 \) are also reported in Fig. 2, explicitly showing the topological character of the solution search: the trajectories may depend strongly on perturbations, but not the critical points, hence the final solution.
The linearized equations around the critical points can be written as, \( \dot{x} \approx J(x_{cr})(x - x_{cr}) \), which result in the trajectories \( x(t) \approx x_{cr} + \sum_i v_i e^{\lambda_i t} \). The sum is over eigenvalues \( \lambda_i \) and associated eigenvectors \( v_i \). The eigenvectors corresponding to \( \text{Re} \lambda_i < 0 \) and \( \text{Re} \lambda_i > 0 \) define the vector spaces tangent to the stable and unstable manifolds, respectively, at each critical point.

All eigenvectors with \( \text{Re} \lambda_i = 0 \) are associated to center manifolds. In our case these center manifolds arise from the indeterminacy of the internal state variables around a critical point. To illustrate this point better, consider the example shown in Fig. 2, where we see that the system evolves between a critical point with a spectrum \{sign(\lambda_i)\} = \{-, -, +, 0, 0, 0\} to a final critical point \{-, -, 0, 0, 0, 0\}, with all stable and center directions. The overall reduction of unstable directions is a general feature of the instantons. The resulting center manifolds do not change the stability profile of the critical point, but rather can be seen as the result of additional freedom the system has in order to satisfy the equilibrium condition \( F(x) = 0 \). This freedom manifests itself in the morphing of the unstable direction of the initial point to a center manifold of the final equilibrium point.

To better clarify how the dynamics of SOLGs result in the emergence of instantons, Fig. 3 shows the time evolution of the memristor internal state variable \( x_4 \) (see also Fig. 1). This internal state does not evolve until \( v_3 \) exceeds the interval values \([-1V, 1V]\), allowing current to flow in the opposite direction through that memristive element. Only then can the memristor between terminals 1 and 3 of Fig. 1 change its state, thus allowing a rapid variation of \( v_3 \) towards the equilibrium solution, hence the emergence of an instanton.

Finally, to show the effect of memory on the dynamics of the SOLGs, we consider the ratio \( R_{on}/R_{off} \) as a measure of memory. For \( R_{on}/R_{off} \to 1 \), the system has vanishing memory; for \( R_{on}/R_{off} \to 0 \), the system approaches infinite memory. In Fig. 4, we see, as \( R_{on}/R_{off} \) approaches either of the limiting values, the dynamics of the SOLGs slow down in reaching their logically-consistent (equilibrium) solution. (Equilibrium time is defined by the terminal voltages being within 1% of steady-state values after the initial dynamics have settled.) In the limit of vanishing memory, the system lacks a mechanism to inject current, therefore, the SOLG loses the ability to self-organize. In the opposite limit of infinite memory, the dynamics are slowed due to the system possessing too many pathways to explore. The inset of Fig. 4 shows there is an optimum ratio for speeding up the dynamics, which will depend on the particular physical systems used to implement these gates.

Note that we have thus far assumed the system has found itself in an unstable critical point. An important question is how the SOLGs find their way to an unstable critical point from an arbitrary initial condition at \( t = 0 \). The very presence of one or more unstable directions would make those critical points repulsive to the system, unless the real part of the unstable eigenvalues were much smaller than the real part of the stable eigenvalues. This is indeed what we find in our simulations. For instance, for the critical point described above, the largest stable eigenvalue is of the order of \( \sim 10^2 \), and the magnitude of the unstable eigenvalue is \( \sim 10^{-3} \). We find even larger orders of magnitude differences for the other critical points we have analyzed. This makes these critical points almost attractive, or at least not repulsive enough to prevent the system from falling into them.

IV. SOLGS WITH NOISE

As further evidence of topological robustness, we test the performance of the SOLGs under the influence of additive noise, modeling the internal noise of the memristors. The compact representation of the system is reformulated as,

\[
\dot{x}(t) = F(x(t)) + \xi(t),
\]

where \( \xi = \{0, 0, \xi_1, \xi_2, \xi_3, \xi_4, \xi_5\} \). That is, the additive noise appears only in the equations for the memristor state variables,

\[
\frac{dx_j}{dt} = -\alpha h(x_j, v_{M_j}) g(x_j) v_{M_j} + \xi_j(t),
\]

where \( \xi_j(t) \) is a white noise process of intensity \( \Gamma \), with properties,

\[
\langle \xi_j(t) \rangle = 0, \quad \langle \xi_i(t) \xi_j(t') \rangle = \Gamma \delta(t - t') \delta_{i,j}.
\]
Simulations of the SO-AND gate with noise are shown in Fig. 5. Each curve is the average of 100 simulations, with each simulation having the same parameters and initial conditions as curve (i) in the top-left panel of Fig. 2. Notice that the error bars are largest after the voltage peak in the dynamics, then the error overall decreases as time increases. This is consistent with the larger instability of the trajectory when it changes more rapidly.

Increasing the noise intensity beyond the $\Gamma = 400 \text{ s}^{-1}$ value results in dynamics that are no longer associated with the phase space specified above. This can be understood by recalling that the function $h(x, v_M)$ in Eq. (1) cuts off the memristor dynamics to enforce $x \in [0, 1]$. By increasing the noise level beyond $\Gamma = 400 \text{ s}^{-1}$ (with $R_{on}/R_{off} = 10^{-2}$), the internal states are driven far beyond the physical limit of $x \in [0, 1]$. For example, in a TiO$_2$ memristor [28], the state variable is a measure of oxygen vacancies in the semiconductor film, so the boundaries of the state variable are well-defined. A noise of such an intensity as to move the state variables beyond their bounds, would imply a physical destruction of the device. However, it is clear from Fig. 5 that even at a high level of intensity, the noise has not destroyed the critical points, confirming that in order to change the number and character of the critical points, the topology has to change drastically.

To make contact with actual experiments we estimate the temperature as a function of the noise strength. We, again, refer to TiO$_2$ memristors [28]. In that case, the intensity of the noise is related to the diffusion coefficient, $D = \frac{\Gamma L^2}{2}$, where $L$ is the length of the oxide region of the memristor. Additionally, the diffusion coefficient is related to temperature $T$, $D = D_0 exp\left(-\frac{E_v}{k_B T}\right)$, where $D_0 = 10^{-3}$ cm$^2$/s is the maximal diffusion coefficient, $E_v = 0.5$ eV is the activation energy for oxygen vacancy diffusion, and we take $L = 100$ nm [29, 30]. Therefore, we can associate a temperature with the noise strength $\Gamma$. We find $T = 271 \text{ K}$ for $\Gamma = 0.01 \text{ s}^{-1}$; $T = 345 \text{ K}$ for $\Gamma = 1 \text{ s}^{-1}$; $T = 475 \text{ K}$ for $\Gamma = 100 \text{ s}^{-1}$; $T = 536 \text{ K}$ for $\Gamma = 400 \text{ s}^{-1}$. These temperature estimates indicate that the largest value of the noise intensity is likely within the parameters of physical instability of these types of memristors.

V. CONCLUSIONS

In this work we have shown that the recently suggested self-organizing logic gates (which, unlike standard unidirectional Boolean gates, are “terminal-agnostic”) use instantons to slice through the (large) phase space to find the stable equilibria corresponding to the consistent logical solutions of the Boolean gate they represent. The elementary instantons that are generated during the dynamics of these gates directly connect unstable initial-state critical points with the stable equilibrium points, and eliminate the unstable directions by morphing them into center manifolds. The stable equilibria are the result of the parameter freedom of the internal state variables.

We have also demonstrated explicitly that the memory content of these gates only changes the time scale to reach the logically-consistent equilibria, while perturbations and noise can only change the trajectories in phase space but not the initial and final critical points. This implies again the topological robustness of these SOLGs.

This work then provides a better understanding of self-organizing logic, and may prove useful in the design of other practical realizations of this framework. Addition-

FIG. 5. SOLGs are topologically robust in the presence of noise, meaning that the critical points connected by the instanton are unchanged, though the trajectory is modified. Using the same initial conditions as used in curve (i) in the top-left panel of Fig. 2, we have added white noise of varying strength to the simulation of the SO-AND gate’s memristors. The terminal voltages are shown: $v_2$ (top panel) and $v_3$ (bottom panel). Each curve is the average of 100 simulations, with curves being translated upward for the purpose of clarity. Error bars have a height of 2 standard deviations, with some so small that they appear to be horizontal black lines. The ticks on the right axes mark the location of 1 V with respect to each corresponding curve. Note that dynamics are shown up to the equilibrium time associated with $R_{on}/R_{off} = 0.01$ in Fig. 4.
ally, this work could explain other types of bi-directional logic that are being developed in the context of unconventional computing.
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