Abstract

We define a class of space-times that we call asymptotically locally Schrödinger space-times. We consider these space-times in 3 dimensions, in which case they are also known as null warped AdS$_3$. The boundary conditions are formulated in terms of a specific frame field decomposition of the metric which contains two parts: an asymptotically locally AdS metric and a product of a lightlike frame field with itself. Asymptotically we say that the lightlike frame field is proportional to the particle number generator $N$ regardless of whether $N$ is an asymptotic Killing vector or not.

We consider 3-dimensional AlSch space-times that are solutions of the massive vector model. We show that there is no universal Fefferman–Graham (FG) type expansion for the most general solution to the equations of motion. We show that this is intimately connected with the special role played by particle number. Fefferman–Graham type expansions are recovered if we supplement the equations of motion with suitably chosen constraints. We consider three examples. 1). The massive vector field is null everywhere. The solution in this case is exact as the FG series terminates and has $N$ as a null Killing vector. 2). $N$ is a Killing vector (but not necessarily null). 3). $N$ is null everywhere (but not necessarily Killing). The latter case contains the first examples of solutions that break particle number, either on the boundary directly or only in the bulk. Finally, we comment on the implications for the problem of holographic renormalization for asymptotically locally Schrödinger space-times.
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1 Introduction

Schrödinger space-times are relevant for at least three different reasons. First of all they are relevant for black hole physics via the Kerr/CFT correspondence [1]. In this context 3-dimensional Schrödinger space-times are often referred to as null warped AdS$_3$. The null warped AdS$_3$ space-times can be obtained as a scaling limit of space-like warped AdS$_3$ [2] which in turn plays an important role in the Kerr/CFT correspondence as well as in topologically massive gravity [3]. For related work on null warped AdS$_3$ see [4, 5, 2, 6, 7].

Secondly, Schrödinger space-times are generic solutions of supergravity [8] and when the dynamical critical exponent $z = 2$ they can be obtained from an AdS compactification via a TsT transformation or a Null Melvin twist [9, 10, 11, 12, 13, 14, 15]. See also [16, 17, 18, 19] for ways of obtaining Schrödinger space-times in supergravity.

Thirdly, they feature in the context of potential applications of holography to strongly coupled systems with Schrödinger symmetries. In this setting Schrödinger space-times were introduced$^1$ in [21, 22] in an attempt to holographically describe strongly coupled systems with Schrödinger symmetries such as observed in ultracold dilute gases of point-like interacting spin-1/2 fermions fine-tuned to infinite scattering length [23]. This has proven to be difficult because a Schrödinger space-time has particle number as one of its isometries while the groundstate of these ultracold gases are superfluids, meaning that particle number is spontaneously broken. Hence one would have to resort at least to asymptotically Schrödinger space-times that break particle number in the IR$^2$. Nevertheless there are other strongly coupled Schrödinger invariant systems see e.g. [25, 26] for which holography may be of use (see for example [27] in the context of ageing systems).

On top of these three reasons there is the additional motivation to learn about holography beyond the familiar AdS/CFT context. In this light since Schrödinger space-times are not asymptotically locally AdS (AlAdS) as defined in [28, 29], while they have at the same time a well defined relation to AlAdS space-times they provide a nice case for developing geometric tools to perform basic holographic calculations beyond the familiar AdS/CFT context. We will see that on the one hand the Schrödinger asymptotics provide a mild and on the other hand significant departure from standard AdS/CFT lore, much more so than in the case of asymptotically locally Lifshitz space-times (Allif) [30, 31, 32, 33, 34, 35, 36]. It therefore provides a great opportunity to learn more about holography for non-AdS space-times.

To understand better that asymptotically locally $z = 2$ Schrödinger space-times form a more significant departure from the AlAdS context than for example $z = 2$ Allif space-time we recall that the latter can be uplifted to a certain class of AlAdS space-times that asymptote to a $z = 0$ Schrödinger space-time in one dimension higher$^3$[41, 42, 43, 44, 37, 36]. This uplift applies to the full class of $z = 2$ Allif space-times. In contrast $z = 2$ AlSch can be related via TsT transformations to AlAdS space-times of the same dimensionality but this does not apply to the full class of $z = 2$ AlSch space-times. FG expansions for AlSch solutions obtained

$^1$Schrödinger space-times also appear in the work of [20].

$^2$See [24] for other ways of realizing the Schrödinger symmetry and breaking particle number.

$^3$These observations can be extended to uplift hyperscaling violating Lifshitz space-times to one dimension higher where they become (conformal) Schrödinger space-times with $z < 1$ obeying the null energy condition [37, 38, 39, 40].
via TsT were discussed for the first time in 5-dimensions in [13]. Inspired by [13] we made more precise the notion of a Schrödinger boundary for locally Schrödinger space-times in [45]. The current paper extends this work to the full class of AlSch space-times in 3 dimensions.

The success of the supergravity approximation of the AdS/CFT correspondence depends to a large extent on the celebrated Fefferman–Graham (FG) theorem [46] which in AdS/CFT language states that: given certain regularity assumptions the most general solution to the Einstein equations (possibly with matter) with AlAdS boundary conditions can be written in the form of an asymptotic expansion that depends on two sets of free functions: sources and vevs.

When we try to generalize geometric notions of the AdS/CFT correspondence to non-AdS spaces an important question is whether there is an analogue (possibly modified) version of the FG result. For AlLif space-times there seems to be such a result even though we are still mapping this out with some left open questions related to the correct identification of the sources, vevs and related irrelevant deformations of AlLif space-times [31, 47]. But it seems that there is at least an asymptotic expansion in some holographic radial coordinate with a finite number of undetermined functions, leaving aside the interpretation of these functions. The extent to which we have a similar result for asymptotically locally Schrödinger space-times (AlSch), to be defined shortly, will be the main question studied in this paper.

We now proceed to summarize our main results. We consider a model in which we have an Einstein–Hilbert term with a negative cosmological constant coupled to a massive vector field \( A^\mu \). We define a class of 3-dimensional space-times that we call AlSch (in some analogy with AlLif) as follows. As discussed in section 2 any AlSch can be written in a frame field basis as follows

\[
g_{\mu\nu}dx^\mu dx^\nu = (-e^+_a e^-_b + e^+_a e^-_b - e^-_a e^+_b) dx^a dx^b + \frac{dr^2}{r^2}, \tag{1.1}
\]

where \( e^+_a = r^{-2}(e^{(0)a} + o(1)) \) is a null vector normalized such that \( e^+_a e^-_a = -1 \) with \( e^-_a = e^{(0)a} + o(1) \) a unit spacelike vector. The vector field \( A^a \) is required to asymptote to \( e^+_a \) in a manner defined precisely in section 2 while \( A^r = o(r) \).

We are now in a position to be more precise about what we mean by particle number. For a Schrödinger space-time particle number is a symmetry whose generator is given by the unique hypersurface orthogonal null Killing vector of the Schrödinger algebra [48]. In the solution for a Schrödinger space-time this is described by \( A^a \). Whenever we are dealing with an AlSch space-time that is such that the boundary value of \( A^a \), that we denote by \( A^a_{(0)} \), is proportional to a null Killing vector we say that the UV of the boundary theory has particle number as a symmetry. However we will not demand that there should be any asymptotic symmetries present in the solution and hence we will encounter cases where \( A^a_{(0)} \) is not proportional to a Killing vector. In those cases we will still say that \( A^a_{(0)} \) is proportional to the particle number generator for lack of a better name.

For the purpose of solving locally the equations of motion of the massive vector model we define a special gauge, that we call the radial TV gauge in which the particle number generator is \( N = \partial V \) while the Hamiltonian is \( \partial_T \). In this radial TV gauge the AlSch boundary conditions

\[
\text{...}
\]
\[ e^+_a = r^{-2} \left( A_{(0)} T \delta^T_a + o(1) \right), \]
\[ e^-_a = N_{(0)} V \delta^V_a + o(1), \]
\[ A^a = A_{(0)} V \delta^V_a + o(1), \]
\[ A^r = o(r). \]

The TV gauge is a choice of boundary coordinates that can be made without loss of generality. Our results do not depend on this specific set of coordinates and they can be easily written down in other coordinate systems.

It has been discussed a lot in the literature whether or not one should compactify the direction \( V \) generated by particle number so that its eigenvalues can only form a discrete set. This has the obvious drawback of creating closed causal curves and circles that become asymptotically null which may lead to a breakdown of various approximations. However, not compactifying has the obvious drawback of not being able to have a discrete spectrum. There are many related issues that we will not address further here in the introduction. We just bring this up to make clear that we will be largely agnostic to this issue. Since not imposing any conditions on \( V \) leads to the largest set of solutions we will treat \( V \) like any other non-compact coordinate unless specifically stated otherwise. We will discuss the effect of compactifying \( V \) at various instances.

The main advantage of using the radial TV gauge is that we can easily discuss one of our main conclusions:

The FG theorem breaks down for solutions \( g_{\mu \nu} \) and \( A^\mu \) whose \( V \)-dependence is unconstrained.

By this we mean that there is no unique radial expansion for solutions whose \( V \)-dependence is unconstrained. We will make this statement more precise in section 4.

So far in the literature two types of scenarios have been studied:

- Linearized perturbations around a fixed Schrödinger background \([5, 49]\).
- Constrained solutions: in all cases that have been considered these turn out to be \( V \)-independent solutions.

We will not study linearized perturbations but the simpler case of a real massless scalar field on a fixed Schrödinger background. This case is studied in appendix C. There we will see the same behavior as for solutions to the equations of motion of the massive vector model. There is no FG-like expansion for the most general solution to the Klein–Gordon equation on a fixed Schrödinger background.

In \([7]\) the constrains \( g_{\mu \nu} A^\mu A^\nu = 0 \) and \( F_{\mu \nu} = -2 \epsilon^{\mu \nu \rho} A^\rho \) have been imposed with \( F_{\mu \nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \) and \( \epsilon^{\mu \nu \rho} \) the 3-dimensional Levi-Civita tensor. Here we will show that the only AlSch space-times satisfying these two conditions take the same form as a locally Schrödinger space-time which is defined in appendix A with the only difference being that \( A^\mu \) must be proportional to the null Killing vector \((\partial_V)^\mu\) whereas for a locally Schrödinger space-time it is equal to the null Killing vector \((\partial_V)^\mu\). This will be shown in sections 3 and 5.1. There we
will also show that if we only impose the $g_{\mu \nu} A^\mu A^\nu = 0$ constraint the solution still does not depend on $V$ with $A^\mu$ proportional to the null Killing vector $(\partial V)^\mu$. The FG expansion for this solution terminates making the solution an exact solution of the equations of motion. One could say that all these constrained solutions are of the TsT form by which we mean that they admit a bulk Killing vector that is null everywhere or becomes null asymptotically. The most general solution obtained by demanding $V$-independence is constructed in section 5.2. We will also discuss constrained solutions obtained by demanding that $\partial V$ is null everywhere that have a non-trivial $V$-dependence and for which a unique $r$-expansion can be written down. These are the first examples of AlSch space-times without any Killing vectors. These come in two flavors: 1). with a flat boundary metric (seen from the AIAdS perspective) so that particle number is an asymptotic Killing vector and 2). with a non flat boundary metric (seen from the AIAdS perspective) that breaks particle number. These solutions are discussed in section 5.

For all the asymptotic expansions constructed in sections 4 and 5 we compute in section 6 the on-shell action. We show that for all constrained solutions the usual $\text{AdS}_3$ counterterms suffice but that in the case of the more general solutions of section 4 where the $V$-dependence is only constrained by our ansatz for the radial expansion the on-shell action remains logarithmically divergent, i.e. we did not find a local counterterm (possibly multiplied by $\log r$) that can remove this divergence.

This paper is organized as follows. After a brief description of our model in section 2.1 we start by introducing the boundary conditions for AlSch space-times in section 2.2. After this we discuss the Schrödinger boundary in section 2.3 in terms of a defining function. As a first example of AlSch space-times we first deal with the constraint case in which $A^\mu$ is required to be null in section 3. In section 4.1 we then make a very general ansatz and construct the asymptotic expansion up to the order that is relevant for studying the divergences of the on-shell action without imposing any constraints other than the ansatz itself. We then show the appearance of undetermined functions at each order in the radial expansion in section 4.4 and we comment on the dependence of the solution on the ansatz in section 4.5. In particular we show that one can add arbitrarily high powers of logarithmic terms of the radial coordinate. This shows that there is no FG expansion that covers all solutions. We then proceed to show that these problems disappear when we impose suitable constraints on the solution. To this end we discuss three different constrained solutions in section 5 including a rederivation of the case where $A^\mu$ is null in the radial $TV$ gauge for the AlSch metric as well as the most general $V$-independent solution and an example that breaks particle number obtained by demanding that $\partial V$ is null. We briefly comment on the on-shell action and counterterms in section 6 for all the solutions constructed here and we end with a discussion and outlook in 7. Finally in appendix A we review the case of a locally Schrödinger space-time, in appendix B we collect some background information on how to construct the asymptotic expansions and in appendix C we discuss the breakdown of the FG result for a real scalar on a fixed Schrödinger background.
2 Asymptotically locally Schrödinger space-times

2.1 The model

Three-dimensional Schrödinger space-times are solutions of topologically massive gravity \[3\], certain consistent truncations of type IIB supergravity reduced to 3 dimensions \[15\] and of the toy model consisting of gravity coupled to a massive vector field \[21, 22\]. Here we will consider, largely for simplicity, the massive vector model. The action we will work with reads

\[
S = \int d^3x \sqrt{-g} \left( R + 2 - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} - 2 A_\mu A^\mu \right),
\]

where \(F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu\). The equations of motion coming from (2.1) are

\[
R_{\mu\nu} = -2g_{\mu\nu} + \frac{1}{2} F_{\mu\rho} F^{\rho\nu} - \frac{1}{4} F_{\rho\sigma} F^{\rho\sigma} g_{\mu\nu} + 2 A_\mu A_\nu,
\]

(2.2)

\[\nabla_\mu F^{\mu\nu} = 4 A^\nu,\]

(2.3)

and as a consequence of (2.3) we have

\[\nabla_\mu A^\mu = 0.\] (2.4)

2.2 AlSch space-times

We will next formulate the boundary conditions with which we are going to solve the equations of motion of the massive vector model. These boundary conditions lead to the notion of asymptotically locally Schrödinger space-times.

Let \(\tilde{M}\) be a \((d + 3)\)-dimensional manifold with a boundary \(\partial M\) and interior \(M\). Let there be a non-degenerate metric \(\gamma'_{\mu\nu}\) that is regular on \(\tilde{M}\). Let there also be a null vector field \(e^{+\mu}\) \((\gamma'_{\mu\nu} e^{+\mu} e^{+\nu} = 0)\) that is regular on \(\tilde{M}\) and that does not vanish on \(\partial M\). Furthermore, let there be a function \(\Omega\) (known as the defining function) that is zero at the boundary \(\partial M\) with the property that \(\partial_\mu \Omega\) is nonzero at the locus \(\Omega = 0\). Following Penrose \[50\] the metric \(\gamma'_{\mu\nu}\) is a conformal completion of the metric \(\gamma_{\mu\nu}\) defined on \(M\) if the two are related via \(\gamma'_{\mu\nu} = \Omega^2 \gamma_{\mu\nu}\).

Now let there be a different metric defined on \(M\) that is denoted by \(g_{\mu\nu}\). We say that \(g_{\mu\nu}\) admits an anisotropic conformal completion \[51\] \(\gamma'_{\mu\nu} - \gamma_{\mu\nu} e^{+\rho} \gamma_{\nu\sigma} e^{+\sigma}\) with critical exponent \(z = 2\) when

\[g_{\mu\nu} = \Omega^{-2} \gamma'_{\mu\nu} - \Omega^{-4} \gamma_{\mu\nu} e^{+\rho} \gamma_{\nu\sigma} e^{+\sigma}.\]

We have

\[e^{+\mu} = g_{\mu\nu} e^{+\nu} = \gamma_{\mu\nu} e^{\nu}.\]

(2.5)

The inverse and determinant of \(g_{\mu\nu} = \gamma_{\mu\nu} - e^{+\mu} e^{+\nu}\) are given by

\[g^{\mu\nu} = \gamma^{\mu\nu} + e^{+\mu} e^{+\nu},\]

(2.6)

\[\det g_{\mu\nu} = \det \gamma_{\mu\nu}.\]

(2.7)

We define a 3-dimensional asymptotically locally Schrödinger (AlSch) metric as any metric \(g_{\mu\nu}\) which is such that \(g_{\mu\nu} + e^{+\mu} e^{+\nu}\) is AlAdS with \(e^{+\mu}\) a null vector of the AlAdS space-time that is asymptotically nonzero, i.e. does not vanish on \(\partial M\). Any 3-dimensional AlSch can be written in a frame field basis as follows

\[g_{\mu\nu} = -e^{+\mu} e^{+\nu} - e^{+\mu} e^{+\nu} - e_{\mu} e_{\nu} + e^{2}_{\mu} e^{2}_{\nu},\]

(2.8)
with

\[ e^+_{\mu} = \Omega^{-2} e^+_{(0)\mu} + \ldots, \quad (2.9) \]
\[ e^-_{\mu} = e^-_{(0)\mu} + \ldots, \quad (2.10) \]
\[ e^2_{\mu} = \Omega^{-1} e^2_{(0)\mu} + \ldots. \quad (2.11) \]

where \( \Omega \) is the defining function introduced at the beginning of this subsection and where the dots denote terms that are subleading. The frame fields satisfy

\[ e^+_{\mu} e^+_{\nu} = 0, \quad (2.16) \]
\[ e^+_{\mu} e^-_{\nu} = -1, \quad (2.17) \]
\[ e^-_{\mu} e^-_{\nu} = 1, \quad (2.18) \]
\[ e^+_{\mu} e^{2\mu} = 0, \quad (2.19) \]
\[ e^-_{\mu} e^{2\mu} = 0, \quad (2.20) \]
\[ e^2_{\mu} e^{2\mu} = 1, \quad (2.21) \]

so that the expansion of their inverses reads

\[ e^{+\mu} = e^{+\mu}_{(0)} + \ldots, \quad (2.22) \]
\[ e^{-\mu} = -e^{-\mu}_{(0)} + \ldots, \quad (2.23) \]
\[ e^{+\mu} + e^{-\mu} = \Omega^2 e^{-\mu}_{(0)} + \ldots, \quad (2.24) \]
\[ e^{2\mu} = \Omega e^{2\mu}_{(0)} + \ldots, \quad (2.25) \]

with

\[ e^{+\mu}_{(0)} e^{+\mu}_{(0)} = 0, \quad (2.26) \]
\[ e^{-\mu}_{(0)} e^{+\mu}_{(0)} = -1, \quad (2.27) \]
\[ e^{-\mu}_{(0)} e^{-\mu}_{(0)} = 0. \quad (2.28) \]

The boundary metric of the AlAdS\(_3\) space-time \( g_{\mu\nu} + e^+_{\mu} e^+_{\nu} \) is

\[ \gamma_{(0)ab} = -e^+_{(0)a} e^-_{(0)b} - e^+_{(0)a} e^-_{(0)b}. \quad (2.29) \]

The \( \Omega^2 \) term in (2.24) can also be obtained by demanding that \( \gamma_{\mu\nu} = g_{\mu\nu} + e^+_{\mu} e^+_{\nu} \) is AlAdS\(_3\) implying that the inverse metric

\[ \gamma^{\mu\nu} = g^{\mu\nu} - e^+_{\mu} e^+_{\nu} = -e^+_{\mu} (e^+_{\nu} + e^-_{\nu}) - e^-_{\mu} (e^+_{\nu} + e^-_{\nu}) + e^{2\mu} e^{2\nu} \quad (2.30) \]

\[ ^4 \text{For the sake of comparison we mention that any 3-dimensional AlLif space-time with } z = 2 \text{ can be written in a frame field basis as} \]
\[ g_{\mu\nu} = -e^0_{(0)\mu} e^0_{(0)\nu} + e^1_{(0)\mu} e^1_{(0)\nu} + e^2_{(0)\mu} e^2_{(0)\nu}. \quad (2.12) \]

where

\[ e^0_{\mu} = \Omega^{-2} e^0_{(0)\mu} + \ldots, \quad (2.13) \]
\[ e^1_{\mu} = \Omega^{-1} e^1_{(0)\mu} + \ldots, \quad (2.14) \]
\[ e^2_{\mu} = \Omega^{-1} e^2_{(0)\mu} + \ldots. \quad (2.15) \]
is of order $\Omega^2$. The $\text{AlAdS}_3$ metric $g_{\mu\nu} + e^+_{\mu} e^+_{\nu}$ has the frame field decomposition $-e^+_{\mu} e^-_{\nu} - e^-_{\mu} e^+_{\nu} + e^2 e^2$ but we note that the inverse frame fields obtained by raising the space-time index with the $\text{AlAdS}_3$ metric $\gamma_{\mu\nu}$ satisfies different relations than (2.16)–(2.21). The inverse frame fields for the $\text{AlAdS}_3$ metric are given in (2.30).

In the case of the massive vector model we furthermore need a boundary condition for $A^\mu$ which has the following frame field decomposition

$$A^\mu = A_+ e^+^\mu + A_- e^-^\mu + A_2 e^2^\mu.$$  

We demand that $A^\mu$ asymptotes to $e^+^\mu$. More precisely by this we mean that

$$A^\mu e^+^\mu|_{\Omega=0} = 0, \quad A^\mu e^-^\mu|_{\Omega=0} = -1, \quad A^\mu e^2^\mu|_{\Omega=0} = 0. \quad \text{(2.32)-(2.34)}$$

This means that

$$A_+|_{\Omega=0} = 1, \quad A_-|_{\Omega=0} = 0, \quad A_2|_{\Omega=0} = 0. \quad \text{(2.35)-(2.37)}$$

### 2.3 The defining function

We will now take a closer look at the defining function and define what we mean by a Schrödinger defining function. This will allow us to define $\text{AlSch}$ boundary conditions in radial gauge.

By taking $g_{\mu\nu} = \gamma_{\mu\nu} - e^+_{\mu} e^+_{\nu}$ and conformally rescaling $\gamma_{\mu\nu} = \Omega^{-2} \gamma'_{\mu\nu}$ we get for (2.4)

$$\nabla^\gamma_{\mu} A^\mu = 3 A^\mu \Omega^{-1} \partial_{\mu} \Omega = 0. \quad \text{(2.38)}$$

Using

$$\left(\nabla'_{\mu} A^\mu - 3 \Omega^{-1} A^\mu \partial_{\mu} \Omega\right)|_{\Omega=0} = 0, \quad \text{(2.39)}$$

we conclude that near $\Omega = 0$

$$A^\mu \partial_{\mu} \Omega = \text{at most of order } \Omega. \quad \text{(2.40)}$$

Since $\Omega$ is a defining function for an $\text{AlAdS}$ space-time we also have by definition

$$\Omega^4 \left( R^{(\gamma)}_{\mu\nu\rho\sigma} + \gamma_{\mu\rho} \gamma_{\nu\sigma} - \gamma_{\mu\sigma} \gamma_{\nu\rho} \right)|_{\Omega=0} = 0, \quad \text{(2.41)}$$

so that (see e.g. [52])

$$\gamma^{\mu\nu} \Omega^{-2} \partial_{\mu} \Omega \partial_{\nu} \Omega|_{\Omega=0} = 1. \quad \text{(2.42)}$$

It follows that

$$g^{\mu\nu} \Omega^{-2} \partial_{\mu} \Omega \partial_{\nu} \Omega|_{\Omega=0} = 1 + \left( e^{+\mu} \Omega^{-1} \partial_{\mu} \Omega \right)^2|_{\Omega=0}, \quad \text{(2.43)}$$

so that the boundary at $\Omega = 0$ is also timelike with respect to the $\text{AlSch}$ metric. Using (2.31) and (2.35)–(2.37) we have

$$A^\mu \Omega^{-1} \partial_{\mu} \Omega|_{\Omega=0} = e^{+\mu} \Omega^{-1} \partial_{\mu} \Omega|_{\Omega=0}. \quad \text{(2.44)}$$
We will now show that the AlSch boundary conditions of the previous subsection imply that
\[ A^\mu \Omega^{-1} \partial_\mu \Omega|_{\Omega=0} = r^{-1} A^r|_{r=0} = 0. \] (2.45)
To this end we will employ radial gauge for the AlSch metric which in terms of the frame fields means that we take
\[ e_+^r = e_-^r = e_a^2 = 0, \quad e_r^2 = \frac{1}{r}. \] (2.46)
In radial gauge equation (2.34) tells us that
\[ \frac{1}{r} A^r|_{r=0} = 0. \] (2.47)
Further in radial gauge we can without loss of generality take \( \Omega = r \) so that (2.45) becomes (2.47). Hence the AlSch boundary conditions enforce (2.45).

Taking the AlSch metric \( g_{\mu\nu} \) in radial gauge implies that the AlAdS metric \( \gamma_{\mu\nu} = g_{\mu\nu} + e_\mu^+ e_\nu^+ \) is also in radial gauge. Even if we had not imposed the boundary condition (2.34) we could without loss of generality have chosen a gauge such that (2.47) holds. To see this we need to show that among the radial gauge preserving diffeomorphisms there is a transformation that sets \( A^r \) equal to zero at leading order. To this end consider the AlAdS metric in radial gauge
\[ ds^2 = \gamma_{\mu\nu} dx^\mu dx^\nu = \frac{dr^2}{r^2} + \gamma_{ab} dx^a dx^b. \] (2.48)
This radial gauge is preserved by diffeomorphisms that are generated by \( \delta \gamma_{\mu\nu} = \nabla_\mu \xi_\nu + \nabla_\nu \xi_\mu \) such that \( \delta \gamma_{rr} = \delta \gamma_{ra} = 0 \). These are given by
\[ \xi^r = r \xi^r_{(0)}, \] (2.49)
\[ \xi^a = \xi^a_{(0)} - \int \frac{dr}{r} \gamma^{ab} \partial_b \xi^r_{(0)}. \] (2.50)
These are also known as Penrose–Brown–Henneaux (PBH) transformations [50, 53]. Under these PBH transformations the \( r \)-component of \( A_\mu \) transforms as
\[ \delta A^r = \xi^\mu \partial_\mu A^r + A^\mu \partial_\mu \xi^r = r \xi^r_{(0)} \partial_r A^r + \xi^a \partial_a A^r + \xi^r_{(0)} A_r - \frac{1}{r} A^a \partial_a \xi^r_{(0)}. \] (2.51)
Using (2.40) together with the fact that in radial gauge we can take \( \Omega = r \) so that
\[ A^r = r A^r_{(0)} + \ldots, \] (2.52)
implying that
\[ A_r = \frac{1}{r} A^a_{(0)r} + \ldots, \] (2.53)
where the dots denote subleading terms. Using this expansion together with the fact that we have by definition (recall that \( A^\mu \) is non-vanishing on the boundary)
\[ A^a = A^a_{(0)} + \ldots \] (2.54)
we get for the transformation of the leading term in the expansion of \( A_r \)
\[ A^r_{(0)r} = A^r_{(0)r} + \delta A^r_{(0)r} = A^r_{(0)r} - \xi^a \partial_a A^r_{(0)r} + A^a \partial_a \xi^r_{(0)}. \] (2.55)
We can thus choose a gauge, on top of the radial gauge choice, such that \( A^\mu_{(0)r} = 0 \). Hence we can always choose coordinates on an AlAdS space-time such that (2.45) as well as all the other usual requirements for \( \Omega \) to be a defining function are satisfied. This gauge is preserved by all \( \xi^\mu \) of the form (2.49) and (2.50) where we additionally need \( A^a_\mu \partial_\mu \xi^a_{(0)} = 0 \). This is a gauge in which the boundary at \( \Omega = 0 \) has been oriented such that \( A^\mu \) is tangential to it. We will call \( \Omega \) a Schrödinger defining function when it also (on top of the earlier requirements for it to be an AdS defining function) satisfies (2.45) (see also section A.2 of appendix A).

We conclude that in radial gauge the AlSch boundary conditions of the previous subsection read

\[
g_{\mu\nu} dx^\mu dx^\nu = \left( -e^+_a e^+_b - e^+_a e^-_b - e^-_a e^+_b \right) dx^a dx^b + \frac{dr^2}{r^2},
\]

(2.56)

\[
e^+_a = r^{-2} \left( e^+_{(0)a} + o(1) \right),
\]

(2.57)

\[
e^-_a = e^-_{(0)a} + o(1),
\]

(2.58)

\[
A^a = e^+_{(0)} + o(1),
\]

(2.59)

\[
A^r = o(r).
\]

(2.60)

### 2.4 Local Lorentz transformations seen from the boundary

In the beginning of section 2.2 we said that \( g_{\mu\nu} = \Omega^{-2} g'_{\mu\nu} - \Omega^{-4} \gamma_{\mu\rho} e^+ \gamma_{\rho\sigma} e^+ \sigma \) admits an anisotropic conformal completion \( \gamma'_{\mu\nu} = \gamma_{\mu\rho} e^+ \gamma_{\rho\sigma} e^+ \sigma \). Evaluating this on the boundary we obtain the metric \( \left( \gamma'_{ab} - \Omega^2 e^+ e^- \right) |\Omega=0 = -e^+_{(0)a} e^+_{(0)b} - e^+_{(0)a} e^-_{(0)b} - e^+_{(0)a} e^-_{(0)b} \). We will nevertheless not call this the ‘Schrödinger boundary metric’. In fact we will show that the bulk local Lorentz transformations acting on \( e^a_{\mu} \) where \( \mu = -, + \) of the tangent space of the constant \( r \) slices which is \( SO(1, 1) \) induces an action on the leading components of the frame fields that is not of the form of a Lorentz transformation but rather takes the form of a Galilean boost. We therefore refrain from building Lorentzian boundary metrics in terms of \( e^a_{\mu} \).

To find the action of a bulk local Lorentz transformation on the boundary fields \( e^+_{(0)a} \) and \( e^-_{(0)a} \) we proceed as follows. Consider the bulk \( SO(1, 2) \) Lorentz transformations that leave \( e^a_{\mu} = r^{-1} \delta^a_{\mu} \) inert. This leaves us with the following \( SO(1, 1) \) transformation

\[
e^+_a = \lambda e^+_{a},
\]

(2.61)

\[
e^-_a = \frac{1}{\lambda} e^-_{a} + \frac{1}{2} \left( \frac{1}{\lambda} - \lambda \right) e^+_{a},
\]

(2.62)

where \( \lambda \) is a function of the bulk space-time coordinates. Expanding the left hand side we obtain

\[
e^+_{a} = \frac{1}{\lambda} \left( e^+_{(0)a} + \frac{\lambda^2 - 1}{2\lambda} e^+_{(0)a} \right) + \cdots,
\]

(2.63)

\[
e^-_{a} = \frac{1}{\lambda} e^-_{(0)a} + \left( \frac{\lambda^2 - 1}{2\lambda} \right) e^+_{(0)a} + \cdots,
\]

(2.64)

where we did not yet expand \( \lambda \) in \( r \). Demanding that this can again be written as

\[
e^+_a = \frac{1}{r^2} e^+_{(0)a} + \cdots,
\]

(2.65)

\[
e^-_a = e^-_{(0)a} + \cdots,
\]

(2.66)

\(^{5}\)Such diffeomorphisms have been considered previously in [13].
we conclude that we need
\[ \lambda = 1 + e^2 \lambda(0) + \ldots. \] (2.67)

However this means that \( e^+_{(0)a} \) and \( e^-_{(0)a} \) transform as
\[ e'_{(0)a}^+ = e^+_{(0)a}, \] (2.68)
\[ e'_{(0)a}^- = e^-_{(0)a} + \lambda(0) e^+_{(0)a}, \] (2.69)

which is not a (1+1)-dimensional Lorentz transformation but a Galilean boost. We conclude that the bulk does not induce a Lorentzian metric structure on the boundary for which \( e^+_{(0)a} \) and \( e^-_{(0)a} \) are the frame fields. However certain structures do carry over from the bulk to boundary. For example the determinant of \( e^a_{(0)a} \) is left invariant under the transformation (2.68) and (2.69). Hence, it follows that the AlSch metric turns its tangent Lorentz group into a different type of group when seen from the boundary perspective. It would be interesting to work out further the metric structures that the bulk induces on the boundary (see also [47]).

3 A\( ^\mu \) is null: an AlAdS point of view

In the next section we will discuss various solutions to the equations of motion of the massive vector model that satisfy the boundary conditions of an AlSch space-time. Here we start for simplicity and to get an idea about the possible solutions with a simpler case obtained by imposing the on-shell constraint
\[ g_{\mu\nu} A^\mu A^\nu = 0. \] (3.1)

We show that in this case the FG expansion terminates leading to an exact solution. We can without loss of generality take
\[ A^\mu = e^{+\mu}. \] (3.2)

This allows us to perform a field redefinition from \( g_{\mu\nu} \) to \( \gamma_{\mu\nu} = g_{\mu\nu} + A_\mu A_\nu \) and to solve the resulting equations of motion for \( \gamma_{\mu\nu} \) with AlAdS boundary conditions. This will be the approach taken in this subsection. Later in section 5 we will again consider this constraint case but from a Schrödinger perspective, i.e. by directly solving for \( g_{\mu\nu} \).

3.1 The equations for \( \gamma_{\mu\nu} \)

The equations (2.2)–(2.4) written in terms of \( \gamma_{\mu\nu} = g_{\mu\nu} + A_\mu A_\nu \) with \( \gamma_{\mu\nu} A^\mu A^\nu = 0 \) read
\[ G^{(\gamma)}_{\mu\nu} - \gamma_{\mu\nu} = \frac{1}{2} (\mathcal{L}_A S_{\mu\nu} - S_{\mu\rho} S^{\rho\nu}) + \frac{1}{4} (F^{\rho\sigma}_{\rho\sigma} + 2 X_\rho X^\rho) A_\mu A_\nu - \frac{1}{8} S_{\rho\sigma} S^{\rho\sigma} \gamma_{\mu\nu}, \] (3.3)
\[ 0 = \nabla^{(\gamma)}_A S_{\mu\nu} + \frac{1}{2} (F^{\rho\sigma}_{\rho\sigma} + 2 X_\rho X^\rho) A_\mu A_\nu, \] (3.4)
\[ 0 = \nabla^{(\gamma)}_A A^\mu, \] (3.5)

where \( \mathcal{L}_A \) denotes the Lie derivative along \( A \) and where we defined
\[ X^\mu = A^\rho \nabla^{(\gamma)}_\rho A^\mu, \] (3.6)
\[ S_{\mu\nu} = \nabla^{(\gamma)}_\mu A_\nu + \nabla^{(\gamma)}_\nu A_\mu. \] (3.7)
indices are raised and lowered with respect to $\gamma_{\mu\nu}$. Contracting equation (3.4) with $A^\nu$ we get

$$\nabla^{(\gamma)}_\mu X^\mu = \frac{1}{2} S_{\mu\nu} S^{\mu\nu}. \quad (3.8)$$

Contracting equation (3.3) with $A^\mu A^\nu$ we get

$$A^\mu A^\nu R^{(\gamma)}_{\mu\nu} = -\frac{1}{2} X_\mu X^\mu. \quad (3.9)$$

Further for any null vector $A^\mu$ satisfying (3.5) we have the identity

$$A^\mu A^\nu R^{(\gamma)}_{\mu\nu} = \nabla^{(\gamma)}_\mu X^\mu - \frac{1}{4} S_{\mu\nu} S^{\mu\nu} + \frac{1}{4} F_{\mu\nu} F^{\mu\nu}. \quad (3.10)$$

Combining (3.8)–(3.10) we get

$$F_{\mu\nu} F^{\mu\nu} + 2 X_\mu X^\mu = -S_{\mu\nu} S^{\mu\nu}. \quad (3.11)$$

Using (3.11) we obtain the system of equations

$$0 = \text{Eins}_{\mu\nu} = R^{(\gamma)}_{\mu\nu} + 2\gamma_{\mu\nu} - \frac{1}{2} (\mathcal{L}_A S_{\mu\nu} - S_{\mu\rho} S^{\rho\sigma} A_\nu A_\sigma) + \frac{1}{4} S_{\rho\sigma} S^{\rho\sigma} A_\mu A_\nu - \frac{1}{4} S_{\rho\sigma} S^{\rho\sigma} \gamma_{\mu\nu}, \quad (3.12)$$

$$0 = \text{Vec}_\nu \equiv \nabla^{(\gamma)}_\mu S^{\mu\nu} - \frac{1}{2} S_{\rho\sigma} S^{\rho\sigma} A_\nu, \quad (3.13)$$

together with (3.5) and (3.1). Contracting equation (3.12) with $A^\mu$ and using the identity

$$R^{(\gamma)}_{\mu\nu} A^\mu = \frac{1}{2} \nabla^{(\gamma)}_\mu S^{\mu\nu} - \frac{1}{2} \nabla^{(\gamma)}_\mu F^{\mu\nu} \quad (3.14)$$

which requires (3.5) as well as (3.13) we obtain the following alternative vector field equation of motion

$$\nabla^{(\gamma)}_\mu F^{\mu\nu} + \mathcal{L}_A X^\nu = 4A^\nu. \quad (3.15)$$

In 3 space-time dimensions the Riemann and Einstein tensors contain the same amount of information due to the identity$^6$

$$R^{(\gamma)}_{\mu\nu\rho\sigma} = \epsilon_{\mu\nu\lambda} \epsilon_{\rho\sigma\kappa} G^{(\gamma)}_{\lambda\kappa}, \quad (3.17)$$

where $\epsilon_{\mu\nu\lambda}$ is the 3-dimensional Levi-Civita tensor. The 3-dimensional Riemann tensor is given by

$$R^{(\gamma)}_{\mu\nu\rho\sigma} = \gamma_{\mu\rho} R^{(\gamma)}_{\nu\sigma} - \gamma_{\nu\sigma} R^{(\gamma)}_{\mu\rho} + \gamma_{\nu\rho} R^{(\gamma)}_{\mu\sigma} + \gamma_{\nu\sigma} R^{(\gamma)}_{\mu\rho} - \frac{1}{2} R^{(\gamma)} (\gamma_{\mu\rho} \gamma_{\nu\sigma} - \gamma_{\mu\sigma} \gamma_{\nu\rho}). \quad (3.18)$$

Using (3.12) and its trace $R^{(\gamma)} = -6 + \frac{3}{2} S_{\rho\sigma} S^{\rho\sigma}$ we obtain

$$R^{(\gamma)}_{\mu\nu\rho\sigma} = - (\gamma_{\mu\rho} \gamma_{\nu\sigma} - \gamma_{\mu\sigma} \gamma_{\nu\rho}) + \frac{1}{8} S_{\lambda\tau} S^{\lambda\tau} (\gamma_{\mu\rho} \gamma_{\nu\sigma} - \gamma_{\mu\sigma} \gamma_{\nu\rho}) - \frac{1}{4} S_{\lambda\tau} S^{\lambda\tau} (\gamma_{\mu\rho} A_\sigma A_\rho - \gamma_{\mu\sigma} A_\rho A_\rho - \gamma_{\nu\rho} A_\mu A_\sigma + \gamma_{\nu\sigma} A_\mu A_\rho) + \frac{1}{2} (\gamma_{\mu\rho} Y_{\nu\sigma} - \gamma_{\mu\sigma} Y_{\nu\rho} - \gamma_{\nu\rho} Y_{\mu\sigma} + \gamma_{\nu\sigma} Y_{\mu\rho}), \quad (3.19)$$

$^6$We take

$$\epsilon_{\mu\nu\lambda} \epsilon_{\rho\sigma\kappa} = -\epsilon_{\mu\rho \kappa \nu} \gamma_{\lambda\kappa} + \text{permutations} \quad (3.16)$$

Further, because of the constraint $g_{\mu\nu} A^\mu A^\nu = 0$, the Levi-Civita tensor is the same in terms of the metric $\gamma_{\mu\nu}$ as well as in terms of the metric $g_{\mu\nu}. \quad (3.16)$
where
\[ Y_{\mu\nu} = \mathcal{L}_A S_{\mu\nu} - S_{\mu\rho} S_{\nu}^{\rho} = \gamma_{\mu\rho} \mathcal{L}_A S_{\rho\nu}. \] (3.20)

### 3.2 Boundary conditions

We want to solve the equations of motion (3.12) and (3.13) as well as (3.5) and (3.1) using a FG expansion for the metric \( \gamma_{\mu\nu} \) and the vector field \( A^\mu \). We put \( \gamma_{\mu\nu} \) in a radial gauge and use the following boundary conditions

\[ \gamma_{\mu\nu} dx^\mu dx^\nu = \frac{dr^2}{r^2} + \gamma_{ab} dx^a dx^b, \] (3.21)

\[ \gamma_{ab} = \frac{1}{r^2} \left( \gamma_{(0)ab} + \ldots \right), \] (3.22)

\[ A^a = A^a_{(0)} + \ldots, \] (3.23)

\[ A^r = r \left( A^r_{(0)} + \ldots \right), \] (3.24)

with \( A^r_{(0)} = 0 \) (as explained in section 2.3) and where the dots are in principle any higher order terms that go to zero in the near boundary limit \( r \to 0 \).

From the leading order of the equations of motions and the \( \gamma_{\mu\nu} A^\mu A^\nu = 0 \) constraint it follows that

\[ \nabla_{(0)a} A^a_{(0)} = 0, \] (3.25)

\[ S_{(0)ab} S_{(0)ab} = 0, \] (3.26)

\[ \mathcal{L}_{A_{(0)}} S_{(0)ab} - S_{(0)ac} S_{(0)bc} = 0, \] (3.27)

\[ \gamma_{(0)ab} A^a_{(0)} A^b_{(0)} = 0. \] (3.28)

Indices are raised and lowered with respect to the boundary metric \( \gamma_{(0)ab} \). Contracting (3.27) with \( A^a_{(0)} A^b_{(0)} \) we find

\[ \gamma_{(0)ab} X^a_{(0)} X^b_{(0)} = 0, \] (3.29)

where \( X^a_{(0)} = A^b_{(0)} \nabla_{(0)b} A^a_{(0)} \). Since both \( A^a_{(0)} \) and \( X^a_{(0)} \) are null and orthogonal to each other it must be that they are proportional \( X^a_{(0)} = \lambda A^a_{(0)} \). It then follows from \( S_{(0)ab} S_{(0)ab} = 0 \) that \( \lambda = 0 \) such that we actually also have

\[ X^a_{(0)} = 0. \] (3.30)

Moreover, since we have a two-dimensional boundary the Einstein tensor of \( \gamma_{(0)ab} \) vanishes identically and hence the equation \( R_{(0)ab} A^a_{(0)} A^b_{(0)} = 0 \) is automatically satisfied. It then follows from \( 0 = 4 R_{(0)ab} A^a_{(0)} A^b_{(0)} = F_{(0)ab} F_{(0)ab} - S_{(0)ac} S_{(0)bc} \) and \( S_{(0)ab} S_{(0)ab} = 0 \) that \( F_{(0)ab} F_{(0)ab} = 0. \) This in turn implies (in 2 dimensions) that

\[ F_{(0)ab} = 0. \] (3.31)

Since \( S_{(0)ab} \) is traceless and because \( A^a_{(0)} S_{(0)ab} = X_{(0)b} = 0 \) it follows that in 2 dimensions \( S_{(0)ab} \) must be proportional to \( A_{(0)c} A^c_{(0)b} \). The condition (3.27) then simplifies to \( \mathcal{L}_A S_{(0)ab} = 0 \) or what is in this case the same \( A^c_{(0)} \nabla_{(0)c} A_{(0)b} = 0 \). This can then finally be written as

\[ R_{(0)abcd} A^a_{(0)} A^b_{(0)} = 0. \] (3.32)

In two dimensions we have \( R_{(0)abcd} = \frac{1}{2} R_{(0)} (\gamma_{(0)ac} \gamma_{(0)bd} - \gamma_{(0)ad} \gamma_{(0)bc}) \) so that it follows from \( R_{(0)abcd} A^a_{(0)} A^b_{(0)} = 0 \) that in fact \( R_{(0)} = 0 \) and that therefore the boundary metric is flat.
3.3 The solution

As shown in appendix B.1 we have found all solutions to the full set of equations (3.1), (3.5), (3.12) and (3.13). They turn out to be exact solutions given by

\[ \gamma_{ab} = \frac{1}{r^2} \gamma^{(0)ab} + \left( a_{(2)} + \frac{2}{3} r^4 \alpha^2 \right) A_{(0)a} A_{(0)b}, \]  
\[ A^a = A^a_{(0)} + r^4 \alpha^4 A^a_{(0)}, \]  
\[ A^r = 0, \]

with

\[ \nabla_{(0)} A_{(0)b} = \sigma_{(0)} A_{(0)a} A_{(0)b}, \quad \mathcal{L}_{A_{(0)}} \sigma_{(0)} = 0, \]  
\[ R_{(0)} = 0, \]  
\[ \mathcal{L}_{A_{(0)}} A_{(2)} = 0, \]  
\[ \gamma^{(0)ab} A^a_{(0)} A^b_{(0)} = 0, \]  
\[ \mathcal{L}_{A_{(0)}} \alpha_{(4)} = 0. \]

We have checked that this solution solves the full equations of motion (3.12), (3.13) and constraints (3.1), (3.5).

In order to recover our definition of a locally Schrödinger space-time we would need to put \( a_{(4)} = 0 \) and choose \( A^a_{(0)} \) to be a null Killing vector with respect to the boundary metric \( \gamma^{(0)ab} \). In particular, it does not follow from the equations of motion and constraints that \( A^a_{(0)} \) is a Killing vector of \( \gamma^{(0)ab} \) in the solution above as \( \sigma_{(0)} \) remains an arbitrary function constrained only by \( \mathcal{L}_{A_{(0)}} \sigma_{(0)} = 0 \). It must however be that \( A^a_{(0)} \) is proportional to a null Killing vector. This follows from equation (3.35).

We can reconstruct the corresponding most general 3-dimensional AlSch solution with \( g_{\mu \nu} A^\mu A^\nu = 0 \) via \( g_{\mu \nu} = \gamma_{\mu \nu} - A_{\mu} A_{\nu} \). We find

\[ g_{\mu \nu} dx^\mu dx^\nu = \frac{dr^2}{r^2} + g_{ab} dx^a dx^b, \]  
\[ g_{ab} = -\frac{1}{r^2} A_{(0)a} A_{(0)b} + \frac{1}{r^2} \gamma^{(0)ab} + a_{(2)} A_{(0)a} A_{(0)b} - \frac{1}{3} r^4 \alpha^4 A_{(0)a} A_{(0)b}, \]  
\[ A^a = A^a_{(0)} + r^4 \alpha^4 A^a_{(0)}, \]  
\[ A^r = 0, \]

where we have absorbed \(-2 \alpha_{(4)} \) in the arbitrariness of \( a_{(2)} \).

In [7] an additional constraint is imposed (on top of \( \gamma_{\mu \nu} A^\mu A^\nu = 0 \)) which reads

\[ F_{\mu \nu} = -2 \epsilon_{\mu \nu \rho} A^\rho. \]  

This extra constraint enforces

\[ a_{(4)} = 0. \]

This solution is therefore identical to a locally Schrödinger space-time as given in A.3 up to the fact that \( A^a_{(0)} \) is not required to be a null Killing vector of \( \gamma^{(0)ab} \) but proportional to a null Killing vector\(^7\).

\(^7\)In [7] the asymptotic expansion is such that in (3.24) the function \( A^r_{(0)} \) is allowed to be nonzero. As shown in section 2.3 we can turn \( A^r_{(0)} \) on by a PBH transformation.
In [54] a notion of a ‘Schrödinger manifold’ has been defined that in our language amounts to demanding that the AlSch metric admits a nowhere vanishing null Killing vector whose boundary value equals that of \( e^+ \mu \). In the solution (3.40)–(3.43) the massive vector field \( A^\mu = e^+ \mu \) is proportional to a null Killing vector field and the proportionality factor is constant on the boundary if and only if \( A^\mu_{(0)} \) is a Killing vector of the AlAdS\(_3\) boundary metric \( \gamma_{(0)ab} \). Later in section 5 we will show that any AlSch space-time admitting a null Killing vector is of the form (3.40)–(3.43) so that all Schrödinger manifolds in the sense of [54] are described by (3.40)–(3.43) with the additional condition that \( A^\mu_{(0)} \) is a Killing vector of \( \gamma_{(0)ab} \). We will discuss this class of solutions further in section 5.1.

4 Breakdown of the Fefferman–Graham theorem for unconstrained solutions

In the previous section there was a natural identification possible between \( e^+ \mu \) and \( A_\mu \). In general this is not possible as \( A_\mu \) is only asymptotically null but not everywhere. In the case without constraints, which is the subject of this subsection, we will therefore work directly in terms of the AlSch metric \( g_{\mu\nu} \) by making an ansatz for the subleading terms in a radial expansion normal to the Schrödinger boundary imposing the boundary conditions of section 2. This ansatz which is an expansion in terms of \( r^{2n} \log^m r \) will be discussed in the next subsection. In sections 4.3 and B.3 we construct the solution at next to leading order (NLO) and discuss its properties. We then proceed in section 4.4 by showing that at each order in the \( r \)-expansion new undetermined functions appear and further we discuss in section 4.5 that by making the ansatz for the \( r \)-expansion more general by adding higher powers of \( \log r \) one can construct more solutions. Since one can keep adding arbitrary high powers of \( \log r \) at each order in \( r \) and since we keep finding new undetermined functions at higher orders in \( r \) we observe a breakdown of the FG theorem for AlSch space-times. The underlying features responsible for this are already visible in the simple case of a real scalar field on a Schrödinger space-time. We discuss this separately in appendix C which should be read in conjunction with this section 4. We will show in section 5 that by imposing suitable constraints on the solution unique FG type \( r \)-expansions are recovered.

4.1 The ansatz

We will be solving the equations of motion (2.2) and (2.3) that we repeat here for convenience

\[
0 = \text{Eins}_{\mu\nu} \equiv R_{\mu\nu} + 2g_{\mu\nu} - \frac{1}{2} F_{\mu\rho} F^\rho_{\nu} + \frac{1}{4} F_{\mu\rho\sigma} F^{\rho\sigma}_{\nu} - 2A_\mu A_\nu, \tag{4.1}
\]

\[
0 = \text{Vec}_\nu \equiv \nabla^\mu F_{\mu\nu} - 4A_\nu. \tag{4.2}
\]

These definitions are not to be confused with (3.12) and (3.13).

Using the radial gauge choice (2.46) and the boundary conditions (2.56)–(2.60) we make
we will show that on-shell we have

\[ A^a = A^a_{(0)} + r^2 \log r A^a_{(2,1)} + r^2 A^a_{(2)} + O(r^4 \log^2 r), \]  

\[ A^r = r^3 \log r A^r_{(2,1)} + r^3 A^r_{(2)} + O(r^5 \log^2 r), \]  

\[ g_{ab} = \frac{1}{r^2} g_{(-2)ab} + \log r g_{(0,1)ab} + \frac{1}{r^2} g_{(0)ab} + \log^2 r g_{(2,2)ab} + \log r g_{(2,1)ab} + O(r^2 \log^3 r). \]  

The boundary conditions (2.57)–(2.60) as well as (2.35)–(2.37) are respected by this ansatz.

The frame fields and tangent space components of the vector field can be expanded as

\[ e^+_a = \frac{1}{r^2} e^+_{(0)a} + \log r e^+_{(2,1)a} + e^+_{(2)a} + \ldots, \]  

\[ e^-_a = e^-_{(0)a} + \ldots, \]  

\[ A^+ = 1 + r^2 \log r A^+_{(2,1)} + r^2 A^+_{(2)} + \ldots, \]  

\[ A^- = r^2 \log r A^-_{(2,1)} + r^2 A^-_{(2)} + \ldots, \]  

\[ A_2 = r^2 \log r A_{2(2,1)} + r^2 A_{2(2)} + \ldots, \]

where the dots indicate higher order terms. Since the expansions for the frame fields are not fully determined by the metric (because of local Lorentz transformations) we will not be specific about the structure of these higher orders terms. The expansion for the tangent space components of the vector field \( A^a \) can be obtained by computing the expansion for the inverse frame fields.

Further, the boundary conditions and the ansatz for the subleading terms are such that we get

\[ A_a = A_+ e^+_a + A_- e^-_a = \frac{1}{r^2} A_{(0)a} + O(\log r), \]  

\[ g_{\mu\nu} A^\mu A^\nu = A_- A_+ - 2 A_- A_+ + A_2 A_2 = O(r^2 \log r), \]  

\[ g_{ab} + e^+_a e^+_b = \frac{1}{r^2} \gamma_{(0)ab} + \ldots, \]

with \( A_{(0)a} = \gamma_{(0)ab} A^b_{(0)} = e^+_{(0)a} \) and where \( \gamma_{(0)ab} = -e^+_{(0)a} e^-_{(0)b} - e^+_{(0)b} e^-_{(0)a} \) is the non-degenerate \( \text{AdS} \) boundary metric \( \gamma_{(0)ab} \). From (4.5) and (4.6) we obtain

\[ g_{(-2)ab} = -A_{(0)a} A^b_{(0)}, \]  

\[ g_{(0,1)ab} = -A_{(0)a} e^+_{(2,1)b} - A_{(0)b} e^+_{(2,1)a}, \]  

\[ g_{(0)ab} = -A_{(0)a} e^+_{(2)b} - A_{(0)b} e^+_{(2)a} + \gamma_{(0)ab}. \]

It follows from (4.16) and \( \gamma_{(0)ab} A^a_{(0)} A^b_{(0)} = 0 \) that

\[ g_{(0)ab} A^a_{(0)} A^b_{(0)} = 0. \]

In appendix B.2 we will show that on-shell we have

\[ 0 = A^a_{(0)} e^+_{(2,1)a}, \]

\[ 0 = A^a_{(0)} e^+_{(2)a}. \]

---

This ansatz will be further discussed in section 4.5. Here we only consider even powers of \( r \) and powers of \( \log r \) up to order \( r^{2n} \log^n r \) where \( n = 0 \) corresponds to the first term in the expansion (there may be an overall power of \( r \)).
From this and (4.16) we conclude that
\[ \det g_{(0)ab} = \det \gamma_{(0)ab} \, , \]
so that \( g_{(0)ab} \) is non-degenerate.

Equation (4.9) requires that we have using (4.18) and (4.19)
\[
egin{align*}
0 &= A_{(0)a} A_{(2,1)}^a , \\
0 &= A_{(0)a} A_{(2)}^a , \\
0 &= A_{(0)a} A_{(1,2)}^a .
\end{align*}
\]
In order to satisfy (4.11) we need
\[ A_{(0)g(2,2)ab} = 0 . \] (4.24)
Finally, in order to satisfy (4.12) we furthermore need
\[
egin{align*}
0 &= A_{(0)g(2,1)ab} , \\
0 &= A_{(0)g(2)ab} , \\
0 &= A_{(0)g(4,3)ab} , \\
0 &= A_{(0)g(4,2)ab} .
\end{align*}
\]

4.2 The radial TV gauge

Having shown that \( g_{(0)ab} \) is non-degenerate it is, from an AlSch perspective, more natural to introduce coordinates such that \( g_{(0)ab} \) (rather than \( \gamma_{(0)ab} \)) is manifestly conformally flat. This is not necessary and we could have equivalently decomposed \( g_{(0)ab} \) in a null-bein basis. Like we did in appendix B.1. However, for simplicity and for our purposes it will prove convenient to introduce explicit coordinates. We thus partially fix the gauge by writing
\[
g_{(0)ab}dx^a dx^b = 2H_{(0)}dT dV ,
\] (4.29)
with some arbitrary (non-vanishing) function \( H_{(0)} = H_{(0)}(T,V) \). It then follows from \( A_{(0)}^a \) being null with respect to \( g_{(0)ab} \) that \( A_{(0)}^T A_{(0)}^V = 0 \) and we choose
\[ A_{(0)}^T = 0 , \] (4.30)
and write from now on
\[ A_{(0)}^V = V_{(0)} . \] (4.31)
The combination of (4.29) and (4.30) is what we shall refer to as the radial TV gauge. Note that we are already working in radial gauge.

It follows from (4.16) and (4.19) that \( g_{(0)ab} A_{(0)}^b = \gamma_{(0)ab} A_{(0)}^b \) from which we deduce that
\[
\begin{align*}
A_{(0)V} &= 0 , \\
A_{(0)T} &= H_{(0)} V_{(0)} .
\end{align*}
\] (4.32) (4.33)
Hence using (4.14) we see that
\[
\begin{align*}
g_{(-2)TT} &= -A_{(0)T} A_{(0)T} , \\
g_{(-2)VV} &= g_{(-2)TV} = 0 .
\end{align*}
\] (4.34)
and using (4.15) as well as (4.21) we find that
\[ g_{(0,1)VV} = g_{(0,1)TT} = 0. \] (4.35)

Further from (4.24) we obtain
\[ g_{(2,2)VV} = g_{(2,2)TT} = 0. \] (4.36)

and using (4.25)–(4.28) we get
\[ g_{(2,1)VV} = g_{(2)VV} = g_{(4,3)VV} = g_{(4,2)VV} = 0. \] (4.37)

Furthermore from (4.21)–(4.23) it follows that
\[ A_{(2,1)}^T = A_{(2)}^T = A_{(4,2)}^T = 0. \] (4.38)

Based on the ansatz (4.3)–(4.5) and the results of this section the ansatz in radial TV gauge becomes up to NLO\(^9\)

\[
\begin{align*}
A^T &= r^4 \log r A_{(4,1)}^T + r^4 A_{(4)}^T + O(r^6 \log^3 r), \\
A^V &= V_{(0)} + r^2 \log r A_{(2,1)}^V + r^2 A_{(2)}^V + O(r^4 \log^2 r), \\
A^r &= r^3 \log r A_{(2,1)}^r + r^3 A_{(2)}^r + O(r^5 \log^2 r), \\
g_{TT} &= -\frac{1}{r^4} H_{(0)}^2 V_{(0)}^2 + \log \frac{r}{r^2} g_{(0,1)TT} + O(\log^2 r), \\
g_{TV} &= \frac{1}{r^2} H_{(0)} + \log r g_{(2,1)TV} + g_{(2)TV} + O(r^2 \log^3 r), \\
g_{VV} &= r^2 \log r g_{(4,1)VV} + r^2 g_{(4)VV} + O(r^4 \log^4 r).
\end{align*}
\]

When we write \(O(r^6 \log^3 r)\) in (4.39) and similarly in the other expressions we mean that the next term in the ansatz is at most of order \(r^6 \log^3 r\) but given this ansatz on-shell tighter bounds may be formulated.

The radial TV gauge in the special case where the AlAdS boundary metric is flat, i.e. \(H_{(0)} = 1\), can describe both asymptotically Poincaré and global Schrödinger [55] coordinates.

### 4.3 Properties of the NLO terms

Starting with the ansatz (4.39)–(4.44) we have shown in appendix B.3 that up to NLO the expansion reads

\[
\begin{align*}
A^T &= r^4 \log r A_{(4,1)}^T + r^4 A_{(4)}^T + O(r^6 \log^3 r), \\
A^V &= V_{(0)} + r^2 A_{(2,1)}^V + O(r^4 \log^2 r), \\
A^r &= r^3 \log r A_{(2,1)}^r + r^3 A_{(2)}^r + O(r^5 \log^2 r), \\
g_{TT} &= -\frac{1}{r^4} H_{(0)}^2 V_{(0)}^2 + \log \frac{r}{r^2} g_{(0,1)TT} + O(\log^2 r), \\
g_{TV} &= \frac{1}{r^2} H_{(0)} + g_{(2,1)TV} + O(r^2 \log^3 r), \\
g_{VV} &= O(r^4 \log^4 r).
\end{align*}
\]

\(^9\)In radial TV gauge we say that an AI Sch solution has been expanded up to NLO when we have expanded \(A^T\) up to order \(r^{3k+2}\), \(A^V\) up to order \(r^{2k}\), \(A^r\) up to order \(r^{3k+1}\), \(g_{TT}\) up to order \(r^{2k-4}\), \(g_{TV}\) up to order \(r^{2k-2}\) and \(g_{VV}\) up to order \(r^{2k}\) as an expansion in \(r^2\) (ignoring \(\log r\) terms).
with
\begin{align}
0 &= \partial_V \left( H_{(0)} V_{(0)} \right), \quad (4.51) \\
0 &= \partial_V \left( H_{(0)}^{-1} g_{(2)TV} \right), \quad (4.52)
\end{align}

and where the coefficients are constrained by equations (B.105)–(B.107) and (B.113)–(B.116). These equations can be written as follows
\begin{align}
g_{(0,1)TT} &= H_{(0)}^2 V_{(0)}^2 \left( -4 g_{(2)TV} + \partial_T \partial_V \log H_{(0)} \right), \quad (4.53) \\
A_{(2)}^V &= \frac{V_{(0)}}{H_{(0)}} \left( -g_{(2)TV} + \frac{1}{4} H_{(0)} \left( V_{(0)} \partial_V \left( V_{(0)} \partial_V \right) - 8 \right) U_{(4)} \right), \quad (4.54) \\
A_{(4,1)}^T &= -\frac{1}{2 H_{(0)} V_{(0)}} \left( V_{(0)} \partial_V \left( V_{(0)} \partial_V \right) - 8 \right) U_{(4)}, \quad (4.55) \\
A_{(4)}^T &= \frac{1}{4 H_{(0)}^2 V_{(0)}} \left( 2 g_{(2)TV} - \partial_T \partial_V \log H_{(0)} + 4 H_{(0)} U_{(4)} \right), \quad (4.56) \\
A_{(2,1)}^r &= -\frac{1}{4} V_{(0)} \partial_V \left( \left( V_{(0)} \partial_V \left( V_{(0)} \partial_V \right) - 8 \right) U_{(4)} + \frac{1}{H_{(0)}} \partial_T \partial_V \log H_{(0)} \right), \quad (4.57) \\
A_{(2)}^r &= \frac{1}{8} V_{(0)} \partial_V \left( 4 U_{(4)} - \left( V_{(0)} \partial_V \left( V_{(0)} \partial_V \right) - 8 \right) U_{(4)} + \frac{1}{H_{(0)}} \partial_T \partial_V \log H_{(0)} \right), \quad (4.58)
\end{align}

where we introduced a new function $U_{(4)}$ defined by relation (4.56). These relations express the coefficients in terms of $V_{(0)}$, $g_{(2)TV}$, $H_{(0)}$ and $U_{(4)}$. The latter two are by equations (B.105), (B.110) and (B.113) constrained to satisfy
\begin{align}
0 &= \left( V_{(0)} \partial_V \left( V_{(0)} \partial_V \right) - 8 \right)^2 U_{(4)}, \quad (4.59) \\
0 &= \partial_V \left( V_{(0)} \partial_V \left( V_{(0)} \partial_V \log H_{(0)} \right) \right). \quad (4.60)
\end{align}

It turns out that the metric coefficients in $g_{TV}$ at order $r^2$ (including the log terms) and in $g_{TV}$ at order $r^4$ (including the log terms) are also fully determined as functions of $V_{(0)}$, $g_{(2)TV}$, $H_{(0)}$ and $U_{(4)}$.

The metric expansions (4.48), (4.49) and (4.50) can be written in terms of our frame field basis (2.56) as follows
\begin{align}
e_{(2,1)}^+ &\equiv e_T^+ = \frac{1}{r^2} H_{(0)} V_{(0)} + \log r e_{(2,1)}^+ + \ldots, \quad (4.61) \\
e_{(2,1)}^- &\equiv e_V^- = -\frac{1}{V_{(0)}} + r^2 \log r e_{(2,1)}^- + r^2 e_{(2)}^- + \ldots, \quad (4.62)
\end{align}

where we used (4.13) to derive the form of $e_V^-$ and where
\begin{align}
e_{(2,1)}^+ &\equiv e_{(2,1)}^+ = -\frac{1}{2} \frac{g_{(0,1)TT}}{H_{(0)} V_{(0)}}, \quad (4.63) \\
e_{(2,1)}^- &\equiv e_{(2,1)}^- = -\frac{1}{2} \frac{g_{(0,1)TT}}{H_{(0)}^2 V_{(0)}^3}, \quad (4.64) \\
e_{(2)}^- &\equiv e_{(2)}^- = -\frac{g_{(2)TV}}{H_{(0)} V_{(0)}}. \quad (4.65)
\end{align}

The components $e_T^+$ and $e_V^+$ are not needed at the order at which we are working. They are of orders $r^2$ and $r^4$, respectively up to logarithmic corrections.
Comparing the expansion for \( e_T^+ \) with (4.6) we find that \( e_{(2)a}^+ = 0 \) so that using (4.16) we conclude that

\[ g(0)_{ab} = \gamma(0)_{ab}. \]  

(4.66)

Hence the metric coefficient \( g(0)_{ab} \) appearing at order \( r^{-2} \) in the expansion of \( g_{ab} \) is equal to the boundary metric of the associated AlAdS metric \( \gamma_{ab} = g_{ab} + e^+_a e^+_b \). In the following whenever we speak of the boundary metric we will be referring to the metric \( \gamma(0)_{ab} \) as well as we will have in mind a choice of frame fields that is such that (4.66) holds.

The AlAdS metric \( \gamma_{ab} \) has the following expansion

\[ \gamma_{TV} = \frac{1}{r^2} H(0) + g(2)_{TV} + \ldots, \]  

(4.67)

and where \( \gamma_{TT} \) is of order \( r^0 \) and \( \gamma_{VV} \) of order \( r^4 \) up to logarithmic corrections. To solve for the coefficient in the expansion of \( \gamma_{TT} \) at order \( r^0 \) is already quite a daunting task as the equations to be solved for become quite intricate at the next order in the expansion of the equations of motion discussed in section B.3.

We briefly discuss the effect of imposing stronger boundary conditions than just AlSch boundary conditions. Demanding that \( A^\mu \) is an asymptotic Killing vector of the AlAdS metric \( \gamma_{\mu\nu} \) we need (see for example [56])

\[ S(\gamma)_{ab} = o(r^{-2}), \]  

(4.68)

\[ S(\gamma)_{ra} = o(r^{-3}), \]  

(4.69)

\[ S(\gamma)_{rr} = o(r^{-2}), \]  

(4.70)

while \( A^a = O(1) \) and \( A^r = O(r) \). Computing \( S(\gamma)_{\mu\nu} \) for the metric \( \gamma \) we find

\[ S(\gamma)_{TT} = \frac{2}{r^2} H(0) \partial_T V(0) + \ldots, \]  

(4.71)

\[ S(\gamma)_{TV} = -2 \log r H(0) A^r_{(2,1)} + \partial_V \left( H(0) A^V_{(2)} \right) - 2 H(0) A^r_{(2)} + \ldots, \]  

(4.72)

\[ S(\gamma)_{VV} = O(r^2 \log r), \]  

(4.73)

\[ S(\gamma)_{TR} = \frac{2}{r} H(0) A^V_{(2)} + O(r \log^2 r), \]  

(4.74)

\[ S(\gamma)_{VR} = O(r \log r), \]  

(4.75)

\[ S(\gamma)_{rr} = 4 \log r A^r_{(2,1)} + 4 A^r_{(2)} + 2 A^r_{(2,1)} + O(r^2 \log^2 r). \]  

(4.76)

This means that we need

\[ \partial_T V(0) = 0, \]  

(4.77)

implying that

\[ H(0) = F_1(T) F_2(V), \]  

(4.78)

\[ H(0) V(0) = c F_1, \]  

(4.79)

where \( c \) is some nonzero constant. In this case we can always reparametrize the \( T \) and \( V \) coordinates such that \( H(0) = 1 \) as well as \( V(0) = 1 \). We see that demanding \( A^\mu \) to be an asymptotic Killing vector we find that the boundary metric is flat and has \( A^a_{(0)} \) as a Killing vector.

\[ ^\text{10} \] We mention that there are other choices possible for the subleading terms of the frame field (involving \( e_T^- \)) such that we reproduce the same metric expansion but such that \( g(0)_{ab} \) and \( \gamma(0)_{ab} \) differ in their \( TT \) component.
4.4 Comments on higher order terms

If we were to expand to higher orders, i.e. solve for the higher order coefficients in the ansatz (4.39)–(4.44), then we would find that the coefficients have to obey relations of the type (4.59) involving $\partial_V$ derivatives. The solutions would lead to free integration constants that are arbitrary functions of $T$. Since this happens at each order we have an infinite number of free functions of $T$ that appear in the expansion and that are not fixed by the equations of motion. This is not in the spirit of a FG expansion. A similar behavior can be observed in the case of a scalar field on a fixed Schrödinger background. We discuss this case in appendix C.

To simplify things somewhat we will impose that the boundary metric is flat so that $H(0)$ factorizes. This enables us to take $H(0) = 1$ as well as put $V(0) = 1$. In other words we demand that $A^\mu$ is an asymptotic Killing vector. Furthermore, we also choose $g(TV) = 0$ and in order to be fully explicit we will consider an ansatz with all logarithms set to zero. In this case the expansion simplifies drastically and it becomes more tractable to study what happens at higher orders. This will be good enough to show the result. With all these simplifications the only non-vanishing coefficients obtained at NLO order read

$$A^{T}_{(4)} = U_{(4)},$$

$$A^{r}_{(2)} = \frac{1}{2} \partial_V U_{(4)},$$

and $U_{(4)}$ satisfies

$$\left(\partial^2_V - 8\right) U_{(4)} = 0, \quad \text{(4.82)}$$

whose solution is simply given by

$$U_{(4)}(T, V) = C_1(T)e^{2\sqrt{2}V} + C_2(T)e^{-2\sqrt{2}V}, \quad \text{(4.83)}$$

where the $C_i$’s are arbitrary functions of $T$. In order to extract the freedom at higher orders independently of the freedom already found we will set $U_{(4)} = 0$ and solve for the next order.

At the NNLO the solution is given by the free functions $A^{V}_{(4)}$ and $g(TTV)$ that we already encountered in the solution (3.40)–(3.43). These free functions must now satisfy

$$\partial_V \left(\partial^2_V + 8\right) g(TTV) = 0, \quad \text{(4.84)}$$

$$\partial^2_V \left(A^{V}_{(4)} + \frac{1}{2} g(TTV)\right) = 0, \quad \text{(4.85)}$$

and the remaining non-vanishing coefficients are given by

$$A^{r}_{(4)} = -\frac{1}{2} \partial_V A^{V}_{(4)}, \quad \text{(4.86)}$$

$$A^{T}_{(6)} = \frac{1}{2} \partial_V A^{r}_{(4)}. \quad \text{(4.87)}$$

One may still attribute the free functions appearing in $A^{V}_{(4)}$ and $g(TTV)$ to the usual freedom one encounters in FG expansions at subleading orders. However, if we look at $N^3$LO and take for simplicity

$$g(TTV) = A^{V}_{(4)} = 0, \quad \text{(4.88)}$$
we find
\[ (\partial_v^2 + 16)(\partial_v^2 + 24)A_T^{(8)} = 0, \] (4.89)
as well as the non-vanishing coefficients
\[ A_r^{(6)} = -\frac{1}{4}\partial_v A_V^{(6)}, \] (4.90)
\[ A_V^{(6)} = \frac{14}{3}A_T^{(8)} + \frac{1}{6}\partial_v^2 A_T^{(8)}, \] (4.91)
\[ g_{(4)TT} = \frac{1}{4}A_V^{(6)} - \frac{1}{2}A_T^{(8)}. \] (4.92)
Finally, at N^4LO putting \( A_T^{(8)} = 0 \) we find
\[ (\partial_v^2 + 40)(\partial_v^2 + 48)A_T^{(10)} = 0, \] (4.93)
and the non-vanishing coefficients
\[ A_r^{(8)} = \frac{1}{6}\partial_v A_V^{(8)}, \] (4.94)
\[ A_V^{(8)} = \frac{21}{4}A_T^{(10)} + \frac{3}{32}\partial_v^2 A_T^{(10)}, \] (4.95)
\[ g_{(6)TT} = \frac{2}{9}A_V^{(8)} - \frac{1}{3}A_T^{(10)}. \] (4.96)
As we can see, the vector field coefficients at each order are only constrained by a differential relation. Hence new constants of integration which are arbitrary functions of the coordinate \( T \) will always appear. This behavior continues at higher and higher orders.

4.5 Comments on the ansatz

Apart from the issue that we have to specify infinitely many functions (and not just a source and a vev as is the case for AlAdS backgrounds) we also cannot write down the most general \( r \)-expansion that covers all solutions. So all solutions will depend on the ansatz that has been made. This phenomenon also has a counterpart for the case of a scalar field on a fixed Schrödinger background as discussed in appendix C.

In order to make clear what happens we will now briefly consider a more general ansatz than the one we used in (4.39)–(4.44). The generalization will involve adding higher powers of logs at each order in \( r \) as these will in general be allowed by the equations of motion. For instance it is possible to find a solution whose non-vanishing coefficients up to NLO are given by
\[ A_T = r^4\left(\log r A_T^{(4,4)} + \log^3 r A_T^{(4,3)} + \log^2 r A_T^{(4,2)} + \log r A_T^{(4,1)} + A_T^{(4)}\right) + \ldots, \] (4.97)
\[ A_V = V(0) + r^2\left(\log^3 r A_V^{(2,3)} + \log^2 r A_V^{(2,2)} + \log r A_V^{(2,1)} + A_V^{(2)}\right) + \ldots, \] (4.98)
\[ A_r = r^3\left(\log^4 r A_r^{(2,4)} + \log^3 r A_r^{(2,3)} + \log^2 r A_r^{(2,2)} + \log r A_r^{(2,1)} + A_r^{(2)}\right) + \ldots, \] (4.99)
\[ g_{TT} = \frac{1}{r^4}V(0)^2 + \frac{\log r}{r^2} g_{(0,1)TT} + \ldots, \] (4.100)
\[ g_{TV} = \frac{1}{r^2} + g_{(2)TV} + \ldots, \] (4.101)
\[ g_{VV} = \ldots, \] (4.102)
where the dots indicate terms that are NNLO and higher. Clearly this solution is more general than the one we restricted to by the ansatz we used before. Moreover, there is no doubt that we could still find solutions with even higher powers of logs\textsuperscript{11}. Although it is very difficult to test, we found no hints that these type of solutions could be further constrained by solving the equations to higher orders.

We conclude that in full generality the radial dependence is not fixed. In fact we find that the $r$-dependence of the expansion and the $V$-dependence of the coefficients are correlated. By this we mean that by allowing for more logs in the $r$-expansion we can allow for more general $V$-dependences of the coefficients. This can already be seen within the ansatz (4.39)–(4.44). Since setting to zero e.g. $A^{T}_{(4,1)}$ implies
\[
(V(0)\partial V (V(0)\partial V) - 8)U_{(4)} = 0, \tag{4.103}
\]
as follows from (4.55). This is to be contrasted with equation (4.59) whose solution has a more general $V$ dependence. It can be shown\textsuperscript{12} that having an initial ansatz that is general enough to allow for a solution such as (4.97)-(4.102) with $A^{T}_{(4,4)}$ non-vanishing, the $V$-dependence of the $U_{(4)}$ term is now only constrained by
\[
(V(0)\partial V (V(0)\partial V) - 8)^{7}U_{(4)} = 0. \tag{4.104}
\]
This supports the claim that the powers of the log terms in the ansatz are related to the $V$-dependence of the solution and the higher the power of the log terms the more freedom we find for the $V$-dependence of our solution.

We thus conclude that we cannot write the most general $r$-expansion that covers all solutions as a power series in $r$ because at each order in $r$ we can add arbitrary high powers of log $r$ and that furthermore within a given ansatz new undetermined functions keep appearing at higher orders. We thus conclude that one cannot in general write down a FG expansion that covers the most general asymptotic solution to the equations of motion (4.1) and (4.2) of the massive vector model with AlSch boundary conditions.

In the following sections we will show that there are ways around this problem by imposing suitably chosen constraints. We will say that a radial expansion is of FG type whenever the problems encountered in this and the previous subsection do not arise. We will not test the robustness of the expansions against more general ansätze than those that can be written as a series in $r^{2n}\log^{m}r$ with $m$ and $n$ non-negative integers. Thus excluding expansions such as the ones mentioned in footnote 11.

## 5 Fefferman–Graham expansions for constrained solutions

Inspired by the computation done in section 3 where we imposed the constraint $g_{\mu\nu}A^{\mu}A^{\nu} = 0$ and obtained FG type solution we introduce in this subsection new and weaker constraints that bypass the problems mentioned in the previous section related to the dependence on

\textsuperscript{11}We have not investigated the effect of adding more terms to our ansatz involving e.g. expansions of the form $r^{\Delta}f(r^{2})$ where $f(r^{2})$ admits a Taylor series in $r^{2}$ and where $\Delta$ is some non-integer real number that does not violate our AlSch boundary conditions.

\textsuperscript{12}We have checked this statement only for $H_{(0)} = 1$ and $g_{(2)}TV = 0$ as in this case $(V(0))^{-1}U_{(4)} = A^{T}_{(4)}$ and we can simply act on $A^{T}_{(4)}$ to obtain $(V(0)\partial V^{2} - 8)^{n}A^{T}_{(4)} = 0$ for the lowest possible integer $n$. 
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the ansatz and the appearance of an infinite amount of free functions. We will first recover the $g_{\mu\nu}A^\mu A^\nu = 0$ solution from an AlSch perspective and then consider two other ways to constrain the solutions by:

1. demanding the full solution to be $V$-independent,

2. demanding that $\partial_V$ is a null vector everywhere.

In both cases we obtain FG type solutions that are robust against making more general ans"atz. By this we mean that the equations of motion supplemented with the respective constraints will no longer allow for arbitrary high powers of $\log r$. We can then check explicitly that nothing can be found beyond our initial ansatz and the latter will cease to be a critical assumption. Further, the asymptotic expansions have a finite number of free functions.

5.1 $A^\mu$ is null: an AlSch point of view

As expected by solving the equations of motion with an ansatz of the form (4.39)–(4.44) using the constraint $g_{\mu\nu}A^\mu A^\nu = 0$ we reproduce exactly the result, equations (3.41)–(3.43), obtained previously from an AlAdS perspective. In radial $TV$ gauge the (exact) solution reads

$$A^V = V(0) + r^4 A^V(4), \quad (5.1)$$

$$g_{TT} = -\frac{1}{r^4} V(0)^2 + g_{(2)TT} - \frac{1}{3} r^4 (A^V(4))^2, \quad (5.2)$$

$$g_{TV} = \frac{1}{r^2}, \quad (5.3)$$

$$g_{VV} = A^T = A^r = 0, \quad (5.4)$$

where the free functions are arbitrary functions of the time coordinate only, i.e. $V(0) = V(0)(T)$, $A^V(4) = A^V(4)(T)$ and $g_{(2)TT} = g_{(2)TT}(T)$. In this case we find that $H(0)$ factorizes and we have chosen to set it equal to one. We conclude that the solution with $A^\mu$ null terminates at $N^4$LO.

These solutions with $A^\mu A^\mu = 0$ also have the property that

$$F_{\mu\nu} F^{\mu\nu} = 0. \quad (5.5)$$

They are therefore also solutions of any theory containing scalar fields on top of the massive vector field with the scalars set equal to constant values. This is true even if the scalars couple to $F_{\mu\nu} F^{\mu\nu}$ and $A_\mu A^\mu$. This is because the scalar equations of motion are solved by $A_\mu A^\mu = F_{\mu\nu} F^{\mu\nu} = 0$ when we take the scalars constant. In particular they are solutions of the 3-dimensional supergravity action given in [15].

The $A_\mu A^\mu = 0$ solutions with $V(0)$ constant have been constructed in [57]. It would be interesting to study the full class of $A_\mu A^\mu = 0$ solutions in more detail as they are exact and generic solutions that can possibly describe interesting time dependent phenomena. Relatedly it would be interesting to know the full class of solutions with $A^\mu$ null in arbitrary dimensions.\textsuperscript{13}

The solutions of this section have the property that the generator of particle number $N = \partial_V$ is a null Killing vector. We will next discuss two generalizations in which 1). $N$ is a Killing vector but not necessarily null and 2). in which $N$ is null but not necessarily Killing.

\textsuperscript{13}There is a straightforward generalization of the 3-dimensional exact solutions with $A^\mu$ null to $d+3$ dimen-
5.2 $\partial_V$ is a Killing vector

In order to enlarge the solution space we are going to relax some of the properties of the solution of the previous section. The property that we will not enforce here is that $A^\mu$ must be null. Instead we demand that in the radial $TV$ gauge $\partial_V$ is a Killing vector.

As it turns out there are two classes of solutions that have $\partial_V$ as a Killing vector. The first class is the solution with $A^\mu$ null and $\partial_TV(0) \neq 0$. The second class must have $\partial_TV(0) = 0$ and coincides with the $A^\mu$ is null solution at low orders in the expansion. To make it clear that there are two such cases we start by demanding a slightly less restrictive property namely that the full solution be linear in $V$. We will show that such solutions are necessarily independent of the $V$ coordinate with the two possibilities as just described.

The constraint that the metric $g_{\mu\nu}$ and the vector field $A^\mu$ are at most linear in $V$ forces us to take $H(0)$ to be $V$-independent so that we can again take it to be unity. Solving the equations of motion up to NNLO in $r$ we find that the most general solution linear in $V$ is given by

$$A^T = r^4 A^T_{(4)} + r^6 A^T_{(6)} + \ldots, \quad (5.10)$$
$$A^V = V(0) + r^2 A^V_{(2)} + r^4 \log r A^V_{(4,1)} + r^4 A^V_{(4)} + \ldots, \quad (5.11)$$
$$A^r = r^5 A^r_{(4)} + \ldots, \quad (5.12)$$
$$g_{TT} = - \frac{1}{r^2} V^2(0) + \frac{\log r}{r^2} g_{(0,1)TT} + \log r g_{(2,1)TT} + g_{(2)TT} + \ldots, \quad (5.13)$$
$$g_{TV} = \frac{1}{r^2} + g_{(2)TV} + r^2 g_{(4)TV} + \ldots, \quad (5.14)$$
$$g_{VV} = r^4 g_{(6)VV} + \ldots, \quad (5.15)$$

where

$$A^T_{(4)} = \frac{1}{2} \frac{g_{(2)TV}}{V(0)}, \quad (5.16)$$
$$A^T_{(6)} = - \frac{1}{3} \frac{(g_{(2)TV})^2}{V(0)}, \quad (5.17)$$
$$A^V_{(2)} = - V(0) g_{(2)TV}, \quad (5.18)$$
$$A^V_{(4,1)} = V(0) \left( \frac{g_{(2)TV}}{V(0)} \right)^2, \quad (5.19)$$
$$A^r_{(4)} = - \frac{1}{2} \partial_V A^V_{(4)} - \frac{1}{4} \partial_T \left( \frac{g_{(2)TV}}{V(0)} \right), \quad (5.20)$$

The exact solution in $d+3$ dimensions is (see also [57])

$$g_{TT} = \frac{V^2(0)}{r^4} + r^d g_{(d)TT} - \frac{1}{2^d + 3} r^{2d + 4} V^2_{(d+4)}, \quad (5.57)$$
$$g_{TV} = \frac{1}{r^2}, \quad (5.58)$$
$$A^V = V(0) + r^{d+4} V_{(d+4)}, \quad (5.59)$$

with all other components zero and where the coefficients are functions of $T$. We are not claiming that in higher dimensions these are the only solutions satisfying the constraint that $A^\mu$ is null.
The solution with higher powers of \( \log r \) does not lead to new solutions and there are no additional free functions on top of the functions \( V(0) \), \( g(2)TV \), \( g(2)TT \) and \( A_{V(4)}^V \) appearing at higher orders. Here this is achieved by forcing the solution to be linear in \( V \) to all orders. However, by solving at higher and higher orders some constraints do appear on the lower orders. In particular at \( \text{N}^4\text{LO} \) we find that there is a coefficient that is proportional to \( (A_{V(4)}^V)^2 \). By requiring that the solution must remain linear in \( V \) we obtain the condition \( A_{V(4)}^V = 0 \). At \( \text{N}^6\text{LO} \) we find that there is a coefficient that is proportional to \( (g(2)TV)^4 (\partial_T V(0))^2 V^2 \) so that imposing a linear \( V \)-dependence constraints the solution further. Hence by expanding the fields up to \( \text{N}^6\text{LO} \) and by solving the equations of motion we have obtained the following two constraints

\[
(A_{V(4)}^V)^2 = (g(2)TV)^4 (\partial_T V(0))^2 = 0. 
\] (5.27)

Enforcing these constraints kills all the terms linear in \( V \) and leaves us with a \( V \)-independent solution.

We thus conclude that the most general \( V \)-independent solution splits in two distinct cases:

1. For \( g(2)TV = A_{V(4)}^V = 0 \) the solution can be seen to obey the \( g_{\mu\nu} A^\mu A^\nu = 0 \) constraint and is hence exactly the same as the one we found in 5.1.

2. For \( \partial_T V(0) = A_{V(4)}^V = 0 \) we can take \( V(0) = 1 \) keeping \( H(0) = 1 \). This is then the most general solution independent of \( V \) with \( g_{\mu\nu} A^\mu A^\nu \neq 0 \).

The solution with \( g(2)TV \neq 0 \) up to \( \text{N}^3\text{LO} \) is

\[
A^T = r^4 A^T_{(4)} + r^6 A^T_{(6)} + r^8 A^T_{(8)} + \ldots, 
\] (5.28)

\[
A^V = 1 + r^2 A^V_{(2)} + r^4 \log r A^V_{(4)} + r^4 A^V_{(4)} + r^6 A^V_{(6)} + \ldots, 
\] (5.29)

\[
A^r = r^5 A^r_{(4)} + r^7 A^r_{(6)} + \ldots, 
\] (5.30)

\[
g_{TT} = -\frac{1}{r^4} + \frac{\log r}{r^2} g_{(0,1)TT} + \log rg_{(2,1)TT} + g_{(2)TT} + r^2 \log r g_{(4,1)TT} 
+ r^2 g(4)TT + \ldots, 
\] (5.31)

\[
g_{TV} = \frac{1}{r^4} + g(2)TV + r^2 g(4)TV + r^4 \log r g(6)TV + r^4 g(6)TV + \ldots, 
\] (5.32)

\[
g_{VV} = r^4 g(6)V + r^6 g(8)V + \ldots. 
\] (5.33)

\[g_{(0,1)TT} = -4V_{(0)}^2 g_{(2)TV}, \] (5.21)

\[g_{(2,1)TT} = -6V_{(0)}^2 (g_{(2)TV})^2, \] (5.22)

\[g_{(4)TT} = \frac{17}{48} (g_{(2)TV})^2, \] (5.23)

\[g_{(6)VV} = -\frac{1}{12} \left( g_{(2)TV} \right)^2 V_{(0)}^2. \] (5.24)
where

\begin{align}
A_T^{(4)} &= \frac{1}{2} g(2)TV, \\
A_T^{(6)} &= -\frac{1}{3} (g(2)TV)^2, \\
A_T^{(8)} &= \frac{1}{12} (g(2)TV)^3, \\
A_V^{(2)} &= -g(2)TV, \\
A_V^{(4,1)} &= (g(2)TV)^2, \\
A^r_{(4)} &= -\frac{1}{4} \partial_T g(2)TV, \\
A^r_{(6)} &= -\frac{1}{24} \partial^2_T g(2)TV - g(2)TV A^V_{(4)} - \frac{1}{3} g(2)TV g(2)TT + \frac{73}{144} (g(2)TV)^3, \\
A^r_{(6)} &= \frac{1}{6} g(2)TV \partial_T g(2)TV, \\
g_{(0,1)TT} &= -4 g(2)TV, \\
g_{(2,1)TT} &= -6 (g(2)TV)^2, \\
g_{(4,1)TT} &= -\frac{11}{4} (g(2)TV)^3, \\
g_{(4)TT} &= \frac{1}{12} \partial_T^2 g(2)TV + \frac{2}{3} g(2)TV g(2)TT + \frac{43}{72} (g(2)TV)^3, \\
g_{(4)TV} &= \frac{17}{48} (g(2)TV)^2, \\
g_{(6,1)TV} &= \frac{1}{6} (g(2)TV)^3, \\
g_{(6)TV} &= -\frac{5}{144} (g(2)TV)^3, \\
g_{(6)VV} &= -\frac{1}{12} (g(2)TV)^2, \\
g_{(8)VV} &= -\frac{1}{24} (g(2)TV)^3.
\end{align}

Upon setting \( g(2)TV = 0 \) we recover the \( g_{\mu\nu} A^\mu A^\nu = 0 \) solution with \( V_{(0)} = 1 \). In order to see also the term \(-\frac{1}{3} r^4 (A^V_{(4)})^2\) in the expansion of \( g_{TT} \) for the case that \( A^\mu \) is null requires that we expand the above solution up to N^4LO and then set \( g(2)TV = 0 \).

This class of solutions is very reminiscent of the class of AlSch solutions obtained via TsT in a supergravity context. TsT transformations resulting in an AlSch metric by starting with an AlAdS metric can only be done when the particle number generator is a Killing vector.

### 5.3 \( \partial_V \) is null

The solutions presented in the previous section are of the standard FG type. There is a unique radial expansion containing a finite number of undetermined functions. So far in the literature such expansions have only been written down whenever there was a Killing vector present. We will now construct a class of solutions that are of the FG type without any Killing vectors present. This class is obtained by demanding that \( \partial_V \) is null so that \( g_{VV} = 0 \). The easiest way to obtain this class of solutions is to start with the class presented in 4.3 and to enforce the condition that \( A^T = 0 \). This will eventually lead to solutions that all have
\( g_{VV} = 0 \) everywhere. We then check that on-shell demanding \( A^T = 0 \) is equivalent to putting \( g_{VV} = 0 \).

As can be seen from the NLO solution (4.45)–(4.50) the condition \( A_{(4,1)}^T = 0 \) implies

\[
(V_0 \partial_V (V_0 \partial_V - 8) U_{(4)} = 0 ,
\]

so that

\[
A_{(2)}^V = - \frac{V_0 g_{(2)TV}}{H_0} .
\]

Setting \( A_{(4)}^T = 0 \) in (4.56) together with equation (4.60) for \( H_0 \) as well as (4.51) and (4.52) gives

\[
\partial_V (V_0 \partial_V U_{(4)}) = 0 ,
\]

which combined with (5.51) implies

\[
U_{(4)} = 0 .
\]

Plugging this into (4.56) and using \( A_{(4)}^T = 0 \) we obtain

\[
\partial_T \partial_V \log H_0 = 2 g_{(2)TV} .
\]

Solving the equations of motion at higher order keeping \( A^T = 0 \) we find a unique expansion which up to NNLO reads

\[
A^V = V_0 + r^2 A_{(2)}^V + r^4 A_{(4)}^V + \ldots ,
\]

\[
A^r = r^5 A_{(4)}^r + \ldots ,
\]

\[
g_{TT} = - \frac{1}{r^2} H_0^2 V_0^2 + \frac{1}{r^2} \log r H_{(0)TT} + \log r g_{(2,1)TT} + \ldots ,
\]

\[
g_{TV} = \frac{1}{r^2} H_0 + g_{(2)TV} + r^2 g_{(4)TV} + \ldots ,
\]

\[
g_{VV} = 0 ,
\]

with

\[
A_{(2)}^V = - \frac{V_0 g_{(2)TV}}{H_0} ,
\]

\[
A_{(4)}^r = - \frac{1}{2 H_0} \partial_V \left( H_0 A_{(4)}^V \right) ,
\]

\[
g_{(0,1)TT} = - 2 H_0 \frac{V_0^2}{V_0} g_{(2)TV} ,
\]

\[
g_{(2,1)TT} = - 2 \left( V_0 g_{(2)TV} \right)^2 ,
\]

\[
g_{(4)TV} = \frac{(g_{(2)TV})^2}{4 H_0} .
\]

The free functions that determine the full solution (also at higher orders) are \( H_0, V_0, g_{(2)TV}, g_{(2)TT} \) and \( A_{(4)}^V \) subject to (5.55), (4.51), (4.52) and

\[
\partial_V g_{(2)TT} = H_0 \partial_T \left( \frac{g_{(2)TV}}{H_0} \right) ,
\]

\[
0 = \partial_V \left( \frac{1}{H_0} \partial_V \left( H_0 A_{(4)}^V \right) \right) .
\]
These solutions depend explicitly on $V$ in two different ways. First of all through $H(0)$ so that for $\partial V H(0) \neq 0$ particle number is already broken on the boundary, but even when we take a flat boundary so that $H(0) = 1$ we will find in the expansion terms depending on $A^V(4)$ (and powers thereof) with $A^V(4)$ linear in $V$. The latter case has $\partial V$ as an asymptotic null Killing vector and so particle number is a symmetry near the boundary. This is the first example of a class of AlSch solutions that breaks particle number in the IR.

6 Holographic renormalization

For all AlAdS$_3$ space-times of AdS$_3$ gravity without matter fields the following bulk plus Gibbons–Hawking plus counterterm action suffices for the purpose of holographic renormalization [58, 28]

$$ S = \int d^3x \sqrt{-g} \left( R + 2 \right) + 2 \int d^2\xi \sqrt{-h} \left( K - 1 + \frac{1}{2} R(h) \log r \right) , $$

(6.1)

where we use radial gauge with the boundary at $r = 0$ and where $R(h)$ is the Ricci scalar of the metric $h_{ab} = g_{ab}$ and where

$$ h = \det g_{ab} . $$

(6.2)

In this case we have a FG expansion for all solutions with the boundary metric fully arbitrary. This enables us to compute the on-shell variation with respect to varying the boundary metric. In the case of AlSch space-times we do not have full control over the complete set of solutions to the equations of motion of the massive vector model with AlSch boundary conditions so we cannot expect to compute something like the on-shell variation with respect to a certain source. However we can make a view simple observations about the behavior of the on-shell action for the solutions discussed in the previous section.

Starting with the solutions described in section 5 that have a well behaved FG expansion we notice that they all have $U(4) = 0$. We recall that $U(4)$ has been defined in (4.56). For all the solutions of section 5 we find that

$$ S = \int d^3x \sqrt{-g} \left( R + 2 - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} - 2 A_\mu A^\mu \right) + 2 \int d^2\xi \sqrt{-h} \left( K - 1 + \frac{1}{2} R(h) \log r \right) , $$

(6.3)

is finite on-shell where we used only the AdS$_3$ counterterms$^{14}$. Although for the NLO solution (4.45)–(4.50) both $F_{\mu\nu} F^{\mu\nu}$ and $A_\mu A^\mu$ do contribute divergently to the on-shell action it can be seen that the combination $-\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - 2 A_\mu A^\mu$ does not if $U(4) = 0$. We note that for the purposes of computing the divergences of the on-shell action for the class of solutions defined by our ansatz (4.39)–(4.44) it is sufficient to know the solution up to NLO. In this section whenever we talk about the on-shell value of some quantity we will always mean so within the context of the ansatz (4.39)–(4.44).

If however we evaluate the on-shell action (6.3) for $U(4) \neq 0$, i.e. for the full NLO solution (4.45)–(4.50) the result is divergent. More precisely we find that the action contains a $\log^2 r$

$^{14}$Also in the case of the class of 5-dimensional AlSch space-times that can be obtained via TsT it suffices to just add the usual AlAdS$_5$ counterterms [13].
and a \( \log r \) divergence which are given by

\[
S|_{\text{on-shell}} = \log^2 r \int dT dV \left( -2H_{(0)}^2 V_{(0)}^2 \partial V \left( \frac{\partial V U_{(4)}}{H_{(0)}} \right) + 16H_{(0)} U_{(4)} \right) \\
+ \log r \int dT dV 8H_{(0)} U_{(4)} + O(1) .
\]

(6.4)

Before proceeding we make a few remarks about this result. First of all, it can be noted that using (4.59) the terms \( H_{(0)} U_{(4)} \) can be rewritten as the \( V \)-derivative of something, so we can think of it as the divergence of something. Secondly, the presence of the \( \log^2 r \) divergence is of course due to our choice of ansatz, but since we can make more general ansätze involving higher powers of \( \log r \) as shown in section 4.5 we expect that arbitrary high powers of \( \log r \) can appear in (6.3) by including more and more logs in the ansatz.

We now consider the addition of extra counterterms in order to try to remove the divergences. We will list all such terms and organize them according to the number \( m \) of derivatives and number \( n \) of vectors \( A^a \) they have. We indicate these numbers in the counterterm \( \mathcal{T}[m,n] \) as subscripts with square brackets to avoid confusion with the indication of the orders of the fields. Because on the boundary \( \sqrt{-h} \) is of order \( r^{-2} \) it follows that any term which goes to zero faster than \( r^2 \) will not contribute. Counterterms that have an odd number of derivatives also have an odd number of derivatives on-shell and can therefore not be used to remove the divergences in (6.4) which is even in derivatives as there is no mechanism by which an expression can change from an odd to an even number of derivatives.

There is only one term that is second order in derivatives and that does not contain any vector fields which is \( \sqrt{-h} R_{(h)} \). Its on-shell value is

\[
\mathcal{T}[2,0] = \sqrt{-h} R_{(h)} = -2\partial T \partial V \log H_{(0)} + O(r^2 \log^2 r) .
\]

(6.5)

Then there is one term that is zeroth order in derivatives and second order in the vector field. This term is \( h_a A^a A^b \) and on-shell we have

\[
\mathcal{T}[0,2] = \sqrt{-h} h_a A^a A^b = \log r \left( -H_{(0)}^2 V_{(0)}^2 \partial V \left( \frac{\partial V U_{(4)}}{H_{(0)}} \right) + 8H_{(0)} U_{(4)} \right) \\
+ g(2)TV - \frac{1}{2} \partial T \partial V \log H_{(0)} + 2H_{(0)} U_{(4)} + O(r^2 \log^4 r) .
\]

(6.6)

At second order in derivatives and second order in the boundary vector field we will first form all possible divergences\(^{15}\) of the form \( \sqrt{-h} \nabla^{(h)}_a J^a \) where \( J^a \) is any linear combination of \( A^a \nabla^{(h)}_b A^b \), \( \nabla^{(h)}_a A^2_a \), \( X^a_{(h)} \),

(6.7)

where as before \( X^a_{(h)} = A^b \nabla^{(h)}_b A^a \) with \( \nabla^{(h)} \) the \( h_{ab} \) covariant derivative and where we defined \( A^2_a_{(h)} = h_{ab} A^a A^b \).

(6.8)

Later we will consider all other possibilities modulo these total derivatives. The vector \( J^a \) is the most general vector consisting of two vector fields and one derivative. On-shell it can

\(^{15}\)We note that we are really performing the holographic renormalization at the level of the boundary Lagrangian.
be seen that the first and the last term of the set (6.7) give the same contribution. We will keep only the last one. Specifically we have

\[
\sqrt{-h} \Box^{(h)} A^2_{(h)} = 8 \log r \left( -H^2_{(0)} V^2_{(0)} \partial_V \left( \frac{\partial_V U_{(4)}}{H_{(0)}} \right) + 8 H_{(0)} U_{(4)} \right) + 2H^2_{(0)} V^2_{(0)} \partial_V \left( \frac{\partial_V U_{(4)}}{H_{(0)}} \right) + O(r^2 \log^4 r),
\]

(6.9)

\[
\sqrt{-h} \nabla^{(h)}_a X^a_{(h)} = 2H^2_{(0)} V^2_{(0)} \partial_V \left( \frac{\partial_V U_{(4)}}{H_{(0)}} \right) - 16 H_{(0)} U_{(4)} + O(r^2 \log^4 r).
\]

(6.10)

All possible counterterms of the type \( \mathcal{T}_{[2,2]} \) can then be constructed by taking linear combinations of elements in the set

\[
\mathcal{T}_{[2,2]} \in \sqrt{-h} \left\{ \nabla^{(h)}_a A_b \nabla^{(h)a} A^b, \ nabla^{(h)}_a A_b \nabla^{(h)b} A^a, \ (\nabla^{(h)} A^a)^2, \ \nabla^{(h)} \mathcal{J}^a_{[1,2]} \right\}.
\]

(6.11)

Evaluating the first three terms in (6.11) it can be seen that none of them contribute to the on-shell action. Hence we conclude that (6.9) and (6.10) are the only relevant terms in \( \mathcal{T}_{[2,2]} \).

There are various ways of removing the \( \log^2 r \) divergence using the counterterms discussed above. Two candidates are \( \sqrt{-h} \partial V_a A^a \) and \( \sqrt{-h} \Box^{(h)} A^2_{(h)} \) both multiplied by \( \log r \). We choose the second option and use \( \sqrt{-h} \Box^{(h)} A^2_{(h)} \) again but not multiplied by \( \log r \) to simplify the remaining log \( r \) divergence as much as possible. Specifically we take

\[
S = S_{\text{bulk}} + 2 \int d^2 \xi \sqrt{-h} \left( K - 1 - \frac{1}{32} \Box^{(h)} A^2_{(h)} + \log r \left( \frac{1}{2} R_{(h)} - \frac{1}{8} \Box^{(h)} A^2_{(h)} \right) \right),
\]

(6.12)

whose on-shell value gives

\[
S|_{\text{on-shell}} = 4 \log r \int dt dv H_{(0)} U_{(4)} + O(1).
\]

(6.13)

We are missing a counterterm whose independent contribution is proportional to \( H_{(0)} U_{(4)} \).

We next consider terms with two derivatives but fourth order in the vector field. Starting with terms that can be written as a divergence we look at terms of the form \( \sqrt{-h} \nabla^{(h)}_a \mathcal{J}^a_{[1,4]} \) where \( \mathcal{J}^a_{[1,4]} \) consists of a linear combination of all possible contractions of terms of the form

\[
AAA \nabla^{(h)} A.
\]

(6.14)

There are 4 inequivalent index contractions. It turns out that only one of these, namely \( A^a A^b A^c \nabla^{(h)}_b A_c \) can contribute. However its contribution is equal to that of (6.9) already found previously. The remaining terms in \( \mathcal{T}_{[2,4]} \) that are not a divergence can be constructed from all possible contractions of

\[
\sqrt{-h} AAA \nabla^{(h)} A \nabla^{(h)} A.
\]

(6.15)

It can be seen that all of these are at least \( O(r^2 \log^4 r) \) and hence again cannot be used to remove any divergence of the on-shell action.

Since upon making use of the relation (4.59) the term in (6.13) is equal to

\[
H_{(0)} U_{(4)} = H_{(0)} V_{(0)} \partial_V \left[ -\frac{1}{64} V_{(0)} \partial_V \left( V_{(0)} \partial_V \left( V_{(0)} \partial_V U_{(4)} \right) \right) + \frac{1}{4} V_{(0)} \partial_V U_{(4)} \right].
\]

(6.16)
we may try to find additional counterterms that are fourth order in derivatives.

We will now list all the terms that can contribute at fourth order in derivatives. The terms in $\mathcal{J}_{[4,0]}$ consist of $\sqrt{-h} \Box^{(h)} R^{(h)}$ and $\sqrt{-h} R^{(h)}_F$, both of which do not contribute. As before, we first construct all divergences $\sqrt{-h} \nabla_a^{(h)} J_a^{[3,2]}$ with $J_a^{[3,2]}$ the most general linear combination of terms of the form

$$A \nabla^{(h)} \nabla^{(h)} \nabla^{(h)} A, \quad \nabla^{(h)} A \nabla^{(h)} \nabla^{(h)} A,$$

(6.17)

where we have left the indices unspecified with the understanding that all possible contractions are allowed. There are in total 15 possible nonequivalent index contraction (leaving one index free) for each of the two terms in (6.17). It turns out that the 15 terms made out of contractions of $A \nabla^{(h)} \nabla^{(h)} \nabla^{(h)} A$ all contribute to the on-shell action but are on-shell all linear combinations of the two terms obtained above in (6.9) and (6.10). The 15 remaining terms made of contractions of the second term in (6.17) do not contribute at all on-shell.

All remaining terms in $\mathcal{J}_{[4,2]}$ modulo terms of the form $\sqrt{-h} \nabla_a^{(h)} J_a^{[3,2]}$ are formed out all of possible contractions of terms of the form

$$\sqrt{-h} \nabla^{(h)} J^{(h)} A \nabla^{(h)} A.$$

(6.18)

There are in total 12 such possible contractions. However, none of these terms contribute to the on-shell action.

Finally we note that extrinsic counterterms such as $F_{\mu\nu} n^\mu A^\nu$ and $S_{\mu\nu} n^\mu A^\nu$ do contribute but not in a new and independent way from what we have found already. We have not analyzed possible counterterms of order $\mathcal{J}_{[4,4]}$ and higher.

We conclude that we did not manage to holographically renormalize the action for the solutions of section 4.3 that have $U_{(4)} \neq 0$ using local counterterms as well as counterterms that are proportional to log $r$. Had we compactified the $V$ coordinate and not considered a more general ansatz than (4.39)–(4.44) (like those mentioned in footnote 11) we would have found that by demanding periodicity of the solution $U_{(4)} = 0$ and the above problem with the holographic renormalization would be gone. It would be very interesting to study more general ansätze with $V$ periodically identified and to see if we can holographically renormalize the action or not.

If we relax the condition that the non-locality of the counterterms is at most of log $r$ type and nothing else then we can renormalize the action (6.4) by adding local counterterms that are proportional to log$^2 r$. In this light we note that on-shell the $r$ and $V$ dependencies are correlated as discussed in (4.5). The need for non-local counterterms has also been discussed in [5].

We would like to stress that without imposing any constraints we do not have a FG type expansion for the most general solution to the equations of motion with AlSch boundary conditions so any discussion of holographic renormalization will be constrained by the ansatz we make for the asymptotic expansions.

Apart from working with constraints there may be another possibility to obtain FG type expansions. FG type expansions could be obtained after Fourier transforming $V$ to say $m$ like we did in appendix C (see also [5]). The main difference with appendix C is that now we are trying to holographically reconstruct a space-time metric. Choosing the radial $TV$ gauge and then Fourier transforming from $V$ to $m$ breaks space-time diffeomorphism covariance.
Without fixing the free FG coefficients as functions of $m$ one can never undo the Fourier transformation, so also in this case in order to write something that is fully in configuration space one would have to impose constraints on the momentum $m$ dependence of the free FG coefficients which from a $V$ space point of view means that once again we must impose a constraint. Hence one either imposes a constraint and works in $(V, T, R)$ coordinates or one does not but then one is stuck in $(m, T, r)$-space forever.

7 Discussion

We have defined a notion of an AlSch space-time using a frame field decomposition and specific falloff conditions for the frame field. In a radial gauge the boundary value $A^a_{(0)}$ of the massive vector is proportional to the generator of particle number $N$. We do not impose any kind of symmetries on the asymptotic solution so $N$ is in general not an asymptotic Killing vector. We have shown that without imposing some kind of constraint on the full solution there does not exist a FG type expansion in the sense that without a constraint the solution has an intrinsic dependence on the ansatz made to write down the radial $r$ expansion of the metric and vector field and that even with a given ansatz there are new undetermined functions appearing at each order in the radial expansion. Both the problem of not being able to identify the radial expansion and the problem of new functions appearing at higher orders are controlled by the role of particle number $N$ which in a suitable gauge, that we refer to as the radial $TV$ gauge is such that $N = \partial_V$ (with the Hamiltonian given by $\partial_T$). It is therefore the $V$ dependence that plays a central role in this work.

We have shown that this problem already occurs for the case of a free scalar field on a fixed Schrödinger background. There it is shown that this problem can be remedied in two ways: i). by imposing constraints on the $V$ dependence or ii). by Fourier transforming from $V$ to $m$ and working in $(m, T, r)$ space. It is only when we form superpositions of $m$-dependent solutions that it is crucial that we decide what the dependence of the FG coefficients is on $m$ in order to even in principle be able to perform the $m$ integral back to configuration $V$ space. This is the momentum space counterpart of the indeterminacy of the radial expansion for the most general solution. If we wish to write down a FG type expansion in $(V, T, r)$ space then there is only one option and that is to impose a constraint. If we do not mind working in $(m, T, r)$ space without ever going back to $(V, T, r)$ space then no constraints are needed. Even though for fields on a fixed Schrödinger background working in $(m, T, r)$ space seems a natural thing to do. It is less clear whether the same applies to studying AlSch space-times. In any case in this work we have chosen to look at AlSch space-times from a $(V, T, r)$ space perspective. It would be useful to further investigate the possibility of Fourier transforming $V$ in the context of constructing AlSch space-times. In this context it would be interesting to better understand the linearized perturbations of the metric and vector on a fixed Schrödinger background (see [5, 49] for work in this direction).

Not much is known about the field theories dual to the Schrödinger backgrounds. They are expected to be dipole deformations of gauge theories [9] and in the context of 3D Schrödinger space-times they are referred to as dipole CFTs [6]. In the case of a Schrödinger space-time we can expect on symmetry grounds that these theories organize themselves as a non-relativistic
CFT. From the analysis of [59] we know that primary operators (as defined in [59]) are always in an eigenstate of particle number and hence have a fixed $m$-dependence. It would be very useful to understand better from the point of view of a non-relativistic CFT how particle number can be broken.

We have shown that imposing the constraint $g_{\mu\nu}A^\mu A^\nu = 0$ leads to an exact solution (the FG series terminates) which is such that $\partial V$ is a null Killing vector. We have then relaxed the property that $\partial V$ is null and Killing to it being either Killing or null. In the latter case we obtained FG type expansions for solutions that break particle number either in the UV or in the IR.

For each of these constrained cases one can write down a counterterm action that makes the on-shell action finite. However we have not been able to holographically renormalize the on-shell action for the solutions of section 4.3 that are only constrained by the ansatz (4.39)–(4.44). This problem disappeared by compactifying the $V$ coordinate. It could be insightful to study more general ansätze for the case of a compact $V$ coordinate in relation to the problem of holographic renormalization.

Our frame field formulation of an AlSch space-time, which in radial gauge reads,

$$e^+_a = r^{-2} \left(e^+_{(0)a} + o(1)\right),$$
$$e^-_a = e^-_{(0)a} + o(1),$$

is a natural starting point to define the boundary stress tensor by varying the on-shell action with respect to $e^+_{(0)a}$ and $e^-_{(0)a}$ following observations in [30, 31]. We know from the case of AlLif space-times with $z = 2$ that some of the sources of the boundary stress-energy tensor are zero by definition of the $z = 2$ AlLif space-time so that one must include all irrelevant deformations that continuously deform the AlLif space-time in order to compute the boundary stress-energy tensor [31]. In the case of AlSch space-times the situation is more complex because in $(V, T, r)$ space we only have FG expansions when we impose constraints and so we may need to be more careful when defining the boundary stress tensor. It would be interesting to study these and related problems further.

A closely related space-time to the Schrödinger space-time is spacelike warped AdS$_3$ of which null warped AdS$_3$ can be obtained via a scaling limit. It might therefore be insightful to try to define asymptotically spacelike warped AdS$_3$ space-times and to see if similar problems regarding the construction of FG expansions appear there as we found here.
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A Locally Schrödinger space-times

We review the properties of locally Schrödinger space-times. Some of the material here can also be found in [45].

A.1 Defining a locally Schrödinger space-time

It is well-known that a \((d+3)\)-dimensional \(z=2\) Schrödinger space-time in string theory can be obtained by starting with an \(\text{AdS}_{d+3} \times Y^{7-d}\) solution and performing a TsT transformation (or null Melvin twist) on it with the shift along a null Killing direction of the \(\text{AdS}_{d+3}\) space-time and the T-duality along a circle in the compact internal space \(Y^{7-d}\) [9, 10, 11, 12, 13, 14, 15]. To actually perform the TsT transformation requires adapted coordinates that make the two isometries (forming a 2-torus) involved manifest\(^{16}\).

It is however possible to formulate the result of such a TsT transformation in a coordinate independent manner as follows. Let \(\gamma_{\mu\nu}\) be the metric of an \(\text{AdS}_{d+3}\) space-time and let \(A^\mu\) be any null Killing vector field of \(\gamma_{\mu\nu}\). Then the metric \(g_{\mu\nu}\) defined as\(^{17}\):

\[
g_{\mu\nu} = \gamma_{\mu\nu} - A_\mu A_\nu, \tag{A.1}
\]

is the metric of a \(z=2\) Schrödinger space-time. The metric (A.1) is of a generalized Kerr–Schild form. Note that \(A_\mu = \gamma_{\mu\nu} A^\nu = g_{\mu\nu} A^\nu\).

We will now prove that \(g_{\mu\nu}\) in (A.1) locally describes a Schrödinger space-time. Let \(K^\mu\) be a vector field defined on the AdS and Schrödinger space-times. We have

\[
\mathcal{L}_K g_{\mu\nu} = \mathcal{L}_K \gamma_{\mu\nu} - A_\mu \mathcal{L}_K A_\nu - A_\nu \mathcal{L}_K A_\mu, \tag{A.2}
\]

where \(\mathcal{L}_K\) denotes the Lie derivative along \(K\). If

\[
\mathcal{L}_K \gamma_{\mu\nu} = 0 \quad \text{and} \quad [K, A] = 0, \tag{A.3}
\]

then \(K\) is a Killing vector of \(g_{\mu\nu}\). Since the commutator of any AdS null Killing vector is the Schrödinger algebra the isometry group of \(g_{\mu\nu}\) contains the Schrödinger algebra. To prove that the isometry group of \(g_{\mu\nu}\) does not contain more generators than the Schrödinger algebra we need to show that on AdS the only solutions to the equation

\[
\mathcal{L}_K \gamma_{\mu\nu} - A_\mu \mathcal{L}_K A_\nu - A_\nu \mathcal{L}_K A_\mu = 0, \tag{A.4}
\]

are those for which \(\mathcal{L}_K A^\mu = 0\). This follows from the fact that a \((d+3)\)-dimensional space-time that admits at least the Schrödinger group as its isometries is either AdS or a Schrödinger space-time [62].

\(^{16}\)The TsT transformation, as a solution generating technique, also applies when the null Killing direction is non-compact.

\(^{17}\)One can also take the plus sign in the definition of \(g_{\mu\nu}\), i.e. write \(g_{\mu\nu} = \gamma_{\mu\nu} + A_\mu A_\nu\). However this metric violates the null energy condition so we will not consider it.
We will shortly consider an alternative definition that allows us to define locally Schrödinger space-times by looking at the Riemann tensor. To this end we will make use of the fact that $A^\mu$ is hypersurface orthogonal with respect to both the AdS and the Schrödinger metric. To prove this we observe that on AdS $A^\mu$ satisfies the properties:

\begin{align}
0 &= A^\mu A_\mu, \\
0 &= \nabla^{(\gamma)}_\mu A_\nu + \nabla^{(\gamma)}_\nu A_\mu, \\
0 &= A^\mu A^\nu R^{(\gamma)}_{\mu\nu}.
\end{align}

It follows that $A^\mu$ is tangent to a null geodesic congruence. Define

$$B_{\mu\nu} = \nabla^{(\gamma)}_\mu A_\nu.$$  

Further, introduce a second null vector $N^\mu$ satisfying

$$A^\mu N_\mu = -1.$$  

Define the projector

$$h_{\mu\nu} = \gamma_{\mu\nu} + A_\mu N_\nu + A_\nu N_\mu.$$  

This projects onto the co-dimension two subspace orthogonal to both $A^\mu$ and $N^\mu$. This space is not uniquely defined as $N^\mu$ is not uniquely defined. Anyway, the results will not depend on the specific choice for $N^\mu$. Next we define

$$\hat{B}_{\mu\nu} = h^\rho_{\mu} h^\sigma_{\nu} B_{\rho\sigma}.$$  

Because $A^\mu$ is Killing, the shear and expansion of the null geodesic congruence are zero and the Raychaudhuri equation reads

$$A^\mu A^\nu R^{(\gamma)}_{\mu\nu} = \hat{\omega}^{\mu\nu} \hat{\omega}^{\mu\nu},$$

where

$$\hat{\omega}^{\mu\nu} = \hat{B}_{[\mu\nu]}.$$  

Hence for Einstein space-times (such as AdS) we have for a null Killing vector that

$$\hat{\omega}^{\mu\nu} \hat{\omega}^{\mu\nu} = 0 \quad \rightarrow \quad \hat{\omega}^{\mu\nu} = 0.$$  

We now show that this implies that $A^\mu$ is hypersurface orthogonal. We have from the definition of $\hat{\omega}^{\mu\nu}$ and the properties of $A^\mu$ that

$$0 = \hat{\omega}^{\mu\nu} = \omega^{\mu\nu} + \omega^{[\mu}_{\nu} N^\rho A_{\rho]} - \omega^{[\nu}_{\mu} N^\rho A_{\rho]},$$

with $\omega^{\mu\nu} = \nabla^{(\gamma)}_{[\mu} A_{\nu]}$. In other words

$$\omega^{\mu\nu} = A_{[\mu} V_{\nu]},$$  

where $V_\mu = 2 \omega^{\mu\nu} N^\nu$. It follows that for arbitrary $V_\mu$ and hence for any choice of $N^\mu$ that

$$A_{[\mu} \omega^{\nu\rho]} = A_{[\mu} \nabla^{(\gamma)}_{\nu} A_{\rho]} = 0,$$
which is the Frobenius integrability condition for $A^\mu$ to be hypersurface orthogonal. We conclude that any AdS null Killing vector is automatically hypersurface orthogonal. Using that the Christoffel symbols are related via

$$\bar{\Gamma}^\rho_{\mu\nu} = \Gamma^\rho_{\mu\nu} + \nabla^{(\gamma)}(A_\mu A^\nu),$$  \hspace{1cm} (A.18)

it follows that

$$A_{\mu[\nabla_\nu A_\rho]} = A_{[\mu} \nabla^{(\gamma)} A_{\nu]} A_\rho = 0,$$  \hspace{1cm} (A.19)

so that $A^\mu$ is also hypersurface orthogonal with respect to the Schrödinger metric.

We are now ready to define a Schrödinger space-time via its Riemann tensor together with the existence of a null Killing vector $A^\mu$. To this end we start by computing the Riemann tensor of a pure Schrödinger space-time. Using (A.18) we compute the Riemann tensor of (A.1) and using that the AdS Riemann tensor is given by

$$R^{(\gamma)}_{\mu\nu\rho\sigma} = -\gamma_{\mu\rho} \gamma_{\nu\sigma} + \gamma_{\mu\sigma} \gamma_{\nu\rho}$$  \hspace{1cm} (A.20)

gives

$$R_{\mu\nu\rho\sigma} = -g_{\mu\rho} g_{\nu\sigma} + g_{\mu\sigma} g_{\nu\rho} + g_{\mu\rho} A_\nu A_\sigma - g_{\nu\rho} A_\mu A_\sigma - g_{\mu\sigma} A_\nu A_\rho + g_{\nu\sigma} A_\mu A_\rho + \frac{3}{4} F_{\mu\nu} F_{\rho\sigma}.$$  \hspace{1cm} (A.21)

To derive this form of the Riemann tensor we used that $\gamma_{\mu\nu}$ is an AdS metric and that $A^\mu$ is an AdS null Killing vector which is therefore hypersurface orthogonal, i.e. it satisfies (A.17). This form of the Riemann tensor supplied with the statement that $A^\mu$ is a null Killing vector of the metric $g_{\mu\nu}$ can be viewed as an alternative definition of a Schrödinger space-time. To prove this all one needs to do is to show that by starting from (A.21) the Riemann tensor of $\gamma_{\mu\nu} = g_{\mu\nu} + A_\mu A_\nu$ satisfies (A.20), so that we end up with the decomposition (A.1). For this purpose it is useful to note that $A^\mu$ is also hypersurface orthogonal with respect to $g_{\mu\nu}$ as follows from (A.19). This definition allows us to introduce the notion of a locally Schrödinger space-time, in analogy with locally AdS space-times, as those metrics satisfying (A.21) as well as admitting (locally) a null Killing vector. For later purposes we note that

$$R_{\mu\nu\rho\sigma} A^\sigma = (-\gamma_{\mu\rho} \gamma_{\nu\sigma} + \gamma_{\mu\sigma} \gamma_{\nu\rho}) A^\sigma,$$  \hspace{1cm} (A.22)

i.e. upon contraction with $A^\mu$ the Schrödinger Riemann tensor behaves as an AdS Riemann tensor.

A.2 The boundary

Consider a conformal rescaling of the AdS metric $\gamma_{\mu\nu}$ so that we get $\gamma'_{\mu\nu} = \Omega^2 \gamma_{\mu\nu}$ where $\Omega$ is an AdS defining function. The vector field $A^\mu$ does not transform. If we apply these rescalings to the decomposition of the Schrödinger metric (A.1) we obtain

$$g_{\mu\nu} = \Omega^{-2} \gamma'_{\mu\nu} - \Omega^{-4} A'_\mu A'_\nu,$$  \hspace{1cm} (A.23)

where $A'_\mu = \gamma'_{\mu\nu} A^\nu$. Let $\Omega = 0$ denote the location of the AdS boundary. We write $g_{\mu\nu} = \Omega^{-2} g'_{\mu\nu}$ where $g'_{\mu\nu} = \gamma'_{\mu\nu} - \Omega^{-2} A'_\mu A'_\nu$, then at leading order in a near boundary expansion we find

$$R_{\mu\nu\rho\sigma} = -\Omega^{-4} g'_{\mu\nu} \frac{\partial \Omega}{\partial x^\sigma} \frac{\partial \Omega}{\partial x^\rho} (g'_{\mu\rho} g'_{\nu\sigma} - g'_{\mu\sigma} g'_{\nu\rho}) + O(\Omega^{-3}),$$  \hspace{1cm} (A.24)
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where the coefficients are functions of $g'_{\mu\nu}$. Contracting this with $A^\sigma$ and equating to (A.22) we derive that
\[ g'_{\mu\nu} \frac{\partial_{\mu}\Omega}{\Omega} \frac{\partial_{\nu}\Omega}{\Omega} \big|_{\Omega=0} = 1. \] (A.25)
Since $\gamma_{\mu\nu}$ is AdS and $\Omega$ an AdS defining function implying
\[ \gamma_{\mu\nu} \frac{\partial_{\mu}\Omega}{\Omega} \frac{\partial_{\nu}\Omega}{\Omega} \big|_{\Omega=0} = 1. \] (A.26)
It follows that
\[ g'_{\mu\nu} \frac{\partial_{\mu}\Omega}{\Omega} \frac{\partial_{\nu}\Omega}{\Omega} \big|_{\Omega=0} - \gamma_{\mu\nu} \frac{\partial_{\mu}\Omega}{\Omega} \frac{\partial_{\nu}\Omega}{\Omega} \big|_{\Omega=0} = \left( A_{\mu} \frac{\partial_{\mu}\Omega}{\Omega} \right)^2 \big|_{\Omega=0} = 0. \] (A.27)
We conclude that the Schrödinger defining function must satisfy the properties of an AdS defining function plus (A.27) which states that $A^\mu$ must be tangential to the boundary as $\Omega^{-1} \partial_\mu \Omega$ is the unit normal.

We derived (A.27) from boundary conditions for locally Schrödinger space-times. It can also be seen to arise by writing the locally Schrödinger metric in radial gauge, i.e. as
\[ ds^2 = g_{\mu\nu} dx^\mu dx^\nu = \frac{dr^2}{r^2} + g_{ab}(r, x) dx^a dx^b, \] (A.28)
\[ A = A_r(r, x) dr + A_a(r, x) dx^a. \] (A.29)
The metric (A.28) will be a Schrödinger space-time if and only if $A_\mu$ is a null Killing vector of the AdS metric (or the Schrödinger metric for that matter) and the shifted metric
\[ ds^2 = \gamma_{\mu\nu} dx^\mu dx^\nu = \left( \frac{1}{r^2} + A_r^2 \right) dr^2 + 2 A_r A_a dr dx^a + \gamma_{ab} dx^a dx^b, \] (A.30)
is AdS, where we defined $\gamma_{ab} = g_{ab} + A_a A_b$. Demanding that (A.30) is AdS requires the Riemann tensor of $\gamma_{\mu\nu}$ to satisfy (A.20). From the $rr$ component of the Killing equations for $A^\mu$ expressed in terms of $g_{\mu\nu}$ we derive
\[ A_r = \frac{A_{(0)r}(x)}{r}. \] (A.31)
The $ra$ term in (A.30) is of order $r^{-3}$ when $A_{(0)r} \neq 0$ since $A_a$ is of order $r^{-2}$. Hence it follows that $r = 0$ is not an AdS boundary unless we put
\[ A_{(0)r} = 0, \] (A.32)
which is precisely the condition (A.27).

### A.3 FG expansions

We discuss here the construction of Fefferman–Graham expansions for 3-dimensional locally Schrödinger space-times. The higher-dimensional locally Schrödinger space-times were studied in [45]. According to the definition of a locally Schrödinger space-time given in section A.1 we can employ the well-known Fefferman–Graham expansion for locally 3-dimensional AdS space-times together with the most general solution for a null Killing vector in such an AdS coordinate system.
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Consider locally AdS3 space-times. The complete solution to the equations defining a locally AdS3 space-time (A.20) in FG gauge is given by [63]

\[ ds^2 = \frac{dr^2}{r^2} + \gamma_{ab} dx^a dx^b = \frac{dr^2}{r^2} + \frac{1}{r^2} \left( \gamma(0)_{ab} + r^2 \gamma(2)_{ab} + r^4 \gamma(4)_{ab} \right) dx^a dx^b , \]  

(A.33)

where \( \gamma(2)_{ab} \) satisfies

\[ R_{(0)abcd} = -\gamma(0)_{ac} \gamma(2)_{bd} + \gamma(0)_{ad} \gamma(2)_{bc} + \gamma(0)_{bc} \gamma(2)_{ad} - \gamma(0)_{bd} \gamma(2)_{ac} , \]  

(A.34)

and where \( \gamma(4)_{ab} \) is given by

\[ \gamma(4)_{ab} = \frac{1}{4} \gamma(2)_a c \gamma(2)_{cb} . \]  

(A.36)

Indices are raised and lowered with respect to the metric \( \gamma(0)_{ab} \). For 2-dimensional boundaries the solution can be written as [63]

\[ \gamma(2)_{ab} = -\frac{1}{2} R_{(0)} \gamma(0)_{ab} + t_{ab} , \]  

(A.37)

\[ \nabla^{(0)a} t_{ab} = 0 , \]  

(A.38)

\[ t^a_a = \frac{1}{2} R_{(0)} , \]  

(A.39)

where \( t_{ab} \) is the boundary stress tensor. The inverse metric can be found from

\[ \left( \delta^c_a + \frac{r^2}{2} \gamma(2)_{cd} \right) \gamma(0)_{cd} \left( \delta^d_b + \frac{r^2}{2} \gamma(2)_{db} \right) = r^2 \gamma_{ab} , \]  

(A.40)

and the Christoffel symbols of the metric \( \gamma_{ab} \) can be found from

\[ \left( \delta^d_a + \frac{r^2}{2} \gamma(2)_{cd} \right) \Gamma^{(\gamma)}_d_{ab} = \Gamma^{(0)}_{ab} + \frac{r^2}{2} \nabla^0_b \gamma(2)^c_a . \]  

(A.41)

Let \( A^\mu \) denote any AdS null Killing vector. The AdS Killing equations

\[ \nabla_\mu^{(\gamma)} A_\nu + \nabla_\nu^{(\gamma)} A_\mu = 0 \]  

(A.42)

are solved by

\[ A_r = \frac{A_{(0)r}}{r} , \]  

(A.43)

\[ A_a = A_{(0)b} \gamma_{ab} - \frac{1}{2} \partial_a A_{(0)r} - \frac{r^2}{4} \gamma(2)_a b \partial_b A_{(0)r} , \]  

(A.44)

where \( A_{(0)b} \) is a conformal Killing vector of \( \gamma(0)_{ab} \), i.e. a solution to

\[ \nabla^0_a A_{(0)b} + \nabla^0_b A_{(0)a} = 2 A_{(0)r} \gamma(0)_{ab} , \]  

(A.45)

from which we read off that \( A_{(0)r} \) is given by

\[ A_{(0)r} = \frac{1}{2} \nabla^0_a A_{(0)}^a . \]  

(A.46)
Equation \((A.43)\) follows from the \(rr\) component of \((A.42)\) and equation \((A.44)\) follows from the \(ar\) component of \((A.42)\) in which we used \((A.40)\). The \(ab\) component of the Killing equations at lowest order gives \((A.45)\) and at next-to-leading order gives

\[
\mathcal{L}_{A_{(0)}} \gamma_{(2)ab} = \nabla^{(0)}_a \nabla^{(0)}_b A_{(0)r},
\]

where \(\mathcal{L}_{A_{(0)}}\) denotes the Lie derivative along the conformal Killing vector \(A^a_{(0)}\). It can be rewritten as the following transformation rule for \(t_{ab}\)

\[
\mathcal{L}_{A_{(0)}} t_{ab} = \left( \nabla^{(0)}_a \nabla^{(0)}_b - \gamma^{(0)}_{ab} \Box^{(0)} \right) A_{(0)r},
\]

expressing that the Lie derivative of the boundary stress tensor along a conformal Killing direction is an improvement transformation. The next-to-next-to-leading order term is automatically satisfied and there are no higher order terms.

Imposing that \(A^\mu\) is null everywhere in the bulk implies that we need to satisfy on top of \(A^a_{(0)}\) being null the equations

\[
A^a_{(0)} A^b_{(0)} T_{ab} = A^a_{(0)} \partial_a A_{(0)r} - A^2_{(0)r},
\]

\[
A^a_{(0)} T_{ac} A^c_{(0)} T_{b}^c = 2A^a_{(0)} T_{a}^b \partial_b A_{(0)r} - \partial_a A_{(0)r} \partial^a A_{(0)r} - R_{(0)} A^2_{(0)r}.
\]

If we put \(A_{(0)r} = 0\) the last two equations together with the fact that \(A^a_{(0)} A^b_{(0)} \gamma^{(0)}_{ab} = 0\) tell us that \(A^a_{(0)} T_{ab}\) is proportional to \(A_{(0)b}\). Using furthermore the fact that \(\nabla^{(0)} a A_{(0)} = 0\) and the vanishing of the Einstein tensor we have

\[0 = 4R_{(0)ab} A^a_{(0)} A^b_{(0)} = F^2_{(0)} - S^2_{(0)} = F^2_{(0)}\]

implying that \(F_{(0)ab} = 0\). From this it furthermore follows that \(\Box^{(0)} A^a_{(0)} = 0\). Then using the Killing identity we find that \(R_{(0)} = 0\) so that according to \((A.39)\) \(T_{ab}\) must be traceless. This can only be the case if we have

\[
T_{ab} = a_{(2)} A_{(0)a} A_{(0)b}
\]

where \(\mathcal{L}_{A_{(0)}} a_{(2)} = 0\) as follows from \((A.48)\).

Hence in an AdS radial gauge with \(A_{(0)r} = r A_r\) \(|r=0 = 0\) we obtain

\[
ds^2 = \frac{dr^2}{r^2} + g_{ab} dx^a dx^b,
\]

\[
g_{ab} = -\frac{1}{r^2} A_{(0)a} A_{(0)b} + \frac{1}{r^4} \gamma_{(0)ab} + a_{(2)} A_{(0)a} A_{(0)b},
\]

\[
A^a = A^a_{(0)},
\]

\[
A^r = 0,
\]

in which \(\gamma_{(0)ab}\) is flat and \(A^a_{(0)}\) is a boundary null KV

\[
\nabla^{(0)}_a A_{(0)b} + \nabla^{(0)}_b A_{(0)a} = 0,
\]

\[
A^a_{(0)} A^b_{(0)} \gamma_{(0)ab} = 0.
\]

### B Expansions of the equations of motion

In this appendix we collect some background information on the derivation of the solutions presented in sections 3.3 and 4.3.
In order to solve the equations of motion (3.12) and (3.13) and constraints (3.1), (3.5) we will proceed by making an ansatz for the subleading terms in (3.21)-(3.24).

We will consider a solution space made of all solutions which are of polynomial form with increasing powers of logs. More precisely we consider an ansatz of the form

\[
\gamma_{ab} = \frac{1}{r^2} \sum_{n=0}^{\infty} \sum_{m=0}^{n} r^{2n} \log^{m} r \gamma^{(2n,m)ab}, \tag{B.1}
\]

\[
A^a = \sum_{n=0}^{\infty} \sum_{m=0}^{n} r^{2n} \log^{m} r A^{a(2n,m)}, \tag{B.2}
\]

\[
A^r = r \sum_{n=1}^{\infty} \sum_{m=0}^{n} r^{2n} \log^{m} r A^{r(2n,m)}, \tag{B.3}
\]

where each \(\gamma^{(2n,m)ab}\), \(A^{a(2n,m)}\) and \(A^{r(2n,m)}\) are fully arbitrary. Indices are all raised and lowered with respect to \(\gamma^{(0)}_{ab}\). The properties of the leading order have already been given in section 3.2, here we solve for the subleading terms. For the purpose of clarity we will present explicitly how the equations of motion and constraints are solved without including the logs. However, it is straightforward to include them and the final result is the same in both cases as for the case with the \(g_{\mu\nu}A^\mu A^\nu = 0\) constraint these terms can be shown not to contribute.

We will employ a null-bein basis of our 2-dimensional boundary metric by writing

\[
\gamma^{(0)}_{ab} = -A^{(0)a}N^{(0)b} - A^{(0)b}N^{(0)a}, \tag{B.4}
\]

where \(N^{a(0)}\) is an arbitrary vector field satisfying \(N^{(0)a}N^{a(0)} = 0\) and \(N^{(0)a}A^{a(0)} = -1\) and \(A^{a(0)}\) is the boundary value of \(A^a\). It follows that all quantities can be decomposed according to

\[
\gamma^{(2n)ab} = a_{(2n)}A^{(0)a}A^{(0)b} + b_{(2n)}N^{(0)a}N^{(0)b} + c_{(2n)}\gamma^{(0)ab}, \tag{B.5}
\]

\[
A^{a(2n)} = \alpha_{(2n)}A^{a(0)} + \beta_{(2n)}N^{a(0)}, \tag{B.6}
\]

where \(a_{(2n)}, b_{(2n)}, c_{(2n)}, \alpha_{(2n)}, \beta_{(2n)}\) are fully arbitrary functions of the boundary coordinates. Using that we have \(A^{(0)a}A^{a(0)} = 0\) and \(\nabla^{(0)a}A^{a(0)} = 0\) it follows that the covariant derivative acting on \(A^{(0)a}\) can be expressed as

\[
\nabla^{(0)a}A^{(0)b} = \sigma^{(0)}A^{(0)a}A^{(0)b}, \tag{B.7}
\]

for some arbitrary function \(\sigma^{(0)}\).

We now proceed with the actual expansion of the equations of motion (3.12), (3.13) and constraints (3.1), (3.5) and work out their consequences order by order. The equations of

\(^{18}\text{We denote } \gamma^{(2n,0)ab} \text{ by } \gamma^{(2n)ab} \text{ and similarly for the other coefficients.} \)
motion and constraints vanish automatically at the following leading orders

\[ \text{Eins}_{ab} @ r^{-4} = 0, \quad \text{Eins}_{ar} @ r^{-3} = 0, \quad \text{Eins}_{rr} @ r^{-2} = 0, \quad \text{Vec}_a @ r^{-2} = 0, \quad \text{Vec}_r @ r^{-1} = 0, \]

\[ \nabla_{\mu}^{(2)} A^\mu @ r^0 = 0, \quad \gamma_{\mu\nu} A^\mu A^\nu @ r^{-2} = 0. \]

At the next order, denoting by \( \mathcal{L}_{A(0)} \) and \( \mathcal{L}_{N(0)} \) the Lie derivatives along \( A^a_{(0)} \) and \( N^a_{(0)} \) respectively, we find

\[ \text{Eins}_{ab} @ r^{-2} = -\mathcal{L}_{A(0)} \sigma_{(0)} A^a_{(0)} A^b_{(0)} - 4\alpha_{(2)} \beta_{(2)} A^a_{(0)} A^b_{(0)} + \sigma_{(0)} \mathcal{L}_{A(0)} b_{(2)} A^a_{(0)} A^b_{(0)} - 2\sigma_{(0)} \mathcal{L}_{A(0)} \beta_{(2)} A^a_{(0)} A^b_{(0)}, \]

\[ \text{Eins}_{ar} @ r^{-1} = -\mathcal{L}_{A(0)} \alpha_{(0)} A^a_{(0)} - \mathcal{L}_{A(0)} \beta_{(2)} N^a_{(0)} + \sigma_{(0)} \beta_{(2)} A^a_{(0)}, \]

\[ \text{Eins}_{rr} @ r^0 = -2\mathcal{L}_{A(0)} A^a_{(2)} - \sigma_{(0)} \mathcal{L}_{A(0)} b_{(2)} + 2\sigma_{(0)} \mathcal{L}_{A(0)} \beta_{(2)} + 8\alpha_{(2)} \beta_{(2)}, \]

\[ \text{Vec}_a @ r^0 = -4A^a_{(0)} \alpha_{(2)} + 2\mathcal{L}_{A(0)} \sigma_{(0)} A^a_{(0)} - 4N^a_{(0)} \beta_{(2)} + 8A^a_{(0)} \alpha_{(2)} \beta_{(2)} - 2\sigma_{(0)} b_{(2)} + 4\sigma_{(0)} \beta_{(2)}, \]

\[ \text{Vec}_r @ r = -4A^a_{(2)} + 2\mathcal{L}_{A(0)} c_{(2)} + 4\mathcal{L}_{A(0)} \alpha_{(2)} + 4\mathcal{L}_{N(0)} \beta_{(2)} - 2\sigma_{(0)} b_{(2)} + 4\sigma_{(0)} \beta_{(2)}, \]

\[ \nabla_{\mu}^{(2)} A^\mu @ r^2 = \mathcal{L}_{A(0)} c_{(2)} + \mathcal{L}_{A(0)} \alpha_{(2)} + \mathcal{L}_{N(0)} \beta_{(2)} + \sigma_{(0)} \beta_{(2)}, \]

\[ \gamma_{\mu\nu} A^\mu A^\nu @ r^0 = b_{(2)} - 2\beta_{(2)}. \]

whose unique solution is

\[ 0 = b_{(2)} = \alpha_{(2)} = \beta_{(2)} = A^a_{(2)}, \]

\[ 0 = \mathcal{L}_{A(0)} \sigma_{(0)} = \mathcal{L}_{A(0)} c_{(2)}. \]

Here the condition \( \mathcal{L}_{A(0)} \sigma_{(0)} = 0 \) can be seen to be the equivalent of (3.27). By repeating the argument just below (3.31) using (3.31) and the fact that \( \mathcal{L}_{A(0)} \sigma_{(0)} = 0 \) we just found again that the boundary metric \( \gamma_{(0)ab} \) is flat. Because \( \alpha_{(2)} = \beta_{(2)} = 0 \) we also find that

\[ A^a_{(2)} = 0. \]

Using this information we now solve the following set of equations

\[ \text{Eins}_{ab} @ r^0 = 2c_{(2)} h_{(0)ab} + \left( \sigma_{(0)} \mathcal{L}_{A(0)} (b_{(4)} - 2\beta_{(4)}) \right) \left( \sigma_{(0)} \mathcal{L}_{A(0)} (b_{(4)} - 2\beta_{(4)}) \right) \]

\[ \frac{1}{2} \mathcal{L}_{A(0)} \mathcal{L}_{A(0)} a_{(2)}, \]

\[ A^a_{(0)}, A^b_{(0)} \text{Eins}_{ab} @ r^2 = -\frac{1}{2} \mathcal{L}_{A(0)} \mathcal{L}_{A(0)} b_{(4)} + \mathcal{L}_{A(0)} \mathcal{L}_{A(0)} \beta_{(4)} - 4b_{(4)} - 4\sigma_{(0)} b_{(4)} - 4\sigma_{(0)} \beta_{(4)}, \]

\[ \gamma_{\mu\nu} A^\mu A^\nu @ r^2 = b_{(4)} - 2\beta_{(4)}. \]
from which we learn that
\begin{align}
0 &= b_{(4)} = \beta_{(4)} = c_{(2)}, \\
0 &= \mathcal{L}_{A_{(0)}} \mathcal{L}_{A_{(0)}} a_{(2)}.
\end{align}

The remaining equations become
\begin{align}
\text{Eins}_{ar} \, @ \, r &= A_{(0)a} \mathcal{L}_{A_{(0)}} a_{(2)} - 2 A_{(0)a} \mathcal{L}_{A_{(0)}} \alpha_{(4)} , \\
\text{Eins}_{rr} \, @ \, r^2 &= -4 \mathcal{L}_{A_{(0)}} A_{(4)}^{(0)} - 8 c_{(4)} , \\
\text{Vec}_{a} \, @ \, r^2 &= 0 , \\
\text{Vec}_{r} \, @ \, r^3 &= 12 A_{(4)}^{(r)} + 2 \mathcal{L}_{A_{(0)}} c_{(4)} + 6 \mathcal{L}_{A_{(0)}} \alpha_{(4)} , \\
\nabla_{\mu}^{(r)} A^{\mu} \, @ \, r^4 &= 2 A_{(4)}^{(r)} + \mathcal{L}_{A_{(0)}} c_{(4)} + \mathcal{L}_{A_{(0)}} \alpha_{(4)} ,
\end{align}

and using (B.29) these equations are solved by
\begin{align}
c_{(4)} &= 0 , \\
\mathcal{L}_{A_{(0)}} a_{(2)} &= 2 \mathcal{L}_{A_{(0)}} \alpha_{(4)} , \\
A_{(4)}^{(r)} &= - \frac{1}{2} \mathcal{L}_{A_{(0)}} \alpha_{(4)}. 
\end{align}

Proceeding in the same way at the next order we get from
\begin{align}
A_{(0)}^{a} A_{(0)}^{b} \text{Eins}_{ab} \, @ \, r^4 &= - \frac{1}{2} \mathcal{L}_{A_{(0)}} \mathcal{L}_{A_{(0)}} b_{(6)} + \mathcal{L}_{A_{(0)}} \mathcal{L}_{A_{(0)}} \beta_{(6)} - 12 b_{(6)} , \\
\gamma_{\mu \nu} A^{\mu} A^{\nu} \, @ \, r^4 &= b_{(6)} - 2 \beta_{(6)} ,
\end{align}

that
\begin{align}
b_{(6)} = \beta_{(6)} = 0 .
\end{align}

Further, using this result we then find
\begin{align}
\text{Eins}_{ab} \, @ \, r^2 &= \left( - \frac{1}{2} \Box^{(0)} \alpha_{(4)} - \frac{1}{2} \mathcal{L}_{A_{(0)}} \mathcal{L}_{A_{(0)}} a_{(4)} - 4 a_{(4)} \right) A_{(0)a} A_{(0)b} , \\
\text{Eins}_{ar} \, @ \, r^3 &= - \frac{1}{4} A_{(0)a} \Box^{(0)} A_{(4)}^{(r)} + 2 A_{(0)a} \mathcal{L}_{A_{(0)}} a_{(4)} - 3 A_{(0)a} \mathcal{L}_{A_{(0)}} \alpha_{(6)} , \\
\text{Eins}_{rr} \, @ \, r^4 &= - 6 \mathcal{L}_{A_{(0)}} A_{(6)}^{(r)} - 24 c_{(6)} , \\
\text{Vec}_{a} \, @ \, r^4 &= \left( \frac{3}{2} \Box^{(0)} \alpha_{(4)} + \mathcal{L}_{A_{(0)}} \mathcal{L}_{A_{(0)}} a_{(4)} + 12 \alpha_{(6)} - 6 A_{(4)}^{(r)} \sigma_{(0)} \right) A_{(0)a} , \\
\text{Vec}_{r} \, @ \, r^5 &= 44 A_{(6)}^{(r)} + \Box^{(0)} A_{(4)}^{(r)} + 2 \mathcal{L}_{A_{(0)}} c_{(6)} + 8 \mathcal{L}_{A_{(0)}} \alpha_{(6)} , \\
\nabla_{\mu}^{(r)} A^{\mu} \, @ \, r^6 &= 4 A_{(6)}^{(r)} + \mathcal{L}_{A_{(0)}} c_{(6)} + \mathcal{L}_{A_{(0)}} \alpha_{(6)} ,
\end{align}

whose unique solution is
\begin{align}
\mathcal{L}_{A_{(0)}} \mathcal{L}_{A_{(0)}} a_{(4)} &= - 8 a_{(4)} - \Box^{(0)} \alpha_{(4)} , \\
c_{(6)} &= - \frac{2}{9} a_{(4)} - \frac{1}{36} \Box^{(0)} \alpha_{(4)} , \\
\alpha_{(6)} &= \frac{2}{3} a_{(4)} + \frac{1}{2} \sigma_{(0)} A_{(4)}^{(r)} - \frac{1}{24} \Box^{(0)} \alpha_{(4)} , \\
A_{(6)}^{(r)} &= - \frac{1}{9} \mathcal{L}_{A_{(0)}} a_{(4)} ,
\end{align}
where we used that \( \mathcal{L}_{A(0)} \Box^{(0)} \phi^{(0)} = \Box^{(0)} \mathcal{L}_{A(0)} \phi^{(0)} = 0 \) for a function \( \phi^{(0)} \) satisfying \( \mathcal{L}_{A(0)} \mathcal{L}_{A(0)} \phi^{(0)} = 0 \). To prove this use \((B.7)\) as well as \( \nabla^{(0)}_{\alpha} N^{(0)}_{\beta} = -\sigma^{(0)}_{\alpha} A^{(0)}_{\alpha} N^{(0)}_{\beta} \). Next we deduce,

\[
b^{(8)} = \beta^{(8)} = 0 ,
\]

as before from

\[
A^{a}_{(0)} A^{b}_{(0)} \text{Eins}_{ab} \circ r^{6} = -\frac{1}{2} \mathcal{L}_{A(0)} \mathcal{L}_{A(0)} b^{(8)} + \mathcal{L}_{A(0)} \mathcal{L}_{A(0)} \beta^{(8)} - 24 b^{(8)} ,
\]

\[
\gamma_{\mu\nu} A^{\mu} A^{\nu} \circ r^{6} = b^{(8)} - 2 \beta^{(8)} .
\]

To proceed we now first look only at

\[
A^{a}_{(0)} \text{Vec}_{a} \circ r^{6} = \mathcal{L}_{A(0)} \mathcal{L}_{A(0)} c^{(6)} + \mathcal{L}_{A(0)} \mathcal{L}_{A(0)} \alpha^{(6)} - 8 c^{(6)} ,
\]

from which we learn

\[
\mathcal{L}_{A(0)} \mathcal{L}_{A(0)} \alpha^{(4)} = 0 \Rightarrow c^{(6)} = A_{(0)}^{(6)} = 0 .
\]

Using this information together with \( \Box^{(0)} \alpha^{(6)} = 0 \) which follows from \( \mathcal{L}_{A(0)} \alpha^{(6)} = 0 \) as a consequence of \( \mathcal{L}_{A(0)} \alpha^{(4)} = 0 \) we get for the remaining equations

\[
\text{Eins}_{ab} \circ r^{4} = \left( -\frac{1}{2} \mathcal{L}_{A(0)} \mathcal{L}_{A(0)} a^{(6)} + 36 (A_{(4)}^{r})^{2} + 8 \alpha_{(4)}^{2} - 12 a_{(6)} \right) A_{(0)}^{a} A_{(0)}^{b} ,
\]

\[
\text{Eins}_{ar} \circ r^{5} = \left( 3 \mathcal{L}_{A(0)} a_{(6)} - 4 \mathcal{L}_{A(0)} \alpha^{(6)} + 8 A_{(4)}^{r} \alpha^{(4)} \right) A_{(0)}^{a} ,
\]

\[
\text{Eins}_{rr} \circ r^{6} = -8 \mathcal{L}_{A(0)} A_{(4)}^{r} - 40 (A_{(4)}^{r})^{2} - 48 c^{(8)} ,
\]

\[
\text{Vec}_{a} \circ r^{6} = \left( \mathcal{L}_{A(0)} \mathcal{L}_{A(0)} a_{(6)} - 56 (A_{(4)}^{r})^{2} + 32 \alpha_{(8)}^{(8)} \right) A_{(0)}^{a} ,
\]

\[
\text{Vec}_{e} \circ r^{7} = 92 A_{(8)}^{r} + 2 \mathcal{L}_{A(0)} c_{(8)} + 10 \mathcal{L}_{A(0)} \alpha_{(8)} ,
\]

\[
\nabla^{(\gamma)}_{\mu} A^{\mu} \circ r^{8} = 6 A_{(8)}^{r} + \mathcal{L}_{A(0)} c_{(8)} + \mathcal{L}_{A(0)} \alpha_{(8)} ,
\]

which are solved by

\[
\mathcal{L}_{A(0)} \mathcal{L}_{A(0)} a_{(6)} = -24 a_{(6)} + 72 (A_{(4)}^{r})^{2} + 16 \alpha_{(4)}^{2} ,
\]

\[
c_{(8)} = -\frac{3}{10} a_{(6)} + \frac{1}{5} \alpha_{(4)}^{2} ,
\]

\[
\alpha_{(8)} = -\frac{3}{4} a_{(6)} - \frac{1}{2} (A_{(4)}^{r})^{2} - \frac{1}{2} \alpha_{(4)}^{2} ,
\]

\[
A_{(8)}^{r} = -\frac{1}{10} \mathcal{L}_{A(0)} \alpha_{(8)} .
\]

Expanding now at order ten things slightly change and we obtain

\[
\gamma_{\mu\nu} A^{\mu} A^{\nu} \circ r^{8} = (A_{(4)}^{r})^{2} + b_{(10)} - 2 \beta_{(10)} ,
\]

\[
A_{(0)}^{a} A_{(0)}^{b} \text{Eins}_{ab} \circ r^{8} = -\frac{1}{2} \mathcal{L}_{A(0)} \mathcal{L}_{A(0)} b_{(10)} + \mathcal{L}_{A(0)} \mathcal{L}_{A(0)} \beta_{(10)} - 40 b_{(10)} .
\]

This time it follows that

\[
b_{(10)} = 0 , \quad \beta_{(10)} = \frac{1}{2} (A_{(4)}^{r})^{2} .
\]

We then use

\[
A_{(0)}^{a} \text{Vec}_{a} \circ r^{8} = 4 \mathcal{L}_{A(0)} A_{(8)}^{r} + \mathcal{L}_{A(0)} \mathcal{L}_{A(0)} c_{(8)} + \mathcal{L}_{A(0)} \mathcal{L}_{A(0)} \alpha_{(8)} - 60 \beta_{(10)} ,
\]

\[
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\]
which can be seen to be equivalent to

\[ a_{(6)} = \frac{2}{3} \alpha_1^2 - \frac{50}{9} (A_{(4)}^r)^2. \quad (B.70) \]

From that expression it is easy to conclude that (using (B.29), (B.36) and (B.37))

\[ \mathcal{L}_{A_{(0)}} \mathcal{L}_{A_{(0)}} a_{(6)} = \frac{4}{3} \mathcal{L}_{A_{(0)}} \alpha_1^2, \quad (B.71) \]

and hence it necessarily must be that

\[ A_{(4)}^r = 0. \quad (B.72) \]

It is quite remarkable that this information is hidden at the N^5LO (where by LO we mean the n = 0 term in (B.1)-(B.3)) in the expansion and implies an important collapse of the asymptotic expansion to an exact solution. Indeed, solving the equations of motion and constraints further we would no longer find any non-zero coefficients. However for some coefficients we would notice it with a two order delay. For example the coefficient \( a_{(8)} \) is a N^4LO term but we would discover that it vanishes only by expanding up to N^6LO. As mentioned before working with the more general ansatz (B.1)-(B.3), i.e. including the logarithmic terms, would not have made any difference.

**B.2 The unconstrained case: properties of \( g_{(0)ab} \)**

In this subsection we show that \( e^\gamma_{(2,1)a} \) and \( e^\gamma_{(2)b} \) are proportional to \( A_{(0)}^a \) on-shell. In order to use the equations of motion we take advantage of the fact that \( \gamma_{(0)ab} \) is non-degenerate to introduce without loss of generality the coordinates \((T, V)\) together with the gauge choice\(^{19}\)

\[ \gamma_{(0)ab} dx^a dx^b = 2H_{(0)} dT dV, \quad (B.73) \]

for some arbitrary (non-vanishing) function \( H_{(0)} = H_{(0)}(T, V) \). It then follows from \( A_{(0)}^a \) being null with respect to \( \gamma_{(0)ab} \) that \( A_{(0)}^T A_{(0)}^V = 0 \). We choose \( A_{(0)}^T = 0 \) implying \( A_{(0)} V = 0 \) and \( A_{(0)V} = H_{(0)} A_{(0)}^V \). We write \( A_{(0)}^V = V_{(0)} \) and by assumption we have \( H_{(0)} \neq 0 \) and \( V_{(0)} \neq 0 \). It follows from the expansion (4.5) and the equations (4.14)-(4.16) that

\[
\begin{align*}
    g_{TT} &= -\frac{1}{r^4} (H_{(0)} V_{(0)})^2 - \frac{2 H_{(0)} V_{(0)}}{r^2} \left( \log r e^+_{(2,1)T} + e^+_{(2)T} \right) + O(\log^2 r), \\
    g_{TV} &= \frac{H_{(0)}}{r^2} - \frac{H_{(0)} V_{(0)}}{r^2} \left( \log r e^+_{(2,1)V} + e^+_{(2)V} \right) + \log^2 r g_{(2,1)TV} \\
    &\quad + \log r g_{(2,1)TV} + g_{(2)TV} + O(r^2 \log^3 r), \\
    g_{VV} &= \log^2 r g_{(2,2)VV} + \log r g_{(2,1)VV} + g_{(2)VV} + O(r^2 \log^3 r). 
\end{align*}
\]

The vector field read

\[
\begin{align*}
    A^T &= r^2 (\log r A^T_{(2,1)} + A^T_{(2)}) + O(r^4 \log^2 r), \\
    A^V &= V_{(0)} + r^2 (\log r A^V_{(2,1)} + A^V_{(2)}) + O(r^4 \log^2 r), \\
    A^r &= r^3 (\log r A^r_{(2,1)} + A^r_{(2)}) + O(r^5 \log^2 r). 
\end{align*}
\]

\(^{19}\)We warn the reader that these TV coordinates are not equivalent to what we call the TV gauge in subsection 4.2.
The boundary condition (4.11) imply the relations
\[ e^+_V = -H(0)A^T_{(2,1)}, \]  
and
\[ e^+_V = -H(0)A^T_{(2)}, \]  
wheras (4.12) gives
\[ g_{(2,2)V V} = -(H(0)A^T_{(2,1)})^2, \]  
\[ g_{(2,1)V V} = -\frac{2H(0)A^T_{(2,1)}}{V(0)} \left( H(0)V(0)A^T_{(2)} + 1 \right), \]  
\[ g_{(2)V V} = -\frac{H(0)A^T_{(2)}}{V(0)} \left( 2 + H(0)V(0)A^T_{(2)} \right). \]  
We will not need to impose the remaining equation (4.13) in order to make the argument\(^{20}\).

By expanding the vector field equation of motion (4.2) to leading order with the fields above we find
\[\text{Vec}_T = \frac{4\log^2 r}{r^2} H^3(0) V^3(0) (A^T_{(2,1)})^2 + O\left(\frac{\log r}{r^2}\right),\]  
which forces
\[ A^T_{(2,1)} = e^+_V = 0. \]  
Using (B.86) it can be seen that \(\text{Vec}_T\) is of order \(r^{-2}\) and \(\text{Vec}_V\) is of order \(r^0\). Taking the linear combination
\[ r^2 \left( 1 + A^T_{(2)} H(0) V(0) \right) (\text{Vec}_T) + V^2(0) H(0) (\text{Vec}_V) = 4H^2(0) V^2(0) A^T_{(2)} + \ldots, \]  
where the dots are higher order terms we deduce that any non-vanishing \(A^T_{(2)}\) is inconsistent with the equations of motion. Therefore,
\[ A^T_{(2)} = e^+_V = 0, \]  
and we conclude that we necessarily have the relations
\[ e^+_V A^a_{(0)} = 0, \]  
\[ e^+_V A^a_{(0)} = 0, \]  
satisfied on-shell. It also follows that \(\det(g_{(0)ab}) = \det(\gamma_{(0)ab})\) which will allow us to introduce the \(TV\) coordinates directly on \(g_{(0)ab}\).

\section*{B.3 The unconstrained case: expansions for \(g_{\mu\nu}\) and \(A^\mu\)}

We plug the ansatz (4.39)–(4.44) in the equations of motion (4.1), (4.2) and solve them order by order for each component. All the equations to the lowest non-vanishing order, namely \(\text{Eins}_{TT} \at r^{-4}, \text{Eins}_{TV} \at r^{-2}, \text{Eins}_{VV} \at r^0, \text{Eins}_T, \at r^{-3}, \text{Eins}_V, \at r^{-1}, \text{Eins}_r, \at r^{-2}, \text{Vec}_T \at r^{-2}, \text{Vec}_V \at r^0\) and \(\text{Vec}_r \at r^{-1}\) are solved by
\[ \partial_V \left( H(0)V(0) \right) = 0. \]  
\(^{20}\)Note that only the \(TT\) component of (4.13) would impose a further constraint.
The $VV$-component of the Einstein equations at the next order is given by

$$\text{Eins}_{VV} \hat{r}^2 \log r = -4g_{(4,1)VV},$$  \hfill (B.92)

$$\text{Eins}_{VV} \hat{r}^2 = -(4g_{(4)}VV + 3g_{(4,1)}VV),$$  \hfill (B.93)

from which it follows that

$$g_{(4,1)VV} = g_{(4)VV} = 0.$$  \hfill (B.94)

From

$$\text{Eins}_{rr} \hat{r}^0 = -\frac{2}{H(0)}g_{(2,1)TV},$$  \hfill (B.95)

we also find

$$g_{(2,1)TV} = 0.$$  \hfill (B.96)

The $Eins_{rr}$ component reads

$$\text{Eins}_{rr} \hat{r} = -\frac{1}{H(0)V(0)} \partial_V (g_{(2)TV} V(0)), $$  \hfill (B.97)

so that

$$\partial_V (g_{(2)TV} V(0)) = 0.$$  \hfill (B.98)

We next deduce from the two components

$$\text{Eins}_{T_T} \hat{r}^{-1} \log r = -V(0) \left( H(0) \partial_V A^V_{(2,1)} + 2H(0) A^V_{(2,1)} - H^2(0)V^2(0) \partial_V A^T_{(4,1)}ight)$$
$$+ A^V_{(2,1)} \partial_V H(0) ,$$  \hfill (B.99)

and

$$\text{Vec}_T @ \log r = V^2(0) \left(-\frac{4}{V^2(0)} A^V_{(2,1)} - \frac{1}{H(0)} A^V_{(2,1)} \left( \partial_V H(0) \right)^2 + H(0) \partial^2_V A^V_{(2,1)}ight)$$
$$+ (\partial_V A^V_{(2,1)}) \partial_V H(0) + H(0)V^2(0) \left( \partial_V A^T_{(4,1)} \partial_V H(0) + A^V_{(2,1)} \partial_V^2 H(0)ight)$$
$$+ 2H(0) \partial_V A^V_{(2,1)} - H^2(0)V^2(0) \partial^2_V A^T_{(4,1)} \right) ,$$  \hfill (B.100)

that

$$A^V_{(2,1)} = 0,$$  \hfill (B.101)

by plugging (B.99) and its $V$-derivative into (B.100).

Consider next the following three equations

$$\text{Eins}_{TT} \hat{r}^{-2} \log r = \frac{1}{2} V^2(0) \left(\frac{1}{H(0)} \left( \partial_V g_{TT(0,1)} \right) \partial_V H(0) - 4H^2(0)V(0) \partial_V A^r_{(2,1)}ight)$$
$$+ 16H^3(0)V(0) A^T_{(4,1)} - \partial^2_V g_{TT(0,1)} \right) ,$$  \hfill (B.102)

$$\text{Eins}_{TV} @ \log r = \frac{1}{2H(0)} \left( \partial^2_V g_{TT(0,1)} + 2H^2(0)V(0) \partial_V A^r_{(2,1)} - \frac{1}{H(0)} \left( \partial_V g_{TT(0,1)} \right) \partial_V H(0)ight)$$
$$- 8H^3(0)V(0) A^T_{(4,1)} \right) ,$$  \hfill (B.103)

$$\text{Eins}_{Tr} @ \hat{r}^{-1} \log r = H(0)V(0) \left( H(0)V^2(0) \partial_V A^T_{(4,1)} - 2A^r_{(2,1)} \right) .$$  \hfill (B.104)
Combining (B.102) and (B.103) we find
\[
\partial_V A_{r(2,1)}^r = 4H(0)A_{(4,1)}^T, \\
0 = (\partial_V g_{TT(0,1)})\partial_V H(0) - H(0)\partial_V g_{TT(0,1)}.
\] (B.105) (B.106)

From equation (B.104) we find
\[
A_{r(2,1)}^r = \frac{1}{2} H(0)V^2(0)\partial_V A_{(4,1)}^T.
\] (B.107)

It can be shown that Vec$_T$, Vec$_V$ and Vec$_v$ at orders log $r$, $r^2 \log r$ and $r \log r$, respectively, are now automatically solved.

From Eins$_{TT}$, Eins$_{TV}$ and Eins$_{T}$, at orders $r^{-2}$, $r^0$ and $r^{-1}$ we get
\[
g_{TT(0,1)} = H(0)V(0)\left(2H(0)V^2(0)\partial_V A_{(2)}^r + 4H(0)A_{(2)}^V + 4V(0)g_{(2)TV} - 8H^2(0)V^2(0)A_{(4)}^T \right) - V(0)\partial_T \partial_V \log H(0),
\] (B.108)
\[
H^2(0)V(0)A^{T(4,1)}_{(4,1)} = -4H^2(0)V(0)A^{T(4)}_{(4,1)} + H(0)V(0)\partial_V A_{(2)}^r + 2g_{(2)TV} - \partial_T \partial_V \log H(0),
\] (B.109)

\[
\partial_V g_{TT(0,1)} = H^2(0)V(0)\left(-2H(0)V^2(0)\partial_V A^{T(4)}_{(4,1)} + 2H^{-1}(0)A_{(2)}^V \partial_V H(0) + 4A_{(2)}^r + 2\partial_V A_{(2)}^V \right)
\] (B.110)

respectively. Equations Vec$_T$ and Vec$_V$ at orders $r^0$ and $r^2$ read

\[
0 = 4H^2(0)V^2(0)A^{V(2)}_{(2)} - H(0)(\partial_V H(0))\partial_V A^{V(2)}_{(2)} + 2H^3(0)A^{T(4,1)}_{(4,1)} - 2H^2(0)\partial_V A^r_{(2)} - 4H(0)V(0)\frac{g_{(2)TV}}{V(0)} \]
\[
+ H^2(0)V^2(0)\partial_V A^r_{(2)} + (\partial_V H(0))^2A^{V(2)}_{(2)} - 2H^2(0)\partial_V A^r_{(2)} - H(0)A_{(2)}^{V(2)} + 2\partial_V A_{(2)}^V
\]
\[
- H^2(0)V^2(0)(\partial_V H(0))\partial_V A^{T(4)}_{(4,1)}.
\] (B.111)

\[
0 = -H^2(0)\partial_V^2 A^r_{(2)} - H^2(0)V^2(0)(\partial_V H(0))\partial_V A^{T(4,1)}_{(4,1)} - H(0)(\partial_V H(0))\partial_V A^r_{(2)} - 2H^2(0)\partial_V A^r_{(2)}
\]
\[
+ H^3(0)V^2(0)\partial_V A^{T(4,1)}_{(4,1)} + (\partial_V H(0))^2A^{V(2)}_{(2)} - H(0)A_{(2)}^{V(2)} + 2\partial_V A_{(2)}^V
\] (B.112)

respectively. Combining (B.111) and (B.109) by eliminating $A_{(4,1)}^T$ and using (B.112) we obtain

\[
\partial_V A_{(2)}^r = -2A_{(2)}^{V(2)} - 4H(0)A_{(4)}^T + \frac{1}{4H(0)V(0)}\partial_T \partial_V \log H(0) - 4\frac{g_{(2)TV}}{H(0)V(0)}.
\] (B.113)

Further from (B.108) and (B.113) and from (B.109) and (B.113) we get

\[
g_{TT(0,1)} = -4H(0)V^2(0)g_{(2)TV} + H(0)V^2(0)\partial_T \partial_V \log H(0),
\] (B.114)

\[
A^{T(4,1)}_{(4,1)} = -2\frac{g_{(2)TV}}{H^2(0)V^2(0)} - 2\frac{A_{(2)}^{V(2)}}{H(0)V(0)},
\] (B.115)

respectively. With the help of (B.114) equation (B.110) can be written as

\[
A_{(2)}^r = \frac{1}{2} H(0)V^2(0)\partial_V A_{(4)}^T - \frac{1}{2H(0)}\partial_V (H(0)A_{(2)}^r) + \frac{1}{4V(0)}\partial_V \left( \frac{1}{H(0)}\partial_T \partial_V \log H(0) \right). \] (B.116)

Given (B.105)–(B.107) together with (B.113)–(B.116) equations Vec$_T$, Vec$_V$ and Vec$_v$ are now solved at orders $r^0$, $r^2$ and $r$, respectively, for $A_{(2)}^r$, $A_{(2)}^r$, $A_{(4,1)}^T$, $A_{(2)}^V$ and $g_{(0,1)TT}$ in terms of $H(0)$, $V(0)$, $g_{(2)TV}$ and $A_{(2)}^T$. The same is true for equations Eins$_{TT}$, Eins$_{TV}$ and Eins$_{T}$, at the respective orders $r^{-2}$, $r^0$ and $r^{-1}$. 
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C Real scalars on a fixed Schrödinger background

We show in sections C.1 and C.2 that the scalar field on a fixed Schrödinger background has many features in common with the components of the metric and vector field in section 4. We briefly discuss the scalar solutions to the free Klein–Gordon equation for a compact $V$ coordinate in section C.3. We discuss various aspects of the scalar field theory in C.4.

C.1 Solving the Klein–Gordon equation

Consider the metric of a Schrödinger space-time in Poincaré coordinates

$$ds^2 = -\beta^2 \frac{dT^2}{r^4} + \frac{1}{r^2} (2dTdV + dr^2) \quad (C.1)$$

where $\beta^2 > 0$ can be scaled away. Allowing $\beta$ to be zero we can compare with the AdS case. The Klein–Gordon equation $\square \phi = 0$ reads

$$\beta^2 \partial^2 V \phi + 2r^2 \partial_T \partial_V \phi + r^2 \partial_r^2 \phi - r \partial_r \phi = 0 \quad (C.2)$$

The most general solution is given by (see also [21, 22, 64, 5])

$$\phi = a_0^-(T) + a_0^+(T)r^2 + \int d\omega dme^{-i\omega T} e^{-imV} \phi_{\omega,m}(r), \quad (C.3)$$

where $a_0^-(T)$ and $a_0^+(T)$ are arbitrary functions of $T$ and where $\phi_{\omega,m}(r)$ satisfies

$$\phi_{\omega,-m}^* = \phi_{\omega,m}, \quad (C.4)$$

as well as

$$r^2 \phi''_{\omega,m}(r) - r \phi'_{\omega,m}(r) - \beta^2 m^2 \phi_{\omega,m}(r) - 2m\omega r^2 \phi_{\omega,m}(r) = 0, \quad (C.5)$$

whose general solution is

$$\phi_{\omega,m}(r) = r\theta(-m\omega) \left( c_{\omega,m}^1 J_\nu \left( \sqrt{-2m\omega r} \right) + c_{\omega,m}^2 Y_\nu \left( \sqrt{-2m\omega r} \right) \right) + r\theta(m\omega) \left( c_{\omega,m}^3 I_\nu \left( \sqrt{2m\omega r} \right) + c_{\omega,m}^4 K_\nu \left( \sqrt{2m\omega r} \right) \right). \quad (C.6)$$

In here $\theta$ is the Heaviside step function, the parameter $\nu$ is given by

$$\nu^2 = 1 + \beta^2 m^2, \quad (C.7)$$

and $J_\nu$ and $Y_\nu$, $I_\nu$ and $K_\nu$ are two independent Bessel and modified Bessel functions, respectively.

It follows that $\phi_{\omega,m}(r)$ can be expanded as

$$\phi_{\omega,m}(r) = r^{1-\nu} a_{\omega,m}^- F_{\omega,m}^-(r^2) + r^{1+\nu} (a_{\omega,m}^+ + b_{\omega,m} \log r) F_{\omega,m}^+(r^2), \quad (C.8)$$

where the functions $F_{\omega,m}^-$ and $F_{\omega,m}^+$ admit a Taylor series expansion around $r = 0$ such that $F_{\omega,m}^+(0) = 1$. The coefficient $b_{\omega,m}$ is nonzero if and only if $\nu > 1$ is an integer in which case $F_{\omega,m}^-$ is a polynomial of degree $2\nu - 2$. The coefficients $a_{\omega,m}^-$ and $a_{\omega,m}^+$ depend on $m$ and $\omega$ and
are the only two arbitrary coefficients in the expansion. If we Fourier transform back from $\omega$ to $T$ we obtain
\[
\phi = a_0^-(T) + a_0^+(T)r^2 + \int dm e^{-imV} \left[ r^{\Delta_m} a_m^-(T) F_m^-(T, r^2) + r^{\Delta_m} (a_m^+(T) + b_m(T) \log r) F_m^+(T, r^2) \right],
\]
(C.9)
where
\[
\Delta_m^\pm = 1 \pm \sqrt{1 + \beta^2 m^2},
\]
(C.10)
and where
\[
F_m^\pm(T, r^2) = 1 + \sum_{k=1}^{\nu} f_{(k)m}^{\pm}(T)r^{2k},
\]
(C.11)
with $F_m^-$ a polynomial of degree $2\nu - 2$ and $b_m(T) \neq 0$ if and only if $\nu > 1$ is an integer.

### C.2 Breakdown of the FG expansion

When $\beta = 0$ the $\Delta_m^\pm$ are independent of $m$ so that we can do the $m$ integral order by order in the expansion leaving us with the well-known solution for a real scalar on AdS$_3$. When $\beta \neq 0$ it is no longer possible to do the integral coefficient by coefficient. The integration over $m$ changes the $r$ expansion via $\Delta_m^\pm$ in an important way. In fact what is worse, because the functions $a_m^-$ and $a_m^+$ all depend on $m$ and they are arbitrary we cannot even derive what the $r$ expansion for $\phi$ as a function of $V$ is because we have no way of doing the $m$ integral, not even in principle, for the full class of solutions in a way that we can derive the $r$-expansion with coefficients depending on $T$ and $V$.

Another way to see this is to go back to equation (C.2) and naively expand it as if there is an FG type expansion. Let us therefore assume that there is a solution that can be expanded as
\[
\phi = r^\Delta \left( \phi(0) + \ldots \right).
\]
(C.12)
For example we might be interested in a solution of this form because we want to source an operator with a well-defined scaling dimension. We find from the Klein–Gordon equation that the leading order coefficient satisfies either
\[
\Delta = 0, 2 \quad \text{with} \quad \phi(0) = F_1(T) + F_2(T)V, \quad \text{(C.13)}
\]
\[
0 < \Delta < 2 \quad \text{with} \quad \phi(0) = F_1(T) e^{\sqrt{\Delta(2-\Delta)V}} + F_2(T) e^{-\sqrt{\Delta(2-\Delta)V}}, \quad \text{(C.14)}
\]
\[
\Delta < 0, \Delta > 2 \quad \text{with} \quad \phi(0) = F_1(T) \sin(\sqrt{\Delta(\Delta - 2)V}) + F_2(T) \cos(\sqrt{\Delta(\Delta - 2)V}), \quad \text{(C.15)}
\]
where we have set $\beta = 1$. Let us choose to look at $\Delta = 0$. In general it is far from clear what kind of ansatz one should take for the $r$-expansion. To gain some understanding of this problem we start with a very simple solution which is the most general solution of the KG equation $\Box \phi = 0$ subject to the constraint $\partial^2 T \phi = 0$. We find that in this case there is a unique terminating solution given by
\[
\phi = \phi(0) + r^2 \ln(r)\phi(21) + r^2 \phi(2) + r^4 \phi(4), \quad \text{(C.16)}
\]
\[
\phi_{(0)} = F_1(T) + F_2(T) V , \tag{C.17}
\]
\[
\phi_{(2)} = F_3(T) + F_4(T) V , \tag{C.18}
\]
\[
\phi_{(21)} = -\frac{d}{dT} F_2(T) , \tag{C.19}
\]
\[
\phi_{(4)} = -\frac{1}{4} \frac{d}{dT} F_4(T) . \tag{C.20}
\]

Having this result we now want to extend the solution space. The problem we encounter is that the solution we will typically get by solving \( \Box \phi = 0 \) with a FG type ansatz like (C.12) depends on the ansatz we make. In particular, if we assume an infinite series for \( \phi \) of the form
\[
\phi = \phi_{(0)} + \sum_{n,k} r^{2n} \log^k r \phi_{(2n,k)} , \tag{C.21}
\]
there seems to be no restriction on the powers of the logs. More precisely, having a term of order \( r^2 \log r \) in the ansatz we find that in general \( \phi_{(2)} \) (we use the notation \( \phi_{(2n,0)} = \phi_{(2n)} \)) is not given by (C.18) only but has additionally terms proportional to \( V^2 \) and \( V^3 \). Allowing for a term of order \( r^2 \log^n r \) in the ansatz we will find that the \( V \)-dependence in \( \phi_{(2)} \) is at most of order \( V^{2n+1} \). So the more powers of \( \log r \) we add to the ansatz the less constrained \( \phi_{(2)} \) will be (the more powers of \( V \) we can include).

For explicitness and in order to analyze other questions we now fix the ansatz by hand to be of the form
\[
\phi = \phi_{(0)} + \sum_{n=1}^{\infty} r^{2n} \sum_{k=0}^{n} \log^k r \phi_{(2n,k)} . \tag{C.22}
\]

Up to \( \text{N}^2\text{LO} \) the solution can be written as
\[
\phi_{(0)} = F_1(T) + V F_2(T) , \tag{C.23}
\]
\[
\phi_{(2)} = F_3(T) + V F_4(T) + V^2 F_5(T) + V^3 F_6(T) , \tag{C.24}
\]
\[
\phi_{(21)} = -\frac{1}{4} F_4(T) - \frac{1}{2} V F_5(T) - \frac{3}{8} \left( 1 + 2V^2 \right) F_6(T) + \phi_{(4)} , \tag{C.25}
\]
\[
\phi_{(4)} = \frac{3}{4} F_6(T) - \frac{1}{216} \left( \partial^2 V + 8 \right) \left( \partial^2 V + 44 \right) \phi_{(4)} , \tag{C.26}
\]
\[
\phi_{(4,1)} = \frac{1}{72} \left( \partial^2 V + 8 \right)^2 \phi_{(4)} , \tag{C.27}
\]
where \( \phi_{(4)} \) has to satisfy the differential equation
\[
\left( \partial^2 V + 8 \right)^2 \phi_{(4)} = 0 . \tag{C.29}
\]

Solving this differential equation leads to new arbitrary functions of \( T \) that appear as integration constants. At higher orders we find that all log terms \( \phi_{(2n,1)} \) are determined in terms of the \( \phi_{(2n)} \). However, each \( \phi_{(2n)} \) for \( n > 2 \) contains new undetermined functions in a similar fashion to what happened at order \( n = 2 \).

\[21\]We do not exclude the possibility that a more general ansatz for the expansion of \( \phi \) contains additional terms that are not of the form \( r^{2n} \log^k r \).
We thus clearly see that there is no FG expansion as new functions keep appearing at higher orders. On top of that we have no control over the ansatz as we can keep adding arbitrarily high powers of log $r$ at each order in $r$. When we solve the equations of motion of the massive vector model in the radial TV gauge in section 4 it can be observed that the components of the vector field will behave in a similar way to the real scalar field discussed here.

C.3 Compactifying the V coordinate

If we compactify $V \sim V + 2\pi L$ the solution to the Klein–Gordon equation $\Box \phi = 0$ becomes

$$
\phi = \sum_{m \in \mathbb{Z}} e^{-imV/L} \left[ r^{\Delta m} a_m(T) F_m(T, r^2) + r^{\Delta^+ m} \left( a_m^+(T) + b_m(T) \log r \right) F_m^+(T, r^2) \right],
$$

where the functions $F_m^\pm$ are of the form (C.11) and where

$$
\Delta_m^\pm = 1 \pm \sqrt{1 + \frac{\beta^2 m^2}{L^2}}.
$$

with the usual specifications whenever $\nu = \sqrt{1 + \frac{\beta^2 m^2}{L^2}} \in \mathbb{N}$. This means that whenever $\frac{\beta^2}{L^2} \in \mathbb{Q}$ there will always be a subset of the $m \in \mathbb{Z}$ for which $\nu \in \mathbb{N}$ and that whenever $\frac{\beta^2}{L^2} \notin \mathbb{Q}$ we have that $\nu \notin \mathbb{N}$ for all values of $m$. The functions $a_0^-(T)$ and $a_0^+(T)$ now correspond to the $m = 0$ modes. If we for simplicity assume that $\frac{\beta^2}{L^2} \notin \mathbb{Q}$ then we have

$$
\phi = a_0^-(T) + a_0^+(T) r^2
+ e^{-iV/L} \left[ r^{\Delta_1^-} a_1^-(T) F_1^-(T, r^2) + r^{\Delta_1^+} a_1^+(T) F_1^+(T, r^2) \right] + \text{c.c.}
+ e^{-2iV/L} \left[ r^{\Delta_2^-} a_2^-(T) F_2^-(T, r^2) + r^{\Delta_2^+} a_2^+(T) F_2^+(T, r^2) \right] + \text{c.c.}
+ \ldots.
$$

(C.32)

C.4 Discussion

On AdS we consider the most general solution to the Klein–Gordon equation because these correspond to unitary irreducible representations (UIRs) of the AdS isometry group and are therefore needed to compute correlation functions of scalar operators in the dual CFT. On a Schrödinger space-time this is totally different. The most general solution is reducible and can be decomposed into UIRs of the Schrödinger group. The scalar UIRs of the Schrödinger group are of the form $e^{-im\psi_m(T,r)}$ with $m \neq 0$ that form eigenstates of the particle number generator $i \partial \psi$. We thus see that each $m$-mode in (C.3) or (C.32) forms a UIR of the Schrödinger group. Hence for the purpose of computing correlation functions of say chiral primaries as defined in [59] we do not need more general solutions.

Further in [48] it has been shown that despite the absence of a time function (because the Schrödinger space-time is non-distinguishing as discussed in [65, 48]) there is at least a well defined field theory for scalar fields on a Schrödinger space-time that form UIRs. In fact for the free theory the momentum $m$ plays the role of the Bargmann superselection parameter [66] that labels the different Hilbert spaces. By this we mean that in the free theory unitary time evolution of states of the form $e^{-im\psi_m(T,r)}$ cannot change the value of $m$. 
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Nevertheless one can readily write down solutions of the free theory that are not in an eigenstate of particle number. By Fourier transform these can always be viewed as a superposition of the states of different $m$. It would be interesting to understand better the physical nature of such states and how we should think of them as states in a Hilbert space.
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