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ABSTRACT

Binaural hearing is one of the principal mechanisms enabling the localization of sound sources in space. In addition, binaural hearing also significantly improves the detection of signals in noise. Humans can detect interaurally anti-phasic tones in masking noise at sound levels 15 dB below the detection threshold of the equivalent in-phase tones. Intermediate thresholds result from detecting tones in noise with an interaural time difference (ITD). The dependence on ITD has so far been most accurately accounted for by models using an array of internal delays, altering, and ideally compensating for the noise ITD. The array of internal delays, or an equivalent mechanism, however, has not been found in mammals. Alternative coding principles that do not include an array of delays can also explain many aspects of sound localization but have failed to account for some of the available data on binaural detection. By employing the complex-valued correlation coefficient, we show that a minimum assumption model can explain the outcome of a wide range of binaural detection experiments. The proposed mechanism requires fewer degrees of freedom when compared to models with an array of delays while arguably improving compatibility with mammalian physiology. Intriguingly, the 2-dimensional acoustic feature space of variance normalized complex correlation coefficients is at the same time a perceptually uniform space for binaural detection.

1 Introduction

The auditory system has the challenging task of restoring the spatial properties of an acoustic scene based solely on the signals arriving at the two ears. A critical source of information in this process is the difference in arrival time between the signals at the two ears. The delay-line or Jeffress model [2], one of the longest-standing models of sensory-neuronal computation, suggests that an array of coincidence-detecting neurons compares neuronal signals from the two cochleae. According to this model, each neuron in the array is associated with a characteristic delay \( \tau \) compensating for a specific interaural time difference (ITD); the neuron that compensates best for the ITD would then show the strongest response. This concept corresponds to a cross-correlation and postulates a place code for ITD. The delay-line concept was supported by the success of quantitative cross-correlation-based models that were able to predict a variety of human psychoacoustic data [3,6]. Equally compelling, the predicted arrangement of axonal delay lines has been found in the nucleus laminaris of the barn owl [7], a spatial hearing specialist. In mammals, however, no such structure has been found. Instead, ITD-sensitive neurons have been associated with a rate code, where the relative firing rates of single neurons or populations of neurons encode for interaural differences [8,10].

In addition to sound localization, listening with two ears also provides a benefit in complex environments in which a target sound is masked by sounds from another location [11]. This binaural unmasking has been studied extensively using tone-in-noise detection experiments, resulting in a large body of highly reproducible data [4,12,14]. These studies consistently found that tone-in-noise detection improves greatly when an interaural difference is introduced into either the tone or the masker. If the masker is identical in both ears, anti-phasic 500-Hz tones can be detected at a
sound level 15 dB lower than for in-phase tones [12]. This benefit is purely binaural: monaural detection thresholds are unaffected by changes in tone phase, even though the waveform of the noise signal changes depending on the phase of the added tone (See Fig. 1).

Tone-in-noise detection thresholds depend on several stimulus features, including noise correlation, noise ITD, interaural phase relation of noise and target, and noise bandwidth. Models based on the cross-correlation function account for these dependencies by detecting changes in the maximum of the cross-correlation function $\rho(\tau)$ which are caused by the tone [3, 4]. These models benefit from the large array of differently tuned coincidence detectors which enables them to use the most informative delay element, $\rho(t_{\text{best}})$, for the respective task. Models that lack the array of delay-tuned detectors fall short in terms of both accuracy and comprehensiveness [15–17].

Adding a tone with an interaural phase difference (IPD) to a correlated masker not only reduces the correlation but also introduces fluctuations in IPD [18]. While the reduction in correlation and the fluctuation strength are closely connected, this relation does not always hold. This is illustrated by comparing two cases: (A) Two noise tokens from independent sources; (B) Two noise tokens from the same source where one token is phase-shifted by $\pi/2$. In both cases, the correlation between the tokens is zero. In the case of the two independent tokens, however, the IPD fluctuates randomly, whereas, by definition, (B) has a constant IPD. The amount of IPD fluctuation thus offers additional information about the underlying binaural statistics and has been proposed as an alternative metric for binaural detection [18–20].

Instead of using the IPD fluctuation directly, we propose using the complex correlation coefficient:

$$\gamma = \frac{\langle u^*(t) z(t) \rangle}{\sqrt{\langle |u(t)|^2 \rangle} \sqrt{\langle |z(t)|^2 \rangle}}$$  

where $u(t)$ and $z(t)$ are the analytical representations of the left and right ear signals, respectively. The asterisk indicates the complex conjugate, and the angular brackets the ensemble average.

Panels f and g in Fig. 1 illustrate that $\gamma$ contains information about both the average IPD and the amount of fluctuation around this average value. Its argument $\arg(\gamma)$ equals the expected value of the distribution of instantaneous IPDs,
or the time averaged IPD. Its modulus $|\gamma|$ is a measure for the consistency of left and right instantaneous phases and thus for the IPD fluctuation strength. We will refer to $|\gamma|$ as the interaural coherence\cite{20}. The coherence $|\gamma|$ can take values between 0 and 1 were 0 indicates no relation of instantaneous phases, and thus heavily fluctuating IPDs, while a value of 1 indicates a constant IPD. The word “correlation” in “complex correlation coefficient” suggests a similarity to the classic cross-correlation-function models, but it no longer relies on the internal delay parameter $\tau$. The encoded information is expressed only by a single complex number $\gamma$. The aim of this study is to test whether a computational model based on the complex cross-correlation coefficient can indeed match models based on the real-valued cross-correlation function in their predictive power to account for a large variety of binaural unmasking data.

2 Results

Tone-in-noise detection is usually performed as an alternative forced-choice task with one or more reference intervals containing only the reference noise and a target interval in which the tone is added to the noise. The goal of these studies is to determine the signal-to-noise ratio (SNR) at which the subject can identify the target stimulus with a predefined sensitivity.

A computational model was used to test the hypothesis that binaural tone-in-noise detection can be explained based on the complex correlation coefficient. In the model, threshold SNRs are calculated directly from the absolute difference between the complex-correlation coefficients of the masker and target stimuli. Correlation coefficients were calculated based on the spectral properties of the two input stimuli, assuming only a peripheral bandpass filter. In addition to this binaural detection path, a monaural pathway provides an SNR-based detection cue in stimuli with few or no binaural cues. A mathematical description of the model is given in the Methods.

Four stimulus parameters were necessary to define the stimuli used in this study: The IPD of the noise as a function of angular frequency $\Delta \phi(\omega)$, the noise correlation $\rho_N$, the IPD of the target tone $\Delta \phi$, and the noise bandwidth $\Delta \omega$. For example, for an out-of-phase tone in 900 Hz wide, correlated noise with 2.3 ms ITD (as used in Fig.\[22-24\]), the parameters would be set to $\Delta \phi(\omega) = \omega \times 2.3$ ms, $\rho_N = 1$, $\Delta \psi = \pi$ and $\Delta \omega = 2\pi \times 900$ Hz. Table 1 summarizes the stimulus parameters of all experiments that are discussed below. Three parameters define the model itself: parameters $\sigma_{\text{hin}}$ and $\sigma_{\text{mon}}$, which directly determine the binaural and the monaural detection sensitivity, and a third parameter $\phi$, which limits the maximal sensitivity to changes in coherence. Model parameters were optimized separately for each experiment because detection thresholds for identical stimuli were not always identical across studies. This finding is unsurprising, since most experiments were conducted with a small number of subjects. Table 1 summarizes the resulting model parameters.

2.1 Simulated data sets

The first data set by Pollack & Trittipoe\cite{24} is not from a tone-in-noise experiment but directly quantified the sensitivity to changes in coherence. For the model, this sensitivity was directly calculated using Eq\[7\]. Experimental data and model results are shown together in Fig.\[2\].

In the next two experiments, the reference also consisted of noise with predefined interaural correlations. However, the target correlation was not manipulated directly but was changed by adding a tone to the partly correlated noise. Robinson & Jeffress\cite{25} collected results for both in-phase and anti-phasic tones (See Fig.\[2\]). The experiment with anti-phasic tones was repeated by Bernstein & Trahiotis\cite{26}, who also collected data at different noise bandwidths (See Fig.\[2\]). The change in coherence that arises from adding a tone at a given SNR depends on the initial noise correlation $\rho_N$ and on the difference between the tone IPD and the noise IPD\cite{27}. The coherence change is greatest when the two IPDs are out of phase, while there is no influence when the IPDs are the same. In Fig.\[2\], this is reflected in the large difference between the threshold SNRs of the in-phase and anti-phasic conditions when $\rho_N = -1$ and $\rho_N = 1$. The improvement in threshold SNR with increasing bandwidth, as seen in Fig.\[2\], can be explained solely by the filter property of the auditory periphery. Only noise energy that falls within the peripheral filter interacts with the tone and thus determines the coherence. This peripheral filtering improves the SNR and thus also the nominal threshold SNR. For large stimulus bandwidths far exceeding the peripheral bandwidth, this improvement equals 3 dB/octave.

There are several definitions of coherence. Our use of coherence as $|\gamma|$ is a typical time-domain definition, as it is commonly used in fields of physics that deal with waves, such as optics\cite{21}. In general signal processing, the coherence function is instead defined in the frequency domain and calculated as the normalized absolute value of the cross spectral power density (CSPD)\cite{22}. The two definitions are strongly related, as the time-domain coherence can also be defined by using a Fourier-transform of the CSPD (see methods for details). In binaural research, a third definition exists, where interaural coherence is sometimes used to refer to the maximum of the real-valued cross-correlation function\cite{23}. This definition, however, is unique to the sub-domain and deviates from the other two.
Instead of directly changing the masking noise correlation, the next set of studies by Langford & Jeffress [13] and van der Heijden & Trahiotis [4] applied an ITD to the noise before adding the target tone (Fig. 2d and e). The added ITD results in both a reduction in coherence $|\gamma|$ and a shift in the noise IPD (See Fig. 1f for an example). The change in noise IPD results in periodic oscillations of the threshold SNR, as the effectiveness of the added phasic or anti-phasic tone changes with noise IPD. The periodic oscillation is superimposed by an overall increase in threshold SNR with ITD. Rabiner et al. [14] conducted a slightly different but related experiment: Instead of applying the ITD to the whole noise, it was applied only to the envelope of the masking noise which keeps the noise-IPD fixed at zero (Fig. 2f). Doing this removes the oscillations in the threshold SNR while resulting in the same increase in threshold SNR as when using the regular ITD.

Yet another stimulus variation was introduced by Bernstein & Trahiotis [28] who added anti-phasic tones to noises of different interaural correlations and applied the ITD to the whole signal. This modification keeps the phase relation...
between noise IPD and tone IPD fixed at π so that the ITD only influences the stimulus coherence (Fig. 2g). As in the study by Rabirer et al. [14], this results in an increase in the threshold SNR without oscillations. The increase is less pronounced at low noise correlations because the effect of the ITD on coherence diminishes with decreasing noise correlation. As described above, the model accounts for the bandwidth dependence of detection thresholds because of its bandpass filter. Figure 2h shows experimental results from van de Par & Kohlrausch [29] as well as simulated threshold SNRs for a large range of bandwidths from 5 Hz to 1 kHz in two configurations with binaural cues and one configuration with monaural cues only. At very low bandwidths, the filter does not significantly affect the noise energy, so the threshold SNR remains constant. At large bandwidths, the predicted threshold SNR improves by 3 dB per octave.

With parameters that were optimized individually for each experiment, the model could account for 91% to 98% of the respective variance (See Tbl. 1). For all data sets together, keeping the individual parameters, the model accounted for 98% of the total variance. Figure 2i visualizes this high correlation between modeled and experimental thresholds by plotting one against the other. A single set of parameters, optimized to reduce the variance across all data sets, still accounted for 93% of the total variance, despite the deviations in experimental threshold for identical stimulus parameters mentioned above.

### 3 Discussion

The complex-valued correlation coefficient model proposed here was able to account for nearly all aspects of the psychophysical data sets examined in this study. The modeled binaural sensitivity is directly proportional to the difference in the z-transformed complex correlation coefficient γ between target and reference. The bandpass filter is the only pre-processing stage necessary to account for these data sets. The following discussion will thus focus on these two components of the model while also considering possible neuronal substrates for the proposed mechanism.

#### 3.1 Implications of the complex correlation coefficient

In the first three experiments (Fig. 2a to c), no phase or time-shifts were added to the signal. Consequently, the imaginary part of γ was always 0 so that γ equaled the real-valued correlation coefficient (γ = ρ). This means that the model would show identical results if it were based solely on ρ.[3, 4]. The comprehensiveness and accuracy of ρ-based models for this kind of stimuli has been demonstrated previously [3].

The experiments shown in Fig. 2d-i, included ITDs or IPDs, so that γ was generally not real-valued. In these cases, models based on real-valued correlation alone need to include larger parts of the cross-correlation function ρ(τ) [3, 4]. Alternatively, as shown in this study, this kind of data can be explained entirely by the complex correlation coefficient.

To better understand the underlying mechanism, Figure 3h visualizes the z-transformed coefficients for threshold SNRs for the data of van der Heijden & Trahiotis. The illustrated complex space can be interpreted as a binaural feature space, where the distance between reference and target is directly proportional to the binaural sensitivity d′bin. It is apparent that this distance is determined by both the coherence, reflected in the length of the vector, and the mean IPD, reflected in its angle. The relative contributions of length and angle depend on the specific stimulus condition. For conditions where the difference between mean IPD of the noise and the tone equals 0 or π, the added tone cannot
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Figure 3: Vector visualization of the z-transformed correlation coefficients for selected stimuli of the \( N_{\text{z}z} \) condition of van der Heijden & Trahiotis [4] (also see Fig. 2). Results for reference stimuli are shown in green while target stimuli are shown in purple. The length of each vector represents the z-transformed coherence of the respective stimulus, while the angle represents the mean IPD of the target stimulus, shown in purple, contain both tone and noise at the experimental threshold SNR. Noise-ITDs in the range of 0 ms-2 ms are shown in panel a) and 2ms-4ms in panel b). Changes in \( \Delta t \) are directly reflected in the average noise-IPD, which determines the polar angle of the reference, so polar-labels state both the angle and the respective noise-ITD. The distance between the tips of the reference and target vectors is directly proportional to the strength of the binaural cue.

Influence the mean IPD of the resulting signal. In these cases, binaural detection was based solely on a change in coherence. If the difference is \( \pi \), the coherence change caused by the target is large, so the binaural cue is generally large as well. When the difference is 0, detection relied mostly on monaural cues, as visible in Fig. 3b: the vectors of reference and target are nearly equal at \( \Delta t = 1 \) ms. In this situation, the availability of binaural cues increases with decreasing noise coherence, as the added tone can then increase the coherence of the target relative to the reference (see \( \Delta t = 3 \) ms in Fig. 3b). The decrease in coherence with ITD is visible in the decreasing length of the reference vectors.

Of the data simulated in the present study, only that of van der Heijden & Trahiotis [4] and Langford & Jeffress [13] include stimuli with mean IPD differences between noise and tone other than 0 or \( \pi \). Only these intermediate differences cause a change in both coherence and angle of the target stimulus (Fig 3). In these intermediate cases, it is particularly advantageous to use the complex plane of the z-transformed correlation coefficient \( z[\gamma] \) as a two-dimensional acoustic stimulus feature space. A key finding of the present study is that the acoustic feature space can be used directly as a perceptual feature space so that the distance between two stimuli in this space is proportional to the binaural sensitivity index \( \rho_{\text{bin}} \). The complex plane of \( z[\gamma] \) can thus be interpreted as a perceptually uniform space like, for example, the CIELAB color space that is commonly used to represent color difference sensitivity [30].

If \( z[\gamma] \) is interpreted as a perceptually uniform space, it should be possible to use the same space to explain related phenomena, such as ITD discrimination. For tones, ITDs are equivalent to IPDs. Since IPDs are reflected in the argument of \( \gamma \), IPD discrimination sensitivity can be directly derived from Eq. 7:

\[
\Delta \sigma_{\text{thr}} = 2 \arcsin \left( \frac{d_{\text{bin}}^\gamma \sigma_{\text{bin}}}{2 \arctan \rho(\tilde{\rho})} \right).
\]

Using the set of parameters summarized in Tbl 1. with \( d_{\text{bin}}^\gamma = 1 \) resulted in IPD thresholds equivalent to ITDs in the range of 41 \( \mu s \) to 117 \( \mu s \) (Median 60 \( \mu s \)); this is within the range of experimentally obtained thresholds at 500 Hz. For discrimination around zero ITD, experimental thresholds are on average a little lower [31], but for discrimination around \( \pi \) thresholds are above the model median [32].

3.2 Effect of the peripheral filter bandwidth

In cases where the noise bandwidth is considerably larger than the peripheral filter bandwidth, the coherence function \( \gamma(\tau) \) is fully determined by the power spectrum of the peripheral filter (see Eq. 3 and 4). By substituting \( \tau \) with the ITD, the same function can be used to describe the ITD dependence of \( \gamma \). In the absence of a delay line, the decline of the binaural benefit with masker ITD is therefore a direct cause of the bandwidth after filtering. Langford & Jeffress were the first to describe this relation, and coarsely estimated that a 100-Hz filter bandwidth explains the ITD dependence of their data (see Fig. 2) [13]. With a more quantitative analysis, and assuming a triangular filter, Rabiner et al. [14] found that their data (see Fig. 2) was best accounted for by a filter with 85 Hz equivalent rectangular bandwidth (ERB). This value is close to the 79 Hz ERB of the 4th order gammatone filter that was used in the present study (see Methods). The ERB was fixed at 79 Hz in order to reduce the number of free model parameters. This bandwidth is a typical estimation for the bandwidth of the monaural periphery [33] and has also been employed in other
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binaural detection models \([3, 34]\). The same filter bandwidth is also responsible for the change in threshold SNR with stimulus bandwidth, as seen in Fig. 2, where the point at which the simulated threshold SNR starts to decrease is determined primarily by the bandwidth.

### 3.3 Limitations of the model implementation

While the proposed model was able to account for nearly all characteristics of the data sets shown in Fig. 2, some limitations do remain.

The experiment shown in Fig. 2 revealed differences between the threshold SNRs for in-phase tones in anti-phasic noise \((N_0, S_0)\) and anti-phasic tones in in-phase noise \((N_0, S_0)\): thresholds in the \((N_0, S_0)\) condition were about 4 dB higher than for \((N_0, S_0)\). The same trend can be seen in the data shown in Fig. 2 and is consistent across other studies \([12, 25]\). For our model, the two conditions differ only in their mean IPD (that is, in the argument of the correlation coefficient \(\text{arg}(\gamma)\)), which is zero for the \((N_0, S_0)\) condition and \(\pi\) for \((N_0, S_0)\). By using \(\gamma\) to predict thresholds directly, the model assumes that the sensitivity to IPDs does not depend on the mean IPD, so predictions for the two conditions are the same. The mean IPD-dependent difference in the experimental thresholds also reflects the previously mentioned difference in sensitivity to changes in IPD, which is lower around \(\pi\) than around \(0\) \([32]\). Both changes in sensitivity could be caused by differences in neuronal coding precision. The responses of IPD-sensitive neurons in the auditory brainstem and midbrain usually show their strongest change around IPDs of zero; this has been suggested to facilitate the accurate encoding of IPDs in this region \([8, 35]\). The shape of the IPD rate functions of these neurons has also been shown to increase IPD sensitivity near zero IPD \([56]\).

Other limitations in explaining experimental data arose from the decision to minimize the model’s complexity. In the \((N_0, S_0)\) condition shown in Fig. 2, the model deviates significantly from the data. This deviation results from the sample-to-sample variability of the noise energy, which changes with stimulus bandwidth \([29]\). This effect cannot be accounted for by the current model implementation, which is based on infinitely long signals. However, a numeric implementation based on finite signal waveforms should account for this phenomenon. The current model also neglects peripheral processing apart from bandpass filtering. Without this pre-processing, the model cannot account for effects that are associated with the periphery \([37, 59]\). Extending the current model with a more detailed periphery should help account for these data sets.

Another limitation of the current implementation is its focus on a single frequency channel centered at 500 Hz. With different parametrization, the model can be reasonably expected to account for experiments at different frequencies. Other experiments, however, such as those employing spectrally complex maskers or maskers constructed from two noise sources with different ITDs, might require a multi-channel implementation of the model. The success of this kind of model extension has recently been demonstrated \([40]\).

### 3.4 Neuronal substrate

No additional transformation was necessary in order to use the stimulus space \(z[\gamma]\) as the perceptual space. This suggests that information virtually equivalent to the complex correlation coefficient is encoded neuronally. The question is, what is the underlying neuronal mechanism? In order to encode information equivalent to the complex correlation coefficient, neurons would have to encode either the real and imaginary parts of the coefficient, or its modulus (coherence) and argument (time-average IPD).

One possibility is that there are two differently tuned coincidence-detecting neurons or neuron populations, one responding maximally to an ITD equivalent to an IPD of \(+\pi/4\), the other to an IPD of \(-\pi/4\). The \(\pi/2\) difference between the two corresponds to the phase difference between the real and imaginary parts of \(\gamma\). This kind of two-channel code has indeed been proposed as an alternative to the systematic arrangement of delay lines, which mammals seem to lack \([8]\). While the original idea of the two-channel code was limited to encoding IPD and interaural coherence in isolation \([20]\), it can also encode the complex correlation coefficient. This two-channel idea is supported by the high prevalence of neurons with a maximum response at IPDs near \(\pi/4\) \([8, 41]\). The direct relation between correlation function and neuron responses is of course idealized, as the shape of the IPD-rate function and the inter-channel phase shift vary considerably between neurons. Any deviations from the optimal shape such as the \(\pi/2\) phase shift or the sinusoidal shape, would only skew the encoded complex plane; this could explain differences in the precision with which certain IPDs are encoded and thus the above-mentioned difference in binaural detection thresholds between in-phase and anti-phasic noise maskers \([42]\).

The second method for encoding information akin to the complex correlation coefficient is to directly encode the time-averaged IPD and the coherence. The ability of the auditory system to encode for the former is well established \([10]\). To encode information equivalent to coherence, the auditory system could rely on the amount with which the
IPD fluctuates around its mean. This IPD-fluctuation code would have the benefit of only requiring information about a single quantity – the IPD – but would also require neurons fast enough to follow the instantaneous changes in IPD caused by a reduction in coherence. Neurons that do just this have been described: IPD-sensitive neurons are able to encode the fast fluctuations, by means of fast changes in their response rate \[43,45\]. Both proposed methods for encoding the complex correlation coefficient are therefore physiologically plausible.

### 3.5 Summary

Our goal was to test whether the complex-valued correlation coefficient can explain binaural tone-in-noise detection. Using a computational model, we were able to demonstrate that this metric is indeed able to accurately account for many central aspects of tone-in-noise detection. By relying on the complex correlation coefficient \(\gamma\) instead of the real-valued cross-correlation function \(\rho(\tau)\), the new approach represents a significant simplification over previous modeling approaches while at the same time improving compatibility with mammalian physiology.

### Methods

The following sections introduce the underlying mathematics that were used for the model implementation. A Python implementation of the model as well as the scripts for deriving and plotting predictions for all experiments are openly available \[46\].

#### Deriving the complex correlation-coefficient for tone-in-noise detection experiments

Throughout this study, the complex correlation coefficient was calculated from the cross-spectral power density (CSPD) \(S(\omega)\) of the signals. Following the Wiener-Khinchine theorem, the cross-correlation function of two signals is equivalent to the inverse Fourier-transform of their CSPD \[47\]. Consequently, the normalized complex correlation coefficient can be calculated as:

\[
\gamma = \frac{\int_{-\infty}^{\infty} S(\omega) d\omega}{\sqrt{\int_{-\infty}^{\infty} |S_{uu}(\omega)| d\omega \int_{-\infty}^{\infty} |S_{zz}(\omega)| d\omega}}.
\]  

(3)

Where \(S_{uu}(\omega)\) and \(S_{zz}(\omega)\) are the power spectral densities of \(u(t)\) and \(z(t)\). This CSPD-based approach has the benefit of directly resulting in the expected value of \(\gamma\) as opposed to a waveform-based implementation where the coherence would have to be estimated as the mean of several instances of the signal waveform.

Given the analytical representations of the left and right signals \(u(t)\) and \(z(t)\), the effective CSPD \(S(\omega)\) was composed of two parts: The CSPD \(S_{u\times z}\) of \(u(t)\), \(z(t)\) and of a transfer function \(H(\omega)\) used to account for the bandpass properties of the auditory periphery:

\[
S(\omega) = S_{u\times z}|H(\omega)|^2.
\]  

(4)

The CSPD \(S_{u\times z}\) is directly determined by the stimulus used in the respective experiment and can be formalized as:

\[
S_{u\times z}(\omega) = \begin{cases} 
\frac{2\pi}{\Delta\omega} e^{i\Delta\varphi(\omega)} & \omega_0 - \frac{\Delta\omega}{2} < \omega \leq \omega_0 + \frac{\Delta\omega}{2} \\
\frac{N}{\Delta\omega} SNR e^{i\Delta\psi} & \omega = \omega_0 \\
0 & \text{otherwise}
\end{cases}
\]  

(5)

where \(\Delta\omega\) is the bandwidth of a rectangular noise band centered around \(\omega_0\) which, in all cases was set to \(\omega_0/2\pi = 500\) Hz. \(\Delta\varphi(\omega)\) is the IPD spectrum of the noise while \(\Delta\psi\) is the IPD of the tone. Both were set according to the conditions used in the respective experiment as summarized in Table 1. For tone-in-noise detection experiments, \(\gamma\) is independent of the absolute level and only depends on the SNR. Consequently, the noise energy was set to one, so that the energy of the tone equals the SNR. Some experiments also made use of noises with different interaural correlations \(\rho_N\). The CSPD only contains interaurally coherent energy so that, in these cases, the CSPD of the noise is scaled by \(\rho_N\). Assuming the power spectrum of a gammatone filters to account for then bandpass characteristics of the auditory periphery, \(|H(\omega)|^2\) was approximated by:

\[
|H(\omega)|^2 = \left[1 + \frac{(\omega - \omega_0)^2}{4\pi^2 b}\right]^{-n}, b = \frac{\text{ERB}(n-1)^2}{\pi(2n-2)\pi^2(2-2n)}
\]  

(6)

where \(n\) is the order of the filter and ERB its equivalent rectangular bandwidth \[43\]. In this study, the filter was centered at 500 Hz with the filter order set to \(n = 4\) and the ERB to 78.7 Hz.

### Modeling the detection performance

A signal-detection model with two branches, one binaural and one monaural, was used to derive tone-in-noise detection thresholds. The first branch calculates the binaural sensitivity index \(d_{\text{bin}}^r\) based on the difference of the complex correlation coefficients \(\gamma_t\) of a reference signal and of a target signal \(\gamma_t\):

\[
d_{\text{bin}}^r = \frac{|z[\hat{\rho} \gamma_t] - z[\hat{\rho} \gamma_t]|}{\sigma_{\text{bin}}}
\]  

(7)
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Here, \( z \) symbolizes the Fisher’s z-transform applied to the modulus of the input while leaving the argument unchanged. This transform normalizes the sampling distribution of the coherence\(^49\). Direct use of this transformation would result in infinite sensitivity to changes from a coherence of one so that the model parameter \( \hat{\rho} \) was introduced. Functionally, this is equivalent to adding uncorrelated noise to the two input signals to account for processing errors on the auditory pathway\(^50\). The sensitivity of the binaural path is adjusted by the model parameter \( \sigma_{\text{bin}} \).

The monaural branch offers sensitivity to increases in stimulus energy between reference and target. As the power of the noise is held constant, this increase is directly proportional to the SNR so that the monaural sensitivity index \( d'_{\text{mon}} \) is calculated as:

\[
d'_{\text{mon}} = \frac{\text{SNR}_{\text{eff}}}{\sigma_{\text{mon}}},
\]

where \( \text{SNR}_{\text{eff}} \) is the effective SNR after peripheral bandpass filtering and \( \sigma_{\text{mon}} \) is used to adjust the sensitivity of the monaural pathway.

Assuming a linear independent combination of the monaural and the binaural information, the monaural and binaural sensitivity indices are then combined to the overall sensitivity index:

\[
d' = \sqrt{d'^2_{\text{bin}} + d'^2_{\text{mon}}},
\]

All signals that were used in this study are defined by the noise-IPD-spectrum \( \Delta \phi(\omega) \), the tone-IPD \( \Delta \psi \), the noise-correlation \( \rho_N \) and the noise bandwidth \( \Delta \omega \). With these parameters defined, \( d'_{\text{mon}} \) and \( d'_{\text{bin}} \) and thus \( d' \) only depend on the SNR. Finding the SNR that results in the \( d' \) value corresponding to the experimentally defined threshold was solved by using a numeric optimization algorithm.
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