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Abstract
Possibilities for defining the radial derivative of the delta distribution $\delta(x)$ in the setting of spherical coordinates are explored. This leads to the introduction of a new class of continuous linear functionals similar to but different from the standard distributions. The radial derivative of $\delta(x)$ then belongs to that new class of so-called signumdistributions. It is shown that these signumdistributions obey easy-to-handle calculus rules which are in accordance with those for the standard distributions in $\mathbb{R}^m$.
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1 Introduction
Given a distribution $T$ in $\mathbb{R}^m$ expressed in spherical coordinates $x = r\omega$, $r = |x|, \omega \in S^{m-1}$, $S^{m-1}$ being the unit sphere in $\mathbb{R}^m$, one may wonder if a meaning could be given to the actions $\partial_r T$, $rT$, $\omega T$ and the like, which, in principle, are “forbidden actions” and thus a priori not defined in the standard setting. Indeed, differentiation of distributions is well-defined with respect to the standard cartesian coordinates $x_1, x_2, \ldots, x_m$ and multiplication of a distribution is only allowed by a smooth function, a condition which, clearly, is not satisfied by the functions $r$ and $\omega$. We will tackle this problem for one specific distribution: the delta distribution $\delta(x)$, and in the first place concentrate on a possible definition of its radial derivative $\partial_r \delta(x)$.

The delta distribution is pointly supported at the origin, it is rotation invariant:
$$\delta(Ax) = \delta(x), \quad \forall A \in \text{SO}(m)$$
it is even: $\delta(-x) = \delta(x)$ and it is homogeneous of order $(-m)$:
$$\delta(ax) = \frac{1}{|a|^m} \delta(x)$$
So in a first, naive, approach, one could think of $\partial_r \delta(x)$ as a distribution which remains pointly supported at the origin, rotation invariant, even and homogeneous of degree $(-m-1)$. Temporarily leaving aside the even character, on the basis of the other cited characteristics the distribution $\partial_r \delta(x)$ should take the following form:
$$\partial_r \delta(x) = c_0 \partial_{x_1} \delta(x) + \cdots + c_m \partial_{x_m} \delta(x)$$
and it becomes immediately clear that this approach is impossible since all distributions appearing in this decomposition are odd and not rotation invariant, whereas \( \partial_r \delta(x) \) is assumed to be even and rotation invariant. It could be that \( \partial_r \delta(x) \) is either the zero distribution or is no longer pointly supported at the origin, both possibilities being quite unacceptable. But another idea is that \( \partial_r \delta(x) \) is not a usual distribution anymore, and the same for \( r \delta(x) \) and \( \omega \delta(x) \). In Section 7 we will introduce a new class of bounded linear functionals on an appropriate space of test functions, very similar to but different from the standard distributions, and we will show that the above cited three distributions belong to that new class.

2 The delta distribution in cartesian coordinates

The delta distribution \( \delta(x) \in D'(\mathbb{R}^m) \) is, quite naturally, very well–known and frequently used in physics to model point sources in various field theories. Let us summarize its properties. It is a scalar distribution defined by

\[
\langle \delta(x), \varphi(x) \rangle = \varphi(0), \quad \forall \varphi \in \mathcal{D}(\mathbb{R}^m)
\]

which is of finite order zero, with cartesian derivatives given by

\[
\langle \partial^s x_j \delta(x), \varphi(x) \rangle = (-1)^s \langle \delta(x), \partial^s x_j \varphi(x) \rangle = (-1)^s \{ \partial^s x_j \varphi(x) \}|_{x=0}, \quad j = 1, \ldots, m
\]

In particular the action of the Dirac operator \( \slashed{D} = \sum_{j=1}^m e_j \partial x_j \) results into the vector–valued distribution given by

\[
\langle \slashed{D} \delta(x), \varphi(x) \rangle = - \langle \delta(x), \slashed{D} \varphi(x) \rangle = - \{ \slashed{D} \varphi(x) \}|_{x=0}
\]

Note that we are using here the basis vectors \((e_j, j = 1, \ldots, m)\) of \( \mathbb{R}^m \) as Clifford vectors, generating the Clifford algebra \( \mathbb{R}_{0,m} \), for which \( e_j^2 = -1, e_i \wedge e_j = e_i e_j = -e_j e_i, e_i = -e_j \wedge e_i, e_i \cdot e_j = 0, i \neq j = 1, \ldots, m \). For more on Clifford algebras we refer to e.g. [5]. In this way the Dirac operator, which may be seen as a Stein–Weiss projection of the gradient operator (see e.g. [6]) and underlies the higher dimensional theory of monogenic functions (see e.g. [3]), linearizes the Laplace operator: \( \slashed{D}^2 = -\Delta \), which is the Fischer or Fourier dual to \( x^2 = -|x|^2 \), \( x \) being the Clifford vector variable

\[
x = \sum_{j=1}^m e_j x_j.
\]

The action of the Euler operator

\[
E = -x \cdot \slashed{D} = \sum_{j=1}^m x_j \partial x_j
\]

on the delta distribution reveals the latter’s homogeneous character: \( E \delta(x) = (-m) \delta(x) \), while the action of the (bivector–valued) angular momentum operator

\[
\Gamma = -x \wedge \slashed{D} = - \sum_{j<k} e_j e_k (x_j \partial x_k - x_k \partial x_j)
\]

leads to \( \Gamma \delta(x) = 0 \).

3 The delta distribution in spherical coordinates

Introducing spherical coordinates: \( x = r \omega, r = |x|, \omega = \sum_{j=1}^m e_j \omega_j \in \mathbb{S}^{m-1} \), the Dirac operator takes the form

\[
\slashed{D} = \omega \partial_r + \frac{1}{r} \partial_\omega
\]
To give an idea how the angular differential operator \( \partial_\omega = \sum_{j=1}^m e_j \partial_{\omega_j} \) looks like, we mention here its explicit form in dimension \( m = 2 \): \( \partial_\omega = e_\theta \partial_\theta \) and in dimension \( m = 3 \): \( \partial_\omega = e_\theta \partial_\theta + e_\varphi \frac{1}{\sin \theta} \partial_\varphi \), where the meaning of the angular coordinates \( \theta \) and \( \varphi \) is straightforward. The Euler operator in spherical coordinates reads: \( E = r \partial_r \), while the angular momentum operator \( \Gamma \) takes the form \( \Gamma = -\omega \partial_\omega = -\omega \wedge \partial_\omega \). In Clifford analysis (see e.g. [3]) this operator \( \Gamma \) is mostly called the spherical Dirac operator and the fact that \( \Gamma \delta(x) = 0 \) confirms that the delta distribution \( \delta(x) \), when expressed in spherical coordinates, only depends on the radial distance \( r \), in other words the delta distribution is spherically symmetric. Finally the Laplace operator is written in spherical coordinates as

\[
\Delta = \partial_r^2 + (m-1) \frac{1}{r} \partial_r + \frac{1}{r^2} \Delta^* \]

where \( \Delta^* = \omega \partial_\omega - \partial_\omega \omega = -\partial_\omega \cdot \partial_\omega \) is the Laplace–Beltrami operator, containing only angular derivatives, which implies that \( \Delta^* \delta(x) = 0 \) and so

\[
\Delta \delta(x) = \partial_r^2 \delta(x) + (m-1) \frac{1}{r} \partial_r \delta(x) \]

Using the basic formulae

\[
E \delta(x) = (r \partial_r) \delta(x) = (-m) \delta(x) \quad \text{and} \quad \partial_\omega \delta(x) = 0
\]

we will now establish the formulae concerning the “legal” actions on the delta distribution of two specific differential operators containing the radial derivative, viz. \( \partial_r^2 \) and \( \frac{1}{r} \partial_r \). Note that the latter operator is, up to a constant factor, nothing else but the derivative with respect to \( r^2 \):

\[
\left( \frac{1}{r} \partial_r \right) = 2 \partial_{r^2}
\]

**Proposition 1.** The actions of the operators \( \partial_r^2 \) and \( \frac{1}{r} \partial_r \) on the delta distribution are well-defined and it holds that

\[
(\partial_r^2) \delta(x) = \frac{1}{2}(m+1) \Delta \delta(x) \quad \text{and} \quad \left( \frac{1}{r} \partial_r \right) \delta(x) = -\frac{1}{2} \Delta \delta(x)
\]

**Proof**

Applying twice the Euler operator we obtain consecutively

\[
\begin{align*}
(r \partial_r)^2 \delta &= m^2 \delta \\
(r \partial_r) \delta + r^2 (\partial_r^2) \delta &= m^2 \delta \\
r^2 (\partial_r^2) \delta &= m(m+1) \delta \\
(\partial_r^2) \delta &= m(m+1) \frac{1}{r^2} \delta \\
(\partial_r^2) \delta &= \frac{1}{2}(m+1) \Delta \delta + S_1
\end{align*}
\]

with \( S_1 = c_0 \delta + \sum_{j=1}^m c_j \partial_{x_j} \delta \), since \( r^2 \Delta \delta = (x_1^2 + \cdots + x_m^2)(\partial_{x_1^2} + \cdots + \partial_{x_m^2}) \delta = 2m \delta \), \( r^2 \delta = 0 \) and \( r^2 \partial_{x_j} \delta = 0 \).
On the other hand, we have
\[
\left( \frac{1}{r} \partial_r \right) (r \partial_r) \delta = (-m) \left( \frac{1}{r} \partial_r \right) \delta \\
\left( \frac{1}{r} \partial_r \right) \delta + (\partial_r^2) \delta = (-m) \left( \frac{1}{r} \partial_r \right) \delta \\
\left( \frac{1}{r} \partial_r \right) \delta = -\frac{1}{m+1} (\partial_r^2) \delta \\
\left( \frac{1}{r} \partial_r \right) \delta = -\frac{1}{2} \Delta \delta - \frac{1}{m+1} S_1
\]

Now invoking the Laplace operator, we obtain
\[
\Delta \delta = (\partial_r^2) \delta + (m-1) \left( \frac{1}{r} \partial_r \right) \delta \\
= \left( \frac{1}{2} (m+1) \Delta \delta + S_1 \right) + (m-1) \left( -\frac{1}{2} \Delta \delta - \frac{1}{m+1} S_1 \right) \\
= \Delta \delta + \frac{2}{m+1} S_1
\]
from which it follows that \( S_1 = 0 \). \( \square \)

**Remark 1.** Note that the results of Proposition 1 are consistent with the expression of the Laplace operator in spherical coordinates since
\[
(\partial_r^2) \delta(x) + (m-1) \left( \frac{1}{r} \partial_r \right) \delta(x) = \frac{1}{2} (m+1) \Delta \delta(x) + (m-1) \left( -\frac{1}{2} \Delta \delta(x) = \Delta \delta(x) \right)
\]

**Proposition 2.** *The action of the operator \( \omega \partial_r \) on the delta distribution is well–defined and it holds that*
\[
(\omega \partial_r) \delta(x) = \partial \delta(x) = \sum_{j=1}^{m} e_j \partial_{x_j} \delta(x)
\]

**Proof**
The result easily follows from the spherical form of the Dirac operator, taking into account that \( \partial_x \delta(x) = 0 \). \( \square \)

**Remark 2.** The result of Proposition 2, which may also be written componentwise as
\[
(\omega_j \partial_r) \delta(x) = \partial_{x_j} \delta(x), \quad j = 1, \ldots, m
\]
is consistent with the expression of the Laplace operator in spherical coordinates since
\[
\Delta \delta(x) = -\partial^2 \delta(x) = - (\omega \partial_r + \frac{1}{r} \partial_x) (\omega \partial_r) \delta(x) \\
= \partial_r^2 \delta(x) - \omega \partial_r \frac{1}{r} \partial_r \delta(x) \\
= \partial_r^2 \delta(x) + (m-1) \frac{1}{r} \partial_r \delta(x)
\]
where the well–known result: \( \partial_x (\omega) = 1 - m \) was taken into account.
By iterated application of the formulae established in the Propositions 1 and 2, the following results are obtained.

**Corollary 1.** For all \( k \in \mathbb{N} \) one has

\[
(\omega \partial_r)^{2k} \delta(x) = (-1)^k \partial_r^{2k} \delta(x) = \frac{1}{2^k k!} (m + 1)(m + 3) \cdots (m + 2k - 1) \partial_r^{2k} \delta(x)
\]

\[
(\omega \partial_r)^{2k+1} \delta(x) = (-1)^k \omega \partial_r^{2k+1} \delta(x) = \frac{1}{2^k k!} (m + 1)(m + 3) \cdots (m + 2k - 1) \partial_r^{2k+1} \delta(x)
\]

\[
(\omega \partial_r)\partial_r^{2k} \delta(x) = \partial_r^{2k+1} \delta(x) = \partial_r^{2k} (\omega \partial_r) \delta(x)
\]

\[
(\omega \partial_r)\partial_r^{2k+1} \delta(x) = \frac{m + 2k + 1}{2(k + 1)} \partial_r^{2k+2} \delta(x) = \frac{m + 2k + 1}{2(k + 1)} \partial_r^{2k+1} (\omega \partial_r) \delta(x)
\]

**Corollary 2.** For all \( k \in \mathbb{N} \) one has

\[
\left( \frac{1}{r} \partial_r \right)^k \delta(x) = \frac{1}{2^k k!} \partial_r^{2k} \delta(x) = (-1)^k \frac{1}{2^k k!} \Delta^k \delta(x)
\]

The formulae obtained in Corollary 1 may be generalized by considering products of radial derivatives of the delta distribution and natural powers of the radial distance. The results of the following Proposition 3 are obtained by a straightforward computation invoking the identities, with \( k \geq \ell \),

\[
(i) \quad x^{2\ell} \partial_r^{2k} \delta(x) = (2k)(2k - 2) \cdots (2k - 2\ell + 2) (m + 2k - 2)(m + 2k - 4) \cdots (m + 2k - 2\ell) \partial_r^{2k-2\ell} \delta(x)
\]

\[
(ii) \quad x^{2\ell+1} \partial_r^{2k} \delta(x) = (2k)(2k - 2) \cdots (2k - 2\ell) (m + 2k - 2)(m + 2k - 4) \cdots (m + 2k - 2\ell) \partial_r^{2k-2\ell-1} \delta(x)
\]

\[
(iii) \quad x^{2\ell} \partial_r^{2k+1} \delta(x) = (2k)(2k - 2) \cdots (2k - 2\ell + 2) (m + 2k)(m + 2k - 2) \cdots (m + 2k - 2\ell + 2) \partial_r^{2k-2\ell+1} \delta(x)
\]

\[
(iv) \quad x^{2\ell+1} \partial_r^{2k+1} \delta(x) = (2k)(2k - 2) \cdots (2k - 2\ell + 2) (m + 2k)(m + 2k - 2) \cdots (m + 2k - 2\ell) \partial_r^{2k-2\ell} \delta(x)
\]

It turns out that when the sum of the order of the radial derivative \( \partial_r \) and the power of \( r \) is even then the product is a well-defined scalar radial operator, and when this sum is odd then the product is a well-defined vector operator involving the function \( \omega \).

**Proposition 3.** One has, with \( k \geq \ell \),

\[
(i) \quad r^{2\ell} \partial_r^{2k} \delta(x) = (-1)^{k+\ell} \frac{1}{2^{k-\ell}(k-\ell)!} (m + 1)(m + 3) \cdots (m + 2k - 1)
\]

\[
(ii) \quad r^{2\ell+1} \partial_r^{2k} \delta(x) = (-1)^{k+\ell} \frac{1}{2^{k-\ell-1}(k-\ell-1)!} (m + 1)(m + 3) \cdots (m + 2k - 1)
\]

\[
(iii) \quad r^{2\ell} \partial_r^{2k+1} \delta(x) = (-1)^{k+\ell} \frac{1}{2^{k-\ell}(k-\ell)!} (m + 1)(m + 3) \cdots (m + 2k - 1)
\]

\[
(iv) \quad r^{2\ell+1} \partial_r^{2k+1} \delta(x) = (-1)^{k+\ell+1} \frac{1}{2^{k-\ell}(k-\ell)!} (m + 1)(m + 3) \cdots (m + 2k - 1)
\]
4 Another attempt to define $\partial_r \delta(x)$

First note that the formula

$$(\omega \partial_r) \delta(x) = \partial_r \delta(x) = \sum_{j=1}^{m} e_j \partial_e \delta(x)$$

obtained in Proposition 2 cannot be used to define the radial derivative $\partial_r \delta(x)$ of the delta distribution since multiplication of a distribution by $\omega$ is not allowed. But the formula

$$(-\partial_r^2) \delta(x) = \frac{1}{2} (m+1) (-\Delta) \delta(x)$$

obtained in Proposition 1 could offer a possibility to define $\partial_r \delta(x)$. Indeed, by taking “square roots” we obtain

$$H_r \partial_r \delta(x) = \sqrt{\frac{m+1}{2}} (-\Delta)^{\frac{1}{2}} \delta(x)$$

Let us explain this result in more detail. At the right hand–side of (2) appears the so–called square root of the negative Laplace operator $(-\Delta)^{\frac{1}{2}}$ which is the convolution operator given, for an appropriate function or distribution $F(x)$, by

$$(-\Delta)^{\frac{1}{2}} [F(x)] = -\frac{2}{a_{m+1}} \text{Fp} \frac{1}{r^{m+1}} * F(x)$$

the convolution kernel $\text{Fp} \frac{1}{r^{m+1}}$ being a “Finite Part” distribution in $\mathbb{R}^m$, and $a_{m+1} = \frac{2\pi^{(m+1)/2}}{\Gamma((m+1)/2)}$ being the area of the unit sphere $\mathbb{S}^m$ in $\mathbb{R}^{m+1}$. Repeated action of the operator $(-\Delta)^{\frac{1}{2}}$ results into the well–known result

$$(-\Delta)^{\frac{1}{2}} (-\Delta)^{\frac{1}{2}} [F] = \left( \frac{2}{a_{m+1}} \right)^2 \text{Fp} \frac{1}{r^{m+1}} * [\text{Fp} \frac{1}{r^{m+1}} * F] = (-\Delta) [F]$$

recovering in this way for $F(x) = \delta(x)$, up to the constant $\frac{1}{2}(m+1)$, the right hand–side of (1). Note that the right hand–side of (2) reduces to

$$\sqrt{\frac{m+1}{2}} (-\Delta)^{\frac{1}{2}} \delta(x) = -\frac{2}{a_{m+1}} \sqrt{\frac{m+1}{2}} \text{Fp} \frac{1}{r^{m+1}} * \delta = -\sqrt{\frac{m+1}{2}} \frac{\Gamma((m+1)/2)}{\pi^{m/2}} \text{Fp} \frac{1}{r^{m+1}}$$

At the left hand–side of (2) appears the one–dimensional Hilbert transform $H_r$ in the real variable $r$, given, for an appropriate function or distribution $f(r)$, by

$$H_r[f(r)] = \frac{1}{\pi} \text{Pv} \frac{1}{r} * f$$

the Hilbert kernel $\text{Pv} \frac{1}{r}$ being a "Principal Value" distribution in $\mathbb{R}$. As is well–known the one–dimensional Hilbert transform is a linear endomorphism both of the space $D_{L_p}$ of test functions given by

$$D_{L_p} = \{ \phi(t) \in C^\infty(\mathbb{R}) : \phi^{(k)}(t) \in L_p(\mathbb{R}), \forall k \in \mathbb{N} \}, \quad 1 < p < +\infty$$

and of its dual $D_{L_p^*}$, with inverse $H_r^{-1} = -H_r$, so that $H_r^2 = -1$. Moreover the Hilbert transform is commuting with derivation so that repeated action of $H_r \partial_r$ leads to

$$(H_r \partial_r)(H_r \partial_r) \delta(x) = H_r^2 \partial_r^2 \delta(x) = (-\partial_r^2) \delta(x)$$
in this way recovering the left hand–side of (1).

Now rewriting (2) as

\[
(H_r \partial_r) \delta(x) = \sqrt{\frac{m+1}{2}} (-\Delta)^{\frac{m}{2}} \delta(x) = -\sqrt{\frac{m+1}{2}} \frac{\Gamma(m+1)}{\pi^m} \text{P}_m \left( \frac{1}{r^{m+1}} \right)
\]  

(3)

it becomes clear that the operator \((H_r \partial_r)\) acting on the delta distribution flattens out the point support of \(\delta(x)\) to the whole of \(\mathbb{R}^m\), and the result \((-\Delta)^{\frac{m}{2}} \delta(x)\) is the only distribution, up to a constant, which is rotation invariant and homogeneous of degree \((-m - 1)\). Note by the way that the same phenomenon concerning the support of the delta distribution occurs under the action of the so–called Hilbert–Dirac operator \((H \partial)\) (see e.g. [2]):

\[
(H \partial)[\delta(x)] = (-\Delta)^{\frac{m}{2}} \delta(x) = -\frac{\Gamma(m+1)}{\pi^{\frac{m+1}{2}}} \text{P}_m \left( \frac{1}{r^{m+1}} \right)
\]

where \(H\) stands for the Hilbert transform in \(\mathbb{R}^m\) given, for an appropriate function or distribution \(f\), by

\[
H[f] = \mathcal{H} \ast f = -\frac{\Gamma(m+1)}{\pi^{\frac{m+1}{2}}} \text{P}_m \left( \frac{\omega^m r}{r^m} \right) \ast f
\]

In order to retrieve from (3) an expression for \(\partial_r \delta(x)\), we can act with the radial Hilbert transform \(H_r\) on both sides, leading to

\[
\partial_r \delta(x) = \sqrt{\frac{m+1}{2}} \frac{\Gamma(m+1)}{\pi^m} H_r \left[ \text{P}_m \left( \frac{1}{r^{m+1}} \right) \right]
\]

(4)

which requires an appropriate definition of the **radial Hilbert transform of a distribution** and of a rotation–invariant distribution in particular, a question which is of the same nature as the quest for an acceptable definition of the radial derivative \(\partial_r \delta(x)\). Anyway, as we will show that \(\partial_r \delta(x)\) belongs to a new class of so–called signumdistributions, by (4), the radial Hilbert transform of a distribution should belong to that class too.

### 5 A physics approach to the delta distribution

In physics texts one often encounters the following expression for the delta distribution in spherical coordinates:

\[
\delta(x) = \frac{1}{a_m} \frac{\delta(r)}{r^{m-1}}
\]

(5)

Apparenty this can be explained in the following way. Write the action of the delta distribution as an integral:

\[
\varphi(0) = \langle \delta(x), \varphi(x) \rangle = \int_{\mathbb{R}^m} \delta(x) \varphi(x) dV(x)
\]

\[
= \int_0^\infty r^{m-1} \delta(x) dr \int_{S^{m-1}} \varphi(r \omega) dS_{\omega}
\]

\[
= a_m \int_0^\infty r^{m-1} \delta(x) \Sigma^0[\varphi](r) dr
\]

using the so–called **spherical mean** of the test function \(\varphi\) given by

\[
\Sigma^0[\varphi](r) = \frac{1}{a_m} \int_{S^{m-1}} \varphi(r \omega) dS_{\omega}
\]
where $a_m = \frac{2\pi^m}{m}$ is the area of the unit sphere $S^{m-1}$ in $\mathbb{R}^m$. As it is easily seen that $\Sigma^0[\varphi](0) = \varphi(0)$ it follows that

$$a_m \int_0^\infty r^{m-1} \delta(r) \Sigma^0[\varphi](r) \, dr = \langle \delta(r), \Sigma^0[\varphi](r) \rangle = \int_0^\infty \delta(r) \Sigma^0[\varphi](r) \, dr$$

which explains (5). However we prefer to interpret this expression as

$$\varphi(0) = \langle \delta(x), \varphi(x) \rangle = \langle \delta(r), \Sigma^0[\varphi](r) \rangle = \Sigma^0[\varphi](0)$$

(6)

which can be generalized to higher even order Dirac–derivatives of the delta distribution:

$$\{ \partial^{2\ell} \varphi(x) \}_{x=0} = \{ \partial^{2\ell} \delta(x), \varphi(x) \} = (-1)^\ell C(\ell) \langle \partial^{2\ell} \delta(r), \Sigma^0[\varphi](r) \rangle = (-1)^\ell C(\ell) \{ \partial^{2\ell} \Sigma^0[\varphi](r) \}_{r=0}$$

with

$$C(\ell) = \frac{2^{2\ell} \ell!}{(2\ell)!} \left( \frac{m}{2} + \ell - 1 \right) \cdots \left( \frac{m}{2} \right) = \frac{2^{2\ell} \ell! \Gamma\left(\frac{m}{2} + \ell\right)}{\Gamma\left(\frac{m}{2}\right)}, \quad \ell = 0, 1, 2, \ldots$$

Note that the spherical mean $\Sigma^0[\varphi](r)$ is an even function of $r$, whose odd order derivatives vanish at the origin:

$$\langle - \partial^{2\ell+1} \delta(r), \Sigma^0[\varphi](r) \rangle = \{ \partial^{2\ell+1} \Sigma^0[\varphi](r) \}_{r=0} = 0$$

For expressing the higher odd orderDirac–derivatives of the delta distribution in a similar way we have to invoke the so–called spherical mean of the second kind $\Sigma^1[\varphi]$, which was introduced in [12]:

$$\Sigma^1[\varphi](r) = \frac{1}{a_m} \int_{S^{m-1}} \omega \varphi(r \omega) \, dS_{\omega}$$

This spherical mean $\Sigma^1[\varphi](r)$ is a vector–valued odd function of $r$, whose even order derivatives vanish at the origin:

$$\{ \partial^{2\ell} \delta(r), \Sigma^1[\varphi](r) \} = \{ \partial^{2\ell} \Sigma^1[\varphi](r) \}_{r=0} = 0$$

It holds that

$$\langle \partial^{2\ell+1} \delta(r), \varphi(x) \rangle = (-1)^\ell C(\ell + 1) \{ \partial^{2\ell+1} \delta(r), \Sigma^1[\varphi](r) \}$$

(7)

or

$$\{ \partial^{2\ell+1} \varphi(x) \}_{x=0} = (-1)^\ell C(\ell + 1) \{ \partial^{2\ell+1} \Sigma^1[\varphi](r) \}_{r=0}$$

In the physics language these results would then be written as

$$\partial^{2\ell} \delta(x) = (-1)^\ell C(\ell) \frac{1}{a_m} \frac{\delta^{(2\ell)}(r)}{r^{m-1}}$$

$$\partial^{2\ell+1} \delta(x) = (-1)^\ell C(\ell + 1) \frac{1}{a_m} \frac{\delta^{(2\ell+1)}(r)}{r^{m-1}} \omega$$

which, by means of the results of Corollary[12] lead to the expressions

$$\partial^{2\ell} \delta(x) = \frac{1}{(2\ell)!}(m)(m+1) \cdots (m+2\ell-1) \frac{1}{a_m} \frac{\delta^{(2\ell)}(r)}{r^{m-1}}$$

$$\omega \partial^{2\ell+1} \delta(x) = \frac{1}{(2\ell+1)!}(m)(m+1) \cdots (m+2\ell) \frac{1}{a_m} \frac{\delta^{(2\ell+1)}(r)}{r^{m-1}} \omega$$

Again $\partial_r \delta(x)$ escapes from this approach.
6 Spherical representation of a distribution

When expressing a test function \( \varphi(x) \in D(\mathbb{R}^m) \) in spherical coordinates, one obtains a function \( \tilde{\varphi}(r,\omega) = \varphi(r\omega) \in D(\mathbb{R} \times S^{m-1}) \), but it is clear that not all functions \( \tilde{\varphi}(r,\omega) \in D(\mathbb{R} \times S^{m-1}) \) stem from a test function in \( D(\mathbb{R}^m) \). However a one–to–one correspondence may be established between the usual space of test functions \( D(\mathbb{R}^m) \) and a specific subspace of \( D(\mathbb{R} \times S^{m-1}) \).

**Lemma 1.** (see [7]) There is a one–to–one correspondence \( \varphi(x) \leftrightarrow \tilde{\varphi}(r,\omega) = \varphi(r\omega) \) between the spaces \( D(\mathbb{R}^m) \) and \( V = \{ \phi(r,\omega) \in D(\mathbb{R} \times S^{m-1}) : \phi \text{ is even, i.e.} \phi(-r,-\omega) = \phi(r,\omega), \text{ and} \} \partial_r \phi(r,\omega) \}_{r=0} \) is a homogeneous polynomial of degree \( n \) in \( (\omega_1,\ldots,\omega_m), \forall n \in \mathbb{N} \} \).

Clearly \( V \) is a closed (but not dense) subspace of \( D(\mathbb{R} \times S^{m-1}) \) and even of \( D_E(\mathbb{R} \times S^{m-1}) \), where the suffix \( E \) refers to the even character of the test functions in that space, and \( V \) is endowed with the induced topology of \( D(\mathbb{R} \times S^{m-1}) \).

The one–to–one correspondence between the spaces of test functions \( D(\mathbb{R}^m) \) and \( V \) translates into a one–to–one correspondence between the standard distributions \( T \in D'(\mathbb{R}^m) \) and the bounded linear functionals in \( V' \); this correspondence is given by

\[
\langle T(x), \varphi(x) \rangle = \langle \tilde{T}(r,\omega), \tilde{\varphi}(r,\omega) \rangle
\]

By Hahn–Banach’s theorem the bounded linear functional \( \tilde{T}(r,\omega) \in V' \) may be extended to the distribution \( T(r,\omega) \in D'(\mathbb{R} \times S^{m-1}) \); such an extension is called a spherical representation of the distribution \( T \) (see e.g. [7]). As the subspace \( V \) is not dense in \( D(\mathbb{R} \times S^{m-1}) \), the spherical representation of a distribution is not unique, but if \( T_1 \) and \( T_2 \) are two different spherical representations of the same distribution \( T \), their restrictions to \( V \) coincide:

\[
\langle T_1(r,\omega), \tilde{\varphi}(r,\omega) \rangle = \langle T_2(r,\omega), \tilde{\varphi}(r,\omega) \rangle = \langle \tilde{T}(r,\omega), \varphi(r,\omega) \rangle = \langle T(x), \varphi(x) \rangle
\]

For test functions in \( D(\mathbb{R} \times S^{m-1}) \) the spherical variables \( r \) and \( \omega \) are ordinary variables, and thus smooth functions. It follows that for distributions in \( D'(\mathbb{R} \times S^{m-1}) \) multiplication by \( r \) and by \( \omega \) and differentiation with respect to \( r \) and to \( \omega \) are standard well–defined operations, and so

\[
\langle \partial_r T(r,\omega), \Xi(r,\omega) \rangle = -\langle T(r,\omega), \partial_r \Xi(r,\omega) \rangle
\]

for all test functions \( \Xi(r,\omega) \in D(\mathbb{R} \times S^{m-1}) \), and similar expressions for \( \partial_\omega T, r T \) and \( \omega T \). However if \( T_1 \) and \( T_2 \) are two different spherical representations of the same distribution \( T \in D'(\mathbb{R}^m) \), then, upon restricting to test functions \( \tilde{\varphi}(r,\omega) \in V \), we are stuck with

\[
-\langle T_1(r,\omega), \partial_r \tilde{\varphi}(r,\omega) \rangle \neq -\langle T_2(r,\omega), \partial_r \tilde{\varphi}(r,\omega) \rangle
\]

since \( \partial_r \tilde{\varphi}(r,\omega) \) is an odd function in the variables \( (r,\omega) \) and does no longer belong to \( V \) (and neither do \( \partial_\omega \tilde{\varphi}(r,\omega), r \tilde{\varphi}(r,\omega) \) and \( \omega \tilde{\varphi}(r,\omega) \)). The conclusion is that the concept of spherical representation of a distribution does not allow for an unambiguous definition of the actions proposed, confirming our statement that the solution of our problem lays outside the world of traditional distributions. At the same time it becomes clear why the actions of the operators \( \partial^2_r, \frac{1}{r} \partial_r \) and \( \omega \partial_r \) on a standard distribution are well-defined instead. Indeed, we have e.g.

\[
\langle \partial^2_r T(r,\omega), \Xi(r,\omega) \rangle = \langle T(r,\omega), \partial^2_r \Xi(r,\omega) \rangle
\]

where now \( \partial^2_r \Xi(r,\omega) \) belongs to \( D_E(\mathbb{R} \times S^{m-1}) \) which enables restriction to test functions in \( V \) in an unambiguous way.
7 An alternative class of distributions

As already remarked in the preceding section, \( \omega \) is an ordinary (vector) variable in \( \mathbb{R} \times S^{m-1} \), whence it makes sense to consider the following subspace of vector–valued test functions in \( \mathbb{R} \times S^{m-1} \):

\[
W = \omega V \subset D_0(\mathbb{R} \times S^{m-1}; \mathbb{R}^m) \subset D(\mathbb{R} \times S^{m-1}; \mathbb{R}^m)
\]

where now the suffix \( O \) refers to the odd character of the test functions under consideration, i.e.

\[
\psi(-r, -\omega) = -\psi(r, \omega), \forall \psi \in D_0(\mathbb{R} \times S^{m-1}; \mathbb{R}^m).
\]

This space \( W \) is endowed with the induced topology of \( D(\mathbb{R} \times S^{m-1}; \mathbb{R}^m) \). By definition there is a one-to-one correspondence between the spaces \( V \) and \( W \).

For each \( U(r, \omega) \in D'(\mathbb{R} \times S^{m-1}; \mathbb{R}^m) \) we define \( \bar{U}(r, \omega) \in W' \) by the restriction

\[
\langle \bar{U}(r, \omega), \omega \varphi(r, \omega) \rangle = \langle U(r, \omega), \omega \varphi(r, \omega) \rangle, \quad \forall \omega \varphi(r, \omega) \in W
\]

In \( \mathbb{R}^m \) we consider the space \( \Omega(\mathbb{R}^m) = \{ \omega \varphi(x) : \varphi(x) \in D(\mathbb{R}^m) \} \). Clearly the functions in \( \Omega(\mathbb{R}^m) \) are no longer differentiable in the whole of \( \mathbb{R}^m \), since they are not defined at the origin due to the function \( \omega = \frac{\nu}{|\nu|} \). By definition there is a one-to-one correspondence between the spaces \( D(\mathbb{R}^m) \) and \( \Omega(\mathbb{R}^m) \).

For each \( U(r, \omega) \in W' \) we define \( U(\mathbf{x}) \) by

\[
\langle U(\mathbf{x}), \omega \varphi(\mathbf{x}) \rangle = \langle \bar{U}(r, \omega), \omega \varphi(r, \omega) \rangle, \quad \forall \omega \varphi(\mathbf{x}) \in \Omega(\mathbb{R}^m)
\]

Clearly \( U(\mathbf{x}) \) is a bounded linear functional on \( \Omega(\mathbb{R}^m) \), which we call a signumdistribution.

Now start with a standard distribution \( T(\mathbf{x}) \in D'(\mathbb{R}^m) \) and let \( T(r, \omega) \in D'(\mathbb{R} \times S^{m-1}) \) be one of its spherical representations. Put \( S(r, \omega) = \omega T(r, \omega) \) which in its turn leads to the signumdistribution \( S(\mathbf{x}) \in \Omega(\mathbb{R}^m) \). Then we consecutively have

\[
\langle S(\mathbf{x}), \omega \varphi(\mathbf{x}) \rangle = \langle S(r, \omega), \omega \varphi(r, \omega) \rangle = \langle \omega T(r, \omega), \omega \varphi(r, \omega) \rangle = -\langle T(r, \omega), \varphi(r, \omega) \rangle = -\langle T(\mathbf{x}), \varphi(\mathbf{x}) \rangle
\]

since \( \omega^2 = -1 \), and we call \( S(\mathbf{x}) \) a signumdistribution associated to the distribution \( T(\mathbf{x}) \) and denote it by \( \omega T(\mathbf{x}) \). It should be emphasized that for a given distribution \( T(\mathbf{x}) \) the associated signumdistribution \( \omega T(\mathbf{x}) \) is not uniquely defined but instead depends on the spherical representation of \( T(\mathbf{x}) \) chosen; moreover \( \omega T \) is a mere notation, not the product of \( T \) and \( \omega \).

**Example 1.** A locally integrable function \( f(\mathbf{x}) \in L^1_{loc}(\mathbb{R}^m) \) gives rise to a regular distribution \( T_f \) via

\[
\langle T_f, \varphi(\mathbf{x}) \rangle = \int_{\mathbb{R}^m} f(\mathbf{x}) \varphi(\mathbf{x}) \, d\mathbf{x}, \quad \forall \varphi(\mathbf{x}) \in D(\mathbb{R}^m)
\]

As \( |\omega| = 1 \) it is clear that also \( f(\mathbf{x}) \omega \) belongs to \( L^1_{loc}(\mathbb{R}^m) \), thus generating the regular distribution \( T_{f\omega} \) via

\[
\langle T_{f\omega}, \varphi(\mathbf{x}) \rangle = \int_{\mathbb{R}^m} f(\mathbf{x}) \omega \varphi(\mathbf{x}) \, d\mathbf{x}, \quad \forall \varphi(\mathbf{x}) \in D(\mathbb{R}^m)
\]

However the same integrals are defining the regular signumdistributions \( U_{f\omega} \) and \( U_f \) by

\[
\langle U_{f\omega}, \omega \varphi(\mathbf{x}) \rangle = -\int_{\mathbb{R}^m} f(\mathbf{x}) \omega \varphi(\mathbf{x}) \, d\mathbf{x}, \quad \forall \omega \varphi(\mathbf{x}) \in \Omega(\mathbb{R}^m)
\]
and 
\[ \langle U_f, \omega \varphi(x) \rangle = \int_{\mathbb{R}^m} f(x) \omega \varphi(x) \, dx, \quad \forall \omega \varphi(x) \in \Omega(\mathbb{R}^m) \]
A spherical representation of \( T_f \) and \( T_{f\omega} \) respectively is given by
\[ \langle T_f(r, \omega), \Xi(r, \omega) \rangle = \int_0^\infty r^{m-1} \, dr \int_{S^{m-1}} f(r\omega) \Xi(r, \omega) \, dS_\omega \]
\[ \langle T_{f\omega}(r, \omega), \Xi(r, \omega) \rangle = \int_0^\infty r^{m-1} \, dr \int_{S^{m-1}} f(r\omega) \omega \Xi(r, \omega) \, dS_\omega \]
since restricting to the space \( V \) leads to
\[ \langle T_f(r, \omega), \tilde{\varphi}(r, \omega) \rangle = \int_0^\infty r^{m-1} \, dr \int_{S^{m-1}} f(r\omega) \varphi(r\omega) \, dS_\omega = \langle T_f, \varphi(x) \rangle \]
and
\[ \langle T_{f\omega}(r, \omega), \tilde{\varphi}(r, \omega) \rangle = \int_0^\infty r^{m-1} \, dr \int_{S^{m-1}} f(r\omega) \omega \varphi(r\omega) \, dS_\omega = \langle T_{f\omega}, \varphi(x) \rangle \]
These particular spherical representations induce signumdistributions associated to \( T_f(x) \) and \( T_{f\omega}(x) \), which we define to be \( \omega T_f(x) \) and \( \omega T_{f\omega}(x) \) respectively. It thus holds that
\[ \langle \omega T_f(x), \omega \varphi(x) \rangle = - \langle T_f(x), \varphi(x) \rangle = - \int_{\mathbb{R}^m} f(x) \varphi(x) \, dx \]
and
\[ \langle \omega T_{f\omega}(x), \omega \varphi(x) \rangle = - \langle T_{f\omega}(x), \varphi(x) \rangle = - \int_{\mathbb{R}^m} f(x) \omega \varphi(x) \, dx \]
Clearly \( \omega T_f = U_{f\omega} \) and \( \omega T_{f\omega} = -U_f \).

**Example 2.** Consider the distribution \( T(x) = \delta(x) \). Our aim is to define the signumdistributions \( \omega \delta(x), \partial_r \delta(x) \) and \( r \delta(x) \).
A spherical representation of the delta distribution is given by
\[ \langle T(r, \omega), \Xi(r, \omega) \rangle = \sum_0^m |\Xi(r, \omega)| \big|_{r=0} \]
Indeed, when restricting to the space \( V \) and taking into account property (6) we obtain
\[ \langle T(r, \omega), \tilde{\varphi}(r, \omega) \rangle = \sum_0^m |\varphi(r\omega)| \big|_{r=0} = \langle \delta(x), \varphi(x) \rangle \]
This particular spherical representation of \( T(x) \) induces a signumdistribution associated to \( \delta(x) \), which we define to be \( \omega \delta(x) \). It thus holds that
\[ \langle \omega \delta(x), \omega \varphi(x) \rangle = - \langle \delta(x), \varphi(x) \rangle \] (8)
Now consider the distribution \( T_1(x) = (\omega \partial_r) \delta(x) = \tilde{\partial} \delta(x) \) (see Proposition 2). A spherical representation of this distribution \( T_1(x) \) is given by
\[ \langle T_1(r, \omega), \Xi(r, \omega) \rangle = - \partial_r \sum_1^1 |\Xi(r, \omega)| \big|_{r=0} \]
Indeed, when restricting to the space \( V \) and taking into account property (7) we obtain
\[ \langle T_1(r, \omega), \tilde{\varphi}(r, \omega) \rangle = - \partial_r \sum_1^1 |\varphi(r\omega)| \big|_{r=0} = \langle \tilde{\partial} \delta(x), \varphi(x) \rangle \]
This particular spherical representation of $T_1(x)$ induces a signumdistribution associated to $T_1(x) = (\varphi_r) \delta(x)$, which we define to be $-\partial_r \delta(x)$. It thus holds that

$$\langle \partial_r \delta(x), \omega \varphi(x) \rangle = \langle (\varphi_r) \delta(x), \varphi(x) \rangle$$  \hspace{1cm} (9)$$

Finally as $\varphi \delta(x) = 0$, we define the signumdistribution $r \delta(x)$ to be the zero signumdistribution.

**Example 3.** We consider the distribution $\partial_r \delta(x) = (\varphi_r) \delta(x)$. As $\varphi \partial_r \delta(x) = m \delta(x)$, we first define, on the basis of a similar reasoning as in the previous example, the signumdistribution $r \partial_r \delta(x)$ by

$$\langle r \partial_r \delta(x), \omega \varphi(x) \rangle = m \langle \delta(x), \varphi(x) \rangle$$

In view of (8) it clearly holds that $r \partial_r \delta(x) = -m \varphi \delta(x)$ or

$$r \langle \varphi_r \delta(x), \varphi(x) \rangle = -m \varphi \delta(x)$$  \hspace{1cm} (10)$$

More generally, by considering the distribution

$$\varphi^{2k+1} \delta(x) = (m + 2k) \varphi^{2k} \delta(x)$$

we define the signumdistribution $r \varphi^{2k+1} \delta(x)$ by

$$\langle r \varphi^{2k+1} \delta(x), \omega \varphi(x) \rangle = (m + 2k) \langle \varphi^{2k} \delta(x), \varphi(x) \rangle$$

or, invoking the formulae obtained in Corollary 11

$$\langle r \varphi_r^{2k+1} \delta(x), \omega \varphi(x) \rangle = (m + 2k) \langle \varphi_r^{2k} \delta(x), \varphi(x) \rangle$$

Now we define the signumdistribution $\varphi \partial_r \delta(x) = \omega \varphi_r \delta(x)$ to be given by

$$\langle \varphi \partial_r \delta(x), \omega \varphi(x) \rangle = -\langle \varphi_r \delta(x), \varphi(x) \rangle$$

In view of (11) it clearly holds that

$$\omega \varphi_r \delta(x) = -\partial_r \delta(x)$$

More generally we define the signum distribution $\omega \varphi_r^{2k+1} \delta(x)$ by

$$\langle \omega \varphi_r^{2k+1} \delta(x), \omega \varphi(x) \rangle = -\langle \omega \varphi_r^{2k+1} \delta(x), \varphi(x) \rangle$$

Finally we define the signumdistribution $\varphi_r \omega \varphi_r^{2k+1} \delta(x)$ by

$$\langle \varphi_r \omega \varphi_r^{2k+1} \delta(x), \omega \varphi(x) \rangle = -\langle \varphi_r \omega \varphi_r^{2k+1} \delta(x), \varphi(x) \rangle$$

**Example 4.** We consider the distribution $\Delta \delta(x) = -\partial^2 \delta(x)$. As $\varphi \Delta \delta(x) = -2 \varphi \partial \delta(x)$, we first define the signumdistribution $r \Delta \delta(x)$ by

$$\langle r \Delta \delta(x), \omega \varphi(x) \rangle = -2 \langle \partial \delta(x), \varphi(x) \rangle$$

Clearly $r \Delta \delta(x) = -2 \partial_r \delta(x)$, from which it also follows, by means of the results in Proposition 11 that

$$r \left(\frac{1}{r} \partial_r\right) \delta(x) = \partial_r \delta(x)$$

and that

$$r \left(\partial_r^2\right) \delta(x) = -(m + 1) \partial_r \delta(x)$$  \hspace{1cm} (11)$$
More generally, based upon the formula $x \partial^{2k} \delta(x) = (2k) \partial^{2k-1} \delta(x)$, we define the signumdistribution $r \partial^{2k} \delta(x)$ by

$$\langle r \partial^{2k} \delta(x), \varphi(x) \rangle = (2k) \langle \partial^{2k-1} \delta(x), \varphi(x) \rangle$$

or, again invoking the formulae obtained in Corollary 1,

$$\langle r \partial^{2k} \delta(x), \omega \varphi(x) \rangle = -(m + 2k - 1) \langle \omega \partial^{2k-1} \delta(x), \varphi(x) \rangle$$

Now we define the signumdistribution $\omega \partial^{2k} \delta(x)$ by

$$\langle \omega \partial^{2k} \delta(x), \varphi(x) \rangle = -\langle \partial^{2k} \delta(x), \varphi(x) \rangle$$

or

$$\langle \omega \partial^{2k} \delta(x), \omega \varphi(x) \rangle = -\langle \partial^{2k} \delta(x), \varphi(x) \rangle$$

Finally we define the signumdistribution $\partial_r \partial^{2k} \delta(x)$ by

$$\langle \partial_r \partial^{2k} \delta(x), \omega \varphi(x) \rangle = \langle \omega \partial_r \partial^{2k} \delta(x), \varphi(x) \rangle$$

which turns into

$$\langle \partial_r \partial^{2k} \delta(x), \omega \varphi(x) \rangle = \langle \omega \partial_r \partial^{2k} \delta(x), \varphi(x) \rangle$$

or still

$$\langle \partial^{2k+1} \delta(x), \omega \varphi(x) \rangle = \langle \omega \partial^{2k+1} \delta(x), \varphi(x) \rangle$$

Remark 3. For $k = 0$ we obtain in particular that $r \delta(x) = 0$. In fact this product is defined within the framework of standard distributions since the delta distribution is of finite order zero and the function $r$ is continuous in $\mathbb{R}^m$.

Example 5. Division of a standard distribution by a smooth function being allowed, we have

$$\frac{1}{x} \delta(x) = \frac{1}{m} \partial \delta(x) + \mathcal{S}_0$$

where $\mathcal{S}_0$ stands for $\delta(x) \xi_0$ with $\xi_0$ an arbitrary constant vector, since $x \partial \delta(x) = m \delta(x)$ and $x \mathcal{S}_0 = 0$. Making use of this formula we define the signumdistribution $\frac{1}{r} \delta(x)$ by

$$\langle \frac{1}{r} \delta(x), \omega \varphi(x) \rangle = \langle -\frac{1}{x} \delta(x), \varphi(x) \rangle = \langle -\frac{1}{m} \partial \delta(x) - \mathcal{S}_0, \varphi(x) \rangle$$

In view of

$$\langle \partial_r \delta(x), \omega \varphi(x) \rangle = \langle \partial \delta(x), \varphi(x) \rangle$$

and

$$\langle \omega \mathcal{S}_0, \omega \varphi(x) \rangle = \langle -\mathcal{S}_0, \varphi(x) \rangle$$

we obtain the following relation involving signumdistributions:

$$\frac{1}{r} \delta(x) = -\frac{1}{m} \partial_r \delta(x) + \omega \delta(x) \xi_0$$

But as we expect the signumdistributions $\frac{1}{r} \delta(x)$ and $\partial_r \delta(x)$ to be SO($m$)–invariant, the arbitrary vector constant $\xi_0$ should be zero and we end up with

$$\frac{1}{r} \delta(x) = -\frac{1}{m} \partial_r \delta(x)$$
More generally we put
\[
\langle \frac{1}{r^{2k+1}} \delta(x), \omega \varphi(x) \rangle = \langle (-1)^{k+1} \frac{1}{r^{2k+1}} \delta(x), \varphi(x) \rangle
\]
\[
= (-1)^{k+1} \left\{ \frac{1}{2k!(m+2k)(m+2k-2)\cdots(m)} \partial_r^{2k+1}\delta(x) + S_{2k}, \varphi(x) \right\}
\]
with \(S_{2k}\) an arbitrary vector linear combination of derivatives of the delta distribution up to order \(2k\), which eventually leads to
\[
\frac{1}{r^{2k+1}} \delta(x) = -\frac{(m-1)!}{(m+2k)!} \partial_r^{2k+1}\delta(x)
\]

Also, based upon the following formulae for division in cartesian coordinates:
\[
\frac{1}{x} \partial_r^{2k+1}\delta(x) = \frac{1}{2k+2} \partial_r^{2k+2}\delta(x) + S_0
\]
\[
\frac{1}{x} \partial_r^{2k}\delta(x) = \frac{1}{m+2k} \partial_r^{2k+1}\delta(x) + S_0
\]
and in a similar way as above, it is shown that
\[
\frac{1}{r} (\omega \partial_r^{2k+1})\delta(x) = -\frac{1}{m+2k+1} (\omega \partial_r^{2k+2})\delta(x) + \omega \delta(x)c_0
\]
and
\[
\frac{1}{r} \partial_r^{2k}\delta(x) = -\frac{1}{m+2k} \partial_r^{2k+1}\delta(x)
\]

8 Some calculus

There is a fundamental sequence of derivatives of the delta distribution, which are alternatively scalar and vector valued, generated by the action of the operator \(\omega \partial_r\):
\[
\delta \rightarrow (\omega \partial_r) \delta \rightarrow \partial_r^2 \delta \rightarrow \ldots \rightarrow (\omega \partial_r^{2k-1}) \delta \rightarrow \partial_r^{2k} \delta \rightarrow (\omega \partial_r^{2k+1}) \delta \rightarrow \ldots
\]
and for each of the distributions in this sequence we have, in the examples of the foregoing section, defined, through the action of \(\omega\), a specific associated signumdistribution, yielding in this way a parallel sequence of signumdistributions:
\[
\omega \delta \rightarrow \partial_r \delta \rightarrow (\omega \partial_r^2) \delta \rightarrow \ldots \rightarrow (\omega \partial_r^{2k-2}) \delta \rightarrow \partial_r^{2k-1} \delta \rightarrow (\omega \partial_r^{2k}) \delta \rightarrow \partial_r^{2k+1} \delta \rightarrow \ldots
\]

Let us recall these definitions. The initial definition is the following.

Definition 1.
\[
\langle \omega \partial_r^{2k} \delta(x), \omega \varphi(x) \rangle = \langle -\partial_r^{2k} \delta(x), \varphi(x) \rangle \quad (12)
\]
\[
\langle \omega \partial_r^{2k-1} \delta(x), \omega \varphi(x) \rangle = \langle -\omega \partial_r^{2k-1} \delta(x), \varphi(x) \rangle \quad (13)
\]

Whereupon we introduce the signumdistribution \(\partial_r^{2k-1} \delta(x)\) by

Definition 2.
\[
\partial_r^{2k-1} \delta(x) = -\omega (\omega \partial_r^{2k-1} \delta(x))
\]
such that definition (13) may be rephrased as
\[
\langle r \partial_r^{2k-1} \delta(x), \omega \varphi(x) \rangle = \langle (\omega \partial_r^{2k-1}) \delta(x), \varphi(x) \rangle
\] (14)

There are two other actions on each of the distributions of the first sequence yielding a signumdistribution of the second sequence, viz. the actions by \( r \) and by \( \partial_r \). Indeed, by an appropriate combination of the above definitions, we obtain the following calculus rules.

**Property 1.** One has
\[
\begin{align*}
    r (\omega \partial_r^{2k+1}) \delta(x) &= -(m + 2k) \omega \partial_r^{2k} \delta(x) \\
    r \partial_r^{2k} \delta(x) &= -(m + 2k - 1) \partial_r^{2k-1} \delta(x) \\
    \partial_r (\omega \partial_r^{2k+1}) \delta(x) &= \omega \partial_r^{2k+2} \delta(x) \\
    \partial_r \partial_r^{2k} \delta(x) &= \partial_r^{2k+1} \delta(x)
\end{align*}
\]

One may wonder if there are actions transforming the signumdistributions from the second sequence back into distributions from the first sequence and the answer is positive. Indeed, the same actions apply on the signumdistributions from the second sequence. The basic action is again through the operator \( \omega \), which yields the following definitions.

**Definition 3.**
\[
\begin{align*}
    \langle \omega (\omega \partial_r^{2k}) \delta(x), \varphi(x) \rangle &= \langle \omega \partial_r^{2k} \delta(x), \omega \varphi(x) \rangle \\
    \langle \omega (\partial_r^{2k-1} \delta(x)), \varphi(x) \rangle &= \langle \partial_r^{2k-1} \delta(x), \omega \varphi(x) \rangle
\end{align*}
\] (15) (16)

Comparing the definitions (15) and (12) it is clear that the distribution \( \omega (\omega \partial_r^{2k}) \delta(x) \) is nothing else but the distribution \( -\partial_r^{2k} \delta(x) \), while comparing definitions (10) and (14) shows that the distribution \( \omega (\partial_r^{2k-1} \delta(x)) \) is indeed the distribution \( (\omega \partial_r^{2k-1}) \delta(x) \).

For the actions of the operators \( r \) and \( \partial_r \) on the signumdistributions, which are defined in a similar way as the actions of \( r \) and \( \partial_r \) on distributions, we obtain the following computation rules.

**Property 2.** One has
\[
\begin{align*}
    r \partial_r^{2k+1} \delta(x) &= -(m + 2k) \partial_r^{2k} \delta(x) \\
    r (\omega \partial_r^{2k}) \delta(x) &= -(m + 2k - 1) (\omega \partial_r^{2k-1}) \delta(x) \\
    r \left( \frac{1}{r} \partial_r^{2k} \delta(x) \right) &= \partial_r^{2k} \delta(x) \\
    r \left( \frac{1}{r} \omega \partial_r^{2k+1} \delta(x) \right) &= \omega \partial_r^{2k+1} \delta(x) \\
    \partial_r (\partial_r^{2k+1}) \delta(x) &= \partial_r^{2k+2} \delta(x) \\
    \partial_r (\omega \partial_r^{2k}) \delta(x) &= (\omega \partial_r^{2k+1}) \delta(x)
\end{align*}
\]

This leads to the following completely symmetric picture
\[
\begin{align*}
    \ldots & \rightarrow (\omega \partial_r^{2k-1}) \delta & \rightarrow \partial_r^{2k} \delta & \rightarrow (\omega \partial_r^{2k+1}) \delta & \rightarrow \ldots \\
    \downarrow & \quad \downarrow & \quad \downarrow & \quad \downarrow & \quad \downarrow \\
    \omega & \quad r \partial_r & \quad \omega & \quad r \partial_r & \quad \omega \\
    \ldots & \rightarrow \partial_r^{2k-1} \delta & \rightarrow (\omega \partial_r^{2k}) \delta & \rightarrow \partial_r^{2k+1} \delta & \rightarrow \ldots
\end{align*}
\]
Remark 4. When composing two operators out of \( r, \partial_r, \) and \( \omega, \) six operators originate: \( r^2, r \partial_r, \) \( r \omega, \partial_r^2, \omega \partial_r \) and \( \omega^2, \) which are traditional operators whose actions on distributions are well-defined. This means that the consecutive action by any two of the operators \( r, \partial_r, \) and \( \omega \) should lead to a known result, which is a serious test for all calculus rules established above. We now prove that this is indeed the case.

(i) By the calculus rules we have
\[
r^2(\omega \partial_r^{2k+1} \delta) = -(m + 2k)r(\omega \partial_r^{2k} \delta) = (m + 2k - 1)(m + 2k)(\omega \partial_r^{2k-1}) \delta
\]
and
\[
r^2(\partial_r^{2k} \delta) = -(m + 2k - 1)r(\partial_r^{2k-1} \delta) = (m + 2k - 2)(m + 2k - 1)\partial_r^{2k-2} \delta
\]
On the other hand, invoking the identities (17) and (18) respectively leads to
\[
x^2 \partial_r^{2k+1} \delta(x) = (m + 2k)(2k) \partial_r^{2k-1} \delta(x)
\]
and the formulae of Corollary 1 we have
\[
r^2(\omega \partial_r^{2k+1} \delta) = -\frac{(-1)^k}{2k!} (m + 1)(m + 3) \cdots (m + 2k - 1) x^2 \partial_r^{2k+1} \delta
\]
\[
= (m + 2k - 1)(m + 2k)(\omega \partial_r^{2k-1}) \delta
\]
and
\[
r^2(\partial_r^{2k} \delta) = -\frac{(-1)^k}{2k!} (m + 1)(m + 3) \cdots (m + 2k - 1) x^2 \partial_r^{2k} \delta
\]
\[
= (m + 2k - 2)(m + 2k - 1)\partial_r^{2k-2} \delta
\]
(ii) The Euler operator measures the degree of homogeneity and thus
\[
r \partial_r (\omega \partial_r^{2k+1} \delta) = -(m + 2k + 1) \omega \partial_r^{2k+1} \delta
\]
\[
r \partial_r (\partial_r^{2k} \delta) = -(m + 2k)\partial_r^{2k} \delta
\]
while the calculus rules lead to
\[
r \partial_r (\omega \partial_r^{2k+1} \delta) = r(\omega \partial_r^{2k+2} \delta) = -(m + 2k + 1) \omega \partial_r^{2k+1} \delta
\]
\[
r \partial_r (\partial_r^{2k} \delta) = r(\partial_r^{2k+1} \delta) = -(m + 2k)\partial_r^{2k} \delta
\]
(iii) By the calculus rules we obtain
\[
r \omega (\omega \partial_r^{2k+1} \delta) = -r \partial_r^{2k+1} \delta = (m + 2k) \partial_r^{2k} \delta
\]
\[
r \omega (\partial_r^{2k} \delta) = -(m + 2k - 1) \omega \partial_r^{2k-1} \delta
\]
while invoking the identities (17) and (18) respectively leads to
\[
r \omega (\omega \partial_r^{2k+1} \delta) = -\frac{(-1)^k}{2k!} (m + 1)(m + 3) \cdots (m + 2k - 1) x^2 \partial_r^{2k+1} \delta
\]
\[
= (m + 2k) \partial_r^{2k} \delta
\]
and
\[ r \omega (\partial_r^{2k} \delta) = \frac{(-1)^k}{2^k k!} (m+1)(m+3) \cdots (m+2k-1) r \partial_r^{2k} \delta \]
\[ = -(m+2k-1) \omega \partial_r^{2k-1} \delta \]

(iv) The calculus rules lead to
\[ \partial^2_r \left( \omega \partial_r^{2k+1} \delta \right) = \omega \partial_r^{2k+3} \delta \]
\[ \partial^2_r \left( \partial_r^{2k} \delta \right) = \partial_r^{2k+2} \delta \]

On the other hand we can make use of the identities
\[ \left( \omega \partial_r \right) \delta^{2k} \delta(x) = \delta^{2k+1} \delta(x) \]
\[ \left( \omega \partial_r \right) \delta^{2k+1} \delta(x) = \frac{m+2k+1}{2(k+1)} \delta^{2k+2} \delta(x) \]
to obtain
\[ \partial^2_r \left( \omega \partial_r^{2k+1} \delta \right) = \frac{(-1)^k}{2^k k!} (m+1)(m+3) \cdots (m+2k-1) \left( -1 \right)^k \frac{m+2k+1}{2(k+1)} \delta^{2k+3} \delta \]
\[ = \frac{(-1)^{k+1}}{2^{k+1}(k+1)!} (m+1)(m+3) \cdots (m+2k-1)(m+2k+1) \delta^{2k+3} \delta = \omega \partial_r^{2k+3} \delta \]

and
\[ \partial^2_r \left( \omega \partial_r^{2k} \delta \right) = \frac{(-1)^k}{2^k k!} (m+1)(m+3) \cdots (m+2k-1) \left( -1 \right)^k \frac{m+2k+1}{2(k+1)} \delta^{2k+2} \delta \]
\[ = \frac{(-1)^{k+1}}{2^{k+1}(k+1)!} (m+1)(m+3) \cdots (m+2k-1)(m+2k+1) \delta^{2k+2} \delta = \partial_r^{2k+2} \delta \]

(v) On the one hand we have by the calculus rules
\[ \omega \partial_r \left( \omega \partial_r^{2k+1} \delta \right) = \omega \left( \omega \partial_r^{2k+2} \delta \right) = - \partial_r^{2k+2} \delta \]
\[ \omega \partial_r \left( \partial_r^{2k} \delta \right) = \omega \left( \partial_r^{2k+1} \delta \right) = \omega \partial_r^{2k+1} \delta \]

and on the other
\[ \omega \partial_r \left( \omega \partial_r^{2k+1} \delta \right) = \omega \partial_r \left( -1 \right)^k \omega \partial_r^{2k+1} \delta = \left( -1 \right)^k (\omega \partial_r)^{2k+2} \delta = - \partial_r^{2k+2} \delta \]
\[ \omega \partial_r \left( \partial_r^{2k} \delta \right) = \omega \partial_r \left( -1 \right)^k \partial_r^{2k+1} \delta = \left( -1 \right)^k (\omega \partial_r)^{2k+1} \delta = \omega \partial_r^{2k+1} \delta \]

(vi) The action by \( \omega^2 = -1 \) is trivial.

9 Conclusion

In our quest for an unambiguous meaningful definition, in the framework of spherical coordinates, of the radial derivative \( \partial_r \delta(x) \) of the delta distribution in \( \mathbb{R}^m \), and of other “forbidden” actions on the delta distribution such as \( r \delta(x) \) and \( \omega \delta(x) \), we were faced with the impossibility to achieving this within the familiar setting of the traditional distributions. Instead we had to introduce a new space of continuous linear functionals on a space of test functions showing a singularity at the origin, for which we coined the term *signumdistributions*, bearing in mind that \( \omega = \frac{\partial_r}{r} \) may be
interpreted as the higher dimensional counterpart to the *signum* function on the real line. It turns out that the actions by $r$, $\omega$, and $\partial_r$ map a distribution to a signumdistribution and vice versa, and a number of efficient calculus rules for handling these transitions for the delta distribution were established. As the composition of any two operators from $r$, $\omega$ and $\partial_r$ results in a “legal” and well–defined action on distributions, and on the delta distribution in particular, these calculus rules were positively tested for this phenomenon. Finally it should be mentioned that spaces of test functions showing a singularity at the origin also appear in the theory of so–called *thick distributions* (see [8]). The possible relationships between the signumdistributions and the thick distributions are subject of current research.
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