Practical x-ray ghost imaging with synchrotron light
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We present a practical experimental realization of transmission x-ray ghost imaging using synchrotron light. Hard x-rays from an undulator were split by a Si 200 crystal in Laue geometry to produce two copies of a speckled incident beam. Both speckle beams were simultaneously measured on a CCD camera. The sample was inserted in one of the two beams, and the corresponding image was integrated over the camera extent to synthesize a bucket signal. We show the successful x-ray ghost image reconstruction of two samples and discuss different reconstruction strategies. Our experimental results are discussed in view of future practical applications of x-ray ghost imaging, including a means for parallel ghost imaging.

INTRODUCTION

Ghost imaging [1,2] was first proposed [4,5] and then experimentally achieved [6,7] in visible-light quantum optics. It utilizes intensity correlations between (i) spatially resolved photons which never pass through a sample of interest and (ii) non-spatially resolved photons that do pass through the sample. It is remarkable that this parallelized form of the Hanbury Brown–Twiss experiment [8,10] permits images of a sample to be obtained, despite the fact that photons passing through the object are detected using only a single “bucket” detector [11,12]. Interestingly, the use of delocalized photons created by passage through a beam-splitter, in the standard quantum-optics setup for ghost imaging, negates the classical dualism of a spatially confined photon either locally interacting with an object or locally not interacting with an object. Accordingly, there has been much debate as to whether ghost imaging is or is not intrinsically quantum mechanical [1].

Previous successful implementations of this intriguing imaging method using visible light [6,7,11,12], atoms [13] and x-rays [14,16] open profound new pathways to imaging. Exploration of these new pathways remains in its infancy.

Ghost imaging retains some level of mystery on account of the aforementioned debate as to whether the process is inherently quantum mechanical (relying, for example, on photon entanglement), or intrinsically classical [1]. We concur with the currently-dominant opinion that some ghost imaging scenarios may be understood in purely classical terms, while other forms of ghost imaging rely intrinsically on quantum processes [1]. The class of ghost imaging experiment, to which the present paper belongs, may be understood in purely classical terms.

Ghost imaging has several particularly attractive features: (i) In its computational-imaging variant [11,17,18], ghost imaging permits images of an object to be formed without any position-sensitive detectors whatsoever. Radiation is only detected using a large one-pixel “bucket detector”, with the illuminating intensity patterns being known and therefore not needing to be measured [3,11,12,15]. This may permit fuller utilisation of all radiation scattered by a sample of interest, via multiple buckets. This possibility may be particularly attractive for imaging using X-rays, atoms and neutrons. (ii) Turbulence robustness [19–22] is another attractive feature of the method. Since it relies on intensity correlations, the ghost signal is unaffected by non-correlated random perturbations that perturb the input pair of signals. (iii) Forms of ghost imaging may exist which lead to reduced radiation dose on the sample [15,23], a possibility which is especially appealing when using ionizing radiation. One compelling proposal considers x-ray free-electron lasers, utilising parametrically down-converted photons passing through the object that are entangled with x-ray-photons that never pass through the object [23]. More broadly, an attractive avenue for further research is to seek ghost-imaging protocols that offer reduced radiation dose to a sample of interest.

We restrict attention to x-ray ghost imaging for the remainder of this paper. The current literature on experimental realisations of x-ray ghost imaging is sparse. Inspired by earlier proposals [24,25], two papers were published in 2016, both reporting the experimental realisation of ghost imaging in one transverse dimension using x-ray synchrotron sources [14,15]. Ghost imaging using a laboratory x-ray source, again in one transverse
dimension, was reported in 2017 [16]. Very recently, and experimental realization of 2D x-ray ghost imaging with a laboratory source was reported [26], providing the first experimental evidence of the possibility of dose reduction afforded by the ghost imaging protocol. Even taking into account its evident roots in experimental x-ray studies [27–32] on the Hanbury Brown–Twiss (HBT) effect [8–10], the paucity of extant literature on experimental realisations of x-ray ghost imaging is an obvious indicator of rich avenues for future work.

With the notable exception of the extremely recent manuscript by Zhang et al. [26], all published reconstructions [14,16] are one-dimensional. Note, in this context, that the earlier x-ray HBT studies [27–31] may be viewed, at least in retrospect, as zero-dimensional ghost imaging. The key point is the dearth of experimental x-ray ghost reconstructions in higher than one dimension. Another limitation of existing approaches [15] is in the method by which speckle bases are produced not being readily scalable to higher-dimensional and higher-resolution ghost imaging. Of the currently-published approaches, that of Yu et al. [14] with a synchrotron x-ray source, Schori and Schwartz [16] and Zhang et al. with a tabletop x-ray tube source utilise spatially random masks to generate the ensemble of speckle patterns that form the set of linearly independent basis functions used in the ghost reconstruction. The use of masks appears particularly amenable to scaling up to both higher-dimension and higher-resolution x-ray ghost imaging. Another difficulty inherent to current approaches is the very precise timing resolution needed in the approach of Pelliccia et al. [15], since this employs the pulsed nature of third generation x-ray synchrotron emission from individual electron bunches to provide an ensemble of speckle patterns as input into the ghost reconstruction. Note however that use of x-ray speckles produced by pulsed sources is likely to be very promising for SASE free electron lasers, due to their high spatial coherence (and therefore high speckle contrast).

Here we present a two-dimensional experimental realisation of x-ray ghost imaging, with a higher number of pixels in each transverse dimension than all of the previously cited experimental studies. We believe this method to be practical in the sense of being scalable to higher dimensional imaging (i.e. tomography) and finer spatial resolutions. The method is also amenable to highly parallel geometries, in which ghost images of a large number of objects may be acquired simultaneously. Moreover, our analysis explicitly benefits from the previously mentioned turbulence robustness of the method, by being insensitive to uncorrelated fluctuations between the object and reference arms of our ghost-imaging setup.

We close this introduction with a brief outline of the remainder of the paper. Section 2 gives an outline of the x-ray synchrotron-based experimental setup and measurement process for practical two-dimensional ghost imaging. Section 3 presents our reconstructed two-dimensional images, of both a perforated lead-sheet stencil and the tungsten filament of an incandescent light globe. Two different methods of ghost-image reconstruction are considered, together with a brief study comparing spatial resolution in the two different methods of ghost imaging. Section 4 comprises a discussion on diverse topics such as a means for determining the point spread function associated with a given ghost-imaging speckle basis, the turbulence robustness of the method, and future possibilities including parallelised x-ray ghost imaging, computational x-ray ghost imaging, and x-ray ghost tomography.

EXPERIMENTAL REALIZATION OF X-RAY GHOST IMAGING

Experimental setup

The experiment was carried out at beamline ID19 of the European Synchrotron ESRF in Grenoble (France). Undulator light with a mean energy of 26.3 keV was focused by a stack of compound refractive lenses to a focal spot of about 5.5 mm diameter at the sample. To produce variable (and controllable) speckles in the beam we inserted a 1 cm thick perspex container filled with glass powder in the beam, 5.8 m upstream of the sample. The powder (Oberflächentechnik Seelmann, Germany) was composed of grains, irregular in shape, with typical size distributed in the range 200–1000 µm. Propagation based phase contrast from the beads generated a speckle pattern on the sample, that could be controlled by raster scanning the glass-beads slab in the transverse plane. A silicon crystal beam splitter, placed 20 cm upstream of the sample, was used to produce two copies of the beam by means of Laue diffraction (transmission geometry) from the (220) planes of the silicon. The primary beam was mostly transmitted by the silicon wafer (see scheme in Fig. 1), thus creating two non-identical copies of the beam. Both beams were then recorded by the same pixel array detector (scintillator lens-coupled to a FReLoN camera), placed immediately downstream of the sample. The effective pixel size of the camera was 30 µm. The attenuated image of the primary beam, with

![FIG. 1. Schematic diagram of the experimental setup.](image-url)
performed using a Gaussian kernel with the primary beam image in Fig. 2(c). The blurring was when compared to the primary beam. To facilitate com-

FIG. 2. (a) Image of the primary beam on the FReLoN cam-

era acquired with 2 s exposure time. The beam was attenu-
ated by stacking a 500 µm thick Cu foil and a 500 µm thick GaAs wafer to protect the camera. Scale bar = 2 mm. (b) Corresponding image of the diffracted beam. No attenuator was placed in the diffracted beam path. (c) Blurred version of the image in (a) to highlight the similarities in the speckle pat-

tern distribution between the direct and the diffracted beam.

the glass-beads slab in place, is shown in Fig. 2(a). An attenuator composed of a 500 µm thick Cu foil and a 500 µm thick GaAs wafer was inserted in the primary beam to avoid saturation and protect the camera during the prolonged exposures. The corresponding image of the diffracted beam (cropped from the same frame of the camera) is shown in Fig. 2(b). The image was acquired with 2 s exposure time. Notice the different intensity of the two beams, with the diffracted beam being much weaker compared to the primary beam. The ratio of the average intensities in the center of the direct and diffracted beam was estimated by successive measure-

ments with and without attenuators to be 1.4 × 10⁻⁴.

Two main features of the diffracted beam are worth re-

marking. (i) Due to unavoidable vibration of the silicon crystal, the image of the diffracted beam appears blurred when compared to the primary beam. To facilitate comparison between the two, we show the blurred version of the primary beam image in Fig. 2(c). The blurring was performed using a Gaussian kernel with σ = 60 µm (2 pixels). The size of the speckles in the blurred image is comparable with the corresponding size of the speck-

les of the diffracted beam, so that the similarity between the two is more evident. (ii) Likely due to some strain generated in the crystal mount, the diffracted beam appears to be slightly compressed, with more intensity being diffracted around the top and bottom edge of the beam. This led, as we will see in Sec. 3.2, to a slight demagnification of the ghost images when compared to the original images.

Ghost imaging measurement procedure

The sample was inserted in the diffracted beam. We decided on this configuration to ensure that the sam-

ple was being illuminated by the weaker beam. Given our estimated intensity ratio, and assuming the measured counts to be proportional to the number of photons (we are in a nearly monochromatic case), we expect that the sample receives a fraction of 0.014% of the photons that are in the reference beam. The variable speckle illum-

ination was obtained by raster scanning the glass-beads slab in the transverse plane. The range of the raster scan was 150 mm × 90 mm (H × V), with a step size of 750 µm × 500 µm (H × V). These parameters were chosen to ensure the step size to be about 2 times larger than the typical speckle size (compatible with the total size of the glass beads sample), so that images taken at neighbour-

ing positions along the scan were nearly independent.

A speckle image was acquired at each position of the glass-beads slab, with 2 s exposure time. The bucket signal was then synthesized by summing the number of counts in an area of 200 × 180 pixels comprising the diffracted beam. The reference image at each position was generated by cropping an area of 260 × 230 pixels centered around the primary beam from the raw (attenu-

ated) camera image. We acquired a total of 5000 frames for each ghost imaging reconstruction.

Due to the periodic electron injections into the ESRF storage ring, a low frequency time structure (with pe-

period of 1 h) was present in the intensity signal. To pre-

vent this feature affecting the ghost imaging reconstruc-

tion, the data (both bucket signal and reference images) were Fourier filtered to remove such low frequency com-

ponents. The filter was a simple low-pass designed to remove all frequency below 5% of the Nyquist (tempo-

ral) frequency, and therefore discard all slow variations of the beam intensity due to the injections.

GHOST IMAGING RECONSTRUCTION

RESULTS

Ghost imaging reconstruction strategy

Conventional ghost imaging reconstruction can be obtained with the superposition formula [11, 12]:

\[
    v_i = \frac{1}{m} \sum_{j=1}^{m} (b_j - \bar{b}) A_{ij}. \tag{1}
\]

In Eq. (1), \(v_i\) is the \(i\)-th pixel of the (rasterized) ghost image \(v\), written as the superposition of the corresponding pixels of the measured speckle images \(A_{ij}\) (\(i\)-th pixel of the \(j\)-th measurement). Each term of the superposi-

tion is weighted by the corresponding bucket signal \(b_j\) subtracted by its mean \(\bar{b}\). The total number of images used in the process is \(m\). In our experiment \(m = 5000\).

The ghost image \(v\) consists of \(n = n_1 \times n_2\) pixels. Denot-

ing by \(A\) the \(m \times n\) matrix of reference images, the bucket signal is \(b = Av\).

Equation (1) can be written in the compact form

\[
    v = \langle (b - \langle b \rangle) A \rangle, \tag{2}
\]
where the symbol $\langle \rangle$ denotes ensemble average.

The use of a random measurement matrix $A$ however, is not optimal: to attain a good signal-to-noise ratio (SNR) a large number of measurements is generally required ($m \gg n$), which makes the basic protocol unsuitable for applications demanding low dose. As noted in [12], the reason for that becomes apparent by interpreting Eq. (1) as a conventional expansion using linearly independent basis functions. The rows of the matrix $A$ represent the basis vectors, and the process of ghost imaging is in fact a projection operation of the image on such a basis. A better basis is made of orthonormal rather than merely linearly independent vectors, and therefore the quality of the ghost image recovery depends on how well the rows of the random measurement matrix approximate an orthonormal basis—see Appendix for more detail on this point. Further to this, it is also worth noting that genuinely random illumination can be hard to produce in practice. In our case, we took care to scan the glass-beads slab by a transverse step size that was much larger than the transverse speckle size, however residual correlations are still present.

To overcome such limitations causing a non optimal choice of the measurement matrix, several approaches are currently used. Compressive ghost imaging speeds image recovery using ideas and techniques of compressive sensing [12]. Image recovery can be improved by compressive sensing by identifying an orthonormal basis in which the image to be recovered is sparse [12, 33, 34].

In an alternative approach, commonly used in single pixel cameras, image recovery can be much improved if one starts from an orthonormal measurement matrix (or sensing matrix) in the first place. A common choice is the Hadamard matrix $H$ implementing Hadamard–Walsh functions via a spatial light modulator (see for instance [35]). In this case, redefining the bucket signal as $b_H = Hv$, in the absence of noise, the expansion in Eq. (1) is exact when $m = n$. While this is a convenient choice in the visible part of the spectrum (where efficient spatial light modulators exist), this option is not easy to implement for x-ray imaging.

Our approach was to assume that the speckle illuminating function is approximately orthogonal, and perform an effective orthogonalization using the QR decomposition of the matrix $A$:

$$A = QR. \quad (3)$$

Here, $Q$ is the orthogonal matrix we seek, and $R$ is an upper triangular matrix.

The only non-trivial step is to rearrange the bucket vector $b$ accordingly. Specifically we seek a vector $\tilde{b} = Qv$, that is the bucket signal that would be measured if the measurement matrix were the orthogonal matrix $Q$. Since $b = Av$, we can write

$$\tilde{b} = QA^{-1}b. \quad (5)$$

Therefore, by inverting the previous expression:

$$v = (\tilde{b}Q). \quad (6)$$

Using Eq. (6) for the reconstruction has two main advantages over the conventional superposition formula in Eq. (2). First, it guarantees optimal use of the information, as the new measurement matrix is now composed of orthogonal rows. Second, since the QR decomposition scrambles the basis, the typical speckle size of the orthogonal measurement matrix $Q$ become effectively smaller than the typical size of the physical speckles used in the measurement. This means that the resolution of the reconstructed ghost image is no longer limited by the real speckle size, at the price of an increased noise in the reconstruction.

FIG. 3. Measurement of the stencil sample. (a) Direct image of the sample when illuminated by one realization of the speckle pattern. (b) Conventional ghost imaging reconstruction using $m = 5000$ measurements. (c) Ghost imaging reconstruction after QR decomposition of the measurement matrix, obtained using the same measurement as the previous case. (d) Median image of 150 ghost images obtained by QR decomposition of the randomly permuted measurement matrix. The scale bar corresponds to 1 mm.
Notably, one could also overcome the noise problem, by noting that for underconstrained problems \((m < n)\) one could perform a QR decomposition multiple times by permuting the rows of \(A\) (and, correspondingly, of \(b\)) each time. In practice one obtains a different reconstruction each time, but the difference in the reconstructions is mostly in the noise background. By averaging multiple reconstructions (using always the same data, hence not increasing the radiation dose), one could reduce the noise and increase the resolution of the reconstruction at the same time.

**Experimental results**

The first sample we imaged was a stencil obtained by drilling three holes in a lead sheet. The direct image of the sample in the diffracted beam (before synthesizing the bucket signal) is shown in Fig. 3(a). The ghost image, obtained using the conventional reconstruction formula in Eq. (2) with \(m = 5000\), is shown in Fig. 3(b). Note that the ghost image size is equal to the reference image size of \(260 \times 230 = 59800\) pixels. Therefore we acquired a little more than \(8\%\) of the Nyquist sampling. The ghost imaging reconstruction clearly reproduces the sample features albeit at reduced resolution, as dictated by the speckle size. Significant background noise is also present as a consequence of the limited number of measurements and the camera noise.

As discussed in the previous section, resolution can be improved via QR decomposition of the measurement matrix. The result of this operation (see Eqs. (4) – (6)) is shown in Fig. 3(c). The resolution of this image is much improved, to the detriment of the image noise which is increased. Incidentally, this noise–resolution trade-off is consistent with the noise–resolution uncertainty principle, recently introduced by Gureyev et al. \[36\]. Conversely, by repeating the QR decomposition 150 times (each time performing a random permutation of the rows of the measurement matrix \(A\) and, correspondingly, of the bucket values \(b\)) and taking the median of those images, the map in Fig. 3(d) can be synthesized. This last image is comparable to the conventional reconstruction in terms of noise, and displays higher resolution.

The same set of images for the second sample is shown in Fig. 4. In this case the sample was a tungsten coil. The map obtained by the median of 150 ghost images obtained after QR decomposition shows a marked improvement over the conventional ghost image, which reflects the advantage of the QR decomposition method in optimising the use of the available information.

When compared to the stencil reconstruction, the ghost image of the coil looks noisier. Both images have been reconstructed using the same number of measurements. The difference is to be found in the sample extent compared to the beam size. The stencil sample is effectively composed of three holes only, whose size is relatively small compared to the beam. That means that, variations in the speckles position amount to relatively large excursions of the buckets signal. Conversely, the bucket signal after the coil sample will vary comparably much less, as it receive contribution from most of the beam size. Therefore we expect that the ghost imaging procedure is much more sensitive when reconstructing the stencil, as opposed to the tungsten coil.

Finally, as anticipated in Sec. 2.1, due to the beam compression effected by the silicon beamsplitter, the ghost images appeared demagnified when compared to the original images. This is especially evident observing the coil images in Fig. 4, while however being present to the same extent in the ghost image reconstructions of both samples.

**DISCUSSION**

**Completeness relation and Point Spread Function of the ghost imaging system**

The standard ghost imaging formula in Eq. (1) considers the ensemble of linearly independent random speckle images as a basis from which to synthesize the reconstruction. Indeed, as explored in more detail in the Appendix,
the standard ghost imaging formula may be viewed as a superposition of approximately orthogonal functions. A direct consequence is that the rows of the measurement matrix $\mathbf{A}$ should obey an “approximate completeness relation”, which can be written as:

$$\frac{1}{m} \sum_{j=1}^{m} (A_{ij} - \bar{A}) (A_{kj} - \bar{A}) \approx \delta_{jk} \quad (7)$$

where $\delta_{jk}$ is the Kronecker delta. Note that, subtracting the average $\bar{A}$ from each coefficient is required to have zero-mean terms, as each of the $A_{ij}$ is non-negative on account of it being a measured intensity value. The previous equation would be exact only in the ideal case in which the measurement matrix (after subtracting its average) forms a complete orthonormal set.

To make the previous argument more apparent, let us explicitly rewrite the rows of the measurement matrix as the measured speckle images $I_j(x, y)$, where $x, y$ are the coordinates on the detector plane and index $j$ runs over the number of measurements. With this new, more transparent notation the completeness relation in Eq. (7) can be rewritten as:

$$\frac{1}{m} \sum_{j=1}^{m} [I_j(x, y) - \bar{I}] [I_j(x', y') - \bar{I}] \approx \delta(x - x', y - y'), \quad (8)$$

where $\delta(x, y)$ is the Dirac delta. As before, Eq. (8) is exact only when the speckle images are subtracted by their average to form a complete orthonormal set. In all practical cases the previous equation can be used instead to define an effective Point Spread Function (PSF), $\delta(x - x', y - y') \rightarrow \text{PSF}(x - x', y - y')$ centered around the point $x', y'$ (see Eq. (10) in the Appendix for a more detailed analysis on this point).

Such a PSF defines in fact the spatial resolution of the ghost imaging system. In the light of this idea, we calculated Eq. (8) for the conventional ghost imaging situation (where the $I_j(x, y)$ are the original speckle images) as well as for the modified speckle images after the QR decomposition. The results are shown in Fig. 5. When using the original mask the FWHM of the PSF (fitted with a Gaussian function) turns out to be about 125 $\mu$m, which reduces to about 80 $\mu$m after the QR decomposition.

The form of ghost imaging presented here – equipped with the definition of the PSF as discussed above – may be therefore viewed as a form of scanning probe imaging using a completely delocalized probe and a large integrating bright-field detector. While the resolution of scanning probe imaging is usually dictated by the size of a localised scanning probe, for our delocalized scanning probe the resolution is limited by the smallest characteristic length scale present in the intensity fluctuations of the ensemble of illuminating speckle fields (cf. Eq. (10)).

Other remarks on future practical aspects of x-ray ghost imaging

We have previously mentioned the turbulence robustness of ghost imaging [19–22]. This turbulence robustness arises from the invariance of the ensemble average in Eq. (2), with respect to the addition of statistically uncorrelated fluctuations (“turbulence”) in the object and reference arms of the ghost-imaging setup. Stated more precisely, the ensemble average in Eq. (2) is unchanged under either or both of the replacements $b \rightarrow b + \delta b$ and $A \rightarrow A + \delta A$, where $\delta b$ is a zero-average random fluctuation added to the bucket signal and $\delta A$ is a random fluctuation added to the speckle images, provided that $\delta b$ and $\delta A$ are not correlated. This robustness enhances the practicality of the method.

Another practical aspect of x-ray ghost imaging in the experimental setup used here, is its ability to be parallelised. Inspired by the parallel form of computational ghost imaging proposed by Yuan et al. [38], consider the setup shown in Fig. 6. Here, an x-ray source $\sigma$ illuminates an ensemble of $m$ random speckle-producing masks $\{A_j(x, y)\}$, where $j = 1, \ldots, m$ labels each realisation of the mask and $(x, y)$ are coordinates in the plane perpendicular to the optic axis. A series of beam-splitters $B_1, B_2, \ldots$ then illuminate a series of objects $\alpha, \beta, \ldots$, giving associated non-spatially-resolved signals in the bucket detectors $b_1, b_2, \ldots$. Each bucket signal in each detector may be correlated with the same ensemble of speckle images registered by the pixellated array detector for each realisation of the mask, to yield independent parallelised ghost imaging. The objects in in Fig. 6 are staggered so as to keep constant the source-to-object distance, thereby ensuring that Fresnel diffraction and other
free-space-propagation effects are accounted for, with the registered speckle pattern measured over the pixellated array detector being equal (up to a multiplicative constant) to the speckle patterns illuminating each object. Note that each beamsplitter only needs to remove a negligible fraction of the total energy from the beam which ultimately illuminates the pixellated array detector; the resulting attenuation of the speckle-basis images registered by the array detector can be trivially taken into account in the parallel ghost reconstructions. Note also that, while Fig. 6 indicates one object per beam-splitter, one could also have multiple objects per beam-splitter, using multiple Bragg or Laue reflections from a crystal beam-splitter, or multiple Laue reflections from a polycrystal beam-splitter.

Irrespective of whether or not the ghost-imaging geometry is parallelised, one can also consider x-ray ghost imaging scenarios which reduce or even eliminate the reliance on a position sensitive detector. With this end in mind, suppose that the ensemble of spatially random screens in Figs 1 or 6 may be generated in a reproducible fashion using a radiation-hard mask. Such masks might be generated by transversely displacing a highly structured object (such as the layer of glass beads used in the present study), and also by rotation of a suitable highly structured object (such as a thick metallic foam). In this scenario, one need measure the ensemble of reference speckle fields only once—the pixellated array detector can then be switched off, or even removed, and ghost images subsequently recorded using only the bucket detectors, by running the mask through the previously mentioned reproducible set of positions/orientations. Note, moreover, that the acquisition time in this geometry can be driven down significantly, since there are no longer any position-sensitive x-ray detectors, together with their associated readout times. Note also that the same set of speckle images could be used with each orientation of an object, in a tomographic x-ray ghost imaging context.

Interestingly, in the spirit of computational (ghost) imaging [11, 17, 18], one may even dispense altogether with the pixellated array detector. To do this, one would have a highly structured mask whose three-dimensional micro-structure is so well characterised, and the illuminating beam so stable and well characterised, that one can use a numerical implementation of the x-ray scattering and diffraction to calculate the ensemble of reference speckle fields that one would have measured had an array detector been used; these images therefore do not need to be measured. One would then have a form of computational x-ray ghost imaging using only bucket detectors. In this context, we point out that the function played by spatial light modulators in visible-light computational imaging is replaced with the known micro-structured mask, in our proposed form of x-ray computational imaging. In the near future, this highly structured mask might even be amenable to fabrication using three-dimensional printers.

We close the discussion with a final remark: spatially random masks are not necessarily optimal for x-ray ghost imaging. While random masks have the virtue of ease of synthesis, structures such as the uniformly redundant array [39] may be more efficient.

FIG. 6. Schematic setup for parallelised x-ray ghost imaging.

CONCLUSION

We have presented a practical realization of x-ray ghost imaging using synchrotron x-rays from an undulator. This experimental demonstration shows a practical avenue for producing x-ray ghost images. We reported the measurements of two samples, a stencil in a lead mask and a tungsten coil. For both samples we reported two different reconstruction strategies. The first is based on the conventional ghost imaging formula, in which the ghost image is approximated by the weighted average of the speckle illuminating images. The weights of the superposition are the bucket signals subtracted by their average. The second approach is based on prior QR decomposition of the measured speckle reference images. In this way the ensemble of speckle images can be made to be a better approximation to an orthogonal basis, thereby improving the resolution of the reconstruction. Next, we analyzed in more detail the resolution of our ghost imaging system, defining an effective Point Spread Function (PSF) which was shown to be improved upon QR decomposition of the illuminating functions. Finally, we discussed practical aspects for future applications of x-ray ghost imaging, including its robustness against turbulence and improved measurement strategies using parallelised ghost imaging and computational x-ray ghost imaging.
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APPENDIX: ESTIMATING GHOST-IMAGING RESOLUTION FROM A GIVEN SPECKLE BASIS

Consider an ensemble of \(m \gg 1\) spatially random two-dimensional intensity speckle patterns \(\{I_j(x, y)\}\) defined over a domain \(\Omega\) with area \(A(\Omega)\) in the \((x, y)\) plane. Each ensemble member is labelled by the integer \(j\), with each \(I_j(x, y)\) being non-negative on account of being an intensity map.

Assume “many speckles” in each random speckle field. More precisely, consider each to be a distinct realisation of a stochastic process with every member of the ensemble of speckle fields having the same characteristic transverse length scale \(\sigma\), in both \(x\) and \(y\). Stated differently, we assume each realisation of the speckle field to be statistically identical. Since each speckle field has \(M\) speckles with \(M \approx A(\Omega)/\sigma^2 \gg 1\), this implies that (i) the spatially-averaged intensity of each realisation of the ensemble is approximately the same, (ii) the spatially averaged squared intensity, of each member, is also approximately the same, and (iii) the ensemble-averaged intensity at any point in \(\Omega\) is independent of position, and approximately equal to the spatially averaged intensity in any particular realisation.

The standard ghost-imaging formula considers the ensemble \(\{I_j(x, y)\}\) as a speckle basis, from which the ghost image of the object transmission function \(v(x, y)\) may be synthesized \cite{11, 12}:

\[
v(x, y) \oplus \text{PSF}(x, y) = \frac{1}{m} \sum_{j=1}^{m} (b_j - \bar{b}) I_j(x, y). \tag{9}\]

Here, \(\oplus\) denotes convolution over \(x\) and \(y\), \(\text{PSF}(x, y)\) is a point spread function associated with the finite spatial resolution with which \(v(x, y)\) is estimated, the bucket signal is

\[
b_j = \int_{\Omega} v(x, y) I_j(x, y) dx dy \tag{10}\]

and the average bucket signal is

\[
\bar{b} = \frac{1}{m} \sum_{j=1}^{m} b_j, \tag{11}\]

Using the above definitions and assumptions, one can readily show that

\[
\overline{\mathbb{I}} = \mathcal{T} \pi A(\Omega), \tag{12}\]

where

\[
\mathcal{T} = \frac{1}{m} \sum_{j=1}^{m} I_j(x, y) = \frac{1}{A(\Omega)} \int_{\Omega} I_j(x, y) dx dy \text{ for any } j, \tag{13}\]

and

\[
\overline{\mathbf{v}} = \frac{1}{A(\Omega)} \int_{\Omega} v(x, y) dx dy. \tag{14}\]

Using Eqs. (10), (12) and (13), Eq. (9) can be manipulated into the form:

\[
v(x, y) \oplus \text{PSF}(x, y) = \int_{\Omega} dx' dy' v(x', y') \frac{1}{m} \sum_{j=1}^{m} [I_j(x', y') - \overline{\mathbb{I}}][I_j(x, y) - \overline{\mathbb{I}}]. \tag{15}\]

Since \(v(x, y) \oplus \text{PSF}(x, y) = \int_{\Omega} v(x', y') \text{PSF}(x - x', y - y') dx' dy'\), the point-spread function associated with the ghost-imaging reconstruction is the ensemble-averaged intensity–intensity correlation between the locations \((x, y)\) and \((x', y')\), namely the smoothed completeness relation:

\[
\text{PSF}(x - x', y - y') = \frac{1}{m} \sum_{j=1}^{m} [I_j(x', y') - \overline{\mathbb{I}}][I_j(x, y) - \overline{\mathbb{I}}]. \tag{16}\]

For any fixed position \((x, y) = (x', y')\), and a specified measured ensemble of intensity-speckle fields, Eq. (16) can be used to estimate the local resolution associated with superpositions (such as Eq. (9)) that utilise this basis in a ghost imaging context—see Fig. 5. The above expression, the right side of which is the same correlation function (intensity covariance) measured in classic Hanbury Brown–Twiss scenarios \cite{13, 14}, may also be used to generate a “pixel basis” consisting of a lattice of PSFs whose centroids are separated by the full-width-at-half-maximum of each PSF. This set of PSFs is another approximately orthogonal basis, which is complementary to the approximately-orthogonal speckle basis from which it is derived, insofar as the former is localised whereas the latter is not. Indeed, one may loosely speak of Eq. (15) as showing how linear combinations of the spatially delocalized speckle probes may be formed to yield very localised probes.
Interestingly, a variant of the above chain of reasoning may be used to derive the standard ghost-imaging formula from first principles, in a physically transparent manner. One can start with an ensemble of intensity speckle fields that obey the previously articulated assumptions (see second paragraph of this Appendix). Indeed, for our ensemble formula may be viewed in approximate terms as a form of orthogonal function expansion. We close by noting that the standard ghost imaging formula may be viewed in approximate terms as a form of orthogonal function expansion. Thus, the standard ghost imaging formula, as a weighted superposition of the nearest-orthogonal set of functions \{\{\tilde{I}_j(x, y)\}\}, may be viewed in approximate terms as a form of orthogonal function expansion.

\[ \frac{1}{A(\Omega)} \iint_{\Omega} \tilde{I}_j(x, y) \tilde{I}_j(x, y) dx dy \approx \delta_{jj} \text{Var}(I), \]

where \(\tilde{I}_j(x, y)\) are background-subtracted speckle fields with

\[ \tilde{I}_j(x, y) = I_j(x, y) - \bar{T}, \]

and \text{Var}(I) is the variance of each \(I_j(x, y)\), which is assumed to be independent of \(j\) on account of the previously articulated assumptions. By construction, the set \(\{\tilde{I}_j(x, y)\}\) of speckle patterns has each member averaging to zero over \(\Omega\), with distinct members being orthogonal to one another, and all members being approximately orthogonal to a constant offset. Thus the standard ghost imaging formula, as a weighted superposition of the near-orthogonal set of functions \(\{\{\tilde{I}_j(x, y)\}\}, 1\), may be viewed in approximate terms as a form of orthogonal function expansion.
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