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Abstract

Recent progress in Generative Artificial Intelligence (AI) relies on efficient data representations, often featuring encoder-decoder architectures. We formalize the mathematical problem of finding the optimal encoder-decoder pair and characterize its solution, which we name the “benign autoencoder” (BAE). We prove that BAE projects data onto a manifold whose dimension is the optimal compressibility dimension of the generative problem. We highlight surprising connections between BAE and several recent developments in AI, such as conditional GANs, context encoders, stable diffusion, stacked autoencoders, and the learning capabilities of generative models. As an illustration, we show how BAE can find optimal, low-dimensional latent representations that improve the performance of a discriminator under a distribution shift. By compressing “malignant” data dimensions, BAE leads to smoother and more stable gradients.
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1 Introduction

The success of modern generative models relies on neural network architectures for building powerful representations of the data, typically featuring an encoder (responsible for feature learning) and a decoder (responsible for data generation).\(^1\) Most such encoder-decoder architectures feature a bottleneck, with the latent dimension of the encoder often being much smaller than the dimension of the original data. Extensive experimental evidence suggests that a lower-dimensional latent space improves the quality of generative models by allowing them to generate data based on several key features of the latent representation. For example, this is the case for the variational autoencoder (VAE; Kingma and Welling (2013), Makhzani, Shlens, Jaitly, Goodfellow, and Frey (2015)), generative adversarial networks (GANs; Radford, Metz, and Chintala (2015), Che, Li, Jacob, Bengio, and Li (2016), Peng, Kanazawa, Toyer, Abbeel, and Levine (2018), Goodfellow, Pouget-Abadie, Mirza, Xu, Warde-Farley, Ozair, Courville, and Bengio (2020), Donahue, Krähenbühl, and Darrell (2016), Dumoulin, Belghazi, Poole, Mastropietro, Lamb, Arjovsky, and Courville (2016), Pathak, Krahenbuhl, Donahue, Darrell, and Efros (2016)), and stable diffusion (Sohl-Dickstein, Weiss, Maheswaranathan, and Ganguli (2015); Ho, Jain, and Abbeel (2020)). The same idea of encoding data into a low-dimensional manifold and then decoding it for discriminative purposes underlies recent successful attempts to build powerful, general perception models, such as those of Jaegle, Gimeno, Brock, Vinyals, Zisserman, and Carreira (2021) and Girdhar, El-Nouby, Liu, Singh, Alwala, Joulin, and Misra (2023).\(^2\)

The impressive empirical achievements of the models cited above have further widened the gap between their performance and our theoretical understanding thereof. In particular, little is known about the role of bottlenecks and the geometry of the respective latent spaces.\(^3\) In this paper, we try to bridge this gap. To this end, we formally define the generative problem of finding the best encoder-decoder architecture. Using novel mathematical techniques combining ideas from optimal transport theory Villani (2009) and metric geometry Burago, Burago, and Ivanov (2022), we characterize the solution to the optimal encoder-decoder problem, that we name the *benign autoencoder* (BAE). We show that BAE optimally reg-
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\(^1\)While the original text generation and translation models used encoder-decoder architectures, the recent progress in large language models (LLMs) relies on decoder-only architectures. Understanding the role of encoders for LLMs is an important direction for future research.

\(^2\)The Perceiver of Jaegle et al. (2021) is designed to handle arbitrary configurations of different modalities (images, audio, and video data) using a single Transformer-based architecture. It introduces a small set of latent units that forms a bottleneck eliminating the quadratic scaling problem of classical Transformers and decoupling the network depth from the input’s size. The authors use a bottleneck of dimension 512 for the image encoding, which is a huge dimensionality reduction, compared to the input dimension of \(224 \times 224 = 50,176\) pixels.

\(^3\)For some recent progress in the theoretical understanding of GANs, see, Arjovsky and Bottou (2017).
ularizes the generative problem by compressing the “malignant” dimensions of the data, thus convexifying the problem through dimensionality reduction.\(^4\) We also characterize the latent dimension of the optimal BAE that we refer to as the compressibility dimension of the learning problem.

In addition to providing a theoretical foundation for optimal latent representations in several important generative problems (see, e.g., Che et al. (2016), Peng et al. (2018), Goodfellow et al. (2020), Pathak et al. (2016)), we test our theory on the distance-regularized GAN and context-encoder settings with the CelebA-HQ dataset Karras, Aila, Laine, and Lehtinen (2017). In the Appendix, we also show how to use our results to study optimal, supervised, denoising autoencoders with the MNIST LeCun, Boser, Denker, Henderson, Howard, Hubbard, and Jackel (1989) and FMNIST Xiao, Rasul, and Vollgraf (2017) datasets. In all experiments, we find evidence of the existence of an optimal latent dimension (much lower than the dimension of the data). In particular, we show that using an encoder with a latent dimension larger than the compressibility dimension either deteriorates generative models’ performance or is meaningless. This is due to wasted computational resources, and it does not lead to any performance increase.

In an effort to understand the benefits of encoder-decoder architectures, previous papers used heuristics and intuition to suggest that penalization of the reconstruction error in generative models leads to smoother and more stable gradients (see, e.g., Che et al. (2016)). This paper vindicates and provides a theoretical formalization for this intuition. Our main theorem implies that BAE convexifies the objective function’s dependence on the data. Namely, the objective becomes convex when restricted to the optimal feature manifold (the low-dimensional manifold on which the auto-encoded data lives). The gradient of a convex function is always regular because it is a monotone map; this monotonicity removes “spikes” and makes the gradient more stable.

2 Background

Since the onset of GANs, lower-dimensional representations have played a key role in generative AI. For example, in image generation, modern GAN architectures Karras et al.

\(^4\)It is known that convex problems are well-behaved because they have unique global minima and gradient descent algorithms are guaranteed to converge to these minima. However, BAE exploits a different form of convexity: It makes the average model accuracy depend on the input (training) data in a convex fashion. The dependence on training data is an important ingredient of the theory of adversarial attacks. See, e.g., Goodfellow, Shlens, and Szegedy (2014a) and Ilyas, Santurkar, Tsipras, Engstrom, Tran, and Madry (2019). BAE regularizes the dependence on training data by removing “spikes in the gradient” and making the gradient map monotone.
(2017); Karras, Laine, and Aila (2019); Karras, Laine, Aittala, Hellsten, Lehtinen, and Aila (2020); Karras, Aittala, Laine, Härkönen, Hellsten, Lehtinen, and Aila (2021) use a lower-dimensional latent space of $4 \times 4 \times 512$ to generate high-resolution images and videos ($1024 \times 1024 \times 3$). Similar behavior is observed in the latest Diffusion Probabilistic Models Sohl-Dickstein et al. (2015); Ho et al. (2020); Li, Prabhudesai, Duggal, Brown, and Pathak (2023).

Although GANS achieve state-of-the-art results on various tasks, they are often highly unstable. As Che et al. (2016) show, this behavior is driven by a special form of a curse of dimensionality that can be solved by training an autoencoder with a small latent dimension. In a similar vein, Peng et al. (2018) show that introducing an auto-encoder trained with a VAE-type reconstruction loss and a low-dimensional bottleneck significantly improves the performance of GANs, as well as models of imitation learning and inverse reinforcement learning.

Our paper also relates to the tight connection between generative and discriminative problems, which has been discussed in many papers, starting with the influential work of Hinton (2007): “To Recognize Shapes, First Learn to Generate Images.” See also Ng and Jordan (2001). Recent evidence suggests that conditional generative models are also good classifiers. See, e.g., Li et al. (2023); Brown, Mann, Ryder, Subbiah, Kaplan, Dhariwal, Neelakantan, Shyam, Sastry, Askell, et al. (2020). Our results provide additional intuition for this phenomenon and its link to efficient latent representations.

For discriminative (classification and regression) problems, Tishby and Zaslavsky (2015) argue that the success of deep neural networks might be related to their ability to extract efficient representations of the relevant features of the input layer for predicting the output label. Tishby and Zaslavsky (2015) refer to this phenomenon as the optimal information bottleneck. Several subsequent papers have introduced methodologies targeted at creating optimal bottlenecks with a minimal loss of mutual information. See, e.g., Alemi, Fischer, Dillon, and Murphy (2016) Oord, Li, and Vinyals (2018), Hjelm, Fedorov, Lavoie-Marchildon, Grewal, Bachman, Trischler, and Bengio (2018), Achille and Soatto (2018a), Alemi (2020). In particular, Alemi et al. (2016) provide evidence that efficiently trained bottlenecks improve classification accuracy and adversarial robustness; Achille and Soatto (2018a) link information bottlenecks to invariance to nuisances, irrelevant features that provide no useful information. The mechanism behind the BAE algorithm proposed in this paper is different. The bottleneck created by BAE does not remove noise or useless features; instead, we prove that some dimensions of data are useful (contain important information) but are malignant.

\footnote{Recent research shows that the ability of NNs to learn efficient low-dimensional representations is key to their performance. See Ghorbani, Mei, Misiakiewicz, and Montanari (2020).}
3 Preliminaries on Autoencoders

We start our analysis by introducing a mathematical formalism behind encoder-decoder architectures.

Let $\hat{X}$ be a set of messages, and $Z$ the space of encoded messages (henceforth, code space). Data pre-processing is a map $F: \hat{X} \rightarrow X$, where $X \subset \mathbb{R}^L$ is the space of preprocessed messages. E.g., $F$ could be a form of data normalization, image resizing, data whitening, or masking (for context encoders). An encoder is a map $E: X \rightarrow Z$, and a decoder is a map $D: Z \rightarrow \hat{X}$. An autoencoder (AE) is the composition of the two: $A: X \rightarrow \hat{X}, \quad A(x) = D(E(x))$.

Given a parametric family $\{E_\phi\}_{\phi \in \Phi}$ of encoders and a parametric family $\{D_\theta\}_{\theta \in \Theta}$ of decoders, the classic optimal encoding problem is to solve

$$\min_{\theta, \phi} \mathbb{E}[\ell(D_\theta(E_\phi(F(\tilde{x}))), g(\tilde{x}))]$$

for some loss function $\ell$, where $g: \hat{X} \rightarrow \hat{X}$ is a target data transformation. For example: (i) For a standard autoencoder, $\tilde{X} = X = \hat{X}$, and both $F$ and $g$ are identity maps so that the objective becomes to reconstruct the original data $x = \tilde{x}$ based on its latent representation $\min_{\theta, \phi} \mathbb{E}[\ell(D_\theta(E_\phi(x)), x)]$. (ii) In the context encoding problem of images (Pathak et al. (2016)), a part of the data is masked using a mask indicator $\hat{M}$, so that $F(\tilde{x}) = (1 - \hat{M}) \odot \tilde{x}$ is the partially masked image. At the same time, the optimal encoding-decoding problem is to reconstruct the masked part of the image, $g(\tilde{x}) = M \odot \tilde{x}$, based entirely on the partially masked image: The goal is to solve $\min_{\theta, \phi} \mathbb{E}[\ell(D_\theta(E_\phi((1 - \hat{M}) \odot \tilde{x})), \hat{M} \odot \tilde{x})]$. (iii) For image-to-image translation (Isola, Zhu, Zhou, and Efros (2017)), $\tilde{x} = (y, x)$ is a pair, and the objective is to morph $x$ into $y$, so that $F(\tilde{x}) = x$ and $g(\tilde{x}) = y$, and we minimize $\min_{\theta, \phi} \mathbb{E}[\ell(D_\theta(E_\phi(x)), y)]$.

Given a prior probability distribution $p(dx)$ of $x = F(\tilde{x})$ on $X$, a probabilistic encoder is a joint probability distribution $p(dx, dz)$ on $X \times Z$ satisfying

$$p_x(dx) = \int_Z p(dx, dz) = p(dx).$$

---

6One of the most popular algorithms for unsupervised data representation is based on training an autoencoder (Rumelhart and McClelland, 1986): An artificial neural network that learns how to efficiently encode data in a lower-dimensional space with a minimal reconstruction loss. These models play a key role in unsupervised data representation and feature engineering as powerful non-linear dimensionality reduction techniques, see Hinton, Osindero, and Teh (2006), Hinton and Salakhutdinov (2006), Bengio, LeCun, et al. (2007), Erhan, Courville, Bengio, and Vincent (2010), Baldi (2012), Zenel, Wu, Swersky, Pitassi, and Dwork (2013), Makhzani and Frey (2013), Makhzani and Frey (2015), Achille and Soatto (2018b), Makhzani (2018), Kenfack, Khan, Hussain, and Kazmi (2021), and Gu, Kelly, and Xiu (2021).

7See also Choi, Uh, Yoo, and Ha (2020) for a related problem of image synthesis.
In this case, given a value of $x$, we sample $z$ from the distribution $p(dz|x)$:

$$E(x) = \text{Random}(z \sim p(dz|x)). \tag{2}$$

Given an encoder (probabilistic or not) $E : \mathcal{X} \to \mathcal{Z}$, the optimal decoding problem is to find a map $D : \mathcal{Z} \to \mathcal{X}$ to minimize the reconstruction loss, given by

$$D(z) = \arg\min_{a \in \mathcal{X}} E[\ell(a, g(\tilde{x})) | E(F(\tilde{x})) = z]. \tag{3}$$

In the Appendix, we derive results for generic loss functions. In our experiments, we utilize any of the following loss functions as an additional generative model loss: Mean Squared Error (MSE) or $\ell_2$ loss, pixel loss or $\ell_1$ loss, and binary cross-entropy. However, in the main body of the paper, we focus on $\ell(x, y) = ||x - y||^2$, corresponding to the MSE loss function. In this case, the optimal decoder is just the conditional expectation:

$$D(z) = \mathbb{E}[g(\tilde{x}) | E(F(\tilde{x})) = z] = \int_{\mathcal{X}} G(x) p(dx|z), \tag{4}$$

where we have defined

$$G(x) = \mathbb{E}[g(\tilde{x}) | F(\tilde{x}) = x]. \tag{5}$$

That is, an optimal decoder represents the optimal prediction of $g(\tilde{x})$ given the encoded (compressed) information in $E_\phi(x)$, $x = F(\tilde{x})$. The superposition of $D$ and $E$ is called an autoencoder: $A = D \circ E : \mathcal{X} \to \hat{\mathcal{X}}$ is given by $A(x) = D(E(x))$.

### 4 Optimal Encoders for Generative and Discriminative Problems

It is known (see, e.g., Hinton and Salakhutdinov (2006)) that autoencoders are able to efficiently encode high-dimensional data into much lower dimensions so that $\mathcal{Z} \subset \mathbb{R}^\nu$ with $\nu \ll L$. Formally, this means that there exist parametric families $\{E_\phi\}_{\phi \in \Phi}$ of encoders with $\mathcal{Z} = \mathbb{R}^\nu$, and parametric families $\{D_\theta\}_{\theta \in \Theta}$ of decoders, such that the minimum

$$\min_{\theta, \phi} \mathbb{E}[\ell(D_\theta(E_\phi(x)), x)] \tag{6}$$

Please refer to the Appendix for comprehensive details regarding the experiment, including information about the training algorithm, hyperparameters, and model architectures.
is relatively small for many real-world datasets with $X = \mathbb{R}^L$, even when $\nu$ is much smaller than $L$.

The objective of the minimization problem (6) is to achieve efficient dimensionality reduction. By contrast, Generative AI is concerned with a different objective. Given a probabilistic autoencoder $p(dx, dz)$, the objective is to generate objects (e.g., texts or images) by sampling $z$ from the marginal distribution $p_z(dz) = \int_X p(dx, dz)$, and then decoding them into $D(z)$ to make them pleasing to human perception. The problem of evaluating the quality of generated content is extremely difficult, and there is no consensus about the way of doing it. See, e.g., Borji (2022) for the discussion of this problem for image generation (most papers on generative models for images still show large samples of generated content directly in their papers to convince human readers that it “looks good”). For text generation models such as GPT, the problem is even harder, and Reinforcement Learning from Human Feedback (Ouyang, Wu, Jiang, Almeida, Wainwright, Mishkin, Zhang, Agarwal, Slama, Ray, et al. (2022)) has been proposed as one potential remedy. We conjecture that human beings receiving generated content $D(z)$ (be it images or text) evaluate its quality using some function $W$ that is probably combining a “feeling of common sense” with some (non-linear) outlier detection. This motivates the following definition.

**Definition 1 (Optimal Autoencoder).** Let $W : \tilde{X} \rightarrow \mathbb{R}$ be a function evaluating the quality of generated content. Then, the solutions to the problems

$$
\mathcal{L}_{PBAE} = - \sup_{Z, p(X; z)} \{ \mathbb{E}_p[W(D(z))] : (1), (4) \text{ hold} \}
$$

$$
\mathcal{L}_{BAE} = - \sup_{Z, \mathcal{E} : \tilde{X} \rightarrow Z} \{ \mathbb{E}[W(D(z))] : z = \mathcal{E}(F(\tilde{x})) \text{ and (4) holds} \}
$$

(if they exist) are called the optimal probabilistic autoencoder and the optimal autoencoder, respectively. Since an AE is also a PAE, we always have $\mathcal{L}_{PBAE} \leq \mathcal{L}_{BAE}$.

Formally introducing the performance measure $W$ is key to our analysis. In practice, the quality of generative models is typically evaluated using extremely complex, non-linear, and highly non-convex metrics such that the Frechet Inception Distance (FID; see Heusel, Ramsauer, Unterthiner, Nessler, and Hochreiter (2017)) and the Learned Perceptual Image Patch Similarity metric (LPIPS; see Zhang, Isola, Efros, Shechtman, and Wang (2018)). The convexity of $W$ is key to the emergence of optimal latent dimensions, as we explain below. Note also that imposing (4) is approximately equivalent to penalizing the objective function with an $L_2$-penalty $\lambda \mathbb{E}[||g(\tilde{x}) - D(z)||^2]$ with a very large penalty coefficient $\lambda$. We will use this observation in our experiments and the examples below.
4.1 Examples

This section shows how many important generative models are tightly linked to the theoretical framework of Definition 1, with model-specific $W$ functions.

**Distance-Regularized GANs.** Che et al. (2016) recommend regularizing GANs with a distance penalty. Given a discriminator $D(x)$, the optimal PBAE, $p(dx, dz)$ samples $z$ from the marginal distribution $p_z(dz) = \int_x p(dx, dz)$ of the encoding $z \in Z$, builds an unbiased reconstruction $D(z)$ of $x$, and the objective is to minimize

$$\min_{p(dx, dz)} \mathbb{D} (\mathbb{E}_{x \sim p(dx)} [\log(D(x))] + \mathbb{E}_{z \sim p_z(dz)} [\log(1 - D(D(z)))] + \lambda_{\text{rec}} \mathbb{E}_{(x, z) \sim p(dx, dz)} [\|x - D(z)\|^2]),$$

(8)

which is equivalent to (7) with $W(\hat{x}) = \log(1 - D(\hat{x}))$.

**Context Encoders.** Following Pathak et al. (2016), given a discriminator $D$, the objective is to minimize a combination of adversarial and reconstruction losses: $\lambda_{\text{rec}} L_{\text{rec}} + \lambda_{\text{adv}} L_{\text{adv}}$, where $L_{\text{adv}} = \mathbb{E}[\log(D(\hat{x}))] + \mathbb{E}[W(D(\mathcal{E}((1 - \hat{M}) \odot \hat{x})))$, with $W(\hat{x}) = \log(1 - D(\hat{x}))$ and $L_{\text{rec}} = \mathbb{E}[\|\hat{M} \odot D(\mathcal{E}((1 - \hat{M}) \odot \hat{x})) - \hat{M} \odot \hat{x}\|^2]$.

**Evaluating the Quality of the Generator with a Discriminator.** Given a classifier $D$, with labels $y$, trained to minimize a distance $\delta(\cdot, \cdot)$ (e.g., the cross-entropy) between $y$ and $D(x)$, the quality of an autoencoder $\mathcal{A}(x) = D(\mathcal{E}(x))$ can be evaluated by computing the classification error $\delta(y, D(\mathcal{A}(x)))$ with $x$ replaced by $\mathcal{A}(x)$. When $\delta$ is the mean-squared error and $\mathbb{E}[y|x] = f(x)$, we can re-define the decoder $\hat{D}(z) = (\mathbb{E}[f(x)|z], D(z))$ (with just one additional dimension) to get $\mathbb{E}[\|y - D(\mathcal{A}(x))\|^2] = \mathbb{E}[\|y\|^2] + \mathbb{E}[W(D(\hat{z}))]$, with $W(\hat{D}(z)) = -2\mathbb{E}[f(x)|z]D(\hat{D}(z)) + D^2(\hat{D}(z))$. Hence, the problem (7) is equivalent to the problem of compressing the data $x$ to “help” the discriminator. Such a framework could also be useful in a situation of a distribution shift, e.g., when $D$ was trained on high-quality data while the new dataset is corrupted by noise. In this case, (7) becomes a problem of finding the optimal, denoising, supervised autoencoder, whose objective is to denoise the data for better classification accuracy.

**Conditional Generative and Discriminative Problems.** It is known that there exists a tight link between generative and discriminative problems. See, e.g., Ng and Jordan (2001) and Hinton (2007).

Many conditional generative models, such as conditional GANs (cGANs), have objectives related to (7) and feature an encoder-decoder architecture. See, e.g., Mirza and Osindero (2014), Gauthier (2014), Denton, Chintala, Fergus, et al. (2015), Isola et al. (2017), Antipov.

---

9 The decoder $\mathcal{D}$ only reconstructs the masked part, $\hat{M} \odot \hat{x}$, and keeps the context, $(1 - \hat{M}) \odot \hat{x}$. 

Baccouche, and Dugelay (2017), Mao, Lee, Tseng, Ma, and Yang (2019), cGANs search for a generator \( G : (x, z) \rightarrow y \) that maps a combination of an observed image \( x \) and random noise \( z \) into another image \( y \). Given a discriminator \( D \), the objective is to minimize the adversarial objective penalized by the reconstruction loss, \( \mathcal{L}_{adv} + \lambda \mathcal{L}_{rec} \), where \( \mathcal{L}_{adv} = \mathbb{E}[\log(D(y))] + \mathbb{E}[\log(1 - D(G(x, z)))] \) and \( \mathcal{L}_{rec} = \mathbb{E}[\|y - G(x, z)\|^2] \). As we explain above, one can represent \( G(x, z) \) as a probabilistic auto-encoder, with full initial data \( \tilde{x} = (y, x) \), the pre-processing map \( F(\tilde{x}) = x \) (only \( x \) is used for generation), and the target \( g(\tilde{x}) \) in (4) defined via \( g(\tilde{x}) = y \).

A competitor to conditional GANs is the denoising diffusion model of Ho et al. (2020). Based on this model, Li et al. (2023) introduce a diffusion classifier. As Ho et al. (2020) show, efficiently training diffusion models can be done by minimizing the reconstruction loss between the \( \varepsilon \) (the noise) and the original data, \( x : \) They do it by solving \( \min_{\theta} \mathbb{E}[\|\varepsilon - \varepsilon_{\theta}(x_t, c)\|^2] \), where \( x_t \) is the image, “diffused” after several steps of adding noise, and \( c \) is the class label. Li et al. (2023) then show how that investigating the whole vector \( (\|\varepsilon - \varepsilon_{\theta}(x_t, c)\|^2)_{i=1}^{K} \) (where \( K \) is the number of classes in the dataset) can be used to build classifiers of the form \( f((\|\varepsilon - \varepsilon_{\theta}(x_t, c)\|^2)_{i=1}^{K}) \) for some function \( f \). Given a loss function \( \ell \) (e.g., \( L_2 \)-distance or cross-entropy), we end up with an objective \( \mathcal{L} = \mathbb{E}[\ell(c, f((\|\varepsilon - \varepsilon_{\theta}(x_t, c)\|^2)_{i=1}^{K}))] \), which directly depends on the auto-encoded noise \( \varepsilon_{\theta} \), consistent with (7). Let now \( \tilde{x} = (x_t, \varepsilon) \) and let \( (\varepsilon_{\theta}(x; c))_{i=1}^{K} = \mathcal{D}(\mathcal{E}(x)) \) be an auto-encoder. Define \( W(z; c) = -\mathbb{E}[\ell(c, f((\|\varepsilon - z\|^2)_{i=1}^{K})) | z] \) so that, by the law of iterated expectations, our objective is to minimize \( \mathcal{L} = -\mathbb{E}[W(\mathcal{D}(\mathcal{E}(x_t)); c)] \), consistent with (7).

Non-Linear Supervised Principal Components Regression and Supervised Principal Manifolds. Given a dimension \( \nu \), the solution to the optimal linear auto-encoder problem \( \min_{\text{linear } \mathcal{E}, \mathcal{D}} \mathbb{E}[\|x - \mathcal{D}(\mathcal{E}(x))\|^2] : \mathcal{D}(z) = \mathbb{E}[x | z] \) over linear \( \mathcal{E}, \mathcal{D} \) with \( \mathcal{E} \) of latent dimension \( \nu \) is given by the projection of \( x \) on the top \( \nu \) principal components (assuming, e.g., a Gaussian distribution). Thus, the general problem of optimal autoencoding could be thought of as a form of non-linear principal component analysis (PCA). Some papers attempt to use PCA for supervised problems. See, for example, Jolliffe (1982), Bair, Hastie, Paul, and Tibshirani (2006). Here, we argue that the problem (7) is tightly linked to the general problem of Non-Linear Supervised Principal Components. Indeed, consider a data sample consisting of \( N \) observations \( (y; X) = ((y_i; x_i))_{i=1}^{N} \), with \( (y_i; x_i) \in \mathcal{Y} \times \mathcal{X} \) (the training sample) where \( \mathcal{Y} \) and \( \mathcal{X} \) are, respectively, label and feature spaces. Given a parametric family of functions \( \{f_{\psi}(x)\}_{\psi \in \Psi} \), a learning algorithm is a map from the (train) data sample \( (y; X) \) into an estimator \( \hat{\psi} \) of \( \psi \), given by a function of the data.\(^{10}\) The algorithm’s

---

\(^{10}\)For example, the linear ridge regression has \( f_{\psi}(x) = \psi'x \), and the learning algorithm is given by \( \hat{\psi}(y; X) = (\lambda + X'X)^{-1}X'y \), where \( \lambda \) is the ridge penalty.
objective is to minimize the test loss \( \mathcal{L} = \mathbb{E}[\ell(y; f_{\psi(y; x)}(x))] \), where \((y; x) \in \mathcal{Y} \times \mathcal{X}\) is a test sample realization, and where the expectation is taken over all possible realizations of \((y; x; y; X)\), drawn from their joint distribution on \(\mathcal{Y} \times \mathcal{X} \times \mathcal{Y}^{N} \times \mathcal{X}^{N}\). Using the law of iterated expectations and defining \(W(x, X) = -\mathbb{E}[\ell(y; f_{\psi(y; x)}(x))]|x, X] \), we can rewrite \(\mathcal{L} = -\mathbb{E}[W(x, X)]\).\(^{11}\)

### 4.2 Solution

The problems in (7) are non-parametric: They impose no constraints on the code space \(\mathcal{Z}\) and the encoders \(p(x; z)\) \((z = \mathcal{E}(x)\) in the case of BAE). By (4), a trivial autoencoder is \(\mathcal{E}(x) = \mathcal{G}(x) = \mathbb{E}[g(\tilde{x})|x]\). The existence of a non-trivial solution to (7) would imply the existence of a beneficial autoencoder. As we now explain, the nature of the problems (7) depends crucially on the convexity properties of the function \(W\) (the generative score). If \(W\) is convex, then the Jensen inequality implies that data compression is always suboptimal: \(\mathbb{E}[W(\mathcal{D}(z))] \geq \mathbb{E}[W(\mathbb{E}[\mathcal{G}(x)|z])] \leq \mathbb{E}[W(\mathcal{G}(x))]\). By contrast, if \(W\) is concave, \(W(\mathbb{E}[\mathcal{G}(x)]) \geq \mathbb{E}[W(\mathcal{G}(x))]\), and the optimal autoencoder is \(\mathcal{E}(x) = \mathbb{E}[\mathcal{G}(x)] = \mathbb{E}[g(\tilde{x})] = \mathcal{D}(z)\), with the code space \(\mathcal{Z} = \{\mathbb{E}[g(\tilde{x})]\}\) being a single point. Hence, all “context” information in \(x\) is fully discarded. In general, it is known that most of the modern statistical (machine) learning problems are neither convex nor concave.\(^{12}\) Hence, the optimal code space \(\mathcal{Z}\) is neither \(\mathcal{X}\) nor a single point. Finding the optimal code space \(\mathcal{Z}\) without any information about its structure seems daunting. In this paper, we use optimal transport theory and metric geometry techniques to characterize some natural regularity properties of \(\mathcal{Z}\) and prove that \(\mathcal{D}(\mathcal{Z})\) is always a Lipschitz manifold of a computable dimension.

For any symmetric matrix \(A\), let \(\nu_{+}(A)\) be the number of non-negative eigenvalues of

---

\(^{11}\)Similar problems are commonly referred to as “feature learning.” The latter is indeed often associated with dimensionality reduction. For example, Radhakrishnan, Beaglehole, Pandit, and Belkin (2022) show how a linear dimensionality reduction of the original data (linear feature learning) significantly improves the performance of shallow neural networks. Similarly, Radford et al. (2015) argue that the quality of the encoded representations (i.e., \(\mathcal{E}(x)\)) can be evaluated by their ability to serve as features for a regression or classification problem. Here, we argue that one should use the fully auto-encoded features \(\mathcal{A}(x) = \mathcal{D}(\mathcal{E}(x))\) instead of just the encodings, \(\mathcal{E}(x)\), for the following reasons: (1) The generative problem typically has a unique solution (defined as the joint distribution of \(x\) and \(\mathcal{A}(x) = \mathcal{D}(z)\)). By contrast, \(\mathcal{E}(x)\) is not uniquely defined. In fact, any injective transformation \(\Phi: \mathcal{Z} \rightarrow \mathcal{Z}\) gives rise to the same auto-encoder; (2) A given learning algorithm might be designed to take as input data of a specific dimension (e.g., a CNN is often sensitive to the exact dimensions and the number of channels for images); (3) As we show in the Appendix, the optimal decoder \(\mathcal{D}(z)\) is always bijective. Hence, no information is lost when the encoding \(z\) is replaced with \(\mathcal{D}(z)\).

\(^{12}\)This non-convexity usually refers to the dependence on the neural network weights (Goodfellow, Vinyals, and Saxe (2014b), Li, Xu, Taylor, Studer, and Goldstein (2018)). Still, the non-convexity concerning the training data is also ubiquitous in most machine learning problems.
$A$, and, similarly, $\nu_-(A)$ be the number of non-positive eigenvalues of $A$. We use $D_X W(X)$ to denote the gradient of $W$ and $D_{XX} W(X)$ the Hessian of $W$. The following is the main theoretical result of this paper.

**Theorem 4.1.** Suppose that $\mathcal{X} \subset \mathbb{R}^L$ is an open subset and $p(x)$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^L$. Suppose that $W(X)$ is smooth and either $\mathcal{X}$ is bounded or the derivatives of $W(X)$ decay sufficiently fast at infinity.\(^{\text{13}}\) Then, there always exists an optimal probabilistic autoencoder $(p(dx; z), \mathcal{Z}, \mathcal{D})$. Furthermore: (i) For any such autoencoder and any open subset $Q \subset \mathcal{X}$, the autoencoded space $\mathcal{D}(\mathcal{Z}) \cap Q$ is a subset of a $\nu$-dimensional Lipschitz manifold in $\mathbb{R}^L$, with $\nu \leq \sup_{X \in Q} \nu_+(D_{XX} W(X))$; (ii) $W$ is convex when restricted onto the $\mathcal{D}(\mathcal{Z})$; (iii) If $W$ is concave along rays for large $\|X\|$, then $A(X) = D(\mathcal{Z})$ is compact.

We call $\nu$ (the latent dimension of the optimal autoencoder from Theorem 4.1) the **compressibility dimension** of the generative problem of Definition 1. Directions of information along which $W(X)$ is concave are “malign,” hurt (or are irrelevant to) model performance and are compressed by the autoencoder. They are orthogonal to the autoencoder space $A(\mathcal{X})$ (the optimal feature manifold). Directions along which $W(X)$ is convex are benign. These are directions tangent to the autoencoder space $A(\mathcal{X})$, and $W$ is locally convex along the tangent space of the Lipschitz manifold $A(\mathcal{X})$.

The compactness of $A(\mathcal{X})$ has interesting implications for popular feature processing algorithms such as batch normalization. Batch normalization is known to improve the performance of learning algorithms. By construction, batch normalization does two things: (1) it performs dimensionality reduction (just like autoencoders), projecting data on a sphere;\(^{\text{14}}\) and (2) compactifies data (because unit sphere is compact). Theorem 4.2 implies that compactification of data (such as batch normalization) is optimal when the sensitivity to extreme outliers is small.

As an illustration, suppose that the humans evaluate the “creativity” of the model by its ability to generate data $a = A(x)$ that is not too different from the original data $x$, penalizing outliers (e.g., image generation would like to generate cats that look “normal”). Formally, we assume that the objective function is to minimize $\mathbb{E}[\|a - x\|^2 + \gamma \|a\|^4]$, where $\gamma$ measures the sensitivity to outliers. By direct calculation, using that $\mathbb{E}[x|a] = a$ by (4), we get $\mathbb{E}[\|a - x\|^2 + \gamma \|a\|^4] = \mathbb{E}[\|x\|^2] + \mathbb{E}[\|a\|^2 + \gamma \|a\|^4]$, implying that $W(a) = \|a\|^2 - \gamma \|a\|^4$. In this case, as we show in the Appendix, when $x \in \mathbb{R}^L$ is standard normal, the optimal encoded space $A(\mathcal{X})$ is a $(L - 1)$-dimensional sphere of some data-dependent radius, and,

\(^{\text{13}}\)See the Appendix for precise conditions.

\(^{\text{14}}\)E.g., the mapping $(x_1, x_2) \rightarrow (x_1, x_2)/\sqrt{x_1^2 + x_2^2}$ maps $\mathbb{R}^2$ onto the unit circle.
hence, the optimal encoder is just a simple batch normalization map. In the case when \( W \) satisfies some strong regularity conditions, it is possible to get more information about the structure of the optimal autoencoder.

**Theorem 4.2.** Suppose for simplicity that \( G(x) : \mathbb{R}^L \to \mathbb{R}^L \) is a linear, non-degenerate map, and that \( \mathcal{X} \) is convex, and \( D_XW(X) : \mathcal{X} \to \mathbb{R}^L \) is such that the inverse mapping \( D_XW^{-1}(X) \) has a finite number of continuous branches in \( \mathcal{X} \). Then, \( \mathcal{L}_{\text{PBAE}} = \mathcal{L}_{\text{BAE}} \) in (7), and there exists an optimal deterministic autoencoder \( \mathcal{A}(X) = \mathcal{D}(\mathcal{E}(X)) \) such that (1) for every \( X \), the pre-image \((D_XW \circ \mathcal{A})^{-1}(X)\) is a convex set that almost surely has dimension less than or equal to \( \nu_-(D_{XX}W(X)) \); (2) The map \( D_XW(\mathcal{A}(X)) \) is monotone increasing; (3) If \( D_XW(X) \) is injective, then \( \mathcal{A}(X) \) is a projection: \( \mathcal{A}(\mathcal{A}(X)) = \mathcal{A}(X) \) Lebesgue-almost surely; (4) If \( D_XW(X) \) is injective and \( D_{XX}W(X) \) is non-degenerate, then the encoded space \( \mathcal{A}(\mathcal{X}) \) is a Lipschitz manifold of dimension exactly \( \nu_+(D_{XX}W(X)) \), while the pre-image \( \mathcal{A}^{-1}(X) \) almost surely has dimension exactly \( \nu_-(D_{XX}W(X)) \).

The most relevant part of Theorem 4.2 concerns the existence and properties of the optimal deterministic autoencoder. It shows that the autoencoder decomposes the data space\(^{17} \) into a fiber bundle, with the base space given by the image \( \mathcal{A}(X) \) of the autoencoder (of dimension \( \nu_+(D_{XX}W(X)) \), and fibers \( \mathcal{A}^{-1}(X) \) being convex subsets of dimension \( \nu_-(D_{XX}W(X)) \). The fact that \( \mathcal{A} \) is a projection formalizes a form of optimality: Once \( X \) is autoencoded to \( \mathcal{A}(X) \), encoding it again does not bring additional gains and hence does not modify it. This theoretical finding suggests an iterative algorithm for finding the optimal autoencoder: For any given (suboptimal) autoencoder \( \mathcal{A} \), defining the stacked autoencoder \( \mathcal{A}^{(k)} = \bigcirc_{1}^{k} \mathcal{A} \), we get that the limit (if it exists) \( \mathcal{A}_\infty = \lim_{k \to \infty} \mathcal{A}^{(k)} \) satisfies \( \mathcal{A}_\infty = \mathcal{A}_\infty \circ \mathcal{A}_\infty \). Thus, potentially, one might come closer to the optimum by stacking several sub-optimal autoencoders together. This observation might be related to the popular practice of stacking multiple autoencoders. See, e.g., Vincent, Larochelle, Lajoie, Bengio, Manzagol, and Bottou (2010). Note finally that, in applications to generative problems, if

\(^{15}\)This example has important implications for learning representations. In machine learning, using encoded representations (i.e., \( \mathcal{E}(x) \)) as inputs into discriminative problems is common practice. See, e.g., Radford et al. (2015). However, if the manifold on which \( \mathcal{E}(x) \) lives is compact, no natural global coordinate system may allow us to parametrize it without introducing artificial boundary effects. One needs to embed the non-Euclidean features in \( \mathcal{E}(x) \) into a Euclidean space. We argue here that the fully auto-encoded features \( \mathcal{A}(x) = \mathcal{D}(\mathcal{E}(x)) \) represent the most natural embedding of \( \mathcal{E}(x) \) into \( \mathbb{R}^L \) and, hence, one should directly use \( \mathcal{A}(x) \) instead of \( \mathcal{E}(x) \). E.g., in the above example, \( \mathcal{E} \) lives on a sphere, which is a \( (L-1) \)-dimensional manifold, but there is no natural way to parametrize it by \( (L-1) \) coordinates globally. Instead, it can be embedded into \( \mathbb{R}^L \), and this embedding is more convenient to work with.

\(^{16}\)A map \( F : \mathbb{R}^L \to \mathbb{R}^L \) is monotone increasing in \( (F(x) - F(y))^\top (x - y) \geq 0 \) for all \( x, y \).

\(^{17}\)While \( \mathcal{Z} \) and \( \mathcal{E} \) are not uniquely defined (e.g., any injective transformation of \( \mathcal{E} \) leads the same information and, hence, the same autoencoder), the image \( \mathcal{A}(\mathcal{X}) \) is defined uniquely and is a Lipschitz manifold.
\[ W(x) = \mathbb{E}_\varepsilon[w(\mu(x) + \sigma(x)\varepsilon)] \] for some function \( w \), then a deterministic autoencoder \( A(x) \) leads to a generative model \( G(x, \varepsilon) = \mu(A(x)) + \sigma(A(x))\varepsilon \).

## 5 Experiments

The key testable implication of our theory is the existence of an optimal bottleneck (latent) dimension for the encoder: With too few latent dimensions, the model is not rich enough; with too many, it encodes malignant dimensions that hurt (or simply do not improve) performance: The encoded information “saturates.” In this section, we test this prediction through experimentation with various generative and discriminative problems outlined in Section 4.1, utilizing a variety of datasets. Experiments were conducted on either a single NVIDIA RTX 4090 24GB GPU or a single NVIDIA TITAN X 12GB GPU. For comprehensive details about the architectures, algorithms, and training settings, we refer the reader to
5.1 Distance-Regularized GANs

As many modes of the true data-generating distribution are missed in the generated samples with standard GANs Che et al. (2016); Mao et al. (2019), the literature has proposed distance-regularized GAN to solve the problem. This problem is ideal for testing our theory, as our results imply that, with distance regularization, an optimal latent dimension of the encoder that maximizes GAN performance, exists.

We train a discriminator $D$ in the normal GAN setting and then optimize $D_\theta$ and $E_\phi$ with respect to the distance regularized adversarial loss $L_{BAE} = \log(D_\theta(E_\phi(x)))) - \|x - D_\theta(E_\phi(x))\|^2$. We remind that this training is equivalent to 7, with $W(x) = (1 - D(D_\theta(E_\phi(x))))$.

To demonstrate the existence of an optimal $\nu$, we train the auto-encoder while varying $\nu \in \{1, 10, 50, 100, 500, 1000\}$, maintaining constant architectures for $D$, and the non-bottleneck layers of $E_\phi$ and $D_\theta$. Our experiment, conducted on the CelebA-HQ dataset Karras et al. (2017); Lee, Liu, Wu, and Luo (2020), assesses the quality of the generative model using the FID score. Figure 1 indicates a striking agreement with our theory, with the optimal latent dimension $\nu$ being about 100. Conversely, when the latent dimension $\nu$ becomes larger, the performance of the generative model deteriorates.

5.2 Context-Encoders and In-Painting

Introduced by Pathak et al. (2016), context encoders are generative models trained to fill (in-paint) the contents of an arbitrary image region conditioned on its surroundings. These generative models are penalized by a distance loss to maximize the model’s generalization and, thus, fit our theory for the same reason as in the distance-regularized example.

Again, we train a discriminator $D$ to distinguish between fake, denoted as $\hat{M} \odot D_\theta(E_\phi((1 - \hat{M}) \odot \tilde{x}))$, and real, denoted as $M \odot \tilde{x}$, content images. At the same time, $D_\theta$ and $E_\phi$ try to minimize $L_{rec} = \|1 - D(M \odot D_\theta(E_\phi((1 - \hat{M}) \odot \tilde{x})))\|^2 + \|\hat{M} \odot D_\theta(E_\phi((1 - \hat{M}) \odot \tilde{x})) - \hat{M} \odot \tilde{x}\|$. Similar to Section 5.1, this is equivalent to 7, with $W(x) = (1 - D(D_\theta(E_\phi(x))))$.

As before, we vary $\nu$ on a grid and keep constant architectures for $D$, $D_\theta$, and the non-bottleneck layers of $E_\phi$. The experiment is run again on the CelebA-HQ dataset, but we use the more suitable LPIPS score Zhang et al. (2018) for quality assessment. We train $D$, $D_\theta$, and $E_\phi$ on the first 26,000 samples and “in-paint” the remaining 4,000 out of sample.

---

The repository is: https://github.com/tengandreaxu/benign-autoencoders.
Figure 2. Context-Encoder on CelebA-HQ. LPIPS score with varying latent space dimension $\nu$, while keeping constant the discriminator $D$ and the non-bottleneck layers of the decoder $D_\theta$ and encoder $E_\phi$ architectures. Images were resized to $128 \times 128$. The mask area is $64 \times 64$. 
The LPIPS score is computed using these 4,000 in-painted out-of-sample images and the ground truth. Figure 2 shows how after reaching the optimal $\nu$, around $50 \times 4 \times 4$ (the \textit{compressibility dimension}), the generative model performance is not increasing but rather stays in a plateau.

6 Discussion

\textbf{Limitations.} We gave many examples of known generative problems (distance-regularized GANs, context encoders, etc.) that can be reformulated in terms of finding the optimal \textit{benign autoencoder}. The key prediction of our theory is the existence of an optimal latent dimension $\nu$. In our experiments, we find $\nu$ through a grid search. However, our theory implies that $\nu$ can be computed as the number of positive eigenvalues of the Hessian of $W$. Developing efficient algorithms for computing $\nu$ is an important direction for future research.

The image generation performance that we presented lags behind the state-of-the-art. The primary goal of our experiment was to empirically validate our main Theorem 4.1, thereby shedding light on the \textit{optimal information bottleneck} phenomenon.

\textbf{Conclusion.} Efficient data representations are crucial for many recent breakthroughs in machine learning. However, as more and more innovations rest on representation learning, our fundamental understanding of this pivotal concept is lagging behind. In this work, we try to bridge that gap through a novel theory. We prove that (under minimal regularity conditions) every distance-regularized generative problem admits an optimal encoder-decoder architecture with encoded features that live on a surface (manifold) on the \textit{optimal compressibility dimension} that we characterize. Consistent with our theory, best model performance is achieved by autoencoders with low latent dimensions in every experiment we run.
A Introduction

This document contains relevant background, technical conditions, and theoretical proofs of all results from the main text. Furthermore, Section N provides elaborate information regarding the architectures, algorithms, and training settings outlined in the main paper.

B Optimal Autoencoders

We assume that the train data \( X \) takes values in a (potentially unbounded) subset \( X \subset \mathbb{R}^L \) for some \( L \in \mathbb{N} \). We assume that the distribution \( p(dx) \) of \( X \) has a density with respect to the Lebesgue measure on \( X \). The problem of findings of the Optimal (benign) Autoencoder can be stated as follows.

Definition 2 (Optimal Autoencoder). We have

- A probabilistic autoencoder is a triple \((p(X; z), D, Z)\), where \( Z \) is a Borel space, \( p(X; z) \) is a probability distribution on \( X \times Z \) such that \( p(dX; Z) = p(dX) \) (that is, the marginal of the joint distribution \( p(X; z) \) coincides with the actual distribution of the train data, \( p(dX) \)); the conditional distribution \( p(dX|z) \) is regular; and \( D: \mathbb{Z} \to \mathbb{R}^L \) is a Borel map defined by
  \[
  D(z) = \mathbb{E}[X|z] = \int X p(dX|z). \tag{9}
  \]
- A deterministic autoencoder is a triple \((\mathcal{E}, D, Z)\), where \( Z \) is a Borel space, \( \mathcal{E}: \mathcal{X} \to \mathbb{Z} \) is a Borel map, and
  \[
  D(z) = \mathbb{E}[X|\mathcal{E}(X) = z]. \tag{10}
  \]
  The corresponding conditional distribution \( p(dX|z) \) is given by
  \[
  p(X|z \in Z) = p(\mathcal{E}^{-1}(Z)) \tag{11}
  \]
  for any Borel \( Z \in \mathcal{Z} \). In this case, we denote \( \mathcal{A}(X) = D(\mathcal{E}(X)). \)
- The code space of an autoencoder is the support of the marginal distribution \( p(dz) = p(dX; z) \) of \( z \).
- The solutions to the problems
  \[
  W^* = \sup_{Z, \mathcal{E}: \mathcal{X} \to \mathcal{Z}} \{\mathbb{E}[W(\mathbb{E}[X|z])]: p(dX; Z) = p(dX)\}
  \]
  \[
  W_* = \sup_{Z, \mathcal{E}: \mathcal{X} \to \mathcal{Z}} \{\mathbb{E}[W(\mathbb{E}[X|\mathcal{E}(X) = z])]|\} \tag{12}
  \]
(if they exist) are called the optimal probabilistic benign autoencoder (PBAE) and the optimal benign autoencoder (BAE), respectively.

Theorem B.1. Suppose that $\mathcal{X} \subset \mathbb{R}^L$ is an open subset and $p(x)$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^L$. Suppose that $W(X)$ is smooth and either $\mathcal{X}$ is bounded or the derivatives of $W(X)$ decay sufficiently fast at infinity.\(^{19}\) Then there always exists an optimal probabilistic autoencoder $(p(dx; z), Z, \mathcal{D})$. For any such autoencoder and any open subset $Q \subset \mathcal{X}$, the autoencoded space $\mathcal{D}(Z) \cap Q$ is a subset of a $\nu$-dimensional Lipschitz manifold in $\mathbb{R}^L$, with $\nu \leq \sup_{X \in Q} \nu_+(D_{XX}W(X))$.

Suppose now that $\mathcal{X}$ is convex, and $D_XW : \mathcal{X} \to \mathbb{R}^L$ is such that the inverse mapping $D_XW^{-1}(X)$ has a finite number of continuous branches in $\mathcal{X}$. Then, $\mathcal{L}_{PBAE} = \mathcal{L}_{BAE}$ and there exists an optimal deterministic autoencoder $A(X) = D(E(X))$ such that

1. for every $X$, the pre-image $(D_XW \circ A)^{-1}(X)$ is a convex set that almost surely has dimension less than or equal to $\nu_-(D_{XX}W(X))$.
2. The map $D_XW(A(X))$ is monotone increasing.\(^{20}\)
3. If $D_XW(X)$ is injective, then $A(X)$ is a projection: $A(A(X)) = A(X)$ Lebesgue-almost surely.
4. If $D_XW(X)$ is injective and $D_{XX}W(X)$ is non-degenerate, then the encoded space $A(\mathcal{X})$ is a Lipschitz manifold of dimension exactly $\nu_+(D_{XX}W(X))$, while the pre-image $A^{-1}(X)$ almost surely has dimension exactly $\nu_-(D_{XX}W(X))$.
5. If $W$ is concave along rays for large $X$ (see Definition 10), then $A(\mathcal{X})$ is compact.

The proof of Theorem B.1 is non-trivial and combines techniques from optimal transportation theory and metric geometry. The rest of the Supplementary material is devoted to the formal proof of this theorem. It is organized as follows:

- In Section C, we introduce a relaxation of the problem.
- In Section D.1, we introduce the problem of finding the optimal autoencoder with a finite code space $Z$ (effectively, such an autoencoder is a discrete classifier) and prove that an optimal discrete deterministic autoencoder always exists using the theory of real analytic functions (Theorems D.1 and E.2).
- In Section E.4, we take the limit of finite autoencoders as the code space size increases to infinity, and and establish the existence of a probabilistic autoencoder, as well as sufficient conditions for the existence of an optimal deterministic autoencoder.

\(^{19}\)See Assumption C.3 for precise conditions.

\(^{20}\)A map $F : \mathbb{R}^L \to \mathbb{R}^L$ is monotone increasing in $(F(x) - F(y))^\top (x - y) \geq 0$ for all $x, y$. 
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• In Theorem H.4, we prove that the image of the optimal code space, $\mathcal{D}(\mathcal{Z})$, is a subset lower-dimensional Lipschitz manifold.

• In Proposition H.5 we derive sufficient conditions allowing us to compute the exact dimension of the manifold and show that it exactly equals the number of positive eigenvalues of the Hessian of $W$.

• In Proposition I.1, we prove the convexity of pre-images $\mathcal{A}^{-1}(X)$.

• In Corollary I.2, we prove that pools are convex subsets of dimension equal to the number of negative eigenvalues.

• Finally, Proposition J.1 establishes sufficient conditions for the compactness of $\mathcal{A}(\mathcal{Z})$.

C Relaxation of the Problem

The problem of Definition 2 is (indirectly) related to the classic Monge problem of optimal transport. It is known that this problem is difficult to tackle directly and one usually studies the Kantorovich relaxation of the problem, and only then proves that the solution of the relaxed problem is given by a Monge map (under technical conditions). See, Villani (2009), Galichon (2018), Villani (2021). In this paper, we follow a similar approach. We consider a relaxation (and a significant generalization) of the basic problem from Definition 2 and then prove (under technical conditions) that the solution to the relaxed problem is in fact given by an Optimal Autoencoder according to Definition 2.

C.1 Generalized Unbiasedness Constraints

The unbiasedness constraint

$$\mathcal{D}(z) = \mathbb{E}[X|z]$$

(13)

can be also formulated as $a = \mathcal{D}(z)$ being the unique $z$–measurable solution to

$$\mathbb{E}[G(a, X)|z] = 0,$$

where $G(a, X) = a - X$. Here, we use this intuition to introduce generalized unbiasedness constraints.

Let $G : \mathbb{R}^L \times \mathcal{X} \to \mathbb{R}^M$ be a Borel-measurable map. We will need the following technical condition

Assumption C.1. The map $G$ satisfies the following conditions:

• $G$ is continuously differentiable in $a$. 
of regularizations of the learning problem. For example, while a problem. However, one could envision other types of maps $G \rightarrow Z$.

Lemma C.2. For any posterior distribution $\mu$ of $X$, there exists a unique action $a = a(\mu)$ to

$$\int G(a(\mu), X) d\mu(X) = 0$$

and such that $\|a(\mu)\|^2 \leq \kappa \int_X \|a_*(X)\|^2 d\mu(X)$ for some universal $\kappa > 0$.

Proof of Lemma C.2. First, by uniform monotonicity, the map

$$a \rightarrow F(a) = a + \delta E[G(a, X)|k]$$

is a contraction for sufficiently small $\delta$. Indeed, by monotonicity,

$$\|F(a_1) - F(a_2)\|^2 \leq \|a_1 - a_2\|^2 - 2\varepsilon \|a_1 - a_2\|^2 + \delta^2 \varepsilon^{-2} \|a_1 - a_2\|^2.$$

As a result, there exists a unique equilibrium by the Banach fixed point theorem. Then, with $a = a(k)$,

$$E[(a_*(X) - a)^\top G(a, X)|k] = E[(a_*(X) - a)^\top (G(a, X) - G(a_*(X), X))|k]$$

$$\geq \varepsilon E\|a_*(X) - a\|^2|k| \geq \varepsilon (E\|a_*(X)\|^2 + 2\|a\|\|a_*(X)\|||k| + \|a\|^2).$$

At the same time,

$$E[(a_*(X) - a)^\top G(a, X)|k] = E[a_*(X)^\top G(a, X)|k] \leq \varepsilon^{-1} E[\|a_*(X)\| \|a - a_*(X)\|||k|]$$

$$= \varepsilon^{-1} (E[\|a_*(X)\|^2|k] + \|a\| E[\|a_*(X)\|||k|])$$

and the claim follows. \hfill \Box

In applications to real data, the most important case for us corresponds to $G(a, X) = a - g(X)$ for some Borel map $g$ representing manually engineered input features of the problem. However, one could envision other types of maps $G$ representing different forms of regularizations of the learning problem. For example, while $a = \mathbb{E}[g(X)|z]$ solves $a = \arg \min_a \mathbb{E}[(a - g(X))^2|z]$, one could assume that $a$ solves a different problem. For example, $a = \arg \min_a \mathbb{E}[\ell(a, g(X))]$ for some other loss function $\ell$.\footnote{Strict monotonicity is important here. Without it, there could be multiple equilibria.}
C.2 Generalized Optimal Autoencoder Formulation

Everywhere in the sequel, we use $\Delta(\mathcal{X})$ to denote the set of Borel probability distributions on a Borel space $\mathcal{X}$. Similarly, we can define $\Delta(\Delta(\mathcal{X}))$ to be the space of Borel probability distributions on $\Delta(\mathcal{X})$. We start with an observation that specifying an encoding $z$ and a joint probability distribution $p(X; z)$ is equivalent to specifying a distribution $\tau \in \Delta(\Delta(\mathcal{X}))$ that can be defined via\textsuperscript{22}

$$
\tau(\mathcal{X}) = p_z(\{ z : p(dX|z) \in \mathcal{X} \}).
$$

(17)

This formulation of the problem is equivalent to a so-called optimal Bayesian persuasion problem introduced in Kamenica and Gentzkow (2011) (see also Rayo and Segal (2010), Dworczak and Kolotilin (2019), and Bergemann and Morris (2019), Kamenica, Kim, and Zapchelnyuk (2021) for excellent overviews).

**Definition 3.** Let $G : \mathbb{R}^L \times \mathcal{X} \to \mathbb{R}^L$ be a Borel-measurable map and let $W(a, X) \in C^3(\mathbb{R}^L \times \mathcal{X})$. Let also $\bar{W}(\mu) \in \int_{\mathcal{X}} W(a(\mu), X)d\mu(X)$, with $a(\mu)$ defined in (14). The optimal autoencoder problem is to maximize

$$
\int_{\Delta(\mathcal{X})} \bar{W}(\mu)d\tau(\mu)
$$

over all $\tau \in \Delta(\Delta(\mathcal{X}))$ satisfying

$$
\int_{\Delta(\mathcal{X})} \mu d\tau(\mu) = p.
$$

(18)

We denote the value of this problem by $V(p)$. A solution $\tau$ to this problem is called an optimal autoencoder. Choosing the code space $\mathcal{Z} = \Delta(\mathcal{X})$, and defining the conditional distribution $p(dX|\mu) = \mu$, we get that (18) is equivalent to $p(dX; Z) = p(dX)$:

$$
p(dX; Z) = \int_{\Delta(\mathcal{X})} p(dX|\mu)d\tau(\mu) = \int_{\Delta(\mathcal{X})} \mu d\tau(\mu) = p.
$$

(19)

Definition 3 shows that the relaxed problem is in fact equivalent to the problem of

\textsuperscript{22}For example, if the code space $\mathcal{Z}$ consists of only three points, $s_1, s_2, s_3$, with probabilities $p_1, p_2, p_3$, let $\mu_i \in \Delta(\mathcal{X})$ be the posterior distribution of $X$ conditional on $s_i$. This is equivalent to specifying a distribution $\tau$ on $\Delta(\mathcal{X})$, with a support of three points, $\mu_1, \mu_2, \mu_3 \in \Delta(\mathcal{X})$, with $\mu_i$ occurring with probability $p_i$. Hence, $\tau$ is a distribution on posterior distributions, $\tau \in \Delta(\Delta(\mathcal{X})).$
selecting an optimal autoencoder, allowing for an extremely rich code space: The space of all possible probability measures. As we show below, in fact, such a rich space is not necessary and the optimal code space (corresponding to an optimal autoencoder) can always be chosen as a subset of $\mathbb{R}^L$.

We will also need the following technical assumption.

**Assumption C.3.** The function $W$ is jointly continuous in $(a, X)$ and is continuously differentiable with respect to $a$. Furthermore, there exists a function $\psi : \mathcal{X} \rightarrow \mathbb{R}_+$ such that $\psi(X) \geq \|g(X)\|^2$ and the set $\{X : \psi(X) \leq A\}$ is compact for all $A > 0$, and a convex, increasing function $f \geq 1$ such that $|W(a, X)| + \|D_aW(a, X)\| + \|D^2_aW(a, X)\| \leq \psi(X)f(\|a\|^2)$ and $E[\psi^2(X)f(\psi(X))] < \infty$.

**Theorem C.4.** An optimal autoencoder in the sense of Definition 3 always exists.

Suppose now that (1) $W(a)$ only depends on $a$ and $G(a, X) = a - g(X)$; (2) $L = M$ and $g : \mathbb{R}^L \rightarrow \mathbb{R}^L$ is injective and bi-Lipschitz; (2) $g(\mathcal{X})$ is convex; and (3) the inverse $D_aW^{-1}$ has a finite number of continuous branches. Then, there exists a deterministic optimal autoencoder $A(X)$ and for this policy the map $D_aW(A(g^{-1}(x)))$ is monotone has has convex level sets.

Technical conditions ensuring the existence of a deterministic optimal autoencoder in Theorem (C.4) are important. Without imposing them, the existence of a deterministic optimal autoencoder cannot be guaranteed, and only probabilistic autoencoders exist. Such randomized autoencoders are analogous to Kantorovich relaxations of optimal Monge maps in the optimal transport theory. See, e.g., McCann and Guillen (2011) and Kramkov and Xu (2019).

**D Proof of Theorem C.4**

The proof of Theorem C.4 is structured as follows: First, we prove the result (existence of deterministic optimal autoencoders) for discrete approximations (Theorem D.1). Then, we take the continuous limit in Section E.3 and establish the existence of an optimal autoencoder.

---

23 That is, there exist continuous maps $G_i$, $i \in \mathbb{N}$ such that $D_aW(a) = b$ if and only if $a = G_i(b)$ for some $i$. For example, this is the case when $W(a)$ is a generic real analytic function.
D.1 Discrete Approximation

We call an autoencoder $K$-finite if the support $\tau$ in Definition 3 has cardinality $K$. An optimal $K$-finite autoencoder is the one attaining the highest among all $K$-finite autoencoders. A deterministic $K$-finite autoencoder corresponds to an optimal autoencoder $A(X)$ that only takes $K$ different values $a_1, \cdots, a_K$. In this case, $X_k = \{X : A(X) = a_k\}$ defines a partition of $\mathcal{X}$.

The following is the main result of this section.

**Theorem D.1** (Optimal $K$-finite autoencoder). There always exists an optimal $K$-finite autoencoder which is a partition.

Once the system has processed information and produced a signal $k \in \{1, \cdots, K\}$, it updates the probability distribution of $X$ using the Bayes rule. To do so, the system just needs to know $\pi_k(X) = \Pr(k|X)$, the probability of observing signal $k$ given that the true state is $X$. The distribution $\tau$ from Definition 3 is supported on $\{\mu_1, \cdots, \mu_K\}$, where, by the Bayes rule, $\mu_k = \Pr(X|k) = \frac{\pi_k(X)p(X)}{\int_{\mathcal{X}} \pi_k(X)p(X)dX}$, and the probability of $\mu_k$ is $\tau(\mu_k) = \int_{\mathcal{X}} \pi_k(X)p(X)dX$. A $K$-finite autoencoder can therefore be equivalently characterized by a set of measurable functions $\pi_k(X), k = \{1, \cdots, K\}$ satisfying conditions $\pi_k(X) \in [0, 1]$ and $\sum_k \pi_k(X) = 1$ with probability one.

We use $\bar{\pi} = (\pi_k(X))_{k=1}^K \in [0,1]^K$ to denote the random $K$-dimensional vector representing the autoencoder. As we show below, a key implication of this setting is that, with a continuous state space and under appropriate regularity conditions, randomization is never optimal, and hence optimal autoencoder is always given by a partition. While this result might seem intuitive, its proof is non-trivial. To state the main result of this section —the optimality of partitions—we need also the following definition.

**Definition 4.** We say that functions $\{f_1(X), \cdots, f_{L_1}(X)\}$, $X \in \mathcal{X}$, are linearly independent modulo $\{g_1(X), \cdots, g_{L_2}(X)\}$ if there exist no real vectors $h \in \mathbb{R}^{L_1}$, $k \in \mathbb{R}^{L_2}$ with $\|h\| \neq 0$, such that

$$\sum_i h_if_i(X) = \sum_j k_jg_j(X) \quad \text{for all } X \in \mathcal{X}.$$ 

In particular, if $L_1 = 1$, then $f_1(X)$ is linearly independent modulo $\{g_1(X), \cdots, g_{L_2}(X)\}$ if $f_1(X)$ cannot be expressed as a linear combination of $\{g_1(X), \cdots, g_{L_2}(X)\}$.
E  Under Analyticity and Generic Position, All Optimal Policies Are Pure

We need the following technical condition.

Definition 5. We say that $W, G$ are in a generic position if for any fixed $a, \tilde{a} \in \mathbb{R}^N$, $a \neq \tilde{a}$, the function $W(a, X) - W(\tilde{a}, X)$ is linearly independent modulo $\{G_n(a, X)\}_{n=1}^N, \{G_n(\tilde{a}, X)\}_{n=1}^N$;

$W, G$ are in generic position for generic functions $W$ and $G$.\footnote{The set of $W, G$ that are not in generic position is nowhere dense in the space of continuous functions.}

We will also need a key property of real analytic functions\footnote{A function is real analytic if it can be represented by a convergent power series in the neighborhood of any point in its domain.} that we use in our analysis (see, e.g., Hugonnier, Malamud, and Trubowitz (2012)).

Proposition E.1. If a real analytic function $f(X)$ is zero on a set of positive Lebesgue measure, then $f$ is identically zero. Hence, if real analytic functions $\{f_1(X), \cdots, f_{L_1}(X)\}$ are linearly dependent modulo $\{g_1(X), \cdots, g_{L_2}(X)\}$ on some subset $I \subset \mathcal{X}$ of positive Lebesgue measure, then this linear dependence also holds on the whole $\mathcal{X}$ except, possibly, a set of Lebesgue measure zero.

Using Proposition E.1, it is possible to prove the main result of this section:

Theorem E.2 (Optimal finite autoencoder). There always exists an optimal $K$-finite autoencoder $\bar{\pi}^*$ which is a partition. Furthermore, if $W, G$ are real analytic in $X$ for each $a$ and are in generic position, then any $K$-finite optimal autoencoder is a partition.

Proof of Theorem E.2. The fact that is bounded and depends smoothly on the $\bar{\pi}$ follows by standard arguments. Existence of an optimal information autoencoder then follows trivially from compactness. Indeed, since $\pi_k(X) \in [0, 1]$, the are square integrable and, hence, compact in the weak topology of $L_2(p)$. The identity $\sum_k \pi_k = 1$ is trivially preserved in the limit. Continuity of utility in $\pi_k$ follows directly from the assumed integrability and regularity, hence the existence of an optimal autoencoder.

By (14),

$$\mathbb{E}_{\mu_k}[G(a(k), X)[k] = 0, \quad (20)$$

where

$$\mu_k(X) = \frac{\pi_k(X)p(X)}{\int \pi_k(X)p(X)dX}.$$
To compute the Frechet differentials of $a(k)$, we take a small perturbation $\eta(X)$ of $\pi_k(X)$. By the regularity assumptions and the Implicit Function Theorem,

$$a(k, \varepsilon) = a(k) + \varepsilon a^{(1)}(k) + O(\varepsilon^2),$$

for some $a^{(1)}(k)$. We have

$$0 = \int (\pi_k(X) + \varepsilon \eta(X)) p(X) G(a(k, \varepsilon), X) dX$$

$$= \int (\pi_k(X) + \varepsilon \eta(X)) p(X) (a(k) + \varepsilon a^{(1)}(k)) dX$$

$$\approx \left( \int \pi_k(X) p(X) \left( G(a(k), X) + G_a(\varepsilon a^{(1)}(k)) \right) dX \right) + O(\varepsilon^2)$$

$$+ \varepsilon \left( \int \eta(X) p(X) \left( G(a(k)) + G_a(\varepsilon a^{(1)}(k)) \right) dX \right) + O(\varepsilon^2)$$

$$= \varepsilon \left( \int \pi_k(X) p(X) G_a a^{(1)}(k) dX + \int \eta(X) p(X) G(a(k)) dX \right) + O(\varepsilon^2)$$

(21)

As a result, we get

$$a^{(1)}(k) = -G_a(k)^{-1} \int \eta(X) p(X) G(a(k), X) dX, \quad G_a(k) = \int \pi_k(X) p(X) G_a dX,$$

(22)

The function is given by

$$W(\pi) = \mathbb{E}[W(a, X)] = \sum_k \int_X W(a(k), X) \pi_k(X) p(X) dX.$$  

(23)

Suppose that the optimal information structure is not a partition. Then, there exists a subset $I \subset \mathcal{X}$ of positive $p$-measure and an index $k$ such that $\pi_k(X) \in (0, 1)$ for $p$-almost all $X \in I$. Since $\sum i \pi_i(X) = 1$ and $\pi_i(X) \in [0, 1]$, there must be an index $k_1 \neq k$ and a subset $I_1 \subset I$ such that $\pi_{k_1}(X) \in (0, 1)$ for $p$-almost all $X \in I_1$. Consider a small perturbation $\{\tilde{\pi}(\varepsilon)\}_i$ of the information autoencoder, keeping $\pi_i, i \neq k, k_1$ fixed and changing $\pi_k(X) \rightarrow \pi_k(X) + \varepsilon \eta(X)$, $\pi_{k_1}(X) \rightarrow \pi_{k_1}(X) - \varepsilon(X)$ where $\eta(X)$ in an arbitrary bounded function with $\eta(X) = 0$ for all $X \notin I_1$. Define $\eta_k(X) = \eta(X)$, $\eta_{k_1}(X) = -\eta(X)$, and $\eta_i(X) = 0$ for
all $i \neq k, k_1$. A second-order Taylor expansion in $\varepsilon$ gives

$$
\sum \int_X W(a(i, \varepsilon), X)(\pi_i(X) + \varepsilon \eta_i(X))p(X)dX
\approx \int_X \left( W(a(i), X) + W_a(a(i), X)(\varepsilon a^{(1)}(i)) \right) (\pi_i(X) + \varepsilon \eta_i(X))p(X)dX + O(\varepsilon^2)
= \bar{W}(\pi) + \varepsilon \sum \left( \int_X (W(a(i), X)\eta_i(X) + W_a(a(i), X)a^{(1)}(i)\pi_i(X))p(X)dX \right) + O(\varepsilon^2)
$$

(24)

Since, by assumption, $\{\pi_i\}$ is an optimal information autoencoder, it has to be that the first order term in (24) is zero, while the second-order term is always non-positive. We can rewrite the first order term as

$$
\sum \left( \int_X (W(a(i), X)\eta_i(X) + W_a(a(i), X)a^{(1)}(i)\pi_i(X))p(X)dX \right)
= \sum \int_X W(a(i), X)
\quad - \left( \int W_a(a(i), X)\pi_i(X)p(X)dX \right) \bar{G}_a(i)^{-1}G(a(i), X) \eta_i(X)p(X)dX
$$

(25)

and hence it is zero for all considered perturbations if and only if

$$
W(a(k), X) - \left( \int W_a(a(k), X_1)\pi_k(X_1)p(X_1)dX_1 \right) \bar{G}_a(k)^{-1}G(a(k), X)
= W(a(k_1), X) - \left( \int W_a(a(k_1), X)\pi_{k_1}(X_1)p(X_1)dX_1 \right) \bar{G}_a(k_1)^{-1}G(a(k_1), X)
$$

(26)

Lebesgue-almost surely for $X \in I_1$. By Proposition E.1, (26) also holds for all $X \in \mathcal{X}$. Hence, by Assumption 5, $a(k) = a(k_1)$, which contradicts our assumption that all $a(k)$ are different.

\textit{Proof of Theorem D.1.} Suppose first that $\mathcal{X}$ is compact. Let now $W_n(a, X)$ be a sequence of real analytic utility functions in generic positions, uniformly converging to $W(a, X)$. Let $\{\mathcal{X}_k(n)\}_{k=1}^K$ be the respective partitions from Theorem E.2, and $\pi_k(n) = 1_{\mathcal{X}_k(n)}$. Passing to a subsequence, we $\pi_k(n) \rightarrow \pi_k^*$ for each $k$ when $n \rightarrow \infty$. Passing to a subsequence once again, we may assume that $a_n \rightarrow a_*$. Now, for any $K$-finite autoencoder $\{\tilde{\pi}_k\}$,

$$
W(\{\tilde{\pi}_k\}) = \lim_{n \rightarrow \infty} W_n(\{\tilde{\pi}_k\}) \leq \lim_{n \rightarrow \infty} W_n(\{\pi_k(n)\}) = W(\{\pi_k\})
$$
where the last result follows from uniform continuity of $W_n$, uniform convergence, and compactness of $\mathcal{X}$.

If $\mathcal{X}$ is not compact, the proofs can be trivially adjusted by taking a sequence of compact subsets expanding to $\mathcal{X}$. 

\section*{E.1 The Structure of Optimal Partitions}

The goal of this section is to provide a general characterization of an optimal partition in Theorem D.1.

We use $D_aG(a, X) \in \mathbb{R}^{M \times M}$ to denote the Jacobian of the map $G$, and, similarly, $D_aW(a, X) \in \mathbb{R}^{1 \times M}$ the gradient of the utility function $W(a, X)$ with respect to $a$. For any vectors $x_k \in \mathbb{R}^M$, $k = 1, \cdots, K$ and actions $\{a(k)\}_{k=1}^K$, let us define the partition

$$
\mathcal{X}^*_k(\{x_\ell\}_{\ell=1}^K, \{a_\ell\}_{\ell=1}^K) = \left\{ X \in \mathcal{X} : W(a_k, X) - x_k^\top G(a_k, X) \right\}
$$

$$
= \max_{1 \leq \ell \leq K} \left( W(a_\ell, X) - x_\ell^\top G(a_\ell, X) \right)
$$

Equation (27) is basically the first-order condition for the optimization problem.

\textbf{Theorem E.3.} Any optimal partition in Theorem D.1 satisfies the following conditions:

- local optimality holds: $\mathcal{X}_k = \mathcal{X}^*_k(\{x_\ell\}_{\ell=1}^K, \{a_\ell\}_{\ell=1}^K)$ with $x_k^\top = \bar{D}_aW(k)(\bar{D}_aG(k))^{-1}$, where we have defined for each $k = 1, \cdots, K$

$$
D_aW(k) = \int_{\mathcal{X}_k} D_aW(a(k), X)p(X)dX, \quad D_aG(k) = \int_{\mathcal{X}_k} D_aG(a(k), X)p(X)dX
$$

- the actions $\{a(k)\}_{k=1}^K$ satisfy the fixed point system

$$
\int_{\mathcal{X}_k} G(a(k), X)p(X)dX = 0, \quad k = 1, \cdots, K.
$$
Suppose a partition \( I \subset X \) is optimal. By regularity, equilibrium actions satisfy the first order conditions

\[
\int_{X_k} G(a(k), X)p(X)dX = 0.
\]

Consider a small perturbation, whereby we move a small mass on a set \( I \subset X_k \) to \( X_i \). Then, the marginal change in \( a_n(k) \) can be determined from

\[
0 = \int_{X_k} G(a(k), X)p(X)dX - \int_{X_k \setminus I} G(a(k), X)p(X)dX \\
\approx -\int_{X_k} D_a G(a(k), X) \Delta a(k) p(X)dX + \int_{I} G(a(k), X)p(X)dX,
\]

implying that the first order change in \( a \) is given by

\[
\Delta a(k) \approx (D_a G(k))^{-1} \int_{I} G(a(k), X)p(X)dX.
\]

Thus, the change in utility is

\[
\Delta W = \int_{X_k} W(a(k), X)p(X)dX - \int_{X_k \cap I} W(a(k), X)p(X)dX \\
+ \int_{X_i} W(a(l), X)p(X)dX - \int_{X_i \cup I} W(a(l), X)p(X)dX \\
\approx -\int_{X_k} D_a W(a(k), X) \Delta a(k)p(X)dX + \int_{I} W(a(k), X)p(X)dX \\
- \int_{X_i} D_a W(a(l), X) \Delta a(l)p(X)dX - \int_{I} W(a(l), X)p(X)dX \\
= -\tilde{D}_a W(k)(\tilde{D}_a G(k))^{-1} \int_{I} G(a(k), X)p(X)dX + \int_{I} W(a(k), X)p(X)dX \\
+ \tilde{D}_a W(l)(\tilde{D}_a G(l))^{-1} \int_{I} G(a(l), X)p(X)dX - \int_{I} W(a(l), X)p(X)dX.
\]

26This variety is real analytic when so are \( W \) and \( G \). A real analytic variety in \( \mathbb{R}^L \) is a subset of \( \mathbb{R}^L \) defined by a set of identities \( f_i(X) = 0, \ i = 1, \cdots, I \) where all functions \( f_i \) are real analytic. If at least one of functions \( f_i(X) \) is non-zero, then a real analytic variety is always a union of smooth manifolds and hence has a Lebesgue measure of zero. When \( W, G \) are real analytic and are in generic position, the variety \( \{ X \in \mathbb{R}^L : W(a(k), X) - x_k^T G(a(k), X) = W(a(l), X) - x_l^T G(a(l), X) \} \) has a Lebesgue measure of zero for each \( k \neq l \).

27Note that \( D_a W \) is a horizontal (row) vector.
This expression has to be non-negative for any $I$ of positive Lebesgue measure. Thus,

\[- \bar{D}_a W(k)(\bar{D}_a G(k))^{-1} G(a(k), X) + W(a(k), X) + \bar{D}_a W(l)(\bar{D}_a G(l))^{-1} G(a(l), X) - W(a(l), X) \geq 0\]

(33)

for Lebesgue almost any $X \in \mathcal{X}_k$. □

As we explain above, the problem of finding the optimal autoencoder is equivalent to the problem of Bayesian persuasion and optimal information design (see Kamenica and Gentzkow (2011), Kamenica (2019), Kamenica et al. (2021), Bergemann and Morris (2016) for an overview). Several papers study the problem of Bayesian persuasion in the one-dimensional case (i.e., when $L = 1$ so that $X \in \mathbb{R}^1$) and derive conditions under which the optimal signal structure is a monotone partition into intervals. Such a monotonicity result is intuitive, as one would expect the optimal autoencoder to only pool nearby states. The most general results currently available are due to Hopenhayn and Saeedi (2019) and Dworczak and Martini (2019), but they cover the case when sender’s utility (utility function in our setting) only depends on $E[X] \in \mathbb{R}^1$. This is equivalent to $G(a, X) = a - X$ in our setting. Under this assumption, Dworczak and Martini (2019) derive necessary and sufficient conditions guaranteeing that the optimal signal structure is a monotone partition of $\mathcal{X}$ into a union of disjoint intervals. Arieli, Babichenko, Smorodinsky, and Yamashita (2020) (see, also, Kleiner, Moldovanu, and Strack (2020)) provide a full solution to the autoencoder problem when $a(k) = E[X|k]$ and, in particular, show that the partition result does not hold in general when the signal space is continuous. Theorem E.3 proves that a $K$-finite optimal autoencoder is in fact always a partition when the state space is continuous and the signal space is discrete. Dworczak and Kolotilin (2019) establish necessary and sufficient conditions for convexity of partitions in multiple dimensions.\footnote{29}

Consider the optimal autoencoder of Theorem E.3 and define the piece-wise constant function

\[\mathcal{A}(X) = \sum_k a(k)1_{X \in \mathcal{X}_k}.\]  

(34)

\footnote{28See also Mensch (2018). \footnote{29Of course, as Dworczak and Martini (2019) and Arieli et al. (2020) explain, even in the one-dimensional case the monotonicity cannot be ensured without additional technical conditions. No such conditions are known in the multi-dimensional case. Dworczak and Martini (2019) present an example with four possible actions ($K = 4$) and a two-dimensional state space ($L = 2$) for which they are able to show that the optimal autoencoder is a partition into four convex polygons.}
E.2 Convexity

**Proposition E.4.** Suppose that $G(a, X) = a - g(X)$ and $W = W(a)$. Then, the function $C(x) = W(a(g^{-1}(x))) - D_a(a(g^{-1}(x)))^\top (a(g^{-1}(x)) - x)$ is convex, and $D_aW(A(g^{-1}(x)))$ is its sub-gradient. In particular, $D_aW(A(g^{-1}(x)))$ is a monotone map and its level sets are convex.

**Proof.** By Theorem E.3, we have

$$C(x) = \max_k (W(a(k)) - D_a(a(k))^\top (a(k) - x)),$$

and the convexity follows because the supremum of linear functions is convex. Furthermore, inside each $g(X_k)$, the function $C(x)$ is linear, and $D_a(a(k)) = D_aW(A(g^{-1}(x)))$ is its gradient for all $x \in g(X_k)$. The proof is complete. \(\square\)

E.3 Continuous Limit

In this section, we prove that a deterministic optimal autoencoder (see Definition 3) solving the unconstrained problem always exists. We do this by passing to the limit in Theorem D.1. The proof of convergence is non-trivial due to additional complications created by the potential non-compactness of the set $\mathcal{X}$.\(^{30}\)

**Lemma E.5.** When $K \to \infty$, maximal is attained with $K$-finite optimal autoencoders converges to the maximal utility attained in the full, unconstrained problem of Definition 3.

**Proof of Lemma E.5.** The proof requires some additional arguments because $\mathcal{X}$ is not necessarily compact. First, consider an increasing sequence of compact sets $X_n = \{X : g(X) \leq n\}$ such that $X_n$ converge to $\mathcal{X}$ as $n \to \infty$. For any measure $\mu$, let $\mu_X$ be its restriction on $X$. Let $a_n = a(\mu_X)$. The first observation is that Assumptions C.3 and C.1 imply that $a_n \to a$ uniformly as $n \to \infty$. Indeed,

$$\int_{X_n} G(a_n, X) d\mu(X) = \int_{\mathcal{X}} G(a, X) d\mu(X) = 0$$

Note that all existing models of Bayesian persuasion (with the exception of Tamura (2018)) assume that $\mathcal{X}$ is compact. This precludes many practical applications where the distributions (such as, e.g., the Gaussian distribution) do not have compact support.

\(^{30}\)Note that all existing models of Bayesian persuasion (with the exception of Tamura (2018)) assume that $\mathcal{X}$ is compact. This precludes many practical applications where the distributions (such as, e.g., the Gaussian distribution) do not have compact support.
implies that

\[
\int_{X} (G(a_n, X) - G(a, X)) d\mu(X) = \int_{X\setminus X_n} G(a, X) d\mu(X)
\]

\[
\leq \int_{X\setminus X_n} \varepsilon^{-1} \|a - a_*(X)\| d\mu(X) \leq 2 \varepsilon^{-1} \mu(X \setminus X_n)^{1/2} \left( \int_{X\setminus X_n} \|a_*(X)\|^2 d\mu(X) \right)^{1/2}
\]

\[
\leq \varepsilon^{-1} (\mu(X \setminus X_n) + \int_{X\setminus X_n} \|a_*(X)\|^2 d\mu(X)).
\]

Multiplying by \((a - a_n)\), we get

\[
\varepsilon \|a - a_n\|^2 (1 - \mu(X \setminus X_n)) \leq \|a - a_n\| \varepsilon^{-1} (\mu(X \setminus X_n) + \int_{X\setminus X_n} \|a_*(X)\|^2 d\mu(X))
\]

Furthermore, by Lemma C.2, \(\|a - a_n\| \leq 2 \left( \int_{X} g(X) d\mu(X) \right)^{1/2} \leq 1 + \int_{X} g(X) d\mu(X)\) and therefore

\[
\|a - a_n\| \leq C \left( \mu(X \setminus X_n) (1 + \int_{X} g(X) d\mu(X)) + \int_{X\setminus X_n} g(X) d\mu(X) \right)
\]

for some constant \(C > 0\). Now, pick a \(\tau \in \Delta(\Delta(X))\). Since the function \(q(x) = 1_{x>n}\) is monotone increasing in \(x\), we get

\[
\mu(X \setminus X_n) \int_{X} g(X) d\mu(X) = \int_{X} g(g(X)) d\mu(X) \int_{X} g(X) d\mu(X) \leq \int_{X} g(g(X)) g(X) d\mu(X)
\]

\[
= \int_{X\setminus X_n} g(X) d\mu(X)
\]

and therefore

\[
\|a - a_n\| \leq C \int_{X\setminus X_n} (1 + 2g(X)) d\mu(X).
\]
Then, we have by the Jensen inequality that

\[
|\bar{W}(\mu) - \bar{W}(\mu_{X_n})| \leq \int_{X \setminus X_n} |W(a(\mu), X)|d\mu(X) + \int_{X_n} |W(a(\mu), X) - W(a_n(\mu), X)|d\mu(X)
\]

\[
\leq \int_{X \setminus X_n} (g(X)f(\int_X g(X)d\mu(X)))d\mu(X)
\]

\[
+ \int_X \|a(\mu) - a_n(\mu)\| (g(X)f(\int_X g(X)d\mu(X)))d\mu(X)
\]

\[
\leq \int_{X \setminus X_n} g(X)d\mu(X) \int_X f(g(X))d\mu(X)
\]

\[
+ \|a(\mu) - a_n(\mu)\| \int_X g(X)d\mu(X) \int_X f(g(X))d\mu(X).
\]

(38)

Since the function \( q(x) = x1_{x>0} \) is monotone increasing in \( x \) and \( f \) is monotone increasing, we get

\[
\int_X g(X)d\mu(X) \int_X f(g(X))d\mu(X) \leq \int_X g(X)f(g(X))d\mu(X)
\]

and therefore, by the same monotonicity argument,

\[
\|a(\mu) - a_n(\mu)\| \int_X g(X)d\mu(X) \int_X f(g(X))d\mu(X)
\]

\[
\leq C \int_{X \setminus X_n} (1 + 2g(X))d\mu(X) \int_X g(X)f(g(X))d\mu(X)
\]

\[
\leq C \int_{X \setminus X_n} (1 + 2g(X))g(X)f(g(X))d\mu(X).
\]

(39)

Similarly,

\[
\int_{X \setminus X_n} g(X)d\mu(X) \int_X f(g(X))d\mu(X) = \int_X q(g(X))d\mu(X) \int_X f(g(X))d\mu(X)
\]

\[
\leq \int_X q(g(X))f(g(X))d\mu(X) = \int_{X \setminus X_n} g(X)f(g(X))d\mu(X).
\]
Therefore, by the Fubini Theorem,

\[
\begin{align*}
\left| \int_{\Delta(\mu)} (\bar{W}(\mu) - \bar{W}(\mu_{X,n}))d\tau(\mu) \right| \\
\leq \int_{\Delta(\mathcal{X})} \int_{X \setminus X_n} g(X)f(g(X))d\mu(X)d\tau(\mu) \\
+ \int_{\Delta(\mathcal{X})} C \int_{X \setminus X_n} (1 + 2g(X))g(X)f(g(X))d\mu(X)d\tau(\mu) \\
= \int_{X \setminus X_n} (g(X)f(g(X)) + C(1 + 2g(X))g(X)f(g(X)))p(dX).
\end{align*}
\]

Thus, Assumption C.3 implies that we can restrict our attention to the case when \( \mathcal{X} = X_n \) is compact.

In this case, the Prokhorov Theorem implies that \( \Delta(\mathcal{X}) \) is compact in the weak* topology and this topology is metrizable. Thus, for any \( \varepsilon > 0 \), we can decompose \( \Delta(\mathcal{X}) = Q_1 \cup \cdots \cup Q_K \), where all \( Q_k \) have diameters less than \( \varepsilon \). We can now approximate \( \tau \) by \( \tilde{\tau} = \sum_k \nu_k \delta_{\mu_k} \) with \( \mu_k = \int_{Q_k} \mu d\tau(\mu)/\nu_k \) and \( \nu_k = \int_{Q_k} d\tau(\mu) \). Clearly, \( \int \mu d\tilde{\tau}(\mu) = p \), and therefore it remains to show that \( \bar{W} \) is continuous in the weak* topology.

To this end, suppose that \( \mu_n \to \mu \) in the weak* topology. Let us first show \( a_n = a(\mu_n) \to a(\mu) = a \). Suppose the contrary. Since \( \mathcal{X} \) is compact and \( G \) is continuous and bounded, Lemma C.2 implies that \( a_n \) are uniformly bounded. Pick a subsequence such that \( \|a_n - a\| > \varepsilon \) for some \( \varepsilon > 0 \) and subsequence \( a_n \to b \) for some \( b \neq a \). Since \( G(a_n, X) \to G(b, X) \) uniformly on \( \mathcal{X} \), we get a contradiction because

\[
\int G(a_n, X)d\mu_n - \int G(b, X)d\mu = \int (G(a_n, X) - G(b, X))d\mu_n + \int G(b, X)d(\mu_n - \mu) .
\]

The second term converges to zero because of weak* convergence. The first term can be bounded by

\[
|\int (G(a_n, X) - G(b, X))d\mu_n| \leq C\|a_n - b\|
\]

and hence also converges to zero. Thus, \( \int G(b, X)d\mu = \int G(a, X)d\mu = 0 \), implying that \( a = b \) by the strict monotonicity of the map \( G \). The same argument implies the required continuity of \( \bar{W}(\mu) \).

**E.4 Last Step of the proof of Theorem C.4**

**Proof of Theorem C.4.** The existence of an optimal autoencoder follows directly from weak* compactness of \( \Delta(\mathcal{X}) \) and the continuity proved in Lemma E.5. Thus, it remains
to prove the existence of a deterministic optimal autoencoder. Let \( a_K(X) \) correspond to
the optimal autoencoder from Theorem E.3, defined using (34). We now take the limit
as \( K \to \infty \). By Lemma C.2, \( a_K(X) \) have uniformly bounded \( L_2 \)-norms and, hence, contain
weakly converging sub-sequence. We will now prove that it has a subsequence that converges
Lebesgue-almost surely. To this end, we use Proposition E.4 and notice that the corresponding
functions \( C_K(x) \) are convex in \( x \) and have bounded first moments. As a result, \( C_K(x) \)
must be bounded on compact subsets. Indeed, otherwise there exists a point \( x_* \) such that
\( C_K(x_*) \to \infty \). Passing to a subsequence, we may assume that the subgradient directions
\( DC_K(x_*)/\|DC_K(x_*)\| \) also converge and, as a result \( C_K(x) \to \infty \) for all \( x \) in the half-space
\( DC_K(x_*)^\top(x-x_*) \geq 0 \), which is impossible since the pull-back of \( p \) under \( g \) assigns positive
measure to this half-space.

Thus, they must be bounded on compact subsets. A locally bounded sequence of con-
vex functions always has a convergent sub-sequence, and the respective sub-gradients also
converge Lebesgue almost-surely. Thus, \( q_K(X) = D_aW(a_K(X)) \) converges almost surely to
a Borel-measurable limit \( q(X) \). Let \( x_{k,i} = \{X : a_K(X) = G_i(q_K(X))\} \) where \( G_i \) are the
branches of \( D_aW^{-1} \). Then,

\[
a_K(X) = \sum_{i=1}^{\infty} 1_{x_{k,i}} G_i(q_K(X)).
\]

By continuity, \( G_i(q_K(X)) \) converges to \( G_i(q(X)) \) almost surely. Passing to a subsequence,
we may assume that \( 1_{x_{k,i}} \to 1_{x_i^*} \) as \( k \to \infty \) in \( L_2 \) for some partition \( \{x_i^*\} \). Hence, the
convergence also happens almost surely.

### F Properties of Optimal Policies

#### F.1 First Order Conditions

An optimal autoencoder is a probability distribution \( \tau \) on \( \Delta(\mathcal{X}) \). For any \( \mu \in \Delta(\mathcal{X}) \), we
have \( \mathbb{E}[G(a, X)|\mu] = \mathbb{E}[G(a, X)|a] = 0 \). Furthermore, the marginal distribution of \( X \) always
coincides with \( p(X) \). Conversely, for any joint distribution \( \gamma(a, X) \in \Delta(\mathbb{R}^L \times \mathcal{X}) \) satisfying
the \( \mathbb{E}[G(a, X)|a] = 0 \) we can define an optimal autoencoder with \( \mu \) being the conditional
distribution of \( X \) conditional on \( a \). Define \( \Gamma \subset \Delta(\mathbb{R}^L \times \mathcal{X}) \) to be the set of distributions
satisfying these two constraints: \( \gamma(\mathbb{R}^L, X) = p(X) \) and \( \mathbb{E}[G(a, X)|a] = 0 \). Then, we can

\[\text{Kramkov and Xu (2019)}\] where this representation is derived for a special case of this problem with
\( g(X) = X, L = 2, \) and \( W(a) = a_1a_2 \).
reformulate the optimal autoencoder problem as

$$\max_{\gamma \in \Gamma} \mathbb{E}[W(a, X)]. \quad (43)$$

This formulation is extremely convenient because it allows to directly derive analytical first order conditions for this problem.

**Proposition F.1.** Let $\gamma$ be the joint distribution of $(a, X)$ for an optimal autoencoder. Let

$$x(a) = \int D_a W(a, X) d\gamma(a, X|a) \left( \int D_a G(a, X) d\gamma(a, X|a) \right)^{-1}. \quad (44)$$

Then,

$$\int (x(a)^T G(a, X) - W(a, X)) d\eta + \int W(\tilde{a}_*, X) d\eta(\mathbb{R}^L, X) \leq 0 \quad (45)$$

for every measure $\eta$ such that $\text{supp}(\eta) \subset \text{supp}(\gamma)$ such that $\int f(\|a\|^2) \psi^2(X) d\eta(a, X) < \infty$.

If $W = W(a)$ and $G(a, X) = a - g(X)$, we have

$$\int (D_a W(a)(a - g(X)) - W(a)) d\eta + W(\int g(X) d\eta) \leq 0. \quad (46)$$

**Proof of Proposition F.1.** We closely follow the arguments and notation in Kramkov and Xu (2019). Let $\gamma$ be the joint distribution of the random variables $X$ and $A(X)$. We first establish (46) for a Borel probability measure $\eta$ that has a bounded density with respect to $\gamma$. Then, the general result follows by a simple modification of the argument in the proof of Theorem A.1 in Kramkov and Xu (2019). Let

$$V(a, X) = \frac{d\eta}{d\gamma}(a, X).$$

We choose a non-atom $q \in \mathbb{R}^L$ of $\mu(da) = \gamma(da, \mathbb{R}^L)$ and define the probability measure

$$\zeta(da, dX) = \delta_q(da) \eta(\mathbb{R}^L, dX),$$

where $\delta_q$ is the Dirac measure concentrated at $q$. For sufficiently small $\varepsilon > 0$ the probability measure

$$\tilde{\gamma} = \gamma + \varepsilon (\zeta - \eta)$$

is well-defined and has the same $X$-marginal $p(X)$ as $\gamma$. Let $\tilde{a}$ be the optimal action satisfying

$$\tilde{\gamma}(G(\tilde{a}, X)|\tilde{a}) = 0.$$
The optimality of $\gamma$ implies that
\[
\int W(\bar{a}, X) d\bar{\gamma} \leq \int W(a, X) d\gamma.
\] (47)

By direct calculation,
\[
0 = \bar{\gamma}(G(\bar{a}, X)|a) = 1_{a \neq q} \frac{\int G(\bar{a}, X)d((\gamma|a) - \varepsilon(\eta|a))}{\int d(\gamma - \varepsilon\eta)} + 1_{a = q} \int G(\bar{a}, X)d\eta(\mathbb{R}^L, X)
\]
\[
= 1_{a \neq q} \int G(\bar{a}, X)d(\gamma|a) - \varepsilon \int G(\bar{a}, X)d(\eta|a) + 1_{a = q} \int G(\bar{a}, X)d\eta(\mathbb{R}^L, X)
\] (48)

where $U(a) = \gamma(V(a, X)|a)$. Now, we know that
\[
\int G(a, X)d(\gamma|a) = 0,
\]
and the assumed regularity of $G$ together with the implicit function theorem imply that
\[
\bar{a}(a) = a + \varepsilon Q(a) + O(\varepsilon^2)
\]
if $a \neq q$ and
\[
\bar{a} = \bar{a}_*,
\]
where $\bar{a}_*$ is the unique solution to
\[
\int G(\bar{a}_*, X)d\eta(\mathbb{R}^L, X) = 0
\]
for $a = q$. Here,
\[
0 = O(\varepsilon^2) + \int G(a + \varepsilon Q(a), X)d(\gamma|a) - \varepsilon \int G(a, X)V(a, X)d(\gamma|a)
\]
\[
= O(\varepsilon^2) + \varepsilon \int D_aG(a, X)d(\gamma|a)Q(a) - \varepsilon \int G(a, X)V(a, X)d(\gamma|a)
\] (49)

so that
\[
Q(a) = \left(\int D_aG(a, X)d(\gamma|a)\right)^{-1} \int G(a, X)V(a, X)d(\gamma|a).
\]
Thus,

\[
\int W(\tilde{a}(a), X)d\tilde{\gamma} = \int W(\tilde{a}(a), X)(1 - \varepsilon V(a, X))d\gamma + \varepsilon \int W(\tilde{a}_*, X)d\eta(\mathbb{R}^L, X)
\]

\[
= O(\varepsilon^2) + \int W(a, X)d\gamma + \varepsilon \left( \int (D_aW(a, X)Q(a) - V(a, X))d\gamma + \int W(\tilde{a}_*, X)d\eta(\mathbb{R}^L, X) \right)
\]

(50)

In view of (47), the first-order term is non-positive:

\[
\int (D_aW(a, X)Q(a) - W(a, X)V(a, X))d\gamma + \int W(\tilde{a}_*, X)d\eta(\mathbb{R}^L, X) \leq 0 .
\]

Substituting, we get

\[
\int (x(a)^T \int G(a, X)V(a, X)d(\gamma|a) - W(a, X)V(a, X))d\gamma + \int W(\tilde{a}_*, X)d\eta(\mathbb{R}^L, X) \leq 0 ,
\]

which is equivalent to

\[
\int (x(a)^T G(a, X) - W(a, X))d\eta + \int W(\tilde{a}_*, X)d\eta(\mathbb{R}^L, X) \leq 0
\]

In the case when \( G(a, X) = a - g(X) \), we get

\[
Q(a) = aU(a) - R(a) ,
\]

where we have defined

\[
U(a) = \gamma(V(a, X)|a), \quad R(a) = \gamma(g(X)V(a, X)|a) ,
\]

and

\[
\tilde{a}_* = \int g(X)d\eta .
\]

Thus, we get

\[
0 \geq \int (D_aW(a)Q(a) - W(a)V(a, X))d\gamma + W(\tilde{a}_*)
\]

\[
= \int (D_aW(a)(aU(a) - R(a)) - W(a)V(a, X))d\gamma + W(\tilde{a}_*)
\]

\[
= \int (D_aW(a)(a - g(X)) - W(a))d\eta + W(\int g(X)d\eta) .
\]

(51)
An immediate consequence of the first order conditions is the projection result.

**Lemma F.2.** Let $a_*(X)$ be the unique solution to $G(a_*(X), X) = 0$. Then, for $\gamma$-almost every $(a, X)$ we have

$$x(a)^	op G(a, X) - W(a, X) + W(a_*(X), X) \leq 0.$$ 

Furthermore, defining

$$c(a, X; x) = W(a_*(X), X) - W(a, X) + x^	op G(a, X), \quad (52)$$

and letting $\Xi$ to be a support of the measure $\gamma(a, \mathbb{R}^L)$, we have

$$c(a, X; x) = \min_{b \in \Xi} c(b, X; x),$$

$\gamma(a, X|a)$ almost surely. In particular, if the autoencoder is deterministic, given by a map $A(X)$ with support $\Xi$, we have

$$c(A(X), X; x) = \min_{b \in \Xi} c(b, X; x)$$

for Lebesgue-almost every $X$.

**Proof.** The first claim follows by selecting $\eta = \delta_{(a, X)}$. The second one follows by selecting $\eta = t\delta_{a_1}1_{X_1}\gamma|a_1 + (1 - \kappa t)\delta_{a_2}\gamma|a_2$ for some open set $X_1$ and $\kappa = \gamma(X_1|a_1)$. In this case, we get from (45) that

$$t \int (x(a_1)^	op G(a_1, X) - W(a_1, X))1_{X_1}d\gamma(X|a_1) + (1 - \kappa t) \int (x(a_2)^	op G(a_2, X) - W(a_1, X))d\gamma(X|a_2)$$

$$+ \int W(\tilde{a}_s, X)(t1_{X_1}d\gamma|a_1 + (1 - \kappa t)d\gamma|a_2) \leq 0. \quad (53)$$

where $\tilde{a}_s(t)$ is uniquely determined by

$$t \int G(\tilde{a}_s(t), X)1_{X_1}d(\gamma|a_1) + (1 - \kappa t) \int G(\tilde{a}_s(t), X)d(\gamma|a_2) = 0.$$

Clearly, (53) is equivalent to

$$t \int (W(\tilde{a}_s(t), X) - W(a_1, X) + x(a_1)^	op G(a_1, X))1_{X_1}d(\gamma|a_1)$$

$$+ (1 - \kappa t) \int (W(\tilde{a}_s(t), X) - W(a_2, X) + x(a_2)^	op G(a_2, X))d(\gamma|a_2) \leq 0. \quad (54)$$
Assuming that $t$ is small, we get

$$\tilde{a}_s(t) = a_2 + t\tilde{a} + o(t), \quad \tilde{a} = -\bar{D}_a G(a_2)^{-1} \int G(a_2, X) 1_{X_1} d(\gamma|a_1)$$

and hence

$$0 \geq t \int (W(\tilde{a}_s(t), X) - W(a_1, X) + x(a_1)^\top G(a_1, X)) 1_{X_1} d(\gamma|a_1)$$

$$+ (1 - \kappa t) \int (W(\tilde{a}_s(t), X) - W(a_2, X) + x(a_2)^\top G(a_2, X)) d(\gamma|a_2)$$

$$= t \int (W(a_2, X) - W(a_1, X) + x(a_1)^\top G(a_1, X)) 1_{X_1} d(\gamma|a_1)$$

$$+ t\bar{D}_a W(a_2) \hat{a} + o(t)$$

$$= t \int (W(a_2, X) - W(a_1, X) + x(a_1)^\top G(a_1, X)) 1_{X_1} d(\gamma|a_1)$$

$$- t\bar{D}_a W(a_2) \bar{D}_a G(a_2)^{-1} \int G(a_2, X) 1_{X_1} d(\gamma|a_1) + o(t)$$

$$= t \int (c(a_1, X; x) - c(a_2, X; x)) 1_{X_1} d(\gamma|a_1) + o(t).$$

(55)

Since $X_1$ is arbitrary, we get that

$$c(a_1, X; x) \leq c(a_2, X; x)$$

almost surely with respect to $\gamma|a_1$. \qed

\section{Properties of Optimal Policies}

Everywhere in the sequel, we assume that $W(a, X)$ only depends on $a$ and that $G(a, X) = a - g(X)$ for some Borel-measurable map $g : \mathbb{R}^L \to \mathbb{R}^L$.

We define

$$c(a, b) = W(b) - W(a) + D_a W(a) (a - b).$$

(56)

As one can see from (56), $c$ coincides with the classic Bregman divergence that plays an important role in convex analysis (see, e.g., Rockafellar (1970)). We also define the Bregman Projection $\mathcal{P}_\Xi$ onto a set $\Xi$ via

$$\mathcal{P}_\Xi(b) = \arg \min_{a \in \Xi} c(a, b).$$

(57)
In other words, $\mathcal{P}_\Xi$ projects $b$ onto the point $a \in \Xi$ that attains the lowest Bregman divergence.

Understanding further fine properties of optimal policies will require deriving subtle properties of the dimensions of the state that get compressed. We will also need the following definitions.

**Definition 6.** Let $\text{Pool}(a) = \text{supp}(\gamma(a, X|a))$ be the set of states $X$ compressed to the same representation, $a$.

**Definition 7.** For any subset $X \subset \mathbb{R}^L$, we denote by $\text{conv}(X)$ the convex hull of $X$. That is, the smallest convex set containing $X$.

We will now use first order conditions (Proposition F.1) to derive useful properties of Pools and the support $\Xi$ of $\gamma(a, \mathbb{R})$ (the optimal feature manifold).

**Lemma G.1.** For $\gamma \times \gamma$ almost every $(a_1, a_2) \in \Xi$, and any $x_i \in \text{conv}(g(\text{Pool}(a_i)))$ and any $t \in [0, 1]$, we have

$$W(tx_1 + (1-t)x_2) - tW(x_1) - (1-t)W(x_2) + tc(a_1, x_1) + (1-t)c(a_2, x_2) \leq 0. \quad (58)$$

In particular, since $a_i \in \text{conv}(g(\text{Pool}(a_i)))$, we get

- $W(ta_1 + (1-t)a_2) \leq tW(a_1) + (1-t)W(a_2) \quad (59)$

  for almost every $a_1, a_2 \in \Xi$;

- $c(a_1, a_2) \geq 0 \quad (60)$

  for almost all $a_1, a_2 \in \Xi$;

- $c(a, x) \leq 0 \quad (61)$

  for $x \in \text{conv}(g(\text{Pool}(a)))$, almost surely.

**Proof of Lemma G.1.** Let $x_i = \int g(X) d\eta_i(X)$ where $\eta_i(X)$ is absolutely continuous with respect to $\gamma(a_i, X|a_i)$. Then, defining $\eta = t\eta_1 \delta_{a_1} + (1-t)\eta_2 \delta_{a_2}$, we get (58).

Inequality (59) follows by setting $x_i = a_i$ (note that $a_i = \mathbb{E}[g(X)|a_i]$ and hence $a_i \in \text{conv}(g(\text{Pool}(a_i))))$.

Inequality (60) follows from (59) by first order Taylor approximation around $t = 0$.

Inequality (61) follows from (58) by setting $x_1 = x_2$, $a_1 = a_2$. \qed
H Optimal Feature Manifold

Definition 8. Given an optimal autoencoder, let \( \gamma(a, X) \) be the joint distribution of \((a, X)\). We call the support of \( \gamma(a, \mathbb{R}) \) an optimal feature manifold.

If \( \gamma \) corresponds to a deterministic optimal autoencoder given by a feature map \( a : X : \mathcal{A}(X) \), then the optimal feature manifold \( \Xi \) coincides with the support of the map,

\[
\Xi = \{X \in \mathcal{X} : p(a^{-1}(B_{\varepsilon}(\mathcal{A}(X)))) > 0 \ \forall \varepsilon > 0\},
\]

where \( B_{\varepsilon} \) is an \( \varepsilon \)-ball.

Definition 9. A set \( \Xi \subset \mathbb{R}^L \) is \( X \)-maximal if \( \inf_{a \in \Xi} c(a, b) \leq 0 \) for all \( b \in X \). A set \( \Xi \) is \( W \)-monotone if \( c(a_1, a_2) \geq 0 \) for all \( a_1, a_2 \in \Xi \). A set \( \Xi \) is \( W \)-convex if \( W(ta_1 + (1-t)a_2) \leq tW(a_1) + (1-t)W(a_2) \) for all \( a_1, a_2 \in \Xi, \ t \in [0, 1] \).

We now state the first important result of this section: A deterministic optimal autoencoder always exists; and any deterministic optimal autoencoder is a (Bregman) projection.

Theorem H.1 (Optimal Policies are Projections onto an Optimal Feature Manifold). We have \( a \in \mathcal{P}_\Xi(g(X)) \) for \( \gamma \)-almost every \((a, X)\). In particular, for a deterministic optimal autoencoder, we have \( \mathcal{A}(X) \in \mathcal{P}_\Xi(g(X)) \) Lebesgue-almost surely.

Any optimal feature manifold is \( \text{conv}(g(\mathcal{X})) \)-maximal, \( W \)-convex, and \( W \)-monotone.

Proof of Theorem H.1. The first claim follows directly from Lemma F.2. The second claim follows directly from Lemma G.1.

The converse is also true.

Theorem H.2 (Maximality is both necessary and sufficient). Let \( \Xi \) be a \( \text{conv}(g(\mathcal{X})) \)-maximal subset of \( \mathbb{R}^L \). Suppose that there exists a feature map \( \mathcal{A}(X) \) such that \( \mathcal{A}(X) \in \mathcal{P}_\Xi(g(X)) \) and \( a = \mathbb{E}[g(X)|\mathcal{A}(X) = a] \) for \( \gamma \) almost every \((a, X)\). Then, \( a \) is an optimal autoencoder.

Proof of Theorem H.2. The proof of sufficiency closely follows ideas from Kramkov and Xu (2019).

Let \( \mathcal{A}(X) \) be a policy satisfying the conditions Theorem H.2. Note that \( a = \mathbb{E}[g(X)|a] \) and therefore in terms of the function \( c \),

\[
\mathbb{E}[W(a)] = \mathbb{E}[W(g(X)) - c(a, g(X))].
\]
Thus, maximizing $\mathbb{E}[W(a)]$ is equivalent to minimizing $c(a, g(X))$. Our objective is thus to show that
\[
\min_{\gamma} \mathbb{E}[c(a, g(X))] = \mathbb{E}[c(\mathcal{A}(X), g(X))].
\]
Next, we note that the assumed maximality implies that $c(a, g(X)) = \mathcal{P}_{\Xi}(g(X)) \leq 0$ $\gamma$-almost surely. Now, for any feasible policy $\tilde{\gamma}$ we have $\mathbb{E}_{\tilde{\gamma}|b}[g(X)|b] = b \in \text{conv}(g(X))$ and therefore $\mathbb{E}_{\tilde{\gamma}|b}[D_a W(a) (b - g(X))] = \mathbb{E}_{\tilde{\gamma}|b}[D_a W(b) (b - g(X))] = 0$ for any fixed $a \in \mathbb{R}^L$, and we have
\[
\begin{align*}
\mathbb{E}_{\tilde{\gamma}|b}[c(a, g(X)) - c(b, g(X))] \\
= \mathbb{E}_{\tilde{\gamma}|b}[W(g(X)) - W(a) + D_a W(a) (a - b + b - g(X)) \\
- (W(g(X)) - W(b) + D_a W(b) (b - g(X)))] \\
= W(b) - W(a) + D_a W(a)(a - b) = c(a, b).
\end{align*}
\]
Taking the infimum over a dense, countable set of $a$, we get
\[
\inf_{a \in \Xi} \mathbb{E}_{\tilde{\gamma}|b}[c(a, g(X)) - c(b, g(X))]|b] = \inf_{a \in \Xi} c(a, b) \leq 0
\]
by the maximality of $\Xi$ and therefore
\[
\mathbb{E}_{\tilde{\gamma}|b}[c(\mathcal{A}(X), g(X)) - c(b, g(X))] = \mathbb{E}_{\tilde{\gamma}|b}[\inf_{a \in \Xi} c(a, g(X)) - c(b, g(X))] \\
\leq \inf_{a \in \Xi} \mathbb{E}_{\tilde{\gamma}|b}[c(a, g(X)) - c(b, g(X))] = \inf_{a \in \Xi} c(a, b) \leq 0.
\]
Therefore, integrating over $b$ under the $\tilde{\gamma}$-policy and using that $\tilde{\gamma}(\mathbb{R}^L, X)$ coincides with $p(X)$, we get
\[
\mathbb{E}[c(\mathcal{A}(X), g(X))] \leq \mathbb{E}_{\tilde{\gamma}}[c(b, g(X))].
\]
The proof is complete. \hfill $\Box$

Theorem H.2 is an important verification result that allows us to verify if a candidate solution is indeed an optimal autoencoder.

**Proposition H.3.** Let $\mathcal{A}(X)$ be an optimal feature map with support $\Xi : \gamma(\Xi, \mathbb{R}^L) = 1$. Let also $Q_\Xi = \{b \in \mathbb{R}^L : \inf_{a \in \Xi} c(a, b) = 0\}$. Then, $\Xi \subseteq Q_\Xi$. Furthermore, if $\tilde{\gamma}$ is another optimal autoencoder with support $\tilde{\Xi}$, then $\tilde{\Xi} \subseteq Q_\Xi$.

Thus, if $\Xi = Q_\Xi$ and $\arg\min_{a \in \Xi} c(a, b)$ is a singleton for all $b \in \text{conv}(g(X))$, then the deterministic optimal autoencoder is unique.

We conjecture that the conditions in Proposition H.3 hold generically and hence optimal autoencoder is unique for generic $W$. 
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**Proof of Proposition H.3.** Since $\Xi$ is $W$-monotone, we have $c(a, b) \geq 0$ for all $a, b \in \Xi$ and hence $\inf_{a \in \Xi} c(a, b) \geq 0$ for all $b \in \Xi$ and hence $\Xi \subseteq Q_\Xi$. Let now $\tilde{\gamma}$ be another optimal autoencoder. Then, by (64) and (65), we have

$$\mathbb{E}[c(A(X), g(X))] \leq \mathbb{E}_{\tilde{\gamma}}[c(b, g(X))] + \mathbb{E}_{\tilde{\gamma}}[\inf_{a \in \Xi} c(a, b)]$$

and $\inf_{a \in \Xi} c(a, b) \leq 0$. Optimality of $\tilde{\gamma}$ implies

$$\mathbb{E}[c(A(X), g(X))] = \mathbb{E}_{\tilde{\gamma}}[c(b, g(X))].$$

Thus, $\inf_{a \in \Xi} c(a, b) = 0$, $\tilde{\gamma}$-almost surely. That is, $\tilde{\Xi} \subseteq Q_\Xi$.

If $\Xi = Q_\Xi$, we get that $\tilde{\Xi} \subseteq \Xi$ and hence $\inf_{a \in \Xi} c(a, b) \leq \inf_{a \in \tilde{\Xi}} c(a, b)$ for all $b$. Suppose now that $\tilde{\gamma}$ comes from a deterministic autoencoder, and let $b(X)$ be the corresponding optimal feature map. Then,

$$\int c(b(X), g(X))p(X)dx = \int \inf_{a \in \Xi} c(a, g(X))p(X)dx$$

$$\geq \int \inf_{a \in \Xi} c(a, g(X))p(X)dx = \int c(A(X), g(X))p(X)dx.$$  \hspace{1cm} (66)

Since both policies are optimal, we must have $\inf_{a \in \Xi} c(a, g(X)) = \inf_{a \in \tilde{\Xi}} c(a, g(X))$ almost surely, and the singleton assumption implies that $A(X) = b(X)$ almost surely.

We now prove our first main result.

**Theorem H.4 (\Xi is a lower-dimensional manifold).** Let $\Xi$ be an optimal feature manifold (the support of an optimal autoencoder) and $\nu(a) = \nu(D_{aa}W(a))$ be the local degree of convexity of $W$. Then, for any open set $B$, $\Xi \cap B$ is a subset of a Lipschitz manifold of dimension at most $\sup_{a \in B} \nu(a)$.

**Proof of Theorem H.4.** The proof only uses one property of $\Xi$: the fact that $\Xi$ is a $W$-monotone set. We have for any $a_1, a_2 \in \Xi$ that

$$0 \leq c(a_1, a_2) = 0.5(a_2 - a_1)^\top D_{aa}W(a_1)(a_2 - a_1) + O(\|a_1 - a_2\|^3).$$  \hspace{1cm} (67)

Picking a sufficiently small ball, we may assume that

$$0.5(a_2 - a_1)^\top (D_{aa}W(a_1) + \varepsilon I)(a_2 - a_1) \geq 0$$

Diagonalizing $D_{aa}W(a_1)$, let $(\lambda_1, \ldots, \lambda_{M-\nu_a})$ be its strictly negative eigenvalues. Let $a =$
\((a^+, a^-)\) with \(a^-\) being of dimension \(M - \nu_+\) be the corresponding orthogonal decomposition. Then, picking \(\varepsilon\) sufficiently small, we get that there exist constants \(K_1, K_2 > 0\) such that

\[
K_2\|a^+_1 - a^+_2\|^2 - K_1\|a^-_1 - a^-_2\|^2 \geq 0
\]

for all \(a_1, a_2 \in \Xi \cap B_{\varepsilon}(a_1)\). This condition immediately implies the existence of a map \(f : \mathbb{R}^{\nu_+} \to \mathbb{R}^{M - \nu_+}\) such that \(a^- = f(a^+)\) for all \(a \in \Xi\) because the coincidence of \(a^+_1, a^+_2\) always implies the coincidence of \(a^-_1, a^-_2\). Furthermore, this condition implies that \(f\) is Lipschitz-continuous with the Lipschitz constant of at most \(K_2/K_1\). The classic Kirszbraun (1934) theorem implies that \(f\) can always be extended to the whole \(\mathbb{R}^{\nu_+}\). Thus, \(\Xi\) is a subset of a \(\nu_+\)-dimensional Lipschitz manifold. \(\square\)

We now proceed to showing when the upper bound on the dimension is exact.

**Proposition H.5.** Let \(\Xi\) be an optimal feature manifold. Suppose that an \(a_0\) is such that \(\mathcal{D}a_0W(a_0)\) is non-degenerate. Suppose also hat \(L = M\) and the map \(g : \mathcal{X} \to \mathbb{R}^L\) is \(C^1\) almost surely regular. That is, \(\mathcal{D}_Xg(X)\) is Lebesgue-almost surely non-degenerate.\(^{32}\)

Let \(a_0\) be such that for all \(\varepsilon > 0\), \(\cup_{a \in B_{\varepsilon}(a_0)}\text{Pool}(a)\) has positive Lebesgue measure. Then, for sufficiently small \(\varepsilon > 0\), \(\Xi \cap B_{\varepsilon}(a_0)\) has Hausdorff dimension of exactly \(\nu(a_0)\).

**Proof of Proposition H.5.**

**Lemma H.6.** For \(\gamma\)-almost every \(a\) there exists a convex subset \(\mathcal{X}(a)\) and a Borel-Measurable \(r(a) > 0\) such that

- \(g^{-1}(a + \mathcal{X}(a))\) is a support of \(\gamma(a, X|a)\).
- for any \(y \in \mathcal{X}(a)\) and any \(\delta, |\delta| < r(a)\) we have \(\delta y \in \mathcal{X}(a)\)

**Proof of Lemma H.6.** Let \(\mathcal{X}(a) = \text{conv}(g(\text{Pool}(a))) - a\). By the definition of \(\text{Pool}(a)\), \(g^{-1}(\mathcal{X}(a) + a)\) is a support of \(\gamma|a\). If 0 is in the interior of \(\mathcal{X}(a)\), then we are done. Suppose the contrary. Then, 0 is at the boundary of \(\mathcal{X}(a)\) and hence there is a supporting hyperplane of the convex set \(\mathcal{X}(a)\) that passes through it. Let \(v\) be the normal to this supporting hyperplane. Then,

\[
0 = \int_{\mathcal{X}(a)} (g(X) - a)\eta(X)d\gamma(a, X|a)
\]

for some density \(\eta(X)\), which implies

\[
0 = \int_{\mathcal{X}(a)} (v^\top g(X) - v^\top a)\eta(X)d\gamma(a, X|a).
\]

\(^{32}\)For example, this is the case if \(g\) is real analytic and \(\mathcal{D}_Xg(X)\) is non-degenerate in at least one point.
Thus, $g(X)$ belongs $\gamma(a, X|a)$-almost surely to the supporting hyperplane $C$, and hence, by the convexity of a hyperplane, $\mathcal{X}(a) \cap C$ is convex and $g^{-1}(a + (\mathcal{X}(a) \cap C))$ is a support of $\gamma|a$. Repeating this argument, we continue dimension reduction until we get a lower-dimensional convex subset of $\hat{\mathcal{X}}(a) \subset \mathcal{X}(a)$ on which $\gamma(a, X|a)$ is supported and such that 0 is in its interior. Then, there exists an $r(a)$ such that $y\delta \in \hat{\mathcal{X}}(a) - a$ for all $\delta$ with $|\delta| \leq r(a)$.

Note that we may assume without loss of generality that the inner radius function $r(a)$ is uniformly bounded away from zero. Otherwise, we just pass to a coverage of $\Xi$ by subsets $\Xi_i$ where $\Xi_i = \{ a \in \Xi : r(a) > 1/i \}$. Most importantly, up to rescaling, this implies that we may assume that $y, -y$ both belong to $\hat{\mathcal{X}}(a) - a$ for each $a$ when $\|y\|$ is sufficiently small.

Pick an $a_i \in \Xi \cap B_\varepsilon(a_0), i = 1, 2$. By (58), for any $a_1$ and $a_2$ and any $x_i \in \text{conv}(g(a_1^{-1}(a_i)))$ and any $t_i \in [0, 1], t_1 + t_2 = 1$ we have

$$W(t_1x_1 + t_2x_2) + \sum_i t_i(D_\cdot W(a_i)(a_i - x_i) - W(a_i)) \leq 0$$ (70)

Since $a_i \in \text{conv}(g(Pool(a_i)))$,\(^{33}\) we have that the whole interval $a_i(1-\varepsilon_1)+\varepsilon_1x_i \in \text{conv}(g(Pool(a_i))), \varepsilon_1 \in [0, 1]$.

Let $a = t_1a_1 + t_2a_2$. We choose $t_1 = t_2 = 0.5$. Then, Taylor approximation plus the two-times continuous differentiability imply

$$W(a_1) = W(a) + 0.5D_\cdot W(a)(a_1 - a_2) + 2^{-3}(a_1 - a_2)^T D_{aa} W(a)(a_1 - a_2) + O(\|a_1 - a_2\|^2)$$
$$W(a_2) = W(a) + 0.5D_\cdot W(a)(a_2 - a_1) + 2^{-3}(a_1 - a_2)^T D_{aa} W(a)(a_1 - a_2) + O(\|a_1 - a_2\|^2)$$
$$D_\cdot W(a_1)(a_1 - x_1) = D_\cdot W(a)(a_1 - x_1) + 0.5(a_1 - a_2)^T D_{aa} W(a)(a_1 - x_1) + O(\|a_1 - a_2\|^2)$$
$$D_\cdot W(a_2)(a_2 - x_2) = D_\cdot W(a)(a_2 - x_2) + 0.5(a_2 - a_1)^T D_{aa} W(a)(a_2 - x_2) + O(\|a_1 - a_2\|^2)$$ (71)

and therefore

$$\sum_i t_i(D_\cdot W(a_i)(a_i - x_i) - W(a_i))$$
$$= O(\|a_1 - a_2\|^2) - W(a) + D_\cdot W(a)(0.5(a_1 - x_1) + 0.5(a_2 - x_2))$$
$$+ 0.25(a_1 - a_2)^T D_{aa} W(a)((a_1 - x_1) - (a_2 - x_2)).$$ (72)

\(^{33}\)Indeed, $a_i = E[g(X)|X \in Pool(a_i)].$
Furthermore,
\[
W(t_1x_1 + t_2x_2) = W(a) + D_a W(a)(0.5(x_1 - a_1) + 0.5(x_2 - a_2)) \\
+ 0.5(0.5(x_1 - a_1) + 0.5(x_2 - a_2)) \top D_{aa} W(a)(0.5(x_1 - a_1) + 0.5(x_2 - a_2)) \\
+ o(\|0.5(x_1 - a_1) + 0.5(x_2 - a_2)\|^2).
\] (73)

Let \(y_i = x_i - a_i\). Then, (70) takes the form
\[
2^{-3}(y_1 + y_2) \top D_{aa} W(a)(y_1 + y_2) \\
+ o(\|y_1 + y_2\|^2) + 0.25(a_1 - a_2) \top D_{aa} W(a)(y_2 - y_1) + O(\|a_1 - a_2\|^2) \leq 0.
\] (74)

for all \(y_i \in X(a_i)\).

Pick arbitrary \(y_i \in \hat{X}(a_i)\). Lemma H.6 above implies that we may assume without loss of generality that \(\pm y_i \in \hat{X}(a_i)\) and, hence, we get
\[
2^{-3}(y_1 - y_2) \top D_{aa} W(a)(y_1 - y_2) \\
+ o(\|y_1 - y_2\|^2) + 0.25(a_1 - a_2) \top D_{aa} W(a)(-y_2 + y_1) + O(\|a_1 - a_2\|^2) \leq 0
\] (75)
\[
2^{-3}(y_1 - y_2) \top D_{aa} W(a)(y_1 - y_2) \\
+ o(\|y_1 - y_2\|^2) + 0.25(a_1 - a_2) \top D_{aa} W(a)(y_1 + y_2) + O(\|a_1 - a_2\|^2) \leq 0
\]

Summing up these two inequalities, we get
\[
2^{-3}(y_1 - y_2) \top D_{aa} W(a)(y_1 - y_2) + o(\|y_1 - y_2\|^2) + O(\|a_1 - a_2\|^2) \leq 0.
\] (76)

By the non-degeneracy of \(D_{aa} W(a)\), rotating and re-scaling the coordinates, we may assume that \(D_{aa} W(a) = \text{diag}(1_\nu, -1_{M-\nu})\). By the three time continuous differentiability of \(W(a)\), defining the corresponding decomposition \(y = (y^+, y^-) \in \mathbb{R}^+ \oplus \mathbb{R}^-\), we get that (76) is equivalent to the existence of a sufficiently large constant \(K\) such that
\[
\|y_1^+ - y_2^-\|^2 \leq K(\|y_1^- - y_2^-\|^2 + \|a_1 - a_2\|^2)
\] (77)
for any \(y_i \in \hat{X}(a_i)\) such that \(\|y_1 - y_2\|\) is sufficiently small and \(\|a_1 - a_2\|\) is sufficiently small. As a result,
\[
\|y_1 - y_2\|^2 \leq \tilde{K}(\|y_1^- - y_2^-\|^2 + \|a_1 - a_2\|^2)
\] (78)
for any \(y_i \in X(a_i)\) (by re-scaling \(y_i\) is necessary).

Suppose now towards a contradiction that \(\Xi \cap B_\varepsilon(a_0)\) has Hausdorff dimension strictly smaller than \(\nu\). Let \(Y = \cup_{a \in \Xi \cap B_\varepsilon(a_0)} (\hat{X}(a) + a)\). Our claim is that the inequality (77)
implies that \( \dim_H(Y) < M \). Indeed, (77) implies the existence of a Lipschitz map from 
\((\Xi \cap B_\varepsilon(a_0)) \times \mathbb{R}^\nu \) onto \( Y \). First, we have
\[
\dim_H(X \times \mathbb{R}^{M-\nu}) \leq M - \nu + \dim_H(X)
\]
for any Borel set \( X \). Second, since Lipschitz maps cannot increase Hausdorff dimension, we
get the required claim \( \dim_H(Y) < M \). Thus, \( Y \) has zero Lebesgue measure. Our next
observation is that \( g^{-1}(Y) \) has zero Lebesgue measure. Indeed, suppose the contrary. By
assumption, removing a set of measure zero, we may assume that \( D_X g(X) \) is non-degenerate
for all \( X \in g^{-1}(Y) \). Then, by the implicit function theorem, there exists an \( \varepsilon > 0 \) such that
\( g \) is a diffeomorphism on \( B_\varepsilon(X) \cap g^{-1}(Y) \) and hence \( g(B_\varepsilon(X) \cap g^{-1}(Y)) \subset Y \) has a positive
Lebesgue measure, leading to a contradiction.

As we have shown above, \( \gamma(\mathbb{R}, X) \) is supported on \( g^{-1}(Y) \) and hence it cannot coincide
with \( p \). The proof of Proposition H.5 is complete.

\[\square\]

I Properties of Pools: Which Dimensions Get Compressed?

Recall that \( \text{Pool}(a) \) is the set of states \( X \) that get the same representation \( a \). The following
is true.

**Proposition I.1** ((Convexity of pools)). Suppose that \( g(X) = X \) and \( \mathcal{X} \) is convex. Suppose
also that \( D_aW \) satisfies the technical condition of Theorem C.4. Then, there exists a
deterministic optimal autoencoder \( \mathcal{A}(X) \) such that the map \( X \rightarrow D_aW(\mathcal{A}(X)) \) is monotone
increasing on \( \mathcal{X} \) and the set
\[
\{ X \in \mathcal{X} : D_aW(\mathcal{A}(X)) = a \} = \bigcup_{b \in (D_aW)^{-1}(a)} \text{Pool}(b)
\]
(79)
is always convex. If the map \( a \rightarrow D_aW(a) \) is injective, then the pool of every signal is convex
(up to a set of measure zero) and \( \mathcal{A}(X) \) is an idempotent: \( \mathcal{A}(\mathcal{A}(X)) = \mathcal{A}(X) \).

**Proof of Proposition I.1.** The proof follows directly from the proof of Theorem C.4 because
the \( c(\mathcal{A}(X), X) \) constructed in that proof is convex, and \( D_aW(\mathcal{A}(X)) \) is its sub-gradient.

We would now like to understand the fine properties of signal pools. Which states get

\[\text{In fact, } c(\mathcal{A}(X), X) \text{ is convex on } \mathcal{X} \text{ and } D_aW(\mathcal{A}(X)) \text{ is a subgradient of } c(\mathcal{A}(X), X).\]
\[\text{The last claim follows because level sets for a monotone map are convex.}\]
pooled together? Is there an analytical way to describe $Pool(a)$ for a given $a$? Theorem H.4 only implies that we can characterize $\Xi$ as $\Xi = \{a \in \mathbb{R}^L : a = f(\theta), \ \theta \in \Theta\}$, where $\Theta \subset \mathbb{R}^\nu$ is a lower-dimensional subset with unknown properties and $f$ is a Lipschitz map. Rewriting (57) as

$$A(X) = \arg \min_{\theta \in \Theta} c(f(\theta), g(X)),$$

one might be tempted to differentiate (80) with respect to $\theta$. Indeed, as $f$ is Lipschitz continuous, it is differentiable Lebesgue-almost everywhere by the Rademacher Theorem. However, differentiation in (80) is only possible if the set $\Theta$ is “sufficiently rich”, extending “in all possible directions.” Establishing richness is extremely difficult. In this section, we use techniques from geometric measure theory to achieve this goal. Intuitively, Corollary I.2 tells us that each $Pool(a)$ has dimension $M - \nu$ and hence $\Xi$ ought to have dimension $\nu$ because $X = \cup_{a \in \Xi} Pool(a)$. This Hausdorff dimension result gives enough richness to perform differentiation in (80). The following is true.

**Corollary I.2 (Pools are low-dimensional sets).** Let $\text{conv}(g(Pool(a)))$ be the smallest convex set containing $\text{supp}(\gamma|a)$:

$$\text{conv}(g(Pool(a))) = \cap_{Borel \ X : \gamma(a,X|a)=1} \text{conv}(X).$$

Then we have $\dim(\text{conv}(g(Pool(a)))) \leq M - \nu_+(D_{aa}W(a))$. In particular, if $D_{aa}W(a)$ has at least one strictly positive eigenvalue for any $a$, then $\text{conv}(g(Pool(a)))$ has Lebesgue measure zero. If $g$ is locally injective and bi-Lipschitz, then $Pool(a)$ also has Lebesgue measure zero for each $a$.

**Proof of Corollary I.2.** Let $\hat{X}(a) + a$ be the convex set constructed in Lemma H.6. Then, clearly, $\hat{X}(a) + a = \text{conv}(g(Pool(a))))$. By (61), we have

$$W(x) - W(a) + D_aW(a)(a - x) \leq 0$$

for all $x \in \text{conv}(Pool(a))$ and $a \in \text{conv}(Pool(a))$. Let $y = \varepsilon x + (1 - \varepsilon)a \in \text{conv}(Pool(a))$. Then, using the Taylor approximation, we get

$$(y - a)^\top D_{aa}W(a)(y - a) \leq 0$$

and the definition of the set $\hat{X}(a)$ implies that, in fact, $z^\top D_{aa}W(a)z \leq 0$ for all $z$ is the minimal subspace of $\mathbb{R}^L$ containing $\hat{X}$. The eigenvalue interlacing theorem implies that the

---

36See, e.g., Cheeger (1999).
37$g$ is locally bi-Lipschitz if both $g$ and its local inverse, $(g|_X)^{-1}$ are Lipschitz for any compact set $X$. 
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dimension of this subspace is less than or equal to $M - \nu_+(D_{aa}W(a))$. The proof is complete. \hfill \Box

As we know from Theorem H.4, the support of $\gamma(a, \mathbb{R}^L)$ (the optimal feature manifold) is a subset of a Lipschitz manifold of dimension at most $\sup \nu(D_{aa}(W))$. That is, for every $a \in \Xi$, there exists an $\varepsilon > 0$, a subset $\Theta \subset \mathbb{R}^\nu$, and a Lipschitz coordinate map

**Corollary I.3 (Characterization of Pools).** Let $\mathcal{A}(X)$ be a deterministic optimal autoencoder and $\Xi$ the corresponding optimal feature manifold. Suppose $a_0 \in \Xi$ is such that the technical conditions of Proposition H.5 are satisfied. Let $\Theta = f^{-1}(\Xi \cap \mathcal{B}_\varepsilon(a_0))$. Then, for Lebesgue-almost every $\theta \in \Theta$, $f$ is differentiable, with a Jacobian $Df(\theta) \in \mathbb{R}^{M \times \nu}$, and we have

1. the matrix $Df(\theta)^\top D_{aa}W(f(\theta))Df(\theta) \in \mathbb{R}^{\nu \times \nu}$ is Lebesgue-almost surely symmetric and positive semi-definite.
2. Lebesgue-almost every $(X, \theta)$ satisfies

$$Df(\theta)^\top D_{aa}W(f(\theta))(f(\theta) - g(X)) = 0,$$

when $X \in \text{Pool}(f(\theta))$.

**Proof of Corollary I.3.** We will need

**Lemma I.4.** For any set $Y \subset \mathbb{R}^\nu$ of Hausdorff dimension bigger than $\nu - 1$.\footnote{For example, a set $Y \subset \mathbb{R}^\nu$ of positive Lebesgue measure has Hausdorff dimension $\nu$.} Then, the closure of the set $\{(x - y)/\|x - y\| : x, y \in Y\}$ coincides with the unit sphere in $\mathbb{R}^\nu$.

Furthermore, the complement of the set

$$Y^* = \{y \in Y : \forall \alpha, \|\alpha\| = 1 \exists y_k \in Y, y_k \to y, \alpha^\top(y - y_k)/\|y - y_k\| \to 1\}$$

has Hausdorff dimension less than or equal to $\nu - 1$.

**Proof.** Our proof is based on an application of the famous Frostman’s lemma (see, e.g., Mattila (1999)).

**Lemma I.5 (Frostman’s lemma).** Define the $s$-capacity of a Borel set $A$ as follows:

$$C_s(A) = \sup \left\{ \left( \int_{A \times A} \frac{d\mu(x)d\mu(y)}{\|x - y\|^s} \right)^{-1} : \mu \text{ is a Borel measure and } \mu(A) = 1 \right\}.$$
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(Here, we take $\inf \emptyset = \infty$ and $1/\infty = 0$.) Then, the Hausdorff dimension $\dim_H(A)$ is given by

$$\dim_H(A) = \sup\{s \geq 0 : C_s(A) > 0\}.$$

We will need a small modification of this lemma:

**Lemma I.6 (Modified Frostman’s Lemma).** Define

$$C_s(A; \varepsilon) = \sup \left\{ \left( \int_{A \times A, \|x-y\| \leq \varepsilon} \frac{d\mu(x)d\mu(y)}{\|x-y\|^s} \right)^{-1} \right\} : \mu \text{ is a Borel measure and } \mu(A) = 1.$$

(Here, we take $\inf \emptyset = \infty$ and $1/\infty = 0$.) Then, the Hausdorff dimension $\dim_H(A)$ is given by

$$\dim_H(A) = \sup\{s \geq 0 : C_s(A; \varepsilon) > 0\}.$$

**Proof of Modified Frostman’s Lemma.** By direct calculation,

$$\int_{A \times A} \frac{d\mu(x)d\mu(y)}{\|x-y\|^s} = \int_{A \times A, \|x-y\| \leq \varepsilon} \frac{d\mu(x)d\mu(y)}{\|x-y\|^s} + \int_{A \times A, \|x-y\| > \varepsilon} \frac{d\mu(x)d\mu(y)}{\|x-y\|^s}$$

and, hence,

$$\left(\varepsilon^{-s} + \int_{A \times A, \|x-y\| \leq \varepsilon} \frac{d\mu(x)d\mu(y)}{\|x-y\|^s}\right)^{-1} \leq \left( \int_{A \times A} \frac{d\mu(x)d\mu(y)}{\|x-y\|^s} \right)^{-1} \leq \left( \int_{A \times A, \|x-y\| \leq \varepsilon} \frac{d\mu(x)d\mu(y)}{\|x-y\|^s} \right)^{-1}.$$

implying the required. \qed

Clearly, the second part of the statement implies the first one. This second statement can be reformulated as follows: For a vast majority of points $y$ in $Y$ (e.g., a set of full Lebesgue measure; but, in fact, the actual statement is stronger: It means that the set of points outside of $Y^*$ is low-dimensional; it is effectively a form of a “boundary” of $Y$), we have that for every $\alpha$ on the unit sphere there exists a sequence $y_k \to y$ such that the direction of $y_k - y$ converges to one of $\pm \alpha$.

To prove the result, we first define the set

$$Y_{\varepsilon, \alpha, \delta} = \{x \in Y : (x-y)^\top \alpha / \|x-y\| \leq 1 - \delta \ \forall \ y \in Y \cap B_\varepsilon(x)\}.$$  \hspace{1cm} (87)

Pick an everywhere dense, countable subset $\Gamma$ of the unit sphere and two sequences $\varepsilon_k \to 0$, $\delta_k \to 0$. 

50
Lemma I.7. We have
\[(Y^*)^c = \bigcup_{\alpha \in \Gamma} \bigcup_{i} \bigcup_{j} Y_{\varepsilon, \alpha, \delta_j}\] (88)

Proof. By definition, \(y \in (Y^*)^c\) if and only if there exists an \(\alpha\) on the unit sphere, and \(\varepsilon, \delta > 0\) such that \((x - y)^T \alpha / \|x - y\| \leq 1 - \delta\) \(\forall y \in Y \cap B_\varepsilon(x)\). By continuity and boundedness of \(Y \cap B_\varepsilon(x)\), we may assume that \(\alpha \in \Gamma\) and \(\delta = \delta_i, \varepsilon = \varepsilon_j\) for some \(i, j\). The proof is complete. \(\square\)

Since the Hausdorff dimension of a countable union is bounded from above by the highest Hausdorff dimension, proving Lemma I.4 reduces to proving that \(\dim_H(Y_{\varepsilon, \alpha, \delta}) \leq \nu - 1\).

So, let us fix \(\varepsilon, \alpha, \delta\). Without loss of generality (rotating coordinates if necessary), we may assume that \(\alpha = e_1\), the first basis vector. We also denote by \(x_{-1}, y_{-1}\) the projections of \(x, y\) onto the orthogonal complement of \(e_1\). Consider two points \(x, y \in Y_{\varepsilon, \alpha, \delta}\) such that \(\|x - y\| < \varepsilon\). Permuting the order of the two points if necessary, we may assume that \(y_1 > x_1\). Then, by the definition of the set \(Y_{\varepsilon, \alpha, \delta}\), we have
\[0 \leq y_1 - x_1 = (y - x)^T \alpha < (1 - \delta)\|y - x\| = (1 - \delta)(|x_1 - y_1|^2 + \|x_{-1} - y_{-1}\|^2)^{1/2},\] (89)

which implies
\[\|x_{-1} - y_{-1}\| \geq (1 - (1 - \delta)^2)^{1/2}|x_1 - y_1|\] (90)

and, hence, there exists a constant \(K > 1\) such that
\[\|x - y\| \leq K\|x_{-1} - y_{-1}\|\] (91)

for all \(x, y \in Y_{\varepsilon, \alpha, \delta}\) whenever \(\|x - y\| \leq \varepsilon\). Let \(Y_{\varepsilon, \alpha, \delta}^{-1}\) be the projection of \(Y_{\varepsilon, \alpha, \delta}\) onto the orthogonal complement of \(e_1\). Since this complement had dimension \(\nu - 1\), the Hausdorff dimension of \(Y_{\varepsilon, \alpha, \delta}^{-1}\) is at most \(\nu - 1\). At the same time,
\[C_s(Y; \varepsilon) = \sup \left\{ \left( \int_{Y_{\varepsilon, \alpha, \delta} \times Y_{\varepsilon, \alpha, \delta}, \|x - y\| \leq \varepsilon} \frac{d\mu(x)d\mu(y)}{\|x - y\|^s} \right)^{-1} : \mu \text{ is a Borel measure and } \mu(Y) = 1 \right\}\]
\[\leq \sup \left\{ \left( \int_{Y_{\varepsilon, \alpha, \delta} \times Y_{\varepsilon, \alpha, \delta}, \|x - y\| \leq \varepsilon} \frac{d\mu(x)d\mu(y)}{K\|x_{-1} - y_{-1}\|^s} \right)^{-1} : \mu \text{ is a Borel measure and } \mu(Y) = 1 \right\}\]
\[\leq \sup \left\{ \left( \int_{Y_{\varepsilon, \alpha, \delta}^{-1} \times Y_{\varepsilon, \alpha, \delta}^{-1}, \|x - y\| \leq \varepsilon} \frac{d\mu(x)d\mu(y)}{K\|x - y\|^s} \right)^{-1} : \mu \text{ is a Borel measure and } \mu(Y_{\varepsilon, \alpha, \delta}^{-1}) = 1 \right\}\] (92)
for an appropriately rescaled $\tilde{\varepsilon}$. Hence, by Lemma I.6, $\dim_H(Y_{\varepsilon,\alpha,\delta}) \leq \dim_H(Y_{\varepsilon,\alpha,\delta}^{-1}) \leq \nu - 1$. The proof of Lemma I.4 is complete. □

By the Rademacher Theorem, $f(\theta)$ is almost everywhere differentiable, and hence we can assume that $f$ is differentiable on the whole of $\Theta$. First, the fact that $\Xi$ is $W$-monotone means that

$$c(f(\theta_1), f(\theta_2)) \geq 0$$

for all $\theta_1, \theta_2 \in \Theta$, where

$$c(a, b) = W(b) - W(a) + D_a W(a)(a - b) = 0.5(b - a)^\top D_{aa} W(a)(b - a) + o(\|b - a\|^2).$$

(94)

By Lemma I.4, we may assume that $\theta \in \Theta^*$. Hence, for any $\alpha$, $\|\alpha\| = 1$, there exists a sequence $\theta_k \in \Theta$ such that $(\theta_k - \theta) / \|\theta_k - \theta\| \to \alpha$. Therefore, with $b = f(\theta_k)$, $a = f(\theta)$, we get

$$f(\theta_k) - f(\theta) = DF(\theta)(\theta_k - \theta) + o(\|\theta_k - \theta\|)$$

(95)

and therefore

$$0 \leq \lim_{k \to \infty} \frac{c(f(\theta_k), f(\theta))}{\|\theta_k - \theta\|^2} = \alpha^\top DF(\theta) D_{aa} W(f(\theta)) DF(\theta) \alpha$$

(96)

for any $\alpha$ on the unit sphere. Hence, the matrix $DF(\theta)^\top D_{aa} W(f(\theta)) DF(\theta)$ is positive semi-definite.

We now proceed with deriving the first order condition. We have

$$\mathcal{A}(X) = \arg \min_{\theta \in \Theta} c(f(\theta), g(X))$$

(97)

and therefore

$$0 \leq c(f(\theta_k), g(X)) - c(f(\theta), g(X))$$

$$= W(g(X)) - W(f(\theta_k)) + D_a W(f(\theta_k))(f(\theta_k) - g(X))$$

$$- (W(g(X)) - W(f(\theta)) + D_a W(f(\theta))(f(\theta) - g(X)))$$

(98)
Using Taylor approximations
\[ W(g(X)) = W(f(\theta_k)) \]
\[
= -D_\alpha W(f(\theta))(f(\theta_k) - f(\theta)) - 0.5(f(\theta_k) - f(\theta))^\top D_\alpha W(f(\theta))(f(\theta_k) - f(\theta)) \\
- o(||(f(\theta_k) - f(\theta))||^2) \\
D_\alpha W(f(\theta_k))(f(\theta_k) - g(X)) \\
= (D_\alpha W(f(\theta)) + (f(\theta_k) - f(\theta))^\top D_\alpha W(f(\theta)) + O(||(f(\theta_k) - f(\theta))||^2))(f(\theta_k) - g(X)),
\]
we get
\[
0 \leq W(f(\theta)) - W(f(\theta_k)) + D_\alpha W(f(\theta_k))(f(\theta_k) - g(X)) - D_\alpha W(f(\theta))(f(\theta) - g(X)) \\
= -D_\alpha W(f(\theta))(f(\theta_k) - f(\theta)) - 0.5(f(\theta_k) - f(\theta))^\top D_\alpha W(f(\theta))(f(\theta_k) - f(\theta)) \\
- o(||(f(\theta_k) - f(\theta))||^2) \\
+ (D_\alpha W(f(\theta)) + (f(\theta_k) - f(\theta))^\top D_\alpha W(f(\theta)) + O(||(f(\theta_k) - f(\theta))||^2))(f(\theta_k) - g(X)) \\
- D_\alpha W(f(\theta))(f(\theta) - g(X)) \\
= O(||(f(\theta_k) - f(\theta))||^2) + (f(\theta_k) - f(\theta))^\top D_\alpha W(f(\theta))(f(\theta_k) - g(X)).
\]
Substituting (95), dividing by ||\theta_k - \theta|| and taking the limit as \( k \to \infty \), we get
\[
\alpha^\top Df(\theta)^\top D_\alpha W(f(\theta))(f(\theta) - g(X)) \geq 0.
\]
Since this inequality holds for any \( \alpha \) on the unit sphere, we get that
\[
Df(\theta)^\top D_\alpha W(f(\theta))(f(\theta) - g(X)) = 0.
\]
The proof of Corollary I.3 is complete.

\[ \square \]

J When Is the Optimal Representation Compact?

To gain some intuition, suppose first that \( W \) is concave for large \( a : D_\alpha W \) is negative semi-definite for all \( a \) with \( ||a|| > K \) for some \( K > 0 \). Then, by Corollary I.2, any optimal feature manifold satisfies \( \Xi \subset \{ a : ||a|| \leq K \} \) and is therefore bounded. Of course, concavity is a very strong condition. It turns out that the boundedness of optimal feature manifolds can be established under much weaker conditions. We will need the following definition.

**Definition 10.** Let \( C(a, \varepsilon) = \{ b \in \mathbb{R}^T : b^\top a/(||a|| \cdot ||b||) > 1 - \varepsilon \} \) be the \( \varepsilon \)-cone around
the set of vectors $b$ that point in approximately the same direction as $a$. We say that the function $W$ is concave along rays for large $a$ if there exists a small $\varepsilon > 0$ and a large $K > 0$ such that $b^\top D_{aa} W(a) b < 0$ for all $a$ with $\|a\| > K$ and all $b \in C(a, \varepsilon)$.

We also say that a set $\Theta \subset \mathbb{R}^\nu$ extends indefinitely in all directions if the projection of $\Theta$ on any ray from the origin is unbounded.

Note that if $W$ is quadratic, $W(a) = a^\top H a + h^\top a$, we have $D_{aa} W(a) = 2H$ and hence $a^\top D_{aa} W(a) a = 2a^\top H a$. Thus, $W$ is concave along rays if and only if $W$ is globally concave, implying that it is optimal to fully compress information. As we show below, quadratic function represents a knife-edge case, as even slight deviations from it may drastically alter the nature of optimal policies. The following is true.

**Proposition J.1 (Compact Representations).** Suppose that $\text{conv}(g(\mathcal{X})) = \mathbb{R}^L$ and let $\Xi$ be an optimal feature manifold.

- If $W(a) = a^\top H a + h^\top a$ with $\det H \neq 0$, then $\Xi = f(\Theta)$ for some Lipschitz $f : \mathbb{R}^\nu(\Theta) \rightarrow \mathbb{R}^L$, where $\Theta$ extends indefinitely in all directions;
- If $W$ is concave along rays for large $a$, then there exists a constant $K$ independent of the prior $p$, such that any optimal feature manifold satisfies $\Xi \subset B_K(0)$.

Proposition J.1 shows how a weak form non-linearity of of the function makes it optimal to compress unbounded information to a bounded representation. The following claim follows by direct calculation from Proposition J.1.

**Corollary J.2.** Let $H$ be a non-degenerate, $M \times M$ positive-definite matrix. Suppose that $W(a) = \varphi(a' H a)$ for some $\varphi$ with $-\varphi''(x)/|\varphi'(x)| > \varepsilon$ for some $\varepsilon > 0$ and all sufficiently large $x$. Then, $\nu(D_{aa}(W(a))) \geq M - 1$ for all $a$. Yet, $W$ is concave along rays for large $a$ and, hence, any optimal feature manifold is bounded, contained in a ball of radius $K$ that is independent of the prior $p$.

Consider as an illustration $W(a) = \varphi(a_1^2 + \lambda a_2^2)$ and $g(X) = X$. First, let $\varphi(x) = x$. If $\lambda < 0$, the first item of Proposition J.1 applies, and we get that $\Xi$ is the graph of a Lipschitz function that extends indefinitely in all directions. Making $\lambda$ more negative will lead to a rotation of the optimal feature manifold, but will not alter its shape. Consider now a case when $\lambda > 0$. If $\varphi(x) = x$, $W(a)$ is convex and no compression is optimal: $\mathcal{A}(X) = X$. However, even a slight degree of concavity for $\varphi$ leads to information compression and a bounded representation of the states. The optimal feature manifold, $\Xi$, is bounded and, hence, cannot be a graph of a function extending indefinitely. Instead, $\Xi$ is a bounded curve in $\mathbb{R}^2$ (e.g., a circle).
K Proofs of Proposition J.1 and Corollary J.2

Proof of Proposition J.1. Suppose first that $W$ is quadratic. Then, the claim follows directly from the maximality of $\Xi$: If there exists a hyperplane such that $\Theta$ is on one side of it, then it is possible to extend $f$ preserving its Lipschitz constant beyond this hyperplane using the standard Lipschitz extension argument from the Kirszbraun theorem. See, Kirszbraun (1934).\(^{39}\)

Suppose now on the contrary that there exists an unbounded, $W$-convex set $\Xi$. Let $a_k \to \infty$ be a sequence of points in $\Xi$ and let $\theta_k = a_k/\|a_k\|$. Passing to a subsequence, we may assume that $\theta_k \to \theta_*$. Then,

$$\inf_{t \in [0,1]} (a_{k+1} - a_k)^\top D_{aa}W(\frac{a_k t + a_{k+1}(1-t)}{(a_{k+1} - a_k)} \geq 0.$$ 

Passing to a subsequence, we may assume that $\|a_{k+1}\| = 2^k\|a_k\|$ and the whole sequence stays in $C(\theta_*, \varepsilon)$. This is a contradiction. \(\Box\)

Proof of Corollary J.2. We just need to show that the conditions of Proposition J.1 are satisfied. We have $D_\theta W(a) = 2\varphi'(a^\top Ha)Ha$ and $D_{aa}W(a) = 4\varphi''(a^\top Ha)Haa^\top H + 2\varphi'(a^\top Ha)H$. Thus,

$$b^\top D_{aa}Wb = 4\varphi''(a^\top Ha)(a^\top Hb)^2 + 2\varphi'(a^\top Ha)b^\top Hb$$

and the claim follows because $a^\top Hb \approx b^\top Hb \approx a^\top Ha$ and the first (negative) term dominates when $a^\top Hb \to \infty$. \(\Box\)

L Examples

L.1 $\Xi$ is a hyper-plane

Proposition L.1 ($\Xi$ is a hyper-plane). Suppose that $W(a) = a^\top Ha$ and $g(X) = X$. Define $P_+$ to be the orthogonal projection onto the span of eigenvectors associated with all positive eigenvalues of $V$. Then, $A(X) = \Sigma^{1/2}P_+\Sigma^{-1/2}X$ is an optimal autoencoder. In particular,

- the optimal feature manifold is if the $\nu_+(H)$-dimensional hyperplane $\Xi = \Sigma^{1/2}P_+\Sigma^{-1/2}\mathbb{R}^L$.

\(^{39}\)We just pick one point on the other side of the hyperplane and extend $f$ to this point as in Kirszbraun (1934). Hence, $\Xi$ cannot be maximal.
• The pool of every signal is an \((M - \nu(H))\)-dimensional hyperplane,

\[
\text{Pool}(a) = \{ X = a + (Id - \Sigma^{1/2}P\Sigma^{-1/2})y : y \in (Id - \Sigma^{1/2}P\Sigma^{-1/2})\mathbb{R}^L \} \cap \mathcal{X}
\]

Furthermore, if \(\det(H) \neq 0\), then the optimal autoencoder is unique. In particular, there are no non-linear optimal policies.

Proof of Proposition L.1. In this case, Theorem H.2 implies that, for any optimal autoencoder, \(\Xi\) has to be monotonic, meaning that \((a_1 - a_2)^\top H (a_1 - a_2) \geq 0\) for all \(a_1, a_2 \in \Xi\). The question we ask is: Under what conditions is \(A(X) = AX\) with some matrix \(A\) of rank \(M_1 \leq M\) is optimal with \(g(X) = X\). Clearly, it is necessary that \(p\) have linear conditional expectations,\(^{40}\) \(E[X|AX] = AX\). But then, since \(E[X|AX] = AX\), we must have \(A^2 = A\), so that \(A\) is necessarily a projection. Maximal monotonicity implies that \(Q = A^\top HA\) is positive semi-definite, and\(^{41}\)

\[
A(b) = \min_X (b^\top Hb + X^\top A^\top H(AX - 2b)) = b^\top HAQ^{-1}A^\top A(Q^{-1}A^\top H - 2Id)b
\]

with the minimizer \(Q^{-1}A^\top Hb\). Thus, \(A\) satisfies the fixed point equation \(A = Q^{-1}A^\top H\) and hence \(A^\top = HAQ^{-1}\). Furthermore, maximality of \(\Xi\) implies that

\[
H + HAQ^{-1}A^\top A(Q^{-1}A^\top H - 2Id) = H - A^\top A
\]

is negative semi-definite. As a result, \((Id - A^\top)(H - A^\top A)(Id - A) = (Id - A^\top)H(Id - A)\) is also negative semi-definite, implying that \(A\) and \(Id - A\) “perfectly split” positive and negative eigenvalues of \(H\). Here, it is instructive to make two observations: First, optimality requires that \(A(X)\) “lives” on positive eigenvalues of \(H\). Second, maximality (the fact that \(A(b) \leq 0\) for all \(b\)) requires that \(A\) absorbs all positive eigenvalues, justifying the term “maximal”. \(\square\)

Proposition L.1 is a particularly clean illustration of our key results: \(\Xi\) is a \(\nu\)-dimensional manifold (Theorem H.4), and pools have dimension \(M - \nu(H)\) (Corollary I.2) and are convex (Proposition I.1). One interesting observation is that maximality (Theorem H.2) takes the form of the requirement that \(\Xi\) must be spanned by all eigenvectors with positive eigenvalues. Finally, Proposition H.3 ensures that the policy is unique.

Tamura (2018) was the first to show that linear optimal policies of the form described in Proposition L.1 are optimal when \(p\) is Gaussian. Proposition L.1 extends his results to

\(^{40}\)This is, e.g., the case for all elliptical distributions, but also for many other distributions. See Wei, Lee, and Lee (1999).

\(^{41}\)Here, \(Q^{-1}\) is the Moore-Penrose inverse.
general elliptic distributions and establishes the uniqueness of optimal policies. The key simplification in Proposition L.1 comes from the assumption that $p$ is elliptic, implying that the optimal autoencoder and the optimal feature manifold are linear.

L.2 $\Xi$ is a sphere

Consistent with Proposition J.1, the linear manifold $\Xi$ extends indefinitely in all directions. As we know from Corollary J.2, the situation changes when we abandon the assumption of quadratic preferences. The following is true.

**Corollary L.2** ($\Xi$ is a sphere). Suppose that $g(X) = X\psi(\|X\|^2)$ for some function $\psi \geq 0$ and $p(X) = \mu_\star(\|X\|^2)$, and $W(a) = \varphi(\|a\|^2)$. Let $\beta = \mathbb{E}[\|X\|]$. If $\varphi'(\beta^2) > 0$ and

$$
\max_{\|b\| \leq \sup_{x \geq 0}(x\psi(x^2))} (\varphi(\|b\|^2) - \varphi(\beta^2) + 2\varphi'(\beta^2)\beta(\beta - \|b\|)) \leq 0,
$$

then: (1) $A(X) = \beta X/\|X\|$ is an optimal autoencoder; (2) the optimal feature manifold is the sphere $\{X : \|X\| = \beta\}$; and (3) pools are rays from the origin. The optimal autoencoder is unique if the maximum in (103) is attained only when $\beta = \|b\|$.

**Proof of Corollary L.2.** The proof follows directly from Theorem H.2. Indeed, by this theorem, we only need to check three conditions:

1. $\Xi$ is $\text{conv}(g(\mathcal{X}))$-maximal;
2. $A(X) \in \mathcal{P}_\Xi(g(X))$ and $\mathcal{P}_\Xi(g(X))$
3. $a = \mathbb{E}[g(X)|A(X) = a]$.

All these conditions follow directly from the hypotheses of Corollary L.2.

L.3 Separable $W$. Example 1

Suppose now that $W(a) = a_1 \sum_{i=1}^N G(a_{i+1})$, where $a_1 = \mathbb{E}[\pi|s]$ and $a_{i+1} = \mathbb{E}[v_i|s]$, $i = 1, \cdots, N$. For simplicity, we will assume that, for each $i$, $G_i$ is either strictly convex or strictly concave. Furthermore, we will also assume that the function $q(x) = -\sum_i (G_i'(x_i))^2/G_i''(x_i)$ does not change the sign for $x \in \text{conv}(\mathcal{X}_{i+})$.\footnote{$\mathcal{X}_{i+} \in \mathbb{R}^N$ is the projection of $\mathcal{X}$ onto the last $N$ coordinates.} For example, this is the case when all of $G_i''$ have the same sign. Under these assumptions, $D_{aa}W$ is non-degenerate and Corollary I.3 and Proposition I.1 allow us to characterize signal pools as well as the local structure of $\Xi$.

**Proposition L.3.** Let $\nu$ be the number of $G_i$ with $G_i'' > 0$. There always exists a deterministic optimal autoencoder $A(X)$ such that:
• The optimal feature manifold is a \((\nu + 1_{q(a)>0})\)-dimensional Lipschitz manifold, while pools are at most \((N + 1 - (\nu + 1_{q(a)>0}))\)-dimensional. If all \(G''_i\) have the same sign, then all pools are convex.

• if \(G''_i(a) > 0\) for all \(i\), then \(\nu = N, 1_{q(a)>0} = 0\) and for each deterministic optimal autoencoder there exists a function \(f(a_{1+}) : \mathbb{R}^N \rightarrow \mathbb{R}\) such that \(a_1(X) = f(a_{1+}(X))\) for all \(X\) and, hence, the optimal feature manifold \(\Xi\) is an \(N\)-dimensional subset of the graph \(\{(f(a_{1+}), a_{1+})\}\). For each \(i\), the function \(f(a_{1+})(G'_i(a_{i+1}))^{1/2}\) is monotone increasing in \(a_{i+1}\), and there exist functions \(\kappa_i(a)\) such that the pool of Lebesgue-almost every signal \(a_{1+}\) is a convex subset (a segment) of the one-dimensional line

\[
\text{Pool}(a_{1+}) \subset \{\left(\begin{array}{c} \pi \\ v \end{array}\right) : a_i - v_i = (\pi - f(a))\kappa_i(a) \text{ for all } i > 1 \} \subset \mathbb{R}^{N+1}. \tag{104}
\]

Furthermore, these lines are downward sloping on average in the following sense:

\[
\sum_i \kappa_i(a)G'_i(a) \geq 0
\]

• if \(G''_i(a) < 0\) for all \(i\), then \(\nu = 0, 1_{q(a)>0} = 1\), and hence \(\Xi\) is a one-dimensional curve.

For each deterministic optimal autoencoder there exists a map \(f(a_1) = (f_i(a_1))_{i=1}^N : \mathbb{R} \rightarrow \mathbb{R}^N\) such that \(a_{1+i}(X) = f_i(a_1(X))\). The function \(\sum_i G_i(f_i(a_1))\) is monotone increasing in \(a_1\) and there exists a map \(\kappa(a_1) : \mathbb{R} \rightarrow \mathbb{R}^N\) such that the pool of Lebesgue-almost every signal \(a_1\) is a convex subset of the \(N\)-dimensional hyperplane

\[
\text{Pool}(a_{1+}) = \{\left(\begin{array}{c} \pi \\ v \end{array}\right) : \pi - f(a) = \kappa(a_1)^\top (a - v) \} \subset \mathbb{R}^{N+1}. \tag{105}
\]

Proof of Proposition L.3. By direct calculation,

\[
c(a, b) = W(b) - W(a) + D_{a}W(a)(a - b)
= \sum_i (b_iG_i(b_{i+1}) - a_iG_i(a_{i+1})) + \sum_i \left(G_i(a_{i+1})(a_1 - b_1) + a_1G'_i(a_{i+1})(a_{i+1} - b_{i+1})\right)
= b_1 \sum_i (G_i(b_{i+1}) - G_i(a_{i+1})) - a_1 \sum_i G'_i(a_{i+1})(b_{i+1} - a_{i+1}). \tag{106}
\]

Let \(a_{1+} = (a_{i+1})_{i=1}^N\) and \(G(a_{1+}) = (G_i(a_{i+1}))_{i=1}^N\). Then, \(D_{a}W = (G(a_{1+})^\top 1)\) and\(^{13}\)

\[
D_{a}W(a) = \begin{pmatrix} 0 & G'(a_{1+})^\top \\ G'(a_{1+}) & a_1 \text{diag}(G''(a_{1+})) \end{pmatrix}. \tag{107}
\]

\(^{13}\)We use \(1\) to denote a vector of ones.
By direct calculation, \( D_a W \) is injective if all \( G_i'' \) have the same sign.\(^{44}\) In this case, convexity of pools can be guaranteed by Corollary I.1. Let \( \nu \) be the number of \( G_i \) with \( G_i'' > 0 \). By direct calculation, \( D_{aa} W(a) \) always has exactly \( \nu + 1 \) positive eigenvalues.

In the first case, by direct calculation, we have

\[
D f = \begin{pmatrix} D_a f \\ 1 \end{pmatrix}
\]

and, hence,

\[
D f^\top D_{aa} W(a) D f = f(a) \text{ diag}(G''(a)) + (G' D_a f)^\top + D_a f (G')^\top \geq 0.
\]

In particular, diagonal elements are

\[
2G_i'(a_i) f_{a_i} + G_i''(a_i) f = 2((G_i')^{1/2} f)_{a_i} \geq 0,
\]

implying the required monotonicity. Furthermore, it also implies that

\[
Q = \text{ diag}(f(a) G''(a))^{-1} + \text{ diag}(f(a) G''(a))^{-1}(G' D_a f)^\top + D_a f (G')^\top \text{ diag}(f(a) G''(a))^{-1} \geq 0
\]

and hence the matrix

\[
\begin{pmatrix}
    (G')^\top Q G' & (G')^\top Q D_a f \\
    (G')^\top Q D_a f & (D_a f)^\top Q D_a f
\end{pmatrix} \geq 0
\]

that is

\[
\begin{pmatrix}
    A + 2AB & B + AC + B^2 \\
    B + AC + B^2 & C + 2CB
\end{pmatrix} \geq 0,
\]

where we have defined

\[
A = (G'(a))^\top \text{ diag}(f(a) G''(a))^{-1} G', \quad B = (G'(a))^\top \text{ diag}(f(a) G''(a))^{-1} D_a f,
\]

\[
C = (D_a f)^\top \text{ diag}(f(a) G''(a))^{-1} D_a f.
\]

In particular,

\[
1 + (G'(a))^\top \text{ diag}(f(a) G''(a))^{-1} D_a f > 0.
\]

The pool equation takes the form

\[
D f^\top D_a W(a) \left( \begin{pmatrix} f(a) \\ a \end{pmatrix} - \begin{pmatrix} \pi \\ v \end{pmatrix} \right) = 0
\]

\(^{44}\text{We have that } a = (D_a W)^{-1}(x) \text{ satisfies } \sum_{i=1}^N G(a_{i+1}) = x_1, \quad a_{i+1} = (G_i')^{-1}(x_{i+1}/a_1) \text{ and hence there is a unique } a_1 \text{ solving } \sum_{i=1}^N G((G_i')^{-1}(x_{i+1}/a_1)) = x_1.\)
which is equivalent to the system

\[(f(a) \text{ diag}(G''(a)) + D_a f (G'(a))\top)(a - v) = (\pi - f(a))G'(a)\]

By the Sherman-Morrison formula,

\[
(f(a) \text{ diag}(G''(a)) + D_a f (G'(a))\top)^{-1} = \text{diag}(f(a)G''(a))^{-1} - \frac{\text{diag}(f(a)G''(a))^{-1}D_a f (G'(a))\top \text{diag}(f(a)G''(a))^{-1}}{(1 + (G'(a))\top \text{diag}(f(a)G''(a))^{-1}D_a f)}
\]

implying that

\[a_i - v_i = (\pi - f(a))\kappa_i(a)\]

where

\[
\kappa_i(a) = (f(a)G''(a_i))^{-1}(G'_i(a_i) - D_a f (\text{diag}(f(a)G''(a))^{-1}G'(a)))
\]

Then,

\[
\sum_i G'_i(a_i)\kappa_i(a) = ((G'(a))\top \text{diag}(f(a)G''(a))^{-1}G'(a))
\]

\[
- ((G'(a))\top \text{diag}(f(a)G''(a))^{-1}D_a f (\text{diag}(f(a)G''(a))^{-1}G'(a)))
\]

\[
= A - B \frac{A}{1 + B} = \frac{A}{1 + B} > 0.
\]

In the concave \(G\) case, we have

\[0 \leq (1, D_a f\top) \begin{pmatrix} 0 & G'(a_{1+})\top \\ G'(a_{1+}) & a_1 \text{ diag}(G''(a_{1+})) \end{pmatrix} \begin{pmatrix} 1 \\ D_a f \end{pmatrix} = \sum_i (2f'_i(a_1)G'_i(f_i(a_1)) + a_1(f'_i(a_1))^2G''_i(f_i(a_1))].
\]

In particular, \(D_a f\top G'(a) \geq 0\). The pool equation is

\[
(1, D_a f\top) \begin{pmatrix} 0 & G'(a_{1+})\top \\ G'(a_{1+}) & a_1 \text{ diag}(G''(a_{1+})) \end{pmatrix} \begin{pmatrix} a_1 \\ f(a_1) \end{pmatrix} - \begin{pmatrix} \pi \\ v \end{pmatrix} = 0,
\]

that is

\[
G'(a_{1+})\top (f(a_1) - v) + D_a f\top G'(a)(a_1 - \pi) + D_a f\top a_1 G''(a)(f(a_1) - v) = 0
\]
L.4 Separable $W$. Example 2

We now consider the case of $W(a) = \sum_{i=1}^N a_i G_i(a_{i+N})$, where $a_i = \mathbb{E}[\pi_i|s]$ and $a_{i+N} = \mathbb{E}[t_i|s]$. In this case, $D_{aa}W(a)$ is block-diagonal as there are no cross-effects across different pairs $(a_i, a_{i+N})$: only $a_i$ and $a_{i+N}$ are substitutes. As a result, $D_{aa}W(a)$ always has exactly $N$ positive eigenvalues, independent of the properties of $G_i$.

Recall that a map $f : \mathbb{R}^N \to \mathbb{R}^N$ is monotone increasing if $(a-b)^\top (f(a)-f(b)) \geq 0$ for any $a, b \in \mathbb{R}^N$. Let $a_{N+} = (a_{N+i})_{i=1}^N \in \mathbb{R}^N$, $a_{-N} = (a_i)_{i=1}^N$.

We now assume that $G'_i(x) > \varepsilon$ for some $\varepsilon > 0$ and define $\varphi_i(b)$ to be the unique monotone increasing to the differential equation

$$\varphi_i(x) = (G'_i(\varphi_i(x)))^{-1/2}, \varphi_i(0) = 0, \varphi(b) = (\varphi_i(b))_{i=1}^N : \mathbb{R}^N \to \mathbb{R}^N. \quad (112)$$

Define $\tilde{f}(a) = \text{diag}((G'(a))^{1/2}) f(a)$ and $\tilde{f}(x) = \tilde{f}(\varphi(x))$. Note that when $N = 1$, we have $\tilde{f}(a) = (G'(a))^{1/2} f(a)$ and $\tilde{f}(a)$ is monotonic if and only if so is $\tilde{f}$. However, in multiple dimensions this is not the case anymore: It might happen that $\tilde{f}$ is monotonic, while $\tilde{f}$ is not. The following is true.

**Proposition L.4.** There always exists a deterministic optimal autoencoder $\mathcal{A}(X)$. For each such policy, there exists a map $f = (f_i)_{i=1}^N : \mathbb{R}^N \to \mathbb{R}^N$ such that $a_{-N}(X) = f(a_{N+}(X))$ for all $X$ and, hence, the optimal feature manifold $\Xi$ is the $N$-dimensional graph $\{(f(a_{N+}), a_{N+})\}$ of the map. Furthermore, the map $\tilde{f}(a_{N+})$ is monotone increasing. The pool of Lebesgue-almost every signal $a_{1+}$ is given by the $N$-dimensional hyperplane

$$\text{Pool}(a_{N+}) = \{ \begin{pmatrix} \pi \\ v \end{pmatrix} : \pi = \kappa_1(a_{N+}) v + \kappa_2(a_{N+}) \text{ for all } i \} \subset \mathbb{R}^{2N}. \quad (113)$$

where

$$\kappa_1(a_{N+}) = -(\text{diag}(G')^{-1} (D_a f)^\top \text{diag}(G') + \text{diag}(fG''/G')) \in \mathbb{R}^{N \times N}$$

and

$$\kappa_2(a_{N+}) = \text{diag}(fG')1 - \kappa_1(a_{N+}) a_{N+} \in \mathbb{R}^N.$$

Furthermore, the matrix $\text{diag}(G'(a_{N+}))\kappa_1(a_{N+}) + 0.5 \text{diag}(fG'')$ is negative semi-definite.

Monotonicity of the map $\tilde{f}$ is the multi-dimensional analog of simple coordinate-wise monotonicity of Proposition L.3. The monotonicity of $\tilde{f}$ implies that

$$(x-y)^\top (\tilde{f}(x) - \tilde{f}(y)) \geq 0$$
for any $x, y$. Thus

$$0 \leq (\varphi^{-1}(a) - \varphi^{-1}(b))^\top (\tilde{f}(a) - \tilde{f}(b)) = \sum_i (\varphi_i^{-1}(a_i) - \varphi_i^{-1}(b_i))(\sqrt{G_i'(a_i)} + \sqrt{G_i'(b_i)})(\sqrt{f_i(a_i)} - \sqrt{f_i(b_i)})$$

That is, for any signal $s$, the vectors

$$\left( \left( G_i'(\mathbb{E}[v_i|s]) \right)^{1/2} \mathbb{E}[\pi_i|s] \right)$$

are aligned.

**Proof of Proposition L.4.** We have

$$c(a,b) = W(b) - W(a) + D_a W(a)(a-b)$$

$$= \sum_i (b_iG_i(b_{i+N}) - a_iG_i(a_{i+N})) + \sum_i \left( G_i(a_{i+N})(a_i - b_i) + a_iG_i'(a_{i+N})(a_{i+N} - b_{i+N}) \right)$$

$$= \sum_i b_i(G_i(b_{i+N}) - G_i(a_{i+N})) - \sum_i a_iG_i'(a_{i+N})(b_{i+N} - a_{i+N})$$

$$= \sum_i (f_i(b_{N+}) - f_i(a_{N+}))(G_i(b_{i+N}) - G_i(a_{i+N}))$$

$$+ \sum_i f_i(a_{N+})(G_i(b_{i+N}) - G_i(a_{i+N}) - G_i'(a_{i+N})(b_{i+N} - a_{i+N}))$$

(114)

When $b_{N+} \rightarrow a_{N+}$ and $da = b_{N+} - a_{N+}$, we get

$$0 = (da)^\top \text{diag}(G'(a)) D_a f(da) + 0.5(da)^\top \text{diag}(f(a)G''(a))(da).$$

where $(D_a f)_{i,j} = \partial f_i / \partial a_j$. That is, the matrix

$$\text{diag}(G'(a)) D_a f + 0.5 \text{diag}(f(a)G''(a))$$

is positive semi-definite. Therefore, so is the matrix

$$Q(a) = \text{diag}(G'(a)^{1/2}) D_a f \text{diag}(G'(a)^{-1/2}) + 0.5 \text{diag}(f(a)G''(a)G'(a)^{-1})$$

Let now $a = \varphi(x)$. Then, by direct calculation, $Q(\varphi(x))$ is the Jacobian of $\tilde{f}(x)$ and the claim follows because a map is monotone increasing if and only if its Jacobian is positive semi-definite. Since monotone maps are differentiable Lebesgue-almost surely, we get the
first order condition

$$\max_{a_{N+}} \left( \sum_i \pi_i (G_i(v_i) - G_i(a_{i+N})) - \sum_i f_i(a_{N+}) G_i'(a_{i+N})(v_i - a_{i+N}) \right)$$

takes the form

$$- \text{diag}(G') \pi - ((D_a f)^\top \text{diag}(G') + \text{diag}(fG'')) (v - a) + \text{diag}(fG') 1 = 0$$

and the claim follows. \hfill \square

## M The Integro-Differential Equation

**Proposition M.1.** Let \( F \) be a bijective, bi-Lipschitz map, \(^{45} F : X \to \mathcal{X} \) for some open set \( X \subset \mathbb{R}^L \). Let also \( M_1 \leq M \) and let \( x = (\theta, r) \) with \( \theta \in X_1 \), the projection of \( X \) onto \( \mathbb{R}^{M_1} \) and \( r \in X_2 \), the projection of \( X \) onto \( \mathbb{R}^{L-M_1} \). Define

$$f(\theta) = f(\theta; F) \equiv \frac{\int_{X_2} |\det(DF(\theta,r))| p(F(\theta,r)) g(F(\theta,r))dr}{\int_{X_2} |\det(DF(\theta,r))| p(F(\theta,r))dr}.$$  \hspace{1cm} (115)

Suppose that \( f \) is an injective map, \( f : X_1 \to \mathbb{R}^M \) and define

$$\mathcal{A}(b) = \min_{\theta \in X_1} \{ W(b) - W(f(\theta)) + D_a W(f(\theta))^\top (f(\theta) - b) \}. \hspace{1cm} (116)$$

Suppose also that the min in (116) for \( b = g(F(\theta,r)) \) is attained at \( \theta \) and that \( \mathcal{A}(b) \leq 0 \forall b \in \text{conv}(g(\mathcal{X})) \). Then, \( \mathcal{A}(X) = f((F^{-1}(X)_1)) \) is an optimal autoencoder. If \( x_1 = \arg \min \) in (116) with \( b = F(\theta,r) \) for all \( \theta, r \) and \( \mathcal{A}(b) < 0 \) for all \( b \in \text{conv}(g(\mathcal{X})) \) \( \setminus \Xi \) with \( \Xi = f(X_1) \), then the optimal autoencoder is unique.

If \( f \) is Lipschitz-continuous and the minimum in (116) is attained at an interior point, we get a system of second order partial integro-differential equations for the \( F \) map:

$$D_\theta f(\theta)^\top D_{aa} W(f(\theta)) (f(\theta) - g(F(\theta,r))) = 0.$$  \hspace{1cm} (117)

**Proof of Proposition M.1.** Let \( \Xi = f(X_1) \cap \text{conv}(g(\mathcal{X})) \).

Clearly, \( \Xi \) is an \( M_1 \)-dimensional manifold, and we need to verify that \( \mathcal{A}(X) = f((F^{-1}(X)_1)) \) satisfies the three conditions of Theorem H.2:

\(^{45}A map F is bi-Lipschitz if both F and F^{-1} are Lipschitz continuous.
\( \mathcal{A}(X) = \mathbb{E}[g(X)|\mathcal{A}(X)] \)

\( \mathcal{A}(X) \in \mathcal{P}_\Xi(g(X)) \) for all \( X \)

\( \Xi \) is \( \text{conv}(g(\mathcal{X})) \)-maximal.

The first condition is equivalent to (115) by the change of variables formula. The second condition is equivalent to the fact that the minimum in (116) is attained for \( b = g(F(\theta, r)) \). The third condition follows from the fact that \( \mathcal{A}(b) \leq 0 \) \( \forall b \in \text{conv}(g(\mathcal{X})) \).

N Extend Empirical Studies

The key testable implication of our theory is the existence of an optimal bottleneck (latent) dimension for the encoder: With too few latent dimensions, the model is not rich enough; with too many, it encodes malignant dimensions that hurt (or simply do not improve) performance: The encoded information “saturates.” Within this section, we present a pseudocode of the algorithms, as well as provide information on training and hyperparameter details, along with the neural network architectures employed in our studies. Our repository is available at https://github.com/tengandreaxu/benign-autoencoders.

N.1 Distance regularized GANs

Dataset. In this experiment, we utilized the CelebA-HQ dataset, which was introduced by Karras et al. (2017) and is a subset of the larger CelebA dataset Liu, Luo, Wang, and Tang (2015). The CelebA-HQ dataset consists of 30,000 high-quality images of celebrities. We specifically opted for the CelebA-HQ dataset due to constraints in available hardware resources, as it provides a more manageable dataset compared to the original CelebA dataset, which contains 202,599 images Liu et al. (2015).

Preprocessing. To prepare the images for training, we resize the original RGB images from a resolution of 1024 \( \times \) 1024 to a smaller size of 64 \( \times \) 64. Subsequently, we normalize the images by adjusting their pixel values to have a mean of 0.5 and a standard deviation of 0.5. This common normalization step helps standardize the data and facilitates convergence during training.

Training. Standard GAN training is known for its tendency to miss the true data-generating distribution modes. To address this limitation, we adopt a distance-regularized GAN training approach inspired by the work of Che et al. (2016). Additionally, following the insights from Goodfellow et al. (2020), we alternate between one gradient descent step on the discriminator, denoted as \( D \), and one step on the autoencoder, denoted as \( \mathcal{A} := D \circ \mathcal{E} \). For
optimization, we employ minibatch SGD and utilize the Adam solver proposed by Kingma and Ba (2014). We set the learning rate to 0.0002 and choose momentum parameters of $\beta_1 = 0.5$ and $\beta_2 = 0.999$. $D$ and $A$ are trained for 100 epochs with a batch size of 128. The weights of the networks are initialized by sampling from a normal distribution with a mean of zero and a standard deviation of 0.02 Radford et al. (2015).

**Loss Function.** The discriminator $D_w$ is optimized via gradient ascent and its loss function is defined as

$$\mathcal{L}_{adv} = \log(D_w(x)) + \log(1 - D_w(D_\theta(E_\phi(x)))),$$

while the $E_\phi$ and $D_\theta$ both maximize

$$\mathcal{L}_{BAE} = \log(D_w(D_\theta(E_\phi(x)))) - \|x - D_\theta(E_\phi(x))\|_2^2.$$

**Algorithm.** Algorithm 1 summarizes what described above. We run Algorithm 1 for a grid of $\nu \in \{1, 10, 50, 100, 500, 1000\}$.

**Algorithm 1** Distance Regularized GAN  
1: **Input:** Training set $\mathcal{X}$, number of epochs $N$, batch size $m$, number batches $B$, and latent dimension $\nu$.  
2: Initialize discriminator $D_w(x)$ with $w \sim \mathcal{N}(0, 0.02)$.  
3: Initialize autoencoder $A := D_\theta(E_\phi(x))$ with $\theta \sim \mathcal{N}(0, 0.02)$ and $\phi \sim \mathcal{N}(0, 0.02)$.  
4: for $n \leftarrow 1$ to $N$ do  
5: for $b \leftarrow 1$ to $B$ do  
6: Sample $\{x_1, x_2, \ldots, x_m\}$ from data generating distribution $p_{data}(x)$  
7: Update discriminator $D$ using SGD with gradient ascent:  

$$\nabla_w \frac{1}{m} \sum_{i=1}^{m} [\log(D_w(x_i)) + \log(1 - D_\theta(E_\phi(x_i)))]$$

8: Update encoder $E_\phi$ and decoder/generator $D_\theta$ using SGD gradient ascent:  

$$\nabla_{\theta, \phi} \frac{1}{m} \sum_{i=1}^{m} [\log(D_w(D_\theta(E_\phi(x_i)))) - \|x_i - D_\theta(E_\phi(x_i))\|_2^2]$$

9: end for  
10: end for

**Architectures.** Figure 3 shows our simple DCGAN architecture.
Figure 3. From left to right, the exact neural network architectures used for the encoder $\mathcal{E}$, the decoder $\mathcal{D}$, and the discriminator $D$ in the distance-regularized GAN.
**Evaluation.** In line with the approach described in Heusel et al. (2017), we generate a large number of images from our generative model. In this case, we match the total count of images in the original dataset, 30,000. We utilized the PyTorch port version of the official FID implementation to compute the FID score. The original implementation was initially developed in TensorFlow by Heusel et al. (2017), and a PyTorch port of the FID implementation can be found in Seitzer (2020). The TensorFlow version of the FID implementation is available in the official repository of the authors.\(^{46}\)

**Results.** We report the results outlined in the main paper. To demonstrate the existence of an optimal \(\nu\), we train the auto-encoder while varying \(\nu \in \{1, 10, 50, 100, 500, 1000\}\), maintaining constant architectures for \(D\), and the non-bottleneck layers of \(E_{\phi}\) and \(D_{\theta}\). Our experiment, conducted on the CelebA-HQ dataset Karras et al. (2017); Lee et al. (2020), assesses the quality of the generative model using the FID score. Figure 4 indicates a striking agreement with our theory, with the optimal latent dimension \(\nu\) being about 100. Conversely, when the latent dimension \(\nu\) becomes larger, the performance of the generative model deteriorates.

### N.2 Context-Encoders

**Dataset.** In this experiment, we once again utilize the CelebA-HQ dataset. We further divide the dataset into a train set and a test set, with sizes of 26,000 and 4,000, respectively.

**Preprocessing.** To prepare the images for training, we resize the original RGB images from a resolution of 1024 \(\times\) 1024 to a smaller size of 128 \(\times\) 128. Subsequently, we normalize the images by adjusting their pixel values to have a mean of 0.5 and a standard deviation of 0.5. Finally, we apply a mask \(\hat{M}\) of size 64 \(\times\) 64 to patch the center of the image.

**Training.** Following the insights from Goodfellow et al. (2020), we alternate between one gradient descent step on the discriminator, denoted as \(D\), and one step on the autoencoder, denoted as \(A \coloneqq D \circ E\). For optimization, we employ minibatch SGD and utilize the Adam solver proposed by Kingma and Ba (2014). We set the learning rate to 0.0002 and choose momentum parameters of \(\beta_1 = 0.5\) and \(\beta_2 = 0.999\). \(D\) and \(A\) are trained for 150 epochs with a batch size of 32. The weights of the networks are initialized by sampling from a normal distribution with a mean of zero and a standard deviation of 0.02 Radford et al. (2015). Denote with \(x\) the pre-processed image, then \((1 - \hat{M}) \odot x\) is the masked image, \(\hat{M} \odot x\) is the content, and \(D_{\theta}(E_{\phi}((1 - \hat{M}) \odot x))\) is the reconstructed content.

\(^{46}\)https://github.com/bioinf-jku/TTUR
Figure 4. Distance-regularized GAN on CelebA-HQ. FID score with varying latent space dimension $\nu$, while keeping constant the discriminator $D$ and the non-bottleneck layers of the decoder $D_\theta$ and encoder $E_\phi$ architectures. Images were resized to $64 \times 64$. 
Loss Function. The discriminator $D_w$ is optimized via gradient descent, and its loss function is defined as

$$\mathcal{L}_{adv} = \|1 - D_w((1 - \hat{M} \odot x))\|^2 + \|D_w(\mathcal{D}_\theta(\mathcal{E}_\phi((1 - \hat{M}) \odot x)))\|^2,$$

while the $\mathcal{E}_\phi$ and $\mathcal{D}_\theta$ both minimize

$$\mathcal{L}_{BAE} = \lambda_{adv}\|1 - D_w(\mathcal{D}_\theta(\mathcal{E}_\phi((1 - \hat{M}) \odot x)))\|^2 + \lambda_{rec}\|\hat{M} \odot x - \mathcal{D}_\theta(\mathcal{E}_\phi((1 - \hat{M}) \odot x))\|.$$

Following the original context-encoder paper Pathak et al. (2016), we set $\lambda_{adv} = 0.001$ and $\lambda_{rec} = 0.999$.

Algorithm. We run Algorithm 2 for a grid of $\nu \in \{1 \times 4 \times 4, 10 \times 4 \times 4, 50 \times 4 \times 4, 100 \times$
Figure 6. Context-Encoder on CelebA-HQ. LPIPS score with varying latent space dimension $\nu$, while keeping constant the discriminator $D$ and the non-bottleneck layers of the decoder $D_\theta$ and encoder $E_\phi$ architectures. Images were resized to $128 \times 128$. The mask area is $64 \times 64$.

$4 \times 4, 500 \times 4 \times 4, 1000 \times 4 \times 4, 4000 \times 4 \times 4 \}$. 
Algorithm 2 Context-Encoder

1: **Input:** Training set \( \mathcal{X} \), number of epochs \( N \), batch size \( m \), number batches \( B \), latent dimension \( \nu \), \( \lambda_{\text{adv}} \), and \( \lambda_{\text{rec}} \).

2: Initialize discriminator \( D_w(x) \) with \( w \sim \mathcal{N}(0,0.02) \).

3: Initialize autoencoder \( A := D_\theta(\mathcal{E}_\phi(x)) \) with \( \theta \sim \mathcal{N}(0,0.02) \) and \( \phi \sim \mathcal{N}(0,0.02) \).

4: for \( n \leftarrow 1 \) to \( N \) do

5: for \( b \leftarrow 1 \) to \( B \) do

6: Sample \( \{x_1,x_2,\ldots,x_m\} \) from data generating distribution \( p_{\text{data}}(x) \)

7: Update discriminator \( D \) using SGD with gradient descent:

\[
\nabla_w \frac{1}{m} \sum_{i=1}^{m} \left[ ((1 - D_w((1 - \hat{M}) \odot x_i)))^2 + (D_w(D_\theta(\mathcal{E}_\phi((1 - \hat{M}) \odot x_i))))^2 \right],
\]

8: Update encoder \( \mathcal{E}_\phi \) and decoder/generator \( D_\theta \) using SGD gradient descent:

\[
\nabla_{\theta,\phi} \frac{1}{m} \sum_{i=1}^{m} \left[ \lambda_{\text{adv}} (1 - D_w(D_\theta(\mathcal{E}_\phi((1 - \hat{M}) \odot x_i))))^2 \\
+ \lambda_{\text{rec}} (\hat{M} \odot x_i - D_\theta(\mathcal{E}_\phi((1 - \hat{M}) \odot x_i))) \right].
\]

9: end for

10: end for

Architectures. Figure 5 shows our simple DCGAN architecture.

Evaluation. We in-paint the 4,000 samples in the test set and compute the LPIPS distance Zhang et al. (2018) between the in-painted image and the ground truth. We used the authors’ official PyTorch implementation Zhang et al. (2018) to compute LPIPS.\(^{47}\)

Results. Similar to the distance GAN experiment, the results offer empirical evidence that supports our main Theorem B.1. Importantly, we noticed that the optimal LPIPS score is attained when utilizing a compressibility dimension of approximately \( 50 \times 4 \times 4 \). Figure 6 shows that further increasing the dimension did not lead to improved performance.

N.3 Evaluating the quality of the generator with a discriminator

Dataset. We conduct the experiments on the MNIST LeCun et al. (1989) and FMNIST Xiao et al. (2017) datasets.

Preprocessing. To prepare the images for training we normalize the images by adjusting

---

\(^{47}\)https://github.com/richzhang/PerceptualSimilarity
Figure 7. The pre-trained discriminator \( D_w \) achieves the best accuracy when \( \nu \ll L \). The accuracy is computed using the reconstructed data \( \hat{x} = D_\theta (E_\phi (\tilde{x})) \) from noisy test data \( \tilde{x} = x + \epsilon \).

**Training.** We pre-train a discriminator \( D \) for each dataset to achieve high accuracy (99\% for MNIST and 92\% for FMNIST, respectively). Following this step, we optimize \( D_\theta \) and \( E_\phi \) with respect to the binary cross-entropy distance, \( d(x, D_\theta (E_\phi (\tilde{x}))) \), where \( \tilde{x} = x + \epsilon \) is the noised image. The autoencoder \( A := D \circ E \) goal is to find the optimal latent space \( \nu \) to denoise \( \tilde{x} \). This process is further penalized by an additional classifier distance, given by the cross-entropy \( \ell(\cdot, \cdot) \) with the reconstructed image, \( \ell(y, D(D_\theta (E_\phi (\tilde{x})))) \). For optimization, we employ minibatch SGD and utilize the Adam solver proposed by Kingma and Ba (2014). We set the learning rate to 0.001 and choose momentum parameters of \( \beta_1 = 0.5 \) and \( \beta_2 = 0.999 \). \( D_\theta \) and \( E_\phi \) are trained for 20 epochs with a batch size of 32. The weights of the networks are initialized using He initialization He, Zhang, Ren, and Sun (2015).

**Loss Function.** First, the discriminator \( D_w \) is optimized via gradient descent minimizing cross-entropy \( \ell(y, D_w(x)) \). Then, with \( D_w \) fixed, \( E_\phi \) and \( D_\theta \) both minimize

\[
\mathcal{L}_{BAE} = \ell(y, D_w(D_\theta(E_\phi(\tilde{x})))) + d(x, D_\theta(E_\phi(\tilde{x})))
\]

**Algorithm.** We run Algorithm 2 for a grid of \( \nu \in \{1, 2, 3, 4, 5, 6, 7, 8, 15, 20, 30, 50, 60, 70, 100, 200, 400, 600, 784, 1000, 1500, 2000\} \).

\( \epsilon \sim \mathcal{N}(0, 1) \). One can view this noise as a simple form of a distribution shift.
Algorithm 3 Quality of an Autoencoder Evaluation

1: **Input:** Training set $\mathcal{X}$, number of epochs $N$, batch size $m$, number batches $B$, a pre-trained classifier $D$.
2: Initialize autoencoder $A := D_{\theta}(E_{\phi}(x))$ with random weights.
3: for $n \leftarrow 1$ to $N$ do
4:   for $b \leftarrow 1$ to $B$ do
5:     Sample $\{x_1, x_2, \ldots, x_m\}$ from data generating distribution $p_{\text{data}}(x)$
6:     Let $\tilde{x}_i = x_i + \epsilon$, where $\epsilon \sim \mathcal{N}(0, 1)$, for every $i = 1, \ldots, m$.
7:     Update encoder $E_{\phi}$ and decoder/generator $D_{\theta}$ using SGD gradient descent:
8:     \[
     \nabla_{\theta, \phi} \frac{1}{m} \sum_{i=1}^{m} [\log(D(D_{\theta}(E_{\phi}(\tilde{x}_i)))) + d(x_i, D_{\theta}(E_{\phi}(\tilde{x}_i)))]
     \]
9:   end for
10: end for

**Architectures.** These datasets are straightforward yet suitable for our experiments. The encoder $E$ is implemented as a simple dense 4-Layer MLP with ReLU activation functions and a descending number of nodes: 784, 512, 256, $\nu$. Likewise, the decoder $D$ mirrors the architecture of the encoder $E$ and consists of a 4-Layer MLP with the following node counts: $\nu$, 256, 512, 784. The output layer of the decoder utilizes a Sigmoid activation function. Lastly, the discriminator $D$ is implemented as a 4-Layer convolutional neural network comprising of 3 convolutional layers and 1 dense (output) layer. The convolution layers are equipped with 16, 32, and 64 filters (for FMNIST we use twice as much), respectively, along with ReLU activation functions and a Max-Pool(2,2) operation. Prior to the output layer, we incorporate global average pooling to flatten the data for classification purposes.

**Evaluation.** After training, we evaluate the autoencoder $A := D_{\theta}(E_{\phi}(x))$ computing the accuracy of $D_{w}(D_{\theta}(E_{\phi}(\tilde{x})))$, where $\tilde{x}$ is the noisy test set as described above.

**Results.** As outlined in the main paper, we varied the latent dimension $\nu$, which represents the bottleneck size of $E_{\phi}$ and thus the input shape of $D_{\theta}$. We then reported the accuracy achieved by the fixed discriminator $D_{w}$ on the reconstructed test set $\hat{x} = A(\tilde{x})$. Figure 7 shows a ”peak” in accuracy achieved with a lower-dimensional $\nu$ indicated by a dashed green vertical line, while a higher latent space dimension results in even worse performance.
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