ON COMPACTLY GENERATED TORSION PAIRS AND THE CLASSIFICATION OF CO-t-STRUCTURES FOR COMMUTATIVE NOETHERIAN RINGS
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Abstract. We classify compactly generated co-t-structures on the derived category of a commutative noetherian ring. In order to accomplish that, we develop a theory for compactly generated Hom-orthogonal pairs (also known as torsion pairs in the literature) in triangulated categories that resembles Bousfield localization theory. Finally, we show that the category of perfect complexes over a connected commutative noetherian ring admits only the trivial co-t-structures and (de)suspensions of the canonical co-t-structure and use this to describe all silting objects in the category.
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INTRODUCTION

The aim of this paper is to give a classification of compactly generated co-t-structures on the unbounded derived category of a commutative noetherian ring. Along the way, we have found it useful to develop an “unstable” analogue of Bousfield localization theory for triangulated categories which rendered the attempts to classify compactly generated t-structures on one hand and compactly generated co-t-structures on the other hand as exactly the same problem. Thus, we do not have to start from scratch, but we can use existing results on t-structures. In our case this refers to the work of Alonso, Jeremías and Saorín [2].

Co-t-structures have been introduced independently by Pauksztello [57] and Bondarko [17]. Pauksztello was motivated by the analogies between rational homotopy theory and homological methods in commutative algebra [5] and his goal was to find a version of results on t-structures from [32] which would work for the derived categories of cochain dg algebras. Bondarko’s motivation [16, 17] stemmed from problems related to Voevodsky’s motives [8].
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Since then the concept turned useful in other contexts. A bijection between bounded co-t-structures on a small triangulated category and so-called silting subcategories has been established in [17, 53]. Silting subcategories are important representation theoretic objects which originated in [44] and have been studied in connection with t-structures and various applications in [1, 32, 46]. They also occurred in connection with constructing geometric invariants of triangulated categories [38] and in other situations; see [58].

In order to understand co-t-structures better, it seems helpful to provide more examples or, as is our case, a classification for a large class of triangulated categories. In general one has to be careful since even in $\mathbf{D}(\text{Ab})$, the unbounded derived category of abelian groups, there exists a proper class of co-t-structures. Indeed, there is a proper class of complete cotorsion pairs in $\text{Ab}$ by [24, Example 2.2.2] and it is not difficult to produce an injective correspondence assigning to each such pair a co-t-structure in $\mathbf{D}(\text{Ab})$. Hence we restrict our efforts to the problem of classifying compactly generated co-t-structures.

One readily notices analogies with Bousfield localizations, for which the classification [54] in the case of commutative noetherian rings has been available for two decades. A Bousfield localization of a triangulated category is simply a Verdier localization $q^*: \mathcal{T} \rightarrow \mathcal{T}/\mathcal{A}$ which admits a right adjoint $q_*: \mathcal{T}/\mathcal{A} \rightarrow \mathcal{T}$. The important observation made by Bousfield and worked out abstractly for instance in [35, 48, 56], is that such a localization is fully described by the pair of classes $(\mathcal{A}, \mathcal{B}) = (\ker q^*, \text{Im} q_*)$ satisfying the following properties: $\mathcal{A}, \mathcal{B}$ are closed under suspensions and desuspensions, $\mathcal{T}(\mathcal{A}, \mathcal{B}) = 0$, and each $X \in \mathcal{T}$ admits an approximation triangle $A \rightarrow X \rightarrow B \rightarrow \Sigma A$. Such pairs are also called semi-orthogonal decompositions in the context of algebraic geometry [15]. Of special interest in our case are compactly generated (sometimes also called finite) localizations. We may start with a set of compact objects $S \subseteq \mathcal{T}$ in a triangulated category with coproducts and consider the Bousfield localization $q^*$ which is universal with respect to the property that $q^*|_S = 0$. It is well known in this case that:

(i) The compact objects which are annihilated by $q^*$ are precisely those in the thick subcategory generated by $S$.

(ii) If $\mathcal{T}$ is nice enough, say well-generated in the sense of [56], we are in the recollement situation: $q_*$ has a right adjoint $q^*$ and the pair $(\mathcal{B}, \mathcal{Y}) = (\text{Im} q_*, \ker q^*)$ gives another Bousfield localization.

A considerable part of the present paper is spent on proving analogs of these for torsion pairs or, as we call them, complete Hom-orthogonal pairs in triangulated categories. These are simply pairs $(\mathcal{A}, \mathcal{B})$ such that $\mathcal{T}(\mathcal{A}, \mathcal{B}) = 0$ and each $X \in \mathcal{T}$ admits an approximation triangle $A \rightarrow X \rightarrow B \rightarrow \Sigma A$, dropping any assumption on $\mathcal{A}$ or $\mathcal{B}$ being closed under (de)suspensions. This makes sense since co-t-structures are special instances of such pairs, and our arguments would not become simpler if we specialized to co-t-structures. Interestingly, although the simple minded analogs of (i) and (ii) do hold under suitable and rather mild assumptions, the proofs become very technical.

Returning to our main classification goal, we prove that if $\mathcal{T}$ is at the base of a stable derivator and $(\mathcal{A}, \mathcal{B})$ is generated by a set $S$ of compacts, then all other compacts in $\mathcal{A}$ are obtained from $S$ by taking extensions and summands. This generalizes (i) and implies among others that classifying compactly generated co-t-structures in $\mathcal{T}$ is the same as classifying right preaisles in the category of compact objects. Using an appropriate duality, we may classify left preaisles instead, which corresponds to the above mentioned classification of compactly generated t-structures.

Our generalization of (ii) works for all compactly generated algebraic triangulated categories and, although not directly related to the classification, may be of
its own interest. It says that a compactly generated Hom-orthogonal pair \((A, B)\) always has a right adjacent complete Hom-orthogonal pair \((B, Y)\). As recollements proved useful in algebraic geometry and elsewhere, also adjacent pairs of t-structures and co-t-structures have their significance in studying weight filtrations of functors \([16, 17]\).

We conclude the introduction by briefly outlining how the paper is organized. In Section 1 we recall necessary results from the approximation theory and the theory of cotorsion pairs for exact categories with transfinite compositions of inflations. We use this later for proving the generalization of the recollement situation. In Section 2 we discuss technical conditions on triangulated categories. In the first part we prove some basic results on stable derivators which we have not been able to find in the literature. We show that diagrams of global bicartesian squares are homotopy cartesian and establish a weak exactness of countable homotopy colimits in the spirit of \([43]\). In the second part we provide some details on models for compactly generated algebraic triangulated categories which we need later. In Section 3 we prove the above mentioned generalizations of (i) and (ii) for compactly generated Hom-orthogonal pairs. In Section 4 we obtain the classification of compactly generated co-t-structures on the derived category of a commutative noetherian ring and finally in Section 5 we determine which of these restrict to co-t-structures on the category of perfect complexes.

1. Approximations and cotorsion pairs

1.1. Approximations. We start with an abstract general concept of approximations.

**Definition 1.1.** Let \(\mathcal{G}\) be a category and \(\mathcal{F} \subseteq \mathcal{G}\) a full subcategory. A morphism \(f : F \to X\) in \(\mathcal{G}\) with \(F \in \mathcal{F}\) is called a right \(\mathcal{F}\)-approximation of \(X\) if any other morphism \(f' : F' \to X\) with \(F' \in \mathcal{F}\) factors through \(f\). Dually, \(g : X \to F\) with \(F \in \mathcal{F}\) is called a left \(\mathcal{F}\)-approximation of \(X\) if every \(g' : X \to F'\) with \(F' \in \mathcal{F}\) factors through \(g\).

1.2. Exact categories. In order to present existence theorems for left or right approximations, we restrict to the case where \(\mathcal{G}\) is an exact category. The concept is originally due to Quillen, but the common reference for a simple axiomatic description is \([39, \text{Appendix A}]\) and an extensive treatment is given in \([19]\).

An exact category is an additive category \(\mathcal{E}\) together with a distinguished class of diagrams of the form

\[
0 \to X \xrightarrow{i} Y \xrightarrow{d} Z \to 0,
\]

called conflations, satisfying a certain collection of axioms which makes conflations behave similar to short exact sequences in an abelian category and allows to define Yoneda Ext groups with usual properties.

Adopting the terminology from \([39]\), the second map in a conflation (denoted above by \(i\)) is called inflation, while the third map (denoted by \(d\)) is referred to as deflation.

All what we need to know about exact categories for the purpose of this text is summarized in the following proposition:

**Proposition 1.2.** \([19, 39]\)

(i) Let \(\mathcal{A}\) be an abelian category and \(\mathcal{G} \subseteq \mathcal{A}\) be an extension closed subcategory. Then \(\mathcal{G}\), considered together with all short exact sequences in \(\mathcal{A}\) whose all terms belong to \(\mathcal{G}\), is an exact category.

(ii) Every small exact category arises up to equivalence as in (i).
In our situation, we are concerned with exact categories which are not small, but still arise as in Proposition 1.2(i). In fact, one easily sees that Proposition 1.2(i) holds in the following more general form:

**Lemma 1.3.** Let $G$ be an exact category and $F$ be a full subcategory which is closed under extensions. Then $F$ together with all conflations in $G$ whose all terms belong to $F$, is an exact category.

1.3. Cotorsion pairs. An important source of approximations in exact categories are so-called cotorsion pairs.

**Definition 1.4.** A pair of subcategories $(A, B)$ of an exact category $G$ is said to be a cotorsion pair if

$A = \{ A \in G \mid \text{Ext}^1_G(A, B) = 0 \text{ for each } B \in B \}$,

$B = \{ B \in G \mid \text{Ext}^1_G(A, B) = 0 \text{ for each } A \in A \}$.

A cotorsion pair $(A, B)$ is complete if for each $X \in G$ there exist conflations

$0 \to B_X \to A_X \xrightarrow{f_X} X \to 0$ and $0 \to X \xrightarrow{g_X} B^X \to A^X \to 0$

such that $A_X, A^X \in A$ and $B_X, B^X \in B$. We will call such conflations approximation sequences for $X$.

The cotorsion pair $(A, B)$ is functorially complete if the approximation sequences can be made functorial in $X$.

Approximation sequences for given $X \in G$ as above are almost never unique, and neither are their functorial versions. To justify the terminology, it is an easy observation that $f_X$ is a right $A$-approximation of $X$, while $g_X$ is a left $B$-approximation of $X$.

1.4. Filtrations and deconstructibility. Before discussing how one obtains complete cotorsion pairs, we need to define the concepts of transfinite composition, filtration and deconstructibility.

**Definition 1.5.** Let $I$ be a class of morphisms in a category $G$.

1. If $\lambda$ is an ordinal number, a $\lambda$-sequence of maps in $I$ is a well ordered direct system $(X_\alpha, i_{\alpha\beta} \mid \alpha < \beta < \lambda)$ in $G$ indexed by $\lambda$ such that

(a) For each limit ordinal $\mu < \lambda$, the cocone $(X_\mu, i_{\alpha\mu} \mid \alpha < \mu)$ of the subsystem $(X_\alpha, i_{\alpha\beta} \mid \alpha < \beta < \mu)$ is a colimit cocone. In other words, $X_\mu \cong \lim_{\alpha < \mu} X_\alpha$ canonically;

(b) The morphism $i_{\alpha, \alpha+1}: X_\alpha \to X_{\alpha+1}$ belongs to $I$ for each $\alpha + 1 < \lambda$.

2. The composition of a $\lambda$-sequence $(X_\alpha, i_{\alpha\beta} \mid \alpha < \beta < \lambda)$ is the colimit map $X \to \lim_{\alpha < \lambda} X_\alpha$, if the colimit exists.

3. A transfinite composition of maps in $I$ is a map in $G$ that is the composition of a $\lambda$-sequence of maps in $I$.

Our definition of filtration generalizes the corresponding concept in module theory from [24, Definition 3.1.1].

**Definition 1.6.** Let $G$ be an exact category and $S$ be a class of objects of $G$. An object $X \in G$ is said to be $S$-filtered if $0 \to X$ is a transfinite composition of inflations with cokernel in $S$. That is, we require the existence of a well-ordered direct system $(X_\alpha, i_{\alpha\beta} \mid \alpha < \beta < \lambda)$ such that the following holds:

1. $X_0 = 0$ and $X_\lambda = X$,

2. $X_\mu \cong \lim_{\alpha < \mu} X_\alpha$ canonically for each limit ordinal $\mu < \lambda$,
(iii) For each $\alpha + 1 \leq \lambda$, there is a conflation in $\mathcal{G}$ of the form

$$0 \rightarrow X_\alpha \xrightarrow{i_{\alpha,\alpha + 1}} X_{\alpha + 1} \rightarrow S_\alpha \rightarrow 0$$

with $S_\alpha \in S$.

The direct system $(X_\alpha, i_{\alpha\beta} \mid \alpha < \beta \leq \lambda)$ is then called an $S$-filtration of $X$. The class of all $S$-filtered objects in $\mathcal{G}$ is denoted by $\text{Filt}-S$.

Finally we arrive at the concept of deconstructibility.

**Definition 1.7.** Let $\mathcal{G}$ be an exact category and $\mathcal{F} \subseteq \mathcal{G}$ be a class of objects. Then $\mathcal{F}$ is called deconstructible if there exists a set (not a proper class!) $S \subseteq \mathcal{G}$ of objects such that $\mathcal{F} = \text{Filt}-S$.

At this point we need to impose more assumptions on our exact categories. Despite the fact that the definition above works for arbitrary exact categories, in order to construct complete cotorsion pairs we need to specialize.

**Hypothesis 1.8.** Let $\mathcal{G}$ be an exact category. We adopt the assumptions on $\mathcal{G}$ from [61, Setup 1.1]:

(i) Arbitrary transfinite compositions of inflations exist and are themselves inflations.

(ii) Every object of $\mathcal{G}$ is small relative to the class of all inflations in the sense of [33, Definition 2.1.3], or equivalently of [31, Definition 10.4.1]. That is, for every object of $Y \in \mathcal{G}$, there exists a cardinal $\kappa = \kappa(Y)$ such that for every regular cardinal $\lambda \geq \kappa$ and every $\lambda$-sequence of inflations $(X_\alpha, i_{\alpha\beta} \mid \alpha < \beta < \lambda)$, the canonical morphism of abelian groups

$$\lim_{\rightarrow} \mathcal{G}(Y, X_\alpha) \rightarrow \mathcal{G}(Y, \lim_{\rightarrow} X_\alpha)$$

is an isomorphism.

Condition (i) above asserts a weak version of left exactness for colimits, and it implies the existence and exactness of coproducts; see [61, Lemma 1.4]. Condition (ii) is a technical one and is needed for the small object argument as applied in [61, Proposition 2.1]. We shall exhibit two broad classes of exact categories satisfying Hypothesis [L.8] which are relevant for the present paper:

**Example 1.9.** If $R$ is a unital and associative (but not necessarily commutative) ring, $\text{Mod-}R$ will stand for the category of all right $R$-modules. Then $\text{Mod-}R$ with the abelian exact structure (that is, conflations are precisely short exact sequences) meets Hypothesis [L.8](i) and (ii).

More generally, given a small preadditive category $\mathcal{R}$, we will denote by $\text{Mod-}\mathcal{R}$ the category of all right $\mathcal{R}$-modules. That is, the objects of $\text{Mod-}\mathcal{R}$ are additive functors $\mathcal{R}^{op} \rightarrow \text{Ab}$ and the morphisms are natural transformations. Then $\text{Mod-}\mathcal{R}$ satisfies Hypothesis [L.8].

In fact yet more generally, any Grothendieck category with the abelian exact structure satisfies Hypothesis [L.8].

**Example 1.10.** Let $\text{C}(\text{Mod-}\mathcal{R})$ be the category of cochain complexes with the componentwise split exact structure. Then $\text{C}(\text{Mod-}\mathcal{R})$ satisfies Hypothesis [L.8] see [61, Example 2.8(2)]. A more general situation of this type involving dg modules over small dg categories will be discussed in Example [2.10] and Remark [2.15].

A few useful properties of deconstructible classes in exact categories under our hypotheses are summarized in the following lemma.
Lemma 1.11. Let \( \mathcal{G} \) be an exact category satisfying Hypothesis L.8. Then the following hold:

(i) If \( \mathcal{F} \subseteq \mathcal{G} \) is deconstructible, then \( \mathcal{F} \) is closed under extensions and coproducts, so \( \mathcal{F} \) is naturally an exact category in the sense of Lemma L.5. Moreover, \( \mathcal{F} \) itself satisfies Hypothesis L.8 and the inclusion \( \mathcal{F} \to \mathcal{G} \) preserves \( \lambda \)-sequences of inflations and their compositions.

(ii) Let \( \mathcal{G}' \subseteq \mathcal{G} \) be an extension closed full subcategory with the induced exact structure. Suppose further that \( \mathcal{G}' \) satisfies Hypothesis L.8 and the inclusion \( \mathcal{G}' \to \mathcal{G} \) preserves \( \lambda \)-sequences of inflations and their compositions. Then \( \mathcal{F} \subseteq \mathcal{G}' \) is deconstructible in \( \mathcal{G}' \) if and only if it is deconstructible in \( \mathcal{G} \).

(iii) Deconstructibility is transitive. That is, if \( \mathcal{F}' \subseteq \mathcal{F} \subseteq \mathcal{G} \) such that \( \mathcal{F} \) is deconstructible in \( \mathcal{G} \) and \( \mathcal{F}' \) is deconstructible in \( \mathcal{F} \), then \( \mathcal{F}' \) is deconstructible in \( \mathcal{G} \).

Proof. (i) By [61, Corollary 2.11], any \( \mathcal{F} \)-filtered object belongs to \( \mathcal{F} \). It follows trivially that \( \mathcal{F} \) is closed under extensions and it is closed under coproducts by the proof of [61, Lemma 1.4(1)]. Suppose now that we have a \( \lambda \)-sequence \( (X_\alpha, i_{\alpha \beta} \mid \alpha < \beta < \lambda) \) of inflations in \( \mathcal{F} \). We will prove the following jointly by induction on \( \lambda > 0 \):

(a) \( (X_\alpha, i_{\alpha \beta} \mid \alpha < \beta < \lambda) \) is a \( \lambda \)-sequence of inflations in \( \mathcal{G} \).

(b) The composition \( f: X_0 \to X \) of the \( \lambda \)-sequence in \( \mathcal{G} \) is an inflation with cokernel in \( \mathcal{F} \).

Clearly, (a) and (b) are true for \( \lambda = 1 \). Note also that if \( \lambda \) is arbitrary and (b) holds, then \( X \in \mathcal{F} \) since \( \mathcal{F} \) is extension closed. In particular, \( f: X_0 \to X \) is a composition of the \( \lambda \)-sequence in \( \mathcal{F} \) and it is an inflation in \( \mathcal{F} \).

Suppose now that we have proved (a) and (b) for all \( \mu < \lambda \). Hence given any limit ordinal \( \mu < \lambda \), then \( (X_\alpha, i_{\alpha \beta} \mid \alpha < \beta < \mu) \) is a \( \lambda \)-sequence of inflations in \( \mathcal{G} \) whose composition in \( \mathcal{G} \) is the same as in \( \mathcal{F} \): the map \( i_{0\mu}: X_0 \to X_\mu \). Thus (a) follows for \( \lambda \). Moreover, the cokernel of the composition \( f: X_0 \to X \) of \( (X_\alpha, i_{\alpha \beta} \mid \alpha < \beta < \lambda) \) in \( \mathcal{G} \) is filtered by the cokernels of \( i_{\alpha, \alpha+1} \); see [19, Lemma 3.5]. Appealing to [61, Corollary 2.11] again, \( \text{Coker } f \) belongs to \( \mathcal{F} \), which proves (b).

To summarize, we have proved that Hypothesis L.8(i) holds for \( \mathcal{F} \) and that \( \mathcal{F} \to \mathcal{G} \) preserves \( \lambda \)-sequences of inflations and their compositions. Therefore, Hypothesis L.8(ii) follows for \( \mathcal{F} \) from the fact that it holds for \( \mathcal{G} \).

(ii) Let \( \mathcal{S} \) be a set of objects in \( \mathcal{F} \). Using a similar argument as in (i), one proves that \( \mathcal{F} = \text{Filt-} \mathcal{S} \) in \( \mathcal{G} \) if and only if \( \mathcal{F} = \text{Filt-} \mathcal{S} \) in \( \mathcal{G} \).

(iii) This is a straightforward consequence of (i) and (ii). \( \square \)

We conclude our discussion of filtrations with an important property of deconstructible classes in Grothendieck categories, which we need later.

Proposition 1.12. [63, Proposition 2.9] Let \( \mathcal{G} \) be a Grothendieck category, considered as an exact category with the abelian exact structure. Then:

(i) The closure of a deconstructible class under direct summands is deconstructible.

(ii) The intersection \( \bigcap_{i \in I} \mathcal{F}_i \) of a collection of deconstructible classes \( (\mathcal{F}_i \mid i \in I) \), indexed by a set \( I \), is deconstructible.

1.5. Existence of complete cotorsion pairs. Now we have introduced all the terminology which is necessary to present a result on the existence and the structure of certain complete cotorsion pairs. The version here comes from [61, Corollary 2.15], but there exist several other versions under various assumptions in the literature. We say that a class \( \mathcal{F} \subseteq \mathcal{G} \) of objects of an exact category is generating if every object \( X \in \mathcal{G} \) admits a deflation of the form \( \prod_{i \in I} \mathcal{F}_i \to X \) with all \( \mathcal{F}_i \in \mathcal{F} \).
Proposition 1.13. [61, Corollary 2.15(2) and Remark 3.8] Let $G$ be an exact category as in Hypothesis 1.8, and let $S \subseteq G$ be a set (not a proper class!) of objects such that $\text{Filt} \cdot S$ is generating. Denote

$$B = \{ B \in G \mid \text{Ext}^1_G(S, B) = 0 \text{ for each } S \in S \},$$

$$A = \{ A \in G \mid \text{Ext}^1_G(A, B) = 0 \text{ for each } B \in B \}.$$

Then the following hold:

(i) $(A, B)$ is a functorially complete cotorsion pair in $G$.

(ii) $X \in G$ belongs to $A$ if and only if $X$ is a summand of an $S$-filtered object.

2. The hierarchy of triangulated categories

Although the main aim of this paper is to study co-t-structures in the derived category of a commutative noetherian ring, some results are true for much more general triangulated categories. Here we summarize which triangulated categories we will be considering.

The most general object of our interest will be a triangulated category with small coproducts. We refer to [56] for basic properties of such categories.

A more special but yet very general and abstract is the class of triangulated categories of the form $T = D(e)$, where $D$ is a stable derivator in the sense of [21, 23, 51] and $e$ is the one-point category. We will discuss such categories in §2.1.

Specializing further, we get the class of compactly generated algebraic triangulated categories in the sense of [41, 47]. We devote §§2.2 and 2.3 to basic properties of such categories.

2.1. Stable derivators. The theory of derivators was initiated by Grothendieck [28], Heller [30], Keller [40] and Franke [23], where the term derivator was coined by Grothendieck. A motivation for defining derivators is an attempt to fix the unfortunate fact that diagram categories of a triangulated category need not be triangulated. Derivators circumvent this problem by including “derived versions” of the diagram categories in the structure. More historical notes and motivating points can be found in the introduction of [21] or [25].

A stable derivator (also called triangulated derivator in the literature) $D$ is a strict 2-functor

$$\text{Dia}^{op} \rightarrow \text{CAT},$$

whose domain is a 2-subcategory $\text{Dia}$ of the 2-category $\text{Cat}$ of all small categories, and which satisfies certain axioms. The codomain of $D$ is the "2-category" of all (not necessarily small) categories. In this paper, we will always assume that $\text{Dia} = \text{Cat}$ and we will only be interested in the case where $D(I)$ is a category with small coproducts for every small category $I$. In fact, [25] includes the latter assumption already in the definition of a derivator; see [25, Proposition 1.7].

We omit the precise lengthy definition of a stable derivator here. There are various good sources available where the reader might wish to look for the definition as well as for basic properties. Many of them are proved in [21], while a nice and detailed treatment of the topic involving a simplification of the axioms is given in [25]. Concise treatments can also be found in [20, 51].

A word of warning regarding the just mentioned references: There is some ambiguity in what $\text{Cat}^{op}$ means for natural transformations. One may formally invert their direction as in [20, 21, 43, 51], but one may also keep their direction as in [23]. This difference is inessential but one should keep it in mind. We will stick to the majority convention that the direction of 2-morphisms is inverted as well. When referring to statements in [25], we will always mean their appropriately dualized versions.
Now suppose that $D$ is a stable derivator, $e$ the terminal category in $\text{Cat}$ and $I$ is any small category. If we denote $T = D(e)$, then $D(I)$ can be viewed as an approximation of the diagram category $T^{I^\text{op}}$ and there is always a comparison functor $d_I : D(I) \to T^{I^\text{op}}$ (see [21, §1.10]). The favorable fact is that unlike $T^{I^\text{op}}$, the category $D(I)$ is canonically triangulated:

**Proposition 2.1.** Let $D : \text{Cat}^{\text{op}} \to \text{CAT}$ be a stable derivator. Then:

(i) $D(I)$ is canonically triangulated for each $I \in \text{Cat}$;

(ii) Given any morphism $u : I \to J$ in $\text{Cat}$, then $u^* : D(J) \to D(I)$ is a triangulated functor. Here we denote $D(u)$ by $u^*$ as is customary.

**Proof.** The description of the triangulated structure and a sketch of the proof are given in [51, Théorème 1], along with the promise to provide the details in a future paper. In the meantime, a thorough account has been given in [25, Theorem 4.16 and Corollary 4.19]. □

Next let us focus on the possible variants of homotopy pullbacks and pushouts in the context of triangulated categories and stable derivators. A version which works for any triangulated category can be found for example in [56, Definition 1.4.1]:

**Definition 2.2.** A commutative square in a triangulated category

\[
\begin{array}{ccc}
W & \xrightarrow{u} & X \\
\downarrow v & & \downarrow u \\
Y & \xrightarrow{v} & Z
\end{array}
\]

is called homotopy cartesian if there exists a triangle of the form

\[
\begin{array}{ccc}
W & \xrightarrow{u,v} & X \oplus Y \\
\end{array}
\]

Following the spirit of derivators, another definition seems more convenient if $T = D(e)$. In order to state it, we adopt the following notation from [51]: For $n < \omega$, we denote $\Delta_n = \{0, 1, \ldots, n\}$ and consider $\Delta_n$ with the natural ordering. As customary, we will view $\Delta_n$ as well as any other posets in the argument of $D$ as small categories.

**Definition 2.3.** [25, Definitions 3.9 and 4.1] Let $D$ be a stable derivator. Denote $\Box = \Delta_1^{\text{op}} \times \Delta_1^{\text{op}}$, and let $i^\text{\text{-}} : \rightarrow \Box$ and $i^\text{\text{-}} : \rightarrow \Box$ denote the inclusions from the subposets

\[
\begin{array}{ccc}
(0, 0) & \xleftarrow{(0, 1)} & (0, 1) \\
\uparrow & & \uparrow \\
(1, 0) & \xleftarrow{(1, 0)} & (1, 1)
\end{array}
\]

respectively. An object $A \in D(\Box)$ is called bicartesian if it belongs to the essential image of the functor $i^\text{\text{-}} : D(\Box) \to D(\Box)$ (which is left adjoint to $(i^\text{\text{-}})^* : D(\Box) \to D(\Box)$). Equivalently, we can dually define bicartesian squares as those in the essential image of $(i^\text{\text{-}})^* : D(\Box) \to D(\Box)$.

The coming proposition answers in an expected way the natural question of how the two definitions relate. As we were unable to find this basic fact in the literature, we are including a full proof.

\footnote{It was later pointed to us by Bernhard Keller and Denis-Charles Cisinski that a very similar result has been independently obtained in [26, Theorem 6.1] by Groth, Ponto and Shulman at around the same time.}
Proposition 2.4. Let $\mathcal{D}$ be a stable derivator and $\mathcal{T} = \mathcal{D}(\square)$ is a bicartesian object, then its diagram

\[
\begin{array}{c}
A_{00} \\ \downarrow \\
A_{10}
\end{array}
\rightarrow
\begin{array}{c}
A_{01} \\ \downarrow \\
A_{11}
\end{array}
\]

is a homotopy cartesian square in $\mathcal{T}$.

Proof. We denote $W = A_{00}$, $X = A_{01}$, $Y = A_{10}$ and $Z = A_{11}$, so that $d_{\square}(A) \in \mathcal{T}^{\square}$ has the form:

\[
\begin{array}{c}
W \\ y \downarrow \\
Y
\end{array}
\rightarrow
\begin{array}{c}
X \\ u \downarrow \\
Z
\end{array}
\]

In order to prove that the latter diagram is homotopy cartesian in $\mathcal{T}$, we construct two objects from $A$ in other categories in the image of $\mathcal{D}$ and compare their diagrams.

First, consider the following full subposet $I$ of $\Delta^2 \times \Delta^2$:

\[
\begin{array}{c}
(0,0) \\ \uparrow \\
(1,0)
\end{array}
\leftrightarrow
\begin{array}{c}
(0,1) \\ \uparrow \\
(1,1)
\end{array}
\leftrightarrow
\begin{array}{c}
(0,2) \\ \uparrow
\end{array}
\]

along with the obvious embeddings $i_1: \square = \Delta^1 \times \Delta^1 \rightarrow I$ and $i_2: I \rightarrow \Delta^2 \times \Delta^2$. Then one of our objects of interest will be $B = (i_2)_!(i_1)_!(A)$, whose diagram is of the form

\[
d_{\Delta^2 \times \Delta^2}(B):
\begin{array}{c}
W \\ y \downarrow \\
Y
\end{array}
\rightarrow
\begin{array}{c}
X \\ u \downarrow \\
Z
\end{array}
\rightarrow
\begin{array}{c}
0 \\ \downarrow \\
U \\
\Sigma W
\end{array}
\]

where $\Sigma X$ is the suspension of $X$. Let us be a little more specific. The fact that we have zeros in the two corners follows from [25, Proposition 3.6]. We deduce that all the objects in $\mathcal{D}(\square)$ induced by poset embeddings $\square \rightarrow \Delta^2 \times \Delta^2$ onto the “small squares” in $\Delta^2 \times \Delta^2$ are bicartesian by [25, Propositions 3.10 and 4.6] (Maltsiniotis calls such a $B$ polycartesian in [51, §3]). Abusing the terminology, we will simply say that all small squares in the above diagram are bicartesian. It follows immediately from the definition of $\Sigma$ (see [25, Definition 3.16]) that the lower right corner is occupied by $\Sigma W$ up to a canonical isomorphism.

Second, consider the full subposet $J \subseteq \Delta^2 \times \Delta^2 \times \Delta^2 \times \Delta^2$, whose Hasse diagram is as follows (to make the picture readable, we write the coordinates in the
form \( abcd \) instead of \( (a, b, c, d) \):

Consider also the full subposet \( J_1 \subseteq J \) depicted below, along with the obvious embedding \( j_1: J_1 \rightarrow J \):

Now we will construct an object \( C \in \mathcal{D}(J) \) from \( B \in \mathcal{D}(\Delta_2^{op} \times \Delta_2^{op}) \) as follows. We take the two embeddings \( k: \dashv \rightarrow \Delta_2^{op} \times \Delta_2^{op} \) and \( j_2: \dashv \rightarrow J_1 \) given by

\[
k: \quad (1, 0) \mapsto (2, 1), \quad (0, 1) \mapsto (1, 2), \quad (1, 1) \mapsto (2, 2),
\]
\[
j_2: \quad (1, 0) \mapsto 2111, \quad (0, 1) \mapsto 1211, \quad (1, 1) \mapsto 2211.
\] (2)

Then the object \( k^*(B) \) has the diagram of the shape

\[
\begin{array}{c}
V \\
\downarrow^{r} \\
U \xrightarrow{\delta} \Sigma W,
\end{array}
\]
and we put $C = (j_1)_*(j_2)_* k^*(B) \in \mathcal{D}(J)$. We claim that the diagram of $C$ is up to isomorphism of the shape below, the maps among $X, Y, X \oplus Y$ are the product/coproduct maps, and all small squares are bicartesian.

To see this, notice first that the occurrence of the zero objects in the diagram is a consequence of \cite[Proposition 3.6]{25}.

The bicartesian property of all squares can be obtained in a straightforward manner from \cite[Propositions 3.10 and 4.6]{25}. At that point it is also helpful to use the following observation: If $J_1 \subseteq J' \subseteq J$ and we factor correspondingly the inclusion $j_1: J_1 \rightarrow J$ as $J_1 \rightarrow J' \rightarrow J$, then a commutative square which is contained in $J'$ is bicartesian in $C$ if and only if it is bicartesian in $C' = (j'_1)_*(j_2)_* k^*(B) \in \mathcal{D}(J')$. All we need here is to notice that canonically $C' \cong (j''_1)_*(C)$ by \cite[Proposition 1.20]{25}.

Let us focus on objects in $d_J(C)$ now. Comparing $d_J(C)$ with $d_{\Delta_2^p \times \Delta_2^p}(B)$ in \cite{11} and using the fact that a bicartesian square is up to a canonical isomorphism determined by its restriction to $\tau$ or $\iota$ (cf. \cite[Lemma 1.21]{25}), one easily sees that the objects agree with our claim up to isomorphism. The only part of the diagram which may deserve some attention is the square

$$
\begin{align*}
\begin{array}{ccc}
X \oplus Y & \longrightarrow & Y \\
\downarrow & & \downarrow \\
X & \longrightarrow & 0,
\end{array}
\end{align*}
$$

but the existence of this bicartesian square follows from the proof of \cite[Proposition 4.7]{25}.

Finally, we will consider the morphisms in $d_J(C)$. Let $\ell: \Delta_2^p \times \Delta_2^p \setminus \{(0,0)\} \rightarrow \Delta_2^p \times \Delta_2^p$ be the canonical inclusion and denote by $m: \Delta_2^p \times \Delta_2^p \setminus \{(0,0)\} \rightarrow J$
the inclusion given by the picture:

Then, by the construction and the fact that all commutative squares in both $B$ and $C$ are bicartesian, we obtain an isomorphism $\alpha: \ell^*(B) \xrightarrow{\cong} \Delta^*(C)$ in $\mathcal{D}(\Delta^{op}_2 \times \Delta^{op}_2 \setminus \{(0,0)\})$ whose restriction along $k$ (see (2)) gives the canonical isomorphism

$$k^*(\alpha): k^*(B) \to k^*(C) = (j_2)^*(j_1)^*(j_1)_* (j_2)_* k^*(B),$$

coming from the units/counits of the adjunctions $((j_1)^*,(j_1)_*)$ and $((j_2)^*,(j_2)_*)$. In fact, this property uniquely determines $\alpha$ since the functors $(j_1)_*$ and $(j_2)_*$ are fully faithful by [25, Proposition 1.20].

Thus, we can assume that in (3), the maps $p, q, r, s$ are placed where drawn and the compositions

$$X \to X \oplus Y \to Z \quad \text{and} \quad Y \to X \oplus Y \to Z$$

equal $u$ and $v$, respectively.

In order to compute the map $W \to X \oplus Y$ in (3), we will consider two embeddings $e_1, e_2: \Delta^{op}_1 \times \Delta^{op}_2 \to \Delta^{op}_2 \times \Delta^{op}_2$ and two embeddings $f_1, f_2: \Delta^{op}_1 \times \Delta^{op}_2 \to J$, defined as follows. We take $e_1 = d^1 \times 1_{\Delta^{op}_2}$, where $d^1$ is the face map sending $0 \mapsto 0$ and $1 \mapsto 2$ (this matches the convention in [25, p. 348]). We further put $e_2 = \sigma^* e_1$, where $\sigma^*: \Delta^{op}_2 \times \Delta^{op}_2 \to \Delta^{op}_2 \times \Delta^{op}_2$ is given by $(n,n') \mapsto (n',n)$. Regarding the maps $f_i, i = 1, 2$, these are given by the following pictures, where $i$ stands for $3-i$:

\[
\begin{array}{c}
(0,0) \quad (0,1) \quad (0,2) \\
\uparrow \quad \uparrow \quad \uparrow \\
(1,0) \quad (1,1) \quad (1,2)
\end{array}
\quad \begin{array}{c}
1100 \quad \tilde{i} 01 \quad 2201 \\
\uparrow \quad \uparrow \quad \uparrow \\
1110 \quad \tilde{i} 11 \quad 2211
\end{array}
\]

Again by the construction we have isomorphisms $\beta_i: e_i^*(B) \cong f_i^*(C)$, and these can be taken canonically in the following sense. If $k': \Delta^{op}_1 \to \Delta^{op}_1 \times \Delta^{op}_2$ is the map sending $n \in \Delta^{op}_1$ to $(1, n+1) \in \Delta^{op}_1 \times \Delta^{op}_2$ (i.e. the embedding of $\Delta^{op}_1$ into $\Delta^{op}_1 \times \Delta^{op}_2$ as the bottom right horizontal arrow), we require that

$$(k')^*(\beta_i): (k')^*(e_i)^*(B) \to (k')^* f_i^*(C) = (k')^* f_i^*(j_1)_* (j_2)_* k^*(B)$$

comes from the units/counits of the adjunctions involved. This determines $\beta_i$ uniquely.

Having these isomorphisms, we would like to conclude that the compositions

$$W \to X \oplus Y \to X \quad \text{and} \quad W \to X \oplus Y \to Y$$

in diagram (3) are equal to $x$ and $y$, respectively. This is almost true, but a little more care is needed. As a matter of the fact, the compositions

$$\Delta^{op}_1 \times d^i \to \Delta^{op}_1 \times \Delta^{op}_2 \to \Delta^{op}_2 \times \Delta^{op}_2, \quad i = 1, 2,$$
mapping \(\Box\) to the “biggest” square in \(\Delta_2^{op} \times \Delta_2^{op}\) are not equal, but rather \(e_2(1_{\Delta_2^{op}} \times d^1) = e_1(1_{\Delta_2^{op}} \times d^1)\), where \(\sigma: \Box \to \Box\) acts by \((n, n') \mapsto (n', n)\). As explained in \([25, \text{Remark 4.13}]\), this amounts to the necessity of changing a sign at either of \(x, y\), and we do so at \(y\).

Finally, we deduce that the maps \(W \to X \oplus Y\) and \(X \oplus Y \to Z\) in \((\Box)\) are \((\pm \sigma^*\)) and \((u, v)\), respectively. Note that the compositions

\[
X \to X \oplus Y \to X \quad \text{and} \quad Y \to X \oplus Y \to Y
\]

are isomorphisms by \([25, \text{Proposition 4.5}]\), but we know more. Thanks to our canonical identifications via \(\alpha, \beta_1, \beta_2\), these compositions are even identity morphisms. Hence the claim about the shape of diagram \((\Box)\) is settled.

By restricting \(C\) to \(\mathcal{D}(\Delta_1^{op} \times \Delta_2^{op})\) along the obvious inclusion \(\Delta_1^{op} \times \Delta_2^{op} \to J\), we get an object with diagram

\[
W \xrightarrow{(x, y)} X \oplus Y \to 0
\]

so that both “small” squares are bicartesian. Using the description of the triangulated structure from \([51, \text{25}]\), we obtain a triangle

\[
W \xrightarrow{x} X \oplus Y \xrightarrow{(u,v)} Z \xrightarrow{r_p} \Sigma W
\]

in \(\mathcal{T} = \mathcal{D}(e)\). In view of Definition \([\text{2.2}]\), this precisely says that \(d_2(A)\) is homotopy cartesian.

The last result connected to derivators which we need concerns homotopy colimits of countable chains. Here we first recall \([50, \text{Definition 1.6.4}]\).

**Definition 2.5.** Let \(\mathcal{T}\) be a triangulated category with countable coproducts and

\[
X_0 \xrightarrow{f_0} X_1 \xrightarrow{f_1} X_2 \xrightarrow{f_2} \ldots
\]

be a sequence of objects and morphisms in \(\mathcal{T}\). Then a homotopy colimit of the chain is a cocone \((g_i: X_i \to \text{hocolim} X_i)\) of the latter diagram, which is given (up to a non-canonical isomorphism uniquely) by the triangle

\[
\coprod_{i \geq 0} X_i \xrightarrow{1-\coprod f_i} \prod_{i \geq 0} X_i \xrightarrow{(g_i)} \text{hocolim} X_i \xrightarrow{\Sigma} \prod_{i \geq 0} X_i.
\]

If \(u: X \to Y\) is a morphism between two such countable systems in \(\mathcal{T}\), then the axioms of triangulated categories allow us to define (non-uniquely) a map

\[
\text{hocolim} u_i : \text{hocolim} X_i \to \text{hocolim} Y_i
\]

such that the diagram with triangles defining the homotopy colimits in rows commutes:

\[
\coprod_{i \geq 0} X_i \xrightarrow{1-\coprod f_i} \prod_{i \geq 0} X_i \xrightarrow{u_i} \coprod_{i \geq 0} X_i \xrightarrow{\text{hocolim} u_i} \prod_{i \geq 0} X_i \xrightarrow{\Sigma} \prod_{i \geq 0} X_i
\]

\[
\coprod_{i \geq 0} Y_i \xrightarrow{1-\coprod g_i} \prod_{i \geq 0} Y_i \xrightarrow{u_i} \coprod_{i \geq 0} Y_i \xrightarrow{\text{hocolim} u_i} \prod_{i \geq 0} Y_i \xrightarrow{\Sigma} \prod_{i \geq 0} Y_i
\]
Remark 2.6. Some may view our terminology unfortunate as homotopy colimits usually have a different meaning in the context of derivators; see e.g. [51] or [25] Definition 1.4. Keller and Nicolas [43] use the term Milnor colimit instead, but they prove in [43] Proposition A.5(1) that the Milnor homotopy colimits and derivator homotopy colimits are closely connected. More precisely, the two concepts are related essentially in the same way as bicartesian squares and homotopy cartesian squares in Proposition 2.4. This and the fact that we will work with Neeman’s [56] definition in the rest of the paper, should justify our choice of the terminology.

Our result, which is a modification of [43] Corollary A.6], says that homotopy colimits are exact in a weak sense.

Proposition 2.7. Let $\mathcal{T} = \mathbb{D}(e)$, where $\mathbb{D}$ is a stable derivator such that $\mathbb{D}(I)$ has countable coproducts for each small category $I$. Suppose that $Y = (Y_i, g_i \mid i < \omega)$ is a countable direct system in $\mathcal{T}$ and $(u_i : X \rightarrow Y_i)$ a cone. Then there exists a commutative diagram in $\mathcal{T}$

$\begin{array}{cccccccc}
\Sigma X & \rightarrow & \Sigma X & \rightarrow & \Sigma X & \rightarrow & \Sigma X & \rightarrow & \ldots \\
w_0 & \uparrow & w_1 & \uparrow & w_2 & \uparrow & w_3 & \uparrow & \\
Z_0 & \rightarrow & Z_1 & \rightarrow & Z_2 & \rightarrow & Y_3 & \rightarrow & \\
v_0 & \uparrow & v_1 & \uparrow & v_2 & \uparrow & v_3 & \uparrow & \\
Y_0 & \rightarrow & Y_1 & \rightarrow & Y_2 & \rightarrow & Y_3 & \rightarrow & \\
u_0 & \uparrow & u_1 & \uparrow & u_2 & \uparrow & u_3 & \uparrow & \\
X & \rightarrow & X & \rightarrow & X & \rightarrow & X & \rightarrow & \\
\end{array}$

such that the columns are triangles, all the squares in the middle row are homotopy cartesian, and there is a triangle of the form

$X \xrightarrow{\text{hocolim} u_i} \text{hocolim} Y_i \xrightarrow{\text{hocolim} v_i} \text{hocolim} Z_i \xrightarrow{\text{hocolim} w_i} \Sigma X.$

Proof. We can view the direct system $Y$ as an object of the diagram category $\mathcal{T}^\omega$ and, using [43] Proposition A.5(1)], lift it to an object $\tilde{Y} \in \mathbb{D}(\omega^{\text{op}})$ (i.e. $d_\omega(\tilde{Y}) \cong Y$). As in [43], we denote, for each $n < \omega$, by $n : e \rightarrow \omega^{\text{op}}$ the functor sending $e$ to $n$. For $n = 0$ we are given the morphism $u_0 : X \rightarrow Y_0 = 0^* \tilde{Y}$. Using the adjunction $(0,0^*)$ we get a morphism

$\tilde{u} : 0_*(X) \rightarrow \tilde{Y}$

in $\mathbb{D}(\omega^{\text{op}})$. If we denote $\tilde{X} = 0_!(X)$, it is easy to see using [25] Lemma 1.19] or [43] Lemma A.3] that the map $d_\omega(\tilde{u}) : d_\omega(\tilde{X}) \rightarrow d_\omega(\tilde{Y})$ in $\mathcal{T}^\omega$ is isomorphic to

$\begin{array}{cccccccc}
Y_0 & \rightarrow & Y_1 & \rightarrow & Y_2 & \rightarrow & Y_3 & \rightarrow & \\
u_0 & \uparrow & u_1 & \uparrow & u_2 & \uparrow & u_3 & \uparrow & \\
X & \rightarrow & X & \rightarrow & X & \rightarrow & X & \rightarrow & \\
\end{array}$

As in [43], we complete $\tilde{u}$ to a triangle in $\mathbb{D}(\omega^{\text{op}})$. Following [25] §4.2] or [51], this amounts to constructing an object $T \in \mathbb{D}(\Delta^0_1 \times \Delta^0_2 \times \omega^{\text{op}})$, whose shape, using the partial diagram functor $d : \mathbb{D}(\Delta^0_1 \times \Delta^0_2 \times \omega^{\text{op}}) \rightarrow \mathbb{D}(\omega^{\text{op}})_{\Delta_1 \times \Delta_2}$, is

$\begin{array}{ccc}
\tilde{X} & \xrightarrow{\tilde{u}} & \tilde{Y} & \rightarrow & 0 \\
\downarrow & \tilde{u} & \downarrow & \downarrow & \\
0 & \rightarrow & \tilde{Z} & \xrightarrow{\tilde{w}} & \Sigma \tilde{X}
\end{array}$
and both the small squares are bicartesian. The diagram of $T$ in $\mathcal{D}(e)$, obtained by
the full diagram functor $d_{\Delta_1^{op} \times \Delta_2^{op} \times \omega^{op}}: \mathcal{D}(\Delta_1^{op} \times \Delta_2^{op} \times \omega^{op}) \to \mathcal{D}(\Delta_1 \times \Delta_2 \times \omega)$, is of
the form

\[
\begin{array}{ccccccc}
X & \xleftarrow{u_0} & Y_0 & \xrightarrow{v_0} & Z_0 & \xleftarrow{w_0} & \Sigma X \\
0 & & 0 & & \Sigma X & & \\
X & \xleftarrow{u_1} & Y_1 & \xrightarrow{v_1} & Z_1 & \xleftarrow{w_1} & \Sigma X \\
0 & & 0 & & \Sigma X & & \\
X & \xleftarrow{u_2} & Y_2 & \xrightarrow{v_2} & Z_2 & \xleftarrow{w_2} & \Sigma X \\
\vdots & & \vdots & & \vdots & & \\
\end{array}
\]

Note that all the horizontal small squares are bicartesian by the construction, and so
are the leftmost vertical small squares by [25, Proposition 4.5]. Using [25, Proposition 4.6], one obtains that the middle vertical small squares, those with the diagrams
of the form

\[
\begin{array}{ccc}
Z_i & \xleftarrow{v_i} & Y_i \\
0 & & \Sigma X \\
Z_{i+1} & \xleftarrow{v_{i+1}} & Y_{i+1} \\
\end{array}
\]

are bicartesian as well. Hence diagram (4) is a homotopy cartesian square by Proposition [2.4].

Now the diagram from the statement of Proposition [2.7] is obtained as the di-
agram of $t^*(T) \in \mathcal{D}(\Delta_3^{op} \times \omega^{op})$, where $t$ is the obvious embedding $\Delta_3^{op} \times \omega^{op} \to \Delta_1^{op} \times \Delta_2^{op} \times \omega^{op}$. The fact that there is a triangle of the form

\[
X \xrightarrow{\operatorname{hocolim} w_i} \operatorname{hocolim} Y_i \xrightarrow{\operatorname{hocolim} v_i} \operatorname{hocolim} Z_i \xrightarrow{\operatorname{hocolim} w_j} \Sigma X.
\]

follows from (the proof of) [43, Proposition A.5(3)].

2.2. Algebraic triangulated categories. A triangulated category is called algebra-
ic if it can be constructed as the stable category $\mathcal{C}$ of a Frobenius exact cate-
ogy $\mathcal{C}$. We recall that an exact category is Frobenius if it has enough projective
and injective objects and the classes of projective and injective objects coincide.
We refer to [29, Chapter I] for details.

Our main object of interest are compactly generated algebraic triangulated cat-
egories.

Definition 2.8. Let $\mathcal{T}$ be a category with small coproducts. An object $X \in \mathcal{T}$ is called compact if for any collection $(Y_i : i \in I)$ of objects of $\mathcal{T}$, the canonical morphism

\[
\prod \mathcal{T}(X, Y_i) \longrightarrow \mathcal{T}(X, \prod Y_i)
\]
is an isomorphism. The full subcategory of all compact objects in \( \mathcal{T} \) will be denoted by \( \mathcal{T}^c \).

\( \mathcal{T} \) is said to be **compactly generated** if there is a set \( S \subseteq \mathcal{T} \) of compact objects such that every non-zero \( Y \in \mathcal{T} \) admits a non-zero morphism \( S \to Y \) with \( S \in S \).

In order to give a description of algebraic compactly generated triangulated categories, we need the concept of dg categories introduced by Kelly \( [45] \) and Eilenberg in the 1960’s. Bondal and Kapranov \( [13, 14] \) later used this concept to enhance triangulated categories. Employing this nowadays standard idea, we use here the terminology and notation from \( [41] \), where we also refer to for details.

**Definition 2.9.** A differential graded category \( \mathcal{A} \) (**dg category** for short) is a category enriched over complexes of abelian groups so that the composition fulfills the Liebniz rule. That is, the morphism sets \( \text{Hom}_{\mathcal{A}}(X, Y) \) carry the structure of complexes with a differential \( d \), and if \( f, g \) are composable morphisms which are homogeneous of degrees \( p \) and \( q \), then
\[
d(f \circ g) = d(f) \circ g + (-1)^p f \circ d(g).
\]

Starting with a small dg category \( \mathcal{A} \), we adopt almost the same notations as in \( [41, \S 1.2 \text{ and 4}] \):

- \( \text{Dif}_A \) will stand for the dg category of all right dg modules over \( \mathcal{A} \); we refer to \( [41, \S 1.2] \) for details.
- \( \mathcal{G}_A \) is the category with the same objects, but \( \mathcal{G}_A(X, Y) \) is the collection of all morphisms of degree zero between the underlying graded modules of \( X \) and \( Y \). Formally, \( \mathcal{G}_A(X, Y) \) is the degree zero part of \( \text{Dif}_A(X, Y) \).
- \( \mathcal{C}_A \) will denote the category of right dg modules over \( \mathcal{A} \) with ordinary morphisms of dg modules. Formally we can write \( \mathcal{C}_A(X, Y) = Z^0(\text{Dif}_A)(X, Y) \); see \( [41, \S 2.1] \).
- \( \mathcal{D}_A \) will stand for the derived category of \( \mathcal{A} \), which we obtain from \( \mathcal{C}_A \) by formally inverting all quasi-isomorphisms of dg modules.

**Example 2.10.** Note that if \( R \) is a ring and \( \mathcal{A} \) is the dg category with one object whose endomorphism ring is \( R \) with the trivial grading, then \( \mathcal{C}_A \) is equivalent to \( \text{C}(\text{Mod-}R) \) and \( \mathcal{D}_A \) is triangle equivalent to \( \mathcal{D}(\text{Mod-}R) \).

With this in mind, it is useful to mention a more general version of Example \( [14] \).

Given a small dg category \( \mathcal{A} \), we can equip \( \mathcal{C}_A \) with the semisplit exact structure: Conflations are defined to be those short exact sequences \( 0 \to X \to Y \to Z \to 0 \) of dg modules which are split as short exact sequences of graded \( \mathcal{A} \)-modules. The resulting exact structure satisfies Hypothesis \( [13,8] \).

The following result by Keller is crucial for understanding compactly generated algebraic triangulated categories.

**Proposition 2.11.** Let \( \mathcal{T} \) be a triangulated category with small coproducts. Then the following are equivalent:

(i) \( \mathcal{T} \) is algebraic and compactly generated.

(ii) \( \mathcal{T} \) is triangle equivalent to \( \mathcal{D}_A \) for a small dg category \( \mathcal{A} \).

**Proof.** The implication (ii) \( \implies \) (i) follows from the basic properties of \( \mathcal{D}_A \) discussed in \( [41, \S 4.1] \) (see also Remark \( 2.15 \)). Conversely, (i) \( \implies \) (ii) has been proved in \( [47] \) Theorem 7.5], which slightly improves the original argument in \( [41] \) Theorem 4.3. \( \square \)

2.3. **Projective model structure for \( \mathcal{D}_A \).** We will need a more explicit description of the derived category \( \mathcal{D}_A \). First we formalize an easy observation.

**Lemma 2.12.** Let \( \mathcal{A} \) be a small dg category. Then there exists a small preadditive category \( \mathcal{R} \) such that \( \mathcal{C}_A \) is equivalent to \( \text{Mod-}\mathcal{R} \).
Proof. Clearly, $\mathcal{C}A$ is an abelian category and, by the proof of [41, Lemma 2.2], the forgetful functor $F: \mathcal{C}A \to \mathcal{G}A$ has a left adjoint $F_\lambda: \mathcal{G}A \to \mathcal{C}A$. Since $F$ is exact, faithful and preserves small coproducts, any set $P$ of compact (in the sense of Definition 2.8) projective generators for $\mathcal{G}A$ is sent by $F_\lambda$ to a set $\mathcal{R}$ of compact projective generators of $\mathcal{C}A$.

Since $\mathcal{G}A$ clearly has a set of compact projective generators, so has it $\mathcal{C}A$. Finally, we use the standard fact that if $\mathcal{R}$ is such a set, then the Yoneda functor $Y: \mathcal{C}A \to \text{Mod-}\mathcal{R}, \ X \mapsto \mathcal{C}A(-, X)|_\mathcal{R}$, is an equivalence of categories. \qed

Now we are in a position to give a description of $\mathcal{D}(A)$ in terms of a model structure on $\mathcal{C}A$. We recall that a model structure on a category is a triple $(\text{Cof}, W, \text{Fib})$ of classes of morphisms, called cofibrations, weak equivalences and fibrations, respectively, which satisfy certain axioms. As the axioms and other basic terminology are standard, we refer to [33, Definition 1.1.3] or [31, Definition 7.1.3] for details.

Since $\mathcal{C}A$ is an abelian (and even a module) category, we may (and will) consider only so-called abelian model structures on $\mathcal{C}A$. That is, we require compatibility of the model structure with the abelian exact structure on $\mathcal{C}A$ in the sense of [34, Definition 2.1] (see also [34, Proposition 4.2]):

(i) cofibrations are precisely monomorphisms with cofibrant cokernels,
(ii) fibrations are precisely epimorphisms with fibrant kernels.

Hovey [34, Theorem 2.2] proved that an abelian exact structure on a given abelian category is determined by the triple $(\text{C}, W, \text{F})$, where $\text{C}$ is the class of cofibrant, $W$ is the class of trivial and $\text{F}$ the class of fibrant objects. Here, an object $X$ is called trivial if $0 \to X$ is a weak equivalence. Moreover, he also characterized the triples $(\text{C}, W \cap \text{F})$ and $(\text{C} \cap W, \text{F})$ which do come from an abelian model structure as those satisfying the conditions:

(i) $W$ is closed under summands and has the 2-out-of-3 property with respect to short exact sequences,
(ii) $(\text{C}, W \cap \text{F})$ and $(\text{C} \cap W, \text{F})$ are functorially complete cotorsion pairs.

A very nice introduction to abelian model structures is also given in [7, §1]. In particular, a proof of the following crucial folklore result can be found there.

**Proposition 2.13.** [7, Proposition 1.3.5(1)] Let $\mathcal{A}$ be a small dg category. Then there exists a unique abelian exact structure on $\mathcal{C}A$ such that the weak equivalences are precisely the quasi-isomorphisms and every object is fibrant.

In particular, the trivially cofibrant objects are the projective ones in $\mathcal{C}A$, and the homotopy category $\text{Ho}(\mathcal{C}A)$ for this model structure is equivalent to $\mathcal{D}A$.

**Definition 2.14.** From now on, an object $X \in \mathcal{C}A$ will be called **cofibrant** if it is cofibrant exclusively with respect to the particular model structure from Proposition 2.13. A complex $X \in \mathcal{C}(\text{Mod-}R)$, where $R$ is a ring, will be called **cofibrant** if it is cofibrant in $\mathcal{C}A$ as in Example 2.10.

**Remark 2.15.** The description of cofibrant dg modules or complexes is not straightforward. Spaltenstein [62] calls them $K$-projective while Keller [41, p. 69] describes them using “property (P)”. A very similar description to Keller’s is obtained, if we combine [7, Proposition 1.3.5(1)] with Proposition 2.13: A dg module is cofibrant if and only if it is a summand of an $S$-filtered dg module, where $S = \{A[n] \mid A \in \mathcal{A} \text{ and } n \in \mathbb{Z}\}$ and $A$ are the “free” dg modules in the sense of [41, §1.2].

In fact, now it becomes easy to see how the previously defined concepts relate together. Given a small dg category $\mathcal{A}$, the class $\mathcal{C}$ of cofibrant dg modules forms
a deconstructible subcategory of \( \text{CA} \) by Propositions 1.13(ii) and 1.12(i). Hence \( \mathcal{C} \) satisfies Hypothesis 1.8 by Lemma 1.11(i). It is easily checked that the abelian and the semisplit (Example 2.10) exact structures coincide when restricted to \( \mathcal{C} \), so that \( \mathcal{C} \) is also a Frobenius exact category by [41, Lemma 2.2]. The category \( \text{DA} \) is then obtained as the stable category \( \mathcal{C} \), which can also be seen from the abelian model structure with help of [27, Proposition 1.15 and Corollary 1.16].

As a consequence of the existence of a model structure for \( \text{DA} \), we also get the following connection to stable derivators from §2.1. We also remark that analogous less general, but in our case completely relevant results can be found in [51, Appendix] and [25, Proposition 1.30].

**Proposition 2.16.** [20] Let \( \mathcal{T} \) be a compactly generated algebraic triangulated category. Then there is a stable derivator \( \mathbb{D} : \text{Cat}^{\text{op}} \rightarrow \text{CAT} \) such that \( \mathcal{T} = \mathbb{D}(e) \) and \( \mathbb{D}(I) \) has small coproducts for each small category \( I \).

### 3. Compactly generated Hom-orthogonal pairs

#### 3.1. Completeness and structure results

The central concept of this text is a common generalization of \( t \)-structures [9] and co-\( t \)-structures (also known as weight structures) [17, 53, 57], whose definitions are recalled later in Section 4.

**Definition 3.1.** [61, Definition 3.2] Let \( \mathcal{T} \) be an additive category and \( S \) be a class of objects. We denote \( S^\perp = \{ B \in \mathcal{T} \mid \mathcal{T}(S, B) = 0 \text{ for all } S \in S \} \) and dually \( \perp S = \{ A \in \mathcal{T} \mid \mathcal{T}(A, S) = 0 \text{ for all } S \in S \} \). Then we call a pair \((A, B)\) of full subcategories a Hom-orthogonal pair if \( A^\perp = B \) and \( A = \perp B \). Given \( S \subseteq A \) such that \( B = S^\perp \), we say that the Hom-orthogonal pair is generated by \( S \).

Note that given any set of objects \( S \subseteq \mathcal{T} \), the pair \((A, B) = (\perp S^\perp, S^\perp)\) is always a Hom-orthogonal pair generated by \( S \).

In our context, \( \mathcal{T} \) will usually be a triangulated category. Hom-orthogonal pairs in such categories are typically only useful if they are complete in the following sense:

**Definition 3.2.** Let \( \mathcal{T} \) be a triangulated category. A Hom-orthogonal pair \((A, B)\) in \( \mathcal{T} \) is called complete if for each \( X \in \mathcal{T} \) there is a (not necessarily unique) triangle

\[
A \rightarrow X \rightarrow B \rightarrow \Sigma A
\]

with \( A \in A \) and \( B \in B \). Similarly to Definition 1.4, we will call such a triangle an approximation triangle for \( X \).

One readily sees that the map \( A \rightarrow X \) is a right \( A \)-approximation while \( X \rightarrow B \) is a left \( B \)-approximation. As discussed in [61] §3, both \( t \)-structures and co-\( t \)-structures are essentially none other than complete Hom-orthogonal pairs with extra closure properties: \( \Sigma A \subseteq A \) in the case of \( t \)-structures and \( \Sigma^{-1} A \subseteq A \) in the case of co-\( t \)-structures.

**Remark 3.3.** Complete Hom-orthogonal pairs in triangulated categories have been recently called torsion pairs or torsion theories in the literature, for instance in [39, Definition 2.2] or [11]. We prefer to avoid the term here since the approximation triangle is far from being unique in general, causing some well-known arguments about torsion pairs in abelian categories to fail. One should also beware that torsion pairs according to [11, Definition I.2.1] are in fact precisely \( t \)-structures.

If the triangulated category \( \mathcal{T} \) is algebraic, the relation to cotorsion and complete cotorsion pairs is straightforward.
Lemma 3.4. [61] Proposition 3.3] Let $\mathcal{C}$ be a Frobenius exact category and $\mathcal{T} = \mathcal{C}$ the corresponding algebraic triangulated category. Then the assignment

$$(\mathcal{A}, \mathcal{B}) \mapsto (\mathcal{A}, \Sigma \mathcal{B})$$

gives a bijective correspondence between cotorsion pairs in $\mathcal{C}$ and Hom-orthogonal pairs in $\mathcal{T}$.

Moreover, $(\mathcal{A}, \mathcal{B})$ is a complete cotorsion pair in $\mathcal{C}$ if and only if $(\mathcal{A}, \Sigma \mathcal{B})$ is a complete Hom-orthogonal pair in $\mathcal{T}$.

However, the following result from [1], which generalizes both [11, Theorem III.2.3] and [58, Theorem 5], holds for arbitrary triangulated categories with coproducts.

**Proposition 3.5.** [1, Theorem 4.3] Let $\mathcal{T}$ be triangulated category with small coproducts and let $\mathcal{S} \subseteq \mathcal{T}$ be a set of compact objects in $\mathcal{T}$. Then the Hom-orthogonal pair $(\mathcal{A}, \mathcal{B})$ generated by $\mathcal{S}$ is complete.

The latter proposition provides us with a rich source of complete Hom-orthogonal pairs in triangulated categories. In order to obtain a classification, however, we need more. Starting with $\mathcal{S} \subseteq \mathcal{T}$ as in Proposition 3.5, we wish to know which other compact objects of $\mathcal{T}$ possibly belong to $\mathcal{A}$. In order to obtain an answer we will need to throw in more assumptions. In order to facilitate our analysis, we introduce some notations first.

**Notation 3.6.** Let $\mathcal{T}$ be triangulated and $\mathcal{U}$, $\mathcal{V}$ be two classes of objects. Then $\mathcal{U} \star \mathcal{V}$ stands for the class of all objects $X \in \mathcal{T}$ which admit a triangle of the form

$$U \rightarrow X \rightarrow V \rightarrow \Sigma U$$

with $U \in \mathcal{U}$ and $V \in \mathcal{V}$. Similarly, we define for each $i \geq 1$

$$\mathcal{U}^* = \mathcal{U} \star \cdots \star \mathcal{U} \quad \text{for} \quad 1 \text{ times}.$$ 

Finally, we will use the following notation:

(i) $\text{ext} \mathcal{U}$ stands for the closure of $\mathcal{U}$ under extensions and summands;

(ii) $\text{add} \mathcal{U}$ stands for the closure of $\mathcal{U}$ under finite coproducts and summands;

(iii) $\text{Add} \mathcal{U}$ stands for the closure of $\mathcal{U}$ under all (possibly infinite) coproducts and under summands.

Note that notation above makes sense since it is a well-known consequence of the octahedral axiom that the operation $\star$ is associative. That is, $(\mathcal{U} \star \mathcal{V}) \star \mathcal{W} = \mathcal{U} \star (\mathcal{V} \star \mathcal{W})$ for every triple $\mathcal{U}, \mathcal{V}, \mathcal{W} \subseteq \mathcal{T}$. Moreover, it is an easy observation that $X \in \text{ext} \mathcal{U}$ if and only if $X$ is a summand of an object in $\mathcal{U}^* \mathcal{i}$ for some $i \geq 1$.

Now we are able to obtain a first version of a general “classification” of compactly generated Hom-orthogonal pairs, which is inspired by and generalizes [43, Theorem A.7] on compactly generated $t$-structures. It can also be viewed (under suitable assumptions) as a generalization of results on compactly generated Bousfield localizations [55]. As in [43], we need to assume that the triangulated category in question is at the base of a stable derivator (see §2.1).

**Theorem 3.7.** Let $\mathcal{T} = \mathcal{D}(e)$, where $\mathcal{D}$ is a stable derivator such that $\mathcal{D}(I)$ has small coproducts for each small category $I$. Suppose that $\mathcal{S} \subseteq \mathcal{T}$ is a set of compact objects in $\mathcal{T}$ and $(\mathcal{A}, \mathcal{B})$ is the Hom-orthogonal pair in $\mathcal{T}$ generated by $\mathcal{S}$. Then:

(i) An object $X \in \mathcal{T}$ belongs to $\mathcal{A}$ if and only if $X$ is a summand of a homotopy colimit of a sequence

$$0 = Y_0 \rightarrow Y_1 \rightarrow Y_2 \rightarrow \cdots ,$$

where each $f_i$ occurs in a triangle $Y_i \rightarrow Y_{i+1} \rightarrow S_i \rightarrow \Sigma Y_i$ with $S_i \in \text{Add} \mathcal{S}$.
\[(ii) \, \mathcal{A} \cap \mathcal{T}^c = \text{ext} \mathcal{S}.\]

As an immediate corollary we get:

**Corollary 3.8.** Let \( \mathcal{T} = \mathbb{D}(e) \) as in Theorem 3.7. Then there is a bijective correspondence between

(i) compactly generated Hom-orthogonal pairs \((\mathcal{A}, \mathcal{B})\) in \( \mathcal{T} \) and

(ii) full subcategories of \( \mathcal{S} \subseteq \mathcal{T}^c \) closed under extensions and summands.

The correspondence is given by the mutually inverse assignments \((\mathcal{A}, \mathcal{B}) \mapsto \mathcal{A} \cap \mathcal{T}^c\) and \(\mathcal{S} \mapsto (\perp(\mathcal{S}^\perp), \mathcal{S}^\perp)\).

Before proving the theorem, we need a preparatory lemma. It can be viewed as a triangulated version of the Eklof Lemma (see [24, Lemma 3.1.2]).

**Lemma 3.9.** Let \( \mathcal{T} \) be a triangulated category and \( Z \in \mathcal{T} \). Suppose that we are given a countable direct system

\[
0 = Y_0 \xrightarrow{f_0} Y_1 \xrightarrow{f_1} Y_2 \rightarrow \cdots,
\]

in \( \mathcal{T} \) where each \( f_i \) belongs to a triangle \( Y_i \xrightarrow{f_i} Y_{i+1} \rightarrow S_i \rightarrow \Sigma Y_i \) with \( S_i \in \perp Z \).

Then \( \text{hocolim} Y_i \in \perp Z \).

**Proof.** Lemma 5.8(2) in [10] used for \( F = \mathcal{T}(-, Z) \) provides us with a short exact sequence of abelian groups

\[
0 \longrightarrow \prod^1 \mathcal{T}(\Sigma Y_i, Z) \longrightarrow \mathcal{T}(\text{hocolim} Y_i, Z) \longrightarrow \text{lim}^1 \mathcal{T}(Y_i, Z) \longrightarrow 0,
\]

where \( \text{lim}^1 \) is the first derived functor of the inverse limit (see [37]). Invoking the assumption, one easily proves by induction on \( i \) that \( Y_i \in \perp Z \) for all \( i \geq 0 \). In particular \( \text{lim}^1 \mathcal{T}(Y_i, Z) = 0 \). Regarding the \( \text{lim}^1 \)-term, the assumption on the mapping cones of the \( f_i \) implies that

\[
\text{Hom}_\mathcal{T}(\Sigma f_i, Z) : \text{Hom}_\mathcal{T}(\Sigma Y_{i+1}, Z) \longrightarrow \text{Hom}_\mathcal{T}(\Sigma Y_i, Z)
\]

is surjective for each \( i \geq 0 \). Hence the corresponding inverse system of abelian groups satisfies the Mittag-Leffler condition and \( \text{lim}^1 \mathcal{T}(\Sigma Y_i, Z) \) vanishes by [27] Preliminaries, Proposition 13.2.2. The exact sequence above then implies the equality \( \mathcal{T}(\text{hocolim} Y_i, Z) = 0 \), as required. \( \square \)

**Proof of Theorem 3.7.** (i) If \( X \) is a summand in \( \text{hocolim} Y_i \) as in the statement of the theorem, then \( X \in \mathcal{A} \) by Lemma 3.9. It remains to prove the converse, that is, every \( X \in \mathcal{A} \) must be of this form.

To this end, we start as in the proof of [1] Theorem 4.3. We put \( X_0 = X \) and inductively construct triangles

\[
S_i \xrightarrow{g_i} X_i \xrightarrow{h_i} X_{i+1} \longrightarrow \Sigma S_i
\]
so that the maps \( g_i \) are right Add \( S \)-approximations. If we denote by \( u_i \) the composition \( h_{i-1} \cdots h_1 h_o: X \to X_i \), Proposition \([41, \S 5.3]\) allows us to construct a diagram

\[
\begin{array}{ccccccc}
0 & \longrightarrow & \Sigma Y_1 & \overset{\Sigma f_1}{\longrightarrow} & \Sigma Y_2 & \overset{\Sigma f_2}{\longrightarrow} & \Sigma Y_3 & \overset{\Sigma f_3}{\longrightarrow} & \cdots \\
& & \uparrow & & \uparrow & & \uparrow & & \\
X_0 & \overset{h_0}{\longrightarrow} & X_1 & \overset{h_1}{\longrightarrow} & X_2 & \overset{h_2}{\longrightarrow} & X_3 & \overset{h_3}{\longrightarrow} & \cdots \\
1 & \uparrow & w_1 & \uparrow & w_2 & \uparrow & w_3 & \uparrow & \\
X & \longrightarrow & X & \longrightarrow & X & \longrightarrow & X & \longrightarrow & \cdots \\
0 & \uparrow & w_1 & \uparrow & w_2 & \uparrow & w_3 & \uparrow & \\
0 & \overset{f_1}{\longrightarrow} & Y_1 & \overset{f_2}{\longrightarrow} & Y_2 & \overset{f_3}{\longrightarrow} & Y_3 & \overset{f_4}{\longrightarrow} & \cdots
\end{array}
\] (5)

such that all columns are triangles, all upper squares are homotopy cartesian and there is a triangle of the form

\[
\text{hocolim } Y_i \overset{\text{hocolim } w_i}{\longrightarrow} X \overset{\text{hocolim } u_i}{\longrightarrow} \text{hocolim } X_i \longrightarrow \Sigma \text{hocolim } Y_i.
\]

A version of the octahedral axiom \([55, \text{Lemma } 1.4.4]\) yields triangles of the form

\[
\Sigma^{-1} S_i \longrightarrow Y_i \overset{f_i}{\longrightarrow} Y_{i+1} \longrightarrow S_i,
\]

so that the bottom row of diagram (5) is a direct system as from the statement of our theorem. By the same argument as in the proof of \([6, \text{Proposition } 4.5]\) we get \( \text{hocolim } X_i \in \mathcal{B} \). Hence if \( X \in \mathcal{A} \), then \( \text{hocolim } w_i \) is a split epimorphism and so \( X \) has the required form.

(ii) The argument is a variation of the proof of \([55, \text{Lemma } 2.3]\), while the presentation is mostly taken from \([11, \S 5.3]\) and \([22, \text{Proposition } 2.2.4]\).

Clearly \( \text{ext } S \subseteq \mathcal{A} \cap \mathcal{T}^c \), so suppose conversely that \( X \in \mathcal{A} \cap \mathcal{T}^c \). Consider again the morphism \( X \to \text{hocolim } X_i \) coming from diagram (5). Using the compactness of \( X \) and the same argument as in \([55, \text{Lemma } 2.2]\), we infer that there exists \( i < \omega \) so that

\[
u_i: X \longrightarrow X_i
\]

vanishes. From the construction of \( u_i \) and the octahedral axiom, the object \( C_i \) in the triangle

\[
\begin{array}{ccc}
C_i & \overset{v}{\longrightarrow} & X \\
& & \overset{u_i}{\rightarrow} \\
& & X_i \\
& & \Sigma C_i
\end{array}
\]

is easily seen to belong to \( (\text{Add } S)^{\ast i} \). Since \( u_i = 0 \), the map \( v \) is a split epimorphism and \( X \) is a summand of \( C_i \in (\text{Add } S)^{\ast i} \).

It suffices to prove that \( X \) is also a summand of an object in \( (\text{Add } S)^{\ast i} \), as the latter is clearly a subclass of \( \text{ext } S \). To this end consider a split monomorphism \( s: X \to C_i \). Since \( C_i \in (\text{Add } S)^{\ast i} \), there exists a triangle

\[
\begin{array}{ccc}
C_{i-1} & \longrightarrow & C_i \\
& & \overset{q_i}{\rightarrow} \\
& & S_i' \\
& & \Sigma C_{i-1}
\end{array}
\]

with \( C_{i-1} \in (\text{Add } S)^{(i-1)} \) and \( S_i' \in \text{Add } S \). As \( X \) is compact, the composition \( q_i s: X \to S_i' \) factors through an object \( S''_i \in \text{add } S \) and we obtain a morphism of triangles

\[
\begin{array}{ccc}
Z_{i-1} & \longrightarrow & X \\
& & \downarrow \\
& & S''_i \\
& & \longrightarrow \\
& & \Sigma Z_{i-1}
\end{array}
\]

\[
\begin{array}{ccc}
C_{i-1} & \longrightarrow & C_i \\
& & \overset{q_i}{\rightarrow} \\
& & S_i' \\
& & \longrightarrow \\
& & \Sigma C_{i-1}
\end{array}
\]

Clearly both \( S''_i \) and \( Z_{i-1} \) are compact again. Repeating the process with the morphism \( s_{i-1}: Z_{i-1} \to C_{i-1} \) and further inductively, we obtain a commutative
diagram

\[
\begin{array}{cccccccccc}
Z_0 & \longrightarrow & Z_1 & \longrightarrow & \cdots & \longrightarrow & Z_{i-1} & \longrightarrow & X \\
\downarrow & s_1 & \downarrow & s_{n-1} & \downarrow & s & \downarrow \\
0 & \longrightarrow & C_1 & \longrightarrow & \cdots & \longrightarrow & C_{i-1} & \longrightarrow & C_n \\
\end{array}
\]

with the cone of each of the upper maps belonging to \(\text{add } S\). If we consider the outer commutative square

\[
\begin{array}{cccccccccc}
Z_0 & \longrightarrow & X \\
\downarrow & s & \downarrow \\
0 & \longrightarrow & C_i \\
\end{array}
\]

we get that \(sw = 0\). But \(s\) is a split monomorphism, so that \(w = 0\). Hence the last map in the triangle

\[
\Sigma^{-1}C' \longrightarrow Z_0 \longrightarrow X \longrightarrow C'
\]

is a split monomorphism and by the construction and the octahedral axiom we have \(C' \in (\text{add } S)^{*}\).

3.2. Adjacent Hom-orthogonal pairs. An interesting phenomenon noticed by Bondarko [17] and Pauksztello [57, 58] is that \(t\)-structures and co-\(t\)-structures sometimes come in adjacent pairs, which can be viewed as an “unstable” version of recollements (or torsion torsion-free triples in the language of [11]). In fact, it is easy to define this notion even generally for Hom-orthogonal pairs:

Definition 3.10. Let \(T\) be a triangulated category and \((X, Y)\) and \((A, B)\) be two Hom-orthogonal pairs in \(T\). Then \((X, Y)\) is left adjacent to \((A, B)\) and \((A, B)\) is right adjacent to \((X, Y)\) if \(Y = A\).

We shall prove that for a compactly generated algebraic triangulated category a compactly generated Hom-orthogonal pair always admits a complete right adjacent Hom-orthogonal pair. Thus our result addresses [17, Remark 4.5.3]; compare also to [17, Theorem 4.5.2], [57, Theorem 3.2] and [58, Proposition 12]. Another point of view at the result, in the algebraic case, can be as a generalization of the fact that a compactly generated triangulated localization induces a recollement; see [48, §5.6]. The downside of the abstract approach here is that computing the (co)hearts as in [17, 57] if the Hom-orthogonal pairs correspond to general (co-)\(t\)-structures becomes rather difficult. We shall not address this problem here, however, but rather proceed to classification results in later sections.

Theorem 3.11. Let \(T\) be a compactly generated algebraic triangulated category and \((X, Y)\) be a Hom-orthogonal pair generated by a set of compact objects (hence complete by Proposition 3.3). Then there exists a complete Hom-orthogonal pair \((Y, Z)\).

Proof. Under our assumptions, \(T\) is triangle equivalent to \(DA\) for a small dg category \(A\); see Proposition 2.14. Now we will need the description of \(DA\) from Proposition 2.13 and Remark 2.15. Recall that the category \(CA\) is essentially a module category by Lemma 2.12 and admits a cotorsion pair \((C, W)\), where \(C\) is the class of cofibrant objects in the sense of Definition 2.14 and \(W\) is the class of dg modules with zero cohomology. This cotorsion pair is generated by a set, so that it is functorially complete by Proposition 1.13 and \(C\) is deconstructible by Proposition 1.12(i). Moreover, \(C\) with the exact structure induced from \(CA\) is a Frobenius exact category satisfying Hypothesis 1.8 and the inclusion functor \(C \rightarrow CA\) preserves \(\lambda\)-sequences of inflations and their compositions; see Remark 2.13 and Lemma 1.11(i). Finally, \(T\) is triangle equivalent to the stable category \(C\).
Next we turn our attention to compact objects in \( \mathcal{T} \). Put \( S = \{ A^n | A \in \mathcal{A} \text{ and } n \in \mathbb{Z} \} \), where \( A^n \) are the “free” dg modules in the sense of [11 §1.2]. By [21] Theorem 5.3, an object \( S \in \mathcal{C} \) is compact if and only if \( S \) is a summand in \( \mathcal{C} \mathcal{A} \) of an object of the form \( S' \oplus P \), where \( P \) is projective in \( \mathcal{C} \mathcal{A} \) and \( S' \in \mathcal{C} \mathcal{A} \) admits a finite \( S \)-filtration. Keller [11 §2.2] also showed that there is a short exact sequence in \( \mathcal{C} \mathcal{A} \) of the form
\[
0 \longrightarrow S'[-1] \longrightarrow \text{Ext}_1^{\mathcal{C} \mathcal{A}}(S',-) \longrightarrow S' \longrightarrow 0
\]
where \( S'[-1] \) is the graded shift of \( S' \) and \( \text{Ext}_1^{\mathcal{C} \mathcal{A}}(S',-) \) is a left adjoint to the forgetful functor \( \mathcal{F}: \mathcal{C} \mathcal{A} \to \text{Ab} \). Observe that \( \text{Ext}_1^{\mathcal{C} \mathcal{A}}(S',-) \) is necessarily compact and projective in \( \mathcal{C} \mathcal{A} \) (see the proof of Lemma 3.4). Hence, \( S' \) has a projective resolution in \( \mathcal{C} \mathcal{A} \) of the form
\[
\cdots \longrightarrow P_2 \longrightarrow P_1 \longrightarrow P_0 \longrightarrow S' \longrightarrow 0
\]
with all \( P_i \) compact and projective. Consequently, both the functors \( \text{Ext}_i^{\mathcal{C} \mathcal{A}}(S',-) \) and \( \text{Ext}_i^{\mathcal{C} \mathcal{A}}(-,S) \) preserve direct limits and pure subobjects. Here we call a subobject \( M \) of \( N \) pure if the inclusion \( M \subseteq N \) is a direct limit of split monomorphisms.

Now suppose that \( (\mathcal{X}, \mathcal{Y}) \) is a Hom-orthogonal pair in \( \mathcal{C} \) which is generated by a set \( \mathcal{S} \) of compact objects. Since \( \mathcal{C} \) and \( \mathcal{C} \mathcal{A} \) have the same objects, we can view \( \mathcal{X} \) and \( \mathcal{Y} \) as full subcategories of \( \mathcal{C} \), and Lemma 3.4 implies that \( (\Sigma \mathcal{X}, \mathcal{Y}) \) is the cotorsion pair in \( \mathcal{C} \) generated by \( \Sigma \mathcal{S} \).

Observe that Proposition 1.13(ii) implies that there is a cotorsion pair \( (\Sigma \mathcal{X}, \mathcal{Y}') \) in \( \mathcal{C} \mathcal{A} \). Indeed, the description of the left hand classes of the cotorsion pairs generated by \( \Sigma \mathcal{S} \) in \( \mathcal{C} \) and \( \mathcal{C} \mathcal{A} \) coincides. Then clearly \( \mathcal{Y} = \mathcal{Y}' \cap \mathcal{C} \mathcal{A} \) and, by the discussion above, \( \mathcal{Y}' \) is closed under direct limits and pure subobjects in \( \mathcal{C} \mathcal{A} \). Since \( \mathcal{C} \mathcal{A} \) is up to equivalence a module category over a small preadditive category, the same argument as for [24] Lemma 3.2.7 applies and allows us to deduce that \( \mathcal{Y}' \) is deconstructible in \( \mathcal{C} \mathcal{A} \). Since we know that \( \mathcal{C} \) is also deconstructible in \( \mathcal{C} \mathcal{A} \), so is \( \mathcal{Y} = \mathcal{Y}' \cap \mathcal{C} \) by Proposition 1.12(ii). Hence \( \mathcal{Y} \) is also deconstructible in \( \mathcal{C} \) by Lemma 1.11(ii).

Let us summarize: We know that \( \mathcal{Y} = \text{Filt-}\mathcal{U} \) for a set of objects in \( \mathcal{C} \), and \( \mathcal{Y} \) certainly contains all injectives, hence projectives, and is closed under summands. Proposition 1.13 then tells us that the cotorsion pair in \( \mathcal{C} \) generated by \( \mathcal{U} \) is of the form \( (\mathcal{Y}', \mathcal{Z}') \) and it is complete. Thus, we obtain a complete Hom-orthogonal pair \( (\mathcal{Y}', \mathcal{Z}) \), where \( \mathcal{Z} = \Sigma \mathcal{Z}' \), simply by invoking Lemma 3.3. \( \square \)

Knowing that compactly generated Hom-orthogonal pairs always admit right adjacent Hom-orthogonal pairs, one can ask when the converse is true.

**Question 3.12** (Unstable telescope conjecture). *For which compactly generated triangulated categories \( \mathcal{T} \) is it true that a Hom-orthogonal pair \( (\mathcal{X}, \mathcal{Y}) \) admits a right adjacent pair if and only if it is compactly generated?*

If we restrict only to stable Hom-orthogonal pairs, that is those for which \( \Sigma \mathcal{X} = \mathcal{X} \), this problem is known as the telescope conjecture. The question arose in topology [18 Conjecture 3.4], [59 Conjecture 1.33] and was reformulated to a form very close to our question in [35 Definition 3.3.2].

There certainly are algebraic triangulated categories which do not have the property asked for in Question 3.12 see [32]. However, at least the stable version is known to be true for \( \mathcal{T} = \mathcal{D}(\text{Mod-R}) \) if \( R \) is commutative noetherian [51] or right hereditary [49], but very little seems to be known without the restrictive assumption \( \Sigma \mathcal{X} = \mathcal{X} \). A hint that the answer to Question 3.12 may be positive in the commutative noetherian case is given by the classification of cotilting classes in [3], a relation of which to Hom-orthogonal pairs is discussed more in detail in [1].
4. Classifying compactly generated $t$-structures and co-$t$-structures

After defining the necessary concepts, we will show in this section that there is often no difference between the problems of classifying compactly generated $t$-structures and classifying compactly generated co-$t$-structures. As $t$-structures are more classical, several results regarding the former problem are available in the literature. We will work out this approach for the derived category $\mathcal{T} = \mathcal{D}(\text{Mod-}R)$ of a commutative noetherian ring, obtaining a classification of all compactly generated co-$t$-structures in terms of so-called filtrations by supports [2].

4.1. Compactly generated $t$-structures and co-$t$-structures. Let us recall the concepts of a (compactly generated) $t$-structure [9] and a co-$t$-structure [17, 53, 57] on a triangulated category.

**Definition 4.1.** Let $\mathcal{T}$ be a triangulated category. A pair of subcategories of $\mathcal{T}$, $(\mathcal{X}, \mathcal{Y})$ is called a $t$-structure on $\mathcal{T}$ if it satisfies the following properties:

(T0) $\mathcal{X}$ and $\mathcal{Y}$ are closed under direct summands;
(T1) $\Sigma \mathcal{X} \subseteq \mathcal{X}$, and $\Sigma^{-1} \mathcal{Y} \subseteq \mathcal{Y}$;
(T2) $\text{Hom}_{\mathcal{T}}(\mathcal{X}, \Sigma^{-1} \mathcal{Y}) = 0$;
(T3) For any object $Z$ of $\mathcal{T}$ there is a distinguished triangle

$$X \rightarrow Z \rightarrow \Sigma^{-1} Y \rightarrow \Sigma X$$

with $X \in \mathcal{X}$ and $Y \in \mathcal{Y}$.

We call a $t$-structure compactly generated if there is a set $\mathcal{S}$ of compact objects of $\mathcal{T}$ such that $\mathcal{Y} = \mathcal{S}^\perp$.

**Definition 4.2.** Let $\mathcal{T}$ be a triangulated category. A pair of subcategories of $\mathcal{T}$, $(\mathcal{A}, \mathcal{B})$ is called a co-$t$-structure on $\mathcal{T}$ if it satisfies the following properties:

(C0) $\mathcal{A}$ and $\mathcal{B}$ are closed under direct summands;
(C1) $\Sigma^{-1} \mathcal{A} \subseteq \mathcal{A}$, and $\Sigma \mathcal{B} \subseteq \mathcal{B}$;
(C2) $\text{Hom}_{\mathcal{T}}(\Sigma^{-1} \mathcal{A}, \mathcal{B}) = 0$;
(C3) For any object $Z$ of $\mathcal{T}$ there is a distinguished triangle

$$\Sigma^{-1} A \rightarrow Z \rightarrow B \rightarrow A$$

with $A \in \mathcal{A}$ and $B \in \mathcal{B}$.

We call a co-$t$-structure compactly generated if there is a set $\mathcal{S}$ of compact objects of $\mathcal{T}$ such that $\mathcal{B} = \mathcal{S}^\perp$.

**Remark 4.3.** Note that $(\mathcal{X}, \mathcal{Y})$ is a $t$-structure if and only if $\Sigma \mathcal{X} \subseteq \mathcal{X}$ and $(\Sigma \mathcal{X}, \mathcal{Y})$ is complete Hom-orthogonal pair. Similarly, $(\mathcal{A}, \mathcal{B})$ is a co-$t$-structure if and only if $\Sigma^{-1} \mathcal{A} \subseteq \mathcal{A}$ and $(\Sigma^{-1} \mathcal{A}, \mathcal{B})$ is a complete Hom-orthogonal pair. The axioms as stated above are not in a minimal form. It is well known that the triangle in (T3) is unique up to a canonical isomorphism, which makes condition (T0) superfluous. It is also straightforward to check that only one inclusion in each of (T1) and (C1) is necessary. The relation between compactly generated Hom-orthogonal pairs (Definition 3.1) and compactly generated (co-)t-structures is obvious.

It also turns useful for us to introduce terminology from [44] which captures obvious closure properties of $\mathcal{A}, \mathcal{B}, \mathcal{X}, \mathcal{Y}$ as above:

**Definition 4.4.** Let $\mathcal{T}$ be a triangulated category. We call a class $\mathcal{U}$ of objects of $\mathcal{T}$ a left preaisle if $\mathcal{U}$ is closed under extensions, direct summands and $\Sigma \mathcal{U} \subseteq \mathcal{U}$. The class $\mathcal{U}$ is said to be a right preaisle if $\mathcal{U}$ is closed under extensions, direct summands and $\Sigma^{-1}\mathcal{U} \subseteq \mathcal{U}$.

Now we obtain the following as an easy consequence of our previous results.
Theorem 4.5. Let \( T = \mathbb{D}(e) \), where \( \mathbb{D} \) is a stable derivator such that \( \mathbb{D}(I) \) has small coproducts for each small category \( I \).

(i) There is a bijective correspondence between compactly generated \( t \)-structures \( (X, Y) \) on \( T \) and left preaisles \( U \subseteq T^c \) of the full subcategory of compact objects, given by

\[
(X, Y) \mapsto X \cap T^c, \quad U \mapsto (\perp(U^\perp), \Sigma U^\perp).
\]

(ii) There is a bijective correspondence between compactly generated co-\( t \)-structures \( (A, B) \) on \( T \) and right preaisles \( U \subseteq T^c \), given by

\[
(A, B) \mapsto A \cap T^c, \quad U \mapsto (\perp(U^\perp), \Sigma^{-1} U^\perp).
\]

Proof. This is an easy consequence of Corollary 3.8. \( \square \)

Suppose now we would like to classify compactly generated co-\( t \)-structures on given \( T \). If we are lucky, we can find a nice enough triangulated category \( T' \) with small coproducts such that \((T')^c \) is triangle equivalent to \((T^c)^{op} \). If it happens that we can classify compactly generated \( t \)-structures on \( T' \), we are done. At least the first step, picking a candidate for \( T' \), is usually very easy. In the sequel, we are going to focus on one particular setting, where the situation is so favorable in that \( T^c \) is self-dual and so we can even choose \( T = T' \).

4.2. The tensor triangulated case. Often, the triangulated structure comes along with a closed symmetric monoidal product—e.g. some version of tensor product in algebra or the smash product in topology. The following formalism taken from [6, 35] will suit our needs:

Definition 4.6. Let \( T \) be a triangulated category. Then \( (T, \otimes, 1) \) is tensor triangulated if \( \otimes \) is a closed symmetric monoidal product on \( T \) compatible with the triangulated structure in the sense of [35, Appendix A.2]. This in particular means that we have a functor

\[
\otimes: T \times T \rightarrow T
\]

together with natural isomorphisms \( X \otimes (Y \otimes Z) \cong (X \otimes Y) \otimes Z \), \( 1 \otimes X \cong X \cong X \otimes 1 \) and \( X \otimes Y \cong Y \otimes X \) satisfying certain coherence conditions. Moreover, \( - \otimes Y \) must admit a right adjoint \( R\text{Hom}(Y, -) \) for each \( Y \in T \), so that naturally

\[
T(X \otimes Y, Z) \cong T(X, R\text{Hom}(Y, Z)) \quad \text{for all } X, Y, Z \in T,
\]

and \(- \otimes -\) and \( R\text{Hom}(-, -)\) must be triangulated functors in both variables.

Given a tensor triangulated category \( T \), an object \( X \in T \) is called rigid (or strongly dualizable) if, for every \( Y \in T \) the natural map \( \nu: R\text{Hom}(X, 1) \otimes Y \rightarrow R\text{Hom}(X, Y) \), constructed for instance in [50, p. 120], is an isomorphism.

Finally, \( T \) is rigidly compactly generated if

(i) \( T \) is compactly generated in the sense of Definition 2.8

(ii) \( 1 \) is compact, and

(iii) every compact object is rigid.

Remark 4.7. One requires in [35, Definition A.2.1] that \( R\text{Hom}(-, Z) \) sends triangles to triangles only up to sign. This can be, however, easily fixed by changing the sign of the natural isomorphism \( R\text{Hom}(\Sigma(-), Z) \rightarrow \Sigma^{-1} R\text{Hom}(-, Z) \), which is a part of the data necessary to give a triangulated functor (see [50, Definition 2.1.1]).
Despite some technicality, there are many naturally occurring examples: the derived category of a commutative ring, the stable category of representations of a finite group $G$ over a field, or the homotopy category of spectra. We refer to [35, Example 1.2.3] or [36, Example 1.2]. We are mostly interested in the first item of the above list:

**Proposition 4.8.** Let $R$ be a commutative ring and denote $\mathcal{T} = D(\text{Mod-}R)$. Then $(\mathcal{T}, \otimes^L_R, R)$, where $- \otimes^L_R -$ is the usual derived tensor product, is tensor triangulated and rigidly compactly generated. The right adjoint to $- \otimes^L_R -$ is the usual right derived functor $R\text{Hom}_R(Y, -)$ of $\text{Hom}_R(Y, -)$.

**Proof.** This is well known, see also [38, Example 5.9]. □

As far as we are concerned, the following properties of rigidly compactly generated tensor triangulated categories are important.

**Lemma 4.9.** Let $(\mathcal{T}, \otimes, 1)$ be tensor triangulated and rigidly compactly generated. Then an object $X \in \mathcal{T}$ is rigid if and only if it is compact. Moreover, the functor $\text{RHom}(-, 1): \mathcal{T}^{\text{op}} \to \mathcal{T}$ is induces a triangle equivalence $(\mathcal{T}^\text{c})^{\text{op}} \to \mathcal{T}^\text{c}$.

**Proof.** The equivalence between rigidity and compactness has been proved in [35, Theorem 2.1.3]. If $X \in \mathcal{T}^\text{c}$, then $\text{RHom}(X, 1)$ is compact by [50, III.Proposition 1.2] and the natural morphism $\rho: X \to \text{RHom}(\text{RHom}(X, 1), 1)$ in $\mathcal{T}$, adjoint to the adjunction counit $\varepsilon: X \otimes \text{RHom}(X, 1) \to 1$, is an isomorphism by [50, Proposition III.1.3(i)]. Hence the restriction of $\text{RHom}(-, 1)$ to compact objects induces a category equivalence $(\mathcal{T}^\text{c})^{\text{op}} \to \mathcal{T}^\text{c}$. □

Now we are able to adapt Theorem [4.5] to the tensor triangulated situation.

**Theorem 4.10.** Let $(\mathcal{T}, \otimes, 1)$ be tensor triangulated rigidly compactly generated and suppose that $\mathcal{T} = D(e)$ for a stable derivator $D$ such that $D(I)$ has small coproducts for each $I$. Then there are bijective correspondences between

(i) left preaisles $\mathcal{U} \subseteq \mathcal{T}^\text{c}$,
(ii) compactly generated $t$-structures $(\mathcal{X}, \mathcal{Y})$ on $\mathcal{T}$,
(iii) compactly generated co-$t$-structures $(\mathcal{A}, \mathcal{B})$ on $\mathcal{T}$.

**Proof.** The bijection between (i) and (ii) is the same as in Theorem [4.5(i)]. Given a full subcategory $\mathcal{U} \subseteq \mathcal{T}^\text{c}$, we denote by $\mathcal{U}^\ast$ the full subcategory given by

$\mathcal{U}^\ast = \{ X | X \cong \text{RHom}(Y, 1) \text{ for some } Y \in \mathcal{U} \}$.

Clearly, the assignment $\mathcal{U} \mapsto \mathcal{U}^\ast$ induces an equivalence between left and right preaisles in $\mathcal{T}^\text{c}$. Composing this with the bijection from Theorem [4.5(ii)], we get the bijection between left preaisles in $\mathcal{T}^\text{c}$ and compactly generates co-$t$-structures on $\mathcal{T}$ given by

$\mathcal{U} \mapsto (\Sigma^{-1}(\mathcal{U}^\ast)^\perp, \Sigma^{-1}(\mathcal{U}^\ast)^\perp)$. □

4.3. **Classification for commutative noetherian rings.** Now we aim to one of the main results which motivated this paper—the classification of compactly generated co-$t$-structures on $D(\text{Mod-}R)$ for $R$ commutative noetherian. Our strategy is simple—we use the classification of compactly generated $t$-structures from [2] and use Theorem [4.10]. We start with a definition.

**Definition 4.11.** Let $R$ be a commutative ring. Then a filtration of $\text{Spec}(R)$ by supports is a decreasing map

$\Phi: \mathbb{Z} \to 2^{\text{Spec}(R)}$

such that $\Phi(i)$ is a specialization closed subset of $\text{Spec}(R)$ for each $i \in \mathbb{Z}$. Here we call a subset $X \subseteq \text{Spec}(R)$ specialization closed if $p \in X$ implies $q \in X$ for any $q \in \text{Spec}(R)$ such that $p \subseteq q$. 
Theorem 4.15. It is a rather easy corollary of previous results.
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Proposition 4.12.

Notation 4.13. For every \( p \in \text{Spec}(R) \), we fix a minimal generating set \( p = (x_1^p, \ldots, x_n^p) \) and denote by \( K_p \) the Koszul complex

\[
K_p = \bigotimes_{i=1}^{n_p} (\cdots \longrightarrow 0 \longrightarrow R \xrightarrow{x_i^p} R \longrightarrow 0 \longrightarrow \cdots),
\]

where the cochain complexes in the tensor product are concentrated in degrees \(-1\) and 0.

We also denote by \((D^{\leq 0}, D^{\geq 0})\) the canonical \( t \)-structure on \( D(\text{Mod}-R) \) and write as customary \( D^{\leq n} \) and \( D^{\geq n} \) for \( \Sigma^{-n}D^{\leq 0} \) and \( \Sigma^{-n}D^{\geq 0} \), respectively.

Having adopted this notation, note that \( K_p \in D^{\leq 0} \) and \( H^0(K_p) \cong R/p \). Now we have the following description of compactly generated \( t \)-structures on \( D(\text{Mod}-R) \).

Proposition 4.14. Let \( R \) be a commutative noetherian ring and \( \Phi: \mathbb{Z} \rightarrow 2^{\text{Spec}(R)} \) be a filtration by supports. Then the compactly generated \( t \)-structure \((\mathcal{X}, \mathcal{Y})\) corresponding to \( \Phi \) as in Proposition 4.12 is generated by the set of compact objects

\[
\mathcal{S}_\Phi = \{ \Sigma^{-i}K_p \mid i \in \mathbb{Z} \text{ and } p \in \Phi(i) \}.
\]

in the sense that \( \mathcal{Y} = \Sigma\mathcal{S}_\Phi^+ \). In particular we have the equality

\[
\mathcal{Y} = \{ Y \in D(\text{Mod}-R) \mid \mathcal{R}\text{Hom}_R(\Sigma^{-i}K_p, Y) \in D^{\geq 0} \text{ for all } i \in \mathbb{Z} \text{ and } p \in \Phi(i) \}.
\]

Proof. The set \( \mathcal{S} \) generates \((\mathcal{X}, \mathcal{Y})\) by [2] Corollary 3.9]. In fact, the term “generates” is defined in differently in [2] §1.1, but the two ways of generating a \( t \)-structure coincide by Theorem 4.7.

Using the standard isomorphisms

\[
D(\text{Mod}-R)(\Sigma^{-i+1}K_p, Y) \cong H^{-i} (\mathcal{R}\text{Hom}_R(\Sigma^{-i}K_p, Y)),
\]

one easily computes that

\[
\mathcal{Y} = \{ Y \mid D(\text{Mod}-R)(\Sigma^{-i+1}K_p, Y) = 0 \text{ for all } i \in \mathbb{Z} \text{ and } p \in \Phi(i) \}
\]

\[
= \{ Y \mid D(\text{Mod}-R)(\Sigma^{-i+1}K_p, Y) = 0 \text{ for all } i \in \mathbb{Z}, j \geq 1 \text{ and } p \in \Phi(i) \}
\]

\[
= \{ Y \mid \mathcal{R}\text{Hom}_R(\Sigma^{-i}K_p, Y) \in D^{\geq 0} \text{ for all } i \in \mathbb{Z} \text{ and } p \in \Phi(i) \}. \quad \Box
\]

We are in a position to prove our main classification result here. At this point, it is a rather easy corollary of previous results.

Theorem 4.15. Let \( R \) be a commutative noetherian ring. Then there is a bijection between

(i) filtrations \( \Phi: \mathbb{Z} \rightarrow 2^{\text{Spec}(R)} \) by supports, and

(ii) compactly generated co-\( t \)-structures \((\mathcal{A}, \mathcal{B})\) on \( D(\text{Mod}-R) \),

which is given by the assignment \( \Phi \mapsto (A_\Phi, B_\Phi) \), where

\[
B_\Phi = \{ B \in D(\text{Mod}-R) \mid \Sigma^{-i}K_p \otimes_R B \in D^{\leq 0} \text{ for all } i \in \mathbb{Z} \text{ and } p \in \Phi(i) \}.
\]
Proof. The existence of a bijection follows from Theorem 4.11 and Proposition 4.12. In order to understand the bijection, fix a filtration \( \Phi \) and consider the set \( S_{\Phi} \subseteq D(\text{Mod-}R)^c \) as in Proposition 4.14. Inspecting the proof of Theorem 4.10, the bijective correspondence is given by assigning to \( \Phi \) the co-\( t \)-structure

\[
(\mathcal{A}_\Phi, \mathcal{B}_\Phi) = (\Sigma^{-1}(S_{\Phi}^+), \Sigma^{-1}(S_{\Phi}^+)).
\]

If we denote \( R\text{Hom}_R(X, R) \) by \( X^* \) for brevity, a very similar computation as in the proof of Proposition 4.14 yields

\[
\mathcal{B}_\Phi = \{ B \mid D(\text{Mod-}R) (\Sigma^{-i}K^*_p, B) = 0 \text{ for all } i \in \mathbb{Z}, j \geq 1 \text{ and } p \in \Phi(i) \} = \{ B \mid R\text{Hom}_R(\Sigma^iK^*_p, B) \in D^{\leq 0} \text{ for all } i \in \mathbb{Z} \text{ and } p \in \Phi(i) \} = \{ B \mid \Sigma^{-i}K^*_p \otimes^L B \in D^{\leq 0} \text{ for all } i \in \mathbb{Z} \text{ and } p \in \Phi(i) \}.
\]

The last isomorphism follows from the fact that \( \Sigma K^*_p \) is compact, hence rigid by Lemma 4.9. \( \square \)

5. Perfect co-\( t \)-structures in the commutative Noetherian case

In various situations where co-\( t \)-structures have been studied, the emphasis has been put on co-\( t \)-structures on small triangulated categories, see for instance [17, 38]. As we have a classification of compactly generated co-\( t \)-structures on \( D(\text{Mod-}R) \), it is not very difficult at this point to classify co-\( t \)-structures on the skeletally small triangulated subcategory \( D(\text{Mod-}R)^c \) of compact objects. We recall that compact objects of \( D(\text{Mod-}R) \) are called perfect complexes and they are characterized by the property that they are quasi-isomorphic to a bounded complex of finitely generated projective modules [47, §6.5].

In fact, at least in principle this is an instance of a general approach. A well-known fact in the theory of algebraic triangulated categories says that a small algebraic triangulated category with splitting idempotents is always triangle equivalent to \( T^c \), where \( T \) is a compactly generated algebraic triangulated category (consult [17, Theorem 7.5(2)]). If we know what compactly generated co-\( t \)-structures on \( T \) look like, we can identify the co-\( t \)-structures on \( T^c \) as follows.

Lemma 5.1. Let \( T = D(e) \), where \( D \) is a stable derivator such that \( D(I) \) has small coproducts for each \( I \). There is a bijection between

(i) Co-\( t \)-structures \( (A_0, B_0) \) in \( T^c \);

(ii) Compactly generated co-\( t \)-structures \( (A, B) \) in \( T \) such that each \( X \in T^c \) admits an approximation triangle (as in Definition 4.3(C3))

\[
\Sigma^{-1}A \rightarrow X \rightarrow B \rightarrow A
\]

such that \( A, B \in T^c \).

The bijection is given by the assignments

\[
(A_0, B_0) \mapsto (\Sigma^{-1}A^+_0, \Sigma^{-1}A^+_0)
\]

\[
(A, B) \mapsto (A \cap T^c, B \cap T^c).
\]

Proof. Clearly, if \((A, B)\) is a co-\( t \)-structure in \( T \) as in (ii), then the restriction to \( T^c \) yields a co-\( t \)-structure.

Suppose on the other hand that \((A_0, B_0)\) is a co-\( t \)-structure in \( T^c \). Then \((A, B)\) constructed from \((A_0, B_0)\) as above is a compactly generated co-\( t \)-structure on \( T \) and \( A_0 = A \cap T^c \) by Theorem 5.7. Clearly also \( B_0 \subseteq B \). It follows that the assumption from (ii) is satisfied since an approximation triangle of \( X \in T^c \) with respect to \((A_0, B_0)\) is automatically an approximation triangle with respect to \((A, B)\). \( \square \)
Thus, our task reduces to determining which compactly generated co-t-structures satisfy Lemma 5.1(ii). To this end, we first establish two lemmas. In the first one, Lemma 5.2.

**Lemma 5.2.** Let \( \mathcal{R} \) be a commutative noetherian ring and \( \mathcal{F} : \mathbb{Z} \to 2^{\text{Spec}(\mathcal{R})} \) be a filtration by supports. If \( (\mathcal{A}_\mathcal{F}, \mathcal{B}_\mathcal{F}) \) is the corresponding compactly generated co-t-structure as in Theorem 4.15, then for any \( p \in \text{Spec}(\mathcal{R}) \):

\[
p \notin \Phi(i) \implies \Sigma^{i-1}E(R/p) \in \mathcal{B}_\mathcal{F}.
\]

**Proof.** Suppose that \( p \notin \Phi(i) \) and consider any \( j \in \mathbb{Z} \) and \( q \in \Phi(j) \). In view of Theorem 4.15 we must prove that \( \Sigma^{-j}K_q \otimes_R \Sigma^{i-1}E(R/p) \in D^{\leq 0} \). This is trivial for \( j < i \) since both \( K_q \) and \( E(R/p) \) belong to \( D^{\leq 0} \) and

\[
\Sigma^{-j}K_q \otimes_R \Sigma^{i-1}E(R/p) = \Sigma^{i-j-1}K_q \otimes_R E(R/p) \in D^{\leq 0}.
\]

Let us focus on the case \( j \geq i \). Then \( p \notin \Phi(j) \) and, since \( \Phi(j) \) is specialization closed, one of the generators \( x_1^q, \ldots, x_n^q \) of \( q \) does not belong to \( p \). This generator, say \( x_i^q \), acts as an isomorphism on \( E(R/p) \), so that \( K_q \otimes_R E(R/p) \) is a contractible complex. In other words,

\[
\Sigma^{-j}K_q \otimes_R \Sigma^{i-1}E(R/p) = 0 \in D^{\leq 0}
\]
in this case. \( \square \)

The other lemma is related to connected components of \( \text{Spec}(\mathcal{R}) \). Recall that a commutative noetherian ring is called connected if the Zariski spectrum \( \text{Spec}(\mathcal{R}) \) is a connected topological space. This is equivalent to saying that \( \mathcal{R} \) has no idempotent elements except for 0 and 1; see [22, Exercise 2.25].

**Lemma 5.3.** Suppose that \( \mathcal{R} \) is a commutative noetherian ring and \( \text{Spec}(\mathcal{R}) \) can be written as a finite disjoint union \( \text{Spec}(\mathcal{R}) = V_1 \cup \cdots \cup V_n \), where \( V_i \) are specialization closed. Then all the \( V_i \) are Zariski closed and they are unions of connected components of \( \text{Spec}(\mathcal{R}) \).

**Proof.** Denote by \( P_0 \) the set of minimal prime ideals of \( \mathcal{R} \)—this is a finite set by [22, Theorem 3.1(a)]. Denoting by \( V(X) \) the Zariski closure of \( X \subseteq \text{Spec}(\mathcal{R}) \), we clearly have the inclusions

\[
V(P_0 \cap V_i) \subseteq V_i.
\]

On the other hand, we have \( \bigcup_{i=1}^n V(P_0 \cap V_i) = V(P_0) = \text{Spec}(\mathcal{R}) \) by [22, Corollary 10.3]. It follows that \( V_i = V(P_0 \cap V_i) \) is Zariski closed for each \( i \). \( \square \)

Before describing the classification of co-t-structures in the category of perfect complexes for \( \mathcal{R} \) commutative noetherian, we introduce some notation for the co-t-structures which are certainly known to exist.

**Notation 5.4.** Let \( \mathcal{R} \) be a ring, \( n \) be an integer, and put \( \mathcal{T} = D(\text{Mod-}\mathcal{R}) \). Then there is a co-t-structure \( (\mathcal{K}^{\geq n}, \mathcal{K}^{\leq n}) \) on \( \mathcal{T}^c \), where \( \mathcal{K}^{\geq n} \) and \( \mathcal{K}^{\leq n} \) are the classes of perfect complexes which are isomorphic in \( \mathcal{T} \) to bounded complexes of finitely generated projective modules concentrated in degrees \( \geq n \) and \( \leq n \), respectively. The approximation triangles for these co-t-structures come from brutal truncations of complexes, see [17, §1.1].

Now we can settle the classification of co-t-structures in the homotopy category of perfect complexes over a commutative noetherian ring. It turns out that these categories are very rigid it that there are no other co-t-structures except for those from Notation 5.4 and their obvious modifications if \( \text{Spec}(\mathcal{R}) \) is disconnected.

**Theorem 5.5.** Let \( \mathcal{R} \) be a commutative noetherian ring and \( \mathcal{T} = D(\text{Mod-}\mathcal{R}) \). Then there is a bijection between...
Corollary 5.6. Let \( R \) be a connected commutative noetherian ring and \( T = D(\text{Mod-}R) \). Then the co-t-structures on \( T^c \) are precisely

(i) the trivial ones: \((T^c, 0), (0, T^c)\);

(ii) (de)suspensions of the canonical one: \((\mathcal{K}^\geq n, \mathcal{K}^\leq n), n \in \mathbb{Z}\).

Proof of Theorem 5.5. Let \( \Phi: \mathbb{Z} \to 2^{\text{Spec}(R)} \) be a filtration by supports and \((\mathcal{A}_\Phi, \mathcal{B}_\Phi)\) the corresponding compactly generated co-t-structure from Theorem 4.15. Our task in view of Lemma 5.1 is to prove that compact objects have compact approximations if and only if each \( \Phi(i) \) is a union of connected components of \( \text{Spec}(R) \).

For the ‘if’ part, we can write \( R \) uniquely as a ring product \( R_1 \times \cdots \times R_n \) so that each \( R_i \) is connected. Denoting \( T_i = D(\text{Mod-}R_i) \), we get a canonical triangle equivalence

\[
T^c \cong (T_1)^c \times \cdots \times (T_n)^c.
\]

Identifying the \((T_i)^c\) with full subcategories of \( T^c \), consider the classes \( A_i = \mathcal{A}_\Phi \cap T_i^c \) and \( B_i = \mathcal{B}_\Phi \cap T_i^c \). Given our assumption on \( \Phi \), it is a matter of an easy direct computation that \( A_i \) is one of \( 0, (T_i)^c \) or \( \mathcal{K}_i^\leq n \) for \( n \in \mathbb{Z} \) (here we use the obvious modification of Notation 5.4). In any case, \((A_i, B_i)\) is a co-t-structure on \((T_i)^c\) and consequently \((\mathcal{A}_\Phi \cap T^c, \mathcal{B}_\Phi \cap T^c)\) is a co-t-structure in \( T^c \). This also explains Corollary 5.6.

Suppose on the other hand that \((\mathcal{A}_\Phi, \mathcal{B}_\Phi)\) satisfies the condition of Lemma 5.1(ii). We must prove that \( \Phi(i) \) is a union of connected components of \( \text{Spec}(R) \) for any fixed \( i \in \mathbb{Z} \). To this end, consider an approximation triangle

\[
\Sigma^{-1} A \to \Sigma^{-1} R \xrightarrow{j} B \to A
\]

with \( A \in \mathcal{A}_\Phi \cap T^c \) and \( B \in \mathcal{B}_\Phi \cap T^c \).

We claim that \( \text{Supp} H^{i-1}(B) = \text{Spec}(R) \setminus \Phi(i) \), where \( \text{Supp} \) is the usual support of an \( R \)-module, \([22\text{ p. 67}]\). To see that, suppose first that \( p \not\in \Phi(i) \). Then the obvious morphism

\[
\Sigma^{i-1} R \to \Sigma^{i-1} R/p \to \Sigma^{i-1} E(R/p)
\]

factors through \( f \) by Lemma 5.2. Passing to the \((1-i)\)-th cohomologies, we have a non-zero composition \( R \to H^{1-i}(B) \to E(R/p) \), showing that \( p \in \text{Supp} H^{1-i}(B) \).

Conversely, we must show that \( H^{1-i}(B)_p = 0 \) for each \( p \in \Phi(i) \). We shall prove even more: \( H^j(B)_p = 0 \) for each \( j \geq 1 - i \). By way of contradiction suppose that there is \( p \in \Phi(i) \) and \( j \geq 1 - i \) such that \( H^j(B)_p \cong H^j(B'_p) \neq 0 \), where \( B'_p = B \otimes_R R_p \). Note that \( B'_p \) is a perfect complex over \( R_p \) and also, using the description of \( \mathcal{B}_\Phi \) from Theorem 4.15 that \( B'_p \in \mathcal{B}_\Phi \). Hence we can assume that \( j \) is maximal possible for given \( p \) and that \( B'_p \) is a bounded complex of finitely generated projective \( R_p \)-modules concentrated in degrees \( \leq j \). Since \( p \in \Phi(i) \), we have

\[
\Sigma^{-i} K_p \otimes^L_R B'_p \in D^{\leq 0}.
\]

An easy computation using the fact that \( K_p \) is concentrated in degrees \( \leq 0 \) and \( B'_p \) in degrees \( \leq j \) gives

\[
0 = H^j(K_p \otimes^L_R B'_p) = H^0(K_p) \otimes_R H^j(B'_p) \approx R/p \otimes_R H^j(B'_p) \approx H^j(B'/p) \neq 0
\]

As \( H^j(B'_p) \) is a finitely generated \( R_p \)-module, the Nakayama lemma implies \( H^j(B'_p) \cong H^j(B) \) and \( H^j(B)_p = 0 \), in contradiction to our choice of \( p \) and \( j \). This finishes the proof of the claim.
What we obtained is an expression of Spec(\(R\)) as the disjoint union
\[
\text{Spec}(R) = \Phi(i) \cup \text{Supp} H^{1-i}(B),
\]
where both \(\Phi(i)\) and \(\text{Supp} H^{1-i}(B)\) are specialization closed (see [23, Corollary 2.7] for \(\text{Supp} H^{1-i}(B)\)). Thus, \(\Phi(i)\) is a union of components of \(\text{Spec}(R)\) by Lemma 5.3.

We conclude with two corollaries. For simplicity, we state both of them only for connected commutative noetherian rings. Their generalizations to non-connected rings are obvious.

The first one allows us to classify silting objects in \(\mathbf{D} (\text{Mod}-R)\). The concept has been introduced in [44] and studied in detail in [11] recently. Recall from [11, Definition 4.1] that an object \(S \in \mathcal{T}\), where \(\mathcal{T}\) is a triangulated category with small coproducts, is called silting if \(\mathcal{T}(S, \Sigma^i S) = 0\) for all \(i > 0\) and \(\mathcal{S} = \{S[i] \mid i \in \mathbb{Z}\}\) is a set of compact generators of \(\mathcal{T}\) in the sense of Definition 2.8. As an easy consequence of results in [17] [53] we obtain:

**Corollary 5.7.** Let \(R\) be connected commutative noetherian ring. Then \(S \in \mathbf{D} (\text{Mod}-R)\) is silting if and only if \(S \cong \Sigma^n P\) for some \(n \in \mathbb{Z}\) and a projective generator \(P \in \text{mod}-R\).

**Proof.** Clearly all objects of the form \(\Sigma^n P\) are silting (even tilting in the sense of [20]). Conversely suppose that \(S\) is silting. Then [17, Theorem 4.3.2] or [53, Theorem 5.5] implies that add \(S = A_0 \cap B_0\) for some co-t-structure on \((A_0, B_0)\) on \(\mathbf{D} (\text{Mod}-R)^c\). The conclusion follows from the classification in Corollary 5.6.

The second one says that non-trivial adjacent pairs of t-structures and co-t-structures in \(\mathbf{D} (\text{Mod}-R)^c\) exist only under rather restrictive conditions. This is in fact closely related to the connections between silting objects and t-structures studied in [11] [52] [44]. We refer to [23] [52] for missing definitions from commutative algebra.

**Corollary 5.8.** Let \(R\) be a connected commutative noetherian ring of finite Krull dimension, let \(\mathcal{T} = \mathbf{D} (\text{Mod}-R)\) and let \((A_0, B_0)\) be a non-trivial co-t-structure on \(\mathcal{T}^c\) (i.e. \(A_0 \neq 0 \neq B_0\)). Then \((A_0, B_0)\) admits a left adjacent t-structure if and only if it admits a right adjacent t-structure if and only if \(R\) is regular.

**Proof.** We have \((A_0, B_0) = (K^{\leq n}, K^{\leq n})\) for some \(n \in \mathbb{Z}\) by Corollary 5.6. Hence the right adjacent t-structure, if it exists, must be \((K^{\leq n}, D^{\geq n} \cap \mathcal{T}^c)\). It is straightforward to show that this indeed is a t-structure if and only if every finitely generated module \(M \in \text{mod}-R\) has finite projective dimension.

It is a standard fact that the latter happens if and only if \(R\) is regular. Namely, if \(\text{proj.dim}_R R/p < \infty\) for each \(p \in \text{Spec}(R)\), then also \(\text{proj.dim}_R k(p) < \infty\), where \(k(p)\) is the residue field of \(R_p\). Thus \(R_p\) is regular for each \(p\) by the proof [22, Theorem 19.12], and \(R\) is regular by definition [52, p. 157].

If on the other hand \(R\) is regular, denote by \(d\) the Krull dimension of \(R\). The global dimension of each localization \(R_p\) is then bounded by \(d\); see [22, 19.9 and 18.2]. Since localization at \(p\) is exact and projectivity of a finitely generated module is a local property by [22, Theorem 19.2], it follows that the projective dimension of each \(M \in \text{mod}-R\) is bounded by \(d\).

The result for left adjacent t-structures follows since \(\mathcal{T}^c\) is self-dual by Lemma 4.1.
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