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1. Preliminaries

Integral Calculus is a mathematical area with so many ramifications and applications, that the sole intention of enumerating them makes the task practically impossible. Suffice it to say that the simple procedure of calculating the area of an elementary figure is a simple case of this topic. If we refer only to the case of integral inequalities present in the literature, there are different types of these, which involve certain properties of the functions involved, from generalizations of the known Mean Value Theorem of classical Integral Calculus, to varied inequalities in norm.

In particular, we will deal with real integral operators defined on \( \mathbb{R} \).

It is known that from the XVIIth century the study of problems dealing with derivatives and integrals of fractional order began. The first works that are registered deal with this subject from a theoretical point of view, however over time, until today, its applicability is undeniable. Important mathematicians, such as Euler, Laplace, Fourier, Abel, Liouville and Riemann, worked on this topic (see [1]).

Fractional derivative and fractional integral are generalizations of those always present in the ordinary calculation, considering derivatives of real or complex arbitrary order and a general form for multiple integrals. The principle used to find models for fractional derivatives has been to define, first, a fractional integral. Applicability in areas such as physics, engineering, biology, has managed to establish its usefulness and many important results have appeared in the literature. New definitions of differential and integral fractional operators have emerged in recent decades, and around this many researchers wonder what type of operator to choose from a possible problem considered. An attractive characteristic of this field is that there are numerous fractional operators, and this permits researchers to...
choose the most appropriate operator for the sake of modeling the problem under investigation. In [2]
a fairly complete classification of these fractional operators is presented, with abundant information,
on the other hand, in the work [3] some reasons are presented why new operators linked to applications
and developments theorists appear every day. These operators had been developed by numerous
mathematicians with a barely specific formulation, for instance, the Riemann–Liouville (RL), the Weyl,
Erdelyi–Kober, Hadamard integrals and the Liouville and Katugampola fractional operators and many
authors have introduced new fractional operators generated from general classical local derivatives.

In addition, Section 1 of [4] presents a history of differential operators, both local and global,
from Newton to Caputo and presents a definition of local derivative with new parameter, providing
a large number of applications, with a difference qualitative between both types of operators, local and
global. Most importantly, Section 1.4 (p. 24), dealing with limitations and strength of local and
fractional derivatives, concludes: “We can therefore conclude that both the Riemann–Liouville and
Caputo operators are not derivatives, and then they are not fractional derivatives, but fractional
operators. We agree with the result that, the local fractional operator is not a fractional derivative”.
As we said before, they are new tools that have demonstrated their usefulness and potential in the
modelling of different processes and phenomena.

In the literature many different types of fractional operators have been proposed, here we show that
various of that different notions of derivatives can be considered particular cases of our definition and,
even more relevant, that it is possible to establish a direct relationship between global (classical) and local
derivatives, the latter not very accepted by the mathematical community, under two arguments: their
local character and compliance with the Leibniz Rule. However, in the works [5–9], various results
related to the existence and uniqueness of solutions of fractional differential equations and integral
equations of the Volterra and Volterra–Fredholm type are investigated, within the framework of classical
fractional derivatives, that is, using global operators, although they are important results because their
applicability, they are not related to the operators used in our work that are of local type.

To facilitate the understanding of the scope of our definition, we present the best known
definitions of integral operators and their corresponding differential operators (for more details
you can consult [10]). Without many difficulties, we can extend these definitions, for any higher order.

We assume that the reader is familiar with the classic definition of the Riemann Integral, so we
will not present it.

One of the first operators that can be called fractional is that of Riemann–Liouville fractional
derivatives of order \( \alpha \in \mathbb{C}, \text{Re}(\alpha) \geq 0 \), defined by (see [11]).

**Definition 1.** Let \( f \in L^1((a,b);\mathbb{R}) \), \((a,b) \in \mathbb{R}^2, a < b \). The right and left side Riemann–Liouville fractional
integrals of order \( \alpha > 0 \) are defined by

\[
\text{RL} J^\alpha_{a^+} f(t) = \frac{1}{\Gamma(\alpha)} \int_a^t (t-s)^{\alpha-1} f(s) \, ds, \quad t > a \tag{1}
\]

and

\[
\text{RL} J^\alpha_{b-} f(t) = \frac{1}{\Gamma(\alpha)} \int_t^b (s-t)^{\alpha-1} f(s) \, ds, \quad t < b. \tag{2}
\]

and their corresponding differential operators are given by

\[
D^\alpha_{a^+} f(t) = \frac{d}{dt} \left( \text{RL} J^{1-\alpha}_{a^+} f(t) \right) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dt} \int_a^t \frac{f(s)}{(t-s)^\alpha} \, ds
\]

\[
D^\alpha_{b-} f(t) = -\frac{d}{dt} \left( \text{RL} J^{1-\alpha}_{b-} f(t) \right) = -\frac{1}{\Gamma(1-\alpha)} \frac{d}{dt} \int_t^b \frac{f(s)}{(s-t)^\alpha} \, ds
\]

Other definitions of fractional operators are as follows.
Define 2. Let \( f \in L^1((a,b); \mathbb{R}) \), \((a,b) \in \mathbb{R}^2, a < b \). The right and left Hadamard fractional integrals of order \( \alpha \) with \( \text{Re}(\alpha) > 0 \) are defined by

\[
H^\alpha_a f(t) = \frac{1}{\Gamma(\alpha)} \int_a^t \left( \log \frac{t}{s} \right)^{\alpha-1} \frac{f(s)}{s} ds, \quad a < t < b, \tag{3}
\]

and

\[
H^\alpha_b f(t) = \frac{1}{\Gamma(\alpha)} \int_t^b \left( \log \frac{t}{s} \right)^{\alpha-1} \frac{f(s)}{s} ds, \quad a < t < b. \tag{4}
\]

Hadamard differential operators are given by the following expressions.

\[
\left( ^H D^\alpha_a f \right)(t) = \frac{d}{dt} \left( H^\alpha_a f(t) \right) = -\frac{\Gamma(\alpha+1)}{B(\alpha,1-\alpha)} \int_a^t \left( \log \frac{t}{s} \right)^{-\alpha-1} \frac{f(s)}{s} ds, \quad a < t < b
\]

\[
\left( ^H D^\alpha_b f \right)(t) = -\frac{d}{dt} \left( H^\alpha_b f(t) \right) = -\frac{\Gamma(\alpha+1)}{B(\alpha,1-\alpha)} \int_t^b \left( \log \frac{t}{s} \right)^{-\alpha-1} \frac{f(s)}{s} ds, \quad a < t < b
\]

In [12], the author introduced new fractional integral operators, called the Katugampola fractional integrals, in the following way:

Define 3. Let \( 0 < a < b < +\infty \), \( f : [a,b] \to \mathbb{R} \) is an integrable function, and \( \alpha \in (0,1) \) and \( \rho > 0 \) two fixed real numbers. The right and left Katugampola fractional integrals of order \( \alpha \) are defined by

\[
K^\alpha_a f(t) = \frac{\rho^{1-\alpha}}{\Gamma(\alpha)} \int_a^t \left( \frac{s}{t^\rho - s^\rho} \right)^1 \frac{f(s)}{s} ds, \quad a < t \tag{5}
\]

and

\[
K^\alpha_b f(t) = \frac{\rho^{1-\alpha}}{\Gamma(\alpha)} \int_t^b \left( \frac{s}{t^\rho - s^\rho} \right)^1 \frac{f(s)}{s} ds, \quad t < b. \tag{6}
\]

In [13], it appeared a generalization to the Riemann–Liouville and Hadamard fractional derivatives, called the Katugampola fractional derivatives:

\[
\left( D^\alpha_a f \right)(t) = \frac{\rho^\alpha}{\Gamma(1-\alpha)} \frac{d}{dt} \int_a^t \left( \frac{s}{t^\rho - s^\rho} \right)^{1-\alpha} f(s) ds, \quad a < t, \tag{7}
\]

\[
\left( D^\alpha_b f \right)(t) = \frac{\rho^\alpha}{\Gamma(1-\alpha)} \frac{d}{dt} \int_t^b \left( \frac{s}{t^\rho - s^\rho} \right)^{1-\alpha} f(s) ds, \quad t < b. \tag{8}
\]

The relation between these two fractional operators is the following:

\[
\left( D^\alpha_a f \right)(t) = t^{1-\alpha} \frac{d}{dt} K^\alpha_a f(t), \left( D^\alpha_b f \right)(t) = -t^{1-\alpha} \frac{d}{dt} K^\alpha_b f(t). \tag{9}
\]

There are other definitions of integral operators in the global case, but they can be slight modifications of the previous ones, some include non-singular kernel and others incorporate different terms. In the local case, there are different types of operators, but their definition is much more obvious in the case of our definition.

In our work we are interested in presenting a generalization of these integral operators and applying to different known inequalities.

2. A New Fractional Integral Operator

In [14] a generalized fractional derivative was defined in the following way.
Definition 4. Given a function \( f : [0, +\infty) \to \mathbb{R} \). Then the \( N \)-derivative of \( f \) of order \( \alpha \) is defined by
\[
N^\alpha f(t) = \lim_{\epsilon \to 0} \frac{f(t + \epsilon F(t, \alpha)) - f(t)}{\epsilon}
\]
for all \( t > 0 \), \( \alpha \in (0, 1) \) being \( F(\alpha, t) \) is some function.

Remark 1. Here we will use some cases of \( F \) defined in function of \( E_{\alpha, \beta}(.) \) the classic definition of Mittag-Leffler function with \( \text{Re}(\alpha), \text{Re}(\beta) > 0 \). In addition, we consider \( E_{\alpha, \beta}(.) \) is the \( k \)-th term of \( E_{\alpha, \beta}(.) \).

If \( f \) is \( \alpha \)-differentiable in some \( (0, \alpha) \), and \( \lim_{t \to 0} N^\alpha f(t) \) exists, then define \( N^\alpha f(0) = \lim_{t \to 0^+} N^\alpha f(t) \), note that if \( f \) is differentiable, then \( N^\alpha f(t) = F(t, \alpha) f'(t) \) where \( f'(t) \) is the ordinary derivative.

The classic Mittag-Leffler function plays an active role in fractional calculus, and is defined by
\[
E_\alpha(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(1 + \alpha k)}, \quad \alpha \in \mathbb{C}, \quad \text{Re}(\alpha) > 0, \quad z \in \mathbb{C},
\]
where \( \Gamma \) is the well known Gamma function. The original function \( E_{\alpha,1}(z) = E_\alpha(z) \) was defined and studied by Mittag-Leffler in the year 1903, that is, a uniparameter function, see [15,16]. It is a direct generalization of the exponential function. Wiman proposed and studied a generalization of the role of Mittag-Leffler, who will call the Mittag–Leffler function with two parameters \( E_{\alpha, \beta}(z) \), (see [17]).

Agarwal in 1953 [18] and Humbert and Agarwal in 1953 [19], also made contributions to the final formalization of this function, see also [20]. In 1971, Prabhakar in [21] introduced the function \( E_{\alpha, \beta} \) in the form of
\[
E^\gamma_{\alpha, \beta}(z) = \sum_{k=0}^{\infty} \frac{(\gamma)_k}{\Gamma(ak + \beta)} \frac{z^k}{k!}, \quad \alpha, \beta, \gamma \in \mathbb{C}; \quad \text{Re}(\alpha), \text{Re}(\beta), \text{Re}(\gamma) > 0, \quad z \in \mathbb{C},
\]
where \( (\gamma)_k \) is the Pochhammer symbol (see [22]).

Gorenflo et al. (see [11,23]) and Kilbas and Saigo (see [24,25]) investigated several properties and applications of the original Mittag-Leffler function and its generalizations.

Assigning some particular values to the parameter \( \alpha \), one obtains some interesting cases of Mittag-Leffler function \( E_\alpha(z) \):

1. \( E_0(z) = \frac{1}{1-z}, \quad |z| < 1 \)
2. \( E_1(z) = e^z \)
3. \( E_1(iz) = e^{iz} \)
4. \( E_2(z) = \cosh(\sqrt{z}), \quad z \in \mathbb{C} \)
5. \( E_2(-z^2) = \cos z, \quad z \in \mathbb{C} \)
6. \( E_3(z) = \frac{1}{2} \left[ e^{\frac{3}{2}z} + 2e^{-\frac{1}{2}z^2} \cos \left( \frac{\sqrt{3}}{2}z \right) \right] \)
7. \( E_4(z) = \frac{1}{2} \left[ \cos(z^\frac{1}{2}) + \cosh(z^\frac{1}{2}) \right] \)

Taking into consideration the Mittag–Leffler function of two parameters \( E_{\alpha, \beta} \), we have the following examples:

(I) \( F(t, \alpha) \equiv 1 \), in this case we have the ordinary derivative.

(II) \( F(t, \alpha) = E_{1,1}(t^{-\alpha}) \). In this case we obtain, from Definition 4, the non conformable derivative \( N^\alpha f(t) \) defined in [26] (see also [27]).

(III) \( F(t, \alpha) = E_{1,1}(1 - \alpha^t) = e^{(\alpha-1)/t} \), this kernel satisfies that \( F(t, \alpha) \to 1 \) as \( \alpha \to 1 \), a conformable derivative used in [28].

(IV) \( F(t, \alpha) = E_{1,1}(t^{1-\alpha}) = t^{1-\alpha} \), with this kernel we have \( F(t, \alpha) \to 0 \) as \( \alpha \to 1 \) (see [29]), a conformable derivative.
\( F(t, \alpha) = E_{1,1}(t^{-\alpha})_1 = t^\alpha \), with this kernel we have \( F(t, \alpha) \to t \) as \( \alpha \to 1 \) (see [30]). It is clear that since it is a non-conformable derivative, the results will differ from those obtained previously, which enhances the study of these cases.

(VI) \( F(t, \alpha) = E_{1,1}(t^{-\alpha})_1 = t^{-\alpha} \), with this kernel we have \( F(t, \alpha) \to t^{-1} \) as \( \alpha \to 1 \). This is the derivative \( N^\alpha_x \) studied in [14]. As in the previous case, the results obtained have not been reported in the literature.

Now, we give the definition of a general fractional integral. Throughout the work we will consider that the integral operator kernel \( T \) defined below is an absolutely continuous function.

**Definition 5.** Let \( I \) be an interval \( I \subseteq \mathbb{R}, a, t \in I \) and \( a \in \mathbb{R} \). The integral operator \( J^a_{T,a+} \), right and left, is defined for every locally integrable function \( f \) on \( I \) as

\[
J^a_{T,a+}(f)(t) = \int_a^t \frac{f(s)}{T(t - s, \alpha)} ds, \quad t > a.
\]

\[
J^a_{T,a-}(f)(t) = \int_t^b \frac{f(s)}{T(s - t, \alpha)} ds, \quad b > t.
\]

**Remark 2.** Sometimes, the kernel of the integral operator may not be the same as the derivative operator, from the theoretical point of view it does not affect it; in fact what it does is complicate expressions and some elementary properties.

**Remark 3.** It is easy to see that the case of the \( J^a_{\alpha+} \) operator defined above contains, as particular cases, the integral operators obtained from conformable and non-conformable local derivatives. However, we will see that it goes much further by containing the cases listed at the beginning of the work. We have

1. If \( F(t, \alpha) = t^{1-\alpha}, \quad T(t, \alpha) = \Gamma(\alpha)F(t - s, \alpha), \) from Equation (8) we have the right side Riemann–Liouville fractional integrals \((R^{a+}_\alpha f)(t)\), similarly from Equation (9) we obtain the left derivative of Riemann–Liouville. Then its corresponding right differential operator is

\[
(\mathcal{R}J^a_{\alpha+} f)(t) = \frac{d}{dt}(R^{1-a}_{\alpha+} f)(t),
\]

analogously we obtain the left.

2. With \( F(t, \alpha) = t^{1-a}, \quad T(t-s, \alpha) = \Gamma(\alpha)F(\log(t) - \log(s), \alpha)t \), we obtain the right Hadamard integral from Equation (8), the left Hadamard integral is obtained similarly from Equation (9). The right derivative is

\[
(\mathcal{H}J^a_{\alpha+} f)(t) = \frac{d}{dt}(H^{1-a}_{\alpha+} f)(t),
\]

in a similar way we can obtain the left.

3. The right Katugampola integral is obtained from Equation (8) making

\[
F(t, \alpha) = t^{1-\alpha}, \quad e(t) = t^\alpha, \quad T(t, \alpha) = \frac{\Gamma(\alpha)}{F(\rho, \alpha)} \frac{F(e(t) - e(s), \alpha)}{e'(s)},
\]

analogously for the left fractional integral. In this case, the right derivative is

\[
(KJ^a_{\alpha+} f)(t) = t^{1-\rho} \frac{d}{dt} K^{1-a,\rho}_{\alpha+} f(t) = F(t, \rho) \frac{d}{dt} K^{1-a,\rho}_{\alpha+} f(t),
\]

and we can obtain the left derivative in the same way.

4. The solution of equation \((-\Delta)^{-\frac{\alpha}{2}} \phi(u) = -f(u)\) called Riesz potential, is given by the expression \( \phi = C^\alpha_n \int_{\mathbb{R}} \frac{f(v)}{|u-v|^{n-a}} dv \), where \( C^\alpha_n \) is a constant (see [31–33]). Obviously, this solution can be expressed in terms of the operator in Equation (8) very easily.
(5) Obviously, we can define the lateral derivative operators (right and left) in the case of our generalized derivative, for this it is sufficient to consider them from the corresponding integral operator. To do this, just make use of the fact that if $f$ is differentiable, then $N^\alpha_f(t) = F(t, a)f'(t)$ where $f'(t)$ is the ordinary derivative. For the right derivative we have
\[ N^\alpha_{f, a^+}(f)(t) = N^\alpha_f \left[ \int_{a^+}^t f(s) ds \right] F(x, a), \]
similarly to the left.

(6) It is clear then, that from our definition, new extensions and generalizations of known integral operators can be defined. For example, in [34] they presented the definition of the fractional integral of $f$ with respect to $g$ of the following way. Let $g : [a, b] \to \mathbb{R}$ be an increasing and positive monotone function on $(a, b]$ having a continuous derivative $g'(t)$ on $(a, b)$. The left-sided fractional integral of $f$ with respect to the function $g$ on $[a, b]$ of order $\alpha > 0$ is defined by
\[ I^\alpha_{g, a^+}(f)(t) = \frac{1}{\Gamma(\alpha)} \int_a^t \frac{g'(s)f(s)}{[g(t) - g(s)]^{1-\alpha}} ds, \quad t > a, \] (10)
similarly, the right lateral derivative is defined as well
\[ I^\alpha_{g, b^+}(f)(t) = \frac{1}{\Gamma(\alpha)} \int_t^b \frac{g'(s)f(s)}{[g(s) - g(t)]^{1-\alpha}} ds, \quad t < b. \] (11)

It will be very easy for the reader to build the kernel $T$ in this case.

(7) A $k$-analogue of the above definition is defined in [35] (also see [36]), under the same assumptions on function $g$
\[ I^\alpha_{g, a^+}(f)(t) = \frac{1}{\Gamma(\alpha)} \int_a^t \frac{g'(s)f(s)}{[g(t) - g(s)]^{1-\alpha}} ds, \quad t > a, \] (12)
similarly, the right lateral derivative is defined as well
\[ I^\alpha_{g, b^+}(f)(t) = \frac{1}{\Gamma(\alpha)} \int_t^b \frac{g'(s)f(s)}{[g(s) - g(t)]^{1-\alpha}} ds, \quad t < b. \] (13)

The corresponding differential operator is also very easy to obtain.

(8) We can define the function space $L^p_a[a, b]$ as the set of functions over $[a, b]$ such that $(\int_{a^+}^b |f(t)|^p dt) < +\infty$.

**Proposition 1.** Let $I$ be an interval $I \subseteq \mathbb{R}$, $a \in I$, $0 < \alpha \leq 1$ and $f$ an $\alpha$-differentiable function on $I$ such that $f'$ is a locally integrable function on $I$. Then, we have for all $t \in I$
\[ I^\alpha_{F, a^+}(N^\alpha_F(f))(t) = f(t) - f(a). \]

**Proof.** Since $f'$ is a locally integrable function on $I$, from [27] we have
\[ I^\alpha_{F, a^+}(N^\alpha_F(f))(t) = \int_a^t \frac{N^\alpha_F(f)(s)}{F(s, a)} ds = \int_a^t f'(s) ds = f(t) - f(a), \]
which is the desired result. \qed

**Proposition 2.** Let $I$ be an interval $I \subseteq \mathbb{R}$, $a \in I$ and $\alpha \in (0, 1]$.
\[ N^\alpha_F(I^\alpha_{F, a^+}(f))(t) = f(t), \]
for every continuous function $f$ on $I$ and $a, t \in I$. 
Theorem 1. Let $I$ be an interval $I \subseteq \mathbb{R}$, $a, b \in I$ and $\alpha \in \mathbb{R}$. Suppose that $f, g$ are locally integrable functions on $I$, and $k_1, k_2 \in \mathbb{R}$. Then we have

1. $J_{F, \alpha}^a (k_1 f + k_2 g) (t) = k_1 J_{F, \alpha}^a + f (t) + k_2 J_{F, \alpha}^a + g (t)$,
2. if $f \geq g$, then $J_{F, \alpha}^a + f (t) \geq J_{F, \alpha}^a + g (t)$ for every $t \in I$ with $t \geq a$,
3. $J_{F, \alpha}^a + f (t) \leq J_{F, \alpha}^a + |f| (t)$ for every $t \in I$ with $t \geq a$,
4. $\int_a^b \frac{f(s)}{F(s, \alpha)} ds = J_{F, \alpha}^a + f (t) - J_{F, \alpha}^b - f (t) = J_{F, \alpha}^b + f (t) (b)$ for every $t \in I$.

Proof. (1). Let us note that

\[
J_{F, \alpha}^a (k_1 f + k_2 g) (t) = \int_a^t \frac{(k_1 f + k_2 g)(s)}{F(s, \alpha)} ds = \int_a^t k_1 f(s) + k_2 g(s) \frac{ds}{F(s, \alpha)} = k_1 \int_a^t f(s) ds + k_2 \int_a^t \frac{g(s)}{F(s, \alpha)} ds = k_1 J_{F, \alpha}^a + f (t) + k_2 J_{F, \alpha}^a + g (t).
\]

(2) For all $t \in I$ and $f(t) \geq g(t)$, as $F(t, \alpha) > 0$ then,

\[
\frac{f(t)}{F(t, \alpha)} \geq \frac{g(t)}{F(t, \alpha)}
\]

\[
\int_a^t \frac{f(s)}{F(s, \alpha)} ds \geq \int_a^t \frac{g(s)}{F(s, \alpha)} ds
\]

\[
J_{F, \alpha}^a + f (t) \geq J_{F, \alpha}^a + g (t)
\]

(3) Additionally,

\[
|J_{F, \alpha}^a + f (t)| = \left| \int_a^t \frac{f(s)}{F(s, \alpha)} ds \right| \leq \int_a^t \left| \frac{f(s)}{F(s, \alpha)} \right| ds \leq J_{F, \alpha}^a + |f(t)|
\]
(4) Finally, for \( a \leq t \leq b \), we have
\[
\int_a^b \frac{f(s)}{F(s,a)} \, ds = \int_a^1 \frac{f(s)}{F(s,a)} \, ds + \int_1^b \frac{f(s)}{F(s,a)} \, ds
\]
\[
= \int_a^1 \frac{f(s)}{F(s,a)} \, ds - \int_1^b \frac{f(s)}{F(s,a)} \, ds
\]
\[
= f_{\alpha}^a f(t) - f_{\alpha}^b f(t)
\]

\[\Box\]

Let \( C^1[a, b] \) be the set of functions \( f \) with first ordinary derivative continuous on \([a, b] \), we consider the following norms on \( C^1[a, b] \):
\[
\|F\|_C = \max_{[a,b]} |f(t)|, \quad \|F\|_{C^1} = \left\{ \max_{[a,b]} |f(t)| + \max_{[a,b]} |f'(t)| \right\}
\]

The Propositions 1 and 2 were obtained under the case that the kernel of both operators coincide (as is the case with local operators), we will give some results in the event that this does not happen.

**Theorem 2.** For a function \( f \in C^1[a, b] \) and \( x \in [a, b] \), we have
\[
\left| N_{\alpha}^a f(t) \right| \leq K(a) \|F\|_C \max_{t \in [a,x]} |f(t)|.
\]
\[
(14)
\]
\[
\left| N_{\alpha}^b f(t) \right| \leq K(a) \|F\|_C \max_{t \in [x,b]} |f(t)|.
\]
\[
(15)
\]

**Remark 4.** The constant \( K(a) \) of the theorem can depend on other parameters, as in the case of the Katugampola operator, where \( \rho \) will appear.

**Proof.** It is easily obtained from the previous definitions. \[\Box\]

**Theorem 3.** The fractional derivatives \( N_{\alpha}^a f(t) \) and \( N_{\alpha}^b f(t) \) are bounded operators from \( C^1[a, b] \) to \( C[a, b] \) with
\[
\left| N_{\alpha}^a f(t) \right| \leq K \|F\|_C \|f\|_{C^1},
\]
\[
(16)
\]
\[
\left| N_{\alpha}^b f(t) \right| \leq K \|F\|_C \|f\|_{C^1},
\]
\[
(17)
\]
where the constant \( K \) may be dependent on the derivative frame considered.

**Proof.** Given \( x \in [a, b] \) and \( f \in C^1[a, b] \), using simple properties of norm and previous theorem, the result follows. \[\Box\]

**Remark 5.** From previous results we obtain that the derivatives \( N_{\alpha}^a f(t) \) and \( N_{\alpha}^b f(t) \) are well defined.

**Theorem 4.** Let \( \alpha, \beta \in (0, 1] \), \( f : [a, b] \to \mathbb{R} \) is a \( \alpha \)-differentiable function. Then we have
\[
N_{\alpha}^a (N_{\alpha}^\beta f(t)) = \frac{F(x, \alpha) F(x, \beta)}{T(x, \alpha) T(x, \beta)} f(x).
\]
\[
(18)
\]
Proof. \[ N_{F,\alpha+}(N_{F,\alpha+}^\beta f(t)) = N_{F,\alpha+} \left[ f(t,\beta) \frac{d}{dt} \int_0^t \frac{f(s)}{T(s,\beta)} ds \right] (x) = \]
\[ = N_{F,\alpha+} \left[ F(t,\beta) f(t) \right] (x) = F(x,\alpha) \frac{d}{dx} \int_0^x \frac{F(t,\alpha) f(t)}{T(t,\alpha)} dt = \]
\[ = F(x,\alpha) F(x,\beta) f(x) \cdot T(x,\alpha) \]
\[ \square \]

Corollary 1. Under assumptions of the previous Theorem, if \( \alpha \equiv \beta \) we obtain
\[ N_{F,\alpha+}^\alpha (N_{F,\alpha+}^\alpha f(t)) = \frac{F(x,\alpha)^2}{T(x,\alpha)} f(x). \] (19)

Theorem 5. (Integration by parts) Let \( f, g : [a, b] \to \mathbb{R} \) be differentiable functions and \( \alpha \in (0, 1) \). Then, the following property holds
\[ \int_a^b \left( (f) (N_{F,\alpha+}^\alpha g(t)) \right) = [f(t) g(t)]_a^b - \int_a^b (g) (N_{F,\alpha+}^\alpha f(t)). \] (20)

Theorem 6. If \( f : [a, b] \to \mathbb{R} \) is a continuous function and \( \alpha \in (0, 1) \) then, the following inequality is fulfilled
\[ |f_{F,\alpha+}^\alpha (f(t))| \leq |f_{F,\alpha+}^\alpha |f| (t). \] (21)

Proof.
\[ |f_{F,\alpha+}^\alpha (f(t))| = \left| \int_a^x \frac{f(t)}{F(t,\alpha)} dt \right| \leq \int_a^x \frac{|f(t)|}{|F(t,\alpha)|} dt = \int_a^x \frac{|f(t)|}{F(t,\alpha)} dt = f_{F,\alpha+}^\alpha |f| (t) \] (22)
\[ \square \]

Theorem 7. Let \( \alpha \in (0, 1) \) and \( f : [a, b] \to \mathbb{R} \) be a integrable function such that \( M = \sup_{[a,b]} |f(t)| \). Then, on \([a, b]\) we have
\[ |f_{F,\alpha+}^\alpha (f(t))| \leq \frac{M}{m} (b - a). \] (23)

Proof.
\[ |f_{F,\alpha+}^\alpha (f(t))| \leq \int_a^x \frac{|f(t)|}{F(t,\alpha)} dt \leq M \int_a^x \frac{1}{F(t,\alpha)} dt \leq \frac{M}{m} (b - a) \] where \( m = \inf_{[a,b]} |F(t,\alpha)| \) \[ \square \]

Theorem 8. Suppose that functions \( f \) and \( g \) satisfy the following assumptions on \([a, b]\):

1. \( f, g \) are integrable functions on \([a, b]\).
2. Let \( g \) be a non-negative (or non-positive) function on \([a, b]\).
3. Let \( m = \inf_{[a,b]} |f(t)| \) and \( M = \sup_{[a,b]} |f(t)| \).

Then, there exists a number \( x_0 \in [a, b] \) such that \( f(x_0) \in [m, M] \) and
\[ f_{F,\alpha+}^\alpha (f g)(t) = f(x_0) f_{F,\alpha+}^\alpha (g)(t) \] (24)

Theorem 9. Let \( a > 0 \) and \( f : [a, b] \to \mathbb{R} \) be a given function that satisfies:

i. \( f \) is continuous on \([a, b]\),
(iii) \( f \) is \( N \)-differentiable for some \( \alpha \in (0,1) \).

Then, we have that if \( N^\alpha f(t) \geq 0 \) (\( \leq 0 \)) then \( f \) is a non-decreasing (increasing) function.

Analogously we have the following result

**Theorem 10** (Racetrack Type Principle). Let \( a > 0 \) and \( f, g : [a, b] \to \mathbb{R} \) be given functions satisfying:

(i) \( f \) and \( g \) are continuous on \([a, b]\),
(ii) \( f \) and \( g \) are \( N \)-differentiable for some \( \alpha \in (0,1) \),
(iii) \( N^\alpha f(t) \geq N^\alpha g(t) \) for all \( t \in (a, b) \).

Then, we have that following:

(I) If \( f(a) = g(a) \), then \( f(t) \geq g(t) \) for all \( t \in (a, b) \).
(II) If \( f(b) = g(b) \), then \( f(t) \leq g(t) \) for all \( t \in (a, b) \).

**Proof.** Consider the auxiliary function \( h(t) = f(t) - g(t) \). Then \( h \) is continuous on \([a, b]\) and \( N \)-differentiable for some \( \alpha \in (0,1) \). From here we obtain that \( N^\alpha h(t) \geq 0 \) for all \( t \in (a, b) \), so by Theorem 9 \( h \) is a non-increasing function. Hence, for any \( t \in [a, b] \) we have that \( h(a) \leq h(t) \) and since \( h(a) = f(a) - g(a) = 0 \) by assumption, the result follows. In a similar way the second part is proved. This concludes the proof. \( \square \)

We will discuss the occurrence of local maxima and local minima of a function. In fact, these points are crucial to many questions related to application problems.

**Definition 6.** A function \( f \) is said to have a local maximum at \( c \) iff there exists an interval \( I \) around \( c \) such that \( f(x) \geq f(c) \) for all \( x \in I \). Analogously, \( f \) is said to have a local minimum at \( c \) iff there exists an interval \( I \) around \( c \) such that \( f(x) \leq f(c) \) for all \( x \in I \). A local extremum is a local maximum or a local minimum.

**Remark 6.** As in the classic Calculus, if the function \( f \) is \( N \)-differentiable at a point \( c \) where it reaches an extreme, then \( N^\alpha f(c) = 0 \).

**Theorem 11** (Rolle’s Theorem). Let \( a > 0 \), \( f : [a, b] \to \mathbb{R} \) be a given function that satisfies

(i) \( f \in C [a, b] \)
(ii) \( f \) is \( N \)-differentiable on \((a, b)\) for some \( \alpha \in [0,1] \)
(iii) \( f(a) = f(b) \)

Then, there exists \( c \in (a, b) \) such that \( N^\alpha f(c) = 0 \).

**Proof.** We prove this using contradiction. From assumptions, since \( f \) is continuous in \([a, b]\), and \( f(a) = f(b) \), there is \( c \in (a, b) \), at least one, which is a point of local extreme. By other hand, how \( f \) is \( N \)-differentiable in \((a, b)\) for some \( \alpha \) we have

\[
N^\alpha f(c) = \lim_{h \to 0^+} \frac{f(c + hF(t,a)) - f(c)}{h} = N^\alpha f(c+) = \lim_{h \to 0^+} \frac{f(c + hF(t,a)) - f(c)}{h}
\]

\[
N^\alpha f(c) = \lim_{h \to 0^-} \frac{f(c + hF(t,a)) - f(c)}{h} = N^\alpha f(c-) = \lim_{h \to 0^-} \frac{f(c + hF(t,a)) - f(c)}{h}
\]

but \( N^\alpha f(c+) \) and \( N^\alpha f(c-) \) have opposite signs. Hence \( N^\alpha f(c) = 0 \). If \( N^\alpha f(c+) \) and \( N^\alpha f(c-) \) they have the same sign then as \( f(a) = f(b) \), we have that \( f \) is constant and the result is trivially followed. This concludes the proof. \( \square \)

**Theorem 12** (Mean Value Theorem). Let \( a > 0 \), and \( f : [a, b] \to \mathbb{R} \) be a function that satisfies
(i) $f$ is continuous in $[a,b]$

(ii) $f$ is $\alpha$-differentiable on $(a,b)$, for some $\alpha \in (0,1]$

Then, exists $c \in (a,b)$ such that

$$N^\alpha f(c) = \left[ \frac{f(b) - f(a)}{b - a} \right] F(c,\alpha).$$

**Proof.** Consider the function

$$g(t) = f(t) - f(a) - \left[ \frac{f(b) - f(a)}{b - a} \right] (t - a).$$

The auxiliary function $g$ satisfies all the conditions of Theorem 11 and, therefore, exists $c$ in $(a,b)$ such that $N^\alpha g(c) = 0$. Then, we have

$$N^\alpha g(t) = N^\alpha (f(t) - f(a)) - \frac{f(b) - f(a)}{b - a} N^\alpha (t - a)$$

and from here it follows that

$$N^\alpha g(c) = N^\alpha f(c) - \frac{f(b) - f(a)}{b - a} F(c,\alpha) = 0$$

from where

$$N^\alpha[f(c)] = \frac{f(b) - f(a)}{b - a} F(c,\alpha).$$

This concludes the proof.

**Theorem 13.** Let $a > 0$ and $f : [a,b] \to \mathbb{R}$ be a given function that satisfies:

(i) $f$ is continuous on $[a,b]$,

(ii) $f$ is $\alpha$-differentiable for some $\alpha \in (0,1]$.

If $N^\alpha f(t) = 0$ for all $t \in (a,b)$, then $f$ is a constant on $[a,b]$.

**Proof.** It is sufficient to apply the Theorem 12 to the function $f$ over any non-degenerate interval contained in $[a,b]$. □

As a consequence of the previous theorem we have

**Corollary 2.** Let $a > 0$ and $F, G : [a,b] \to \mathbb{R}$ be functions such that for all $\alpha \in (0,1)$, $N^\alpha F(t) = N^\alpha G(t)$ for all $t \in (a,b)$. Then there exists a constant $C$ such that $F(t) = G(t) + C$.

Along the same lines of classic calculus, one can use the previous results to prove the following result.

**Theorem 14.** Let $f : [a,b] \to \mathbb{R}$ be $\alpha$-differentiable for some $\alpha \in (0,1)$. If

(i) $N^\alpha f(t)$ bounded on $[a,b]$ where $a > 0$, then $f$ is uniformly continuous on $[a,b]$ and hence $f$ is bounded.

(ii) $N^\alpha f(t)$ bounded on $[a,b]$ and continuous at $a$ where $a > 0$, then $f$ is uniformly continuous on $[a,b]$ and hence $f$ is bounded.

**Theorem 15** (Extended Mean Value Theorem). Let $\alpha \in (0,1]$ and $a > 0$. If $f, g : [a,b] \to \mathbb{R}$ they are functions that satisfy

(i) $f, g$ are continuous in $[a,b]$. 


(iii) \( f, g \) are \( N \)-differentiable on \((a, b)\), for some \( \alpha \in (0, 1] \)

Then, exists \( c \in (a, b) \) such that

\[
\frac{N^\alpha f(c)}{N^\alpha g(c)} = \frac{f(b) - f(a)}{g(b) - g(a)}.
\]

**Remark 7.** If \( g(t) = t \) then this is just the statement of the Theorem 12.

**Proof.** Let us now define a new function as follows

\[
F(t) = f(t) - f(a) - \frac{f(b) - f(a)}{g(b) - g(a)}(g(t) - g(a)).
\]

Then the auxiliary function \( F \) satisfies the assumptions of Theorem 11. Thus, there exists \( c \in (a, b) \) such that \( N^\alpha F(c) = 0 \) for some \( \alpha \in (0, 1) \). From here we have

\[
N^\alpha F(c) = N^\alpha f(c) - \frac{f(b) - f(a)}{g(b) - g(a)} N^\alpha g(c) = 0.
\]

where the desired result is obtained. \( \square \)

Taking into account the ideas of [37] we can define the generalized partial derivatives as follows.

**Definition 7.** Given a real valued function \( f : \mathbb{R}^n \to \mathbb{R} \) and \( \alpha \) a point whose ith component is positive. Then the generalized partial \( N \)-derivative of \( f \) of order \( \alpha \) is defined by

\[
N^\alpha f \left( \vec{a} \right) = \lim_{\varepsilon \to 0} \frac{f(a_1, \ldots, a_i + \varepsilon, \ldots, a_n) - f(a_1, \ldots, a_i, \ldots, a_n)}{\varepsilon}
\]

if it exists, it is denoted \( N^\alpha f \left( \vec{a} \right) \), and called the ith generalized partial derivative of \( f \) of the order \( \alpha \in (0, 1] \) at \( \vec{a} \).

**Remark 8.** If a real valued function \( f \) with \( n \) variables has all generalized partial derivatives of the order \( \alpha \in (0, 1] \) at \( \vec{a} \), each \( a_i > 0 \), then the generalized \( \alpha \)-gradient of \( f \) of the order \( \alpha \in (0, 1] \) at \( \vec{a} \) is

\[
\nabla^\alpha f \left( \vec{a} \right) = \left( N^\alpha_{1, 1} f \left( \vec{a} \right), \ldots, N^\alpha_{n, 1} f \left( \vec{a} \right) \right)
\]

Taking into account the above definitions, it is not difficult to demonstrate the following result, on the equality of mixed partial derivatives.

**Theorem 16.** Under assumptions of Definition 7, assume that \( f(t_1, t_2) \) is a function for which mixed generalized partial derivatives exist and are continuous, \( N^{\alpha+\beta}_{1,2,1,2} \left( f(t_1, t_2) \right) \) and \( N^{\beta+\alpha}_{2,1,2,1} \left( f(t_1, t_2) \right) \) over some domain of \( \mathbb{R}^2 \) then

\[
N^{\alpha+\beta}_{1,2,1,2} \left( f(t_1, t_2) \right) = N^{\beta+\alpha}_{2,1,2,1} \left( f(t_1, t_2) \right)
\]

**3. Extensions**

It is clear that, under the Definitions 4 and 5 many of the results reported in the literature, for the derivatives and integrals presented above as particular cases, can be extended without much difficulty. For example, in [38] the existence of solutions of a non-local initial value problem involving generalized Katugampola fractional derivative is studied. A more general formulation, in terms of Definitions 4 and 5, can also be obtained by including some cases not reported in the literature. For the above definitions, the reciprocal action between them and some properties such as linearity and
monotonous behavior have been established. Similarly, the integration rule has been established in parts, a version corresponding to Rolle’s theorem and the mean value theorem. In addition, it was defined a generalized partial derivative (Definition 7) following the proposed idea in this work. The authors hope that this work will motivate for future work in the area.
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