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Abstract

In next-generation wireless networks, providing secure transmission and delay guarantees are two critical goals. However, either of them requires a concession on the transmission rate. In this paper, we consider a visible light network consisting of multiple access points and multiple users. Our first objective is to mathematically evaluate the achievable rate under constraints on delay and security. The second objective is to provide a cell formation with customized statistical delay and security guarantees for each user. First, we propose a user-centric design called secure cell formation, in which artificial noise is considered, and flexible user scheduling is determined. Then, based on the effective capacity theory, we derive the statistical-delay-constrained secrecy rate and formulate the cell formation problem as a stochastic optimization problem (OP). Further, based on the Lyapunov optimization theory, we transform the stochastic OP into a series of evolutionary per-slot drift-plus-penalty OPs. Finally, a modified particle swarm optimization algorithm and an interference graph-based user-centric scheduling algorithm are proposed to solve the OPs. We obtain a dynamic independent set of scheduled users as well as secure cell formation parameters. Simulation results show that the proposed algorithm can achieve a better delay-constrained secrecy rate than the existing cell formation approaches.
I. INTRODUCTION

Since the radio frequency (RF) spectrum has become congested, visible light communication (VLC) is promoted as one of promising alternatives for future wireless networks [1]. The achievable rate of VLC can easily reach several Gbps owing to its unlicensed broadband visible light spectrum (400 to 800 THz), and the advanced modulation and coding techniques [2].

Protecting personal information from eavesdropping has always been a big concern in wireless networks. Due to the fact that light can be blocked by walls or by opaque objects, indoor VLC systems are considered more secure compared to traditional RF networks. However, user’s confidential information may still be intercepted by other users when VLC systems are deployed in public areas, such as shopping malls, libraries, hospitals, airports, etc. Due to this, physical layer security (PLS) has been introduced into VLC systems to improve security by exploiting the inherent randomness of the physical medium and the difference between legitimate channels and wiretap channels [3]-[14]. Considering the illumination constraint and the physical characteristics of a light source, the authors of [3] derived the secrecy capacity of VLC to characterize the maximum achievable secrecy rate for scenarios with one access point (AP) and one eavesdropper. For the multiple APs and one eavesdropper scenario, lower and upper bounds of secrecy capacity were derived for spatial modulation based VLC in [4]. For single-user multiple-input single-output (MISO) VLC systems, different PLS techniques were proposed to improve the secrecy performance, including zero-forcing [5], friendly jamming [6], robust beamforming [7] and artificial noise [8]. Recently, based on deep reinforcement learning techniques, a smart beamforming approach was proposed for the non-ideal wiretap channel in [9]. For a simultaneous lightwave information and power transfer system, the tradeoff between the secrecy capacity and the harvested energy was investigated in [10], and a protected zone-based secure scheme was investigated in [11]. For a VLC system consisting of one AP and multiple users (one legitimate user and several eavesdroppers), secrecy outage probability was investigated in [12] under the assumption that the eavesdroppers are randomly distributed. For more practical VLC networks, consisting of multiple APs and multiple users, the ergodic secrecy rate was derived and an eavesdropper-free disk-shaped protected zone is proposed in [13]. Besides, a closed-form secrecy outage probability was derived and a light-emitting diode (LED) selection approach was proposed in [14]. However, both [13] and [14] selected only one AP to serve the legitimate user, which greatly restricts the transmission rate and does not make efficient use of LED resources.
One effective way to efficiently utilize the LED resources is to carefully form the cells in VLC networks, and this issue attracts more attention in the literature [15]-[22]. Inheriting from traditional RF networks, some works proposed the network-centric VLC cell formation. In the network-centric design, the cells are formed by firstly grouping the APs that are close to each other, then associating the users to these APs’ groups. Since the coverage area of a VLC AP is considered much smaller than the coverage area of a RF AP (due to the link blockages, the users’ field of view (FoV), and the high attenuation of VLC links with distance), the edge-users in the overlapping coverage area of network-centric VLC cells may suffer from serious inter-cell interference [16]. Recently, the emerging user-centric principle is adopted in VLC cell formation, which constructs amorphous cells dynamically by considering the traffic during the current timeslot [17]-[22]. In the user-centric design, each user selects a subset of APs that are the most qualified to serve that user, where these subsets may overlap with each other. Therefore, a user-centric design is more capable of providing customized service for each user, because the cells can be adjusted adaptively according to users’ individual requirements [23]. For example, triggered by users’ mobility, handover is an inevitable problem in network-centric design, while in the user-centric design, cells shape can be updated instantly by tracking the users’ real-time locations [24]. Moreover, user scheduling, cell formation, and resource allocation procedures can be implemented jointly in the user-centric design. Therefore, with more flexibility, user-centric cell formation is promising to guarantee the customized secrecy transmission requirement for each user. However, up to our best knowledge, this is the first paper that investigates and optimizes the secure user-centric design for VLC networks.

In addition to secrecy, users’ various delay quality-of-service (QoS) demands should also be guaranteed, particularly for delay-sensitive traffic [25]. Previous works [3]-[14] analysing secrecy performance for VLC systems did not consider the legitimate users’ delay requirements. Other works investigated delay guarantees in user-centric VLC networks without taking users’ security requirements into account [24] [26] [27]. A user-centric delay-aware association algorithm is proposed in [24] based on the largest weighted queue scheduling. To mathematically quantify the delay QoS from a statistical perspective, [26] and [27] introduced the effective bandwidth (EB) and effective capacity (EC) theories into user-centric VLC cell formation. Emerging and booming in the last decade, EB and EC theories provide a concise and powerful mathematical framework to investigate the performance of wireless networks under certain statistical delay constraints. Based on the queuing model, EB indicates the constant service rate needed by a
certain arrival process under a statistical delay limit [28]. As the dual of EB, EC represents the constant arrival rate that can be supported with a certain service process subject to a statistical delay constraint [29]. In [26], EB is utilized to modify the proportional fairness priority factor in user-centric multi-user scheduling. In addition, EC is treated as the weight of each link between users and APs in a user-centric VLC cell formation problem [27]. However, the authors of [27] did not consider the impact of cell formation on the service process in their derivation of EC.

Note that, on one hand, once EC is employed to develop a delay-driven scheduling (or cell formation) algorithm, no matter in VLC or RF networks, a closed-form EC function is needed for scheduling scheme design. On the other hand, since EC characterizes delay based on the random queuing model, deriving EC requires a mathematical expression of the stochastic service process, which strongly depends on the scheduling scheme. Therefore, EC derivation and scheduling scheme design are two tightly coupled problems, an aspect which has not been considered in the previous literature to the best of our knowledge. An EC expression ignoring the impact of scheduling scheme is not convincing, which would result in a designed scheduling algorithm that fails to provide delay QoS guarantees. Besides, a quantified statistical delay requirement is depicted by the delay violation probability. It is worth investigating how to handle a probabilistic delay guarantee goal in a practical network. More specifically, the probabilistic delay guarantee goal is a theoretical metric on a large time scale, while the operations in practical network are updated dynamically on a small time scale. Therefore, the main challenge is how to provide long-term statistical delay guarantees with secrecy while adjusting cell formation over a short time scale. Similar dynamic wireless resource control problems can be formulated as a Markov Decision Process (MDP) problem, and can be solved by the Bellman equation and value iteration methods [30]. However, the computational complexity of the MDP-based approaches may cause curse of dimensionality due to the large volume of the state and action space. To reduce the complexity, approximate MDP and stochastic learning methods are proposed in delay-aware resource control [31]. Besides, without relying on the state transition, the Lyapunov optimization theory provides an effective framework to solve this kind of wireless resource control problem with relatively low complexity [32], which is used as the main tool of this paper.

In this paper, a multi-AP multi-user VLC network is considered, in which any user is a potential eavesdropper to other users in the same room. We propose a dynamic user-centric cell formation algorithm with customized heterogeneous statistical delay and security guarantees. The main contributions of this paper can be summarized as follows.
Jointly considering the user scheduling and PLS, we propose a user-centric cross-layer design called secure cell formation. In the secure cell of each user, a specific level of artificial noise is adopted to enhance the transmission security. From an information theoretic perspective, we derive the achievable secrecy rate for each user as a function of the secure cell formation parameters.

Based on the EC theory, we derive the effective secrecy rate (ESR) to characterize the delay-constrained achievable secrecy rate for each user. With the help of EB, we construct long-term statistical delay guarantee inequalities, which contribute to depicting the heterogeneous probabilistic delay requirements. Then, we formulate the user-centric secure cell formation with multiple long-term delay guarantee constraints as a stochastic optimization problem.

Since the probabilistic delay guarantee goal is a theoretical metric, we bridge the theoretical metric and practical network control with the help of Lyapunov optimization theory [32]. Lyapunov virtual queues are employed to evaluate how much service is needed for each user in future timeslots to achieve the long-term statistical delay guarantee goals. In other words, we decompose the long-term delay guarantee goals into gradually changed short-term targets for each timeslot. According to these short-term targets, we transform the stochastic optimization problem into several temporal evolutionary per-slot deterministic optimization problems with the help of the drift-plus-penalty (DPP) method [32].

Since the per-slot optimization problem is a mixed high-dimensional integer programming problem, we first decouple it into intra-cell secure parameters optimization sub-problem and user-centric scheduling sub-problem, and then propose the modified particle swarm optimization (PSO) algorithm [33] and interference graph (IG) based greedy scheduling algorithm to tackle the sub-problems, respectively. Solving the deterministic per-slot optimization problem over timeslots, we can dynamically adjust the secure transmission rate according to user’s own statistical delay requirement by updating the secure cell formation.

In the numerical examples, we evaluate the performance of the proposed secure cell formation algorithm on both short-term and long-term. In addition, we also analyse the effects of diverse VLC characteristics on the ESR, such as FoV, users’ density, etc. Simulation results demonstrate that the proposed cell formation algorithm is capable of providing a higher delay-constrained secrecy rate than the existing user-centric cell formation methods.

The rest of this paper is organized as follows. The system model is introduced in Sec. [II]. The
artificial noise aided ESR are derived in Sec. III. In Sec. IV we present the problem formulation and the proposed Lyapunov optimization solution. Simulation results are presented and discussed in Sec. V. Finally, the paper is concluded in Sec. VI.

II. SYSTEM MODEL

A. System description

In this paper, an indoor downlink private VLC system is considered, as shown in Fig. 1. The room size is \(x \times y \times z\) (length \(\times\) width \(\times\) height). The system contains \(K_a\) APs and \(K_u\) users. Each AP relies on an LED array constituted by \(m\) illumination LEDs. The set of users is denoted by \(\Phi = \{1, \ldots, K_u\}\). For any communicating user, all the other users in the same room are considered as malicious eavesdroppers. For user \(j \in \Phi\), the set of eavesdroppers can be expressed as \(\Psi_j = \{k \in \Phi \mid k \neq j\}\).

Each user has its own statistical delay QoS requirement, consisting of a delay bound (maximum tolerable delay) and a delay bound violation probability. From a queueing theory perspective, for user \(j\), it is required that \(\Pr\{D_j \geq D_{j}^{\text{max}}\} \approx e^{-\theta_j \mu_j D_{j}^{\text{max}}}\), where \(D_j\) and \(D_{j}^{\text{max}}\) are the steady state delay and the delay bound of the user \(j\), \(\theta_j\) is the QoS exponent of user \(j\), \(\mu_j\) is a fixed rate determined jointly by the arrival process and the service process [29]. It is apparent that the QoS exponent \(\theta_j\) plays an important role in the statistical delay QoS guarantee problem. For a given \(D_{j}^{\text{max}}\), a larger QoS exponent \(\theta_j\) corresponds to a smaller delay violation probability, i.e., a stricter delay QoS constraint. In contrast, a smaller QoS exponent \(\theta_j\) corresponds to a bigger delay violation probability, which means a looser delay QoS requirement. Hence, we use the QoS exponent vector to characterize the heterogeneous statistical delay QoS requirements of user set \(\Phi\), i.e. \(\theta = [\theta_1, \ldots, \theta_{K_u}]\).

To guarantee secrecy and a specific delay requirement of each user, a user-centric design called dynamic secure cell formation is proposed for the indoor downlink VLC system. Each secure cell, consisting of multiple APs and one user, sends information to its user while keeping it confidential from all other users. The time of the VLC system is divided into timeslots and we adjust cell formation at the beginning of each timeslot. Let \(\Pi(t)\) be a \(K_a \times K_u\) matrix that denotes the secure cell formation matrix of the multi-user multi-AP VLC system in timeslot \(t\). The \(j\)th column of \(\Pi(t)\), i.e. \(\Pi_j(t)\), is defined to characterize the connectivity between user \(j\) and APs. The element of \(\Pi_j(t)\) is expressed as \(\pi_{i,j}(t) \in \{0, 1\}\), where \(\pi_{i,j}(t) = 1\) indicates that user \(j\) is connected to AP \(i\) in timeslot \(t\) and \(\pi_{i,j}(t) = 0\) otherwise. In this paper, \(\pi_{i,j}(t)\) depends
on the user scheduling in timeslot $t$ and the set of APs who are capable to serve user $j$, which is characterized by $\Omega_j$. In particular, if user $j$ is scheduled in timeslot $t$, all of APs in $\Omega_j$ are allocated to user $j$, i.e., $\pi_{i,j}(t) = 1$ for all $i \in \Omega_j$. Considering the user’s location and the FoV, the capable AP set of user $j$ is expressed as

$$\Omega_j = \left\{ i \in \{1, \ldots, K_a\} | (h_{i,j}^\text{LoS} + \int_{\text{walls}} 1 dh_{i,j}^\text{NLoS}) > \varepsilon \right\},$$

(1)

where $h_{i,j}^\text{LoS}$ and $h_{i,j}^\text{NLoS}$ represent the VLC channel gain of line-of-sight (LoS) and non-LoS links between AP $i$ and user $j$, respectively, and $\varepsilon$ here can be defined as the threshold of VLC channel gain, where it has an impact on the accuracy of interference characterization, and this is discussed in detail in Subsection IV-D3.

B. The VLC Channel model

A direct current (DC)-biased intensity modulation direct detection (IM-DD) scheme is considered, in which the LED is driven by a fixed bias $I_{DC} \in \mathbb{R}_+$, where $\mathbb{R}_+$ represents the set of non-negative real numbers. The DC bias sets the average radiated optical power and adjusts the illumination level. The data signal $s \in \mathbb{R}$ is a zero-mean current signal superimposed on $I_{DC}$ to modulate the instantaneous optical power emitted from the LED. Considering the clipping distortion, the total current $I_{DC} + s$ should be constrained within the range $I_{DC} \pm \gamma I_{DC}$, where $\gamma \in [0, 1]$ represents the modulation index [5]. Therefore, $s$ needs to satisfy a peak-power constraint characterized by $|s| \leq A$, where $A = \gamma I_{DC}$. At the transmitter side, the total current
$I_{DC} + s$ is converted into optical power $\eta(I_{DC} + s)$ and transmitted by the LED, where $\eta$ (W/A) is the current-to-light conversion efficiency. At the receiver side, the photo-detector (PD) of responsivity $\varpi$ (A/W) converts the received optical power into current. After removing the DC-offset $I_{DC}$ and amplifying by a transimpedance amplifier of gain $T$ (V/A), the received voltage signal $y$ is obtained.

In the formed secure cell of the scheduled user $j$ in timeslot $t$, there are $|\Omega_j|$ APs transmitting the signal to user $j$, where $|\Omega_j|$ is the size of the set $\Omega_j$. A vector transmission technique is adopted and each secure cell is modelled as a MISO system [17]. The received signal of user $j$ in timeslot $t$ is expressed as

$$y_j(t) = h_j^T(t)s_j(t) + n_j(t), \quad (2)$$

where $h_j(t) \in \mathbb{R}^{|\Omega_j| \times 1}_+$ and $s_j(t) \in \mathbb{R}^{|\Omega_j| \times 1}$ represent the channel gain vector and the zero-mean transmitted signal vector of user $j$ in its secure cell, respectively. The peak-power constraint of $s_j(t)$ is expressed as

$$\|s_j(t)\|_\infty \leq A, \quad (3)$$

where $A \in \mathbb{R}_+$ is the peak power constraint. Besides, $n_j(t) \sim \mathcal{N}(0, \sigma^2)$ represents the VLC noise of user $j$, which contains shot noise and thermal noise. The VLC noise is regarded as additive white Gaussian noise with zero-mean and variance $\sigma^2 = N_0 B$, where $N_0 \approx 10^{-22} A^2/Hz$ [34].

For user $k \in \Psi_j$, the received eavesdropped signal intended to user $j$ is expressed as

$$y_{j,k}^e(t) = (h_{j,k}^e(t))^T s_j(t) + n_{j,k}^e(t), \quad (4)$$

where $h_{j,k}^e(t) \in \mathbb{R}^{|\Omega_j| \times 1}_+$ represents the wiretap channel vector, from APs in set $\Omega_j$ to user $k$, $n_{j,k}^e(t) \sim \mathcal{N}(0, \sigma^2)$ represents noise.

In this paper, the channel gain includes both the LoS part and the non-line-of-sight (NLoS) part. We only consider the first reflection paths of NLoS links since the effect of other reflection paths is so small and can be neglected [35]. Due to the existence of some opaque objects in the room, LoS links may be blocked. A random variable $\xi_j(t)$ is defined as a blockage indicator of timeslot $t$, where $\xi_j(t) = 1$ indicates that user $j$ is unblocked and can receive through both the LoS and the first reflection links, and $\xi_j(t) = 0$ means that user $j$ is blocked and only receives through the first reflection links. We assume that the blockage event occurs randomly and follows an independent and identically distributed (IID) Bernoulli distribution with parameter $\beta$, i.e. $\xi_j(t) \sim \text{Bern}(\beta)$. Then, the elements of $h_j(t)$ can be expressed as
\[ h_{i,j}(t) = \xi_j(t)h_{i,j}^{\text{LoS}} + \int_{\text{walls}} 1 \, dh_{i,j}^{\text{NLoS}}, \quad i \in \Omega_j, \]  

(5)

where \( h_{i,j}^{\text{LoS}} \) and \( h_{i,j}^{\text{NLoS}} \) denote the channel DC gain of LoS link and the first reflected link from AP \( i \) to user \( j \), respectively. Specifically, for a LoS link [35],

\[ h_{i,j}^{\text{LoS}} = \frac{\eta(L_a + 1)\delta \varpi T}{2\pi d_{i,j}^2} g(\psi_{i,j}^{\text{LoS,in}}) \cos(L_a(\psi_{i,j}^{\text{LoS,ir}})) \cos(\psi_{i,j}^{\text{LoS,in}}), \]  

(6)

where \( d_{i,j} \) is the distance between the VLC AP \( i \) and the user \( j \), \( L_a \) denotes the order of Lambertian emission, which is given by \( L_a = -\ln 2/\ln(\cos(\phi_{1/2})) \) and \( \phi_{1/2} \) is the semi-angle at half illumination of LEDs, \( \delta \) is the physical area of the detector in a PD, \( \varpi \) is responsivity of a PD, \( \eta \) is the current-to-light conversion efficiency of the LED, \( T \) is the gain of the transimpedance amplifier, \( \psi_{i,j}^{\text{LoS,in}} \), and \( \psi_{i,j}^{\text{LoS,ir}} \) are the angle of incidence and irradiance between the VLC AP \( i \) and the user \( j \), respectively. Furthermore, the function \( g(\cdot) \) represents the gain of an optical concentrator, which is characterized by

\[ g(\psi_{i,j}^{\text{LoS,in}}) = \begin{cases} a^2/\sin^2 \varphi_c, & \text{if } \psi_{i,j}^{\text{LoS,in}} \leq \varphi_c, \\ 0, & \text{if } \psi_{i,j}^{\text{LoS,in}} > \varphi_c, \end{cases} \]  

(7)

where \( a \) denotes the refractive index, and \( \varphi_c \) is half of FoV at a receiver.

For a first reflection link [35],

\[ dh_{i,j}^{\text{NLoS}} = \frac{\eta(L_a + 1)\delta \varpi T \rho}{2\pi d_{1,i,j}^2 d_{2,i,j}^2} J \cos(L_a(\psi_{i,j}^{\text{NLoS,ir}})) g(\psi_{i,j}^{\text{NLoS,in}}) \cos(\psi_{i,j}^{\text{NLoS,in}}) dA_{\text{walls}}, \]  

(8)

where \( J = \cos(\omega_1) \cos(\omega_2) \), \( \omega_1 \) and \( \omega_2 \) denote the angle of irradiance to a reflective point and the angle of irradiance to the receiver, respectively, \( \rho \) is the reflectance factor, and \( dA_{\text{walls}} \) denotes a small reflective area. Similar to the LoS link, \( d_{1,i,j} \) is the distance between user \( j \) and a reflective point, and \( d_{2,i,j} \) is the distance between the reflective point and AP \( i \). In addition, \( \psi_{i,j}^{\text{NLoS,in}} \) and \( \psi_{i,j}^{\text{NLoS,ir}} \) are the angle of incidence and the angle of irradiance of the first reflection link between optical AP \( i \) and user \( j \), respectively.

### III. EFFECTIVE SECRECY RATE FOR THE MULTI-USER MULTI-AP VLC NETWORK

In this section, we derive the ESR as a function of the secure cell formation parameters to characterize the delay-constrained secrecy rate. First, the artificial noise technique is adopted for each secure cell to enhance secrecy and the artificial noise aided achievable secrecy rate is derived. Further, considering the impact of the statistical delay requirement on the secrecy rate, we derive the ESR based on EC theory.
A. Artificial noise aided achievable secrecy rate

Since the large number of NLoS wiretap links complicates the problem of finding an efficient beamformer, we adopt the artificial noise technique to enhance secrecy. In timeslot $t$, the downlink signal transmitted in the secure cell of user $j$ is divided into the useful signal $s^u_j(t)$ and independent jamming signals $s^a_{jl}(t), \forall l \in \{1, 2, \ldots, |\Omega_j| - 1\}$. To guarantee the jamming signals are transmitted in the nullspace of user $j$, we define $\hat{\Gamma}_j(t) \in \mathbb{R}^{|\Omega_j| \times (|\Omega_j| - 1)}$ as a matrix whose columns $\hat{\Gamma}_{jl}(t), \hat{\Gamma}_{j2}(t), \ldots, \hat{\Gamma}_{j|\Omega_j|-1}(t)$ constitute a basis for the nullspace of $h_j^T(t)$ and are normalized such that $\|\hat{\Gamma}_{jl}(t)\|_1 = 1, \forall l \in \{1, 2, \ldots, |\Omega_j| - 1\}$. Then, the transmitted signal can be expressed by

$$s_j(t) = w_j(t)s^u_j(t) + \sum_{l=1}^{|\Omega_j| - 1} \hat{\Gamma}_{jl}(t)s^a_{jl}(t),$$

where $w_j(t)$ is a $|\Omega_j| \times 1$ precoding vector satisfying $\|w_j(t)\|_\infty \leq 1$. Considering the peak power constraint in (3), we define $\alpha_j(t) \in [0, 1]$ as the power separation factor of user $j$. The fraction of optical power $A$ allocated to the useful signal is $\alpha_j(t)A$, while the fraction of $A$ allocated to the jamming signals is $(1 - \alpha_j(t))A$. To be fair to each eavesdropper, the $(1 - \alpha_j(t))A$ power fraction is divided equally among the available $|\Omega_j| - 1$ nullspace directions. Therefore, the constraints on signals are expressed as

$$|s^u_j(t)| \leq \alpha_j(t)A, \quad |s^a_{jl}(t)| \leq (1 - \alpha_j(t))A \left|\frac{1}{|\Omega_j| - 1}\right|.$$

In Sec. IV, precoding vector $w_j(t)$ and power separation factor $\alpha_j(t)$ are treated as optimization variables in our stochastic optimization problem.

In this paper, when we form secure cells, users who may interfere with each other will be scheduled in different timeslots. Therefore, in timeslot $t$, the received signal of user $j$ in its secure cell is interference-free, which is expressed as

$$y_j(t) = h_j^T(t)w_j(t)s^u_j(t) + n_j(t).$$

We assume all users in the same room are potential eavesdroppers of user $j$, no matter they are scheduled or not in timeslot $t$. For eavesdropper $k \in \Psi_j = \{k \in \Phi \mid k \neq j\}$, the received eavesdropped signal intended to user $j$ is expressed as

$$y^e_{j,k}(t) = (h^e_{j,k}(t))^T w_j(t)s^u_j(t) + (h^e_{j,k}(t))^T \sum_{l=1}^{|\Omega_j| - 1} \hat{\Gamma}_{jl}(t)s^a_{jl}(t) + n^e_{j,k}(t).$$
Considering the channel blockage of user $k$, the elements of $h_{j,k}(t)$ can be expressed as

$$h_{i,j,k}^e(t) = \xi_k(t) h_{i,k}^{\text{LoS}} + \int_{\text{walls}} d h_{i,k}^{\text{NLoS}}, \quad i \in \Omega_j,$$

(13)

which means user $k$ can eavesdrop user $j$’s signal through the LoS and the NLoS links combined or through the NLoS links if the LoS link is blocked.

Since there is no collusion among eavesdroppers, the achievable secrecy rate of user $j$ in the multi-user multi-AP VLC network is defined by the strongest eavesdropper [12], as described in the following theorem.

**Theorem 1:** For user $j$ in an indoor multi-AP multi-user VLC network, when all the other users in the same room are potential eavesdroppers of user $j$, the artificial noise aided achievable secrecy rate of user $j$ is expressed as

$$\tilde{R}_j^s(\alpha_j(t), w_j(t), \Pi_j(t)) = \min_{k \in \Psi_j} \mathbb{I}(\|\Pi_j(t)\|_{\infty} \neq 0) R_{j,k}^s(\alpha_j(t), w_j(t)), \quad (14)$$

where $\mathbb{I}(\cdot)$ is a binary indicator function, $R_{j,k}^s(\alpha_j(t), w_j(t))$ is the artificial noise aided achievable secrecy rate of user $j$ against eavesdropper $k$. For the wiretap model [12], a lower bound on $R_{j,k}^s(\alpha_j(t), w_j(t))$ can be derived as

$$R_{j,k}^s(\alpha_j(t), w_j(t)) \geq \frac{1}{2} \log(4w_j^T(t) h_j^T(t) w_j(t) \alpha_j^2(t) A^2 + 2\pi e \sigma^2) - \frac{1}{2} \log(2\pi e \sigma^2)$$

$$- \frac{1}{2} \log \left[ \frac{2\pi e}{3} (w_j^T(t) h_j^T(t)) \left( \sum_{l=1}^{\left|\Omega_j\right|-1} \hat{\Gamma}_{j,l} h_{j,k}^e(t) (h_{j,k}^e(t))^T w_j(t) \alpha_j^2(t) A^2 + \sum_{l=1}^{\left|\Omega_j\right|-1} \hat{\Gamma}_{j,l} h_{j,k}^e(t) (h_{j,k}^e(t))^T \hat{\Gamma}_{j,l} \frac{(1-\alpha_j(t))^2 A^2}{(\left|\Omega_j\right|-1)^2} + 3\sigma^2) \right]$$

$$+ \frac{1}{2} \log \left[ 4 \sum_{l=1}^{\left|\Omega_j\right|-1} \hat{\Gamma}_{j,l} h_{j,k}^e(t) (h_{j,k}^e(t))^T \hat{\Gamma}_{j,l} \frac{(1-\alpha_j(t))^2 A^2}{(\left|\Omega_j\right|-1)^2} + 2\pi e \sigma^2 \right],$$

(15)

where $\log(\cdot)$ denotes the natural logarithm.

**Proof:** See Appendix [A].

Based on Theorem 1, Fig. 2 shows a comparison between achievable secrecy rates with and without artificial noise under the assumption that all users use the same $\alpha(t)$. Users’ precoding vectors are determined by maximum ratio transmission (MRT) or all-ones vectors. Due to the constraint $\|w(t)\|_{\infty} \leq 1$, all-ones precoding vectors have the maximum norm, which means that $w(t)$ is transmitted with maximum power. Fig. 2 verifies that the precoding and jamming can enhance the secrecy rates of users effectively. Particularly, when the jamming power is dominating (i.e. $\alpha(t)$ is small), using the all-ones vector leads to improve the achievable rate.
at the legitimate user, while the effect of that on the eavesdropper’s rate is small since it is dominated by the jamming signal. Therefore, all-ones vectors perform better than MRT vectors for small $\alpha(t)$ in Fig. 2. When the jamming power is relatively small (i.e. $\alpha(t)$ is large), increasing the norm of $w(t)$ would improve the rate of both the legitimate user and the eavesdropper with approximately the same level. In this case, using the MRT vector (i.e. control the direction of the vector $w(t)$), the legitimate user’s rate would be improved more than the rate at the eavesdropper. From the above, the power separation factor $\alpha(t)$ and the precoding vector $w(t)$ should be jointly optimized, which is considered in Sec. IV.

### B. Effective secrecy rate

In this paper, EC is introduced to mathematically characterize the impact of heterogeneous statistical delay QoS requirements on secrecy rates. Based on the queuing model, the buffer of user $j$ can be treated as a queue with stochastic arrivals. The service process of the queue is the secrecy transmission provided by VLC system. The QoS exponent $\theta_j$ of user $j$ is used to depict the delay bound violation probability of a stable queuing system in the EC theory. From a queuing perspective, EC physically means the maximum constant packet arrival rate that can be supported by the service process of secure VLC transmission under the statistical delay limit characterized by $\theta_j$. Correspondingly, there is another concept named effective bandwidth (EB), which represents the minimum constant service rate that the arrival process needs subject to the
statistical delay constraint $\theta_j$. According to the EC and EB theory, the statistical delay QoS of user $j$ is guaranteed if and only if the EC of user $j$ is not smaller than EB.

Since user-centric secure cell formation is adjusted dynamically over timeslots and the LoS links are blocked randomly, the change of the achievable secrecy rate of user $j$ (i.e. the service process of the buffer of user $j$ from the queueing perspective) is a stochastic process. Then, we derive the ESR of the service process of user $j$ as

$$R_{es}^j (\alpha_j(t), w_j(t), \Pi_j(t)) = -\frac{1}{\theta_j} \log \mathbb{E} \left[ e^{-\theta_j R_{es}^j (\alpha_j(t), w_j(t), \Pi_j(t))} \right],$$

where $\mathbb{E} [\cdot]$ denotes the expectation.

Characterizing the statistical delay guaranteed secrecy rate, ESR is a long-term metric, related to multiple observations of queuing behaviour on a large time scale. However, to guarantee statistical delay QoS, we need to adjust the service process by operating the system on a small time scale, such as dynamically allocating the system resources, scheduling over timeslots, etc. To build a bridge between the large time granularity QoS requirement and the small-time granularity system operation, we approximately express the ESR as

$$R_{es}^j (\alpha_j(t), w_j(t), \Pi_j(t)) \approx -\frac{1}{\theta_j} \log \left[ \frac{1}{t} \sum_{\tau=0}^{t-1} e^{-\theta_j R_{es}^j (\alpha_j(\tau), w_j(\tau), \Pi_j(\tau))} \right],$$

where the time average of $e^{-\theta_j R_{es}^j (\alpha_j(t), w_j(t), \Pi_j(t))}$ is used to estimate its expectation.

Fig. 3a shows the ESRs and ergodic secrecy rates versus the QoS exponent under different blockage probabilities, where the randomness of the service process is caused by blockages. The figure calculates the ESR and the ergodic secrecy rate according to (16) and (14), respectively. From Fig. 3a, we can see that when the delay constraint is quite loose (i.e. QoS exponent $\theta \to 0$), the ESR converges to the ergodic secrecy rate. As the statistical delay requirement increases (i.e. QoS exponent becoming larger), the required transmission rates compromise the secrecy performance, which leads to monotonically decreasing the ESR. In other words, a user with a stringent delay requirement has to settle for a lower delay-guaranteed secrecy rate, compared to one with a loose delay constraint. The figure also shows that a high ESR is obtained when the channel is in good condition, which is indicated by a low blockage probability. In addition, Fig. 3b verifies the equivalence of (16) and (17). The randomness of the service process is caused by blockage. Fig. 3b shows that for different QoS exponents, the effective secrecy rate calculated by (17) can approximately converge to the result calculated by (16).
IV. PROBLEM FORMULATION AND THE SOLUTION

A. The long-term VLC cell formation optimization problem

In the previous sections, the achievable secrecy rate of each user was derived and the heterogeneous statistical delay QoS requirement was embedded in the ESR of each user. To form user-centric secure cells with various delay QoS guarantees, we adopt a user-centric principle and aim to optimize user scheduling, the intensity of artificial noise and the precoding vector of each secure cell. The cell formation problem is formulated as a sum ESR maximization problem, which is expressed as follows

\[
\max_{\alpha(t), w(t), \Pi(t)} \sum_{j=1}^{K_u} R_{j}^{\text{es}}(\alpha_j(t), w_j(t), \Pi_j(t)) \\
\text{s.t.} \quad R_{j}^{\text{es}}(\alpha_j(t), w_j(t), \Pi_j(t)) \geq B_j, \quad j = 1, \ldots, K_u, \quad \pi_{i,j}(t) \in \{0, 1\}, \quad \sum_{i=1}^{K_u} \pi_{i,j}(t) \sum_{i=1}^{K_u} \pi_{i,k}(t) = 0, \quad j, k \in \{1, \ldots, K_u|\Omega_j \cap \Omega_k \neq \emptyset\}, \quad 0 \leq \alpha_j(t) \leq 1, \quad j = 1, \ldots, K_u, \quad \|w_j(t)\|_{\infty} \leq 1, \quad j = 1, \ldots, K_u.
\]

In the optimization problem (18), one of the optimization variables is the cell formation matrix \(\Pi(t)\). Indicated by constraint (18c), \(\Pi(t)\) is a binary matrix for each timeslot. In this paper, \(\pi_{i,j}(t)\)
depends on the user scheduling in timeslot $t$ and the set of APs who are capable to serve user $j$, which is characterized by $\Omega_j$ in Sec. II-A. Constraint (18d) indicates that users who may interfere each other (i.e. $\Omega_j \cap \Omega_k \neq \emptyset$) cannot be scheduled in the same timeslot. Optimization variables $\alpha(t)$ and $w(t)$ are secure cell parameters, which represent power separation factor and precoding vector of each user’s secure cell, respectively. The long-term objective function (18a) is a system-level metric characterized by the sum ESR. Since the ESR represents the transmission rate with both statistical delay and security QoS guaranteed, the long-term constraint (18b) is used to characterize the delay and secure transmission requirement of user $j$, where $B_{ej}$ is the effective bandwidth of user $j$. According to the formula (17), optimization problem (18) is rewritten as

$$\max_{\alpha(t), w(t), \Pi(t)} \quad \sum_{j=1}^{K_u} -\frac{1}{\theta_j} \log \left[ \lim_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} e^{-\theta_j \bar{R}_j(\alpha_j(\tau), w_j(\tau), \Pi_j(\tau))} \right] \quad (19a)$$

subject to

$$\lim_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} e^{-\theta_j \bar{R}_j(\alpha_j(\tau), w_j(\tau), \Pi_j(\tau))} \leq e^{-B_{ej} \theta_j}, \quad j = 1, \ldots, K_u, \quad (19b)$$

$$\pi_{i,j}(t) \in \{0, 1\}, \quad (19c)$$

$$\sum_{i=1}^{K_a} \pi_{i,j}(t) \sum_{i=1}^{K_a} \pi_{i,k}(t) = 0, \quad j, k \in \{1, \ldots, K_u | \Omega_j \cap \Omega_k \neq \emptyset\} \quad (19d)$$

$$0 \leq \alpha_j(t) \leq 1, \quad j = 1, \ldots, K_u, \quad (19e)$$

$$\|w_j(t)\|_{\infty} \leq 1, \quad j = 1, \ldots, K_u. \quad (19f)$$

Optimization problem (19) aims to optimize the secure cell formation in each timeslot to achieve the long-term objective function and satisfy the long-term constraints. To solve an long-term optimization problem, the decision of $\alpha(t)$, $w(t)$ and $\Pi(t)$ in timeslot $t$ needs to be made before observing the entire values of objective function and constraints. Mathematically, uncertainty is brought into the optimization problem by the long-term functions, and problem (19) is a stochastic optimization problem, which cannot be solved by conventional methodological approaches for deterministic optimization problems. To decompose the long-term stochastic optimization problem (19) into several short-term deterministic optimization problems, we employ the Lyapunov stochastic optimization framework in this paper. With the help of Lyapunov virtual queues, we formulate the per-slot optimization problems based on DPP method. By working out the per-slot optimization problems, we can obtain an adaptive user-centric secure cell formation method, in which APs allocation and intensities of artificial noise are adjusted dynamically over timeslots according to the priori values of objective function and constraints.
B. Equivalent Lyapunov virtual queue stability problem

An optimization problem with long-term constraints needs to be transformed into a queue stability problem [32] according to the Lyapunov optimization approach. First, we construct the virtual discrete-time queue for each long-term constraint to measure how well the constraint is satisfied in the previous timeslots. To define the virtual queue of long-term constraint (19b), we rewrite (19b) as
\[
\lim_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} e^{-\theta_j \tilde{R}_j^s(\alpha_j, w_j, \Pi_j)} = \lim_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} e^{-B_j \theta_j} \leq 0. \tag{20}
\]

Then, we define a Lyapunov virtual queue for constraint (19b) as
\[
F_j(t+1) = \max \left\{ F_j(t) + e^{-\theta_j \tilde{R}_j^s(\alpha_j, w_j, \Pi_j)} - e^{-B_j \theta_j}, 0 \right\}. \tag{21}
\]

The dynamic equation (21) describes the updating process of a virtual discrete-time queue, in which \(F_j(t)\) is viewed as the virtual queue length with arrival rate \(e^{-\theta_j \tilde{R}_j^s(\alpha_j, w_j, \Pi_j)}\) and service rate \(e^{-B_j \theta_j}\). The queue length \(F_j(t)\) is also called the backlog, which depends on the difference between arrival process and service process in the historical timeslots [32]. In this paper, \(F_j(t)\) implies the gap between the previous VLC transmission service process (until timeslot \(t\)) provided for user \(j\) and the ideal transmission service process required by the long-term guarantee goal of user \(j\). For the timeslot \(t+1\), the backlog of the virtual queue of the last timeslot (i.e. \(F_j(t)\)) can be regarded as a kind of feedback, which reflects the history of secrecy and delay guarantee conditions. The continuous congestion of a virtual queue means the corresponding secrecy and delay guarantee are moving away from the long-term goal.

**Lemma 1:** The long-term ESR constraint (19b) is satisfied if the corresponding virtual queue (21) is stabilized, i.e. \(\lim_{t \to \infty} F_j(t) < \infty\). In other words, the stability of the corresponding virtual queue implies the feasibility of the long-term ESR constraint.

**Proof:** Initialize \(F_j(0) = 0\) for all \(j = 1, \ldots, K_u\). From the virtual queue (21), we have
\[
F_j(t+1) \geq F_j(t) + e^{-\theta_j \tilde{R}_j^s(\alpha_j, w_j, \Pi_j)} - e^{-B_j \theta_j}. \tag{22}
\]

Hence,
\[
e^{-\theta_j \tilde{R}_j^s(\alpha_j, w_j, \Pi_j)} - e^{-B_j \theta_j} \leq F_j(t+1) - F_j(t). \tag{23}
\]

Then, summing both the left-hand side and the right-hand side of the inequality from the timeslot 0 to the timeslot \(t - 1\), we get
\[
\frac{1}{t} \sum_{\tau=0}^{t-1} \left( e^{-\theta_j \tilde{R}_j^s(\alpha_j, w_j, \Pi_j)} - e^{-B_j \theta_j} \right) \leq \frac{F_j(t)}{t}. \tag{24}
\]
Then, dividing both sides of (24) by \( t \), and letting \( t \) go to infinity, we get

\[
\lim_{t \to \infty} \left( e^{-\theta_j \hat{R}_j(\alpha_j(\tau), w_j(\tau), \Omega_j(\tau))} - e^{-B_j \theta_j} \right) \leq \lim_{t \to \infty} F_j(t).
\]

(25)

Therefore, the inequality (20) is satisfied when

\[
\lim_{t \to \infty} \frac{F_j(t)}{t} = 0 \tag{26}
\]

for all \( j = 1, \ldots, K_u \). Equivalently, the virtual queue needs to satisfy \( \lim_{t \to \infty} F_j(t) < \infty \), which means the virtual queue is stabilized.

According to Lemma 1, the optimization problem (19) can be transformed into a virtual queue stability problem as follows

\[
\max_{\alpha(t), w(t), \Omega(t)} \left\{ \sum_{j=1}^{K_u} \left( -\frac{1}{\theta_j} \log \left( \lim_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} e^{-\theta_j \hat{R}_j(\alpha_j(\tau), w_j(\tau), \Omega_j(\tau))} \right) \right) \right\}
\]

(27a)

s.t.

\[
\lim_{t \to \infty} F_j(t) < \infty, j = 1, \ldots, K_u, \tag{27b}
\]

\[
\pi_{i,j}(t) \in \{0, 1\}, \tag{27c}
\]

\[
\sum_{i=1}^{K_u} \pi_{i,j}(t) \sum_{i=1}^{K_u} \pi_{i,k}(t) = 0, \quad j, k \in \{1, \ldots, K_u | \Omega_j \cap \Omega_k \neq \emptyset \}, \tag{27d}
\]

\[
0 \leq \alpha_j(t) \leq 1, \quad j = 1, \ldots, K_u, \tag{27e}
\]

\[
\|w_j(t)\|_\infty \leq 1, \quad j = 1, \ldots, K_u. \tag{27f}
\]

C. Per-slot drift-plus-penalty (DPP) minimization problem

In this subsection, we adopt Lyapunov DPP method to tackle the queue stability problem (27) and form secure VLC cells. Since secure cells need to be formed with all users’ QoS requirements taken into account, we need a comprehensive evaluation of users’ delay guarantee conditions. Therefore, based on the Lyapunov virtual queue of each long-term constraint, we construct a quadratic Lyapunov function [32] as a non-negative scalar measure of all virtual queues’ congestion, which is given by

\[
L(t) = \frac{1}{2} \sum_{j=1}^{K_u} F_j^2(t). \tag{28}
\]

To keep the virtual queues stable by persistently pushing the Lyapunov function towards a lower congestion state, we derive the one-step Lyapunov drift between two successive timeslots as
\[
\Delta L(t) = L(t + 1) - L(t)
\]
\[
= \frac{1}{2} \sum_{j=1}^{K_u} [F_j^2(t + 1) - F_j^2(t)]
\]
\[
= \frac{1}{2} \sum_{j=1}^{K_u} \left[ \max \left\{ F_j(t) + e^{-\theta_j \hat{R}_j^e(\alpha_j(t), w_j(t), \Pi_j(t))} - e^{-B_j^e \theta_j}, 0 \right\}^2 - F_j(t)^2 \right].
\] (29)

An upper bound on \(\Delta L(t)\) can be expressed as
\[
\Delta L(t) \leq \frac{1}{2} \sum_{j=1}^{K_u} \left[ e^{-\theta_j \hat{R}_j^e(\alpha_j(t), w_j(t), \Pi_j(t))} - e^{-B_j^e \theta_j} \right]^2 + 2 F_j(t) \left[ e^{-\theta_j \hat{R}_j^e(\alpha_j(t), w_j(t), \Pi_j(t))} - e^{-B_j^e \theta_j} \right]
\]
\[
= \frac{1}{2} \sum_{j=1}^{K_u} \left[ e^{-\theta_j \hat{R}_j^e(\alpha_j(t), w_j(t), \Pi_j(t))} - e^{-B_j^e \theta_j} \right]^2 + \sum_{j=1}^{K_u} F_j(t) \left[ e^{-\theta_j \hat{R}_j^e(\alpha_j(t), w_j(t), \Pi_j(t))} - e^{-B_j^e \theta_j} \right]
\]
\[
\leq D + \sum_{j=1}^{K_u} F_j(t) \left[ e^{-\theta_j \hat{R}_j^e(\alpha_j(t), w_j(t), \Pi_j(t))} - e^{-B_j^e \theta_j} \right],
\] (30)

where \(D > 0\) is a finite constant.

According to the Lyapunov optimization theory, the virtual queues can be stabilized by minimizing the Lyapunov drift [32]. Therefore, optimizing the objective function (27a) with virtual queues constraints (27b) is equivalent to optimizing the Lyapunov DPP, in which the objective function (27a) is treated as a penalty. The Lyapunov DPP function can be written and bounded as
\[
\Delta L(t) - \sum_{j=1}^{K_u} \frac{1}{\theta_j} \log \left[ e^{-\theta_j \hat{R}_j^e(\alpha_j(t), w_j(t), \Pi_j(t))} \right]
\]
\[
\leq D + \sum_{j=1}^{K_u} F_j(t) \left[ e^{-\theta_j \hat{R}_j^e(\alpha_j(t), w_j(t), \Pi_j(t))} - e^{-B_j^e \theta_j} \right] - \sum_{j=1}^{K_u} \frac{1}{\theta_j} \log \left[ e^{-\theta_j \hat{R}_j^e(\alpha_j(t), w_j(t), \Pi_j(t))} \right].
\] (31)

Therefore, the optimization problem (27) is transformed as
\[
\min_{\alpha(t), w(t), \Pi(t)} \sum_{j=1}^{K_u} \left\{ \frac{1}{\theta_j} \log \left[ e^{-\theta_j \hat{R}_j^e(\alpha_j(t), w_j(t), \Pi_j(t))} \right] + F_j(t) \left[ e^{-\theta_j \hat{R}_j^e(\alpha_j(t), w_j(t), \Pi_j(t))} - e^{-B_j^e \theta_j} \right] \right\}
\] (32a)

s.t. \(\pi_{i,j}(t) \in \{0, 1\}\),
\[
\sum_{i=1}^{K_u} \pi_{i,j}(t) \sum_{i=1}^{K_u} \pi_{i,k}(t) = 0, \quad j, k \in \{1, \ldots, K_u\}, \Omega_j \cap \Omega_k \neq \emptyset\),
\] (32b)
So far, we decompose the long-term stochastic problem (19) into several equivalent evolutionary per-slot DPP minimization problems as (32). The optimization problem of timeslot \( t + 1 \) is constructed adaptively according to the secrecy and delay guarantee conditions in priori timeslots. By solving problem (19) slot by slot, we can obtain the dynamic user-centric secure cell strategy.

D. The user-centric secure cell formation solution

A mixed integer non-linear programming problem like (32) is a kind of non-deterministic polynomial (NP) complete problems [26], which has no exact solution in polynomial time. The joint optimization of user-centric scheduling and secure cell parameters imposes an extremely high computational complexity, which makes exhaustive search methods impractical. To solve the problem (32) more efficiently, we decouple the problem (32) into two sub-problems: the inner problem that is called intra-cell secure parameters optimization problem and the outer problem is called user-centric scheduling problem. Specifically, with given \( \Pi_j \), the inner problem aims to determine the precoding vector \( w_j(t) \) and the power separation factor \( \alpha_j(t) \) for each secure cell, while the outer problem is designed to find the optimal combination of simultaneous transmission secure cells in order to minimize the sum DPP by optimizing \( \Pi \). For the sake of simplicity, the timeslot variable \( t \) is omitted from our notations in this Subsection.

1) The intra-cell secure parameters optimization problem: Determined by user \( j \)'s scheduling, \( \Pi_j \) has only two possibilities: \( \pi_{i,j}(t) = 1 \) for all \( i \in \Omega_j \) if user \( j \) is scheduled, and \( \pi_{i,j}(t) = 0 \) for all APs if user \( j \) is not scheduled. To decompose the problem (32), we first traverse all users and optimize the secure parameters \( \alpha_j \) and \( w_j \) for the case that user \( j \) is scheduled. When corresponding \( \Pi_j \) is given, the secure cell of user \( j \) can be formed like a downlink MISO system containing all APs in \( \Omega_j \). Therefore, the intra-cell secure parameters optimization problem of user \( j \) is expressed as:

\[
0 \leq \alpha_j(t) \leq 1, \ j = 1, ..., K_u, \tag{32d}
\]
\[
\|w_j(t)\|_\infty \leq 1, \ j = 1, ..., K_u. \tag{32e}
\]

\[1\] When user \( j \) is not scheduled, the achievable secrecy rate \( \tilde{R}_j(\alpha_j, w_j, \Pi_j) = 0 \), and the \( j \)th term of the objective function (32a) identically equals to \( F_j \left[ 1 - e^{-B_j \theta_j} \right] \), which means \( \alpha_j \) and \( w_j \) are not required to be optimized in this case.

\[2\] It is rational to optimize the secure parameters of user \( j \)'s cell independently because all other users are considered as eavesdroppers of user \( j \) whether they are scheduled or not, in addition, the secure parameters of different cells are independent once constraint (32c) is satisfied.
\[
\min_{\alpha_j, w_j} \frac{1}{\theta_j} \log \left[ e^{-\theta_j \tilde{R}_j^R(\alpha_j, w_j, \Pi_j)} \right] + F_j \left[ e^{-\theta_j \tilde{R}_j^R(\alpha_j, w_j, \Pi_j)} - e^{-B_j^R \theta_j} \right] 
\]  
\[
\text{s.t.} \quad 0 \leq \alpha_j \leq 1, j = 1, \ldots, K_u, 
\]  
\[
\|w_j\|_{\infty} \leq 1, j = 1, \ldots, K_u. 
\]  

(33a) \hspace{1cm} (33b) \hspace{1cm} (33c)

2) **The modified PSO algorithm:** We leverage PSO algorithm to solve problem (33), which is a meta-heuristic algorithm which imitates swarms behaviour in birds flocking and fish schooling [33]. In PSO, a swarm consisting of several particles is randomly generated during initialization. Each particle represents a potential solution of the optimization problem (33). The position of each particle is a multidimensional variable including \(\alpha_j\) and \(w_j\). The fitness value is defined to measure the optimality of particles’ positions, which can be calculated by the objective function (33a). Each particle searches for the minimum fitness value in the solution space by iteratively updating its position according to its own search experience and its companions’ search experience. The updating equations of velocity and position are as follows

\[
V_{\lambda}^{n+1} = \zeta^n V_{\lambda}^n + c_1 r_1 (P_{\lambda,gbest}^n - P_{\lambda}^n) + c_2 r_2 (P_{gbest}^n - P_{\lambda}^n), 
\]  
\[
P_{\lambda}^{n+1} = P_{\lambda}^n + V_{\lambda}^{n+1}, 
\]  

where \(V_{\lambda}^n\) and \(P_{\lambda}^n\) are the velocity and position of particle \(\lambda\) at the \(n\)th iteration, respectively. In addition, \(P_{\lambda,gbest}\) and \(P_{gbest}^n\) are the best position record of particle \(\lambda\) and the entire swarm, respectively. Furthermore, \(\zeta^n\) is the dynamic inertia weight, which is determined by \(\zeta^n = 0.9 - 0.5n/n_{\text{max}}\), where \(n_{\text{max}}\) is the maximum iterations, \(c_1 = c_2 = 1\) are the learning factors, and \(r_1\) and \(r_2\) are random numbers uniformly distributed in the range \([0, 1]\).

When solving the non-convex problem (33), we noticed that the conventional PSO algorithm converges prematurely since \(w_{i,j} = 1\) is always a component of an easily trapped local minimum solution. Therefore, we modify the PSO algorithm by considering the premature convergence of \(P_{gbest}^n\) in the iteration process. If the best position record of swarm \(P_{gbest}^n\) remains unchanged for \(n_{\text{th}}\) iterations, the algorithm may be trapped in a local minimum. In this paper, the premature convergence judgement threshold \(n_{\text{th}}\) is fixed at 5. In the modified PSO algorithm, we add a perturbation to some elements of \(P_{gbest}^n\) in order to save the swarm from local optima. Particularly, we randomly choose the \(m\)th element of the best position record of the swarm, i.e. \(P_{gbest}^n(m)\), which satisfied \(w_{gbest}(m) = 1\). Then, we change \(P_{gbest}^n(m)\) into \(\tilde{P}_{gbest}^n(m)\) by
Algorithm 1: The Modified PSO Algorithm

1: Input: Swarm size $\lambda_{\text{max}}$, maximum iterations $n_{\text{max}}$, premature convergence judgement threshold $n_{\text{th}}$;
2: Random initialization:
   Position of each particle: $P_\lambda = [w_\lambda, \alpha_\lambda], 1 \leq \lambda \leq \lambda_{\text{max}}$;
   Velocity of non-integer variables of each particle: $V_\lambda, 1 \leq \lambda \leq \lambda_{\text{max}}$;
   Particle’s best known position: $P_{\lambda, \text{pbest}} = [w_{\lambda, \text{pbest}}, \alpha_{\lambda, \text{pbest}}], 1 \leq \lambda \leq \lambda_{\text{max}}$;
   Swarm’s best known position: $P_{\text{gbest}} = [w_{\text{gbest}}, \alpha_{\text{gbest}}]$;
3: While $n \leq n_{\text{max}}$
4: For each particle
5: Update the velocity and the position of each particle according to (34) and (35);
6: Calculate the fitness value of each particle by (33a);
7: If the fitness value of $P_n^\lambda$ is smaller than the fitness value of $P_{n-1}^\lambda, \text{pbest}$
8: Update the particle’s best known position as $P_{n, \lambda, \text{pbest}} = P_n^\lambda$;
9: End if
10: If the fitness value of $P_n^\lambda$ is smaller than the fitness value of $P_{n-1}^\lambda, \text{gbest}$
11: Update the swarm’s best known position as $P_{n, \text{gbest}} = P_n^\lambda$;
12: End if
13: End for
14: If $P_{n, \text{gbest}} = P_{n-1, \text{gbest}}$
15: Change $P_{n, \text{gbest}}$ into $\tilde{P}_{n, \text{gbest}}$ by adding a perturbation;
16: Calculate the fitness value of $P_n^\lambda, \text{gbest}$ by (33a);
17: If the fitness value of $P_{n, \text{gbest}}$ is smaller than the fitness value of $P_n^\lambda, \text{gbest}$;
18: Update the swarm’s best known position as $P_{n, \text{gbest}} = \tilde{P}_n^\lambda$;
19: End If
20: End If
21: End while
22: Output: $w^*$ and $\alpha^*$ in the swarm’s best known position $P_{n_{\text{max}}, \text{gbest}}$.

$\tilde{P}_n^\lambda(m) = (1 - 0.1r_3)P_n^\lambda(m)$, where $r_3$ is a random number uniformly distributed in the range $[0, 1]$. The pseudocode of the modified PSO algorithm is shown in Algorithm 1, where $j$ is omitted for the sake of simplicity. In addition, the computational complexity of the modified PSO is $O(n_{\text{max}}\lambda_{\text{max}})$.

3) IG-based greedy user-centric scheduling: After solving a series of inner problems and finding the secure parameters of each user, we formulate the user-centric scheduling as an outer problem, which is expressed as

$$
\min_\Pi \sum_{j=1}^{K_u} \left\{ \frac{1}{\theta_j} \log \left[ e^{-\theta_j \tilde{R}_j^\rho(\alpha_j, w_j, \Pi_j)} \right] + F_j \left[ e^{-\theta_j \tilde{R}_j^\rho(\alpha_j, w_j, \Pi_j)} - e^{-B_j \theta_j} \right] \right\} 
$$

s.t. $\pi_{i,j}(t) \in \{0, 1\}$, (36a)

$$
\sum_{j=1}^{K_u} \theta_j = 1
$$

(36b)
To solve problem (36) and find the combination of simultaneous transmission secure cells, we propose an IG-based greedy user-centric scheduling algorithm. To eliminate the interference between users and satisfy constraint (36c), we first define the IG to characterize the interference relationship between users. According to the layout of APs and users, the IG is generated as an undirected graph $G(V;E)$. The vertex set $V(G)$ of the IG is the user set $\Phi$ and the vertex $v_j$ corresponds to the user $j$. The edge set $E(G)$ of the IG is determined by the interuser interference. Specifically, an edge between vertex $v_j$ and vertex $v_k$ exists when their AP sets satisfy $\Omega_j \cap \Omega_k \neq \emptyset$. According to graph theory, two adjacent vertices connected by an edge are identified as neighbours, which means two corresponding users may interfere each other. The set of vertex $v_j$’s neighbours is denoted by $N(v_j)$. Note that the channel gain threshold $\varepsilon$ of the capable AP set $\Omega_j$ has a significant impact on IG. According to the definition of $\Omega_j$ in (1), if $\varepsilon$ is too small, all the weak interference links would be taken into account in IG, which leads to too much intricate edges in IG. To build an interference-free scheduling scheme, we suppose that neighbour users cannot be scheduled at the same time. Therefore, in this case, some users cannot be scheduled for a long time, especially the users located at the edge of the room. In contrast, if $\varepsilon$ is too large, a high interference caused by the links whose channel gains are less than $\varepsilon$ is ignored in the scheduling process, which leads to inaccurate scheduling results. In this paper, to set $\varepsilon$, we divide the receiving plane into a number of positions. For each position, we calculate the sum of NLoS channel gain and set $\varepsilon$ as the sum value that can be achieved by more than 90% of the positions. Fig. 4a and Fig. 4d show two examples of IG embedded in the top view of a multi-user multi-AP VLC system, in which solid lines represent the edges of the IG.

Based on the IG, we propose a greedy user-centric scheduling algorithm. First, the initial cell formation matrix $\Pi'$ is determined according to the AP sets $\Omega_j$, $j = 1, \ldots, K_u$. More specifically, we initialize $\pi'_{i,j} = 1$ if $i \in \Omega_j$, and initialize $\pi'_{i,j} = 0$, otherwise. The dotted lines in Fig. 4a and Fig. 4d show the connections between APs and users according to $\Pi'$. Further, with the obtained $\alpha_j$ and $w_j$ from problem (33), we calculate the DPP value of user $j$ by (33a). Then, by treating the DPP value of each user as the weight of each vertex, we transform the IG into a weighted IG. The user-centric scheduling is formulated as a minimum-weighted independent-set problem of the weighted IG. According to the min-greedy strategy, for each scheduling, we extract the vertex $v_j$ with minimum DPP value and add it into the independent-set $I$ and then delete it
Algorithm 2: IG-based Greedy User-centric Scheduling Algorithm

1: **Input:** Interference graph $G(V; E)$, initial cell formation matrix $\Pi'$, power separation factor $\alpha^*$, precoding vector $w^*$;

2: **Initialization:** Independent set $I = \emptyset$, vertex set $V(G) = \emptyset$;

3: Calculate the weight $\varsigma_j$ for vertex $v_j$ by (33a) with input $w^*$ and $\alpha^*$;

3: **While** $V(G) \neq \emptyset$

4: Find $v_j = \arg\min \varsigma_j, v_j \in V(G)$;

5: $I = I \cup v_j$;

6: $V(G) = V(G) \setminus (v_j \cup N(v_j))$;

7: **End**

8: Calculate $\Pi^*$ by: $\pi_{i,j} = 1$, if $v_j \in I$, $i \in \Omega_j$; $\pi_{i,j} = 0$, otherwise;

9: **Output:** $\Pi^*$.

---

![Fig. 4](image-url)  
Fig. 4. (a)(d) The top view of multi-AP multi-user VLC system with different kinds of users’ location. There are 10 users and $8 \times 8$ APs. FoV is $\varphi_c = 100^\circ$. (b)(c) The user-centric secure cell formation results in different timeslots. Users’ location is shown as Fig. 4a. (e)(f) The user-centric secure cell formation results in different timeslots. Users whose location is shown as Fig. 4d.

and its neighbours $N(v_j)$ from the original vertex set $V(G)$. The ‘extract and delete’ process is repeated until no vertex is in $V(G)$. According to the independent set $I$, we can obtain the secure cell formation matrix $\Pi^*$. In detail, we have $\pi_{i,j} = 1$ if $v_j \in I$, $i \in \Omega_j$ and $\pi_{i,j} = 0$, otherwise. The detailed process of the proposed IG-based greedy user-centric scheduling is illustrated in Algorithm 2. In addition, the computational complexity of Algorithm 2 is $O(K_u)$. 
V. NUMERICAL AND SIMULATIONS RESULTS

In this section, we present the simulation results to evaluate the proposed delay driven secure cell formation algorithm. We consider a three-dimensional space with size of 16 m × 16 m × 2.5 m. Optical APs are uniformly installed at the ceiling of the room. Users are randomly distributed in the room and the height of the receiving plane is 0.5 m. Both LoS links and the first reflected links are taken into consideration. To calculate the channel gains of the reflected links, the surfaces of four walls are divided into a number of small areas (0.1 m × 0.05 m). By summing the received power from the reflection of these small areas, we get the channel gains of the first reflected links. Besides, we assume that all users have the same FoV. Each user has its own statistical delay QoS requirement that is characterized by the QoS exponent. A user with a large index has a strict QoS requirement. In Fig. 5–Fig. 9, users’ QoS exponents are set to increase with users’ index, uniformly from 10^{-10} to 10^{-7}. In addition, users’ effective bandwidth is also set to increase with users’ index, uniformly from 10^5 to 10^6 in Fig. 5–Fig. 9. We evaluate the performance of the proposed secure cell formation algorithm on both short-term and long-term. In addition, we also analyse the effect of various factors on the ESR. The main system parameters are summarized in Table I.

| Name of Parameter                        | Value of Parameter |
|-----------------------------------------|--------------------|
| Available bandwidth, $B_a$              | 20 MHz             |
| The number of LEDs per AP, $m$          | 400                |
| DC offset current, $I_{DC}$             | 700 mA             |
| Modulation index, $\gamma$             | 0.2                |
| Refractive index of lens at a PD, $a$   | 1.5                |
| Physical area in a PD, $\delta$        | $10^{-4}$ m$^2$    |
| Semi-angle at half power, $\phi_{1/2}$ | 70 deg.            |
| Gain of the transimpedance amplifier, $T$ | 1 V/A              |
| Current-to-light conversion efficiency, $\eta$ | 0.44 W/A          |
| Responsivity of a PD, $\varpi$         | 0.54 A/W           |
| Reflectance factor, $\rho$             | 0.8                |
A. Results of the per-slot drift-plus-penalty problem

Different kinds of users’ locations generated by uniform distribution are considered in our simulation. Fig. 4a and Fig. 4d show the top view of the multi-AP multi-user system with two different kinds of users’ locations. The dotted lines represent the connections according to the initial cell formation matrix $\mathbf{\Pi}'$ and the solid lines represent the edges in the interference graph. Fig. 5 substantiates the convergence of the proposed modified PSO algorithm. Since PSO is one of the population-based intelligent algorithms, enlarging the size of the swarm would increase the diversity of particles’ position and expand the search scope of feasible solutions. A large swarm size may accelerate the convergence of modified PSO algorithm, but also aggravate the computational complexity at the same time. In the following simulations, we choose swarm size $\lambda_{\text{max}} = 40$ and the maximum iterations $n_{\text{max}} = 100$.

By employing the modified PSO algorithm and IG-based greedy user-centric scheduling algorithm, we can obtain the user-centric secure cell formation results as shown in Fig. 4b-c and Fig. 4e-f, which correspond to the users’ locations in Fig. 4a and Fig. 4d, respectively. In each secure cell, artificial noise with specified power separation factor is adopted to enhance the transmission security. Comparing to the initial cell formation $\mathbf{\Pi}'$, we can see that the users who may interfere each other are scheduled in different timeslots according to the DPP value calculated by (32a).

B. Results of long-term statistical delay guaranteed secure cell formation problem

By tackling short-term DPP problems slot by slot, the long-term performance of the proposed secure cell formation algorithm is evaluated in this subsection. Taking the users’ locations as Fig. 4a for example, we show cumulative distribution function (CDF) of the average achievable secrecy rate per user of various timeslots in Fig. 6. The relationship of the results of successive timeslots depends on the evolution of Lyapunov virtual queues. We compare our proposed Lyapunov optimization based cell formation algorithm with the following scheduling algorithms [26].

- Maximum Rate (MR): Based on the IG, the achievable rate without artificial noise of each user is treated as the weight of each vertex. The achievable rate without artificial noise of user $j$ is expressed as [36]

$$r_j(t) = \frac{1}{2} \log \left[ 1 + \frac{4h_j^T(t)h_j(t)A^2}{2\pi e\sigma^2} \right].$$
User scheduling is modelled as a maximum-weighted independent-set problem. According to the greedy algorithm, if there are edges among several users, only the user with maximum achievable rate among its neighbours can be scheduled.

- Proportional Fairness (PF): Based on the IG, we define the weight of each vertex by the scheduling priority and tackle the maximum-weighted independent-set problem by greedy algorithm. The scheduling priority of user $j$ is expressed as $\kappa_j(t) = \frac{r_j(t)}{C_j(t)}$, $j = 1, \ldots, K_u$. Parameter $C_j(t)$ represents the average achievable rate of user $j$ in timeslot $t$. To allow all users at least a minimal level of service, $C_j(t)$ is updated as follows:

$$C_j(t) = \begin{cases} 
(1 - \frac{1}{T_F})C_j(t - 1) + \frac{1}{T_F}r_j(t - 1), & \text{if user } j \text{ is scheduled in timeslot } t, \\
(1 - \frac{1}{T_F})C_j(t - 1), & \text{if user } j \text{ is not scheduled in timeslot } t,
\end{cases}$$

where $T_F$ is constant window size.

- MR with artificial noise: We implement the artificial noise approach in each cell formed by MR method.
- PF with artificial noise: We implement the artificial noise approach in each cell formed by PF method.

The power separation factors of the compared algorithms are fixed and set as 0.7 in Fig. 6. Fig. 6 shows that the proposed secure cell formation algorithm is capable of providing higher average secrecy rate than MR and PF approaches. There are two main reasons of the improvement. One of them is that the proposed cell formation provides the customized precoding and intensity of artificial noise in each secure cell. Another is that the proposed cell formation algorithm schedules users with larger DPP values, which take users’ security into account.

Fig. 7 shows the change of backlog of Lyapunov virtual queues for users with different QoS exponents. We can see that the backlog of all users does not tend to infinity, in other words, all the Lyapunov virtual queues are stabilized. Therefore, according to Lemma 1, all users’ statistical delay constraints can be satisfied in the long-term. Besides, the fluctuation of the backlog of virtual queues becomes larger when the QoS exponent becomes bigger. This is reasonable because a bigger QoS exponent corresponds to a stricter delay QoS requirement, which is more difficult to guarantee.

The average ESR per user of different cell formation methods is shown in Fig. 8. The ESR of each user is calculated according to formula (17). Different from the achievable secrecy rate in Fig. 6 ESR is a long-term metric, which gradually converges over timeslots. Comparing to the
Fig. 5. (a) Convergence performance of PSO algorithm with different swarm size for the user in Fig. 4a. (b) Convergence performance of PSO algorithm with different swarm size for the user in Fig. 4d.

Fig. 6. CDF of the average achievable secrecy rate per user of different cell formation methods, where the number of timeslots is 150, unblocking probability is $\beta = 0.7$ and FoV is $\varphi_c = 100^\circ$.

Fig. 7. Fluctuation of Lyapunov virtual queue of each user, where users’ QoS exponents are set to increase with users’ index, uniformly from $10^{-10}$ to $10^{-7}$.

Fig. 8. Average effective secrecy rate of different cell formation algorithms, where unblocking probability is $\beta = 0.7$ and FoV is $\varphi_c = 100^\circ$.

MR and PF scheduling methods, our proposed secure cell formation algorithm achieves higher delay-constrained secrecy rate. The reason is that our user-centric secure cell formation is a result of a joint optimization considering both users’ delay and security guarantee when the user scheduling is decided based on users’ DPP values.

In Fig. 9, we analyse the effects of the FoV and the number of random located users on the ESR. For each scenario, 10 kinds of users’ locations are generated randomly and the average ESR is obtained in Fig. 9. As expected, our proposed secure cell formation algorithm remains superior in all scenarios considered. Fig. 9a shows that the ESR per user decreases when the FoV increases. This is reasonable because a large FoV at receiver can accept more LoS links,
The proposed secure cell formation
MR
PF
MR with artificial noise
PF with artificial noise

Fig. 9. (a) Average effective secrecy rate for various FoV, where the number of users is 10 and unblocking probability is $\beta = 0.7$. (b) Average effective secrecy rate for various number of users, where unblocking probability is $\beta = 0.7$ and FoV is $\varphi_c = 100^\circ$.

which increases the possibility of interference among users. Besides, as shown in Fig. 9b when the number of users is increased, the ESR per user is reduced, due to the increased resource competition.

![Normalized average backlog of Lyapunov virtual queues](image)

The ADF test result for normalized average backlog of Lyapunov virtual queues in Fig. 10

| $B^e$ | $D_u$ | 1/9 | 1/12 | 1/16 |
|-------|-------|-----|------|------|
| $10^6$ | 0   | 1   | 1    |
| $5 \times 10^6$ | 0   | 0   | 1    |
| $10^7$ | 0   | 0   | 0    |

Fig. 10. Normalized average backlog of Lyapunov virtual queues for various $D_u$ and $B^e$, where $\theta = 10^{-8}$ for each user.

To show the system capability in terms of the user density $D_u$ (users/m$^2$) and the QoS requirement, we provide Fig. 10 in which we use the stability of Lyapunov virtual queues to characterize whether the system works well or not. In addition, the augmented Dickey-
Fuller test (ADF) is used to analytically judge each time sequence in Fig. 10 is stability or not [37]. Particularly, the ADF test result equal to 1 means the time sequence is stable and vice versa [38]. As shown in Fig. 10, for $B = 10^6$ (bits/s), $D_u = 1/12$ (users/m$^2$), $B = 10^6$ (bits/s), $D_u = 1/16$ (users/m$^2$) and $B = 5 	imes 10^6$ (bits/s), $D_u = 1/16$ (users/m$^2$), the Lyapunov virtual queues are stable and the corresponding ADF test results in Table II are equal to 1, which means the system can work normally. With the increase of $B$ and $D_u$, the virtual queues tend to be unstable and the backlog of the virtual queue would go to infinity over time.

VI. Conclusion

In this paper, we proposed a user-centric secure cell formation algorithm with heterogeneous statistical QoS guarantees for indoor VLC networks. Different intensities of artificial noise are adopted in the user-centric secure cells, which helps to enhance the secrecy performance. Based on the EC theory, ESR is derived to evaluate the transmission rate constrained by both secrecy and statistical delay requirements of each user. Further, users’ probabilistic delay guarantee goals are modelled as long-term constraints and the user-centric secure cell formation problem is formulated as a long-term optimization problem. Thanks to Lyapunov optimization theory, we decomposed this problem into several tractable per-slot problems and solved them by an modified PSO and IG-based scheduling algorithm. The proposed Lyapunov optimization-based statistical delay QoS guarantee method may stimulate a range of further research when delay needs to satisfy a probabilistic constraint. Moreover, the concept of ESR may also inspire some further research by providing a fresh perspective for wireless resource allocation with both secrecy and delay guarantee.

APPENDIX A

Proof of Theorem 1

We follow the approach proposed in [5] to derive a lower bound of achievable secrecy rate. For the sake of simplicity, the timeslot variable $t$ is omitted from our notations in this proof.

According to the results of [8] and [29], for the wiretap channel given by (11) and (12), the lower bound of achievable secrecy rate with artificial noise aided between user $j$ and user $k$ can be given by
\[ R_{j,k}^e \geq \left[ I(\mathbf{w}_j s_j^u; y_j) - I(\mathbf{w}_j s_j^u; y_{j,k}^e) \right]^+ \]
\[ = \left[ h(y_j) - h(y_j | \mathbf{w}_j s_j^u) - h(y_{j,k}^e | \mathbf{w}_j s_j^u) \right]^+, \]
where \( I(\cdot ; \cdot) \) denotes the mutual information, \( h(\cdot) \) denotes the differential entropy and \( h(\cdot | \cdot) \) denotes the conditional entropy.

We assume the useful signal \( s_j^u \) follows the uniform distribution \([-A^u_j, A^u_j]\) and the jamming signal \( s_{ji}^a \) follows the uniform distribution \([-A^a_j, A^a_j]\). According to the relationship between the transmitted power and the signal distribution, we have \( A^u_j = \alpha_j A \) and \( A^a_j = \frac{(1-\alpha_j)A}{|\Omega_j|-1} \).

Then, we derive each term of formula (37). First, recalling the formula (4) and using the entropy-power inequality (EPI) [40], we get the lower bound of \( h(y_j) \) as
\[ h(y_j) = h(\mathbf{h}_j^T \mathbf{w}_j s_j^u + n_j) \]
\[ \geq \frac{1}{2} \log(\exp(2h(\mathbf{h}_j^T \mathbf{w}_j s_j^u)) + \exp(2h(n_j))) \]
\[ = \frac{1}{2} \log(4\mathbf{w}_j^T \mathbf{h}_j \mathbf{h}_j^T \mathbf{w}_j (A^u_j)^2 + 2\pi e \sigma_j^2). \]

Similarly, we can derive the conditional entropy \( h(y_{j,k}^e | \mathbf{w}_j s_j^u) \) as
\[ h(y_{j,k}^e | \mathbf{w}_j s_j^u) = h \left( (\mathbf{h}_j^e)^T \sum_{l=1}^{\Omega_j-1} \hat{\Gamma}_{ji} s_{ji}^a + n_{j,k}^e \right) \]
\[ \geq \frac{1}{2} \log \left( \exp \left( 2 \cdot \frac{1}{2} \log \left( \sum_{l=1}^{\Omega_j-1} \exp \left( 2h \left( (\mathbf{h}_j^e)^T \hat{\Gamma}_{ji} s_{ji}^a \right) \right) \right) \right) + \exp (2h(n_{j,k}^e)) \right) \]
\[ = \frac{1}{2} \log \left[ \sum_{l=1}^{\Omega_j-1} 4\hat{\Gamma}_{ji}^T \mathbf{h}_{j,k}^e (\mathbf{h}_{j,k}^e)^T \hat{\Gamma}_{ji} (A^a_j)^2 + 2\pi e \left( \sigma_{j,k}^o \right)^2 \right]. \]
(39)

Second, since the VLC noise follows a Gaussian distribution, we have
\[ h(y_j | \mathbf{w}_j s_j^u) = h(n_j) = \frac{1}{2} \log(2\pi e \sigma_j^2). \]
(40)

Third, an upper bound on \( h(y_{j,k}^e) \) can be obtained using the differential entropy of a Gaussian random variable with variance \( \text{Var}(y_{j,k}^e) \). Therefore, we can obtain
\[ h(y_{j,k}^e) \leq \frac{1}{2} \log \left[ 2\pi e \text{Var} \left( (\mathbf{h}_j^e)^T \mathbf{w}_j s_j^u + (\mathbf{h}_j^e)^T \sum_{l=1}^{\Omega_j-1} \hat{\Gamma}_{ji} s_{ji}^a + n_{j,k}^e \right) \right] \]
\[ = \frac{1}{2} \log \left[ \frac{2\pi e}{3} \left( \mathbf{w}_j^T \mathbf{h}_{j,k}^e \mathbf{h}_{j,k}^e \mathbf{w}_j (A^a_j)^2 + \sum_{l=1}^{\Omega_j-1} \hat{\Gamma}_{ji}^T \mathbf{h}_{j,k}^e \mathbf{h}_{j,k}^e \hat{\Gamma}_{ji} (A^a_j)^2 + 3 \left( \sigma_{j,k}^o \right)^2 \right) \right]. \]
(41)

By substituting the expressions (38)-(41) in (37), we get Theorem 1.
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