Abstract

We provide a novel computer-assisted technique for systematically analyzing first-order methods for optimization. In contrast with previous works, the approach is particularly suited for handling sublinear convergence rates and stochastic oracles. The technique relies on semidefinite programming and potential functions. It allows simultaneously obtaining worst-case guarantees on the behavior of those algorithms, and assisting in choosing appropriate parameters for tuning their worst-case performances. The technique also benefits from comfortable tightness guarantees, meaning that unsatisfactory results can be improved only by changing the setting. We use the approach for analyzing deterministic and stochastic first-order methods under different assumptions on the nature of the stochastic noise. Among others, we treat unstructured noise with bounded variance, different noise models arising in over-parametrized expectation minimization problems, and randomized block-coordinate descent schemes.

1. Introduction

In this work, we study methods for solving convex (stochastic) minimization problems of the form

$$\min_{x \in \mathbb{R}^d} f(x),$$ (Opt)

with $f \in \mathcal{F}$ some class of convex, proper and closed functions. To perform the minimization, we are given access to an approximate first-order oracle $G(x; i) \approx f'(x)$, where $i$ is some random variable uniformly sampled in an index set $I$. This includes unbiased stochastic oracles satisfying $\mathbb{E}_i G(x; i) = f'(x)$, but also biased oracles used in block-coordinate methods $G(x; i) = \nabla_i f(x)$ (directional derivative along the $i^{th}$ block of coordinates).

We present a generic approach, based on potential functions, for analyzing and designing first-order methods in the case where $I$ is a finite set—two such problems are the empirical risk minimization setting where $f(x) = \frac{1}{n} \sum_{i=1}^n f_i(x)$ and $G(x; i) = f'_i(x)$, and the block-coordinate setting. Even though most proofs presented in the sequel turned out not to depend on the cardinality of $I$, and are therefore valid for expectation minimization problems $f(x) = \mathbb{E}_i f(x; i)$, cardinality can play a major role in specific settings (e.g., finite sums or coordinate descent). Therefore, we do not explicitly look for results that are independent of it, but rather note that it naturally does not intervene in, e.g., analyses of stochastic gradient-based methods that we propose in this paper.
1.1. Preliminaries

A continuously differentiable function \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) is called \( L \)-smooth if its gradient satisfies a Lipschitz condition with parameter \( L > 0 \):
\[
\| f'(x) - f'(y) \| \leq L \| x - y \| \quad \text{for all } x, y \in \mathbb{R}^d,
\]
where \( \langle \cdot, \cdot \rangle \) denotes the Euclidean inner product and \( \| . \| \) is the induced norm. We denote by \( \mathcal{F}_L(\mathbb{R}^d) \) the class of \( L \)-smooth convex functions over \( \mathbb{R}^d \) and by \( \mathcal{F}_L \) the class of smooth convex functions where \( d \) is left unspecified. In addition, we denote by \( x_* \) some optimal solution to (Opt), and by \( f_* := f(x_*) \) the optimal value. Those assumptions are standard in the optimization literature (Polyak, 1987; Nesterov, 2004).

1.2. Contributions

The main contribution of this work is to propose a framework for constructing potentials for first-order stochastic algorithms; in contrast with previous related works on the topic, the technique is specialized for establishing sublinear convergence rates. The methodology benefits from an advantageous tightness property, meaning that it fails only when it is impossible to prove the desired result using potential functions with the chosen structure. The framework allows dealing with, among others, all stochastic settings presented in Table 1. We use the methodology for designing novel analyses of SGD and averaging schemes in different stochastic optimization settings. Based on the methodology for constructing potentials, we propose a complementary automatic parameter selection technique in App. C, whose main idea is roughly to optimize the algorithmic parameters while designing the potentials.

| \( \mathcal{F} \) | Noise model | \( \mathbb{E}_i \| G(x; i) \|^2 \leq \) | Note | Sections |
|---|---|---|---|---|
| \( f \in \mathcal{F}_L \) | \( G(x; i) = f'(x) \) | — | No noise | 3.2.1, D |
| \( f \in \mathcal{F}_L \) | \( \mathbb{E}_i G(x; i) = f'(x) \) | \( \sigma_*^2 + 2\rho_1 L(f(x) - f_*) + \rho_2 \| f'(x) \|^2 \) for all \( x \in \mathbb{R}^d \) | Unified variance model | 3.2.2, E, G |
| \( f_i \in \mathcal{F}_L \) | \( G(x; i) = f_i'(x) \) | \( \sigma_*^2 \) for some \( x = x_* \) | Variance at \( x_* \) | 4, F, H |
| \( f_i \in \mathcal{F}_L \) | \( G(x; i) = f_i'(x) \) | — | Finite sums (not presented) |
| \( f_i \in \mathcal{F}_L \) | \( G(x; i) = \nabla_i f(x) \) | — | Block-coordinate | I |

Table 1: Stochastic settings summary: non-exhaustive list of assumptions on the classes of functions \( \mathcal{F} \) and the nature of the noisy oracle \( G(x; i) \) that can be directly embedded within the framework. Further examples are discussed in Sec. 5.

1.3. Prior works

In what follows, we take a worst-case point of view, that is standard in the optimization and machine learning communities, as in the original works (Nemirovski and Yudin, 1983; Polyak, 1987; Nesterov, 2004).
Stochastic first-order methods. Stochastic approximation algorithms date back to the works of Robbins and Monro (1951), and numerous analyses and improvements can be found in the literature (see e.g., Bottou et al. (2018) and the references therein). Among others, averaging plays a crucial role for improving their convergence guarantees (Ruppert, 1988; Polyak and Juditsky, 1992).

Stochastic methods are usually analyzed using a uniformly bounded variance assumption (i.e., \( \mathbb{E}_i \| G(x; i) - f'(x) \|^2 \leq \sigma^2 \) for all \( x \in \mathbb{R}^d \)), or bounded gradients. This intrinsically has limited applicability ranges (e.g., it does not even hold for quadratic minimization), although theoretical guarantees for stochastic methods involving momentum were out of reach so far without such assumptions (Hu et al., 2009; Xiao, 2010; Devolder, 2011; Lan, 2012; Cohen et al., 2018). A better understanding of stochastic gradient methods (in particular, those involving momentum) can therefore only be achieved by studying alternatives to standard assumptions. In particular, let us mention the non-asymptotic analyses of Bach and Moulines (2011) (not relying on the uniformly bounded assumption), and Schmidt and Le Roux (2013); Ma et al. (2018); Vaswani et al. (2019) (strong and weak growth conditions), and numerous works on stochastic methods for quadratic minimization, see e.g., Bach and Moulines (2013); Dieuleveut et al. (2017); Jain et al. (2018a,b).

Potential functions for first-order methods. Potential functions have been used a lot for studying convergence properties of first-order methods. This kind of analyses is typically natural for obtaining linear convergence results—potentials are then often being referred to as Lyapunov functions (Lyapunov and Fuller, 1992), as in the analyses of dynamical systems—, but is typically also used for certifying sublinear convergence rates, as discussed in Sec. 2. As being nicely reviewed by Bansal and Gupta (2017), the use of potential functions is not new in the optimization literature, and is closely related to the machinery of estimate sequences (Nesterov, 2004, 2018; Wilson et al., 2016). Successful uses of such techniques include the original developments underlying accelerated gradient (Nesterov, 1983, Theorem 1) and FISTA (Beck and Teboulle, 2009, Lemma 4.1).

Computer-assisted analyses of first-order methods. Recently, linear matrix inequalities (LMI) and semidefinite programming (SDP) (see e.g., Vandenberghe and Boyd (1996)) techniques were used for automatically generating worst-case guarantees for first-order methods. This trend started with performance estimation as initiated by Drori and Teboulle (2014) and was taken further in different directions: for designing optimal methods (Drori and Teboulle, 2014, 2016; Kim and Fessler, 2016, 2018c), lower bounds (Drori, 2017), or to be featured with automated tightness guarantees and broader range of applications (Taylor et al., 2017a,c). A competing strategy, inspired on the one hand by performance estimation and on the other one by control theory, was developed by Lessard et al. (2016). This technique is based on integral quadratic constraints and was initially specialized for obtaining linear convergence rates. This work adapts the performance estimation approach for using potential functions, easing the development of proofs in settings involving sublinear convergence rates. Detailed relations to works in this research stream are provided in App. B.

1.4. Organization

The flow of this work is as follows. First, we summarize the overall methodology and recall the general principle behind potential-based proofs in Sec. 2. After that, the procedure for designing potential functions is presented in Sec. 3; in particular, the methodology is illustrated on gradient descent and a few stochastic variants in the same section. Then, we present simple results obtained with the analysis technique in different stochastic optimization settings (a few samples from Table 1) in Sec. 4 and in the appendix. Most technical tools are presented in appendix, including an
automatic parameter selection technique, and the application to accelerated first-order methods, to stochastic optimization under weak growth conditions, and to coordinate descent. The organization and content of the appendix is summarized in App. A.

2. Potential functions for a restricted class of first-order methods

Let us restrict ourselves to a specific class of methods encapsulating SGD, along with possibly averaging and momentum. This restriction is made for readability purposes only. We consider the following class of (stochastic) first-order methods:

$$
y_{k+1} = y_k + \alpha_k (x_k - y_k) + \alpha_k' (z_k - y_k),$$

$$x_{k+1}^{(i_k)} = y_k + 1 + \beta_k (x_k - y_{k+1}) + \beta_k' (z_k - y_{k+1}) - \delta_k G(y_{k+1}; i_k),$$

$$z_{k+1}^{(i_k)} = y_{k+1} + \gamma_k (x_k - y_{k+1}) + \gamma_k' (z_k - y_{k+1}) - \epsilon_k G(y_{k+1}; i_k),$$

(SFO)

where the superscript $\langle i_k \rangle$ corresponds to the sampled random variable that was used for performing iteration $k$. In what follows, we provide a generic approach to study its worst-case properties. For now, let us ask the question how can we prove such an algorithm work? A possible methodology for showing convergence consists in exhibiting a potential function, also often referred to as a Lyapunov function. For example, when $x_{k+1} = x_k - \frac{1}{T} f'(x_k)$ (i.e., gradient descent), it is possible to show (see, e.g., Bansal and Gupta (2017)) that for all $f \in \mathcal{F}_L$ and $k \geq 0$ the inequality $\phi_{k+1}^f(x_{k+1}) \leq \phi_k^f(x_k)$ holds with

$$\phi_k^f(x_k) = k(f(x_k) - f_*) + \frac{L}{2} \|x_k - x_*\|^2,$$

leading to $N(f(x_N) - f_*) \leq \phi_N^f \leq \phi_{N-1}^f \leq \ldots \leq \phi_0^f = \frac{L}{2} \|x_0 - x_*\|^2$. Therefore, $f(x_N) - f_* \leq \frac{L}{2} \|x_0 - x_*\|^2$. This proof relies on two key ideas: (i) forget how $x_k$ was generated and study only one iteration at a time, and (ii) choose an appropriate sequence of potentials. Such proofs are philosophically simple, but it is generally unclear how to choose such potentials. Choosing an appropriate sequence $\{\phi_k^f\}$ usually requires a lot of intuitions and potentially tedious investigations. Such proofs may therefore be seen as reserved to experts, and the purpose of this work is to alleviate as much as possible this burden, by proposing a systematic way of designing and verifying potentials. All proofs developed hereafter follow the same principles, and reduce to proving inequalities of type

$$\mathbb{E}_{i_k} \phi_{k+1}^f(y_{k+1}, x_{k+1}^{(i_k)}, z_{k+1}^{(i_k)}) \leq \phi_k^f(y_k, x_k, z_k) + \epsilon_k,$$

(Pot)

for all $f \in \mathcal{F}$ and all $x_k, y_k, z_k$ used to generate $y_{k+1}, x_{k+1}^{(i_k)}, z_{k+1}^{(i_k)}$ with the method of interest. The term $\epsilon_k$ is typically used for encapsulating the variance of stochastic algorithms. As before, a recursive use of this inequality allows obtaining

$$\mathbb{E} \phi_N^f(y_N, x_N, z_N) \leq \phi_0^f(y_0, x_0, z_0) + \sum_{k=0}^{N-1} \epsilon_k,$$

and the game consists in choosing appropriate sequences for $\phi_k^f$ and $\epsilon_k$. The expectation $\mathbb{E}$ is taken over all sequences of indices $\langle i_1, i_2, \ldots, i_N \rangle$ with $i_k \in I$. Such convergence results in expectations can then typically be converted to almost sure convergence using, e.g., Robbins-Siegmund supermartingale theorem (Robbins and Siegmund, 1971; Duflo, 1997).
3. Design methodology for potential functions

We propose a systematic way to verify that a given tuple \((\phi_{k+1}^f, \phi_k^f, e_k)\) satisfies inequality (Pot). First of all, it is clear that the set of such acceptable tuples is convex. Even more, when \(\phi_{k-1}^f, \phi_k^f\) are both quadratic functions of the first-order information \(G(\cdot; i)\) and the coordinates \(x\) and linear functions of the function values \(f(\cdot, i)\), then verifying that the tuple satisfies (Pot) can equivalently be formulated as a linear matrix inequality (LMI). This section aims at providing strategies for finding sequences of potentials \(\{\phi_k^f\}_k\) based on a few examples and on Proposition 1 that follows.

3.1. Verifying a potential

The main tool we use for designing potentials is summarized through the following proposition. Even though its proof may appear as straightforward (we do not provide it), the main component in our strategies is the possibility of efficiently formulating (1) (for verifying a potential) using LMIs.

**Proposition 1** Let \(F\) be a class of functions, \(I\) be an index set, \(G(x; i)\) (with \(i \in I\)) be satisfying one of the noise model of Table 1, (SFO) be the class of algorithms under consideration, and a given tuple \((\phi_{k+1}^f, \phi_k^f, e_k)\). We have

\[
E_{i_k} \phi_{k+1}^f(y_{k+1}, x_k^{(i_k)}, z_{k+1}) - \phi_k^f(y_k, x_k, z_k) \leq e_k
\]

for all \(d \in \mathbb{N}, f \in F(\mathbb{R}^d)\) and all \((y_k, x_k, z_k) \in \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d\) if and only if

\[
0 \geq \sup_{d, f, y_k, x_k, z_k \{G(x; i)\} \in I} E_{i_k} \phi_{k+1}^f(y_{k+1}, x_k^{(i_k)}, z_{k+1}) - \phi_k^f(y_k, x_k, z_k) - e_k
\]

s.t. \((y_{k+1}, x_k^{(i_k)}, z_{k+1})\) generated by (SFO) from \((y_k, x_k, z_k)\) \(G(x; i)\in I\) compatible with \(f\) and the noise model for all \(x \in \text{dom } f\)

\[
f \in F(\mathbb{R}^d)\) and \(f'(x_*) = 0.\]

**Remark 2** In many standard settings (including noise models presented in Table 1 and the use of quadratic potentials—see examples below), the decision problem (1) can be reformulated as a LMI. This lossless reformation into a suitable LMI directly follows from the derivations presented by Taylor et al. (2017a, Section 2) for the deterministic setting. Those reformulations can be extended in a straightforward manner to all settings presented in Table 1, so we only present them in appendix for the different examples treated hereafter. As an introductory example, one can find the \(3 \times 3\) LMI reformulation for gradient descent in App. D.4; the other examples are summarized in App. A.

When the class of functions \(F\), the method and the noise model are clear from the context, we abusively denote the set of tuples \((\phi_{k+1}^f, \phi_k^f, e_k)\) that satisfies (1) by \(\mathcal{V}_k\).

3.2. Strategies for designing sequences of potentials

Taking advantage of Proposition 1, we propose a few strategies for choosing sequences of potential functions \(\{\phi_k^f\}_k\) based on two examples. For simplicity, we start in a deterministic setting. The codes used for generating the numerics below are provided in Sec. 5.
3.2.1. Example I: gradient descent

Say we want to bound \( \|f'(x_N)\|^2 \), where \( x_N \) is the iterate obtained after performing \( N \) iterations of gradient descent \( x_{k+1} = x_k - \frac{1}{L} f(x_k) \) where \( f \in \mathcal{F}_L \). Let us choose the family of potentials:

\[
\phi_k^f = \left( \frac{x_k - x^*}{f'(x_k)} \right)^T \left[ \begin{array}{cc} a_k & c_k \\ c_k & b_k \end{array} \right] \otimes I_d \left( \frac{x_k - x^*}{f'(x_k)} \right) + d_k \langle f(x_k) - f^* \rangle,
\]

parametrized by \( \{ (a_k, b_k, c_k, d_k) \}_k \). The motivation for such a shape is simply to allow all the information available at \( x_k \) to be used, and the Kronecker product with the identity “\( \otimes I_d \)” corresponds to requiring the potential function to be isotropic in the spaces of coordinates and gradients; in other words, the potentials can be written

\[
\phi_k^f = a_k \| x_k - x^* \|^2 + b_k \| f'(x_k) \|^2 + 2c_k \langle f'(x_k); x_k - x^* \rangle + d_k \langle f(x_k) - f^* \rangle.
\]

Now let us arbitrarily choose \( \phi_0^f = L^2 \| x_0 - x^* \|^2 \) and \( \phi_N^f = b_N \| f'(x_N) \|^2 \). The main motivation underlying this choice is that this structure may result in \( \| f'(x_N) \|^2 \leq \frac{L^2 \| x_0 - x^* \|^2}{b_N} \) using similar arguments as in Sec. 2. For choosing an appropriate sequence \( \{(a_k, b_k, c_k, d_k)\}_k \), we propose to solve the following problem:

\[
b_N^{(opt)} = \max_{\phi_0^f, \ldots, \phi_N^f} b_N \text{ subject to } (\phi_0^f, \phi_1^f) \in \mathcal{V}_0, \ldots, (\phi_{N-1}^f, \phi_N^f) \in \mathcal{V}_{N-1}.
\]

This problem can be formulated via semidefinite programming (SDP) with \( N \) LMIs of size \( 3 \times 3 \) (see App. D), and allows recovering the largest possible valid \( b_N \) given structure (2), \( \phi_0^f \) and \( \phi_N^f \). Based on numerical inspection (details hereafter), one can find the following valid sequence of potentials:

\[
\phi_k^f(x_k) = (2k + 1)L(f(x_k) - f^*) + k(k + 2)\| f'(x_k) \|^2 + L^2 \| x_k - x^* \|^2,
\]

which directly allows to prove both \( f(x_k) - f^* = O(k^{-1}) \) and \( \| f'(x_k) \|^2 \) = \( O(k^{-2}) \) simultaneously. Although simple, this is apparently the first time that convergence in gradient norm is proved using standard techniques that are usually used only for function values: the typical technique for obtaining this rate of convergence for gradient norm was presented by Nesterov (2012b). Let us briefly describe how such a potential can be obtained (the steps can be followed on Figure 1).

1. We started by numerically solving (3) for a few values of \( N \) using standard packages (Löfberg, 2004; Mosek, 2010). Approximate numerical results are provided below:

\[
\begin{array}{cccccc}
N & 1 & 2 & 3 & 4 & 5 & \ldots & 100 \\
b_N^{(opt)} & 4 & 9 & 16 & 25 & 36 & \ldots & 10201
\end{array}
\]

The solution to (3) numerically appeared to match \( b_N = (N + 1)^2 \). For completeness, note that the relative inaccuracy \( b_N^{(opt)}/(N + 1)^2 - 1 \) observed on the numerical solutions appeared to be an increasing function of \( N \) ranging from \( 10^{-8} \) for small values of \( N \) to \( 10^{-5} \) for \( N = 100 \). Readers interested in transforming those numerics into formal proofs may proceed with steps 2–4.

2. Observe schedules of \( \{(a_k, b_k, c_k, d_k)\}_k \) that are numerically obtained by solving (3). The result for \( N = 100 \) is given in Figure 1 (plain brown).
3. Try to simplify \( \{ \phi^f_k \}_k \) without losing too much on \( b_N^{(\text{opt})} \) (i.e., keep \( b_N^{(\text{opt})} \) large enough). As examples, the first numerical schedules motivated trying to solve (3) under the additional constraint \( d_k = (2k + 1)L \) (Figure 1, dashed red), then we additionally tried \( c_k = 0 \) and \( a_k = L^2 \) (Figure 1, dashed blue). Those two simplifications turned out to be successful; an example of unsuccessful one is obtained by constraining \( d_k = 0 \) in (3) (Figure 1, dashed purple), which does not allow achieving a large enough value of \( b_N \) for proving \( O(k^{-2}) \) convergence in \( \|f'(x_k)\| \).

4. Using the numerical inspirations, study one step of the method, i.e., find a feasible point to (1).

**Theorem 3** Let \( x_k \in \mathbb{R}^d \), \( f \in \mathcal{F}_L \), and \( x_{k+1} = x_k - \frac{1}{L}f'(x_k) \). The inequality \( \phi^f_k(x_{k+1}) \leq \phi^f_k(x_k) \) holds with

\[
\phi^f_k = -d_k(f(x_k) - f_*) + b_k \|f'(x_k)\|^2 + L^2 \|x_k - x_*\|^2,
\]

and all values \( b_k, d_k \geq 0 \) such that \( b_{k+1} = 2 + \frac{d_k}{L} + b_k \) and \( d_{k+1} = 2L + d_k \).

The proof is relatively simple relies on finding a sequence of feasible points to (1). The proof is delayed to App. D; in particular, the choice \( d_k = (2k + 1)L \) and \( b_k = k(k+2) \) is valid for using Theorem 3, and allows recovering the previous claim. A corresponding result for the proximal gradient method is presented in App. D.2, and similar results for accelerated variants are given in Sec. D.3.

**Remark 4** Instead of using \( \{(a_k, b_k, c_k, d_k)\}_k \) as variables, one could explicitly require each of those to be a polynomial in \( k \), and use the coefficients of those polynomials as variables in (3). Our choice of using \( \{(a_k, b_k, c_k, d_k)\}_k \) allows knowing in advance that the optimal \( b_N \) value obtained by solving (3) is the best value of \( b_N \) that can be certified given \( \phi^f_0 \) and the structure of \( \phi^f_k \). It could nevertheless be more practical to use the polynomials’ coefficients as variables in certain situations.

\[\begin{array}{|c|c|c|c|}
\hline
& a_k & b_k & c_k & d_k \\
\hline
\text{Iteration } k & 2 & -10^4 & 10 & 200 \\
\hline
\end{array}\]

Figure 1: Numerical solution to (3) for \( N = 100 \) and \( L = 1 \) (plain brown), forced \( d_k = (2k + 1)L \) (dashed red), forced \( d_k = (2k + 1)L \), \( c_k = 0 \) and \( a_k = L^2 \) (dashed blue) and forced \( d_k = 0 \) (dashed purple). Total time: \( \sim 35 \) sec. on single core of Intel Core i7 1.8GHz CPU.

### 3.2.2. Example II: stochastic smooth convex minimization, bounded variance

For studying stochastic methods, we heavily rely on the finite support assumption of the random variable \( i_k \in I \). This is crucial, as our main tool is a reformulation of (1) into a LMI where we perform an averaging over the \( n = |I| \) possible scenarios.
Stochastic methods are commonly studied using a uniformly bounded variance assumption \( \mathbb{E}_i \| G(x; i) - f'(x) \|^2 \) over \( x \) (Hu et al., 2009; Xiao, 2010; Lan, 2012; Devolder, 2011). This assumption is quite restrictive, but analyses not relying on it often appear to be much more challenging and sometimes even out of reach so far. Nevertheless, this restrictive setting is used for the examples of this section. Other setups are explored in Sec. 4 and in appendix.

In the previous section, the use of Proposition 1 was exemplified for designing a potential function for vanilla gradient method. In the following lines, we provide two alternate ways of choosing sequences of potentials that can be used for stochastic first-order methods, the main additional difficulty being the appearance of a variance term \( e_k \) in the inequality (Pot). Final consequences of the results of this section are depicted in Table 2 for when (decreasing) step-sizes of the form \( \delta_k = (L + k)^{-\alpha} \) are used in the stochastic algorithms. For SGD with and without averaging we discuss the differences with Bach and Moulines (2011) below.

**Stochastic gradient.** Let us apply the methodology to the SGD iteration

\[
x_{k+1}^{(i_k)} = x_k - \delta_k G(x_k; i_k),
\]

(with \( \mathbb{E}_{i_k} G(x_k; i_k) = f'(x_k) \)) where we choose the following family of potentials:

\[
\phi_k^f = \begin{pmatrix} x_k - x^* \\ f'(x_k) \end{pmatrix}^T \begin{pmatrix} a_k & c_k \\ c_k & b_k \end{pmatrix} \begin{pmatrix} x_k - x^* \\ f'(x_k) \end{pmatrix} + d_k (f(x_k) - f^*).
\]

For choosing the sequence \( \{(a_k, b_k, c_k, d_k, e_k)\}_k \), we arbitrarily start with \( \phi_0^f = \frac{L}{2} \| x_0 - x^* \|^2 \) and

\[
\phi_k^f = d_k \left( f(x_N) - f^* \right)
\]

as this may result in a guarantee of the form \( \mathbb{E} [ f(x_N) - f^* ] \leq \frac{L}{2d_N} \| x_0 - x^* \|^2 + \sigma^2 \sum_{k=0}^{N-1} e_k \). We proceed with a two-stage strategy:

\[
d_N^{(opt)} = \max_{\phi_0^f, \phi_1^f, \ldots, \phi_{N-1}^f, d_N} d_N \text{ s.t. } (\phi_0^f, \phi_1^f, e_0) \in \mathcal{V}_0, \ldots, (\phi_{N-1}^f, \phi_N^f, e_{N-1}) \in \mathcal{V}_{N-1},
\]

\[
\min_{d_N, e_0, \ldots, e_{N-1}} \sum_{k=1}^{N} e_k \text{ s.t. } d_N = d_N^{(opt)}, (\phi_0^f, \phi_1^f, e_0) \in \mathcal{V}_0, \ldots, (\phi_{N-1}^f, \phi_N^f, e_{N-1}) \in \mathcal{V}_{N-1},
\]

(4)

where the sequence is chosen as the optimal solution to (4), which is formulated using \( N \) LMI s of sizes \( (2n + 1) \times (2n + 1) \). Alternatively, one can choose two weights \( R^2 \) and \( \sigma^2 \) and solve

\[
\min_{V_1, \ldots, V_{N-1}, d_N} \frac{R^2}{d_N} + \frac{\sigma^2}{d_N} \sum_{k=1}^{N} e_k \text{ subject to } (\phi_0^f, \phi_1^f, e_0) \in \mathcal{V}_0, \ldots, (\phi_{N-1}^f, \phi_N^f, e_{N-1}) \in \mathcal{V}_{N-1},
\]

which is also convex. As in the case of the gradient method, let us briefly describe the steps.

1. Solve (4) for the fixed step-size policy \( \delta_k = \frac{1}{T} \) and for a few values of \( N \) (number of iterations) and \( n \) (cardinality of \( \{G(x; 1), \ldots, G(x; n)\} \)). Approximate numerical results are as follow:

|   | \( n = \) | 2       | 10      |
|---|---|---|---|---|---|---|---|---|---|---|
| \( N = \) |   | 1 | 2 | 3 | 4 | 5 | 100 | 1 | 2 | 3 | 4 | 5 | 100 |
| \( d_N^{(opt)} \) |   | 3 | 5 | 7 | 9 | 11 | 201 | 3 | 5 | 7 | 9 | 11 | 201 |
| \( e_N^{(opt)} \) |   | 1.5 | 2.5 | 3.5 | 4.5 | 5.5 | 100.5 | 1.5 | 2.5 | 3.5 | 4.5 | 5.5 | 100.5 |
Figure 2: Numerical solution to (4) for \( n = 2, N = 100 \) and \( L = 1 \) (plain brown), forced \( c_k = 0 \) (dashed red), forced \( c_k = 0, b_k = 0 \) (dashed blue) and forced \( c_k = 0, b_k = 0 \) and \( a_k = \frac{L}{2} \) (dashed purple). Total time: \( \sim 60 \text{ sec.} \) on single core of Intel Core i7 1.8GHz CPU.

2. Observe schedules \( \{ (a_k, b_k, c_k, \delta_k, e_k) \}_k \) that are numerically obtained by solving (4). The result for \( N = 100 \) and \( n = 2 \) is given in Figure 2 (plain brown).

3. Simplify \( \{ \phi_k^f \}_k \) as much as possible without losing too much (i.e., keep \( d_N \) large and \( e_N \) small). For example, enforcing \( c_k = 0 \) in (4) (Figure 2, dashed red), enforcing \( b_k = c_k = 0 \) in (4) (Figure 2, dashed blue) and finally enforcing \( b_k = c_k = 0 \) and \( a_k = \frac{L}{2} \) in (4) (Figure 2, dashed purple).

4. Using numerical inspiration, study one step of the method, i.e., find a feasible point to (1).

**Theorem 5** Let \( x_k \in \mathbb{R}^d, f \in \mathcal{F}_L \) and \( x_{k+1}^{(i_k)} = x_k - \delta_k G(x_k; i_k) \) with \( \mathbb{E}_{i_k} \| G(x_k; i_k) \|^2 \leq \sigma^2 + \| f'(x_k) \|^2 \) (and \( \mathbb{E}_{i_k} G(x_k; i_k) = f'(x_k) \)). The inequality \( \mathbb{E}_{i_k} [\phi_k^f(x_{k+1}^{(i_k)})] \leq \phi_k^f(x_k) + e_k \sigma^2 \) holds with

\[
\phi_k^f(x_k) = d_k (f(x_k) - f_*) + \frac{L}{2} \| x_k - x_* \|^2,
\]

for all values \( d_k, \delta_k \geq 0 \) such that \( d_{k+1} = d_k + \delta_k L, e_k = \frac{\delta^2 L}{2}(1 + d_{k+1}), \) and \( \delta_k d_{k+1} \geq e_k \) (i.e., when step-size \( \delta_k \) is small enough; in particular, the choice \( 0 \leq \delta_k \leq \frac{1}{L} \) is valid).

The proof is provided in App. E. The choice \( \delta_k = \frac{1}{L}, d_k = k \) and \( e_k = \frac{1}{L} (\frac{k}{2} + 1) \) leads to

\[
(k + 1) \mathbb{E}_{i_k} [f(x_{k+1}^{(i_k)}) - f_*] + \frac{L}{2} \mathbb{E}_{i_k} \| x_{k+1}^{(i_k)} - x_* \|^2 \leq k [f(x_k) - f_*) + \frac{L}{2} \| x_k - x_* \|^2] + \frac{1}{L} (\frac{k}{2} + 1) \sigma^2,
\]

the results are shown on Figure 2, whose dashed purple curves correspond to

\[
N \mathbb{E}[f(x_N) - f_*] + \frac{L}{2} \mathbb{E}[\| x_N - x_* \|^2] \leq \frac{L}{2} \| x_0 - x_* \|^2 + \frac{N}{4}(N + 3) \sigma^2.
\]

The choice \( \delta_k = (L(1 + k)^{\alpha})^{-1} \) leads to the results provided in Table 2 (details in App. E.5). Compared to Bach and Moulines (2011) —which deals with the slightly different setting \( f_i \in \mathcal{F}_L \) and bounded variance at \( x_*: \mathbb{E}_i \| f_i'(x_*) \|^2 \leq \sigma^2 \)— we obtained bounds that are valid for all values of \( \alpha \), compared to \( \alpha \in (1/2, 1) \), and the same optimal value \( \alpha = 2/3 \). Although the scope of this new result is more limited through the assumptions, the proof is considerably simpler.
Stochastic gradient with averaging. A standard way to improve theoretical guarantees of stochastic gradient methods is to embed them within an averaging process, as in Ruppert (1988); Polyak and Juditsky (1992); Bach and Moulines (2011), leading to the following iterative process:

\[
\begin{align*}
    x_{k+1}^{(i_k)} &= x_k - \delta_k G(x_k; i_k), \\
    z_{k+1}^{(i_k)} &= \frac{1}{k+1} x_{k+1}^{(i_k)} + \frac{k}{k+1} z_k.
\end{align*}
\]

The following potential was found using a procedure similar to the ones presented for gradient and stochastic gradient methods. In contrast with previous examples, this bound can only be propagated for decreasing step-sizes (i.e., \(\delta_{k+1} \leq \delta_k\)). In particular, the choice \(\delta_k = (L(1 + k)^{\alpha})^{-1}\) leads to the results provided in Table 2 (details in App. E.5). Compared to Bach and Moulines (2011), as for SGD, we obtain the same optimal value \(\alpha = 1/2\) for averaging, and bounds that are valid for all values of \(\alpha\) (compared to only \(\alpha \in (1/2, 1)\) before). The proof is delayed to App. E.2, and relied on using \(N\) LMI s of sizes \((3 + 2n) \times (3 + 2n)\).

**Theorem 6** Consider the following iterative scheme

\[
\begin{align*}
    x_{k+1}^{(i_k)} &= x_k - \delta_k G(x_k; i_k), \\
    z_{k+1}^{(i_k)} &= \frac{1}{d_k + 1} x_{k+1}^{(i_k)} + \frac{d_k}{d_k + 1} z_k,
\end{align*}
\]

for some \(d_k, \delta_k \geq 0\). Assuming \(f \in \mathcal{F}_L\) and \(\mathbb{E}_{i_k} \|G(x_k; i_k)\|^2 \leq \sigma^2 + \|f'(x_k)\|^2\) (and \(\mathbb{E}_{i_k} G(x_k; i_k) = f'(x_k)\)), the following inequality holds

\[
\delta_k d_{k+1} L \mathbb{E}_{i_k} [f(z_{k+1}) - f_*] + \frac{L}{2} \mathbb{E}_{i_k} \|x_{k+1}^{(i_k)} - x_*\|^2 \leq \delta_k d_k L (f(z_k) - f_*) + \frac{L}{2} \|x_k - x_*\|^2 + e_k \sigma^2,
\]

with \(d_{k+1} = d_k + 1, e_k = \frac{\delta_k^2}{2} L (d_k + L \delta_k)\) and \(\delta_k \leq \frac{1 + \sqrt{5}}{2L}\).

Stochastic gradient with primal averaging. Inspired by the numerical step-size selection tool provided in App. C, we propose an alternative to averaging—sometimes referred to as primal averaging (Tao et al., 2018)—corresponding to evaluating the stochastic gradient at the averaged iterate, in the particular case of a fixed-step policy \(\delta_k = \frac{1}{k+1}\):

\[
\begin{align*}
    y_{k+1} &= \frac{k}{k+1} y_k + \frac{1}{k+1} x_k, \\
    x_{k+1}^{(i_k)} &= x_k - \frac{1}{L} G(y_{k+1}; i_k).
\end{align*}
\]

The following theorem was obtained through the use of \(N\) LMI s of sizes \((3 + n) \times (3 + n)\).

**Theorem 7** Consider the following iterative scheme

\[
\begin{align*}
    y_{k+1} &= \frac{d_k}{d_k + \delta_k L} y_k + \frac{\delta_k L}{d_k + \delta_k L} x_k \\
    x_{k+1}^{(i_k)} &= x_k - \delta_k G(y_{k+1}; i_k)
\end{align*}
\]

for some \(d_k, \delta_k \geq 0\). Assuming \(f \in \mathcal{F}_L\) and \(\mathbb{E}_{i_k} \|G(y_{k+1}; i_k)\|^2 \leq \sigma^2 + \|f'(y_{k+1})\|^2\) (and \(\mathbb{E}_{i_k} G(y_{k+1}; i_k) = f'(y_{k+1})\)), the following inequality holds

\[
\begin{align*}
    d_{k+1} (f(y_{k+1}) - f_*) + \frac{L}{2} \mathbb{E}_{i_k} \|x_{k+1}^{(i_k)} - x_*\|^2 \leq d_k (f(y_k) - f_*) + \frac{L}{2} \|x_k - x_*\|^2 + e_k \sigma^2,
\end{align*}
\]

with \(d_{k+1} = d_k + \delta_k L\) and \(e_k = \frac{L \delta_k^2}{2}\) when \(\delta_k \leq \frac{1}{10}\).

The proof is provided in App. E.3. In particular, the choice \(\delta_k = (L(1 + k)^\alpha)^{-1}\) leads to the results provided in Table 2 (details in App. E.5), and an alternate version where we always evaluate the stochastic gradient at the averaged iterate for any step-size policy \(\delta_k\) is provided in App. E.4.
Then the iterative scheme \( \text{SGD} \) (without averaging) was achieved by using a decreasing step-size policy, resulting only in a better worst-case guarantee. As in the previous section, the main idea is to evaluate the stochastic App.

Let \( \delta_k \) such that \( \delta_k \sim k^{-\alpha} \). A factor \( \log k \) was neglected for optimal \( \alpha \)'s. Details in App. E.5, and momentum in App. E.6.

| Method                      | \( \mathbb{E} f(x_k) - f_* \) | \( \sigma^2 \) | Optimal \( \alpha \) |
|-----------------------------|-------------------------------|----------------|---------------------|
| Vanilla SGD                 | \( O(k^{\alpha-1}) \)         | \( O(k^{1-2\alpha}) \) | \( 2/3 \)          |
| Polyak-Ruppert averaging    | \( O(k^{\alpha-1}) \)         | \( O(k^{-\alpha}) \)        | \( 1/2 \)          |
| Primal averaging            | \( O(k^{\alpha-1}) \)         | \( O(k^{-\alpha}) \)        | \( 1/2 \)          |

Table 2: Asymptotic rates for SGD, Polyak-Ruppert averaging, and primal averaging under uniformly bounded variance \( \mathbb{E} \| G(x; i) \|^2 \leq \sigma^2 + \| f'(x) \|^2 \) and step-sizes \( \delta_k \sim k^{-\alpha} \). A factor \( \log k \) was neglected for optimal \( \alpha \)'s. Details in App. E.5, and momentum in App. E.6.

4. Application to stochastic convex minimization for over-parameterized models

In many modern machine learning settings, models are over-parametrized and allow interpolating the data. This is discussed by Schmidt and Le Roux (2013); Ma et al. (2018); Vaswani et al. (2019) and sometimes analyzed through the use of growth conditions (which we discuss in App. G). Alternatively, we model this scenario through the setup

\[
\min_{x \in \mathbb{R}^d} \{ f(x) \equiv \mathbb{E}_i f_i(x) \},
\]

where we assume \( f_i \in \mathcal{F}_L \) and that there exists an optimal point \( x_* \) such that \( f_i'(x_*) = 0 \) for all \( i \in I \). Using the previous methodology, the best worst-case guarantees we could reach for vanilla SGD (without averaging) was achieved by using a decreasing step-size policy, resulting only in a disappointing \( O(k^{-1/2}) \) guarantee. On the other hand, the following method (inspired by our step-size selection tool in appendix) turned out to be considerably simpler to analyze, while enjoying better worst-case guarantees. As in the previous section, the main idea is to evaluate the stochastic gradient at the averaged iterate instead of the last one (primal averaging). The proof is delayed to App. F, and relied on using our step-size selection technique. The computational cost (of designing \( N \) iterations of this method) was that of solving \( N \) LMIs of sizes \( (3 + 3n + n^2) \times (3 + 3n + n^2) \).

**Theorem 8** Let \( x_k \in \mathbb{R}^d \), \( f_i \in \mathcal{F}_L \) and an optimal point \( x_* \) such that \( f_i'(x_*) = 0 \) for all \( i \in I \). Then the iterative scheme

\[
y_{k+1} = \frac{d_k}{d_k + \delta_k L} y_k + \frac{\delta_k L}{d_k + \delta_k L} x_k,
\]

\[
x_{k+1}^{(i_k)} = x_k - \frac{\delta_k}{L} f_i'(y_{k+1}),
\]

satisfies

\[
d_{k+1}(f(y_{k+1}) - f_*) + \frac{L}{2} \mathbb{E} \| x_{k+1}^{(i_k)} - x_* \|^2 \leq d_k(f(y_k) - f_*) + \frac{L}{2} \| x_k - x_* \|^2,
\]

for all values of \( d_k, \delta_k \geq 0 \) and

\[
d_{k+1} = \begin{cases} 
  d_k + \delta_k L & \text{if } \delta_k \leq \frac{1}{L}, \\
  d_k + 2\delta_k L - \delta_k^2 L^2 & \text{otherwise}.
\end{cases}
\]

Using \( \delta_k = \frac{1}{L} \) (choice that maximizes \( d_{k+1} \)) and \( d_0 = 0 \) leads to \( d_k = k \) and to the algorithm

\[
y_{k+1} = \frac{k}{k+1} y_k + \frac{1}{k+1} x_k,
\]

\[
x_{k+1}^{(i_k)} = x_k - \frac{1}{L} f_i'(y_{k+1}),
\]

for which the bound \( \mathbb{E} f(y_k) - f_* \leq \frac{L \| x_0 - x_* \|^2}{2k} \) holds for all \( k \geq 0 \).
5. Conclusion

In this work, we showed how to adapt the performance estimation approach to obtain potential-based proofs. Given a first-order methods and a class of (quadratic) potential functions and predefined numbers of iterations, the methodology allows obtaining the best worst-case guarantees that can be obtained by a potential-based approach with a given structure—choosing an appropriate structure is therefore the critical point. Hence, if the methodology fails to provide the user a satisfactory worst-case bound, the only possible alternatives for improving the results are to either (i) enrich the class of potential functions, or (ii) add assumptions, or change the problem class. This methodology has the advantage of quickly allowing to assess feasibility of new ideas and to develop simple algorithms for new settings.

Although provided only for unconstrained minimization, the methodology allows dealing with many other settings such as projection, linear optimization operators (a.k.a., Frank-Wolfe or conditional gradient oracles), proximal terms, deterministic noise (bias) and so on. For using the framework, the only requirement is the ability to formulate the verifications of potential inequalities of type \( \mathbb{E}\phi_{k+1}^f \leq \phi_k^f + e_k \) (or sufficient conditions for satisfying it) in a tractable way—and this can be done for many optimization settings (Taylor et al., 2017a) and standard operator classes (Ryu et al., 2018) (e.g., for studying fixed-point iterations for monotone inclusion problems). The current work focuses on smooth problems without strong convexity, but the same tools can be used when strong convexity (or related notions for obtaining linear convergence results, see e.g., Necoara et al. (2018); Karimi et al. (2016)) is involved, as in e.g., Bach and Moulines (2011); Nguyen et al. (2018), where the norms of the stochastic gradients are not assumed to be uniformly bounded. Finally, minor adaptations allow studying algorithms specifically designed for finite sums problems (see e.g., Le Roux et al. (2012); Johnson and Zhang (2013); Defazio et al. (2014); Schmidt et al. (2017); Allen-Zhu (2017); Zhou et al. (2019)).

Acceleration and algorithmic design. In App. C, App. D.3, App. E.6, App. F.2, we discuss techniques for automatic step-size selection in different settings. This is done by adapting the constructive approach to efficient first-order methods by Drori and Taylor (2018) to deal with potential functions. In a few words, the idea is to study methods with unrealistic line-search procedures and to deduce, from the analysis, step-size policies for methods of type (SFO) that enjoys the same worst-case guarantees. The technique is also inspired by historical developments related to accelerated first-order methods (Nemirovski, 1982; Nesterov, 1983).

Application to proximal/projected methods. The methodology extends to projected and proximal settings, as previously used in the performance estimation literature (Drori, 2014; Taylor et al., 2017a, 2018b). As an example, we provide a corresponding potential function for the proximal gradient method in App. D.2.

Application to coordinate descent. We illustrate the application of technique to coordinate descent-type schemes in App. I. The assumptions used here differ from standard ones (Nesterov, 2012a), but allows a unified treatment of this kind of methods. We also use this example for illustrating the incorporation of strong convexity within the framework.
Codes

The codes used to generate and validate the results are available at github.com/AdrienTaylor/Potential-functions-for-first-order-methods.
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Appendix A. How to read the appendix

In this section, we provide a few keys for going through the appendix.

How to read the appendix? Those additional sections provide proofs that were not presented in the core of the paper, and complementary examples of applications. The full content of the appendix is listed in Table 3.

The appendix is divided in a few sections: each of them focuses on a single optimization setup. For example, App. E focuses on stochastic methods under a bounded variance assumption
\[ E_i \|G(x; i) - f'(x)\|_2^2 \leq \sigma^2. \]
In each section, we start by presenting the proofs that were not done in the core part of the text (see next paragraphs for discussions on how those proofs were found). Then, for the first few settings, we provide the derivations of the corresponding linear matrix inequalities and the parameter selection technique.

Going through the proofs. The proofs presented in the sequel were computer-generated, by numerically solving (1). They all consist of the exact same ideas: reformulating weighted sums of inequalities. In order to generate the proofs, we mostly used specific inequalities; the so-called interpolation inequalities (Taylor et al., 2017a,c); for any L-smooth \( \mu \)-strongly convex function \( f \) (notation \( f \in \mathcal{F}_{\mu,L} \)), those inequalities can be written as
\[
\begin{align*}
f(x) &\geq f(y) + \langle f'(y); x - y \rangle \\
&\quad + \frac{1}{2(1-L)} \left( \frac{L}{2} \right) \| f'(x) - f'(y) \|^2 + \mu \| x - y \|^2 - 2L \langle f'(x) - f'(y); x - y \rangle,
\end{align*}
\]
for all \( x, y \in \mathbb{R}^d \); whereas in the L-smooth convex case they simplify to
\[
\begin{align*}
f(x) &\geq f(y) + \langle f'(y); x - y \rangle + \frac{1}{2L} \| f'(x) - f'(y) \|^2.
\end{align*}
\]
This choice is essentially motivated by the fact those inequalities are key for reformulating (1) in a tractable way. This is explained in e.g., App. D.4 were we used them for formulating the linear matrix inequalities for the gradient method.

In order to simplify most proofs, we could often directly replace some of those interpolation inequalities encoding smoothness and convexity by appropriate uses of either simple convexity inequalities, or with the descent lemma (which are both weaker than interpolation conditions):
\[
\begin{align*}
f(x) &\geq f(y) + \langle f'(y); x - y \rangle, \\
f(x) &\geq f(y) - \langle f'(x); y - x \rangle - \frac{L}{2} \| y - x \|^2.
\end{align*}
\]

Obtaining and verifying the proofs. The proofs that were computer-aided may seem quite mysterious. However, they can be verified in a systematic manner (essentially verifying that the claimed result can be rewritten as the given weighted sum of inequalities). The weights used in those weighted sums essentially correspond to dual variables used in our reformulation of the problem (1), and can be either guessed based on numerical solutions (see e.g., App. D.4 for the gradient method; for all interpolation inequalities, the weights in the weighted sum is equal to a feasible choice of the corresponding dual variable \( \lambda_{i,j} \)), or obtained through symbolic computations. Finally, it is possible to validate them numerically e.g., by formulating (1) via the performance estimation toolbox (Taylor et al., 2017b).
Computational cost of the approach  The computational complexity of the approach can be deduced from that of semidefinite programming, see e.g., discussions in (Vandenberghe et al., 2005). The resulting complexities depend on (i) the structure of the potentials, (ii) the stochastic setting, (iii) the specific method under consideration, and (iv) whether we use the specific structure of the SDP for solving it. Therefore, we do not provide those complexities in the discussions, and rather give the computational time required to execute the different examples using one of the current state of the art solver (Mosek, 2010) on a laptop, along with the sizes of the LMIs at hand.

| Section   | Content                                                                 |
|-----------|-------------------------------------------------------------------------|
| App. B    | Existing methodologies for computer-assisted worst-case analyses.       |
| App. C    | High-level explanation of our proposed parameter selection technique.   |
| App. D (no noise) | Proof for the potential for gradient descent (App. D.1).                 |
|           | Potential for the proximal gradient method (App. D.2).                   |
|           | Automated design of accelerated methods, parameter selection (App. D.3). |
|           | Linear matrix inequalities for gradient method (App. D.4).               |
|           | Linear matrix inequalities for parameter selection (App. D.5).           |
| App. E (bounded variance) | Potential for stochastic gradient descent (App. E.1).                    |
|           | Potential for stochastic gradient descent with averaging (App. E.2).      |
|           | Potential for stochastic gradient descent with primal averaging (App. E.3).|
|           | Stochastic gradient evaluated at averaged iterate (App. E.4).            |
|           | Convergence rates (App. E.5).                                            |
|           | Momentum, dual averaging and line-searches (App. E.6).                    |
|           | Linear matrix inequalities (App. E.7).                                   |
| App. F (over-parametrization) | Potential for primal averaging (App. F.1).                              |
|           | Parameter selection (App. F.2).                                          |
|           | Linear matrix inequalities (App. F.3).                                   |
| App. G (weak growth) | Primal averaging under weak growth conditions (App. G.1).                |
| App. H (variance at $x_\ast$) | Primal averaging under bounded variance at $x_\ast$ (App. H).            |
| App. I (block-coordinate) | Potential for randomized block-coordinate descent (App. I.1).           |
|           | Potential with strong convexity (App. I.2).                             |

Table 3: Organization of the appendix.
Appendix B. Methodologies for computer-assisted worst-case analyses

As introduced in Sec. 1.3, two competing strategies rely on using semidefinite programming for studying worst-case performances of first-order methods.

◊ First, performance estimation problems (PEPs) were introduced by Drori and Teboulle (2014). This methodology relies on formulating the worst-case performance of $N$ iterations of a given first-order method as the solution to an optimization problem. One of the key advantage of this methodology is that it is guaranteed to provide non-improvable (or tight) results, due to lossless semidefinite reformulations (Taylor et al., 2017c), while being applicable to a wide range of settings (Drori, 2014; Taylor et al., 2017a). This methodology was initially tailored for studying methods with sublinear convergence rates, but linear rates can be obtained as well, through smaller SDPs (Taylor et al., 2018b; Ryu et al., 2018). The methodology is available through the performance estimation toolbox (Taylor et al., 2017b), and was used to develop optimized methods (Drori and Teboulle, 2014, 2016; Kim and Fessler, 2016, 2018a,b,c; Drori and Taylor, 2018) and lower bounds (Drori, 2017).

The main attractive features of this framework are that (i) feasible points to primal PEPs correspond to lower bounds (i.e., functions) on which the given algorithms behave badly, whereas (ii) feasible points to the dual PEPs correspond to upper bounds on the worst-case performance of the given methods. The main inherent difficulty is to convert numerics into analytical proofs. This is mostly due to the fact all iterations are treated at once, which typically implies playing with large semidefinite matrices. Those matrices may scale particularly badly in complicated optimization settings, such as in stochastic setups.

◊ The second approach is based on integral quadratic constraints (IQCs). Their uses for studying optimization methods is due to Lessard et al. (2016). This framework was initially tailored for studying settings with linear convergence rates, through the use of smaller SDPs. Recent works formally linked IQCs with performance estimation (Taylor et al., 2018a), which can be seen as feasible points to PEPs specifically designed to look for Lyapunov functions with the smallest possible linear convergence rate.

Recent works established that IQCs could also be used for sublinear rates (Hu and Lessard, 2017; Fazlyab et al., 2018), to study stochastic methods (Hu et al., 2017a,b) and to design new first-order algorithms (Van Scoy et al., 2018; Cyrus et al., 2018).

In this work, we use the exact same technique as in PEPs for performing the lossless verification of the “potential inequality” (Pot). The resulting proofs are much simpler, while keeping some a priori guarantees, as we know a priori that there is no way of ending up with better worst-case guarantees with the same potential-based proof structure. This allows using the methodology with e.g., randomness and stochasticity.

Compared to IQCs, the approach taken here allows (i) studying sublinear rates with more general types of potential functions, beyond standard guarantees on $f(x_N) - f^*$ and $\|x_0 - x^*\|$, while only having to specify the content of the potential, (ii) obtaining theoretical guarantees of ending up with the best possible worst-case bounds (for the given class of potentials) for the chosen number of iterations, and (iii) allows dealing with many models involving randomness and stochasticity, even without strong convexity. The lossless reformulation is a key feature of our approach, as it allows guaranteeing that the methodology cannot fail verifying a potential function that is true. Hence, failure is still informative in understanding the behavior of the algorithm at hand.
Appendix C. A parameter selection technique

In this section, we provide a high-level overview of a technique we used for performing automatic step-size selection, whereas the details are delayed to the following sections where the technique is used. The main idea is to try to optimize algorithmic parameters for improving worst-case performance guarantees. However, from the derivations of the linear matrix inequalities of next sections, finding at the same time a valid sequence of potentials and an optimized sequence of steps actually requires solving a set of bilinear matrix inequalities (BMIs), which are intractable in general (Toker and Ozbay, 1995). One way to work around this difficulty is to study a variant of algorithm (SFO) where the parameters \( \{(\alpha_k, \alpha_k', \beta_k, \beta_k', \delta_k, \gamma_k, \gamma_k')\} \) are chosen by appropriate span-search procedures. One can then make use of the technique developed by Drori and Taylor (2018) for formulating (1) (most of the time relaxed versions of it) into a LMI (feasibility problem), with the particularity that for any feasible point to this LMI, one can reconstruct an algorithm of the form (SFO) (without span-searches) that achieves the same performances.

The technique relies on two elements:

\( \diamond \) choice of an idealized algorithm, typically using (possibly unrealistic) line-searches,

\( \diamond \) choice of a family of potentials that easily allows optimizing the algorithmic parameters while looking for a sequence of valid potentials. The parameters that can not be optimized are replaced by (possibly unrealistic, see below) line-search procedures.

The technique is inspired by Drori and Taylor (2018) and original developments related to accelerated methods Nemirovski (1982); Nesterov (1983). The main thing to keep in mind is that we would ideally want to optimize the algorithmic parameters for improving its worst-case guarantees. For explaining the strategy, let us consider the following example—which we carry out in Sec. D.3—:

consider the first-order method given by

\[
\begin{align*}
y_{k+1} &= (1 - \tau_k)x_k + \tau_kz_k, \\
x_{k+1} &= y_{k+1} - \alpha_k f'(y_{k+1}), \\
z_{k+1} &= (1 - \delta_k)y_{k+1} + \delta_kz_k - \gamma_k f'(y_{k+1}),
\end{align*}
\]

for which we wish to optimize parameters \( \{(\tau_k, \alpha_k, \delta_k, \gamma_k)\} \). We also consider a specific family of potentials (discussed hereafter):

\[
\phi_k^f = \left( \frac{x_k - x_*}{f'(x_k)} \right)^\top \begin{bmatrix} Q_k & I_d \\ I_d & f'(x_k) \end{bmatrix} \begin{bmatrix} x_k - x_* \\ f'(x_k) \end{bmatrix} + d_k (f(x_k) - f_*) + a_k z_k - x_* \|^2, \tag{5}
\]

with \( Q_k \in S^2 \) (space of \( 2 \times 2 \) symmetric matrices), and picking \( \phi_0^f = \frac{1}{2} \|x_0 - x_*\|^2 \) and \( \phi_N^f = d_N (f(x_N) - f_*) \). As our goal is to optimize the parameter schedule \( \{(\tau_k, \alpha_k, \delta_k, \gamma_k)\} \), a natural thing to try is to solve

\[
\max_{\{(\tau_k, \alpha_k, \delta_k, \gamma_k)\}} \max_{\phi_0^f, \ldots, \phi_N^f} d_N \text{ subject to } (\phi_0^f, \phi_N^f) \in \mathcal{V}_0, \ldots, (\phi_0^f, \phi_N^f) \in \mathcal{V}_{N-1}. \tag{6}
\]

However, although there might be other workarounds, this problem turns out to have \( N \) BMIs. Instead of solving this problem, the workaround we propose is to study the algorithm

\[
\begin{align*}
y_{k+1} &= \arg\min_x \{ f(x) \text{ subject to } x \in x_k + \text{span}\{z_k - x_k\} \}, \\
x_{k+1} &= \arg\min_x \{ f(x) \text{ subject to } x \in y_{k+1} + \text{span}\{f'(y_{k+1})\} \}, \\
z_{k+1} &= (1 - \delta_k)y_{k+1} + \delta_kz_k - \gamma_k f'(y_{k+1}),
\end{align*}
\]

where

\[
\begin{align*}
\tau_k &= \frac{1}{1 + \gamma_k f'(y_{k+1})}, \\
\alpha_k &= \frac{1}{1 + \gamma_k f'(y_{k+1})}, \\
\delta_k &= \frac{1}{1 + \gamma_k f'(y_{k+1})}, \\
\gamma_k &= \frac{1}{1 + \gamma_k f'(y_{k+1})},
\end{align*}
\]

for some choice of \( d_0^*, d_N^* \) and \( a_k^* \).

for which one can formulate relaxed versions of (1) (i.e., sufficient conditions for verifying a potential) using ideas developed below. By denoting \( \mathcal{V}_k \) the set of pairs \( (\phi_k^f, \phi_{k+1}^f) \) of potentials that can be verified for (7) with our sufficient conditions (see below), we propose to solve the following alternative to (6):

\[
d^\text{(LSearch)}_N = \max_{\{(\delta_k, \gamma_k)\}_k} \max_{\phi^f_1, \ldots, \phi^f_{N-1}, d_N} d_N \text{ subject to } (\phi_0^f, \phi_1^f) \in \mathcal{V}_0, \ldots, (\phi_{N-1}^f, \phi_N^f) \in \mathcal{V}_{N-1},
\]

from which one can recover a policy \( \{(\tau_k, \alpha_k, \delta_k, \gamma_k)\}_k \) with the same \( d^\text{(LSearch)}_N \) is attained, as illustrated below. All steps involved in the analysis of (7)—similar in spirit with those presented for vanilla gradient in Sec. 3.2.1—are presented in Sec. D.3. Before going to the next section, note that it is straightforward to verify \( \mathcal{V}_k \subseteq \mathcal{V}_k \), as for any pair \( (\phi_k^f, \phi_{k+1}^f) \) we have

\[
(\phi_k^f, \phi_{k+1}^f) \in \mathcal{V}_k \Rightarrow (\phi_k^f, \phi_{k+1}^f) \in \mathcal{V}_k
\]

(in other words, all potentials that can be verified are potentials). However, in general we do not have \( \mathcal{V}_k = \mathcal{V}_k \), meaning that the analysis can fail even though a good sequence of potentials with the desired structure might exist—given a chosen structure of potentials, this problem is not present in the analysis framework presented in the core of the paper. Another reason why it might fail is when the method with line-search does not have nice worst-case guarantees.

**Transforming line-search procedures to fixed-step policies.** Let us provide an example of the use of a method for designing a gradient method with optimal step-size for smooth strongly convex minimization, as provided by de Klerk et al. (2017a). That is, consider the problem of minimizing a smooth strongly convex function \( f \in \mathcal{F}_{\mu, L} \). We show how to let the computer choose an appropriate step-size \( \delta_k \) in a gradient descent scheme, by studying the line-search variant

\[
x_{k+1} = \arg\min_x \{ f(x) \text{ subject to } x \in x_k + \text{span}\{f'(x_k)\} \}.
\]

For keeping things as simple as possible, let us proceed with the potential: \( \phi_k^f = d_k(f(x_k) - f^*) \); in the following lines, we illustrate the technique for choosing the step-size \( \delta_k \) achieving \( d_{k+1} = \rho^{-1}d_k \) (with \( 0 < \rho < 1 \) being the convergence rate) with the smallest possible \( \rho \). Let us first note that the rate of convergence \( \rho \) of the line-search procedure for the family of potentials that we chose satisfies by definition

\[
\rho := \max_{f \in \mathcal{F}_{\mu, L}} \frac{f(x_{k+1}) - f^*}{f(x_k) - f^*} \text{ subject to } x_{k+1} = x_k - \delta_k f'(x_k), \quad \delta_k = \arg\min_{\delta_k \in \mathbb{R}} \{ f(x_k - \delta_k f'(x_k)) \},
\]

(note that we optimize over \( f \in \mathcal{F}_{\mu, L} \) irrespective of the ambient dimension of worst-case problems (see notations in Sec. 1.1), that is, the maximization problem could be formulated more explicitly in the variables \( x_k, x_{k+1} \in \mathbb{R}^d, f \in \mathcal{F}_{\mu, L}(\mathbb{R}^d) \) and \( d \in \mathbb{N} \) which can be upper-bounded by (using optimality conditions of the line-search procedure)

\[
\rho \leq \max_{f \in \mathcal{F}_{\mu, L}} \frac{f(x_{k+1}) - f^*}{f(x_k) - f^*} \text{ subject to } \langle f'(x_{k+1}); f'(x_k) \rangle = 0, \langle f'(x_{k+1}); x_{k+1} - x_k \rangle = 0.
\]
It turns out that (9) often holds with equality, motivating the following developments. As a next step, one can then get an upper bound from the use of a Lagrangian relaxation with $\lambda_1, \lambda_2 \in \mathbb{R}$:

$$\rho \leq \bar{\rho}(\lambda_1, \lambda_2) := \max_{f \in \mathcal{F}_{\mu,L}} \left\{ \frac{f(x_{k+1}) - f_*}{f(x_k) - f_*} + \lambda_1 \langle f'(x_{k+1}); f'(x_k) \rangle + \lambda_2 \langle f'(x_{k+1}); x_{k+1} - x_k \rangle \right\},$$

and from the same pair $(\lambda_1, \lambda_2)$, one can create an intermediary problem

$$\rho \leq \max_{x_k, x_{k+1}, f \in \mathcal{F}_{\mu,L}} \left\{ \frac{f(x_{k+1}) - f_*}{f(x_k) - f_*} \text{ subject to } \lambda_1 \langle f'(x_{k+1}); f'(x_k) \rangle + \lambda_2 \langle f'(x_{k+1}); x_{k+1} - x_k \rangle = 0 \right\}
\leq \bar{\rho}(\lambda_1, \lambda_2).$$

So, for any pair $\lambda_1, \lambda_2 \in \mathbb{R}$ we get:

- an upper bound $\bar{\rho}(\lambda_1, \lambda_2)$ (possibly $+\infty$ if the choice for $\lambda_1, \lambda_2$ was not appropriate) on $\rho$,
- as a consequence, all methods satisfying $(f'(x_{k+1}); \lambda_1 f'(x_k) + \lambda_2 (x_{k+1} - x_k)) = 0$ benefits from convergence rate at most $\bar{\rho}(\lambda_1, \lambda_2)$. In particular, the method $x_{k+1} = x_k - \frac{\lambda_1}{\lambda_2} f'(x_k)$ satisfies the previous equality.
- Finally, if there exists a choice $\lambda_1^*, \lambda_2^*$ such that

$$\rho = \bar{\rho}(\lambda_1^*, \lambda_2^*),$$

then, assuming $\lambda_2^* \neq 0$ (this is reasonable as otherwise $\langle f'(x_{k+1}); x_{k+1} - x_k \rangle = 0$ would not be used in the analysis), the method $x_{k+1} = x_k - \frac{\lambda_1^*}{\lambda_2^*} f'(x_k)$ benefits from the same worst-case guarantee as the line-search procedure. This phenomenon actually (maybe surprisingly) occurs at least in standard smooth and non-smooth convex optimization settings (Drori and Taylor, 2018). In the following sections, we use the same strategy in slightly more complicated settings—where we do not check whether formulations corresponding to (9) should hold with equality or not.

**Choice of the potential family.** The choice of the family of potentials into consideration plays a crucial role in the parameter selection process. For example, choice (5) for method (7) allows to easily optimize the coefficients $\delta_k$ and $\gamma_k$. The reason is technical (everything lies in the LMI formulation, which we delay to later sections), but the consequence is relatively simple: the fact $z_k - x_*$ appears only in a norm allows writing the LMI reformulation of the potential inequality $\phi^f_{k+1} \leq \phi^f_k$ in a way that easily permits to optimize both $\delta_k$ and $\gamma_k$ (see App. D.5).

**Details and extensions.** We provide detailed developments relying on this technique in later sections. In its simplest form, the technique is illustrated in the deterministic smooth convex minimization setting in Sec. D.3, among others on algorithm (6).

The technique can also be adapted to other settings, such as stochastic methods, coordinate descent, or finite sums. Examples that are not provided here include the application to noise models satisfying strong growth conditions; in the latter case, the parameter selection technique allows obtaining accelerated methods similar to those of Vaswani et al. (2019).
Appendix D. Gradient method

In this section, we present the proof of Theorem 3 for the gradient method. For simplicity, we present the result for vanilla gradient method in the core of the paper; the proximal case is presented in App. D.2 and the semidefinite reformulation of (1) in App. D.4. Finally, we present the parameter selection technique to devise variants of accelerated gradient methods in App. D.3. The corresponding LMIs are presented in Sec. D.5.

The codes implementing the LMI formulations and numerics presented hereafter are provided in Sec. 5.

D.1. Proof of Theorem 3

The proof follows the same lines as previous works on performance estimation problems (see e.g., de Klerk et al. (2017a, Section 4)), and only consists in reformulating a linear combination of inequalities.

Proof Combine the following inequalities with their corresponding weights.

- Convexity and smoothness between \( x_k \) and \( x_* \) with weight \( \lambda_1 = 2L \)
  \[ f_\ast \geq f(x_k) + \langle f'(x_k); x_* - x_k \rangle + \frac{1}{2L} \| f'(x_k) \|^2, \]

- Convexity and smoothness between \( x_{k+1} \) and \( x_k \) with weight \( \lambda_2 = 2d_k + 2L(2 + b_k) \)
  \[ f(x_k) \geq f(x_{k+1}) + \langle f'(x_{k+1}); x_k - x_{k+1} \rangle + \frac{1}{2L} \| f'(x_{k+1}) - f'(x_k) \|^2, \]

- Convexity between \( x_k \) and \( x_{k+1} \) with weight \( \lambda_3 = 2L(1 + b_k) + d_k \)
  \[ f(x_{k+1}) \geq f(x_k) + \langle f'(x_k); x_{k+1} - x_k \rangle. \]

By substituting \( x_{k+1} = x_k - \frac{1}{L} f'(x_k) \), one can easily verify that the corresponding weighted sum can be reformulated exactly as the desired result:

\[
0 \geq \lambda_1 \left[ f(x_k) - f_\ast + \langle f'(x_k); x_* - x_k \rangle + \frac{1}{2L} \| f'(x_k) \|^2 \right] \\
+ \lambda_2 \left[ f(x_{k+1}) - f(x_k) + \langle f'(x_{k+1}); x_k - x_{k+1} \rangle + \frac{1}{2L} \| f'(x_{k+1}) - f'(x_k) \|^2 \right] \\
+ \lambda_3 \left[ f(x_k) - f(x_{k+1}) + \langle f'(x_k); x_{k+1} - x_k \rangle \right] \\
= (d_k + 2L)(f(x_{k+1}) - f_\ast) + L^2 \| x_{k+1} - x_* \|^2 + (2 + \frac{b_k}{L} + b_k) \| f'(x_{k+1}) \|^2 \\
- d_k(f(x_k) - f_\ast) - L^2 \| x_k - x_* \|^2 - b_k \| f'(x_k) \|^2,
\]

leading to

\[
(d_k + 2L)(f(x_{k+1}) - f_\ast) + L^2 \| x_{k+1} - x_* \|^2 + (2 + \frac{b_k}{L} + b_k) \| f'(x_{k+1}) \|^2 \\
\leq d_k(f(x_k) - f_\ast) + L^2 \| x_k - x_* \|^2 + b_k \| f'(x_k) \|^2.
\]

\[\]
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D.2. Proximal gradient method

In this section, we consider the problem
\[
\min_{x \in \mathbb{R}^d} \{ F(x) \equiv f(x) + h(x) \},
\]
where \( f : \mathbb{R}^d \to \mathbb{R} \) is convex and smooth (\( f \in \mathcal{F}_L \)) and \( h : \mathbb{R}^d \to \mathbb{R} \cup \{ \infty \} \) is closed, proper and convex (notation \( h \in \mathcal{F}_{0,\infty} \)), where the proximal operator of \( h \) is readily available:
\[
\text{prox}_{\gamma h} (y) = \arg\min_{x \in \mathbb{R}^d} \{ \gamma h(x) + \frac{1}{2} \| y - x \|^2 \}.
\]

Nearly the same potential as that for the gradient method holds for the proximal gradient method (note that we have assumed \( \text{dom} f = \mathbb{R}^d \) for simplicity; other inequalities have to be used if it is not the case (de Klerk et al., 2017b; Drori, 2018)).

Theorem 9 [Updated: cleaner statement of the theorem; proof does not change] Let \( f \in \mathcal{F}_L \), \( h \in \mathcal{F}_{0,\infty} \) (class of closed, proper and convex functions), let \( x_k \in \mathbb{R}^d \) be satisfying \( \partial h(x_k) \neq \emptyset \), and \( x_{k+1} = \text{prox}_{\gamma h/\lambda} (x_k - \frac{1}{\lambda} f'(x_k)) \). For all \( b_k, d_k \geq 0 \) and \( F'(x_k) \in \partial F(x_k) \), there exists \( F'(x_{k+1}) \in \partial F(x_{k+1}) \) such that inequality \( \phi^F_{k+1}(x_{k+1}) \leq \phi^F_k(x_k) \) holds with
\[
\phi^F_k = d_k(F(x_k) - F_*) + b_k\| F'(x_k) \|^2 + L^2\| x_k - x_* \|^2,
\]
and \( b_{k+1} = 1 + \frac{d_k}{\| F'(x_k) \|^2} + b_k \) and \( d_{k+1} = 2L + d_k \). In particular, the above inequality holds when choosing \( F'(x_{k+1}) = L(x_k - x_{k+1}) - f'(x_k) + f'(x_{k+1}) \) (this choice is natural as it corresponds to using the particular subgradient of \( h \) that was used in the proximal operation).

In particular, the previous theorem establishes that [Updated: missing \( L \)]
\[
\phi^F_k = (2k + 1)L(F(x_k) - F_*) + k(k + 1)\| F'(x_k) \|^2 + L^2\| x_k - x_* \|^2,
\]
is a potential for the proximal gradient method with step-size \( 1/L \).

Proof Combine the following inequalities with their corresponding weights. We denote by \( s_{k+1} \in \partial h(x_{k+1}) \) the specific subgradient used in the proximal operation, i.e., such that \( x_{k+1} = x_k - \frac{1}{L} f'(x_k) + s_{k+1} \), and \( s_k \in \partial h(x_k) \) any subgradient of \( h \) at \( x_k \). We also specifically choose \( F'(x_{k+1}) = f'(x_{k+1}) + s_{k+1} \in \partial F(x_{k+1}) \) and \( F'(x_k) = f'(x_k) + s_k \in \partial F(x_k) \).

- Convexity of \( f \) between \( x_k \) and \( x_* \) with weight \( \lambda_1 = 2L \)
  \[
f_* \geq f(x_k) + \langle f'(x_k); x_* - x_k \rangle,
\]

- Convexity and smoothness of \( f \) between \( x_{k+1} \) and \( x_k \) with weight \( \lambda_2 = 2d_k + 2L(1 + b_k) \)
  \[
f(x_k) \geq f(x_{k+1}) + \langle f'(x_{k+1}); x_k - x_{k+1} \rangle + \frac{1}{2L} \| f'(x_{k+1}) - f'(x_k) \|^2,
\]

- Convexity of \( f \) between \( x_k \) and \( x_{k+1} \) with weight \( \lambda_3 = 2Lb_k + d_k \)
  \[
f(x_{k+1}) \geq f(x_k) + \langle f'(x_k); x_{k+1} - x_k \rangle.
\]
STOCHASTICITY USING POTENTIAL FUNCTIONS

- convexity of $h$ between $x_{k+1}$ and $x_*$ with weight $\lambda_4 = 2L$

  $$h(x_*) \geq h(x_{k+1}) + \langle s_{k+1}; x_* - x_{k+1} \rangle,$$

- convexity of $h$ between $x_k$ and $x_{k+1}$ with weight $\lambda_5 = 2Lb_k + d_k$

  $$h(x_k) \geq h(x_{k+1}) + \langle s_{k+1}; x_k - x_{k+1} \rangle,$$

- convexity of $h$ between $x_{k+1}$ and $x_k$ with weight $\lambda_6 = 2Lb_k$

  $$h(x_{k+1}) \geq h(x_k) + \langle s_k; x_{k+1} - x_k \rangle.$$

By substituting $x_{k+1} = x_k - \frac{1}{L}(f'(x_k) + s_{k+1})$, one can easily verify that the corresponding weighted sum can be reformulated exactly as the desired result plus a positive term:

$$0 \geq \lambda_1 \left[ f(x_k) - f_* + \langle f'(x_k); x_* - x_k \rangle \right]$$

$$\quad + \lambda_2 \left[ f(x_{k+1}) - f(x_k) + \langle f'(x_{k+1}); x_k - x_{k+1} \rangle + \frac{1}{2L} \|f'(x_{k+1}) - f'(x_k)\|^2 \right]$$

$$\quad + \lambda_3 \left[ f(x_k) - f(x_{k+1}) + \langle f'(x_k); x_{k+1} - x_k \rangle \right]$$

$$\quad + \lambda_4 \left[ h(x_{k+1}) - h(x_k) + \langle s_{k+1}; x_* - x_{k+1} \rangle \right]$$

$$\quad + \lambda_5 \left[ h(x_k) - h(x_{k+1}) + \langle s_k; x_{k+1} - x_k \rangle \right]$$

$$= (d_k + 2L)(F(x_{k+1}) - F_*) + L^2\|x_{k+1} - x_*\|^2 + (1 + \frac{d}{L} + b_k)\|F'(x_{k+1})\|^2$$

$$- d_k(F(x_k) - F_*) - L^2\|x_k - x_*\|^2 - b_k\|F'(x_k)\|^2 + b_k\|s_{k+1} - s_k\|^2,$$

leading to the desired result

$$\quad \leq d_k(F(x_k) - F_*) + L^2\|x_k - x_*\|^2 + b_k\|F'(x_k)\|^2 - b_k\|s_{k+1} - s_k\|^2,$$

$$\quad \leq d_k(F(x_k) - F_*) + L^2\|x_k - x_*\|^2 + \frac{\alpha}{\lambda}\|F'(x_k)\|^2.$$

**D.3. Design of accelerated methods**

There are many different variants of accelerated gradient methods (see e.g., Tseng (2008)), particularly for smooth unconstrained optimization in the Euclidean setting. Here are two examples that can be obtained through the line-search strategy presented in Sec. C.

The codes implementing the LMI formulations and numerics below are provided in Sec. 5.

**Design of a first accelerated method.** Let us first apply our step-size selection technique to the following first-order method involving three sequences:

$$y_{k+1} = (1 - \tau_k)x_k + \tau_kz_k,$$

$$x_{k+1} = y_{k+1} - \alpha_k f'(y_{k+1}),$$

$$z_{k+1} = (1 - \delta_k)y_{k+1} + \delta_kz_k - \gamma_k f'(y_{k+1}),$$

(10)
relying on the alternate version involving line-searches and optimization of the last step:

\[ y_{k+1} = \arg\min_x \{ f(x) \text{ subject to } x \in x_k + \text{span}\{z_k - x_k\} \}, \]
\[ x_{k+1} = \arg\min_x \{ f(x) \text{ subject to } x \in y_{k+1} + \text{span}\{f'(y_{k+1})\} \}, \]
\[ z_{k+1} = (1 - \delta_k)y_{k+1} + \delta_kz_k - \gamma_k f'(y_{k+1}). \]

We provide our LMI encoding sufficient conditions for verifying \( \phi_{k+1}^f \leq \phi_k^f \) in the next section (Sec. D.5) for the potential

\[ \phi_k^f = \left( x_k - x^* \right)^\top \left[ Q_k \otimes I_d \right] \left( x_k - x^* \right) + a_k \| z_k - x^* \|^2 + b_k \| f(x_k) - f^* \|^2, \]

with \( Q_k \in \mathbb{S}^2 \) and the choice \( \phi_0^f = \frac{L}{2} \| z_0 - x^* \|^2, \phi_N^f = d_N \left( f(x_N) - f^* \right) \). Note that one could add arbitrary sequences to (10), and other states to \( \phi_k^f \) and still use the same tricks (see below for another example).

Let us denote \( \tilde{\mathcal{V}}_k \) the set of pairs \( (\phi_{k+1}^f, \phi_k^f) \) for which we can verify the inequality \( \phi_{k+1}^f \leq \phi_k^f \) holds for algorithm (11) (see Sec. D.5). Similar in spirit with the approach of Sec. 3.2.1 for designing a potential for vanilla gradient descent, we can now simultaneously design potential and a sequence of parameters for (10), for example by solving

\[ \max_{(\phi_0^f, \phi_1^f)} \max_{(\phi_1^f, \phi_2^f)} \max_{(\phi_2^f, \phi_{N-1}^f)} \max_{(\phi_{N-1}^f, \phi_N^f)} d_N \text{ subject to } (\phi_0^f, \phi_1^f) \in \tilde{\mathcal{V}}_0, \ldots, (\phi_{N-1}^f, \phi_N^f) \in \tilde{\mathcal{V}}_{N-1}. \]

As an example, we provide the results obtained by solving (13) for \( N = 100 \) on Figure 3. Carrying a few simplifications in a similar manner to those from Sec. 3.2.1, one can arrive easily to Theorem 10 (simpler expressions below).

**Theorem 10**  Let \( f \in \mathcal{F}_L \). For all values of \( b_k, d_k \geq 0 \), the iterates of algorithm (11) with \( \delta_k = 1 \) and \( \gamma_k = \frac{d_{k+1} - d_k}{L} \) satisfy

\[ d_{k+1}(f(x_{k+1}) - f^*) + \frac{b_k + 1}{2L} \| f'(x_{k+1}) \|^2 \leq d_k(f(x_k) - f^*) + \frac{b_k + 1}{2L} \| f'(x_k) \|^2, \]

for all \( d_{k+1}, b_{k+1} \in \mathbb{R}^2 \) satisfying \( d_{k+1}^2 - 2(d_k + 1)d_{k+1} + \frac{d_k^2}{b_k + d_k} \leq 0 \) (reducing to \( d_{k+1} \in [1 + d_k - \sqrt{1 + d_k}, 1 + d_k + \sqrt{1 + d_k}] \) when \( b_k = 0 \) and \( b_{k+1} \leq d_{k+1} \). In addition, the iterates produced by algorithm (10) with \( \alpha_k = \frac{1}{L} \), and \( \tau_k = \frac{d_{k+1} - d_k}{d_{k+1}} \) satisfy the same inequality.

Before proceeding with the proof, let us note two simple scenarios that are valid for Theorem 10:

\- the choice \( d_0 = 0 \) along with \( b_k = 0 \) and \( d_{k+1} = d_k + \sqrt{1 + d_k} = O(k^2) \), reaching acceleration (analytical version numerically matching the red curves on Figure 3).

\- the choice \( b_0 = d_0 = 0 \) along with \( b_{k+1} = d_{k+1} = d_k + \sqrt{1 + \frac{3}{4}d_k} = O(k^2) \), reaching acceleration (analytical version numerically matching the blue curves on Figure 3).

**Proof** Combine the following inequalities with corresponding weights:
Figure 3: Numerical solution to (13) for $N = 100$ and $L = 1$ (plain brown, large values for $\delta_{100}$ and $\gamma_{100}$ were capped for readability purposes; they are due to the fact we impose no control on $z_N$ with our initial choice $\phi_{f_N}$), forced $a_k = \frac{L}{2}$ and $Q_k = 0$ (dashed red), forced $a_k = \frac{L}{2}$, $Q_k[1, 1] = Q_k[1, 2] = 0$ and $Q_k[2, 2] = \frac{d_k}{2L}$ (dotted blue). Total time: ~35 sec. on single core of Intel Core i7 1.8GHz CPU.

$\diamond$ smoothness and convexity between $x_*$ and $y_{k+1}$ with weight $\lambda_1 = d_{k+1} - d_k$

$$f_* \geq f(y_{k+1}) + \langle f'(y_{k+1}) ; x_* - y_{k+1} \rangle + \frac{1}{2L} \| f'(y_{k+1}) \|^2;$$

$\diamond$ smoothness and convexity between $x_k$ and $y_{k+1}$ with weight $\lambda_2 = d_k$

$$f(x_k) \geq f(y_{k+1}) + \langle f'(y_{k+1}) ; x_k - y_{k+1} \rangle + \frac{1}{2L} \| f'(x_k) - f'(y_{k+1}) \|^2;$$

$\diamond$ smoothness and convexity between $y_{k+1}$ and $x_{k+1}$ with weight $\lambda_3 = d_{k+1}$

$$f(y_{k+1}) \geq f(x_{k+1}) + \langle f'(x_{k+1}) ; y_{k+1} - x_{k+1} \rangle + \frac{1}{2L} \| f'(x_{k+1}) - f'(y_{k+1}) \|^2;$$
⋄ first line-search optimality condition for $y_{k+1}$ with weight $\lambda_4 = d_{k+1}$
\[
\langle f'(y_{k+1}); y_{k+1} - x_k \rangle \leq 0,
\]

⋄ second line-search optimality condition for $y_{k+1}$ with weight $\lambda_5 = d_{k+1} - d_k$
\[
\langle f'(y_{k+1}); x_k - z_k \rangle \leq 0,
\]

⋄ first line-search optimality condition for $x_{k+1}$ with weight $\lambda_6 = d_{k+1}$
\[
\langle f'(x_{k+1}); x_{k+1} - y_{k+1} \rangle \leq 0,
\]

⋄ second line-search optimality condition for $x_{k+1}$ with weight $\lambda_7 = \frac{d_{k+1}}{L}$
\[
\langle f'(x_{k+1}); f'(y_{k+1}) \rangle \leq 0.
\]

In the case $b_k + d_k > 0$, the weighted sum gives:
\[
0 \geq \lambda_1 \left[ f(y_{k+1}) - f_\star + \langle f'(y_{k+1}); x_\star - y_{k+1} \rangle + \frac{1}{2L} \| f'(y_{k+1}) \|^2 \right]
+ \lambda_2 \left[ f(y_{k+1}) - f(x_k) + \langle f'(y_{k+1}); x_k - y_{k+1} \rangle + \frac{1}{2L} \| f'(x_k) - f'(y_{k+1}) \|^2 \right]
+ \lambda_3 \left[ f(x_{k+1}) - f(y_{k+1}) + \langle f'(x_{k+1}); y_{k+1} - x_{k+1} \rangle + \frac{1}{2L} \| f'(x_{k+1}) - f'(y_{k+1}) \|^2 \right]
+ \lambda_4 \left[ f'(y_{k+1}); y_{k+1} - x_k \right]
+ \lambda_5 \left[ f'(y_{k+1}); x_k - z_k \right]
+ \lambda_6 \left[ f'(x_{k+1}); x_{k+1} - y_{k+1} \right]
+ \lambda_7 \left[ f'(x_{k+1}); f'(y_{k+1}) \right]
\]

\[
= d_{k+1} \left( f(x_{k+1}) - f_\star \right) + \frac{b_k}{2L} \| f'(x_{k+1}) \|^2 + \frac{1}{2} \| z_{k+1} - x_\star \|^2
- d_k \left( f(x_k) - f_\star \right) - \frac{b_k}{2L} \| f'(x_k) \|^2 - \frac{1}{2} \| z_k - x_\star \|^2
+ \frac{d_{k+1} b_k}{2L} \| f'(x_{k+1}) \|^2 + \frac{b_k + d_k}{2L} \| f'(x_k) \|^2 - \frac{d_k}{b_k + d_k} f'(y_{k+1}) \|
\]

\[
+ \frac{d_{k+1}^2 + 2(d_k + 1)d_k + d_k^2}{2L} \| f'(y_{k+1}) \|^2,
\]

which can be reformulated as
\[
d_{k+1} \left( f(x_{k+1}) - f_\star \right) + \frac{b_k}{2L} \| f'(x_{k+1}) \|^2 + \frac{1}{2} \| z_{k+1} - x_\star \|^2
\leq d_k \left( f(x_k) - f_\star \right) - \frac{b_k}{2L} \| f'(x_k) \|^2 + \frac{1}{2} \| z_k - x_\star \|^2
\]

\[
- \frac{d_{k+1} b_k}{2L} \| f'(x_{k+1}) \|^2 - \frac{d_k}{b_k + d_k} f'(y_{k+1}) \| \leq d_k \left( f(x_k) - f_\star \right) + \frac{b_k}{2L} \| f'(x_k) \|^2 + \frac{1}{2} \| z_k - x_\star \|^2,
\]

where the last inequality is valid as soon as $b_k + d_k > 0$ (i.e., at least $b_k > 0$ or $d_k > 0$ hold),
\[
d_{k+1} \geq b_{k+1} \text{ and } -d_{k+1}^2 + 2(d_k + 1)d_k + d_k^2 \geq 0,
\]

that is, when $d_{k+1}$ lies in the interval
\[
\left[ \frac{b_k d_k + b_k^2 + d_k - \sqrt{2b_k^2 d_k + b_k^2 + 3b_k^2 d_k^2 + 2b_k d_k + d_k^2 + d_k^2}}{b_k + d_k}, \frac{b_k d_k + b_k^2 + d_k + \sqrt{2b_k^2 d_k + b_k^2 + 3b_k^2 d_k^2 + 2b_k d_k + d_k^2 + d_k^2}}{b_k + d_k} \right].
\]
For the case $b_k = 0$ and $d_k \geq 0$ the weighted sum can be written as
\[
0 \geq d_{k+1} (f(x_{k+1}) - f^*) + \frac{b_{k+1}}{2L} \|f'(x_{k+1})\|^2 + \frac{\ell}{2} \|z_{k+1} - x^*\|^2 - d_k (f(x_k) - f^*) - \frac{\ell}{2} \|z_k - x^*\|^2 \\
+ \frac{d_{k+1} - b_{k+1}}{2L} \|f'(x_{k+1})\|^2 + \frac{d_k}{2} \|f'(x_k) - f'(y_{k+1})\|^2 \\
+ \frac{d_k}{2} \|f'(x_k) - f'(y_{k+1})\|^2,
\]
and the same simplifications can be done again, as soon as $d_{k+1} \in [1 + d_k - \sqrt{1 + d_k}, 1 + d_k + \sqrt{1 + d_k}]$:
\[
d_{k+1} (f(x_{k+1}) - f^*) + \frac{b_{k+1}}{2L} \|f'(x_{k+1})\|^2 + \frac{\ell}{2} \|z_{k+1} - x^*\|^2 \leq d_k (f(x_k) - f^*) + \frac{\ell}{2} \|z_k - x^*\|^2.
\]
Finally, note that the same proofs are valid for all methods of the form (10) satisfying
\[
\langle f'(y_{k+1}); y_{k+1} - x_k + \frac{d_{k+1} - d_k}{d_{k+1}} (x_k - z_k) \rangle \leq 0,
\]
\[
\langle f'(x_{k+1}); x_{k+1} - y_{k+1} + \frac{d_k}{L} f'(y_{k+1}) \rangle \leq 0,
\]
which is true in particular when $\alpha_k = \frac{1}{2}$, and $\tau_k = \frac{d_{k+1} - d_k}{d_{k+1}}$.

Yet another accelerated method. For the sake of illustration, we want to point out again that some of the choices we made for the design of the previous method were quite arbitrary, and that it was actually not the only way of ending up with an accelerated first-order method. For example, one could start from a method involving only two sequences
\[
y_{k+1} = (1 - \tau_k) y_k + \tau_k z_k - \alpha_k f'(y_k),
\]
\[
z_{k+1} = (1 - \delta_k) y_{k+1} + \delta_k z_k - \gamma_k f'(y_k) - \gamma'_k f'(y_{k+1}),
\]
along with the corresponding version involving a span-search
\[
y_{k+1} = \arg \min_{x \in \mathbb{R}} \{ f(x) \text{ subject to } x \in y_k + \text{span}\{z_k - y_k, f'(y_k)\} \},
\]
\[
z_{k+1} = (1 - \delta_k) y_{k+1} + \delta_k z_k - \gamma_k f'(y_k) - \gamma'_k f'(y_{k+1}).
\]
For the potential we choose
\[
\phi_k = \begin{pmatrix} y_k - x^* \\ f'(y_k) \end{pmatrix}^T \left( Q_k \otimes I_d \right) \begin{pmatrix} y_k - x^* \\ f'(y_k) \end{pmatrix} + \alpha_k \|z_k - x^*\|^2 + d_k (f(y_k) - f^*),
\]
with $Q_k \in \mathbb{S}^2$ and start with the choice $\phi_0^f = \frac{L}{2} \|z_0 - x^*\|^2$, $\phi_N^f = d_N (f(y_N) - f^*)$. Let us denote $\mathcal{V}_k$ the set of pairs $(\phi_{k+1}^f, \phi_k^f)$ for which we can verify the inequality $\phi_{k+1}^f \leq \phi_k^f$ holds for algorithm (15). As before, we can now design at the same time a potential and a sequence of parameters for (14), for example by solving
\[
\max_{\{d_k \geq 0, \gamma_k \geq 0\}} \max_{\phi_k^f, \phi_{k+1}^f} d_N \text{ subject to } (\phi_0^f, \phi_1^f) \in \mathcal{V}_0, \ldots, (\phi_{N-1}^f, \phi_N^f) \in \mathcal{V}_{N-1}.
\]
As an example, we provide the results obtained by solving (16) for $N = 100$ on Figure 4. As for the previous cases, it presents a few possible simplifications, leading to the following theorem.
The following theorem presents one of the possible outcome of the approach (simple choices are presented just after the theorem).

**Theorem 11**  Let $f \in \mathcal{F}_L$. For all values of $d_k \geq b_k \geq 0$, the iterates of algorithm (14) with $\delta_k = 1$, $\gamma_k = 0$, and $\gamma_k' = \frac{d_k + 1 - d_k}{L}$ satisfy

$$d_{k+1}(f(y_{k+1}) - f_*) - \frac{b_{k+1}}{2L} \| f'(y_{k+1}) \|^2 + \frac{L}{2} \| z_{k+1} - x_* \|^2 \leq d_k(f(y_k) - f_*) - \frac{b_k}{2L} \| f'(y_k) \|^2 + \frac{L}{2} \| z_k - x_* \|^2$$
Stochasticity using potential functions

For all $d_{k+1}, b_{k+1} \geq 0$ satisfying $b_{k+1} + d_{k+1} - (d_k - d_{k+1})^2 \geq 0$. In addition, the iterates of algorithm (15) with $\alpha_k = \frac{d_k}{d_{k+1}L}$ and $\tau_k = \frac{d_{k+1} - d_k}{d_{k+1}}$ satisfy the same inequality.

Before proceeding with the proof, let us consider those two simpler cases:

- The choice $b_0 = d_0 = 0$ along with $b_k = 0$ and $d_{k+1} = \frac{1}{2} + d_k + \sqrt{\frac{1}{4} + d_k} = O(k^2)$, reaching acceleration (analytical version numerically matching the red curves on Figure 3).

- The choice $b_0 = d_0 = 0$ along with $b_k+1 = d_{k+1} = 1 + d_k + \sqrt{1 + 2d_k} = O(k^2)$, reaching acceleration (analytical version numerically matching the blue curves on Figure 3), for example for the point $x_k = y_k - \frac{1}{L} f'(y_k)$ for which we get $f(x_k) - f_\ast \leq f(y_k) - f_\ast - \frac{L}{2}||f'(y_k)||^2 \leq \frac{L}{_{k}} ||z_0 - x_\ast||^2$.

**Proof** Combine the following inequalities with corresponding weights:

- Smoothness and convexity between $x_\ast$ and $y_{k+1}$ with weight $\lambda_1 = d_{k+1} - d_k$:
  \[
  f_\ast \geq f(y_{k+1}) + \langle f'(y_{k+1}) ; x_\ast - y_{k+1} \rangle + \frac{1}{2L} ||f'(y_{k+1})||^2,  
  \]

- Smoothness and convexity between $y_k$ and $y_{k+1}$ with weight $\lambda_2 = d_k$:
  \[
  f(y_k) \geq f(y_{k+1}) + \langle f'(y_{k+1}) ; y_k - y_{k+1} \rangle + \frac{1}{2L} ||f'(y_k) - f'(y_{k+1})||^2,  
  \]

- First line-search optimality condition for $y_{k+1}$ with weight $\lambda_3 = d_{k+1}$:
  \[
  \langle f'(y_{k+1}) ; y_{k+1} - y_k \rangle \leq 0,  
  \]

- Second line-search optimality condition for $y_{k+1}$ with weight $\lambda_4 = d_{k+1} - d_k$
  \[
  \langle f'(y_{k+1}) ; y_k - z_k \rangle \leq 0,  
  \]

- Third line-search optimality condition for $y_{k+1}$ with weight $\lambda_5 = \frac{d_k}{L}$
  \[
  \langle f'(y_{k+1}) ; f(y_k) \rangle \leq 0.  
  \]

The weighted sum can be rewritten as

\[
0 \geq \lambda_1 \left[ f(y_{k+1}) - f_\ast + \langle f'(y_{k+1}) ; x_\ast - y_{k+1} \rangle + \frac{1}{2L} ||f'(y_{k+1})||^2 \right] \\
+ \lambda_2 \left[ f(y_{k+1}) - f(y_k) + \langle f'(y_{k+1}) ; y_k - y_{k+1} \rangle + \frac{1}{2L} ||f'(y_k) - f'(y_{k+1})||^2 \right] \\
+ \lambda_3 \left[ \langle f'(y_{k+1}) ; y_{k+1} - y_k \rangle \right] \\
+ \lambda_4 \left[ \langle f'(y_{k+1}) ; y_k - z_k \rangle \right] \\
+ \lambda_5 \left[ \langle f'(y_{k+1}) ; f(y_k) \rangle \right] \\
= d_{k+1} (f(y_{k+1}) - f_\ast) - \frac{b_{k+1}}{2L} ||f'(y_{k+1})||^2 + \frac{L}{2} ||z_{k+1} - x_\ast||^2 \\
- d_k (f(y_k) - f_\ast) + \frac{b_k}{2L} ||f'(y_k)||^2 - \frac{L}{2} ||z_k - x_\ast||^2 \\
+ \frac{(d_k - b_k)}{2L} ||f'(y_k)||^2 + \frac{(b_{k+1} - (d_k - d_{k+1})^2 + d_{k+1})}{2L} ||f'(y_{k+1})||^2,  
\]
which, in turn, gives:

\[
\begin{align*}
d_{k+1}(f(y_{k+1}) - f_*) - \frac{b_k}{2L} \|f'(y_{k+1})\|^2 + \frac{L}{2}\|z_{k+1} - x_*\|^2 \\
\leq d_k(f(y_k) - f_*) - \frac{b_k}{2L} \|f'(y_k)\|^2 + \frac{L}{2}\|z_k - x_*\|^2 \\
- \frac{(d_k - b_k)}{2L} \|f'(y_k)\|^2 - \frac{b_{k+1} - (d_k - d_{k+1})^2 + d_{k+1}}{2L} \|f'(y_{k+1})\|^2 \\
\leq d_k(f(y_k) - f_*) - \frac{b_k}{2L} \|f'(y_k)\|^2 + \frac{L}{2}\|z_k - x_*\|^2,
\end{align*}
\]

where the last inequality is valid as soon as \(d_k \geq b_k\), and \(b_{k+1} - (d_k - d_{k+1})^2 + d_{k+1} \geq 0\). The same bound is valid for all methods satisfying

\[
\langle f'(y_{k+1}); d_{k+1}(y_{k+1} - y_k) + (d_{k+1} - d_k)(y_k - z_k) + \frac{d_k}{L} f'(y_k) \rangle \leq 0,
\]

that include algorithm (14) when \(\alpha_k = \frac{d_k}{d_{k+1}L}\) and \(\tau_k = \frac{d_{k+1} - d_k}{d_{k+1}}\).

\[\tag{17}\]

**D.4. Linear matrix inequalities for the gradient method**

In this section, we provide the LMI that was used in Sec. 3.2.1, i.e., for vanilla gradient descent. One can extend this LMI to the projected/proximal case using the tools by Taylor et al. (2017a), resulting in proofs such as in previous section. The code implementing the LMI formulation below is provided in Sec. 5.

Let us recall that the target is to reformulate (1). In this case, it corresponds to

\[
0 \geq \max_{f, x_k, x_{k+1}} \phi_{k+1}^f(x_{k+1}) - \phi_k^f(x_k)
\]

s.t. \(x_{k+1} = x_k - \frac{1}{L} f'(x_k)\),

\(f \in \mathcal{F}_L\) and \(f'(x_*) = 0\),

(note again that maximization over the dimension of the problem is implicit here, by considering \(f \in \mathcal{F}_L\)—see notations in Sec. 1.1—equivalently, one could formulate the problem by maximizing over \(d \in \mathbb{N}\) and requiring \(f \in \mathcal{F}_L(\mathbb{R}^d)\)) for when

\[
\phi_k^f = \begin{bmatrix} x_k - x_* \\ f'(x_k) \end{bmatrix}^\top \begin{bmatrix} a_k & c_k \\ c_k & b_k \end{bmatrix} \otimes I_d \begin{bmatrix} x_k - x_* \\ f'(x_k) \end{bmatrix} + d_k (f(x_k) - f_*).
\]

They first key step in the reformulation is standard from the performance estimation literature and consists in using a discrete version of the variable \(f\), as follows

\[
0 \geq \max_{f_k, f_{k+1}, f_*, g_{k-1}, g_{k+1}, f, x_k, x_{k+1}, x_*, g_1} \phi_{k+1}^f(x_{k+1}) - \phi_k^f(x_k),
\]

s.t. \(x_{k+1} = x_k - \frac{1}{L} g_k\),

\(\exists f \in \mathcal{F}_L\) such that \(f(x_i) = f_i\) and \(f'(x_i) = g_i\) for all \(i \in \{k, k+1, *\}\),

\(g_* = 0\).

The existence constraint is often referred to as an interpolation constraint and can be reformulated using appropriate quadratic inequalities (Taylor et al., 2017c, Theorem 4) — this is also sometimes

\[\tag{18}\]
referred to as extensions (Azagra and Mudarra, 2017; Daniilidis et al., 2018). For smooth convex functions, this can be reformulated as

\[ \exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } i \in \{k, k + 1, \ast\} \]

\[ \iff f_i \geq f_j + \langle g_j; x_i - x_j \rangle + \frac{1}{2\theta} \|g_i - g_j\|^2 \text{ for all } i, j \in \{k, k + 1, \ast\}. \]

This allows reformulating (18) as a linear matrix inequality. For doing that, let us choose without loss of generality \( x_\ast = g_\ast = 0 \) and \( f_\ast = 0 \) and introduce two matrices \( P \) and \( F \):

\[ P = [ x_k \ g_k \ g_{k+1} ], \quad F = [ f_k \ f_{k+1} ], \]

and the corresponding Gram matrix \( G = P^\top P \succeq 0 \), that is,

\[ G = \begin{pmatrix}
\|x_k\|^2 & \langle g_k; x_k \rangle & \langle g_{k+1}; x_k \rangle \\
\langle g_k; x_k \rangle & \|g_k\|^2 & \langle g_k; g_{k+1} \rangle \\
\langle g_{k+1}; x_k \rangle & \langle g_k; g_{k+1} \rangle & \|g_{k+1}\|^2 
\end{pmatrix}. \]

Let us introduce the following shorthand notations for picking up elements in the Gram matrix \( G \) and in \( F \): we choose \( x_k, x_{k+1}, x_\ast, g_k, g_{k+1}, g_\ast \in \mathbb{R}^3 \) and \( f_k, f_{k+1}, f_\ast \in \mathbb{R}^2 \) such that

\[ x_k = P x_k, \quad x_{k+1} = P x_{k+1}, \quad x_\ast = P x_\ast, \]
\[ g_k = P g_k, \quad g_{k+1} = P g_{k+1}, \quad g_\ast = P g_\ast, \]
\[ f_k = F f_k, \quad f_{k+1} = F f_{k+1}, \quad f_\ast = F f_\ast. \]

In other words, by letting \( e_i \) be the unit vector with 1 as its \( i \)th component we have \( x_k := e_1 \in \mathbb{R}^3, g_k := e_2 \in \mathbb{R}^3, x_{k+1} := e_3 \in \mathbb{R}^3 \) along with

\[ x_{k+1} := x_k - \frac{1}{\theta} g_k \in \mathbb{R}^3, \quad x_\ast = g_\ast := 0 \in \mathbb{R}^3, \]

and \( f_k := e_1 \in \mathbb{R}^2, f_{k+1} := e_2 \in \mathbb{R}^2 \) and \( f_\ast := 0 \in \mathbb{R}^2 \). Those notations allow conveniently writing scalar products by picking up elements in \( G \). For example, \( \langle g_{k+1}; x_{k+1} - x_\ast \rangle \) can be written as

\[ \langle g_{k+1}; x_{k+1} - x_\ast \rangle = (P g_{k+1})^\top P (x_{k+1} - x_\ast) = \text{Trace} \left( G g_{k+1} (x_{k+1} - x_\ast)^\top \right). \]

Also, one can equivalently rewrite the inequality

\[ f_i - f_j - \langle g_j; x_i - x_j \rangle - \frac{1}{2\theta} \|g_i - g_j\|^2 \geq 0, \]

as

\[ F(f_i - f_j) + \text{Trace} \left( G \begin{pmatrix} x_i & x_j & g_i & g_j \end{pmatrix} M \begin{pmatrix} x_i & x_j & g_i & g_j \end{pmatrix}^\top \right) \geq 0, \]

where

\[ M := \frac{1}{2} \begin{pmatrix} 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1/L & 1/L \\ -1 & 1 & 1/L & -1/L \end{pmatrix}. \tag{19} \]
We can also rewrite
\[
\phi_k^f(x_k) = d_k F(f_k - f_*) + \text{Trace} \left( G \left( x_k - x_* \ g_k \right) \begin{pmatrix} a_k & c_k \\ c_k & b_k \end{pmatrix} \begin{pmatrix} x_k^T - x_*^T \\ g_k^T \end{pmatrix} \right),
\]
\[
\phi_{k+1}^f(x_{k+1}) = d_{k+1} F(f_{k+1} - f_*) + \text{Trace} \left( G \left( x_{k+1} - x_* \ g_{k+1} \right) \begin{pmatrix} a_{k+1} & c_{k+1} \\ c_{k+1} & b_{k+1} \end{pmatrix} \begin{pmatrix} x_{k+1}^T - x_*^T \\ g_{k+1}^T \end{pmatrix} \right),
\]
leading to the following reformulation of (18) given by (note the absence of a rank constraint, due to the fact maximize over \( f \) irrespective of the dimension of the ambient space; this is further discussed in Taylor et al. (2017c, Section 3.3))
\[0 \geq \max_{G,F} \phi_{k+1}^f(x_{k+1}) - \phi_k^f(x_k),\]
s.t. \( G \geq 0, \)
\[
F(f_i - f_j) + \text{Trace} \left( G \left( x_i \ x_j \ g_i \ g_j \right) M \left( x_i \ x_j \ g_i \ g_j \right)^\top \right) \geq 0
\]
for all \( i, j \in \{k, k+1, \star\}, \)
whose feasibility (for given parameters \( \{(a_k, b_k, c_k, d_k), (a_{k+1}, b_{k+1}, c_{k+1}, d_{k+1})\} \) and \( L \) can be verified with standard semidefinite packages (Sturm, 1999; Mosek, 2010). Let us provide the corresponding linear matrix inequality, which is simply obtained by dualizing the previous formulation. By associating one multiplier for each interpolation constraint
\[
F(f_i - f_j) + \text{Trace} \left( G \left( x_i \ x_j \ g_i \ g_j \right) M \left( x_i \ x_j \ g_i \ g_j \right)^\top \right) \geq 0 : \lambda_{i,j},
\]
one can arrive to the final LMI for gradient descent (we use the notation \( S^3 \) to denote the set of \( 3 \times 3 \) symmetric matrices). The equivalence with the primal problem can be formally established through strong duality; see for example Taylor et al. (2017c, Theorem 6).

The inequality \( \phi_{k+1}^f(x_{k+1}) \leq \phi_k^f(x_k) \) (\( \phi_k^f \) defined in (17)) holds for all \( x_k \in \mathbb{R}^d \), all \( f \in \mathcal{F}_L(\mathbb{R}^d) \), all \( d \in \mathbb{N} \) and \( x_{k+1} = x_k - \frac{1}{d} f'(x_k) \) if and only if there exists \( \{\lambda_{i,j}\}_{i,j \in I_k} \), with \( I_k : = \{k, k+1, \star\}, \) such that
\[
\lambda_{i,j} \geq 0 \text{ for all } i, j \in I_k,
\]
\[
d_{k+1}(f_{k+1} - f_*) - d_k(f_k - f_*) + \sum_{i,j \in I_k} \lambda_{i,j}(f_i - f_j) = 0 \text{ (linear constraint in } \mathbb{R}^2),
\]
\[
V_{k+1} - V_k + \sum_{i,j \in I_k} \lambda_{i,j} M_{i,j} \leq 0 \text{ (linear matrix inequality in } S^3),
\]
with
\[
V_k : = \left( x_k - x_* \ g_k \right) \begin{pmatrix} a_k & c_k \\ c_k & b_k \end{pmatrix} \begin{pmatrix} x_k^T - x_*^T \\ g_k^T \end{pmatrix} \in S^3,
\]
\[
V_{k+1} : = \left( x_{k+1} - x_* \ g_{k+1} \right) \begin{pmatrix} a_{k+1} & c_{k+1} \\ c_{k+1} & b_{k+1} \end{pmatrix} \begin{pmatrix} x_{k+1}^T - x_*^T \\ g_{k+1}^T \end{pmatrix} \in S^3,
\]
\[
M_{i,j} : = \left( x_i \ x_j \ g_i \ g_j \right) M \left( x_i \ x_j \ g_i \ g_j \right)^\top \in S^3.
\]
D.5. Linear matrix inequalities for the design procedure

We provide the LMI formulation of $\hat{V}_k$ for algorithm (10). The code implementing the LMI formulation below is provided in Sec. 5.

We proceed mostly like in Sec. D.4 for reformulating (1). That is, we now reformulate
\[
0 \geq \max_{f_{y_k}, f_{x_k}, f_k, g_k, g_{x_k}, g_{x_{k+1}}, g_{x_{k+1}}} \phi_k^{f_{x_{k+1}}}(x_{k+1}, z_{k+1}) - \phi_k^{f_k}(x_k, z_k),
\]
where $S$ is the discrete version of $f$:
\[
S := \{(x_k, g_{x_k}, f_{x_k}) \mid (x_{k+1}, g_{x_{k+1}}, g_{x_{k+1}}) = 0, (g_{x_{k+1}}; g_{y_k+1}) = 0, (g_{x_{k+1}}; g_{y_k+1}) = 0, \}
\]
\[
z_{k+1} = (1 - \delta_k)y_{k+1} + \delta_k z_k - \gamma_k f'(y_{k+1}),
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
g_* = 0,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
g_* = 0,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
\]
\[
\exists f \in F_L \text{ such that } f(x_i) = f_i \text{ and } f'(x_i) = g_i \text{ for all } (x_i, g_i, f_i) \in S,
where \( i, j \in \{\ast, 1, 2, 3\} \). Next, the four line-search conditions can be encoded as \( \text{Trace}(G A_i) = 0 \) for \( i = 1, \ldots, 4 \) with

\[
A_1 = \frac{1}{2} \left( g_3 (w_3 - w_1)^T + (w_3 - w_1) g_3^T \right), \quad \text{for } (f'(y_{k+1}); y_{k+1} - x_k) = \text{Trace}(A_1 G) = 0,
\]

\[
A_2 = \frac{1}{2} \left( g_3 (z_k - w_1)^T + (z_k - w_1) g_3^T \right), \quad \text{for } (f'(y_{k+1}); z_k - x_k) = \text{Trace}(A_2 G) = 0,
\]

\[
A_3 = \frac{1}{2} \left( g_2 (w_3 - w_2)^T + (w_3 - w_2) g_2^T \right), \quad \text{for } (f'(x_{k+1}); y_{k+1} - x_{k+1}) = \text{Trace}(A_3 G) = 0,
\]

\[
A_4 = \frac{1}{2} \left( g_2 g_3^T + g_3 g_2^T \right), \quad \text{for } (f'(x_{k+1}); f'(y_{k+1})) = \text{Trace}(A_4 G) = 0,
\]

and we denote the corresponding multipliers by \( \mu_1, \ldots, \mu_4 \). Finally, we define

\[
z_{k+1} := (1 - \delta_k) w_3 + \delta_k z_k - \gamma_k g_3.
\]

The LMI formulation is, again, a dual to the SDP reformulation of (20) (see below):

\[
0 \geq \max_{G, F} \phi^f_{k+1}(x_{k+1}, z_{k+1}) - \phi^f_k(x_k, z_k),
\]

s.t. \( \text{Trace}(G A_1) = 0, \text{Trace}(G A_2) = 0, \text{Trace}(G A_3) = 0, \text{Trace}(G A_4) = 0, \)

\[
F(f_i - f_j) + \text{Trace} \left( G \left( w_i \ w_j \ g_i \ g_j \right) M \left( w_i \ w_j \ g_i \ g_j \right)^T \right) \geq 0
\]

for all \( i, j \in \{\ast, 1, 2, 3\} \).

We use \( S^7 \) to denote the set of \( 7 \times 7 \) symmetric matrices, and use \( M \) as defined in (19). In this case, a strong duality argument can be obtained using similar lines as Drori and Taylor (2018, Lemma 6).

Given two triplets \((a_k, d_k, Q_k), (a_{k+1}, d_{k+1}, Q_{k+1})\) and a pair \((\delta_k, \gamma_k)\), if there exists \( \{\lambda_{i,j}\}_{i,j \in I_k} \) with \( I_k := \{\ast, 1, 2, 3\} \) and \( \{\mu_i\}_{i \in \{1, 2, 3, 4\}} \) such that

\[
\lambda_{i,j} \geq 0 \quad \text{for all } i, j \in I_k,
\]

\[
d_{k+1}(f_{k+1} - f_*) - d_k(f_k - f_*) + \sum_{i,j \in I_k} \lambda_{i,j}(f_i - f_j) = 0 \quad \text{(linear constraint in } \mathbb{R}^3),
\]

\[
V_{k+1} - V_k + \sum_{i,j \in I_k} \lambda_{i,j} M_{i,j} + \sum_{i \in \{1,2,3,4\}} \mu_i A_i \leq 0 \quad \text{(linear matrix inequality in } S^7),
\]

with

\[
V_k := a_k (z_k - x_*)^T + (w_1 - w_*) g_1 Q_k \left( w_1^T - w_*^T \right) g_1^T \in S^7,
\]

\[
V_{k+1} := a_{k+1} (z_{k+1} - x_*)^T + (w_2 - w_*) g_2 Q_{k+1} \left( w_2^T - w_*^T \right) g_2^T \in S^7,
\]

\[
M_{i,j} := (w_i \ w_j \ g_i \ g_j) M \left( w_i \ w_j \ g_i \ g_j \right)^T \in S^7,
\]

then the inequality \( \phi^f_{k+1}(x_{k+1}) \leq \phi^f_k(x_k) (\phi^f_k \text{ defined in (12)}) \) holds for all \( f \in F_L(\mathbb{R}^d) \), all \( d \in \mathbb{N} \), all \( x_k, z_k \in \mathbb{R}^d \), and \( x_{k+1}, z_{k+1} \) generated by method (11).
There are several ways of optimizing the parameters \((\delta_k, \gamma_k)\) in the process (an alternative to what we propose below is to use an appropriate Schur complement), for example

\[
\begin{align*}
 a_{k+1}(z_{k+1} - \mathbf{x}_*)(z_{k+1} - \mathbf{x}_*)^\top &= a_k \begin{pmatrix} w_3 \\ z_k - w_3 \\ g_3 \end{pmatrix}^\top \begin{pmatrix} 1 \\ \delta_k \\ \gamma_k \\ -\gamma_3 \end{pmatrix} \begin{pmatrix} 1 \\ \delta_k \\ -\gamma_k \end{pmatrix} \begin{pmatrix} w_3 \\ z_k - w_3 \\ g_3 \end{pmatrix}, \\
 &= \begin{pmatrix} w_3 \\ z_k - w_3 \\ g_3 \end{pmatrix}^\top \begin{pmatrix} a_k & a_k \delta_k & -a_k \gamma_k \\ a_k \delta_k & a_k \delta_k^2 & -a_k \delta_k \gamma_k \\ -a_k \gamma_k & -a_k \delta_k \gamma_k & a_k \gamma_k^2 \end{pmatrix} \begin{pmatrix} w_3 \\ z_k - w_3 \\ g_3 \end{pmatrix} = \begin{pmatrix} w_3 \\ z_k - w_3 \\ g_3 \end{pmatrix}^\top S_k \begin{pmatrix} w_3 \\ z_k - w_3 \\ g_3 \end{pmatrix},
\end{align*}
\]

where \(\text{Rank } S_k = 1\), \(S_k \succeq 0\) and \(S_k[1, 1] = a_k\). Now, one can pick \(S_k \succeq 0\) as new variable, drop the rank constraint, and keep constraining \(S_k[1, 1] = a_k\). There is always a feasible solution to the LMI with \(\text{Rank } S_k = 1\) if the LMI is feasible (\(S_k\) intervenes only on the side \(\preceq 0\)), leading to

\[
V_{k+1} = S_k + (w_2 - w_*) Q_k \begin{pmatrix} w_2^\top - w_*^\top \\ g_2^\top \end{pmatrix}
\]

in the previous LMI, under the additional constraints \(S_k \succeq 0\) and \(S_k[1, 1] = a_k\). One can then recover \(\delta_k = \frac{S_k[1, 2]}{S_k[1, 1]}\) and \(\gamma_k = -\frac{S_k[1, 3]}{S_k[1, 1]}\), along with \(\tau_k = -\frac{\mu_2}{\mu_1}\) and \(\alpha_k = \frac{\mu_3}{\mu_1}\).
Appendix E. Stochastic gradients under bounded variance

The proofs of this section follow the same ideas as that of App. D: we only reformulate weighted sums of inequalities.

E.1. Proof of Theorem 5

Proof Combine the following inequalities with their corresponding weights.

- Convexity between \(x_*\) and \(x_k\) with weight \(\lambda_1 = \delta_k L\)
  \[f_* \geq f(x_k) + \langle f'(x_k); x_* - x_k \rangle,\]

- Averaged smoothness between \(x_k\) and \(x_{k+1}^{(i_k)}\) with weight \(\lambda_2 = d_{k+1} = d_k + \delta_k L\)
  \[E_{i_k} f(x_{k+1}^{(i_k)}) \leq f(x_k) + E_{i_k} f'(x_k); x_{k+1}^{(i_k)} - x_k \rangle + \frac{L}{2} E_{i_k} \| x_{k+1}^{(i_k)} - x_k \|^2,\]

- Bounded variance at \(x_k\) with weight \(\lambda_3 = e_k = \frac{\delta^2 L}{2} (1 + d_{k+1})\)
  \[E_{i_k} \| G(x_k; i_k) - f'(x_k) \|^2 \leq \sigma^2.\]

The weighted sum can be reformulated as

\[
0 \geq \lambda_1 \left[ f(x_k) - f_* + \langle f'(x_k); x_* - x_k \rangle \right] \\
- \lambda_2 \left[ f(x_k) - E_{i_k} f(x_{k+1}^{(i_k)}) + E_{i_k} \langle f'(x_k); x_{k+1}^{(i_k)} - x_k \rangle + \frac{L}{2} E_{i_k} \| x_{k+1}^{(i_k)} - x_k \|^2 \right] \\
+ \lambda_3 \left[ E_{i_k} \| G(x_k; i_k) - f'(x_k) \|^2 - \sigma^2 \right] \\
= d_{k+1} E_{i_k} [ f(x_{k+1}^{(i_k)}) - f_* ] + \frac{L}{2} E_{i_k} \| x_{k+1}^{(i_k)} - x_* \|^2 \\
- d_k (f(x_k) - f_*) - \frac{L}{2} \| x_k - x_* \|^2 - e_k \sigma^2 + (\delta_k d_{k+1} - e_k) \| f'(x_k) \|^2,
\]

where rearrangement of the last inequality leads to

\[
d_{k+1} E_{i_k} [ f(x_{k+1}^{(i_k)}) - f_* ] + \frac{L}{2} E_{i_k} \| x_{k+1}^{(i_k)} - x_* \|^2 \\
\leq d_k (f(x_k) - f_*) + \frac{L}{2} \| x_k - x_* \|^2 + e_k \sigma^2 - (\delta_k d_{k+1} - e_k) \| f'(x_k) \|^2 \\
\leq d_k (f(x_k) - f_*) + \frac{L}{2} \| x_k - x_* \|^2 + e_k \sigma^2,
\]
as soon as \(\delta_k d_{k+1} - e_k \geq 0.\)

E.2. Proof of Theorem 6

Proof Combine the following inequalities with their corresponding weights.

- Smoothness and convexity between \(x_k\) and \(x_*\) with weight \(\lambda_1 = \delta_k L\)
  \[f_* \geq f(x_k) + \langle f'(x_k); x_* - x_k \rangle + \frac{1}{2L} \| f'(x_k) \|^2,\]
\section*{Stochasticity using potential functions}

\begin{itemize}
\item averaged smoothness and convexity between \( x_k \) and \( z_{k+1} \) with weight \( \lambda_2 = \delta_k L \)
\[ f(x_k) \geq E_{ik} f(z_{k+1}^{(i)}) + E_{ik} \langle f'(z_{k+1}^{(i)}); x_k - z_{k+1}^{(i)} \rangle + \frac{1}{2\sigma} E_{ik} \| f'(x_k) - f'(z_{k+1}^{(i)}) \|^2, \]
\item averaged smoothness and convexity between \( z_k \) and \( z_{k+1}^{(i)} \) with weight \( \lambda_3 = d_k \delta_k L \)
\[ f(z_k) \geq E_{ik} f(z_{k+1}^{(i)}) + E_{ik} \langle f'(z_{k+1}^{(i)}); z_k - z_{k+1}^{(i)} \rangle + \frac{1}{2\sigma} E_{ik} \| f'(z_k) - f'(z_{k+1}^{(i)}) \|^2, \]
\item bounded variance at \( x_k \) with weight \( \lambda_4 = e_k \)
\[ E_{ik} \| G(x_k; i_k) - f'(x_k) \|^2 \leq \sigma^2. \]
\end{itemize}

The weighted sum can be reformulated as
\[ 0 \geq \lambda_1 \left[ f(x_k) - f_* + \langle f'(x_k); x_* - x_k \rangle + \frac{1}{2\sigma} \| f'(x_k) \|^2 \right] + \lambda_2 \left[ E_{ik} f(z_{k+1}^{(i)}) - f(x_k) + E_{ik} \langle f'(z_{k+1}^{(i)}); x_k - z_{k+1}^{(i)} \rangle + \frac{1}{2\sigma} E_{ik} \| f'(x_k) - f'(z_{k+1}^{(i)}) \|^2 \right] + \lambda_3 \left[ E_{ik} f(z_{k+1}^{(i)}) - f(z_k) + E_{ik} \langle f'(z_{k+1}^{(i)}); z_k - z_{k+1}^{(i)} \rangle + \frac{1}{2\sigma} E_{ik} \| f'(z_k) - f'(z_{k+1}^{(i)}) \|^2 \right] + \lambda_4 \left[ E_{ik} \| G(x_k; i_k) - f'(x_k) \|^2 - \sigma^2 \right]
\]
\[ = \delta_k d_{k+1} L E_{ik} \left[ f(z_{k+1}^{(i)}) - f_* \right] + \frac{\lambda_2}{2} E_{ik} \| x_{k+1}^{(i)} - x_* \|^2 - \delta_k d_k L (f(z_k) - f_*) - \frac{1}{2} \| x_k - x_* \|^2 - e_k \sigma^2
\]
\[ + \frac{(d_k+1)\delta_k}{2} E_{ik} \left[ \left( \frac{1}{d_{k+1}} - 1 \right) f'(z_k) - \frac{1}{d_{k+1}} f'(x_k) + \frac{\delta_k L}{d_{k+1}} G(x_k; i_k) + f'(z_{k+1}^{(i)}) \|^2 \right]
\]
\[ + \frac{d_k \delta_k}{2(d_k+1)} \| f'(z_k) \|^2 + (\delta_k L - 1) \| f'(x_k) \|^2
\]
\[ + \frac{\delta_k (1+\delta_k L(1-\delta_k L))}{2} \| f'(x_k) \|^2. \]

Again, rearranging the terms leads to:
\[ \delta_k d_{k+1} L E_{ik} \left[ f(z_{k+1}^{(i)}) - f_* \right] + \frac{\lambda_2}{2} E_{ik} \| x_{k+1}^{(i)} - x_* \|^2 \leq \delta_k d_k L (f(z_k) - f_*) + \frac{\lambda_2}{2} \| x_k - x_* \|^2 + e_k \sigma^2
\]
\[ - \frac{(d_k+1)\delta_k}{2} E_{ik} \left[ \left( \frac{1}{d_{k+1}} - 1 \right) f'(z_k) - \frac{1}{d_{k+1}} f'(x_k) + \frac{\delta_k L}{d_{k+1}} G(x_k; i_k) + f'(z_{k+1}^{(i)}) \|^2 \right]
\]
\[ - \frac{d_k \delta_k}{2(d_k+1)} \| f'(z_k) \|^2 + (\delta_k L - 1) \| f'(x_k) \|^2 - \frac{\delta_k (1+\delta_k L(1-\delta_k L))}{2} \| f'(x_k) \|^2 \leq \delta_k d_k L (f(z_k) - f_*) + \frac{\lambda_2}{2} \| x_k - x_* \|^2 + e_k \sigma^2, \]

where the last inequality follows from \( \delta_k L (1 - \delta_k L) + 1 \geq 0 \) (i.e., \( \delta_k \leq \frac{1+\sqrt{5}}{2} \)).

\section*{E.3. Proof of Theorem 7}

\textbf{Proof} Combine the following inequalities with their corresponding weights.
\begin{itemize}
\item Convexity and smoothness between \( y_{k+1} \) and \( x_* \) with weight \( \lambda_1 = \delta_k L \)
\[ f_* \geq f(y_{k+1}) + \langle f'(y_{k+1}); x_* - y_{k+1} \rangle + \frac{1}{2\sigma} \| f'(y_{k+1}) \|^2, \]
\end{itemize}
Consider the following iterative scheme

\[ y_{k+1} = \frac{k}{k+1} y_k + \frac{1}{k+1} x_k, \]

\[ x_{k+1}^{(i_k)} = x_k - \delta k G(y_{k+1}; i_k). \]

\[ d_{k+1} \delta k L [f(y_{k+1}) - f_*] + \frac{L}{2} \sum_k \| x_{k+1}^{(i_k)} - x_* \|^2 \leq d_k \delta k L (f(y_k) - f_*) + \frac{L}{2} \| x_k - x_* \|^2 + \epsilon_k \sigma^2, \]

\[ \text{for some } d_k \geq 0 \text{ and } 0 \leq \delta k \leq \frac{1}{L}. \]

Assuming \( f \in F_L \) the following inequality holds

\[ d_{k+1} \delta k L [f(y_{k+1}) - f_*] + \frac{L}{2} \sum_k \| x_{k+1}^{(i_k)} - x_* \|^2 \leq d_k \delta k L (f(y_k) - f_*) + \frac{L}{2} \| x_k - x_* \|^2 + \epsilon_k \sigma^2, \]

with \( d_{k+1} = d_k + 1 \) and \( \epsilon_k = \frac{L \delta^2}{2} \).

\[ \diamond \text{ convexity and smoothness between } y_{k+1} \text{ and } y_k \text{ with weight } \lambda_2 = d_k \]

\[ f(y_k) \geq f(y_{k+1}) + \langle f'(y_{k+1}); y_k - y_{k+1} \rangle + \frac{1}{2d_k} \| f'(y_{k+1}) - f'(y_k) \|^2, \]

\[ \diamond \text{ bounded variance at } y_{k+1} \text{ with weight } \lambda_3 = \epsilon_k = \frac{\delta^2 L}{2} \]

\[ \mathbb{E}_{i_k} \| G(y_{k+1}; i_k) - f'(y_{k+1}) \|^2 \leq \sigma^2. \]

The weighted sum can be reformulated as

\[ 0 \geq \lambda_1 [f(y_{k+1}) - f_* + \langle f'(y_{k+1}); x_* - y_{k+1} \rangle + \frac{1}{2d_k} \| f'(y_{k+1}) \|^2] \]

\[ + \lambda_2 [f(y_{k+1}) - f(y_k) + \langle f'(y_{k+1}); y_k - y_{k+1} \rangle + \frac{1}{2d_k} \| f'(y_{k+1}) - f'(y_k) \|^2] \]

\[ + \lambda_3 \mathbb{E}_{i_k} \| G(y_{k+1}; i_k) - f'(y_{k+1}) \|^2 - \sigma^2 \]

\[ = (d_k + \delta k L) [f(y_{k+1}) - f_*] + \frac{L}{2} \mathbb{E}_{i_k} \| x_{k+1}^{(i_k)} - x_* \|^2 - d_k (f(y_k) - f_*) - \frac{L}{2} \| x_k - x_* \|^2 - \epsilon_k \sigma^2 \]

\[ + \frac{L}{2} (1 - \delta k L) \| f'(y_{k+1}) \|^2 + \frac{L}{2d_k} \| f'(y_{k+1}) - f'(y_k) \|^2. \]

Rearranging the terms allows obtaining:

\[ (d_k + \delta k L) [f(y_{k+1}) - f_*] + \frac{L}{2} \mathbb{E}_{i_k} \| x_{k+1}^{(i_k)} - x_* \|^2 \]

\[ \leq d_k (f(y_k) - f_*) + \frac{L}{2} \| x_k - x_* \|^2 + \epsilon_k \sigma^2 \]

\[ - \frac{L}{2} (1 - \delta k L) \| f'(y_{k+1}) \|^2 - \frac{L}{2d_k} \| f'(y_{k+1}) - f'(y_k) \|^2, \]

\[ \leq d_k (f(y_k) - f_*) + \frac{L}{2} \| x_k - x_* \|^2 + \epsilon_k \sigma^2, \]

where the last inequality follows from \( \delta k \leq \frac{1}{L} \). \( \square \)

E.4. Evaluation of the stochastic gradient at the true averaged iterate

The target algorithm we study here is as follows

\[ y_{k+1} = \frac{k}{k+1} y_k + \frac{1}{k+1} x_k, \]

\[ x_{k+1}^{(i_k)} = x_k - \delta k G(y_{k+1}; i_k). \]
Proof Combine the following inequalities with their corresponding weights.

- Convexity and smoothness between $y_{k+1}$ and $x_*$ with weight $\lambda_1 = \delta_k L$
  $$f_* \geq f(y_{k+1}) + \langle f'(y_{k+1}); x_* - y_{k+1} \rangle + \frac{1}{2\tau} \| f'(y_{k+1}) \|^2;$$

- Convexity between $y_{k+1}$ and $y_k$ with weight $\lambda_2 = d_k \delta_k L$ [Update (improvement): smoothness part was not necessary]
  $$f(y_k) \geq f(y_{k+1}) + \langle f'(y_{k+1}); y_k - y_{k+1} \rangle,$$

- Bounded variance at $y_{k+1}$ with weight $\lambda_3 = e_k = \frac{\delta_k L}{2}$
  $$\mathbb{E}_{i_k} \| G(y_{k+1}; i_k) - f'(y_{k+1}) \|^2 \leq \sigma^2.$$

The corresponding weighted sum can be reformulated as [Update (improvement): removed effect of smoothness through the second inequality]

$$0 \geq \lambda_1 \left[ f(y_{k+1}) - f_* + \langle f'(y_{k+1}); x_* - y_{k+1} \rangle + \frac{1}{2\tau} \| f'(y_{k+1}) \|^2 \right]$$

$$+ \lambda_2 \left[ f(y_{k+1}) - f(y_k) + \langle f'(y_{k+1}); y_k - y_{k+1} \rangle \right]$$

$$+ \lambda_3 \left[ \mathbb{E}_{i_k} \| G(y_{k+1}; i_k) - f'(y_{k+1}) \|^2 - \sigma^2 \right]$$

$$= (d_k + 1) \delta_k L (f(y_{k+1}) - f_*) + \frac{\delta_k L}{2} \mathbb{E}_{i_k} \| x_{k+1}^{(i_k)} - x_* \|^2 - d_k \delta_k L (f(y_k) - f_*) - \frac{L}{2} \| x_k - x_* \|^2$$

$$- e_k \sigma^2 + \frac{\delta_k}{2} (1 - \delta_k L) \| f'(y_{k+1}) \|^2.$$

After rearranging the terms, we reach: [Update: (typo) there was a unnecessary “$-d_k \delta_k$” term in the reformulation, and (improvement) removed effect of smoothness through the second inequality]

$$= (d_k + 1) \delta_k L (f(y_{k+1}) - f_*) + \frac{L}{2} \mathbb{E}_{i_k} \| x_{k+1}^{(i_k)} - x_* \|^2$$

$$\leq d_k \delta_k L (f(y_k) - f_*) + \frac{L}{2} \| x_k - x_* \|^2 + e_k \sigma^2 - \frac{\delta_k}{2} (1 - \delta_k L) \| f'(y_{k+1}) \|^2$$

$$\leq d_k \delta_k L (f(y_k) - f_*) + \frac{1}{2} \| x_k - x_* \|^2 + e_k \sigma^2$$

where the last inequality follows from $\delta_k \leq \frac{1}{T}$.

E.5. Convergence rates

In this section, we use the following two facts (they can easily be recovered by upper and lower bounding the sums with appropriate integrals)

1. $\sum_{t=1}^{N} t^{-\alpha} = O(N^{1-\alpha})$ for $\alpha \neq 1$,
2. $\sum_{t=1}^{N} t^{-1} = O(\log N)$.

for obtaining asymptotic rates for the previous methods when $\delta_k = (L(1 + k)^{\alpha})^{-1}$.
Stochastic gradient descent. From Theorem 5, we have

\[(d_k + \delta_k L)E_{ik}[f(x_{k+1}^{(i)}) - f_*) + \frac{L}{2}E_{ik}\|x_{k+1}^{(i)} - x_*\|^2 \leq d_k(f(x_k) - f_*) + \frac{L}{2}\|x_k - x_*\|^2 + \frac{\delta_k^2 L}{2}(1 + d_k + \delta_k L)\sigma^2.\]

The choice \(d_0 = 0\) leads to

\[\left(\sum_{t=0}^{N-1} L\delta_t\right)E(f(x_N) - f_*) \leq \frac{L}{2}\|x_0 - x_*\|^2 + \frac{\sigma^2}{2} \sum_{k=0}^{N-1} \left[ L^2\delta_k^2 \left(1 + \sum_{t=0}^{k} L\delta_t\right) \right].\]

For the choice \(\delta_k = (L(1 + k)\alpha)^{-1}\), the different terms behave as follows:

- \(\sum_{k=0}^{N-1} L\delta_k \sim N^{1-\alpha}\) when \(\alpha \neq 1\),
- \(\sum_{k=0}^{N-1} L^2\delta_k^2 \sim N^{1-2\alpha}\) for \(\alpha \neq 1/2\),
- \(\sum_{k=0}^{N-1} \left[ L^2\delta_k^2 \sum_{t=0}^{k} L\delta_t\right] \sim \sum_{k=0}^{N-1} k^{1-3\alpha} \sim N^{2-3\alpha}\) when \(\alpha \neq 1\) and \(\alpha \neq 2/3\).

Under the same restrictions on \(\alpha\), we also get:

\[\left(\sum_{k=0}^{N-1} L\delta_k\right)^{-1} \sim N^{-1-\alpha}, \quad \sum_{k=0}^{N-1} \frac{L^2\delta_k^2}{\sum_{t=0}^{N-1} L\delta_t} \sim N^{-\alpha}, \quad \sum_{k=0}^{N-1} \frac{L^2\delta_k^2 \sum_{t=0}^{k} L\delta_t}{\sum_{k=0}^{N-1} L\delta_k} \sim N^{1-2\alpha},\]

and hence

\[E f(x_N) - f_* \leq \frac{L}{2}\|x_0 - x_*\|^2 O(N^{\alpha-1}) + \frac{\sigma^2}{2} \left[ O(N^{-\alpha}) + O(N^{1-2\alpha})\right].\]

Stochastic gradient descent with averaging. From Theorem 6, we have

\[(d_k + 1)L\delta_k E_{ik}[f(z_{k+1}^{(i)}) - f_*) + \frac{L}{2}E_{ik}\|x_{k+1}^{(i)} - x_*\|^2 \leq d_k L\delta_k(f(z_k) - f_*) + \frac{L}{2}\|x_k - x_*\|^2 + \frac{\delta_k^2 L(1 + d_k + L\delta_k)}{1 + d_k}\sigma^2.\]

Let us choose \(d_0 = 0\) and define \(d_{k+1} := \frac{\delta_k}{\delta_{k+1}}(d_k + 1), D_k := L\delta_{k-1}d_{k-1} + L\delta_{k-1}\) (with \(D_0 := 0\)); one can write

\[D_{k+1}E_{ik}[f(z_{k+1}^{(i)}) - f_*) + \frac{L}{2}E_{ik}\|x_{k+1}^{(i)} - x_*\|^2 \leq D_k(f(z_k) - f_*) + \frac{L}{2}\|x_k - x_*\|^2 + \frac{\delta_k^2 L(d_k + 1 + L\delta_k)}{D_{k+1}}\sigma^2.\]

In addition, we get \(D_{k+1} = L\delta_k d_k + L\delta_k = L\delta_k \frac{\delta_k}{\delta_{k+1}}(d_{k-1} + 1) + L\delta_k = D_k + L\delta_k = \sum_{t=0}^{k} L\delta_t\), and arrive to the final guarantee

\[D_N E[f(z_N) - f_*] \leq \frac{L}{2}\|x_0 - x_*\|^2 + \frac{\sigma^2}{2L} \sum_{k=1}^{N} \delta_k^2 \left(\frac{D_k + L^2\delta_k^2}{D_{k-1}}\right),\]

from which one can arrive to the following rates:

\[E f(z_N) - f_* \leq \frac{L}{2}\|x_0 - x_*\|^2 O(N^{\alpha-1}) + \frac{\sigma^2}{2L} [O(N^{-\alpha}) + O(N^{1-2\alpha})],\]

where we used the following estimates of the rates for the different terms:
\( D_N = \sum_{k=0}^{N-1} L \delta_k \sim N^{1-\alpha} \) when \( \alpha \neq 1 \),

\( \sum_{k=1}^{N} L^2 \delta_{k-1}^2 \sim N^{1-2\alpha} \) when \( \alpha \neq 1/2 \),

\( \sum_{k=1}^{N} \frac{L^4 \delta_{k-1}^4}{D_k} \sim \sum_{k=1}^{N} k^{-1-3\alpha} \sim N^{-3\alpha} \) when \( \alpha \neq 1 \) and \( \alpha \neq 0 \),

and under the same restrictions on \( \alpha \):

\[ D_N^{-1} \sim N^{\alpha-1}, \quad \frac{\sum_{k=1}^{N} L^2 \delta_{k-1}^2}{D_N} \sim N^{-\alpha}, \quad \frac{\sum_{k=1}^{N} \frac{L^4 \delta_{k-1}^4}{D_k}}{D_N} \sim N^{-1-2\alpha}. \]

**Stochastic gradient descent with primal averaging.** From Theorem 7, we have

\[
(d_k + \delta_k L)[f(y_{k+1}) - f_\star] + \frac{L}{2} \mathbb{E}_{i_k} \|x_{k+1}^{(i_k)} - x_\star\|^2 \leq d_k(f(y_k) - f_\star) + \frac{L}{2} \|x_k - x_\star\|^2 + \frac{L^4 \sigma^2}{2}. \]

hence choosing \( d_0 = 0 \) and using the same estimates as before, we get

\[
\mathbb{E} f(y_N) - f_\star \leq \frac{L}{2} \|x_0 - x_\star\|^2 O(N^{\alpha-1}) + \frac{\sigma^2}{2L} O(N^{-\alpha}).
\]

**E.6. Better worst-case guarantees and rates**

Different techniques can be used for obtaining stochastic methods with improved worst-case bounds. Among others, one can (i) assume the number of iterations to be fixed in advance, (ii) assume the domain to be compact, or (iii) use more past information — essentially through use of a dual averaging scheme. Algorithms using (iii) do not directly fit within our framework, which assumes (very) limited memory through (SFO)—we believe it could be adapted, but let it for further investigations. The previous points (i) and (ii) are used by Lan (2012), point (ii) is used e.g., by Hu et al. (2009). Point (iii) is used by Devolder (2011, Section 6) and by Xiao (2010, Section 7.1 and Appendix D).

In this section, we briefly discuss two ways of improving the complexity results using namely techniques (i) and an alternative to (iii) for using more past information by adding a new sequence to (SFO). We start by assuming a known number of iterations \( N \). In this setting, we get the following results.

**Fixed number of iterations.** Consider a stochastic gradient scheme with primal averaging and a constant step-size \( \delta_k = \delta \). Denoting \( R = \|x_0 - x_\star\| \) and choosing \( \delta = \frac{1}{\sqrt{N} R + L} \), we get

\[
\mathbb{E} f(y_N) - f_\star \leq \frac{R^2}{2\sqrt{N}} + \frac{\delta R^2}{2} = \frac{L^2 R^4}{2LRN + 2N \sigma^2} + \frac{R \sigma}{\sqrt{N}} \leq \frac{L^2 R^2}{2N} + \frac{R \sigma}{\sqrt{N}}
\]

(note though that the optimal step-size in that setting is \( \delta = \frac{R}{\sqrt{N} \sigma} \) (when \( \frac{R}{\sqrt{N} \sigma} \leq \frac{1}{L} \) following the statement of Theorem 7), leading to \( \mathbb{E} f(y_N) - f_\star \leq \frac{R \sigma}{\sqrt{N}} \).

**Dual averaging.** Through the use of the dual averaging technique (iii) Devolder (2011, Section 6) and Xiao (2010, Section 7.1 and Appendix D), one can observe that \( x_0 \) plays an important role as its weight grows in the dual averaging process (through coefficients \( \beta_i \)'s in both (Devolder, 2011) and (Xiao, 2010)). In a certain sense, one can interpret \( x_0 \) as a magnet or anchor whose goal is to stabilize (and slow down) the iterative process. As such, our framework does not allow treating estimate sequences with the damping with \( x_0 \) (recall that the whole point of potential-based proofs is to forget how the current iterate was obtained). Still, let us have a glance at the answers provided by the framework without dual averaging.
Momentum without dual averaging nor damping. Using the line-search design procedure, we obtain the following methods that appear to be symptomatic of all accelerated methods without damping so far: a huge error accumulation. This phenomenon is not surprising nor new. Using the previous parameter selection technique, we arrive to the following theorem, which establishes the (negative and non-surprising) upper bound obtained through our framework, the main message being that the accumulation term $\sum_{k=0}^{N-1} e_k = O(N^3)$ in both cases presented below (whereas $d_N = O(N^2)$) can hardly be avoided while using pure acceleration without damping—usually achieved by appropriate dual averaging schemes (Xiao, 2010; Devolder, 2011).

**Theorem 13** Let $k \in \mathbb{N}$, $d_k, d_{k+1} \geq 0$, $f \in \mathcal{F}_L$ and the algorithms

$$y_{k+1} = \arg\min_{y} \{ f(x) \text{ subject to } x \in x_k + \text{span}\{z_k - x_k\}\},$$

$$x_{k+1}^{(i_k)} = \arg\min_{x} \{ f(x) \text{ subject to } x \in y_{k+1} + \text{span}\{G(y_{k+1}; i_k)\}\},$$

$$z_{k+1} = z_k - \frac{d_{k+1} - d_k}{L} G(y_{k+1}; i_k),$$

and

$$y_{k+1} = x_k + \left(1 - \frac{d_k}{d_{k+1}}\right) (z_k - x_k),$$

$$x_{k+1}^{(i_k)} = y_{k+1} - \frac{\eta_k}{d_{k+1}} G(y_{k+1}; i_k),$$

$$z_{k+1}^{(i_k)} = z_k - \frac{d_{k+1} - d_k}{L} G(y_{k+1}; i_k).$$

In both cases, we have

$$d_{k+1} \mathbb{E}_{i_k} (f(x_{k+1}^{(i_k)}) - f_*) + \frac{L}{2} \mathbb{E}_{i_k} \|z_{k+1}^{(i_k)} - x_*\|^2 \leq d_k (f(x_k) - f_*) + \frac{L}{2} \|z_k - x_*\|^2 + e_k \sigma^2$$

for all choices of $e_k, \eta_k \geq 0$ satisfying both $\frac{d_{k+1} - d_k}{L} - e_k + \eta_k \geq 0$ and $2d_{k+1}e_kL - d_{k+1}(d_{k+1} - d_k)^2 - \eta_k^2 L^2 \geq 0$. In particular, the following three choices are valid:

- $d_k = \frac{k(k+1)}{4}$ for all $k \geq 0$ together with $\eta_k = \frac{(k+1)(k+2)}{4L}$ and $e_k = \frac{(k+1)(k+3)}{4L}$, or
- $d_k = \frac{k(k+1)}{4}$ for all $k \geq 0$ together with the slightly better $\eta_k = \frac{(k+1)(k+2-\sqrt{3k+2})}{4L}$, $e_k = \frac{Lk^2}{2}$ when $\delta_k \leq \frac{1}{L}$.

**Proof** Perform a weighted sum of the following inequalities:

- smoothness and convexity between $x_*$ and $y_{k+1}$ with weight $\lambda_1 = d_{k+1} - d_k$

$$f_* \geq f(y_{k+1}) + \langle f'(y_{k+1}); x_* - y_{k+1}\rangle + \frac{\lambda_1}{2L} \|f'(y_{k+1})\|^2;$$

- averaged smoothness and convexity between $y_{k+1}$ and $x_{k+1}^{(i_k)}$ with weight $\lambda_2 = d_{k+1}$

$$f(y_{k+1}) \geq \mathbb{E}_{i_k} f(x_{k+1}^{(i_k)}) + \mathbb{E}_{i_k} \langle f'(x_{k+1}^{(i_k)}); y_{k+1} - x_{k+1}^{(i_k)}\rangle + \frac{\lambda_2}{2L} \mathbb{E}_{i_k} \|f'(y_{k+1}) - f'(x_{k+1}^{(i_k)})\|^2,$$

- convexity between $x_k$ and $y_{k+1}$ with weight $\lambda_3 = d_k$

$$f(x_k) \geq f(y_{k+1}) + \langle f'(y_{k+1}); x_k - y_{k+1}\rangle,$$
Now, the weighted sum corresponds to

\[ f'(y_{k+1}) \cdot (x_k - y_{k+1}) \geq 0, \]

- first line-search optimality condition of \( y_{k+1} \) with weight \( \lambda_4 = d_{k+1} \)

\[ f'(y_{k+1}) \geq 0, \]

- second line-search optimality condition of \( y_{k+1} \) with weight \( \lambda_5 = d_{k+1} - d_k \)

\[ f'(y_{k+1}) \cdot (z_k - x_k) \geq 0, \]

- first (averaged) line-search optimality condition for \( x^{(i_k)}_{k+1} \) with weight \( \lambda_6 = d_{k+1} \)

\[ \mathbb{E}_{i_k} \langle f'(x^{(i_k)}_{k+1}) \rangle \; y_k + x^{(i_k)}_{k+1} - x^{(i_k)}_{k+1} \geq 0, \]

- second (averaged) line-search optimality condition for \( x^{(i_k)}_{k+1} \) with weight \( \lambda_7 = \eta_k \)

\[ \mathbb{E}_{i_k} \langle f'(x^{(i_k)}_{k+1}) \rangle G(y_{k+1}; i_k) \leq 0, \]

- bounded variance at \( y_{k+1} \) with weight \( \lambda_8 = e_k \)

\[ \mathbb{E}_{i_k} \| G(y_{k+1}; i_k) - f'(y_{k+1}) \|^2 \leq \sigma^2. \]

Now, the weighted sum corresponds to

\[
\begin{align*}
&d_{k+1} \mathbb{E}_{i_k} (f(x^{(i_k)}_{k+1}) - f^*) + \frac{\lambda}{4} \mathbb{E}_{i_k} \| z^{(i_k)}_{k+1} - x^* \|^2 \\
&\leq d_k (f(x_k) - f^*) + \frac{\lambda}{4} \| z_k - x^* \|^2 + e_k \sigma^2 \\
&- \frac{d_{k+1}}{2L} \mathbb{E}_{i_k} \| \eta_k L \frac{y_{k+1}}{d_{k+1}} G(y_{k+1}; i_k) + f'(x^{(i_k)}_{k+1}) - f'(y_{k+1}) \|^2 \\
&- \left( \frac{d_{k+1} - d_k}{2L} - e_k + \eta_k \right) \| f'(y_{k+1}) \|^2 \\
&- \frac{2d_{k+1} e_k L - d_{k+1} (d_{k+1} - d_k)^2 - \eta_k^2 L^2}{2 d_{k+1} L} \mathbb{E}_{i_k} \| G(y_{k+1}; i_k) \|^2 
\end{align*}
\]

therefore, this weighted sum corresponds to the statement of the theorem when the three conditions are met:

\[
\begin{align*}
&\frac{d_{k+1} - d_k}{2L} \geq 0, \\
&\left( \frac{d_{k+1} - d_k}{2L} - e_k + \eta_k \right) \geq 0, \\
&\frac{2d_{k+1} e_k L - d_{k+1} (d_{k+1} - d_k)^2 - \eta_k^2 L^2}{2 d_{k+1} L} \geq 0,
\end{align*}
\]

which are easy to check in the case of primal averaging. Another possible choice is to set \( e_k = \frac{d_{k+1} - d_k}{2L} + \eta_k \) and \( \eta_k \) such that

\[
\frac{2d_{k+1} e_k L - d_{k+1} (d_{k+1} - d_k)^2 - \eta_k^2 L^2}{2 d_{k+1} L} \geq 0; \text{ in particular, when } d_k = \frac{k(k+1)}{4} \text{ for all } k \geq 0 \text{ we get}
\]

\[
\eta_k \in \left[ \frac{(k+1)(k+2-\sqrt{k+2})}{4L}, \frac{(k+1)(k+2+\sqrt{k+2})}{4L} \right],
\]
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In this section, we provide the linear matrix inequalities for the basic stochastic gradient method following lines is provided in Sec. 5.

Define the following vectors for selecting entries in \( P \) and \( F \) for encoding (stochastic) gradients and function values:

\[
\phi^f_k = \begin{pmatrix} x_k - x^* \quad f'(x_k) \end{pmatrix}^\top [Q_k \otimes I_d] \begin{pmatrix} x_k - x^* \\ f'(x_k) \end{pmatrix} + d_k (f(x_k) - f_*)
\]  

with \( Q_k \in \mathbb{S}^2 \). The following lines can serve for reproducing Figure 1; the code implementing the following lines is provided in Sec. 5.

We use the following matrices \( P \) and \( F \) for encoding (stochastic) gradients and function values:

\[
P = \begin{bmatrix} x_k | G(x_k; 1) \ldots G(x_k; n) | f'(x_{k+1}^{(1)}) \ldots f'(x_{k+1}^{(n)}) \end{bmatrix}
\]

\[
F = \begin{bmatrix} f(x_k) | f(x_{k+1}^{(1)}) \ldots f(x_{k+1}^{(n)}) \end{bmatrix}
\]

Define the following vectors for selecting entries in \( P \) and \( F \): \( x^*, x_0, x_1, \ldots, x_n, \), \( g^{(1)}_1, \ldots, g^{(n)}_n \), \( g_0, g_1, \ldots, g_n \) and \( f^0, f_0, f_1, \ldots, f_n \) \( \in \mathbb{R}^{1+n} \) such that

\[
x_k = Px_0, \quad f'(x_k) = P g_0, \quad f(x_k) = F f_0, \quad G(x_k; i) = P G_i,
\]

\[
x_k^{(i)} = Px_i, \quad f'(x_{k+1}^{(i)}) = P g_i, \quad f(x_{k+1}^{(i)}) = P f_i.
\]
for $i \in \{1, \ldots, n\}$ and $x_* = P x_*$, $g_* = P g_*$, $f_* = F f_*$. More precisely we choose the following vectors in $\mathbb{R}^{1+2n}$

$$x_0 := e_1, \quad G_i := e_{1+i} \quad (\text{for } i \in \{1, \ldots, n\}), \quad g_0 := \frac{1}{n} \sum_{i=1}^{n} G_i,$$

$$x_i := x_0 - \delta_k G_i \quad (\text{for } i \in \{1, \ldots, n\}), \quad g_i := e_{1+i} \quad (\text{for } i \in \{1, \ldots, n\}),$$

$$x_* := 0, \quad g_* := 0,$$

and the following vectors in $\mathbb{R}^{n+1}$: $f_0 := e_1, f_i := e_{1+i} \quad (\text{for } i \in \{1, \ldots, n\})$, $f_* = 0$. We also encode variance using a matrix $A_{\text{var}}$ such that

$$\text{Trace}(A_{\text{var}} P^\top P) = \mathbb{E}_i \|G(x_k; i) - f'(x_k)\|^2,$$

in other words $A_{\text{var}} := \frac{1}{n} \sum_{i=1}^{n} (G_i - g_0)(G_i - g_0)^\top$. We use $\mathbb{S}^{1+2n}$ to denote the set of $(1 + 2n) \times (1 + 2n)$ symmetric matrices, and use $M$ as defined in (19). Strong duality, for obtaining the equivalence between the SDP and the following LMI formulation, might be obtained from a standard Slater argument (see e.g., Taylor et al. (2017c, Theorem 6)) and are not provided here.

Given two doubles $(d_k, Q_k)$, $(d_{k+1}, Q_{k+1})$ and a step-size $\delta_k$, the inequality $\mathbb{E}_{i_k} \phi_{k+1}(x_{k+1}^{(i_k)}) \leq \phi_k'(x_k) + e_k \sigma^2 \phi_k'(x_k)$ (defined in (21)) holds for all $f \in \mathcal{F}_L(\mathbb{R}^d)$, all $d \in \mathbb{N}$, all $x_k$ in $\mathbb{R}^d$ and all sets $\{G(x_k; i)\}_{i=1,\ldots,n} \subset \mathbb{R}^d$ satisfying $\mathbb{E}_i G(x_k; i) = f'(x_k)$ and $\mathbb{E}_i \|G(x_k; i) - f'(x_k)\|^2 \leq \sigma^2$ used to generate $x_{k+1}^{(i_k)}$ with $x_{k+1}^{(i_k)} = x_k - \delta_k G(x_k; i_k)$ if and only if there exists $\{\lambda_{i,j}\}_{i,j=1}^n$, with $I := \{*, 0, 1, \ldots, n\}$ and $e_k \in \mathbb{R}$ such that

$$\lambda_{i,j} \geq 0 \quad \text{for all } i, j \in I \text{ and } e_k \geq 0,$$

$$d_{k+1} \frac{1}{n} \sum_{i=1}^{n} (f_i - f_*) - d_k (f_0 - f_*) + \sum_{i,j \in I} \lambda_{i,j} (f_i - f_j) = 0 \quad \text{(linear constraint in } \mathbb{R}^{n+1}),$$

$$\frac{1}{n} \sum_{i=1}^{n} V_{k+1}^{(i)} - V_k - e_k A_{\text{var}} + \sum_{i,j \in I} \lambda_{i,j} M_{i,j} \preceq 0 \quad \text{(linear matrix inequality in } \mathbb{S}^{1+2n}),$$

with

$$V_k := (x_0 - x_* \ g_0) \ Q_k \left( x_0^\top - x_*^\top \right) \ g_0 \in \mathbb{S}^{1+2n},$$

$$V_{k+1}^{(i)} := (x_i - x_* \ g_i) \ Q_{k+1} \left( x_i^\top - x_*^\top \right) \ g_i \in \mathbb{S}^{1+2n},$$

$$M_{i,j} := (x_i \ x_j \ g_i \ g_j) \ M \ (x_i \ x_j \ g_i \ g_j)^\top \in \mathbb{S}^{1+2n}.$$

**Parameter selection.** For adapting the strategy to our parameter selection technique, we refer to App. D.5, as the exact same tricks apply, though a bit more tedious in the stochastic setting.
Appendix F. Stochastic gradients for over-parameterized models

This section contains the proof of Theorem 8, a discussion on how we ended up with primal averaging using the parameter selection technique, and an LMI formulation for studying primal averaging.

F.1. Proof of Theorem 8

Proof Let us start with the case \( \delta_k \leq \frac{1}{L} \) and \( d_{k+1} = d_k + \delta_k L \). As before, the proof consists in linearly combining the following inequalities.

- Averaged smoothness and convexity between \( y_{k+1} \) and \( x^* \) with weight \( \lambda_1 = \delta_k L \):

  \[
  f_* \geq f(y_{k+1}) + \langle f'(y_{k+1}); x^* - y_{k+1} \rangle + \frac{1}{2L} E_i \| f'_{i_k}(y_{k+1}) \|^2,
  \]

- Convexity between \( y_{k+1} \) and \( y_k \) with weight \( \lambda_2 = d_k \):

  \[
  f(y_k) \geq f(y_{k+1}) + \langle f'(y_{k+1}); y_k - y_{k+1} \rangle.
  \]

The weighted sum of those inequalities can be rewritten as

\[
0 \geq \lambda_1 \left[ f(y_{k+1}) - f_* + \langle f'(y_{k+1}); x^* - y_{k+1} \rangle + \frac{1}{2L} E_i \| f'_{i_k}(y_{k+1}) \|^2 \right] + \lambda_2 \left[ f(y_{k+1}) - f(y_k) + \langle f'(y_{k+1}); y_k - y_{k+1} \rangle \right] = (d_k + \delta_k L)(f(y_{k+1}) - f_*) + \frac{L}{2} E_i \| x_{k+1}^{(i_k)} - x^* \|^2 - d_k (f(y_k) - f_*) - \frac{L}{2} \| x_k - x^* \|^2 + \frac{\delta_k}{2} (1 - \delta_k L) E_i \| f'_{i_k}(y_{k+1}) \|^2,
\]

which can be rearranged to

\[
(d_k + \delta_k L)(f(y_{k+1}) - f_*) + \frac{L}{2} E_i \| x_{k+1}^{(i_k)} - x^* \|^2 \leq d_k (f(y_k) - f_*) + \frac{L}{2} \| x_k - x^* \|^2 - \frac{\delta_k}{2} (1 - \delta_k L) E_i \| f'_{i_k}(y_{k+1}) \|^2,
\]

where the last inequality follows from \( \delta_k \leq \frac{1}{L} \). In the case where \( \delta_k \geq \frac{1}{L} \), we use instead \( d_{k+1} = d_k + 2\delta_k L - \delta_k^2 L^2 \) and compensate the nonpositive term in the righthand side by using an additional inequality:

- Averaged smoothness between \( y_{k+1} \) and \( x^* \) with weight \( \lambda_3 = \delta_k L (\delta_k L - 1) \) (which is non-negative as soon as \( \delta_k \geq \frac{1}{L} \))

  \[
  f(y_{k+1}) \geq f_* + \frac{1}{2L} E_i \| f'_{i_k}(y_{k+1}) \|^2.
  \]

Adding this inequality to the previous sum, we get:

\[
0 \geq \lambda_1 \left[ f(y_{k+1}) - f_* + \langle f'(y_{k+1}); x^* - y_{k+1} \rangle + \frac{1}{2L} E_i \| f'_{i_k}(y_{k+1}) \|^2 \right] + \lambda_2 \left[ f(y_{k+1}) - f(y_k) + \langle f'(y_{k+1}); y_k - y_{k+1} \rangle \right] + \lambda_3 \left[ f_* - f(y_{k+1}) + \frac{1}{2L} E_i \| f'_{i_k}(y_{k+1}) \|^2 \right] = (d_k + 2\delta_k L - \delta_k^2 L^2)(f(y_{k+1}) - f_*) + \frac{L}{2} E_i \| x_{k+1}^{(i_k)} - x^* \|^2 - d_k (f(y_k) - f_*) - \frac{L}{2} \| x_k - x^* \|^2 + \frac{\delta_k}{2} (1 - \delta_k L) E_i \| f'_{i_k}(y_{k+1}) \|^2,
\]

which can be reformulated as

\[
(d_k + 2\delta_k L - \delta_k^2 L^2)(f(y_{k+1}) - f_*) + \frac{L}{2} E_i \| x_{k+1}^{(i_k)} - x^* \|^2 \leq d_k (f(y_k) - f_*) + \frac{L}{2} \| x_k - x^* \|^2.
\]

\[
\square
\]
F.2. Parameter selection

In this section, we quickly discuss how we ended up with primal averaging for overparametrized models (see Theorem 8). Essentially, we used the first parameter selection technique from App. C, which we adapted to

\[ y_{k+1} = (1 - \tau_k)x_k + \tau_k z_k, \]
\[ x_{k+1}^{(i_k)} = y_{k+1} - \alpha_k f'_i(y_{k+1}), \]
\[ z_{k+1}^{(i_k)} = (1 - \delta_k)y_{k+1} + \delta_k z_k - \gamma_k f'_{i_k}(y_{k+1}), \]

for which we wish to optimize the parameters \{(\tau_k, \alpha_k, \delta_k, \gamma_k)\}_k. Instead, we consider the line-search version

\[ y_{k+1} = \arg\min_x \{ f(x) \text{ subject to } x \in x_k + \text{span}\{z_k - x_k\} \}, \]
\[ x_{k+1} = \arg\min_x \{ f(x) \text{ subject to } x \in y_{k+1} + \text{span}\{f'_{i_k}(y_{k+1})\} \}, \]
\[ z_{k+1} = (1 - \delta_k)y_{k+1} + \delta_k z_k - \gamma_k f'_{i_k}(y_{k+1}), \]

along with the following family of potentials

\[ \phi^f_k = q_1, k \|x_k - x_*\|^2 + q_2, k \|f'(x_k)\|^2 + q_3, k \mathbb{E}_k\| f'_i(x_k)\|^2 + q_4, k \langle f'(x_k); x_k - x_*\rangle \]
\[ + d_k (f(x_k) - f_* + a_k \|z_k - x_*\|^2, \]

which was chosen based on expected symmetries with respect to \(i_k\). By picking \(\phi^f_0 = \frac{L}{2}\|x_0 - x_*\|^2\) and \(\phi^f_N = d_N (f(x_N) - f_*)\), we naturally arrived at primal averaging by solving

\[ \max_{\{(\delta_k, \gamma_k)\}_k} \max_{\phi^f_1, \ldots, \phi^f_{N-1}, d_N} d_N \text{ subject to } (\phi^f_0, \phi^f_1) \in \tilde{V}_0, \ldots, (\phi^f_{N-1}, \phi^f_N) \in \tilde{V}_{N-1}, \quad (22) \]

as done in (8); the numerical results are shown on Figure 5.

F.3. Linear matrix inequalities for over-parametrized models

The derivations of the linear matrix inequalities follow from the exact same line as in the previous sections. As an example, we provide the LMI formulation for analyzing primal averaging:

\[ y_{k+1} = \tau_k y_k + (1 - \tau_k)x_k, \]
\[ x_{k+1}^{(i_k)} = x_k - \gamma_k f'_{i_k}(y_{k+1}), \quad (23) \]

along with the following family of potentials

\[ \phi^f_k = \begin{pmatrix} x_k - x_* \\ y_k - x_* \\ \vdots \\ f'_1(y_k) - f'_1(x_*) \\ \vdots \\ f'_n(y_k) - f'_n(x_*) \end{pmatrix}^\top \begin{pmatrix} Q_k \otimes I_d \end{pmatrix} \begin{pmatrix} x_k - x_* \\ y_k - x_* \\ \vdots \\ f'_1(y_k) - f'_1(x_*) \\ \vdots \\ f'_n(y_k) - f'_n(x_*) \end{pmatrix} + d_k (f(y_k) - f_*), \quad (24) \]

which can be simplified using appropriate symmetry arguments, but we simply formulate the problem without using them for tutorial purposes, and simply choose \(Q_k \in \mathbb{S}^{d+n}\). One could additionally
use function values at $x_k^{(i_k)}$ in the formulation, however, this did not improve the results in our experiments while increasing quite a bit the size of the Gram matrix by adding $n^2$ rows and columns to it (corresponding to all gradients $f'_1(x_k^{(1)}), \ldots, f'_n(x_k^{(1)}), \ldots, f'_1(x_k^{(n)}), \ldots, f'_n(x_k^{(n)})$).

In order to reformulate (1) we therefore only need to encode function values $F$ and gradient/coordinate in a matrix $P$, which we use for formulating the Gram matrix $G = P^T P \succeq 0$:

$$P = [x_k \mid y_k \mid f'_1(y_k) \ldots f'_n(y_k) \mid f'_1(y_{k+1}) \ldots f'_n(y_{k+1})],$$

$$F = [f_1(y_k) \ldots f_n(y_k) \mid f'_1(y_{k+1}) \ldots f'_n(y_{k+1})].$$
We also denote by \( y_*, x_k, y_k, g_{i,*}, g_{i,k}, g_{i,k+1} \in \mathbb{R}^{2+2n} \) (for all \( i \in \{1, \ldots, n\} \)) such that
\[
x_* = P y_*, \quad x_k = P x_k, \quad y_k = P y_k, \quad f'_i(x_*) = P g_{i,*}, \quad f'_i(y_k) = P g_{i,k}, \quad f'_i(y_{k+1}) = P g_{i,k+1},
\]
that is \( y_* = g_{i,*} := 0, \quad x_k := e_1, \quad y_k := e_2, \quad g_{i,k} := e_{2+i}, \quad g_{i,k+1} := e_{2+n+i} \). For iteration \( k+1 \):
\[
y_{k+1} := \tau_k y_k + (1 - \tau_k) x_k,
\]
\[
x_{k+1} := x_k - \gamma_k g_{i,k},
\]
in order to have \( y_{k+1} = P y_{k+1} \) and \( x_{k+1} = P x_{k+1} \). Finally, we do the same for function values:
\[
f_{i,*}, f_{i,k}, f_{i,k+1} \in \mathbb{R}^{2n} \) (for all \( i \in \{1, \ldots, n\} \)) with
\[
f_*(x) = F x, \quad f_i(y) = F_i x, \quad f_i(y_{k+1}) = F_i x_{k+1},
\]
that is \( f_{i,*} := 0, f_{i,k} := e_i \) and \( f_{i,k+1} := e_{n+i} \). For each function \( f_i \) (with \( l \in \{1, \ldots, n\} \)) we introduce a set of multipliers \( \{\lambda_{i,j}^{(l)}\}_{i,j \in I_k} \) with \( I_k = \{*, k, k+1\} \). We use \( S^{2+2n} \) is the space of \( (2+2n) \times (2+2n) \) symmetric matrices, and use \( M \) as defined in (19).

Given two doublets \((d_k, Q_k)\) and \((d_{k+1}, Q_{k+1})\), a pair \((\tau_k, \gamma_k)\), and some \( n \in \mathbb{N} \), the inequality
\[
\mathbb{E}_{i,k} \phi_f^f(x_{i,k+1}, y_{i,k+1}) \leq \phi_f^f(x_k, y_k) \quad (\phi_f^f \text{ defined in (24)) holds for all } f(x) = \frac{1}{n} \sum_{i=1}^{n} f_i(x) \text{ such that } f_i \in F_L(\mathbb{R}^d), \text{ for all } d \in \mathbb{N}, \text{ and all } x_k, y_k \in \mathbb{R}^d \text{ used to generate } x_{i,k+1}, y_{k+1} \text{ with method (23) if and only if for all } l \in \{1, \ldots, n\} \text{ there exists } \{\lambda_{i,j}^{(l)}\}_{i,j \in I_k} \text{ with } I_k = \{*, k, k+1\} \text{ such that}
\]
\[
\lambda_{i,j}^{(l)} \geq 0 \text{ for all } i, j \in I_k \text{ and all } l \in \{1, \ldots, n\};
\]
\[
\frac{d_{k+1}}{n} \sum_{l=1}^{n} (f_{i,k+1} - f_{i,*}) - \frac{d_k}{n} \sum_{l=1}^{n} (f_{i,k} - f_{i,*}) + \sum_{i,j \in I_k} \lambda_{i,j}^{(l)} (f_{i,i} - f_{j,j}) = 0 \text{ (in } \mathbb{R}^{2n});
\]
\[
\frac{1}{n} \sum_{l \in \{1, \ldots, n\}} V_{k+1}^{(l)} - V_k + \sum_{i,j \in I_k} \lambda_{i,j}^{(l)} M_{i,j}^{(l)} \leq 0 \text{ (linear matrix inequality in } S^{2+2n}),
\]
with
\[
V_k := (x_k - y_*, y_k - y_*, g_{1,k} \cdots g_{n,k}) Q_k \begin{pmatrix} x_k^T - y_*^T \\ y_k^T - y_*^T \\ \vdots \\ g_{n,k}^T \end{pmatrix} \in S^{2+2n},
\]
\[
V_{k+1} := (x_{k+1} - y_*, y_{k+1} - y_*, g_{1,k+1} \cdots g_{n,k+1}) Q_{k+1} \begin{pmatrix} x_{k+1}^T - y_*^T \\ y_{k+1}^T - y_*^T \\ \vdots \\ g_{n,k+1}^T \end{pmatrix} \in S^{2+2n},
\]
\[
M_{i,j}^{(l)} := (y_i, y_j, g_{i,i}, g_{i,j}) M (y_i, y_j, g_{i,i}, g_{i,j})^T \in S^{2+2n}.
\]
Appendix G. Stochastic gradients under weak growth conditions

This section deals with weak growth conditions. It is straightforward to adapt the methodology to e.g., strong growth conditions. However, since recent works already covered the topic in a comprehensive way (see e.g., Vaswani et al. (2019) and the references therein), we chose not to cover it.

Under similar motivations as those of the Sec. 3.2.2, consider minimizing $f \in \mathcal{F}_L$

$$\min_{x \in \mathbb{R}^d} f(x),$$

with an unbiased gradient estimate $G(x; i)$ satisfying a weak growth condition for some $\rho \geq 1$:

$$\mathbb{E}_i G(x; i) = f'(x), \quad \mathbb{E}_i \|G(x; i)\|^2 \leq 2\rho L(f(x) - f_*),$$

for all $x \in \mathbb{R}^d$. In that setting, it was shown by Vaswani et al. (2019) that averaging was actually reaching the $O(k^{-1})$ convergence for $\mathbb{E}f(\bar{x}_k) - f_*$. The best method we could obtain with the previous methodology achieves a $O(k^{-1})$ convergence for function values at its last iterate.

**Theorem 14** Let $x_k \in \mathbb{R}^d$, $f \in \mathcal{F}_L$, and an unbiased stochastic oracle satisfying a weak growth condition:

$$\mathbb{E}_i G(x; i) = f'(x), \quad \mathbb{E}_i \|G(x; i)\|^2 \leq 2\rho L(f(x) - f_*)$$

for all $x \in \mathbb{R}^d$ and $i \in I$. Then, the iterative scheme

$$y_{k+1} = \frac{d_k}{d_k + \delta_k L} y_k + \frac{\delta_k L}{d_k + \delta_k L} x_k,$$

$$x_{k+1}^{(i_k)} = x_k - \delta_k G(y_{k+1}; i_k),$$

satisfies

$$d_{k+1}[f(y_{k+1}) - f_*] + \frac{L}{2} \mathbb{E}_{i_k} \| x_{k+1}^{(i_k)} - x_* \|^2 \leq d_k(f(y_k) - f_*) + \frac{L}{2} \| x_k - x_* \|^2,$$

for all values of $d_k, \delta_k \geq 0$ and $d_{k+1} = d_k + \delta_k L - \rho \delta_k^2 L^2$.

Using $\delta_k = \frac{1}{2\rho L}$ (choice that maximizes $d_{k+1}$) and $d_0 = 0$ leads to $d_k = \frac{k}{4\rho}$ and to the algorithm

$$y_{k+1} = \frac{k}{k+2} y_k + \frac{2}{k+2} T_k,$$

$$x_{k+1}^{(i_k)} = x_k - \frac{2}{4\rho L} G(y_{k+1}; i_k),$$

for which the bound $\mathbb{E} f(y_k) - f_* \leq \frac{2\rho L \| x_0 - x_* \|^2}{k}$ holds for $k \geq 0$. As in the previous section (over-parametrized models, App. F), the use of primal averaging for weak growth conditions appeared naturally through the use of the parameter selection technique starting from

$$y_{k+1} = (1 - \tau_k) y_k + \tau_k z_k,$$

$$x_{k+1}^{(i_k)} = y_{k+1} - \alpha_k G(y_{k+1}; i_k),$$

$$z_{k+1}^{(i_k)} = (1 - \delta_k) y_{k+1} + \delta_k z_k - \gamma_k G(y_{k+1}; i_k),$$
for which we wish to optimize the policy \( \{ (\tau_k, \alpha_k, \delta_k, \gamma_k) \}_k \). Using the line-search workaround
\[
y_{k+1} = \arg\min_x \{ f(x) \text{ subject to } x \in x_k + \text{span}\{z_k - x_k\} \},
\]
\[
x_{(i_k)}^{(k+1)} = \arg\min_x \{ f(x) \text{ subject to } x \in y_{k+1} + \text{span}\{G(y_{k+1}; i_k)\} \},
\]
\[
z_{(i_k)}^{(k+1)} = (1 - \delta_k)y_{k+1} + \delta kz_k - \gamma_kG(y_{k+1}; i_k),
\]
the parameters of primal averaging appeared as a feasible point to the parameter selection technique.

Before going into next section, let us briefly mention that this setting can be embedded within similar LMIs as before, by encoding the \( G(x; i) \)'s for all \( i \)'s and all \( x \)'s where a stochastic gradient is used. Then, one can rely on interpolation conditions for constraining gradients and stochastic gradients (stochastic gradients are embedded within interpolation conditions by averaging them \( f'(x) = \frac{1}{n} \sum_{i=1}^{n} G(x; i) \)). For example, for analyzing a stochastic gradient scheme \( x_{k+1}^{(i_k)} = x_k - \delta_kG(x_k; i_k) \) under a weak growth condition, for a potential \( \phi_k = d_k \langle f(x_k) - f_* \rangle + \frac{L}{2} \| x_k - x_* \|^2 \), one can use a Gram matrix \( G = P^\top P \succeq 0 \) with
\[
P = \begin{bmatrix} x_k & G(x_k; 1) \ldots G(x_k; n) & f'(x_{k+1}^{(1)}) \ldots f'(x_{k+1}^{(n)}) \end{bmatrix},
\]
along with function values \( F = \{ f(x_k) | f(x_{k+1}^{(1)}) \ldots f(x_{k+1}^{(n)}) \} \); the subtlety in that setting is to include \( A_{\text{var}} \) and \( a_{\text{var}} \) for encoding the variance of \( G(x_k; i) \)'s, with
\[
A_{\text{var}} = \frac{1}{n} \sum_{i=1}^{n} e_{1+i} e_{1+i}^\top \in \mathbb{S}^{1+2n}, \quad a_{\text{var}} = 2 \rho L e_1 \in \mathbb{R}^{n+2},
\]
for requiring \( \text{Trace}(A_{\text{var}}G) = \mathbb{E}_i \| G(x_k; i) \|^2 \leq 2 \rho L \| f(x_k) - f_* \|^2 = F_{a_{\text{var}}}. \)

**G.1. Proof of Theorem 14**

**Proof** Combine the following inequalities with their corresponding weights.

- Convexity between \( x_* \) and \( y_{k+1} \) with weight \( \lambda_1 = \delta_k L \),
  \[
  f_* \geq f(y_{k+1}) + \langle f'(y_{k+1}); x_* - y_{k+1} \rangle,
  \]

- convexity between \( y_k \) and \( y_{k+1} \) with weight \( \lambda_2 = d_k \),
  \[
  f(y_k) \geq f(y_{k+1}) + \langle f'(y_{k+1}); y_k - y_{k+1} \rangle,
  \]

- weak growth condition with weight \( \lambda_3 = \frac{\delta_k L}{2} \)
  \[
  \mathbb{E}_{i_k} \| G(y_{k+1}; i_k) \|^2 \leq 2 \rho L (f(y_{k+1}) - f_*).
  \]

The weighted sum of those inequalities yields the desired result:
\[
0 \geq \lambda_1 \left[ f(y_{k+1}) - f_* + \langle f'(y_{k+1}); x_* - y_{k+1} \rangle \right] + \lambda_2 \left[ f(y_{k+1}) - f(y_k) + \langle f'(y_{k+1}); y_k - y_{k+1} \rangle \right]
+ \lambda_3 \left[ \mathbb{E}_{i_k} \| G(y_{k+1}; i_k) \|^2 - 2 \rho L (f(y_{k+1}) - f_*) \right]
= (d_k + \delta_k L - \rho \delta_k^2 L^2)(f(y_{k+1}) - f_*) + \frac{L}{2} \mathbb{E}_{i_k} \| x_{(i_k)}^{(k+1)} - x_* \|^2 - d_k (f(y_k) - f_*) - \frac{L}{2} \| x_k - x_* \|^2,
\]
which can be rearranged to the desired:
\[
(d_k + \delta_k L - \rho \delta_k^2 L^2)(f(y_{k+1}) - f_*) + \frac{L}{2} \mathbb{E}_{i_k} \| x_{(i_k)}^{(k+1)} - x_* \|^2 \leq d_k (f(y_k) - f_*) + \frac{L}{2} \| x_k - x_* \|^2.
\]

\[\blacksquare\]
Appendix H. Bounded variance at optimum

As in the previous sections, it is possible to apply the methodology and the parameter selection technique for designing a method to solve

$$\min_{x \in \mathbb{R}^d} \{ f(x) \equiv E_i f_i(x) \},$$

with $E_i \|f'(x_*)\|^2 \leq \sigma_*^2$ (over-parametrized models from Sec. 4 arise as particular case with $\sigma_* = 0$). Again, we obtain a primal averaging scheme, but with smaller allowed step-sizes.

**Theorem 15** Let $x_k \in \mathbb{R}^d$, $f_i \in \mathcal{F}_L$, and an optimal point $x_*$ such that $E_i \|f'_i(x_*)\|^2 \leq \sigma_*^2$. Then the iterative scheme

$$y_{k+1} = \frac{d_k}{d_k + \delta_k L} y_k + \frac{\delta_k L}{d_k + \delta_k L} x_k,$$

$$x_{\langle i \rangle_{k}} = x_k - \delta_k f'_{i_k}(y_{k+1}),$$

satisfies

$$d_{k+1}(f(y_{k+1}) - f_*) + \frac{L}{2} E_{i_k} \|x_{\langle i \rangle_{k+1}} - x_*\|^2 \leq d_k(f(y_k) - f_*) + \frac{L}{2} \|x_k - x_*\|^2 + e_k \sigma_*^2,$$

for all values $d_k, d_{k+1}, \delta_k, e_k \geq 0$ satisfying $0 \leq \delta_k \leq \frac{1}{L}$, $d_k \geq 0$, $d_{k+1} \leq d_k + \delta_k L$ and $e_k = \frac{\delta_k^2 L}{2(1 - \delta_k L)}$.

**Proof** Let us reformulate the following weighted sum.

- Averaged smoothness and convexity between $y_{k+1}$ and $x_*$ with weight $\lambda_1 = \delta_k L$:

  $$f_* \geq f(y_{k+1}) + \langle f'(y_{k+1}); x_* - y_{k+1} \rangle + \frac{1}{2L} E_{i_k} \|f'_{i_k}(y_{k+1}) - f'_{i_k}(x_*)\|^2,$$

- convexity between $y_{k+1}$ and $y_k$ with weight $\lambda_2 = d_k$:

  $$f(y_k) \geq f(y_{k+1}) + \langle f'(y_{k+1}); y_k - y_{k+1} \rangle,$$

- bounded variance of the gradients at $x_*$ with weight $\lambda_3 = e_k$

  $$E_{i_k} \|f'_{i_k}(x_*)\|^2 \leq \sigma_*^2.$$

The weighted sum of those inequalities can be rewritten as [Update: there was a missing term in the weighted sum]

$$0 \geq \lambda_1 \left[ f(y_{k+1}) - f_* + \langle f'(y_{k+1}); x_* - y_{k+1} \rangle + \frac{1}{2L} E_{i_k} \|f'_{i_k}(y_{k+1})\|^2 \right]$$

$$+ \lambda_2 \left[ f(y_{k+1}) - f(y_k) + \langle f'(y_{k+1}); y_k - y_{k+1} \rangle \right] + \lambda_3 \left[ E_{i_k} \|f'_{i_k}(x_*)\|^2 - \sigma_*^2 \right]$$

$$= (d_k + \delta_k L)(f(y_{k+1}) - f_*) + \frac{L}{2} E_{i_k} \|x_{\langle i \rangle_{k+1}} - x_*\|^2 - d_k(f(y_k) - f_*) - \frac{L}{2} \|x_k - x_*\|^2$$

$$+ \frac{\delta_k L}{2 - 2\delta_k L} E_{i_k} \|f'_{i_k}(x_*)\|^2 + (\delta_k L - 1)f'_{i_k}(y_{k+1})\|^2 + \frac{2e_k (\delta_k L - 1 + \delta_k^2 L)}{2 - 2\delta_k L} E_{i_k} \|f'_{i_k}(x_*)\|^2 - e_k \sigma_*^2,$$

which can be rearranged to (note that $e_k$ is chosen such that $\frac{2e_k (\delta_k L - 1 + \delta_k^2 L)}{2 - 2\delta_k L} = 0$)

$$\left( d_k + \delta_k L \right) (f(y_{k+1}) - f_*) + \frac{L}{2} E_{i_k} \|x_{\langle i \rangle_{k+1}} - x_*\|^2$$

$$\leq d_k(f(y_k) - f_*) + \frac{L}{2} \|x_k - x_*\|^2 + e_k \sigma_*^2 - \frac{\delta_k L}{2 - 2\delta_k L} E_{i_k} \|f'_{i_k}(x_*)\|^2 + (\delta_k L - 1)f'_{i_k}(y_{k+1})\|^2$$

$$\leq d_k(f(y_k) - f_*) + \frac{L}{2} \|x_k - x_*\|^2 + e_k \sigma_*^2,$$

where the last inequality follows from $\delta_k < \frac{1}{L}$. 

\[\Box\]
Appendix I. Randomized block-coordinate descent

In this section, we illustrate the use of the methodology for block-coordinate type schemes. In contrast with standard references on the topic (see e.g., Nesterov (2012a); Richtárik and Takáč (2014); Fercoq and Richtárik (2015)), we make use of the global Lipschitz constant of the function to be minimized, instead of Lipschitz constants of the individual blocks. This choice is made for convenience and illustrative purpose, and the results presented here can be adapted for using the Lipschitz constants of the blocks (see e.g., Shi and Liu (2017) where it is done for cyclic coordinate descent), or even for dealing with (separable) proximal operators (Richtárik and Takáč, 2014).

The setting is as follows: consider the problem

$$\min_{x \in \mathbb{R}^d} f(x),$$

where \( f \in \mathcal{F}_{\mu,L} \), and \( x \) is partitioned into \( n \) blocks: \( x = \sum_{i=1}^{n} U_i x, \) with the partition described by \([U_1 \ U_2 \ldots \ U_n] = I_d \). For solving the problem, we use \( x^{(i_k)}_{k+1} = x_k - \delta_k U_{i_k} f'(x_k) \), where \( i_k \) is chosen uniformly at random in the set \( \{1,\ldots,n\} \), \( \delta_k \) is a step-size, and \( U_i f'(x_k) = \nabla_i f(x_k) \) is the directional derivate along the \( i \)th block of coordinates. We do not detail the LMI formulations here but rather note that they follow the exact same lines as in the previous sections after adapting the Gram matrix \( G \), formulating it with \( G = P^TP \geq 0 \) and

$$P = [x_k \ | \ U_1 f'(x_k) \ldots U_n f'(x_k) \ | \ f'(x_{k+1}) \ldots f'(x_{k+1})].$$

I.1. Block-coordinate descent for smooth convex minimization

**Theorem 16** Let \( x_k \in \mathbb{R}^d, f \in \mathcal{F}_L, \) and \( x^{(i_k)}_{k+1} = x_k - \delta_k U_{i_k} f'(x_k) \) with \( 0 \leq \delta_k \leq \frac{1}{L} \). The inequality \( \mathcal{E}_{i_k} \phi^f_{k+1}(x^{(i_k)}_{k+1}) \leq \phi^f_k(x_k) \) holds with

$$\phi^f_k = d_k (f(x_k) - f_x) + \frac{L}{2} \|x_k - x_x\|^2,$$

for all values \( d_k \geq 1, \) and \( d_{k+1} = d_k + \frac{\delta_k L}{n} \).

**Proof** Once more, the proof consists in linear combinations of inequalities:

- convexity between \( x_x \) and \( x_k \) with weight \( \lambda_1 = \frac{\delta_k L}{n} \):

$$f_x \geq f(x_k) + \langle f'(x_k); x_x - x_k \rangle,$$

- averaged smoothness between \( x^{(i_k)}_{k+1} \) and \( x_k \) with weight \( \lambda_2 = d_k + \frac{\delta_k L}{n} \):

$$\mathcal{E}_{i_k} f(x^{(i_k)}_{k+1}) \leq f(x_k) + \mathcal{E}_{i_k} \langle f'(x_k); x^{(i_k)}_{k+1} - x_k \rangle + \frac{L}{2} \mathcal{E}_{i_k} \|x^{(i_k)}_{k+1} - x_k\|^2.$$

Recalling that \( f'(x_k) = \sum_{i=1}^{n} U_i f'(x_k) \) (and therefore \( \sum_{i=1}^{n} \|U_i f(x_k)\|^2 = \|f(x_k)\|^2 \)) and that \( x^{(i_k)}_{k+1} = x_k - \delta_k U_{i_k} f'(x_k) \), the weighted sum can be reformulated as

$$0 \geq \lambda_1 \left[ f(x_k) - f_x + \langle f'(x_k); x_x - x_k \rangle \right]$$

$$+ \lambda_2 \left[ \mathcal{E}_{i_k} f(x^{(i_k)}_{k+1}) - f(x_k) - \mathcal{E}_{i_k} \langle f'(x_k); x^{(i_k)}_{k+1} - x_k \rangle - \frac{L}{2} \mathcal{E}_{i_k} \|x^{(i_k)}_{k+1} - x_k\|^2 \right]$$

$$= (d_k + \frac{\delta_k L}{n}) \mathcal{E}_{i_k} (f(x^{(i_k)}_{k+1}) - f_x) + \frac{L}{2} \mathcal{E}_{i_k} \|x^{(i_k)}_{k+1} - x_x\|^2$$

$$- d_k (f(x_k) - f_x) - \frac{L}{2} \|x_k - x_x\|^2 + \frac{\delta_k L}{n} \left( 1 - \frac{\delta_k L}{2} \right) (d_k + \frac{\delta_k L}{n} - \frac{\delta_k L}{2}) \|f'(x_k)\|^2.$$
which can in turn be reorganized as
\[
(d_k + \frac{\delta_k L}{n})E_{i_k}(f(x_{k+1}^{(i_k)}) - f^*) + \frac{L}{2}E_{i_k}\|x_{k+1}^{(i_k)} - x^*\|^2 \\
\leq d_k(f(x_k) - f^*) + \frac{L}{2}\|x_k - x^*\|^2 - \frac{\delta_k}{n} \left( 1 - \frac{\delta_k L}{n} \right)(d_k + \delta_k L) - \frac{\delta_k L}{2} \right) \|f'(x_k)\|^2, \\
\leq d_k(f(x_k) - f^*) + \frac{L}{2}\|x_k - x^*\|^2,
\]
where the last inequality follows from \( \left( 1 - \frac{\delta_k L}{2} \right)(d_k + \delta_k L) - \frac{\delta_k L}{2} \geq 0 \), which can be verified as follows. Define
\[
\phi(\delta_k) := \left( 1 - \frac{\delta_k L}{2} \right)(d_k + \delta_k L) - \frac{\delta_k L}{2},
\]
which is a negative definite quadratic in \( \delta_k \). In addition, we have \( \phi(\frac{1}{2}) = \frac{1}{2} \left( d_k + \frac{1}{n} - 1 \right) > 0 \) (because \( d_k \geq 1 \) by assumption) and \( \phi(0) = d_k > 0 \). Since by assumption we had \( 0 \leq \delta_k \leq \frac{1}{2} \), this discussion completes the proof. 

I.2. Block-coordinate descent for smooth strongly convex minimization

The following result was obtained using the same methodology as before: finding a feasible point to (1). We obtain a simple linear convergence expressed in terms of distance to optimality:
\[
E_{i_k}\|x_{k+1}^{(i_k)} - x^*\|^2 \leq \rho^2\|x_k - x^*\|^2,
\]
with \( \rho^2 := \max \left\{ \left( \frac{(\delta_k \mu - 1)^2 + n - 1}{n} \right), \left( \frac{(\delta_k L - 1)^2 + n - 1}{n} \right) \right\} \).

Theorem 17  Let \( x_k \in \mathbb{R}^d, f \in \mathcal{F}_{\mu, L} \) (class of \( L \)-smooth \( \mu \)-strongly convex functions), and \( x_{k+1}^{(i_k)} = x_k - \delta_k U_{i_k} f'(x_k) \). The inequality \( E_{i_k} \phi_k f^f(x_k) \leq \phi_k f_k(x_k) \) holds with
\[
\phi_k f_k = a_k\|x_k - x^*\|^2,
\]
for all values \( a_k > 0 \), and \( a_{k+1} = a_k \max \left\{ \left( \frac{(\delta_k \mu - 1)^2 + n - 1}{n} \right), \left( \frac{(\delta_k L - 1)^2 + n - 1}{n} \right) \right\}^{-1} \).

Proof  As in the previous sections, the proof consists in a linear combination of inequalities:
\[
\diamond \text{ smoothness and strong convexity between } x_k \text{ and } x^* \text{ with weight } \lambda \\
\quad f(x_k) \geq f(x_k) + \langle f'(x_k); x^* - x_k \rangle + \frac{1}{2(1-\frac{1}{L})} \left( \frac{1}{L} \|f'(x_k)\|^2 + \mu \|x_k - x^*\|^2 - 2\frac{\mu}{L} \langle f'(x_k); x_k - x^* \rangle \right), \\
\diamond \text{ smoothness and strong convexity between } x^* \text{ and } x_k \text{ with weight } \lambda \\
\quad f(x_k) \geq f^* + \frac{1}{2(1-\frac{1}{L})} \left( \frac{1}{L} \|f'(x_k)\|^2 + \mu \|x_k - x^*\|^2 - 2\frac{\mu}{L} \langle f'(x_k); x_k - x^* \rangle \right).
\]
Summing up those two inequalities leads to
\[
0 \geq \lambda \left[ \langle f'(x_k); x^* - x_k \rangle + \frac{1}{1-\frac{1}{L}} \left( \frac{1}{L} \|f'(x_k)\|^2 + \mu \|x_k - x^*\|^2 - 2\frac{\mu}{L} \langle f'(x_k); x_k - x^* \rangle \right) \right],
\]
which we reformulate below. The proof is split in two cases:
\( \rho^2 = \frac{(\delta_k \mu - 1)^2 + n - 1}{n} \); in that case set \( \lambda = \frac{2 \delta_k}{n} (1 - \delta_k \mu)\). Recalling that \( f'(x_k) = \sum_{i_k = 1}^n U_{ik} f'(x_k) \) and that \( x_{k+1}^{(i_k)} = x_k - \delta_k U_{ik} f'(x_k) \), we get

\[
0 \geq \lambda \left( \langle f'(x_k); x_* - x_k \rangle + \frac{1}{n} \left( \frac{1}{L} \| f'(x_k) \|^2 + \mu \| x_k - x_* \|^2 - \frac{2 \delta_k}{n} \langle f'(x_k); x_k - x_* \rangle \right) \right)
\]

\[
= \frac{1}{n} \sum_{i_k = 1}^n \| x_k - \delta_k U_{ik} f'(x_k) - x_* \|^2 - \left( \frac{(\delta_k \mu - 1)^2 + n - 1}{n} \| x_k - x_* \|^2 \right)
\]

\[
+ \frac{\delta_k (2 - \delta_k (\mu - L))}{n (L - \mu)} \| \mu (x_k - x_*) - f'(x_k) \|^2,
\]

which can be reorganized as

\[
E_{ik} \| x_{k+1}^{(i_k)} - x_* \|^2 \leq \left( \frac{(\delta_k \mu - 1)^2 + n - 1}{n} \| x_k - x_* \|^2 - \frac{\delta_k (2 - \delta_k (\mu - L))}{n (L - \mu)} \| \mu (x_k - x_*) - f'(x_k) \|^2 \right);
\]

where the last inequality is valid because

\[
\rho^2 = \frac{(\delta_k \mu - 1)^2 + n - 1}{n} = \max \left\{ \left( \frac{(\delta_k \mu - 1)^2 + n - 1}{n} \right), \left( \frac{(\delta_k \mu - 1)^2 + n - 1}{n} \right) \right\}
\]

in this setting (see choice of \( \rho \)), and therefore \( \delta_k \leq \frac{2}{L + \mu} \).

\( \rho^2 = \frac{(\delta_k \mu - 1)^2 + n - 1}{n} \); in that case set \( \lambda = \frac{2 \delta_k}{n} (\delta_k L - 1) \). By recalling again that \( f'(x_k) = \sum_{i_k = 1}^n U_{ik} f'(x_k) \) and that \( x_{k+1}^{(i_k)} = x_k - \delta_k U_{ik} f'(x_k) \), we get

\[
0 \geq \lambda \left( \langle f'(x_k); x_* - x_k \rangle + \frac{1}{n} \left( \frac{1}{L} \| f'(x_k) \|^2 + \mu \| x_k - x_* \|^2 - \frac{2 \delta_k}{n} \langle f'(x_k); x_k - x_* \rangle \right) \right)
\]

\[
= \frac{1}{n} \sum_{i_k = 1}^n \| x_k - \delta_k U_{ik} f'(x_k) - x_* \|^2 - \left( \frac{(\delta_k \mu - 1)^2 + n - 1}{n} \| x_k - x_* \|^2 \right)
\]

\[
+ \frac{\delta_k (2 + \delta_k (L + \mu))}{n (L - \mu)} \| L (x_k - x_*) - f'(x_k) \|^2,
\]

which can be reorganized as

\[
E_{ik} \| x_{k+1}^{(i_k)} - x_* \|^2 \leq \left( \frac{(\delta_k \mu - 1)^2 + n - 1}{n} \| x_k - x_* \|^2 - \frac{\delta_k (2 + \delta_k (L + \mu))}{n (L - \mu)} \| L (x_k - x_*) - f'(x_k) \|^2 \right);
\]

where the last inequality is valid because

\[
\rho^2 = \frac{(\delta_k \mu - 1)^2 + n - 1}{n} = \max \left\{ \left( \frac{(\delta_k \mu - 1)^2 + n - 1}{n} \right), \left( \frac{(\delta_k \mu - 1)^2 + n - 1}{n} \right) \right\},
\]

in this setting (see choice of \( \rho \)), and therefore \( \delta_k \geq \frac{2}{L + \mu} \).