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Computing list homomorphisms in geometric intersection graphs

Sándor Kisfaludi-Bak*  Karolina Okrasa†  Paweł Rzążewski‡

Abstract

A homomorphism from a graph $G$ to a graph $H$ is an edge-preserving mapping from $V(G)$ to $V(H)$. Let $H$ be a fixed graph with possible loops. In the list homomorphism problem, denoted by LHom($H$), the instance is a graph $G$, whose every vertex is equipped with a subset of $V(H)$, called list. We ask whether there exists a homomorphism from $G$ to $H$, such that every vertex from $G$ is mapped to a vertex from its list.

We study the complexity of the LHom($H$) problem in intersection graphs of various geometric objects. In particular, we are interested in answering the question for what graphs $H$ and for what types of geometric objects, the LHom($H$) problem can be solved in time subexponential in the number of vertices of the instance.

We fully resolve this question for string graphs, i.e., intersection graphs of continuous curves in the plane. Quite surprisingly, it turns out that the dichotomy exactly coincides with the analogous dichotomy for graphs excluding a fixed path as an induced subgraph [Okrasa, Rzążewski, STACS 2021].

Then we turn our attention to subclasses of string graphs, defined as intersections of fat objects. We observe that the (non)existence of subexponential-time algorithms in such classes is closely related to the size $mrc(H)$ of a maximum reflexive clique in $H$, i.e., maximum number of pairwise adjacent vertices, each of which has a loop. We study the maximum value of $mrc(H)$ that guarantees the existence of a subexponential-time algorithm for LHom($H$) in intersection graphs of (i) convex fat objects, (ii) fat similarly-sized objects, and (iii) disks. In the first two cases we obtain optimal results, by giving matching algorithms and lower bounds.

Finally, we discuss possible extensions of our results to weighted generalizations of LHom($H$).
1 Introduction

For a family $\mathcal{S}$ of sets, its intersection graph is the graph whose vertex set is $\mathcal{S}$, and two sets are adjacent if and only if they have a nonempty intersection. It is straightforward to observe that every graph is an intersection graph of some family of sets: each vertex can be represented by the set of incident edges. More efficient intersection representations were studied by Erdős, Goodman, and Pósa [14].

A prominent role is played by geometric intersection graphs, i.e., intersection graphs of some geometrically defined object (usually subsets of the plane). Some best studied families of this type are interval graphs [22, 39] (intersection graphs of segments on a line), disk graphs [8, 18] (intersection graphs of disks in the plane), segment graphs [33] (intersection graphs of segments), or string graphs [34, 35] (intersection graphs of continuous curves). Geometric intersection graphs are studied not only for their elegant structural properties, but also for potential applications. Indeed, many real-life graphs have some underlying geometry [26, 29, 30]. Thus the complexity of graph problems restricted to various classes of geometric intersection graphs has been an active research topic [4, 5, 10, 19–21, 41–43].

The underlying geometric structure can sometimes be exploited to obtain much faster algorithms than for general graphs. For example, for each fixed $k$, the $k$-COLORING problem is polynomial-time solvable in interval graphs, while for $k \geq 3$ the problem is NP-hard and thus unlikely to be solvable in polynomial time in general graphs. For disk graphs, the $k$-COLORING problem remains NP-hard for $k \geq 3$, but still it is in some sense more tractable than for general graphs. Indeed, for every fixed $k \geq 3$, then $k$-COLORING problem can be solved in subexponential time $2^{O(\sqrt{n})}$ in $n$-vertex disk graphs, while assuming the Exponential-Time Hypothesis (ETH) [27, 28] no such algorithm can exist for general graphs. Furthermore, the running time of the above algorithm is optimal under the ETH [31]. Biró et al. [2] studied the problem for superconstant number of colors and showed that if $k = o(n)$, then $k$-COLORING admits a subexponential-time algorithm in disk graphs, and proved almost tight complexity bounds conditioned on the ETH.

As a stark contrast, they showed that 6-COLORING does not admit a subexponential-time algorithm in segment graphs. This was later improved by Bonnet and Rzążewski [5] who showed that already 4-COLORING cannot be solved in subexponential time in segment graphs, but 3-COLORING admits a $2^{O(n^{2/3}\log n)}$-algorithm in all string graphs. They also showed several positive and negative results concerning subexponential-time algorithms for segment and string graphs.

This line of research was continued in a more general setting by Okrasa and Rzążewski [49] who considered variants of the graph homomorphism problem in string graphs. For graphs $G$ and $H$, a homomorphism from $G$ to $H$ is an edge-preserving mapping from $V(G)$ to $V(H)$. Note that a homomorphism to $K_k$ is precisely a proper $k$-coloring, so graph homomorphisms generalize colorings. Among other results, Okrasa and Rzążewski [49] fully classified the graphs $H$ for which a weighted variant of the homomorphism problem admits a subexponential-time algorithm in string graphs (assuming the ETH). It turns out that the substructure of $H$ that makes the problem hard is an induced 4-cycle.

Separators in geometric intersection graphs. Almost all subexponential-time algorithms for geometric intersection graphs rely on the existence of balanced separators that are small or simple in some other way. This is very convenient for a divide-\&-conquer approach – due to the simplicity of the separator we can guess how the solution looks on the separator, and then recurse into connected components of the graph with the separator removed.

For example it is known that $n$-vertex disk graphs, where each point is contained in at most $k$ disks, admit a balanced separator of size $O(\sqrt{nk})$ [45, 53]. Note that this result implies the celebrated planar separator theorem by Lipton and Tarjan [40], since by the famous Circle Packing Theroem of Koebe [32],
every planar graph is the intersection graph of internally disjoint disks (which translates to \( k \leq 2 \)).

This separator theorem was recently significantly extended by De Berg et al. [10] who introduced the notion of clique-based separators. Roughly speaking, a clique-based separator consists of cliques, instead of measuring its size (i.e., the number of vertices), we measure its weight defined as the sum of logarithms of sizes of the cliques, see Section 4.1. This approach shifts the focus from “small” separators to separators with “simple” structure, and proved helpful in obtaining ETH-tight algorithms for various combinatorial problems in intersection graphs of similarly sized fat or convex fat objects. The direction was followed by De Berg et al. [11] who proved that some other classes of intersection graphs admit balanced clique-based separators of small weight.

For general string graphs we also know a separator theorem: Lee [38] proved that every string graph with \( m \) edges admits a balanced separator of size \( O(\sqrt{m}) \) (see also Matoušek [44]), and this bound is known to be optimal. Note that each planar graph is a string graph and has linear number of edges, so this result also implies the planar separator theorem.

In all above approaches the size (or the weight) of the separator, as well as the balance factor, were measured in purely combinatorial terms. However, some alternative approaches, with more geometric flavor, were also used. For example Alber and Fiala [1] showed a separator theorem for intersection graphs of disks with diameter bounded from below and from above, where both the size of the separator and the size of each component of the remaining part of the graph is measured in terms of the area occupied by the geometric representation.

Our contribution. In this paper we study the complexity of the list variant of the graph homomorphism problem in intersection graphs of geometric objects. For a fixed graph \( H \) (with possible loops), by \( \text{LHom}(H) \) we denote the computational problem, where every vertex of the input graph \( G \) is equipped with the subset of \( V(H) \) called list, and we need to determine whether there exists a homomorphism from \( G \) to \( H \), such that every vertex from \( G \) is mapped to a vertex from its list.

First, in Section 3, we study the complexity of \( \text{LHom}(H) \) in string graphs and exhibit the full complexity dichotomy, i.e., we fully characterize graphs \( H \) for which the \( \text{LHom}(H) \) problem can be solved in subexponential time. It turns out that the positive cases are precisely the graphs \( H \) that not predacious. The class of predacious graphs was defined by Okrasa and Rzążewski [49] who studied the complexity of \( \text{LHom}(H) \) in \( P_t \)-free graphs (i.e., graphs excluding a \( t \)-vertex path as an induced subgraph). It is quite surprising that the complexity dichotomies for \( \text{LHom}(H) \) in \( P_t \)-free graphs and in string graphs coincide; note that the classes are incomparable.

Our approach closely follows the one by Okrasa and Rzążewski [49]. First we show that if \( H \) does not belong to the class of predacious graphs, then a combination of branching on a high-degree vertex and divide-&-conquer approach using the string separator theorem yields a subexponential-time algorithm. For the hardness counterpart, we observe that the graphs constructed in [49] are actually string graphs. Summing up, we obtain the following result.

**Theorem 1.** Let \( H \) be a fixed graph.

(a) If \( H \) is not predacious, then \( \text{LHom}(H) \) can be solved in time \( 2^{O(n^{2/3} \log n)} \) in \( n \)-vertex string graphs, even if a geometric representation is not given.

(b) Otherwise, assuming the ETH, there is no algorithm for \( \text{LHom}(H) \) working in time \( 2^{o(n)} \) in string graphs, even if they are given along with a geometric representation.
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Then in Section 4 we turn our attention to subclasses of string graphs defined by intersections of fat objects. We observe that in this case the parameter of the graph $H$ that seems to have an influence on the (non)existence of subexponential-time algorithms is the size of the maximum reflexive clique, denoted by $\text{mrc}(H)$. Here, by a reflexive clique we mean the set of pairwise adjacent vertices, each of which has a loop. We focus on the following question.

**Question.** For a class $C$ of geometric objects, what is the maximum $k$ (if any), such that for every graph $H$ with $\text{mrc}(H) \leq k$, the $\text{LHom}(H)$ problem admits a subexponential-time algorithm in intersection graphs of objects from $C$?

Note that $k$ from the question might not exist, as for example $4$-COLORING (and thus $\text{LHom}(K_4)$) does not admit a subexponential-time algorithm in segment graphs [5], while $\text{mrc}(K_4) = 0$.

First, we show that the existence of clique-based separators of sublinear weight is sufficient to provide subexponential-time algorithms for the case $\text{mrc}(H) \leq 1$. In particular, this gives the following result.

**Theorem 2.** Let $H$ be a graph with $\text{mrc}(H) \leq 1$. Then $\text{LHom}(H)$ can be solved in time:

(a) $2^{O(\sqrt{n})}$ in $n$-vertex intersection graphs of fat convex objects,

(b) $2^{O(n^{2/3} \log n)}$ in $n$-vertex pseudodisk intersection graphs.

provided that the instance graph is given along with a geometric representation.

Next, we study the intersection graphs of fat, similarly-sized objects. The exact definition of these families is given in Section 2, but, intuitively, each object should contain a disk of constant diameter, and be contained in a disk of constant diameter.

We show that for such graphs subexponential-time algorithms exist even for the case $\text{mrc}(H) \leq 2$. Our proof is based on a new geometric separator theorem, which measures the size of the separator in terms of the number of vertices, and the size of the components of the remaining graph in terms of the area.

**Theorem 3.** Let $H$ be a graph with $\text{mrc}(H) \leq 2$. Then $\text{LHom}(H)$ can be solved in time $2^{O(n^{2/3} \log n)}$ in $n$-vertex intersection graphs of fat, similarly-sized objects, provided that the instance graph is given along with a geometric representation.

In Section 5 we complement these results by showing that both Theorem 2 (a) and Theorem 3 are optimal in terms of the value of $\text{mrc}(H)$. More precisely, we prove that there are graphs $H_1$ and $H_2$ with $\text{mrc}(H_1) = 2$ and $\text{mrc}(H_2) = 3$, such that $\text{LHom}(H_1)$ does not admit a subexponential-time algorithm in intersection graphs of equilateral triangles, and $\text{LHom}(H_2)$ does not admit a subexponential-time algorithm in intersection graphs of fat similarly-sized triangles.

A very natural question is to find the minimum value of $\text{mrc}(H)$ that guarantees the existence of subexponential-time algorithms for $\text{LHom}(H)$ in disk graphs. By Theorem 2 (a) we know that it is at least 1. However, disk graphs admit many nice structural properties that proved very useful in the construction of algorithms. Unfortunately, we were not able to obtain any stronger algorithmic results for disk graphs.

For the lower bounds, we note that the constructions in our hardness reductions essentially used that triangles can “pierce each other”, which cannot be done with disks (actually, even with pseudodisks, see Section 2 for the definition). The best lower bound we could provide for disk graphs is the following theorem.

**Theorem 4.** Assume the ETH. There is a graph $H$ with $\text{mrc}(H) = 4$, such that $\text{LHom}(H)$ cannot be solved in time $2^{o(n/ \log n)}$ in $n$-vertex disk intersection graphs, even if they are given along with a geometric representation.
Let us point out that the construction in Theorem 4 is much more technically involved than the previous ones.

Finally, in Section 6 we study two weighted generalizations of the list homomorphism problem, called min cost homomorphism [24] and weighted homomorphism [49], and show that the clique-based separator approach from Theorem 2 works for both of them.

The paper is concluded with several open questions in Section 7.

2 Preliminaries

All logarithms in the paper are of base 2. For a positive integer $k$, by $[k]$ we denote $\{1, 2, \ldots, k\}$.

Graph theory. For a graph $G$ and a vertex $v \in V(G)$, by $N_G(v)$ we denote the set of neighbors of $v$. If the graph is clear from the context, we simply write $N(v)$. We say that two sets $A, B$ of vertices of $G$ are complete to each other, if for every $a \in A, b \in B$ vertices $a$ and $b$ are adjacent. For $\delta \in (0, 1)$, a set $S \subseteq V(G)$ is a $\delta$-balanced separator if every component of $G - S$ has at most $\delta \cdot |V(G)|$ vertices.

Let $H$ be a graph with possible loops. Let $R(H)$ be the set of reflexive vertices, i.e., the vertices with a loop, and let $I(H)$ be the set of irreflexive vertices, i.e., vertices without loops. Clearly $R(H)$ and $I(H)$ form a partition of $V(H)$. By $\text{mr}(H)$ we denote the size of a maximum reflexive clique in $H$. We call $H$ a strong split graph, if $R(H)$ is a reflexive clique and $I(H)$ is an independent set.

String graphs and their subclasses. For a set $V$ of subsets of the plane $\mathbb{R}^2$, by $\text{IG}(V)$ we denote their intersection graph, i.e., the graph with vertex set $V$ where two elements are adjacent if and only if they have nonempty intersection. To avoid confusion, the elements of $V$ will be called objects.

String graphs are intersection graphs of sets of continuous curves in the plane. Grid graphs are intersection graphs of axis-parallel segments such that segments in one direction are pairwise disjoint. Note that grid graphs are always bipartite.

Two objects $a, b \subseteq \mathbb{R}^2$ with Jordan curve boundaries are in a pseudodisk relation if their boundaries intersect at most twice. A collection $V$ of objects in $\mathbb{R}^2$ with Jordan curve boundaries is a family of pseudodisks if all their elements are pairwise in a pseudodisk relation. Pseudodisk intersection graphs are intersection graphs of families of pseudodisks.

A collection $V$ of objects in $\mathbb{R}^2$ is fat if there exists a constant $\alpha > 0$, such that each $v \in V$ satisfies $r_{\text{in}, v}/r_{\text{out}, v} \geq \alpha$, where $r_{\text{in}, v}$ and $r_{\text{out}, v}$ denote, respectively, the radius of the largest inscribed and smallest circumscribed disk of $v$. A collection $V$ of objects in $\mathbb{R}^2$ is similarly-sized if there is some constant $\beta > 0$, such that $\max_{v \in V} \text{diam}(v)/\min_{v \in V} \text{diam}(v) \leq \beta$, where $\text{diam}(v)$ denotes the diameter of $v$. If a collection of objects is fat and similarly-sized, then we can set the unit to be the smallest diameter among the maximum inscribed disks of the objects, and as a consequence of the properties each object can be covered by some disk of radius $R = O(1)$.

List homomorphisms. A homomorphism from a graph $G$ to a graph $H$ is a mapping $f : V(G) \rightarrow V(H)$, such that for every $uv \in E(G)$ it holds that $f(u)f(v) \in E(H)$. If $f$ is a homomorphism from $G$ to $H$, we denote it shortly by $f : G \rightarrow H$. Note that homomorphisms to the complete graph on $k$ vertices are precisely proper $k$-colorings. Thus we will often refer to vertices of $H$ as colors.

In this paper we consider the LHOM($H$) problem, which asks for the existence of list homomorphisms. Formally, for a fixed graph $H$ (with possible loops), an instance of LHOM($H$) is a pair $(G, L)$, where $G$ is a graph and $L : V(G) \rightarrow 2^V(H)$ is a list function. We ask whether there exists a homomorphism
\( f : G \to H \), which respects the lists \( L \), i.e., for every \( v \in V(G) \) it holds that \( f(v) \in L(v) \). If \( f \) is such a list homomorphism, we denote it shortly by \( f : (G, L) \to H \). We also write \( (G, L) \to H \) to denote that some such \( f \) exists.

Two vertices \( a, b \) of \( H \) are called comparable if \( N(a) \subseteq N(b) \) or \( N(b) \subseteq N(a) \); otherwise \( a \) and \( b \) are incomparable. A subset \( A \) of vertices of \( H \) is incomparable if it contains pairwise incomparable vertices.

Let \( a, b \in V(H) \) be such that \( N(a) \subseteq N(b) \). Note that in any homomorphism \( f : G \to H \) and any \( v \in V(G) \) such that \( f(v) = a \), recoloring \( v \) to the color \( b \) yields another homomorphism from \( G \) to \( H \).

Thus for any instance \( (G, L) \) of \( \text{LHom}(H) \), if some list \( L(v) \) contains two vertices \( a, b \) as above, we can safely remove \( a \) from the list. Consequently, we can always assume that each list is incomparable.

The following straightforward observation will be used several times in the paper.

**Observation 5.** Let \( G \) be an irreflexive graph and let \( H \) be a graph with possible loops and let \( f : G \to H \). For every clique \( C \) of \( G \) we have the following:

- at most \(|I(H)|\) vertices from \( C \) are mapped to vertices of \( I(H) \) (each to a distinct vertex of \( I(H) \)),

- the remaining vertices of \( C \) are mapped to some reflexive clique of \( H \).
3 Dichotomy for string graphs

The complexity dichotomy for the list homomorphism problem (in general graphs) was shown by Feder, Hell, and Huang [17] (see also [15, 16]), who showed that if \( H \) is a so-called bi-arc graph, then LHOM(\( H \)) is polynomial-time solvable, and otherwise it is \( \text{NP} \)-complete. Furthermore their hardness reductions imply that the problem cannot be solved in subexponential time, assuming the ETH.

One of the ways to define bi-arc graphs is via their associate bipartite graphs. For a graph \( H \) with possible loops, is bipartite associated graph is the graph \( H^* \) constructed as follows. For each vertex \( a \in V(\( H \)) \) we introduce two vertices, \( a', a'' \) to \( V(\( H^* \)) \), and \( a'b'' \in E(\( H^* \)) \) if \( ab \in E(\( H \)) \). Now \( H \) is a bi-arc graph if and only if \( H^* \) is bipartite and its complement is a circular-arc graph, i.e., it is an intersection graph of arcs of a circle.

The key idea of the NP-hardness proof by Feder at al. [16] was to reduce showing hardness for LHOM(\( H \)), where \( H \) is not a bi-arc graph, to showing hardness to LHOM(\( H^* \)), where \( H^* \) is not the complement of a co-bipartite circular-arc graph. We will use a similar approach, so let us explain it in more detail. We use the terminology of Okrasa et al. [46].

Let \((G, L^*)\) be an instance of LHOM(\( H^* \)) problem, and let \( X, Y \) be bipartition classes of \( H^* \). We say that \((G, L^*)\) is consistent if \( G \) is bipartite with bipartition classes \( G_X, G_Y \), and either for every \( x \in G_X \) (resp. \( y \in G_Y \)) we have \( L(x) \subseteq X \) (resp. \( L(y) \subseteq Y \)), or for every \( x \in G_X \) (resp. \( y \in G_Y \)) we have \( L(x) \subseteq Y \) (resp. \( L(y) \subseteq X \)).

**Lemma 6 (Okrasa et al. [46]).** Let \( H \) be a graph and let \((G, L^*)\) be a consistent instance of LHOM(\( H^* \)). Define \( L : V(G) \to 2^{V(\( H \))} \) as follows: for every \( v \in V(G) \) we have \( L(v) := \{a \mid \{a', a''\} \cap L^*(v) \neq \emptyset \} \). Then \((G, L^*) \to H^* \) if and only if \((G, L) \to H \).

Let us recall one more result of Okrasa et al. [46, 47]. We note that it uses a certain notion of “unde-composability” of a bipartite graph. Since the property of unde-composability will only be used to invoke another known result (Lemma 11), we omit the technically involved definition (an inquisitive reader will find it in [47]).

**Theorem 7 (Okrasa et al. [46, 47]).** Let \( H \) be a graph. In time \( |V(\( H \))|^O(1) \) we can construct a family \( \mathcal{H} \) of \( \mathcal{O}(|V(\( H \))|) \) connected graphs, called factors of \( H \), such that:

1. \( H \) is a bi-arc graph if and only if every \( H' \in \mathcal{H} \) is a bi-arc graph,
2. for each \( H' \in \mathcal{H} \), the graph \( H'^* \) is an induced subgraph of \( H^* \) and at least one of the following holds:
   a. \( H' \) is a bi-arc graph, or
   b. \( H' \) a strong split graph, and has an induced subgraph \( H'' \), which is not a bi-arc graph and is an induced subgraph of \( H \), or
   c. \( (H')^* \) is unde-composable,
3. for every instance \((G, L)\) of LHOM(\( H \)), the following implication holds:
   If there exists a non-decreasing, convex function \( f : \mathbb{N} \to \mathbb{R} \), such that for every \( H' \in \mathcal{H} \), for every induced subgraph \( G' \) of \( G \), and for every \( L' : V(G') \to 2^{V(\( H' \))} \), we can decide whether \((G', L') \to H' \) in time \( f(|V(G')|) \), then we can solve the instance \((G, L)\) in time
   \[
   \mathcal{O} \left( |V(\( H \))|f(n) + n^2 \cdot |V(\( H \))|^3 \right) .
   \]
Let \( H \) be a graph and let \( \mathcal{H} \) be as in Theorem 7. We say that \( H \) is predacious, if there exists a factor \( H' \in \mathcal{H} \) that is not bi-arc, and two incomparable two-element sets \( \{a_1, a_2\}, \{b_1, b_2\} \subseteq V(H') \), such that \( \{a_1, a_2\} \) is complete to \( \{b_1, b_2\} \). We say that the tuple \((a_1, a_2, b_1, b_2)\) is a predator.

3.1 Algorithm

We start by proving part (a) of Theorem 1. We present an algorithm that combines the approach of exploiting the absence of predators in the target graph that was used in [48] with the following string separator theorem.

Theorem 8 (Lee [38], Matoušek [44]). Every string graph with \( n \) edges has a \( \frac{3}{2} \)-balanced separator of size \( O(\sqrt{m}) \). It can be found in polynomial time, if the geometric representation is given.

Now we are ready to show the algorithmic part of Theorem 1.

Theorem 1 (a). Let \( H \) be a connected graph which does not contain a predator. Then the \( \text{LHom}(H) \) problem can be solved in time \( 2^{O(n^{2/3} \log n)} \).

Proof. Let \((G, L)\) be in instance of \( \text{LHom}(H) \) with \( n \) vertices. We present a recursive algorithm; clearly we can assume that the statement holds for constant-size instances.

Each step of our algorithm starts with preprocessing the instance by repeating steps 1.-3. exhaustively, in the given order.

1. We make every list an incomparable set, i.e., if there exists \( v \in V(G) \) and \( a, b \in L(v) \) such that \( N_H(a) \subseteq N_H(b) \), we remove \( a \) from \( L(v) \).

2. For every pair of vertices \( u, v \in V(G) \), if there exist \( a \in L(u) \) such that for every \( b \in L(v) \) it holds that \( ab \notin E(H) \), we remove \( a \) from \( L(u) \). The correctness of this step follows from the fact that there is no \( h : (G, L) \to H \) such that \( h(u) = a \), as otherwise \( h(u)h(v) \notin E(H) \).

3. If there exists \( v \in V(G) \) such that \( |L(v)| = 1 \), we remove \( v \) from \( G \). This step is correct, because in step 2. we already adjusted the lists of the neighbors of \( v \) to contain only neighbors of \( a \).

If at any moment during the preprocessing phase a list of any vertex becomes empty, we terminate the current branch and report that \((G, L)\) is a no-instance. Clearly the rules above can be applied in polynomial time.

Suppose now that none of the preprocessing rules can be applied. For simplicity let us keep calling the obtained instance \((G, L)\) and denoting its number of vertices by \( n \). We distinguish two cases.

Assume that there exists a vertex \( v \in V(G) \) such that \( \deg(v) \geq n^{1/3} \). Observe that there are at most \( 2^{|V(H)|} \) distinct lists assigned to the vertices of \( G \) and thus there exists a list \( L' \) that is assigned to at least \( \ell := n^{1/3}/2^{2|V(H)|} \) neighbors of \( v \). Since the third preprocessing rule cannot be applied, we know that each of \( L(v) \) and \( L' \) has at least two elements, and these elements are incomparable, as the first rule cannot be applied.

We observe that there exist \( a \in L(v) \) and \( b \in L' \) such that \( ab \notin E(H) \). Indeed, otherwise the tuple \((a_1, a_2, b_1, b_2)\) such that \( a_1, a_2 \in L(v) \) and \( b_1, b_2 \in L' \) is a predator in \( H \), a contradiction. We branch on assigning \( a \) to \( v \): we call the algorithm twice, in one branch removing \( a \) from \( L(v) \), and in the other setting \( L(v) = \{a\} \). Note that in the preprocessing phase in the second call \( b \) gets removed from at least \( \ell \) lists of neighbors of \( v \).
Denoting \( N := \sum_{v \in V(G)} |L(v)| \), the complexity of this step is given by the recursive inequality
\[
F(N) \leq F(N - 1) + F(N - \ell) \leq O(N/\ell) = 2^{O((N \log \ell)/\ell)}.
\]
As \( N \leq |V(H)| \cdot n \), we obtain that the running time in this case is \( 2^{O(n^{2/3} \log n)} \).

In the second case, if no vertex of \( G \) has degree larger than \( n^{1/3} \), then the number of edges in \( G \) is bounded by \( n^{4/3} \). By Theorem 8 there exists a balanced separator of size \( O(\sqrt{n^{4/3}}) = O(n^{2/3}) \) in \( G \). We find \( S \) in time \( n^{O(n^{2/3})} \) by exhaustive guessing. Then we consider all possible list \( H \)-colorings of \( S \), for each we update the list of neighbors of colored vertices and run the algorithm recursively for every connected component of \( G - S \). The complexity of this step is also \( 2^{O(n^{2/3} \log n)} \), and so is the overall complexity of the algorithm.

Let us point out that the running time can be slightly improved if the graph is given along with its geometric representation. as then in the second case the balanced separator can be found in polynomial time. Setting the degree threshold to \( n^{1/2} \log^{2/3} n \) yields the running time \( 2^{O(n^{2/3} \log^{1/3} n)} \).

3.2 Lower bound

In this section we complete Theorem 1 by showing the lower bound for predacious target graphs \( H \). Let \( H \) be a predacious graph, let \( \mathcal{H} \) be as in Theorem 7, and let \( H' \in \mathcal{H} \) be a factor of \( H \) that is non-bi-arc, and contains a predator. Observe that by Theorem 7 two cases may happen: either (i) \( H' \) is a strong split graph, and has an induced subgraph \( H'' \), which is not a bi-arc graph and is an induced subgraph of \( H \), or (ii) \( H'^* \) is non-bi-arc and undecomposable. We show that in both of these cases Theorem 1 (b) holds.

First, assume that (i) is satisfied. Observe that since \( H'' \) is an induced subgraph of \( H' \), \( H'' \) is a strong split graph. Therefore, Theorem 1 (b) is implied by the following theorem.

**Theorem 9 ([48]).** Let \( H'' \) be a fixed non-bi-arc strong split graph. Then the \( LHom(H'') \) problem cannot be solved in time \( 2^{o(n)} \) in \( n \)-vertex split graphs, unless the ETH fails.

Indeed, since split graphs form a subclass of string graphs (see Figure 1), Theorem 9 implies that \( LHom(H'') \) cannot be solved in time \( 2^{o(n)} \) in \( n \)-vertex string graphs. Since \( H'' \) is an induced subgraph of \( H \), each instance of \( LHom(H'') \) is also an instance of \( LHom(H) \). Hence, if we could solve \( LHom(H) \) in time \( 2^{o(n)} \), this would contradict the ETH by Theorem 9.

**Figure 1:** (i) An example of a split graph \( G \) and (ii) a string representation of \( G \). It is straightforward to see that an analogous construction as in (ii) can be used to represent any split graph.

Therefore, we can assume that (ii) holds, i.e., \( H'^* \) is undecomposable. Observe that with Lemma 6 at hand it is enough to prove the following.
Theorem 10. Let $H'$ be a graph that contains a predator, and such that $H'^*$ is non-bi-arc and undecomposable. Assuming the ETH, the LHom($H'^*$) problem cannot be solved in time $2^{o(n)}$ in $n$-vertex grid graphs that are consistent instances of LHom($H'^*$), even if they are given along with a geometric representation.

Let us show that Theorem 10 implies Theorem 1.

(Theorem 10 $\rightarrow$ Theorem 1) Assume the ETH, and suppose that Theorem 10 holds and Theorem 1 (b) does not, i.e., there is an algorithm $A$ that solves LHom($H$) in $n$-vertex string graphs in time $2^{o(n)}$. Let $(G, L^*)$ be a consistent instance of LHom($H'^*$). Since $H'^*$ is an induced subgraph of $H^*$, the instance $(G, L^*)$ is also an instance of LHom($H^*$). We create an instance $(G, L)$ of LHom($H$) as in Lemma 6; note that $G$ is a string graph, since grid graphs form a subclass of string graphs. Since $(G, L^*) \rightarrow H^*$ if and only if $(G, L) \rightarrow H$, we can use $A$ to decide whether $(G, L^*) \rightarrow H^*$ in time $2^{o(n)}$, a contradiction.

Therefore, it remains to prove Theorem 10. Before we proceed to the reduction, we introduce two types of gadgets that will be used in our construction.

Let $a, b$ be distinct vertices of $V(H)$. An OR$_3(a, b)$-gadget is a triple $(F, L, \{o_1, o_2, o_3\})$, such that $(F, L)$ is an instance of LHom($H$) and $o_1, o_2, o_3$ are vertices of $F$ such that $L(o_1) = L(o_2) = L(o_3) = \{a, b\}$, and

$$\{f(o_1)f(o_2)f(o_3) \mid f : (F, L) \rightarrow H\} = \{aaa, aab, aba, baa, abb, bab, bba\}.$$ 

In other words, if we consider all mappings $\{o_1, o_2, o_3\} \rightarrow \{a, b\}$, the mapping that assigns $b$ to each vertex is the only one that cannot be extended to a list homomorphism of $(F, L)$.

Let $a, b, c, d \in V(H)$. An $(a/b \rightarrow c/d)$-gadget is a tuple $(F, L, \{p, q\})$ such that $(F, L)$ is an instance of LHom($H$) and $p, q \in V(F)$ such that $L(p) = \{a, b\}$, $L(q) = \{c, d\}$, and

$$\{f(p)f(q) \mid f : (F, L) \rightarrow H\} = \{ac, bd\}.$$ 

In both cases we call $F$ the underlying graph of the gadget and vertices $o_1, o_2, o_3, p, q$ the interface vertices.

For $t_1, t_2, t_3 > 0$ by $S_{t_1,t_2,t_3}$ we denote the graph that consists of three induced paths $P_{t_1}, P_{t_2},$ and $P_{t_3}$, and an additional vertex $c$ that is adjacent to one endvertex of each path. We call $c$ the central vertex.

We use [48] to obtain the gadgets which will be needed.

Lemma 11 ([48]). Let $H$ be a connected, bipartite, non-bi-arc, undecomposable graph. Let $\{a, b\}, \{c, d\} \subseteq V(H)$ be incomparable sets, each contained in one bipartition class. Then the following conditions hold.

1. There exist an $(a/b \rightarrow c/d)$-gadget whose underlying graph is an even cycle.
2. There exist an OR$_3(a, b)$-gadget whose underlying graph is $S_{t_1,t_2,t_3}$ such that $t_1, t_2, t_3 > 0$ are even and the interface vertices are of degree 1.

Furthermore, both gadgets are consistent instances of LHom($H$).

We proceed to the proof of Theorem 10.

Proof of Theorem 10. First, we observe that if there exists a predator $(a_1, a_2, b_1, b_2)$ in $H'$, then $(a'_1, a'_2, b'_1, b'_2)$ must be a predator in $H'^*$ (we use $'$ and $''$ as in the definition of associate bipartite graph). Let $X$ and $Y$ be the bipartition classes of $H'^*$, so that $a'_1, a'_2 \in X$, and $b'_1, b'_2 \in Y$.

We reduce from 3-SAT. Let $\Phi = (X, C)$ be an instance of 3-SAT with variables $X = \{x_1, \ldots, x_N\}$ and clauses $C = \{C_1, \ldots, C_M\}$. The ETH with the Sparsification Lemma imply that there is no algorithm
solving every such an instance in time $2^{o(N+M)}$ \cite{27, 28}. We can assume that each clause contains exactly three literals, since if some $C_i$ is shorter, we can duplicate some literal that already belongs to $C_i$. In what follows we assume that the literals within each clause are ordered.

We need to construct an instance $(G_\Phi, L)$ of LHom($H^{ts}$) such that $(G_\Phi, L) \rightarrow H^{ts}$ if and only if there exists an assignment $\gamma : X \rightarrow \{0, 1\}$ that satisfies all the clauses. We describe the construction of $G_\Phi$ by its segment representation and assign the lists $L$ to the segments.

First, we introduce a set $V = \{v_1, \ldots, v_N\}$ of pairwise disjoint horizontal segments and a set $U = \{u_1, \ldots, u_{3M}\}$ of pairwise disjoint vertical segments, placed so that segments from $V \cup U$ form a grid (see Figure 2 (left)). Note that the set $U \cup V$ corresponds to a biclique in $G_\Phi$.

Intuitively, each segment $v_i$ corresponds to the variable $x_i$ and each segment from $U$ corresponds to one literal occurring in a clause. We define the partition of $U$ into three-element subsets $U_1, U_2, \ldots, U_{3M}$ as follows: $U_1$ consists of the three leftmost segments of $U$, $U_2$ consists of the next three segments and so on. For each $i \in [M]$, the segments from $U_i$ correspond to the (ordered) literals occurring in the clause $C_i$.  

![Diagram](image)

Figure 2: (i) A general scheme of the construction of geometric representation of $G_\Phi$. Green and red boxes correspond to the places where we insert occurrence gadgets (positive or negative), yellow boxes correspond to the places where we insert OR$_3(\beta_1, \beta_2)$-gadgets. (ii) a segment representation of the occurrence gadget. (iii) a segment representation of an OR$_3(\beta_1, \beta_2)$-gadget.
For every $v_j \in V$ we set $L(v_j) = \{a_1', a_2'\}$, and for every $u_i \in U$ we set $L(u_i) = \{b_1'', b_2''\}$. Mapping $v_j$ to $a_1'$ (resp. to $a_2'$) will correspond to setting $x_j$ to be true (resp. false). Mapping $u_i$ to $b_1''$ (resp. to $b_2''$) will correspond to the appropriate literal being true (resp. false).

Now we need to ensure that

(P1) the mapping of literals agrees with the mapping of corresponding variables, and

(P2) each clause contains a true literal.

We ensure property (P1) by introducing occurrence gadgets. For every $v \in V$ and $u \in U$, such that $u$ corresponds to a positive (resp. negative) occurrence of $v$, we construct a positive (resp. negative) occurrence gadget, which is the $(a_1'/a_2' \rightarrow b_1''/b_2'')$-gadget (resp. the $(a_1'/a_2' \rightarrow b_1''/b_2'')$-gadget) given by Lemma 11 with interface vertices $p, q$. Consider one such gadget $(F, L, \{p, q\})$. Recall from Lemma 11 that $F$ is a cycle; denote its consecutive vertices $p, c_1, \ldots, c_k, q, c_{k+1}, \ldots, c_{\ell}$ (with the possibility that the part $c_{k+1}, \ldots, c_{\ell}$ is empty, if $p$ and $q$ are adjacent). Observe that $L(p) = \{a_1', a_2'\} = L(v)$ and $L(q) = \{b_1'', b_2''\} = L(u)$, so we can identify $p$ with $v$ and $q$ with $u$. Note that $\{a_1', a_2'\}$ is complete (in $H$) to $\{b_1'', b_2''\}$, so the edge $vu$ does not impose any further restriction on list homomorphisms of the graph we are constructing.

We represent the parts of the cycle between $p$ and $q$ as sequences of segments, and insert them near the intersection of $v$ and $u$, as shown in Figure 2 (middle).

Finally, let us show how to ensure property (P2). Consider a clause $C_i$ and the set $U_i = \{u_{3i-2}, u_{3i-1}, u_{3i}\}$ corresponding to the literals of $C_i$. We use Lemma 11 again, to deduce that we can construct an OR$_3(b_1'', b_2'')$-gadget whose underlying graph is $S_{t_1, t_2, t_3}$, where $t_1, t_2, t_2$ are even. Let $c$ be the central vertex of $S_{t_1, t_2, t_3}$, and for every $j \in \{3\}$ let $z_{1j}, \ldots, z_{3j}$ be consecutive vertices of the $j$-th path of $S_{t_1, t_2, t_3}$ (so $z_{1j}^j = u^j$ and $z_{3j}^j$ is adjacent to $c$). Note that since $t_1, t_2, t_3$ are even, $c$ belongs to the same bipartition class as $z_{1j}^j, z_{3j}^j$, and $z_{2j}^j$. We represent the graph $S_{t_1, t_2, t_3}$ as three sequences of segments intersecting a horizontal line $c$, as shown in Figure 2 (right), and insert them above the three segments $u_{3i-2}, u_{3i-1}, u_{3i}$. That concludes the construction of $G_{\Phi}$. Note that all vertices of $G_{\Phi}$ that are not in $U \cup V$ come from the gadgets, so they are already equipped with lists.

From the above considerations it is straightforward to verify that $(G_{\Phi}, L) \rightarrow H^*$ if and only if there exists a satisfying assignment for $\Phi$. Moreover, note that by the properties of gadgets given by Lemma 11, the constructed instance is consistent. To conclude the proof, observe that the gadgets we introduced are of constant size, and their number is linear in $N + M$, so the lower bound follows.\[\square\]
4 Algorithms for intersection graphs of fat objects

4.1 Graph classes admitting clique-based separators

For a constant \( \delta < 1 \), a \( \delta \)-balanced clique-based separator in graph \( G \) is a family \( C = \{C_1, C_2, \ldots, C_p\} \), of subsets of \( V(G) \), such that:

- \( \bigcup_{i=1}^{p} C_i \) is a \( \delta \)-balanced separator in \( G \),
- for each \( i \in [p] \), the set \( C_i \) induces a clique of \( G \).

The weight \( w(C) \) of a clique-based separator \( C = \{C_1, C_2, \ldots, C_p\} \) is defined as \( \sum_{i=1}^{p} \log(|C_i| + 1) \). For a function \( f \), we say that a class \( C \) of graphs admits balanced clique-based separators of weight \( f \), if there is some \( \delta < 1 \), such that every \( G \in C \) with \( |V(G)| = n \) admits a \( \delta \)-balanced clique-based separator of weight at most \( f(n) \).

**Theorem 12.** Let \( H \) be a graph with \( \text{mrc}(H) \leq 1 \). Let \( \alpha < 1 \) be a constant. Let \( C \) be a hereditary class that admits balanced clique-based separators of weight \( O(n^\alpha) \), which can be computed in time \( 2^{O(n^\alpha)} \). Then \( LHOM(H) \) in \( n \)-vertex graphs in \( C \) can be solved in time \( 2^{O(n^\alpha)} \).

**Proof.** Consider an \( n \)-vertex graph \( G \in C \). We can assume that \( n \) is large (in particular, \( n \geq |V(H)| \)), as otherwise we can solve the problem by brute-force. Let \( C = \{C_1, C_2, \ldots, C_p\} \) be a balanced clique-based separator of \( G \) with weight \( w(C) = O(n^\alpha) \). By our assumption, we can find it in time \( 2^{O(n^\alpha)} \).

Consider one clique \( C_i \) of \( C \). If \( |C_i| \leq |I(H)| \), then there are at most \( |V(H)|^{|C_i|} \leq 2^{|V(H)| \log |V(H)|} \leq 2^{|V(H)| \log |V(H)| \log (|C_i|+1)} \) ways to map the vertices from \( C_i \) to the vertices of \( H \). Suppose now that \( |C_i| > |I(H)| \). Recall from Observation 5 that at most \( |I(H)| \) vertices from \( C_i \) are mapped to \( I(H) \), and the remaining vertices are mapped to some reflexive clique of \( H \). However, since \( \text{mrc}(H) \leq 1 \), this means that the remaining vertices (if any) are mapped to a single vertex from \( R(H) \). Thus the total number of possible colorings of \( C_i \) is at most \( |C_i|^{|I(H)|} \cdot |R(H)| \leq |C_i|^{|V(H)|} \leq 2^{|V(H)| \log |V(H)| \log |C_i|} \leq 2^{|V(H)| \log |V(H)| \log (|C_i|+1)} \).

Consequently, the total number of colorings of all cliques in \( C \) is at most

\[
\prod_{i=1}^{p} 2^{|V(H)| \log |V(H)| \log (|C_i|+1)} = 2^{|V(H)| \log |V(H)| \sum_{i=1}^{p} \log (|C_i|+1)} \leq 2^{|V(H)| \log |V(H)| \cdot w(C)} = 2^{O(n^\alpha)}.
\]

Now we proceed using a standard divide-and-conquer approach. We exhaustively guess the coloring of the separator, update the lists of neighbors of the vertices whose colors were guessed, and solve the subproblem in each connected component of \( G - \bigcup_{i=1}^{p} C_i \) independently. The total running time is given by the recursive inequality for some \( \delta < 1 \).

\[ F(n) \leq 2^{O(n^\alpha)} + 2^{O(n^\alpha)} F(\delta \cdot n). \]

This is solved by \( 2^{O(n^\alpha)} \), which completes the proof. \( \square \)

Now Theorem 2 follows directly from Theorem 12.

**Theorem 2.** Let \( H \) be a graph with \( \text{mrc}(H) \leq 1 \). Then \( LHOM(H) \) can be solved in time:

- (a) \( 2^{O(\sqrt{n})} \) in \( n \)-vertex intersection graphs of fat convex objects,
(b) $2^{O(n^{2/3} \log n)}$ in $n$-vertex pseudodisk intersection graphs.

provided that the instance graph is given along with a geometric representation.

Proof. The first statement follows from the fact that intersection graphs of fat convex objects admit balanced clique-based separators of weight $O(\sqrt{n})$, which can be found in polynomial time, if the geometric representation is given \[10\].

Similarly, for the second statement, pseudodisk intersection graphs of fat convex objects admit balanced clique-based separators of weight $O(n^{2/3} \log n)$, which can be found in polynomial time, if the geometric representation is given \[11\].

4.2 Fat, similarly-sized objects

In this section we consider intersection graphs of fat, similarly-sized objects. The algorithm presented in this section uses the area occupied by the geometric representation as the measure of the instance. Let us start with introducing some notions.

Let $V$ be a set of $n$ fat, similarly-sized objects in $R^2$. Recall that there is a constant $R$, such that each object in $V$ contains a unit diameter disk and is contained in a disk of radius $R$. In what follows we hide the factors depending on $R$ in the $O(\cdot)$ notation.

Let us imagine a fine grid partitioning of $R^2$ into square cells of unit diameter, i.e., of side length $1/\sqrt{2}$. This lets us to use discretized notion of a bounding box and of the area.

For an object $v \subseteq R^2$, by $bb(v)$ we denote the minimum grid rectangle (i.e., rectangle whose sides are contained in grid lines) containing $v$, and by $area(v)$ we denote the area of $bb(v)$. For a set $V$ of objects, we define $bb(V) = bb(\bigcup_{v \in V} v)$ and $area(V) = area(bb(V))$.

Let us point out that in general $area(V)$ can be arbitrarily large (unbounded in terms of $n$). However, it is straightforward to observe that this is not the case if $IG(V)$ is connected.

Observation 13. Let $V$ be a set of $n$ fat, similarly-sized objects in $R^2$, such that $IG(V)$ is connected. Then $area(V) = O(n^2)$.

Recall that each object $v \in V$ contains a unit-diameter disk with the center $c_v$. We assign $v$ to the grid cell containing $c_v$ (if $c_v$ is on the boundary of two or more cells, we choose one arbitrarily). Now note that all sets assigned to a single cell form a clique in $IG(V)$. Consequently, the vertex set of $IG(V)$ can be partitioned into $O(\text{area}(V))$ subsets, each inducing a clique; we call these subsets cell-cliques.

Reduction to small-area instances. First, we show that intersection graphs of fat, similarly-sized objects admit balanced separators, where the size of instances is measured in terms of the area occupied by the geometric representation.

Lemma 14. Let $G = IG(V)$, where $V$ is a set of $n$ fat, similarly-sized objects in $R^2$ and $G$ is connected. Then either $area(V) = O(n^{2/3})$, or there exists a horizontal or vertical separating line $\ell$ such that:

- the number of objects whose convex hull intersects $\ell$ is $O(n^{2/3})$, and
- the sets $V_1, V_2$ of objects on each side of $\ell$ (whose convex hulls are disjoint from $\ell$) satisfy

$$area(V_1) \leq \frac{3}{4}area(V)$$

and

$$area(V_2) \leq \frac{3}{4}area(V).$$

13
Furthermore \( t \) can be found in time polynomial in \( \text{area}(V) \) and \( n \).

**Proof.** Suppose that \( \text{area}(V) = \Omega(n^{2/3}) \), and let \( a \) (resp., \( b \)) be the number of vertical (resp., horizontal) grid lines intersecting \( \text{bb}(V) \).

Notice that \( \text{area}(V) = \Theta((a - 1)(b - 1)) \), thus \( ab = \Omega(n^{2/3}) \). Consequently, \( \max(a, b) = \Omega(n^{1/3}) \); assume without loss of generality that \( a = \Omega(n^{1/3}) \). Let \( \ell_1, \ell_2, \ldots, \ell_n \) be the vertical grid lines intersecting \( \text{bb}(V) \), ordered from left to right. Observe that the convex hull of an object that can be covered by a disk of radius \( R \) can intersect at most \( 2R \cdot \sqrt{2} \) vertical grid lines. Let \( t = \lceil 2R \cdot \sqrt{2} \rceil \). Then we have that the convex hull of each object in \( V \) contributes to at most \( t \) distinct vertical lines. Hence, the total number of intersections between the vertical lines \( \ell_{\lceil (a - 1)/3 \rceil}, \ell_{\lceil 2(a - 1)/3 \rceil} \) and the convex hulls of objects is at most \( nt = \Theta(n) \). Thus there exists a vertical line \( \ell_i \) with \( \lceil (a - 1)/3 \rceil \leq i \leq \lceil 2(a - 1)/3 \rceil \) that intersects at most \( nt/(a/3 + 1) = \Theta(n^{2/3}) \) convex hulls.

Consider now the set \( V_1 \) of objects to the left of \( \ell_i \), whose convex hulls are disjoint from \( \ell_i \); we call the intersection graph of these objects the “left” instance. Similarly, the set \( V_2 \) of objects to the right of \( \ell_i \) form the “right” instance. Notice that the distance between \( \ell_1 \) and \( \ell_a \), i.e., the width of \( \text{bb}(V) \), is at least \( (a - 1)/\sqrt{2} \), while the width of \( \text{bb}(V_1) \) is at most \( i/\sqrt{2} \leq \frac{2}{3}(a - 1)/\sqrt{2} \). At the same time, the height of \( \text{bb}(V_1) \) is less or equal to the height of \( \text{bb}(V) \). Consequently, \( \text{area}(V_1) \leq \frac{2}{3} \text{area}(V) \). Applying an analogous reasoning to \( V_2 \), we obtain that \( \text{area}(V_2) \leq \frac{2}{3} \text{area}(V) \). \( \square \)

**Solving small-area instances.** Let us introduce an auxiliary problem. The \( \text{LHom}_{rc}(H) \) problem is a restriction of \( \text{LHom}(H) \), where for every instance \( (G, L) \), and for every \( v \in V(G) \) the set \( L(v) \) induces a reflexive clique in \( H \). Note that in this problem we can always focus on the subgraph induced by reflexive vertices of \( H \), as irreflexive vertices do not appear in any lists. Thus, \( \text{LHom}_{rc}(H) \) is equivalent to \( \text{LHom}_{rc}(H_R) \), where \( H_R := H[R(H)] \).

For an instance \( (G, L) \) of \( \text{LHom}(H) \), we say that a family \( \mathcal{X} \) of instances of \( \text{LHom}(H) \) is equivalent to \( (G, L) \) if the following holds: \( (G, L) \) is a yes-instance if and only if \( \mathcal{X} \) contains at least one yes-instance.

**Lemma 15.** Let \( V \) be a set of \( n \) similarly-sized fat objects in \( \mathbb{R}^2 \). Let \( (G, L) \) be an instance of \( \text{LHom}(H) \), where \( G = I(G(V)) \). Then in time \( n^{O(\text{area}(V))} \), we can build a family \( \mathcal{Y} \) of instances of \( \text{LHom}_{rc}(H) \), such that:

- \( |\mathcal{Y}| = n^{O(\text{area}(V))} \),
- each instance in \( \mathcal{Y} \) is induced subgraph of \( G \),
- \( \mathcal{Y} \) is equivalent to \( (G, L) \).

**Proof.** Recall that \( V \) can be partitioned into \( O(\text{area}(V)) \) cell-cliques, and consider one such cell-clique \( C \). By Observation 5 at most \( |I(H)| \) vertices from \( C \) receive colors from \( I(H) \) and the remaining vertices of \( C \) must be mapped to some reflexive clique of \( H \). We guess the vertices mapped to \( I(H) \) along with their colors and the reflexive clique to which the remaining vertices are mapped. As \( H \) is a constant, the total number of branches created for \( C \) is \( |C|^{O(|V(H)|)} = n^{O(1)} \). Repeating this for every clique, we result in \( n^{O(\text{area}(V))} \) branches.

Consider one such a branch. For each vertex \( v \) whose color was guessed (i.e., this color is in \( I(H) \)), we update the lists of the neighbors of \( v \). More precisely, if the color guessed for \( v \) is \( a \), then we remove every nonneighbor of \( a \) from the lists of all neighbors of \( v \). After that we remove \( v \) from the graph. Similarly, we update the lists of vertices \( v \) that are supposed to be mapped to vertices of \( R(H) \): we remove from \( L(v) \) every vertex that does not belong to the guessed reflexive clique.
Note that this way we obtained an instance of $\text{LHom}_{rc}(H)$, where the instance graph is an induced subgraph of $G$. We include such an instance into $\mathcal{Y}$.

As the number of branches is $n^{O(\text{area}(V))}$, we obtain that $|\mathcal{Y}| = n^{O(\text{area}(V))}$. Furthermore, from the way how $\mathcal{Y}$ was constructed, it is clear that $\mathcal{Y}$ is equivalent to $(G, L)$.

\begin{flushright}
$\square$
\end{flushright}

**Wrapping up the proof.** Pipelining Lemma 14 with Lemma 15 we obtain the following.

**Lemma 16.** Let $H$ be a fixed graph. Suppose that $\text{LHom}_{rc}(H)$ can be solved in time $2^{O(n^{2/3} \log n)}$ in $n$-vertex intersection graphs of fat, similarly-sized objects, given along with a geometric representation. Then $\text{LHom}(H)$ can be solved in time $2^{O(n^{2/3} \log n)}$ in $n$-vertex intersection graphs of fat, similarly-sized objects, given along with a geometric representation.

**Proof.** Let $V$ be a set of $n$ fat, similarly-sized objects in $\mathbb{R}^2$ and let $G = \Gamma G(V)$. Let $(G, L)$ be an instance of $\text{LHom}(H)$. Notice that if $G$ is disconnected, then we can solve the problem for each connected component separately. Thus let us assume that $G$ is connected. We do induction on $\text{area}(V)$; by Observation 13 we have $\text{area}(V) = O(n^2)$.

If $\text{area}(V) = O(n^{2/3})$ (the actual constant in $O(\cdot)$ is the constant from Lemma 14), we call Lemma 15 to obtain a family $\mathcal{Y}$ of instances of $\text{LHom}_{rc}(H)$, such that $|\mathcal{Y}| = n^{O(n^{2/3})}$. Each instance in $\mathcal{Y}$ is an induced subgraph of $G$, and $\mathcal{Y}$ is equivalent to $(G, L)$. By our assumption, each instance in $\mathcal{Y}$ can be solved in time $2^{O(n^{2/3} \log n)}$, and thus we can solve the problem in time

$$2^{O(n^{2/3} \log n)} + 2^{O(n^{2/3} \log n)} = 2^{O(n^{2/3} \log n)},$$

as claimed.

In the other case, we apply Lemma 14, let $\ell$ be the obtained separating line. Let $S \subseteq V$ be the set of objects whose convex hull intersects $\ell$; by Lemma 14 the size of $S$ is $O(n^{2/3})$.

Let $V_1, V_2$ be the partition of $V - S$ into instances of each side of $\ell$, as in Lemma 14. Recall that $\text{area}(V_1) \leq \frac{3}{4} \text{area}(V)$ and $\text{area}(V_2) \leq \frac{3}{4} \text{area}(V)$.

We exhaustively guess the coloring of $S$, this results in $|V(H)||S| = 2^{O(n^{2/3})}$ branches. For each such branch we update the lists of neighbors of vertices whose color was guessed. Now observe that the subinstances induced by $V_1$ and $V_2$ can be solved independently. Our initial instance is a yes-instance if and only if for some guess both subinstances are yes-instances.

Denoting by $\mu$ the measure of our instance, i.e., $\text{area}(V)$, we obtain the following recursion for the running time.

$$F(\mu) \leq 2^{O(n^{2/3})} \cdot F\left(\frac{3}{4} \mu\right),$$

which solves to $F(\mu) \leq 2^{O(n^{2/3} \log \mu)}$. As $\mu = O(n^2)$, we conclude that the total running time is $2^{O(n^{2/3} \log n)}$.

\begin{flushright}
$\square$
\end{flushright}

Before we proceed to the proof of Theorem 3, let us recall the following classic result by Edwards [13].

**Theorem 17 (Edwards [13]).** For every graph $H$, every instance $(G, L)$ of $\text{LHom}(H)$, where every list is of size at most 2, can be solved in polynomial time.

Now, combining Lemma 16 with Theorem 17, we obtain Theorem 3.
Theorem 3. Let $H$ be a graph with $\text{mrc}(H) \leq 2$. Then $\text{LHom}(H)$ can be solved in time $2^{O(n^{2/3} \log n)}$ in $n$-vertex intersection graphs of fat, similarly-sized objects, provided that the instance graph is given along with a geometric representation.

Proof. Observe that in every instance of $\text{LHom}_{\text{rc}}(H)$, each list is of size at most 2 and thus every such instance can be solved in polynomial time by Theorem 17. So the result follows by Lemma 16.

Let us mention one more family of graphs $H$, where $\text{LHom}_{\text{rc}}(H)$ is polynomial-time solvable. Feder and Hell [15] studied a variant of $\text{LHom}(H)$ called $\text{CL-hyphen.scLHom}(H)$, where each list is restricted to form a connected subset of $H$ (CL stands for “connected list”). They proved that if $H$ is reflexive, then the above problem is polynomial-time solvable for chordal graphs $H$, and NP-complete otherwise. We observe that for reflexive graphs $H$, the $\text{LHom}_{\text{rc}}(H)$ problem is a restriction of $\text{CL-hyphen.scLHom}(H)$ and thus algorithmic results for $\text{CL-hyphen.scLHom}(H)$ carry over to $\text{LHom}_{\text{rc}}(H)$. Consequently, by Lemma 16, we obtain the following corollary.

Corollary 18. Let $H$ be a graph such that $H_R$ is chordal. Then $\text{LHom}(H)$ can be solved in time $2^{O(n^{2/3} \log n)}$ in $n$-vertex intersection graphs of fat, similarly-sized objects, provided that the instance graph is given along with a geometric representation.
5 Lower bounds for intersection graphs of fat objects

In this section we aim to show that the assumptions of Theorem 2 and Theorem 3 cannot be dropped or significantly relaxed, by exhibiting the corresponding lower bounds.

5.1 Fat, convex objects

First, we show that the assumption of Theorem 3 that the given geometric representation of the input graph consists of similarly-sized objects cannot be dropped. Thus we consider intersection graphs of convex, fat objects, but we do not assume that they are similarly sized.

Figure 3: The graph $H$ from Theorem 19.

Theorem 19. Assume the ETH. There is a graph $H$ with $\text{mrc}(H) = 2$, such that $L\text{Hom}(H)$ cannot be solved in time $2^{o(n)}$ in $n$-vertex intersection graphs of equilateral triangles, even if they are given along with a geometric representation.

Proof. Let $H$ be the five-vertex cycle where exactly two adjacent vertices have loops. Clearly $\text{mrc}(H) = 2$. We use vertex names from Figure 3.

We reduce from 3-Sat. Let $\Phi$ be an instance with $N$ variables and $M$ clauses, each of which contains exactly three variables. The ETH implies that there is no algorithm solving every such instance in time $2^{o(N+M)}$. Denote the variables of $\Phi$ by $v_1, v_2, \ldots, v_N$; we will assume that this set is ordered.

Each variable $v_i$ is represented by a 7-vertex variable gadget depicted in Figure 4 (i). We use the notation from the figure. It is straightforward to verify that in every list homomorphism to $H$, the triangle $x_i$ receives a different color than $y_i$. We interpret coloring $x_i$ with the color 5 as setting the variable $v_i$ true, and coloring $x_i$ with the color 3 as setting $v_i$ false. Under this interpretation, $y_i$ represents the value of $\neg v_i$.

For each clause we introduce a 13-vertex clause gadget, depicted in Figure 4 (ii). Again, it is straightforward to verify that the gadget admits a list homomorphism to $H$ if and only if at least one of vertices $z_1, z_2, z_3$ is colored 3.

The overall arrangement of variable and clause gadgets is depicted in Figure 5. So far all introduced triangles are of bounded size.

The only thing left is to connect variable gadgets with clause gadgets. Fix a clause $c = (v'_1, v'_2, v'_3)$, where the ordering of literals corresponds to the ordering of variables. Thus there is a function $\sigma : [3] \to [N]$, such that $v'_i$ is either $v_{\sigma(i)}$ or $\neg v_{\sigma(i)}$. We consider the clause gadget corresponding to $c$. For each $i \in [3]$, we introduce an equilateral triangle $q_{c,i}$ intersecting $z_i$ and $x_{\sigma(i)}$ (if $v'_i = v_{\sigma(i)}$) or $y_{\sigma(i)}$ (if $v'_i = \neg v_{\sigma(i)}$), and no other triangles from vertex and clause gadgets. This can be done if the triangle $q_{c,i}$ is much larger than the triangles from the gadgets (their diameter depends on $N$ and $M$), see Figure 5. The list of $q_{c,i}$ is $\{1, 2\}$. Note that this ensures that the color of $z_i$ is the same as the color of the triangle in the vertex gadget.
intersecting \( q_{c,i} \). Thus, by the properties of the gadgets, we observe that the constructed intersection graph admits a list homomorphism to \( H \) if and only if \( \Phi \) is satisfiable.

As the total number of vertices in the constructed graph is \( 7N + 13M + 3M = \mathcal{O}(N + M) \), the ETH lower bound follows.

### 5.2 Fat, similarly-sized objects

Now, instead of focusing on restrictions on the input graph, we focus on the restrictions imposed on the target graph \( H \). We show that the assumption of Theorem 3 that \( \text{mrc}(H) \leq 2 \) cannot be relaxed.

**Theorem 20.** Assume the ETH. There is a graph \( H \) with \( \text{mrc}(H) = 3 \), such that \( \text{LHom}(H) \) cannot be solved in time \( 2^{o(n)} \) in \( n \)-vertex intersection graphs of fat similarly-sized triangles, even if they are given along with a geometric representation.

**Proof.** Let \( H \) be the graph depicted in Figure 6; we use the vertex names from the Figure.

We reduce from \textsc{Not-All-Equal-3-Sat}. Let \( \Phi \) be a formula with \( N \) variables \( v_1, v_2, \ldots, v_N \) and \( M \) clauses, each of which contains precisely three nonnegated variables. The ETH implies that there is no algorithm solving every such instance in time \( 2^{o(N+M)} \).

Each variable \( v_i \) is represented by the variable gadget depicted in Figure 7 (i). It consists of 13 triangles and six of them (i.e., \( x_1, x_2, x_3, y_1, y_2, y_3 \), marked in color in Figure 7 (i)) will play a special role. It is straightforward to verify that the variable gadget has exactly two list homomorphisms to \( H \):

1. \( f_0 \), such that \( f_0(x_1) = f_0(y_1) = 2 \) and \( f_0(x_2) = f_0(y_2) = 1 \), and \( f_0(x_3) = f_0(y_3) = 3 \),

2. \( f_1 \), such that \( f_1(x_1) = f_1(y_1) = 3' \) and \( f_1(x_2) = f_1(y_2) = 2' \), and \( f_1(x_3) = f_1(y_3) = 1' \).

We will interpret the coloring \( f_j \) of the variable gadget as assigning the value \( j \) to \( v_i \).

The variable gadgets corresponding to distinct variables are "stacked" on each other, so that the corresponding triangles from different gadgets form a clique, and the triangles from different cliques

![Figure 4: (i) The variable gadget and (ii) the clause gadget from the proof of Theorem 19. Sets indicate the lists. Triangles marked blue intersect triangles outside the gadget.](image-url)
intersect each other if and only if they belong to the same variable gadget, see Figure 7 (ii). Note that the corner of each special triangle in each variable gadget that points toward the center of the gadget is not covered by other triangles.

Now let us consider a clause $c = (v_i, v_j, v_k)$, such that $i < j < k$. We introduce a triangle $p_c$ intersecting the triangle $x_1$ from the vertex gadget corresponding to $v_i$, the triangle $x_2$ from the vertex gadget corresponding to $v_j$, and the triangle $x_3$ from the vertex gadget corresponding to $v_k$. Similarly, we introduce a triangle $q_c$ intersecting the triangle $y_1$ from the vertex gadget corresponding to $v_i$, the triangle $y_2$ from the vertex gadget corresponding to $v_j$, and the triangle $y_3$ from the vertex gadget corresponding to $v_k$, see Figure 7 (ii). The list of $p_c$ is $\{1', 2', 3'\}$, and the list of $q_c$ is $\{1, 2, 3\}$.

Note that we can choose a color for $p_c$ if and only if for at least one variable of $c$, its variable gadget gets colored according to $f_1$ (i.e., this variable is set true). Similarly, we can choose a color for $q_c$ if and only if for at least one variable of $c$, its variable gadget gets colored according to $f_0$ (i.e., this variable is set false). Consequently, both triangles corresponding to $c$ can be colored if and only if the clause $c$ is satisfied.

Note that all triangles are similarly-sized, and the vertex set of the constructed graph can be covered with 15 cliques. Furthermore for each of the cliques, the vertices of $H$ appearing in the lists form a reflexive
Figure 7: (i) The variable gadget in the proof of Theorem 20. The sets indicate lists. (ii) Arrangement of all gadgets. A single variable gadget is colored green. The yellow triangle is \( p_c \) and the red triangle is \( q_c \), for some clause \( c \).

clique in \( H \). Thus the constructed graph can be seen as an instance of \( \text{LHom}_{rc}(H) \).

The total number of triangles is \( 13N + 2M = O(N + M) \), so the ETH lower bound follows.

5.3 Disks

In this section we show that the assumption that \( \text{mrc}(H) \leq 1 \) in Theorem 2 cannot be significantly improved. Our goal is to prove the following theorem.

**Theorem 4.** Assume the ETH. There is a graph \( H \) with \( \text{mrc}(H) = 4 \), such that \( \text{LHom}(H) \) cannot be solved in time \( 2^{o(n/\log n)} \) in \( n \)-vertex disk intersection graphs, even if they are given along with a geometric representation.

We reduce from 3-Sat. Let \( \ell_1, \ldots, \ell_t \) be the literals of the formula \( \Phi \) on \( N \) variables and \( M \) clauses, i.e., the \( i \)-th clause consists of literals \( \ell_{3i-2}, \ell_{3i-1}, \) and \( \ell_{3i} \), and \( t = 3M \). Let \( k = 1 + \lceil \log t \rceil \) be the number of binary digits required to represent numbers up to \( t \).

**Construction overview.** The construction will have some variable gadgets placed at the top, consisting of two disks with lists \( \{T, F\} \), where the value of the first disk correspond to setting the variable true or false.

The bulk of the construction will consist of large cliques of disks of various sizes, and in each clique the disks will correspond to some specific subsets of literals. All of these cliques will have lists of size 2, where
the assigned colors correspond to the literal being true or false. At the top, the initial clique will have all the literals arranged by the index of the corresponding variable, i.e., starting with the positive literals of $x_1$, then the negative literals of $x_1$, then the positive literals of $x_2$, etc.

Suppose now that each literal index $i$ is represented with a binary number of $t$ digits (with leading zeros as necessary). Then we will use a so-called divider gadget to partition the set of literals to two subsets: the first subset will contain disks for those literals $\ell_i$ where the first binary digit of $i$ is 0, and the other subset will contain those where the first binary digit of $i$ is 1. Using then two smaller copies of the divider gadget, we further partition both sets according to the second, third, etc. binary digits, creating a structure resembling a binary tree of depth $\log N + O(1)$. At the leaves, the cliques contain a single disk, and the leaves are ordered in increasing order of the index $i$, that is, the literals of each clause $c_j$ appear at three consecutive leaves. We can then use a clause gadget for each consecutive triplet to check the clauses.

We will now explain the construction in detail.

**Literal cliques, variable and clause gadgets.** A literal clique consists of at most $t$ disks of unit radius that are on the same horizontal line. Each literal clique will contain the set of literals whose index starts with some fixed binary prefix $s$ of length at most $k$, and these cliques will be connected by other gadgets,
creating a binary tree. Let us denote the set of literals with prefix $s$ by $L_s$. The initial literal clique will have disks for all the literals (the set $L_0$). In the initial clique, these literals will be ordered from left to right according to the corresponding variable and their sign; more precisely, we first have the disks of the literals where variable $x_1$ is positive, then the literals where $x_1$ is negative. This is then followed by the positive and then the negative literals of $x_2$, etc. The centers of the disks where $x_i$ is positive are placed at equal distances from each other, within an interval of length $\frac{1}{10t^3}$ on the $x$-axis. We then translate this interval to the right by $\frac{1}{5N}$, and place the centers of the disks where $x_i$ is negative. Translating the interval further to the right by $\frac{1}{4N}$ we can place the positive literals of $x_{i+1}$. Notice that at the end of the process, all disk centers are within horizontal distance of at most $N \cdot \frac{1}{5N} + (N - 1) \cdot \frac{1}{4N} + \frac{1}{10t^3} < 1$ from each other, i.e., these disks form a clique in the intersection graph.

Each later clique will contain the subset $L_s$ of literals, positioned the same way, just translated somewhere else in the plane. Note that for prefixes $s$ of length $k$, the set $L_s$ is a singleton, it contains the literal of binary index $s$. These literal cliques will correspond to the leaves of our construction. All literal cliques have lists $\{1, 2\}$, corresponding to the literal being set to true or false, respectively.
The variable gadgets connect to the top of the initial literal clique that contains all literals. The gadget for $x_i$ consists of two disks of diameter $\frac{1}{5N}$ corresponding to the variable and its negation, see Figure 9. The two disks touch each other, and have their centers on the line $y = 1 + \frac{1}{5N} - \frac{1}{10N}$ so that the first disk contains the topmost points of the disks corresponding to the positive literals of $x_i$, while the second contains the topmost points of the disks corresponding to the negative literals of $x_i$. It is routine to check that each disk is only intersected by the corresponding literal disks. The disks of the variable gadget have list $\{T, F\}$, and we interpret these colors on the first disk of $x_i$ as setting $x_i$ to true or false, respectively. The colors $\{1, 2, T, F\}$ form a 4-cycle in $H$ with 1, 2 being reflexive vertices, see Figure 12 (i). It is routine to check that the first disk of $x_i$ has color $T$ if and only if its positive literals get color $\{1\}$ and its negative literals get color $\{2\}$.

Our clause gadget is depicted in Figure 10. Our construction will ensure that consecutive singleton literal cliques at the leaves have a gap of length 9 between them, therefore the centers of the disks in them have a distance between 11 and 13. It is easy to construct a rigid structure from disks that induces the same subgraph regardless of the exact location of each disk within its rectangle. Our clause gadget uses the same idea as already seen in Figure 3. The colors $\{1, 2, A, B, C\}$ form a 5-cycle with reflexive vertices at 1, 2. See Figure 12 (i) for a picture of the relevant part of $H$. Note that the literal disks have lists $\{1, 2\}$, and the first gadget disks have lists $\{A, C\}$, i.e., they are colored $C$ if and only if the corresponding literal is true. Thus the gadget has a correct coloring if and only if at least one of the three literal disks have color 1.

**Subset turning and the divider gadget.** Our task now is to connect a literal clique to its children by dividing its literals into two subsets, keeping the information carried for each individual literal. First, we show how we can create a turn gadget using disks of any size.

Consider a horizontal segment of length $R$ with its left endpoint at the point $o$, and let $p$ be a point where a disk in some literal clique touches the segment from above. Suppose moreover that $p$ is somewhere in the length 1 interval at the middle of the segment, see Figure 11 (i). Then the *turning disk* at $p$ is the unique disk $D_p$ that touches the segment from below and has radius $|op|$. Note that if we draw a vertical segment of length $R$ with top endpoint $o$, then it will touch the disk on the left at some point $p'$ where $|op| = |op'|$. The *turning gadget* is simply a collection of turning disks for some custom set of points in the middle length-1 interval. We can represent the gadget with a square of side length $R$ whose top side is the initial segment. Note that some turning disks may not be completely covered by the square, but since $p$ is required to be in the middle length-1 interval, the disks can protrude at most distance 1 beyond the boundary of the square. Also note that we can create an analogous gadget with disks that touch any pair of consecutive sides of the side-length $R$ square.

We can glue two turning gadgets together as depicted in Figure 11 (ii). The disks of the first (right) gadget have lists $\{3, 4\}$, and the disks of the second (left) have lists $\{5, 6\}$. In the graph $H$, we have 1, 2, 3, 4 as well as 3, 4, 5, 6 and 5, 6, 1, 2 form induced 4-cycles. The connecting literal cliques have disks with lists $\{1, 2\}$, and all of the colors $\{1, 2, 3, 4, 5, 6\}$ are reflexive vertices of $H$, see Figure 12 (ii). It is routine to check that the turning disks receive odd colors if and only if the corresponding disks in the literal cliques have color 1.

Finally, we can overlay such a glued turning gadget with its mirror image, as depicted in Figure 11 (iii). In the mirror image, the disks of the first turning gadget get the list $\{3’, 4’\}$, and the disks of the second turning gadget get the list $\{5’, 6’\}$. The vertices $1, 2, 3’, 4’, 5’, 6’$ induce the same graph as vertices $1, 2, 3, 4, 5, 6$. These four turns together define a *divider gadget* of size $R$. If the literal clique at the top contained the disks of index prefix $s$, then we use the first two turns (going to the left child, red disks in Figure 11 (iii)) only on the touching points for literals with prefix $s0$, and the other two turns (going to the right child, green disks...
in Figure 11 (iii)) only for the touching points for literals with prefix $s1$.

Notice however that inside the turning gadgets, there may be arbitrary intersections between red and green disks, therefore $3, 4, 5, 6$ and $3', 4', 5', 6'$ form a complete bipartite graph in $H$, see Figure 12 (iii). Clearly the two sides of the gadget do not interfere and disks with colors $3', 4', 5', 6'$ have an odd number if and only if the corresponding disk at the top literal clique has color 1.

**The proof of Theorem 4.**

*Proof.* Recall that our formula has $t$ literals, and each literal index can be represented by a binary string of length $k = \lceil \log_2 t \rceil + 1$.

We place the initial literal clique together with the variable gadgets as described in the construction. At the bottom of this literal clique the disks touch a length 1 interval. We attach a divider gadget of size $R = 6 \cdot 2^{k-1}$ to this interval (see Figure 8). We then use the divider gadget to propagate the values stored in the literals to the children with prefix $s = 0$ on the left and $s = 1$ on the right. For literal cliques of prefix
length \( \text{len}(s) \), we attach dividers of size \( R = 6 \cdot 2^{k-1-\text{len}(s)} \). At the bottom, we end up with singleton literal cliques hanging off of literal gadgets of size \( R = 6 \). One can verify that the gaps between literal cliques of consecutive leaves have length 9 (that is, the right side of the \( 2 \times 3 \) rectangle covering the first leaf and the left side of the rectangle of the next leaf has distance 9). It is also easy to verify that the turning disks of distinct divider gadgets are disjoint: recall that the disks protrude beyond the boundary of the base square by at most 1, and the literal cliques have height 2.

Based on the formula, the described set can clearly be constructed in polynomial time. Each literal has corresponding disks in \( \mathcal{O}(k) = \mathcal{O}(\log t) \) gadgets, and each literal clique and divider has \( \mathcal{O}(1) \) disks per represented literal. Additionally, the variable and clause gadgets have constant size. Thus for a 3-CNF formula of \( N \) variables and \( M \) clauses with \( t = 3M \) literals, there are \( \mathcal{O}(t \log t + M + N) = \mathcal{O}((M + N) \log(M + N)) \) disks in the construction, which implies the desired lower bound under the ETH.

\[ \square \]
6 Weighted generalizations of \( \text{LHom}(H) \)

In this section we consider two weighted generalizations of the \( \text{LHom}(H) \) problem, called \textit{Min Cost Homomorphism} [24] and the \textit{Weighted Homomorphism} [49]. We denote them, respectively, by \( \text{MCHom}(H) \) and \( \text{WHom}(H) \).

6.1 \textbf{Min Cost Homomorphism}

For a fixed graph \( H \), the instance of \( \text{MCHom}(H) \) is a graph \( G \) equipped with a weight function \( w : V(G) \times V(H) \to \mathbb{Q}_{\geq 0} \), and an integer \( k \). The value of \( w(v, a) \) is interpreted as a cost of assigning the color \( a \) to the vertex \( v \). The cost of a homomorphism \( f : G \to H \) is defined as \( \sum_{v \in V(G)} w(v, f(v)) \). The problem asks whether \( G \) admits a homomorphism to \( H \) with total cost at most \( k \).

Note that \( \text{MCHom}(H) \) is indeed a generalization of \( \text{LHom}(H) \). For an instance \( (G, L) \) of \( \text{LHom}(H) \) we can construct an equivalent instance \( (G, w, 0) \) of \( \text{MCHom}(H) \) by setting \( w(v, a) = 0 \) if \( a \in L(v) \), and \( w(v, a) = 1 \) if \( a \notin L(v) \).

However, the \( \text{MCHom}(H) \) is more robust, as in addition to \textit{hard} constraints (edges of \( H \)) it allows to express \textit{soft} constraints (weights). The most prominent special case is when \( H \) is the graph depicted in Figure 13. It is straightforward to observe that if \( w(v, 1) = 0 \) and \( w(v, 2) = 1 \) for every vertex \( v \) of the instance graph \( G \), then \( G \) admits a homomorphism to \( H \) with total cost at most \( k \) if and only if it admits a vertex cover of size at most \( k \) (or, equivalently, an independent set of size at least \( |V(G)| - k \)).

Figure 13: The graph \( H \), for which \( \text{MCHom}(H) \) is equivalent to \textit{Min Vertex Cover}.

It is straightforward to observe that the divide-\&-conquer approach used in \textbf{Theorem 12} can be generalized to the weighted setting. Thus we immediately obtain the following strengthening of \textbf{Theorem 2}.

\textbf{Theorem 21.} Let \( H \) be a graph with \( \text{mrc}(H) \leq 1 \). Then \( \text{MCHom}(H) \) can be solved in time:

(a) \( 2^{O(\sqrt{n})} \) in \( n \)-vertex intersection graphs of fat convex objects,

(b) \( 2^{O(n^{2/3} \log n)} \) in \( n \)-vertex pseudodisk intersection graphs.

provided that the instance graph is given along with a geometric representation.

Now let us consider the possibility of generalizing \textbf{Theorem 3} in an analogous way. Note that the first two steps, i.e., applying \textbf{Lemma 14} and \textbf{Lemma 15}, carry over to the more general setting. However, recall that the last step in the proof of \textbf{Theorem 3} was the application of \textbf{Theorem 17}, which solves every instance of \( \text{LHom}(H) \), where each list is of size at most 2, by a reduction to \( 2\text{-Sat} \). It is well-known that the weighted variant of \( 2\text{-Sat} \) if NP-complete and cannot be solved in subexponential time, unless the ETH fails [50]. However, this does not rule out the possibility of dealing with the last step in some other way.

In the next theorem we show that this is not possible, and the complexity of \( \text{LHom}(H) \) and \( \text{MCHom}(H) \), when \( \text{mrc}(H) = 2 \), differs in intersection graphs of fat-similarly sized objects.

\textbf{Theorem 22.} Assume the ETH. There is a graph \( H \) with \( \text{mrc}(H) = 2 \), such that \( \text{MCHom}(H) \) cannot be solved in time \( 2^{O(n)} \) in \( n \)-vertex intersection graphs of fat similarly-sized triangles, even if they are given along with a geometric representation.
Proof. Let $H$ be the reflexive $C_4$ with consecutive vertices 1, 2, 3, 4.

We reduce from Min Vertex Cover, let $(G', k')$ be an instance with $N$ vertices $v_1, v_2, \ldots, v_N$ and $M$ edges. It is well-known that the existence of an algorithm solving every such instance in time $2^{o(N+M)}$ would contradict the ETH [9].

We will construct an equivalent instance $(G, \nu, k)$ of MCHom$(H)$. To simplify the description, we will also prescribe lists $L : V(G) \to 2^{\{1,2,3,4\}}$. Note that this does not really change the problem, as the fact that some $a$ is not in the list of some vertex $x \in V(G)$ can be expressed by setting $\nu(x, a)$ to some large value (larger that our budget $k$).

Each vertex $v_i \in V(G')$ is represented by the vertex gadget depicted in Figure 14 (i). It consists of four triangles, two of each (denoted by $x$ and $y$ in the figure) will interact with the other gadgets. It is straightforward to observe that the vertex gadget admits exactly two homomorphisms to $H$ that satisfy lists:

1. $f_0$, such that $f_0(x) = 1$ and $f_0(y) = 4$, and
2. $f_1$, such that $f_1(x) = 2$ and $f_0(y) = 3$.

We will interpret the coloring $f_0$ as not selecting $v_i$ to the vertex cover, and $f_1$ as selecting it. Thus we set $\nu(x, 1) = 1$ and the remaining weights are set to 0 (recall that in the final step we will modify the weights to get rid of lists, this step is not included in the definition of the weights above).

The vertex gadgets corresponding to distinct vertices of $G'$ are “stacked” on each other, so that the corresponding triangles from different gadgets form a clique, and the triangles from different cliques intersect each other if and only if they belong to the same gadget, see Figure 14 (ii). Note that the corner of each special triangle in each vertex gadget that points toward the center of the gadget is not covered by other triangles.

Now we need to ensure that for each edge at least one of its endvertices must be selected to the vertex cover. Consider an edge $v_iv_j$, where $i < j$. We introduce a triangle $z$ intersecting the vertex $x$ from the vertex gadget corresponding to $v_i$ and the vertex $y$ from the vertex gadget corresponding to $v_j$ (see Figure 14 (iii)) and no other triangles from different gadgets. The list of $z$ is $\{2,3\}$. It is straightforward to verify that $z$ can be colored if and only if at least one of the vertex gadgets corresponding to $v_i$ and $v_j$ is colored according to the coloring $f_1$.

Consequently, $G$ admits a (list) homomorphism to $H$ with cost at most $k'$ if and only if $G'$ has a vertex cover of size at most $k'$.

Note that all triangles are similarly-sized, and the vertex set of the constructed graph can be covered with five cliques. Furthermore for each of the cliques, the vertices of $H$ appearing in the lists form a reflexive clique in $H$. The total number of triangles is $4N + M = \mathcal{O}(N + M)$, so the ETH lower bound follows. □

6.2 Weighted Homomorphism

In the WHom($H$) problem in addition to vertex weights we also have edge weights. An instance of WHom($H$) is a triple $(G, \nu, k)$ where $G$ is a graph, $\nu : V(G) \times V(H) \cup E(G) \times E(H) \to \mathbb{Q}_{\geq 0}$, and $k$ is an integer. The weight of a homomorphism $f : G \to H$ is defined as $\sum_{v \in V(G)} \nu(v, f(v)) + \sum_{uv \in E(G)} \nu(uv, f(u)f(v))$. Again we ask for the existence of a homomorphism of weight at most $k$.

Edge weights allow us to express even more problem. For example, consider the graph $H$ from Figure 15. Let $(G, \nu, |E(G)| - k)$ be an instance of WHom($H$), where all vertex weights are 0, and for every edge $e \in E(G)$ the weights are $\nu(e, 12) = 0$ and $\nu(e, 11) = \nu(22) = 1$. It is straightforward to observe that a
homomorphism of weight at most $|E(G)| - k$ corresponds to a (non-necessarily induced) bipartite subgraph of $G$ with at least $k$ edges. This is equivalent to the classic SIMPLE MAX CUT problem. By adjusting edge weights, we can also encode the WEIGHTED MAX CUT problem, where every edge can have its own weight and we look for a cut of maximum weight.

Figure 15: The graph $H$, for which WHOM($H$) is equivalent to MAX BIPARTITE SUBGRAPH.

We observe that the argument in Theorem 21 generalizes to the WHOM($H$) problem. The only difference is that after guessing the colors of the vertices in the separator $S$, we need take care of the weights of edges joining the separator with the rest of the graph, as these edges are not present in $G - S$. However, it is easy to transfer these edges to their endpoints in $V(G) - S$ by updating the vertex weights. Thus we obtain the following strengthening of Theorem 21.

**Theorem 23.** Let $H$ be a graph with $\text{mrc}(H) \leq 1$. Then WHOM($H$) can be solved in time:

(a) $2^{O(\sqrt{n})}$ in $n$-vertex intersection graphs of fat convex objects,

(b) $2^{O(n^{2/3} \log n)}$ in $n$-vertex pseudodisk intersection graphs.

provided that the instance graph is given along with a geometric representation.

On the other hand, as WHOM($H$) is a generalization of MCHOM($H$), the hardness from Theorem 22 transfers to WHOM($H$). However, in this case we can get a much stronger lower bound. Indeed, recall that whenever $\text{mrc}(H) \geq 2$, then WEIGHTED MAX CUT is a special case of WHOM($H$) (by adjusting vertex...
weights we can ensure that the only vertices that can be used are the ones that form a reflexive $K_2$). Since \textsc{Weighted Max Cut} is NP-hard and, assuming the ETH, cannot be solved in subexponential time in complete graphs [3], which can be realized as intersection graphs of any geometric objects, we obtain an analogous lower bound for \textsc{WHom}(H).
7 Conclusion and open problems

Let us conclude the paper with pointing out some direction for further research.

**Algorithms for unit disk graphs.** One of the best studied classes of intersection graphs are *unit disk intersection graphs*. They are known to admit many nice structural properties that can be exploited in the construction of algorithms [4, 8]. However, we were not able to obtain any better results that the general ones for (pseudo)disk intersection graphs given by Theorem 2. On the other hand we were not able to show that subexponential algorithms for this class cannot exist. We believe that obtaining improved bounds for unit disk graphs is an interesting and natural problem.

Let us point out that there are three natural places where one could try to improve our hardness reduction in Theorem 4: (a) to avoid using disks of unbounded size, (b) to show hardness for some $H$ with $\text{mrc}(H) \in \{2, 3\}$, and (c) to improve the lower bound to $2^{\Omega(n)}$ (instead of $2^{\Omega(n/\log n)}$).

**Robust algorithms.** Recall that the algorithmic results from Theorem 2 and Theorem 3 necessarily require that the instance graph is given with a geometric representation. This might be a serious drawback, as recognizing many classes of geometric intersection graphs is $\text{NP}$-hard [25] or even $\exists \mathbb{R}$-hard [6, 52].

On the other hand, the algorithm from Theorem 1 can be made robust [51]: the input is just a graph, and it either returns a correct solution, or (also correctly) concludes that the instance graph is not in our class. Such a conclusion can be reached if the exhaustive search for balanced separators of given size fails. Note that it might happen that the instance graph is not a string graph, but still has balanced separators of the right size – then the algorithm returns the correct solution.

We believe it is interesting to investigate if the algorithm from Theorem 2 and Theorem 3 can be made robust. In particular, can one find clique-based separators of weight $O(n^\alpha)$ for $\alpha < 1$ in time $2^{n^{\alpha \log \Theta(1) n}}$? Note that such separators might be of size linear in the number of vertices.

**Complexity of Simple Max Cut in (unit) disk graphs.** Recall from section Section 6.2 that *Simple Max Cut* is a special case of the Weighted Homomorphism problem. It is known that *Simple Max Cut* is $\text{NP}$-hard in unit disk graphs [12]. However, the hardness reduction introduced a quadratic blow-up in the instance size and thus only excludes a $2^{o(\sqrt{n})}$-algorithm (under the ETH). We believe it is interesting to study whether the problem can indeed be solved in subexponential time in unit disk graphs. Let us point out that an $2^{O(\sqrt{n})}$ algorithm is known for (a slight generalization of) *unit interval graphs*, which form a subclass of unit disk graphs, but have much simpler structure and it is not even known if the problem is $\text{NP}$-hard in this class [37, Section 3.2].

**Improving the running time.** Using the OR$_3(a,b)$-gadget from Lemma 11 and a reduction from Planar 3-Sat [36], one can easily show that for every non-bi-arc graph $H$ that the $L\text{Hom}(H)$ problem is $\text{NP}$-hard in planar graphs, which form a subclass of disk intersection graphs [32] and of segment graphs [7, 23]. Thus in particular the algorithm from Theorem 1 (a) cannot be improved to a polynomial one, unless $\text{P}=\text{NP}$. However, the reduction above only excludes a $2^{o(\sqrt{n})}$-algorithm, under the ETH. We actually believe that $2^{\tilde{O}(\sqrt{n})}$ should be the right complexity bound for $L\text{Hom}(H)$ in string graphs, where $H$ is non-predacious.
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