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Abstract
Multilingual pre-trained language models (PLMs) have demonstrated impressive performance on several downstream tasks for both high-resourced and low-resourced languages. However, there is still a large performance drop for languages unseen during pre-training, especially African languages. One of the most effective approaches to adapt to a new language is language adaptive fine-tuning (LAFT) — fine-tuning a multilingual PLM on monolingual texts of a language using the pre-training objective. However, adapting to a target language individually takes a large disk space and limits the cross-lingual transfer abilities of the resulting models because they have been specialized for a single language. In this paper, we perform multilingual adaptive fine-tuning on 17 most-resourced African languages and three other high-resource languages widely spoken on the African continent to encourage cross-lingual transfer learning. To further specialize the multilingual PLM, we removed vocabulary tokens from the embedding layer that corresponds to non-African writing scripts before MAFT, thus reducing the model size by around 50%. Our evaluation on two multilingual PLMs (AfriBERTa and XLM-R) and three NLP tasks (NER, news topic classification, and sentiment classification) shows that our approach is competitive to applying LAFT on individual languages while requiring significantly less disk space. Additionally, we show that our adapted PLM also improves the zero-shot cross-lingual transfer abilities of parameter efficient fine-tuning methods.

1 Introduction
Recent advances in the development of multilingual pre-trained language models (PLMs) like mBERT (Devlin et al., 2019), XLM-R (Conneau et al., 2020), and RemBERT (Chung et al., 2021) have led to significant performance gains on a wide range of cross-lingual transfer tasks. Due to the curse of multilinguality (Conneau et al., 2020) — a trade-off between language coverage and model capacity — and non-availability of pre-training corpora for many low-resource languages, multilingual PLMs are often trained on about 100 languages. Despite the limitations of language coverage, multilingual PLMs have been shown to transfer to several low-resource languages unseen during pre-training. Although, there is still a large performance gap compared to languages seen during pre-training.

One of the most effective approaches to adapt to a new language is language adaptive fine-tuning (LAFT) — fine-tuning a multilingual PLM on monolingual texts in the target language using the same pre-training objective. This has been shown to lead to big gains on many cross-lingual transfer tasks (Pfeiffer et al., 2020), and low-resource languages (Muller et al., 2021; Chau & Smith, 2021), including African languages (Alabi et al., 2020; Adelani et al., 2021). Nevertheless, adapting a model to each target language individually takes large disk space, and limits the cross-lingual transfer abilities of the resulting models because they have been specialized to individual languages (Beukman, 2021).

An orthogonal approach to improve the coverage of low-resource languages is to include them in the pre-training data. An example for this approach is AfriBERTa (Ogueji et al., 2021), which was trained from scratch on 11 African languages. A downside of this approach is that it is resource intensive in terms of data and compute.

Another alternative approach is parameter efficient fine-tuning like Adapters (Pfeiffer et al., 2020) and sparse fine-tuning (Ansell et al., 2021), where the model is adapted to new languages by using a sparse network trained on a small monolingual corpus. Similar to LAFT, it requires adaptation for every new target language. Although it takes little disk space, all target language-specific parameters need to be stored.

In this paper, we propose multilingual adaptive fine-tuning (MAFT), a language adaptation to multiple languages at once. We perform language adaptation on the 17 most-resourced African languages (Afrikaans, Amharic, Hausa, Igbo, Malagasy, Chichewa, Oromo, Naija, Kinyarwanda, Kirundi, Shona, Somali, Sesotho, Swahili, isiXhosa, Yoruba, isiZulu) and three other high-resource language widely spoken on the continent.
(English, French, and Arabic) **simultaneously** to provide a single model for cross-lingual transfer learning for African languages. To further specialize the multilingual PLM, we follow the approach of Abdaoui et al. (2020) and remove vocabulary tokens from the embedding layer that correspond to non-Latin and non-Ge’ez (used by Amharic) scripts before MAFT, thus effectively reducing the model size by 50%.

Our evaluation on two multilingual PLMs (AfriBERT and XLM-R) and three NLP tasks (NER, news topic classification and sentiment classification) shows that our approach is competitive to performing LAFT on the individual languages, with the benefit of having a single model instead of a separate model for each of the target languages. Also, we show that our adapted PLM improves the zero-shot cross-lingual transfer abilities of parameter efficient fine-tuning methods like Adapters (Pfeiffer et al., 2020) and sparse fine-tuning (Ansell et al., 2021).

As an additional contribution, and in order to cover more diverse African languages in our evaluation, we create a new evaluation corpus, ANTC – African News Topic Classification – for Lingala, Somali, Naija, Malagasy, and isiZulu from pre-defined news categories of VOA, BBC, Global Voices, and Ilsolezwe newspapers. To further the research on NLP for African languages, we make our code and data publicly available. Additionally, our models are available via HuggingFace.

## 2 Related Work

**Multilingual PLMs for African languages** The success of multilingual PLMs such as mBERT (Devlin et al., 2019) and XLM-R (Conneau et al., 2020) for cross-lingual transfer in many natural language understanding tasks has encouraged the continuous development of multilingual models (Luo et al., 2021; Chi et al., 2021; Ouyang et al., 2021; Chung et al., 2021; He et al., 2021). Most of these models cover 50 to 110 languages and only few African languages are represented due to lack of large monolingual corpora on the web. To address this under-representation, regional multilingual PLMs have been trained from scratch such as AfriBERTa (Ogueji et al., 2021) or adapted from existing multilingual PLM through LAFT (Alabi et al., 2020; Pfeiffer et al., 2020; Muller et al., 2021; Adelani et al., 2021). AfriBERTa is a relatively small multilingual PLM (126M parameters) trained using the RoBERTa architecture and pre-training objective on 11 African languages. However, it lacks coverage of languages from the southern region of the African continent, specifically the southern-Bantu languages. In our work, we extend to those languages since only a few of them have large (>100MB size) monolingual corpus. We also do not specialize to a single language but apply MAFT which allows multilingual adaptation and preserves downstream performance on both high-resource and low-resource languages.

**Adaptation of multilingual PLMs** It is not unusual for a new multilingual PLM to be initialized from an existing model. For example, Chi et al. (2021) trained InfoXLM by initializing the weights from XLM-R before training the model on a joint monolingual and translation corpus. Although they make use of a new training objective during adaptation. Similarly, Tang et al. (2020) extended the languages covered by mBART (Liu et al., 2020b) from 25 to 50 by first modifying the vocabulary and initializing the model weights of the original mBART before fine-tuning it on a combination of monolingual texts from the original 25 languages in addition to 25 new languages. Despite increasing the number of languages covered by their model, they did not observe a significant performance drop on downstream tasks. We take inspiration from these works for applying MAFT on African languages, but we do not modify the training objective during adaptation nor increase the vocabulary.

**Compressing PLMs** One of the most effective methods for creating smaller PLMs is distillation where a small student model is trained to reproduce the behaviour of a larger teacher model. This has been applied to many English PLMs (Sanh et al., 2019; Jiao et al., 2020; Sun et al., 2020; Liu et al., 2020a) and a few multilingual PLMs (Wang et al., 2020, 2021). However, it often leads to a drop in performance compared to the teacher PLM. An alternative approach that does not lead to a drop in performance has been proposed by Abdaoui et al. (2020) for multilingual PLM. They removed unused vocabulary tokens from the embedding layer. This simple method significantly reduces the number of embedding parameters thus reducing the overall model size since the embedding layer contributes the most to the total number of model parameters. In our paper, we combine MAFT with the method proposed by Abdaoui et al. (2020) to reduce the overall size of the resulting multilingual PLM for African languages. This is crucial especially because people from under-represented communities in Africa may not have access to powerful GPUs in order to fine-tune large PLMs. Also, Google Colab (free-version), which is widely used by individuals from under-represented communities without access to other compute resources, cannot run large models like e.g. XLM-R. Hence, it is important to provide smaller models that still achieve competitive downstream performance to these communities.

**Evaluation datasets for African languages** One of the challenges of developing (multilingual) PLMs for African languages is the lack of evaluation corpora. There have been many efforts by communities like
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1. [https://github.com/uds-lsv/afro-maft](https://github.com/uds-lsv/afro-maft)
2. [https://huggingface.co/Davlan](https://huggingface.co/Davlan)
3. [https://colab.research.google.com/](https://colab.research.google.com/)
Masakhane to address this issue (Ţan et al., 2020; Adelani et al., 2021). We only find two major evaluation benchmark datasets that cover a wide range of African languages: one for named entity recognition (NER) (Adelani et al., 2021) and one for sentiment classification (Muhammad et al., 2022). In addition, there are also several news topic classification datasets (Hedderich et al., 2020; Niyongabo et al., 2020; Azime & Mohammed, 2021) but they are only available for a few African languages. Our work contributes novel news topic classification datasets (i.e. ANTC) for additional five African languages: Lingala, Naija, Somali, isiZulu, and Malagasy.

3 Data

3.1 Adaptation corpora

We perform MAFT on 17 African languages Afrikaans, Amharic, Hausa, Igbo, Malagasy, Chichewa, Oromo, Naija, Kinyarwanda, Kirundi, Shona, Somali, Sesotho, Swahili, isiXhosa, Yorùbá, isiZulu) covering the major African language families and 3 high resource languages (Arabic, French, and English) widely spoken in Africa. We selected the African languages based on the availability of a (relatively) large amount of monolingual texts. We obtain the monolingual texts from three major sources: the mT5 pre-training corpus which is based on Common Crawl Corpus4(Xue et al., 2021), the British Broadcasting Corporation (BBC) News, Voice of America News5(Palen-Michel et al., 2022), and some other news websites based in Africa. Table 9 in the Appendix provides a summary of the monolingual data, including their sizes and sources. We pre-processed the data by removing lines that consist of numbers or punctuation only, and lines with less than six tokens.

3.2 Evaluation tasks

We run our experiments on two sentence level classification tasks: news topic classification and sentiment classification, and one token level classification task: NER. We evaluate our models on English as well as diverse African languages with different linguistic characteristics.

3.2.1 Existing datasets

NER For the NER task we evaluate on the MasakhaNER dataset (Adelani et al., 2021), a manually annotated dataset covering 10 African languages (Amharic, Hausa, Igbo, Kinyarwanda, Luganda, Luo, Naija, Kiswahili, Wolof, and Yorùbá) with texts from the news domain. For English, we use data from the CoNLL 2003 NER task (Tjong Kim Sang & De Meulder, 2003) also containing texts from the news domain. For isiXhosa, we use the data from Eiselen (2016). Lastly, to evaluate on Arabic we make use of the AN- ERCorp dataset (Benajiba et al., 2007; Obeid et al., 2020).

---

Table 1: Number of sentences in training, development and test splits. We provide automatic translation of some of the African language words to English (in Parenthesis) using Google Translate.

| Domain          | Number of sentences | Classes                                      | Number of classes |
|-----------------|---------------------|----------------------------------------------|-------------------|
|                 | Train   | Dev    | Test   | Rdc, Politique, Bokeng/Securite, Justice, Bokolongo/Santé/Médecine |
| Lingala (lin)   | 1,536   | 220    | 440    | 5                                    |
| Naija (pcm)     | 1,165   | 167    | 333    | 5                                    |
| Malagasy (mlg) | 4544    | 650    | 1299   | 5                                    |
| Somali (som)    | 10,072  | 1,440  | 2879   | 6                                    |
| isiZulu (zul)  | 2,961   | 424    | 847    | 5                                    |
|                 |         |        |        |                                      |
| Existing datasets |        |        |        |                                      |
| Amharic (amh)  | 36,029  | 5,147  | 10,294 | 6                                    |
| English (eng)   | 114,000 | 6,000  | 7,600  | 4                                    |
| Hausa (hau)     | 2,045   | 290    | 582    | 5                                    |
| Kinyarwanda (kin)| 16,163  | 851    | 4,254  | 14                                   |
| Kiswahili (swa)| 21,096  | 1,111  | 7,338  | 6                                    |
| Yorùbá (yor)   | 1,340   | 189    | 379    | 7                                    |

---

4https://commoncrawl.org/ 5https://www.voanews.com

4https://commoncrawl.org/ 5https://www.voanews.com
**News topic classification** We use existing news topic datasets for Amharic (Azime & Mohammed, 2021), English – AG News corpus – (Zhang et al., 2015), Kinyarwanda – KINNEWS – (Niyongabo et al., 2020), Kiswahili – new classification dataset– (David, 2020), Kinyarwanda – KINNEWS – (Niyongabo et al., 2020), English – AG News corpus – (Zhang et al., 2015), datasets for Amharic (Azime & Mohammed, 2021), News topic classification We use existing news topic obtained data from three different news sources: VOA, Naija, and Mad et al., 2022). This is a large code-mixed and multilingual Twitter sentiment analysis corpus (Muhummad et al., 2022). This is a large code-mixed and monolingual sentiment analysis dataset, manually annotated for 4 Nigerian languages: Hausa, Igbo, Yorubá and Pidgin. Additionally, we evaluate on the Amharic, and English Twitter sentiment datasets by Yimam et al. (2020) and Rosenthal et al. (2017), respectively. For all datasets above, we only make use of tweets with positive, negative and neutral sentiments.

**3.2.2 Newly created dataset: ANTC corpus**

We created a novel dataset, ANTC — African News Topic Classification for five African languages. We obtained data from three different news sources: VOA, BBC®, Global Voices¹, and isolezwe². From the VOA data we created datasets for Lingala and Somali. We obtained the topics from data released by Palen-Michel et al. (2022) and used the provided URLs to get the news category from the websites. For Naija, Malagasy and isiZulu, we scrapped news topic from the respective news website (BBC Pidgin, Global Voices, and isolezwe respectively) directly base on their category. We noticed that some news topics are not mutually exclusive to their categories, therefore, we filtered such topics with multiple labels. Also, we ensured that each category has at least 200 samples. The categories include but are not limited to: Africa, Entertainment, Health, and Politics. The pre-processed datasets were divided into training, development, and test sets using stratified sampling with a ratio of 70:10:20. Table 1 provides details about the dataset size and news topic information.

### Table 1: Dataset sizes and news topic information

| African language | News topic categories |
|------------------|-----------------------|
| Afr | Entertainment, Health, Politics |
| Amh | Entertainment, Health, Politics |
| Hau | Entertainment, Health, Politics |
| Mlg | Entertainment, Health, Politics |
| Swa | Entertainment, Health, Politics |
| Som | Entertainment, Health, Politics |
| Xho | Entertainment, Health, Politics |
| Yor | Entertainment, Health, Politics |
| Ibo | Entertainment, Health, Politics |
| Kin | Entertainment, Health, Politics |
| Tmr | Entertainment, Health, Politics |
| Ird | Entertainment, Health, Politics |
| Run | Entertainment, Health, Politics |
| Sna | Entertainment, Health, Politics |
| Orc | Entertainment, Health, Politics |
| Sot | Entertainment, Health, Politics |
| Yor | Entertainment, Health, Politics |
| Svi | Entertainment, Health, Politics |

**4 Pre-trained Language Models**

For our experiments, we make use of different multilingual PLMs that have been trained using a masked language model objective on large collections of monolingual texts from several languages. Table 2 shows the number of parameters as well as the African languages covered by each of the models we consider.

1. XLM-R (Conneau et al., 2020) has been pre-trained on 100 languages including eight African languages. We make use of both XLM-R-base and XLM-R-large for MAFT with 270M and 550M parameter sizes respectively. Although, for our main experiments, we make use of XLM-R-base.

2. AfriBERTa (Ogueji et al., 2021) has been pre-trained only on African languages. Despite its smaller parameter size (126M), it has been shown to reach competitive performance to XLM-R-base on African language datasets (Adelani et al., 2021; Hedderich et al., 2020).

3. XLM-R-miniLM (Wang et al., 2020) is a distilled version of XLM-R-large with only 117M parameters.

### Table 2: Language coverage and size for pre-trained language models

| PLM | # Lang. | African languages covered |
|-----|---------|----------------------------|
| XLM-R-base | 100 | afr, amh, hau, mlg, orm, som, swa, xho |
| AfriBERTa-large | 11 | amh, hau, ibo, kin, run, orm, pcm, som, swa, xir, yor |
| XLM-R-miniLM | 100 | afr, amh, hau, mlg, orm, som, swa, xho |
| XLM-R-large | 100 | afr, amh, hau, mlg, orm, som, swa, xho |
| AfroXLMR* | 20 | afr, amh, hau, ibo, kin, run, mlg, nya, orm, pcm, sna, som, sot, swa, xho, yor, zul |

**5 Multilingual Adaptive Fine-tuning**

We introduce MAFT as an approach to adapt a multilingual PLM to a new set of languages. Adapting PLMs has been shown to be effective when adapting to a new domain (Gururangan et al., 2020) or language (Pfeifer et al., 2020; Alabi et al., 2020; Muller et al., 2021; Adelani et al., 2021). While previous work on multilingual adaptation has mostly focused on autoregressive sequence-to-sequence models such as mBART (Tang et al., 2020), in this work, we adapt non-autoregressive domain (Gururangan et al., 2020) or language (Pfeifer et al., 2020; Alabi et al., 2020; Muller et al., 2021; Adelani et al., 2021). While previous work on multilingual adaptation has mostly focused on autoregressive sequence-to-sequence models such as mBART (Tang et al., 2020), in this work, we adapt non-autoregressive masked PLMs on monolingual corpora covering 20 languages. Crucially, during adaptation we use the same objective that was also used during pre-training. The models resulting from MAFT can then be fine-tuned on supervised NLP downstream tasks. We name the model resulting after applying MAFT to XLM-R-base and XLM-R-miniLM as AfroXLMR-base and AfroXLMR-mini, respectively. For adaptation, we train

---

¹https://www.bbc.com/pidgin
²https://mg.globalvoices.org/
³https://www.isolezwe.co.za
### 5.1 Vocabulary reduction

Multilingual PLMs come with various parameter sizes, the larger ones having more than hundred million parameters, which makes fine-tuning and deploying such models a challenge due to resource constraints. One of the major factors that contributes to the parameter size of these models is the embedding matrix whose size is a function of the vocabulary size of the model. While a large vocabulary size is essential for a multilingual PLM trained on hundreds of languages, some of the tokens in the vocabulary can be removed when they are irrelevant to the domain or language considered in the downstream task, thus reducing the vocabulary size. Inspired by Abdaoui et al. (2020), we experiment with reducing the vocabulary size of the multilingual PLM trained on hundreds of languages, some of which have been pre-trained on (see Table 2), and in most cases XLM-R-base to give better results on languages they are unseen by AfriBERTa (e.g. ara, eng, wol, lin, lug, luo, xho, zul), it performs much worse than XLM-R-base and in some cases even worse than the XLM-R-miniLM. We note that our assumption above may not hold in the case of some very distant and low-resourced languages as well as when there are domain differences between the corpora used during adaptation and fine-tuning. We leave the investigation of alternative approaches for vocabulary compression for future work.

### 5.2 Results and discussion

#### 5.2.1 Baseline results

For the baseline models (top rows in Tables 3, 4, and 5), we directly fine-tune on each of the downstream tasks in the target language: NER, news topic classification and sentiment analysis.

#### Performance on languages seen during pre-training

For NER and sentiment analysis, we find XLM-R-large to give the best overall performance. We attribute this to the fact that it has a larger model capacity compared to the other PLMs. Similarly, we find AfriBERTa and XLM-R-base to give better results on languages they have been pre-trained on (see Table 2), and in most cases AfriBERTa tends to perform better than XLM-R-base on languages they are both pre-trained on, for example amh, hau, and swa. However, when the languages are unseen by AfriBERTa (e.g. ara, eng, wol, lin, lug, luo, xho, zul), it performs much worse than XLM-R-base and in some cases even worse than the XLM-R-miniLM. This shows that it may be better...
to adapt to a new African language from a PLM that has seen numerous languages than one trained on a subset of African languages from scratch.

**LAFT is a strong baseline** The results of applying LAFT to the XLM-R-base model are shown in the last row of Tables 3, 4, and 5. We find that applying LAFT on each language individually provides a significant improvement in performance across all languages and tasks we evaluated on. Sometimes, the improvement is very large, for example, 7.4 F1 on Amharic NER and 9.5 F1 for Zulu news-topic classification. The only exception is for English since XLM-R has already seen large amounts of English text during pre-training. Additionally, LAFT models tend to give slightly worse result when adaptation is performed on a smaller corpus.\(^{10}\)

**5.2.2 Multilingual adaptive fine-tuning results**

While LAFT provides an upper bound on downstream performance for most languages, our new approach is often competitive to LAFT. On average, the difference on NER, news topic and sentiment classification is $-0.5$, $-0.2$, and $-0.3$ F1, respectively. Crucially, compared to LAFT, MAFT results in a single adapted model which can be applied to many languages while LAFT results in a new model for each language. Below, we discuss our results in more detail.

**PLMs pre-trained on many languages benefit the most from MAFT** We found all the PLMs to improve after we applied MAFT. The improvement is most from MAFT applied to AfriBERTa. In most cases the improvement is $>0.8$. Applying MAFT on XLM-R-base gave the overall best result. On average, there is an improvement of $+2.6$, $+3.6$, and $+1.5$ F1 on NER, news topic and sentiment classification, respectively. The main advantage of MAFT is that it allows us to use the same model for many African languages instead of many models specialized to individual languages. This significantly reduces the required disk space to store the models, without sacrificing performance. Interestingly, there is no strong benefit of applying MAFT to AfriBERTa. In most cases the improvement is $<0.6$ F1. We speculate that this is probably due to AfriBERTa’s tokenizer having a limited coverage. We leave a more detailed investigation of this for future work.

### Table 4: News topic classification

| Model               | Size | amh | eng | hau | kin | lin | mlg | pcm | som | swa | yor | zul | avg |
|---------------------|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| XLM-R-miniLM        | 117M | 70.4| 94.1| 77.6| 64.2| 41.2| 42.9| 67.6| 74.2| 86.7| 68.8| 56.9| 67.7|
| AfriBERTa           | 126M | 70.7| 93.6| 90.1| 75.8| 55.4| 56.4| 81.5| 79.9| 87.7| 82.6| 71.4| 76.8|
| XLM-R-base          | 270M | 71.1| 94.1| 85.9| 73.3| 56.8| 54.2| 77.3| 78.8| 87.1| 71.1| 70.0| 74.6|
| XLM-R-large         | 550M | 72.7| 94.5| 86.2| 75.1| 52.2| 63.6| 79.4| 79.2| 87.5| 74.8| 78.7| 76.7|

**Table 5: Sentiment classification**

| Model               | Size | amh | eng | hau | ibo | pcm | yor | avg |
|---------------------|------|-----|-----|-----|-----|-----|-----|-----|
| XLM-R-miniLM        | 117M | 51.0| 62.8| 75.0| 78.0| 72.9| 73.4| 68.9|
| AfriBERTa-large     | 126M | 51.7| 61.8| 81.0| 81.2| 75.0| 80.2| 71.8|
| XLM-R-base          | 270M | 51.4| 66.2| 78.4| 79.9| 76.3| 76.9| 71.5|
| XLM-R-large         | 550M | 52.4| 67.5| 79.3| 80.8| 77.6| 78.1| 72.6|

**MAFT + Finetune**

| Model               | Size | amh | eng | hau | ibo | pcm | yor | avg |
|---------------------|------|-----|-----|-----|-----|-----|-----|-----|
| XLM-R-miniLM        | 117M | 69.5| 94.1| 86.7| 72.0| 51.7| 55.3| 78.1| 77.7| 87.2| 74.0| 60.3| 73.3|
| AfriBERTa           | 126M | 68.8| 93.7| 89.5| 76.5| 54.9| 59.7| 82.2| 79.9| 87.7| 80.8| 76.4| 77.3|
| XLM-R-base          | 270M | 71.9| 94.6| 88.3| 76.8| 58.6| 64.7| 78.9| 79.1| 87.8| 80.2| 79.6| 78.2|
| XLM-R-base-v70k     | 140M | 70.4| 94.2| 87.7| 76.1| 56.8| 64.4| 76.1| 79.4| 87.4| 76.9| 77.4| 76.9|

**XLM-R-base+LAFT** 270M $\times$ 11

| Model               | Size | amh | eng | hau | ibo | pcm | yor | zul | avg |
|---------------------|------|-----|-----|-----|-----|-----|-----|-----|-----|
| MAFT + Finetune     |       |     |     |     |     |     |     |     |     |
| XLM-R-miniLM       | 117M | 73.0| 94.3| 91.2| 76.0| 56.9| 67.3| 77.4| 79.4| 88.0| 79.2| 79.5| 78.4|

\(^{10}\)We performed LAFT on eng using VOA news corpus with about 906.6MB, much smaller than the CC-100 eng corpus (300GB)
More efficient models using vocabulary reduction

Applying vocabulary reduction helps to reduce the model size by more than 50% before applying MAFT. We find a slight reduction in performance as we remove more vocabulary tokens. Average performance of XLM-R-base-v70k reduces by $-1.6$, $-1.5$ and $-0.6$ F1 for NER, news topic, and sentiment classification compared to the XLM-R-base+LAFT baseline. Despite the reduction in performance compared to XLM-R-base+LAFT, they are still better than XLM-R-miniLM, which has a similar model size, with or without MAFT. We also find that their performance is better than that of the PLMs that have not undergone any adaptation. We find the largest reduction in performance on languages that make use of non-Latin scripts i.e. amh and ara — they make use of the Ge’ez script and Arabic script respectively. We attribute this to the vocabulary reduction impacting the number of amh and ara subwords covered by our tokenizer.

In summary, we recommend XLM-R-base+MAFT (i.e. AfroXLMR-base) for all languages on which we evaluated, including high-resource languages like English, French and Arabic. If there are GPU resource constraints, we recommend using XLM-R-base-v70k+MAFT (i.e. AfroXLMR-small).

5.3 Ablation experiments on vocabulary reduction

Our results showed that applying vocabulary reduction reduced the model size, but we also observed a drop in performance for different languages across the downstream tasks, especially for Amharic, because it uses a non-Latin script. Hence, we compared different sampling strategies for selecting the top-k vocabulary sub-tokens. These include: (i) concatenating the monolingual texts, and selecting the top-70k sub-tokens (ii) the exact approach described in Section 5.1. The resulting tokenizers from the two approaches are used to tokenize the sentences in the NER test sets for Amharic, Arabic, English, and Yoruba. Table 6 shows the number of UNKs in the respective test set after tokenization and the F1 scores obtained on the NER task for the languages. The table shows that the original AfroXLMR tokenizer obtained the least number of UNKs for all languages, with the highest F1 scores. Note that Yoruba has 24 UNKs, which is explained by the fact that Yoruba was not seen during pre-training. Furthermore, using approach (i), gave 3704 UNKs for Amharic, but with approach (ii) there was a significant drop in the number of UNKs and an improvement in F1 score. We noticed a drop in the vocabulary coverage for the other languages as we increased the Amharic sub-tokens. Therefore, we concluded that there is no sweet spot in terms of the way to pick the vocabulary that covers all languages and we believe that this is an exciting area for future work.

5.4 Scaling MAFT to larger models

To demonstrate the applicability of MAFT to larger models, we applied MAFT to XLM-R-large using the same training setup as XLM-R-base. We refer to the new PLM as AfroXLMR-large. For comparison, we also trained individual LAFT models using the monolingual data from Adelani et al. (2021). Table 7 shows the evaluation result on NER. Averaging over all 13 languages, AfroXLMR-large improved over XLM-R-large by +2.8 F1, which is very comparable to the improvement we obtained between AfroXLMR-base (81.8 F1) and XLM-R-base (79.2 F1). Surprisingly, the improvement is quite large (+3.5 to +6.3 F1) for seven out of ten African languages: yor, luo, lug, kin, ibo, and amh. The most interesting observation is that AfroXLMR-large, on average, is either competitive or better than the individual language LAFT models, including languages not seen during the MAFT training stage like lug, luo and wol. This implies that AfroXLMR-large (a single model) provides a better alternative to XLM-R-large+LAFT (for each language) in terms of performance on downstream tasks and disk space. AfroXLMR-large is currently the largest masked language model for African languages, and achieves the state-of-the-art compared to all other multilingual PLM on the NER task. This shows that our MAFT approach is very effective and scales to larger PLMs.

6 Cross-lingual Transfer Learning

The previous section demonstrates the applicability of MAFT in the fully-supervised transfer learning setting. Here, we demonstrate that our MAFT approach is also very effective in the zero-shot cross-lingual transfer setting using parameter-efficient fine-tuning methods.

Parameter-efficient fine-tuning methods like adapters (Houlsby et al., 2019) are appealing because of their modularity, portability, and composability across languages and tasks. Often times, language adapters are trained on a general domain corpus

| Model         | amh F1 | ara F1 | eng F1 | yor F1 | #UNK | #UNK F1 |
|---------------|--------|--------|--------|--------|------|---------|
| AfroXLMR-base |        |        |        |        | 0    | 76.1    |
| AfroXLMR-R70k |        |        |        |        | 0    | 79.7    |
| AfroXLMR-R70k |        |        |        |        | 44   | 90.6    |

Table 6: Numbers of UNKs when the model tokenizers are applied on the NER test sets.
Table 7: NER model comparison on XLM-R-large, XLM-R-large+LAFT and XLM-R-large+MAFT (i.e. AfroXLMR-large), showing F1-score on the test sets after 50 epochs averaged over 5 runs. Results are for all 4 tags in the dataset: PER, ORG, LOC, DATE/MISC.

| Model                      | Size  | amh | ara | eng | hau | ibo | kin | lug | luo | pcm | swa | wol | xho | yor | avg |
|----------------------------|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| XLM-R-large                | 550M  | 76.2| 79.7| 93.1| 90.5| 84.1| 73.8| 81.6| 73.6| 89.0| 89.4| 67.9| 72.4| 78.9| 80.8|
| XLM-R-large+LAFT           | 550M x 13 | 79.9| 81.3| 92.2| 91.7| 87.7| 78.4| 86.2| 78.2| 91.1| 90.3| 68.8| 72.7| 82.9| 83.2|
| AfroXLMR-large             | 550M  | 79.7| 80.9| 92.2| 91.2| 87.7| 79.1| 86.7| 78.1| 91.0| 90.4| 69.6| 72.9| 85.2| 83.4|

Table 8: Cross-lingual transfer using LT-SFT (Ansell et al., 2021) and evaluation on MasakhaNER. The full-supervised baselines are obtained from Adelani et al. (2021) to measure performance gap when annotated datasets are available. Experiments are performed on 3 tags: PER, ORG, LOC. Average (avg) excludes amh. The best zero-shot transfer F1-scores are underlined.

| Model                      | amh | hau | ibo | kin | lug | luo | pcm | swa | wol | xho | yor | avg |
|----------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| XLM-R-base (fully-supervised) | 69.7| 91.0| 86.2| 73.8| 80.5| 75.8| 86.9| 88.7| 69.6| 78.1| 81.2|     |
| mBERT (MAD-X) (Ansell et al., 2021) | -   | 83.4| 71.7| 65.3| 67.0| 52.2| 72.1| 77.6| 65.6| 74.0| 69.9|     |
| mBERT (MAD-X on news domain)   | -   | 86.0| 77.6| 69.9| 73.3| 56.9| 78.5| 80.2| 68.8| 75.6| 74.1|     |
| XLM-R-base (MAD-X on news domain) | 47.5| 85.5| 83.2| 72.0| 75.7| 57.8| 76.8| 84.0| 68.2| 72.2| 75.0|     |
| AfroXLMR-base (MAD-X on news domain) | 47.7| 88.1| 80.9| 73.0| 80.1| 59.2| 79.9| 86.9| 69.1| 75.6| 77.0|     |
| mBERT (LT-SFT) (Ansell et al., 2021) | -   | 83.5| 76.7| 67.4| 67.9| 54.7| 74.6| 79.4| 66.3| 74.8| 71.7|     |
| mBERT (LT-SFT on news domain)   | -   | 86.4| 80.6| 69.2| 76.8| 55.1| 80.4| 82.3| 71.6| 76.7| 75.4|     |
| XLM-R-base (LT-SFT on news domain) | 54.1| 87.6| 81.4| 72.7| 79.5| 60.7| 81.2| 85.5| 73.6| 73.7| 77.3|     |
| AfroXLMR-base (LT-SFT on news domain) | 54.0| 88.6| 83.5| 73.8| 81.0| 60.7| 81.7| 86.4| 74.5| 78.7| 78.8|     |

like Wikipedia. However, when there is a mismatch between the target domain of the task and the domain of the language adapter, it could also impact the cross-lingual performance.

Here, we investigate how we can improve the cross-lingual transfer abilities of our adapted PLM – AfroXLMR-base by training language adapters on the same domain as the target task. For our experiments, we use the MasakhaNER dataset, which is based on the news domain. We compare the performance of language adapters trained on Wikipedia and news domains. In addition to adapters, we experiment with another parameter-efficient method based on Lottery-Ticket Hypothesis (Frankle & Carbin, 2019) i.e. LT-SFT (Ansell et al., 2021).

For the adapter approach, we make use of the MAD-X approach (Pfeiffer et al., 2020) – an adapter-based framework that enables cross-lingual transfer to arbitrary languages by learning modular language and task representations. However, the evaluation data in the target languages should have the same task and label configuration as the source language. Specifically, we make use of MAD-X 2.0 (Pfeiffer et al., 2021) where the last adapter layers are dropped, which has been shown to improve performance. The setup is as follows: (1) We train language adapters via masked language modelling (MLM) individually on source and target languages, the corpora used are described in Appendix A.2; (2) We train a task adapter by fine-tuning on the target task using labelled data in a source language. (3) During inference, task and language adapters are stacked together by substituting the source language adapter with a target language adapter.

We also make use of the Lottery Ticket Sparse Fine-tuning (LT-SFT) approach (Ansell et al., 2021), a parameter-efficient fine-tuning approach that has been shown to give competitive or better performance than the MAD-X 2.0 approach. The LT-SFT approach is based on the Lottery Ticket Hypothesis (LTH) that states that each neural model contains a sub-network (a "winning ticket") that, if trained again in isolation, can reach or even surpass the performance of the original model. The LTH is originally a compression approach, the authors of LT-SFT re-purposed the approach for cross-lingual adaptation by finding sparse sub-networks for tasks and languages, that will later be composed together for zero-shot adaptation, similar to Adapters. For additional details we refer to Ansell et al. (2021).

6.1 Experimental setup

For our experiments, we followed the same setting as Ansell et al. (2021) that adapted mBERT from English CoNLL03 (Tjong Kim Sang & De Meulder, 2003) to African languages (using MasakhaNER dataset) for the NER task. Furthermore, we extend the experiments to XLMR-base and AfroXLMR-base. For the training of MAD-X 2.0 and sparse fine-tunings (SFT) for African languages, we make use of the monolingual texts from the news domain since it matches the domain of the evaluation data. Unlike, Ansell et al. (2021) that trained adapters and SFT on monolingual data from Wikipedia domain except for luo and pcm where the dataset is absent, we show that the domain used for training language SFT is also very important. For a...
fair comparison, we reproduced the result of Ansell et al. (2021) by training MAD-X 2.0 and LT-SFT on mBERT, XLM-R-base and AfroXLMR-base on target languages with the news domain corpus. But, we still make use of the pre-trained English language adapter and SFT for mBERT and XLM-R-base trained on the Wikipedia domain. For the AfroXLMR-base, we make use of the same English adapter and SFT as XLM-R-base because the PLM is already good for English language. We make use of the same hyper-parameters reported in the LT-SFT paper.

Hyper-parameters for adapters. We train the task adapter using the following hyper-parameters: batch size of 8, 10 epochs, “pfeiffer” adapter config, adapter reduction factor of 8, and learning rate of 5e-5. For the language adapters, we make use of 100 epochs or maximum steps of 100K, minimum number of steps is 30K, batch size of 8, “pfeiffer+inv” adapter config, adapter reduction factor of 2, learning rate of 5e-5, and maximum sequence length of 256. For a fair comparison with adapter models trained on Wikipedia domain, we used the same hyper-parameter settings (Ansell et al., 2021) for the news domain.

6.2 Results and discussion

Table 8 shows the results of MAD-X 2.0 and LT-SFT, we compare their performance to fully supervised setting, where we fine-tune XLM-R-base on the training dataset of each of the languages, and evaluate on the test-set. We find that both MAD-X 2.0 and LT-SFT using news domain for African languages produce better performance (+4.2 on MAD-X and +3.7 on LT-SFT) than the ones trained largely on the wikipedia domain. This shows that the domain of the data matters. Also, we find that training LT-SFT on XLM-R-base gives better performance than mBERT on all languages. For MAD-X, there are a few exceptions like hau, pcm, and yor. Overall, the best performance is obtained by training LT-SFT on AfroXLMR-base, and sometimes it gives better performance than the fully-supervised setting (e.g. as observed in kin and luq, wol, yor languages). On both MAD-X and LT-SFT, AfroXLMR-base gives the best result since it has been firstly adapted on several African languages and secondly on the target domain of the target task. This shows that the MAFT approach is effective since the technique provides a better PLM that parameter-efficient methods can benefit from.

7 Conclusion

In this work, we proposed and studied MAFT as an approach to adapt multilingual PLMs to many African languages with a single model. We evaluated our approach on 3 different NLP downstream tasks and additionally contribute novel news topic classification dataset for 4 African languages. Our results show that MAFT is competitive to LAFT while providing a single model compared to many models specialized for individual languages. We went further to show that combining vocabulary reduction and MAFT leads to a 50% reduction in the parameter size of a XLM-R while still being competitive to applying LAFT on individual languages. We hope that future work improves vocabulary reduction to provide even smaller models with strong performance on distant and low-resource languages. To further research on NLP for African languages and reproducibility, we have uploaded our language adapters, language SFTs, AfroXLMR-base, AfroXLMR-small, and AfroXLMR-mini models to the HuggingFace Model Hub.

Acknowledgments

 Jesujoba Alabi was partially funded by the BMBF project SLIK under the Federal Ministry of Education and Research grant 01IS2201SC. David Adelani acknowledges the EU-funded Horizon 2020 projects: ROXANNE under grant number 833635 and COMPRIZE (http://www.compriseh2020.eu/) under grant agreement No. 3081705. Marius Mosbach acknowledges funding from the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) – Project-ID 23272074 – SFB 1102. We also thank DFKI GmbH for providing the infrastructure to run some of the experiments. We are also grateful to Stella Biderman for providing the resources to train AfroXLMR-large. We thank Alan Ansell for providing his MAD-X 2.0 code. Lastly, we thank Benjamin Muller, the anonymous reviewers of AfricaNLP 2022 workshop and COLING 2022 for their helpful feedback.

References

Amine Abdouaou, Camille Pradel, and Grégoire Sigel. Load what you need: Smaller versions of multilingual BERT. In Proceedings of SustainNLP: Workshop on Simple and Efficient Natural Language Processing, pp. 119–123, Online, November 2020. Association for Computational Linguistics. doi: 10.18653/v1/2020.sustainlp-1.16. URL https://aclanthology.org/2020.sustainlp-1.16.

David Adelani, Jesujoba Alabi, Angela Fan, Julia Kreutzer, Xiaoyu Shen, Machel Reid, Dana Ruiter, Dietrich Klakow, Peter Nabende, Ernie Chang, Tajuddeen Gwadabe, Freshia Sackey, Bonaventure F. P. Dossou, Chris Emezue, Colin Leong, Michael Beukman, Shamsuddeen Muhammad, Guyo Jarso, Oreen Yousuf, Andre Niyongabo Rubungo, Gilles Hacheme, Eric Peter Wairagala, Muhammad Umair Nasir, Benjamin Ajibade, Tunde Ajayi, Yvonne

\footnote{15https://huggingface.co/models?sort=downloads&search=Davlan%2Fafro-xlmr}
Gitau, jade abbott, mohamed ahmed, milli- 
cent ochieng, anuoluwapo aremu, perez ogayo, 
jonathan mukiibi, fatoumata ouoba kabore, god-
son kalipe, derguene mbaye, allahserra au-
guste tapo, victoire mendjokam koagne, edwin 
munkoh-buabeng, valencia wagner, idris abdul-
mumin, ayodele awokoya, happy buzaaba, bless-
ing sibanda, andiswa bukula, and sam manthalu. 
a few thousand translations go a long way! lever-
aging pre-trained models for african news trans-
lation. In proceedings of the 2022 Conference 
of the North American Chapter of the Associa-
tion for Computational Linguistics: Human Lan-
guage Technologies, pp. 3053–3070, seattle, united 
states, july 2022. Association for Computational 
Linguistics. doi: 10.18653/v1/2022.naacl-main. 
223. url https://aclanthology.org/ 
2022.naacl-main.223.

David ifeoluwa adelani, jade abbott, graham neu-
big, daniel d’souza, julia kreutzer, constantine 
lignos, charles palen-michel, happy buzaaba, shruti 
rjihwani, sebastian ruder, stephen may-
hew, israel abebe azime, shamsuddeen h. muham-
mad, chris chinenye emeze, joyce nakatumba-
nabende, perez ogayo, aremu anuoluwapo, 
catherine gita, derguene mbaye, jesujoba al-
abi, seid muihie yimam, tajuddeen rabiu gwad-
abe, ignatius ezeani, rubungo andre niyongabo, 
jonathan mukiibi, verrah otiende, iroro orife, 
davis david, samba ngom, tosin adewumi, paul 
rayson, fetofetoula adeyemi, gerald muriuki, 
emanuel anebi, chiamaka chukwunekwe, nkiruka 
odu, eric peter wairagal, samuel oyerinde, 
clemencia siro, tobius saul bateesa, temilola 
oloyede, yvonne wambui, victor akinode, deb-
ora nabagereka, maurice katusime, ayodele 
awokoya, mouhamadane mobou, dibora gebrey-
ohanne, henok tilaye, kelechi nwaikhe, degaga 
wolde, abdoulaye faye, blessing sibanda, ore-
vaoghene ahia, bonaventure f. p. dossou, kelechi 
ogueji, thierno ibrahima diop, abdoulaye di-
allo, edewale akinfaderin, tendai marengereke, 
and salomey osei. masakhaner: Named en-
tity recognition for african languages. transac-
tions of the Association for Computational Lin-
guistics, 9:1116–1131, 2021. doi: 10.1162/tacl_a_ 
00416. url https://aclanthology.org/ 
2021.tacl-1.66.

Jesujoba alabi, kwabena ampomah-kaakyire, david 
adelani, and cristina españa-bonet. massive vs. 
curated embeddings for low-resourced languages: 
the case of yoruba and twi. in proceedings of the 12th 
language resources and evaluation 
conference, pp. 2754–2762, marseille, france, 
may 2020. European Language Resources Associa-
tion. isbn 979-10-95546-34-4. url https: 
aclanthology.org/2020.lrec-1.335.

Alan ansell, edoardo maria ponti, anna korhonen, 
and ivan vulić. Composable sparse fine-tuning 
for cross-lingual transfer, 2021.

Israel abebe azime and nebil mohammed. an 
amharic news text classification dataset. arXiv, 
abs/2103.05639, 2021.

Yassine benajiba, paolo rosso, and José Miguel 
Benedí-Ruiz. Anersys: An arabic named entity 
recognition system based on maximum entropy. In 
Alexander gelbukh (ed.), computational linguistics 
and intelligent text processing, pp. 143–153, 
berlin, heidelberg, 2007. springer berlin heidel-
berg. isbn 978-3-540-70939-8.

Michael beukman. Analysing the effects of 
transfer learning on low-resourced named en-
tity recognition performance. In 3rd work-
shop on african natural language processing, 
2021. url https://openreview.net/ 
forum?id=HKWMFgFbN8b5.

Ethan C. Chau and Noah A. Smith. Specializing mul-
tilingual language models: An empirical study. In 
proceedings of the 1st Workshop on Multilingual 
Representation learning, pp. 51–61, punta cana, 
Dominican Republic, November 2021. Association 
for Computational Linguistics. doi: 10.18653/v1/ 
2021.mrl-1.5. url https://aclanthology. 
org/2021.mrl-1.5.

Zewen chi, li dong, furu wei, nan yang, saksham 
singhal, wenhui wang, xia song, xian-ling mao, 
heyan huang, and ming zhou. InfoXLM: An 
information-theoretic framework for cross-lingual 
language model pre-training. In proceedings of the 
2021 Conference of the North American Chapter 
of the Association for Computational Linguistics: 
Human Language Technologies, pp. 3576–3588, 
online, June 2021. Association for Computational 
Linguistics. doi: 10.18653/v1/2021.naacl-main. 
280. url https://aclanthology.org/ 
2021.naacl-main.280.

Hyung won chung, thibault fevry, henry tsai, 
melvin johnson, and sebastian ruder. Rethinking 
embedding coupling in pre-trained language mod-
els. In International Conference on Learning Repre-
sentations, 2021. url https://openreview. 
net/forum?id=xpFFI_NtgpW.

Alexis Conneau, Kartikay khandelwal, naman goyal, 
vishrav chaudhary, guillaume wenzek, francisco 
guzmán, edouard grave, myle ott, luke zettle-
moyer, and veselin stoyanov. Unsupervised multi-
lingual language models: An empirical study. In 
proceedings of the 58th Annual Meeting of the Asso-
ciation for Computational Linguistics, pp. 8440– 
8451, online, july 2020. Association for Compu-
tational Linguistics. doi: 10.18653/v1/2020.acl-main. 
747. url https://aclanthology.org/ 
2020.acl-main.747.

Davis david. Swahili : News classification dataset. 
Zenodo, december 2020. doi: 10.5281/zenodo. 
5514203. url https://doi.org/10.5281/ 
zenodo.5514203. The news version contains 
both train and test sets.
Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. BERT: Pre-training of deep bidirectional transformers for language understanding. In Proceedings of the 2019 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, Volume 1 (Long and Short Papers), pp. 4171–4186, Minneapolis, Minnesota, June 2019. Association for Computational Linguistics. doi: 10.18653/v1/N19-1423. URL https://aclanthology.org/N19-1423.

Roald Eiselen. Government domain named entity recognition for South African languages. In Proceedings of the Tenth International Conference on Language Resources and Evaluation (LREC’16), pp. 3344–3348, Portorož, Slovenia, May 2016. European Language Resources Association (ELRA). URL https://aclanthology.org/L16-1533.

Va. Wilhelmina Nekoto, Vukosi Marivate, Tshinondiwa Matsila, Timi Fasubaa, Tawo Fagbhungbe, Solomon Oluwole Akinola, Shamsuddeen Muhammad, Salomon Kabongo Kabenamuulu, Salomey Osei, Freshia Sackey, Rubungo Andre Niyongabo, Ricky Macharm, Perez Ogayo, Orevaoephene Ahia, Musie Meressa Berhe, Mofetoluwa Adeyemi, Masabata Mokgesi-Selinga, Lawrence Okegbemi, Laura Martinus, Kolawole Tajudeen, Kevin Degila, Kelechi Ogweji, Kathleen Siminyu, Julia Kreutzer, Jason Webster, Jamil Touré Ali, Jade Abbott, Iroro Orife, Ignatius Ezeani, Idris Abdulkadir Dangana, Herman Kamper, Hady Elsahar, Goodness Duru, Ghollah Kioko, Murhabazi Espoir, Elan van Biljon, Daniel Whitenack, Christopher Onyefuluchi, Chris Chinenye Emezue, Bonaventure F. P. Dossou, Blessing Sibanda, Blessing Bassey, Ayodele Olayibi, Arshath Ramiklowan, Alp Öktem, Adewale Akinfaderin, and Abdallah Bashir. Participatory research for low-resource machine translation: A case study in African languages. In Findings of the Association for Computational Linguistics: EMNLP 2020, Online, 2020. URL https://www.aclweb.org/anthology/2020.findings-emnlp.195.

Jonathan Frankle and Michael Carbin. The lottery ticket hypothesis: Finding sparse, trainable neural networks. In International Conference on Learning Representations, 2019. URL https://openreview.net/forum?id=rJ1-b3RcF7.

Suchin Gururangan, Ana Marasović, Swabha Swayamdipta, Kyle Lo, Iz Beltagy, Doug Downey, and Noah A. Smith. Don’t stop pretraining: Adapt language models to domains and tasks. In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics, pp. 8342–8360, Online, July 2020. Association for Computational Linguistics. doi: 10.18653/v1/2020.acl-main.740. URL https://aclanthology.org/2020.acl-main.740.

Pengcheng He, Jianfeng Gao, and Weizhu Chen. Deberta3: Improving deberta using electra-style pre-training with gradient-disentangled embedding sharing. ArXiv; abs/2111.09543, 2021.

Michael A. Hedderich, David Adelani, Dawei Zhu, Jesujoba Alabi, Udia Markus, and Dietrich Klakow. Transfer learning and distant supervision for multilingual transformer models: A study on African languages. In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP), pp. 2580–2591, Online, November 2020. Association for Computational Linguistics. doi: 10.18653/v1/2020.emnlp-main.204. URL https://aclanthology.org/2020.emnlp-main.204.

Neil Houlsby, Andrei Giugiuc, Stanislav Jastrzebski, Bruna Morrone, Quentin De Laroussilhe, Andrea Gesmundo, Mona Attariyan, and Sylvain Gelly. Parameter-efficient transfer learning for NLP. In Kamalika Chaudhuri and Ruslan Salakhutdinov (eds.), Proceedings of the 36th International Conference on Machine Learning, volume 97 of Proceedings of Machine Learning Research, pp. 2790–2799. PMLR, 09–15 Jun 2019. URL https://proceedings.mlr.press/v97/houlsby19a.html.

Xiaoqi Jiao, Yichun Yin, Lifeng Shang, Xin Jiang, Xiao Chen, Linlin Li, Fang Wang, and Qun Liu. TinyBERT: Distilling BERT for natural language understanding. In Findings of the Association for Computational Linguistics: EMNLP 2020, pp. 4163–4174, Online, November 2020. Association for Computational Linguistics. doi: 10.18653/v1/2020.findings-emnlp.372. URL https://aclanthology.org/2020.findings-emnlp.372.

Weijie Liu, Peng Zhou, Zhiruo Wang, Zhe Zhao, Haotang Deng, and Qi Ju. FastBERT: a self-distilling BERT with adaptive inference time. In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics, pp. 6035–6044, Online, July 2020a. Association for Computational Linguistics. doi: 10.18653/v1/2020.acl-main.537. URL https://aclanthology.org/2020.acl-main.537.

Yinhao Liu, Jiatao Gu, Naman Goyal, Xian Li, Sergey Edunov, Marjan Ghazvininejad, Mike Lewis, and Luke Zettlemoyer. Multilingual denoising pre-training for neural machine translation. Transactions of the Association for Computational Linguistics, 8:726–742, 2020b. doi: 10.1162/tacl_a_00343. URL https://aclanthology.org/2020.tacl-1.47.

Fuli Luo, Wei Wang, Jiahao Liu, Yijia Liu, Bin Bi, Songfang Huang, Fei Huang, and Luo Si. VECO: Variable and flexible cross-lingual pre-training for language understanding and generation. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language
Shamsuddeen Hassan Muhammad, David Ifeoluwa Adelani, Sebastian Ruder, Ibrahim Said Ahmad, Idris Abdulmumin, Bello Shehu Bello, Monojit Choudhury, Chris Chinenye Emezu, Saheed Abdullahi Salahudeen, Aremu Anuoluwapo, Alipio Jorge, and Pavel Brazdil. Naijasenti: A nigerian twitter sentiment corpus for multilingual sentiment analysis. ArXiv, abs/2201.08277, 2022.

Benjamin Muller, Antonios Anastasopoulos, Benoît Sagot, and Djamil Seddah. When being unseen from mBERT is just the beginning: Handling new languages with multilingual language models. In Proceedings of the 2021 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, pp. 448–462, Online, June 2021. Association for Computational Linguistics. doi: 10.18653/v1/2021.naacl-main.38. URL https://aclanthology.org/2021.naacl-main.38.

Rubungo Andre Niyongabo, Qu Hong, Julia Kreutzer, and Li Huang. KINNEWS and KIRNEWS: Benchmarking cross-lingual text classification for Kinyarwanda and Kirundi. In Proceedings of the 28th International Conference on Computational Linguistics, pp. 5507–5521, Barcelona, Spain (Online), December 2020. International Committee on Computational Linguistics. doi: 10.18653/v1/2020.coling-main.480. URL https://aclanthology.org/2020.coling-main.480.

Ossama Obeid, Nasser Zalmout, Salam Khalifa, Dimas Taij, Mai Ouah, Bashar Alhafni, Go Inoue, Fadhl Eryani, Alexander Erdmann, and Nizar Habash. CAMeL tools: An open source python toolkit for Arabic natural language processing. In Proceedings of the 12th Language Resources and Evaluation Conference, pp. 7022–7032, Marseille, France, May 2020. European Language Resources Association. ISBN 979-10-95546-34-4. URL https://aclanthology.org/2020.lrec-1.868.

Kelechi Ogueji, Yuxin Zhu, and Jimmy Lin. Small data? no problem! exploring the viability of pretrained multilingual language models for low-resource languages. In Proceedings of the 1st Workshop on Multilingual Representation Learning, pp. 116–126, Punta Cana, Dominican Republic, November 2021. Association for Computational Linguistics. doi: 10.18653/v1/2021.mrl-1.11. URL https://aclanthology.org/2021.mrl-1.11.

Xuan Ouyang, Shouhuan Wang, Chao Pang, Yu Sun, Hao Tian, Hua Wu, and Haifeng Wang. ERNIE-M: Enhanced multilingual representation by aligning cross-lingual semantics with monolingual corpora. In Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing, pp. 27–38, Online and Punta Cana, Dominican Republic, November 2021. Association for Computational Linguistics. doi: 10.18653/v1/2021.emnlp-main.3. URL https://aclanthology.org/2021.emnlp-main.3.

Chester Palen-Michel, June Kim, and Constantine Lignos. Multilingual open text 1.0: Public domain news in 44 languages. CoRR, abs/2201.05609, 2022. URL https://arxiv.org/abs/2201.05609.

Jonas Pfeiffer, Ivan Vulić, Iryna Gurevych, and Sebastian Ruder. MAD-X: An Adapter-Based Framework for Multi-Task Cross-Lingual Transfer. In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP), pp. 7654–7673, Online, November 2020. Association for Computational Linguistics. doi: 10.18653/v1/2020.emnlp-main.617. URL https://aclanthology.org/2020.emnlp-main.617.

Jonas Pfeiffer, Ivan Vulić, Iryna Gurevych, and Sebastian Ruder. UNKs everywhere: Adapting multilingual language models to new scripts. In Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing (EMNLP), pp. 10186–10203, Online and Punta Cana, Dominican Republic, November 2021. Association for Computational Linguistics. doi: 10.18653/v1/2021.emnlp-main.800. URL https://aclanthology.org/2021.emnlp-main.800.

Sara Rosenthal, Noura Farra, and Preslav Nakov. Semeval-2017 task 4: Sentiment analysis in twitter. In Proceedings of the 11th international workshop on semantic evaluation (SemEval-2017), pp. 502–517, 2017.

Victor Sanh, Lysandre Debut, Julien Chaumond, and Thomas Wolf. Distilbert, a distilled version of bert: smaller, faster, cheaper and lighter. ArXiv, abs/1910.01108, 2019.

Kathleen Siminyu, Godson Kalipe, Davor Orlic, Jade Z. Abbott, Vukosi Marivate, Sackey Freshia, Prateek Sibal, Bhanu Neupane, David Ifeoluwa Adelani, Amelia Taylor, Jamiil Toure Ali, Kevin Degila, Momboladji Balogoun, Thierno Ibrahima Diop, Davis David, Chayma Fourati, Hatem Haddad, and Malek Naski. Ai4d - african language program. ArXiv, abs/2104.02516, 2021.

Zhiqing Sun, Hongkun Yu, Xiaodan Song, Renjie Liu, Yiming Yang, and Denny Zhou. MobileBERT: a compact task-agnostic BERT for resource-limited devices. In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics, pp. 2158–2170, Online, July 2020. Association for Computational Linguistics. doi: 10.18653/v1/2020.acl-main.195. URL https://aclanthology.org/2020.acl-main.195.
A Appendix

A.1 Monolingual corpora for LAFT and MAFT

For training the MAFT models, we make use of the aggregation of monolingual data from Table 9.

For the LAFT models, we make use of existing XLMR-base+LAFT models from the MasakhaneNER paper (Adelani et al., 2021). However, for other languages not present in MasakhaneNER (ara, mlg, orm, sna, som, xho), we make use of the mC4 corpus except for eng — we use the VOA corpus. For a fair comparison across models, when training the XLM-R-large+LAFT models, we use the same monolingual corpus used to train XLM-R-base+LAFT models.

A.2 News corpora for language adapters and SFTs

Table 10 provides the news corpus we used to train language adapters and SFTs for the cross-lingual settings.
| Language     | Source                                                                 | Size (MB) | No. of sentences |
|-------------|------------------------------------------------------------------------|-----------|-----------------|
| Afrikaans   | mC4 (subset) (Xue et al., 2021)                                        | 752.2MB   | 3,697,430       |
| Amharic     | mC4 (subset), and VOA                                                 | 1,300MB   | 2,913,801       |
| Arabic      | mC4 (subset)                                                          | 1,300MB   | 3,939,375       |
| English     | mC4 (subset), and VOA                                                 | 2,200MB   | 8,626,571       |
| French      | mC4 (subset), and VOA                                                 | 960MB     | 4,731,196       |
| Hausa       | mC4 (all), and VOA                                                   | 594.1MB   | 3,290,382       |
| Igbo        | mC4 (all), and AfriBERTa Corpus (Ogueji et al., 2021)                 | 287.5MB   | 1,534,825       |
| Malagasy    | mC4 (all)                                                             | 639.6MB   | 3,304,459       |
| Chichewa    | mC4 (all), Chichewa News Corpus (Siminyu et al., 2021)                | 373.8MB   | 2,203,040       |
| Oromo       | AfriBERTa Corpus, and VOA                                            | 67.3MB    | 490,399         |
| Naija       | AfriBERTa Corpus                                                     | 54.8MB    | 166,842         |
| Rwanda-Rundi| AfriBERTa Corpus, KINNEWS & KIRNEWS (Niyongabo et al., 2020), and VOA| 84MB      | 303,838         |
| chiShona    | mC4 (all), and VOA                                                   | 545.2MB   | 2,693,028       |
| Somali      | mC4 (all), and VOA                                                   | 1,000MB   | 3,480,960       |
| Sesotho     | mC4 (all)                                                             | 234MB     | 1,107,565       |
| Kiswahili   | mC4 (all)                                                             | 823.5MB   | 4,220,346       |
| isiXhosa    | mC4 (all), and Isolezwe Newspaper                                     | 178.4MB   | 852,954         |
| Yor`ub´a    | mC4 (all), Alaroye News, Asejere News, Awikonko News, BBC, and VON   | 179.3MB   | 897,299         |
| isiZulu     | mC4 (all), and Isolezwe Newspaper                                     | 700.7MB   | 3,252,035       |

Table 9: Monolingual Corpora (after pre-processing – we followed AfriBERTa (Ogueji et al., 2021) approach), their sources and size (MB), and number of sentences.

| Language     | Source                                                                 | Size (MB) | No. of sentences |
|-------------|------------------------------------------------------------------------|-----------|-----------------|
| Amharic     | VOA (Palen-Michel et al., 2022)                                       | 19.9MB    | 72,125          |
| Hausa       | VOA (Palen-Michel et al., 2022)                                       | 46.1MB    | 255,614         |
| Igbo        | BBC Igbo (Ogueji et al., 2021)                                        | 16.6MB    | 62,654          |
| Kinyarwanda | KINNEWS (Niyongabo et al., 2020)                                      | 35.8MB    | 61,910          |
| Luganda     | Bukeedde                                                              | 7.9MB     | 67,716          |
| Luo (lao)   | Ramogi FM news and MAFAND-MT (Adelani et al., 2022)                    | 1.4MB     | 8,684           |
| Naija       | BBC                                                                    | 50.2MB    | 161,843         |
| Wolof       | VOA (Palen-Michel et al., 2022)                                       | 17.1MB    | 88,314          |
| Yor`ub´a    | BBC Yor`ubá                                                           | 15.0MB    | 117,124         |

Table 10: Monolingual News Corpora used for language adapter and SFT training, their sources and size (MB), and number of sentences.