Application of neural network for exchange-correlation functional interpolation
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Density functional theory (DFT) is one of the primary approaches to get a solution to the many-body Schrödinger equation. The essential part of the DFT theory is the exchange-correlation (XC) functional, which can not be obtained in analytical form. Accordingly, the accuracy improvement of the DFT is mainly based on the development of XC functional approximations. Commonly, they are built upon analytic solutions in low- and high-density limits and result from quantum Monte Carlo or post-Hartree-Fock numerical calculations. However, there is no universal functional form to incorporate these data into XC functional. Various parameterizations use heuristic rules to build a specific XC functional. The neural network (NN) approach to interpolate the data from higher precision theories can give a unified path to parametrize an XC functional. Moreover, data from many existing quantum chemical databases could provide the XC functional with improved accuracy. In this work, we develop NN XC functional, which gives both exchange potential and exchange energy density. Proposed NN architecture consists of two parts NN-E and NN-V, which could be trained in separate ways, which adds additional flexibility. We also show the suitability of the developed NN XC functional in the self-consistent cycle when applied to atoms, molecules, and crystals.

I. INTRODUCTION

Since its emergence, density functional theory (DFT) serves as one of the primary methods of solving the many-body Schrödinger equation. The main theoretical bottleneck in DFT theory is the unknown form of the exchange-correlation (XC) functional. Therefore, the progress in developing more accurate XC functionals reveals more possibilities for using DFT in cases where high accuracy of quantum-mechanical calculations is required. Information for constructing XC functionals is taken from numerical calculations using quantum Monte Carlo or post-Hartree-Fock [2, 3]. The influential Monte Carlo (MC) simulations of the uniform electron gas (UEG) by Ceperley and Adler [3] led to the creation a number of practical local density approximations (LDAs) [5–7]. The next big success in reaching better accuracy was achieved by the generalized gradient approximation (GGA), which takes into consideration local gradients of electron density [8–10]. This improvement sufficiently increased the capability of DFT to characterize systems with inhomogeneous electron densities. Calculations made by post-Hartree-Fock methods were also used to improve the quality of the XC functionals for molecular systems [11]. The search for advanced XC functional is ongoing, and still a very active direction of research [12–15].

Regardless of the evident triumph of the LDA and GGA, their development is a highly complex procedure that involves many heuristics stages. The XC functional’s form is generally specified by physical insights (the local nature of the interaction, perturbation approach, analytical solutions in extreme cases, etc.), and a set of adjustable parameters [7, 10]. Such inflexible functional form makes it difficult to integrate more numerical results from modern quantum MC [16, 17] and post-Hartree-Fock calculations [18], which could lead to increased XC functional accuracy. Therefore it may be fruitful to use an adaptive XC functional form that, on the one hand, facilitates the incorporation of numerical calculations and, on the other hand, enable to include the physical insights into it.

One perspective candidate for the flexible XC functional form is the neural network (NN), which provides a universal approach to approximate any functional relationship [19]. Analytical information could be also included in the NN as a synthetically generated part of the data set. NN was first utilized as a functional form for XC potential by Tozer et al. [20]. After that, several studies have been addressed the possibility of using NN to approximate XC functionals form [21–26]. Work by Nagai and co-authors [22] is especially worthy of note. They presented the first working NN XC functional, which
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gives better accuracy than traditional ones.

Despite significant advances in the development of XC functionals based on NNs, a wide range of issues remain. Namely, how to relate the exchange-correlation energy density ($\epsilon_{xc}$) and the exchange-correlation potential (XC potential, $V_{xc}$)? In the analytical description, such connection is provided by a standard differentiation, which is sometimes tedious but straightforward. But when new features are included in the NN, for example, the logarithm of density (standard feature scaling procedure), it is not clear how to incorporate them into the connection between XC potential and corresponding energy density. It is also essential to find a way to include physical insight into XC functionals, such as asymptotic analytical solutions and conservation laws. Another issue is an optimal NN architecture and feature selection for presenting XC functional. So far, no detailed comparison has been made of various NN architectures on the same training data.

We focus on constructing NN XC functionals that output both $\epsilon_{xc}$ and $V_{xc}$. The developed NN consists of two parts: one part is used to evaluate $\epsilon_{xc}$ (NN-E), and another approximates $V_{xc}$ (NN-V). They connected in such a way that the output of NN-E is one of the input features for NN-V (see fig. 1). The train/test data set was obtained from the DFT calculation of crystalline silicon, benzene, and ammonia with PBE XC functional [10, 27]. After XC NN training, we implemented it into existing DFT code [28, 30] and conducted self-consistent cycle calculations of train/test systems and in addition with atoms and molecules from IP13/03. The mean relative error of total and XC energies on training/test samples is on the order of 0.001%. The same errors on crystals and molecules that were not used to train XC NN increased by the order magnitude but were still small, around 0.01%. Such a small relative error indicates that the proposed architecture could be successfully used for XC functional form representation. The key feature of the proposed NN architecture is that the weights of NN-V are pre-trained on $\epsilon_{xc} \rightarrow V_{xc}$ mapping and fixed during learning on new training data.

It allows being sure that the output of NN-E is indeed the $\epsilon_{xc}$, because the relation between $\epsilon_{xc}$ and $V_{xc}$ is preserved. It is also should be noted that the boundary conditions are included by using extra datasets. They are synthetically generated to fulfill given boundary conditions. In our case it was just $\epsilon_{xc} \rightarrow 0$ given that electron density ($n$) is vanishing, and $\epsilon_{xc} \rightarrow \epsilon^{LDA}_{xc}$ given that gradient modulus squared of electron density ($\sigma$) is also approaching zero.

This paper is outlined as follows: In methods section, we describe the data generation process, NN topology, features and hyperparameters. In the results section, we first show the results of NN training, features distributions, and evaluated metrics; in the following, we demonstrate NN XC’s application in DFT calculations on atoms and molecules that were not in the dataset. In conclusion section, we summarize our results and suggest following research steps that could be done with the developed NN XC pipeline, with a particular emphasis on integrating...
FIG. 2. Training curves of obtained neural network. The left one corresponds to NN-V training, where Log(Loss) is the logarithm of loss defined in “Methods” section. The right one corresponds to NN-E training with boundary conditions.

data from high-level methods such as quantum MC and post-HF calculation.

II. METHODS

The proposed neural network architecture consists of two parts: the NN-E and the NN-V. The NN-E serves to obtain the $\epsilon_{xc}$, and the NN-V allows calculating of the $V_{xc}$ from the corresponding energy using the output of NN-E. Only the spin unpolarized case is considered.

The NN-E input parameters are electron density $n$ and the square of the electron density gradient $1$. We use base-10 logarithmic transformation for preprocessing input features of NN-E. The input features for the NN-V are $\epsilon_{xc}$, $n$, $1$, and Laplacian of the electron density $\Delta n$;

$$\sigma = \langle \nabla n, \nabla n \rangle, \quad (1)$$
$$\gamma = \langle \nabla \sigma, \nabla n \rangle \quad (2)$$

All NN-V features except $\epsilon_{xc}$ are converted to zero mean and unit variance (see. fig[1]).

At the first stage of training, only the NN-V is trained. In this case, the energy that is supplied to the input to the NN-V is obtained using the libxc [31] package. The first stage aims to teach mapping between the $\epsilon_{xc}$ and the corresponding potential, and the $\epsilon_{xc}$ known in advance is used. In this case the following loss function is applied:

$$Loss = \frac{1}{N} \sum_{i=1}^{N} [(V_{xc}^{true}(i) - V_{xc}^{predicted}(i))^2 +$$
$$\epsilon_{xc}^{predicted}(0, \sigma)[i] - 0)^2 +$$
$$\epsilon_{xc}^{predicted}(n, 0)[i] - \epsilon_{xc}^{LDA}(n)[i])^2] \quad (3)$$

The first boundary condition is based on the fact that $\epsilon_{xc}$ tends to zero at zero density with any input $\sigma$. The second boundary condition follows from the fact that with zero $\sigma$ and any density $\epsilon_{xc}$ leads to the corresponding energy for the case of the local density approximation.

To obtain the training data, we carry out DFT calculations [1, 2] of silicon, benzene, and ammonia. We perform the calculations in real space using the Octopus code [28–30]. The XC functionals used include the exchange and correlation parts from [10, 27]. The total number of the calculations is 10 for each chemical substance. Atomic configurations in these calculations are differed by applied strain $\pm 5\%$. Grid spacing in the range from zero to 10 is used. This corresponds to $64 \times 64 \times 64$ mesh for silicon and benzene, and $65 \times 65 \times 65$ mesh for ammonia. The mesh size for ammonia is a little bit larger due to technical issues related to non-periodic boundary conditions. For avoiding gradient inconsistency in the boundaries we use cropping. We remove data points lying at a distance of 4 (due to numerical scheme of differentiation) or less from the boundaries of the parallelepiped. Finally, the dataset size was approximately 5.2 million samples.

The Pytorch framework [32] is utilized for training the neural network. We use the Adam algorithm for training
with a learning rate descending from 0.001 by 25 percent every 20 epoch, and mean square error (MSE) loss. The batch size selected for training is 5000. The neural architecture used for the NN-E is a fully connected network with two input neurons, one linear output neuron, and four exponential linear units (ELU) [33] hidden layers with 100 neurons. NN-V has the same architecture except that the number of input neurons increased to 5.

To implement boundary conditions [34] we also included two additional batches in each training step. The first one consists of zero electron density and non-zero gradients with corresponding zero $\epsilon_{xc}$. The second one contains non-zero electron density and zero gradients with corresponding $\epsilon_{xc}^{LDA}$.

III. RESULTS

A. Training of Neural Network

Training curves for NN-V and NN-E are presented in Fig. 2. Jumps on the training curves are related with adjustable learning rate used for optimization algorithm. The loss reaches a plateau after 300000 batches for NN-V and 200000 batches for NN-E correspondingly. Each batch consisted of 32 sample. The final loss achieved values of about $10^{-6}$ in both cases.

The distributions of input features are presented in fig 3. In addition, the distributions of the Wigner-Seitz radius ($r_s = (\frac{2}{3\pi n})^{1/3}$, where $n$ is electron density) and the dimensionless gradient $s = (\frac{1}{2\sqrt{3\pi n^2}}) |\nabla n|$ are presented. Individual distributions of substances included in the training dataset are normalized to the total number of elements in the entire training dataset. They are not...
FIG. 5. Comparison of maximum electron density in SCF cycle between "good" case with small Exc error (SH) and "bad" case with large Exc error (O and O2) with respect to the training distribution

FIG. 6. Comparison of enhancement factor \( F_{xc}(r_s, \epsilon) \) obtained from NN-E (blue line) and libxc (red line)

uniform due to real systems used in training procedure. Analysis of such distributions is important to determine the limits of NN XC functional applicability, i.e. to detect cases where NN XC functional will certainly fail due to absence of such data in the training data set. This is especially important for case of heavy atoms in which core electron density could have large derivatives.

The training of NN was performed on benzene, silicon and ammonia. For each substance ten calculation was performed. In each calculation the system was stretched or compressed in range of \( \pm 5\% \) of lattice constant to obtain electron densities in a wider range.

The resulting MSE (mean square error) and MAE (mean average error) on training data set is presented in the table I. Minimum MAE of \( \epsilon_{xc} \) is obtained on benzene, maximum MAE is achieved on silicon. You can see in Figure 3 that the distributions of silicon are significantly different from the overall distributions of the training dataset. We think that it is the explanation of such a high error on the training silicon subsample.

|         | \( V_{xc}^{MSE} \) | \( \epsilon_{xc}^{MSE} \) | \( V_{xc}^{MAE} \) | \( \epsilon_{xc}^{MAE} \) |
|---------|-----------------|-----------------|-----------------|-----------------|
| Benzene | \( 1 \cdot 10^{-6} \) | \( 6 \cdot 10^{-4} \) | \( 4 \cdot 10^{-4} \) | \( 2 \cdot 10^{-3} \) |
| Silicon | \( 1 \cdot 10^{-6} \) | \( 4 \cdot 10^{-4} \) | \( 2 \cdot 10^{-5} \) | \( 1 \cdot 10^{-3} \) |
| Ammonia | \( 3 \cdot 10^{-6} \) | \( 1 \cdot 10^{-3} \) | \( 2 \cdot 10^{-6} \) | \( 4 \cdot 10^{-4} \) |

TABLE I. Results of NN XC functional on a training dataset.

B. Testing of Neural Network

We selected IP13/03 dataset for testing proposed NN XC functional. All calculations are performed in \( 17.5 \times 17.5 \times 17.5 \ a_0 \) parallelepiped with a \( 65 \times 65 \times 65 \) mesh, which corresponds to a spacing of \( 0.273 \ a_0 \).

We incorporate the developed NN XC functional into
TABLE II. Results of testing NN XC functional on a subset of IP13/03 dataset. $E_{total}$ and $E_{xc}$ denote total energy and exchange-correlation energy correspondingly obtained after convergence.

| Element | $E_{total}$ error, % | $E_{xc}$ error, % |
|---------|----------------------|------------------|
| C       | 0.052                | 0.287            |
| S       | 0.015                | 0.102            |
| SH      | 0.021                | 0.007            |
| Cl      | 0.010                | 0.035            |
| OH      | 0.554                | 1.036            |
| $Cl_2$  | 0.001                | 0.035            |
| O       | 1.556                | 4.029            |
| P       | 0.008                | 0.071            |
| $O_2$   | 0.646                | 2.482            |
| PH      | 0.014                | 0.050            |
| $PH_2$  | 0.011                | 0.023            |
| S       | 0.023                | 0.040            |
| $S_2$   | 0.003                | 0.253            |

IV. DISCUSSION AND CONCLUSION

Low error on the validation data set indicates that the developed approach to the architecture of the XC functional interpolates well the existing XC functionals and has the high generalizing ability. Furthermore, in the framework of the proposed architecture, one can train NN-E and NN-V separately, making it flexible to use. The basic strategy to create working functional in the framework of the proposed architecture would be initially to train the NN-V part on a specific type of existing XC functional such as LDA, GGA, or meta-GGA, using various types of input features. Then the NN-E part of the neural network is trained on the data obtained by accurate post-Hartree-Fock or quantum Monte Carlo methods.

The main advantage of the NN approach in comparison with other interpolation techniques for XC functionals is its flexibility to incorporate exchange-correlation data from different sources, such as post-Hartree-Fock and quantum Monte Carlo. It is possible that application of the NN to interpolate high-level XC quantum data could eliminate many heuristics used in the traditional construction of XC functionals.
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