Investigation of data quality in the problem of calculating the composite index of a system from a series of observations
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Abstract. The article discusses the use of the finite difference method for assessing the quality of data in the problem of calculating a composite indicator of system quality based on a number of observations. For this technique to be applicable, the data must be approximated with polynomials of lower degrees than the number of observations minus one. The assumption is tested empirically on a specific data set. 37 variables characterizing the quality of life of the population of Russia for 2010-2017 are considered. The dependences of the quality of data approximation on the degree of polynomial regression are analyzed. The results of the numerical experiment make it possible to draw a conclusion about the legitimacy of evaluating data errors using the finite difference method. The use of the finite difference apparatus for analyzing of the fetch shows the presence of fatal errors from 0.59% to 28.92%. Therefore, obtaining the composite characteristics of objects on the basis of such data must necessarily take into account the presence of a fatal error. In particular, the number of parameters characterizing the system should be large enough to compensate for random errors with averaging.

1. Introduction
The problem of determining a complex indicator of complex systems arises both when studying physical phenomena, technical systems, and when solving problems of managing socio-economic systems. When describing stochastic dynamical systems in problems of hydrodynamics, magneto hydrodynamics, astrophysics, plasma physics, radio physics, integral quantities characterizing such systems are their main characteristics. For example, all conservation laws of continuum in mechanics and electrodynamics are written for integral quantities. Integral characteristics describe the dynamics in general, allowing to abstract from the side effects associated with the randomness of indicators, distorted with noise and are the key to understanding structure formation in stochastic dynamic systems [1].

The construction of an integral indicator introduces order relations on a multidimensional set of objects and allows to compare the quality of objects. The common goal of most composite indicators is the ranking of objects (countries) and their comparative analysis [2–6]. A huge number of methods used to assess the quality of poorly structured systems [2] indicates dissatisfaction with the results and the need for further research in this area [4, 7].

The construction of composite indices without the use of a priori information to obtain the weight coefficients makes it possible to obtain objective indicators of the system under study. However, the use of formal methods for determining the weight coefficients in the event of errors (distortions) will lead to a change in the calculated coefficients. Therefore, one of the reasons for the insufficient quality of composite indices may be the unsatisfactory quality of the data used.
The fundamental difference in the calculation of composite indices for weakly structured systems is the uncertainty of the quality of the data used, in contrast to the calculation of characteristics, for example, technical systems for which the measurement error is known in advance. The authors note the presence of a large number of errors in statistical data when calculating composite indices [7–9]. Nevertheless, it is the statistical data containing fatal errors that currently represent the best estimates of the available real values in social systems [7].

The article discusses the use of the finite difference method for assessing the quality of data in the problem of calculating a composite indicator of system quality based on a number of observations. This technique requires the data to be approximated with polynomials of lower degrees than the number of observations minus one. The assumption is tested empirically on a specific data set. The dependences of the quality of data approximation on the degree of polynomial regression are analyzed. The results of the numerical experiment make it possible to conclude that it is legitimate to estimate the data errors using the finite difference method.

2. Statement of the problem

Let’s consider the construction of an integral estimate of a system of \( m \) objects, for which tables of object descriptions for a number of observations are known - matrices of dimension \( m \times n \)

\[
A^T = \{a_{ij}^T\}_{i,j=1}^{n,m}, \quad t = 1, \ldots, T.
\]

The matrix element \( a_{ij}^T \) is the value of the \( j \)-th indicator of the \( i \)-th object, the vector \( \mathbf{a}_i^T = (a_{i1}^T, \ldots, a_{in}^T) \) is the description of the \( i \)-th object at the moment \( t \). For each moment \( t \), the vector of integral indicators has the form

\[
\mathbf{q}_t = A^T \cdot \mathbf{w}_t,
\]

or, for the \( i \)-th object at the moment \( t \)

\[
\mathbf{q}_t^i = \sum_{j=1}^n w_{ij} \cdot \mathbf{a}_i^j
\]

where \( \mathbf{q}_t = (q_{1t}, q_{2t}, \ldots, q_{mt})^T \) is the vector of integral indicators at the moment \( t \), \( \mathbf{w}_t = (w_{11}, w_{12}, \ldots, w_{m1})^T \) is the vector of weights of indicators for the moment \( t \), \( A^T \) is the matrix of preprocessed data for the moment \( t \). The numerical characteristics of the system were preliminarily subjected to unification - bringing the values of variables to the segment \([0, 1]\) according to the principle “the more, the better”.

To construct an integral indicator of the quality of the system, it is required to find the weights of the indicators \( \mathbf{w}_t \) for each time point that adequately reflect the properties of the system under consideration. That is the determinable weighting factors should reflect the structure of the system being assessed. This interpretation of weighting factors eliminates one of the main uncertainties in the design of an integral indicator. If the composite system quality indices are determined for a series of consecutive observations, then we are dealing with a change in data. This change in data over time is caused with both a change in the situation and random errors in data logging [10].

One of the simplest methods for analyzing the structure of the system under study is the principal component method (PCA). Principal component space is optimal for modeling internal data structures. The multivariate analysis technique, which works well for evaluating technical systems, often gives an unreliable result when constructing composite indices of semi-structured systems. In particular, computed composite indices are extremely unstable [11–14]. This may be due to data errors. The presence of a number of recorded measurements \( A^T = \{a_{ij}^T\}, t = 1, \ldots, T \) allows us to estimate this error.

3. Estimating fatal data errors

Data quality is a generalized concept that reflects the degree of their suitability for solving a specific problem [15, 16]. In accordance with the ISO 9000: 2015 standard, the main quality criteria are
completeness, reliability, accuracy, consistency, availability and timeliness [17]. Abnormal values and noises are cited as the main problems causing data quality degradation. These shortcomings do not disrupt the work of data processing algorithms, but generate incorrect analysis results.

In world statistical practice, there is no generally accepted definition of data quality as a result of statistical activity. However, the generally accepted components of the modern concept of statistical quality are the concepts of data accuracy and reliability. In practical terms, there is no single and complete measure of the reliability and accuracy of the results of statistical observations, therefore, several forms of its expression are used. Based on practical needs, the degree of accuracy of a value is usually characterized with its variance, standard error, and coefficient of variation. But these measures of accuracy poorly characterize the reliability and the presence of possible registration errors. Such errors can be estimated using the finite difference apparatus.

Let \( y_i \) is the exact (unknown) value of the measured quantity determined for a number of observations \( i = 1, \ldots, k \); \( y_i^* \) – measured value containing an error; \( e_i = y_i^* - y_i \) – measurement error. The error in statistical data is random. The value \( e_i \) is unknown and cannot be calculated from the recorded observations. However, the maximum of the errors can be estimated.

Let’s denote the maximum error for all observations \( \varepsilon = \max_i |e_i| \). Then the measured value \( y_i^* \) lies in the range \( y_i - \varepsilon \leq y_i^* \leq y_i + \varepsilon \). Let’s consider the first finite differences of the approximate quantities

\[
\Delta y_i = \Delta \left( y_i^* \right) = y_i^* - y_i
\]

\[
\Delta y_i = (y_{i+1} + e_{i+1}) - (y_i + e_i) = (y_{i+1} - y_i) - (e_{i+1} - e_i)
\]

Considering that \( |e_{i+1} - e_i| \leq |e_{i+1}| + |e_i| \leq 2 \cdot \varepsilon \) is the modulus of the approximate finite difference, where \( \Delta_i = y_{i+1} - y_i \) are the first finite differences of unknown exact quantities. Further, the second finite difference of approximate values \( \Delta y_i^2 = \Delta y_i - \Delta y_i \) is estimated similarly \( |\Delta y_i^2| \leq |\Delta y_i| + 4 \cdot \varepsilon \). The last calculated \( k \)-th approximate finite difference satisfies the estimate

\[
|\Delta y_i^k| \leq |\Delta y_i^1| + 2^k \cdot \varepsilon
\]  

It is known that for smooth functions the value of the finite difference tends to zero as the order of the difference increases. In particular, for a polynomial of degree \( k \) \( P_k(x) = a_k \cdot x^k + a_{k-1} \cdot x^{k-1} + \ldots + a_0 \) the following relations are held:

\[
\Delta^{k+1}(P_k(x)) = 0 \text{ and } \Delta^k(P_k(x)) \approx a_k \cdot h^k,
\]

where \( h \) is the table step. If the values of the measured function from measurement to measurement do not change too quickly (the function is continuous and the derivatives of higher orders are limited), the function can be approximated with a polynomial of a low degree and the values of the exact finite differences \( \Delta^k \) tend to zero with increasing order. This means that the calculated values of the approximate finite differences provide an estimate of the initial error:

\[
|\Delta y_i^k| \leq 2^k \cdot \varepsilon
\]  

We denote

\[
\varepsilon^* = |\Delta y_i^k| / 2^k
\]

Taking into account that the value \( \varepsilon \) estimated the errors of the values of the function from above, \( |e_i| \leq \varepsilon \) and according to inequality (4) \( \varepsilon \geq |\Delta y_i^k| / 2^k \), then there are two options for estimating \( \varepsilon \):
The real relationship between the values $|e_i| \leq e \leq e^*$ can be obtained from a numerical experiment. To do this, let's consider a model example.

Table 1 shows the result of calculating high-order finite differences for the exact specification of the function $f(x) = \ln(x + 4)$ and in the case of introducing errors in its values. In the absence of errors, already the third finite differences of a precisely given function turn to zero (highlighted in Table 1). If an error of the order of $\varepsilon = 0.01$ is introduced into each value of the function, then the final difference of the seventh order for the approximate values of the function is $\Delta^7 = 0.25$ (highlighted in the table) and the error estimate is $\varepsilon^* = 0.002$ with a real error $\varepsilon = 0.1$. So, the calculated estimate $\varepsilon^*$ turned out to be less than the real error $\varepsilon$, i.e. the following inequality is held to estimate the error

$$\varepsilon^* = \frac{\left| \Delta^k \right|}{2^k} \leq \varepsilon \quad \text{(6)}$$

If the error $\varepsilon = 1$ is introduced into one value of the function and the exact value of the function $f(0.3) = 1.459$ is replaced with the approximate value $f^*(0, 3) = 2.459$ (highlighted in Table 1), then the seventh finite difference for the approximate values of the function, in this case, it will be $\Delta^7 = 35$, and the error estimate by formula (3) will be $\varepsilon^* = 35/2^7 = 0.276$. The computed estimate $\varepsilon^*$ turned out to be less than the real error $\varepsilon$.

**Table 1.** Examples of calculating high-order finite differences.

| $x$  | $f(x)$ | $\Delta^1$ | $\Delta^2$ | $\Delta^3$ | $\Delta^4$ | $\Delta^5$ | $\Delta^6$ | $\Delta^7$ |
|------|--------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 0    | 1.386  | 0.025       | -0.001      | 0           | 0           | 0           | 0           | **0**       |
| 0.1  | 1.411  | 0.024       | -0.001      | 0           | 0           | 0           | 0           |
| 0.2  | 1.435  | 0.024       | -0.001      | 0           | 0           | 0           |
| 0.3  | 1.459  | 0.023       | -0.001      | 0           | 0           |
| 0.4  | 1.482  | 0.022       | 0           | 0           |
| 0.5  | 1.504  | 0.022       | 0           |
| 0.6  | 1.526  | 0.022       |
| 0.7  | 1.548  |             |             |             |             |

Values of the function are rounded to the nearest hundredth

| $x$  | $f^*(x)$ | $\Delta^1$ | $\Delta^2$ | $\Delta^3$ | $\Delta^4$ | $\Delta^5$ | $\Delta^6$ | $\Delta^7$ |
|------|----------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 0    | 1.380    | 0.03        | -0.01       | 0.01        | 0           | -0.03       | 0.1         | **-0.25**   |
| 0.1  | 1.410    | 0.02        | 0           | 0.01        | -0.03       | 0.07        | -0.15       |
| 0.2  | 1.430    | 0.02        | 0.01        | -0.02       | 0.04        | -0.08       |
| 0.3  | 1.450    | 0.03        | -0.01       | 0.02        | -0.04       |
| 0.4  | 1.480    | 0.02        | 0.01        | -0.02       |
| 0.5  | 1.500    | 0.03        | -0.01       |
| 0.6  | 1.530    | 0.02        |
| 0.7  | 1.550    |             |             |             |             |             |

**Single emission**

| $x$  | $f^*(x)$ | $\Delta^1$ | $\Delta^2$ | $\Delta^3$ | $\Delta^4$ | $\Delta^5$ | $\Delta^6$ | $\Delta^7$ |
|------|----------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 0    | 1.386    | 0.025       | -0.001      | 1           | -4          | 10          | -20         | **35**      |
| 0.1  | 1.411    | 0.024       | 0.999       | -3          | 6           | -10         | 15          |
| 0.2  | 1.435    | 1.024       | -2.001      | 3           | -4          | 5           |
| 0.3  | **2.459**| -0.977      | 0.999       | -1          | 1           |
| 0.4  | 1.482    | 0.022       | 0           |
| 0.5  | 1.504    | 0.022       |
| 0.6  | 1.526    | 0.022       |
| 0.7  | 1.548    |             |             |             |             |             |             |
This means that the calculated value of $\varepsilon^*$ is a lower estimate of the possible error and may be a characteristic of the sample under study. We can say that this value is, in a sense, a measure of the randomness of the data in the sample. If the values of the measured quantities are preliminarily given for the interval $[0, 100]$, then the value $\varepsilon^*$ calculated by formula (3) will characterize the relative sampling error. The actual error may exceed this value.

**4. Influence of the smoothness of the function on the error estimate**

Let the variable $x_{ij}$ be represented with observations $x_{ij}(1), x_{ij}(2), \ldots, x_{ij}(T)$ that implement the unknown dependence of the functioning of the system under consideration with some errors $x_{ij}(t) = x_{ij}(t) + \varepsilon_{ij}(t)$. The function $x_{ij}(t)$ on the interval $t \in [1, T]$ can be approximated with a polynomial of degree $n$ $x_{ij}(t) \approx P_n(t) = a_n \cdot t^n + a_{n-1} \cdot t^{n-1} + \ldots + a_0$. Then the measured value is represented with its approximate value, which contains an error $x_{ij}(t) \approx P_n(t) + \varepsilon_{ij}(t)$. From the values $x_{ij}(1), x_{ij}(2), \ldots, x_{ij}(T)$, approximate finite differences can be calculated up to the order of $T-1$ inclusively: $\Delta_{ij}^{-1} = \Delta_{ij}^{-1}(x_{ij}(1)) \equiv \Delta_{ij}^{-1}(P_n(1) + \varepsilon_{ij}(t))$.

If the degree of the approximating function $n$ is less than $T-1$ $n < T-1$, then the last exact finite difference becomes zero $\Delta_{ij}^{-1}(P_n(1)) = 0$. Then the calculated approximate finite difference is $(\Delta_{ij}^{-1} = \Delta_{ij}^{-1}(P_n(1)) + \varepsilon_{ij}(t))$ and the estimate is fair according to (4, 5)

$$\left| (\Delta_{ij}^{-1})^{T-1} \right| \leq 2^{T-1} \cdot \varepsilon_{ij} = 2^{T-1} \cdot \varepsilon_{ij}, \quad \varepsilon_{ij} = \max_{t} \left| \varepsilon_{ij}(t) \right|. $$

So, the calculated estimate of the data error for the parameter $x_{ij}$ over the observation interval $t \in [1, T]$ is determined with the relation

$$\varepsilon_{ij}^* = \left| (\Delta_{ij}^{*})^{T-1} \right| / 2^{T-1}, \quad \text{at that } \varepsilon_{ij}^* \leq \varepsilon_{ij} \quad \text{where } \varepsilon_{ij} = \max_{t} \left| \varepsilon_{ij}(t) \right|.$$ (7)

The calculated value $\varepsilon_{ij}^*$ is an estimate from below of the possible error in registering the $j$-th parameter for the $i$-th object and can be a characteristic of the quality of the fetch under study. If the values of the studied quantities $x_{ij}(1), x_{ij}(2), \ldots, x_{ij}(T)$ are preliminarily given for the interval $[0, 100]$, then $\varepsilon_{ij}^*$ it will characterize the relative fetching error.

So, if the function allows approximation with polynomials of lower degrees than the number of observations minus one, and the value of the last approximate finite difference is nonzero $(\Delta_{ij}^{*})^{T-1} \neq 0$, then this value of the approximate finite difference is determined with the distortions of the values of the variable introduced during registration of observations, which can be estimated by (7).

Obviously, the functional dependence of the measured data can be unambiguously restored from the available $T$ values with an interpolation polynomial of degree $T-1$: $P_{T-1}(x) = a_{T-1} \cdot x^{T-1} + a_{T-2} \cdot x^{T-2} + \ldots + a_0$. In this case, the value of the last exact finite difference is determined with the leading coefficient of the interpolation polynomial

$$\Delta_{ij}^{-1} \approx \Delta_{ij}^{-1}(P_{T-1}(x)) = a_{T-1}$$

If the function being modified allows approximation with polynomials of lower degrees, then the value of the last exact finite difference should be zero $\Delta_{ij}^{-1}(P_{T-1}(x)) = 0$. If the function allows approximation with polynomials of lower degrees, and the value of the last approximate finite difference does not vanish $(\Delta_{ij}^{*})^{T-1} \neq 0$, then this value is determined with the distortions of the values of the variable.
introduced during the registration of observations. The assumption that the data can be approximated with polynomials of lower degrees than the number of observations minus one can be tested empirically on a specific dataset.

5. Application of regression analysis to describe experimental data
The selection of mathematical models that best describe the experimental data is the task of regression analysis. In classical regression analysis [17–22], the model is represented in the following form

\[ y = G(x, \beta) + \varepsilon \]  

(8)

where \( x = (x_1, x_2, \ldots, x_m) \) is the vector of input (independent) variables; \( y \) is the random output (dependent) variable; \( \beta = (\beta_1, \beta_2, \ldots, \beta_m) \) is the unknown vector of model coefficients; \( \varepsilon = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_m) \) is the random variable (random disturbance, error, noise), taking into account the influence of random factors. It is assumed that random perturbations are normally distributed with parameters \( M(\varepsilon) = 0, \quad \sigma^2 = \sigma^2 = \text{const} \).

Obviously, due to the action of random factors, model (8) cannot accurately predict the value of the output variable for the given values of the input variables. Therefore, there is no reason to speak of a “true” model in the full sense of the word. Usually, the “true” value of the output variable is understood as its conditional mathematical expectation at the given values of the input variables:

\[ M[y|x] = M[(G(x, \beta) + \varepsilon)|x] = M[G(x, \beta)] + M[\varepsilon] = G(x, \beta) \]

(9)

Relation (9) is a theoretical regression model - the regression equation for \( y \) relative to \( x \). The main task of regression analysis is to identify and approximate the mathematical description of the causal relationship \( G(x, \beta) \) between the output and input variables. For this purpose, based on statistical data (sample \( \{x_i, y_i\}, \quad i = 1 \ldots T \) ), the least squares method is used to construct a statistical analogue of relationship (9) - an empirical regression model

\[ y' = G'(x, b) \]

(10)

the adequacy of which, i.e., the degree of its correspondence to statistical data, is assessed using the sample coefficient of determination

\[ R^2 = \frac{\sum_{i=1}^{n} (y_i - \bar{y})^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}, \quad \bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i \]

(11)

The coefficient \( R^2 \) shows how much of the variation \( y \) is due to the regression model. It follows from relation (11) that the maximum possible value \( R^2 \) is limited with the measurement error, the presence of unaccounted factors and does not depend on the composition of the input variables and the structure of the model. For example, if 10% of the variation in the output variable is due to the measurement error of the variables, then the maximum possible value \( R^2 \) cannot exceed 0.9 for any model structure. In the presence of statistical noise, a large value \( R^2 \) is provided due to the excessive complication of the model, which, instead of the existing regularity, describes random errors.

6. Using of polynomial regression to describe experimental data
To make sure that the estimates of the distortions of the values of the variable introduced during the registration of observations are correct, you need to make sure that the recorded values can be approximated with polynomials of lower degrees than the number of observations minus one. Then the calculated value of the last approximate finite difference \( (\Delta_{ij}^*)^{T-1} \neq 0 \), will determine the estimate of the distortions of the variables introduced during the registration of observations according to formula (7).

Let us consider in table 2 a set of variables characterizing the quality of life of the population [18] for 2010-2017. These variables were used to assess the quality of life of the Russian population in many studies, for example, in [20]. For correct comparison, the values of the variables are given on the segment
[0, 100]. The resulting estimate in this case is the relative error value in percent. We consider eight observations in total. It is necessary to check whether on this interval the observational data are approximated with a polynomial of degree at most sixth.

It is necessary to calculate for each indicator the values of the approximate seventh finite differences for all objects according to (5) \( \varepsilon^*_j = \left| \frac{1}{A_{jj}} \right|^{2/7} \). Further, for each indicator, we define the maximum observed value of the distortion of the variable as the maximum value of the obtained values for all subjects: \( \varepsilon^*_j = \max_i \left| \varepsilon^*_{ij} \right| \). The calculated value is an estimate of the observed distortions of the variable values. The obtained values together with the list of variables are shown in Table 2. The minimum observed error of the observed variables is 0.59%, and the maximum is 28.92%.

**Table 2.** Variables for calculating the integral index of the quality of life and the observed estimate of the error in the data for the 2010-2017 sample.

| Variable number | Variable Name | Eps |
|-----------------|---------------|-----|
| **Block 1: Population’s welfare** | | |
| 1 | Pre capita GDP–living wage ratio, units | 1.76 |
| 2 | Per capita income purchasing power relative to living wage, % | 3.70 |
| 3 | Share of people with incomes below living wage, % | 2.76 |
| 4 | The ratio of average income of the richest 20% to the poorest 20% (R/P 20) | 2.45 |
| 5 | Number of cars per 1,000 people | 2.50 |
| 6 | Share of families on waiting lists for housing, % | 14.84 |
| 7 | Total area of housing resources per resident (m2/10 people) | 3.71 |
| 8 | Share of dilapidated housing, % | 8.04 |
| 9 | Public road density (km/10,000 km2) | 1.40 |
| **Block 2: Population quality** | | |
| 10 | Life expectancy at birth, years | 4.43 |
| 11 | Mortality rate, infant (per 1,000 live births) | 5.78 |
| 12 | Population growth rate, per 1,000 people | 1.84 |
| 13 | Deaths caused by communicable, parasitic diseases and TB per 100,000 people | 0.78 |
| 14 | Deaths caused by neoplasms per 100,000 people | 0.59 |
| 15 | Deaths caused by cardiovascular diseases per 100,000 people | 0.68 |
| 16 | Deaths caused by respiratory diseases per 100,000 people | 1.72 |
| 17 | Deaths caused by digestive system diseases per 100,000 people | 1.33 |
| 18 | Incidence of injuries, intoxication and other external causes per 100,000 people | 6.38 |
| 19 | Number of disabled people per 1,000 people | 0.93 |
| 20 | Incidence of congenital anomalies per 1,000 people | 8.50 |
| 21 | Specialists with higher education employed in economy, % | 2.40 |
| 22 | Labor force productivity (GRP per average annual number of employed in economy, thousand rubles/person) | 1.69 |
| 23 | Graduates from higher and vocational educational institutions per 1,000 people | 1.67 |
| **Block 3: Social quality** | | |
| 24 | Unemployment, % | 3.64 |
| 25 | Employers engaged in harmful and hazardous working conditions in the average annual number of employed in economy, % | 21.86 |
| 26 | Number of employees injured at work resulting in death or loss of earning capacity for 1 or more days per 1,000 employees | 6.18 |
| 27 | Net migration per 10,000 people | 11.13 |
| 28 | Intentional homicides per 100,000 people | 7.75 |
Incidence of intentional infliction of grievous bodily harm per 100,000 people 4.45
Incidence of rape per 100,000 people 28.92
Incidence of robbery and theft per 100,000 people 3.55
Incidence of larceny or embezzlement per 100,000 people 4.20
Number of registered with drug and substance abuse per 100,000 people 4.14
Number of registered with alcohol abuse per 100,000 people 1.93
Number of infected with TB per 100,000 people 1.79
Mortality from external causes per 100,000 people 10.93
Number of people with mental disorders per 100,000 people 1.63

The largest values of the observed errors are among the most socially significant indicators. The expected is a low quality of data characterizing migration growth. But the statistics of registration of families to be on filed with housing contain even more errors. There are many mistakes in registering old and dilapidated housing, congenital anomalies, the number of people employed in hazardous working conditions, the number of rapes and deaths from external causes.

To make sure that the assumption about the possibility of approximating the considered data with a polynomial of degree no more than sixth is valid, it is sufficient to numerically evaluate the quality of the polynomial regression for subjects providing the maximum value of the approximate seventh finite difference for each variable. Let us demonstrate this for variable 6. For this variable, check whether the observational data for it can be approximated with a polynomial of degree at most six. The quality of the approximation increases with the growth of the degree of polynomial regression (table 3). With an increase in the degree of the approximating polynomial, the number of objects with a relatively low coefficient of determination decreases. For polynomial regression of the sixth degree for 83 objects out of 85, the quality of the approximation can be considered good, for the remaining two - satisfactory. The analyzed dependences for the remaining variables confirm the conclusion about the validity of the observed estimates of the data errors presented in table 2.

Table 3. Dependence of the quality of approximation on the degree of polynomial regression for variable 6.

| Number of subjects | Polynomial Regression Degree |
|--------------------|----------------------------|
| R² >= 0.7          | 1  | 2  | 3  | 4  | 5  | 6  |
| 44                 | 61 | 72 | 79 | 82 | 83 |

7. Conclusion
Solving the problem of constructing the integral characteristic of the system requires a detailed understanding of the influence of the errors of the data used on the calculated characteristics. Even a small perturbation of the original data can cause a significant change in the weighting factors when using multivariate analysis methods. The reason for this may be the presence of fatal errors in the data used.

The finite difference method allows to estimate the presence of errors for a number of observations. For this technique to be valid, the data must be approximated with polynomials of lower degrees than the number of observations minus one. The validity of the assumption was tested empirically on a specific dataset of 37 variables that characterize the quality of life of the population of Russia for 2010-2017. Analysis of the sample shows the presence of observed fatal errors from 0.59% to 28.92%. Consequently, obtaining various composite characteristics of objects based on such data must necessarily take into account the presence of a fatal data error. In particular, the number of parameters that characterize the system should be large enough to compensate for random errors by averaging. The 37 parameters proposed to characterize the quality of life are quite sufficient to compensate for measurement errors. The characteristic of individual blocks, in which there are 9, 14 and 14 variables,
will be sensitive to fatal errors. The used method for calculating the composite indicator should also take into account the presence of fatal data errors.
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