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ABSTRACT

Saliency-driven image and video coding for humans has gained importance in the recent past. In this paper, we propose such a saliency-driven coding framework for the video coding for machines task using the latest video coding standard Versatile Video Coding (VVC). To determine the salient regions before encoding, we employ the real-time-capable object detection network You Only Look Once (YOLO) in combination with a novel decision criterion. To measure the coding quality for a machine, the state-of-the-art object segmentation network Mask R-CNN was applied to the decoded frame. From extensive simulations we find that, compared to the reference VVC with a constant quality, up to 29% of bitrate can be saved with the same detection accuracy at the decoder side by applying the proposed saliency-driven framework. Besides, we compare YOLO against other, more traditional saliency detection methods.

Index Terms— Video Coding for Machines, Saliency Coding, Versatile Video Coding, Mask R-CNN, YOLO

1. INTRODUCTION

In conventional video coding, each frame is commonly coded with a constant quantization parameter (QP) depending on a user-selected base QP. But as shown in [1], a block-wise QP adaptation (QPA) based on the human visual system is able to improve the subjective coding quality for humans as final observer, when coding tree units (CTUs) covering non-salient areas are transmitted with a lower visual quality. This QPA functionality is included in the new video coding standard Versatile Video Coding (VVC) [2] and its reference software VVC Test Model (VTM) [3].

However, more and more of today’s multimedia data traffic is not consumed by humans. Instead, computer vision algorithms analyze the data to solve different tasks, e.g., in the field of surveillance or autonomous driving. Thus, MPEG introduced an ad-hoc group on this so-called video coding for machines (VCM) task to optimize video codecs for machine-to-machine communication scenarios [4].

Because of this increasing demand in compression for machines, we investigated whether such an adaptive QP coding chain for VVC as proposed in [1] can also be employed to increase the coding efficiency, when the decoded frame is finally analyzed by a machine rather than being observed by a human. The general setup of the proposed coding framework is shown in Fig. 1. There, we optimize the encoder chain for the state-of-the-art segmentation network Mask R-CNN [5] being applied at the decoder side. In order to significantly reduce the required bitrate and still preserve the accuracy, we adjust the QPA from [1] so that the encoder can focus on the areas containing objects that are important for image segmentation by Mask R-CNN. For that, the selection of the algorithm to detect these salient regions before encoding is vital. On the one hand, it has to precisely find the important regions containing relevant objects, but on the other hand, the saliency detector still has to be fast enough for real-time applications. Thus, we select the one shot-object detection network You Only Look Once (YOLO) [6] to classify the important regions for encoding.

To the best of our knowledge, this is the first time that such a framework has been investigated with VVC and Mask R-CNN as evaluation network. In addition, we propose a decision criterion which derives when a CTU has to be considered as salient from the given saliency detections. Besides, also other possible saliency detectors than YOLO are tested.

In the recent past, saliency-driven coding frameworks for a human observer have already been investigated for Joint Photographic Experts Group (JPEG) and High-Efficiency Video Coding (HEVC) in [7] and [8], respectively. Using...
saliency detection algorithms to improve the coding performance for the VCM task has also been researched for older coding standards than VVC. The approach from Galteri et al. [9] creates a binary saliency map by a support vector machine. From that saliency map, the QP in HEVC is increased in CTUs that can be considered as background. Lastly, the approach in [10] allocates more bits in HEVC to areas that have been determined being important for the detection task by creating an importance map from the first few layers of the used object detection network.

2. PROPOSED SALIENCY CODING FRAMEWORK

The proposed saliency coding framework mainly consists of two parts before encoding the input image $I$ with VVC. First, $I$ is fed into a saliency detector returning the detected objects $S$ that span the area of all salient regions that have to be encoded in the best-possible quality. From these detections, a decision criterion is applied to define the quality with which each CTU of size $128 \times 128$ pixels is encoded.

2.1. Traditional Saliency Detectors for VCM Task

The proposed saliency coding framework can be run with any saliency algorithm returning salient regions or bounding box proposals of possible objects. To that end, three traditional methods are investigated that can be used to classify salient regions for a VCM scenario and which are fast enough to be applied to the encoding process in a practical scenario. The first method is called Edge Boxes [11] and creates bounding box proposals of objects without classification, where a user-defined number of boxes is returned. Another algorithm returning bounding boxes of objects based on a feature representation of normed gradients is Binarized Normed Gradients (BINO) [12]. Furthermore, we consider a classic saliency algorithm for human visual system called Fast and Efficient Saliency (FES) [13], which is based on a Bayesian model.

2.2. Applying YOLO as Saliency Detector

In YOLO, several objects with their bounding boxes are proposed by a convolutional neural network. After refining the boxes, only the most probable objects are taken according to a non-maximum suppression (NMS) threshold. Only proposals above the threshold are considered as detections. As parametrization for YOLO, we select a NMS threshold of $0.1$, and an intersection over union threshold of $0.5$, which makes sure that if detections overlap too much with each other, only the one with the highest confidence is considered as detection. These two parameters are differently selected compared to the default parametrization in order to provide a high recall finding the salient CTUs. An example of applying the three traditional saliency algorithms and YOLO to an image is provided in Fig. 2.

2.3. Decision Criterion

For the proposed processing chain, it is vital to select a proper decision criterion deriving the salient CTUs from the detections $S$. For that purpose, the overlap area $A_{i,k}^{\text{overlap}}$ between the current CTU $A_{k}^{\text{CTU}}$ and the bounding box of a single saliency detection $A_{i}^{\text{det}}$ is calculated by

$$A_{i,k}^{\text{overlap}} = A_{k}^{\text{CTU}} \cap A_{i}^{\text{det}},$$

with $i$ and $k$ representing the detection index and CTU index, respectively.

To find a suitable threshold when to define a CTU as salient, two cases have to be considered. In the first case, a single detected object is smaller than the size of a CTU. Thus, $A_{i,k}^{\text{overlap}}$ cannot be larger than the size of the detection $A_{i}^{\text{det}}$. In the second case, the detection is larger than the size of a CTU, and thus, $A_{i,k}^{\text{overlap}}$ cannot be larger than the size of the CTU $A_{k}^{\text{CTU}}$. However, a CTU could be considered as salient in both cases for the subsequent encoding process. Thus, we apply the following criterion that calculates the relative overlap $d$ related to the smaller area of either the detection or a CTU to satisfy both cases by

$$d_{i,k} = \frac{A_{i,k}^{\text{overlap}}}{\min(A_{k}^{\text{CTU}}, A_{i}^{\text{det}})},$$

For both cases, where either the detection is completely located in a CTU or a CTU is completely covered by the detection, $d$ equals to a maximum value of $1$. When the bounding box of the detection and the CTU do not overlap, $d$ equals $0$. With this measure, $k$-th CTU is considered as a salient CTU, when at least one detection has a relative overlap with the
CTU larger than a threshold $\theta$ by
\[
H_k = \begin{cases} 
1 & \text{if } \max_{i,k}(d_{i,k}) > \theta \\
0 & \text{else}
\end{cases},
\]
with $H$ saving the saliency information for each CTU. The optimal choice of $\theta$ will be evaluated later in Section 4.1.

In the proposed processing chain, the VVC encoder requires the input image $I$ and the decision mask $H$. Besides, the encoder is steered with the user-defined base and delta QP values $QP_{\text{base}}$ and $QP_{\text{delta}}$, respectively. With these, the adapted $QP_k$ for $k$-th CTU can be calculated according to
\[
Q P_k = \begin{cases} 
Q P_{\text{base}} & H_k = 1 \quad \text{(saliency)} \\
Q P_{\text{base}} + Q P_{\text{delta}} & H_k = 0 \quad \text{(non-saliency)}
\end{cases}.
\]
Subsequently, the resulting bitstream gets decoded and the decoded frame is taken as input for Mask R-CNN to detect and segment the objects $D$, which each consist of a class label, a segmentation mask, and a detection certainty. Eventually, the detection accuracy of Mask R-CNN and the required bitrate are measured, to evaluate the coding quality of the proposed VVC framework.

3. ANALYTICAL METHODS

3.1. Dataset

In order to evaluate the proposed coding framework, we selected the Cityscapes dataset\cite{14} containing single images capturing road scenes with a resolution of $2048 \times 1024$ pixels. The dataset includes uncompressed images and their corresponding pixel-wise annotated ground-truth data for eight classes of road-users: bicycle, bus, car, motorcyle, person, rider, train, and truck.

To quantify the detection accuracy of Mask R-CNN, analyzing the decoded and deteriorated frame, the average precision (AP) metric calculated for pixel-accurate detections was taken as described in\cite{14}, which is calculated for each class. Instead of averaging the AP values equally over all classes as done in\cite{14}, we weight the AP values of each class according to the number of instances as proposed in\cite{15}, since some classes are underrepresented in the Cityscapes validation set, e.g. bus and truck.

3.2. Setup

To investigate the coding gains of the proposed coding framework we used the 500 uncompressed Cityscapes validation images as input data. These were first analyzed by YOLO to obtain the detections. From these detections, the salient CTUs were derived according to\cite{3} and\cite{4}. Afterwards, the 500 images were encoded with VTM-6.2\cite{3} and $QP_{\text{base}}$ values of 12, 17, 22, and 27 in all intra configuration. Subsequently, the decoded images were fed into Mask R-CNN to obtain the segmented objects and measure its performance on deteriorated images with the weighted AP metric. The Mask R-CNN code was taken from\cite{16} as well as the model that has already been trained on the Cityscapes training dataset.

In order to measure the coding gains for the VCM task, we calculated the Bjøntegaard delta rate (BDR)\cite{17} and substituted the commonly used quality metric PSNR used with the weighted AP values, as practiced in\cite{10},\cite{15} and\cite{18} and as suggested by the JVET VCM group\cite{19}.

For YOLO, we used the darknet YOLO-v3 implementation from\cite{20} and their model that has already been trained on the Microsoft COCO dataset\cite{21}. Since COCO covers more instance classes than Cityscapes, all found objects by YOLO that are not related to a Cityscapes class have not been considered for the saliency detection. The code for the traditional saliency algorithms Edge Boxes and BING was taken from OpenCV\cite{22} and for FES we used the reference code from\cite{23}.

\begin{table}[h]
\centering
\begin{tabular}{cccrr}
\hline
$QP_{\text{delta}}$ & 0.0 & 0.025 & 0.05 & 0.1 \\
\hline
5 & -14.8 & -15.2 & -15.9 & -16.4 \\
20 & -26.0 & -27.3 & -26.3 & -26.1 \\
max & -29.0 & -26.8 & -28.4 & -26.4 \\
\hline
\end{tabular}
\caption{BDR values in % with the weighted AP as quality metric for $QP_{\text{base}} \in \{12, 17, 22, 27\}$ with VTM-6.2 as anchor for different $\theta$ and $QP_{\text{delta}}$ values with YOLO as saliency detector. Bold values indicate the highest coding gains for each $QP_{\text{delta}}$.}
\end{table}

4. EXPERIMENTAL RESULTS

4.1. Determining the Optimal Parametrization

In general, the coding quality of the proposed coding framework mainly depends on two parameters defined in Section 2.3. First, the threshold $\theta$ in the decision criterion defines the minimum relative overlap between a detected salient object and a CTU to classify this CTU as salient. With a higher $\theta$, more CTUs covering only small boundary areas of detections are encoded with low quality, which might not harm the Mask R-CNN accuracy, but results in less required bitrate. Contrary, even encoding those small areas with less quality might lead to missed detections at the decoder side. Similar considerations have to be made for choosing the QP offset $QP_{\text{delta}}$ for non-salient CTUs. With a high $QP_{\text{delta}}$ the bitrate is reduced more, with the drawback of missed detections at the decoder side because of CTUs being mistakenly classified as non-salient before encoding.

For $\theta$, we tested values of 0.0, 0.025, 0.05, and 0.1 to receive the salient CTUs. As delta QP for the non-salient CTUs, we tested values of 5, 20, and the case of setting it to the maximum possible QP of 63. The resulting BDR-values with the standard VTM-6.2 without QPA as anchor are listed in Table 1.

\begin{table}[h]
\centering
\begin{tabular}{cccrr}
\hline
$QP_{\text{delta}}$ & 0.0 & 0.025 & 0.05 & 0.1 \\
\hline
5 & -14.8 & -15.2 & -15.9 & -16.4 \\
20 & -26.0 & -27.3 & -26.3 & -26.1 \\
max & -29.0 & -26.8 & -28.4 & -26.4 \\
\hline
\end{tabular}
\caption{BDR values in % with the weighted AP as quality metric for $QP_{\text{base}} \in \{12, 17, 22, 27\}$ with VTM-6.2 as anchor for different $\theta$ and $QP_{\text{delta}}$ values with YOLO as saliency detector. Bold values indicate the highest coding gains for each $QP_{\text{delta}}$.}
\end{table}
All investigated parameter combinations of \( \theta \) and \( Q_P \) provide large coding gains for the proposed processing chain over standard encoding with VTM-6.2. The highest coding gains can be achieved, when the \( Q_P \) is set to its maximum value of 63 for non-salient CTUs, resulting in a bitrate reduction of 29.0% for the same accuracy of Mask R-CNN at the decoder side. For this case, setting the threshold \( \theta \) of the decision criterion to 0.0 results in the best coding performance. From these results, it can be derived that first, each CTU containing YOLO detections should be regarded as salient and second, non-salient CTUs can be coded with the lowest possible quality without degrading the detection accuracy of MaskRCNN.

### 4.2. Comparison of Different Saliency Algorithms

In this section, the proposed coding framework with YOLO employed as saliency detection algorithm is compared against the other saliency detection algorithms presented in Section 2.2.

In addition to these algorithms, the framework was also evaluated with taking the Mask R-CNN detections before encoding as saliency information, as well as the ground-truth data. This was supposed to serve as an oracle test assuming a nearly perfect saliency detector to find out the maximum possible coding gains of the investigated processing framework. For these two oracle tests as well as for the three other saliency algorithms, the same decision criterion was applied as for YOLO with \( \theta = 0 \) and \( Q_P \) set to the maximum, since this resulted in the highest coding gains. The resulting weighted AP over rate curves are shown in Fig. 3.

YOLO as saliency detector is able to significantly reduce the required bitrate compared to the standard VTM. These savings are even as high as for both oracle tests of using Mask R-CNN and the ground-truth data to determine the salient CTUs. However, the resulting weighted AP is not as high, which is caused by the fact that YOLO is not as accurate detecting all salient objects as Mask R-CNN and the ground-truth. The other three algorithms Edge Boxes, BING, and FES are able to increase the coding performance as well. But, they are not able to reach the coding gains of using YOLO as saliency detector. The corresponding BDR values are listed in Table 2 for multiple values of \( Q_P \). These numbers confirm that setting \( Q_P \) to the maximum value results in the highest bitrate savings when the detection of salient CTUs is accurate enough, which is true for YOLO and the oracle test. Coding gains from the traditional saliency detectors (always below 7%) indicate that YOLO is better adapted for this application. In Fig. 2 the reason for this observation can be spotted. YOLO is able to find all significant CTUs while still being precise enough to not falsely classify non-salient CTUs as salient, which would result in less coding efficiency.

Furthermore, YOLO takes around 0.6 seconds for one Cityscapes image on an Intel Xeon® E3-1275 CPU and is thus still applicable as saliency detector before encoding in terms of runtime for practical applications, without requiring a dedicated GPU. For comparison, Mask R-CNN takes around 7.5 seconds on the same CPU.

### 5. CONCLUSION

In this paper, we investigated an image coding framework with VVC and adaptive \( Q_P \) for VCM scenarios and the real-time-capable object detection network YOLO to obtain the salient CTUs. We found that for the best parametrization, using YOLO results in bitrate savings of 29%, where maximum savings of around 37% could be obtained using oracle tests. In future work, one might investigate to adapt the delta \( Q_P \) according to the certainty of the saliency detection network. Besides, the saliency information can be used in the rate-distortion optimization of the encoder to further adapt VVC for the VCM task.

---

**Fig. 3:** Weighted AP values over bitrate comparing the different saliency detectors with the reference VTM-6.2 for \( Q_P \) ∈ {12, 17, 22, 27}, \( \theta = 0 \), and \( Q_P \) set to maximum. The dotted black line represents the weighted AP on uncompressed input images.

**Table 2:** BDR values in % with the weighted AP as quality metric for \( Q_P \) ∈ {12, 17, 22, 27} and \( \theta = 0 \) with VTM-6.2 as anchor for the different delta \( Q_P \) values in non-salient regions. Bold values indicate the highest coding gains for a given saliency detection algorithm.

| Saliency Detector | \( Q_P \) | \( Q_P \) | \( Q_P \) | max |
|--------------------|----------|----------|----------|-----|
| Edge Boxes         | -5.9     | -5.4     | -3.9     | -2.7|
| BING               | -6.1     | -0.8     | -4.0     | -2.9|
| FES                | -5.0     | -2.11    | -1.3     | -3.9|
| YOLO               | -11.4    | -22.1    | -26.0    | -29.0|
| Mask R-CNN         | -18.7    | -24.9    | -32.4    | -37.3|
| Ground truth       | -18.5    | -27.2    | -33.5    | -36.8|
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