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Abstract- Image inpainting is an essential task in image restoration field. Currently, most methods for image inpainting employ the encoder-decoder framework to restore degraded areas, and this often results in synthesizing wrong semantic structure due to the lack of guiding from effective prior information. In this paper, we propose a structural knowledge-guided framework for image inpainting, which predicts both the edge map and corrupted content at the same time. Our model captures structural knowledge in the structure estimation branch to guide the content inference in the latent feature space. By employing self-attention mechanism to aggregate known information and inferred structural knowledge, our model is able to synthesize more semantically reasonable content for the corrupted areas. Extensive experiments on three benchmark datasets demonstrate that our method outperforms most state-of-the-art methods for image inpainting in terms of the evaluation of both visual quality and quantitative metrics.
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I. INTRODUCTION

Image inpainting gradually plays an essential role in the computer vision community due to its wide applications, including old image restoration[1], image edit[2], and so on. Main goal of image inpainting is to complete missing parts of image by inferring from known information. The crux of image inpainting stems from the difficulty of synthesizing plausible semantic content for the missing area. Thus, image inpainting is still extremely challenging in image restoration tasks.

Traditional methods for image inpainting mostly adopt exemplar-based strategy, and fill in content by diffusing pixels[3, 4] or similar patches replacement[5, 6]. Such traditional methods for image inpainting can well deal with corrupted images with repetitive textures due to the similarity of most patches. However, they fail to synthesize reasonable results while coping with complex semantic patterns, and usually fill in unreasonable structure or undesired artifacts, which decreases the image quality. This mainly because the content are reconstructed without high-level guidance, and the lack of semantic understanding limits the effectiveness of traditional methods for image inpainting.

Recently, image inpainting methods gradually make notable progress because of the fast develop of CNN-based deep generative models, such as the encoder-decoder based framework[7] and generative adversarial network[8]. By performing supervision on final output of deep model, their results have higher quality than traditional methods due to the excellent ability of distribution learning by deep models. To further enhance the restoration performance, some researches[9-12] employ attention mechanism[13] in deep models to strengthen the effectiveness of feature extraction. By weighting confidence for each pixel, deep models are able to cope with irregular corruption. Despite the quality of restoration results is improved, such methods fail to handle large corruption, and generate color discrepancy and undesired noise.

To solve above problems, some researches attempt to employ specific prior for improving performance of restoration. A prominent way[14, 15] is to employ high-frequency information, and obtain more reliable semantic boundary. In detail, it first predicts the edge map of restored images, and then puts the edge map and corrupted image together into the deep model. Although it can enhance the confidence of boundary information to some degree, the error of edge prediction might decrease the quality of final restored images. In addition, only leveraging the edge map might contribute little to the restoration due to the lack of explicit guide of feature inference from structural information. Thus, it’s essential to infer corrupted content by effective structural knowledge.

In this paper, we propose a structural knowledge-guided feature inference network for image inpainting, and it is able to synthesize more reasonable content for the corrupted area. Specifically, we propose the structural knowledge-guided attention module to guide the content inference from structural knowledge in the latent feature space. The overall contribution of our method is as follows:

- We propose a novel framework for image inpainting, which employs the structural knowledge as guidance...
for inferring corrupted content. In addition, by employ the adversarial learning strategy with spectral normalization based discriminator, our method is able to synthesize more realistic content.

- We propose the structural knowledge-guided attention mechanism to facilitate restoration by aggregating structural information in latent feature space, and thus the model is able to generate more reasonable semantic boundary.

- Experiments on three benchmark datasets for image inpainting, including Paris Street View, CelebA-HQ, and Places2, demonstrate the effectiveness of our proposed method on both visual quality and quantitative metrics.

II. Related Work

There are a large mount of researches on image inpainting, and we select the most related and typical methods for reviewing. Methods for image inpainting can be thoroughly divided into two main types, non-learning based methods and learning based methods.

Traditional methods. Traditional methods for image inpainting include two main strategies, diffusion-based methods[3, 4, 16] and exemplar-based methods[5, 6]. The Diffusion-based methods expand neighboring pixels to fill in missing area. Some researches[16] attempt to use the isophote direction field to guide the pixel diffusion process. Then, Levin et al.[17] employ statistic histograms of local information to select the most similar pixels for inpainting damaged area. Such methods perform well on image smoothness and images with repetitive textures. However, the diffusion-based methods is only able to deal with images with small degradation such as scratches. In contrast, the patch-based methods can enhance the performance of image inpainting by computing the similarity for selecting the most proper patch and replacing the missing area. Efros et al.[18] first attempt to paste a image patch into a target image. Bertalmio et al.[19] propose patch search to find the most proper image patch. To accelerate the search efficiency, Barnes et al. propose the PatchMatch[20] methods for real-time image inpainting. However, the patch-based methods fail to work when the missing areas are larger due to the lack of semantic understanding for known content.

Deep learning based methods. With the fast development of deep learning[29, 39], CNN-based methods are able to extract semantic features to infer the structure of missing areas. And it facilitates to improve the performance of medical image processing[38]. The context encoder[21] is the first deep learning based method for image inpainting, which employs the encoder-decoder framework to construct the structure of missing area. Later, Iizuka et al.[22] leverage the dilated convolution to enlarge the receptive fields, and reconstruct the restored images. Liu et al.[9] propose the partial convolution, which normalizes the weights of convolutions, to infer missing pixels from the outside to the inside. For the excellent feature representation ability of attention mechanism, Yu et al.[16] propose the contextual attention to consider the consistency of known area and missing area. Then, they employ the attention mechanism to normalize deep features, and leverage the spectral normalization in discriminator to stabilize the adversarial learning.

Lately, some researches attempt to employ priors
for feature reasoning. Yeh et al.[23] trains a generative model as generative prior for image inpainting. By employing the variation auto-encoder[24], some researches[25] estimate the distribution of the complete image from known content. However, these methods suffer from the limitation of blurriness and undesired artifacts. To synthesize reasonable structure, some methods predict the structure information as structural prior to facilitate image inpainting. Nazeri et al.[14] first estimate the edge map, and then directly combine the edge map and input image together to reason the missing areas. Xiong et al.[26] propose a framework which infers the foreground objects of degraded images. Although this category of methods benefit from handcrafted priors, they cannot synthesize reasonable structure when the degradation areas are large. Thus, it’s necessary to employ the structural information to guide the restoration process in the latent feature space to solve this problem.

III. Method

In this section, we introduce the architecture of the proposed structural knowledge-guided feature inference network for image inpainting. To begin with, we elaborate the main components in our framework. Then, we explain how the structural knowledge-guided attention mechanism leverages high-frequency information to guide the restoration process. Furthermore, we enumerate the loss functions during model training. Finally, we introduce the implementation details in our experiments.

A. Main Framework

Our proposed SK-FIN is a cooperative network, which includes two parallel branches in the decoder and infers the corrupted area by the guidance of structural information. As illustrated in Figure 2, the encoder $E$ of our SK-FIN encodes the corrupted image into latent embeddings. In the structural estimation branch, we establish a simple decoder by stacking plain convolution layers due to the sparsity of high-frequency information. Then, by distilling the estimated structural knowledge of the corrupted area, the pixel-level reconstruction branch aggregates the known information and structural knowledge to accurately infer the content of corrupted area.

Formally, given an corrupted image $I$, our SK-FIN first encodes the known area into prior embeddings $e$ by stacked encoder blocks:

$$e = \sum_{i=1}^{N_e} E_i(I),$$  \hspace{1cm} (1)

where $N_e$ is the number of encoder blocks. To be specific, the encoder block of SK-FIN follows the structure of residual learning[35] to extract multi-level features from the input image:

$$F_{i+1} = f(F_i) + F_i,$$  \hspace{1cm} (2)

where $F_i$ is the input feature of the i-th encoder block, and $f$ denotes the convolution and ReLU layers. In addition, we downsample the size of features by stride-2 convolution.

Next, the SK-FIN separates the embeddings into two parallel branches, the structural knowledge estimation branch and pixel-level reconstruction branch. To extract the high-frequency information of input features, we employ the high-pass filter[37] to obtain the known structure $F_{\text{high}}$:

$$F_{\text{high}} = F_{\text{high-pass}}(e),$$  \hspace{1cm} (3)

Due to the sparsity of structural knowledge, we stack plain convolution layers as decoder for estimating the edge map:

$$E = \sum_{j=1}^{N_d} M_j(F_{\text{high}}),$$  \hspace{1cm} (4)

where $E$ is the predicted edge map, $N_d$ is the number of decoder blocks, and $M_j$ denotes the j-th decoder block in our SK-FIN.

B. Structure Knowledge Guided Attention

Differing from most methods that employ predicted edge maps to guide the pixel-level reconstruction, our SK-FIN proposes the structural knowledge guided(SKG) attention mechanism to aggregate the extracted features from input image and estimated structural knowledge. As illustrated in Figure 2, the SKG attention module captures feature correspondence between the known area and predicted structural information.

Following the transformer model[13], we crop the structural features $F_{\text{edge}}$ into patches, and obtain the dependencies among patches by performing self-attention. Thus, the corrupted area can be reconstructed by the guidance of the predicted structural information in the latent feature space. In the pixel-level reconstruction phase, the SKG attention module first leverages different convolution layers to obtain the feature representations of two branches respectively:

$$Q, K, V = f_1(F_{\text{pixel}}), f_2(F_{\text{pixel}}), f_3(F_{\text{edge}}),$$ \hspace{1cm} (5)
where the $F_{\text{pixel}}$ denotes the features from the pixel-level reconstruction branch, the $F_{\text{edge}}$ is the features from the structural estimation branch, and $f$ is the convolution layer. Then, we leverage the extracted feature representations to perform the multi-head self-attention (MSA) for capturing the long-term semantic dependencies in the image:

$$F_{\text{out}} = \text{LN}(\text{MSA}(Q, K, V)),$$  \hspace{1cm} (6)

where LN is the layer normalization[27] module, and $F_{\text{out}}$ denotes the output features of SKG attention mechanism. Indeed, the decoder block of the pixel-level
branch also employs the residual block as core unit to reconstruct the image, and upsamples feature maps by bilinear interpolation:

$$\hat{I} = \sum_{i=1}^{N_d} D_i(F_{out}),$$  (7)

where $N_d$ is the number of decoder layers, and $\hat{I}$ is the restored image.

### C. Loss Functions for Supervision Learning

We optimize the parameters of our SK-FIN in an end-to-end manner supervised by three types of loss functions.

**Edge Reconstruction Loss.** To accurately estimate the structural knowledge of corrupted area, we employ $L_1$ distance to optimize the predicted edge map $\hat{E}$ and the groundtruth:

$$L_{edge} = ||E_{gt} - \hat{E}||_1.$$  (8)

In detail, we obtain the groundtruth of edge map by the canny algorithm of edge detection[28].

**Content Loss.** Our content loss includes two main parts, the $L_1$ distance of pixel-wise reconstruction $L_{pixel}$ and the perceptual loss $L_{perc}$:

$$L_{content} = L_{pixel} + L_{perc}. $$  (9)

The pixel-wise loss calculates the $L_1$ distance between restored image and groundtruth image in pixel level, and it is defined as follows:

$$L_{pixel} = ||I_{gt} - \hat{I}||_1.$$  (10)

The perceptual loss[36] facilitate the deep model to learn semantic consistency between restored image and groundtruth image, and it is defined as follows:

$$L_{perc}(I, I_{gt}) = \sum_{l=1}^{L} ||f_{vgg}^{l}(I) - f_{vgg}^{l}(I_{gt})||_1,$$  (11)

where $f_{vgg}^{l}(I)$ and $f_{vgg}^{l}(I_{gt})$ are the feature maps extracted by the $l$-th layer of pre-trained VGG-19[29].

**Adversarial Loss.** To improve the quality of synthesized content, we employ the adversarial learning strategy[8] by an additional discriminator:

$$L_{adv} = -\mathbb{E}_{I \sim P_{SK-FIN}} [D(G(I))],$$  (12)

where $G$ and $D$ are the SK-FIN and discriminator respectively. In this way, the distributions of restored images and groundtruth images are similar as much as possible.

In sum, the whole loss functions of our SK-FIN are defined as follows:

$$L = \lambda_1 L_{edge} + \lambda_2 L_{content} + \lambda_3 L_{adv},$$  (13)

where $\lambda_1$, $\lambda_2$, and $\lambda_3$ are hyper-parameters to balance between different losses. In our experiments, we empirically set $\lambda_1=1$, $\lambda_2=0.1$, and $\lambda_3=0.01$.

### IV. Experiments

In this section, we conduct extensive experiments to evaluate the performance of our proposed SK-FIN. First, we elaborate the datasets to evaluate the performance of different methods for image inpainting. Then, we introduce the implementation details while training our model. Next, we perform quantitative and qualitative comparisons with the state-of-the-art methods for image inpainting, and analyzes the results. Finally, we conduct ablation study to check the effectiveness of each component of our SK-FIN.

---

Table 1: Quantitative comparison of the state-of-the-art methods for image inpainting and our SK-FIN on the Paris StreetView [30], CelebA[31], and Places[32] datasets. Best results are highlighted in bold. ↑ notes that higher is better, but ↓ notes that lower is better.

| Method                | Paris StreetView | CelebA | Places2 |
|-----------------------|-----------------|--------|--------|
|                        | 20-30% | 30-40% | 40-50% | 20-30% | 30-40% | 40-50% | 20-30% | 30-40% | 40-50% |
| PConv[9]               | 23.34  | 21.37  | 20.73  | 25.91  | 23.42  | 21.01  | 23.03  | 20.99  | 19.21  |
| GConv[11]              | 23.99  | 21.86  | 19.79  | 25.52  | 23.19  | 20.64  | 23.00  | 20.94  | 18.68  |
| EdgeConnect[14]        | 24.91  | 23.35  | 20.23  | 25.97  | 23.62  | 20.19  | 22.99  | 20.86  | 18.97  |
| CA[10]                 | 22.96  | 21.32  | 19.26  | 26.92  | 25.01  | 21.07  | 23.99  | 21.96  | 19.48  |
| LBAM[33]               | 25.04  | 23.12  | 20.76  | 25.95  | 23.91  | 21.73  | 23.04  | 21.55  | 19.36  |
| MEDFE[34]              | 24.32  | 22.25  | 19.97  | 23.89  | 22.12  | 19.96  | 23.02  | 21.29  | 18.31  |
| Lizuka et al.[22]      | 24.69  | 22.43  | 21.02  | 25.76  | 24.32  | 21.24  | 23.33  | 21.52  | 19.39  |
| SK-FIN (ours)          | **25.69** | **23.49** | **21.17** | **27.03** | **25.51** | **22.70** | **24.93** | **22.91** | **20.60** |

↑ notes higher is better, but ↓ notes lower is better.

---
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Table 2: Performance comparison of four ablation variants of our SK-FIN with 30%-40% irregular corruption on two benchmark datasets in terms of PSNR and SSIM.

| Dataset          | Metric | w/o Edge | w/o MSA | w/o \(L_{adv}\) | SK-FIN |
|------------------|--------|----------|---------|-----------------|--------|
| Paris Street View | PSNR   | 23.99    | 0.730   | 0.757           | 0.806  |
|                  | SSIM   | 21.84    | 0.749   | 0.775           | 0.761  |
| Celeba[31]       | PSNR   | 22.13    | 23.22   | 24.17           | 25.51  |
|                  | SSIM   | 20.85    | 0.806   | 0.816           | 0.821  |

### A. Datasets

Three benchmark datasets are employed to evaluate the performance of different methods for image inpainting. **Paris Street View**[30], which is captured from the streetview of Paris includes altogether 14900 training images, and 100 test images. **Celeba**[31], which includes 30000 images of human faces. We random select 29000 images as training set and 1000 images as test set. **Places2**[32], which includes more than 2,000,000 images of different scenes. We random select three scenes altogether 120000 images. And we random select 117000 images as training set and 3000 images as test set. Furthermore, we evaluate the results of various methods by the PSNR and SSIM.

### B. Implementation Details

We conduct our experiments under the PyTorch. We first resize the training data into 284×284, and then random crop into 256×256. We employ the Adam to optimize the parameters of our SK-FIN. In addition, the learning rate is decreasing from 5e-4 to 1e-4 during altogether 120000 images. And we random select 117000 images as training set and 3000 images as test set. Furthermore, we evaluate the results of various methods by the PSNR and SSIM.

### C. Results Analysis

In this section, we analyze the results of different methods in the experiments for image inpainting to demonstrate the effectiveness of our proposed SK-FIN.

The Table lists the quantitative comparison of our SK-FIN and other state-of-the-art methods[9, 10, 11, 14, 22, 33, 34] for image inpainting. In terms of PSNR, our method outperforms all competing methods for a large margin, even if the corruption ratio is high. In terms of SSIM metric, our SK-FIN is able to obtain higher performance than most state-of-the-art methods for image inpainting when the corruption area becomes larger. For the Celeba dataset, the CA[10] employs contextual attention in the spatial feature to obtain more accurate content inference, but our SK-FIN still outperforms CA’s performance in large corruption ratio due to the guidance of structural knowledge in the edge map estimation branch.

As illustrated in Figure our SK-FIN is able to generate the most reasonable visual results than other competing methods. This demonstrates again the advantage of our designed structural knowledge guidance than traditional encoder-decoder based framework. For instance, we synthesize more realistic human face in the third row in Figure and accurate semantic structure with less artifacts than other image inpainting methods in the seventh row. In sum, our SK-FIN is able to restore corrupted images with large corruption ratio. It keeps the color fidelity of generated image, and reduces the bluriness and undesired artifacts than most state-of-the-art methods.

### D. Ablation Study

To further demonstrate the effectiveness of each functional component in our proposed SK-FIN, we conduct ablation study experiments: w/o Edge notes to train our SK-FIN without structural estimation branch; w/o MSA fuses the structural knowledge without multi-head self-attention mechanism; w/o \(L_{adv}\) denotes to train our SK-FIN without the adversarial loss function: And Complete is the full model of our proposed SK-FIN. Table lists the performance of four variants of our SK-FIN, and the results are increasingly better. This demonstrates the necessity of all functional components in our SK-FIN.

### V. Conclusion

In this paper, we propose a structural knowledge guided feature reasoning network for single image inpainting. Inspired by the multi-head attention mechanism in the transformers, we improve it to aggregate the structural information and pixel information to reconstruct the corrupted area. By distilling high-frequency features in the structure estimation branch, the pixel-level reconstruction branch is able to infer the corrupted content more accurately. Extensive experiments on three benchmark datasets demonstrate that our SK-FIN is able to restore more reasonable content than most state-of-the-art methods for image inpainting.
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