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Abstract

Sketches are widely used for frequency estimation of data with a large domain. However, sketches-based frequency estimation faces more challenges when considering privacy. Local differential privacy (LDP) is a solution to frequency estimation on sensitive data while preserving the privacy. LDP enables each user to perturb its data on the client-side to protect the privacy, but it also introduces errors to the frequency estimations. The hash collisions in the sketches make the estimations for low-frequent items even worse. In this paper, we propose a two-phase frequency estimation framework for data with a large domain based on an LDP learned sketch, which separates the high-frequent and low-frequent items to avoid the errors caused by hash collisions. We theoretically proved that the proposed method satisfies LDP. Our method is more accurate than the state-of-the-art frequency estimation methods under LDP including Apple-CMS, Apple-HCMS and FLH. The experimental results verify the performance of our method.
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1. Introduction

Frequency estimation is a traditional and important problem in data analytics. At present, to solve the frequency estimation problem, it is necessary to consider not only the efficiency and space cost but also the risk of privacy leakage. In the process of collecting data from users and aggregating the frequencies, some sensitive information may leak. For example, when the studies do frequency statistics on some diseases or medicines, the data providers do not want to reveal their true illnesses or medications. Thus, we need to protect users’ privacy while estimating the frequencies.

However, privacy-preserving for big data frequency estimation is not an easy task. Conventional encryption techniques are too costly for big data, thus, they cannot meet the requirement of fast response for big data analytics. In the meantime, the data owners often use generalization and suppression techniques to achieve anonymization requirements and protect their data privacy [1]. But the disadvantage of anonymization techniques is that they do not provide a measure of privacy loss in big data analysis. In recent years, differential privacy (DP) [2] is a popular privacy-preserving solution due to its strong mathematical boundary of the leaked privacy. It adds noises to the aggregations to avoid the leakage of individual privacy. But it is difficult to find a trusted third party to aggregate the data from a large number of clients. Local differential privacy (LDP) [3] is a solution to this problem, which locally perturbs the raw data before sending it to the server. In this way, the server has no access to the raw data, thus, the privacy of each client is protected. Many companies, such as the Google [4, 5], Apple [6], and Microsoft [7] adopt LDP to collect and aggregate sensitive data from users.

However, frequency estimation for big data under LDP still faces some challenges. On the one hand, it is difficult to get sufficiently accurate frequency estimation for big data with a large domain. Methods such as the Basic RAPPOR [5], OUE [8], and OLH [8] can not handle the data with a large domain. Sketches-based methods use hash functions to map the data with a large do-
main to a sub-linear space. They are tailored for streaming data analysis on architectures even with limited memory such as single-board computers that are widely exploited for IoT and edge computing [9]. The methods such as RAPPOR [4] and Apple-CMS [6] use the bloom-filters or sketches to reduce the domain size, but the accumulated errors due to hash collisions reduces the estimation accuracy as the data grows rapidly. Separating the storage of high-frequent and low-frequent items is a way to avoid hash collisions. But it is difficult for the server to distinguish them since the perturbed values of different items are sufficiently similar according to LDP. On the other hand, it is challenging to separate the storage of high-frequent items and low-frequent items while preserving privacy. Both the server and the clients have the risk of privacy leakage when treating the high-frequent and low-frequent items in different ways. Thus, methods separating the items by their frequencies while remaining their privacy are required.

To tackle the first challenge, we try to improve the accuracy of frequency estimation under LDP by avoiding the collisions between the high-frequent items and low-frequent items. However, an individual user with no prior knowledge cannot identify whether an item is high-frequent or not. Instead of enabling the server to distinguish the perturbed values, we try to enable each client to identify whether its item is a high-frequent one or not. We train a frequency model based on the aggregations of the perturbed values from some sample clients. The clients other than those in the samples can use the model to distinguish whether their items are high-frequent ones or not. Since the frequency of a high-frequent item can be accurately estimated based on the samples, we use the model to replace the storage of high-frequent items and leave the sketch for the low-frequent items. Thus, the hash collisions between high-frequent items and low-frequent items can be reduced.

To tackle the second challenge, we let the clients encode the high-frequent items and low-frequent items in different ways while satisfying the LDP. A naive idea to reduce the hash collisions between high-frequent items and low-frequent items is to let the clients only send the low-frequent items to the server since
the high-frequent items can be predicted according to the frequency model. However, if the client does not send information to the server, it reveals that its item is a high-frequent one. To avoid this privacy leakage, the clients with high-frequent items should also send some values to the server, and these values must be difficult to distinguish from the perturbed values of the low-frequent items. To avoid the errors caused by involving the perturbed high-frequent items in the sketch, we propose a method to make the perturbed values of high-frequent items uniformly disperse in the sketch, so that we can accurately evaluate and eliminate the impact of these items from the estimations. We prove that this method satisfies LDP and reduces the variances of estimations for low-frequent items.

In this paper, we propose a two-phase LDP frequency estimation algorithm as shown in Figure 1. The first phase trains a frequency model based on the aggregations of the perturbed values from some sample clients. The model enables each client to distinguish high-frequent items and low-frequent items. It also enables the server to estimate the frequencies of high-frequent items by the predictions according to the model. In the second phase, each client uses the frequency model to identify whether its item is high-frequent or not. The clients encode the high-frequent and low-frequent items in different ways while satisfying LDP. The server uses a sketch to aggregates the perturbed data from clients and estimate the frequencies of low-frequent items.

The main contributions of this work are summarized as follows:

- We present a local differentially private frequency estimation framework...
based on learned sketches (LDPLCM). It can estimate the frequency of sensitive data with a large domain and guarantee the high utility of estimations.

- We proved that the proposed method satisfies LDP. It can treat the high-frequent items and low-frequent items in different ways to avoid the hash-collisions while preserving the privacy.

- We proved that the proposed method is more accurate for low-frequent items than the LDP frequency estimation method Apple-CMS.

- We conduct extensive experiments on both synthetic and real-world datasets. The experimental results show that the proposed method outperforms the state-of-the-art LDP frequency estimation algorithms including Apple-CMS, Apple-HCMS and FLH.

The remainder of this paper is organized as follows. In section 2, we survey the related work for this paper. In section 3, we introduce some preliminaries. Section 4 presents the LDPLCM algorithm. In section 5, the experimental results show the performance of the proposed algorithm. In section 6, we conclude the paper with future directions.

2. Related Works

Frequency estimation can be applied in many fields such as finding frequent items [10, 11, 12], hierarchical heavy hitters [13, 14], network measurements [15, 16]. In [17], the authors use frequency estimation and top-k items identification to perform network monitoring.

Differential privacy is extensively studied for protecting users’ privacy while enabling big data analysis. Frequency estimation of sensitive data poses a risk of privacy leakage. For example, users report their symptoms to the disease control department through their mobile phones in the medical Internet of Things. There is a risk of privacy leakage in the report because the third-party data recipients are not completely trusted. The central model of DP also faces the
same problem that no trusted third-party server can be found. Thus, LDP [3] has been implemented to protect clients’ privacy in frequency estimation, such as RAPPOR [4], Apple-CMS [6], Apple-HCMS [6], pure LDP [8], k-RR [18]. In [4], Erlingsson et.al combine randomized response with Bloom filters [19] to satisfy $\epsilon$-LDP [20]. They use the permanent random response instead of clients’ initial data and calculate the instantaneous randomized response to perturb the permanent random response. Their extending work from RAPPOR is to learn the joint distributions and associations between unknown data dictionaries [5]. These ways enhance the difficulty of tracking clients’ activity for attackers, but they complicate the decoding process on the server. To this end, Apple-CMS and Apple-HCMS estimate the frequencies based on the perturbed data items in sketches and directly calculate the average value from hash entries without decoding. The advantage of Apple-HCMS over Apple-CMS is the reduction of communication costs. These two methods can be used for data in a large domain but they fail to decrease the estimation errors caused by the hash collisions.

Finding the trade-off between privacy budget and accuracy can improve the data utility in frequency estimation [21, 22, 23, 24, 25]. Kairouz et.al [18] propose and prove that the hashed k-RR is optimal in the low privacy regime compared with RAPPOR. Wang et.al [8] generalize the RAPPOR and design three perturbation methods including Direct Encoding(DE), Optimized Unary Encoding(OUE), Optimized Local Hashing(OLH) in the pure LDP framework. They prove an unbiased estimate and find the best parameters to minimize the variance of estimation. In [23], Murakami et.al consider the data sensitivity of clients and propose the utility-optimized LDP(ULDP) mechanisms to maximize the utility. Jia et.al [26] associate the prior knowledge with LDP in Calibrate framework to count the true items, and model the distribution probability from prior knowledge. To improve the efficiency, Flash Local Hashing(FLH) and Hadamard Response(HR) [27] restrict the clients’ choices of $k'$ hash functions. They are faster than OLH and Apple-HCMS by introducing a matrix $k' \times m(k' \ll n)$ to store the perturbed data items, which are suitable for small data domains.
Sketches have been refined over the past two decades as common tools for frequency estimation on data with a large domain. Many typical sketches are proposed including Count-Sketches [28], Count-Min sketches [29], Augmented sketches [30], CU sketches [31]. These sketches have common structures, they use hash functions to map a large amount of data to a two-dimensional array to reduce the space cost. But they also face the errors caused by hash collisions, the hash collisions between high-frequent items and low-frequent items introduce great errors for the estimation of low-frequent items. To reduce the errors, many methods are proposed to distinguish the high-frequent items from the low-frequent ones. Augmented sketches [30] add a filter on the top of the Count-Min sketch to store the frequencies of top-k items. The cold filter [32] and HeavyGuardian [33] separate the cold items and hot items into two stages.

However, separating the high-frequent items from the low-frequent items is non-trivial under LDP due to the privacy-preserving. The LDPMiner [34] is a two-phase heavy hitter mining algorithm. It gathers a candidate set of heavy hitters in the first phase and estimates the frequencies of these candidates in the second phase. But it only focuses on the frequency estimation for the top-k frequent items. Sending the frequency property of each item to the clients is costly for data with a large domain. Inspired by the learned index [35], some learning-based frequency estimation methods are proposed in recent years [36, 37, 38]. We also attempt to use a lightweight model to learn the frequency properties of the sensitive data from the clients. However, the learning-based sketch cannot be directly applied to the frequency estimation under LDP. We need to separate the high-frequent items and low-frequent items while preserving privacy. In this paper, we propose a two-phase frequency estimation algorithm based on the learned sketch under LDP. In the first phase, we train a lightweight model to predict the frequency of each item based on the aggregations of the perturbed values from some sample clients. In the second phase, the rest of the clients identify and encode the high-frequent and low-frequent items in different ways according to the frequency model. The proposed method satisfies LDP, and it is more accurate than the state-of-the-art sketch-based frequency estimation...
method Apple-CMS.

3. Preliminaries

In this section, we provide some preliminaries including LDP and sketches for frequency estimation.

3.1. Local Differential Privacy

DP has been accepted as the de facto standard for data privacy. But DP is not applicable when there is no trusted aggregator. LDP is proposed to handle this obstacle. In the local setting for DP, there are a large number of users and one aggregator. To protect the privacy of individual users, each user locally perturbs its private data and sends the perturbed value to the aggregator.

**Definition 1.** \((\epsilon\text{-Local Differential Privacy})\). An algorithm \(A(\cdot)\) satisfies \(\epsilon\text{-LDP}\) if and only if for \(\epsilon > 0\) and any inputs \(v_1, v_2 \in D\) from the dataset \(D\), we have

\[
\forall T \in A(D) : Pr[A(v_1) \in T] \leq e^\epsilon Pr[A(v_2) \in T],
\]

(1)

where \(A(D)\) denotes the set of all possible outputs of the algorithm \(A\).

LDP ensures that the outputs of the random algorithm with different inputs are similar enough, thus the perturbed values will not leak the privacy of the inputs.

3.2. Sketches

Sketches support count queries over data with a large domain, and they summarize a large amount of data into sub-linear space. In recent years, many typical sketches such as the count sketches [28] and the count-min sketches [29] are proposed to provide more accurate estimations. The Apple-CMS and Apple-HCMS algorithms are also designed based on the count-min sketches to provide the frequency estimation under LDP. Therefore, we review these two state-of-the-art sketches including the count-min sketch and the count sketch.
3.2.1. Count-Min Sketch

A Count-Min sketch [29] with parameters \((\epsilon_{CM}, \delta_{CM})\) is represented by a two-dimensional array counts with width \(m\) and depth \(k\): \(\text{count}[1, 1], \ldots, \text{count}[k, m]\). Given parameters \((\epsilon_{CM}, \delta_{CM})\), set \(m = \lceil e / \epsilon_{CM} \rceil\) and \(k = \lceil \ln(1 / \delta_{CM}) \rceil\). Each cell of the array is initialised with a zero. The \(d\) hash functions \(h_1, \ldots, h_d : \{1, \ldots, n\} \rightarrow \{1, \ldots, m\}\) are used to update the count in each cell of the array. The parameters \((\epsilon_{CM}, \delta_{CM})\) have nothing to do with the parameter \(\epsilon\) of DP. We add subscripts “CM” to the parameters of the Count-Min sketch to distinguish them. Count-Min sketches has two basic operations: update and estimate.

\[
\text{Update}(x): \quad \text{count}[i, h_i(x)] \leftarrow \text{count}[i, h_i(x)] + 1 \quad (2)
\]

\[
\text{Estimation}(x): \quad \min_{i \in [1, k]} \{\text{count}[i, h_i(x)]\} \quad (3)
\]

This is an over-estimation due to the hash collisions \(\hat{a}_i \geq a_i\), where \(a_i\) is the count of the item \(x\) and \(\hat{a}_i\) is the estimation. The estimation has an upper bound, with the probability at least \(1 - \delta_{CM}\), \(\hat{a}_i \leq a_i + \epsilon_{CM} \|A\|_1\), where \(\|A\|_1 = \sum_{i=1}^{n} |a_i|\) [29].

The Apple-CMS [6] adopts a variance of Count-Min sketch to encode and aggregate the sensitive data. It encodes the value into a one-hot vector with a hash function randomly chosen from the \(h_1, \ldots, h_k\). It then perturbs the vector and sends the perturbed vector to the server. The server adds the vector to the corresponding line of the sketch. It estimates the frequency of an item \(x\) with the appropriate correction of \(\text{mean}_{i \in [1, k]} \{\text{count}[i, h_i(x)]\}\).

3.2.2. Count Sketch

The Count Sketch [28] has the same structure with the count-min sketch. The only difference between them is that the count sketch adds another hash function \(s_i\) mapping each item to \(-1, 1\) for each line of the array. That is, \(s_i : x \rightarrow \{-1, 1\}\). Its operations update and estimate are as follows.

\[
\text{Update}(x): \quad \text{count}[i, h_i(x)] \leftarrow \text{count}[i, h_i(x)] + s_i(x) \quad (4)
\]
4. LDP Learned Count-Mean Sketches (LDPLCM) for Frequency Estimation

4.1. The Framework of LDPLCM

In this section, we will introduce the framework of the proposed method LDPLCM.

The hash collisions between high-frequent items and low-frequent items largely increase the estimation errors, especially when the data domain is very large. Therefore, separating the high-frequent items and low-frequent items is a way to reduce the hash collisions, which is adopted in many sketches-based frequency estimation methods. However, separating the high-frequent and low-frequent items is non-trivial under LDP. Each client under LDP does not know whether its value is a high-frequent one or not.

Our main point is to reduce the errors caused by the hash collisions between the high-frequent items and low-frequent items while satisfying LDP. We will first introduce the proposed framework and then detail how to achieve the goal of reducing errors by solving a series of tasks.

The framework of our LDPLCM algorithm is shown in Figure 2. In the first phase, we randomly choose some sample clients, and we encode and perturb each value of the sample clients in the same way as the Apple-CMS. The server constructs a sketch with the perturbed values and trains a frequency model $g$ mapping each data $d_i$ to its frequency $f(d_i)$ estimated by the sketch. It finds a boundary $P$ to separate the high-frequent and low-frequent items, which enables the clients in the second phase to distinguish the high-frequent items and low-frequent items. In the second phase, the remaining clients distinguish whether their items are high-frequent or not according to the frequency model $g$ and the boundary $P$. If $g(d_i) < P$, then $d_i$ is regarded as a low-frequent item and treated in the same way as phase 1. If $g(d_i) \geq P$, then $d_i$ is regarded as a
high-frequent item, and it is encoded with a vector of \(\{-1\}^m\). In this way, the high-frequent items and low-frequent items are differentially encoded, but they are perturbed in the same way. The server in phase 2 empties the sketch and reconstructs it with the perturbed values from the clients. When querying the frequency of an item \(d\), it still uses the frequency model to distinguish whether it is a high-frequent item or not. If it is a high-frequent item, the server predicts its frequency according to the model, otherwise, the server estimates its frequency based on the sketch.

We then detail how the framework reduces the estimation errors while preserving privacy by solving a series of tasks.

The first task is to enable each client to distinguish whether its item is a high-frequent one or not. Inspired by the LDPMiner, which finds the heavy-hitters in the first phase and estimates the frequencies of the heavy-hitters in the second phase, we also propose a two-phase algorithm. In the first phase, we attempt to learn the frequency property of items according to the aggregations
of some sample clients. To avoid the significant cost of sending the frequency property of a large number of items, we train a lightweight model to predict the frequency of each item. In the second phase, we enable the clients other than the samples to distinguish the high-frequent items from the low-frequent ones according to the frequency model learned in the first phase.

The second task is to avoid the errors caused by the hash collisions between the high-frequent and low-frequent items. Even though the clients can distinguish the high-frequent items and low-frequent items according to the model, it is still non-trivial for the server to separate the storage of high-frequent and low-frequent ones. The reason is that each client perturbs its value before sending it to the server. To separate the storage of items with different frequency properties, we reuse the frequency model to replace the storage of high-frequent items and leave the sketch for the low-frequent ones. Since the model is trained based on the aggregations of the sample clients, its predictions for high-frequent items are more reliable than those for low-frequent ones. In this way, only the low-frequent items are aggregated in the sketch in the second phase, thus the hash collisions between high-frequent ones and low-frequent ones are avoided. However, it causes another problem, the client leaks information to the server whether its item is high-frequent or not if it only sends the perturbed low-frequent items to the server. At such, the client also needs to send some information to the server to avoid leaking privacy.

The third task is to protect the privacy of each client while correcting the errors caused by involving the perturbed values of high-frequent items into the sketch. This sounds contradictory, because DP works by making the probability of getting the same output from different inputs similar. In order to achieve the goal of correcting the errors, we encode all the high-frequent items to the same vector $\{-1\}^m$. Thus, even the high-frequent items are encoded, perturbed, and sent to the server, they cause no collisions with the low-frequent items. We prove that both the encoding and perturbing satisfy LDP. Since all the high-frequent items are encoded into $\{-1\}^m$, and each bit is perturbed with the same probability, the errors caused by high-frequent items are uniformly dispersed in
the sketch. Therefore, we can accurately evaluate and eliminate these errors from the estimations.

In this way, our method achieves both privacy-preserving and errors reduction. On the one hand, it protects the privacy of each client according to LDP. On the other hand, it avoids the errors caused by hash collisions between high-frequent items and low-frequent items.

**Algorithm 1** LDPLCM

1: $S \leftarrow$ sample clients with a sampling rate $r$  \( \triangleright \) Phase 1: Train the frequency model

2: for each client $S_i$ with data $d_i$ do

3: \(<\tilde{v}^{(i)}, j_i> \leftarrow \text{LDPLCMclient}(d_i, \text{phase} = 1)\)

4: Send $<\tilde{v}^{(i)}, j_i>$ to Server

5: end for

6: Server receives $\text{DataInput} \leftarrow \{<\tilde{v}^{(1)}, j_1>, <\tilde{v}^{(2)}, j_2>, ..., <\tilde{v}^{(|S|)}, j_{|S|}>\}$

7: Public frequency model $g$, and boundary $P \leftarrow \text{LDPLCMserver-construction(DataInput, phase} = 1)$

8: for each of the clients other than the sample clients do  \( \triangleright \) Phase 2:

   Construct the sketch

9: \(<\tilde{v}^{(i)}, j_i> \leftarrow \text{LDPLCMclient}(d_i, \text{phase} = 2)\)

10: Send $<\tilde{v}^{(i)}, j_i>$ to Server

11: end for

12: Server receives $\text{DataInput} \leftarrow \{<\tilde{v}^{(1)}, j_1>, <\tilde{v}^{(2)}, j_2>, ..., <\tilde{v}^{(n)}, j_n>\}$

13: Reinitialize $M \in \{0\}^{k \times m}$

14: Get sketch $M \leftarrow \text{LDPLCMserver-construction(DataInput, phase} = 2)$

15: return: $M, g, P$

The pseudo-code of this framework is shown in Algorithm 1. The algorithm constructs the frequency model in phase 1 (line 1-7). It first gets some sample clients (line 1). Each sample client chooses a hash function $h_{j_i}$ to encode its value and sends the perturbed value $\tilde{v}^{(i)}$ along with the index of the chosen hash function to the server (line 2-5). The server trains the frequency model $g$, and
computes the frequency boundary $P$ based on the aggregations of the perturbed values from the sample clients. The algorithm constructs the sketch in phase 2 with the clients other than the samples (line 8-14). The client-side treats high-frequent items and low-frequent items in different ways (line 9), which are introduced later. Finally, the server constructs the sketch with the perturbed values from the clients in phase 2. We will introduce the client-side algorithm LDPLCMclient and the server-side algorithm LDPLCMserver in the remaining part of this section.

4.2. Client-side algorithm of LDPLCM

As introduced in the framework, the client-side algorithm has two phases. In phase 1, each sample client takes the same way as $A_{client-CMS}$ [6] to encode and perturb its value. In phase 2, each of the remaining clients identifies whether its value is high-frequent or not according to the frequency model. After that, the clients encode the high-frequent items and low-frequent items in different ways to reduce the estimation errors caused by hash collisions.

The pseudo-code of the client-side algorithm is shown in Algorithm 2. In phase 1, the algorithm uses the client-side algorithm of Apple-CMS [6] to get the perturbed values of each sample client (line 1-2). In phase 2, if the item $d$ of the client is predicted as a low-frequent item, the client encodes and perturbs it in the same way as in phase 1 (line 4-5). If $d$ is a high-frequent item, then it is encoded as a vector $\{-1\}^m$ (line 8). The vector $v$ is then perturbed by multiplying each of its bits with $(-1)$ with a probability $\frac{1}{e^{\epsilon/2} + 1}$ (line 10).

We give an example to show the difference between the encoded value of a high-frequent item and that of a low-frequent item in phase 2.

**Example 1.** Suppose there is a high-frequent item $d_{high}$ and a low-frequent item $d_{low}$. The encoded value of $d_{high}$ is undoubtedly $\{-1,-1,-1,-1,-1,-1\}$. Suppose the length of the sketch is $m = 6$ and the hash value of $d_{low}$ is $h_j(d_{low}) = 2$, thus the encoded value of $d_{low}$ is $\{-1,-1,+1,-1,-1,-1\}$.

We can learn from this example that the high-frequent items have no hash collisions with the low-frequent items in this way, since the high frequent items
do not actually use the hash functions for encoding. The difference between the
encoded value of a high-frequent item and a low-frequent item is at most 1 bit
in our algorithm. Such a difference is smaller than that of two encoded values in
the Apple-CMS. Since the Apple-CMS satisfies $\epsilon$-LDP, intuitively, our algorithm
also satisfies $\epsilon$-LDP. We then formally prove that the client-side algorithm of
LDPLCM satisfies $\epsilon$-LDP.

Algorithm 2 LDPLCMclient

Input: data $d \in D$, phase, privacy budget $\epsilon$, sketch parameters $(m, k)$, frequency model $g$, threshold $P$
Output: perturbed value $\tilde{v}$, hash index $j$

1: if phase == 1 then
2: $\tilde{v}, j \leftarrow A_{client-CMS}(d, \epsilon, m, k)$ [6]
3: else
4: if $g(d) < P$ then $\triangleright d$ is a low-frequent value
5: $\tilde{v}, j \leftarrow A_{client-CMS}(d, \epsilon, m, k)$ [6]
6: else $\triangleright d$ is a high-frequent value
7: Sample $j$ uniformly at random from $[k]$
8: Initialize a vector $v \leftarrow \{-1\}^m$
9: for $i$ from 1 to $m$ do $\triangleright$ Perturb $v$
10: $\tilde{v}[i] \leftarrow v[i] \cdot (-1)$ with probability $\frac{1}{e^{\epsilon/2} + 1}$
11: $\tilde{v}[i] \leftarrow v[i] \cdot (+1)$ with probability $\frac{e^{\epsilon/2}}{e^{\epsilon/2} + 1}$
12: end for
13: end if
14: end if
15: return: $\tilde{v}, j$

Theorem 1. The algorithm LDPLCMclient satisfies $\epsilon$-LDP.

Proof. Since the algorithm $A_{client-CMS}$ in reference [6] satisfies $\epsilon$-LDP, we just
need to prove that the phase 2 of Algorithm 2 satisfies $\epsilon$-LDP. As the input of all
the high-frequent items are the same, we only need to prove that the perturbed
results of a high-frequent item \(d\) and a low-frequent item \(d'\) are sufficiently similar. We suppose the encode of \(d\) and \(d'\) are \(v\) and \(v'\), respectively. According to the algorithm, each bit of \(v\) is -1, that is, the only difference between \(v\) and \(v'\) is on the \(h_j(d')\)-th bit, i.e., \(v[h_j(d')] = -1\) and \(v'[h_j(d')] = 1\). We denote Algorithm 2 by \(A\) in the following proof.

\[
\Pr[A(d) = (\tilde{v}, j)] = \frac{\Pr[perturb(v[h_j(d')]) = \tilde{v}[h_j(d')]]}{\Pr[perturb(v[h_j(d')]) = \tilde{v}[h_j(d')]]} = Pr[perturb(-1) = \tilde{v}[h_j(d')]]
\]

\[
Pr[perturb(1) = \tilde{v}[h_j(d')]]
\]

Since the algorithm perturbs \(v[i]\) by multiplying (-1) and \(v'[i]\) with a probability \(\frac{1}{e^{\epsilon/2} + 1}\):

\[
e^{-\epsilon} < e^{-\epsilon/2} \leq \frac{Pr[perturb(-1) = \tilde{v}[h_j(d')]]}{Pr[perturb(1) = \tilde{v}[h_j(d')]]} \leq e^{\epsilon/2} < e^\epsilon
\]

Thus, the Algorithm 2 satisfies \(\epsilon\)-LDP.

4.3. Server-side algorithm of LDPLCM

The server-side of LDPLCM also has two phases. The main point of phase 1 is to build a frequency model based on the aggregations of the values from the sample clients. Since the frequency estimation based on the sampling are highly accurate for the high-frequent items, we use the frequency model to replace the storage of these high-frequent items. We leave the task of approximately storing and estimating the frequencies of low-frequent items to the sketch in phase 2.

The pseudo-code of the server-side algorithm is shown in Algorithm 3. In phase 1, the server constructs the sketch with the perturbed inputs from the sample clients (line 2). Then, the algorithm randomly chooses \(t\) sample items from the data domain (line 3). We use the sketch \(M\) to estimate the frequency of each item \(d_i\) according to the server-side algorithm of Apple-CMS (line 5). Since the server in phase 1 only gets information from the sample clients, the frequency of each item in each client should be scaled with \(\frac{1}{r}\), where \(r\) is the sampling rate of phase 1. The algorithm then trains the frequency model \(g\) by mapping each \(d_i\) to its estimated frequency \(\hat{f}(d_i)\) (line 7). We calculate the predictions of each item \(d_i\) and sort the predictions in descending order (line 8). We compute the frequency boundary \(P\) separating the high-frequent items and
low-frequent items by accumulating the frequencies of high-frequent items until it reaches \( \theta \) times the sum of all the data (line 9-10). In phase 2, the algorithm constructs the sketch \( M \) with the perturbed inputs of the clients other than the samples (line 12).

**Algorithm 3** LDPLCMserver

| Input: data \( d \), privacy budget \( \epsilon \), sketch parameters \((m, k)\), ratio of high-frequent items \( \theta \), sampling rate \( r \) |
| Output: sketch \( M \), frequency boundary \( P \), frequency model \( g \) |

1: if \( \text{phase} == 1 \) then \( \triangleright \) Phase 1

2: Construct sketch \( M \) with inputs from clients.

3: \( \{d_1, d_2, \ldots, d_t\} \leftarrow \text{samples randomly chosen from the data domain.} \)

4: for \( i \) from 1 to \( t \) do

5: \( \hat{f}(d_i) \leftarrow A_{\text{server-CMS}}(d_i)/r \)

6: end for

7: Train frequency model \( g : d_i \rightarrow \hat{f}(d_i) \). \( \triangleright \) Frequency Model \( g \)

8: \( \text{SortedFre} \leftarrow \text{Sort}_{i \in [1, t]} \{g(d_i)\} \)

9: \( id \leftarrow \max\{p| \sum_{i=1}^{p} \text{SortedFre}[i] \leq \theta \cdot \sum_{i=1}^{t} \text{SortedFre}[i]\} \triangleright \) Frequency Boundary \( P \)

10: \( P \leftarrow \text{SortedFre}[id] \)

11: else if \( \text{phase} == 2 \) then \( \triangleright \) Phase 2

12: Construct sketch \( M \) with inputs from clients.

13: end if

After these two phases, we get a model predicting the frequencies for the high-frequent items and a sketch approximately estimating the frequencies of the low-frequent items. The LDPLCM estimates the frequency of high-frequent items and low-frequent items in different ways. The high-frequent items are predicted according to the model, and the low-frequent items are estimated based on the sketch. It is worth noting that we need to eliminate the error caused by high-frequent items from the sketch-based estimation since the LDPLCM involves some dummy values of high-frequent items into the sketch to
avoid privacy leaks. As each bit of the dummy values is flipped with the same probability and the line to insert a perturbed dummy value is chosen randomly, the perturbed dummy values almost identically influence each cell of the sketch. In addition, we can evaluate the impact of involving all these dummy values of the high-frequent items on each cell of the sketch, since the total frequencies of high-frequent items can be computed by $\theta \cdot n$, where $\theta$ is the ratio of the total frequencies of high-frequent items to the total frequencies of all the items. At such, we can accurately evaluate these errors and eliminate them from the estimation.

The pseudo-code of our estimator is shown in Algorithm 4. If the model-based prediction $g(d)$ exceeds the boundary $P$, then the value $d$ is judged to be a high-frequent value. Thus, its estimated frequency is the prediction $g(d)$ (line 2). Otherwise, the algorithm estimates the frequency of a low-frequent value according to the sketch $M$ (line 4).

**Algorithm 4 LDPLCM-estimator**

**Input**: data $d$, sketch parameters $(m, k)$, frequency model $g$, boundary $P$, ratio of high-frequent items $\theta$

**Output**: frequency estimation $\hat{f}(d)$

1: if $g(d) > P$ then
2:     $\hat{f}(d) = g(d)$
3: else
4:     $\hat{f}(d) = \frac{m}{m-1} \left( \frac{1}{k} \sum_{l=1}^{k} M_{t,h_l(d)} - (1 - \theta) \frac{n}{m} \right)$
5: end if
6: return: $\hat{f}(d)$

The following theorem proves that the output of our LDPLCM-estimator is an unbiased estimate of the frequency for a low-frequent item.

**Theorem 2.** The estimated frequency of a low-frequent item provided by the LDPLCM is an unbiased estimate of $f(d)$, i.e., $E \left[ \frac{m}{m-1} \left( \frac{1}{k} \sum_{l=1}^{k} M_{t,h_l(d)} - (1 - \theta) \frac{n}{m} \right) \right] = f(d)$. 

Proof. The LDPLCM estimates the frequency of a low-frequent item $d$ as $\hat{f}(d)$. We first analyze the contribution of each data entry $d^{(i)}$ to the estimation $\hat{f}(d)$. Let $\text{Perturb}(v^{(i)}) = (-1) \cdot v^{(i)}$ with probability $\frac{e^{\epsilon/2}}{1 + e^{\epsilon/2}}$ and $J \sim \text{Uniform}[k]$. The encoding vector of a high-frequent item is $v^{(i)} \in \{-1\}^m$, and the encoding vector of a low-frequent item is $-1$ everywhere except at position $h_j(d^{(i)})$ for record $i$. We use $M(j, h_j(d))^{(i)}$ to denote the contribution of the $i$th data to the $j$ line and $h_j(d)$ column of the sketch $M$.

$$M(j, h_j(d))^{(i)} = k \left( \frac{c_\epsilon \text{Perturb}(v^{(i)}[h_j(d)]) + 1}{2} \right) 1 \{J = j\}, \quad (8)$$

where $c_\epsilon = \frac{e^{\epsilon/2} + 1}{e^{\epsilon/2} - 1}$, and $M(j, h_j(d))^{(i)}$ is nonzero only when $J = j$.

Then, we analyze the expectation of $\mathbb{E}[M(j, h_j(d))^{(i)}]$ under different conditions of the $i$th entry $d^{(i)}$.

1. If $d^{(i)}$ is a high-frequent item,

$$\mathbb{E}[M(j, h_j(d))^{(i)}] = k \left( \frac{c_\epsilon \text{Perturb}(v^{(i)}[h_j(d)]) + 1}{2} \right) \Pr\{J = j\} = 0 \quad (9)$$

2. $d^{(i)}$ is a low-frequent item, and $d^{(i)} = d$,

$$\mathbb{E}[M(j, h_j(d))^{(i)}] = k \left( \frac{c_\epsilon \text{Perturb}(v^{(i)}[h_j(d)]) + 1}{2} \right) \Pr\{J = j\} = 1 \quad (10)$$

3. $d^{(i)}$ is a low-frequent item, and $d^{(i)} \neq d$

$$\mathbb{E}[M(j, h_j(d))^{(i)}] = k \left( \frac{c_\epsilon \text{Perturb}(v^{(i)}[h_j(d)]) + 1}{2} \right) \Pr\{J = j\} = (1 - \frac{1}{m}) \mathbb{E}\left[ \frac{c_\epsilon \text{Perturb}(1) + 1}{2} \right] + \frac{1}{m} \mathbb{E}\left[ \frac{c_\epsilon \text{Perturb}(+1) + 1}{2} \right] \quad (11)$$

$$= (1 - \frac{1}{m}) \cdot 0 + \frac{1}{m} \cdot 1 = \frac{1}{m} \quad (12)$$

Thus, $\mathbb{E}[M(j, h_j(d))^{(i)}] = 0 \cdot 1 \{d^{(i)}_{\text{high}}\} + 1 \cdot 1 \{d^{(i)}_{\text{low}} = d\} + \frac{1}{m} \cdot 1 \{d^{(i)}_{\text{low}} \neq d\}$,
where \( d^{(i)}_{\text{high}} \) means a high-frequent item, and \( d^{(i)}_{\text{low}} \) means a low-frequent item.

\[
E[\frac{1}{k} \sum_{i=1}^{n} \sum_{j=1}^{k} M(j, h_j(d))^{(i)}] = 0 \cdot n \cdot \theta + 1 \cdot f(d) + \frac{1}{m} \cdot [n(1 - \theta) - f(d)]
\]

\[
= (1 - \frac{1}{m}) f(d) + (1 - \theta) \frac{n}{m}
\]

The expectation of the LDPLCM-based estimation:

\[
E[\hat{f}(d)] = E[\frac{m}{m-1} \frac{1}{k} \sum_{i=1}^{n} \sum_{j=1}^{k} M(j, h_j(d))^{(i)} - (1 - \theta) \frac{n}{m}] = f(d)
\]

Thus, the output of LDPLCM \( \hat{f}(d) \) is a unbiased estimate of \( f(d) \).

To ensure the utility of LDPLCM-based frequency estimation, we prove that the variance of the estimation is limited. Before computing the variance, we first prove some corresponding lemmas.

Lemma 1 computes the expectation of the squared entry of the \( i \)th data to the \( j \) line and \( h_j(d) \) column of the sketch \( M \). This lemma will be used to compute the variance of LDPLCM-based estimation.

**Lemma 1.** \( E[(M(j, h_j(d))^{(i)})^2] = \frac{k}{4} (c^2 - 1) + k \cdot 1 \{d^{(i)}_{\text{low}} = d\} + \frac{k}{m} \cdot 1 \{d^{(i)}_{\text{low}} \neq d\} \)

**Proof.** (1) If \( d^{(i)} \) is a high-frequent item,

\[
E[(M(j, h_j(d))^{(i)})^2] = k^2 E[(\frac{c^2}{2} \text{Perturb}(v^{(i)}[h_j(d)]) + 1)^2] \mathbb{1}\{J = j\}
\]

\[
= k E[(\frac{c^2}{2} \text{Perturb}(-1) + 1)^2]
\]

\[
= k((\frac{-c^2 + 1}{2})^2 + \frac{c^2}{2} + \frac{1}{1 + e^{\epsilon/2}})(\frac{1}{1 + e^{\epsilon/2}})
\]

\[
= \frac{k}{4} (c^2 - 1)
\]
(2) $d^{(i)}$ is a low-frequent item, and $d^{(i)} = d$,

$$
E[(M(j, h_j(d))^{(i)})^2] = k^2E[(\frac{c_\text{Perturb}(v^{(i)}[h_j(d)]) + 1}{2})^2\mathbb{1}\{J = j\}] 
= kE[\frac{c_\text{Perturb}(+1) + 1}{2}] 
= k(\frac{c_\epsilon + 1}{2})^2(1 + e^{\epsilon/2}) + \frac{1}{2}(\frac{1}{1 + e^{\epsilon/2}}) 
= \frac{k}{4}(c_\epsilon^2 - 1) + k
$$

(3) $d^{(i)}$ is a low-frequent item, and $d^{(i)} \neq d$

$$
E[(M(j, h_j(d))^{(i)})^2] = k^2E[(\frac{c_\text{Perturb}(v^{(i)}[h_j(d)]) + 1}{2})^2\mathbb{1}\{J = j\}] 
= \frac{k}{m}E[\frac{c_\text{Perturb}(+1) + 1}{2}] + k(1 - \frac{1}{m})E[\frac{c_\text{Perturb}(-1) + 1}{2}] 
= \frac{k}{4}(c_\epsilon^2 - 1) + \frac{k}{m}
$$

Thus, $E[(M(j, h_j(d))^{(i)})^2] = \frac{k}{4}(c_\epsilon^2 - 1) + 0 \cdot \mathbb{1}\{d^{(i)} = d^{(i)}\text{high}\} + k \cdot \mathbb{1}\{d^{(i)} = d\} + \frac{k}{m} \cdot \mathbb{1}\{d^{(i)} = d^{(i)}\text{low}\} = d^{(i)}$, where $d^{(i)}\text{high}$ means a high-frequent item, and $d^{(i)}\text{low}$ means a low-frequent item.

Lemma 2 computes the covariance of the entries $d^{(i_1)}$, $d^{(i_2)}$ to the sketch $M$ in different cases.

**Lemma 2.** Let $i_1 \neq i_2$ be different indices. We have:

(1) If $j_1 \neq j_2$, then

$$
\text{Cov}(M(j_1, h_{j_1}(d))^{(i_1)}, M(j_2, h_{j_2}(d))^{(i_2)}) = 0.
$$

(2) If $d^{(i_1)}$ and $d^{(i_2)}$ are low-frequent values, $d^{(i_1)} = d$ or $d^{(i_2)} = d$ or $d^{(i_1)} \neq d^{(i_2)}$, then

$$
\text{Cov}(M(j, h_j(d))^{(i_1)}, M(j, h_j(d))^{(i_2)}) = 0.
$$

(3) If $d^{(i_1)}$ and $d^{(i_2)}$ are low-frequent values, $d^{(i_1)} = d^*$ and $d^* \neq d$, then

$$
\text{Cov}(M(j, h_j(d))^{(i_1)}, M(j, h_j(d))^{(i_2)}) = \frac{1}{m} - \frac{1}{m^2}.
$$
(4) If \(d^{(i_1)}\) or \(d^{(i_2)}\) is a high-frequent value, then

\[
\text{Cov}(M(j, h_j(d))^{(i_1)}, M(j, h_j(d))^{(i_2)}) = 0. \tag{33}
\]

**Proof.** The (1), (2), and (3) are proved in Reference [6]. We just need to prove the (4).

\[
\text{Cov}(M(j, h_j(d))^{(i_1)}, M(j, h_j(d))^{(i_2)}) = E[M(j, h_j(d))^{(i_1)} \cdot M(j, h_j(d))^{(i_2)}] - E[M(j, h_j(d))^{(i_1)}]E[M(j, h_j(d))^{(i_2)}] \tag{34}
\]

\[
= \frac{1}{4} \{E[v^{(i_1)}[h_j(d)] \cdot v^{(i_2)}[h_j(d)]] + E[v^{(i_1)}[h_j(d)]] + E[v^{(i_2)}[h_j(d)]] + 1 \}
- \frac{1}{2} \text{E}[M(j, h_j(d))^{(i_1)}] \cdot \text{E}[M(j, h_j(d))^{(i_2)}] \tag{35}
\]

If \(d^{(i_1)}\) is a high-frequent value, then \(v^{(i_1)}[h_j(d)] = -1\) and \(E[M(j, h_j(d))^{(i_1)}] = 0\).

Thus, \(\text{Cov}(M(j, h_j(d))^{(i_1)}, M(j, h_j(d))^{(i_2)}) = 0\). \(\square\)

Theorem 3 uses the above Lemma 1 and Lemma 2 to compute the variance of the LDPLCM-based frequency estimation for the low-frequent items.

**Theorem 3.** The variance of the LDPLCM-based frequency estimation for a low-frequent item is limited. That is \(\text{Var}\left[\frac{1}{k} \sum_{i=1}^{n} \sum_{j=1}^{k} M(j, h_j(d))^{(i)}\right] < \frac{n(\epsilon^2 - 1)}{4} + \frac{n(1 - \theta - f(d))}{m} + \frac{1}{k} \sum_{d^* \in D_{\text{low}}} f(d^*)^2\).

**Proof.** We compute the variance of the LDPLCM-based estimation for a low-frequent item as follows.

\[
\text{Var}\left[\frac{1}{k} \sum_{i=1}^{n} \sum_{j=1}^{k} M(j, h_j(d))^{(i)}\right] \tag{37}
\]

\[
= \sum_{i=1}^{n} \text{Var}\left[\frac{1}{k} \sum_{j=1}^{k} M(j, h_j(d))^{(i)}\right] + \frac{1}{k^2} \sum_{i_1 \neq i_2} \text{Cov}\left(\sum_{j=1}^{k} M(j, h_j(d))^{(i_1)}, \sum_{j=1}^{k} M(j, h_j(d))^{(i_2)}\right) \tag{38}
\]

\[
= \frac{1}{k^2} \sum_{i=1}^{n} \sum_{j=1}^{k} \text{Var}(M(j, h_j(d))^{(i)}) + \frac{1}{k^2} \sum_{i_1 \neq i_2} \sum_{j=1}^{k} \text{Cov}(M(j, h_j(d))^{(i_1)}, M(j, h_j(d))^{(i_2)}) \tag{39}
\]
According to Lemma 2,
\[
\frac{1}{k^2} \sum_{i_1 \neq i_2 \ j=1}^k \text{Cov}(M(j, h_j(d))^{(i_1)}, M(j, h_j(d))^{(i_2)})
\]
\[= \left( \frac{1}{km} - \frac{1}{km^2} \right) \sum_{d^* \neq \hat{d}} \sum_{d^* \neq \hat{d}} \sum_{i_1 \neq i_2} 1_{\{d^{(i_2)}_{low} = d^*\}} \]
\[= \left( \frac{1}{km} - \frac{1}{km^2} \right) \sum_{d^* \neq \hat{d}} \sum_{d^* \neq \hat{d}} (f(d^*) - 1) \]
(40)

where \(d^{(i_1)}_{low}\) and \(d^{(i_2)}_{low}\) are two low-frequent items, and \(d^{(i_1)}_{low} = d^{(i_2)}_{low} = d^*\) and \(d^* \neq d\).

Thus,
\[
\text{Var}\left[ \frac{1}{k} \sum_{i=1}^n \sum_{j=1}^k M(j, h_j(d))^{(i)} \right]
\]
\[= \frac{1}{k^2} \sum_{i=1}^n \sum_{j=1}^k \left( \mathbb{E}(M(j, h_j(d))^{(i)})^2 - (\mathbb{E}(M(j, h_j(d))^{(i)}))^2 \right) + \left( \frac{1}{km} - \frac{1}{km^2} \right) \sum_{d^* \neq \hat{d}} \sum_{d^{(i)}_{low} = d^*} (f(d^*) - 1)
\]
(41)
\[= \frac{n(c^2 - 1)}{4} + \frac{n(1 - \theta) - f(d)}{m} (1 - \frac{1}{m}) + \left( \frac{1}{km} - \frac{1}{km^2} \right) \sum_{d^* \neq \hat{d}} \sum_{d^{(i)}_{low} = d^*} (f(d^*) - 1)
\]
(42)
\[= \frac{n(c^2 - 1)}{4} + \frac{n(1 - \theta) - f(d)}{m} (1 - \frac{1}{m} - \frac{1}{k} + \frac{1}{km}) + \left( \frac{1}{km} - \frac{1}{km^2} \right) \sum_{d^* \neq \hat{d}} f(d^*)^2
\]
(43)
\[= \frac{n(c^2 - 1)}{4} + \frac{n(1 - \theta) - f(d)}{m} (1 - \frac{1}{m} - \frac{1}{k} + \frac{1}{km}) + \left( \frac{1}{km} - \frac{1}{km^2} \right) \sum_{d^* \neq \hat{d}} f(d^*)^2
\]
\[= \frac{n(c^2 - 1)}{4} + \frac{n(1 - \theta) - f(d)}{m} (1 - \frac{1}{m} - \frac{1}{k} + \frac{1}{km}) + \left( \frac{1}{km} - \frac{1}{km^2} \right) \sum_{d^* \neq \hat{d}} f(d^*)^2
\]
(44)

Since \(d^*\) is the value of a low-frequent item, \(\sum_{d^* \neq \hat{d}} f(d^*)^2 = \sum_{d^* \in \hat{D}_{low}} f(d^*)^2 - f(d)^2\). The variance of LDPLCM is limited by the following equation.
\[
\text{Var}\left[ \frac{1}{k} \sum_{i=1}^n \sum_{j=1}^k M(j, h_j(d))^{(i)} \right] < \frac{n(c^2 - 1)}{4} + \frac{n(1 - \theta) - f(d)}{m} + \frac{1}{km} \sum_{d^* \in \hat{D}_{low}} f(d^*)^2
\]
\[< \frac{n(c^2 - 1)}{4} + \frac{n(1 - \theta) - f(d)}{m} + \frac{1}{km} \sum_{d^* \in \hat{D}_{low}} f(d^*)^2
\]
(45)

The variance of Apple-CMS is \(\frac{n(c^2 - 1)}{4} + \frac{n-f(d)}{m} (1 - \frac{1}{m} - \frac{1}{k} + \frac{1}{km}) + \left( \frac{1}{km} - \frac{1}{km^2} \right) (\sum_{d^* \in \hat{D}} f(d^*)^2 - f(d)^2)\). According to the Theorem 3, our LDPLCM is more accurate for the low-frequent items compared with the Apple-CMS.

\[\Box\]
5. Experimental Result

5.1. Settings

Hardware and Library

All the experiments are implemented in Python 3.8 and run on Intel(R) Xeon(R) Gold 5218 CPU, with 1TB of MEMORY and 256GB of RAM.

Datasets

We test the performance of frequency estimation algorithms on three datasets, including two synthetic datasets and one real-world dataset.

(1) The first dataset is a synthetic dataset including 10 million records generated from a Zipf distribution with skewness $s = 1.1$. The domain size is 2,817,991. We refer to this dataset as Zipf(10M) in the following experiments.

(2) The second dataset is a synthetic dataset including 100 million records generated from a Zipf distribution with skewness $s = 1.1$. The domain size is 22,774,443. We refer to this dataset as Zipf(100M) in the following experiments.

(3) The third one is a real-world dataset named Wesad [39] for wearable stress and affect detection. This dataset is a 16GB dataset containing 63 million records. We use the attribute RESPIRATION for the frequency estimation experiments. The domain size is 44,900. We refer to this dataset as WESAD in the following experiments.

Error Metrics

We use metrics to measure the accuracy of different algorithms. In the following metrics, $d$ denotes the size of data domain, $i$ denotes the $i$-th data item, $f(x_i)$ and $\hat{f}(x_i)$ represent the true value and the predicted value, respectively.

(1) Mean squared error (MSE): $\frac{1}{d} \sum_{x_i \in D} (f(x_i) - \hat{f}(x_i))^2$.

(2) Sum squared error (SSE): $\sum_i^d (f(x_i) - \hat{f}(x_i))^2$.

Parameters

$\theta$: the ratio of the total frequencies of high-frequent items to the frequencies of all items, $\theta = \frac{\sum_{x_i \in HighFre} f(x_i)}{\sum_{x_i \in D} f(x_i)}$, where $HighFre$ means the set of all the high-frequent items.

$r$: the sampling rate for the LDPLCM algorithm.
Figure 3: The performance on different models for all datasets.

$\epsilon$: the privacy budget of clients in LDPLCM, Apple-CMS, and Apple-HCMS algorithms.

$(m, k)$: the sketch matrix parameters with hash functions $k$ and the domain size $m$ in LDPLCM, Apple-CMS, and Apple-HCMS algorithms.

$k'$: the parameter is to restrict clients to uniformly choosing from $k'$ hash functions in FLH.

Frequency Model

The frequency model should be both lightweight and accurate. On the one hand, it must be small enough to be easily passed between the server and the clients. On the other hand, it should be sufficiently accurate to predict the frequency for the high-frequent items. For the sake of fairness, we compared the accuracy of the Random Forest Regressor model and the Gradient Boosting Regressor model with the same space cost on three datasets. Figure 3 shows that the Gradient Boosting Regressor model is more accurate than the Random Forest Regressor model. Thus, we adopt the Gradient Boosting Regressor model to form the frequency model of LDPLCM. The advantage of the Gradient Boosting Regressor model is that it introduces a new weak classifier in each iteration to reduce the residuals of the previously existing classifier combinations, which results in improved fitting and prediction data rather than just using weak learning algorithms.
We set the parameters of the models as learning rate $= 0.05$, estimators $= 350$, max depth $= 5$ for Zipf(10M), Zipf(100M) datasets, and learning rate $= 0.1$, estimators $= 100$, max depth $= 3$ for WESAD dataset. These parameters are tuned according to the GridSearchCV.

**Competitors**

In the following experiments, we compare the performance of our LDPLCM with state-of-the-art algorithms including Apple-CMS and Apple-HCMS.

1. **Apple-CMS**: The clients flip each bit of their one-hot vectors with the probability $\frac{1}{e^{\frac{1}{2}} + 1}$ and send the perturbed items to the server. Then, the server stores the perturbed items in a $k \times m$ sketch matrix and estimates by averaging the hash entries.

2. **Apple-HCMS**: The clients compute the Hadamard transform of any one-hot vectors and flip with the probability $\frac{1}{e^{\frac{1}{2}} + 1}$. The algorithm in the server is as same as Apple-CMS.

3. **FLH [27]**: The clients are restricted by a parameter $k'$ to choose hash functions. The hash functions map the data domain $[d]$ to $[g]$, where $g = e^c$. The service calculates which domain elements a client’s perturbed item contributes frequency towards by pre-computing a $k' \times d$ matrix.
5.2. Accuracy

In this experiment, we compare the accuracy of our method with the Apple-CMS and Apple-HCMS on the three datasets. We set $r = 0.1$ and $\epsilon = 4$. The experimental results on Zipf(10M), Zipf(100M) and WESAD datasets are shown in Figure 4(a), Figure 4(b), and Figure 4(c), respectively. The error is measured by SSE. For the Zipf(10M) and Zipf(100M), we set the sketch parameters $(m, k)$ as $m = 1024$, $k = 64$ and $\theta = 0.5$. For the WESAD dataset, we set the parameters as $m = 512$, $k = 32$ and $\theta = 0.4$. We also set the parameter $k' = 128$ of FLH for all datasets. Since the domain of WESAD is smaller than that of zipf datasets, we use a smaller sketch to test the impact of hash collisions.

We can learn from these figures that LDPLCM is more accurate than the Apple-CMS, Apple-HCMS and FLH on different datasets. The reason is that we train a model on some samples to distinguish the high-frequent and low-frequent items and only use the sketch to estimate the low-frequent items. The high-frequent items in phase 2 are encoded as dummy values causing no collisions with the low-frequent items. The frequency estimation of FLH is worse than others obviously because it maps the data to a small domain $g = e^\epsilon + 1$. And in this experiment, $g = 56$, which is much smaller than the data domain.

We also can find that the LDPLCM estimation error of high-frequent items is slightly higher than the Apple-CMS and Apple-HCMS. It is reasonable since the high-frequent items are estimated based on the frequency model trained according to the samples, the estimations are slightly higher than the other methods that estimate frequency based on sketches built with the entire dataset. But the total errors of the estimation for all the items are lower than the other methods. It is because the estimations of our method for the low-frequent items are more accurate than the others. In addition, the sampling errors have little effect on the results for the larger datasets as shown in Figure 4(b), which illustrates the applicability of our method to a larger domain.

---

1https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.GridSearchCV.html?highlight=gridsearchcv#sklearn.model_selection.GridSearchCV
5.3. Space cost

We test the accuracy of different methods with similar space costs on Zipf(100M). In this experiment, we only compare LDPLCM with Apple-CMS and Apple-HCMS since they use the same structure (sketch) to estimate the frequency. The space cost of LDPLCM includes the size of the frequency model and the size of the sketch. The space costs of Apple-CMS and Apple-HCMS are only the size of the sketches. We take a variety of settings to make different methods have similar space costs. The settings (the total space cost, the size of frequency model and the size of sketch) of different methods are shown in Table 1.

The experimental result about space cost and accuracy is shown in Figure 5. We can learn that the errors decrease with space cost. It is reasonable since a larger sketch can reduce hash collisions. It is clear that our LDPLCM is more accurate than the Apple-CMS and Apple-HCMS while occupying the similar space. The frequency model is more lightweight than sketch, so that it can be transferred more quickly between the clients and the server.

| LDPLCM | Apple-CMS/Apple-HCMS |
|--------|---------------------|
| Total Space Cost(KB) | Model Size(KB) | Sketch Size(KB) | Total Space Cost(KB) |
| 685 | 461 | 224 | 896 |
| 2235 | 1339 | 896 | 1792 |
| 3141 | 1349 | 1792 | 3584 |
| 4921 | 1337 | 3584 | 7168 |
| 8514 | 1346 | 7168 | 8848 |

5.4. Efficiency

We test the query efficiency of different methods on the Zipf(100M) dataset. We test 50,000 data records and average the query time as shown in Figure 6. Our algorithm is slightly less efficient than the Apple-CMS, Apple-HCMS. The reason is that the estimation time of our method includes not only the time to
estimate the frequency according to the sketch or matrix, but also the time to predict the frequency based on the model. FLH is the most efficient method, since it maps the data to a small domain $\epsilon^r + 1$. But its accuracy is worse than the other methods as shown in Fig 4.

5.5. The impact of parameters

We test the impact of different parameters including sketch parameters $(m,k)$, privacy budget $\epsilon$, sampling rate $r$, and the ratio of high-frequent items $\theta$ on the accuracy.
5.5.1. *The impact of sketch parameters* (*m, k*) *on the accuracy*

We test the impact of sketch parameters (*m, k*) on the accuracy with Zipf(10M) and Zipf(100M) datasets. We fix *m* = 1024 in Figure 7(a) and Figure 8(a) and *k* = 64 in Figure 7(b) and Figure 8(b). The other parameters are \( \theta = 0.5, r = 0.1, \epsilon = 4 \). Also, we fix *m* = 512 in Figure 9(a) and *k* = 32 in Figure 9(b) while the other parameters are \( \theta = 0.4, r = 0.1, \epsilon = 4 \). From the Figure 7, Figure 8 and Figure 9, we can learn that LDPLCM outperforms Apple-CMS and Apple-HCMS as (*m, k*) keeps increasing. The maximum gap is obtained when the (*m, k*) takes the minimum value. This phenomenon is reasonable because the smaller sketches mean more hash collisions, and then the more significant the accuracy improvement of our method by avoiding the collisions. A widening gap between our method and Apple-CMS is more pronounced when the domain is larger since a larger domain brings more hash collisions when the sketch is fixed. LDPLCM uses the model to predict the estimation for high-frequent items and reduce the collisions so that it improves the accuracy for low-frequent items.

5.5.2. *The impact of privacy budget* \( \epsilon \) *on the accuracy*

In Figure 10, we vary the privacy budget \( \epsilon \in \{1, 2, ..., 7\} \) on the accuracy with the Zipf(10M), Zipf(100M) and WESAD datasets. For Zipf(10M) and Zipf(100M) datasets, we fix *k* = 64, *m* = 1024, \( \theta = 0.5, r = 0.1 \). For WESAD dataset, we fix *k* = 32, *m* = 512, \( \theta = 0.4, r = 0.1 \). We also fix \( k' = 128 \) in FLH for all datasets. We can see that our algorithm is more accurate than Apple-CMS,
Figure 8: The impact of sketch parameters \((m,k)\) on the accuracy (Zipf(100M) dataset).

Figure 9: The impact of sketch parameters \((m,k)\) on the accuracy (Wesad dataset).

Figure 10: The impact of privacy budget \(\epsilon\) on the accuracy.
Apple-HCMS and FLH with different privacy budgets on different datasets. The reason is that our method reduces the estimation errors of low-frequent items by avoiding hash collisions between high-frequent and low-frequent items, while the other methods face the errors caused by a large number of hash collisions in addition to the noises introduced by LDP. By comparing the Fig 10(a), Fig 10(b) and Fig 10(c), we can learn that our method outperforms the other methods on datasets with a large domain and small privacy budget.

5.5.3. The impact of sampling rate \( r \) on the accuracy

We set \( k = 64, m = 1024, \theta = 0.5 \) and \( \epsilon = 4 \) in Figure 11. We vary the sampling rate \( r \in \{0.10, 0.15, ..., 0.30\} \) on the accuracy with the Zipf(100M) dataset. To ensure fairness, we make the precision of each frequency model similar for different sampling rates. We can find that the error decreases as the sampling rate increases. This phenomenon is consistent with the theoretical result, because the higher sampling rate reduces the error of sampling-based estimation for high-frequent data items.

5.5.4. The impact of \( \theta \) on the accuracy

The parameter \( \theta \) means the ratio of the total frequencies of high-frequent items to the frequencies of all the items. We vary \( \theta \in \{0.3, 0.35, ..., 0.6\} \) and
test the impact of $\theta$ on the accuracy with the Zipf(100M) dataset. We set the parameters as $k = 64$, $m = 1024$, $r = 0.1$, and $\epsilon = 4$. We can learn from Figure 12 that a higher $\theta$ makes LDPLCM more accurate. The reason is that a higher $\theta$ means more high-frequent items are predicted by the model instead of the sketch. As a result, the hash collisions in the sketch are reduced, which leads to a more accurate estimation.

5.5.5. The impact of $s$ on the accuracy

The parameter $s$ means the skewness of the Zipf distribution dataset. We vary $s \in \{1.1, 1.2, ..., 1.5\}$ and test the impact of $s$ on the accuracy with the Zipf(100M) dataset. We set the parameters as $k = 64$, $m = 1024$, $r = 0.1$, and $\epsilon = 4$. As shown in Figure 13, we can find that a smaller $s$ makes LDPLCM more accurate. As the sum of frequency of high-frequent items in the experiments with different skewness “$s$” are the same, the lower skewness means more items will be regarded as high-frequent items. Thus, more items are predicted by the frequency model. As a result, it reduces more hash collisions and leads to a more accurate estimation.

5.6. Summary of experimental results

The experimental results are summarized as follows:
• LDPLCM is more accurate than Apple-CMS, Apple-HCMS and FLH for frequency estimation on datasets with large domains.

• The higher the frequency of high-frequent items removed from the sketch, the more accurate the low-frequent items estimations become.

• The superiority of LDPLCM is more obvious when the sketch is limited to a small size.

6. Conclusion

In this paper, we propose the LDPLCM algorithm to reduce hash collisions and provide more accurate frequency estimations under LDP, especially for data with a larger domain. We train the frequency model to distinguish the high-frequent items and the low-frequent items, and we separate the storage of the items with different frequency properties without leaking privacy. Our method focuses on the frequency estimation for one-dimensional data under LDP. Extending the method for multidimensional data is still challenging. Some frontier works adopt the multidimensional histograms or grids for multidimensional frequency estimation under LDP, however, they still suffer from the curse of dimension and the trade-off between the accuracy and the utility. We will try to extend our work for multidimensional data in the future.
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