Trace Norm Regularized Tensor Classification and Its Online Learning Approaches

Ziqiang Shi, Tieran Zheng, and Jiqing Han

September 8, 2011

Abstract

In this paper we propose an algorithm to classify tensor data. Our methodology is built on recent studies about matrix classification with the trace norm constrained weight matrix and the tensor trace norm. Similar to matrix classification, the tensor classification is formulated as a convex optimization problem which can be solved by using the off-the-shelf accelerated proximal gradient (APG) method. However, there are no analytic solutions as the matrix case for the updating of the weight tensors via the proximal gradient. To tackle this problem, the Douglas-Rachford splitting technique and the alternating direction method of multipliers (ADM) used in tensor completion are adapted to update the weight tensors. Further more, due to the demand of real applications, we also propose its online learning approaches. Experiments demonstrate the efficiency of the methods.

1 Introduction

Tensor or multi-way data analysis have many applications in the field of psychometrics, econometrics, image processing, signal precessing, neuroscience, and data mining [1]. Tensors are higher-order equivalent of vectors and matrices. In this paper, we consider the classification of tensors, which is a generalization of the matrices classification problem proposed by Tomioka and Aihara in [2]. The tensor classification model is formulated as:

\[ f(\mathcal{X}; \mathcal{W}, b) = < \mathcal{W}, \mathcal{X} > + b \]  

where \( \mathcal{W}, \mathcal{X} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) are \( N \)-way tensors, \( \mathcal{X} \) is the input tensor for which we would like to predict its class label \( y \); \( \mathcal{W} \) is called the weight tensor and \( b \in \mathbb{R} \) is the bias. Thus we need to infer the weight tensor and bias from the training samples \( \{X_i, y_i\}_{i=1}^s \). This formulation makes the work in [2] as a special case that the tensors evolved have an order of \( N = 2 \).

In the work of matrix classification, Tomioka and Aihara use a norm regularized scheme based on trace norm of the weight matrix [2]. Recently this trace norm regularization scheme has been studied in various contexts, namely, multi-task learning [3], matrix completion [4,5], and robust principle component analysis [6]. In this paper, similarly to matrix classification, a trace norm for tensors may be introduced to control the complexity of the weight tensor and the deviation of the empirical statistics from the predictions together. Recently, Liu et al. [7] proposed a definition for the tensor trace norm:

\[ \|\mathcal{X}\|_* := \frac{1}{N} \sum_{i=1}^N \|X_{(i)}\|_* \]  
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where \( X(i) \) is the mode-\( i \) unfolding of \( \mathcal{X} \), \( \| X(i) \|_s \) is the trace norm of the matrix \( X(i) \), i.e. the sum of the singular values of \( X(i) \), and if \( N = 2 \), this tensor norm is just the ordinary matrix trace norm. Now the weight tensor and bias learning problem becomes a convex optimization problem

\[
\min_{W,b} F_s(W, b) = f_s(W, b) + \lambda \| W \|_s ,
\]

where \( f_s(W, b) = \sum_{i=1}^s \ell(y_i, \langle W, \mathcal{X}_i \rangle + b) \) is the empirical cost function induced by some convex smooth loss function \( \ell(\cdot, \cdot) \), and \( \lambda \) is the regularization parameter. The subscript of \( f_s(W, b) \) indicates the number of training samples or time of training procedure which is apparent from context.

For such convex optimization problem, Toh and Yun [8], Ji and Ye [9], and Liu et al. [10] independently proposed similar algorithms in the context of matrix related problems via using accelerated proximal gradient (APG) based methods. In this paper, we adapted the APG based algorithm to this tensor convex optimization problem. Unfortunately, unlike the Theorem 3.1 in [9] for matrix case, there is no closed analytic solution of the weight updating rules in the APG algorithm for the tensor case due to the dependency among multiple constraints. In order to solve the weight updating problem, the Douglas-Rachford splitting technique and the alternating direction method of multipliers [15,16], which have been successfully used in tensor completion tasks [7,11], are employed.

Furthermore, in order to cope with the situations that huge size training set for the data cannot be loaded into the memory simultaneously or the training data appear in sequence (for example video processing), we propose the online implementations of the above algorithms.

## 2 Notations

We adopt the nomenclature used by Kolda and Bader on tensor decompositions and applications [1]. The order \( N \) of a tensor is the number of dimensions, also known as ways or modes. Matrices (tensor of order two) are denoted by upper case letters, e.g. \( X \), and lower case letters for the elements, e.g. \( x_{ij} \). Higher-order tensors (order three or higher) are denoted by Euler script letters, e.g. \( \mathcal{X} \), and element \((i_1, i_2, \cdots, i_N)\) of a \( N \)-order tensor \( \mathcal{X} \) is denoted by \( x_{i_1i_2\cdots i_N} \). **Fibers** are the higher-order analogue of matrix rows and columns. A fiber is defined by fixing every index but one. The mode-\( n \) fibers are all vectors \( x_{i_1\cdots i_{n-1}\cdot i_{n+1}\cdots i_N} \) that obtained by fixing the values of \( \{i_1, i_2, \cdots, i_N\} \setminus i_n \). The mode-\( n \) unfolding, also known as matricization, of a tensor \( \mathcal{X} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) is denoted by \( X_{(n)} \) and arranges the model-\( n \) fibers to be the columns of the resulting matrix. The unfolding operator is denoted as unfold(\( \cdot \)). The opposite operation is refold(\( \cdot \)), denotes the refolding of the matrix into a tensor. The tensor element \((i_1, i_2, \cdots, i_N)\) is mapped to the matrix element \((i_n, j)\), where

\[
 j = 1 + \sum_{k=1}^{N} (i_k - 1) J_k \quad \text{with} \quad J_k = \prod_{m=1}^{k-1} I_m
\]

Therefore, \( X_{(n)} \in \mathbb{R}^{I_n \times I_1 \cdots I_{n-1} \cdot I_{n+1} \cdots I_N} \). The \( n \)-rank of a \( N \)-dimensional tensor \( \mathcal{X} \), denoted as \( \text{rank}_n(\mathcal{X}) \) is the column rank of \( X_{(n)} \), i.e. the dimension of the vector space spanned by the mode-\( n \) fibers. The inner product of two same-size tensors \( \mathcal{X}, \mathcal{Y} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) is defined as

\[
< \mathcal{X}, \mathcal{Y} > = \sum_{i_1=1}^{I_1} \sum_{i_2=1}^{I_2} \cdots \sum_{i_N=1}^{I_N} x_{i_1i_2\cdots i_N} y_{i_1i_2\cdots i_N}.
\]
The corresponding norm is \( \| \mathbf{X} \|_F = \sqrt{\langle \mathbf{X}, \mathbf{X} \rangle} \), which is often called the Frobenius norm.

### 3 Accelerated Proximal Gradient Method

It is known [8] that the gradient step

\[
W_k = W_{k-1} - \frac{1}{t_k} \nabla_W f_s(W_{k-1}, b)
\]

for solving the following smooth problem with fixed bias \( b \)

\[
\min_W f_s(W, b)
\]

without trace norm regularization can be formulated equivalently as a proximal regularization of the linearized function \( f_s(W, b) \) at \( W_{k-1} \) as

\[
W_k = \arg\min_W P_{t_k}(W, W_{k-1}),
\]

where

\[
P_{t_k}(W, W_{k-1}) = f_s(W_{k-1}, b) + \langle W - W_{k-1}, \nabla_W f_s(W_{k-1}, b) \rangle + \frac{t_k}{2} \| W - W_{k-1} \|_F^2
\]

and \( \nabla_W f_s(\cdot, b) \) is the gradient of \( f_s(\cdot, b) \) with respect to \( W \).

Based on this equivalence relation, Toh and Yun [8], Ji and Ye [9], and Liu et al. [10] proposed to solve the optimization problem in Eq. (3) by the following iterative step:

\[
W_k = \arg\min_W Q_{t_k}(W, W_{k-1}) = P_{t_k}(W, W_{k-1}) + \lambda \| W \|_*
\]

or equivalently

\[
W_k = \arg\min_W \left\{ \frac{t_k}{2} \| W - (W_{k-1} - \frac{1}{t_k} \nabla_W f_s(W_{k-1}, b)) \|_F^2 + \lambda \| W \|_* \right\}.
\]

Unfortunately, when the order of the tensor evolved in the problem is three or higher, there is no closed analytic solution to the above problem due to the tensor norm. This is in contrast to the matrix case, where the Eq. (9) can be solved by singular value decomposition (SVD) and soft “shrinkage” like the theorem 3.1 in [9]. However, the Douglas-Rachford splitting technique and the alternating direction method of multipliers can be used to solve Eq. (9) for higher tensors. These methods will be described in the next section. Now, we assume that the Eq. (8) or Eq. (9) can be properly solved.

In general APG methods, the Lipschitz constant for \( \nabla_W f_s(\cdot, b) \) is unknown, so it is need to estimate the appropriate step size \( t_k \) to guarantee the convergence rate [8,9,10]. In this work, the standard squared loss function is used in Eq. (3). With this loss function, we can explicitly compute the Lipschitz constant in Lemma 3.1. Thus the step size estimation can be omitted in our tensor classification problems.

**Lemma 3.1.** \( \nabla_W f_s(\cdot, b) \) is Lipschitz continuous with constant \( L = 2 \prod_{m=1}^N I_m \sum_{i=1}^s \| \mathbf{X}_i \|_F^2 \), i.e.,

\[
\| \nabla_W f_s(\mathcal{U}, b) - \nabla_W f_s(\mathcal{V}, b) \|_F \leq L \| \mathcal{U} - \mathcal{V} \|_F, \forall \mathcal{U}, \mathcal{V} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N},
\]

where \( \| \cdot \|_F \) denotes the Frobenius norm.
Proof. With the standard squared loss, the gradient of $f_s(W, b)$ with respect to $W$ is

$$\nabla_W f_s(W, b) = -2 \sum_{i=1}^{s} (y_i - <W, X_i > - b)X_i,$$  

(11)

Applying Eq. (11) with $U, V$ to the right of Eq. (10), we obtain

$$\|\nabla_W f_s(U, b) - \nabla_W f_s(V, b)\|_F = 2 \sum_{i=1}^{s} (y_i - <U, X_i > + b)X_i + 2 \sum_{i=1}^{s} (y_i - <V, X_i > + b)X_i \leq 2 \sum_{i=1}^{s} \|<U, X_i > - <V, X_i >\|_F,$$

$$\leq 2 \prod_{m=1}^{N} I_m \sum_{i=1}^{s} \|U_i - V_i\|_F \|X_i\|_F^2,$$

where in the last inequality, the easily verified fact that $<A, B> \leq \|A\|_1 \|B\|_1 \leq \prod_{m=1}^{N} I_m \|A\|_F \|B\|_F$ for $\forall A, B \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$ is used. Here $\|\cdot\|_1$ denotes the $\ell_1$ norm which is the sum of the absolute values of the tensor elements.

Thus the lemma is proved, that is to say $\nabla_W f_s(\cdot, b)$ is Lipschitz continuous with constant $L = 2 \prod_{m=1}^{N} I_m \sum_{i=1}^{s} \|X_i\|_F^2$.

Based on the work of Nesterov [13,14], Toh and Yun [8], Ji and Ye [9], and Liu et al. [10] showed that introduce a search point sequence $Z_k = W_k + t_k^{-1} - 1(W_k - W_{k-1})$ for a sequence $t_k$ satisfying $t_k^2 - t_{k+1}^2 \leq t_k^2$ results in a convergence rate of $O(\frac{1}{k^2})$. Based on their results, we adapted the APG algorithm to the tensor classification case and summarized in Algorithm 1. In this algorithm, the step of line 2 is not explicit. In the next section we will introduce some methods to solve this problem.

When the weight tensor is obtained, the bias $b$ can be derived by solving the following problem with fixed weight tensor

$$b_k = \arg\min_b \left\{ \sum_{i=1}^{s} (y_i - <W_k, X_i > + b)^2 + \lambda \|W_k\|_*, \right\},$$

(12)

which results in the bias updating rule

$$b_k = \frac{1}{s} \sum_{i=1}^{s} (y_i - <W_k, X_i >).$$

(13)

4 Minimization via Gandy’s Algorithms

Apparently that the problem of Eq. (9) or line 2 in Algorithm 1 fulfills the recently proposed tensor completion formulation [7,11]. For tensor completion, Gandy proposed two algorithms
Algorithm 1 Weight Tensor Learning via APG

Input \( (X_i, y_i), i = 1, \ldots, s \).

Initialization \( W_0 = Z_1 \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}, \alpha_1 = 1, L = 2 \prod_{m=1}^{N} \sum_{i=1}^{s} \|X_i\|_F^2, \lambda, k = 1 \).

1: \textbf{while} not converged \textbf{do}
2: \quad \quad W_k = \arg\min_{W} \{ \frac{L}{2} \| W - (Z_k - \frac{1}{L} \nabla_W f_s(Z_k, b)) \|_F^2 + \lambda \| W \|_* \}.
3: \quad \quad \alpha_{k+1} = \frac{1 + \sqrt{1 + 4 \alpha_k^2}}{2}.
4: \quad \quad Z_{k+1} = W_k + \frac{\alpha_k - 1}{\alpha_{k+1}} (W_k - W_{k-1}).
5: \quad \quad k \leftarrow k + 1.
6: \textbf{end while}

Output: \( W \leftarrow W_k \).

Based on Douglas-Rachford splitting technique and the alternating direction method of multipliers (ADM) respectively. In this work, we adapt these two methods to solve the problem \( (9) \).

\textit{Douglas-Rachford splitting technique based method:} The Douglas-Rachford splitting technique has a long history \([15,16]\). It addresses the minimization of the sum of two functions \((f + g)(x)\), where \( f \) and \( g \) are lower semicontinuous convex functions. The Douglas-Rachford splitting technique asserted that \( \text{prox}_{\lambda g}(\tilde{x}) \) is a minimizer of \((f + g)(x)\), where \( \tilde{x} \) is the limit point of the following sequence:

\[ x_{n+1} := x_n + t_n \{ \text{prox}_{\lambda f}[2\text{prox}_{\lambda g}(x_n) - x_n] - \text{prox}_{\lambda g}(x_n) \}, \quad (14) \]

where \( t_n \in [0, 2] \) satisfies \( \sum_{n \geq 0} t_n (2 - t_n) = \infty \) and the proximal map \( \text{prox}_{\lambda g}(\cdot) \) is defined as \([17,18]\):

\[ \text{prox}_{\lambda f} : x \mapsto \arg\min_{y} \{ f(y) + \frac{1}{2\lambda} \| x - y \|^2 \}. \quad (15) \]

We first formulate the problem in step 2 of Algorithm \( \P \) into the unconstrained minimization of \((f + g)(x)\). Let \( \mathfrak{F} := \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \), define a Hilbert space \( \mathfrak{F}_0 := \mathfrak{F} \times \mathfrak{F} \times \cdots \times \mathfrak{F} \) with the inner product \( \langle X, Y \rangle_{\mathfrak{F}_0} := \frac{1}{N+1} \sum_{i=0}^{N} \langle X_i, Y_i \rangle \). Then the problem can be rephrased as:

\[ \text{minimize} \quad f(\mathfrak{W}) + g(\mathfrak{W}), \quad (16) \]

where \( \mathfrak{W} = (W_0, W_1, \ldots, W_N), D = \{ \mathfrak{W} \in \mathfrak{F}_0 \mid W_0 = W_1 = \cdots = W_N \}, \) and

\[ f(\mathfrak{W}) = \frac{L}{2} \| W_0 - P \|_F^2 + \sum_{i=1}^{N} \frac{\lambda}{N} \| W_{i,(i)} \|_* \quad (17) \]

\[ g(\mathfrak{W}) = i_D(\mathfrak{W}) = \begin{cases} 0, & \text{if } \mathfrak{W} \in D \\ +\infty, & \text{otherwise} \end{cases} \quad (18) \]

where \( P = Z_{k-1} - \frac{1}{L} \nabla_W f_s(Z_{k-1}, b) \). Then in order to apply the stand DR splitting technique, the proximal maps of \( f(\mathfrak{W}) \) and \( g(\mathfrak{W}) \) need to be identified.
The proximal map of \( f(\mathfrak{W}) \) is given by

\[
\text{prox}_f \mathfrak{W} = \arg \min_{\mathfrak{W} \in \mathfrak{H}_0} \left\{ \frac{L}{2} \| \mathfrak{W}_0 - \mathfrak{P} \|_F^2 + \sum_{i=1}^N \frac{\lambda}{\gamma} \| W_{n(i)} \|_* + \frac{1}{2\gamma} \| \mathfrak{Y} - \mathfrak{W} \|_F^2 \right\}
\]

\[
= \arg \min_{\mathfrak{W} \in \mathfrak{H}_0} \left\{ \frac{L}{2} \| W_0 - \mathfrak{P} \|_F^2 + \sum_{i=1}^N \frac{\lambda}{\gamma} \| W_{n(i)} \|_* + \frac{1}{2(N+1)\gamma} \sum_{i=0}^N \| Y_i - W_{n(i)} \|_F^2 \right\}
\]

\[
= (\text{prox}_{(N+1)\gamma}(\frac{\lambda}{\gamma} \| \mathfrak{W} - \mathfrak{P} \|_F^2))\mathfrak{W}_0, \text{prox}_{(N+1)\gamma}(\frac{\lambda}{\gamma} \| W_{n(i)} \|_*)W_1, \cdots, \text{prox}_{(N+1)\gamma}(\frac{\lambda}{\gamma} \| W_{n(N)} \|_*)W_N
\]

For \( \text{prox}_{(N+1)\gamma}(\frac{\lambda}{\gamma} \| \mathfrak{W} - \mathfrak{P} \|_F^2)\mathfrak{W}_0 \), we have

\[
\arg \min_{\mathfrak{Y} \in \mathfrak{Y}} \left\{ \frac{L}{2} \| \mathfrak{W} - \mathfrak{P} \|_F^2 + \frac{1}{2(N+1)\gamma} \| \mathfrak{W} - \mathfrak{Y}_0 \|_F^2 \right\} = \left( \frac{L}{2} \mathfrak{P} + \frac{1}{2(N+1)\gamma} \mathfrak{Y}_0 \right) / \left( \frac{L}{2} + \frac{1}{2(N+1)\gamma} \right).
\]

For \( \text{prox}_{(N+1)\gamma}(\frac{\lambda}{\gamma} \| W_{n(i)} \|_*)W_i, i = 1, \cdots, N \), by Theorem 3.1 in [9], we have

\[
\arg \min_{\mathfrak{Y} \in \mathfrak{Y}} \left\{ \frac{\lambda}{\gamma} \| W_{n(i)} \|_* + \frac{1}{2(N+1)\gamma} \| \mathfrak{W} - \mathfrak{Y} \|_F^2 \right\} = \text{refold}(PS_{\frac{N+1}{2}}(S)V^T),
\]

where \( USVT \) is the SVD of \( Y_{n(i)} \), the refold(\( \cdot \)) is referred to Section 2, and the \( S_{\varepsilon}[\cdot] \) is the soft-thresholding operator introduced in [19]:

\[
S_{\varepsilon}[x] = \begin{cases} 
  x - \varepsilon, & \text{if } x > \varepsilon, \\
  x + \varepsilon, & \text{if } x < -\varepsilon, \\
  0, & \text{otherwise}
\end{cases}
\]

where \( x \in \mathbb{R} \) and \( \varepsilon > 0 \). For vectors and matrices, this operator is extended by applying element-wise.

The proximal map of the indicator function \( g(\mathfrak{W}) \) is simply given by

\[
\text{prox}_g \mathfrak{W} = ( \tilde{\mathfrak{W}}, \cdots, \tilde{\mathfrak{W}} ),
\]

where \( \tilde{\mathfrak{W}} = \frac{1}{N+1} \sum_{i=1}^N W_i \).

Now apply Eq. (14), we obtain the iteration rules for the original problem:

\[
W_{0}^{k+1} = W_0^k + \arg \min_{\mathfrak{W}} \left\{ \frac{L}{2} \| \mathfrak{W} - \mathfrak{P} \|_F^2 + \frac{1}{2(N+1)\gamma} \| \mathfrak{W} - (2\mathfrak{W} - W_0^k) \|_F^2 \right\} - \tilde{\mathfrak{W}},
\]

\[
W_{i}^{k+1} = W_i^k + \arg \min_{\mathfrak{W}} \left\{ \frac{\lambda}{\gamma} \| W_{n(i)} \|_* + \frac{1}{2(N+1)\gamma} \| \mathfrak{W} - (2\mathfrak{W} - W_i^k) \|_F^2 \right\} - \tilde{\mathfrak{W}}, i = 1, \cdots, N.
\]

The convergence is guaranteed by Theorem 4.1 in [11]. When it converges, the weight tensor is \( \mathfrak{W} \).

**ADM based method:** The ADM based method goes back to last century [20]. The approach consists of iteratively updating the original variables and finally carrying out the update of the dual variables. Each update involves a single variable and is conditioned to the fixed value of the others. In order to use the ADM in tensor completion, Gandy introduced \( N \) new tensor-value variables that represents the \( N \) different mode-\( n \) unfoldings of the original tensor, then form the
augmented Lagrangian and update all the variables one at a time. Following Gandy’s method, we introduce \( N \) new variable \( Y_i \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) and rephrase line 2 of the Algorithm 1 as

\[
\min_{W, Y_i} \frac{L}{2} \|W - P\|_F^2 + \frac{N}{2} \sum_{i=1}^{N} \|Y_{i(i)}\|_* \tag{24}
\]

subject to \( Y_i = W \quad \forall i \in \{1, \cdots, N\} \).

Let \( f(W) = \frac{L}{2} \|W - P\|_F^2, \ g(\mathcal{Y}) = \frac{N}{2} \sum_{i=1}^{N} \|Y_{i(i)}\|_* \), where \( \mathcal{Y} = (Y_1, \cdots, Y_N)^T \). Thus the constrain over \( \mathcal{Y} \) and \( W \) is \( \mathcal{Y} = (W, \cdots, W) \). Then the augmented Lagrangian of Eq. (24) becomes

\[
\mathcal{L}_A(W, \mathcal{Y}, U) = \frac{L}{2} \|W - P\|_F^2 + \frac{N}{2} \sum_{i=1}^{N} \|Y_{i(i)}\|_*^2 - \langle U_i, W - Y_i \rangle + \frac{\beta}{2} \|W - Y_i\|_F^2 \tag{25}
\]

where the parameter \( \beta \) is any positive number and \( U = (U_1, \cdots, U_N)^T \) is the Lagrange multiplier. By minimization \( \mathcal{L}_A(W, \mathcal{Y}, U) \) with respect to each single variable and other variables fixed, we obtain the updating rules of all the variables \( \mathcal{Y}, W, U \)

\[
\begin{cases}
W^{k+1} = (LP + \beta \sum_{i=1}^{N} U_i + \sum_{i=1}^{N} U_i)/(L + \beta N), \\
Y_i^{k+1} = \text{refold}(US \frac{1}{\beta_N} [S]V^T), \ i = 1, \cdots, N, \\
U_i^{k+1} = U_i^k - \beta(W^{k+1} - Y_i^{k+1}), \ i = 1, \cdots, N,
\end{cases} \tag{26}
\]

where \( USV^T \) is the SVD of \( (W^{k+1} - Y_i^{k+1}) \).

Until now we have proposed two methods to solve the tensor classification problem. In the next section, we discuss the online implementation of the proposed learning processes.

### 5 Online Learning

The above proposed methods are iterative batch procedures, accessing the whole training set at each iteration in order to minimize a weighted sum of a cost function and the tensor trace norm. This kind of learning procedure cannot deal with huge size training set for the data probably cannot be loaded into memory simultaneously, furthermore it cannot be started until the training data are prepared, hence cannot effectively deal with the training data appear in sequence, such as audio and video processing.

To address these problems, we propose an online approach that processes the training samples, one at a time, or in mini-batches to learn the weight tensor and the bias for tensor classification. We transform the above algorithm to the online learning framework. The framework is described in Algorithm 2 in which we also include the bias updating steps.

Our procedure is summarized in Algorithm 2. The \( \odot \) operator in step 6 of the algorithm denotes the Kronecker product which is similar to matrix Kronecker product. Given two tensors \( A \in \mathbb{R}^{I_1 \times \cdots \times I_N} \) and \( B \in \mathbb{R}^{J_1 \times \cdots \times J_N} \) with equal order \( N \), \( A \odot B \) denotes the Kronecker product between \( A \) and \( B \), results as a tensor in \( \mathbb{R}^{I_1 \times \cdots \times I_N \times J_1 \times \cdots \times J_N} \) defined by blocks of sizes \( J_1 \times \cdots \times J_N \) equal to \( a_{i_1, \cdots, i_N} B \). GridTr\( (W, B_i) \) in step 13 denotes an operator with input \( W \in \mathbb{R}^{I_1 \times \cdots \times I_N} \) and \( B_i \in \mathbb{R}^{I_1 \times \cdots \times I_N \times J_N} \), result in \( \mathbb{R}^{I_1 \times \cdots \times I_N} \) with the \((i_1, \cdots, i_N)\)th element defined as the inner product between \( W \) and the \((i_1, \cdots, i_N)\)th \( \mathbb{R}^{I_1 \times \cdots \times I_N} \) block of \( B_i \).
Assuming the training set composed of i.i.d. samples of a distribution \( p(\mathcal{X}, y) \), its inner loop draws one training sample \((\mathcal{X}_t, y_t)\) at a time. This sample is first used to update the “past” information \( \mathcal{A}_{t-1}, \mathcal{B}_{t-1}, c_{t-1}, \mathcal{D}_{t-1}, L_{t-1} \). Then the Algorithm 1 is applied to update the weight matrix with the warm start \( \mathcal{W}_{t-1} \) obtained at the previous iteration. Since \( F_t(\mathcal{W}, b_{t-1}) \) is relative close to \( F_{t-1}(\mathcal{W}, b_{t-1}) \) for large values of \( t \), so are \( \mathcal{W}_t \) and \( \mathcal{W}_{t-1} \), under suitable assumptions, which makes it efficient to use \( \mathcal{W}_{t-1} \) as warm restart for computing \( \mathcal{W}_t \).

For the stopping criteria of the inside iterations, we take the following relative error conditions:

\[
||\mathcal{W}_{k+1,t} - \mathcal{W}_{k,t}||_F / (||\mathcal{W}_{k,t}||_F + 1) < \varepsilon_1 \text{ and } |b_{k+1,t} - b_{k,t}| / (|b_{k,t}| + 1) < \varepsilon_2. \tag{27}
\]

In some conditions, use the classical heuristic in gradient descent algorithm, we may also improve the convergence speed of our algorithm by drawing \( \mu > 1 \) training samples at each iteration instead of a single one. Let us denote by \((\mathcal{X}_{t,1}, y_{t,1}), \ldots, (\mathcal{X}_{t,\mu}, y_{t,\mu})\) the samples drawn at iteration \( t \). We can now replace lines 5 and 9 of Algorithm 2 by

\[
\begin{align*}
\mathcal{A}_t &\leftarrow \mathcal{A}_{t-1} + \sum_{i=1}^\mu y_{t,i} \mathcal{X}_{t,i}, & \mathcal{B}_t &\leftarrow \mathcal{B}_{t-1} + \sum_{i=1}^\mu \mathcal{X}_{t,i} \otimes \mathcal{X}_{t,i}, & c_t &\leftarrow c_{t-1} + \sum_{i=1}^\mu y_{t,i}, \\
\mathcal{D}_t &\leftarrow \mathcal{D}_{t-1} + \sum_{i=1}^\mu \mathcal{X}_{t,i}, \text{ and } L_t &\leftarrow L_{t-1} + \sum_{i=1}^\mu 2 \prod_{m=1}^N I_m ||\mathcal{X}_{t,i}||^2_F.
\end{align*}
\tag{28}
\]

But in real applications, this online with mini-batch update method may not improve the convergence speed on the whole since the batch past information computation (Eq. 26) would occupy
much of the time. The updating of $B_i$ needs to do Kronecher product which spend much of the computing resource. If the computation cost of Eq. (28) can be ignored or largely decreased, for example by parallel computing, this mini-batch method would increase the convergence speed by a factor of $\mu$.

6 Experimental Validation

In this section, we conduct experiments to demonstrate the characteristics of the proposed methods for tensor classification problem. Six algorithms are compared: the batch learning algorithm with APG using DR methods (APG\_DR); the online learning algorithm with APG using DR (OL\_APG\_DR); the batch learning algorithm with APG using ADM method (APG\_ADM); the online learning algorithm with APG using ADM (OL\_APG\_ADM); OL\_APG\_DR with update Eq. (28) (OL\_APG\_DR\_miniBatch); OL\_APG\_ADM with update Eq. (28) (OL\_APG\_ADM\_miniBatch). All algorithms are run in Matlab on a PC with an Intel 2.53GHz dual-core CPU and 3.25GB memory.

For our experiments, we use randomly generated $2 \times 10^5 \times 10 \times 10 \times 10$ tensors, which are composed of varied ranks (note that here the rank is not the $n$-rank mentioned above, here the rank concept related to CANDECOMP/PARAFAC decomposition, refer [1] for exact definition); $2 \times 10^5$ of these are kept for training, and the rest for testing. The goal is to classify the tensors according to their ranks. Hence we have made the tensor rank identification problem into a novel classification or regression formulation. We generate the rank-$r$ tensor as a sum of $r$ rank one tensors, where each rank one tensor is a outer product of 3 vectors whose elements are drawn i.i.d from the standard uniform distribution on the open interval $(0, 1)$. For all the algorithm, the parameters in the stopping criteria (27) are $\varepsilon_1 = 10^{-10}$ and $\varepsilon_2 = 10^{-10}$. The regularization constant $\lambda$ is anchored by the large explicit fixed step size $L$ and the tensors involved, which means that in practice the parameter $\lambda$ should be set adaptably with the step size $L$ in the online process. But due to this variation of $\lambda$, the comparisons between the algorithms would not bring into effect. Hence in this work we use $\lambda = 1$ throughout. Considering a balance between convergence speed and accuracy, we set $\beta = 10^7$, $\gamma = 10^{-7}$ in this work.

Figure 1 compares all the algorithms proposed in this work. The batch algorithm use a training set of $2 \times 10^3$ training samples, while the online algorithm draws samples from the entire training set. We use a logarithmic scale for the computation time. Figure 1(a) shows the mean square tensor rank prediction errors as functions of time. It can be seen generally that all methods converge. In all these methods, ADM based methods converge faster than DR based methods. The batch learning methods converge faster than corresponding online learning methods with or without mini-batch past information updating. It can also be seen that when the size of the mini-batch used in online method increase, the speed of convergence will decrease, and the reason for this has been explained in the last paragraph of Section 5. After all the methods converge, they result in almost equal performance. Figure 1(b) shows the classification rates with tensor rank estimation error tolerances $\eta = 1$. Here the rank estimation error tolerance means that if the distance between the estimation rank value and the real rank value is less than $\eta$, then the tensor classification would be right. The convergence of the classification accuracies are corresponding to the convergence of the mean square tensor rank prediction errors. With an error tolerance $\eta = 1$, the methods result in a classification rate of 95.9%.
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Figure 1: Comparison between various learning methods and results are reported as functions of learning time on a logarithmic scale.

7 Conclusions

In this paper, we have proposed methods to solve tensor classification problem with a tensor trace norm regularization. We successfully employed APG method to learn parameters, during which DR and ADM are used to update weight tensor. We also give out online learning implementation for all proposed methods. In addition, for standard squared loss function, we derive the explicit form of the Lipschitz constant, which saves the computation burden in searching step size. Our empirical study on tensor classification according to tensor rank demonstrates the merits of the proposed algorithms. This is, to our knowledge, the first work on tensor norm constrained tensor classification. Some future work are worth considering, such as that the alternating between minimization with respect to weight tensor and bias may results in fluctuation of target value, thus optimization algorithm that minimization jointly on weight tensor and bias are required; for multi-classification problems with more classes, some hierarchy methods may be introduced to improve the classification accuracy.
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