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Abstract

Matrix completion is one of the most challenging problems in computer vision. Recently, quaternion representations of color images have achieved competitive performance in many fields. Because it treats the color image as a whole, the coupling information between the three channels of the color image is better utilized. Due to this, low-rank quaternion matrix completion (LRQMC) algorithms have gained considerable attention from researchers. In contrast to the traditional quaternion matrix completion algorithms based on quaternion singular value decomposition (QSVD), we propose a novel method based on quaternion Qatari Riyal decomposition (QQR). In the first part of the paper, a novel method for calculating an approximate QSVD based on iterative QQR is proposed (CQSVD-QQR), whose computational complexity is lower than that of QSVD. The largest $r$ ($r > 0$) singular values of a given quaternion matrix can be computed by using CQSVD-QQR. Then, we propose a new quaternion matrix completion method based on CQSVD-QQR which combines low-rank and sparse priors of color images. Experimental results on color images and color medical images demonstrate that our model outperforms those state-of-the-art methods.

Keywords: quaternion matrix completion; quaternion QR decomposition; low rank; sparse representation

1 Introduction

Image completion, which aims to recover lost entries based on limited known pixels of an image, has a wide range of applications in computer vision. It has received extensive attention from researchers in recent years [1–4]. Low-rank matrix minimization problems are constructed and solved using low-rank properties of matrices. There has been great success with low-rank matrix completion (LRMC)-based methods. The low-rank property of LRMC-based methods is generally controlled by a constrained rank minimization problem. Let $M \in \mathbb{R}^{M \times N}$, $M \geq N > 0$ be an incomplete matrix, and then the traditional LRMC-based method can be formulated as follows:

$$\min_{\mathbf{X}} \text{rank}(\mathbf{X}), \text{ s.t. } P_\Omega(\mathbf{X} - \mathbf{M}) = \mathbf{0}, \quad (1)$$

where $\mathbf{X} \in \mathbb{R}^{M \times N}$ is a completed output matrix, $\text{rank}(\cdot)$ is the rank function, and $\Omega$ is the observed entries set. $P_\Omega(\mathbf{X})$ is defined as

$$(P_\Omega(\mathbf{X}))_{mn} = \begin{cases} \mathbf{X}_{mn}, & (m,n) \in \Omega, \\ 0, & (m,n) \notin \Omega. \end{cases}$$
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However, the rank function is discontinuous and non-convex, making it NP-hard. The nuclear norm has been shown to be the tightest convex relaxation of the above rank minimization problem [5]. Thus, the nuclear norm as a convex surrogate of the rank function is frequently used to deal with the image completion problem [6,7]. The corresponding minimization method is formulated as

\[
\min_{\mathbf{X}} \|\mathbf{X}\|_* \text{ s.t. } P_\Omega(\mathbf{X} - \mathbf{M}) = 0,
\]

(2)

However, the authors in [1] stated that these existing methods based on nuclear norm minimization minimize all singular values simultaneously, so the rank may not be well approximated. And they proposed the truncated nuclear norm (TNN) regularization, which approximates the rank function more accurately than the nuclear norm. Gu et al. [3,8] introduced a weighted nuclear norm (WNNM) technique that gives different weights to singular values in order to treat them differently. Additionally, there are other enhanced nuclear norm-based approaches that have shown good image completion outcomes, such as [9–11].

When processing color images, the aforementioned LRMC-based approaches essentially process the RGB’s three color channels individually before combining them to get the final restoration outcome. The loss of coupling information between the three color channels could result from this strategy’s disregard for the relationships between the three channels.

Researchers have paid close attention to the quaternion representation of color images in recent years. Numerous studies have demonstrated the effectiveness of quaternions in describing color images, and techniques based on them have produced competitive outcomes for a variety of image processing issues, including color image edge identification [12], color face recognition [13], color image denoising [14], color image completion [4]. For a color image, its three color channels exactly match the three imaginary sections of a quaternion matrix. A pixel of a color image can be represented by a pure quaternion as follows:

\[ \hat{p} = 0 + p_R i + p_G j + p_B k, \]

where \( \hat{p} \) denotes a color pixel, \( p_R, p_G, \) and \( p_B \) are the pixel values of the three channels RGB of \( \hat{p} \), respectively, and \( i, j, k \) are the three imaginary units of a quaternion. The relationship between the three channels can be better leveraged since the pure quaternion matrix represents the three color channels of the color image holistically. Recently, approaches for image completion using quaternion-based LRMC have also been proposed. Similar to the problem (2), the widely used low-rank quaternion matrix completion algorithm (LRQMC) is formulated as follows:

\[
\min_{\hat{\mathbf{X}}} \|\hat{\mathbf{X}}\|_* \text{ s.t. } P_\Omega(\hat{\mathbf{X}} - \hat{\mathbf{M}}) = 0,
\]

(3)

where \( \hat{\mathbf{X}} \in \mathbb{H}^{M \times N} \) is the recovered output quaternion matrix, \( \mathbf{M} \in \mathbb{H}^{M \times N} \) is the observed quaternion matrix, and \( \|\hat{\mathbf{X}}\|_* \) is the nuclear norm of a quaternion matrix \( \hat{\mathbf{X}} \). \( P_\Omega(\hat{\mathbf{X}}) \) is defined as

\[
(P_\Omega(\hat{\mathbf{X}}))_{mn} = \begin{cases} 
\hat{\mathbf{X}}_{mn}, & (m,n) \in \Omega, \\
0, & (m,n) \notin \Omega.
\end{cases}
\]

Chen et al. [15] provided a general model for low-rank quaternion matrix completion based on the nuclear norm and three nonconvex rank surrogates (i.e., functions based on the Laplace function, Geman function, and weighted Schatten norm, respectively). These techniques can produce better results when compared to some traditional LRMC-based techniques. However, to use these techniques, one must first solve the quaternion singular value decomposition (QSVD) of the complete quaternion matrix, just as some other conventional LRMC-based techniques. Large processing matrices necessitate complex algorithms that take a long time to complete. Therefore, it would be wise to look into more effective algorithms. Three LRQMC approaches are suggested in [16] based on the quaternion double Frobenius norm (Q-DFN), quaternion double nuclear norm (Q-DNN), and quaternion Frobenius/nuclear norm (Q-FNN) minimization models. This algorithm only needs to process two-factor quaternion matrices of lesser sizes after these three quaternion-based bilinear factorizations of the quaternion matrix, which lessens the computing difficulty of solving the QSVD. However, this factorization might become entangled in local minima [17].

Furthermore, more information [18,19] should be taken into account for improved image completion rather than just relying on the low-rank qualities of images. The image completion problem can be
impacted significantly by the sparsity of images in a particular domain, such as transform domains where many signals have a naturally sparse structure. To provide an approach for image completion, the authors [20] combined low-rank and sparse priors. The $l_1$-norm regularizer is used to formulate the sparse prior, and the truncated nuclear norm is chosen as the surrogate of the rank function. The authors in [21] extended this method to the quaternion system. These methods can achieve relatively good completion results but still rely on the QSVD calculation of large matrices.

Actually, singular values and singular vectors can also be calculated by Qatar Riyal (QR) decomposition [19]. Inspired by this, in this paper, we propose a novel quaternion Tri-Factorization method and thus we only need to calculate the QSVD of a small quaternion matrix. We also take the sparsity into account to increase the accuracy of the completion results. The main contributions of this paper are summarized as follows:

- A novel method for calculating an approximate QSVD (CQSVD-QQR) is proposed based on quaternion Qatar Riyal decomposition (QQR). The suggested approach can compute the largest $r(r>0)$ singular values of a given quaternion matrix, and its computational complexity is lower than QSVD’s.

- Based on the novel quaternion Tri-Factorization method and sparse quaternion matrix priors, we propose a novel LRQMC model. The dimension of the quaternion matrix in the quaternion nuclear norm regularization term is reduced based on CQSVD-QQR.

Listed below is the organization of this article. In Section 2, numerous notations are introduced along with a brief overview of the fundamentals of quaternion algebra. Section 3 of the paper provides a brief discussion of the theory of the quaternion discrete cosine transform. The CQSVD-QQR technique for computing an approximate QSVD, which is based on the quaternion QR decomposition, is then given. After that our proposed quaternion-based matrix completion algorithm, QQR-QNN-SR is introduced. We also discuss the computational complexities of QQR-QNN-SR. In Section 4, we illustrate the convergence of CQSVD-QQR and provide some examples of our method’s utility in real-world situations. We also compare our method with some state-of-the-art methods. The conclusion is presented in Section 5.

2 Notations and preliminaries

This section begins with a summary of various mathematical notations and ends with a brief review of some fundamental quaternion algebra concepts. In addition, we recommend [22] for a more comprehensive understanding of quaternion algebra.

2.1 Notations

In this paper, we use $\mathbb{R}$, $\mathbb{C}$, $\mathbb{H}$ to present the set of real numbers, the set of complex numbers, and the set of quaternions, respectively. In real and complex fields, scalars, vectors, and matrices are indicated by lowercase letters, such as, $a$, boldface lowercase letters, such as, $\textbf{a}$, and boldface capital letters, such as, $\textbf{A}$, respectively. The symbols $\hat{q}$, $\tilde{q}$, $\bar{Q}$, respectively, stand for a quaternion scalar, vector, and matrix, respectively. The symbols $(\cdot)^{-1}$, $(\cdot)^{\dagger}$, $(\cdot)^{T}$, $(\cdot)^{*}$, and $(\cdot)^{H}$, respectively, stand for the inverse, pseudoinverse, transpose, conjugation, and conjugate transpose. The identity matrix is represented by $\textbf{I}_m \in \mathbb{R}^{m \times m}$.

2.2 Basic knowledge of quaternion algebra

Quaternion was introduced by W.R. Hamilton [23] in 1843. A quaternion $\hat{q} \in \mathbb{H}$ can be represented as follows:

$$\hat{q} = q_0 + q_1 i + q_2 j + q_3 k,$$

where $q_0$, $q_1$, $q_2$, $q_3 \in \mathbb{R}$, and $i$, $j$, $k$ are imaginary number units which obey the following multiplication rules:

$$
\begin{align*}
    i^2 &= j^2 = k^2 = ijk = -1, \\
    ij &= -ji = k, jk = -kj = i, ki = -ik = j.
\end{align*}
$$
We can rewrite a quaternion \( \hat{q} = q_0 + q_1i + q_2j + q_3k \) as \( \hat{q} = q_0 + q_1i + (q_2 + q_3i)j = c_1 + c_2j \), where \( c_1, c_2 \in \mathbb{C} \). A quaternion \( \hat{q} \in \mathbb{H} \) can also be decomposed into a real part \( \Re(\hat{q}) \) and a vector part \( \mathbf{V}(\hat{q}) \) as follows:

\[
\hat{q} = \Re(\hat{q}) + \mathbf{V}(\hat{q}),
\]

where \( \Re(\hat{q}) = q_0 \in \mathbb{R} \), and \( \mathbf{V}(\hat{q}) = q_1i + q_2j + q_3k \). Moreover, if \( \Re(\hat{q}) = 0 \), then \( \hat{q} \) is called a pure quaternion. And \( \mathbf{V}(\mathbb{H}) \) denotes the set of pure quaternions.

The conjugate of a quaternion is given by \( \hat{q}^* = q_0 - q_1i - q_2j - q_3k \). And the norm of a quaternion is defined as \( ||\hat{q}|| = \sqrt{\hat{q}\hat{q}^*} = \sqrt{q_0^2 + q_1^2 + q_2^2 + q_3^2} \). It is worth noting that the commutative law of multiplication on the quaternion system does not hold, i.e., \( q_1q_2 \neq q_2q_1 \) in general.

Similarly, Let \( \mathbf{Q} = (\hat{q}_{mn}) \in \mathbb{H}^{M \times N} \) be a quaternion matrix, then \( \mathbf{Q} = \mathbf{Q}_0 + \mathbf{Q}_{1i} + \mathbf{Q}_{2j} + \mathbf{Q}_{3k} \), where \( \mathbf{Q}_t \in \mathbb{R}^{M \times N} (t = 0, 1, 2, 3) \). A quaternion matrix is named a pure quaternion matrix, if \( \Re(\mathbf{Q}) = \mathbf{Q}_0 = 0 \).

The Frobenius norm of a quaternion matrix \( \mathbf{Q} \) is defined as:

\[
||\mathbf{Q}||_F = \sqrt{\sum_{m=1}^{M} \sum_{n=1}^{N} |\hat{q}_{mn}|^2} = \sqrt{\text{tr}(\mathbf{Q}\mathbf{Q}^H)}.
\]

And the nuclear norm of \( \mathbf{Q} \) is defined as:

\[
||\mathbf{Q}||_* = \sum_{i} \sigma_i, \text{ where } \sigma_i \text{ is the nonzero singular value of } \mathbf{Q}.
\]

**Definition 1** (The complex representation of a quaternion matrix [24]). Given a quaternion matrix \( \mathbf{Q} = \mathbf{Q}_0 + \mathbf{Q}_{1i} + \mathbf{Q}_{2j} + \mathbf{Q}_{3k} \in \mathbb{H}^{M \times N} \), it can be written as \( \mathbf{Q} = \mathbf{Q}_a + \mathbf{Q}_b j \), which is called the Cayley-Dickson form of \( \mathbf{Q} \). And the complex representation of \( \mathbf{Q} \) is defined as follows

\[
\chi_{\mathbf{Q}} = \begin{bmatrix} \mathbf{Q}_a & \mathbf{Q}_b \\ -\mathbf{Q}_b^* & \mathbf{Q}_a^* \end{bmatrix},
\]

where \( \mathbf{Q}_a = \mathbf{Q}_0 + \mathbf{Q}_{1i}, \mathbf{Q}_b = \mathbf{Q}_2 + \mathbf{Q}_{3i} \in \mathbb{C}^{M \times N} \), \( \mathbf{Q}_a^* = \mathbf{Q}_0 - \mathbf{Q}_{1i}, \mathbf{Q}_b^* = \mathbf{Q}_2 - \mathbf{Q}_{3i} \), and \( \chi_{\mathbf{Q}} \in \mathbb{C}^{2M \times 2N} \).

The complex representation matrices of quaternions and associated matrices share a number of characteristics. We suggest reading [24] for more details.

**Theorem 1** (Singular value decomposition of a quaternion matrix (QSVD) [24]). Given a quaternion matrix \( \mathbf{Q} \in \mathbb{H}^{M \times N} \) of rank \( r \), there exist two quaternion unitary matrices \( \mathbf{U} \in \mathbb{H}^{M \times M} \) and \( \mathbf{V} \in \mathbb{H}^{N \times N} \) such that

\[
\mathbf{Q} = \mathbf{U} \begin{bmatrix} \Sigma_r & 0 \\ 0 & 0 \end{bmatrix} \mathbf{V}^H = \mathbf{U} \Sigma \mathbf{V}^H,
\]

where \( \Sigma_r \) is a real diagonal matrix with \( r \) positive singular values of \( \mathbf{Q} \) on its diagonal.

**Theorem 2** (The quaternion Qatar Riyal decomposition (QQR) [25]). Given any quaternion matrix \( \mathbf{A} \in \mathbb{H}^{M \times N} \) of rank \( r \), there exist a unitary matrix \( \mathbf{Q} \in \mathbb{H}^{M \times M} \) and a weakly upper triangular quaternion matrix \( \mathbf{R} \in \mathbb{H}^{M \times N} \) such that

\[
\mathbf{A} = \mathbf{QR}.
\]

That is, there exists a permutation matrix \( \mathbf{P} \in \mathbb{R}^{N \times N} \) such that \( \mathbf{RP} \) is an upper triangular quaternion matrix.

### 3 Our method of quaternion completion

#### 3.1 Quaternion discrete cosine transform

In this section, we give a brief introduction to the quaternion discrete cosine transform.

**Definition 2** (Forward quaternion discrete cosine transform (FQDCT) [26]). Since quaternions do not satisfy commutativity, quaternion discrete cosine transform (QDCT) of a quaternion matrix \( \mathbf{Q} \in \mathbb{H}^{M \times N} \) has two forms [26], i.e., left-handed form and right-handed form:

\[
FQDCT^L(u, v) = \alpha(u)\alpha(v) \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} \hat{q}(m, n) N(u, v, m, n),
\]

\[
FQDCT^R(u, v) = \alpha(u)\alpha(v) \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} \hat{q}(m, n) N(u, v, m, n) \hat{q},
\]

where \( \alpha(u) \) and \( \alpha(v) \) are the left-handed and right-handed discrete cosine transform coefficients.
where $\Re(\hat{q}) = 0$ named a quaternionization factor and satisfies $\hat{q}^2 = -1$. Similar to discrete cosine transform (DCT) in the real domain, $\alpha(u), \alpha(v)$, and $N(u, v, m, n)$ take the values

$$
\alpha(u) = \begin{cases} 
\sqrt{\frac{1}{M}} & \text{for } u = 0 \\
\sqrt{\frac{2}{M}} & \text{for } u \neq 0
\end{cases}, \quad \alpha(v) = \begin{cases} 
\sqrt{\frac{1}{N}} & \text{for } v = 0 \\
\sqrt{\frac{2}{N}} & \text{for } v \neq 0
\end{cases},
$$

$$
N(u, v, m, n) = \cos \left[ \frac{\pi(2m+1)u}{2M} \right] \cos \left[ \frac{\pi(2n+1)v}{2N} \right].
$$

According to the FQDCT, the form of inverse quaternion discrete cosine transform (IQDCT) also has two categories, which are given as follows:

$$
IQDCT^L(m, n) = \sum_{u=0}^{M-1} \sum_{v=0}^{N-1} \alpha(u)\alpha(v) \hat{q} \hat{C}(u, v) N(u, v, m, n),
$$

$$
IQDCT^R(m, n) = \sum_{u=0}^{M-1} \sum_{v=0}^{N-1} \alpha(u)\alpha(v) \hat{C}(u, v) N(u, v, m, n) \hat{q},
$$

where $\hat{C} \in \mathbb{H}^{M \times N}$.

**Theorem 3** (The relationship between FQDCT and IQDCT [26]).

$$
\hat{Q}(m, n) = IQDCT^L \left[ FQDCT^L(\hat{Q}(m, n)) \right] = IQDCT^R \left[ FQDCT^R(\hat{Q}(m, n)) \right].
$$

The computation technique for FQDCT$^L$, which may be summed up as the following steps [26], is used to establish our suggested model, thus we only briefly discuss it here.

1. Given a quaternion matrix $Q(m, n) \in \mathbb{H}^{M \times N}$, write it in its Cayley-Dickson form, i.e., $Q(m, n) = Q_a(m, n) + Q_b(m, n)j$, where $Q_a(m, n)$ and $Q_b(m, n) \in \mathbb{C}^{M \times N}$.

2. Calculate the DCT of $Q_a(m, n)$ and $Q_b(m, n)$, and the corresponding results are written as $DCT(Q_a(m, n))$ and $DCT(Q_b(m, n))$, respectively.

3. Forming a quaternion matrix from $DCT(Q_a(m, n))$ and $DCT(Q_b(m, n))$, which is given by $\hat{Q}(m, n) = DCT(Q_a(m, n)) + DCT(Q_b(m, n))j$.

4. The final result is given by multiplying $\hat{Q}$ by the quaternionization factor $\hat{q}$:

$$
FQDCT^L \left[ \hat{Q}(m, n) \right] = \hat{q} \hat{Q}(m, n).
$$

### 3.2 A new method for computing an approximate QSVD based on quaternion QR decomposition (CQSVD-QQR)

Assume that $X \in \mathbb{H}^{M \times N}$ is a given quaternion matrix. In this section, we propose a method for computing the largest $r$ ($r \in (0, N]$) singular values and associated singular vectors of $X$ by using QQR decomposition, named CQSVD-QQR. In this method, $X$ is decomposed into three quaternion matrices, $L \in \mathbb{H}^{M \times r}$, $D \in \mathbb{H}^{r \times r}$, $R \in \mathbb{H}^{r \times N}$, such that

$$
\left\| \hat{X} - \hat{L}\hat{D}\hat{R} \right\|_F^2 \leq \varepsilon,
$$

where $\varepsilon$ represents a positive tolerance. Therefore, we can formulate a quaternion minimization problem

$$
\min_{\hat{L}, \hat{D}, \hat{R}} \left\| \hat{X} - \hat{L}\hat{D}\hat{R} \right\|_F^2, \quad \text{s.t.} \hat{L}^H\hat{L} = I_r, \quad \hat{R}\hat{R}^H = I_r,
$$
As can be shown from (15), for three variables \( \mathbf{L}, \mathbf{D}, \) and \( \mathbf{R} \), the minimization function is convex to the third variable when two of them are arbitrarily fixed. As a result, we can update these three variables sequentially. The results of the three variables in the \( \tau \)th iteration are denoted as \( \mathbf{L}^\tau, \) \( \mathbf{D}^\tau, \) and \( \mathbf{R}^\tau, \) respectively. Let \( \mathbf{L}^1 = \text{eye}(M, r), \) \( \mathbf{D}^1 = \text{eye}(r, r), \) and \( \mathbf{R}^1 = \text{eye}(r, N). \) By fixing \( \mathbf{D}^\tau \) and \( \mathbf{R}^\tau, \) \( \mathbf{L}^{\tau+1} \) can be updated by solving the following problem

\[
\mathbf{L}^{\tau+1} = \arg \min_{\mathbf{L}^{\tau+1}} \left\| \mathbf{X} - \mathbf{L}^{\tau+1}\mathbf{D}^{\tau+1}\mathbf{R}^{\tau+1} \right\|_F^2,
\]

(16)

It can be easily verified that the optimal solution to (16) is given by

\[
\hat{\mathbf{L}}^{\tau+1} = \hat{\mathbf{X}}(\hat{\mathbf{R}}^{\tau})^H(\hat{\mathbf{D}}^{\tau})^*,
\]

(17)

where \((\hat{\mathbf{D}}^{\tau})^*\) is the quaternionic pseudoinverse of \(\hat{\mathbf{D}}^{\tau}\). According to (15), the optimal \(\hat{\mathbf{L}}\) is a column orthogonal quaternion matrix, so \(\hat{\mathbf{L}}^{\tau+1}\) can be chosen as the orthogonal basis of the range space spanned by the columns of \(\hat{\mathbf{X}}(\hat{\mathbf{R}}^{\tau})^H(\hat{\mathbf{D}}^{\tau})^*\), that is,

\[
\hat{\mathbf{L}}^{\tau+1} = \text{orth}((\hat{\mathbf{X}}(\hat{\mathbf{R}}^{\tau})^H(\hat{\mathbf{D}}^{\tau})^*))^*,
\]

(18)

where \(\text{orth}((\hat{\mathbf{X}}))\) represents an operator that computes the orthogonal basis of the columns of \(\hat{\mathbf{X}}\). From (14), it is clear that \(\hat{\mathbf{L}}^{\tau+1}\) is the orthogonal basis for the range of \(\hat{\mathbf{X}}.\) And \(\hat{\mathbf{L}}^{\tau+1}\) can be computed as the orthogonal basis of \(\hat{\mathbf{X}}\hat{\Omega}\), where \(\hat{\Omega} \in \mathbb{H}^{N \times r}\) is a quaternion random matrix [27]. Thus, \(\hat{\mathbf{L}}^{\tau+1}\) can be computed as follows:

\[
\hat{\mathbf{L}}^{\tau+1} = \text{orth}((\hat{\mathbf{X}}(\hat{\mathbf{R}}^{\tau})^H)^*).
\]

(19)

Like the method CSVD-QR in the real domain [19], quaternion QR decomposition is also used to calculate the orthogonal basis of \(\hat{\mathbf{X}}(\hat{\mathbf{R}}^{\tau})^H\). \(\hat{\mathbf{L}}^{\tau+1}\) is given by

\[
\hat{\mathbf{L}}^{\tau+1} = \hat{\mathbf{Q}}(q_1, \ldots, q_r),
\]

(20)

where \(\hat{\mathbf{Q}} \in \mathbb{H}^{M \times M}\) and \(\hat{\mathbf{S}} \in \mathbb{H}^{M \times r}\), and \(\text{QQR}(\hat{\mathbf{X}})\) is an operator that computes the quaternion QR decomposition of \(\hat{\mathbf{X}}.\) Thus, it can be seen from (20) that \(\hat{\mathbf{X}}(\hat{\mathbf{R}}^{\tau})^H = \hat{\mathbf{Q}}\hat{\mathbf{S}}.\) Similarly, \(\hat{\mathbf{R}}^{\tau+1}\) is updated as follows:

\[
\hat{\mathbf{R}}^{\tau+1} = \hat{\mathbf{G}}(q_1, \ldots, q_r),
\]

(21)

where \(\hat{\mathbf{G}} \in \mathbb{H}^{N \times N}\) and \(\hat{\mathbf{T}} \in \mathbb{H}^{N \times r}\), and \(\hat{\mathbf{X}}^H\hat{\mathbf{L}}^{\tau+1} = \hat{\mathbf{G}}\hat{\mathbf{T}}.\) In view of (15), the optimal \(\hat{\mathbf{R}}\) is a row orthogonal quaternion matrix, which can be set as follows:

\[
\hat{\mathbf{R}}^{\tau+1} = (\hat{\mathbf{R}}^{\tau+1})^H.
\]

(22)

With fixing the values of \(\hat{\mathbf{L}}^{\tau+1}\) and \(\hat{\mathbf{R}}^{\tau+1}\), \(\hat{\mathbf{D}}^{\tau+1}\) can be updated by solving the following optimization problem:

\[
\hat{\mathbf{D}} = \arg \min_{\hat{\mathbf{D}}} \left\| \hat{\mathbf{X}} - \hat{\mathbf{L}}^{\tau+1}\hat{\mathbf{D}}^{\tau+1}\hat{\mathbf{R}}^{\tau+1} \right\|_F^2,
\]

(23)

Since \((\hat{\mathbf{L}}^{\tau+1})^H\hat{\mathbf{L}}^{\tau+1} = \mathbf{I}_r, \) \(\mathbf{R}^{\tau+1}(\hat{\mathbf{R}}^{\tau+1})^H = \mathbf{I}_r,\) it is easy to prove that the optimal solution to (25) is as follows:

\[
\hat{\mathbf{D}}^{\tau+1} = (\hat{\mathbf{L}}^{\tau+1})^H\hat{\mathbf{X}}(\hat{\mathbf{R}}^{\tau+1})^H.
\]

(24)

Since \(\hat{\mathbf{X}}^H\hat{\mathbf{L}}^{\tau+1} = \hat{\mathbf{G}}\hat{\mathbf{T}},\) we can get that

\[
\hat{\mathbf{T}}^H = (\hat{\mathbf{L}}^{\tau+1})^H\hat{\mathbf{X}}\hat{\mathbf{G}}.
\]

(25)

According to (23) and (24) for updating \(\hat{\mathbf{R}}^{\tau+1},\) we have

\[
\hat{\mathbf{D}}^{\tau+1} = \hat{\mathbf{T}}^H(1 \ldots r, 1 \ldots r),
\]

(26)

The three sequences \(\{\hat{\mathbf{L}}^{\tau+1}\}, \{\hat{\mathbf{R}}^{\tau+1}\},\) and \(\{\hat{\mathbf{D}}^{\tau+1}\} (\tau = 1, \ldots, n, \ldots)\) obtained by (21), (24), and (28) can converge to quaternion matrices \(\hat{\mathbf{L}}, \hat{\mathbf{R}},\) and \(\hat{\mathbf{D}},\) respectively. And \(\hat{\mathbf{D}}\) satisfies

\[
\|\hat{\mathbf{D}}_{s\ast}\|_1 = \|\Lambda_{s\ast}\|_1,
\]

(27)

where \(s = 1, \ldots, r\) and \(\Lambda_{s\ast}\) is the \(s\)th singular value of \(\hat{\mathbf{X}}.\) In the next subsection, we will use the output of CQSVD-QQR with one iteration to initialize the date of our proposed quaternion matrix completion model.
model as follows:

\[
\dot{X} = \text{eye}(M, r); \quad \dot{D} = \text{eye}(r, r); \quad \dot{R} = \text{eye}(r, N).
\]

As we previously stated, the color image completion problem cannot be solved by just taking into account the image’s low-rank prior information. To address it, we, therefore, integrate the image’s low-rank prior information into the original quaternion nuclear norm minimization problem, we can formulate the new optimization problem as follows:

\[
\min_{\dot{L}, \dot{D}, \dot{R}} \|\dot{D}\|_* \text{ s.t.: } \begin{cases}
\dot{L}^H \dot{L} = I_r, & \dot{R} \dot{R}^H = I_r,
\dot{X} = \dot{L} \dot{D} \dot{R}, & P_{\Omega}(\dot{L} \dot{D} \dot{R} - M) = 0.
\end{cases}
\]

As we previously stated, the color image completion problem cannot be solved by just taking into account the image’s low-rank prior information. To address it, we, therefore, integrate the image’s low-rank prior with its sparseness in a transform domain. By introducing sparsity, we can obtain the following model:

\[
\min_{\dot{L}, \dot{D}, \dot{R}} \|\dot{D}\|_* + \lambda \|\dot{W}\|_1 \text{ s.t.: } \begin{cases}
\dot{L}^H \dot{L} = I_r, & \dot{R} \dot{R}^H = I_r,
\dot{X} = \dot{L} \dot{D} \dot{R}, & P_{\Omega}(\dot{X} - \dot{L} \dot{D} \dot{R}) = 0, \quad \mathcal{T}(\dot{X}) = \dot{W},
\end{cases}
\]

where \(\mathcal{T}(\cdot)\) represents the transform operator, \(\dot{W} = \mathcal{T}(\dot{X})\) is the transformed quaternion matrix, and the parameter \(\lambda > 0\). Specifically, we use the FQDCT\(L\) to establish the model, so the operator \(\mathcal{T}(\dot{X})\) here refers to the FQDCT\(L\) of \(\dot{X}\). Since this formulation employs a method for approximating QSVD based on quaternion QR decomposition (CQSVD-QR), quaternion nuclear norm, and a sparse regularizer, we name the proposed method as QQR-QNN-SR.

### 3.3 Proposed quaternion-based methods for color image completion

This section presents the formulation of the proposed method.

**Lemma 1.** Given quaternion matrices \(\dot{L} \in \mathbb{H}^{M \times r}\), \(\dot{R} \in \mathbb{H}^{r \times N}\), and \(\dot{D} \in \mathbb{H}^{r \times r}\), and assume that \(\dot{L}\) and \(\dot{R}\) have orthogonal columns and orthogonal rows, respectively, i.e., \(\dot{L}^H \dot{L} = I_r\), \(\dot{R}(\dot{R})^H = I_r\), then \(\|\dot{D}\|_* = \|\dot{L} \dot{D} \dot{R}\|_*\).

**Proof.** The QSVD of \(\dot{D}\) can be obtained by using Theorem 1 as follows:

\[
\dot{D} = \dot{U} \begin{bmatrix} \Sigma_s & 0 \\ 0 & 0 \end{bmatrix} \dot{V}^H = \dot{U}_s \dot{\Sigma}_s \dot{V}^H_s, \tag{30}
\]

where \(\dot{U}_s \in \mathbb{H}^{r \times s}\) and \(\dot{V}_s \in \mathbb{H}^{r \times s}\) satisfy \(\dot{U}^H \dot{U}_s = I_s\) and \(\dot{V}^H \dot{V}_s = I_s\), respectively, \(\dot{\Sigma}_s = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_s) \in \mathbb{H}^{s \times s}\) contains the \(s\) positive singular values of \(\dot{D}\), and \(s \leq r\). Thus, we have

\[
\dot{L} \dot{D} \dot{R} = \dot{L} \dot{U}_s \dot{\Sigma}_s \dot{V}^H_s \dot{R} = \dot{L} \dot{U}_s \dot{\Sigma}_s (\dot{R}^H \dot{V}_s^H). \tag{31}
\]

It can be checked that \((\dot{L} \dot{U}_s)^H \dot{L} \dot{U}_s = I_s\) and \((\dot{R}^H \dot{V}_s^H)^H \dot{R} \dot{R}^H \dot{V}_s^H = I_s\). Therefore, it can be found that (31) is one of the SVDs of \(\dot{L} \dot{D} \dot{R}\). And \(\|\dot{D}\|_* = \sum_{\ell=1}^s \sigma_\ell = \|\dot{L} \dot{D} \dot{R}\|_*\).

Quaternion nuclear norm minimization is a well-established and potent strategy among all models for quaternion-based completion. It can be viewed as the generalization of the nuclear norm minimization of the real matrix. Lemma 1 allows us to determine that \(\|\dot{X}\|_* = \|\dot{L} \dot{D} \dot{R}\|_* = \|\dot{D}\|_*\). Substituting \(\dot{X} = \dot{L} \dot{D} \dot{R}\) into the original quaternion nuclear norm minimization problem, we can formulate the new model as follows:

\[
\min_{\dot{L}, \dot{D}, \dot{R}} \|\dot{D}\|_* \text{ s.t.: } \begin{cases}
\dot{L}^H \dot{L} = I_r, & \dot{R} \dot{R}^H = I_r,
\dot{X} = \dot{L} \dot{D} \dot{R}, & P_{\Omega}(\dot{L} \dot{D} \dot{R} - M) = 0.
\end{cases}
\]

### 3.4 Optimization framework

The optimization problem (33) is addressed in this section using the alternating direction method of multipliers (ADMM) framework. This framework in the quaternion system is similar to the ADMM

| Table 1: Computing an approximate QSVD based on quaternion QR decomposition (CQSVD-QQR). |
|---|
| **Input:** The quaternion matrix \(\dot{X} \in \mathbb{H}^{M \times N}\). |
| 1. Initialize \(r > 0\); \(\tau = 1\); \(\varepsilon > 0\); \(\text{max}_r > 0\); \(\dot{L}^1 = \text{eye}(M, r)\); \(\dot{D}^1 = \text{eye}(r, r)\); \(\dot{R}^1 = \text{eye}(r, N)\). |
| 2. Repeat |
| 3. \(\dot{L}^{r+1} = \text{(20 - 21)}\). |
| 4. \(\dot{R}^{r+1} = \text{(22 - 24)}\). |
| 5. \(\dot{D}^{r+1} = \text{(22, 28)}\). |
| 6. Until convergence: \(\|\dot{L}^T \dot{D}^r \dot{R}^r - \dot{X}\|_F < \varepsilon\) or \(\tau > \text{max}_r\). |
| **Output:** \(\dot{L}^{t+1}, \dot{D}^{t+1}, \dot{R}^{t+1}\). |
framework in the complex number field [28]. The augmented Lagrangian function of the problem (33) is given by

\[
\mathcal{L}(\hat{X}, \hat{L}, \hat{D}, \hat{R}, \hat{W}, \hat{Y}, \hat{Z}) = \|\hat{D}\|_* + \lambda \|\hat{W}\|_1 + \mathcal{R}(\hat{Y}, \hat{X} - \hat{L}\hat{D}\hat{R}^T) + \frac{\mu}{2} \|\hat{X} - \hat{L}\hat{D}\hat{R}\|_F^2 + \mathcal{R}(\hat{Z}, \hat{W} - T(\hat{X})) + \frac{\mu}{2} \|\hat{W} - T(\hat{X})\|_F^2,
\]

where the penalty parameter $\mu > 0$, $\hat{Y}$ and $\hat{Z}$ are Lagrange multiplier. The optimization problem (33) can have each parameter updated alternatively by fixing other variables, in accordance with the ADMM framework. Particularly, all variables can be updated iteratively as follows:

\[
\begin{aligned}
L^{t+1} &= \arg\min L \mathcal{L}(\hat{X}^t, \hat{L}^t, \hat{D}^t, \hat{R}^t, \hat{W}^t, \hat{Y}^t, \hat{Z}^t), \\
\hat{R}^{t+1} &= \arg\min R \mathcal{L}(\hat{X}^t, \hat{L}^{t+1}, \hat{D}^t, \hat{R}^t, \hat{W}^t, \hat{Y}^t, \hat{Z}^t), \\
\hat{D}^{t+1} &= \arg\min D \mathcal{L}(\hat{X}^t, \hat{L}^{t+1}, \hat{D}^t, \hat{R}^{t+1}, \hat{W}^t, \hat{Y}^t, \hat{Z}^t), \\
\hat{X}^{t+1} &= \arg\min X \mathcal{L}(\hat{X}^t, \hat{L}^{t+1}, \hat{D}^{t+1}, \hat{R}^{t+1}, \hat{W}^t, \hat{Y}^t, \hat{Z}^t), \\
\hat{W}^{t+1} &= \arg\min W \mathcal{L}(\hat{X}^{t+1}, \hat{L}^{t+1}, \hat{D}^{t+1}, \hat{R}^{t+1}, \hat{W}^t, \hat{Y}^t, \hat{Z}^t), \\
\hat{Y}^{t+1} &= \hat{Y}^t + \mu_t (\hat{X}^{t+1} - \hat{L}^{t+1}\hat{D}^{t+1}\hat{R}^{t+1}), \\
\hat{Z}^{t+1} &= \hat{Z}^t + \mu_t (\hat{W}^{t+1} - T(\hat{X}^{t+1})).
\end{aligned}
\]

As shown in (35), we first fix other variables to solve the corresponding optimization problem to update $L$, $D$, and $R$.

**Updating $L$, $D$, and $R$:** In the $t + 1$-th iteration, $\hat{L}^{t+1}$ and $\hat{R}^{t+1}$ are updated by solving the following minimization problem:

\[
\min_{L,R} \left\| \begin{bmatrix} \hat{X}^t + \frac{\hat{Y}^t}{\mu_t} \\ \mu_t \hat{D}^t \hat{R}^T \end{bmatrix} - \hat{L}\hat{D}\hat{R} \right\|_F^2.
\]

According to the analysis of the quaternion optimization problem (15), $\hat{L}$, and $\hat{R}$ can be obtained by using CQSVD-QQR as follows:

\[
\begin{bmatrix} \hat{L}^{t+1} \sim \\ \hat{L}^{t+1} \end{bmatrix} = \text{QQR}(X^t + \frac{Y^t}{\mu_t}R^T),
\]

\[
\begin{bmatrix} \hat{L}^{t+1} \sim \\ \hat{L}^{t+1} \end{bmatrix} = \text{QQR}(X^t + \frac{Y^t}{\mu_t}R^T)H,
\]

and

\[
\begin{bmatrix} \hat{R}^{t+1} \sim \\ \hat{R}^{t+1} \end{bmatrix} = \text{QQR}(X^t + \frac{Y^t}{\mu_t}H^T),
\]

\[
\begin{bmatrix} \hat{R}^{t+1} \sim \\ \hat{R}^{t+1} \end{bmatrix} = (R^{t+1}(q_1, \ldots, q_r))^H,
\]

where QQR is the quaternion QR decomposition. If the two variables $\hat{L}$ and $\hat{R}$ are started as $\hat{L}^t$ and $\hat{R}^t$, the CQSVD-QQR method will converge within a limited number of iterations because the quaternion matrices $\hat{L}$ and $\hat{R}$ will not change significantly in two consecutive iterations. As a result, in the proposed method for quaternion matrix completion, the output of CQSVD-QQR with one iteration is used. In one iteration of CQSVD-QQR, this method decomposes the quaternion matrix $\hat{X}^t + \frac{\hat{Y}^t}{\mu_t}$ as follows:

\[
\hat{X}^t + \frac{\hat{Y}^t}{\mu_t} = L^{t+1}D^{t+1}R^{t+1},
\]

where $\hat{D}^t = \hat{D}^t(1 \ldots r, 1 \ldots r) \in \mathbb{H}^{r \times r}$. According to (15) and (39), we also have

\[
\hat{D}^t = (L^{t+1})^T (\hat{X}^t + \frac{\hat{Y}^t}{\mu_t}) (R^{t+1})^H.
\]
After updating \( \hat{\mathbf{L}} \) and \( \hat{\mathbf{R}} \), we can update \( \hat{\mathbf{D}} \) by solving the following problem:

\[
\hat{\mathbf{D}}^{t+1} = \arg \min_{\mathbf{D}} \| \mathbf{D} \|_* + \frac{\mu_t}{2} \| \mathbf{D} - (\hat{\mathbf{L}}^{t+1})^H(\hat{\mathbf{X}}^t + \frac{\mathbf{Y}^t}{\mu_t})(\hat{\mathbf{R}}^{t+1})^H \|_F^2,
\]  

(41)

Substituting (40) into (41), then the above problem can be reformulated as follows:

\[
\hat{\mathbf{D}}^{t+1} = \arg \min_{\mathbf{D}} \| \mathbf{D} \|_* + \frac{\mu_t}{2} \| \mathbf{D} - \hat{\mathbf{D}}^t \|_F^2.
\]  

(42)

The closed solution to the problem (42) is [15]

\[
\hat{\mathbf{D}}^{t+1} = \mathbf{D}_+ (\hat{\mathbf{D}}^t) = \mathbf{U} \Sigma_+ (\hat{\mathbf{D}}^t) \mathbf{V}^H,
\]  

(43)

where \( \hat{\mathbf{D}}^t = \mathbf{U} \Sigma_+ \mathbf{V}^H \) is the QSVD of \( \hat{\mathbf{D}}^t \), and \( \Sigma_+ (\mathbf{X}) = \text{diag}(\max\{\sigma_\mu (\hat{\mathbf{D}}^t) - \frac{1}{\mu_t}, 0\}) \) is the soft thresholding operator, and \( \sigma_\mu (\mathbf{D}) \) is the \( \mu \)-th positive singular value of \( \hat{\mathbf{D}}^t \).

**Updating \( \mathbf{X}^t, \mathbf{W}^t, \mathbf{Y}^t, \mathbf{Z}^t, \) and \( \mu \):** In the \( t+1 \)-th iteration, fixing the variables \( \hat{\mathbf{L}}^{t+1}, \hat{\mathbf{D}}^{t+1}, \hat{\mathbf{R}}^{t+1}, \) \( \mathbf{X}^{t+1} \) is the optimal solution of the problem as follows:

\[
\mathbf{X}^{t+1} = \arg \min_{\mathbf{X}} \Re((\mathbf{Y}^t, \mathbf{X} - \mathbf{L}^{t+1} \mathbf{D}^{t+1} \mathbf{R}^{t+1})) + \frac{\mu_t}{2} \| \mathbf{X} - \mathbf{L}^{t+1} \mathbf{D}^{t+1} \mathbf{R}^{t+1} \|_F^2
\]

\[
+ \Re((\mathbf{Z}^t, \mathbf{W}^t - \mathbf{T}(\mathbf{X}))) + \frac{\mu_t}{2} \| \mathbf{W}^t - \mathbf{T}(\mathbf{X}) \|_F^2,
\]  

(44)

Because the existence of the term \( \mathbf{T}(\mathbf{X}) \) in problem (44), the variable \( \mathbf{X} \) cannot be directly separated from the other variables. Fortunately, the Parseval theorem in the quaternion system isolates the variable \( \mathbf{X} \) from the operator \( \mathbf{T}(\cdot) \), allowing us to reformulate the issue. Similar to the real domain, the Parseval theorem in the quaternion system [29] asserts that the total energy of the signal remains unchanged after a unitary transformation, such as quaternion discrete Fourier transform (QDFT), and quaternion discrete cosine transform (QDCT). Therefore, by introducing the corresponding inverse transform to the last term of (44), we have

\[
\| \mathbf{W}^t + \frac{\mathbf{Z}^t}{\mu_t} - \mathbf{T}(\mathbf{X}) \|_F^2 = \| \mathbf{I}_\mathbf{T}(\mathbf{W}^t + \frac{\mathbf{Z}^t}{\mu_t}) - \mathbf{X} \|_F^2,
\]  

(45)

where \( \mathbf{I}_\mathbf{T}(\cdot) \) is the inverse transform of \( \mathbf{T}(\cdot) \). After substituting (45) into (44) and ignoring terms unrelated to the variable \( \mathbf{X} \), the optimization problem used to update \( \mathbf{X} \) can be written as follows

\[
\mathbf{X}^{t+1} = \arg \min_{\mathbf{X}} \| \frac{1}{2} (\mathbf{L}^{t+1} \mathbf{D}^{t+1} \mathbf{R}^{t+1} - \frac{\mathbf{Y}^t}{\mu_t} + \mathbf{I}_\mathbf{T}(\mathbf{W}^t + \frac{\mathbf{Z}^t}{\mu_t})) - \mathbf{X} \|_F^2.
\]  

(46)

Thus, we can obtain that

\[
\mathbf{X}^{t+1} = \frac{1}{2} (\mathbf{L}^{t+1} \mathbf{D}^{t+1} \mathbf{R}^{t+1} - \frac{\mathbf{Y}^t}{\mu_t} + \mathbf{I}_\mathbf{T}(\mathbf{W}^t + \frac{\mathbf{Z}^t}{\mu_t})).
\]  

(47)

Combined with the constraint that \( \mathcal{P}_{\Omega}(\mathbf{L} \mathbf{D} \mathbf{R}) = \mathcal{P}_{\Omega}(\mathbf{M}) \), the value of \( \hat{\mathbf{X}} \) should remain unchanged on the observed entries set \( \Omega \), i.e.,

\[
\hat{\mathbf{X}}^{t+1} = \mathcal{P}_{\Omega}(\hat{\mathbf{X}}^{t+1}) + \mathcal{P}_{\Omega}(\hat{\mathbf{M}}),
\]  

(48)

where \( \Omega^c \) is the set of locations corresponding to missing entries.

Next, in the \( t+1 \)-th iteration, the variable \( \mathbf{W}^{t+1} \) is updated by solving the following problem:

\[
\mathbf{W}^{t+1} = \arg \min_{\mathbf{W}} \lambda \| \mathbf{W} \|_1 + \Re((\mathbf{Z}^t, \mathbf{W} - \mathbf{T}(\mathbf{X}^{t+1}))) + \frac{\mu_t}{2} \| \mathbf{W} - \mathbf{T}(\mathbf{X}^{t+1}) \|_F^2
\]

\[
= \arg \min_{\mathbf{W}} \lambda \| \mathbf{W} \|_1 + \frac{\mu_t}{2} \| \mathbf{W} + \frac{\mathbf{Z}^t}{\mu_t} - \mathbf{T}(\mathbf{X}^{t+1}) \|_F^2.
\]  

(49)
and is dominated by the quaternion QR decomposition operation of two quaternion matrices of size $M \times N$. Output: Until convergence

16 GB of RAM.

Table 2: The QQR-QNN-SR-based quaternion matrix completion method.

| Input: The observed quaternion matrix data $\mathbf{M} \in \mathbb{H}^{M \times N}$ with $\mathcal{P}_{\text{tr}}(\mathbf{M}) = 0$; $\lambda$; $\mu_{\text{max}}$; $\gamma$ and $r > 0$. |
|---|
| Step 1. $\hat{\mathbf{L}}^{t+1}$, $\hat{\mathbf{R}}^{t+1}$: (37) and (38), respectively. |
| Step 2. $\mathbf{D}^{t+1} = \mathcal{P}_{\mathbb{H}^r}(\hat{\mathbf{D}}^{t}) = \bar{U} \mathcal{S}_{\mathbb{H}^r}(\Sigma) \bar{V}^H$. |
| Step 3. $\mathbf{X}^{t+1} = \mathcal{P}_{\text{tr}}(\frac{1}{2}(\mathbf{L}^{t+1} \mathbf{D}^{t+1} \mathbf{R}^{t+1} - \frac{\mathbf{Y}^{t}}{\mu^t} + \mathcal{I}_T(\mathbf{W}^{t} + \frac{\mathbf{Z}^{t}}{\mu^t}))) + \mathcal{P}_{\Omega}(\mathbf{M})$. |
| Step 4. $\mathbf{W}^{t+1} = \mathcal{S}_{\frac{\mu^t}{\lambda}}(\mathcal{T}(\mathbf{X}^{t+1}) - \frac{\mathbf{Z}^{t}}{\mu^t})$. |
| Step 5. $\mathbf{Y}^{t+1} = \hat{\mathbf{Y}}^{t} + \mu^t(\mathbf{X}^{t+1} - \mathbf{L}^{t+1} \mathbf{D}^{t+1} \mathbf{R}^{t+1})$. |
| Step 6. $\mathbf{Z}^{t+1} = \hat{\mathbf{Z}}^{t} + \mu^t(\mathbf{W}^{t+1} - \mathcal{T}(\mathbf{X}^{t+1}))$. |
| Step 7. $\mu^{t+1} = \min(\gamma \mu^t, \mu_{\text{max}})$. |
| Until convergence |

Output: $\mathbf{L}^{t+1}$, $\mathbf{D}^{t+1}$, $\mathbf{R}^{t+1}$, $\mathbf{X}^{t+1}$, and $\mathbf{W}^{t+1}$.

The optimal solution to (49) is

$$
\mathbf{W}^{t+1} = \mathcal{S}_{\frac{\mu^t}{\lambda}}(\mathcal{T}(\mathbf{X}^{t+1}) - \frac{\mathbf{Z}^{t}}{\mu^t}),
$$

where $\mathcal{S}_p(\mathbf{x}) = \frac{\mathbf{x}}{|\mathbf{x}|} \max(|\mathbf{x}| - p, 0)$ is the element-wise soft thresholding operator [21]. Finally, the variables $\mathbf{Y}^{t+1}$, $\mathbf{Z}^{t+1}$, and the penalty parameter $\mu^{t+1}$ are updated as follows:

$$
\mathbf{Y}^{t+1} = \hat{\mathbf{Y}}^{t} + \mu^t(\hat{\mathbf{X}}^{t+1} - \mathbf{L}^{t+1} \hat{\mathbf{D}}^{t+1} \hat{\mathbf{R}}^{t+1}),
$$

$$
\mathbf{Z}^{t+1} = \hat{\mathbf{Z}}^{t} + \mu^t(\mathbf{W}^{t+1} - \mathcal{T}(\hat{\mathbf{X}}^{t+1})),
$$

and

$$
\mu^{t+1} = \gamma \mu^t.
$$

The whole procedure of the proposed method is summarized in Table 2.

3.5 Complexity analysis

In this section, we analyze the computational complexity of the proposed QQR-QNN-SR method. As shown in Table 2, the main computational cost of each iteration of QQR-QNN-SR involves the update cost of two types of variables, one is the cost of updating variables $\mathbf{L}$, $\mathbf{D}$, and $\mathbf{R}$, and the other is the cost of updating variables $\mathbf{X}$ and $\mathbf{W}$. The complexity when updating variables of the first type is dominated by the quaternion QR decomposition operation of two quaternion matrices of size $M \times r$ and $N \times r$ whose complexity is about $O(r^2(M + N) - r^3)$, and the calculation of the QSVD of an $r \times r$ quaternion matrix whose complexity is about $O(r^3)$, where $r < \min\{M, N\}$. However, methods directly based on the quaternion nuclear norm, such as LRQA-G [15], need to calculate the QSVD of the quaternion matrix with size $M \times N$, and the complexity is about $O(\min(MN^2, M^2N))$. It is clear that the computational cost of QR decomposition of two quaternion matrices of size $M \times r$ and $N \times r$ is smaller than that of QSVD of the quaternion matrix with size $M \times N$. In the second part of QQR-QNN-SR, the computational complexity is dominated by the transform operator $\mathcal{T}$. And the complexity is about $O(M^2N^2 + MN)$. Therefore, the total computational complexity of each iteration of the proposed QQR-QNN-SR method is dominated by the second part with the complexity being about $O(M^2N^2 + MN)$.

4 Experimental results and discussion

In this section, we first give a test of the convergence of CQSVD-QQR. The effectiveness of the proposed QQR-QNN-SR method is then demonstrated by conducting numerical experiments on color images.

We perform all the experiments on a MATLAB 2019b platform equipped with an i7-9700 CPU and 16 GB of RAM.
Fig. 1. Comparison of RMSE values of CQSVD-QQR and QSVD.

![Fig. 1](image)

Fig. 2. Convergence procedure of $\hat{D}_\tau$ in CQSVD-QQR. (a) $k = 5$. (b) $k = 20$. (c) $k = 40$. (d) $k = 60$.

4.1 Convergence of CQSVD-QQR

First, a synthetic quaternion matrix $\hat{X}$ is generated as follows:

$$\hat{X} = \hat{M}_{1}^{m \times r_1} \hat{M}_{2}^{r_1 \times n},$$

where $r_1 \in [1, n]$ is the rank of $\hat{X}$, and $\hat{M}_{1}^{m \times r_1}$ and $\hat{M}_{2}^{r_1 \times n}$ are two quaternion random matrices. Then, let $m = n = 300$, $r_1 = 250$, $r = 120$, with the largest $r$ singular values. Firstly, we use the proposed CQSVD-QQR to obtain the quaternion Tri-Factorization of $\hat{X}$. And we compare the results using the root-mean-square error (RMSE), which is defined as

$$RMSE = \sqrt{\frac{\sum_{i,j} |\hat{X}_{ij} - \hat{Y}_{ij}|^2}{mn}},$$

where $\hat{X}, \hat{Y} \in \mathbb{H}^{m \times n}$, $\hat{X}$ is the original data, and $\hat{Y}$ is the reconstructed result. After that, RMSE for the model CQSVD-QQR with respect to the variable $\hat{X}_{LDR}$ can be obtained. Similarly, we can calculate RMSE for the model QSVD with respect to $\hat{X}_{QSVD}$, where $\hat{X}_{LDR}$ and $\hat{X}_{QSVD}$ denote the reconstructed results of CQSVD-QQR and QSVD, respectively.

As shown in Fig. 1 that CQSVD-QQR will converge to a certain value as the number of iterations increases. Moreover, the accuracy of CQSVD-QQR is close to that of the QSVD method after a few iterative steps.

Additionally, the variable $\hat{D}_\tau$ in CQSVD-QQR will converge to a diagonal matrix. Let $\hat{T}_\tau \in \mathbb{R}^{r \times r}$ be a square matrix with each element $\hat{T}_\tau(u, v) = |\hat{D}_\tau(u, v)|$, for $i, j = 1, \ldots, r$. In order to demonstrate the convergence of $\hat{D}_\tau$, we compute $\hat{D}_5$, $\hat{D}_{20}$, $\hat{D}_{40}$, and $\hat{D}_{60}$. And the convergence can be shown by plotting $10\hat{T}_\tau$ ($\tau = 5, 20, 40, 60$), as shown in Fig. 2.

4.2 Experimental results of QQR-QNN-SR

This section tests the proposed QQR-QNN-SR utilizing several natural color images and color medical images. We perform numerical experiments to complete (quaternion) matrices with random missing entries and matrices with random block missing entries. The ratio of the missing entries (MR)
ranges from a minimum of 50% to a maximum of 90% to better demonstrate the efficacy of our technique.

**Compared method:** We compare the proposed QQR-QNN-SR with several state-of-the-art completion methods, including IRLM-QR [19], WNNM [3], MC-NC [30], TNNR [1], TNN-SR [20], LRQMC [4], LRQA-G [15], QLNF [21], TQLNA [21]. The first five methods are real matrix-based completion algorithms, and the last four are low-rank completion algorithms based on quaternion matrices.

**Quantitative assessment and natural color image for testing:** To evaluate the performance of the proposed QQR-QNN-SR, we use two commonly used measures, including peak signal-to-noise ratio (PSNR), and the structure similarity (SSIM). Higher PSNR and SSIM indicate better recovery performance. Among all the methods compared, the best numerical results are bolded.

Eight widely used natural color images with size $256 \times 256$ in Fig. 3 are selected as the test images in our experiments. Like the processing in [20], among all the methods compared, those based on real matrix completion first process the three color channels separately, and then combine the results of the three channels to obtain the final result.
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Fig. 3. The 8 color images with size $256 \times 256 \times 3$.

**Simulations with different parameters of QQR-QNN-SR:** Since the settings of parameters $\lambda$, $\mu^0$, $r$ are closely related to the performance of the proposed method, we investigate the influence of different values of these parameters on the recovery results within a certain range of values.

Firstly, the settings of $\mu^0 = \{10^{-4}, 5 \times 10^{-4}, 10^{-3}, 5 \times 10^{-3}, 10^{-2}, 5 \times 10^{-2}, 10^{-1}, 5 \times 10^{-1}, 10^{0}, 10^{1}, 10^{2}\}$ are tested with other parameters ($\lambda = 10^{-1}, r = 85, \gamma = 1.15$) fixed. The results for the eight color images are shown in Fig. 4. After comprehensively considering the recovery results under the different missing ratios of pixels, it can be found from Fig. 4 that the proper settings of $\mu^0$ are between $[10^{-2}, 10^{-1}]$, and the best value of $\mu^0$ is $5 \times 10^{-2}$.

Secondly, by fixing the values of $\lambda$, $\mu^0$, and $\gamma$ to $\lambda = 10^{-1}$, $\mu^0 = 5 \times 10^{-2}$, and $\gamma = 1.15$, the PSNR and SSIM values of the recovered images of the test images obtained by taking different values of $r$, where $r = \{5, 15, 25, 35, 45, 55, 65, 75, 85, 95, 105, 115, 125, 135, 150\}$, are shown in the Fig. 4. When the MR is larger, the value of $r$ corresponding to the best recovery result is smaller. This is also in line with the fact that the larger the missing rate, the less original image information contained in the observed image, and the more low-rank the corresponding image is. Specifically, in the case of MR=50%, MR=70%, MR=80%, and MR=90%, the values of $r$ that can obtain the best recovery results are 125, 85, 65, and 45, respectively.

Finally, set $\lambda = \{10^{-3}, 5 \times 10^{-3}, 10^{-2}, 5 \times 10^{-2}, 10^{-1}, 5 \times 10^{-1}, 10^{0}, 1.5 \times 10^{0}, 5 \times 10^{0}, 10^{1}, 10^{2}, 10^{3}\}$ and fix other parameters ($\mu^0 = 5 \times 10^{-2}, r = \{125, 65, 45\}$ correspond to MR = $\{50\%$, $80\%$, $90\%\}$, respectively, and $\gamma = 1.15$) to study the influence of the settings of parameter $\lambda$ on performance of the results. The quantitatively evaluated results are shown in Fig. 4. It can be seen from Fig. 4 that when $\lambda \geq 10^{-1}$, the values of PSNR and SSIM no longer increase rapidly and tend to decrease slowly. We can see that relatively good results can be achieved when $\lambda = 10^{-1}$.

**Experiments on natural color images:** In this simulation, the proposed QQR-QNN-SR method
Fig. 4. (a)-(f) The PSNR values (in dB) and SSIM values obtained by the proposed QQR-QNN-SR method using different $\mu^0$'s with $\lambda = 10^{-1}$ and $r = 85$. (g)-(l) The PSNR values (in dB) and SSIM values obtained by the proposed QQR-QNN-SR method using different $r$'s with $\lambda = 10^{-1}$ and $\mu^0 = 5 \times 10^{-2}$. (m)-(r) The PSNR values (in dB) and SSIM values obtained by the proposed QQR-QNN-SR method using different $\lambda$'s with $\mu^0 = 5 \times 10^{-2}$, $r = 125$ for MR=50%, $r = 65$ for MR=80%, and $r = 45$ for MR=90%. 
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was compared with several state-of-the-art completion methods. For QQR-QNN-SR, we set \( \lambda = 10^{-1}, \mu^0 = 5 \times 10^{-2}, \gamma = 1.15 \). And when \( MR=\{90\%, 80\%, 70\%, 50\%\} \), \( r \) is correspondingly set as 45, 65, 85, and 125. The larger the value of MR, the more missing pixels. The higher the MR value is, the smaller the corresponding rank is.

The recovery results of different methods when MR= 70\% and the corresponding quantitative evaluation results are shown in Fig. 5. As shown in Fig. 5, the proposed QQR-QNN-SR method not only achieves the best visual results but also the best quantitative results compared to other methods. Compared with other methods, the two methods TNN-SR and QQR-QNN-SR can achieve better completion results, which illustrates the importance of the sparse prior. And compared with method TNN-SR, the completion effect of method QQR-QNN-SR is better, which is mainly due to the superiority of quaternion to characterize color images. To better demonstrate the superiority of our proposed method, the visual results of Image (2) and Image (8) recovered by the QQR-QNN-SR method and several state-of-the-art methods when MR=90\% are shown in Fig. 6. Comparing the visual results recovered by our proposed method with those obtained by other state-of-the-art methods, it can be found that our method can recover more details of the original images.

**Experiments on color medical images:** Medical imaging technology has an irreplaceable role and wide application in clinical diagnosis. In the medical field, quaternion completion facilitates medical diagnosis based on medical images such as roentgent-ray computed tomography (CT), magnetic resonance imaging (MRI), single photon/positron emission computed tomography (SPECT/PET), and their overlay. For example, the medical color image recovery of the human brain based on quaternion completion methods can help doctors to better diagnose various brain diseases, such as Alzheimer’s disease (AD). Specifically, because AD often causes atrophy of the region of the hippocampus in patients, MRIs of their hippocampus may become blurred. In order to understand the degree of atrophy of the patient’s hippocampus, the patient’s healthy hippocampus data needs to be estimated and compared with the atrophic hippocampus data. Therefore, the MRI data of the hippocampus region completed by the quaternion completion method can better help doctors diagnose AD. Furthermore, recovering the data of specific regions of interest in medical images through the quaternion completion method can better help doctors diagnose diseases. In addition, due to equipment or human factors (such as patient body movements during medical examinations), the acquired medical image will be incomplete, which in turn affects the doctor’s diagnosis of the disease. Hence, quaternion completion can also be used to solve such problems.

In the experiments, the test images are eight color 256 \times 256 medical images from the publicly available medical image database “The Whole Brain Atlas”\(^1\) provided by Harvard Medical School. The eight color images are shown in Fig. 7. To more comprehensively verify the effectiveness of our method, we not only implement experiments with random missing with MR=90\% but also random block missing based on random block masks. For the random block missing, 2 random rhombus blocks of each image are masked, as shown in Fig. 8. And the lengths of the two diagonals of each rhombus are around 44 and 32.

In the experiment with MR=90\%, the parameters of QQR-QNN-SR are set as \( \lambda = 10^{-1}, \mu^0 = 5 \times 10^{-2}, \gamma = 1.15 \), and \( r = 45 \). In the experiment with 2 random rhombus blocks missing, we set the parameters of QQR-QNN-SR as \( \lambda = 5 \times 10^{-1}, \mu^0 = 5 \times 10^{-2}, \gamma = 1.6 \), and \( r = 190 \). We compare the PSNR and SSIM values of the color medical images recovered by our method and IRLNM-QR, WNNM, MC-NC, TNNR, TNN-SR, LRQMC, LRQA-G, QLNF, and TQLNA, and the numerical results of different methods are shown in Fig. 7. Color medical images recovered by different methods are shown in Fig. 7 and Fig. 8. When MR=90\%, improving the quality of recovered images is not a simple task. And as can be seen from the Fig. 7, our method achieves the highest PSNR and SSIM values in almost all recovered images compared to other methods. Additionally, Fig. 7 shows the visual advantage of our approach. Compared with recovering the images with random missing, recovering the images with the loss of random blocks is a more challenging problem to handle because the corruptions of the pixels are not evenly distributed and some important texture information contained in random blocks is lost as a whole. In such experiments, as can be seen from Fig. 8, compared with other methods, our method achieves competitive results both numerically and visually.

\(^1\)http://www.med.harvard.edu/AANLIB/home.html
### Table 1: Performance Comparison of Different Methods

| Method      | IRNLN-QR | WNNM | MC-NC | TNRR | FNN-NIR | LRQGM | LRQQA-G | QLNN | TQLNA | QLRQ-QNN-SR |
|-------------|-----------|------|-------|------|--------|-------|--------|------|-------|-------------|
| Ave.        | 23.985    | 26.166| 30.176| 27.200| 27.990 | 28.761| 28.401 | 30.091| 30.323| 29.997      |
| MR (%)      | 25%       | 25%   | 25%   | 25%   | 25%    | 25%   | 25%    | 25%   | 25%   | 25%         |

**MR (%)**

- **IRNLN-QR**
  - Ave.: 23.985
  - MR: 25%

- **WNNM**
  - Ave.: 26.166
  - MR: 25%

- **MC-NC**
  - Ave.: 30.176
  - MR: 25%

- **TNRR**
  - Ave.: 27.200
  - MR: 25%

- **FNN-NIR**
  - Ave.: 27.990
  - MR: 25%

- **LRQGM**
  - Ave.: 28.761
  - MR: 25%

- **LRQQA-G**
  - Ave.: 28.401
  - MR: 25%

- **QLNN**
  - Ave.: 30.091
  - MR: 25%

- **TQLNA**
  - Ave.: 30.323
  - MR: 25%

- **QLRN-QNN-SR**
  - Ave.: 29.997
  - MR: 25%

**Fig. 5.** The completion results with MR = 70%. (a) is the original image. (b) is the observed image (MR = 70%). (c)-(l) are the completion results of IRNLN-QR, WNNM, MC-NC, TNRR, TNNR, LRQGM, LRQQA-G, QLNN, TQLNA, and QLRQ-QNN-SR, respectively. (m) Quantitative quality indexes (PSNR/SSIM) of different methods.
Fig. 6. The completion results with MR = 90% on Image (2) and Image (8). (a) Original image. (b) Observed image (MR = 90%). (c)-(l) are the completion results of IRLNM-QR, WNNM, MC-NC, TNNR, TNN-SR, LRQMC, LRQA-G, QLNF, TQLNA, and QQR-QNN-SR, respectively.
Fig. 7. (a) Original color medical images. (b) The observed color medical images (MR=90%). (c)-(l) are the completion results of IRLNM-QR, WNNM, MC-NC, TNNR, TNN-SR, LRQMC, LRQA-G, QLFN, TQLNA, and QQR-QNN-SR, respectively. (m) Quantitative quality indexes (PSNR/SSIM) of different methods on color medical images (MR=90%).
Fig. 8. (a) Original color medical images. (b) The observed color medical images (block missing). (c)-(l) are the completion results of IRLNM-QR, WNNM, MC-NC, TNNR, TNN-SR, LRQMC, LRQA-G, QLNF, TQLNA, and QQR-QNN-SR, respectively. (m) Quantitative quality indexes (PSNR/SSIM) of different methods on color medical images (2 random rhombus blocks missing).
5 Conclusions

Using quaternion matrix analysis, we proposed a new Tri-Factorization of a quaternion matrix called CQSVD-QQR, which is based on the quaternion QR decomposition and can approximate the QSVD of a quaternion matrix. The coupling between color channels may be handled naturally and the color information of color images is better retained when color pixels are regarded as vector units rather than scalars in the quaternion representation for color images. Therefore, within the context of the new quaternion matrix trifactorization, we developed a novel method for color image completion in this study, using the tool of quaternion representation of color images. Additionally, when developing the model, we take into account both the low rank of the image and the sparse prior information about the image. The method is based on CQSVD-QQR, quaternion nuclear norm, and sparse regularizer, called QQR-QNN-SR. We solve this problem under the quaternion ADMM framework. Experimental results on color images and color medical images show that the proposed method exhibits superiority in both numerical results and visual effects compared to several state-of-the-art methods.
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