An Autonomous Path Controller in a System on Chip for Shrimp Robot
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Abstract: This paper presents a path planning and trajectory tracking system for a BlueBotics Shrimp III®, which is an articulate mobile robot for rough terrain navigation. The system includes a decentralized neural inverse optimal controller, an inverse kinematic model, and a path-planning algorithm. The motor control is obtained based on a discrete-time recurrent high order neural network trained with an extended Kalman filter, and an inverse optimal controller designed without solving the Hamilton Jacobi Bellman equation. To operate the whole system in a real-time application, a Xilinx Zynq® System on Chip (SoC) is used. This implementation allows for a good performance and fast calculations in real-time, in a way that the robot can explore and navigate autonomously in unstructured environments. Therefore, this paper presents the design and implementation of a real-time system for robot navigation that integrates, in a Xilinx Zynq® System on Chip, algorithms of neural control, image processing, path planning, and inverse kinematics and trajectory tracking.
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1. Introduction

Currently, System on Chip (SoC) is an active research area due to its flexibility for real-time implementations in a wide area of applications, increasing the processing capability on hardware as well as the speed of processing information in real-time [1,2]. Furthermore, its applications range from image and video processing, which typically are time-consuming applications [1], as well as parametric identification and artificial intelligence implementations [2–4], energy systems applications [3,5], automatic control [2,4,5], among others. All of the above examples are real-time implementations that can be possible due to the great processing capability of SoC.

On the other hand, an autonomous path planning and following system are presented for a BlueBotics Shrimp III® (BlueBotics Shrimp III is a registered trademark of BlueBotics SA) (Figure 1). This robot is known for having terrain adaptability, thanks to its passive mechanical configuration, which gives it climbing abilities. These capabilities make it ideal for navigating in environments inaccessible or difficult for humans, useful for applications such as space exploration, rescue in catastrophe scenarios, firefighting, and remote inspection.
For this kind of application, it is useful to have a robot that has the ability to explore autonomously. For this purpose, this work presents a decentralized system that allows the robot to plan a route that avoids moving directly towards obstacles. Combined with its passive climbing ability, the shrimp robot will be capable of continuously exploring without human intervention.

One of the most critical issues in the design and development of an autonomous mobile robot is to provide it with the ability to plan and follow a path within its environment. However, this environment may be rough or non-structured. Robots need algorithms for data processing, recognition, interpreting, and decision making in order to navigate in an environment autonomously. Recently, machine learning has been applied to help mobile robots to improve these capabilities. Specifically, neural networks have proven to be very useful in these applications due to their capability to generalize learned behaviors to new circumstances. The interest in neural networks comes from the desire to understand and replicate basic human brain functions. Neural networks deal with cognitive tasks such as learning, adaptation, and optimization. They improve the adaptation capabilities related to variations in the environment where information is inaccurate, uncertain, or incomplete [6]. In the considered scenario, neural network capabilities are taken advantage of in two stages of the proposed autonomous robot system: to interpret visual information and to maintain the stability of an inverse optimal controller.

The full system scheme is presented in Figure 2. First, the environment is sensed by taking a photograph of the terrain; then, the image is interpreted as a map of obstacles using one of two methods: a Canny edge detector or a convolutional neural network. A path is planned using the obtained map [7]; then, an inverse kinematic model of the shrimp robot is used to transform the motion plan of the robot to the references of each motor, as in [8]. These references are followed by each motor using an inverse optimal controller, like the ones presented in [9,10]. Each plant is modeled using a neural identifier consisting of a recurrent high order neural network (RHONN) trained with an extended Kalman filter (EKF). A similar approach can be seen in [11–14]. All the above-mentioned works have presented results of simulation stage, or at most, they have achieved to execute parts of the navigation system (some algorithms, such as path planners, controllers, or image processing methods) on personal computers, and they send the outputs of the computer-executed-algorithms to the robot via Wi-Fi communication, which makes these systems highly susceptible to delays and most of the time impossible to be executed in real-time on robot platforms. Therefore, to the best of our knowledge, our proposal is the first fully autonomous navigation system that integrates algorithms of vision-based control, neural classification, path planning, neural identification, and inverse optimal control for the BlueBotics Shrimp III® robot platform. In addition, new kinematic modeling of the BlueBotics Shrimp III® robot is developed in this work to include the dynamics of each motor.
This work is organized as follows. First, the inverse optimal controller used in each motor is defined in Section 2. The kinematic model developed to describe the contribution of each motor to the velocity of the robot is detailed in Section 3. And the neural identifier used to model the system
is described in Section 4. Section 5 describes the algorithm used to plan the path to be followed by the robot. In Section 6, implemented hardware is described. Section 7 shows real-time results of the proposed methodologies in two different unstructured environments. The conclusions about the work are discussed in Section 8.

2. Inverse Optimal Controller

Consider the following discrete time nonlinear system [15]:

\[
x_{k+1} = f(x_k) + g(x_k)u_k, \quad x_0 = x(0)
\]  

where \( x_k \in \mathbb{R}^n \) is the state of the system in time \( k \in \mathbb{Z}^+ \cup 0 = \{0, 1, 2, \ldots\} \), \( u_k \in \mathbb{R}^m \) is the input, \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) and \( g : \mathbb{R}^n \rightarrow \mathbb{R}^n \) are smooth nonlinear functions. Assume that at \( x = 0 \) the system is in equilibrium, \( f(0) = 0 \) and \( g(x_k) \neq 0 \) \( \forall x_k \neq 0 \).

For such system, we need to determine a control law [16] \( u_k = \pi(x_k) \), which minimizes the following cost function:

\[
J(x_k) = \sum_{n=k}^{\infty} \left( l(x_n) + u_n^\top Ku_n \right)
\]

where \( J : \mathbb{R}^n \rightarrow \mathbb{R}^+ \) is a measure of performance; \( l : \mathbb{R}^n \rightarrow \mathbb{R}^+ \) is a positive semi-definite weight function of state vector \( x_k \), and \( K : \mathbb{R} \) is a symmetric positive definite weighting matrix of the control effort required. Elements of \( K \) can be constant or functions of state variables.

Equation (2) can be rewritten as:

\[
J(x_k) = l(x_k) + u_k^\top Ru_k + \sum_{n=k+1}^{\infty} \left( l(x_n) + u_n^\top Ru_n \right)
\]

Therefore:

\[
J(x_k) = l(x_k) + u_k^\top Ru_k + J(x_{k+1})
\]

when \( J(x_k) \) is minimal, which is denoted as \( J^*(x_k) \), it is called optimal value function [17]. And complying with boundary condition \( J^*(0) = 0 \), it can be used as a Lyapunov function: \( J^*(x_k) \equiv V(x_k) \).

The optimization problem can be solved using Bellman’s principle of optimality. For optimization problems with infinite horizon, the optimal value function \( V(x_k) \) is time invariable and complies with Bellman’s discrete-time equation [18].

\[
V(x_k) = \min_{u_k} \left\{ l(x_k) + u_k^\top Ku_k + V(x_{k+1}) \right\}
\]

The optimal control law \( u_k \) is obtained by calculating the gradient regarding \( u_k \):

\[
0 = 2Ku_k + \frac{\partial V(x_{k+1})}{\partial u_k} = 2Ku_k + g^\top(x_k) \frac{\partial V(x_{k+1})}{\partial x_{k+1}}
\]

Considering boundary condition \( V(0) = J^*(0) = 0 \), the optimal control law is the following:

\[
u_k^* = -\frac{1}{2}K^{-1}g^\top(x_k) \frac{\partial V(x_{k+1})}{\partial x_{k+1}}
\]

\( u_k^* \) is used to emphasize that the control law \( u_k \) is optimal.
By substituting the optimal control law in Bellman’s discrete time Equation (5), the discrete time Hamilton–Jacobi–Bellman (HJB) equation is obtained [19]:

\[
0 = I(x_k) + V(x_{k+1}) - V(x_k) + \frac{1}{4} \frac{\partial V(x_{k+1})}{\partial x_{k+1}} g(x_k) R^{-1} g^T(x_k) \frac{\partial V(x_{k+1})}{\partial x_{k+1}}
\]  

(8)

Solving this equation of partial derivatives for \( V(x_k) \) is not simple. This is one of the major disadvantages of applying discrete-time optimal control to nonlinear systems. To solve this problem control with inverse optimal control, a control-Lyapunov function is used to build an optimal control law directly, avoiding the need to solve the HJB equation [20,21].

The control law in Equation (7) is inverse optimal if it has global exponential stability in equilibrium point \( x_k = 0 \) for System (1) and it minimizes the cost function defined as Equation (2) for which \( I(x_k) := -V \) with:

\[
V := V(x_{k+1}) - V(x_k) + u^*_k^T K u^*_k \leq 0
\]  

(9)

Therefore, when \( I(x_k) := -V \), \( V(x_k) \) is a solution for the HJB Equation (8). Inverse optimal control is based in knowing \( V(x_k) \), a control-Lyapunov function that guarantees that the control law is inverse optimal if matrix \( O \) is chosen appropriately:

\[
V(x_k) = \frac{1}{2} x_k^T O x_k, \quad O = O^T > 0
\]  

(10)

Substituting the proposed \( V(x_k) \) on the control law in Equation (7), the following is obtained:

\[
u^*_k = -\frac{1}{2} \left( K + \frac{1}{2} g^T(x_k) O g(x_k) \right)^{-1} g^T(x_k) Of(x_k)
\]  

(11)

Note that matrices \( O \) and \( K \) are symmetric and positive so they have an inverse. The following theorem establishes a sufficient condition to choose a matrix \( O \) appropriately. Considering System (1), if a matrix \( O = O^T > 0 \) that complies with the following inequality:

\[
V_f(x_k) - \frac{1}{4} O_1^T (x_k) (K + O_2 (x_k))^{-1} O_1 (x_k) \leq -\zeta_Q \| x_k \|^2
\]  

(12)

where:

\[
V_f(x_k) = V(f(x_k)) - V(x_k)
\]  

(13)

\[
V(f(x_k)) = \frac{1}{2} f^T(x_k) Of(x_k)
\]  

(14)

\[
O_1 (x_k) = g^T(x_k) Of(x_k)
\]  

(15)

\[
O_2 (x_k) = \frac{1}{2} g^T(x_k) O g(x_k)
\]  

(16)

\( \zeta_Q \) is positive. Equilibrium point \( x_k = 0 \) of System (1) is globally exponentially stabilized by the control law in Equation (11). Additionally, this control law is inverse optimal since it minimizes cost function in Equation (2) with \( I(x_k) = -V \).

To model our nonlinear plant to be controlled, we used a neural identifier, as described in Section 4.

3. Shrimp’s Kinematic Model

The shrimp robot has two steered wheels, front and back, and four fixed wheels, two on the right side and two on the left. It has eight degrees of freedom (Figure 3), the velocity of each motor \( (V_F, V_B, V_{R1}, V_{R2}, V_{L1}, V_{L2}) \) and the angles of the steered wheels \( (\theta_F, \theta_B) \).
Considering the radius of each wheel as $r$, and the distance between the right wheels and left wheels defined by $d$. The relationship between linear speed ($v$) and angular speed ($\omega$) of each wheel can be given as:

$$v = \omega r$$

(17)

The summation of contributions of the linear speeds of each motor is used to calculate the linear velocity of the robot $V_{\text{shrimp}} = V_F + V_B + V_{R1} + V_{R2} + V_{L1} + V_{L2}$. The frontal and back motor should have the same speed $V_{FB} = V_F = V_B$, as well as both right motors $V_r = V_{R1} = V_{R2}$ and both left motors $V_L = V_{L1} = V_{L2}$. The steering angle of the back motor should be the opposite of the front motor, $\theta = \theta_F = -\theta_B$. So, the linear velocity of the robot is defined as:

$$V_{\text{shrimp}} = 2V_{FB} + 2V_R + 2V_L$$

(18)

Assuming that the robot moves forward [22], consider the contribution of right and left wheel angular speeds to the linear speed at the center of the robot. When a wheel on the right rotates and the left one on the same axis is at rest, there is no contribution of the left wheel to the speed of the robot, since the center is halfway between both wheels, the contribution of the right wheel is given by $V_R = \frac{r}{2}\omega_r$ and similarly for the left wheels $V_L = \frac{r}{2}\omega_l$. The contribution to the robots velocity from the front and back wheels will be $V_{FB} = \frac{r}{2}\omega_{FB}$. Substituting in Equation (18), the robots linear velocity is determined by $V_{\text{shrimp}} = 2\frac{r}{2}R\omega_{FB} + 2\frac{r}{2}\omega_r + 2\frac{r}{2}\omega_l$:

$$V_{\text{shrimp}} = R(\omega_{FB} + \omega_r + \omega_l)$$

(19)
To determine the angular speed of the robot, the contribution of each wheel is considered, when a right wheel is rotating forward, the robot turns in the counterclockwise direction, the angular speed can be computed because the robot is instantaneously moving the arc of a circle of radius \( d \), where \( d \) is the distance between the right and left wheels. Then \( \omega_1 = \frac{R}{d} \omega_r \) and when the left wheel is rotating forward then \( \omega_2 = R \frac{1}{L_2} \omega_l \). Given that \( L_2 \) is the distance between front and back motors, then \( \omega_3 = R \frac{1}{L_2} \omega_f b \) and \( \omega_4 = R \frac{1}{L_2} \omega_f b \). The angular speed of the robot is:

\[
\omega_{\text{shrimp}} = \frac{r}{L_1} \omega_r + \frac{r}{L_1} \omega_l + \frac{2r}{L_2} \omega_f b
\]

Given the following:

\[
\dot{x} = V_{\text{shrimp}} \cos(\theta)
\]

\[
\dot{y} = V_{\text{shrimp}} \sin(\theta)
\]

\[
\dot{\theta} = \omega_{\text{shrimp}}
\]

Substituting the value of \( V_{\text{shrimp}} \) and \( \omega_{\text{shrimp}} \) and utilizing matrix form:

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\phi}
\end{bmatrix} =
\begin{bmatrix}
r \cos(\theta) & r \cos(\theta) & r \cos(\theta) \\
r \sin(\theta) & r \sin(\theta) & r \sin(\theta) \\
\frac{2r}{L_2} & \frac{r}{L_1} & -\frac{r}{L_1}
\end{bmatrix}
\begin{bmatrix}
w_f b \\
w_r \\
w_l
\end{bmatrix}
\]

Using the pseudo-inverse of this matrix, the necessary reference signals for the motors from the desired velocity of the robot can be obtained. In Section 5, the methods used to determine the path the robot will take is described.

4. Neural Identifier

RHONNs have a dynamic behavior and high order interactions, which gave them great approximation properties, superior convergence capacity, better storage capacity, and larger fault tolerance than first-order networks [6,20,23]. Moreover, discrete-time and continuous-time recurrent high order neural networks have the same characteristics [20]. Neural networks have been widely used in control systems, mainly to deal with non-modeled dynamics in the available model of the system [24]. The way to use neural networks for control lies in two approaches: direct and indirect control. In the first one, the neural network is the controller for the system under study, and in the second approach, the neural network provides a dynamic model for the system to be controlled. Then, based on such neural model, a controller is designed using any desired control technique [24]. In this paper, the second approach is used, using a RHONN to design an identifier for discrete-time unknown nonlinear systems; this identifier provides a dynamic model that is then used to design an inverse optimal controller in order that the shrimp robot can follow the desired path in real-time.

Consider that System (1) has a perturbation:

\[
x_{k+1} = f(x_k) + g(x_k) u_k + \Gamma_k
\]

where \( \Gamma_k \in \mathbb{R}^n \) is an unknown bounded perturbation, which represents errors in modeling, uncertainties in parameters, and non-modeled dynamics. We assume that \( f(0) = 0 \) and that the rank of \( g(x_k) \) is \( m \) for all \( x_k \neq 0 \). To identify System (25), we consider the following discrete RHONN model [20]:

\[
\dot{x}_{i,k+1} = w_{i,k}^T z_i(\hat{x}_k) + w_i^T \psi_i(\hat{x}_k, u_k)
\]

where \( i = 1, \ldots, n, \hat{x}_k \) is the state of neuron \( i \); \( w_{i,k} \) is a weight vector adapted in line; \( w_i \) is a fixed weight vector used to ensure controllability of the neural model; \( \psi_i \) denotes a function of \( \hat{x}_k \) or \( \hat{u}_k \) that corresponds to the structure of Plant (25) or to the external input of the network, respectively.
And \( u_k = [u_{1,k}, u_{2,k}, \ldots, u_{m,k}]^\top \) is an input vector to the neural model; \( m \) is the number of external inputs; \( z_i \) is a vector of dimension \( L_p \), and it is defined as:

\[
z_i (x_k) = \begin{bmatrix}
z_{i1} \\
z_{i2} \\
\vdots \\
z_{iL_p}
\end{bmatrix} = \begin{bmatrix}
\Pi_{j \in I_1} \xi_{d_{ij},1} \\
\Pi_{j \in I_2} \xi_{d_{ij},2} \\
\vdots \\
\Pi_{j \in I_{L_p}} \xi_{d_{ij},L_p}
\end{bmatrix}
\] (27)

where \( d_{ij,k} \) is a positive integer; \( L_p \) is the number of high order connections; and \( \{I_1, I_2, \ldots, I_{L_p}\} \) is a collection of non orderly subsets of \( \{1, 2, \ldots, n\} \), where \( n \) is the dimension of the state space. \( \xi_i \) is a vector defined as:

\[
\xi_i = \begin{bmatrix}
\xi_{i1} \\
\vdots \\
\xi_{in}
\end{bmatrix} = \begin{bmatrix}
S(x_1) \\
\vdots \\
S(x_n)
\end{bmatrix}
\] (28)

where the hyperbolic tangent function is chosen as \( S \) and \( \zeta \) is a real variable:

\[
S(\zeta) = \frac{e^\zeta - e^{-\zeta}}{e^\zeta + e^{-\zeta}} = \tanh(\zeta)
\] (29)

It is assumed that a RHONN models System (25) exists based on [23]; therefore, the plant model is redefined as:

\[
x_{k+1} = W_k^e z (x_k) + W^e \psi (x_k, u_k) + \epsilon_k
\] (30)

where the following are unknown optimal weighting matrices:

\[
W_k^e = \left[ w_{1,k}^e, w_{2,k}^e, \ldots, w_{n,k}^e \right]^\top
\] (31)

\[
W^e = \left[ w_{1}^e, w_{2}^e, \ldots, w_{n}^e \right]^\top
\] (32)

And the modeled error is the following:

\[
\epsilon_k = f (x_k) + g (x_k) u_k + \Gamma_k - W_k^e z (x_k) - W^e \psi (x_k, u_k)
\] (33)

The term \( \epsilon_k \) can be made arbitrarily small and by selecting appropriately the number of high order connections \( L_p \) [25]. Weighting matrices \( w_{i,k}^e \) will be approximated with adapted weighting vectors in line \( w_{i,k} \).

For the training of neural networks, using an extended Kalman filter algorithm, the state variables to be estimated are the weights of the neural network. In this case, the error between the outputs of the neural network and the output of the plant can be considered white noise. A Kalman filter estimates the state of a linear system perturbed by white noise in its state and its output [26]. Since the mapping of the neural network is nonlinear, an extended Kalman filter is used instead of [27].

The objective of the training is to find optimal values of weights, which minimize errors in prediction. The algorithm for EKF is the following:

\[
K_k = P_k H_k [R_k + H_k^\top P_k H_k]^{-1}
\] (34)

\[
w_{k+1} = w_k + \eta K_k [y_k - \hat{y}_k]
\] (35)

\[
P_{k+1} = P_k - K_k H_k^\top P_k + Q_k
\] (36)
where $P \in \mathbb{R}^{L \times L}$ is the covariance matrix associated to the prediction error; $w \in \mathbb{R}^L$ is the weight vector, $L$ is the total number of weights, $y \in \mathbb{R}^n$ is the measured output, $\hat{\eta} \in \mathbb{R}^n$ is the output of the network, $\eta$ is a design parameter; $K \in \mathbb{R}^{L \times n}$ is the Kalman matrix of gains; $Q \in \mathbb{R}^{L \times L}$ is the matrix of covariance associated with noise in the state; $R \in \mathbb{R}^{n \times n}$ is the covariance matrix associated with the noise in the measurements; $H \in \mathbb{R}^{L \times n}$ is a matrix for which every input $H_{ij}$ is a derivative of each output of the neural network with respect to each weight, as defined in the following equation:

$$H_{ij}(k) = \left[ \frac{\partial \hat{y}_i(k)}{\partial w_j(k)} \right]_{\hat{w}_i(k+1)=w_i(k)} \quad (37)$$

where:

$$i = 1, \ldots, n$$  \hspace{1cm} (38)

$$j = 1, \ldots, L$$  \hspace{1cm} (39)

Usually, $P$, $Q$, and $R$ are initialized with diagonal matrices with inputs $P_0$, $Q_0$, and $R_0$ [28].

With each motor being modeled and controlled, the contribution of each one to the movement of the robot has to be determined. For this purpose, a kinematic model, as described in Section 3, is used.

### 5. Path Planning

In order to plan a path for the robot, a camera senses the surroundings by capturing an 800 by 600 pixels image. Based on that image, a map of the surroundings of the robot is obtained. Then, the map is used to determine the possible route to arrive at a goal point. To process the image, two methods are implemented. The first uses traditional edge detector algorithms to identify possible obstacles or patches of rough terrain. The second method utilizes machine learning techniques to classify segments of the image into possible paths or obstacles.

In the first method, possible obstacles or rough terrain are detected by looking for the edges using a Canny edge detector, which has been widely adopted due to its reliable performance in noisy environments [29]. The Canny detector is known as the optimal detector; it has a low error rate, and it minimizes the distance between detected edge pixels and real edge pixels [30].

For this detector, noise is filtered with a Gaussian filter. Then, the intensity gradient of the image is found. Hysteresis is used to suppress pixels not considered to be part of the edges; two thresholds are used. If a pixel gradient is higher than the upper threshold, it is accepted as an edge. If it is under the lower threshold, then it is not an edge. Pixels in the middle are accepted if it is next to an edge pixel. The resulting matrix is resized to 80 by 60. Edges are considered obstacles.

In the second method, the image is split into 80 by 60 squares; each is classified as either obstacle or possible path using a convolutional neural network (CNN), the classifier was implemented using Google opensource library TensorFlow [31]. A sequential model is used with three convolutional blocks, a fully connected layer, and an output layer with a sigmoidal activation function. The output is the probability that the segment of the image contains an obstacle; every square with a higher than average probability is considered an obstacle on the map. The latter is filtered to reduce the noise of false positives.

Before it can be used on the robot, a model has to be trained on a database. This database is augmented by flipping, rotating, and scaling each picture. And more importantly, each picture is used with different levels of light by normalizing its intensity around ten different ranges. This step is essential since it makes the model robust to differences in illumination. The model is trained over the entire database of 1700 images over 50 times; this gives us an accuracy of 89 percent.

Using a neural network is more robust and resistant to differences in illumination compared to using an edge detector. However, even with the model being trained previously on a PC, it takes considerably more computing time when implemented on an embedded platform.
Regardless of which method is used, the resulting map is run through a grid-based shortest path planning algorithm [32]. The system uses Dijkstra’s algorithm, where each square of the grid is a node [33]; it has been selected due to the fact that it can guarantee an optimal plan even when the distance to the target is not known. The algorithm starts from an initial node that is assigned a distance of zero, and the rest are assigned an infinite distance. The distance between the current nodes and its neighbors is established, and if it is shorter than the currently saved distance, then it is replaced. When all neighbors of a current node have been visited, then its distance is considered final. Then you move to the next non-visited node with the lowest distance. This variant of the algorithm ends when a target node is reached [34].

The path planning and control system, described above, have been implemented on the Shrimp robot using the hardware described in the following section.

6. Hardware Implementation

The final design consists of the mechanics and power electronics of the BlueBotics Shrimp III® autonomous robot, a PYNQ-Z1 board with a Xilinx Zynq® (Xilinx Zynq is a registered trademark of Xilinx, Inc.) Z7020 System-on-Chip for control and path tracking, and an STMicroelectronics NUCLEO-F746ZG board with an STM32F746ZG Micro-Controller Unit (MCU) for communication. The electric diagram is presented in Figure 4.

6.1. BlueBotics Shrimp III

The Shrimp III® was designed by BlueBotics as a research platform for rough terrain with applications on space exploration, rescue work on catastrophic scenarios, assistance in firefighting, and remote inspection.

BlueBotics Shrimp III® has a completely passive climbing structure that allows it to move through rough terrain and to climb small obstacles, while the control unit simply instructs it to move forward. It consists of two wheels on the right side, two on the left side, a steered wheel for the front, and a steered wheel in the back. The steering has a range of 180 degrees. The robot is manipulated with commands through rs232 communication.

6.2. Xilinx PYNQ-Z1

The PYNQ-Z1 board is used as the main control unit. Zynq® Z7020 SoC includes a Dual-core ARM Cortex-A9 Micro-Processor HardCore, as well as programmable logic cells capable of functioning as several Microblaze SoftCores for extra general-purpose processing or as application-specific hardware. The hardcore is capable of running a small version of Linux and a python interpreter. Python® (“Python” is a registered trademark of the PSF) allows for quick development and deployment of a
control system while computing-intensive tasks, it can be resolved in application-specific accelerators implemented on programmable logic to achieve processing times adequate for a real-time application.

6.3. STMicroelectronics NUCLEO-F746ZG

The Nucleo F746ZG board is used for communication. It is an ARM® 32-bit Cortex®-M7 CPU running at 216 MHz, its high speed allows for a low latency data transfer between this board and the Zynq® board used as the main processing unit. The latter lacks the universal asynchronous receiver-transmitter (UART) necessary to communicate directly with the shrimp robot. Although the SoC is capable of synthesizing such transmitter, at the moment, such implementation has a fixed baud rate of 9600 bits per second, which is not compatible with the shrimp robot. Instead, the Nucleo F746ZG board is connected through MAX232 drivers with the robot at 56,200 bits per second. The received data is passed to the Zynq® board using parallel General Purpose Input/Output (GPIO). An 8-bit output bus is used as well as a request output flag and an acknowledge input. A similar interface is used in the opposite direction as a means of passing shrimp’s responses.

7. Results

In this section, experimental results for the integration of vision-based control, path planning, neural identification, and inverse optimal controller all integrated and working together in an unstructured environment, have been included in order to show the effectiveness of the proposed methodology. In addition, a comparative analysis of the proposed methodology implemented in SoC and the same methodology implemented in a personal computer (PC) has been included, considering advantages and disadvantages of both kinds of implementations.

7.1. Experimental Results

The system was tested in different unstructured environments. The first one can be seen in Figure 5, which contains rough terrain to be dodged.

As mentioned earlier, this photograph can be processed in two different ways. When using the edge detector, the image presented in Figure 6 is obtained. Once processed by the path planning algorithm, the path in Figure 7 is obtained. Similarly, Figure 8 shows the map and planned path using CNN. Expected planned paths with both methods on the original photograph are shown in Figures 9 and 10, respectively.

![Figure 5. Experiment 1. Image captured with the camera.](image-url)
Figure 6. Experiment 1. Results of the Canny edge detector.

Figure 7. Experiment 1. Map and path planned using a Canny edge detector.
Figure 8. Experiment 1. Map and path planned using a convolutional neural network (CNN).

Figure 9. Experiment 1. Map and path planned using Canny edge detector overlaid on the original photograph.
Figure 10. Experiment 1. Map and path planned using CNN overlaid on the original photograph.

Another example is presented in Figure 11, where the path forward is through a ramp. The result of the edge detector, in this case, is shown in Figure 12. The calculated path using the Canny edge detector is shown as a red line in Figure 13, and the one calculated with a CNN in Figure 14 also as a red line. Both can be seen overlaid on the original photographs on Figures 15 and 16, respectively.

Figure 11. Experiment 2. Image captured with the camera.
Figure 12. Experiment 2. Results of the Canny edge detector.

Figure 13. Experiment 2. Map and path planned using Canny edge detector.
Once the path has been planned, the required speed of each motor to follow the path is calculated and used as the reference signal for the motors control using the inverse optimal control methodology described above. Figure 17 shows the results of each controller using for the route on Experiment 1 for frontal, left, right, and back motors, respectively. Results for the second case can be seen in Figure 18 for frontal, left, right, and back motors, respectively. It is important to note that applied voltages remain bounded and depends on the difficulty defined by the path planning route, in Experiment 2, applied voltages are bigger than the applied voltage for Experiment 1, this is due to the slope of the rough terrain and the kind of path defined by the proposed algorithm.
Figure 16. Experiment 2. Map and path planned using CNN overlaid on the original photograph.

(a) Results of control on frontal motor.

(b) Results of control on left motor.

(c) Results of control on right motor.

(d) Results of control on back motor.

Figure 17. Applied input voltage for Experiment 1.
Figure 18. Applied input voltage for Experiment 2.

It is important to remark that the main goal of this paper lies on the integration of vision-based control, path planning, neural identification, and inverse optimal controller all integrated and working together using a Xilinx Zynq® System on Chip. In the literature, the latest algorithms can be found working alone mainly in software. Our main contribution is on the integration of a whole full autonomous system in a shrimp robot for 3D autonomous navigation in difficult, unstructured environments, and in this way, the literature does not report similar works that can be compared with our proposed scheme. In addition, hardware limitations do not allow us to implement more complex algorithms for each stage.

7.2. Comparative Analysis

It is well known that a SoC is an integrated circuit with all components of a PC, and its use has advantages and disadvantages. The main advantage is autonomy, as it allows to integrate in a mobile system all the processing power that it is required to achieve its target, improving its processing time, avoiding delays and other communication problems, due to the fact that the processor is mounted directly in the system, in this case, in the mobile robot platform, allowing it to navigate autonomously on unstructured environments. However, the limited processing capabilities and limited available memory that can be used for the desired application can be considered as a disadvantage.

In order to include a comparative analysis of the obtained performance in SoC with respect to a PC, the same experiments have been implemented in both kinds of platforms, with two different algorithms for path planning A* and Dijkstra with the results presented in Tables 1 and 2 for Experiments 1 and 2, respectively. As is expected, the PC has a better processing performance compared with respect to the SoC proposed methodology. However, for real-time autonomous navigation on unstructured environments, SoC is a better option.
Table 1. Processing times for Experiment 1.

| Process Time       | Dijkstra in PC | A* in PC      | Dijkstra in SoC | A* in SoC      |
|--------------------|----------------|---------------|----------------|---------------|
| Total time         | 51.5293 s      | 39.0263 s     | 192.3780 s     | 161.4557 s    |
| Edge detector time | 0.6654 s       | 0.5661 s      | 7.2546 s       | 7.3049 s      |
| Map time           | 0.0846 s       | 0.0859 s      | 1.0832 s       | 1.0992 s      |
| Route time         | 15.5700 s      | 3.9897 s      | 60.1439 s      | 28.9141 s     |
| Control time       | 0.0430 s       | 0.0152 s      | 0.3516 s       | 0.3335 s      |
| Time to start motion | 16.3631 s  | 4.6571 s      | 68.8334 s      | 37.6519 s     |
| Movement in route  | 35.1661 s      | 34.3692 s     | 123.5445 s     | 123.8038 s    |

Table 2. Processing times for Experiment 2.

| Process Time       | Dijkstra in PC | A* in PC      | Dijkstra in SoC | A* in SoC      |
|--------------------|----------------|---------------|----------------|---------------|
| Total time         | 53.9585 s      | 37.6130 s     | 197.6433 s     | 150.2245 s    |
| Edge detector time | 0.6343 s       | 0.6338 s      | 6.8708 s       | 7.2072 s      |
| Map time           | 0.0922 s       | 0.1002 s      | 1.0592 s       | 1.0576 s      |
| Route time         | 21.3259 s      | 5.0940 s      | 76.0095 s      | 29.4022 s     |
| Control time       | 0.0178 s       | 0.0134 s      | 0.3348 s       | 0.3397 s      |
| Time to start motion | 22.0704 s  | 5.8416 s      | 84.2744 s      | 38.0069 s     |
| Movement in route  | 31.8881 s      | 31.7714 s     | 113.3688 s     | 112.2176 s    |

Results presented in Figures 5–18 have been obtained with Dijkstra’s algorithm and does not need to know the destination node a priori, which facilitates real-time navigation in unstructured environments and is one of the main goals of this work, meaning it was our best option for the proposed implementation.

The required time to compute the route varies depending on the input taken by the camera, as well as other processes running on the operating system of the Xilinx Zynq® SoC. In the case of Experiment 1, when using an edge detector, it takes 68.34 s before the motion can start with 59.83 s spent in Dijkstra’s algorithm and 7.25 s on the Canny edge detector. Actual movement through the route takes 123.54 s.

On Experiment 2, processing takes 84.27 s, and route calculation accounts for most of the difference taking 76.01 s, while edge detection only takes 6.87 s. Movement through the route takes 113.36 s. In general, the system takes approximately a third of its time processing and the rest in motion.

It is important to note that both implementations have been developed using Python®. For PC implementation a PC with a processor Intel® (Intel is a trademark of Intel Corporation or its subsidiaries) i5-8250U CPU @ 1.6 GHz and 16.0 GB of RAM was selected. In addition, a latency analysis with the following ping statistical information has been done. Packages: sent = 100, received = 98, lost = 2. Approximate round trip times in milliseconds: Minimum = 1 ms, Maximum = 799 ms, Average = 15 ms.

It is important to note that even when a PC has more resources to process than a SoC, both of them present advantages and disadvantages. For example, the use of a PC allows to perform faster information processing; however, it needs the use of a Wi-Fi connection, which it is not always possible to have in unstructured environments. Furthermore, this kind of connection is typically affected by problems like delays, packet lost, and interference, among others, restricting robot autonomy for navigation. Due to the limited payload of this kind of robot, it is not possible to install a PC above of the shrimp robot, and as a result, this situation cannot be considered in order to avoid the use of Wi-Fi.

As explained above, a work that integrates all the elements considered in this paper is not reported in the literature; therefore, we only can compare each one of the proposed elements with respect to similar approaches implemented in the same robot in an independent way. In [35], a similar controller in an Altera Cyclone® (“Altera and Cyclone” are registered trademarks of Altera Co.) IV EP4CE115F29C7 FPGA is implemented; however, such FPGA only supports controller processing without image processing, path planning, nor visual-based control. In [36], a path planning based on a long short-term memory (LSTM) neural network is proposed, which can give better performance;
however, it is computationally expensive and, therefore, it cannot be applied on-line, as is the path planning proposed in this paper. Finally, for image processing, in Section 5, a Canny detector against a CNN obstacle classifier is compared, the last of them showing better performance; however, again, it is computationally expensive, and it cannot be applied on-line. For all the above comparisons, in order to have a system that can explore autonomously in unstructured environments based on a shrimp robot, the better solution, considering performance, economy, flexibility and processing capability, is the implementation of the vision-based control, path planning, neural identification, and inverse optimal controller all integrated and working together using a Xilinx Zynq® System on Chip.

8. Conclusions

The vision-based path planning and trajectory tracking neural controller implemented in this paper is an adequate solution to grant a shrimp robot the capability to explore difficult environments autonomously.

The system on chip implementation allows for excellent performance and fast calculations. Using the CNN classifier to determine obstacles is an excellent way to better handle differences in illumination but is computationally intensive compared with using the Canny edge detector. The former is particularly useful when there is a PC on the loop to co-process the classification or if it is not a problem for the robot to remain idle while processing. The Dijkstra algorithm is also a computationally intensive step; in Section 7.2, a comparison with A* has been included, with a better processing time than the Dijkstra algorithm; however, the last one presents a better performance in the experimental results considered in Section 7.1.

From the presented results in Section 7.1, the systems plan a path avoiding more difficult terrain, preventing the shrimp from running into obstacles than can not be overcome by its passive climbing mechanism. The path is then followed by having each motor follow its necessary contribution to the movement of the robot as determined by the developed kinematic model. Each motor follows its reference closely with the implemented inverse optimal controller in which the plant is modeled with an RHONN trained with EKF.
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Abbreviations

The following abbreviations are used in this manuscript:

| Abbreviation | Description                  |
|--------------|------------------------------|
| RHONN        | Recurrent High Order Neural Network |
| EKF          | Extended Kalman Filter       |
| HJB          | Hamilton–Jacobi–Bellman     |
| CNN          | Convolutional Neural Network |
| CED          | Canny Edge Detector          |
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