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Abstract. We propose a novel finite-difference time-domain (FDTD) scheme for the solution of the Maxwell’s equations in which linear dispersive effects are present. The method uses high-order accurate approximations in space and time for the dispersive Maxwell’s equations written as a second-order vector wave equation with a time-history convolution term. The modified equation approach is combined with the recursive convolution (RC) method to develop high-order approximations accurate to any desired order in space and time. High-order-accurate centered approximations of the physical Maxwell interface conditions are derived for the dispersive setting in order to fully restore accuracy at discontinuous material interfaces. Second- and fourth-order accurate versions of the scheme are presented and implemented in two spatial dimensions for the case of the Drude linear dispersion model. The stability of these schemes is analyzed. Finally, our approach is also amenable to curvilinear numerical grids if used with appropriate generalized Laplace operator.
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1. Introduction. In many materials, such as metal or biological tissue, lossy and dispersive effects resulting from the electronic response of the material have a considerable effect on electromagnetic wave propagation and must be included in the model. These materials are referred to as “dispersive” media. Simple models of dispersive optical media often use a classical linear Newtonian description to describe the response of charge carriers to an external electric field. Three common examples are the Debye, Lorentz, and Drude models, all of which can be generalized using the Padé approximant method [36, 37].

Accurate time-domain simulation of dispersive optical effects is important for various applications in optical computing, imaging, and sensing, where transient electromagnetic waves play an important role in the system of interest. Furthermore, these applications often involve multiple materials that meet along a common interface, which results in a situation with discontinuous material parameters and the possibility of important interface phenomenon. For example, the propagating surface waves (“surface plasmon polaritons”) at interfaces between dielectrics and metals, made possible by the dispersive nature of the metal, are of considerable interest in the field of plasmonics, and dispersion plays an important role in their excitation and attenuation [26, 34]. It is therefore desirable to derive high-order accurate time-domain solvers to simulate dispersive electromagnetic wave propagation and have the capability to treat material interfaces.

Perhaps the most common time-domain scheme is the ubiquitous second-order accurate Yee scheme [42, 45]. This finite-difference time-domain (FDTD) solver for computational electromagnetics solves the first-order form of Maxwell’s equations on a grid which is staggered in time and space. The scheme is attractive for many reasons including its efficiency and conservation of a discrete energy. In addition, linear-dispersive-material physics can be included into a traditional Yee-type schemes in at least two ways: the auxiliary differential equation (ADE) method, and recursive convolution (RC). The ADE approach couples Maxwell’s equations to the ordinary differential oscillator equation derived from the classical description discussed above [3, 7, 13–16]. This equation is then approximated using similar discretization rules as used to treat the governing PDEs. On the other hand, the RC approach directly incorporates the solution to the ordinary differential oscillator equation into Maxwell’s equations in the form of a time-delay convolution of the electric field, which is subsequently approximated using a discrete sum through numerical quadrature [3, 17, 23–25]. Rather than storing the full time-history of the electric field, this term may be updated recursively at each time step due to the exponential kernel of the convolution. Higher-order accurate methods using the ADE approach have also been developed [38, 39, 46–48], while implementations of the RC approach are limited to second-order accuracy in time due to the choice of convolution discretization. Various other approaches exist for the computational simulation of dispersive optical media in the time domain. An FDTD
approach for both dispersive and nonlinear electromagnetic effects was developed using the Z-transform [41],
the implementation of which has many similarities with the RC and ADE methods.

The presence of material interfaces complicates numerical simulation since, in general, solutions are
not smooth where physical parameters are discontinuous. Unless this irregularity is properly treated in
the numerical method, difference approximations can suffer from errors associated with inaccuracies in the
interface equations, which usually limits the overall accuracy to first-order at best. This is a well-known
problem in computational wave equation literature [5, 18], and is considerably more difficult to avoid when
the interface does not align with the numerical grid, as is often the case with traditional staggered cartesian
grids. Successful attempts to reduce this error have been made in both the non-dispersive [27] and dispersive
[4, 21, 35] setting by smoothing the material parameters in the numerical cells adjacent to curved interfaces.
In the event that high-order accuracy near material interfaces is required, or smoothing of the material
parameters cannot be tolerated for other reasons, physical jump conditions can be incorporated directly into
the discretization scheme as numerical compatibility conditions. This is often referred to as the derivative
matching or matched interface and boundary (MIB) method [9, 49, 50]. Note that this general approach
may also be used at (curved) exterior boundaries, e.g. perfect conductors, to retain full accuracy. For
example in [9], Henshaw presented a fourth-order accurate scheme which solved Maxwell’s equations as a
second-order vector wave equation on curvilinear and overlapping grids. Most recently, the MIB approach
has been adapted for several linear optical dispersion models at curved interfaces using a hybrid formulation
dispersive Maxwell’s equations [29–32].

In addition to FDTD schemes, there exists a wide range of finite element methods for the electromagnetic
wave problems [12, 28, 40]. Various finite-element time-domain (FETD) and discontinuous Galerkin (DGTD)
schemes also exist for the solution of the dispersive Maxwell’s equations in both first- [8, 22] and second-
order form [1, 11, 19]. These typically implement the dispersive material effects using either the RC or ADE
approach, where again ADE method is used to achieve high-order accuracy than the second-order accurate
RC discretization [8]. By choosing the appropriate numerical flux between elements, these methods may be
designed to avoid the aforementioned loss of accuracy at material discontinuities [20, 22, 49].

In this paper, we propose a numerical scheme for the solution of the time-dependent Maxwell’s equations
with linear dispersion which can achieve arbitrary desired order of accuracy in time and space. Following
the approach in [9] for the non-dispersive case, the dispersive Maxwell’s equations are expressed as a vector
wave equation with a time-history convolution term. A modified-equation time stepping approach, is used to
obtain a high-order accurate approximation of the equation through a temporal Taylor series. Consecutive
terms in the expansion require additional time-history convolution terms, which are derived from the original
temporal convolution representing the formal solution to the ordinary differential oscillator equation. The
integral terms are approximated using quadrature rules at the appropriate order of accuracy in time, and
subsequently transformed into a recursive convolution formulation. In order to preserve accuracy of the
scheme at the interface, the governing PDEs are used to derive high order centered approximations of the
physical Maxwell interface conditions. Note that the proposed scheme is amenable to discretization on the
curvilinear overlapping grids and high order accurate symmetric discretizations of the generalized Laplace
operator, as in for example [9].

In section 2, we review the most common linear dispersion models and the way in which they couple
with the macroscopic form of Maxwell’s equations. A vector wave equation formulation of the dispersive
Maxwell’s equations is then derived. Section 3 describes our proposed numerical scheme for the general case,
and explicitly presents the second- and fourth-order accurate versions for the Drude model. An analysis of
the numerical stability of these two schemes for the Cauchy problem is also presented. In particular, we
discuss a subtle aspect of the stability for the second-order code which admits weak exponential growth of the
numerical solution. On the other hand, the fourth-order accurate version admits no such spurious growth,
and so it is superior from both and accuracy and stability perspective. In Section 4, the discrete treatment
of interface conditions is discussed including explicit formulations for the afore mentioned Drude model and
the second- and fourth-order accurate schemes. Finally in Section 5, numerical results are presented which
confirm the theoretical predictions as well as illustrate the spurious growth in the second-order accurate
scheme and lack thereof in the fourth-order accurate scheme.
2. Governing Equations. This work considers time-dependent electromagnetic wave propagation without external forcing as governed by Maxwell’s equations

\begin{align}
(1a) & \quad \nabla \times \mathbf{E} = -\partial_t \mathbf{B}, \\
(1b) & \quad \nabla \cdot \mathbf{D} = 0, \\
(1c) & \quad \nabla \times \mathbf{H} = \partial_t \mathbf{D}, \\
(1d) & \quad \nabla \cdot \mathbf{B} = 0.
\end{align}

Here, \( t \) is time, \( \mathbf{x} \) is the independent (vector) spatial coordinate, \( \mathbf{E} = \mathbf{E}(\mathbf{x}, t) \) is the electric field, \( \mathbf{D} = \mathbf{D}(\mathbf{x}, t) \) is the displacement field, \( \mathbf{B} = \mathbf{B}(\mathbf{x}, t) \) is the magnetic field, and \( \mathbf{H} = \mathbf{H}(\mathbf{x}, t) \) is the magnetizing field. In the scope of this article, we consider materials which are linear and non-dispersive with respect to magnetization\(^1\) and so

\begin{equation}
\mathbf{B} = \mu \mathbf{H},
\end{equation}

where \( \mu = \mu(\mathbf{x}) > 0 \) is the permeability. Here we focus on the situation of electromagnetic wave propagation in a domain consisting of distinct materials which are separated by material interfaces, and as such, the permeability is assumed to be piecewise constant.

Consider linear, isotropic, and (temporally) dispersive media in which the electric permittivity depends continuously on the temporal frequency, \( \omega \), of the electromagnetic fields. Such materials may be modeled in the frequency (Fourier) domain via the linear constitutive relation

\begin{equation}
\hat{\mathbf{D}}(\mathbf{x}, \omega) = \hat{\epsilon}(\omega)\hat{\mathbf{E}}(\mathbf{x}, \omega) = (\epsilon_0 \epsilon_r + \hat{\chi}(\omega)) \hat{\mathbf{E}}(\mathbf{x}, \omega).
\end{equation}

Here, \( \hat{\epsilon}(\omega) \) is the total frequency-dependent permittivity, \( \epsilon_0 \) is the permittivity of free space, \( \epsilon_r \) is the high-frequency relative permittivity constant of the medium, and \( \hat{\chi}(\omega) \equiv \hat{\epsilon}(\omega) - \epsilon_0 \epsilon_r \) is the electric susceptibility. The latter is defined out of notational convenience for the following discussion. Both \( \hat{\epsilon}(\omega) \) and \( \hat{\chi}(\omega) \) are typically obtained from a classical linear description of electron motion in the material. Note also that it is common to find a definition of the polarizability \( \hat{\mathbf{P}} \equiv \hat{\chi}(\omega) \hat{\mathbf{E}}(\omega) \), but we do not make use of this quantity and make no further mention of it here. In the time-domain, equation (3) can be written

\begin{equation}
\mathbf{D}(\mathbf{x}, t) = \int_0^\infty \epsilon(\tau)\mathbf{E}(\mathbf{x}, t - \tau) d\tau = \epsilon_0 \epsilon_r \mathbf{E}(\mathbf{x}, t) + \int_0^\infty \chi(\tau)\mathbf{E}(\mathbf{x}, t - \tau) d\tau.
\end{equation}

Here, \( \epsilon(\tau) \) and \( \chi(\tau) \) are the permittivity and the susceptibility kernels respectively, and are obtained via the inverse Fourier transform from \( \hat{\epsilon}(\omega) \) and \( \hat{\chi}(\omega) \). Equation (4) may be interpreted as a description of the non-instantaneous delayed response of the material to the applied electric field. A summary of some common linear dispersion models and their associated susceptibilities is found in table 1. Note that while the convolution bounds for the traditional Fourier transform are \( \tau \in \mathbb{R} \), the bounds of the convolution in (4) are necessarily restricted to past values of the electric field, ruling out any non-causal effects. This is reflected in the Fourier transform by the appearance of the Heaviside function \( \Theta(\tau) \) in the susceptibility kernel \( \chi(\tau) \).

Equations (1a) through (1d) along with (4), fully describe the propagation of electromagnetic waves in linear, isotropic, and (temporally) dispersive media. This formulation can be simplified to a description of the electric field \( \mathbf{E}(\mathbf{x}, t) \) in isolation as follows. First, working in the frequency domain, (1b) can be combined with (3) to yield

\begin{align}
\nabla \cdot \hat{\mathbf{D}}(\mathbf{x}, \omega) &= 0, \\
\nabla \cdot \hat{\epsilon}(\omega)\hat{\mathbf{E}}(\mathbf{x}, \omega) &= 0, \\
\hat{\epsilon}(\omega)\nabla \cdot \hat{\mathbf{E}}(\mathbf{x}, \omega) &= 0,
\end{align}

\(^1\)Note that this assumption is not critical to the basic approach and schemes could be extended to magnetically dispersive materials as well.
The quantity \( \gamma_0(\epsilon_s - \epsilon_r) \) is a physically realistic assumption for common Lorentz media. In the generalized model, Padé Approximants are used to fit the constant parameters \( \epsilon \) and \( \omega_p \) from whence we obtain the constraint

\[
\nabla \cdot \mathbf{E}(x, t) = 0.
\]

Now taking the time derivative of (1c), and making use of relations (2) and (5) gives

\[
\begin{align*}
\mu \frac{\partial^2 \mathbf{D}}{\partial t^2} &= \nabla \times \partial_t \mathbf{B}, \\
\mu \frac{\partial^2 \mathbf{D}}{\partial t^2} &= -\nabla \times \nabla \times \mathbf{E}, \\
\mu \frac{\partial^2 \mathbf{D}}{\partial t^2} &= \Delta \mathbf{E} - \nabla (\nabla \cdot \mathbf{E}), \\
\mu \frac{\partial^2 \mathbf{D}}{\partial t^2} &= \Delta \mathbf{E}.
\end{align*}
\]

The quantity \( \frac{\partial^2 \mathbf{D}}{\partial t^2} \) can be expressed in terms of the electric field \( \mathbf{E} \) by using (4). For convenience, we work in the frequency domain to obtain

\[
\begin{align*}
-\omega^2 \widehat{\mathbf{D}}(x, \omega) &= -\omega^2 \epsilon_0 \epsilon_r \widehat{\mathbf{E}}(x, \omega) - \omega^2 \chi(\omega) \widehat{\mathbf{E}}(x, t).
\end{align*}
\]

Now by defining

\[
\eta(\omega) \equiv \omega^2 \chi(\omega),
\]

Equation (7) can be expressed in the time domain as

\[
\begin{align*}
\frac{\partial^2 \mathbf{D}}{\partial t^2} &= \epsilon_0 \epsilon_r \frac{\partial^2 \mathbf{E}}{\partial t^2} - \int_0^\infty \eta(\tau) \mathbf{E}(t - \tau) d\tau,
\end{align*}
\]

via the inverse Fourier transform. The respective functions \( \widehat{\eta}(\omega) \) and \( \eta(\tau) \) for each of the dispersion models shown in Table 1 are given in Table 2. Finally, equations (6) and (9) give the dispersive and dissipative wave equation

\[
\begin{align*}
\frac{\partial^2 \mathbf{E}}{\partial t^2} &= \frac{1}{\mu \epsilon_0 \epsilon_r} \Delta \mathbf{E} + \frac{1}{\epsilon_0 \epsilon_r} \int_0^\infty \eta(\tau) \mathbf{E}(t - \tau) d\tau,
\end{align*}
\]

or alternatively,

\[
\begin{align*}
\frac{\partial^2 \mathbf{E}}{\partial t^2} &= \frac{1}{\mu \epsilon_0 \epsilon_r} \Delta \mathbf{E} + \frac{1}{\epsilon_0 \epsilon_r} \eta * \mathbf{E} = \frac{1}{\mu \epsilon_0 \epsilon_r} (\Delta + \mu \eta * ) \mathbf{E}.
\end{align*}
\]
Finally, a complete initial boundary value problem can be formulated for the domain \( x \in \Omega \) with boundary \( x \in \partial \Omega \) as

\[
\begin{align*}
(12a) & \quad \partial_t^2 \mathbf{E}(x, t) = \frac{1}{\mu_0 \epsilon_r} (\Delta + \mu \eta \ast ) \mathbf{E}(x, t), \\
(12b) & \quad \mathbf{E}(x, 0) = f_1(x), \quad \partial_t \mathbf{E}(x, 0) = f_2(x), \quad \eta \ast \mathbf{E}(x, 0) = f_3(x), \\
(12c) & \quad \mathcal{B}[\mathbf{E}(x, t)] = g(x, t), \quad x \in \delta \Omega
\end{align*}
\]

where \( \mathcal{B}[\cdot] \) is a generic boundary operator that can be used to specify perfect conductance, far-field conditions, or given fields for example.

| Dispersion Model | \( \hat{\eta}(\omega) \) | \( \eta(\tau) \) |
|------------------|--------------------------|-----------------|
| Debye            | \( -\frac{\gamma_0 \epsilon_s - \epsilon_r}{\gamma + i \omega} \)  | \( \epsilon_0 \gamma (\epsilon_s - \epsilon_r) [\delta'(\tau) + \gamma \delta(\tau) - \gamma^2 e^{-\gamma \tau} \Theta(\tau)] \) |
| Lorentz          | \( -\frac{\epsilon_0 \omega^2}{(\omega^2 - \omega_s^2) + i \gamma \omega} \)  | \( \epsilon_0 \omega^2 [\delta(\tau) + \frac{\epsilon_0 \gamma \omega^2}{\omega_s^2} (-4 \gamma a \cos(a \tau) + (\gamma^2 - 4a^2) \sin(a \tau)) \Theta(\tau)] \) |
| Drude            | \( -\frac{\epsilon_0 \omega^2}{\omega^2 - \omega_s^2} \)  | \( \epsilon_0 \omega^2 \left( -\delta(\tau) + \gamma e^{-\gamma \tau} \Theta(\tau) \right) \) |
| Generalized      | \( -\epsilon_0 c_1 \left( \frac{\omega^2 e^{i \omega t}}{c_3 - (\omega + ic_4)} \right) \)  | \( \epsilon_0 c_1 \left( c_3 \cos(c_2 \tau) + c_4 \sin(c_2 \tau) \right) \delta(\tau) + e^{-c_4 \tau} \left( -c_2 c_4 \cos(c_3 \tau - c_2) + (c_2^2 - c_4^2) \sin(c_3 \tau - c_2) \right) \Theta(\tau) \) |

Table 2

Auxiliary functions \( \hat{\eta}(\omega) \) and \( \eta(\tau) \), defined in (8), for the classical linear dispersion models from table 1 where all of the relevant constant parameters are defined. In the Lorentz model, \( a \equiv \sqrt{\omega_s^2 - \gamma^2/4} \).

As discussed earlier, our primary interest is in situations with piecewise-constant materials. In this situation, the interface between two materials plays a key role, and its treatment is one focus of the current manuscript. Maxwell’s equations (1a) through (1d) may be used to derive jump conditions at interfaces where material parameters are discontinuous. Consider an interface \( \mathcal{I} \) between two material domains. Integrating each of (1a) through (1d) over an appropriate control volume spanning the interface gives the following physical interface jump conditions:

\[
\begin{align*}
(13a) & \quad [\mathbf{n} \times \mathbf{E}]_{\mathcal{I}} = 0, \\
(13b) & \quad [\mathbf{n} \cdot \mathbf{D}]_{\mathcal{I}} = 0, \\
(13c) & \quad [\mathbf{n} \times \mathbf{H}]_{\mathcal{I}} = 0, \\
(13d) & \quad [\mathbf{n} \cdot \mathbf{B}]_{\mathcal{I}} = [\mathbf{n} \cdot \mu \mathbf{E}]_{\mathcal{I}} = 0.
\end{align*}
\]

Here, \([f]_{\mathcal{I}}\) denotes the jump in the function \( f \) across the interface, and \( \mathbf{n} \) is the normal unit vector to the interface.

3. Summary of Numerical Scheme. Consider now the interior discretization of the governing dispersive wave equation (12a), that is to say, independent of physical boundaries or interfaces. The basic approach will follow the description in [9], with appropriate modifications as required to treat the dissipative and dispersive time convolutions. In [9], Henshaw considered the second-order (in derivative) formulation of the non-dispersive Maxwell’s equations for dielectrics (i.e. (1a) through (1d), with (2) and \( D = \epsilon_0 \epsilon_r \mathbf{E} \)). In the case of piecewise constant material parameters \( \epsilon_r \) and \( \mu \) this reduces to the wave equation with speed \( c = 1/\sqrt{\epsilon_0 \epsilon_r \mu} \):

\[
\partial_t^2 u(x, t) = c^2 \Delta u(x, t),
\]
where $u$ is used to indicate a generic component of the solution. The time-stepping approach in [9] used a so-called modified-equation, or Taylor, time stepper based on the temporal Taylor expansion

$$u(x, t + \Delta t) - 2u(x, t) + u(x, t - \Delta t) = 2 \left( \frac{\Delta t^2}{2!} \partial_t^2 u + \frac{\Delta t^4}{4!} \partial_t^4 u + \frac{\Delta t^6}{6!} \partial_t^6 u + \ldots \right).$$

(15)

Subsequently, the governing PDE is used to replace temporal with spatial derivatives and arrive at a discrete approximation of arbitrary spatial and temporal order of accuracy using only three time levels.

Motivated by this approach, we apply the modified-equation time-stepping approach to the governing equation (12a). Since we are considering piecewise constant media, the Fourier transform and the spatial independence of the kernel $\eta$ imply that the operators $\partial_t^2$, $\Delta$ and $\eta$ all commute. Therefore, (12a) implies that for $m \in \mathbb{N}$,

$$\partial_t^{2m} E = e^{2m(\Delta + \mu \eta *)} E. \quad \text{(16)}$$

Thus, the modified-equation time stepper for the electric field can be written as

$$E(x, t + \Delta t) - 2E(x, t) + E(x, t - \Delta t) = 2 \left( \frac{\Delta t^2}{2!} e^2(\Delta + \mu \eta *)E + \frac{\Delta t^4}{4!} e^4(\Delta + \mu \eta *)^2E + \frac{\Delta t^6}{6!} e^6(\Delta + \mu \eta *)^3E + \ldots \right).$$

(17)

The operator binomial $(\Delta + \mu \eta *)$ can be directly expanded to obtain its higher powers:

$$\begin{align*}
(\Delta + \mu \eta *)^2E &= \Delta^2 E + 2\mu \Delta \eta * E + \mu^2 \eta \eta * E, \\
(\Delta + \mu \eta *)^3E &= \Delta^3 E + 3\mu \Delta^2 \eta * E + 3\mu^2 \Delta \eta \eta * E + \mu^3 \eta \eta \eta * E.
\end{align*}$$

(18) \quad (19)

The convolution operators in (18) and (19) can be obtained by computing powers of $\check{\eta}(\omega)$ in the frequency domain and then ing the Fourier transform. According to the expressions for $\check{\eta}(\omega)$ in Table 2, each of these operators may be rewritten as the sum of the electric field $E$, up to a constant, and a convolution term, which we define as an auxiliary integral expression. For example, for the Drude model,

$$\begin{align*}
\eta * E(x, t) &= \epsilon_0 \omega_p^2 \int_0^\infty (-\delta(\tau) + e^{-\gamma \tau}) E(x, t - \tau) d\tau \\
&= -\epsilon_0 \omega_p^2 E(x, t) + \epsilon_0 \omega_p^2 \gamma \int_0^\infty e^{-\gamma \tau} E(x, t - \tau) d\tau.
\end{align*}$$

(20)

Fully discrete schemes can now be derived using appropriately accurate quadrature rules, which can be implemented in code using recursive convolution, along with centered difference discretizations of the powers of the Laplacian, as required to obtain the desired order of accuracy in space. The necessary orders of accuracy for the convolution and spatial discretizations follow the prescription given in [9], and relates to the power of $\Delta t$ multiplying the term in (17) as well as overall accuracy desire. In particular, the leading terms with $\Delta t^2$ require full accuracy, the next terms with $\Delta t^4$ can be two orders less accurate, and so on. Examples of second- and fourth-order accurate spatial and temporal discretizations for the Drude model are given below to illustrate the mechanics of the process. In each case, the stability of the fully discrete scheme applied to the Cauchy problem is analyzed. The second-order accurate scheme is found to be stable for finite-time integration given a time-step restriction, although it does admit bounded exponential growth. On the other hand, the fourth-order accurate scheme admits no exponential growth provided a time-step restriction is satisfied, and is therefore stable for both finite time, and infinite time integration.

**3.1. Second-Order Accurate Scheme for the Drude Model.** Consider now a second-order accurate discretization of the governing equation (12a) with $\check{\eta}(\omega)$ and $\eta(\tau)$ given by the Drude model in Table 2. For convenience, the auxiliary quantity $\psi$ is introduced as

$$\psi(x, t) = \int_0^\infty e^{-\gamma \tau} E(x, t - \tau) d\tau.$$

(21)
Now let $\mathbf{E}_j^n \approx \mathbf{E}(x_j, n\Delta t)$ and $\psi_j^n \approx \psi(x_j, n\Delta t)$ denote approximations to $\mathbf{E}$ and $\psi$, where $j \in \mathbb{Z}^D$ is a multi-index so that $x_j$ indicates a grid point in multiple space dimensions. In the usual way, a second-order accurate discretization can be derived using a second-order accurate truncation of the expansion in (17) along with the standard second-order accurate difference approximation of the Laplacian (denoted $\Delta_{2h}$) to give

$$E_j^{n+1} - 2E_j^n + E_j^{n-1} = \Delta t^2 \left( c^2 \Delta_{2h} E_j^n - \frac{\omega_p^2}{\epsilon_r} E_j^n + \frac{\omega_p^2 \gamma}{\epsilon_r} \psi_j^n \right),$$

where $c^2 = 1/(\epsilon_0 \epsilon_r \mu)$. For completeness, the discrete Laplacian is given by

$$\Delta_{2h} = \sum_{d=1}^D D_{+,x_d} D_{-,x_d},$$

where $D$ is the number of spatial dimensions, and $D_{+,x_d}$ are the usual forward and backward divided difference operators in the $x_d$ direction given by

$$D_{+,x_d} u_j = \frac{u_{j+d} - u_j}{h_d} \quad \text{and} \quad D_{-,x_d} u_j = \frac{u_j - u_{j-d}}{h_d}.$$

Here, $\epsilon_d$ is the vector of all zeros except a 1 in the $d$th entry, and $h_d$ is the grid spacing in the $x_d$ direction. For future reference, the undivided difference operators $\delta_{\pm,x_d}$ are defined similarly, as for example

$$\delta_{+,x_d} u_j = u_{j+d} - u_j.$$

Equation (22) defines a temporal update for the electric field $\mathbf{E}$, and a corresponding update equation for the auxiliary quantity $\psi$ must also be developed. In order to do so, the convolution term defining $\psi_j^{n+1}$ is evaluated to second-order accuracy, here using the composite trapezoidal quadrature as

$$\psi_j^{n+1} = \frac{\Delta t}{2} \sum_{m=0}^{\infty} \left( E_j^{n+1-m} e^{-\gamma m \Delta t} + E_j^{n-m} e^{-\gamma (m+1) \Delta t} \right).$$

As written, (23) would require an infinite time history for the field $\mathbf{E}$. However, due to the form of the kernel, Equation (23) can be reorganized as follows

$$\psi_j^{n+1} = \frac{\Delta t}{2} E_j^{n+1} + \Delta t \sum_{m=0}^{\infty} e^{-\gamma (m+1) \Delta t} E_j^{n-m}$$

$$= \frac{\Delta t}{2} E_j^{n+1} + \Delta t e^{-\gamma \Delta t} E_j^n + \Delta t \sum_{j=1}^{\infty} e^{-\gamma (m+1) \Delta t} E_j^{n-m}$$

$$= \frac{\Delta t}{2} E_j^{n+1} + \Delta t e^{-\gamma \Delta t} E_j^n + \Delta t e^{-\gamma \Delta t} \sum_{m=0}^{\infty} e^{-\gamma (m+1) \Delta t} E_j^{n-m-1}$$

$$= \frac{\Delta t}{2} E_j^{n+1} + \frac{\Delta t}{2} e^{-\gamma \Delta t} E_j^n + e^{-\gamma \Delta t} \psi_j^n.$$

This formulation is often referred to as recursive convolution, and gives a time update of $\psi$ based on data from just one prior time level. The entire second-order accurate solution update is then given as

$$E_j^{n+1} = 2E_j^n - E_j^{n-1} \Delta t^2 \left( c^2 \Delta_{2h} E_j^n - \frac{\omega_p^2}{\epsilon_r} E_j^n + \frac{\omega_p^2 \gamma}{\epsilon_r} \psi_j^n \right),$$

$$\psi_j^{n+1} = \frac{\Delta t}{2} E_j^{n+1} + \frac{\Delta t}{2} e^{-\gamma \Delta t} E_j^n + e^{-\gamma \Delta t} \psi_j^n.$$
3.2. Stability of the Second-Order Accurate Scheme for the Drude Media. One important property of a numerical scheme is that of stability for the Cauchy problem, i.e. the governing PDE on an infinite domain. The key idea of numerical stability is that the discretization not admit solutions with unbounded exponential growth, and therefore that the norm of the solution can be bounded by the initial (and boundary) conditions. However, an important subtlety in the present context is that numerical stability does not imply a lack of exponential growth. In fact as we shall see, the second-order accurate recursive convolution algorithm of (25) admits solutions that can grow slowly in time when \( \gamma \neq 0 \) and \( \omega \neq 0 \). Nonetheless, the exponential growth rate is finite (and approaches zero with the time-step), and the algorithm is formally stable provided the time-step satisfies certain constraints. Importantly, this result is primarily dependent on the recursive convolution approximation, and not the precise treatment of the spatial derivative operator. As a result, if no exponential growth at all can be tolerated in a particular application, one can simply replace the second-order accurate convolution by the fourth-order accurate convolution described in Section 3.3 below, with corresponding changes to the quantitative stability bounds.

In the discussion of stability to follow, the results center around the exact solutions of the discretization represented by (25), which is now presented. The equations are rescaled to obtain

\begin{align}
E_j^{n+1} &= 2E_j^n - E_j^{n-1} + \sum_{d=1}^{D} \lambda_d^2 \delta_{+,x_d} \delta_{-,x_d} E_j^n - \Omega^2 E_j^n + \Omega^2 \Psi_j^n, \\
\Psi_j^{n+1} &= \frac{\Gamma}{2} E_j^{n+1} + \frac{\Gamma}{2} e^{-\Gamma} E_j^n + e^{-\Gamma} \Psi_j^n
\end{align}

where \( \Psi_j^n = \gamma \psi_j^n \), and the following dimensionless parameters have been identified:

\begin{equation}
\lambda_d \equiv \frac{\Delta t}{h_d}, \quad \Omega \equiv \sqrt{\frac{\Delta t^2 \omega_n^2}{\epsilon_r}}, \quad \text{and} \quad \Gamma \equiv \Delta t \gamma.
\end{equation}

Equations (26a) and (26b) are linear constant coefficient difference equations, and so can be solved by seeking separable solutions of the form

\begin{equation}
E_j^n = C_E A^n e^{i k x_j}, \quad \Psi_j^n = C_\Psi A^n e^{i k x_j},
\end{equation}

where \( k \) is a real-valued, vector wave number and \( A \) is a complex-valued amplification factor. Substitution of (28) into (26) yields the linear system

\begin{equation}
\begin{bmatrix}
-A^2 + 2A - 1 - \sum_{d=1}^{D} 4\lambda_d^2 \sin^2 \left( \frac{\xi_d}{2} \right) & \Omega^2 A - \Omega^2 A \\
\Gamma e^{-\Gamma} (A + e^{-\Gamma}) & -A - e^{-\Gamma}
\end{bmatrix}
\begin{bmatrix}
C_E \\
C_\Psi
\end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\end{equation}

where \( \xi_d = k_d h_d \) is the grid wave number (i.e. \( \xi_d \) takes discrete values) in the \( x_d \) direction. However it is convenient to allow \( \xi_d \) to vary continuously over a \( 2\pi \) range; here we choose \( \xi_d \in [-\pi, \pi] \). Nontrivial solutions of (29) exist when the determinant of the matrix is zero which gives

\begin{equation}
A^3 + C_2 A^2 + C_1 A + C_0 = 0,
\end{equation}

where the coefficients in the polynomial are

\begin{align*}
C_2 &= 4 \sum_{d=1}^{D} 4\lambda_d^2 \sin^2 \left( \frac{\xi_d}{2} \right) + \Omega^2 e^{-\Gamma} - 2 - \frac{1}{2} \Omega^2 \Gamma, \\
C_1 &= -4 \sum_{d=1}^{D} 4\lambda_d^2 \sin^2 \left( \frac{\xi_d}{2} \right) e^{-\Gamma} - \Omega^2 e^{-\Gamma} + 2e^{-\Gamma} + 1 - \frac{1}{2} \Omega^2 \Gamma e^{-\Gamma}, \\
C_0 &= -e^{-\Gamma}.
\end{align*}

\(^2\)This approach to determining the solution to the difference equation is essentially a discrete Fourier transformation in space and a discrete Laplace transformation in time.
Note that because each vector $\mathbf{C}_E$ and $\mathbf{C}_\Psi$ has three components, the full determinant condition is in fact given by

$$(A^3 + C_2 A^2 + C_1 A + C_0)^3 = 0,$$

and the roots corresponding to each component pair of $\mathbf{C}_E$ and $\mathbf{C}_\Psi$ occur thrice and are each determined by (30). Equation (30) is a cubic polynomial defining the amplification factor $A$ which can be solved exactly to give the three roots

\begin{align}
A_0 &= \zeta - \frac{C_2}{3}, \\
A_\pm &= -\frac{\zeta - C_2}{2} \pm \frac{i \zeta + \sqrt{3}}{2},
\end{align}

where the following definitions have been used

$$\zeta = \eta \pm \frac{3C_1 - C_2^2}{9\eta},$$

$$\eta = \left(36C_1 C_2 - 108C_0 - 8C_2^3 + 12\sqrt{12C_0 C_2^3 - 3C_1^2 C_2^2 - 54C_2 C_1 C_0 + 12C_1^3 + 81C_0^2}\right)^{1/3}.$$

Note that the principle branches of the square and cube root functions are used. This choice, as well as the choice of notation in (31a) and (31b), is made to specifically identify the $A_0$ root of (30), which illustrates particularly interesting and subtle behavior for the present numerical scheme as outlined in the following propositions. Note also that $A_0$ as defined in (31a) is always real valued for $\Gamma > 0$, $\Lambda > 0$, and $\Omega \in \mathbb{R}$.

**Proposition 3.1.** The second-order accurate recursive convolution algorithm of (25) admits exponential growth provided $\gamma \neq 0$ and $\omega \neq 0$.

**Proof.** To show the existence of exponentially growing modes it suffices to simplify Equation (30) by setting $\xi_d = 0$ and looking only at the constant spatial modes. Surfaces of the magnitude of the three roots $A_0$ and $A_\pm$ are plotted in Figure 1. In particular, the left-most plot shows clearly that $|A_0| > 1$ except when $\Omega = 0$ or $\Gamma = 0$ (corresponding to $\omega = 0$ or $\gamma = 0$ in physical parameters). As a result, the constant mode is seen to admit exponentially growing solutions provided $\gamma \neq 0$ and $\omega \neq 0$.

![Fig. 1. Surfaces of the magnitude of the amplification factor $A$ for the recursive convolution algorithm of (25) for the constant mode with $\xi_d = 0$. From left to right are $|A_0|$, $|A_+|$ and $|A_-|$, and the left-most root shows that $|A_0| > 1$ except when $\Omega = 0$ or $\Gamma = 0$ (corresponding to $\omega = 0$ or $\gamma = 0$ in physical parameters). As result, the constant mode grows exponentially in time provided $\gamma \neq 0$ and $\omega \neq 0$.](image1)

The fact that the second-order accurate recursive convolution algorithm admits exponential growth may be troubling, but it does not in itself imply that the scheme is unstable. In order to quantify this statement, one needs a precise definition of stability and here we adopt the following classical notion of stability [43].

\[3\text{In practice the boundary conditions may or may not support an exponentiating constant mode; for example periodic conditions would support it while zero Dirichlet conditions would not. In practice, the dominant growing mode is the lowest frequency mode which also satisfies the boundary conditions.}\]
At left is the unity iso-surface $S_1$, defined in (33), of the maximum of $|A_\pm|$ in the space of dimensionless parameters $\Omega$, $\Gamma$, and $\Lambda$. Below this unity iso-surface, the maximum $\max |A_\pm| \leq 1$ and so those roots correspond to modes in the approximation that do not grow in time. In center is a simplified isosurface $S_2$, defined in (34) by $\Lambda + \Omega^2/4 = 1$. At right is the complete bound (35), which is used in the time-step determination.

**Definition 1.** A numerical scheme defining a grid function $u^n_j$, which is computed from its initial condition $u^0_j$, is said to be stable with respect to the discrete norm $||\cdot ||_h$ if there exists positive constants $\beta$ and $\kappa$ (independent of the grid spacing $h$ and time step $\Delta t$) such that

\[
||u^n_j||_h \leq \kappa e^{\beta t} ||u^0_j||_h
\]

for $0 \leq t \leq T$, $T$ is a given final time, and $h$ and $\Delta t$ are taken sufficiently small. This definition of stability, along with numerical consistency, is sufficient to guarantee convergence of a discrete approximation to the true solution for $t < T$ as the grid is refined. Importantly in the current discussion, Definition 1 allows bounded exponential growth. Careful investigation of the roots of (30) leads to the following stability result.

**Proposition 3.2.** Given physical parameters $c$, $\omega_p^2/\epsilon_r$, and $\gamma$ and according to Definition 1, a sufficient condition for stability of the second-order accurate recursive convolution algorithm of (25) is

\[
\Lambda + \frac{\Omega^2}{4} \equiv c\Delta t \left[ \sum_{d=1}^{D} \frac{1}{h_d^2} + \frac{\omega_p^2 \Delta t^2}{4\epsilon_r} \right] < 1,
\]

Recall that $D$ is the spatial dimension, and $h_d$ is the grid spacing in the $d$ coordinate direction, and so (30) is a typical CFL-like constraint on the time step.

**Proof.** In investigating Proposition 3.2 the two sets of roots of (30), $A_0$ in (31a) and $A_\pm$ in (31b), are discussed independently. First consider the pair $A_\pm$, which are functions of the discrete wave numbers $\xi_d$. After maximizing over those wave numbers (the maxima occurring with $\xi_d = \pm \pi$ or $\xi_d = 0$), the unity iso-surface of the maximum of $|A_\pm|$ in the space of dimensionless parameters $\Omega$, $\Gamma$, and $\Lambda$ defined by the set

\[
S_1 = \left\{ (\Omega, \Gamma, \Lambda) : \max \left| A_\pm(\Omega, \Gamma, \Lambda) \right| = 1 \right\},
\]

is plotted in Figure 2. A sufficient condition for solutions of the second-order algorithm (25) to be stable is that they do not admit exponential growth in time. For the solutions corresponding to the amplification factors $A_\pm$, we therefore seek $\Delta t$ such that $\max |A_\pm(\Omega, \Gamma, \Lambda)| < 1$, which forbids the possibility of such growth. This region is bounded above by the isosurface $S_1$ in Figure 2, and a necessary and sufficient condition for stability is therefore that the parameters $(\Omega, \Gamma, \Lambda)$ lie within it. To simplify this condition, note that the region bounded by $S_1$ contains the isosurface

\[
S_2 = \left\{ (\Omega, \Gamma, \Lambda) : \Lambda + \Omega^2/4 = 1 \right\}.
\]

The set of $(\Omega, \Gamma, \Lambda)$ bounded above by $S_2$ is therefore stable, and the bound $\Lambda + \Omega^2/4 \leq 1$ provides a simplified and more easily manipulated sufficient stability criterion. To complete the proof of Proposition 3.2 for the
Fig. 3. Contours of the amplification factor $A_0$ for the second-order scheme and the spatially constant mode. The straight lines correspond to several common Drude models for metals (from top to bottom, Aluminum [2], Silver [44], and Gold [33]) as time step $\Delta t$ is refined.

solutions corresponding to amplification factors $A_\pm$, we recall that $\Omega \sim \Delta t$, and because by assumption $\Lambda \leq \Lambda_0$, we are interested in the limit $\Delta t \to 0$. As a result, we are free to pick an $\Omega_0 > 0$ sufficiently small such that $\max(|A_\pm|) < 1$ provided $|\Omega| < \Omega_0$ and $\Lambda < 1 - \Omega_0^2$. The latter constant is easily identified as $\Lambda_0 = 1 - \Omega_0^2$, which guarantees that $(\Omega, \Gamma, \Lambda) \in S_2 \subset S_1$ and completes the consideration of stability for the solutions corresponding to the amplification factors $A_\pm$.

Moving on to $A_0$, we are faced with the more subtle situation where $|A_0| > 1$ as discussed in Lemma 3.1. As before, $\Delta t \to 0$ which implies $\Gamma \sim \Delta t$ and $\Omega \sim \Delta t$. We now expand the root $A_0$ about $\Gamma = 0$ to illustrate its size. Note that some care must be taken due to the fact that when $\Omega = 0$ and $\Gamma > 0$, the root $A_0 = 1$, while there exists a branch point of $A_0$ at the point $(\Gamma, \Omega) = (0, 0)$. Taking a Taylor expansion of $A_0$ about $\Gamma = 0$ for $0 < |\Omega| < 2$ and using the fact that $\Gamma > 0$ yields

$$A_0 = 1 + \frac{\Gamma^3}{12} + O(\Gamma^4).$$

This expansion implies that the spurious exponential growth takes the form $A_0^n \sim e^{n^3\Delta t^2}$, or equivalently $A_0^n \sim e^{T\Delta t^2}$ where the final time $T = n\Delta t$. That is to say that the exponential growth rate is $O(\Delta t^3)$ in time-step, or $O(\Delta t^2)$ in physical time. Integrating to a final time as given in Definition 1 then yields bounded exponential growth tending to zero as $\Delta t \to 0$. This, along with the fact that $|A_\pm| < 1$ provided $\Lambda < 1$ and $\Delta t$ is sufficiently small establishes finite-time stability as described by Definition 1.

We now provide a short discussion relating to the choice of time step for physically reasonable values of $\Lambda$, $\Omega$, and $\Gamma$. As discussed in Proposition 3.1, the largest amplification factor $|A|$ is always greater than unity and so numerical solutions would exhibit exponential growth. However, the growth associated with $A_0$ as $\Delta t \to 0$ is rather weak, with $|A_0| = 1 + O(\Delta t^3)$, in comparison to the more rapid growth characterized by a classical CFL violation when $\Lambda + \Omega^2/4 > 1$ for which $|A_\pm| = 1 + O(1)$. The latter bound is plotted in the center panel of Figure 2, and is slightly more restrictive but algebraically simpler version of the true iso-surface shown in the leftmost panel of Figure 2. In selecting a time step $\Delta t$, it is therefore practically useful to distinguish between these two types of exponentiation, i.e. the slow growth associated with the $A_0$ and fast growth associated with $A_\pm$. To that end, Figure 3 shows contours of the maximum amplification factor for the spatially constant mode as a function of $\Gamma$ and $\Omega$ (recall that the constant mode is associated with the maximum $A_0$). In this plot, the transition from slow to fast growth is clearly apparent near $\Omega \approx 2$. In addition, reference lines showing the trajectory followed as $\Delta t \to 0$ for physical parameters corresponding to gold, silver, and aluminum are also included. These lines indicate that for physically realistic metals, the
transition from fast to slow exponential growth happens around $\Gamma \approx .05$. Nonetheless it is prudent to exclude arbitrarily large $A_0$ in the event that an extremely large value of $\gamma$ is used and so we (somewhat arbitrarily) impose $\Gamma < 0.5$. Taken together the bounds give a region or practical stability, and so the time-step for the computations presented in Section 5 is chosen to satisfy

$$\Lambda + \Omega^2 / 4 \leq 1, \quad \text{and} \quad \Gamma \leq 0.5. \quad (35)$$

A surface illustrating this bound is shown in the far right of Figure 2. We summarize the appropriate choice of $\Delta t$ for a stable second-order algorithm with the following proposition.

**Proposition 3.3.** Given physical parameters $c$, $\omega_p^2 / \epsilon_r$, and $\gamma$, define $\Delta t_m$ to be the smallest root of the quadratic polynomial equation

$$\frac{\omega_p^2 \Delta t^2}{\epsilon_r} + c \Delta t \sqrt{\sum_{d=0}^{D} \frac{1}{\eta_d^2}} - 1 = 0. \quad (36)$$

A practical sufficient condition for stability of the second-order accurate recursive convolution algorithm of (25) is given by

$$\Delta t = \min \left\{ \Delta t_m, \frac{0.5}{\gamma} \right\}. \quad (37)$$

The proof follows from (35) with the substitutions $\Lambda = c \Delta t \sqrt{\sum_{d=0}^{D} \frac{1}{\eta_d^2}}$, $\Omega = \Delta t \omega_p / \sqrt{\epsilon_r}$, and $\Gamma = \Delta t \gamma$ given in (27).

### 3.3. Fourth-Order Accurate Scheme for the Drude Model.

Consider again the initial boundary value problem (12a) with $\tilde{\eta}(\omega)$ and $\eta(\tau)$ given by the Drude model in Table 1. Previously in Section 3.1, discussion of the convolution $\eta * E$ led to the introduction of the auxiliary quantity $\psi$ as defined in Equation (21). Similarly, discussion of the fourth-order accurate discretization will naturally lead to the convolution $\eta * \eta * E$, can be found by a straightforward computation in the frequency domain

$$\tilde{\eta}(\omega)^2 = \frac{c_0^2 \omega_p^4 \omega^2}{(\omega + i \gamma)^2} = c_0^2 \omega_p^4 \left( 1 + \frac{2 \gamma}{i \omega - \gamma} + \frac{\gamma^2}{(i \omega - \gamma)^2} \right). \quad (38)$$

Transformation back to the time domain gives

$$\eta * \eta(\tau) = c_0^2 \omega_p^4 \left[ \delta(\tau) - 2 \gamma e^{-\gamma \tau} \Theta(\tau) + \gamma^2 \tau e^{-\gamma \tau} \Theta(\tau) \right], \quad (39)$$

and therefore,

$$\eta * \eta * E(\mathbf{x}, t) = c_0^2 \omega_p^4 \left[ E(\mathbf{x}, t) - 2 \gamma \int_0^\infty e^{-\gamma \tau} E(\mathbf{x}, t - \tau) d\tau \right. \left. + \gamma^2 \int_0^\infty \tau e^{-\gamma \tau} E(\mathbf{x}, t - \tau) d\tau \right] \quad (40)$$

$$= c_0^2 \omega_p^4 \left[ E(\mathbf{x}, t) - 2 \gamma \psi(\mathbf{x}, t) + \gamma^2 \phi(\mathbf{x}, t) \right],$$

where the additional auxiliary field $\phi$ is defined as

$$\phi(\mathbf{x}, t) = \int_0^\infty \tau e^{-\gamma \tau} E(\mathbf{x}, t - \tau) d\tau. \quad (41)$$

Using this notation the time convolutions needed for the fourth-order scheme can be expressed as

$$\begin{align*}
(\Delta + \mu \eta * E)(\mathbf{x}, t) &= \Delta^2 E(\mathbf{x}, t) + \mu c_0^2 \omega_p^2 [-E(\mathbf{x}, t) + \gamma \psi(\mathbf{x}, t)], \\
(\Delta + \mu \eta * E)^2(\mathbf{x}, t) &= \Delta^2 E(\mathbf{x}, t) + 2 \mu c_0^2 \omega_p^2 [-\Delta E(\mathbf{x}, t) + \gamma \Delta \psi(\mathbf{x}, t)] \left[ E(\mathbf{x}, t) - 2 \gamma \psi(\mathbf{x}, t) + \gamma^2 \phi(\mathbf{x}, t) \right].
\end{align*} \quad (42)$$
Derivation of a fourth-order accurate approximation to (12a) now follows the approach outlined in [9]. In particular, the Taylor expansion (17) is truncated after the first two terms, and numerical approximations to the differential and integral convolution terms are employed. As before \( E_j^n \approx E(x_j, n\Delta t) \), \( \psi_j^n \approx \psi(x_j, n\Delta t) \), and additionally \( \phi_j^n \approx \phi(x_j, n\Delta t) \) is introduced as an approximation to \( \psi \). The discrete equation for the electric field can now be written as

\[
E_j^{n+1} - 2E_j^n + E_j^{n-1} = \Delta t^2 \left[ c^4 \Delta_{4h} E_j^n - \frac{\omega_p^2}{\epsilon_r} E_j^n + \frac{\omega_p^2 \gamma}{\epsilon_r} \psi_j^n \right] + \frac{\Delta t^4}{12} \left[ c^4 \Delta_{4h}^2 E_j^n - \frac{2c^2 \omega_p^2}{\epsilon_r} \Delta_{2h} E_j^n + \frac{2c^2 \omega_p^2 \gamma}{\epsilon_r} \Delta_{2h} \psi_j^n \right]
\]

where \( \Delta_{2h} \) is, as before, the second-order accurate centered Laplacian, and \( \Delta_{4h} \) denotes the standard fourth-order accurate centered-difference approximation of the Laplacian as in

\[
\Delta_{4h} = \sum_{d=1}^{D} D_{+,x_d}D_{-,x_d} \left( I - \frac{h^2}{12} D_{+,x_d}D_{-,x_d} \right).
\]

Note that the fourth-order accurate approximation \( \Delta_{4h} \) is used in the 1st term of (43), while the second-order approximation \( \Delta_{2h} \) is used in the 2nd term. The fact that the second-order accurate \( \Delta_{2h} \) in the 2nd term in (43) is sufficient for overall fourth-order accuracy relates to the term’s location in the Taylor expansion, as discussed in [6, 9]. In a similar manner, accuracy of the update equation (43) demands that the integral defining \( \psi_j^n \) should be fourth-order accurate, while the integral defining \( \phi_j^n \) needs only to be second-order accurate.

To obtain fourth-order accuracy for \( \psi_j^n \), cubic polynomials are defined to interpolate the integrand between time levels, and the result is then integrated in time. In particular, using the notation \( v^n = v(n\Delta t) \) the infinite time convolution is decomposed as

\[
\int_0^\infty v(\tau)d\tau = \int_0^{\Delta t} v(\tau)d\tau + \int_{\Delta t}^\infty v(\tau)d\tau.
\]

The second term in (44) is straightforward to treat using centered cubic interpolation over each time interval

\[
\int_{\Delta t}^\infty v(\tau)d\tau = \sum_{m=1}^{\infty} \int_{m\Delta t}^{(m+1)\Delta t} v(\tau)d\tau
\]

\[
= \frac{\Delta t}{24} \sum_{m=1}^{\infty} (-v_{m-1} + 13v_m + 13v_{m+1} - v_{m+2}) + O(\Delta t^4)
\]

\[
\approx \frac{\Delta t}{24} \sum_{j=3}^{\infty} v_j + \frac{25}{24} \Delta t v_2 + \frac{1}{2} \Delta t v_1 - \frac{1}{24} \Delta t v_0.
\]

The integral over the last time interval \([0, \Delta t]\) uses a one-sided interpolant to yield

\[
\int_0^{\Delta t} v(\tau)d\tau \approx \frac{\Delta t}{24} (v_3 - 5v_2 + 19v_1 + 9v_0).
\]

Substitution into (44) then gives the following integral approximation

\[
\psi_j^n = \Delta t \left( \sum_{m=4}^{\infty} e^{-m\Delta t \gamma} E_j^{n-m} + \frac{25}{24} e^{-3\Delta t \gamma} E_j^{n-3} + \frac{5}{6} E_j^{n-2} e^{-2\Delta t \gamma} + \frac{31}{24} e^{-\Delta t \gamma} E_j^{n-1} + \frac{1}{3} E_j^n \right),
\]
which leads to the five level recursion relation

\[
\psi_j^{n+1} = e^{-\gamma\Delta t} \psi_j^n + e^{-\gamma\Delta t} \Delta t \left( -\frac{1}{24} e^{-3\Delta t\gamma} E_j^{n-3} + \frac{5}{24} e^{-2\Delta t\gamma} E_j^{n-2} \\
-\frac{11}{24} e^{-\Delta t\gamma} E_j^{n-1} + \frac{23}{24} E_j^n \right) + \frac{1}{3} \Delta t E_j^{n+1}.
\]

The construction of a second-order accurate approximation of \( \phi_j^n \) follows the approach used in Section 3.1, albeit with a different convolution kernel, to obtain

\[
\phi_j^n \approx \frac{\Delta t}{2} \sum_{m=0}^{\infty} \left( m\Delta t E_j^{n-m} e^{-\gamma\Delta t} + (m + 1)\Delta t E_j^{n-m-1} e^{-\gamma(m+1)\Delta t} \right)
\approx \Delta t^2 \sum_{m=0}^{\infty} (m + 1)e^{-\gamma(m+1)\Delta t} E_j^{n-m-1}.
\]

This leads to a five level recursion relation

\[
\phi_j^{n+1} = \Delta t^2 \left( \sum_{m=0}^{\infty} m e^{-\gamma(m+1)\Delta t} E_j^{n-m} + \sum_{m=0}^{\infty} e^{-\gamma(m+1)\Delta t} E_j^{n-m} \right)
= e^{-\Delta t\gamma} \Delta t^2 \sum_{m=0}^{\infty} (m + 1)e^{-\gamma(m+1)\Delta t} E_j^{n-m-1} + \Delta t^2 \sum_{m=0}^{\infty} e^{-\gamma(m+1)\Delta t} E_j^{n-m}

= e^{-\Delta t\gamma} \phi_j^n + \Delta t^2 \left( e^{-4\Delta t\gamma} E_j^{n-3} + e^{-3\Delta t\gamma} E_j^{n-2} + e^{-2\Delta t\gamma} E_j^{n-1} + E_j^n e^{-\Delta t\gamma} \right)

+ \Delta t^2 \Delta t e^{-\Delta t\gamma} \sum_{m=1}^{\infty} e^{-m\Delta t\gamma} E_j^{n-m}

= e^{-\Delta t\gamma} \phi_j^n + \Delta t e^{-\Delta t\gamma} \psi_j^n

+ \Delta t^2 \left( -\frac{1}{24} e^{-4\Delta t\gamma} E_j^{n-3} + \frac{1}{6} e^{-3\Delta t\gamma} E_j^{n-2} - \frac{1}{24} e^{-2\Delta t\gamma} E_j^{n-1} + \frac{2}{3} e^{-\Delta t\gamma} E_j^n \right).
\]

Here (47) has been used in the last equality.

Equations (43), (47), and (50) give a complete five time level update from old times to the new time \( t_{n+1} \). For clarity and completeness, the fully fourth-order accurate discretization is given as

\[
E_j^{n+1} = 2E_j^n + E_j^{n-1} + \Delta t^4 \left[ c^2 \Delta t^2 E_j^n - \frac{\omega^2}{\epsilon_r} E_j^n + \frac{\omega^2\gamma}{\epsilon_r} \psi_j^n \right]
+ \frac{\Delta t^4}{12} \left[ c^4 \Delta t^2 E_j^n - \frac{2c^2\omega^2}{\epsilon_r} \Delta t E_j^n + \frac{2c^2\omega^2\gamma}{\epsilon_r} \Delta t \psi_j^n \right]
+ \frac{\omega^4}{\epsilon_r^2} E_j^n - \frac{\omega^4\gamma}{\epsilon_r^2} \psi_j^n + \frac{\omega^4\gamma^2}{\epsilon_r^2} \phi_j^n,
\]

\[
\psi_j^{n+1} = e^{-\gamma\Delta t} \psi_j^n + \frac{1}{3} \Delta t E_j^{n+1} + e^{-\gamma\Delta t} \Delta t \left( -\frac{1}{24} e^{-3\Delta t\gamma} E_j^{n-3} + \frac{5}{24} e^{-2\gamma\Delta t} E_j^{n-2} - \frac{11}{24} e^{-\gamma\Delta t} E_j^{n-1} + \frac{23}{24} E_j^n \right),
\]

\[
\phi_j^{n+1} = e^{-\gamma\Delta t} \phi_j^n + \Delta t e^{-\gamma\Delta t} \psi_j^n
+ \Delta t^2 \left( -\frac{1}{24} e^{-4\gamma\Delta t} E_j^{n-3} + \frac{1}{6} e^{-3\gamma\Delta t} E_j^{n-2} - \frac{1}{24} e^{-2\gamma\Delta t} E_j^{n-1} + \frac{2}{3} e^{-\gamma\Delta t} E_j^n \right).
\]

### 3.4. Stability of the Fourth-Order Accurate Scheme for Drude Media

Numerical stability of the discrete system given in (51) is investigated following a similar approach to that of Section 3.2. However,
for the present case of the fourth-order accurate discretization, the result is less subtle than the corresponding result for the second-order accurate scheme. In particular, it is found that the system (51) does not admit exponential growth for a range of dimensionless parameters which depend on the grid spacing and time step. This region, or a similar more restrictive but algebraically simpler region, can then be used in the determination of the time step. Thus the result here for the fourth-order scheme falls into the more intuitive notion of stability for wave equations which entirely disallows exponential growth.

Similar to Section 3.2, the exact solution to the discrete system (51) employs a rescaling of the discrete unknowns with $\Psi_j^n \equiv \gamma \Psi_j^n$ and $\Phi_j^n \equiv \gamma^2 \Phi_j^n$. The relevant non-dimensional parameters are likewise identical to the prior case, and are given in Equation (27). The discrete equations (51) are now rescaled to obtain

(52a) \[ E_j^{n+1} = 2E_j^n + E_j^{n-1} + L_{4h}E_j^n - \Omega^2 E_j^n + \Omega^2 \Psi_j^n + \frac{1}{12} \left( L_{2h}^2 E_j^n - 2\Omega^2 L_{2h} E_j^n \right) \]

(52b) \[ \Psi_j^{n+1} = e^{-\Gamma} \Psi_j^n + \frac{1}{3} \Gamma E_j^{n+1} + e^{-\Gamma} \left( -\frac{1}{24} e^{-3\Gamma} E_j^{n-3} + \frac{5}{24} e^{-2\Gamma} E_j^{n-2} - \frac{11}{24} e^{-\Gamma} E_j^{n-1} + \frac{23}{24} E_j^n \right) \]

(52c) \[ \Phi_j^{n+1} = e^{-\Gamma} \Phi_j^n + \Gamma e^{-\Gamma} \Psi_j^n + \Gamma^2 \left( -\frac{1}{24} e^{-3\Gamma} E_j^{n-3} + \frac{1}{6} e^{-3\Gamma} E_j^{n-3} - \frac{7}{24} e^{-2\Gamma} E_j^{n-2} + \frac{2}{3} e^{-\Gamma} E_j^n \right) \]

where the following definitions of undivided operators have been used for simplicity:

\[ L_{2h} = \sum_{d=1}^D \lambda^2_\delta \delta_{+,x_d} \delta_{-,x_d} \]

\[ L_{4h} = \sum_{d=1}^D \lambda^2_\delta \delta_{+,x_d} \delta_{-,x_d} \left( I - \frac{1}{12} \delta_{+,x_d} \delta_{-,x_d} \right) \]

Separable solutions to the linear difference equations (52) are sought using the ansatz

(53) \[ E_j^n = C_E A^n e^{i k x_j} , \quad \Psi_j^n = C_{\Psi} A^n e^{i k x_j} , \quad \Phi_j^n = C_{\Phi} A^n e^{i k x_j} , \]

which yields the linear system

(54) \[ \mathbf{M}(A) \begin{bmatrix} C_E \\ C_{\Psi} \\ C_{\Phi} \end{bmatrix} = \begin{bmatrix} M_{EE} & M_{E\Psi} & M_{E\Phi} \\ M_{E\Psi} & M_{\Psi\Psi} & 0 \\ M_{E\Phi} & 0 & M_{\Phi\Phi} \end{bmatrix} \begin{bmatrix} C_E \\ C_{\Psi} \\ C_{\Phi} \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \]

where

\[ M_{EE} = -A^2 + 2A - 1 + A \rho_{4h} - A \Omega^2 + A \frac{1}{12} \left( \rho_{2h}^2 - 2 \rho_{2h} \Omega^2 + \Omega^4 \right) \]

\[ M_{E\Psi} = A \Omega^2 + A \frac{1}{12} \left( 2 \Omega^2 \rho_{2h} - 2 \Omega^4 \right) \]

\[ M_{E\Phi} = \frac{1}{12} A \Omega^4 \]

\[ M_{\Psi\Psi} = \frac{1}{3} A^4 \Gamma + e^{-\Gamma} \left( -\frac{1}{24} e^{-3\Gamma} + \frac{5}{24} A e^{-2\Gamma} - \frac{11}{24} A e^{-\Gamma} + \frac{23}{24} A^3 \right) \]

\[ M_{\Psi\Phi} = -A^4 + A^3 e^{-\Gamma} \]

\[ M_{\Phi\Phi} = A^3 \Gamma e^{-\Gamma} \]

\[ M_{\Phi\Psi} = A^3 \Gamma e^{-\Gamma} \]
and where the scaled symbols of the difference operators are given as

\[ \rho_{4h} = \sum_{d=1}^{D} \left[ \lambda_d^2 \left( -\frac{7}{3} + \frac{8}{3} \cos(\xi_d) - \frac{1}{3} \cos^2(\xi_d) \right) \right] \]

\[ \rho_{2h} = \sum_{d=1}^{D} [\lambda_d^2 (-4 \sin^2(\xi_d))] . \]

The solvability condition for nontrivial solutions of (54) gives a 10th order polynomial in \( A \) defined by

\[ \text{Det} \mathcal{M}(A) = 0, \tag{55} \]

which has four trivial roots \( A = 0 \). Again, since \( C_F, C_\Psi, \) and \( C_\Phi \) have three components, each of these ten roots is actually of multiplicity three (or more depending on their repetition) in the full problem. For \( \lambda_d, \Omega, \) and \( \Gamma \) defined in equation (27), the roots of this polynomial can be evaluated numerically for a given set of wave numbers \( \xi_d \in [-\pi, \pi] \). Given these preliminaries, we are now in a position to discuss the stability of the fourth-order accurate recursive convolution algorithm of (51). Of primary importance is the existence of a time-step restriction determined by the sufficient condition \( \max |A| \leq 1 \) that ensures the scheme exhibits no exponential growth and therefore long-time stability, as summarized in the following proposition.

**Proposition 3.4.** Let \( A \) be the solutions to the solvability condition (55) for solutions of the fourth-order accurate recursive convolution algorithm of (51). A sufficient condition for \( \max |A| \leq 1 \) is given by

\[ \frac{1}{5} \Omega^4 + 16 \lambda^2 - \frac{32}{5} \lambda^2 - 64 \lambda + 48 \geq 0, \tag{56a} \]

\[ |\Omega| < 2 \quad \text{and} \tag{56b} \]

\[ \Gamma \leq 0.68. \tag{56c} \]

**Note** that if the bound (56) is satisfied then \( |A| < 1 \), and therefore the scheme is clearly stable under Definition 1 even in the infinite time limit when the final time \( T \to \infty \). Note also that (56a) is a simple quadratic equation in the time step \( \Delta t \), making the entire bound (56) amenable to simple computation of the time step.

**Proof.** The solvability condition for (54) for nontrivial solutions gives a 10th order polynomial in \( A \), with four trivial roots \( A = 0 \). Given \( \lambda_d, \Omega, \) and \( \Gamma \), as in Equation (27), the roots of this polynomial can be evaluated numerically for a given set of wave numbers \( \xi_d \in [-\pi, \pi] \). Maximizing the size of this amplification factor over the range of wave numbers reveals that the maximum occurs when either \( \xi_d = 0, \) or \( \xi_d = \pm \pi \). When \( \xi_d = 0 \) the stability of the algorithm depends only on the dispersive and dissipative terms (i.e. \( A \) is pure real similar to the case \( A_0 \) for the second-order scheme above), and the roots do not depend on \( \lambda_d \). When \( \xi_d = \pm \pi \), the dependence on the individual \( \lambda_d \) is simplified to dependence on \( \Lambda \). Therefore in the space of relevant parameters \( \Lambda, \Omega, \) and \( \Gamma \), the unity iso-surface of the maximum \( |A| \), defined by

\[ S_3 = \left\{ (\Omega, \Gamma, \Lambda) : \max_A |A(\Omega, \Gamma, \Lambda)| = 1 \right\} , \tag{57} \]

can be computed, and is displayed on the left of Figure 4. The curve defining the “roof” of this iso-surface at \( \Gamma = 0 \) is easily found as the solution to \( \Omega^4 + 16 \lambda^2 - 12 \Omega^2 - 64 \lambda + 48 = 0 \). It is tempting to simply extend this curve uniformly in the \( \Gamma \) direction, but a close inspection shows that slight modification is needed since the actual iso-surface becomes slightly more restrictive as \( \Gamma \to 0.68 \). One such modification is given in (56a), which is shown in the center and left panels of Figure 4. Looking again at the iso-surface defining \( |A| = 1 \), any simplified bound must also be limited in both the \( \Omega \) and \( \Gamma \) directions. For the former, the branch cut is avoided by simply restricting \( |\Omega| < 2 \) (again not a tight bound). For the latter, the curve defining the limit
At left is the unity iso-surface of the maximum of $|A|$ in the space of dimensionless parameters $\Omega$, $\Gamma$, and $\Lambda$. In the middle are simplified surfaces defined by (56a) in blue and (58) in red. At right is the entire bounding surface defined by (56) which is used in determining the time step size.

For increasing $\Gamma$ is found to solve the equation

\[
\frac{2}{3} \Gamma \Omega^2 + \Omega^2 + 4 \Gamma - 12 + e^{-\Gamma} \left( \Gamma^2 \Omega^2 + \Gamma \left[ -\frac{5}{4} \Omega^2 + \frac{15}{2} \right] - 2 \Omega^2 + 24 \right)
\]

\[
+ e^{-2\Gamma} \left( \frac{17}{6} \Gamma \Omega^2 + \Omega^2 - 17 \Gamma - 12 \right) + e^{-3\Gamma} \Gamma \left( -\frac{4}{3} \Omega^2 + 8 \right)
\]

\[
+ e^{-4\Gamma} \Gamma \left( \frac{1}{2} \Omega^2 - 3 \right) - \frac{1}{12} e^{-5\Gamma} \Gamma (\Omega^2 - 6) = 0,
\]

the most restrictive of which lies along $\Omega = 0$ where $\Gamma < .6889953407$. Again this is reduced slightly in the bound given in (56c). The complete simplified bound (56) is illustrated in the right panel of Figure 4.

We finally summarize the appropriate choice of $\Delta$ for a stable fourth-order algorithm with the following proposition.

**Proposition 3.5.** Given physical parameters $c$, $\omega_p^2/\epsilon_r$, and $\gamma$, define $\Delta t_m$ to be the smallest root of the fourth order polynomial equation

\[
\left( \frac{4\omega_p^4}{5\epsilon_r^2} \right) \Delta t^4 + \left( \frac{16c}{\sqrt{\sum_{d=0}^{D} \frac{1}{h_d^2}}} \right) \Delta t^2 - \left( \frac{64c}{\Delta x} \right) \Delta t + 48 = 0.
\]

A practical sufficient condition for stability of the second-order accurate recursive convolution algorithm of (25) is given by

\[
\Delta t = \min \left\{ \Delta t_m, \frac{0.68}{\gamma} \right\}.
\]

The proof follows from (58) along with the choice $\Gamma \leq .68$ with the substitutions $\Lambda = c\Delta t \sqrt{\sum_{d=0}^{D} \frac{1}{h_d^2}}$, $\Omega = \Delta t \omega_p/\sqrt{\epsilon_r}$, and $\Gamma = \Delta t \gamma$ given in (27).

4. Numerical Compatibility Conditions at Material Interfaces. The discrete treatment of the interface conditions (13) separating disparate materials is now considered, recalling that in the present discussion, each material is assumed to have constant material properties $\epsilon_r$, $\mu_r$, $\omega_p$, and $\gamma$. Following the approach used by Henshaw in [9], which considered the case of non-dispersive dielectric media, ghost cells are introduced in order to simplify the application of the interface conditions. The discretization will be applied up to, and including, the interface, and so a sufficient number of ghost cells are required to support the spatial discretization stencil. In particular, for an order $p$ discretization (with $p$ assumed even), $p/2$ ghost cells will be needed. Thus for higher-order schemes, additional equations must be derived to define the data in the ghost cells. The additional equations will be called “compatibility conditions,” because the equations are compatible with both the interior and interface conditions. One important note is that the recursive convolution formulas, e.g. (25b) for the second-order scheme or (51b) and (51c) for the fourth-order scheme.
are applied in the ghost cells to define the auxiliary quantities \( \psi \) and possibly \( \phi \) from prior time levels. In addition, since the governing equations (12) are expressed in their second-order formulation, the magnetics do not directly appear in the mathematical formulation. Taken together this implies that it is sufficient to derive compatibility conditions for \( E \) (or equivalently \( D \)).

Equations (13) along with the governing PDE (12) provide a complete description of the problem at hand. However, as discussed above, additional compatible interface conditions will be derived at a discrete level in order to specify the normal and tangential components of the fields in the ghost cells. These additional conditions will take the form of derivative jump conditions of increasing order, the primal conditions (13) being undifferentiated, as required by the numerical scheme. First derivative jump conditions on the normal components of the fields are derived by directly integrating equation (5) across the interface. For the tangential components of the fields, equation (13c) is differentiated in time, and the definition of the time derivative from governing equation (1a) is used. These two first-derivative jump conditions are

\[
\begin{align}
(61a) \quad [\nabla \cdot E]_I &= 0, \\
(61b) \quad [\mu^{-1} n \times \nabla \times E]_I &= 0.
\end{align}
\]

Second-derivative jump conditions are derived similarly by differentiating (13b) and (13a) twice with respect to time, followed by substitution of the time derivatives as defined in the governing equations (11) and (6), respectively, to yield

\[
\begin{align}
(62a) \quad [\mu^{-1} n \cdot \Delta E]_I &= 0, \\
(62b) \quad [(\epsilon_0 \epsilon_r \mu)^{-1} n \times (\Delta + \mu \eta *) E]_I &= 0.
\end{align}
\]

Equations (61a) and (62a) represent two conditions that, upon discretization by standard second-order accurate centered differences, define the normal component of \( E \) in two ghost cells, one on either side of an interface, as appropriate for a second-order scheme. Similarly, Equations (61b) and (62b) can be used to define the tangential components in the same two ghost cells.

Additional derivative conditions are derived by taking additional time derivatives of (61) and (62), and making use of (16) to give a full set of interface conditions for \( q = 1, 2, 3, \ldots \):

\[
\begin{align}
(63a) \quad &\left[ \epsilon_0 \epsilon_r (\epsilon_0 \epsilon_r \mu)^{-q} \nabla \cdot \Delta (\Delta + \mu \eta *)^{q-1} E \right]_I = 0, \\
(63b) \quad &\left[ \mu^{-1} (\epsilon_0 \epsilon_r \mu)^{-q} n \times \nabla \times (\Delta + \mu \eta *)^{q-1} E \right]_I = 0, \\
(63c) \quad &\left[ \epsilon_0 \epsilon_r (\epsilon_0 \epsilon_r \mu)^{-q} n \cdot \Delta (\Delta + \mu \eta *)^{q-1} E \right]_I = 0, \\
(63d) \quad &\left[ (\epsilon_0 \epsilon_r \mu)^{-q} n \times (\Delta + \mu \eta *)^{q} E \right]_I = 0.
\end{align}
\]

Discrete versions of (63) are then used as numerical compatibility conditions in defining the fields in the ghost cells on either side of an interface. For instance with \( q = 1 \), Equations (63) are identical to Equations (61) and (62), which is appropriate for the second-order discretization as previously discussed. For the fourth-order accurate discretization one requires 2 ghost cells on either side of an interface, and so the equations in (63) would need to be used with both \( q = 1 \) and \( q = 2 \). Discretizing the resulting equations using standard centered differences in a 7-pt stencil yields a complete definition of the fields in the ghost cells. To be concrete, specific examples using the Drude model are discussed below.

### 4.1. Numerical Interface Conditions for the Second-Order Scheme with the Drude Model in 2D

As an example, consider an interface \( I \) at \( x = 0 \) in \( \mathbb{R}^2 \) separating two dispersive Drude media. Here \( E_x \) denotes the normal component of the electric field, and without loss of generality consider \( E_y \) to be the tangential component of the field (other polarizations of light are similar). Similarly, let \( \psi_x \) and \( \psi_y \) be the analogous normal and tangential components of the auxiliary field \( \psi \). For the second-order accurate scheme (25), one ghost cell is required on each side of the interface, and therefore two compatibility conditions for the values of the normal and tangential electric field components of \( E \) are needed. The equations in (63)
with \( q = 1 \) yield the four conditions

\[(64a) \quad [\partial_x E_x + \partial_y E_y]_{\mathcal{I}} = 0, \]
\[(64b) \quad [\mu^{-1} (\partial_y E_x - \partial_x E_y)]_{\mathcal{I}} = 0, \]
\[(64c) \quad [\mu^{-1} \Delta E_x]_{\mathcal{I}} = 0, \]
\[(64d) \quad [(\epsilon_0 \epsilon_r \mu)^{-1}(\Delta E_y - \mu \omega_p^2 E_y + \mu \omega_p^2 \gamma \psi_y)]_{\mathcal{I}} = 0. \]

Discrete equations are then derived by replacing derivatives with standard second-order accurate centered differencing. In particular, Equations (64) become

\[(65a) \quad [D_{0,x} E_x + D_{0,y} E_y]_{\mathcal{I}} = 0, \]
\[(65b) \quad [\mu^{-1} (D_{0,y} E_x - D_{0,x} E_y)]_{\mathcal{I}} = 0, \]
\[(65c) \quad [\mu^{-1} \Delta_{2h} E_x]_{\mathcal{I}} = 0, \]
\[(65d) \quad [(\epsilon_0 \epsilon_r \mu)^{-1}(\Delta_{2h} E_y - \mu \omega_p^2 E_y + \mu \omega_p^2 \gamma \psi_y)]_{\mathcal{I}} = 0, \]

where \( D_{0,d} = (D_{+,d} + D_{-,d})/2 \). The discrete equations (65) determine the value of the normal and tangential fields in the ghost cells. Note from the second-order interior scheme (25) that the auxiliary field \( \psi \) is not differentiated and so it need not be updated in the ghost. Nonetheless, in practice, it is prudent to maintain an updated value for the auxiliary quantity even in the ghost, and for this purpose (25b) is applied.

4.2. Numerical Interface Conditions for the Fourth-Order Scheme with the Drude Model in 2D. As in section 4.1, consider the interface \( \mathcal{I} \) at \( x = 0 \) separating two dispersive Drude media. Here however, consider using the fourth-order accurate scheme (51) which requires two ghost cells on either side of the interface. As before, \( E_x \) and \( E_y \) are the normal and tangential components of the field, \( \psi_x \) and \( \psi_y \) are the corresponding components of the auxiliary field \( \psi \), and now \( \phi_x \) and \( \phi_y \) are the normal and tangential components of the auxiliary field \( \phi \). In all ghost cells, the components of \( \psi \) are updated via (51b), and the components of \( \phi \) are updated via (51c). The remaining two components of the electric field in the ghost cells then require 8 conditions, which are obtained from Equations (63) with \( q = 1 \), and \( q = 2 \) as

\[(66a) \quad [\partial_x E_x + \partial_y E_y]_{\mathcal{I}} = 0, \]
\[(66b) \quad [\mu^{-1} (\partial_y E_x - \partial_x E_y)]_{\mathcal{I}} = 0, \]
\[(66c) \quad [\mu^{-1} \Delta E_x]_{\mathcal{I}} = 0, \]
\[(66d) \quad [(\epsilon_0 \epsilon_r \mu)^{-1}(\Delta E_y - \mu \omega_p^2 E_y + \mu \omega_p^2 \gamma \psi_y)]_{\mathcal{I}} = 0, \]
\[(66e) \quad [\mu^{-1} (\partial_x \Delta E_x + \partial_y \Delta E_y)]_{\mathcal{I}} = 0, \]
\[(66f) \quad [\mu^{-1}(\epsilon_0 \epsilon_r \mu)^{-1}(\partial_y (\Delta E_x - \mu \omega_p^2 E_x + \mu \omega_p^2 \gamma \psi_x) - \partial_x (\Delta E_y - \mu \omega_p^2 E_y + \mu \omega_p^2 \gamma \psi_y))]_{\mathcal{I}} = 0, \]
\[(66g) \quad [\epsilon_0 \epsilon_r (\epsilon_0 \epsilon_r \mu)^{-2} \Delta (\Delta E_x - \mu \omega_p^2 E_x + \mu \omega_p^2 \gamma \psi_x)]_{\mathcal{I}} = 0, \]
\[(66h) \quad [\Delta^2 E_y + 2 \mu \epsilon_0 \omega_p^2 (-\Delta \psi_y + \gamma \psi_y) + \mu^2 \epsilon_0^2 \omega_p^4 (E_y - 2 \gamma \psi_y + \gamma^2 S)]_{\mathcal{I}} = 0. \]

As before, discrete equations are derived from Equations (66) by replacing derivative operators with difference operators. As described in [9], fourth-order accuracy is obtained when Equations (66a) through (66d) use fourth-order accurate centered differences (e.g. \( \partial_x \approx D_{0,x}(I - \frac{h^2}{4} D_{+,x} D_{-,x}) \)), while Equations (66e) through (66h) may use second-order accurate centered differences (e.g. \( \partial_{xxx} \approx D_{0,x} D_{+,x} D_{-,x} \)). In this way the entire discrete version of Equations (66) lies in a 7-pt stencil, and thus defines the fields in the ghost cells.

5. Numerical Example. We now present a number of example computations using the schemes described in Section 3 above. In the first problem a simple traveling plane wave is used to confirm the theoretical predictions discussed in Sections 3.4 and 3.2. In particular, the existence of exponentially growing modes is shown for the second-order scheme, while at the same time second-order convergence is also demonstrated. For the same problem no exponential growth at all is observed for the fourth-order scheme, and the expected
fourth-order convergence is demonstrated. Subsequently, we will present a number of sample computations of more practical relevance. In particular, second and fourth-order max-norm convergence will be illustrated for the problem of scattering between two disparate materials where the incident and reflecting medium is a dielectric and the refracting medium obeys a dispersive Drude description. Lastly, we investigate the propagation of a surface plasmon polariton mode along the same interface and perform an analogous convergence study.

5.1. Periodic Dissipative Plane Wave with Application to Stability. To illustrate the theoretical predictions discussed in Section 3 above, consider a periodic one-dimensional traveling wave solution for the Drude model of the form

\[ E(x, t) = E_0 e^{i k x} e^{st}. \]

Here \( k \) is a real valued wave number, \( E \) represents any of the electric field components, and \( s \in \mathbb{C} \) is to be determined. Substitution of (67) into the one-dimensional restriction of Equation (12a) gives the dispersion relation

\[ s^3 + \gamma s^2 + c^2 k^2 s + \left( \gamma c^2 k^2 + \frac{\omega_p^2}{\epsilon_r} \right) = 0. \]

Because the discriminant of Equation (68) is negative, there are two complex-valued solutions corresponding to dissipative waves propagating to the left and right, and a third real-valued solution corresponding to a strictly decaying wave. In the discussion to follow, the right-moving wave is chosen, although there is nothing particularly unique to this mode.

With the goal of demonstrating exponential growth of the approximation for low modes as predicted by Proposition 3.1, coefficients are chosen which correspond to a very highly damped material. In particular, \( c = 1, \omega_p = 3, \epsilon_r = 1 \), and \( \gamma = 10 \). The physical domain is set to be \( x \in [-\pi, \pi] \), periodic boundary conditions are used, and the wavenumber is \( k = 5 \). For reference, these parameters yield a solution to the dispersion relation (68) with \( s = 5.185973 - 0.376553 i \). The leftmost panel of Figure 5 shows the time history of the maximum error in the computation using the second-order accurate scheme with the time step chosen to be 99% of the bound given by (35) for different numbers of grid points in the domain. As expected, all solutions exhibit early time decay, but for the coarser resolutions exponential growth which was seeded by numerical noise on the order of \( 10^{-16} \) becomes apparent near \( t = 65 \). To more clearly display the nature of that growth, the center panel of Figure 5 shows the numerical solution with \( N = 101 \) points in the domain just prior to, during, and just after the transition from decay to growth. Here the most prominent growing mode is clearly the constant mode, as predicted by the theory. The final panel in Figure 5 shows a convergence study at \( t = 20 \) which clearly indicates convergence of the numerical approximation at the expected second-order rate. Note that later time convergence, for example \( t = 200 \), is much faster than second-order prior to saturation at machine precision, since the theory predicts the spurious growth rate to be \( O(\Delta t^2) \) in physical time \( t \). The computations are in good agreement with this prediction given that the numerical seed is machine round-off. Figure 6 shows a similar set of numerical results using the fourth-order accurate scheme with a time-step taken to be 99% of the bound given in (56). As expected, there are no spurious exponentially growing modes, and fourth-order max-norm convergence is observed.

5.2. Example: Scattering on Planar Drude Material Interface in Two Dimensions. Consider now a scattering problem in two dimensions at a planar interface between a non-dispersive dielectric and a Drude dispersive medium, located at \( x = x_{\text{mid}} \). We consider the TE\(_z\) mode (transverse electric mode with respect to \( z \)), which has components \((E_x, E_y, H_z)\). Note that the numerical method computes only the electric fields \((E_x, E_y)\), and the magnetic field is derived from those computed electric field components. The material in the first domain, \( \Omega_1 = \{(x, y) : x \leq x_{\text{mid}}\} \), has solution components \((E_{x,1}, E_{y,1}, H_{z,1})\), and dielectric material parameters \( \epsilon_{r,1}, \mu_{1}, \omega_{p,1} = 0 \), and \( \gamma_1 = 0 \). The Drude material in the second domain, \( \Omega_2 = \{(x, y) : x \geq x_{\text{mid}}\} \), has solution components \((E_{x,2}, E_{y,2}, H_{z,2})\), and Drude material parameters \( \epsilon_{r,2}, \mu_{2}, \omega_{p,2}, \) and \( \gamma_2 \). The frequency dependent permittivities as defined in Section 2 are given respectively in each domain by

\[ \hat{\epsilon}_1(\omega) = \epsilon_0 \epsilon_{r,1}, \quad \hat{\epsilon}_2(\omega) = \epsilon_0 \left( \epsilon_{r,1} - \frac{\omega_p^2}{\omega(i\gamma_2 - \omega)} \right). \]
Each of the two components of the electric field are governed by the second-order form of the dispersive Maxwell’s equations (11), with Table 2 giving the corresponding values of the integral kernel $\eta(\tau)$. In particular, for $x \in \Omega_1$ the fields obey the equations

\begin{align}
(70a) & \quad \partial_t^2 E_{x,1} = \frac{1}{\mu_1 \epsilon_{r,1}} \Delta E_{x,1}, \\
(70b) & \quad \partial_t^2 E_{y,1} = \frac{1}{\mu_1 \epsilon_{r,1}} \Delta E_{y,1},
\end{align}

while for $x \in \Omega_2$ the governing equations describing the fields are

\begin{align}
(71a) & \quad \partial_t^2 E_{x,2} = \frac{1}{\mu_2 \epsilon_{r,2}} \Delta E_{x,2} - \frac{\omega_p^2}{\epsilon_{r,2}} E_{x,2}^2 + \frac{\omega_p^2 \gamma_2}{\epsilon_{r,2}} \int_0^\infty e^{-\gamma_2 \tau} E_{x,2}(t-\tau) d\tau, \\
(71b) & \quad \partial_t^2 E_{y,2} = \frac{1}{\mu_2 \epsilon_{r,2}} \Delta E_{y,2} - \frac{\omega_p^2}{\epsilon_{r,2}} E_{y,2}^2 + \frac{\omega_p^2 \gamma_2}{\epsilon_{r,2}} \int_0^\infty e^{-\gamma_2 \tau} E_{y,2}(t-\tau) d\tau.
\end{align}

The single component of the magnetic field in each domain is can be described from the electric fields using the Maxwell-Faraday equation (1a) as

\begin{align}
(72a) & \quad \partial_t H_{x,1} = \frac{1}{\mu_1} (\partial_y E_{x,1} - \partial_x E_{y,1}), \\
(72b) & \quad \partial_t H_{x,2} = \frac{1}{\mu_2} (\partial_y E_{x,2} - \partial_x E_{y,2}).
\end{align}
The two domains are coupled by imposition of the physical jump conditions (13) along the material interface:

\begin{align}
(73a) \quad \mathbf{n} \times \mathbf{E} |_{\Omega} = 0 & \quad \Rightarrow \quad E_{y,1} = E_{y,2}, \\
(73b) \quad \mathbf{n} \cdot \mathbf{D} |_{\Omega} = 0 & \quad \Rightarrow \quad \vec{D}_{x,1}(\omega) = \vec{\epsilon}_1(\omega) \vec{E}_{x,1}(\omega) \\
& \quad = \vec{D}_{x,2}(\omega) = \vec{\epsilon}_2(\omega) \vec{E}_{x,2}(\omega), \\
(73c) \quad \partial_t \mathbf{n} \times \mathbf{H} |_{\Omega} = 0 & \quad \Rightarrow \quad \partial_t H_{z,1} = \frac{1}{\mu_1} (\partial_y E_{x,1} - \partial_x E_{y,1}) = \partial_t H_{z,2} \\
& \quad = \frac{1}{\mu_2} (\partial_y E_{x,2} - \partial_x E_{y,2}),
\end{align}

Here, we have applied the Fourier transform to simplify the second condition and have taken a time derivative of the third.

An exact solution consisting of incident, scattered, and transmitted fields is derived following the well-known procedure used in the non-dispersive case of an interface between two dielectrics [10]. Let \( \theta_i \) be the angle of incidence of the incident plane wave. The solution in the dielectric domain \( \Omega_1 \) has an incident and reflected component and therefore satisfies

\begin{align}
(74a) \quad E_{x,1} = A_{x,1} \left( e^{i k_i(\omega) \times -i\omega t} - R e^{i k_t(\omega) \times -i\omega t} \right), \\
(74b) \quad E_{y,1} = A_{y,1} \left( e^{i k_i(\omega) \times -i\omega t} + R e^{i k_t(\omega) \times -i\omega t} \right),
\end{align}

while the Drude domain, \( \Omega_2 \), is assumed to have only transmitted component and therefore satisfies

\begin{align}
(75a) \quad E_{x,2} = A_{x,2} T e^{i k_i(\omega) \times -i\omega t}, \\
(75b) \quad E_{y,2} = A_{y,2} T e^{i k_i(\omega) \times -i\omega t}.
\end{align}

In the present case, the matching conditions at the interface then yield

\begin{align}
(76a) \quad k_i(\omega) = \omega \sqrt{\vec{\epsilon}_1(\omega) \mu_1} (\cos \theta_i, \sin \theta_i)^T = (k_{i,x}, k_{i,y})^T, \\
(76b) \quad k_r(\omega) = \omega \sqrt{\vec{\epsilon}_1(\omega) \mu_1} (-\cos \theta_i, \sin \theta_i)^T = (k_{r,x}, k_{r,y})^T, \\
(76c) \quad k_t(\omega) = \omega \sqrt{\vec{\epsilon}_2(\omega) \mu_2} (\cos \theta_t, \sin \theta_t)^T = (k_{t,x}, k_{t,y})^T, \\
(76d) \quad \theta_t = \sin^{-1} \left( \frac{\sqrt{\vec{\epsilon}_1(\omega) \mu_1}}{\sqrt{\vec{\epsilon}_2(\omega) \mu_2}} \sin \theta_i \right), \\
(76e) \quad R = e^{2i k_{i,x} x_{\text{mid}} \mu_1} \left( \frac{\sqrt{\vec{\epsilon}_1(\omega) \mu_1}}{\sqrt{\vec{\epsilon}_2(\omega) \mu_2}} \cos \theta_i \right), \\
(76f) \quad T = e^{i (k_{i,x} - k_{t,x}) x_{\text{mid}} \mu_1} \left( \frac{2 \sqrt{\vec{\epsilon}_1(\omega) \mu_1} \cos \theta_i}{\sqrt{\vec{\epsilon}_1(\omega) \mu_1} \cos \theta_i + \sqrt{\vec{\epsilon}_2(\omega) \mu_2} \cos \theta_i} \right), \\
(76g) \quad A_{x,1} = A \sin \theta_i, \\
(76h) \quad A_{y,1} = -A \cos \theta_i, \\
(76i) \quad A_{x,2} = A \sin \theta_t, \\
(76j) \quad A_{y,2} = -A \cos \theta_t,
\end{align}

where \( A \) is an arbitrary constant. Note that \( \theta_t \) is complex-valued, and one has

\begin{align}
(77a) \quad \sin \theta_i = \frac{\sqrt{\vec{\epsilon}_1(\omega) \mu_1}}{\sqrt{\vec{\epsilon}_2(\omega) \mu_2}} \sin \theta_i, \\
(77b) \quad \cos \theta_t = \left( 1 - \frac{\vec{\epsilon}_1(\omega) \mu_1}{\vec{\epsilon}_2(\omega) \mu_2} \sin^2 \theta_t \right)^{1/2}.
\end{align}
In the left domain $\Omega_1$, we consider vacuum with $\omega_{p,1} = \gamma_1 = 0$ and $\epsilon_r,1 = \mu_1 = 1$. In the right domain, $\Omega_2$, we consider silver with $\epsilon_r,2 = 5$, $\mu_2 = 1$, $\omega_{p,2} = 8.9$ eV, and $\gamma_2 = (17)^{-1}$ THz [44]. The plane wave is incident on the interface at $x_{\text{mid}} = 0$ at an angle of $\theta_i = \pi/5$. The scattered fields and their errors for the second- and fourth-order accurate schemes using two incident frequencies $\omega_1 = 1000$ THz and $\omega_2 = 1300$ THz, are shown respectively in Figures 7 and 8. We remark that these frequencies are higher than the optical range to which the Drude parameters given in [44] are fit, and are used to produce reasonable field figures which illustrate the properties of the derived Drude model solution.  

As predicted by the classical Drude theory [26], the transmitted wave in silver is strongly evanescent at lower frequencies, while for larger frequencies closer to the plasma frequency $\omega_{p,2}$ of the metal, the wave is transmitted over a longer distance. Note that for both the second- and fourth-order accurate schemes, the numerical errors are smooth in each domain, and show no signs of spurious singular behavior near the material interface. This favorable property is a direct result of the accurate numerical treatment of the interface conditions using compatibility conditions as outlined in Section 4. In addition, Figure 9 presents results of convergence studies for each scheme using the spatial $L_1$, $L_2$, and $L_\infty$ norms defined by

\begin{equation}
||u^n_j||_{L_1} = \frac{1}{N_x N_y} \sum_{j_x=0}^{N_x} \sum_{j_y=0}^{N_y} |u^n_{j,j}|,
\end{equation}

\begin{equation}
||u^n_j||_{L_2} = \left( \frac{1}{N_x N_y} \sum_{j_x=0}^{N_x} \sum_{j_y=0}^{N_y} |u^n_{j,j}|^2 \right)^{1/2},
\end{equation}

\begin{equation}
||u^n_j||_{L_\infty} = \max_{j \in [0,N_x] \times [0,N_y]} |u^n_{j,j}|.
\end{equation}

Here, $N_x$ is the number of grid points in the $x$ direction, $N_y$ is the number of grid points in the $y$ direction, $j = (j_x,j_y) \in [0,N_x] \times [0,N_y]$. For the convergence study on the domain $x = (x,y) \in [0,x_{\text{max}}] \times [0,y_{\text{max}}]$, where $0 < x_{\text{mid}} < x_{\text{max}}$, the grid spacings $h_1$ and $h_2$ in the $x$ and $y$ direction are refined such that $N_x = x_{\text{max}}/h_1$, $N_y = y_{\text{max}}/h_2$. The final time $T = n\Delta t$ remains fixed, with $\Delta t$ chosen according to the stability bounds (35) and (56a)-(56c). The results in Figure 9 illustrate the expected order of convergence for all cases.

5.3. Example: Surface Plasmon Polariton at Drude Material Interface in Two Dimensions.

As in Section 5.2, we again consider an interface in two spatial dimensions between a non-dispersive dielectric and a Drude dispersive medium located at the plane $x = x_{\text{mid}}$, and consider the TE$_2$ mode (transverse electric mode with respect to $z$), with components ($E_x, E_y, H_z$). The material in the first domain, $\Omega_1 \equiv \{(x,y) : x \leq x_{\text{mid}}\}$, has dielectric material parameters $\epsilon_r,1, \mu_1, \omega_{p,1} = 0$, and $\gamma_1 = 0$, while the Drude material in the second domain, $\Omega_2 \equiv \{(x,y) : x \geq x_{\text{mid}}\}$, has Drude material parameters $\epsilon_r,2, \mu_2, \omega_{p,2}$, and $\gamma_2$. The frequency dependent permittivities as defined in Section 2 are given respectively in each domain by

\begin{equation}
\epsilon_1(\omega) = \epsilon_0 \epsilon_r,1, \quad \epsilon_2(\omega) = \epsilon_0 \left( \epsilon_r,1 - \frac{\omega_{p,2}^2}{\omega^2 + i\gamma_2 - \omega} \right).
\end{equation}

Following the derivation in [26], we consider the surface plasmon polariton, a mode which is localized to the interface at $x = x_{\text{mid}}$ in the $x$-direction (i.e., evanescent away from), and propagates in the $y$-direction. Additional details concerning the derivation of the surface plasmon polariton are given in Appendix 7.2. For $x \in \Omega_1$, the electric field components satisfy

\begin{equation}
E_{x,1} = A e^{i\alpha_1 (x-x_{\text{mid}})} e^{i\beta y e^{i\omega t}},
\end{equation}

\begin{equation}
E_{y,1} = \frac{i \alpha_1}{\beta} A e^{i\alpha_1 (x-x_{\text{mid}})} e^{i\beta y e^{i\omega t}},
\end{equation}

while for $x \in \Omega_2$, we have

\begin{equation}
E_{x,2} = \frac{\epsilon_1(\omega)}{\epsilon_2(\omega)} A e^{i\alpha_2 (x-x_{\text{mid}})} e^{i\beta y e^{i\omega t}},
\end{equation}

\begin{equation}
E_{y,2} = \frac{i \alpha_1}{\beta} A e^{i\alpha_2 (x-x_{\text{mid}})} e^{i\beta y e^{i\omega t}}.
\end{equation}
Here, $A$ is an arbitrary constant and the dispersion relations in each direction are given by

\begin{align}
\beta &= \omega \left( \frac{\hat{\varepsilon}_1(\omega) \hat{\varepsilon}_2(\omega) [\mu_1 \hat{\varepsilon}_2(\omega) - \mu_2 \hat{\varepsilon}_1(\omega)]}{\hat{\varepsilon}_2(\omega)^2 - \hat{\varepsilon}_1(\omega)^2} \right)^{1/2}, \\
\alpha_1 &= (\beta^2 - \omega^2 \mu_1 \hat{\varepsilon}_1(\omega))^{1/2} = \omega \hat{\varepsilon}_1(\omega) \left( \frac{[\mu_2 \hat{\varepsilon}_2(\omega) - \mu_1 \hat{\varepsilon}_1(\omega)]}{\hat{\varepsilon}_2(\omega)^2 - \hat{\varepsilon}_1(\omega)^2} \right)^{1/2}, \\
\alpha_2 &= (\beta^2 - \omega^2 \mu_2 \hat{\varepsilon}_2(\omega))^{1/2} = \omega \hat{\varepsilon}_2(\omega) \left( \frac{[\mu_2 \hat{\varepsilon}_2(\omega) - \mu_1 \hat{\varepsilon}_1(\omega)]}{\hat{\varepsilon}_2(\omega)^2 - \hat{\varepsilon}_1(\omega)^2} \right)^{1/2} = \frac{\alpha_1 \hat{\varepsilon}_2(\omega)}{\hat{\varepsilon}_1(\omega)}. 
\end{align}

Note that each of these expressions is typically complex-valued due to the complex permittivity of the Drude material. For certain frequencies which satisfy $\Re(\hat{\varepsilon}_2(\omega)) < 0$, we obtain $\alpha_1 > 0$ and $\alpha_2 < 0$, implying localization in the $x$-direction at $x = x_{\text{mid}}$. In addition, the fields will also decay in the $y$-direction of propagation according to the magnitude of the imaginary component of $\beta$.

In the left domain $\Omega_1$, we consider vacuum with $\omega_{\mu,1} = \gamma_1 = 0$ and $\epsilon_{r,1} = \mu_1 = 1$. In the right domain $\Omega_2$, we again consider silver with $\epsilon_{r,2} = 5$, $\mu_2 = 1$, $\omega_{\mu,2} = 8.9$ eV, and $\gamma_2 = (17)^{-1}$ THz [44]. The electric fields and their errors for temporal frequency 600 THz are shown for the second- and fourth-order accurate schemes in Figure 10. The surface plasmon polariton is localized to the interface at $x_{\text{mid}} = 0$ and propagates in the positive $y$ direction. Note again that the errors are smooth in each domain. The convergence rates with respect to the grid spacing $h_1$ for both the second- and fourth-order schemes are shown in Figure 11 using the $L_1, L_2,$ and $L_\infty$ norms defined in (78), and again illustrate the expected order of convergence for all cases.

6. Conclusions. We have presented a scheme for the solution of the time-dependent Maxwell’s equations in piecewise constant linear dispersive media where materials may be discontinuous across interfaces. Maxwell’s equations are solved as a second-order wave equation with a time-history convolution term. The
modified equation (Taylor) time-stepping approach is used to advance the electric field. The traditional recursive convolution approach is adapted to discretize the convolution term to high-order accuracy in time. This method may be used to generate a scheme which is of any even order of accuracy in time and space. The number of levels required by the full time-stepping scheme increases with the order of accuracy of the scheme, with the second-order and fourth-order schemes respectively requiring three and five levels.

Second- and fourth-order accurate examples of this scheme, and sufficient conditions for their stability, were presented for the Drude dispersion model. In particular, depending on the boundary conditions implemented, the second-order scheme may admit weak exponential growth but remains conditionally stable based on a time-step restriction. Since this result is dependent on the treatment of the recursive convolution, the possibility of weak exponential growth may be removed by replacing the second-order recursive convolution update step with the fourth-order update. During the time-step, the fields are first advanced independently in each material domain. Coupling between the two domains was achieved through a discretization of the physical interface jump conditions in addition to extra numerical compatibility conditions which are derived to be consistent with the PDE and interface conditions. These coupling conditions are imposed after each interior update using fictitious (ghost) cells on the either side of the interface.

The second- and fourth-order versions of the scheme were implemented in cartesian coordinates for one and two spatial dimensions. Numerical results using the second-order accurate scheme for a 1D periodic wave were presented to illustrate the presence of the exponentially growing modes as well as numerical convergence. These results were also replicated with the fourth-order scheme to illustrate the absence of the exponentially growing mode along with the higher rate of convergence. Numerical results in two spatial dimensions were presented for two exact analytical solutions at a discontinuous material interface between a dielectric and a Drude metallic medium. These solutions were used to verify the accuracy of the schemes, as well as the numerical compatibility conditions.

The schemes presented here are amenable to extension to curvilinear grids and more complex material geometries via overlapping grids. This extension is left for future work. An additional avenue for future
work is a similar investigation of the auxiliary differential equation (ADE) treatment of material dispersion, and in particular high-order accurate extensions in the presence of material jumps.

7. Appendix.

7.1. Scaling of the Governing Equations. In this section, we summarize the rescaling of physical parameters required to obtain reasonable numerical parameters for computation. Consider the governing wave equation with a time-history term (10) for the Drude model function \( \eta(\tau) \) given in table 2:

\[
\partial^2_t E = \frac{1}{\varepsilon_0 \varepsilon_r \mu} \Delta E - \frac{\omega_p^2}{\varepsilon_r} E + \frac{\omega_p^2 \gamma}{\varepsilon_r} \int_0^\infty e^{-\gamma \tau} E(t-\tau)d\tau.
\]  

(83)

Let \( \mu \equiv \mu_0 \mu_r \),

\[
\bar{\omega}_p = \frac{\omega_p}{C_t}, \quad \bar{\gamma} = \frac{\gamma}{C_t}, \quad C_t \equiv 1/\sqrt{\varepsilon_0 \mu_0} = 2.99792458 \times 10^8 \text{ m/s is the speed of light in vacuum. Parameters } \omega_p \text{ and } \gamma \text{ are typically on the order of 1 PHz and 10 THz respectively [2, 33, 44], which implies that a choice of } C_t \sim 10^{16} \text{ is a practical choice. Under this scaling, one obtains typical numerical parameters } \bar{\omega}_p \sim 10^{-1} \text{ and } \bar{\gamma} \sim 10^{-3}. \]

7.2. Derivation of the Surface Plasmon Polariton Solution. In this section, we derive the exact solution to Maxwell’s equations which we use in section 5.3. Consider an interface in two spatial dimensions \( \mathbf{x} = (x, y) \) between a non-dispersive dielectric and a Drude dispersive medium located at the plane \( x = x_{\text{mid}} \). The material in the first domain, \( \Omega_1 \equiv \{ \mathbf{x} = (x, y) : x \leq x_{\text{mid}} \} \), has frequency domain material parameters \( \varepsilon_r, \mu_1, \omega_p, 1 = 0 \), and \( \gamma_1 = 0 \), while the Drude material in the second domain, \( \Omega_2 \equiv \{ \mathbf{x} = (x, y) : x \geq x_{\text{mid}} \} \), has frequency domain material parameters \( \varepsilon_r, \mu_2, \omega_p, 2 \), and \( \gamma_2 \). Following [26], we seek the TM (transverse-magnetic) surface plasmon polaritons \( (E_x, E_y, H_z) \), a mode localized to (i.e., evanescent away from) the
Fig. 10. Electric fields and their errors for the two-dimensional surface plasmon polariton at interface between vacuum medium and Drude silver medium [33], computed with the second-order and fourth-order schemes. Here, the surface wave propagates in the positive \( y \) direction at temporal frequency \( \omega = 600 \) THz, the displayed time is \( t = 1 \times 10^{-14} \) s, and the bounds (35) and (56a)-(56c) were used to choose an appropriate time step which guarantees stability. From left to right, the top row of plots correspond to the fields \( E_x \) for the second-order scheme, the error in \( E_x \) for the second-order scheme, and the error in \( E_x \) for the fourth-order scheme. The bottom row of plots is similar but for the \( E_y \) component of the field.

Interface at \( x = x_{\text{mid}} \) in the \( x \) direction and propagating in the \( y \) direction. Note that due to the dissipation of the Drude material, the modes will also decay in the direction of propagation. In our second-order wave equation formulation given by (10), we solve the following equations respectively in domains \( \Omega_1 \) and \( \Omega_2 \):

\[
\frac{\partial^2}{\partial t^2} E_1 = \frac{1}{\epsilon_0 \epsilon_{r,1} \mu_1} \Delta E_1, \quad \text{x} \in \Omega_1, \tag{86a}
\]

\[
\frac{\partial^2}{\partial t^2} E_2 = \frac{1}{\epsilon_0 \epsilon_{r,2} \mu_2} \Delta E_2 - \frac{\omega_p^2}{\epsilon_r} E_2 + \frac{\omega_p^2 \gamma_2}{\epsilon_r} \int_0^\infty e^{-\gamma_2 \tau} E_2(t-\tau) \, d\tau, \quad \text{x} \in \Omega_2. \tag{86b}
\]

These equations may alternately be written in the frequency domain as

\[
-\omega^2 \mu_1 \hat{\epsilon}_1(\omega) \hat{E}_1 = \Delta \hat{E}_1, \quad \text{x} \in \Omega_1, \tag{87a}
\]

\[
-\omega^2 \mu_2 \hat{\epsilon}_2(\omega) \hat{E}_2 = \Delta \hat{E}_2, \quad \text{x} \in \Omega_2, \tag{87b}
\]

where

\[
\hat{\epsilon}_1(\omega) = \epsilon_0 \epsilon_{r,1}, \quad \hat{\epsilon}_2(\omega) = \epsilon_0 \left( \epsilon_{r,1} - \frac{\omega_p^2}{\omega^2 - i\gamma_2}\right). \tag{88}
\]

In addition, the divergence condition (1b) in each domain gives

\[
\nabla \cdot E_1 = \partial_x E_{x,1} + \partial_y E_{y,1} = 0, \quad \text{x} \in \Omega_1, \tag{89a}
\]

\[
\nabla \cdot E_2 = \partial_x E_{x,2} + \partial_y E_{y,2} = 0, \quad \text{x} \in \Omega_2. \tag{89b}
\]

Finally, the interface conditions (13b) at the plane \( x = x_{\text{mid}} \) yield

\[
[n \cdot D]_I = 0, \quad [H_z]_I = 0, \quad [n \times E]_I = 0. \tag{90}
\]
We assume the ansatz
\begin{align}
E_{x,1} &= A_{x,1} e^{\alpha_1 x} e^{i\beta y} e^{i\omega t}, \\
E_{y,1} &= A_{y,1} e^{\alpha_1 x} e^{i\beta y} e^{i\omega t},
\end{align}
for the first domain \( x \in \Omega_1 \) and
\begin{align}
E_{x,2} &= A_{x,2} e^{\alpha_2 x} e^{i\beta y} e^{i\omega t}, \\
E_{y,2} &= A_{y,2} e^{\alpha_2 x} e^{i\beta y} e^{i\omega t},
\end{align}
for the second domain \( x \in \Omega_2 \). Equations (89a) and (89b) respectively give
\begin{equation}
A_{y,1} = \frac{i\alpha_1}{\beta} A_{x,1}, \quad A_{y,2} = \frac{i\alpha_2}{\beta} A_{x,2}.
\end{equation}
Similarly, Equations (87a) and (87b) become
\begin{align}
-\omega^2 \mu_1 \hat{\epsilon}_1(\omega) &= \left( \alpha_1^2 - \beta^2 \right), \\
-\omega^2 \mu_2 \hat{\epsilon}_2(\omega) &= \left( \alpha_2^2 - \beta^2 \right).
\end{align}
Next, the interface conditions, \( [\mathbf{n} \times \mathbf{E}]_I = [\mathbf{E}_y]_I = 0 \) along with (93) give
\begin{equation}
A_{y,1} = \frac{i\alpha_1}{\beta} A_{x,1} = A_{y,2} = \frac{i\alpha_2}{\beta} A_{x,2} \quad \Rightarrow \quad \alpha_1 A_{x,1} = \alpha_2 A_{x,2}.
\end{equation}
In the frequency-domain, the interface condition \( [\mathbf{n} \cdot \mathbf{D}]_I = [\mathbf{D}_x]_I = 0 \) becomes
\begin{equation}
\left[ \mathbf{n} \cdot \hat{\epsilon}(\omega) \hat{\mathbf{E}} \right]_I = \left[ \hat{\epsilon}(\omega) \hat{E}_x \right]_I = 0,
\end{equation}
from whence
\begin{equation}
\hat{\epsilon}_1(\omega) A_{x,1} = \hat{\epsilon}_2(\omega) A_{x,2}.
\end{equation}
Equations (95) and (97) now give

\[ \frac{\hat{\epsilon}_2(\omega)}{\hat{\epsilon}_1(\omega)} = \frac{\alpha_2}{\alpha_1}. \]

Combining (94) and (98) gives the dispersion relation

\[ \beta = \omega \left( \frac{\hat{\epsilon}_1(\omega)\hat{\epsilon}_2(\omega) [\mu_1\hat{\epsilon}_2(\omega) - \mu_2\hat{\epsilon}_1(\omega)]}{\hat{\epsilon}_2(\omega)^2 - \hat{\epsilon}_1(\omega)^2} \right)^{1/2}. \]

In addition, we obtain

\[ \alpha_1 = (\beta^2 - \omega^2 \mu_1 \hat{\epsilon}_1(\omega))^{1/2} = \omega \hat{\epsilon}_1(\omega) \left( \frac{\mu_2 \hat{\epsilon}_2(\omega) - \mu_1 \hat{\epsilon}_1(\omega)}{\hat{\epsilon}_2(\omega)^2 - \hat{\epsilon}_1(\omega)^2} \right)^{1/2}, \]

\[ \alpha_2 = (\beta^2 - \omega^2 \mu_2 \hat{\epsilon}_2(\omega))^{1/2} = \omega \hat{\epsilon}_2(\omega) \left( \frac{\mu_2 \hat{\epsilon}_2(\omega) - \mu_1 \hat{\epsilon}_1(\omega)}{\hat{\epsilon}_2(\omega)^2 - \hat{\epsilon}_1(\omega)^2} \right)^{1/2} = \frac{\alpha_1 \hat{\epsilon}_2(\omega)}{\hat{\epsilon}_1(\omega)}. \]

Finally, the solutions given by (91) and (92) along with (93) are simply

\[ E_{x,1} = A_{x,1} e^{\alpha_1 x} e^{i\beta y} e^{i\omega t}, \]

\[ E_{y,1} = i\frac{\alpha_1}{\beta} A_{x,1} e^{\alpha_1 x} e^{i\beta y} e^{i\omega t}, \]

\[ E_{x,2} = \frac{\hat{\epsilon}_1(\omega)}{\hat{\epsilon}_2(\omega)} A_{x,1} e^{\alpha_2 x} e^{i\beta y} e^{i\omega t}, \]

\[ E_{y,2} = i\frac{\alpha_1}{\beta} A_{x,1} e^{\alpha_2 x} e^{i\beta y} e^{i\omega t}. \]
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