Estimating the most probable transition time for stochastic dynamical systems
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Abstract
This work is devoted to the investigation of the most probable transition time between metastable states for stochastic dynamical systems with non-vanishing Brownian noise. Instead of minimizing the Onsager–Machlup action functional, we examine the maximum probability that the solution process of the system stays in a neighbourhood (or a tube) of a transition path, in order to characterize the most probable transition path. We first establish the exponential decay lower bound and a power law decay upper bound for the maximum of this probability. Based on these estimates, we further derive the lower and upper bounds for the most probable transition time, under suitable conditions. Finally, we illustrate our results in simple stochastic dynamical systems, and highlight the relation with some relevant works.
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1. Introduction

Stochastic differential equations (SDEs) are models for complex phenomena in physical, chemical, biological, and engineering systems under random fluctuations. In particular, transition phenomena between dynamically significant states, such as climate change and gene transcription, occur under the interaction of nonlinearity and uncertainty. It has been an interesting issue to quantify the transition behaviour between two metastable states for stochastic dynamical systems. Indeed, this has been actively investigated [1–16]. The Onsager–Machlup (OM) method and the related path integrals formulation have been set up to study this problem through minimizing a so-called OM action functional. It is difficult to predict and describes state changes or transitions in, for example, climate systems and Arctic sea [17–19]. It was reported [20, 21] that transition phenomena in climate systems complete in finite (or even relatively short) time scales. In molecule dynamics, the transitions between two molecule states (or protein configurations) may occur in finite or short time [22, 23]. In gene regulation systems, transitions between different concentration levels of transcription factors may happen frequently [24, 25].

Therefore, as a part of investigation on the transition pathways, it is crucial to characterize the transition time. The purpose of this paper is to estimate the most probable transition time. We consider the following SDE in Euclidean space $\mathbb{R}^k$:

$$dX_t = b(X_t)dt + c\, dB_t, \quad t \geq 0. \quad (1.1)$$

Here $B_t$ is a standard Brownian motion in $\mathbb{R}^k$. The noise intensity $c$ is a positive constant. We suppose that $b(x)$ is in the space $C^2(\mathbb{R}^k, \mathbb{R}^k)$ of functions having all continuous derivatives of order up to 2. There exist at least two metastable states of system (1.1). Let $x_0$ and $x_f$ be two distinct metastable states of the system (1.1): $b(x_0) = 0$ and $b(x_f) = 0$.

For system (1.1) with a given transition time $T$, this is the usual setup for studying transition paths between two metastable states [1, 26]: among all possible smooth paths connecting two metastable states ($X_0 = x_0$ and $X_T = x_f$), which one is the most probable for the solution process of (1.1)? The solution process of system (1.1) is almost surely nowhere differentiable. So to quantify which smooth path is the most probable one, an usual way is to compare the probabilities that the solution process stays in the neighbourhood or ‘tube’ of such a smooth path. It was proved in [1, 14, 15, 26] that, the probability of the solution process of (1.1) in a tube of a smooth path $\psi(t)$, as the tube size scaling $\delta \to 0$, is

$$\mathbb{P}^x_0 \{ \| X - \psi \|_T \leq \delta \} \approx \exp \left( -\frac{S_{OM}(\psi)}{c^2} \right) \cdot \mathbb{P}^x_0 \{ \| B^c \|_T \leq \delta \}, \quad (1.2)$$

where $\mathbb{P}^x_0$ denotes the probability conditional on the initial position $X_0 = x_0$, $\cdot$ is the Euclidean norm, and $\| \cdot \|_T$ is the uniform norm:

$$\| \psi \|_T = \sup_{0 \leq t \leq T} | \psi(t) |. \quad (1.3)$$

Here $B^c_t = c(B_t - B_0) + x_0$ (a shifted Brownian motion with magnitude $c$). The OM action functional is

$$S_{OM}^T(\psi) = \frac{1}{2} \int_0^T \left[ \langle \dot{\psi}(t) - b(\psi(t)), (\dot{\psi}(t) - b(\psi(t))) \rangle + c^2 \nabla \cdot b(\psi(t)) \right] dt, \quad (1.4)$$
where $\langle \cdot, \cdot \rangle$ denotes the Euclidean scalar product in $\mathbb{R}^k$. The ‘tube probability’ estimate (1.2) shows that for a given transition time $T$, in order to compare the probabilities that the solution process of (1.1) stays in the neighbourhood of a smooth path, it can be approximately performed by comparing their corresponding OM action functionals. Thus the most probable transition path (MPTP), when the transition time $T$ is given or known, is defined as the one which minimizes the OM action functional among a class of smooth paths [1, 14, 15, 26]:

$$
\sup_{\psi \in C^2([0,T],x_0,x_f)} \mathbb{P}^{\psi_0}\{\|X - \psi\|_T \leq \delta\} \approx \sup_{\psi \in C^2([0,T],x_0,x_f)} \exp(-\frac{S_{\text{OM}}(\psi)}{c^2}) \cdot \mathbb{P}^{\psi_0}\{\|B^c - x_0\|_T \leq \delta\}
$$

where $C^2([0,T],x_0,x_f)$ denotes the set of functions $g : [0,T] \rightarrow \mathbb{R}^k$ such that $g(0) = x_0$, $g(T) = x_f$ and $g'$, $g''$ exist and are continuous. Note that when the transition time $T$ is known, the factor $\mathbb{P}^{\psi_0}\{\|B^c - x_0\|_T \leq \delta\}$ in (1.5) does not affect the minimization.

The aforementioned works focus on the case that the transition time $T$ is known. However, the transition time $T$ varies or is not known in advance in many stochastic dynamical systems in mathematical modelling. It is thus desirable to estimate the transition time $T$. In this paper, we focus on the transition behaviour of the stochastic system in a bounded domain. Hence we aim to investigate the following double optimization problem on the tube probability, provided the tube size $\delta$ satisfies the appropriate condition $0 < \delta < |x_f - x_0|$:  

$$
\sup_{T > 0} \sup_{\psi \in C_D([0,T],x_0,x_f)} \mathbb{P}^{\psi_0}\{\|X - \psi(\cdot)\|_T \leq \delta\},
$$

where $D$ is a bounded connected region containing $x_0$, $x_f$, and $C_D([0,T],x_0,x_f)$ denotes the space of all continuous functions $g : [0,T] \rightarrow D$ such that $g(0) = x_0$ and $g(T) = x_f$. As the two metastable states $x_0$ and $x_f$ are given, we use the notation $C_D([0,T],x_0,x_f)$ to denote $C_D([0,T],x_0,x_f)$. The set $D$ can be considered as a transition region. For instance, in one dimensional cases, the set $D$ is selected as the interval with ending points $x_0$ and $x_f$. The most probable transition time for the stochastic dynamical system (1.1) transits from metastable state $x_0$ to another metastable state $x_f$ is defined as the time at which this double optimization problem achieves its double maximum value. The corresponding MPTP may be regarded as global. We denote the most probable transition time as $T_{x_0 \rightarrow x_f}^{\text{MPTP}}$.

This paper is organized as follows. After recalling some preliminaries (section 2), we investigate the probability that the solution process of the SDE stays in a neighbourhood of a smooth path (section 3). We establish the exponential decay lower bound and power law decay upper bound of the maximum of the probability for a class of transition paths. Furthermore, we derive the bounds for the most probable transition time. Then we present two examples to illustrate our results (section 4). Finally, in section 5 we summarize our main results, and discuss the connection and difference between our work and some relevant works.

2. Preliminaries

We recall some basic concepts about Wiener measure induced by an SDE and exit properties for the solution paths of the SDE.
2.1. Measure induced by the solution process

Let $X$ denote a nonexploding diffusion process on $[0, T]$ defined by the scalar SDE in the probability space $(\Omega, \mathcal{F}, P)$

$$dX_t = b(X_t)dt + c dB_t, \quad X_0 = x_0 \in \mathbb{R}^k. \quad (2.1)$$

The space of paths of such a diffusion process is the space $C([0, T], x_0)$ of continuous functions

$$C([0, T], x_0) = \{ \psi | \psi : [0, T] \rightarrow \mathbb{R}^k, \psi(t) \text{ is continuous, } \psi(0) = x_0 \}, \quad (2.2)$$

with the uniform norm $\| \cdot \|_T$. In this norm, we have the Borel field $\mathcal{B}_{[0,T]}^0$ of $C([0, T], x_0)$.

A subset $I_\delta$ of $C([0, T], x_0)$ in the following form is called an $n$-dimensional cylinder set:

$$I_\delta = \{ \psi \in C([0, T], x_0)|(\psi(t_1), \ldots, \psi(t_n)) \in H = (H_1, \ldots, H_n) \}, \quad (2.3)$$

where $0 < t_1 < \cdots < t_n \leq T$ and $H_i$ is a Borel set in $k$-dimensional Euclidean space. The collection of all $n$-dimensional cylinder sets is a $\sigma$-field and the class of all finite-dimensional cylinder sets is a field, which is denoted by $I$. It is known that the $\sigma$-field $\sigma(I)$, generated by $I$, is the Borel field $\mathcal{B}_{[0,T]}^0$. That is, $\sigma(I) = \mathcal{B}_{[0,T]}^0$.

The measure $\mu_X$ on $\mathcal{B}_{[0,T]}^0$ induced by the solution process $X$ of the SDE (2.1) is defined by

$$\mu_X(B) = \mathbb{P}(w \in \Omega | X(w) \in B), \quad B \in \mathcal{B}_{[0,T]}^0. \quad (2.4)$$

Recall that such a measure induced by Brownian motion $B_t$ is the Wiener measure. For convenience, we also call $\mu_X$ the Wiener measure induced by solution process $X$. Let $K_T(\psi, \delta) = \{ x \in C([0, T], x_0)|\| x - \psi \|_T < \delta \}$ denote the open tube of a path $\psi$ with tube size $\delta$ (i.e. neighbourhood size), for $\psi \in C([0, T], x_0)$. And $\bar{K}_T(\psi, \delta) = \{ x \in C([0, T], x_0)|\| x - \psi \|_T \leq \delta \}$ denotes the corresponding closed tubes. Thus the probability that the solution process of (2.1) stays in the closed $\delta$-tube of a path $\psi \in C([0, T], x_0)$ if $\mu_X(\bar{K}_T(\psi, \delta))$.

**Remark 2.1.** By the definition (2.4), the tube probability in the double optimization problem (1.6) will be estimated via the Wiener measure $\mu_X$ for the rest of this paper.

2.2. Mean exit time and non-exit probability of a diffusion process

In this subsection, we recall the mean exit time of system (1.1). The following lemma from [27, 28] is needed later. Suppose that $M$ is a domain containing $x_0$ and define that $\tau^M_0(X) = \inf \{ t | X_t \notin M, X_0 = x \in M \}$. By [27], it is known that $\tau^M_0(X)$ is a stopping time.

**Lemma 2.2.1 (Mean exit time).** The mean exit time $u(x) = E_T^{\tau^M_0}(X)$ of the stochastic system (1.1) with $c = 1$, for an orbit (i.e., a trajectory) starting at $x \in M$, satisfies the following elliptic partial differential equation

$$Au = -1, u|_{\partial M} = 0, \quad (2.5)$$

where $\partial M$ is the boundary of $M$ and $A$ is the generator

$$Au = b \cdot \nabla u + \frac{1}{2} \Delta u. \quad (2.6)$$

Moreover, if the domain $M$ has $C^{1,\gamma}$ boundary and the drift $b$ is in $C^\gamma(M)$ for some $\gamma \in (0, 1)$, then the mean exit time $u(x)$ uniquely exists and is in $C^{2,\gamma}(M)$.
Recall that $C^\gamma(M)$ is the Hölder space consisting of functions in $M$ which are locally Hölder continuous with exponent $\gamma$. In particular, Hölder space $C^{2,\gamma}(M)$ is the subspace of $C^\gamma(M)$ consisting of functions whose second order derivatives are locally Hölder continuous with exponent $\gamma$. A bounded domain $M$ is called a $C^{2,\gamma}$ domain if each point of its boundary $\partial M$ has a neighbourhood in which $\partial M$ is the graph of a $C^{2,\gamma}$ function. We also say that $M$ has a $C^{2,\gamma}$ boundary.

Now we turn to discuss the probability that a diffusion process $B^t = c(B_t - B_0)$ (where $B_t$ is a standard Brownian motion and $c$ is a positive constant) stays in the open $\delta$-tube of the origin $0$ during the time period $[0, T]$. When the tube size $\delta$ is fixed, according to lemma 2.2.1, the mean exit time of $B^\gamma$ from the $\delta$-neighbourhood of the origin is finite, so the non-exit probability $\mu_{B^\gamma}(K_T(0, \delta))$ tends to $0$ when $T$ tends to infinity. Thus the probability $\mu_{B^\gamma}(K_T(0, \delta))$ decreases monotonically from $1$ to $0$ in $T$.

In one dimensional cases, this probability was studied in lemma 8.1 of [26] with unit noise intensity. We obtain the probability for different noise intensity (appendix A.1):

$$
\mu_{B^\gamma}(K_T(0, \delta)) = \sum_{n=0}^{\infty} \frac{(-1)^n}{(2n+1)\pi} \exp \left\{ \frac{(2n+1)^2 \pi^2 T}{8\delta^2} \right\}.
$$

\[2.7\]

3. Bounds for the most probable transition time

Without loss of generality, we assume that the set $D$ has $C^{2,\gamma}$ boundary for some $\gamma \in (0, 1)$. For a given tube size $\delta$, the upper and lower bounds of $\sup_{\psi \in C[0, T]} \mu_X(K_T(\psi, \delta))$ are estimated in the following two subsections. Then we establish the bounds for the most probable transition time in subsections 3.3. Finally, we examine the connection between the double optimization problems on the tube probability (1.6) and on the OM action functional $S_{\text{OM}}(\psi)$, in subsection 3.4.

3.1. Upper bound of $\sup_{\psi \in C[0, T]} \mu_X(K_T(\psi, \delta))$

Define an ‘enlarged’ set $D^* = \{ x + 2\delta | x \in D^* \}$ (here $D^*$ denotes the interior of $D$) and let $\tau_{D^*}^{x_0}$ be the first time that the solution process $X$ of system (2.1) escapes from the domain $D^*$:

$$
\tau_{D^*}^{x_0} = \inf \{ t > 0 | x_0, x_t \in \partial D^* \}.
$$

(3.1)

For every time instant $t > 0$, the mean exit time is

$$
\mathbb{E}_{D^*}^{x_0} = \int_{\Omega} \int_{\Gamma_{D^*}^{x_0}(w)} \tau_{D^*}^{x_0}(w) dP^{x_0}(w)
$$

$$
= \int_{\{ \tau_{D^*}^{x_0}(w) \leq t \}} \tau_{D^*}^{x_0}(w) dP^{x_0}(w) + \int_{\{ \tau_{D^*}^{x_0}(w) > t \}} \tau_{D^*}^{x_0}(w) dP^{x_0}(w)
$$

$$
= \int_{\{ \tau_{D^*}^{x_0}(w) \leq t \}} \tau_{D^*}^{x_0}(w) dP^{x_0}(w) + t P^{x_0}(\{ w | \tau_{D^*}^{x_0}(w) > t \}).
$$

(3.2)

According to lemma 2.2.1 and the regularities of the domain $D^*$ and the drift term $b$, we know that $\mathbb{E}_{D^*}^{x_0} \tau_{D^*}^{x_0}$ is finite. Letting $t$ tend to infinity, we obtain that

$$
\lim_{t \to \infty} dP^{x_0}(\{ w | \tau_{D^*}^{x_0}(w) > t \}) = 0.
$$

(3.3)
So for a positive constant $\epsilon$, there exists a positive constant $t_\epsilon$ such that for each $t > t_\epsilon$:

$$P_0(\{ |w| > t \} \in \mathcal{A}) < T < \epsilon. \quad (3.4)$$

Notice that for every $\psi \in C_0([0, T])$ with $T > t_\epsilon$,

$$\mu_X(\mathcal{K}_T(\psi, \delta)) = \mathbb{P}_0(\{ |X_t(w) - \psi(t)| < \delta, \quad \forall t \in [0, T] \})$$

$$\leq \mathbb{P}_0(\{ |w| \psi(t) - \delta < X_t(w) < \psi(t) + \delta, \quad \forall t \in [0, T] \})$$

$$= \mathbb{P}_0(\{ |w| X_t(w) \in D^*, \quad \forall t \in [0, T] \})$$

$$\leq \mathbb{P}_0(\{ |w| \tau(w) > T \})$$

$$< \frac{\epsilon}{T}. \quad (3.5)$$

Thus for $T > t_\epsilon$,

$$\sup_{\psi \in C_0([0, T])} \mu_X(\mathcal{K}_T(\psi, \delta)) \leq \frac{\epsilon}{T}. \quad (3.6)$$

### 3.2. Lower bound of $\sup_{\psi \in C_0([0, T])} \mu_X(\mathcal{K}_T(\psi, \delta))$

For simplicity, we deal with one dimensional cases. The higher dimensional cases are similar with slight modification of the calculation. For a path $\psi \in C^2_0([0, T])$ and tube size $\delta$, there exist constants $h_0, h_1, h_2$ such that the Wiener measure $\mu_X(\mathcal{K}_T(\psi, \delta))$ satisfies the following inequality (appendix A.2)

$$\mu_X(\mathcal{K}_T(\psi, \delta)) \geq \exp \left\{-\frac{1}{c^2} \left[ |\dot{\psi}(T)| \delta + h_0 + \left( h_1 + \frac{1}{2} \delta^2 h_2 + k \|\dot{\psi}\|_T \right) T \delta \right] \right\} \cdot \exp \left\{-\frac{1}{c^2} S_T(\psi) \right\} \cdot \mathbb{P}_0(\mathcal{K}_T(0, \delta)). \quad (3.7)

To give a clear and intuitive approximate form of the lower bound, we consider the following family of paths $\{\phi_T(t)\}_{T > 0}$:

$$\phi_T(t) := \frac{x_T - x_0}{T} t + x_0, \quad t \in [0, T]. \quad (3.8)$$

Then we have

$$\sup_{\psi \in C_0([0, T])} \mu_X(\mathcal{K}_T(\psi, \delta)) \geq \mu_X(\mathcal{K}_T(\phi_T, \delta))$$

$$\geq \exp \left\{-\frac{1}{c^2} \left[ |\phi_T(T)| \delta + h_0 + \left( h_1(\phi_T, \delta) + \frac{1}{2} \delta^2 h_2(\phi_T, \delta) \right) \right] \right\} \cdot \exp \left\{-\frac{1}{c^2} S_T(\phi_T, \phi_T) \right\} \cdot \mathbb{P}_0(\mathcal{K}_T(0, \delta))$$

$$= \exp \left\{-\frac{h_0}{c^2} \cdot \exp \left\{-\frac{1}{c^2} \left[ \frac{|x_T - x_0|}{T} \delta + \left( h_1(\phi_T, \delta) + \frac{1}{2} \delta^2 h_2 \right) \right] \right\} \cdot \exp \left\{-\frac{1}{c^2} S_T(\phi_T, \phi_T) \right\} \cdot \mathbb{P}_0(\mathcal{K}_T(0, \delta)) \right\}$$
\[ := c_0 \exp \left\{ -\frac{1}{c^2} \mathcal{S}_{OM}^{GT}(\phi_T, \dot{\phi}_T) - c_1 T + \ln(\mu_{\mathcal{B}}(\bar{K}_T(0, \delta))) - \frac{|x_f - x_0| \delta}{T c^2} \right\}, \]  
(3.9)

where
\[ c_0 = \exp \left\{ -\frac{h_0}{c^2} \right\}, \quad c_1 = \frac{1}{c^2} \left[ \left( h_1(\phi_T, \delta) + \frac{1}{2} c^2 h_2(\phi_T, \delta) \right) \delta \right], \]  
(3.10)

are positive constants depending on the tube \( \bar{K}_T(\phi_T, \delta) \). Notice that all the paths \( \{\phi_T(t)\}_{T>0} \) share the same curve in the state space \( \mathbb{R} \) which means the two constants \( c_0, c_1 \) are independent of time \( T \). Here we have used the fact that \( x_f \) and \( x_0 \) are distinct metastable states. Furthermore, we obtain that (see appendix A.3 for details)
\[ c_0 \exp \left\{ -\frac{1}{c^2} \mathcal{S}_{OM}^{GT}(\phi_T, \dot{\phi}_T) - c_1 T + \ln(\mu_{\mathcal{B}}(\bar{K}_T(0, \delta))) - \frac{|x_f - x_0| \delta}{T c^2} \right\} = c_0 \exp \left\{ -\frac{h_0}{c^2} + \frac{1}{2} \int_0^{1} b(\phi_1) d\tau \right\} \]  
(3.11)

Notice that the integral term \( \int_0^{1} b(\phi_1) d\tau \) is a constant. This lower bound can be rewritten as
\[ k_0 \exp \left\{ -\frac{k_1}{T} - k_2 T + \ln(\mu_{\mathcal{B}}(\bar{K}_T(0, \delta))) \right\}, \]  
(3.12)

where
\[ k_0 = c_0 \exp \left\{ \frac{1}{c^2} \int_0^{1} b(\phi_1) d\tau \right\}, \]  
\[ k_1 = \frac{(x_f - x_0)^2 + 2|x_f - x_0| \delta}{2c^2}, \]  
\[ k_2 = \left( \frac{1}{2} \int_0^{1} \frac{b^2(\phi_1)}{c^2} d\tau + c_1 \right). \]  
(3.13)

Noting that \( \mu_{\mathcal{B}}(\bar{K}_T(0, \delta)) \leq \mu_{\mathcal{B}}(\bar{K}_T(0, \delta)) \), now we have
\[ \sup_{\psi \in C_0[0,T]} \mu_{\mathcal{H}}(\bar{K}_T(\psi, \delta)) \geq k_0 \exp \left\{ -\frac{k_1}{T} - k_2 T + \ln(\mu_{\mathcal{B}}(\bar{K}_T(0, \delta))) \right\}. \]  
(3.14)

3.3. Estimation of the most probable transition time

We now summarise the estimation on the most probable transition time in the following theorem.

**Theorem 3.3.1 (Upper and lower bounds of the most probable transition time).**

For the stochastic dynamical system (2.1) with two distinct metastable states \( x_0 \) and \( x_f \). Suppose that \( D \) is a bounded connected transition region with \( C^{2,\gamma} \) boundary, and the drift \( b \) is of
Then for every \( \delta > 0 \) with \( 0 < \delta < |x_f - x_0| \), there exist strictly positive upper and lower bounds for the most probable transition time \( T_{x_0 \to x_f}^\delta \).

**Proof.** We derive the upper and lower bounds for the most probable transition time separately.

**Step 1: upper bound.**

Combining the upper and lower bounds in previous sections and for every positive constant \( \epsilon \), we have

\[
k_0 \exp \left\{ -\frac{k_1}{T} - k_2 T + \ln(\mu_B(K_T(0, \delta))) \right\} \leq \sup_{\psi \in C_0[0,T]} \mu_X(\bar{K}_T(\psi, \delta)) \leq \frac{\epsilon}{T},
\]

where the notation \( \leq \) means the inequality holds when \( T > t_\epsilon \) and \( \{ \phi_T \}_{T \geq 0} \) is the family of paths which have been introduced earlier. Define a function \( \Theta \) as

\[
\Theta(t) = k_0 \exp \left\{ -\frac{k_1}{T} - k_2 t + \ln(\mu_B(K_t(\psi, \delta))) \right\}.
\]

Recalling that the probability \( \mu_B(K_T(0, \delta)) \) decreases monotonically from 1 to 0, we know that there exist constants \( T_1^\delta \) and \( T_2^\delta \), with \( 0 < T_1^\delta \leq T_2^\delta < \infty \), such that \( \Theta(t) \) monotonically increases in \( [0, T_1^\delta) \) starting at 0, and monotonically decreases in \( [T_2^\delta, +\infty) \) tending to 0 as \( t \to \infty \). Thus the function \( \Theta(t) \) achieves its maximum value for some \( T' \in [T_1^\delta, T_2^\delta] \).

Define a function \( \Xi(t) \):

\[
\Xi(t) = \sup_{\psi \in C_0[0,T]} \mu_X(\bar{K}_t(\psi, \delta)).
\]

Since for every path \( \psi \in C_0[0,T] \), the probability \( \mu_X(\bar{K}_t(\psi, \delta)) \) is well defined (this has been introduced in subsection 2.1). Thus for each \( t \in [0, \infty) \), the function \( \Xi(t) \) is well defined and it is easy to see that \( 0 \leq \Xi(t) \leq 1 \).

Therefore

\[
\Theta(t) \leq \Xi(t) \leq \frac{\epsilon}{T}, \quad t \in [0, \infty).
\]

For a given constant \( \epsilon > 0 \), denote \( T^\star = \max\{ \frac{\epsilon}{\Xi(T)}, t_\epsilon \} \). Then for every \( t \in [T^\star, \infty) \), we have

\[
\Xi(t) \leq \Theta(T^\star) \leq \Xi(T^\star).
\]

Thus the function \( \Xi(t) \) achieves its maximum value in finite interval \([0, T^\star]\), and the upper bound \( T^\star \) for the MPTP is thus established.

**Step 2: lower bound.**

We now prove that the most probable transition time has a positive lower bound. Notice that \( |x_f - x_0| > \delta \) and the solution process \( X \) of (2.1) is almost surely continuous. If such a lower bound does not exist, then

\[
\sup_{T' \to 0} \sup_{\psi \in C_0[0,T]} P^{x_0}_t \{ \| X - \psi(\cdot) \|_F \leq \delta \}
\]

\[
= \lim_{T' \to 0} \sup_{\psi \in C_0[0,T]} P^{x_0}_t \{ \| X - \psi(\cdot) \|_F \leq \delta \}
\]

\[
\leq \lim_{T' \to 0} P^{x_0}_t \{ \| x_T - x_f \| \leq \delta \}
\]

\[
= 0.
\]
This contradicts the fact that the double supreme value is strictly positive. So the proof is complete.

Theorem 3.3.1 provides a rough range for the most probable transition time:

\[ 0 < \varrho \leq T_{w,x_0}^{0,\delta} \leq T^* < \infty. \]  

(3.21)

Figure 1 offers an intuitive representation of our idea. The left graph of figure 1 shows a schematic plot of the relationship (3.15). The right graph shows the minus logarithm form of the relationship.

### 3.4. Modified action functional for estimating the most probable transition time

In this subsection, we try to find the connection between the double optimization problems on the tube probability (1.6) and on the OM action functional \( S_{OM}^T(\psi) \). Based on this connection, we will present an estimation method for the most probable transition time, under additional assumptions. To achieve this we start with the framework and assumptions of [29].

We focus on a one dimensional gradient system with the drift term \( b(x) = -V'(x) \), for a potential energy \( V(x) \in C^3(\mathbb{R}) \), although some results can be readily extended to the non-gradient case. The path potential \( U(x) \) is given by

\[ U(x) = c^2V''(x) - \frac{1}{2}(V'(x))^2. \]  

(3.22)

Then \( U(x) \in C^1(\mathbb{R}) \) by the smoothness assumption on \( V \). Note that

\[
S_{OM}^T(\psi) = \int_0^T \left( \frac{1}{2}(\dot{\psi})^2 + V'(x)\dot{\psi} - U(\psi) \right) dt \\
= \int_0^T \left( \frac{1}{2}(\dot{\psi})^2 - U(\psi) \right) dt + V(x_f) - V(x_0). 
\]  

(3.23)

We make the following assumptions on the potentials \( V \) and \( U \).
Assumption 3.4.1.

(a) There exists a local minimizer \( x_m \) of \( V(x) \), such that \( V'(x_m) = 0 \), and \( V''(x_m) \) is strictly positive.

(b) The maximizers of \( U(x) \) are contained in a bounded domain.

(c) For every \( E \in \mathbb{R} \), the level set \( \mathcal{L}_E = \{ x \in \mathbb{R} | U(x) = E \} \) can be decomposed into a finite number of closed and connected subsets, i.e.

\[
\mathcal{L}_E = \bigcup_{k=1}^N B_k, \tag{3.24}
\]

where the subsets \( B_k \) are closed and connected, and (pair-wise disjoint) \( B_j \cap B_k = \emptyset \) if \( j \neq k \). The point \( x^* \in \mathbb{R} \) is called a critical point if

\[
\min_{y \in \mathbb{R}} U(y).
\tag{3.25}
\]

(d) The set of critical points, \( \Lambda \), is discrete and has no accumulation points.

(e) For given metastable states \( x_0, x_f \) and final time \( T \), the OM action functional \( S^\text{OM}_T(\psi) \) has a unique minimizer \( \psi_T \).

(f) For given metastable states \( x_0, x_f \) and final time \( T \), there exists a positive constant \( M = M(x_0, x_f) \) such that the minimizer \( \psi_T \) of the OM action functional \( S^\text{OM}_T(\psi) \) satisfies an integral condition, i.e., the ‘speed’ of the minimizing transition path has bounded integral or say the path has finite length:

\[
\int_0^T |\dot{\psi}_T| \, dt \leq M.
\]

Under assumption 3.4.1 the minimizer \( \psi_T \in C^2([0, T], x_0, x_f) \) and satisfies the following Euler–Lagrangian equation:

\[
\begin{cases}
\dddot{\psi}_T + U'(\psi_T) = 0, \\
\psi_T(0) = x_0, \quad \psi_T(T) = x_f.
\end{cases}
\tag{3.26}
\]

The proof of the smoothness of the minimizer can be found in [30]. It is a classical result that the energy of this Euler–Lagrangian equation is conserved along the path \( \psi_T \), i.e.

\[
\frac{1}{2}(\dot{\psi}_T)^2 + U(\psi_T) \equiv E, \quad t \in [0, T].
\tag{3.27}
\]

With assumption 3.4.1 the value \( E \) (or denoted by \( E(T) \)) is uniquely determined by the initial and terminal states \( x_0, x_f \) and the transition time \( T \). For fixed \( x_0 \) and \( x_f \), the value \( E \) is a function of \( T \) only. In this case, \( E \) and \( T \) are related by the equation

\[
T = \int_{\gamma(\psi_T)} \frac{|d\psi_T|}{\sqrt{2E - 2U(\psi_T))}}, \tag{3.28}
\]

where \( \gamma(\psi_T) \) is the graph of \( \psi_T \).

It was proved in proposition 3 of [29] that for every \( T > 0 \), there exists a \( t_c \in [0, T] \) such that

\[
U(\psi_T(t_c)) + \frac{|x_0 - x_f|^2}{2T^2} \leq E(T) \leq U(\psi_T(t_c)) + \frac{M^2}{2T^2}. \tag{3.29}
\]
As also shown in [29], \( \{ \psi_T \}_{T>0} \) is uniformly bounded. Since \( U(x) \) and \( U'(x) \) are continuous, \( \{ U(\psi_T) \}_{T>0} \) and \( \{ U'(\psi_T) \}_{T>0} \) are also uniformly bounded. Therefore, by further combining (3.26), (3.27) and (3.29), we have the following result.

**Theorem 3.4.1 (Uniform boundedness for the most probable transition path).**

(a) The velocity for the MPTP is uniformly bounded after a positive time: for every positive \( \varrho \), the set of ‘speed’ \( \{ \| \dot{\psi}_T \|_T \}_{T>\varrho} \) is uniformly bounded by a constant \( M_{1,\varrho} \).

(b) The acceleration for the MPTP is uniformly bounded: the set of magnitude for the acceleration \( \{ \| \ddot{\psi}_T \|_T \}_{T>0} \) is uniformly bounded by a constant \( M_{2} \).

Recalling the results from the previous section, we can further provide an exact lower bound of \( \sup_{\psi \in C[0,T]} \mu_X(\mathcal{K}_T(\psi, \varrho)) \) by introducing a family of paths \( \{ \phi_T \}_{T>0} \). We use the property that \( \{ \phi_T \}_{T>0} \) and \( \{ \dot{\phi}_T \}_{T>0} \) (in fact \( \dot{\phi}_T \equiv 0 \)) are uniformly bounded. Thus, according to theorems 3.3.1 and 3.4.1 we give a lower bound by replacing \( \{ \phi_T \}_{T>\varrho} \) by \( \{ \psi_T \}_{T>\varrho} \) for some \( \varrho > 0 \):

\[
\sup_{T>\varrho} \sup_{\psi \in C[0,T]} \mathbb{P}^{\mu_0} \left\{ \| X - \psi(\cdot) \|_T \leq \delta \right\} \\
= \sup_{T>\varrho} \sup_{\psi \in C[0,T]} \mathbb{P}^{\mu_0} \left\{ \| X - \psi(\cdot) \|_T \leq \delta \right\} \\
\geq \sup_{T>\varrho} \mathbb{P}^{\mu_0} \left\{ \| X - \psi_T(\cdot) \|_T \leq \delta \right\} \\
\geq \sup_{T>\varrho} \text{exp} \left\{ -M_{1,T} \right\} \\
\times \exp \left\{ -\frac{1}{c_2} S^0_T(\psi_T) - \bar{c}_1 T + \ln(\mu_{B}(\mathcal{K}_0,0,\varrho)) \right\}.
\]

where the coefficients \( \bar{c}_0, \bar{c}_1 \) can be determined in a similar way like \( c_0, c_1 \) in (A.13) and (3.10).

Recall from references [1, 14, 15, 26], the estimation of probability \( \mu_X(\mathcal{K}_T(\psi, \varrho)) \) is

\[
\mu_X(\mathcal{K}_T(\psi, \varrho)) \sim \exp \left\{ -\frac{1}{2} \int_0^T \left[ \frac{\left( \dot{\psi} - b(\psi) \right)^2}{c^2} + b'(\psi) \right] \mu_B(\mathcal{K}_0,0,\varrho) \right\} \mu_{s} T \psi_T(0,\varrho) \)

\[
\sim \frac{4}{\pi} \exp \left\{ -\frac{1}{2} \int_0^T \left[ \frac{\left( \dot{\psi} - b(\psi) \right)^2}{c^2} + b'(\psi) \right] \mu_{s} T \psi_T(0,\varrho) \right\} \delta \downarrow 0.
\]

This approximation has the similar form with the lower bound in (3.30). Note that \( \frac{4}{\pi} \exp \left\{ -\frac{1}{2} S^0_T(\psi_T) \right\} \) is the first term of the infinite series representation of the probability \( \mu_{s} (K_T(0,\varrho)) \) in (2.7).

Moreover, for a fixed constant \( \varrho > 0 \) and when \( T > \varrho \), we have

\[
S^0_T(\psi_T) = \int_0^T \left( \frac{1}{2} \dot{\psi}_T^2 - U(\psi_T) \right) dt + V(x_f) - V(x_0)
\]

\[
= \int_0^T \dot{\psi}_T^2 dt + V(x_f) - V(x_0) - E(T) T.
\]

It was proved in lemma 2 of [29] that

\[
\lim_{T \to +\infty} E(T) > 0.
\]
Hence, if
\[
\frac{\pi^2 c^4}{8\delta^2} > \limsup_{T\to+\infty} E(T),
\] (3.34)
then for each \( \epsilon > 0 \) and when \( T \) is large enough we have
\[
\sup_{v \in C_{0}[0,T]} \frac{4}{\pi} \exp \left\{ -\frac{1}{c^2} S_{T}^{OM}(\psi) - \frac{\pi^2 c^2 T}{8\delta^2} \right\} = \frac{4}{\pi} \exp \left\{ -\frac{1}{c^2} S_{\psi}^{OM}(\psi) - \frac{\pi^2 c^2 T}{8\delta^2} \right\} \leq \epsilon. \] (3.35)
and the following inequality holds for every \( T > 0 \):
\[
k_0 \exp \left\{ -\frac{k_1}{T} - k_2 T + \ln(\mu_{B}(K_{T}(0, \delta))) \right\} \leq \frac{4}{\pi} \exp \left\{ -\frac{1}{c^2} S_{T}^{OM}(\psi) - \frac{\pi^2 c^2 T}{8\delta^2} \right\} \leq \sup_{v \in C_{0}[0,T]} \frac{4}{\pi} \exp \left\{ -\frac{1}{c^2} S_{T}^{OM}(\psi) - \frac{\pi^2 c^2 T}{8\delta^2} \right\}. \] (3.36)
That is
\[
k_0 \exp \left\{ -\frac{k_1}{T} - k_2 T \right\} \mu_{B}(K_{T}(0, \delta)) \leq \sup_{v \in C_{0}[0,T]} \frac{4}{\pi} \exp \left\{ -\frac{1}{c^2} S_{T}^{OM}(\psi) - \frac{\pi^2 c^2 T}{8\delta^2} \right\} \leq \epsilon. \] (3.37)
This inspires us to use the estimation (3.31) to approximately calculate the probability of the solution process \( X \) staying in the neighbourhood of a transition path (although this estimate is quite rough for a fixed \( \delta \)):
\[
P^{\alpha_{0}} \{ \|X - \psi(\cdot)\| \leq \delta \} \approx \frac{4}{\pi} \exp \left\{ -\frac{1}{2} \int_{0}^{T} \left[ \frac{(\dot{\psi} - b(\psi))^2}{c^2} + b'(\psi) \right] \, dt - \frac{\pi^2 c^2 T}{8\delta^2} \right\}. \] (3.38)
We now use it to find the most probable transition time. Define a modified Lagrangian functional \( (L_{mOM}) \) by
\[
L_{mOM}(\psi) := \frac{1}{2} \left[ (\dot{\psi} - b(\psi))^2 + c^2 b'(\psi) + \frac{\pi^2 c^4}{4\delta^2} \right]
\] (3.39)
and the corresponding modified action functional is
\[
S_{T}^{mOM}(\psi) = \frac{1}{2} \int_{0}^{T} \left[ (\dot{\psi} - b(\psi))^2 + c^2 b'(\psi) + \frac{\pi^2 c^4}{4\delta^2} \right] \, dt. \] (3.40)
Thus the double optimization problem on the tube probability (1.6) in this case is approximately equivalent to the following double optimization problem on the modified OM action functional
\[
\inf_{T > 0} \inf_{v \in C_{0}[0,T]} S_{T}^{mOM}(\psi). \] (3.41)
Remark 3.1. We should notice that the original OM action functional comes from the path density functions, while the modified OM action functional is derived from the estimation of the probability that the diffusion process stays in a tube surrounding the transition path.

Remark 3.2. The condition (3.34) is indeed valid for some noise intensity $c$ and tube size $\delta$. This is shown as follows.

Recall the inequalities (3.29):

$$U(\psi_T(t_\epsilon)) + \frac{|x_0 - x_f|^2}{2T^2} \leq E(T) \leq U(\psi_T(t_\epsilon)) + \frac{M^2}{2T^2},$$

thus

$$E(T) \leq c^2 V''(\psi_T(t_\epsilon)) - \frac{1}{2}(V'(\psi_T(t_\epsilon)))^2 + \frac{M^2}{2T^2}.$$  \hspace{1cm} (3.43)

Since $\{\psi_T\}_{T>0}$ are uniformly bounded and the potential $V(x)$ is smooth enough, thus when $T$ is large enough, there exist some $c$ and $\delta$ such that

$$E(T) \leq c^2 V''(\psi_T(t_\epsilon)) - \frac{1}{2}(V'(\psi_T(t_\epsilon)))^2 + \frac{M^2}{2T^2} < \frac{\pi^2c^4}{8\delta^2}.$$  \hspace{1cm} (3.44)

Furthermore we have

$$\inf_{T>0} \inf_{\psi \in \bar{C}[0,T]} S_{T}^{\text{SMOM}}(\psi) = \inf_{T>0} S_{T}^{\text{OM}}(\psi_T) = \inf_{T>0} \left( S_{T}^{\text{OM}}(\psi_T) + \frac{\pi^2c^4T}{8\delta^2} \right),$$

and

$$\frac{d}{dT} \left( S_{T}^{\text{OM}}(\psi_T) + \frac{\pi^2c^4T}{8\delta^2} \right) = \frac{dS_{T}^{\text{SMOM}}(\psi_T)}{dT} + \frac{\pi^2c^4}{8\delta^2} = -E(T) + \frac{\pi^2c^4}{8\delta^2}.$$  \hspace{1cm} (3.46)

Here the relation $\frac{dS_{T}^{\text{OM}}(\psi_T)}{dT} = -E(T)$ is a classical result in Hamilton–Jacobi theory whose proof can be found in [29, 30]. Thus if $E(T)$ is monotonic, then $T^{\text{opt}}_{\text{MPTP}} = E^{-1}(\frac{\pi^2c^4}{8\delta^2})$. This implies that the global MPTP roughly lies on the energy shell $E = \frac{\pi^2c^4}{8\delta^2}$ in phase space.

4. Examples

In this section we present two examples to illustrate our results.

Example 1. One-dimensional Brownian motion

Consider a scalar SDE without drift:

$$dX_t = c \, dB_t, \quad 0 \leq t \leq T,$$

where $c$ is a positive constant. The modified Lagrange function is

$$L^{\text{mOM}}(\dot{\psi}, \psi) = \frac{1}{2}(\dot{\psi})^2 + \frac{\pi^2c^4}{8\delta^2}.$$  \hspace{1cm} (4.2)

and the modified OM action functional is

$$S_{T}^{\text{mOM}}(\psi_T) = \left( \frac{x_f - x_0}{T} \right)^2 + \frac{\pi^2c^4T}{8\delta^2}.$$  \hspace{1cm} (4.3)
Figure 2. Top: sample paths of a Brownian motion. Middle: sample paths of the stochastic double well system (4.5). Bottom: the solutions of the Euler–Lagrange equations (4.9) (finite noise) and (4.10) (vanishing noise) for the stochastic double well system by a shooting method, with $x_0 = -1, x_f = 1$ and $T = 10$.

So by minimizing this functional (setting its first derivative with respect to time $T$ to be zero), we obtain the estimation for the most probable transition time $T_d^{\delta}$

$$T_d^{\delta} = \frac{2\delta |x_f - x_0|}{\pi c^2}. \quad (4.4)$$

Example 2. A stochastic double well system

Consider a nonlinear scalar SDE:

$$dX_t = (X_t - X_t^3)dt + c dB_t, \quad (4.5)$$

with $c$ is a positive constant (without loss of generality we set $c = 1$). The corresponding undisturbed system has three equilibrium points: $-1, 0, 1$ (we know that $-1$ and $1$ are stable equilibrium points, and $0$ is an unstable equilibrium point). In figure 2, the middle graph
Figure 3. Two sample transition paths of the stochastic double well system (4.5). Black: the transition time of sample path 1 is 0.429 and the tube size is \( \delta = 0.46 \); blue: the transition time of sample path 2 is 1.449 and the tube size is \( \delta = 1.21 \).

shows two sample paths of system (4.5) with initial position \( x_0 = -1 \). The top graph of figure 2 shows two sample paths of Brownian motion staring at 0 as a contrast. From the comparison of these two graphs it is easy to see the difference of the behaviour of a diffusion process with different drift terms. The diffusion process (4.5) fluctuates between two metastable states \(-1\) and \(1\). In figure 3, there are two sample transition paths of this stochastic double well system. The red and yellow curves are the corresponding MPTPs, and the dash curves are the boundaries of the transition tube.

The corresponding modified Lagrangian \( L^{mOM} \) is

\[
L^{mOM}(\dot{\psi}, \psi) = \frac{1}{2} \left[ (\dot{\psi} - \psi + \psi^3)^2 + c^2(1 - 3\psi^2) + \frac{\pi^2 c^4}{4\delta^2} \right],
\]

(4.6)

and the modified OM action functional is

\[
S^{mOM}_T(\psi) = \frac{1}{2} \int_0^T \left[ (\dot{\psi} - \psi + \psi^3)^2 + c^2(1 - 3\psi^2) + \frac{\pi^2 c^4}{4\delta^2} \right] ds.
\]

(4.7)

We use Euler method to generate sample solution paths with time step size \( \Delta t = 10^{-4} \). To solve the optimization problem, we assume that the minimizer is twice differentiable and thus we obtain the Euler–Lagrange equation:

\[
\frac{d}{dr} \frac{\partial L^{mOM}(\dot{\psi}, \psi)}{\partial \dot{\psi}} = \frac{\partial L^{mOM}(\dot{\psi}, \psi)}{\partial \psi}.
\]

(4.8)
Hence the optimization problem turns into a second order ordinary differential equation with two boundary values, which can be solved numerically by a shooting method:

$$\begin{cases} \dddot{\psi} = b'(\psi)b(\psi) + \frac{c^2}{2}b''(\psi), \\ \psi(0) = x_0, \quad \psi(T) = x_f. \end{cases}$$

(4.9)

As a contrast, the FW Lagrangian is $L_{\text{FW}}(\dot{\psi}, \psi) = \frac{1}{2}(\dot{\psi}^2 + \psi^3)$ (which will be introduced in next section 5.3), thus the Euler–Lagrangian equation for this double well system with vanishing noise is

$$\begin{cases} \ddot{\psi} = b'(\psi)b(\psi), \\ \psi(0) = x_0, \quad \psi(T) = x_f. \end{cases}$$

(4.10)

We should note that the Euler–Lagrangian equation determines the local minimizer. That is the Euler–Lagrangian equation is a necessary but not sufficient description for the MPTP. A shortcoming of the shooting method is restricted by the selection of the initial iteration parameter (see [31]). In [31], a machine learning framework of the shooting method was developed to overcome this shortcoming. The bottom graph of figure 2 shows the numerical solutions of these two Euler–Lagrangian equations (4.9) and (4.10) calculated by a shooting method with $T = 10$. This graph shows an interesting difference between the two cases: the solution of (4.9) exhibits three forward and two backward transitions but the solution of (4.10) has only one transition. This difference seems indicates that the transition occurs in relative short time interval (or say transition is more easy to occur) for the stochastic dynamical systems with non-vanishing noise.

In this example, we focus on the tube sizes that smaller than 1. Since the domain $B_{\delta}(x_f)$ only contains one equilibrium point of the undisturbed system when $\delta < 1$. And from the subsection 3.4 we know that our estimations for the most probable transition time make no sense when the tube size $\delta$ is too large. Figure 4 shows the graphs of $S_p^{\text{OM}}(\psi_T)$, Figure 5 shows the MPTPs for different tube sizes $\delta$ and transition time $T$. It indicates that for tube sizes smaller than 1, the estimation of most probable transition time is bounded by 1.5. So we restrict our attention in relative short time interval $[0, 1.5]$ and the first transition behaviour. The paths in
Figure 5. The ‘MPTPs’ with different transition time calculated by shooting method.

Figure 6. The transition times and tube sizes of 3135 transition paths.

figure 5 are uniformly bounded in domain $[-1, 1]$, so in this example we use modified action functional to characterize the transition behaviour. The numerical result of the most probable transition times $T^D_{s_i s_j}$ for different $\delta$ is obtained which are shown in figure 6 in red spots.

Furthermore, we simulated 30000 sample paths starting at $-1$ and there are 3135 transition paths (the first transition occurred before time 1.5). For every transition path we recorded its transition time $T$ and calculated its corresponding MPTP and tube size $\delta$ (i.e. this transition path can be contained in the tube of this MPTP with this tube size). All the pairs $(T, \delta)$ were draw in figure 6 by blue stars. The yellow squares are the mean values of the tube sizes. We separated the time interval $[0, 1.5]$ into subintervals $[0, 0.25), [0.25, 0.3), [0.3, 0.35), [0.35, 0.4), \ldots, [1.45, 1.5]$ and calculated the mean tube size values in every subinterval. As shown in figure 6, this numerical simulation shows that our results characterize the transition behaviour.

5. Discussion

We now summarize our work and highlight the differences with relevant works.

5.1. Our contribution

Under some mild assumptions, we have estimated the most probable transition time between metastable states, for stochastic dynamical systems with non-vanishing Brownian noise. The
problem is represented by a double optimization on the probability that sample paths staying in a tube surrounding the most probable transition pathway. We have provided estimates for the most probable transition time.

In our framework, we have adopted the original idea of OM framework [3], using the concept of tubes surrounding the transition path to study the transition time. Instead of letting the tube size $\delta$ tending to 0, we require this tube size $\delta$ to be a positive constant. This promises the double optimization problem is well-defined. Since when $\delta \to 0$ all tube probabilities are 0. This requirement makes sense as the noise intensity is non-vanishing, which is different from the case in Freidlin–Wentzell’s (FW) large deviation theory [32, 33].

Our estimate can be extended to higher dimensional systems. Similarly, lemma 2.2.1 shows that the probability that the solution process stays in the tube of a transition path has a power decay law upper bound. It is similar to the one-dimensional case that the most probable transition time has upper and lower bounds. The probability of the solution process staying in the tube of a transition path can be computed approximately in higher dimensional case:

$$\mathbb{P}^x \{ \| X - \psi(\cdot) \|_T \leq \delta \} \approx \exp \left( -\frac{S^{OM}(\psi)}{\epsilon^2} \right) \cdot \mathbb{P}^x \{ \| B^c - x_0 \|_T \leq \delta \}, \quad \delta \downarrow 0. \quad (5.1)$$

The probability $\mathbb{P}^x \{ \| B^c - x_0 \|_T \leq \delta \}$ monotonically decreases in $T$. So we could define a modified OM action functional, if we have an appropriate analytical estimation for the probability $\mathbb{P}^x \{ \| B^c - x_0 \|_T \leq \delta \}$.

There are some works related to the heuristic discussions and measurements of transition time. These include the transition time distribution [34–37] and the expected transition time under small noise intensity [38].

5.2. The difference between double optimizations of tube probability and of OM action functional

A double optimization problem on the OM action functional was investigated in [29]:

$$\inf_{T > 0} \inf_{\psi \in \bar{C}[0,T]} S^{OM}_T(\psi), \quad (5.2)$$

where $\bar{C}[0, T]$ denotes the space of all absolutely continuous functions $g : [0, T] \to D$ such that $g(0) = x_0$ and $g(T) = x_f$. This problem aims to study the property of the OM action functional. Although [29] and we focus on the same stochastic dynamical systems, our result is different. Du et al [29] focused on the OM action functional in the $\delta \to 0$ scaling, and the effect of the probability $\mu_{B^c}(\text{KL}(0, \delta))$ is ignored when $T$ varies.

When transition time $T$ is fixed, the MPTP is determined by the OM functional, $S^{OM}_T$ (finite noise cases) or the FW function (vanishing noise cases). Note that the OM functional was derived from Radon–Nikodym derivative of two measures by Girsanov theorem [1, 14, 15, 26]. Thus $\exp(-S^{OM}_T)$ can be considered as the path densities in path space. However when the transition time $T$ varies, the associate path spaces are different, so we avoid minimizing OM function in $T$ directly and minimize the probabilities of the transition tubes. Since the comparisons between probabilities make sense when $T$ varies. This is one of our motivations to study the double optimization problem (1.6).

Under the setting in [29] (see the assumption 3.4.1), the OM functional is unbounded from below (proposition 3 in [29]):

$$\inf_{T > 0} \inf_{\psi \in \bar{C}[0,T]} S^{OM}_T(\psi) = \lim_{T \to +\infty} \inf_{\psi \in \bar{C}[0,T]} S^{OM}_T(\psi) = -\infty. \quad (5.3)$$
However the assumption 3.4.1-(f) assumes that all the MPTPs \( \{\psi_T\}_{T>0} \) have uniform finite length. Thus they can be contained in a bounded domain \( D \). As shown in section 3, we know that the probabilities of the diffusion process \( X \) stays in the \( \delta \)-neighbourhoods of these MPTPs tend to 0 when \( T \) tends to infinity. Thus our results emphasize that for stochastic dynamical systems with non-vanishing noise, the transition time problem should also focus on finite time cases.

In the estimation (3.31), it can be seen that the OM action functional term characterizes the geometrical features of a transition path, while the term \( \mu_{Bc}(K_T(0, \delta)) \) characterizes the diffusion ability of the path. So for a stochastic system with non-vanishing Brownian noise, the MPTP and the most probable transition time are supposed to be determined by these two terms (in the original OM context). Although [29] ignored the effect of \( \mu_{Bc}(K_T(0, \delta)) \), it provides valuable insights on the OM action functional.

5.3. The difference between our work and the large deviation theory

Transition phenomena have been treated in the large deviation theory (i.e., under sufficiently small noise). The large deviation theory focuses on the following system [32]:

\[
dX_t^\varepsilon = b(X_t^\varepsilon)dt + \sqrt{\varepsilon} dB_t, \quad t \geq 0, \quad X_0^\varepsilon = x_0 \in \mathbb{R}^k, \quad (5.4)
\]

where \( \varepsilon \to 0 \). The FW action functional \( S_{FW}^T(\psi) \) is

\[
S_{FW}^T(\psi) = \int_0^T L_{FW}(\dot{\psi}, \psi)dt,
\]

if \( \psi \in C(0, T) \) is absolutely continuous and the integral converges, otherwise denote that \( S_{FW}^T(\psi) = \infty \). Here the Lagrangian \( L_{FW}(x, y) \) is given by

\[
L_{FW}(x, y) = \langle y - b(x), y - b(x) \rangle.
\]

When the transition time was considered as a factor in transition phenomena, the quasi-potential in [33] was defined as

\[
V(x_0, x_f) = \inf_{T>0, \psi \in C[0, T]} \inf_{\psi \in \bar{C}[0, T]} S_{FW}^T(\psi),
\]

which is used to find the ‘global’ MPTP and the corresponding most probable transition time. The large derivation theory asserts that, for \( \delta \) and \( \varepsilon \) sufficiently small,

\[
P_{x_0}^\varepsilon \left\{ \sup_{0 \leq t \leq T} |X_t^\varepsilon - \psi(t)| \leq \delta \right\} \approx \exp \left( -\varepsilon^{-1} S_{FW}^T(\psi) \right).
\]

It was shown in [33] that the most probable transition time between two metastable states of system (5.4) is infinite. Since the noise intensity \( \sqrt{\varepsilon} \) tends to 0, the behaviour of the system is closely influenced by that of the deterministic system. Hence the transition between two distinct metastable states needs infinite time to make it happen most likely.

The modified OM functional in this small noise case is

\[
\lim_{c \to 0} S_{cOM}^T(\psi) = \lim_{c \to 0} \frac{1}{2} \int_0^T \left[ (\dot{\psi} - b(\psi))^2 + c^2 b'(\psi) + \frac{\pi^2 c^4}{4 \delta^2} \right] dt = S_{FW}^T(\psi).
\]

(5.9)
In particular, the estimation of the most probable transition time \( T_{x_0 \to x_f} \) for example 1 in section 4 is thus

\[
T_{x_0 \to x_f}^{D, \delta} = \frac{2\delta |x_f - x_0|}{\pi c^2}.
\]  

(5.10)

When \( c \to 0 \) then \( T_{x_0 \to x_f}^{D, \delta} \to \infty \) for every \( \delta > 0 \). This result is consistent with the large deviation theory.
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Appendix A

A.1. Non-exit probability for scalar Brownian motions

Define \( G = \{ x \in \mathbb{R} | |x| < 1 \} \) and \( \tau_{c}^{0}(B_{t}^{c}) = \inf \{ t | B_{t}^{c} \notin G, B_{0}^{c} = x \in G \} \). Then \( u(t,x) = E^{x}[f(B_{t}^{c}) | \tau_{c}^{0}(B_{t}^{c}) > t] \), \( x \in G, t > 0 \), is the solution of the initial value problem

\[
\begin{cases}
\frac{\partial u}{\partial t} = \frac{1}{2} c^2 \Delta u, & u \in G, \\
|u|_{G} = 0, & u|_{t=0} = f.
\end{cases}
\]  

(A.1)

Consequently

\[
u(t,x) = \sum_{n=1}^{\infty} e^{-\lambda_n t} \phi_n(x) \int_{G} \phi_n(y) f(y) dy,
\]  

(A.2)

where \( 0 < \lambda_0 < \lambda_1 \leq \lambda_2 \leq \cdots \) are eigenvalues and \( \{ \phi_n(x) \} \) are corresponding eigenfunctions of the eigenvalue problem

\[
\begin{cases}
\frac{1}{2} c^2 \triangle \phi + \lambda \phi = 0 & \text{in } G, \\
\phi|_{G} = 0.
\end{cases}
\]  

(A.3)

The eigenfunctions (which need to be nonzero) are \( \{ \sin(m \pi x) \}_{m=1}^{\infty} \) and \( \{ \cos(\frac{1}{2} m \pi x) \}_{m=0}^{\infty} \), with the corresponding eigenvalues

\[
\begin{align}
\left\{ \frac{m \pi^2}{2} c^2 \right\}_{m=1}^{\infty}, & \quad \left\{ \frac{(m + \frac{1}{2}) \pi^2}{2} c^2 \right\}_{m=0}^{\infty}.
\end{align}
\]

The set of normalized eigenfunctions form an orthonormal basis for the Hilbert space \( \mathcal{H} = L^2(-1, 1) \).

In particular,

\[
\mu_{B}(K_{T}(0, \delta)) = \mathbb{P}_{0}(\|B_{T}^{c} - 0\| < \delta)
\]

\[
= \sum_{n=0}^{\infty} e^{-\lambda_n T/\delta^2} \phi_n(0) \int_{G} \phi_n(y) dy
\]
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\[
\sum_{n=0}^{\infty} \frac{(-1)^n 4}{(2n+1)\pi} \exp \left\{ -\frac{(2n+1)^2\pi^2 c^2 T}{8\delta^2} \right\}.
\]

(A.4)

### A.2. The Wiener measure of a closed tube set

We start with the following lemma.

**Lemma A.2.1 (Approximation on cylinder sets for the measure \( \mu_X \) of a closed tube).** For a fixed transition time \( T \), a smooth path \( \psi \in C([0, T], x_0) \) and a tube size \( \delta \), there exists a sequence of sets \( \{J_n\}_{n=1}^{\infty} \) in the field \( I \), such that

\[
\mu_X(K_T(\psi, \delta)) = \lim_{n\to\infty} \mathbb{P}^\delta(J_n).
\]

(A.5)

**Proof.** Let \( Q \) be the countable set of rational numbers in \( \mathbb{R} \). So for a fixed transition time \( T > 0 \), the set \( Q \cap [0, T] \) is also countable. Define

\[
Q \cap [0, T] = \{q_0, q_1, \ldots, q_n, \ldots\}.
\]

(A.6)

If \( T \) is a rational number, we switch the positions of 0 and \( T \) with the ones of \( q_0 \) and \( q_1 \) respectively and still represent the sequence as \( \{q_0 = 0, q_1 = T, q_2, \ldots, q_n, \ldots\} \). If \( T \) is an irrational number we switch the position of 0 with the one of \( q_0 \) and add \( T \) into the sequence and denote the sequence as the same representation \( \{q_0 = 0, q_1 = T, q_2, \ldots, q_n, \ldots\} \).

Introduce the subsets

\[
O_n = \{q_0, q_1, \ldots, q_n\}, J_n = \{X \in C([0, T], x_0) | |X_q - \psi(q)| \leq \delta, \ \forall \ q \in O_n \} \subset I.
\]

(A.7)

Note that \( \{J_n\}_{n=1}^{\infty} \) is a decreasing sequence. Recall that the solution process of (2.1) is almost surely continuous. So

\[
\mu_X(K_T(\psi, \delta)) = \mathbb{P}^\delta(\{w \in \Omega | \sup_{t \in [0, T]} |X_t(w) - \psi(t)| \leq \delta\})
\]

\[
= \mathbb{P}^\delta(\{w \in \Omega | \sup_{t \in Q \cap [0, T]} |X_t(w) - \psi(t)| \leq \delta\})
\]

\[
= \mathbb{P}^\delta(\cap_{n=1}^{\infty} J_n)
\]

\[
= \lim_{n \to \infty} \mathbb{P}^\delta(J_n).
\]

(A.8)

This completes the proof of this lemma.

For simplicity we demonstrate the calculation in one dimensional case. Now we discretize \( X_t \) of (2.1) in the following way:

\[
\begin{cases}
X_i - X_{i-1} = [\kappa b(X_i) + (1 - \kappa)b(X_{i-1})] \Delta t + \epsilon(B_i - B_{i-1}), i = 1, \ldots, n, \\
X_0 = x_0,
\end{cases}
\]

(A.9)

For simplicity we consider the following discretized version which has the same distribution of (A.9):

\[
\begin{cases}
X_i - X_{i-1} = [\kappa b(X_i) + (1 - \kappa)b(X_{i-1})] \Delta t + B_i - B_{i-1}, i = 0, 1, \ldots, n, \\
X_0 = x_0,
\end{cases}
\]

(A.10)
where \((B'_t(u) - B'_t(w)) \sim N(0, c^2(t-s))\) and the time partition is \(\Pi_n\): \(0 = t_0 < t_1 = \ldots < t_n = T\) and \(\kappa \in (0,1]\). For every \(\psi \in C^2_T[0, T] := \{\psi \in C^2_T[0, T]|\psi\) has all continuous derivatives of order no more than 2\}, and using lemma A.2.1, the probability \(\mu_{\kappa}(\mathcal{K}_T(\psi, \delta))\) is calculated in the following way (for every \(O_n\) in lemma A.2.1, we reorder the elements of \(O_n\) from small to large and use the new sequence for the time partition \(\Pi_n\)):

\[
\mu_{\kappa}(\mathcal{K}_T(\psi, \delta)) = \mu_{\kappa}(\sup_{t \in [0, T]} |X_t - \psi_t| \leq \delta)
\]

\[
= \lim_{n \to \infty} \mathcal{D}_n(w)[X_{t_0}, X_{t_1}, \ldots, X_{t_n}] \in \mathcal{I}_n)
\]

\[
= \lim_{n \to \infty} \int \mathcal{D}_n \mathcal{B}_x \exp \left\{ -\frac{1}{2} \sum_{i=1}^n \left( \frac{(B'_i - B'_{i-1})^2}{c^2 \Delta t} \right) \right\}
\]

\[
\approx \lim_{n \to \infty} \int \mathcal{D}_n \mathcal{B}_x \exp \left\{ -\frac{1}{2} \sum_{i=1}^n \left( \frac{(x_i - x_{i-1} - \kappa b(x_i + \psi_i) \Delta t)^2}{2c^2 \Delta t} \right) \right\}
\cdot \prod_{i=1}^n \left( 1 + \kappa b(x_i) \Delta t \right)
\]

\[
= \lim_{n \to \infty} \int \mathcal{D}_n \mathcal{B}_x \prod_{i=1}^n \left( 1 + \kappa b(y_i + \psi_i) \Delta t \right)
\cdot \exp \left\{ -\frac{1}{2} \sum_{i=1}^n \left[ \frac{(y_i - y_{i-1} + \psi_i - \psi_{i-1} - \kappa b(y_i + \psi_i) + (1 - \kappa) b(y_{i-1} + \psi_{i-1}) \Delta t)^2}{c^2 \Delta t} \right] \right\}
\]

\[
= \int_{y \leq \delta} \mathcal{D}_n \mathcal{Y}_x \exp \left\{ -\frac{1}{2} \int_0^T \left[ \frac{(y + \psi - b(y + \psi))^2}{c^2} + 2 \kappa b'(y + \psi) \right] \right\}
\]

\[
= \int_{y \leq \delta} \mathcal{D}_n \mathcal{Y}_x \exp \left\{ \frac{U(y + \psi)|y < \delta|}{c^2} - \frac{1}{2} \int_0^T \left[ \frac{y^2 + 2y\psi + \psi^2 + b^2(y + \psi)}{c^2} + 2 \kappa b'(y + \psi) \right] \right\}
\]

\[
= \exp \left\{ \frac{1}{2} \int_0^T \left[ (\psi - b(\psi))^2 + 2 \kappa \bar{b}'(\psi) \right] \right\} \int_{y < \delta} \mathcal{D}_n \mathcal{Y}_x \exp \left\{ \frac{U(y(T) + \psi)}{c^2} - \frac{1}{2} \int_0^T \left[ \frac{y^2 + 2y\psi + \psi^2 + b^2(y + \psi)}{c^2} + 2 \kappa b'(y + \psi) \right] \right\} \),
\]

where \(\mathcal{I}_n = [\psi_0 - \delta, \psi_0 + \delta] \times [\psi_1 - \delta, \psi_1 + \delta] \times \cdots \times [\psi_n - \delta, \psi_n + \delta]\) and \(\mathcal{D}_n \mathcal{B}_x = \prod_{i=1}^n \frac{d\mathcal{B}_x}{\sqrt{2c^2 \Delta t}}, \mathcal{D}_n \mathcal{Y}_x = \lim_{n \to \infty} \prod_{i=1}^n \frac{d\mathcal{Y}_x}{\sqrt{2c^2 \Delta t}}\) (the notation \(\mathcal{D}_n \mathcal{B}_x\) and \(\mathcal{D}_n \mathcal{Y}_x\) are defined in a similar way) and \(U(x) = \int_0^x b(y) dy\).

**Remark 1.** In (A.11) we have used the results of the path integral method for more mathematical details, such as the existence of the limitation and the links between discrete approximation and continuous functions, see [40].
For a path $\psi \in C_D([0, T])$, denote that

\[
\gamma(\psi, \delta) := \bigcup_{t \in [0, T]} \{ x \in \mathbb{R} \mid |x - \psi(t)| < \delta \} \subseteq \mathbb{R},
\]

\[
h_0 := \sup_{|x - x_f| < \delta} |\mathcal{U}(x) - \mathcal{U}(x_f)|,
\]

\[
h_1(\psi, \delta) := \sup_{x \in \gamma(\psi, \delta)} |b(x)b'(x)|,
\]

\[
h_2(\psi, \delta) := \sup_{x \in \gamma(\psi, \delta)} |b''(x)|.
\]

(A.12)

Now we give the following estimations:

\[
\left| \int_0^T \dot{y} \psi \, dt \right| = \left| y(T)\dot{\psi}(T) - y(0)\dot{\psi}(0) - \int_0^T y\ddot{\psi} \, dt \right|
\]

\[
= \left| y(T)\dot{\psi}(T) - \int_0^T y\ddot{\psi} \, dt \right| \leq \|\ddot{\psi}\|_T \delta \delta + \|\ddot{\psi}\|_T \delta,
\]

\[
\left| \int_0^T b^2(y + \psi) - b^2(\psi) \, dt \right| = \lim_{n \to \infty} \sum_{i=1}^n \left| b^2(y_{i-1} + \psi_{i-1}) - b^2(\psi_{i-1}) \right| \Delta t
\]

\[
= \lim_{n \to \infty} \sum_{i=1}^n \left[ 2b(\theta^1_{i-1}y_{i-1} + \psi_{i-1}) \times b'(\theta^1_{i-1}y_{i-1} + \psi_{i-1}) \right] \Delta t
\]

\[
\leq \lim_{n \to \infty} \sum_{i=1}^n \left[ 2b(\theta^1_{i-1}y_{i-1} + \psi_{i-1}) \times b'(\theta^1_{i-1}y_{i-1} + \psi_{i-1}) \right] \Delta t
\]

\[
\leq 2h_1 \delta \lim_{n \to \infty} \sum_{i=1}^n \Delta t
\]

\[
= 2h_1 \delta T,
\]

(A.13)

\[
\left| \int_0^T b'(y + \psi) - b'(\psi) \, dt \right| = \lim_{n \to \infty} \sum_{i=1}^n \left| b'(y_{i-1} + \psi_{i-1}) - b'(\psi_{i-1}) \right| \Delta t
\]

\[
= \lim_{n \to \infty} \sum_{i=1}^n \left[ b''(\theta^2_{i-1}y_{i-1} + \psi_{i-1}) \left( y_{i-1} + \psi_{i-1} \right) \right] \Delta t
\]

\[
\leq \lim_{n \to \infty} \sum_{i=1}^n \left[ b''(\theta^2_{i-1}y_{i-1} + \psi_{i-1}) \left( y_{i-1} + \psi_{i-1} \right) \right] \Delta t
\]

\[
\leq h_2 \delta \lim_{n \to \infty} \sum_{i=1}^n \Delta t
\]

\[
= h_2 \delta T,
\]
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where \( \theta_i \in [0, 1] \) for \( j = 1, 2 \) and \( i = 1, 2, \ldots, n \), and we have used the well known mean value theorem.

Substituting the estimations (A.13) into (A.11), we obtain that

\[
\mu_X(K_T(\psi, \delta)) \geq \exp \left\{ -\frac{1}{c^2} \left[ \| \dot{\psi}(T) \| \delta + h_0 + \left( h_1 + \frac{1}{2} c^2 h_2 + \| \ddot{\psi} \| T \delta \right) \right] \right\} \cdot \exp \left\{ -\frac{1}{c^2} S_{OM}(\psi) \right\} \mu_{B^c}(K_T(0, \delta)),
\]

where \( S_{OM}(\psi) = \int_0^T L_{OM}(\psi, \dot{\psi}) dt = \int_0^T [\| \dot{\psi} - b(\psi) \| + 2 \kappa c^2 b'(\psi)] dt. \)

**Remark 2.** When \( \kappa = \frac{1}{2} \), the functional \( S_{OM}(\psi) \) is the OM action functional. The parameter \( \kappa \) sometimes plays an important role in studying the dynamical behaviour of stochastic systems. For example, to describe time-reversible dynamics, the effective action based on the symmetrical (Stratonovich’s, \( \kappa = \frac{1}{2} \)) interpretation is applied to the system with additive noise [4, 5]. In [39], an experiment on a Brownian particle near a wall suggests that the system favours the anti-Itô’s (\( \kappa = 1 \)) interpretation rather than the Stratonovich’s, to ensure the Boltzmann–Gibbs distribution for the final steady state.

Using the parameter \( \kappa = \frac{1}{2} \),

\[
\mu_X(K_T(\psi, \delta)) \geq \exp \left\{ -\frac{1}{c^2} \left[ \| \dot{\psi}(T) \| \delta + h_0 + \left( h_1 + \frac{1}{2} c^2 h_2 + \| \ddot{\psi} \| T \delta \right) \right] \right\} \cdot \exp \left\{ -\frac{1}{c^2} S_{OM}(\psi) \right\} \mu_{B^c}(K_T(0, \delta)).
\]

This coincides with the results in [1, 26]. For higher dimensional cases (\( k > 1 \)), we are able to obtain that

\[
\mu_X(K_T(\psi, \delta)) \geq \exp \left\{ -\frac{k}{c^2} \left[ \| \dot{\psi}(T) \| \delta + h_0 + \left( h_1 + \frac{1}{2} c^2 h_2 + \| \ddot{\psi} \| T \delta \right) \right] \right\} \cdot \exp \left\{ -\frac{1}{c^2} S_{OM}(\psi) \right\} \mu_{B^c}(K_T(0, \delta)).
\]

**A.3. Calculation of the lower bound**

\[
c_0 \exp \left\{ -\frac{1}{c^2} S_{OM}(\phi_T, \dot{\phi}_T) - c_1 T + \ln(\mu_{B^c}(\bar{K}_T(0, \delta))) - \frac{|x_f - x_0| \delta}{T c^2} \right\}
\]

\[
= c_0 \exp \left\{ -\frac{1}{2} \int_0^T \left[ \frac{(\dot{\phi}_T - b(\phi_T))^2}{c^2} + b'(\dot{\phi}_T) \right] dt - c_1 T \right.
\]

\[
+ \ln(\mu_{B^c}(K_T(0, \delta))) - \frac{|x_f - x_0| \delta}{T c^2} \right\}
\]

\[
= c_0 \exp \left\{ -\frac{1}{2} \int_0^T \left[ \frac{(\dot{\phi}_T - b(\phi_T))^2}{c^2} + b'(\dot{\phi}_T) \right] dt \right. \]
\[-c_1 T + \ln (\mu_B (K_T(0, \delta))) = \frac{|x_f - x_0| \delta}{T c^2}\]

\[
= c_0 \exp \left\{ -\frac{(x_f - x_0)^2}{2 T c^2} + \frac{(x_f - x_0)}{T c^2} \int_0^T b(\phi_T) dt \right. \\
- \frac{1}{2} \int_0^T \left[ \frac{b^2(\phi_T)}{c^2} + b'(\phi_T) \right] dt - c_1 T \\
+ \ln (\mu_B (K_T(0, \delta))) - \frac{|x_f - x_0| \delta}{T c^2} \right\}
\]

\[
= c_0 \exp \left\{ -\frac{(x_f - x_0)^2}{2 T c^2} + \frac{(x_f - x_0)}{c^2} \int_0^1 b(\phi_1) dt \\
- \frac{T}{2} \int_0^1 \left[ \frac{b^2(\phi_1)}{c^2} + b'(\phi_1) \right] dt - c_1 T \\
+ \ln (\mu_B (K_T(0, \delta))) - \frac{|x_f - x_0| \delta}{T c^2} \right\}
\]

\[
= c_0 \exp \left\{ -\frac{(x_f - x_0)^2}{2 T c^2} + \frac{(x_f - x_0)}{c^2} \int_0^1 b(\phi_1) dt \\
- \frac{1}{2} \int_0^1 \frac{b^2(\phi_1)}{c^2} dt - \left( \frac{1}{2} \int_0^1 b(\phi_1) dt + c_1 \right) T + \ln (\mu_B (K_T(0, \delta))) \right\}. \tag{A.17}
\]

Here we use the fact that

\[
\phi_T(t) = \phi_1 \left( \frac{t}{T} \right), \quad t \in [0, T], \tag{A.18}
\]

and

\[
\int_0^T b(\phi_T(t)) dt = T \int_0^1 b \left( \phi_1 \left( \frac{t}{T} \right) \right) d \frac{t}{T} = T \int_0^1 b(\phi_1(t)) dt. \tag{A.19}
\]
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