Multipattern Consensus Regions in Multiple Aligned Protein Sequences and Their Segmentation
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Decomposing a biological sequence into its functional regions is an important prerequisite to understand the molecule. Using the multiple alignments of the sequences, we evaluate a segmentation based on the type of statistical variation pattern from each of the aligned sites. To describe such a more general pattern, we introduce multipattern consensus regions as segmented regions based on conserved as well as interdependent patterns. Thus the proposed consensus region considers patterns that are statistically significant and extends a local neighborhood. To show its relevance in protein sequence analysis, a cancer suppressor gene called p53 is examined. The results show significant associations between the detected regions and tendency of mutations, location on the 3D structure, and cancer hereditable factors that can be inferred from human twin studies.
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1. INTRODUCTION

Decomposing a sequence into regions can be extremely important in understanding the functional characteristics of the biomolecule. Performing this using multiple alignments of the sequence family can dramatically improve the reliability of the interpretation, as well as capturing the overall property beyond the original sequence. Thus consensus sequence, or frequency pattern along a segment across multiple aligned sequences, provides a convenient characteristic to indicate a commonly observed, and likely an intrinsic property of the sequences. A well-known example is the TATA binding protein, a DNA sequence (consensus TATAAA) upstream of the transcription start site in the promoter region of many eukaryotic genes. In addition, the notion of consensus structure (see Chiu and Kolodziejczak [1], Chiu and Harauz, [2]), proposed in the early 1990’s, captures a different feature discovered from multiple aligned sequences. It confirms that a jointly inferred 2D, and even 3D structure, can be in some cases recovered from the aligned sequences, see Chiu and Harauz [2]. In these cases, the multiple aligned sequences can be treated as a sample observation of the sequence family. The detected pattern is analogous to an estimated overall feature of the biomolecules from the sequences. In this paper, we extend the notion further to propose multipattern consensus region that generalizes consensus sequence that has been found to be extremely useful in sequence analysis.

A multipattern consensus region is defined as a region segment given the multiple alignments of the sequences so that the segment is dominated by sites that are conserved or, in another instance, interdependent pattern characteristics. To define the patterns more rigorously, the patterns are detected based on statistical test of significance, rather than frequency count. Note that multipattern consensus region generalizes consensus sequence in that consensus sequence is a special case based on conservation patterns only. Because of the generalization, multipattern consensus regions can be more informative about the biomolecule, and allow analysis of these additional statistical properties as well. Previous studies have found various kinds of interdependent patterns in sequences to be very important in indicating the structural and functional characteristics of the molecule, see; Chiu and Harauz [2], Chiu and Liu [3]; Chiu and Wong [4]; Chiu and Lui [5]; and Greenblatt et al. [6].

There is another advantage in using statistical variation patterns in segmenting sequences into regions. One objective is to divide the aligned sequences into meaningful regions that have bearing on the functional characteristics of the biomolecule. However, which property is appropriate other than the original amino acid or nucleotide type may
not be known. Identifying statistically significant patterns that consider both conserved and interdependent properties may provide a higher-level indicator of the unknown property, beyond the original amino acid or nucleotide type. Furthermore, statistical variation patterns are not exact, and can tolerate errors and inaccuracies.

Even though the notion of consensus region is in principle applicable to DNA or RNA sequences, these applications have not been explored using aligned sequences, using algorithms such as that by Boys and Henderson [7] and Li et al. [8]. One problem is the availability of meaningful multiple alignments for DNA and RNA sequences. Another problem is the difficulty in aligning these sequences due to problems such as segment rearrangement, see Chiu and Rao [9]. It is also possible that these sequences may behave differently since each unit in the sequence has only 4 possible types of nucleotides, compared to the usual 20 types of amino acids in proteins. Therefore this paper only focuses on evaluating consensus regions in multiple aligned protein sequences.

This paper presents an outline of the segmentation algorithm (see Yan [10]) for multipattern consensus regions in aligned protein sequences, similar to Zhang [11], but applied to statistical variation patterns rather than the original amino acids. The segmentation algorithm analyzes the sequences after identifying the initial label of the statistical variation patterns for each aligned site. The optimization of the segmentation algorithm can be computationally explosive, see Zhang [11]. We use a heuristic segmentation algorithm and adopt a split-and-merge strategy to divide the aligned sequences into multipattern consensus regions.

In the experiments, we apply the algorithm to analyze a biomolecule known as p53, a cancer suppressor. The detected multipattern consensus regions are compared to its multipattern consensus regions. The segmentation algorithm analyzes the sequences after identifying the initial label of the statistical variation patterns for each aligned site. The optimization of the segmentation algorithm can be computationally explosive, see Zhang [11]. We use a heuristic segmentation algorithm and adopt a split-and-merge strategy to divide the aligned sequences into multipattern consensus regions.

In the experiments, we apply the algorithm to analyze a biomolecule known as p53, a cancer suppressor. The detected multipattern consensus regions are compared to its multipattern consensus regions. The segmentation algorithm analyzes the sequences after identifying the initial label of the statistical variation patterns for each aligned site. The optimization of the segmentation algorithm can be computationally explosive, see Zhang [11]. We use a heuristic segmentation algorithm and adopt a split-and-merge strategy to divide the aligned sequences into multipattern consensus regions.

In this paper, we propose a measure referred to as the compositional redundancy (see Wong et al. [14]; Shannon [15]; and Gatlin [16]), which is defined as

$$R^{(1)}(X_i) = \frac{\log L_i - H(X_i)}{\log L_i},$$

where $H(X_i)$ is the Shannon entropy function (see Shannon [15]) defined as

$$H(X_i) = -\sum_{p=1}^{L_i} P(X_i = a_{ip}) \log P(X_i = a_{ip}).$$

Note that $R^{(1)}(X_i) = 1$ when $H(X_i) = 0$, or that $X_i$ is invariant. $R^{(1)}(X_i) = 0$ when $H(X_i)$ is maximized, with $H(X_i) = \log L_i$, or the occurrences of each type of the outcome of $X_i$ are equiprobable. In other words, the higher the value of $R^{(1)}(X_i)$ is, the more conserved $X_i$ is.

It is important though to distinguish a significant measure of $R^{(1)}(X_i)$ from those that are due to random perturbation. Assuming a binary decision determined from a statistical test of significance, we evaluate $R^{(1)}(X_i)$ empirically from the observed data. $R^{(1)}(X_i)$ has an asymptotic chi-square property, and a criterion for testing deviation from
In the observed sequences can be used. This heuristic method based on a threshold can still provide some meaningful interpretation of the pattern type Wong et al. [14].

3.2. Measure of interdependent pattern

Interdependent pattern indicates that values of the variable outcomes are strongly and significantly associated with values of other variables, see Chiu and Lui [3, 5]; Chiu and Wong [4]. Evaluation is based on the interdependency between values rather than the interdependency between their corresponding variables. It is used allowing those values of a variable that are statistically random to be disregarded and consider only the interdependent values of the variable in the calculation. The formula is indicated below in the statistical evaluation.

To consider only those that are statistically significant rather than due to random perturbations, we use the following method, based on the adjusted residual, see Wong and Wang [17]. After we identify all the statistically significant joint outcomes, the detected interdependencies as calculated from the function $I(\cdot)$ are summed, see Chiu and Lui [3, 5]; Chiu and Wong [4]. Note that the calculation is not based on the corresponding variables, but summing the individual values that are interdependent.

Consider the joint outcome of $X_i = a_{ip}$ and one of some other outcomes, say $X_j = a_{jq}$. The total interdependency for $X_i$ at position $i$ is calculated by a function $FD’(X_i)$. It is expressed as the summation of interdependency of all the values with $X_i = a_{ip}$. It is defined as

$$FD’(X_i) = \sum_{p=1}^{L} S(X_i = a_{ip}).$$

(3)

The function $S(\cdot)$ is defined as

$$S(X_i = a_{ip}) = \sum_{j=1, j\neq i}^{L} \sum_{q=1}^{L_j} I(X_i = a_{ip}, X_j = a_{jq}).$$

(4)

assuming that $(X_i = a_{ip}, X_j = a_{jq})$ is statistically significant.

$S(\cdot)$ is the calculated interdependency of $a_{ip}$ (an outcome of the variable $X_i$ as defined at position $i$ on the aligned sequences) to the associated values in all other positions (as enumerated by the index $j$). It is formulated as the sum of the self-mutual information between the values, $(X_i = a_{ip}, X_j = a_{jq})$, provided that the interdependency calculated is statistically significant Chiu and Lui, see [3, 5]. Note that the summation represents the total significant interdependency of the sequences on the value $a_{ip}$, an outcome of $X_i$, and ignoring the other outcomes of $X_i$ that are not interdependent. The objective is to give a measurement to account for the significant interdependency of the whole molecule at that point as defined by the value $a_{ip}$. It can be said that if the interdependency effect is known to occur at only some local neighborhood, then the enumeration of the index $j$ can be restricted by a local window. However in general, the computation can be applied to the whole sequence.

The self-mutual information $I(X_i = a_{ip}, X_j = a_{jq})$ is defined in the usual way as

$$I(X_i = a_{ip}, X_j = a_{jq}) = \log \left( \frac{\text{prob} (X_i = a_{ip}, X_j = a_{jq})}{\text{prob} (X_i = a_{ip}) \text{prob} (X_j = a_{jq})} \right).$$

(5)

Interdependence pattern calculated using $FD’(\cdot)$ is then based on summing the detected significant interdependency of $S(\cdot)$ of all the outcomes $a_{ip}$ of the variable $X_i$. In other words, the calculation of $FD’(\cdot)$ represents the interdependencies at the position $i$ on the aligned sequences. Since all the positions are calculated equally, the summation of the self-mutual information is calculated without weight.

Statistical significance of interdependency between joint values $(X_i = a_{ip}, X_j = a_{jq})$ can be evaluated in many ways. We use the following method.

Let $e = (X_i = a_{ip}, X_j = a_{jq})$ be the interdependence pattern between $X_i = a_{ip}$ and $X_j = a_{jq}$. The standardized residual $z(e)$ is defined as (see Haberman [18], Wong and Wang [17])

$$z(e) = \frac{\text{obs}(e) - \text{exp}(e)}{\sqrt{\nu \text{exp}(e)}},$$

(6)

where obs$(e)$ is the observed frequency from the data ensemble and exp$(e)$ is the expected frequency calculated from a prior model, usually based on the independence assumption. The statistics $z(e)$ has an asymptotic standard normal distribution and has a variance estimated by $\nu$. The parameter $\nu$ can be estimated as

$$\nu = 1 - \text{prob} (X_i = a_{ip}) \text{prob} (X_j = a_{jq}).$$

(7)

Thus $X_i = a_{ip}$ and $X_j = a_{jq}$ are significantly interdependent between them if $z(e) > \epsilon(a)$, where $\epsilon(a)$ is the tabulated value given a confidence level $a$. The expected frequency can be calculated from the marginal frequencies of $X_i = a_{ip}$ and $X_j = a_{jq}$. Note that the statistics $z(e)$ evaluates the statistical interdependency between the two values rather than their corresponding variables. It is based on a single entry in the contingency table rather than from the whole table. This is to disregard outcomes of the variable that may not be associated.

Assuming a high interdependency is distinguishable from those with a low one, we label $X_i$ from the values of $FD’(X_i)$ using a threshold, taken as zero. For a small sample size, the threshold can be chosen to be higher, identified from the histogram distribution of the calculations from all the sites. For those points that have a calculated $FD’(\cdot)$ value higher than the threshold, then the position $i$ of the aligned sequences is considered as expressing an interdependent pattern.

With these measures of conserved and interdependent patterns defined, the units of the aligned sequences can then be classified into one of the four statistical variation patterns as I-, C-, D-, or V-pattern type.
3.3. Sequence segmentation

Consider that a biosequence can be divided into regions based on the significant statistical variation pattern of each sequence unit from an aligned sequence ensemble. The segmentation has the following desirable properties.

(i) Each region is composed of contiguous neighboring sites, the majority of which have the same site pattern.
(ii) Adjacent regions may overlap with a common segment from the region boundaries.
(iii) Gaps between adjacent regions are allowed. That is, the start point of a region is not necessarily adjacent to the end point of the previous region. Similarly, the end point of a region may not be adjacent to the start point of the next region.
(iv) Some contiguous sites can be ignored if these sites do not form regions.
(v) Region length can vary and is not fixed. However, a minimum length can be imposed.

These properties are intended to be general, allowing flexibility in the segmentation process. Computationally, the optimal segmentation can be difficult to obtain. We use a heuristic algorithm similar to that by Zhang in [11] and described in more detail by Yan in [10].

3.4. A segmentation algorithm

In order to identify multipattern consensus regions, we proposed the following segmentation algorithm. This algorithm takes the sequence and the detected statistical variation pattern of each site from the alignment as inputs. The algorithm outputs the sequence with the detected regions. The segmentation algorithm is composed of five phases.

In phase 1, regions are initiated based on the majority pattern type. A window of size \( w \) is moved along the sequence. For each window position, we count the number of sites for each type in that window, and find the pattern type with the maximum number of sites. The segment in the window is initiated as a region if the number of sites of the majority type is sufficiently large.

In phase 2, we merge adjacent regions detected if a statistical test of independence cannot distinguish between the regions based on their pattern types detected, see Kalbfleisch [19]; Haberman [18]. In this case, the distance between adjacent regions on the sequence needs to be sufficiently small. After phase 2, the boundaries of regions are tentatively determined.

Next, we identify the pattern type for the detected regions. In phase 3, we determine the type of each region based on the majority pattern type within that region. For each region, we count the number of sites for each pattern type, and find the type with the maximum count. Then the region is labeled according to that type.

In phases 4 and 5, we refine the boundaries and pattern types of regions. If the adjacent regions are of the same type and the gap between them is sufficiently small, we reapply a statistical test (see Wong and Wang [17]; Haberman [18]) on these two regions. The regions are merged if the statistical test fails to distinguish between them. In phase 5, the region boundaries are refined by removing sites adjacent to the boundaries whose type is different from the region type.

The segmentation algorithm is summarized as follows.

(1) Initiate regions based on high frequency count of a majority pattern in an observation window.
(2) Merge adjacent regions based on region length, statistical test of independence, and the size of gap between regions.
(3) Determine the region type according to the majority pattern type.
(4) Refine boundaries and pattern type of regions.

Applying the segmentation algorithm, sequences can be segmented based on the detected patterns. Even though not all the region types can be observed in a sequence, the four possible types are (1) mostly invariant; (2) mostly conserved; (3) mostly interdependent, and (4) mostly hypervariant.

4. Experimental Evaluation

Our proposed method is tested on a dataset consisting of p53 protein sequences, known to be a tumor suppressor, taken from NCBI database and Protein Data Bank, EBI, see Berman et al. [20]. It is understood that p53 participates in the repair of damaged DNA, and thus preventing the occurrence of cancers. Mutant p53 has lost these activities, leading to possible malignant transformation in cancers, see Hollstein et al. [21]; Levine et al. [22]; Levine [23]. It is found that p53 is frequently mutated in about 45%–50% in all types of cancers, see Hollstein et al. [21]; Greenblatt et al. [6]. In the experiments, p53 protein sequences from 31 species are retrieved from the SWISS-PROT database, see Boeckmann et al. [24, Figure 4]. These sequences are then aligned using ClustalW program version 1.8 [BCM Search Launcher: Multiple Sequence Alignments].

4.1. Identifying pattern type for each aligned site of the sequences

This experiment identifies the statistical variation patterns on each aligned position of the p53 sequences. First, we calculate the composition redundancy \( R^{(1)} \) and interdependency \( FD' \) for each aligned position. From the histograms of the composition redundancy \( R^{(1)} \) and the interdependency \( FD' \), we identify the threshold as 0.57 and 600, respectively. Then, we label each site of the molecular sequence according to whether it is above or below the threshold.

Using this criterion, 86I-patterns, 55C-patterns, 188D-patterns, and 75V-patterns are identified. Since conservation and interdependence characteristics are not mutually exclusive, we found 11 patterns that can be classified into both types of C- and D-patterns.

4.2. Identify segmented regions

In this experiment, we segment the p53 sequence into regions based on the majority of the pattern types. The segmentation
algorithm is then applied. Eighteen regions are identified (Figures 1, 2, and 3). Some adjacent regions have overlapping regions. Gap exists between some regions.

The result shows that the positions of the p53 sequences form clear regions. There are 7 D-regions, 5 I-regions, and 6 V-regions. The D-regions and the V-regions are mostly located at both terminals of the sequence. The 3 D-regions are located at the beginning of the sequence, and other 3 D-regions are located at the end of the sequence. The 3 V-regions are located at the beginning of the sequence, and 2 V-regions are located at the end of the sequence. The central domain of the sequence located between sites 170 and 280 is rich in I-regions. The C-patterns are isolated and do not form regions. The regions at the core domain are shown in Figures 1–3. The result shows that there are 4 D-regions (sites 94–101, 143–150, 181–192, 287–289), 5 I-regions (sites 172–179, 193–199, 215–223, 237–254, 265–282), and 2 V-regions (sites 162–174, 232–236) in the p53 core domain (sites 94–289).

4.3. Multipattern consensus regions and molecular structure in P53

We evaluate further our detected region patterns by comparing them to the three-dimensional structure of p53. The three-dimensional model is available from the National Center for Biotechnology Information (NCBI). In our experiment, we plot the identified regions in the core domain and analyze the relationship between these regions and the molecular structure. The three-dimensional-structure viewer software Cn3D is used in the plots.

All D-regions are located at the exterior and all I-regions and V-regions are buried inside the core domain (see Figures 1–3). This relationship is also observed in lysozymes (see Yan [10]) and cytochrome c (see Chiu and Wong [4]).

4.4. Multipattern consensus regions and cancer patterns in P53

It is known that the majority of the p53 mutations occur in the core domain, see Cho et al. [25]; Greenblatt et al. [6]; Hamroun et al. [26]. In this experiment, we evaluate the relationships between the mutations of the detected regions and different types of cancers at the core domain that contains sequence-specific DNA binding activity.

From the database of the International Agency for Research on cancer (IARC), we obtain records of cancer patients with observed p53 mutations. The version of collection we use contains 14050 records organized in 34 attributes, see Hamroun et al. [26]. The records include the location on the sequence where mutation occurs and the cancer type of the patients.

Comparing the locations when mutation occurs and the cancer type (Table 1), the mutated codons in I-regions are more likely to cause cancers in stomach, colon, rectum, liver and intrahepatic bile ducts, hematopoietic and reticuloendothelial systems, and nasopharynx. The mutated codons in D-regions are more likely to cause cancers in mouth, accessory sinuses, nasal cavity and middle ear, and head and neck. The mutated codons in V-regions are more likely to cause cancers in testis and breast.

Our results are compared to a study on hereditable factors causing cancers, see Magnusson et al. [13]; Lichtenstein et al. [12]. Our results (Table 1) show that the region patterns are significantly associated with cancers in stomach, colon, pancreas, lung, breast, cervix uteri, ovary, prostate gland, bladder, and hematopoietic and reticuloendothelial systems. The association between the region patterns and cancers in
Figure 3: The 5 I-regions (sites 172–179, 193–199, 215–223, 237–254, 265–282 shown in yellow) of the core domain are buried in the interior.

| Sequence code | D1          | D2          | D3          | D4          |
|---------------|-------------|-------------|-------------|-------------|
| p53_HUMAN     | SSSVPSQK    | VQLWVDST    | RCSDSGLAPPQ | ENL         |
| p53_CERAE     | SSSVPSQK    | VQLWVDST    | RCSDSGLAPPQ | ENF         |
| p53_MACFA     | SSSVPSQK    | VQLWVDST    | RCSDSGLAPPQ | ENF         |
| p53_MACMU     | SSSVPSQK    | VQLWVDST    | RCSDSGLAPPQ | ENF         |
| p53_CAVPO     | SSSVPSHK    | VQQWVESP    | RCSDSGLAPPQ | ENF         |
| p53_CRIGR     | SSSVPSSYK   | VQLWVNST    | RSSEGDGLAPPQ| KNF         |
| p53_MARMO     | SSSVPSQN    | VQLWVDST    | RCSDSGLAPPQ | ENF         |
| p53_MESAU     | SSSVPSYK    | VQLWVSSST   | RSSEGDGLAPPQ| KNF         |
| p53_MOUSE     | SSSVPSSYK   | VQLWVSSST   | RSSEGDGLAPPQ| KNF         |
| p53_RAT       | SSSVPSQK    | VQLWVSTST   | RCSDSGLAPPQ | ENL         |
| p53_SPEBE     | SSSVPSQK    | VQLWVDST    | RCSDSGLAPPQ | ENF         |
| p53_TUPGB     | SSSVPSQK    | VQLWVDSA    | RCSDSGLAPPQ | ENF         |
| p53_CANFA     | SSSVPSPK    | VQLWVSSP    | RCSDSGLAPPQ | ENF         |
| p53_CHICK     | SPVYVPSTE   | VQVRVGVA    | RCGGTGLAPQ  | ENF         |
| p53_FELCA     | SSSVPSQK    | VQLWVRSRP   | RCPDSGLAPPQ | ENF         |
| p53_RABIT     | SSSVPSQK    | VQLWVDST    | RCSDSGLAPPQ | ENF         |
| p53_BOVIN     | SSSVPSQK    | VQLWVDP     | RSSDSGLAPPQ | ENL         |
| p53_EQUAS     | —           | VYLRISSP    | RCSDSGLAPPQ | ENF         |
| p53_HORSE     | SSSVPSQK    | VQLLVSSP    | RCSDSGLAPPQ | ENF         |
| p53_PIG       | SSSVPSQK    | VQLWVSSP    | RCSDSGLAPPQ | ENF         |
| p53_SHEEP     | SSSVPSQK    | VQLWVSDSP   | RCSDSGLAPPQ | ENF         |
| p53_XENLA     | SCAVPSDT    | LIVREVSP    | RSVGEDAAPPS | DNY         |
| p53_BARBU     | TASSVPAT    | VMVVNVNA     | RTPD-DGLAPAA| SNF         |
| p53_BRARE     | TSTVPETS    | VQMVVDVA    | RTPD-DNLAPAG| SNF         |
| p53_JCTPU     | TSTVPVTS    | VLMAVSSS    | RSNDSDGAPP   | SNF         |
| p53_ORYLA     | PTTVPVTS    | IEVRVSKE    | NEDS—VEHRS  | ESR         |
| p53_ONCMY     | TSTVPVTS    | VQVVDHP     | STSENEGPA    | INL         |
| p53_PLAPE     | SSVVPTVT    | VEVLSKE     | TDT—AEHRS   | ESS         |
| p53_TETMU     | SPTVPVTT    | VEVLLGKD    | NEDS—AEHRS  | TNS         |
| p53_XIPMA     | APTVPAIS    | IGVLKVEE    | SEDL—SDNKS  | GNL         |
| p53_XIPHE     | APTVPAIS    | IGVLKVEE    | SEDL—SDNKS  | GNL         |

Figure 4: The aligned sequences of the four D-regions: D1 (94–101), D2 (143–150), D3 (181–192), D4 (287–289). Note that some selected amino acids here are highly associated. Amino acids with low interdependency will be screened out. The association can go beyond the D-regions.

corpus uteri and cervix uteri is not significant. The comparison shows a strong correspondence among significant association between the region patterns and the cancers. This means that a significant association of the patterns with cancers also indicates a significant hereditable factors of cancers when human twins are followed. Because the current sequence’s sample size is small, whether significant cancer association can be reflected by these detected patterns and the corresponding sites, should be evaluated further in the future.

5. DISCUSSIONS

The experiments show that multipattern consensus region generalizes previous notion of consensus sequence and is found to be useful in some sequence analysis problems. The
well formed in p53. Comparing the region patterns and the results reveal that the multipattern consensus regions are variations in multiple aligned sequences. The experimental and thus provide a more flexible scheme to label statistically significant sequence to incorporate interdependent characteristic, aligned site in multiple sequences. It generalizes consensus biosequence based on the statistical variation pattern of the segment in the whole sequence. In this paper, we have meaningfully segmented, that is, there is only one single meaningful pattern, for interpreting structural and functional characteristics our detected consensus regions are associated with the molecular locations that are also related to mutations in different cancer types. Because ability to mutate can be related to genetic factors, their correspondence to hereditary study of cancers in human twins provides insights into a more specific indication of where in the molecule the hereditary effect might be reflected. Thus the experiments further support the notion that statistical variation patterns in sequence families can be indicative of their functionality at the very fine molecular level.

6. CONCLUSION

In summary, it is possible that some sequences cannot be meaningfully segmented, that is, there is only one single segment in the whole sequence. In this paper, we have introduced the notion of multipattern consensus region in biosequence based on the statistical variation pattern of the aligned site in multiple sequences. It generalizes consensus sequence to incorporate interdependent characteristic, and thus provide a more flexible scheme to label statistical variations in multiple aligned sequences. The experimental results reveal that the multipattern consensus regions are well formed in p53. Comparing the region patterns and the structural characteristics, our detected consensus regions are associated with the molecular locations that are also related to mutations in different cancer types. Because ability to mutate can be related to genetic factors, their correspondence to hereditary factors in cancers when a significance relationship is found. Compared to a study we did earlier based on point relationships, the significance level is stronger, see Chiu et al. [27]. The result of D-regions is also consistent with that by Chiu and Lui in [5].

| Cancer type | I-regions | D-regions | V-regions | All regions | Hereditary factors |
|-------------|-----------|-----------|-----------|-------------|-------------------|
| Residual    | α**       | Residual  | α         | Residual    | α                 |                     |
| Stomach     | 2.68 + + + | 0.72 - - - | - - -     | 0.31 Significant | Significant      |
| Colon       | 7.23 + + + | -1.98 - - - | - - -     | -3.34 Significant | Significant      |
| Pancreas    | -0.8      | 0.01      | -2.49     | -         | Significant      |
| Lung        | -3.78 - - - | -0.36     | -0.04     | 2.8 Significant | Significant      |
| Breast      | -4.07 - - - | 0.04      | 2.8       | + + + Significant | Significant      |
| Cervix uteri* | 0.17      | 1.85      | 1.25      | 0.19 Not significant | Not Significant |
| Corpus uteri| 0.61      | 0.37      | 0.19      | 0.37 Not Significant | Not significant  |
| Ovary       | 2.29 ++ ** | -2.31 - - | 1.18      | 1.54 Significant | Significant      |
| Prostate    | -3.77 - - - | 1.09      | 1.54      | 1.54 Significant | Significant      |
| Bladder     | -3.23 - - - | 0.91      | -1.71     | 0.23 Significant | Significant      |
| Hematopoietic | 3.61      | + + +     | -3.07     | - - -     | Significant      |

* Cervix uteri was not found to be significant with hereditary factor according to Lichtenstein et al. [12] in human twins, but by Magnusson in et al. [13], a genetic link was found. We obtain a weak significant relationship (α > 90%) between the D-region and cervix uteri cancer. D-regions are all negatively associated with cancers when a significance relationship is found. Compared to a study we did earlier based on point relationships, the significance level is stronger, see Chiu et al. [27]. The result of D-regions is also consistent with that by Chiu and Lui in [5].

** α is the P-value indicating the significance level of association between the cancer type and the region type ("+" indicates a positive association and "−" a negative association. "++ +" is above 99%; "++ +" is between 95% and 99%; "− − −" is below 1%; "− − −" is between 1% and 5%).
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