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Abstract

Given a finite simple graph $G$, an odd cover of $G$ is a collection of complete bipartite graphs, or bicliques, in which each edge of $G$ appears in an odd number of bicliques, and each nonedge of $G$ appears in an even number of bicliques. We denote the minimum cardinality of an odd cover of $G$ by $b_2(G)$ and prove that $b_2(G)$ is bounded below by half of the rank over $\mathbb{F}_2$ of the adjacency matrix of $G$. We show that this lower bound is tight in the case when $G$ is a bipartite graph and almost tight when $G$ is an odd cycle. However, we also present an infinite family of graphs which shows that this lower bound can be arbitrarily far away from $b_2(G)$. Babai and Frankl proposed the “odd cover problem,” which in our language is equivalent to determining $b_2(K_n)$. In this paper, we determine that $b_2(K_n)$ is $n/2$ when $8n$ and is $(n + 1)/2$ when $n$ is equivalent to 1 or $-1$ modulo 8.
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1 | INTRODUCTION

Let $G = (V, E)$ be a finite simple graph. An odd cover of $G$ is a collection of bicliques, or complete bipartite graphs, on subsets of the vertex set $V$ in which two vertices are adjacent in an odd number of bicliques if and only if they are adjacent in $G$. We note that an odd cover...
always exists since trivially, the collection of bicliques with partite sets \( \{u\} \) and \( \{v\} \) for each pair of adjacent vertices \( u \) and \( v \) in \( G \) constitutes one such cover. It turns out that a collection of bicliques form an odd cover of \( G \) if and only if the symmetric difference of their edge sets is \( E(G) \). The minimum cardinality of an odd cover of \( G \) is denoted by \( b_2(G) \).

The problem of determining \( b_2(G) \) was posed by Niel de Beaudrap [7]. Counterpart formulations of odd cover exist in the literature. In [12], an operation termed bipartite subgraph complementation was introduced, which complements the edges and nonedges between two disjoint subsets of vertices of the graph. Under this terminology, finding the minimum cardinality of an odd cover of a graph \( G \) on \( n \) vertices translates to identifying the minimum number of bipartite subgraph complementations needed to obtain \( G \) from the empty graph on \( n \) vertices. This is related to the problem studied in [5] of finding the minimum number of subgraph complementations, the operation of complementing the edge set of an induced subgraph, needed to obtain \( G \) from the empty graph.

There are two notions closely related to odd cover: biclique partition and biclique covering, both of which have been widely studied. A biclique partition of \( G \) is a collection of edge-disjoint complete bipartite subgraphs of \( G \) whose edges partition the edge set of \( G \). The minimum cardinality of a biclique partition of \( G \) is denoted by \( b_p(G) \). A biclique covering of \( G \) is a collection of complete bipartite subgraphs of \( G \) such that every edge of \( G \) appears at least once. The minimum cardinality of a biclique covering of \( G \) is denoted by \( b_c(G) \). We note that, unlike odd covers, the nonedges of \( G \) do not appear in any of the bicliques in a biclique partition or covering. It is not hard to see that every biclique partition is both a biclique covering and an odd cover, which implies that \( b_c(G) \leq b_p(G) \) and \( b_2(G) \leq b_p(G) \), but there are biclique coverings and odd covers which are not biclique partitions.

There are graphs for which \( b_2(G) = b_p(G) = b_c(G) \), such as \( C_5 \) as depicted in Figure 1. But, more interestingly, there are graphs for which \( b_2(G) = b_c(G) < b_p(G) \), such as \( K_5 \) as depicted in Figure 2, as well as graphs for which \( b_2(G) < b_c(G) = b_p(G) \), such as \( C_6 \) as depicted in Figure 3. Several other comparison possibilities exist between these three interconnected concepts.

For complete graphs, as we will show in Theorem 6.4, \( b_2(K_n) \) is bounded below by \( \lceil n/2 \rceil \) and above by \( \lceil n/2 \rceil + 1 \). The lower bound is established via evaluating the 2-rank as in Proposition 3.1, and the upper bound is established from constructing explicit odd covers. Further, there are some special values of \( n \) where the exact numbers for \( b_2(K_n) \) are identified. (See the next paragraph for the significance of these special values.) It is known that asymptotically, \( b_c(K_n) = \lceil \log_2 n \rceil \) and \( b_p(K_n) = n - 1 \), thus \( b_c(K_n) \leq b_2(K_n) \leq b_p(K_n) \). For odd cycles, as we will show in Theorem 5.1, \( b_2(C_n) = (n + 1)/2 \), and this coincides with the known asymptotic results for \( b_c(C_n) \) and \( b_p(C_n) \). The upper bound comes from a straightforward biclique partition, while the lower bound is achieved from performing rank analysis on the associated adjacency matrices. Contrarily, for even cycles, using Theorem 4.4 and recognizing that an even cycle \( C_n \) is the line graph for itself and thus has rank \( n - 2 \) over \( \mathbb{F}_2 \), we will show in

\[ \begin{align*}
&\begin{array}{c}
\text{FIGURE 1} \quad \text{An odd cover of } C_5. \text{ See Theorem 5.1.}
\end{array}
\end{align*} \]
Corollary 4.5 that $b_2(C_n) = n/2 - 1$ whereas $bc(C_n) = bp(C_n) = n/2$ for $n \geq 6$ ($bc(C_4) = bp(C_4) = 1$ is a special case).

For paths, using Theorem 4.4 and recognizing that a path $P_n$ is the line graph for $P_{n+1}$ and thus has 2-rank $n-1$ for $n$ odd and $n$ for $n$ even, we will show in Corollary 4.6 that, independent of the parity of $n$, $b_2(P_n) = \lfloor n/2 \rfloor$, and this coincides with the known asymptotic results for $bc(P_n)$ and $bp(P_n)$.

Our result concerning complete graphs in particular may be regarded as an extension to the famous Graham–Pollak [11] theorem in algebraic graph theory, which states that $bp(K_n) = n - 1$. Instead of requiring that the bicliques be edge-disjoint, the odd cover problem only asks for each edge of the complete graph to be covered an odd number of times, and so as argued before, $b_2(K_n)$ could be asymptotically smaller than $bp(K_n)$. This odd cover problem for complete graphs was considered earlier by Babai and Frankl [2, exercise 1.3.3] (exercise 1.4.3 in Version 2), who observed a lower bound of $\lfloor n/2 \rfloor$ for $b_2(K_n)$. Further progress was made by Radhakrishnan et al. [18], who determined $b_2(K_n) = \lfloor n/2 \rfloor$ when $n = 2(q^2 + q + 1)$ and there exists a projective plane of order $q$ with $q = 3 \mod 4$, and also $b_2(K_{2n}) = n$ when there exists an $n \times n$ Hadamard matrix. We note that the latter such $n$ are only known to comprise a density zero set of positive integers. (See [8] for best-known results on the density of integers for which there exists a Hadamard matrix.) By contrast, our explicit odd cover constructions show that $b_2(K_n) = \lfloor n/2 \rfloor$ when $n = 8k$ or $8k \pm 1$ for every positive integer $k$, and hence solve the odd cover problem on complete graphs on a density $3/8$ portion of positive integers.

This paper is organized as follows. Section 2 introduces definitions and notations. Section 3 presents a general lower bound on the minimum cardinality of an odd cover of a graph. We provide two algebraic perspectives on odd covers, both of which lead to this same lower bound, and one to a general upper bound. A family of graphs whose minimum odd cover cardinality is bounded away from this general lower bound is also identified. The later sections are concerned with finding the minimum odd cover cardinality for different classes of graphs and comparing it against the general lower bound. Section 4 shows that the general lower bound is achieved for all bipartite graphs, while Section 5 shows that the general lower bound is off by one in the case of odd cycles. Section 6 shows that the difference between $b_2(K_n)$ and the general lower bound is within 2 for all $n$ and establishes the exact value of $b_2(K_n)$ when $n = 8k$ or $n = 8k \pm 1$ for every positive integer $k$. Section 7 gives some concluding remarks and open questions.
2 | DEFINITIONS AND NOTATIONS

All graphs considered in this paper are finite and simple. The vertex set of a graph \( G \) is denoted by \( V(G) \) and the edge set by \( E(G) \), or by \( V \) and \( E \), respectively, when the graph \( G \) is evident from context. The number of vertices and the number of edges of \( G \) are denoted by \( n \) and \( m \), respectively, when the graph \( G \) is evident from context. The adjacency matrix of \( G \) is denoted by \( A_G \). Complete graphs are denoted by \( K_n \), paths by \( P_n \), and cycles by \( C_n \), where \( n \) is the number of vertices in each case. Complete bipartite graphs, or bicliques, are denoted by \( K_{a,b} \), where \( a \) and \( b \) are the numbers of vertices in each partite set. When it is evident from context, a biclique may be denoted by a pair \( XY \), where \( X \) and \( Y \) are the partite sets of the biclique. Complete tripartite graphs, or tricliques, are similarly denoted by \( K_{a,b,c} \), or by \( XYZ \). The disjoint union of graphs \( G \) and \( H \) is denoted by \( G + H \), and the disjoint union of \( k \) copies of \( G \) by \( kG \).

The symmetric difference of two graphs \( G \) and \( H \) on the same vertex set \( V \) is the graph \( \triangle G = (V, E(G) \cup E(H), \triangle E(G) \cap E(H)) \), that is, whose edge set is the symmetric difference of \( E(G) \) and \( E(H) \). In this paper, we generalize this definition by considering symmetric differences of graphs on subsets of a vertex set \( V \), defined in the same way. We denote by \( N(v) \) the open neighborhood of a vertex \( v \) of \( G \), that is, \( N(v) = \{uv \in E\} \), and by \( N[v] \) the closed neighborhood of \( v \), that is, \( N[v] = N(v) \cup \{v\} \). Two vertices \( u \) and \( v \) of \( G \) are said to be twins if \( N_u = N(v) \), and are said to be adjacent twins if \( N_u \cap N(v) \neq \emptyset \). The degree of \( v \) is \( \deg(v) \), denoted by \( d(v) \).

3 | ODD COVERS OF GRAPHS

We begin with a general lower bound on \( b_2(G) \). We define the 2-rank of a graph \( G \), denoted by \( r_2(G) \), to be the rank of its adjacency matrix over \( \mathbb{F}_2 \), the finite field of order 2. Note that \( r_2(G) \) is even for every graph \( G \) (see [4]). We will see that \( 2b_2(G) \geq r_2(G) \) in two ways, each of which yields a different algebraic perspective on odd covers of graphs.

**Proposition 3.1.** For any graph \( G \),

\[
b_2(G) \geq \frac{r_2(G)}{2}.
\]

**Proof.** Let \( B = \{(X_1, Y_1), \ldots, (X_k, Y_k)\} \) denote a minimum odd cover of \( G \). To each biclique \( (X_i, Y_i) \) in \( B \), we add isolated vertices to obtain a graph \( H_i \) on \( V(G) \). It follows from the definition of an odd cover that \( A(G) = \sum_{i=1}^{k} A(H_i) \), where the sum is taken over \( \mathbb{F}_2 \).

Since a biclique has rank at most 2 over any field, and since matrix rank is subadditive, we see that \( r_2(G) \leq 2k = 2b_2(G) \). This completes the proof.

There is another algebraic interpretation of an odd cover, from which we can obtain the same lower bound. We introduce it here as we will use a similar argument at the end of this section to derive the bound \( b_2(G) \leq r_2(G) \) and to introduce a family of graphs for which \( b_2(G) \)
is bounded away from \( r_2(G)/2 \) asymptotically. Let \( G \) be a graph with vertices enumerated \( v_1, v_2, ..., v_n \), and let \( B = \{(X_1, Y_1), ..., (X_k, Y_k)\} \) be an odd cover of \( G \). Assign to each vertex \( v_i \) an incidence vector \( (x_{i,1}, y_{i,1}, ..., x_{i,k}, y_{i,k}) \in \mathbb{F}_2^{2k} \) whose entries are in pairs \( x_{ij}, y_{ij} \), where \( x_{ij} \) is 1 if \( v_i \in X_j \) and is 0 otherwise, and \( y_{ij} \) is 1 if \( v_i \in Y_j \) and is 0 otherwise. That is, the pair \( (x_{ij}, y_{ij}) \) associated to the \( i \)th vertex and the \( j \)th biclique is \((1, 0)\) if \( v_i \in X_j \), \((0, 1)\) if \( v_i \in Y_j \), and \((0, 0)\) otherwise. Let \( M \) denote the \( n \times 2k \) matrix whose rows are the incidence vectors for the vertices of \( G \), and let \( H = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \). We consider the \( nn \times 2k \) matrix \( A = (a_{ij}) \) given by

\[
A = M \left( \bigoplus_k H \right) M^T,
\]

where matrix multiplication is taken over \( \mathbb{F}_2 \). Notice that the entry \( a_{ij} \) is the sum \( \sum_{s=1}^{2k} (x_{is} y_{js} + x_{js} y_{is}) \), of which the \( s \)th summand is 1 if \( v_i \) and \( v_j \) are in differing partite sets of the biclique \((X_s, Y_s)\), and is 0 otherwise. Thus, \( a_{ij} \) is 1 if and only if \( v_i \) and \( v_j \) are in differing partite sets of an odd number of bicliques. In other words,

\[
A = A(G).
\]

It is not hard to see that \( r_2(M \left( \bigoplus_k H \right) M^T) \leq r_2(M) \). Since \( r_2(M) \leq \min\{n, 2k\} \), we again obtain the lower bound in Proposition 3.1 by taking \( B \) to be a minimum odd cover of \( G \). We will revisit this idea at the end of this section.

We now introduce another interpretation of odd covers. We will examine a family of graphs \( \{B_k \}_{k \in \mathbb{N}} \) such that each \( B_k \) contains, as induced subgraphs, all of the twin-free graphs \( G \) with \( b_2(G) \leq k \). It is not hard to see that twin vertices do not affect \( b_2(G) \). If \( G \) is a graph with twin vertices \( u \) and \( v \), then we can obtain a minimum odd cover of \( G \) from one of \( B_k \) by including \( u \) in every partite set in which \( v \) appears. This fact also follows from Lemma 4.3.

**Definition 3.2.** The graph \( B_k \) has vertex set consisting of all strings of length \( k \) with entries in \( \{0, 1, \varepsilon\} \), where vertices \( u \) and \( v \) are adjacent if and only if the number of places where one contains 0 and the other contains 1 is odd.

It is clear that \( b_2(B_k) \leq k \), which readily implies that for any induced subgraph \( G \) of \( B_k \), \( b_2(G) \leq k \). Proposition 3.3 provides the converse of this.

**Proposition 3.3.** Any twin-free graph \( G \) with \( b_2(G) \leq k \) is an induced subgraph of \( B_k \).

**Proof.** We consider a certain encoding of odd covers. Let \( \{(X_1, Y_1), ..., (X_k, Y_k)\} \) be an odd cover of \( G \), where each biclique \( j \) is indicated by its two (possibly empty) partite sets \( X_j \) and \( Y_j \). We assign to each vertex \( v \) a word from \( \{0, 1, \varepsilon\}^k \) by having the \( i \)th place contain a 0 if \( v \in X_i \), a 1 if \( v \in Y_i \), and \( \varepsilon \) if \( v \notin X_i \cup Y_i \). Since, by definition, \( X_i \cap Y_i = \emptyset \), this is well-defined. If two vertices, \( u \) and \( v \), are assigned the same word by this scheme, then they are in the same partite sets of all the bicliques in the odd cover, and therefore are necessarily twins. Since \( G \) is twin-free, all the assigned words are unique. Therefore, this assignment can be considered an injective mapping from the vertices of \( G \) to the vertices of \( B_k \). Also note that if vertices \( u \) and \( v \) are adjacent, then they are in opposite partite sets an odd number of times (by definition of an odd cover). Thus, the words assigned to \( u \) and \( v \) will
have the property that one contains 0 and the other contains 1 in an odd number of places. Therefore, edges of \( G \) are mapped to edges of \( B_k \). In addition, if vertices \( u \) and \( v \) are not adjacent, then they are in opposite partite sets an even number of times, and so the words assigned to \( u \) and \( v \) will have the property that one contains 0 and one contains 1 in an even number of places. Therefore, nonedges of \( G \) are mapped to nonedges of \( B_k \). This means that there is an induced copy of \( G \) in \( B_k \). □

We now have multiple ways to encode an odd cover. These notions are actually related; if we replace the entries 0, 1, and \( \varepsilon \) in the strings which denote the vertices of \( B_k \) with pairs \((1, 0), (0, 1)\), and \((0, 0)\), respectively, to obtain a vector of length \( 2k \) for each vertex of \( B_k \), then the matrix \( M \) with rows given by these vectors has the property that \( A(B_k) = M (\bigoplus_k^k H_2) M^T \), where \( H_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \), as in Equation (1).

There is an odd cover for any graph \( G \), and thus there is always a matrix \( M \) such that \( A(G) = M \left( \bigoplus_k^k H_2 \right) M^T \), where \( s \) is the cardinality of the odd cover. It is not always the case that \( b_2(G) = r_2(G) / 2 \), so the matrix \( M \) that we obtain from an odd cover does not always have \( r_2(G) \) columns. However, a corollary to Theorem 2.6 in [9] provides us a partial converse.

**Proposition 3.4** (Friedland [9]). Let \( A \) be a symmetric \( n \times n \) matrix over \( \mathbb{F}_2 \) of rank \( r \) such that every diagonal entry of \( A \) is 0. Then there exists an \( n \times r \) matrix \( M \) of rank \( r \) such that

\[
A = M \left( \bigoplus_k^k H_2 \right) M^T,
\]

where \( r = 2k \) and \( H_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \).

It follows from Proposition 3.4 that, for any \( n \)-vertex graph \( G \) with 2-rank \( r = 2k \), there exists an \( n \times r \) matrix \( M \) of rank \( r \) satisfying \( A(G) = M \left( \bigoplus_k^k H_2 \right) M^T \). We have seen such a product in Equation (1), and we observed that if the entries of the \( i \)th row of \( M \) are paired \((x_{i1}, y_{i1}), \ldots, (x_{ik}, y_{ik})\) for each \( i \in [n] = \{1, 2, \ldots, n\} \), and if no pair \((x_{ij}, y_{ij})\) is \((1, 1)\), then \( M \) corresponds to an odd cover of \( G \) of cardinality \( k \). If all four of \((0, 0), (0, 1), (1, 0), \) and \((1, 1)\) appear as pairs \((x_{ij}, y_{ij})\) in rows of \( M \), then we cannot associate to \( M \) an odd cover of \( G \). However, we can still interpret this case combinatorially by allowing complete tripartite graphs in our odd covers.

Let \( G \) be a graph. We can generalize the notion of an odd cover as follows. Consider a collection of complete tripartite graphs, or tricliques, \( \mathcal{T} = \{ (X_1, Y_1, Z_1), \ldots, (X_k, Y_k, Z_k) \} \) on subsets of \( V(G) \) in which two vertices are adjacent in an odd number of tricliques if and only if they are adjacent in \( G \). That is, \( E(G) \) is the symmetric difference of the edge sets of the tricliques in \( \mathcal{T} \). (This notion is introduced in [5] under the name tripartite subgraph complementation.)

We can encode such a collection of tricliques \( \mathcal{T} \) in a familiar way. To each vertex \( v_i \) of \( G \), assign an incidence vector \((x_{i1}, y_{i1}), \ldots, (x_{ik}, y_{ik})\) defined by

\[
x_{ij} = \begin{cases} 1, & \text{if } v_i \in X_j \cup Z_j, \\ 0, & \text{otherwise.} \end{cases} \quad y_{ij} = \begin{cases} 1, & \text{if } v_i \in Y_j \cup Z_j, \\ 0, & \text{otherwise.} \end{cases}
\]
In other words, if \( v_i \in X_j \), we have \( x_{i,j} = 1 \) and \( y_{i,j} = 0 \); if \( v_i \in Y_j \), we have \( x_{i,j} = 0 \) and \( y_{i,j} = 1 \); and, if \( v_i \in Z_j \), we have \( x_{i,j} = y_{i,j} = 1 \). Let \( M \) be the \( n \times 2k \) matrix whose rows are the incidence vectors for the vertices of \( G \). Once again, with \( H_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \), we have

\[
M \left( \Phi \right)^T H_2 M^T = A(G).
\]

Conversely, given a matrix \( M \) as in Proposition 3.4, we can associate a collection of tricliques whose symmetric difference of edge sets is \( E(G) \).

From Proposition 3.4, we can infer that for any graph \( G \) there exists a collection of \( r_2(G)/2 \) tricliques whose symmetric difference of edge sets is \( E(G) \). Since each triclique in such a collection can be replaced by two bicliques, we obtain an upper bound on \( b_2(G) \) for any graph \( G \):

\[
b_2(G) \leq r_2(G). \tag{2}
\]

The idea of expressing graphs as symmetric differences of tricliques motivates us to define a new family of graphs, similar to the graphs \( B_k \) in Definition 3.2.

**Definition 3.5.** The graph \( T_k \) has vertex set consisting of all strings of length \( k \) with entries in \( \{0, 1, 2, \varepsilon\} \), where vertex \( u \) and vertex \( v \) are adjacent if and only if the number of places where they differ, and neither is \( \varepsilon \), is odd.

The graphs \( T_k - v \), where \( v = (0, ..., 0) \), are in fact well-known. Letting \( M \) be the \((2^k - 1) \times 2k \) matrix whose rows are all distinct nonzero vectors over \( \mathbb{F}_2 \) of length \( 2k \), we have \( A(T_k - v) = M \left( \Phi \right)^T H_2 M^T \). Writing the adjacency matrix in this form, we recognize these as the non-orthogonality graphs of the unique nondegenerate symplectic form on \( \mathbb{F}_2^{2k} \) studied in, for example, [17] and [10]. The graphs \( T_k \) are twin-free and have a property similar to one of \( B_k \): every twin-free graph \( G \) with \( r_2(G) \leq 2k \) is an induced subgraph of \( T_k \) [10]. In particular, since the 2-rank of \( T_k - v \) is at most the rank of \( M \), we have \( r_2(T_k - v) = r_2(T_k) = 2k \).

For \( k \in \{1, 2\} \), we have checked that \( b_2(T_k) = 2k \) which agrees with the upper bound in equation (2). The following proposition provides a lower bound for \( b_2(T_k) \) which is bounded away from the general lower bound in Proposition 3.1 asymptotically.

**Proposition 3.6.** For any positive integer \( k \), \( b_2(T_k) \geq \log_3(4) \cdot k \).

**Proof.** Let \( l = b_2(T_k) \). Since \( T_k \) has no twin vertices, it is an induced subgraph of \( B_l \) (see Definition 3.2). Thus, the order of \( T_k \) is at most that of \( B_l \), or \( 4^k \leq 3^l \). It follows that \( l \geq \log_3(4) \cdot k \). \( \square \)

Proposition 3.6 implies the existence of a graph, for any positive integer \( r \), such that \( b_2(G) > r_2(G)/2 + r \). We can use the graphs \( T_k \) to obtain other graphs with this property. Let \( r \) and \( k \) be positive integers such that \( k \geq 2(\log_3(4) - 1)^{-1} r \), and let \( H \) be a graph on a subset of the vertices of \( T_k \) such that \( b_2(H) \leq r/2 \). By Proposition 3.1, \( r_2(H) \leq r \). If \( G = T_k \triangle H \), then

\[
\frac{r_2(G)}{2} \leq k + \frac{r}{2} \quad \text{and} \quad b_2(G) \geq \log_3(4)k - \frac{r}{2}.
\]
It follows from our choice of \( k \) that \( b_2(G) \geq \frac{r_2(G)}{2} + r \).

It might be natural to think that one could construct a class of graphs for which \( b_2(G) \) is bounded away from \( r_2(G) / 2 \) asymptotically by taking disjoint unions of tricliques. However, while it is not hard to see that \( r_2(G) \) is additive with respect to disjoint unions, \( b_2(G) \) is not. Consider the disjoint union \( 2K_3 \). We have \( r_2(2K_3) = 4 \), and, since \( K_3 \) is a triclique, it is not hard to find two tricliques whose symmetric difference is \( 2K_3 \). Since the minimum cardinality of an odd cover of \( K_3 \) is 2, it is perhaps surprising that \( b_2(2K_3) = 3 \). Figure 4 depicts a minimum odd cover of \( 2K_3 \). In fact, as we will show in Proposition 3.7, we can construct odd covers of \( tK_3 \) for any positive integer \( t \) of cardinality \( t + 1 = r_2(tK_3) / 2 + 1 \), showing that the disjoint union of \( k \) tricliques does not have \( b_2(G) \) bounded away from \( r_2(G) / 2 \).

**Proposition 3.7.** For any positive integer \( t \), we have that

\[
b_2(tK_3) \leq t + 1.
\]

**Proof.** For \( 1 \leq i \leq t \), label the vertices of the \( i \)th triangle in \( tK_3 \) as \( u_i, v_i, w_i \). We propose the odd cover \( B = \{(X_1, Y_1), \ldots, (X_{t+1}, Y_{t+1})\} \), defined as follows. For \( 1 \leq i \leq t \), let

\[
X_i = \{v_i, w_i\}, \quad Y_i = \{u_i\} \cup \{v_j \mid 1 \leq j \leq t, j \neq i\}.
\]

Furthermore, let

\[
X_{t+1} = \{v_i \mid 1 \leq i \leq t\}, \quad Y_{t+1} = \{w_i \mid 1 \leq i \leq t\}.
\]

Let \( i \neq j \) and \( 1 \leq i, j \leq t \). Each edge of the form \( u_iv_i \) or \( u_iw_i \) is covered exactly once by the biclique \( (X_i, Y_i) \). A nonedge of the form \( u_iv_j \) or \( u_iw_j \) is never covered. Each edge \( v_iw_j \) is covered exactly once by the biclique \( (X_{t+1}, Y_{t+1}) \). Nonedges of the form \( v_iv_j \) are covered twice, once by \( (X_i, Y_j) \) and once by \( (X_j, Y_i) \). Non-edges of the form \( v_iw_j \) are covered twice, once by \( (X_i, Y_j) \) and once by \( (X_{t+1}, Y_{t+1}) \). Nonedges of the form \( u_iu_j \) or \( w_iw_j \) are not covered. Therefore, the set \( B \) is an odd cover of \( tK_3 \) of cardinality \( t + 1 \).

\[\square\]

4 | **BIPARTITE GRAPHS**

We have seen in Proposition 3.1 that, in general, \( b_2(G) \geq r_2(G) / 2 \). In this section, we will show that \( b_2(G) = r_2(G) / 2 \) for all bipartite graphs \( G \) by giving an explicit construction of an odd cover that achieves this lower bound. The method relies on Lemma 4.3 below, which extends the observation from Section 3 that twin vertices do not affect \( b_2(G) \).

We begin by proving the result for forests. We have seen that, in general, \( b_2(G) \) and \( bp(G) \) do not agree. Figure 3, for example, depicts a minimum odd cover of a bipartite graph for which

![Figure 4](image-url)  A minimum odd cover of 2K₃.
Let \( m(G) \) denote the maximum size of a matching in \( G \), and let \( \tau(G) \) denote the minimum size of a vertex cover of \( G \). It is a well-known result of König [13] that, for any bipartite graph \( G \), \( m(G) = \tau(G) \).

**Lemma 4.1** (Mohammadian [15]). Let \( T \) be a tree, and let \( m(T) \) be the maximum size of a matching in \( T \). Then \( r_2(T) = 2m(T) \).

It is not hard to see that the 2-rank of a graph is the sum of the 2-ranks of its components. Thus, \( r_2(F) = 2m(F) \) for any forest \( F \). We will show that \( b_2(F) = m(F) \), which agrees with the lower bound in Proposition 3.1.

**Proposition 4.2.** For any forest \( F \), we have

\[ b_2(F) = bp(F) = m(F). \]

**Proof:** Let \( F \) be a forest. It is shown in [3] that \( bp(F) = m(F) \). Thus, \( b_2(F) \leq m(F) \). By Proposition 3.1 and Lemma 4.1, we have \( 2b_2(F) \geq r_2(F) = 2m(F) \), from which the result follows. \( \Box \)

Proposition 4.2, along with König's theorem, implies that \( b_2(F) = \tau(F) \). Given a vertex cover of a graph, we can easily construct a partition of its edges into stars. Thus, a partition of the edges of a forest \( F \) into \( \tau(F) \) stars is, in fact, a minimum odd cover of \( F \).

We will proceed to prove that, for any bipartite graph \( G \), \( 2b_2(G) = r_2(G) \). First, we require a lemma which holds for all graphs. Suppose that, for some vertex \( v \) of a graph \( G \), \( r_2(G) = r_2(G - v) \). Then the row in \( A(G) \) corresponding to the vertex \( v \) can be written as the sum modulo 2 of a subset of the other rows of \( A(G) \). Let \( S \) be the set of vertices corresponding to these rows. In other words, the neighborhood of \( v \) is the symmetric difference of the neighborhoods of the vertices in \( S \): \( vw \in E(G) \) if and only if \( w \) has an odd number of neighbors in \( S \).

**Lemma 4.3.** Suppose that \( r_2(G - v) = r_2(G) \) for some vertex \( v \) of a graph \( G \). Let \( S \) be a set of vertices of \( G - v \) whose symmetric difference of open neighborhoods is \( N(v) \). If there is a minimum odd cover \( B \) of \( G - v \) which does not contain a biclique whose partite sets each have an odd number of vertices from \( S \), then \( b_2(G) = b_2(G - v) \).

**Proof:** Suppose that we have a minimum odd cover of \( G - v \) of cardinality \( k = b_2(G - v) \), which we denote as

\[ B = \{(X_1, Y_1), ..., (X_k, Y_k)\}, \]

where each biclique \( i \) is indicated by its two partite sets \( X_i \) and \( Y_i \). If there is no \( i \) such that both \( |S \cap X_i| \) and \( |S \cap Y_i| \) are odd, then we can extend \( B \) to an odd cover of \( G \) using \( k \) bicliques as follows:

\[ B' = \{(X_1', Y_1'), ..., (X_k', Y_k')\}. \]
where

\[ X'_i = \begin{cases} X_i, & \text{if } |S \cap X_i| \equiv 0 \pmod 2, \\ X_i \cup \{v\}, & \text{if } |S \cap X_i| \equiv 1 \pmod 2, \end{cases} \]

for \(1 \leq i \leq k\), and the same for the sets \(Y'_i\). Since \(|S \cap X_i|\) and \(|S \cap Y_i|\) are never odd at the same time, this is a valid construction. Further, for any vertex \(w\), the edge \(vw\) is in the biclique \((X'_i, Y'_i)\) exactly when either \(w \in X_i\) and \(|Y_i \cap S|\) is odd, or \(w \in Y_i\) and \(|X_i \cap S|\) is odd. Such a biclique \((X'_i, Y'_i)\) contributes an odd number of edges from \(w\) to \(S\), as well as one edge from \(w\) to \(v\). The number of such bicliques is odd if and only if \(w\) has an odd number of neighbors in \(S\). A biclique not of this form contributes an even number of edges from \(w\) to \(S\) and none from \(w\) to \(v\). Therefore, the edge \(vw\) is covered an odd number of times by \(B'\) if and only if \(w\) has an odd number of neighbors in \(S\). \(\square\)

**Theorem 4.4.** If \(G\) is bipartite,

\[ b_2(G) = \frac{r_2(G)}{2}. \]

Furthermore, there exists a minimum odd cover of \(G\) that respects its bipartition.

**Proof.** We proceed by induction on \(n\), the order of \(G\). The claim is easily verified for \(n \leq 2\). Suppose that \(G\) has \(n + 1\) vertices and the claim holds for \(1, ..., n\). Let \(G = A \cup B\) be the bipartition, and let \(v \in A\) be an arbitrary vertex of \(G\). We distinguish two cases, based on the rank of \(G - v\):

(i) Suppose that \(r_2(G) = r_2(G - v) + 2\). We can extend a minimum odd cover \(B\) of \(G - v\) to a minimum odd cover of \(G\) by letting \(B' = B \cup \{(v), N(v)\}\).

(ii) Suppose that \(r_2(G) = r_2(G - v) = k\). Then the neighborhood of \(v\) is the sum (over \(\mathbb{F}_2\)) of the neighborhoods of a subset of vertices \(S \subseteq A\). By the inductive hypothesis, there is a minimum odd cover \(B\) of \(G - v\) that respects its bipartition. In particular, at least one partite set of each biclique in \(B\) contains no vertex in \(S\). Thus, we may apply Lemma 4.3 to extend \(B\) to a minimum odd cover of \(G\).

This completes the proof. \(\square\)

We obtain the following corollaries for certain classes of bipartite graphs for which the 2-rank is known.

**Corollary 4.5.** For \(n\) even,

\[ b_2(C_n) = \frac{n - 2}{2}. \]

**Corollary 4.6.** For any \(n\),
\[ b_2(P_n) = \begin{cases} \frac{n}{2}, & \text{if } n \equiv 0 \pmod{2}, \\ \frac{n - 1}{2}, & \text{if } n \equiv 1 \pmod{2}. \end{cases} \]

5 | ODD CYCLES

We have seen that the lower bound in Proposition 3.1 is tight for even cycles. In addition, even cycles have the property \( b_2(C_n) < bp(C_n) \). However, neither of these hold for odd cycles. For odd \( n \), \( r_2(C_n) = n - 1 \), but we will show that \( b_2(C_n) = bp(C_n) = \frac{n + 1}{2} \).

**Theorem 5.1.** Let \( C_n \) be an odd cycle on \( n \) vertices. Then \( b_2(C_n) = \frac{n + 1}{2} \).

**Proof.** Using an edge-disjoint collection of \( \frac{n - 1}{2} \) copies of \( K_{1,2} \) and one \( K_{1,1} \), we can find an odd cover of \( C_n \), as is shown in Figure 1 for \( C_5 \). This establishes the upper bound.

Consider an odd cover, \( B \), of \( C_n \). Since \( C_n \) has an odd number of edges, there exists a biclique \( B := (X, Y) \) in \( B \), where \( |X| = a \) and \( |Y| = b \) are both odd. We will demonstrate that \( r_2(C_n \bigtriangleup B) \geq n - 1 \), which implies that \( b_2(C_n) - 1 \geq \frac{n - 1}{2} \).

Row \( i \) of the adjacency matrix for \( C_n \) is given by \( f_i := e_{i-1} + e_{i+1} \), where the indices are viewed modulo \( n \), and \( e_i \) is a row of all zeros except for a one in index \( i \). Let \( v_X = \sum_{j \in X} e_j \) and \( v_Y = \sum_{j \in Y} e_j \). The \( i^{th} \) row of the adjacency matrix for \( B \) is \( v_Y \) for \( i \in X \), \( v_X \) for \( i \in Y \), and 0 for the remaining rows.

Let \( S \) be the vector space over \( \mathbb{F}_2 \) spanned by the rows of \( A(C_n \bigtriangleup B) \) with indices in \( X \), \( T \) be the vector space over \( \mathbb{F}_2 \) spanned by the rows of \( A(C_n \bigtriangleup B) \) with indices in \( Y \), and \( U \) be the vector space over \( \mathbb{F}_2 \) spanned by the remaining \( n - a - b > 0 \) rows of \( A(C_n \bigtriangleup B) \). Then

\[
\begin{align*}
r_2(C_n \bigtriangleup B_k) &= \dim(S + T + U) \\
&= \dim((S + T) + U) \\
&= \dim(S + T) + \dim U - \dim((S + T) \cap U) \\
&= \dim S + \dim T - \dim(S \cap T) + \dim U - \dim((S + T) \cap U).
\end{align*}
\]

To establish that this quantity is at least \( n - 1 \), we make use of the following claims.

**Claim 1.** \( \dim S = a \), \( \dim T = b \), and \( \dim U = n - a - b \).

**Claim 2.** \( \dim(S \cap T) \leq 1 \) and \( \dim((S + T) \cap U) \leq 1 \).

Before proving these Claim, we will show why proving them is sufficient to prove Theorem 5.1. Combining claims 1 and 2 with our earlier formula for \( \dim(S + T + U) \), we have \( \dim(S + T + U) \geq a + b - 1 + (n - a - b) - 1 = n - 2 \). However, this is the rank of an adjacency matrix over \( \mathbb{F}_2 \) so it must be even (see [4]). Therefore, \( r_2(C_n \bigtriangleup B) \) is at least \( n - 1 \), as desired. It follows that \( b_2(C_n) \geq \frac{n + 1}{2} \), matching the upper bound.
To prove Claim 1, we first note that any proper subset of the rows of $A(C_n)$ is linearly independent, so the $n - a - b$ rows whose span is used to define $U$ are linearly independent. Thus, $\dim(U) = n - a - b$. We also claim that $\{f_j + v_Y j \in X\}$ and $\{f_j + v_X j \in Y\}$ are linearly independent sets. Suppose there exist constants $c_j \in \mathbb{F}_2$ for $j \in X$ such that

$$\sum_{j \in X} c_j(f_j + v_Y) = 0.$$

Let $C = \sum_{j \in X} c_j$. If $C = 0$, then we have that $\sum_{j \in X} c_j f_j = 0$. However, the $f_j$’s for $j \in X$ are a proper subset of the rows of $A(C_n)$, so this can only occur when each $c_j$ is 0.

If instead we have $C = 1$, then the sum $\sum_{j \in X} c_j(f_j + v_Y) = 0$ simplifies to $\sum_{j \in X} c_j f_j = v_Y$. This is impossible since the sum of the components of $\sum_{j \in X} c_j f_j$ is even for all choices of $c_j$’s while the sum of the components of $v_Y$ is odd since $b$ is odd. This means that $\{f_j + v_Y j \in X\}$ is linearly independent. By the same reasoning, $\{f_j + v_X j \in Y\}$ is also linearly independent. This establishes that $\dim(S) = a$ and $\dim(T) = b$.

To prove Claim 2, we first consider a vector $w \in S \cap T$. As such

$$w = \sum_{j \in X} c_j(f_j + v_Y) = \sum_{j \in Y} d_j(f_j + v_X)$$

for some choices of $c_j, d_j \in \mathbb{F}_2$. Let $C = \sum_{j \in X} c_j$ and $D = \sum_{j \in Y} d_j$. As the sum of the components of $\sum_{j \in X} c_j f_j + \sum_{j \in Y} d_j f_j$ is always even, we have $C = D$.

If $C = D = 0$, then

$$\sum_{j \in X} c_j f_j = \sum_{j \in Y} d_j f_j$$

which implies

$$\sum_{j \in X} c_j f_j + \sum_{j \in Y} d_j f_j = 0.$$

Since $\{f_j j \in X\} \cup \{f_j j \in Y\}$ is a proper subset of the rows of $A(C_n)$, it is linearly independent and hence $c_j = 0$ for all $j \in X$ and $d_j = 0$ for all $j \in Y$. Hence $w$ is necessarily the zero vector in this case.

Lastly, if $C = D = 1$, we get

$$\sum_{j \in X} c_j f_j + \sum_{j \in Y} d_j f_j = v_X + v_Y.$$

Since $\{f_j j \in X\} \cup \{f_j j \in Y\}$ is a proper subset of rows of $A(C_n)$, it is linearly independent. As such, the choices of $c_j$ and $d_j$ to write $v_X + v_Y$ are unique and thus there is at most one such $w$. Hence, there are at most two vectors in $S \cap T$, meaning $\dim(S \cap T) \leq 1$.

Now, let $w \in (S + T) \cap U$. As a result,

$$w = \sum_{j \in X} c_j(f_j + v_Y) + \sum_{j \in Y} d_j(f_j + v_X) = \sum_{j \in [n] \setminus (X \cup Y)} r_j f_j$$

(3)
for some choices of \( c_j, d_j, r_j \in \mathbb{F}_2 \). Again, let \( C = \sum_{j \in X} c_j \) and \( D = \sum_{j \in Y} d_j \).

Note that we must again have \( C = D \); otherwise, the sum of the components on the left side of the second equality in (3) would be odd while the sum of the components on the right side would be even.

If \( C = D = 0 \), we have

\[
\sum_{j \in X} c_j f_j + \sum_{j \in Y} d_j f_j + \sum_{j \in |n| \setminus (X \cup Y)} r_j f_j = 0.
\]

Since \( A(C_n) \) has rank \( n - 1 \), we know that the dimension of \( \text{span}\{fj \in [n]\} \) is \( n - 1 \). By Rank-Nullity, there are exactly two choices for the \( c_j \)'s, \( d_j \)'s, and \( r_j \)'s that satisfy this equation. Either all coefficients are 0 or all coefficients are 1. However, picking all the coefficients to be 1 violates the conditions \( \sum_{j \in X} c_j = 0 \) and \( \sum_{j \in Y} d_j = 0 \) since \( |X| = a \) and \( |Y| = b \) are odd. Thus, all coefficients are 0 and this case does not contribute any nonzero vectors to \((S + T) \cap U\).

The only remaining case to consider is when \( C = D = 1 \). This leads to

\[
\sum_{j \in X} c_j f_j + \sum_{j \in Y} d_j f_j + \sum_{j \in |n| \setminus (X \cup Y)} r_j f_j = v_X + v_Y.
\]

Again, since \( r_2(C_n) = n - 1 \), we know that if \( v_X + v_Y \) is in the span of \( \{fj \in [n]\} \), then there are exactly two ways to pick the coefficients \( c_j, d_j, r_j \). These correspond to at most two vectors in \((S + T) \cap U\). Along with the zero vector from the \( C = D = 0 \) case, we see that there are at most three vectors in \((S + T) \cap U\). Since the number of vectors in each vector space over \( \mathbb{F}_2 \) must be a power of 2, there are at most two vectors in \((S + T) \cap U\), so \( \dim((S + T) \cap U) \leq 1 \).

\( \square \)

\section{Complete Graphs}

In this section, we will show that for all complete graphs \( K_n, b_2(K_n) \) is either \([n/2]\) or \([n/2] + 1\).

The lower bound comes from evaluating the 2-rank and the upper bound comes from explicit constructions. In particular, when \( n = 8k \) or \( 8k \pm 1 \) for some positive integer \( k \), \( b_2(K_n) = [n/2] \).

Recall that two vertices \( u \) and \( v \) of a graph \( G \) are said to be \textit{adjacent twins} if \( N[u] = N[v] \). We will make use of the following lemma to bound \( b_2(K_n) \).

\textbf{Lemma 6.1.} \textit{Let \( G \) be a graph on \( n \) vertices. If \( G \) contains a matching \( M \) such that each edge \( uv \in M \) is a pair of adjacent twins, then \( r_2(G) = 2|M| + r_2(G - V(M)) \).}

\textit{Proof.} It suffices to show that, by elementary operations, the adjacency matrix of \( G \) can be turned into a block diagonal matrix whose blocks are an identity matrix of size \( 2|M| \) and the adjacency matrix of \( G - V(M) \). Without loss of generality, we assume the first two rows \( r_1, r_2 \) correspond to two vertices \( v_1, v_2 \) that form an edge in \( M \). By definition, \( r_1 + r_2 = (1, 1, 0, ..., 0) \). The first two entries in each row other than \( r_1 \) and \( r_2 \) is either \((1, 1)\) or \((0, 0)\). So we can turn all entries in the first two columns, except for the two diagonal entries, into 0 by elementary row operations. And then we can turn all entries in the first two rows, except for the two diagonal entries, into 0 by elementary column operations.
Similarly, assuming that the first $2|M|$ rows and columns correspond to vertices in $V(M)$, we can turn all entries in the first $2|M|$ rows or the first $2|M|$ columns, except for the $2|M|$ diagonal entries, into 0 by elementary operations, while the entries in the last $(n - 2|M|) \times (n - 2|M|)$ diagonal block remain the same. This completes the proof. \[\square\]

**Lemma 6.2.** For integers $k \geq 1$, $b_2(K_{2k+1}) \geq k + 1$.

**Proof.** Let $G$ be an arbitrary biclique, which is a subgraph of $K_{2k+1}$. It suffices to show that $r_2(K_{2k+1} \bigtriangleup G) = 2k$. Let $A$ and $B$ be the two parts of $G$. If the size of one of $A$ and $B$ is even, then it is not hard to find $k$ vertex-disjoint pairs of adjacent twins in $K_{2k+1} \bigtriangleup G$, and hence, by Lemma 6.1, $r_2(K_{2k+1} \bigtriangleup G) = 2k$ as desired. If both $A$ and $B$ have odd size, then we can find a matching $M$ consisting of $k - 1$ vertex-disjoint pairs of adjacent twins, such that $(K_{2k+1} \bigtriangleup G) - V(M)$ is a path of length 2, which has 2-rank 2. Therefore, by Lemma 6.1, we have $r_2(K_{2k+1} \bigtriangleup G) = 2k - 2 + 2 = 2k$. \[\square\]

In fact, we can also prove this lemma by analyzing the adjacency matrix directly, similar to what we did for odd cycles.

When $n$ is an even integer, we can find an odd cover using at most $n/2 + 1$ bipartite graphs for a family of $n$-vertex graphs which contains the complete graph $K_n$.

**Lemma 6.3.** Let $G$ be a graph on $n$ vertices. If $G$ contains a perfect matching $M$ such that each edge $uv \in M$ is a pair of adjacent twins, then $r(G) = n$ and $b_2(G) \leq n/2 + 1$.

**Proof.** By Lemma 6.1, we have $r(G) = n$. We can show $b_2(G) \leq n/2 + 1$ by construction. Let $M = \{a_i b_i\}_{1 \leq i \leq n/2}$. Let $G^{(j)}$ be the induced subgraph of $G$ on vertices $\{a_1, b_1, a_2, b_2, \ldots, a_j, b_j\}$. We prove the following statement by induction: For any positive integer $j$, if $j$ is odd, then there exists a set of vectors $\{a^{(1)}, b^{(1)}, a^{(2)}, b^{(2)}, \ldots, a^{(j)}, b^{(j)}\} \subset \{0, 1, \varepsilon\}^{j+1}$ with the following properties:

1. The induced subgraph of $B_{j+1}$ (See Definition 3.2) on this set of vectors is isomorphic to $G^{(j)}$.
2. $a_i^{(t)} + b_i^{(t)} = 1$ for all $1 \leq t \leq j$, $i \neq t$.
3. $a_i^{(t)} = b_i^{(t)} = \varepsilon$ if and only if $i = t$.

If $j$ is even, then there exists a set of vectors $\{a^{(1)}, b^{(1)}, a^{(2)}, b^{(2)}, \ldots, a^{(j)}, b^{(j)}\} \subset \{0, 1, \varepsilon\}^{j+2}$ with the following properties:

1. The induced subgraph of $B_{j+2}$ (See Definition 3.2) on this set of vectors is isomorphic to $G^{(j)}$.
2. $a_i^{(t)} + b_i^{(t)} = 1$ for all $1 \leq t \leq j$, $i \neq t$.
3. $a_i^{(t)} = b_i^{(t)} = \varepsilon$ if and only if $i = t$.
4. $a_j^{(t)} + b_j^{(t)} = 0$ for all $1 \leq t \leq j$.

The 0, 1 entries of the vectors are considered as numbers in modulo 2. Let $I(i, j)$ be the indicator function of whether $a_ia_j$ forms an edge, that is,
When \( j = 1 \), let \( a^{(1)} = (\varepsilon, 0) \), and \( b^{(1)} = (\varepsilon, 1) \). When \( j = 2 \), let \( a^{(1)} = (\varepsilon, 0, 0, 0) \), \( b^{(1)} = (\varepsilon, 1, 1, 1) \), \( a^{(2)} = (I(1, 2), \varepsilon, I(1, 2), 0) \), and \( b^{(2)} = (1 - I(1, 2), \varepsilon, 1 - I(1, 2), 1) \). It is easy to check that they satisfy the desired properties. Suppose for some integer \( k \geq 1 \), we have constructed a set of vectors

\[
\{a^{(1)}, b^{(1)}, a^{(2)}, b^{(2)}, \ldots, a^{(2k)}, b^{(2k)}\} \in \{\varepsilon, 0, 1\}^{2k+2}
\]

with the desired properties.

To prove the statement for \( j = 2k + 1 \), let

\[
S_1(a^{(i)}) = \sum_{1 \leq i \leq 2k} a_i^{(i)},
\]

for \( 1 \leq t \leq 2k \). Create a new vector \( a^{(2k+1)} \in \{0, 1, \varepsilon\}^{2k+2} \). Set

\[
a^{(2k+1)}_{2k+1} = \varepsilon,
\]

\[
a^{(2k+1)}_i = S_1(a^{(i)}) + I(i, 2k + 1), \quad \text{for} \ 1 \leq i \leq 2k,
\]

\[
a^{(2k+1)}_{2k+2} = \sum_{i=1}^{2k} a_i^{(2k+1)}.
\]

Let \( b^{(2k+1)} \) be the complement of \( a^{(2k+1)} \); that is, replace 1 with 0 and 0 with 1. We can now check that

\[
\{a^{(1)}, b^{(1)}, a^{(2)}, b^{(2)}, \ldots, a^{(2k+1)}, b^{(2k+1)}\} \in \{\varepsilon, 0, 1\}^{2k+2}
\]

is a set of vectors with desired properties. It suffices to check that for each \( 1 \leq j \leq 2k \), the number of coordinates such that one is 0 and the other is 1 is \( I(j, 2k + 1) \) between \( a^{(j)} \) and \( a^{(2k+1)} \), which is equivalent to

\[
\sum_{1 \leq i \leq 2k+2, i \neq j, i \neq 2k+1} (a_i^{(j)} + a_i^{(2k+1)}) = I(j, 2k + 1).
\]

To prove the statement for \( j = 2k + 2 \), let

\[
S_2(a^{(i)}) = \sum_{1 \leq i \leq 2k+1} a_i^{(i)},
\]

for \( 1 \leq t \leq 2k + 1 \). Give each vector \( a^{(i)} \) two extra 0’s at the end, and give each \( b^{(i)} \) two extra 1’s at the end, for \( 1 \leq i \leq 2k + 1 \). Create a new vector \( a^{(2k+2)} \in \{0, 1, \varepsilon\}^{2k+4} \). Set
Let $b^{(2k+2)}$ be the complement of $a^{(2k+2)}$. We can now check that

$$\{a^{(1)}, b^{(1)}, a^{(2)}, b^{(2)}, ..., a^{(2k+2)}, b^{(2k+2)}\} \in \{\varepsilon, 0, 1\}^{2k+4}$$

is a set of vectors with desired properties. This completes the proof of the statement.

When $n/2$ is odd, by Proposition 3.3, the statement above for odd values provides us with an odd cover of $G$ using $n/2 + 1$ bicliques. This implies $b_2(G) \leq n/2 + 1$. On the other hand, when $n/2$ is even, the statement above for even values, by Proposition 3.3, only provides us with an odd cover of $G$ using $n/2 + 2$ bicliques. However, we notice that the union of the two bicliques corresponding to the last two columns is also a biclique. Therefore, this also implies $b_2(G) \leq n/2 + 1$.

Now we are ready to prove our main result in this section.

**Theorem 6.4.** For any positive integer $n$,

$$\left\lfloor \frac{n}{2} \right\rfloor \leq b_2(K_n) \leq \left\lceil \frac{n}{2} \right\rceil + 1.$$

In particular, for any positive integer $k$

$$b_2(K_{8k-1}) = b_2(K_{8k}) = 4k,$$

$$b_2(K_{8k+1}) = 4k + 1.$$

**Proof.** Lemma 6.1 gives $r_2(K_{2n}) = 2n$ and hence $b_2(K_{2n}) \geq n$. Together with Lemma 6.2, we have the general lower bounds

$$b_2(K_n) \geq \left\lfloor \frac{n}{2} \right\rfloor.$$

For upper bounds, Lemma 6.3 gives $b_2(K_{2n}) \leq n + 1$. Since $b_2(K_{2n+1}) \leq b_2(K_{2n}) + 1 \leq n + 2$, we have the general upper bounds

$$b_2(K_n) \leq \left\lceil \frac{n}{2} \right\rceil + 1.$$

For $n = 8k$, it suffices to show that $b_2(K_{8k}) \leq 4k$. Note that this also implies $b_2(K_{8k-1}) \leq 4k$ and $b_2(K_{8k+1}) \leq 4k + 1$. We will construct explicit odd covers of $K_{8k}$ represented by vectors as vertices in $B_{4k}$ (See Definition 3.2, also see Figure 5 for the
construction of an odd cover of $K_{32}$). In other words, we will show that $K_{8k}$ is an induced subgraph of $B_{4k}$. Let $\{a^{(i)}\}_{1 \leq i \leq 4k} \subset \{0, 1, \varepsilon\}^k$ be a set of vectors defined by:

1. $a^{(i)}_i = \varepsilon$;
2. $a^{(i)}_j = 0$ if $\begin{cases} j \geq i + 2 \\ i \equiv 0, 1 \mod 4 \text{ and } j = i + 1; \\ i \equiv 0, 3 \mod 4 \text{ and } j = i - 1 \\ \end{cases}$
3. $a^{(i)}_j = 1$ otherwise.

Also, let $\{b^{(i)}\}_{1 \leq i \leq 4k}$ be a set of vectors such that $b^{(i)}$ is the complement of $a^{(i)}$ for all $i$ (replace each 1 by 0 and each 0 by 1). Let $S$ denote the set of these $8k$ vectors. We can check that $S$ induces $K_{8k}$ in $B_{4k}$. Indeed, one can check that the following properties hold:

1. $\{a^{(i)}, b^{(i)}\}$ form an edge for all $1 \leq i \leq 4k$.
2. $\{a^{(i)}, v\}$ form an edge if and only if $\{b^{(i)}, v\}$ form an edge for all $v \in S \setminus \{a_i, b_i\}$, $1 \leq i \leq 4k$.
3. $\{a^{(i)}, v\}$ form an edge if and only if $\{a^{(i+4)}, v\}$ for all $v \in S \setminus \{a^{(i)}, a^{(i+4)}\}$ $1 \leq i \leq 4k - 4$.

Since $a^{(1)}, a^{(2)}, a^{(3)}$ and $a^{(4)}$ form a $K_4$, the proof is complete.

7 | CONCLUSION

- In this paper, we determined that $b_2(K_n) = [n/2]$ when $n \in \{0, 1, 7\} \pmod{8}$. As a result, one might hope that the behavior of $b_2(K_n)$ depends on the value of $n \pmod{8}$. Our computer-aided calculations when $n \leq 14$ together with Theorem 6.4 determine the values of $b_2(K_n)$ for $1 \leq n \leq 17$. Although these computer-aided calculations yield that $b_2(K_{10}) = 6 = [10/2] + 1$ whereas $b_2(K_2) = 1 = [2/2]$, we believe this behavior is unique to the case when $n = 2$:
**Conjecture 7.1.** Let \( n \geq 2 \) be an integer. Then

\[
b_2(K_{2n}) = \begin{cases} 
  n & \text{when } 4|n \\
  n + 1 & \text{otherwise.}
\end{cases}
\]

It is worth noting the connection between Conjecture 7.1, the existence of Hadamard matrices, and the connection between Hadamard matrices and \( b_2(K_n) \) established in [18]. An \( n \times n \) Hadamard matrix is conjectured to exist (when \( n \geq 3 \)) if and only if \( 4|n \). Accepting this conjecture and using the implication from [18], we get that \( b_2(K_{2n}) = n \) when \( 4|n \). Conjecture 7.1 implies this condition is both necessary and sufficient; namely, if there does not exist an \( n \times n \) Hadamard matrix, then \( b_2(K_{2n}) = n + 1 \). However, our proof that \( b_2(K_{8n}) = 4n \) (i.e., the first line of Conjecture 7.1) is independent of the existence of Hadamard matrices, and as such it may be possible to prove Conjecture 7.1 with new methods also unrelated to Hadamard matrices. In the case for odd cliques, Theorem 6.4 establishes that \( b_2(K_{2n-1}) = n \) when \( 2n - 1 = \pm 1 \pmod{8} \), and we conjecture this also holds when \( 2n - 1 \in \{3, 5\} \pmod{8} \):

**Conjecture 7.2.** Let \( n \geq 2 \) be an integer. Then

\[
b_2(K_{2n-1}) = n.
\]

- We also explored the minimum cardinality of an odd cover of \( G \) for a variety of different types of graphs. For all \( n \) vertex graphs that we consider, it follows that \( b_2(G) \leq n/2 + 1 \). Although this may be too bold of a phenomenon to hold in general, it would be interesting to show that the minimum cardinality of an odd cover of an \( n \)-vertex graph is asymptotically bounded away from \( n \).

**Problem 1.** Do there exist \( \varepsilon > 0 \) and \( n_0 \in \mathbb{N} \) with the following property: for all \( n > n_0 \) and every \( n \)-vertex graph \( G \), \( b_2(G) \leq (1 - \varepsilon)n \)?

Perhaps a step towards an affirmative answer to Problem 1 is to consider the minimum cardinality of an odd cover of the random graph \( G_{n,1/2} \). Letting \( \alpha(G) \) denote the largest size of an independent set in \( G \), and by taking a collection of appropriately chosen stars, it follows that \( b_2(G) \leq n - \alpha(G) \) and similarly \( bp(G) \leq n - \alpha(G) \). The problem of biclique partitions of the random graph \( G_{n,1/2} \) is a well-studied problem where the best current bounds are due to Alon, Bohman, and Huang [1] who showed that there exists an absolute constant \( c > 0 \) so that \( bp(G_{n,1/2}) \leq n - (1 + c)\alpha(G_{n,1/2}) \) with high probability.

- Our main source of lower bounds on \( b_2(G) \) comes from utilizing the 2-rank and subadditivity of matrix rank. We also can explore a hypergraph extension of odd covers. Let \( K^{(r)}_n \) denote the complete \( r \)-uniform hypergraph on vertex set \([n]\). Given pairwise disjoint \( X_1, \ldots, X_r \subseteq [n] \), let \( \prod_{i=1}^{r} X_i \) denote the complete \( r \)-partite \( r \)-uniform hypergraph whose hyperedges consist of all \( r \)-sets which contain exactly one vertex from each \( X_i \). Let \( b_r(K^{(r)}_n) \) denote the minimum number of complete \( r \)-uniform \( r \)-partite hypergraphs needed so that each edge of \( K^{(r)}_n \) appears in an odd number of these
complete $r$-uniform $r$-partite hypergraphs. A natural upper bound on $b_r(K_n^{(r)})$ comes from the minimum number of complete $r$-uniform $r$-partite hypergraphs needed to partition $K_n^{(r)}$, which we denote as $bp_r(K_n^{(r)})$. Taking an arbitrary odd cover of $K_n^{(2r)}$ and using the methods of Cioabă, Küngden, and Verstraëte [6], we recover an odd cover of the Kneser graph $K_{n;r}$, that is, $V(K_{n;r}) = \binom{[n]}{r}$ and $(A, B) \in E(K_{n;r})$ if and only if $A \cap B = \emptyset$. Using an argument of Wilson [19] on the 2-rank of Kneser graphs as in [16] together with the best general bounds on $bp_r(K_n^{(r)})$ due to Leader et al. [14], we recover

$$\left(\frac{1}{2^r} + o(1)\right)\binom{n}{r} \leq b_{2r}(K_n^{(2r)}) \leq \left(\frac{14}{15} + o(1)\right)\binom{n}{r}.$$ (4)

In this paper, we showed that $b_{2}(K_n) < bp_{2}(K_n) = n - 1$ for $n \geq 5$, and it would be interesting to show the two quantities differ for larger uniformities.

**Problem 2.** For $r \geq 3$, is it the case that $b_r(K_n^{(r)}) < bp_r(K_n^{(r)})$ for $n$ sufficiently large?
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