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Abstract

Recent results show that several important graph classes can be embedded as subgraphs of strong products of simpler graphs classes (paths, small cliques, or graphs of bounded treewidth). This paper develops general techniques to bound the chromatic number (and its popular variants, such as fractional, clustered, or defective chromatic number) of the strong product of general graphs with simpler graphs classes, such as paths, and more generally graphs of bounded treewidth. We also highlight important links between the study of (fractional) clustered colouring of strong products and other topics, such as asymptotic dimension in metric geometry and topology, site percolation in probability theory, and the Shannon capacity in information theory.

1 Introduction

The past few years have seen a renewed interest in the structure of strong products of graphs. One motivation is the Planar Graph Product Structure Theorem (see Section 1.2), which shows that every planar graph is a subgraph of the strong product of a graph with bounded treewidth and a path. As a consequence, results on the structure of planar graphs can be simply deduced from the study of the structure of strong products of graphs (and in particular from the study of the strong product of a graph with a path). This theorem was preceded by several results that can be also stated as product structure theorems (where the host graph is the strong product of paths, trees, or small complete graphs); see Section 1.2 below. Note that grids in finite-dimensional euclidean spaces can be expressed as the strong product of finitely many paths, and colouring properties of these grids are related to important topological or metric properties of these spaces; see Section 1.3 and Section 1.4.

It turns out that the study of colouring properties of strong products of graphs has interesting connections with various problems in combinatorics, which we highlight below. In particular, in order to understand the chromatic number (or the clustered or defective chromatic number) of strong products, it is very helpful to understand the fractional
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versions of such colourings, which have strong ties with site percolation in probability theory (see Section 1.6) and Shannon capacity in information theory (see Section 1.7).

We start with the definitions of various graph products, as well as various graph colouring notions that are studied in this paper. We then give an overview of our main results in Section 1.8.

1.1 Definitions

The cartesian product of graphs $A$ and $B$, denoted by $A \square B$, is the graph with vertex set $V(A) \times V(B)$, where distinct vertices $(v, x), (w, y) \in V(A) \times V(B)$ are adjacent if: $v = w$ and $xy \in E(B)$, or $x = y$ and $vw \in E(A)$. The direct product of graphs $A$ and $B$, denoted by $A \times B$, is the graph with vertex set $V(A) \times V(B)$, where distinct vertices $(v, x), (w, y) \in V(A) \times V(B)$ are adjacent if $vw \in E(A)$ and $xy \in E(B)$. The strong product of graphs $A$ and $B$, denoted by $A \boxtimes B$, is the graph $(A \square B) \cup (A \times B)$. For graph classes $\mathcal{G}_1$ and $\mathcal{G}_2$, let

$$
\mathcal{G}_1 \square \mathcal{G}_2 := \{G_1 \square G_2 : G_1 \in \mathcal{G}_1, G_2 \in \mathcal{G}_2\}
$$

$$
\mathcal{G}_1 \times \mathcal{G}_2 := \{G_1 \times G_2 : G_1 \in \mathcal{G}_1, G_2 \in \mathcal{G}_2\}
$$

$$
\mathcal{G}_1 \boxtimes \mathcal{G}_2 := \{G_1 \boxtimes G_2 : G_1 \in \mathcal{G}_1, G_2 \in \mathcal{G}_2\}.
$$

A colouring of a graph $G$ is simply a function $f : V(G) \to C$ for some set $C$ whose elements are called colours. If $|C| \leq k$ then $f$ is a $k$-colouring. An edge $vw$ of $G$ is $f$-monochromatic if $f(v) = f(w)$. An $f$-monochromatic component, sometimes called a monochromatic component, is a connected component of the subgraph of $G$ induced by $\{v \in V(G) : f(v) = \alpha\}$ for some $\alpha \in C$. We say $f$ has clustering $c$ if every $f$-monochromatic component has at most $c$ vertices. The $f$-monochromatic degree of a vertex $v$ is the degree of $v$ in the monochromatic component containing $v$. Then $f$ has defect $d$ if every $f$-monochromatic component has maximum degree at most $d$ (that is, each vertex has monochromatic degree at most $d$). There have been many recent papers on clustered and defective colouring [11, 19, 20, 23, 24, 33, 36, 46–51, 56–58, 65]; see [70] for a survey.

The general goal of this paper is to study defective and clustered chromatic number of graph products, with the focus on minimising the number of colours with bounded defect or bounded clustering a secondary goal.

The clustered chromatic number of a graph class $\mathcal{G}$, denoted by $\chi_\star(\mathcal{G})$, is the minimum integer $k$ for which there exists an integer $c$ such that every graph in $\mathcal{G}$ has a $k$-colouring with clustering $c$. If there is no such integer $k$, then $\mathcal{G}$ has unbounded clustered chromatic number. The defective chromatic number of a graph class $\mathcal{G}$, denoted by $\chi_\Delta(\mathcal{G})$, is the minimum integer $k$ for which there exists $c \in \mathbb{N}$ such that every graph in $\mathcal{G}$ has a $k$-colouring with defect $c$. If there is no such integer $k$, then $\mathcal{G}$ has unbounded defective chromatic number. Every colouring of a graph with clustering $c$ has defect $c - 1$. Thus $\chi_\Delta(\mathcal{G}) \leq \chi_\star(\mathcal{G}) \leq \chi(\mathcal{G})$ for every class $\mathcal{G}$.

Obviously, for all graphs $G$ and $H$,

$$
\max\{\chi(G), \chi(H)\} \leq \chi(G \boxtimes H) \leq \chi(G) \chi(H).
$$
The upper bound is tight if \( G \) and \( H \) are complete graphs, for example. The lower bound is tight if \( G \) or \( H \) has no edges. However, Vesztergombi [66] proved that \( \chi(G \Join K_2) \geq \chi(G) + 2 \), implying that if \( E(H) \neq \emptyset \) then
\[
\chi(G \Join H) \geq \chi(G) + 2.
\]

More generally, Klavžar and Milutinović [40] proved that
\[
\chi(G \Join H) \geq \chi(G) + 2\omega(H) - 2.
\]

Žerovnik [68] studied the chromatic numbers of the strong product of odd cycles.

A classical result of Sabidussi [60] states that for any graphs \( G \) and \( H \),
\[
\chi(G \square H) = \max\{\chi(G), \chi(H)\},
\]
while a famous conjecture of Hedetniemi stated that
\[
\chi(G \times H) = \min\{\chi(G), \chi(H)\}.
\]
This conjecture was recently disproved by Shitov [63]. The remainder of the paper focuses on the strong product \( \Join \) of graphs rather than \( \square \) and \( \times \).

### 1.2 Subgraphs of Strong Products

The study of colourings of strong products is partially motivated from the following results that show that natural classes of graphs are subgraphs of certain strong products. Thus, colouring results for the product imply an analogous result for the original class. Later in the paper we use Theorem 2, while Theorems 1 and 3 are not used. Nevertheless, these results provide further motivation for studying colouring of strong graph products, since they show that several classes with a complicated structure can be expressed as subgraphs of the strong product of significantly simpler graph classes.

For a graph \( G \) and an integer \( d \geq 1 \), let \( \Join_d G \) denote the \( d \)-fold strong product \( G \Join \cdots \Join G \).

**Theorem 1** ([44]). For every \( c \in \mathbb{N} \) there exists \( d \in O(c \log c) \), such that if \( G \) is a graph with \( |\{w \in V(G) : \text{dist}(v, w) \leq r\}| \leq r^c \) for every vertex \( v \in V(G) \) and integer \( r \geq 2 \), then \( G \subseteq \Join_d P \).

**Theorem 2** ([13, 15, 69]). Every graph with maximum degree \( \Delta \in \mathbb{N}^+ \) and treewidth less than \( k \in \mathbb{N}^+ \) is a subgraph of \( T \Join K_{20k\Delta} \) for some tree \( T \) with maximum degree at most \( 20k\Delta^2 \).

**Theorem 3** ([16, 64]). Every planar graph is a subgraph of:

(a) \( H \Join P \) for some planar graph \( H \) of treewidth at most 6 and for some path \( P \);  
(b) \( H \Join P \Join K_3 \) for some planar graph \( H \) of treewidth at most 3 and for some path \( P \).

The interested reader is referred to [10, 14, 16, 17, 34, 35] for extensions of this result to graphs of bounded genus, and other natural generalisations of planar graphs.

### 1.3 Hex Lemma

The famous Hex Lemma says that the game of Hex cannot end in a draw; see [31] for an account of the rich history of this game. As illustrated in Figure 1, the Hex Lemma
Figure 1: A Hex game.

is equivalent to saying that in every 2-colouring of the vertices of the $n \times n$ triangulated grid, there is a monochromatic path from one side to the opposite side.

This result generalises to higher dimensions as follows. Let $G_n^d$ be the graph with vertex-set $\{1, \ldots, n\}^d$, where distinct vertices $(v_1, \ldots, v_d)$ and $(w_1, \ldots, w_d)$ are adjacent in $G_n^d$ whenever $w_i \in \{v_i, v_i + 1\}$ for each $i \in \{1, \ldots, d\}$, or $v_i \in \{w_i, w_i + 1\}$ for each $i \in \{1, \ldots, d\}$. Note that if each vertex $(v_1, \ldots, v_d)$ is coloured $(\sum_i v_i) \mod (d + 1)$, then adjacent vertices $(v_1, \ldots, v_d)$ and $(w_1, \ldots, w_d)$ are assigned distinct colours, since $|\sum_i v_i - \sum_i w_i| \leq d$. Thus $\chi(G_n^d) = d + 1$. In fact, $\chi(G_n^d) = d + 1$ since $\{(v_1, \ldots, v_d), (v_1 + 1, v_2, \ldots, v_d), (v_1 + 1, v_2 + 1, v_3, \ldots, v_d), \ldots, (v_1 + 1, v_2 + 1, \ldots, v_d + 1)\}$ is a $(d + 1)$-clique. The $d$-dimensional Hex Lemma provides a stronger lower bound: in every $d$-colouring of $G_n^d$ there is a monochromatic path from one 'side' of $G_n^d$ to the opposite side [27]. Thus

$$
\chi_\star(\{G_n^d : n \in \mathbb{N}\}) = d + 1.
$$

See [7, 27, 37, 45, 53, 54, 54] for related results. For example, Gale [27] showed that this theorem is equivalent to the Brouwer Fixed Point Theorem.

These results are related to clustered colourings of strong products, as we now explain. Let $P_n$ denote the $n$-vertex path and $P_n \boxtimes \cdots \boxtimes P_n$ be the $d$-dimensional grid $P_n \boxtimes \cdots \boxtimes P_n$. Then $G_n^d$ is a subgraph of $P_n \boxtimes \cdots \boxtimes P_n$. So

$$
\chi_\star(\{P_n \boxtimes \cdots \boxtimes P_n : n \in \mathbb{N}\}) \geq \chi_\star(\{G_n^d : n \in \mathbb{N}\}) = d + 1.
$$

A corollary of our main result is that equality holds here. In particular, Corollary 25 shows that there is a $(d + 1)$-colouring of $P_n^{\boxtimes d}$ with clustering $d!$. Thus

$$
\chi_\star(\{P_n \boxtimes \cdots \boxtimes P_n : n \in \mathbb{N}\}) = d + 1.
$$

1.4 Asymptotic Dimension

Given a graph $G$ and an integer $\ell \geq 1$, $G^\ell$ is the graph obtained from $G$ by adding an edge between each pair of distinct vertices $u, v$ at distance at most $\ell$ in $G$. Note that $G^1 = G$. We say that a subset $S$ of vertices of a graph $G$ has \textit{weak diameter at most $d$} in $G$ if any two vertices of $S$ are at distance at most $d$ in $G$. 

The asymptotic dimension of a metric space was introduced by Gromov [29] in the context of geometric group theory. For graph classes (and their shortest paths metric), it can be defined as follows [8]: the **asymptotic dimension** of a graph class $\mathcal{F}$ is the minimum $m \in \mathbb{N}_0$ for which there is a function $f : \mathbb{N} \rightarrow \mathbb{N}$ such that for every $G \in \mathcal{F}$ and $\ell \in \mathbb{N}$, $G^\ell$ has an $(m+1)$-colouring in which each monochromatic component has weak diameter at most $f(\ell)$ in $G^\ell$. (If no such integer $m$ exists, the asymptotic dimension of $\mathcal{F}$ is said to be $\infty$).

Taking $\ell = 1$, we see that graphs from any graph class $\mathcal{F}$ of asymptotic dimension at most $m$ have an $(m+1)$-colouring in which each monochromatic component has bounded weak diameter. If, in addition, the graphs in $\mathcal{F}$ have bounded maximum degree, then all graphs in $\mathcal{F}$ have $(m+1)$-colourings with bounded clustering [8], implying $\chi_*(\mathcal{F}) \leq m + 1$.

It is well-known that the class of $d$-dimensional grids (with or without diagonals) has asymptotic dimension $d$ (see [29]), and since they also have bounded degree, it directly follows from the remarks above that $d$-dimensional grids have $(d+1)$-colourings with bounded clustering.

An important problem is to bound the dimension of the product of topological or metric spaces as a function of their dimensions. It follows from the work of Bell and Dranishnikov [6] and Brodskiy, Dydak, Levin, and Mitra [9] that if $\mathcal{F}_1$ and $\mathcal{F}_2$ are classes of asymptotic dimension $m_1$ and $m_2$, respectively, then the class $\mathcal{F}_1 \boxtimes \mathcal{F}_2 := \{G_1 \boxtimes G_2 : G_1 \in \mathcal{F}_1, G_2 \in \mathcal{F}_2\}$ has asymptotic dimension at most $m_1 + m_2$. For example, that $d$-dimensional grids have asymptotic dimension at most $d$ can be deduced from this product theorem by induction, using the fact that the family of paths has asymptotic dimension 1. In particular, if two classes $\mathcal{F}_1$ and $\mathcal{F}_2$ have asymptotic dimension $m_1$ and $m_2$, respectively, and have uniformly bounded maximum degree, then the graphs in $\mathcal{F}_1 \boxtimes \mathcal{F}_2$ have $(m_1 + m_2 + 1)$-colourings with bounded clustering. Since graphs of bounded treewidth have asymptotic dimension at most 1 [8], this implies the following.

**Theorem 4.** If $G_1, \ldots, G_d$ are graphs with treewidth at most $k \in \mathbb{N}$ and maximum degree at most $\Delta \in \mathbb{N}$, then $G_1 \boxtimes \cdots \boxtimes G_d$ is $(d+1)$-colourable with clustering at most some function $c(d, \Delta, k)$.

Similarly, using the fact that graphs excluding some fixed minor have asymptotic dimension at most 2 [8], we have the following.

**Theorem 5.** Let $H$ be a graph. If $G_1, \ldots, G_d$ are $H$-minor free graphs with maximum degree at most $\Delta \in \mathbb{N}$, then $G_1 \boxtimes \cdots \boxtimes G_d$ is $(2d + 1)$-colourable with clustering at most some function $c(d, \Delta, H)$.

The conditions that $\mathcal{F}_1$ and $\mathcal{F}_2$ have bounded asymptotic dimension and degree are quite strong, and instead we would like to obtain conditions only based on the fact that $\mathcal{F}_1$ and $\mathcal{F}_2$ are themselves colourable with bounded clustering with few colours, and if possible, without the maximum degree assumption.
1.5 Fractional Colouring

Let $G$ be a graph. For $p, q \in \mathbb{N}$ with $p \geq q$, a $(p : q)$-colouring of $G$ is a function $f : V(G) \rightarrow \binom{[q]}{p}$ for some set $C$ with $|C| = p$. That is, each vertex is assigned a set of $q$ colours out of a palette of $p$ colours. For $t \in \mathbb{R}$, a fractional $t$-colouring is a $(p : q)$-colouring for some $p, q \in \mathbb{N}$ with $\frac{p}{q} \leq t$. A $(p : q)$-colouring $f$ of $G$ is proper if $f(v) \cap f(w) = \emptyset$ for each edge $vw \in E(G)$.

The fractional chromatic number of $G$ is

$$\chi_f^f(G) := \inf \{ t \in \mathbb{R} : G \text{ has a proper fractional } t\text{-colouring} \}.$$ 

The fractional chromatic number is widely studied; see the textbook [61], which includes a proof of the fundamental property that $\chi_f^f(G) \in \mathbb{Q}$.

The next result relates $\chi_f^f(G)$ and $\alpha(G)$, the size of the largest independent set in $G$.

**Lemma 6 ([61]).** For every graph $G$,

$$\chi_f^f(G) \alpha(G) \geq |V(G)|,$$

with equality if $G$ is vertex-transitive.

The following well-known observation shows an immediate connection between fractional colouring and strong products.

**Observation 7.** A graph $G$ is properly $(p : q)$-colourable if and only if $G \nabla K_q$ is properly $p$-colourable.

Observation 7 is normally stated in terms of the lexicographic product $G[K_q]$, which equals $G \nabla K_q$ (although $G[H] \neq G \nabla H$ for other graphs $H$). See [39, 41] for results on the fractional chromatic number and the lexicographic product.

Fractional 1-defective colourings were first studied by Farkasová and Soták [26]; see [28, 43, 55] for related results. Fractional clustered colourings were introduced by Dvořák and Sereni [20] and subsequently studied by Norin et al. [58] and Liu and Wood [51].

The notions of clustered and defective colourings introduced in Section 1.1 naturally extend to fractional colouring as follows. For a $(p : q)$-colouring $f : V(G) \rightarrow \binom{[q]}{p}$ of $G$ and for each colour $\alpha \in C$, the subgraph $G[\{v \in V(G) : \alpha \in f(v)\}]$ is called an $f$-monochromatic subgraph or monochromatic subgraph when $f$ is clear from the context. A connected component of an $f$-monochromatic subgraph is called an $f$-monochromatic component or monochromatic component. Note that $f$ is proper if and only if each $f$-monochromatic component has exactly one vertex.

A $(p : q)$-colouring has defect $c$ if every monochromatic subgraph has maximum degree at most $c$. A $(p : q)$-colouring has clustering $c$ if every monochromatic component has at most $c$ vertices.

The fractional clustered chromatic number $\chi_f^c(G)$ of a graph class $\mathcal{G}$ is the infimum of all $t \in \mathbb{R}$ such that, for some $c \in \mathbb{N}$, every graph in $\mathcal{G}$ is fractionally $t$-colourable with clustering $c$. The fractional defective chromatic number $\chi_f^\Delta(G)$ of a graph class $\mathcal{G}$ is the...
infimum of \( t > 0 \) such that, for some \( c \in \mathbb{N} \), every graph in \( \mathcal{G} \) is fractionally \( t \)-colourable with defect \( c \).

Dvořák [18] proved that every hereditary class admitting strongly sublinear separators and bounded maximum degree has fractional clustered chromatic number 1 (see also [20]). Using this result, Liu and Wood [51] proved that for every hereditary graph class \( \mathcal{G} \) admitting strongly sublinear separators,

\[
\chi^f(\mathcal{G}) = \chi^f_{\Delta}(\mathcal{G}).
\]

Liu and Wood [51] also proved that for every monotone graph class \( \mathcal{G} \) admitting strongly sublinear separators and with \( K_{s,t} \notin \mathcal{G} \),

\[
\chi^f(\mathcal{G}) = \chi^f_{\Delta}(\mathcal{G}) \leq \chi(\mathcal{G}) \leq s.
\]

Norin et al. [58] determined \( \chi^f_{\Delta} \) and \( \chi^f \) for every minor-closed class. In particular, for every proper minor-closed class \( \mathcal{G} \),

\[
\chi^f_{\Delta}(\mathcal{G}) = \chi^f(\mathcal{G}) = \min\{k \in \mathbb{N} : \exists n C_{k,n} \notin \mathcal{G}\},
\]

where \( C_{n,k} \) is a specific graph (see Section 3 for the definition of \( C_{n,k} \) and for more details about this result). As an example, say \( \mathcal{G}_t \) is the class of \( K_t \)-minor-free graphs. Hadwiger [30] famously conjectured that \( \chi(\mathcal{G}_t) = t - 1 \). It is even open whether \( \chi^f(\mathcal{G}_t) = t - 1 \). The best known upper bound is \( \chi^f(\mathcal{G}_t) \leq 2t - 2 \) due to Reed and Seymour [59]. Edwards, Kang, Kim, Oum, and Seymour [21] proved that

\[
\chi(\mathcal{G}_t) = t - 1.
\]

It is open whether \( \chi^f(\mathcal{G}_t) = t - 1 \). The best known upper bound is \( \chi^f(\mathcal{G}_t) \leq t + 1 \) due to Liu and Wood [47]. Dvořák and Norin [19] have announced that a forthcoming paper will prove that \( \chi^f(\mathcal{G}_t) = t - 1 \). The above result of Norin et al. [58] implies that

\[
\chi^f_{\Delta}(\mathcal{G}_t) = \chi^f(\mathcal{G}_t) = t - 1.
\]

As another example, the result of Norin et al. [58] implies that the class of graphs embeddable in any fixed surface has fractional clustered chromatic number and fractional defective chromatic number 3.

### 1.6 Site percolation

There is an interesting connection between percolation and fractional clustered colouring. Consider a graph \( G \) and a real number \( x > 0 \), and let \( S \) be a random subset of vertices of \( G \), such that \( P(v \in S) \geq x \) for every \( v \in V(G) \). Then \( S \) is a site percolation of density at least \( x \). If the events \( (v \in S)_{v \in V(G)} \) are independent and \( P(v \in S) = x \) for every \( v \in V(G) \), then \( S \) is called a Bernoulli site percolation, but in general the events \( (v \in S)_{v \in V(G)} \) can be dependent. Each connected component of \( G[S] \) is called a cluster of \( S \), and \( S \) has bounded clustering (for a family of graphs \( G \)) if all clusters have bounded size. An important problem in percolation theory is to understand when \( S \) has finite clusters (when \( G \) is infinite), or when \( S \) has bounded clustering, independent of the
size of \( G \) (when \( G \) is finite). Assume that all clusters of \( S \) have bounded size almost surely. Then, by discarding the vanishing proportion of sets of unbounded clustering in the support of \( S \), we obtain a probability distribution over the subsets of vertices of bounded clustering in \( G \), such that each \( v \in V(G) \) is in a random subset (according to the distribution) with probability at least \( x - \epsilon \), for any \( \epsilon > 0 \). If all graphs \( G \) in some class \( \mathcal{G} \) satisfy this property (with uniformly bounded clustering), this implies that \( \chi_f^d(\mathcal{G}) \leq \frac{1}{x - \epsilon} \), for any \( \epsilon > 0 \), and thus \( \chi_f^d(\mathcal{G}) \leq \frac{1}{x} \). Conversely, if a class \( \mathcal{G} \) satisfies \( \chi_f^d(\mathcal{G}) \leq \frac{1}{x} \), then this clearly gives a site percolation of bounded clustering for \( \mathcal{G} \), with density at least \( x \).

As an example, Csóka, Gerencsér, Harangi, and Virág [12] recently proved that in any cubic graph of sufficiently large (but constant) girth, there is a percolation of density at least 0.534 in which all clusters are bounded almost surely. It follows that for this class of graphs, \( \chi_f^d(\mathcal{G}) \leq \frac{1}{0.534} \leq 1.873 \).

Note that percolation in finite dimensional lattices (and in particular the critical probability at which an infinite cluster appears) is a well-studied topic in probability theory. Finite dimensional lattices themselves are easily expressed as a strong product of paths.

### 1.7 Shannon Capacity

Motivated by connections to communications theory, Shannon [62] defined what is now called the Shannon capacity of a graph \( G \) to be

\[
\Theta(G) = \sup_d (\alpha(\square_d G))^{1/d} = \lim_{d \to \infty} (\alpha(\square_d G))^{1/d}.
\]

Lovász [52] famously proved that \( \Theta(C_5) = \sqrt{5} \). See [1, 2, 4, 25, 32, 38, 40, 40, 66, 67] for more results.

By Lemma 6, for any graph \( G \) we have \( \alpha(G) \geq |V(G)|/\chi_f^d(G) \), with equality if \( G \) is vertex-transitive. It follows that for any integer \( d \geq 1 \),

\[
\alpha(\square_d G) \geq |V(\square_d G)|/\chi_f^d(\square_d G) = |V(G)|^d/\chi_f^d(\square_d G),
\]

with equality if \( \square_d G \) is vertex-transitive, and in particular if \( G \) itself is vertex-transitive. As a consequence, we have the following alternative definition of the Shannon capacity of vertex-transitive graphs in terms of the fractional chromatic number of their strong products.

**Observation 8.** For any graph \( G \),

\[
\Theta(G) \geq \frac{|V(G)|}{\inf_d (\chi_f^d(\square_d G))^{1/d}} = \frac{|V(G)|}{\lim_{d \to \infty} (\chi_f^d(\square_d G))^{1/d}},
\]

with equality if \( G \) is vertex-transitive.

As a consequence, results on the Shannon capacity of graphs imply lower bounds (or exact bounds) on the fractional chromatic number of strong products of graphs.
1.8 Our results

We start by recalling basic results on the chromatic number of the product $G_1 \boxtimes \cdots \boxtimes G_d$ in Section 2.1: the chromatic number of the product is at most the product of the chromatic numbers. We show that the same holds for the fractional version and for the clustered version (for graph classes). While complete graphs show that the result on proper colouring is tight in general, other constructions are needed for (fractional) clustered chromatic number. In Section 3, we show that for products of tree-closures, the (fractional) defective and clustered chromatic number is equal to the product of the (fractional) defective and clustered chromatic numbers.

In Section 4, we introduce consistent (fractional) colouring and use it to combine any proper $(p:q)$-colouring of a graph $G$ with a $(q:r)$-colouring of a graph $H$ with bounded clustering into a $(p:r)$-colouring of $G \boxtimes H$ of bounded clustering. Using consistent $(k + 1:k)$-colourings of paths (and more generally bounded degree trees) with bounded clustering, we prove general results on the clustered chromatic number of the product of a graph with a path (and more generally a bounded degree tree, or a graph of bounded treewidth and maximum degree). We also study the fractional clustered chromatic number of graphs of bounded degree, showing that the best known lower bound for the non-fractional case also holds for the fractional relaxation.

In Section 4.3, we prove that many of our results on the clustered colouring of graph products can be extended to the broader setting of general graph parameters.

2 Basics

2.1 Product Colourings

We start with the following folklore result about proper colourings of strong products; see the informative survey about proper colouring of graph products by Klavžar [42].

**Lemma 9.** For all graphs $G_1, \ldots, G_d$,

$$\chi(G_1 \boxtimes \cdots \boxtimes G_d) \leq \prod_{i=1}^{d} \chi(G_i).$$

**Proof.** Let $\phi_i$ be a $\chi(G_i)$-colouring of $G_i$. Assign each vertex $(v_1, \ldots, v_d)$ of $G_1 \boxtimes \cdots \boxtimes G_d$ the colour $(\phi_1(v_1), \ldots, \phi_d(v_d))$. If $(v_1, \ldots, v_d)(w_1, \ldots, w_d)$ is an edge of $G_1 \boxtimes \cdots \boxtimes G_d$, then $v_iw_i$ is an edge of $G_i$ for some $i$, implying $\phi_i(v_i) \neq \phi_i(w_i)$ and $G_1 \boxtimes \cdots \boxtimes G_d$ is properly coloured with $\prod_{i=1}^{d} \chi(G_i)$ colours. 

We have the following similar result for fractional colouring.

**Lemma 10.** For all graphs $G_1, \ldots, G_d$,

$$\chi^f(G_1 \boxtimes \cdots \boxtimes G_d) \leq \prod_{i=1}^{d} \chi^f(G_i).$$
Proof. \( \chi^t(G_i) = \frac{p_i}{q_i} \) for some \( p_i, q_i \in \mathbb{N} \). By Observation 7, \( \chi(G_i \boxtimes K_{q_i}) \leq p_i \). Let \( P := \prod_i p_i \) and \( Q := \prod_i q_i \). By Lemma 9, \( \chi((G_1 \boxtimes K_{q_1}) \cdots (G_d \boxtimes K_{q_d})) \leq P \). Since \( (G_1 \boxtimes K_{q_1}) \cdots (G_d \boxtimes K_{q_d}) \cong (G_1 \boxtimes \cdots \boxtimes G_d) \boxtimes K_Q \), we have \( \chi((G_1 \boxtimes \cdots \boxtimes G_d) \boxtimes K_Q) \leq P \). By Observation 7 again, \( G_1 \boxtimes \cdots \boxtimes G_d \) is \((P:Q)\)-colourable, and \( \chi^t(G_1 \boxtimes \cdots \boxtimes G_d) \leq P/Q = \prod_{i=1}^d \chi^t(G_i) \). \( \square \)

Equality holds in Lemma 10 when \( G_1, \ldots, G_d \) are complete graphs, for example. However, equality does not always hold in Lemma 10. For example, if \( G = H = C_5 \) then \( \chi^t(C_5) = \frac{5}{4} \) but \( \chi^t(C_5 \boxtimes C_5) \leq \chi(C_5 \boxtimes C_5) \leq 5 \), where a proper 5-colouring of \( C_5 \boxtimes C_5 \) is shown in Figure 2. In fact, a simple case-analysis shows that \( \alpha(C_5 \boxtimes C_5) = 5 \), implying that \( \chi^t(C_5 \boxtimes C_5) = \chi(C_5 \boxtimes C_5) = 5 \) (since \( \alpha(G) \chi^t(G) \geq |V(G)| \) for every graph \( G \)). Note that using Observation 8, the classical result of Lovász [52] stating that \( \Theta(C_5) = \sqrt{5} \) can be rephrased as \( \chi^t(\boxtimes_d C_5) = 5^{d/2} \) for any \( d \geq 2 \).

\begin{center}
\begin{tikzpicture}
\foreach \x in {0,1,2}
\foreach \y in {0,1,2,3}
\node at ( \x, \y ) {\x+1};
\end{tikzpicture}
\end{center}

Figure 2: A proper 5-colouring of \( C_5 \boxtimes C_5 \)

By Lemma 10, for all graphs \( G_1 \) and \( G_2 \),

\[ \chi^t(G_1 \boxtimes G_2) \leq \chi^t(G_1) \chi^t(G_2), \]

with equality when \( G_1 \) or \( G_2 \) is a complete graph [41]\(^1\). It is tempting therefore to hope for an analogous lower bound on \( \chi^t(G_1 \boxtimes G_2) \) in terms of \( \chi^t(G_1) \) and \( \chi^t(G_2) \) for all graphs \( G_1 \) and \( G_2 \). The following lemma dashes that hope.

**Lemma 11.** For infinitely many \( n \in \mathbb{N} \) there is an \( n \)-vertex graph \( G \) such that

\[ \chi^t(G \boxtimes G) \leq \frac{(256 + o(1)) \log^4 n}{n} \chi^t(G)^2. \]

Proof. Alon and Orlitsky [5, Theorems 5 and 6] proved that for infinitely many \( n \in \mathbb{N} \), there is a (Cayley) graph \( G \) on \( n \) vertices with \( \chi(G \boxtimes G) \leq n \) and \( \alpha(G) \leq (16 + o(1)) \log^2 n \). By Lemma 6,

\[ \chi^t(G \boxtimes G) \leq \chi(G \boxtimes G) \leq n \leq \frac{(256 + o(1)) \log^4 n}{n} \left( \frac{n}{\alpha(G)} \right)^2 \leq \frac{(256 + o(1)) \log^4 n}{n} \chi^t(G)^2. \] \( \square \)

\(^1\)Klavžar and Yeh [41] proved that \( \chi^t(G_1 \circ G_2) = \chi^t(G_1) \chi^t(G_2) \) for all graphs \( G_1 \) and \( G_2 \), where \( \circ \) denotes the lexicographic product. Since \( G \boxtimes K_t \cong G \circ K_t \), we have \( \chi^t(G \boxtimes K_t) = t \chi^t(G) \) for every graph \( G \).
The next lemma generalises Lemmas 9 and 10.

**Lemma 12.** Let $G_1, \ldots, G_d$ be graphs, such that $G_i$ is $(p_i:q_i)$-colourable with clustering $c_i$, for each $i \in [1,d]$. Then $G := G_1 \boxtimes \cdots \boxtimes G_d$ is $(\prod_i p_i : \prod_i q_i)$-colourable with clustering $\prod_i c_i$.

**Proof.** For $i \in [1,d]$, let $\phi_i$ be a $(p_i:q_i)$-colouring of $G_i$ with clustering $c_i$. Let $\phi$ be the colouring of $G$, where each vertex $v = (v_1, \ldots, v_d)$ of $G$ is coloured $\phi(v) := \{(a_1, \ldots, a_d) : a_i \in \phi_i(v_i), i \in [1,d]\}$. So each vertex of $G$ is assigned a set of $\prod_i q_i$ colours, and there are $\prod_i p_i$ colours in total. Let $X := X_1 \boxtimes \cdots \boxtimes X_d$, where each $X_i$ is a monochromatic component of $G_i$ using colour $a_i$. Then $X$ is a monochromatic connected induced subgraph of $G$ using colour $(a_1, \ldots, a_d)$. Consider any edge $(v_1, \ldots, v_d)(w_1, \ldots, w_d)$ of $G$ with $(v_1, \ldots, v_d) \in V(X)$ and $(w_1, \ldots, w_d) \notin V(X)$. Thus $v_iw_i \in E(G_i)$ and $w_i \notin V(X_i)$ for some $i \in \{1, \ldots, d\}$. Hence $a_i \notin \phi_i(w_i)$, implying $(a_1, \ldots, a_d) \notin \phi(w)$. Hence $X$ is a monochromatic component of $G$ using colour $(a_1, \ldots, a_d)$. As $X$ contains at most $\prod_i c_i$ vertices, it follows that $\phi$ has clustering at most $\prod_i c_i$. \qed

Lemma 12 implies the following analogues of Lemma 9 for clustered colouring.

**Theorem 13.** For all graph classes $\mathcal{G}_1, \ldots, \mathcal{G}_d$

\[
\chi_*(\mathcal{G}_1 \boxtimes \cdots \boxtimes \mathcal{G}_d) \leq \prod_{i=1}^d \chi_*(\mathcal{G}_i).
\]

It is interesting to consider when the naive upper bound in Theorem 13 is tight. Theorem 16 below shows that this result is tight for products of closures of high-degree trees.

Finally, note that Lemma 12 implies the following basic observation.

**Lemma 14.** If a graph $G$ is $k$-colourable with clustering $c$, then $G \boxtimes K_t$ is $k$-colourable with clustering $ct$.

More generally, Theorem 13 implies:

**Lemma 15.** If a graph $G$ is $(p:q)$-colourable with clustering $c$, then $G \boxtimes K_t$ is $(p:q)$-colourable with clustering $ct$.

## 3 Products of Tree-Closures

This section presents examples of graphs that show that the naive upper bound in Theorem 13 is tight.

The depth of a node in a rooted tree is its distance to the root plus one. For $k, n \in \mathbb{N}$, let $T_{k,n}$ be the rooted tree in which every leaf is at depth $k$, and every non-leaf has $n$ children. Let $C_{k,n}$ be the graph obtained from $T_{k,n}$ by adding an edge between every ancestor and descendant (called the closure of $T_{k,n}$). Colouring each vertex by its distance from the root gives a $k$-colouring of $C_{k,n}$, and any root-leaf path in $C_{k,n}$ induces a $k$-clique. So $\chi(C_{k,n}) = k$. 
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The class $C_k := \{C_{k,n} : n \in \mathbb{N}\}$ is important for defective and clustered colouring, and is often called the ‘standard’ example. It is well-known and easily proved (see [70]) that

$$\chi_\Delta(C_k) = \chi_4(C_k) = \chi(C_k) = k.$$

Norin et al. [58] extended this result (using a result of Dvořák and Sereni [20]) to the setting of defective and clustered fractional chromatic number by showing that

$$\chi_\Delta^f(C_k) = \chi_4^f(C_k) = \chi^f(C_k) = \chi_\Delta(C_k) = \chi_4(C_k) = \chi(C_k) = k.$$

Here we give an elementary and self-contained proof of this result. In fact, we prove the following generalisation in terms of strong products. This shows that Theorem 13 is tight, even for fractional colourings.

**Theorem 16.** For all $k, d \in \mathbb{N}$, if $G := \boxtimes_d C_k$ then

$$\chi_\Delta^f(G) = \chi_4^f(G) = \chi^f(G) = \chi_\Delta(G) = \chi_4(G) = \chi(G) = k^d.$$

**Proof.** Let $K := k^d$. It follows from the definitions that $\chi_\Delta^f(G) \leq \chi_\Delta^f(G) \leq \chi^f(G) = K$ and $\chi_\Delta^f(G) \leq \chi_4^f(G) \leq \chi_4(G) = K$ and $\chi_\Delta^f(G) \leq \chi^f(G) \leq \chi(G) = K$. Thus it suffices to prove that $\chi_\Delta^f(G) \geq K$. Recall that $\chi_\Delta^f(G)$ is the infimum of all $t \in \mathbb{R}$ such that, for some $c \in \mathbb{N}$, for every $G \in \mathcal{G}$ there exists $p, q \in \mathbb{N}$ such that $p \leq tq$ and $G$ is $(p:q)$-colourable with defect $c$.

Suppose for the sake of contradiction that $\chi_\Delta^f(G) \leq K - \epsilon$, for some $\epsilon > 0$. It follows that there exists $c \in \mathbb{N}$ such that for every integer $n$ there exist $p, q \in \mathbb{N}$ such that $p \leq (K - \epsilon)q$ and $\boxtimes_d C_{k,n}$ is $(p:q)$-colourable with defect $c$.

For $n \in \mathbb{N}$, consider the graph $G = \boxtimes_d C_{k,n}$ and a $(p:q)$-colouring of $G$ with defect $c$ such that $p \leq (K - \epsilon)q$. We will prove that for fixed $k$, $d$, and $\epsilon$, the value of $c$ must be at least linear in $n$. Since $n$ can be chosen to be arbitrary, this immediately yields the desired contradiction.

Each vertex $x$ of $G$ is a $d$-tuple $(x_1, \ldots, x_d)$, where each $x_i$ is a vertex of $C_{k,n}$. Whenever we mention ancestors, descendants, leaves and the depth of vertices in $C_{k,n}$, these terms refer to the corresponding notions in the spanning subgraph $T_{k,n}$ of $C_{k,n}$. Note that distinct vertices $x = (x_1, \ldots, x_d)$ and $y = (y_1, \ldots, y_d)$ are adjacent in $G$ if and only if for each $i \in [d]$, $x_i$ is an ancestor of $y_i$ or $y_i$ is an ancestor of $x_i$ in $C_{k,n}$ (where we adopt the convention that every vertex is an ancestor and descendant of itself).

For each $k$-tuple of non-negative integers $s = (s_1, \ldots, s_k)$ such that $\sum_{i=1}^k s_i = d$, define $V_s$ to be the set of vertices $x = (x_1, \ldots, x_d)$ of $G$ such that for each $i \in [k]$, there are precisely $s_i$ indices $j \in [d]$ such that $x_j$ has depth $i$ in $C_{k,n}$. Since $C_{k,n}$ contains $n^{i-1}$ vertices at depth $i$ (for each $i \in [d]$) and since $\binom{d}{s} \leq 2^a$,

$$|V_s| = \frac{d}{s_1} \left(\frac{d - s_1}{s_2}\right) \cdots \left(\frac{d - s_1 - \cdots - s_{k-1}}{s_k}\right) n^{s_2} n^{2s_1} \cdots n^{(k-1)s_k} \leq 2^{dk} n^{\sum_{i=1}^k (i-1)s_i}.$$

Let $V^* := V_{(0, \ldots, 0, d)}$; that is, $V^*$ is the set of vertices $x = (x_1, \ldots, x_d)$ of $G$ such that $x_1, \ldots, x_d$ are leaves of $C_{k,n}$. Note that $|V^*| = n^{d(k-1)}$. 
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For each vertex \( x = (x_1, \ldots, x_d) \in V^* \), let \( Q(x) \) be the set of vertices \( y = (y_1, \ldots, y_d) \) of \( G \) such that for each \( i \in [d] \), \( y_i \) is an ancestor of \( x_i \) in \( C_{k,n} \). By the definition of \( G \), \( Q(x) \) is a clique of size \( k^d = K \) (including \( x \)). Let \( S_1, \ldots, S_K \) be the sets of colours assigned to the elements of \( Q(x) \) (so each \( S_i \) is a \( q \)-element subset of \([p]\), with \( p \leq (K - \epsilon)q \)). We claim that there are indices \( i < j \) such that \( |S_i \cap S_j| \geq \frac{q}{K^2} \cdot q \). If not, for each \( i \in [K] \), \( S_i \) has at least \( q - (i - 1)q \) elements not in \( S_1, S_2, \ldots, S_{i-1} \). Thus

\[
| \bigcup_{i=1}^{K} S_i | \geq \sum_{i=1}^{K} (q - (i - 1)q) > Kq - \frac{K^2}{2} \cdot q > (K - \epsilon)q \geq p,
\]

which is a contradiction. Thus there exist distinct vertices \( u, v \in Q(x) \) whose sets of colours intersect in at least \( \frac{q}{K^2} \cdot q \) elements. Assume without loss of generality that \( u \in V_s \) and \( v \in V_t \), and the sequence \( s \) precedes \( t \) in lexicographic order. Orient the edge \( uv \) from \( u \) to \( v \) and charge \( x \) to the arc \((u, v)\).

We now bound the number of vertices \( x = (x_1, \ldots, x_d) \in V^* \) that are charged to a given arc \((u, v)\), with \( u = (u_1, \ldots, u_d) \in V_s \) and \( v = (v_1, \ldots, v_d) \in V_t \), where \( s \) precedes \( t = (t_1, \ldots, t_k) \) in lexicographic order. By definition, if \( x \) is charged to \((u, v)\), each \( x_i \) is a descendant of \( u_i \) and \( v_i \) (and in particular \( u_i \) and \( v_i \) are also in predecessor relationship). Each vertex at depth \( i \) in \( C_{k,n} \) has precisely \( n^{k-i} \) descendants that are leaves in \( C_{k,n} \). Thus (considering only \( v_1, \ldots, v_d \)), at most

\[
\prod_{i=1}^{k} n^{t_i(k-i)} = n^{\sum_{i=1}^{k} t_i(k-i)}
\]

vertices of \( V^* \) are charged to \((u, v)\).

We claim that there is an index \( i \in [d] \), such that \( u_i \) is a strict descendant of \( v_i \). Since \( x_i \) is a descendant of \( u_i \), it follows that the bound above can be divided by a factor \( n \), and thus at most \( n^{-1+\sum_{i=1}^{k} t_i(k-i)} \) vertices of \( V^* \) are charged to \((u, v)\). To prove the claim, consider first the \( t_1 \) indices \( i \in [d] \) such that \( v_i \) has depth 1. If \( u_i \) has depth greater than 1 for one of these indices, then the desired property holds. So we may assume that all the corresponding \( u_i \)’s also have depth 1. Since \( s \) precedes \( t \) in lexicographic order, \( s_1 \leq t_1 \) and thus \( s_1 = t_1 \). It follows that for each \( i \in [d] \), \( u_i \) has depth 1 if and only if \( v_i \) has depth 1. By considering the \( t_2 \) indices \( i \) such that \( v_i \) has depth 2, the same reasoning shows that for each \( i \in [d] \), \( v_i \) has depth 2 if and only if \( u_i \) has depth 2. By iterating this argument, for each \( i \in [d] \) and \( j \in [k] \), \( v_i \) has depth \( j \) if and only if \( u_i \) has depth \( j \). Since \( u_i \) and \( v_i \) are ancestors for each \( i \in [d] \), we have that \( u = v \), which is a contradiction. It follows that some \( u_i \) is a strict ancestor of \( v_i \), and thus (as argued above) at most \( n^{-1+\sum_{i=1}^{k} t_i(k-i)} \) vertices of \( V^* \) are charged to \((u, v)\).

Each vertex of \( V^* \) is charged to some arc \((u, v)\), where \( u \) and \( v \) share at least \( \frac{q}{K^2} \cdot q \) colours. We claim that for each \( v \in V^* \), there are at most \( cK^2/\epsilon \) such arcs \((u, v)\). If not, the \( q \) colours of \( v \) must appear (with repetition) more than \( \frac{K^2}{2} \cdot q \cdot cK^2/\epsilon = cq \) times in the neighbourhood of \( v \). By the pigeonhole principle some colour of \( v \) appears more than \( c \) times in the neighbourhood of \( v \), which contradicts the assumption that the colouring has defect at most \( c \).

For each vertex \( v \in V_t \), where \( t = (t_1, \ldots, t_k) \), and for each of the at most \( cK^2/\epsilon \) arcs \((u, v)\) as above, we have proved that at most \( n^{-1+\sum_{i=1}^{k} t_i(k-i)} \) vertices of \( V^* \) are charged.
to \((u, v)\). Since \(|V_i| \leq 2^{dk} \cdot n^{\sum_{i=1}^{k}(i-1)t_i} \) and \(\sum_{i=1}^{k} t_i = d\), at most
\[
C^2 \cdot 2^{dk} \cdot n^{\sum_{i=1}^{k}(i-1)t_i} \cdot n^{-1} + \sum_{i=1}^{k} t_i(k-i) = C^2 \cdot 2^{dk} \cdot n^{d(k-1)-1}
\]
vertices of \(V^*\) are charged to an arc \((u, v)\). Since there are at most \((d+1)^k\) possible \(k\)-tuples of integers \(t = (t_1, \ldots, t_k)\) with \(\sum_{i=1}^{k} t_i = d\), it follows that
\[
n^{d(k-1)} = |V^*| \leq (d+1)^k C^2 \cdot 2^{dk} \cdot n^{d(k-1)-1},
\]
and thus \(c \geq n \cdot \frac{^t}{k^{(d+1)^k}2^m}\), as desired. \(\square\)

Let \(S\) be the class of all star graphs; that is, \(S := \{K_{1,n} : n \in \mathbb{N}\}\). Since \(K_{1,n} \cong C_{2,n}\), Theorem 16 implies:

**Corollary 17.** For \(d \in \mathbb{N}\), let \(\mathcal{S}^d\) be the class of all \(d\)-dimensional strong products of star graphs. Then
\[
\chi_\Delta^f(\mathcal{S}^d) = \chi_\Delta^f(\mathcal{S}^d) = \chi_\Delta^f(\mathcal{S}^d) = \chi_\Delta^f(\mathcal{S}^d) = \chi(\mathcal{S}^d) = 2^d.
\]

### 4 Consistent colourings

A \((p:q)\)-colouring \(\alpha\) of a graph \(G\) is consistent if for each vertex \(x \in V(G)\), there is an ordering \(\alpha_1^x, \ldots, \alpha_q^x\) of \(\alpha(x)\), such that \(\alpha_i^x \neq \alpha_j^x\) for each edge \(xy \in E(G)\) and for all distinct \(i, j \in [1, q]\). For example, the following \((4:3)\)-colouring of a path is consistent:

\[
\begin{array}{cccccccccccccc}
0 & 0 & 0 & 1 & 1 & 1 & 2 & 2 & 2 & 3 & 3 & 3 & 0 \\
1 & 1 & 2 & 2 & 2 & 3 & 3 & 0 & 0 & 0 & 1 & 1 & 1 \\
2 & 3 & 3 & 0 & 0 & 1 & 1 & 1 & 2 & 2 & 2 & &
\end{array}
\]

**Lemma 18.** If a graph \(G\) has a consistent \((p:q)\)-colouring with clustering \(c_1\), and a graph \(H\) has a \((q:r)\)-colouring with clustering \(c_2\), then \(G \boxtimes H\) has a \((p:r)\)-colouring with clustering \(c_1c_2\).

**Proof.** Let \(\alpha\) be a consistent \((p:q)\)-colouring of \(G\) with clustering \(c_1\), that is each vertex \(x \in V(G)\) has colours \(\alpha_1^x, \ldots, \alpha_p^x\) such that \(\alpha_i^x \neq \alpha_j^x\) for each edge \(xy \in E(G)\) and for all distinct \(i, j \in [1, q]\). Let \(\beta\) be a \((q:r)\)-colouring of \(H\) with clustering \(c_2\), with colours from \([q]\). Colour each vertex \((x, v)\) of \(G \boxtimes H\) by \(\{\alpha_i^x : i \in \beta(v)\} \in \binom[p]{r}\).

Let \(Z\) be a monochromatic component of \(G \boxtimes H\) defined by colour \(c \in [p]\). Let \((x, v)\) be any vertex in \(Z\). So \(c = \alpha_i^x\) for some \(i \in \beta(v)\). Let \(A_x\) be the \(\alpha\)-component of \(G\) defined by \(c\) and containing \(x\). Let \(B_v\) be the \(\beta\)-component of \(H\) defined by \(i\) and containing \(v\).

Consider an edge \((x,v)(y,w)\) of \(Z\). Thus \(c = \alpha_j^y\) for some \(j \in \beta(w)\). Since \(A_x\) is an \(\alpha\)-component containing \(x\) and \((xy \in E(G)\) or \(x = y)\), the vertex \(y\) is also in \(A_x\). If \(xy \in E(G)\), then \(i = j\) since \(\alpha\) is consistent. Otherwise, \(x = y\) and \(\alpha_i^x = c = \alpha_j^y = \alpha_i^x\), again implying \(i = j\). In both cases \(i = j \in \beta(w)\). Since \(B_v\) is a \(\beta\)-component defined by \(i\) and containing \(v\) and \((vw \in E(G)\) or \(v = w)\), the vertex \(w\) is also in \(B_v\).
For every edge \((x,v)(y,w)\) of \(Z\), we have shown that \(y \in V(A_x)\) and \(w \in V(B_v)\). Thus \(A_y = A_x\) and \(B_w = B_v\). Since \(Z\) is connected, for all vertices \((x,v)\) and \((y,w)\) of \(Z\), we have \(A_x = A_y\) and \(B_v = B_w\). Hence \(Z \subseteq A_p \otimes B_q\) for any \((x,v) \in V(Z)\).

Since \(A_p\) is \(\alpha\)-monochromatic, \(|A_p| \leq c_1\). Since \(B_q\) is \(\beta\)-monochromatic, \(|B_q| \leq c_2\). As \(Z \subseteq A_p \otimes B_q\), \(|Z| \leq |A_p \otimes B_q| \leq c_1c_2\). Hence, our colouring of \(G \otimes H\) has clustering \(c_1c_2\).

Every proper colouring is consistent, so Lemma 18 implies:

**Corollary 19.** If a graph \(G\) has a proper \((p:q)\)-colouring, and a graph \(H\) has a \((q:r)\)-colouring with clustering \(c\), then \(G \otimes H\) has a \((p:r)\)-colouring with clustering \(c\).

**Corollary 20.** If a graph \(G\) has a proper \((p:q)\)-colouring and a graph \(H\) has a proper \((q:r)\)-colouring, then \(G \otimes H\) has a proper \((p:r)\)-colouring.

Lemma 12 states that a \((p_1:q_1)\)-colouring of a graph \(G\) (with bounded clustering) can be combined with a \((p_2:q_2)\)-colouring of a graph \(H\) (with bounded clustering) to produce a \((p_1p_2:q_1q_2)\)-colouring of \(G \otimes H\) (with bounded clustering). A natural question is whether this fractional colouring can be simplified; that is, is there a \((p_3:q_3)\)-colouring of \(G \otimes H\) with \(p_3 \leq \frac{p_1p_2}{q_1q_2}\) and \(p_3 < p_1p_2\)? There is no hope to obtain such a simplification in general, since if \(G\) and \(H\) are complete graphs and \(q_1 = q_2 = 1\), then \(G \otimes H\) is a complete graph on \(p_1p_2\) vertices. However, Corollary 19 shows that when the fractional colouring of \(G\) is proper and \(q_1 = p_2\), the resulting fractional colouring of \(G \otimes H\) can be simplified significantly.

We now show another way to simplify the \((p_1p_2:q_1q_2)\)-colouring of the graph \(G \otimes H\), by allowing a small loss on the fraction \(\frac{p_1p_2}{q_1q_2}\). Below we only consider the case \(p_1 = p_2\) and \(q_1 = q_2\) for simplicity, but the technique can be extended to the more general case. We use the Chernoff bound: For any \(0 < t \leq nx\), the probability that the binomial distribution \(\text{Bin}(n, x)\) with parameters \(n\) and \(x\) differs from its expectation \(nx\) by at least \(t\) satisfies

\[
P(|\text{Bin}(n, x) - nx| > t) < 2 \exp(-t^2/(3nx)).
\]

**Lemma 21.** Assume that \(G\) has a \((p:q)\)-colouring (with bounded clustering) and \(H\) has a \((p:q)\)-colouring (with bounded clustering). Then for any real number \(0 < x \leq 1\), \(G \otimes H\) has a \(\left(xp^2 + O(p\sqrt{x}) : (xq^2 - O(q^{3/2}\sqrt{x \log p}))\right)\)-colouring (with bounded clustering).

**Proof.** Let \(X\) be a random subset of \([p]^2\) obtained by including each element of \([p]^2\) independently with probability \(x\). By the Chernoff bound, \(p' := |X| \leq xp^2 + O(p\sqrt{x})\) with high probability (i.e., with probability tending to 1 as \(p \to \infty\)).

Consider two \(q\)-element subsets \(S, T \subseteq [p]\). Then it follows from the Chernoff bound that for any \(0 < t \leq xq^2\), the probability that \(S \times T\) contains less than \(xq^2 - t\) elements of \(X\) is at most \(2 \exp(-t^2/(3q^2x))\). By the union bound, the probability that there exist two \(q\)-element subsets \(S, T \subseteq [p]\) with \(|(S \times T) \cap X| < xq^2 - t\) is at most \(2^n \cdot n^2 \cdot 2 \exp(-t^2/(3q^2x)) < 2 \exp(2q \log n - t^2/(3q^2x))\). By taking \(t = \Theta(q^{3/2}\sqrt{x \log p})\), this quantity is less than \(1/2\).

It follows that there exists a subset \(X \subseteq [p]^2\) of at most \(p' = xp^2 + O(p\sqrt{x})\) elements, such that for all \(q\)-elements subsets \(S, T \subseteq [p]\), \(|(S \times T) \cap X| \geq q' := xq^2 - O(q^{3/2}\sqrt{x \log p})\).
Let \( c_G \) be a \((p;q)\)-colouring of \( G \) with colours \([p]\) and let \( c_H \) be a \((p;q)\)-colouring of \( H \) with colours \([p]\). For any pair \((i,j)\) \( \in X \) define the colour class \( C_{ij} = \{ u \in V(G) : i \in c_G(u) \} \times \{ v \in V(H) : j \in c_H(v) \} \) in \( G \boxtimes H \).

Let \( c \) denote the resulting colouring of \( G \boxtimes H \), and observe that if \( c_G \) and \( c_H \) are proper, so is \( c \), and if \( c_G \) and \( c_H \) have bounded clustering, so does \( c \), since each colour class in \( c \) is the cartesian product of a colour class of \( G \) and a colour class of \( H \). Moreover \( c \) uses at most \( p' \) colours, and each vertex of \( G \boxtimes H \) receives at least \( q' \) colours. It follows that \( c \) is a \((p';q')\)-colouring of \( G \boxtimes H \) (with bounded clustering), as desired.

\[ \square \]

4.1 Paths and Cycles

The next lemma shows how to obtain a consistent colouring of a tree with small clustering.

**Lemma 22.** If a tree \( T \) has an edge-partition \( E_1, \ldots, E_k \) such that for each \( i \in [1,k] \) each component of \( T - E_i \) has at most \( c \) vertices, then \( T \) has a consistent \((k+1:k)\)-colouring with clustering \( c \).

**Proof.** Root \( T \) at some leaf vertex \( r \) and orient \( T \) away from \( r \). We now label each vertex \( v \) of \( T \) by a sequence \((\ell_1^v, \ldots, \ell_k^v)\) of distinct elements of \([1,\ldots,k+1]\). First label \( r \) by \((1,\ldots,k)\). Now label vertices in order of non-decreasing distance from \( r \). Consider an arc \( vw \) with \( v \) labelled \((\ell_1^v, \ldots, \ell_k^v)\) and \( w \) unlabelled. Say \( vw \in E_i \). Let \( z \) be the element of \([1,\ldots,k+1]\) \( \setminus \{\ell_1^v, \ldots, \ell_k^v\} \). Then label \( w \) by \((\ell_1^v, \ldots, \ell_k^v, z, \ell_1^v+1, \ldots, \ell_k^v)\).

Label every vertex in \( T \) by repeated application of this rule. It is immediate that this labelling determines a consistent \((k+1:k)\)-colouring of \( T \).

Consider a monochromatic component \( X \) of \( T \) determined by colour \( i \). If \( vw \) is an edge of \( T \) with \( v \in V(X) \) and \( w \notin V(X) \) and \( vw \in E_j \), then \( \ell_j(v) = i \) and \( \ell_j(w) \neq i \) and the only colour not assigned to \( w \) is \( \ell_j(v) = i \). By consistency, \( \ell_j(x) = i \) for every \( x \in V(X) \), and for every edge \( xy \in E(T) \) with \( x \in V(X) \) and \( y \notin V(X) \) we have \( xy \in E_j \). Thus \( X \) is contained in \( T - E_j \) and has at most \( c \) vertices.

**Lemma 23.** For every \( k \in \mathbb{N} \), every path has a consistent \((k+1:k)\)-colouring with clustering \( k \).

**Proof.** Let \( e_1, \ldots, e_n \) be the sequence of edges in a path \( P \). For \( i \in [0,k-1] \) let \( E_i := \{ e_j : j \equiv i \mod k \} \). So \( E_0, \ldots, E_{k-1} \) is an edge-partition of \( P \) such that for each \( i \in [0,k-1] \) each component of \( T - E_i \) has at most \( k \) vertices. By Lemma 22, \( P \) has a consistent \((k+1:k)\) colouring with clustering \( k \).

**Theorem 24.** If a graph \( G \) is \( k \)-colourable with clustering \( c \) and \( P \) is a path, then \( G \boxtimes P \) is \((k+1)\)-colourable with clustering \( ck \).

Recall that \( \boxtimes_d P_n \) denotes the \( d \)-dimensional grid \( P_n \boxtimes \cdots \boxtimes P_n \). Theorem 24 implies the upper bound in the following result. As discussed in Section 1.3, the lower bound comes from the \( d \)-dimensional Hex Lemma [7, 27, 37, 45, 53, 54, 54].

\[ 16 \]
Corollary 25. $\mathbb{Z}_dP_n$ is $(d + 1)$-colourable with clustering $d!$. Conversely, every $d$-colouring of $\mathbb{Z}_dP_n$ has a monochromatic component of size at least $n$. Hence

$$\chi_*(\{\mathbb{Z}_dP_n : n \in \mathbb{N}\}) = d + 1.$$ 

Note that the corollary above can also be deduced from the following simple lemma, which does not use consistent colourings (however we need this notion to prove the stronger Theorem 24 above, and its generalisation Lemma 32 in Section 4.2).

Lemma 26. If $G$ is $(p:q)$-colourable with clustering $c_1$ and $H$ is $(p:r)$-colourable with clustering $c_2$, and $q + r > p$, then $G \boxtimes H$ is $(p:(q + r - p))$-colourable with clustering $c_1c_2$.

Proof. Consider a $(p:q)$-colouring of $G$ and a $(p:r)$-colouring of $H$ and for each $i \in [p]$, let the colour class of colour $i$ in $G \boxtimes H$ be the product of the colour class of colour $i$ in $G$ and the colour class of colour $i$ in $H$. Clearly, monochromatic components in $G \boxtimes H$ have size at most $c_1c_2$. Moreover, a pigeonhole argument tells us that each vertex of $G \boxtimes H$ is covered by at least $q + r - p$ colours in $G \boxtimes H$, as desired. \hfill \Box

In particular Lemma 26 shows that if $G$ is $(p:q)$-colourable with clustering $c$, and $P$ is a path, then $G \boxtimes P$ is $(p:q - 1)$-colourable with clustering $(p - 1)c$. Here we have used the statement of Lemma 23, that every path has a $(p:p - 1)$-colouring with clustering $p - 1$ (but we did not use the additional property that such a colouring could be taken to be consistent). By induction this easily implies Corollary 25.

It is an interesting open problem to determine the minimum clustering function in a $(d + 1)$-colouring of $\mathbb{Z}_dP_n$. Since $\mathbb{Z}_dP_n$ contains a $2^d$-clique, every $(d + 1)$-colouring has a monochromatic component with at least $2^d/(d + 1)$ vertices.

The fractional clustered chromatic number of Hex grid graphs is very different from the clustered chromatic number.

Proposition 27. For fixed $d \in \mathbb{N}$,

$$\chi^f_*(\{\mathbb{Z}_dP_n : n \in \mathbb{N}\}) = 1.$$ 

Proof. Fix $\epsilon \in (0, 1)$ and let $k := \lceil 2d/\epsilon \rceil$. By Lemma 23, every path has a $(k + 1 : k)$-colouring with clustering $k$. By Lemma 12, for every $n \in \mathbb{N}$, the graph $\mathbb{Z}_dP_n$ is $((k + 1)^d : k^d)$-colourable with clustering $k^d$. For $k \geq 2d$, it is easily proved by induction on $d$ that $(k + 1)^d/k^d \leq 1 + 2d/k$. Thus $(k + 1)^d/k^d \leq 1 + \epsilon$. This says that for any $\epsilon > 0$ there exists $c$ (namely, $\lceil 2d/\epsilon \rceil^d$) such that for every $n \in \mathbb{N}$, the graph $\mathbb{Z}_dP_n$ is fractionally $(1 + \epsilon)$-colourable with clustering $c$. The result follows. \hfill \Box

Proposition 27 can also be deduced from a result of Dvořák [18] (who proved that the conclusion holds for any class of bounded degree having sublinear separators). It can also be deduced from a result of Brodskiy et al. [9], which states that classes of bounded asymptotic dimension have fractional asymptotic dimension 1 (combined with the discussion of Section 1.4 on the connection between asymptotic dimension and clustered colouring for classes of graphs of bounded degree). Note that the main result of
[9], which states that if $\mathcal{F}_1$ and $\mathcal{F}_2$ have asymptotic dimension $m_1$ and $m_2$, respectively, then $\mathcal{F}_1 \boxtimes \mathcal{F}_2$ has asymptotic dimension $m_1 + m_2$, is obtained by combining the result on fractional asymptotic dimension mentioned above with an elaborate version of Lemma 26.

Lemma 28. For every $k \in \mathbb{N}$, every cycle has a consistent $(k+1:k)$-colouring with clustering $k^2 + 3k - 1$.

Proof. Let $C = (v_1, \ldots, v_n)$ be an $n$-vertex cycle. Consider integers $a$ and $b \in [0, k(k + 1) - 1]$ such that $n = ak(k + 1) + b$. By Lemma 23, the path $(v_1, \ldots, v_{n-b})$ has a consistent $(k+1:k)$-colouring with clustering $k$. Observe that the colour sequences assigned to vertices repeat every $k(k+1)$ vertices. Thus $v_1$ and $v_{n-b}$ are assigned the same sequence of $k$ colours. Give this colour sequence to all of $v_{n-b+1}, \ldots, v_n$. We obtain a consistent $(k+1:k)$-colouring of $C$ with clustering $k + k(k + 1) - 1 + k = k^2 + 3k - 1$. □

Lemmas 23 and 28 imply that for every $\epsilon > 0$ there exists $c \in \mathbb{N}$, such that every graph with maximum degree 2 is fractionally $(1 + \epsilon)$-colourable with clustering $c$. Thus the fractional clustered chromatic number of graphs with maximum degree 2 equals 1. The following open problem naturally arises:

Question 29. What is the fractional clustered chromatic number of graphs with maximum degree $\Delta$?

We now show that the same lower bound from the non-fractional setting (see [70]) holds in the fractional setting.

Proposition 30. For every even integer $\Delta$, the fractional clustered chromatic number of the class of graphs with maximum degree $\Delta$ is at least $\frac{\Delta}{4} + \frac{1}{2}$.

Proof. We need to prove that for any even integer $\Delta$ and any integer $c$, there is a graph $G$ of maximum degree $\Delta$ such that for any integers $p, q$, if $G$ is $(p:q)$-colourable with clustering $c$, then $\frac{p}{q} \geq \frac{\Delta}{4} + \frac{1}{2}$.

Fix an even integer $\Delta$ and an integer $c$, and consider a $(\frac{\Delta}{2} + 1)$-regular graph $H$ with girth greater than $c$ (such a graph exists, as proved by Erdős and Sachs [22]). Let $G = \text{L}(H)$ be the line-graph of $H$. Note that $G$ is $\Delta$-regular. Let $p, q$ be such that $G$ is $(p:q)$-colourable with clustering $c$, and let $f$ be such a colouring. Consider an $f$-monochromatic subgraph of $G$ with vertex set $X$, so every component of $G[X]$ has at most $c$ vertices. Let $F_X$ be the set of edges of $H$ corresponding to the vertices of $X$ in $G$.

Since $H$ has girth greater than $c$, the subgraph of $H$ determined by the edges of $F$ is a forest, and thus $|X| = |F_X| < |V(H)|$. There are $p$ such monochromatic subgraphs and each vertex of $G$ is in exactly $q$ such subgraphs. Thus

$$q \frac{1}{2} (\frac{\Delta}{2} + 1)|V(H)| = q|E(H)| = q|V(G)| = \sum_X |X| = \sum_X |F_X| < p|V(H)|.$$

Hence $\frac{p}{q} > \frac{\Delta}{4} + \frac{1}{2}$, as desired. □

The $\Delta = 3$ case of Question 29 is an interesting problem. The line graph of the 1-subdivision of a high girth cubic graph provides a lower bound of $\frac{9}{5}$ on the fractional clustered chromatic number.
4.2 Trees and Treewidth

Lemma 23 is generalised for bounded degree trees as follows:

**Lemma 31.** For all \( k, \Delta \in \mathbb{N} \), every tree \( T \) with maximum degree \( \Delta \geq 3 \) has a consistent \((k + 1 : k)\)-colouring with clustering less than \( 2(\Delta - 1)^{k-1} \).

**Proof.** If \( k = 1 \) then a proper 2-colouring of \( T \) suffices. Now assume that \( k \geq 2 \). Root \( T \) at some leaf vertex \( r \). Consider the edge-partition \( E_0, \ldots, E_{k-1} \) of \( T \), where \( E_i \) is the set of edges \( uv \) in \( T \) such that \( u \) is the parent of \( v \) and \( \text{dist}_T(r, u) \equiv i \pmod{k} \). Each component \( X \) of \( T - E_i \) has height at most \( k - 1 \) and each vertex \( v \) in \( X \) has at most \( \Delta - 1 \) children in \( X \), implying \( |V(X)| \leq 1 + (\Delta - 1) + (\Delta - 1)^2 + \cdots + (\Delta - 1)^{k-1} = \frac{(\Delta-1)^k-1}{\Delta-2} < 2(\Delta - 1)^{k-1} \). The result then follows from Lemma 22. \( \square \)

Lemmas 18 and 31 imply the following generalisation of Theorem 24:

**Lemma 32.** If a graph \( G \) is \( k \)-colourable with clustering \( c \) and \( T \) is a tree with maximum degree \( \Delta \geq 3 \), then \( G \boxtimes T \) is \((k + 1)\)-colourable with clustering less than \( 2c(\Delta - 1)^{k-1} \).

Lemma 32 leads to the next result. We emphasise that \( T_1 \) may have arbitrarily large maximum degree (if \( T_1 \) also has bounded degree then the result is again a simple consequence of Lemma 26, which does not use consistent colourings).

**Theorem 33.** If \( T_1, \ldots, T_d \) are trees, such that each of \( T_2, \ldots, T_d \) have maximum degree at most \( \Delta \geq 3 \), then \( T_1 \boxtimes \cdots \boxtimes T_d \) is \((d + 1)\)-colourable with clustering less than \( 2^d(\Delta - 1)^{\binom{d}{2}} \).

**Proof.** We proceed by induction on \( d \geq 1 \). In the base case, \( T_1 \) is 2-colourable with clustering 1. Now assume that \( T_1 \boxtimes \cdots \boxtimes T_{d-1} \) is \( d \)-colourable with clustering less than \( 2^{d-1}(\Delta - 1)^{\binom{d-1}{2}} \). Lemma 32 with \( G = T_1 \boxtimes \cdots \boxtimes T_{d-1} \) implies that \( T_1 \boxtimes \cdots \boxtimes T_d \) is \((d + 1)\)-colourable with clustering less than \( 2 \cdot 2^{d-1}(\Delta - 1)^{\binom{d-1}{2}}(\Delta - 1)^{d-1} = 2^d(\Delta - 1)^{\binom{d}{2}} \). \( \square \)

Theorem 33 is in sharp contrast with Corollary 17: for the strong product of \( d \) stars we need \( 2^d \) colours even for defective colouring, whereas for bounded degree trees we only need \( d + 1 \) colours in the stronger setting of clustered colouring. This highlights the power of assuming bounded degree in the above results.

Let \( \mathcal{T}_k \) be the class of graphs with treewidth \( k \). Such graphs are \( k \)-degenerate and \((k + 1)\)-colourable. Since the graph \( C_{n,k} \) (defined in Section 3) has treewidth \( k - 1 \), Theorem 16 implies that

\[
\chi^\Delta_\Delta(T_k) = \chi^I_\Delta(T_k) = \chi^I(T_k) = \chi_\Delta(T_k) = \chi_\Delta(T_k) = \chi(T_k) = k + 1.
\]

Alon, Ding, Oporowski, and Vertigan [3] showed that graphs of bounded treewidth and bounded degree are 2-colourable with bounded clustering. Note that Theorem 4 in Section 1.4 generalises this result \((d = 1)\) and generalises Theorem 33 \((k = 1)\). We now give a short proof of Theorem 4 (which we restate below for convenience) that does not use asymptotic dimension, or any results related to it.
Theorem 4. If \( G_1, \ldots, G_d \) are graphs with treewidth at most \( k \in \mathbb{N} \) and maximum degree at most \( \Delta \in \mathbb{N} \), then \( G_1 \boxtimes \cdots \boxtimes G_d \) is \((d+1)\)-colourable with clustering at most some function \( c(d, \Delta, k) \).

Proof. By Theorem 2, \( G_i \) is a subgraph of \( T_i \boxtimes K_{20k\Delta} \) for some tree \( T_i \) with maximum degree at most \( 20k\Delta^2 \). Thus \( G_1 \boxtimes \cdots \boxtimes G_d \) is a subgraph of \( (T_1 \boxtimes K_{20k\Delta}) \boxtimes \cdots \boxtimes (T_d \boxtimes K_{20k\Delta}) \), which is a subgraph of \( (T_1 \boxtimes \cdots \boxtimes T_d) \boxtimes K_t \), where \( t := (20k\Delta)^d \). By Theorem 33, \( T_1 \boxtimes \cdots \boxtimes T_d \) is \((d+1)\)-colourable with clustering at most some function \( c'(d, k, \Delta) \).

By Lemma 14, \( (T_1 \boxtimes \cdots \boxtimes T_d) \boxtimes K_t \) and thus \( G_1 \boxtimes \cdots \boxtimes G_d \) is \((d+1)\)-colourable with clustering \( c(d, k, \Delta) := c'(d, k, \Delta) \cdot t \).

The next result shows that for any sequence of non-trivial classes \( \mathcal{G}_1, \ldots, \mathcal{G}_d \), the bound on the number of colours in Theorem 4 is best possible.

Theorem 34. If \( \mathcal{G}_1, \ldots, \mathcal{G}_d \) are graph classes with \( \chi_s(\mathcal{G}_i) \geq 2 \) for each \( i \in \{1, \ldots, d\} \), then \( \chi_s(G_1 \boxtimes \cdots \boxtimes G_d) \geq d + 1 \).

Proof. By replacing each class \( \mathcal{G}_i \) by its monotone closure if necessary, we can assume without loss of generality that each class \( \mathcal{G}_i \) is monotone (i.e., closed under taking subgraphs). If there is a constant \( d \) such that every component of a graph of \( \mathcal{G}_i \) has maximum degree at most \( d \) and diameter at most \( d \), then \( \chi_s(\mathcal{G}_i) \leq 1 \). It follows that for any \( 1 \leq i \leq d \), the graphs of the class \( \mathcal{G}_i \) contain arbitrarily large degree vertices or arbitrarily long paths. By monotonicity, it follows that for some constant \( 1 \leq k \leq d \), \( \mathcal{G}_1 \boxtimes \cdots \boxtimes \mathcal{G}_d \) contains the class \( (\boxtimes K_K) \boxtimes (\boxtimes_k \mathcal{S}) \), where \( \mathcal{P} \) denotes the class of all paths, and \( \mathcal{S} \) denotes the class of all stars.

We claim that for any graph \( G \), \( \chi_s(G \boxtimes \mathcal{P}) \leq \chi_s(G \boxtimes \mathcal{S}) \). To see this, assume that \( G \boxtimes \mathcal{S} \) is \( \ell \)-colourable with clustering \( c \), and consider an \( \ell \)-colouring \( f \) of \( G \boxtimes K_{1,n} \) with clustering \( c \), with \( n = c \cdot |V(G)| \). The graph \( G \boxtimes K_{1,n} \) can be considered as the union of \( n+1 \) copies of \( G \), one copy for the centre of the star \( K_{1,n} \) (call it the central copy of \( G \)), and \( n \) copies for the leafs of \( K_{1,n} \) (call them the leaf copies of \( G \)). By the pigeonhole principle, at least \( c \) leaf copies \( G_1, \ldots, G_c \) of \( G \) have precisely the same colouring, that is, for each vertex \( u \) of \( G \), and any two copies \( G_i \) and \( G_j \) with \( 1 \leq i < j \leq c \), the two copies of \( u \) in \( G_i \) and \( G_j \) have the same colour in \( f \). Let us denote this colouring of \( G \) by \( f_t \), and let us denote the restriction of \( f \) to the central copy by \( f_c \) (considered as a colouring of \( G \)). Note that for any vertex \( v \) of \( G \) we have \( f_t(v) \neq f_c(v) \), and for any edge \( uv \) of \( G \) we have \( f_t(u) \neq f_c(v) \), otherwise \( f \) would contain a monochromatic star on \( c+1 \) vertices.

We can now obtain a colouring of \( G \boxtimes \mathcal{P} \), for any path \( \mathcal{P} \), by alternating the colourings \( f_t \) and \( f_c \) of \( G \) along the path. This shows that \( G \boxtimes \mathcal{P} \) is \( \ell \)-colourable with clustering \( c \).

It follows from the previous paragraph that \( \chi_s((\boxtimes_k \mathcal{P}) \boxtimes (\boxtimes_{d-k} \mathcal{S})) \geq \chi_s(\boxtimes_k \mathcal{P}) \). By the Hex lemma (see Section 1.3), this implies \( \chi_s(G_1 \boxtimes \cdots \boxtimes G_d) \geq d + 1 \), as desired.

4.3 Graph Parameters

We now explain how some results of this paper can be proved in a more general setting. For the sake of readability, we chose to present them (and prove them) only for the case of (clustered) colouring in the previous sections.
A **graph parameter** is a function \( \eta \) such that \( \eta(G) \in \mathbb{R} \cup \{\infty\} \) for every graph \( G \), and \( \eta(G_1) = \eta(G_2) \) for all isomorphic graphs \( G_1 \) and \( G_2 \). For a graph parameter \( \eta \) and a set of graphs \( \mathcal{G} \), let \( \eta(\mathcal{G}) := \sup\{\eta(G) : G \in \mathcal{G}\} \) (possibly \( \infty \)).

For a graph parameter \( \eta \), a colouring \( f : V(G) \to C \) of a graph \( G \) has **\( \eta \)-defect** \( d \) if \( \eta(G[f^{-1}(i)]) \leq d \) for each \( i \in C \). Then a graph class \( \mathcal{G} \) is **\( k \)-colourable with bounded \( \eta \)** if there exists \( d \in \mathbb{R} \) such that every graph in \( \mathcal{G} \) has a \( k \)-colouring with \( \eta \)-defect \( d \). Let \( \chi_\eta(G) \) be the minimum integer \( k \) such that \( \mathcal{G} \) is \( k \)-colourable with bounded \( \eta \), called the **\( \eta \)-bounded chromatic number**.

Maximum degree, \( \Delta \), is a graph parameter, and the \( \Delta \)-bounded chromatic number coincides with the defective chromatic number, both denoted \( \chi_\Delta(G) \).

Define \( * \) to be the maximum number of vertices in a connected component of a graph \( G \). Then \( * \) is a graph parameter, and the \( * \)-bounded chromatic number coincides with the clustered chromatic number, both denoted \( \chi_*(\mathcal{G}) \).

These definitions also capture the usual chromatic number. For every graph \( G \), define

\[
\iota(G) := \begin{cases} 
1 & \text{if } E(G) = \emptyset \\
\infty & \text{otherwise}
\end{cases}
\]

For \( d \in \mathbb{R} \), a colouring \( f \) of \( G \) has \( \iota \)-defect \( d \) if and only if \( f \) is proper. Then \( \chi_\iota(\{G\}) = \chi(G) \).

A graph parameter \( \eta \) is **\( g \)-well-behaved** with respect to a particular graph product \( * \in \{\square, \boxtimes\} \) if:

\begin{enumerate}
\item[(W1)] \( \eta(H) \leq \eta(G) \) for every graph \( G \) and every subgraph \( H \) of \( G \),
\item[(W2)] \( \eta(G_1 \cup G_2) = \max\{\eta(G_1), \eta(G_2)\} \) for all disjoint graphs \( G_1 \) and \( G_2 \),
\item[(W3)] \( \eta(G_1 * G_2) \leq g(\eta(G_1), \eta(G_2)) \) for all graphs \( G_1 \) and \( G_2 \).
\end{enumerate}

A graph parameter is **well-behaved** if it is \( g \)-well-behaved for some function \( g \). For example:

- \( \Delta \) is \( g \)-well-behaved with respect to \( \square \), where \( g(\Delta_1, \Delta_2) = \Delta_1 + \Delta_2 \).
- \( \Delta \) is \( g \)-well-behaved with respect to \( \boxtimes \), where \( g(\Delta_1, \Delta_2) = (\Delta_1 + 1)(\Delta_2 + 1) - 1 \).
- \( * \) is \( g \)-well-behaved with respect to \( \square \) or \( \boxtimes \), where \( g(*_1, *_2) = *_1 * _2 \).
- \( \iota \) is \( g \)-well-behaved with respect to \( \square \) or \( \boxtimes \), where \( g(\iota_1, \iota_2) = \iota_1 \iota_2 \).

On the other hand, some graph parameters are \( g \)-well-behaved for no function \( g \). One such example is treewidth, since if \( G_1 \) and \( G_2 \) are \( n \)-vertex paths, then \( tw(G_1) = tw(G_2) = 1 \) but \( tw(G_1 \boxtimes G_2) \geq tw(G_1 \square G_2) = n \), implying there is no function \( g \) for which (W3) holds.

Let \( \eta \) be a graph parameter. A fractional colouring of a graph \( G \) has **\( \eta \)-defect** \( d \) if \( \eta(X) \leq d \) for each monochromatic subgraph \( X \) of \( G \).

A graph class \( \mathcal{G} \) is **fractionally \( t \)-colourable with bounded \( \eta \)** if there exists \( d \in \mathbb{R} \) such that every graph in \( \mathcal{G} \) has a fractional \( t \)-colouring with \( \eta \)-defect \( d \). Let \( \chi_\eta((\mathcal{G})) \) be the infimum of all \( t \in \mathbb{R}^+ \) such that \( \mathcal{G} \) is fractionally \( t \)-colourable with bounded \( \eta \), called the **fractional \( \eta \)-bounded chromatic number**.
The next lemma generalises Lemmas 9 and 10.

**Lemma 35.** Let \( \eta \) be a \( g \)-well-behaved parameter with respect to \( \boxplus \). Let \( G_1, \ldots, G_d \) be graphs, such that \( G_i \) is \((p_i:q_i)\)-colourable with \( \eta \)-defect \( c_i \), for each \( i \in [1,d] \). Then \( G := G_1 \boxplus \cdots \boxplus G_d \) is \((\prod_i p_i: \prod_i q_i)\)-colourable with \( \eta \)-defect \( g(c_1, g(c_2, \ldots, g(c_{d-1}, c_d)) \)).

**Proof.** For \( i \in [1,d] \), let \( \phi_i \) be a \((p_i:q_i)\)-colouring of \( G_i \) with \( \eta \)-defect \( c_i \). Let \( \phi \) be the colouring of \( G \), where each vertex \( v = (v_1, \ldots, v_d) \) of \( G \) is coloured \( \phi(v) := \{(a_1, \ldots, a_d) : a_i \in \phi_i(v_i), i \in [1,d]\} \). So each vertex of \( G \) is assigned a set of \( \prod_i p_i \) colours, and there are \( \prod_i p_i \) colours in total. Let \( X := X_1 \boxtimes \cdots \boxtimes X_d \), where each \( X_i \) is a monochromatic component of \( G_i \) using colour \( a_i \). Then \( X \) is a monochromatic connected induced subgraph of \( G \) using colour \((a_1, \ldots, a_d)\). Consider any edge \((v_1, \ldots, v_d)(w_1, \ldots, w_d)\) of \( G \) with \((v_1, \ldots, v_d) \in V(X) \) and \((w_1, \ldots, w_d) \notin V(X) \). Thus \( v_i w_i \in E(G_i) \) and \( w_i \notin V(X_i) \) for some \( i \in \{1, \ldots, d\} \). Hence \( a_i \notin \phi_i(w_i) \), implying \((a_1, \ldots, a_d) \notin \phi(w) \). Hence \( X \) is a monochromatic component of \( G \) using colour \((a_1, \ldots, a_d)\). It follows from (W3) by induction that \( |V(X)| \leq g(c_1, g(c_2, \ldots, g(c_{d-1}, c_d))) \). Hence \( \phi \) has \( \eta \)-defect \( g(c_1, g(c_2, \ldots, g(c_{d-1}, c_d))) \). \( \square \)

Lemma 35 implies:

**Theorem 36.** Let \( \eta \) be a well-behaved parameter with respect to \( \boxplus \). For all graph classes \( \mathcal{G}_1, \ldots, \mathcal{G}_d \),

\[
\chi_\eta(\mathcal{G}_1 \boxtimes \cdots \boxtimes \mathcal{G}_d) \leq \prod_{i=1}^d \chi_\eta(\mathcal{G}_i).
\]

We have the following special case of Lemma 35.

**Lemma 37.** For all graphs \( G_1, \ldots, G_d \), if each \( G_i \) is \((p_i:q_i)\)-colourable with defect \( c_i \), then \( G_1 \boxtimes \cdots \boxtimes G_d \) is \((\prod_i p_i: \prod_i q_i)\)-colourable with defect \( \prod_i (1 + c_i) - 1 \).

Lemma 37 implies the following analogues of Lemma 9 for defective colouring.

**Theorem 38.** For all graph classes \( \mathcal{G}_1, \ldots, \mathcal{G}_d \)

\[
\chi_\Delta(\mathcal{G}_1 \boxtimes \cdots \boxtimes \mathcal{G}_d) \leq \prod_{i=1}^d \chi_\Delta(\mathcal{G}_i).
\]

This is a generalised version of Lemma 18.

**Lemma 39.** Let \( \eta \) be a \( g \)-well-behaved graph parameter. If a graph \( G \) has a consistent \((p:q)\)-colouring with \( \eta \)-defect \( c_1 \), and a graph \( H \) has a \((q:r)\)-colouring with \( \eta \)-defect \( c_2 \). Then \( G \boxtimes H \) has a \((p:r)\)-colouring with \( \eta \)-defect \( g(c_1, c_2) \).

We also have the following generalised version of Corollary 19.

**Lemma 40.** Let \( \eta \) be a \( g \)-well-behaved graph parameter. If a graph \( G \) has a proper \((p:q)\)-colouring, and a graph \( H \) has a \((q:r)\)-colouring with \( \eta \)-defect \( c \), then \( G \boxtimes H \) has a \((p:r)\)-colouring with \( \eta \)-defect \( g(\eta(K_1), c_2) \).

**Corollary 41.** If a graph \( G \) has a proper \((p : q)\)-colouring, and a graph \( H \) has a \((q:r)\)-colouring with defect \( c \), then \( G \boxtimes H \) has a \((p:r)\)-colouring with defect \( c \).
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