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ABSTRACT

Error correcting codes are designed for reliable transmission of digital information over a noisy channel. Several papers have been published on blind identification of binary FEC codes but papers reported on the identification of non-binary error correcting codes are less. Due to its strong error correction capability, RS (Reed-Solomon) code is being used widely. So technique for blind recognition of RS code is required to analyse intercepted signal as well as for intelligent communication. This paper presents a technique for extraction of parameters of Reed-Solomon code from intercepted demodulated bitstream. The proposed algorithm is very simple and hence it is very practical for hardware implementation. Our approach has been verified using MATLAB simulation.
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1. INTRODUCTION

Figure 1 shows different blocks of digital communication system. Source output is fed to encoder to convert into bitstream that is encrypted through encryption block to achieve secure transmission. Channel coding block calculates redundancy that is appended to improve reliability of message transmitted over channel. In cooperative communication, receiver is aware of all the parameters of modulator, channel encoder and encryptor. Using these parameters, channel decoding is performed after demodulation to recover correct message bits. Minimum acceptable BER at demodulator output is 1%. Finally, the message bits is decrypted and decoded to get transmitted message.

The technique presented in this paper is useful in non-cooperative context of military applications. In this context, adversary tries to access message exchanged between sender and receiver without knowing parameters of any blocks of transmitter. It is difficult to get error free bitstream from the signal intercepted over noisy channel. Bitstream alignment is another challenge in traffic analysis. Adversary has to align codewords and recognise FEC so as to retrieve error free message bits. As shown in Fig. 1, our approach will work on the erroneous bitstream obtained after demodulating intercepted noisy signal.

Several papers have been published on reverse engineering of different error correcting codes. A lot of results are published on the recognition of convolution code\textsuperscript{2-4}, while some results are published on recognition of block codes. A Valembois has published an approach for detection and recognition of binary linear block code\textsuperscript{5}. His approach was based on recognition of dual codewords but this approach was not successful when dual code has large weight. Various authors\textsuperscript{6-9} have proposed methodology for blind reconstruction of binary cyclic codes. Cluzeau\textsuperscript{10} and Chabot\textsuperscript{11} reconstructed parity check matrix of the code but restriction was that weight of the dual should be very low. Ref\textsuperscript{12} explored probabilistic approach for separating message bits from parity bits and extracting codeword size and message size from intercepted noisy bitstream provided input message bits has biased probability. These techniques are useful for binary linear block code of smaller codeword size and can not be used for Reed-Solomon code. A method for blind recognition of RS code was first addressed by Liu\textsuperscript{13}, et al. They followed Galois Field Fourier Transform (GFFT) based approach that was complex. An entropy based approach is published by Chen\textsuperscript{14}, et al. but its performance is poor for high code rate. Blind recognition of RS coding parameters is also proposed in\textsuperscript{15} which work gracefully for...
error free RS encoded bitstream but it fails in recognising generator polynomial for RS encoded noisy bitstream. Similarly, recognition algorithm described Liu et al. works for error free RS encoded bitstream only. Later, Li et al. proposed Galois field columns Gaussian elimination based approach for recognition of RS code which works for code error rate of 3x10⁻³ with more than 90% probability. Due to its poor error performance, this approach may not be useful in practice. Swaminathan et al. proposed algorithms for blind recognition of RS encoder based on rank reduction of data matrix and showed results for QAM modulated signal. Authors also published mechanism for joint reconstruction of RS encoder and interleaver and for product code incorporating RS and BCH as component code, through same approach. But the limitation of rank reduction approach is that this can work for low code error rate as discussed above. Hui proposed method using histogram statistic of Galois field spectra to detect RS codes from noisy encoded bitstreams. Author has claimed to achieve 90% success for RS(255,223) encoded bitstream corrupted with 0.5% Code Error Rate (CER).

We propose a method to reconstruct RS code. Here assumption is that we have RS coded binary strings transmitted over binary symmetric channel. The aim is to extract parameters of error correcting code so that intercepted demodulated bitstream can be correctly decoded to recover message. Our approach is effective in noisy environment for up to 90% CER.

2. MATHEMATICAL MODEL OF REED-SOLOMON CODE

Cyclic code is an important subclass of linear codes. These are attractive because of its rich algebraic structure and due to existence of various practical methods for decoding them efficiently.

Reed-Solomon (RS) codes come under non-binary class of cyclic codes, such that every symbol is of \( m \)-bits, where \( m \) is positive integer \( > 2 \). The codeword length \( n \) of an RS code is \( q - 1 \), with \( q = 2^m \) being the alphabet size of the symbols.

For \( RS(n, k) \) code,
\[
(n, k) = (2^m - 1, 2^m - 1 - 2t) \tag{1}
\]
\[
(n - k) = 2t
\]

where \( t \) is the number of symbols that can be corrected by the code.

The number of symbols in which the two codewords of non-binary code differ is called the distance between codewords. Reed-Solomon code has the largest minimum distance for all linear codes with the same encoder input and output block length. The minimum distance for Reed-Solomon code is expressed by
\[
d_{\text{min}} = n - k + 1 \tag{2}
\]

RS codes are used mainly for burst errors. The RS code can correct any combination of \( t \) or fewer errors, where \( t \) is given as
\[
t = \frac{d_{\text{min}} - 1}{2} = \frac{n - k}{2} \tag{3}
\]

The generating polynomial \( g(x) \) of a \( t \) symbol error correcting RS code with symbols from \( GF(2^m) \) has \( \alpha, \alpha^2, \cdots, \alpha^{2^t} \) (\( \alpha \) is the primitive element in \( GF(2^m) \)) as all its roots. The generating polynomial \( g(x) \) can be written as:
\[
g(x) = (x - \alpha)(x - \alpha^2) \cdots (x - \alpha^{2^t}) \tag{4}
\]
or,
\[
g(x) = g_0 + g_1x + g_2x^2 + \cdots + x^{2^t} \tag{5}
\]

where, \( g_i \in GF(2^m) \)

Generator polynomial of Reed-Solomon code has following properties:

i. Generator polynomial is monic.

ii. Generator polynomial has consecutive roots \( \alpha, \alpha^2, \cdots, \alpha^{2^t} \).

iii. Generator polynomial is a factor of \( 1 + x^n \).

iv. Degree of generator polynomial is \( n - k = 2t \).

If \( c(x) \) is encoded codeword polynomial of a message polynomial \( M(x) \), using RS code \((n,k)\) and generator polynomial \( g(x) \), then
\[
c(x) = x^{n-k}M(x) + \text{Re}[m(x^{n-k}, g(x))] \tag{6}
\]

where,
\[
M(x) = M_0 + M_1x + M_2x^2 + \cdots + M_{2^t}x^{2^t}
\]

and \( c(x) = c_0 + c_1x + c_2x^2 + \cdots + c_{2^t}x^{2^t} \).

Here all the coefficients are in the extension field as the code is non-binary.

Equation (6) can also be expressed as:
\[
c(x) = M(x) \times g(x) \tag{7}
\]

where \( M(x) \) is some transformation of \( M(x) \).

At receiver end, syndrome (\( S \)) of the received code word is calculated. If this syndrome comes out to be 0, it means that the received codeword is error free. But if the syndrome is non-zero, this means received codeword is erroneous and then this error is corrected.

3. PROBLEM DEFINITION

3.1 Assumptions

Our approach to estimate the parameters of FEC code assumes that Reed-Solomon code has been used and intercepted signal has been successfully demodulated to obtain erroneous RS coded bitstream.

3.2 Problem Statement

Proposed methodology assumes that the intercepted signal has been successfully demodulated to get erroneous encoded bitstream and that the FEC code used is Reed-Solomon code.

Subject to above assumptions, we present an approach to analyse given bitstream to extract following in non-cooperative context:

i. Identify symbol size (\( m \))

ii. Identify code word size (\( n \))

iii. Identify message size (\( k \))

iv. Identify generator polynomial (\( g \)) used for encoding

These extracted parameters, then, can be used by the adversary to reconstruct corrected message intended for recipient.
4. PROPOSED METHOD

This section describes the proposed technique to identify various parameters of unknown systematic Reed-Solomon error correcting code. This approach exploits the algebraic structure of the code words.

From equation (7) mentioned in Section 2, it is clear that code polynomial is a multiple of the generator polynomial \( g(x) \). So in majority of the cases, common factor of pair of valid code polynomials will be the generator polynomial of the Reed-Solomon code used for transmission, i.e.

\[
\text{If } c_1(x) = a_1(x) \times g(x) \quad \text{and} \quad c_2(x) = a_2(x) \times g(x)
\]

Then,

\[
GCD(c_1(x),c_2(x)) = g(x) \times d(x)
\]

where, \( g(x) \) is generator polynomial of the code while \( d(x) \) is residual polynomial whose multiplication with \( g(x) \) gives Greatest Common Divisor (GCD) of code words. The GCD is calculated in \( GF(2^m) \).

The flowchart of the proposed method is shown in Fig. 2. For range of expected symbol size, \( m \) (e.g. from 3 to 8), we obtain list of GCDs calculated over several pairs of noisy code polynomial (out of \( N \) codeword) and tabulate this for all \( m \).

Then, we filter out invalid values of generator polynomial by applying following conditions:

i. Discard the case when \( \text{deg}(g(x)) < 2 \)
ii. Discard the case when \( k = 1 \)
iii. Discard the case when \( k \geq n \)
iv. Discard the case when \( \text{deg}(g(x)) \) is odd

Then, applying majority logic over filtered GCD values, we obtain generator polynomial of the RS code as the one which occurs a maximum number of times i.e.

\[
g(x) = \text{majority} \{ \text{filter} \{ GCD(c_i,c_j) \} \}
\]

\[
i = 1, j = 1, i \neq j
\]

Once the generator polynomial \( g(x) \) is obtained, we calculate the value of \( k \) from the \( g(x) \) as below:

\[
k = n - \text{deg}(g(x))
\]

The above proposed technique takes aligned erroneous codewords for analysis but it can also handle unaligned as well as error-free codewords.

5. VALIDATION OF THE TECHNIQUE

To prove that the proposed technique works as per claim made here, MATLAB 7.9 has been used. A code was written to generate a sample file containing random symbols whose values ranges from 0 to \( 2^m \). This file was then encoded with known \( RS(n,k) \) code to get encoded file. Then, desired error (CER) is introduced to make it noisy. This is then fed as input to our technique to extract desired parameters i.e. symbol size \( m \), code word size \( n \), message size \( k \) and generator polynomial \( g(x) \). This exercise is repeated for 100 sample files to plot result for analysis as described in next section.

6. RESULTS AND ACHIEVEMENTS

Results of our technique based on simulation in MATLAB are plotted as shown in Figs. 3-6. These plots show results for \( RS(7,3) \), \( RS(15,7) \), and \( RS(63,55) \) encoded erroneous bitstream for different CER. Figure 3 shows plot for successful recognition of symbol size for \( RS(63,55) \). Here x-axis corresponds to expected value of symbol size \( m \) while y-axis corresponds to frequency of valid generator polynomial. This is plot for test case of \( RS(63,55) \) and it shows clearly that first peak (maximum frequency of generator polynomial) occurs when expected value of symbol size matches with the actual symbol size (i.e. \( m=6 \) in this case).

Figures 4, 5 and 6 show plots for success rate of our technique for identification of symbol size \( m \), code word size \( n \), message size \( k \) and generator polynomial \( g(x) \) for different CER for \( RS(7,3) \), \( RS(15,7) \), and \( RS(63,55) \). Here x-axis corresponds to code error rate in percentage while y-axis corresponds to the success rate.
From Figs. 4, 5 and 6, it can be concluded that our approach works with 100% success rate for up to 80% CER. Success rate degrades beyond this CER.

We have also compared result of proposed technique with approach presented in\cite{19,20}, which are given in Table 1. For comparison and proving improvement over prior works, we have calculated success rate of our approach for various Symbol Error Rate (SER) and tabulated these along with the success rate of prior works. CER corresponding to each SER has also been calculated to compare our results with recent published works.

Table 1 indicates that proposed work in this paper performs better than approach presented earlier.

| SER  | CER  | Success rate of technique proposed in\cite{19} | Success rate of technique proposed in\cite{20} | Success rate of our approach |
|------|------|-----------------------------------------------|-----------------------------------------------|-------------------------------|
| 0.01 | 0.141| 1.0                                           | 1.0                                           | 1.0                           |
| 0.03 | 0.374| 1.0                                           | 1.0                                           | 1.0                           |
| 0.05 | 0.541| 1.0                                           | 1.0                                           | 1.0                           |
| 0.06 | 0.609| 0.93                                          | 1.0                                           | 1.0                           |
| 0.08 | 0.715| 0.9                                           | 0.9                                           | 1.0                           |
| 0.09 | 0.756| 0.6                                           | 0.6                                           | 1.0                           |
| 0.1  | 0.798| 0.2                                           | 0.2                                           | 1.0                           |

7. CONCLUSION
This paper presents a novel technique for reconstruction of RS code from intercepted demodulated erroneous RS coded bitstream. Our technique has been proved on different Reed-Solomon error correcting codes through simulation. This technique is simple to implement and works even at high error rate as is also clear from the plot given Figs. 4, 5 and 6. Our approach outperforms published techniques as explained in section 6. Presented approach is successful in recognition of RS code parameters from intercepted traffic in non-cooperative scenario.
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