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Abstract—In this paper we propose a new formulation of the Fourier Modal Method based on an alternative treatment of interface conditions allowing us to overcome the effect of the Gibbs phenomenon. Explicit consideration of the interface conditions for the discontinuous part of the field leads to an equation for the eigenvalue problem, which can be written in an inversion-free form. The results of the method are in good agreement with the results for the classical approach based on the Li factorization rules both for dielectric and metallic gratings. Moreover, the developed method allows calculating the near field much more accurately, and may find its applications in sensing and nonlinear optics.
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I. INTRODUCTION

THE Fourier Modal Method (FMM) also known as the Rigorous Coupled-Wave Analysis (RCWA) [1] is a widely used tool for calculating linear interaction of electromagnetic radiation with periodic structures. It is based on the Fourier plane wave decomposition of all periodic functions and has gained popularity due to its relative simplicity and efficiency for a wide class of problems. This method is well-suited for analyzing periodic grating metal and dielectric structures, calculating their eigenmodes and high-Q resonances [2–4], solar cell simulations [5–8], in particular, the method is suitable for supercell calculations [9]. In addition, the FMM can be also used to find plasmonic resonances [10] and to solve non-linear optics problems [11, 12].

Knop, Moharam and Gaylord first formulated the method [1, 13–15] and since then it has been developed for multidimensional and arbitrary shaped gratings [16–18] and improved with using normal vector approach [19–20] and adaptive spatial resolution [21–25]. One of the main problems of the FMM was poor convergence for TM polarization and metal gratings, implicitly caused by the well-known Gibbs phenomenon. Granet and Lalanne proposed a receipt to improve the rate of convergence [26, 27] and then Li formulated special rules for the factorization of products of discontinuous functions in the Fourier space [28, 29]. The approach substantially improves the convergence of the method, but does not completely eliminate the influence of the Gibbs phenomenon, so it evolved in different directions. For example, J. Li with co-authors proposed an alternative formulation, using the Cayley-Hamilton theorem and reducing the computational time of the method [30]. Sauvan and Edee developed alternative methods using orthogonal polynomials systems instead of plane-wave decomposition [31, 32]. This approach eliminates the Gibbs effect problem by a cost of partial loss of method’s flexibility in terms of coupling multilayer structures and potential applications of fast numerical schemes (e.g., [33, 34]). In addition, the convergence of the near field, which is important for certain applications like sensing and non-linear optics, was outside the scope of the review for a long time. Lalanne and Weismann [35, 36] showed that the near field converged by an order of magnitude worse than the far field and proposed a way to calculate the near field more accurately using an appropriate order of multiplications by permittivity dependent functions.

In this paper we propose an alternative formulation of FMM taking into account the boundary conditions for discontinuous part of electromagnetic field explicitly, thereby reducing the impact of the Gibbs phenomenon. We supplement the usual Fourier basis with additional jump functions, which amplitudes appear to be unambiguously defined by interface conditions, so that the numerical problem remains to be formulated for the Fourier amplitude vectors, as usual. Introduction of known step functions into Fourier space methods already demonstrated its profitability, see e.g. [37]. In order to test the idea we consider a simple problem of a photonic crystal slab being periodic in one dimension. Section II provides a formulation of our approach. Section III shows numerical results on the convergence of the reflection coefficient for the new method in comparison with the classical FMM, and also demonstrates the convergence of the near field. Section IV summarizes the results and shows that the new approach gives accurate values of the near field already in Fourier space.

II. NEW IMPLEMENTATION

In this section we consider the main equations of the new method and compare then with the classical formulation with the Li factorization. The main idea is to take into account the boundary conditions for the discontinuous part of the electric field explicitly, attain new equations for the near field, and reduce the impact of the Gibbs effect.

Consider a simple case of a one-dimensional photonic crystal slab consisting of two materials with permittivities $\varepsilon_1$ and $\varepsilon_2$. The grating structure is surrounded by a substrate and superstrate having the dielectric permittivities $\varepsilon_{\text{sub}}$ and $\varepsilon_{\text{sup}}$ respectively. The structure is periodic along the $x$-direction with a period $\Lambda$, and a filling factor for the first material is $\alpha$. The structure is invariant in the $y$-direction, while $z$-axis is perpendicular to the grating boundaries. We consider the TM polarization only since the TE case is not modified for non-
magnetic media. The Maxwell’s equations for such a problem read:

\[
\begin{align*}
\frac{\partial H_y}{\partial z} &= i\omega \varepsilon(x) E_x, \\
\frac{\partial H_x}{\partial x} &= -i\omega \varepsilon(x) E_z, \\
\frac{\partial E_x}{\partial z} - \frac{\partial E_z}{\partial x} &= i\omega \mu_0 H_y,
\end{align*}
\]

(1)

where \(\varepsilon(x) = \varepsilon_1\) for \(n\lambda \leq x < (n + \alpha)\lambda, n \in \mathbb{Z}\), and \(\varepsilon(x) = \varepsilon_2\) otherwise. \(E_i, H_i\) are the electric and magnetic field components respectively. \(\mu_0\) is the vacuum magnetic permeability. The Floquet-Bloch theorem for the field \(E_x(x, z)\) yields

\[
E_x(x, z) = \exp (ik_0x) e_x(x, z)
\]

(2)

where \(k_0\) is the Bloch wavenumber, and \(e_x\) is a purely periodic function of the coordinate \(x\).

Instead of developing \(e_x\) into its Fourier series as is done within the FMM, we consider the singularities of the field separately in the coordinate space. The field component \(E_x\) is a discontinuous function of the coordinate \(x\). We represent it inside the grating space as a superposition of a continuous and discontinuous parts:

\[
E_x(x, z) = E^c_x(x, z) + E^d_x(x, z).
\]

(3)

This decomposition is not unique. To specify the second component consider a sum of some known periodic linear piece-wise continuous functions \(g_k(x)\) each having a single point of discontinuity \(x_m, k = 1, \ldots, N_d\), coinciding with a corresponding discontinuity point of the permittivity function \(\varepsilon(x)\). Here \(N_d = 2\) is the number of such points for the photonic crystal slab under consideration. The decomposition reads

\[
E^d_x = \exp (ik_0x) \sum_{k=1}^{N_d} \xi_k(z) g_k(x)
\]

(4)

Also, let us take an additional assumption \(g_k(x_m + 0) - g_k(x_m - 0) = 1\) and \(g_k(x_m + 0) = -g_k(x_m - 0) = 1/2\). Note that \(g_k(x_j + 0) = g_k(x_j - 0), j \neq k\), by definition.

The interface field continuity condition at \(k\)-th point of discontinuity \(x_m\) is

\[
\varepsilon_k E_x(x_m - 0) = \varepsilon_{k+1} E_x(x_m + 0),
\]

(5)

Substitution of Eqs. (3) and (4) into the latter relation gives

\[
\xi_k(z) + 2\left[\frac{\varepsilon_{k+1} - \varepsilon_k}{\varepsilon_k + \varepsilon_{k+1}} \sum_{q=1,q\neq k}^{N_d} \xi_q(z) g_q(x_k)\right]
\]

\[
= -2 \exp (-ik_0x_k) \frac{\varepsilon_{k+1} - \varepsilon_k}{\varepsilon_k + \varepsilon_{k+1}} E^c_x(x_k, z).
\]

(6)

The number of equations in (6) equals to the number of discontinuity points \(N_d\), which is 2 in our case. The index \(k + 1\) should be treated within a modulo \(N_d\) sum.

Bloch-Fourier decomposition of the continuous part of the field \(E^c_x\) allows to relate the discontinuous field amplitudes with corresponding Fourier amplitudes as follows:

\[
\xi_k(z) = \sum_{q=1}^{N_k} G_{kq} \sum_{m \in \mathbb{Z}} \exp (ik_m x_q) E^c_{xm}(z),
\]

(7)

where \(k_{zm} = k_0 + 2\pi m/\Lambda\) and \(E^c_{zm}\) is the Fourier amplitude of the continuous field. The constant matrix \(G\) depends only on structure parameters and predefined functions \(g_k\), and writes

\[
G = \exp (-ik_0x_k) \times \left(\begin{array}{c}
1 + \varepsilon_k + 1 \\
\varepsilon_k \varepsilon_k + 2 \\delta_{kq} - \varepsilon_{k+1} \\delta_{kq} - 1 \\delta_{kq} g_k(x_k) \end{array}\right)\right|_{k,q,=1}^{N_d},
\]

(8)

with \(\delta_{kq}\) being the Kronecker symbol.

The developed equations allow rewriting the \(E_x\) and the product \(\varepsilon E_x\) in right-hand part of the Maxwell’s equations via the continuous field part \(E^c_x\) only. Denote vectors of the Fourier amplitudes of these functions as \([E^c_x], [\varepsilon E^c_x]\), and \([E^c_z]\) respectively. Then, Eqs. (3)-(8) yield

\[
\left[\begin{array}{c}
E_x \\
\varepsilon E_x \\
E_z
\end{array}\right] = \left[\begin{array}{c}
\left[\begin{array}{c}
E^c_x \\
\varepsilon E^c_x \\
E^c_z
\end{array}\right] \\
\left[\begin{array}{c}
\varepsilon E^c_x \\
\varepsilon E^c_x \\
\varepsilon E^c_x
\end{array}\right]
\end{array}\right] + P \left[\begin{array}{c}
\delta_{kq} - 1 \\delta_{kq} g_k(x_k) \end{array}\right]_{k,q,=1}^{N_d},
\]

(9)

\[
\left[\begin{array}{c}
\varepsilon E_x \\
\varepsilon E^c_x \\
\varepsilon E^c_x
\end{array}\right] = \left[\begin{array}{c}
\left[\begin{array}{c}
\varepsilon E^c_x \\
\varepsilon E^c_x \\
\varepsilon E^c_x
\end{array}\right]
\end{array}\right] + Q \left[\begin{array}{c}
\varepsilon E^c_x \\
\varepsilon E^c_x \\
\varepsilon E^c_x
\end{array}\right].
\]

(10)

Here \([\varepsilon]\) is the Toeplitz matrix of permittivity Fourier components. Matrices \(P\) and \(Q\) are derived from Eq. (7) and can be calculated analytically as well as \([\varepsilon]\). Explicitly they are given in the Appendix, Eqs. (A.3)-(A.6). Introduction of \(Q\) and \(P\) takes into account the interface conditions for the discontinuous field component.

Having derived the Fourier vectors corresponding to the discontinuous field and its product with the permittivity, the Fourier transform of the Maxwell’s equations (1) becomes

\[
\frac{\partial}{\partial z} [H_y] = i\omega ([\varepsilon] + Q) [E^c_x] \\
K_x [H_y] = -\omega [\varepsilon] [E^c_z]
\]

(11)

\[
\frac{\partial}{\partial z} [\varepsilon] [E^c_x] - iK_x [E^c_z] = i\omega \mu_0 [H_y].
\]

where \(K_x = \text{diag}\{k_{xm}\}\). Owing to the translational invariance of the photonic crystal, \(z\)-dependence of the fields is described by exponential propagators (as \([E^c_x]\) = \(e^{ik_0z}\)) and similarly for other field components, and Eq. (11) reduces to an algebraic eigenvalue problem, which can be written in an inversion-free form:

\[
\beta^2 \left([\varepsilon]\right) K^{-1}_x (1 + P) e^c_x = (\omega^2 \mu_0 [\varepsilon] - K_x - K_x) ([\varepsilon] + Q) e^c_x
\]

(12)

With the latter equation being solved, the amplitude vector \(h_y\) is attained as

\[
h_y = \omega B^{-1} ([\varepsilon] + Q) e^c_x.
\]

(13)

with \(B = \text{diag}\{\beta_m\}\).

The difference between the new formulation and the approach implementing the Li’s factorization rules is as follows. When factoring a product of two discontinuous functions into a Fourier series Li’s rules replace the matrix \([\varepsilon]\) with the matrix \(1/\varepsilon^{-1}\). The alternative way suggests to keep the matrix \([\varepsilon]\) by adding the matrix \(Q\) that takes into account the interface conditions explicitly and treats separately the continuous and discontinuous parts of the field.

The next steps are exactly the same as in the conventional FMM: construction of a T-matrix for an interface between the photonic crystal and a homogeneous medium, and derivation
of a slab S-matrix based on the T-matrices of the two photonic crystal slab boundaries [1]. The only thing to account for is the relation (9) which defines the total near field.

III. NUMERICAL VALIDATION

To validate the efficiency of the new approach we take two example structures and compare our method with the conventional FMM. Let us consider a slab of a dielectric one-dimensional photonic crystal, periodic in one dimension with the parameters $\varepsilon_1 = 1$, $\varepsilon_2 = 3.4^2$. The dielectric permittivity function is shown in Fig. 1. The dielectric permittivities of the substrate and superstrate media are $\varepsilon_{\text{sub}} = 1.45^2$, $\varepsilon_{\text{sup}} = 1$. The grating period is $\Lambda = 1 \ \mu\text{m}$, the slab thickness is $h = 0.25 \ \mu\text{m}$, the filling factor is $\alpha = 0.55$. The wavelength of the incident TM polarized plane wave is $\lambda = 0.51 \ \mu\text{m}$. The angle of incidence is $1^\circ$. Problem setting of this kind is common within the modern dielectric nanophotonics which deals with high-Q resonances related to the bound states in the continuum [38]. We also consider an example of Au-grating with the parameters $\lambda = 0.51 \ \mu\text{m}$, $\varepsilon_1 = 1$, $\varepsilon_2 = -2.5676 + 3.6391i$, $\varepsilon_{\text{sub}} = \varepsilon_{\text{sup}} = 1$, $\Lambda = 1.15 \ \mu\text{m}$, $\alpha = 0.55$, $h = 0.2 \ \mu\text{m}$, because the case of metal gratings is more challenging [28].

Figs. 2 and 3 demonstrate the relationship between the power reflection coefficient of the slab and its convergence depending on the Fourier series truncation number. Fig. 2 ensures that both methods give the same answer for the reflection coefficient for both examples, and Fig. 3 reveals that the rate of the far field convergence is the same for both formulations in each case and is proportional to $1/N^2$.

Fig. 4 and Fig. 5 show the simulation of the near field x-component at $z$ point corresponding to the middle of the structure for two different values of the truncation number $N$. 

Fig. 1. Dielectric permittivity function of the example photonic crystal slab (above) and discontinuous functions given by Eq. (A.1), which are used in the representation of the discontinuous field part, Eq. (4) (below).

Fig. 2. Comparison of the reflection coefficient for the example of a) dielectric grating, b) metal grating of Fig. 1 between the classical method with the Li factorization and the new approach for increasing number $N$ of the Fourier harmonics, c) difference between the results of the classic and the new approach in case of the metal grating.
for the classical method with Li factorization rules, and the new approach. To calculate the field in classical approach we use the following equation [35, 36]:

\[ E_x(x, z) = \frac{1}{\varepsilon(x)} \sum_{m \in \mathbb{Z}} \exp(i k_m x) D_m(x) \]  

The field attained from the classic FMM is clearly distorted by oscillations which arise due to the influence of the Gibbs effect. In the case of a large number of Fourier harmonics oscillations accumulate near the interfaces, so the field value may converge quite slowly. The new approach eliminates this distortions. The graphs reveal smooth and correct field functions without oscillations even for relatively small numbers of harmonics. The new method has one more advantage, since an accurate form of the near field is obtained directly from the calculated Fourier amplitude vectors.

Fig. 6 demonstrates the comparison between the near field convergence attained by the classic and new formulations at a point in the vicinity of the discontinuity. The convergence rate for the new formulation is proportional to \(1/N^2\) for both examples, which shows that the convergence of the method has not worsened compared to the classical approach.

IV. CONCLUSION

In this paper we proposed a new viewpoint on treatment of field discontinuities at material interfaces within the framework of the FMM. Our approach is based on the explicit consideration of interface conditions for a discontinuous part of the electric field. The new rules for the eigenvalue problem formulation are considered as an alternative to the existing classical method with the Li’s factorization rules. The given comparison with the classic method shows that the new approach retains all the advantages of the FMM without inverting the matrix \([1/\varepsilon]\), and at the same time it allows highly accurately calculating near field and attaining field pictures free of the Gibbs phenomenon footprint. This advantage comes from the field correction (comparing to the conventional FMM formulation) which is introduced by Eqs. (9), (10) in the self-consistent manner. This correction appears to keep all the necessary information about the jump discontinuities as it comes from the extended finite basis where the Fourier harmonics are enriched with appropriate discontinuous functions. Further we plan expand the idea to 2D photonic crystal slabs and we believe that the new method may find its applications in the fields of nonlinear optics and sensing.
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APPENDIX

In this Appendix we provide details on our implementation of the new method and derivation of the outlined equations. The choice of the functions \(g_k(x)\) in Eq. (4) is not unique. Our choice of these functions is based on the possibility of simple analytical integration of their products with exponential factors, required for derivations of the matrix elements of \(Q\) and \(P\). Explicitly,

\[
\begin{align*}
&\begin{cases}
  n_1 \in \mathbb{Z}, & n_2 = n_1 + \alpha \\
  g_{1,2}(x) = -\left(\frac{x}{\Lambda} - n_{1,2}\right) + \frac{1}{2}, & x \in [n_{1,2} \Lambda, (n_{1,2} + 1) \Lambda]
\end{cases}
\end{align*}
\]  

(A.1)

For simplicity we take here \(N_d = 2\), though, all derivations can be straightforwardly generalized for an arbitrary number of discontinuities. The functions (A.1) are linear periodic piece-wise continuous functions each having a single discontinuity point on a period, and they are shown in Fig. [1]
Fig. 4. The near field of the dielectric grating example for: a) the classic approach, \(N = 40\), b) the classic approach, \(N = 90\), c) the new formulation, \(N = 40\).

Fig. 5. The near field of the metal grating example for: a) the classic approach, \(N = 30\), b) the new formulation, \(N = 30\).

Owing the functions \(g_k(x)\) explicitly and accounting for the decomposition of Eq. (3), derivation of Eqs. (9) and (10) is straightforward. The \(x\)-field Fourier component

\[
\left[ E_x \right]_n = \frac{1}{\Lambda} \int_0^\Lambda E_x (x, z) \exp (-i k x_n x) = [E^c_x] + \sum_m \mathcal{P}_{nm} E^c_{xm} (z) \tag{A.2}
\]

with

\[
\mathcal{P}_{nm} = \sum_k \left( \frac{1}{\Lambda} \int_0^\Lambda g_k (x) \exp (-i k x_n x) \right) \times \left( \sum_q G_{kq} \exp (i k x_m x_q) \right) \tag{A.3}
\]
Fig. 6. Comparison of the near field convergence for a) the dielectric grating, b) the metal grating in the vicinity of the discontinuity point, $x = 0.5\alpha \Lambda (1 - 10^{-3})$, between the classic formulation with the Li’s factorization rules and the new approach.

For the product of the field and the permittivity in accordance with Eqs. (4) and (7),

$$\varepsilon E_x(x, z) = \varepsilon E^c_x(x, z) +$$

$$+ \varepsilon \sum_m E^c_{xm}(z) \left[ \sum_k g_k(x) \left( \sum_q G_{kq} \exp(ik_{xq}x) \right) \right]$$

(A.4)

and consequently,

$$[\varepsilon E_x]_n = \frac{1}{\Lambda} \int_0^\Lambda \varepsilon E_x(x, z) \exp(-ik_{xn}x) =$$

$$= [\varepsilon E^c_x]_n + \sum_m Q_{nm} E^c_{xm}(z)$$

(A.5)

with

$$Q_{nm} = \sum_k \left( \frac{1}{\Lambda} \int_0^\Lambda \varepsilon(x) g_k(x) \exp(-ik_{xn}x) \right) \times$$

$$\times \left( \sum_q G_{kq} \exp(ik_{xq}x) \right)$$

(A.6)

Integrals in Eqs. (A.3) and (A.6) with functions (A.1) and piece-wise constant permittivity are found analytically. They read for the matrix $Q$

$$\frac{1}{\Lambda} \int_0^\Lambda \varepsilon(x) g_1(x) \exp(-ik_{xn}x) =$$

$$= \begin{cases}
0, & n = 0 \\
\frac{i}{(2\pi n)} \left[ \frac{\alpha (\varepsilon_1 - \varepsilon_2)}{\pi \alpha} \left( \sin(\pi m \alpha) - \exp(-i\pi m \alpha) \right) - \varepsilon_1 \sin(\pi m \alpha) - \varepsilon_2 \cos(\pi m \alpha) \right], & n \neq 0 \\
\frac{1}{2} (\alpha - \alpha^2) (\varepsilon_1 - \varepsilon_2), & n = 0
\end{cases}$$

(A.7)

$$\frac{1}{\Lambda} \int_0^\Lambda \varepsilon(x) g_2(x) \exp(-ik_{xn}x) =$$

$$= \begin{cases}
0, & n = 0 \\
\frac{i}{(2\pi n)} \left[ \frac{\alpha (\varepsilon_1 - \varepsilon_2)}{\pi \alpha} \left( \sin(\pi m \alpha) - \exp(i\pi m \alpha) \right) + \varepsilon_1 \sin(\pi m \alpha) - \varepsilon_2 \cos(\pi m \alpha) \right], & n \neq 0 \\
\frac{1}{2} (\alpha - \alpha^2) (\varepsilon_1 - \varepsilon_2), & n = 0
\end{cases}$$

(A.8)

Similarly for the matrix $P$ we can obtain

$$\frac{1}{\Lambda} \int_0^\Lambda g_1(x) \exp(-ik_{xn}x) =$$

$$= \begin{cases}
0, & n = 0 \\
\exp(i\pi n \alpha)(2\pi n)^2, & n \neq 0
\end{cases}$$

(A.9)

$$\frac{1}{\Lambda} \int_0^\Lambda g_2(x) \exp(-ik_{xn}x) =$$

$$= \begin{cases}
0, & n = 0 \\
\exp(-i\pi n \alpha)(2\pi n)^2, & n \neq 0
\end{cases}$$

(A.10)
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