Estimation of maximum water levels during spring flood on Lena river parts using artificial neural networks
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Abstract. The Republic of Sakha (Yakutia) possessing a vast territory located in various climatic zones and a developed network of water bodies is exposed to a wide range of natural emergency situations. Among them, spring-summer floods are the most frequent and bringing enormous damage, causing inundations of vast areas and national economy objects, which determines relevance of development and improvement of flood forecast methods for implementation of timely measures to prevent and reduce an inundation risk.

Artificial neural networks have proven their effectiveness in solving various forecast problems, especially when using statistical data. In particular, usage of a neural network approach based on the forecast of a time series from previous values gives good results. The artificial neural networks, unlike statistical methods of analysis, are based on parallel data processing, have an ability of self-learning and recognition of nonlinear relationships between input and output data sets. A choice of parts of the Lena river to predict maximum water levels during the floods was determined based on locations of potentially hazardous objects, the inundation of which can cause the considerable material damage. On the basis of the hydrological data obtained during 70 years, the neural network models are obtained, which make it possible to predict flood hazards from the spring floods, two variants of the transformed initial data are considered and different network structures are compared. Relative errors of the forecasts obtained during the work vary considerably (7–20%), which indicates necessity for the processing of the initial data and careful selection of the structure.

1. Introduction

The Republic of Sakha (Yakutia) has the vast territory located in the different climatic zones. A large number of rivers flowing from south to north contribute, especially during a flood period, to an occurrence of natural emergency situations (ES). The most characteristic of them are the spring-summer floods, causing the inundations of the vast areas, the objects, infrastructure and bringing the enormous damage to the national economy, destabilization processes in a technosphere, which determines the relevance of the development and improvement of the flood forecast methods to reduce the hazard levels and damage. During 13 years, from 2001 to 2013, the spring flood of the rivers in the Republic caused the damage amounting to a total of about 16 billion rubles [1]. The total damage from the flood in Yakutia in the spring and summer of 2018, as a result of which more than 5.3 thousand residents of Yakutia were harmed, exceeded 1.4 billion rubles. In the Republic during the spring and summer flood, 63 settlements in 15 districts and in the territory of Yakutsk were affected; 1482 residential houses were flooded [2]. On the basis of the statistical data obtained during 75 years and
regression modeling, the usage of neural networks to develop the model allowing one to predict the flood hazards from the spring floods is presented. The choice of the forecast part was determined based on the locations of the potentially hazardous objects, the inundation of which can cause the considerable material damage, natural factors affecting the level of the spring floods have been determined.

The time series modeling for the forecast of hydrological variables is an important step in planning and operational analysis of water resources. At present, a sufficiently large number of the methods of the forecast of the inundation hazard from the spring floods have been developed [3,4,5,6]. Traditionally, the autoregressive moving average models (ARIMA) were used to model the time series of the water resources, since such models are accepted as a standard representation of the stochastic time series. However, these models do not attempt to represent nonlinear dynamics inherent in the hydrological process and may not always work well. The time series analysis requires mapping of the complex relationships between the input (inputs) and output data (outputs), since the predicted values are displayed as a function of observed patterns in the past.

The intellectual computational methods, such as the artificial neural networks (ANN), have proven their effectiveness in solving the various problems, especially for working with the statistical data. Specifically, in the forecast the usage of the neural network approach, based on construction of the time series from the previous values, gives the good results [7, 8, 9]. The artificial neural networks, unlike the statistical methods of analysis, are based on the data parallel processing, have the self-learning ability and are able to recognize the nonlinear relationships between the input and output data sets. The theory of artificial neural networks is currently undergoing a stage of formation, which causes a variety of problem statements and basic definitions. The simplest way of application of the artificial neural networks in the forecast problems is to use a conventional perceptron with one, two or (in extreme cases) three hidden layers.

The time series analysis requires the mapping of the complex relationships between the input and output data, since the predicted values are displayed as the function of the observed patterns in the past. Due to difficulties associated with identification of the structure of the nonlinear model and estimation of parameters, the very few truly theoretical hydrological models of the nonlinear system were presented [9,10,11]. Particularly, in a prediction the use of the neural network approach, based on the construction of the time series from the previous values, gives the good results.

2. Materials and research methods

Using the data on the maximum water levels on the Lena river in the area of Tabaga during the period from 1938 to 2013, we will make the forecast till 2017 using the neural network. To increase prognostic capabilities of the neural networks, it is necessary to preliminary make a transformation of the data for the neural network [12,13]. We will consider the two variants of the transformed initial data - the series smoothed by the moving average and the time series with a subsequent seasonal adjustment. After the data transformation, we proceed to the choice of a configuration of the neural network itself. As practice shows, the multi-layer perceptron is best suited for the modeling and forecast of the time series. Using the sliding window method for the neural network, we form a block of training samples. A window size, i.e. a time series segment representing the input vector is difficult to exactly indicate due to a complex behavior of the time series. When choosing the number of the inputs of the neural network to predict the time series, quality of training should be taken into account, since an increase of the number of the inputs of the neural network accordingly reduces the size of the training sample. We adjust the model for the training: we set the value of hidden neurons, select the activation functions for the hidden and output neurons. We carry out the process of the training of the networks, then from the trained neural networks we choose the best one.
3. Results and discussions

We will analyze the data obtained to select the best model, comparing each model in terms of performance and errors. We will consider the two variants of the transformed initial data - the series smoothed by the moving average and the time series with the subsequent seasonal adjustment.

In the first case, the following models are considered with the higher performance and the smallest error:
1. MLP 12-4-1 is with an architecture of the network of a type of the multi-layer perceptron with 12 inputs, with 7 hidden neurons and with 1 output.
2. MLP 20-6-1 with the architecture of the network of the type of the multi-layer perceptron with 20 inputs, with 2 hidden neurons and with 1 output.
3. MLP 40-8-1 with the architecture of the network of the type of the multi-layer perceptron with 40 inputs, with 5 hidden neurons and with 1 output.

In the second case, the following models are selected:
1. MLP 12-7-1 with the architecture of the network of the type of the multi-layer perceptron with 12 inputs, with 7 hidden neurons and with 1 output.
2. MLP 20-2-1 with the architecture of the network of the type of the multi-layer perceptron with 20 inputs, with 2 hidden neurons and with 1 output.
3. MLP 40-5-1 with the architecture of the network of the type of the multi-layer perceptron with 40 inputs, with 5 hidden neurons and with 1 output.

Table 1. Comparative characteristic of results of retro-forecasts of water level in Lena river in area of Tabaga.

| Year | Error 2014 | Predicted | % | Error 2015 | Predicted | % | Error 2016 | Predicted | % | Error 2017 | Predicted | % |
|------|------------|-----------|---|------------|-----------|---|------------|-----------|---|------------|-----------|---|
|      | Observed   | Predicted |      | Observed   | Predicted |      | Observed   | Predicted |      | Observed   | Predicted |      |
| The series smoothed by the moving average | | | | | | | | | | | | |
| MLP 12-4-1 | 744 | 846 | 13 | 1037 | 948 | 8 | 825 | 933 | 13 | 745 | 829 | 11 |
| MLP 20-6-1 | 744 | 836 | 12 | 1037 | 959 | 7 | 825 | 890 | 8 | 745 | 822 | 10 |
| MLP 40-8-1 | 744 | 898 | 20 | 1037 | 899 | 13 | 825 | 925 | 12 | 745 | 874 | 17 |
| The series with the subsequent seasonal adjustment | | | | | | | | | | | | |
| MLP 12-7-1 | 744 | 803 | 7 | 1037 | 971 | 6 | 825 | 756 | 8 | 745 | 684 | 12 |
| MLP 20-2-1 | 744 | 789 | 6 | 1037 | 1001 | 3 | 825 | 770 | 7 | 745 | 797 | 7 |
| MLP 40-5-1 | 744 | 814 | 9 | 1037 | 923 | 10 | 825 | 924 | 12 | 745 | 909 | 22 |

The best results were shown by the MLP 20-2-1 model with the subsequent seasonal adjustment with the architecture of the network of the type of the multi-layer perceptron with 20 inputs, with 2 hidden neurons and with 1 output. From the data in Table 1 it follows that the quality of the forecast of the time series of the maximum water levels in the river during the spring flood depends on the choice of the optimal window size wherein the quality of the prognostic capabilities of the neural networks deteriorates with the excessive increase of the window size (a phenomenon of overtraining).
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