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1 Introduction

Throughout this paper, we denote by $\mathbb{C}$ the set of complex numbers, $\mathbb{Z}$ the set of integer numbers and $\mathbb{Z}_+$ the set of non-negative integer numbers. All vector spaces are over $\mathbb{C}$ and tensors over $\mathbb{C}$ are denoted by $\otimes$. Moreover, if $V$ is a vector space, then the space of polynomials of $\lambda$ with coefficients in $V$ is denoted by $V[\lambda]$.

Lie conformal algebra, introduced by Kac in \cite{19}, gives an axiomatic description of the singular part of the operator product expansion of chiral fields in conformal field theory. It is an useful tool to study vertex algebras (see \cite{19}) and has many applications in the theory of infinite-dimensional Lie algebras. Moreover, Lie conformal algebras have close connections to Hamiltonian formalism in the theory of nonlinear evolution equations (see \cite{3}). In fact, a Lie conformal algebra is a Lie pseudo-algebra which can be seen a Lie algebra in a pseudo-tensor category (see \cite{2}). Structure theory and representation theory of finite Lie conformal algebras which are finitely generated as $\mathbb{C}[\partial]$-modules are well developed (see \cite{4}\textsuperscript{11-13} and so on).

Conformal algebras are quite intriguing subjects in the purely algebraic viewpoint. One can define the conformal analogue of a variety of “usual” algebras such as Lie conformal algebras, associative conformal algebras, etc. The theory of conformal algebras sheds new light on the problem of classification of infinite-dimensional algebras of the corresponding “classical” variety.

Leibniz algebras are the non-commutative analogs of Lie algebras. Leibniz algebra, first introduced by Bloh in \cite{1}, and reintroduced by Loday in \cite{21}, arose naturally during their studying on periodicity phenomena in algebraic $K$-theory. The name of left (right) Leibniz algebra comes from that the left (right) multiplication is a derivation. We call the left Leibniz algebra as Leibniz...
algebra in this paper. Note that Leibniz algebras are di-Lie algebras. There is a replication procedure described in [16] which allows to get the defining identities of a class of di-algebras based on a given variety of algebras.

The topic of this paper is about Leibniz conformal algebra. Leibniz conformal algebra was introduced in [4] and its cohomology theory was investigated in [4] and [25]. In addition, Leibniz pseudoalgebra was studied in [24]. But, there are few examples of Leibniz conformal algebras which are not Lie conformal algebras. In this paper, our aim is to provide an efficient way to construct Leibniz conformal algebras which are not Lie conformal algebras. By the correspondence of Leibniz conformal algebras and (infinite-dimensional) Leibniz algebras, it is also useful to construct infinite-dimensional Leibniz algebras which are not Lie algebras. Therefore, it is of significant and interesting. For Lie conformal algebras, as we know, most of known examples are quadratic Lie conformal algebras which were studied in [14, 23]. It was essentially stated in [14] that a “quadratic” Lie conformal algebra is equivalent to a vector space with two algebra structures. One is a Lie algebra structure, the other is a Novikov algebra structure and they satisfy a compatibility condition. This algebra structure is called a Gel’fand-Dorfman bialgebra by Xu in [23]. For not confusing the concept of bialgebra in Hopf algebra, we call it Gel’fand-Dorfman algebra in short. In fact, a quadratic Lie conformal algebra corresponds to a Hamiltonian pair in [14], which plays fundamental roles in completely integrable systems. Moreover, several constructions of Gel’fand-Dorfman algebras were presented by Xu in [23]. Therefore, it is an useful method to construct Lie conformal algebras by using Gel’fand-Dorfman algebras. Note that Lie conformal algebras are Leibniz conformal algebras. Motivated by this, in this paper, we investigate what are the algebra structures underlying quadratic Leibniz conformal algebras. Since Gel’fand-Dorfman algebras correspond to Lie conformal algebras, if we find other algebra structures which are not Gel’fand-Dorfman algebras underlying Leibniz conformal algebras, we can construct Leibniz conformal algebras which are not Lie conformal algebras. We show that except Gel’fand-Dorfman algebra, there is also an algebra structure called Perm-Leibniz algebra underlying quadratic Leibniz conformal algebra. Through Perm-Leibniz algebras, we can construct many Leibniz conformal algebras which are not Lie conformal algebras. Moreover, one-dimensional central extensions of quadratic Leibniz conformal algebra $R = \mathbb{C}[\partial]V$ are considered using some bilinear forms on $V$. In particular, we also study one-dimensional Leibniz central extensions of quadratic Lie conformal algebras. It should be pointed out that when we consider the case of superalgebra, similar results can be directly obtained from the ones in this paper.

This paper is organized as follows. In Section 2, some basic definitions and some facts about Lie conformal algebras and Leibniz conformal algebras are recalled. We also introduce the definitions of quadratic Lie and Leibniz conformal algebras. In Section 3, an equivalent characterization of quadratic Leibniz conformal algebra is given. Through this equivalent characterization, we find that a vector space with two algebra structures called Perm-Leibniz algebra can be used to construct Leibniz conformal algebras which are not Lie conformal algebras. Moreover, several constructions and examples are given. In Section 4, we investigate one-dimensional central extensions of quadratic Leibniz conformal algebras $R = \mathbb{C}[\partial]V$ corresponding to Perm-Leibniz algebras using...
some bilinear forms on $V$. In particular, one-dimensional Leibniz central extensions of quadratic Lie conformal algebras are also considered.

## 2 Preliminaries

In this section, we will introduce some basic definitions and some facts about Lie conformal algebras and Leibniz conformal algebras.

First, let us recall the definition of Leibniz algebra.

**Definition 2.1.** A Leibniz algebra $L$ is a vector space $L$ with a bilinear operation $[\cdot, \cdot]$ satisfying the following axioms:

$$[a, [b, c]] = [[a, b], c] + [b, [a, c]],$$

for $a, b, c \in L$.

**Remark 2.2.** $(2.1)$ is called left Leibniz identity. Similarly, there is a right Leibniz identity:

$$[a, [b, c]] = [[a, b], c] - [[a, c], b],$$

for $a, b, c \in L$. If a vector space $L$ with a bilinear operation $[\cdot, \cdot]$ satisfying the right Leibniz identity, then $L$ is called a right Leibniz algebra.

Note that, any Leibniz algebra $(L, [\cdot, \cdot])$ can be endowed with a right Leibniz algebra structure $(L, [\cdot, \cdot]')$ via $[a, b]' = -[b, a]$ for any $a, b \in L$ and vice versa.

Obviously, all Lie algebras are Leibniz algebras. Next, we consider the conformal versions of these algebras.

**Definition 2.3.** (see [19]) A conformal algebra $R$ is a $\mathbb{C}[\partial]$-module $R$ endowed with a $\mathbb{C}$-bilinear map

$$R \times R \to R[\lambda], \quad a \times b \mapsto [a, b],$$

satisfying the following axiom $(a, b \in R)$:

**Conformal sesquilinearity:** $\partial a, b = -\lambda a, b$, \quad $a \partial b = (\partial + \lambda) a, b$.

A Lie conformal algebra $(R, [\cdot, \cdot])$ is a conformal algebra and satisfies the following axioms $(a, b, c \in R)$:

**Skew symmetry:** $[a, b] = -[b, a - \partial a]$;

**Jacobi identity:** $[a, [b, c]] = [[a, b], c] + [b, [a, c]]$.

**Definition 2.4.** (see [4]) A Leibniz conformal algebra $(R, [\cdot, \cdot])$ is a conformal algebra and satisfies

**Leibniz identity:** $[a, [b, c]] = [[a, b], c] + [b, [a, c]]$, for any $a, b, c \in R$. 


A Lie or Leibniz conformal algebra $R$ is called finite, if it is finitely generated as a $\mathbb{C}[\partial]$-module; otherwise, it is said to be infinite.

**Remark 2.5.** Similar to the classical case, there is the definition of right Leibniz conformal algebra. A right Leibniz conformal algebra $(R, [\cdot, \cdot])$ is a conformal algebra and satisfies the right Leibniz identity
\[
[a_\lambda [b_\mu c]] = [[a_\lambda b]_{\lambda + \mu} c] - [[a_\lambda c]_{-\mu - \partial} b],
\]
where $a$, $b$ and $c \in R$.

Similarly, it is easy to check that any Leibniz conformal algebra $(R, [\cdot, \cdot])$ can be endowed with a right Leibniz conformal algebra structure $(R, [\cdot, \cdot])'$ via $[a_\lambda b]' = -[b_{-\lambda - \partial} a]$ for any $a$ and $b \in R$ and vice versa. Since the two algebra structures can be obtained from each other, in this paper, we only study Leibniz conformal algebras.

**Remark 2.6.** Obviously, all Lie conformal algebras are Leibniz conformal algebras.

**Example 2.7.** Let $L$ be a Leibniz algebra. Then $\text{Cur}L = \mathbb{C}[\partial] \otimes L$ can be endowed with a Leibniz conformal algebra structure as follows
\[
[a_\lambda b] = [a, b], \quad a, \ b \in L. \quad (2.3)
\]
$\text{Cur}L$ is called the current Leibniz conformal algebra associated with $L$.

Suppose $R$ is a Lie (or Leibniz) conformal algebra. Write $[a_\lambda b] = \sum_{i \in \mathbb{Z}_+} \frac{\lambda^i}{i!} a_{(i)} b$, where $a_{(i)} b \in R$ for every $i$. There is a natural Lie (or Leibniz) algebra associated with it. Let $\text{Coeff}(R)$ be the quotient of the vector space with the basis $a_n \ (a \in R, n \in \mathbb{Z})$ by the subspace spanned over $\mathbb{C}$ by elements:
\[
(\alpha a)_n - \alpha a_n, \quad (a + b)_n - a_n - b_n, \quad (\partial a)_n + na_{n-1}, \quad \text{where} \ a, \ b \in R, \ \alpha \in \mathbb{C}, \ n \in \mathbb{Z}.
\]
The operation on $\text{Coeff}(R)$ is defined as follows:
\[
[a_m, b_n] = \sum_{j \in \mathbb{Z}_+} \binom{m}{j} (a_{(j)} b)_{m+n-j}. \quad (2.4)
\]
Then $\text{Coeff}(R)$ is a Lie (or Leibniz) algebra. Of course, if $R$ is not torsion as a $\mathbb{C}[\partial]$-module, then $\text{Coeff}(R)$ is infinite-dimensional.

**Definition 2.8.** Let $R$ be a conformal algebra. If there exists some vector space $V$ such that $R = \mathbb{C}[\partial] V$ is a free $\mathbb{C}[\partial]$-module over $V$ and for all $a, b \in V$, the corresponding $\lambda$-product is of the following form:
\[
[a_\lambda b] = \partial u + \lambda v + w, \quad u, v, w \in V, \quad (2.5)
\]
then $R$ is called quadratic.
Finally, let us recall the definitions of Novikov algebra and Gel’fand-Dorfman algebra.

**Definition 2.9.** A Novikov algebra \((A, \circ)\) is a vector space \(A\) with a bilinear operation “\(\circ\)” satisfying the following axioms: for all \(a, b, c \in A\),

\[
\begin{align*}
&\quad a \circ (b \circ c) = b \circ (a \circ c), \\
&(a \circ b) \circ c - a \circ (b \circ c) = (a \circ c) \circ b - a \circ (c \circ b).
\end{align*}
\]

**Remark 2.10.** Novikov algebra corresponds to a certain Hamiltonian operator (see [14]). Such an algebraic structure is also related with Poisson structure of hydrodynamic type (see [6]). The name “Novikov algebra” was given by Osborn in [22].

**Definition 2.11.** A Gel’fand-Dorfman algebra \((A, \circ, [\cdot, \cdot])\) is a vector space \(A\) with two algebraic operations \([\cdot, \cdot]\) and \(\circ\) such that \((A, [\cdot, \cdot])\) forms a Lie algebra, \((A, \circ)\) forms a Novikov algebra and the following compatibility condition holds

\[
(a \circ [b, c]) + [a, b \circ c] = b \circ [a, c] + [b, a \circ c] + [a, b] \circ c,
\]

for \(a, b,\) and \(c \in A\).

**Remark 2.12.** It should be pointed out that a similar algebra structure in [23] is called Gel’fand-Dorfman bialgebra. For not confusing the concept of bialgebra in Hopf algebra, we call it Gel’fand-Dorfman algebra in short.

**Theorem 2.13.** (see [23]) A quadratic conformal algebra \(R = \mathbb{C}[^{\partial}]V\) is Lie if and only if \((V, \circ, [\cdot, \cdot])\) is a Gel’fand-Dorfman algebra relative to

\[
[a \lambda b] = \partial (a \circ b) + \lambda (a \circ b + b \circ a) + [a, b],
\]

for all \(a\) and \(b \in V\).

**Remark 2.14.** In [23], the correspondence between quadratic Lie conformal algebra and Gel’fand-Dorfman bialgebra is \([a \lambda b] = \partial (b \circ a) + \lambda (a \circ b + b \circ a) + [b, a]\) which is a little different from (2.7). Since [23] makes all expressions much more natural, we choose it.

### 3 Characterization of quadratic Leibniz conformal algebras

In this section, we give an equivalent characterization of quadratic Leibniz conformal algebra and present several constructions of quadratic Leibniz conformal algebras.

**Theorem 3.1.** Let \(V\) be a vector space. A quadratic Leibniz conformal algebra \(R = \mathbb{C}[\partial]V\) is equivalent to the quadruple \((V, \vdash, \dashv, [\cdot, \cdot])\) where \(\vdash, \dashv\) are two bilinear operations on \(V\), \([\cdot, \cdot]\) is a
Leibniz algebra operation, and they satisfy the following conditions:

\[
x \vdash (y \vdash z) = y \vdash (x \vdash z),
\]

\[
x \vdash (y \vdash z) = x \vdash (x \vdash z),
\]

\[
x \vdash (y \vdash z - z \vdash y) = (x \vdash y) \vdash z - (x \vdash z) \vdash y,
\]

\[
(x \vdash y - x \vdash y) \vdash z = 0,
\]

\[
x \vdash (y \vdash z - y \vdash z) = 0,
\]

\[
x \vdash (y \vdash z - z \vdash y) = (x \vdash y) \vdash z - (x \vdash z) \vdash y,
\]

\[
x \vdash [y, z] + [x, y \vdash z] = y \vdash [x, z] + [y, x \vdash z] + [x, y] \vdash z,
\]

\[
x \vdash [y, z] + [x, z] \vdash y = [x, z \vdash y] + [x \vdash y, z] + z \vdash [y, x],
\]

\[
[x \vdash y - x \vdash y, z] = z \vdash ([x, y] + [y, x]),
\]

for any \(x, y, z \in V\).

**Proof.** Suppose that \(R\) is a quadratic Leibniz conformal algebra. By its definition, we set

\[
[x_\lambda y] = \partial (x \vdash y) + \lambda (x \vdash y + y \vdash x) + [x, y], \quad \text{where } x, y \in V,
\]  

(3.10)

where \(\vdash, \vdash\) and \([\cdot, \cdot]\) are three \(\mathbb{C}\)-bilinear maps from \(V \times V \to V\).

Next, we consider the Leibniz identity. For any \(x, y\) and \(z \in V\), we get

\[
[x_\lambda \mu z] = [x_\lambda (\partial (y \vdash z) + \mu (y \vdash z + z \vdash y) + [y, z])]
\]

\[
= (\lambda + \partial)[x_\lambda (y \vdash z)] + \mu [x_\lambda (y \vdash z + z \vdash y)] + [x_\lambda [y, z]]
\]

\[
= (\lambda + \partial)(\partial (x \vdash (y \vdash z)) + \lambda (x \vdash (y \vdash z) + \lambda (y \vdash z - x) + [x, y \vdash z])
\]

\[
+ \mu (\partial (x \vdash (y \vdash z + z \vdash y)) + \lambda (x \vdash (y \vdash z + z \vdash y) + (y \vdash z + z \vdash y) - x) + [x, y \vdash z] + [x, y] \vdash z] + [z, [x, z]]
\]

\[
= \lambda \partial (2x \vdash (y \vdash z) + (y \vdash z - x)) + \lambda^2 (x \vdash (y \vdash z) + (y \vdash z) - x)
\]

\[
+ \partial^2 (x \vdash (y \vdash z)) + \mu \partial (x \vdash (y \vdash z) + x \vdash (z \vdash y))
\]

\[
+ \lambda \mu (x \vdash (y \vdash z) + x \vdash (z \vdash y) + (y \vdash z - x) + (z \vdash y) - x)
\]

\[
+ \partial (x \vdash [y, z] + [x, y \vdash z]) + \mu ([x, y \vdash z] + [x, z \vdash z])
\]

\[
+ \lambda ([x, y \vdash z] + x \vdash [y, z] + [y, z] \vdash x) + [x, [y, z]].
\]
Similarly, we get

\[
[y_\mu [x_\lambda z]]
= \mu \partial (2y \vdash (x \vdash z) + (x \vdash z) \vdash y) + \mu^2 (y \vdash (x \vdash z) + (x \vdash z) \vdash y) + \partial^2 (y \vdash (x \vdash z) + y \vdash (z \vdash x)) + \lambda \partial (y \vdash (x \vdash z) + y \vdash (z \vdash x) + (x \vdash z) \vdash y + (z \vdash x) \vdash y) + \lambda \partial (y \vdash [x, z] + [y, x \vdash z]) + \lambda (y \vdash [x, z] + [y, z \vdash x]) + \lambda (y \vdash [x, z] + y \vdash [x, z] \vdash y) + [y, [x, z]].
\]

On the other hand, one can have

\[
[[x_\lambda y] \lambda_\mu z]]
= \lambda^2 ((y \vdash x) \vdash z + z \vdash (y \vdash x)) - \mu^2 ((x \vdash y) \vdash z + z \vdash (x \vdash y)) - \mu \partial (x \vdash y) \vdash z + \lambda \partial (y \vdash x) \vdash z + \lambda \partial (y \vdash x) \vdash (y \vdash y) - (x \vdash y) \vdash z - z \vdash (x \vdash y) + \lambda ([y \vdash x, z] + [x, y] \vdash z + z \vdash [x, y]) + \partial [x, y] \vdash z + \mu ([x, y] \vdash z + z \vdash [y, y] - [x \vdash y, z]) + [x, y, z].
\]

By the Leibniz identity and comparing the coefficients of \(\partial^2, \lambda \partial, \lambda^2, \lambda \mu, \mu \partial, \mu^2, \partial, \lambda, \mu, \lambda^0 \mu^0 \partial^0\), we get

\[
x \vdash (y \vdash z) = y \vdash (x \vdash z), \tag{3.11}
\]
\[
2x \vdash (y \vdash z) + (y \vdash z) \vdash x = y \vdash (x \vdash z) + y \vdash (z \vdash x) + (y \vdash z) \vdash z, \tag{3.12}
\]
\[
x \vdash (y \vdash z) + (y \vdash z) \vdash x = (y \vdash x) \vdash z + z \vdash (y \vdash x), \tag{3.13}
\]
\[
x \vdash (y \vdash z) + x \vdash (z \vdash y) + (y \vdash z) \vdash x + (z \vdash y) \vdash x = y \vdash (x \vdash z) + y \vdash (z \vdash x) + (x \vdash z) \vdash y + (z \vdash x) \vdash y + (y \vdash x) \vdash z + z \vdash (y \vdash x) - (x \vdash y) \vdash z - z \vdash (x \vdash y), \tag{3.14}
\]
\[
x \vdash (y \vdash z) + x \vdash (z \vdash y) = 2y \vdash (x \vdash z) + (x \vdash z) \vdash y - (y \vdash y) \vdash z, \tag{3.15}
\]
\[
y \vdash (x \vdash z) + (x \vdash z) \vdash y - (x \vdash y) \vdash z - z \vdash (x \vdash y) = 0, \tag{3.16}
\]
\[
x \vdash [y, z] + [x, y \vdash z] = y \vdash [x, z] + [y, x \vdash z] + [x, y] \vdash z, \tag{3.17}
\]
\[
[x, y \vdash z] + x \vdash [y, z] + [y, z] \vdash x = [y, x] \vdash z + z \vdash [x, y] + [y, x, z] + [x, y] \vdash z + z \vdash [x, y], \tag{3.18}
\]
\[
x, y \vdash z + z \vdash y = [y, x \vdash z] + y \vdash [x, z] + [x, z] \vdash y + [x, y] \vdash z + z \vdash [x, y] - [x \vdash y, z], \tag{3.19}
\]
\[
x, y \vdash z = [y, [x, z]] + [[x, y], z]. \tag{3.20}
\]
By (3.20), \((V,[\cdot,\cdot])\) is a Leibniz algebra. Note that (3.11) is just (3.1). Replacing \(x\) and \(y\) in (3.15) by \(y\) and \(x\) respectively and by (3.12), we can get (3.4). By (3.11) and (3.4), we can directly obtain (3.3) from (3.12). Moreover, by (3.12), we can get (3.2) from (3.13). According to (3.3) and (3.4), (3.5) can be immediately deduced from (3.16). By (3.1), (3.4) and (3.3), from (3.14), we can obtain

\[
0 = (x \vdash (y \vdash z) - y \vdash (x \vdash z)) + (x \vdash (z \vdash y) - (x \vdash z) \vdash y + (x \vdash y) \vdash z) \\
+ (y \vdash z) \vdash x + (z \vdash y) \vdash x - y \vdash (z \vdash x) - (z \vdash x) \vdash y - (y \vdash x) \vdash z \\
- z \vdash (y \vdash x) + z \vdash (x \vdash y) \\
= (x \vdash (y \vdash z) + (y \vdash z) \vdash x - y \vdash (z \vdash x)) - (y \vdash x) \vdash z + (z \vdash y) \vdash x \\
- (z \vdash x) \vdash y + z \vdash (x \vdash y \vdash x) \\
= (y \vdash x - y \vdash x) \vdash z + (z \vdash y) \vdash x - (z \vdash x) \vdash y + z \vdash (x \vdash y \vdash x) \\
= (z \vdash y) \vdash x - (z \vdash x) \vdash y + z \vdash (x \vdash y \vdash x).
\]

This is just (3.6). Similarly, it is easy to show that (3.7)-(3.9) are equivalent to (3.17)-(3.19).

Now, the proof is finished.

\[\square\]

Remark 3.2. By (3.7), it is easy to get that

\[
([x,y] + [y,x]) \vdash z = 0,
\]

(3.21)

for any \(x, y\) and \(z \in V\).

Corollary 3.3. If for any \(x, y \in V\), \(x \vdash y = y \dashv x\) in the quadruple \((V,\vdash,\dashv,[\cdot,\cdot])\), then the conditions (3.1)-(3.9) are equivalent to the following equalities:

\[
x \vdash (y \vdash z) = y \vdash (x \vdash z) = (x \vdash y) \vdash z,
\]

(3.22)

\[
x \vdash [y,z] + [x,y \vdash z] = y \vdash [x,z] + [y,x \vdash z] + [x,y] \vdash z,
\]

(3.23)

\[
2x \vdash [y,z] = [y,x \vdash z] + [x \vdash y,z],
\]

(3.24)

\[
[x \vdash y - y \vdash x, z] = ([x,y] + [y,x]) \vdash z,
\]

(3.25)

for \(x, y\) and \(z \in V\).

Proof. It can be easily obtained from Theorem 3.1

\[\square\]

Remark 3.4. By Theorem 2.13 and Theorem 3.3, if for any \(x, y \in V\), \(x \vdash y = y \dashv x\) in the quadruple \((V,\vdash,\dashv,[\cdot,\cdot])\) and \((V,\vdash)\) is not commutative, then the corresponding Leibniz conformal algebra is not a Lie conformal algebra. This provides an useful method to construct Leibniz conformal algebras which are not Lie conformal algebras.
Corollary 3.5. If for any $x, y \in V$, $x \vdash y = x \dashv y$ in the quadruple $(V, \vdash, \dashv, [\cdot, \cdot])$, then the conditions $(3.1)-(3.9)$ are equivalent to that $(V, \vdash)$ is a Novikov algebra and the following equalities hold:

\[
x \vdash [y, z] + [x, y \vdash z] = y \vdash [x, z] + [y, x \vdash z] + [x, y] \vdash z,
\]
\[
[y, x \vdash z] + [x \vdash z, y] = 0,
\]
\[
x \vdash ([y, z] + [z, y]) = 0,
\]

for any $x, y$ and $z \in V$.

**Proof.** It can be easily obtained from Theorem 3.1. \qed

Remark 3.6. By Theorem 2.13 a quadratic Lie conformal algebra is equivalent to a Gel’fand-Dorfman algebra. If for any $x, y \in V$, $x \vdash y = x \dashv y$ and the Leibniz algebra is a Lie algebra in the quadruple $(V, \vdash, \dashv, [\cdot, \cdot])$, then the corresponding quadratic Leibniz conformal algebra is a Lie conformal algebra. $(3.27)$ and $(3.28)$ measure how far a quadratic Leibniz conformal algebra is a Lie conformal algebra when $x \vdash y = x \dashv y$ in the quadruple $(V, \vdash, \dashv, [\cdot, \cdot])$ for any $x, y \in V$.

Corollary 3.7. If for any $x, y \in V$, $x \vdash y = -y \dashv x$ in the quadruple $(V, \vdash, \dashv, [\cdot, \cdot])$, then $(3.1)-(3.9)$ are equivalent to the following equalities

\[
(x \vdash y) \vdash z = x \vdash (y \vdash z) = 0,
\]
\[
x \vdash [y, z] + [x, y \vdash z] = y \vdash [x, z] + [y, x \vdash z] + [x, y] \vdash z,
\]
\[
[x \vdash y, z] = [y, x \vdash z],
\]
\[
[x \vdash y + y \vdash x, z] = -([y, y] + [y, x]) \vdash z,
\]

for any $x, y$ and $z \in V$. Moreover, letting $[x, y] = ax \circ y - by \circ x$ for any $x, y \in V$ and $a, b \in \mathbb{C}$, $(3.29)$, $(3.32)$ and the fact $[\cdot, \cdot]$ is a Leibniz bracket are equivalent to $(3.29)$.

**Proof.** It can be directly obtained from Theorem 3.1. \qed

Corollary 3.8. If $\vdash$ is trivial, i.e. for any $x, y \in V$, $x \vdash y = 0$ in the quadruple $(V, \vdash, \dashv, [\cdot, \cdot])$, then $(3.1)-(3.9)$ are equivalent to the following equalities

\[
x \dashv (y \dashv z) = 0,
\]
\[
(x \dashv y) \dashv z = (x \dashv z) \dashv y,
\]
\[
[x \dashv y, z] = -z \dashv ([x, y] + [y, x]),
\]
\[
[x, z] \dashv y = [x, z] \dashv y - z \dashv [x, y],
\]

for any $x, y, z \in V$.

**Proof.** It can be directly obtained from Theorem 3.1. \qed
Corollary 3.9. If \( \triangledown \) is trivial, i.e. for any \( x, y \in V \), \( x \triangledown y = 0 \) in the quadruple \( (V, \triangleright, \triangledown, [\cdot, \cdot]) \), then (3.7)-(3.9) are equivalent to the following equalities

\[
\begin{align*}
    x \triangleright (y \triangledown z) &= (x \triangleright y) \triangledown z = 0, \quad (3.37) \\
    x \triangleright [y, z] &= [x \triangleright y, z] = 0, \quad (3.38) \\
    [x, y \triangledown z] &= [y, x \triangledown z] + [x, y] \triangledown z, \quad (3.39)
\end{align*}
\]

for any \( x, y, z \in V \).

Proof. It can be directly obtained from Theorem 3.1. \( \square \)

Next, we present an example to construct Leibniz conformal algebras according to Corollaries 3.7, 3.8 and 3.9.

Example 3.10. Let \( V = \mathbb{C}a \oplus \mathbb{C}b \) be a 2-dimensional vector space. Define a bilinear operation \( \star : V \times V \to V \) by

\[
\begin{align*}
    a \star a &= b, & a \star b = b \star a = b \star b &= 0. \quad (3.40)
\end{align*}
\]

Then \( (V, \star) \) satisfies the equalities (3.29), (3.37) and (3.33), (3.34), if we replace \( \triangleright \) and \( \triangledown \) by \( \star \) respectively.

Therefore, according to Theorem 3.1 and Corollary 3.7 we can get the following quadratic Leibniz conformal algebra \( R = \mathbb{C}[\partial]V = \mathbb{C}[\partial]a \oplus \mathbb{C}[\partial]b \) with the \( \lambda \)-product given by

\[
\begin{align*}
    [a_\lambda a] &= \partial b, & [a_\lambda b] &= [b_\lambda a] = [b_\lambda b] = 0. \quad (3.41)
\end{align*}
\]

By Theorem 3.1 and Corollary 3.8 we obtain a quadratic Leibniz conformal algebra \( R = \mathbb{C}[\partial]V = \mathbb{C}[\partial]a \oplus \mathbb{C}[\partial]b \) with the \( \lambda \)-product

\[
\begin{align*}
    [a_\lambda a] &= \lambda b, & [a_\lambda b] &= [b_\lambda a] = [b_\lambda b] = 0. \quad (3.42)
\end{align*}
\]

Similarly, by Theorem 3.1 and Corollary 3.9 we can get a quadratic Leibniz conformal algebra \( R = \mathbb{C}[\partial]V = \mathbb{C}[\partial]a \oplus \mathbb{C}[\partial]b \) with the \( \lambda \)-product

\[
\begin{align*}
    [a_\lambda a] &= (\partial + \lambda)b, & [a_\lambda b] &= [b_\lambda a] = [b_\lambda b] = 0. \quad (3.43)
\end{align*}
\]

Remark 3.11. In fact, the above examples can be generalized as follows. Let \( R = \mathbb{C}[\partial]V = \mathbb{C}[\partial]a \oplus \mathbb{C}[\partial]b \) with the \( \lambda \)-product as follows:

\[
\begin{align*}
    [a_\lambda a] &= f(\lambda, \partial)b, & [a_\lambda b] &= [b_\lambda a] = [b_\lambda b] = 0. \quad (3.44)
\end{align*}
\]

Obviously, \( R \) is a Leibniz conformal algebra. Moreover, it is easy to see that \( R \) is a Lie conformal algebra if and only if \( f(\lambda, \partial) = -f(-\lambda - \partial, \partial) \).

Since in the case of Corollary 3.5 \( (V, \triangleright, [\cdot, \cdot]) \) is almost a Gel’fand-Dorfman algebra, in the following, we mainly study the case in Corollary 3.3.
Definition 3.12. Given a vector space $V$ with two bilinear operations $\cdot$ and $[\cdot, \cdot]$. We call $(V, \cdot)$ a Perm algebra if $\cdot$ satisfies (3.22). $(V, \cdot, [\cdot, \cdot])$ is called a Perm-Leibniz algebra if $(V, [\cdot, \cdot])$ is a Leibniz algebra and $\cdot, [\cdot, \cdot]$ satisfy (3.22)-(3.25).

Remark 3.13. The definition of Perm algebra can be referred to [8].

Remark 3.14. Obviously, for a Perm algebra $(V, \cdot)$, $(V, \cdot, [\cdot, \cdot])$ is called a Perm-Leibniz algebra if $(V, \cdot, [\cdot, \cdot])$ is a Leibniz algebra and $\cdot, [\cdot, \cdot]$ satisfy (3.22)-(3.25).

Remark 3.15. By Theorem 3.1, the quadratic Leibniz conformal algebra corresponding to the Perm-Leibniz algebra $(V, \cdot, [\cdot, \cdot])$ is $R = \mathbb{C}[\partial]V$ with the $\lambda$-product given by
\[
[a \lambda b] = \partial(a \cdot b) + 2\lambda(a \cdot b) + [a, b],
\]
for any $a, b \in V$.

Therefore, the coefficient algebra of $R = \mathbb{C}[\partial]V$ is an infinite-dimensional vector space $V \otimes \mathbb{C}[t, t^{-1}]$ with the Leibniz bracket given by
\[
[a \otimes t^m, b \otimes t^n] = (m-n)(a \cdot b) \otimes t^{m+n-1} + [a, b] \otimes t^{m+n}, \quad a, b \in V, \quad m, n \in \mathbb{Z}.
\]

Next, we give a construction of Perm algebras from commutative associative algebras.

Proposition 3.16. Let $(A, \cdot)$ be a commutative associative algebra and $P : A \to A$ be a linear operator satisfying
\[
P(P(x) \cdot y) = P(x) \cdot P(y), \quad x, y \in A.
\]

Define
\[
x \circ y = P(x) \cdot y, \quad x, y \in A.
\]
Then $(A, \circ)$ is a Perm algebra.

Proof. It is easy to check. \qed

Remark 3.17. $P : A \to A$ satisfying (3.47) is called an averaging operator on $A$. More details on averaging operators can refer to [17]. In addition, Proposition 3.16 can be seen a particular case of the general statement on replicated algebras in [15].

Finally, we present some examples of Leibniz conformal algebras through the given constructions.
Example 3.18. Note that the classification of 2-dimensional Novikov algebras up to isomorphism has been given in [5]. Set \( V = \mathbb{C}e_1 \oplus \mathbb{C}e_2 \). There are the following cases up to isomorphism.

(A) Communicative associative algebras:

(A1) \[
e_1 \vdash e_1 = e_1 \vdash e_2 = e_2 \vdash e_1 = e_2 \vdash e_2 = 0; \quad (3.49)
\]

(A2) \[
e_1 \vdash e_1 = e_2, \quad e_1 \vdash e_2 = e_2 \vdash e_1 = e_2 \vdash e_2 = 0; \quad (3.50)
\]

(A3) \[
e_1 \vdash e_1 = e_1, \quad e_1 \vdash e_2 = e_2 \vdash e_1 = 0, \quad e_2 \vdash e_2 = e_2; \quad (3.51)
\]

(A4) \[
e_1 \vdash e_1 = e_1, \quad e_1 \vdash e_2 = e_2 \vdash e_1 = e_2 \vdash e_2 = 0; \quad (3.52)
\]

(A5) \[
e_1 \vdash e_1 = e_1, \quad e_1 \vdash e_2 = e_2 \vdash e_1 = e_2, \quad e_2 \vdash e_2 = 0; \quad (3.53)
\]

(B) Associative but non-communicative Novikov algebra:

\[
e_1 \vdash e_1 = e_1 \vdash e_2 = 0, \quad e_2 \vdash e_1 = e_1, \quad e_2 \vdash e_2 = e_2; \quad (3.54)
\]

(C) Nonassociative Novikov algebras:

(C1) \[
e_1 \vdash e_1 = e_1 \vdash e_2 = 0, \quad e_2 \vdash e_1 = e_2 \vdash e_1 = -e_1; \quad (3.55)
\]

(C2) \[
e_1 \vdash e_1 = e_1 \vdash e_2 = 0, \quad e_2 \vdash e_1 = e_1, \quad e_2 \vdash e_2 = e_1 + e_2; \quad (3.56)
\]

(C3(l)) \[
e_1 \vdash e_1 = 0, \quad e_1 \vdash e_2 = le_1, \quad e_2 \vdash e_1 = e_1, \quad e_2 \vdash e_2 = e_2, \quad l \neq 0, 1. \quad (3.57)
\]

It is easy to see that if the Novikov algebras are isomorphic, then the corresponding quadratic Leibniz conformal algebras are isomorphic.

Note that (A1)-(A5) and (B) are Perm algebras. From a Perm algebra \((V, \vdash)\), we can naturally obtain a quadratic Leibniz conformal algebra \( R = \mathbb{C}[\partial]V \) with the \( \lambda \)-product \([a_\lambda b] \) with the \( \lambda \)-product \([a_\lambda b] = \partial(a \vdash b) + 2\lambda(a \vdash b) \) for any \( a, b \in V \). By Corollary 3.3, the quadratic Leibniz conformal algebras corresponding to (A1)-(A5) are Lie conformal algebras and the quadratic Leibniz conformal algebra
corresponding to (B) is not a Lie conformal algebra. We denote the Lie conformal algebra corresponding to (Ai) by LC(Ai) for i ∈ {1, · · · , 5} and the Leibniz conformal algebra corresponding to (B) by LBC(B).

In addition, for any Novikov algebra (V, ⊢), we can naturally obtain a quadratic Leibniz conformal algebra R = C[∂]V with the λ-product [a, b] = ∂(a ⊢ b) + λ(a ⊢ b + b ⊢ a) for any a, b ∈ V. By Corollary 3.5, the quadratic Leibniz conformal algebras corresponding to (A1)-(A5), (B), (C1)-(C3) are Lie conformal algebras. We also denote the Lie conformal algebras corresponding to (B), (C1)-(C3(l)) by LC(B) and LC(C1)-LC(C3(l)) respectively.

Here, we only present the definitions of LBC(B) and LC(B) in details.

$LBC(B) = C[\partial]e_1 \oplus C[\partial]e_2$ is a Leibniz conformal algebra with the following λ-product:

\[
[e_1 e_1] = [e_1 e_2] = 0, \quad [e_2 e_1] = (\partial + 2\lambda)e_1, \quad [e_2 e_2] = (\partial + 2\lambda)e_2.
\] (3.58)

The coefficient algebra of $LBC(B)$ is an infinite-dimensional vector space $V \otimes C[t, t^{-1}]$ with the Leibniz bracket given by

\[
[e_1 \otimes t^m, e_1 \otimes t^n] = [e_1 \otimes t^m, e_2 \otimes t^n] = 0, \\
[e_2 \otimes t^m, e_1 \otimes t^n] = (m-n)e_1 \otimes t^{m+n-1}, \\
[e_2 \otimes t^m, e_2 \otimes t^n] = (m-n)e_2 \otimes t^{m+n-1},
\]

for any $m, n \in \mathbb{Z}$.

$LC(B) = C[\partial]e_1 \oplus C[\partial]e_2$ is a Lie conformal algebra with the following λ-bracket:

\[
[e_1 e_1] = 0, \quad [e_1 e_2] = \lambda e_1, \quad [e_2 e_1] = (\partial + \lambda)e_1, \quad [e_2 e_2] = (\partial + 2\lambda)e_2.
\] (3.59)

The coefficient algebra of $LC(B)$ is an infinite-dimensional vector space $V \otimes C[t, t^{-1}]$ with the Lie bracket given by

\[
[e_1 \otimes t^m, e_1 \otimes t^n] = 0, \\
[e_1 \otimes t^m, e_2 \otimes t^n] = me_1 \otimes t^{m+n-1}, \\
[e_2 \otimes t^m, e_2 \otimes t^n] = (m-n)e_2 \otimes t^{m+n-1},
\]

for any $m, n \in \mathbb{Z}$.

4 Central extensions of quadratic Leibniz conformal algebras

In this section, we will study central extensions of quadratic Leibniz conformal algebras.

An extension of a Leibniz conformal algebra $R$ by an abelian Leibniz conformal algebra $C$ is a short exact sequence of Leibniz conformal algebras

\[
0 \to C \to \hat{R} \to R \to 0.
\]
\( \hat{R} \) is called an *extension* of \( R \) by \( C \) in this case. This extension is called *central* if \( \partial C = 0 \) and \([C, \hat{R}] = 0\). Moreover, if \( R \) is a Lie conformal algebra, then we call this extension a *Leibniz central extension* of this Lie conformal algebra.

In the following, we investigate the central extensions \( \hat{R} \) of \( R \) by a one-dimensional center \( \mathbb{C}c \). This implies that \( \hat{R} = R \oplus \mathbb{C}c \), and

\[
[a\lambda b]_R = [a\lambda b]_R + \alpha_\lambda(a, b)c, \quad \text{for all } a, b \in R,
\]

where \( \alpha_\lambda(\cdot, \cdot) : R \times R \to \mathbb{C}[\lambda] \) is a \( \mathbb{C} \)-bilinear map. By the axioms of Leibniz conformal algebra, \( \alpha_\lambda(\cdot, \cdot) \) should satisfy the following properties (for all \( a, b, c \in R \)):

\[
\begin{align*}
\alpha_\lambda(\partial a, b) &= -\lambda \alpha_\lambda(a, b) = -\alpha_\lambda(a, \partial b), \\
\alpha_\lambda(a, [b\mu c]) &= \alpha_{\lambda+\mu}([a\lambda b], c) + \alpha_\mu(b, [a\lambda c]).
\end{align*}
\]

By the cohomology theory of Leibniz conformal algebras in [4], \( \alpha_\lambda(\cdot, \cdot) \) is a 2-cocycle in the reduced complex of \( R \) with values in the trivial \( R \)-module \( \mathbb{C} \) and the central extensions of \( R \) by \( \mathbb{C}c \) up to equivalence can be parameterized by \( H^2(R, \mathbb{C}c) \). According to the definition of 2-coboundary, 2-cocycles \( \alpha_\lambda(\cdot, \cdot) \) and \( \alpha_\lambda(\cdot, \cdot) \) are equivalent if and only if there exists a \( \mathbb{C}[\partial] \)-module homomorphism \( \varphi : R \to \mathbb{C} \) (\( \mathbb{C} \) is a trivial \( \mathbb{C}[\partial] \)-module) such that \( \alpha_\lambda(a, b) = \alpha_\lambda'(a, b) + \varphi([a\lambda b]) \) for all \( a, b \in R \). Equivalent 2-cocycles define equivalent central extensions.

For the quadratic Leibniz conformal algebra corresponding to \((V, \lhd, \cdot, \cdot)\), we can directly obtain the following conformal cocycle condition from [4.2]:

\[
(\lambda + \mu)\alpha_\lambda(a, b \lhd c) + \mu \alpha_\lambda(a, c \lhd b) + \alpha_\lambda(a, [b, c]) \\
= -\mu \lambda \alpha_{\lambda+\mu}(a \lhd b, c) + \lambda \alpha_{\lambda+\mu}(b \lhd a, c) + \alpha_{\lambda+\mu}([a, b], c) \\
+ (\lambda + \mu)\alpha_\mu(b, a \lhd c) + \lambda \alpha_\mu(b, c \lhd a) + \alpha_\mu(b, [a, c]).
\]

**Theorem 4.1.** Let \( V \) be a vector space and \( \hat{R} = R \oplus \mathbb{C}c \) be a central extension of quadratic Leibniz conformal algebra \( R = \mathbb{C}[\partial]V \) corresponding to the Perm-Leibniz algebra \((V, \lhd, \cdot, \cdot)\) by a one-dimensional center \( \mathbb{C}c \). Set the \( \lambda \)-product of \( \hat{R} \) be

\[
[a\lambda b] = \partial(a \lhd b) + 2\lambda(a \lhd b) + [a, b] + \alpha_\lambda(a, b)c,
\]

where \( a, b \in V \) and \( \alpha_\lambda(a, b) \in \mathbb{C}[\lambda] \). Assume that \( \alpha_\lambda(a, b) = \sum_{i=0}^{n} \lambda^i \alpha_i(a, b) \) for any \( a, b \in V \), where \( \alpha_i(\cdot, \cdot) : V \times V \to \mathbb{C} \) are bilinear forms and there exist some \( a, b \in V \) such that \( \alpha_n(a, b) \neq 0 \). Then we obtain (for any \( a, b, c \in V \)):

1. If \( n > 3 \), then \( \alpha_n(a \lhd b, c) = 0 \);
2. If \( n \leq 3 \), then \( \alpha_\lambda(a, b) = \sum_{i=0}^{3} \lambda^i \alpha_i(a, b) \) and \( \alpha_\lambda(\cdot, \cdot) \) satisfies the following conformal cocycle
there exist some $n$

\[ (\lambda + 2\mu)\alpha_{\lambda}(a, b \vdash c) + \alpha_{\lambda}(a, [b, c]) \]

\[ = (\lambda - \mu)\alpha_{\lambda+\mu}(a \vdash b, c) + \alpha_{\lambda+\mu}([a, b], c) + (2\lambda + \mu)\alpha_{\mu}(b, a \vdash c) + \alpha_{\mu}(b, [a, c]), \]

(4.5) for any $a, b, c \in V$;

(3) Such two 2-cocycles $\alpha_{\lambda}(\cdot, \cdot)$ and $\alpha'_{\lambda}(\cdot, \cdot)$ are equivalent if and only if there exists a linear map $\varphi : V \to \mathbb{C}$ such that

\[ \alpha_{\lambda}(a, b) = \alpha'_{\lambda}(a, b) + 2\lambda \varphi(a \vdash b) + \varphi([a, b]), \quad \text{for all } a, b \in V. \]

(4.6)

Proof. Note that (2) and (3) can be directly obtained from (4.3) and the definition of equivalence of 2-cocycles. Therefore, we only need to prove (1).

If $n > 3$, by the assumption of $\alpha_{\lambda}(a, b) = \sum_{i=0}^{n} \lambda^i \alpha_i(a, b)$ and comparing the coefficients of $\lambda^2\mu^{n-1}$ in (4.5), we get

\[ (n-C_n^2)\alpha_n(a \vdash b, c) = 0. \]

Therefore, $\alpha_n(a \vdash b, c) = 0$.

This completes the proof.

Corollary 4.2. Let $R = \mathbb{C}[\partial]V$ be a finite quadratic Leibniz conformal algebra corresponding to the Perm-Leibniz algebra $(V, \vdash, [\cdot, \cdot])$ where $V = V \vdash V$. Set $\tilde{R} = R \oplus \mathbb{C}c$ be a central extension of $(R, [\cdot, \cdot])$ with the $\lambda$-product given by (4.4). Then for any $a, b \in V$, we obtain that $\alpha_{\lambda}(a, b) = \sum_{i=0}^{3} \lambda^i \alpha_i(a, b)$ where $\alpha_i(\cdot, \cdot) : V \times V \to \mathbb{C}$ are bilinear forms and $\alpha_{\lambda}(\cdot, \cdot)$ satisfies (4.5).

Proof. Since $R = \mathbb{C}[\partial]V$ is a finitely generated and free $\mathbb{C}[\partial]$-module, we can assume that $\alpha_{\lambda}(a, b) = \sum_{i=0}^{n} \lambda^i \alpha_i(a, b)$ for any $a, b \in V$ and some non-negative integer $n$. Since $V = V \vdash V$, for any $z \in V$, there exist some $m$ and $x_i, y_i \in V$ such that $z = \sum_{i=0}^{m} x_i \circ y_i$. Therefore, by Theorem 4.1 we get that if $n > 3$, for any $z \in V$ and $c \in V$, $\alpha_n(z, c) = \sum_{i=0}^{m} \alpha_n(x_i \circ y_i, c) = 0$. Hence, for any $a, b \in V$, we obtain $\alpha_{\lambda}(a, b) = \sum_{i=0}^{3} \lambda^i \alpha_i(a, b)$. By Theorem 4.1, we can obtain this corollary.

Remark 4.3. It should be pointed out that there are some natural conditions to make the Perm algebra $(V, \vdash)$ satisfy the assumption in Corollary 4.2. For example, $(V, \vdash)$ is simple or $(V, \vdash)$ has a left unit or a right unit.

Corollary 4.4. Let $R = \mathbb{C}[\partial]V$ be a quadratic Leibniz conformal algebra corresponding to the Perm algebra $(V, \vdash)$ where $V = V \vdash V$. Set $\tilde{R} = R \oplus \mathbb{C}c$ be a central extension of $(R, [\cdot, \cdot])$ with the $\lambda$-product given as follows:

\[ [a, b] = \partial(a \vdash b) + 2\lambda(a \vdash b) + \alpha_{\lambda}(a, b)c, \quad a, b \in V. \]

(4.8)
Then for any \( a, b \in V \), we obtain that \( \alpha_\lambda(a, b) = \alpha_0(a, b) + \lambda \alpha_1(a, b) + \lambda^3 \alpha_3(a, b) \) and the bilinear forms \( \alpha_0(\cdot, \cdot), \alpha_1(\cdot, \cdot) \) and \( \alpha_3(\cdot, \cdot) \) on \( V \) satisfy the following equalities:

\[
\begin{align*}
\alpha_3(a, b \mp c) &= \alpha_3(a \mp b, c) = \alpha_3(b, a \mp c), \\
\alpha_1(a, b \mp c) &= \alpha_1(a \mp b, c) = \alpha_1(b, a \mp c), \\
\alpha_0(a, b \mp c) &= -\alpha_0(a \mp b, c) = \alpha_0(b, a \mp c),
\end{align*}
\]

(4.9)-(4.11)

for any \( a, b, c \in V \). Moreover, such two 2-cocycles \( \alpha_\lambda(\cdot, \cdot) \) and \( \alpha_\lambda'(\cdot, \cdot) \) are equivalent if and only if \( \alpha_i(a, b) = \alpha_i'(a, b) \) for \( i = 0, 1, 3 \), and there exists a linear map \( \varphi : V \to \mathbb{C} \) such that

\[
\alpha_1(a, b) = \alpha_1'(a, b) + 2\varphi(a \mp b),
\]

(4.12)

for all \( a, b \in V \).

\[\text{Proof.} \] For any \( a, b \in V \), set \( \alpha_\lambda(a, b) = \sum_{i=0}^{n_{a,b}} \lambda^i \alpha_i(a, b) \) where \( \alpha_i(\cdot, \cdot) \) are bilinear forms on \( V \) and \( n_{a,b} \) is a non-negative integer depending on \( a \) and \( b \). The conformal cocycle condition becomes

\[
(\lambda + 2\mu)\alpha_\lambda(a, b \mp c) = (\lambda - \mu)\alpha_{\lambda+\mu}(a \mp b, c) + (2\lambda + \mu)\alpha_{\mu}(b, a \mp c).
\]

(4.13)

For fixed \( a, b, c \), there are only finite elements of \( V \) appearing in \( \alpha_\lambda(\cdot, \cdot) \) in (4.13). Therefore, we may assume the degrees of all \( \alpha_\lambda(\cdot, \cdot) \) in (4.13) are smaller than some non-negative integer. So, we set \( \alpha_\lambda(a, b \mp c) = \sum_{i=0}^{n} \lambda^i \alpha_i(a, b \mp c), \alpha_{\lambda+\mu}(a \mp b, c) = \sum_{i=0}^{n} (\lambda + \mu)^i \alpha_i(a \mp b, c) \) and \( \alpha_{\mu}(b, a \mp c) = \sum_{i=0}^{n} \mu^i \alpha_i(b, a \mp c). \)

If \( n > 3 \), by comparing the coefficients of \( \lambda^2 \mu^{n-1} \) in (4.13), we get

\[
(n - C_n^2) \alpha_n(a \mp b, c) = 0.
\]

(4.14)

Therefore, \( \alpha_n(a \mp b, c) = 0 \). Repeating this process, we can get \( \alpha_m(a \mp b, c) = 0 \) for all \( m \geq 3 \).

Based on the above, for any \( a, b, c \in V \), we get \( \alpha_m(a \mp b, c) = 0 \) for all \( m > 3 \). Since for any \( z \in V \), there exist some \( m \) and \( x_i, y_i \in V \) such that \( z = \sum_{i=0}^{m} x_i \circ y_i \), we get \( \alpha_m(z, c) = 0 \) for all \( m > 3 \). Hence, \( \alpha_\lambda(a, b) = \sum_{i=0}^{3} \lambda^i \alpha_i(a, b) \). Taking it into (4.13) and by comparing the coefficients of \( \lambda^4, \lambda^3 \mu, \lambda^2 \mu^2, \lambda \mu^3, \mu^4, \lambda^3, \lambda^2 \mu, \lambda \mu^2, \mu^3, \lambda^2, \lambda, \mu \) and \( \lambda^0 \mu^0 \), it is easy to check that the conformal cocycle condition (4.13) is equivalent to that \( \alpha_2(\cdot, \cdot) = 0 \) and \( \alpha_3(\cdot, \cdot), \alpha_1(\cdot, \cdot), \alpha_0(\cdot, \cdot) \) satisfy (4.9)-(4.11).

\[\square\]

**Remark 4.5.** Note that this corollary also holds for the quadratic Leibniz conformal algebras corresponding to Perm algebras which are not finite.

**Corollary 4.6.** Let \((V, \cdot)\) be a Perm algebra and \( R = \mathbb{C}[\partial]V \) be the corresponding quadratic Leibniz conformal algebra. Set \( \alpha_i(\cdot, \cdot) (i = 0, 1, 3) \) be bilinear forms on \( V \) satisfying (4.9)-(4.11). Define
bilinear forms \( \varphi_i : \text{Coeff}(R) \times \text{Coeff}(R) \rightarrow \mathbb{C} \) as follows:

\[
\begin{align*}
\varphi_0(a \otimes t^m, b \otimes t^n) &= \alpha_0(a, b) \delta_{m+n+1,0}, \\
\varphi_1(a \otimes t^m, b \otimes t^n) &= m \alpha_1(a, b) \delta_{m+n,0}, \\
\varphi_3(a \otimes t^m, b \otimes t^n) &= m(m-1)(m-2) \alpha_3(a, b) \delta_{m+n-2,0},
\end{align*}
\]

for \( a, b \in V, \ m, n \in \mathbb{Z} \). Then \( \varphi_0, \varphi_1, \varphi_3 \) are 2-cocycles of Leibniz algebra \( \text{Coeff}(R) \).

**Proof.** Suppose that \( \hat{R} \) is the central extension defined by (4.8). Then the coefficient algebra of \( \hat{R} \) is \( \text{Coeff}(\hat{R}) = \text{Coeff}(R) \oplus \mathbb{C}c_{-1} \) with the following Leibniz bracket:

\[
[a_m, b_n] = (m-n)(a \triangleright b)_{m+n-1} + \alpha_0(a, b) \delta_{m+n+1,0}c_{-1} + m \alpha_1(a, b) \delta_{m+n,0}c_{-1} + (m-1)(m-2) \alpha_3(a, b) \delta_{m+n-2,0}c_{-1},
\]

for any \( a, b \in V, \ m, n \in \mathbb{Z} \), and \( c_{-1} \) is in the center of \( \text{Coeff}(\hat{R}) \). Obviously, \( \text{Coeff}(\hat{R}) \) is the central extension of \( \text{Coeff}(R) \) by a one-dimensional center \( \mathbb{C}c_{-1} \). Since \( \alpha_0(\cdot, \cdot), \alpha_1(\cdot, \cdot) \) and \( \alpha_3(\cdot, \cdot) \) donot depend on each other in (4.9)-(4.11), we naturally obtain 3 kinds of 2-cocycles of \( \text{Coeff}(R) \). \( \square \)

**Example 4.7.** In this example, we give a characterization of the central extensions of \( \text{LC}(A1)-\text{LC}(A5) \) and \( \text{LBC}(B) \) given in Example 3.18 by a one-dimensional center \( \mathbb{C}c \) up to equivalence.

Obviously, the Perm algebras \( A3, \ A5 \) and \( B \) satisfy the condition \( V = V \upharpoonright V \) in Corollary 4.4. For investigating the central extensions of \( \text{LC}(A3), \text{LC}(A5) \) and \( \text{LBC}(B) \) by a one-dimensional center \( \mathbb{C}c \), we only need to compute the bilinear forms \( \alpha_0(\cdot, \cdot), \alpha_1(\cdot, \cdot), \alpha_3(\cdot, \cdot) \) on \( V \) satisfying (4.9)-(4.11).

First, we consider the case of \( \text{LBC}(B) \). By the definition of \( B \), it is easy to get that \( \alpha_3(e_1, e_1) = \alpha_3(e_1, e_2) = \alpha_1(e_1, e_1) = \alpha_1(e_1, e_2) = 0, \alpha_3(e_2, e_1) = \beta_1, \alpha_3(e_2, e_2) = \beta_2, \alpha_1(e_2, e_1) = \gamma_1, \alpha_1(e_2, e_2) = \gamma_2 \) and \( \alpha_0(e_1, e_1) = \alpha_0(e_1, e_2) = \alpha_0(e_2, e_1) = \alpha_0(e_2, e_2) = 0 \) where \( \beta_1, \beta_2, \gamma_1, \gamma_2 \in \mathbb{C} \). By choosing the linear map \( \varphi : V \rightarrow \mathbb{C} \) in Corollary 4.4 defined by \( \varphi(e_1) = \frac{\beta_1}{2} \) and \( \varphi(e_2) = \frac{\beta_2}{2} \), we can make \( \alpha_1(\cdot, \cdot) \) be zero up to equivalence. Therefore, by Corollary 4.4 all equivalence classes of central extensions of \( \text{LBC}(B) \) by a one-dimensional center \( \mathbb{C}c \) are \( \hat{\text{LBC}}(B)(\beta_1, \beta_2) \) with the \( \lambda \)-product as follows:

\[
\begin{align*}
[e_1 \lambda e_1] &= [e_1 \lambda e_2] = 0, \quad [e_2 \lambda e_1] = (\partial + 2\lambda)e_1 + \beta_1\lambda^3c, \\
[e_2 \lambda e_2] &= (\partial + 2\lambda)e_2 + \beta_2\lambda^3c,
\end{align*}
\]

for all \( \beta_1, \beta_2 \in \mathbb{C} \). Obviously, if \( (\beta_1, \beta_2) \neq (\beta_1', \beta_2') \), then \( \hat{\text{LBC}}(B)(\beta_1, \beta_2) \) is not equivalent to \( \hat{\text{LBC}}(B)(\beta_1', \beta_2') \). Therefore, \( \dim H^2(\text{LBC}(B), \mathbb{C}c) = 2 \).

With a similar discussion as above, we can get the central extensions of \( \text{LC}(A3) \) and \( \text{LC}(A5) \) by a one-dimensional center \( \mathbb{C}c \) up to equivalence as follows.
All equivalence classes of central extensions of $LC(A3)$ by a one-dimensional center $\mathbb{C}c$ are $\tilde{LC}(A3)(\beta_1, \beta_2)$ with the $\lambda$-product as follows:

$$[e_{1\lambda}e_1] = (\partial + 2\lambda)e_1 + \beta_1\lambda^3 c, \quad [e_{1\lambda}e_2] = [e_{2\lambda}e_1] = 0,$$

(4.20)

$$[e_{2\lambda}e_2] = (\partial + 2\lambda)e_2 + \beta_2\lambda^3 c,$$

(4.21)

for all $\beta_1, \beta_2 \in \mathbb{C}$. Obviously, if $(\beta_1, \beta_2) \neq (\beta'_1, \beta'_2)$, then $\tilde{LC}(A3)(\beta_1, \beta_2)$ is not equivalent to $\tilde{LC}(A3)(\beta'_1, \beta'_2)$. Therefore, in this case, $\dim H^2(LC(A3), \mathbb{C}c) = 2$.

All equivalence classes of central extensions of $LC(A5)$ by a one-dimensional center $\mathbb{C}c$ are $\tilde{LC}(A5)(\beta_1, \beta_2)$ with the $\lambda$-product as follows:

$$[e_{1\lambda}e_1] = (\partial + 2\lambda)e_1 + \beta_1\lambda^3 c, \quad [e_{1\lambda}e_2] = 0,$$

(4.22)

$$[e_{1\lambda}e_2] = [e_{2\lambda}e_1] = (\partial + 2\lambda)e_2 + \beta_2\lambda^3 c,$$

(4.23)

for all $\beta_1, \beta_2 \in \mathbb{C}$. Obviously, if $(\beta_1, \beta_2) \neq (\beta'_1, \beta'_2)$, then $\tilde{LC}(A5)(\beta_1, \beta_2)$ is not equivalent to $\tilde{LC}(A5)(\beta'_1, \beta'_2)$. Therefore, in this case, $\dim H^2(LC(A5), \mathbb{C}c) = 2$.

Finally, we determine the central extensions of $LC(A1)$, $LC(A2)$ and $LC(A4)$ by a one-dimensional center $\mathbb{C}c$ up to equivalence. By the conformal cocycle condition (4.13), it is easy to see that $\dim H^2(LC(A1), \mathbb{C}c) = \infty$, $\dim H^2(LC(A2), \mathbb{C}c) = \infty$ and $\dim H^2(LC(A4), \mathbb{C}c) = \infty$.

Next, we study the Leibniz central extensions of quadratic Lie conformal algebras.

**Theorem 4.8.** Let $V$ be a vector space and $\tilde{R} = R \oplus \mathbb{C}c$ be a Leibniz central extension of quadratic Lie conformal algebra $R = \mathbb{C}[\partial]V$ corresponding to the Gel’fand-Dorfman algebra $(V, \lrcorner, [\cdot, \cdot])$ by a one-dimensional center $\mathbb{C}c$. Set the $\lambda$-bracket of $\tilde{R}$ be

$$[a_{\lambda}b] = \partial(a \lrcorner b) + \lambda(a \lrcorner b + b \lrcorner a) + [a, b] + \alpha_\lambda(a, b)c,$$

(4.24)

where $a, b \in V$ and $\alpha_\lambda(a, b) \in \mathbb{C}[\lambda]$. Assume that $\alpha_\lambda(a, b) = \sum_{i=0}^n \lambda^i \alpha_i(a, b)$ for any $a, b \in V$, where all $\alpha_i(\cdot, \cdot) : V \times V \to \mathbb{C}$ are bilinear forms and there exist some $a, b \in V$ such that $\alpha_n(a, b) \neq 0$. Then we obtain (for any $a, b, c \in V$):

(1) If $n > 3$, then $\alpha_n(a \lrcorner b, c) = 0$;

(2) If $n \leq 3$, then $\alpha_\lambda(a, b) = \sum_{i=0}^3 \lambda^i \alpha_i(a, b)$ and $\alpha_\lambda(\cdot, \cdot)$ satisfies the following conformal cocycle condition:

$$(\lambda + \mu) \alpha_\lambda(a, b \lrcorner c) + \mu \alpha_\lambda(a, c \lrcorner b) + \alpha_\lambda(a, [b, c])$$

$$= -\mu \alpha_{\lambda+\mu}(a \lrcorner b, c) + \lambda \alpha_{\lambda+\mu}(b \lrcorner a, c) + \alpha_{\lambda+\mu}([a, b], c)$$

$$+ (\lambda + \mu) \alpha_{\mu}(b, a \lrcorner c) + \lambda \alpha_{\mu}(b, c \lrcorner a) + \alpha_{\mu}(b, [a, c]).$$

(4.25)
for any \(a, b, c \in V\);

(3) Such two 2-cocycles \(\alpha_\lambda(\cdot, \cdot)\) and \(\alpha'_\lambda(\cdot, \cdot)\) are equivalent if and only if there exists a linear map \(\varphi : V \to \mathbb{C}\) such that

\[
\alpha_\lambda(a,b) = \alpha'_\lambda(a,b) + \lambda \varphi(a \triangleleft b + b \triangleright a) + \varphi([a,b]), \quad \text{for all } a, b \in V.
\]  

(4.26)

**Proof.** The proof is similar to that in Theorem 4.1 and can be referred to that in Theorem 3.1 in [18]. \(\square\)

**Corollary 4.9.** Let \(V\) be a vector space and \(R = \mathbb{C}[\partial]V\) be a finite quadratic Lie conformal algebra corresponding to the Gel’fand-Dorfman algebra \((V, \triangleright, [\cdot, \cdot])\) where \(V = V \triangleright V\). Set \(\hat{R} = R \oplus \mathbb{C}c\) be a Leibniz central extension of \((R, [\cdot, \cdot])\) with the \(\lambda\)-product given by (4.24). Then for any \(a, b \in V\), we obtain that \(\alpha_\lambda(a,b) = \sum_{i=0}^{3} \lambda^i \alpha_i(a,b)\) where \(\alpha_i(\cdot, \cdot) : V \times V \to \mathbb{C}\) are bilinear forms and \(\alpha_\lambda(\cdot, \cdot)\) satisfies (4.25).

**Proof.** It can be obtained from Theorem 4.8 with a similar proof as that in Corollary 4.2. \(\square\)

**Corollary 4.10.** Let \(R = \mathbb{C}[\partial]V\) be a quadratic Lie conformal algebra corresponding to the Novikov algebra \((V, \triangleright)\) where \(V = V \triangleright V\). Set \(\hat{R} = R \oplus \mathbb{C}c\) be a Leibniz central extension of \((R, [\cdot, \cdot])\) with the \(\lambda\)-product given as follows:

\[
[a \lambda b] = \partial(a \triangleright b) + \lambda(a \triangleright b + b \triangleright a) + \alpha_\lambda(a,b)c,
\]  

(4.27)

for any \(a, b \in V\). Then for any \(a, b \in V\), we obtain that \(\alpha_\lambda(a,b) = \sum_{i=0}^{3} \lambda^i \alpha_i(a,b)\) and the bilinear forms \(\alpha_i(\cdot, \cdot)\) satisfy the following equalities for any \(a, b, c \in V\):

\[
\alpha_3(a,b \triangleright c) = \alpha_3(a \triangleright b, c) = \alpha_3(b,a \triangleright c) = \alpha_3(a, c \triangleright b), \quad \text{(4.28)}
\]

\[
\alpha_2(a,b \triangleright c) = \alpha_2(b \triangleright a, c), \quad \text{(4.29)}
\]

\[
\alpha_2(a,c \triangleright b) = \alpha_2(b \triangleright a, c) - \alpha_2(a \triangleright b, c), \quad \text{(4.30)}
\]

\[
\alpha_1(a,b \triangleright c) = \alpha_1(b \triangleright a, c) = \alpha_1(c, b \triangleright a), \quad \text{(4.31)}
\]

\[
\alpha_0(a,b \triangleright c) = \alpha_0(b, a \triangleright c) = \alpha_0(b \triangleright a, c) + \alpha_0(b, c \triangleright a). \quad \text{(4.32)}
\]

Moreover, such two 2-cocycles \(\alpha_\lambda(\cdot, \cdot)\) and \(\alpha'_\lambda(\cdot, \cdot)\) are equivalent if and only if \(\alpha_i(a,b) = \alpha'_i(a,b)\) for \(i = 0, i = 2\) and \(i = 3\), and there exists a linear map \(\varphi : V \to \mathbb{C}\) such that

\[
\alpha_1(a,b) = \alpha'_1(a,b) + \varphi(a \triangleleft b + b \triangleright a), \quad \text{(4.33)}
\]

for all \(a, b \in V\).

**Proof.** It can be obtained from Theorem 4.8 with a similar proof as that in Corollary 4.4. \(\square\)
4.10. Therefore, for determining the Leibniz central extensions of $LC_\alpha C$ Lie conformal algebra. Set
\[ \phi \in \text{Coeff}(R) \times \text{Coeff}(R) \rightarrow \mathbb{C} \text{ as follows:} \]
\[
\begin{align*}
\phi_0(a \otimes r^m, b \otimes r^n) &= \alpha_0(a, b) \delta_{m+n+1,0}, \\
\phi_1(a \otimes r^m, b \otimes r^n) &= m\alpha_1(a, b) \delta_{m+n,0}, \\
\phi_2(a \otimes r^m, b \otimes r^n) &= m(m-1)\alpha_2(a, b) \delta_{m+n-1,0}, \\
\phi_3(a \otimes r^m, b \otimes r^n) &= m(m-1)(m-2)\alpha_3(a, b) \delta_{m+n-2,0},
\end{align*}
\]
for $a, b \in V, m, n \in \mathbb{Z}$. Then $\phi_0$, $\phi_1$, $\phi_2$, $\phi_3$ are 2-cocycles of Leibniz algebra $\text{Coeff}(R)$.

**Proof.** The proof is similar to that in Corollary 4.6.

**Example 4.12.** In this example, we give a characterization of Leibniz central extensions of $LC(C(1))$, $LC(C(2))$, $LC(C(3)(l))$ and $LC(B)$ in Example 3.10 by a one-dimensional center $\mathbb{C}c$ up to equivalence.

Note that Novikov algebras (C2), (C3(l)) and (B) satisfy the condition $V = V \vdash V$ in Corollary 4.10. Therefore, for determining the Leibniz central extensions of $LC(C(2))$, $LC(C(3)(l))$ and $LC(B)$, we only need to study $\alpha_i(\cdot, \cdot)$ for $i \in \{0, \cdots, 3\}$ satisfying (4.28)-(4.32) in the three cases.

First, we consider the case of $LC(C(2))$. In this case, by a simple computation, we can get that $\alpha_3(e_1, e_1) = \alpha_3(e_1, e_2) = \alpha_3(e_2, e_1) = 0$, $\alpha_3(e_2, e_2) = 0$, $\alpha_2(\cdot, \cdot) = \alpha_0(\cdot, \cdot) = 0$, $\alpha_1(e_1, e_2) = \alpha_1(e_2, e_1) = \beta_2$, and $\alpha_1(e_2, e_1) = \beta_3$, where $\beta_1, \beta_2, \beta_3 \in \mathbb{C}$. By choosing the linear map $\phi : V \rightarrow \mathbb{C}$ in Corollary 4.10 defined by $\phi(e_1) = \beta_3$ and $\phi(e_2) = \frac{\beta_3 - 2\beta_1}{2}$, we can make $\alpha_i(\cdot, \cdot)$ be zero up to equivalence. Therefore, by Corollary 4.10, all equivalence classes of central extensions of $LC(C(2))$ by a one-dimensional center $\mathbb{C}c$ are $LC(C(2))(/\beta_1)$ with the $\lambda$-product as follows:
\[
\begin{align*}
[e_1 e_1] &= 0, \\
[e_1 e_2] &= \lambda e_1, \\
[e_2 e_1] &= (\partial + \lambda)e_1, \\
[e_2 e_2] &= (\partial + 2\lambda)(e_1 + e_2) + \beta_1 \lambda^3 c,
\end{align*}
\]
for all $\beta_1 \in \mathbb{C}$. Obviously, if $\beta_1 \neq \beta_1'$, then $LC(C(2))(\beta_1)$ is not equivalent to $LC(C(2))(\beta_1')$. Therefore, $\dim H^2(LC(C(2)), \mathbb{C}c) = 1$.

With a similar discussion as above, we can get:
If $l \neq -1$ and $l \neq -2$, all equivalence classes of central extensions of $LC(C(3)(l))$ by a one-dimensional center $\mathbb{C}c$ are $LC(C(3)(l))(\beta_1)$ with the $\lambda$-product as follows:
\[
\begin{align*}
[e_1 e_1] &= 0, \\
[e_1 e_2] &= (l\partial + (l + 1)\lambda)e_1, \\
[e_2 e_1] &= (\partial + (l + 1)\lambda)e_1, \\
[e_2 e_2] &= (\partial + 2\lambda)e_2 + \beta_1 \lambda^3 c,
\end{align*}
\]
for all $\beta_1 \in \mathbb{C}$. Obviously, if $\beta_1 \neq \beta_1'$, then $LC(C(3)(l))(\beta_1)$ is not equivalent to $LC(C(3)(l))(\beta_1')$. Therefore, if $l \neq -1$ and $l \neq -2$, then $\dim H^2(LC(C(3)(l)), \mathbb{C}c) = 1$.
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All equivalence classes of central extensions of \( LC(C3(-1)) \) by a one-dimensional center \( \mathbb{C}c \) are \( LC(C3(-1))(\beta_1, \beta_2, \beta_3) \) with the \( \lambda \)-product as follows:

\[
\begin{align*}
[e_{1\lambda}e_1] &= 0, \quad [e_{1\lambda}e_2] = -\partial e_1 + (-\beta_3 + \beta_2 \lambda)c, \\
[e_{2\lambda}e_1] &= \partial e_1 + (\beta_3 + \beta_2 \lambda)c, \quad (4.42) \\
[e_{2\lambda}e_2] &= (\partial + 2\lambda)e_2 + \beta_1 \lambda^3c,
\end{align*}
\]

for all \( \beta_1, \beta_2, \beta_3 \in \mathbb{C} \). Obviously, if \((\beta_1, \beta_2, \beta_3) \neq (\beta'_1, \beta'_2, \beta'_3)\), then \( LC(C3(-1))(\beta_1, \beta_2, \beta_3) \) is not equivalent to \( LC(C3(-1))(\beta'_1, \beta'_2, \beta'_3) \). Therefore, \( \dim H^2(LC(C3(-1)), \mathbb{C}c) = 3 \).

All equivalence classes of central extensions of \( LC(C3(-2)) \) by a one-dimensional center \( \mathbb{C}c \) are \( LC(C3(-2))(\beta_1, \beta_2) \) with the \( \lambda \)-product as follows:

\[
\begin{align*}
[e_{1\lambda}e_1] &= 0, \quad [e_{1\lambda}e_2] = (-2\partial - \lambda)e_1 + \beta_2c, \\
[e_{2\lambda}e_1] &= (\partial - \lambda)e_1, \quad (4.45) \\
[e_{2\lambda}e_2] &= (\partial + 2\lambda)e_2 + \beta_1 \lambda^3c,
\end{align*}
\]

for all \( \beta_1, \beta_2 \in \mathbb{C} \). Obviously, if \((\beta_1, \beta_2) \neq (\beta'_1, \beta'_2)\), then \( LC(C3(-2))(\beta_1, \beta_2) \) is not equivalent to \( LC(C3(-2))(\beta'_1, \beta'_2) \). Therefore, \( \dim H^2(LC(C3(-2)), \mathbb{C}c) = 2 \). Note that if \( \beta_2 \neq 0 \), then \( LC(C3(-2))(\beta_1, \beta_2) \) is not a Lie conformal algebra.

All equivalence classes of central extensions of \( LC(B) \) by a one-dimensional center \( \mathbb{C}c \) are \( LC(B)(\beta_1, \beta_2, \beta_3) \) with the \( \lambda \)-product as follows:

\[
\begin{align*}
[e_{1\lambda}e_1] &= \beta_3 \lambda c, \quad [e_{1\lambda}e_2] = \lambda e_1 + \beta_2 \lambda^2c, \\
[e_{2\lambda}e_1] &= (\partial + \lambda)e_1 - \beta_2 \lambda^2c, \quad (4.48) \\
[e_{2\lambda}e_2] &= (\partial + 2\lambda)e_2 + \beta_1 \lambda^3c,
\end{align*}
\]

for all \( \beta_1, \beta_2, \beta_3 \in \mathbb{C} \). Obviously, if \((\beta_1, \beta_2, \beta_3) \neq (\beta'_1, \beta'_2, \beta'_3)\), then \( LC(B)(\beta_1, \beta_2, \beta_3) \) is not equivalent to \( LC(B)(\beta'_1, \beta'_2, \beta'_3) \). Therefore, \( \dim H^2(LC(B), \mathbb{C}c) = 3 \).

Finally, we determine the central extensions of \( LC(C1) \) by a one-dimensional center \( \mathbb{C}c \) up to equivalence. By the conformal cocycle condition \((4.25)\) with \([\cdot, \cdot]\) trivial, it is easy to see that \( \dim H^2(LC(C1), \mathbb{C}c) = \infty \).
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