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Abstract—Mobile crowdsensing (MCS) is an emerging sensing data collection pattern with scalability, low deployment cost, and distributed characteristics. Traditional MCS systems suffer from privacy concerns and unfair reward distribution. Moreover, existing privacy-preserving MCS solutions usually focus on the privacy protection of data collection rather than that of data processing. To tackle faced problems of MCS, in this paper, we integrate federated learning (FL) into MCS and propose a privacy-preserving MCS system, called CrowdFL. Specifically, in order to protect privacy, participants locally process sensing data via federated learning and then upload encrypted training models. Particularly, a privacy-preserving federated averaging algorithm is proposed to average encrypted training models. To reduce computation and communication overhead of restraining dropped participants, discard and retransmission strategies are designed. Besides, a privacy-preserving posted pricing incentive mechanism is designed, which tries to break the dilemma of privacy protection and data evaluation. Theoretical analysis and experimental evaluation on a practical MCS application demonstrate the proposed CrowdFL can effectively protect participants privacy and is feasible and efficient.

Index Terms—Crowdsensing, federated learning, privacy protection, incentive, federated averaging.

1 INTRODUCTION

Mobile crowdsensing (MCS) integrates the power of both wireless network communication and crowd intelligence to reduce the deployment cost and improve the flexibility of wireless sensor network (WSN). MCS has extensive applications in environmental sensing, intelligent transport, indoor localization, behavior sensing, etc. Furthermore, MCS is considered a powerful technology in smart cities [1], which can improve the ability of sensing and provide sufficient data. Compared to traditional WSN, MCS essentially outsources data collection tasks to participants.

However, as sensing data is collected by humans (i.e., participants), sensing data involves participants' private information, such as location, voiceprint, face, and activity [2]. Traditional MCS systems usually rely on a sensing platform to aggregate and analyze sensing data collected by participants [3] through machine learning [4], [5], [6]. Nevertheless, the sensing platform assembling data is generally untrusted [7]. For example, Facebook, as a centralized platform, collects users’ data and leaks personal data to Cambridge Analytica. Moreover, participants usually communicate with other entities of MCS through the wireless network [8]. Unfortunately, the wireless network connection is unstable, in which participants frequently drop out. A participant consumes resources (e.g., data traffic, sensor) to participate in an MCS task, so an MCS system usually requires to provide incentives for participants [9]. In brief, a robust MCS system needs to provide a fair incentive for each participant and protect participants’ privacy.

Arguably, if we can outsource data collection tasks to participants, we can also outsource data processing tasks to participants. Federated learning (FL) proposed by McMahan et. al [10] is an effective method to outsource data processing tasks to participants, which has become a hot topic in privacy protection and machine learning communities. FederatedAveraging (FedAvg) algorithm has been proved to be feasible and effective for FL [10]. Although FL has advantages in privacy protection and solving data islands [11], local training models still leak private information [5], [12], [13]. Furthermore, how to encourage more participants to participate is also a challenging task [11], [14]. Moreover, FL likewise faces the challenges of participant dropouts [15]. In this paper, we research how to integrate the advantages of FL into MCS and solve facing challenges. From the perspective of existing work, it needs to tackle the following challenges.

1.1 Related Work and Challenges

Privacy protection of participants. Sensing data involves participants’ private information [4], [15]. The online sensing platform, as a third party of data aggregation, is usually untrusted [4], [7]. After knowing participants’ private data, an untrusted sensing platform may sell participants’ personal information for business recommendations and political elections analysis. To protect the privacy of participants, existing solutions usually adopt technologies including differential privacy [7], [17], encryption [9], [18], and so on. Admittedly, schemes [9], [18] based on encryption are effective...
for privacy protection during data collection. However, the platform or requester needs to efficiently process collected sensing data through powerful data processing tools, such as machine learning [4], [5], [6]. Privacy-preserving data aggregation [19] usually fails to handle complex computations for data processing. Besides, privacy-preserving machine learning [12] and data analysis [20] may be feasible. Unfortunately, they require data to be stored in a central server, which compromises the participants’ right to be forgotten. Federated learning [11] enables data to be stored in local, however, model parameters may still disclose confidential information [3], [21]. In short, how to simultaneously protect participants’ privacy and analyze sensing data remains to be explored.

**Solutions against participants’ dropout.** Due to the instability of wireless connection, participant dropouts in MCS are common [22], [23]. For both MCS and FL, dropped participants reduce the number of sensing data or local training models, which might bring insufficient sensing and unreliable aggregation results. In general, prior solutions [5], [15], [22] employ the secret-sharing technology to restrain participant dropouts. Specifically, to restrain one participant (e.g., $p_i$) drops out, $p_i$ splits private information into multiple fragments and shares those fragments with multiple other participants. Admittedly, the secret-sharing can recover a model parameter via those fragments provided by other participants. Apparently, if $p_i$ may lose network connection with a sensing platform, it is challenging for $p_i$ to maintain multiple stable network connections and share fragments with other participants. Furthermore, when private information to be shared is huge, participants bear an unbearable communication burden. In short, it still faces a challenge on how to keep robustness against dropped participants while reducing the overhead.

**Privacy-preserving Incentive Mechanism Design.** Auction [24], [25] and posted pricing strategies [9], [26] are often used to design a fair incentive mechanism. The incentive mechanism based on auction usually requires participants and a sensing platform to communicate multiple rounds to determine a winner. However, if an MCS system lacks a data evaluation mechanism, the winner might contribute sensing data that does not match a bid. On the contrary, the incentive mechanism based on posted pricing strategy can provide fair incentives for participants and determine participants’ rewards based on participants’ data [27]. Unfortunately, to protect privacy, sensing data is encrypted or obfuscated. Existing solutions [25], [27], [28] usually fail to protect data privacy and evaluate data quality simultaneously. Thus, it is challenging to set reasonable rewards for each participant without knowing participants sensing data.

### 1.2 Our Contributions

To tackle the above challenges, we propose a privacy-preserving mobile crowdsensing system based on federated learning [11], named CROWDFL. Different from traditional MCS systems in which a sensing platform aggregates and processes participants sensing data, our proposed CROWDFL enables participants to store and process sensing data in participants’ end-devices. Specifically, to prevent privacy leakage during data processing, we adopt federated learning to implement participants’ collaborative sensing and train. To protect model privacy, participants encrypt local training models, and FedAvg is executed in a ciphertext field. Moreover, considering participant dropouts, discard and retransmission strategies are proposed. To set a reasonable reward for each participant and protect data privacy simultaneously, a privacy-preserving posted pricing incentive mechanism is designed. Table 1 shows a result of functional comparisons between CROWDFL and prior solutions. From Table 1, we can see that the proposed CROWDFL has advantages in privacy protection, reward distribution, and communication cost. The contributions of this paper can be summarized as follows.

- **Privacy preservation during data processing.** Compared with the state-of-the-art, all sensing data collected by participants are stored in participants’ end-devices in our proposed CROWDFL. Meanwhile, participants collaboratively train a model for a specific sensing task with the local sensing data. Moreover, to protect model privacy, we propose a privacy-preserving federated averaging algorithm (PriFedAvg).
- **Robustness against participant dropouts.** To keep the robustness of an MCS system against participant dropouts, we propose a discard strategy (CROWDFL-D) and a retransmission strategy (CROWDFL-R), where participants are not required to execute extra computation and communication to avoid dropout.
- **Privacy-preserving reward distribution.** To address the dilemma of data quality-ware and privacy protection, we design a privacy-preserving posted pricing incentive mechanism (PriRwd) based on participants’ encrypted model parameters. Specifically, the greater contribution of a participant to the global average model, the more rewards the participant is.

The rest of this paper is organized as follows. In Section 2, we describe the problem formulation and preliminaries. We elaborate on the workflow of CROWDFL in Section 3. In Section 4, we detail the proposed privacy-preserving federated averaging algorithm (PriFedAvg). In section 5, we describe discard and retransmission strategies to keep robustness for participant dropouts. We present our proposed privacy-preserving incentive mechanism in Section 6. In Section 7, we give privacy analysis for the proposed CROWDFL. The experimental evaluations are reported in Section 8. A conclusion is given in Section 9.

| Functions | FL | Prior Solutions | CROWDFL |
|-----------|----|----------------|---------|
| Func 1    | ✓  | ✓             | ✓       |
| Func 2    | ✓  | ✓             | ✓       |
| Func 3    | ✓  | ✓             | ✓       |
| Func 4    | ✓  | ✓             | ✓       |
| Func 5    | ✓  | ✓             | ✓       |
| Func 6    | ✓  | ✓             | ✓       |

**Note.** Func 1 and Func 2: privacy-preserving data aggregation and data processing, respectively; Func 3: robustness against participants’ dropout; Func 4: privacy-preserving reward distribution; Func 5: low communication overhead.
2 PROBLEM FORMULATION AND PRELIMINARIES

2.1 System Model

As depicted in Fig. 1, our proposed CROWDFL involves five entities, namely, a requester, participants, an online computation server provider (CSP), and a key generation center (KGC).

- **Requester**: A requester requests participants to collect sensing data and collaboratively train a model in a federated learning manner. Besides, the requester provides rewards for participants who participate in data collection and model training. Particularly, the model aggregation is outsourced to an SP, and the requester only obtains a finally encrypted training model.

- **Participants**: A participant collects sensing data with a mobile intelligent device and stores sensing data in her local device. After collecting sensing data, the participant trains a model with collected sensing data and submits an encrypted training model to an SP.

- **SP**: An SP is responsible for recruiting participants and averaging participants’ encrypted training models. Moreover, the SP takes charge of paying rewards for each participant.

- **CSP**: A CSP provides computation services for the SP to assist in executing secure computation, such as PriFedAvg and PriRwd.

- **KGC**: A KGC takes charge of distributing public/private keys to other entities.

2.2 Threat Model

In CROWDFL, entities except for the KGC are considered as honest-but-curious [5, 30] who follows protocols but tries to learn other entities private information. Specifically, SP and CSP may try to learn participants’ training models and a global average model. Participants might attempt to obtain other participants’ training models. A requester tries to learn participants’ training models and might refuse to pay rewards for participants. Moreover, we assume that SP and CSP do not collude. One possible construction is that SP and CSP belong to different organizations or companies. No collusion assumption is widely used in secure computation scenarios [23, 29, 31, 32], such as the state-of-the-art of privacy-preserving Federated learning [23, 32]. To prevent the SP from obtaining participants’ and the requester’s private information, the requester and participants do not collude with SP. The KGC is responsible for managing keys in CROWDFL and is considered a trusted entity, such as a trusted third party (TA).

2.3 Preliminaries

2.3.1 Federated Average Algorithm

Federated average algorithm (FedAvg) is an iterative algorithm, and consists of local training and model aggregation [10]. Suppose $n$ participants are indexed by $i$ (each participant $i$ owns a data set $D_i$), $B$ is the local minibatch size, $E$ is the number of local epochs, and $\eta$ is the learning rate. In each round iteration, FedAvg processes as follows:

1. **Local training**: Participants split $D_i$ into batches of size $B$ denoted by $B$. For each local epoch $i$ from 1 to $E$ and batch $b \in B$, participants calculate

   $$\omega \leftarrow \omega - \eta \nabla \ell(\omega; b),$$

   where $\ell(\omega; b)$ denotes the loss of the prediction on example $b$ made with model $\omega$. After training, participants upload the model $\omega$ to an aggregation server.

2. **Model aggregation**: After receiving $n$ training models of participants, an aggregation server compute a global average model

   $$\bar{\omega} \leftarrow \sum_{i=1}^{n} \frac{\delta_i}{\sum_{i=1}^{n} \delta_i} \omega_i,$$

   where $\delta_i = |D_i|$, i.e., the size of $D_i$.

2.3.2 Paillier Cryptosystem with Threshold Decryption (PCTD)

PCTD is a variant of the Paillier cryptosystem [33]. The key idea of PCTD is to split the private key of the Paillier cryptosystem into two parts. Any single part cannot effectively decrypt a given ciphertext encrypted by the Paillier cryptosystem. PCTD comprises the following algorithms:

- **KeyGen**: Let $\zeta$ be a security parameter and $p, q$ be two large prime number with $\zeta$ bits. Compute $N = p \cdot q$, $\lambda = (p-1) \cdot (q-1)$, and $u = \lambda^{-1} \mod N$. Choose $g = N + 1$. The public key is denoted by $pk = (g, N)$, and the private key is denoted by $sk = (\lambda, u)$.

  The private key $\lambda$ is split into two parts denoted by $sk_1 = \lambda_1$ and $sk_2 = \lambda_2$, s.t., $\lambda_1 + \lambda_2 = 0 \mod \lambda$ and $\lambda_1 + \lambda_2 = 1 \mod N$. According to the Chinese remainder theorem [34], we can calculate $\varepsilon = \lambda_1 + \lambda_2 = \lambda \cdot u \mod (\lambda \cdot N)$ to make $\varepsilon = 0 \mod \lambda$ and $\varepsilon = 1 \mod N$ hold simultaneously, where $\lambda_1 \in [1, \lambda \cdot u]$ and $\lambda_2 = \varepsilon - \lambda_1$.

- **Encryption (Enc)**: Given a message $m \in \mathbb{Z}_N$, select a random number $r \in \mathbb{Z}_N^*$, and the ciphertext of $m$ is generated as

   $$[m] = g^m \cdot r^N \mod N^2 = (1 + m \cdot N) \cdot r^N \mod N^2.$$  

- **Decryption (Dec)**: Take a given ciphertext $[m]$ and $sk$ as inputs, compute

   $$m = L([m]^\lambda \mod N^2) \cdot u \mod N,$$

   where $L(x) = \frac{x-1}{N}$. 


Partial Decryption (PDec): Take a ciphertext \([m] = r^\lambda_1 \cdot (1 + m \cdot N \cdot \lambda_2) \mod N^2\).  

Threshold Decryption (TDec): Take partial decrypted ciphertexts \((M_1, M_2)\) as inputs, TDec computes  
\[ m = L(M_1 \cdot M_2 \mod N^2). \]

The only difference between the PCTD and the Paillier cryptosystem is the former sets two partial private keys \(\lambda_1\) and \(\lambda_2\). If the Paillier cryptosystem is semantic security [3], the PCTD is also semantic security. Moreover, known one partial private key (e.g., \(\lambda_1\)), it is not feasible to calculate the others (i.e., \(\lambda_2\)) due to \(\lambda\) being private. Thus, any adversary cannot decrypt a ciphertext by only one partial private key. The PCTD has additive homomorphism and scalar-multiplication homomorphism properties. Specifically, given \([a], [b], \) and \(c \in Z_N\), we have  
\[ \text{Dec}(\alpha + \beta) = \text{Dec}(\alpha) \cdot \text{Dec}(\beta) \quad \text{and} \quad \text{Dec}(\alpha \cdot \beta) = \text{Dec}(\alpha \cdot \beta) \quad \text{hold}. \]

3 Overview of CrowDFL

In this section, we first elaborate on the workflow of CrowDFL. Then, we present two building blocks used in CrowDFL.

3.1 Overview

Fig. 2 shows the workflow of CrowDFL. The detailed processes are listed as follows:

1. Setup: A requester first sets up sensing data collection tasks and formulates data processing tasks into a federated learning task. Moreover, KGC generates a public/private key pair \(\langle pk, \lambda_p \rangle\) and two partial decryption key pairs \(\langle \lambda_c, \lambda_{sc} \rangle\) and \(\langle \lambda_p, \lambda_{sp} \rangle\). KGC distributes \(pk, \lambda_p, \lambda_{sc}\) to SP, and \(pk, \lambda_{sp}\) to CSP.

2. Local pre-training: Participants first collect sensing data and locally train a model according to sensing tasks and data processing tasks. To protect privacy, participants encrypt training models \(\omega_1, \ldots, \omega_n\) with \(pk\), and send \(\text{Enc}(\omega_i)\) to SP.

3. Model aggregation: SP aggregates encrypted training models and carries out the proposed PriAvgFed algorithm to generate an encrypted global average model \(\tilde{\omega}\), where the proposed PriAvgFed algorithm requires SP and CSP to jointly participate in a privacy-preserving manner. After that, SP calculates one partially decrypted global average model \(\hat{\omega}\), and returns \(\hat{\omega}\) back to participants.

4. Local retraining: Participants decrypt the encrypted global average model \(\hat{\omega}\) to obtain another partially decrypted global average model \(\hat{\omega}_p\). Participants take two partially decrypted global average models \(\hat{\omega}_p\) as inputs to calculate a decrypted global average model \(\bar{\omega}\). Then, participants retrain new models based on collected sensing data and \(\bar{\omega}\) to encrypt new training models, and send encrypted models to SP. Steps (3) and (4) are repeated until reaching maximum training times. The requester obtains the finally encrypted global average model.

5. Reward distribution: SP and CSP jointly execute our proposed privacy-preserving reward distribution protocol (PriRwd) to distribute rewards to each participant.

Note that if a participant drops out due to network connection loss in Step (4), the SP adopts our proposed discard or retransmission strategies to handle it. The details are given in Section 5.

3.2 Building Blocks

To prevent training models from leaking privacy and realize quality-aware in a privacy-preserving manner, we propose two critical building blocks: secure division protocol (SDIV) and secure multiplication protocol (SMUL) to construct a privacy-preserving federated averaging algorithm (PriFedAvg) and privacy-preserving reward distribution mechanism (PriRwd).

3.2.1 Secure Division Protocol (SDIV)

\[ \text{SDIV}(x, y) \rightarrow x/y \] 

**Algorithm 1** SDIV([x], [y]) \(\rightarrow\) \([x/y]\)

**Require:** SP has \([x]\) and \([y]\), where \(x, y \in (0, 2^n)\);
\[ \begin{align*}
\text{(a)} & : X \leftarrow [x]^r \cdot [y]^{a + r} \text{ and } Y \leftarrow [x]^r, \text{ where } a \text{ and } e \text{ are random numbers with } \sigma \text{ bits and } \kappa \text{ bits, respectively, and } r \text{ is a random composite number in } \left[2^{e + 1}, 2^{\log_2 N - \kappa - \sigma - 2}\right]; \\
\text{(b)} & : X_1 \leftarrow \text{PDec}(X, \lambda_{sc}) \text{ and } Y_1 \leftarrow \text{PDec}(Y, \lambda_{sc}) \text{ to CSP}; \\
\text{(c)} & : \text{Send } (\langle X, X_1 \rangle, \langle Y, Y_1 \rangle) \text{ to CSP.}
\end{align*} \]

2. CSP:
\[ \begin{align*}
\text{(a)} & : X_2 \leftarrow \text{PDec}(X, \lambda_{sc}) \text{ and } Y_2 \leftarrow \text{PDec}(Y, \lambda_{sc}); \\
\text{(b)} & : x' \leftarrow \text{TDec}(X_1, X_2) \text{ and } y' \leftarrow \text{TDec}(Y_1, Y_2); \\
\text{(c)} & : \text{Send } (\langle x'/y' \rangle, \langle x' \rangle, \langle y' \rangle) \text{ to SP}; \\
\text{(d)} & : \text{Send } \langle x'/y' \rangle \text{ to SP.}
\end{align*} \]

3. SP:
\[ \begin{align*}
\text{(a)} & : [a] \leftarrow \text{Enc}(\alpha, pk) \text{ and } [e + r] \leftarrow \text{Enc}(e + r, pk); \\
\text{(b)} & : [x/y] \leftarrow [x'/y'] \cdot [a]^{N-10^k} \cdot [e + r]^{N-1}.
\end{align*} \]

SDIV needs cooperation between SP and CSP. Particularly, SP and CSP do not know each other’s private information. Specifically, SP has \([x]\) and \([y]\), where \(x, y \in (0, 2^n)\) and \(\kappa\) is the number of bits on the upper bound of \(x, y\) such as \(\kappa = 32\). The goal of SP is to obtain \([x/y]\). If \(x/y\) is decimal, we use a rounding factor \(L\) to transform \(x/y\) into an integer, i.e., \([x/y] = \lfloor x/y \cdot 10^L \rfloor\). For simplify, \([x/y]\) is denoted by \(x/y\). Let \(\sigma\) be the statistical security parameter, such as \(\sigma = 80\). The processes of SDIV are briefly described below: (1) SP obscures \(x\) and \(y\) by adding random noises in the ciphertexts. After that, SP partially decrypts \(X, Y\) into \(X_1, Y_1\) with a partial key \(\lambda_{sc}\) and sends \(\langle (X, X_1), (Y, Y_1) \rangle\) to CSP. (2) CSP calls PDec and TDec to obtain \(x', y'\). Next, CSP calculates \(x'/y'\). It is easy to verify that \(x'/y' = x/y + a + e + r\). CSP sends the encrypted...
Since $1$ to jointly calculate an encrypted global average model, the additivity homomorphism of PCTD is used to compute the sum of encrypted training models. Besides, the proposed SDIV is used to calculate the average of encrypted training models.

### 4.1 Training Model Encryption

The Paillier cryptosystem only works on the integer field, that is, a message $m$ to be encrypted should be an element of $\mathbb{Z}_N$. However, $\omega_i$ may be decimal. To tackle this problem, we introduce a rounding factor $L$ that is larger than the maximum number of decimal places of $\omega_i$. Formally, $\omega_i \leftarrow [\omega_i \cdot L]$. For example, suppose the maximum number of decimal places is 5 and $L = 6 (L > 5)$, given a decimal $a = -1.234$, $[a] = -1.234 \cdot 10^5 = -123400$. Particularly, if $a = 1.2345678$ and $L = 6$, $[a] = 1234567$.

In CROWDFL, we assume all decimals are denoted by the fixed-point number and the decimal places is $\ell$. Given a decimal number $a$ with finite decimal places and the rounding factor $L (L > \ell)$, $a$ is encrypted into $[[a]]$ (in this paper, $[[a]]$ is abbreviated to $[a]$). Noted that if $|a| = -5$ and $N = 21$, $[[a]] = [16]$. Moreover, suppose $L = 6$ and $h = \text{Dec}([[31415]]), h$ denotes the decimal 0.031415.

### 4.2 PriFedAvg Design

**Algorithm 3 PriFedAvg**([[δ]]$_i \cdot \omega_i, [\bar{\delta}_i])$$_{i=1}^n \rightarrow [\omega_T]$

**Require:** SP has $\{[[\bar{\delta}_i]], [\omega_i] \}_{i=1}^n$, and the requester obtains $[\omega_T]$.

1. Participants train initial models and upload encrypted training models messages $\{[[\bar{\delta}_i]], [\omega_i] \}_{i=1}^n$ to SP;
2. for $j = 1$ to $T$ do
3. SP initializes $M = [\bar{\delta}_1] \cdot [\omega_1]$ and $D = [\bar{\delta}_1];$
4. for $i = 2$ to $n$ do
5. SP calculates $M \leftarrow M \cdot [\bar{\delta}_i] \cdot [\omega_i]$ and $D \leftarrow D \cdot [\bar{\delta}_i];$
6. end for
7. SP and CSP jointly execute $[\omega_T] \leftarrow \text{SDIV}(M, D);$
8. if $j$ equals to $T$ then
9. SP sends $[\omega_T]$ to the requester and exits algorithm;
10. end if
11. SP computes $[\omega_j]_1 \leftarrow \text{PDec}([\omega_j], \lambda_{sp})$ and sends $[\omega_j], [\omega_j]_1$ to participants;
12. Participants calculates $[\omega_j]_2 \leftarrow \text{PDec}([\omega_j], \lambda_p)$ and $[\omega_j]_2 \leftarrow \text{TDec}([\omega_j]_1, [\omega_j]_2)$;
13. Participants take $\omega_j$ and sensing data set $[D_i]_{i=1}^n$ as inputs and retrain new models. Next, participants send encrypted training models messages $\{[[\bar{\delta}_i]], [\omega_i] \}_{i=1}^n$ to SP;
14. end for

Based on the proposed SDIV, we can design a privacy-preserving federated average algorithm (PriFedAvg), which enables SP and CSP to jointly calculate an encrypted global average model. In PriFedAvg, SP and CSP do not have knowledge of the global average model. PriFedAvg is shown in Algorithm 3. $\bar{\delta}_i$ is the amount of a participant $i$ owning training data items, i.e., $\bar{\delta}_i = |D_i|$. $T$ denotes the maximum training rounds. A brief description of Algorithm 3 is given below.
Participants train local models based on collected sensing data and the aggregated global average model, and encrypt and upload encrypted training models to SP (Line 1 and Line 13). To generate a global average model in a privacy-preserving manner, after aggregating participants’ encrypted training models, SP first calculates the sum of encrypted training models (Lines 3-6). Next, SP and CSP jointly carry out the proposed SDIV to compute the global average model in a ciphertext field (Line 7). In general, each participant needs to obtain a global average model to train a new model before reaching maximum training rounds. To this end, SP partially decrypts the encrypted average model, and then the participant can compute the global average model by using $\text{PDec}$ and $\text{TDec}$ in turn (Lines 11-12).

Arguably, given $\sum_{i=1}^{n} \delta_i \omega_i$ ($\pi = \sum_{i=1}^{n} \delta_i$), a participant $i$ that only knows $\omega_i$, $\delta_i$ fails to learn other participants model parameters. Moreover, SP and CSP jointly calculate the global average model in the ciphertext field. Thus, PriFedAvg does not disclose participants model privacy.

5 Strategy Against Dropout

To the best of our knowledge, existing solutions [5,13] usually adopt the reconstruction capability of threshold secret sharing to keep robustness against dropped participants. Unfortunately, a solution based on the threshold secret sharing requires more computation and network connections. If a participant may lose a network connection, it may be an unrealistic countermeasure to require the participant to build more network connections to restrain the network connection loss. To relieve this dilemma, we propose discard and retransmission strategies against participant dropouts.

5.1 Discard Strategy

The key idea of discard strategy is that even though one participant disconnects, other online participants can still collaboratively produce a global average model.

**Definition 1 (Discard Strategy).** Considering unstable wireless network connections, SP sets a time interval, e.g., $[t_0, t_0 + t_\Delta]$. Participants’ training models only submitted in the time range $[t_0, t_0 + t_\Delta]$ are considered a valid training model. Participants’ training models submitted beyond the time range $[t_0, t_0 + t_\Delta]$ are discarded.

Suppose participants’ training model collection $\Omega = \{\omega_1, \cdots, \omega_n\}$, where each participant $i$ trains a model $\omega_i$. According to Algorithm 3 (PriFedAvg), $n$ training models can generate a global average model as follow

$$\bar{\omega}^{(n)} = \frac{\sum_{i=1}^{n} \delta_i \cdot \omega_i}{\sum_{i=1}^{n} \delta_i}. \tag{3}$$

Without loss of generality, we assume that the participant $n$ drops out during model aggregation. Apparently, $n-1$ participants’ training models can still produce a global average model, i.e.,

$$\bar{\omega}^{(n-1)} = \frac{\sum_{i=1}^{n-1} \delta_i \cdot \omega_i}{\sum_{i=1}^{n-1} \delta_i}. \tag{4}$$

Let $\Delta = \text{Eq. (4)} - \text{Eq. (3)}$, we have

$$\Delta = \frac{\sum_{i=1}^{n-1} \delta_i \cdot \omega_i}{\sum_{i=1}^{n-1} \delta_i} - \frac{\sum_{i=1}^{n} \delta_i \cdot \omega_i}{\sum_{i=1}^{n} \delta_i} = \frac{\delta_n \cdot (\bar{\omega}^{(n)} - \omega_n)}{\sum_{i=1}^{n-1} \delta_i}. \tag{5}$$

As $\bar{\omega}^{(n)}$ is the average model of $n$ participants’ training models, $\omega_n$ is close to $\bar{\omega}^{(n)}$. Therefore, when $\frac{\delta_n}{\sum_{i=1}^{n} \delta_i}$ is sufficiently large, $\Delta$ will be extremely small. Particularly, if $\omega_n$ is far from $\bar{\omega}^{(n)}$, $n-1$ participants’ training models will be closer to $\bar{\omega}^{(n-1)}$ when $\omega_n$ is discarded. Hence, the influence of a discarded training model on the global average model is limited.

Now, considering $k$ participants may drop out, we can learn that

$$\bar{\omega}^{(n-k)} = \frac{\sum_{i=1}^{n-k} \delta_i \cdot \omega_i}{\sum_{i=1}^{n-k} \delta_i}. \tag{6}$$

Let $\Delta = \text{Eq. (6)} - \text{Eq. (3)}$, we can derive

$$\Delta = \frac{\sum_{i=1}^{n-k} \delta_i \cdot \omega_i}{\sum_{i=1}^{n-k} \delta_i} - \frac{\sum_{i=1}^{n} \delta_i \cdot \omega_i}{\sum_{i=1}^{n} \delta_i} = \frac{\sum_{i=n-k+1}^{n} \delta_i \cdot (\bar{\omega}^{(n)} - \omega_i)}{\sum_{i=1}^{n-k} \delta_i}. \tag{7}$$

Since $\bar{\omega}^{(n)}$ is the global average model of $n$ participants’ training models, $\omega_i (n-k+1 \leq i \leq n)$ is close to $\bar{\omega}^{(n)}$. Thus, when $\frac{\sum_{i=n-k+1}^{n} \delta_i}{\sum_{i=1}^{n-k} \delta_i}$ is big enough, $\Delta$ will be very small. Besides, if $k$ dropped participants’ training models are far from $\bar{\omega}^{(n)}$, $n-k$ participants’ training models are closer to $\bar{\omega}^{(n-k)}$. Thus, discarded training models have limited influences on the global average model. Take together, it is not difficult for us to observe that even though dropped participants’ training models are discarded, online participants can still produce a global average model which is close to that all participants are online to produce.

5.2 Retransmission Strategy

The key idea of a retransmission strategy is that a new global average model can be recalculated when a calculated global average model and a retransmitted model are given.

**Definition 2 (Retransmission Strategy).** Considering unstable wireless network connections, SP allows a dropped participant to resubmit a training model $\omega_n$ via connecting again. Specifically, given a global average model $\bar{\omega}^{(n-1)}$ of $n-1$ participants and the reuploaded training model $\omega_n$, SP recalculates a new global average model and sends the new average model to all online participants.

Without loss of generality, we assume that the participant $n$ drops out but resubmits a training model. According to our proposed PriFedAvg, we can learn that SP has $\|\sum_{i=1}^{n} \delta_i \cdot \omega_i\|$. Given $\|\delta_n \cdot \omega_n\|, \|\delta_n\|$, SP can calculate

$$\|\sum_{i=1}^{n} \delta_i\| = \|\sum_{i=1}^{n-1} \delta_i\| + \|\delta_n\|, \tag{8}$$

$$\|\sum_{i=1}^{n} \delta_i \cdot \omega_i\| = \|\sum_{i=1}^{n-1} \delta_i \cdot \omega_i\| + \|\delta_n \cdot \omega_n\|. \tag{9}$$

After that, SP and CSP can jointly execute $\text{SDIV}([\sum_{i=1}^{n} \delta_i \cdot \omega_i], [\sum_{i=1}^{n} \delta_i])$ to obtain $\bar{\omega}^{(n)}$. After that, SP calculates $\bar{\omega}^{(n)}_1 \leftarrow \text{PDec}([\bar{\omega}^{(n)}], \lambda_{sp})$ and sends $\bar{\omega}^{(n)}_1$ to all online participants. Once receiving $\bar{\omega}^{(n)}_1$, participants can calculate $\bar{\omega}^{(n)}_2 \leftarrow \text{PDec}([\bar{\omega}^{(n)}], \lambda_p)$ and $\bar{\omega}^{(n)} \leftarrow \text{PDec}([\bar{\omega}^{(n)}], \lambda_p)$.
distribution mechanism as follows. Therefore, participants can obtain a global average model of \( n \) training models. Note that if SP has already sent the global average model to participants, the dropped participant’s training model is still discarded.

6 Privacy-preserving Reward Distribution

Incentive mechanism design is a significant research field in both MCS [26], [35], [36]. To achieve the incentive mechanism’s truthfulness and fairness, we adopt a “posted pricing” mechanism [9], [26], which has been proved that is truthfulness and fairness [37]. The challenge of a “posted pricing” mechanism is to set a reasonable price for each participant.

CROWDFL adopts a federated learning approach to out-sources data process to participants, which requires participants to train models multiple times until the global average model converging or reaching the maximum number of iterations \( T \). Besides, a participant might drop out in each round of model aggregation, which fails to submit a training model. Thus, in each round model aggregation, our proposed reward distribution mechanism pays rewards for participants. Particularly, if a participant drops out in one round model aggregation, the participant can submit her training model in the next round model aggregation to obtain a reward.

In CROWDFL, a requester takes a final global average model \( \bar{\omega} \) as a sensing result. Arguably, if a participant’s training model \( \omega_i \) is closer to \( \bar{\omega} \), the participant’s training model \( \omega_i \) is more effective. Therefore, the participant should obtain more rewards. In general, the participant collect more data than others. Besides, an effective reward distribution should consider the amount of collected sensing data. We propose a reward distribution mechanism as follows.

\[
\begin{align*}
\mu_i &= b_i \cdot \frac{\sum_{i=1}^{n} \delta_i}{\sum_{i=1}^{n} w_i} \\
\delta_i &= \frac{d(\omega_i, \bar{\omega})}{\sum_{i=1}^{n} d(\omega_i, \bar{\omega}) - d(\omega_i, \bar{\omega}) + \epsilon}, \quad (10)
\end{align*}
\]

where \( w_i \) and \( \mu \) are the model weight and the reward of a participant \( i \), respectively, and \( b_i \) is a budget constraint in one round model aggregation. \( d \) is to quantize the distance between \( \omega_i \) and \( \bar{\omega} \). Formally, \( d(\omega_i, \bar{\omega}) = (\omega_i - \bar{\omega})^2 \). \( \epsilon \) is a control parameter that ensures \( d(\omega_i, \bar{\omega}) + \epsilon \neq 0 \) in CROWDFL, \( \epsilon = \frac{1}{\text{Max}} \). From (10), we can see that a training model is closer to the global average model, the larger the model’s weight is and the more the model’s reward is. Besides, if \( \omega_i = \omega_j \) and \( \delta_i > \delta_j, \mu_i > \mu_j \).

To prevent privacy leakage during reward distribution, we design a privacy-preserving reward distribution mechanism (PriRwd) based on the proposed SMUL. The goal of PriRwd is to calculate Eq. (10) in the ciphertext field. PriRwd is shown in Algorithm 4 whose brief description is given below.

The first for loop (Lines 1-6) is to calculate the distance between \( \omega_i \) and \( \bar{\omega} \). Specifically, the ciphertexts of \( \sum_{i=1}^{n} d(\omega_i, \bar{\omega}) \) and \( (\sum_{i=1}^{n} \delta_i) \cdot (d(\omega_i, \bar{\omega}) + \epsilon) \) are calculated through the proposed SMUL, where \( \epsilon \) is set as \( 10^{-\text{L}} \). The second for loop (Lines 7-9) is to calculate the ciphertexts of model weights \( w_i \) and \( b_i \cdot w_i \). Specifically, the algorithm calls the proposed SMUL and SDIV to compute \( w_i \) and \( b_i \cdot w_i \), respectively. The last for loop is to calculate \( \mu_i \) by using the proposed SDIV.

After obtaining \( \mu_i \), SP can calculate \( \mu_i,1 \leftarrow \text{PDec}(\mu_i, \lambda_{sp}) \) and sends \( \mu_i,1 \) to the participant \( i \). Once receiving \( \mu_i,1 \), the participant can compute \( \mu_i,2 \leftarrow \text{PDec}(\mu_i, \lambda_{pr}) \). Finally, the participant can obtain her reward \( \mu_i \) by using the TDec to decrypt (\( \mu_i,1, \mu_i,2 \)). From Algorithm 4, we can see that only the participant can obtain her reward \( \mu_i \). Particularly, to prevent the requester from refusing to pay rewards for participants, the PriRwd requires the requester to pay rewards to SP in advance.

7 Privacy Analysis

In this section, we firstly demonstrate that our proposed SDIV and SMUL do not leak input data privacy. Then, we prove that the proposed PriFedAvg and PriRwd can protect model privacy and reward privacy.

Theorem 1. In SDIV, given \( [x] \) and \( [y] \), SP and CSP without collusion cannot learn \( x, y, \) and \( x \div y \).

Proof. As the Paillier cryptosystem is semantic-security, given \( [x], [y] \), and \( [x \div y] \), SP without a private key \( \lambda \) fails to obtain \( x, y, \) and \( x \div y \).

CSP can only obtain the intermediate results of computations, i.e., \( rx + (ra + e) \cdot y, ry, \) and \( x \div y + a + e \div y \). However, as there is no a known efficient, non-quantum integer factorization algorithm to factorize a sufficiently larger composite number, CSP cannot factorize \( ry \) into a product of smaller integers. Formally, \( \text{Pr}[ry = q_1 \cdot q_2 \cdots q_m | ry] < \epsilon \), where \( \epsilon \) is a negligible probability. Even though CSP can learn a factor \( q_j \), he cannot determine whether \( q_j \) is a factor of \( r \) or that of \( y \). In other words, even if CSP can learn \( q_1, q_2, \ldots, q_m \), he fails to obtain the factorization of \( y \), i.e., \( y = q_1 \cdot q_2 \cdots q_m (q_j \in \{ q_1, q_2, \ldots, q_m \}) \). Thus, given \( ry \), CSP has no knowledge of \( y \). Similarly, CSP cannot learn \( r \).
Given $rx + (\alpha + e) \cdot y$ and $x \div y + \alpha + e \div r$, as $(\alpha + e) \cdot y$ and $\alpha + e \div r$ are random, and the binary length of $(\alpha + e) \cdot y$ is larger than $rx$ as well as that of $\alpha + e \div r$ is larger than $x \div y$, $rx + (\alpha + e) \cdot y$ and $x \div y + \alpha + e \div r$ are indistinguishable from random values. As a matter of fact, when $(\alpha + e) \cdot y$ and $\alpha + e \div r$ are sufficiently larger, in the view of CSP, $rx + (\alpha + e) \cdot y$ and $x \div y + \alpha + e \div r$ are encrypted by one-time pad. Hence, CSP has no knowledge of $rx$ and $x \div y$.

Taken together, SP and CSP with collusion cannot learn $x$, $y$, and $\frac{x}{y}$.

**Theorem 2.** In $\text{SMUL}$, given $[x]$ and $[y]$, SP and CSP without collusion cannot learn $x$, $y$, and $xy$.

**Proof.** As the Paillier cryptosystem is semantic-security, given $[x]$, $[y]$, and $[xy]$, SP without private key $\lambda$ fails to learn $x$, $y$, and $xy$.

CSP can obtain the intermediate computation results, i.e., $x + r_1$ and $y + r_2$. However, as long as $\sigma > \ell$, in the view of CSP, $x + r_1$ and $y + r_2$ are indistinguishable from random values. In essence, $x + r_1$ and $y + r_2$ are encrypted by one-time pad. One-time pad has been proved that is perfectly secret [38]. Therefore, even though CSP can obtain $x + r_1$, $y + r_2$, and $(x + r_1) \cdot (y + r_2)$, he has no knowledge of $x$, $y$, and $xy$.

Taken together, SP and CSP without collusion cannot learn $x$, $y$, and $xy$.

**Theorem 3.** The proposed PRIFedAvg does not leak a participant’s training model to other entities.

**Proof.** As the proposed SDIV can prevent SP and CSP from learning input data and the calculation result, SP and CSP fail to obtain a participant’s training model.

Each participant can obtain $\delta = \sum_{i=1}^{n} \delta_i \cdot \omega_i$, however, as the participant fails to learn $\sum_{i=1}^{n} \delta_i \cdot \omega_i$ and $\sum_{i=1}^{n} \delta_i$, the participant cannot learn other participants’ training models. Similarly, although a requester can get $\delta$, the requester cannot learn participants’ training models.

Taken together, no entity except for the participant herself can learn the participant’s training model.

**Theorem 4.** The proposed PRIRwd does not leak a participant reward.

**Proof.** According to Theorem 1 and Theorem 2, the SDIV and the SMUL do not leak input data and calculation results. Thus, SP and CSP fail to obtain a participant reward.

Besides, the participant is only given $\langle [\mu_i], [\mu_i, 1] \rangle$, hence, the participant only obtains her reward.

Taken together, only the participant can learn her reward.

## 8 Performance Evaluation

In this section, we evaluate the effectiveness and efficiency of the proposed CROWDFL from the views of theoretical analysis and experimental testing.

**Dataset.** Considering a practical MCS application that recognizes human activity through MCS [39], we utilize Actitacker dataset [40] released by WISDM lab. The sensing data is collected by 36 participants using smartphones in their pockets. Moreover, participants are responsible for processing collected data in end-devices. In our experiments, we set 36 participants according to the Actitacker dataset, and each participant owns 13230 data records (each data record represents one acceleration in three spatial coordinates, and each activity consists of 270 data records). To evaluate the effectiveness, participants’ sensing data is set as training data, which accounts for 70% of the total experimental data. The remaining 30% of data is used as test data. The distribution of six activities is shown in Table 2, and each activity depends on the acceleration of three spatial coordinates. As illustrated in Table 2, the training data is unbalanced.

**Configuration.** We implement CROWDFL in Java and adopt DeepLearning4j [41] to train a three-layer neural network. We utilize a Windows 10 desktop, with an Intel(R) Core(TM) i7-8700 CPU @3.20GHz and 16.0GB RAM, to serve as SP and CSP. Moreover, we deploy an Android 10 smartphone, with HUAWEI Kirin 980 and 8.0GB RAM, to simulate 36 participants. We set the security parameter of the PCTD as $\zeta = 1024$ and use a Shamir’s Secret Sharing algorithm over GF(256) from Maven Repository to split training models. We set up parameters in CROWDFL as follows. The learning rate is $\eta = 0.001$, the batch size is $B = 50$, epochs are $E = 30$, the number of input nodes, output nodes, and hidden nodes is 270, 6, and 1000, respectively.

### 8.1 Effectiveness Analysis

In this section, we demonstrate the proposed CROWDFL is effective. The CROWDFL consists of the PRIFedAvg, PRIFedRwd, and PRIFedRwd with FL-D (CROWDFL-FL-D) and FL-R (CROWDFL-FL-R) strategies against participant dropouts, and the PRIFedAvg. Arguably, if all of the components of the CROWDFL are effective, the CROWDFL can be considered as effective.

To demonstrate the effectiveness of the PRIFedAvg, we firstly compare the PRIFedAvg, non-federated neural network (NN), and FedAvg from accuracy, precision, recall, and F1 Score. The comparison results are shown in Table 3. Table 3 shows that the difference between FedAvg and NN reduces through multiple interactions. When the number of iterations reaches a certain number (e.g., 5), the accuracy difference is lower than 0.01, and the difference in the recall is lower than 0.03. The difference between the MAD (Mean Absolute Deviation) of FedAvg and NN is less than 0.03. Moreover, from Table 3, it can be observed that our proposed PRIFedAvg has the same results in accuracy, precision, recall, and F1 Score with the FedAvg when the PRIFedAvg is iterated five times. Thus, we can conclude that the PRIFedAvg is as effective as the FedAvg.

Figs. 3(a) and 3(b) show the results of comparison of accuracy and F1 score among NN, CROWDFL-D (CROWDFL with a discard strategy), and CROWDFL-R (CROWDFL with a retransmission strategy) in different dropout rates. Particularly, we assume that training models of 50% dropped

2. https://deeplearning4j.org/
participants are retransmitted in CROWDFL-R. As depicted in Fig. 3, we can learn that CROWDFL has better performance in accuracy and F1 score than non-federated NN. Moreover, as dropped participants’ training models in CROWDFL-R are retransmitted, CROWDFL-R is generally more accurate than CROWDFL-D, and has a larger F1 score than CROWDFL-D. According to the results of Fig. 3, it is not difficult to conclude that the proposed strategies against participant dropouts in CROWDFL are feasible. Furthermore, the CROWDFL-R might be more robust against dropped participants than the CROWDFL-D.

If an average model is considered as an effective model, a participant’s training model is closer to the average model and is more efficient. In our proposed reward distribution mechanism, if a participant’s training model is closer to the average model (i.e., \(d(\omega_i, \bar{\omega})\) is less), the participant’s model weight (i.e., \(w_i\)) is larger and receives more rewards (i.e., \(\mu_i\)). Fig. 4 shows experimental results of reward distributions. Particularly, we randomly choose the second iteration and the fourth iteration to illustrate our proposed reward distribution mechanism’s feasibility, and the incentive budget of each iteration is set as \(b_2 = b_4 = \$36\). According to Figs. 4(a) and 4(b), we can see that the less \(d(\omega_i, \bar{\omega})\) is, the larger \(w_i\) is. Besides, multiple iterations can reduce \(d(\omega_i, \bar{\omega})\) meaning that a training model is closer to an average model, the training model is more effective. From Figs. 4(b) and 4(c), we can learn that \(\mu_i\) is positively correlated with \(w_i\). In other words, the larger \(w_i\) is, the more \(\mu_i\) is. Taken together, it can be concluded that the proposed reward distribution mechanism can motivate participants to train a more effective model.

### 8.2 Efficiency Analysis

**1) Theoretically Analysis:** Table 4 shows the comparison between CROWDFL and PPFDL [23]. Compared to PPFDL, our proposed CROWDFL provides privacy-preserving federate average (PriFedAvg) and privacy-preserving reward distribution (PriRwd). Similar to PPFDL, the CROWDFL adopts two servers to support privacy-preserving training models aggregation, but the difference between PPFDL and CROWDFL is that any server in CROWDFL does not have a private key of a requester. From Algorithm 3 we can see that the proposed PriFedAvg requires SP to execute \(2n - 2\) times PRAdd to obtain \(\sum_{i=1}^{n} \delta_i \cdot \omega_i\) and \(\sum_{i=1}^{n} \delta_i\). After that, SP and CSP jointly perform the proposed SDIV to obtain \(\sum_{i=1}^{n} \delta_i \cdot \omega_i\). Although the computation cost of a participant in PriFedAvg is slightly larger than that of a participant in PPFDL, the PriFedAvg avoids executing secure multiplication protocols between SP and CSP, which reduces computation costs of SP and CSP. Besides, PPFDL needs perform the SecDiv for multiple times, while the PriFedAvg only requires to execute the SDIV for once. The SecDiv requires not only needs two servers, but also two servers to build a garbled circuit. Contrasted to the SecDiv, the SDIV only requires two servers to execute secure computations. Thus, it can be said that our proposed SDIV is more efficient. From Table 4, we can observe that the computation cost of PriFedAvg and PriRwd is even lower that of PPFDL. One possible explanation is that PPFDL requires to multiple iterations to generate an average model.

Suppose the binary length of a ciphertext encrypted by the Paillier cryptosystem be \(L\), Table 5 compares communication overhead and communication round between CROWDFL and PPFDL. Comparing PPFDL with PriFedAvg, it is easy to see that the communication cost and communication round of two servers in CROWDFL are less than that of two servers in PPFDL. Note that
TABLE 4
Comparison of Computation Overhead between CROWDFL and PPFDL

| Scheme   | Computation cost | SP                      | CSP                      | Participants |
|----------|------------------|-------------------------|--------------------------|--------------|
| PPFDL \[23\] | $K((4n - 3) \cdot \text{PAdd} + 2n\text{SMUL} + (n + 1) \cdot \text{SecDiv}$ | $K(2n\text{SMUL} + (n + 1) \cdot \text{SecDiv})$ | Enc + Dec |
| PriFedAvg | $(2n - 2)\text{PAdd} + \text{SDIV}$ | $\text{SDIV}$ | $2\text{Enc} + \text{PMul} + \text{PDec} + \text{TDec}$ |
| PriRwd   | $(4n - 2)\text{PAdd} + n\text{PMul} + 4n\text{SMUL} + 2n\text{SDIV}$ | $4n\text{SMUL} + 2n\text{SDIV}$ | Enc |

Note. \(n\) is the number of participants. \(\text{PAdd}\) and \(\text{PMul}\) denotes one Paillier homomorphic addition (i.e., \([x + y] \leftarrow [x] \cdot [y]\)) and one Paillier homomorphic multiplication (i.e., \([xy] \leftarrow [y]^x\)), respectively. \(\text{SecDiv}\) is a secure multiplication protocol proposed by PPFDL \[23\]. \(K\) denotes the iteration times of PPFDL.

The communication cost of a participant in CROWDFL is slightly higher than that of a participant in PPFDL. One possible explanation is that the participant in CROWDFL is responsible for computing \([\delta_i \cdot \omega_i]\) instead of SP and CSP. The participant who knows \(\delta_i\) and \(\omega_i\) has less computation cost to obtain \([\delta_i \cdot \omega_i]\) than SP only knowing \([\delta_i]\) and \([\omega_i]\). During reward distribution (see Algorithm 3), as PriRwd needs to execute secure computation protocols multiple times, communication cost and communication round of SP and CSP increase. Even so, when \(K > 3\), the communication cost and communication round of PPFDL are larger than that of CROWDFL.

To keep robustness against participant dropouts, traditional solutions usually employ secret sharing, such as Shamir secret sharing, which is able to recover a secret through multiple shares. In essence, it is to recover the secret through redundant information. Formally speaking, suppose a secret \(s\), to recover \(s\), \(s\) is firstly split multiple shares (i.e., \(n\) shares). Then, \(s\) can be recovered by \(t\) of \(n\) shares (in this paper, we set \((t, n) = (3, 5)\)). Thus, the computation overhead of PPFL \[15\] that adopts secret sharing to restrain dropped participants, is to execute one secret sharing. Besides, PPFL \[15\] requires a participant to communicate with \(n\) other participants and share shares with the server to recover a model. In contrast to PPFL, a dropped participant’s training model in the proposed CROWDFL is either discarded or retransmitted. The participant does not need to execute extra computation. The sensing platform requires to perform twice homomorphic addition and one SDIV. When CROWDFL utilizes the discard strategy, there is no additional communication between a participant and the requester. When the retransmission strategy is adopted, a participant needs to resubmit her training model to SP. Meanwhile, if SP receives the dropped participant’s training model before sending the encrypted global average model to participants, there is still no additional communication for the SP. The above analyses are listed in Table 6.

Discussion. To restrain a participant dropout, it is unadvisable to require the participant to build more connections. Firstly, if a participant may drop out, the participant is likely to fail to establish multiple connections with other participants due to an unstable connection. Besides, if a participant can maintain multiple stable connections with other participants, it is more feasible for the participant to establish one stable connection with SP. Furthermore, the latter requires less computation and communication overhead.

2) Experimental Results: Next, we give experimental results to illustrate the efficiency of CROWDFL. In the above experiment setting, time comparisons of the training model and encrypting model between CROWDFL and PPFDL are shown in Fig. 5, where the suffix “I” means the initial training, and the suffix “A” indicates the training again given an average model. Fig. 5(a) shows that the time of initial training is less than that of training again. One possible explanation is that the latter requires to load the average model. Besides, for the same model parameters and training machine, CROWDFL and PPFDL have the same training time. As depicted in Fig. 5(b), we can observe that encrypting model time of CROWDFL is almost the same as that of PPFDL. Compared to PPFDL, CROWDFL only requires to extra encrypt \(\delta_i\), i.e., \([\delta_i]\). The amount of extra encryption is much less the number of training model parameters to be encrypted. Thus, as the Paillier cryptosystem is efficient, the increased encryption time of CROWDFL is almost negligible.

As depicted in Fig. 6, we can see comparison results of averaging model time and decrypting model time between CROWDFL and PPFDL \[23\]. To be fair in comparison, we set \(K = 1\) and use SDIV instead of SecDiv. From Fig. 6(a), it is easy to observe that the averaging model time of CROWDFL is far less than that of PPFDL, which is consistent with the results of theoretical analysis in Table 4. Unlike the FedAvg, PPFDL requires to calculate participants’ weights before averaging training models, which increases the computational cost of averaging models. Thus, it can be said that CROWDFL is more efficient than PPFDL to average training models. Fig. 6(b) shows decrypting average model time,
TABLE 5
Comparison of Communication Overhead between CrowdFL and PPFDL

| Scheme         | Communication cost | Communication round |
|----------------|--------------------|---------------------|
|                | SP                 | CSP                | Participant | SP | CSP | Participants |
| PPFDL [23]     | \(K((11n + 3)L + (n + 1)(|GC| + 5n))\) | \(K((9n + 3)L + (n + 1)(|GC| + 5n))\) | 2L | 10n + 4 | 8n + 4 | 2 |
| PriFedAvg      | \((4n + 5)L\)      | 5L                 | 4L | 2n + 2 | 2 | 2 |
| PriRwd         | 31nL               | 30nL               | L | 13n | 12n | 1 |

Note. \(n\) is the number of participants. \(L\) is the binary length of a ciphertext encrypted by the Paillier cryptosystem. \(h\) is the binary length of garbled values in the Garbled Circuits. \(|GC|\) indicates the binary length of the Garbled Circuits that takes \(x + h_x, y + h_y, r, h_s,\) and \(h_u\) as inputs, and outputs \(x/y - r\).

TABLE 6
Comparison of Computation and Communication Overhead against Participants Dropout

| Schemes        | Computation overhead | Communications round |
|----------------|----------------------|----------------------|
|                |                      | Participant | SP | CSP |
| CrowdFL-D      | –                    | 0          | 0  | 0   |
| CrowdFL-R      | 12.3 S               | 1          | 2  | 2   |
| PPFL [15]      | 3.4 S                | \(m + 1\)  | \(t\) | –   |

Fig. 6. Comparisons of averaging model time and decrypting model time.

Fig. 7. Reward distribution and its running time.

aggregation), rewards for the participant will increase round by round, whereas, rewards for the participants will reduce round by round. Fig. 7(b) gives the running time for reward distribution. Combining with Fig. 6 (a) and Fig. 7(b), it can be seen that the running time of PriFedAvg and PriRwd approximately equals to that of the averaging model in PPFDL with one-time iteration. Thus, it can be concluded that PriRwd is efficient.

9 CONCLUSION

In this paper, we propose a privacy-preserving mobile crowdsensing (MCS) system based on federated learning, called CrowdFL. In CrowdFL, we outsource data collection and data processing to participants. Specifically, we propose a privacy-preserving federated averaging algorithm (PriFedAvg) to enable participants to locally process sensing data and protect training model privacy. Besides, we present discard and retransmission strategies to keep robustness against dropped participants and reduce the computation and communication overhead. Finally, to encourage participation, we design a privacy-preserving reward distribution mechanism (PriRwd) based encrypted training model. Experimental evaluations over a real-world dataset demonstrate that our proposed CrowdFL is feasible and efficient. In future work, we will focus on how to prevent participants from cheating in a privacy-preserving manner.
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