State-space models of impulse hemodynamic responses over motor, somatosensory, and visual cortices
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Abstract: The paper presents state space models of the hemodynamic response (HR) of fNIRS to an impulse stimulus in three brain regions: motor cortex (MC), somatosensory cortex (SC), and visual cortex (VC). Nineteen healthy subjects were examined. For each cortex, three impulse HRs experimentally obtained were averaged. The averaged signal was converted to a state space equation by using the subspace method. The activation peak and the undershoot peak of the oxy-hemoglobin (HbO) in MC are noticeably higher than those in SC and VC. The time-to-peaks of the HbO in three brain regions are almost the same (about 6.76 ± 0.2 s). The time to undershoot peak in VC is the largest among three. The HbO decreases in the early stage (~0.46 s) in MC and VC, but it is not so in SC. These findings were well described with the developed state space equations. Another advantage of the proposed method is its easy applicability in generating the expected HR to arbitrary stimuli in an online (or real-time) imaging. Experimental results are demonstrated.
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This paper addresses a method for the reconstruction of a hemodynamic response (HR) for arbitrary stimuli in three different brain regions: the motor cortex (MC), the somatosensory cortex (SC), and the visual cortex (VC). In each cortex, an impulse HR function in state space form is first developed. Then, it is used to generate the expected HR for arbitrary stimuli. To
that end, the state space method in dynamics and control is utilized. The coefficient matrices in the formulated state space equation are estimated by the subspace identification method. The main advantage of the state-space-based HR function lies in its generality (i.e., not restricted to a box-car-type stimulus). Also, it can describe the detailed characteristics of HR in terms of peak, undershoot, rise time, deactivation time, etc.

In the fMRI technique, the canonical HR function for a brain activity was modeled in the form of a linear combination of two gamma functions [1,2] or the Gaussian function [3]. The HR usually has been predicted by convolving the canonical HR function in fMRI with an experimental paradigm. The predicted HR and its derivatives have been utilized to establish the design matrix in the general linear model (GLM) [1,2,4], where the associated coefficients indicate the activity strengths of the signals [5]. Additionally, the blood-oxygen-level-dependent HR has been modeled as a balloon model [6,7], which was proved to be sufficient to account for nonlinearities in the event-related response [7]. In this model, a system of differential equations was utilized to describe the nonlinear relationship among deoxyhemoglobin (HbR), blood volume, and total hemoglobin (HbT). Moreover, a dynamic causal model was utilized to build interconnections among selected brain regions [8,9] wherein the HR of each brain area was simulated by the balloon model and neuronal states.

In recent years, functional near-infrared spectroscopy (fNIRS) has been used as an alternative non-invasive brain imaging technique to fMRI [10–15]. fNIRS determines the concentration changes of oxy-hemoglobin (HbO) and HbR in tissues by measuring light-absorption variations at multi-wavelengths [16]. However, in most works related to GLM [4,10,17,18], the canonical HR function was borrowed from the fMRI literature [19]. Recently, a state space model has been utilized to reconstruct the HR to an impulse stimulus from the motor cortex prompted by right index-finger tapping, the model parameters having been estimated by the recursive least-square (RLS) method [20]. However, the coefficient matrices in the model, which determine the characteristics of the canonical HR function, were not well described.

In this study, the HRs (to impulse stimuli) for three brain regions are reconstructed as state space equations, wherein their coefficient matrices are estimated by the subspace identification method. The state-space-based HRs are compared one another, and their important characteristics (e.g., time-to-peak, activation peak, undershoot peak, deactivation time, etc.) are analyzed. It is shown that the HR functions are well-adjusted in terms of shape and peak amplitude in the main responses. Finally, the reconstructed HR of each brain region is validated across various experimental fNIRS data.

2. Methods
2.1. Subjects

Nineteen healthy volunteer subjects (17 males, 2 females; mean age: 27.74 years) were invited to participate in three experiments in relation to three brain regions: MC, SC, and VC, respectively. None of the subjects had any history of medical or neurological disease. To ensure direct contact of the optodes to the scalp, a small flexible plastic stick was used to separate the subjects’ hair. Additionally, all of the experiments were performed under dark and quiet conditions in order to reduce noise. All of the subjects were provided with clear instructions prior to the experiments. They were asked to sit comfortably on a chair and to relax without moving their body. If a subject experienced any discomfort, as manifested for example in body movement or sleepiness in the course of the experiment, he/she was asked to redo the test. Figure 1 illustrates the experimental paradigm, which entails 3 stimuli (the entire duration is 120 s). With regard to the MC, the subject was asked to perform right middle-finger tapping (RMFT); for the SC, the right index finger of the subject was poked by a nail; for the VC, the subject was asked to open his/her eyes and focus on a checkerboard display, which was shown on a 15-inch laptop screen for 3 s and then to relax during the rest period (with black background).
Fig. 1. Experimental paradigm for obtaining impulse HR functions: For the motor cortex (MC), a right middle-finger tapping (RMFT) was repeated three times; for the somatosensory cortex (SC), the right index-finger poking using a nail was used, and for the visual cortex (VC), a 3-sec checkerboard display was employed.

2.2. Equipment and data conversion

A continuous-wave fNIRS instrument (DYNOT; NIRx Medical Technologies, USA) of dual wavelengths (i.e., 760 nm and 830 nm) was used, which was configured to have 1 emitter and 32 detectors at 70 Hz sampling rate [20]. In obtaining the optical density variations, the modified Beer-Lambert law (MBLL) was used [11,16,18,21–26].

\[
\Delta A^j(k; \lambda_j) = \left[ a_{\text{HBO}}(\lambda_j) \Delta c_{\text{HBO}}^j(k) + a_{\text{HBR}}(\lambda_j) \Delta c_{\text{HBR}}^j(k) \right] \times l^j \times d^j, \quad j = 1, 2
\]  

(1)

where the superscript \(i\) indicates the \(i\)-th channel, \(\Delta A^j(k; \lambda_j)\) is the optical density variation at time \(k\) of the wavelength \(\lambda_j\), \(a_{\text{HBO}}(\lambda_j)\) denotes the extinction coefficient of HbX (i.e., HbO or HbR), \(\Delta c_{\text{HBO}}^j(k)\) is the concentration change of HbX, \(l^j\) is the distance between the emitter and the detector at the \(i\)-th channel, and \(d^j\) refers the differential path length factor. Then, solving for \(\Delta c_{\text{HBO}}^j\) and \(\Delta c_{\text{HBR}}^j\), the concentration changes of HbX are obtained as follows.

\[
\begin{bmatrix}
\Delta c_{\text{HBO}}^j(k) \\
\Delta c_{\text{HBR}}^j(k)
\end{bmatrix} = \begin{bmatrix}
a_{\text{HBO}}(\lambda_1) & a_{\text{HBR}}(\lambda_1) \\
a_{\text{HBO}}(\lambda_2) & a_{\text{HBR}}(\lambda_2)
\end{bmatrix}^{-1} \begin{bmatrix}
\Delta A^1(k; \lambda_1) \\
\Delta A^2(k; \lambda_2)
\end{bmatrix} \times \frac{1}{l^j d^j}. 
\]  

(2)

In this work, the recorded optical density variation data were converted to the HbX concentration changes using the open-source software NIRS-SPM [18]. In this process, the fNIRS data were low-pass-filtered by a Gaussian filter of 1.5 s full-width at half-maximum and high-pass-filtered using a discrete-cosine transform with a 128 s cut-off period. This was done to remove noises related to the heart beat (~1 Hz) and respiration (~0.25 Hz).

2.3. Experimental design

Figure 2 shows the optodes configuration for MC and SC experiments, which includes 1 emitter and 10 detectors providing 10 channels. For MC, the emitter is positioned 2 cm toward the forehead from C3 (a reference point in the 10-20 international system). The detectors are set up around the emitter in the left MC. For SC, the optodes configuration (dotted red box) is designed similarly to the MC experiment. However, the emitter is positioned on top of C3, the red triangle in Fig. 2. The detectors are set up to measure the regions of interest in the left SC. Figure 3 depicts the optodes configuration for VC, which includes 1 emitter and 7 detectors providing 7 channels. The emitter is positioned at 1 cm apart from Oz to the right [27].
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2.4. Canonical HR

Even though both HbO and HbR in the fNIRS technique reflect the cerebral blood flow, HbO is more sensitive than HbR [5,28]. Therefore, in the present work, only HbO is utilized in further analyses. The $t$-values, $p$-values, and mean values of the averaged HbO (i.e., the averaged one of the three responses to three stimuli in Fig. 1) in each channel is analyzed in order to find the most active channel. Figure 4 depicts the shape of the canonical HR function to an impulse stimulus using the double-gamma function [2]. Its important characteristics

---

Fig. 2. Optodes configuration for MC (black box) and SC (dotted red box): 1 emitter and 10 detectors $\rightarrow$ 10 channels.

Fig. 3. Optodes configuration for VC: 1 emitter and 7 detectors $\rightarrow$ 7 channels.
include the peak amplitude ($a_1$), the time-to-peak ($t_1$), the magnitude of undershoot ($a_2$), and the time-to-undershoot ($t_2$), the mean value ($m_1$) in the activation period (i.e., 3 ~11 s, which is denoted by $T_1$), and the mean value ($m_2$) in the deactivation period (i.e., 15 ~28 s, which is denoted by $T_2$). In this work, these were utilized to evaluate the consistency between the HR measured from a brain region and the reconstructed one using the state-space model.

Fig. 4. Characteristics of the canonical HR: $a_1$ stands for the peak amplitude of the main response, $a_2$ is the magnitude of undershoot, $t_1$ is the time-to-peak, $t_2$ is the time-to-undershoot, $T_1$ denotes the activation period, $T_2$ denotes the deactivation period, $m_1$ is the mean in $T_1$, and $m_2$ is the mean in $T_2$.

2.5. Regression model and statistical analysis

A stimulus will cause an increase in HbO [4], thus making the signal to rise. If there is no further stimulation, this response will return to the baseline. In practice, the acquired HbOs upon three stimuli might not be the same even in the same channel due to noises from the participants’ body movement or some unknown factors [29]. Therefore, the first step is to check whether the measured signal is eligible to be included for averaging or not. For this, the one-tail $t$-test is used, which is based on the estimated coefficient of the regression model as follows. The predicted HR to an impulse stimulus $y_M(k)$ is produced by convolving the impulse stimulus and the canonical HR function in Fig. 4, and is thereafter utilized as the reference signal.

$$y_M(k) = s(k) * h(k),$$

where $s(k)$ indicates the stimulus function and $h(k)$ denotes the canonical HR function [2], which was chosen as the double-gamma function. The measured impulse response $y_i(k)$ of each stimulus at the $i$-th channel is described in the following regression model.
\[ y'_n(k) = x_1(k)\beta'_1(k) + x_2(k)\beta'_2(k) + x_3(k)\beta'_3(k) + x_4(k)\beta'_4(k) + \nu'(k), \]
\[ = X^T(k)\hat{\beta}'(k) + \nu'(k) \]

where \( X(k) = [x_1(k)\ x_2(k)\ x_3(k)\ x_4(k)]^T \) is the \( k \)-th sample vector of the regression model, the superscript \( T \) stands for the transpose operator, \( x_1(k) \) refers to \( y_M(k) \) in Eq. (3). \( x_2(k) \) and \( x_3(k) \) are the first and second derivatives of \( x_1(k) \), respectively. \( x_4(k) \) indicates the null control regressor for compensating an offset value, \( \beta'(k) = [\beta'_1(k)\ \beta'_2(k)\ \beta'_3(k)\ \beta'_4(k)]^T \) is the coefficient vector representing the activity strengths, and \( \nu'(k) \) denotes the noise. The coefficient vector \( \hat{\beta}' \) is estimated by the recursive least squares (RLS) algorithm as follows.

\[
e'(k) = y'_n(k) - \hat{y}'_n(k), \]
\[
\hat{y}'_n(k) = X^T(k)\hat{\beta}'(k-1), \]
\[
\hat{\beta}'(k) = \hat{\beta}'(k-1) + L(k)e'(k), \]
\[
L(k) = P(k-1)X(k)[1 + X^T(k)P(k-1)X(k)]^{-1}, \]
\[
P(k) = P(k-1) - L(k)X^T(k)P(k-1),
\]

where \( e'(k) \) is the estimation error, \( \hat{y}'_n(k) \) is the estimated hemodynamic response, \( L(k) \) denotes the weighting vector for parameter updating, and \( P(k) \) represents the input covariance matrix. The initial values of \( \hat{\beta}'(k) \) are set to zero, and the initial covariance matrix \( P(0) \) are set to \( \delta I \), where \( \delta \) is a sufficiently large number (in this study, \( \delta = 100 \)). The first component of the estimate \( \hat{\beta}' \) is utilized to calculate the \( t \)-value, as it is desired to test the null hypothesis (i.e., \( \hat{\beta}'_1 = 0 \)). The \( t \)-value of the \( i \)-th channel at time \( k \) is computed as \([5,30]\)

\[
t'(k) = \frac{c^T\hat{\beta}'(k)}{\sqrt{\hat{\sigma}^2(k)c^T\left[\sum_{j=1}^{k}X^T(j)X(j)\right]^{-1}c}},
\]

where \( c \) is a contrast vector for selecting the coefficient of interest, and \( \hat{\sigma}^2 \) denotes the residual sum-of-square given by

\[
\hat{\sigma}^2(k) = \frac{1}{k-r}\sum_{j=1}^{k}[y'_n(j) - X^T(j)\hat{\beta}'(j)]^2,
\]

where \( r \) is the number of regression elements. The null hypothesis is accessed based on \( t'(k) \) of \( t \)-distribution with \( k - r \) degrees of freedom. If the impulse response is well fitted to the predicted HR, \( \hat{\sigma}^2 \) in Eq. (6) will become very small while \( \hat{\beta}' \) is positive and steady. This causes the \( t \)-value to be large, positive, and steady in relation to the activation strength \([25,31]\). Therefore, two conditions (\( t \) is greater than 0 and \( p \) is less than 0.05) are utilized as the threshold criteria for accessing the activated HR in each stimulus.

The impulse HRs per channel per person are averaged over three responses in Fig. 1 (28 s x 3). In this, only those responses that its \( t \)-value and \( p \)-value satisfy the threshold criteria are included. Additionally, it is necessary to test whether \( m_2 \) of the HbO has returned to near the baseline. And then, to determine whether the obtained HbO was actually caused by the provided stimulus or not, \( m_1 \) is computed, see \([4,27,32]\). If \( m_1 \) in a channel is less than or equal to zero, the channel is concluded inactive and is discarded. If \( m_2 \) is larger than \( m_1 \), it is...
concluded de-active. The criteria to select the most active channel are to find the largest $m_1$ and the smallest standard deviation in $T_2$. To grasp an idea on the most active channel, the five variables (i.e., $t$, $p$, $m_1$, $m_2$, and SD) for all the channels and subjects are computed and three threshold criteria (i.e., $t > 0$, $p < 0.05$, $m_1 > 0$) are checked. Those data not satisfying any criteria are excluded. The most active channel will be considered to represent the HR in the given brain region.

2.6. HR representation in state space form

To describe the impulse HR in state space form, the following discrete state space equation for a single-input single-output system is used.

$$
\begin{align}
    z(k+1) &= Az(k) + Bu(k) + w(k), \\
    y(k) &= Cz(k) + Du(k) + v(k),
\end{align}
$$

where $z(k)$ stands for the state vector of the model, $u(k)$ represents the stimulus input or event, $w(k)$ indicates the process noise assumed white, $y(k)$ is the output of the reconstructed HR, $v(k)$ denotes the white noise in the output equation. $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times 1}$, $C \in \mathbb{R}^{1 \times n}$, and $D \in \mathbb{R}^{1 \times 1}$ are the matrices to be identified in the state-space modeling, and $n$ indicates the order of the model. In the present study, the coefficient matrices (i.e., $A$, $B$, $C$, and $D$) are estimated with the Matlab function “moesp.m” available in [33]. The input arguments for this function (i.e., the block Hankel matrices) are generated as follows.

$$
U = \begin{bmatrix} u(0) & u(1) & \cdots & u(N-1) \\ u(1) & u(2) & \cdots & u(N) \\ \vdots & \vdots & \ddots & \vdots \\ u(q-1) & u(q) & \cdots & u(q+N-2) \end{bmatrix} \in \mathbb{R}^{q \times N},
$$

$$
Y = \begin{bmatrix} y(0) & y(1) & \cdots & y(N-1) \\ y(1) & y(2) & \cdots & y(N) \\ \vdots & \vdots & \ddots & \vdots \\ y(q-1) & y(q) & \cdots & y(q+N-2) \end{bmatrix} \in \mathbb{R}^{q \times N},
$$

where $q$ refers the number of block rows (i.e., $q$ strictly greater than $n$) and $N$ is the number of samples.

3. Paradigm design for verification

Figures 5(b) and 6(b) show the experimental paradigms for applying the developed method in Section 2. In this section, the DYNOR at a sampling frequency 1.81 Hz is utilized to record the data from three brain regions. The stimuli are right middle finger tapping (RMFT) in MC, poking stimulus in SC, and checkerboard in VC. The filtering and conversion processes of the measured signals are the same as done in Subsection 2.2.

3.1 Tapping experiment

Two healthy volunteers (1 female, 1 male; mean age: 27.5 years) were invited to participate in the RMFT-based MC experiment. Figure 5(a) illustrates the channel configuration (black box), where 8 emitters and 8 detectors are employed. The location of C3 coincides with the small blue circle. The subjects were asked to perform five taps at 30 s and 90 s (1 tap per 2 s), 10 taps at 60 s and 120 s (1 tap per second), one tap at 150s, 170 s, and 190 s (1 tap per second), and do nothing during the rest period.
3.2 Poking experiment

In the poking stimulus experiment, the optodes configuration (red dotted box) and experimental paradigm were the same like the MC experiment. However, the optodes were moved so that the location of C3 coincided with the red triangle; see Fig. 5(a). Three healthy male volunteers (mean age: 29.67 years) were invited to participate. They were asked to sit comfortably on a chair and to close their eyes during the experiment. Five pokes at 30 s and 90 s (1 poke per 2 s), 10 pokes at 60 s and 120 s (1 poke per second), and one poke at 150 s, 170 s, and 190 s (1 poke per second) were administered to the right index finger of the participant.

3.3 Checkerboard experiment

For VC, two healthy volunteers (1 female, 1 male; mean age: 29.5 years) were asked to look at the 15-inch laptop screen showing a checkerboard for 10 s. They were instructed to sit comfortably on a chair and not to close their eyes during the entire 180 s experiment duration. After the initial 30 s rest period (with black background), the checkerboard was displayed five times at 30 s, 60 s, 90 s, 120 s, and 150 s. Figure 6(a) illustrates the channel configuration.
4. Results and discussion

4.1 Averaging

Figures 7(a) and 7(b) depict the HbOs (blue solid curves) in Ch. 7 and Ch. 8, respectively, which were produced by three middle-finger taps. Each red thick bars represents a tap and the black dashed curve represents the predicted HR obtained by convolving the red impulses with the canonical HR function in [2]. Figures 7(c) and 7(d) illustrate the averaged HbOs obtained from Figs. 7(a) and 7(b), respectively (i.e., the averaged value for 28 s time span). In Fig. 7(a), it is seen that the rises/peaks of HbO are consistent with the given stimuli (and with the predicted HR as well). However, in Fig. 7(b), only the second response is comparable to the predicted HR. This reveals that the same stimulus may not result in the same response even in the same channel. Some previous works [19,34] also discussed about the HR's variances in time, amplitude, and shape from region to region and subject to subject. Therefore, it is necessary to examine whether the obtained HR is permissible to averaging. The one-tail $t$-test was utilized to test the null hypothesis. The response at each stimulus was estimated based on the predicted HR using Eq. (4). The $t$-values were computed using Eq. (6) with $c = [1\ 0\ 0\ 0]^T$. If the response satisfied the threshold criteria (i.e., $t > 0$, $p < 0.05$), it was included for averaging. Table 1 shows the entire $t$-values of 19 subjects who participated in the MC experiment. The same approach was applied to the analyses of SC and VC as well.
Fig. 7. Examples of HRs (blue solid curves) upon middle-finger taps (thick red impulses) in MC (Subject 10): (a) active channel (Ch. 7); (b) de-active channel (Ch. 8); (c) the averaged HR from (a); (d) the averaged HR from (b).

Table 1. Examples of \( t \)-values in MC (Ch. 7, Ch. 8) (scale: \( 10^{-5} \) µM)

| Subjects | Channel 7 | Channel 8 |
|----------|-----------|-----------|
|          | Stim.1    | Stim.2    | Stim.3    | Stim.1    | Stim.2    | Stim.3    |
| 1        | 97.01     | 73.51     | −10.73*   | 62.84     | 153.69    | 66.69     |
| 2        | 17.98     | −61.27*   | 60.99     | 52.50     | 6.48      | −24.71*   |
| 3        | −37.98*   | −7.15*    | −56.55*   | 44.81     | 31.00     | 22.35     |
| 4        | 119.66    | −21.56    | 23.18     | 39.41     | 36.13     | 96.72     |
| 5        | −42.09*   | 121.34    | 81.41     | −3.56*    | 76.52     | 54.70     |
| 6        | 92.51     | −33.23*   | 69.46     | 100.88    | −35.71*   | 63.48     |
| 7        | 13.91     | 14.80     | 125.47    | 77.20     | 47.33     | −36.81*   |
| 8        | 122.40    | 29.32     | −154.80*  | −34.06    | 41.50     | 139.14    |
| 9        | 96.55     | 29.90     | 122.64    | 112.66    | 83.71     | 43.22     |
| 10       | 91.20     | 113.47    | 11.97     | −60.88*   | 142.07    | −115.27*  |
| 11       | 4.37      | 103.80    | 21.63     | 18.31     | 67.21     | 13.68     |
| 12       | 26.92     | −77.02*   | −12.73*   | −56.18*   | 52.87     | 130.17    |
| 13       | −1.35*    | 40.60     | 46.96     | 155.21    | 24.16     | −34.48*   |
| 14       | 160.48    | 127.81    | 58.35     | 14.99     | −80.76*   | −76.22*   |
| 15       | 135.46    | 97.58     | 42.34     | 80.07     | −119.26*  | 104.85    |
| 16       | 2.89      | −1.46*    | 17.18     | −27.81*   | −7.65*    | −84.61*   |
| 17       | −9.22*    | −31.13*   | −14.13*   | −4.06*    | 86.18     | 52.67     |
| 18       | 29.88     | 41.32     | 130.12    | −62.35*   | 34.93     | −35.99*   |
| 19       | 31.68     | −8.34*    | 47.48     | −28.30*   | −71.52*   | −5.38*    |

Note: The asterisk indicates the case that \( p > 0.05 \).

4.2 HR to impulse stimulus in three brain regions: MC, SC, and VC

Table 2 shows \( m_1 \) (see Fig. 4) of the averaged HR obtained in Subsection 4.1. Table 3 depicts \( m_2 \). The most distinctive HR that shows the largest \( m_1 \) and the smallest standard deviation of \( m_2 \) is considered as the representative impulse HR in that brain region. In order to demonstrate the difference between \( m_1 \) and \( m_2 \), the two-sample \( t \)-test (i.e., the test2.m function in Matlab, the Mathworks, Inc.) was utilized. The null hypothesis was that \( m_1 \) and \( m_2 \) were the same. Table 4 shows that \( p < 0.05 \) is found from all the channels except Ch. 9. This result reveals that \( m_1 \) and \( m_2 \) are significantly different.
Table 2. Mean value during the activation period ($m_1$): MC

| Subs. | Ch.1 | Ch.2 | Ch.3 | Ch.4 | Ch.5 | Ch.6 | Ch.7 | Ch.8 | Ch.9 | Ch.10 |
|-------|------|------|------|------|------|------|------|------|------|-------|
| 1     | 16.11| 5.73 | 10.07| 5.57 | 3.87 | 5.10 | 9.07 | 8.57 | 2.87 | 1.01  |
| 2     | 4.27  | 1.00 | 1.59 | 4.29 | 6.71 | 8.42 | 8.42 | 8.42 | 8.42 | 8.42  |
| 3     | 5.27  | 3.37 | 5.75 | 6.42 | 7.37 | 8.89 | 8.89 | 8.89 | 8.89 | 8.89  |
| 4     | 1.59  | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59  |
| 5     | 4.27  | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27  |
| 6     | 5.27  | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27  |
| 7     | 1.59  | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59  |
| 8     | 4.27  | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27  |
| 9     | 5.27  | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27  |
| 10    | 1.59  | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59  |

* The Avg row indicates the average value over 19 subjects.

** SD denotes standard deviation.

Table 3. Mean value during the deactivation period ($m_2$): MC

| Subs. | Ch.1 | Ch.2 | Ch.3 | Ch.4 | Ch.5 | Ch.6 | Ch.7 | Ch.8 | Ch.9 | Ch.10 |
|-------|------|------|------|------|------|------|------|------|------|-------|
| 1     | 6.71 | 1.00 | 3.37 | 3.37 | 3.37 | 3.37 | 3.37 | 3.37 | 3.37 | 3.37  |
| 2     | 5.27 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00  |
| 3     | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59  |
| 4     | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27  |
| 5     | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27  |
| 6     | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59  |
| 7     | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27  |
| 8     | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27 | 5.27  |
| 9     | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59 | 1.59  |
| 10    | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27 | 4.27  |

* The Avg row indicates the average value over 19 subjects.

** SD denotes standard deviation.

Table 4. $p$-value between $m_1$ and $m_2$ for MC

| Ch.1 | Ch.2 | Ch.3 | Ch.4 | Ch.5 | Ch.6 | Ch.7 | Ch.8 | Ch.9 | Ch.10 |
|------|------|------|------|------|------|------|------|------|-------|
| 0.0115 | 0.0105 | 0.0056 | 0.00209 | 0.0042 | 0.00259 | 0.00004 | 0.0011 | 0.0056 | 0.0086 |

From the second last row in Table 2 and the last row in Table 3, the largest $m_1$ (i.e., $3.53 \times 10^{-5}$ μM) and the smallest standard deviation (i.e., $2.46 \times 10^{-5}$ μM) in $T_2$ are found from Ch. 7. Moreover, the $m_1$ in this channel is significantly higher than the $m_2$ ($-0.25 \times 10^{-5}$ μM).
Therefore, Ch. 7 is considered as the most active channel in MC. If the mean value from some subjects (Ch. 7) is less than or equal to zero, the subject is supposed to be excluded from further analysis: In the MC experiment, four subjects (3, 4, 16, and 17) were excluded. The HRs in Ch. 7 for all other 15 subjects are shown in Fig. 8(a). They all show an increased HR in $T_1$ followed by a return to the baseline. Finally, Fig. 8(b) depicts the averaged HbO, HbR and HbT over the 15 subjects with their standard deviations (solid green curves).

In the SC case, even though tables like Tables 2 and 3 are omitted due to space limitation, it is mentioned that Sub. 7 was excluded because of the lost data in some channels. The largest $m_1$ ($1.91 \times 10^{-5}$ µM) and the smallest standard deviation ($2.59 \times 10^{-5}$ µM) in $T_2$ over 18 subjects were found in Ch. 4. Therefore, Ch. 4 is identified as the most active channel in SC. Figure 9(a) shows the averaged HR over three stimuli, in which four subjects (1, 9, 17, and 19) were excluded additionally since their $m_1$ values were less than zero. Figure 9(b) depicts the averaged HbO, HbR, and HbT over the 14 subjects together with its standard deviation (green solid curves).
Finally, in the case of VC, Subs. 11 and 16 were excluded as the acquired data in some channels were lost. The largest $m_1$ and the smallest standard deviation in $T_2$ of the averaged HR across 17 subjects were found in Ch. 7, which were $3.54 \times 10^{-5}$ μM and $2.02 \times 10^{-5}$ μM, respectively. Therefore, Ch. 7 was regarded as the most active channel in VC. Subject 9 was excluded owing to $m_1 < 0$. Figure 10(a) shows the HRs of individual 16 subjects. Figure 10(b) illustrates the averaged HbO, HbR, and HbT over 16 subjects and its standard deviation (green solid curves). To summarize the entire development above, Fig. 11 compares the entire impulse HbO (solid line), HbR (dotted line), and HbT (dashed line) in three brain regions (MC, SC, VC).
Fig. 10. HRs in VC (Ch. 7): (a) The averaged HR over three stimuli in Fig. 1, (b) the averaged HR over 16 subjects in (a) and its standard deviation.
Additionally, Fig. 12 compares only the impulse HbOs in three brain regions. As can be seen, the HbO increases upon the stimulus and then falls to the baseline after making an undershoot peak. This result is consistent with the relevant previous works [26,27,32,34–36]. The amplitude of the main response and the undershoot peak of the MC are significantly higher than those of the SC and the VC. This result is quite consistent with the previous research [37]. But, the time-to-peaks (i.e., $t_1$) of three HbOs did not differ much, and they are about $6.76 \pm 0.2$ s. It is noted that the HbO decreased in the early stage ($\sim 0.46$ s) in both MC and VC, whereas it was not so in the case of SC. This might be related to the initial dip in the cases of MC and VC [27,38].
In addition, to compare the HbOs among the three brain regions, the ttest2.m function in Matlab was utilized again. The obtained $p$-values of the HbO pairs of MC vs. SC, MC vs. VC, and SC vs. VC were $6.3907 \times 10^{-10}$, $2.7076 \times 10^{-4}$, and $0.0267$, respectively. Since $p < 0.05$ in all three cases, it is concluded that the HbOs from MC, SC, and VC are different from each other.

### 4.3 State space models

In this section, the $A$, $B$, $C$, and $D$ matrices of the averaged HbOs in MC, SC, and VC are derived by the method discussed in Subsection 2.6. The system order in Eq. (8) is set to $n = 6$ (this was determined by trial and error). The number of rows in the Hankel matrices is $q = 187$ (for MC), $q = 119$ (for SC), and $q = 795$ (for VC) ($q$ was found by trial and error as well). A systematic method for determining $n$ and $q$ is left as a future work. The state space model of the impulse HbO in MC is given as follows.

\[
A = \begin{bmatrix}
a_{11} & a_{12} & \cdots & a_{16} \\
a_{21} & a_{22} & \cdots & a_{26} \\
\vdots & \vdots & \ddots & \vdots \\
a_{61} & a_{62} & \cdots & a_{66}
\end{bmatrix} = \begin{bmatrix}
100 & -0.84 & -0.02 & -0.17 & 0 & -0.04 \\
0.18 & 99.98 & -1.41 & 0.03 & -0.34 & 0.01 \\
-0.01 & 0.28 & 99.63 & -2.45 & -0.05 & -0.52 \\
0 & -0.02 & 0.31 & 100.18 & -3.72 & 0.09 \\
0 & 0 & 0 & 0.79 & 99.98 & -3.77 \\
0 & 0 & 0.02 & 0.01 & 0.52 & 98.53 
\end{bmatrix},
\]

\[
B = \begin{bmatrix} b_{11} & b_{12} & \cdots & b_{16} \end{bmatrix}^T = \begin{bmatrix} 0.08 & 0.18 & -0.17 & -0.01 & -0.01 & 0.01 \end{bmatrix}^T,
\]

\[
C = \begin{bmatrix} c_{11} & c_{12} & \cdots & c_{16} \end{bmatrix} = \begin{bmatrix} 0.80 & 0.66 & 0.32 & 0.14 & 0.07 & 0.03 \end{bmatrix},
\]

\[
D = 4.0565 \times 10^{-8}.
\]

where a scale-up factor of $10^2$ has been used. It is noted that $t_1$, $t_2$, and $a_2$ are related to the system matrix $A$. $a_1$ is influenced by the input and output matrices $B$ and $C$. The direct transmission term $D$ is close to zero. Figure 13(a) compares the reconstructed HbO from Eq. (11) (red solid line) and the corresponding experimental result (dashed blue line). As can be seen, they are very close.

Similarly, the coefficient matrices for the HbO concentration change in SC (the dotted line in Fig. 12) are obtained as follows. They are slightly different from Eq. (11).

\[
A = \begin{bmatrix}
100 & -1.05 & 0.01 & -0.18 & -0.01 & -0.02 \\
0.16 & 99.89 & -1.84 & 0 & 0.35 & 0.01 \\
-0.01 & 0.25 & 99.97 & -3.88 & -0.07 & -0.36 \\
0 & 0.03 & 0.44 & 99.83 & 4.61 & 0.04 \\
0 & -0.01 & 0.07 & -0.47 & 99.77 & 6.20 \\
0 & 0 & 0 & -0.05 & -3.60 & 81.96 
\end{bmatrix},
\]

\[
B = \begin{bmatrix} -0.09 & 0.16 & -0.07 & -0.01 & 0.01 & 0 \end{bmatrix}^T,
\]

\[
C = \begin{bmatrix} -0.81 & -0.52 & -0.19 & -0.09 & 0.03 & -0.01 \end{bmatrix},
\]

\[
D = 3.422 \times 10^{-8}.
\]

Figure 13(b) illustrates the reconstructed impulse HbO in SC (red solid line), which fits to the experimentally obtained HbO (blue dashed line) very well.

Finally, the coefficient matrices for the HbO concentration changes (the dashed line in Fig. 12) to the 3 s checkerboard display in VC are obtained as follows.
A = \begin{bmatrix}
99.94 & -0.39 & -0.03 & -0.12 & -0.02 \\
0.39 & 99.76 & -0.15 & -0.15 & -0.39 & -0.07 \\
-0.08 & 0.21 & 100.04 & 0.93 & -0.86 & 0.05 \\
-0.04 & 0.19 & -1.29 & 99.95 & 0.46 & -0.17 \\
-0.09 & 0.31 & 0.33 & -0.84 & 99.62 & -0.59 \\
0.02 & -0.02 & -0.06 & 0.14 & 0.18 & 100.05 \\
\end{bmatrix}, \quad (13)

B = [-0.48 \ 0.65 \ -0.24 \ -0.21 \ -0.35 \ 0.07]^T,

C = [-0.48 \ 0.66 \ 0.17 \ 0.14 \ 0.42 \ 0.11],

D = 2.3951 \times 10^{-6}.

It is noted that the elements in the left-lower corner in the system matrix $A$ of MC and SC are zero, while it is not so in the case of VC. Figure 13(c) compares the reconstructed HbO in VC (red solid line) and the experimentally obtained one (blue dashed line). The characteristic parameters in Fig. 4 are tabulated in Table 5. It is seen that $t_1$, $a_1$, and $m_1$ values between experiment and reconstruction are close, but there exist some difference in $t_2$ and $a_2$. This is due to that the signals in the deactivation period are low and fluctuating.

![Fig. 13. Comparison between the experimental HbOs (blue dashed curves) and the reconstructed ones (red solid curves): (a) MC, (b) SC, and (c) VC.](image)

Table 5. Comparison of HR parameters between experiment and reconstruction: MC, SC, and VC

| Characteristics of HR | MC        | SC        | VC        |
|-----------------------|-----------|-----------|-----------|
| $t_1$ (s)             | Experiment | 6.72      | 6.58      | 6.98      |
|                       | Reconstructed | 6.57      | 5.38      | 7.03      |
| $t_2$ (s)             | Experiment | 9.99      | 8.01      | 12.70     |
|                       | Reconstructed | 10.57     | 12.43     | 11.42     |
| $a_1$ ($\mu$M $\times 10^{-5}$) | Experiment | 5.37      | 3.93      | 4.82      |
|                       | Reconstructed | 5.37      | 3.93      | 4.86      |
| $a_2$ ($\mu$M $\times 10^{-5}$) | Experiment | -0.77     | -0.16     | -1.37     |
|                       | Reconstructed | -0.30     | -0.74     | -0.97     |
| $m_1$ ($\mu$M $\times 10^{-5}$) | Experiment | 4.14      | 3.03      | 3.84      |
|                       | Reconstructed | 4.01      | 3.20      | 3.90      |

5. Application to arbitrary stimuli

In this section, the developed method is applied to arbitrary stimuli. The blue pulses and boxes in Fig. 14(a)-14(c) indicate the given stimuli. Like the previous cases, tapping for MC,
poking for SC, and checkerboard for VC are used. Figure 14 compares the desired HRs generated by two methods: one by Eq. (3) and another by the method in Subsection 4.3. The red dashed curves are generated by Eq. (3). The black solid curves are generated through Eqs. (11)-(13), respectively. It is noted that the red dashed curves in Figs. 14(a) and 14(b) are the same (since it was generated by Eq. (3)), but there exist a noticeable difference between black solid curves.

![Figure 14](image)

Fig. 14. Comparison of the predicted HRs (the red dashed curves are through Eq. (3) and the black solid curves are through the state space method): (a) MC, (b) SC, and (c) VC.

To illustrate the effectiveness of the developed method, the black curves in Fig. 14 are used as $x_i(k)$ in the regression model in Eq. (4). The RLS method in Eq. (5) is applied to identify the HR to the arbitrary stimuli in blue color (which is done online) and to check the activity strength (i.e., $\hat{\beta}_i$) of all the channels online.

### 5.1. Tapping experiment

The red thick solid curves in Figs. 15(a) and 15(b) show the identified HR in an active channel (Ch. 12) and that in a de-active channel (Ch. 11), respectively (Subject 2). The dotted curves are the measured data. The black solid curve is the predicted HR (the same curve in Fig. 14). The green dashed curves indicate the activity strengths of the identified HRs. The active channel shows a positive activity strength, $\hat{\beta}_i > 0$, whereas the de-active channel shows a negative strength, $\hat{\beta}_i < 0$. 
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5.2. Poking experiment

Figures 16(a) and 16(b), respectively, illustrate the identified HRs (red thick curve) in an active channel (Ch. 13) with $\hat{\beta} > 0$ and that in a de-active channel (Ch. 23) with $\hat{\beta} < 0$. The green dashed curves depict the activity strengths. It is seen that the identified HR is congruent well with the expected HR in the active channel.
5.3. Checkerboard experiment

Figures 17(a) and 17(b) describe the estimated HRs in Ch. 1 (active) and Ch. 3 (de-active). The identified HR in Ch. 1 is in good agreement with the experimental HR (blue dotted curve) and the predicted HR (black solid curve).

6. Conclusions

In this study, the state space method was utilized to reconstruct the HR to an impulse stimulus in three brain areas. Through the careful investigation, it was found that the HbOs in MC, SC, and VC are statistically different. Even the time-to-peak in the activation period of the HbO was similar (about 6.76 ± 0.2 s), all other parameters differed noticeably: The peak amplitude of the main response and the undershoot peak in MC were noticeably higher than those in SC and VC. Also, the time to undershoot peak in VC was the largest among three. These differences were able to be fully incorporated in the state space equations of the impulse HRs in MC, SC, and VC, while the canonical HR function in the form of double-gamma function cannot. This is the main advantage of the state space approach. Another important advantage of the proposed method lies in its easy applicability in generating the expected HR to arbitrary stimuli, as demonstrated in Section 4. It is remarked that the more state space models of brain activities are identified, the broader and varied brain functions can be estimated.
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