COUNTING TROPICALLY DEGENERATE VALUATIONS AND $P$-ADIC APPROACHES TO THE HARDNESS OF THE PERMANENT
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Abstract. The Shub-Smale $\tau$-Conjecture is a hitherto unproven statement (on integer roots of polynomials) whose truth implies both a variant of $P \neq NP$ (for the BSS model over $\mathbb{C}$) and the hardness of the permanent. We give alternative conjectures, some potentially easier to prove, whose truth still implies the hardness of the permanent. Along the way, we discuss new upper bounds on the number of $p$-adic valuations of roots of certain sparse polynomial systems, culminating in a connection between quantitative $p$-adic geometry and complexity theory.

Dedicated to Mike Shub, on his 70th birthday.

1. Introduction

Deep questions from algebraic complexity, cryptology, and arithmetic geometry can be approached through sufficiently sharp upper bounds on the number of roots of structured polynomials in one variable. (We review four such results in Section 1.2 below.) The main focus of this paper is the connection between the number of distinct norms of roots of polynomials, over the $p$-adic rationals $\mathbb{Q}_p$, and separations of complexity classes. Our first main theorem motivates the introduction of $p$-adic methods.

Definition 1.1. We define $\text{SPS}(k, m, t)$ to be the family of polynomials presented in the form

$$\sum_{i=1}^{k} \prod_{j=1}^{m} f_{i,j} \text{ where, for all } i \text{ and } j, f_{i,j} \in \mathbb{Z}[x_1] \setminus \{0\} \text{ and has at most } t \text{ monomial terms.}$$

We call such polynomials SPS (for sum-product-sparse) polynomials. ⋄

Theorem 1.2. Suppose that there is a prime $p$ with the following property: For all $k, m, t \in \mathbb{N}$ and $f \in \text{SPS}(k, m, t)$, we have that the cardinality of

$$S_f := \{ e \in \mathbb{N} : x \in \mathbb{Z}, f(x) = 0, p^e | x, \text{ and } p^{e+1} \nmid x. \}$$

is $(kmt)^{O(1)}$. Then the permanent of $n \times n$ matrices cannot be computed by constant-free, division-free arithmetic circuits of size $n^{O(1)}$.

Remark 1.3. The hypothesis of Theorem 1.2 was the inspiration for this paper, since it is easily implied by the famous Shub-Smale $\tau$-Conjecture (see [Sma98, Sma00] and Section 1.2 below). Theorem 1.2 can in fact be strengthened further by weakening its hypothesis in various ways: see Remarks 3.3 and 3.5 of Section 3 below. ⋄

The special cases of the hypothesis where $k = 1$, $t = 1$, or $m$ is a fixed constant are easy to prove (see, e.g., Lemma 1.21 of Section 1.3 below). However, the hypothesis already becomes an open problem for $k = 2$ or $t = 2$. The greatest $e$ such that $p^e$ divides an integer $x$ is nothing more than the $p$-adic valuation of $x$, hence our focus on $p$-adic techniques.

We now describe certain families of univariate polynomials, and multivariate polynomial systems, where valuation counts in the direction of Theorem 1.2 can actually be proved. In particular, we give another related hypothesis (in Theorem 1.11 below), entirely within the realm of $p$-adic geometry, whose truth also implies the hardness of the permanent.
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1.1. Provable Upper Bounds on the Number of Valuations.

**Definition 1.4.** For any commutative ring $R$, we let $R^* := R \setminus \{0\}$. The support of a polynomial $f \in R[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]$, denoted $\text{Supp}(f)$, is the set of exponent vectors appearing in the monomial term expansion of $f$. For any prime $p$ and $x \in \mathbb{Z} \setminus \{0\}$ we let $\text{ord}_p(x)$ denote the $p$-adic valuation of $x$, and we set $\text{ord}_p(0) := +\infty$. We then set $\text{ord}_p(x/y) := \text{ord}_p(x) - \text{ord}_p(y)$ to extend $\text{ord}_p(\cdot)$ to $\mathbb{Q}$, and we let $\mathbb{Q}_p$ denote the completion of $\mathbb{Q}$ with respect to the metric defined by $|u - v|_p := p^{-\text{ord}_p(u-v)}$. The $p$-adic complex numbers, $\mathbb{C}_p$, are then the elements of the completion of the algebraic closure of $\mathbb{Q}_p$. Finally, for any polynomials $f_1, \ldots, f_r \in R[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]$, we let $Z_R(f_1, \ldots, f_r)$ (resp. $Z_R^*(f_1, \ldots, f_r)$) denote the set of roots of $(f_1, \ldots, f_r)$ in $\mathbb{R}^n$ (resp. $(\mathbb{R}^*)^n$), and we use $\#S$ to denote the cardinality of a set $S$.

In particular, $\text{ord}_p(\cdot)$ and $|\cdot|_p$ extend naturally to $\mathbb{C}_p$, and the algebraic closure of $\mathbb{Q}$ embeds naturally within $\mathbb{C}_p$. Art67, Wei63, Ser79, Sch84, Rob00, Gou03, Kat07 are some excellent sources for further background on $p$-adic fields. What will be most important for our setting is that $p$-adic norms (or, equivalently, $p$-adic valuations) enable new hypotheses — closer to being provable with current techniques — that imply new separations of complexity classes.

We will ultimately focus on counting valuations of roots of polynomial systems with few monomial terms as a means of understanding the valuations of roots of univariate SPS polynomials. For example, a simple consequence of our main multivariate bounds (Theorems 1.10 and 1.12 below) is the following univariate bound revealing that at least part of the $k = t = 2$ case of the hypothesis of Theorem 1.2 is true.

**Corollary 1.5.** Suppose $m_1, m_2 \in \mathbb{N}$; $\alpha_i, \beta_i \in \mathbb{C}_p$; $\gamma_{i,j} \in \mathbb{Z}$; $f(x) := \left( \prod_{i=1}^{m_1} (\alpha_{i,1} + \beta_{i,1}x_1)^{\gamma_{i,1}} \right) + \left( \prod_{i=1}^{m_2} (\alpha_{i,2} + \beta_{i,2}x_1)^{\gamma_{i,2}} \right)$ is not identically zero; and the lower hulls of the $p$-adic Newton polygons (cf. Definition 1.19 below) of the two products have no common vertices. Then $\#\text{ord}_p(Z_{C_p}(f)) \leq m_1 + m_2$, and this bound is tight. Furthermore, any root of $f$ in $\mathbb{C}_p$ not making both products vanish has multiplicity at most $m_1 + m_2$, and this bound is tight as well. \hfill \blacksquare

Bounds for the number of valuations, independent of the degree, had previously been known only for sparse polynomials, i.e., polynomials in $\text{SPS}(k, 1, t)$: see, e.g., Lemma 1.21 of Section 1.3 and Wei63. Note in particular that $\text{SPS}(2, m, 2)$ contains the family of $f$ in our corollary when $\gamma_{i,j} = 1$ for all $i,j$. Also, our valuation count above is independent of the $\alpha_i, \beta_i, \gamma_{i,j}$.

We say that $F$ is **tropically generic (over $\mathbb{C}_p$)** iff the closures of $\text{ord}_p(Z_{C_p}^*(f_1)), \ldots, \text{ord}_p(Z_{C_p}^*(f_n))$ intersect transversally. Kapranov’s Non-Archimedean Theorem [EKL06], reviewed in Section 2 below, tells us that the closure of each $\text{ord}_p(Z_{C_p}^*(f_i))$ is in fact a polyhedral complex of codimension 1 in $\mathbb{R}^n$, so it makes sense to speak of transversality.

**Example 1.6.** For any prime $p$, the polynomials $f_1 := x_1 x_2 - p - x_1^2$ and $f_2 := x_2 - 1 - px_1^2$ have $\text{ord}_p(Z_{C_p}^*(f_1))$ and $\text{ord}_p(Z_{C_p}^*(f_2))$ intersecting transversally as shown on the right. $\text{ord}_p(Z_{C_p}^*(f_1))$ (resp. $\text{ord}_p(Z_{C_p}^*(f_2))$) consists of the rational points on the solid (resp. dashed) curve. \hfill \blacksquare

**Example 1.7.** For any prime $p$, the system $F := (x + y + 1, x + y + 1 + p)$ shows us that having just finitely many roots over $\mathbb{C}_p$ need not imply tropical genericity. In particular, while $F$ has no roots at all in $\mathbb{C}_p^2$, we have that $\text{ord}_p(Z_{C_p}^*(x + y + 1)), \text{ord}_p(Z_{C_p}^*(x + y + 1 + p)) \subset \mathbb{R}^2$ are identical and exactly the set of rational points on the right-hand union of 3 rays:
(So the intersection is non-transversal.) Nevertheless, \( \text{ord}_p(Z^*_p(F)) \) is empty. ◦

**Remark 1.8.** Throughout our paper, we abuse notation slightly by setting \( \text{ord}_p(x_1, \ldots, x_n) := (\text{ord}_p(x_1), \ldots, \text{ord}_p(x_n)) \). The set \( \text{ord}_p\left(Z^*_p(f_1, \ldots, f_r)\right) \) is thus well-defined but, as revealed above, need not be the same as \( \bigcap_{i=1}^r \text{ord}_p\left(Z^*_p(f_i)\right) \). ◦

**Definition 1.9.** For any finite subsets \( A_1, \ldots, A_n \subset \mathbb{Z}^n \) we define \( \text{Vol}_p(A_1, \ldots, A_n) \) (resp. \( \text{Vol}_p(A_1, \ldots, A_n) \)) to be the maximum of \( \# \text{ord}_p\left(Z^*_p(F)\right) \) (resp. \( \text{ord}_p\left(Z^*_p(F)\right) \)) over all \( F := (f_1, \ldots, f_n) \) with \( f_i \in \mathbb{C}_p[x_1, \ldots, x_n] \) and \( \text{Supp}(f_i) \subset A_i \) for all \( i \), and \( Z^*_p(F) \) finite. We also define \( \text{Vol}_p \) to be the corresponding analogue of \( \text{Vol}_p \) where we restrict further to tropically generic \( F \). ◦

Clearly \( \text{Vol}_p(A_1, \ldots, A_n) \leq \text{Vol}_p(A_1, \ldots, A_n) \) and \( \text{Vol}_p(A_1, \ldots, A_n) \leq \text{Vol}_p(A_1, \ldots, A_n) \). While Smirnov’s Theorem [Sm1997, Thm. 3.4] implies that \( \text{Vol}_p(A_1, \ldots, A_n) \) is well-defined and finite for any fixed \( (A_1, \ldots, A_n) \), explicit upper bounds for \( \text{Vol}_p(A_1, \ldots, A_n) \) appear to be unknown. So we derive such an upper bound for certain \( (A_1, \ldots, A_n) \).

**Theorem 1.10.** Suppose \( p \) is any prime, \( A_1, \ldots, A_n \subset \mathbb{Z}^n \), \( A := \# \bigcup_i A_i \), \( t := \# A \), and \( e_i \) denotes the \( i \)-th standard basis vector of \( \mathbb{R}^n \). Then:

1. \( t \leq n \implies \text{Vol}_p(A_1, \ldots, A_n) = 0 \).
2. \( t = n + 1 \implies \text{Vol}_p(A_1, \ldots, A_n) \leq 1 \). In particular, \( \text{Vol}_p(\{O, e_1\}, \ldots, \{O, e_n\}) = 1 \).
3. \( t = n + 2 \) and every collection of \( n \) distinct pairs of points of \( A \) determines an \( n \)-tuple of linearly independent vectors\( \implies \text{Vol}_p(A_1, \ldots, A_n) \leq \max \{2, \left\lfloor \frac{n}{2} \right\rfloor^n + n\} \). Also, \( \text{Vol}_p(\{O, 2e_1, e_1 + e_2\}, \ldots, \{O, 2e_1, e_{n-1} + e_n\}) = n + 1 \).

We conjecture that the upper bound in Assertion (2) can in fact be improved to \( n + 1 \). It is easily shown that the general position assumption on \( A \) holds for a dense open set of exponents. For instance, if \( A \) has convex hull an \( n \)-simplex then the hypothesis of Assertion (2) holds automatically.

Whether the equality \( \text{Vol}_p(A_1, \ldots, A_n) = \text{Vol}_p(A_1, \ldots, A_n) \) holds beyond the setting of Assertions (0) and (1) is an intriguing open question. In fact, proving just that the growth of orders of \( \text{Vol}_p(A_1, \ldots, A_n) \) and \( \text{Vol}_p(A_1, \ldots, A_n) \) differ by a constant has deep implications.

**Theorem 1.11.** Suppose there is a prime \( p \) such that \( \text{Vol}_p(A_1, \ldots, A_n) = \text{Vol}_p(A_1, \ldots, A_n) \) for all finite \( A_1, \ldots, A_n \subset \mathbb{Z}^n \). Then the permanent of \( n \times n \) matrices cannot be computed by constant-free, division-free arithmetic circuits of size \( n^{O(1)} \).

We thus obtain an entirely tropical geometric statement implying the hardness of the permanent. In Theorem 1.11 it in fact suffices to restrict to certain families of supports \( A_i \) (see Proposition 1.17 below). We are currently unaware of any \( (A_1, \ldots, A_n) \) not satisfying the equality \( \text{Vol}_p(A_1, \ldots, A_n) = \text{Vol}_p(A_1, \ldots, A_n) \) for all primes \( p \).

Intersection multiplicity is a key subtlety underlying the counting of valuations.

**Theorem 1.12.** Suppose \( K \) is any algebraically closed field of characteristic 0 and \( A \subset \mathbb{Z}^n \) has cardinality at most \( n + 2 \) and no \( n + 1 \) points of \( A \) lie in a hyperplane. Suppose also that \( f_1, \ldots, f_n \in K[x_1, \ldots, x_n] \) have support contained in \( A \) and \( \# Z^*_K(F) \) is finite. Then the intersection multiplicity of any point of \( Z^*_K(F) \) is at most \( n + 1 \) (resp. 1) when \( \# A = n + 2 \) (resp. \( \# A = n + 1 \)), and both bounds are sharp.

The intersection multiplicity considered in our last theorem is the classical definition coming from commutative algebra or differential topology (see, e.g., [Fu1908]).
1.2. Earlier Applications of Root Counts for Univariate Structured Polynomials.

Recall the following classical definitions on the evaluation complexity of univariate polynomials.

**Definition 1.13.** For any field \( K \) and \( f \in K[x] \) let \( s(f) \) — the SLP complexity of \( f \) — denote the smallest \( n \) such that \( f = f_n \) identically where the sequence \( (f_{-N}, \ldots, f_1, f_0, \ldots, f_n) \) satisfies the following conditions: \( f_{-1}, \ldots, f_{-N} \in K, f_0 := x_1, \) and, for all \( i \geq 1, \) \( f_i \) is a sum, difference, or product of some pair of elements \( (f_j, f_k) \) with \( j, k < i. \) Finally, for any \( f \in \mathbb{Z}[x_1], \) we let \( \tau(f) \) denote the obvious analogue of \( s(f) \) where the definition is further restricted by assuming \( N = 1 \) and \( f_{-1} := 1. \)

Note that we always have \( s(f) \leq \tau(f) \) since \( s \) does not count the cost of computing large integers (or any constants). One in fact has \( \tau(n) \leq 2 \log_2 n \) for any \( n \in \mathbb{N} \) \cite{MS96} Prop. 1. See also \cite{Bra39, Mor97} for further background.

We can then summarize some seminal results of Bürgisser, Cheng, Lipton, Shub, and Smale as follows:

**Theorem 1.14.**

I. (See \cite{BCSS98} Thm. 3, Pg. 127 and \cite{Bir09} Thm. 1.1.) Suppose that for all nonzero \( f \in \mathbb{Z}[x] \) we have \( \# \mathbb{Z}(f) \leq \tau(f) \) \((1)\). Then (a) \( \mathbb{P}_C \neq \mathbb{NP}_C \) and (b) the permanent of \( n \times n \) matrices cannot be computed by constant-free, division-free arithmetic circuits of size \( n^{O(1)} \).

II. (Weak inverse to (I) \cite{Lip94} (1)) If there is an \( \varepsilon > 0 \) and a sequence \( (f_n)_{n \in \mathbb{N}} \) of polynomials in \( \mathbb{Z}[x] \) satisfying:

\[
\text{(a)} \quad \# \mathbb{Z}(f_n) > \varepsilon f_n \quad \text{for all } n \geq 1 \quad \text{and} \quad \text{(b)} \quad \deg f_n, \max_{\zeta \in \mathbb{Z}(f)} |\zeta| \leq 2^{(\log \# \mathbb{Z}(f_n))^{O(1)}}
\]

then, for infinitely many \( n \), at least \( \frac{1}{n^{\Omega(n)}} \) of the \( n \) digit integers that are products of exactly two distinct primes (with an equal number of digits) can be factored by a Boolean circuit of size \( n^{O(1)} \).

III. (Number field analogue of (I) implies Uniform Boundedness \cite{Che04}) Suppose that for any number field \( K \) and \( f \in K[x] \) we have \( \# \mathbb{Z}_K(f) \leq c_1.0096^{s(f)} \), with \( c_1 \) depending only on \( [K : \mathbb{Q}] \). Then there is a constant \( c_2 \in \mathbb{N} \) depending only on \( [K : \mathbb{Q}] \) such that for any elliptic curve \( E \) over \( K \), the torsion subgroup of \( E(K) \) has order at most \( c_2 \).

The hypothesis in Part (I) is known as the (Shub-Smale) \( \tau \)-Conjecture and was stated as the fourth problem (still unsolved as of late 2013) on Smale’s list of the most important problems for the 21st century \cite{Sma98, Sma00}. Via fast multpoint evaluation applied to the polynomial \( (x - 1) \cdots (x - m^2) \) \cite{vzGG03} one can show that the \( O \)-constant from the \( \tau \)-Conjecture should be at least 2 if the \( \tau \)-Conjecture is true.

The complexity classes \( \mathbb{P}_C \) and \( \mathbb{NP}_C \) are respective analogues (for the BSS model over \( \mathbb{C} \)) of the well-known complexity classes \( \mathbb{P} \) and \( \mathbb{NP} \). (Just as in the famous \( \mathbb{P} \) vs. \( \mathbb{NP} \) Problem, the equality of \( \mathbb{P}_C \) and \( \mathbb{NP}_C \) remains an open question.) The assertion on the hardness of the permanent in Theorem 1.14 is also an open problem and its proof would be a major step toward solving the \( \mathbb{VP} \) vs. \( \mathbb{VNP} \) Problem — Valiant’s algebraic circuit analogue of the \( \mathbb{P} \) vs. \( \mathbb{NP} \) Problem \cite{Val79, Bir00, Koi11, BLM11}: The only remaining issue to resolve for a complete solution of this problem would then be the restriction to constant-free circuits in Part (I).

\footnote{Lipton’s main result from \cite{Lip94} is in fact stronger, allowing for rational roots and primes with a mildly differing number of digits.}
The hypothesis of Part (II) (also unproved as of late 2013) merely posits a sequence of polynomials violating the $\tau$-Conjecture in a weakly exponential manner. The conclusion in Part (II) would violate a widely-believed version of the cryptographic hardness of integer factorization.

The conclusion in Part (III) is the famous Uniform Boundedness Theorem, due to Merel [Mer96]. Cheng’s conditional proof (see [Che04, Sec. 5]) is dramatically simpler and would yield effective bounds significantly improving known results (e.g., those of Parent [Par99]). In particular, the $K = \mathbb{Q}$ case of the hypothesis of Part (III) would yield a new proof (less than a page long) of Mazur’s landmark result on torsion points [Maz78].

More recently, Koiran has suggested real analytic methods (i.e., upper bounds on the number of real roots) as a means of establishing the desired upper bounds on the number of integer roots [Koi11], and Rojas has suggested $p$-adic methods [PR13]. In particular, the following variation on the hypothesis from Theorem 1.2 appears in slightly more refined form in [PR13]:

### Adelic SPS-Conjecture.

For any $k, m, t \in \mathbb{N}$ and $f \in \text{SPS}(k, m, t)$, there is a field $L \in \{\mathbb{R}, \mathbb{Q}_2, \mathbb{Q}_3, \mathbb{Q}_5, \ldots\}$ such that $f$ has no more than $(kmt)^{O(1)}$ distinct roots in $L$.

**Theorem 1.15.** If the Adelic SPS-Conjecture is true then the permanent of $n \times n$ matrices cannot be computed by constant-free, division-free arithmetic circuits of size $n^{O(1)}$.

**Proof of Theorem 1.15.** The truth of the Adelic SPS-Conjecture clearly implies the following special case of the Shub-Smale $\tau$-Conjecture: the number of integer roots of any $f \in \text{SPS}(k, m, t)$ is $(kmt)^{O(1)}$. The latter statement in turn implies the hypothesis of Theorem 1.2, so by the conclusion of Theorem 1.2 we are done. ■

Note that the Adelic SPS-Conjecture cannot be simplified to counting just the valuations: any fixed polynomial in $\mathbb{Z}[x_1] \setminus \{0\}$ will have exactly one $p$-adic valuation for its roots in $\mathbb{C}_p$ for sufficiently large $p$. (This follows easily from, e.g., Lemma 1.21 of the next section.)

An alternative simplification (and stronger hypothesis) would be to ask for a single field $L \in \{\mathbb{R}, \mathbb{Q}_2, \mathbb{Q}_3, \mathbb{Q}_5, \ldots\}$ where the number of roots in $L$ of any $f \in \text{SPS}(k, m, t)$ is $(kmt)^{O(1)}$. The latter simplification is an open problem, although it is now known that one can not ask for too much more: the stronger statement that the number of roots in $L$ of any $f \in \mathbb{Z}[x_1]$ is $\tau(f)^{O(1)}$ is known to be false. Counter-examples are already known over $\mathbb{R}$ (see, e.g., [BC76]), and over $\mathbb{Q}_p$ for any prime $p$ [PR13, Example 2.5 & Sec. 4.5].

The latter examples are much more recent, so for the convenience of the reader we summarize them here: Recall that the $p$-adic integers, $\mathbb{Z}_p$, are those elements of $\mathbb{Q}_p$ with nonnegative valuation. (So $\mathbb{Z}_p \subsetneq \mathbb{Z}_p$ in particular.)

**Example 1.16.** Consider the recurrence $h_1 := x_1(1-x_1)$ and $h_{n+1} := (p^{3^{n-1}} - h_n) h_n$ for all $n \geq 1$. Then $h_n$ has degree $2^n$, exactly $2^n$ roots in $\mathbb{Z}_p$, and $\tau(h_n) = O(n)$. However, the only integer roots of $h_n$ are $\{0, 1\}$ (see [PR13, Sec. 4.5]). Note also that $h_n$ has just $n$ distinct valuations for its roots in $\mathbb{C}_p$. The last fact follows easily from Lemma 1.21 stated in the next section. ○

Note, however, that it is far from obvious if the polynomial $h_n$ above is in $\text{SPS}(k, m, t)$ for some triple $(k, m, t)$ of functions growing polynomially in $n$. 
1.3. From Univariate SPS to Multivariate Sparse. Perhaps the simplest reduction of root counts for univariate SPS polynomial to root counts for multivariate sparse polynomial systems is the following.

**Proposition 1.17.** Suppose \( f \in \text{SPS}(k,m,t) \) is written \( \sum_{i=1}^{k} \prod_{j=1}^{m} f_{i,j} \) as in Definition 1.4. Let \( F := (f_1, \ldots, f_{km+1}) \) be the polynomial system defined by \( f_{km+1}(x_1, \ldots, y_{i,j}, \ldots) := \sum_{i=1}^{k} \prod_{j=1}^{m} y_{i,j} + f_{(i-1)m+j}(x_1, y_{i,j}) := y_{i,j} - f_{i,j}(x_1) \) for all \( (i,j) \in \{1, \ldots, k\} \times \{1, \ldots, m\} \). (Note that \( F \) involves exactly \( km+1 \) variables; \( f_1, \ldots, f_{km} \) each have at most \( t+1 \) monomial terms; and \( f_{km+1} \) involves exactly \( k \) monomial terms.) Then \( f \) not identically zero implies that \( F \) has only finitely many roots in \( \mathbb{C}_p \), and the \( x_1 \)-coordinates of the roots of \( F \) in \( \mathbb{C}_p \) are exactly the roots of \( f \) in \( \mathbb{C}_p \). \( \blacksquare \)

Upper bounds for the number of valuations of the roots of multivariate sparse polynomials can then, in some cases, yield useful upper bounds for the number of valuations of the roots of univariate SPS polynomials.

**Lemma 1.18.** Following the notation of Proposition 1.17, suppose \( F \) is tropically generic. Then \( \#\text{ord}_p\left( Z_{\mathbb{C}_p}(F) \right) \leq k(k-1)(2km(t+1)+1)/2 = O(k^3mt) \).

The crux of our paper is whether the bound above holds without tropical genericity. We prove Lemma 1.18 in Section 2 below.

To prove upper bounds such as Lemma 1.18 (and Corollary 1.5 and Theorem 1.10) we will need to use some polyhedral geometric tricks. So let us first review \( p \)-adic Newton polygons (see, e.g., [Wei63, Gon03]).

**Definition 1.19.** Given any prime \( p \) and a polynomial \( f(x_1) := \sum_{i=1}^{t} c_i x_1^{a_i} \in \mathbb{C}_p[x_1] \), we define its \( p \)-adic Newton polygon, \( \text{Newt}_p(f) \), to be the convex hull of the points \( \{(a_i, \text{ord}_p c_i) \mid i \in \{1, \ldots, t\}\} \). Also, a face of a polygon \( Q \subset \mathbb{R}^2 \) is called lower if and only if it has an inner normal with positive last coordinate, and the lower hull of \( Q \) is simply the union of all its lower edges. Finally, the polynomial associated to summing the terms of \( f \) corresponding to points of the form \((a_i, \text{ord}_p c_i)\) lying on some lower face of \( \text{Newt}_p(f) \) is called a \((p\text{-adic})\) lower polynomial. \( \diamond \)

**Example 1.20.** For \( f(x_1) := 36 - 8868x_1 + 29305x_1^2 - 35310x_1^3 + 18240x_1^4 - 3646x_1^5 + 243x_1^6 \), the polygon \( \text{Newt}_3(f) \) has exactly 3 lower edges and can easily be verified to resemble the illustration to the right. The polynomial \( f \) thus has exactly 2 lower binomials, and 1 lower trinomial over \( \mathbb{C}_3 \). \( \diamond \)

The \( p \)-adic Newton polygon is particularly important because it allows us to count valuations (or norms) of \( p \)-adic complex roots exactly when the monomial term expansion is known.

**Lemma 1.21.** (See, e.g., [Wei63, Prop. 3.1.1].) The number of roots of \( f \) in \( \mathbb{C}_p \) with valuation \( v \), counting multiplicities, is exactly the horizontal length of the lower face of \( \text{Newt}_p(f) \) with inner normal \( (v, 1) \). \( \blacksquare \)

**Example 1.22.** In Example 1.20 note that the 3 lower edges have respective horizontal lengths 2, 3, and 1, and inner normals \((1, 1)\), \((0, 1)\), and \((-5, 1)\). Lemma 1.21 then tells us that \( f \) has exactly 6 roots in \( \mathbb{C}_3 \): 2 with 3-adic valuation 1, 3 with 3-adic valuation 0, and 1 with 3-adic valuation 1.

\(^2i.e., \text{smallest convex set containing...} \)
1 with 3-adic valuation $-5$. Indeed, one can check that the roots of $f$ are exactly 6, 1, and $\frac{1}{243}$, with respective multiplicities 2, 3, and 1. ♦

To prove Theorem 1.11 we will need to review the higher-dimensional version of the $p$-adic Newton polygon: the $p$-adic Newton polytope.

### 2. Background on $p$-adic Tropical Geometry

The definitive extension of $p$-adic Newton polygons to arbitrary dimension (and general non-Archimedean, algebraically closed fields) is due to Kapranov.

**Definition 2.1.** For any polynomial $f \in \mathbb{C}_p[x_1, \ldots, x_n]$ written $\sum_{a \in A} c_a x^a$ (with $x^a = x_1^{a_1} \cdots x_n^{a_n}$ understood) we define its $p$-adic Newton polytope, $\text{Newt}_p(f)$, to be the convex hull of the point set $\{(a, \text{ord}_p(c_a)) \mid a \in A\}$. We also define the $p$-adic tropical variety of $f$ (or $p$-adic amoeba of $f$), $\text{Trop}_p(f)$, to be $\{v \in \mathbb{R}^n \mid (v, 1) \text{ is an inner normal of a positive-dimensional face of } \text{Newt}_p(f)\}$. ♦

We note that in [EKL06], the $p$-adic tropical variety of $f$ was defined via a Legendre transform (a.k.a. support function [Zie95]) of the lower hull of $\text{Newt}_p(f)$. It is easy to see that both definitions are equivalent.

**Kapranov’s Non-Archimedean Amoeba Theorem (special case).** [EKL06] Following the notation above, $\text{ord}_p\left(Z_{\mathbb{C}_p}^*(f)\right) = \text{Trop}_p(f) \cap \mathbb{Q}^n$. ■

A simple consequence of Kapranov’s Theorem is that counting valuations is most interesting for zero-dimensional algebraic sets.

**Proposition 2.2.** Suppose $f_1, \ldots, f_r \in \mathbb{C}_p[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]$, $F := (f_1, \ldots, f_r)$, and $Z_{\mathbb{C}_p}^*(F)$ is infinite. Then $\text{ord}_p\left(Z_{\mathbb{C}_p}^*(F)\right)$ is infinite.

**Proof:** By the definition of dimension for algebraic sets over an algebraically closed field, there must be a linear projection $\pi : \mathbb{C}^n_p \rightarrow I$, for some coordinate subspace $I$ of positive dimension $k$, with $\pi\left(Z_{\mathbb{C}_p}^*(F)\right)$ dense. Taking valuations, and applying Kapranov’s Theorem, this implies that $\text{ord}_p\left(\pi\left(Z_{\mathbb{C}_p}^*(F)\right)\right)$ must be linearly isomorphic to $\mathbb{Q}^k$ minus a (codimension 1) polyhedral complex. In other words, $\text{ord}_p\left(Z_{\mathbb{C}_p}^*(F)\right)$ must be infinite. ■

Another consequence of Kapranov’s Theorem is a simple characterization of $\text{ord}_p(Z_{\mathbb{C}_p}^*(F))$ when $F := (f_1, \ldots, f_n)$ is over-determined in a certain sense. This is based on a trick commonly used in toric geometry, ultimately reducing to an old matrix factorization: For any matrix $M = [M_{ij}] \in \mathbb{Z}^{n \times n}$ and $x \in (\mathbb{C}_p^n)^n$, we define $x^M := (x_1^{M_{1,1}} \cdots x_1^{M_{1,n}}, \ldots, x_n^{M_{1,1}} \cdots x_n^{M_{n,n}})$. We then call the map $m_M : (\mathbb{C}_p^n)^n \rightarrow (\mathbb{C}_p^n)^n$ defined by $m_M(x) := x^M$ a monomial change of variables.

**Lemma 2.3.** Given any finite set $A = \{a_1, \ldots, a_n\} \subset \mathbb{Z}^n$ lying in a hyperplane in $\mathbb{R}^n$, there is a matrix $U \in \mathbb{Z}^{n \times n}$, with determinant $\pm 1$, satisfying the following conditions:

1. $U a_i \in \mathbb{Z}^l \times \{0\}^{n-l}$ for all $i \in \{1, \ldots, n\}$.
2. Left (or right) multiplication by $U$ induces a linear bijection of $\mathbb{Z}^n$.
3. $m_U$ is an automorphism of the multiplicative group $(\mathbb{C}_p^n)^n$, with inverse $m_U^{-1}$. In particular, the map sending $\text{ord}_p(x) \mapsto \text{ord}_p(m_U(x))$ for all $x \in (\mathbb{C}_p^n)^n$ is a linear automorphism of $\mathbb{Q}^n$. ■
Lemma 2.3 follows immediately from the existence of Hermite factorization for matrices with integer entries (see, e.g., \cite{Her56, Sto00}). In fact, the matrix $U$ above can be constructed efficiently, but this need not concern us here. The characterization of $\text{ord}_p\left(Z^*_p(F)\right)$ for over-determined $F$ is the following statement.

**Proposition 2.4.** Suppose $A_1, \ldots, A_n \subseteq A \subset \mathbb{Z}^n$ and $A$ lies in some $(n-1)$-flat of $\mathbb{R}^n$. Then $\mathcal{V}_p(A_1, \ldots, A_n) = \mathcal{V}_p(A_1, \ldots, A_n) = 0$.

**Proof:** Suppose $F := (f_1, \ldots, f_n)$ where $\text{Supp}(f_i) \subseteq A_i$ for all $i$. By Lemma 2.3 we may assume that $A \subset \mathbb{Z}^{n-k} \times \{0\}^k$ for some $k \geq 1$. Clearly then, $Z^*_p(F)$ is either empty or contains a coordinate $k$-flat. So $\text{ord}_p\left(Z^*_p(F)\right)$ must either be empty or infinite, and we are done. ■

Another consequence of Kapranov’s Theorem is the following characterization of $\text{ord}_p\left(Z^*_p(f)\right)$ for certain trinomials. Recall that $\mathbb{R}_+$ is the set of positive real numbers and that $\mathbb{R}_+v$, for any vector $v \in \mathbb{R}^N \setminus \{0\}$, is the open ray generated by all positive multiples of $v$.

**Lemma 2.5.** Suppose $g \in \mathbb{C}_p[x_1]$ has exactly $t$ monomial terms, the lower hull of $\text{Newt}_p(g)$ consists of exactly $t'$ edges, and $f(x_1, y) := y - g(x_1)$ is considered as a polynomial in $\mathbb{C}_p[x_1, y_1, \ldots, y_n]$ with $N \geq i$. Then $\text{ord}_p\left(Z^*_p(f)\right)$ is the set of rational points of a polyhedral complex $\Sigma_f$ of the following form: a union of (a) an open $(N - 1)$-dimensional half-space parallel to $(\mathbb{R}_+(-1, \deg(g))) \times \mathbb{R}^{N-1}$, (b) $t'$ “vertical” open half-spaces parallel to $(\mathbb{R}_+(0, 1)) \times \mathbb{R}^{N-1}$, (c) $t' - 1$ strips of the form $L \times \mathbb{R}^{N-2}$ where $L \subset \mathbb{R}^2$ is a line segment missing one of its vertices, and (d) a closed $(N - 1)$-dimensional half-space parallel to $(\mathbb{R}_+ \cup \{0\}) \times \{0\} \times \mathbb{R}^{N-1}$.

**Example 2.6.** For any prime $p$, the polynomial
\[
f(x_1, y_1) := y_1 - (x_1^3 - (1 + p + p^2)x_1^2 + (p + p^2 + p^3)x_1 - p^3)
\]
has $\text{ord}_p\left(Z^*_p(f)\right)$ resembling the diagram to the right. In particular, in the notation of Lemma 2.3, we have
\[
g(x_1) := x_1^3 - (1 + p + p^2)x_1^2 + (p + p^2 + p^3)x_1 - p^3,
\]
$N = 1$, $t = 4$, and $t' = 3$. ◦

**Proof of Lemma 2.5** By construction, $\text{Newt}(f)$ lies in a 2-plane in $\mathbb{R}^{N+1}$ and thus, thanks to Kapranov’s Theorem, $\text{ord}_p\left(Z^*_p(f)\right)$ is the Minkowski sum of a 1-dimensional tropical variety and a complementary subspace of dimension $N - 1$. In particular, it suffices to prove the $N = 1$ case.

The $N = 1$ case follows easily: the ray of type (a) (resp. (d)) is parallel to the inner normal ray to the edge with vertices $(0, 1)$ and $(\deg g, 0)$ (resp. $(0, 1)$ and $(0, 0)$) of $\text{Newt}(f)$. The vertical rays correspond to the inner normals corresponding to the lower edges of $\text{Newt}_p(g)$ (alternatively, the edges of $\text{Newt}_p(f)$ not incident to $(0, 1, 0)$). Finally, the “strips” are merely the segments connecting the points $v$ with $(v, 1)$ a lower facet normal of $\text{Newt}_p(f)$. ■

**Proof of Lemma 1.18** Let $n = km + 1$ be the number of variables in the system constructed in Proposition 1.17. Lemma 2.3 (applied to each $y_{i,j} - f_{i,j}$) induces a natural finite partition of $\mathbb{R}^n$ into half-open slabs of the form $(-\infty, v_1) \times \mathbb{R}^{n-1}$, $[v_\ell, v_{\ell+1}) \times \mathbb{R}^{n-1}$ for $\ell \in \{1, \ldots, M - 1\}$, or $[v_M, +\infty) \times \mathbb{R}^{n-1}$, with $M \leq km(t - 1) - 1$. (Note, in particular, that the boundaries of the slabs coming from different $f_{i,j}$ can not intersect, thanks to tropical genericity.) Note also that within the interior of each slab, any non-empty intersection
of \( \text{ord}_p\left(Z_{c_p}^*(f_1)\right), \ldots, \text{ord}_p\left(Z_{c_p}^*(f_n)\right) \) must be a transversal intersection of \( n \) hyperplanes, thanks to tropical genericity.

In particular, for the left-most (resp. right-most) slab, we obtain a transversal intersection of \( n - 1 \) type (a) (resp. type (d)) \( (n - 1) \)-cells coming from \( f_1, \ldots, f_{n-1} \) (in the notation of Lemma 2.7) and an \( (n - 1) \)-cell of \( \text{ord}_p\left(Z_{c_p}^*(f_n)\right) \). Each \( (n - 1) \)-cell of \( \text{ord}_p\left(Z_{c_p}^*(f_n)\right) \), by definition, is dual to an edge of the lower hull of \( \text{Newt}_p(f_n) \). So there are no more than \( \binom{k}{2} \) such \( (n - 1) \)-cells. Thus, there are at most \( \binom{k}{2} \) intersections of \( \text{ord}_p\left(Z_{c_p}^*(f_1)\right), \ldots, \text{ord}_p\left(Z_{c_p}^*(f_n)\right) \) occurring in the interior of the left-most (resp. right-most) slab.

Similarly, the number of intersections of \( \text{ord}_p\left(Z_{c_p}^*(f_1)\right), \ldots, \text{ord}_p\left(Z_{c_p}^*(f_n)\right) \) occurring in any other slab interior is \( \binom{k}{2} \). Also, within any of the \( M + 1 \) slab boundaries, there are clearly at most \( \binom{k}{2} \) intersections of \( \text{ord}_p\left(Z_{c_p}^*(f_1)\right), \ldots, \text{ord}_p\left(Z_{c_p}^*(f_n)\right) \).

So we obtain no more than \( \binom{k}{2}(2 + M + M + 1) \leq \binom{k}{2}(2km(t-1)+1)=O(k^3mt) \) intersections for the underlying \( p \)-adic tropical varieties and we are done. ■

3. Proving Theorem 1.2

The proof is a fairly straightforward application of a result from [Koi11], which we paraphrase in Theorem 3.2 below. However, let us first review some background.

Recall that the counting hierarchy \( \text{CH} \) is a hierarchy of complexity classes built on top of the counting class \( \# \mathsf{P} \); it contains the entire polynomial hierarchy \( \text{PH} \) and is contained in \( \text{PSPACE} \). A detailed understanding of \( \text{CH} \) is not necessary here since we will need only one fact (Theorem 3.2 below) related to \( \text{CH} \). The curious reader can consult [B¨ ur09, Koi11] and the references therein for more information on the counting hierarchy.

**Definition 3.1.** A hitting set \( H \) for a family \( \mathcal{F} \) of polynomials is a finite set of points such that, for any \( f \in \mathcal{F} \setminus \{0\} \), there is at least one \( x \in H \) such that \( f(x) \neq 0 \). Also, a \( \text{CH} \)-algebraic number generator is a sequence of polynomials \( G := (g_i)_{i \in \mathbb{N}} \) satisfying the following conditions:

1. There is a positive integer \( c \) such that we can write \( g_i(x) := \sum_{\alpha=0}^{i^c} a(\alpha, i)x_0^\alpha \), with \( a(\alpha, i) \in \mathbb{Z} \) of absolute value no greater than \( 2^{\mathbb{E}} \), for all \( i \).
2. The language \( L(G) := \{(\alpha, i, j, b) \mid \text{ the } j^{th} \text{ bit of } a(\alpha, i) \text{ is equal to } b\} \) is in \( \text{CH} \).

Hitting sets are sometimes called correct test sequences, as in [HSS2]. In particular, the deterministic construction of hitting sets is equivalent to the older problem of deterministic identity testing for polynomials given in the black-box model.

The main technical fact we’ll need now is the following:

**Theorem 3.2.** (See [Koi11] Thm. 7.) Let \( G := (g_i) \) be a \( \text{CH} \)-algebraic number generator and let \( Z(G, m) \) be the set of all roots of the polynomials \( g_i \) for all \( i \leq m \). If there is a polynomial \( p \) such that \( Z(G, p(kmt)) \) is a hitting set for \( \text{SPS}(k, m, t) \) then the permanent of \( n \times n \) matrices cannot be computed by constant-free, division-free arithmetic circuits of size \( n^{O(1)} \). ■

The last result shows that the construction of explicit hitting sets of polynomial size for sums of products of sparse polynomials implies a lower bound for the permanent. Note that the conclusion of the theorem holds under a somewhat weaker hypothesis (see [Koi11] for details).
Proof of Theorem 1.2. By assumption, there is a constant $c \geq 1$ such that any $f \in \text{SPS}(k, m, t)$ has at most $(1 + kmt)^c$ integer roots that are powers of $p$. (The hypothesis of Theorem 1.2 is thus in fact stronger than the preceding statement.) The set $S_f$ therefore forms a polynomial-size hitting set for $f$. By Theorem 3.2, it just remains to check that the sequence of polynomials $(x_1 - p^i)_{i \in \mathbb{N}}$ forms a CH-algebraic number generator. We must therefore show that the following problem belongs to CH: given two integers $i$ and $j$ in binary notation, compute the $j$-th bit of $p^i$. Note that this problem would be solvable in polynomial time if $i$ was given in unary notation (by performing the $i - 1$ multiplications in the most naive way). To deal with the binary notation underlying our setting, we apply Theorem 3.10 of [Bü09]: iterated multiplication of exponentially many integers can be done within the counting hierarchy. Here we have to multiply together exponentially many (in the binary size of $i$) copies of the same integer $p$. We note that Theorem 3.10 of [Bü09] applies to a very wide class of integer sequences: the numbers to be multiplied must be computable in the counting hierarchy. In our case we only have to deal with a constant sequence (consisting of $i$ copies of $p$) so the elements of this sequence are computable in polynomial time (and actually in constant time since $p$ is constant). So we are done.

Remark 3.3. From our proof we also obtain that the set $S_f$ from the statement of Theorem 1.2 can be replaced by $S'_f := \{ e \mid f(p^e) = 0 \}$. Since we clearly have $S'_f \subseteq S_f$, we thus obtain a strengthening of Theorem 1.2.

It is interesting to note that even a weakly exponential upper bound on the number of valuations would still suffice to prove new hardness results for the permanent: from the development of Sections 5 and 6 of [Koi11], and our development here, one has the following fall-back version of Theorem 1.2.

Theorem 3.4. Suppose that there is a prime $p$ with the following property: For all $k, m, t \in \mathbb{N}$ and $f \in \text{SPS}(k, m, t)$, we have that the cardinality of

$$\text{S}_f' := \{ e \in \mathbb{N} \mid f(p^e) = 0 \}$$

is $2^{kmt o(1)}$. Then the permanent of $n \times n$ matrices cannot be computed by polynomial size depth 4 circuits using polynomial size integer constants.

While the conclusion is weaker than that of Theorem 1.2, the truth of the hypothesis of Theorem 3.3 nevertheless yields a hitherto unknown complexity lower bound for the permanent.

Remark 3.5. One can in turn weaken the hypothesis of Theorem 3.4 even further — by allowing dependence on the coefficients and degrees of the underlying $f_{i,j}$ in the definition of SPS($k, m, t$) — and still obtain the same conclusion. This can be formalized via [PR13, Dfn. 2.6] and the development of [Koi11, Sec. 3].

4. Proving Theorem 1.10

For the sake of disambiguation, let us first recall the following basic definition from linear algebra.

Definition 4.1. Fix any field $K$. We say that a matrix $E = [E_{i,j}] \in K^{m \times n}$ is in reduced row echelon form if and only if the following conditions hold:

1. The left-most nonzero entry of each row of $E$ is 1, called the leading 1 of the row.
2. Every leading 1 is the unique nonzero element of its column.
3. The index $j$ such that $E_{i,j}$ is a leading 1 of row $i$ is a strictly increasing function of $i$.\)
Note that in Condition (1), we allow a row to consist entirely of zeroes. Also, by Condition (3), all rows below a row of zeroes must also consist solely of zeroes. For example, the matrix

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 2 \\
0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

is in reduced row echelon form, and we have boxed the leading 1s.

By Gauss-Jordan Elimination we mean the well-known classical algorithm that, given any matrix \( M \in K^{m \times n} \), yields the factorization \( UM = E \) with \( U \in \text{GL}_m(K) \) and \( E \) in reduced row echelon form (see, e.g., [Pra04, Str09]). In what follows, we use \((\cdot)^\top\) to denote the operation of matrix transpose.

**Definition 4.2.** Given any Laurent polynomials \( f_1, \ldots, f_r \in K[x_1^{\pm 1}, \ldots, x_n^{\pm 1}] \) with supports contained in a set \( A = \{a_1, \ldots, a_t\} \subset \mathbb{Z}^n \) of cardinality \( t \), applying Gauss-Jordan Elimination to \( (f_1, \ldots, f_r) \) means the following: (a) we identify the row vector \((f_1, \ldots, f_r)\) with the vector-matrix product \((x^a_1, \ldots, x^a_r)C\) where \( C \in K^{t \times r} \) and the entries of \( C \) are suitably chosen coefficients of the \( f_i \), and (b) we replace \((f_1, \ldots, f_r)\) by \((g_1, \ldots, g_r)\) where \( (g_1, \ldots, g_r) = (x^{a_1}, \ldots, x^{a_r})E \) and \( E^\top \) is the reduced row echelon form of \( C^\top \).

Note in particular that the ideals \( \langle f_1, \ldots, f_r \rangle \) and \( \langle g_1, \ldots, g_r \rangle \) are identical. As a concrete example, one can observe that applying Gauss-Jordan Elimination to the pair \((x^3 - y - 1, x^3 - 2y + 2)\) means that one instead works with the pair \((x^3 - 4, -y + 3)\).

We now proceed with the proof of Theorem 1.10. In what follows, we set \( A := \bigcup_i A_i \), \( t := \#A \), and let \( F := (f_1, \ldots, f_n) \) be any polynomial system with \( f_i \in \mathbb{C}_p[x_1^{\pm 1}, \ldots, x_n^{\pm 1}] \) and \( \text{Supp}(f_i) \subseteq A_i \) for all \( i \).

4.1. Proving Assertions (0) and (1). Assume \( t \leq n + 1 \). If any \( f_i \) is a single monomial term then \( Z_{\mathbb{C}_p}^s(F) \) is empty. Also, if any \( f_i \) is identically 0 then \( \#Z_{\mathbb{C}_p}^s(F) \) is infinite, so (by Proposition 2.2) \( \text{ord}_p\left(\#Z_{\mathbb{C}_p}^s(F)\right) = +\infty \). So we may assume that no \( f_i \) is identically zero or a monomial term. Also, dividing all the \( f_i \) by a suitable monomial term, we may assume that \( \mathbf{O} \in A \).

Assertion (0) then follows immediately from Proposition 2.4. So we may now assume that \( A \) does not lie in any \((n - 1)\)-flat (and \( t = n + 1 \) in particular).

Our remaining case is then folkloric: by Gauss-Jordan Elimination (as in Definition 4.2) ordering so that the last monomial is \( x^0 \), we can reduce to the case where each polynomial has 2 or fewer terms, and \( \text{Supp}(f_i) \cap \text{Supp}(f_j) = \mathbf{O} \) for all \( i \neq j \). In particular, should Gauss-Jordan Elimination not yield the preceding form, then some \( f_i \) is either identically zero or a monomial term, thus falling into one of our earlier cases. So assume \( F \) is a binomial system with \( \text{Supp}(f_i) \cap \text{Supp}(f_j) = \mathbf{O} \) for all \( i \neq j \). Since no \( n + 1 \) points of \( A \) lie on a hyperplane, Newt\((f_1), \ldots, \) Newt\((f_n)\) define \( n \) linearly independent vectors in \( \mathbb{R}^n \). The underlying tropical varieties are then hyperplanes intersecting transversally, and the number of valuations is thus clearly 1.

So the upper bound from Assertion (1) is proved. The final equality follows immediately from the polynomial system \((x_1 - 1, \ldots, x_n - 1)\).

**Remark 4.3.** Note that in our proof, Gauss-Jordan Elimination allowed us to replace any tropically non-generic \( F \) by a new, tropically generic system with the same roots over \( \mathbb{C}_p \). Recalling standard height bounds for linear equations (see, e.g., [Sto00]), another consequence of our proof is that, when \( t \leq n + 1 \), we can decide whether \( \text{ord}_p\left(\#Z_{\mathbb{C}_p}^s(F)\right) \) is 0, 1, or \( \infty \) in polynomial-time.
4.2. Proving Assertion (2). Let us first see an example illustrating a trick underlying our proof.

Example 4.4. Consider, for any prime \( p \neq 2 \), the polynomial system
\[
F := (f_1, f_2) := \left\{ \begin{array}{l}
-(p + p^2)x_2^{21} - px_2^{32} + p + x_1^9x_2^{10} \\
(p + p^3)x_2^{21} + (p + p^3)x_1^{32} + p + p^4 + (1 + p)x_1^9x_2^{10}.
\end{array} \right.
\]
The tropical varieties \( \text{Trop}_p(f_1) \) and \( \text{Trop}_p(f_2) \) turn out to be identical and equal to a polyhedral complex with exactly 3 0-dimensional cells and 6 1-dimensional cells (a truncation of which is shown on the right).

How can we prove that \( \text{ord}_p \left( Z^*_p(F) \right) \) in fact has small cardinality?

While it is not hard to apply Bernstein’s Theorem (as in [Ber75]) to see that \( F \) has only finitely many roots in \( (\mathbb{C}^*_p)^2 \), there is a simpler approach to proving \( \text{ord}_p \left( Z^*_p(F) \right) \) is finite: First note that via Gauss-Jordan Elimination (and a suitable ordering of monomials), \( F \) has the same roots in \( (\mathbb{C}^*_p)^2 \) as
\[
F^{(1,2)} := (f^{(1,2)}_1, f^{(1,2)}_2) := \left\{ x_2^{21} + \frac{2+p^2+p^3}{p(p-1)}x_1^{32} + \frac{2+p+p^2}{p^2(p-1)}x_1^9x_2^{10}, \right.
\]
\[
\left. (p + p^3)x_2^{21} + \frac{2+p^2+p^3}{p(p-1)}x_1^{32} + \frac{2(1+p)}{p^2(p-1)}x_1^9x_2^{10}. \right.
\]

We then obtain that the tropical varieties \( \text{Trop}_p \left( f^{(1,2)}_1 \right) \) and \( \text{Trop}_p \left( f^{(1,2)}_2 \right) \) intersect (in a small interval) along a single 1-dimensional cell, drawn more thickly, as shown to the right of the definition of \( F^{(1,2)} \). (The intersection \( \text{Trop}(f_1) \cap \text{Trop}(f_2) \cap \text{Trop}(f^{(1,2)}_1) \cap \text{Trop}(f^{(1,2)}_2) \) is drawn still more thickly.) From the definition of \( \text{Trop}_p(\cdot) \), it is not hard to check that the degenerately intersecting 1-cells of \( \text{Trop}_p \left( f^{(1,2)}_1 \right) \) and \( \text{Trop}_p \left( f^{(1,2)}_2 \right) \) correspond to parallel lower edges of \( \text{Newton}_p \left( f^{(1,2)}_1 \right) \) and \( \text{Newton}_p \left( f^{(1,2)}_2 \right) \), which in turn correspond to the binomials \( \frac{2+p^2+p^3}{p(p-1)}x_1^{32} + \frac{2+p+p^2}{p^2(p-1)}x_1^9x_2^{10} \) and \( \frac{2+p+p^2}{p^2(p-1)}x_1^9x_2^{10} + \frac{2(1+p)}{p^2(p-1)}x_1^9x_2^{10} \). (Note that the intersecting 1-cells of the \( \text{Trop} \left( f^{(3,4)}_1 \right) \) are each perpendicular to the resulting Newton polytopes of the preceding binomials.)

So to contend with this remaining degenerate intersection, we simply apply Gauss-Jordan Elimination with the monomials ordered so that the aforementioned pair of binomials becomes a pair of monomials. More precisely, we obtain that \( F \) has the same roots in \( (\mathbb{C}^*_p)^2 \) as
\[
F^{(3,4)} := (f^{(3,4)}_1, f^{(3,4)}_2) := \left\{ \begin{array}{l}
-\frac{2}{p(p-1)}x_2^{21} + \frac{2+p^2+p^3}{p(p^2-1)}x_1^{32} + \frac{1}{p^2(p-1)}x_1^9x_2^{10}, \\
-\frac{2}{p(p-1)}x_2^{21} + \frac{2+p^2+p^3}{p(p^2-1)}x_1^{32} + \frac{1}{p^2(p-1)}x_1^9x_2^{10}.
\end{array} \right.
\]

\( \text{Trop}_p \left( f^{(3,4)}_1 \right) \) and \( \text{Trop}_p \left( f^{(3,4)}_2 \right) \) then intersect transversally precisely within the overlapping 1-cells of \( \text{Trop}_p(f_1) \cap \text{Trop}_p(f_2) \) and \( \text{Trop}_p \left( f^{(1,2)}_1 \right) \cap \text{Trop}_p \left( f^{(1,2)}_2 \right) \). In particular, the intersection of the tropical varieties of the \( f_i, f_i^{(1,2)} \), and \( f_i^{(3,4)} \) consists of exactly 2 points: \( \left( \frac{1}{32}, \frac{23}{320} \right) \) and \( \left( \frac{1}{189}, \frac{1}{211} \right) \). So, thanks to Kapranov’s Theorem, \( \text{ord}_p \left( Z^*_p(F) \right) \) in fact has cardinality at most 2.

A simple observation used in our example above is the following consequence of the basic ideal/variety correspondence.
Proposition 4.5. Given any \( f_1, \ldots, f_r \in \mathbb{C}_p[x_1^\pm, \ldots, x_n^\pm] \) and \( F := (f_1, \ldots, f_r) \), we have \( \text{ord}_p \left( \mathbb{C}_p^* \left( f \right) \right) \subseteq \bigcap_{f \in (f_1, \ldots, f_r)} \text{ord}_p \left( \mathbb{C}_p^* \left( f \right) \right) \), where \( \langle f_1, \ldots, f_r \rangle \subseteq \mathbb{C}_p[x_1^\pm, \ldots, x_n^\pm] \) denotes the ideal generated by \( f_1, \ldots, f_r \). □

The reverse inclusion also holds, but is far less trivial to prove (see, e.g., [MS12]). In particular, Example 4.4 shows us that restricting the intersection to a finite set of generators can sometimes result in strict containment.

Proof of Assertion (2) of Theorem 1.10: The case \( n = 1 \) is immediate from Lemma 1.21 and the example \((A_1, f) = (\{0, 1, 2\}, (x_1 - 1)(x_1 - 2))\). So let us assume henceforth that \( n \geq 2 \).

Recall from last section that \( t = n + 2 \) and \( A := \bigcup \alpha A_\ell \). For any distinct \( i, j \in \{1, \ldots, n+2\} \) let us then define \( F^{(i,j)} \) by applying Gauss-Jordan Elimination, as in Definition 1.2 where we order monomials so that the last exponents are \( a_i \) and \( a_j \). In particular, \( F \) and \( F^{(i,j)} \) clearly have the same roots in \((\mathbb{C}_p^*)^n\) for all distinct \( i, j \). We will show that every \( F^{(i,j)} \) can be assumed to be a trinomial system of a particular form.

First note that we may assume that \( \text{Supp} \left( f_\ell^{(n+1,n+2)} \right) \subseteq \{a_{r_\ell}, a_{s_\ell}, a_{n+2} \} \) for all \( \ell \), where \( (r_\ell, s_\ell) \) is a strictly increasing sequence of integers in \( \{1, \ldots, n\} \) satisfying \( s_\ell \geq r_\ell \geq \ell \) for all \( \ell \). This is because, similar to our last proof, we may assume that each \( f_\ell^{(n+1,n+2)} \) has at least 2 monomial terms, thus implying that \( r_n, a \in \{n, n+1\} \). In particular, no \( f_\ell^{(n+1,n+2)} \) can have 4 or more terms, by the positioning of the leading 1s in reduced row echelon form.

By dividing by a suitable monomial term, we may assume that \( a_{n+2} = 0 \). Also, by Lemma 2.3 we may assume that \( a_\ell \in \mathbb{Z}^\ell \times \{0\}^{n-\ell} \) for all \( \ell \in \{1, \ldots, n\} \). (Our general position assumption on \( A \) also implies that the \( \ell \)-th coordinate of \( a_\ell \) is nonzero.) Now, should \( f_n^{(n+1,n+2)} \) have exactly 2 monomial terms, then \( f_n^{(n+1,n+2)} \) must be of one of the following forms: (a) \( x_1^{a_n} + \alpha_n x_2^{a_{n+1}} \), (b) \( x_1^{a_n} + \alpha_n x_2^{a_{n+2}} \), or (c) \( x_1^{a_{n+1}} + \alpha_n x_2^{a_{n+2}} \), for some \( \alpha_n \in \mathbb{C}_p^* \). In Case (c), we could then replace all occurrences of \( x_1^{a_{n+1}} \) in \( f_1^{(n+1,n+2)}, \ldots, f_{n-1}^{(n+1,n+2)} \) by a nonzero multiple of \( x_1^{a_{n+2}} \). We would thus reduce to the setting of Assertion (1), in which case, the maximal finite number of valuations would be 1. In Cases (a) and (b), we obtain either that some \( x_i \) vanishes, or that \( \text{ord}_p x_n \) is a linear function of \( \text{ord}_p x_1, \ldots, \text{ord}_p x_{n-1} \). So we could then reduce to a case one dimension lower.

So we may assume that \( \text{Supp} \left( f_n^{(n+1,n+2)} \right) = \{a_n, a_{n+1}, a_{n+2} \} \), which in turn forces \( a_\ell \in \text{Supp} \left( f_\ell^{(n+1,n+2)} \right) \subseteq \{a_\ell, a_{n+1}, a_{n+2} \} \) for all \( \ell \in \{1, \ldots, n-1\} \). Moreover, by repeating the arguments of Cases (a) and (b) above, we may in fact assume \( \text{Supp} \left( f_\ell^{(n+1,n+2)} \right) = \{a_\ell, a_{n+1}, a_{n+2} \} \) for all \( \ell \in \{1, \ldots, n\} \).

Permuting indices, we can then repeat the last 3 paragraphs and assume further that, for any distinct \( i, j \in \{1, \ldots, n+2\} \), we have

\[
\text{Supp} \left( f_\ell^{(i,j)} \right) = \{a_k, a_i, a_j \} \text{ for all } \ell \in \{1, \ldots, n\}, \text{ where } \{k_\ell \}_\ell = A \setminus \{i, j\}.
\]

Let us now fix \( (i, j) \) and set \( G = (g_1, \ldots, g_n) := F^{(i,j)} \). Thanks to \( * \) and Lemma 2.5 (mimicking the proof of Lemma 1.18), the Trop \(_p(g_\ell)\) each contain a half-plane parallel to a common hyperplane. We then obtain a finite partition of \( \mathbb{R}^n \) into half-open slabs of a form linearly isomorphic (over \( \mathbb{Q} \)) to \((\mathbb{R}^{n-1}, [u_\ell, u_{\ell+1}] \times \mathbb{R}^{n-1})\) for \( \ell \in \{1, \ldots, m_{i,j} - 1\}, \)
or $[u_{m_{i,j}}, +\infty) \times \mathbb{R}^{n-1}$, with $m_{i,j} \leq n$. More precisely, the boundaries of the cells of our partition are hyperplanes of the form $H^{(i,j)}_\ell := \left\{ v \in \mathbb{R}^n \mid (a_i - a_j) \cdot v = \text{ord}_p \left( \gamma^{(i,j)}_\ell \right) \right\}$ for $\ell \in \{1, \ldots, m_{i,j}\}$, where $\gamma^{(i,j)}_\ell$ is a ratio of coefficients of $f^{(i,j)}_\ell$.

In particular, Lemma 2.5 and our genericity hypothesis tell us that, within any slab, any non-empty intersection of $\text{ord}_p \left( Z^*_p \left( f_1 \right) \right), \ldots, \text{ord}_p \left( Z^*_p \left( f_n \right) \right)$ must be a transversal intersection of $n$ hyperplanes, unless it includes the intersection of two or more $H^{(i,j)}_k$. So if $G$ is tropically generic, we have by Proposition 4.5 that $\# \text{ord}_p \left( Z^*_p \left( F \right) \right) \leq n + 1$.

Otherwise, any non-transversal intersection must occur within an intersection of slab boundaries $H^{(i,j)}_k$. So to finish this case, consider $n - 1$ more distinct pairs $(i_2, j_2), \ldots, (i_n, j_n)$, i.e., $i_\ell \neq j_\ell$ for all $\ell$ and $\# \{i_\ell, j_\ell, i_\ell', j_\ell'\} \leq 3$ for all $\ell \neq \ell'$.

Just as for $G$, the genericity of the exponent set $A$ implies that any non-transversal intersection for $\text{Trop}_p \left( f^{(i,j)}_1 \right), \ldots, \text{Trop}_p \left( f^{(i,j)}_n \right)$ must occur within the intersection of at least two coincident slab boundaries $H^{(i,j)}_k$. In particular, we may assume that none of $F^{(i_2,j_2)}, \ldots, F^{(i_n,j_n)}$ are tropically generic (for $\# \text{ord}_p \left( Z^*_p \left( F \right) \right) \leq n + 1$ otherwise).

By our assumption on the genericity of the exponent set $A$, we have that $H^{(i,j)}_1, H^{(i_2,j_2)}_2, \ldots, H^{(i_n,j_n)}_n$ intersect transversally, for any choice of $n$-tuples $(\ell_1, \ldots, \ell_n)$. In particular, we have embedded the non-transversal intersections of $\text{ord}_p \left( Z^*_p \left( F \right) \right)$ into a (finite) intersection of $m_{i,j} \prod_{\ell=2}^n m_{i_\ell,j_\ell}$ many tropical varieties. In particular, to count the non-transversal intersections, we may assume $m_{i,j}, m_{i_2,j_2}, \ldots, m_{i_n,j_n} \leq \left\lfloor \frac{n}{2} \right\rfloor$.

From our earlier observations on slab decomposition, there can be at most $n$ intersections occuring away from an intersection of slab boundaries (since we are assuming $G$ and the $F^{(i,j)}$ all fail to be tropically generic). The number of distinct points of $\text{ord}_p \left( Z^*_p \left( F \right) \right)$ lying in intersections of the form $H^{(i,j)}_1 \cap H^{(i_2,j_2)}_2 \cap \cdots \cap H^{(i_n,j_n)}_n$ is no greater than $\left\lfloor \frac{n}{2} \right\rfloor^n \cdot n$. So our upper bound is proved.

That $V_p \left\{ \mathbf{O}, 2e_1, e_1 + e_2 \right\}, \left\{ \mathbf{O}, 2e_1, e_2 + e_3 \right\}, \ldots, \left\{ \mathbf{O}, 2e_1, e_{n-1} + e_n \right\}, \left\{ \mathbf{O}, 2e_1, e_n \right\} \geq n + 1$ follows directly from [PR13, Thm. 1.6]. To be more precise, the polynomial system

$$x_1 x_2 - p \left( 1 + \frac{x_1^2}{p} \right), x_2 x_3 - (1 + px_1^2), x_3 x_4 - (1 + p^2 x_1^2), \ldots, x_{n-1} x_n - \left( 1 + p^{2n-5} x_1^2 \right), x_n - \left( 1 + p^{2n-3} x_1^2 \right)$$

has exactly $n+1$ valuation vectors for its roots over $\mathbb{C}_p$, and tropical genericity follows directly from [PR13, Lemma 3.7]. The reverse inequality then follows from our earlier observations on slab decomposition. In particular, via our earlier reductions, Assertions (0) and (1) easily imply that any $F$ with smaller support has no more than $n$ valuation vectors for its roots. □

**Remark 4.6.** We are currently unaware of any examples where $\overline{V}_p(A_1, \ldots, A_n)$ is larger than $n + 1$. In any event, our proof reveals various cases where the number of valuation vectors is at most $n + 1$. ◦

5. **Proving Theorem L.11**

By Theorem L.2 and Proposition L.17 it is enough to show that, for $n := km + 1$ and $A_1, \ldots, A_n$ the supports of the polynomial system $F$ from the proposition, we have $V_p(A_1, \ldots, A_n) = (kmt)^{O(1)}$. By Lemma L.18 we are done. □
6. Proving Theorem 1.12

First note that we can divide our equations by a suitable monomial term so that \( \mathbf{0} \in A \).

The case where \( A \) has cardinality \( n + 1 \) can be easily handled just as in the proof of Theorem 1.10. \( F \) can be reduced to a binomial system via Gauss-Jordan Elimination, and then by Lemma 2.3 we can easily reduce to a triangular binomial system. In particular, all the roots of \( F \) in \((K^*)^n\) are non-degenerate and thus have multiplicity 1, so the sharpness of the bound is immediate as well.

So let us now assume that \( A \) has cardinality \( n + 2 \). By Gauss-Jordan Elimination and a monomial change of variables again, we may assume that \( F \) is of the form

\[
(x^{a_1} - a_1 - x^{a_{n+1}}/c, \ldots, x^{a_n} - a_n - x^{a_{n+1}}/c)
\]

for some \( c \in K^* \).

Consider now the matrix \( \hat{A} \) obtained by appending a rows of 1s to the matrix with columns \( \mathbf{O}, a_1, \ldots, a_{n+1} \). By construction, \( \hat{A} \) has right-kernel generated by a single vector \( b = (b_0, \ldots, b_{n+1}) \in \mathbb{Z}^{n+2} \) with no zero coordinates. So the identity \( \prod_{i=1}^{n+1} (\alpha_i + u)^{b_i} = 1 \) clearly holds for any \( x \in (K^*)^n \). Letting \( u := x^{a_{n+1}} \) we then clearly obtain a bijection between the roots of \( F \) in \((K^*)^n\) and the roots of

\[
g(u) := u^{b_{n+1}} \prod_{i=1}^{n+1} (\alpha_i + u)^{b_i} - C
\]

where \( C := \ell^{b_1 + \cdots + b_n} \). Furthermore, intersection multiplicity is preserved under this univariate reduction since each \( x_i \) is a radical of a linear function of a root of \( g \). We thus need only determine the maximum intersection multiplicity of a root of \( g \) in \( K^* \).

Since the multiplicity of a root \( \zeta \) over a field of characteristic 0 is characterized by the derivative of least order not vanishing at \( \zeta \), let us suppose, to derive a contradiction, that \( f(\zeta) = f'(\zeta) = \cdots = f^{(n+1)}(\zeta) = 0 \), i.e., \( \zeta \) is a root of multiplicity \( \geq n + 2 \). An elementary calculation then reveals that we must have

\[
\frac{b_1'}{\alpha_1 + \zeta} + \cdots + \frac{b_{n+1}'}{\alpha_{n+1} + \zeta} = 0
\]

\[
\vdots
\]

\[
\frac{b_1'}{(\alpha_1 + \zeta)^{n+1}} + \cdots + \frac{b_{n+1}'}{(\alpha_{n+1} + \zeta)^{n+1}} = 0
\]

where \( m \leq n \), the \( \alpha_i' \) are distinct and comprise all the \( \alpha_i \): \( \alpha_{m+1}' = 0 \), \( b_j' := \sum_{\alpha_j = \alpha_i'} b_j \), \( b_{m+1}' := b_{n+1} \), we set \( \alpha_{m+1}' = 0 \), and \( \zeta \notin \{-\alpha_i\} \). In other words, \([b_1', \ldots, b_{m+1}']^\top\) is a right-null vector of a Vandermonde matrix with non-vanishing determinant. Since \([b_1', \ldots, b_{m+1}']\) has nonzero coordinates, we thus obtain a contradiction. So our upper bound is proved.

To prove that our final bound is tight, let \( \zeta_1, \ldots, \zeta_{n+1} \) denote the (distinct) \((n + 1)!\) roots of unity in \( K \) and set \( g(u) := u \prod_{i=1}^{n+1} (u + \zeta_{n+1} - \zeta_i) + 1 \). Since \( g_u - \zeta_{n+1} = u^{n+1} \), it is clear that \( g \) has \(-\zeta_{n+1}\) as a root of multiplicity \( n + 1 \). Furthermore, \( g \) is nothing more than the univariate reduction argument of our proof applied to the system

\[
\theta x_1 = \zeta_{n+1} - \zeta_i + \frac{1}{x_1 \cdots x_n}
\]

\[
\vdots
\]

\[
\theta x_n = \zeta_{n+1} - \zeta_n + \frac{1}{x_1 \cdots x_n}
\]
where $\theta$ is any $n^{th}$ root of $-1$. ■
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