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ABSTRACT
Data-driven predictive algorithms are widely used to automate and guide high-stake decision making such as bail and parole recommendation, medical resource distribution, and mortgage allocation. Nevertheless, harmful outcomes biased against vulnerable groups have been reported. The growing research field known as ‘algorithmic fairness’ aims to mitigate these harmful biases. Its primary methodology consists in proposing mathematical metrics to address the social harms resulting from an algorithm’s biased outputs. The metrics are typically motivated by – or substantively rooted in – ideals of distributive justice, as formulated by political and legal philosophers. The perspectives of feminist political philosophers on social justice, by contrast, have been largely neglected. Some feminist philosophers have criticized the local scope of the paradigm of distributive justice and have proposed corrective amendments to surmount its limitations. The present paper brings some key insights of feminist political philosophy to algorithmic fairness. The paper has three goals. First, I show that algorithmic fairness does not accommodate structural injustices in its current scope. Second, I defend the relevance of structural injustices – as pioneered in the contemporary philosophical literature by Iris Marion Young – to algorithmic fairness. Third, I take some steps in developing the paradigm of ‘responsible algorithmic fairness’ to correct for errors in the current scope and implementation of algorithmic fairness. I close by some reflections of directions for future research.

1 INTRODUCTION
Consequential social and institutional decisions are increasingly guided and automated by artificial intelligence, especially by resorting to data-driven and predictive machine learning algorithms. These algorithms are extensively employed to inform high-stakes decision making in a range of contexts, including the allocation of medical care. Corresponding to the increased utilization of data-driven predictive machine learning in diverse social fields, the concern that the algorithms may exacerbate wrongful discrimination and biases has prompted increased scrutiny.

The attributed bias potential becomes especially salient in the treatment of particular social groups on the basis of sensitive characteristics, like race and gender. For example, it has been demonstrated that facial recognition algorithms perform less accurately on non-white women [8, 34]. Moreover, recidivism algorithms are claimed to be among the most systematically biased, as they arguably accord higher risk scores to non-white individuals, for instance in the US criminal justice system [1]. Or, it has been shown that language models encode discriminatory language and harmful social stereotypes against already-vulnerable groups [9, 49]. The insidiousness of such biases has perpetuated wrongful moral and social harms – for example, by ensuring that Black Americans do not receive just and fair access to scarce medical resources [43].

By means of redress, a recent explosion of research in the rapidly growing field of ‘algorithmic fairness’ has burgeoned (for a comprehensive introduction to algorithmic fairness, see Barocas, Hardt, and Narayanan [2]; for useful reviews of algorithmic fairness tools and methods, see Corbett-Davies and Goel [12], Mehrabi et al. [39], Chouldechova and Roth [10], and Mitchell et al. [41]). The algorithmic fairness literature primarily seeks to mathematically formulate criteria of social justice with the avowed objective of remedying or preventing wrongful harms resulting from biased algorithmic outputs. These mathematical characterizations of social justice are then used at the level of data preparation, model learning or post-processing to improve the potential unfair biases in machine learning systems. Since social justice is the special concern of moral, legal, and political philosophy, it is warranted for researchers on algorithmic fairness to take their bearings from philosophical accounts of social justice, reflecting the best ethical, legal, or political theory thinking of the day.

To date, the primary focus of philosophical investigations of algorithmic fairness research has been rooted, in one way or another, in accounts of distributive justice. With a few exceptions outlined below, the philosophical basis of algorithmic fairness research undertaken so far has primarily aimed to render precise our intuitions about distributive justice, in particular by resolving a local resource allocation problem in order to bring about an unbiased distribution
of the material or computational goods discriminated against by algorithmic outputs.

While distributive justice – understood in local terms – is significant to the completely determined desiderata of algorithmic fairness, the exclusive focus on distributive accounts of justice invidiously deals with a single, narrowly construed aspect of justice. John Rawls who is one of the most influential contemporary political theorists and philosophers of distributive justice himself acknowledges that distributive justice addresses only a single instance of the application of the concept of justice [45, p.8]. Accordingly, the narrow scope of distributive justice carries over to algorithmic fairness.

The crucial point is that some problems of injustice may not have local distributive solutions, either because they are not the kind of problem to which a distributive solution is adequate, or because it is unclear how to accommodate the injustice issue in terms of a distribution problem within a local scope, or because it is impossible to compute one. It follows that a purely distributive justice account of algorithmic fairness runs the risk of material and social inadequacy and would become devoid of social or moral significance. This predicament raises the question of how algorithmic fairness can receive a morally and politically significant formulation. I propose to return once more to political philosophy in order to explore a constructive critique of the paradigm of distributive justice (conceived locally) with the objective of providing the necessary emendations of algorithmic fairness.

Below, I take some steps in developing the paradigm of ‘responsible algorithmic fairness’ designed to correct the shortcomings in the current paradigm of algorithmic fairness. In Section 2, I briefly introduce the mathematical metrics of algorithmic fairness and argue for their conceptual commitment to account of local distributive justice. Drawing upon the works of the prominent political theorist and philosopher Iris Marion Young, I show in Section 3 that the limited focus of algorithmic fairness on questions of distribution might not accommodate a crucial dimension of social justice, namely structural injustice. I examine in particular the reasons why structural injustice should be included in research on algorithmic fairness, and I take some steps in characterizing how the inclusion can be implemented.

My examination of structural injustice reveals that seeking one-off static solutions in terms of fairness metrics is inadequate, because narrow scope is susceptible to ‘ethics washing’ [4, 32, 48], insofar as making minor mathematical changes to algorithmic outcomes is supposed to be a putatively valuable ethical or legal solution to certain algorithmic decision-making problems. I argue that this problem requires widening the scope of algorithmic fairness to include power relations, social dynamics and actors and structures which are among the main sources of the emergence and persistence of social injustices relevant to algorithmic systems. In Section 4, I take some steps in developing a correspondingly broad-scope conception of social justice as the basis for designing just algorithmic ecosystems, receptive to both distributional and structural sources of social injustice. The basic idea is that some notions of responsibility can help to remove structural injustices that are relevant to fair algorithmic systems. In particular, I argue that Young’s account of forward-looking responsibility is to be reflected and embedded into the paradigm of algorithmic fairness.

The point of responsible algorithmic fairness is to build, in one way or another, social power relations and dynamics into our accounts of fair algorithmic predictions or decisions. Section 5 presents six positive practical consequences of adopting my proposed paradigm of responsible algorithmic fairness. Finally, in Section 6 I conclude the paper.

2 ALGORITHMIC FAIRNESS: DISTRIBUTIVE APPROACH

What is fair and how should we design machine learning systems for fair predictions or decisions? This question has been posed in reaction to the observation that many instances of machine learning applications have given rise to unfairness or bias in high-stakes decision domains. This observation has motivated various systematic efforts for formalizing fairness. These efforts range from measuring algorithmic outputs in relation to some fairness criteria such as statistical or demographic parity [15], equal opportunity [25], counterfactual comparisons between members of protected and unprotected groups [35] – to name just a few examples. Let us review some of these mathematical formalizations by focusing on an example.

Few computational decision systems have given rise to as intense a discussion as COMPAS (Correctional Offender Management Profiling for Alternative Sanctions). Central to COMPAS is a recidivism risk-assessment algorithm for judging pretrial decisions concerning bail or parole. The risk-assessment algorithm predicts the likelihood that pretrial defendants will commit a violent crime in the near future or fail to appear in court. Risk-assessment decision systems similar to COMPAS are increasingly utilized in parts of the United States specifically to reduce wrongful discrimination in the criminal justice systems.1

The 2016 ProPublica analysis of the use of COMPAS in criminal justice in Broward County, Florida, claims that the algorithm’s predictive results exhibit patterns of unjust racial bias [1, 37], suggesting that the performance of the COMPAS model unjustifiably varies relative to diverse racial groups. In particular, Angwin et al. [1] showed that, among the defendants who ultimately did reoffend, Blacks were labelled ‘high risk’ by the algorithm approximately twice as frequently as whites. By contrast, among defendants who ultimately did reoffend, whites were more than one and a half times likelier than Blacks to be labelled ‘low-risk’ by the algorithm. Angwin et al.’s crucial observation is that the algorithm yields unjust racial bias because it manifests asymmetric predictive accuracy: it does not attribute the same false positive and false negative rates, on average, across the partition by race.

ProPublica’s claim has been met with several objections. These queries the specific statistical criterion for assessing the uniformity of false positive and false negative rates across the partition. The opponents defend an alternative criterion as the best metric for measuring unfair algorithmic allocations. Notably, Flores et al. [19] defend the well-calibration criterion as the proper metric for measuring harmful algorithmic bias. Flores et al. [19] reject the ProPublica analysis on the ground that for each possible COMPAS risk score, the percentage of blacks assigned that risk score who recidivated was approximately the same as the percentage of whites

1For a systematic examination of the COMPAS risk assessment tool, see Berk et al. [3].
assigned the same risk score who recidivated, meaning that the algorithm was in that sense equally well-calibrated. That is, for each possible risk score, the percentage of defendants assigned a risk score class who committed a crime was statistically the same. Dieterich et al. [13] claim that the predictions of COMPAS are not racially biased because the predictions were equally accurate, on average, across the partition.

Fundamentally, the counterproposals raise the question of which statistical criteria adequately and conclusively assess the algorithm’s predictive performance (and how they are justified, not just in mathematical terms but in a substantive moral or philosophical sense). COMPAS is among several algorithms that (arguably) evince the exacerbation of unfairness and injustice through algorithmic decision making. Another recent case for ‘The Secret Bias Hidden in Mortgage-Approval Algorithms’ revealed that, in the United States, loans to non-white applicants were 40% to 80% more likely to be denied relative to the white counterpart class [38]. In metropolitan areas especially, the disparity exceeded 250%. For a collection of examples of unfair algorithmic biases, see Barocas, Hardt, and Narayanan [2].

When viewed from a conceptual perspective, most mathematical metrics of algorithmic fairness are inherently rooted in a locally distributive conception of justice in that they are concerned with how the algorithm would allocate the relevant computational or material goods across different groups or individuals (I discuss some exceptions in the next section).² Computer scientists do not always and explicitly provide a moral or philosophical justification of their proposed mathematical formulation of algorithmic fairness. However, across the board, whether they are explicitly defended as such or not, most mathematical criteria for algorithmic fairness can be understood as mathematical translations of some ideals or principles for a local distribution of computational or material benefits or burdens among people.

For instance, recall the statistical criterion of calibration within groups. The purpose of this criterion is to satisfy the distribution of risk scores across different groups according to the following definition: For each possible risk score, the percentage of individuals assigned that risk score who are actually positive (the individuals who go on to commit crimes) is the same for each relevant group and is equal to that risk score. This distribution is local in the local impact of the algorithm is the locus of justice assessment. In a similar vein, the equal distribution of predictive accuracy of false positive or false negative error rates across the partition by race is a locally-relevant criterion of algorithmic justice as proposed by Angwin et al. [1].

Perhaps the most influential paradigm of distributive justice in the contemporary literature is due to John Rawls. Rawls’ philosophical work has motivated an extensive program of research on algorithmic fairness. Indeed, Rawls’ principles of distributive justice are so foundational to the field that he has been named ‘AI’s favourite philosopher’ [44]. Several proposed formalizations of Rawlsian theories of fair equality of opportunity are examined by Hardt et al. [25], Joseph et al. [31], and Heidari et al. [27, 28] (among others), while portions of Rawls’ theory of distributive justice are given mathematical expression in the work of Joseph et al. [30] and Hoshimoto et al. [26]. More recently, Rawls’ principles of distributive justice are used to offer a theory of justice for artificial intelligence [21].

Several political philosophers have contributed to defending a version of the distributive justice paradigm by proposing an alternative theory of distributive justice or emending Rawls’ original formulation [16, 17, 42]. The relevance of their works to research on algorithmic fairness is acknowledged in the algorithmic fairness literature, most notably by Binns [5]. While a thorough engagement with the substantial literature on the nuances of distributive justice is beyond the scope of this paper, it suffices to say that most fairness constraints and metrics are deeply rooted in the paradigm of distributive justice, broadly construed. Except for a few proposals for taking procedural fairness seriously [24, 29, 56], algorithmic fairness is firmly embedded in the distributive paradigm.

But would a fair distribution of an algorithm’s predictions or decisions mitigate injustices raised by the algorithmic systems? Not always, if we truly pay attention to the sociotechnical nature of algorithms. In the next section, I defend this contention by arguing that structural injustices are relevant to our conceptions of algorithmic fairness. The importance of the distributive fairness metrics (locally understood) depends on the power structures and social dynamics in and through which the algorithm operates.

3 ALGORITHMIC FAIRNESS AND STRUCTURAL INJUSTICE

Consider Mandy, a low-paid employee and single mother of two under-age children. Mandy lives in a fast-growing city. As the evidence attests, a notorious Tech Giant has a vested interest in automating services in various institutions in Mandy’s city. The presence of the Tech Giant contributes to driving up housing costs locally, making it unaffordable for many to live in their present homes. Greater numbers of people cannot afford rent, let alone home-ownership. Driven out of their homes, the indigent workers resort to makeshift homeless shelters under road bypasses or camp out in the parks at night, just as the Tech Giant’s employees, who, bolstered by generous wages, race to buy every piece of real estate in sight.

One day, Mandy’s landlord lands her with a notice of eviction, intending to renovate the premises with a view to raising the rent later. It does not take long for Mandy to realize that all landlords are pursuing similarly amoral profit-seeking rents, and she is effectively priced out of the rental market. Given her limited options, she resorts to applying for a bank loan, now allocated on the basis of algorithmic services thanks to the involvement of the Tech Giant.

Driven out of their homes, the indigent workers resort to makeshift homeless shelters under road bypasses or camp out in the parks at night, just as the Tech Giant’s employees, who, bolstered by generous wages, race to buy every piece of real estate in sight.

One day, Mandy’s landlord lands her with a notice of eviction, intending to renovate the premises with a view to raising the rent later. It does not take long for Mandy to realize that all landlords are pursuing similarly amoral profit-seeking rents, and she is effectively priced out of the rental market. Given her limited options, she resorts to applying for a bank loan, now allocated on the basis of algorithmic services thanks to the involvement of the Tech Giant.

Apparently, the Tech Giant has made living conditions significantly worse for Mandy and most other ordinary residents, apart from the property-owning class, whose windfall gains in real estate are astronomical. Eventually, the Tech Giant has to reckon with public pressure to mitigate this starkly unjust situation (perhaps a local grassroots movement to secure affordable housing has sprung up in Mandy’s town). But how?

²Broadly put, distributive justice is concerned with the institutional distribution of benefits and burdens across members of society [18, 36, 45]. In research on algorithmic fairness, theories or principles of social justice are often translated into the distribution of material (such as employment opportunities) or computational (such as predictive performance) goods across the different social groups or individuals known to be affected by algorithmic outputs.
One solution is to distribute a number of low-interest loans to residents. A panel of in-house hired ethicists propose that the loan allocation algorithm should comply with an equality of opportunity fairness metric. Having applied for a loan, Mandy receives the maximum amount, thanks to the distributive fairness metric embedded in the design of the decision-making algorithm. The Tech Giant’s press release boasts that it complies with the ethical principles of social justice, having thus operationalized social justice into the automated decision making: “Through our firm commitment to ethical principles, we have operationalized social justice in automated decision making.”

Let us examine this scenario more closely. First, the example clearly illustrates that algorithms are not purely mathematically-computational, do not operate in a vacuum, and cannot be analyzed in isolation. As several scholars have argued, algorithms are inherently sociotechnical entities (see, for example, Suchman [47], Collins [11], and Selbst et al. [46]); roughly put, algorithms are neither constructed nor adequately represented independently of the specific social contexts, institutions, power relations, and values in which they operate. On the contrary, an operating algorithm is an entity continuous with its social setting: i.e., a sociotechnical entity. This means that the data-driven predictive algorithm is not only developed within an ecosystem of socio-political and ethical values, but it is also a proper component of the institutions in which it operates. We need to take algorithmic justice in general to be concerned with such sociotechnical systems [14, 33]. Thus, fairness of algorithms is inherently (and therefore inescapably) connected with its reception in its social context of utilization and its response to the social injustice at work.

But what can a purely local resource allocation achieve against the background of power relations and social dynamics in which the algorithm operates in? Even if, by some mathematical measure, the loan allocation algorithm is deemed ‘fair’, it seems that the locally just decision to allocate the loan to Mandy might be fully irrelevant: it has no useful broader social significance, so long as the underlying injustice goes unaddressed. Under the conditions in which Mandy is living, it seems likely that she will accumulate a mountain of debt, instead of quickly paying off her bank loan. Overall, the initial putative ‘fair’ allocation will have worsened her position in the long run, despite marginally improving it for a brief time. Even if the algorithmic fairness criterion positively discriminates in favor of people like Mandy, her problem persists.

Therefore, I argue that we cannot ascertain whether ‘fair’ distributions computed by ‘fair’ algorithms have genuine moral force and significance except in comparison to an overall assessment of the kinds of injustices algorithms as sociotechnical systems are an important part of. In Mandy’s case, the algorithm is embedded in the power relations between the Tech Giant and other individual and collective elements in that society and any assessment of fairness must be considered in light of the algorithms’ capacity to address the sources, as well as outcomes, of injustice.

Algorithms understood in terms of their sociotechnical character can act both as the exacerbating cause and the mitigating remedy of the relevant sources and patterns of social injustice. However, not all problems of social injustice have local distributive solutions. While local distributive matters ought to be taken seriously by algorithmic fairness research, the ethical credibility of the algorithm is moot if the algorithm itself does not address the sources of structural injustice, as opposed to merely addressing its effects. That is, genuine ethical force arises from tackling social injustice at the root, not just in softening over its effects via purely and locally distributive (viz. outcome-based) solutions. Since distributive solutions are outcome-based, they are inherently incapable of preventing the perpetuation of long-lasting cycles of inequality. In sum, taking the sociotechnical character of algorithms seriously goes some way towards resolving the issues arising from the application of fairness metrics narrowly construed. That algorithms are sociotechnical processes entails that algorithms must be responsive to the relevant sources of social injustice. The broader inference, moreover, is that algorithmic interventions (however construed) must have a correct justification and motivation in order to be adequate candidates for fairness or justice.

The prominent political and feminist theorist and philosopher, Iris Marion Young, popularized the contemporary concept of structural injustice, in particular as a critique of the scope of the distributive justice paradigm [50–53, 55]. Young’s argument begins with the observation that contemporary liberal political philosophy has been primarily and narrowly focused on distributive justice. But, she argues, beyond concerns about local distribution, unjust and wrongful harms against some people but benefits for others are also the result of structures and processes. According to Young, we might not be able to resolve these structural harms simply by altering the local distribution of burdens and benefits across the members of a society. In these cases, the locally distributive approach alone might become only cosmetic. Rather, cases of structural injustice demand that we overcome, revise, or reform the problematic structures.

Furthermore, in Mandy’s type of scenario, the operative injustice is not necessarily identifiable by isolating individual responsible agents or particular algorithms and to blame them. Rather, the injustice arises as the sum of (arguably) non-blameworthy actions of multiple agents which can only be changed through structural change and collective action. Let us call the such injustices ‘structural’, as Iris Marion Young proposes [53]. What are these structures and when do structural injustices exist?

The structure, according to Young [53, p.111], is defined as follows:

As I understand the concept, the confluence of institutional rules and interactive routines, mobilization of resources, as well as physical structures such as buildings and roads. These constitute the historical givens in relation to which individuals act, and which are relatively stable over time. Social structures serve as background conditions for individual actions by presenting actors with options; they provide “channels” that both enable action and constrain it.

Moreover, in a widely cited passage, Young [54, p. 52] defines structural injustice as follows:

Structural injustice, then, exists when social processes put large groups of persons under systematic threat of domination or deprivation of the means to develop

Young’s conceptions of structure and structural injustice are rooted in the works of philosophers and sociologists such as Peter Blau [6], Pierre Bourdieu [7], and Anthony Giddens [22]. See Young [53] for more details.
and exercise their capacities, at the same time that these processes enable others to dominate or to have a wide range of opportunities for developing and exercising capacities available to them. [...] Structural injustice occurs as a consequence of many individuals and institutions acting to pursue their particular goals and interests, for the most part within the limits of accepted rules and norms.

That is to say, structural injustice results from the operation of multiple social processes; in Mandy’s case, this includes the unregulated expansion of the economic and social power of a tech giant coupled with laissez-faire policies and unregulated profit-oriented capitalism. The aggregate of factors is ultimately responsible for Mandy’s situation. The situation is familiar enough, as it places individuals and groups under the systematic threat of domination or deprivation, while enabling others to dominate and exploit them.

To reiterate, Mandy’s scenario illustrates an example of structural injustice caused by a supremely powerful individual company as well as other actors in positions of power (the mayor, the city council, etc.). Note that structural injustice renders individuals (and certain social groups) vulnerable to domination or oppression, even if there is no single individual to identify and blame. According to Young [55], structural injustice is a moral wrong distinct from the wrongful action of an individual agent or the repressive policies of a state. In addition, structural injustice contrasts with at least two other forms of harms or wrongs, namely that which comes about through an individual action, and that which is attributable to specific actions and policies of states or other powerful institutions. Thus, structural injustice occurs as an aggregate consequence of individuals and institutions acting to pursue particular goals and interests, largely within the limits of accepted rules and norms.

In Mandy’s case, conceptualizing problems of justice as ‘goods’ that must be locally distributed (i.e., the fair allocation of loan) partially obscures the fact that many actions which are the roots and the reasons for the persistence of the relevant injustice result from dynamic processes, relations, and doers.

If Tech Giant is actively contributing to the unjust social conditions besetting Mandy and others like her, the algorithmic distributive fairness of the loan allocation itself is largely beside the point, since in this case it is mainly the source of the injustice (and its perpetuation) that matters. To put it differently, although some fairness criteria, e.g., those proposed to address statistical error distributions, can be justified and used locally in terms of ensuring fairer outcomes, the social significance of the fair algorithm is negligible inasmuch as it fails to address (or even recognize) the main source of the injustice in the Tech Giant’s activities. To guarantee significance, the dynamic and compounding elements of injustice must be included into the assessment of algorithmic fairness. In Mandy’s case, the key cause of social injustice is the negative change in living conditions brought about by the Tech Giant, and it seems that the fair algorithm – as sketched above – will not be able to amend it. The example makes clear that algorithmic fairness should not be evaluated in isolation from originating and perpetuating factors, but in connection with the structure of injustice.

To be sure, the limits of distributive fairness metrics have not been entirely neglected by the literature on algorithmic fairness. Grgić-Hlača et al. [24] proposes ways to include procedural fairness, i.e., the fairness of the decision making, into the research on algorithmic fairness. Hoffmann [29] draws heavily on legal studies in discussing the limits of the goods included in the prevailing paradigm of distributive justice in the literature. Zimmermann and Lee-Stronach [56] draw attention to the relevance of procedural justice to algorithmic systems and argue that reliance on algorithmic systems is procedurally unjust in contexts involving background conditions of structural injustice. The arguments presented in this paper are novel in that Grgić-Hlača et al. [24] does not engage with the literature on structural injustice. Moreover, while Hoffmann [29] and Zimmermann and Lee-Stronach [56] briefly quote Young’s work on structural injustice, they do not explicitly engage with her account for correcting the limitations of fairness metrics. In this paper, I complement these earlier works by arguing why and how structural injustice is to be conceptually included in algorithmic fairness research.

4 TOWARDS RESPONSIBLE ALGORITHMIC FAIRNESS

Granting the broad lines of argument defended so far, the following question arises: How should sociotechnical algorithmic systems deal with structural injustice? How should the designers of the algorithm, e.g., the Tech Giant employees, and the Tech Giant itself act in light of the existence of structural injustice?

In correcting the harms of structural injustices, Young suggests that the key is to develop an appropriate account of responsibility, which she calls a social connection model [53, 54]. The social connection model of responsibility is forward-looking; it says what can be done when we go forward. According to Young, agents who participate in a structure of concerted action (e.g., a cooperative structure) are responsible for them in the sense that they are part of the process that results in structural injustice further down the line. In the case of Mandy, the responsible actors include the owners and designers of the algorithm, the Tech Giant as institution, its employees, and similar agents. While these actors are not necessarily responsible in the sense of having directed the process or intended the outcome, they nevertheless bear responsibility for the resulting structural injustice, because they contribute by their actions to the processes that produce unjust outcomes.

Young suggests four modes of reasoning for engaging with the social connection model of responsibility for structural injustice. According to her, responsibility for justice encourages us to think about how we can best take responsibility for reducing injustice by reflecting on these four parameters: different options of power, privilege, interest, and collective ability.

First, take the concept of power. Different levels of causal influence and capacities are relevant and contribute to changing processes. For example, a few key players may have both a greater

---

4 According to Young, it is undesirable to rely on a purely legalistic liability model to restrict the range to cases in which an agent causing the harm may be identified. Young suggests to shift from mere attribution of blame and guilt to an action model. How these two models relate to each other is itself a subject of ongoing discussion. See, for example, [25].
capacity to make changes themselves and to influence the process. A few select actors are responsible for the choice of fairness metric; part of their responsibility ought to be to assess whether the selected metric removes, in any meaningful way, the operative structural injustice. If not, does the fairness principle in the context of the problem of structural injustice result in ethics washing? It is the responsibility of corporations with both vast influence and capacity to mitigate structural injustices arising operationally, in this scenario, from the expansion of machine learning algorithms or other technical systems.

Second, consider the concept of privilege. Privilege also influences one’s degree of responsibility: the more privileged have a greater responsibility to address injustice. By virtue of their social position, the privileged may, like the powerful, exert an influence on merely the adoption of fairness metrics in algorithmic decision making. They hold an additional responsibility to devote some of the resources—material or otherwise—towards the instantiation of the relevant kind justice in the field.

Third, take the notion of an interest vested in the structure. Those who have a vital interest in changing oppressive structures have direct responsibilities in the order of mitigation. To the extent that the powerful have a vested interest in addressing injustice, they too must examine the broader justice consequences of algorithmic systems.

Fourth, consider collective ability. In some cases, collective organization capacities and resources exist to some extent. It is a reasonable practical policy to draw upon these (if they exist at all). In some instances, student associations, faith-based organizations, labor unions, or stockholder groups already exercise some degree of power in being able to coordinate members to take certain actions. Young proposes to harness organizational resources where doing so would prove effective.

The degrees and kind of forward-looking responsibility for changing structural processes to reduce injustice vary according to the four parameters sketched above. On Young’s account, No one who participates in processes that produce structural injustice is exempt from responsibility to join with others to change those structures. Some are less inclined to do so, however, because their positions give them more interest in preserving than in changing them. Others stand in positions of relative weakness in the structures. The former must usually be pressured to take steps aimed at changing the effects of their actions, and the political responsibility of the latter often amounts to little else than organizing to criticize and pressure more powerful actors [55].

As Young continues [55], it requires organization, the will to cooperate on the part of many diverse actors, significant knowledge of how the actions of individuals and the rules and purposes of institutions conspire to produce injustice, and the ability to foresee the likely consequences of proposed remedies. One or more of these conditions is often absent. But something else often stands in the way of trying to bring about these conditions, namely the attempt by participants in the process to deny that they have a responsibility to try to remedy injustice. Future work is required to produce more awareness about such strategies of avoidance in talking to one another about responsibility and collective action, and in holding one another accountable. Given the power and privilege of many institutions who design artificial intelligence systems, it is necessary to address the four parameters of the problem as proposed by Young. That is to say, the designers and social institutions owe a four-way responsibility to address structural injustice. As illustrated and argued above, any adequate form of algorithmic justice requires responsibility in this comprehensive sense.

5 PRACTICAL CONSEQUENCES

Next, I examine the practical consequences of the arguments above for research on algorithmic fairness.

First, the motivations, justifications, and significance of operationalizing relevant locally distributional and structural elements of social injustice into algorithmic ecosystems are to be evaluated more carefully and systematically. Algorithms are to be understood as sociotechnical entities in a rich sense of the term. The range of issues that can legitimately be discussed and evaluated in relation to the sociotechnical character of algorithmic fairness must be comprehensively expanded, while finessing the representation of the relevant concepts of social (in)justice. Specifically, algorithmic fairness is to be evaluated in a broader context of algorithmic justice, encompassing both the distributive metrics and structural elements of injustices. This in part requires broadening the understanding of justice for sociotechnical systems by regarding algorithms not as mere distributors of computational or material goods, but as participants, doers, and actors embedded in complex social relations and dynamics.

Second, algorithmic outputs by informing or automating various decisions affect lives and have significant social impacts. Hence, they are intrinsically bound up with structures of social power. Discussions of algorithmic fairness tend to often overlook this power aspect of the operative context. I, however, showed that social justice concerns and formal notions of algorithmic fairness must be jointly analyzed, and that the promises and limits of the formal properties of fair predictions or decisions must be robustly related to the context of social power. A socially situated conception of algorithmic justice and fairness allows us to better trace the interdependencies between power, algorithmic reason, algorithmic rationality, and authority, and to consider how power relations affect the mode as well as the outcome of algorithmic applications.

Third, the areas of intervening to secure social justice should not be merely local and technical, at the level of data preparation, model learning or post-processing. To know whether an algorithmic output is fair it should be evaluated in trade-off with other interconnected solutions to social justice. This discussion of how to approach this trade-off problem should find central stage and
be taken seriously while specifying agendas for algorithmic fairness research program. To this end, future interdisciplinary work is needed to give more precision to the notion of structural injustice and to find a meaningful trade-off between its demands in the context of algorithmic predictions or decisions.

Fourth, algorithmic fairness must be treated in relation to responsibility. How should we design fair algorithms responsibly? To this end, I took some steps forward in applying Young’s fourfold account of forward-looking responsibility. The interrelation between the topics of moral and political responsibility and algorithmic fairness which have gone largely neglected in the literature are to be articulated together. Responsible algorithmic fairness renders the notions of structural and distributive justice as complements to each other, not competitors.

Fifth, the proposed sense of responsible fairness brings the discussion to the notion of the responsible citizen or the responsible corporations and companies. As individual agents, overspecialization threatens to obscure the true extent of personal responsibility. A computer scientist’s role, for example, is not only to design a fair algorithm by measuring some local aspects of fairness via mathematical and computational tools. In her role as a citizen, she is also responsible for working against structural injustices in her capacity. This conception requires collaboration between different ethical, social, and political groups. The broader understanding of justice brings considerations of power to the fore. These, rather than the purely formal properties of metrics, are the fundamental issues of relevance to algorithmic fairness to address.

Finally, algorithms are powerful tools with a range of uses. In application, they promote good or bad outcomes, depending upon implementation and context. I think there is the potential that algorithmic systems can be used to repair some problematic structures and to generate better ones. It is essentially the perspective of structural justice that will allow us to determine the applications of algorithmic systems with genuine moral force. It remains a question for future research to find how to fruitfully unleash this aspect of algorithmic systems.

6 CONCLUSION

Machine learning algorithms are widely used to guide the distribution of goods. Within the arena of machine learning, algorithmic fairness is a burgeoning field of research that focuses on the design of mathematical metrics for redressing harms caused by biased distributional effects of societal algorithmic systems. These metrics are often motivated by the twin political ideals of social justice and fairness. Against this background, the current paper drew on feminist political theory, and in particular the works of Iris Marion Young, in arguing that a primarily distributive approach to the local allocation of material and computational goods is too narrow to adequately address or accommodate concerns about social injustice vis-à-vis algorithmic fairness. Algorithmic fairness is, therefore, morally salient and in need of philosophical attention.

The paper argued that algorithmic ecosystems are socio-technical entities, and so must be receptive to different sources of social injustice. The metrics of algorithmic fairness are primarily concerned with local matters of distributive justice. However, not all sources of social injustice are distributional; some are structural.

After taking some steps in unpacking what responsible algorithmic fairness is, I argued for six positive corollaries of its adoption as the conceptual basis for research into the infrastructural fairness of algorithmic ecosystems and their direct effects.

This paper aimed to connect some dimensions of the philosophical works of Iris Marion Young to algorithmic fairness. I used a Youngian conception of forward-looking responsibility to sketch a way to improve the limits of algorithmic fairness. Other accounts of forward-looking responsibility have been also discussed and developed in the literature; see for example, Miller [40] French and Wettstein [20]. One next step is to make a more comprehensive engagement with the literature on forward-looking responsibility in the context of algorithmic justice. In this paper, I examined a particular approach for bridging feminist philosophy to the literature on algorithmic fairness. A complimentary exploration of the works of other feminist philosophers, from different epistemic and cultural traditions, for improving the current conceptions of algorithmic fairness is an important task to explore elsewhere.
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