Analysis of a bistable climate toy model with physics-based machine learning methods
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Abstract We propose a comprehensive framework able to address both the predictability of the first and of the second kind for high-dimensional chaotic models. For this purpose, we analyse the properties of a newly introduced multistable climate toy model constructed by coupling the Lorenz ’96 model with a zero-dimensional energy balance model. First, the attractors of the system are identified with Monte Carlo Basin Bifurcation Analysis. Additionally, we are able to detect the Melancholia state separating the two attractors. Then, Neural Ordinary Differential Equations are applied to predict the future state of the system in both of the identified attractors.

1 Introduction

Understanding the qualitative behaviour and dynamics of high-dimensional chaotic models of complex systems is a challenging task. The Earth’s climate [1–3], but also power grids [4], the human brain [5,6], and perception [7] or gene expression networks [8] all exhibit, in certain range of the system’s parameters, multiple attractors with different basins of attractions. Energy balance climate models exhibit the well known hysteresis behaviour with respect to the solar radiation between a cold snowball earth state and a warmer state corresponding to the present-day climate, with discontinuous transitions taking place at the lower and upper boundary of the region of bistability [1,2,9–13]. Recently, it has become apparent that the climate system might indeed feature more than two competing states, associated with a complex partitioning of the phase space in competing basins of attraction [14–17]. Indeed, multistability also almost always gives rise to a potential abrupt change of the system when a bifurcation point is—adiabatically—reached and one state loses it stability. In the context of geosciences, the crossing of a bifurcation point is usually referred to as tipping point [18]. Studying them is one of the crucial challenges of understanding and hopefully mitigating climate change [19]. The notion of tipping point has been recently widened to accommodate transitions that are caused specifically by the presence of a non-vanishing rate of change of the parameter of interest or by noise [20,21]. Far from the tipping point, when the system is a regime of multistability, transitions between the competing states is not possible in the case of autonomous dynamics, as the asymptotic state is determined by the initial condition, depending on which basin of attraction it belongs to. Initial conditions located on the basin boundaries—which have vanishing Lebesgue measure—are, instead, attracted to the edge states, which are saddles located on such basin boundaries [12,22,23]. Such saddles determine the global instabilities of the system and, additionally, if the system is, under fairly general conditions, forced with Gaussian noise, they are the gateways for noise-induced transitions between competing metastable states [3,13,17,24].

To characterise multistable systems, one needs to recover information on each competing attractor, so that it is possible to dynamically distinguish them. Indeed, one should be able to compute dynamical properties as, e.g., different Lyapunov exponents or the basin stability [25]. Any approach aimed at performing predictions in potentially multistable systems thus needs to first identify the different attractors and their basins of attractions to be able to make meaningful predictions on either of them. In this article, we will present a two-part framework to approach high-dimensional, spatiotemporally chaotic models, to understand their complex behaviour and their basins of attraction, and then predict future states of each of their attractors.
In Lorenz’ terminology, in this paper we try to bundle together a methodology to address both the predictability of the first kind—the model sensitivity to inaccurate initial conditions, hindering infinitely long deterministic predictions—and of the second kind, associated with the uncertainty on the asymptotic state reached by the system [26].

We proceed as follows. The Monte Carlo Basin Bifurcation Analysis (MCBB) [27] is used to identify the basins of attractions with the largest volumes and how the volume changes when control parameters of the system are changed. MCBB makes use of random sampling and clustering techniques to quantify the volume of the basins of attraction and track how they change when control parameters of the system are varied. Based on the MCBB results, we learn which trajectories are asymptotically evolving towards which attractor.

For achieving predictability of the first kind, we apply a hybrid approach that complements potentially incomplete models with data-driven methods. Most numerical models describing a real world system and especially those of Earth system models, can be seen as incomplete in some regard. This can be due to, e.g., neglecting higher order terms or by an unknown external influence. Predicting even only partially known chaotic systems has been successfully done with hybrid approaches that combine knowledge of the governing equation with data-driven methods [28, e.g.]. One particular promising approach are Neural Differential Equation or Universal Differential Equations [29,30] that enable us to train artificial neural networks (ANNs) inside of the differential equations.

We will test our framework on a new prototypical bistable model that we introduce below. The model is constructed by coupling a zero-dimensional classic energy balance model featuring bistability with the Lorenz96 (L96) model [31], which has gained prominence as prototypical system featuring spatially extended chaos. This model will serve as an ideal testbed for our approach.

The paper is structured as follows: First, we will introduce the Bistable Climate Toy Model, recap the dynamic properties of its key ingredient, the Lorenz96 model, and investigate the basic properties of the full coupled toy model. Subsequently, we will apply our two-part approach by first identifying and tracking the attractors of the model with MCBB, and then demonstrating the Neural Differential Equation approach on the model by replacing its energy balance model with an ANN and making predictions of the model.

2 Bistable climate toy model

The Bistable Climate Toy Model is set up by coupling a Lorenz ‘96 (L96) model [31,32] to a zero-dimensional energy balance model (EBM). The L96 model describes a highly nontrivial dynamics on a one-dimensional periodic lattice composed of \( N \) grid points, and is rapidly becoming a reference for studying nonequilibrium steady states in spatially extended systems. The L96 model features processes of advection, forcing, and dissipation. It can be thought of as representative of the dynamics of the atmosphere along one latitudinal circle [31,32], even if such correspondence is more metaphorical than actual, because the L96 model does not correspond to a truncated version of any known fluid dynamical system. The L96 model has rapidly gained relevance in many different research areas to study bifurcations [33,34], to test parametrizations [35–38], to investigate extreme events [39–41], to improve data assimilation schemes [42,43] and ensemble forecasting techniques [44,45], to develop new tools for investigating predictability [46,47], and for addressing basic issues in non-equilibrium statistical mechanics [48–51]. The L96 model is formulated as follows:

\[
\dot{X}_n = (X_{n+1} - X_{n-2}) X_{n-1} - \gamma X_n + F, \quad n = 1, \ldots, N, \tag{1}
\]

with periodic boundary conditions given by \( X_{j-N} = X_j = X_{j+N} \forall j = 1, \ldots, N \). The parameter \( F \) describes the forcing acting on the model, \( \gamma \) controls the intensity of the dissipation and, thus, of the contraction of phase space volume, and the nonlinear term on the right hand side describes a non-standard advection. The energy of the system \( E = \frac{1}{2} \sum_{n=1}^{N} X_n^2 \) is conserved in the unviscid and unforced limit and acts as generator of the time translation, even though the system is not Hamiltonian. For a detailed analysis of the mechanics and energetics of the L96 model and of a generalisation thereof we refer to [52].

If \( \gamma = 1 \) (which is the default choice in most studies) and \( N \gg 1 \), the model’s attractor is the fixed point \( X_k = F, k = 1, \ldots, N \) for \( 0 \leq F \leq 8/9 \). This fixed point loses stability as \( F \) is increased and, after a complex set of bifurcations [33,34,53], the system settles in a chaotic regime for \( F \geq 5.0 \) [32]. In the regime of strong forcing and developed turbulence the properties of the L96 model are extensive with respect to the number of nodes \( N \) [51,52], and one can establish power laws that accurately describe how some fundamental properties of the system—such as its energy and Lyapunov exponents—depend of the parameter \( F \) [51].

As far as numerical evidence goes, in the turbulent regime the L96 model possesses a unique asymptotic state characterised by a physical measure supported on a compact attractor. To introduce multistability in the L96 model, an efficient strategy is to suitably couple it with a multistable (say, bistable) model, according to the strategy described in [54]. Our simple bistable model of reference is the EBM of the form:

\[
\dot{T} = -\frac{dV(T)}{dT}, \tag{2}
\]

where \( V(T) \) is a confining potential \( V(T) \to \infty \) sufficiently fast as \( |T| \to \infty \) with two local minima separated by a local maximum. We then come to the following coupled L96-EBM model:
\[ T = S \left( 1 - a_0 + \frac{a_1}{2} \left( \tanh \left( T - \bar{T} \right) \right) \right) - \sigma T^4 \]
\[ - \alpha \left( \frac{\mathcal{E}(X)}{0.6 \cdot F^4} - 1 \right) \]
\[ \dot{X}_n = (X_{n+1} - X_{n-2}) X_{n-1} - X_n \]
\[ + F \left( 1 + \beta \frac{T - \bar{T}}{\Delta T} \right), \tag{3} \]

where the usual periodic boundary conditions apply \((X_{j-N} = X_j = X_{j+N} \forall j = 1, \ldots, N)\), and \(\mathcal{E} = E/N\). The value used for the different parameters—all intended to be non-negative—can be found in Table 1. The L96 model and the EBM are uncoupled if one sets \(\alpha = 0\). The coupling between the two models can be explained as follows. If the temperature of the EBM is higher (lower) than the reference temperature \(T\), the L96 model receives an enhanced (reduced) forcing, mimicking—in very rough terms—the presence of higher energy in the atmosphere. A negative feedback in the system is introduced as follows. If the energy per site of the L96 component of the model exceeds the average value realised in the uncoupled case \(\mathcal{E} \approx 0.6 F^{4/3}\) [51], the temperature of the system is accordingly reduced. Note that, according to the framework set in [54], the L96 model is the fast component and the EBM is the slow component of the coupled model, where the fast component acts as an almost stochastic forcing on the slow component, and the slow component modulates the dynamics of the fast component. We remark that since the coupling constants \(\alpha\) and \(\beta\) are \(O(1)\), one cannot use asymptotic methods such as averaging or homogenization to obtain a reduced equation for the temperature \(T\); the dynamics of the system is truly high dimensional.

The system possess (at least) two competing attractors, associated with disjoint basins of attraction. Hence, the asymptotic state of the system depends on its initial conditions. We assume that each attractor possesses one physical measure that is practically selected when performing the numerical integration of the model. In absence of stochastic forcing, no transitions can take place between the two competing attractors.

In Fig. 1, we portray the two competing attractors of the model corresponding to the Warm (W) state and Snowball (SB) state state in the reduced phase state constructed by performing a projection on the variables \(\mathcal{M} = 1/N \sum_{j=1}^{N} X_j, \mathcal{E} = E/N\), and \(T\). One sees clearly that the W state has higher temperature and larger values for the mean and for the intensity of the fluctuations of the dynamic variables with respect to the SB state, in agreement with the actual features of the competing W and SB states of the climate system [3,10,55]. We additionally portray the Melancholia (M) state sitting between the two competing attractors. The M state is a saddle embedded in the boundary between the two co-existing basins of attraction and attracts the orbits whose initial conditions are on such basin boundary [12]. The M state, which is the gateway for the noise-induced transitions between the co-existing attractors regardless of the kind of noise included in the system [3,13], has been constructed using the edge-tracking algorithm [56], and features non-trivial dynamics. Indeed, as in [12], it is a chaotic saddle.

### Table 1 Parameters

| Parameter                          | Value       |
|------------------------------------|-------------|
| Reduced solar constant             | \(S\)       |
| Albedo                             | \(a_0\)     |
| Albedo                             | \(a_1\)     |
| Reduced Stefan-Boltzmann constant | \(\sigma\)  |
| Reference forcing                  | \(F\)       |
| Number of grid points              | \(N\)       |
| Reference temperature             | \(\bar{T}\) |
| Temperature scale                  | \(\Delta T\) |
| Coupling \(X \rightarrow T\)      | \(\alpha\)  |
| Coupling \(T \rightarrow X\)      | \(\beta\)   |

The value used for the different parameters—all intended to be non-negative—can be found in Table 1. The L96 model and the EBM are uncoupled if one sets \(\alpha = 0\). The coupling between the two models can be explained as follows. If the temperature of the EBM is higher (lower) than the reference temperature \(T\), the L96 model receives an enhanced (reduced) forcing, mimicking—in very rough terms—the presence of higher energy in the atmosphere. A negative feedback in the system is introduced as follows. If the energy per site of the L96 component of the model exceeds the average value realised in the uncoupled case \(\mathcal{E} \approx 0.6 F^{4/3}\) [51], the temperature of the system is accordingly reduced. Note that, according to the framework set in [54], the L96 model is the fast component and the EBM is the slow component of the coupled model, where the fast component acts as an almost stochastic forcing on the slow component, and the slow component modulates the dynamics of the fast component. We remark that since the coupling constants \(\alpha\) and \(\beta\) are \(O(1)\), one cannot use asymptotic methods such as averaging or homogenization to obtain a reduced equation for the temperature \(T\); the dynamics of the system is truly high dimensional.

The system possess (at least) two competing attractors, associated with disjoint basins of attraction. Hence, the asymptotic state of the system depends on its initial conditions. We assume that each attractor possesses one physical measure that is practically selected when performing the numerical integration of the model. In absence of stochastic forcing, no transitions can take place between the two competing attractors.

In Fig. 1, we portray the two competing attractors of the model corresponding to the Warm (W) state and Snowball (SB) state state in the reduced phase state constructed by performing a projection on the variables \(\mathcal{M} = 1/N \sum_{j=1}^{N} X_j, \mathcal{E} = E/N\), and \(T\). One sees clearly that the W state has higher temperature and larger values for the mean and for the intensity of the fluctuations of the dynamic variables with respect to the SB state, in agreement with the actual features of the competing W and SB states of the climate system [3,10,55]. We additionally portray the Melancholia (M) state sitting between the two competing attractors. The M state is a saddle embedded in the boundary between the two co-existing basins of attraction and attracts the orbits whose initial conditions are on such basin boundary [12]. The M state, which is the gateway for the noise-induced transitions between the co-existing attractors regardless of the kind of noise included in the system [3,13], has been constructed using the edge-tracking algorithm [56], and features non-trivial dynamics. Indeed, as in [12], it is a chaotic saddle.

### 3 Methods

In the following, we outline a two-part framework to analyse and predict spatiotemporally chaotic system such as the Bistable Climate Toy Model. First we demonstrate how the attractors of the system can be obtained. Based on that knowledge, a method to make predictions of states on both attractors is then introduced.

#### 3.1 Monte Carlo Basin Bifurcation Analysis

Multistability is a universal phenomenon of complex systems and is most likely present in several sub-systems of Earth’s climate [57–59, e.g.], as well as in the energy balance of the Earth [1–3]. When analysing and working with high-dimensional models, knowledge of the largest basins of attractions is instrumental to understanding the model itself. The recently introduced
Monte Carlo Basin Bifurcation Analysis (MCBB) [27] is a numerical method tailored for analysing basins of attraction of high-dimensional systems and how they vary when control parameters of the system are changed. The aim of MCBB is to find classes of similar attractors of a high-dimensional system that collectively have the largest basin of attraction with respect to a measure of initial conditions $\rho_0$ and how these classes of attractors and their basin volumes change when a control parameter $p$ is changed in a range $I_p$. Conceptually, it is situated in between a thorough bifurcation analysis and a macroscopic order parameter. By utilizing random sampling and clustering techniques, MCBB learns classes of similar attractors $C$ and their basins. To regard two attractors $A$ as part of the same class, MCBB requires a notion of continuity of an invariant measure $\rho_A$ on the attractor: if for a control parameter $p$ the difference between $\rho_A(p)$ and $\rho_A(p + \Delta p)$ vanishes smoothly for $\Delta p \to 0$, we classify them as similar. Figure 2 illustrates this continuity requirement. Note that if the change in the measure scales linearly with $\Delta p$ in the limit of small values of $\Delta p$, one can say that linear response theory applies for the measure $\rho_A$ [60]. By sampling trajectories these classes can be built with a suitable pseudometric on the space of these measures. Directly comparing the high-dimensional trajectories with each other would put us close to a bifurcation analysis, but is potentially prohibitively expensive. We might also not be interested in an in-depth bifurcation analysis, but rather in a coarser definition of similarity. For the case of a climate model, similar climate regimes may for example be of interest.

Therefore, to identify the different classes of attractors, suitable statistics $S_i$ are measured on every system dimension $k$ for every trajectory, here, the mean $E_k$, the variance $\text{Var}_k$ and the Kullback-Leibler divergence to a normal distribution $KL_k$. Using these statistics on each of the system dimension separately, MCBB achieves better scalability with the system dimension $N$. The $N$-dimensional trajectory of the $i$-th of in total $N_T$ trials is $x^{(i)}(t)$, then all statistics are measured separately on each dimension of $x^{(i)}(t)$. This results in three ($N \times N_T$) matrices, one for each statistic $S_i$, so that

$$S_{k,ij} = S_k(x^{(i)}_j(t)).$$

A distance matrix of each trajectory to each other is then computed from these statistics with

$$D_{ij} = \sum_k w_k \sum_l N |S_{k,il} - S_{k,jl}| + w_4 |p^{(i)} - p^{(j)}|,$$

where $p^{(i)}$ is the control parameter used to generate the $i$-th trajectory and $w_i$ are free parameters of the method.

If one wishes not to distinguish between symmetric configurations, as we also do in the application to the Bistable Climate Toy Model, the weighted difference can also be replaced with a Wasserstein distance of histograms over the statistics. Especially in these cases two different points $(x, y)$ may have $D(x, y) = 0$, this is why we are referring to $D$ as a pseudometric and not a metric.

After computing the distance matrix $D$ of all trials to each other, the classes of attractors can then be identified by applying a clustering algorithm to the matrix. Density-based clustering algorithms such as DBSCAN [61] are ideally suited for this purpose, since DBSCAN relies on a similar notion of continuity as required by MCBB. One sample is connected to another sample if it is within $\epsilon_{DB}$-neighbourhood of the sample. A cluster is then formed by all the samples that have a chain of connections to each other. The results of applying DBSCAN to sample trajectories is $C = \text{DBSCAN}(\{D\})$, where each sample trajectory is assigned to one of the $N_C$ clusters $C_i$ with $i \in [1; N_C]$. Note that DBSCAN can also identify samples as outliers. We regard all outliers, if there are any, as the zeroth cluster. The approximate relative basin size of a class of asymptotic states can then be computed by applying a sliding parameter window and normalizing the results with

$$h_C(p) = ||C_{L_i}^{(p)}|| / \sum_{j} ||C_{L_j}^{(p)}||,$$

$$C_{L_i}^{(p)} = \left\{ j \mid (C_j = i) \cap \left( p^{(j)} \in [p_{\text{min}}; p_{\text{max}}] \right) \right\}.$$  

Here, $C_{L_i}^{(p)}$ is the number of trials in cluster $i$ at (sliding) parameter window $p$. This is the most important result from MCBB. $h_C(p)$ shows the size of the largest basins of the system and how they react to changes of the control parameter $p$. In the results we will also see other possibilities to further evaluate the collected results from MCBB. By identifying the attractors, we also know which initial conditions are part of which basin. After achieving information about the attractors of the systems and their basins, we can investigate these
individual attractor and apply further methods to predict trajectories on them.

The MCBB method was designed with high dimensional systems in mind. This is why per-dimension statistics are used as inputs for the clustering algorithm instead of the potentially high-dimensional trajectories directly. Nevertheless, the computational complexity of MCBB very much depends on the system in question. The most expensive parts are \( N \) times integrating the system and the computation of the distance matrix. For high-dimensional systems, the integration far outweighs the computation of the distance matrix. For more details of MCBB, the reader is referred to [27].

### 3.2 Neural ordinary differential equations

Most—if not all—numerical models of real-world processes are incomplete in some sense. Be it due to unknown effects that are not modelled, or by omitting higher-order terms of known effects on purpose. A classical example are subgrid-scale processes that are not explicitly resolved in general circulation models of the Earth’s atmosphere and oceans, and hence need to be parametrized [62,63]. Hybrid modelling methods can remedy deficiencies of incomplete models by combining an incomplete process-based model with data-driven methods that learn to compensate these deficiencies. This approach seems especially promising with climate models as we have access to observational data and the climate system is so immensely complex that every model of it is always incomplete in some sense. We will demonstrate the Neural Ordinary Differential Equation (NODE) approach [29,30], which provides an elegant way to construct and parametrize such hybrid models, on the Bistable Climate Toy model. NODEs integrate universal functions approximators such as artificial neural networks (ANN) directly into differential equation, so that the universal functions approximators become a part of the equation:

\[
\dot{x} = f(x, t, \mathcal{N}(x; t, \Theta)),
\]

where \( \mathcal{N}(x; t, \Theta) \) is a data-driven function approximator such as an Artificial Neural Network (ANN) with parameters \( \Theta \). Integrating the NODE, just as integrating a regular ODE, yields a predicted trajectory \( \hat{x}(t; \Theta) \) at discretized time steps \( t_i \). The integration time can be freely set, but our previous results show that for chaotic systems very short integration times are necessary to ensure that the learning process succeeds [64]. Similar to regular ANNs, NODEs are a supervised learning method and their parameters, in our case only the parameters of the ANN, are found by minimizing a loss function, most commonly the least-squares error between observed and model-predicted trajectories:

\[
L(\Theta) = \sum_{t_i} (x(t_i) - \hat{x}(t_i; \Theta))^2,
\]

using a stochastic, adaptive gradient descent with weight decay [65]. Additional regularization of the parameters of the ANN may be added to avoid overfitting. In order to train the model one needs to be able to compute gradients of the loss function with respect to all the parameters of the NODE.

While a regular ANN relies on backpropagation—which is essentially the chain rule—to compute gradients of numerical solutions of differential equations is not as straightforward. However, with methods from adjoint sensitivity analysis and response theory in conjunction with automatic differentiation techniques, such gradients can be computed as well. For a detailed overview of the algorithms used for this purpose, please see [29,30].

### 4 Results

#### 4.1 Attractors of the model

We apply MCBB to the Bistable Climate Toy Model by sampling \( N_T = 15,000 \) trajectories with initial conditions drawn from \( U(-7,7) \) for the L96 state variables \( X \) and \( U(240,300) \) for the temperature \( T \). The solar constant is varied within \( S \in [5;20] \). The trajectories are integrated for 400 time units and the first 80% of the trajectory are not included in the analysis to avoid transient effects. Only the statistics \( E_k, \text{Var}_k, \text{KL}_k \) of the L96 model are used for the identification of the attractors. In the distance matrix computation according to Eq. (4), the defaults weights of \( [1,0.5,0.25] \) are chosen. The results are not sensitive to small variations of those weights. Figure 3 shows the approximate relative basin volume estimated by MCBB. Two classes, i.e., clusters, are found. The system is multistable in the interval of around \( S \in [7;15] \) with each of the basins being approximately equal-sized with respect to the distributions of initial conditions chosen. For \( \epsilon_{DB} = 0.05 \) the clustering algorithm detects several outliers. These are mostly the trajectories that spend long time near the Melancholia state (M), because they are initialised near the basin boundary [66]. As shown in Fig. 5, they exhibit a saddle-like behaviour for the EBM variable. When \( \epsilon_{DB} \) is increased to 0.1 or larger these states are not resolved separately anymore and the algorithm only finds the cold and warm state, as shown in Fig. 3. Further insights can be gained with a sliding-histogram approach. For each sliding parameter window a histogram is fitted to all collected values of the EBM mean for each of the two attractors. Figure 4 clearly shows the two stable branches of the EBM and its respective values of the forcing \( F \). As one can expect the “blue” cluster in Fig. 3 exhibits the much larger values of the forcing (see Fig. 4b) and is thus the warm state of the model and the “red” cluster in Fig. 3 is the cold state of the model. Again, the hysteresis behaviour of the model is evidently shown. For \( S < 7 \) only the the cold state is stable and for \( S > 15 \) only the warm state is stable.
Approximate relative basin size of the Bistable Climate Toy Model when changing the solar constant $S$ estimated with MCBB. The model exhibits a cold and a warm state. Trajectories from the shaded area are used as training data for the NODE approach to predict each of these states.

Fig. 4 Sliding histogram plot of the mean of the EBM variable of the Bistable Climate Toy Model computed with MCBB. The two histogram plots of each of the identified states are joined together to better illustrate the two stable branches of the EBM and their hysteresis behaviour. On the y-axis the value of complete effective forcing term of the L96, so $F^* = F \left(1 + \beta \frac{2}{\Delta T}\right)$, is shown. The relative magnitude of each of these values appearing in the individual sliding histograms is shown in shades of blue and red, however, in this case are mostly all zero or one.

4.2 Predicting the model

MCBB is thus able to identify the two attractors of the system. These two attractors will, in general, exhibit different properties, like, e.g., different maximum Lyapunov exponent. The maximum Lyapunov exponents computed with the method of [67] (implementation of DynamicalSystems.jl [68]) are $\lambda_{\text{max}}^{(\text{cold})} \approx 1.04$ for the cold and $\lambda_{\text{max}}^{(\text{warm})} \approx 2.60$ for the warm state. The larger Lyapunov exponent of the warm state shows that, as expected, the L96 model is more chaotic for larger values of the forcing. When we want to predict the model’s behavior, we have to be aware of that and evaluate predictions on both attractors separately. MCBB also classifies all initial conditions that were used by the algorithms to either of the attractors. In that way, we have many possible initial conditions for prediction on these attractors. We demonstrate the capabilities of the NODE approach by “forgetting” the equation of the EBM and replacing it with an ANN. In this case this is an artificial example, but in many observational scenarios and model, one has incomplete models whose...
Fig. 5 Example of the trajectory of the energy balance model for one of the Melancholia states found by MCBB as an outlier. Visible is a trajectory typical for a saddle. The trajectory remains close to the Melancholia state for some finite time until it collapses into the snowball/cold state.

deficiencies can be corrected with the NODE approach. In our case replacing the EBM with an ANN is supposed to mirror setups of more realistic models in which one probably has much better knowledge of the governing equations of the atmosphere than the energy balance. In principal it would also be possible to replace the L96 or part of it with an ANN. Setups similar to this, studying the application of NODEs to spatiotemporally chaotic systems have been explored in [64].

For the ANN we combine two different kinds of layers: (i) dense layers that apply a nonlinear function, called activation function, to a weighted sum of all its inputs and (ii) convolutional layers that perform a discrete convolution with the convolution filters as learnable parameters. For details on these layers, the reader is referred to standard textbooks such as [69,70].

The ANN $\mathcal{N}$ is set up to have the same input variables as the EBM in Eq. (3) has arguments: all variables of the L96 model and the EBM itself. Figure 6 shows the ANN used. Due to the spatial input, convolutional layers are best suited for those variables and, therefore, have only the L96 variables as inputs. The forcing, the result of the EBM itself, skips these layers and inputs directly into the dense layers. The swish activation function $\text{swish}(x) = x/(1 + \exp(-x))$ is used as an activation function and MaxPooling layers reduce the dimension by downsampling it.

By replacing the EBM the full NODE reads

\begin{align}
\dot{F} &= \mathcal{N}(X, F; \Theta) \\
\dot{X}_n &= (X_{n+1} - X_{n-2})X_{n-1} - X_n + F, \quad (9)
\end{align}

where $\Theta$ are the parameters of all ANN layers. An adaptive stochastic gradient descent with weight decay (AdamW) [65] is used to minimize the loss function:

\begin{align}
\mathcal{L}(\Theta) &= \sum_n \left(X_n - \hat{X}_n(\Theta)\right)^2 \\
&+ \sum_{i,t,n} \left(F - \hat{F}_n(\Theta)\right)^2 + \gamma \sum_i ||\theta_i||. \quad (10)
\end{align}

Similar to earlier results for applying NODE techniques to spatiotemporally chaotic systems [64], we found that integrating the NODE for long time spans does not significantly decrease the loss on neither the training nor the validation set, but increases the computational complexity massively. Therefore, the NODE is only integrated for $\Delta t = 0.05$ with only one time step saved. Hence, we minimize the one-step-ahead loss of the predicted states $(\hat{X}, \hat{F})$ against the training data $(X, F)$.

As training data two separated trajectories, each 100 time steps long (at $\Delta t = 0.05$), are used. These trajectories are integrated from initial conditions drawn randomly, one from each state within the basins identified by MCBB, i.e., the two shaded area, as shown in Fig. 3. The initial 2000 time steps are discarded to avoid transient dynamics and the following 100 time steps of each of the two trajectories are used as the training set. Subsequent time steps of each of the trajectories are saved as validation set. Thus, the NODE is trained to model the full system with both attractors.

To evaluate the predictions made by the NODE, we compute a non-normalized error:

\begin{align}
E_n(i_t) = X_n(i_t) - \hat{X}_n(i_t), \quad (11)
\end{align}
and normalized error
\[ e(i_t) = \frac{||X(i_t) - \hat{X}(i_t)||}{||X(i_t)||^2}^{1/2}, \]

on the L96 variables, where \(< . >_t\) indicates an average over all discrete timesteps \(i_t\). The forecast length or valid time of the NODE is then the first time step \(t_v\), where \(e(i_t) > 0.4\), in accordance with [28]. The valid time might be expressed in terms of the Lyapunov time \(\lambda_{\text{max}} t = \lambda_{\text{max}} \Delta t \cdot i_t\). Similar to how the NODE was trained with data from both attractors, we also predict and evaluate trajectories from both attractors. Figure 7 shows the trajectories of the NODE that were integrated from initial conditions of the first time step outside of the training dataset for both attractors.

As expected the valid time in terms of discrete time steps is much smaller for the warm state than for the cold state as it is less chaotic, i.e., exhibits a smaller \(\lambda_{\text{max}}\). In terms of the the rescaled valid time in Lyapunov times it is comparable, yet still a little smaller for the warm state. For the cold state the valid time 169 time steps or 8.52\(\lambda_{\text{max}} t\) and for the warm state it is 39 time steps or 5.02\(\lambda_{\text{max}} t\).

5 Discussion

We have presented a framework for addressing the predictability of the first kind and of the second kind in high-dimensional chaotic systems. First, we understand the qualitative properties of the system by discovering the attractors with the largest basins of attractors and evaluate how the volume of these basins changes when control parameters of the system are varied. This might be of great relevance especially in the case several competing asymptotic states, each associated with different basins of attraction, exist. As we gathered knowledge on the attractors of the systems, the NODE approach allows one to predict the evolution of the systems even when the model is only incomplete with respect to the data it is trained with. With the NODE we replaced a sub-module of the model with a data-driven function approximator in the form of an ANN. This approach has the potential to be applied to more complex coupled models in conditions, where only incomplete or no knowledge of a specific part of the model is available. When predicting observational data with models, this could also be used to account for unknown or neglected effects in the model. The Bistable Climate Toy Model introduced here is an ideal testbed for this approach. The model is built by coupling a bistable EBM to the L96 model and exhibits two competing attractors in a vast range of the model’s parameters. These attractors correspond to a cold and a warm state, for which we are able to identify the basins of attractions and define the bifurcations conducive to tipping points. We are also able to identify accurately which trajectories lead to which of the attractors, so that we use these as training data for the NODE. In the subsequent application of the NODE approach, we purposefully forgot a part of the model, the EBM, and replaced it with an ANN. The NODE can model these introduced deficiencies for both attractors at the same time and make accurate prediction even when only presented with very short training datasets for the data-driven part to be trained on. The methods presented are in principle capable of investigating stochastic systems as well which is an exiting avenue of future research with the presented approach. The results on the presented toy model can also be seen as a first step towards analysing and predicting more complex climate models with the presented methods. Especially applying the NODE approach to, e.g., atmospheric models and observational data is a highly promising outlook.

![Fig. 7 NODE predictions of the Bistable Climate Toy Model, the non-normalized error \(E_n(i_t)\) of the L96 variables are shown. a Shows a prediction on the cold state. b The warm state. The valid time \(t_v\) is marked with the dashed line.](image)
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