A Self-Adaptive Combination Method in Evidence Theory Based on the Power Pignistic Probability Distance
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Abstract: Existing methods employed for combining temporal and spatial evidence derived from multiple sources into a single coherent description of objects and their environments lack versatility in various applications such as multi-sensor target recognition. This is addressed in the present study by proposing an adaptive evidence fusion method based on the power pignistic probability distance. This method classifies evidence sets into non-conflicting and conflicting evidence sets based on the maximum power pignistic probability distance obtained between evidence pairs in the evidence set. Non-conflicting evidence sets are fused using Dempster’s rule, while conflicting evidence sets are fused using a weighted average combination method based on the power pignistic probability distance. The superior evidence fusion performance of the proposed method is demonstrated by comparisons with the performances of seven other fusion methods based on numerical examples with four different evidence conflict scenarios. The results show that the method proposed in this paper not only can properly fuse different types of evidence, but also provides an excellent focus on the components of evidence sets with high confidence, which is conducive to timely and accurate decisions.
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1. Introduction

Dempster-Shafer evidence theory, shorten as evidence theory or D-S theory [1], has been proposed for decades. Because of its advantage in dealing with uncertainty, evidence theory has attracted considering attention from researchers [2–7]. Evidence theory has been applied in many areas including target recognition systems based on information fusion. The comprehensive target recognition process seeks to obtain a coherent description of objects and their environments based on a fusion of limited temporal and spatial information derived from multiple sensors.

However, the fusion process is complicated by the fact that temporal information is derived from a single location over time while spatial information is derived from multiple locations at the same time. Here, most evidence fusion methods are applicable to temporal-domain evidence because the nature of this evidence provides a fixed order of fusion with respect to time. However, spatial-domain evidence cannot be fused in any non-arbitrary sequence based on time. As a result, fusion methods, such as the Yager method [8] and the Dubois and Prade (DP) rule [9], are not suitable for spatial-domain evidence because different results are obtained when the fusion order is changed.

The problem of tempora-spatial evidence combination was addressed by Hong and Lynch [10] by proposing three tempora-spatial evidence fusion models based on evidence theory, which included a recursive centralized fusion model, a recursive distributed feedback-free fusion model, and a recursive distributed feedback fusion model. These three models classify evidence into spatial-domain evidence and temporal-domain evidence, and fuse them either in the order of spatial-domain evidence first and
temporal-domain evidence second; or temporal-domain evidence first and spatial-domain evidence second. It seems that the fusion order of temporal-spatial and spatial-temporal satisfy the concept of symmetry. However, the fusion result of different orders may be different in most cases due to the selection of a combination method.

In addition, the data derived from multiple sensors at different locations may provide conflicting information, which can have a considerable impact on the target recognition results. In this regard, Dempster’s rule has been demonstrated to provide superior results when used for fusing temporal-spatial evidence with a low level of conflict. However, the results obtained when fusing evidence with a high level of conflict are often counter-intuitive, as pointed out by Zadeh [11]. This issue has been addressed from the perspective of two different approaches. The first kind of approach [8,9,12–16] replaces Dempster’s rule with a new evidence combination rule. These methods are developed by modifying the normalization way in Dempster’s rule. However, none of these rules, with the exception of the transferable belief model (TBM) rule [12], satisfies the associative law like Dempster’s rule, which is significant to the combination of special evidence sources without consideration on the order of combination. So these methods cannot be applied generally to spatial-domain evidence without an established order or sequence. As such, no single rule has been developed that provides good fusion performance for evidence with both low and high levels of conflict. The second kind of approach applies some modification including evidence discounting [17–22] and weighted averaging [23,24] to the evidence sources to reduce the level of conflict, and then employs Dempster’s rule to fuse the modified evidence. These methods inherit the properties of Dempster’s rule, although the modification on evidence sources may cause information loss.

In the application of information fusion, we usually seek an optimal method to get the most reasonable results. So it seems important to design a self-adaptive method which can be tuned automatically according to the collected information. For the method based on evidence combination, the combination of evidence sources must depend on the levels of conflict to obtain the best results. This has been addressed by the development of adaptive evidence fusion methods. Existing methods usually define the conflict criteria first, classify all the evidence, select conflict evidence for correction, and then conduct evidence fusion using a method selected according to the level of conflict in the evidence. Most existing methods adopt Dempster’s rule for fusing evidence with a low degree of conflict owing to its very high performance. However, the high sensitivity of the fusion results obtained by this method to conflicting evidence indicates that the measures adopted for determining the level of conflict within an evidence set are crucial to the fusion results obtained by an adaptive fusion method. Jousselme [25] introduced these measures (metrics) comprehensively and classified them according to their fundamental characteristics. The more representative measures included the Jousselme distance [26], which was classified as a standard metric, the pignistic probability distance [27], which was classified as a pseudo-metric, and the angular similarity measure [13], which was classified as a semi-pseudo-metric. Among these, the Jousselme distance has been demonstrated to possess the best properties, and produces basically reasonable results. Both the pseudo-metric and the semi-pseudo-metric are subject to limitations that may lead to counter-intuitive results in some special cases when used alone as a similarity/dissimilarity measure. New metrics have also been developed in recent years. For example, Yu [20] proposed a support probability distance, and Bi [21] combined the pignistic probability distance and the Tanimoto coefficient to propose a new similarity measure. Zhu [28] proposed the power pignistic probability distance metric, which was proven to be a standard metric like the Jousselme distance through mathematical derivation, and the advantages of this metric over other metrics were demonstrated through numerical calculations.

A number of adaptive evidence fusion methods have been developed in recent years. For example, Liu et al. [29] proposed a temporal-domain adaptive evidence fusion method that gauges the degree of conflict in a body of evidence comprehensively based on a conflict coefficient and the Jousselme distance, and adaptively conducts evidence fusion using Dempster’s rule, the DP rule, or evidence discounting depending on the degree of evidence conflict. However, the method cannot be applied
to spatial-domain evidence. An adaptive conflict evidence inspection and synthesis method suitable for use with temporal-spatial evidence was proposed by Liu and Chen [30], which first classifies the evidence using a conflict evidence inspection factor, and then adopts Dempster’s rule for fusing non-conflicting evidence, while the local or global correction is adopted for the conflicting evidence. This method was demonstrated to produce good fusion results for evidence that contains only monadic sets of focus elements. However, the computation involved with the method is too intensive for evidence that contains non-monadic sets of focus elements. In addition, the method is hampered by excessive cyclic corrections that are not conducive to fast and precise evidence fusion. Wang [31] proposed an evidence fusion method based on selection criteria and closeness. The evidence is divided into non-conflicting and conflicting types, and evidence fusion is performed by adaptively selecting either Dempster’s rule or an improved algorithm. However, while this method was demonstrated to be suitable for temporal-spatial evidence, it can consider basically two kinds of evidence only when quantifying the conflict between evidence components.

The above analysis indicates that existing adaptive combination methods are developed based on complicated measures of evidence conflict. These measures are constructed by combining several distance or closeness measures, which lack clear practical significance. Moreover, some methods may not be suitable for combining evidence sources regardless of the combination order. So new self-adaptive combination methods are important to information fusion in the framework of evidence theory.

The above-discussed issues are addressed in this paper by proposing an adaptive evidence fusion method that takes advantage of the superior performance of the power pignistic probability distance for conflict evaluation. The proposed method employs the maximum value of the conflict between evidence pairs in an evidence set based on the power pignistic probability distance to quantify its degree of conflict, and accordingly classifies evidence sets into non-conflicting and conflicting evidence sets. Non-conflicting evidence sets are fused using Dempster’s rule, while conflicting evidence sets are fused using the weighted average combination method based on the power pignistic probability distance. The superior evidence fusion performance of the proposed method is demonstrated by comparisons with the performances of seven other fusion methods based on numerical examples with four different evidence conflict scenarios.

The rest of this paper is arranged as follows. Some basic knowledge of evidence theory is introduced in Section 2 to facilitate subsequent exposition. In Section 3, the self-adaptive method is developed based on evidence classification and combination method selection. Experimental examples are proposed in Section 4 to show the performance of the proposed method. The conclusion of this paper is presented in the last section.

2. Preliminaries

In evidence theory, $\Omega$ represents an identification frame, which is a non-empty set that contains elements that are exhaustive and independent, and $2^\Omega$ represents the power set of $\Omega$.

Definition 1. Let $A$ be a subset of $\Omega$, and $A \neq \emptyset$. If a function $m : 2^\Omega \rightarrow [0, 1]$ satisfies the following two conditions,

$$m(\emptyset) = 0 \text{ and } \sum_{A \subseteq \Omega} m(A) = 1.$$ (1)

then $m(\cdot)$ is denoted as a basic probability assignment function (BPA) of $\Omega$. For $\forall A \subseteq \Omega$, if $m(A) > 0$, then $A$ is denoted as a focus element of $\Omega$, and $m(A)$ is a basic statistical characteristic of $A$ that reflects the degree of confidence of the evidence in $A$. 

Definition 2. Let \( m_1 \) and \( m_2 \) be two independent BPAs of \( \Omega \). Assigning \( m_{1\oplus 2} \) as the result of combining \( m_1 \) and \( m_2 \) using Dempster’s rule yields the following.

\[
m_{1\oplus 2}(A) = \begin{cases} 
\frac{1}{1-k} \sum_{B \cap C = A} m_1(B)m_2(C), & A \neq \emptyset \\
0, & A = \emptyset 
\end{cases}
\]  

(2)

Here,

\[
k = \sum_{B \cap C = \emptyset} m_1(B)m_2(C).
\]  

(3)

which is denoted as the conflict coefficient. When \( k = 1 \), the evidences \( B \) and \( C \) are in complete conflict and cannot be combined using Dempster’s rule.

3. Classification of Evidence Sets and Adaptive Fusion

3.1. Classification Criteria for Non-Conflict/Conflict Evidence Sets

The conflict coefficient \( k \) given in Definition 2 is the simplest means of measuring the conflict in the evidence, and is applicable to two or more evidences. However, Liu [32] demonstrated with examples that a large value of \( k \) does not indicate necessarily that the level of conflict in an evidence set is large. Therefore, we also introduce the maximum power pignistic probability distance between two evidences to quantify the conflict in an evidence set. The related definition of the power pignistic probability distance is given as follows.

Definition 3. Let \( A \) and \( B \) be subsets of \( \Omega \), \( A \neq \emptyset \), and \( m \) be a BPA of \( \Omega \). Then, the power set distribution pignistic probability function \( PBetP_m : 2^\Omega \rightarrow [0, 1] \) corresponding to \( m \) may be defined as

\[
PBetP_m(B) = \sum_{A \subseteq B \subseteq \Omega} m(A) \frac{2^{\mid B \mid} - 1}{2^{\mid A \mid} - 1}.
\]  

(4)

where \( \mid A \mid \) represents the potential of set \( A \).

The function in (4) can be employed to construct a power pignistic probability distance as follows.

Definition 4. Let \( m_1 \) and \( m_2 \) be two independent BPAs of \( \Omega \), with \( PBetP_{m_1} \) and \( PBetP_{m_2} \) being their respective power set distribution pignistic probability functions. Then, the power pignistic probability distance between \( m_1 \) and \( m_2 \) is defined as

\[
diffPBetP_{m_1}m_2 = \max_{A \subseteq \Omega} \{|PBetP_{m_1}(A) - PBetP_{m_2}(A)|\}.
\]  

(5)

For ease of description, \( \text{diffPBetP} \) is denoted as \( d_{PBet} \) in the following discussion.

Evidence sets are then classified as non-conflicting or conflicting evidence sets as defined below.

Definition 5. Let \( M = \{m_i\}, (i = 1, 2, \ldots, n) \) be an evidence set of \( \Omega \). \( \max(d_{PBet}) \) represent the maximum \( d_{PBet} \) value between a pair of evidences in \( M \), and \( \mu \) represent a threshold. If \( \max(d_{PBet}) \leq \mu \), then \( M \) is judged as a non-conflicting evidence set; otherwise, \( M \) is judged as a conflicting evidence set.

Here, the setting of the value of \( \mu \) is critically important to the adaptive evidence fusion results, and is generally set according to the specific conditions of the evidence set being evaluated. In this paper, the value of \( \mu \) is set following the work of Liu [32], which is described in detail below.

In the cases including only two items of evidence, a binary measure is constructed based on \( k \) with its corresponding threshold, and \( d_{Bet} \) with its corresponding threshold \( \epsilon_1 \). The evidence set is
then divided into four classifications of conflict based on these values, from which we determine whether to use Dempster’s rule. If we consider only $d_{Bet}$ and its threshold $\epsilon_1$, these four cases can be reduced to two cases, where Dempster’s rule may be applied to evidence for which $d_{Bet} \leq \epsilon_1$; otherwise, Dempster’s rule should not be applied, or at least applied with caution. Because $d_{PBet}$ is an improvement over $d_{Bet}$, the value of $\mu$ could not be any smaller than the established value of $\epsilon_1$. Therefore, the value of $\epsilon_1$ could be used as a reference for setting the value of $\mu$. In this respect, a value of 0.3 has been established for $\epsilon_1$, so we set $\mu = 0.3$ in this work. In addition, we stipulate that Dempster’s rule must not be used under any circumstances when $d_{PBet} > \mu$, which reduces the risk of conflict affecting the fusion results, and also reduces the complexity of the method.

3.2. Selection of Fusion Rules

If $M$ is determined to be a conflicting evidence set, then an evidence correction method must be applied to $M$ to reduce the impact of less reliable evidence on the fusion result by applying smaller weights to conflicting evidence. We apply a weighted average combination method based on the power pignistic probability distance in the present work. The detailed steps are as follows.

Let $\Omega$ include $n$ ($n \geq 2$) independent BPAs, and let $m_i$ and $m_j$ be any two of these BPAs.

Step 1: Calculate the distance $d_{PBet}(m_i, m_j)$ between $m_i$ and $m_j$, and define the corresponding similarity measure as

$$Sim(m_i, m_j) = 1 - d_{PBet}(m_i, m_j).$$

where $Sim(m_i, m_j) = 1$ when $i = j$. For ease of expression, we denote $Sim(m_i, m_j)$ as $S_{ij}$ in the following discussion.

Step 2: Establish the following similarity matrix using all $S_{ij}$ values obtained.

$$SMM = \begin{bmatrix}
1 & S_{12} & \cdots & S_{1j} & \cdots & S_{1n} \\
S_{21} & 1 & \cdots & S_{2j} & \cdots & S_{2n} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
S_{i1} & S_{i2} & \cdots & S_{ij} & \cdots & S_{in} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
S_{n1} & S_{n2} & \cdots & S_{nj} & \cdots & 1 
\end{bmatrix} \quad (7)$$

Step 3: Calculate the support $Sup(m_i)$ of $m_i$ as follows:

$$Sup(m_i) = \sum_{j=1, j \neq i}^{n} Sim(m_i, m_j). \quad (8)$$

Step 4: Calculate the reliability $Crd(m_i)$ of $m_i$ as follows:

$$Crd(m_i) = \frac{Sup(m_i)}{\sum_{i=1}^{n} Sup(m_i)} \quad (9)$$

which is employed as the weight $\omega_i$ of $m_i$.

Step 5: Perform a weighted average of $M$ according to the values of $\omega_i$ to obtain the revised evidence set $m'$, and then apply Dempster’s rule to combine $m'$ by $n - 1$ times to obtain the final result $m_\oplus$.

The functionality of the adaptive fusion method based on the power pignistic probability distance proposed in this paper is illustrated by the flow chart shown in Figure 1.
The evaluation results can be transformed into BPA in evidence theory, which can reflect the probability of the target belonging to each type. In these examples, the type of the target to be recognized will be one of three types, i.e., warhead, decoy, and debris. So the discernment frame of this problem is \( \Omega = \{A \text{ (warhead)}, B \text{ (decoy)}, C \text{ (debris)}\} \). The BPA obtained based on the information of each sensor is expressed as \( m_i \) for \( i = 1, 2, \ldots, 5 \). The BPA indicates the probability to which the target is recognized as each type. For example, \( m_1(A) = 0.6 \) says that based on the information collected by \( S_1 \), the target is recognized as a warhead with probability 0.6; \( m_3(AC) = 0.2 \) indicated that based on the information collected by \( S_1 \), the target is recognized as a warhead or debris following probability 0.2. The evidence set formed by the information acquired by each sensor is \( M = \{m_i\}, (i = 1, 2, \ldots, 5) \).

Each of the four representative examples represents different evidence of conflict scenarios, which are defined as follows. Example 1 represents a case where the evidence set is classified as a non-conflicting evidence set. Example 2 represents a case where the evidence set is classified as a conflicting evidence set, where most of the evidence is assigned the highest degree of confidence on the same focus element, and the remaining few evidences are in high conflict with them. Example 3 represents a case where the evidence set is classified as a conflicting evidence set, where the conflicts are between evidences in pairs. Example 4 is an extension of example 3 that can more clearly reflect the advantages and disadvantages of the various methods. The details of each of these examples and a discussion of their evidence fusion results are presented individually as follows.

**Figure 1.** Flow chart of the proposed adaptive evidence fusion algorithm based on the power pignistic probability distance.

### 4. Experimental Examples and Analysis

The effectiveness and superiority of the proposed evidence fusion method are demonstrated by comparing the fusion results obtained by this method for four representative examples with the corresponding results obtained using seven existing methods, including the Yu’s method [20], Wen’s method [19], Bi’s method [21], Hu’s method [22], Luo’s method [18], Murphy’s method [23], and Deng’s method [24]. The first five methods are implemented based on evidence discounting, and the last two are evidence weighted average methods.

All four representative examples are based on a comprehensive ballistic target identification system. In the ballistic target identification system, five sensors are applied to detect and identify targets. These five sensors include radar and electro-optical sensors. Suppose that five sensors are expressed by \( S_1, S_2, S_3, S_4 \), and \( S_5 \), where \( S_1, S_2, S_3 \) are radars, and the other two sensors are electro-optical sensors. Based on the information collecting by each sensor, the type of the target can be evaluated initially. The evaluation results can be transformed into BPA in evidence theory, which can reflect the probability of the target belonging to each type. In these examples, the type of the target to be recognized will be one of three types, i.e., warhead, decoy, and debris. So the discernment frame of this problem is \( \Omega = \{A \text{ (warhead)}, B \text{ (decoy)}, C \text{ (debris)}\} \). The BPA obtained based on the information of each sensor is expressed as \( m_i \) for \( i = 1, 2, \ldots, 5 \). The BPA indicates the probability to which the target is recognized as each type. For example, \( m_1(A) = 0.6 \) says that based on the information collected by \( S_1 \), the target is recognized as a warhead with probability 0.6; \( m_3(AC) = 0.2 \) indicated that based on the information collected by \( S_1 \), the target is recognized as a warhead or debris following probability 0.2. The evidence set formed by the information acquired by each sensor is \( M = \{m_i\}, (i = 1, 2, \ldots, 5) \).

Each of the four representative examples represents different evidence of conflict scenarios, which are defined as follows. Example 1 represents a case where the evidence set is classified as a non-conflicting evidence set. Example 2 represents a case where the evidence set is classified as a conflicting evidence set, where most of the evidence is assigned the highest degree of confidence on the same focus element, and the remaining few evidences are in high conflict with them. Example 3 represents a case where the evidence set is classified as a conflicting evidence set, where the conflicts are between evidences in pairs. Example 4 is an extension of example 3 that can more clearly reflect the advantages and disadvantages of the various methods. The details of each of these examples and a discussion of their evidence fusion results are presented individually as follows.
Example 1. The details regarding the five BPAs \( \{ m_i \} \), \( i = 1, 2, \ldots, 5 \), are listed in Table 1. As can be seen from Table 1, all five BPAs assign a greater level of confidence to \( A \), and reasonable fusion results should likewise assign the greatest confidence to \( A \). The method proposed in this paper yields a value of \( \max(d_{PBet}) = 0.2 < \mu = 0.3 \) for this evidence set. The evidence set is therefore determined to be a non-conflicting evidence set, and Dempster’s rule should be applicable for conducting the fusion process. The results obtained by the proposed method and the seven other methods are listed in Table 2.

Table 1. Evidence set obtained by the five sensors of the target identification system (example 1).

| BPA | A  | B  | C  | AC |
|-----|----|----|----|----|
| \( m_1 \) | 0.7 | 0.1 | 0  | 0.2 |
| \( m_2 \) | 0.6 | 0.1 | 0.2 | 0.1 |
| \( m_3 \) | 0.8 | 0.1 | 0  | 0.1 |
| \( m_4 \) | 0.7 | 0.1 | 0.1 | 0.1 |
| \( m_5 \) | 0.6 | 0.2 | 0.1 | 0.1 |

Table 2. Fusion results of the various methods (example 1).

| Method       | \( m_{\oplus}(A) \) | \( m_{\oplus}(B) \) | \( m_{\oplus}(C) \) | \( m_{\oplus}(AC) \) |
|--------------|----------------------|----------------------|----------------------|----------------------|
| Yu’s method  | 0.99796              | 0.00002              | 0.00156              | 0.00024              |
| Wen’s method | 0.99895              | 0.00010              | 0.00008              | 0.00009              |
| Bi’s method  | 0.99861              | 0.00014              | 0.00110              | 0.00015              |
| Hu’s method  | 0.99841              | 0.00020              | 0.00113              | 0.00026              |
| Luo’s method | 0.98758              | 0.00031              | 0.00376              | 0.00555              |
| Murphy’s method | 0.99895          | 0.00007              | 0.00090              | 0.00008              |
| Deng’s method | 0.99895              | 0.00008              | 0.00089              | 0.00008              |
| The proposed method | 0.99918        | 0.00006              | 0.00069              | 0.00006              |

It can be seen from Table 2 that the fusion results of the eight methods all assign a maximum level of confidence to \( A \), which is consistent with the intuitive analysis. These eight methods can, therefore, obtain reasonable results when processing non-conflicting evidence sets. The confidence level assigned to \( A \) by the proposed method is 0.99918, which is greater than the corresponding levels assigned by the other methods. This indicates that the proposed method not only can obtain reasonable fusion results, but also provides better focus on the components of evidence sets with high confidence than the other methods when applied to non-conflicting evidence sets.

Example 2. The details regarding the five BPAs \( \{ m_i \} \), \( i = 1, 2, 3, 4, 5 \), are listed in Table 3. It can be seen from Table 3 that \( m_1, m_3, m_4, \) and \( m_5 \) assign the greatest degree of confidence to \( A \), and only \( m_2 \) has assigned the greatest degree of confidence to \( B \), in conflict with the other sensors. After comprehensive consideration of the information provided by the five BPAs, the final reasonable fusion result should assign the maximum confidence level to \( A \). The method proposed in this paper yields a value of \( \max(d_{PBet}) = 0.8 > \mu = 0.3 \) for this evidence set. The evidence set is therefore determined to be a conflict evidence set, and the fusion process should be conducted using the weighted average combination method based on the power pignistic probability distance. The results obtained by this method and the seven other methods are listed in Table 4.

Table 3. Evidence set obtained by the five sensors of the target identification system (example 2).

| BPA | A  | B  | C  | AC  |
|-----|----|----|----|-----|
| \( m_1 \) | 0.5 | 0.2 | 0.3 | 0   |
| \( m_2 \) | 0  | 0.9 | 0.1 | 0   |
| \( m_3 \) | 0.55 | 0.1 | 0   | 0.35 |
| \( m_4 \) | 0.55 | 0.1 | 0   | 0.35 |
| \( m_5 \) | 0.55 | 0.1 | 0   | 0.35 |
Table 4. Fusion results of the various methods (example 2).

| Method      | $m_0(A)$ | $m_0(B)$ | $m_0(C)$ | $m_0(AC)$ |
|-------------|----------|----------|----------|-----------|
| Yu’s method | 0.9550   | 0.0010   | 0.0231   | 0.0209    |
| Wen’s method| 0.9586   | 0.0009   | 0.0289   | 0.0115    |
| Bi’s method | 0.9619   | 0.0007   | 0.0311   | 0.0062    |
| Hu’s method | 0.9434   | 0.0018   | 0.0126   | 0.0422    |
| Luo’s method| 0.9639   | 0.0007   | 0.0090   | 0.0265    |
| Murphy’s method | 0.9659 | 0.0155   | 0.0148   | 0.0037    |
| Deng’s method | 0.9846 | 0.0010   | 0.0103   | 0.0041    |
| The proposed method | 0.9849 | 0.0008   | 0.0103   | 0.0040    |

It can be seen from Table 4 that the fusion results of all eight methods assign the highest degree of confidence to $A$, which is consistent with the intuitive analysis. Therefore, all eight methods can obtain reasonable results when the same focus element has the greatest degree of confidence based on most of the evidence in the conflict evidence set. The confidence level assigned to $A$ by this method is 0.9849, which is greater than the levels given by the other methods. Accordingly, the proposed method of not only can obtain reasonable fusion results, but also provides better focus than the other methods when applied to evidence sets with minor conflict.

Example 3. In this example, two sensors failed due to the complexities of the battlefield environment, while the remaining three sensors functioned normally. Accordingly, the evidence set formed by the information acquired by each sensor is $M = \{m_i\}, (i = 1, 2, 3)$, and the details regarding the three BPAs are listed in Table 5. It can be seen from this table that the focus elements of $m_1$ are $A, B,$ and $AB$, the focus elements of $m_2$ are $B, C,$ and $BC$, and the focus elements of $m_3$ are $A, C,$ and $AC$. The greatest confidence of 0.8 is respectively assigned to $A, B,$ and $C$, and the low confidence of 0.1 is assigned to the two remaining focus elements in conjunction with relatively high pair-wise conflicts. Because the BPAs have very similar focus element compositions and confidence distributions, and the degree of pair-wise conflicts are also the same, it is impossible to determine which of these has a lower reliability. Therefore, a reasonable fusion result should assign the same confidence level to $A, B,$ and $C$. The method proposed in this paper yields a value of $\text{max}(d_{PBet}) = 0.8333 > \mu = 0.3$ for this evidence set. The evidence set is therefore determined to be a conflicting evidence set, and fusion should be conducted using the weighted average combination method based on the power pignistic probability distance. The results obtained by this method and the seven other methods are listed in Table 6.

Table 5. Evidence set obtained by the three sensors of the target identification system (example 3).

| BPA | A | B | C | AB | AC | BC |
|-----|---|---|---|----|----|----|
| $m_1$ | 0.8 | 0.1 | 0 | 0.1 | 0 | 0 |
| $m_2$ | 0 | 0.8 | 0.1 | 0 | 0 | 0.1 |
| $m_3$ | 0.1 | 0 | 0.8 | 0 | 0.1 | 0 |

Table 6. Fusion results of the various methods (example 3).

| Method         | $m_0(A)$ | $m_0(B)$ | $m_0(C)$ | $m_0(AB)$ | $m_0(AC)$ | $m_0(BC)$ |
|----------------|----------|----------|----------|-----------|-----------|-----------|
| Yu’s method    | null     | null     | null     | null      | null      | null      |
| Wen’s method   | null     | null     | null     | null      | null      | null      |
| Bi’s method    | null     | null     | null     | null      | null      | null      |
| Hu’s method    | null     | null     | null     | null      | null      | null      |
| Luo’s method   | null     | null     | null     | null      | null      | null      |
| Murphy’s method | 0.3331 | 0.3331   | 0.3331   | 0.0003    | 0.0003    | 0.0003    |
| Deng’s method  | 0.3331   | 0.3331   | 0.3331   | 0.0003    | 0.0003    | 0.0003    |
| The proposed method | 0.3331 | 0.3331   | 0.3331   | 0.0003    | 0.0003    | 0.0003    |

NOTE: “null” represents that the method cannot be used to combine BPAs.
It can be seen from Table 6 that all of the five evidence discounting methods (i.e., the Yu, Wen, Bi, Hu, and Luo methods) failed to produce a fusion result. This is because the conflict metrics adopted by these methods all determined that the pair-wise conflicts in \( m_1, m_2, \) and \( m_3 \) are equal in magnitude. As a result, the discount factors of all BPAs were set to 1, which is equivalent to not modifying the BPAs at all during fusion. Consequently, the direct application of Dempster’s rule cannot yield a fusion result under this condition of \( k = 1 \). In contrast, the two evidence weighted average methods (i.e., the Murphy and Deng methods) and the method proposed in this paper assigned \( A, B, \) and \( C \) with the same confidence level. This is consistent with the intuitive analysis, such that reasonable results were obtained by these methods. Therefore, we can conclude that the evidence discounting methods fail to provide fusion results under this level of conflict in evidence set, while reasonable results can be obtained using the weighted average method.

Example 4. This example is essentially equivalent to Example 3, except that \( m_1 \) is gradually changed by adding a small value \( \theta \) that varies over the range \([-0.1, 0.1]\) in increments of 0.02. Ideally, we would wish to apply all eight methods to calculate the fusion results for \( m_1, m_2, \) and \( m_3 \) and plot the variation curve of the fusion results with respect to \( \theta \). However, we note that Example 4 is equivalent to Example 3 when \( \theta = 0 \), and the five evidence discounting methods fail to provide a fusion result. In this case, fusion results are obtained for \( \theta = -0.001 \) and \( \theta = 0.001 \) as a supplement to ensure the continuity of the trends. Accordingly, the evidence set formed by the information acquired by each of the sensors is \( M = \{m_i\}_i (i = 1, 2, 3) \), and the details regarding the three BPAs are listed in Table 7.

| Evidence | \( A \) | \( B \) | \( C \) | \( AB \) | \( AC \) | \( BC \) |
|----------|--------|--------|--------|--------|--------|--------|
| \( m_1 \) | \( 0.8 + \theta \) | \( 0.1 - \theta \) | 0 | 0.1 | 0 | 0 |
| \( m_2 \) | 0 | 0.8 | 0.1 | 0 | 0 | 0.1 |
| \( m_3 \) | 0.1 | 0 | 0.8 | 0 | 0.1 | 0 |

It can be seen from Table 7 that the highest confidence levels are assigned by \( m_1, m_2, \) and \( m_3 \) to the three monadic set focus elements \( A, B, \) and \( C \), while very little confidence is assigned to the three non-monadic set focus elements \( AB, BC, \) and \( AC \). In addition, the degree of confidence assigned to focus elements \( A \) and \( B \) by \( m_1 \) changes when \( \theta \) changes, but the degree of confidence assigned to these elements by \( m_2 \) and \( m_3 \) remain constant. Under normal circumstances, the fusion results obtained from \( m_1, m_2, \) and \( m_3 \) will vary in accordance with the value of \( \theta \). However, the degree of confidence given to each focus element by the fusion result should change only gradually because the change in \( \theta \) is small.

The method proposed in this paper yields a value of \( \max(d_{\text{PBet}}) > \mu = 0.3 \) for this evidence set over the full range of \( \theta \). As such, the evidence set is always determined to be a conflicting evidence set, and the weighted average combination method based on the power-based pignistic probability distance should be adopted for conducting the fusion process. Figures 2–9 present the fusion results obtained by the eight methods with respect to \( \theta \). Because the highest confidence levels are assigned to \( A, B, \) and \( C \), only the values of \( m_\oplus(A), m_\oplus(B), \) and \( m_\oplus(C) \) are plotted with respect to \( \theta \).

The results in Figures 2–9 show that, when \( \theta \in [-0.1, 0) \), all eight methods, except for the Luo method, assigned the maximum confidence of the fusion result to \( B \). When \( \theta \in (0, 0.1) \), the Yu, Wen, Bi, and Deng methods, and the proposed method assigned the maximum confidence of the fusion result to \( C \). In contrast, the Hu method assigned the maximum confidence of the fusion result to \( B \) under this condition, and the Luo and Murphy methods assigned the maximum confidence of the fusion result to \( A \). The Luo method differed from all other methods in that it assessed an absence of conflicting evidence in \( m_1, m_2, \) and \( m_3 \) over the entire range of \( \theta \). Naturally, this is inconsistent with the actual conditions. As a result, the fusion results obtained by the Luo method are not credible. Similarly, the Hu method assigned a confidence level of 1 to \( B \) over the entire range of \( \theta \), which does not reflect the fact that the fusion results change with changing \( \theta \), and the obtained fusion results are therefore unreasonable. The Murphy method applies a simple averaging method to modify the
evidence set without considering the reliability of each BPA, and this detracts from the reliability of its results relative to that of the other methods. Taking the differences in the reliability of the evidence into account, the analysis shows that the maximum confidence of the fusion result should be given to B when \( \theta \in [-0.1, 0) \), and the maximum confidence of the fusion result should be given to C when \( \theta \in (0, 0.1]. \) Accordingly, the fusion results of the Yu, Wen, Bi, and Deng methods, and those of the proposed method are reasonable.

**Figure 2.** Variation in the fusion result with respect to \( \theta \) for the Yu’s method.

**Figure 3.** Variation in the fusion result with respect to \( \theta \) for the Wen’s method.

**Figure 4.** Variation in the fusion result with respect to \( \theta \) for the Bi’s method.

**Figure 5.** Variation in the fusion result with respect to \( \theta \) for the Hu’s method.
Figure 6. Variation in the fusion result with respect to $\theta$ for the Luo’s method.

Figure 7. Variation in the fusion result with respect to $\theta$ for the Murphy’s method.

Figure 8. Variation in the fusion result with respect to $\theta$ for the Deng’s method.

Figure 9. Variation in the fusion result with respect to $\theta$ for the proposed method.

The results obtained for the five evidence discounting methods in Figures 2 through 6 demonstrate several general irregularities, which are given as follows.

1) No fusion result could be obtained when $\theta = 0$.

2) When $\theta \in [-0.1, 0)$, the fusion result of the Luo method was not credible, and the fusion results of the other four methods were insensitive to $\theta$, where the confidence levels assigned to $A$, $B$, and $C$ were constant, which is inconsistent with the intuitive analysis.

3) The confidence levels assigned to $A$, $B$, and $C$ by all five of the evidence discount methods changed abruptly when the value of $\theta$ was changed slightly from $-0.001$ to $+0.001$. However, this
change is quite small, and the change in $m_1$ is also very small. Therefore, the change in the fusion result should also be very small. This demonstrates that the evidence discounting methods lack robustness when applied to conflict conditions like those adopted in Example 4.

It can be seen from the fusion results of the Murphy and Deng methods, and the proposed method in Figures 7–9 that the trends of change in the fusion results as a function of $\theta$ are consistent, and they are all gradual. This agrees with the intuitive analysis, and is therefore reasonable. Accordingly, the Murphy method is applicable when the differences in the reliability of the evidence need not be taken into consideration, and the Deng method or the proposed method is applicable when the differences in the reliability of the evidence must be considered. Finally, we note that the proposed method assigns higher confidence levels to the appropriate focus elements than the Murphy and Deng methods as $\theta$ changes, which is beneficial to the targeting outcome.

According to the analysis of the above examples, we can conclude that the adaptive evidence fusion method proposed in this paper not only can obtain reasonable results, but also has excellent focusing performance when fusing evidence under a wide variety of conflict scenarios, which is conducive to making timely and accurate targeting decisions.

5. Conclusions

This paper proposed a new adaptive evidence fusion method for temporal-spatial evidence. The power pignistic probability distance is used to quantify the level of conflict in the evidence set, and the sets are classified as non-conflicting or conflicting evidence sets according to a threshold value. Evidence fusion is then conducted using Dempster’s rule for non-conflicting evidence sets and the weighted average combination method based on the power pignistic probability distance for conflicting evidence sets. The advantages of the two fusion methods were fully exploited to ensure good focus on the components of evidence sets with high confidence, while avoiding counter-intuitive fusion results. The effectiveness of the proposed method was demonstrated in comparison with seven existing fusion methods based on numerical examples employing four different evidence conflict scenarios.
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