A CLOSED FORMULA FOR THE ASYMPTOTIC EXPANSION OF THE BERGMAN KERNEL

HAO XU

Abstract. We prove a graph theoretic closed formula for coefficients in the Tian-Yau-Zelditch asymptotic expansion of the Bergman kernel. The formula is expressed in terms of the characteristic polynomial of the directed graphs representing Weyl invariants. The proof relies on a combinatorial interpretation of a recursive formula due to M. Engliš and A. Loi.

1. Introduction

Let \( M \) be a projective algebraic manifold in \( \mathbb{CP}^N, N \geq \dim_{\mathbb{C}} M = n \). The hyperplane line bundle of \( \mathbb{CP}^N \) restricts to an ample line bundle \( L \) on \( M \), which is called a polarization on \( M \). A Kähler metric \( g \) is called a polarized metric, if the corresponding Kähler form represents the first Chern class \( c_1(L) \) of \( L \) in \( H^2(M, \mathbb{Z}) \). Given any polarized Kähler metric \( g \), there is a Hermitian metric \( h_L \) on \( L \) whose Ricci form is equal to

\[
\omega_g = \frac{\sqrt{-1}}{2\pi} \sum_{i,j=1}^n g_{ij} dz_i \wedge d\bar{z}_j.
\]

Let \( E \) be a holomorphic vector bundle on \( M \) of rank \( r \) with a Hermitian metric \( h_E \). Then for any holomorphic sections \( U_1, U_2 \in H^0(M, E(m)) \) (\( E(m) := E \otimes L^m \)), we have the pointwise metric

\[
(U_1, U_2) = \int_M \langle U_1(x), U_2(x) \rangle_{h_E \otimes h_L^m} \omega_n^n \frac{\omega_n^n}{n!}.
\]

Let \( S_1, \ldots, S_d \) be an orthonormal basis of \( H^0(M, E \otimes L^m) \) in the \( L^2 \)-metric. The Bergman kernel is defined to be the following:

\[
B_m(x) := \sum_{j=1}^d \langle \cdot, S_j(x) \rangle S_j(x) \in \text{End}(E \otimes L^m).
\]

Note that \( B_m(x) \) is independent of the choice of orthonormal basis. In particular, when \( E = \mathbb{C} \),

\[
B_m(x) = \sum_{j=1}^d \| S_j(x) \|_{h_L^m}^2.
\]

The following asymptotic expansion was first proved by Zelditch [41] and Catlin [9], motivated by the convergence of Bergman metrics started in the paper of Tian [35] (cf. also [3, 31]) following a suggestion of Yau [40].

Theorem 1.1. (Zelditch, Catlin) With the notation above, there is an asymptotic expansion when \( m \to \infty \):

\[
B_m(x) \sim a_0(x)m^n + a_1(x)m^{n-1} + a_2(x)m^{n-2} + \cdots
\]

where \( a_k(x) \in \text{End}(E \otimes L^m) \). More precisely,

\[
\| B_m(x) - \sum_{j=0}^k a_j(x)m^{n-j} \|_{C^0} \leq C_{k,\mu} m^{n-k-1},
\]

where \( C_{k,\mu} \) depends on \( k, \mu \) and the manifold \( M \).
In the case of $\mathcal{E} = \mathbb{C}$, Lu [23] computed $a_k(x)$ for $k \leq 3$ by using the peak section method [35] and proved that each $a_k(x)$ is a polynomial of the curvature and its covariant derivatives. The above theorem and Lu’s computation of $a_1(x)$ have played a crucial role in Donaldson’s breakthrough work [13]. The theorem was generalized to symplectic manifolds for Boutet de Monvel-Guillemin’s almost holomorphic sections by Shiffman and Zelditch [32], and Borthwick and Uribe [4]. Dai, Liu and Ma [12] established the full off-diagonal expansion of the Bergman kernel on orbifolds and symplectic manifolds for the Spin$^c$ Dirac operator by using the heat kernel method. See also [33] [29].

There are alternative derivations of these $a_k$ by Englis [15] and Loi [22] using the Laplace integral, by Douglas and Klevtsov using path integral [14] when $\mathcal{E} = \mathbb{C}$. For general $\mathcal{E}$, X. Wang [37] computed $a_1$ for the first time; L. Wang [36] computed $a_1, a_2$; Ma and Marinescu [25, 27, 28] computed $a_1, a_2$ in the symplectic case and presented a recursive method to compute coefficients of the expansion of more general Bergman kernels as well as the kernel of Toeplitz operators; Berman, Berndtsson and Sjöstrand [2] gave a proof of Theorem 1.1 using the complex geometric method and uncovered new geometric information about the expansion. The excellent monograph by Ma and Marinescu [26] contains a comprehensive introduction to the asymptotic expansion of the Bergman kernel and its applications.

In other contexts, the asymptotic expansion of the Bergman kernel also plays an important role in the Berezin quantization on Kähler manifolds [3]. We will discuss the Berezin transform briefly in Section 3. It was applied to define the Berezin $\star$-product on Kähler manifolds. Reshetikhin and Takhtajan [30] obtained a formula of the Berezin $\star$-product in terms of partition functions of Feynman graphs. More explicit graph-theoretic formulae of the Berezin and Berezin-Toeplitz $\star$-products were obtained in [38, 39]. We remark that Kontsevich’s celebrated formula [20] for a $\star$-product on Poisson manifolds was also written as a summation over graphs.

In order to state the main results in this paper, we assume $\mathcal{E} = \mathbb{C}$ and introduce some terminologies in graph theory.

A digraph (directed graph) $G = (V, E)$ is defined to be a finite set $V$ (whose elements are called vertices) and a multiset $E$ of ordered pairs of vertices, called directed edges. Throughout the paper, we allow a digraph to have loops and multi-edges. The adjacency matrix $A = A(G)$ of a digraph $G$ with $n$ vertices is a square matrix of order $n$ whose entry $A_{ij}$ is the number of directed edges from vertex $i$ to vertex $j$. The outdegree $\text{deg}^+(v)$ and indegree $\text{deg}^-(v)$ of a vertex $v$ are defined to be the number of outward and inward edges at $v$ respectively.

A digraph $G$ is called connected if the underlying undirected graph is connected, and strongly connected if there is a directed path from each vertex in $G$ to every other vertex.

We call a directed graph $G = (V, E)$ stable if at each vertex $v$ both the outdegree and indegree are no less than 2. The set of stable graphs will be denoted by $\mathcal{G}$. The weight of $G$ is defined to be $|E| - |V|$. We will define a natural function $z(G)$ on $\mathcal{G}$ such that the coefficients $a_k$ can be written as a sum over $\mathcal{G}(k)$, the set of stable graphs of weight $k$ (see Section 5 for details)

$$a_k(x) = \sum_{G \in \mathcal{G}(k)} z(G) \cdot G, \quad z(G) \in \mathbb{Q}. \quad (5)$$

So we may regard $z$ as a map from the set $\mathcal{G}$ of all stable graphs to $\mathbb{Q}$, from which we can easily recover the curvature-tensor expression of these $a_k$’s (see Example 6.11 where $a_1$ and $a_2$ are computed, and Appendix A where $a_3$ is computed).

The main result of this paper is the following theorem.

**Theorem 1.2.** Let $G = (V, E) \in \mathcal{G}$ be a stable graph with the adjacency matrix $A$.

i) If $G$ is a disjoint union of connected subgraphs $G = G_1 \cup \cdots \cup G_n$, then we have

$$z(G) = \prod_{j=1}^{n} z(G_j)/|\text{Sym}(G_1, \ldots, G_n)|, \quad (6)$$

where $\text{Sym}(G_1, \ldots, G_n)$ denote the permutation group of these $n$ connected subgraphs.
ii) If $G$ is connected but not strongly connected, then
\begin{equation}
    z(G) = 0.
\end{equation}

iii) If $G$ is strongly connected, then
\begin{equation}
    z(G) = -\frac{\det(A - I)}{|\text{Aut}(G)|},
\end{equation}
where $I$ is the identity matrix.

We computed $z(G)$ for $G \in G(k)$, $k \leq 4$ using Loi’s recursive formula \cite{17}. They match with values computed by the above theorem (see the appendix).

As pointed out by the referee, it would be interesting to see the implication of the above theorem on the relation between the Bergman kernel on Kähler manifolds and the path integral (cf. \cite{14}). We hope our work will find application in Fefferman’s program of studying the Bergman kernel of a strong pseudoconvex domain as an analogy of the heat kernel of Riemannian manifolds (cf. \cite{1, 15, 17, 18, 38}).

We also obtained some interesting combinatorial identities, for example we proved the following formula for Bernoulli numbers $B_k$ in corollary \cite{7, 7}.
\begin{equation}
    B_k = (-1)^{k+1} \sum_{G \in G(k)} \frac{\det(A - I)}{|\text{Aut}(G)|} \cdot \epsilon(G) \prod_{v \in V} (\deg^+(v) - 1)!,
\end{equation}
where $\epsilon(G)$ is the number of Euler tours in $G$. Note that in the right-hand side, $\epsilon(G) = 0$ unless $G$ is connected and balanced, and hence strongly connected. A digraph is called balanced if $\deg^+(v) = \deg^-(v)$ for each vertex $v$.
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2. Tensor calculus on Kähler manifolds

Let $(M, g)$ be a Kähler manifold of dimension $n$. Locally the Kähler form is given by
\begin{equation}
    \omega_g = \frac{\sqrt{-1}}{2\pi} \sum_{i,j=1}^{n} g_{i\overline{j}} dz_i \wedge d\overline{z_j}.
\end{equation}

We will use the Einstein summation convention. The indices $i, j, k, \ldots$ run from 1 to $n$, while Greek indices $\alpha, \beta, \gamma$ may represent either $i$ or $\overline{i}$. Let $g$ be the determinant of the Hermitian matrix $(g_{ij})$ and $(g^{ij})$ be the inverse of the matrix $(g_{ij})$. We also use the notation
\begin{equation}
    g_{ij\alpha_1\alpha_2\ldots\alpha_m} := \partial_{\alpha_1} \alpha_2 \ldots \alpha_m g_{ij}.
\end{equation}

The curvature tensor is defined as
\begin{equation}
    R_{ijkl} = -g_{ijkl} + g^{mp} g_{mji} g_{pik}.
\end{equation}
The Ricci tensor is
\begin{equation}
    R_{ij} = g^{kl} R_{ijkl} = -\partial_i \partial_j \log(\det g)
\end{equation}
and the scalar curvature is the trace of the Ricci curvature
\begin{equation}
    \rho = g^{ij} R_{ij}.
\end{equation}
The covariant derivative of a tensor field $T_{\beta_1 \ldots \beta_q}^{\alpha_1 \ldots \alpha_p}$ is defined by
\begin{equation}
    T_{\beta_1 \ldots \beta_q}^{\alpha_1 \ldots \alpha_p} = \partial_i T_{\beta_1 \ldots \beta_q}^{\alpha_1 \ldots \alpha_p} - \sum_{i=1}^{q} \Gamma_{ij}^{\delta} T_{\beta_1 \ldots \beta_{i-1} \delta \beta_{i+1} \ldots \beta_q}^{\alpha_1 \ldots \alpha_p} + \sum_{j=1}^{p} \Gamma_{ij}^{\delta} T_{\beta_1 \ldots \beta_q}^{\alpha_1 \ldots \alpha_{j-1} \delta \alpha_{j+1} \ldots \alpha_p},
\end{equation}
where the Christoffel symbols $\Gamma^\alpha_{\beta\gamma} = 0$ except for

$$\Gamma^i_{jk} = g^{i\bar{s}} g_{j\bar{s}k}, \quad \Gamma^j_{\bar{i}k} = g^{\bar{i}\bar{s}} g_{\bar{j}\bar{s}k}. \tag{15}$$

**Lemma 2.1.** For tensors in Kähler geometry, we have the following identities:

i) The Kähler metric $g$ satisfy

$$\partial_k g_{ij} = \partial_j g_{ik}, \quad \partial_{\bar{i}} g_{j\bar{k}} = \partial_{\bar{k}} g_{i\bar{j}}. \tag{16}$$

ii) The derivative of $g^{\alpha\bar{m}}$ satisfy

$$\partial_{\alpha} g^{\alpha\bar{m}} = -g^{\bar{p}\bar{m}} g^{\alpha\bar{a}} g_{\bar{p}\bar{a}}. \tag{17}$$

iii) The derivative of $\det g$ satisfy

$$\partial_{\alpha} \det g = \det g \cdot g^{\alpha\bar{m}} g_{m\bar{\alpha}}. \tag{18}$$

iv) The curvature tensor satisfy the first Bianchi identity

$$R_{i\bar{j}k\bar{l}} = R_{i\bar{k}j\bar{l}} = R_{i\bar{l}k\bar{j}}. \tag{19}$$

v) The covariant derivatives of the curvature tensor satisfy the second Bianchi identity

$$R_{i\bar{j}k\bar{l}n} = R_{m\bar{j}k\bar{l}i} = R_{i\bar{j}m\bar{l}k}, \quad R_{i\bar{j}k\bar{l}p} = R_{i\bar{p}k\bar{l}j} = R_{i\bar{j}pk\bar{l}}. \tag{20}$$

vi) The Ricci formula gives the difference when we interchange two covariant derivative indices

$$\sum_{1 \leq \lambda \leq p} R^{\alpha_1 \ldots \alpha_p}_{\beta_1 \ldots \beta_q} R^{\alpha_1 \ldots \alpha_p}_{\beta_1 \ldots \beta_q} = \sum_{k=1}^{p} R^{\alpha_{k}}_{\beta_{k} l} T^{\alpha_1 \ldots \alpha_{k-1} \beta_{k+1} \ldots \beta_{q}}_{\beta_1 \ldots \beta_{q}} - \sum_{l=1}^{q} R^{\alpha_1 \ldots \alpha_{l-1} \beta_{l+1} \ldots \beta_{q}}_{\beta_1 \ldots \beta_{q}} T^{\alpha_{l}}_{\beta_{l} i}, \tag{21}$$

where

$$R^{\alpha}_{\beta \lambda} = g^{\alpha \bar{q}} R_{\bar{m} \bar{q} i}, \quad R^{\alpha}_{\beta \lambda} = g^{\alpha \bar{m}} R_{i \bar{m} l}, \quad R^{\alpha}_{\beta \lambda} = R^{\alpha}_{\beta \lambda} = 0.$$

Recall that around each point $x$ on a Kähler manifold, there exists a normal coordinate such that

$$g_{ij}(x) = \delta_{ij}, \quad g_{ij1...k_r}(x) = g_{ij1...l_r}(x) = 0 \tag{22}$$

for all $r \leq N \in \mathbb{N}$, where $N$ can be chosen arbitrary large.

**Remark 2.2.** Fix a normal coordinate around $x$ on a Kähler manifold. By (11) and (14), it is not difficult to see inductively that any covariant derivative $R_{i \bar{j}k\bar{l}...\alpha_r}$ is canonically equal to a polynomial of $g_{a \bar{b}c \bar{d}}$ and their partial derivatives. By (22), any monomial containing $g_{ij1...k_r}$ or $g_{ij1...l_r}$ vanishes at $x$. For example

$$R_{i \bar{j}k\bar{l}}(x) = -g_{i \bar{j}k\bar{l}}(x),$$

$$R_{i \bar{j}k\bar{l}...\bar{p}q}(x) = -g_{i \bar{j}k\bar{l}...\bar{p}q}(x) + g^{g'}(g_{g'j\bar{s}l} g_{\bar{q}k\bar{p}i} + g_{\bar{q}j\bar{s}l} g_{p\bar{q}i} + g_{\bar{q}j\bar{s}l} g_{k\bar{q}p\bar{i}}),$$

$$R_{i \bar{j}k\bar{l}...\bar{p}q}(x) = -g_{i \bar{j}k\bar{l}...\bar{p}q}(x), \quad \forall r \geq 1,$$

$$R_{i \bar{j}k\bar{l}...\bar{p}q}(x) = -g_{i \bar{j}k\bar{l}...\bar{p}q}(x), \quad \forall r \geq 1.$$

Note that these identities hold only at the point $x$. However they can easily recover the original identities (hold in a neighborhood of $x$), since from (11) and (14), we see that $g_{i \bar{j}k\bar{l}...\beta_r}$ can be inductively expressed as a canonical polynomial of covariant derivatives of curvature tensors, denoted by $D(g_{i \bar{j}k\bar{l}...\beta_r})$. For example

$$D(g_{i \bar{j}k\bar{l}}) = -R_{i \bar{j}k\bar{l}},$$

$$D(g_{i \bar{j}k\bar{l}...\bar{p}q}) = -R_{i \bar{j}k\bar{l}...\bar{p}q} + g^{g'}(R_{p\bar{q}l} R_{i \bar{j}k\bar{l}} + R_{k\bar{p}l} R_{p\bar{q}i} + R_{i \bar{j}q} R_{k\bar{p}l}).$$

In general, we can inductively get

$$D(g_{i \bar{j}k\bar{l}...\beta_r}) = -R_{i \bar{j}k\bar{l}...\beta_r} + \text{covariant derivatives of lower order}. \tag{23}$$

In Section 5 this observation will allow us to store Weyl invariants as polynomials of $g_{a \bar{b}c \bar{d}}$ and their derivatives. The advantage is that we do not need to deal with the problem of exchanging indices as in the Ricci formula (21).
We will now define the concept of an admissible tree, which is a directed tree with half-edges. We call the two trees in Figure 1 \textit{primitive admissible trees}.

We can define three types of actions by an outward half-edge $i$ or an inward half-edge $\overline{i}$ on a directed tree with half-edges. Let us take the left-hand primitive admissible tree as an example:

(1) The action on a vertex $v$ is to add the half edge to the vertex (see Figure 2).

(2) The action on a half-edge with the same direction (i.e. $i$ can only act on outward half-edges and $\overline{i}$ only act on inward half-edges) is to put them together on a new vertex (see Figure 3).

(3) The action on an edge $e$ is to generate a new vertex to split $e$ and add the half-edge to the new vertex (see Figure 4).

For any two trees $T_1$ and $T_2$, we can join them by gluing an outward half-edge of $T_1$ to an inward half-edge of $T_2$, or vice versa.

\textbf{Definition 2.3.} An \textit{admissible tree} (with half-edges) is defined to be the join of finite number of trees which can be obtained by a finite number of the above three actions on the primitive admissible trees in Figure 1. For an admissible tree, we usually label its outward half-edges and inward half-edges with distinct indices $\{i, j, k, \ldots\}$ and $\{\overline{i}, \overline{j}, \overline{k}, \ldots\}$ respectively.

An admissible tree is called \textit{decomposable} if we can cut an edge to get two admissible trees (see Figure 5). Otherwise, it is called \textit{indecomposable}.
Φ be a Kähler potential for a Kähler metric on equation (25). We can apply (14) inductively to see that all trees from R no irreducible component of the tree can contain indices from both of the two sets \{i, j, k, l, \ldots, \beta_r\}.

The left-hand side is a derivative of\( R \) at each vertex while keeping index pairings and expanding linearly.

Let \( T_m(\alpha_1, \ldots, \alpha_r) \) denote the set of all indecomposable admissible trees with \( m \) vertices and \( r \) half edges labeled by the set of indices \( \{\alpha_1, \ldots, \alpha_r\} \).

Lemma 2.5. We have

\[
D(g_{\bar{j}k\bar{i}}) = g_{\bar{j}k\bar{i}} - g^{\bar{m}\bar{n}}g_{\bar{m}\bar{j}\bar{n}\bar{k}\bar{p}}.
\]

Obviously, the above identity can be expressed in terms of admissible trees

\[
\begin{align*}
D(g_{\bar{j}k\bar{i}}) = \sum_{m=1}^{r+2} \sum_{T \in T_m(\bar{i}, \bar{j}, k, \bar{l}, \beta_1, \ldots, \beta_r)} (-1)^{m+1} T.
\end{align*}
\]

Proof. (Sketch) We first note that equation (24) corresponds to the action on edges in Figure 3 and the multiplication by \( \Gamma \) in equation (14) corresponds to the action on half-edges in Figure 4.

By (11), we have

\[
R_{\bar{j}k\bar{i}\beta_1 \ldots \beta_r} = -g_{\bar{j}k\bar{i}} + (g^{\bar{m}\bar{n}}g_{\bar{m}\bar{j}\bar{n}\bar{k}\bar{p}})_{\beta_1 \ldots \beta_r}.
\]

The left-hand side is a derivative of \( R_{\bar{j}k\bar{i}} \). By induction, we can see that \( D((g^{\bar{m}\bar{n}}g_{\bar{m}\bar{j}\bar{n}\bar{k}\bar{p}})_{\beta_1 \ldots \beta_r}) \) is a sum over all decomposable admissible trees with the set of indices \( \{i, j, k, l, \beta_1, \ldots, \beta_r\} \) such that no irreducible component of the tree can contain indices from both of the two sets \( \{i, k\} \) and \( \{j, l\} \). We can apply (14) inductively to see that all trees from \( R_{\bar{j}k\bar{i}\beta_1 \ldots \beta_r} \) are admissible and get the desired equation (26).

\[
D(g_{\bar{j}k\bar{i}}) = g_{\bar{j}k\bar{i}} - g^{\bar{m}\bar{n}}g_{\bar{m}\bar{j}\bar{n}\bar{k}\bar{p}}.
\]

The map \( D \) can be naturally extended to be defined on any admissible tree with both indegree and outdegree \( \geq 2 \) at each vertex. We simply apply \( D \) to each vertex while keeping index pairings and expanding linearly.

3. The local Bergman kernel and the Berezin transform

In this section, we consider only the case that \( \mathcal{E} = \mathbb{C} \). So the Bergman kernel \( B_m(x) \) is a scalar function on \( M \).

Now we introduce the local Bergman kernel following (15). Let \( \Omega \) be a bounded domain in \( \mathbb{C}^n \) and \( \Phi \) be a Kähler potential for a Kähler metric \( g \) on \( \Omega \) satisfying

\[
\omega_g = \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \Phi.
\]

To simplify, we may assume \( \Omega \) is equipped with a normal coordinate.
Let $\Phi(x, y)$ be an almost analytic extension to a neighborhood of the diagonal, i.e. $\overline{\partial}_y \Phi$ and $\partial_y \Phi$ vanish to infinite order for $x = y$ (cf. \cite{6}). We can assume $\Phi(x, y) = \Phi(y, x)$. Consider the real valued function

$$D(x, y) = \Phi(x, x) + \Phi(y, y) - \Phi(x, y) - \Phi(y, x),$$

which is called the Calabi diastatic function \cite{8}. It is easily seen that the function $D(x, y) \geq 0$ and $D(x, y) = 0$ if and only if $x = y$.

We need the following important result of Engliš \cite{15}.

**Theorem 3.1.** (Engliš) There is an asymptotic expansion for the Laplace integral

$$\int_{\Omega} f(y) e^{-mD(x, y)} \frac{\omega^n(y)}{n!} \sim \frac{1}{m^n} \sum_{j \geq 0} m^{-j} R_j(f)(x),$$

where $R_j : C^\infty(\Omega) \to C^\infty(\Omega)$ are explicit differential operators defined by

$$R_j f(x) = \frac{1}{\det g} \sum_{k=j}^{3j} \frac{1}{k!(k-j)!} L^k(f \det g^{S^j-})|_{y=x},$$

where $L$ is the (constant-coefficient) differential operator

$$L f(y) = g^{ij}(x) \partial_i \partial_j f(y)$$

and the function $S(x, y)$ satisfies

$$S = \partial_\alpha S = \partial_{\alpha \beta} S = \partial_{i_1 i_2 \ldots i_m} S = \partial_{i_1 i_2 \ldots i_m} S = 0 \quad \text{at } y = x,$$

$$\partial_{i_1 \alpha_1 \alpha_2 \ldots \alpha_m} S|_{y=x} = -\partial_{\alpha_1 \alpha_2 \ldots \alpha_m} g_{ij}(x).$$

In particular, we have

$$\begin{cases}
R_0 = 1d \\
R_1(f) = \Delta f - \frac{1}{2} \rho f \\
R_2(f) = \frac{1}{2} \Delta^2 f - \frac{1}{4} \Delta \rho f - \frac{1}{4} \rho f + \frac{1}{4} \left( \left( \rho^2 - \frac{1}{4} \left| \partial_\alpha \partial_\beta \right| \right) f - \frac{1}{2} \left( \left| \partial_\alpha \partial_\beta \right| \right)^2 f + \frac{1}{2} \left| \partial_\alpha \partial_\beta \right| f \right) f.
\end{cases}$$

Here $L_{\alpha} f = R_{ija} f_{ij} + |Ric|^2 = R_{ija} R_{ija} + |R|^2 = R_{ija} R_{ija}$. Note that our convention of curvatures $R_{ija} = R_{ija}$, $\partial_\alpha \partial_\beta \rho$ all differ by a minus sign with that of \cite{15}.

We need the following extension of Tian-Yau-Zelditch asymptotic expansion \cite{9, 16, 19}.

**Theorem 3.2.** Let $M$ be a compact complex manifold endowed with a polarized Kähler metric $g$. Let $B_m(x, y)$ denote an almost analytic extension of $B_m(x)$ to an open neighborhood, say $U \times U$ of the diagonal. Then, for $U$ sufficiently small, $B_m(x, y)$ admits an asymptotic expansion (as $m \to +\infty$) of the form:

$$B_m(x, y) \sim \sum_{j \geq 0} a_j(x, y) m^{n-j}.$$ 

For $\alpha > 0$, consider the weighted Bergman space of all holomorphic function on $\Omega$ square-integrable with respect to the measure $e^{-\alpha \Phi \omega_\Omega}$. We denote by $K_\alpha(x, y)$ the reproducing kernel. As pointed out by Engliš \cite{15}, it is often the case that the following holds (e.g. if $(\Omega, g_{ij})$ is a bounded symmetric with the invariant metric or whenever $\Omega$ is strongly pseudoconvex with real analytic boundary.)

1. $K_\alpha(x, y)$ has an asymptotic expansion in a small neighborhood of the diagonal

$$K_\alpha(x, y) \sim e^{\alpha \Phi(x, y)} \sum_{k=0}^\infty b_k(x, y) \alpha^{n-k}.$$

2. For any neighborhood $U$ of a point $x \in \Omega$ and a bounded measurable function $f$,

$$\int_{\Omega \times U} f(y) \frac{|K_\alpha(x, y)|^2}{K_\alpha(x, x)} e^{-\alpha \Phi(y) \omega^\Omega(y)/n!} = o(\alpha^{-k}), \quad \forall k \geq 1.$$
Theorem 3.3. For any $I \geq 0$, we have $a_k(x) = b_k(x)$.

This theorem means that the global Bergman kernel can be approximated by the local Bergman kernel. An analytic proof of this theorem can be found in [2]. Here we present a simple proof which is implicit in [22].

The Berezin transform is the integral operator

$$I_\alpha f(x) = \int_{\Omega} f(y) \frac{|K_\alpha(x, y)|^2}{K_\alpha(x, x)} e^{-\alpha \Phi(y)} \frac{w_\alpha^n(y)}{n!}.$$  \hspace{1cm} (30)

At any point for which $K_\alpha(x, x)$ invertible, the integral converges for each bounded measurable function $f$ on $\Omega$.

Assume that (28) and (29) hold, then the Berezin transform has an asymptotic expansion (see [15])

$$I_\alpha f(x) = \sum_{k=0}^{\infty} Q_k f(x) \alpha^{-k},$$

where $Q_k$ are differential operators.

We have that for $(x, y)$ near the diagonal,

$$\frac{|K_\alpha(x, y)|^2}{K_\alpha(x, x)} e^{-\alpha \Phi(y)} = e^{-\alpha D(x, y)} \sum_{k=0}^{\infty} \tilde{b}_k(x, y) \alpha^{-k},$$

where $\tilde{b}_0 = 1, \tilde{b}_1(x, y) = b_1(x, y) + b_1(y, x) - b_1(x, x), \text{ etc.}$

Fix a bounded neighborhood $U$ of $x$ such that (31) holds. Applying Theorem 3.1 we get

$$Q_k f(x) = \sum_{j=0}^{k} R_j(\tilde{b}_{k-j}(x, y)f(y))|_{y=x},$$

where the operators $R_j$ apply to the $y$-variable.

Since $Q_k f = 0$ when $k > 0$ and $f$ is analytic or anti-analytic, setting $f = 1$ in (31), we get

$$b_k(x) = -\sum_{j=1}^{k} R_j(\tilde{b}_{k-j}(x, y))|_{y=x}, \quad k \geq 1.$$  \hspace{1cm} (33)

The following result from quantization of Kähler manifolds can be found in [7, 22].

Theorem 3.4. In the same hypothesis of Theorem 3.2, we have a globally defined function on $M$.

$$\psi_m(x, y) = \frac{e^{-m D(x, y)} |B_m(x, y)|^2}{B_m(x)B_m(y)}.$$  \hspace{1cm} (32)

Then

$$\int_{M} \psi_m(x, y) B_m(y) \frac{w_\alpha^n(y)}{n!} = 1$$

Moreover, for any neighborhood $U$ of $x \in M$ and every smooth function $f$ on $M$.

$$\int_{M \setminus U} \psi_m(x, y) B_m(y) \frac{w_\alpha^n(y)}{n!} = o(m^{-k}), \quad \forall k \geq 1.$$  \hspace{1cm} (33)

From (35) and Theorem 3.1 we get

$$\sum_{j=0}^{k} R_j(\tilde{a}_{k-j}(x, y))|_{y=x} = 0,$$

where $\tilde{a}_0 = 1, \tilde{a}_1(x, y) = a_1(x, y) + a_1(y, x) - a_1(x, x), \text{ etc.}$ Note that this is exactly the same recursive equation as (31). Since $a_0(x) = b_0(x) = 1$, we must have $a_k(x) = b_k(x)$ for all $k \geq 0$. So we conclude the proof of Theorem 3.3.
4. The Bergman kernel of vector bundles

Let $h(x)$ be a Hermitian metric on $\Omega \times \mathbb{C}^r$. For $\alpha > 0$, consider the weighted Bergman space of all holomorphic function $f : \Omega \to \mathbb{C}^r$ square-integrable with respect to the norm

$$\|f\|^2 = \int_{\Omega} \langle f, f \rangle e^{-\alpha \rho} \frac{w^n}{m!}.$$  

By formula (39), we have

$$\|f\|^2 = \int_{\Omega} \langle f, f \rangle e^{-\alpha \rho} \frac{w^n}{m!}.$$  

Now the Bergman kernel $K_\alpha(x, y)$ takes value in matrices. The results in the last section could be extended without difficulty to the matrix case.

By the property of reproducing kernels, we have for $v \in \mathbb{C}^r$,

$$\langle K_\alpha(x, x)f(x), v \rangle = \int_{\Omega} \langle K_\alpha(x, y)f(y), K_\alpha(x, y)v \rangle e^{-\alpha \rho(y)}g(y)dy.$$  

We take $f(x)$ to be a constant function and take the inner product to be the Hermitian metric $h_{\alpha \beta}$. Let $H = h_{\alpha \beta} \in \Gamma(End(\mathcal{E}))$ and apply Theorem 3.1 to (37), we get

$$(a_k(x, y)a_j(y, x)H)|_{y=x}.$$  

Remark 4.1. The connection of Engliš’ work and the asymptotic expansion of Tian-Yau-Zelditch was studied by Loi [22], who obtained the formula [35] when $\mathcal{E} = \mathbb{C}$ using Theorem 3.4.

From the curvature equation

$$\Theta_{ij}H = -H_{ij} + \partial_i H \partial_j H,$$

we have

$$(H_{ii})_{j,j} = -\Theta_{ii} H_{ij} + H_{ij} H_{ji}$$

$$= -\Theta_{ij} H H_{ji} + H_{ij} H_{ji}.$$  

Since $R_0$ is the identity operator, we have

$$(a_k(x, y)a_j(y, x)H)|_{y=x}.$$  

Then it is not difficult to compute the first few terms

$$a_1(x) = -\Delta H + \frac{\rho}{2} H = \frac{\rho}{2} I + \Theta.$$  

Note that in the second equation, we used $H(0) = I$. For $k = 2$, we need a little more work.

$$a_2(x) = -R_2(H) - a_1(x)^2 H - R_1(a_1(x, y)H)|_{y=x} - R_1(a_1(y, x)H)|_{y=x}.$$  

We compute terms in the right-hand side one by one. By formula (39), we have

$$R_2(H) = \frac{1}{2} \Delta \Delta H - \frac{1}{2} R_{ij} H_{ji} - \frac{\rho}{2} \Delta H - \left( \frac{3}{4} \Delta \rho - \frac{3}{8} \rho^2 - \frac{1}{6} |Ric|^2 + \frac{1}{12} |R|^2 \right) H$$

$$= \left( \frac{1}{2} \Delta \rho \Theta + \frac{1}{2} \Theta_{ij} \Theta_{ji} \right) + \frac{1}{2} \Theta + \Theta + \frac{\rho}{2} \Theta.$$  

Substituting $a_1(x)$ computed in (41), we have

$$a_1(x)^2 H = \frac{\rho^2}{4} I + \rho \Theta + \Theta \Theta.$$  

From almost-analyticity of $a_1(x, y)$, we get

$$R_1(a_1(x, y)H)|_{y=x} = \Delta (a_1(x, y)H)|_{y=x} - \frac{\rho}{2} a_1(x) H$$

$$= a_1(x) \Delta H - \frac{\rho}{2} a_1(x) H.$$  

\[-\frac{\theta}{2} \wedge \Theta - \Theta \wedge \Theta - \frac{\rho^2}{4} I - \frac{\theta}{2} \wedge \Theta \]

Similarly, \( R_1 (a_1 (y, x) H) |_{y=x} = -\frac{\rho^2}{4} I - \Theta \wedge \Theta - \rho \wedge \Theta. \)

Summing up the above computation, we arrive at the desired value of \( a_2 (x) \),

\[
a_2 (x) = \frac{1}{2} \Delta - \Theta + \frac{1}{2} (\Theta) + \frac{\theta}{2} \wedge \Theta - \frac{1}{2} \Theta_{ij} \Theta_{ji} - \frac{1}{2} R_{ij} \Theta_{ji} + \frac{1}{3} \Delta \rho + \frac{1}{8} \rho^2 - \frac{1}{6} |Ric|^2 + \frac{1}{24} |R|^2 I,
\]

where \( \Delta \wedge \Theta = \wedge \hat{\partial} \wedge \Theta. \)

**Definition 4.2.** (Lu [23]) Let \( P \) be a \( d \)-th order covariant derivative of \( R_{ijkl}, R_{ijk}, \rho, \Theta, \wedge \Theta \). Define the weight and the order of \( P \) to be the numbers \( w (P) = (1 + \frac{d}{2}) \) and \( ord (P) = \frac{d}{2} \) respectively. The weight and order functions can be extended additively to monomials of curvatures and their derivatives.

For example,

\[
w (R_{ijkl}) = 1, \quad w (R_{ijk}) = \frac{3}{2}, \quad w (R_{ij,k} R_{ijkl}) = \frac{5}{2}.
\]

\[
ord (R_{ijkl}) = 0, \quad ord (R_{ij,k} R_{ijkl}) = \frac{1}{2}, \quad ord (\Delta \wedge \Theta) = 1.
\]

In the following, the word “leading term” will mean the sum of terms with the highest order.

**Lemma 4.3.** The leading term in \( a_k \) is \( \frac{1}{(k+1)!} \Delta^{k-1} \rho I + \frac{1}{k!} \Delta^{k-1} \wedge \Theta. \)

**Proof.** Let \( u_k \) denote the coefficient of \( \Delta^{k-1} \rho \) in \( R_k (1) \). Then from (27),

\[
R_k (1) = \frac{1}{\det g} \sum_{i=k}^{2k} \frac{1}{i! (i-k)!} L^i (\det g S^{i-k}) |_{y=0},
\]

here we take normal coordinate system around point \( x = 0 \) on the Kähler manifold \( M \). It is not difficult to see that the only terms that may contribute to \( \Delta^{k-1} \rho \) must have \( i = k \) or \( i = k + 1 \). So we have

\[
u_k = -\frac{1}{k!} + \frac{1}{(k+1)!} = -\frac{k}{(k+1)!}.
\]

From (40), we see that the coefficient of \( \Delta^{k-1} \rho \) in \( a_k \) equals \( -\frac{k}{(k+1)!} \).

Similarly, we can prove that the coefficient of \( \Delta^{k-1} \wedge \Theta \) in \( a_k \) equals \( \frac{1}{k!} \).

\[\square\]

**Remark 4.4.** Lemma [4.3] was obtained by Liu and Lu [21] using peak section method, improving the \( \mathcal{E} = 0 \) case proved in [24].

Let \( M = M_1 \times M_2 \) a product of two projective manifolds equipped with the product Kähler metric and the twisted bundles \( \mathcal{E}^{(1)} (m) \boxtimes \mathcal{E}^{(2)} (m) \). Denote the Bergman kernel of \( M \) by \( B^{(M)}_m \). The following fact is well-known.

**Lemma 4.5.** We have \( B^{(M)}_m (x_1, x_2) = B^{(M_1)}_m (x_1) B^{(M_2)}_m (x_2) \).

**Proof.** We just need to note that if \( (s_1, \cdots, s_i, \cdots) \) and \( (t_1, \cdots, t_j, \cdots) \) are orthonormal basis of \( \mathcal{E}^{(1)} (m) \) and \( \mathcal{E}^{(2)} (m) \) respectively, then \( (s_1 t_1, \cdots, s_i t_j, \cdots) \) is an orthonormal basis of \( \mathcal{E}^{(1)} (m) \boxtimes \mathcal{E}^{(2)} (m) \).

\[\square\]

Consider the semigroup \( \mathcal{N}^\infty \) of sequences \( d = (d_1, d_2, \cdots) \) where \( d_i \) are nonnegative integers and \( d_i = 0 \) for sufficiently large \( i \). We sometimes also use \( (1^{d_1} 2^{d_2} \cdots) \) to denote \( d \). We will use the following notation:

\[
|d| := \sum_{i \geq 1} i \cdot d_i, \quad ||d|| := \sum_{i \geq 1} d_i, \quad d! := \prod_{i \geq 1} d_i!, \quad c \cdot d := \sum_{i \geq 1} c_i d_i.
\]
Proposition 4.6. Let \( \mathbf{c}, \mathbf{d}, \mathbf{e} \in \mathbb{N}^\infty \) and \( |\mathbf{c}| + |\mathbf{d}| + |\mathbf{e}| = k \). Let \( u(\mathbf{c}, \mathbf{d}, \mathbf{e}) \) denote the coefficient of the weight \( k \) monomial (where \( d_j \neq d_{j+1}, \forall j \geq 1 \))
\[
\prod_{i \geq 1} (\Delta^{i-1} \rho)^{c_i} \prod_{j \geq 1} (\Delta^{d_j} \wedge \Theta)^{c_j}
\]
in \( a_k \). Then we have
\[
u(\mathbf{c}, \mathbf{d}, \mathbf{e}) = \frac{1}{e!} \prod_{i \geq 1} \left( \frac{i}{(i+1)!} \right)^{c_i} \cdot \frac{1}{e!} \prod_{j \geq 1} \left( \frac{1}{(d_j + 1)!} \right)^{c_j}.
\]

Proof. By Lemma 4.3 and Lemma 4.5 we have the following relations:
\[
eq i\cdot u(\mathbf{c}, \mathbf{d}, \mathbf{e}) = \frac{i}{(i+1)!} u(\mathbf{c} - \delta_i, \mathbf{d}, \mathbf{e}),
\]
\[
eq j\cdot u(\mathbf{c}, \mathbf{d}, \mathbf{e}) = \frac{1}{(d_j + 1)!} u(\mathbf{c}, \mathbf{d}, \mathbf{e} - \delta_j),
\]
where \( \delta_i \in \mathbb{N}^\infty \) denotes the sequence with 1 at the \( i \)-th place and zeros elsewhere.

From \( u(\mathbf{0}, \mathbf{0}, \mathbf{0}) = 1 \), we can recursively prove the desired formula (44) of \( u(\mathbf{c}, \mathbf{d}, \mathbf{e}) \). \( \square \)

5. WEYL INVARIANTS AND GRAPHS

In the rest of the paper, we will restrict to the case \( \mathcal{E} = \mathbb{C} \), namely \( \Theta = 0 \).

The \( a_k \)'s in (44) are the so-called \textit{Weyl invariants} introduced by Fefferman [17]. Consider the tensor products of covariant derivatives of the curvature tensor \( R_{ijkl;\rho...q} \), e.g.
\[
R_{ijkl;pq} \otimes \cdots \otimes R_{abcd;e}.
\]
The Weyl invariants are constructed by first pairing up the unbarred indices to barred indices and then contracting all paired indices.

For the sake of brevity, Weyl invariants such as
\[
g^{i_1j_1}g^{i_2j_2}g^{i_3j_3}g^{i_4j_4}g^{i_5j_5}R_{i_1\bar{i}_2j_3;i_4\bar{j}_4}R_{i_3\bar{i}_2j_4;i_5\bar{j}_5}
\]
will be abbreviated as
\[
W := R_{i_1\bar{i}_1i_2\bar{i}_2j_3;i_4\bar{j}_4}R_{i_3\bar{i}_2i_4\bar{j}_5},
\]
knowing that \( (i_k, \bar{i}_k), 1 \leq k \leq 5 \) are paired indices to be contracted.

It is useful to represent Weyl invariants as digraphs (also called quivers), namely directed graphs possibly with loops and multi-edges. We put curvature tensors as nodes and draw a directed edge from \( i_k \) to \( \bar{i}_k \) for each \( k \). For example, the associated graph of the above Weyl invariant (45) is depicted in Figure 6.

![Figure 6. The associated graph of W](image)

In this paper, we represent a multidigraph as a weighted digraph. The weight of a directed edge is the number of multi-edges. The number attached to a vertex denotes the number of its self-loops. A vertex without loops will be denoted by a small circle. The indegree and outdegree of a vertex \( v \) are denoted by \( \text{deg}^- (v) \) and \( \text{deg}^+ (v) \) respectively.

By Ricci formula, we cannot recover a Weyl invariant from its associated graph, namely different Weyl invariants may have the same associated graph. As mentioned in Remark 2.2 a remedy for the discrepancy is to express the Weyl invariant in terms of derivatives of the Kähler metric. No information will be lost and the uniqueness of the associated graph is guaranteed by (10).
**Definition 5.1.** We call a vertex $v$ of a digraph $G$ semistable if we have
\[
\deg^{-}(v) \geq 1, \quad \deg^{+}(v) \geq 1, \quad \deg^{-}(v) + \deg^{+}(v) \geq 3.
\]

$G$ is called *semistable* if each vertex of $G$ is semistable. We call $v$ stable if $\deg^{-}(v) \geq 2, \quad \deg^{+}(v) \geq 2$.

A digraph $G$ is *stable* if each vertex of $G$ is stable.

Let $\mathcal{G}_{r,s}$ denote the set of stable digraphs with $r$ vertices and $s$ edges. The set of semistable and stable graphs will be denoted by $\mathcal{G}^{ss}$ and $\mathcal{G}$ respectively. The associated graph of a Weyl invariant lies in $\mathcal{G}$. For any $G \in \mathcal{G}_{r,s}$, its weight $w(G)$ is defined to be $s - r$. We denote by $\mathcal{G}^{ss}(k)$ and $\mathcal{G}(k)$ respectively the set of semistable and stable digraphs with weight $k$. Let $\mathcal{G}_{\text{con}}(k)$ and $\mathcal{G}_{\text{sscon}}(k)$ respectively be the set of connected and strongly connected graphs in $\mathcal{G}(k)$. We also define a special set of graphs:
\[
\Lambda(k) = \{ G \in \mathcal{G}_{\text{sscon}}(k) \mid 1 \text{ is not an eigenvalue of } A(G) \}.
\]

This set is of interest in view of Corollary 6.8. We have computed the cardinalities of these sets when $k \leq 5$ in Table 1.

**Remark 5.2.** It shall be interesting to find formulae, closed or recursive, for the number of graphs in the above sets.

We can write the coefficient $a_k$ as a polynomial of $g_{ij} \beta_1 \beta_2 \ldots \beta_r$, $r \geq 1$, and consequently as a sum over graphs in $\mathcal{G}^{ss}(k)$,
\[
(46) \quad a_k(x) = \sum_{G \in \mathcal{G}^{ss}(k)} z(G) \cdot G, \quad z(G) \in \mathbb{Q}.
\]

So we may regard $z$ as a map from $\mathcal{G}^{ss}$ to $\mathbb{Q}$. By Remark 2.2 and Lemma 2.3, it is enough to know only those $z(G)$ of stable graphs $G \in \mathcal{G}$.

**Remark 5.3.** For convenience, we assume that the empty graph $\emptyset$ is the unique element in $\mathcal{G}(0)$ and $z(\emptyset) = 1$. This is consistent with $a_0 = 1$.

First we recall Loi’s recursion formula \[ 22 \]
\[
(47) \quad a_k(x) = -R_k(1) - \sum_{i+j=k, i,j \geq 1} a_i(x) a_j(x) - \sum_{i+j=k, i \leq j} R_i(a_i(x,y) a_j(y,x))|_{y=x}.
\]

It was pointed out to the author recently that essentially the same identity was also obtained independently in [10].

**Remark 5.4.** Here we outline the strategy of our proof of the closed formulae for $z(G)$ in Theorem 1.2. We will give a graph-theoretic interpretation of Loi’s formula in Proposition 5.7, the key ingredient is the graphical formulae for derivatives of $g$ proved in Lemma 5.5. Then we extract the coefficient $z(G)$ for any given graph $G$ in Lemma 5.8, which will be used to prove $z(G) = 0$ for any connected but not strongly connected graph $G$ in Proposition 6.2. By specializing Lemma 5.8 to a strongly connected graph $G$, we prove in Lemma 5.9 that $z(G)$ can be written as a summation over equivalent classes of linear subgraphs of $G$, which implies the explicit closed formula in Proposition 6.7 through a classical result in spectral graph theory: the Coefficient Theorem.
Next we introduce some notation. Let \( \mathcal{L} \) be the set of digraphs consisting of a finite number of vertex-disjoint simple cycles (i.e. simple polygons without common vertex). The length of a simple cycle is defined to be the number of its edges. For each graph \( L \in \mathcal{L} \), we can write \( L \) as a finite increasing sequence of nonnegative integers \([i_1, \ldots, i_m]\), meaning \( L \) consists of \( m \) disjoint simple cycles, whose lengths are specified by \( i_1, \ldots, i_m \). We define the index of \( L \) to be
\[
i(L) = m + i_1 + \cdots + i_m.
\]
Note that \([0]\) is just a single vertex and \([1]\) is a vertex with a self-loop. If \( 0 \not\in L \), then \( L \) is usually called a linear digraph. Recall that a linear directed graph is a digraph in which \( \deg^+(v) = \deg^-(v) = 1 \) for each vertex \( v \).

Given a set of indices \( \alpha_1, \ldots, \alpha_r \), denote by \( \mathcal{L}(\alpha_1, \ldots, \alpha_r) \) the isomorphism classes of all possible decorations of the vertices of \( L \in \mathcal{L} \) with the half-edges \( \alpha_1, \ldots, \alpha_r \) requiring each vertex to be semistable. Two decorations of \( L \) that differ by a graph isomorphism are considered the same.

The following crucial lemma explains the graphical properties of the partial derivatives of \( \det g \).

**Lemma 5.5.** We have
\[
\frac{1}{\det g} \partial_{\alpha_1} \cdots \partial_{\alpha_r} \det g = \sum_{L \in \mathcal{L}(\alpha_1, \ldots, \alpha_r)} (-1)^{i(L)} \cdot L.
\]

**Proof.** By (17) and (18), we have
\[
\frac{1}{\det g} \partial_{\alpha} \det g = g_{jj\alpha} = \begin{array}{c}
\circ \\
\alpha
\end{array} + \begin{array}{c}
\circ \\
\alpha
\end{array} - \begin{array}{c}
\circ \\
\beta
\end{array} \begin{array}{c}
\circ \\
\alpha
\end{array} = \begin{array}{c}
\alpha \\
\beta
\end{array} + \begin{array}{c}
\alpha \\
\beta
\end{array}.
\]
So equation (49) follows by an easy induction. \( \square \)

**Definition 5.6.** Let \( L \in \mathcal{L}, G_1, G_2 \in \mathcal{G}^{ss} \). We denote by \( \mathcal{G}(L, G_1, G_2) \) the set of all different ways to add a finite number of directed edges to the disjoint union of three graphs \( L, G_1, G_2 \) satisfying that
\begin{enumerate}
  \item[i)] No head of these new edges is connected to vertices of \( G_1 \) and no tail of these new edges is connected to vertices of \( G_2 \). Such \( G_1 \) and \( G_2 \) are called source and sink respectively.
  \item[ii)] These new edges may act on edges of \( G_1 \) and \( G_2 \) as illustrated in Figure 4.
  \item[iii)] The final resulting digraph is semistable.
\end{enumerate}
For \( Z \in \mathcal{G}(L, G_1, G_2) \), we denote by \( [Z] \) the resulted graph. Two configurations \( [Z_1], [Z_2] \in \mathcal{G}(L, G_1, G_2) \) are considered equal if there is an automorphism between \( [Z_1] \) and \( [Z_2] \) leaving \( L \) invariant and keeping \( G_1 \) and \( G_2 \) fixed.

Given \( k \geq 1 \), we also define a function
\[
F_k(L, G_1, G_2) = \sum_{Z \in \mathcal{G}(L, G_1, G_2) \atop \omega([Z]) = k} \frac{(-1)^{i(L)+1} [Z]}{|\text{Aut}(Z)|},
\]
where \( \text{Aut}(Z) \) is the subgroup of the group of automorphism of \( [Z] \) leaving \( L \) invariant and keeping \( G_1 \) and \( G_2 \) fixed. We may extend \( F_k \) as a bilinear function in the second and third parameters.

**Proposition 5.7.** Given \( k \geq 1 \), we have
\[
a_k(x) = \sum_{L \in \mathcal{L}, G_1, G_2 \in \mathcal{G}^{ss} \atop \omega(G_1) < k, \omega(G_2) < k} z(G_1)z(G_2)F_k(L, G_1, G_2).
\]
Note that we allow \( L, G_1, G_2 \) to be empty.
Proof. In fact, (51) is just a graph-theoretic interpretation of Loi’s formula (47).

\[(52)\quad a_k(x) = -\sum_{\ell + j = k \atop i, k, j} R_\ell (a_i(x,y)a_j(y,x))|_{y=x}.\]

We need to take a close look at the operators \(R_j\) defined in (27). Note that the function \(S\) in (27) plays the role of an isolated vertex \([0] \in \mathcal{L}\), the cycle with length zero. The linear subgraphs are contributed by derivatives of \(\det g\) as described in Lemma 5.5. Moreover, \(G_1\) and \(G_2\) respectively represent \(a_j(y,x)\) and \(a_i(x,y)\) in the right-hand side of (52). The factorials in the denominator of (51) account for the removal of labels of the added edges and isolated vertices in each configuration. With each term of (27) thus interpreted, (51) follows readily from (52). □

If \([Z] = G\), we call \(Z\) a \(G\)-configuration (abbr. \(G\)-config). For a given digraph \(G\), to specify a \(G\)-configuration is equivalent to specify three vertex-disjoint subgraphs \(L, G_1, G_2\), where \(L\) is a linear directed subgraph of \(G\) without isolated vertex and \((G_1, G_2)\) is a source and a sink. Note that the union of \(L, G_1, G_2\) may not contain all vertices of \(G\). Let \(L\) be the set of all linear directed subgraphs \(L\) of \(G\). We may simply write \(Z = (L, G_1, G_2) \in G\)-config and define a function

\[(53)\quad F_G(Z) = \frac{(-1)^{i(Z)+1}}{|\text{Aut}(Z)|},\]

where \(i(Z)\) is the index of \(Z\) defined by

\[(54)\quad i(Z) = v(L) + p(L) + x(Z).\]

Here \(v(L)\) is the number of vertices in \(L\), \(p(L)\) is the number of components in \(L\) and \(x(Z)\) is the number of vertices of \(G\) not belong to \(L, G_1, G_2\).

Lemma 5.8. For any \(G \in \mathcal{G}^{ss}\), we have

\[(55)\quad z(G) = \sum_{Z \in G\text{-config}} z(G_1)z(G_2)F_G(Z),\]

where \(Z = (L, G_1, G_2)\) runs over all isomorphism classes of \(G\)-configurations.

Proof. It follows from Proposition 5.7. □

Now we treat the case that \(G \in \mathcal{G}^{ss}(k)\) is strongly connected. In the right-hand side of (57), the graphs from the second term are not connected. The graphs from the last term are not strongly connected, since it contains either a source or a sink. We see that only the first term \(-R_k(1)\) contributes to \(z(G)\) and all \(G\)-configurations are of the form \((L, \emptyset, \emptyset)\). It is not difficult to see that the automorphism group of the \(G\)-configuration \((L, \emptyset, \emptyset)\), denoted by \(\text{Aut}_G(L)\), is the subgroup of \(\text{Aut}(G)\) leaving \(L\) invariant. Two \(G\)-configurations \((L_1, \emptyset, \emptyset)\) and \((L_2, \emptyset, \emptyset)\) are equivalent if and only if \(L_1 = h(L_2)\) for some \(h \in \text{Aut}(G)\). This defines an equivalence relation \(\sim\) on \(\mathcal{L}\). So Lemma 5.8 specializes to the following formula for strongly connected graphs.

Lemma 5.9. For any strongly connected graph \(G \in \mathcal{G}^{ss}\), we have

\[(56)\quad z(G) = \sum_{L \in \mathcal{L}/\sim} \frac{(-1)^{|V|+1+p(L)}}{|\text{Aut}_G(L)|},\]

where \(L\) runs over the equivalence classes of linear subgraphs of \(G\) and \(p(L)\) is the number of components in \(L\).
6. Proof of Theorem 1.2

Proposition 6.1. If \( G \in \mathcal{G}^{**} \) is not connected and we write \( G \) as a disjoint union of connected subgraphs \( G = G_1 \cup \cdots \cup G_m \), then we have

\[
(57) \quad z(G) = \prod_{j=1}^{m} z(G_j)/|\text{Sym}(G_1, \ldots, G_m)|,
\]

where \( \text{Sym}(G_1, \ldots, G_m) \) denote the permutation group of these \( m \) connected subgraphs.

Proof. It follows from Lemma 4.3. \( \square \)

By the above proposition, we may restrict to compute \( z(G) \) for connected \( G \). For a digraph \( G = (V, E) \), we can partition \( V \) into strongly connected components, namely the maximal strongly connected subgraphs of \( G \). Among these strongly connected components, we have at least one sink (a component without outgoing edges) and one source (a component without incoming edges).

Proposition 6.2. Given a stable graph \( G \in \mathcal{G} \) which is connected but not strongly connected, then we have \( z(G) = 0 \).

Proof. By definition, any sink or source of a stable graph \( G \) must be at least semistable. Without loss of generality, we may assume that \( C \in \mathcal{G}^{**} \) is a sink of \( G \). We have a nonempty subgraph \( G' \) of \( G \) containing all vertices not in \( C \), such that there are \( k \) arrows \( e_1, \ldots, e_k \) from \( G' \) to \( C \), as depicted in Figure 7.

![Figure 7. Decomposition of G into a sink C and G'](image)

In this case, any \( G \)-configuration is a union of \( Z' = (L', G'_1, G'_2) \in G'\text{-config} \) and \( Z'' = (L'', \emptyset, \emptyset) \in C\text{-config} \). Since \( G \) is stable, we can rule out Case (ii) of Definition 5.1.

Let \( \text{Aut}_f(G) \) be the subgroup of \( \text{Aut}(G) \) fixing all edges \( e_1, \ldots, e_k \). Let \( \text{Aut}_f(G') \) and \( \text{Aut}_f(Z'') \) be respectively the subgroups of \( \text{Aut}(C) \) and \( \text{Aut}(Z'') \) fixing the heads of the arrows \( e_i \), \( 1 \leq i \leq k \). We define \( \text{Aut}_f(Z') \) to be the subgroup of \( \text{Aut}(Z') \) fixing the tails of the arrows \( e_i \), \( 1 \leq i \leq k \).

Given a \( G' \)-configuration \( Z' = (L', G'_1, G'_2) \) and a \( C \)-configuration \( Z'' = (L'', \emptyset, \emptyset) \), we define the following set

\[
(58) \quad S(Z', Z'') = \left\{ \text{isomorphism classes in } G\text{-config of the form } Z' \bigcup_{p(Z''')} p(Z'''), \; p \in \frac{\text{Aut}(C)}{\text{Aut}_f(C)} \right\},
\]

where \( p(Z'') = (p(L''), \emptyset, \emptyset) \in C\text{-config} \) and \( Z' \bigcup_{p(Z''')} p(Z''') = (L', \emptyset, \emptyset) \).

First we assume that all automorphisms of \( G \) fix these \( e_i \), \( 1 \leq i \leq k \), namely \( \text{Aut}(G) = \text{Aut}_f(G) \).

By our assumption, for \( Z = Z' \bigcup_{p(Z'')} p(Z''') \in S(Z', Z'') \), we have \( \text{Aut}(Z) = \text{Aut}_f(Z') \text{Aut}_f(p(Z'')) \).

It is enough to show that for any fixed \( G' \)-configuration \( Z' = (L', G'_1, G'_2) \), the contribution to \( z(G) \) from the \( G \)-configurations \( \{Z'(Z', Z'') \}_{Z'' \in C\text{-config}} \) add up to zero.

We will proceed by induction on the weight of \( G \). Namely we assume that if a semistable graph \( H \in \mathcal{G}^{**} \) is connected but not strongly connected and the weight of \( H \) is less than the weight of \( G \), then \( z(H) = 0 \) (cf. Corollary 6.4).

First we assume \( G'_2 = \emptyset \). By Lemma 5.8, the contribution to \( z(G) \) from the \( G \)-configuration \( Z = (L', G'_1, C) \) is

\[
(59) \quad z(G'_1) z(c) (-1)^{i(Z') + 1} \frac{|\text{Aut}(C)|}{|\text{Aut}_f(C)|} \times \sum_{Z'' \in C\text{-config}} (-1)^{i(Z'') + 1} \frac{|\text{Aut}(C)|}{|\text{Aut}_f(C)|}.
\]
The contribution to \( z(G) \) from the set of \( G \)-configurations \( \{S(Z', Z'')\}_{Z'' \in \text{C-config}} \) is

\[
(60) \quad z(G') \frac{1}{|\text{Aut}(Z')|} \sum_{Z'' \in \text{C-config}} (-1)^{(Z')+(Z'')-1} \frac{1}{|\text{Aut}(p(Z''))|}.
\]

We now show that the contributions to \( z(G) \) in (59) and (60) add up to zero, namely we need to prove that for any \( Z'' \in \text{C-config} \)

\[
(61) \quad \frac{1}{|\text{Aut}(Z'')|} \times \frac{|\text{Aut}(C)|}{|\text{Aut}(f(C))|} = \sum_{Z'' \in \text{S(Z',Z'')}} \frac{1}{|\text{Aut}(p(Z''))|}.
\]

This can be seen as follows: Denote by \( H \) the set of all possible distributions of the labeled heads of \( e_i \), \( 1 \leq i \leq k \) on \( C \). Note that some of these \( e_i \) may have the same head on \( C \). It is obvious that \( H \) is in one-to-one correspondence with \( \text{Aut}(C)/\text{Aut}(f(C)) \).

We have the natural action of \( \text{Aut}(Z'') \) on \( H \), then the set of orbits is just \( S(Z', Z'') \) and the isotropy group at \( Z = Z' \prod p(Z'') \in S(Z', Z'') \) is just \( \text{Aut}(p(Z'')) \).

If \( G'_2 \neq \emptyset \) and \( G'_2 \) is connected with a tail of some \( e_i \), then the contribution to \( z(G) \) from the \( G \)-configurations \( \{L', G'_1, G'_2 + C\} \) is zero by induction and all configurations in \( \{S(Z', Z'')\}_{Z'' \in \text{C-config}} \) are not allowed. So we may assume that there are no edges between \( G'_2 \) and \( C \), then we have the same cancellation by Proposition 6.1. Note that \( G'_2 + C \) denote the induced subgraph whose vertices are the union of vertices of \( G'_2 \) and \( C \).

If \( \text{Aut}(G) \neq \text{Aut}(f(G)) \), the above argument still works with appropriate modifications. \( \square \)

**Remark 6.3.** We will give an alternative proof of Proposition 6.2 in [38]. As pointed out by the referee, Proposition 6.2 should also follow from the path integral formula by Douglas and Klevtsov [14].

**Corollary 6.4.** If \( G \in \mathcal{G}^{ss} \) is connected but not strongly connected, then \( z(G) = 0 \).

**Proof.** Given any stable graph \( H \in \mathcal{G} \), if we apply Lemma 2.3 to each vertices of \( H \), we get a sum of semistable graphs of the same weight. Moreover, it is not difficult to see that if \( H \) is strongly connected, all these semistable graphs are also strongly connected. So we conclude the proof. \( \square \)

**Example 6.5.** Let us illustrate the above proof by considering the following semistable graph \( G \) in Figure 8 which is only weakly connected. Let \( C \) be its unique sink and \( G' \) be its unique source. Then

![Figure 8. A semistable graph G ∈ G^{ss}(6)](image)

we have \(|\text{Aut}(C)| = 3\) and \(|\text{Aut}(f(C))| = 1\). For all \( G \)-configurations, we can check that the two sides of the equation (61) match, their values are listed in Table 2.

**Table 2. G-configurations**

| \( L'' \) | 0 | 1 | 2 | 3 |
|---|---|---|---|---|
| 0 | 1 | 3 | 3 | 1 |
| 1 | 1 | 3 | 3 | 1 |
| 2 | 1 | 3 | 3 | 1 |

The following theorem is called the coefficient theorem (see Theorem 1.2 in [11]) from the spectral graph theory.
Theorem 6.6. Let $P_G(\lambda) = \lambda^n + c_1\lambda^{n-1} + \cdots + c_n$ be the characteristic polynomial of a digraph $G$ with $n$ vertices. Then for each $i = 1, \ldots, n$,
\[ c_i = \sum_{L \in \mathcal{L}_i} (-1)^{p(L)}, \]
where $\mathcal{L}_i$ is the set of all linear directed subgraphs $L$ of $G$ with exactly $i$ vertices; $p(L)$ denotes the number of components of $L$.

Proposition 6.7. If $G = (V, E) \in \mathcal{G}^{**}$ is strongly connected, then
\[ z(G) = (-1)^{|V|+1} \frac{\det(I - A)}{|\text{Aut}(G)|}. \tag{62} \]

Proof. Let $\mathcal{L}$ be the set of all linear directed subgraphs of $G$. We have the natural action of $\text{Aut}(G)$ on $\mathcal{L}$, given by $h \cdot L = h(L)$ for $h \in \text{Aut}(G), L \in \mathcal{L}$. From our discussion at the end of Section 5, the orbits of this action are just $\mathcal{L}/\sim$ and the isotropy group at $L \in \mathcal{L}$ is just $\text{Aut}_G(L)$. By Theorem 6.6 and Lemma 5.9 we have
\[ \det(I - A) = 1 + \sum_{i=1}^n c_i = \sum_{L \in \mathcal{L}/\sim} (-1)^{p(L)} |\text{Aut}(G) \cdot L| = |\text{Aut}(G)| \sum_{L \in \mathcal{L}/\sim} (-1)^{p(L)} |\text{Aut}_G(L)| = |\text{Aut}(G)|(-1)^{|V|+1} z(G), \]
which is just the equation (62). □

Corollary 6.8. If $G \in \mathcal{G}^{**}$ is strongly connected, then $z(G) = 0$ if and only if 1 is an eigenvalue of the characteristic polynomial of $G$.

Proof. It follows from Proposition 6.7. □

Propositions 6.1, 6.2 and 6.7 together imply Theorem 1.2.

Proposition 6.9. If $G = (k)$, the digraph with one vertex and $k \geq 2$ self-loops, we have
\[ z(G) = -\frac{k-1}{k!}. \tag{63} \]

Proof. It follows from Lemma 4.3 or Proposition 6.7. □

Proposition 6.10. Let $G = \begin{tikzpicture}[scale=0.5]
\draw (0,0) -- (1,0) node[midway, left] {\text{i}};
\draw (1,0) -- (1,1) node[midway, right] {\text{j}};
\draw (1,0) to [out=90,in=180] (0,1) node[midway, above] {\text{m}};
\end{tikzpicture}$ be a strongly connected stable graph with two vertices, namely $ij \neq 0$. Then we have
\[ z(G) = \begin{cases} 
ij - (1-m)(1-n) & \text{if } i = j \text{ and } m = n; \\
2 \cdot m! n! i! j! & \text{otherwise.}
\end{cases} \tag{64} \]

Proof. The formula follows from Proposition 6.7. □

Example 6.11. Fix a normal coordinate around $x \in M$. By Proposition 6.9 we get the well known
\[ a_1 = \frac{1}{2} [\begin{tikzpicture}[scale=0.5]
\draw (0,0) -- (1,0) node[midway, left] {\text{2}};
\end{tikzpicture}] = \frac{1}{2} R_{iij} = \frac{1}{2} R_{iij} = \frac{1}{2} \rho, \tag{65} \]
where $(i, \tilde{i}), (j, \tilde{j})$ are paired indices to be contracted.

By Proposition 6.9, Proposition 6.10 and Proposition 6.7, we have
\[ a_2 = \frac{1}{3} [\begin{tikzpicture}[scale=0.5]
\draw (0,0) -- (1,0) node[midway, left] {\text{3}};
\end{tikzpicture}] + \frac{1}{2} [\begin{tikzpicture}[scale=0.5]
\draw (0,0) -- (1,0) node[midway, left] {\text{1}};
\fill (0.5,0) circle (0.1);
\end{tikzpicture}] + \frac{3}{8} [\begin{tikzpicture}[scale=0.5]
\draw (0,0) -- (1,0) node[midway, left] {\text{2}};
\fill (0.5,0) circle (0.1);
\end{tikzpicture}] + \frac{1}{8} [\begin{tikzpicture}[scale=0.5]
\draw (0,0) -- (1,0) node[midway, left] {\text{2}};
\draw (1,0) -- (1,1) node[midway, right] {\text{2}};
\end{tikzpicture}]. \tag{66} \]
Written in terms of derivatives of the Kähler metric \( g_{ij} \), we get

\[
a_2 = -\frac{1}{3} g_{ijj} + \frac{1}{2} g_{ikl} g_{jjk} + \frac{3}{8} g_{ijkl} g_{jkk}.
\]

It is understood that \((i, \bar{i}), (j, \bar{j}), (k, \bar{k}), (l, \bar{l})\) are paired indices to be contracted.

Apply the operator \( D \) (defined in Remark 2.2) to the right-hand side of (67) and use the identities

\[
D(g_{ijk}) = -R_{ikli},
\]

\[
D(g_{ijjkk}) = -R_{ijj} + R_{\bar{k}i\bar{s}j} R_{\bar{k}\bar{s}i\bar{j}} + R_{\bar{j}j\bar{s}i} R_{\bar{k}\bar{k}\bar{s}i} + R_{\bar{s}i\bar{s}j} R_{\bar{k}\bar{k}\bar{j}s} = -\Delta \rho + |R|^2 + 2|Ric|^2,
\]

we arrived at

\[
a_2 = \frac{1}{3} \Delta \rho + \frac{1}{24} |R|^2 - \frac{1}{6} |Ric|^2 + \frac{1}{8} \rho^2,
\]

which is the same as the function \( a_2(x) \) computed in [23]. We computed \( a_3 \) in Appendix A and we can use tables at Appendix B to compute \( a_4 \).

7. Computations of \( z(G) \)

In this section, we derive some explicit formulae of \( z(G) \).

Figure 9. Three types of stable graphs in \( G_{n,2n} \)

Proposition 7.1. Given \( n \geq 3 \), for the three graphs in Figure 4, we have

\[
z(A_n) = \frac{(-1)^n(2^n - 1)}{2^n n},
\]

\[
z(B_n) = \frac{(-1)^n}{2n} + \sum_{i=0}^{[n/2]} (-1)^{n+i+1} \sum_{H \in \mathcal{H}_{i,n-2i}} \frac{1}{\text{Aut}(H)}
\]

\[
= \begin{cases} 
0, & n \equiv 0 \\
(-1)^n/(2n), & n \equiv \pm 1 \mod 6 \\
3(-1)^n/(2n), & n \equiv \pm 2 \\
2(-1)^n/n, & n \equiv 3 
\end{cases}
\]

\[
z(C_n) = \frac{(-1)^n}{n}.
\]

Here \( \mathcal{H}_{i,j} \) denote the set of 2-colored undirected cycle graphs with \( i \) black vertices and \( j \) white vertices and \( \text{Aut}(H) \) is the group of color-preserving automorphisms. Note the first equation for \( z(B_n) \) holds only when \( n \geq 5 \).
Proof. Now we will compute \( z(G) \) for \( G = A_n, B_n, C_n \). Since these graphs are strongly connected, all \( G \)-configurations are simply linear subgraphs \( L \) of \( G \). Two linear subgraphs \( L_1 \) and \( L_2 \) define the same \( G \)-configuration if there is an automorphism \( \phi \) of \( G \) such that \( \phi(L_1) = L_2 \).

i) When \( G = A_n \), it is easy to see that there are only two \( A_n \)-configurations given by empty graph \( \emptyset \) and a \( n \)-cycle \([n]\), respectively. By (56), we have

\[
  z(A_n) = \frac{(-1)^{n+1}}{|\text{Aut}(A_n)|} + \frac{(-1)^n}{|\text{Aut}_n([n])|} = \frac{(-1)^{n+1} + (-1)^n}{2^n n} = \frac{(-1)^n(2^n - 1)}{2^n n}.
\]

ii) When \( G = B_n \), the contribution to \( z(B_n) \) by empty graph is

\[
  \frac{(-1)^{n+1}}{\text{Aut}(B_n)} = \frac{(-1)^{n+1}}{2n},
\]

where \( \text{Aut}(B_n) \) is the dihedral group.

The contribution to \( z(B_n) \) by a \( n \)-cycle \([n]\) is

\[
  \frac{(-1)^n}{|\text{Aut}_n([n])|} = \frac{(-1)^n}{n}.
\]

All other \( B_n \)-configurations are given by disjoint cycles of length two

\[
  [2^i], \quad 0 \leq i \leq [n/2],
\]

which are in one-to-one correspondence with the set \( \mathcal{C}_{i,n-2i} \) consisting of 2-colored undirected cycle graphs with \( i \) black vertices and \( n-2i \) white vertices. Their contributions to \( z(B_n) \) are equal to

\[
  (1)^{n+i+1} \sum_{H \in \mathcal{C}_{i,n-2i}} \frac{1}{\text{Aut}(H)},
\]

where \( \text{Aut}(H) \) is the group of color-preserving automorphism. Summing up, we get the first equation for \( z(B_n) \). The second equation follows from a computation of \( \text{det}(I - A(B_n)) \).

iii) When \( G = C_n \), we use \( \text{det}(I - A(C_n)) = -1 \). \( \square \)

Proposition 7.2. Let \( n, m \geq 2 \).

i) Let \( K_n \) be the complete digraph with \( n \) vertices and every pair of vertices is an edge, including a loop at each vertex. Namely every entry of the adjacency matrix of \( K_n \) is 1. Then

\[
  z(K_n) = (-1)^n (n - 1)/n!.
\]

ii) Let \( D_n \) be the de Bruijn graph of degree \( n \). The graph \( D_n \) has \( 2^{n-1} \) vertices, which are the sequences of 0’s and 1’s with length \( n-1 \). There is an edge from \( a_1 a_2 \ldots a_{n-1} \) to \( b_1 b_2 \ldots b_{n-1} \) if and only if \( a_1 a_2 \ldots a_{n-1} = b_1 b_2 \ldots b_{n-2} \). Then

\[
  z(D_n) = 1/2.
\]

iii) Let \( K_{m,n}(V_1, V_2) \) be the complete bipartite digraph with \( |V_1| = m, |V_2| = n \). Every vertex in \( V_1 \) has an arrow to every vertex in \( V_2 \) and vice versa. Then

\[
  z(K_{m,n}) = \frac{mn - 1}{(1 + \delta_{m,n})m!n!},
\]

where \( \delta_{m,n} = 0 \) if \( m \neq n \) and \( \delta_{m,n} = 1 \).

Proof. First note that \( K_n \in G(n^2 - n), D_n \in G(2^{n-1}) \) and \( K_{m,n} \in G(2mn - m - n) \) all are strongly connected digraphs. It is well-known that their characteristic polynomials are respectively given by

\begin{align*}
  \text{det}(\lambda I - A(K_n)) &= \lambda^{n-1} (\lambda - n), \\
  \text{det}(\lambda I - A(D_n)) &= \lambda^{n-1} (\lambda - 2), \\
  \text{det}(\lambda I - A(K_{m,n})) &= (-1)^{m+n} \lambda^m n - 2 (\lambda^2 - mn).
\end{align*}
We also have $|\text{Aut}(K_n)| = n!$, $|\text{Aut}(D_n)| = 2$ and $|\text{Aut}(K_{m,n})| = (1 + \delta_{m,n})m!n!$, we conclude the proof by Proposition 6.7.

**Remark 7.3.** The computation of $\zeta(G)$ is reduced to study the spectra and the automorphism group of $G$. A detailed study of the spectral properties of graphs can be found at [11], which also contains a chapter on the relations between spectra of a graph and its automorphism group.

Let $U$ be the unit ball of $\mathbb{C}^N$ and $g_{ij}$ is the Bergman metric on it,

$$(72) \quad g_{ij}(z) = \frac{(1 - |z|^2)\delta_{ij} + \bar{z}_i z_j}{(1 - |z|^2)^2},$$

we know that $U$ is a normal coordinate with center 0 for $g_{ij}$ and the curvature is constant

$$(73) \quad R_{ijkl} = -(g_{ij} g_{kl} + g_{il} g_{kj}).$$

The weighted reproducing kernel for $(U, g_{ij})$ is

$$(74) \quad K_\beta(z) = \frac{\Gamma(\beta)}{\pi N \Gamma(\beta - N)}(1 - |z|^2)^{-\beta}.$$  

We know that $K_\beta(z)$ has an asymptotic expansion [3, 15]

$$(75) \quad K_\beta(z) = (\frac{\beta}{\pi})^N e^{\beta \Phi(z)} \sum_{k=0}^{\infty} a_k(z) \beta^{-k},$$

where $a_k(z)$ is the $k$-th coefficient of Tian-Yau-Zelditch expansion and the potential $\Phi(z)$ is given by $\Phi(z) = -\log(1 - |z|^2)$.

So in the case of unit ball equipped with the Bergman metric, $a_k$ equals the polynomial

$$(76) \quad P_k = \sum_{1 \leq i_1 < i_2 < \cdots < i_k \leq N} (-i_1) \cdots (-i_k).$$

In particular,

$$P_1 = \frac{N^2}{2} - \frac{N}{2}, \quad P_2 = \frac{N^4}{8} + \frac{N^3}{12} - \frac{N^2}{8} - \frac{N}{12}.$$

**Lemma 7.4.** Let $g_{ij}$ be the Bergman metric on the unit ball $U$ of $\mathbb{C}^N$. Then $g_{i_1j_1 \cdots i_kj_k}(0)$ is nonzero only if the number of barred and unbarred indices in $\{\alpha_1, \alpha_2, \ldots, \alpha_r\}$ are equal. In this case, we have

$$(77) \quad g_{i_1j_1i_2j_2 \cdots i_kj_k}(0) = (k - 1)! \sum_{\sigma \in S_k} g_{i_1\sigma(1)}g_{i_2\sigma(2)} \cdots g_{i_k\sigma(k)}(0).$$

**Proof.** The first assertion can be proved by an induction. Let us prove (77). By (11) and (73), on $U$ we have

$$(78) \quad g_{i_1j_1i_2j_2} = g_{i_1j_1} g_{i_2j_2} + g_{i_1j_2} g_{i_2j_1} + g^{\bar{m}} g_{m_i j_1 j_2} g_{i_1 \bar{n} i_2}.$$  

As we have discussed in Section 6, both sides of the above equation may be represented by trees with half-edges and taking partial derivatives may be regarded as the action of half-edges on trees.

Let us look at the coefficients of $g_{i_1j_1} g_{i_2j_2} \cdots g_{i_kj_k}$ after taking partial derivatives $\partial_{i_1 j_1} \cdots \partial_{i_k j_k}$ to the right-hand side of (78). In fact, all contributions come from taking paired derivatives $\partial_{i_1 j_1} \cdots \partial_{i_k j_k}$ consecutively to the first term in the right-hand side of (78). The coefficient is easily seen to be $2 \cdot 3 \cdots (k - 1) = (k - 1)!$. 

A cycle decomposition of a digraph $G$ is a partition of the edges of $G$ into edge-disjoint cycles (i.e. closed directed paths having no common edge). Let $\mathcal{C}_G$ denote the set of all cycle decomposition of $G$. It is well known that $G$ admits a cycle decomposition if and only if it $\text{deg}^+(v) = \text{deg}^-(v)$ for each vertex $v$ of $G$. 
Proposition 7.5. Given \( k \geq 1 \), we have

\[
\sum_{G \in \mathcal{G}(k)} (-1)^{n(G)} \frac{\det(A - I)}{|\text{Aut}(G)|} \prod_{v \in V} (\deg^+(v) - 1)! \sum_{H \in \mathcal{C}_G} N^{p(H)} = P_k,
\]

where \( v \) runs over all vertices of \( G \), \( n(G) \) is the number of components of \( G \) and \( p(H) \) is the number of cycles in the cycle decomposition \( H \in \mathcal{C}_G \). The graph \( G \) in the left-hand side need only run over all balanced graphs.

Proof. From \( a_k = P_k \) and Lemma \( \text{[1,4]} \) we have

\[
\sum_{G \in \mathcal{G}(k)} z(G) \prod_{v \in V} (\deg^+(v) - 1)! \sum_{H \in \mathcal{C}_G} N^{p(H)} = P_k.
\]

Note that if \( G \in \mathcal{G} \) is a disjoint union of connected subgraphs \( G = G_1 \cup \cdots \cup G_n \), then by Theorem \( \text{[1,2]} \) we have

\[
z(G) = \begin{cases} \frac{(-1)^n \det(A - I)}{|\text{Aut}(G)|}, & \text{if all } G_i \text{ are strongly connected;} \\ 0, & \text{otherwise.} \end{cases}
\]

So we get the desired formula. \( \square \)

Corollary 7.6. The leading term of the polynomial \( P_k \) is \( \frac{(-1)^k}{2k!} N^{2k} \).

Proof. It follows from Proposition \( \text{[1,1]} \) and Proposition \( \text{[1,9]} \) \( \square \)

Let \( G \) be a digraph. An Euler tour is a directed closed path in \( G \) which visits each edge exactly once. As a generalization of the “Seven Bridges of Königsberg” problem, Euler showed that \( G \) has an Euler tour if and only if \( G \) is connected and \( \deg^+(v) = \deg^-(v) \) at every vertex \( v \). We denote by \( \epsilon(G) \) the number of Euler tours in \( G \) starting with a fixed edge.

Corollary 7.7. Given \( k \geq 1 \), we have

\[
\sum_{G \in \mathcal{G}(k)} z(G) \cdot \epsilon(G) \cdot \prod_{v \in V} (\deg^+(v) - 1)! = \frac{(-1)^{k+1}}{k} B_k,
\]

where \( B_k \) is the \( k \)-th Bernoulli number: \( B_0 = 1, B_1 = -1/2, B_2 = 1/6, B_3 = 0 \).

Proof. Using Barnes’ asymptotic formula for \( \Gamma \) functions, we have the following equality of power series (cf. \( \text{[15]} \))

\[
\sum_{k=0}^{\infty} P_k x^k = \exp(q_1 x + q_2 x^2 + \ldots),
\]

where \( q_1, q_2, \ldots \) are polynomials in \( N \),

\[
q_j = \frac{1}{j(j+1)} \sum_{i=0}^{j} (-1)^{i+1} \binom{j+1}{i} B_i N^{j+1-i}.
\]

Note the left-hand side of \( \text{[82]} \) is the coefficient of \( N \) in \( a_k \), which is equal to the coefficient of \( N \) in \( q_k \). The latter is just \( \frac{(-1)^{k+1}}{k} B_k \). \( \square \)

It is interesting to note that the factor \( \prod_{v \in V} (\deg^+(v) - 1)! \) also appears in the formula (cf. \( \text{[34]}, \text{p.56} \))

\[
\epsilon(G) = \tau(G) \prod_{v \in V} (\deg^+(v) - 1)!,
\]

where \( \tau(G) \) is the number of oriented spanning subtrees of \( G \) with a fixed root. An oriented tree \( T \) with a root \( v \) means that the underlying undirected graph is a tree and all arrows in \( T \) point toward \( v \).
Let us check (82). When $k = 1$ and $k = 2$, by (65) and (66), the left-hand side of (82) respectively equals to
\[ -\frac{1}{2} \cdot 1 \cdot 1 = -\frac{1}{2} = B_1, \]
\[ -\frac{1}{3} \cdot 2 \cdot 2 + \frac{1}{2} \cdot 1 \cdot 1 + \frac{3}{8} \cdot 2 \cdot 1 = -\frac{1}{12} = -\frac{B_2}{2}. \]
When $k = 3$, by (87) in Appendix A we have
\[ z_4 \cdot 1 \cdot 1 + z_5 \cdot 2 \cdot 1 + z_6 \cdot 1 \cdot 1 + z_7 \cdot 3 \cdot 1 + z_9 \cdot 2 \cdot 2 \\
+ z_{10} \cdot 4 \cdot 2 + z_{14} \cdot 6 \cdot 6 + z_{15} \cdot 4 \cdot 1 = \frac{B_3}{3}. \]

**APPENDIX A. COMPUTATIONS OF $a_3$**

We will express $a_3$ in terms of the following basis as used by Englisch [15].

\[
\begin{align*}
\sigma_1 &= \rho^3, & \sigma_2 &= \rho R_{ij} R_{ji}, & \sigma_3 &= \rho R_{ijkl} R_{ijkl}, \\
\sigma_4 &= R_{ij} R_{kl} R_{ijkl}, & \sigma_5 &= R_{ij} R_{klm} R_{ijkl}, & \sigma_6 &= R_{ij} R_{jk} R_{kl}, \\
\sigma_7 &= R_{ijkl} R_{jimn} R_{klmn}, & \sigma_8 &= \rho \Delta \rho, & \sigma_9 &= R_{ij} R_{jilk}, \\
\sigma_{10} &= R_{ijkl} R_{jim};mim, & \sigma_{11} &= \rho_{ij} \rho_{ij}, & \sigma_{12} &= R_{ij} R_{ijkl}, \\
\sigma_{13} &= R_{ijkl;mn} R_{jimn}, & \sigma_{14} &= \Delta^2 \rho, & \sigma_{15} &= R_{ijkl} R_{jimn} R_{mnkl}.
\end{align*}
\]

We will compute the coefficients $c_i$, $1 \leq i \leq 15$, such that
\[(85) \quad a_3 = c_1 \sigma_1 + c_2 \sigma_2 + \cdots + c_{15} \sigma_{15}.\]

There are 15 stable graphs of weight 3 in $\mathcal{G}(3)$.

\[
\begin{align*}
\tau_1 &= [2 | 2 | 2], & \tau_2 &= \begin{bmatrix} 1 & 1 \downarrow & 1 \end{bmatrix}, & \tau_3 &= \begin{bmatrix} 0 & 2 \end{bmatrix}, \\
\tau_4 &= \begin{bmatrix} 1 \downarrow & 1 \downarrow & 1 \downarrow \end{bmatrix}, & \tau_5 &= \begin{bmatrix} 1 & 1 \downarrow & 1 \end{bmatrix}, & \tau_6 &= \begin{bmatrix} 1 & 1 \downarrow \end{bmatrix}, \\
\tau_7 &= \begin{bmatrix} 1 \downarrow & 1 \downarrow & 1 \downarrow \end{bmatrix}, & \tau_8 &= [2 | 3], & \tau_9 &= \begin{bmatrix} 1 \downarrow & 2 \end{bmatrix}, \\
\tau_{10} &= \begin{bmatrix} 1 \downarrow & 2 \downarrow \end{bmatrix}, & \tau_{11} &= [2 \downarrow 2], & \tau_{12} &= \begin{bmatrix} 1 \downarrow & 2 \downarrow \end{bmatrix}, \\
\tau_{13} &= \begin{bmatrix} 3 \downarrow 2 \end{bmatrix}, & \tau_{14} &= [4], & \tau_{15} &= \begin{bmatrix} 2 \downarrow 2 \end{bmatrix}.
\end{align*}
\]

By Proposition 6.10, Proposition 6.10 and Proposition 6.12 we have
\[(86) \quad a_3 = \sum_{i=1}^{15} z(\tau_i) \tau_i = z_1 \tau_1 + z_2 \tau_2 + \cdots + z_{15} \tau_{15},\]

where
\[
\begin{align*}
z_1 &= -1/48, & z_2 &= -1/4, & z_3 &= -3/16, & z_4 &= 0, & z_5 &= -1, \\
z_6 &= -1/3, & z_7 &= -2/3, & z_8 &= 1/6, & z_9 &= 1/2, & z_{10} &= 1,
\end{align*}
\]
$$z_{11} = 0, \quad z_{12} = 1, \quad z_{13} = 5/12, \quad z_{14} = -1/8, \quad z_{15} = -7/24.$$  

We need to express each $\tau_i$ as a linear combination of $\sigma_i$, $1 \leq i \leq 15$. By a standard computation as in Example 6.11, we get

$$\tau_i = -\sigma_i, \quad 1 \leq i \leq 7,$$

$$\tau_8 = -2\sigma_2 - 3\sigma_3 + 8\sigma_1, \quad \tau_9 = -\sigma_4 - 3\sigma_5 - 3\sigma_6 + 9\sigma_9, \quad \tau_{10} = -2\sigma_3 + \sigma_10 - \sigma_{15},$$

(88)

The only nontrivial computation is for $\tau_{14}$. By (11), we have

$$\tau_{14} = g_{i\bar{j}k\ell} = -\partial_{k\ell} R_{i\bar{j}ij} + \partial_{k\ell} (g^{m\bar{n}} g_{mij} g_{n\bar{j}}).$$

So $\tau_{14}$ follows from a tedious but straightforward computation that

$$\partial_{k\ell} R_{i\bar{j}ij} = -3\sigma_4 - 6\sigma_5 - 3\sigma_6 + 6\sigma_7 + 7\sigma_9 + 4\sigma_{10} + 8\sigma_{12} - \sigma_{14} - 4\sigma_{15},$$

$$\partial_{k\ell} (g^{m\bar{n}} g_{mij} g_{n\bar{j}}) = -6\sigma_5 + 4\sigma_{10} + 2\sigma_{12} + 3\sigma_{13} - 2\sigma_{15}.$$

Substituting (88) into (89), we can get the coefficients in (85).

- $c_1 = 1/48, \quad c_2 = -1/12, \quad c_3 = 1/48, \quad c_4 = -1/8, \quad c_5 = 0,$
- $c_6 = 5/24, \quad c_7 = -1/12, \quad c_8 = 1/6, \quad c_9 = -3/8, \quad c_{10} = 0,$
- $c_{11} = 0, \quad c_{12} = -1/4, \quad c_{13} = 1/24, \quad c_{14} = 1/8, \quad c_{15} = 1/24.$

These results agree with the computations by Englis [15]. Note that our convention of curvatures $R_{i\bar{j}k\ell}, R_{i\bar{j}}, \rho$ in Section 2 all differ by a minus sign with that of [15].

APPENDIX B. TABLES OF $z(G)$ FOR $G \in G(4)$

By Proposition 6.14 and Corollary 6.17, we need only list $z(G)$ for the 51 strongly connected stable graphs in the following three tables. Note that if $G$ has $n$ vertices with the adjacency matrix $A$, then

$$|\text{Aut}(G)| = \prod_{1 \leq i, j \leq n} A_{ij}! \cdot |\{ \varphi \in S_n | A_{\varphi(i), \varphi(j)} = A_{ij}, \forall 1 \leq i, j \leq n\}|,$$

where $S_n$ is the symmetric group of $n$ elements.

| 0 | 2 | 0 | 1 | 2 | 0 | 3 | 0 |
|---|---|---|---|---|---|---|---|
| 1/30 | 5/8 | 1/2 | 7/48 | 1/2 | 1/9 |
| 1/6 | 1/2 | 1/2 | 1/2 | 0 |
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