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1 INTRODUCTION

Behavior recognition is the problem of recognizing the behaviour of an agent from an incomplete trace of observations. This problem is closely related to plan and/or goal recognition (Sukthankar et al., 2014). While plan recognition involves highly complex reasoning to infer which plan best explains a sequence of observations, and goal recognition reasons about which goal best explains a sequence of observations, the problem of behaviour recognition is far more general. In behaviour recognition we reason about which behaviour explains a sequence of observations, behaviours being more loosely connected with specific domain instances. The same behaviour could be executed in different initial conditions and different instances of the environment, generating a range of different sequences of observations. Behaviours can be understood as generalized plans, which can be expressed as policies, algorithmic programs, or logical specifications (Srivastava et al., 2011; Jiménez et al., 2019).

Behaviour recognition is a widely researched problem with a wide array of implementations relevant for both adversarial opponent behaviour recognition (Kabanza et al., 2010) and behaviour recognition within a team of coordinated agents (Oh et al., 2014). Within the context of a team, behaviour recognition is core to realizing multi-agent coordinated behaviour. This is owing to the fact that in many instances inter-agent interaction via direct communication could be limited due to faulty devices, network capacity, time limitation, or security concerns (Heinze et al., 1999; Ilachinski, 2004; Oh et al., 2014). The identification and characterization of behaviours in complex, real-time continuous environments is a challenging problem which has to account for an unknown sequence of incoming observations and an infinite number of state possibilities.

Leading approaches to behaviour recognition leverage different means to discretize the states of continuous environments. These include using linear temporal logic (LTL) formulas (Calvanese
et al., 2002; Pereira et al., 2021), using behaviour trees (Colledanchise et al., 2019; Sitanski et al., 2020) and Fuzzy Finite State Machine (FFSM) models (Mohmed et al., 2020) among others. However, these means of discretization imply that there is no notion of progress between two consecutive states. An agent can either be in one state or in the consecutive one, but not in between.

To address this challenge we develop and implement a novel behaviour recognition model which is able to differentiate between a range of complex multi-agent behaviours over continuous domains using model predictive control (MPC) for trajectory generation. We begin by providing a new, formal definition for the kinodynamic behaviour recognition problem in continuous domains whereby behaviours are characterized through stage and terminal costs. In this manner our model is uniquely able to cast the problem of recognising behaviours to that of seeking which cost functions, composing stage and terminal cost terms, are the best explanations for a given sequence of observations. We follow by empirically evaluating our approach on the real-time, continuous environment of aerial combat whereby we define and are able to differentiate between a range of five challenging aerial maneuvers.

Aerial combat is a highly complex, continuous domain: for each agent, its position, orientation, linear velocity and acceleration (thrust) need to be be tracked and trajectories span large periods of time covering long, continuous distances. Planning and recognition in these real world domains often calls for rapid responses to changing conditions and frequently requires planning in the absence of reliable data (Borck et al., 2015a).

To perform real-time behaviour recognition, we solve the problem as online behavior recognition in continuous domains. We tested the proposed approach over a benchmark consisting of many partial trajectories implementing a range of five complex aerial maneuvers, inherently hard to distinguish and unique to the challenging unmanned aerial maneuvers domain; flying straight, pure pursuit, lead pursuit, stern conversion and offensive flight. We were able to achieve a True Positive rate of 100% recognition and a False Negative rate of 2% while also evaluating the Single True Positive rates whereby the correct behaviour was recognized alone. Our results enable us to provide more insight as to the similarities of the behaviours and the challenges of the aerial maneuver domain.

The rest of the paper is constructed as follows; Section 2 discusses existing behaviour recognition research with particular focus on the aerial maneuvering domain. Section 3 provides a formal definition of the problem of behaviour recognition with online kinodynamic planning. Section 4 discusses the domain of aerial maneuvering and its modelling within the context of the ACE0 multi-agent-based-simulation environment. Section 5 describes the experimental setup used in this study and Section 6 presents and analyses the results and concludes the paper by briefly describing potential future work directions.

2 RELATED WORK

The problem of behaviour recognition is closely linked to that of goal and/or plan recognition; recognizing a goal or intention without complete knowledge about any actions taken to achieve or further the former (Schmidt et al., 1978; Sukthankar et al., 2014; Van-Horenbeke and Peer, 2021). One approach towards solving the problem of goal recognition relies on the use of a dedicated plan library as the basis for the recognition process (Heinze et al., 1999). The plan library efficiently represents all known plans to achieve known goals. In this manner observations are matched against existing plans within the library to determine the most likely plan candidate. This approach is also prevalent among behaviour recognition research. Heinze (2004) investigated a range of software design patterns for implementing intention recognition in multi-agent systems including plan-library based approaches; Menager et al. (2017) focused on goal recognition of a team member’s goals and Azarewicz et al. (1986) focuses on plan recognition in the tactical air domain using a blackboard based cognitive architecture.

When it comes to behaviour recognition, the recognition of aircraft behaviour via the analysis of an aircraft’s trajectory is important in both civil and military aviation. In civil aviation, determining an aircraft’s behaviour is especially important in times where communication with the aircrew has been disrupted due to an emergency that is either accidental or explicitly malicious. In this case, an aircraft’s trajectory relative to known landmarks such as airports, way-points and known flight paths can be used to see if an aircraft is behaving in an anomalous manner. In military aviation, where uncertainty and the fog of war are ever present, behaviour recognition via radar surveillance (or other sensors) is important, not only for the purposes of early warning but also for enhancing situational awareness to determine the next course of action. This is of particular concern in the domain of air combat where an opponent is by definition non-cooperative and adversarial. In order to select a viable course of action, predicting the behaviour of an opponent aircraft (or team of aircraft) becomes critical to the success of a mission.

In the air combat domain, a behaviour could refer to an aircraft trajectory, a stand-alone maneuver, a maneuver relative to another aircraft or an individual or team tactic. Second, the type of agent reasoning model being used in a constructive simulation has the potential to influence if we are recognising an opponent’s behaviour, goals or intentions. For example, a number of air combat constructive simulations have been built using the beliefs-desires-intention (BDI) model (Rao and Georgeff, 1991) of agent reasoning. Since the BDI model explicitly models mental states such as beliefs, desires, plans and intentions one might consider the recognition of the mental states of other agents (in particular those of opponents or adversaries). (Rao et al., 1994) specifically discuss BDI mental state recognition in the air combat domain. These BDI models are often used in constructive multi agent simulations, with no human participants.

In contrast, human-in-the-loop flight simulators are often used to train both civil and military pilots augmenting and complementing real flight hours. A constructive simulation environment however, is typically used in the field of military operations research to study questions pertaining to aircraft
procurement and acquisition, tactics and concept of operations development. Constructive simulation environments are often implemented as multi-agent-based simulations (Heinze et al., 2002) where agents represent the decision making processes of pilots or other aircrew (Heinze et al., 2008). In this work, unlike most state-of-the-art simulators, the behaviour recognition process has been explicitly modelled. This allows a single pilot agent (or a team of agents) to recognise what the opponent is doing and to ultimately select the appropriate course of action.

Within the context of complex, continuous domains, such as aerial combat, the earlier plan-library-based approaches fall short, as there are an infinite number of ways to achieve each behaviour, resulting in a potentially infinite number of plan representations. Each approach currently used for behaviour recognition deals differently with the problem of continuous domains. One approach characterizes behaviours through the use of linear temporal logic (LTL) formulas which aim to encode paths over time by using a finite set of propositional variables and logical and temporal mode operators (Calvanese et al., 2002; Pereira et al., 2021). Another approach uses behaviour trees as a modular representation describing switching between a finite set of tasks in a representation widely adopted to express expert knowledge (Colledanchise et al., 2019; Sitanskiy et al., 2020). A more recent approach uses a combination of Fuzzy Finite State Machine (FFSM) models and neural networks to represent behaviours, aiming to recognize the parameters used for generating the fuzzy logic that governs the transitions between the system’s states (Mohamed et al., 2020).

In order to define the transition between different states of a problem with continuous dynamics, all of these approaches adopt some means, either implicit or explicit, of discretization of states. This discretization implies that there is no notion of progress in between two consecutive states. An agent can either be in one state or in the consecutive state, but not in between. Figure 1, left, shows an intuitive, 2D, continuous, goal recognition problem that underwent a discretization process of dividing the world into a grid. The problem involves an initial state, \(I\), and two potential goal states, \(A\) and \(B\). As proven in (Kaminka et al., 2018), “given any cell size there exists a goal recognition problem such that goals may be indistinguishable in the discrete domain yet distinguishable in the continuous domain.” In the example, the trajectory of the agent clearly favors goal \(A\) (under the assumption of rationality) and could potentially lead to early recognition. However the discretized observation sequence of grid cells, does not convey this information. Figure 1, right, shows the same example illustrated as a state diagram of a 3-state FSM. The circles represent states and the arrows represent transitions between the states. In order for the agent to transition from the initial state, \(I\) to either state \(A\) or state \(B\) the agent would actually have to reach the state, making earlier recognition impossible. Therefore these representations of behaviours are not useful for capturing the progress between states.

A different approach to plan recognition, and one that has evolved to work well on continuous domains, involves utilizing a domain theory as part of the recognition process (Aineto et al., 2019; Pereira et al., 2019; Masters and Vered, 2021; Meneguzzi and Pereira, 2021). Plan recognition based on domain-theories assumes that any valid sequence of actions is a possible plan and using the domain description in the recognition process to generate possible plan hypotheses, thereby removing the reliance on a plan-library. Lesh and Etzioni (Lesh and Etzioni, 1995) and Martin et al. (Martin et al., 2015) compute specialized representations for goal recognition, constructed from a domain theory and incoming observations. Baker et al. use policies to calculate goal likelihoods by marginalizing over possible actions and generating state transitions, using only limited replanning (Baker et al., 2005). Pereira et al. use the domain theory to compute planning landmarks, and then use them to rank goal hypotheses and speed up the recognition process (Pereira and Meneguzzi, 2016; Pereira et al., 2017; Vered et al., 2018). However, all of these approaches work with discrete domain theories, and do not directly translate to continuous domains. We are inspired by Mirroring (Vered et al., 2016; Vered and Kaminka, 2017), a goal recognition approach, especially suited towards continuous domains and most closely related to plan
recognition as planning (PRP) which was first presented by Ramirez and Geffner (2010, 2009) and further developed by Sohrabi et al. (2016), and Masters and Sardina (2019). In PRP, the recognizer uses an unmodified planner as a black box to generate recognition hypotheses that match the observations. A heuristic comparison between the generated plans and an optimal plan that ignores the observations is used to probabilistically rank the hypotheses. Inspired by these investigations, Mirroring uses a planner (as a black box) to generate plan and goal hypotheses on-the-fly over continuous domains. While this approach is adequately suited towards complex, continuous domains, it has only been used in the context of goal recognition and needs to be uniquely adapted to be able to recognize behaviours.

Behaviour recognition in beyond visual range (BVR) air combat has also been much researched. Borck et al. (2015b) used case based behaviour recognition. The set of actions the agent attempts to recognize are: pursuit, whereby an agent flies directly at another agent, drag, whereby an agent tries to kinematically avoid a missile by flying away from it, and crank, whereby an agent flies at the maximum offset but tries to keep its target in radar. In this work, they also assume full knowledge of the capabilities of each observed aircraft rather than obtaining that information through observations. Additionally, the adaption to continuous domains happens by discretizing the position and heading of each agent into the features of their evaluated cases. As shown by Kaminka et al. (2018), discretization could lead to reduced recognition accuracy because for every possible grid cell-size there exists a goal recognition problem that is indistinguishable in the discrete domain, yet distinguishable in the continuous domain.

Borck et al. (2015a) also address the multi agent behaviour recognition problem in beyond visual range or BVR air combat by incorporating a planner to assist with the recognition process. A participating UAV performs simultaneous online behaviour recognition and planning to assist observation gathering tasks. However the main focus of this work was to study the relations between acting to influence the generated observation and the recognition inference. Their recognition process is very expensive as it requires a decomposition of tasks, \( M^k \) candidate models for the planner, \( M \) being independent models for individual agents and \( k \) being the number of agents.

To address this we provide a formal definition to the problem of kinodynamic behaviour recognition which now enables us to perform multi agent behaviour recognition in BVR air combat scenarios through the use of an updated and adapted recognition algorithm, inspired by Mirroring, which leverages the power of the ACE0 simulator. In our work we use continuous planners to generate the possible behaviour hypotheses hence improving on the efficiency of the recognition process. Within the context of kinodynamic behaviour recognition this means that our approach can potentially leverage existing work on kinodynamic motion planning (Chen et al. 2020; Barbosa et al. 2021; Mohammed et al. 2021) to generate potential plan hypotheses.

Many domains are brought together in this work, an analysis most similar to the goals of our work would be in the treatment of beyond visual range combat by (Floyd et al., 2017a,b; Floyd et al. 2017b) introduce the Tactical Battle Manager (TBM), which uses several integrated techniques to control an UAV in simulated air combat scenarios. The behaviour recognition component identifies the target aircraft by measuring the angle of each potential target vs the entity’s angle, again using a discretization process. The opponent with the lowest standard deviation over time is classified as the target, assuming the entity will keep its target within its field of vision. Each aircraft can either be attacking or evading. In contrast to their work, we focus primarily on combat within visual range using a range of planner-based behaviour recognition. We apply some of the techniques explored by Vered and Kaminka (2017) to a continuous flight behaviour recognition problem, successfully recognizing a range of behaviours simulated through the ACE0 multi-agent-based-simulation environment (Papasimeon and Benke, 2021) (described in further detail in Section 4).

3 BEHAVIOUR RECOGNITION WITH ONLINE KINODYNAMIC PLANNING

3.1 Online Kinodynamic Planning

We define the problem of online kinodynamic planning as the following optimization problem.

Definition 1 (Online Kinodynamic Planning Problem). Given an initial state \( x_{start} \in \mathcal{X} \), and a planning horizon \( T \), the task is to find a policy \( \pi = u_0, \ldots , u_{T} \), where \( u_t \in U(x_t) \) for \( t = 1, \ldots , T - 1 \) and disturbance \( w_t \in D(x_t, u_t) \), that maximizes the cost

\[
\max_{u_0, \ldots , u_{T-1}} \quad \mathbb{E} \left[ \sum_{t=1}^{T-1} q(x_t, u_t, w_t) + p(x_T) \right] \quad \text{s.t.} \quad x_{t+1} = f(x_t, u_t, w_t), \quad t = 0, \ldots , T - 1 \quad \text{(1)}
\]

\( \mathcal{X} \in \mathbb{R}^n \) represents the set of possible states of the world in continuous spaces, in line with standard motion planning notation (LaValle, 2006). \( U(x_t) \) are applicable actions or control inputs, \( D(x_t, u_t) \) is the random disturbance characterised by either an independent probability distribution or a distribution dependent only on the current state and control inputs, \( q \) is the stage cost and \( p \) is the terminal cost. Stage costs allow us to specify limits over the trajectory followed by the agent to ensure trajectories are smooth and velocities are not too high, ensuring trajectories impose less stress on the airframe. Terminal costs are used to favour trajectories that end up in states which are deemed to be useful for future trajectories. We note that we do not solve the problem in Definition 1 optimally, but rather we aim at finding policies \( \pi \) with costs that are less than or equal to that of \( \pi^* \), the maximizer or optimal solution, through the use of an off-the-shelf planner. flushleft

3.2 Kinodynamic Behaviour Recognition

We build on the plan recognition problem definition in (Kaminka et al., 2018) and update it to address behaviour recognition. We define the behaviour recognition problem \( \mathcal{R} \) as:

\[
\mathcal{R} := \langle \mathcal{X}, O, x_{start}, B \rangle \quad \text{(2)}
\]

\( \mathcal{X} \in \mathbb{R}^n \) represents the set of possible states of the world. \( O \) is defined as an ordered sequence of observations \( [o_1, \ldots , o_C] \),
where each observation $o_t \in O$ is also a state $o_t \in X$. $x_{\text{start}} \in X$ is the initial state and each behavior $\beta = (q, p)$, $\beta \in B$ is defined by the stage and terminal cost functions $q$ and $p$. Each behavior is associated with a prior probability $P(\beta)$. We refer to actions or control inputs as $u \in U$, and plans or policies as $\pi \in U^T$, where $T$ is the horizon of the kinodynamic problem.

We define the kinodynamic behavior recognition problem as the task to determine $\hat{\beta}^*$, the behavior hypothesis with maximal probability, given the observation sequence.

**Definition 2 (Kinodynamic Behaviour Recognition).** Given an observation sequence $O = [o_0, \ldots, o_j, \ldots, o_{|O|}]$, where $j = \max(|O| - T, 0)$, and $T$ is the horizon of the kinodynamic planning problem, the initial state $x_{\text{start}} = o_0$ is set to the observed state $T$ steps before the last observation, or the initial observation in the sequence if $T \geq |O|$. The online kinodynamic behavior recognition problem is defined as $\hat{\beta}^* = \arg\max_{\beta \in B} \mathbb{E}_{x_t \sim \pi_{\beta}}[P(\pi_{\beta} | [o_j, \ldots, o_{|O|}])]$, where $\pi_{\beta}^X = [f(x_t, u_t, o_t) | t = 0, \ldots, T - 1, u_t \in \mathbb{R}^n]$ is the sequence of states induced by the policy $\pi_{\beta}$ of the kinodynamic planning problem whose stage and cost functions are defined by $\beta$.

Each policy $\pi_{\beta}$ is computed using Approximate Dynamic Programming (Bertsekas, 2017). The planner computes a $T$-step lookahead using Iterative Width (Lipovetzky and Geffner, 2012) to efficiently approximate the optimal policy (Ramirez et al., 2018). The available observations $O_T = [o_{\text{max}(|O| - T)0}, \ldots, o_{|O|}]$ are matched against $\pi_{\beta}^X$ by taking their Euclidean distance or $L_2$ norm:

$$d(O_T, \pi_{\beta}^X) = \sum_{o_i \in O_T} \|o_i - x_i\|_2$$

Where $x_i \in \pi_{\beta}^X$ and $o_i \in O_T$. If $|O_T| < T$, i.e., the sequence of states generated by $\pi_{\beta}^X$ is longer than the observation sequence, then the euclidean distance is computed only for the first $|O_T|$ observations. The likelihood of observing $O$ given a behavior $\beta$ is then defined with a Boltzmann distribution as follows:

$$P(O | \pi_{\beta}^X) = \frac{e^{-d(O_T, \pi_{\beta}^X)}}{\sum_{\beta \in B} e^{-d(O_T, \pi_{\beta}^X)}}$$

Behaviors that minimize the Euclidean distance with respect to the observations $O$ are considered more likely, assuming agents are perfectly rational (Dennett, 2009) - as they approximate the optimal policy $\pi^*$. The most likely behavior is then defined as $P(\pi_{\beta}^X | O) = \alpha P(O | \pi_{\beta}^X) P(\beta)$, where $\alpha$ is a normalization factor, and $P(\beta)$ is the prior probability of each behavior. In the experiments below, we assume a uniform prior distribution.

### 4 SIMULATING AERIAL MANEUVERS

#### 4.1 Simulation Environment

To evaluate our behaviour recognition approach we utilize the state-of-the-art ACE multi-agent-based-simulation environment, which models multiple aircraft flying around a virtual environment. ACE includes computational representations of an aircraft’s flight dynamics, flight control systems and sensors. A number of agent-based models are used to represent the decision making models which control the aircraft, implementing higher level maneuvers and tactics. The agent-based decision making models can represent the reasoning processes of a human pilot or an autonomous system as part of an Unmanned Aerial Vehicle (UAV). For the purposes of this work, a light-weight version of ACE, known as ACE0 was employed. Further details on the architecture of ACE0 can be found in the paper by (Papasimeon and Benke, 2021). ACE0 is a minimal subset of ACE representing only two aircraft (or UAV) in 1v1 adversarial scenarios.

By default ACE0 implements both Finite State Machine (FSM) and Behaviour Tree (BT) based agent reasoning models to control the virtual aircraft in the simulation. More detail on behaviour trees can be found in the works of Martzinotto et al. (2014) and Colledanchise and Øgren (2017). However, ACE0 was specifically designed to accommodate different types of agent reasoning models. It has been used with a range of agent reasoning technologies, including automated planning (Ramirez et al., 2017, 2018), evolutionary algorithms (Masek et al., 2018; Lam et al., 2019; Masek et al., 2021), reinforcement learning (Kurniawan et al., 2019, 2020) and Generative Adversarial Networks (Hossam et al., 2020). In this work, we build upon the work of (Ramirez et al., 2017, 2018) using an automated hybrid planning approach combined with Model Predictive Control (MPC) to define and generate the behaviours in ACE0.

In ACE0 the full state $x_t$ is defined by the state of each UAV $i$, represented by its position $(x_v, y_v, z_v)$, velocity vector $(v_x, v_y, v_z)$ and orientation $(\psi, \theta, \phi)$, which correspond to the Euler angles representing the yaw, pitch and roll of the aircraft around the $z_v, y_v$ axes respectively. While ACE0 can support many different types of flight dynamics models of varying fidelity, in this study, a simplified flight dynamics model was used, with no random disturbance $w_t$ and the following kinematic equations:

$$\dot{x} = v(t) \cos \psi(t) \cos \theta(t), \quad \dot{y} = v(t) \sin \psi(t) \cos \theta(t), \quad \dot{z} = v(t) \sin \theta(t), \quad \dot{\psi} = \frac{\theta(t)}{v(t)} \tan \phi(t)$$

Here $v(t)$ is the speed of the aircraft calculated as the magnitude of the velocity vector and $g$ is the acceleration due to gravity. We assume the velocity vector is aligned with the aircraft’s nose and hence other aerodynamic effects such as the angle of attack $\alpha$ or $\alpha$, the slide-slip angle $\beta$ and the wind direction are not modelled.

Each UAV model in the simulation environment can be controlled through a number of commanded parameters $(\psi_c, g_{\text{load}}, \theta_c, \phi, v_c)$. These represent the commanded yaw angle $\psi_c$, which allows the aircraft to turn, the commanded g-load factor $g_{\text{load}}$, which affects the aircraft turn rate, the commanded pitch angle $\theta_c$ which allows the aircraft to climb and descend and the commanded speed $v_c$, which allows the aircraft to speed up and slow down.

Hence, to turn to a desired heading $\psi_c$, the pilot agent in the simulator can request a commanded yaw angle $\psi_c$, together with a desired $g_{\text{load}}$ factor which will affect how fast the aircraft turns and as a result affects the roll angle $\phi$. The pilot agent can also request the aircraft to climb or descend by requesting a commanded pitch angle $\theta_c$ or to speed up or slow down by...
requesting a desired speed $v_c$. A simple flight control model within ACE0 interfaces with the flight dynamics model to control the UAV dynamics. The state of the system is hence defined by a state vector for each aircraft in the simulation. If we denote the blue and red aircraft as aircraft $i$ and $j$ we can present the state of the system $s_{ij}(t)$ at any given simulation time $t$ as follows.

$$s_{ij}(t) = \begin{pmatrix} x_i, y_i, z_i, \psi_i, \theta_i, \phi_i, v_{x_i}, v_{y_i}, v_{z_i} \\ x_j, y_j, z_j, \psi_j, \theta_j, \phi_j, v_{x_j}, v_{y_j}, v_{z_j} \end{pmatrix}$$ (6)

Similarly, we can define the action vector $a_i(t)$, for aircraft $i$ at simulation time $t$ as follows;

$$a_i(t) = \begin{pmatrix} \psi_{ci}, gload_{ci}, \theta_{ci}, v_{ci} \end{pmatrix}$$ (7)

Where the subscript $c$ denotes a commanded or desired value. An overview of the UAV flight dynamics state variables and agent actions available in the simulator are shown in Table 1.

These aircraft commands can be grouped together to construct higher level individual maneuvers, either stand alone or relative to another aircraft. These can include maneuvers to fly a particular search pattern and maneuvers relative to other aircraft such as intercepts and evasions. Subsequently these maneuvers can be used in Finite State Machines (FSM) or Behaviour Trees (BT) to implement more sophisticated tactical behaviour. However, as stated previously, in this work the behaviours are generated as sequences of actions in the form of plans generated by an automated planner.

When considering maneuvers relative to another aircraft a number of additional parameters must be considered, which can be seen in Figure 2. In this figure, the blue UAV has a sensor lock on the red UAV. The right image shows the relative orientation of the blue and red UAVs, which is defined through a number of attributes; From the perspective of the blue UAV, these are: $R$, the range between the two aircraft; $ATA$, the antenna train angle 1, the angle of the red aircraft relative to the blue aircraft’s nose; and $AA$, the aspect angle, the angle from the tail of the red aircraft relative to the blue aircraft. These angular conventions come from the domain of air combat defined by Shaw (1985) and Burgin and Sidor (1988) and can be used to define relative maneuvers and behaviours between aircraft. By definition (and as shown in Figure 2) these angles satisfy the following relationship.

$$AA_{BR} + ATA_{RB} = AA_{RB} + ATA_{BR} = \pi$$ (8)

From the perspective of the blue aircraft it is then possible to represent the simulation state at time using a set of derived state variables. We can describe this derived state as $s_{BR}(t)$ where

$$s_{BR}(t) = (ATA_{RB}, AA_{RB}, R_{RB}, \Delta v_{RB})$$ (9)

The distance or range between the blue and red aircraft is specified as $R_{BR}$ and the velocity differential between blue and red

| TABLE 1 | An overview of the input state variables (left) and the commands available to control the simulated UAV in ACE0. |
|---|---|---|---|
| State Variables | Description | Agent Command | Parameters |
| $x, y, z$ | Position | SetFlyLevelCmd | — |
| $\psi, \theta, \phi$ | Orientation | SetPitchAngleCmd | $\theta$ |
| $v_x, v_y, v_z$ | Velocity | SetAltitudeCmd | $z_c, \theta$ |
| $gload$ | G-Load Factor | SetSpeedCmd | $v_c$ |
| $x_i, y_i, z_i$ | Commanded/Desired Position | SetHeadingCmd | $\psi_c, gload_c$ |
| $v_{ci}, \theta_{ci}, \phi_{ci}$ | Commanded/Desired Orientation | SetLeadingGLoadCmd | $v_c, gload_c$ |
| $v_c$ | Commanded/Desired Speed | SetWaypointCmd | $x_c, y_c$ |
| $gload_c$ | Commanded/Desired G-load | | |

FIGURE 2 | (Left) 3D visualisation of a two UAVs (blue and red) from a run generated by the ACE0 simulation environment. (Right) Relative angle conventions between the two UAV as implemented in ACE0.
is $\Delta v_{BR}$. This application of feature engineering to reduce to size of the state space to derived or domain relevant variables is common in machine learning applications. For example, this reduced feature set shown in Eq. 9 was used as the input to a reinforcement learning algorithm to discover agent policies for ACE0 in the work of Kurniawan et al. (2019, 2020).

The ATA and AA angles are important, because in many military aircraft missions it is important to know how far off the nose an opponent aircraft is as well as if we are approaching it head-on (nose-to-nose) or approaching it from the rear sector. This is shown in Figure 3 which shows the trajectories two UAV, Viper (Blue) and Cobra (Red) in the 2D plane (left) and in orientation-space (right).

In this scenario, the red UAV (Cobra) flies a series of waypoints while the blue UAV (Viper) attempts to pursue Cobra. The angular situation diagram allows us to specify the tactical situation at any given time-step in the simulation run. According to common convention we plot the absolute values of the ATA and AA angles (Park et al., 2016). Also by convention, each of the quadrants is labelled according to the tactical posture the current aircraft (labelled as $\text{Defensive}$ and $\text{Neutral}$) and the top two quadrants labelled as $\text{Offensive}$ and $\text{Neutral}$ and $\text{Defensive}$. They are defined as follows:

- Offensive (Bottom-Right Quadrant) $\frac{\pi}{2} \leq |AA| \leq \pi$ and $0 \leq |ATA| \leq \frac{\pi}{4}$ corresponding to the forward sectors of each aircraft being approximately aligned. If we further constrain the angular conditions to $\frac{\pi}{2} \leq |AA| \leq \pi$ and $0 \leq |ATA| \leq \frac{\pi}{4}$ then we consider both aircraft to be Head-On which is indicated by the grey shaded area in the bottom-right quadrant of Figure 3.
- Offensive (Bottom-Left Quadrant) $0 \leq |AA| \leq \frac{\pi}{2}$ and $0 \leq |ATA| \leq \frac{\pi}{4}$ corresponding to the current aircraft pointing it’s nose to it’s opponent’s tail. For some maneuvers the goal is not only to get behind the opponent’s tail but to meet stricter angular parameters.

This is indicated by the shaded blue region which is specified by $0 \leq |AA| \leq \frac{\pi}{4}$ and $0 \leq |ATA| \leq \frac{\pi}{4}$.
- Neutral (Top-Left Quadrant) $0 \leq |AA| \leq \frac{\pi}{2}$ and $\frac{\pi}{4} \leq |ATA| \leq \pi$ corresponding to the two aircraft approximately facing away from each other.
- Defensive (Top-Right Quadrant) $\frac{\pi}{2} \leq |AA| \leq \pi$ and $\frac{\pi}{4} \leq |ATA| \leq \pi$ corresponding to the opponent aircraft aligning it’s nose with the current aircraft’s tail. In some situations (like air combat) this is considered dangerous and hence the aircraft is in a defensive posture.

For aircraft that are facing each other head-on, angular situation being in the bottom right hand corner of the angular situation plot, it is often the case that they want to maneuver themselves behind the opposing aircraft and find themselves in the bottom left hand corner of the angular situation plot. As mentioned above, the goal is satisfied once the aircraft is in blue shaded region shown in Figure 3 (Right).

This type of maneuver is important for a number of reasons, including visual identification of a threat or non-cooperative aircraft, formation flying and escort, aerial refuelling and in some instances, air combat where some weapons can only be employed against the rear sector, stern in naval terminology, of an opponent aircraft. As such, this type of maneuver is known as a Stern Conversion. In the following section we describe the stern conversion and other behaviours that our behaviour recognition system attempts to recognise.

### 4.2 Agent Behaviours

In this section we describe the five aerial maneuvers that we considered in our experimental study. These are:

- Stern Conversion. The observing agent executes a series of maneuvers to get behind the opponent aircraft while maintaining a specified separation distance on approach.
Pure Pursuit. The observing agent points the aircraft nose to the opponent and flies directly at it.

Lead Pursuit. The observing agent points the aircraft nose at a specified lead angle in front of the opponent and tries to fly a pursuit maneuver that leads the opponent. The idea here is to point the nose ahead of the opponent trajectory to predict where it is going.

Offensive Flight. The observing agent attempts to keep the opponent in the two lower (offensive) quadrants of the angular situation plot.

Fly Straight. The observing agent flies a straight line completely ignoring the opponent aircraft. We use this maneuver as a baseline.

All of these maneuvers are implemented in ACE0 in either low level pilot action or higher level behaviours which are composed of lower level actions.

Depending on the initial condition of the simulation (position, orientation and speed of the two aircraft) it is entirely possible that all these maneuvers (with the exception of the Fly Straight maneuver) can not only succeed in achieving the goal of maneuvering behind an opponent aircraft but could do so with some very similar looking trajectories. This being the case, the ability to distinguish between the behaviours is very challenging to achieve.

A conceptual representation of a stern conversion can be seen in Figure 4. The maneuver is composed of a series of lower level actions and maneuvers. One can imagine if the blue aircraft started roughly behind the red aircraft the trajectory would look closer to a Pure Pursuit maneuver rather than the blue trajectory represented here.

Figure 5 presents graphical representations of the stern conversion maneuver. On the left is a finite state machine (FSM) representation of the decision logic, while on the right we have behaviour tree (BT) representation of the same maneuver. In the FSM representation the maneuver is made up of a series of states which execute lower level maneuvers and events allowing the FSM to transition from one state to another. As can be seen, this representation is rather simplistic such that at any point in time the agent can only be in one of five states. In the behaviour tree implementation the execution of behaviours is determined by the state of the conditional nodes in the tree. While more complex and flexible than the FSM representation, this representation still lacks the flexibility of a continuous plan generation. By using an automated planner to generate the stern conversion maneuver we allow for a more flexible representation that makes possible the recognition of complete behaviour trajectories according to highly sensitive cost functions.

Figure 6 shows indicative trajectories for some of the behaviours being considered. There are five aircraft in this scenario; Viper-1 (Blue), Viper-2 (Orange), Viper-3 (Green), Viper-4 (Purple) and Cobra-1 (Red). The opponent aircraft all start from a slightly different starting location and implement the following behaviours; Viper-1 (Blue) is performing Stern Conversion; Viper-2 (Orange) performs Pure Pursuit; Viper-3 (Green) performs Lead Pursuit; Viper-4 is executing Fly Straight (Left) Trajectory of Cobra-1 and Vipers-1/2 two-dots four in the 2D plane. In the right vignette in Figure 6 we can see corresponding trajectories in the angular situation classification space. The left chart in the figure shows the trajectories of all aircraft on the 2D plane, whereas the right chart shows the angular situation of Viper 1–4 each with respect to Cobra-1 (Red). The trajectories represent are generated from a 300 s (5 min) ACE0 simulation run. Cobra-1 (Red) starts the
scenario in the top-right hand corner of the grid and flies in a straight line at a heading of 225°, with its trajectory crossing the map diagonally.

On the other hand, Viper-1,2,3,4 all start on the opposite side of the map with a heading of 45° effectively facing Cobra-1 and flying in its general direction. Viper-1,2,3,4 all start from the same x-coordinate but are staggered by a couple of kilometres in the initial y-coordinate for the purposes of clarity.

Viper-1 flies a Stern Conversion maneuver indicated by the Blue trajectory. As can be seen by the Blue trajectory, the stern conversion involves Viper-1 flying towards opponent aircraft, Cobra-1. Once a specified range is reached, the maneuver begins and Viper-1 flies at a specified offset angle until a desired horizontal separation has been achieved. Once they have passed each other, Viper-1 begins a turn to get behind Cobra-1 and begins to approach it to follow it. We can see
that this has been successfully achieved both in the trajectory chart and in the angular situation classification chart, where Viper-1 starts in the bottom right corner (effectively head-on) and manages to maneuver the situation to the bottom-left hand corner where its behind Cobra-1’s tail. As one can imagine, the shape of the stern conversion maneuver is susceptible to the relative speeds of Viper-2 and Cobra-1, hence requiring Viper-2 to turn around and chase Cobra-1; ultimately achieving the goal of getting behind it.

In comparison if we look at the trajectory for Viper-2 (Orange) we simply have behaviour that “chases” Cobra-1. If we look at both charts from Figure 6 we can see at some point, due to the relative speeds of Viper-2 and Cobra-1, that Viper-2 passes Cobra-1 and ends up in the Neutral situation (with tails facing each other), hence requiring Viper-2 to turn around and chase Cobra-1; ultimately achieving the goal of getting behind it.

On the other hand Viper-3 (Green) is flying a Lead Pursuit maneuver, where it attempts to maintain a lead angle of Cobra-1 (Red). We can see from the angular situation chart that it manages to succeed with the transition from head-on to following Cobra-1. We can see that this maneuver causes a slight overshoot at times ending up in neutral territory, following Cobra-1. We can see that this maneuver causes a slight overshoot at times ending up in neutral territory, following Cobra-1. We can see from the angular situation chart that it

Currently both aircraft fly at their initial speed. Viper-4 (Purple) flies in a straight line, slightly offset from a direct face-to-face encounter with Cobra-1. However, the story of Viper-4’s trajectory with respect to Cobra-1 is easily told by the situation classification chart where it starts in the lower right offensive quadrant proceeds to end up in the top-left neutral quadrant with the two aircraft tails pointing at each other.

As can be seen in Figure 6 the Stern Conversion maneuver maintains an angular situation classification of an offensive posture, that is within the lower two quadrants, for the entirety of the maneuver. As such, this maneuver can also be considered a valid Offensive Flight maneuver.

In the following we describe the behaviours as implemented from the perspective of the planning based behaviour recognition system, including formal definitions of the goal and cost functions.

4.3 Behaviour Specifications
4.3.1 Notation and Definitions
We use \( \mathbf{p}_b \) and \( \mathbf{p}_r \) to denote the position vectors and \( \mathbf{v}_b \) and \( \mathbf{v}_r \) to denote the velocity vectors of the blue and red aircraft respectively. The distance (or range) between the two aircraft is then defined as

\[
R = |\mathbf{p}_b - \mathbf{p}_r|
\]  

We use \( R_{\text{min}} \) and \( R_{\text{max}} \) to specify the minimum and maximum range. The antenna train angle (ATA) and the aspect angle (AA) described earlier are now defined as

\[
ATA = \arccos \left( \frac{(\mathbf{p}_b - \mathbf{p}_r) \cdot \mathbf{v}_r}{||\mathbf{p}_b - \mathbf{p}_r|| \cdot ||\mathbf{v}_r||} \right) 
\]  

And

\[
AA = \pi - \arccos \left( \frac{(\mathbf{p}_b - \mathbf{p}_r) \cdot \mathbf{v}_r}{||\mathbf{p}_b - \mathbf{p}_r|| \cdot ||\mathbf{v}_r||} \right) 
\]

We use the notation \( ATA_{ub} \) and \( AA_{ub} \) to denote upper bounds on the ATA and AA angles respectively.

In the following we describe each of the behaviours being considered; Stern Conversion (sc), Pure Pursuit (pp), Lead Pursuit (lp), Offensive Flight (of) and Fly Straight (fs). Each of the behaviours is formally defined in terms of a scoring function \( S_c \) where the subscript \( x \) denotes the behaviour. The cost and terminal functions \( q \) and \( p \) that were described in Section 3.2 are specified in terms of each behaviour’s scoring function.

\[
q(x, u) = p(x) = S_c, \forall x \in \{\text{SC, PP, LP, OF, FS}\} 
\]

For each behavior, functions \( q \) and \( p \) follow the same definition.

4.3.2 Stern Conversion
The purpose of the Stern Conversion behaviour is for the blue UAV to maneuver itself behind the red UAV such that a number of conditions are met. These are that \( |ATA_{ub}| \leq ATA_{ub} \), \( |AA| \leq AA_{ub} \) and \( R_{\text{min}} \leq R \leq R_{\text{max}} \). The exact values of these parameters depend on the purpose of attempting a stern conversion (such as obtaining a visual identification, air to air refuelling, formation flying or putting the blue aircraft into an offensive zone). In this work we use the values of \( ATA_{ub} = 60^\circ \), \( AA_{ub} = 30^\circ \), \( R_{\text{min}} = 100 \text{ m} \) and \( R_{\text{max}} = 6000 \text{ m} \), which represent the conditions for a rear quarter visual identification of the red UAV. The scoring function for the stern conversion maneuver \( S_{sc} \) is defined as

\[
S_{sc} = \omega_g g_{pa} + (1 - \omega_g) \rho_{sc} 
\]  

Where \( \omega_g \) is a constant weight balancing the reward of maintaining the goal condition and orienting towards the goal. We set this value to 0.8. \( g_{pa} \) the score given for satisfying the goal is defined as

\[
g_{pa} = \begin{cases} 
1.0, & \text{if } |AA| < AA_{ub} \text{ and } |ATA| < ATA_{ub} \\
0.0, & \text{otherwise}
\end{cases} 
\]  

Where \( AA_{ub} \) is \( \frac{\pi}{6} (30^\circ) \), \( ATA_{ub} \) is \( \frac{\pi}{6} (60^\circ) \), \( R_{\text{min}} \) is 100 m, \( R_{\text{max}} \) is 6000 m. We specify the reward score as \( p \) so as to not overload the symbol \( R \) which is used to specify the range between the two aircraft. The reward score for the stern conversion behaviour \( \rho_{sc} \) is made up an angular orientation component and a range component. This means in order to maximise the score both the relative angular orientation and the range between the two aircraft need to be considered.

\[
\rho_{sc} = \frac{1}{2} \left[ \left( 1 - \frac{|AA|}{\pi} \right) + \left( 1 - \frac{|ATA|}{\pi} \right) \right] + \exp \left[ \frac{2 (R - R_{\text{min}})}{\pi k_R} \right] 
\]  

\[
R_{\text{max}} = 6000 \text{ m} 
\]
We used a \( k_R \) constant value of 1,000 m and a \( R_d \) value of 1,000 m. \( R_d \) denotes the desired range we want to be behind the opponent aircraft.

### 4.3.3 Pure Pursuit

A Pure Pursuit behaviour involves pointing the aircraft’s nose at a specific target and flying directly towards it. It can be considered a following behaviour as it simply follows the designated target. This can be implemented by setting the desired heading of the UAV to the ATA of the target. This is a common behaviour that can be used for various reasons from pursuing an opponent, to formation flying, visual identification and refueling. The scoring function for the pure pursuit maneuver \( S_{pp} \) is

\[
S_{pp} = k_r \exp\left[-\frac{k}{\pi} (\pi - |\psi_b - \xi| - \pi)\right]
\]

(17)

Where \( k \) and \( k_r \) are set to a constant value of 10, \( \psi_b \) is the yaw of the controlled, blue, aircraft and \( \xi \) is the pure pursuit angle and is defined as

\[
\xi = \arctan\left[\frac{y_c - y_a}{x_c - x_a}\right]
\]

(18)

Where \((x_a, y_a)\) and \((x_c, y_c)\) are the \((x, y)\) cartesian coordinates of the blue controlled and red aircraft respectively.

### 4.3.4 Lead Pursuit

A Lead Pursuit behaviour points the blue aircraft’s nose a certain number of degrees in front of the red aircraft. A lead angle of \( \psi^* = 30^\circ \) commonly used. This is known as pulling lead and attempts to predict where the red aircraft will be in the future and hence is used in intercept maneuvers. We implemented this behaviour by rewarding actions that get the UAV closer to a heading which points \( 30^\circ \) in front of the opposing UAV. The scoring function for the lead pursuit maneuver \( S_{lp} \) is

\[
S_{lp} = k_r \exp\left[-\frac{k}{\pi} (\pi - |\psi_b - \eta| - \pi)\right]
\]

(19)

With the same constant values used in the Pure Pursuit behaviour. We denote the lead heading using \( \eta \) and define it as follows

\[
\eta = \begin{cases} 
\xi + \psi^*, & \xi > \xi' \\
\xi - \psi^*, & \xi < \xi' \\
\xi, & \text{otherwise}
\end{cases}
\]

(20)

Where \( \psi^* \) is the lead angle, which we set to a constant value of \( \frac{\pi}{6} \), and \( \xi' \) is the look ahead lead angle defined as

\[
\xi' = \arctan\left[\frac{y' - y_c}{x' - x_c}\right]
\]

(21)

Where \( y', y_c, x' \) and \( x_c \) are

\[
x'_c = x_c + k' v_{sx} \\
y'_c = y_c + k' v_{sy}
\]

(22)

\[
x'_b = x_b + k' v_{sb} \\
y'_b = y_b + k' v_{y_b}
\]

(23)

We use a \( k' \) constant value of 5.0, standing for 5 s of lookahead. \( v_{sb} \) and \( v_{y_b} \) are the \((x, y)\) components of the controlled aircraft’s current velocity and \( v_{sx} \) and \( v_{sy} \) are the \((x, y)\) components of the enemy aircraft’s current velocity.

### 4.3.5 Offensive Flight

If a blue aircraft can maneuver to always keep the red aircraft in front of it, it typically means it has the advantage. This is known as being in an offensive, as opposed to a defensive, posture and is defined as keeping the ATA between \( \pm 90^\circ \). We implemented this behaviour by rewarding actions which put the UAV in a state where the antenna train angle from the UAV to the opposing UAV is between \( \pm 90^\circ \), awarding a higher score the closer the antenna train angle is to zero. The scoring function for the offensive flight maneuver \( S_{OF} \) is

\[
S_{OF} = k_r \exp\left[-\frac{k}{\pi} (\pi - |\psi_b - \omega| - \pi)\right]
\]

(24)

Where the offensive heading angle, \( \omega \), is defined as

\[
\omega = ATA
\]

(25)

Where as mentioned previously ATA is the antenna train angle and \( \psi_b \) is the heading of the controlled blue aircraft.

### 4.3.6 Fly Straight

The Fly Straight behaviour aims for the UAV to fly straight and level. We included this behaviour for two reasons. First, it is the simplest behaviour and may therefore be used as a baseline and second, it is used as a building block for more complex behaviours. As a result it can be easily confused with other behaviours. We implemented this behaviour by providing a negative reward to actions that may change the direction of the UAV. The scoring function for the fly straight maneuver \( S_{FS} \) is

\[
S_{FS} = -|g_{load}|
\]

(26)

Where \( g_{load} \) is the g force load on the controlled aircraft while it is undertaking turning with a roll angle of \( \phi \).

### 5 EXPERIMENTAL SETUP

#### 5.1 Experimental Architecture

The experimental architecture used in this work involves a two stage process; a behaviour generation process which generates aircraft trajectories to be used as observations and a behaviour recognition process which attempts to recognise and correctly classify observations to behaviours.

The high level overview of the behaviour generation process is shown in Figure 7 which also illustrates the relationship between the ACE0 simulation environment and multiple autonomous planners. As can be seen the ACE0 behaviour simulation encompasses the behaviour of two aircraft (UAV), Viper (denoted in blue) and Cobra (denoted in red). The behaviours for both aircraft are controlled by automated planners. In this example Cobra, the red UAV, always flies in a straight line and Viper, the blue UAV, flies one of the five behaviours mentioned previously (Fly Straight, Pure Pursuit, Lead Pursuit, Offensive
Flight and Stern Conversion). This is the process used in order to generate observations for recognition.

The high level overview of the behaviour recognition process is shown in Figure 8. This is the process whereby Cobra, the red UAV, aims to accurately recognize the behaviour of Viper, the blue UAV. The recognizer receives as input the last \( T \) steps of the observation sequence, and the set of possible behaviours \( B \), defined in Section 3.2. The behaviour recognizer initial state \( x_{\text{start}} \) is set to the beginning of the observation sequence. The recognizer then utilizes a planner for generating potential behaviour sequences which it will compare against the observation sequence, at the end of which process the recognizer will output the posterior probability of the behaviours given the observation sequence, Section 3.2, Eq. 3.

5.2 Experimental Configurations
To evaluate our behaviour recognition approach we need to consider a range of different initial configurations for the blue and red UAVs. The primary factors that affect the initial configuration is the range \( R \) (distance) between the UAVs and their relative orientation as shown in Figure 2. By varying the relative headings of the two UAVs we obtain different values for the antenna train angle (ATA) and the aspect angle (AA). In all configurations we set the red UAV flying straight and level (that is in a straight line) at a fixed altitude and speed. To obtain our different experimental configuration we vary the blue UAV’s
range and angular orientation relative to the red UAV. Hence from the perspective of the blue UAV each experimental configuration can be specified with three values (R, ATA, AA). We use a horizon of \( T = 10 \) timesteps with a timestep of \( \delta = 0.1 \) s to define the kinodynamic problem (Def. 1). The planner solves the kinodynamic problem on every new state as it uses only the first applicable action \( u_0 \) of the returned policy. The new state results from the application of the action through the simulator.

As a part of experimental exploration, smaller experiments were performed to investigate different values of \( T \), the search horizon, ranging from \( T = 1 \) to \( T = 100 \). These different experiments produced minor different behaviours. These may represent more optimal local or more optimal global states considered by the planner, but as we only consider the control actions from the first state suggested by the planner, a large lookahead tends to be significantly less important in deriving real-time, online planning decisions. The timestep resolution, \( \delta \), similarly generates behaviours with minor differences, but smaller scale informal tests suggest this likely does not meaningfully change the recognition properties of the algorithm and probably isn’t a particularly promising area to examine.

We consider 36 starting positions for the blue UAV on a \( 6 \times 6 \) grid at 2.5 km increments up to a maximum of \( \pm 10 \) km in the x and y axes relative to the red UAV. For each of these 36 starting positions for blue, we consider four representative relative orientations. We define these relative orientations using the conventions of the air combat domain (Burgin and Sidor, 1988; Park et al., 2016) where the absolute value of the aspect angle \( |AA| \) is plotted against the absolute value of the antenna train angle \( |ATA| \) as shown in Figure 9. The convention is to take advantage of symmetry, hence both axes are in the range of \( 0^\circ \)–\( 180^\circ \). Any point on this chart represents a unique relative orientation of the blue UAV relative to the red UAV. However we consider four representative cases as shown in Figure 9 by splitting the chart into four quadrants each one \( 90^\circ \times 90^\circ \) in size.

Starting in the top left quadrant, we define these as follows:

- **Neutral**: The blue and red UAVs are generally facing away from each other and are in a neutral relative posture.
- **Defensive**: The blue UAV has its tail facing the red UAV and is hence in a defensive posture.
- **Offensive-Approaching**: Both blue and red UAVs have their noses roughly facing and approaching each other and the blue UAV is in an offensive position. Also known as a head-on configuration.
- **Offensive-Behind**: The blue UAV is behind the red UAV’s tail also in an offensive posture or configuration.

In many air combat scenarios, one of the goals of a pilot during a mission may be to maneuver their aircraft from the situation represented by the bottom right hand corner (facing head-on with an opponent) in Figure 9 into a configuration represented by the bottom left hand corner (getting behind an opponent).

Given our 36 starting locations and our four relative orientations we then have 144 geometric configurations in our experimental setup. Finally, given these initial starting conditions we consider the five aerial maneuvers that we want the blue UAV to fly and are the subject of our behaviour recognition experiment. We consider the Fly Straight, Pure Pursuit, Lead Pursuit, Offensive Flight and the Stern Conversion maneuvers. This gives us a total of \( 36 \times 4 \times 5 = 720 \) scenarios to consider.

With the exception of the straight line maneuver, all maneuvers flown by the blue UAV are flown relative to the red UAV.

We consider a range of positions and orientations because the maneuvers the blue UAV flies will look different depending on the initial configuration. In fact, in many cases we expect that some maneuvers will look very similar to others making them difficult to distinguish not only by automated behaviour recognition algorithms but also by human experts.

### 5.3 Evaluation

We used the following metrics to evaluate the performance and efficiency of our behaviour recognition algorithm:

- **True Positive Rate** The number of time steps the correct hypothesis was ranked as most likely (i.e., rank 1), which indicates general accuracy. The more frequently the recognizer ranked the correct hypothesis first, the more reliable we consider the recognizer to be. We again normalize using the length of the observation sequence.
- **Single True Positive Rate** The number of time steps the correct hypothesis was ranked as most likely alone. By this measure we are able to completely identify the chosen behaviour, with no ties or confusion with other behaviours. This indicates a higher level of confidence and precision by the recognizer. The more frequently the recognizer solely ranked the correct hypothesis first, the more confident it is. Higher values indicate better recognition success. We again normalize using the length of the observation sequence.

![Relative orientation configurations defining the Blue UAV's posture relative to the Red UAV.](image-url)
The hardest behaviour to recognize proved to be the Offensive Flight behaviour. On average we were able to uniquely distinguish it from all other behaviours in 86.5% of the observation sequences, with a minimum value of 49.5% and a maximum value of 99.1%. The trajectory generated by the Offensive Flight behaviour is not only dependant on the trajectory of the opponent aircraft but is also highly dependent on the initial configuration. This behaviour attempts to maneuver the blue aircraft to position the red aircraft in its forward sector, hence it is not obvious (even for a human observer) what the trajectory should look like. For certain initial orientations (such as Offensive-Behind) the trajectory could resemble a Pure Pursuit or Lead Pursuit maneuver.

### 6.2 Potential Sources for Behaviour Confusion

One of the difficulties in distinguishing between the behaviours considered in this paper is that they often result in similar trajectories depending on the initial aircraft configuration. We can demonstrate this through some examples as shown in Figure 10 looking at different initial configurations between blue and red aircraft. For the purposes of simplicity we assume all red aircraft fly straight and level.

In Figure 10A we see that in the initial configuration both aircraft are roughly facing head-on. The blue vectors in the Figure denote the Fly Straight, Pure Pursuit and Lead Pursuit maneuvers. While there is potentially some difficulty in distinguishing between these maneuvers in this configuration, the situation becomes even more difficult as they also approximate the trajectory of an Offensive Flight and Stern Conversion maneuver. In an Offensive Flight maneuver the blue aircraft is required to keep the red aircraft in its forward sector (denoted by $|\text{ATA}| \leq \pi$). This is shown by the grey line intersecting the blue aircraft. As can be seen, the Fly Straight, Pure Pursuit and Lead Pursuit all satisfy the conditions for the offensive maneuver in this configuration. Similarly when considering the stern conversion, these are all good starting points until sufficient displacement and range is achieved to turn the blue aircraft around and point it at the red aircraft’s tail. We see a similar situation in Figures 10B,C whereby a Fly Straight maneuver or a Pure Pursuit can be easily considered as a valid Offensive Flight or Stern Conversion maneuver simply because the red aircraft is in a Defensive position.

Finally, in the Defensive configuration shown in Figure 10D, it would be easier and more intuitive for a human to distinguish between a Fly Straight maneuver and the two Pursuit maneuvers.

In the case of the Pursuit maneuvers the blue aircraft needs to conduct a significant left hand turn. However, this is similar behaviour that would be expected for an Offensive Flight or a Stern Conversion maneuver.

### 6.3 Tied Behaviour Recognition

In light of these potential challenges, we evaluated the ties between the different behaviours while independently looking at each of the four different initial configurations; 36 starting positions, five behaviours for each position for a total of 180 behaviour
recognition scenarios per initial configuration. Even though we were able to fully distinguish the correct behaviour in 60% (434/720) of the configurations considered, it is important to analyse the cases where multiple behaviours were tied as the most likely behaviour hypothesis. In this section we look at the recognition success and tie rate for each of the four orientation configurations shown originally in Figure 9 and attempt to explain why we might have ties between multiple behaviours.

- Offensive-Approaching: No ties in 136/180 cases (76% recognition success rate).
- Defensive: No ties in 132/180 cases (73% recognition success rate).
- Offensive-Behind: No ties in 100/180 cases (56% recognition success rate).
- Neutral: No ties in 66/180 cases (37% recognition success rate).

The initial configurations which result in the highest recognition successes are the Offensive-Approaching and the Defensive configurations. This is because for all maneuvers (except for straight line), in most cases the blue aircraft has to conduct a significant turn to get behind the red aircraft when starting in these configurations. These maneuvers contain large turning circles which should be also intuitively recognisable for human observers.

When starting in the Offensive-Behind configuration, many of the success criteria for successfully executing a maneuver have already been satisfied (with the red aircraft being in the blue aircraft’s forward sector). Hence many of the maneuvers devolve into a pursuit, making it more difficult to distinguish between the two pursuit maneuvers (Pure/Lead Pursuit) and one of the more complex maneuvers such as Offensive Flight or Stern Conversion.

As expected we are unlikely to be able to easily distinguish between the maneuvers because they don’t have to vary their trajectory much to meet their goal criteria.

In the final case, (Neutral), where the aircraft are facing away from each other, the blue aircraft needs to execute a 180° turn to change its posture from Neutral to Offensive-Behind. In all maneuver cases (except for Fly Straight) these are going to look very similar.

6.4 Analysis of Tied Behaviours

We further analysed the behaviour hypotheses for those instances in which ties did occur. Figure 11 presents the percentage of how many behaviours were tied with regards to the different initial configurations. The x-axis represents how many behaviours were tied; the y-axis represents the percent out of all ties; and the different coloured bars represent the different initial configurations. Lower values are better, indicating less ties, hence a more confident recognition. As can be seen there were no 5-behaviour ties in any of the initial configurations. Hence, the recognizer was always able to rule out at least one behaviour. When looking at Table 3 it is apparent that the behaviour that was never tied with any other was the Fly Straight behaviour.

As explained in the previous section, the initial configuration in which there was most confusion was the Neutral configuration, with 114/180 instances, i.e. 73% of cases without conclusive recognition. Figure 11 shows a breakdown of those cases in terms of how many behaviours were tied. We can see that 31.58% of the ties occurred among four behaviours, 15.79% among three behaviours and 10.53% between two behaviours. This result is in agreement with our hypothesis that in all maneuver cases, except for Fly Straight, these behaviours will look very similar.

In the Offensive Behind initial configuration, whereby 80/180 or 44% of the cases were not conclusively distinguishable, the
majority of cases, 52.5%, arose because of ties among three behaviours. In the Defensive initial configuration, whereby most cases were conclusively distinguishable, over those 48 instances (27%) which weren’t, 87.5% of the ties were among three behaviours. Finally, in the Offensive Approaching initial configuration, over those 44 instances (24%) which were not conclusively distinguishable, 59.1% of the ties occurred between two behaviours. We looked into the specific tied instances and identified which of the behaviours were more easily confused with each other.

Table 3 presents the number of times each of the behaviours were tied to each other with respect to the different initial configurations. These ties were not unique and could have occurred along with other ties in accordance with Figure 11. The Fly Straight behaviour was easy to recognize and was not tied with any other behaviours. As previously stated this is because the blue aircraft flies in a straight line independent of the trajectory of the red aircraft. Intuitively, we also expect the Pure Pursuit and Lead Pursuit behaviours to be confused with each other because they are essentially the same behaviour with the only difference being that in the former the blue aircraft follows the red aircraft directly, whereas in the latter case the blue aircraft follows the red aircraft with a 30° angular lead. We can see this to be the case in three out of the four configurations in Table 3 where these two maneuvers are easily confused.

The only case where this doesn’t happen is in the Offensive-Approaching configuration where there is confusion between the Offensive Flight behaviour and the Pure Pursuit behaviour. This stands to reason, because in order for the goal conditions for Offensive Flight behaviour to be satisfied it needs to fly a trajectory that closely resembles a Pure Pursuit. We see this confusion between these two behaviours across all the initial configurations.

Finally we also expect some confusion in identifying a Stern Conversion maneuver for the Offensive Flight and Pure Pursuit

---

**Table 3** The number of ties for each behaviour with respect to the different initial configurations, corresponding to the four quadrants of the angular situation classification.

| Near | Offensive-behind | Offensive-approaching |
|------|------------------|-----------------------|
| Fly Straight | Pure Pursuit | Lead Pursuit | Offensive Flight | Stern Conv | Fly Straight | Pure Pursuit | Lead Pursuit | Offensive Flight | Stern Conv |
| — | 0 | 0 | 0 | 0 | — | 0 | 0 | 0 | 0 |
| Pure Pursuit | 0 | — | 16 | 78 | 57 | 0 | — | 0 | 44 | 18 |
| Lead Pursuit | 0 | 16 | — | 16 | 16 | 0 | 0 | — | 0 | 0 |
| Offensive Flight | 0 | 78 | 16 | — | 60 | 0 | 44 | 0 | — | 18 |
| Stern Conv | 0 | 58 | 16 | 60 | — | 0 | 18 | 0 | 18 | — |
behaviours. This is because when the two aircraft are facing each other all of these three maneuvers require a large turn to get behind the opponent aircraft, hence they look similar. In other initial configurations where a turn is not required, then a Stern Conversion devolves into a chase, making it look like a Pure Pursuit.

In the case where the two aircraft are facing head-on in the Offensive-Approaching configuration we can see confusion between Stern Conversion and Offensive Flight because in both cases the UAV has to fly a large turn trajectory to put it behind the opponent.

One of the challenges in our benchmarks was the similarity among different types of maneuvers which would make it difficult even for human experts to distinguish. Despite this, our approach performed well and we expect it to perform even better with more diverse behaviour sets.

### 7 CONCLUSION AND FUTURE WORK

In summary we have formally defined the problem of behaviour recognition and developed a MPC, kinodynamic behaviour recognizer. We evaluated the performance of our recognizer in the challenging domain of aerial maneuvers and defined a set of benchmark aerial manoeuvre behaviours under a range of different initial configurations. We have chosen challenging, real-life maneuvers which may be partially similar in different parts of the trajectory, depending on the behaviour of the opposing aircraft as well as the internal geometrical configuration. We were able to achieve a True Positive rate of 100% and a False Negative rate of 0% while also evaluating the Single True Positive rates whereby the correct behaviour was recognized alone. This enabled us to provide more insight as to the similarities of the behaviours and the challenges of the aerial maneuver domain.

The ties between the recognition of some behaviours was expected due to a number of factors. First, was the similarity in the generated behaviour trajectories. For example, the difference between a Pure Pursuit and a Lead Pursuit behaviour is subtle, with only the lead angle being the only distinguishing feature. Second, more complex behaviours are composed of simpler behaviours. The Stern Conversion behaviour relies on the Pure Pursuit behaviour. This behavioural composability means that depending on the situation, a more complex behaviour begins to look like a simpler behaviour making them more difficult to distinguish and hence resulting in ties. Finally, the trajectories of the behaviours are not absolute. Rather they are highly context dependant with the resulting aircraft trajectories being influenced by the behaviour of the opposing aircraft and the initial geometrical configuration. Being able to distinguish these types of aircraft maneuvers is difficult even for experienced pilots and air traffic controllers. This highlights either that the planner's selected present behaviours which are fundamentally hard to discriminate or that the discrimination method is not sensitive to the differences. This is a very challenging domain that requires further study from the intention recognition research community.

In future we would like to incorporate additional features to the recognition process such as opponent intent, to further help distinguish between the different maneuvers and attempt to recognize sophisticated multi-aircraft maneuvers (such as formation flying). This can be achieved through the inclusion of a situation awareness model as was previously done for human decision making in complex tactical military scenarios (Vered et al., 2020). Also, and related, for any practical domain, it is be quite important to properly establish what the a priori probabilities of the behaviours are, for instance, depending on the tactical situation in the case of the air combat domain. We hypothesize that establishing these probabilities will significantly improve the performance of our approach.

Additionally, while we acknowledge that false positive rates are unavoidable and an inherent characteristic of any benchmark of scientific interest. More work needs to be done to provide assistance to human decision-makers to handle these when they happen. Perhaps recognition needs to be made aware of what the possible observer actions are, and to consider their potential outcomes to present a more nuanced classification of the sequence of observations.

Another possible angle to consider would be to extend the formulation of goal, plan and behaviour recognition to consider sets of goals, plans and behaviours rather than single goals, plans and behaviours. This hierarchical organisation of hypotheses would follow from, for instance, not considering classification errors between goals that belong to the same category as all that important. This is directly linked to the inclusion of multi-aircraft manoeuvres, which opens up the possibility of exploring team behaviour recognition, an area of significant importance in many domains but expressively in the aerial maneuver domain. We would also like to compare our results against expert human recognition to facilitate human-agent teaming.
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