Optimal Margin Distribution Learning in Dynamic Environments
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Abstract
Recently a promising research direction of statistical learning has been advocated, i.e., the optimal margin distribution learning with the central idea that instead of the minimal margin, the margin distribution is more crucial to the generalization performance. Although the superiority of this new learning paradigm has been verified under batch learning settings, it remains open for online learning settings, in particular, the dynamic environments in which the underlying decision function varies over time. In this paper, we propose the dynamic optimal margin distribution machine and theoretically analyze its regret. Although the obtained bound has the same order with the best known one, our method can significantly relax the restrictive assumption that the function variation should be given ahead of time, resulting in better applicability in practical scenarios. We also derive an excess risk bound for the special case when the underlying decision function only evolves several discrete changes rather than varying continuously. Extensive experiments on both synthetic and real data sets demonstrate the superiority of our method.

Introduction
Support vector machines (SVMs) and Boosting have always been two mainstream learning approaches during the past decades. The former (Cortes and Vapnik 1995) roots in the statistical learning theory (Vapnik 1995) which aims to search a large margin separator, while the latter also enjoys a long history of being explained by margin theory (Freund and Schapire 1995; Schapire et al. 1998), due to it is resistant to over-fitting empirically (Reyzin and Schapire 2006; Wang et al. 2011; Zhou 2012).

Recently the margin theory for Boosting has finally been defended (Gao and Zhou 2013), and disclosed that instead of optimizing a single margin, margin distribution is more crucial to the generalization performance. Similar conclusions have also been obtained for SVM-style learning approaches. Specifically, Zhang and Zhou (2014; 2017; 2019) proposed the optimal margin distribution machines (ODMs) for binary and multi-class classification problems respectively, and achieved superior generalization performance to the traditional large margin based methods. After that, the optimal margin distribution learning has turned into a promising research direction and attracted a lot of attentions, just to name a few, Zhou and Zhou (2016) exploit it to handle unequal misclassification cost; Cheng, Zhang, and Wen (2016) use it for imbalanced data; Ou et al. (2017) applies it to feature elimination; Zhang and Zhou (2018a; 2018b) extends it to clustering and semi-supervised learning settings.

Although this new learning paradigm has achieved many successes under batch learning settings, it remains open for online learning settings (Rosenblatt 1958; Freund and Schapire 1999; Li and Long 1999; Kivinen, Smola, and Williamson 2001; Zhao, Hoi, and Jin 2011), in particular, the changing environments in which the underlying decision function varies over time (Hazan and Seshadhri 2009; Besbes, Gur, and Zeevi 2015). In this paper, we propose the dynamic optimal margin distribution machine, whose basic idea is to simultaneously maintain a set of candidate learners, dynamically adjust their weights according to the performances, and finally perform a majority vote by combining their outputs. We also theoretically analyze its dynamic regret and derives an $\tilde{O}(\sqrt{TV_T})$ bound, where $V_T$ is the function variation which can capture the change intensity of the underlying decision function. Although this bound has the same order with the best known one (Besbes, Gur, and Zeevi 2015), our method can significantly relax the restrictive assumption that the complexity measure $V_T$ should be given ahead of time, leading to better applicability in practical scenarios. For the special case when the underlying decision function only evolves several discrete changes rather than varying continuously, i.e., they stay the same most of time, we also derive an excess risk bound for the proposed method. Extensive experiments on both synthetic and real data sets demonstrate the superiority of our method.

The rest of the paper is organized as follows. We first briefly introduce some preliminaries, and then detail the proposed method. After that we discuss some theoretical analyses, followed by empirical studies. Finally we conclude the paper with future work.
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Preliminaries

For convenience, we first introduce some notation conventions. Throughout the paper, we denote scalars with lower case letters (e.g., $y$), and vectors with bold face letters (e.g., $x$). Sets are designated by upper case letters with mathcal font (e.g., $W$). Let $X \subseteq \mathbb{R}^n$ and $Y = \{1, -1\}$ denote the input and output spaces respectively. For any $m \geq 1$, the set of integers $\{1, \ldots, m\}$ is denoted by $[m]$. Given an argument $\pi$, we use the $1_{[\pi]}$ to denote the indicator function which outputs 1 if $\pi$ holds and 0 otherwise. The hinge loss function is denoted by $[a]_+ = \max\{0, a\}$.

Margin Distribution

It is well-known that SVMs employ the large margin principle to select the decision boundary. As a result, the final classification hyperplane only consists of a small amount of instances and the rest are totally ignored (Schölkopf and Smola 2001), which may be misleading in some situations. See Figure 1 for an illustration (Zhou 2014).

![Figure 1: Dotted ellipses are two underlying distributions from which circles and squares are instances sampled. Solid circle and square are mean instances (not necessarily real instances in the training data). $h_{\text{min}}$ and $h_{\text{dist}}$ are classification hyperplanes obtained by optimizing the minimum margin and margin distribution respectively.](image)

Instead of maximizing the minimal margin, one more robust strategy is to optimize the margin distribution, which can exploit the whole data and prevent from being cheated by noisy instances. To characterize the margin distribution, the most straightforward way is to employ the first- and second-order statistics. Moreover, as suggested in (Gao and Zhou 2013), maximizing the margin mean and minimizing the margin variance simultaneously can yield a tighter generalization bound, so we achieve the following formulation:

$$\min_{w, \gamma, \xi, \epsilon} \frac{1}{2} \|w\|^2 - \eta \gamma + \frac{\lambda}{m} \sum_{i \in [m]} (\xi_i^2 + \epsilon_i^2)$$

s.t. $\gamma(x_i, y_i) \geq \gamma - \xi_i$, $\gamma(x_i, y_i) \leq \gamma + \epsilon_i$, $\forall i \in [m],$

where $\gamma(x_i, y_i) = y_i w^\top x_i$ is the margin of labeled instance $(x_i, y_i)$, $\gamma$ is the margin mean, $\eta$ and $\lambda$ are constants trading-off the margin mean and margin variance respectively.

Since scaling $w$ does not affect the final classification results, Eqn. (1) can be simplified by fixing the margin mean as 1. Besides, introducing different weights for the two different kinds of deviations, i.e., $\xi_i$ and $\epsilon_i$, can make the model more flexible so as to characterize the margin distributions more adaptively. Finally, to achieve a sparse solution, we tolerate the deviation smaller than the given threshold $\theta$ as the insensitive loss used in support vector regression. Putting the above all together, we come up with the final formulation of the optimal margin distribution machine (ODM):

$$\min_{w, \xi, \epsilon} F(w) = \frac{1}{2} \|w\|^2 + \frac{\lambda}{m} \sum_{i \in [m]} (\xi_i^2 + \mu \epsilon_i^2)$$

s.t. $y_i w^\top x_i \geq 1 - \theta - \xi_i$, $y_i w^\top x_i \leq 1 + \theta + \epsilon_i$, $\forall i \in [m],$

where $\mu$ is the parameter for trading-off the two deviations, and $(1 - \theta)^2$ in the denominator is to scale the second term as a surrogate loss for 0-1 loss.

Dynamic Environments

The ODM was originally proposed for batch learning setting, under which we assume that there is an unknown (underlying) distribution $D$ over $X \times Y$. Given the labeled training set $S$ drawn identically and independently (i.i.d.) according to $D$ and the hypothesis set $H = \{h : X \mapsto Y\}$, the goal is to learn a classifier $h \in H$ such that the generalization error $\mathbb{E}_{(x, y) \sim D}[1_{h(x) \neq y}]$ is small.

However, in some practical applications, the assumption of batch learning is too limited to be met. Considering the spam filtering system, emails arrive into the system and need to be classified as spam/valid repeatedly. In addition, no i.i.d. sampling can be assumed since the data can be even adversarially generated. As opposed to batch learning, the common tool for handling this kind of sequential data is online learning (Shalev-Shwartz 2012), which can be formulated as a repeated game between a learner and an adversary (Cesa-Bianchi and Lugosi 2006). At the $t$-th round, the learner selects a decision function parameterized by $w_t$ from some convex set $W \subseteq \mathbb{R}^n$ and the adversary chooses a convex function $f_t : W \mapsto \mathbb{R}$. Then the function is revealed to the learner who suffers a loss $f_t(w_t)$. Since no distributional assumption is made, there is no notion of generalization. Instead the performance of an algorithm is measured by competing with the optimal fixed decision function in hindsight, i.e., the regret (Zinkevich 2003), defined as the difference between their cumulative loss:

$$\text{Regret}_T = \sum_{t \in [T]} f_t(w_t) - \min_{w \in W} \sum_{t \in [T]} f_t(w).$$

During the past decades, various online algorithms have been proposed to yield sublinear regret under different scenarios (Shalev-Shwartz, Singer, and Srebro 2007; Hazan, Agarwal, and Kale 2007). The latest summary of this line of research can be found in (Hazan 2016).
Although equipped with rich theories, the notion of regret defined in Eqn. (2) is not always the right objective to minimize, especially in dynamic environments where the underlying decision function can vary over time (Zhao, Cai, and Zhou 2019; Zhao et al. 2019b) and there is no single fixed decision function doing well overall. To overcome this limitation, it is natural to consider a more stringent measure, i.e., dynamic regret (Hall and Willett 2013; Besbes, Gur, and Zeevi 2015; Mokhtari et al. 2016; Yang et al. 2016; Zhang et al. 2017; Zhao et al. 2019a), defined as the difference between the cumulative loss of the learner and that of a sequence of local minimizers:

\[
\text{D-Regret}_T = \sum_{t \in [T]} f_t(w_t) - \sum_{t \in [T]} \min_{w \in W} f_t(w).
\]

Note that the dynamic regret competes with the optimal \(w^*_t\) at each round, which allows the comparator changing over time. This key characteristic makes it more favored in dynamic environments. Moreover, the original regret defined in Eqn. (2) is also called static regret since only one static comparator is used.

It is proved that a sublinear dynamic regret can not be achievable unless some complexity measures are imposed (Besbes, Gur, and Zeevi 2015), among which a commonly used one is the function variation characterized by:

\[
V_T = \sum_{t \in [T]} \sup_{w \in W} |f_{t+1}(w) - f_t(w)|,
\]

which accumulates the maximum variation between two consecutive functions \(f_{t+1}\) and \(f_t\) for any feasible \(w \in W\). The brief summaries of other complexity measures, e.g., (squared) path-length can be found in (Zhang et al. 2017). Since these complexity measures are largely compatible and yield qualitatively comparable results, we only consider the function variation in this paper.

### The Proposed Method

In this section, we detail the proposed method whose basic idea is to simultaneously maintain a set of candidate learners to cope with the dynamic environments. The weights of them are repeatedly adjusted according to the performances, followed by a majority vote by combining their outputs.

### Candidate Learner

Follow the Regularized Leader (FTRL) is one of the most general online learning framework which can induce low-regret algorithms. At the \(t\)-th round, its update is formed as:

\[
w_{t+1} = \arg\min_{w \in W} \left\{ \sum_{i \in [t]} f_i(w) + R(w) \right\},
\]

where the first summation term aims to select \(w\) which has minimal loss on all past rounds as the Follow the Leader (FTL) framework, and \(R(w)\) is the regularization term to stabilize the FTL solutions and obtain better regret bound.

One can solve the Eqn. (4) with standard convex optimization methods. However, it turns out that it is without loss of generality to assume \(f_i(w)\) is a linear function because by its convexity the regret can be bounded as

\[
\text{Regret}_T = \max_{w \in W} \sum_{t \in [T]} (f_t(w_t) - f_t(w)) \\
\leq \max_{w \in W} \sum_{t \in [T]} \nabla f_t(w_t)^\top (w_t - w).
\]

Therefore, we can imagine that the loss function is actually a linear function \(\nabla f_i(w_t)^\top w\), and a regret bound for this linear problem is clearly also a regret bound for the original problem. With this reduction and by picking the Euclidean regularization \(R(w) = \|w\|^2 / (2\eta)\), FTRL turns into

\[
w_{t+1} = \arg\min_{w \in W} \left\{ \sum_{i \in [t]} \nabla f_i(w_i)^\top w + \frac{1}{2\eta} \|w\|^2 \right\} \\
= \arg\min_{w \in W} \left\| w + \eta \sum_{i \in [t]} \nabla f_i(w_i) \right\|^2.
\]

which means \(w_{t+1}\) is the projection of \(-\eta \sum_{i \in [t]} \nabla f_i(w_i)\) onto the convex set \(W\).

Note that ODM can be equivalently rewritten into the following unconstrained form:

\[
\min_w F(w) = \frac{1}{2} \|w\|^2 + \frac{\lambda}{m} \sum_{i \in [m]} \ell(w; x_i),
\]

where \(\ell(w; x_i)\) is the ODM loss function defined as

\[
\ell(w; x_i) = \frac{[1 - \theta - y_i w^\top x_i]^2 + \mu |y_i w^\top x_i - 1 - \theta |^2}{(1 - \theta)^2}.
\]

By setting \(f_i(w) = \|w\|^2 / 2 + \lambda \ell(w; x_i)\) and noting that \(W = \mathbb{R}^n\), we can obtain

\[
w_{t+1} = -\eta \sum_{i \in [t-1]} \nabla f_i(w_t) - \eta \nabla f_i(w_t) \\
= w_t - \eta(w_t + \lambda \nabla \ell(w_t; x_t)).
\]

Actually this update can also be derived by applying the online gradient descent framework (Zinkevich 2003) to ODM, therefore we call it online ODM, and adopt it as the candidate learner to make use of the power of optimal margin distribution learning.

### Dynamic ODM

Evidently each candidate learner should possess something special so as to distinguish from others. Otherwise it is completely unnecessary to maintain them because they will have the same behavior. On the other hand, each update of FTRL depends on all the past instances, which may be not very suitable for dynamic environments. When the underlying decision function changes, these old data can not provide useful information any more, or even only has negative effects when facing an adversary environment.
Based on these observations, we personalize each candidate learner by leveraging the restarting mechanism (Besbes, Gur, and Zeevi 2015). Specifically, we divide the time horizon into several epochs and different candidate learners use a personalized epoch size. In each epoch, the update is based on the instances seen in this epoch only. In other words, the candidate learners will empty their “memory” when an epoch is over, and start another epoch with a random initialization.

Now the key issue turns to the design of epoch sizes. Intuitively speaking, the diversity of the candidate learners is of importance, because they should be able to recover the underlying decision function with high accuracy no matter when and how it changes. To this end, we introduce the following set $\mathcal{P}$ which consists of $N$ epoch sizes forming a geometrical sequence with a common ratio of 2:

$$\mathcal{P} = \{\Delta_i = 2^{i-1}\sqrt{1/(2C)} \mid i \in [N]\},$$

where $\Delta_i$ is the epoch size used by the $i$-th candidate learner, and $C$ is a constant satisfying $|f_i(w)| \leq C$ for any $w$ and any $t \in [T]$. The number of candidate learners $\mathcal{N}$ is set as $\lceil\log(2CT/V_T)/2\rceil + 1$ where $V_T$ is the function variation defined in Eqn. (3). The reason for setting $\mathcal{N}$ in this manner will be discussed in the theoretical analysis part.

For the $i$-th candidate learner, it divides the time horizon $T$ into $[T/\Delta_i]$ epochs with equal size $\Delta_i$. In each epoch, it carries out the online ODM update for $\Delta_i$ times in total. Algorithm 1 summarizes the pseudo-code of the update for the $i$-th restarted online ODM.

**Algorithm 1 Update for the i-th restarted online ODM**

**Require:** Time horizon $T$, epoch size $\Delta_i$.

1: $j \leftarrow 1$

2: while $j \leq \lceil T/\Delta_i \rceil$ do

3: $\tau \leftarrow (j-1)\Delta_i$

4: Randomly initialize $w_\tau$

5: for $t = \tau, \ldots, \tau + \Delta_i - 1$ do

6: $w_{\tau+1} \leftarrow (1-\eta)w_\tau + \eta\nabla f_i(w_\tau; x_t)$

7: end for

8: $j \leftarrow j + 1$

9: end while

The weight for the $i$-th candidate learner at the $t$-th round is denoted by $\beta^i_t$ and initialized as $1/N$. In other words, the algorithm begins with uniform weights over the $N$ candidate learners. At the $t$-th round, the weight is adjusted according to the exponentially weighted average strategy (Cesa-Bianchi and Lugosi 2006):

$$\beta^i_{t+1} = \frac{\beta^i_t \exp(-\epsilon f_i(w^i_t))}{\sum_{i\in[N]} \beta^i_t \exp(-\epsilon f_i(w^i_t))},$$

where $\epsilon > 0$ is the learning rate to be specified later. Obviously, the larger the loss, the smaller the weight. The obtained classifier at the $t$-th round is a weighted combination of the outputs returned by all the candidates, i.e., $w_t = \sum_{i\in[N]} \beta^i_t w^i_t$. Algorithm 2 summarizes the pseudo-code of the whole algorithm.

**Algorithm 2 Dynamic ODM**

**Require:** Time horizon $T$, learning rate $\epsilon$, set $\mathcal{P}$.

1: $\beta^i_1 \leftarrow 1/N$ for any $i \in [N]$;

2: for $t = 1, \ldots, T$ do

3: Receive $w^i_t$ from the $i$-th candidate for any $i \in [N]$;

4: Output the classifier $w_t \leftarrow \sum_{i\in[N]} \beta^i_t w^i_t$;

5: Update the weight

$$\beta^i_{t+1} = \frac{\beta^i_t \exp(-\epsilon f_i(w^i_t))}{\sum_{i\in[N]} \beta^i_t \exp(-\epsilon f_i(w^i_t))};$$

6: end for

**Theoretical Analysis**

In this section we analyze the dynamic regret and excess risk of the proposed method, respectively.

**Dynamic Regret**

The following lemma suggests that if the function variation $V_T$ is available, by setting the epoch size $\Delta^* = \sqrt{T/V_T}$, we can obtain an $\tilde{O}(\sqrt{TV_T})$ dynamic regret bound.

**Lemma 1.** Suppose $f_i(w)$ is $\alpha$-strongly convex. Let $\Delta$ denote the epoch size. The dynamic regret of the restarted online ODM is upper bounded by

$$\sum_{t\in[T]} f_t(w_t) - \sum_{t\in[T]} f_t(w^*_t) \leq \frac{G^2T}{2\alpha \Delta} (\log \Delta + 1) + 2\Delta V_T,$$

where $G$ is the upper bound on the norm of the gradient of $f_t(w)$, i.e., $\|\nabla f_t(w)\| \leq G$ for any $w$.

**Proof.** Let $K$ denote the total number of epochs, i.e., $K = T/\Delta$, and $\mathcal{E}_k$ denote the $k$-th epoch for any $k \in [K]$. Then, the dynamic regret can be decomposed as

$$\sum_{k\in[K]} \left( \sum_{t\in\mathcal{E}_k} f_t(w_t) - \sum_{t\in\mathcal{E}_k} f_t(w^*_t) \right) = \sum_{k\in[K]} (A_k + B_k),$$

where

$$A_k = \sum_{t\in\mathcal{E}_k} f_t(w_t) - \min_w \sum_{t\in\mathcal{E}_k} f_t(w),$$

$$B_k = \min_w \sum_{t\in\mathcal{E}_k} f_t(w) - f_t(w^*_t).$$

Note that $A_k$ is the static regret of epoch $\mathcal{E}_k$, which can be upper bounded by $G^2(\log \Delta + 1)/2\alpha$ (Hazan, Agarwal, and Kale 2007), so it suffices to bound $B_k$.

Let $\tilde{w}_k$ denote the optimal solution of the epoch $\mathcal{E}_k$, and $t_1$ be the index of the first item in the epoch $\mathcal{E}_k$. Then

$$B_k = \sum_{t\in\mathcal{E}_k} f_t(\tilde{w}_k) - f_t(w^*_t) \leq \sum_{t\in\mathcal{E}_k} f_t(w^*_t) - f_t(w^*_t).$$

The remaining is to show that for any $t \in \mathcal{E}_k$, we have

$$f_t(w^*_t) - f_t(w^*_t) \leq 2V_k.$$
where $V_k$ is the function variation in the epoch $E_k$, i.e., $V_k = \sum_{t \in E_k} \sup_{w} |f_{t+1}(w) - f_t(w)|$. The result holds by noticing

$$f_t(w^*_t) \leq f_t(w^*_t) + V_k, \quad f_t(w^*_t) \leq f_t(w^*_t) + V_k,$$

together with $f_t(w^*_t) \leq f_t(w^*_t)$. Hence, $B_k$ can be upper bounded by $2\Delta \sum_{t \in [K]} V_k = 2AV_T$, and the proof is completed by combining the upper bounds of $A_k$ and $B_k$. \hfill $\square$

Next we prove that if the set $P$ contains some epoch size $\Delta_j$ satisfying $\Delta^*/2 \leq \Delta_j \leq \Delta^*$, then the dynamic regret of our proposed method can be upper bounded by $O(\sqrt{TV_T})$. The proof needs the following lemma (Cesa-Bianchi and Lugosi 2006, Theorem 2.2).

**Lemma 2.** For any learning rate $\epsilon > 0$, we have

$$\sum_{t \in [T]} f_t(w_t) - \min_{i \in [N]} \sum_{t \in [T]} f_t(w^*_i) \leq \frac{\epsilon CT}{8} + C \log N \epsilon.$$

Now we can present the main theorem of this paper.

**Theorem 1.** Suppose $\Delta_j$ satisfies $\Delta^*/2 \leq \Delta_j \leq \Delta^*$. The dynamic regret of dynamic ODM is upper bounded by

$$\sum_{t \in [T]} f_t(w_t) - \sum_{t \in [T]} f_t(w^*_t) = O(\sqrt{TV_T}).$$

**Proof.** By setting $\epsilon = \sqrt{(8 \log N)/T}$ in Lemma 2, we have

$$\sum_{t \in [T]} f_t(w_t) - \sum_{t \in [T]} f_t(w^*_t) \leq \frac{\epsilon CT}{8} + C \sqrt{TV_T} \log N \epsilon.$$

According to Lemma 1, we have

$$\sum_{t \in [T]} (f_t(w^*_t) - f_t(w_t)) \leq \frac{G^2 T}{2\alpha \Delta_j} (\log \Delta_j + 1) + 2\Delta_j T/K.$$

Combine the above two inequalities with $\Delta^*/2 \leq \Delta_j \leq \Delta^*$, and we can obtain

$$\sum_{t \in [T]} f_t(w_t) \leq \sum_{t \in [T]} f_t(w^*_t) + \frac{G^2 T}{2\alpha \Delta_j} (\log \Delta_j + 1) + 2\Delta_j T/K.$$

Finally, we need verify the existence of $\Delta_j$. Note that $N$ is set as $[\log(2CT/V_T)]/2 + 1$, thus we have

$$\Delta = 2^{N-1} \sqrt{1/(2C)} \geq 2^{[\log(2CT/V_T)/2]} \sqrt{1/(2C)} = \Delta^*$$

which means that there exists an index $j \in [N]$ such that $\Delta_j \leq \Delta^* \leq \Delta_{j+1} = 2\Delta_j$, and thus $\Delta^*/2 \leq \Delta_j \leq \Delta^*$. This is why we simultaneously maintain multiple candidate learners and use the geometrical sequence with common ratio 2 as their epoch sizes.

It is worth noting that Besbes, Gur, and Zeevi (2015) have achieved the same result as Theorem 1, however, their algorithm requires knowing $V_T$ ahead of time which is practically unavailable. By contrast, our method does not need the unknown function variation in advance, thus it can enjoy better applicability in practical scenarios. Besides, according to the minimax lower bound in (Besbes, Gur, and Zeevi 2015, Theorem 4), the result in Theorem 1 is also optimal up to logarithmic factors essentially.

**Excess Risk**

Although the function variation places some restrictions on the possible evolution of the underlying decision function, it still allows many different cases. In previous sections, we focus on the continuous variation case. Now we switch to a more specific situation when the underlying decision function stay the same most of time. Actually, this locally stationary environment appears quite naturally in practice. For example, think about the product of product recommendation. It is often the case that the data from each month will stay stationary, and the changes only happen in the timing of month alternations. In such cases, comparing to a best fixed decision for each month is pretty reasonable.

Suppose $\sum_{t \in [T-1]} \|w_t - w_{t+1}\| \leq K - 1$ for some constant $K$, i.e., there are $K - 1$ discrete changes in total. Divide the time horizon $T$ into $K$ epochs with equal size $\Delta = T/K$, and assume the $k$-th epoch is associated with a stationary distribution $\mathcal{D}_k$ for any $k \in [K]$. The following theorem demonstrates an excess risk bound for this situation.

**Theorem 2.** Let $w_k$ and $w^*_k$ be the output and optimal classifiers of the $k$-th epoch, respectively. Define the risk by the sum of the ODM risk (regularized loss) of each epoch, i.e.,

$$R(w_1, \ldots, w_K) = \sum_{k \in [K]} E_x[f(w_k; x)],$$

where $f(w; x) = \|w\|^2/2 + \lambda(x; w)$. Then the following excess risk bound

$$R(w_1, \ldots, w_K) \leq R(w^*_1, \ldots, w^*_K) + \frac{G^2 K^2}{\alpha T} \log(T/K)$$

holds in expectation, where $w_1, \ldots, w_K$ are returned by the algorithm and $w^*_1, \ldots, w^*_K$ are the optimal solution in each epoch under the batch learning setting.

**Proof.** Since the online ODM is performed in each epoch with a suitable step size, we have

$$\sum_{t \in E_k} f(w_t; x_t) - \sum_{t \in E_k} f(w^*_t; x_t) \leq \frac{G^2}{\alpha} \log \Delta. \quad (5)$$
By taking the expectation on the both sides, we obtain
\[
\sum_{t \in \mathcal{E}_k} E_{x_t}[f(w_t; x_t)] - \sum_{t \in \mathcal{E}_k} E_{x_t}[f(w'_t; x_t)] \leq \frac{G^2}{\alpha} \log \Delta.
\]
Note that \(E_{x_t}[f(w; x_t)] = E_{x_t}[f(w; x)]\), thus
\[
E_{\bar{x}} \left[ \sum_{t \in \mathcal{E}_k} f(w_t; x) \right] \leq \Delta E_{\bar{x}}[f(w^*; x)] + \frac{G^2}{\alpha} \log \Delta.
\]
According to the Jensen’s inequality, we have \(f(w_k; x) \leq \sum_{t \in \mathcal{E}_k} f(w_t; x)/\Delta\). Therefore,
\[
E_{\bar{x}}[f(w_k; x)] \leq E_{\bar{x}}[f(w^*; x)] + \frac{G^2 \log \Delta}{\Delta}.
\]
Summing over all the \(K\) epochs concludes the proof. \(\square\)

**Empirical Studies**

In this section, we empirically evaluate the effectiveness of the proposed method. Specifically, we first present the data sets, and then introduce the experimental settings, followed by the compared baselines, and finally report the results.

**Data sets**

We adopt 12 synthetic data sets collected in dynamic environments, including sea, hyperplane, 1CDT, 2CDT, 1CHT, 2CHT, 1CSurr, US-2C-2D, US-2C-3D, US-2C-5D, MG-2C-2D, and GEARS-2C-2D. Basic information is included in Table 1, and one may refer to (de Souza et al. 2015) for more details. Besides, to validate the efficacy of our proposed method in real applications, we further examine performance on 8 real data sets, including chess, usenet-1, usenet-2, Luxembourg, spam, weather, powersupply, and electricity. Note that the data set size ranges from 533 to more than 200,000, and the dimension ranges from 2 to 500, hence these data sets cover a broad range of properties.

**Settings**

Note that the standard cross-validation in the batch learning settings is not suitable here, due to inherent temporal relationships of the streaming data. Therefore, following the setup of previous works (Gama et al. 2014; Zhao et al. 2019b), for the data set with \(T\) instances, we select 10 different subsets with consecutive instances starting from \(T/50, T/25, \ldots, T/5\). All these subsets are with the same length \(4T/5\). The experiments are conducted on these 10 subsets with various initializations, and the average and standard deviation of accuracy are reported as the final result.

**Contenders**

We compare the proposed dynamic ODM (D-ODM) with 5 contenders on both synthetic and real data sets, including (1) SVM-win: sliding window approach, the classifier is constantly updated by the nearest data samples in the window. Base classifiers are SVM (de Souza et al. 2015); (2) SVM-fix, batch implementation of SVM with a fixed window size (Syed, Liu, and Sung 1999); (3) SVM-ada, batch implementation of SVM with an adaptive window size (Klinkenberg 2004); (4) DWM, dynamic weighted majority algorithm, an adaptive ensemble based on the traditional weighted majority algorithm Winnow (Kolter and Maloof 2003; 2007); (5) AdaBoost.OL (Beygelzimer, Kale, and Luo 2015), an online adaptive boosting approach with nice theoretical guarantees.

**Results**

Table 2 summarizes detailed results obtained on twenty data sets. As can be seen, the overall performance of our method is superior or highly competitive to the other compared methods. Specifically, D-ODM performs significantly better than SVM-win / SVM-fix / SVM-ada / DWM / AdaBoost.OL on 18 / 19 / 20 / 14 / 19 over 20 data sets, and achieves the best accuracy on 17 data sets. In addition, comparing with other methods that do not consider margin distribution, D-ODM is always better or comparable, almost never worse than them, as shown in the win / tie / loss counts.

**Conclusions**

The maturing of margin theory, which disclosed the importance of margin distribution for generalization performance, gives rise to a promising research direction, i.e., the optimal margin distribution learning. Although the superiority of this new learning paradigm has been verified under batch learning settings, it remains open for online learning settings. Aware of this problem, we propose the dynamic optimal margin distribution machine and theoretically
analyze its dynamic regret. We also derive an excess risk bound of the proposed method. In the future, we will further consider the adaptive regret (Hazan and Seshadhri 2009; Daniely, Gonen, and Shalev-Shwartz 2015) for the optimal margin distribution learning methods.
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