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Abstract

In this paper, we consider a discrete-time Stackelberg mean field game with a finite number of leaders, a finite number of major followers and an infinite number of minor followers. The leaders and the followers each observe types privately that evolve as conditionally independent controlled Markov processes. The leaders are of “Stackelberg” kind which means they commit to a dynamic policy. We consider two types of followers: major and minor, each with a private type. All the followers best respond to the policies of the Stackelberg leaders and each other. Knowing that the followers would play a mean field game (with major players) based on their policy, each (Stackelberg) leader chooses a policy that maximizes her reward. We refer to the resulting outcome as a Stackelberg mean field equilibrium with multiple leaders (SMFE-ML). In this paper, we provide a master equation of this game that allows one to compute all SMFE-ML. We further extend this notion to the case when there are infinite number of leaders.

I. Introduction

There are many scenarios in the real world where firms compete with each other (and many times with a government alternative such as United States Postal Service (USPS)) while engaging with the market such as Lyft and Uber for ride sharing markets, or Amazon, Walmart and eBay online market platforms and so on. Thus it is an important question to investigate as to how to find the best strategies for such firms (or the government) while engaging with the market and while competing with each other.

With increasing amount of integration of technology in our society and with recent advancements in computation and algorithmic technologies, there is an unprecedented scale of interaction among people and devices. As an example, smartphones have penetrated our society in the last decade and more than 82% of the world is connected through the internet. Such deep inter-connectedness of the society demands a need to design and understand the behavior of the resulting large scale interactions and a need to design policies by the government and private players to better govern and optimally respond. In this paper, we present a new methodology to analyze such interactions through Stackelberg mean-field dynamic games.

The theory of dynamic games is a powerful tool to model such sequential strategic interaction among selfish players, introduced by [1]. Discrete-time dynamic games with Markovian structure have been studied extensively to model many practical applications in both engineering and economics, such as as dynamic auctions [2], [3],
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security [4], markets [5], [6], traffic routing [7], [8], wireless systems [9], social learning [10], [11], oligopolies—i.e. competition among firms (e.g. [12], [13]), and more.

In dynamic games with perfect and symmetric information, subgame perfect equilibrium (SPE) is an appropriate equilibrium concept. Markov Perfect Equilibria (MPE), introduced in [14], is a refinement of SPE that is also used, where players’ strategies depend on a coarser Markovian state of the systems, instead of the whole history of the game which grows exponentially with time and thus becomes unwieldy. An analogous notion to SPE for incomplete information games is perfect Bayesian equilibrium (PBE). However, when the number of players is large, computing MPE/PBE becomes intractable. To model the behavior of large population strategic interactions, mean-field games were introduced independently by [15], and [16]. In such games, there are large number of homogeneous strategic players, where each player has infinitesimal effect on system dynamics and is affected by other players through a mean-field population state. There have been a number of applications such as economic growth, security in networks, oil production, volatility formation, population dynamics (see [17]–[23] and references therein).

An engineering side of game theory is the theory of Mechanism design that deals with the design of games such that when acted upon by the strategic players, the equilibrium(s) of the game coincide with the outcome desired by the designer. It could be social welfare say desired by the government or profit maximization desired by private entities. Stackelberg equilibrium (SE) is a notion of equilibrium related to mechanism design. A Bayesian Stackelberg game is played between two players: a leader and a follower. The follower has a private type that only she observes, however, the leader knows the prior distribution on that state. The leader commits to a strategy that is observable to the follower. The follower then plays a best response to leader’s strategy to maximize its utility. Knowing that the follower will play a best response, the leader commits to and plays a strategy that maximizes his utility. Such pair of strategies of the leader and the follower is called a Stackelberg equilibrium. It is known that such strategies can provide higher utility to the leader than that obtained in a Nash equilibrium of the game.

In this paper, we consider discrete-time Stackelberg mean field games where there are finitely many leaders (who have commitment power), finite major followers (who play Nash equilibrium i.e. do not commit) and infinitely many minor followers (who also play Nash equilibrium). All the leaders and followers sequentially make strategic decisions, simultaneously in each period \( t \) and are affected by other players through a mean-field population state of the minor followers’ actions, major followers actions and the leaders’ actions. Each follower (both major and minor) and all the leaders individually have a private type that evolves through a controlled Markov process that only she observes and leaders and all the followers observe the current population state which is the distribution of all the minor followers’ types. The leaders commit to a dynamic policy and all the followers, both major and minor, best respond to it while being in equilibrium with each other such that for each time \( t \) and given the leaders’ policies, a follower’s policy (symmetric across all minor followers, non necessarily symmetric for the major followers) maximizes her reward to go so that she doesn’t gain by unilaterally deviating while all the other followers play the equilibrium policy. Similarly each leader \( i \) plays a strategy such that when all the followers’ best respond to all the leaders’ strategy and are in equilibrium with each other, and the other leaders best respond to leader \( i \)’s strategy then the leader’s \( i \)’s strategy maximizes her reward to go. Note that leaders are in Nash equilibrium with each other and together they play Stackelberg equilibrium to the followers (as in [24]). We note that any of the leaders can
be social welfare maximizing and her instantaneous reward is then the sum of expected reward of the followers, where expectation over the infinite minor followers is defined through the mean field state.

In such games, a Stackelberg Mean Field Equilibrium (SMFE) is defined through a coupled fixed-point equation as follows: the mean-field state evolves through a Fokker-Planck forward equation given an SMFE policy profile of the leader and the followers. The followers’ (symmetric) policy is a best response to the leader’s equilibrium policy, given the mean-field state evolution process. Finally, the leader’s policy is optimum given that followers play the best response. As a result, in order to compute an SMFE, one needs to solve a coupled fixed-point equation in the space of mean-field states and the equilibrium policies of the leader and the followers. In principle, one can solve this fixed-point equation across time for the whole game; however, the resulting complexity will increase double exponentially with time. In this paper, we present an algorithm which can equivalently solve for smaller fixed-point equations for each time $t$. This algorithm is equivalent to the master equation of continuous-time mean field games [25] that allows one to compute all mean field equilibria (MFE) of the game sequentially.

Our algorithm is motivated by the developments in the theory of dynamic games with asymmetric information in [26]–[32], where authors in these works have considered different models of such games and provided a sequential decomposition framework to compute Markovian perfect Bayesian equilibria and Markov perfect Stackelberg equilibria of such games. A special case with a single leader was studied in [32].

The paper is structured as follows. In Section II, we present the model, our notation and background. In Section III, we present the notion of a Stackelberg Mean Field Equilibrium (SMFE) and the common information approach. In Section IV, we present our main results, where we present an algorithm to compute a SMFE for the finite horizon game. We conclude in Section VIII. All proofs are presented in Appendix.

A. Notation

We use uppercase letters for random variables and lowercase for their realizations. For any variable, subscripts represent time indices and superscripts represent player identities. We use notation $-i$ to represent all players other than player $i$ i.e. $-i = \{1, 2, \ldots i - 1, i + 1, \ldots, N\}$. We use notation $a_{t:t'}$ to represent the vector $(a_t, a_{t+1}, \ldots a_{t'})$ when $t' \geq t$ or an empty vector if $t' < t$. We use $a_{t}^{-i}$ to mean $(a_1^t, a_2^t, \ldots, a_{i-1}^t, a_{i+1}^t, \ldots, a_m^t)$. We remove superscripts or subscripts if we want to represent the whole vector, for example $a_t$ represents $(a_1^t, \ldots, a_m^t)$. We denote the indicator function of any set $A$ by $\mathbb{1}\{A\}$. For any finite set $S$, $\mathcal{P}(S)$ represents space of probability measures on $S$ and $|S|$ represents its cardinality. Given a set $A$, we denote its $n$-fold Cartesian product by $(A)^n$. We denote by $\mathbb{P}$ or $\mathbb{E}$ the probability measure generated by (or expectation with respect to) strategy profile $\sigma$. All equalities and inequalities involving random variables are to be interpreted in the $a.s.$ sense. For any variable $a$, we define $\mathcal{S}_a$ as the space of all possible $a$. 

II. Model

We consider a stochastic Stackelberg mean field game over a time horizon $[T] \triangleq \{1, 2, \ldots, T\}$ with simultaneous moves and perfect recall as follows. Suppose there are three kinds of players: $K$ Stackelberg leaders, $M$ (Nash) major followers, and an infinite number of homogeneous (Nash) minor followers. All leaders and followers have private types, $x_{i,t}^{l; i} \in \mathcal{X}^l$ for $i$th leader, $x_{m,j}^{m,j} \in \mathcal{X}^m$, for $j$th major follower and $x_{f,t}^j \in \mathcal{X}^f$ for every minor follower at time $t$, where $x_{i,t}^{l; i}, x_{m,j}^{m,j}$ evolve as a conditionally independent controlled Markov processes in the following way, where for any finite $K$, Stackelberg leaders, $M$ (Nash) major followers and $N$ (Nash) minor followers. Let $x_{i,t}^l = x_{i,t}^{l[1:K]}, x_{i,t}^m = x_{i,t}^{m[1:M]}, a_{i,t}^l = a_{i,t}^{l[1:K]}, a_{m,t}^m = a_{m,t}^{m[1:M]}$

$$
P(x_{t}^{l; [1:N]}, x_{t}^{m[1:M]}, x_{t}^{l[1:N]} | z_{1:t-1}, a_{1:t-1}^l, x_{1:t-1}^m) = \prod_{i=1}^{N} \prod_{j=1}^{M} \prod_{k=1}^{K} Q(x_{f,k}^j | x_{f,k}^{m,j} | z_{1:t}, a_{f,k}^{m,j}, x_{l,m}^m, x_{l,m}^l, x_{l,m}^f, z_{1:t}) Q(x_{f,k}^j | z_{1:t}, a_{f,k}^{m,j}, x_{l,m}^m, x_{l,m}^l, x_{l,m}^f, z_{1:t}),$$

where $Q^{l,i}, Q^{m,j}$ are known kernels, and $z_{t}$ is defined below. A Stackelberg leader $i$ takes action $a_{i,t}^{l;i} \in \mathcal{A}^l$ at time $t$ on observing $z_{1:t}, x_{1:t}^{l;i}$ a major follower $j$ takes action based on $z_{1:t}, x_{1:t}^{m,j}$, and a minor follower $k$ takes action $a_{f,k}^{f,k} \in \mathcal{A}^f$ at time $t$ on observing $z_{1:t}$ and $x_{1:t}^{f,k}$, where $z_{t}$ is the mean field population state of the minor followers at time $t$, i.e.,

$$z_{t}(x) \triangleq \lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} 1(x_{k}^{f,k} = x).$$

Here, $z_{1:t}$ is common information among players, and $x_{1:t}^{l;i}, x_{1:t}^{m,j}, x_{1:t}^{f,k}$ are private information of the Stackelberg leader $i$, major follower $j$ and minor follower $k$, respectively. We denote the set of possible values of the mean-field state $z_{t}$ by $\mathcal{Z} = \mathcal{P}(\mathcal{X}^f)$.

At the end of interval $t$, Stackelberg leader $i$ receives an instantaneous reward $R_{i,t}^{l;i}(z_{t}, x_{t}^{l,m}, a_{i,t}^{l;m})$, major follower $j$ receives an instantaneous reward $R_{i,t}^{m,j}(z_{t}, x_{t}^{l,m}, a_{i,t}^{l;m})$ and the minor follower $k$ receives an instantaneous reward $R_{i,t}^{f}(z_{t}, x_{t}^{l,m}, x_{t}^{f,k}, a_{i,t}^{f,k}, a_{i,t}^{f,m})$. Note that each leader’s reward only depends on the followers’ state and actions through the mean-field state. Likewise for each follower’s reward function is the same for all followers (homogeneous followers) and it depends on the states and actions of the other followers through the mean-field state, but does depend directly on the states and actions of all the leaders and the follower’s own action.

The sets $\mathcal{A}^{l;i}, \mathcal{A}^{m,j}, \mathcal{A}^f, \mathcal{X}^{l;i}, \mathcal{X}^{m,j}, \mathcal{X}^f$ are assumed to be finite. Let $\sigma^{l;i} = (\sigma_{t}^{l;i})_{t \in [T]}$ be a probabilistic strategy of leader $i = 1 \ldots K$, $\sigma^{m,j} = (\sigma_{t}^{m,j})_{t \in [T]}$ be a probabilistic strategy of major follower $j = 1 \ldots K$, $\sigma^{f,k} = (\sigma_{t}^{f,k})_{t \in [T]}$ be a probabilistic strategy of the minor follower $k$ where $\sigma_{t}^{l;i} : (\mathcal{Z})^t \times (\mathcal{A}^l \times \mathcal{A}^m)^{t-1} \times (\mathcal{X}^{l;i})^t \to \mathcal{P}(\mathcal{A}^{l;i})$, $\sigma_{t}^{m,j} : (\mathcal{Z})^t \times (\mathcal{A}^l \times \mathcal{A}^m)^{t-1} \times (\mathcal{X}^{m,j})^t \to \mathcal{P}(\mathcal{A}^{m,j})$, and $\sigma_{t}^{f} : (\mathcal{Z})^t \times (\mathcal{A}^l \times \mathcal{A}^m)^{t-1} \times (\mathcal{X}^f)^t \to \mathcal{P}(\mathcal{A}^f)$ such that the leader plays action $A_{t}^{l;i}$ according to $A_{t}^{l;i} \sim \sigma_{t}^{l;i}(|z_{1:t}, a_{1:t-1}^{l;m}, x_{1:t})$, and the follower plays action $A_{t}^{f}$ according to $A_{t}^{f} \sim \sigma_{t}^{f}(|z_{1:t}, a_{1:t-1}^{l;m}, x_{1:t})$. Let $\sigma = (\sigma_{i})_{i \in \{l,f\}}$ be a strategy profile of all players. Suppose players discount their rewards by a discount factor $\delta \leq 1$. 
III. Preliminaries

In this section, we first present the definition of a Stackelberg Mean Field Equilibrium with Multiple Leaders (SMFE-ML) which we will use in this paper. We then discuss the common agent approach that we will utilize in deriving an algorithm for finding an SMFE-ML.

A. Stackelberg mean field equilibrium with multiple leaders

In this paper, we will consider followers’ Markovian equilibrium policy that only depends on her current states $x_t$, current mean field state $z_t$ and common marginal beliefs $\pi_t, \sigma_t, i = 1 \ldots K, j = 1 \ldots M$, where $\pi_t(x_t, i) = P(\sigma_t, \sigma_t^m (x_t | z_t, \delta_t^{m,j})), \sigma_t(x_t, j) = P(\sigma_t, \sigma_t^m (x_t | z_t, \delta_t^{m,j}))$ i.e. $\pi_t(x_t, i)$ is the common belief on the Stackelberg leader $i$’s state given the common information $(z_t, a_{1:t-1}^m)$. Let $\pi_t = \{ \pi_t(i, \sigma_t^m), \}_{i=1 \ldots N, j=1 \ldots K}$

Thus, at equilibrium $a_t f, k T \sim \delta_t f, k (| \pi_t, z_t, x_t f, k)$ and the Stackelberg leader $i$’s strategy $a_t^l \sim \delta_t^l (| \pi_t, z_t, x_t f, k)$ and major follower $j$’s strategy $a_t^m, j \sim \delta_t^m, j (| \pi_t, z_t, x_t f, k)$.

For the game considered, we first define best response mapping of the follower as follows, which we will use in turn to define a Stackelberg mean field equilibrium.

Let $BR_l^f$ be given by

$$BR_l^f(z_{1:t}, a_{1:t-1}^m, x_{1:t}^f, \sigma_{l:T}^f, \sigma_{m:T}^m) := \arg \max_{\sigma_f} \mathbb{E}^{\pi_t, m} \sigma_f^{l:T}, \sigma_{l:T}^f, \sigma_{m:T}^m [\sum_{n=t}^T \delta^{n-t} R_l^f (Z_n, X_n^{l:m}, A_n^l, \sigma_f^{l:T}, \sigma_{l:T}^f, \sigma_{m:T}^m) | \pi_t, z_{1:t}, a_{1:t-1}^m, x_{1:t}^f]$$

(3)

Let $BR^f : \mathcal{Z}^T \times \mathcal{S}_{\sigma_f} \times \mathcal{S}_{\sigma_m} \rightarrow \mathcal{S}_{\sigma_f}$ be given by

$$BR_f(z_{1:T}, a_{1:T}^f, x_{1:T}^f, \sigma_{l:T}^f, \sigma_{m:T}^m) := \bigcap_t \bigcap_{a_{1:t}^m, x_{1:t}^f} BR_l^f (\pi_t, z_{1:t}, a_{1:t-1}^m, x_{1:t}^f, \sigma_{l:T}^f, \sigma_{m:T}^m)$$

(4)

This specifies a minor follower’s best response at time $t$ given the history of the mean-field state and its private type up to time $t$ and the leader’s strategy from time $t$ onwards. Note that this mapping specifies a complete policy for the follower for all time $t$.

Similarly we define the best response of major follower $j$ as

$$BR_{m,j} (\pi_t, z_{1:t}, a_{1:t-1}^m, x_{1:t}^m, \sigma_{l:T}^f, \sigma_{m:T}^m)$$

$$:= \arg \max_{\sigma_{m,j}} \mathbb{E}^{\pi_t, m} \sigma_{m,j}^{l:T}, \sigma_{l:T}^f, \sigma_{m:T}^m [\sum_{n=t}^T \delta^{n-t} R_{m,j} (Z_n, X_n^{l:m}, A_n^l, \sigma_f^{l:T}, \sigma_{l:T}^f, \sigma_{m:T}^m) | \pi_t, z_{1:t}, a_{1:t-1}^m, x_{1:t}^m]$$

(5)

$$BR_{m,j} (z, \sigma_f, \sigma_{m:j}, \sigma_{l:T}^f) := \bigcap_t \bigcap_{a_{1:t}^m, x_{1:t}^m} BR_{m,j} (\pi_t, z_{1:t}, a_{1:t-1}^m, x_{1:t}^m, \sigma_{l:T}^f, \sigma_{m:T}^m, \sigma_{l:T}^f)$$

(6)

With some abuse of notation, we will also say $\sigma_f^l \in BR_{l}^f (z_{1:T}, \sigma_{l:T}^f)$ if there exists $\delta_f \in BR_{l}^f (z_{1:T}, \sigma_{l:T}^f)$ such that $\sigma_f^l = \delta_f$. Similarly we say $\sigma_{m,j} \in BR_{m,j} (z_{1:T}, \sigma_{m:T}^m, \sigma_{l:T}^f, \sigma_{m:T}^m)$ if there exists $\delta_{m,j} \in BR_{m,j} (z_{1:T}, \sigma_{m:T}^m, \sigma_{l:T}^f, \sigma_{m:T}^m)$ such that $\sigma_{m,j} = \delta_{m,j}$.

Note, however, that for the purpose of equilibrium, we allow for deviations in the space of all possible strategies that may depend on the entire observation history.
We now define best response of Stackelberg leader $i$ as follows

$$BR^{t,i}(z_{1:t}, \sigma^{t-1,i}) := \bigcap_{1} \bigcap_{1} \bigcap_{z_{1:t}, a_{1:t-1}} \arg\max_{\sigma^{t,i}} \mathbb{E}^{\sigma^{t,i}, \sigma^m, \sigma^l} \bigg\{ \sum_{n=1}^{T} \delta^{n-t} R^{t,i}_n(z_n, X^{l,m}_n, A^l_{n,m}) \bigg\}_{z_{1:t}, a_{1:t-1}, x^{l,i}_{1:t}} \bigg\}, \quad (7)$$

where, $\hat{\sigma}^l \in BR^l(z, \sigma^l, \hat{\sigma}^m) \land \hat{\sigma}^m \in BR^m(z, \sigma^l, \hat{\sigma}^m, \hat{\sigma}^f)$ \quad (8)

Conversely, define a mapping $\Lambda : S_{\sigma^l} \times S_{\sigma^l} \times S_{\sigma^m} \rightarrow \mathbb{Z}^T$ as follows: given $\sigma^l \in S_{\sigma^l}, \sigma^l \in S_{\sigma^l}, \sigma^m \in S_{\sigma^m}, z = \Lambda(\sigma^l, \sigma^l, \sigma^m)$, is constructed recursively as $\forall t, z_{1:t}, a^{l,m}_{1:t-1}$

$$z_{t+1} : = \sum_{x_t, a_t} z_{1:t}(x^{l,m}_t) P(x^{l,m}_t | z_{1:t}, a_{1:t-1}) Q^f(\cdot | z_{1:t}, x^{f,l}_t, a^{f,k}_t, a^{l,m}_t) \sigma^l_t(\cdot | z_{1:t}, a^{l,m}_{1:t-1}, x^{f,k}_{1:t}) \sigma^m_t(\cdot | z_{1:t}, a^{l,m}_{1:t-1}, x^{f,k}_{1:t}). \quad (9)$$

This mapping determines the mean-field trajectory as a function of the leaders’ and the followers’ policies.

**Definition 1**: $(\hat{\sigma}^l, \hat{\sigma}^m, \hat{\sigma}^f, z)$ is a Stackelberg Mean-Field Equilibrium with multiple leaders (SMFE-ML) if \[\begin{align*}
[a]: & \hat{\sigma}^l \in BR^l(z, \hat{\sigma}^l, \hat{\sigma}^m), \\
[b]: & z = \Lambda(\hat{\sigma}^l, \hat{\sigma}^m, \hat{\sigma}^f), \quad \text{and} \\
[c]: & \hat{\sigma}^m \in BR^m(z, \hat{\sigma}^l, \hat{\sigma}^m, \hat{\sigma}^f) \\
[d]: & \hat{\sigma}^l \in BR^l(z, \hat{\sigma}^l, \hat{\sigma}^m, \hat{\sigma}^f)
\end{align*}\]

**B. Common agent approach**

We recall that in general, the leaders and the followers generate their actions at time $t$ as follows, $a^{l,i}_t \sim \sigma^{l,i}_t(\cdot | z_{1:t}, a^{l,m}_{1:t-1}, x^{l,i}_{1:t}), a^{m,j}_t \sim \sigma^{m,j}_t(\cdot | z_{1:t}, a^{l,m}_{1:t-1}, x^{m,j}_{1:t})$ and $a^{f,k}_t \sim \sigma^{f,k}_t(\cdot | z_{1:t}, a^{l,m}_{1:t-1}, x^{f,k}_{1:t})$. An alternative way to view the problem is as follows. As is done in the common information approach [33], at time $t$, a fictitious common agent observes the common information $z_{1:t}, a^{l,m}_{1:t-1}$ and generates prescription functions $\gamma_t = (\gamma^{l,i}_t, \gamma^{m,j}_t, \gamma^{f,k}_t) = \psi_t(z_{1:t}, a^{l,m}_{1:t-1})$, where $\gamma^{l,i}_t = \{\gamma^{l,i}_t\}_{i=1}^N, \gamma^{m,j}_t = \{\gamma^{m,j}_t\}_{j=1}^M$. Follower $k$ uses its prescription function $\gamma^{f,k}_t$ to operate on its private information $x^{f,k}_{1:t}$ to produce her action $a^{f,k}_t$, i.e. $\gamma^{f,k}_t : \chi^{f,k} \rightarrow \mathcal{P}(A^{f,k})$ and $a^{f,k}_t \sim \gamma^{f,k}_t(\cdot | x^{f,k}_{1:t})$. Similarly, Stackelberg leader $i$ uses her prescription function $\gamma^{l,i}_t$ to operate on her private information $x^{l,i}_{1:t}$ to produce her action $a^{l,i}_t$, i.e. $\gamma^{l,i}_t : \chi^{l,i} \rightarrow \mathcal{P}(A^{l,i})$ and $a^{l,i}_t \sim \gamma^{l,i}_t(\cdot | x^{l,i}_{1:t})$. And major follower $j$ uses his prescription function $\gamma^{m,j}_t$ to operate on his private information $x^{m,j}_{1:t}$ to produce his action $a^{m,j}_t$, i.e. $\gamma^{m,j}_t : \chi^{m,j} \rightarrow \mathcal{P}(A^{m,j})$ and $a^{m,j}_t \sim \gamma^{m,j}_t(\cdot | x^{m,j}_{1:t})$. It is easy to see that for any $\sigma^{l,m,f}$ policy profile of the players, there exists an equivalent $\psi$ profile of the common agent (and vice versa) that generates the same control actions for every realization of the information of the players.

Here, we will consider Markovian common agent’s policy as follows. We call a common agent’s policy be of “type $\theta$” if the common agent observes the mean field population state $z_t$ and common belief $\pi_t$, and generates prescription functions $\gamma_t := (\gamma^{l,i}_t, \gamma^{m,j}_t, \gamma^{f,k}_t) = \theta_t(\pi_t, z_t)$. The follower $k$ uses prescription function $\gamma^{f,k}_t$ to operate on her current private type $x^{f,k}_t$ to produce her action $a^{f,k}_t$, i.e. $\gamma^{f,k}_t : \chi^{f,k} \rightarrow \mathcal{P}(A^{f,k})$ and $a^{f,k}_t \sim \gamma^{f,k}_t(\cdot | x^{f,k}_t)$. Similarly, Stackelberg leader $i$ uses her prescription function $\gamma^{l,i}_t$ to operate on her private information $x^{l,i}_t$ to produce her action $a^{l,i}_t$, i.e. $\gamma^{l,i}_t : \chi^{l,i} \rightarrow \mathcal{P}(A^{l,i})$ and $a^{l,i}_t \sim \gamma^{l,i}_t(\cdot | x^{l,i}_t)$. Similarly, the major follower $j$ uses her prescription
function $\gamma_t^{m,j}$ to operate on her private information $x_t^{m,j}$ to produce her action $a_t^{m,j}$, i.e. $\gamma_t^{m,j} : \mathcal{X}^{m,j} \rightarrow \mathcal{P}(\mathcal{A}^{m,j})$ and $a_t^{m,j} \sim \gamma_t^{m,j}(.|x_t^{m,j})$.

Then the mean field is updated as

$$z_{t+1}(\cdot) = \sum_{x_t \in \mathcal{A}_t} z_t(x_t) \pi_t(x_t^{l,m}) Q_t^f \left( z_t, x_t^{l,m}, a_t^{l,m,f} \right) \gamma_t^{l,m}(a_t^{l,m}|x_t^{l,m})$$

We also call the above equation as $z_{t+1} = \phi(z_t, \pi_t)$.

Recall that we defined common marginal beliefs $\bar{\pi}_t = \{ \pi_t^{i,j}, \pi_t^{m,j} \}_{i=1...N, j=1...M}$, where $\pi_t^{i,j}, \pi_t^{m,j}, i = 1 \ldots N, j = 1 \ldots M$, where $\pi_t^{i,j}(x_t^{i,j}) = P^{\sigma_i, \sigma_j}(x_t^{i,j}|x_{1:t}, a_{1:t-1})$, $\pi_t^{m,j}(x_t^{m,j}) = P^{\sigma_j}(x_t^{m,j}|z_{1:t}, a_{1:t-1})$ i.e. $\pi_t^{i,j}$ is the common belief on the Stackelberg leader $i$’s state $x_t^{i,j}$ given the common information $(z_{1:t}, a_{1:t-1})$ and similarly $\pi_t^{m,j}$ is the common belief on the major follower $j$’s state $x_t^{m,j}$ given the common information $(z_{1:t}, a_{1:t-1})$. In the following lemma, we show that the belief $\pi_t$ can be updated using Bayes’ rule.

**Lemma 1:** There exists functions $F^{l,i}, F^{m,j}$ for $i = 1 \ldots N, j = 1 \ldots M$, independent of the strategy $\theta$ such that

$$\pi_t^{l,i} = F^{l,i}(\pi_t, z_t, \gamma_t^{l,m}, A_t^{l,m})$$

$$\pi_t^{m,j} = F^{m,j}(\pi_t, z_t, a_t^{l,m}, A_t^{l,m})$$

Combining the above two, we also say

$$\pi_t^{l,m} = F(\pi_t, z_t, \gamma_t^{l,m}, a_t^{l,m})$$

**Proof:** We only consider the proof of the update of $\pi_t^{l,i}$ and the proof of the update of $\pi_t^{m,j}$ is similar which is skipped.

$$\pi_t^{l,i}(x_t^{l,i}) = P^\theta(x_t^{l,i}|z_{1:t+1}, a_{1:t}^{l,m})$$

$$= \sum_{x_t^{l,m}} \pi_t^{l,m}(x_t^{l,m}) \pi_t^{l,m}(x_t^{l,m}) \phi(\pi_t, z_t, \gamma_t^{l,m}) \gamma_t^{l,m}(a_t^{l,m}|x_t^{l,m}) Q_t^{l,i}(x_t^{l,i} | z_t, x_t^{l,m}, a_t^{l,m})$$

$$\sum_{x_t^{l,m}} \pi_t^{l,m}(x_t^{l,m}) \phi(\pi_t, z_t, \gamma_t^{l,m}) \gamma_t^{l,m}(a_t^{l,m}|x_t^{l,m})$$

$$= \pi_t^{l,m}(x_t^{l,m}) \gamma_t^{l,m}(a_t^{l,m}|x_t^{l,m})$$

IV. ALGORITHM FOR SMFE-ML COMPUTATION

In the next section, we design an algorithm to compute SMFE-ML of the game.

A. Backward Recursion

In this section, we define an equilibrium generating function $\theta = (\theta_t^{l,i}, \theta_t^{m,j}, \theta_t^f)$, where $\theta_t^{l,i} : (\prod_{i=1}^N \mathcal{P}(\mathcal{X}^{l,i})) \times (\prod_{j=1}^M \mathcal{P}(\mathcal{X}^{m,j})) \times \mathcal{P}(\mathcal{A}^f) \rightarrow \{ \mathcal{X}^{l,i} \rightarrow \mathcal{P}(\mathcal{A}^{l,i}) \}$, $\theta_t^{m,j} : (\prod_{i=1}^N \mathcal{P}(\mathcal{X}^{l,i})) \times (\prod_{j=1}^M \mathcal{P}(\mathcal{X}^{m,j})) \times \mathcal{P}(\mathcal{A}^f) \rightarrow \{ \mathcal{X}^{m,j} \rightarrow \mathcal{P}(\mathcal{A}^{m,j}) \}$, $\theta_t^f : (\prod_{i=1}^N \mathcal{P}(\mathcal{X}^{l,i})) \times (\prod_{j=1}^M \mathcal{P}(\mathcal{X}^{m,j})) \times \mathcal{P}(\mathcal{A}^f) \rightarrow \{ \mathcal{X}^f \rightarrow \mathcal{P}(\mathcal{A}^f) \}$
and a sequence of functions \( \{V^{i}_{t}, V^{m,j}_{t}, V^{f}_{t}\}_{t \in \{1, 2, \ldots, T+1\}} \), where \( V^{i}_{t} : (\prod_{i=1}^{N} \mathcal{P}(X^{i,t})) \times (\prod_{j=1}^{M} \mathcal{P}(X^{m,j,t})) \times \mathcal{P}(X^{f,t}) \times X^{i,t} \times \mathbb{R}, V^{m,j}_{t} : (\prod_{i=1}^{N} \mathcal{P}(X^{i,t})) \times (\prod_{j=1}^{M} \mathcal{P}(X^{m,j,t})) \times \mathcal{P}(X^{f,t}) \times X^{m,j,t} \times \mathbb{R}, V^{f}_{t} : (\prod_{i=1}^{N} \mathcal{P}(X^{i,t})) \times (\prod_{j=1}^{M} \mathcal{P}(X^{m,j,t})) \times \mathcal{P}(X^{f,t}) \times X^{f,t} \times \mathbb{R} \) in a backward recursive way, as follows.

1. Initialize \( \forall \pi^{i}_{T+1} \in \prod_{i=1}^{N} \mathcal{P}(X^{i,T+1}) \times \prod_{j=1}^{M} \mathcal{P}(X^{m,j,T+1}), \tau^{i}_{T+1} \in \mathcal{P}(X^{i,T+1}), i = 1 \ldots N, j = 1 \ldots M, x^{i}_{T+1} \in X^{i,T+1}, x^{m,j}_{T+1} \in X^{m,j,T+1}, x^{f}_{T+1} \in X^{f,T+1} \)

\[
V^{i}_{T+1}(\pi^{i}_{T+1}, x^{i}_{T+1}, x^{m,j}_{T+1}, x^{f}_{T+1}) \triangleq 0. 
\]

\[
V^{m,j}_{T+1}(\pi^{i}_{T+1}, x^{i}_{T+1}, x^{m,j}_{T+1}, x^{f}_{T+1}) \triangleq 0. 
\]

\[
V^{f}_{T+1}(\pi^{i}_{T+1}, x^{i}_{T+1}, x^{m,j}_{T+1}, x^{f}_{T+1}) \triangleq 0. 
\]

2. For \( t = T, T-1, \ldots, 1, \forall \pi^{i}_{t} \in \prod_{i=1}^{N} \mathcal{P}(X^{i,t}) \times \prod_{j=1}^{M} \mathcal{P}(X^{m,j,t}), \tau^{i}_{t} \in \mathcal{P}(X^{i,t}), \gamma^{f}_{l,t} \in \mathcal{P}(X^{f,t}), \) define \( B^{i}_{t}(\pi^{i}_{t}, z^{i}_{t}, \gamma^{i}_{l,t}, \gamma^{m}_{l,t}) \) as follows,

\[
B^{i}_{t}(\pi^{i}_{t}, z^{i}_{t}, \gamma^{i}_{l,t}, \gamma^{m}_{l,t}) := \{ \gamma^{i}_{l,t} : \forall x^{i}_{t} \in X^{i,t}, \gamma^{i}_{l,t}(\cdot|x^{i}_{t}) \in \arg\max_{\gamma^{i}_{l,t}} \mathbb{E}_{\pi^{i}_{t}}[\gamma^{i}_{l,t}(\cdot|x^{i}_{t})] \}
\]

\[
\{ R^{i}_{t}(z^{i}_{t}, X^{i,t}, A_{l}) + \delta V^{i}_{t+1}(E(\pi^{i}_{t}, z^{i}_{t}, \gamma^{m}_{l,t}, A_{l}, f), \phi(\pi^{i}_{t}, z^{i}_{t}, \gamma^{m}_{l,t}, z^{f}_{t}, A_{l}, f), X^{f}_{t+1}) | \pi^{i}_{t}, z^{i}_{t}, x^{i}_{t}) \}
\]

(20a)

where the expectation in (125) is with respect to random variables \( (X^{i,t}_{t}, A_{l}, X^{f}_{t+1}) \) through the measure \( \pi^{i}_{t}(x^{i}_{t+1}|x^{i}_{t}) \gamma^{i}_{l,t}(a^{l}_{t}|x^{i}_{t}) \gamma^{m}_{l,t}(a^{m}_{t}|x^{i}_{t}) Q^{i}_{t}(x^{i}_{t+1}|z^{i}_{t}, x^{m,j}_{t}, x^{f}_{t}, a^{l}_{t}, a^{m}_{t}, f) \) and \( \phi \) is defined in (10).
Similarly define \( \forall \pi^{i}_{t} \in \prod_{i=1}^{N} \mathcal{P}(X^{i,t}) \times \prod_{j=1}^{M} \mathcal{P}(X^{m,j,t}), \gamma^{i}_{l,t} \in \mathcal{P}(X^{i,t}), \gamma^{m,j}_{l,t} \in \mathcal{P}(X^{m,j,t}) \), define \( B^{m,j}_{t}(\pi^{i}_{t}, z^{i}_{t}, \gamma^{i}_{l,t}, \gamma^{m,j}_{l,t}, \gamma^{m,j}_{l,t}) \) as follows,

\[
B^{m,j}_{t}(\pi^{i}_{t}, z^{i}_{t}, \gamma^{i}_{l,t}, \gamma^{m,j}_{l,t}, \gamma^{m,j}_{l,t}) := \{ \gamma^{m,j}_{l,t} : \forall x^{m,j}_{t} \in X^{m,j,t}, \gamma^{m,j}_{l,t}(\cdot|x^{m,j}_{t}) \in \arg\max_{\gamma^{m,j}_{l,t}} \mathbb{E}_{\pi^{i}_{t}}[\gamma^{m,j}_{l,t}(\cdot|x^{m,j}_{t})] \}
\]

\[
\{ R^{m,j}_{t}(z^{m,j}_{t}, X^{m,j,t}, A_{l}) + \delta V^{m,j}_{t+1}(E(\pi^{i}_{t}, z^{i}_{t}, \gamma^{m,j}_{l,t}, A_{l}, f), \phi(\pi^{i}_{t}, z^{i}_{t}, \gamma^{m,j}_{l,t}, z^{f}_{t}, X^{f}_{t+1}) | \pi^{i}_{t}, z^{i}_{t}, x^{i}_{t}) \}
\]

(20b)

where the expectation in (125) is with respect to random variables \( (x^{i}_{t}, A_{l}, X^{f}_{t+1}) \) through the measure \( \pi^{i}_{t}(x^{i}_{t+1}|x^{i}_{t}) \gamma^{i}_{l,t}(a^{l}_{t}|x^{i}_{t}) \gamma^{m,j}_{l,t}(a^{m,j}_{t}|x^{i}_{t}) Q^{i}_{t}(x^{i}_{t+1}|z^{i}_{t}, x^{m,j}_{t}, x^{f}_{t}, a^{l}_{t}, a^{m,j}_{t}, f) \) and \( \phi \) is defined in (10). Then let for all \( \pi^{i}_{t}, z^{i}_{t}, \theta[\pi^{i}_{t}, z^{i}_{t}] = (\gamma^{i}_{l,t}, \gamma^{m}_{l,t}, \gamma^{m,j}_{l,t}) \) is a solution of the following fixed-point equation (if it exists),

\[
\gamma^{i}_{l,t} \in B^{i}_{t}(\pi^{i}_{t}, z^{i}_{t}, \gamma^{i}_{l,t})
\]

\[
\gamma^{m}_{l,t} \in B^{m}_{t}(\pi^{i}_{t}, z^{i}_{t}, \gamma^{i}_{l,t}, \gamma^{m}_{l,t})
\]

and for all \( i = 1 \ldots N \)

\[
\gamma^{i}_{l,t} \in \arg\max_{\gamma^{i}_{l,t}} \mathbb{E}_{\pi^{i}_{t}}[\gamma^{i}_{l,t}, \gamma^{i}_{l,t}, \gamma^{m}_{l,t}, z^{i}_{t}] \{ R^{i}_{t}(z^{i}_{t}, X^{i,t}, A_{l}) + \delta V^{i}_{t+1}(E(\pi^{i}_{t}, z^{i}_{t}, \gamma^{i}_{l,t}, \gamma^{m}_{l,t}, A_{l}, f), \phi(\pi^{i}_{t}, z^{i}_{t}, \gamma^{i}_{l,t}, z^{f}_{t}, A_{l}, f), X^{i}_{t+1}) | \pi^{i}_{t}, z^{i}_{t}, x^{i}_{t}) \}
\]

(21c)

where \( \gamma^{f}_{l,t} \in B^{f}_{t}(\pi^{i}_{t}, z^{i}_{t}, \gamma^{i}_{l,t}, \gamma^{m}_{l,t}, \gamma^{m,j}_{l,t}) \), \( \gamma^{m}_{l,t} \in B^{m}_{t}(\pi^{i}_{t}, z^{i}_{t}, \gamma^{i}_{l,t}, \gamma^{m}_{l,t}, \gamma^{m,j}_{l,t}) \)

(21d)

where the above expectation is defined with respect to random variables \( (X^{i}_{t}, A_{l}, X^{f}_{t+1}) \) through the measure \( \pi^{i}_{t}(x^{i}_{t+1}|x^{i}_{t}) \gamma^{i}_{l,t}(a^{l}_{t}|x^{i}_{t}) \gamma^{m,i}_{l,t}(a^{m,j}_{t}|x^{i}_{t}) \gamma^{m,j}_{l,t}(a^{m,j}_{t}|x^{i}_{t}) Q^{i}_{t}(x^{i}_{t+1}|z^{i}_{t}, x^{m,j}_{t}, x^{f}_{t}, a^{l}_{t}, a^{m,j}_{t}, f) \).
Let \((\tilde{\gamma}_l^i, \tilde{\gamma}_l^m, \tilde{\gamma}_l^f)\) be a tuple of solution of the above operation. Then set \(\forall \ i, j, x_f^l, x_i^l, x_m^j, x_1^m\),

\[
V_t^f(\pi_t, z_t, x_t^f) \triangleq E^{\tilde{\gamma}_f^l(\cdot|x_f^f)} \left\{ R_t^f(z_t, X_t^m, f, A_t) + \delta V_{t+1}^f(\pi_{t+1}, z_{t+1}, X_{t+1}^f) \right\}.
\]

\[
V_t^l(\pi_t, z_t, x_t^l) \triangleq E^{\tilde{\gamma}_l^m(\cdot|x_l^m)} \left\{ R_t^l(z_t, X_t^m, A_t^l) + \delta V_{t+1}^l(\pi_{t+1}, z_{t+1}, X_{t+1}^l) \right\}
\]

\[
V_t^m(\pi_t, z_t, x_t^m) \triangleq E^{\tilde{\gamma}_m^j(\cdot|x_m^j)} \left\{ R_t^m(z_t, X_t^m, A_t^m) + \delta V_{t+1}^m(\pi_{t+1}, z_{t+1}, X_{t+1}^m) \right\}
\]

Based on \(\theta\) defined in the backward recursion above, we now construct a set of strategies \(\tilde{\sigma}\) through forward induction as follows.

For \(t = 1, 2, \ldots, T, i, j\pi_t, z_t, x_i^l, x_j^m \in (\mathcal{X}^f)^t, x_i^l, x_j^m \in (\mathcal{X}^m)^t, a_i^{l,t-1} \in (\mathcal{A}^l)^t-1, a_m^{l,t-1} \in (\mathcal{A}^m)^t-1\)

\[
\pi_1(x_i^{l,1}) := Q_i^{l,m}(x_i^l, x_1^m)
\]

\[
\tilde{\sigma}_i^f(a_i^f|z_{1:t}, a_i^{l,1:t-1}, x_i^l) := \theta_i^f[\pi_t, z_t](a_i^f|x_i^l)
\]

\[
\tilde{\sigma}_i^l_i(a_i^{l,1}|z_{1:t}, a_i^{l,1:t-1}, x_i^l) := \theta_i^l[\pi_t, z_t](a_i^{l,1}|x_i^l)
\]

\[
\tilde{\sigma}_i^m_j(a_m^{m,j}|z_{1:t}, a_m^{l,1:t-1}, x_m^j) := \theta_i^{m,j}[\pi_t, z_t](a_m^{m,j}|x_m^j)
\]

\[
\pi_{t+1} = E(\pi_t, z_t, \theta_i^{l,m}[\pi_t, z_t], a_i^{l,1})
\]

\[
z_{t+1} = \phi(\pi_t, z_t, \theta_i^{l,m}[\pi_t, z_t])
\]

**Theorem 1:** A strategy profile \(\tilde{\sigma}\), as constructed through backward-forward recursion algorithm above is an SMFE of the game.

**Proof:** We will prove this theorem in three parts. In Part 1 for the minor follower, we prove that \(\tilde{\sigma}_i^f \in BR_f(z, \tilde{\sigma}_i^f, \tilde{\sigma}_m^m)\) i.e. \(\forall t \in [T], \forall \sigma^f, z_{1:t}, a_i^{l,1:t-1}, x_i^l\)

\[
E^{\tilde{\sigma}_i^f, \pi_T, \tau_T} \left\{ \sum_{n=t}^{T} \delta^{n-t} R_n^f(Z_n, X_n, A_n) | \pi_t, z_{1:t}, a_i^{l,1:t-1}, x_i^l \right\} \geq
\]

\[
E^{\tilde{\sigma}_i^f, \pi_T, \tau_T} \left\{ \sum_{n=t}^{T} \delta^{n-t} R_n^f(Z_n, X_n, A_n) | \pi_t, z_{1:t}, a_i^{l,1:t-1}, x_i^l \right\}.
\]

In Part 2 for the major follower \(j\), we prove that \(\tilde{\sigma}_m^m \in BR_f(z, \tilde{\sigma}_i^f, \tilde{\sigma}_m^{m,j})\) i.e. \(\forall t \in [T], \forall \sigma^{m,j}, z_{1:t}, a_i^{l,1:t-1}, x_i^l\)

\[
E^{\tilde{\sigma}_i^f, \pi_T, \tau_T} \left\{ \sum_{n=t}^{T} \delta^{n-t} R_n^f(Z_n, X_n, A_n) | \pi_t, z_{1:t}, a_i^{l,1:t-1}, x_i^l \right\} \geq
\]

\[
E^{\tilde{\sigma}_i^f, \pi_T, \tau_T} \left\{ \sum_{n=t}^{T} \delta^{n-t} R_n^f(Z_n, X_n, A_n) | \pi_t, z_{1:t}, a_i^{l,1:t-1}, x_i^l \right\}.
\]
In Part 3 for the leader $i$, we show that $\forall z, t, \sigma^{l,i}, a^{l,m}_{1:t-1}, x^{l,i}_{1:t}$

$$E^{\hat{\sigma}^{l,T} \in \hat{\sigma}^{l,T}, \sigma^{l,T}}_{\pi^{l,T}} \{ \sum_{n=1}^{T} \delta^{n-t} R^{l,i}_{n}(Z_{n}, X^{l,m}_{n}, A^{l,m}_{n})|\pi^{l}_{t}, z^{l}_{1:t}, a^{l,m}_{1:t-1}, x^{l,i}_{1:t} \geq 0 \}$$

and

$$E^{\hat{\sigma}^{l,i}, \hat{\sigma}^{l,T}, \sigma^{l,T}}_{\pi^{l,T}} \{ \sum_{n=1}^{T} \delta^{n-t} R^{l,i}_{n}(Z_{n}, X^{l,m}_{n}, A^{l,m}_{n})|\pi^{l}_{t}, z^{l}_{1:t}, a^{l,m}_{1:t-1}, x^{l,i}_{1:t} \},$$

(30)

where $\hat{\sigma}^{f} \in BR^{f}(z, \sigma^{l,i}_{1:T}, \sigma^{l,T}, \sigma^{l,T}, \sigma^{l,T}, \sigma^{l,T})$, $\sigma^{m} \in BR^{m}(z, \sigma^{l,i}_{1:T}, \sigma^{l,T}, \sigma^{l,T}, \sigma^{l,T}, \sigma^{l,T})$ (31)

Finally the process $z_{1:T}$ is consistent with $\hat{\sigma}^{l}, \hat{\sigma}^{m}, \hat{\sigma}^{f}$ such that $z = \Lambda(\hat{\sigma}^{l}, \hat{\sigma}^{m}, \hat{\sigma}^{f})$. Combining the above parts prove the above result. The proof is presented in Appendix C.

In the following, we show that every Stackelberg mean field equilibrium can be found using the above backward recursion. This also enables us to comment on the existence of the solution of the fixed-point equation (20).

**Theorem 2:** Suppose there exists an SMFE $(\hat{\sigma}^{l}, \hat{\sigma}^{m}, \hat{\sigma}^{f}, z)$ that is a solution of the fixed point equation defined in Definition 1. Then there exists an equilibrium generating function $\theta$ that satisfies (20) in backward recursion $\forall \pi^{l}_{t}, z_{t}$ such that $(\hat{\sigma}^{l}, \hat{\sigma}^{m}, \hat{\sigma}^{f}, z)$ is defined through forward recursion using $\theta$. This also implies that there exists a solution of (20) for each time $t$.

**Proof:** Suppose there exists an SMFE $(\hat{\sigma}^{l,m}, \hat{\sigma}^{f}, z)$ of the game. The proof in Appendix J show that all SMFE can be found using backward/forward recursion. This proves that there exists a solution of (20) for every $t$.

**Remark:** When leader $i$ is social welfare maximizing, her utility can be given by

$$R^{l,i}(z_{t}, x^{l,i}_{t}, a^{l,i}_{t}, \gamma^{l,m}_{i}) = \sum_{x^{l-1,m}_{t}, x^{l,m}_{t}} z_{t}(x^{l}_{t}) \pi^{l}(x^{l}_{t}, x^{m}_{t}) \gamma^{l}(a^{l}_{t}|x^{l}_{t}) R^{f}(z_{t}, x_{t}, a_{t}) + \sum_{j=1}^{M} \pi^{m,j}(x^{m,j}_{t}) \gamma^{m,j}(a^{m,j}_{t}|x^{m,j}_{t}) R^{m,j}(z_{t}, x^{m,j}_{t}, a^{m,j}_{t}).$$

(32)

**V. SPECIAL CASE 1: WHEN THE NUMBER OF LEADERS IS INFINITE**

In this subsection, we consider the special case when the number of leaders is infinite and there are no major followers. All the leaders are homogeneous and affect each other and the followers through a mean field statistics of their own. Let $\xi_{t}$ be a mean field of the leaders where

$$\xi_{t}(x) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \mathbb{1}(x^{l,i}_{t} = x)$$

(33)

Then, as was the case for the followers, the leaders’ mean field can be updated as follows

$$\xi_{t+1}(\cdot) = \sum_{x^{l}, a_{t}} z_{t}(x^{l}_{t}) \xi_{t}(x^{l}_{t}) \gamma^{l}(a^{l}_{t}|x^{l}_{t}) \gamma^{l,m}(a_{t}^{l,m}|x^{l}_{t})$$

(34)

We also call the above equation as $\xi_{t+1} = \eta(\xi_{t}, z_{t}, \gamma_{t})$.

We adapt the backward forward recursion described in previous section to this case as follows.
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A. Backward Recursion

In this section, we define an equilibrium generating function \( \theta = (\theta^i_t, \theta^f_t) \in \mathcal{V} \), where \( \theta^i_t : \mathcal{P}(\mathcal{X}^i) \times \mathcal{P}(\mathcal{X}^f) \rightarrow \{ \mathcal{X}^i \rightarrow \mathcal{P}(\mathcal{X}^i) \} \), \( \theta^f_t : \mathcal{P}(\mathcal{X}^f) \times \mathcal{P}(\mathcal{X}^i) \rightarrow \{ \mathcal{X}^f \rightarrow \mathcal{P}(\mathcal{X}^f) \} \) and a sequence of functions \( (V^i_t, V^f_t)_{t \in \{1, 2, \ldots, T+1\}} \), where \( V^i_t : \mathcal{P}(\mathcal{X}^i) \times \mathcal{P}(\mathcal{X}^f) \times \mathcal{X}^i \rightarrow \mathbb{R} \), \( V^f_t : \mathcal{P}(\mathcal{X}^f) \times \mathcal{P}(\mathcal{X}^i) \times \mathcal{X}^f \rightarrow \mathbb{R} \), in a backward recursive way, as follows.

1. Initialize \( \forall \xi_{T+1} \in \mathcal{P}(\mathcal{X}^i), z_{T+1} \in \mathcal{P}(\mathcal{X}^f), x^i_{T+1} \in \mathcal{X}^i, x^f_{T+1} \in \mathcal{X}^f \),
   \[
   V^i_{T+1}(\xi_{T+1}, z_{T+1}, x^i_{T+1}) \triangleq 0, \quad V^f_{T+1}(\xi_{T+1}, z_{T+1}, x^f_{T+1}) \triangleq 0.
   \] (35)

2. For \( t = T, T-1, \ldots, 1, \forall \xi_t \in \mathcal{P}(\mathcal{X}^i), z_t \in \mathcal{P}(\mathcal{X}^f) \), set \( \hat{\gamma}_t = \theta_t[\xi_t, z_t] \), where \( \hat{\gamma}_t = (\hat{\gamma}^i_t, \hat{\gamma}^f_t) \) is the solution of the following fixed-point equation. For a given \( \xi_t, z_t, \gamma^i_t \), define \( BR^i_t(\xi_t, z_t, \gamma^i_t) \) as follows,
   \[
   BR^i_t(\xi_t, z_t, \gamma^i_t) := \{ \gamma^i_t : \forall x^i_t \in \mathcal{X}^i, \gamma^i_t(\cdot | x^i_t) \in \text{arg max}_{\gamma^i_t} \mathbb{E} \gamma^i_t(\cdot | x^i_t) \}
   \] (37)

where expectation in (125) is with respect to random variables \((X^i_t, A_t, X^f_{t+1})\) through the measure \( \xi_t(x^i_t) \gamma^i_t(a^i_t | x^i_t) \gamma^f_t(a^f_t | x^f_t) Q^f(x^f_{t+1} | \xi_t, z_t, a^f_t) \) and \( \phi \) is defined in (10) and \( \eta \) is defined in (34).

Similarly define \( \forall \xi_t \in \mathcal{P}(\mathcal{X}^i), z_t \in \mathcal{P}(\mathcal{X}^f), \gamma^f_t \), define \( BR^f_t(\xi_t, z_t, \gamma^f_t) \) as follows, where expectation in (47b) is with respect to random variables \((X^i_t, A_t, X^f_{t+1})\) through the measure \( \xi_t(x^i_t) \gamma^i_t(a^i_t | x^i_t) \gamma^f_t(a^f_t | x^f_t) Q^f(x^f_{t+1} | \xi_t, z_t, a^f_t) \) and \( \phi \) is defined in (10) and \( \eta \) is defined in (34).

Then let for all \( \xi_t, z_t, \theta_t[\xi_t, z_t] = (\hat{\gamma}^i_t, \hat{\gamma}^f_t) \) is a solution of the following fixed-point equation (if it exists),
   \[
   \hat{\gamma}^i_t = BR^i_t(\xi_t, z_t, \gamma^i_t) \quad (38a)
   \]

and
   \[
   \hat{\gamma}^f_t \in \text{arg max}_{\gamma^f_t} \mathbb{E} \gamma^f_t | \xi_t, z_t, \gamma^i_t, \gamma^f_t, z_t, x^f_{t+1} \}
   \] (38b)

where \( \hat{\gamma}^f_t \in BR^f_t(\xi_t, z_t, \gamma^f_t) \) is the solution of the above operation. Then set \( \forall x^f_t \in \mathcal{X}^f \),
   \[
   V^f_t(\xi_t, z_t, x^f_t) \triangleq \mathbb{E} \gamma^f_t(\cdot | x^f_t) \{ R^f_t(z_t, \xi_t, x^f_t, A_t) + \delta V^f_{t+1}(\eta(\xi_t, z_t, \gamma^f_t), \phi(\xi_t, z_t, \gamma^i_t, \gamma^f_t, x^f_{t+1}) | \xi_t, z_t, x^f_{t+1}) \},
   \] (39a)

Based on \( \theta \) defined in the backward recursion above, we now construct a set of strategies \( \hat{\sigma} \) through forward induction as follows.
For $t = 1, 2 \ldots T, \xi_t, z_t, x^f_{t \downarrow t} \in (X^f)^t, x^i_{t \downarrow t} \in (X^i)^t, a^i_{1:t-1} \in (A^i)^{t-1}$

$$\pi_t(x^f_t) := Q^t(x^f_t)$$

$$\tilde{\sigma}^i_t(a^i_t | z_{1:t}, a^i_{1:t-1}, x^i_{1:t}) := \theta^i_t[\xi_t, z_t](a^i_t | x^f_t) \quad (40)$$

$$\tilde{\sigma}^f_t(a^f_t | z_{1:t}, a^f_{1:t-1}, x^f_{1:t}) := \theta^f_t[\xi_t, z_t](a^f_t | x^f_t) \quad (41)$$

$$\xi_{t+1} = \eta(\xi_t, z_t, \theta^f_t[\xi_t, z_t]) \quad (42)$$

$$z_{t+1} = \phi(\xi_t, z_t, \theta^f_t[\xi_t, z_t]) \quad (43)$$

**Theorem 3:** A strategy profile and mean field beliefs $(\tilde{\sigma}^i, \tilde{\sigma}^f, z)$, as constructed through backward-forward recursion algorithm above is an SMFE of the game

**Proof:** The proofs are similar in spirit to the proofs of Theorem 1 where $\pi_\theta$ is replaced by $\xi_t$ and are thus skipped.

**VI. SPECIAL CASE 2: WHEN THE LEADERS AND THE MAJOR PLAYERS DON’T HAVE PRIVATE STATES**

In this section, we consider the special case when the leaders and the major players don’t have private states. The algorithm in previous section simplifies as follows.

**A. Algorithm for SMFE computation: Backward Recursion**

In this section, we define an equilibrium generating function $\theta = (\theta^i_{t:}, \theta^m_{t:}, \theta^f_{t:})_{t \in \{1 \ldots K\}, j \in \{1 \ldots M\}, t \in [T]}$, where $\theta^i_{t:} : \mathcal{P}(X^i) \to \{\mathcal{P}(A^i, \l)\}, \theta^m_{t:} : \mathcal{P}(X^i) \times \mathcal{X}^m_j \to \{\mathcal{P}(A^m_j)\}, \theta^f_{t:} : \mathcal{P}(X^f) \times X^f \to \{\mathcal{P}(A^f)\}$ and a sequence of functions $(V^i_{t:}, V^m_{t:}, V^f_{t:})_{i=1 \ldots N, j=1 \ldots M, t=1 \ldots T+1}$, where $V^i_{t:} : \mathcal{P}(X^i) \times \mathcal{X}^i_{t:} \to \mathbb{R}, V^m_{t:} : \mathcal{P}(X^m_j) \times X^m_j \to \mathbb{R}, V^f_{t:} : \mathcal{P}(X^f) \times X^f \to \mathbb{R}$, in a backward recursive way, as follows.

1. Initialize $\forall z_{T+1} \in \mathcal{P}(X^f), i = 1 \ldots K, j = 1 \ldots M, x^f_{T+1} \in X^f$

   $V^i_{T+1}(z_{T+1}) \triangleq 0$. \quad (44)

   $V^m_{T+1}(z_{T+1}) \triangleq 0$. \quad (45)

   $V^f_{T+1}(z_{T+1}, x^f_{T+1}) \triangleq 0$. \quad (46)

2. For $t = T, T-1, \ldots, 1, \forall z_t \in \mathcal{P}(X^i)$, Set $\tilde{\gamma}_t = \theta_t(z_t), \text{where } \tilde{\gamma}_t = (\tilde{\gamma}_t^i, \tilde{\gamma}_t^m, \tilde{\gamma}_t^f)$ is the solution of the following fixed-point equation. For a given $z_t, \gamma_t^i, \gamma_t^m$, define $BR^f_t(z_t, \gamma_t^i, \gamma_t^m)$ as follows,

   $$BR^f_t(z_t, \gamma_t^i, \gamma_t^m) := \{\tilde{\gamma}_t^f : \forall x^f_t \in X^f, \tilde{\gamma}_t^f(\cdot | x^f_t) \in \arg \max_{\gamma_t^m(\cdot | x^m_t)} \mathbb{E} \gamma_t^m(\cdot | x^m_t) \gamma_t^i z_t \cdot| R^f_t(z_t, X^f_t, A_t) + \delta V^f_{t+1}(\phi(z_t, \gamma_t^i, \gamma_t^m, \tilde{\gamma}_t^f), X^f_{t+1})| z_t, x^f_t \} \quad (47a)$$

   where expectation in (47b) is with respect to random variables $(A_t, X^f_{t+1})$ through the measure $\gamma_t^i(a^i_t | x^f_t) Q^f(x^f_{t+1}| z_t, x^f_t, A^m_t, a^f_t)$ and $\phi$ is defined in (10).

   Similarly define $\forall z_t \in \mathcal{P}(X^i), \gamma_t^i, \gamma_t^{m-1}, \gamma_t^f$, define $BR^f_t(z_t, \gamma_t^i, \gamma_t^{m-1}, \gamma_t^f)$ as follows,
\[ \begin{align*}
\mathcal{B}R_t^{m,j}(z_t, \gamma_t^f, \gamma_t^{m-j}, \gamma_t^f) := \{ \hat{z}_t^{m,j} : \forall \tilde{z}_t^{m,j} \in \arg \max_{\gamma_t^{m-j}} \\}
\end{align*} \]

where expectation in (47b) is with respect to the random variables \((A_t, X_t^{t+1})\) through the measure

\[ \gamma_t^f(a_t^f|x_t^f) \gamma_t^{m}(a_t^m) Q^f(x_t^{t+1}|z_t, x_t^f, a_t^f, a_t^m) \]

and \(\phi\) is defined in (10). Then let for all \(\theta[z_t] = (\hat{z}_t^f, \hat{z}_t^m, \hat{z}_t^f)\) a solution of the following fixed-point equation (if it exists),

\[ \hat{z}_t^f \in \mathcal{B}R_t^f(z_t, \hat{\gamma}_t^f, \hat{\gamma}_t^m) \]

and

\[ \hat{z}_t^m \in \mathcal{B}R_t^m(z_t, \hat{\gamma}_t^f, \hat{\gamma}_t^m) \]

where \(\hat{z}_t^f \in \mathcal{B}R_t^f(z_t, \gamma_t^{l,i}, \gamma_t^{l,i}, \gamma_t^f), \hat{z}_t^m \in \mathcal{B}R_t^m(z_t, \gamma_t^{l,i}, \gamma_t^{l,i}, \gamma_t^m)\) are a pair of solution of the above operation. Then set \(\forall x_t^f \in \mathcal{X}^f,\)

\[ V_t^f(z_t, x_t^f) \triangleq \mathbb{E}^{\gamma_t^{l,i}}[z_t^f R_t^f(z_t, x_t^f, A_t) + \delta V_{t+1}^f(\phi(z_t, \hat{z}_t^f, \hat{z}_t^m), X_{t+1}^f)|z_t, x_t^f]. \]

Based on \(\theta\) defined in the backward recursion above, we now construct a set of strategies \(\hat{\sigma}\) through forward induction as follows.

For \(t = 1, 2 \ldots T, z_t, x_t^f \in (\mathcal{X}^f)^t, a_{t+1}^{l,m} \in (\mathcal{A}^{l,m})^{t+1}\)

\[ \hat{\sigma}_t^f(a_t^f|z_{t+1}^m, a_{t+1}^{l,m}, x_t^f) := \theta_t^f[z_t](a_t^f|x_t^f) \]

\[ \hat{\sigma}_t^{l,i}(a_t^{l,i}|z_{t+1}^m, a_{t+1}^{l,m}) := \theta_t^{l,i}[z_t](a_t^{l,i}) \]

\[ \hat{\sigma}_t^{m,j}(a_t^{m,j}|z_{t+1}^m, a_{t+1}^{l,m}) := \theta_t^{m,j}[z_t](a_t^{m,j}) \]

\[ \phi(z_t, \theta_t^{l,m}, A_t^{l,m}|z_t) \]

**Corollary 1:** A strategy profile and mean field beliefs \(\hat{\sigma}, z, \) as constructed through backward-forward recursion algorithm above is an SMFE of the game.

**Proof:** The result is implied by Theorem 1.
VII. SPECIAL CASE 3: INFINITE HORIZON CASE

In this section we consider the case with infinite horizon. For this section we assume that the instantaneous rewards of the players $R_l,i, R_m,j, R_f$ are absolutely bounded and do not depend on time.

We design an algorithm to compute SMFE-ML of the infinite horizon game as follows.

A. Backward Recursion

In this section, we define an equilibrium generating function $\theta = (\theta_l,i, \theta_m,j, \theta_f, i \in \{1...N\}, j \in \{1...M\}$, where $\theta_l,i : (\prod_{i=1}^{N} \mathcal{P}(\mathcal{X}^{l,i})) \times (\prod_{j=1}^{M} \mathcal{P}(\mathcal{X}^{m,j})) \times \mathcal{P}(\mathcal{F}) \to \{\mathcal{X}^{l,i} \to \mathcal{P}(\mathcal{A}^{l,i})\}$, $\theta_m,j : (\prod_{i=1}^{K} \mathcal{P}(\mathcal{X}^{l,i})) \times (\prod_{j=1}^{M} \mathcal{P}(\mathcal{X}^{m,j})) \times \mathcal{P}(\mathcal{F}) \to \{\mathcal{X}^{m,j} \to \mathcal{P}(\mathcal{A}^{m,j})\}$, $\theta_f : (\prod_{i=1}^{N} \mathcal{P}(\mathcal{X}^{l,i})) \times (\prod_{j=1}^{M} \mathcal{P}(\mathcal{X}^{m,j})) \times \mathcal{P}(\mathcal{F}) \to \{\mathcal{X}^{f} \to \mathcal{P}(\mathcal{A}^{f})\}$ and a sequence of functions $(V_l,i, V_m,j, V_f)$, where $V_l,i : (\prod_{i=1}^{N} \mathcal{P}(\mathcal{X}^{l,i})) \times (\prod_{j=1}^{M} \mathcal{P}(\mathcal{X}^{m,j})) \times \mathcal{P}(\mathcal{F}) \times \mathcal{X}^{l,i} \to \mathbb{R}$, $V_m,j : (\prod_{i=1}^{N} \mathcal{P}(\mathcal{X}^{l,i})) \times (\prod_{j=1}^{M} \mathcal{P}(\mathcal{X}^{m,j})) \times \mathcal{P}(\mathcal{F}) \times \mathcal{X}^{m,j} \to \mathbb{R}$, $V_f : (\prod_{i=1}^{N} \mathcal{P}(\mathcal{X}^{l,i})) \times (\prod_{j=1}^{M} \mathcal{P}(\mathcal{X}^{m,j})) \times \mathcal{P}(\mathcal{F}) \times \mathcal{X}^{f} \to \mathbb{R}$, in a backward recursive way, as follows.

1. For $\forall \pi_l \in \prod_{i=1}^{N} \mathcal{P}(\mathcal{X}^{l,i}) \times \prod_{j=1}^{M} \mathcal{P}(\mathcal{X}^{m,j})$, $z \in \mathcal{P}(\mathcal{F})$, for a given $\pi_l, z, \gamma_l^{l,m}, \gamma^{l,m}$, define $BR^l_l(\pi_l, z, \gamma_l^{l,m})$ as follows,

   $BR^l_l(\pi_l, z, \gamma_l^{l,m}) := \{\gamma_l^{l,m} : \forall x_l \in \mathcal{X}^l, \gamma_l^{l,m}(-|x_l) \in \arg \max_{\gamma_l^{l,m}} \mathbb{E}[\gamma_l^{l,m}(- | x_l)]\}$

   \begin{equation}
   \{R_l(z_t, x_t, A_t) + \delta V_l(\mathcal{F}(\pi_l, z, \gamma_l^{l,m}, A_l^{l,m}), \phi(\pi_l, z, \gamma_l^{l,m}, \gamma_l^{l,m}), X^{l,i}_l(z_t, x_t)) - \gamma_l^{l,m}, z, \pi_l, A_l^{l,m}) \}
   \end{equation}

   where expectation in (54a) is with respect to random variables $(\gamma_l^{l,m}, A, X^{l,i})$ through the measure $\mathbb{P}(x_t^{l,m}) \gamma_l^{l,m}(a_t^{l,m}|x_t^{l,m}) Q_f(x^{l,i}_t|z_t, x_t^{l,m}, x_t, a_t^{l,m}, a_t^{m,j})$ and $\phi$ is defined in (10).

Similarly define $\forall \pi_l \in \prod_{i=1}^{N} \mathcal{P}(\mathcal{X}^{l,i}) \times \prod_{j=1}^{M} \mathcal{P}(\mathcal{X}^{m,j})$, $z_t \in \mathcal{P}(\mathcal{F})$, $\gamma_l^{l,m}, \gamma_m^{m,j} \gamma_f$, define $BR^l_m(\pi_l, z, \gamma_l^{l,m}, \gamma_m^{m,j}, \gamma_f)$ as follows,

   $BR^l_m(\pi_l, z, \gamma_l^{l,m}, \gamma_m^{m,j}, \gamma_f) := \{\gamma_l^{l,m}, \forall x_m \in \mathcal{X}^{m,j}, \gamma_m^{m,j}(- | x^{m,j}) \in \arg \max_{\gamma_m^{m,j}} \mathbb{E}[\gamma_m^{m,j}(- | x^{m,j})]\}$

   \begin{equation}
   \{R_m(z, X_m^{l,m}, A_m^{l,m}) + \delta V_m(\mathcal{F}(\pi_l, z, \gamma_l^{l,m}, \gamma_m^{m,j}, A_m^{l,m}), \phi(\pi_l, z, \gamma_l^{l,m}, \gamma_m^{m,j}, \gamma_f), X^{m,j}_m(z, x^{m,j})) - \gamma_m^{m,j}, z, \pi_l, A_m^{l,m}) \}
   \end{equation}

   where the expectation in (54b) is with respect to random variables $(\gamma_l^{l,m}, A, X^{l,i})$ through the measure $\mathbb{P}(x_t^{l,m}) \gamma_f(a_t^{l,m}|x_t^{l,m}) \gamma_m^{m,j}(a_t^{m,j}|x_t^{m,j}) Q_f(x^{l,i}_t|z_t, x_t^{m,j}, a_t^{m,j})$ and $\phi$ is defined in (10). Then let for all $\pi_l, z, \theta[\pi_l, z] = (\gamma_l^{l,m}, \gamma_f, f)$ is a solution of the following fixed-point equation (if it exists),

   $\gamma_l^{l,m} \in BR^l_l(\pi_l, z, \gamma_l^{l,m})$

   $\gamma_m^{m,j} \in BR^l_m(\pi_l, z, \gamma_l^{l,m}, \gamma_m^{m,j}, \gamma_f)$

   and for all $i = 1...N$

   $\gamma_i^{l,i} \in \arg \max_{\gamma_i^{l,i}} \mathbb{E}[\gamma_i^{l,i}, \gamma_i^{l-i,i}, \gamma_i^{m,f}, z] \{R_i^{l,i}(z, X_i^{l,m}, A_i^{l,m}) + \delta V_i^{l,i}(\mathcal{F}(\pi_l, z, \gamma_i^{l,i}, \gamma_i^{l-i,i}, \gamma_i^{m,f}, A_i^{l,m}), \phi(\pi_l, z, \gamma_i^{l,i}, \gamma_i^{l-i,i}, \gamma_i^{m,f}, \gamma_f), X^{l,i}_i(z, x^{l,i})) - \gamma_i^{l,i}, z, \pi_l, A_i^{l,m}) \}$

   $\gamma_i^{l,i} \in BR^l_i(\pi_l, z, \gamma_i^{l,i}, \gamma_i^{l-i,i}, \gamma_i^{m,f})$,
where the above expectation is defined with respect to random variables \((X^i,m, A^i,m)\) through the measure 
\[ \pi(x^i,m) z_t(x^f) \hat{\gamma}^i(a^i|x^f) \gamma^i,i(a^i,i|x^i,i) \hat{\gamma}^i,\pi z_t(x^i,i) \gamma^m(a^m|x^m) Q^m(m,|z, x^m, a^m). \]

Let \((\hat{\gamma}^i, \hat{\gamma}^m, \hat{\gamma}^f)\) be a tuple of solution of the above operation. Then set \(\forall i, j, x^f, x^i, x^m,j,\)

\[
V^f(\pi, z, x^f) \triangleq E \gamma^i(\cdot|x^f) \gamma^{i,m} R^i(z, X, A) +
\]

\[
\delta V^f(\pi, z, \hat{\gamma}^i, m, A^i,m, \phi(\pi, z, \hat{\gamma}), X^f) | \pi, z, x^f,
\]

\[
V^i, i(\pi, z, x^i,i) \triangleq E \gamma^i(\cdot|x^i,i) \gamma^{i,m} R^i(z, X^i,m, A^i,m) +
\]

\[
\delta V^i, i(\pi, z, \hat{\gamma}^i, m, A^i,m, \phi(\pi, z, \hat{\gamma}), X^i,i) | \pi, z, x^i,i,
\]

\[
V^m,j(\pi, z, x^m,j) \triangleq E \gamma^i(\cdot|x^m,j) \gamma^{i,m} R^m,j(z, X^i,m, A^i,m) +
\]

\[
\delta V^m,j(\pi, z, \hat{\gamma}^i, m, A^i,m, \phi(\pi, z, \hat{\gamma}), X^m,j) | \pi, z, x^m,j
\]

Based on \(\theta\) defined in the backward recursion above, we now construct a set of strategies \(\hat{\sigma}\) through forward induction as follows.

For \(t = 1, 2, \ldots, \infty, i, j, \pi, z_t, x^i_1 \in (X^i)^t, x^i_1 \in (X^i)^t, x^m_t \in (X^m)^t, a^i_{t-1} \in (A^i)^{t-1}, a^m_{t-1} \in (A^m)^{t-1}\)

\[
\pi_1(x^i_1, m) := Q^i,m(x^i_1, x^m_1)
\]

\[
\hat{\sigma}^i_t(a^i_t | z_t, a^i_{t-1}, x^i_{t-1}) := \theta^i_t[\pi_t, z_t](a^i_t | x^i_t)
\]

\[
\hat{\sigma}^i, i_t(a^i_i | z_t, a^i_{t-1}, x^i_{t-1}) := \theta^i, i_t[\pi_t, z_t](a^i_{t-1} | x^i_{t-1})
\]

\[
\hat{\sigma}^m, j_t(a^m_j | z_t, a^m_{t-1}, x^m_{t-1}) := \theta^m, j_t[\pi_t, z_t](a^m_{t-1} | x^m_{t-1})
\]

\[
\pi_1 = F(\pi_t, z_t, \theta^m_1[\pi_t, z_t], a^m_1)
\]

\[
z_{t+1} = \hat{\phi}(\pi_t, z_t, \theta^m_t[\pi_t, z_t])
\]

**Theorem 4:** A strategy profile \(\hat{\sigma}\), as constructed through backward-forward recursion algorithm above is an SMFE of the game

**Proof:** The proof is similar to the extension of finite horizon problems to infinite horizon problems in standard stochastic control problems and for now we omit the proof.

\[ \blacksquare \]

**VIII. Conclusion**

In this paper, we present the equivalent of Master equation for discrete time Stackelberg mean field games with multiple leaders and both major and minor followers, where the leaders and the followers observe Markovian states privately and publicly observe a mean field population state. The leader commits to a dynamic policy that the followers respond to optimally. The leader, knowing that the followers will do best response, commits to a policy that maximizes her total expected reward. We define Stackelberg Mean field equilibrium with multiple leaders (SMFE-ML) of the game which consists of solution of a fixed-point equation across time, which consists of best response of the leader, follower and the evolution of the mean field state. We propose an algorithm to compute all SMFE-ML of the game in a sequential manner.
**APPENDIX A**

**Claim 1:** For any policy profile $g$ and $\forall t$,

$$\mathbb{P}^\sigma(x_{1:t}|a_{1:t-1}) = \mathbb{P}^\sigma(x_{1:t}|z_{1:t}, a_{1:t-1})\mathbb{P}^{\sigma^m}(x_{1:t}|z_{1:t}, a_{1:t-1})\mathbb{P}^{\sigma^f}(x_{1:t}|z_{1:t}, a_{1:t-1})$$  \hspace{1cm} (62)

**Proof:**

$$\mathbb{P}^\sigma(x_{1:t}|z_{1:t}, a_{1:t-1}) = \frac{\mathbb{P}^\sigma(x_{1:t}, z_{1:t}, a_{1:t-1})}{\sum_{\bar{x}_{1:t}} \mathbb{P}^\sigma(x_{1:t}, z_{1:t}, a_{1:t-1})}$$  \hspace{1cm} (63a)

Here, we will take numerator and the denominator separately.

$$N_r = \left(Q_1^l(x_1^l)\sigma_1^f(a_1^l|x_1^l) \prod_{n=2}^{t} Q_n^l(x_n^l|z_n-1, a_{n-1}^l, x_{n-1}^l)1(z_n = \phi(\pi_{n-1}, z_{n-1}, \gamma_t))\sigma_n^f(a_n^l|z_{1:n}, a_{1:n-1}^l, x_{1:n}^l)\right)$$  \hspace{1cm} (63b)

$$\times \left(Q_1^m(x_1^m)\sigma_1^m(a_1^m|x_1^m) \prod_{n=2}^{t} Q_n^m(x_n^m|z_n-1, a_{n-1}^m, x_{n-1}^m)\sigma_n^m(a_n^m|z_{1:n}, a_{1:n-1}^m, x_{1:n}^m)\right)$$

$$\times \left(Q_1^s(x_1^s)\sigma_1^s(a_1^s|x_1^s) \prod_{n=2}^{t} Q_n^s(x_n^s|z_n-1, a_{n-1}^s, x_{n-1}^s)\sigma_n^s(a_n^s|z_{1:n}, a_{1:n-1}^s, x_{1:n}^s)\right)$$  \hspace{1cm} (63c)

and

$$D_r = \sum_{x_{1:t}} \left(Q_1^l(x_1^l)\sigma_1^f(a_1^l|x_1^l) \prod_{n=2}^{t} Q_n^l(x_n^l|z_n-1, a_{n-1}^l, x_{n-1}^l)1(z_n = \phi(\pi_{n-1}, z_{n-1}, \gamma_t))\sigma_n^f(a_n^l|z_{1:n}, a_{1:n-1}^l, x_{1:n}^l)\right)$$  \hspace{1cm} (63d)

$$\times \sum_{x_{1:t}} \left(Q_1^m(x_1^m)\sigma_1^m(a_1^m|x_1^m) \prod_{n=2}^{t} Q_n^m(x_n^m|z_n-1, a_{n-1}^m, x_{n-1}^m)\sigma_n^m(a_n^m|z_{1:n}, a_{1:n-1}^m, x_{1:n}^m)\right)$$

$$\times \sum_{x_{1:t}} \left(Q_1^s(x_1^s)\sigma_1^s(a_1^s|x_1^s) \prod_{n=2}^{t} Q_n^s(x_n^s|z_n-1, a_{n-1}^s, x_{n-1}^s)\sigma_n^s(a_n^s|z_{1:n}, a_{1:n-1}^s, x_{1:n}^s)\right)$$  \hspace{1cm} (63e)

Thus

$$\mathbb{P}^\sigma(x_{1:t}, x_{1:t}^l, x_{1:t}^m, x_{1:t}^s|z_{1:t}, a_{1:t-1}) = \mathbb{P}^\sigma(x_{1:t}, z_{1:t}, a_{1:t-1})\mathbb{P}^{\sigma^m}(x_{1:t}|z_{1:t}, a_{1:t-1})\mathbb{P}^{\sigma^f}(x_{1:t}|z_{1:t}, a_{1:t-1})$$  \hspace{1cm} (63f)

**APPENDIX B**

For any player $i$ (leader, major player, or minor player), we use the notation $g$ to denote a general policy of the form $A_i^l \sim g_i^l(\cdot|z_{1:t}, a_{1:t-1}, x_{1:t}^l)$, notation $s$ to denote a policy of the form $A_i^l \sim s_i^l(\cdot|z_{1:t}, a_{1:t-1}, x_{1:t}^l)$, and notation $m$ to denote a policy of the form $A_i^l \sim m_i^l(\cdot|\pi_t, z_{1:t}, x_{1:t}^l)$. It should be noted that since $\pi_t$ is a function of random variables $z_{1:t}, a_{1:t-1}$, $m$ policy is a special type of $s$ policy, which in turn is a special type of $g$ policy.

Using the agent-by-agent approach [34], we show in Lemma 2 that any expected reward profile of the players that can be achieved by any general strategy profile $g$ can also be achieved by a strategy profile $s$. 
**Lemma 2:** Given a fixed strategy $g^{-i}$ of all players other than player $i$ and for any strategy $g^i$ of player $i$, there exists a strategy $s^i$ of player $i$ such that $\forall t \in T, x_t \in \mathcal{X}, a_t \in \mathcal{A}$,

$$P^{s^i g^{-i}}(z_t, x_t, a_t) = P^{g^i g^{-i}}(z_t, x_t, a_t)$$

which implies $J^{i, s^i g^{-i}} = J^{i, g^i g^{-i}}$.

**Proof:** The proof is on the similar lines as the proof of Lemma 1 in [35].

Since any $s^i$ policy is also a $g^i$ type policy, the above lemma can be iterated over all players which implies that for any $g$ policy profile there exists an $s$ policy profile that achieves the same reward profile i.e., $(J^{i, s})_{i \in \mathcal{N}} = (J^{i, g})_{i \in \mathcal{N}}$.

In the following lemma, we show that the space of profiles of type $s$ is outcome-equivalent to the space of profiles of type $m$.

**Lemma 3:** For any given strategy profile $s$ of all players, there exists a strategy profile $m$ such that

$$P^m(x_t, a_t) = P^s(x_t, a_t) \quad \forall t \in T, x_t \in \mathcal{X}, a_t \in \mathcal{A},$$

which implies $(J^{i, m})_{i \in \mathcal{N}} = (J^{i, s})_{i \in \mathcal{N}}$.

**Proof:** The proof is on the similar lines as the proof of Lemma 2 in [35].

---

**APPENDIX C**

**PART 1: MINOR FOLLOWERS**

**Proof:** We prove Theorem 4 using induction and the results in Lemma 4, and 5 proved in D. Let $\tilde{\sigma}$ be the strategies computed by the methodology in Section III.

For the base case at $t = T$, $z_{1:T}, a^f_{1:T-1}, x^f_{1:T}, \sigma^f$

$$\mathbb{E}_{\pi_T, \sigma^f, \tilde{\sigma}^f, \sigma^f} \left\{ R^f_T(Z_T, X_T, A_T) \middle| \pi_T, z_{1:T}, a^l_{1:T-1}, x^f_{1:T} \right\} = V^f_T(\pi_T, z_T, x^f_T)$$

$$\geq \mathbb{E}_{\tilde{\sigma}^f, \sigma^f, \pi_T, \sigma^f} \left\{ R^f_T(Z_T, X_T, A_T) \middle| \pi_T, z_{1:T}, a^l_{1:T-1}, x^f_{1:T} \right\},$$

(66a)

(66b)

where (66a) follows from Lemma 5 and (66b) follows from Lemma 4 in Appendix D.

Let the induction hypothesis be that for $t + 1, \forall, z_{1:t+1}, a^l_{1:t}, x^f_{1:t+1} \in (\mathcal{X})^{t+1}, \sigma^f$

$$\mathbb{E}_{\tilde{\sigma}^f_{t+1:T}, \sigma^f_{t+1:T}, \pi_{t+1}} \left\{ \sum_{n=t+1}^{T} \delta^{n-t-1} R^f_n(Z_n, X_n, A_n) \middle| \pi_{t+1}, z_{1:t+1}, a^l_{1:t}, x^f_{1:t+1} \right\}$$

$$\geq \mathbb{E}_{\tilde{\sigma}^f_{t+1:T}, \sigma^f_{t+1:T}, \pi_{t+1}} \left\{ \sum_{n=t+1}^{T} \delta^{n-t-1} R^f_n(Z_n, X_n, A_n) \middle| \pi_{t+1}, z_{1:t+1}, a^l_{1:t}, x^f_{1:t+1} \right\},$$

(67a)

(67b)
Then \( \forall z_{1:t}, a_{1:t-1}^{l,m}, x_{1:t}^{f}, \sigma_{l}^{f} \), we have

\[
\mathbb{E}_{\pi_{t}, \pi_{t+1}} \left\{ \sum_{n=t}^{T} \delta^{n-t-1} R_{n}^{f}(Z_{n}, X_{n}, A_{n}) \| \pi_{t}, z_{1:t}, a_{1:t-1}^{l,m}, x_{1:t}^{f} \right\}
\]

\[
= V_{t}^{f} (\pi_{t}, z_{t}, x_{t}^{f})
\]  

(68a)

\[
\geq \mathbb{E}_{\tilde{\pi}_{t}, \sigma_{l}}^{f} \sum_{n=t+1}^{T} \left\{ R_{n}^{f}(Z_{n}, X_{n}, A_{n}) + \delta V_{n+1}^{f}(\mathbb{E}(\pi_{t}, z_{t}, \tilde{\gamma}_{l}^{m}, A_{t}^{l,m}), \phi(\pi_{t}, z_{t}, \tilde{\gamma}_{t}), X_{t+1}^{f}) \| \tilde{\pi}_{t}, z_{1:t}, a_{1:t-1}^{l,m}, x_{1:t}^{f} \right\}
\]

(68b)

\[
= \mathbb{E}_{\tilde{\pi}_{t}, \sigma_{l}}^{f} \sum_{n=t+1}^{T} \left\{ R_{n}^{f}(Z_{n}, X_{n}, A_{n}) + \delta \mathbb{E}_{\tilde{\pi}_{t+1}, \tilde{\sigma}_{l+1}^{f}}^{f} \mathbb{E}(\pi_{t}, z_{t}, \tilde{\gamma}_{l}^{m}, A_{l}^{m}) \right\}
\]

(68c)

\[
\left\{ \sum_{n=t+1}^{T} \delta^{n-t-1} R_{n}^{f}(Z_{n}, X_{n}, A_{n}) \| \mathbb{E}(\pi_{t}, z_{t}, \tilde{\gamma}_{l}^{m}, A_{l}^{m}), z_{1:t}, \phi(\pi_{t}, z_{t}, \tilde{\gamma}_{t}), x_{1:t}^{f}, X_{t+1}^{f} \| \tilde{\pi}_{t}, z_{1:t}, a_{1:t-1}^{l,m}, x_{1:t}^{f} \right\}
\]

(68d)

\[
= \mathbb{E}_{\tilde{\pi}_{t}, \sigma_{l}^{f}}^{f} \sum_{n=t+1}^{T} \left\{ R_{n}^{f}(Z_{n}, X_{n}, A_{n}) + \delta \mathbb{E}_{\tilde{\pi}_{t+1}, \tilde{\sigma}_{l+1}^{f}}^{f} \mathbb{E}(\pi_{t}, z_{t}, \tilde{\gamma}_{l}^{m}, A_{l}^{m}) \right\}
\]

(68e)

\[
= \mathbb{E}_{\tilde{\pi}_{t}, \tilde{\sigma}_{l}^{f}} \sum_{n=t}^{T} \delta^{n-t} R_{n}^{f}(Z_{n}, X_{n}, A_{n}) \| \tilde{\pi}_{t}, z_{1:t}, a_{1:t-1}^{l,m}, x_{1:t}^{f},
\]

(68f)

where (68a) follows from Lemma 5, (68b) follows from Lemma 4, (68c) follows from Lemma 5, (68d) follows from induction hypothesis in (68b) and (68e) follows from the fact that the probability on \( Z_{t+1}, X_{t+1}, A_{t+1} \) conditioned on \( \tilde{\sigma}_{l}^{f}, \sigma_{l}^{f}, \tilde{\pi}_{t} \) only depends on \( \tilde{\sigma}_{l+1}, \sigma_{l+1}, \mathbb{E}(\pi_{t}, z_{t}, \tilde{\gamma}_{l}^{m}, A_{l}^{m}) \) as the follower’s strategy \( \sigma_{l}^{f} \) doesn’t affect either the update of the belief \( \tilde{\pi}_{t} \) or the update of the mean field \( z_{t} \).

**Appendix D**

**Lemma 4:** Let \( \tilde{\sigma} \) be the strategies computed by the methodology in Section III. Then \( \forall t \in [T], z_{1:t}, a_{1:t-1}^{l,m}, x_{1:t}^{f}, \sigma_{l}^{f} \)

\[
V_{t}^{f} (\pi_{t}, z_{t}, x_{t}^{f}) \geq \mathbb{E}_{\tilde{\pi}_{t}, \tilde{\sigma}_{l}^{f}} \left\{ R_{t}^{f}(Z_{t}, X_{t}, A_{t}) + \delta V_{t+1}^{f}(\mathbb{E}(\pi_{t}, z_{t}, \tilde{\gamma}_{l}^{m}, A_{l}^{m}), \phi(\pi_{t}, z_{t}, \tilde{\gamma}_{t}), X_{t+1}^{f}) \| \tilde{\pi}_{t}, z_{1:t}, a_{1:t-1}^{l,m}, x_{1:t}^{f} \right\}
\]

(69)

**Proof:** We prove this lemma by contradiction.

Suppose the claim is not true for time \( t \). This implies \( \exists \tilde{\sigma}_{l}^{f}, \tilde{z}_{1:t}, \tilde{a}_{1:t-1}^{l,m}, \tilde{x}_{1:t}^{f} \) such that

\[
\mathbb{E}_{\tilde{\pi}_{t}, \tilde{\sigma}_{l}^{f}} \left\{ R_{t}^{f}(Z_{t}, X_{t}, A_{t}) + \delta V_{t+1}^{f}(\mathbb{E}(\pi_{t}, z_{t}, \tilde{\gamma}_{l}^{m}, A_{l}^{m}), \phi(\pi_{t}, z_{t}, \tilde{\gamma}_{t}), X_{t+1}^{f}) \| \tilde{\pi}_{t}, \tilde{z}_{1:t}, \tilde{a}_{1:t-1}^{l,m}, \tilde{x}_{1:t}^{f} \right\}
\]

\[
> V_{t}^{f} (\pi_{t}, z_{t}, x_{t}^{f}).
\]  

(70)

We will show that this leads to a contradiction. Construct

\[
\tilde{\gamma}_{l}^{f}(a_{l}^{f}|x_{l}^{f}) = \begin{cases} \tilde{\sigma}_{l}^{f}(a_{l}^{f}|\tilde{z}_{1:t}, \tilde{a}_{1:t-1}^{l,m}, \tilde{x}_{1:t}^{f}) = \tilde{x}_{l}^{f} \quad \text{arbitrary} \\ \text{otherwise.} \end{cases}
\]

(71)
Then for \( \hat{z}_{1:t}, \hat{a}_{1:t-1}, \hat{x}_{1:t} \), we have

\[
V_t^f(\tilde{\pi}_t, z_t, x_t^f) = \max_{\hat{\gamma}^f_t(\cdot)} \mathbb{E}^{\hat{\gamma}^f_t} \{ R_t^f(z_t, X_t^{l,m}, \hat{x}_t^f, A_t) + \delta V_{t+1}(E(\tilde{\pi}_t, z_t, \hat{z}_{t+1}^{l,m}, A_{t+1}^{l,m}), \phi(\tilde{\pi}_t, z_t, \hat{\gamma}_t), X_{t+1}^{f}) | \tilde{\pi}_t, z_t, \hat{x}_t^f, \hat{a}_t) \}
\]

for all \( t \in [T] \), \( a_{1:t-1}, x_{1:t} \).

**Proof:** We prove the lemma by induction. For \( t = T \),

\[
E^{\tilde{\pi}_T, \hat{\gamma}_T} \{ R(T, X_T, A_T) | \tilde{\pi}_T, z_{T-1}, a_{1:T-1}, x_{1:T} \} = \sum_{a_T} R_T^f(z_T, x_T, a_T) \mathbb{E}^{\tilde{\pi}_T, \hat{\gamma}_T} \{ a_T | z_T, x_T \} \mathbb{E}^{\tilde{\pi}_T} \{ a_T | z_T, x_T \}
\]

where (74b) follows from the definition of \( V_t^f \) in (56). Suppose the claim is true for \( t+1 \), i.e., \( \forall t \in [T], z_{t+1}, a_{1:t}, x_{1:t+1} \)

\[
V_{t+1}^f(\tilde{\pi}_{t+1}, z_{t+1}, x_{t+1}^{f}) = E^{\tilde{\pi}_{t+1}, \hat{\gamma}_{t+1}} \{ \sum_{n=t+1}^{T} \delta^{n-t-1} R_n^f(Z_n, X_n, A_n) | \tilde{\pi}_{t+1}, z_{t+1}, a_{1:t}, x_{1:t+1} \}
\]
Then \( \forall t \in [T], z_{1:t}, a_{1:t-1}^{l,m}, x_{1:t}^{f} \), we have

\[
\mathbb{E}^\{\tilde{\pi}^{l,m}, \tilde{\sigma}^{f}\}_{T \rightarrow \infty} \{ \sum_{n=t}^{T} \delta^{n-t} R^{f}_{n}(Z_{n}, X_{n}, A_{n}) | \tilde{\pi}_{t}, z_{1:t}, a_{1:t-1}^{l,m}, x_{1:t}^{f} \} \\
= \mathbb{E}^\{\tilde{\pi}^{l,m}, \tilde{\sigma}^{f}\}_{T \rightarrow \infty} \{ R^{f}_{t}(Z_{t}, X_{t}, A_{t}) + \delta \mathbb{E}^\{\tilde{\pi}^{l,m}, \tilde{\sigma}^{f}\}_{T \rightarrow \infty} \{ \sum_{n=t+1}^{T} \delta^{n-t-1} R^{f}_{n}(Z_{n}, X_{n}, A_{n}) | F_{t}^{f}(\tilde{\pi}_{t}, z_{t}, a_{t}^{l,m}, x_{t}^{f}) \} \} \\
= \mathbb{E}^\{\tilde{\pi}^{l,m}, \tilde{\sigma}^{f}\}_{T \rightarrow \infty} \{ R^{f}_{t}(Z_{t}, X_{t}, A_{t}) + \delta V^{f}_{t+1}(F_{t+1}^{f}(\tilde{\pi}_{t}, z_{t}, a_{t}^{l,m}, x_{t}^{f}), \phi(\tilde{\pi}_{t+1}, z_{t+1}, a_{t+1}^{l,m}, x_{t+1}^{f}) \} \\
= V^{f}_{t}(\tilde{\pi}_{t}, z_{t}^{f}, x_{t}^{f}),
\]

where (76b) follows from the fact that the probability on \( Z_{t+1:T}, X_{t+1:T}, A_{t+1:T} \) conditioned on \( \tilde{\sigma}^{l,m}, \tilde{\sigma}^{f}_{t:T}, \tilde{\pi}_{t} \) only depends on \( \tilde{\sigma}^{l,m}_{t:T}, \tilde{\sigma}^{f}_{t+1:T}, \mathbb{E}(\tilde{\pi}_{t}, z_{t}, a_{t}^{l,m}, x_{t}^{f}) \) as the follower’s strategy \( \sigma^{f}_{t} \) doesn’t affect either the update of the belief \( \tilde{\pi}_{t} \) or the update of the mean field \( z_{t} \), (76c) follows from the induction hypothesis in (75) and (76d) follows from the definition of \( V^{f}_{t} \) in (56).

**APPENDIX E**

**PART 2: MAJOR FOLLOWERS**

**Proof:** We prove Theorem 4 using induction and the results in Lemma 6, and 7 proved in Appendix F. Let \( \tilde{\sigma} \) be the strategies computed by the methodology in Section III. For the base case at \( t = T \), \( z_{1:T}, a_{1:T-1}^{l,m}, x_{1:T}^{m} \),

\[
\mathbb{E}^\{\tilde{\pi}^{l,m}, \tilde{\sigma}^{m-j}, \tilde{\sigma}^{m-j}, \tilde{\sigma}^{f}\}_{T \rightarrow \infty} \{ R^{m_{j}}_{T}(Z_{T}, X_{T}^{m}, A_{T}^{l,m}) | z_{1:T}, a_{1:T-1}^{l,m}, x_{1:T}^{m} \} = V^{m_{j}}_{T}(\tilde{\pi}_{T}, z_{T}, x_{T}^{m_{j}})
\]

(77a)

where (77a) follows from Lemma 4 and (77b) follows from Lemma 6 in Appendix F.

Let the induction hypothesis be that for \( t + 1 \). Then \( \forall t+1, a_{1:t+1}^{l,m}, x_{1:t+1}^{m} \) \in \( \mathcal{X}^{m,j} \),

\[
\mathbb{E}^\{\tilde{\pi}^{l,m}, \tilde{\sigma}^{m-j}, \tilde{\sigma}^{m-j}, \tilde{\sigma}^{f}_{t+1:T}, \tilde{\sigma}^{f}_{t+1:T}, \tilde{\sigma}^{f}_{t+1:T}\}_{T + 1 \rightarrow \infty} \{ \sum_{n=t+1}^{T} \delta^{n-t-1} R^{m_{j}}_{n}(Z_{n}, X_{n}^{m}, A_{n}^{l,m}) | \tilde{\pi}_{t+1}, z_{1:t+1}, a_{1:t}^{l,m}, x_{1:t+1}^{m} \} \\
= \mathbb{E}^\{\tilde{\pi}^{l,m}, \tilde{\sigma}^{m-j}, \tilde{\sigma}^{m-j}, \tilde{\sigma}^{f}_{t+1:T}, \tilde{\sigma}^{f}_{t+1:T}, \tilde{\sigma}^{f}_{t+1:T}\}_{T + 1 \rightarrow \infty} \{ \sum_{n=t+1}^{T} \delta^{n-t-1} R^{m_{j}}_{n}(Z_{n}, X_{n}^{m}, A_{n}^{l,m}) | \tilde{\pi}_{t+1}, z_{1:t+1}, a_{1:t}^{l,m}, x_{1:t+1}^{m} \}.
\]

(78a)
Then $\forall z_{1:t}, a^{l,m}_{1:t-1}, x^{m,j}_{1:t}$, we have

$$
\mathbb{E}^{\hat{V}^{m,j}_{t:T}} \left\{ \sum_{n=t}^{T} \delta^{n-t-1} R^{m,j}_{n} \left( Z_{n}, X_{n}^{l,m}, A_{n}^{l,m} \right) \right\} = V^{m,j}_{t} \left( \sigma_{t}, z_{t}, x^{m,j}_{t} \right)
$$

(79a)

$$
\geq \mathbb{E}^{\tilde{V}^{m,j}_{t}, \sigma^{m,j}_{t:e}, \tilde{\sigma}^{m,j}_{t}} \left\{ R^{m,j}_{t} \left( Z_{t}, X_{t}^{l,m}, A_{t}^{l,m} \right) + \delta V^{m,j}_{t+1} \left( \mathbb{E} \left( \sigma_{t}, z_{t}, \hat{z}_{t}^{l,m}, \hat{A}_{t}^{l,m} \right) \right) \right\} \geq V^{m,j}_{t} \left( \sigma_{t}, z_{t}, x^{m,j}_{t} \right)
$$

(79b)

$$
\geq \mathbb{E}^{\tilde{V}^{m,j}_{t}, \sigma^{m,j}_{t:e}, \tilde{\sigma}^{m,j}_{t}} \left\{ R^{m,j}_{t} \left( Z_{t}, X_{t}^{l,m}, A_{t}^{l,m} \right) + \delta V^{m,j}_{t+1} \left( \mathbb{E} \left( \sigma^{m,j}_{t+1}, \sigma^{m,j}_{t+1} \right) \right) \right\}
$$

(79c)

$$
\geq \mathbb{E}^{\tilde{V}^{m,j}_{t}, \sigma^{m,j}_{t:e}, \tilde{\sigma}^{m,j}_{t}} \left\{ R^{m,j}_{t} \left( Z_{t}, X_{t}^{l,m}, A_{t}^{l,m} \right) + \delta V^{m,j}_{t+1} \left( \mathbb{E} \left( \sigma^{m,j}_{t}, \sigma^{m,j}_{t} \right) \right) \right\}
$$

(79d)

$$
\geq \mathbb{E}^{\tilde{V}^{m,j}_{t}, \sigma^{m,j}_{t:e}, \tilde{\sigma}^{m,j}_{t}} \left\{ R^{m,j}_{t} \left( Z_{t}, X_{t}^{l,m}, A_{t}^{l,m} \right) + \delta V^{m,j}_{t+1} \left( \mathbb{E} \left( \sigma^{m,j}_{t}, \sigma^{m,j}_{t} \right) \right) \right\}
$$

(79e)

where (79a) follows from Lemma 7, (79b) follows from Lemma 6, (79c) follows from Lemma 7, (79d) follows from induction hypothesis in (78b) and (79e) follows from Lemma 8.

### Appendix F

**Lemma 6**: Let $\tilde{\sigma}$ be the strategies computed by the methodology in Section III. Then $\forall t \in [T], z_{1:t}, a^{l,m}_{1:t-1}, x^{m,j}_{1:t}$

$$
V^{m,j}_{t} \left( \sigma_{t}, z_{t}, x^{m,j}_{t} \right)
$$

$$
\geq \mathbb{E}^{\tilde{V}^{m,j}_{t}, \sigma^{m,j}_{t:e}, \tilde{\sigma}^{m,j}_{t}} \left\{ R^{m,j}_{t} \left( Z_{t}, X_{t}^{l,m}, A_{t}^{l,m} \right) + \delta V^{m,j}_{t+1} \left( \mathbb{E} \left( \sigma^{m,j}_{t}, \sigma^{m,j}_{t}, \sigma^{m,j}_{t} \right) \right) \right\}
$$

(80)

Proof: We prove this lemma by contradiction. Suppose the claim is not true for $t$. This implies $\exists i, \tilde{\sigma}^{m,j}_{t}, \tilde{\sigma}^{m,j}_{t}, \tilde{x}^{m,j}_{t}$ such that

$$
\mathbb{E}^{\tilde{V}^{m,j}_{t}, \sigma^{m,j}_{t:e}, \tilde{\sigma}^{m,j}_{t}} \left\{ R^{m,j}_{t} \left( Z_{t}, X_{t}^{l,m}, A_{t}^{l,m} \right) + \delta V^{m,j}_{t+1} \left( \mathbb{E} \left( \sigma^{m,j}_{t}, \sigma^{m,j}_{t}, \sigma^{m,j}_{t} \right) \right) \right\} > V^{m,j}_{t} \left( \sigma_{t}, z_{t}, x^{m,j}_{t} \right)
$$

(81)

We will show that this leads to a contradiction. Construct

$$
\mathbb{E}^{\tilde{V}^{m,j}_{t}, \sigma^{m,j}_{t:e}, \tilde{\sigma}^{m,j}_{t}} \left\{ R^{m,j}_{t} \left( Z_{t}, X_{t}^{l,m}, A_{t}^{l,m} \right) + \delta V^{m,j}_{t+1} \left( \mathbb{E} \left( \sigma^{m,j}_{t}, \sigma^{m,j}_{t}, \sigma^{m,j}_{t} \right) \right) \right\}
$$

(82)

We will show that this leads to a contradiction. Construct

$$
\mathbb{E}^{\tilde{V}^{m,j}_{t}, \sigma^{m,j}_{t:e}, \tilde{\sigma}^{m,j}_{t}} \left\{ R^{m,j}_{t} \left( Z_{t}, X_{t}^{l,m}, A_{t}^{l,m} \right) + \delta V^{m,j}_{t+1} \left( \mathbb{E} \left( \sigma^{m,j}_{t}, \sigma^{m,j}_{t}, \sigma^{m,j}_{t} \right) \right) \right\}
$$

(82)
Then for \( \hat{z}_{1:t}, \hat{a}_{1:t-1}, \hat{x}^{m,j}_{1:t} \) and \( \hat{\sigma}_t(x^l_{1:m}) = P^\sigma_{\gamma} (x^l_{1:m} | \hat{z}_{1:t}, \hat{a}_{1:t-1}) \), we have

\[
V_t^{m,j}(\pi_t, z_t, x^{m,j}_t) = \max_{\gamma_t^{m,j} \in \{\gamma_t^{m,j} \}_{t}^{m,j}} \left[ \sum_{l=1}^{m,j} R_t^{m,j}(z_t, x^l_{t}, x^{m,j}_{t}, \pi^{m,j}_{t}) \right]
\]

where (83a) follows from definition of \( \delta V \).

\[
\frac{\delta^V}{\gamma_t^{m,j} \in \{\gamma_t^{m,j} \}_{t}^{m,j}} \{ R_t^{m,j}(z_t, x^l_{t}, x^{m,j}_{t}, \pi^{m,j}_{t}) + \delta V_{t+1}^{m,j}(F(\hat{\pi}_t, z_t, \hat{x}^{m,j}_t, A_t^{m,j}), \phi(\hat{\pi}_t, z_t, \hat{x}^{m,j}_t, A_t^{m,j}) \}
\]  

(83b)

\[
\hat{\pi}_t(x^{l,m}_t, \gamma_t^{m-j}(a_t^{m-j}, z_t^{m-j}))(\hat{x}^{m-j}_t, a_t^{m-j}) Q_t^{j,m}(x_t^{m-j}, \hat{x}^{m-j}_t, x_t^{m-j}, a_t^{m-j}) \hat{\sigma}_t^{l,m} \left[ \sum_{l=1}^{m,j} R_t^{m,j}(z_t, x^l_{t}, x^{m,j}_{t}, \pi^{m,j}_{t}) + \delta V_{t+1}^{m,j}(F(\hat{\pi}_t, z_t, \hat{x}^{m,j}_t, A_t^{m,j}), \phi(\hat{\pi}_t, z_t, \hat{x}^{m,j}_t, A_t^{m,j}) \}
\]

(83c)

\[
\hat{\pi}_t(x^{l,m}_t, \gamma_t^{m-j}(a_t^{m-j}, z_t^{m-j}))(\hat{x}^{m-j}_t, a_t^{m-j}) Q_t^{j,m}(x_t^{m-j}, \hat{x}^{m-j}_t, x_t^{m-j}, a_t^{m-j}) \hat{\sigma}_t^{l,m} \left[ \sum_{l=1}^{m,j} R_t^{m,j}(z_t, x^l_{t}, x^{m,j}_{t}, \pi^{m,j}_{t}) + \delta V_{t+1}^{m,j}(F(\hat{\pi}_t, z_t, \hat{x}^{m,j}_t, A_t^{m,j}), \phi(\hat{\pi}_t, z_t, \hat{x}^{m,j}_t, A_t^{m,j}) \}
\]

(83d)

where (83a) follows from definition of \( V_t^{m,j} \) in (56), (83d) follows from definition of \( \gamma_t^{m,j} \) and (83f) follows from (81). However this leads to a contradiction.

**Lemma 7:** Let \( \hat{\sigma} \) be the strategies computed by the methodology in Section III. Then \( \forall t \in [T], z_t, a_t^{l,m}, x_t^{m,j} \),

\[
V_t^{m,j}(\pi_t, z_t, x^{m,j}_t) = \mathbb{E}^{\hat{\pi}_t} [\hat{\sigma}_T^{m,j}, \hat{\sigma}_T^{m,j} | \sum_{n=t}^{\infty} \delta^{n-t} R_t^{m,j}(z_t, x_t^{l,m}, A_t^{l,m}) | \pi_t, z_t, a_t^{l,m}, x_t^{m,j}] 
\]

(84)

**Proof:** We prove the lemma by induction. For \( t = T \),

\[
\mathbb{E}^{\hat{\pi}_t} [\hat{\sigma}_T^{m,j}, \hat{\sigma}_T^{m,j} | \sum_{n=t}^{\infty} \delta^{n-t} R_t^{m,j}(z_t, x_t^{l,m}, A_t^{l,m}) | \pi_t, z_t, a_t^{l,m}, x_t^{m,j}] = \sum_{a_t^{m,j}} R_t^{m,j}(z_T, x_T^{l,m}, A_t^{l,m}) \pi_t(x_T^{l,j}, x_T^{m-j}) \hat{\sigma}_T^{l,m} (a_t^{l,m}, z_T, x_T^{l,m})
\]

(85a)

\[
= V_t^{m,j}(\pi_t, z_t, x_t^{m,j})
\]

(85b)

where (85b) follows from the definition of \( V_t^{m,j} \) in (56). Suppose the claim is true for \( t+1 \), i.e., \( \forall t \in [T], z_t, a_t^{l,m}, x_t^{m,j} \),

\[
V_{t+1}^{m,j}(\pi_{t+1}, z_{t+1}, x^{m,j}_{t+1}) = \mathbb{E}^{\hat{\pi}_{t+1}} [\hat{\sigma}_{t+1}^{m,j}, \hat{\sigma}_{t+1}^{m,j} | \sum_{n=t+1}^{\infty} \delta^{n-t-1} R_t^{m,j}(z_n, x_n^{l,m}, A_n^{l,m}) | \pi_{t+1}, z_{t+1}, a_{t+1}^{l,m}, x_{t+1}^{m,j}] \]

(86)
Then $\forall t \in [T]$, $z_{1:t}, a^{l,m}_{1:t-1}, x^{m,j}_{1:t}$, we have

\[
\mathbb{E}^{l,m}_{t : T} \delta^{m,j}_{t : T} \sum_{n=t}^{T} \delta^{-1} R^{m,j}_{n} (Z_{n}, X^{l,n}_{n}, A^{l,n}_{n}) | \pi_{t}, z_{1:t}, a^{l,m}_{1:t-1}, x^{m,j}_{1:t} \]

\[
= \mathbb{E}^{l,m}_{t : T} \delta^{m,j}_{t : T} \sum_{n=t}^{T} \delta^{-1} R^{m,j}_{n} (Z_{n}, X^{l,n}_{n}, A^{l,n}_{n}) + \delta \mathbb{E}^{l,m}_{t : T} \delta^{m,j}_{t : T} \sum_{n=t+1}^{T} \delta V^{m,j}_{t+1} (Z_{n}, X^{l,n}_{n}, A^{l,n}_{n}) | \pi_{t}, z_{1:t}, a^{l,m}_{1:t-1}, x^{m,j}_{1:t} \]

(87a)

\[
= \mathbb{E}^{l,m}_{t : T} \delta^{m,j}_{t : T} \sum_{n=t}^{T} \delta^{-1} R^{m,j}_{n} (Z_{n}, X^{l,n}_{n}, A^{l,n}_{n}) | \pi_{t}, z_{1:t}, a^{l,m}_{1:t-1}, x^{m,j}_{1:t} \]

(87b)

(87c)

Then (87b) follows from Lemma 8, (87c) follows from the induction hypothesis in (86) and (87e) follows from the definition of $V^{m,j}_{t}$ in (56).

\[
\text{Lemma 8: } \forall t \in T, (z_{1:t+1}, a^{l,m}_{1:t-1}, x^{m,j}_{1:t+1}) \text{ and } \sigma^{m,j}_{t}
\]

\[
\mathbb{E}^{l,m}_{t : T} \delta^{m,j}_{t : T} \sigma^{m,j}_{t : T} \sum_{n=t+1}^{T} \delta^{-1} R^{m,j}_{n} (Z_{n}, X^{l,m}_{n}, A^{l,m}_{n}) | \pi_{t}, z_{1:t+1}, a^{l,m}_{1:t-1}, x^{m,j}_{1:t+1} =
\]

\[
\mathbb{E}^{l,m}_{t+1 : T} \sigma^{m,j}_{t+1 : T} \sum_{n=t+1}^{T} \delta^{m,j}_{t+1 : T} \delta^{m,j}_{t+1 : T} \sigma^{m,j}_{t+1 : T} \sum_{n=t+1}^{T} \delta^{-1} R^{m,j}_{n} (Z_{n}, X^{l,m}_{n}, A^{l,m}_{n}) | \pi_{t+1}, z_{1:t+1}, a^{l,m}_{1:t-1}, x^{m,j}_{1:t+1} \]

(88)

Proof: Since the above expectations involve random variables $X^{l,m}_{t}, Z_{t+1:T}, a^{l,m}_{t+1:T}, x^{m,j}_{t+1:T}$, we consider the probability

\[
\mathbb{P}^{l,m}_{t : T} \delta^{m,j}_{t : T} \sigma^{m,j}_{t : T} \sum_{n=t}^{T} \delta^{-1} R^{m,j}_{n} (Z_{n}, X^{l,m}_{n}, A^{l,m}_{n}) | \pi_{t}, z_{1:t}, a^{l,m}_{1:t-1}, x^{m,j}_{1:t} = \frac{N_{t}}{D_{t}}
\]

(89a)
where

\[ N_T = \sum_{x_t^{l,(m,-)}, a_t^{l,m}} \mathbb{P}^{\bar{\sigma}_t^{l}, \sigma_t^{m,j}, \sigma_t^{l,m,j}} \mathbb{P}(x_t^{l,(m,-)}, a_t^{l,m}, z_{t+1:T}) \]

(89b)

\[ = \sum_{x_t^{l,(m,-)}, a_t^{l,m}} \mathbb{P}^{\bar{\sigma}_t^{l}, \sigma_t^{m,j}, \sigma_t^{l,m,j}} \mathbb{P}(x_t^{l,(m,-)}, a_t^{l,m}, z_{t+1:T}) \mathbb{P}(x_{t+1:T}^{l,m} | \pi_t, a_t^{l,m}, \tilde{z}_{t+1:T}^{l,m,j}) \mathbb{P}(z_{t+1:T} | \pi_t, a_t^{l,m}, \tilde{z}_{t+1:T}^{l,m,j}) \mathbb{P}(z_{t+1} = \phi(\pi_t, z_t, \tilde{z}_t)) \]

(89c)

\[ \tilde{\sigma}_t^{l,m} \left( a_t^{l,m} | \pi_t, z_t, x_t^{l,m} \right) \mathbb{P}(x_{t+1:T}^{l,m} | \pi_t, a_t^{l,m}, \tilde{z}_{t+1:T}^{l,m,j}) \mathbb{P}(z_{t+1:T} | \pi_t, a_t^{l,m}, \tilde{z}_{t+1:T}^{l,m,j}) \mathbb{P}(z_{t+1} = \phi(\pi_t, z_t, \tilde{z}_t)) \]

(89d)

\[ \mathbb{P}^{\bar{\sigma}_t^{l}, \sigma_t^{m,j}, \sigma_t^{l,m,j}} \mathbb{P}(x_t^{l,(m,-)} | \pi_t, a_t^{l,m}, \tilde{z}_{t+1:T}^{l,m,j}) \mathbb{P}(z_{t+1:T} | \pi_t, a_t^{l,m}, \tilde{z}_{t+1:T}^{l,m,j}) \mathbb{P}(z_{t+1} = \phi(\pi_t, z_t, \tilde{z}_t)) \]

(89e)

where (89e) follows from the conditional independence of types given common information, as shown in Claim 1 in Appendix A, and the fact that probability on \((z_{t+1:T}, a_t^{l,m}, x_t^{l,m})\) given \(z_t, x_t^{l,m}, a_t^{l,m}\) depends on \(z_t, a_t^{l,m}, x_t^{l,m}\) through \(\sigma_t^{l,m}, \sigma_t^{l,m,j}\). Similarly, the denominator in (89a) is given by

\[ D_T = \sum_{x_t^{l,(m,-)}, a_t^{l,m}} \mathbb{P}^{\bar{\sigma}_t^{l}, \sigma_t^{m,j}, \sigma_t^{l,m,j}} \mathbb{P}(x_t^{l,(m,-)} | \pi_t, a_t^{l,m}, \tilde{z}_{t+1:T}^{l,m,j}) \mathbb{P}(z_{t+1:T} | \pi_t, a_t^{l,m}, \tilde{z}_{t+1:T}^{l,m,j}) \mathbb{P}(z_{t+1} = \phi(\pi_t, z_t, \tilde{z}_t)) \]

(89f)

\[ \tilde{\sigma}_t^{l,m} \left( a_t^{l,m} | \pi_t, z_t, x_t^{l,m} \right) \mathbb{P}(x_{t+1:T}^{l,m} | \pi_t, a_t^{l,m}, \tilde{z}_{t+1:T}^{l,m,j}) \mathbb{P}(z_{t+1:T} | \pi_t, a_t^{l,m}, \tilde{z}_{t+1:T}^{l,m,j}) \mathbb{P}(z_{t+1} = \phi(\pi_t, z_t, \tilde{z}_t)) \]

(89g)

By canceling the terms \(\phi(\cdot), \sigma_t^{l,j} \) and \(Q_t^{l,j} \) in the numerator and the denominator, (89a) is given by

\[ \sum_{x_t^{l,(m,-)}} \mathbb{P}(x_t^{l,(m,-)} | \pi_t, a_t^{l,m}, \tilde{z}_{t+1:T}^{l,m,j}) \mathbb{P}(z_{t+1:T}^{l,m,j} | \pi_t, a_t^{l,m}, \tilde{z}_{t+1:T}^{l,m,j}) \]

(89h)

\[ \times \mathbb{P}^{\bar{\sigma}_t^{l,m}, \sigma_t^{m,j}, \sigma_t^{l,m,j}} \mathbb{P}(x_t^{l,(m,-)} | \pi_t, a_t^{l,m}, \tilde{z}_{t+1:T}^{l,m,j}) \mathbb{P}(z_{t+1:T}^{l,m,j} | \pi_t, a_t^{l,m}, \tilde{z}_{t+1:T}^{l,m,j}) \mathbb{P}(z_{t+1} = \phi(\pi_t, z_t, \tilde{z}_t)) \]

(89i)

where (89i) follows from using the definition of \(\bar{\pi}_t^{l,(m,-)}(x_t^{l,m})\) in (16).

**APPENDIX G**

**PART 3: LEADERS**

In the following, we will show that, \(\forall t, i = 1, \ldots, N, z_{1:t}, a_{1:t-1}, x_{1:t}, \sigma_t^{l,i}\)

\[ \mathbb{E}^{\bar{\sigma}_t^{l,i}, \sigma_t^{l,m}, \pi_t} \left\{ \sum_{n=1}^{T} \delta^{n-t} \mathbb{P}^{l,i}_n(Z_n, X_n^{l,m}, A_n^{l,m}) | \pi_t, z_{1:t}, a_{1:t-1}, x_{1:t} \right\} \]

\[ \geq \mathbb{E}^{\sigma_t^{l,i}, \bar{\sigma}_t^{l,i}, \sigma_t^{l,m}, \pi_t} \left\{ \sum_{n=1}^{T} \delta^{n-t} \mathbb{P}^{l,i}_n(Z_n, X_n^{l,m}, A_n^{l,m}) | \pi_t, z_{1:t}, a_{1:t-1}, x_{1:t} \right\}, \]

(90)
where \( \hat{\sigma}^f \in BR^f(z, \hat{\sigma}^i, \hat{\sigma}^m) \), \( \hat{\sigma}^m \in BR^f(z, \hat{\sigma}^i, \hat{\sigma}^m, \hat{\sigma}^f) \) as shown in Part 1 and \( \hat{\sigma}^f \in BR^f(z, \sigma^i, \sigma^{l-i}, \sigma^m, \sigma^f) \).

**Proof:** We prove the above result using induction and from results in Lemma 9 and 10 proved in Appendix H.

For the base case at \( t = T \), \( \forall z_{1:T}, a_{1:T-1}^{l,i}, x_{1:T}^{l,i}, \sigma_{1:T}^{l,i} \), \( E[\hat{\sigma}_{t+1:T}^{l,m}, \sigma_{t+1:T}^{l,i}, z_{t+1:T}, a_{t+1:T}^{l,i}, x_{t+1:T}^{l,i}] = V_T^{l,i}(\pi_T, z_T, x_T^{l,i}) \) (91a)

\[
E[\hat{\sigma}_{t+1:T}^{l,m}, \sigma_{t+1:T}^{l,i}, z_{t+1:T}, a_{t+1:T}^{l,i}, x_{t+1:T}^{l,i}] 
\geq E[\hat{\sigma}_{t+1:T}^{l,m}, \sigma_{t+1:T}^{l,i}, z_{t+1:T}, a_{t+1:T}^{l,i}, x_{t+1:T}^{l,i}] \sum_{n=t+1}^{T} R_n^{l,i}(Z_n, X_n^{l,m}, A_n^{l,m}) | \pi_n, z_{1:T}, a_{1:T-1}^{l,m}, x_{1:T}^{l,i} \]

where \( \hat{\sigma}^f \in BR^f(\pi_T, z_1:T, a_1^{l,m}, \sigma_1^{l,i}, \sigma_T^{l-i}, \sigma^m, \hat{\sigma}^f) \) and \( \hat{\sigma}^m \in BR^m(\pi_T, z_1:T, a_1^{l,m}, \sigma_1^{l,i}, \sigma_T^{l-i}, \hat{\sigma}_T^{l,T}) \) (91b)

where (91a) follows from Lemma 10 and (91b) follows from Lemma 9 in Appendix H. Let the induction hypothesis be that for \( t+1 \), \( \forall z_{1:t+1}, a_{1:t}^{l,m}, x_{1:t}^{l,i}, \sigma_{1:t}^{l,i} \), we have

\[
E[\hat{\sigma}_{t+1:T}^{l,m}, \sigma_{t+1:T}^{l,i}, z_{t+1:T}, a_{t+1:T}^{l,m}, x_{t+1:T}^{l,i}] = V_T^{l,i}(\pi_T, z_T, x_T^{l,i}) \]

(92c)

(92d)
where $\hat{z}_t^f \in BR_t^f(\pi_t, z_t, a_t^{l,m}, z_t^{l+i}, \gamma_t, z_t^{l+i}, \hat{\sigma}_t^m)$. $\sigma_t^m \in BR_t^m(\pi_t, z_t, a_t^{l,m}, z_t^{l+i}, \gamma_t, \hat{\sigma}_t^m, \sigma_t^{l,m,f}, \sigma_t^{l,i})$, $\hat{\sigma}^m_{t+1:T} \in BR_{t+1:T}^m(\pi_{t+1}, a_{t+1,t}, x_{t+1:t}, a_{t+1,T})$. (92c) follows from Lemma 10, (92d) follows from Lemma 9, (92e) follows from Lemma 10 and (92f) follows from induction hypothesis in (92a), (92g) follows from the fact that probability on $(z_{t+1:T}, a_{t+1,t}, x_{t+1:t})$ given $\pi_t, z_{t+1}, a_{t+1,t}, x_{t+1,t}$ depends on $\pi_{t+1}, z_{t+1}, a_{t+1,t}, x_{t+1,t}$ through $\hat{\sigma}^f_{t+1:T}, \hat{\sigma}_{t+1:T}$.

APPENDIX H

**Lemma 9**: $\forall t \in [T], \pi_t, z_t, a_t^{l,m}, \sigma_t^{l,i}$, $\forall \sigma_t^m$

$$V_t^{l,i}(\pi_t, z_t, a_t^{l,m}, \sigma_t^{l,i}) \geq E_t^{\sigma_t^{l,i}, \sigma_t^m, \hat{\sigma}_t^m} \{ R_t^f(\pi_t, z_t, a_t^{l,m}, \sigma_t^{l,i}) + V_{t+1}^{l,i}(\pi_{t+1}, z_{t+1}, x_{t+1:t}) \}$$

where

$$\pi_{t+1} = P_t^{\pi_t, z_t, a_t^{l,m}, \sigma_t^{l,i}, \sigma_t^m, \sigma_t^{l,m,f}}(\pi_{t+1} | z_{t+1}, a_{t+1,t})$$

$$z_{t+1}(\cdot) = \sum_{z_t} z_t(x_t) P_t^{\pi_t, z_t, a_t^{l,m}, z_{t+1:t}, a_{t+1:t-1}) Q_t^f(z_t, x_t, a_t^{l,m}, \sigma_t^{l,i}) \sigma_t^m(\sigma_t^{l,m})$$

$$\sigma_t^{l,i}(a_t^{l,i} | z_t, a_t^{l,m}, z_{t+1:t}, x_t^{l,i}) \sigma_t^m(a_t^{l,m} | z_t, a_t^{l,m}, \sigma_t^{l,i})$$

$$\sigma_t^f \in \bigcap_{x_t^{l,i}} BR_t^f(\pi_t, z_t, a_t^{l,m}, x_t^{l,i}, \sigma_t^{l,i}, \sigma_t^m, \hat{\sigma}_t^{l,m,f})$$

$$\forall j, \sigma_{t+1}^{m,j} \in \bigcap_{x_t^{m,j}} BR_t^{m,j}(\pi_t, z_t, a_t^{l,m}, x_t^{m,j}, \sigma_t^{l,i}, \sigma_t^{l,-i}, \sigma_t^m, \hat{\sigma}_t^{l,m,f})$$

where $\hat{\sigma}^f$, $\sigma_t^m$ are of type $m$ (Since if they are not, one can find an equivalent policies of type $m$ that achieve same reward profile, as shown in Appendix B).

**Proof**: We first note that from Lemma 13

$$\pi_{t+1} = P_t^{\pi_t, z_t, a_t^{l,m}, \sigma_t^{l,i}, \sigma_t^m, \hat{\sigma}_t^{l,m,f}}(\pi_{t+1} | z_{t+1}, a_{t+1,t})$$

$$= E_{\pi_t, z_t, \gamma_t^{l,i}, \gamma_t^{l,-i}, \gamma_t^m} (\pi_{t+1}, z_{t+1}, x_{t+1:t}, a_{t+1,t})$$

where

$$\pi_{t+1} = P_t^{\pi_t, z_t, a_t^{l,m}, \sigma_t^{l,i}, \sigma_t^m, \hat{\sigma}_t^{l,m,f}}(\pi_{t+1} | z_{t+1}, a_{t+1,t})$$
and

\[
z_{t+1}(\cdot) = \sum_{x_{t+1}^{l,i}, a_{t+1}^{l,i}} z_t(x_t^f) P^{\pi_t, a_t}_{l,i} (x_{1:t}^f | z_{1:t}, a_{1:t-1}^f) Q^f (| z_t, x_t^f, a_t^f, a_{t-1}^{l,m}) \sigma_t^f (a_t^f | z_{1:t}, a_{1:t-1}^f, x_{1:t}^f)
\]  

(104c)

\[
\sigma_t^{l,i}(a_t^{l,i} | z_{1:t}, a_{1:t-1}^l, x_{1:t}^l) = \phi(\pi_t, z_t, \hat{\gamma}_t^{l,i}, \gamma_t^{l,i}, \gamma_t^m, \gamma_t^f)
\]  

(104d)

\[
\tau_t = P^{\pi_t, a_t}_{l,i} (| z_{1:t+1}, a_{1:t}^{l,m})
\]  

(104e)

Thus (93) reduces to

\[
V_{t+1}^{l,i}(\tau_{t+1}, z_{t+1}, a_{t+1}^{l,i}) \geq \mathbb{E}^{\hat{\sigma}_t^{l,i}, \hat{\sigma}_t^{l,-i}, \hat{\sigma}_t^m, \hat{\sigma}_t^f, \pi_t} (R_t^{l,i}(Z_t, X_t^{l,m}, A_t^{l,m}) + V_{t+1}^{l,i}(E(\pi_t, z_t, \gamma_t^{l,i}, \gamma_t^{l,i}, \gamma_t^m, A_t^{l,m}), \phi(\pi_t, z_t, \gamma_t^{l,i}, \gamma_t^{l,i}, \gamma_t^m, \gamma_t^f), X_{t+1}^{l,i})| \tilde{\tau}_t, z_{t+1}, a_{t+1}^{l,m}, x_{1:t}^l) > V_{t+1}^{l,i}(\tilde{\tau}_t, \hat{\gamma}_t^{l,i})
\]  

(105)

We prove this by contradiction. Suppose the claim is not true for \( t \). This implies \( \exists \hat{\sigma}_t^{l,i}, \hat{\gamma}_t^{l,i}, \hat{\tilde{\sigma}}_t^{l,i}, \hat{\tilde{\gamma}}_t^{l,i}, \hat{\gamma}_t^m, \hat{\gamma}_t^f \) such that \( \hat{\tau}_t = P^{\hat{\pi}_t, a_t}_{l,i} (| z_{1:t}, a_{1:t-1}^l, x_{1:t}^l) \) and,

\[
\mathbb{E}^{\hat{\sigma}_t^{l,i}, \hat{\sigma}_t^{l,-i}, \hat{\sigma}_t^m, \hat{\sigma}_t^f, \pi_t} (R_t^{l,i}(Z_t, X_t^{l,m}, A_t^{l,m}) + V_{t+1}^{l,i}(E(\pi_t, z_t, \gamma_t^{l,i}, \gamma_t^{l,i}, \gamma_t^m, A_t^{l,m}), \phi(\pi_t, z_t, \gamma_t^{l,i}, \gamma_t^{l,i}, \gamma_t^m, \gamma_t^f), X_{t+1}^{l,i})| \tilde{\tau}_t, z_{t+1}, a_{t+1}^{l,m}, x_{1:t}^l) > V_{t+1}^{l,i}(\tilde{\tau}_t, \hat{\gamma}_t^{l,i})
\]  

(106)

where \( \hat{\gamma}_t^{l,i} = \hat{\sigma}_t^{l,i} (| z_{1:t}, a_{1:t-1}^l, x_{1:t-1}^l) \), \( \hat{\sigma}_t^f \) and \( \hat{\gamma}_t^m \) satisfy

\[
\hat{\sigma}_t^m = \hat{\sigma}_t^m (| z_{1:t}, a_{1:t-1}^m, x_{1:t-1}^l)
\]  

(107)

Then for \( \hat{\gamma}_t^{l,i} = \hat{\gamma}_t^{l,i}(| z_{1:t}, a_{1:t-1}^l, x_{1:t-1}^l, \hat{\gamma}_t^m, \hat{\gamma}_t^f) \), we have

\[
V_{t+1}^{l,i}(\pi_t, z_t, x_{1:t}^l) = \max_{\gamma_t^{l,i}, \gamma_t^m, \gamma_t^f} \mathbb{E}^{\pi_t, \gamma_t^{l,i}, \gamma_t^m, \gamma_t^f} (R_t^{l,i}(Z_t, X_t^{l,m}, A_t^{l,m}) + V_{t+1}^{l,i}(E(\pi_t, z_t, \gamma_t^{l,i}, \gamma_t^{l,i}, \gamma_t^m, A_t^{l,m}), \phi(\pi_t, z_t, \gamma_t^{l,i}, \gamma_t^{l,i}, \gamma_t^m, \gamma_t^f), X_{t+1}^{l,i})| \tilde{\tau}_t, z_{t+1}, a_{t+1}^{l,m}, x_{1:t}^l) 
\]  

(108a)

\[
\geq \mathbb{E}^{\pi_t, \gamma_t^{l,i}, \gamma_t^m, \gamma_t^f} (R_t^{l,i}(Z_t, X_t^{l,m}, A_t^{l,m}) + V_{t+1}^{l,i}(E(\pi_t, z_t, \gamma_t^{l,i}, \gamma_t^{l,i}, \gamma_t^m, A_t^{l,m}), \phi(\pi_t, z_t, \gamma_t^{l,i}, \gamma_t^{l,i}, \gamma_t^m, \gamma_t^f), X_{t+1}^{l,i})| \tilde{\tau}_t, z_{t+1}, a_{t+1}^{l,m}, x_{1:t}^l) 
\]  

(108b)

\[
= \mathbb{E}^{\pi_t, \gamma_t^{l,i}, \gamma_t^m, \gamma_t^f} (R_t^{l,i}(Z_t, X_t^{l,m}, A_t^{l,m}) + V_{t+1}^{l,i}(E(\pi_t, z_t, \gamma_t^{l,i}, \gamma_t^{l,i}, \gamma_t^m, A_t^{l,m}), \phi(\pi_t, z_t, \gamma_t^{l,i}, \gamma_t^{l,i}, \gamma_t^m, \gamma_t^f), X_{t+1}^{l,i})| \tilde{\tau}_t, z_{t+1}, a_{t+1}^{l,m}, x_{1:t}^l)
\]  

(108c)

\[
\geq V_{t+1}^{l,i}(E(\pi_t, z_t, \gamma_t^{l,i}, \gamma_t^{l,i}, \gamma_t^m, A_t^{l,m}), \phi(\pi_t, z_t, \gamma_t^{l,i}, \gamma_t^{l,i}, \gamma_t^m, \gamma_t^f), X_{t+1}^{l,i})| \tilde{\tau}_t, z_{t+1}, a_{t+1}^{l,m}, x_{1:t}^l) 
\]  

(108d)

\[
> V_{t+1}^{l,i}(\pi_t, z_t, x_{1:t}^l)
\]  

(108e)

where (108b) follows from the definition of \( V_{t+1}^{l,i} \) in (56) and (104), (108d) follows from definition of \( \text{breve} \gamma_t^{l,i}, \gamma_t^m, \gamma_t^f \) and (108e) follows from (106). However this leads to a contradiction. ■
Lemma 10: \( \forall t \in [T], z_{1:t}, a_{l,m}^{1:t-1}, x_{l,i}^{1:t} \)

\[
V_t^{l,i}(\pi_t, z_t, x_t^{l,i}) = \mathbb{E}_{\pi_t}^{\varphi_t, l, m, f}(\sum_{n=t}^{T} R_n^{l,i}(Z_n, X_n^{l,m}, A_n^{l,m})|\pi_t, z_{1:T}, a_{l,m}^{1:T-1}, x_{l,i}^{1:T})
\]

(109)

Proof: We prove the lemma by induction. For \( t = T \),

\[
\mathbb{E}_{\pi_T}^{\varphi_T, l, m, f}(\sum_{n=T}^{T} R_n^{l,i}(Z_n, X_n^{l,m}, A_n^{l,m})|\pi_T, z_{1:T}, a_{l,m}^{1:T-1}, x_{l,i}^{1:T-1}) = V_T^{l,i}(\pi_T, z_T, x_T^{l,i})
\]

(110a)

where (110b) follows from the definition of \( V_t^{l,i} \) in (56).

Suppose the claim is true for \( t + 1 \), i.e., \( \forall t \in [T], z_{1:t+1}, a_{l,m}^{1:t+1}, x_{l,i}^{1:t+1} \)

\[
V_{t+1}^{l,i}(\pi_{t+1}, z_{t+1}, x_{t+1}^{l,i}) = \mathbb{E}_{\pi_{t+1}}^{\varphi_{t+1}, l, m, f(\pi_{t+1}, z_{t+1}, x_{t+1}^{l,i})}(\sum_{n=t+1}^{T} R_n^{l,i}(Z_n, X_n^{l,m}, A_n^{l,m})|\pi_{t+1}, z_{1:t+1}, a_{l,m}^{1:t+1}, x_{l,i}^{1:t+1})
\]

(111)

Then \( \forall t \in [T], z_{1:t}, a_{l,m}^{1:t-1}, x_{l,i}^{1:t} \), we have

\[
\mathbb{E}_{\pi_t}^{\varphi_t, l, m, f(\pi_t, z_t, x_t^{l,i})} \left( \sum_{n=t}^{T} R_n^{l,i}(Z_n, X_n^{l,m}, A_n^{l,m}) \right) = \mathbb{E}_{\pi_t}^{\varphi_t, l, m, f(\pi_t, z_t, x_t^{l,i})} \left( \sum_{n=t+1}^{T} R_n^{l,i}(Z_n, X_n^{l,m}, A_n^{l,m}) \right)
\]

(112a)

where (112b) follows from Lemma 11, (112c) follows from the induction hypothesis in (111), and (112d) follows from the definition of \( V_t^{l,i} \) in (56).

\[
\mathbb{E}_{\pi_t}^{\varphi_t, l, m, f(\pi_t, z_t, x_t^{l,i})} \left( \sum_{n=t}^{T} R_n^{l,i}(Z_n, X_n^{l,m}, A_n^{l,m}) \right) = \mathbb{E}_{\pi_t}^{\varphi_t, l, m, f(\pi_t, z_t, x_t^{l,i})} \left( \sum_{n=t+1}^{T} R_n^{l,i}(Z_n, X_n^{l,m}, A_n^{l,m}) \right)
\]

(113)

where \( x_t^{l,m} = \varphi_t^{l,m}(\pi_t, z_t, \cdot) \).
Proof: Since the above expectations involve random variables $Z_{t+1:T}, X_{t+1:T}^{(i,-i)}$, $A_t^{i,m}$, we consider the probability
\[
\mathbb{P}^{\sigma_t^{i,m}, \sigma_t^{l,-i}}(z_{t+1:T}, X_{t+1:T}^{(i,-i)}, A_t^{i,m}, a_t^{l,m}, a_t^{l,m}, d_t^{l,i}, a_t^{l,i}) = \frac{N_r}{D_r}
\] (114a)
where
\[
N_r = \sum_{x_t^{(l,-i)}, m} \mathbb{P}^{\sigma_t^{i,m}, \sigma_t^{l,-i}}(z_{t+1:T}, X_{t+1:T}^{(i,-i)}, a_t^{l,m}, z_{t+1}, x_t^{(l,-i)}, m, z_{t+2:T}, a_t^{l,m}, x_t^{l,m}, z_{t+1:T}, a_t^{l,m}, a_t^{l,i})
\] (114b)
\[
= \sum_{x_t^{(l,-i)}, m} \mathbb{P}(x_t^{(l,-i)}, m) \mathbb{P}(z_{t+1} = \phi(\pi_t, z_t, \gamma_t)) \sigma_t^{l,m}(a_t^{l,m} | z_{1:t}, a_t^{l,m}, x_t^{l,m}) Q_t^{l,m}(x_{t+1}^{(l,-i)}, m, z_t, x_t^{l,m}, a_t^{l,m})
\] (114c)
\[
\mathbb{P}^{\sigma_t^{i,m}, \sigma_t^{l,-i}}(z_{t+1:T}, X_{t+1:T}^{(i,-i)}, a_t^{l,m}, z_{t+1}, x_t^{(l,-i)}, m, z_{t+2:T}, a_t^{l,m}, x_t^{l,m}, z_{t+1:T}, a_t^{l,m}, a_t^{l,i})
\] (114d)
where (114d) follows from the fact that probability on $(z_{t+1:T}, X_{t+1:T}^{(i,-i)}, a_t^{l,m})$ given $\pi_t, z_{t+1}, a_t^{l,m}, x_t^{l,m}$ depends on $\pi_t, z_{t+1}, a_t^{l,m}, x_t^{l,m}$ through $\sigma_t^{l,i}, \sigma_t^{l,-i}, \sigma_t^{m,f}$. Similarly, the denominator in (114a) is given by
\[
D_r = \sum_{x_t^{(l,-i)}, m} \mathbb{P}^{\sigma_t^{i,m}, \sigma_t^{l,-i}}(x_t^{(l,-i)}, m, a_t^{l,m}, z_{t+1}, d_t^{l,i}, x_t^{l,i}, m, a_t^{l,i})
\] (114e)
\[
= \sum_{x_t^{(l,-i)}, m} \mathbb{P}(x_t^{(l,-i)}, m) \mathbb{P}(z_{t+1} = \phi(\pi_t, z_t, \gamma_t)) \sigma_t^{l,m}(a_t^{l,m} | \pi_t, z_t, x_t^{l,m}) Q_t^{l,m}(x_{t+1}^{(l,-i)}, m, z_t, x_t^{l,m}, a_t^{l,m})
\] (114f)
By canceling the terms $1(\phi(\pi_t, z_t, \gamma_t)), \sigma_t^{l,i}(\cdot)$ and $Q_t^{l,i}(\cdot)$ in the numerator and the denominator, (114a) is given by
\[
\sum_{x_t^{(l,-i)}, m} \mathbb{P}(x_t^{(l,-i)}, m) \mathbb{P}(z_{t+1} = \phi(\pi_t, z_t, \gamma_t)) \sigma_t^{l,m}(a_t^{l,m} | \pi_t, z_t, x_t^{l,m}) Q_t^{l,m}(x_{t+1}^{(l,-i)}, m, z_t, x_t^{l,m}, a_t^{l,m})
\]
\[
\sum_{x_t^{(l,-i)}, m} \mathbb{P}(x_t^{(l,-i)}, m) \mathbb{P}(z_{t+1} = \phi(\pi_t, z_t, \gamma_t)) \sigma_t^{l,m}(a_t^{l,m} | \pi_t, z_t, x_t^{l,m}) Q_t^{l,m}(x_{t+1}^{(l,-i)}, m, z_t, x_t^{l,m}, a_t^{l,m})
\]
\[
\times \mathbb{P}^{\sigma_t^{i,m}, \sigma_t^{l,-i}}(x_t^{(l,-i)}, m, a_t^{l,m}, z_{t+1:T}, a_t^{l,m}, x_t^{l,m}, z_{t+2:T}, a_t^{l,m}, x_t^{l,m}, z_{t+3:T}, a_t^{l,m}, x_t^{l,m})
\] (114g)
\[
\times \mathbb{P}^{\sigma_t^{i,m}, \sigma_t^{l,-i}}(x_t^{(l,-i)}, m, a_t^{l,m}, z_{t+1:T}, x_t^{l,m}, z_{t+2:T}, a_t^{l,m}, x_t^{l,m}, z_{t+3:T}, a_t^{l,m}, x_t^{l,m})
\] (114h)
\[
\mathbb{P}^{\sigma_t^{i,m}, \sigma_t^{l,-i}}(x_t^{(l,-i)}, m, a_t^{l,m}, z_{t+1:T}, x_t^{l,m}, z_{t+2:T}, a_t^{l,m}, x_t^{l,m}, z_{t+3:T}, a_t^{l,m}, x_t^{l,m})
\] (114i)
where (114h) follows from using the definition of $\pi_t(x_{t+1})$ in (16).

APPENDIX I

EXTRA LEMMAS

**Lemma 12:** Let $\sigma_t^i$ be any strategy of player $i$ and fix $z_{1:T}$. Let
\[
\hat{\sigma}^{f} \in BR_f(z_{1:T}, \sigma_t^{l,i}, \sigma_t^{l,-i}, \sigma_t^{l,m}, \sigma_t^{a,t+1:T}, \sigma_t^{a,t+1:T}, \sigma_t^{a,f})
\] (115)
\[
\hat{\sigma}^{m} \in BR_f(z_{1:T}, \sigma_t^{l,i}, \sigma_t^{l,-i}, \sigma_t^{l,m}, \sigma_t^{a,t+1:T}, \sigma_t^{a,t+1:T}, \sigma_t^{a,f})
\] (116)
where we assume that $\hat{\sigma}^f, \hat{\sigma}^m$ are of type $m$ (Since if they are not, one can find an equivalent policies of type $m$ that achieve same reward profile, as shown in Appendix B). Let

$$\hat{\gamma}^f_t \in BR^f_t(\pi_t, z_t, \gamma^l_{t-1}, \gamma^l_{t-i}, \gamma^m_t)$$

(117)

$$\hat{\gamma}^m_t \in BR^m_t(\pi_t, z_t, \gamma^l_{t-1}, \gamma^l_{t-i}, \gamma^m_t, \hat{\gamma}^f_t)$$

(118)

where $\gamma^l_t = \sigma^l_t (\cdot; a^l_{1:t-1}, z_{1:t}, x^l_{1:t-1}, \cdot)$. Then $\forall a_{1:t-1}, x^f_{1:t-1}, x^m_{1:t-1}, x^l_{1:t-1}$, and for every $\hat{\gamma}^f_t, \hat{\gamma}^m_t$ that satisfy (117), (118) $\exists (\hat{\sigma}^f_t, \hat{\sigma}^m_t)$ that satisfy (115) (116) such that

$$\hat{\gamma}^f_t = \hat{\sigma}^f_t (\cdot; a^l_{1:t-1}, \cdot)$$

(119)

$$\hat{\gamma}^m_t = \hat{\sigma}^m_t (\cdot; a^l_{1:t-1}, \cdot)$$

(120)

where,

$$BR^f_t (z_{1:T}, \sigma^f, \sigma^m) := \bigcap_t \bigcap a^l_{1:t-1} \bigcap x^f_{1:t} \arg \max_{\sigma^f_t} \mathbb{E}^{\sigma^f_{1:T} \sigma^m_{1:T}} \sum_{n=t}^{T} \delta^{n-i} R^f_t(Z_n, X_n, A_n) | z_{1:t}, a^l_{1:t-1}, x^f_{1:t})$$

(121)

$$BR^m_t (z_{1:T}, a^l_{1:t-1}, x^m_{1:t}, \sigma^f_t, \sigma^m_t, \sigma^f_{T-t})$$

$$:= \arg \max_{\sigma^m_t} \mathbb{E}^{\sigma^f_{1:T} \sigma^m_{1:T}} \sum_{n=t}^{T} \delta^{n-i} R^m_t(Z_n, X^m_{1:m}, A^m_n) | z_{1:t}, a^l_{1:t-1}, x^m_{1:t})$$

(122)

$$BR^m_j (z, \sigma^f, \sigma^m, \sigma^f) := \bigcap_t \bigcap a^l_{1:t-1} \bigcap x^m_{1:t} \bigcap BR^m_t (\pi_t, z_{1:t}, a^l_{1:t-1}, x^m_{1:t}, \sigma^f, \sigma^m_t, \sigma^f_{T-t})$$

(123)

where

$$\pi_t (\cdot) = P^{a^l_{1:t-1}} (\cdot; z_{1:t}, a_{1:t-1})$$

(124)

$$BR^f_t (\pi_t, z_t, \gamma^l_{t,m}) := \{ \gamma^f_t : \forall x^f_t \in X^f, \gamma^f_t (\cdot; x^f_t) \in \arg \max_{\gamma^l_t (\cdot; x^f_t)} \mathbb{E}^{\gamma^l_t (\cdot; x^f_t)} z_t, \pi_t \}

\{ R^f_t (z_t, X_t, A_t) + \delta V^f_t \mathbb{E} (\pi_t, z_t, \gamma^l_{t,m}, A^m_t, X^m_{t+1}) | \pi_t, z_t, x^f_t \} \}$$

(125)

$$BR^m_j (\pi_t, z_t, \gamma^l_{t}, \gamma^m_{t-1}, \gamma^l_{t}) := \{ \gamma^m_{t,j} : \forall x^m_{t,j} \in X^m_{t,j}, \gamma^m_{t,j} (\cdot; x^m_{t,j}) \in \arg \max_{\gamma^m_{t,j} (\cdot; x^m_{t,j})} \mathbb{E}^{\gamma^m_{t,j} (\cdot; x^m_{t,j})} z_t, \pi_t \}

\{ R^m_j (z_t, X^m_{t,j}, A_t) + \delta V^m_{t+1} \mathbb{E} (\pi_t, z_t, \gamma^l_{t}, \gamma^m_{t-1}, \gamma^l_{t}, A^m_t, X^m_{t+1}) | \pi_t, z_t, x^f_t \} \}$$

(126)

and

$$\pi_t (\cdot) = P^{a^l_{1:t-1}} (\cdot; z_{1:t}, a_{1:t-1})$$

(127)
Proof: Part 1: Minor Follower

\[ E^{\gamma_{i+1}} \{ R_f^i(Z_t, X_t, A_t) \} = \max_{\gamma'_{i+1}} E^{\gamma_i, \sigma_{i+1}} \{ R_f^i(Z_t, X_t, A_t) \} \]

\[ \delta V_{t+1}^f \left( E \left[ \sigma_{t+1}, \gamma_{t+1}^i, z_{t+1}, \sigma_{t+1}^m, A_{t+1}^{\text{im}} \right], \phi(\pi_t, z_t, \gamma_t^i, \gamma_t^m, \gamma_t^f, X_{t+1}^f) \right] | \pi_t, z_t, x_t^f \} \]

\[ = \max_{\gamma'_{i+1}} E^{\gamma_i, \sigma_{i+1}} \{ R_f^i(Z_t, X_t, A_t) \} + E^{\tilde{\sigma}_{i+1}, \tilde{\gamma}_{i+1}} \{ \tilde{R}_f^i(Z_t, X_t, A_t) \} \]

\[ \delta V_{t+1}^f \left( E \left[ \sigma_{t+1}, \gamma_{t+1}^i, z_{t+1}, \sigma_{t+1}^m, A_{t+1}^{\text{im}} \right], \phi(\pi_t, z_t, \gamma_t^i, \gamma_t^m, \gamma_t^f, X_{t+1}^f) \right] | \pi_t, z_t, x_t^f \} \]

\[ = \max_{\gamma'_{i+1}} E^{\gamma_i, \sigma_{i+1}} \{ R_f^i(Z_t, X_t, A_t) \} + E^{\tilde{\sigma}_{i+1}, \tilde{\gamma}_{i+1}} \{ \tilde{R}_f^i(Z_t, X_t, A_t) \} \]

\[ \delta V_{t+1}^f \left( E \left[ \sigma_{t+1}, \gamma_{t+1}^i, z_{t+1}, \sigma_{t+1}^m, A_{t+1}^{\text{im}} \right], \phi(\pi_t, z_t, \gamma_t^i, \gamma_t^m, \gamma_t^f, X_{t+1}^f) \right] | \pi_t, z_t, x_t^f \} \]

\[ \delta V_{t+1}^f \left( E \left[ \sigma_{t+1}, \gamma_{t+1}^i, z_{t+1}, \sigma_{t+1}^m, A_{t+1}^{\text{im}} \right], \phi(\pi_t, z_t, \gamma_t^i, \gamma_t^m, \gamma_t^f, X_{t+1}^f) \right] | \pi_t, z_t, x_t^f \} \]

\[ \delta V_{t+1}^f \left( E \left[ \sigma_{t+1}, \gamma_{t+1}^i, z_{t+1}, \sigma_{t+1}^m, A_{t+1}^{\text{im}} \right], \phi(\pi_t, z_t, \gamma_t^i, \gamma_t^m, \gamma_t^f, X_{t+1}^f) \right] | \pi_t, z_t, x_t^f \} \]

(128a)

(128b)

\[ \delta V_{t+1}^f \left( E \left[ \sigma_{t+1}, \gamma_{t+1}^i, z_{t+1}, \sigma_{t+1}^m, A_{t+1}^{\text{im}} \right], \phi(\pi_t, z_t, \gamma_t^i, \gamma_t^m, \gamma_t^f, X_{t+1}^f) \right] | \pi_t, z_t, x_t^f \} \]

(128c)

(128d)

where (128a) follows from definition of \( \hat{\gamma}_t^f \) in (116), (128c) follows from Lemma 5 in Appendix D, (128e) follows from the fact that the probability on \( Z_{t+1}, X_{t+1}, A_{t+1} \) conditioned on \( \sigma_{t+1}, \tilde{\sigma}_{t+1}, \tilde{\gamma}_{t+1} \) only depends on \( \delta_{t+1}, \tilde{\gamma}_{t+1} \), \( E(\pi_t, z_t, \gamma_{t+1}^{l, m}, A_{t+1}^{l, m}) \) as the follower’s strategy \( \sigma_t \) doesn’t affect either the update of the belief \( \pi_t \) or the update of the mean field \( z_t \). (128f) follows from the fact that \( \tilde{\sigma}_t \) and definition of \( \hat{\gamma}_t, \tilde{\gamma}_t \).
Part 2: Major Follower (The arguments are similar but now for major player $j$)

\[
\mathbb{E}^{s^{l,i}, s^{l,i-1}, Z_{t}^{l,i}, A_{t}^{l,i}, A_{t}^{l,i.m}} \{ R_{t}^{m,j}(Z_{t}, X_{t}^{l,m}, A_{t}^{l,m}) + \\
\delta V_{t+1}^{m,j}(E(\pi_{t}, z_{t}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, A_{t}^{l,m}), \phi(\pi_{t}, z_{t}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}), X_{t+1}^{m,j}) | \pi_{t}, z_{t}, A_{t}^{l,m}, A_{t}^{l,m}) \}
\]

\[
= \max_{\gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}} \mathbb{E}^{s^{l,i}, s^{l,i-1}, s^{l,m}, s^{l,m}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}} \{ R_{t}^{m,j}(Z_{t}, X_{t}^{l,m}, A_{t}^{l,m}) + \\
\delta V_{t+1}^{m,j}(E(\pi_{t}, z_{t}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, A_{t}^{l,m}), \phi(\pi_{t}, z_{t}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}), X_{t+1}^{m,j}) | \pi_{t}, z_{t}, A_{t}^{l,m}, A_{t}^{l,m}) \}
\]

\[
\{ \sum_{n=t+1}^{T} \delta^{n-t} R_{n}^{m,j}(Z_{n}, X_{n}^{l,m}, A_{n}^{l,m}) | \pi_{t}, z_{t}, A_{t}^{l,m}, A_{t}^{l,m}) \}
\]

(129a)

\[
= \max_{\gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}} \mathbb{E}^{s^{l,i}, s^{l,i-1}, s^{l,m}, s^{l,m}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}} \{ R_{t}^{m,j}(Z_{t}, X_{t}^{l,m}, A_{t}^{l,m}) + \max_{\sigma_{t+1}^{l,m}} \mathbb{E}^{s^{l,i}, s^{l,i-1}, s^{l,m}, s^{l,m}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}} \{ R_{t}^{m,j}(Z_{t}, X_{t}^{l,m}, A_{t}^{l,m}) + \\
\delta V_{t+1}^{m,j}(E(\pi_{t}, z_{t}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, A_{t}^{l,m}), \phi(\pi_{t}, z_{t}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}), X_{t+1}^{m,j}) | \pi_{t}, z_{t}, A_{t}^{l,m}, A_{t}^{l,m}) \}
\]

\[
\{ \sum_{n=t+1}^{T} \delta^{n-t} R_{n}^{m,j}(Z_{n}, X_{n}^{l,m}, A_{n}^{l,m}) | \pi_{t}, z_{t}, A_{t}^{l,m}, A_{t}^{l,m}) \}
\]

(129b)

\[
= \max_{\gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}} \mathbb{E}^{s^{l,i}, s^{l,i-1}, s^{l,m}, s^{l,m}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}} \{ R_{t}^{m,j}(Z_{t}, X_{t}^{l,m}, A_{t}^{l,m}) + \max_{\sigma_{t+1}^{l,m}} \mathbb{E}^{s^{l,i}, s^{l,i-1}, s^{l,m}, s^{l,m}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}} \{ R_{t}^{m,j}(Z_{t}, X_{t}^{l,m}, A_{t}^{l,m}) + \\
\delta V_{t+1}^{m,j}(E(\pi_{t}, z_{t}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, A_{t}^{l,m}), \phi(\pi_{t}, z_{t}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}), X_{t+1}^{m,j}) | \pi_{t}, z_{t}, A_{t}^{l,m}, A_{t}^{l,m}) \}
\]

\[
\{ \sum_{n=t+1}^{T} \delta^{n-t} R_{n}^{m,j}(Z_{n}, X_{n}^{l,m}, A_{n}^{l,m}) | \pi_{t}, z_{t}, A_{t}^{l,m}, A_{t}^{l,m}) \}
\]

(129c)

\[
= \max_{\sigma_{t}^{l,j}} \mathbb{E}^{s^{l,i}, s^{l,i-1}, s^{l,m}, s^{l,m}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}} \{ R_{t}^{m,j}(Z_{t}, X_{t}^{l,m}, A_{t}^{l,m}) + \max_{\sigma_{t+1}^{l,m}} \mathbb{E}^{s^{l,i}, s^{l,i-1}, s^{l,m}, s^{l,m}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}} \{ R_{t}^{m,j}(Z_{t}, X_{t}^{l,m}, A_{t}^{l,m}) + \\
\delta V_{t+1}^{m,j}(E(\pi_{t}, z_{t}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, A_{t}^{l,m}), \phi(\pi_{t}, z_{t}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}), X_{t+1}^{m,j}) | \pi_{t}, z_{t}, A_{t}^{l,m}, A_{t}^{l,m}) \}
\]

\[
\{ \sum_{n=t+1}^{T} \delta^{n-t} R_{n}^{m,j}(Z_{n}, X_{n}^{l,m}, A_{n}^{l,m}) | \pi_{t}, z_{t}, A_{t}^{l,m}, A_{t}^{l,m}) \}
\]

(129d)

\[
= \max_{\sigma_{t}^{l,j}} \mathbb{E}^{s^{l,i}, s^{l,i-1}, s^{l,m}, s^{l,m}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}} \{ R_{t}^{m,j}(Z_{t}, X_{t}^{l,m}, A_{t}^{l,m}) + \max_{\sigma_{t+1}^{l,m}} \mathbb{E}^{s^{l,i}, s^{l,i-1}, s^{l,m}, s^{l,m}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}} \{ R_{t}^{m,j}(Z_{t}, X_{t}^{l,m}, A_{t}^{l,m}) + \\
\delta V_{t+1}^{m,j}(E(\pi_{t}, z_{t}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, A_{t}^{l,m}), \phi(\pi_{t}, z_{t}, \gamma_{t}^{l,i}, \gamma_{t}^{l,i-1}, \gamma_{t}^{l,m}, \gamma_{t}^{l,m}), X_{t+1}^{m,j}) | \pi_{t}, z_{t}, A_{t}^{l,m}, A_{t}^{l,m}) \}
\]

\[
\{ \sum_{n=t+1}^{T} \delta^{n-t} R_{n}^{m,j}(Z_{n}, X_{n}^{l,m}, A_{n}^{l,m}) | \pi_{t}, z_{t}, A_{t}^{l,m}, A_{t}^{l,m}) \}
\]

(129e)

where (128c) follows from Lemma 5 in Appendix D, (128e) follows from Lemma 8, (128f) follows from the fact that $\hat{\sigma}_{t}^{m,l}$ are of type $m$ and definition of $\hat{\gamma}_{t}^{l,i}, \hat{\gamma}_{t}^{l,m}$. This proves the theorem.

Lemma 13: Let $(\hat{\sigma}_{t}^{l,i,l,m}, \hat{z})$ be an SMFE-ML for the game considered and let $\forall x_{t}^{l,m}$

\[
\pi_{t}(x_{t}^{l,m}) = P_{t}^{l,i,l,m} (x_{t}^{l,m} | z_{t-1}, a_{t-1}^{l,m})
\]

(130)

Then for any given $(\sigma_{t}^{l,i}, a_{t-1}^{l,m}, x_{t}^{l,m})$, let

\[
\hat{\gamma}_{t}^{l,i} = \sigma_{t}^{l,i} (| z_{t-1}, a_{t-1}^{l,m}, \cdot)
\]

(131)
Then
\[ P_{\hat{\sigma}^{\hat{l}_{t+1}}, \hat{\sigma}^{\hat{l}_{t-1}}, \hat{\sigma}^{\hat{l}_{t+1:T}}, \hat{\sigma}^{\hat{l}_{t+1:T}}}^l(x_{l:t+1} | z_{1:t+1}, a_{1:t}) = F(\pi_t, \gamma_t^{l_i}, \gamma_t^{l_{i-1}}, \gamma_t^{l_m}, a_t^{l_m})(x_{l:t+1}) \] (132)
where \( \hat{\sigma} \in BR(\hat{\sigma}^{\hat{l}_{t-1}}, \hat{\sigma}^{\hat{l}_{t-1}}, \hat{\sigma}^{\hat{l}_{t+1:T}}, \hat{\sigma}^{\hat{l}_{t+1:T}}), \hat{\sigma}^t \in BR(\hat{\sigma}^{\hat{l}_{t-1}}, \hat{\sigma}^{\hat{l}_{t-1}}, \hat{\sigma}^{\hat{l}_{t+1:T}}, \hat{\sigma}^t, \hat{\sigma}^m) \) where \( \hat{\sigma}^t, \hat{\sigma}^m \) are of type \( m \). Also \( \hat{\gamma}_t^m \in BR^m(\pi_t, \gamma_t^{l_i}, \gamma_t^{l_{i-1}}, \gamma_t^{l_m}) \)

**Proof:** Let \( \hat{\sigma} \in BR(\hat{\sigma}^{\hat{l}_{t-1}}, \hat{\sigma}^{\hat{l}_{t-1}}, \hat{\sigma}^{\hat{l}_{t+1:T}}, \hat{\sigma}^{\hat{l}_{t+1:T}}) \) and \( \gamma^f_t \in BR^f(\sigma_t, \gamma^{l_i}_t, \gamma^{l_{i-1}}_t, \gamma^m_t) \) be of type \( m \). Then \( \forall t \in T \), \( x_{l:t-1}, x_{l:t-1}, x_{l:t-1}, x_{l:t-1}, x_{l:t-1} \), and for every \( \hat{\gamma}^m_t, \hat{\gamma}^m_t \) that satisfy (117), (118) \( \exists (\hat{\sigma}^m_t) \) that satisfy (115) (116) such that
\[ \hat{\gamma}^m_t = \hat{\sigma}^m_t(\cdot | z_{1:t}, a_{1:t-1}^l) \] (133)
where,
Thus
\[ P_{\hat{\sigma}^{\hat{l}_{t-1}}, \hat{\sigma}^{\hat{l}_{t-1}}, \hat{\sigma}^{\hat{l}_{t+1:T}}, \hat{\sigma}^{\hat{l}_{t+1:T}}}^l(x_{l:t+1} | z_{1:t+1}, a_{1:t}) = \sum_{x_{l:t}} P_{\hat{\sigma}^{\hat{l}_{t-1}}, \hat{\sigma}^{\hat{l}_{t-1}}, \hat{\sigma}^{\hat{l}_{t+1:T}}, \hat{\sigma}^{\hat{l}_{t+1:T}}}^l(x_{l:t+1} | z_{1:t+1}, a_{1:t}) \phi(\pi_t, \gamma_t^{l_i}, \gamma_t^{l_{i-1}}, \gamma_t^{l_m}, a_t^{l_m}) \] (134)

Moreover,
\[ z_{t+1} = \sum_{x_{l:t}, x_{l:t}^m} \pi_t(x_{l:t}^m) \sigma_t^m(x_{l:t}^m | z_{1:t}, a_{1:t-1}) Q_f(\cdot | z_t, x_t^f, a_t^f, a_t^{l_m}) \sigma_t^f(a_t^f | z_{1:t}, a_{1:t-1}, x_t^f) \] (138)
\[ \sigma_t^f(a_t^f | z_{1:t}, a_{1:t-1}, x_t^f) = \phi(\pi_t, \gamma_t^{l_i}, \gamma_t^{l_{i-1}}, \gamma_t^{l_m}, a_t^{l_m}, a_t^{f}) \] (140)
where
\[ \gamma_t^f = \sigma_t^f(\cdot | z_{1:t}, a_{1:t-1}, \cdot) \] (141)
\[ \gamma_t^m = \sigma_t^m(\cdot | z_{1:t}, a_{1:t-1}, \cdot) \] (142)
\[ \gamma_t^f = \sigma_t^f(\cdot | z_{1:t}, a_{1:t-1}, \cdot) \] (143)
\[ \pi(\cdot) = P_{\hat{\sigma}^{\hat{l}_{t-1}}}^l(\cdot | z_{1:t+1}, a_{1:t}^l) \] (144)
Proof: We prove this by contradiction. This implies there exists \( \pi_t, z_t \) such that either (a) (55a) doesn’t have a solution, (b) (55b) doesn’t have a solution, or (c) (55c) doesn’t have a solution.

(a) Suppose (55a) doesn’t have a solution (concerning the minor follower) i.e. for any equilibrium generating function \( \theta \) that generates \( (\hat{\sigma}^{l,m,f}, z) \) through forward recursion, there exists \( t \in [T], z_{1:t}, a_{1:t-1}^{l,m} \) such that for \( \pi_t(\cdot) = P^{\hat{\sigma}^{l,m}, \hat{\sigma}^f}_{t} (\cdot|z_{1:t}, a_{1:t-1}^{l,m}) \) (55a) is not satisfied for \( \theta_t \) i.e. for \( \gamma_t^f = \theta_t[\pi_t, z_t] = \hat{\sigma}^f_{t}(\cdot|\pi_t, z_t, \cdot), \gamma_t^f = \theta[\pi_t, z_t] = \hat{\sigma}^f_{t}(\cdot|\pi_t, z_t, \cdot), \tilde{\gamma}^f_t = \theta^m_t[\pi_t, z_t] = \hat{\sigma}^m_t(\cdot|\pi_t, z_t, \cdot), \exists x^f_t \) such that

\[
\gamma_t^f(|x^f_t) \notin \arg \max_{\gamma_t^m(\cdot|x^m_t)} \mathbb{E}^{\gamma_t^m, \gamma_t^m, \gamma_t^m(\cdot|x^m_t), z_t, \pi_t} \{ R_t^f(z_t, X_t, A_t) + \delta V_{t+1}^m(\mathbb{F}(\pi_t, z_t, \tilde{\gamma}_t^l, A_t^{l,m}), \phi(\pi_t, z_t, \tilde{\gamma}_t^l), X_{t+1}^f)|\pi_t, z_t, x_t^f) \}
\]

(145a)

Let \( t \) be the first instance in the backward recursion when this happens. This implies \( \exists \tilde{\gamma}^f_t \) such that

\[
\mathbb{E}^{\tilde{\gamma}_t^l, \tilde{\gamma}_t^l, \tilde{\gamma}_t^l(\cdot|x^l_t), z_t, \pi_t} \{ R_t^f(z_t, X_t, A_t) + \delta V_{t+1}^m(\mathbb{F}(\pi_t, z_t, \tilde{\gamma}_t^l, A_t^{l,m}), \phi(\pi_t, z_t, \tilde{\gamma}_t^l), X_{t+1}^f)|\pi_t, z_t, x_t^f) \}
\]

This implies for \( \hat{\sigma}^f_t(\cdot|z_{1:t}, a_{1:t-1}^{l,m}, x_{1:t-1}^f) = \tilde{\gamma}^f_t \),

\[
\mathbb{E}^{\hat{\sigma}_t^{l,m}, \hat{\sigma}_t^{l,m}, \hat{\sigma}_t^{l,m}} \{ \sum_{n=t}^{T} R_n^f(Z_n, X_n, A_n)|\pi_t, z_{1:t}, a_{1:t-1}^{l,m}, x_{1:t-1}^f) \}
\]

(145c)

where (145d) follows from the fact that the probability on \( Z_{t+1:T}, X_{t+1:T}, A_{t+1:T} \) conditioned on \( \hat{\sigma}_t^{l,m}, \hat{\sigma}_t^{l,m}, \pi^l_t \) only depends on \( \hat{\sigma}_t^{l,m}, \hat{\sigma}_t^{l,m}, \phi(Z_{t+1:T}, z_{t+1:T}^l, \tilde{\gamma}_t^l), A_{t+1:T} \) as the follower’s strategy \( \sigma_t^f \) doesn’t affect either the update of the belief \( \pi_t \) or the update of the mean field \( z_t \). (145e) follows from the definitions of \( \tilde{\gamma}_t^f \) and \( \pi_t^l \) and Lemma 5. (145f) follows from (145b) and the definition of \( \hat{\sigma}_t^{l,m} \), (145g) follows from Lemma 4, (145h) again
from the fact that the probability on $Z_{t+1:T}, X_{t+1:T}, A_{t+1:T}$ conditioned on $\hat{\sigma}^{l,m}_{t:T}, \sigma_{t:T}^{f}, \pi_{t}$ only depends on $\hat{\sigma}^{l,m}_{t+1:T}, \sigma_{t+1:T}^{f}, E(\pi_{t}, z_{t}, \gamma^{l,m}_{t}, A^{l,m}_{t})$ as the follower’s strategy $\sigma_{t}^{f}$ doesn’t affect either the update of the belief $\pi_{t}$ or the update of the mean field $z_{t}$. However, this leads to a contradiction since $(\hat{\sigma}^{l,m,f}, z)$ is a SMFE-ML of the game.

(b) If (55b) doesn’t have a solution (concerning major follower): Suppose for any equilibrium generating function $\theta$ that generates $(\hat{\sigma}^{l}, \hat{\sigma}^{m}, \hat{\sigma}^{f}, z)$ through forward recursion, there exists $t \in [T], a_{t;1:t-1}$ such that for $\pi_{t}(\cdot) = P^{a_{t;1:t-1}}(\cdot | z_{t;1:t}, a^{l,m}_{t;1:t-1})$, (55b) is not satisfied for $\theta$, i.e. for $\hat{\gamma}^{f}_{t} = \theta^{f}(\pi_{t}, z_{t}) = \hat{\sigma}^{f}_{t}(\cdot | \pi_{t}, z_{t}, \gamma^{l,m}_{t}), \hat{\gamma}^{m}_{t} = \theta^{m}(\pi_{t}, z_{t}) = \hat{\sigma}^{m}_{t}(\cdot | \pi_{t}, z_{t}, \gamma^{l,m}_{t}), \exists j, x^{m,j}_{t}$ such that

$$
\begin{align*}
\zeta^{m,j}_{t}(\cdot | x^{m,j}_{t}) \notin \max_{n \in \gamma^{m,j}_{t}(\cdot | x^{m,j}_{t})} \mathbb{E}_{t}^{\hat{\gamma}^{m,j}_{t}(\cdot | x^{m,j}_{t})} \left( \pi_{t}, z_{t}, \gamma^{l,m}_{t} \right) \end{align*}
$$

\begin{align*}
\{ R^{m,j}_{t}(z_{t}, X^{l,m}_{t}, A^{l,m}_{t}) + \delta V^{m,j}_{t+1}(E(\pi_{t}, z_{t}, \gamma^{l,m}_{t}, A^{l,m}_{t}), \phi(\pi_{t}, z_{t}, \gamma_{t}), X^{m,j}_{t+1}) | \pi_{t}, z_{t}, x^{m,j}_{t} \} & \quad (146a)
\end{align*}

Let $t$ be the first instance in the backward recursion when this happens. This implies $\exists \hat{\gamma}^{m,j}_{t}$ such that

$$
\begin{align*}
\mathbb{E}_{t}^{\hat{\gamma}^{m,j}_{t}} \left( \pi_{t}, z_{t}, \gamma^{l,m}_{t} \right) = \hat{\gamma}^{m,j}_{t},
\end{align*}
$$

$$
\begin{align*}
\mathbb{E}_{t}^{\hat{\gamma}^{m,j}_{t}} \left( \pi_{t}, z_{t}, \gamma^{l,m}_{t} \right) \in \{ R^{m,j}_{t}(Z_{t}, X^{l,m}_{t}, A^{l,m}_{t}) | \pi_{t}, z_{t}, a^{l,m}_{t;1:t-1}, x^{m,j}_{t} \} \end{align*}
$$

\begin{align*}
&= \mathbb{E}_{t}^{\hat{\gamma}^{m,j}_{t}} \left( \pi_{t}, z_{t}, \gamma^{l,m}_{t} \right) \in \{ \sum_{n=t+1}^{T} R^{m,j}_{n}(Z_{n}, X^{l,m}_{n}, A^{l,m}_{n}) | \pi_{t}, z_{t}, a^{l,m}_{t;1:t-1}, x^{m,j}_{t} \} \end{align*}

\begin{align*}
&= \mathbb{E}_{t}^{\hat{\gamma}^{m,j}_{t}} \left( \pi_{t}, z_{t}, \gamma^{l,m}_{t} \right) \in \{ \sum_{n=t+1}^{T} R^{m,j}_{n}(Z_{n}, X^{l,m}_{n}, A^{l,m}_{n}) | \pi_{t}, z_{t}, a^{l,m}_{t;1:t-1}, x^{m,j}_{t} \} \end{align*}

$$
\begin{align*}
& \quad + \mathbb{E}_{t}^{\hat{\gamma}^{m,j}_{t}} \left( \pi_{t}, z_{t}, \gamma^{l,m}_{t} \right) \in \{ \sum_{n=t+1}^{T} R^{m,j}_{n}(Z_{n}, X^{l,m}_{n}, A^{l,m}_{n}) | \pi_{t}, z_{t}, a^{l,m}_{t;1:t-1}, x^{m,j}_{t} \} \end{align*}
$$

This implies for $\hat{\sigma}^{m,j}_{t}(\cdot | z_{t;1:t}, a^{l,m}_{t;1:t-1}, x^{m,j}_{t}) = \hat{\gamma}^{m,j}_{t}$.
where (146d) follows from Lemma 8, (146e) follows from the definitions of \( \bar{\gamma}_t^{m,j} \) and \( \bar{t} \) and Lemma 5, (146f) follows from (146b) and the definition of \( \bar{\gamma}_t^{m,j} \), (146g) follows from Lemma 4, (146h) follows from Lemma 8.

However, this leads to a contradiction since \( \hat{\sigma}^{l,m,f} \), \( z \) is a SMFE-ML of the game.

(c) (55c) doesn’t have a solution (concerning leader \( i \))

Suppose for any equilibrium generating function \( \theta \) that generates \( \hat{\theta}^{l,m,f} \), \( z \) through forward recursion, there exists \( t \in [T], z_{t:t} \) such that for \( \hat{\theta}(\cdot) = P^{\hat{\theta}^{l,m,f}}(\cdot|z_{t:t}, a_{t:t-1}^{l,m}) \), (55c) is not satisfied for \( \theta \) i.e. for

\[
\hat{\gamma}_t^f = \theta^f(\hat{\pi}_t, z_t) = \hat{\theta}_t^f(\hat{\pi}_t, z_t, \cdot), \quad \hat{\gamma}_t^{l,m} = \theta_t^{l,m}(\hat{\pi}_t, z_t) = \hat{\theta}_t^{l,m}(\hat{\pi}_t, z_t, \cdot), \quad \exists i, x_i \] such that

\[
\hat{\gamma}_t^{l,i} \notin \arg\max_{\gamma_t^{l,i}} \mathbb{E}_{\bar{\gamma}_t^{l,i}} \{ R_t^{l,i}(z_t, X_t^{l,m}, A_t^{l,m}) + \delta V_{t+1}^{l,i}(E(\hat{\pi}_t, z_t, \gamma_t^{l,i}, x_t^{l,i}, \bar{\gamma}_t^{m,f}, \bar{\gamma}_t^{m}), \phi(\hat{\pi}_t, z_t, \gamma_t^{l,i}, x_t^{l,i}, \bar{\gamma}_t^{m,f}, X_t^{l,i+1})|\hat{\pi}_t, z_t, x_t^{l,i}) \}
\]

where \( \bar{\gamma}_t^{m} \in BR_t^{m}(\pi_t, z_t, \gamma_t^{l,i}, x_t^{l,i}, \bar{\gamma}_t^{m,f}), \hat{\gamma}_t^{f} \in BR_t^{f}(\pi_t, z_t, \gamma_t^{l,i}, x_t^{l,i}, \hat{\gamma}_t^{m,f}) \)

Let \( t \) be the first instance in the backward recursion when this happens. This implies \( \exists i, \hat{\gamma}_t^{l,i} \) such that

\[
\mathbb{E}_{\bar{\gamma}_t^{l,i}} \{ R_t^{l,i}(z_t, X_t^{l,m}, A_t^{l,m}) + \delta V_{t+1}^{l,i}(E(\hat{\pi}_t, z_t, \gamma_t^{l,i}, x_t^{l,i}, \bar{\gamma}_t^{m,f}, \bar{\gamma}_t^{m}), \phi(\hat{\pi}_t, z_t, \gamma_t^{l,i}, x_t^{l,i}, \bar{\gamma}_t^{m,f}, X_t^{l,i+1})|\hat{\pi}_t, z_t, x_t^{l,i}) \}
\]

where \( \hat{\gamma}_t^{m} \in BR_t^{m}(\gamma_t^{l,i}, \gamma_t^{l,i}, \hat{\gamma}_t^{m}), \hat{\gamma}_t^{m} \in BR_t^{f}(\pi_t, z_t, \gamma_t^{l,i}, \gamma_t^{l,i}, \hat{\gamma}_t^{m}, \hat{\gamma}_t^{m}) \)
This implies for $\delta_{i}^{l,i}(x_{1:t}, a_{1:t-1}^{l,m}, x_{1:t-1}^{i}) = \delta_{i}^{l,i}$, 

$$
\mathbb{E}^{s_{t}^{l,m}}(\mathbb{E}^{s_{t}^{l,m}}(\sum_{n=t}^{T} R_{n}^{l,i}(Z_{n}, X_{n}^{l,m}, A_{n}^{l,m})|\pi_{t}^{l,i}, z_{1:t}, a_{1:t-1}^{l,m}, x_{1:t-1}^{i}) \nonumber 
= \mathbb{E}^{s_{t}^{l,m}}(\mathbb{E}^{s_{t}^{l,m}}(\sum_{n=t}^{T} R_{n}^{l,i}(Z_{n}, X_{n}^{l,m}, A_{n}^{l,m}) + \mathbb{E}^{s_{t}^{l,m}}(\sigma_{t}^{l} z_{t}^{i} x_{t}^{l} A_{t}^{l}) 
= \mathbb{E}^{s_{t}^{l,m}}(\mathbb{E}^{s_{t}^{l,m}}(\sum_{n=t+1}^{T} R_{n}^{l,i}(Z_{n}, X_{n}^{l,m}, A_{n}^{l,m}) + \mathbb{E}^{s_{t}^{l,m}}(\sigma_{t}^{l} z_{t}^{i} x_{t}^{l} A_{t}^{l}) 
\tag{147e}
$$

$$
\mathbb{E}^{s_{t}^{l,m}}(\mathbb{E}^{s_{t}^{l,m}}(\sum_{n=t+1}^{T} R_{n}^{l,i}(Z_{n}, X_{n}^{l,m}, A_{n}^{l,m}) + \mathbb{E}^{s_{t}^{l,m}}(\sigma_{t} z_{t}^{i} x_{t}^{l} A_{t}^{l}) 
= \mathbb{E}^{s_{t}^{l,m}}(\mathbb{E}^{s_{t}^{l,m}}(\sum_{n=t+1}^{T} R_{n}^{l,i}(Z_{n}, X_{n}^{l,m}, A_{n}^{l,m}) + \mathbb{E}^{s_{t}^{l,m}}(\sigma_{t} z_{t}^{i} x_{t}^{l} A_{t}^{l}) 
\tag{147f}
$$

$$
V_{t+1}(\bar{F}(\sigma_{t} z_{t}^{i} x_{t}^{l} A_{t}^{l}) + \mathbb{E}^{s_{t}^{l,m}}(\sigma_{t} z_{t}^{i} x_{t}^{l} A_{t}^{l}) 
= \mathbb{E}^{s_{t}^{l,m}}(\mathbb{E}^{s_{t}^{l,m}}(\sum_{n=t+1}^{T} R_{n}^{l,i}(Z_{n}, X_{n}^{l,m}, A_{n}^{l,m}) + \mathbb{E}^{s_{t}^{l,m}}(\sigma_{t} z_{t}^{i} x_{t}^{l} A_{t}^{l}) 
\tag{147g}
$$

where (147f) follows from Lemma 11, (147g) follows Lemma 10, (147h) follows from (147c) and the definition of $\hat{\sigma}_{t}^{l}$, (147i) follows from Lemma 9, (147j) again follows from Lemma 11. However, this leads to a contradiction since $(\hat{\sigma}_{t}^{l,m,f}, z)$ is an SMFE-ML of the game.
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