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The Baryon Acoustic Oscillations feature (BAO) imprinted in the clustering correlation function
is known to furnish us cosmic distance determinations that are independent of the cosmological-
background model and the primordial perturbation parameters. These measurements can be accom-
plished rigorously by means of the Purely Geometric BAO methods. To date two different Purely
Geometric BAO approaches have been proposed. The first exploits the linear-point standard ruler.
The second, called correlation-function model-fitting, exploits the sound-horizon standard ruler. A
key difference between them is that, when estimated from clustering data, the linear point makes use
of a cosmological-model-independent procedure to extract the ratio of the ruler to the cosmic dis-
tance, while the correlation-function model-fitting relies on a phenomenological cosmological model
for the correlation function. Nevertheless the two rulers need to be precisely defined independently
of any specific observable (e.g. the BAO). We define the linear point and sound horizon and we fully
characterize and compare the two rulers’ cosmological-parameter dependence. We find that they are
both geometrical (i.e. independent of the primordial cosmological parameters) within the required
accuracy, and that they have the same parameter dependence for a wide range of parameter values.
We estimate the rulers’ best-fit values and errors, given the cosmological constraints obtained by the
Planck Satellite team from their measurements of the Cosmic Microwave Background temperature
and polarization anisotropies. We do this for three different cosmological models encompassed by
the Purely Geometric BAO methods. In each case we find that the relative errors of the two rulers
coincide and they are insensitive to the assumed cosmological model. Interestingly both the linear
point and the sound horizon shift by 0.5σ when we do not fix the spatial geometry to be flat in
ΛCDM. This points toward a sensitivity of the rulers to different cosmological models when they
are estimated from the Cosmic Microwave Background.
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I. INTRODUCTION

In cosmology standard rulers are a valuable tool to infer cosmological information from observational data. In this respect the Baryon Acoustic Oscillations (BAO) are known to furnish us a powerful comoving cosmological standard ruler [1]. In our standard cosmological description initial fluctuations in the gravitational potential drove acoustic waves in the primordial photon-baryon plasma. Soon after the decoupling time, at the drag epoch, the acoustic waves stopped propagating leaving in the baryon distribution overdensities separated by a characteristic length scale – the sound-horizon comoving length at the drag epoch \( r_d \) (which we refer to as SH hereafter). The subsequent large-scale evolution of matter (i.e. dark matter and baryons) is dominated by gravity that left in the 2-point correlation functions (CF) of the matter and its measured tracers’ (e.g. galaxies) a characteristic feature that we call Baryon Acoustic Oscillations [2].

Since the CF BAO feature was initially identified with the so-called acoustic peak, and since its position is close to the sound-horizon scale, the original idea was to measure the same length-scale from the primordial and late Universe and exploit it for cosmology. However, in this era of precision cosmology, this excellent intuition encountered certain challenges. Firstly, we now know that generically we cannot estimate the primordial \( r_d \) in a cosmology-model-independent way and without modeling the late-time physics\(^1\). Secondly, to extract \( r_d \) from late-time data, we need to model the galaxy-correlation-

\(^1\) See, however, [3] for a discussion of how late-time effects can be removed from Cosmic Microwave Background data for cosmological models that are sufficiently close to flat-ΛCDM.
function non-linearities that squash and shift the peak position in a time-dependent and model-dependent way.

Hence nowadays we adopt a specific (and somewhat arbitrary) definition for the sound horizon scale $r_d$. Assuming a cosmological model (e.g. flat $\Lambda$CDM) to fit the data from the Cosmic Microwave Background (CMB) anisotropy power spectrum data, $r_d$ is estimated as a secondary (i.e. derived) parameter (e.g. [7]). At late times $r_d$ again needs to be estimated as a secondary parameter derived from the geometry-dependent multi-parameter fit to the galaxy-correlation-function data [8]. To be more precise, from BAO measurements, the interesting and best-measured quantity is the ratio of the sound-horizon scale to a “BAO distance” [1-2] of the galaxy survey.

To use the BAO as a standard ruler, the BAO distance measures (in units of the SH scale) must be estimated with “Purely Geometric-BAO (which we refer to as PG-BAO hereafter)” methods, as described in [8]. In these methods one assumes neither a flat spatial geometry nor a specific model for the late-time cosmic acceleration. The PG-BAO methods require the estimated distance measures to be geometrical, i.e. independent of the primordial-fluctuation parameters. Such PG-BAO measurements are one of the main motivations behind the large effort devoted to building upcoming Large Scale Structure (LSS) galaxy surveys such as Euclid, DESI, and WFIRST.

The standard BAO approach to estimate distances [9-10], called BAO-Only, was intended to be a PG-BAO method. However it fails to meet the requirements, as the cosmological parameters and the non-linear damping parameters are kept fixed in the CF template fit [11]. Notice that even standard BAO state-of-the-art methods and tests do not address and solve this issue that remains a serious limitation of the standard BAO approach [12]. Because of this parameter fixing, the sound-horizon scale is not estimated as a secondary parameter but instead enters as an ad hoc correction term necessary to obtain unbiased results from the CF fits validated with simulations or survey mocks (see Section 7 of [9]). To overcome this uncontrolled approximation, recently some of us proposed a new PG-BAO approach named correlation-function model-fitting (which we refer to as CF-MF hereafter) [8]. CF-MF allows to properly propagate all the uncertainties without fixing the cosmological parameters. The sound-horizon scale is properly obtained as a secondary parameter from the fit. Using CF-MF, it was possible to show that, when the BAO-Only technique is employed to infer the ratio of the sound-horizon scale to the cosmic distance, a Fisher-matrix analysis finds that it underestimates the errors by up to a factor of 2 unless one imposes CMB-related priors on the parameters.

CF-MF relies on a CF template: a phenomenological model of the galaxy correlation function. In fact we are not able to unambiguously predict the galaxy CF starting from cosmological initial conditions. As a matter of fact, many CF templates have been proposed in the past and it is not clear which one to choose, how many parameters are needed to describe galaxy clustering, and on which range of scales the fit to the data should be performed [13]. The lack of a fundamental model of the predicted CF forces one to tune the CF-templates to the simulated outcomes. Since the N-body simulations are always run for cosmological parameter values close to the best-fit Planck posteriors, the chosen template, when employed for galaxy-data fits, could bias the best-fit inferred distances and/or errors.

To overcome the theoretical limitations of the CF-MF approach, recently a complementary new point of view to fit PG-BAO measurements was proposed. A new standard ruler in the BAO range of scales was identified and dubbed the Linear Point (LP). It is defined as the mid-point between the peak and the dip positions of the CF computed in linear theory in the BAO range of scales. It was proven [14] to be geometrical near the Planck-2015 best-fit flat-$\Lambda$CDM cosmology [2]. However, what makes the LP really valuable is its insensitivity (at the 0.5% level) to physically relevant non-linear effects such as non-linear gravity, redshift-space distortions and scale-dependent bias [14]. Crucially, these properties allow us to estimate the LP in a model-independent way from clustering data, i.e. without resorting to a phenomenological model of the CF. In particular, we fit to the CF-monopole data a cosmology-independent differentiable function from which we estimate the location of the peak and the dip, and from them compute the linear point. This convenient definition allows us to simply estimate the LP from the data without deriving it as a cosmology-dependent secondary parameter [15]. The LP was validated with survey mocks [16], employed to estimate distances (in units of the LP) from data [15], and proven to be more constraining than the CF-MF-inferred distances (in units of the SH) [8]. These convenient properties come at the cost of possible non-detection of the LP for clustering data with a low signal-to-noise [16] (i.e. a model-independent fit to the BAO does not force the presence of a peak and a dip in the data). This problem might be overcome with a different LP detection definition, however the results so far obtained present this limitation. Of course, the estimate of the LP accuracy is limited by the accuracy of the N-body simulations.

In this manuscript we first unambiguously give the definitions of the two rulers. We then aim to completely characterize their cosmological-parameter dependence in

---

2 Here, for simplicity, we use the generic term “BAO distance” to refer to any of the background quantities that are estimated from BAO studies, such as the isotropic-volume distance, the angular-diameter distance and the Hubble parameter.
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as wide as possible a range. This is a key ingredient to assess the constraining power of the LP and SH. This investigation is performed by means of an accurate Boltzmann code. We then present the posteriors derived for the LP and SH, given the cosmological-parameter posteriors inferred from the CMB temperature and polarization-anisotropy power spectra as measured by the Planck satellite [7].

We shall explain how for the time being both rulers, when inferred from non-BAO observations like the CMB, need to be derived as cosmology-dependent secondary parameters. Since one of the most important uses of BAO measurements is for cosmological-model selection, this is not a limitation. In fact, to combine the PG-BAO measurements with other cosmological probes the likelihoods need to be properly combined. If we could obtain cosmological-model-independent estimates of the rulers from non-BAO observables, it would be useful for performing cross-checks among different datasets or for deriving less model-dependent, if weaker, constraints on cosmological models.

Even if the CMB-derived SH and LP lengths and errors cannot be directly employed to combine CMB and BAO measurements, they are informative of the two rulers’ power to constrain cosmology and of their cosmological-model dependence. As a working example, we choose three popular cosmological models fit to the CMB data: flat-ΛCDM, ΛCDM and flat-ωCDM. We show that, given these models, the two CMB-derived rulers have the same constraining power and are strongly correlated. This is as expected, because within 10σ from the Planck best-fit parameter values, the two rulers have the same dependence on those cosmological parameters. For larger deviations from the current CMB constraints, the two rulers keep their standard-ruler properties but present slightly different dependences on the cosmological parameters. Unfortunately, in the absence of N-body simulations in those regimes of cosmological parameter space, we do not know the non-linear behavior of the CF. Thus, we cannot rely on the accuracy of these conclusions for either standard ruler. This is, however, a limitation that applies to all BAO studies unless informative priors from other cosmological probes are employed (e.g. [17]).

Interestingly, the two rulers’ lengths as derived from the CMB have the same errors for all three of the cosmological models considered. This was not obvious ab initio since flat-ΛCDM has one fewer parameter than the other two models. We also uncover a 0.5σ shift in the best-fit length of the standard rulers in ΛCDM depending on whether one does or does not fix the curvature to be zero. This suggests that even though the lengths of the rulers are determined by early-universe physics, the estimated values of those lengths, given CMB observables, can shift between cosmological models that differ only in their late-time physics. This is because the estimated values of “early-universe” parameters can be affected by the differing late-universe physics.

The layout of the manuscript is as follows. In Section II, we explain what we mean by a cosmological standard ruler in the context of the BAO measurements. We then provide operational definitions of the linear-point and sound-horizon rulers, and explain how their parameter dependence is investigated. In Section III we present and discuss our results, and in Section IV we conclude. Throughout, like all other BAO analyses, we assume standard inflationary initial power spectrum, and standard recombination history. We also assume that neutrinos are massless, and are currently exploring the effects of neutrino mass.

II. METHODOLOGY

A. Two cosmological standard rulers: $s_{LP}$ and $r_d$

A comoving cosmological standard ruler $L_{sr}$ is a length-scale that is redshift-independent in comoving coordinates. The Purely Geometric-BAO methods rely on such a ruler. In particular, as shown in [8], from the large-scale-structure clustering data we estimate with the PG-BAO $L_{sr}^{PG}$. Here $D_V(\bar{z})$ is the isotropic-volume distance, defined as

$$D_V(\bar{z}) \equiv \left[ \frac{(1 + \bar{z})^2 D_A(\bar{z})^2 c^2 \bar{z}}{H(\bar{z})} \right]^{1/3},$$

where $D_A(\bar{z})$ is the angular-diameter distance, $H(\bar{z})$ is the Hubble rate, and $\bar{z}$ is the effective redshift of the observation. To be a comoving cosmological standard ruler, we further insist that $L_{sr}$ not depend on the primordial-perturbation parameters.

For Purely Geometric-BAO measurements, we require, in addition, that we be able to estimate $D_V(\bar{z})$ without assuming spatial flatness or adopting any specific model for the late-time acceleration of the Universe. In [8], two procedures and two relative rulers to estimate $L_{sr}^{PG}$ from the observed CF-monopole were proposed. These two rulers meet the criteria above, at least for a broad class of models that share the same functional form of the CF [18]. The first of these procedures exploits the Linear Point standard ruler $s_{LP}(\omega_b, \omega_c)$, which is defined by a specific feature of the CF computed in linear theory over the BAO range of scales. It depends only on the physical baryon and dark-matter energy densities $\omega_b$ and $\omega_c$. This feature is independent of redshift and of

---

6 The BAO information can be extracted by expanding the CF in multipoles, or equivalently from the radial and transverse BAO. We focus here on the multipoles expansion, and in particular on the so-called isotropic-BAO where only the information from the CF-monopole is estimated. Extension of the PG-BAO to the CF-quadrupole will be the subject of future work.

7 We recall that we work in the observed redshift space (denoted by s) where the CF is usually expanded in spherical harmonics, we consider the first term of the expansion, i.e. the CF-monopole.
the primordial-fluctuation parameters. The second employs a CF-model-dependent fit that marginalizes over the primordial-fluctuation, redshift and tracer-dependent parameters. It is called CF-model-fitting (CF-MF) and relies on the comoving sound horizon at the baryon-drag epoch $r_d(\omega_b, \omega_c)$. $s_{LP}$ and $r_d$ are cosmological standard rulers that we can use to estimate $L_{p}^{c}/D_{V}(\bar{z})$.

When employed to perform PG-BAO measurements, the two rulers present a key difference, rooted in the way they are estimated from data. The Linear Point can be inferred in a cosmological-model-independent way from the clustering-data, so long as a BAO dip and peak are detected in the correlation function. The sound-horizon scale, on the other hand, is indirectly derived by mapping the cosmological parameters estimated from the correlation function (using the CF-MF for example) to the SH scale through the accurate knowledge of the parameter dependence of the SH. It does not rely on the BAO dip and peak detection. To exploit cosmological-model independence of the LP, we must verify that, even though it is defined in terms of the redshift-zero CF, the LP is actually redshift-independent, both at the linear and non-linear levels. In contrast, the sound horizon, being defined as a specific function of the cosmological parameters, is intrinsically redshift-independent.

To use the PG-BAO measurements to constrain a specific cosmological model and to break parameter degeneracies inherent in the PG-BAO outcomes, it is standard to combine them with other observational probes. To do this, we denote both the real and redshift-space distance as $d_r(\omega_b, \omega_c)$. However, since both the ruler $L_{sr}$ and $D_{sr}$ depend on $(\omega_b, \omega_c)$, we need to properly combine the PG-BAO likelihood with the likelihoods from the other probes. Therefore, for inferring parameters, this additional feature of $s_{LP}$ is irrelevant. It could however be valuable when performing consistency tests among datasets.

While the LP and the SH are useful for performing the PG-BAO measurements, their lengths can also be estimated from other cosmological probes (e.g. [3]). This allows us to perform consistency checks among different cosmological observations (e.g. [19–22]). Notice that, in this case, there is no general reason why the rulers must be independent of the cosmological model. In this sense we underline that neither the LP nor the SH can be directly estimated (i.e. without interposing a cosmological model) from non-BAO observations. Moreover this implies that there is no reason related to non-BAO observations to prefer the SH to the LP standard ruler.

In order to exploit the two rulers to learn about cosmology it is mandatory to characterize and compare them. We will first study their cosmological-parameter dependence by means of the CAMB Boltzmann code [6].

We then exploit this result and the CMB measurements performed by the Planck satellite to map the Planck posteriors for different cosmological models to the LP and SH posteriors. This will allow us to compare the two rulers and their errors. We stress that we are studying the effects of cosmological parameters on the theoretical rulers and not the effects of the BAO estimation process on those rulers, which was explored previously in [10].

B. Linear Point and Sound Horizon definitions and parameter dependence

We start by defining the Linear Point and Sound Horizon rulers.

The LP is defined as the mid-point between the peak and the dip of the correlation function computed in linear theory at redshift $z = 0$. From a Boltzmann code (e.g. the CAMB code), we obtain the linear matter power spectrum $P_{lin}(k, z)$ at redshift $z$. The spatial derivative of the real space CF

$$\xi'(s, z) = -\frac{1}{2\pi^2} \int dk \, k^3 P_{lin}(k, z) j_1(ks),$$

where $j_1(x) = (-x \cos(x) + \sin(x))/x^2$ is the first-order spherical Bessel function. (For notational convenience, we denote both the real and redshift-space distance as $s$.) The LP length is insensitive to which space we are considering.) For appropriate values of the cosmological parameters, the linear correlation function (evaluated at redshift $z = 0$) has a maximum (peak) and minimum (dip) in the BAO range of scales, so $\xi'(s, 0)$ has two zeros. With a root-finding procedure we calculate the dip $s_d$ and peak $s_p$ positions [9], and

$$s_{LP} = \frac{s_d + s_p}{2}.$$  

The comoving sound horizon is defined via [6]

$$r_s(z) = \int_0^{\eta(z)} \frac{d\eta'}{\sqrt{3(1 + R)}},$$

where $R \equiv 3 \rho_b/(4 \rho_r)$ is proportional to the ratio of the baryon density $\rho_b$ and the radiation density $\rho_r$, and $\eta$ is the conformal time. The sound horizon at the drag epoch $r_d \equiv r_s(z_{drag})$ depends on $z_{drag}$. By definition,
after the drag epoch, the baryon velocity decouples from the photon fluid, so baryon perturbations stop undergoing acoustic oscillations. In reality the process of decoupling is gradual, so to define $z_{\text{drag}}$ one uses an indicative central value of the baryon scattering probability. This is generally taken to be $\tau_d(z_{\text{drag}}) = 1$ \cite{24}, with

$$\tau_d(\eta) = \int_{\eta_0}^{-\eta} d\eta'(\partial_{\eta'} \tau_{\text{Th}})/R .$$  \quad (5)

where $\eta_0$ is the conformal time today and $\tau_{\text{Th}}$ is the Thomson optical depth from recombination. $r_d$ is among the CAMB outputs. (Of course, the apparent dependence of $\tau_d(z_{\text{drag}})$ on late-time baryon-photon scattering arising from the lower limit on the integral in Eq. (5) is assumed to be subdominant.)

As mentioned in Section IIA we will numerically verify that the LP, estimated from the CF computed in linear theory, is redshift-independent. This implies that both $s_{LP}$ and $r_d$ are given by algorithms that take as inputs only the values of the cosmological parameters. We will therefore compare the cosmological-parameter dependence of the LP and SH, demonstrating that both rulers are geometrical, i.e. independent of the primordial-perturbation parameters, and with similar dependence on the parameters describing the background cosmology.

To perform model-independent PG-BAO measurements, the LP also needs to be redshift independent: $s_{LP}$ extracted from $\xi'(s, z)$ must coincide with $\xi'(s, 0)$.

C. Standard rulers from CMB data

One of the most important and constraining cosmological probes is the CMB temperature anisotropy. Combining the PG-BAO with CMB constraints is current standard practice (e.g. Section 5 of \cite{7})\(^{10}\). As mentioned above, this should be done by combining the CMB and BAO likelihoods, properly taking into account their cross correlations\(^{11}\). Thus estimating the best-fit value and errors of the rulers from the CMB cosmological parameter posteriors is not directly applicable for using CMB and PG-BAO jointly for cosmological parameter estimation or model selection, but it is nevertheless a valuable tool for comparing the utility of the two rulers and to uncover the cosmological-model-dependencies given the CMB constraints.

We employ the Monte Carlo Markov chains (MCMC) released in 2015 by the Planck collaboration\(^{12}\) as a result of their analysis of the Planck CMB data \cite{7}. We consider the chains named “TTTEEE + lowTEB,” in which both the low-$l$ and high-$l$ CMB anisotropy temperature and polarization power spectrum data are taken into account.

We test the standard-ruler lengths and errors derived from the CMB constraints by assuming three different cosmological models that are consistent with the PG-BAO cosmic distance measurements.\(^{13}\) Among the available Planck chains we choose flat-$\Lambda$CDM and the two simplest extensions: $\Lambda$CDM with no flatness assumption, and flat-$w$CDM (where the dark-energy equation-of-state parameter $w(z)$ is assumed to be constant).

III. RESULTS

In this section we first present the results on the parameter-dependence of the standard rulers. We then compare the linear point and the sound horizon given the Planck 2015 CMB temperature and polarization power-spectrum data and a cosmological model assumed to fit them.

A. Linear Point and Sound Horizon: two geometrical standard rulers

We start by recalling that, to avoid introducing spurious parameter dependencies, both the linear point and the sound horizon comoving lengths need to be expressed in Mpc units and not in Mpc$/h$, as emphasized in \cite{8}. In these units and in the context of the PG-BAO, by definition (see Section IIB) the sound horizon depends only on the physical energy densities $\omega_c$ and $\omega_b$. The LP is defined through the linear CF, and is insensitive to the optical depth parameter $\tau$, which characterizes the late-time reionization history; moreover the LP depends only on the locations of the extrema of the CF and hence is independent of the scalar amplitude $A_s$ and of the Hubble constant $H_0$. Among the parameters of the standard cosmological model, it can depend only on $\omega_c$, $\omega_b$, and on the scalar spectral index $n_s$.\(^{14}\) Since we are not aware of fundamental reasons that prevent the LP to depend on $n_s$ we should characterize its (in)dependence

\(^{10}\) Strictly speaking, so far the BAO-only and not the PG-BAO has been employed.

\(^{11}\) While the PG-BAO is independent of primordial physics, CMB anisotropies are affected by late-time physics, e.g. the late-time integrated Sachs Wolfe effect, Sunayev-Zeldovich effect, and CMB lensing. Moreover, both rulers enter divided by $D_V(z)$, with its parameter dependences, as discussed above.
FIG. 1: Linear point and sound horizon dependence on $\omega_b$, $\omega_c$ and $n_s$ for a parameter range within $\pm 10\sigma$ of the Planck best-fit values for flat-$\Lambda$CDM. The rulers’ lengths (indicated by $L_{sr}$) are normalized, i.e. they are each divided by their length evaluated at a fiducial value of the parameters. We plot the ratio of the normalized $s_{LP}$ to the normalized $r_d$ in the top panels to highlight their relative parameter dependence. In the bottom panels we present the normalized rulers as a function of the cosmological parameters.

FIG. 2: We show the linear point inferred from the non-linear correlation function at redshift $z = 0$ divided by its linear value. It is plotted in the same parameter range as Fig. 1 for $\omega_b$, $\omega_c$ and $n_s$. As expected, non-linear physics reduces $s_{LP}$ at $z=0$ to $\sim 99\%$ of its high-$z$ value for the fiducial cosmology, motivating a 0.5% correction to keep $s_{LP}^{\text{non-lin}}$ within 0.5% of $s_{LP}^{\text{lin}}$ over the full range of redshift values.
FIG. 3: Linear point and sound horizon dependence on \( \omega_b, \omega_c \) and \( n_s \) for a wide range of parameter values. We show the ratio of the normalized \( s_{LP} \) to the normalized \( r_d \) in the top panels to highlight their relative parameter dependence. In the bottom panels we plot the normalized rulers as a function of the cosmological parameters.

FIG. 4: Matter correlation function in real space (notice the use of the \( r \) coordinates instead of the redshift–space \( s \) used in the rest of the paper) computed in the linear approximation. The plot shows how the CF changes with \( \omega_c \). Notice that for \( \omega_c \gtrsim 0.3 \) the familiar peak-dip structure of the correlation function is drastically altered. See the main text for how this behavior can be exploited to perform cosmological inference with the linear point standard ruler.

numerically by means of the CAMB code\(^{15} \). Finally, to compare the constraining power of the two rulers, for each of them we consider the normalized quantity \( L_{sr}/L_{sr}^{ fid} \) and its parameter dependence, where the subscript “\( fid \)” refers to a fiducial value for the parameters that we choose to be the Planck 2015 flat-\( \Lambda \)CDM best fit one: \( \omega_b = 0.02252, \omega_c = 0.11987, \tau = 0.0789, 10^{10} A_s = 3.0929, n_s = 0.96475 \) and \( h = 0.6725 \). This allows us to compare the relative functional dependences of the LP and SH.

In Fig. 4 we display the normalized rulers’ dependence on the relevant parameters. In the top panels, to simplify their comparison, we plot the ratio of the normalized \( s_{LP} \) to the normalized \( r_d \). The rulers are plotted over a parameter range defined to be within 10\( \sigma \) of the Planck best-fit values for flat-\( \Lambda \)CDM. This is clearly sufficient for any comparison of BAO with the CMB as measured by Planck. In fact we are characterizing the rulers well within the CMB parameters’ likelihood for all the models here considered. From Fig. 1 we confirm that the sound horizon is exactly geometrical, and that the linear point is geometrical at the 0.1\% level. Moreover, the parameter

\(^{15} \)A preliminary analysis on the \( n_s \) linear point dependence was presented in [14].
dependence of the normalized LP and SH is equivalent at the 0.1% level. It is therefore reasonable to expect that the two CMB derived rulers will be strongly correlated and that their relative errors will be the same.

In [14] it was proved that the LP has a 0.5% intrinsic uncertainty given by non-linear effects as non-linear gravitational evolution, redshift-space distortions and scale-dependent bias. The result was obtained employing N-body simulations, and cross-checked with a simple non-linear CF model. Since in [14] the analysis was performed for one set of cosmological parameters, it is important to test here whether the 0.5% intrinsic uncertainty holds within the considered 10σ range around Planck values. To this end, we will use the simple non-linear CF model employed in [14], since we expect it to work in the parameter range considered (i.e. close to the parameter range where the non-linear CF model has been tested). For completeness, we recall here the CF-model used in [8, 14].

In the observed redshift space, at BAO scales, the non-linear correlation function monopole can be approximated as [8]

$$\xi_0^{\text{non-lin}}(s, z) \simeq \int \frac{dk}{k} \frac{k^3 P_{\text{lin}}(k, z)}{2\pi^2} A^2 e^{-k^2 \sigma_0^2} j_0(k s), \quad (6)$$

where we have defined

$$A^2(z) \equiv b_{10}^2 + \frac{2 b_{10} f}{3} + \frac{f^2}{5}, \quad (7)$$

$$\sigma_0^2(z) = \frac{35 b_{10}}{105 A^2} (f^2 + 2f + 3) + 14 b_{10} f (3f^2 + 6f + 5)$$

Here $P_{\text{lin}}(k, z)$ is the linear matter power spectrum (PS) at redshift $z$; $b_{10}$ is the Eulerian linear bias and $b_{10}$ is the scale-dependent bias; $f(z) = d \ln D/d \ln a$ is the growth rate at redshift $z$; $j_0(k s) = \sin(x)/x$ is the zero-order spherical Bessel function; and $\sigma_0(z)$ is the one-dimensional dark-matter velocity dispersion in linear theory, given by

$$\sigma_0^2(z) = \frac{1}{3} \int \frac{d^3 q}{(2\pi)^3} \frac{P_{\text{lin}}(q, z)}{q^2}. \quad (8)$$

In Fig. 2 we plot the linear point inferred from the non-linear correlation function at $z = 0$ divided by its linear value, over the Planck 10σ range. $s_{\text{LP}}^0$ is approximated by equation (6), augmented by our standard 0.5% non-linear correction [14]. We see that the linear point basically remains within 0.5% of its linear value wherever it is defined. Where the peak and dip are absent, $s_{\text{LP}}$ is undefined. We expect some similar (if less pronounced) difficulty extracting $r_d$ from CF-MF. Notice that redshift zero represents the worst case, with the most non-linear evolution, and that all real cosmological measurements are performed at higher redshift where the problem is less severe.

The PG-BAO are meant to be used in combination with all the other cosmological observables, not only the CMB. Consequently, we should not restrict our characterization of them to within a few sigmas of the Planck results, as this could potentially bias the cosmological parameter estimation or model selection. Therefore we characterize the standard rulers over a more extended range of parameter values. This is suggested by the findings of [8] where the marginalized posteriors of the cosmological parameters from the PG-BAO were found to be very wide.

Before presenting this analysis, we warn the reader that, in the extended parameter range we will consider, there are no (or at least no accurate) N-body simulations available for us to test the non-linear effects on the correlation function in the BAO range of scales. This is an important issue for all PG-BAO analyses. In fact, the simulations used to calibrate the analysis methods and to analyze the data are performed over a much narrower range of cosmological parameters than is justified by either the prior or the posterior. Hence, the usual attitude is to assume that the BAO method works in regimes where it has not been tested. As extrapolating non-linear effects is very likely not a safe practice, the results presented in the extrapolated regions are probably not reliable. The same issue clearly applies to the Linear Point. To be specific we do not know whether the maximum 0.5% shift given by non-linear effects would hold outside of the 10σ Planck parameter region. For the same reason we cannot apply the non-linear model that we employed to test non-linear effects in the 10σ Planck parameter region.

In Fig. 3 we display the rulers’ dependence for $0 < s < 2$. The $s$ dependence of the LP is still within the 0.5% LP intrinsic uncertainty [14], and can thus be neglected in the cosmological analysis. For $s > 2$, this no longer the case. We take $s > 0.5$ because for $s < 0.5$ the BAO feature is erased. This is not a problem, as to estimate the LP from the data we employ a procedure that is independent of both any two-point-CF model and of the cosmology. We can therefore perform a conditional cosmological analysis: if the LP is detected then $s > 0.5$.

This has the advantage of providing an immediate lower limit on $s$ no matter the ab initio prior. There is no similar upper bound on $s$ in the range we explored. The CF-MF has no such opportunity to simply constrain the range of $s$. For this reason we explore the minimum value of $s$ allowed by the CAMB code. We found that for $s < 0$ the code issues a warning and terminates; we therefore consider only $s > 0$.

We note that Boltzmann codes like CAMB will necessarily be designed and validated for specific ranges of the cosmological parameters. These may well not include

---

16 There is also a quantifiable probability of a false positive detection given by the effects of cosmic and sample variance.

17 This holds at least for python CAMB 1.0.6, the code we are employing in our analysis, i.e. the python version of the CAMB code.
values that become of interest to cosmologists, especially when there are tensions among cosmological parameters extracted from different sets of cosmological observables. It is the responsibility of the user to rely on the code only where it is reliable.

We should acknowledge that the viewpoint that \( n_s \) is a constant for all \( k \) (no running) is an approximation that cannot hold exactly and that seems more likely to fail the larger the value of \( |n_s - 1| \). This certainly is true within the context of slow-roll inflation, where \( |n_s - 1| \) is linear in slow-roll parameters, and the running is quadratic. If \( |n_s - 1| > 1 \) then the slow roll approximation is not even valid. Furthermore, we are measuring \( n_s \) over a narrow range of length (and momentum) scales, making global arguments about the value of \( n_s \) over the full range of momenta less clearly applicable. It is thus enormously difficult to put well-motivated priors on the space of phenomenological parameters like \( n_s \) outside the very narrow range near \( n_s = 1 \). This presents a considerable challenge to CF-MF, if it wishes to explore a wide prior for \( n_s \); and complicates the use of both LP and CF-MF for cosmological parameter determination far outside the usual range of \( n_s \) and running.

In Fig. 3 we also display the dependence of \( L_{\text{sr}}/L_{\text{sr}}^{\text{fid}} \) as a function of \( \omega_b \) and \( \omega_c \), for both standard rulers. We first observe that both standard rulers are usable over a wider range of these cosmological parameters than just the 10\( \sigma \) Planck range used above. Moreover, they have very similar dependences over this range, i.e. within about 3% of each other. That they are not exactly equivalent has no particular significance for their relative utility.

The upper limit of \( \omega_b < 0.196 \) arises from a failure of CAMB.\(^{18}\) This failure could represent a challenge for the CF-MF in the absence of a prior that excludes problematic values as CF-MF can only be applied within the regime where the Boltzmann code can be trusted. The LP suffers from no such constraint – as long as there is a peak and a dip in the data, the value of the LP can be extracted. Its use for cosmological parameter estimation or model selection, does however rely on a Boltzmann code that has been validated over the relevant region of parameter space.

For \( \omega_c \gtrsim 0.3 \), the familiar peak-dip structure of the correlation function is drastically altered (as seen in Fig. 4) – the peak remains, but a new dip emerges at much smaller scales \( s < 70 \text{ Mpc} \). We have not validated the sensitivity of the linear point to non-linear physics in this regime, and cannot do so without appropriate simulations. This suggests that the appropriate approach is, as for \( n_s \), we perform an analysis conditioned on \( s_d \gtrsim 95 \text{ Mpc} \), appropriate for \( \omega_c \leq 0.3 \). If a dip is detected at \( s_d \lesssim 95 \text{ Mpc} \), then we learn that \( \omega_c \gtrsim 0.3 \). Finally, since it is important for the CF-MF, we tested the maximum \( \omega_b \) value allowed by CAMB. We found that for \( \omega_c > 2.311 \) CAMB reports a numerical issue. This is probably a good enough upper limit to set the CF-MF prior but it should be carefully tested case by case for each galaxy survey and chosen redshift bin.

There is no physical lower limit on \( \omega_b \) or \( \omega_c \), except of course that \( \omega_b > 0 \) (galaxies exist) and \( \omega_c \geq 0 \). We tested that the CAMB version we are using (python CAMB 1.0.6) works for \( \omega_b = 0.00196 \) and \( \omega_c = 0 \). Both the CF-MF analysis and the LP interpretation must deal with this probably artificial lower limit of CAMB.

A complete LP analysis would vary all of \( \{\omega_c, \omega_b, n_s\} \) simultaneously. Since the standard rulers are found to have only weak dependences on the parameters over the 10\( \sigma \) range around the Planck best fit values, this is not needed for comparing with CMB data, but would be necessary for a full characterization of the PG-BAO. We leave this more complete but involved study for future work.

Finally, in order for the LP to be employed as a model-independent PG-BAO standard ruler, we need to verify numerically that, in linear theory the LP is redshift independent. We verified that this holds true in flat-\( \Lambda \)CDM at the 0.1% level for \( z \leq 10 \). We did not perform the computation for higher redshift values because the lower limit of the integral appearing in Eq. (4) is in principle \( k = 0 \). This suggests a dependence of \( \xi^\prime (s) \) on the power spec-

\(^{18}\) This might be related to the CAMB version we are using (python CAMB 1.0.6) as we found that an older Fortran version of the code (year 2015) works for \( \omega_b < 0.45 \).
trum of superhorizon modes, which is a gauge-dependent quantity. We therefore lose confidence in Eq. (2) as a correct relation between the synchronous-gauge power spectrum and the observable/observed correlation function, which when properly defined must be gauge-invariant. Fortunately, for $z \leq 10$, these long-wavelength modes contribute negligibly (less than 0.1%) to the integral. However, this is indeed an issue in the BAO range of scales for larger redshifts, such as may one day be accessible to tomographic surveys. We will address this question in a future publication.

B. The lengths of standard rulers from the CMB

As promised above, we employ the 2015 Planck “TT-TEEE + lowTEB,” MCMC chains [7] to determine the the standard-ruler lengths and errors derived from the CMB constraints. We can also test their robustness by assuming three different cosmological models that are
consistent with the PG-BAO cosmic distance measurements: flat-$\Lambda$CDM, $\Lambda$CDM with no flatness assumption, and flat-$w$CDM (where $w(z)$ is assumed to be constant).

In Fig. 6 we show that $r_d$ and $s_{LP}$ are extremely correlated (Pearson correlation coefficient $\rho_{flat-\Lambda CDM} = 0.9986$) with same relative errors in flat-$\Lambda$CDM. They are equivalent standard rulers from the CMB point of view. Therefore for further studies with the CMB and flat $\Lambda$CDM we consider only $s_{LP}$ that has been so far much less investigated than $r_d$.

In Fig. 5, we show that $s_{LP}$ is strongly anticorrelated with $\omega_c$, as expected. The anti-correlation is less than perfect because of the dependence of $s_{LP}$ on $\omega_b$ – the variation of $\omega_b$ for fixed $\omega_c$ somewhat washes out the $s_{LP}$-$\omega_c$ correlation. Meanwhile, $s_{LP}$ appears uncorrelated with $\omega_b$, because $\omega_c$ has a larger fractional error than $\omega_b$. Variation in $\omega_c$ for fixed $\omega_b$ washes out the underlying dependence of $s_{LP}$ on $\omega_b$ in the MCMC chain.

$s_{LP}$ is also strongly correlated with $H_0$, because $H_0$ is strongly correlated with $\omega_c$ (and $\omega_b$). Similarly, $s_{LP}$ is mildly correlated with $n_s$, because $n_s$ is mildly correlated with $\omega_c$ (and $\omega_b$).

In Fig. 7 we examine the probability distribution function of $s_{LP}$ and $r_d$ for flat-$\Lambda$CDM, as well as for $\Lambda$CDM without the flatness constraint, or allowing the value of $w$ to vary away from $-1$ (but remain constant). We learn that $s_{LP}$ and $r_d$ errors are insensitive to variation of the curvature or of the dark-energy equation of state. This suggests that the parameters characterizing the model extensions are at most weakly correlated to the rulers given the CMB spectra and relative covariances. We tested that this is indeed the case: $\omega_b$ and $\omega_c$ are weakly correlated to $\Omega_k$ and uncorrelated to $w$. However, we are much more sensitive to small changes in the best-fit values of the rulers, and indeed find a shift of $0.5\sigma$ between flat-$\Lambda$CDM and $\Lambda$CDM\textsuperscript{19}, suggesting that the LP and SH CMB-derived lengths are cosmological-model dependent already for simple extensions to $\Lambda$CDM such as those considered here. In [25] the authors report a slightly different result, with an even larger discordance. This might be due to a different set of Planck data used (which is not precisely reported in the manuscript). However, unlike us, they considered the cosmological-model dependent standard ruler shift irrelevant. We leave a careful investigation of this subject for the future.

Finally we find that, similarly to the flat-$\Lambda$CDM case, the LP and SH are extremely correlated: $\rho_{\Lambda CDM} = 0.9969$ and $\rho_{flat-w\Lambda CDM} = 0.9984$. The PDFs of $s_{LP}$ and $r_d$ are mildly non-Gaussian, but at a level that can only be detected with over 30000 MCMC points at a p-value of 0.01.

\section{Conclusions}

BAO distance measurements are crucial to the search for which cosmological model best describes our Universe. They are a key observable for tracking the time evolution of dark energy and thereby shedding light on its nature. The Purely Geometric-BAO methods \cite{Wang} are a set

\textsuperscript{19} This is in contrast to \cite{Planck}, which appears to find that allowing for non-zero curvature causes no increase in the most likely value of $r_d$ but introduces skewness in the PDF for $r_d$ that increases its median value. However, this difference may be a consequence of their approach, which marginalizes over late-time physics.
of very attractive approaches to the BAO. They allow us to infer cosmic distances in units of a comoving cosmological standard ruler encompassing both flat-$\Lambda$CDM and quintessence models, without assuming a specific spatial curvature for the Universe. Furthermore PG-BAO outcomes are independent of the primordial cosmological parameters, with – for now – massless neutrinos, and the standard assumption that all BAO analyses make of standard inflationary initial power spectrum and standard recombination history.

Two Purely Geometric BAO methods have been identified to date \cite{8}. The first method is CF-Model-Fitting, which relies on a CF-model template that is fit to the data. CF-MF exploits the Sound Horizon standard ruler, which is derived as a secondary parameter from the value of the energy densities that are inferred from the fit. The second method is based on the Linear Point standard ruler \cite{14,16}. Its properties allow one to estimate the ratio of the LP to the cosmic distance from the clustering data in a model-independent way. The two approaches and the two relative rulers thus differ crucially in how they are extracted from galaxy data.

Particularly if one aims to combine the PG-BAO measurements with other cosmological probes, it is necessary to compare the rulers’ parameter dependence. This is the first analysis we present in this paper. In addition we estimate the posterior probability distribution function of the LP and SH when they are estimated from CMB anisotropies, one of the most important cosmological observations complementary to BAO.

We find that, within 10$\sigma$ of the Planck best-fit values in flat-$\Lambda$CDM, at the 0.1% level of accuracy, the two rulers show the same parameter dependence and are both geometrical. This analysis is enough to interpret the CMB-derived ruler lengths. However the PG-BAO measurements need to be flexible enough to be combined with other cosmological datasets. Since a generic dataset can extend its parameter range well beyond 10$\sigma$ from Planck (e.g. the Type Ia supernovae measurements \cite{29}), we investigate the rulers’ dependence for the whole allowed range of parameter values; We caution the reader that, in the absence of N-body simulations to calibrate the results in this range of parameter values, it is difficult to assess the reliability of any conclusions – a problem overlooked so far in all the cosmological analyses that employ BAO distance measurements (e.g. \cite{17})

We find that we cannot explore $\omega_c > 0.196$ because of an internal numerical error of the CAMB Boltzmann code. For low values of the scalar spectral index, i.e. $n_s < 0.5$ the BAO feature is washed out. Therefore if we detect the LP in galaxy data we can immediately conclude that $n_s > 0.5$. For $\omega_c > 0.3$, the peak-dip structure necessary to define and detect the LP is altered and, since we did not test the LP with high-resolution N-body simulations in this parameter range, we are not allowed to interpret the results. However, this result suggests that if the detected dip scale is smaller than $\sim 95$ Mpc, then we can conclude that $\omega_c > 0.3$. In the parameter range where we could compare the two rulers, they show a similar parameter dependence, and thus have similar constraining power when estimated from non-BAO observables. Note that we have only varied one parameter at a time, keeping the other parameters fixed; a more comprehensive analysis would vary all of $\{\omega_c, \omega_b, n_s\}$ simultaneously, extending our findings to a three-dimensional parameter space. However, since the CMB Planck posterior is highly informative it has very small errors, hence this investigation is not mandatory for the present manuscript and we leave it for the future.

We finally compute the LP and SH posteriors given the parameter posterior of the Planck team. We do this exercise for three simple cosmological models encompassed by the PG-BAO: flat-$\Lambda$CDM, $\Lambda$CDM with no flatness assumption, and flat-$w$CDM. We obtain that the mean of the posterior shifts by 0.5$\sigma$ for $\Lambda$CDM, showing that the rulers, when estimated from a particular observable as secondary parameters, could be sensitive to the assumed cosmological model, even for simple extensions such as we consider in this manuscript. Therefore, contrary to common intuition, even if the physical processes that underpin ruler are insensitive to a specific cosmological parameter (e.g. the spatial curvature), that parameter can nevertheless influence the estimated value of the ruler due to the correlations between parameters intrinsic to specific cosmological observables.

We find that the LP and SH are always extremely correlated (Pearson correlation coefficient $\sim 0.999$). For all three models the errors are always 0.2% both for the LP and the SH.

The present analysis assumes that neutrinos are massless. It is thus important to investigate, by means of dedicated N-body simulations and analytical approaches \cite{27,29}, whether or not the LP retains its PG-BAO properties when neutrinos are massive. A second important step consists in extending the analysis we presented here to the case of massive neutrinos \cite{6}.

We show that the LP and SH standard rulers inferred from the CMB are equivalent for certain simple extensions of the flat-$\Lambda$CDM paradigm. It is thus interesting to employ the two rulers estimated from different BAO observations and check their consistency in the context of the PG-BAO approaches. Moreover the behavior of the two rulers should be explored for modifications of early Universe physics. This would allow us to further extend the consistency checks among cosmological datasets, an important investigation in this era of data-driven cosmology (e.g. \cite{19,22,26}).
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