The interplay between diversity and noise in an excitable cell network model
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Abstract – We study the effects of the interplay between diversity and noise in a 3D network of FitzHugh-Nagumo elements, with topology and dimensions chosen to model a pancreatic \(\beta\)-cell cluster, as an example of an excitable cell network. Our results show that diversity and noise are non-equivalent sources of disorder that have different effects on the network dynamics: their synchronization mechanisms may act independently of one another or synergistically, depending on the mean value of the diversity distribution compared to the intrinsic oscillatory range of the network elements.

Introduction. – The study of the beneficial role of disorder in a broad range of biological, physical, and chemical phenomena has become a fundamental research topic in complex systems dynamics. A seminal work in the field was the introduction of stochastic resonance (SR) in the early eighties, initially proposed to explain the occurrence of Earth ice ages [1] and later on studied by numerous authors across various disciplines [2–11]. SR can happen when a nonlinear system is driven simultaneously by a periodic external forcing and noise, resulting in an amplification of the system response to the external signal [12]. Some of the subsequent studies showed that significant noise-driven effects, analogous to SR, can be observed also without periodicity of the external signal [13], and even in the absence of any external signal, as in self-induced stochastic resonance [14,15] and coherence resonance [16]. Coherence resonance (CR) is an ordered response of a nonlinear excitable system to an optimal noise amplitude, resulting in regular pulses. Beyond its effects on a single nonlinear unit, the role of noise was also extensively studied from the standpoint of its ability to improve synchronization in coupled oscillator networks, again both in the absence and in the presence of an external forcing [17–19]. Broadly speaking, one may say that the first twenty years of research in this field focused, to a large degree, on the effects of noise in bistable or excitable systems [20,21], comprising either several or just one element.

At the beginning of the new century, it was found that somewhat analogous effects to those of noise can be produced in networks of coupled oscillators through the heterogeneity of the oscillator population [22,23]. This led to the introduction of diversity-induced resonance (DIR), which denotes the amplification of a network response to an external signal, driven by the heterogeneity of network elements [23–32]. Just like SR, also DIR can occur both in the presence and in the absence of an external forcing. In the latter case it has been named diversity-induced coherence [33]. This provides an example of the non-trivial analogies and differences between the effects that noise and diversity can have on a given system.

It is clear from the above that SR and CR can occur even in systems made of a single element, therefore they are not intrinsically collective phenomena, whereas, by definition, DIR represents a collective disorder effect driven by population heterogeneity.

Most of the previous literature has emphasized either the analogies between SR and DIR [23,34], considering them as two faces of the same medal, or the possibility to enhance resonance induced by noise thanks to diversity optimization (or vice versa) [35–38].

Relatively little work [39,40] has been devoted to the implications of the above-mentioned intrinsic difference between the two phenomena, which has not yet been fully analyzed. In general, it is not straightforward to distinguish between the effects of a purely external noise and those of chaotic fluctuations associated to a set of degrees of freedom. Such a distinction is difficult to achieve.
and represents a currently open problem of statistical mechanics [41,42]. Numerical methods aimed at extracting information on the inner dynamics of a system, by analyzing the corresponding time series, encounter subtle difficulties that prevent a simple distinction between the effects due to noise and those due to the couplings with other degrees of freedom (see, e.g., ref. [43]). However, in some cases, in which a set of relevant degrees of freedom is known and can be effectively separated from the rest of the system, as for the heterogeneous noisy oscillator network considered here, it is possible to infer the separate effects of noise and disorder by studying the system response to different levels of fluctuations and diversity.

In this paper, by systematically investigating the prototypical model of a heterogeneous network of pancreatic \(\beta\)-cells [22,44] with the addition of noise, we provide insights into the different mechanisms by which diversity and noise can have markedly distinct effects on the network dynamics. Langerhans islets, located in the pancreas, host approximately one thousand \(\beta\)-cells clustered together and electrically connected via resistive gap junctions. The main function of \(\beta\)-cells is the production of insulin, which happens in response to the glucose level in the blood stream. During insulin production, the electrical potentials of \(\beta\)-cells cycle synchronously in slow oscillations (bursts). Various models of pancreatic \(\beta\)-cells have been proposed, in order to explain the origin of such synchronized oscillations. The beneficial effects of the heterogeneity of individual \(\beta\)-cells on global oscillations had been recognized in refs. [45,46]. In ref. [22], using a simplified FitzHugh-Nagumo model of the \(\beta\)-cell network, Cartwright recognized the general constructive role of heterogeneity from a complex systems perspective; and, in particular, the fact that diversity can explain the emergence of synchronization in Langerhans islets, without the need to assume the presence of pacemakers, analogous to the myocardial pacemaker cells. Similar synchronization mechanisms have been shown also in other biological systems [47,48]. Later on, besides the constructive role of noise [49], also the beneficial role of diversity was recognized in the framework of more detailed models of \(\beta\)-cell networks [50].

**Model.** As a paradigmatic example of a system of coupled nonlinear units, we investigate an excitable network of FitzHugh-Nagumo elements.

Individual elements of such network are described by the dimensionless FitzHugh-Nagumo equations [22,44,51–53]:

\[
\dot{x} = a(x - x^3/3 + y), \quad \dot{y} = -(x + by - J)/a.
\]

When modelling the behavior of a \(\beta\)-cell, the variable \(x(t)\) represents the fast relaxing membrane potential, while \(y(t)\) is a recovery variable mimicking the slow potassium channel gating. Depending on the value of \(J\), the unit will be in an oscillatory state if \(|J| < \varepsilon\) or in an excitable state if \(|J| > \varepsilon\), where

\[
\varepsilon = \frac{3a^2 - 2a^2b - b^2}{3a^3} \sqrt{a^2 - b}.
\]

In addition to determining the width of the oscillatory interval \((-\varepsilon, +\varepsilon)\), parameters \(a\) and \(b\) define the oscillation waveform and period.

Moving from the description of a single element to that of a heterogeneous 3D network of \(N\) FitzHugh-Nagumo units, we assume a cubic lattice topology. This implies that each element is coupled to its six nearest neighbors via a coupling term \(C_{ij}(x_j - x_i)\), where \(i\) and \(j\) are indexes that identify an element \(i\) and one of its coupled neighbors \(j\), and \(C_{ij}\) is the interaction strength. Notice that the choice of a cubic lattice topology is consistent with what is known about the architecture of \(\beta\)-cell clusters, where each cell is surrounded on average by 6-7 neighbor cells [54,55]. We make the simplifying assumption that the value of the coupling constants is the same for each network element, \(C_{ij} \equiv C\) for any \(i, j\). Since we want to study the interplay between diversity and noise, we also add a noise term \(\xi_i(t)\) to the first equation. Then the corresponding FitzHugh-Nagumo equations for the \(i\)-th element of the network are [22,44]:

\[
\dot{x}_i = a\left[x_i - x_i^3/3 + y_i + C \sum_{j \in \{n\}_i} (x_j - x_i) + \xi_i(t)\right],
\]

\[
\dot{y}_i = -(x_i + by_i - J) / a.
\]

The sum over \(j\) in eq. (5) is limited to the set \(\{n\}_i\) of the \(n = 6\) neighbors coupled to the \(i\)-th oscillator. The \(J_i\) parameters in eq. (5) are different for each network element and are used to introduce diversity: the \(i\)-th element will be in an oscillatory state if \(|J_i| < \varepsilon\) or in an excitable state if \(|J_i| > \varepsilon\). The \(J_i\) values are drawn from a Gaussian distribution with standard deviation \(\sigma_d\), mean value \(J_{av}\), and are randomly assigned to network elements. The standard deviation \(\sigma_d\) will be used in what follows as a measure of oscillator population diversity, while the mean value \(J_{av}\) expresses how far the whole population is from the oscillatory range \((-\varepsilon, +\varepsilon)\).

The term \(\xi_i(t)\) in eq. (4) is a Gaussian noise with zero mean, standard deviation \(\sigma_n\), and correlation function \(\langle \xi_i(t)\xi_j(t') \rangle = \sigma_n^2 \delta_{ij} \delta(t - t')\), meaning that \(\xi_i(t)\) and \(\xi_j(t)\) \((i \neq j)\) are statistically independent of each other. The standard deviation \(\sigma_n\) will be used in this work as a measure of noise applied to each network element.

The reason why we add \(\xi_i(t)\) to the first equation for the fast variable is that this maximizes the effects of noise, making it easier to study its combination with diversity. Introducing \(\xi_i(t)\) into the second equation would result in a minimal impact of noise on network synchronization [35], due to the slower dynamics of the refractory variable. Noise effects would be mostly averaged out to zero by time integration and coupling, as we will show below with some numerical simulations.
The above model, which to our knowledge is studied here for the first time in the version we propose, can be used to mimic various excitable biological systems, such as pancreatic β-cell clusters and some types of neurons [22,35,44,56–58]. In what follows we use the model to analyze the combined effect of diversity and noise, acting together on the same network. In particular, we are interested in potential synergies or antagonisms, as well as in a possible hierarchy between the two sources of disorder, which in spite of some analogies have fundamentally different synchronization mechanisms.

**Qualitative theoretical analysis.** – The white noise $\xi(t)$ in eq. (4) can represent a randomly fluctuating external current, which is able to shift the nullcline of the $x$ variable up or down and, therefore, to instantaneously change the position of the equilibrium point of each oscillator. Depending on the extent of the shift and on the value of $J_i$, this may result in a switch from a stable to an unstable equilibrium (or vice versa), corresponding to a transition from a resting to a spiking state of the oscillator (or vice versa).

This mechanism can be further illustrated, following ref. [23], by introducing the global variables $X(t) = N^{-1} \sum_{i=1}^{N} x_i(t)$ and $Y(t) = N^{-1} \sum_{i=1}^{N} y_i(t)$. We then define $\delta_i$ as the difference between $x_i$ and $X$, i.e., $x_i \equiv X + \delta_i$, and introduce $M = N^{-1} \sum_{i=1}^{N} \delta_i^2$ [23,59]. Therefore, $M$ will increase when diversity increases. By averaging eqs. (4) and (5) over all $N$ network elements, we obtain the equations for the global variables $X$ and $Y$:

$$\dot{X} = a [X(1-M) - X^3/3 + Y + \xi_G(t)],$$

$$\dot{Y} = -(X + b Y - J_{av})/a.$$  

| $J_{av} = 0$ | $M = 0.5$ |
|----|----|
| ![Fig. 1(a)](image) | ![Fig. 1(b)](image) |

Fig. 1: Nullclines of eqs. (6) and (7) for different values of $J_{av}$ and $M$. A comparison between panel (a) and (b) shows the effect of $M$ on the shape of the cubic nullcline. The area delimited by the dashed curves above and below the cubic nullcline in each panel illustrates the effect of instantaneous shifts caused by noise with an amplitude of up to ±1.

These noise effects are represented by a global white noise term $\xi_G(t) = N^{-1} \sum_i \xi_i(t)$ with zero mean and correlation function $\langle \xi_G(t)\xi_G(t') \rangle = N^{-1} \sigma^2 \delta(t - t')$.

It is instructive to observe the different impact of diversity and noise on the nullclines of eqs. (6) and (7). A change in diversity, i.e., in the standard deviation of the $J_i$ distribution, causes a change in $M$, which affects the shape of the cubic nullcline by changing the coefficient of the linear term $X$ (see fig. 1, panels (a) and (b)). This indicates that diversity can have a significant effect on overall network dynamics, independently of whether the mean value $J_{av}$ is inside or outside the intrinsic oscillatory range ($-\epsilon, +\epsilon$). On the other hand, the global noise term $\xi_G(t)$ can only cause rigid shifts, positive or negative, of the cubic nullcline along the vertical axis, as a consequence of its instantaneous fluctuations (compare the dashed and solid lines in fig. 1). This suggests that noise is unlikely to play a constructive role when diversity is optimized (i.e., in the conditions corresponding to a DIR) and $J_{av} = 0$. In this situation, noise will likely act as a perturbation of the system, which is already in an intrinsically oscillatory and resonant state.

Let us now consider what happens when $J_{av} \neq 0$ (see fig. 1(c)). In this case, the constant term $J_{av}$ determines a rigid shift, upwards or downwards, of the second nullcline. This can significantly change the position of the equilibrium point of the system dynamics, turning the network from oscillatory into excitable. In these conditions, noise can play a synergistic role with diversity, by causing instantaneous rigid shifts of the cubic nullcline that counterbalance the effect of $J_{av}$, thus triggering global network oscillations.

It should be noted that we did not add a periodic driving force to our system equations, of the type $A \sin(\Omega t)$. As mentioned in the introduction, this term is not necessary to observe either stochastic or diversity-induced resonance effects and its presence would introduce the additional constraint of matching two time scales, i.e., the driving force period and the oscillation period of the FitzHugh-Nagumo elements constituting the network.

**Numerical results and discussion.** – In order to quantitatively study the combined effect of diversity and
noise, we numerically solve the FitzHugh-Nagumo equations (4) and (5) for a network of $10^3$ elements with the above-mentioned topology and the following system parameters: $a = 60$, $b = 1.45$, $C = 0.15$. The selected values of $a$ and $b$ generate a waveform and period similar to those of bursting oscillations of pancreatic $\beta$-cells [44] and, according to eq. (3), $\varepsilon = 0.033$. We set the coupling constant $C = 0.15$, since, as we verified in an earlier work [44], the oscillatory response of the system is substantially unchanged by further increasing $C$ beyond $C = 0.15$.

We run simulations for a range of diversity values $\sigma_d$ (from $\sigma_d = 0$ to $\sigma_d = 2.5$) and, at the same time, for a range of white noise standard deviation values $\sigma_n$ (from $\sigma_n = 0$ to $\sigma_n = 5.0$). We repeat this for each of the following diversity distribution mean values: $J_{av} = 0, \pm 0.5, \pm 1$.

For each simulation, corresponding to a set of $\sigma_d$, $\sigma_n$, and $J_{av}$ values, we quantify the network synchronization efficiency by computing the global oscillatory activity $\rho$ [22,44],

$$\rho = N^{-1} \sqrt{\langle |S(t) - \bar{S}|^2 \rangle}, \quad (8)$$

where $N = 10^3$ is the total number of oscillators, $S(t) = \sum_i x_i(t)$, and $\bar{S} = \langle S(t) \rangle$, with $\langle \ldots \rangle$ denoting a time average. The results for the global oscillatory activity $\rho$ are plotted vs. $\sigma_d$ and $\sigma_n$, generating five three-dimensional surfaces corresponding to each of the above-listed $J_{av}$ values.

In the $J_{av} = 0$ regime (fig. 2), where a relatively high fraction or all of the network elements are inside the intrinsic oscillatory range, simulation results show that both diversity and noise are able to generate a resonance on their own. If we move along the diversity axis ($\sigma_d = 0$, no noise) or along the noise axis ($\sigma_d = 0$, no diversity), we observe in both cases a resonance maximum that is about 20–25% higher than the $\rho$ value corresponding to the origin. In addition, the two sources of noise seem to act independently of one another, showing no evidence of a synergy. As a matter of fact, the global maximum of the surface coincides with the diversity-induced resonance maximum, therefore it occurs on the diversity axis, i.e., at $\sigma_d = 0.5$, $\sigma_n = 0$. If, from this global maximum (shown as a full blue dot in fig. 2), we move in any direction towards the middle of the surface, i.e., if we add noise, there is no gain in terms of collective oscillatory activity. This is consistent with the predictions of our qualitative theoretical analysis, indicating that noise is unlikely to play a constructive role for $J_{av} = 0$, when diversity is optimized.

Moving to the opposite end of the $J_{av}$ range, i.e., $J_{av} = \pm 1$ (fig. 3), we observe a very different situation. In this regime most network elements are outside the intrinsic oscillatory range, either below ($J_{av} = -1$) or above it ($J_{av} = +1$). Here the addition of noise to diversity always results in a significant increase of the network oscillatory activity. In line with the theoretical analysis based on global system variables, this can be explained by considering that, in the case of $J_{av} = -1$, most network elements are below the excitation threshold, i.e., in an excitable state, and can be pushed up into the oscillatory range by an instantaneous injection of positive external current, deriving from sufficiently large noise fluctuations with positive sign. Vice versa, in the case of $J_{av} = +1$, most elements are above the upper limit of the intrinsic oscillatory range, i.e., in an excitation block state, and can be pushed down into the oscillatory range by an instantaneous injection of negative external current, deriving from negative...
noise fluctuations with sufficiently large modulus. In both cases, the addition of noise on top of diversity causes a synergistic effect and a remarkable network synchronization improvement: for instance, the network oscillatory activity for $J_{av} = +1$ raises by almost 50%, if we compare the DIR maximum ($\rho \approx 515$, empty green dot in fig. 3, panel (b)), to the global maximum of the $\rho$ surface ($\rho \approx 738$, full blue dot in fig. 3, panel (b)) resulting from the combination of diversity and noise effects. It is also apparent from the data that, in this regime, noise is more efficient than diversity, as shown by the significantly higher noise-induced resonance maxima along the noise axis (empty red dots in fig. 3, panel (a) and (b)), compared to their equivalents along the diversity axis (empty green dots in fig. 3, panel (a) and (b)).

It is worth noting that the position of the DIR gets shifted towards higher values of $\sigma_d$ going from $J_{av} = 0$ to $J_{av} = \pm 1$. The DIR maximum is at $\sigma_d = 0.5$ for $J_{av} = 0$, vs. $\sigma_d = 1$ for both $J_{av} = -1$ and $J_{av} = +1$ (empty green dots in fig. 3, panels (a) and (b)). However, when we combine together noise and diversity, the position of the global maximum goes back to the same optimal diversity value found for $J_{av} = 0$ (full blue dots in fig. 3, panels (a) and (b)). The mechanism of this effect is that noise stochastically “throws” network elements towards the oscillatory range, and it does so with respect to an average position on the $J$-axis that is determined, for each element, by its $J_i$ coefficient, deriving from the diversity distribution. When this mechanism reaches the highest efficiency, i.e., at the global maximum of the surface, the optimal diversity for $J_{av} = \pm 1$ tends to be equal to that for $J_{av} = 0$. We may conclude that, in the $J_{av} = \pm 1$ regime, there is a strong synergy between diversity and stochastic effects, which significantly broadens the range of resonant states of the network vs. what can be observed when either source of disorder is applied individually.

Finally, in the intermediate regime corresponding to $J_{av} = \pm 0.5$ (fig. 4), we observe an in-between situation, with various regions of the $\rho$ surface where the combination of diversity and noise produces a synergy and an extension of the resonant range of the network. For example, at $J_{av} = -0.5$ (and $\sigma_n = 0$), there are no network oscillations for diversity values $\sigma_d = 0.0$ and $\sigma_d = 0.25$, whereas, with the addition of noise, resonant states are observed in both cases, starting from $\sigma_n = 1$ and $\sigma_n = 0.5$, respectively. We point out that, also in this regime, the global maximum of the $\rho$ surface due the combined diversity- and noise-induced resonance occurs, for $J_{av} = -0.5$, at $\sigma_d = 0.5$ (full blue dot in fig. 4, panel (a)) and is shifted to smaller values with respect to the DIR maximum in the absence of noise ($\sigma_d = 0.75$, empty green dot in fig. 4, panel (a)). Therefore, the mechanism described in the previous paragraph, regarding the tendency of the optimal diversity value to be equal to that for $J_{av} = 0$, is at play here as well.

In order to confirm the rationale for our choice of adding the noise term $\xi_i(t)$ into the first FitzHugh-Nagumo

![Fig. 4: Global oscillatory activity $\rho$, defined in eq. (8), as a function of diversity ($\sigma_d$) and noise ($\sigma_n$), for $J_{av} = -0.5$ (panel (a)) and $J_{av} = +0.5$ (panel (b)). The full blue and empty green/red dots in each panel highlight the global surface maximum, the DIR maximum and the noise-induced resonance maximum, respectively.](image)

![Fig. 5: Global oscillatory activity $\rho$, defined in eq. (8), as a function of diversity ($\sigma_d$) and noise ($\sigma_n$), for $J_{av} = 0$ (panel (a)) and $J_{av} = -1$ (panel (b)), when noise is added into the second equation, eq. (5).](image)
equation, eq. (4), we also performed some simulations where \( \xi(t) \) was added instead into the second equation, eq. (5). We did this for \( J_{av} = 0 \) and \( J_{av} = -1 \). As expected, the results reported in fig. 5 show that in this case the effect of noise is negligible and the network dynamics is entirely determined by diversity [35].

Conclusions. – Our theoretical and numerical analysis shows that, while there are some analogies between diversity- and noise-induced network synchronization, the two effects are substantially different and interact with each other differently, depending on the distance of the mean value of the diversity distribution from the intrinsic oscillatory range of the network elements. Specifically, when the diversity distribution is centered around the intrinsic oscillatory range (\( J_{av} = 0 \)), diversity and noise act independently of one another and there is no indication of a synergy. On the other hand, when the mean value of the diversity distribution is far away from the intrinsic oscillatory range (\( J_{av} = \pm 1 \)), then there is a clear synergy between the two sources of disorder, which determines a major improvement of network synchronization. In addition, in this regime, noise can improve network synchronization more effectively than diversity. This provides useful indications on the relative importance of the two effects in different network configurations, and on the possibility to neglect one or the other as a consequence.

Another important finding is that the optimal diversity value of the network is the same in all regimes, if noise is taken into account. In other words, when noise effects are added, the amount of diversity that maximizes collective oscillatory efficiency seems to be an intrinsic property of the network, independent of \( J_{av} \).

The fact that diversity and noise are not equivalent sources of disorder, but have distinct effects on the network dynamics, may have implications for biological systems. Our results suggest that different network configurations can lead to a hierarchy between the two sources of disorder. This may have driven the exploitation of diversity and noise to a different degree in different biological systems during their evolution, depending on their specific nature and on the types of signals that trigger their activity.

As a potential future extension of this work, we plan to study and map out the oscillatory activity of individual network units, again as a function of diversity and noise, in order to further understand the underlying synchronization phenomena at a microscopic level.

Data availability statement: The data that support the findings of this study are available upon reasonable request from the authors.
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