Abstract—The equivalent binary parity check matrices for the binary images of the cycle-free non-binary LDPC codes have numerous bit-level cycles. In this paper, we show how to transform these binary parity check matrices into their cycle-free forms. It is shown that the proposed methodology can be adopted not only for the binary images of non-binary LDPC codes but also for a large class of binary LDPC codes. Specifically, we present an extended $\nu$-reducible (EPR) LDPC code structure to eliminate the bit-level cycles. For the non-binary LDPC codes with short length symbol-level cycles, the EPR-LDPC codes can largely avoid the corresponding short length bit-level cycles. As to the decoding of the EPR-LDPC codes, we propose a hybrid hard-decision decoder and a hybrid parallel decoder for binary symmetric channel and binary input Gaussian channel, respectively. A simple code optimization algorithm for these binary decoders is also provided. Simulations show the comparative results and justify the advantages, i.e., better performance and lower decoding complexity, of the proposed binary constructions.
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I. INTRODUCTION

Low density parity check (LDPC) codes, as a class of forward error control codes, have gained considerable attentions during the last decade due to their amazing decoding performance under different channels [1], [2]. The performance of an infinite long LDPC code is usually evaluated in terms of the threshold for the average performance of its code ensemble (codes with the same degree distributions) based on the cycle-free condition [1], [3]–[7].

The LDPC codes will suffer from performance degradation if there exist non-negligible number of short length cycles in their parity check matrices, especially for the short block length codes. Moreover, codes with large girths will have respectable minimum/stopping distance bound, which also implies enhanced decoding performance. In this paper, we refer to the cycles in the binary parity check matrices as bit-level cycles and the cycles in the non-binary parity check matrices as symbol-level cycles. In [8]–[10], the authors show how to construct the parity check matrices with less bit-level cycles and large girths for binary LDPC codes. For the non-binary LDPC codes, investigations indicate that they could have sparser Tanner graphs as the field size increases. For short to moderate block lengths, the non-binary LDPC codes with sparser graphs are more likely to outperform the binary ones. In [11], [12], the authors investigate a particular type of non-binary LDPC codes, i.e., non-binary cycle LDPC codes, whose column weights are two. In [11], optimizations for this type of codes are performed over Cayley-graph. In [12], the authors propose bit-level coefficients selection methods to optimize the symbol-level performance for the non-binary cycle LDPC codes.

On the other hand, soft-decision decoding for the non-binary LDPC codes requires a potentially higher complexity. The complexity of the $q$-ary sum-product decoding algorithm (QSPA) is $O(q^2)$ for each check-sum operation. The Fourier transform QSPA reduces the complexity to $O(q \log q)$ [5]. The extended min-sum (EMS) algorithm in [13] further reduces the complexity to $O(n_m \log n_m)$ at the cost of a bit performance loss, where $n_m$ is smaller than $q$. However, the computational complexity of the EMS decoder is still very high compared to the binary decoder. Hence, in [14], [15], the authors propose an extended binary representation for the non-binary LDPC code which can be decoded by binary decoders. The binary decoding complexity is only $O(q)$ for BEC. Theoretically, based on the decoding error probability, the authors in [16], [17] prove that the minimal decoding complexities exist if the LDPC codes are constructed with properly chosen degree distributions.

A. Related Works

The codewords of a non-binary LDPC code are often transmitted over binary input channels in their bit-vector forms, i.e., binary images of the non-binary LDPC codes. At the receiver side, the non-binary decoder needs to transform the received bit sequences back to their non-binary forms to perform the symbol-level decoding [2], [6], [12], [13], [19] for retrieving the information bits. On the other hand, as an alternative of using the non-binary decoders for binary input channels, one can use a binary decoder to retrieve the information bits by utilizing the binary representations of the non-binary parity check matrices for the purpose of reducing the computational complexity [14], [15], [20]. Especially in certain cases, when the receiver receives a non-binary codeword (e.g., moderate to long block length where the non-binary decoders do not have a clear advantage compared to the binary decoders) from the binary input channels and only limited computational resources
are available, the consideration of using binary decoders is natural and practical for a fast and correct information recovery. However, the binary representation of a non-binary parity check matrix has numerous bit-level cycles, even if there is no symbol-level cycle \[14\], \[20\] in the non-binary parity check matrix. Thus, in \[14\], \[15\], the authors introduce the (punctured) extended binary representation for the non-binary LDPC code to solve this issue. When there is no symbol-level cycle, this representation will also be cycle-free. In \[20\], the authors propose a hybrid hard decision decoder particularly for the BEC which eliminates the local decoding cycles by introducing matrix inverse operations. Decoding in \[20\] has lower computational complexity than the decoding of the extended binary representation. In addition, the authors in \[21\] show how to optimize the binary representation of a non-binary parity check matrix with the perspective of stopping set.

B. Contributions

In this paper, we aim at further improving the bit-level decoding performance and reducing the bit-level decoding complexity. We propose bit-level decoders for different channel models to achieve enhanced decoding performance and develop a new methodology to construct the generalized binary representation to avoid the short length bit-level cycles. Specifically, we propose a hybrid hard-decision decoder and a hybrid parallel decoder for binary symmetric channel and binary input Gaussian channel, respectively. We also develop an extended \(p\)-reducible (EPR) LDPC code structure for a large class of LDPC codes with decoding complexity of \(O(m_s)\), \(m_s < q\). For the non-binary LDPC codes with short length symbol-level cycles, the EPR-LDPC codes can largely avoid the corresponding bit-level cycles. Experimental studies show that the proposed EPR-LDPC codes under the hybrid parallel decoder have a maximum 0.8dB performance gain compared to the optimized non-binary cycle LDPC codes \[11\], \[12\], \[13\] with a much lower decoding complexity.

Contributions of this paper are summarized as follows.

1) We propose an extended iterative hard decision decoder and a hybrid parallel decoder for different channel models. A simple code optimization algorithm for these binary decoders is also provided to guarantee enhanced decoding performance.

2) We propose an EPR-LDPC code structure to avoid the short length bit-level cycles. A general framework is given to model the constructions and optimizations of the EPR-LDPC codes. Significant results and conditions regarding the constructions and optimizations of the EPR-LDPC codes are also derived.

C. Organization of the paper

The contents of this paper are organized as follows. In section II we introduce the binary representations of the non-binary LDPC code and give a unified framework for the extended binary representation. In section III we give the details about the EPR-LDPC codes. In section IV, we proposed binary decoders and provide a simple code optimization algorithm. Section V presents the simulation results.

II. BINARY REPRESENTATIONS FOR NON-BINARY LDPC CODES

A. Binary Images for Non-binary LDPC Codes

Let \(\mathbb{F}_q\) be the finite field of size \(q = 2^p\). Let \(\mathbb{F}_q^* = \mathbb{F}_q \setminus \{0\}\) and \(\mathbb{F}_q^N\) be the \(q\)-ary column vector space of dimension-\(N\). The non-binary LDPC code \(C\) of length \(N\) is the dimension \(N - M\) linear subspace of \(\mathbb{F}_q^N\). Let \(\mathbf{H} = \{h_{i,j}\}_{M \times N}, h_{i,j} \in \mathbb{F}_q\) be the parity check matrix. Then the non-binary LDPC code \(\tilde{C}\) is defined as the kernel of \(\tilde{\mathbf{H}}\). If we endow \(\mathbb{F}_q\) with a binary vector space structure, every \(u \in \mathbb{F}_q\) can be denoted by a binary vector \(\bar{u} = (\bar{u}_1, \bar{u}_2, \ldots, \bar{u}_{q-1})^T\). As a result, each codeword \(x = (x_1, x_2, \ldots, x_N)^T \in \mathbb{F}_q^N\) in \(\tilde{C}\) has its binary vector representation
\[
\bar{x} = (\bar{x}_1^T, \bar{x}_2^T, \ldots, \bar{x}_N^T)^T,
\]
i.e., binary images of the non-binary LDPC codes.

To obtain the binary representation of \(\mathbf{H}\), we use the companion matrix \(A\) over \(\mathbb{F}_q\) \[20\], \[21\], \[22\]. Then we have \(\mathbb{F}_q \cong \{0, A^i, 0 \leq i \leq q - 2\}\). If we replace every \(h_{i,j}\) in \(\mathbf{H}\) by its binary matrix representation \(A_{i,j}\) (also called matrix label), we get the equivalent binary parity check matrix
\[
\bar{\mathbf{H}} = \{\bar{\mathbf{H}}_1, \bar{\mathbf{H}}_2, \ldots, \bar{\mathbf{H}}_M\}^T,
\]
where \(\bar{\mathbf{H}}_i, i = 1, \ldots, M\) are \(Np \times p\) matrices. As a result, the equivalent binary LDPC code \(\bar{C}\) is defined as the kernel of the matrix \(\bar{\mathbf{H}}\).

With a little abuse of the notation, in the following, we denote any binary parity check matrix by \(\bar{\mathbf{H}}\) and any non-binary parity check matrix by \(\mathbf{H}\). We define \(\text{diag}(\mathbf{B}_1, \mathbf{B}_2, \ldots, \mathbf{B}_N)\) as the matrix
\[
\text{diag}(\mathbf{B}_1, \mathbf{B}_2, \ldots, \mathbf{B}_N) = \begin{pmatrix} \mathbf{B}_1 & 0 & \cdots & 0 \\ 0 & \mathbf{B}_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \mathbf{B}_N \end{pmatrix},
\]
where \(\mathbf{B}_j, j = 1, 2, \ldots, N\), are not necessarily to be square matrices.

We also define \(\otimes\) as the kronecker product of two matrices. Let \(\mathbf{B} = (b_{i,j})_{m \times n}\) and \(\mathbf{B}' = (b'_{i,j})_{h \times g}\) be two arbitrary matrices. The kronecker product of \(\mathbf{B}\) and \(\mathbf{B}'\) is an \(mh \times ng\) matrix
\[
\mathbf{B} \otimes \mathbf{B}' = \begin{pmatrix} b_{1,1}\mathbf{B}' & b_{1,2}\mathbf{B}' & \cdots & b_{1,n}\mathbf{B}' \\ b_{1,1}\mathbf{B}' & b_{2,2}\mathbf{B}' & \cdots & b_{2,n}\mathbf{B}' \\ \vdots & \vdots & \ddots & \vdots \\ b_{m,1}\mathbf{B}' & b_{m,2}\mathbf{B}' & \cdots & b_{m,n}\mathbf{B}' \end{pmatrix}.
\]

B. Extended Binary Representation for Non-Binary LDPC Codes

In this subsection, we give a unified framework for the extended binary representation. Let \(\mathbb{N}\) be the set of natural integers including 0 and \(\mathbb{N}^* = \mathbb{N} \setminus \{0\}\). Let \(\mathbb{N}_q = \{0, 1, \ldots, q - 1\}\)
and $\mathbb{N}_q^* = \mathbb{N}_q \setminus \{0\}$. For an arbitrary matrix $B$, we denote the entries of $B$ by $B(i,j), i, j \in \mathbb{N}$, where $i$ and $j$ are the row number and column number, respectively. In addition, $B(i,0)$ represents the $i^{th}$ row vector, $B(0,j)$ represents the $j^{th}$ column vector. Let $I_{p \times p}$ be the $p \times p$ identity matrix.

The extended representation is based on the equivalent binary LDPC code, which begins with a linear transformation of a binary vector $\bar{x}_j \in \mathbb{F}_2^n$. Let $\Phi$ be the $p \times (q - 1)$ binary matrix of the following form

$$\Phi = (\Phi(0, 1), \Phi(0, 2), \ldots, \Phi(0, q - 1)),$$

where each column vector $\Phi(0, j), j = 1, 2, \ldots, q - 1$, is the binary representation of $j \in \mathbb{N}$. Let $\bar{x}_j$ be the binary vector representation of the coded symbol $x_j$ and $v_j = \Phi^T \bar{x}_j \in \mathbb{F}_2^{q - 1}$. Note that $\Phi$ is the parity check matrix of the $[q - 1, q - 1 - p]$ hamming code. So, each $v_j$ is also a codeword of the simplex code (dual code of the hamming code). The extended binary representation of $x$ is then

$$v = (v_1^T, \ldots, v_N^T)^T.$$ 

In addition, for each non-zero $A_{i,j}$, we can get a $(q - 1) \times (q - 1)$ matrix $\Omega_{i,j}$ by utilizing an endomorphism of $\mathbb{N}_q$ and an isomorphism between $\mathbb{N}_q$ and $\mathbb{F}_q^2$ [14]. If we replace the non-zero $A_{i,j}$ in $\bar{H}$ by $\Omega_{i,j}$ and the zero $A_{i,j}$ by $0_{(q - 1) \times (q - 1)}$, we get the extended binary parity check matrix $\Omega = (\Omega_{i,j})_{M \times N}$. Then $\Omega v = 0$ and the simplex constraints on $v$ together form the extended binary representation.

In section III, we will introduce a matrix map $f_\omega$ for constructing and optimizing the parity check matrix of the EPR-LDPC codes. We also notice that the matrix map can be utilized to simplify the constructions of $\Omega$. As a result, $\Omega_{i,j} = f_\omega(\Phi, A_{i,j})$. Details about $f_\omega$ is given in section III. Here, we only present the unified framework for the extended binary representation.

III. EXTENDED $p$-REDUCIBLE CODE

In this section, we give the general framework to model the constructions and optimizations of the EPR-LDPC codes and show how to design EPR-LDPC codes by satisfying some girth constraints.

A. Definition of the EPR-LDPC Codes

We first give the definition of $p$-reducible codes.

Definition 1 ($p$-reducible): Given a binary parity check matrix $H$ and an integer $p > 1$. The binary code defined with $H$ is called $p$-reducible iff, after rearranging the columns and rows of $H$, $H$ can be expressed as $(A_{i,j})_{M \times N}$. Each $A_{i,j}$ is either $p \times p$ zero matrix or $p \times p$ full-rank matrix. This binary code defined with $H$ is called strictly $p$-reducible iff there does not exist an integer $p' \neq p$ such that the binary code defined with $H$ is also $p'$-reducible.

From Definition 1 we know that the equivalent binary LDPC codes are $\log_2 q$-reducible. The length-12 (3,4)-regular Gallager code in [24] is a strictly 3-reducible code. For the quasi-cyclic binary LDPC codes, we notice that a circulant is full-rank iff its associated polynomial [25] and $1 - x^n$ has only one common zero. Then if the $(Np, (N - M)p)$ binary quasi-cyclic LDPC codes are constructed with $p \times p$ full rank circulant matrices, these codes are $p$-reducible. In [26], the authors show that the parity check matrices of irregular repeat accumulate (IRA) codes can be constructed by an array of some circulant permutation matrices. The resulting parity check matrices are composed of identity matrices and the circulant permutation matrices. Let the size of the circulant permutation matrices be $p \times p$. Then these IRA codes are $p$-reducible. Moreover, if the protograph LDPC codes are obtained by filling the base matrices with $p \times p$ full rank matrices and zero matrices, the resulting codes are also $p$-reducible codes. The above examples are only a small list of the $p$-reducible codes.

Next, we give the definitions that will be used in the following sections.

Definition 2: The mother matrix $A_p$ of a binary matrix $H$ or of a non-binary matrix $H$ is defined as a matrix with each entry being either 0 or 1. The binary matrix $H$ can be obtained by replacing the 0s by 0 matrices of size $p \times p$ and the 1s by non-zero matrices of size $p \times p$. These $p \times p$ matrices are also referred to as the matrix labels. The non-binary matrix $H$ can be obtained by replacing the 0s in $A_p$ by the zero element in $\mathbb{F}_2^p$ and the 1s by the non-zero elements in $\mathbb{F}_2^p$. Cycles in $A_p$ or $H$ are referred to as the symbol-level cycles. Cycles in $H$ are referred to as the bit-level cycles.

Definition 3: Let $H = (A_{i,j})_{M \times N} = (H_j^i)_{1 \times N}$ be a binary parity check matrix. Let $\Psi_j^{i,q}$ be a $p \times p$ full-rank binary matrix. Let $\Psi_j^{i,q} = \{\Psi_j^{1,q}, \Psi_j^{2,q}, \ldots, \Psi_j^{q(q-1)}, j \in \{1, \ldots, N\}$ be a matrices set, where $\Psi_j^{i,q}, i_q = 1, 2, \ldots, M(q - 1)$ are matrices with $p \times p$ rows and $p_j^{i,q} \leq q - 1$ columns. Let $f_\omega$ be a matrix map and $f_\omega(\Psi_j^{i,q}, \Psi_j^{i,q})$ be a matrix with $p_j^{i,q}$ columns. If each non-zero $A_{i,j}$ is a full rank matrix, we define $f_\omega$ as a function that takes $H$ and $\Psi_j^{i,q}, j = 1, \ldots, N$ as inputs and outputs $\Omega^e = (\Omega_j^{i,q})_{M \times N}$, where $\Omega_j^{i,q} = \sum_{i_q = 1}^{q(q-1)} f_\omega(\Psi_j^{i,q}, A_{i,j})$.

Below, before the detailed constructions, we give the definition of the EPR-LDPC codes to provide some general ideas.

Definition 4 (EPR-LDPC): Let $\Psi^e = \{\Psi_j^{i,q}, j = 1, 2, \ldots, N\}$ be the extended generator matrices set. Each $\Psi_j^{i,q}$ is a full-rank binary matrix with $p \times p$ rows and $p_j^{i,q} \leq q - 1$ columns and the non-zero columns in each $\Psi_j^{i,q}$ are different from each other. Let

$v^e = diag(\Psi_1^{i,q}, \Psi_2^{i,q}, \ldots, \Psi_N^{i,q}) \cdot x,$

where $v^e = (v_1^T, v_2^T, \ldots, v_N^T)^T$ and $x$ is the binary codeword of $H$. We associate each $H_j$ with a matrix set $\Psi_j^{i,q}$. Then, the EPR-LDPC code is defined as the kernel of the parity check matrix

$$\Omega^e = f_\omega(H, \Psi_1^{i,q}, \Psi_2^{i,q}, \ldots, \Psi_N^{i,q}),$$

such that $\Omega^e \cdot v^e = 0$ and the matrices in $\Psi_j^{i,q}$ has the same column number as $\Psi_j^{i,q}$. The above definition is very broad. It does not only defines more generalized binary representations for the non-binary LDPC codes, but also defines the generalized representations...
for a class of binary LDPC codes. All the $p$-reducible codes can be connected to the EPR-LDPC codes.

**B. Mapping definition and Examples**

In this subsection, we give the details about the matrix map $f_\omega$. We begin with the basic notations and definitions. Let $\text{wt}(\cdot)$ be the function that calculates the number of non-zero columns in a matrix or of the non-zero elements in a vector.

**Definition 5 ($\prec$):** We denote the relationship between two vectors $a, b$ by $a \prec b$ if $a$ is obtained by replacing some elements in $b$ by zeros. For two matrices $A, B$, we denote $A \preceq B$ if $A$ is obtained by replacing some column vectors in $B$ by zero vectors.

**Definition 6 ($\sim$):** We denote the relationship between two vectors $a, b$ by $a \sim b$ if $a \prec b$ and $\text{wt}(a) < \text{wt}(b)$. For two matrices $A, B$, we denote the relationship between them by $A \sim B$ if $A \preceq B$ and $\text{wt}(A) < \text{wt}(B)$.

Note that $\Psi_j^v$ has different non-zero vectors as its columns and $\Phi$ has all the non-zero vectors in $\mathbb{F}_2^n$ as its columns. The non-zero column vectors in each $\Psi_j^v$ form a subset of the column vectors in $\Phi$. Without loss of generality, we assume that $\Psi_j^v \preceq \Phi$ for all $j \in \{1, 2, \ldots, N\}$. Since the zero columns in $\Psi_j^v$ will result in zero bits in $v_j^w$ which can be ignored or readly removed, this assumption does not violate the Definition $[\ref{5}]$ and will facilitate the discussion of EPR-LDPC code too. With a little abuse of notation, we use $f_\omega(\Psi_j^v, \Phi)$ to denote the resulting binary matrix and $f_{\omega,j}(i', j')$ to denote the entries in $f_\omega(\Psi_j^v, \Phi)$. Then

$$f_{\omega,j}(i', j') = \begin{cases} 1, & \text{if } \Psi_j^{e_j}(0, j') + \Phi^T(0, i') = 0, \\ 0, & \text{if } \Psi_j^{e_j}(0, j') + \Phi^T(0, i') \neq 0. \end{cases}$$

If we replace $\Psi_j$ by the matrix label $A_{i,j}$, then different columns of $f_\omega(\Psi_j^{e_j}, A_{i,j})$ associate with different bits in $v_j^\omega$. Different rows of $f_\omega(\Psi_j^{e_j}, A_{i,j})$ represent different additions between the bits in $v_j^\omega$. To have a better understanding, we give simple examples for $f_\omega$.

**Example 1:** Since the extended generator matrix $\Psi_j^{e_j}$ has different non-zero columns, the corresponding bits in $v_j^\omega$ will represent different combinations of the bits in $x_j$. Moreover, the additions between different binary parity check equations within $H_j^T x = 0, i \in \{1, 2, \ldots, M\}$ can be formulated as $\Phi^T H_j^T x = 0$ which will result in $q - 1$ different parity check equations $[\ref{14}, \ref{27}]$. We divide the $q - 1$ binary parity check equations into $N$ partitions with the $j$th partition consisting of different combinations of the bits in $x_j$, i.e., $\Phi^T A_{i,j} x_j$. If we set some of the $q - 1$ equations to be zero equations, then there exist only one $\Psi_j^{e_j}$ for the $j$th partition such that the $q - 1$ rows of $f_\omega(\Psi_j^{e_j}, A_{i,j})$ respectively represent the $q - 1$ rows within the $j$th partition, e.g., if $p = 3$ and $A_{i,j} = (\Phi(0, 3), \Phi(0, 6), \Phi(0, 7))$, then $f_\omega(\Phi, A_{i,j}) = \Omega_{i,j}$. If we set the first and third rows in $\Omega_{i,j}$ to be zero vectors, then we have

$$\Psi_j^{e_j} = \begin{cases} \Phi(0, 1), & 0, \\ \Phi(0, 6), & 0, \\ \Phi(0, 7), & 0, \end{cases} \prec \Phi,$$

$$f_\omega(\Psi_j^{e_j}, A_{i,j}) = \begin{cases} 0, & \Omega_{i,j}(2, 0)^T, \\ 0, & \Omega_{i,j}(4, 0)^T, \\ \Omega_{i,j}(5, 0)^T, \end{cases} \preceq \Omega_{i,j}.$$ 

More details are displayed in Fig 1.

**C. Main Properties of the Mapping**

**Lemma 1:** Let $B \preceq \Phi$ and $B' \preceq \Phi$ be two $p \times (q - 1)$ binary matrices. Let $\Psi_j$ be a $p \times p$ full-rank binary matrix. $f_{\omega}(\Phi, \Psi_j)$ is a $(q - 1) \times (q - 1)$ permutation matrix. In addition, $B' \preceq B$ and $f_{\omega}(B', \Psi_j) \preceq f_{\omega}(B, \Psi_j)$ are necessary and sufficient conditions for each other.

**Proof:** Since $\Psi_j$ is a $p \times p$ full rank matrix, all the

$$\Phi^T(0, i') = \begin{cases} 1, & i' = 1, 2, \ldots, q - 1 \text{ are different column vectors.} \end{cases}$$

Then $f_{\omega}(\Phi, \Psi_j)$ will have only one non-zero entry in each row or column. So $f_{\omega}(\Phi, \Psi_j)$ is a $(q - 1) \times (q - 1)$ permutation matrix. If $B \preceq \Phi$, the zero columns in $B$ will result in zero rows in $f_{\omega}(B, \Psi_j)$. Then $f_{\omega}(B, \Psi_j)$ can be obtained by setting some rows of $f_{\omega}(\Phi, \Psi_j)$ to be zero vectors. Since $f_{\omega}(\Phi, \Psi_j)$ have only one non-zero entry in each column, then some columns become zero vectors in $f_{\omega}(B, \Psi_j)$. As a result $f_{\omega}(B, \Psi_j) \preceq f_{\omega}(\Phi, \Psi_j)$. Similarly, we have $f_{\omega}(B', \Psi_j) \preceq f_{\omega}(B, \Psi_j)$ if $B' \preceq B$. Conversely, if $f_{\omega}(B, \Psi_j) \preceq f_{\omega}(B', \Psi_j)$, it means that the columns in $B$ generating the zero rows in $f_{\omega}(B, \Psi_j)$ are set to be zero vectors. Since there is a one-to-one correspondence between $B$ and $f_{\omega}(B, \Psi_j), B \preceq \Phi$. Similarly, we have $B' \preceq B$ if $f_{\omega}(B', \Psi_j) \preceq f_{\omega}(B, \Psi_j)$. This completes the proof.

In the following, if each $A_{i,j}$ in $B$ is replaced by $f_{\omega}(\Phi, A_{i,j})$, we denote the resulting matrix by

$$\Omega = (\Omega_{i,j})_{M \times N}$$

where $\Omega_i$ is the $(q - 1)N \times (q - 1)$ sub-matrix and $\Omega_i^j$ is the $(q - 1)M \times (q - 1)$ sub-matrix of $\Omega$. When $A_{i,j} \in \mathbb{F}_2$ for all $i$ and $j$, $\Omega$ coincides with the parity check matrix for the
extended binary representation. According to Lemma 1, we also have the following properties of \( \Omega \).

Lemma 2: 1) For all the non-zero \( A_{i,j}, i \in \{1, 2, \ldots, M\}, j \in \{1, 2, \ldots, N\}, \) the column and row weights of the corresponding \( \Omega_{i,j} \) are all 1. i.e. \( \Omega_{i,j} \) is a \((q - 1) \times (q - 1)\) permutation matrix. 2) Let \( A_p(i, 0), i = 1, 2, \ldots, M \) be the \( i^\text{th} \) row of vector \( A_p \). Then the row weights of \( \Omega^p \) are the same and equal to the weight of \( A_p(i, 0) \). Let \( A_p(0, j), j = 1, 2, \ldots, N \) be the \( j^\text{th} \) column of vector \( A_p \). Then the column weights of \( \Omega^p \) are equal to the weight of \( A_p(0, j) \). Degree distributions of \( \Omega \) are the same as those of \( A_p \).

Note that, If \( H \) has the following form

\[
\Phi = (A_p \otimes I_{p \times p}) \cdot \text{diag}(\Psi_1, \Psi_2, \ldots, \Psi_N),
\]

where \( \Psi_j \), \( j = 1, 2, \ldots, N \) are \( p \times p \) full-rank matrices, then the parity check matrix \( \Omega \) associated with Eq. (1) has the following form

\[
\Delta = (A_p \otimes I_{(p-1) \times (p-1)}) \cdot \text{diag}(f_{\omega}(\Phi, \Psi_1), \ldots, f_{\omega}(\Phi, \Psi_N)).
\]

According to the first item in Lemma 2. \( \Omega \) in Eq. (2) is composed of \( q - 1 \) disjoint \( A_p \)s. As a result, codes defined with these \( \Omega \)s including the extended binary representation will cause performance loss. Actually, if each \( \Psi_j \) is the matrix representation of a non-binary symbol in \( \mathbb{F}_q \), Eq. (1) defines the equivalent binary parity check matrix of the non-binary column-scaled LDPC (CS-LDPC) code [28] (including the non-binary QC-LDPC codes and the finite geometry non-binary LDPC codes).

D. General Framework for Constructing and Optimizing the EPR-LDPC Codes

In this subsection, we present a general framework for the exhaustive search of \( \Omega^e \). Since the non-zero bits in \( v^e_j \) represent different combinations of the bits in \( x_j \), the parity check relationships for \( v^e \) can be obtained by finding the parity check relationships for the corresponding combinations and the desired \( \Omega^e \) can be constructed by searching among different combinations of the parity check relationships for \( v^e \).

Definition 4 may imply that we should search for \( \Omega^e \) based on a given \( \Psi^e \). However, in order to guarantee enhanced decoding performance for \( \Omega^e \), we first determine the desired \( \Omega^e \) then we update \( \Psi^e \). That is

1) Based on \( \Phi \) and \( \Phi \), we find and store some of the parity check relationships for \( v \).
2) Using these parity check relationships, we construct different \( \Omega^e \)s' row by row such that the new row does not introduce cycles smaller than certain integer.
3) We find the \( \Omega^e \) with the desired performance threshold among these \( \Omega^e \)s. Then, we update \( \Psi^e \) and \( v^e \).

By utilizing \( f_\omega \), we can model the searching processes (Step 2 and Step 3) as choosing proper \( \Psi^e_j \) for all \( j \in \{1, 2, \ldots, N\} \). Then \( \Omega^e \) is obtained by replacing each \( A_{i,j} \) in \( H \) with \( \sum_{i=(j-1)(q-1)+1}^{\lceil j(q-1) \rceil} f_\omega(\Psi^e_j, A_{i,j}) \) and each \( f_\omega(\Psi^e_j, A_{i,j}) \) corresponds to a row in \( \Omega_{i,j} \) (some of \( \Psi^e_j \)s could be zero matrices).

Note that \( A_{i,j} \)s are not necessarily to be the matrix representations of the non-binary symbols of \( \mathbb{F}_q \). Moreover, we refer to \( \Psi^e_j(0, 2^{e-1}) \neq 0, \forall i \in \{1, 2, \ldots, p\} \) as the trivial case for the EPR-LDPC code. If each \( A_{i,j} \) is replaced by \( \sum_{i=(j-1)(q-1)+1}^{\lceil j(q-1) \rceil} f_\omega(\Psi^e_j, A_{i,j}) \), the resulting \( \Omega^e \) coincides with the matrix \( \Phi \). If \( \Psi^e_j \leq \Phi, j = 1, 2, \ldots, N \) and \( \Omega^e = \Omega \), the resulting codes is a class of punctured EPR-LDPC codes for parity check matrix \( \Omega \) (the decoding messages for the punctured bits are set to be 0s in the soft decision decoders [29]). It is easy to verify that codes in [15] form a trivial case of this punctured EPR-LDPC code for non-binary LDPC code.

E. Bit-level Cycles in \( \Omega \)

In the previous subsection, the matrix map \( f_\omega \) is introduced to give the definition of the EPR-LDPC code and formulate the exhaustive searching of \( \Omega^e \). In this subsection, we investigate the relations between the symbol-level cycles in \( A_p \) and the bit-level cycles in \( \Omega \) based on the properties of \( f_\omega \). In general, we assume that \( A_p \) is of girth \( g_p \). \( A_p \) is cycle-free if \( g_p = 0 \). Before the detailed demonstrations, we first give the definition for the matrix cycle.

Definition 7 (matrix cycle): Given a binary parity check matrix \( H \). Let \( A_p \) be its mother matrix. A matrix cycle of length-\( g \) in \( H \) exists if its corresponding positions in \( A_p \) form a symbol-level cycle of length-\( g \).

Lemma 3: If the girth of the mother matrix \( A_p \) is \( g_h > 0 \), then the girth of the associated parity check matrix \( \Omega \) for the \( p \)-reducible code is \( g_s \geq g_h \), which is caused by the length-\( g_s \) symbol-level cycle in \( A_p \). If \( g_h = 0, g_s = 0 \).

Proof: Since \( \Omega_{i,j} \) is a \((q-1) \times (q-1)\) permutation matrix and cycle-free (due to the first item in Lemma 2), if \( A_p \) contains no cycle, \( \Omega \) has no bit-level cycle. Moreover, a cycle in \( A_p \) can only cause matrix cycle in \( \Omega \) with the same length. The matrix cycle only contains bit-level cycles with the same length. And because \( \Omega_{i,j} \) is not equal to \( \mathbf{1}_{(q-1) \times (q-1)} \), a matrix cycle can not always cause the bit-level cycles with the same length. Thus, the girth of the binary parity check matrix \( \Omega \) is not less than the girth of its mother matrix \( A_p \).

For the non-binary parity check \( H \), if \( H \) satisfies the cycle-free condition, its associated \( \Omega \) will also satisfy the cycle-free condition. A bit-level cycle in \( \Omega \) is caused by the symbol-level cycle of the same length in \( H \). Moreover, when \( H \) is constructed with cycles, investigations indicate that, among the cycles, the length-\( 4 \) cycles contribute the most to the performance degradation. Next, we show that a length-\( 4 \) symbol-level cycle in \( H \) will not always result in length-\( 4 \) bit-level cycles in \( \Omega \).

Theorem 4: Let the non-zero matrix labels be uniformly taken from \( \mathbb{F}_q^* \). And the probability that a length-\( 4 \) symbol-level cycle in the non-binary parity check matrix \( \Omega \) will result in length-\( 4 \) bit-level cycles in \( \Omega \) based on \( f_\omega \) is denoted by \( p_4 \). Then

\[
p_4 = \frac{1}{q - 1}
\]
for \( q = 2^p \geq 4 \).

**Proof:** Since the length-4 bit-level cycles are only caused by the length-4 symbol level cycle, we only consider the bit-level cycles within a symbol-level cycle. Let \((i_1, j_1), (i_1, j_2), (i_2, j_1), (i_2, j_2)\) be the four coordinates of four entries that represent a length-4 symbol level cycle in \(Ω\). Let

\[
\begin{pmatrix}
Ω_{i_1,j_1} & Ω_{i_1,j_2} \\
Ω_{i_2,j_1} & Ω_{i_2,j_2}
\end{pmatrix}
\]

be the matrix corresponding to a length-4 symbol-level cycle. Let \(α_1, β_1, α_2, β_2 \in \{1, 2, \ldots, q – 1\}\) respectively represent the column numbers of non-zero entries in \(Ω_{i_1,j_1}, Ω_{i_1,j_2}, Ω_{i_2,j_1}\) and \(Ω_{i_2,j_2}\) with \(α_1, β_1\) in the same row and \(α_2, β_2\) in the same row. Let \(S_1 = \{(α_1, β_1), α_1, β_1 \in \{1, 2, \ldots, q – 1\}\}\) and \(S_2 = \{α_2, β_2\}, α_2, β_2 \in \{1, 2, \ldots, q – 1\}\) be the two-tuple sets containing all the different rows in \(Ω_{i_1,j_1}, Ω_{i_1,j_2}\) and \(Ω_{i_2,j_1}, Ω_{i_2,j_2}\), respectively. Then, \(|S_1| = |S_2| = q – 1\).

Let \(Ω\) be the set containing all the rows that could be involved in the length-4 matrix cycles. Let \(Ω = \{(α, β), α, β = 1, 2, \ldots, q – 1\}\) and \(|Ω| = (q – 1)^2\) with \(Ω_1, Ω_2 \subset Ω\).

The length-4 bit-level cycle exist if \(Pr(Ω_1 \cap Ω_2 = ∅) \neq 0\).

The length-4 bit-level cycle exist if \(Pr(Ω_1 \cap Ω_2 = ∅) = 1 – Pr(Ω_1 \cap Ω_2 = ∅)\). We can calculate the probability of \(Ω_1 \cap Ω_2 = ∅\) by counting the number of choices of \(Ω_1\) and \(Ω_2\) over \(Ω\). Since there are \(q – 1\) different non-zero \(Ω_{i,j,s}\), different \(Ω_{i,j,s}\) have different row numbers of the same row-vectors and no two different \(Ω_{i,j,s}\) have common elements, different \(Ω_{i,j,s}\) divide \(Ω\) into \(q – 1\) disjoint subsets. And because each \(Ω_{i,j,s}\) is uniformly chosen, then for a \(Ω_{i,j,s}\), there exist \((q – 2)\) \(Ω_{i,j,s}\) that do not form cycles. As a result, \(Pr(Ω_1 \cap Ω_2 = ∅) = \frac{(q – 1)(q – 2)}{(q – 1)^2}\).

From Theorem 4 we know that, as the field size increases, the probability that a length-4 symbol-level cycle in \(H\) results in length-4 bit-level cycles in \(Ω\) will be significantly reduced.

**Corollary 5:** For any \(p\)-reducible code, let the matrix labels be chosen uniformly over a set \(\{B_g, g = 1, 2, \ldots, Q\}\). If there exist an integer \(P \leq Q\) such that \(\text{rank}(f_i(Φ, B_{g_i}) + f_j(Φ, B_{g_j})) = q – 1\) for all \(i \neq j, i, j \in \{1, 2, \ldots, P\}\), then the probability that a length-4 symbol-level cycle in \(L_p\) will result in length-4 bit-level cycles in \(Ω\), i.e., \(p_4’\), satisfies

\[
\frac{1}{q – 1} \leq p_4’ \leq \frac{1 + (Q – P)^2}{P(Q – P)^2}
\]

and \(P \leq q – 1\) for \(q = 2^p \geq 4\). When \(P = 1\), \(p_4’ = 1\).

**Proof:** The \(P\) matrix labels result in at most \(q – 1\) disjoint subsets of \(Ω\) then \(P \leq q – 1\). The proof for the above inequality which results from the different values of \(Q – P\) is similar to the proof of Theorem 4.

According to Corollary 5, \(p_4’\) can be minimized by enlarging \(q\) and minimizing \(Q – P\). Consider a short length bit-level cycle of length-\(g_c\), \(g_c > 4\). Based on the proof of Theorem 4, we suppose that the probability of the existence of the corresponding bit-level cycles is small too and relates to both \(q\) and \(g_c\).

We also have the following observation for the short length cycles with lengths larger than 4.

**Observation 1:**

1) For a \(p\)-reducible code in Corollary 5, the probability that a symbol-level cycle of length-\(g_c\) in \(H\) will cause corresponding bit-level cycles in \(Ω\) is bigger than \(\frac{1}{Q – 1}\).

2) This probability increases as the length of the symbol-level cycle increases and decreases as \(q = 2^p\) increases.

**F. Design of EPR-LDPC Codes according to \(Ω\)**

In this subsection, we show how to efficiently find the parity check matrix \(Ω^c\) with certain girth. The resulting \(Ω^c\) can be also seen as a significant generalization of \(Ω\) for both binary and non-binary LDPC codes. Compared to the \(Ω\), \(Ω^c\) will have less bit-level cycles. In addition, superior to \(Ω\) in Eq. (2), \(Ω^c\) will not be composed of disjoint sub-matrices. And for any girth-optimized \(p\)-reducible code, \(Ω\) can be constructed to further improve the decoding performance.

![Fig. 2. The structure of matrix \(Ω^c\).](image-url)
Step 1: Let $q = 2^p$ and $p > 1$. We construct a binary matrix set $\{B'_1, B'_2, B'_3, \ldots\}$ with each $B'_i$ being a cycle-free $2 \times (q-1)$ or $2 \times (q-1)$ matrix. In addition, $B'_i \cdot v_j = 0$, for all $i$ and $j$. If $B'_i \cdot (0, 1, \ldots, B'_i(0, q-1)) \cdot v_j = 0$ and $B'_i(0, q), \ldots, B'_i(2q-1) \cdot v_j = 0$, for all $i$ and $j$.

Step 2: Given a parity check matrix $H$ in Definition 1 with a mother matrix $A_p$. We construct $\Omega$ by using $f_\Omega$. If $\Lambda_p$ is constructed with length-4 cycles, we use the row addition operation to eliminate some length-4 bit-level cycles.

Step 3: Let $g_s$ be an even number. For the matrix cycles with length less than $g_s$ that results in bit-level cycles in $\Omega$, we set the rows across the matrix cycles to be zero vectors and rearrange these zero rows to the lower part of the resulting matrix. Then, as illustrated in Fig 2, we place the $B'_i$s that will not cause bit-level cycles with length less than $g_s$ one by one within these zero rows (at the non-overlapped column-positions). The resulting matrix is denoted by $\Omega^e$.

Note that, given a practical $p$-reducible LDPC code, the row addition operation in Step 2 can be omitted as the length-4 cycles in $\Lambda_p$ are in general eliminated. Then, we can only use the row replacing operation in Step 3 to handle the bit-level cycles. Moreover, the codes defined with $\Omega^e$ and $\Omega$ tend to have larger code lengths and code spaces than their associated binary LDPC codes. How to obtain the correct $x$ and avoid the undetected errors for $v^e$ apart from enlarging the girth of $\Omega^e$ will be addressed in the next section.

IV. BIT-LEVEL DECODERS FOR THE EPR-LDPC CODES

A. General Sum-Product Decoding

Let $C$ be the non-binary LDPC code. Let $\bar{C}$ be the equivalent binary LDPC code. Let $C^e$ be the EPR-LDPC code. Let $C^e_j$ be the binary LDPC code generated by $\Psi^e_j$. Obviously, there exists the following isomorphism

$$C \cong \bar{C} \cong C^e \cap (C^e_1 \times C^e_2 \times \cdots \times C^e_N).$$

The above equation implies that to obtain an enhanced decoding performance of $\bar{C}$, we should decode $v^e$ by utilizing the parity check relationships for $C^e$ and $C^e_1 \times C^e_2 \times \cdots \times C^e_N$ simultaneously. If $\Psi^e_j = \Phi_j$, $j = 1, 2, \ldots, N$, Eq. 4 represents the isomorphism between (punctured) extended binary representation and its non-binary counterpart [14, 13]. The decoding applications of the extended binary representation over general channel models are given in [27]. For arbitrary $p$-reducible code, the above isomorphism also exists. To obtain the best decoding results of $\bar{C}$, each $wt(\psi^e_j)$ should be large enough (more parity check bits will be involved). On the other hand, large $wt(\psi^e_j)$ will result in higher decoding complexity in general. Thus, there exist a trade-off between the choices of $\psi^e_j, j = 1, 2, \ldots, N$ and the decoding performance. Then to have the optimized $\psi^e_j$s, we have to maximize each $wt(\psi^e_j)$ while minimizing the probability of the existence of the short length bit-level cycles. Next, we first show how to obtain $\bar{C}$. Then we optimize the extended generator matrices set.

Assume that $\bar{x} = (x^T_1, x^T_2, \ldots, x^T_N)^T$ is transmitted over binary input channels. Let $y = (y^T_1, y^T_2, \ldots, y^T_N)^T$ be the received sequence. The proposed decoder is a class of binary decoders which is implemented to make decisions both on $\bar{x}$ and $v^e$. In the following, we first give the general sum-product decoding procedure for the proposed decoders. Then we develop two variants for different channel models.

![General decoding procedure for the proposed binary decoders.](image)

Fig. 3. General decoding procedure for the proposed binary decoders.

As shown in Fig 3, the bits in $\bar{x}$ are represented as bit nodes. The bits in $v^e$ are represented as extended bit nodes. Every rows of $\Omega^e$ are represented as constraint nodes in $c^e$. Then the general decoding procedure is described as follows.

Step 1: Let $\mu^{(0)}_v$ be the message from channels. The message $\mu^{(0)}_v$ for $v^e$ is calculated from $\mu^{(0)}_v$ according to $\Psi^e_v$.

Step 2: The message $\omega^{(l)}_c$ in constraint nodes is calculated from $\mu^{(l)}_v$ according to parity check matrix $\Omega^e$ for the EPR-LDPC code.

Step 3: The message $\mu^{(l+1)}_v$ in the extended bit node is updated from $\omega^{(l)}_c$ according to $\Omega^e_v$.

Step 4: The message $\mu^{(l+1)}_v$ is further tailored based on the generator matrices set $\Psi^e_v$.

Step 5: For iteration-$h$, if the hard decision of $v^e$ is $\hat{v}^e$ which satisfies $\Omega^e \hat{v}^e = 0$, then we obtain $\bar{x}$ from $\hat{v}^e$ according to $\Psi^e_v$.

Since we use a binary decoding process and the zero columns in each $\Psi^e_v$ and $\Omega^e$ can be removed, the computational complexity for the check-vector-sum operation relies linearly on the number of the non-zero columns in $\Omega^e_v, i = 1, 2, \ldots, M$. The computational complexity of tailoring $\mu^{(l)}_v$ relies linearly on the non-zero columns in each $\Psi^e_v, j = 1, 2, \ldots, N$. Let the maximum number of the non-zero columns in each $\Omega^e_v$ be $\phi_v \leq q - 1$ and the maximum number of the non-zero columns in each $\Psi^e_v$ be $\psi_v \leq q - 1$. Then the computational complexity is dominated by $O(m_s = \max \{\phi_v, \psi_v\})$.

In the general decoding procedure, when the decoding of $v^e$ over $\Omega^e$ is accomplished, we have to get every $\bar{x}_j$ from $v^e_j$. To guarantee $\bar{x}_j$ being successfully resolved from $v^e_j$, we also provide the following conditions for the extended generator matrices.

**Theorem 6:** Consider the $p$-reducible codes. For all $j \in \{1, 2, \ldots, N\}$ and $q = 2^p \geq 4$,
1) If $\text{wt}(\Psi_j) > \frac{n}{2} - 1$, every bit in $\bar{x}_j$ can be resolved from $\Psi_j$.

2) If $\text{wt}(\Psi_j) = \frac{n}{2} - 1$, $\bar{x}_j$ can be resolved with probability of $\frac{1}{2} - \frac{1}{2^n}$.

Proof: Recall that $\Phi$ is a $p \times (q - 1)$ matrix and

$$V = \{0, \Phi(0, 1), \Phi(0, 2), \ldots, \Phi(0, q - 1)\}$$

is a vector space of dimension-$p$. Let

$$V'_j = \{0, \Psi_j(0, 1), \Psi_j(0, 2), \ldots, \Psi_j(0, q - 1)\}$$

be the set that formed by the column vectors of $\Psi_j$. Then $\text{wt}(\Psi_j) = |V'_j| - 1$. Let the set $V'' = \{\Phi(0, 1), \Phi(0, 2), \ldots, \Phi(0, 2^p - 1)\}$ be the set of all unit vectors. Then the non-zero vectors in $V$ and $V'_j$ can be formulated by the additions of the vectors in $V''$.

If $|V'_j|$ is larger than the size of the $(p - 1)$-dimensional subspace of $V$, then $\text{rank}(\Psi_j) = p$. Every bits in $x_j$ can be resolved. The size of the $(p - 1)$-dimensional subspace can be calculated by $\sum_{i=1}^{p-1} \binom{p-1}{i} + 2 = 2^{p-1}$. Then if $\text{wt}(\Psi_j) > \sum_{i=1}^{p-1} \binom{p-1}{i} = 2^{p-1} - 1$, $\bar{x}_j$ can be resolved from $\Psi_j$. If $\text{wt}(\Psi_j) = \sum_{i=1}^{p-1} \binom{p-1}{i}$, the rank of $\Psi_j$ is either $p$ or $p - 1$. Then the probability that $\bar{x}_j$ can be resolved equals the probability that the non-zero vectors in $\Psi_j$ do not form a $(p - 1)$-dimensional subspace, which depends on the number of the $(p - 1)$-dimensional subspaces. To calculate the number of the $(p - 1)$-dimensional subspaces of the $V$, we first introduce the Gaussian binomial coefficient over finite field $\mathbb{F}_q$

$$\binom{n}{k}_q = \frac{[n]_q!}{[k]_q!\cdot[n-k]_q!}, k \leq n,$$

where $[n]_q! = [1]_q[2]_q\cdots[n]_q$ with

$$[m]_q = \frac{1 - q^m}{1 - q} = \sum_{0 \leq i < m} q^i = 1 + q + q^2 + \cdots q^{m-1}, 1 \leq m \leq n.$$

Then the number of the $(p - 1)$-dimensional subspaces over $\mathbb{F}_2$ is calculated by $\binom{p-1}{i} = \sum_{i=1}^{p-1} \binom{p-1}{i}$. The probability that $\bar{x}_j$ can be resolved when $\text{wt}(\Psi_j) = \sum_{i=1}^{p-1} \binom{p-1}{i}$ is

$$1 - \frac{p - 1}{2} \cdot \frac{\text{wt}(\Psi_j)}{\binom{p}{2}}.$$

Note that $2^{p-1} - \sum_{i=1}^{p-1} \binom{p-1}{i} + 1 \geq p, \forall p \geq 2$. In addition, if $x_j$ can be resolved, $\text{wt}(\Psi_j)$ is at least the size of a basis of a dimension-$p$ vector space over $\mathbb{F}_q$, i.e., $\text{wt}(\Psi_j) \geq \log_2 q, j = 1, 2, \ldots, N$. Thus, the least number of non-zero columns required for each $\Psi_j$ is $p$. However, if $\text{wt}(\Psi_j) = p, \forall j$, the desired parity check matrix $\Psi_j$ may not exist. Theorem 6 provides sufficient conditions for the successful decoding of $x$. Moreover, large $\text{wt}(\Psi_j)$ generally results in better decoding performance. For the punctured EPR-LDPC code decoded over parity check matrix $\Omega$, if all the punctured bits are recovered we can use $\Phi$ instead of $\Psi_j$ to resolve $\bar{x}_j$.

**B. Decoding over Different Channels**

Next, we apply the general decoding procedure to the binary symmetric channel (BSC).

**Example 2:** In this example, we present an extended iterative hard decision decoder for BSC. Let $(\Sigma, \Xi)$ be the bit-wise addition of the vector space over $\mathbb{F}_2$. Then, for simplex code $[30]$, we have $\mathcal{V}_j(j_1') + \mathcal{V}_j(j_2') + \cdots + \mathcal{V}_j(j_k') = \mathcal{V}_j(j_1' \oplus j_2' \oplus \cdots \oplus j_k')$, $j_i' \in \{1, 2, \ldots, q - 1\}[14]$. As a result, the iterative decoding procedure is described as follows.

**Step 1:** Let $\nu^e$ be the message for the extended bit nodes which is initialized by the value of $\Psi_j^2$. $j = 1, 2, \ldots, N$ and $b$ be the thresholds to perform the bit-flipping.

**Step 2:** If $z = \Omega \nu^e = 0$ then $\nu^e = \bar{\nu}^e$. Else, $s = z^T \Omega = (s_j)_1 \cdot N$ (here is the decimal multiplication). For all $s_j(j') \geq b, j' \in \{1, 2, \ldots, q - 1\}$, if there exist $\nu_j(j'_1) + \nu_j(j'_2) + \cdots + \nu_j(j'_k) = \nu_j(j')$ where $j'_i \in \{1, 2, \ldots, q - 1\}$ such that $\Psi_j^2(0, j'_i) \neq 0$ and $j'_1 \oplus j'_2 \oplus \cdots \oplus j'_k$, then $\nu_j(j'_1) = \nu_j(j'_2) + \cdots + \nu_j(j'_k)$.

**Step 3:** Stop the procedure when $\Omega \nu^e = 0$ or the maximum iteration number is reached. Then for the trivial case, $x_j = (\nu_j(1), \nu_j(2), \ldots, \nu_j(2^{p-1}))^T$.

Below, we show how to apply the BP algorithm into the decoding of the EPR-LDPC code over binary input Gaussian channel.

**Example 3:** We give a hybrid parallel decoder for the EPR-LDPC codes by using the BP decoder and the hard decision decoder in example 2. The BP decoder and hard decision decoder exchange decoding messages iteratively. We consider one decoding round is finished iff these two decoders have exchanged information once. A $(\mu, \nu)$ decoding round is a decoding round within which the BP decoder has performed $\mu$ times decoding iterations and the hard decision decoder has performed $\nu$ times decoding iterations. Different from example 2, we choose to transmit $\nu^e$ instead of $\bar{x}$ as in the general decoding procedure. Assume BPSK is utilized. Let $y^e$ be the received sequence. Then the decoding process is described below.

**Step 1:** Initialize the message for the $i^{th}$ extended bit node by $\mu_{i, c}^{(0)} = \frac{1}{2} y^e(v)$ and the message for the $i^{th}$ constraint node by $\omega_{i, v}^{(0)} = 0$.

**Step 2:** $\omega_{i, v}^{(l)} = -2 \tanh^{-1} \left( \prod_{i' \in N_c \setminus \{v\}} \tanh \left( \frac{-\mu_{i', v}^{(l-1)}}{2} \right) \right)$, where $N_c$ is the extended bit nodes set connected to the $i^{th}$ constraint node.

**Step 3:** $\mu_{i, c}^{(l)} = \frac{1}{2} y^e(v) + \sum_{i' \in M_c \setminus \{v\}} \omega_{i', v}^{(l)}$ where $M_c$ is the constraint nodes set connected to the $i^{th}$ extended bit node.

**Step 4:** For iteration-$(\mu, \nu)$ in a $(\mu, \nu)$ decoding round, let the hard decision be $\bar{\nu}^e$. We apply the hard decision decoder in example 2 for $\nu$ times. If $\bar{\nu}^e(v) = 1$, $\mu_{i, c}^{(l)} = |\mu_{i, c}^{(l)}|$, else $\mu_{i, c}^{(l)} = -|\mu_{i, c}^{(l)}|$. Then, go to step 2.

**Step 5:** For iteration-$\mu \nu$, if the hard decision $\bar{\nu}^e$ satisfies $\Omega \bar{\nu}^e = 0$, then $\nu^e = \bar{\nu}^e$ and $x_j = (\nu_j^e(1), \nu_j^e(2), \ldots, \nu_j^e(2^{p-1}))^T$ for the trivial case.

If $x$ is transmitted in example 3 the initialization of the
messages for the extended bit nodes can be performed as follows. First, let \( v^e(v) = \sum_{i' \in S_v} \tilde{x}(i') \), where \( S_v \) is the set containing all the bit nodes connected to the \( v^{th} \) extended bit node. Let \( \text{hard}(\cdot) \) be the hard decision function. And \( \text{hard}(v^e(v)) = \sum_{i' \in S_v} \text{hard}(\tilde{x}(i')) \). Then the initialized messages for the extended bit node \( v^e(v) \) are

\[
\begin{cases}
- \frac{2}{\sigma^2} \min_{i' \in S_v} (|\tilde{y}(i')|), & \text{if } \text{hard}(v^e(v)) = 1, \\
- \frac{2}{\sigma^2} \min_{i' \in S_v} (|\tilde{y}(i')|), & \text{if } \text{hard}(v^e(v)) = 0.
\end{cases}
\]

The decoding procedure is the same as in example [3]. Each bit in \( v^e \) is then transmitted over a copied Gaussian channel. To evaluate the performance of an EPR-LDPC code ensemble over copied Gaussian channels, we use the Monte-Carlo experiments for infinite LDPC codes introduced in [2]. That is, by simulating an infinite long EPR-LDPC code from the code ensemble, we evaluate the performance in terms of the minimum signal to noise ratio (MSNR), i.e., \( T_b \), for which the average syndrome bit entropy reaches certain value after a number of decoding iterations.

### C. Code Optimization for the Binary Decoders

For the mother matrix \( A_p \), how to optimize the matrix labels for the non-binary decoders have been studied in [2], [12]. The authors in [2], [12] propose several optimization methods based on the equivalent binary LDPC codes. The degree distributions for the resulting \( \tilde{H} \) can be efficiently calculated according to [20]. As to the EPR-LDPC code, we can optimize the matrix labels according to Corollary 5. For different associated \( p \)-reducible codes, the optimized matrix labels for the same \( p \) will also be very different because different \( p \)-reducible codes use matrix labels set with different structures. Moreover, to obtain enhanced decoding performance of EPR-LDPC codes, just optimizing the matrix labels is not enough. We have to carefully construct the parity check matrix \( \Omega^e \) and the extended generator matrices set \( \Psi^e \) too. In the following, we present a simple algorithm based on the proposed framework to achieve this goal. That is, after we have the matrix labels optimized, we guarantee that each \( \text{wt}(\Psi^e_j) \) is large enough and optimize the girth and degree distributions of the \( \Omega^e \). \( A_p \) is assumed to be constructed by the modified progressive-edge-growth (PEG) algorithm. One also can construct \( A_p \) by other random methods or with specific structures. We can either fix the code length and change \( A_p \) or fix the \( A_p \) and change the code length for different purposes. Details are given as follows.

**Step 1:** The binary parity check matrix \( \tilde{H} \) is obtained by filling \( A_p \) with the optimized matrix labels of size \( p \times p \) according to Corollary 5. Let \( \psi > \frac{2}{3} - 1 \) and \( \phi > 0 \) be two non-zero integers. Let \( T_b \) be the MSNR in dB. We search for \( \Omega^e \) with the generator matrix set \( \Psi^e_j \) and the associated \( \Psi^e_j, j = 1, 2, \ldots, N \) satisfying \( \text{wt}(\Psi^e_j) \geq \psi, j = 1, 2, \ldots, N \), \( \text{wt}(\Psi^e_i) \geq \phi, i = 1, 2, \ldots, M \). And the MSNR for the resulting degree distributions does not exceed \( T_b \) (for short block length codes, we drop the MSNR examinations).

**Step 2:** For an even number \( g_s \), we check if the girth of \( \Omega^e \) is not smaller than \( g_s \). If the girth of \( \Omega^e \) is smaller than \( g_s \), then \( p = p + 1 \) and go to step 1.

**Step 3:** When \( p \) is large enough, we may change some \( \Psi^e_j \)'s which generate the rows across the associated matrix cycles to further eliminate some bit-level cycles. Then we update \( \Psi^e_j, j = 1, 2, \ldots, N \) and its associated \( \Psi^e \).

### V. Simulation

#### A. Different binary forms of a non-binary LDPC code

In this subsection, we present the simulation results for different representations of a non-binary LDPC code under different decoders. No undetectable error is observed in our simulations. We consider the code over \( \mathbb{F}_p \) of rate \( R = 0.5311 \) with length-12000 bits. To have a fair comparison, the code we have found has similar MSNR for different representations. Let \( v^e = v \) and \( \Omega^e_j \neq \Omega_i \) for some \( i \), i.e. the block lengths for \( \Omega^e \) and \( \Omega \) are the same. We search for \( \Omega^e \) by using the method in Section IV-C. Degree distributions and MSNRs for \( \Omega, \tilde{H}, \Omega^e \) and \( \Omega \) are displayed in table [I] and table [II]. The code defined with \( \Omega^e \) is \( R = 0.5311 \). The MSNR for \( \Omega^e \) is \( E_b/N_0 = 0.73 \) dB. The MSNR for \( \Omega \) is \( E_b/N_0 = 0.68 \) dB, while the capacity limit is \( E_b/N_0 = 0.30 \) dB. The comparison is shown in Fig 3, where SEPR (hard decision decoder for the EPR-LDPC code) is the extended hard decision decoder for \( \Omega^e \), SEPR (soft decision decoder for the EPR-LDPC code) is the hybrid parallel decoder for \( \Omega^e \), QSPA is the \( q \)-ary sum-product decoder for \( \tilde{H} \), SEB (soft decision decoder for the equivalent binary LDPC code) is the binary BP decoder for \( \tilde{H} \) and SER (soft decision decoder for the extended binary representation) is the hybrid parallel decoder for \( \Omega \). Due to the short length bit-level cycles in \( \tilde{H} \), SER suffers from a performance loss of about 1dB. Decoding complexity per each check-sum for QSPA is \( O(q^2) \). In our simulation, SEPR achieves second place with much lower decoding complexity while the performance gap to QSPA is within 0.2dB. Moreover, SEPR outperforms SER for the same block length.

Consider the non-binary LDPC code of rate half over \( \mathbb{F}_{16} \) characterized by

\[
\begin{align*}
\lambda(x) &= 0.303x + 0.337x^2 + 0.04x^3 + 0.113x^4 + 0.122x^6 + 0.085x^{12}, \\
\rho(x) &= 0.85x^5 + 0.15x^6.
\end{align*}
\]

The associated EPR-LDPC code with block length-2048 bits is optimized by the algorithm in section IV-C. Then we give the performance comparison under different decoders in Fig 5. In this example, SEPR also outperforms SER and is more close to the QSPA than SER.

#### B. Short length optimization

Short length cycles can cause severe performance degradation for short length block codes. We eliminate the short length cycles for \( \Omega^e \) in this subsection and give the comparison results for different outputs of the optimization in section IV-C which are displayed in table [I]. Let \( \bar{x} \) be the bit
sequence transmitted over the binary input Gaussian channels. $H$ is constructed by modified progressive edge growth (PEG) method and the hybrid parallel decoder is adopted. Let the block length be 360 bits. Let $M_s = \sum_{j} \text{wt}(\Psi_j)$ be the length of $v^e$ and $g_s$ be the girth. If the non-binary (3,6)-regular LDPC code is adopted, we give the performance comparison in Fig 6. The 32-ary LDPC code achieves the best performance in our simulation due to the optimization both on the girth and field size.

Consider the non-binary LDPC code of rate half over $\mathbf{F}_{16}$ in Section IV-A. We compare the performance of the EPR-LDPC code with the optimized non-binary cycle LDPC codes (optimized under similar assumptions) and the girth optimized binary LDPC codes in the literature. In Fig 7, SPB59 is the sphere packing bound for block length-2048 bits. The codes from [11] is the non-binary cycle code with length 5376 bits. The code from [12] is the non-binary cycle code with length 2048 bits. The code from [18] is the non-binary cycle code with length 3000 bits. These codes are optimized for non-binary decoders. The code from [9] is the (3,6) QC-LDPC code with length 2294 bits. The code from [10] is the PEG-LDPC code with length 2694 bits. These codes are optimized for binary decoders. Our irregular EPR-LDPC code with block length-2048 bits (decoded by the decoder in example 3) outperforms others even with much shorter length than the codes in [11] and much smaller field size than the code in [12]. The EPR-LDPC code has achieved a maximum 0.8dB (at BER=$10^{-4}$) performance gain compared to the optimized non-binary cycle LDPC codes with a much lower decoding complexity.

### Table I

| $v^e_j$ | $q = 2^p$ | $g_s$ | $M_s$ | $q - 1$ |
|---------|-----------|-------|-------|---------|
| $v^e_j < v_j$ | 8 | 6 | 1415 | 7 |
| $v^e_j \preceq v_j$ | 8 | 6 | 507 | 3 |

![Fig. 4. Performance comparison between different representations. Maximum 40 iterations, $\mu = 16$ and $\nu = 4$.](image1)

![Fig. 5. Performance comparison between different representations. Maximum 200 iterations, $\mu = 16$ and $\nu = 4$.](image2)

![Fig. 6. Performance comparison between different outputs in Table I.](image3)

**C. Comparison of codes from literature**

- For binary decoders:
  - PEG-LDPC code with length 2694 bits.
- For non-binary decoders:
  - Non-binary cycle codes with various lengths.

| Code | Length | Optimized Parameter |
|------|--------|---------------------|
| [9]  | 2294   | QC-LDPC code        |
| [10] | 2694   | PEG-LDPC code       |
| [11] | 5376   | Non-binary cycle code |
| [12] | 2048   | Non-binary cycle code |
| [18] | 3000   | Non-binary cycle code |

---
D. Binary Erasure Channel

In this subsection, we investigate the performance of the EPR-LDPC code over BEC with different size of matrix labels. Consider the $p$-reducible code of rate half. Let $\Lambda_{p_1}$ be a $500 \times 1000$ mother matrix. The degree distributions are displayed in Table III. The hybrid parallel decoder in Example 3 is altered for BEC and the MSNR is 0.49. If $p = 2, 3, 4, 5, 6$ and $\Lambda_{p_2}$ is filled with randomly generated matrix labels, we compare the performance for different $\Omega$ in Fig 8. As the block length ($N_q = 1000(q − 1)$) increases, the decoding curves approach the MSNR as we expect.

![Fig. 7. The EPR-LDPC code compared with codes from literature.](image)

![Fig. 8. EPR-LDPC code over BEC with different size of matrix labels. $N_q$ is the block length in bits.](image)

### Table II

MSNRs for different degree distributions.

| $\Lambda_{p_1}$ | $\Lambda(x)$ | $\rho(x)$ | $\Lambda_{p_2}$ | $\Lambda(x)$ | $\rho(x)$ |
|-----------------|--------------|------------|-----------------|--------------|------------|
| 0.183x          | 0.047x       | 0.123x     | 0.153x          | 0.010x       |
| 0.275x          | 0.186x       | 0.261x     | 0.202x          | 0.029x       |
| 0.096x          | 0.308x       | 0.183x     | 0.074x          | 0.074x       |
| 0.024x          | 0.277x       | 0.051x     | 0.178x          | 0.178x       |
| 0.049x          | 0.140x       | 0.047x     | 0.272x          | 0.272x       |
| 0.049x          | 0.038x       | 0.046x     | 0.248x          | 0.248x       |
| 0.026x          | 0.004x       | 0.026x     | 0.136x          | 0.136x       |
| 0.007x          | 0.007x       | 0.007x     | 0.044x          | 0.044x       |
| 0.001x         | 0.001x       | 0.001x     | 0.008x          | 0.008x       |
| 0.002x          | 0.001x       | 0.010x     | 0.009x          | 0.009x       |
| 0.008x          | 0.004x       | 0.012x     | 0.021x          | 0.021x       |
| 0.019x          | 0.002x       | 0.012x     | 0.029x          | 0.029x       |
| 0.032x          | 0.014x       | 0.031x     | 0.026x          | 0.026x       |
| 0.041x          | 0.020x       | 0.019x     | 0.019x          | 0.019x       |
| 0.059x          | 0.021x       | 0.015x     | 0.015x          | 0.015x       |
| 0.070x          | 0.023x       | 0.016x     | 0.016x          | 0.016x       |
| 0.014x          | 0.024x       | 0.012x     | 0.012x          | 0.012x       |
| 0.015x          | 0.028x       | 0.016x     | 0.016x          | 0.016x       |
| 0.011x          | 0.029x       | 0.011x     | 0.011x          | 0.011x       |
| 0.007x          | 0.030x       | 0.006x     | 0.006x          | 0.006x       |
| 0.001x          | 0.033x       | 0.003x     | 0.003x          | 0.003x       |
| 0.002x          | 0.034x       | 0.001x     | 0.001x          | 0.001x       |

V. Conclusion

When there is no symbol-level cycle, the EPR-LDPC code will not have any bit-level cycle. Superior to the extended binary representation, the parity check matrix of EPR-LDPC code will not be composed of disjoint sub-matrices too. When there exists short length symbol-level cycles, the EPR-LDPC code can largely avoid the corresponding short length bit-level cycles. Decoding of the EPR-LDPC code by the proposed decoders (the hybrid hard-decision decoder and the hybrid parallel decoder) is capable of achieving computational complexities of $O(m_s)$ where $m_s < q$. Simulations show that the EPR-LDPC code outperforms the extended binary representation with the same block length. In addition, compared to the optimized non-binary cycle LDPC codes under non-binary decoders, the EPR-LDPC code under the proposed decoder achieves a maximum 0.8dB performance gain.
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