An Efficient Person Re-Identification Method Based on Deep Transfer Learning Techniques
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Abstract—Person re-identification (re-id) is a significant process in applications of video analysis. Several applications in different areas such as airports and stations are used multiple cameras in different places for monitoring and investigation, which are expensive and can be easily abused. Therefore, automatic person re-identification techniques are highly required. The main issue of this field is to find distinguishing features that represent the person. In this paper, we proposed an efficient method to extract the main features based on the deep transfer learning technique for a person re-id system. In addition, we employed a support vector classifier (SVC) as a separated classifier for the final decision to increase the accuracy of the system. We employed several publicly available datasets, which are the main datasets used for person re-id purposes in the literature. The proposed method achieved the best accuracy of 89.59% for rank-1, which outperforms the state-of-the-art methods. Finally, the simulation results reveal that the proposed system is efficient prior to person re-id.
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I. INTRODUCTION

Recently, the research in computer vision has seen impressive developments in the techniques of pattern recognition, tracking and machine learning [1-3]. This growth in computer vision research led to the production of more effective applications and systems for intelligent surveillance systems and forensic industries, and as a result, the demand for these products increased. Several applications in different areas such as airports, department stores, public parks and stations are used multiple cameras in different places for monitoring and investigation, which are expensive and can be easily abused [2]. Therefore, continuous recognition, human tracking, and person re-identification techniques are highly required. In this study, we focused on person re-identification (re-id).

Person re-id technique is the process of comparing an image of a person with other images obtained from different angles and cameras, then choosing the same person. The main issue of this field is to find distinguishing features that represent the person. Several recent approaches used conventional-based algorithms for extracting the features and obtaining a good accuracy. These methods used to extract and encode feature descriptor for personal appearance, most of this feature works on low-level appearance and reduce the distance between a feature of the same person, and this distance is done by machine learning algorithms that are the classification process [4]. However, these approaches confront several challenges such as working on big data and overfitting problems. Deep learning approaches can solve these previous problems and can achieve state-of-the-art accuracy. Also, images that capture from these cameras, face several challenging problems like low-resolution, occlusions, pose variations and viewpoint change as shown in Fig. 1.

![Fig. 1. some challenging problem in VIPeR dataset. (A) low resolution image, (B) Illumination variations, (C) Occlusions, (D) changing in Pose and viewpoint](image_url)

Certain most of the state-of-art techniques are presented based on the most common deep learning approach called convolutional neural network (CNN), due to its powerful feature learning abilities and fitting capacity. However, several methods using a complex design of their deep model, which increases the cost and time of the process. In this paper, we overcome most of the previous problems by employing a pre-trained deep model with transfer learning for extracting deep features and achieving good performance. The pre-trained model is a network that has already learned to extract powerful and informative features from the input images, which makes our system much faster and easier than other models that trained from scratch. The main contributions of this work are as follows:

- We propose an efficient system that employed a pre-trained deep CNN model for human re-id, which overcomes the problems that faced most of the previous traditional machine learning methods and achieve state-of-art accuracy in person re-id.
- We present a deep transfer learning technique for person re-id by employing VGG-Net as a person descriptor by selecting the appreciated layers to obtain a good representation of the data.
• We employ a support vector classifier (SVC), which can solve the problem of using small sample data and augment the overall accuracy of the proposed system.

• We evaluate our approach on three different datasets CUHK01 [5], i-LIDS [7] and Market-1501 [8], which are the main datasets used in person re-id purposes in the literature. Results show that the proposed approach outperforms other approaches in terms of accuracy for rank-1.

This paper is organized as follows: Section II provides a discussion of the previous methods. Section III provides a discussion of the proposed method. In Section IV, we report and analyze the experimental results. Finally, conclusions are drawn in Section V.

II. RELATED WORK

Recently, with the development of artificial intelligence, personal re-id has become a research focus and a variety of classification methods for this topic have been developed. The re-id methods used to extract and encode feature descriptor for person appearance [9]. This method is divided into conventional-based methods and deep learning-based methods. Conventional person re-id methods mainly depend on the features of manual design and measurement learning, most of this feature extractor works on low-level appearance such as color, texture, and shape [10]. The measurement learning reduce distance between feature of the same person such as support vector machine (SVM), neural network (NN), K-nearest neighbor (KNN) and etc. Most existing conventional methods focus on extracting the features manually and cannot capture advanced semantic information and not robust to body poses, variances of viewpoints and illumination, also distance metric learning suffers from computational complexity and poor generalization ability. The deep learning-based methods harness learning technology that is used for training the models to recover images and re-identify persons in an end-to-end system [4]. The deep learning model, person re-id methods are divided into three parts: convolution neural based methods, person re-id based on CNN and recursive neural network (RNN), generative adversarial network (GAN)-based methods and the hybrid of deep learning and traditional method [9]. Deep learning has strong abilities of independent learning and feature extraction but lack the structure to extract temporal features, it requires very large amount of data to perform better than other techniques and is extremely expensive to train due to complex data models. In this Section, we discussed several recent works based on the two classification methods as follows:

A. Conventional-based methods

• Yang et al. [10] presented a method for describing colors in a person’s image using salient color names based color descriptor (SCNCD). This method calculates the color histograms from different color spaces to make the final features strong to variation in illumination. Feature extraction in SCNCD is done in several steps to generate the vector of feature, which is the combination of the histogram for the six parts. For matching the person features, SCNCD uses KISSME technique [3]. This method effected by the background influence and variation of illumination. They worked on Viper [11] and PRID [12] and obtained accuracies of 37.8% and 41.6%, respectively for rank-1.

• Liao et al. [13] introduced an approach that combines efficient feature extraction and the learning method. They presented two methods as Local Maximal Occurrence (LOMO) and Cross-view Quadratic Discriminant Analysis (XQDA). LOMO is used to extract the features, and XQDA is utilized for a person matching, LOMO has a disadvantage that its robustness to illumination is not excellent. They worked on CUHK03 [6] and obtained accuracies of 46.25% and 52.2% for detected and labeled respectively for rank-1.

• Zhao et al. [14] presented an unsupervised method for person re-id. This method extracts different features includes LAB color histogram and SIFT descriptor. These features are extracted from patches of size 10 x 10 pixels. In the training process, the method takes the extracted feature without requesting the person label. This method does not work well with illumination variation, its computations cost time and gives low performance. They obtained an accuracy of 76.36% when working on rank-20.
B. Deep learning-based methods

- Li et al. [15] designed a model to capture the local context knowledge by using a neural network. This model called a Multi-Scale Context Aware Network (MSCAN) that extracted powerful features from the full body and body parts by stacking each layer in the network with multi-scale convolutions. Spatial Transformer Networks (STN) with novel spatial constraints are used to localize and learn pedestrian for deformable parts in body-parts representations. However, the limitations of this study is pose changing of person that is sometimes dangerous in feature matching. They obtained an accuracy of 80.31% for rank-1 when worked on Market1501 [8] dataset.

- Kim et al. [16], presented a graph convolution network (GCN) for person re-id. The GCN method utilizes the information from the anchor, negative, and positive samples. They worked on the Market-1501 [8] dataset and obtained an accuracy of 88.65% for rank-1. This study is not robust to the noise, complex and obtained low performance on small data.

- Yang and Chen [18], presented a re-id method based on fusing features extracted from CNN with traditional hand-crafted features. In this method the computational is expensive, time is complexity and low accuracy on small data. They obtained an accuracy of 57% for rank-1 when worked on CUHK03 [6] dataset.

- Wang and Bi [19], presented a person re-id method based on graph relation learning. Then, the weight operation has been utilized to get the relation vertices to receive suggestions from other details and finally, these vertices are trained for learning more features. They worked on CUHK03-NP-L and CUHK03-NP-D and obtained accuracies of 75.2% and 71.4%, respectively for rank-1.

III. METHODOLOGY

In this Section, we discussed the databases used in this study and each step of the proposed system in detail. Fig. 2 shows a block diagram of the overall system, which consists of the following stages: feature extraction stage using the pre-trained deep model to extract the deep features of the input images and classification stage using SVC for final decision. In this study, we worked on images obtained from three different datasets CUHK01 [5], i-LIDS [7] and Market-1501 [8]. We prepared all input images to be suitable for the used deep model by resizing each image to the desired dimension of 256 x 128.

A. The Used Datasets

In order to develop and evaluate the proposed system, we consider three different public datasets, which are the main datasets used in person re-id purposes in the literature.

- **CUHK01 [5]:** is collected from 2 cameras with disjoint views and contains 971 identities. For each identity, the dataset contains 2 samples extracted from the two different cameras. The quality of the captured image in the dataset is relatively good. The image is scaled to 160 x 60 pixels.

- **i-LIDS [7]:** is an extension from iLIDS MCTS dataset, this dataset contains 300 person. Images in the dataset are captured by 2 cameras. iLIDS dataset has large occlusion and contains both single shots and multiple shots for a person.

- **Market 1501 [8]:** The videos in the dataset are collected in an open environment at Tsinghua University by 6 dis-joint cameras among which 5 are 1080x1920 HD and 1 is 576x720 SD. This dataset contains 1501 person and the bounding boxes for the person are extracted by both deformable part models (DPM) and manually labeling. This dataset implicates 2793 false images from using the DPM detector, so the quality of the detected images is worse than images in the CUHK03 [6] dataset. Also contains both single shot and multiple shots for a person and the image is normalized to 128 x 64 pixels. Table I describes the three datasets in detail.

| Properties              | Datasets       |
|-------------------------|----------------|
|                         | CUHK01 | i-LIDS | Market 1501 |
| Year                    | 2012   | 2014   | 2015        |
| Camera                  | 2      | 2      | 6           |
| Person                  | 971    | 300    | 1501        |
| Label                   | Manually| Manually| Manually/DPM|
| Images                  | 3884   | 42795  | 32217       |
| Image size              | 160x60 | various| 160x60      |
| Mutli-Shot              | ✓      | ✓      | ✓           |
| Illumination Variations  | ✓      | ✓      | ✓           |
| Pose Variations         | ✓      | ✓      | ✓           |
| Partial Variations      | ✓      | ✓      | ✓           |
| Scale Variations        | ×      | ✓      | ✓           |

Fig. 3. Architecture of pre-trained VGG-16

B. Extracting the Deep Features

In this stage, the pre-trained deep CNN model referred to as VGG-16 [20] is applied to the re-id system by transfer learning techniques. Comparing with other pre-trained models such as Alexnet [21], a small respective field (3x3 with a stride of 1) is used in VGG-16 instead of a large respective field (11x11 with a stride of 4) as in Alexnet, which helps to improve the overall performance. In addition, based on the previous research, VGG-16 has been proven to have higher accuracy than other pre-trained models.
For our system, we employed the VGG-16 as a feature extraction by removing the output layer in the original model and use the entire network as a fixed feature extractor for the new data set. As shown in Fig. 3 the input of this model is the person images of dimension 256 × 128 passed through five blocks of convolution (conv) layers with a total of 13 conv layers. The size of the filter that is used in these conv layers is very small (3x3) with the same padding (1-pixel). Each conv block is followed by a max pooling (maxpool) layer of stride (2, 2). Finally, there are three fully connected (fc) layers passed to the Softmax layer for classification and the ReLU activation function was used in all hidden layers. In our case, Softmax layer and the last two fully connected (fc) layers of the pre-trained VGG-16 model are removed in the proposed method and we selected only the first fully connected layers as a feature selector. Here, the output of the first fully connected layer (fc1) gives the best performance comparing with other layers and passes it to the classifier. Finally, we obtained the feature matrix with size D × 4096, where D is the number of input images.

C. Classification

We performed 5-fold cross-validation as well as testing using 80-20 training and validation-testing split. Therefore, the data were divided and pass to the classifier for training. In this stage, a separated classifier called SVC is employed for the classification task. SVC is the support vector machine algorithm, which is employed for the multiclass problem. The choice of loss functions and penalties has more flexibility in this classifier, also it has a better accommodate large numbers of samples. Dense and sparse input is supported in this classifier and one-vs-rest schemes are used to handle the multiclass. We selected the SVC classifier as it performs better for re-id features than other classifiers and does not suffer from overfitting [22]. This is the most commonly used strategy for multiclass classification and is a fair default choice.

IV. EXPERIMENTAL Results and Discussion

The proposed system is carried out on several datasets including CUHK01 [5], i-LIDS [7] and Market1501 [8]. All input images from the datasets are resized to 256 × 128. For training the VGG network to extract the feature, the optimizer of the network uses momentum of the stochastic gradient descent (SGD) algorithm to optimize the weight w with momentum 0.9, 0.04 for learning rate and decayed by 0.1. Our network is implemented in the PyTorch framework and trained on Colab that provides NVIDIA Tesla T4. The training loss for the datasets for the first 50 epochs is depicted in Fig. 4-a. Also Fig. 4-b shows classification accuracy performance graphs. The numbers training and testing images for the three datasets are listed in TABLE II. The iteration for training the SVC is 1000, the squared hinge loss for loss function, 1.0 for Penalty of the error term and tolerance for stopping criteria by 1e-4. The training time of SVC for CUHK01 is 8.44 minutes, and 0.026 sec for testing of one image.

A. Evaluation Protocol

The single-shot method is used widely, so in our experiment, we rely on it to allow extensive evaluation. The performance of person Re-id algorithms is shown in terms of recognition rate that is accomplished by the Cumulative Matching Characteristic (CMC) [23]. CMC is a common metric utilized to evaluate the recognition rate and shows the percentage of correct matches that are located below a specific rank. The specific rank value is obtained by matching each probe image to the gallery set.

| Topic | Datasets | CUHK01 | i-LIDS | Market 1501 |
|-------|----------|--------|--------|-------------|
|       | Training | 2913   | 33967  | 23534       |
|       | Testing  | 971    | 8492   | 5884        |

Fig. 4. Training performance graphs: (a) Loss vs iteration graph, (b) accuracy versus iteration graph, during training with SGD

B. Comparing with other methods on the Used Datasets

Comparing to the previous methods, the proposed method appears to have a high performance prior to person re-id. The proposed method is compared with the state-of-the-art prior to performance on the three datasets as follows:

CUHK01 database [5]: We compare our proposed method with some of the traditional and deep learning methods, and the competitive results are shown in TABLE III. The proposed method significantly outperforms the performance for rank-1 compared to the previous methods. Our method gives 86.1% in rank-1 matching, which is higher 4.35% than the second method. Notice that our method can give good results even with this smaller dataset.

Market1501 database [8]: TABLE VI provides the competitive accuracy results between the proposed method and the baseline for problems of person re-id using the Market-1501 dataset. As shown in TABLE VI, our method gives an improvement in results compared to the previous methods. Our method gives 89.57% in rank-1 vs 88.65% for GCN [16], also gives better results in other ranks.

i-LIDS database [7]: TABLE VII provides the competitive accuracy results between the proposed method and the baseline for problems of person re-id. As shown in TABLE VII, the proposed method exceeded the previous results significantly, which illuminates the effectiveness of the proposed method. Our method gives 75.92% in rank-1 vs 52.33% for CFL [49], also gives better results in other ranks.
TABLE III. RANK 1, 5, 10, 20 RECOGNITION RATES OF VARIOUS METHODS COMPARISON ON THE CUHK01 DATASET. BEST RESULTS ARE HIGHLIGHTED IN BOLD.

| Methods                  | Rank 1 | Rank 5 | Rank 10 | Rank 20 |
|--------------------------|--------|--------|---------|---------|
| KISSME [3]               | 14.02  | 32.2   | 44.44   | 56.61   |
| RD+RCCA [24]            | 31.1   | -      | 68.55   | -       |
| SDALF [25]              | 9.9    | 22.57  | 30.33   | 41.03   |
| eSDC [26]               | 19.67  | 32.72  | 40.29   | 50.38   |
| LMNN [27]               | 13.45  | 31.33  | 42.25   | 54.11   |
| ITML [28]               | 15.98  | 35.22  | 45.60   | 59.81   |
| BOF [30]                | 16.60  | 34.0   | 44.85   | 56.73   |
| VGG Net [20]            | 73.92  | 90.72  | 95.05   | -       |
| DeepReid (FPNN) [31]    | 27.87  | 58.2   | 73.46   | -       |
| FFN [32]                | 55.51  | 78.40  | 83.68   | 92.59   |
| Hybrid [33]             | 67.12  | 89.45  | 91.68   | 96.54   |
| end-to-end CAN [34]     | 67.2   | 87.3   | 92.5    | 97.2    |
| MuDeep [35]             | 79.01  | 97.0   | 98.96   | -       |
| Appearance model [36]   | 81.75  | 94.02  | 96.49   | -       |
| Our(VGG+SVC)            | 86.1   | 94.54  | 96.7    | 97.7    |

TABLE IV. RANK 1, 5, 10, 20 RECOGNITION RATES OF VARIOUS METHODS COMPARISON ON THE MARKET1501 DATASET. BEST RESULTS ARE HIGHLIGHTED IN BOLD.

| Methods                     | Rank 1 | Rank 5 | Rank 10 | Rank 20 |
|-----------------------------|--------|--------|---------|---------|
| LOMO+XQDA [13]              | 27.2   | 41.6   | 49.1    | -       |
| Bow [44]                    | 35.8   | 52.4   | 60.3    | -       |
| UMDL [45]                   | 34.5   | 52.6   | 59.6    | -       |
| ECN [37]                    | 75.1   | 87.6   | 91.6    | 94.5    |
| MMFA [38]                   | 56.7   | 75.0   | 81.8    | -       |
| MAR [39]                    | 67.7   | 81.9   | 87.3    | -       |
| SPGAN [40]                  | 51.5   | 70.1   | 76.8    | -       |
| HHL [41]                    | 62.2   | 78.8   | 84.0    | -       |
| PAUL [42]                   | 68.5   | 82.4   | 87.4    | -       |
| SVNet [43]                  | 82.30  | 92.30  | -       | -       |
| GCN [16]                    | 88.65  | 95.72  | -       | -       |
| Our (VGG+SVC)               | 89.57  | 96.98  | 98.12   | 98.93   |

V. CONCLUSION

The main objective of this paper is to propose an efficient person re-id method based on the deep transfer learning technique and SVC classifier for classification. We employed the pre-trained VGG-16 to extract the deep features of the input images. After that, the extracted deep features are fed to SVC for the classification. The proposed method is worked on three different datasets CUHK01, i-LIDS and Market-1501, which are the main datasets used for person re-id purposes in the literature. The obtained result shows that the proposed method implemented by VGG-16 and SVC, can help for improving the performance of the person Re-ID system. Based on the obtained results, the proposed method delivers better performance than other previous methods on rank-1 accuracy. We achieved the best accuracy of 89.57 for rank-1 when using Market1501 database. The obtained results show that the proposed method is efficient prior to the person re-id task. In our future work, we try to use other CNN models and observe the performance, work on different datasets for training and testing, and improve our approach.

TABLE V. RANK 1, 5, 10, 20 RECOGNITION RATES OF VARIOUS METHODS COMPARISON ON THE I-LIDS DATASET. BEST RESULTS ARE HIGHLIGHTED IN BOLD.

| Methods                      | Rank 1  | Rank 5  | Rank 10 | Rank 20 |
|------------------------------|---------|---------|---------|---------|
| SDALF [25]                   | 28.80   | 47.78   | 56.96   | 68.04   |
| LMNN [27]                    | 28.0    | 53.8    | 66.1    | 82.3    |
| ITML [28]                    | 29.0    | 54.0    | 70.5    | 86.7    |
| multi-scale CNN [46]         | 33.63   | 56.32   | 69.75   | 84.22   |
| PRDC [47]                    | 37.8    | 63.7    | 75.1    | 88.4    |
| MCAM [48]                    | 34.0    | 58.3    | 67.0    | 77.0    |
| CFL [49]                     | 53.33   | 70.00   | 78.33   | 88.32   |
| MuDeep [35]                  | 41      | 70      | 83      | -       |
| Our (VGG+SVC)                | 75.92   | 91.40   | 94.86   | 97.19   |
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