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ABSTRACT

We study the turbulent generation of large-scale magnetic fields using nonlinear dynamo models for solar-type stars in the range of rotational periods from 14 to 30 days. Our models take into account nonlinear effects of dynamical quenching of magnetic helicity, and escape of magnetic field from the dynamo region due to magnetic buoyancy. The results show that the observed correlation between the period of rotation and the duration of activity cycles can be explained in the framework of a distributed dynamo model with a dynamical magnetic feedback acting on the turbulent generation from either magnetic buoyancy or magnetic helicity. We discuss implications of our findings for the understanding of dynamo processes operating in solar-like stars.
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1. INTRODUCTION

Cyclic magnetic activity of the solar type is often observed among main-sequence stars with external convective envelopes (e.g., Baliunas et al. 1995; Hall et al. 2007). After Parker (1955), it is widely believed that the magnetic activity on solar-like stars results from large-scale dynamo processes driven by turbulent convection and rotation. Interpretation of the stellar magnetic activity is rather complicated because of nonlinear dynamo effects that need to be taken into account (Noyes et al. 1984). Moreover, even in the case of the solar dynamo many details are poorly known (Charbonneau 2011). In particular, the origin of the large-scale poloidal magnetic field of the Sun (the component of the field that lies in meridional planes) is not well understood.

One of the interesting questions is how observations of stellar magnetic activity can help us in understanding the key processes of the solar dynamo and vice versa (Brun et al. 2015). The dependence of magnetic activity cycles on the period of rotation is of particular interest. Observations show that the stellar magnetic activity grows almost linearly with increasing rotation rate (Vidotto et al. 2014), but the dynamo period decreases (Noyes et al. 1984). Thus, solar-like stars show an anticorrelation between the dynamo period and the amplitude of magnetic activity. It is interesting that this relationship can also be deduced from data on solar activity (Vitinsky et al. 1986). A comparative study of this relation for solar and stellar cycles was published by Soon et al. (1994). Further studies revealed that this correlation is not unique, and that several branches corresponding to different levels of magnetic activity can be identified (Saar & Brandenburg 1999; Böhm-Vitense 2007; Saar 2011).

Theoretically, the observed correlation between the amplitude and period of the dynamo cycle is expected in a kinematic regime (Noyes et al. 1984). However, the results of such linear analysis cannot be applied to the nonlinear dynamo. Theoretical arguments of Noyes et al. (1984) and, also, Tobias (1998) and Ossendrijver (1997) had shown that dynamo saturation mechanisms affect the correlation. Also, the type of dynamo scenario is important in this context. The concept of a flux-transport dynamo has been popular in the solar community (Charbonneau 2011). However, the stellar dynamo models that were constructed following this idea show a growth of the cycle period with an increase in the rotation rate (see Jouve et al. 2010; Karak et al. 2014). This contradicts the observations. The solution to this issue is not clear yet. Jouve et al. (2010) found that in the framework of the flux-transport models this issue can be resolved by assuming certain multiple-cell patterns of the meridional circulation. However, it is unclear how such circulation patterns are compatible with the angular momentum balance in stars. Pipin (2015) argued that the problem with the flux-transport models can be related to the direction of propagation of the dynamo wave in the convective zone. In the flux-transport models the dynamo wave propagates inward from high to low latitudes toward the regions with low magnetic diffusivity. This causes an increase in the dynamo period when the large-scale toroidal field is concentrated more strongly at the bottom of the convection zone. Such an effect has been found in 3D dynamo simulations by Guerrero et al. (2016). In the distributed dynamo models (Brandenburg 2005; Pipin & Kosovichev 2011b) the dynamo wave propagates outwards from high to low latitudes. This type of dynamo agrees with observations in the case of both solar (Pipin & Kosovichev 2011a; Pipin et al. 2012) and stellar cycles (Pipin 2015).

In this paper we study the influence of nonlinear dynamo saturation mechanisms on basic properties of the magnetic activity cycles in solar-like stars with different rotation rates. We restrict ourselves to slowly rotating stars with rotational periods from 14 to 30 days. In these cases the magnetic feedback on the differential rotation is not very strong compared to the saturation caused by magnetic buoyancy and magnetic helicity. From the results of Pipin (2015) it follows that the strongest variations of the latitudinal rotational shear due to the dynamo-generated magnetic activity are about 1% of the mean value for the case of a solar analog rotating with a period of 14 days. This agrees with the observational findings of Saar (2011), as well. The impact of such variations on the dynamo processes is not as strong as the impact of the other nonlinear effects. Thus, we neglect variations of the differential rotation in this study.
2. BASIC EQUATIONS

2.1. Dynamo Model

The induction vector of the large-scale magnetic field, \( \mathbf{B} \), in a highly conductive turbulent medium is governed by the equation (Krause & Rädler 1980, p. 271)

\[
\frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{E} + \mathbf{U} \times \mathbf{B}).
\]

(1)

Here, \( \mathbf{U} \) is the mean flow velocity and \( \mathbf{E} = \mathbf{u} \times \mathbf{b} \) is the mean electromotive force, where \( \mathbf{u} \) and \( \mathbf{b} \) are fluctuations of the flow and magnetic field. The axisymmetric magnetic field is represented as a sum of the azimuthal (toroidal) and poloidal (meridional plane) components:

\[
\mathbf{B} = e_\phi B + \nabla \times \frac{A e_\phi}{r \sin \theta}.
\]

where \( e_\phi \) is the unit vector in the azimuthal direction, \( \theta \) is the polar angle, and \( A e_\phi \) is the vector-potential of the large-scale poloidal magnetic field. The assumption of scale separation (Krause & Rädler 1980, p. 271) results in a linear relationship between the mean electromotive force and the local large-scale magnetic field:

\[
\mathbf{E}_t = (\alpha_{ij} + \gamma_{ij}) \mathbf{B}_j - \eta_{ij} \nabla_j \mathbf{B}_i.
\]

(2)

Tensors on the right-hand side (rhs) of Equation (2) take into account the effect of rotation and magnetic field on the mean electromotive force.

The \( \alpha \) effect takes into account the kinetic and magnetic helicities in the following form:

\[
\alpha_{ij} = C_\alpha \sin^2 \theta \psi_\alpha \beta_{ij} \alpha^{(H)}_{ij} \eta_T + \alpha^{(M)}_{ij} \frac{\nabla \tau_c}{4\pi \beta^2}.
\]

(3)

where \( C_\alpha \) is a free parameter, \( \alpha^{(H)}_{ij} \) and \( \alpha^{(M)}_{ij} \) express the kinetic and magnetic helicity parts of the \( \alpha \) effect, respectively; \( \tau_c \) is the small-scale magnetic helicity, \( t \) is the typical length scale of the turbulence, and \( \eta_T \) is the turbulent diffusivity. Tensors \( \alpha^{(H)}_{ij} \) and \( \alpha^{(M)}_{ij} \) depend on the Coriolis number, \( \Omega^* = 4\pi \frac{\omega_c}{\tau_c} \), where \( \Omega_c \) is the rotational period and \( \tau_c \) is the convective turnover time. The magnetic quenching function of the hydrodynamical part of the \( \alpha \) effect is defined as

\[
\psi_\alpha = \frac{5}{128 \beta^4} \left( 16 \beta^2 - 3 - 3(4\beta^2 - 1) \frac{\arctan(2\beta)}{2\beta} \right).
\]

(4)

where \( \beta = |\mathbf{B}|/\sqrt{4\pi \mu_0 u'^2} \) and \( u' \) is the rms of the convective velocity. This so-called “algebraic” quenching describes the “instantaneous” magnetic feedback on the dynamo generation. It is assumed that the large-scale magnetic field varies much more slowly than the typical convective timescale.

In addition, there is a so-called “dynamical” quenching due to the conservation of magnetic helicity (Pouquet et al. 1975). Similarly to Kleeorin & Ruzmaikin (1982), Blackman & Brandenburg (2003), and Kleeorin et al. (2003) (see also Kitiashvili & Kosovichev 2009; Blackman & Subramanian 2013; Sokoloff et al. 2013), we model this effect through the second term of Equation (3) and the equation that governs the evolution of the helicity density of the fluctuating part of the magnetic field, \( \omega \) (Hubbard & Brandenburg 2012; Pipin et al. 2013):

\[
\frac{\partial \omega}{\partial t} = - \frac{\nabla}{R_m \tau_c} - 2\eta \mathbf{B} \cdot \mathbf{J} - \nabla \cdot \mathbf{F} \cdot \nabla \tau_c,
\]

(5)

where \( \omega \) is the total magnetic helicity density, \( \mathbf{F} \) is the diffusive flux of the magnetic helicity, \( R_m \) is the magnetic Reynolds number. In this paper we assume \( \tau_c = 0 \).

Tensors in the second and third terms of the rhs of Equation (2) contain contributions from the turbulent pumping and turbulent diffusivity respectively. The turbulent mean-field pumping is the sum of contributions due to the mean density gradient, \( \gamma^{(P)}_{ij} \) (Kichatinov 1991), the diamagnetic pumping, \( \gamma^{(D)}_{ij} \) (Krivodubskij 1987), and the mean-field magnetic buoyancy, \( \gamma^{(B)}_{ij} \) (Kichatinov & Pipin 1993), and also includes effects of the large-scale shear, \( \gamma^{(H)}_{ij} \) (Pipin 2013):

\[
\gamma_{ij} = \gamma^{(P)}_{ij} + \gamma^{(D)}_{ij} + \gamma^{(B)}_{ij} + \gamma^{(H)}_{ij}.
\]

(6)

In our study the most important pumping effect is related to the mean-field magnetic buoyancy:

\[
\gamma^{(B)}_{ij} = \frac{\alpha_{\text{MLT}} u'}{\gamma} \beta^2 K(\beta) \theta_a \epsilon_{ij}.
\]

where \( \alpha_{\text{MLT}} \) is the mixing-length parameter, \( \gamma \) is the adiabatic exponent, and \( \theta_a \) is the unit vector in the radial direction. The quenching of the magnetic buoyancy (see Kichatinov & Pipin 1993) is defined by the function \( K(\beta) \):

\[
K(\beta) = \frac{1}{16 \beta^4} \left( \frac{\beta^2 - 3}{\beta} \frac{\arctan(2\beta)}{2\beta} + \frac{(\beta^2 + 3)}{(\beta^2 + 1)} \right).
\]

A detailed formulation of the model has been published by Pipin (2015). The distributions of the turbulent parameters, such as the typical convective turnover time, \( \tau_c \), the mixing length, \( \ell \), the rms convective velocity, \( u' \), the mean density, \( \bar{n} \), and its gradient, \( N^p = \nabla \log n \), are computed using the mixing-length model of the solar convection zone of Stix (2002, p. 521). In particular, that model uses the mixing length \( \ell = \alpha_{\text{MLT}} |\nabla \theta|^{-1} \), where \( \theta = \nabla \log n \) is the inverse pressure height, and \( \alpha_{\text{MLT}} = 2 \). The turbulent diffusivity profile is given in the form \( \tau_c = C_\eta \frac{u' \tau_c}{3 \theta_c(1 + \exp(50(\tau_c - r)))} \), where the function \( \tau_c(r) = 1 + \exp(50(\tau_c - r)) \) controls quenching of the turbulent effects near the bottom of the convection zone, \( r_{ov} = 0.725 R_\odot \). The parameter \( C_\eta \) (in the range \( 0 < C_\eta < 1 \)) is a free parameter that controls the efficiency of mixing of the large-scale magnetic field by turbulence. It is used to adjust the period of the dynamo cycle. We use the same model of the convection zone for all the rotational periods considered in this paper.

At the bottom of the convection zone we apply a perfectly conducting boundary condition. At the top of the convection zone the poloidal field is smoothly matched to the external potential field, and the toroidal field is allowed to penetrate to the surface:

\[
\frac{\delta \eta}{\tau_c} B + (1 - \delta) E_{\theta} = 0,
\]

(7)

where \( \delta = 0.99 \) (Moss & Brandenburg 1992; Pipin & Kosovichev 2011b). The numerical integration is carried out
in latitude from pole to pole, and in radius from \( r_h = 0.715 R_c \) to \( r_r = 0.99 R_c \). The numerical scheme employs the pseudospectral approach for the numerical integration in latitude and second-order finite differences in radius.

3. RESULTS

The free parameters, \( C_\alpha, C_p, \) and \( R_m \), are used to calibrate the model for the best possible agreement with the observations of the solar cycle for the solar rotation period. In this study we use \( C_\alpha = 0.04, C_p = 0.05, \) and \( R_m = 10^4 \). In model M2 (Table 1) we use \( R_m = 10^6 \), which provides a better conservation of magnetic helicity, which is the primary nonlinear effect in this case. The profile of the rotation law is taken from the helioseismology inversion of Howe et al. (2011); it is fixed as well (see Pipin 2015). However, the radial profile of the Coriolis number \( \Omega_c / \Omega_\ast = 4 \pi^2 \rho / \rho_\ast \) varies with the rotational period. In our runs, we employ the following set of rotational periods:

\[
P_{\text{rot}} = [29.4, 25, 20, 16.7, 15.6, 14.3] \text{ yr}
\]  

(8)

For this set we compute the dynamo models (Equations (1) and (5)) taking into account the different saturation mechanisms, as specified in Table 1. The models that are listed in Table 1 employ the \( \alpha \)-effect parameter, \( C_\alpha = 0.04 \). This value is 20% above the dynamo instability threshold for \( P_{\text{rot}} = 25 \) days. Table 1 also shows results for the dynamo cycle period, the magnitude of the unsigned magnetic flux generated in the whole convection zone, the mean strength of the poloidal magnetic field at the surface, \( [B^{\text{pol}}] \), which we will use as a proxy of the line-of-sight magnetic field strength, and the strength of the radial polar magnetic field, \( |B_r| \), during the cycle minimum. The dynamo models are calculated until they reach a stationary phase. In the study we consider the magnetic field geometry to be antisymmetric relative to the equator. This is done by imposing a weak seed poloidal magnetic field with dipole symmetry in the initial conditions. Model M3 was explored for a set of the \( \alpha \)-effect parameter, \( C_\alpha = [0.03, 0.04, 0.06] \). Also, for model M2 we made additional runs for the rotational periods of 16.7 and 15.6 days using \( C_\alpha = 0.06 \) and \( C_p = 0.05 \) respectively to study the behavior of long-term variations in the dynamo process for different rotational periods.

The effect of the quenching mechanisms on the time–latitude evolution of the toroidal and poloidal magnetic fields is illustrated in Figures 1–3, where we show results for the rotational periods of 25 and 16.7 days for models M0, M1, and M2. For the rotation period of 25 days all models produce solar-like time–latitude magnetic butterfly diagrams. Model M0 has the strongest large-scale magnetic field, and it has the longest dynamo period of all the runs (see Table 1). It is also seen that the dynamo period in model M0 increases when the dynamo approaches the stationary state. This seems to be due to the strong concentration of the dynamo wave near the bottom of the convection zone in model M0. This is illustrated by snapshots of the magnetic fields distributions in Figure 2.

Increasing the rotation rate results in an increase in the dynamo period in model M0 because the toroidal field is amplified near the bottom of the convection zone. Simultaneously, the \( \alpha \) effect is suppressed there. This results in a spatial separation of the dynamo generation by the \( \alpha \) and \( \Omega \) effects. Deinzer et al. (1974) had shown that this causes an increase in the dynamo period. Note that in the flux-transport models the \( \alpha \) and \( \Omega \) effects are spatially separated by the design of the models. Models M1, M2, and M3 show a decrease in the dynamo period when the period of rotation decreases, because they preserve a distributed character of the dynamo process.

Increasing nonlinearity in the dynamo process can increase the complexity of its evolution. This happens in model M2 for the rotational period of 14 days. The model shows a long-term modulation with a period of about 40 years while it has two primary dynamo periods of 5.3 and 5.9 years. The modulation disappears when the kinetic helicity parameter \( C_\alpha \) increases. Similar long-term modulations were found for the rotational periods of 16.7 and 15.6 days with \( C_\alpha = 0.06 \) and \( C_p = 0.05 \) respectively. The long-term modulation in axisymmetric dynamo models with the dynamical quenching of the \( \alpha \) effect was demonstrated earlier in a number of papers (see, e.g., Covas et al. 1998; Kitiashvili & Kosovichev 2009). Model M2 illustrates an interesting possibility when the surface radial magnetic field almost disappears during the maximum of the grand cycle of the toroidal magnetic field. A situation when the toroidal field dominates on the stellar surface is also observed in stellar activity, but for a non-axisymmetric field and for a faster rotating star; see, e.g., the review by Donati & Landstreet (2009).

Variations of the total unsigned flux of the toroidal field in the convection zone for a star rotating with a period of 16 days are shown in Figure 4. It is seen that the nonlinear mechanism involved in the dynamo affects the amplitude of the dynamo-generated flux, and the range and period of the variations.
Model M2 has a long-term modulation of the magnetic activity for $C_0 = 0.06$. The same effect is found for model M2 with a rotational period of 14 days and $C_0 = 0.04$ (see Figure 3(c)). It is interesting that individual cycles are not always well recognized in the long-term modulations of the flux.

Figure 5(a) shows the dependence of the dynamo-generated unsigned magnetic flux in the convection zone on the period of rotation. It shows an increase in the generated flux with increasing rotation rate. It is seen that the conservation of magnetic helicity produces the strongest quenching of the dynamo process among all the nonlinear mechanisms.

Thus, variations of the dynamo period with the rotational period depend on the dynamo saturation mechanism. Figure 5(b) illustrates our results together with the observational results shown earlier by Böhm-Vitense (2007). The algebraic quenching of the $\alpha$ effect is a simple anzatz most widely used in various dynamo models. However, this nonlinear effect results in an increase in the dynamo period.
with increasing rotation rate. This tendency disagrees with the observations. The opposite trend is demonstrated by models M1, M2, and M3. This agrees qualitatively with the observations that show a complicated behavior of the stellar activity periods, indicating the existence of two populations of magnetically "active" and "inactive" stars (Saar & Brandenburg 1999; Böhm-Vitense 2007; Saar 2011).

It is interesting to estimate how the magnetic activity changes parameters relating to the number of spots during the magnetic cycle. The mechanism of formation of active regions is not well understood for the Sun or for other stars either. We assume that the magnetic spots are produced from the large-scale toroidal magnetic field by means of a nonlinear instability. The precise relationship between the Wolf sunspot number, \( W(t) \), and the toroidal magnetic field is still unknown. Therefore, for a qualitative analysis we employ a simple analytical relation:

\[
W = B_{\text{max}} \exp \left( -\frac{B_0}{B_{\text{max}}} \right). \tag{9}
\]

where \( B_0 = 1000 \) G, and \( B_{\text{max}} \) is the maximum strength of the toroidal field. The parameter \( B_0 \) is slightly different from the one used by Pipin et al. (2012), because here the value of \( B_{\text{max}} \) is estimated from the layer in the upper convection zone where the maximum of the dynamo wave is located. Thus, the depth of \( B_{\text{max}} \) is not fixed and it varies with time. This provides a smoother profile of \( W(t) \) for fast rotating stars compared to the previous definition. We have also applied the definition of \( W \) in terms of the three-halves law of Bracewell (1988) used by Pipin & Kosovichev (2011a), and obtained qualitatively similar results.

Examples of profiles of the Wolf number for different models are shown in Figure 6. The cycle of model M0 is substantially larger than that of other models and it is not shown. It is seen that magnetic buoyancy is responsible for the most asymmetric profile of \( W(t) \). Also, it is found that the rise time decreases when the cycle amplitude increases. This effect works in both cases for a decrease in the rotational period and...
for an increase in the amplitude of the $\alpha$-effect. A similar phenomenon is observed in solar activity (Vitinsky et al. 1986).

All models listed in Table 1, except model M2 with the rotational period of 14 days, reach a stationary state, which is characterized by a nonlinear oscillation of some fixed period. For the rotational periods of 14, 15, and 16 days we find long-term modulations in model M2 with $C_\alpha = [0.04, 0.05, 0.06]$ respectively. In these cases the basic dynamo period has not fixed value. For each time series of the theoretical Wolf number parameter $W_i$, we extract the individual cycles and compute the cycle parameters, i.e., the magnitude of the maximum, the period, the rise time, and the decay time. We do this in the same way as previously in Pipin & Kosovichev (2011a). Figure 6(c) shows variations of $W$ for the individual cycle profiles. These profiles were extracted from the time series of model M2 with the rotational period of 16 days and $C_\alpha = 0.06$. It is seen that the stronger cycles have a longer period in this set. The amplitude of the variations in period is about three years. The amplitude of $W$ varies by about twice the minimal amplitude. The cumulative probability distribution functions are constructed as follows. We sort the discrete set of cycle amplitudes into increasing order. Let $i_W$ be the number of instances in which the cycle amplitude is less than or equal to some value $W$. Then we compute the cumulative probability distribution:

$$CDF = \frac{\sum_{i=1}^{i_W} k}{N},$$

where $k = 1$ corresponds to the cycle with the minimal amplitude and $N$ is the total number of instances. In the set shown in Figure 6(c) $N = 92$. Equation (10) approximates the probability for the amplitude of $W$ to have values in the interval between $W_{\text{min}}$ and $W_i$. The accuracy of the approximation improves as $N \to \infty$. The same procedure was repeated for the period parameter. The result is shown in Figure 6(d) (red curve). From this analysis we conclude that the amplitude of $W$ demonstrates the existence of two populations of stellar cycles, which can be quantified as the “strong” and “weak” cycles. The two populations are not well recognized from the distribution of the dynamo period. Other examples of the application of Equation (10) to analysis of the dynamo cycles were presented by Pipin & Sokoloff (2011).

Waldmeier (1935, 1936) found that the steeper the ascending phase of a sunspot cycle, the larger its magnitude. Also, he found that the ascending phase is usually shorter than the descending one. Later, other relations of this type were discovered. They are summarized by Vitinsky et al. (1986). It is interesting to see how the Waldmeier relations, well known for the sunspot cycles, and the asymmetry of stellar cycles can change with the rotational period and the magnitude of the $\alpha$ effect. For this we consider models M2 and M3. For model M2 we use only runs with the long-term modulations. Similarly to Pipin & Kosovichev (2011a) we determine the mean rise and decay rates for each individual cycle in each simulated time series of $W$. The asymmetry is determined as the ratio between the rates of decay and rise. Figure 7 shows our results. First, it is seen that this ratio seems to be constant for the set of periodic dynamo models (without long-term modulations). The decay rates of the dynamo cycles vary consistently with the rise rate, with the increase in the $\alpha$-effect parameter $C_\alpha$, and with the rotation rate. The theoretical trend is consistent with observations of the solar activity cycles. Here we used the data set provided by SIDC (2010). However, the time series for model M2 for the rotational periods of 14 and 16 days, which has the long-term modulation of the magnetic cycle, are out of the trend. Figure 7(b) shows that these models have a correlation between the amplitude of the cycle and its period. That contradicts the general trend of the periodic models and the solar observations as well. It is interesting to note that populations of the weak cycles in the long-term modulations follow the anticorrelation between the amplitude and period of cycle. The effect is not well recognized in Figure 7(b) because the scatter of the cycle parameters is relatively small. We find that this scatter decreases with increasing rotation rate. Also, the periodic models show that asymmetry increases with increasing cycle magnitude (Figure 7(c)). The trend changes in stars with a high rotation rate and strong $\alpha$-effect. This is likely
because our parameterization of the cycle asymmetry is too simple and it does not take into account the possibly complicated form of $W$. For example, Figure 6(b) shows the profile of $W$, in which a sharp rise in activity ends in a plateau, and the maximum is not well defined. The same arguments should be taken into account in analysis of the sunspot cycles. The models with nonlinear long-term modulations do not show a dependence of the asymmetry on the cycle magnitude.

Figure 8 shows a comparison of our dynamo models with the results of the survey of Vidotto et al. (2014) for the absolute value of the mean line-of-sight magnetic field on the surface versus the period of rotation. We see that all the models agree qualitatively with the results of observations within the range of rotational periods investigated. Model M0 shows a stronger magnetic field than is found in the observations. This indicates the presence of additional dynamo saturation mechanisms, such as those implemented in models M1 and M2, i.e., nonlinear quenching due to the magnetic buoyancy or the magnetic helicity. As noted in Section 1, for rapidly rotating stars the magnetic feedback on the differential rotation and convection has to be taken into account as well. Models M3A and M3B show different results for different magnitudes of the $\alpha$-effect parameter, $C_\alpha$. We see that the observed scatter of the magnetic field strength can be explained by variations of $C_\alpha$, varying by a factor of two above the threshold for dynamo instability. From the results for the solar dynamo models we know that a similar effect can be produced by a small fluctuation of $\alpha$ on a timescale comparable to the length of the magnetic cycle (Moss et al. 2008).

The investigated sample of rotational periods can be related to different ages of the solar-like stars. Taking into account the slowdown of rotation with time as $t^{-1/2}$, where $t$ is the star’s age (Skumanich 1972), we deduce that age of stars in our sample can be found from the relation $t = t_0 \left( \frac{P}{P_0} \right)^2$, where $P_0 = 25$ days and $t_0 = 4.61$ Gyr are parameters of the modern Sun. Thus, the investigated sample of rotational periods covers the range of ages from 1.5 to 6.2 Gyr. However, on this timescale changes in the structure of the convection zone have to be taken into account. The percentage of disk occupied by sunspots is estimated from the empirical correlation $SSA \approx 16.7 W/10^4$ (Vitinsky et al. 1986). Figure 9 shows...
our estimation of the amplitude of SSA at the maximum and minimum (dashed curve) of the magnetic cycle with the age for model M2. It shows that the younger stars are significantly more spotty. This is a rather naive estimate that does not take into account mechanisms of sunspot formation, or changes in the convection zone and the differential rotation with the stellar age.

4. DISCUSSION AND CONCLUSIONS

We have studied the nonlinear magnetic feedback on the turbulent generation of large-scale magnetic fields by a solar-type dynamo for the range of rotation periods from 14 to 30 days. Our models take into account the nonlinear $\alpha$ effect, the balance of magnetic helicity density, and escape of magnetic field from the dynamo region due to magnetic buoyancy. We did not consider the possible magnetic feedback on the differential rotation and changes in the structure of the convection zone.

Currently, one of the most important observational tests for dynamo models of solar-like stars is the relationship between the magnetic cycle periods and the period of stellar rotation. Earlier, Noyes et al. (1984), and also Ossendrijver (1997) and Tobias (1998), had suggested that despite a seemingly linear character of the connection between the rotational period and the dynamo period in stellar magnetic activity, the relation is not trivial because the large-scale dynamo develops a nonlinear regime when the rotation rate increases. The revealed multiple populations of magnetic activity in late-type stars (Saar & Brandenburg 1999) showed that the theoretical interpretation of stellar magnetic activity can be complicated. It was suggested that the “active” population of stars operates a dynamo concentrated near the bottom of the convection zone, and the “inactive” population operates a distributed dynamo (Saar & Brandenburg 1999; Böhm-Vitense 2007). In most cases, the models of the first type show an increase in the dynamo period with increasing rotation rate (Jouve et al. 2010; Karak et al. 2014; Pipin 2015) and are not consistent with observations.

In our set of dynamo models we did not find a satisfactory explanation for the observed multiple populations in terms of the periods of stellar activity cycles. A number of possible hypotheses remain to be explored. For example, our study is limited to magnetic field configurations that are antisymmetric relative to the equator. The breaking of magnetic parity is often considered as a source of nonlinear long-term modulations of solar activity (Ivanova & Ruzmaikin 1976; Brandenburg...
The correlation between the period of rotation and the dynamo period could be affected by changes in the characteristics of the convection zone and changes in the differential rotation profile (Kitchatinov 2011). Models with long-term modulations and dynamical quenching of the $\alpha$-effect by the conservation of magnetic helicity show two populations of the activity cycles. The population of weak cycles tends to follow the standard Waldmeier rules. But these do not hold for the whole time series.

Donati & Landstreet (2009) presented a diagram of stellar magnetic activity for the period of rotation versus the stellar mass, which shows that fast rotating stars of solar mass have non-axisymmetric magnetic fields. It is not clear if the non-axisymmetric field on the fast rotating solar analogs is generated by the dynamo instability or results from the emergence of magnetic field on the surface. The non-axisymmetric field is rarely discussed in the solar-type dynamo. It presumes that the differential rotation suppresses the non-axisymmetric dynamo (Raedler 1986). However, for the $\alpha\Omega$ dynamos, the critical threshold for generation of non-axisymmetric magnetic fields is only about a factor 2 or 3 larger than that for the axisymmetric dynamo. The interaction of the axisymmetric and non-axisymmetric modes has never been studied for the supercritical regimes that could operate in fast rotating stars. Finite non-axisymmetric perturbations can also affect the axisymmetric dynamo (Pipin & Kosovichev 2015).

Future studies should show whether the observed multiple populations of magnetic cycles in stellar activity can be explored through differences between the axisymmetric and non-axisymmetric dynamo models.

On the basis of the results of our models we can rule out the widely used algebraic quenching of the $\alpha$-effect as a primary nonlinear saturation mechanism. The observed correlation between the period of rotation and the dynamo period can be explained by distributed dynamo models that include the dynamical magnetic feedback on the turbulent generation due to either the magnetic buoyancy or the magnetic helicity. Also, the dynamo models with magnetic buoyancy as the primary saturation mechanism show a weaker polar magnetic field than the other models. The case of fast rotation (Figure 3) shows the difference in evolution of the radial magnetic field between dynamo models with dynamic magnetic helicity quenching and those with magnetic buoyancy quenching. In particular, in model M1 (where magnetic buoyancy is the primary saturation mechanism) the distribution of the radial magnetic field is dominated by the harmonic mode with latitudinal wavenumber $\ell = 3$, and the dipole mode with $\ell = 1$ is almost absent. Model M2 (where magnetic helicity quenching is the primary saturation mechanism) demonstrates a complicated evolution of the radial magnetic field with a wider spectrum of latitudinal harmonic modes than in the case of quenching by magnetic buoyancy. Observations show a general tendency of increasing polar magnetic activity with decreasing stellar rotational period (Donati & Landstreet 2009). Thus, our results suggest that conservation of magnetic helicity is the primary nonlinear effect in the saturation of a large-scale dynamo.
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