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Abstract

We consider geometric operators, such as the geodesic length and the volume of hypersurfaces, in the context of the Asymptotic Safety scenario for quantum gravity. We discuss the role of these operators from the Asymptotic Safety perspective, and compute their anomalous dimensions within the Einstein-Hilbert truncation. We also discuss certain subtleties arising in the definition of such geometric operators. Our results hint to an effective dimensional reduction of the considered geometric operators.
1 Introduction

In the Asymptotic Safety (AS) scenario, quantum gravity is described by a path integral which is well-defined thanks to the presence of an ultraviolet non-Gaussian fixed point having a finite number of relevant directions \[1[2]\]. As such, most of the investigations in this setting have focussed on the presence of a suitable fixed point. The framework which is employed to test the presence of such a fixed point is the functional renormalization group (FRG) based on the so called effective average action (EAA) \[3\], which is a scale dependent generalization of the standard effective action that realizes the Wilsonian renormalization program. The extension of the EAA employed to study quantum gravity has been proposed in \[2\]. The FRG provides an exact functional equation that can be studied by implementing some approximation scheme. The presence of a suitable fixed point has been tested under many different approximations such as the curvature expansion and the vertex expansion. All these different approximations confirm the presence of a suitable UV fixed point.

The aim of this work lies on a different research line than the study of the nature of the AS fixed point. Assuming that a suitable fixed point exists and, for all practical purposes, employing the fixed point stemming from the Einstein-Hilbert truncation, we study the quantum properties of geometrical objects such as the volume of hypersurfaces in spacetime and the geodesic length. The purpose of looking into such geometric operators is the following. As discussed in \[4\], in order to make contact with gravitational observables, some further effort is needed on top of studying the renormalization of the EAA and finding the critical exponents associated to the AS fixed point. Moreover, in a gravitational theory, it is rather natural to ask how geometric quantities, like the volume of a submanifold, behave at the quantum level. Indeed, even if such quantities are not true (diffeomorphism invariant) observables, their study may hint the presence of certain general features of the underlying quantum theory, such as the dynamical dimensional reduction, which has been already observed via different criteria and means in the literature \[5[7]\].

The paper is organized as follows. In section \[2\] we first present some general considerations regarding the geometric operators that we consider in this work. Then we introduce our general framework by discussing the gravitational EAA and explaining how to take into account geometric operators. In section \[3\] we study the volume of arbitrary hypersurfaces and their scaling properties. Section \[4\] is devoted to the study of the geodesic length. We first emphasise the role of different possible initial or boundary conditions defining the geodesic length and then we discuss the scaling properties accordingly. We summarize our findings in section \[5\].
2 Asymptotic Safety and geometric operators

2.1 Geometric operators in Asymptotic Safety

The core idea of the AS program is to provide a well-defined path integral over geometries. Ultimately, the purpose is to use such a path integral to make predictions for the relevant quantum gravitational observables. A particularly interesting example is that of fixed geodesic length correlation functions of two operators, which is defined by (see e.g. [8, 9])

$$G(r) = \left\langle \frac{1}{\text{Vol}} \int d^d x \sqrt{g(x)} \int d^d y \sqrt{g(y)} O_1(x) O_2(y) \delta(r - \ell_g(x,y)) \right\rangle \quad (2.1)$$

where $\ell_g(x,y)$ is the geodesic length between $x$ and $y$.

In the fixed point regime, where scale invariance is realized, one expects $G(r) \propto r^\alpha$. The question is then how to predict the scaling exponent $\alpha$. Scaling arguments regarding correlation functions such as $G(r)$ have been developed, and particular attention has been paid to the two dimensional case [10, 11], see [4, 12, 13] for a FRG perspective.

The crucial point which we would like to emphasize here is that, in order to perform analogous scaling reasonings, it is essential not only to know the scaling behaviour of operators such as $\sqrt{g(x)}O_1(x)$, which may be characterized by a critical exponent, but also of the geodesic length $\ell_g(x,y)$, which is typically not contained in the EAA as we shall argue in section 2.2.

Besides correlation functions like $G(r)$, in a quantum gravitational theory one may be interested also in further geometric properties of spacetime. For instance, one can ask about the effective Hausdorff dimension of the spacetime, or the spectral and the walk dimensions. These latter quantities have been estimated in the AS scenario in [5, 6]. As far as the Hausdorff dimension $d_H$ is concerned, it turns out that it coincides with the topological dimension $d$ of the manifold, i.e. $d_H = d$. We shall briefly come back to this point in section 4.4, by extrapolating the Hausdorff dimension from the scaling behaviour of a geodesic ball of radius $r$ in the limit for $r \to 0$. Note that this definition of the Hausdorff dimension involves geometric quantities, such as the volume of a geodesic ball, that are again difficult to access within the standard gravitational EAA approach.

The spectral dimension and the kinematical properties of the propagator hint at an effective dimensional reduction near the fixed point [6], see [7] for a general discussion regarding dimensional reduction in quantum gravity. One may thus wonder if there are other signatures of a similar dimensional reduction when approaching the fixed point. A possibly simple way to do so is the following.

Let us consider a generic hypersurface in Euclidean spacetime characterized by a scale $L$. Classically, if this hypersurface has dimension $d_{\sigma_n}$, one expects that the volume of the
hypersurface, denoted $V_{\sigma_n}$, scales as $\langle V_{\sigma_n} \rangle \propto L^{d_{\sigma_n}}$. At the quantum level, one expects corrections to the classical scaling though. In section 3 we will provide a first estimate of such corrections. As we shall see, they hint again at an effective dimensional reduction when approaching the AS fixed point.

### 2.2 Truncations of gravitational the EAA

The EAA is defined by introducing a scale $k$ below which the integration of momentum modes is suppressed. This is achieved by adding the term $\Delta S_k = \frac{1}{2} \int \chi \mathcal{R}_k \chi$ to the bare action, with $\chi$ being the fluctuating field and $\mathcal{R}_k$ a suitable kernel. The scale dependence of the EAA is governed by the following exact equation \[ \partial_t \Gamma_k = \frac{1}{2} \text{STr} \left[ \left( \Gamma_k^{(2)} + \mathcal{R}_k \right)^{-1} \partial_t \mathcal{R}_k \right] \] (2.2)

where $\Gamma_k^{(2)}$ is the Hessian of the effective average action $\Gamma_k$.

In order to actually solve equation (2.2) it is necessary to introduce some approximation scheme. A possible strategy is to expand the EAA in a finite number of monomials:

$$
\Gamma_k \equiv \sum_{i=1}^{m} g_i M_i,
$$

where $M_i \in \{ \int \sqrt{\bar{g}}, \int \sqrt{\bar{g}} R, \cdots \}$. Such truncations have been studied in an increasing order of complexity by including higher curvature terms [16–24], the Goroff-Sagnotti counterterm [25], and polynomials of the Ricci scalar of high order [26–29]. Also functional, i.e. infinite dimensional, truncations have been investigated in various settings [30–45]. Along a different direction, ansätze taking into account the bimetric character of the flow have been studied [46–49]. A further possible approach is the following. The EAA is expanded in a series of vertices, which are defined schematically by taking functional derivatives of the EAA,

$$
\Gamma_k^{(m,n)} \equiv \frac{\delta^{m+n} \Gamma_k}{\delta \bar{g}^m \delta h^n},
$$

where $\bar{g}$ is the background metric and $h$ the average fluctuation field. This approach also leads to a picture which is consistent with the AS fixed point [50–55]. Moreover, the AS fixed point persists also in presence of a suitable matter content, see e.g. [56–60].

However, it is clear that none of the truncations considered so far take into account operators such as the geodesic length or the volume of an hypersurface. This is mainly due to two reasons: (1) For what concerns the EAA, it seems actually more natural to study a monomial like $\int \sqrt{\bar{g}} R^n$ rather than the length of a geodesic between two given points on
the manifold. One in fact expects that a geodesic length is not generated straightforwardly in the flow of the EAA by starting from, e.g., an \( f(R) \)-truncation which does not contain information about specific points. (2) Since one has to resort to some approximation scheme it must not be given for granted that a given scheme is suitable for all operators. Hence it is convenient to have a framework that allows one to study a given operator and its renormalization over and above the standard EAA renormalization. As we shall see in section 2.3, such a framework is provided by a source dependent extension of the standard EAA.

As far as the EAA is concerned, in the present work we shall employ the Einstein-Hilbert truncation [2] defined in (2.5) below. In the gravitational EAA framework for metric gravity, the metric \( g_{\mu\nu} \) is expressed via the sum of a background metric \( \bar{g}_{\mu\nu} \) and the fluctuating metric \( h_{\mu\nu} \), i.e. \( g_{\mu\nu} = \bar{g}_{\mu\nu} + h_{\mu\nu} \). (Also, different parametrizations have been investigated, see e.g. [61].) However, the gauge-fixing and the cutoff action break the split symmetry [46] so that a generic ansatz for \( \Gamma_k \) depends not only on \( g_{\mu\nu} \) but also on \( \bar{g}_{\mu\nu} \) (or, equivalently, on \( \bar{g}_{\mu\nu} \) and \( h_{\mu\nu} \)). In the present work, we will restrict ourselves to a single metric type of truncations in which the EAA is a functional depending only on \( g_{\mu\nu} = \bar{g}_{\mu\nu} + h_{\mu\nu} \) and has the form

\[
\Gamma_k [g] = \frac{1}{16\pi G_k} \int d^d x \sqrt{g} (2\Lambda_k - R) . \tag{2.5}
\]

For later convenience we introduce \( G_k \equiv \bar{G}/Z_{N_k} \) and \( \kappa^2 \equiv (32\pi G_k)^{-1} \). We equip the ansatz (2.5) with the Feynman-de Donder gauge fixing, which gives a particularly simple Hessian, see for instance [19]. Moreover, we set the cutoff kernel to be

\[
R_{k}^{\text{grav}} [g]_{\mu\nu\rho\sigma} \equiv \kappa^2 R_{k}^{\text{grav}} [g]_{\mu\nu\rho\sigma} , \tag{2.6}
\]

where the conformal (i.e., trace) mode is treated as proposed in [2]

\[
R_{k}^{\text{grav}} [g]_{\mu\nu\rho\sigma} \equiv \left( (I - P_\phi)_{\mu\nu\rho\sigma} + \frac{2}{d} (P_\phi)_{\mu\nu\rho\sigma} \right) R_k (-D^2) . \tag{2.7}
\]

In (2.7) we introduced the following tensors

\[
I_{\alpha\beta\kappa\tau} = \frac{1}{2} (g_{\alpha\kappa} g_{\beta\tau} + g_{\alpha\tau} g_{\beta\kappa}) \tag{2.8}
\]

\[
(P_\phi)_{\alpha\beta\kappa\tau} = \frac{1}{d} g_{\alpha\beta} g_{\kappa\tau} . \tag{2.9}
\]

\( P_\phi \) being the projector on the trace mode. Eventually, we will also write the function \( R_k (-D^2) \) as \( R_k (-D^2) \equiv Z_{N_k} k^2 R^{(0)} (-D^2/k^2) \) where \( R^{(0)} \) determines the cutoff shape.
In this setting the inverse Hessian of the EAA – which is the modified propagator for gravitons – takes the simple form

\[
\left( \frac{1}{\kappa^2} \Gamma_k^{(2)}[g] + R_k^{\text{grav}}[g] \right)^{-1}_{\rho\sigma\alpha\beta} = (I - P_\phi)_{\rho\sigma\alpha\beta} a_T^{-1}(-D^2) + \frac{2}{2 - d} (P_\phi)_{\rho\sigma\alpha\beta} a_S^{-1}(-D^2).
\]  

(2.10)

Here, with \( D^2 = g^{\mu\nu} D_\mu D_\nu \) the covariant Laplacian, \( a_T(-D^2) \) and \( a_S(-D^2) \) are the operators that arise in the Hessian after having split the metric \( h \) into a traceless and a trace part. These operators are given by

\[
a_T^{-1}(-D^2) = \frac{1}{Z_{Nk}} \left[ -D^2 + k^2 R^{(0)}(-D^2/k^2) - 2\Lambda_k + \frac{d(d - 3) + 4}{d(d - 1)} R \right]^{-1},
\]

\[
a_S^{-1}(-D^2) = \frac{1}{Z_{Nk}} \left[ -D^2 + k^2 R^{(0)}(-D^2/k^2) - 2\Lambda_k + \frac{d - 4}{d} R \right]^{-1}.
\]

2.3 Geometric objects as composite operators

In this section we argue that a possible way to tackle the description of the geometric operators mentioned in section 2.1 is to deal with them as composite operators. Thus, let us first introduce composite operators in the FRG framework.

(A) Suppose that we have a generic ansatz for the EAA,

\[
\Gamma_k = \sum_{i=1}^{m} g_i \int d^d x A_i(x),
\]

where \( g_1, \ldots, g_m \) are the coupling constants. The scaling properties of the operators \( \{A_i(x)\} \) are determined by the critical exponents \( \theta_i \). In particular, the scaling mass dimension \( \Delta_i \) is given by \( \Delta_i = d - \theta_i \) where quantum correction are taken into account. Clearly, the actual scaling operator, having scaling dimension \( \Delta_i \), is given by a combination of the operators \( A_1(x), \ldots, A_m(x) \), which is determined by the linearized RG flow around the fixed point.

Given the ansatz (2.11) for \( \Gamma_k \), one may ask if it is possible to extract the scaling of an operator other than \( A_i(x) \). This is possible at the expense of introducing further sources
which are conjugate to the composite operators of interest. To see how this comes about, let us consider the following modified generating functional:\(^1\)

\[ e^{W_k[J, \varepsilon]} \equiv \int \mathcal{D} \chi e^{-S[\chi]} - \Delta S[\chi] + J \chi - \varepsilon \mathcal{O} \]

(2.12)

where, on top of the standard source \( J \) coupled to the elementary field, we have introduced the sources \( \{ \varepsilon_i(x) \} \) which are conjugate to the set of composite operators \( \{ O_i(x) \} \), where \( i = 1, \ldots, N \). By taking functional derivatives with respect to the source \( \varepsilon_i(x) \) one obtains information on the insertion of a composite operator, in particular

\[ \langle O_i(x) \rangle_J = -\left. \frac{\delta W_k[J, \varepsilon]}{\delta \varepsilon_i(x)} \right|_{\varepsilon=0} \]

(2.13)

The functional \( W_k[J, \varepsilon] \) is then used to defined a generalized EAA \( \Gamma_k[\varphi, \varepsilon] \), which depends on the average field \( \varphi \) and on the sources \( \varepsilon \) (on which no Legendre transform has been performed). The insertion of a composite operator is then defined by taking a single functional derivative with respect to the associated source:

\[ [O_k(x)]_i \equiv \left. \frac{\delta}{\delta \varepsilon_i(x)} \Gamma_k[\varphi, \varepsilon] \right|_{\varepsilon=0} = \langle O_i(x) \rangle_J[\varphi] \]

(2.14)

where \( k \) indicates the RG scale and the subscript \( i \) labels the \( N \) different composite operators that we take into account.

We can write the flow equation for composite operators as \(^{62,65}\)

\[ \partial_t (\varepsilon \cdot [O_k])_i = -\frac{1}{2} \text{Tr} \left[ (\Gamma_k^{(2)} + \mathcal{R}_k)^{-1} (\varepsilon \cdot [O_k]^{(2)}) \left( \Gamma_k^{(2)} + \mathcal{R}_k \right)^{-1} \partial_t \mathcal{R}_k \right] . \]

(2.15)

Again, to concretely solve equation (2.15) some approximation scheme must be implemented. In particular, one may expand the composite operator \([O_k]_i\) on the truncated set of operators \(\{O_1, \ldots, O_N\}\), i.e.

\[ [O_k(x)]_i = \sum_{j=1}^N Z_{ij}(k)O_j(x) . \]

(2.16)

Given the ansatz (2.16), one can show that the scaling operators of the theory have dimension, quantum corrections included, given by the eigenvalues of the matrix \(^{64}\)

\[ d_i \delta_{ij} + (Z^{-1} \partial_t Z)_{ij} \]

\(^1\)Whenever a dot appears, as in \( J \cdot \chi \), deWitt summation and integration convention is understood, i.e., \( J \cdot \chi = \int d^d x J_a(x) \chi^a(x) \).
where \( d_i \) is the (classical) mass dimension of the operator \( O_i \).

The matrix \( \gamma_{Z,ij} \equiv (Z^{-1} \partial_t Z)_{ij} \) can be directly found manipulating equation (2.15). Inserting the ansatz (2.16) and taking a functional derivative with respect to \( \varepsilon_i \), we find

\[
\sum_j \partial_t (Z_{ij} O_i(x)) = -\frac{1}{2} \text{Tr} \left[ \left( \Gamma_k^{(2)} + R_k \right)^{-1} \left( \sum_j Z_{ij} O_j^{(2)}(x) \right) \left( \Gamma_k^{(2)} + R_k \right)^{-1} \partial_t R_k \right]
\]

which implies

\[
\sum_j \gamma_{Z,ij} O_j(x) = -\frac{1}{2} \text{Tr} \left[ \left( \Gamma_k^{(2)} + R_k \right)^{-1} \left( \Gamma_k^{(2)} + R_k \right)^{-1} \partial_t R_k \right]. \tag{2.18}
\]

In this work we shall employ non-mixing ansätze for the composite operators. This means that we shall consider composite operators approximated by the simple parametrization \([O_k] = Z_O(k) O\). In this approximation, assuming that \([O_k]\) is independent of the ghost fields, the anomalous dimension is given by \( \gamma_O \equiv \gamma_{Z_o} \equiv Z_O^{-1} \partial_t Z_O \) and can be read off from

\[
\gamma_O(k) O[g](x) = -\frac{1}{2} \text{Tr} \left[ \left( \frac{1}{\kappa^2} \Gamma_k^{(2)}[g] + R_k^{\text{grav}}[g] \right)^{-1} \frac{1}{\kappa^2} O^{(2)}[g](x)^{\alpha \beta \gamma \tau} \times \left( \frac{1}{\kappa^2} \Gamma_k^{(2)}[g] + R_k^{\text{grav}}[g] \right)^{-1} (\partial_\rho R_k^{\text{grav}}[g]^{\mu \nu \rho \sigma}) \right]. \tag{2.19}
\]

(B) After this general introduction, let us turn to the use of composite operators in the present work. As an example, let us consider the case of the volume of an \( n \)-dimensional hypersurface \( \sigma_n \) which is defined by

\[
V_{\sigma_n} = \int_{\sigma_n} d^n u \sqrt{x^* g}. \tag{2.20}
\]

Here, \( x^* g \) is the pullback of the spacetime metric \( g \) onto the surface \( \sigma_n \). The latter is characterized by the map \( u \mapsto x^\mu (u) \) and parametrized by \( n \) coordinates \( u^\alpha \) with \( \alpha = 1, \cdots, n \) (more details can be found in section 3). We then extend the action \( S \) by including also the term

\[
\int_{\sigma_n} d^n u \varepsilon (u) \sqrt{x^* g}. \tag{2.21}
\]
At the level of the source-dependent functional $\Gamma_k [\varphi, \varepsilon]$, the above operator acquires a scale dependence which we parametrize by employing the following source-dependent term:

$$\int_{\sigma_n} d^n u \varepsilon (u) Z_{\sigma_n} (k) \sqrt{x^\ast g} .$$

The anomalous dimension associated to the running of $Z_{\sigma_n} (k)$ is given by $\gamma_{\sigma_n} = Z_{\sigma_n}^{-1} \partial_t Z_{\sigma_n}$. Recalling that the anomalous dimension $\gamma_{\sigma_n}$ adds to the mass dimension, we have that a $n$-dimensional volume scales with an exponent $-n + \gamma_{\sigma_n}$, rather than the classical value $-n$.

From the technical point of view, let us note that for our purposes it will be enough to consider spacetime-point independent sources when solving equation (2.15) since we neglect any mixing with total derivative operators. In our case the source $\varepsilon$ is constant and serves as a booking parameter.

3 Volume of hypersurfaces in spacetime

(A) Definition of the surface volume. We consider the volume of an $n$-dimensional submanifold $\sigma_n$ that is embedded in the $d$-dimensional spacetime manifold $M$. To simplify our task, we assume that $\sigma_n$ can be covered by a single chart, in the following sense.

Let $x = (x^1, \cdots, x^d) : U \subset M \to U' \subset \mathbb{R}^d$ be a chart of $M$, and $u = (u^1, \cdots, u^n) : \tilde{U} \subset \sigma_n \to \tilde{U}' \subset \mathbb{R}^n$ a chart of $\sigma_n$. By pulling back the metric $g$ on $M$ with the inclusion map $\iota : \sigma_n \hookrightarrow M$, a metric $\iota^\ast g$ on $\sigma_n$ is induced. For $p \in U \cap \tilde{U}$ this induced metric is locally given by

$$g_{ab}(p) \equiv (\iota^\ast g)_p(\partial/\partial u^a|_p, \partial/\partial u^b|_p) = g_{\mu\nu}(p) \frac{\partial}{\partial u^\mu|_p}(x^\mu \circ \iota) \frac{\partial}{\partial u^\nu|_p}(x^\nu \circ \iota).$$

As $\sigma_n \subset M$ is an embedded submanifold, the inclusion map $\iota : \sigma_n \hookrightarrow M$ is an immersion, i.e. $d\iota_p : T_p \sigma_n \to T_p M$ is injective for all $p \in M$. This means that we can identify the tangent space $T_p \sigma_n$ with the subset $d\iota_p(T_p \sigma_n) \subset T_p M$. Consequently, we can also identify the canonical vector fields $(\partial/\partial u^1, \cdots, \partial/\partial u^n) : \tilde{U} \subset \sigma_n \to T \sigma_n$ as vector fields on $\tilde{U}$ mapping to $TM$ such that we can write

$$g_{ab}(p) = g_{\mu\nu}(p) \partial x^\mu|_p(\partial/\partial u^a|_p) \partial x^\nu|_p(\partial/\partial u^b|_p) = g_{\mu\nu}(p) \frac{\partial x^\mu|_p}{\partial u^a} \frac{\partial x^\nu|_p}{\partial u^b}.$$
Finally, we can trade the $p$-dependence by some dependence on $n$-dimensional coordinates and write
\[ g_{ab}(u) = g_{\mu\nu}(x(u)) \frac{\partial x^\mu(u)}{\partial u^a} \frac{\partial x^\nu(u)}{\partial u^b}. \] (3.1)

The volume $\mu[g]$ of the submanifold $\sigma_n$ restricted to $U \cap \tilde{U}$ can then be written as
\[ \mu[g] \equiv \int_{U \cap \tilde{U}} \omega_n = \int_{\tilde{U}''} d^n u \sqrt{\det g(u)} \] (3.2)
where $\tilde{U}'' \equiv u(U \cap \tilde{U}) \subset \mathbb{R}^n$ and $\omega_n$ denotes the volume form given by the induced metric.

\[ (B) \text{ Some useful formulae.} \] The crucial element that enters the flow equation (2.15) is the Hessian of the composite operator. Thus, let us compute the Hessian of the volume of the $n$-dimensional submanifold $\sigma_n$. In practice, we wish to evaluate
\[ \langle x | \mu^{(2)}[g]^{\alpha\beta\kappa\tau} | y \rangle = \frac{1}{\sqrt{g(x)g(y)}} \int_{\tilde{U}''} d^n u \frac{\delta^2 \sqrt{\det g(u)}}{\delta g_{ab}(z) \delta g_{\mu\nu}(y)} . \] (3.3)
Therefore, we express $g_{\mu\nu}$ in terms of $g_{ab}$ and use the chain rule so that we can rewrite a functional derivative with respect to $g_{\mu\nu}$ as a functional derivative with respect to $g_{ab}$,
\[ \frac{\delta}{\delta g_{\mu\nu}(y)} \] \[ = \int d^n u \frac{\delta g_{ab}(u)}{\delta g_{\mu\nu}(y)} \frac{\delta}{\delta g_{ab}(u)} \] \[ = \int d^n u \frac{\partial x^\mu}{\partial u^a} \frac{\partial x^\nu}{\partial u^b} \delta^{(d)}(x(u) - y) \frac{\delta}{\delta g_{ab}(u)}. \]

Therewith, we can calculate the Hessian step by step, starting with the first functional derivative of the integrand $\sqrt{\det g(u)}$ of (3.2),
\[ \frac{\delta \sqrt{\det g(u)}}{\delta g_{\mu\nu}(y)} = \frac{1}{2} \left( \frac{1}{\sqrt{\det g(u)}} \right) \int d^n u' \frac{\partial x^\mu}{\partial u^a} \frac{\partial x^\nu}{\partial u^b} \delta^{(d)}(x(u') - y) \frac{\delta \det(g(u))}{\delta g_{ab}(u')} . \]

Next, we can use Jacobi’s formula for the variation of the determinant,
\[ \frac{\delta \det(g(u))}{\delta g_{ab}(u')} = \text{adj}_T^T(g(u))_{ab} \delta^{(n)}(u - u') \] (3.4)
where \( \text{adj}(A) \) denotes the adjunct of the (square) matrix \( A \) which is the transpose of its cofactor matrix. The adjunct matrix is related to the inverse matrix\(^2\) that we will denote with upper indices as usual, by a factor of the determinant,

\[
g^{ab}(u) \equiv (g(u)^{-1})_{ab} = \frac{1}{\det g(u)} \text{adj}(g(u))_{ab}. \tag{3.5}
\]

As the adjunct of a symmetric matrix is symmetric as well, i.e. \( \text{adj}(g(u))_{ab} = \text{adj}^T(g(u))_{ab} \), we can express the functional derivative of \( \sqrt{\det g(u)} \) by means of the inverse \( g^{ab} \),

\[
\frac{\delta \sqrt{\det g(u)}}{\delta g_{\mu\nu}(y)} = \frac{1}{2} \sqrt{\det g(u)} \frac{\partial x^\mu}{\partial u^a} \frac{\partial x^\nu}{\partial u^b} g^{ab}(u) \delta^{(d)}(x(u) - y). \tag{3.6}
\]

Next, it is straightforward to build the second functional derivative of \( \sqrt{\det g(u)} \) using the product rule,

\[
\frac{\delta^2 \sqrt{\det g(u)}}{\delta g_{\alpha\beta}(z) \delta g_{\mu\nu}(y)} = \frac{1}{2} \sqrt{\det g(u)} \frac{\partial x^\mu}{\partial u^a} \frac{\partial x^\nu}{\partial u^b} g^{ab}(u) \delta^{(d)}(x(u) - y)
+ \frac{1}{2} \sqrt{\det g(u)} \frac{\partial x^\mu}{\partial u^a} \frac{\partial x^\nu}{\partial u^b} \frac{\delta g^{ab}(u)}{\delta g_{\alpha\beta}(z)} \delta^{(d)}(x(u) - y). \tag{3.7}
\]

In the first term, we can use our result \((3.6)\) for the first functional derivative while in the second term we can again use the chain rule to calculate the functional derivative of \( g^{ab} \),

\[
\frac{\delta g^{ab}(u)}{\delta g_{\alpha\beta}(z)} = \int d^n u' \frac{\partial x^\alpha}{\partial u'^a} \frac{\partial x^\beta}{\partial u'^d} \delta^{(d)}(x(u') - z) \frac{\delta(g^{-1}(u))_{ab}}{\delta g_{cd}(u')} \tag{3.8}
\]

with

\[
\frac{\delta(g^{-1}(u))_{ab}}{\delta g_{cd}(u')} = -g^{ae}(u) \frac{\delta g_{ef}(u)}{\delta g_{cd}(u')} g^{fb}(u) = - (g^{ae}(u)g^{fb}(u) + g^{ad}(u)g^{cb}(u)) \delta^{(n)}(u - u').
\]

\(^2\)It should be emphasized that the relation \((3.1)\) cannot be inverted in the sense that \( x(u) \) cannot be uniquely solved for \( u \). However, the inverse of \( g(u) \) is naturally well-defined as \( \det g(u) \neq 0 \).
Plugging these results into the RHS of (3.7) we obtain the final result for the second functional derivative of \( \sqrt{\det g(u)} \),

\[
\frac{\delta^2 \sqrt{\det g(u)}}{\delta g_{\alpha\beta}(z) \delta g_{\mu\nu}(y)} = \frac{1}{4} \sqrt{\det g(u)} \frac{\partial x^\alpha}{\partial u^c} \frac{\partial x^\beta}{\partial u^d} \frac{\partial x^\mu}{\partial u^a} \frac{\partial x^\nu}{\partial u^b} \delta^{(d)}(x(u) - y) \delta^{(d)}(x(u) - z) 
\times [g^{ab}(u)g^{cd}(u) - g^{ac}(u)g^{db}(u) - g^{ad}(u)g^{cb}(u)] 
\]  \( (3.9) \)

Furthermore, the following traces will be needed:

\[
I_{\alpha\beta\mu\nu} \frac{\partial x^\alpha}{\partial u^c} \frac{\partial x^\beta}{\partial u^d} \frac{\partial x^\mu}{\partial u^a} \frac{\partial x^\nu}{\partial u^b} (g^{ab}g^{cd} - g^{ac}g^{db} - g^{ad}g^{cb}) 
= \frac{1}{2} g_{cd}g_{ab} (g^{ab}g^{cd} - g^{ac}g^{db} - g^{ad}g^{cb}) = -n^2 
\]  \( (3.10) \)

and

\[
(P_\phi)_{\alpha\beta\mu\nu} \frac{\partial x^\alpha}{\partial u^c} \frac{\partial x^\beta}{\partial u^d} \frac{\partial x^\mu}{\partial u^a} \frac{\partial x^\nu}{\partial u^b} (g^{ab}g^{cd} - g^{ac}g^{db} - g^{ad}g^{cb}) 
= \frac{1}{d} g_{cd}g_{ab} (g^{ab}g^{cd} - g^{ac}g^{db} - g^{ad}g^{cb}) = \frac{1}{d} (n^2 - 2n) . 
\]  \( (3.11) \)

Note that in the traces (3.10) and (3.11) the partial derivatives \( \partial x/\partial u \) combine with \( I \) and \( P_\phi \) in such a way to form a tensor depending solely on the metric \( g_{ab} \) so that the trace gives just a simple number.

(C) The anomalous dimension. In order to compute the anomalous dimension we insert the Hessian (3.3) into the flow equation (2.19). One finds

\[
\gamma_\sigma_n(k) \mu[g] = - \frac{1}{2} \text{Tr} \left[ \frac{1}{\kappa^2} \mu^{(2)}[g]^{\alpha\beta\kappa\tau} \partial_t R_k(-D^2) \right] 
\times \left\{ (I - P_\phi)_{\kappa\alpha\beta} \left( a_T^{-1}(-D^2) \right)^2 + (P_\phi)_{\kappa\alpha\beta} \frac{2}{2 - d} \left( a_S^{-1}(-D^2) \right)^2 \right\} \]  \( (3.12) \)

Using (3.10) and (3.11), it can be checked that equation (3.12) takes the form

\[
\gamma_\sigma_n(k) \mu[g] = 4\pi \bar{G} \int d^n u \sqrt{\det g(u)} \left[ \frac{(d + 1)n^2 - 2n}{d} \langle x(u) \rangle \frac{\partial_t R_k(-D^2)}{a_T^2(-D^2)} |x(u)| 
+ \frac{4n - 2n^2}{2d - d^2} \langle x(u) \rangle \frac{\partial_t R_k(-D^2)}{a_S^2(-D^2)} |x(u)| \right] . 
\]  \( (3.13) \)
Now we wish to expand the RHS of \(3.13\) and retain only the term proportional to \(\mu[g]\), from which we can read off the anomalous dimension. Therefore, with \(\mathcal{A}(-D^2) \equiv -D^2 + k^2 R^{(0)}(-D^2/k^2) - 2\Lambda_k\), let us expand the operators appearing in \(3.13\) in powers of the scalar curvature \(R\):

\[
a_{T/S}^{-1}(-D^2) = \frac{1}{Z_{Nk}} \left[ \mathcal{A}(-D^2) + c_{T/S} R \right]^{-1}
= \frac{1}{Z_{Nk}} \left( \mathcal{A}(-D^2)^{-1} - c_{T/S} \mathcal{A}(-D^2)^{-2} R \right) + O(R^2),
\]

respectively,

\[
\left( a_{T/S}^{-1}(-D^2) \right)^2 = \frac{1}{Z_{Nk}^2} \left( \mathcal{A}(-D^2)^{-2} - 2 c_{T/S} \mathcal{A}(-D^2)^{-3} R \right) + O(R^2). \tag{3.14}
\]

Furthermore, we define \(\mathcal{N}(-D^2) \equiv \partial_t R_k(-D^2)/(2Z_{Nk})\) such that we can expand the operators appearing in the matrix elements of \(3.13\),

\[
\partial_t R_k(-D^2) \left( a_{T/S}^{-1}(-D^2) \right)^2 = \frac{2}{Z_{Nk} \mathcal{A}(-D^2)^2} \mathcal{N}(-D^2) + O(R) \tag{3.15}
\]

Note that this expression is \(T\)- and \(S\)-independent at order \(R^0\) and thus the corresponding matrix elements in \(3.13\) coincide.

The matrix elements can be evaluated by employing the heat kernel technique, see e.g. [19, 21]. By considering the Laplace transform of \(\mathcal{N}/\mathcal{A}\),

\[
\left( \mathcal{N}/\mathcal{A}^2 \right) (-D^2) = \int_0^\infty ds \mathcal{N}/\mathcal{A^2}(s) e^{sD^2}, \tag{3.16}
\]

we obtain

\[
\langle x(u) | \left( \mathcal{N}/\mathcal{A}^2 \right) (-D^2) | x(u) \rangle = \int_0^\infty ds \mathcal{N}/\mathcal{A^2}(s) \langle x(u) | e^{sD^2} | x(u) \rangle
= \int_0^\infty ds \mathcal{N}/\mathcal{A^2}(s) \left( \frac{1}{4\pi s} \right)^{d/2} \left( 1 + \frac{s R}{6} \right) + O(R^2).
\]

Here, we have used the asymptotic expansion of the untraced diagonal heat kernel, see e.g. [66]. Again dropping all curvature terms, we arrive at

\[
\langle x(u) | \partial_t R_k(-D^2) a_{T/S}^{-1}(-D^2) | x(u) \rangle = \frac{2}{Z_{Nk}} \left( \frac{1}{4\pi} \right)^{d/2} Q_{d/2}[\mathcal{N}/\mathcal{A}^2] + O(R) \tag{3.17}
\]

where we have introduced the \(Q\)-functionals defined by \(Q_n[W] \equiv \int_0^\infty ds s^{-n} \tilde{W}(s)\).
Let us note that we computed the matrix element appearing in (3.13) by exploiting the (untraced) heat kernel. We did so in order to make it explicit that we did not have to choose a particular background. It is straightforward though to re-obtain the expression (3.17) choosing to project on a flat background. In this latter case indeed one can rewrite the matrix element in terms of its Fourier transform and arrive at the same result.

The $Q$-functionals can be expressed in terms of the threshold functions \[ \Phi_p^m(w) \equiv \frac{1}{\Gamma(n)} \int_0^\infty \frac{dzz^{n-1}R^{(0)}(z) - zR^{(0)}(z)}{[z + R^{(0)}(z) + w]^p} \] and \[ \tilde{\Phi}_p^m(w) \equiv \frac{1}{\Gamma(n)} \int_0^\infty \frac{dzz^{n-1}R^{(0)}(z)}{[z + R^{(0)}(z) + w]^p} \].

Introducing the dimensionless cosmological constant \( \lambda_k \equiv \Lambda_k/k^2 \) and the anomalous dimension of the Newton constant \( \eta_N(k) \equiv -\partial_t \ln Z_{Nk} \), we can rewrite \( Q_n[N/A^m] \) as

\[
Q_n[N/A^m] = k^{2+2(n-m)} \left[ \Phi^m_n(-2\lambda_k) = \frac{1}{2} \eta_N(k)\tilde{\Phi}^m_n(-2\lambda_k) \right].
\]

This formula leads us to the final form of the truncated FRGE, on whose RHS we drop all curvature terms,

\[
\gamma_{\sigma_n}(k) \mu[g] = 4\pi \bar{G} \int_{U^d} d^n u \sqrt{\det g(u)} \left[ \frac{(d+1)n^2}{d} - \frac{2n^2 - 4n}{2d - d^2} \right]
\times \frac{2}{Z_{Nk}} \left( \frac{1}{4\pi} \right)^{d/2} Q_{d/2}[N/A^2]
\times 4\pi \bar{G} \mu[g] \left[ \frac{(d+1)n^2}{d} - \frac{2n^2 - 4n}{2d - d^2} \right]
\times \frac{2}{Z_{Nk}} \left( \frac{1}{4\pi} \right)^{d/2} k^{d-2} \left[ \Phi^2_{d/2}(-2\lambda_k) = \frac{1}{2} \eta_N(k)\tilde{\Phi}^2_{d/2}(-2\lambda_k) \right].
\]

Let us note that dropping the curvature terms in the expansions of (3.13) and (3.17) amounts to an approximation. It corresponds to the non-mixing type of ansätze that we introduced in section 2.3. In this sense the neglected operators, such as \( \sqrt{g(x(u))R(x(u))} \), are those that one would add in a more refined mixing truncation for the composite operators.
From equation (3.19) it is straightforward to extract the anomalous dimension. Defining the dimensionless Newton constant \( g_k \equiv k^{d-2} \bar{G}/Z_N \), we have

\[
\gamma_{\sigma_n}(\lambda_k, g_k) \equiv \gamma_{\sigma_n}(k) = 2 \left( \frac{1}{4\pi} \right)^{\frac{d}{2} - 1} \left[ \frac{(d + 1)n^2 - 2n}{d} + \frac{4n - 2n^2}{2d - d^2} \right] \times g_k \left[ \Phi_{d/2}^2(-2\lambda_k) - \frac{1}{2} \eta_N(g_k, \lambda_k) \Phi_{d/2}^2(-2\lambda_k) \right].
\]

Equation (3.20) constitutes one of our main results.

(D) Four dimensional Asymptotic Safety. We evaluate the numerical value of the anomalous dimension \( \gamma_{\sigma_n} \) of (3.20) in the case of \( d = 4 \) at the Asymptotic Safety fixed point \((\lambda_*, g_*)\). We consider two approximations.

First, we compute the one loop value of \( \gamma_{\sigma_n} \), which can be retrieved from (3.20) by omitting the terms proportional to the anomalous dimension \( \eta_N \) and by taking the leading order in a coupling expansion of the threshold functions.

Second, we compute the numerical value of \( \gamma_{\sigma_n} \) in the fully fledged Einstein-Hilbert truncation.

In table 1 we report the numerical values obtained for \( \gamma_{\sigma_n} \). We denote \( \gamma_{\sigma_n}^{\text{opt}} \) the anomalous dimension obtained using the optimized cutoff \( R_0^0(z) = (1 - z)\Theta(1 - z) \) [69], and \( \gamma_{\sigma_n}^{\text{exp}} \) the one obtained using the exponential cutoff \( R^0_0(z; s) = sz/(\exp(sz) - 1) \) at \( s = 1 \). (Regarding the exponential cutoff, we numerically checked that our results exhibit a very mild \( s \)-dependence.)

| \( n \) | \( \gamma_{\sigma_n}^{\text{opt}, 1L}(g_{\text{opt}}, 1L) \) | \( \gamma_{\sigma_n}^{\text{exp}, 1L}(g_{\text{exp}}, 1L) \) | \( \gamma_{\sigma_n}^{\text{opt}}(\lambda_{\text{opt}}, g_{\text{opt}}) \) | \( \gamma_{\sigma_n}^{\text{exp}}(\lambda_{\text{exp}}, g_{\text{exp}}) \) |
|-----|-----------------|-----------------|-----------------|-----------------|
| 1   | 0.0682          | 0.0671          | 0.0997          | 0.1006          |
| 2   | 0.5455          | 0.5368          | 0.7973          | 0.8044          |
| 3   | 1.4318          | 1.4091          | 2.0930          | 2.1116          |

By looking at the values in table 1 we deduce that the anomalous dimension of a surface \( \sigma_n \) is positive and it grows with \( n \). Remarkably, the fact that the anomalous dimension is positive implies an effective dimensional reduction at the UV fixed point.

Indeed, as anticipated in section 2.3, the mass scaling dimension of \( \sigma_n \) is given by \(-n + \gamma_{\sigma_n}\), which corresponds to a lowered effective dimension \( d_{\sigma_n}^{\text{eff}} = n - \gamma_{\sigma_n} \).
As already mentioned, in the Asymptotic Safety scenario an effective dimensional reduction has already been observed in other contexts and with a slightly different meaning. In particular, predictions for the spectral and the walk dimensions of the whole manifold have been put forward, indicating an effective reduction to two dimensions in the UV limit [5,6]. At the same time, however, the Hausdorff dimension is still equal to the topological dimension, i.e. $d_{H} = 4$ [6]. In this section we estimated a kind of effective scaling dimension of hypersurfaces (submanifolds). Despite our rough approximations, our results hint consistently that an effective dimensional reduction is indeed a distinguishing feature of the Asymptotic Safety scenario.

Let us emphasize that both of these approximations are rather crude, still. In fact they do not take into account the bimetric nature of the gravitational EAA [67]. More precise values of the anomalous dimension $\eta_{N}$ can be obtained in more refined truncations, see [68] for an overview. It turns out that in these schemes, at least for pure gravity, the anomalous dimension $\eta_{N}$ is smaller than the single metric value 2, so that one may suspect that the numerical one loop value is actually a better approximation.

Furthermore, one can express the scaling of the hypersurfaces not only via the externally prescribed length $L$, but also via the different geometrical entities, such as the length of a given curve. To do so, let us consider the following argument. Since the volume $V_{\sigma_{n}}$ scales like $L^{n-\gamma_{\sigma}}$ and the geometric length $\ell = V_{\sigma_{1}}$ scales like $L^{1-\gamma_{1}}$, one also obtains the scaling relation $V_{\sigma_{n}} \propto \ell^{n-\gamma_{\sigma}}$.

It would be interesting to generalize the above analysis to other types of theories of gravity that have shown compatibility with the Asymptotic Safety program, such as the first order formalism [72,73], extended theories of gravity [74–76], and theories on foliated spacetimes [77–81].

4 The geodesic length

As explained in section 2.1 the geodesic length is extremely useful in defining certain diffeomorphism invariant observables. In this section we study the geodesic length from the composite operator point of view and explore in particular its scaling behavior in Asymptotic Safety.

4.1 Selecting a geodesic

For a given Euclidean spacetime metric $g$, the geodesic length $\ell_{g}$ is defined by

$$\ell_{g} \equiv \int_{0}^{1} d\tau \sqrt{g_{\mu\nu}(x_{g}(\tau)) \dot{x}_{g}^{\mu}(\tau) \dot{x}_{g}^{\nu}(\tau)},$$

(4.1)
where \( x_g(\tau), \tau \in [0, 1] \), is a solution of the geodesic equation:

\[
\ddot{x}_g^\mu (\tau) + \Gamma^\mu_{\alpha \beta} (x_g(\tau)) \dot{x}_g^\alpha (\tau) \dot{x}_g^\beta (\tau) = 0. \tag{4.2}
\]

Clearly, the geodesic \( x_g(\tau) \) is fully defined only when equation (4.2) is equipped with suitable initial or boundary conditions. As we shall see, the choice which is possible here plays a major role at the quantum level and one must carefully address different choices separately. Let us list three options for the supplementary conditions with which to equip equation (4.2).

**Boundary value problem.** The solution of equation (4.2) is fixed by requiring that the geodesic passes through the point \( x_0^\mu \) at the initial “time” \( \tau = 0 \) and through the point \( x_1^\mu \) at the final time \( \tau = 1 \); thereby the points \( x_0^\mu \) and \( x_1^\mu \) are externally prescribed:

\[
\begin{cases}
  x^\mu (0) = x_0^\mu \\
  x^\mu (1) = x_1^\mu .
\end{cases}
\tag{4.3}
\]

In this case \( \ell_g \equiv \ell_g(x_1, x_2) \) is referred to as the geodesic distance of the two points.\(^3\)

**Initial value problem.** The solution of equation (4.2) is fixed by requiring that the geodesic passes through the point \( x_0^\mu \) at the initial time \( \tau = 0 \) with a certain “velocity” \( v_0^\mu \), with \( x_0^\mu \) and \( v_0^\mu \) externally prescribed:

\[
\begin{cases}
  x^\mu (0) = x_0^\mu \\
  \dot{x}^\mu (0) = v_0^\mu .
\end{cases}
\tag{4.4}
\]

Now the final point, \( x_g^\mu (1) \) arises as the result of actually solving (4.2) with initial data \( (x_0, v_0) \).

**Normalized initial value problem at fixed geodesic length.** The solution of equation (4.2) is fixed by requiring that the geodesic passes through a prescribed point \( x_0^\mu \), at the initial time \( \tau = 0 \), and that its initial direction is parallel to an externally given normalized “velocity” vector \( \xi_0^\mu \). Being the velocity vector normalized, we still need to impose one further condition. In particular one can require that the geodesic length itself equals a prescribed value, \( r \):

\[
\begin{cases}
  x^\mu (0) = x_0^\mu \\
  \frac{\dot{x}^\mu (0)}{\|x_0\|} = \xi_0^\mu \\
  \ell_g(x_0, x_1(1)) = r .
\end{cases}
\tag{4.5}
\]

\(^3\)Here and in the following we assume that \( x_1 \) and \( x_2 \) are sufficiently close so that no caustics occur and the solution to (4.2) with (4.3) is unique.
Each of these choices provides a set of $2d$ conditions which select a unique solution of the geodesic equation (4.2).

We shall focus our attention to the condition (4.3) mostly since the geodesic distance of points appears in many correlation functions of considerable physical interest, such as (2.1) for example. Interestingly, boundary conditions involving a fixed geodesic length instead, as in the case of (4.5), have been used in the literature to define correlators $\langle \phi(x) \phi(y) \rangle$ of a kind different from (2.1), see e.g. [82, 83].

### 4.2 Anomalous dimension of the geodesic length

In this section we discuss the anomalous dimension associated to (4.1). As a preliminary observation, we note that the length of an arbitrary one dimensional curve, corresponding to (3.2) for $n = 1$, is given by an integral fully analogous to (4.1). There is, however, a crucial difference between the case of an arbitrary curve and that of the geodesic distance. In the former case the curve, say $x^\mu(u)$, is arbitrary and taken to be independent of the underlying metric. On the contrary, in the latter case, the geodesic $x^\mu_g(\tau)$ depends functionally on the metric, as is obvious from the geodesic equation. Therefore, in the case of the geodesic length, there are further gravitational vertices to be taken into account. They are caused by the fact that the curve under consideration depends non-trivially on the metric.

We now proceed to compute the novel contributions to the Hessian of $\ell_g$. We choose to work on a flat background, $\bar{g}_{\mu\nu} = \delta_{\mu\nu}$, and express the geodesic trajectory as a functional series expansion in the fluctuating metric $h_{\mu\nu}$,

$$x^\mu_g(\tau) = x^\mu_0[0](\tau) + x^\mu_1[h](\tau) + \frac{1}{2} x^\mu_2[h^2](\tau) + \cdots. \quad (4.6)$$

For our purposes it is enough to compute this expansion up to the second order in $h_{\mu\nu}$, since we will eventually set $h_{\mu\nu} = 0$ in the flow equation. Such choice of background and fluctuation fields implies that the LHS of the flow equation (2.19) is proportional to

$$\ell_g \bigg|_{\bar{g} = \delta, h = 0} = \int_0^1 d\tau \sqrt{\delta_{\mu\nu} \dot{x}^\mu_0(\tau) \dot{x}^\nu_0(\tau)} = \sqrt{\delta_{\mu\nu} \dot{x}^\mu_0 \dot{x}^\nu_0} \quad (4.7)$$

where we exploit the fact that $\dot{x}^\mu_0(\tau)$ does not actually depend on $\tau$, as we shall see in a moment. We also note that $\ell_g \propto ||\dot{x}_0||^{1/2}$ in this case. The RHS of the flow equation (2.19) will generate also terms different from $\ell_g$. We will neglect such terms and select only those that can be matched with our ansatz in the LHS. These latter terms can then be identified by looking at which terms are proportional to $||\dot{x}_0||^{1/2}$ in the RHS.

---

4 Infact, the initial point $x$ and the end point $y$ appearing in $\ell_g(x, y)$ in (2.1) are taken as given numbers, i.e. they are independent of the metric and give rise to no graviton vertex.
To calculate the Hessian, we wish to keep orders up to $O(h^2)$, which is why we expand the connection in the geodesic equation as

$$\dddot{x}_\mu^\nu (\tau) + \left( \Gamma^\mu_{\alpha \beta} |_{g=\delta} + \delta \Gamma^\mu_{\alpha \beta} |_{g=\delta} + \frac{1}{2} \delta^2 \Gamma^\mu_{\alpha \beta} |_{g=\delta} \right) \dddot{x}_\mu^\nu (\tau) \dddot{x}_\mu^\delta (\tau) = 0. \quad (4.8)$$

We now proceed to solve the geodesic equation (4.8) order by order in $h$, taking the boundary conditions (4.3) into account. At zeroth order the equation simply reads

$$\dddot{x}_0^\mu (\tau) = 0 \quad (4.9)$$

whose solution is

$$x_0^\mu (\tau) = x_0^\mu + \xi_0^\mu \tau. \quad (4.10)$$

Here, one has $\xi_0^\mu \equiv x_1^\mu - x_0^\mu$ so that the boundary conditions (4.3) are already taken into account at order $O(h^0)$. In turn, this implies that the higher order corrections to (4.10), which appear in (4.6), satisfy $x_i (0) = x_i (1) = 0$.

Next, the equation for $x_1 (\tau)$ takes the form

$$\dddot{x}_1^\mu (\tau) + \delta^\mu_{\nu} [\partial_{\alpha} h_{\beta \nu} (x_0 (\tau)) + \partial_{\beta} h_{\alpha \nu} (x_0 (\tau)) - \partial_{\nu} h_{\alpha \beta} (x_0 (\tau))] \xi_0^\alpha \xi_0^\beta = 0. \quad (4.11)$$

Defining

$$f_1^\mu (\tau) \equiv \delta^\mu_{\nu} [\partial_{\alpha} h_{\beta \nu} (x_0 (\tau)) + \partial_{\beta} h_{\alpha \nu} (x_0 (\tau)) - \partial_{\nu} h_{\alpha \beta} (x_0 (\tau))] \xi_0^\alpha \xi_0^\beta, \quad (4.12)$$

one can check that the general solution of (4.11) reads

$$x_1^\mu (\tau) = a + b \tau - \int_0^\tau d\eta_2 \int_0^{\eta_2} d\eta_1 f_1^\mu (\eta_1). \quad (4.13)$$

Implementing the boundary conditions (4.3) one obtains

$$x_1^\mu (\tau) = \left( \int_0^1 d\eta_2 \int_0^{\eta_2} d\eta_1 f_1^\mu (\eta_1) \right) \tau - \int_0^\tau d\eta_2 \int_0^{\eta_2} d\eta_1 f_1^\mu (\eta_1). \quad (4.14)$$

Let us note that $x_1 (\tau)$, being linear in $f_1$, is proportional to $(\xi_0)^2$. As we mentioned before, we can drop from the RHS of the flow equation (2.19) all terms that are not proportional to $\|\dot{x}_0\|^{1/2} = \|\xi_0\|^{1/2}$. Since the RHS of (2.19) is proportional to the Hessian of $\ell_g$, and since $\xi_0$ appears only in this Hessian, it is enough identify the terms that are proportional to $\|\xi_0\|^{1/2}$ in the Hessian of $\ell_g$. It turns out that, since $x_1 (\tau) \propto (\xi_0)^2$, the contribution to the Hessian of $\ell_g$ coming from $x_1 (\tau)$ gives rise solely to terms which we neglect within our approximation.
A very similar analysis can be performed for the contribution coming from \( x_2 (\tau) \). Also, in this case the Hessian generates terms which are of higher order in \( \xi_0 \) and can be neglected in our approximation.

Thus the important result is that for the case of a geodesic the only relevant contributions to the Hessian of \( \ell_g \) are precisely those which appeared already when we considered the length of arbitrary, prescribed curves. This implies that, for a non-mixing ansatz for \( \ell_g \), we obtain that \( \gamma_{\ell_g} = \gamma_{\sigma_{n=1}} \), whose numerical values have already been reported in table 1.

Nevertheless, let us emphasise that we still generally expect that \( \gamma_{\ell_g} \neq \gamma_{\sigma_{n=1}} \) for more refined mixing ansätze. Indeed, as soon as mixing ansätze are considered, the neglected operators on the RHS must be taken into account: the graviton vertices due to \( x_1 \) and \( x_2 \) will play a role leading to a different anomalous dimension. Tentatively, one may interpret the fact of having \( \gamma_{\ell_g} = \gamma_{\sigma_{n=1}} \) at the level on non-mixing ansätze as hinting that the two anomalous dimensions are not very much different. This, however, should be supported by a systematic enlargement of the truncation for the composite operators at hand. We leave this task for the future.

4.3 On different choices of initial conditions

In this section we consider both types of initial conditions, i.e. those given in (4.4) and (4.5).

(A) Initial value problem (4.4). We rewrite the geodesic length \( \ell_g \) in terms of the initial condition (4.4). Recall that the integrand in (4.1), i.e. \( \sqrt{g_{\mu\nu} (x_0 (\tau)) \dot{x}_\mu (\tau) \dot{x}_\nu (\tau)} \), is actually a constant of motion. Therefore we can write

\[
\ell_g = \int_0^1 d\tau \sqrt{g_{\mu\nu} (x_0 (\tau)) \dot{x}_\mu (\tau) \dot{x}_\nu (\tau)} = \int_0^1 d\tau \sqrt{g_{\mu\nu} (x (0)) \dot{x}_\mu (0) \dot{x}_\nu (0)}
\]

where in the second line we exploited the fact that the \( \tau \)-integration is trivial.

We observe that, being fixed initial conditions, both \( x_0 (0) \) and \( v_0 (0) \) do not have any metric dependence. Thus, the only metric dependence in \( \ell_g \) is the explicit one in (4.15).

In the present situation, the evaluation of the Hessian of \( \ell_g \) and the subsequent trace calculation proceeds very much like in the case of an arbitrary curve. It follows that, at the current level of accuracy, \( \gamma_{\ell_g} = \gamma_{\sigma_{n=1}} \).

It must be noted that, once again, the equality \( \gamma_{\ell_g} = \gamma_{\sigma_{n=1}} \) is just approximate and holds only at the level of non-mixing ansätze. Actually, given that the Hessian of \( \ell_g \) differs
with regard to the choice of boundary conditions (4.3) or initial conditions (4.4), also the anomalous dimension $\gamma_{\ell_g}$ depends on the type of problem one wishes to consider.

(B) Normalized initial value problem (4.5). In this case we rewrite the geodesic length (4.1) in terms of the initial condition (4.5).

This time the task is trivial because the third equation among the conditions (4.5) tells us that $\ell_g = r$. It follows that, by definition, $\ell_g$ is nothing but a given fixed number $r$, independent of the metric. Thus, there cannot be any quantum correction to the dimension of $\ell_g$ since it is not influenced by gravitational fluctuation at all (equivalently, in line with our previous treatment, the Hessian of $\ell_g$ is trivial). Hence, $\gamma_{\ell_g} = 0$ in this case.

The choice of initial conditions (4.5) is not particularly interesting for our present purposes. However, such initial conditions have been used in the literature to define a different type of correlation function at fixed geodesic length. For instance, one may consider applying this choice to correlation functions of scalar fields $\langle \phi(x) \phi(y) \rangle$. In this case, the endpoint $y$ depends on the metric whereas the geodesic distance between $x$ and $y$ does not [82,83]. This is of course very different from the boundary conditions (4.3), where both $x$ and $y$ are fixed.

4.4 Comment on the volume of a geodesic ball

In this section we consider the volume of a geodesic ball from the point of view of Asymptotic Safety. Given the center of the ball, say $x_0$, the volume of a geodesic ball with radius $r$ is defined by

$$V_{\text{ball}}(r) \equiv \int_B d^d x \sqrt{g},$$

where the integration domain is

$$B \equiv \{ x : \ell_g(x, x_0) \leq r \},$$

with $\ell_g(x, x_0)$ denoting the geodesic distance between $x$ and $x_0$.

In the limit of vanishing radius, the scaling of $V(r)$ can be used to extract the Hausdorff dimension $d_H$ via [6]:

$$\lim_{r \to 0} \left\langle V_{\text{ball}}(r) \right\rangle \propto r^{d_H}.$$  

As we have seen in section 4.1, it is crucial to state the boundary conditions that define our problem precisely. In particular, we shall be interested in the case where the ball radius $r$ is a given fixed quantity independent of the metric, i.e. the domain of integration (4.17) is specified by the fixed center of the ball $x_0$ and the fixed radius $r$.  
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To make progress, let us consider the Riemann normal coordinate expansion for the geodesic length. Let us denote by $\xi^\mu$ the Riemann normal coordinates based at $x_0$. By definition, they correspond to the initial “velocity” vector of the geodesic at $x_0$. The integration domain $B$ in (4.17) is then rewritten as

$$B = \left\{ \xi: \sqrt{g_{\mu\nu}(x_0) \xi^\mu \xi^\nu} \leq r \right\}, \quad (4.19)$$

where we used the fact that the integrand in the definition of $\ell_g$ is actually a constant of motion. The volume element can be expanded as follows

$$\sqrt{g}(\xi) \approx \sqrt{g(x_0)} \left\{ 1 - \frac{1}{6} R_{\mu\nu}(x_0) \xi^\mu \xi^\nu \right\}. \quad (4.20)$$

Thus, the volume of the geodesic ball can be rewritten as

$$V_{\text{ball}}(r) = \int_B d^d \xi \sqrt{g(x_0)} = \int_B d^d \xi \left\{ \sqrt{g(x_0)} + O(R, \xi) \right\}. \quad (4.21)$$

For the time being, let us consider only the first term in the RHS of (4.21) and neglect higher order curvature terms. The geodesic length can be further rewritten using the vielbein $e_a^\mu$ given by $g_{\mu\nu} = \delta_{ab} e_a^\mu e_b^\nu$,

$$\sqrt{g_{\mu\nu}(x_0) \xi^\mu \xi^\nu} = \sqrt{\delta_{ab} e_a^\mu(x_0) e_b^\nu(x_0) \xi^\mu \xi^\nu} = \sqrt{\delta_{ab} y^a y^b}, \quad (4.22)$$

with $y^a \equiv e_a^\mu(x_0) \xi^\mu$. Using the $y$-coordinates it is straightforward to check that

$$\int_B d^d \xi \sqrt{g(x_0)} = \frac{\pi^{d/2}}{\Gamma\left(\frac{d}{2} + 1\right)} r^d, \quad (4.23)$$

which is the standard result for flat space.

Since, by definition, the radius $r$ is a fixed number independent of the metric, we obtain for the expectation value of (4.23):

$$\left\langle \int_B d^d \xi \sqrt{g(x_0)} \right\rangle = \frac{\pi^{d/2}}{\Gamma\left(\frac{d}{2} + 1\right)} r^d. \quad (4.24)$$

Higher order terms can be found in an analogous way, see [70] for a detailed presentation. For instance, the second term in the brackets on the RHS of (4.20) gives a contribution of the following kind:

$$\left\langle \int_B d^d \xi \sqrt{g(x_0) R_{\mu\nu}(x_0) \xi^\mu \xi^\nu} \right\rangle \propto \left\langle R(x_0) \right\rangle r^{d+2}. \quad (4.25)$$
Contrary to the leading term \((4.23)\), we have some metric dependence in \((4.25)\). However, there is no reason for \(\langle R(x_0) \rangle\) to be a function of \(r\) \((\langle R(x_0) \rangle\) may be expected to be a function of \(x_0)\). Assuming its \(r\)-dependence, and that similar properties are shared by the other terms in the expansion \((4.21)\), we limit ourselves to consider just the leading term \((4.23)\) and neglect the higher terms which are suppressed by further powers of \(r\) in the limit \(r \rightarrow 0\). At the end of the section we will state the condition under which this approximation is possible and provide an argument for it.

Let us now come back to the Hausdorff dimension defined by equation \((4.18)\). In the limit \(r \rightarrow 0\), the relevant leading term to deduce the scaling power in \((4.18)\) is given by equation \((4.24)\), which is not affected by any anomalous scaling due to the fact that \(r\) is independent from the metric. This implies that in the EAA approach to Asymptotic Safety the Hausdorff dimension of spacetime is equal to the topological dimension: \(d_H = d\). This is one of our main results. It confirms the result already obtained in \([6]\) via a different argument.

Several comments are in order here. Let us consider under which condition one is allowed to neglect the higher order curvature terms. In order to have an idea of the behaviour of these terms approaching the UV fixed point, let us employ a “mean field” kind of estimate:

\[
\langle R(x_0) \rangle \approx R(x_0)|_{g_{\mu\nu} = \bar{g}_{\mu\nu}^{sc}}. \tag{4.26}
\]

Here \(\bar{g}_{\mu\nu}^{sc}\) is the so called “self-consistent background metric” \([71]\), which is a special background field configuration such that \(\langle h_{\mu\nu} \rangle = 0\) which implies \(\langle g_{\mu\nu} \rangle = \bar{g}_{\mu\nu}^{sc}\). The metric \(\bar{g}_{\mu\nu}^{sc}\) is \(k\)-dependent, and in the UV fixed point limit it behaves as \(\bar{g}_{\mu\nu}^{sc} \propto k^{-2}\). It follows that in the UV fixed point regime we expect

\[
\langle R(x_0) \rangle \propto k^2. \tag{4.27}
\]

Thus, in the UV limit \(k \rightarrow \infty\) the average curvature blows up.

The estimate \((4.27)\) seems to prevent us from truncating the expansion \((4.21)\) to its leading term \((4.24)\). However, one must note that the higher order terms are suppressed by higher powers of the radius \(r\). Let us consider the example of the next-to-leading term \((4.25)\), we expect

\[
\langle \int_B d^4\xi \sqrt{g(x_0)} R_{\mu\nu}(x_0) \xi^\mu \xi^\nu \rangle \propto \langle R(x_0) \rangle r^{d+2} \propto r^d (kr)^2. \tag{4.28}
\]

From \((4.28)\) we see that our procedure is justified as long as \(kr \ll 1\). The scale \(k^{-1}\) correspond to the largest length that we have integrated out in the flow. Therefore the condition \(kr \ll 1\) corresponds to requiring that the radius \(r\) is inside the range of length
that have already been integrated by the flow, i.e. $0 < r \ll k^{-1}$. This requirement is a physical one since only in this way the ball is affected by all the relevant modes.

Our argument can not be applied straightforwardly if the estimate (4.27) is not a good approximation. Thus, let us provide a further argument that does not rely on (4.27), but which is less physically intuitive. In our non-mixing ansatz the operator $V_{\text{ball}}(r)$ renormalizes multiplicatively. The anomalous dimension is in general scale dependent: $\gamma_{V_{\text{ball}}} = \gamma_{V_{\text{ball}}}(k)$. At the UV fixed point one expects $\gamma_{V_{\text{ball}}}$ to tend to a constant in a smooth way. Furthermore, from the numerical viewpoint, one expects that close enough to the fixed point, say at a scale $k_{\text{big}}$, we have $\gamma_{V_{\text{ball}}}(k_{\text{big}}) \approx \gamma_{V_{\text{ball}}} (\infty)$. For all practical purposes then, we could limit ourselves to compute $\gamma_{V_{\text{ball}}}(k_{\text{big}})$ via the usual flow equation. Now, at a finite (but large) scale $k_{\text{big}}$, even the average curvature $\langle R \rangle$ is expected to be finite and the higher order terms in (4.21) are expected to be negligible for $r \to 0$, so that we could limit ourselves to consider only the leading order term (4.23).

5 Summary

In this work we have made the first step in addressing the study of geometric operators, such as the volume of hypersurfaces and the geodesic length, in the context of the Asymptotic Safety scenario for quantum gravity.

In section 2 we have argued that geometric operators are important quantities which reflect characteristic features of the Asymptotic Safety scenario, and they may be used to make contact with full fledged observables. We have also detailed our main tools and approximation schemes.

In section 3 we studied the anomalous scaling of hypersurfaces. The calculation of the anomalous dimension associated to such hypersurfaces shows an effective dimensional reduction in the fixed point regime. The anomalous dimension grows with the topological dimension of the hypersurface, but the sign of the correction always implies an effective dimensional reduction.

In section 4 we have studied the geodesic distance and its scaling properties. Such properties are important in making contact with the scaling of observable correlation functions, such as that in (2.1). We first noted that a crucial role is played by the precise definition of the geodesic distance and that one must carefully distinguish between boundary and initial conditions. Such choices do indeed lead to different operators at the quantum level. Nevertheless, it turned out that in our approximation scheme the anomalous dimension of the geodesic distance is small and it is the same as that for the length of a arbitrary prescribed curve, considered in section 3. We argued that this is due to the simple approximations that are employed in this exploratory work. Finally, we also considered the Hausdorff dimension via the scaling of the volume of a geodesic ball and argued that it coincides with the topological dimension.
Summarizing, we have considered various interesting geometric operators and computed their scaling properties for the first time in the Asymptotic Safety scenario. The results obtained in this work can be extended to more refined truncation schemes. Two such directions are possible. The first consists in extending the ansatz for the EAA to more complex truncations. The second is the introduction of mixing ansätze which is essentially unexplored. In the long run, such calculations will hopefully be useful to shed light on the possible connection of the Asymptotic Safety scenario with other quantum gravity approaches, such as Causal Dynamical Triangulations [84].
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