Zitterbewegung-mediated RKKY coupling in topological insulator thin films
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Abstract

The dynamics of itinerant electrons in topological insulator (TI) thin films is investigated using a multi-band decomposition approach. We show that the electron trajectory in the 2D film is anisotropic and confined within a characteristic region. Remarkably, the confinement and anisotropy of the electron trajectory are associated with the topological phase transition of the TI system, which can be controlled by tuning the film thickness and/or applying an in-plane magnetic field. Moreover, persistent electron wavepacket oscillation can be achieved in the TI thin film system at the phase transition point, which may assist in the experimental detection of the jitter motion (Zitterbewegung). The implications of the microscopic picture of electron motion in explaining other transport-related effects, e.g., electron-mediated RKKY coupling in the TI thin film system, are also discussed.

1. Introduction

The Zitterbewegung (ZB) effect, first described by Schrödinger [1], refers to the oscillatory motion of relativistic free electrons which is governed by the Dirac equation. Recently, with the rapid advance of spintronics, the ZB effect has been also studied in various systems including spin–orbit coupling (SOC) systems [2–7], monolayer and bilayer graphene [7–13], carbon nanotubes [14], topological insulators [7, 15, 16], Weyl semimetals [17], superconductors [18, 19], and ultra-cold atoms [20–22, 27]. Experimentally, the ZB effect has only been directly observed in trapped ion [23–26] and ultra-cold atomic systems [20, 27], and indirectly in solids states systems [27, 28]. The obstacles in observing this elusive phenomenon are due to the intrinsic properties of high oscillation frequency and rapid damping [2, 8, 29, 30].

In general, the ZB frequency scales with the energy gap and can be reduced in systems with narrow energy gaps, e.g., narrow gap semiconductors [31] and topological insulators [7]. At the same time, the oscillation of a wavepacket usually decays over time, which results from the interference between oscillations of different momentum-dependent frequencies [2, 8]. Therefore, for the ZB effect to be observed, it is crucial to prolong or even indefinitely sustain the oscillatory motion. There have been some proposals to achieve persistent ZB motion, for example, by using semiconductor nanowires [2], or time-dependent systems [32, 33]. In principle, we can also design a system in which the ZB oscillation frequency is independent of electron momentum. In this way, we can avoid the interference effect and render the ZB motion persistent and robust against damping.

In this work, we show that such persistent ZB motion can be realized in topological insulator (TI) thin films [34–37]. TI thin films differ from the more commonly studied semi-infinite TI slabs in that they have both a top and bottom surface, each of which can host surface states. The surface states on the two surfaces are coupled to each other due to the finite thickness of the film. In such thin films, the energy gap in the surface states can be controlled by applying an in-plane magnetic field [34] or tuning the thickness of...
the film [35–37]. Topological phase transitions can thus be induced by closing the gap. We show that at the transition point, there exists a momentum-independent oscillation frequency, which can give rise to persistent ZB oscillations of electron wavepackets. Furthermore, we find that the motion of electron in the \(x - y\) plane is anisotropic with respect to the injection direction and confined to a certain region of the TI film. The anisotropy of the electron motion due to the ZB effect has consequences for transport-related properties of the thin film system.

Here, we focus on the inter-layer interaction between two localized magnetic centers by means of the Ruderman–Kittel–Kasuya–Yosida (RKKY) mechanism [38–41]. The RKKY interaction has been extensively investigated in various systems such as superconductors [42–44], topological insulators [45–49], Weyl and Dirac semimetals [50–55], graphene [56–59], carbon nanotubes [60, 61], semiconductor quantum wires [62, 63], and tunneling junctions [64]. The RKKY interaction is mediated by the itinerant electrons.

Intuitively, one would then expect the enhancement of the RKKY interaction when the magnetic centers lie along a preferred direction of electron motion, and a corresponding suppression of the RKKY interaction when the electrons are prohibited from moving between the two centers. We find that, indeed, the anisotropy of the RKKY coupling is in line with that of the electron motion. We show that maximum RKKY coupling occurs when the separation between the two magnetic centers is perpendicular to the line connecting the Dirac points.

This manuscript is organized as follows. In section 2, we present the model Hamiltonian and derive the dynamics of both plane-wave and wavepacket electrons. We discuss the confinement of the electron trajectory and the regime conditions for persistent ZB oscillation. In section 3, the RKKY coupling is calculated in both the weak and strong hybridization limits, and its correlation with the electron motion is also discussed. Finally, section 4 contains a summary of our main conclusions.

### 2. Electron dynamics

We first consider a TI thin film subject to an in-plane magnetic field. For simplicity, we assume that the magnetic field is applied along the \(x\)-direction, so that the corresponding gauge field is \(A_B = -\hat{y} B z\). As the thickness \(d\) of the thin film is comparable to the surface state decay length, the two surfaces are hybridized. The effective Hamiltonian of the system is then [34]

\[
H_0 = \tau_z H_D(k - \tau_x k_B) + \tau_z \Delta, \tag{1}
\]

where \(H_D(k) = \hbar v_f (z \times \sigma) \cdot \hat{k}\) is the Dirac Hamiltonian describing the topological surface state, in which \(v_f\) is the Fermi velocity, \(\sigma\) the vector of Pauli spin matrices, and \(z\) the unit vector perpendicular to the film (see figure 1). \(\Delta\) is the hybridization parameter describing the coupling between the top and bottom surfaces, and \(\tau\) the vector of the Pauli matrices in pseudo-spin space that represents the electron occupancy at the top and bottom surfaces. For simplicity, we set \(\hbar = 1\), and introduce the characteristic momentum corresponding to the hybridization energy \(k_{\Delta} = \Delta / v_f\) and the wavevector corresponding to the magnetic field \(k_B = e / 2c B d\). The eigenenergies of the system are then given by

\[
E_r = sv_f k_r, \quad k_r = \sqrt{k_u^2 + k_\Theta^2} + 2\tau k_u k_\Theta \sin \Phi, \tag{2}
\]

in which \(s, \tau = \pm\) represent the real spin and pseudo-spin indexes respectively, and we define \(k_u = \sqrt{k_u^2 + k_\Theta^2}\), \(k_\Theta = \arctan k_u / k_{\Delta}\), and \(\Phi = \arctan k_u / k_{\Delta}\). The bandstructure of the TI film is depicted in figure 1. An energy gap of \(E_g = v_f (k_{\Delta} - k_B)\) is formed when \(k_{\Delta} > k_B\). Otherwise, the bandstructure is gapless, with the formation of two Dirac cones separated by \(2q_0 = 2\sqrt{k_B^2 - k_{\Delta}^2}\) along the direction perpendicular to the magnetic field. In particular, at the transition value \(k_{\Delta} = k_B\), the two Dirac cones merge to form a single cone.

The corresponding eigenstates are given by the four-vectors

\[
|\psi_{sr}\rangle = N_{sr} \begin{bmatrix} f_{sr} \\ g_{sr} \end{bmatrix} \tag{3}
\]

where \(N_{sr}\) are the normalization factors, and

\[
f_{sr} = (\tan \Theta - \tau \sec \Theta) \begin{bmatrix} \tau k_u - i e^{i\Phi} k_\Theta \\ k_r \\ k_u \end{bmatrix}, \tag{4}
\]
given by \[65\] equation (6) and give explicitly by

consider an electron injected into the top surface of the TI film with initial trajectory is bound within an area determined by the initial state (spin and momentum) of the electron and physical boundaries, e.g., edges or interfaces. However, we show that in the TI thin film system, the electron system. In general, a free electron can travel in a region as large as the area of the system defined by its translational motion related to the intraband interference, and an oscillatory part that is associated with the ZB motion [2, 8, 65, 66] and related to the interband interference. Our interest lies in the latter, which is given by [65]

\[
\hat{r}_2(k, t) = \sum_{i \neq j} \hat{r}_{ij}(k, t), \quad \hat{r}_{ij}(k, t) = \hat{A}_{ij} e^{i\Omega_{ij} t},
\]

in which \(\Omega_{ij} = (E_i - E_j)\), with \(i = (s, \tau)\) and \(\hat{A}_{ij} = i\hat{Q}_i \nabla_j \hat{Q}_j\) are the frequency and amplitude of the oscillation, respectively. In the above, we have introduced projection operators \(Q_{s\tau} = |\psi_{s\tau}\rangle \langle \psi_{s\tau}|\), so that the Hamiltonian (1) can be decomposed as \(H_0 = \sum_{s\tau} E_{s\tau} Q_{s\tau}\). We can further express the projection operators as

\[
\hat{Q}_{s\tau} = \frac{1}{4} (1 + s\hat{R})(1 + \tau \hat{T}),
\]

where \(\hat{R}\) and \(\hat{T}\) are involution operators satisfying \(\hat{R}^2 = \hat{T}^2 = 1, [\hat{R}, \hat{T}] = 0\). The explicit forms of these operators are given in appendix A. Due to the electron–hole symmetry of the eigenenergies given in equation (2), there are only four distinct beat frequencies corresponding to the differences between the energies of interfering eigenstates. These frequencies are given by

\[
w_\pm = 2v_1 k_\pm, \quad w_1 = v_1(k_+ + k_-), \quad w_2 = v_1(k_+ - k_-),
\]

where \(k_\pm\) is given by equation (2).

2.1. Bound trajectory

Having derived the position operator in equation (6), we now trace out the electron trajectory in the system. In general, a free electron can travel in a region as large as the area of the system defined by its physical boundaries, e.g., edges or interfaces. However, we show that in the TI thin film system, the electron trajectory is bound within an area determined by the initial state (spin and momentum) of the electron and the energy gap of the system. Consider an electron injected into the top surface of the TI film with initial spin state in the spin up direction and momentum \(k\) which is represented by the planewave \(|\psi_0(k)\rangle = e^{i\hat{k} \cdot \hat{r}} |\phi_0\rangle\). The position of the electron on the \(x-y\) plane at time \(t\) can be calculated from equation (6) and is given explicitly by

\[
x(k, t) = X_-(\cos w_- t - 1) - X_+ (\cos w_+ t - 1),
\]

\[
y(k, t) = Y_-(\cos w_- t - 1) - Y_+ (\cos w_+ t - 1) + Y_0 (\cos w_2 t - \cos w_1 t),
\]
where \( X_{\pm} = \frac{v_{f}^{2} (1 \pm \sin \Theta)(k_{x} \pm \delta_{x} \sin \Phi)}{w_{0}^{2}} \), \( Y_{\pm} = \frac{v_{f}^{2} (1 \pm \sin \Theta)k_{x} \cos \Phi \sin \Theta}{w_{0}^{2}} \), and \( Y_{0} = \frac{v_{f}^{2} 2 \cos^{2} \delta_{x} \cos \Phi}{w_{0}^{2} \Delta^{2}} \).

Corresponding expressions for other combinations of injected spin orientations and injection surfaces can be obtained from symmetry arguments. Equation (1) in terms of \( k_{\Delta} \) and \( k_{\parallel} \) is, explicitly,

\[
H / v_{f} = \tau_{z}(k_{y}\sigma_{x} - \sigma_{y}k_{x}) + k_{\Delta}\tau_{x} - k_{\parallel}\sigma_{x}.
\]

Equation (11) is invariant upon a simultaneous \( \tau \) reflection about the \( \tau_{x} \) axis and in-plane spatial inversion, i.e., \( \tau_{z} \rightarrow -\tau_{z}, x \rightarrow -x, y \rightarrow -y \). This implies that the \( x \) and \( y \) displacements of electrons injected into the top and bottom surfaces have the same magnitudes but opposite signs. Equation (11) is also invariant upon a simultaneous spin reflection about \( \sigma_{x} \) (\( \sigma_{xz} \rightarrow \sigma_{yx} \)) and reflection along the \( y \) axis (\( x \rightarrow -x, y \rightarrow y \)). This implies that spin up and spin down electrons injected into a given surface (top/bottom) have the same \( x \) displacements, and \( y \) displacements of the same magnitude but opposite signs.

The electron motion of an electron injected in the top surface with initial spin in the \(+z\) direction on the \( x-y \) plane is depicted in figures 2(a) and (b) for different ratios of \( k_{\Delta}/k_{\parallel} \). Taking the initial position of the electron to be the origin, it can be shown that \( \langle x(t) \rangle \geq 0 \) for \( k_{\Delta}/k_{\parallel} < 1 \), i.e., the electron is always confined in the \(+x\)-half of the \( x-y \) plane. On the other hand, when \( k_{\Delta}/k_{\parallel} > 1 \), the trajectory of the injected electron encompasses the origin as shown in figure 2(b).

It can be seen that the electron oscillation comprises both transverse and longitudinal modes. This is a manifestation of the four-band system illustrated in figure 1(b), where the quantum dynamics involves not just the evolution of the spin, but also the pseudo-spin degree of freedom, which in our case, represents the surface index (top and bottom surfaces). The electron trajectories in figures 2(a) and (b) indicate the presence of oscillations in both the transverse \( (y) \) and longitudinal \( (x) \) directions. Now in the conventional ZB picture, an electron injected along the \( x \)-direction would undergo oscillations in the transverse \( y \)-direction, due to the electron spin precession and spin-momentum locking. In this simple picture, the longitudinal oscillations do not seem to play a role. To explain the emergence of the longitudinal oscillations, we need to consider the pseudo-spin \( (\tau_{z}) \) degree of freedom. This can be ascribed to the precession of the pseudo-spin, which represents the back and forth tunneling between surfaces. From equation (1), this pseudo-spin dynamics is coupled to the longitudinal motion. Indeed, as shown in figure 2(d), the electron lies in the positive \( x \)-half when it is on the top surface, and would move to the negative \( x \)-half after tunneling to the bottom surface. Thus, the back and forth tunneling between the surfaces mediated by the hybridization \( \Delta \) translates into the oscillation of the electron motion in the longitudinal \( x \)-direction.

In the thick TI film limit where the top and bottom surfaces are decoupled, i.e., \( \Delta = 0 \) in the Hamiltonian equation (1), the motion of the electron is simply given by \( r(t) = \frac{1}{v_{f}}(z \times k) \left[ 1 - 2 \cos^{2} \kappa v_{f} t \right] \).
Surprisingly, a spin-up electron initially injected along the $x$-direction will only move in the $y$-direction, i.e., its trajectory is confined in a line perpendicular to the injection direction. This can be explained by considering the electron velocity given by $v = \partial_k H = v_l(z \times \sigma)$. The electron spin precesses as $\sigma = k \sin 2kv t$, yielding $v = \frac{v_l}{2}(z \times k) \sin 2kv t$, which is perpendicular to the momentum.

### 2.2. Wavepacket dynamics

In the previous section, we have considered the trajectory of a single electron. We now consider the more practical case of an electron wavepacket, which is a superposition of different momentum states. In general, the beat frequencies $w$ as given in equation (8) are dependent on the momentum. Thus, when evaluating the expectation value of the position operator for a wavepacket, the resulting interference of oscillations with different momentum-dependent frequencies would, in general, lead to a decay of the ZB over time. In order to sustain the ZB motion, we need to realize a scenario where at least one beat frequency is momentum-independent. We will show that such a scenario can be achieved by the appropriate choice of parameters such as hybridization energy and the in-plane magnetic field.

Suppose that the electron is injected in the $y$-direction, i.e., $k_x = 0$, $k_y = k$, and the hybridization and magnetic field are tuned so that $k_\Delta = k_0$. In this case, the beat frequencies of equation (8) are now given by

$$w_1 = 2v k_0, \quad w_2 = 2v k_0, \quad w_3 = 2v(k_a \pm k_0),$$

in which we recall that $k_a = \sqrt{k_\Delta^2 + k_0^2}$.

We can see that besides the three momentum-dependent frequencies, there is one frequency $w_2$ that is independent of momentum. At large time scales, we would expect the oscillations associated with the other three frequencies to decay away due to interference, while the oscillations associated with the $k$-independent $w_2$ frequency would persist. This is one of the main results of this paper.

To quantitatively verify the above intuitive picture of persistent ZB motion, we consider the electron wavepacket given by

$$|\psi_0(k)\rangle = a(k)|\phi_0\rangle,$$

where $|\phi_0\rangle$ is the initial state, and $a(k) = \frac{1}{\sqrt{2\pi}} e^{-(k-k_0)^2/2\pi}$ is the Gaussian distribution function that represents the spread of the electron state in momentum space, in which $k_0$ and $\delta k$ are the initial momentum and line-width, respectively. The expectation value of the position operator equation (6) for the above state is given by

$$r_Z(t) = \int dk |a(k)|^2 \langle \phi_0 | \hat{r}_Z(k, t) | \phi_0 \rangle,$$

where the integration is taken over momentum space. As a consequence of the wavepacket spread in $k$-space, the ZB will generally decay over time. In order to analytically describe the damping process, we will consider the narrow wavepacket limit, i.e., $\delta k/k_0 \ll 1$, so that the integration of the Gaussian function in equation (14) can be approximated by

$$r_Z(t) \approx r_Z(k_0, t) + \frac{\delta k^2}{4} - \nabla^2 r_Z(k_0, t).$$

up to $O(\delta k^4)$. In the above, the first term is the initial ZB oscillation with momentum $k_0$, and the second term represents the deviation of the ZB around the packet center. Substituting the position operator in equation (6), we have

$$\partial_{\hat{k}_i} \hat{r}(k, t) = \sum_j e^{i\Omega t} \partial_{\hat{k}_i} \hat{\mathcal{A}}_j - e^{i\Omega t} \hat{\mathcal{A}}_j (\partial_{\hat{k}_0} \Omega_j) t^2 + 2e^{i\Omega t \frac{\pi}{2}} \partial_{\hat{k}_i} \hat{\mathcal{A}}_j (\partial_{\hat{k}_0} \Omega_j) t,$$

in which $a = x, y$. The first term in the above describes oscillations with constant amplitude that are in-phase with the initial oscillation. The next two terms have time-dependent amplitudes that are linear and quadratic in time, respectively. Rearranging the equation (15), the ZB of a wavepacket can be expressed as

$$r_Z(t) = \sum_{i \neq j} r_{ij}(k_0, t) \left(1 - \frac{t^2}{T_{ij}^2}\right),$$

where the decay time is defined as

$$T_{ij} = \frac{2}{\delta k |\nabla \Omega_j| k_0|}$$

with the beat frequencies given by equation (8). At short $t$, the first term in equation (17) can be formally written as $r_Z(t) \approx \sum_{ij} r_{ij}(k_0, t) e^{-t^2/T_{ij}^2}$, which expresses the exponential decay of the ZB (see figure 3).
consider two magnetic centers separated by a separation distance that exceeds the confinement region. In order to verify this effect, we show that the RKKY coupling between the two magnetic centers does not depend on just the distance between them. R

In the previous section, we have shown that the electron trajectory is confined and may be highly anisotropic (see e.g., figure 2(a)). This has consequences for the transport-related properties of the system, such as the electron-mediated RKKY interaction. The confinement of the electron trajectory implies that the electrons are not able to mediate information, e.g. angular momentum, between magnetic moments such as the electron-mediated RKKY interaction. The confinement of the electron trajectory implies that the persistent mode do not depend on the initial momentum and width of the injected wavepacket and are independent of momentum at resonance where \( k_\Delta = k_0 \), the associated decay time \( T_s \) in equation (19) goes to infinity. This implies that the ZB related to this mode will be persistent. In this case, the steady state transverse oscillation is given by

\[
y(t) = Y_0(k_0) \cos(2\nu k_\Delta t).
\] (21)

In the limit of large hybridization \( k_\Delta \gg k_0 \), the persistent oscillation reduces to

\[
y(t) \approx A_{ZB} \cos(\omega_{ZB} t)
\]

where \( A_{ZB} = \frac{1}{k_\Delta} \) and \( \omega_{ZB} = 2\nu k_\Delta = 2\Delta \) being respectively the amplitude and frequency. This persistent oscillation is depicted by the orange line in figure 3(b). Surprisingly, both the amplitude and frequency of the persistent mode do not depend on the initial momentum and width of the injected wavepacket and are instead determined by a single parameter, i.e., the hybridization energy. Following equation (19), the ZB has a sharp transition from a transient to persistent mode at \( k_\Delta = k_0 \) at which the bulk gap closes (figure 1) and the TI film undergoes a topological phase transition [34]. We can hence refer to the persistent oscillation as a topological mode of electron oscillation.

3. Electron-mediated RKKY interaction

In the previous section, we have shown that the electron trajectory is confined and may be highly anisotropic (see e.g., figure 2(a)). This has consequences for the transport-related properties of the system, such as the electron-mediated RKKY interaction. The confinement of the electron trajectory implies that the electrons are not able to mediate information, e.g. angular momentum, between magnetic moments separated by a separation distance that exceeds the confinement region. In order to verify this effect, we consider two magnetic centers \( S_i \) \( (i = 1, 2) \) located at \( R_i \). The electron-mediated exchange interaction between the magnetic centers is modeled by

\[
H_{int} = \sum_{i=1,2} S_i \cdot \sigma (r - R_i),
\] (22)

where \( J \) is the exchange coupling. The exchange interaction can be considered as a perturbation to the Hamiltonian in equation (1). For simplicity, we assume that \( R_1 = (0,0) \), and \( R_2 = R(\cos \phi_R, \sin \phi_R) \). We show that the RKKY coupling between the two magnetic centers does not depend on just the distance \( R \), but also on the direction \( \phi_R \) between them.

In the framework of the second-order perturbation theory, the effective interaction between two magnetic impurities is given by [38–41, 48, 62, 64]

\[
H_{RKKY} = \frac{-J^2}{\pi} \text{Tr} \int_{-\infty}^{\infty} \text{d} \epsilon \text{Im} \left[ (S_1 \cdot \sigma) G(R, \epsilon^+) (S_2 \cdot \sigma) G(-R, \epsilon^+) \right], \tag{23}
\]
where $\epsilon^+ = \epsilon + i0^+$, Tr stands for the trace over the spin degree of freedom, and the expanded spin operator in spin and pseudo-spin spaces is defined as $\hat{\sigma} = \tau_0 \otimes \sigma$, in which $\tau_0$ is the identity matrix of rank 2. The Green’s function in real space is given by the Fourier transformation

$$G(R, \epsilon^+) = \int \frac{d^2 q}{A_{BZ}} G(q, \epsilon^+),$$

(24)

where $G(q, \epsilon^+) = [\epsilon^+ - H_0(q)]^{-1}$ is the Green’s function in momentum space, and $A_{BZ}$ is the area of the first Brillouin zone.

Let us first consider the weak hybridization limit, i.e., $k_\perp \ll k_B$. In this limit, the system is gapless and the two Dirac points are separated by $q_0 \approx k_B$. The analytical expression of the RKKY coupling can be obtained as (see appendix B for more details)

$$H_{\text{RKKY}}^{\text{peak}} = F_1(S_1 \cdot S_2) + F_2(S_1 \cdot \hat{u})(S_2 \cdot \hat{u}) + F_3 [\hat{u} \cdot (S_1 \times S_2)],$$

(25)

in which the range functions are

$$F_1 = -\cos(2R \cdot q_0) \frac{64\pi^2 \epsilon_f^2}{v_f^2 A_{BZ}^2 R^2} \sin \frac{2Re_f}{v_f},$$

(26)

$$F_2 = \cos(2R \cdot q_0) \frac{64\pi^2 \epsilon_f^2}{v_f^2 A_{BZ}^2 R^2} \sin \frac{2Re_f}{v_f},$$

(27)

$$F_3 = -\sin(2R \cdot q_0) \frac{64\pi^2 \epsilon_f^2}{v_f^2 A_{BZ}^2 R^2} \sin \frac{2Re_f}{v_f}.$$

(28)

In the above, $\hat{u} = (R \times x)$, with $R = R/R$ being the unit vector along $R$.

The RKKY coupling in equation (25) consists of three terms: the Heisenberg exchange, the spin-frustrated, and the Dzyaloshinsky-Moriya interaction terms. As shown above, the RKKY coupling exhibits not only the usual $R^{-2}$ distance dependence [48] in a semi-infinite thick TI slab with only a single surface, but also has an additional direction dependence due to the $\cos(2q_0 \cdot R)$ factor that is absent in the semi-infinite thick slab. This directional dependence stems from the contribution of the surface states on both surfaces of the film in mediating the effective exchange coupling, and the fact that the corresponding Dirac cones are separated in momentum space. In the case where the two magnetic impurities are separated along the $x$-direction, i.e., along the in-plane magnetic field direction, $k_B \cdot R = 0$ and the RKKY coupling reaches its maximum.

This can be explained by considering the process of indirect exchange coupling between the two magnetic moments via the itinerant electrons. When an electron is in close proximity to the first magnetic moment, its spin angular momentum is coupled to that of the magnetic moment. If there is finite electron overlap with the second magnetic moment, then its spin angular momentum is also coupled to the second moment. In this way, an effective exchange coupling arises between the two magnetic moments. The strength of the effective coupling depends on the rate and probability of electron overlap between one magnetic moment and the other. In other words, if the second magnetic moment is located at a position with little electron overlap with the first magnetic moment, then the coupling between the moments would be weak. Conversely, if the second magnetic moment is at a position where the electron has a high probability of overlap, the coupling will be enhanced. In our case, when the magnetic field is applied along the $x$-direction, the electron motion has a tendency of being confined along the same $x$-direction [see figure 2(a)]. This means that a second magnetic moment placed along the $x$-direction with respect to the first moment will have high probability of being coupled by an intermediary electron, thus inducing stronger RKKY coupling.

Although figure 1 shows only the results of a spin up electron injected on the top surface explicitly, the results of the symmetry analysis following equation (11) imply that the electron trajectory will still be confined along the $x$ direction for spins of other orientations injected into both the top and the bottom surfaces.

To quantify the correlation between the RKKY coupling and the electron trajectory, we will analyze the preferred direction of the electron motion. As the electron position oscillates over time as described in equation (9), we consider its average value $\bar{r}(k) = \lim_{T \to \infty} \frac{1}{T} \int_0^T r(t)$, which is explicitly given by

$$\begin{align*}
\bar{x}(k) &= - \frac{(k_x^2 - k_T^2) k_x \sin \Psi + k_y (k_n^2 + k_T^2 \cos 2\Phi) \sin \Theta}{2(k_n^2 + k_T^2 + 2k_n^2 k_T^2 \cos 2\Phi)}, \\
\bar{y}(k) &= - \frac{k_x \cos \Phi \sin \Theta (2k_n k_x \sin \Phi + (k_n^2 + k_T^2) \sin \Theta)}{2(k_n^2 + k_T^2 + 2k_n^2 k_T^2 \cos 2\Phi)}.
\end{align*}$$

(29)
In the limit of weak hybridization energy \( k_\Delta \ll k_B \), the above reduce to

\[
\vec{r}(k) = \frac{z \times (k - k_B)}{2|\vec{k} - k_B|^2}
\]  

(30)

Equation (30) is the time-averaged position of an electron with momentum \( \vec{k} \). Now, averaging the above over momentum space up to the Fermi wave-vector, we obtain

\[
\overline{\vec{r}} = -\frac{1}{2k_0^2}(z \times k_B),
\]  

(31)

which indicates that the electron will preferably move in the direction perpendicular to the direction separating the two Dirac cones. Therefore, when \( \vec{R} \) is parallel to \( \overline{\vec{r}} \), and thus perpendicular to \( k_B \), the RKKY coupling strength will be maximum. This is in line with the prediction based on the electron trajectory, as discussed above.

We note that in the above, the preferred motion direction was obtained based on the position of the plane-wave electron. Here, we show that the preferred direction is the same if we consider the electron wavepacket treatment. As the Gaussian function in the wavepacket picture is time-independent, it would not alter the position value after time-averaging. From equation (14), the average position of an electron wavepacket initially centered at \( k_0 \) is simply derived as

\[
\overline{\vec{r}}_0(k_0) = \frac{\sum |a(k - k_0)|^2 \vec{r}(k) \approx \vec{r}(k_0) + \delta \vec{r}(k_0)},
\]

where the deviation \( \delta \vec{r}(k_0) = k_0^2 \square \overline{\vec{r}}(k_0) \) follows equation (15) for a narrow wavepacket, with \( \vec{r}(k) \) given in equation (29). In the weak hybridization limit, applying equation (30), we find that the deviation \( \delta \vec{r}(k_0) \approx 0 \), which means that the preferred direction of motion of a wavepacket coincides with that of a plane-wave electron. This result thus suggests that one may use the wavepacket treatment in understanding properties of the RKKY coupling, besides the conventional plane Bloch wave approaches [38–40] in future works.

On the other hand, in the strong hybridization limit \( k_\Delta \gg k_B \), the RKKY coupling is given by (details are shown in appendix B)

\[
F_{\text{RKKY}}^{\text{strong}} = \tilde{F}_1(S_1 \cdot S_2) + \tilde{F}_2(S_1 \cdot \vec{u})(S_2 \cdot \vec{u}) + \tilde{F}_3[\vec{u} \cdot (S_1 \times S_2)],
\]  

(32)

where the range functions are now given by

\[
\tilde{F}_1 = -\frac{16\pi^2}{v_F^4 A_{BZ}} \Im \int_{-\infty}^{\epsilon_f} \mathrm{d} \epsilon A_1^2 + A_2^2 - B^2,
\]

(33)

\[
\tilde{F}_2 = -\frac{32\pi^2}{v_F^4 A_{BZ}} \Im \int_{-\infty}^{\epsilon_f} \mathrm{d} \epsilon B^2,
\]

(34)

\[
\tilde{F}_3 = \frac{32\pi^2}{v_F^4 A_{BZ}} \Im \int_{-\infty}^{\epsilon_f} \mathrm{d} \epsilon A_1 B,
\]

(35)

with \( A_1 = eK_0(R_{\text{Rus}}/\eta) \), \( A_2 = \Delta K_0(R_{\text{Rus}}/\eta) \), \( B = |w|K_1(R_{\text{Rus}}/\eta) \), and where \( w = \sqrt{\Delta^2 - \epsilon^2} \).

In this case, the surface states are gapped (see figure 1(d)), and the Dirac cones vanish. In this limit, the RKKY coupling becomes isotropic, i.e., it is independent of the angle between the magnetic centers. This result is consistent with the calculated electron trajectory in the gapped scenario, where its trajectory is almost isotropic in the 2D plane (see figure 2(c)). This can be further verified by considering the time-averaged electron position as outlined above, which is given by

\[
\overline{\vec{r}}_k = \frac{1}{k_0^2} \left( k_y - \frac{k_y^2}{k_\Delta} k_x \right).
\]  

(36)

The above goes to zero upon averaging over momentum space, so that there is no preferred direction of the electron motion in the 2D plane in this case.

We remark here that in the insulating phase, the TI film has been shown to have a diamagnetic response to an in-plane magnetic field [34]. As a consequence, the magnetic moments in the TI film may acquire an additional magnetic response and the steady state magnetization may change accordingly. However, the magnetic susceptibility is extremely small, i.e. on the order of \( 10^{-8} \) [34], which is several orders of magnitude smaller than even the small diamagnetic susceptibility of typical metals. The effect of the induced magnetization can thus be neglected in the bandstructure of the TI film. Since the RKKY coupling is derived from the bandstructure of the TI film, therefore it will not susceptible to this diamagnetic response.
In addition, we note that if the Fermi level lies within the gap in the insulating phase, the RKKY mechanism is no longer be valid as it relies on itinerant electrons. Instead, the indirect exchange coupling is now described by the van Vleck mechanism as discussed in previous works [67–69]. In our work, we assume that the Fermi level is finite, i.e., within the conduction band, and ignore the van Vleck coupling for simplicity.

4. Conclusion

In this paper, we investigated the anomalous motion of electrons in topological insulator thin films. First, we showed that due to the hybridization of the surface states with opposite helicities, a spin-polarized electron will undergo oscillatory motion within a confined region. Furthermore, the oscillation is anisotropic with the preferred direction being along the separation of the two Dirac points, a finding that can be ascribed to the anisotropy of the Fermi circle. As a consequence, the direction and distance dependence of RKKY interactions mediated by itinerant electrons between two magnetic impurities in thin TI films have a strong correlation with the electron motion. Interestingly, it was found that the RKKY coupling is maximized when two impurities at a fixed distance are positioned along the separation direction of the two Dirac points. This finding is consistent with the preferred direction of the confined electron motion.
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Appendix A. Involution operators

The decomposition of the Hamiltonian is represented by the following involution operators

\[
\hat{T} = \begin{pmatrix}
- \sin(\Theta) & 0 & 0 & - \cos(\Theta) \\
0 & - \sin(\Theta) & - \cos(\Theta) & 0 \\
0 & - \cos(\Theta) & \sin(\Theta) & 0 \\
- \cos(\Theta) & 0 & 0 & \sin(\Theta)
\end{pmatrix},
\]

(A1)

and

\[
\hat{R} = \begin{pmatrix}
0 & A & C & 0 \\
A^* & 0 & 0 & C^* \\
C^* & 0 & 0 & B^* \\
0 & C & B & 0
\end{pmatrix}
\]

(A2)

where \(A = bk_v \cos \Theta^2 + (a + b \sin \Theta)(ik_v e^{ib} + k_u \sin \Theta), \) \(B = bk_v \cos \Theta^2 + (a - b \sin \Theta)(ik_v e^{-ib} - k_u \sin \Theta), \) \(C = (ak_u + ibe^{ib} k_v) \cos \Theta \) in which \(a = -E^+ + E^-, \) \(b = -E^+ + E^-, \) and \(E^\pm = E_{\pm}. \) These expressions can be derived by noting from equation (7) that the projectors \(Q_{\alpha \beta} \) are linear sums of identity operators, \(\hat{R}, \hat{T}, \) and \(\hat{R}\hat{T}. \) The appropriate linear combination of the four \(Q_{\alpha \beta} \) would yield \(\hat{R} \) and \(\hat{T} \) can then be easily solved for to obtain \(\hat{T} = Q_{++} - Q_{+-} + Q_{-+} - Q_{--} \) and \(\hat{R} = Q_{++} + Q_{+-} - Q_{-+} - Q_{--}. \)

Appendix B. Green’s function

We consider two magnetic centers \(S_i (i = 1, 2) \) located at \(R_i. \) For simplicity, we assume that \(R_1 = 0, \) and \(R_2 = R. \) In the framework of second order perturbation theory, the effective interaction between two magnetic impurities is given by [38–41]

\[
H_{RKKY} = \frac{-\hbar^2}{\tau} \times \text{Tr} \left[ \int_{-\infty}^{\infty} \text{d}t \text{Im} \{ (S_1 \cdot \hat{\sigma}) G(R, \epsilon^+) (S_2 \cdot \hat{\sigma}) G(-R, \sigma^+) \} \right],
\]

(B1)
where \( \epsilon = E + i0^+ \), the spin operator is defined as \( \hat{\sigma} = \gamma_0 \otimes \sigma \), and \( \text{Tr} \) stands for tracing over the spin degree of freedom. The Green’s function in real space is given by the Fourier transformation

\[
G(R, \epsilon^+) = \int \frac{d^2q}{A_{BZ}} e^{i\mathbf{q} \cdot \mathbf{R}} G(q, \epsilon^+),
\]

(B2)

where \( G(q, \epsilon^+) = [\epsilon^+ - H_D(q)]^{-1} \) is the Green’s function in momentum space, and \( A_{BZ} \) is the area of the first Brillouin zone. Explicitly, the Green’s function be be written in block matrix form as

\[
G(q, \epsilon) = \begin{bmatrix} G_+ & G_{12} \\ G_{21} & G_- \end{bmatrix}.
\]

(B3)

B.1. Green’s function in the limit \( \Delta \ll \epsilon_B \)

In the limit \( \Delta \ll \epsilon_B = v_l q_0 \), the Green’s function matrix can be approximated as

\[
G_+(q) = [\epsilon - H_D(q - q_0)]^{-1}, \quad G_-(q) = [\epsilon + H_D(q + q_0)]^{-1}
\]

(B4)

\[
G_{12}(q) = \Delta G_+(q) G_-(q), \quad G_{21}(q) = \Delta G_-(q) G_+(q).
\]

(B5)

Explicitly,

\[
G_{\pm}(q) = \frac{1}{\epsilon^+ - v_l^2 q_0^2} \left[ \epsilon \mp H_D(q_\pm) \right],
\]

(B6)

where \( q_\pm = q \mp q_0 \).

The real space Green’s function can be obtained:

\[
G_{\pm}(\mathbf{R}, \epsilon^+) = -\frac{2\pi e^{i\mathbf{R} \cdot \mathbf{q}_0}}{v_l^2 A_{BZ}} \left[ \mp B(\hat{\mathbf{R}} \times \sigma) \right],
\]

(B7)

where \( A = \epsilon^+ K_0(|\mathbf{q}_0|) \) and \( B = |\epsilon^+| K_1(|\mathbf{q}_0|) \) with \( \eta = \frac{\mathbf{q}_0}{\eta} \), \( K_0(\eta) \) is the modified Bessel function of the second kind, and \( \hat{\mathbf{R}} = \mathbf{R} / R \) is the unit vector along the \( \mathbf{R} \). The off-diagonal Green’s functions can be expressed as the convolutions

\[
G_{12}(\mathbf{R}) = \Delta \int \frac{d\mathbf{R}'}{V} G_+(\mathbf{R}') G_-(\mathbf{R} - \mathbf{R}'),
\]

(B8)

\[
G_{21}(\mathbf{R}) = \Delta \int \frac{d\mathbf{R}'}{V} G_-(\mathbf{R} - \mathbf{R}') G_+(\mathbf{R}'),
\]

(B9)

which satisfy \( G_{12}(\mathbf{R})^\dagger = G_{21}(\mathbf{R}) \). Substituting the expression of \( G_{\pm} \) into the above, we obtain

\[
G_{12}(\mathbf{R}) = \Delta e^{-i\mathbf{R} \cdot \mathbf{q}_0} \left( \frac{2\pi}{v_l^2 A_{BZ}} \right)^2 \int \frac{d\mathbf{R}'}{V} e^{i\mathbf{R}' \cdot \mathbf{q}_0} \left[ A_\tau + B_\tau (\hat{\mathbf{R}} \times \sigma) \right]
\]

(B10)

\[
G_{21}(\mathbf{R}) = \Delta e^{-i\mathbf{R} \cdot \mathbf{q}_0} \left( \frac{2\pi}{v_l^2 A_{BZ}} \right)^2 \int \frac{d\mathbf{R}'}{V} e^{i\mathbf{R}' \cdot \mathbf{q}_0} \left[ A_{\tau - r} + B_{\tau - r} (\hat{\mathbf{R}} - \hat{\mathbf{r}} \times \sigma) \right]
\]

(B11)

Disregarding the off-diagonal elements \( G_{12}, G_{21} \), we have

\[
H_{\text{RKKY}} = F_1 (S_1 \cdot S_2) + F_2 (S_1 \cdot \hat{\mathbf{u}}) (S_2 \cdot \hat{\mathbf{u}}) + F_3 [(\hat{\mathbf{u}} \cdot (S_1 \times S_2))],
\]

(B12)

in which \( \hat{\mathbf{u}} = (\mathbf{R} \times \mathbf{z}) \), and the range functions are

\[
F_1 = I_1 \cos (2R \cdot q_0),
\]

(B13)

\[
F_2 = I_2 \cos (2R \cdot q_0),
\]

(B14)

\[
F_3 = I_3 \sin (2R \cdot q_0),
\]

(B15)

where

\[
I_1 = -\frac{16\pi f^2}{v_l^4 A_{BZ}} \text{Im} \int_{-\infty}^{\epsilon} \text{d} \epsilon (\lambda^2 + B^2) e^{i\lambda \epsilon},
\]

(B16)

\[
I_2 = \frac{32\pi f^2}{v_l^4 A_{BZ}} \text{Im} \int_{-\infty}^{\epsilon} \text{d} \epsilon (B^2) e^{i\lambda \epsilon},
\]

(B17)

\[
I_3 = -\frac{32\pi f^2}{v_l^4 A_{BZ}} \text{Im} \int_{-\infty}^{\epsilon} \text{d} \epsilon (AB) e^{i\lambda \epsilon}.
\]

(B18)
In the above, $e^\omega$ is a smooth cutoff function with $\lambda \to 0^+$ to avoid the divergence in integrating. Changing the integration variable to $\epsilon = v\eta/R$, the above integrals can be rewritten as $I_i \propto \frac{2\pi^2}{v_\eta R^3} \int_{-\infty}^{\infty} d\eta f(\eta)$, where $\eta = R\epsilon/v$. When $v\epsilon = 0$ and $\eta = 0$, the integral $\int_{-\infty}^{\infty} d\eta f(\eta)$ converges to a constant number so that the range functions depend on the distance as $R^{-3}$. For $\eta \gg 1$, we have approximations $\text{Im}(A^2) = \text{Im}(B^2) = \text{Im}(AB) \approx \pm \frac{\epsilon}{v^2}$. With the above, we can obtain the asymptotic range functions as

$$I_1 = I_3 = -I_2 = -\frac{32\pi f^2}{v_\eta A_{BZ}^2 R^3} \frac{\pi}{4} \left[ \cos \frac{2ReI}{v_\eta} + \frac{2ReI}{v_\eta} \sin \frac{2ReI}{v_\eta} - 2 \right]$$

$$\approx -\frac{64\pi f^2}{v_\eta A_{BZ}^2 R^2} \frac{2ReI}{v_\eta}$$

(B19)

which decay as $R^{-2}$. We note here that when only one surface state contributes to the RKKY coupling, one can set $q_0 = 0$ so that the spin-frustrated term vanishes, which is consistent with previous results [48].

The RKKY coupling consists of three terms: the Heisenberg, the Dzyaloshinsky-Moriya, and spin-frustrated terms. As can be seen, the RKKY couplings decay with distance as $R^{-2}$, which is consistent with previous results [48]. Furthermore, they are also anisotropic with respect to the direction between the two magnetic impurities, as can be seen from the $\cos(2R \cdot q_0)$ terms in the range functions.

### B.2. Green’s function in the limit $\Delta \gg \epsilon_B$

Int the limit $\Delta \gg \epsilon_B$, there is a gap opening of $2\Delta$ at the $\Gamma$-point. In this case, the Green’s functions can be obtained as

$$G(q) = -\frac{1}{\Delta^2 - \epsilon^2 + q^2} \left[ \epsilon + H_0(q) \right].$$

(B20)

The real space Green’s function obtained for $R \gg 1$ is

$$G(R) = -\int_{0}^{\infty} dq \frac{2\pi q}{A_{BZ} w^2 + q^2 v_\eta} \left\{ J_0(qR)(\epsilon + \tau_\epsilon \Delta) + i\tau_\epsilon J_1(qR)vq(z \times R) \cdot \sigma \right\},$$

(B21)

$$\approx -\frac{2\pi}{A_{BZ} v_\eta} \frac{1}{R} \left\{ K_0 \left( \frac{R|w|}{v_\eta} \right) (\epsilon + \tau_\epsilon \Delta) + i\tau_\epsilon |w| K_1 \left( \frac{R|w|}{v_\eta} \right) (z \times R) \cdot \sigma \right\},$$

(B22)

in which $w = \sqrt{\Delta^2 - \epsilon^2}$, and $J_0(x)$ is the Bessel function of the first kind.

The RKKY coupling reads as

$$H_{\text{RKKY}} = \vec{F}_1(S_1 \cdot S_2) + \vec{F}_2(S_1 \cdot \vec{u})(S_2 \cdot \vec{u}) + \vec{F}_3 [\vec{u} \cdot (S_1 \times S_2)],$$

(B23)

where the range functions are now given by

$$\vec{F}_1 = -\frac{16\pi f^2}{v_\eta A_{BZ}^2} \text{Im} \int_{-\infty}^{\epsilon} (\vec{A}_1^2 + \vec{A}_2^2 - \vec{B}^2),$$

(B24)

$$\vec{F}_2 = -\frac{32\pi f^2}{v_\eta A_{BZ}^2} \text{Im} \int_{-\infty}^{\epsilon} \vec{B}^2,$$

(B25)

$$\vec{F}_3 = \frac{32\pi f^2}{v_\eta A_{BZ}^2} \text{Im} \int_{-\infty}^{\epsilon} \vec{A}_1 \vec{B},$$

(B26)

where $\vec{A}_1 = \epsilon K_0 \left( \frac{R|w|}{v_\eta} \right)$, $\vec{A}_2 = \Delta K_0 \left( \frac{R|w|}{v_\eta} \right)$, $\vec{B} = |w| K_1 \left( \frac{R|w|}{v_\eta} \right)$.
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