Phase estimation with limited coherence
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We investigate the ultimate precision limits for quantum phase estimation in terms of the coherence, $\mathcal{C}$, of the probe. For pure states, we give the minimum estimation variance attainable, $\mathcal{V}(\mathcal{C})$, and the optimal state, in the asymptotic limit when the probe system size, $n$, is large. We prove that pure states are optimal only if $\mathcal{C}$ scales as $n$ with a sufficiently large proportionality factor, and that the rank of the optimal state increases with decreasing $\mathcal{C}$, eventually becoming full-rank. We show that the variance exhibits a Heisenberg-like scaling, $\mathcal{V}(\mathcal{C}) \sim a_n/\mathcal{C}^2$, where $a_n$ decreases to $\pi^2/3$ as $n$ increases, leading to a dimension-independent relation.
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Resource theory made possible to quantify in a rigorous way what arguably is, along with entanglement, the most fundamental of all quantum-mechanical properties: coherence [1–7]. Once coherence is recognized as a quantifiable resource, a natural question comes to mind: To what extent can central quantum-informational tasks be performed with a limited amount of coherence? Quantum state discrimination and estimation are two such tasks that arise in countless applications in quantum technologies. The relation between coherence and discrimination has been discussed in the literature. Hence, e.g., the role of coherence in wave-particle duality [8–14], where phase and path discrimination are instrumental, has been firmly established [15–18]. Likewise, the measure of coherence named robustness of coherence (RoC) [see Eq. 4 below] has been shown to have a clear operational meaning in phase discrimination [19, 20]. As to estimation, there is a large body of work addressing the construction of (unspeakable [21]) coherence (or asymmetry [22, 23]) quantifiers from quantum metrology [6, 7, 24]. However, to the best of our knowledge, the precise link between RoC—or other widespread quantifiers [4], such as the $l_1$ measure of coherence [1]—and estimation problems [25, 27] has not yet been tackled. Our aim is to take a step in this direction by addressing phase estimation in quantum interferometry [28] (for a comprehensive review see also [30]) when the amount of coherence allowed to prepare the probe state is limited according to some prescribed quantifier.

To be more specific, we approach phase estimation from a Bayesian viewpoint, assuming no prior knowledge of the phase that we wish to estimate, which possesses circular symmetry. Thus, we use the Holevo’s $2\pi$-periodicized variance [28, 29], defined as $\mathcal{V}(\hat{\theta}) = 4\sin^2[(\theta - \hat{\theta})/2]$, where $\hat{\theta}$ stands for the guessed value of the true phase $\theta$, to quantify the goodness of phase estimation [note that it respects circularity and approaches the standard square error/variance, $(\theta - \hat{\theta})^2$, as $\theta \to \theta$]. More precisely, we use the average

$$\mathcal{V}(\rho) = \min_{\chi} \sum_n \int_0^{2\pi} d\theta \int_{-\pi}^{\pi} \mathcal{V}^{\hat{\theta}}(\theta, \hat{\theta}) \text{tr}[U(\theta)\rho U^\dagger(\theta)E_\chi],$$

where the minimization is over all measurements, i.e., positive operator valued measures $\{E_\chi\}$, and assignment rules, $\chi \mapsto \hat{\theta}_\chi$ (i.e., outcome post-processings). This formulation provides us with a global estimator that works for any possible value that the phase, imprinted to the probe state $\rho$ through the unitary transformation $U(\theta)$, might have. Hereafter, we will refer to $\mathcal{V}(\rho)$ as variance for short.

It is well known [31] that $\mathcal{V}(\rho) = 2 - 2\sum_{k=0}^{n-1} |\rho_{k,k+1}|$, where $\rho$ is expressed in the eigenbasis, $\{|k\rangle\}_{k=0}^{2^n}$, of $U(\theta)$, so that $U(\theta) = \sum_{k=0}^{2^n} e^{-ik\theta}|k\rangle\langle k|$. The optimal probe state is pure, $\rho^* = |\phi^*\rangle\langle \phi^*|$, with $|\phi^*\rangle = \sum_{k=0}^{2^n} \frac{1}{n}\phi_k^*|k\rangle$ and

$$\phi_k^* = \sqrt{\frac{2}{n+2}} \sin\left(\frac{k+1}{n+2}\pi\right) > 0.$$  

Let $\mathcal{V}^*$ and $\mathcal{C}^*$ stand respectively for the absolute (unconstrained) minimum of $\mathcal{V}$ and the minimum RoC that is required to attain $\mathcal{V}^*$. It is known that [31]

$$\mathcal{V}^* = 4\sin^2\left(\frac{\pi}{2n+4}\right) \sim \frac{\pi^2}{n^2},$$

where $\sim$ stands for asymptotic behavior as $n \to \infty$ (hereafter asymptotics will always refer to this limit). We recall that RoC is defined as [19]

$$\mathcal{C}_R(\rho) := \min_{\tau} \left\{ s \geq 0 : \frac{\rho + s\tau}{s+1} \in \mathcal{J} \right\},$$

where $\tau$ are physical states and $\mathcal{J}$ is the set of incoherent states, i.e., density matrices diagonal in the reference basis under consideration. In our case, this is the eigenbasis.
of $U(\theta)$. It is known that for pure states RoC and the 1-norm of coherence, $C_l(\rho) = \sum_{k \neq k'} |\rho_{kk'}|$, coincide, thus, one has $C_R(\phi) = C_{l_2}(\phi) = (\sum_{k=0}^{n} \phi_k)^2 - 1$ for any generic pure state $|\phi\rangle = \sum_{k=0}^{n} \phi_k |k\rangle$. In particular, for $|\phi\rangle$, a straightforward calculation leads to

$$C^* = \frac{2}{n + 2} \text{cot}^2 \left( \frac{2n}{\pi} \right) - 1 \sim \frac{8n}{\pi^2} \quad (5)$$

We point out that $C^* < C_{\text{max}} := n$, where $C_{\text{max}}$ is the maximum coherence one can possibly have in a Hilbert space of dimension $n + 1$. In other words, maximally coherent probe states are not required for optimal phase estimation in the Bayesian framework. Note also that $C^*$ scales as $1/n^2$ (Heisenberg-limited scaling), and $C^*$ as $n$.

We now ask ourselves what is the minimum value of the variance that can be achieved if the probe has bounded coherence, $C_R(\rho) \leq C$, where $C$ is a given constant. In this case, what is the optimal probe state? These are meaningful questions since coherence is a valuable resource and often limited in physical implementations. These questions are also meaningful from a fundamental perspective and they are answered below.

Our results can be summarized as follows. For pure states, and in the asymptotic limit, we give analytic expressions of the minimum variance as a function of the available amount of coherence $C$. We prove that pure states are optimal if the coherence ratio $c := C/C^*$ is above 82%. Below this ratio, pure states are suboptimal, which may come as a surprise. We also show that for $62\% < c < 82\%$ the optimal state is actually a rank 2 mixed state, and we give its expression in the asymptotic limit. In the low coherence regime ($c < 62\%$), we introduce a simple model of the optimal state that provides a very tight upper bound (hence a good approximation) to the minimum variance and proves the suboptimality of pure states. Finally, with independence of the probe-state size $n$, we find the ultimate phase estimation precision achievable with limited coherence. The minimum variance is shown to scale as $1/C^2$.

**Pure probe states.** We first focus in probes of (asymptotically) large dimensionality, prepared in a pure state. We write the variance as $V = 2S/(n + 2)^2$, where

$$S = \sum_{k=0}^{n} \frac{1}{2} \left( \frac{\phi_{k+1}/\sqrt{\epsilon} - \phi_k/\sqrt{\epsilon}}{\epsilon} \right)^2, \quad (6)$$

and we have defined $\epsilon = 1/(n + 2)$, $\phi_{n+1} := 0$. Asymptotically, $\epsilon k$ effectively becomes a continuous variable, $t \in [0, 1]$, the term in the parenthesis becomes a derivative with respect to $t$, and the sum approaches $S = \int_{0}^{1} (1/2) x^2(t) dt$, which we identify as the “action of a free particle” whose position is given by $x(t)$, with $x(\epsilon k) = \phi_{k+1}/\sqrt{\epsilon}$, $k = 1, 2, \ldots, n + 1$, and the boundary conditions $x(0) = x(1) = 0$. We need to introduce Lagrange multipliers to take into account the normalization of the probe state, $\sum_{k=0}^{n} \phi_k^2 = 1$; the maximum amount of coherence allowed, $\sum_{k=0}^{n} \phi_k \leq (C + 1)^{1/2}$; and the non-negativity of the coefficients, $\phi_k \geq 0$. Adding these constraints, the “free action”, given above, becomes

$$S = \int_{0}^{1} \left\{ \frac{1}{2} x^2(t) - \frac{\omega^2}{2} \left[ x^2(t) - 1 \right] - \mu^2 [x(t) - l] + \sigma(t)x(t) \right\}, \quad (7)$$

in the asymptotic limit. Here the parameter $l$ is related to the maximum amount of coherence allowed, $C$, through $l = [(C + 1)/(n + 2)]^{1/2}$, the multipliers $\omega, \mu^2$ and $\sigma(t)$ are non-negative and $\mu \int_{0}^{l} [x(t) - l] dx = 0$, $\sigma(t)x(t) = 0$ (slackness conditions).

The Euler-Lagrange equation gives the ODE that $x(t)$ must fulfill to minimize $S$, and thus $V$ itself:

$$\ddot{x} + \omega^2 x + \mu^2 = 0, \quad (8)$$

For sufficiently large $l$ (namely, $C \geq C^*$) the constraint $\int_{0}^{l} x(t) dt \leq l$ is not active and thus $\mu = 0$. Eq. (8) becomes the ODE of a harmonic oscillator and the solution that satisfies the remaining constraints and the boundary conditions is $x(t) = \sqrt{2\sin(\pi t)}$, which is the asymptotic (continuous) version of $\phi_k^*$ given in Eq. (2). When the constraint is active ($\mu^2 > 0$), the solution of Eq. (8) that satisfies the normalization and limited-coherence constraint, along with the boundary conditions, is

$$x(t) = 2A(\omega) \sin \left( \frac{\omega t}{2} \right) \sin \left[ \frac{\omega(1 - t)}{2} \right] \quad (9)$$

where the normalization factor, $A(\omega)$, can be written as $A(\omega) = [1 + (\cos \omega)/2 - (3 \sin \omega)/(2\omega)]^{-1/2}$ and $\omega$ is not arbitrary, but satisfies

$$l = f(\omega) := A(\omega) \left[ \frac{\omega}{2} \sin \left( \frac{\omega}{2} \right) - \cos \left( \frac{\omega}{2} \right) \right]. \quad (10)$$

All the required conditions are satisfied if $\pi \leq \omega \leq 2\pi$, and $\lim_{\omega \to \pi} x(t) = \sqrt{2\sin(\pi t)}$, as it should be. The solution in Eq. (9) is shown in the top row of Fig. 4 for various values of $\omega$ (solid line) along with the (scaled) coefficients $\phi_k$, obtained by numerical optimization (points). Note the perfect agreement between analytical and numerical results.

Substituting now Eq. (9) in Eq. (7), we obtain the minimum “action”: $S = S(\omega) := (\omega^2/4) A^2(\omega) [1 - (\sin \omega)/\omega]$. At the lower end of the $\omega$ interval, $\omega = \pi$, one can check that the optimal unconstrained variance $V^* \equiv S$ is recovered. As a result of this derivation, we have managed to express $V$ and $C$ [through $S$ and $l$] in terms of the parameter $\omega \in [\pi, 2\pi]$.

However, if $\omega > 2\pi$, the solution in Eq. (9) does not satisfy $x(t) \geq 0$ in the entire interval $[0, 1]$. We thus need an alternative solution. There must exist an interval $(a, 1] \subset [0, 1]$ (the so-called coincidence set) where the
alternative solution satisfies \( x(t) = 0 \) [and \( \sigma(t) > 0 \)]. In the complementary region, \([0, a] \) the solution that satisfies the requirements (including now differentiability at \( t = a \)) can be shown to be

\[
x(t) = \sqrt{\frac{8}{3a}} \sin^{2} \left( \frac{\pi t}{a} \right), \quad 0 \leq t \leq a
\]

(and, as mentioned, zero elsewhere) \([37]\). In this regime one has \( l = (2a/3)^{1/2} \) and \( S = 2\pi^{2}/(3a^{2}) \). From the expression of \( l \), we see that the support of the optimal pure state begins to shrink as soon as the coherence ratio \( c \) falls below \( \pi/12 \approx 82.2\% \) (see Fig. [1]), so, effectively, the optimal pure state has smaller dimensionality, \( n' \sim (12c/\pi^{2})n < n \), which explains why pure states, as we will find below, are not optimal in this regime. The bottom row of Fig. [1] contains three plots of \( x(t) \) in Eq. (11), showing perfect agreement with numerical data.

**Fig. 1.** The solid lines show the shape of the optimal asymptotic pure state, Eqs. (9) and (11), for various values of \( \omega \) (top row) and \( a \) (bottom row). The dots are the points \((k, \phi_{k-1}/\sqrt{\epsilon})\), \( k = 1, 2, \ldots, n + 1 \), for \( n = 40 \), where the coefficients \( \phi_{k} \) are computed by numerical optimization. In the top row \( \omega = \pi, 3\pi/2, 2\pi \) (\( c = 1.00, 0.95, 0.82 \), respectively). In the bottom row \( a = 3/4, 1/2, 1/4 \) (\( c = 0.62, 0.41, 0.21 \), respectively).

**General probe states.** Optimal phase estimation with limited RoC can be easily cast as a semidefinite program (SDP) \([33]\):

\[
\mathcal{V} = \min_{\rho, \tau} \text{tr} (H\rho) \quad \text{subj. to} \quad \begin{cases} \rho + \mathcal{C} \tau \in \mathcal{J} \text{ (diagonal)}, \\ \rho \geq 0, \quad \tau \geq 0, \\ \text{tr} \rho = \text{tr} \tau = 1, \end{cases}
\]

where we have introduced the \((n+1) \times (n+1)\) matrix \( H = \text{tridiag}(-1, 2, -1) \) (the discrete 1-D Laplace operator), to write the variance as \( \mathcal{V}(\rho) = \text{tr} (H\rho) \), and the first constraint enforces the condition \( \mathcal{C} \rho (\mathcal{C} \rho) \leq \mathcal{C} \) [see Eq. (4)].

SDPs can be very efficiently solved numerically. Fig. [2] shows plots of \( v \) vs \( c \) for various values of \( n \) (solid lines and dots). The (rounded) kinks in the curves call for a comment. A close look at the structure of \( \rho \) provided by the SDP solutions shows that its rank increases by one at each subsequent kink as \( c \) decreases, eventually becoming a full rank incoherent state \([38]\). The first occurrence takes place at \( c = \pi^{2}/12 \), where the (pure state) solution \( x(t) \) changes regime, from Eq. (9) to Eq. (11), and pure states cease to be optimal.

**Optimality/suboptimality of pure states.** Fig. [2] clearly shows that in our constrained optimization problem, mixed states perform better than pure states when the ratio \( c \) is less than about 82\%. We prove in the supplemental material \([34]\) that this advantage persists in the asymptotic limit. Beyond the numerical evidence provided by this plot, we also prove in full detail that pure states are indeed optimal for larger values of \( c \). The proof consists in finding a feasible solution of the dual SDP —and hence a lower bound to the optimal solution—that is attained by our pure state result in Eq. (9). This can be achieved provided \( c \) is in the range \( 1 \geq c \geq \pi^{2}/12 \approx 82.2\% \).

Outside this range, this very same feasible dual solution leads to the asymptotic lower bound \( 4(1-8c/\pi^{2}) \leq v \) (dashed black straight line in the inset of Fig. [2]), that is not attainable with pure states (dashed red curve), except at the single point \( c = \pi^{2}/12 \). In \([34]\), we show that this lower bound is attained, as \( n \to \infty \), by the rank two probe state

\[
\rho = \frac{3\ell^{2}}{2} |\phi_{\text{even}}\rangle \langle \phi_{\text{even}}| + \left( 1 - \frac{3\ell^{2}}{2} \right) |\phi_{\text{odd}}\rangle \langle \phi_{\text{odd}}|,
\]

for \( \pi^{2}/16 \leq c < \pi^{2}/12 \) (\( \sqrt{1/2} \leq \ell \leq \sqrt{2/3} \), respectively),
where
\[ |\phi\rangle_{\text{even}} = \sqrt{\frac{8}{3(n+2)} \sum_{k=0}^{n} \sin^2 \left( \frac{k+1}{n+2} \pi \right) |k\rangle}, \quad (14) \]
\[ |\phi\rangle_{\text{odd}} = \sqrt{\frac{2}{n+2} \sum_{k=0}^{n} \sin \left( 2\pi \frac{k+1}{n+2} \right) |k\rangle}. \quad (15) \]

Here, even/odd refers to the obvious symmetry of these states. Hence, the state in Eq. (13) is optimal (or in other words, pure states are suboptimal) in this range of \( c \). As a by-product, we have the exact analytical solution of our optimization problem for \( c \geq 61.7\% \) [Eqs. (9) and (13)].

**Low coherence regime.** Because of the increasing rank of \( \rho \), it becomes much harder to carry out the detailed analysis above for lower values of the coherence. Instead, we introduce a simple ansatz for the probe state \( \rho \) that is shown to give a very tight upper bound to the asymptotic optimal curve \((c,v)\) and proves the suboptimality of pure states when \( c \leq 61\% \). It is given by
\[
\hat{\rho}(s) = \frac{2}{n+2} \sum_{k,k'=0}^{n} \sin \left( \frac{k+1}{n+2} \pi \right) \sin \left( \frac{k'+1}{n+2} \pi \right) \times \sin \left( \frac{k-k'}{s+1} \pi \right) |k\rangle \langle k'\rangle, \quad s \geq 0, \quad (16)
\]
where we use the common definition \( \sin x := (1/x) \sin x \). The operator \( \hat{\rho}(s) \) is a proper physical state, as it is the result of (partially) twirling the optimal state in Eq. (2):
\[
\hat{\rho}(s) = T_s(\rho^*), \quad \text{where } T_s = \int_{-\alpha}^{\alpha} U(\phi) \rho U^\dagger(\phi) d\phi/(2\alpha), \quad \text{with } \alpha = \pi/(s+1).
\]
As \( s \) approaches zero, \( T_s \) becomes fully decohering, and \( \mathbb{E}_R(\hat{\rho}(0)) = 0 \). If, on the other hand, \( s \) is of order \( n \), one expects that coherence will not decrease significantly. It turns out that \( s \) is a good approximation to \( \mathbb{E}_R(\hat{\rho}(s)) \) if \( s < n/2 \), but the precise functional relation between these two quantities seems hard to establish and we will content ourselves with finding a bound.

To this end, let us consider the trace-one operator
\[
\tau = \frac{2(s+1)}{s(n+2)} \sum_{k=0}^{n} \sin^2 \left( \frac{k+1}{n+2} \pi \right) |k\rangle \langle k\rangle - \frac{\hat{\rho}(s)}{s}. \quad (17)
\]
We note that \( \tau = (s+1)(1-M) \rho^\dagger/s \), where \( \rho \) stands for the Hadamard product in our reference basis, \( \{|k\rangle\}_{k=0}^{n} \), and
\[
M = \sum_{k,k'=0}^{n} \frac{\sin \left( \frac{k-k'}{s+1} \pi \right)}{s+1} |k\rangle \langle k'\rangle. \quad (18)
\]
The matrix \( M \) is a discrete version of the Dyson (or sinc) kernel, widely used in signal processing, random matrices and numerical analysis [35,36]. It is known that the maximum eigenvalue of \( M \) is one, from which it follows that \( \tau \geq 0 \) (we recall that the Hadamard product of positive semidefinite matrices is a positive semidefinite matrix), and thus \( \hat{\rho}(s) + 77/12 \in \mathcal{J} \) (i.e., it is incoherent). We conclude from Eq. (14) that the RoC of \( \hat{\rho}(s) \) is bounded as \( \mathbb{C} \leq s \). By a straightforward calculation, the variance of our ansatz satisfies
\[
\mathcal{V}(\hat{\rho}(s)) \leq 2 - (2 - \mathcal{V}^\tau) \sin \left( \frac{\pi}{\mathbb{C}+1} \right). \quad (19)
\]
Taking the limit \( n \to \infty \) we obtain the asymptotic curve
\[
v = 1 + \pi^4/192c^2, \quad (20)
\]
represented by the blue dashed line in Fig. 2. By construction, it is an upper bound to the optimal asymptotic curve \((c,v)\), and rigorously proves that for low coherence \((c \leq 62\% \) pure probe states are suboptimal. Numerical results, also shown in Fig. 2 reveal that actually Eq. (20) gives a very good approximation to the optimal asymptotic curve if \( c \leq 50\% \). The approximation is seen to improve with decreasing \( c \).

**Dimension independent bounds.** So far we have assumed that the value of \( n \), the size of the probe system, is given and the optimization has been carried out for such fixed values. Our aim is now to lift this condition, so that coherence is the only restriction placed on the estimation problem. From Eq. (19) and the short discussion that follows Eq. (20) one immediately has
\[
\mathcal{V} \lesssim \mathcal{V}_{\text{lim}}(\mathbb{C}) := 2 - 2 \sin \left( \frac{\pi}{\mathbb{C}+1} \right), \quad (21)
\]
which is obtained for \( n \to \infty \) and \( \rho \) of full rank. The product \( \mathbb{C}^2 \mathcal{V}_{\text{lim}}(\mathbb{C}) \) is plotted in Fig. 3 (black solid lines) along with some numerical data (points) and the finite-\( n \) upper bound in Eq. (19) (dot-dashed lines), where brown, orange and blue correspond to \( n = 100, 160, \) and 220, respectively. Fig. 3 provides strong evidence that \( \mathcal{V}_{\text{lim}}(\mathbb{C}) \) is also a lower bound and, thus, the exact asymptotic expression of \( \mathcal{V}(\mathbb{C}) \). The analog of Eq. (21) for pure states can be easily derived from the expressions of \( S \) and \( t \) after Eq. (11): \( \mathcal{V}_{\text{lim}}^\text{pure}(\mathbb{C}) = (16/27)\pi^2/(\mathbb{C}+1)^2 \) (red solid line in Fig. 3). Once again, the plot illustrates that pure states are not optimal. For large values of \( \mathbb{C} \), \( \mathcal{V}_{\text{lim}}(\mathbb{C}) \) has the asymptotic form
\[
\mathcal{V}_{\text{lim}}(\mathbb{C}) \sim \pi^2/3 \mathbb{C}^2 \quad (22)
\]
(black dashed line; in red for pure states). This scaling of the (ultimate) variance resembles that of Heisenberg-limited quantum interferometry/metrology, with coherence playing the role of the probe-state dimension.
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FIG. 3: The graphs of $\mathcal{C}^2 V_{\text{inf}}(\mathcal{C})$ (black solid line) and $\mathcal{C}^2 V_{\text{inf}}^{\text{pure}}(\mathcal{C})$ (red solid line). Here, the product $\mathcal{C}^2 \mathcal{V}$ is used instead of $\mathcal{V}$ to better exhibit the convergence of the numerical data (colored points) to the analytic curves and the large $\mathcal{C}$ behavior (dashed lines) of the variance (i.e., its scaling as $1/\mathcal{C}^2$). The analogous graphs derived from the $n$-dependent bound in Eq. (19) are also plotted (dot-dashed lines). Brown, orange, and blue correspond to $n = 100, 160$ and $220$, respectively.
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SUPPLEMENTAL MATERIAL

Dual SDP

In this section, we derive the expression of the semidefinite program (SDP) dual to that in Eq. (12) in the main text (MT). From this equation we can write down the “Lagrangian”:

\[ L = tr (H\rho) + r (tr \rho - 1) + y (tr \tau - 1) \]
\[ + tr [\rho (C + \tau Z)] - tr (\rho R) - tr (\tau T), \]

where \( Z \) is a hermitian matrix with zeros in its main diagonal. It consists of the Lagrange multipliers that enforce the constrain \( \rho + C \tau \in \mathcal{H}. \) Likewise, \( y, r \in \mathbb{R} \) are also Lagrange multipliers, and the matrices \( R \) and \( T \) are positive semidefinite. Eq. (1) can be rearranged as

\[ L = tr [\rho (H + r \mathbb{1} + Z - R)] \]
\[ + tr [\tau (y \mathbb{1} + \mathbb{C} Z - T)] - r - y. \]

(2)

With the choice

\[ R = H + r \mathbb{1} + Z, \]
\[ T = y \mathbb{1} + \mathbb{C} Z, \]

(3)

(4)

one gets rid of the matrices \( \rho \) and \( \tau \) in Eq. (2) and the Lagrangian becomes \( L = -(y + r). \) Hence, the dual program can be cast as

\[ V = - \min_{y,r,Z} (y + r) \text{ subj. to } \begin{cases} 
\triangle(V) = 0, \\
y \mathbb{1} + \mathbb{C} Z \geq 0, \\
H + r \mathbb{1} + Z \geq 0, 
\end{cases} \]

\[ \triangle(Z) = 0, \]

(5)

where \( \triangle \) is the dephasing operation,

\[ \triangle(\rho) := \sum_{k=0}^{n} |k\rangle \langle k| \rho |k\rangle \langle k|. \]

(6)

In is more common (but, obviously, equivalent) to introduce the variables \( y \) and \( r \) with opposite sign and express the minimum variance as \( V = \max_{y,r,Z} (y + r). \) It is then (even more) apparent that any feasible solution of the primal (dual) problem is an upper (lower) bound to \( V. \)

Lower bound and optimality of pure probe states

Here we prove the optimality of pure states. By choosing a particular simple form for \( Z, \) we will find a feasible solution of the dual SDP, Eq. (5). This will provide a lower bound to \( V. \) We will then check its attainability with pure states. Attainability will hold if the allowed coherence is greater than \( \pi^2/12 \approx 82.2\% \) of \( \mathbb{C}^n. \)

Let us assume that \( Z = z(|\Psi^+\rangle \langle \Psi^+| - \mathbb{1}), \) where \( z \geq 0 \) and \( |\Psi^+\rangle = \sum_{k=0}^{n} |k\rangle \) is the (unnormalized) maximally coherent pure state. The eigenstates of \( y \mathbb{1} + \mathbb{C} Z \) are: (i) the state \( |\Psi^+\rangle \) itself, and (ii) any orthonormal basis of the \( n \)-dimensional subspace orthogonal to \( |\Psi^+\rangle. \) The corresponding eigenvalues are (i) \( y + nz \) and (ii) \( y - z \mathbb{C}, \) where the latter has multiplicity \( n. \) Thus, we have that \( y \geq z \mathbb{C}, \) and the dual SDP becomes

\[ - \min (r + z \mathbb{C}) \text{ subject to } R \geq 0, \]

(7)

where \( R \) [the second constraint in Eq. (5)] can be written as \( R = H + (r - z) \mathbb{1} + z|\Psi^+\rangle \langle \Psi^+|. \)

Let us find the normalized eigenstate \( |\varphi\rangle := \sum_{k=0}^{n} b_k |k\rangle \) of \( R \) associated to the minimum eigenvalue, i.e., the coefficients \( \{b_k\}_{k=0}^{n}, \) with \( \sum_{k=0}^{n} b_k^2 = 1, \) that minimize

\[ \mathcal{R} := \langle \varphi | R |\varphi\rangle = \langle \varphi | H |\varphi\rangle + r - z + z |\Psi^+\rangle \langle \Psi^+| |\varphi|^2 \]

(8)

for given \( r, z. \) This will be done in two steps. We will first constrain the state \( |\varphi\rangle \) to satisfy the additional condition

\[ \langle \Psi^+| |\varphi\rangle := \sum_{k=0}^{n} b_k = (n + 2)^{1/2} \kappa = \kappa / \sqrt{r} \]

for given \( \kappa. \) In a second step we will minimize over \( \kappa. \) We can choose \( \kappa \geq 0 \) without loss of generality.

If \( \kappa = 0, \) the minimization of \( \mathcal{R} \) is straightforward, since the last term in Eq. (8) vanishes. One can verify that in this case the minimum is attained by \( |\varphi\rangle = |\psi_{\text{odd}}\rangle, \) where \( |\psi_{\text{odd}}\rangle \) is defined in Eq. (10) (MT). This state clearly has \( \kappa = 0, \) since its components satisfy the relation \( b_k = -b_{n-k}. \) In this regime, we have

\[ \min_{|\varphi\rangle} \mathcal{R} \sim \frac{4 \pi^2}{n^2} + r - z. \]

(9)

If \( \kappa > 0, \) we immediately realize that the minimization of \( \mathcal{R} \) was already carried out when we dealt with pure states in the MT, provided we drop the positivity condition, \( b_k \geq 0, \) \( k = 0, 1, \ldots, n \) [i.e., provided \( \sigma(t) \equiv 0 \) in Eq. (7) of the MT], where now \( b_{k-1} / \sqrt{\kappa} \) and \( \kappa \) play the role of \( x(k) \) and \( l, \) respectively. Reusing the results there, we have that the shape of \( \{b_k\}_{k=0}^{n} \) for large \( n \) is given by Eq. (5) (MT), and

\[ \mathcal{R} \sim \frac{2 S(\omega')}{n^2} + (n\kappa^2 - 1) z + r. \]

(10)

The parameter \( \omega', \) analogous to \( \omega, \) is such that \( \kappa = f(\omega'), \) where the functions \( f \) and \( S \) are defined in Eq. (10) and in the lines that follow in the MT. We now trade \( \kappa \) for \( \omega' \) and minimize over \( \omega'. \) The minimum of \( \mathcal{R} \) is easily seen to be at a value of \( \omega', \) \( \pi \leq \omega', \) satisfying

\[ n^3 z \sim \frac{\omega'^2}{1 - (2/\omega') \tan(\omega'/2)}. \]

(11)

Note that \( z = 0 \) implies \( \omega' = \pi, \) as it should be. Note also that because we dropped the positivity condition on \( b_k \) [and, thus on \( x(t) \)], the parameter \( \omega' \) is now unbounded from above. We will not attempt to invert Eq. (11), instead (and again) we parameterize everything in terms
of \( \omega' \). Despite the cumbersome algebra involved, we obtain the remarkably simple result
\[
\min R \sim \frac{\omega'^2}{n^2} + r - z, \quad (12)
\]
where \( z \) is given in terms of \( \omega' \) by Eq. (17).

A glance at Eqs. (9) and (12) shows that the former (latter) gives the true minimum eigenvalue of \( R \), \( \lambda_{\text{min}} \), if it holds that \( \omega' \geq 2\pi \) (if \( \pi \leq \omega' \leq 2\pi \)). These expressions are compared to the minimum eigenvalue of \( R \), obtained numerically, in Fig. 1.

Let us first assume that \( \lambda_{\text{min}} \) is given by Eq. (12). Then, it follows from \( R \geq 0 \) that
\[
r \sim \frac{\omega'^2}{n^2} \left\{ \frac{1/n}{1 - (2/\omega') \tan(\omega'/2)} - 1 \right\}. \quad (13)
\]
Using this in Eq. (7) we see that it just remains to minimize
\[
r + zC \sim \frac{\omega'^2}{n^2} \left[ \frac{l^2}{1 - (2/\omega') \tan(\omega'/2)} - 1 \right], \quad (14)
\]
over \( \pi \leq \omega' \leq 2\pi \), where we recall that \( l \) is defined in terms of \( C \) as \( l = [(C + 1)/(n + 2)]^{1/2} \). Taking derivative with respect to \( \omega' \), this straightforward unconstrained minimization leads to the condition \( f(\omega') = l = f(\omega) \), where we have used Eq. (11) (MT). In the given range of \( \omega' \), this last equation has the unique solution \( \omega' = \omega \).

Substituting this value back in Eq. (14) we obtain
\[
- \min(r + zC) \sim \frac{2S(\omega)}{n^2}. \quad (15)
\]
This is the asymptotic solution for pure states obtained in the MT. Thus, we have shown that pure states are optimal in this regime of high coherence, or more precisely, they are optimal provided \( c = C/C^* \geq \pi^2[f(2\pi)]^2/8 = \pi^2/12 \approx 0.822 \).

Let us now assume that \( \lambda_{\text{min}} \) is given instead by Eq. (9). Then \( z \geq 4\pi^2/n^3 \), where this lower limit is obtained by substituting \( \omega' = 2\pi \) into the right hand side of Eq. (11). The positivity of \( R \) requires that \( r \geq z - 4\pi^2/n^2 \), and
\[
r + zC \sim (1 + C)z - \frac{4\pi^2}{n^2}, \quad z \geq \frac{4\pi^2}{n^3}. \quad (16)
\]
With this, the minimum in Eq. (7) gives the following lower bound to \( V \):
\[
\frac{4\pi^2}{n^2} \left( 1 - \frac{C + 1}{n} \right) \leq V, \quad (17)
\]
where the second term in the parenthesis cannot be discarded in the asymptotic limit because, as we recall, \( C \) typically is \( O(n) \). Actually, Eq. (17) can be more conveniently written for our purposes as
\[
4 \left( 1 - \frac{8}{\pi^2 c} \right) \leq h. \quad (18)
\]
This lower bound is not attainable with pure probe states (except at the point \( c = \pi^2/12 \)), as discussed in the MT and shown in Fig. 2 (MT).

**Suboptimality of pure states for 61.7% < c < 82.2%**

Let us consider the rank two state [Eq. (13) (MT)]
\[
\rho = \frac{3l^2}{2} |\phi_{\text{even}}\rangle\langle \phi_{\text{even}}| + \left( 1 - \frac{3l^2}{2} \right) |\phi_{\text{odd}}\rangle\langle \phi_{\text{odd}}|, \quad (19)
\]
where the orthonormal states \( |\phi_{\text{even}}\rangle \) and \( |\phi_{\text{odd}}\rangle \) are defined as [Eqs. (14) and (15) (MT)]
\[
|\phi_{\text{even}}\rangle = \sqrt{\frac{8}{3(n + 2)}} \sum_{k=0}^{n} \sin^2 \left( \frac{k + 1}{n + 2} \right) |k\rangle, \quad (20)
\]
\[
|\phi_{\text{odd}}\rangle = \sqrt{\frac{2}{n + 2}} \sum_{k=0}^{n} \sin \left( \frac{2\pi k + 1}{n + 2} \right) |k\rangle, \quad (21)
\]
and we recall that \( l = [(C + 1)/(n + 2)]^{1/2} \). Here, the subscript even (odd) refers to the symmetry of these states under the change \( k \rightarrow n - k \). The function \( x(t) \) in Eq. (11) is a continuous version of \( |\phi_{\text{even}}\rangle \) when \( a = 1 \). We assume that \( l \leq f(2\pi) = \sqrt{2/3} \) (i.e., \( c \leq \pi^2/12 \approx 82.2\% \)). The matrix \( \rho \) is no longer positive semidefinite for larger values of \( l \); we dealt with this situation in the previous section and proved that pure states are then optimal. We take \( \rho \) as our optimal probe state guess for \( l \) in the range \( [1/\sqrt{2}, \sqrt{2/3}] \).

We wish to show that \( C_R(\rho) = C \), however, we will first use the next lemma to prove the weaker result \( C_R(\rho) \leq C \).
Lemma 1 Let $\rho$ be the density matrix defined in Eq. (19) and $l \in [1/\sqrt{2}, \sqrt{2}/3]$, then

$$2l^2 \sum_{k=0}^{n} \sin^2 \left( \frac{\pi k + 1}{n + 2} \right) \langle k | k \rangle - \rho \geq 0 \quad (22)$$

for $n$ asymptotically large.

From Lemma 1, which will be proved in the next section, it follows that

$$\tau = \frac{2l^2}{\mathcal{C}} \sum_{k=0}^{n} \sin^2 \left( \frac{\pi k + 1}{n + 2} \right) |k \rangle \langle k| - \rho \geq 0 \quad (23)$$

is a physical state such that $\rho + \mathcal{C} \tau$ is incoherent. Hence, according to the definition of RoC, Eq. (1) in the MT, we have the bound $\mathcal{C}_R(\rho) \leq \mathcal{C}$.

Let us next compute the variance of $\rho$, namely, $\mathcal{V}(\rho)$, in the asymptotic limit. To this end, we need $\mathcal{V}(\rho_{\text{even}})$ and $\mathcal{V}(\rho_{\text{odd}})$. The first variance was already computed when we considered pure states in the MT, and we recall that $\mathcal{V}(\rho_{\text{even}}) \sim (4/3) \pi n (n + 2)^{-2}$. For large $n$ the components of $\rho_{\text{odd}}$ approach $x_{\text{odd}}(t) = \sqrt{2} \sin(2\pi t)$ and $S_{\text{odd}} = (1/2) \int_0^1 \! x_{\text{odd}}(t) dt = 2 \pi^2$. We thus obtain the asymptotic expression $\mathcal{V}(\rho_{\text{odd}}) \sim 4 \pi^2 (n + 2)^{-2}$. By linearity, we have $\mathcal{V}(\rho) \sim 4 \pi^2 (1 - l^2) (n + 2)^{-2}$. In terms of the ratios $c$ and $v$, the last expression can be written as

$$h \leq \mathcal{V}(\rho) / \mathcal{V}_v \sim 4 \left(1 - \frac{8}{\pi^2 c}\right). \quad (24)$$

Combining Eqs. (24) and (18) we see that the latter bound is attainable for $\pi^2/16 \leq c \leq \pi^2/12$, the state in Eq. (19) is then optimal and its RoC must be $\mathcal{C}_R(\rho) = \mathcal{C}$.

Proof of Lemma 1

The proof of Lemma 1 is actually a calculation in the asymptotic limit of the lowest eigenvalue of the matrix in Eq. (22):

$$Q := 2l^2 \sum_{k=0}^{n} \sin^2 \left( \frac{\pi k + 1}{n + 2} \right) |k \rangle \langle k| - \rho. \quad (25)$$

Proceeding as we did in the MT and in previous sections of this supplemental material, we will find the state $|\varphi\rangle = \sum_{k=0}^{n} b_k |k \rangle$ of unit norm that minimizes $Q := \langle \varphi | Q | \varphi \rangle$. As $n$ goes to infinity, the components of $|\varphi\rangle$ approach a function of a real variable $t$ that we denote as usual by $x(t)$. We will, thus, minimize

$$Q = 2l^2 \int_0^1 \! \sin^2(\pi t) x^2(t) dt - \frac{3l^2}{2} \int_0^1 \! \sin^2(\pi t) x^2(t) dt = \left(1 - \frac{3l^2}{2}\right) J_{\text{even}}^2. \quad (26)$$

over functions $x(t)$, normalized as

$$\int_0^1 \! x^2(t) dt = 1, \quad (27)$$

where

$$J_{\text{even}} = \int_0^1 \! \sqrt{\frac{8}{3}} \sin^2(\pi t) x(t) dt, \quad (28)$$

$$J_{\text{odd}} = \int_0^1 \! \sqrt{2} \sin(2\pi t) x(t) dt. \quad (29)$$

We will carry out the minimization in two steps. First, we will minimize over such function for given $J_{\text{even/odd}}$, thus regarding Eqs. (28) and (29) as constraints. Second, we will minimize over all possible values of $J_{\text{even/odd}}$. We start by writing down an “action” for $x(t)$:

$$S = 2 \int_0^1 \! \left( l^2 \sin^2(\pi t) + \mu^2 \right) x^2(t) dt - 2 \mu^2$$

$$- 2 \sqrt{\frac{8}{3}} \alpha \int_0^1 \! \sqrt{\frac{8}{3}} \sin^2(\pi t) x(t) dt - J_{\text{even}}$$

$$- 2 \beta \int_0^1 \! \sqrt{2} \sin(2\pi t) x(t) dt - J_{\text{odd}}. \quad (30)$$

Here, we have introduced three Lagrange multipliers, $\mu^2$, $\alpha$, and $\beta$ (alongside with some convenient numerical factors 2, $2\sqrt{3}$, and 2), to enforce the constraints in Eqs. (27)–(29). Solving the “equation of motion” that follows from $S$ (just an algebraic equation because $S$ lacks a “kinetic term”) we obtain

$$x(t) = \frac{2 \alpha \sin^2(\pi t) + \beta \sin(2\pi t)}{\sqrt{2 \left(l^2 \sin^2(\pi t) + \mu^2\right)}}. \quad (31)$$

It proves convenient to introduce the (polar) notation: $l = r \cos \theta$, $\mu = r \sin \theta$, where $0 \leq \theta \leq \pi/2$. The normalization condition, Eq. (27), leads to

$$\alpha^2 (2 + \sin \theta) + \beta^2 \csc \theta \left(1 + \sin \theta\right)^2 = 1. \quad (32)$$

Imposing Eqs. (28) and (29) on $x(t)$, Eq. (31), one has:

$$\alpha = \sqrt{3} \frac{r^2 (1 + \sin \theta)}{2 (1 + 2 \sin \theta)} J_{\text{even}}, \quad (33)$$

$$\beta = \frac{1}{2} \frac{r^2 (1 + \sin \theta)^2}{J_{\text{odd}}}. \quad (34)$$

By symmetry of $Q$ under “parity”, $k \rightarrow n - k$, its eigenstates must be either even or odd under the same transformation. This translates into $x(t)$ being either an even or an odd function in the interval $[0, 1]$, and we just need to consider the two possibilities separately. Namely,
\( x = x_{\text{even}} \) \((x = x_{\text{odd}})\), for which \( J_{\text{odd}} = 0 \) \((J_{\text{even}} = 0)\).
Substituting Eqs. (33) and (34) in Eq. (32) we obtain
\[
J_{\text{even}} = \frac{2(1 + 2 \sin \theta)}{\sqrt{3(1 + \sin \theta)} \sqrt{2 + \sin \theta}}, \quad J_{\text{odd}} = 0; \quad (35)
\]
\[
J_{\text{odd}} = \frac{2 \sqrt{\sin \theta}}{1 + \sin \theta}, \quad J_{\text{even}} = 0; \quad (36)
\]

independently of \( r \). This leads to:
\[
x_{\text{even}}(t) = \frac{\sqrt{2}(1 + \sin \theta) \sin^2(\pi t)}{\sqrt{2 + \sin \theta} [\sin^2 \theta + \cos^2 \theta \sin^2(\pi t)]}, \quad (37)
\]
\[
x_{\text{odd}}(t) = \frac{\sqrt{\sin \theta} (1 + \sin \theta) \sin(2\pi t)}{\sqrt{2} [\sin^2 \theta + \cos^2 \theta \sin^2(2\pi t)]}. \quad (38)
\]

Now we are in the position to compute the first integral in Eq. (26), and after combining the resulting expression with Eqs. (35) and (36), we obtain
\[
Q_{\text{even}} = \frac{2l^2 \sin^3 \theta}{(2 + \sin \theta)(1 + \sin \theta)^2}; \quad (39)
\]
\[
Q_{\text{odd}} = \frac{2l^2(4 + \sin \theta) - 2}{(1 + \sin \theta)^2} \sin \theta. \quad (40)
\]

It only remains to minimize over \( 0 \leq \theta \leq \pi/2 \). For the even state one can check that the minimum is attained at \( \theta = 0 \), and from Eq. (37) we have \( x_{\text{even}}(t) = 1 \), with \( \min Q_{\text{even}} = 0 \). For the odd state, the minimum of Eq. (40) is located at
\[
\theta = \max \left\{ 0, \arcsin \left( \frac{1 - 2l^2}{1 - l^2} \right) \right\}. \quad (41)
\]

If \( l \in [1/\sqrt{2}, \sqrt{2}/3] \) (the range we are interested in) one has \( \theta = 0 \) and \( x_{\text{odd}}(t) = 0 \), for \( t \in (0, 1) \). In order to satisfy the normalization condition, Eq. (27), \( x_{\text{odd}}(t) \) must be the distribution \( x_{\text{odd}}^2(t) = \delta(t)/2 - \delta(1-t)/2 \).
Actually, one can easily check that for asymptotically large \( n \), \( b_0 = -b_n \rightarrow 1/\sqrt{2} \), \( b_k \rightarrow 0 \), \( k = 1, 2, \ldots, n - 1 \) and \( \min Q_{\text{odd}} \sim 2\pi^2 l^2/n^2 > 0 \). To summarize, in this range of \( l \) the minimum eigenvalue of \( Q \) is \( \lambda_{\min} = 0 \), and the statement of Lemma 1 holds true.

However, if \( l \leq 1/\sqrt{2} \) the minimum of \( Q_{\text{odd}} \) is attained at \( \theta > 0 \). In this case one has
\[
\lambda_{\min} \sim \min Q_{\text{odd}} = -\frac{2(1 - 2l^2)^2}{2 - 3l^2} < 0, \quad (42)
\]
and \( Q \) ceases to be positive semidefinite, namely, Eq. (22) does no longer hold. In this regime the corresponding eigenvector can be rewritten as
\[
x_{\text{odd}}(t) = \frac{\sqrt{2}(1 - l^2)(1 - 2l^2)(2 - 3l^2) \sin(2\pi t)}{2 - 6l^2 + 5l^4 - l^2(2 - 3l^2) \cos(2\pi t)}. \quad (43)
\]

To check the validity of our approach, in Fig. 2 we plot the function \( x_{\text{odd}}(t) \) along with the components, \( b_k \),

FIG. 2: In each plot, the solid line is the graph of the function \( x_{\text{odd}}(t) \), Eq. (43) (i.e., the eigenstate associated to the minimum eigenvalue of \( Q \) in the asymptotic limit) for various values of \( \sqrt{2} \cdot l \): 0.99, 0.95 (top row), and 0.85, 0.7 (bottom row). The dots are the points \( (ek, b_{k+1}/\sqrt{\epsilon}) \), \( k = 1, 2, \ldots, n + 1 \), for \( n = 60 \), where the components \( b_k \) of the eigenstate are computed by numerical methods.

of the eigenvector with minimum eigenvalue that we have obtained by numerical methods for \( n = 60 \). As one can see, the agreement is excellent even for this relatively small value of \( n \).