Abstract—The behavior of users in relatively predictable, both in terms of the data they request and the wireless channels they observe. In this paper, we consider the statistics of such predictable patterns of the demand and channel jointly across multiple users, and develop a novel predictive resource allocation method. This method is shown to provide performance benefits over a reactive approach, which ignores these patterns and instead aims to satisfy the instantaneous demands, irrespective of cost to the system. In particular, we show that our proposed method is able to attain a novel fundamental bound on the achievable cost, as the service window grows. Through numerical evaluation, we gain insights into how different uncertainty sources affect the decisions and the cost.

I. INTRODUCTION

With the increase in number of users and data traffic per users, come major challenges for network operators, leading to a need for more intelligence at the network side [2]. In the last decade, the predictability of users has been assessed, indicating that users are not completely random in terms of their demand patterns [3]–[5] or in the wireless channel qualities they observe [6]–[9]. This latter effect is a consequence of fixed mobility and behavioral patterns, as well as the characteristics of wireless propagation.

Unlike conventional scheduling, which operates at the millisecond time scale, predictability can be exploited for scheduling at a much slower time scale (seconds, minutes) [10], [11]. Networks currently assign resources to users at the slower time scale in a reactive manner, regardless of channel quality (e.g., by setting priority levels) [12]. Future networks on the other hand can collect data regarding users’ demand and mobility patterns, which can be combined with user predictability to forecast the user’s demand and channel. This leads to extra degrees of freedom to be exploited, by allocating resources ahead of time. The main advantage of this approach is network load balancing over large time scale dynamics, at the expense of possible waste of network resources [13].

Predictive resource optimization schemes for efficient video content streaming based on user channel quality metrics (CQM) are studied in [14]–[17]. Under known demands, [18], [19] analyzed energy-efficient policies for scheduling with statistical CQM knowledge. In [6]–[9], a location-aided framework was proposed and showed how large-scale channel characteristics of the wireless channel can be predicted by exploiting the user’s location information. Since location-aided predicted CQM is coarse, it can be efficiently harnessed in predictive/proactive resource allocation whereby demand dynamics and large-scale channel characteristics vary within the same time scale. These above works focus on channel predictability, ignoring the demand statistics. Demand statistics were considered in the following works. In [20], [21], user delay was evaluated under proactive scheduling and was found to be reduced the longer the prediction window. The predictable demands were exploited in [13], [22]: [22] proposed a proactive resource allocation framework, while [13] derived lower bounds on the cost of such proactive resource allocation with time-varying user demands, as well as policies that can asymptotically attain these bounds, again as the prediction window is increased. The joint treatment of channel predictability and user demand predictability is not considered in these works, which is the gap the current paper aims to address.

In this work, we study proactive resource allocation strategies that exploit both the predictable data demand and channel characteristics, with uncertainties. Our main focus will be on time-varying, but predictable channel statistics, as well as policies that can asymptotically attain these bounds, again as the prediction window is increased. The joint treatment of channel predictability and user demand predictability is not considered in these works, which is the gap the current paper aims to address.
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The remainder of the paper is structured as follows. Section II presents the system model comprising user demand model, wireless channel model, and reactive and proactive network models. Section III provides empirical support for the key assumption related to the channel for the proactive network model. In Section IV, we present a global lower bound for both time-invariant and time-varying channel statistics, as well as asymptotically optimal stationary policies. Finally, numerical results are given in Section V, followed by the conclusions in Section VI.

Notation: Vectors and matrices are written in bold (e.g., a vector $\mathbf{a}$ and a matrix $\mathbf{A}$); $E[\cdot]$ denotes expectation; $[a_n]_{n=1}^N$ is a shorthand for $[a_1, \ldots, a_N]^T$; $\delta_{n \in B} = 1$ when $n \in B$ and zero otherwise.

II. SYSTEM MODEL

We consider a network system wherein the data requests from a set of users are serviced by the SP. The SP provides service to each user on per time slot basis considering the demand request from the users. We assume that the network consists of $N$ users $N = \{1, 2, \ldots, n, \ldots, N\}$. The time slots are indexed by $t$ and all time slots all of them have fixed duration. The users send data requests to the SP based on their data requirements. The data request generation from the user is capture by a binary random variable $d_{n,t} \in \{0,1\}$. When $d_{n,t} = 1$, the user $n$ generates a data request in time slot $t$, and when $d_{n,t} = 0$, there is no data request from user $n$. Demands may be correlated among users (e.g., based on their social connection). We consider a discrete random variable $g_{n,t} \in \mathbb{R}_+$ to capture the user experienced channel quality. The channel qualities may also be correlated among users (e.g., if they are in close proximity). The SP spends $S$ amount of resources for service each request from the user.\footnote{The results obtained in this work can directly be generalized to the case where such amount of resources is user and time-dependent, i.e., $S_{n,t}$, yet known to the system.}

The statistics of the random variables of $d_{n,t}$ and $g_{n,t}$ as well as the cost function to be minimized by SP are described below.

A. Demand and channel statistics

1) User demand statistics: We assume that the current data request of each user is known to the SP. Furthermore, we consider a time-invariant demand statistics model, where the demand probabilities do not vary in each $t$. The time-invariant demand statistics model is of the form $\pi_{n,t} = p(d_{n,t} = 1)$ for all times $t$. For simplicity of exposition, we will assume the statistics to be constant\footnote{The system can further be generalized to time-varying (fluctuating) demand characteristics as in [13], yet this will lead to complicated notations without significant conceptual benefit as we focus on the impact of channel predictability. Hence, we have not considered this scenario here. In addition, time-invariant demands are reasonable for time scales on the order to tens of seconds or minutes, during which channel statistics can change significantly.}, with $d_{n,t}$ being i.i.d. with $E[d_{n,t}] = \bar{d}_n$. We can capture demand profile of all the users in a set

\[ \pi = \{\bar{\pi}_1, \ldots, \bar{\pi}_N\} \]

and is known to the SP. User demand requests cannot be delayed but can be serviced beforehand, which means the SP has to offer service to a request in time $t$ no later than at time $t$.

2) Channel statistics: The channel gain experienced by user $n$ in time slot $t$ is denoted by $g_{n,t}$. As aforementioned, $g_{n,t}$ is modeled as discrete random variable with $K_n$ states. The $K_n$ states are from a finite set $C_n = \{g^{(k)}_n, k = 1, \ldots, K_n\}$. The statistics of $g_{n,t}$ are described by $\psi_{n,t} = \{\psi^{(k)}_{n,t}, k = 1, \ldots, K_n\}$. The channel is considered to be cyclo-stationary, so that the $\psi_{n,t}$ is periodic in $t$ with period $Q$, which is assumed to be the same for all users. Hence, the channel statistics of all users are determined by

\[ \Psi^Q = \{C_n, \psi_{n,0}, \ldots, \psi_{n,Q-1}\}_{n=1}^N \].

As a special case, when $Q = 1$, the channel becomes time-invariant and is characterized by $\Psi = \{C_n, \psi_{n}\}_{n=1}^N$. The difference between time-invariant and time-varying channel statistics model is shown in Fig. 1. The channel statistics are assumed to be known to SP. This can be accomplished, e.g., by building a database of the propagation environment combined with users sending their planned trajectory to the scheduler. This is further elaborated in Section III.

B. Cost function

The load is a function of the amount of service $S_n$ that is provided to a user $n$,

\[ L_n = S_n. \]

We can view $S_n$, for example, as the total number of bits to be delivered. The cost to the SP for serving $N$ users, with
vector of channels \( g = [g_1, \ldots, g_N]^T \) is denoted by \( C_d(L; g) \), where \( C_d : (\mathbb{R}_+^N, \mathbb{R}_+^N) \to \mathbb{R}_+ \), is strictly convex and increasing in \( L = [L_1, \ldots, L_N]^T \), while being decreasing in \( g \) (since a better channel require less cost for a given load \( L \)).

We study two network models, reactive and proactive, whose cost functions are further described below.

1) **Reactive network model**: The reactive network model will be our baseline approach. In the reactive network model, the SP has to serve the user data requests upon their arrival. The amount of load user \( n \) generates in time slot \( t \) for a reactive network \((1)\) can be computed as

\[
L^R_{n,t} = S \, d_{n,t}.
\]  

We can write for the reactive network, the time-averaged cost as

\[
c^R(\pi, \Psi^Q) = \lim_{t \to \infty} \frac{1}{t} \sum_{l=0}^{t-1} \mathbb{E}[C_d(L^R_l; g_t)],
\]

where expectation is over the joint demand and joint channel statistics of the users, in which as before \( L^R_t \) is the vector of loads and \( g_t = [g_{1,t}, g_{2,t}, \ldots, g_{N,t}]^T \), \( g_{n,t} \in \mathcal{C}_n \) is the vector of channels at time \( t \).

2) **Proactive network model**: Unlike reactive network, the proactive network possesses the flexibility in servicing the user data requests before their actual realization. Therefore, the SP utilizes the demand profile \( \pi \) of the users in providing proactive service for each request in \( T \) time slots ahead, where \( T \) denotes the proactive service window (see Fig. 2). The key factor that determines the choice of \( T \) is content recency and availability, as users may consume content that is not older than \( T \) slots. The SP knows the demand \( \pi \) and channel \( \Psi^Q \) profile of the users, and therefore it tries to even out the load over the \( T \) time-slot proactive service window. To this end, we denote by \( u_{n,t}(\tau) \) the amount of proactive service applied to a user \( n \) at time slot \( t \) for a possible request, \( \tau \) slots in the future, i.e., at time \( t + \tau \), where \( 1 \leq \tau \leq T \). The proactive service at times \( t - \tau \) for a future request at time \( t \) cannot exceed the total demand of \( S \) units of service, i.e.,

\[
\sum_{\tau=1}^{T} u_{n,t-\tau}(\tau) \leq S \quad (4)
\]

and the proactive service can never be negative, i.e.,

\[
u_{n,t}(\tau) \geq 0. \quad (5)
\]

With the total proactive service at time \( t \) denoted by \( u_{n,t} = [u_{n,t}(1), \ldots, u_{n,t}(T)] \), the load of user \( n \) is written as

\[
L^P_{n,t}(u_{n,t}) = (S - \sum_{\tau=1}^{T} u_{n,t-\tau}(\tau)) d_{n,t} + \sum_{\tau=1}^{T} u_{n,t}(\tau).
\]  

In 6, the term \( \sum_{\tau=1}^{T} u_{n,t-\tau}(\tau) \) denotes the amount of proactive services for user \( n \) that was already applied earlier. Therefor in time slot \( t \), the remaining data that has to be served by SP based on the user request is \( S - \sum_{\tau=1}^{T} u_{n,t-\tau}(\tau) \). Finally, the term \( \sum_{\tau=1}^{T} u_{n,t}(\tau) \) corresponds to the proactive service to be applied at time \( t \) for user \( n \) over the next \( T \) slots, to be used in the future. The goal of the proactive controller is to determine the optimal online proactive service policy that minimizes the time averaged expected cost while delivering the content on time:

\[
\min_{\{u_{n,t}(\tau)\}_{n,t,\tau}} \lim_{t \to \infty} \frac{1}{t} \sum_{t'=0}^{t-1} \mathbb{E}[C_d(L^P_{t'}(u_{t'}); g_{t'})],
\]

s.t. \((4), (5)\),

\[
\text{(7)}
\]

the optimal value of which is denoted by \( c^P(\pi, \Psi^Q) \). Here we introduced \( L^P_t \) as the vector of loads and \( u_{t'} = [u_{1,t'}, \ldots, u_{N,t'}]^T \). First, we will derive a global lower bound on the proactive scheduling cost \((7)\) and then design an asymptotically optimal policy that achieves the lower bound. Note that the reactive model is recovered when \( u_{n,t}(\tau) \equiv 0 \).

### III. CHANNEL PREDICTABILITY

The aforementioned proactive model relies on the assumption that channel statistics can be predicted for an extended period of time. To validate this assumption, we have performed a measurement campaign using off-the-shelf hardware in Gothenburg, Sweden [2]. Similar findings have been reported in [8], [9], [23]–[25].

#### A. Measurement set-up

The channel quality measurements were in the form of reference signal received power (RSRP), an important metric for measuring cell selection and handover. RSRP was collected by using a Google Nexus 5X smartphone and logged using GNet Track Pro by Gyokov solutions. The application allowed logging of signal strength, GPS position and many other parameters. Measurements along pre-specified paths were taken during various times of the day. These measurements were then mapped to a one dimensional space with the distance from a fixed point as one of the parameters. The starting and ending points are located at known fixed geographical positions, allowing the same track to be recorded several times. Three measurement campaigns were conducted: one walking on a street, one in a tram going through a tunnel, and one on a bus touring the city.
to tackle this problem through a two-step approach. First, we establish a fundamental lower bound on the minimum cost, then we develop an asymptotically optimal proactive caching strategy that achieves the lower bound as the proactive service window grows.

Given $g_t$, a channel realization vector in time $t$, the probability of this vector being realized is $P_c(g_t)$.

### A. Time-invariant channel statistics

We establish a global lower bound on the achievable costs by any proactive caching policy. We first introduce the following notation: $B_t = \{n \in N : d_{n,t} = 1\}$ with probability $P_d(B_t)$, the set of requesting users at time $t$, and $P_c(g)$ the probability of an aggregate channel $g = [g_1, \ldots, g_N]$. As the channel statistics are time-invariant, therefore $P_c(g)$ does not depend on $t$ and can be easily derived from $\Psi$.

**Theorem 1.** The optimal time average expected cost $c^P_T(\pi, \Psi)$ satisfies

$$c^P_T(\pi, \Psi) \geq \tilde{c}_d(\pi, \Psi),$$

where $\tilde{c}_d(\pi, \Psi)$ is the optimal value of

$$\min \left\{ \sum_{g \in C} \sum_{B \subseteq N} P_c(g) P_d(B) C_d \left( \left( S - \bar{\mu}_n \right) + \bar{\mu}_n (B, g) \right) \right\}$$

subject to $0 \leq \bar{\mu}_n (B, g) \leq S$,

$$C_d \left( \left( S - \bar{\mu}_n \right) + \bar{\mu}_n (B, g) \right) = \sum_{h \in C} \sum_{D \subseteq N} P_c(h) P_d(D) \bar{\mu}_n (D, h).$$

**Proof:** See Appendix A.

---

B. Measurement findings

Fig. 3 (a) shows the RSRP values along the track for the walking path. We observe large variations of the RSRP, depending on the position. We also see that over the span of multiple days, the RSRP at a given position is relatively stable, with variations due to environmental factors as well as GPS errors. Peaks in the RSRP are due to direct line of sight connections with base stations, while valleys are due to shadowing by large buildings and other structures.

In conclusion, the assumption of predictable received power appears to be reasonable, provided the path of the user along the proactive service window is known. The distributions from Fig. 1 can be related to Fig. 3 (b), where space is mapped into time slots and the RSRP values are quantized. From Fig. 1 (b), rather than the time-invariant model from Fig. 1 (a), it is clear that the measurements follow the time-varying model in Fig. 3 (b), we can clearly observe channel state probabilities varying with position. Depending on the velocity of the user, the channel state probabilities can be mapped to time. It is clear that the measurements follow the time-varying model in Fig. 1 (b), rather than the time-invariant model from Fig. 1 (a). We note that the corresponding average time-invariant probabilities are [0.11 0.32 0.41 0.16], from excellent to cell edge channel conditions.

IV. Proactive Service with Future Channel Statistics

In this section, we aim to find solutions to (7), leading to proactive gains to flatten the load and cost. As the infinite horizon optimization of (7) is of infinite dimensionality, its exact solution is computationally intractable. We thus propose

---

See http://larocasolutions.com/164-rsrq-to-sinr/.

---

This section is largely a summary of [1], but will help the reader to understand the more complex case with time-varying channel statistics.
Remark: In the objective of (9), the term $\tilde{\mu}_n$ represents the average of the proactively cached content at user $n$ for an expected request. The term $\tilde{\mu}_n(B, g)$ is the average of the total amount of proactively cached content at user $n$ in a time slot, when the set of requesting users is $B$ and the respective channel gain is $g$. Now, observing that the optimization problem of $\zeta_{\ell t}(\pi, \Psi)$ is convex with closed and bounded constraints set, the optimization problem has a unique solution.

We now harness the established lower bound and the optimization (9), to develop our proposed asymptotically optimal stationary policy

Definition 2. (Policy $\varphi_{\ell t}$) Let $\{\tilde{\mu}_n(B, g)\}_{n,B,g}$ be the optimal solution to (9). We consider the proactive scheduling policy $\varphi_{\ell t}$ that in every time slot observes the set of requesting users $B_t$, and channel gain realization $g_t$, and then decides a proactive caching control $u_{n,t}(\tau) = \frac{1}{T}\tilde{\mu}_n(B_t, g_t)$, $\forall n, t, 1 \leq \tau \leq T$.

The policy $\varphi_{\ell t}$ is determined offline, based on the demand $\pi$ and channel $\Psi$ profiles. During online operation, the policy is a function of the current realization of demand and channel and requires a look-up table of length $2^N \prod_n |C_n|$, which entails a search process of complexity $O(N + \sum_{n} \log(|C_n|))$. Note that, to apply policy $\varphi_{\ell t}$, the solution of (9) has to be obtained offline based on the demand $\pi$ and channel $\Psi$ profiles. We can now establish the asymptotic optimality property of policy $\varphi_{\ell t}$.

Theorem 3. Denote the time average expected cost under policy $\varphi_{\ell t}$ by $\zeta_{\ell t}^{\pi}(\pi, \Psi)$. Then policy $\varphi_{\ell t}$ is asymptotically optimal, in the sense that

$$\limsup_{T \to \infty} \left| \zeta_{\ell t}^{\pi}(\pi, \Psi) - \zeta_{\ell t}^{\pi}(\pi, \Psi) \right| = 0.$$

Proof: See Appendix B.

With the relevant characteristics of proactive caching for time-invariant channels have been investigated, we are ready to consider the scenario of of time-varying channel statistics.

B. Time-varying channel statistics

In this section, we follow a similar procedure, but for the case of time-varying channel statistics. Due to the cyclo-stationary nature of the channel, we introduce a new random variable, in order to develop a stationary policy. We denote by $s_t \in Q = \{0, 1, \ldots, Q - 1\}$ the index in the period corresponding to time slot $t$, with $P_s(s_t) = 1/Q$. The channel statistics can thus be interpreted as a function of $s$.

Theorem 4. When $T$ is an integer multiple of $Q$, the minimum time average cost $\zeta_{\ell t}^{\pi}(\pi, \Psi)$ satisfies

$$\zeta_{\ell t}^{\pi}(\pi, \Psi) \geq \zeta_{\ell t}^{\pi}(\pi, \Psi),$$

where $\zeta_{\ell t}^{\pi}(\pi, \Psi) = \zeta_{\ell t}^{\pi}(\pi, \Psi)$.

Remark: Similar to the optimization of $\zeta_{\ell t}(\pi, \Psi)$, the optimization $\zeta_{\ell t}(\pi, \Psi)$ is also convex with a unique solution since the constraints set is compact and the objective function $C_d(\cdot)$ is strictly convex. In the objective of (11) the term $\tilde{\mu}_n(s)$ captures the average proactive service offered to the user $n$ before the actual demand request has arrived, when the current time slot corresponds to index $s$. Further, the term $\sum_{s' \in Q} P_s(s') \tilde{\mu}_n(B, g, s, s')$ captures the expected amount of content proactively served to user $n$, when the set of demanders is $B$, the current slot corresponds to index $s$, and the present channel realization is $g$.

We now show an asymptotically optimal policy design that attains the lower bound (11).

Definition 5. (Policy $\varphi_{\ell t}$) Given the current set $B_t$ of requesting users in a time slot $t$, channel gain realization $g_t$, and the current index in the period $s_t$, then the proactive scheduler $\varphi_{\ell t}$ assigns proactive controls as $u_{n,t}(\tau) = \frac{1}{T}\tilde{\mu}_n(B_t, g_t, s_t, s_{t+\tau})$, $\forall n, t, 1 \leq \tau \leq T$, where $\tilde{\mu}_n(B_t, g, s, s')$ denote the optimal solution to (11).

The proposed policy $\varphi_{\ell t}$ requires a look-up table of length $2^N \prod_n |C_n| Q^2$, that matches each combination of a requesting set of users and channel gain realization with a proactive caching control. The complexity of searching such a look-up table is $O(N + \sum_n \log(|C_n|) + 2 \log(|Q|))$. In comparison to $\varphi_{\ell t}$, the policy $\varphi_{\ell t}$ takes in to consideration statistical information not only of the current channel probabilities (represented by $s_t$) but also the future set of channel probabilities through $s_{t+\tau}$, $\tau = 1, \ldots, T$. This will help scheduler to shift the loads to time slots where the probabilities of higher channel state values are higher in order to minimize the overall network cost.

Theorem 6. Under the time-invariant demand and time-varying channel statistics model described by $\Psi Q$. The policy $\varphi_{\ell t}$ is asymptotically optimal, in the sense that $\limsup_{T \to \infty} \left| \zeta_{\ell t}^{\pi}(\pi, \Psi) - \zeta_{\ell t}^{\pi}(\pi, \Psi) \right| = 0$, where $\zeta_{\ell t}^{\pi}(\pi, \Psi)$ denotes the time average expected cost under policy $\varphi_{\ell t}$.

Proof: The proof is similar to that of Theorem 3, and omitted here.
V. NUMERICAL RESULTS AND DISCUSSION

We assume that the network scheduler is aware of the user demand $\pi$ and channel $\psi^Q$ profiles. The scheduler spends $S = 1$ units of service for each request. We take the cost function for the demand to be of a simple polynomial form $C_d(L_t, g_t) = \sum_{n=1}^{N} L_{t,n}^1 / g_{n,t}$. While this choice of cost function is arbitrary, it is meant merely to illustrate the behavior of the proactive scheduler. Since demands will always be satisfied, performance will be evaluated in terms of the expected cost and the expected load.

A. Time-invariant demand and channel statistics

We assume each user $n$ observes one of the two possible channel states $\{g_n^{(1)}, g_n^{(2)}\}$ with probabilities $\{\psi_n^{(1)}, \psi_n^{(2)} = 1 - \psi_n^{(1)}\}$. We consider $g_n^{(2)} \geq g_n^{(1)}$, hence $g_n^{(2)}$ is termed the good channel state, while $g_n^{(1)}$ is the bad channel state. Furthermore, for convenience we assume same channel state values and corresponding channel probability values for all the users.

1) Impact of demand and channel probabilities on the expected cost: In Fig. 4, we compare the expected cost achieved by proactive and reactive schemes under time-invariant demand and channel statistics model for a single user scenario. We can infer easily from the Fig. 4 that the proactive schemes always offer lower expected cost compared to the reactive scheme irrespective of any demand and channel probability setting $\{\bar{\pi}_1, \psi_1^{(1)}\}$. The main reason for higher expected cost for reactive scheme is that, the reactive scheme does not possess the flexibility to delay the service requests and it has to fulfill the demand requests whenever they are initiated from the user. On the other hand the proactive scheme offers flexibility in the scheduling strategy by exploiting the demand and channel statistics to minimize cost by load balancing. When the demand $\bar{\pi}_1$ and channel $\psi_1^{(1)}$ probabilities are increased, the expected cost offered by both reactive and proactive is also increased. The cost increases with increase in $\bar{\pi}_1$ due to the fact that the system is more loaded with incoming demand requests. The reason for the cost to increase with $\psi_1^{(1)}$ is as the user more often experiences a bad channel state $g_1^{(1)}$ than a good channel state $g_1^{(2)}$.

In [13], it was shown that both reactive and proactive schemes converge when $\bar{\pi}_1 = 1$, under time-invariant demand statistics scenario and no channel knowledge. However, from Fig. 4, we can observe that both schemes does not converge for $\bar{\pi}_1 = 1$. We can show easily that expected cost for both schemes is same when the user always observes either the good or bad channel state all the time. So, it can be concluded that there is advantage in apply proactive service, if there is no variation of channels and the demand is certain. However, when the channels vary from one slot to another (i.e., $0 < \psi_1^{(1)} < 1$), then even with certain data demand there is still potential to apply proactive service in the presence of good channel so as to minimize the cost when the bad channel is realized.

2) Impact of the value of channel states on the expected cost: The impact of channel state on the expected cost for a single user scenario is depicted in Fig. 5. For this scenario, the good channel state $g_1^{(2)}$ is increased while the other bad channel state $g_1^{(1)} = 1$ is kept constant, and the demand probability is set to $\bar{\pi}_1 = 0.5$. When $\psi_1^{(1)} = 1$ (shown in blue), which means the user always observes $g_1^{(1)}$, there is no impact of $g_1^{(2)}$ on the expected cost for both the schemes. For $\psi_1^{(1)} = 0.3$ and $\psi_1^{(1)} = 0.7$, the cost decreases with increase in $g_1^{(2)}$. This is expected, as when one of the channel states becomes good, the applied proactive service is shifted to that channel condition to minimize the cost.

One interesting observation is the decrease in expected cost is significant when when $g_1^{(2)}$ is twice $g_1^{(1)}$, while beyond this...
point the reduction in cost is minimal. This phenomenon is related to choice of the fourth-order polynomial for the cost function. It is expected that expected cost will slowly decrease when \( c_{\text{ave}}^{(2)} < 2 \) for lower-order polynomial cost functions.

3) Impact of proactive service window size on the expected cost: We consider a two-user scenario with demand probability set to \( n_1 = 0.42, n_2 = 1, 2, \) and channel state probabilities set to \( g_n^{(1)} = 0.54, n_1 = 1, 2, \) and with same channel state values \( g_n^{(1)} = 0.5, g_n^{(2)} = 2, \) for both users. Under this setting the time averaged cost \( \bar{\psi}_F \) is evaluated when the proactive service window size \( T \) is increased. In Fig. 6, we plot the cost of policy \( \bar{\psi}_F \) against asymptotically optimal limit under time-invariant demand and channel statistics. The policy \( \bar{\psi}_F \) converges quickly with \( T \) (especially after \( T = 50 \)) to the established lower bound \( \underline{\mathcal{C}}_F(\bar{\pi}, \Psi) \). To draw more insights, we move on to the more realistic case of time-varying channel statistics in the next subsection.

B. Time-invariant demand and time-varying channel statistics

We consider \( N = 2 \) users and we set demand probability \( \bar{\pi}_n = 0.42, \forall n \) for this scenario in the system. For the time-varying channel statistics, we consider \( Q = 14 \) different channel state probability levels for each state. Similar to earlier numerical results, we consider again two channel states. We set the channel states to \( \{ g_n^{(1)} = 0.5, g_n^{(2)} = 2 \} \).

1) Impact of proactive service window size on the expected cost: The time-varying channel probabilities for the channel state \( g_n^{(1)} \) are \( 0.8, 0.9, 0.12, 0.24, 0.89, 0.64, 0.9, 0.11, 0.2, 0.27, 0.89, 0.70, 0.59, 0.14 \). We further assume the channel profile is same for all the users. In Fig. 7, we depict the cost convergence of the policy \( \bar{\psi}_F \) with respect to \( \underline{\mathcal{C}}_F(\bar{\pi}, \Psi^Q) \) with increase in proactive service window size \( T \) under time-invariant demand and time-varying channel statistics. We can clearly observe from the plot that the designed policy \( \bar{\psi}_F \) converges very quickly to the global lower bound \( \underline{\mathcal{C}}_F(\bar{\pi}, \Psi^Q) \) within proactive service window size of \( T = 80 \). It should be noted that the value of \( \underline{\mathcal{C}}_F(\bar{\pi}, \Psi^Q) \) is lower compared to \( \underline{\mathcal{C}}_F(\bar{\pi}, \Psi) \) (see Fig. 6) for similar settings due to more certain channel statistics.

2) Average load and cost levels of different channel probability levels: In Fig. 8, we show the average cost and load levels for different time periods. For this case, we set the channel probabilities of the channel state \( g_n^{(1)} \) as \( 0.4, 0.55, 0.7, 0.8, 0.9, 0.7, 0.55, 0.4, 0.25, 0.36, 0.53, 0.67, 0.7, 0.78 \). We compare proactive scheduler \( \psi_F \) for various proactive service window sizes \( (T = 14, 168, 672) \) against reactive on-time service and asymptotically optimal limit. We can observe that the cost of the reactive service varies considerably with changing statistics over time. Reactive service does not possess the flexibility and has to offer service irrespective of the channel conditions. However, it can be observed that the average cost offered by the proactive scheduler is constant. This is due to the fact that the proactive scheduler exhibits flexibility in scheduling and shifts the loads based on the channel conditions. This can be seen in Fig. 8 (b), where the load for the proactive scheduler is less when the channel conditions are worse (i.e., channel time periods \( q = 1, 2, 3, 4, 5 \)). Furthermore, the load and cost levels of the proactive scheduler approach to corresponding asymptotically optimal limits with increase in \( T \). For \( T = 672 \), the proactive scheduler load and cost approach to that of asymptotically optimal (see Fig. 8 (a) and (b)).

VI. CONCLUSIONS

We studied the impact of demand and channel uncertainties on the design of a proactive scheduler under two scenarios (i) time-invariant demand and channel statistics, (ii) time-invariant demand and time-varying channel statistics. Specifically, we established non-trivial global lower bounds for the two considered scenarios. We showed how to design cyclo-stationary asymptotically optimal proactive service policies.
that approach such bounds as proactive service window size grow. We observed that the designed proactive resource scheduler provides better performance in terms of lower achievable cost, compared to reactive scheduler. With proactive service, the scheduler has more flexibility to optimize its loads over time depending on the demand and channel levels.

APPENDIX A
Proof of Theorem 1

The optimal value, assuming an optimal policy, is

\[ c_T^P(\bar{\pi}, \Psi) = \limsup_{t \to \infty} \frac{1}{t} \sum_{l=0}^{t-1} \mathbb{E} \left[ C_d \left( \mathbf{L}_t^P(\mathbf{u}_t, \mathbf{g}_t) \right) \right] \]

and involves an expectation over all possible sets of requesting users \( \mathcal{B}_l \) and their channel state realizations \( \mathbf{g}_l \) at time \( l \geq 0 \), with associated distribution \( P(\mathcal{B}_l = \mathcal{B}, \mathbf{g}_l = \mathbf{g}) = P(\mathbf{g}_l = \mathbf{g})P(\mathcal{B}_l = \mathcal{B}) \). Note that both \( P(\mathbf{g}_l = \mathbf{g}) \) and \( P(\mathcal{B}_l = \mathcal{B}) \) are independent of the time \( l \). This allows us to write, after substitution of (6) into \( L_{n,l}^P(\mathbf{u}_{n,l}, \mathbf{g}_{n,l}) \):

\[ c_T^P(\bar{\pi}, \Psi) = \limsup_{t \to \infty} \frac{1}{t} \sum_{l=0}^{t-1} \sum_{\mathbf{g} \in \mathcal{G}} \sum_{\mathcal{B} \subseteq \mathcal{N}} P_c(\mathbf{g})P_d(\mathcal{B}) \]

\[ \times \mathbb{E} \left[ C_d \left( \left[ \left( S - \sum_{\tau=1}^{T} u_{n,l-\tau}(\tau) \right) \right]_{n=1}^{N} : \mathbf{g} \right) \big| \mathcal{B}, \mathbf{g} \right] \].

As \( C_d(\cdot) \) is strictly convex, we can use Jensen’s inequality (i.e., \( \mathbb{E}[C_d(\cdot)] \geq C_d(\mathbb{E}[\cdot]) \)). The term \( \sum_{\tau=1}^{T} u_{n,l-\tau}(\tau) \) is independent on the current channel \( \mathbf{g} \) and set \( \mathcal{B} \), yielding

\[ c_T^P(\bar{\pi}, \Psi) \geq \limsup_{t \to \infty} \frac{1}{t} \sum_{l=0}^{t-1} \sum_{\mathbf{g} \in \mathcal{G}} \sum_{\mathcal{B} \subseteq \mathcal{N}} P_c(\mathbf{g})P_d(\mathcal{B}) \]

\[ \times C_d \left( \left[ \left( S - \sum_{\tau=1}^{T} \mathbb{E}[u_{n,l-\tau}(\tau)] \right) \delta_{n \in \mathcal{B}} \right. \right. \]

\[ + \sum_{\tau=1}^{T} \mathbb{E}[u_{n,l}(\tau)|\mathcal{B}, \mathbf{g}] \right]_{n=1}^{N} : \mathbf{g} \right) \bigg] \] (14)

We now push \( \limsup_{t \to \infty} \frac{1}{t} \sum_{l=0}^{t-1} \) through the summation and through \( C_d(\cdot) \), using Jensen’s inequality again. Since \( \limsup_{t \to \infty} (-f(t)) = -\liminf_{t \to \infty} (f(t)) \), we have

\[ c_T^P(\bar{\pi}, \Psi) \geq \sum_{\mathbf{g} \in \mathcal{G}} \sum_{\mathcal{B} \subseteq \mathcal{N}} P_c(\mathbf{g})P_d(\mathcal{B}) \]

\[ \times C_d \left( \left[ \left( S - \sum_{\tau=1}^{T} \mathbb{E}[u_{n,l-\tau}(\tau)] \right) \right. \right. \]

\[ - \liminf_{t \to \infty} \frac{1}{t} \sum_{l=0}^{t-1} \sum_{\tau=1}^{T} \mathbb{E}[u_{n,l-\tau}(\tau)] \right. \]

\[ + \limsup_{t \to \infty} \frac{1}{t} \sum_{l=0}^{t-1} \sum_{\tau=1}^{T} \mathbb{E}[u_{n,l}(\tau)|\mathcal{B}, \mathbf{g}] \right]_{n=1}^{N} : \mathbf{g} \right) \bigg] \].

As \( C_d(\cdot) \) is monotonically increasing in \( x \), replacing \( \limsup \) on the right hand side of the expression by \( \liminf \). We now introduce

\[ \tilde{\mu}_n(\mathcal{B}, \mathbf{g}) = \liminf_{t \to \infty} \frac{1}{t} \sum_{l=0}^{t-1} \sum_{\tau=1}^{T} \mathbb{E}[u_{n,l}(\tau)|\mathcal{B}, \mathbf{g}], \]

and express

\[ \mathbb{E}[u_{n,l-\tau}(\tau)] = \sum_{\mathbf{h} \in \mathcal{D} \subseteq \mathcal{N}} \sum_{P_c(\mathbf{h})P_d(\mathbf{D})} \mathbb{E}[u_{n,l-\tau}(\tau)|\mathbf{h}, \mathbf{D}] \]
allowing us to write
\[
\begin{align*}
    c_T^P(\bar{\pi}, \Psi) & \geq \sum_{g \in C} \sum_{B \subseteq \mathcal{N}} P_c(g) P_d(B) C_d\left(\delta_{n \in B}(S - \sum_{\tau=1}^{t-1} u_{n,t-\tau}(\tau)) \right) \\
    & \quad - \sum_{h \in C} P_c(h) \sum_{D \subseteq \mathcal{N}} P_d(D) \mu_n(D, h) \\
    & \quad + \mu_n(B, g)_{n=1}^N : g \right). \\
\end{align*}
\]
(16)

This proves the theorem.

\section*{Appendix B
PROOF OF THEOREM 3}

It suffices to prove that \( \lim \sup_{T \to \infty} c_{T}^{\text{opt}}(\bar{\pi}, \Psi) = \lim \inf_{T \to \infty} c_{T}^{P}(\bar{\pi}, \Psi) \). We start by \( \lim \sup_{T \to \infty} c_{T}^{P}(\bar{\pi}, \Psi) \).

Since policy \( \varphi_t \) is stationary, we can ignore the \( \lim \inf_{T \to \infty} \) and write
\[
\begin{align*}
    c_{T}^{P}(\bar{\pi}, \Psi) & = \sum_{B \subseteq \mathcal{N}} P_d(B) \sum_{g \in C} P_c(g) \\
    & \quad \mathbb{E}\left[ C_d\left(\delta_{n \in B}(S - \sum_{\tau=1}^{T-1} u_{n,t-\tau}(\tau)) \right) \\
    & \quad + \mu_n(B, g)_{n=1}^N : g \right) \\
    & \quad \text{for } \sum_{t=1}^{T} u_{n,t}(\tau) = \sum_{t=1}^{T} T \mu_n(B, g) = \mu_n(B, g).
\end{align*}
\]

Note that \( \sum_{t=1}^{T} u_{n,t}(\tau) \) is independent of \( B \). We introduce a random variable \( Z_{T}(D, h) \) which counts the number of occurrences of the pair of requesting set \( D \subseteq \mathcal{N} \) and associated channel gain vector \( h \in \mathcal{C} \), in slots \( t - T, \ldots, 1 \). Then
\[
\sum_{t=1}^{T} u_{n,t}(\tau) = \sum_{D \subseteq \mathcal{N}} \sum_{h \in \mathcal{C}} \mu_n(D, h) Z_{T}(D, h) \text{ for } \sum_{t=1}^{T} u_{n,t}(\tau) = \sum_{t=1}^{T} T \mu_n(B, g) = \mu_n(B, g).
\]

By the strong law of large numbers, with probability 1,
\[
\lim_{T \to \infty} \frac{\mu_n(D, h) Z_{T}(D, h)}{T} = \mu_n(D, h) P_d(D) P_c(h)
\]

By noting that the system load at any time slot is uniformly bounded above, bounded convergence theorem implies
\[
\lim_{T \to \infty} c_{T}^{P}(\bar{\pi}, \Psi) = \sum_{B \subseteq \mathcal{N}} P_d(B) \sum_{g \in C} P_c(g) C_d\left(\delta_{n \in B}(S - \sum_{\tau=1}^{t-1} u_{n,t-\tau}(\tau)) \right) \\
\quad + \mu_n(B, g)_{n=1}^N : g = c_d(\bar{\pi}, \Psi).
\]
(17)

Thus we have established that average expected cost under policy \( \varphi_t \) attains the global lower bound as proactive service window size grows to infinity. Now by the definition of \( c_{T}^{P}(\bar{\pi}, \Psi) \) being the minimum possible cost achieved by proactive scheduling with proactive service window \( T \), it follows that \( \lim \sup_{T \to \infty} c_{T}^{P}(\bar{\pi}, \Psi) = \lim \inf_{T \to \infty} c_{T}^{P}(\bar{\pi}, \Psi) \).

\section*{Appendix C
PROOF OF THEOREM 4}

The optimal value is now
\[
\begin{align*}
    c_T^P(\bar{\pi}, \Psi) & = \lim \sup_{T \to \infty} \frac{1}{t} \sum_{l=0}^{t-1} \mathbb{E}\left[ C_d\left(\left[L_{n,l}^P(\mathfrak{n}, s)\right]_{n=1}^{N}; g_l\right) \right] \\
    & = \lim \sup_{t \to \infty} \frac{1}{t} \sum_{l=0}^{t-1} \sum_{g \in C} \sum_{s \in \mathcal{Q}} 1 \sum_{B \subseteq \mathcal{N}} P(B_l = B, g_l = g, s_l = s) \\
    & \quad \times \mathbb{E}\left[ C_d\left(\left[L_{n,l}^P(\mathfrak{n}, s)\right]_{n=1}^{N}; g_l\right) \right] B_l, g_l, s_l \right].
\end{align*}
\]
(18)

By joint conditioning on all possible sets of requesting users \( B_i \), their possible channel state realizations \( g_i \) and the slot indices \( s \), we can write \( c_T^P(\bar{\pi}, \Psi) \) as
\[
\begin{align*}
    c_T^P(\bar{\pi}, \Psi) & = \lim \sup_{t \to \infty} \frac{1}{t} \sum_{l=0}^{t-1} \sum_{g \in C} \sum_{s \in \mathcal{Q}} \sum_{B \subseteq \mathcal{N}} P(B_l = B, g_l = g, s_l = s) \\
    & \quad \times \mathbb{E}\left[ C_d\left(\left[L_{n,l}^P(\mathfrak{n}, s)\right]_{n=1}^{N}; g_l\right) \right] B_l, g_l, s_l \right],
\end{align*}
\]
(19)

Clearly
\[
\begin{align*}
    P(B_l = B, g_l = g, s_l = s) & = P_d(B_l = B) P_c(g_l = g, s_l = s) P_s(s_l = s) \\
    & = P_d(B_l = B) P_c(g_l = g) P_s(s),
\end{align*}
\]
due to the time-invariant nature of each distribution. Then
\[
\begin{align*}
    c_T^P(\bar{\pi}, \Psi) & = \sum_{g \in C} \sum_{s \in \mathcal{Q}} \sum_{B \subseteq \mathcal{N}} P_d(B) P_c(g | s) P_s(s) \\
    & \quad \times \lim \sup_{t \to \infty} \frac{1}{t} \sum_{l=0}^{t-1} \mathbb{E}\left[ C_d\left(\left[L_{n,l}^P(\mathfrak{n}, s)\right]_{n=1}^{N}; g_l\right) \right] B_l, g_l, s_l \right]
\end{align*}
\]
(20)

where the conditioning should be understood as \( B_i = B, g_i = g, s_i = s \). Now, substituting the definition of \( L_{n,l}^P(\mathfrak{n}, s) \) from (6), we have
\[
\begin{align*}
    c_T^P(\bar{\pi}, \Psi) & = \sum_{g \in C} \sum_{s \in \mathcal{Q}} \sum_{B \subseteq \mathcal{N}} P_d(B) P_c(g | s) P_s(s) \\
    & \quad \times \lim \sup_{t \to \infty} \frac{1}{t} \sum_{l=0}^{t-1} \mathbb{E}\left[ C_d\left(\left[L_{n,l}^P(\mathfrak{n}, s)\right]_{n=1}^{N}; g_l\right) \right] B_l, g_l, s_l \right]
\end{align*}
\]
(21)

Applying Jensen’s inequality and accounting for term-wise conditional independencies yields
\[
\begin{align*}
    c_T^P(\bar{\pi}, \Psi) & \geq \sum_{g \in C} \sum_{s \in \mathcal{Q}} \sum_{B \subseteq \mathcal{N}} P_d(B) P_c(g | s) P_s(s) \\
    & \quad \times C_d\left(\left[\delta_{n \in B}(S - \lim \inf_{T \to \infty} \frac{1}{t} \sum_{l=0}^{t-1} \sum_{\tau=1}^{T} \mathbb{E}|u_{n,l-\tau}(\tau)|s_l) \right] \right) \\
    & \quad + \lim \sup_{t \to \infty} \frac{1}{t} \sum_{l=0}^{t-1} \sum_{\tau=1}^{T} \mathbb{E}|u_{n,l-\tau}(\tau)|B_l, g_l, s_l \right]_{n=1}^{N}; g_l \right).
\end{align*}
\]
(22)
We note that now $u_{n,t−τ}(τ)$ depends on the current channel distribution (encoded through $s_l$), which is known on time $t−τ$. Similarly, $u_{n,t}(τ)$ will depend on the future channel statistics, at times $t + τ$. Since $s_l$ is known, these statistics are also known. Hence, we express

$$
\sum_{t=1}^{T} \mathbb{E}[u_{n,t}(τ)|B,g,s] = \sum_{t=1}^{T} \mathbb{E}[u_{n,t}(τ)|B,g,s_l = s, s_{t+τ} = f_τ(s)]
$$

in which $f_τ(s) = \text{mod}(s + τ, Q)$, due to the cyclo-stationary nature of the channel. We now define

$$
\lim_{t\to\infty} \frac{1}{t} \sum_{l=0}^{t-1} \sum_{τ=1}^{T} \mathbb{E}[u_{n,t−τ}(τ)|B,g,s,s'] = \frac{1}{T} \tilde{μ}_n(B,g,s,s'),
$$

where $s, s' \in \{0, 1, \ldots, Q - 1\}$. Similarly, for

$$
\lim_{t\to\infty} \frac{1}{t} \sum_{l=0}^{t-1} \sum_{τ=1}^{T} \mathbb{E}[u_{n,t−τ}(τ)|s_l],
$$

we express as

$$
\frac{1}{T} \sum_{D} \sum_{τ=1}^{T} \sum_{h} P_d(D) P_c(h|f_τ(s)) \tilde{μ}_n(D,h,f_τ(s),s).
$$

Finally, this leads to

$$
\gamma_T(\pi, \Psi^Q) \geq \sum_{g \in C} \sum_{s \in Q} \sum_{B \subseteq N} P_d(B) P_c(g|s) P_s(s) \times C_d\left[ \delta_{n,B} (S - \mu(s)) + \frac{1}{T} \sum_{τ=1}^{T} \sum_{n,l} \mu_n(B,g,s,f_τ(s)) \right]_{n=1}^{N} | g \).
$$

with

$$
\tilde{μ}_n(s) = \sum_{D} P_d(D) \frac{1}{T} \sum_{τ=1}^{T} \sum_{h} P_c(h|f_τ(s)) \tilde{μ}_n(D,h,f_τ(s),s)
$$

The expression (24) is the general version of (11), valid for any $T$. For the special case of $T = LQ$,

$$
\tilde{μ}_n(s) = \sum_{D} P_d(D) \frac{L}{T} \sum_{s' = 0}^{Q-1} \sum_{h} P_c(h|s') \tilde{μ}_n(D,h,s',s) = \sum_{D} P_d(D) \sum_{s' = 0}^{Q-1} P_s(s') \sum_{h} P_c(h|s') \tilde{μ}_n(D,h,s',s)
$$

and

$$
\sum_{τ=1}^{T} \tilde{μ}_n(B,g,s,f_τ(s)) = \sum_{s' = 0}^{Q-1} P_s(s') \tilde{μ}_n(B,g,s,s'),
$$

in which case (24) becomes (11). It should be noted that the definition (23) implies $0 \leq \tilde{μ}_n(B,g,s,s') \leq S, \forall n,B,g,s,s'$.
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