Existence and Uniqueness of Solutions to $Y$-Systems and TBA Equations
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Abstract. We consider $Y$-system functional equations of the form

$$Y_n(x+i)Y_n(x-i) = \prod_{m=1}^{N} (1 + Y_m(x))^{G_{nm}}$$

and the corresponding nonlinear integral equations of the thermodynamic Bethe ansatz. We prove an existence and uniqueness result for solutions of these equations, subject to appropriate conditions on the analytical properties of the $Y_n$, in particular the absence of zeros in a strip around the real axis. The matrix $G_{nm}$ must have non-negative real entries and be irreducible and diagonalisable over $\mathbb{R}$ with spectral radius less than 2. This includes the adjacency matrices of finite Dynkin diagrams, but covers much more as we do not require $G_{nm}$ to be integers. Our results specialise to the constant $Y$-system, proving existence and uniqueness of a strictly positive solution in that case.
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1. Introduction and Summary

In this paper, we investigate the existence and uniqueness of solutions to two related sets of equations. The first set consists of algebraic equations for \( N \) analytic functions \( Y_n \) and is an example for so-called \( Y \)-system functional equations. The second set consists of coupled nonlinear integral equations for \( N \) functions \( f_n \), called thermodynamic Bethe ansatz equations, or TBA equations for short. \( Y \)-systems and their relation to TBA equations first appeared in [31].

We will now describe these two sets of equations in more detail and state our existence and uniqueness results. Afterwards, we outline the standard argument connecting the \( Y \)-system to the TBA equations and stress the points where our approach differs from earlier works.

Main results

Let us start by fixing some notation which we need to formulate the results and which we will use throughout this paper.

Notations 1.1. Let \( K \) stand for \( \mathbb{R} \) or \( \mathbb{C} \). We denote by

\[
BC(\mathbb{R}, K)
\]

the functions from \( \mathbb{R} \) to \( K \) which are continuous and bounded, and by

\[
BC_-(\mathbb{R}, \mathbb{R})
\]

the continuous real-valued functions on \( \mathbb{R} \) which are bounded from below.

- For \( a > 0 \) we denote by \( S_a := \{z \in \mathbb{C} | -a < \text{Im}(z) < a\} \) the open horizontal strip in \( \mathbb{C} \) of height \( 2a \) and by \( \overline{S}_a \) its closure. We define the spaces of functions

\[
\mathcal{A}(S_a) \supset B\mathcal{A}(S_a),
\]

where \( \mathcal{A}(S_a) \) is the space of \( \mathbb{C} \)-valued functions which are analytic on \( S_a \) and have a continuous extension to \( \overline{S}_a \), and \( B\mathcal{A}(S_a) \) consists of those functions in \( \mathcal{A}(S_a) \) which are in addition bounded on \( \overline{S}_a \).

- We fix the constants

\[
N \in \mathbb{Z}_{>0}, \quad s \in \mathbb{R}_{>0}.
\]
We denote by \( \text{Mat}_{<2}(N) \subset \text{Mat}(N, \mathbb{R}) \)

the subset of real-valued \( N \times N \) matrices which can be diagonalised over
the real numbers, and whose eigenvalues lie in the open interval \((-2, 2)\).

We can now describe the \( Y \)-system. For \( G \in \text{Mat}(N, \mathbb{R}) \) (with entries \( G_{nm} \)) and \( Y_1, \ldots, Y_N \in \mathcal{A}(\mathbb{S}_s) \), the \( Y \)-system is the set of functional equations

\[
Y_n(x + is)Y_n(x - is) = \prod_{m=1}^{N} (1 + Y_m(x))^{G_{nm}}, \quad (Y)
\]

for \( n = 1, \ldots, N \) and all \( x \in \mathbb{R} \). If \( G \) is not integer-valued, one needs to give a
prescription how to deal with the multivaluedness of the right-hand side. We
will later do this by demanding \( Y_n \) to be positive and real-valued on the real
axis.

If \( Y_n \in \mathcal{A}(\mathbb{S}_s) \) has no zeros, we may pick \( h_n \in \mathcal{A}(\mathbb{S}_s) \) such that
\( Y_n(z) = e^{h_n(z)} \) for all \( z \in \mathbb{S}_s \). Denote \( h_n(z) = \log Y_n(z) \). We can think of a function
\( a_n \in \mathcal{A}(\mathbb{S}_s) \) as capturing the asymptotic behaviour of \( Y_n(z) \) if \( \log Y_n(z) - a_n(z) \)
is bounded on \( \mathbb{S}_s \). This condition is independent of the branch choice for the
logarithm. To formulate our first main theorem, we need to single out a certain
type of asymptotic behaviour.

**Definition 1.2.** We call \( a \in \mathcal{A}(\mathbb{S}_s)^N \) (with components \( a_n(z) \)) a valid asymptotics for \((Y)\) if

1. for \( n = 1, \ldots, N \), \( a_n \) is real-valued on \( \mathbb{R} \) and the functions \( e^{-a_n(x)} \) and \( \frac{d}{dx} e^{-a_n(x)} \) are bounded on \( \mathbb{R} \),
2. \( a \) satisfies

\[
a(x + is) + a(x - is) = G \cdot a(x) \quad \text{ for all } x \in \mathbb{R}. \quad (1.1)
\]

Recall from Perron–Frobenius theory that a real \( N \times N \) matrix is called
non-negative if all its entries are \( \geq 0 \), and irreducible if there is no permutation
of the standard basis which makes it block upper triangular. Our first main
result is the following existence and uniqueness statement.

**Theorem 1.3.** Let \( G \in \text{Mat}_{<2}(N) \) be non-negative and irreducible, and \( a \in \mathcal{A}(\mathbb{S}_s)^N \) a valid asymptotics for \((Y)\). Then there exists a solution \( Y_1, \ldots, Y_N \in \mathcal{A}(\mathbb{S}_s) \) to \((Y)\) which satisfies, for \( n = 1, \ldots, N \),

1. \( Y_n(\mathbb{R}) \subseteq \mathbb{R}_{>0} \), \quad (real & positive)
2. \( Y_n(z) \neq 0 \) for all \( z \in \mathbb{S}_s \). \quad (no roots)
3. \( \log Y_n(z) - a_n(z) \in \mathcal{B} \mathcal{A}(\mathbb{S}_s) \). \quad (asymptotics)

Moreover, this solution is the unique one in \( \mathcal{A}(\mathbb{S}_s) \) which satisfies properties
1–3.

Recall that the logarithm in property 3 exists on all of \( \mathbb{S}_s \) as by condition
2, \( Y_n \) has no zeros, and that property 3 is not affected by the choice of branch
for the logarithm.
Even though the unique solution $Y_1, \ldots, Y_N$ is initially only defined on $S_s$, using $(Y)$ and property 2, it is easy to see that $Y_n$ can be analytically continued at least to $S_{3s}$.

One important valid asymptotics for $(Y)$ is simply $\alpha = 0$, in which case the $Y_n$ themselves are bounded. We will see in Corollary 1.6 that then in fact the $Y_n$ are constant. The Perron–Frobenius eigenvector $w$ of $G$ provides a whole family of valid asymptotics. By our assumptions on $G$, $w$ can be chosen to have positive entries and its eigenvalue lies strictly between 0 and 2 (see Theorem 3.9). Then for any choice of $\gamma \in \mathbb{R}_{>0}$ such that $G \cdot w = 2 \cos(\gamma)w$, the functions

$$a(x) = e^{\gamma x/s}w \quad \text{and} \quad a(x) = e^{-\gamma x/s}w$$

are valid asymptotics for $(Y)$. We can also take linear combinations with positive coefficients; in particular, the symmetric choice

$$a(x) = r \cosh(\gamma x/s)w$$

is considered frequently in the context of massive relativistic quantum field theory, where $w$ takes the role of the mass vector and $r > 0$ represents the volume.

Next we discuss the TBA equations. Let $C \in \text{Mat}<2(N)$ and consider the following Fourier transform of a matrix-valued function, for $x \in \mathbb{R}$,

$$\Phi_C(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikx} \left( 2 \cosh(sk)1 - C \right)^{-1} dk. \quad (1.3)$$

The integral is well defined since by the condition on the eigenvalues of $C$, the components of the integrand are Schwartz functions. Then the components of $\Phi_C$ are also Schwartz functions which moreover are real and even. See Sect. 2.2 for more details on $\Phi_C$. For $a \in BC_{-}(\mathbb{R}, \mathbb{R})^N$, $G \in \text{Mat}(N, \mathbb{R})$, and $C$ as above, the TBA equation is the following nonlinear integral equation for a vector-valued function $f \in BC(\mathbb{R}, \mathbb{R})^N$:

$$f(x) = \int_{-\infty}^{\infty} \Phi_C(x - y) \cdot \left( G \cdot \log \left( e^{-a(y)} + e^{f(y)} \right) - C \cdot f(y) \right) dy. \quad (TBA)$$

Here we used the shorthand notation $\log \left( e^{-a(y)} + e^{f(y)} \right)$ to denote the function $\mathbb{R} \to \mathbb{K}^N$ with entries

$$\left[ \log \left( e^{-a(y)} + e^{f(y)} \right) \right]_j := \log \left( e^{-a_j(y)} + e^{f_j(y)} \right). \quad (1.4)$$

The integral (TBA) is well defined because the components of $a$ are bounded from below, $f$ is bounded and the components of $\Phi_C$ are Schwartz functions.

Recall that a function $f : \mathbb{R} \to \mathbb{K}$ is called Hölder continuous if there exist $0 < \alpha \leq 1$ and $C > 0$, such that

$$|f(x) - f(y)| \leq C |x - y|^\alpha \quad \text{for all } x, y \in \mathbb{R}. \quad (1.5)$$

If $\alpha = 1$, then $f$ is called Lipschitz continuous.

Our second main result is:

**Theorem 1.4.** Let $G \in \text{Mat}<2(N)$ be non-negative and irreducible, $C \in \text{Mat}<2(N)$, and $a \in BC_{-}(\mathbb{R}, \mathbb{R})^N$ such that the components of $e^{-a}$ are Hölder continuous. Then the following holds:
(i) The TBA equation (TBA) has a unique solution \( f_* \in BC(\mathbb{R}, \mathbb{R})^N \). The function \( f_* \) is independent of the choice of \( C \).

(ii) \( f_* \) can be extended to a function in \( BA(\mathbb{S}_s)^N \), which we denote also by \( f_* \). If \( a \) can be extended to a valid asymptotics, then the functions \( Y_n(z) = e^{a_n(z)} + f_{*, n}(z) \), for \( z \in \mathbb{S}_s \) and \( n = 1, \ldots, N \), provide the unique solution to (Y) with the properties as stated in Theorem 1.3.

In the case \( N = 1 \), \( G = C = 1 \) and \( a = r \cosh(x) \), the existence and uniqueness of \( f_* \) were already shown in [11] (see discussion in Sect. 3.5). Theorems 1.3 and 1.4, as well as Corollary 1.6, will be proved in Sect. 4.

Remark 1.5. The main tool in proving Theorem 1.4 is the Banach fixed point theorem. Namely, we show in Sect. 3 that if one chooses \( C = \nu G \) with \( \nu \in [0, \frac{1}{2}] \), a suitably rescaled version of (TBA) is a contracting map on \( BC(\mathbb{R}, \mathbb{R})^N \) (see the discussion in Sect. 5 for details). Thus, for such a \( C \), iterating the rescaled version of (TBA) for any starting point in \( BC(\mathbb{R}, \mathbb{R})^N \) is guaranteed to converge to the unique solution. In this sense, finding solutions to (TBA), and hence also to (Y), is constructive.

Next we specialise Theorems 1.3 and 1.4 to the case \( a = 0 \). From the proofs of these theorems, we get the following corollary.

Corollary 1.6. For \( a = 0 \), the unique solution \( f_* \) from Theorem 1.4 is constant, and correspondingly, the unique solution \( Y_1, \ldots, Y_N \) from Theorem 1.3 is constant.

Remark 1.7. (i) The constant case is interesting in itself. The functional equations (Y) turn into the constant \( Y \)-system

\[
Y_n^2 = \prod_{m=1}^{N} (1 + Y_m)^{G_{nm}},
\]

for \( Y_1, \ldots, Y_N \in \mathbb{C} \). Suppose \( G \in \text{Mat}_{<2}(N) \) is non-negative and irreducible as in Theorem 1.3. Since a real and positive solution to (1.6) also solves (Y) and satisfies conditions 1–3 in Theorem 1.3 (for \( a = 0 \)), by Corollary 1.6 the constant \( Y \)-system has a unique positive solution. This extends a result of [13,22], where symmetric and positive definite \( G \) were considered, as well as adjacency matrices of finite Dynkin diagrams.

(ii) If \( G \) is the adjacency matrix of a finite Dynkin diagram, explicit trigonometric expressions for the unique positive solution to the constant \( Y \)-system (and more general versions thereof) are known or conjectured, see [14] and [16, Sec. 14].

(iii) If \( G \) has spectral radius \( \geq 2 \), it is shown in [24, Sec. 4] that the constant \( Y \)-system (1.6) does not possess a real positive solution at all. This shows that for \( a = 0 \), the condition on the spectral radius in Theorems 1.3 and 1.4 is sharp.

Background on \( Y \)-systems and TBA equations

The thermodynamic Bethe ansatz was developed to study thermodynamic properties of a gas of particles moving on a circle [29]. The version for relativistic particles whose scattering matrix factorises into a product of two-particle
scattering matrices was given in [30]. The reformulation as a $Y$-system was first described in [31]. A review of $Y$-systems and their applications can be found for example in [16]. Below we sketch the transformations linking the $Y$-system and the TBA equation, see [31] and, for example, [7,24,28].

We note that while our proof follows the standard steps, we are not aware of a previous proof of the correspondence between $Y$-systems and TBA equations in the literature, in the sense that all analytic questions are carefully addressed. To provide all these details was one of the motivations to write the present paper.

Rewrite $Y_n$ in (Y) as

$$Y_n(z) = \exp(f_n(z) + a_n(z)),$$

where $f_n(z)$ are bounded functions and $a_n(z)$ are valid asymptotics for (Y). Upon taking the logarithm, one verifies that the $a_n(z)$ cancel out and one remains with the set of finite difference equations

$$f_n(x + is) + f_n(x - is) = \sum_{m=1}^{N} G_{nm} \log \left( e^{-a_m(x)} + e^{f_m(x)} \right).$$

(1.7)

Even though it looks like a trivial modification of the above equation, it will be important for us to add a linear term in $f$ to both sides (we switch to vector notation to avoid too many indices, recall also the convention (1.4)),

$$f(x + is) + f(x - is) - C \cdot f(x) = G \cdot \log \left( e^{-a(y)} + e^{f(y)} \right) - C \cdot f(x).$$

(1.8)

To get rid of the nonlinearity for a while, we replace the $f$-dependent function on the right-hand side simply by a suitable function $g$,

$$f(x + is) + f(x - is) - C \cdot f(x) = g(x).$$

(1.9)

The difference equation can now be solved by a Green’s function-like approach. Namely, the function $\Phi_C$ from (1.3) gives rise to a representation of the Dirac $\delta$ distribution (see Lemma 2.16 for details):

$$\Phi_C(x + is) + \Phi_C(x - is) - C \cdot \Phi_C(x) = \delta(x)1_N.$$  

(1.10)

This allows one to write a solution to the functional equation (1.9) as an integral,

$$f(x) = \int_{-\infty}^{\infty} \Phi_C(x - y) \cdot g(y) \, dy.$$  

(1.11)

The only detailed proof of this that we are aware of is [27, Lem.2], which treats the case $N = 1$ and $C = 0$ and imposes a decay condition on $f(x)$ for $x \to \pm \infty$. Therefore, in Sect. 2 we give a proof in the generality we require.

Substituting the right-hand side of (1.8) for $g$ in (1.11) produces (TBA).

**Remark 1.8.** In the case $C = 0$, the matrix $\Phi_C(x)$ is proportional to the identity matrix and corresponds to the *standard kernel* (often denoted by $s$) which produces the universal or simplified TBA equations of the physics literature. The case $C = G$ yields the canonical TBA equations which emphasise
the relation to the relativistic scattering matrix $S(x)$ if such is available (see Remark 2.18). Specifically, we have (see, for example, [7])

$$[\Phi_{\mathbf{G}}(x) \cdot \mathbf{G}]_{nm} = \frac{i}{2\pi} \frac{d}{dx} \log (S_{nm}(x)),$$

(1.12)

More details and references can be found, for example, in [24, 28, 31]. Note that our Green’s function $\Phi_{\mathbf{G}}(x)$ has to be multiplied with $\mathbf{G}$ to obtain the canonical kernel used in the physics TBA literature. In this paper, we consistently treat the factor $\mathbf{G}$ not as part of the kernel, but absorb it in the function $g(x)$. This is a natural convention for $C = 0$, and we preserve this convention for general $C$.

Allowing for arbitrary $C \in \text{Mat}_{<2}(N)$, not just $C = 0$ or $\mathbf{G}$, is one place where we work in greater generality than the physics literature we are aware of. The freedom to choose $C$ is important to us, since an appropriate choice will allow us to apply the Banach fixed point theorem to find a unique solution to the integral equation (Proposition 3.1).

The other place where we allow for greater generality than considered before is in the choice of the matrix $\mathbf{G}$, which can have non-negative real entries, rather than just integers. In the non-negative integral case, the $\mathbf{G}$ which fit our assumptions include, in particular, the adjacency matrix of finite Dynkin diagrams or tadpole graphs $(T_N = A_{2N}/\mathbb{Z}_2)$—these are called Dynkin TBAs in [24].

Existence of a solution to equations similar to (TBA) has in some cases also been argued constructively. In [20, 29] solutions to some specific TBA equations (albeit with $\Phi_C(x)$ replaced by functions substantially different from ours) are constructed from a specific starting function by iterating the equations and showing uniform convergence.

A different approach to existence and uniqueness of solutions to the TBA equation (TBA) is suggested in a footnote in [15, Sec. 3.2], where the authors propose to use a fixed point theorem due to Leray, Schauder and Tychonoff. A detailed proof is, however, not provided.

Various methods to solve equations of the general form (TBA), so-called Hammerstein equations, are discussed in [1], including several fixed point theorems. In particular, their example 1 is similar in spirit to (TBA).

There are also other types of nonlinear integral equations relevant to the study of integrable models, which often share many features with TBA equations. Existence and uniqueness of solutions to such an equation of Destriade-Vega type in the XXZ model have been investigated in [17].

**Structure of paper**

In Sect. 2 we give a detailed statement and proof of the above claim that (1.11) solves (1.9), see Proposition 2.1. The core of the paper is Sect. 3, where we apply the Banach fixed point theorem to obtain a unique solution to (TBA) for a specific range of choices of $C$, see Proposition 3.1. Section 4 contains the proofs of Theorems 1.3, 1.4 and of Corollary 1.6. Finally, in Sect. 5 we discuss some open questions.
2. Solution to a Set of Difference Equations

For two functions $F: \mathbb{C} \to \text{Mat}(N, \mathbb{C})$ with components $F_{nm}$ and $g: \mathbb{R} \to \mathbb{C}^N$ with components $g_n$, let us formally denote by

$$(F \ast g)(z) := \int_{-\infty}^{\infty} F(z-t) \cdot g(t) \, dt$$

(2.1)

the convolution product, where the components of the integrand are $[F(z-t) \cdot g(t)]_n = \sum_{m=1}^{N} F_{nm}(z-t)g_m(t)$. In this section, we will prove the following important proposition which will allow us to relate finite difference equations and integral equations. Recall from Notations 1.1 the definition of the subset $\text{Mat}_{<2}(N) \subset \text{Mat}(N, \mathbb{R})$, and that we fixed constants $N \in \mathbb{Z}_{>0}$ and $s \in \mathbb{R}_{>0}$. Recall also the definition of $\Phi_C$ from (1.3).

**Proposition 2.1.** Let $C \in \text{Mat}_{<2}(N)$, $f: \mathbb{R} \to \mathbb{C}^N$ and $g \in BC(\mathbb{R}, \mathbb{C})^N$. Consider the following two statements:

1. $f$ can be extended to a function $f \in BA(S_s)^N$ satisfying the functional equation

$$f(x+is) + f(x-is) - C \cdot f(x) = g(x) \quad \text{for all } x \in \mathbb{R}. \quad (2.2)$$

2. $f$ and $g$ are related via the convolution

$$f(x) = (\Phi_C \ast g)(x) \quad \text{for all } x \in \mathbb{R}. \quad (2.3)$$

We have that 1 implies 2. If the components of $g$ are in addition Hölder continuous, then 2 implies 1.

Such results have been widely used in the physics literature, but the only rigorous proof we are aware of is in [27, Lem. 2] for the special case $N = 1$ and $C = 0$, and under a decay condition on $f(x)$. Hence, we will give a complete proof here.

The basic reasoning of our proof is the same as in the physics literature, as outlined in the introduction. We take care to prove all the required analytical properties, which to our knowledge has not been done before in this generality. We also note that the observation that Proposition 2.1 applies to all $C \in \text{Mat}_{<2}(N)$ (rather than just $C = 0$ and adjacency matrices of certain graphs) seems to be new. The proof relies on a number of ingredients developed in Sects. 2.1–2.3. The proof of Proposition 2.1 itself is given in Sect. 2.4.

2.1. The Green’s Function $\phi_d(z)$

In this subsection, we introduce a family of meromorphic functions $\phi_d(z)$, parametrised by a real number

$$d \in (-2, 2). \quad (2.4)$$

In this section, we adopt the convention that whenever the parameter $d$ appears, it is understood that it is chosen from the above range.
The function $\phi_d$ will be central to our problem since it plays, in analogy with the theory of differential equations, the role of a Green’s functions for the difference operator

$$D[f](x) := f(x + is) + f(x - is) - d \cdot f(x).$$

We start by defining the function $\phi_d$ on the real axis in terms of a Fourier integral representation.

**Definition 2.2.** The function $\phi_d : \mathbb{R} \to \mathbb{R}$ is defined by

$$\phi_d(x) := \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{e^{ikx}}{2 \cosh(sk) - d} \, dk.$$

(2.6)

Note that $\phi_d(x)$ is real and even, since it is the Fourier transform of a real and even function. Moreover, $(2 \cosh(sk) - d)^{-1}$ is in the Schwartz space of rapidly decaying functions; thus, also $\phi_d(x)$ is a Schwartz function, and Fourier inversion holds.

**Example 2.3.** Consider the case $d = 0$. The Fourier integral can then be computed explicitly, with the result

$$\phi_0(z) = \frac{1}{4s} \cosh \left( \frac{\pi}{2} z \right).$$

(2.7)

This function is called the universal kernel or standard kernel in the physics literature. It has a meromorphic continuation to the whole complex plane, with poles of first order in $z = is(1 + 2\mathbb{Z})$.

Explicit expressions for $\phi_d$ in terms of hyperbolic functions for other specific values of $d$ can be found, for example, in [7, App. D] and [5, Eqn. 4.22]. A general expression is given in Lemma 2.15. Here we will proceed by deducing the analytic structure of $\phi_d(z)$ from its definition in (2.6).

Recall that smoothness of a function is related to the rate of decay of its Fourier transform. If the decay is exponential, analytic continuation is possible; the faster the exponential decay, the further one can analytically continue:

**Lemma 2.4.** Let $f(x)$ be a function on $\mathbb{R}$ whose Fourier transform $\hat{f}(k)$ exists. Suppose there exist constants $A, a > 0$ such that $|\hat{f}(k)| \leq A \exp(-a|k|)$ for all $k \in \mathbb{R}$. Then $f(x)$ has an analytic continuation to the strip $S_a$.

For a proof see for example [25, Ch. 4, Thm. 3.1]. In particular, $\phi_d(x)$ can be analytically continued to the strip $S_z$. In fact, it can be continued to a meromorphic function with poles of order $\leq 1$ in $is\mathbb{Z}$ (Lemma 2.8). To get there, we need some preparation. We start with:

**Lemma 2.5.** $\phi_d(z)$ has an analytic continuation to the complex plane with two cuts, $\mathbb{C} \setminus (i\mathbb{R}_{\geq s} \cup i\mathbb{R}_{\leq -s})$.

**Proof.** Take any $\theta \in (-\frac{\pi}{2}, \frac{\pi}{2})$ and consider the function

$$\tilde{\phi}_d(z) = e^{-i\theta} \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikz} (2 \cosh(sk^{-i\theta}) - d)^{-1} \, dk.$$
By Lemma 2.4, this integral is analytic in $z \in e^{i\theta}S_{s,\cos \theta}$, a strip in the $z$-plane tilted by the angle $\theta$. We claim that $\phi_d(z)$ and $\tilde{\phi}_d(z)$ coincide in the intersection $e^{i\theta}S_{s,\cos \theta} \cap S_s$ of their respective analytic domains. This can be checked via contour deformation. We will first show that for $z \in e^{i\theta}S_{s,\cos \theta} \cap S_s$ we have
\[
\phi_d(z) = \frac{1}{2\pi} \int_{e^{-i\theta}\mathbb{R}} e^{ikz} (2 \cosh(sk) - d)^{-1} dk.
\] (2.9)

Since for $|d| < 2$, the integrand $k \mapsto e^{ikz}(2 \cosh(sk) - d)^{-1}$ has no poles away from the imaginary axis, rotating the contour by $-\theta$ does not pick up any residues. It remains to verify that there are no contributions from infinity. We express $z = x + iy$ and $k = u + iv$ in real coordinates, in terms of which the absolute value of the integrand can be written as
\[
\left| \frac{e^{ikz}}{2 \cosh(sk) - d} \right| = \left| \frac{e^{-(uy+vx)}}{e^{su}e^{ivu} + e^{-sv}e^{-ivd} - d} \right|. \tag{2.10}
\]

On the circular contour components, one can parametrise $v = -u \tan(\tau)$, with $\tau$ running from 0 to $\theta$. When $u \to \pm \infty$, the right-hand side of (2.10) approaches
\[
\left| e^{-u(y+s)-vx} \right| = \left| e^{-u(y+s-\tan(\tau)x)} \right|. \tag{2.11}
\]

Thus, if the inequalities
\[
y > \tan(\tau)x - s \\
y < \tan(\tau)x + s
\] (2.12)
are satisfied for all $\tau$ between 0 and $\theta$, then the two circular integrals do indeed vanish when the radius is taken to infinity. But these inequalities just describe the strips $e^{i\tau}S_{s,\cos \tau}$ in the $z$-plane, and their intersection for all $\tau \in [0, \theta]$ is precisely $S_s \cap e^{i\theta}S_{s,\cos \theta}$.

Now, substituting $k' = e^{i\theta}k$ in (2.9) shows that $\phi_d(z) = \tilde{\phi}_d(z)$ on the intersection of their domains, and hence, $\tilde{\phi}_d(z)$ is the analytic continuation of $\phi_d(z)$ to the strip $e^{i\theta}S_{s,\cos \theta}$. Consequently, $\phi_d(z)$ has an analytic continuation to the union of all of these strips,
\[
\bigcup_{\theta \in (-\frac{\pi}{2}, \frac{\pi}{2})} e^{i\theta}S_{s,\cos \theta} = \mathbb{C} \setminus (i\mathbb{R}_{>0} \cup i\mathbb{R}_{<0} ). \tag{2.13}
\]

In order to understand the behaviour of $\phi_d(z)$ on the whole imaginary axis, it is natural to start with the case $d = 0$ whose analytic structure we know explicitly (Example 2.3). When comparing $\phi_d(z)$ to $\phi_0(z)$, we will need to control the derivative $\frac{\partial}{\partial d} \phi_d(z)$.

**Lemma 2.6.** For all $z \in \mathbb{C} \setminus (i\mathbb{R}_{>0} \cup i\mathbb{R}_{<0})$, the partial derivative $\frac{\partial}{\partial d} \phi_d(z)$ exists and is an analytic function on $\mathbb{C} \setminus (i\mathbb{R}_{>2s} \cup i\mathbb{R}_{<-2s})$. For $z \in e^{i\theta}S_{2s,\cos \theta}$ it has the integral representation
\[
\frac{\partial}{\partial d} \phi_d(z) = e^{-i\theta} \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ik^2z} (2 \cosh(ske^{-i\theta}) - d)^{-2} dk. \tag{2.14}
\]
Proof. For any $z \in e^{i\theta}S_{s,\cos \theta}$, consider $\phi_d(z)$ given by the integral representation (2.8). Write $ke^{-i\theta} = u + iv$ with $u, v \in \mathbb{R}$. Assuming $u \geq 0$, one then estimates

$$
|2 \cosh (sk e^{-i\theta}) - d| = |e^{su} e^{isv} + e^{-su} e^{-isv} - d|
\geq |e^{su} e^{isv}| - |e^{-su} e^{-isv}| - |d|
\geq e^{su} - 1 - |d| \geq e^{s \cos \theta |k|} - 3. \quad (2.15)
$$

The same overall estimate applies for $u < 0$ as well. For $|k|$ large enough, the last expression on the right-hand side becomes bigger than $\frac{1}{2} e^{s \cos \theta |k|}$ and we can estimate

$$
|2 \cosh (sk e^{-i\theta}) - d|^{-1} \leq 2 e^{-s \cos \theta |k|} \quad (for \ |k| \ large \ enough). \quad (2.16)
$$

Next, writing $z = e^{i\theta}(x + iy)$ with $x \in \mathbb{R}$ and $y \leq s \cos \theta$ we obtain, for all $k \in \mathbb{R}$,

$$
|e^{ike^{-i\theta}z}| = e^{-ky} \leq e^{s \cos \theta |k|}. \quad (2.17)
$$

For $|k|$ large enough and $z \in e^{i\theta}S_{s,\cos \theta}$, we can now estimate

$$
\left| \frac{\partial}{\partial d} e^{ike^{-i\theta}z} (2 \cosh (sk e^{-i\theta}) - d)^{-1} \right| = \left| e^{ike^{-i\theta}z} \right| \cdot \left| 2 \cosh (sk e^{-i\theta}) - d \right|^{-2}
\leq 4 e^{-s \cos \theta |k|}. \quad (2.18)
$$

One can choose $k_0 > 0$ large enough, such that this estimate applies for all $d \in (-2, 2)$ and $|k| \geq k_0$.

Let $\varepsilon > 0$, and define $D := 2 - \varepsilon$. Since for any $k_0 > 0$, the integrand of (2.14) is continuous (and finite) as a function of $(k, d)$ in the compact region $[-k_0, k_0] \times [-D, D]$, it is, in particular, bounded. One can therefore find a constant $A > 0$ such that the integrand of (2.14) is bounded by $A e^{-s \cos \theta |k|}$ for all $k \in \mathbb{R}$ and $d \in [-D, D]$.

The integrand is thus majorised by the integrable function $A e^{-s \cos \theta |k|}$ for all $d \in [-D, D]$ and therefore integration and $d$-derivative can be swapped, establishing (2.14) for all $d \in [-D, D]$ and $z \in e^{i\theta}S_{s,\cos \theta}$. Since $\varepsilon > 0$ was arbitrary, this extends to all $d \in (-2, 2)$, proving the first part of the claim. Moreover, according to Lemma 2.4, the integral on the right-hand side of (2.14) is actually analytic for $z \in e^{i\theta}S_{2s,\cos \theta}$. By uniqueness of the analytic continuation, it must also coincide with $\frac{\partial}{\partial d} \phi_d(z)$ on this larger domain. \hfill \Box

One consequence of the integral representation of the $d$-derivative is the following functional relation for $\phi_d$.

**Lemma 2.7.** For all $x \in \mathbb{R}\setminus\{0\}$ we have

$$
\phi_d(x + is) + \phi_d(x - is) - d\phi_d(x) = 0. \quad (2.19)
$$

**Proof.** Fix $x \in \mathbb{R}$, $x \neq 0$, and write

$$
\mathcal{L}_x(d) := \phi_d(x + is) + \phi_d(x - is) - d\phi_d(x). \quad (2.20)
$$
We will show that $L_x(d)$ solves the initial value problem
\[
L_x(0) = 0, \quad \frac{\partial}{\partial d} L_x(d) = 0 \quad \text{for all } d \in (-2, 2).
\] (2.21)

The initial condition in (2.21) is straightforward to check by recalling from Example 2.3 that $\phi_0(z) = (4s \cosh(\frac{\pi}{2s}z))^{-1}$. In order to prove the differential equation in (2.21), we use the integral representation (2.14) for $\theta = 0$ and $z \in S_{2s}$:
\[
\frac{\partial}{\partial d} L_x(d) = \frac{\partial}{\partial d} \phi_d(x + is) + \frac{\partial}{\partial d} \phi_d(x - is) - \phi_d(x) - d \frac{\partial}{\partial d} \phi_d(x)
= \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikx} \frac{F(k)}{(2 \cosh(sk) - d)^2} dk,
\] (2.22)
where
\[
F(k) = e^{-ks} + e^{ks} - (2 \cosh(sk) - d) - d = 0.
\] (2.23)
Hence, (2.21) follows.

By Lemma 2.5, the function $x \mapsto L_x(d)$ has an analytic continuation to all $z \in \mathbb{C}\setminus i\mathbb{R}$. The functional relation (2.19) thus extends to this domain:
\[
\phi_d(z + is) + \phi_d(z - is) - d \phi_d(z) = 0 \quad \text{for all } z \in \mathbb{C}\setminus i\mathbb{R}.
\] (2.24)
Using this, we now show:

Lemma 2.8. $\phi_d(z)$ has a meromorphic continuation to the whole complex plane which satisfies:

(i) The poles are all of first order and form a subset of $is\mathbb{Z}\setminus\{0\}$.
(ii) For $z \in \mathbb{C}\setminus is\mathbb{Z}$ we have $\phi_d(z + is) + \phi_d(z - is) - d \phi_d(z) = 0$.
(iii) For $z \in \mathbb{C}\setminus is\mathbb{Z}$ and $n \in \mathbb{Z}$ we have
\[
\phi_d(z + ins) = \frac{\sin(n\gamma)}{\sin(\gamma)} \phi_d(z + is) - \frac{\sin((n-1)\gamma)}{\sin(\gamma)} \phi_d(z),
\] (2.25)
where $\gamma \in \mathbb{R}$ satisfies $d = 2 \cos(\gamma)$.

Proof. • Relation (2.25) holds on $\mathbb{C}\setminus i\mathbb{R}$: Writing $p_n(z) := \phi_d(z + ins)$, we can rewrite (2.24) as $p_{n+1} + p_{n-1} - dp_n = 0$. It is straightforward to check that this recursion relation is solved by
\[
p_n = \frac{\sin(n\gamma)}{\sin(\gamma)} p_1 - \frac{\sin((n-1)\gamma)}{\sin(\gamma)} p_0.
\] (2.26)
• $\phi_d$ has an analytic continuation to $\mathbb{C}$ minus the points $is\mathbb{Z}\setminus\{0\}$: The right-hand side of (2.25) is actually analytic in $\{z \in \mathbb{C}|-s < \text{Im}(z) < 0\}$. Hence, the same holds for the left-hand side, that is, $\phi_d$ is analytic on the shifted strips $\{z \in \mathbb{C}|sn < \text{Im}(z) < (n+1)s\}$ for all $n \in \mathbb{Z}$. Combining this with Lemma 2.5, which states that $\phi_d(z)$ is analytic on $\mathbb{C}\setminus (i\mathbb{R}_{\ge s} \cup i\mathbb{R}_{\le -s})$, we obtain the claim.
In particular, (2.24) and (2.25) hold on $\mathbb{C}\setminus is\mathbb{Z}$, showing parts (ii) and (iii) of the lemma.
• \( \phi_d \) is Lipschitz continuous in \( d \) on \([-D, D]\) for \( D < 2 \): Consider again the case \( d = 0 \), given by \( \phi_0(z) = (4s \cosh \left( \frac{\pi}{2s} z \right))^{-1} \): this is a meromorphic function with poles of first order located at \( is(1 + 2\mathbb{Z}) \). We are now going to show that in the strip \( \mathbb{S}_{2s} \) the pole structure of \( \phi_d(z) \) for general \( d \) coincides with the pole structure of \( \phi_0(z) \).

Recall the derivative \( \frac{\partial}{\partial d} \phi_d(z) \) defined inside \( \mathbb{S}_{2s} \) by the integral representation (2.14). We write \( y = \text{Im}(z) \), where \( y \in (-2s, 2s) \), and obtain

\[
\left| \frac{\partial}{\partial d} \phi_d(z) \right| \leq \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{e^{-ky}}{(2 \cosh(sk) - d)^2} dk. \tag{2.27}
\]

Let \( \varepsilon > 0 \) be arbitrary so that \( D := 2 - \varepsilon > 0 \) and \( Y := 2s - \varepsilon > 0 \). For \( d \leq D \) and \( |y| \leq Y \), the integrand can then be further estimated as follows:

\[
e^{-ky} \leq \frac{2 \cosh(yk)}{(2 \cosh(sk) - d)^2} \leq \frac{2 \cosh(Yk)}{(2 \cosh(sk) - D)^2} \tag{2.28}
\]

But

\[
B := \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{2 \cosh(Yk)}{(2 \cosh(sk) - D)^2} dk \tag{2.29}
\]

still converges (as \( |Y| < 2s \)), and hence,

\[
\left| \frac{\partial}{\partial d} \phi_d(z) \right| \leq B. \tag{2.30}
\]

Put differently, \( B \) is a Lipschitz constant for \( \phi_d(z) \) understood as a function of \( d \) on the interval \([-D, D] \). The Lipschitz condition reads

\[
|\phi_d(z) - \phi_0(z)| \leq B \cdot d. \tag{2.31}
\]

• The pole order of \( \phi_d \) at is\( \mathbb{Z} \setminus \{0\} \) is 0 or 1: By Lipschitz continuity in \( d \), we know that \( |\phi_d(z) - \phi_0(z)| \leq B \cdot d \) for all \( z \in \mathbb{S}_{2s} \setminus \{\pm is\} \). Since \( \phi_0 \) has first order poles at \( \pm is \), it follows that so does \( \phi_d \). Since (2.25) holds on \( \mathbb{C} \setminus is\mathbb{Z} \), the pole structure is as claimed. This finally proves part i) of the lemma.

We remark that the Lipschitz continuity in \( d \) does not extend beyond the strip \( \mathbb{S}_{2s} \). Indeed, \( \phi_0 \) has no pole at \( \pm 2is \), whereas for \( d \neq 0 \), (2.19) forces \( \phi_d(z) \) to have a pole there. \( \square \)

Next we turn to the growth properties of \( \phi_d \). We need the following result from complex analysis (see, for example, [25, Ch. 4, Thm. 3.4] for a proof).

**Theorem 2.9** (Phragmén–Lindelöf). Let \( f \) be a holomorphic function in the wedge \( W = \{ z \in \mathbb{C} \mid -\frac{\pi}{2\beta} < \arg(z) < \frac{\pi}{2\beta} \} \), \( \beta > \frac{1}{2} \), which is continuous on the closure of \( W \). Suppose that \( |f(z)| \leq 1 \) on the boundary of \( W \) and that there are \( A, B > 0 \) and \( 0 < \alpha < \beta \) such that \( |f(z)| \leq Ae^{B|z|^\alpha} \) for all \( z \in W \). Then \( |f(z)| \leq 1 \) on \( W \).

With the help of this theorem, we can establish the following boundedness properties.
Lemma 2.10. Let $\Theta \in [0, \frac{\pi}{2})$. Then for all $m, n \in \mathbb{Z}_{\geq 0}$ the function $z^m \frac{d^n}{dz^n} \phi_d(z)$ is bounded in the wedges $|\arg(z)| \leq \Theta$ and $|\arg(z) - \pi| \leq \Theta$.

Proof. Consider the lines $z = e^{\pm i\Theta} \mathbb{R}$, which constitute the boundary of the wedges we are interested in. The integral representation (2.8) of $\phi_d(z)$, when restricted to these lines, yields functions in the Schwartz space, because $(2 \cosh (sk e^{\mp i\Theta}) - d)^{-1}$ are functions in the Schwartz space. By definition of the Schwartz space, the function $z^m \frac{d^n}{dz^n} \phi_d(z)$ is bounded on these two lines as well. Moreover, it is analytic in the interior of the wedges. We will now show that the growth of $z^m \frac{d^n}{dz^n} \phi_d(z)$ is less than exponential in the interior of the wedges. The statement of the lemma then follows from Theorem 2.9.

It suffices to show that $\frac{d^n}{dz^n} \phi_d(z)$ is bounded in the wedges $|\arg(z)| < \Theta$ and $|\arg(z) - \pi| < \Theta$. Let $x \in \mathbb{R}$, $\theta \in (-\Theta, \Theta)$, and use the integral representation (2.8) to obtain the $x$-independent estimate

$$\left| \frac{d^n}{dz^n} \phi_d(x e^{i\theta}) \right| \leq \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{k^n}{2 \cosh(sk e^{i\theta}) - d} \, dk. \tag{2.32}$$

Next we estimate the integrand by a $\theta$-independent integrable function. Recall from (2.16) that for $|k|$ large enough we can estimate

$$|2 \cosh (sk e^{-i\theta}) - d|^{-1} \leq 2 e^{-s \cos \theta |k|} \leq 2 e^{-s \cos \Theta |k|}. \tag{2.33}$$

But for $|k|$ large enough, we also have $|k^n| \leq e^\frac{s}{2} \cos \Theta |k|$. In other words, there exists a $k_0 > 0$, independent of $\theta$, such that for all $|k| \geq k_0$,

$$\frac{k^n}{2 \cosh(sk e^{-i\theta}) - d} \leq 2e^{-\frac{s}{2} \cos \Theta |k|}. \tag{2.34}$$

Meanwhile, the function $w \mapsto |2 \cosh(sw) - d|$ is continuous in

$$\{w \in \mathbb{C} | |\arg(w)| \leq \Theta, |\text{Re}(w)| \leq k_0\}$$

and in the corresponding wedge with $|\arg(-w)| \leq \Theta$ and has no zeros in this bow tie shaped compact subset of the complex plane. Hence, it is bounded from below by a strictly positive number $M > 0$. Consequently, for all $|k| < k_0$,

$$\left| \frac{k^n}{2 \cosh(sk e^{-i\theta}) - d} \right| \leq \frac{k_0^n}{M}. \tag{2.35}$$

Plugging (2.34) and (2.35) into (2.32) yields the bound

$$\left| \frac{d^n}{dz^n} \phi_d(z) \right| \leq \frac{1}{2\pi} \left( \int_{-k_0}^{k_0} k^n \frac{dk}{M} + 2 \int_{k_0}^{\infty} 2e^{-\frac{s}{2} \cos \Theta |k|} \, dk \right), \tag{2.36}$$

valid for all $z$ in the two wedges defined by $\Theta$, and where the right-hand side is finite and independent of $\theta$. \hfill $\Box$

Corollary 2.11. For $y \in \mathbb{R}$, let $\partial^n \phi_d^{|y|}(x) := \frac{d^n}{dz^n} \phi_d(x + iy)$ be the restrictions of $\frac{d^n}{dz^n} \phi_d(z)$ to horizontal lines. If $y \notin s\mathbb{Z} \setminus \{0\}$, then $(x + iy)^m \partial^n \phi_d^{|y|}(x) \in L_1(\mathbb{R})$ for all $n, m \in \mathbb{Z}_{\geq 0}$.
Corollary 2.12. For any $a, b \in \mathbb{R}$ and for all $n, m \in \mathbb{Z}_{\geq 0}$,
\[
\lim_{x \to \pm \infty} \int_{a}^{b} (x + it)^m \frac{d^n}{dz^n} \phi_d(x + it) \, dt = 0. \tag{2.37}
\]

To understand at which points of $i\mathbb{Z}\setminus\{0\}$ the function $\phi_d$ has a first order pole and at which points the singularity can be lifted, we compute the residues.

Lemma 2.13. For $n \in \mathbb{Z}$, the residue of $\phi_d(z)$ in $z = isn$ is given by
\[
\text{Res}_{i\text{sn}}(\phi_d) = \frac{1}{2\pi i} \frac{\sin(n\gamma)}{\sin(\gamma)}, \tag{2.38}
\]
where $\gamma \in \mathbb{R}$ satisfies $d = 2\cos(\gamma)$.

Proof. We start by computing the residue at $is$:
\[
2\pi i \text{Res}_{i\text{s}}(\phi_d) = \int_{\mathbb{R} + \frac{1}{2}i\text{s}} \phi_d(z) \, dz - \int_{\mathbb{R} + \frac{3}{2}i\text{s}} \phi_d(z) \, dz
\]
\[
= \int_{-\infty}^{\infty} \phi_d(x + \frac{1}{2}is) \, dx - \int_{-\infty}^{\infty} \phi_d(x + \frac{3}{2}is) \, dx
\]
\[
\overset{(b)}{=} \int_{-\infty}^{\infty} \phi_d(x + \frac{1}{2}is) \, dx + \int_{-\infty}^{\infty} \phi_d(x - \frac{1}{2}is) \, dx - d \int_{-\infty}^{\infty} \phi_d(x + \frac{1}{2}is) \, dx
\]
\[
\overset{(c)}{=} (2 - d) \int_{-\infty}^{\infty} \phi_d(x) \, dx = (2 - d) \frac{1}{2\cosh(sk)} \left. \frac{\sin((n-1)\gamma)}{\sin(\gamma)} \right|_{k=0} = 1. \tag{2.39}
\]

Here, all integrals exist by Corollary 2.11. In step (a), the circular contour is deformed to two horizontal infinite lines, making use of Corollary 2.12 to ensure that no contribution is picked up when pushing the vertical parts of the contour to infinity. Step (b) is the functional relation in Lemma 2.8 (ii). In step (c) all contours are moved to the real axis, using that $\phi_d$ is analytic in $S_s$ (Lemma 2.8) and that by Corollary 2.12 there are no contributions from infinity.

But from (2.25) we see that
\[
\text{Res}_{i\text{sn}}(\phi_d) = \frac{\sin(n\gamma)}{\sin(\gamma)} \text{Res}_{i\text{s}}(\phi_d) - \frac{\sin((n-1)\gamma)}{\sin(\gamma)} \text{Res}_{0}(\phi_d). \tag{2.40}
\]
Since $\text{Res}_0(\phi_d) = 0$, we obtain the statement of the lemma. \qed

We are now in a position to justify the notion that $\phi_d(z)$ is a Green’s function for the difference operator (2.5):

Lemma 2.14. $\phi_d(x)$ gives rise to a representation of the Dirac $\delta$ distribution on $BC(\mathbb{R}, \mathbb{C})$ via
\[
\lim_{y \to 0} \left( \phi_d(x + iy) + \phi_d(x - iy) - d\phi_d(x) \right) = \delta(x). \tag{2.41}
\]
Before we turn to the proof, we note that for $|y| < s$,
\[
\phi_d(x + iy) + \phi_d(x - iy) - d\phi_d(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{e^{ikx - yk} + e^{ikx + yk} - de^{ikx}}{2 \cosh(sk) - d} dk
\]
\[
= \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{e^{ikx} 2\cosh(yk) - d}{2 \cosh(sk) - d} dk. \tag{2.42}
\]

In the limit $y \nearrow s$, the integrand on the right-hand side approaches $e^{ikx}$ pointwise. The usual exchange-of-integration-order argument proves that one obtains a Dirac $\delta$ distribution on $L_1$ functions whose Fourier transformation is also $L_1$. To show that we obtain a $\delta$ distribution on $BC(\mathbb{R}, \mathbb{C})$, we follow a different route.

Proof of Lemma 2.14. Since $\phi_d(z)$ has simple poles at $z = \pm is$ of residue $\pm \frac{1}{2\pi i}$ (see Lemma 2.13), we can write
\[
\phi_d(z) = \pm \frac{1}{2\pi i} \left( \frac{1}{z + is} - \frac{1}{z - is} \right) + r_{\pm}(z), \tag{2.43}
\]
where $r_{\pm}(z)$ is now analytic at $z = \pm is$. In particular, by Lemma 2.10 $r_{\pm}(z)$ is bounded in the upper half of $S_s$ and $r_{-}(z)$ is bounded in the lower half of $S_s$. Then
\[
\delta_y(x) := \phi_d(x + iy) + \phi_d(x - iy) - d\phi_d(x)
\]
\[
= \frac{1}{2\pi i} \left( \frac{1}{(x + iy - is)} - \frac{1}{(x - iy + is)} \right) + r_{\pm}(x + iy) + r_{-}(x - iy) - d\phi_d(x)
\]
\[
= \tilde{\delta}_y(x) + u_y(x), \tag{2.44}
\]
where
\[
\tilde{\delta}_y(x) := \frac{1}{\pi} \frac{s - y}{x^2 + (s - y)^2} \tag{2.45}
\]
and $u_y(x) := r_{\pm}(x + iy) + r_{-}(x - iy) - d\phi_d(x)$.

Now suppose $f \in BC(\mathbb{R}, \mathbb{C})$. We have to show that
\[
\lim_{y \nearrow s} \int_{-\infty}^{\infty} \delta_y(x)f(x)dx = f(0). \tag{2.46}
\]
In order to do that, let $\varepsilon > 0$ be arbitrary and split the integral,
\[
\int_{-\infty}^{\infty} \delta_y(x)f(x)dx = I_1(y) + I_2(y) + I_3(y), \tag{2.47}
\]
where
\[
I_1(y) = \int_{\mathbb{R} \setminus (-\varepsilon, \varepsilon)} \delta_y(x)f(x)dx, \tag{2.48}
\]
\[
I_2(y) = \int_{-\varepsilon}^{\varepsilon} \tilde{\delta}_y(x)f(x)dx, \quad I_3(y) = \int_{-\varepsilon}^{\varepsilon} u_y(x)f(x)dx. \tag{2.49}
\]
The Lorentz functions $\tilde{\delta}_y(x)$ are a well-known representation of the Dirac $\delta$ distribution on $BC(\mathbb{R}, \mathbb{C})$ as $y \to s$, so independently of $\varepsilon$ we have
\[
\lim_{y \nearrow s} I_2(y) = f(0). \tag{2.50}
\]

The functions $u_y(x)$ are uniformly bounded for $y \in [0, s]$, say by $C$. Hence,
\[
|I_3(y)| \leq 2\varepsilon C \|f\|_{\infty}. \tag{2.51}
\]

Finally, consider $\delta_y(x)$ on $\mathbb{R}\setminus(-\varepsilon, \varepsilon)$. Due to the functional equation (2.19), it converges pointwisely to zero on this domain as $y \to s$. But Lemma D.1 in connection with Lemma 2.10 even ensures uniform convergence, and this is still true for the function $x^2\delta_y(x)$. By means of the variable transformation $t = 1/x$, we can recast $I_1(y)$ as an integral over a finite interval:
\[
I_1(y) = \int_{-\frac{1}{\varepsilon}}^{\frac{1}{\varepsilon}} \frac{1}{t^2} \delta_y(\frac{1}{t}) f(\frac{1}{t}) dt, \tag{2.52}
\]

By what we just said, the integrand converges uniformly to zero on $[-\frac{1}{\varepsilon}, \frac{1}{\varepsilon}]$. Thus, integral and limit can be swapped, which results in
\[
\lim_{y \nearrow s} I_1(y) = 0. \tag{2.53}
\]

We conclude that
\[
\left| f(0) - \lim_{y \nearrow s} \int_{-\infty}^{\infty} \delta_y(x) f(x) dx \right| \leq 2\varepsilon C \|f\|_{\infty}. \tag{2.54}
\]

As $\varepsilon > 0$ was arbitrary, the statement follows. $\square$

We have now assembled enough information about $\phi_d$ for the purpose of this paper. However, it is actually possible to give an explicit expression for $\phi_d$:

**Lemma 2.15.** Let $d \in (-2, 2)$ and denote by $\gamma \in (0, \pi)$ the unique value for which $d = 2\cos(\gamma)$. Then we have
\[
\phi_d(z) = \frac{1}{2s \sin(\gamma)} \cdot \frac{\sinh \left( \frac{\pi - \gamma}{s} z \right)}{\sinh \left( \frac{\pi}{s} z \right)}. \tag{2.55}
\]

The proof relies on a contour deformation argument using the analytical properties of $\phi_d$ established in this section. Since we do not use the explicit expression anywhere, we refer to Appendix A for the details of the proof.

### 2.2. The $N$-Dimensional Green’s Function $\Phi_C(z)$

Now let us investigate an $N$-dimensional version of the Green’s function $\phi_d(z)$. Recall from Notations 1.1 the definition of the subset $\text{Mat}_{<2}(N) \subset \text{Mat}(N, \mathbb{R})$, as well as from (1.3) the definition of $\Phi_C : \mathbb{R} \to \text{Mat}(N, \mathbb{R})$ for $C \in \text{Mat}_{<2}(N)$.

**Lemma 2.16.** $\Phi_C(x)$ has the following properties:

(i) $\Phi_C(x)$ and $C$ are simultaneously diagonalisable for all $x \in \mathbb{R}$. 
(ii) Any matrix element of $\Phi_C(x)$ can be written as a linear combination

$$[\Phi_C]_{nm}(x) = \sum_{j=1}^{N} \Omega_{nm}^j \phi_{d_j}(x)$$

of one-dimensional Green’s functions, with $d_j \in (-2,2)$ given by the eigenvalues of $C$, and $\Omega_{nm}^j$ some real coefficients.

(iii) $\Phi(x)$ gives rise to a representation of the Dirac $\delta$ distribution on $BC(\mathbb{R}, \mathbb{C})^N$:

$$\delta(x)1 = \lim_{y\uparrow s} (\Phi_C(x + iy) + \Phi_C(x - iy) - C \cdot \Phi_C(x))$$

Proof. First of all, note that the matrix inverse in the definition is well defined since $C$ has spectral radius smaller than 2.

(i) Let $D \in \text{Mat}(N, \mathbb{R})$ be a diagonal matrix such that $D = T^{-1}CT$ for some invertible $T \in \text{Mat}(N, \mathbb{R})$. Then

$$T^{-1}\Phi_C(x)T = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikx} T^{-1}(2 \cosh(sk)1 - C)^{-1}T dk$$

is also diagonal.

(ii) Write $D = \text{diag}(d_1, \ldots, d_N)$. Then the matrix elements can be written as

$$[\Phi_C]_{nm}(x) = \sum_{j=1}^{N} T_{nj}[T^{-1}]_{jm}[\Phi_D]_{jj}(x)$$

where $\Omega_{nm}^j = T_{nj}[T^{-1}]_{jm}$ are real constants, and $[\Phi_D]_{jj}(x) = \phi_{d_j}(x)$. Since $C \in \text{Mat}_{<2}(N)$, $|d_j| < 2$ holds for all $j = 1, \ldots, N$.

(iii) Using (i) and (ii) and applying the Green’s function property of $\phi_d(z)$ (Lemma 2.14), one computes

$$\lim_{y\uparrow s} [\Phi_C(x + iy) + \Phi_C(x - iy) - C \cdot \Phi_C(x)]_{nm}$$

$$= \sum_{j=1}^{N} T_{nj}[T^{-1}]_{jm} \lim_{y\uparrow s} (\phi_{d_j}(x + iy) + \phi_{d_j}(x - iy) - d_j \phi_{d_j}(x))$$

$$= \sum_{j=1}^{N} T_{nj}[T^{-1}]_{jm} \delta(x) = \delta_{nm} \delta(x).$$

This completes the proof. □

From the definition of $\phi_d$ in (2.6) and from Lemma 2.16ii), we know that all components of $\Phi_C(x)$ are Schwartz functions on $\mathbb{R}$ (cf. Lemma 2.10). Hence, the Fourier transformation of $\Phi_C(x)$ reproduces the integrand in (1.3). In particular, for $k = 0$ we obtain the following integral, which we will need later:

$$\int_{-\infty}^{\infty} \Phi_C(x) dx = (2 \cdot 1 - C)^{-1}.$$
Lemma 2.17. Suppose $C$ is non-negative. Then the matrix $\Phi_C(x)$ is non-negative for all $x \in \mathbb{R}$.

Proof. The integrand can be expanded into a Neumann series,

$$(2 \cosh(sk)1 - C)^{-1} = (2 \cosh(sk))^{-1} \left(1 - \frac{C}{2 \cosh(sk)}\right)^{-1}$$

$$= \sum_{j=0}^{\infty} \frac{C^j}{(2 \cosh(sk))^{j+1}},$$

which converges absolutely since for $k \in \mathbb{R}$ all eigenvalues of $(2 \cosh(sk))^{-1}C$ are strictly smaller than 1. Fubini’s theorem (with counting measure on $\mathbb{Z}_{\geq 0}$ and Lebesgue measure on $\mathbb{R}$) then justifies pulling the sum out of the Fourier integral, and we find that

$$\Phi_C(x) = \sum_{j=0}^{\infty} \left(\frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikx} (2 \cosh(sk))^{-j-1} dk\right) C^j.$$  

(2.63)

In Appendix B it is shown that

$$\int_{-\infty}^{\infty} e^{ikx} (2 \cosh(sk))^{-j-1} dk$$

$$= \frac{\pi}{2^{j+1}j!} \left(\prod_{l=j-1 \text{ step } -2}^{1} \left(\frac{x^2}{s^2} + l^2\right)\right) \begin{cases} \frac{1}{\cosh(\frac{\pi}{2}x)} & \text{if } j \text{ even} \\ \frac{x}{s \sinh(\frac{\pi}{2}x)} & \text{if } j \text{ odd} \end{cases},$$

(2.64)

which is a strictly positive function of $x \in \mathbb{R}$. Furthermore, $C^j$ is a non-negative matrix. Hence, $\Phi_C(x)$ is non-negative for all $x \in \mathbb{R}$. □

Remark 2.18. Suppose $G \in \text{Mat}_{<2}(N)$ is non-negative and irreducible. One of the equivalent ways to characterise irreducibility is that for each $i, j$ there is an $m > 0$ such that $[(G)^m]_{ij} \neq 0$. Together with non-negativity of $G$ and strict positivity of (2.64), this implies that $\Phi_G(x)$ has strictly positive entries for all $x \in \mathbb{R}$. By Corollary 2.11 and Lemma 2.16 ii), the components of $\Phi_G(x)$ are integrable, and so we can choose $\Psi_G \in BC(\mathbb{R}, \text{Mat}(N, \mathbb{R}))$ such that $\Psi_G(x)$ has positive entries bounded away from zero and satisfies $\frac{d}{dx} \Psi_G(x) = \Phi_G(x)$. Comparing to Remark 1.8, we see that with the above assumption on $G$, it is always possible to find an $S \in BC(\mathbb{R}, \text{Mat}(N, \mathbb{C}))$ such that (1.12) holds.

2.3. Convolution Integrals Involving $\phi_d(z)$

In this section, we adopt again the convention (2.4) that the parameter $d$ will always take values in the range

$$d \in (-2, 2).$$

(2.65)

Just as in the case of differential equations, the Green’s function approach to difference equations will eventually express solutions in terms of convolution integrals involving the Green’s function. For $g \in BC(\mathbb{R}, \mathbb{C})$, the convolution with $\phi_d(z)$ is defined by
\[ F_d[g](z) := \int_{-\infty}^{\infty} \phi_d(z-t)g(t) \, dt. \]  

Due to Corollary 2.11, this function is well defined on \( S_s \). As we will see in Sect. 2.4, it is important to understand the properties of such integrals as functions in \( z \). That is the subject of this section.

The first question to ask is whether \( F_d[g](z) \) is analytic. More generally: does the integration of a parameter-dependent analytic function preserve analyticity? The following lemma gives a criterion:

**Lemma 2.19.** Let \( D \subseteq \mathbb{C} \) be a complex domain. Suppose \( f : D \times \mathbb{R} \to \mathbb{C} \) is a function with the following properties:

1. for every \( t_0 \in \mathbb{R} \), the function \( f(z, t_0) \) is analytic in \( D \).
2. for every \( z_0 \in D \), the function \( f(z_0, t) \) is continuous on \( \mathbb{R} \).
3. for every \( z_0 \in D \) there exists a neighbourhood \( U \) and an \( L_1(\mathbb{R}) \)-integrable function \( M(t) \), such that \( |f(z, t)| \leq M(t) \) for all \( z \in U \) and all \( t \in \mathbb{R} \).

Then the function

\[ F(z) = \int_{-\infty}^{\infty} f(z, t) \, dt \]  

is analytic in \( D \).

**Proof.** Let \( z \in D \). Note that \( F(z) \) is well defined since the integrand is continuous (condition 2) and dominated by an integrable function (condition 3). Now take an arbitrary closed triangular contour \( \Gamma \) inside \( D \). Define the function

\[ L(z) := \int_{-\infty}^{\infty} |f(z, t)| \, dt. \]  

Since by condition 3, \( f(z, t) \) is locally dominated by an integrable function, \( L(z) \) is continuous on \( D \). Thus, on the compact contour \( \Gamma \) the function \( L(z) \) is bounded and the integral

\[ \oint_{\Gamma} \left( \int_{-\infty}^{\infty} |f(z, t)| \, dt \right) \, dz \]  

is finite. This warrants the application of Fubini’s theorem, followed by analyticity (condition 1):

\[ \oint_{\Gamma} F(z) \, dz = \oint_{\Gamma} \int_{-\infty}^{\infty} f(z, t) \, dt \, dz = \int_{-\infty}^{\infty} \oint_{\Gamma} f(z, t) \, dz \, dt = 0. \]  

By Morera’s theorem, the claim follows. \( \square \)

This lemma can be applied to the convolution integral \( F_d[g](z) \). Set \( D = S_s \), and for any given \( z_0 \in S_s \) set \( U = B_z(z_0) \) (the open ball with radius \( \varepsilon \) and centre \( z_0 \)) with some sufficiently small \( \varepsilon \). By Lemma 2.10, a dominating integrable function \( M(t) \) can be found by taking it to be a constant \( B > 0 \) for \( |t - z_0| < T \) and \( B|t - z_0|^{-2} \) else. \( B \) and \( T \) are to be chosen sufficiently large. We have shown:

**Corollary 2.20.** For every \( g \in BC(\mathbb{R}, \mathbb{C}) \), the function \( F_d[g](z) \) is analytic in \( S_s \).
Note that in the same fashion as for $\phi_d(z-t)g(t)$, one can also use Lemma 2.10 to construct integrable dominating functions for $\frac{d^n}{dz^n}\phi_d(z-t)g(t)$. Hence, we are allowed to differentiate inside the integral:

$$\frac{d^n}{dz^n} F_d[g](z) = \int_{-\infty}^{\infty} \frac{d^n}{dz^n}\phi_d(z-t) \ g(t) \ dt. \quad (2.71)$$

More can be said about the nature of $F_d[g](z)$ and its derivatives. The following lemma provides a stepping stone.

**Lemma 2.21.** Let $n \in \mathbb{Z}_{\geq 0}$. The function $y \mapsto \|\partial^n \phi_d^{[y]}\|_{L_1}$ is bounded in the compact interval $[-Y,Y]$ for every $0 < Y < s$.

**Proof.** The function is well defined due to Corollary 2.11. Now fix a $\Theta \in [0, \frac{\pi}{2})$ and $0 < Y < s$. Due to Lemma 2.10, there exists a $C > 0$ such that

$$\left|(x+iy)^2 \partial^n \phi_d^{[y]}(x)\right| \leq C \quad (2.72)$$

for all $x, y \in \mathbb{R}$ with $\left|\frac{y}{x}\right| < \tan \Theta$, and consequently

$$\left|\partial^n \phi_d^{[y]}(x)\right| \leq \begin{cases} \frac{C}{|x+iy|^2} & \text{for } |x| > \frac{Y}{\tan \Theta} \\ \max_{z \in S_Y} |\partial^n \phi_d(z)| & \text{else} \end{cases} \quad (2.73)$$

for all $y \in [-Y,Y]$. The right-hand side is in $L_1(\mathbb{R})$ and independent of $y$. Its integral over $\mathbb{R}$ provides a bound for $\left\|\partial^n \phi_d^{[y]}\right\|_{L_1}$ in the interval $[-Y,Y]$. □

**Lemma 2.22.** Let $n \in \mathbb{Z}_{\geq 0}$. For every $g \in BC(\mathbb{R}, \mathbb{C})$, the function $\frac{d^n}{dz^n} F_d[g](z)$ is bounded in $S_Y$ for all $0 < Y < s$.

**Proof.** With 2.71, one has

$$\left|\frac{d^n}{dz^n} F_d[g](z)\right| \leq \int_{-\infty}^{\infty} \left|\frac{d^n}{dz^n}\phi_d(z-t)\right| |g(t)| \ dt \leq \sup_{t \in \mathbb{R}} |g(t)| \left\|\partial^n \phi_d^{[\text{Im}(z)]}\right\|_{L_1}. \quad (2.74)$$

According to Lemma 2.21, the right-hand side is bounded for $|\text{Im}(z)| \leq Y$. Hence, $F_d[g](z)$ is bounded in $S_Y$. □

Since $\phi_d(z)$ has poles in $z = \pm is$, there is no obvious way to extend the domain of $F_d[g](z)$ beyond $S_s$. Lemma 2.19 thus provides no information regarding the behaviour of this convolution integral as $z$ approaches the boundary $\partial S_s = \mathbb{R} \pm is$. Moreover, Lemma 2.22 can only be used to prove boundedness of $F_d[g](z)$ in a strip which is strictly contained in $S_s$. In the remainder of this section, we will show that for $g$ is Hölder continuous, $F_d[g](z)$ can be extended to $\overline{S}_s$ as a bounded and continuous function. To this end, we need another result from complex analysis.

Let us relax the analyticity condition in Lemma 2.19: suppose $f(z, t)$ is analytic everywhere except in $z = t$, where it shall have a pole of first order. Consider a contour $\gamma$ in $D$, and integrate over it:

$$F(z) = \int_{\gamma} f(z, t) \ dt. \quad (2.75)$$
The pole of $f(z, t)$ at $z = t$ causes $F(z)$ to have a branch cut along $\gamma$. Theorems describing this behaviour often go by the name of Sokhotski–Plemelj [12]. The next proposition is an instance of this for $\gamma = \mathbb{R}$, and it follows from a more general statement proven in Appendix C.

**Proposition 2.23.** Let $a > 0$ and let $h : S_a \to \mathbb{C}$ be an analytic function such that both $zh(z)$ and $\frac{d}{dz} h(z)$ are bounded in $S_a$. Moreover, let $g : \mathbb{R} \to \mathbb{C}$ be a bounded Hölder continuous function. Then

$$ F(z) = \int_{-\infty}^{\infty} \frac{h(z-t)}{z-t} g(t) \, dt $$

is analytic in $S_a \setminus \mathbb{R}$. Moreover, the limits

$$ F^\pm(x) := \lim_{y \searrow s} F(x \pm iy) \quad (x \in \mathbb{R}) $$

exist and are uniform in $x$. The functions $F^\pm(x)$ are bounded on $\mathbb{R}$ and provide continuous extensions of $F(z)$ from the upper/lower half-plane to the real axis, related by

$$ F^+(x) - F^-(x) = 2i\pi h(0)g(x). $$

Now let us apply this result to convolution integrals involving $\phi_d(z)$: let $a < s$ and define the functions $h_\pm(z) = z\phi_d(z \pm is)$. By Lemma 2.8, $h_\pm(z)$ are analytic in $S_a$. Due to Lemma 2.10, both $zh_\pm(z)$ and $\frac{d}{dz} h_\pm(z)$ are bounded in $S_a$. Hence, $h_\pm(z)$ satisfy the conditions of Proposition 2.23 for any $a < s$. Specifically, this clarifies the behaviour of our convolution integral as we approach the boundary of the strip:

**Corollary 2.24.** Let $g : \mathbb{R} \to \mathbb{C}$ be bounded and Hölder continuous. Then the function $F_d[g](z)$ has a continuous extension to $\overline{S}_s$, and this extension is bounded on $\partial S_s = \mathbb{R} \pm is$.

Lastly, combining this result with the case $n = 0$ of Lemma 2.22, we obtain:

**Lemma 2.25.** Let $g : \mathbb{R} \to \mathbb{C}$ be bounded and Hölder continuous. Then the function $F_d[g](z)$ is bounded in $S_s$.

**Proof.** By Corollary 2.24, there is some constant $B > 0$ such that $|F_d[g](z)| \leq B$ for all $z \in \partial S_s$. According to Proposition 2.23, $F_d[g](x \pm iy) \to F_d[g](x \pm is)$ uniformly as $y \nearrow s$. Thus, for any given $\varepsilon > 0$ there exists a $\delta > 0$ such that $|F_d[g](z)| \leq B + \varepsilon$ for all $z \in S_s \setminus S_{s-\delta}$. In other words, $F_d[g](z)$ is bounded in $S_s \setminus S_{s-\delta}$. But on the other hand, by Lemma 2.22 $F_d[g](z)$ is also bounded in $S_{s-\delta}$. □

The results of this section can now be summed up as follows: if $g$ is bounded and Hölder continuous, then $F_d[g] \in \mathcal{BA}(S_s)$. 
2.4. Proof of Proposition 2.1

$1 \Rightarrow 2$: For $y \in \mathbb{R}$, define the family of continuous functions $f[y](x) := f(x + iy)$. Continuity of $f$ on the closure of the strip $S_s$ guarantees pointwise convergence $f[y] \to f[s]$ as $y \nearrow s$. By boundedness of $f$, the components $f_m[y]$ of $f[y]$ are uniformly bounded by some constant $M$. It follows that, for any fixed value of $b \in \mathbb{R}$ and any $d \in (-2, 2)$,

$$\left| \phi_d(b - x) f_m[y](x) \right| \leq M |\phi_d(b - x)| \quad \text{for all } x \in \mathbb{R}. \quad (2.79)$$

The function on the right-hand side is in $L^1(\mathbb{R})$ according to Corollary 2.11. Thus, by Lebesgue’s dominated convergence theorem we can write

$$\int_{-\infty}^{\infty} \phi_d(x - t) f_m[s](t) dt = \lim_{y \nearrow s} \int_{-\infty}^{\infty} \phi_d(x - t) f_m[y](t) dt. \quad (2.80)$$

By a simple change of variables followed by contour deformation (which is now allowed because for $y < s$ the contour lies inside the analytic domain), one can transfer the appearance of $y$ from $f_m$ to $\phi_d$:

$$\int_{-\infty}^{\infty} \phi_d(x - t) f_m(t + iy) dt = \int_{-\infty}^{\infty} \phi_d(x + iy - t) f_m(t) dt \quad (2.81)$$

Note that the integrals over the vertical parts of the contour vanish when pushed to infinity (see Corollary 2.12). Plugging (2.81) into (2.80), and making use of Lemma 2.16 (ii) to write $[\Phi C]_{nm}$ in terms of the one-dimensional Green’s functions $\phi_d$, gives rise to the identity

$$\Phi C \ast f^{[\pm s]}(x) = \lim_{y \nearrow s} \Phi C^{[\pm y]} \ast f(x) \quad \text{for all } x \in \mathbb{R}. \quad (2.82)$$

Taking into account $[C, \Phi C(x)] = 0$ due to Lemma 2.16 i) and distributivity of the convolution, (2.82) directly implies

$$\Phi C \ast \left( f^{[+s]} + f^{-[s]} - (C \cdot f) \right)(x) = \lim_{y \nearrow s} \left( \Phi C^{[+y]} + \Phi C^{-[y]} - C \cdot \Phi C \right) \ast f(x) \quad (2.83)$$

for all $x \in \mathbb{R}$. On the left-hand side we can substitute the functional relation (2.2), and on the right-hand side apply Lemma 2.16 (iii). This results in (2.3).

$2 \Rightarrow 1$: According to Lemma 2.16 (ii), the components of $f(x) = (\Phi C \ast g)(x)$ are given by real linear combinations of the form

$$\sum_{d,m} c_{d,m} F_d[g_m](x), \quad (2.84)$$

where the $g_m(x)$ are bounded and Hölder continuous by assumption and $F_d[g_m](x)$ are the convolution integrals discussed in Sect. 2.3. According to Corollary 2.20, Corollary 2.24 and Lemma 2.25, these integrals have analytic continuations $F_d[g_m] \in \mathcal{BA}(S_s)$. This shows that $f \in \mathcal{BA}(S_s)^N$ and

$$f[y](x) = \left( \Phi C^{[y]} \ast g \right)(x). \quad (2.85)$$
To obtain the functional equation (2.2), we basically reverse the above reasoning,
\[
\left( f^+[s] + f^-[s] - (C \cdot f) \right)(x) \overset{(a)}{=} \lim_{y \to s} \left( f^{[y]} + f^{[-y]} - (C \cdot f) \right)(x) \\
\overset{(2.85)}{=} \lim_{y \to s} \left( \Phi_C^{[y]} + \Phi_C^{[-y]} - (C \cdot \Phi_C) \right) \ast g(x) \\
\overset{(b)}{=} g(x).
\]
Here (a) follows from pointwise convergence \( f^{[\pm y]}(x) \to f^{[\pm s]}(x) \) due to continuity of \( f \) on \( S_s \), and step (b) is the \( \delta \) function property from Lemma 2.16 iii).

This completes the proof of Proposition 2.1.

3. Unique Solution to a Family of Integral Equations

In this section, we give a criterion for functional equations of the form (TBA) in the introduction to have a unique solution. Specifically, we will prove a special case of Theorem 1.4 where we choose \( C = \nu G \) with \( \nu \in [0, 1/2] \).

**Proposition 3.1.** Let \( G \in \text{Mat}_{2 \times 2}(N) \) be non-negative and irreducible, let \( \nu \in [0, 1/2] \), and let \( a \in BC_{-}(\mathbb{R}, \mathbb{R})^N \). Then the system of nonlinear integral equations
\[
f(x) = \int_{-\infty}^{\infty} \Phi_{\nu G}(x-y) \cdot G \cdot \left( e^{-a(y)} + e^{f(y)} \right) - \nu f(y) \, dy
\]
has exactly one bounded continuous solution, \( f_\ast \in BC(\mathbb{R}, \mathbb{R})^N \).

The proof will consist of verifying that the Banach fixed point theorem can be applied and will be given in Sect. 3.3. In Sects. 3.1 and 3.2 we lay the groundwork by discussing a type of integral equations called Hammerstein integral equations and by applying the general results there to TBA-type equations.

After the proof, in Sect. 3.4 we comment on the special case that \( G \) is the adjacency matrix of a graph—the case most commonly considered in applications—and in Sect. 3.5 we look at the case \( N = 1 \) in more detail.

The only previous proof of Theorem 1.4 we know of concerns the case \( N = 1, G = C = 1 \) and \( a \sim \cosh(x) \) and can be found in [11]. Their argument also uses the Banach fixed point theorem but is different from ours (we rely on being able to choose \( C \) different from \( G \)) and we review it in Sect. 3.5.

3.1. Hammerstein Integral Equations as Contractions

In this section, we take \( K \) to stand for \( \mathbb{R} \) or \( \mathbb{C} \). We use the abbreviation \( BC(\mathbb{R}) := BC(\mathbb{R}, \mathbb{K}) \). Similarly, we write \( BC(\mathbb{R}^m)^N \) for \( BC(\mathbb{R}^m, \mathbb{K}^N) \), which we think of either as \( \mathbb{K}^N \)-valued functions, or as \( N \)-tuples of \( \mathbb{K} \)-valued functions.

Consider the nonlinear integral equation
\[
f(x) = \int_{-\infty}^{\infty} K(x, y)L(y, f(y))\, dy,
\]
where \( K(x, y) \) is a given function and \( L(y, z) \) is a non-linear function.
where $K : \mathbb{R} \times \mathbb{R} \to \mathbb{K}$ and $L : \mathbb{R} \times \mathbb{K} \to \mathbb{K}$ are some functions continuous in both arguments, and where it is understood that the integral is well defined for $f(x)$ in some suitable class of functions on $\mathbb{R}$. Integral equations of this form are commonly referred to as *Hammerstein equations*, see, for example, [19, I.3] and [23, Ch. 16]. A function $f(x)$ solves this equation if and only if it is a fixpoint of the corresponding integral operator

$$A[f](x) := \int_{-\infty}^{\infty} K(x, y)L(y, f(y))dy. \quad (3.3)$$

When does such a map have a unique fixpoint? We will try to bring Banach’s fixed point theorem to bear on this question, which we now briefly recall.

**Definition 3.2.** Let $X$ be a metric space. A map $A : X \to X$ is called a *contraction* if there exists a positive real constant $\kappa < 1$ such that

$$d_X(A(x), A(y)) \leq \kappa d_X(x, y) \quad (3.4)$$

for all $x, y \in X$. If the condition is satisfied for $\kappa = 1$, then $A$ is called *non-expansive*.

**Theorem 3.3** (Banach). Let $X$ be a complete metric space and $A : X \to X$ a contraction. Then $A$ has a unique fixpoint $x^* \in X$. Furthermore, for every $x_0 \in X$, the recursive sequence $x_n := A(x_{n-1})$ converges to $x^*$.

We now describe a general principle which facilitates the application of Banach’s theorem to integral operators of Hammerstein type (see, for example, [23, 16.6-1, Thm. 3]). Suppose there exists a constant $\rho > 0$ such that

$$\int_{-\infty}^{\infty} |K(x, y)|\,dy \leq \rho \quad \text{for all } x \in \mathbb{R}. \quad (3.5)$$

Suppose also that $L$ is Lipschitz continuous in the second variable, i.e. there exists a constant $\sigma > 0$ such that

$$|L(x, t) - L(x, s)| \leq \sigma |t - s| \quad \text{for all } x \in \mathbb{R}, \, s, t \in \mathbb{K}. \quad (3.6)$$

Provided $A[f]$ defines a map $BC(\mathbb{R}) \to BC(\mathbb{R})$, we can use this to compute for any $f, g \in BC(\mathbb{R})$:

$$\|A[f] - A[g]\|_\infty = \sup_{x \in \mathbb{R}} \left| \int_{-\infty}^{\infty} K(x, t) (L(t, f(t)) - L(t, g(t))) \,dt \right|$$

$$\leq \sup_{x \in \mathbb{R}} \int_{-\infty}^{\infty} |K(x, t)||L(t, f(t)) - L(t, g(t))| \,dt$$

$$\leq \sigma \sup_{x \in \mathbb{R}} \int_{-\infty}^{\infty} |K(x, t)||f(t) - g(t)| \,dt \leq \sigma \rho \|f - g\|_\infty \quad (3.7)$$

If $\kappa := \sigma \rho < 1$, then $A[f]$ is a contraction with respect to the metric induced by the supremum norm $\|\cdot\|_\infty$. Recall that $BC(\mathbb{R})$ together with the norm $\|\cdot\|_\infty$ is a Banach space, and so the Banach Theorem 3.3 applies.

Consider now $N$ coupled nonlinear integral equations of Hammerstein type:
\[
f(x) = \int_{-\infty}^{\infty} K(x, y) \cdot L(y, f(y)) \, dy,
\]  
(3.8)

where \( K : \mathbb{R} \times \mathbb{R} \to \text{Mat}(N, \mathbb{K}) \) and \( L : \mathbb{R} \times \mathbb{K}^N \to \mathbb{K}^N \) are continuous in both arguments. Our arguments depend crucially on the right choice of norm for the functions \( f : \mathbb{R} \to \mathbb{K}^N \).

For \( 1 \leq p \leq \infty \), we equip the space \( BC(\mathbb{R})^N \) with the norm \( \| \cdot \|_{\infty, p} \) given by

\[
\| f \|_{\infty, p} := \sup_{x \in \mathbb{R}} \| f(x) \|_p = \sup_{x \in \mathbb{R}} \left( \sum_{i=1}^{N} |f_i(x)|^p \right)^{1/p}.
\]  
(3.9)

The normed space \( (BC(\mathbb{R})^N, \| \cdot \|_{\infty, p}) \) is a Banach space by the following standard lemma, which we state without proof.

**Lemma 3.4.** Let \( X \) be a metric space and \((Y, \| \cdot \|_Y)\) a Banach space. Then also \( (BC(X,Y), \| \cdot \|_{\infty, Y}) \) is a Banach space.

We now give the \( N \)-component version of the general principle outlined above. The proof is the same, just with heavier notation.

**Lemma 3.5.** Let \( K \in \text{Mat}(N, BC(\mathbb{R}^2)) \) and \( L : \mathbb{R} \times \mathbb{K}^N \to \mathbb{K}^N \) a function. Suppose that

- \( K \) has bounded integrals in the second variable, in the sense that
  \[
  \rho_{ij} := \sup_{x \in \mathbb{R}} \int_{-\infty}^{\infty} |K_{ij}(x, y)| \, dy < \infty, \quad i, j = 1, \ldots, N.
  \]  
(3.10)

- all the components of \( L \) are Lipschitz continuous in the second variable in the sense that there are constants \( \sigma_j \geq 0, j = 1, \ldots, N \), such that
  \[
  |L_j(y, v) - L_j(y, w)| \leq \sigma_j \| v - w \|_p \quad \text{for all } v, w \in \mathbb{K}^N, \quad y \in \mathbb{R}.
  \]  
(3.11)

- the matrix \( \rho = (\rho_{ij})_{i,j=1,\ldots,N} \) and the vector \( \sigma = (\sigma_i)_{i=1,\ldots,N} \) are such that \( \kappa := \| \rho \cdot \sigma \|_1 < 1 \).

Suppose that the following integral operator defines a map \( A : BC(\mathbb{R})^N \to BC(\mathbb{R})^N \),

\[
A[f](x) := \int_{-\infty}^{\infty} K(x, y) \cdot L(y, f(y)) \, dy.
\]  
(3.12)

Then \( A \) is a contraction on \( (BC(\mathbb{R})^N, \| \cdot \|_{\infty, p}) \).

**Proof.** Let \( f, g \in BC(\mathbb{R})^N \). Then

\[
\left( \| A[f] - A[g] \|_{\infty, p} \right)^p = \sup_{x \in \mathbb{R}} \left( \sum_{i=1}^{N} |A_i[f] - A_i[g]|^p \right)
\]

\[
= \sup_{x \in \mathbb{R}} \left( \sum_{i=1}^{N} \left( \sum_{j=1}^{N} \int_{-\infty}^{\infty} K_{ij}(x, y) (L_j(y, f(y)) - L_j(y, g(y))) \, dy \right)^p \right).
\]
\[ \leq \sup_{x \in \mathbb{R}} \sum_{i=1}^{N} \sum_{j=1}^{N} \int_{-\infty}^{\infty} |K_{ij}(x, y)| |L_j(y, f(y)) - L_j(y, g(y))| dy \]

\[ \leq \left( \|f - g\|_{\infty p} \right)^p \sum_{i=1}^{N} \left| \sum_{j=1}^{N} \rho_{ij} \sigma_j \right|^p \]

\[ = \left( \|f - g\|_{\infty p} \right)^p \left( \|\rho \cdot \sigma\|_p \right)^p = \left( \kappa \|f - g\|_{\infty p} \right)^p. \tag{3.13} \]

Since \( \kappa < 1 \), \( A \) is a contraction. \qed

### 3.2. Unique Solution to TBA-Type Equations

In this section, we specialise the results of the previous section to integral equations of the form (TBA). We will restrict ourselves to the case \( K = \mathbb{R} \).

Let us call a function \( f : \mathbb{R}^N \to \mathbb{R} \) \( p \)-Lipschitz continuous, if it satisfies the Lipschitz condition with respect to \( \|\cdot\|_p \). In fact, this is a slightly redundant denomination: equivalence of all \( p \)-norms ensures that \( f \) is Lipschitz continuous either with respect to all or none of the \( p \)-norms. However, the optimal Lipschitz constants differ, which is important in view of the third condition in Lemma 3.5. For differentiable functions that satisfy a Lipschitz condition, we can characterise the \( p \)-Lipschitz constant in terms of the gradient as follows:

**Lemma 3.6.** Let \( f : \mathbb{R}^N \to \mathbb{R} \) be a continuous function whose gradient \( \nabla f : \mathbb{R}^N \to \mathbb{R}^N \) is also a continuous function, and \( 1 \leq p \leq \infty \). Then the following inequality holds:

\[ |f(v) - f(w)| \leq \left( \sup_{u \in \mathbb{R}^N} \|\nabla f(u)\|_q \right) \|v - w\|_p \quad \text{for all} \quad v, w \in \mathbb{R}^N, \tag{3.14} \]

where \( q \) is defined via the relation \( \frac{1}{p} + \frac{1}{q} = 1 \). In particular, \( f \) is Lipschitz continuous if the gradient is bounded.

**Proof.** Let \( v, w \in \mathbb{R}^N \). By the mean value theorem, there exists a \( t \in [0, 1] \) such that

\[ |f(v) - f(w)| = |\nabla f(x) \cdot (v - w)| \tag{3.15} \]

for \( x = v + t(w - v) \). Applying first the triangle and then the Hölder inequality to the right-hand side, one obtains

\[ |f(v) - f(w)| \leq \sum_{i=1}^{N} |\nabla_i f(x)(v_i - w_i)| \leq \|\nabla f(x)\|_q \|v - w\|_p \leq \left( \sup_{u \in \mathbb{R}^N} \|\nabla f(u)\|_q \right) \|v - w\|_p, \tag{3.16} \]

which means that \( \sup_{u \in \mathbb{R}^N} \|\nabla f(u)\|_q \), if bounded, is a \( p \)-Lipschitz constant for \( f \). It is easy to see that it is the optimal \( p \)-Lipschitz constant. \qed
Lemma 3.7. Let \( A \geq 0 \) and \( a, b, c \in \mathbb{R} \). The function \( L : \mathbb{R} \to \mathbb{R} \) defined by
\[
L(x) = a \cdot \log(A + e^{bx}) - cx
\] (3.17)
is Lipschitz continuous with Lipschitz constant \( \sigma_L = \max(|c|, |ab - c|) \).

Proof. If any one of \( a, b, A \) is zero, the statement is clear. Suppose \( a, b, A \neq 0\). The derivative
\[
\frac{d}{dx} L(x) = \frac{ab}{Ae^{-bx} + 1} - c
\] (3.18)
interpolates between \(-c\) (for \( bx \to -\infty \)) and \( ab - c\) (for \( bx \to \infty \)). It is also a monotonous function, since
\[
\frac{d^2}{dx^2} L(x) = a \cdot \frac{A b^2 e^{bx}}{(A + e^{bx})^2},
\] (3.19)
which is \( \geq 0 \) for \( a \geq 0 \) and \( \leq 0 \) for \( a \leq 0 \). It thus follows that \( |\frac{d}{dx} L(x)| \leq \max(|c|, |ab - c|) \). Lemma 3.6 completes the proof. \( \square \)

Proposition 3.8. Let \( 1 \leq p, q \leq \infty \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \) holds. For \( i, j = 1, \ldots, N \), let \( \phi_{ij} \in BC(\mathbb{R}, \mathbb{R}) \cap L_1(\mathbb{R}) \), \( a_j \in BC(\mathbb{R}, \mathbb{R}) \) and \( G_{ij}, C_{ij} \in \mathbb{R} \), \( w_i \in \mathbb{R}_{>0} \). Furthermore, set \( M_{ij} := \max(|C_{ij}|, |G_{ij} - C_{ij}|) \) and define
\[
\sigma_i := \left( \sum_{j=1}^N (M_{ij} w_j)^q \right)^{\frac{1}{q}}, \quad \rho_{ij} := \frac{1}{w_i} \int_{-\infty}^{\infty} |\phi_{ij}(y)| \, dy.
\] (3.20)
If \( \kappa := \|\rho \cdot \sigma\|_p < 1 \), then the system of nonlinear integral equations given by
\[
f_i(x) = \sum_{j=1}^N \int_{-\infty}^{\infty} \phi_{ij}(x - y) \sum_{k=1}^N \left[ G_{jk} \log \left( e^{-a_k(y)} + e^{f_k(y)} \right) - C_{jk} f_k(y) \right] \, dy
\] (3.21)
has exactly one bounded continuous solution, \( (f_{\ast,1}, \ldots, f_{\ast,N}) \in BC(\mathbb{R}, \mathbb{R})^N \).

Proof. We start by rewriting (3.21) in terms of the rescaled functions \( g_i(x) = f_i(x)/w_i \):
\[
g_i(x) = \sum_{j=1}^N \int_{-\infty}^{\infty} \frac{1}{w_i} \phi_{ij}(x - y) \sum_{k=1}^N \left[ G_{jk} \log \left( e^{-a_k(y)} + e^{w_k g_k(y)} \right) - C_{jk} w_k g_k(y) \right] \, dy
\] (3.22)
The lower bound on the \( a_k(y) \) ensures that the corresponding integral operator is a well-defined map \( BC(\mathbb{R}, \mathbb{R})^N \to BC(\mathbb{R}, \mathbb{R})^N \). Consider the functions
\[
L_i(y, v) = \sum_{k=1}^N \left[ G_{ik} \log \left( e^{-a_k(y)} + e^{w_k v_k} \right) - C_{ik} w_k v_k \right].
\] (3.23)
The individual summands, as functions in $v_k$ for fixed $y$, are of the form considered in Lemma 3.7, from which one concludes

$$\left| \frac{\partial}{\partial v_j} L_i(y, v) \right| \leq w_j \max (|C_{ij}|, |G_{ij} - C_{ij}|).$$

(3.24)

According to Lemma 3.6, the functions $L_i(y, v)$ are thus $p$-Lipschitz continuous in the second variable, with Lipschitz constants

$$\sigma_i = \sup_{v \in \mathbb{R}^N} \| \nabla_v L_i(y, v) \|_q = \sup_{v \in \mathbb{R}^N} \left( \sum_{j=1}^N \left| \frac{\partial}{\partial v_j} L_i(y, v) \right|^q \right)^{\frac{1}{q}}$$

$$= \left( \sum_{j=1}^N \sup_{v \in \mathbb{R}^N} \left| \frac{\partial}{\partial v_j} L_i(y, v) \right|^q \right)^{\frac{1}{q}} = \left( \sum_{j=1}^N (w_j \max (|C_{ij}|, |G_{ij} - C_{ij}|))^q \right)^{\frac{1}{q}}.

(3.25)

An application of Lemma 3.5 completes the proof.

□

We note that the bound on $\kappa$ used in Proposition 3.8 is actually independent of the functions $a_j$.

### 3.3. Proof of Proposition 3.1

The proof makes use of the Perron–Frobenius theorem in the following form (see, for example, [4, Theorem 2.2.1]):

**Theorem 3.9** (Perron–Frobenius). Let $A$ be a non-negative real-valued irreducible $N \times N$ matrix. Then the largest eigenvalue $\lambda_{PF}$ of $A$ is real and has geometric and algebraic multiplicity 1. Its associated eigenvector can be chosen to have strictly positive components and is the only eigenvector with that property.

We now turn to the proof of Proposition 3.1.

Set $p = \infty$ and $q = 1$. In terms of Proposition 3.8 we have $C = \nu G$, so that $M = (1 - \nu)G$, where we used that $\nu \leq \frac{1}{2}$. By the Perron–Frobenius theorem, $G$ has an eigenvector $w$ with strictly positive components $w_i > 0$ associated with its largest eigenvalue $\lambda_{PF}$. With this choice of $w_i$, the constant vector $\sigma$ in Proposition 3.8 is given by

$$\sigma = (1 - \nu) G \cdot w = (1 - \nu) \lambda_{PF} w.

(3.26)

Let us abbreviate $\Phi(x) := \Phi(x)G(x)$ with components $\phi_{ij}(x)$. Since $\nu \geq 0$, from Lemma 2.17 we know that $|\phi_{ij}(x)| = \phi_{ij}(x)$ for all $x \in \mathbb{R}$ and $i, j = 1, \ldots, N$. Combining this with (2.61) one computes the matrix $\rho$ in Proposition 3.8 to be

$$\rho_{ij} = \frac{1}{w_i} \int_{-\infty}^{\infty} \phi_{ij}(y) dy = \frac{1}{w_i} [(2 \mathbf{1} - \nu G)^{-1}]_{ij}.$$

(3.27)
Since $w$ is an eigenvector of $(2 - \nu G)^{-1}$, we find

$$\rho \cdot w = \frac{1}{2 - \nu \lambda_{PF}} \cdot (1, 1, \ldots, 1).$$

(3.28)

Hence, the contraction constant $\kappa$ in Proposition 3.8 is given by

$$\kappa = \| \rho \cdot \sigma \|_\infty = (1 - \nu) \lambda_{PF} \max_{i=1, \ldots, N} \left| \sum_{j=1}^{N} \rho_{ij} w_j \right|$$

$$= \left| \frac{(1 - \nu) \lambda_{PF}}{2 - \nu \lambda_{PF}} \right| = \left| \frac{1 - \nu}{\lambda_{PF} - \nu} \right|. \quad (3.29)$$

Since $\lambda_{PF} < 2$ by assumption, we can conclude that $\kappa < 1$.

By Proposition 3.8 there is a unique solution to (3.1), completing the proof of Proposition 3.1.

Remark 3.10. We could have considered $C = \nu G$ with $\nu \in [-1, 1]$, the whole range of $\nu$ for which $\Phi_{\nu G}(x)$ is well defined. Let us look at what happens to Proposition 3.1 in the case $\nu \in \left( \frac{1}{2}, 1 \right]$. Following the steps of the proof above, we find that $\kappa$ will be smaller than 1 if and only if the Perron–Frobenius eigenvalue $\lambda_{PF}$ of $G$ is smaller than $\frac{1}{\nu}$; the larger the value of $\nu$, the fewer matrices $G$ the proof works for. In particular, for $\nu = 1$ (the canonical TBA), there exist no integer-valued examples of $G$ which produce $\kappa < 1$.

3.4. Adjacency Matrices of Graphs

In Proposition 3.1, the matrix $G$ may have non-negative real entries. This is in itself interesting because it makes the solution $f_\nu$ depend on an additional set of continuous parameters. However, in the application to integrable quantum field theory, $G$ is usually the adjacency matrix of some (suitably generalised) graph. Irreducibility is then equivalent to the corresponding generalised graph being strongly connected.

If $G$ is symmetric and has entries $\{0, 1\}$ with zero on the diagonal, then by definition it is the adjacency matrix of a simple (undirected, unweighted) graph whose nodes $i$ and $j$ are connected if and only if $G_{ij} = 1$. In this case, strongly connected and connected are equivalent. The only connected simple graphs with $\lambda_{PF} < 2$ are the graphs associated with the $ADE$ Dynkin diagrams (while their affine versions are the sole examples satisfying $\lambda_{PF} = 2$), and their adjacency matrix is diagonalisable over $\mathbb{R}$ [4, Thm. 3.1.3].

Consider now generalised graphs. If we allow for loops ($G_{ii} \neq 0$, edges connecting a node to itself) and multiple edges between the same nodes (where the entry $G_{ij}$ is the number of edges connecting nodes $i$ and $j$) we additionally get the tadpole $T_N = A_{2N}/\mathbb{Z}_2$ (defined as the adjacency matrix of $A_N$ with additional entry $G_{11} = 1$). If, moreover, the symmetry requirement is dropped ($G_{ij} \neq G_{ji}$), we may still associate to $G$ a mixed multigraph (with some edges now being replaced by arrows). The $BCFG$ Dynkin diagrams provide examples of this type for which $\lambda_{PF} < 2$ hold. However, in contrast with the undirected (symmetric) case, they are not exhaustive at all. For instance, a directed graph with $\lambda_{PF} > 2$ can be turned into a new directed graph.
with $\lambda_{PF} < 2$ by subdividing all its edges often enough.\footnote{We are grateful to Nathan Bowler for pointing this out to us.} If $G$ is not even assumed to be integer-valued, then every non-example becomes an example after appropriate rescaling.

To summarise, we have the following special cases in which Proposition 3.1 applies:

**Corollary 3.11.** If $G$ is the adjacency matrix of a finite Dynkin diagram ($A_N$, $B_N$, $C_N$, $D_N$, $E_6$, $E_7$, $E_8$, $F_4$ or $G_2$) or of the tadpole $T_N$, then the system (3.1) with $\nu \in [0, \frac{1}{2}]$ has exactly one bounded continuous solution.

### 3.5. The Case of a Single TBA Equation

Consider a single integral equation of TBA-type ($N = 1$ with $G_{11} = g \in (0, 2)$, $C_{11} = c \in (-2, 2)$):

$$f(x) = \int_{-\infty}^{\infty} \phi_c(x - y) \left[ g \log \left( e^{-a(y)} + e^{f(y)} \right) - cf(y) \right] dy$$  \hspace{1cm} (3.30)

This case is instructive: we do not have to worry about the choice of $p$ and $q$, nor does a rescaling $f(x) \to f(x)/w$ influence the contraction constant. We compute the quantities in Proposition 3.8 to be

$$\rho = \int_{-\infty}^{\infty} \phi_c(y) dy = \frac{1}{2 - c}, \quad \sigma = M = \max(|c|, |g - c|),$$

$$\kappa(c) = \rho \sigma = \frac{\max(|c|, |g - c|)}{2 - c}.$$  \hspace{1cm} (3.31)

The most important case is $g = 1$ (this case arises for example in the Yang–Lee model). The contraction constant for this case is shown in Figure 1.

For $c < 1$, our estimate guarantees a contraction. The canonical TBA equation with $c = g = 1$ corresponds to the marginal case $\kappa = 1$, whereas the universal TBA with $c = 0$ yields $\kappa = \frac{1}{2}$. The “sweet spot” is $c = \frac{1}{2} = \frac{1}{2}g$ where our estimate for the contraction constant attains its minimum $\kappa = \frac{1}{3}$.

If we chose a different value $g \in (0, 2)$, the sweet spot shifts, but the overall picture remains the same (the region of assured contraction is $c < 1$). However, for $g \geq 2$, $\kappa$ is larger or equal to one everywhere, and no region of assured contraction exists.

**Remark 3.12.** It is noteworthy that $\kappa$ has virtually no practical bearing on the speed of convergence of the iterative numerical solution of equation (3.30). We solved it numerically for $g = 1$, $a(x) = r \cosh(x)$ (the massive Yang–Lee model in volume $r$) for different values of $c \in [0, 1]$ and $r \in (0, 1]$, and the speed of convergence (as measured by the number of iterations required to obtain a certain accuracy) increases almost linearly in $c$, instead of being governed by $\kappa$. If $\kappa$ were the optimal contraction constant, we would instead expect to see the fastest convergence for $c = \frac{1}{2}$.

We now describe in more detail the proof given in [11, Sec.5], which concerns the case $g = c = 1$ and $a(x) = r \cosh(x)$ with $r > 0$, in the above
example. As described above, our bound on $\kappa$ in this case is 1, so that Proposition 3.8 does not apply. We circumvent this by using $c < 1$ and proving (in Sect. 4, see Theorem 1.4 from the introduction) that the fixed point is independent of $c$ and unique in the range $c \in (-2, 2)$.

The argument of [11] also uses the Banach theorem but proceeds differently. Namely, they exhaust the space of bounded continuous functions by subspaces with specific bounds, $BC(\mathbb{R}, \mathbb{R}) = \bigcup_{q \in [e^{-r}, 1)} D_{q,r}$, where

$$D_{q,r} := \left\{ f \in BC(\mathbb{R}, \mathbb{R}) \left| \|f\|_{\infty} \leq \log\left(\frac{q}{1-q}\right) + r \right. \right\}. \quad (3.32)$$

Using convexity of $D_{q,r}$, it is shown that for $q \geq e^{-r}$ the corresponding integral operator maps $D_{q,r}$ to itself, and that the associated contraction constant is $\kappa = q$. Hence, as expected one obtains $\kappa \to 1$ when $q \to 1$ (so that $\log\left(\frac{q}{1-q}\right) \to \infty$), but on each $D_{q,r}$ we have $\kappa < 1$ and thus a proper contraction. This implies a unique solution on the whole space $BC(\mathbb{R}, \mathbb{R})$.

It is also stated in [11] that the generalisation to higher $N$ should be straightforward. This is less clear to us. In the examples from finite Dynkin diagrams, we need all the extra freedom we introduce in Proposition 3.8 in an optimal way in order to press our bound $\kappa$ under 1. If we take, for example, $G = C$ to be the adjacency matrix of the $A_N$ Dynkin diagram, the quantities in Proposition 3.8 take the values

$$M_{ij} = G_{ij}, \quad \rho_{ij} = [(A_N)^{-1}]_{ij}, \quad \sigma_i = \begin{cases} 1; & i = 1, N \\ 2^{1/q}; & i = 2, \ldots, N - 1 \end{cases}. \quad (3.33)$$

![Figure 1. Contraction constant for a single TBA equation at different values of $c$](image-url)
where $A_N$ denotes the Cartan matrix $21 - G$. With some more work, from this one can estimate that for $N$ large enough one has $\|\rho \cdot \sigma\|_p > \frac{1}{8} N^2$ (independent of $p$ and $q$). Hence, as opposed to what happened at $N = 1$, for larger $N$ the bound $\kappa$ is not 1 but grows at least quadratically with $N$. It is not obvious to us how to obtain drastically better estimates by choosing subsets analogous to $D_{q,r}$ of $BC(\mathbb{R}, \mathbb{R}^N)$.

However, it might be possible—at least in the massive case, cf. Remark 1.7 (iii)—that one can combine the freedom to choose $C$ and $w_i$ that we introduce with the method of [11] to extend our results to the case of spectral radius 2 or to infinitely many coupled TBA equations (such as the $N \to \infty$ limit of classical finite Dynkin diagrams, where the spectral radius approaches 2). The idea of choosing subsets $D_{q,r}$ as above might push $\kappa$ strictly below 1. We hope to return to these points in the future.

4. Uniqueness of Solution to the $Y$-System

For $G \in \text{Mat}(N, \mathbb{R})$, $C \in \text{Mat}_{<2}(N)$ and $a \in BC_- (\mathbb{R}, \mathbb{R}^N)$ we define the map $L_C : BC(\mathbb{R}, \mathbb{R}^N) \to BC(\mathbb{R}, \mathbb{R}^N)$ as (recall the convention in (1.4))

$$L_C[f](x) := G \cdot \log \left( e^{-a(x)} + e^{f(x)} \right) - C \cdot f(x).$$

(4.1)

With this notation, the TBA equation (TBA) reads

$$f(x) = (\Phi_C \ast L_C[f])(x).$$

(4.2)

From Proposition 3.1 we know that (4.2) has a unique bounded continuous solution for one special class of $C$, namely $C = \nu G$ with $\nu \in [0, \frac{1}{2}]$. In this section, we will apply the results of Sect. 2 in order to translate that statement to other choices of $C$, as well as to the associated $Y$-system. In particular, we will prove Theorems 1.3, 1.4 and Corollary 1.6 from the introduction.

4.1. Independence of the Choice of $C$

In this subsection, we fix

$$G \in \text{Mat}(N, \mathbb{R}), \quad C \in \text{Mat}_{<2}(N), \quad a \in BC_- (\mathbb{R}, \mathbb{R}^N).$$

(4.3)

We stress that for the moment, we make no further assumptions on $G$ (as opposed to Theorems 1.3 and 1.4).

We will later need to apply Proposition 2.1 to (4.2). To this end, we now provide a criterion for the components of $L_C[f]$ to be Hölder continuous.

Lemma 4.1. Let $f \in BC(\mathbb{R}, \mathbb{R})^N$. If the components of $f$ and of $e^{-a}$ are Hölder continuous, then the components of $L_C[f]$ are Hölder continuous.

Proof. It is easy to see that the composition of Hölder continuous functions is again Hölder continuous, as is the sum of bounded Hölder continuous functions. Therefore, and since $x \mapsto e^x$ is Hölder continuous on any compact subset of $\mathbb{R}$—in particular, on the images of the bounded functions $f_m$—the functions $x \mapsto u_m(x) := e^{-a_m(x)} + e^{f_m(x)}$ are Hölder continuous. The bounds on $a_m$ and $f_m$ ensure that the image of $u_m$ is contained in some interval $[x_0, x_1]$.
with $x_0, x_1 > 0$. But $x \mapsto \log(x)$ is Hölder continuous on $[x_0, x_1]$, and so the functions $x \mapsto l_m(x) := \log(u_m(x))$ are bounded and Hölder continuous. From this it follows that the components of $L_{C}[f](x)$,

$$x \mapsto [L_{C}[f]]_n(x) = \sum_{m=1}^{N} (G_{nm} l_m(x) - C_{nm} f_m(x)),$$  \hspace{1cm} (4.4)

are Hölder continuous. \hfill \square

We are careful not to make too strong assumptions on $a$ here, namely we do not require the components of $a$ to be Hölder continuous. For instance, the relevant example $a_m(x) \sim e^{\gamma x/s}$ from (1.2) is only locally Hölder continuous. Meanwhile, the Hölder condition on $f$ is, in fact, obtained from the TBA equation for free:

**Lemma 4.2.** Suppose $f \in BC(\mathbb{R}, \mathbb{R})^N$ is a solution of the TBA equation (4.2). Then the components of $f$ are Lipschitz continuous.

**Proof.** Using Lemma 2.16 (ii) one quickly verifies that one can write the components of $f$ as real linear combinations of the form

$$f_n(x) = \sum_{d,m} c^{(n)}_{d,m} F_d[[L_{C}[f]]_m](x),$$  \hspace{1cm} (4.5)

where $F_d[-]$ is the convolution functional defined in (2.66), see also (2.84). Lemma 2.22 then implies that the derivatives $\frac{d}{dx} f_n(x)$ are bounded. This shows the claim (cf. Lemma 3.6). \hfill \square

Now we are in the position to apply Proposition 2.1 to (4.2). The $C$-independence will boil down to the following simple observation on the functional equation (2.2): the $C$-dependence on the left- and right-hand sides of

$$f(x + is) + f(x - is) - C \cdot f(x) = L_{C}[f](x)$$  \hspace{1cm} (4.6)

simply cancels, see (4.1). Thus, (4.6) is, in particular, equivalent to

$$f(x + is) + f(x - is) = L_0[f](x)$$  \hspace{1cm} (4.7)

**Proposition 4.3.** Suppose that the components of $e^{-a}$ are Hölder continuous and that there exists $C \in \text{Mat}_{<2}(N)$, such that the TBA equation (4.2) has a unique solution $f_\star$ in $BC(\mathbb{R}, \mathbb{R})^N$. Then:

(i) $f_\star$ can be extended to a function in $B\mathcal{A}(S_s)^N$, which we also denote by $f_\star$. It is the unique solution to the functional equation

$$f(x + is) + f(x - is) = L_0[f](x), \hspace{1cm} x \in \mathbb{R},$$  \hspace{1cm} (4.8)

in the space $B\mathcal{A}(S_s)^N$ which also satisfies $f(\mathbb{R}) \subset \mathbb{R}^N$.

(ii) For any $C' \in \text{Mat}_{<2}(N)$, $f_\star$ is the unique solution to the TBA equation

$$f(x) = (\Phi_{C'} \cdot L_{C'}[f])(x)$$  \hspace{1cm} (4.9)

in the space $BC(\mathbb{R}, \mathbb{R})^N$.\hfill \square
Proof. (i) By definition, the components of \( g_\star(x) := L_C[f_\star](x) \) are bounded real functions. Moreover, Lemma 4.2 ensures that they are Lipschitz continuous, so, in particular, Hölder continuous. It follows from direction 2 \( \Rightarrow \) 1 in Proposition 2.1 that \( f_\star \in \mathcal{B}\mathcal{A}(S_s)^N \), and that \( f_\star \) satisfies the functional relation

\[ f_\star(x + is) + f_\star(x - is) - C \cdot f_\star(x) = L_C[f_\star](x) \tag{4.10} \]

for all \( x \in \mathbb{R} \), which, as we just said, is equivalent to (4.8).

Now suppose there is another solution \( f_\star' \in \mathcal{B}\mathcal{A}(S_s)^N \) to (4.8), or, equivalently, (4.10), which satisfies \( f_\star'(\mathbb{R}) \subset \mathbb{R}^N \). By direction 1 \( \Rightarrow \) 2 of Proposition 2.1, the restriction \( f_\star'|_{\mathbb{R}} \) is also a solution to the TBA equation (4.2). By our uniqueness assumption, we must have \( f_\star'|_{\mathbb{R}} = f_\star|_{\mathbb{R}} \) and by uniqueness of the analytic continuation also \( f_\star' = f_\star \) on \( \overline{S_s} \).

(ii) For any choice of \( C' \in \text{Mat}_{<2}(N) \), (4.10) can be rewritten as

\[ f_\star(x + is) + f_\star(x - is) - C' \cdot f_\star(x) = L_{C'}[f_\star](x). \tag{4.11} \]

Direction 1 \( \Rightarrow \) 2 of Proposition 2.1 shows that \( f_\star \) satisfies (4.9). Suppose \( f_\star' \in BC(\mathbb{R}, \mathbb{R})^N \) is another solution to (4.9). Then by Lemma 4.2, \( f_\star' \) is Hölder continuous, and by direction 2 \( \Rightarrow \) 1 of Proposition 2.1 it satisfies (4.11). But (4.11) is equivalent to (4.8), whose solution is unique and equal to \( f_\star \) by part (i).

\[ \square \]

### 4.2. Proofs of Theorems 1.3, 1.4 and of Corollary 1.6

We now turn to the proof of the main results of this paper. We start with part of Theorem 1.4, as this is used in the proof of Theorem 1.3. Then we show Theorem 1.3 and subsequently the missing part of Theorem 1.4. Finally, we give the proof of Corollary 1.6.

**Proof of Theorem 1.4, less uniqueness in part (ii). Part (i):** First note that the assumptions in Proposition 3.1 are satisfied. Thus, there exists a unique solution \( f_\star \) to (TBA) in \( BC(\mathbb{R}, \mathbb{R})^N \) for the specific choice \( C = 0 \). Therefore, the conditions of Proposition 4.3 are satisfied and part ii) of that proposition establishes existence and uniqueness of a solution \( f_\star \in BC(\mathbb{R}, \mathbb{R})^N \) to (TBA) for any choice of \( C \in \text{Mat}_{<2}(N) \), as well as \( C \)-independence of that solution. **Part (ii) (without uniqueness):** By Proposition 4.3i), \( f_\star \) can be analytically continued to a function in \( \mathcal{B}\mathcal{A}(S_s)^N \), which we will also denote by \( f_\star \). We define

\[ Y(z) := \exp( a(z) + f_\star(z) ). \tag{4.12} \]

Let us denote the components of \( f_\star \) and \( Y \) by \( f_{\star,n} \) and \( Y_n \), respectively. Note that \( Y_n \in \mathcal{A}(S_s) \).

It is immediate that the \( Y_n \) satisfy properties 1–3 of Theorem 1.3 (for property 1 note that \( f_{\star,n} \) and \( a_n \) are real-valued on the real axis). Furthermore, as a consequence of the functional relations (1.1) and (4.8) for \( a \) and \( f_\star \) respectively, the \( Y_n \) solve \((Y)\):

\[ Y_n(x + is)Y_n(x - is) = e^{a_n(x+is)+a_n(x-is)}e^{f_{\star,n}(x+is)+f_{\star,n}(x-is)} = e^{\sum_m G_{nm}a_m(x)}e^{\sum_m G_{nm}\log(e^{-a_m(x)}+e^{f_{\star,m}(x)})} \]
\[
= \prod_m e^{G_{nm} a_m(x)} \left( e^{-a_m(x)} + e^{f'_{\ast, m}(x)} \right)^{G_{nm}} \\
= \prod_m (1 + Y_m(x))^{G_{nm}}.
\]

(4.13)

This proves that \( Y \) is a solution to (Y) which lies in \( \mathcal{A}(\mathbb{S}_s)^N \) and satisfies properties 1–3 in Theorem 1.3. It remains to show that \( Y \) is the unique such solution. This will be done below as an immediate consequence of Theorem 1.3, whose proof we turn to now.

\textit{Proof of Theorem 1.3.} Existence of a \( Y \in \mathcal{A}(\mathbb{S}_s)^N \) which solves (Y) and satisfies properties 1–3 has just been proven above. The solution \( Y \) is given via (4.12) in terms of the valid asymptotics \( a \) and the unique solution \( f_\ast \) to (TBA) obtained in Theorem 1.4 (i). It remains to show uniqueness of \( Y \).

Suppose there is another function \( Y' \in \mathcal{A}(\mathbb{S}_s)^N \) with the properties 1–3. Since \( \mathbb{S}_s \) is a simply connected domain and the components \( Y'_n(z) \) have no roots in \( \bar{\mathbb{S}}_s \) (property 2), there exists a function \( h \in \mathcal{A}(\mathbb{S}_s)^N \), such that \( Y'(z) = \exp(h(z)) \) for all \( z \in \mathbb{S}_s \). In fact, property 1 (real & positive) allows one to choose this function in such a way that \( h(\mathbb{R}) \subseteq \mathbb{R}^N \). Consequently, the function \( f'_\ast(z) := h(z) - a(z) \) is in \( \mathcal{A}(\mathbb{S}_s)^N \) and satisfies \( f'_\ast(\mathbb{R}) \subseteq \mathbb{R}^N \). Due to property 3 (asymptotics), \( f'_\ast \in \mathcal{B}\mathcal{A}(\mathbb{S}_s)^N \). As a consequence of the \( Y \)-system (Y) and the functional relation (1.1) for the asymptotics, we have

\[
e^{f'_{\ast, n}(x+is)+f'_{\ast, n}(x-is)} = e^{-a_n(x-is)} e^{Y'_n(x+is)Y'_n(x-is)} \\
= \prod_m e^{-G_{nm} a_m(x)} (1 + Y'_m(x))^{G_{nm}} \\
= \prod_m \left( e^{-a_m(x)} + e^{f'_{\ast, m}(x)} \right)^{G_{nm}}. \tag{4.14}
\]

Hence, due to continuity of \( f'_\ast(x+is) + f'_\ast(x-is) - L_0[f'_\ast](x) \) there exists \( v \in \mathbb{Z}^N \), such that

\[
f'_\ast(x+is) + f'_\ast(x-is) - L_0[f'_\ast](x) + 2\pi i v = 0. \tag{4.15}
\]

But since \( f'_\ast(\mathbb{R}) \subseteq \mathbb{R}^N \), the Schwarz reflection principle \( f'_\ast(x-is) = \overline{f'_\ast(x+is)} \) allows (4.15) to be rewritten as

\[
2 \Re f'_\ast(x+is) + 2\pi i v = L_0[f'_\ast](x). \tag{4.16}
\]

Since the right-hand side is real, it follows that \( v = 0 \). Thus, \( f'_\ast \) solves (4.8).

As in the previous proof, by Proposition 3.1 we can apply Proposition 4.3. Part i) of the latter proposition states that \( f'_\ast \) is the unique solution to (4.8) in \( \mathcal{B}\mathcal{A}(\mathbb{S}_s)^N \) which maps \( \mathbb{R} \) to \( \mathbb{R}^N \). Part ii) states that \( f'_\ast \) solves the TBA equation (4.9) for any choice of \( C' \), so, in particular, it solves (TBA). But from Theorem 1.4 i) we know that \( f_\ast \) is the unique solution to (TBA) in \( BC(\mathbb{R}, \mathbb{R})^N \), and hence, \( f'_\ast = f_\ast \) on \( \mathbb{R} \) (and therefore, by uniqueness of the analytic continuation, also on \( \mathbb{S}_s \)).

This completes the proof of Theorem 1.3. \( \square \)
Proof of Theorem 1.4. uniqueness in part (ii). This is now immediate from Theorem 1.3, as the solution to the Y-system in $\mathcal{A}(\mathbb{S}_s)^N$ satisfying 1–3 is unique.

This completes the proof of Theorem 1.4. □

Proof of Corollary 1.6. We only need to show that for $a = 0$, the unique solution $f_*$ from Theorem 1.4 is constant. By part 2 of that theorem, $Y$ is then constant, too.

By Theorem 1.4 (i), the solution $f_*$ is independent of $C$ and, in particular, is equal to the unique solution found in Proposition 3.1 for $C = 0$. In the proof of Proposition 3.1 in Sect. 3.3 it was verified that the integral operator $J : BC(\mathbb{R}, \mathbb{R})^N \rightarrow BC(\mathbb{R}, \mathbb{R})^N$ from (3.22) is a contraction. Explicitly,

$$J_i[g] := \sum_{j=1}^{N} \int_{-\infty}^{\infty} \frac{1}{w_i} \phi_{ij}(x - y) \sum_{k=1}^{N} G_{jk} \log \left( e^{-a_k(y)} + e^{w_k g_k(y)} \right) dy \quad (4.17)$$

where $\phi_{ij}$ are the entries of $\Phi_0$ and $w$ is the Perron–Frobenius eigenvector of $G$. The relation between $g$ and the functions $f$ in the TBA equation is $f_i(x) = w_i g_i(x)$.

By assumption we have $a = 0$. Clearly, if also $g$ is constant, so is $J[g]$. This shows that the operator $J$ preserves the space of constant functions (for $a = 0$). Hence, the unique fixed point $g_*$ of $J$ (and hence the unique solution $f_*$ to (TBA)) must be a constant function.

This completes the proof of Corollary 1.6. □

5. Discussion and Outlook

In this section, we will make additional comments on our results and discuss possible further investigations, in particular with reference to the physical background.

First of all, we would like to stress that, thanks to the second part of the Banach fixed point theorem, our proof is constructive in the following sense: starting from any initial value $g_0 \in BC(\mathbb{R}, \mathbb{R})^N$, we obtain the unique solution $f_*$ to the TBA equation (TBA) as the limit

$$f_* = w \odot \lim_{n \to \infty} J^n[g_0], \quad (5.1)$$

where $J : BC(\mathbb{R}, \mathbb{R})^N \rightarrow BC(\mathbb{R}, \mathbb{R})^N$ is the integral operator from (3.22), and $\odot$ denotes the pointwise product of vectors.

Moreover, let us mention that the existence of a unique solution to Y-systems or TBA equations, even if the latter arise from a physical context, is by no means clear:

- **Existence**: as already mentioned earlier, the constant Y-system (1.6) has no non-negative solution if the spectral radius of $G$ is larger or equal than 2 [24]. It seems likely that this generalises to solutions with asymptotics $a = w e^{\pm \gamma x/s}$, cf. (1.2).
• **Uniqueness**: when relaxing the reality condition $Y(\mathbb{R}) \subset \mathbb{R}$, uniqueness generally fails to hold (see [8, Fig. 1] for the case $N = 1$). Moreover, there exist $Y$-systems of some more general form for which stability investigations show that the associated TBA equation for constant functions is not a contraction, and in fact may display chaotic behaviour upon iteration [6].

We will conclude this work with a brief outline of possible future investigations. Our results already cover a significant class of integrable models [15,31]. In physical terms, the state corresponding to the unique solution with no zeros in $\mathbb{S}$ is the ground state. Two main directions in which to extend our results are to a) consider excited states, and b) treat situations associated with more general models. We will briefly comment on both of these.

(a) Including Excited States
To include excited states one has to allow for $Y$ functions which have roots in $\mathbb{S}$. In this case, the TBA equation involves an additional term which depends on the positions of these roots [5,8,18]. It seems possible that existence and uniqueness of a solution to the TBA equation for a generic set of root positions can be established with similar techniques as in the present paper. However, to produce a solution to the $Y$-system with a sufficiently far analytic continuation, one needs to impose additional constraints. It would be very interesting to understand if some general statements about solutions to these constraints can be made.

In examples, these solutions are parametrised by a discrete set of “quantum numbers”. In the asymptotic limit $r \to \infty$ of $Y$-systems with $a(x) = r \cosh(\gamma x/s) \omega$ (relativistic scattering theories in volume $r$), these quantum numbers are expected to coincide with the Bethe–Yang quantum numbers [29] which parametrise solutions of the Bethe ansatz equations. In the limit $r \to 0$, quantisation conditions in terms of Virasoro states have been conjectured for the Yang–Lee model ($N = 1, G = 1$), see [3]. A related $N = 1$ model, albeit with a slightly deformed $Y$-system (see below), is the Sinh–Gordon model for which a conjecture on the classification of states (for all $r$) in terms of solutions to the $Y$-system has been given in [26].

(b) More General $Y$-Systems
It is fair to ask whether the approach presented in this paper is flexible enough to make contact with a larger number of physical models. This would require us to consider different conditions on $G$ as well as $Y$-systems or TBA equations of a more general form.

There are several generalisations which still fit the form (Y):

---

Note that our results do not imply that the TBA integral operators are contracting, but only the operator to which the Banach theorem is directly applied, namely the right-hand side of (3.22) for $C = \nu G$ with $\nu \in [0, \frac{1}{2}]$ (which for $\nu = 0$ is the operator $J$).

However, our bound on the contraction constant $\kappa$ is certainly not optimal (see Remark 3.12) and the TBA integral operator may well be contracting even if our bound yields $\kappa > 1$. The results of [6] simply show that sometimes it is not contracting.
As mentioned in the end of Sect. 3.5, with the method used in [11] it may be possible to treat cases of slightly more general $G$ giving rise to $\kappa = 1$, where our results no longer apply.

Giving up the reality requirement in a controlled way would for example allow for a treatment of $Y$-systems with chemical potentials, where a constant imaginary vector is added to $a$ (see, for example, [10,15]). There are also more general forms of $(Y)$, which would be of interest. For example:

- $Y$-systems with a second shift parameter $t$ such as

$$Y_n(x + is)Y_n(x - is) = \frac{(1 + Y_n(x + it)) (1 + Y_n(x - it))}{\prod_{m=1}^{N} (1 + \frac{1}{Y_m(x)})}$$

where $H$ is the adjacency matrix of a finite Dynkin diagram. This specific type of $Y$-system appears in the context of affine Toda field theories [11,21] whose simplest representative, the Sinh–Gordon model, has $H = 0$ and bears some resemblance to $(Y)$.

- The case of two simple Lie algebras giving rise to a $Y$-system of the form

$$Y_{n,m}(x + is)Y_{n,m}(x - is) = \prod_{k=1}^{G} (1 + Y_{k,m}(x))^{G_{nk}} \prod_{l=1}^{H} (1 + \frac{1}{Y_{n,l}(x)})^{H_{ml}}.$$ 

via their Dynkin diagrams $G$ and $H$. In applications, often many of the $Y_{n,m}$ are required to be trivial. One example, albeit with an infinite number of $Y$ functions, is the famous “T-hook” of the AdS/CFT $Y$-system (see, for example, [2] for more details and references). The physically relevant solutions in this case have, however, rather complicated analytical properties involving also branch cuts.
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### Appendix A. Explicit Expression for the Green’s Function $\phi_d(z)$

In this section, we provide the proof of Lemma 2.15. The explicit solution (2.55) can also be found in tables, see, for example, [9, 1.9 (6)]. However, we are not
aware of a more direct proof that does not require the analysis carried out in Sect. 2.1.

First, let us consider the case where $\gamma / \pi \in (0, 1)$ is rational. In this case, there exists $P \in \mathbb{Z}_{\geq 0}$, such that $P\gamma \in 2\pi \mathbb{Z}$. From Lemma 2.8 (iii) then follows the periodicity

$$\phi_d(z + imPs) = \phi_d(z) \quad \text{for all} \quad m \in \mathbb{Z}. \quad (A.1)$$

Hence, there exists a meromorphic function $\tilde{\phi}_d$ on $\mathbb{C}^\times$, such that

$$\phi_d(z) = \tilde{\phi}_d\left(e^{\frac{2\pi i}{\gamma}} z\right). \quad (A.2)$$

Due to Lemma 2.10, $\tilde{\phi}_d(w) \to 0$ as $w \to 0$ and $w \to \infty$. In particular, $\tilde{\phi}_d$ is analytic also in the origin.

Set $\xi := e^{\frac{2\pi i}{\gamma}}$. According to Lemma 2.8 (i), the function $\tilde{\phi}_d$ is analytic everywhere except in a subset of $\{\xi^n\}_{n \in \mathbb{Z}}$, where it may have poles of first order. The residues can be easily computed from the residues of $\phi_d$ provided by Lemma 2.13:

$$\text{Res}_{\xi^n} (\tilde{\phi}_d) = \frac{2\pi}{Ps} \xi^n \text{Res}_{\xi^n} (\phi_d) = \frac{\xi^n}{iPs} \sin(n\gamma) \quad \text{Res}_{\xi^n} (\phi_d). \quad (A.3)$$

We will now use this result in order to explicitly compute the expansion of $\tilde{\phi}_d$ around the origin,

$$\tilde{\phi}_d(w) = \sum_{m=1}^{\infty} \varphi_m w^m. \quad (A.4)$$

This expansion converges in the open unit disc. Since $\phi_d$ is an even function, we have $\tilde{\phi}_d(w) = \tilde{\phi}_d(1/w)$ for all $w$. Thus, we will automatically also get an expression for $\tilde{\phi}_d$ which converges in the whole complex plane without the closed unit disc.

Let $m \in \mathbb{Z}_{\geq 0}$. Denote by $\Gamma$ a small contour inside the open unit disc, which circles once around the origin in anti-clockwise direction. The coefficient $\varphi_m$ of the expansion is given by the Cauchy integral

$$\varphi_m = \oint_{\Gamma} w^{-m-1} \tilde{\phi}_d(w) \frac{dw}{2\pi i}. \quad (A.5)$$

Now denote by $\Gamma_\infty$ a large contour outside the closed unit disc, which circles once around the origin in anti-clockwise direction, and by $\Gamma_k$ (for $k = 0, 1, 2, \ldots, P - 1$) a small contour, which circles once around the pole $\xi_k$ in clockwise direction. We can deform the contour $\Gamma$ in order to get

$$\varphi_m = \sum_{k=0}^{P-1} \oint_{\Gamma_k} w^{-m-1} \tilde{\phi}_d(w) \frac{dw}{2\pi i} + \oint_{\Gamma_\infty} w^{-m-1} \tilde{\phi}_d(w) \frac{dw}{2\pi i}. \quad (A.6)$$
The last term vanishes because $\tilde{\phi}_d$ vanishes at infinity. For the remaining integrals, we can compute the residues as follows:

$$
\varphi_m = - \sum_{k=0}^{P-1} \text{Res}_{w=\xi_k} \left( \tilde{\phi}_d(w) w^{-m-1} \right) = \sum_{k=0}^{P-1} \frac{i}{Ps \sin(\gamma)} \xi^{-km} \sin(k\gamma) 
$$

$$
= \frac{1}{2Ps \sin(\gamma)} \sum_{k=0}^{P-1} \left( e^{\frac{2\pi i k}{P}(m+\frac{P\gamma}{2\pi})} - e^{\frac{2\pi i k}{P}(m-\frac{P\gamma}{2\pi})} \right) 
$$

(A.7)

For $\alpha \in \mathbb{Z}$ we have

$$
\sum_{k=0}^{P-1} e^{\frac{2\pi i k}{P}\alpha} = P \cdot \delta_{\alpha \in P\mathbb{Z}}. 
$$

Inserting this identity in the expression for $\varphi_m$ gives

$$
\varphi_m = \frac{1}{2s \sin(\gamma)} \left( \delta_{m \in \frac{P\gamma}{2\pi} + P\mathbb{Z}} - \delta_{m \in -\frac{P\gamma}{2\pi} + P\mathbb{Z}} \right). 
$$

(A.8)

This coefficient can be plugged into the expansion (A.4),

$$
\tilde{\phi}_d(w) = \frac{1}{2s \sin(\gamma)} \sum_{k=0}^{\infty} \left( w^{\frac{2\gamma}{P} + k}P - w^{-(\frac{2\gamma}{P} + k+1)}P \right) 
$$

$$
= \frac{1}{2s \sin(\gamma)} \cdot \frac{w^{\frac{2\gamma}{P}} - w^{\frac{-2\gamma}{P}}}{1 - w^P}. 
$$

(A.9)

From this we can recover the function $\phi_d$ according to (A.2), which yields precisely the expression (2.55).

Finally, the case where $\frac{2\gamma}{P}$ is irrational can be obtained from continuity of $\phi_d(z)$ in $d$ (Lemma 2.6). This completes the proof.

Appendix B. Fourier Transformation of $\cosh(x)^{-m}$

Lemma B.1. Let $m \in \mathbb{Z}_{\geq 1}$, and $f_m(x) = \cosh(x)^{-m}$. The Fourier transformation of $f_m(x)$ is given by

$$
\hat{f}_m(k) := \int_{-\infty}^{\infty} e^{-ikx} f_m(x) \, dx 
$$

$$
= \frac{\pi}{(m-1)!} \left( \prod_{l=m-2 \text{ step } -2}^{1} (k^2 + l^2) \right) \cdot \begin{cases} 
\frac{1}{\cosh(\frac{k}{2})} & \text{if } m \text{ odd} \\
\frac{k}{\sinh(\frac{k}{2})} & \text{if } m \text{ even}
\end{cases}. 
$$

(B.1)

Proof. It is convenient to first get rid of the infinite number of poles of the integrand. This is achieved by the variable transformation $r = e^{2x}$, which results in

$$
\hat{f}_m(k) = 2^{m-1} \int_{0}^{\infty} \frac{(r^{1/2})^{m-2-ik}}{(1+r)^m} \, dr. 
$$

(B.2)

This transformation comes at the expense of single-valuedness: the new integrand has only one simple pole at $r = -1$, but also a branch cut connecting the origin and infinity via, say, the negative imaginary axis. Since the integrand decays fast enough for $|r| \to \infty$, it is possible to revolve the integration
contour once around the origin like the big hand of a watch. If we do this counter-clockwise, the whole integral picks up a residue, and the square root acquires a monodromy of $-1$, which changes the numerator to
\[
\left(-r^{1/2}\right)^{m-2-ik} = (-1)^m e^{k\pi} \left(r^{1/2}\right)^{m-2-ik}.
\] (B.3)

This contour manipulation yields the equation
\[
\int_0^\infty \frac{r^{m-2-ik}}{(1+r)^m} \, dr = 2\pi i \text{Res}_{z=-1} \left(\frac{\left(z^{1/2}\right)^{m-2-ik}}{(1+z)^m}\right) + (-1)^m e^{k\pi} \int_0^\infty \frac{r^{m-2-ik}}{(1+r)^m} \, dr.
\] (B.4)

This can now be solved for the integral:
\[
\hat{f}_m(k) = \frac{1}{1-(-1)^m e^{k\pi}} 2^m i\pi \text{Res}_{z=-1} \left(\frac{\left(z^{1/2}\right)^{m-2-ik}}{(1+z)^m}\right).
\] (B.5)

The residue can be computed as the coefficient of the Laurent expansion
\[
\left(-z^{1/2}\right)^a = \sum_{n=0}^\infty (-1)^n i^n (1+z)^n \left(\frac{a}{n}\right)
\] (B.6)

for $n = m - 1$, namely
\[
\text{Res}_{z=-1} \left(\frac{\left(z^{1/2}\right)^{m-2-ik}}{(1+z)^m}\right) = e^{\frac{\pi i}{2} (k-im)} \left(\frac{1}{2} (m-2-ik)\right).
\] (B.7)

Plugging this into (B.5) gives
\[
\hat{f}_m(k) = 2^{m-1} \pi e^{i\frac{\pi}{2}(1-m)} \left(\frac{1}{2} (m-2-ik)\right) \cdot \begin{cases} 
1 & \text{if } m \text{ odd} \\
\frac{k}{\sinh\left(\frac{\pi}{2} k\right)} & \text{if } m \text{ even}
\end{cases}.
\] (B.8)

Finally, the following identity is straightforward to prove by induction $m \rightarrow m + 2$:
\[
\prod_{j=1}^{m-1} (m - 2j - ik) = e^{i\frac{\pi}{4}(m-1)} \left(\prod_{l=m-2}^{\text{step } -2} (k^2 + l^2)\right) \cdot \begin{cases} 
1 & \text{if } m \text{ odd} \\
k & \text{if } m \text{ even}
\end{cases}.
\] (B.9)

Substituting (B.9) into (B.8) results in (B.1).

\section*{Appendix C. Sokhotski Integrals}

The following proposition is the key ingredient in the proof of Proposition 2.23 in Appendix D. The proposition and its proof are adapted from [12, Ch. 1, §4], where a version of this theorem with contours of general shape but finite length is treated, and where the functions $\varphi(z, t)$ below are constant in $z$. 

□
Proposition C.1. Let $D \subseteq \mathbb{C}$ be a complex domain such that $S_a \subseteq D$ for some $a > 0$. Let $\varphi : D \times \mathbb{R} \to \mathbb{C}$ be a function with the following properties:

1. (Analyticity) For every $t_0 \in \mathbb{R}$, the function $z \mapsto \varphi(z,t_0)$ is analytic in $D$.
2. (Hölder continuity) There exist $0 < \alpha \leq 1$ and $C > 0$, such that for every $z_0 \in D$ the function $t \mapsto \varphi(z_0,t)$ is $\alpha$-Hölder continuous with Hölder constant $C$.
3. (Decay) There exist $\mu > 0$ and $T > 0$, such that $|\varphi(z,t)| \leq |t - z|^{-\mu}$ for all $z \in D$ and $t \in \mathbb{R}$ with $|t - z| \geq T$.
4. (Local majorisation) For every $z_0 \in D \setminus \mathbb{R}$ there exist a neighbourhood $U \subseteq D \setminus \mathbb{R}$ and a function $M \in L_1(\mathbb{R})$, such that $|\varphi(z,t)| \leq |z - t|M(t)$ for all $z \in U$.
5. (Uniform convergence) The convergence $\varphi(x \pm iy,t) \xrightarrow{y \to 0} \varphi(x,t)$ is uniform in $(x,t) \in \mathbb{R}^2$.
6. (Boundedness) $\sup_{(x,t) \in \mathbb{R}^2} |\varphi(x,t)| < \infty$.

Then the function

$$F(z) = \int_{-\infty}^{\infty} \frac{\varphi(z,t)}{t - z} \, dt$$

is analytic in $D \setminus \mathbb{R}$, and there exist limiting functions $F^\pm : \mathbb{R} \to \mathbb{C}$ such that

$$F(x \pm iy) \to F^\pm(x)$$

uniformly as $y \searrow 0$. The functions $F^\pm(x)$ are bounded and satisfy

$$F^+(x) - F^-(x) = 2i\pi \varphi(x,x) \quad \text{for all} \quad x \in \mathbb{R}.$$  

Proof. • $F(z)$ is analytic on $D \setminus \mathbb{R}$: Conditions 2 and 3 ensure that the integrand in (C.1) is always in $L_1(\mathbb{R})$. Thus, $F(z)$ is well defined. Analyticity of $F(z)$ in $D \setminus \mathbb{R}$ follows directly from lemma 2.19 together with condition 4.

• The auxiliary function $\psi$: Below we make frequent use of the following simple integral. Let $x,y,\eta,L \in \mathbb{R}$, $\eta \geq 0$, $\eta \pm x \leq L$, and suppose that $y \neq 0$ in case $\eta = 0$. Denote $B_\eta(x) = (x - \eta,x + \eta)$. Then

$$\int_{[-L,L] \setminus B_\eta(x)} \frac{1}{t - x - iy} \, dt = \log \frac{L - x - iy}{L + x + iy} + \begin{cases} \log \frac{y + iy}{\eta - iy}; & \eta > 0 \\ i\pi \text{sgn}(y); & \eta = 0. \end{cases}$$

(C.4)

Here, the branch cut of the logarithm is placed along the negative real axis.

We now investigate the $y \searrow 0$ limit of $F(x \pm iy)$. To do so, we split $F(z)$ into two integrals by adding and subtracting a term in the integrand. Namely, for $z \in D \setminus \mathbb{R}$ we have

$$F(z) = \lim_{L \to \infty} \int_{-L}^{L} \frac{\varphi(z,t) - \varphi(z,\Re(z))}{t - z} \, dt + \varphi(z,\Re(z)) \lim_{L \to \infty} \int_{-L}^{L} \frac{1}{t - z} \, dt.$$  

(C.5)
The improper integral

\[ \psi(z) := \lim_{L \to \infty} \int_{-L}^{L} \frac{\varphi(z, t) - \varphi(z, \Re(z))}{t - z} \, dt \]  

(C.6)

exists because by (C.4) the limit in the second summand of (C.5) exists. We obtain, for \( z \in D \setminus \mathbb{R} \),

\[ F(z) = \psi(z) + i \pi \varphi(z, \Re(z)) \text{sgn}(\Im(z)). \]  

(C.7)

Since both \( F(z) \) and \( \varphi(z, \Re(z)) \) are continuous in \( D \setminus \mathbb{R} \), \( \psi(z) \) is also continuous in \( D \setminus \mathbb{R} \).

We now claim that the integral and limit defining \( \psi(z) \) in (C.6) also exist for \( z \in \mathbb{R} \). To see this, first note that due to the H"{o}lder condition (condition 2)

\[ \left| \frac{\varphi(x, t) - \varphi(x, x)}{t - x} \right| \leq \frac{C}{|t - x|^{1-\alpha}} \quad \forall x, t \in \mathbb{R}. \]  

(C.8)

Hence, the integral

\[ \int_{x-1}^{x+1} \frac{\varphi(x, t) - \varphi(x, x)}{t - x} \, dt \]  

(C.9)

exists. On the other hand, by (C.4) and for \(|x| + 1 < L\),

\[ \int_{[-L,L] \setminus B_1(x)} \frac{\varphi(x, t) - \varphi(x, x)}{t - x} \, dt \]

\[ = \int_{[-L,L] \setminus B_1(x)} \frac{\varphi(x, t) - \varphi(x, x)}{t - x} \, dt - \varphi(x, x) \log \frac{L - x}{L + x}. \]  

(C.10)

The integral in the first summand has a well-defined \( L \to \infty \) limit by condition 3 Adding (C.9) and (C.10) shows that the limit and integral in (C.6) exist also for \( z \in \mathbb{R} \), so that altogether \( \psi(z) \) is defined on all of \( D \).

- **Uniform convergence of \( \psi \):** Next we study the continuity properties of \( \psi \) on \( D \). Let us restrict \( \psi(z) \) to lines parallel to the real axis. Namely, for \(|y| < a\) we define \( \psi^{[y]} : \mathbb{R} \to \mathbb{C} \) by \( \psi^{[y]}(x) := \psi(x + iy) \). We will show that \( \psi^{[y]}(x) \) converges to \( \psi^{[0]}(x) \) uniformly as \( y \to 0 \) (from both sides). To do so, it is convenient to define the family of functions

\[ \Delta^{[y]}(x, t) := \varphi(x + iy, t) - \varphi(x, t). \]  

(C.11)

Due to the uniform convergence condition on \( \varphi(x + iy, t) \) (condition 5), \( \Delta^{[y]}(x, t) \) converges to 0 uniformly in \((x, t) \in \mathbb{R}^2 \) as \( y \to 0 \). In particular, for \(|y| \) small enough, \( \Delta^{[y]}(x, t) \) is bounded. Moreover, \( \Delta^{[y]}(x, t) \) inherits the decay property (condition 3) from \( \varphi(z, t) \). These properties will be used later in the proof.

Choose \( \eta > 0 \) such that \( \eta < T \) and split the integration over the interval \([-L, L] \) (w.l.o.g. \(|x| + \eta < L\)) into the interval \( B_\eta(x) \) and its complement \([-L, L] \setminus B_\eta(x) \). A straightforward computation yields
\[
\psi^{[y]}(x) - \psi^{[0]}(x) = iy \int_{B_\eta(x)} \frac{\varphi(x,t) - \varphi(x,x)}{(t-x)(t-x-iy)} \, dt \\
+ iy \lim_{L \to \infty} \int_{[-L,L] \setminus B_\eta(x)} \frac{\varphi(x,t) - \varphi(x,x)}{(t-x)(t-x-iy)} \, dt \\
+ \int_{B_\eta(x)} \frac{\Delta^{[y]}(x,t) - \Delta^{[y]}(x,x)}{t-x-iy} \, dt \\
+ \lim_{L \to \infty} \int_{[-L,L] \setminus B_\eta(x)} \frac{\Delta^{[y]}(x,t) - \Delta^{[y]}(x,x)}{t-x-iy} \, dt. \tag{C.12}
\]

We will now show that all four integrals and limits exist and at the same time provide estimates for them. For the first three we compute, where (*) refers to the use of \(\alpha\)-Hölder continuity (condition 2) and (***) to boundedness (condition 6)—we set \(S := \sup_{(x,t) \in \mathbb{R}^2} |\varphi(x,t)|\),

\[
\left| iy \int_{B_\eta(x)} \frac{\varphi(x,t) - \varphi(x,x)}{(t-x)(t-x-iy)} \, dt \right| \leq \int_{B_\eta(x)} \left| \frac{\varphi(x,t) - \varphi(x,x)}{t-x} \right| \frac{|y|}{|t-x-iy|} \, dt \leq C \left| \int_{B_\eta(x)} |t-x|^\alpha \, dt \right| \leq 2C \int_0^\eta r^{\alpha-1} \, dr = \frac{2C\eta^\alpha}{\alpha}, \tag{C.13}
\]

\[
\left| \int_{B_\eta(x)} \frac{\Delta^{[y]}(x,t) - \Delta^{[y]}(x,x)}{t-x-iy} \, dt \right| \leq \int_{B_\eta(x)} \frac{|\varphi(x+iy,t) - \varphi(x+iy,x) + |\varphi(x,t) - \varphi(x,x)|}{|t-x|} \, dt \leq 2C \int_{B_\eta(x)} |t-x|^\alpha \, dt = 4C \int_0^\eta r^{\alpha-1} \, dr = \frac{4C\eta^\alpha}{\alpha}, \tag{C.14}
\]

\[
\left| iy \lim_{L \to \infty} \int_{[-L,L] \setminus B_\eta(x)} \frac{\varphi(x,t) - \varphi(x,x)}{(t-x)(t-x-iy)} \, dt \right| \leq |y| \int_{\mathbb{R} \setminus B_\eta(x)} \left| \frac{\varphi(x,t) + |\varphi(x,x)|}{|t-x|^2} \right| \, dt \stackrel{(***)}{=} 4S|y|\eta^{-1}. \tag{C.15}
\]

Now let us turn to the fourth integral, which is slightly more involved. With the help of the decay condition on \(\Delta^{[y]}(x,t)\) and (C.4), we can rewrite it as

\[
\lim_{L \to \infty} \int_{[-L,L] \setminus B_\eta(x)} \frac{\Delta^{[y]}(x,t) - \Delta^{[y]}(x,x)}{t-x-iy} \, dt = \int_{\mathbb{R} \setminus B_\eta(x)} \frac{\Delta^{[y]}(x,t)}{t-x-iy} \, dt - \Delta^{[y]}(x,x) \log \frac{\eta + iy}{\eta - iy}. \tag{C.16}
\]

To estimate the integral over \(\mathbb{R} \setminus B_\eta(x)\), we split it as follows, for \(R > T\),

\[
\int_{\mathbb{R} \setminus B_\eta(x)} \frac{\Delta^{[y]}(x,t)}{t-x-iy} \, dt = \int_{\mathbb{R} \setminus B_R(x)} \frac{\Delta^{[y]}(x,t)}{t-x-iy} \, dt + \int_{B_R(x) \setminus B_\eta(x)} \frac{\Delta^{[y]}(x,t)}{t-x-iy} \, dt. \tag{C.17}
\]
We now estimate the two integrals separately:

\[
\left| \int_{\mathbb{R}\setminus B_R(x)} \frac{\Delta[y](x,t)}{t-x} \, dt \right| \leq \int_{\mathbb{R}\setminus B_R(x)} \left| \frac{\Delta[y](x,t)}{t-x} \right| \, dt
\]

\[
\leq \int_{\mathbb{R}\setminus B_R(x)} \frac{1}{|t-x|^{1+\mu}} \, dt = 2 \int_{\mathbb{R}} \frac{1}{r^{1+\mu}} \, dr = \frac{2}{\mu R^\mu}
\]

\[
\left| \int_{B_R(x)\setminus B_{\eta}(x)} \frac{\Delta[y](x,t)}{t-x} \, dt \right| \leq \int_{B_R(x)\setminus B_{\eta}(x)} \left| \frac{\Delta[y](x,t)}{t-x} \right| \, dt
\]

\[
\leq \frac{1}{\eta} \int_{x-R}^{x+R} |\Delta[y](x,t)| \, dt \leq \frac{2R}{\eta} \sup_{t \in \mathbb{R}} |\Delta[y](x,t)| \leq \frac{2R}{\eta} \sup_{t,x \in \mathbb{R}} |\Delta[y](x,t)|
\]

\[(C.18)\]

Finally, we remark that with our choice of branch cut for the logarithm,

\[
\left| \log_{\eta+i\eta} \eta \right| = 2 |\arg(\eta+i\eta)| \leq \pi.
\]

\[(C.20)\]

Assembling all of the above estimates, we obtain:

\[
|\psi[y](x) - \psi[0](x)| \leq \frac{6C\eta^\alpha}{\alpha} + \frac{4S|y|}{\eta} + \frac{2R}{\eta} + \left( \frac{2R}{\eta} + \pi \right) \sup_{x,t \in \mathbb{R}} |\Delta[y](x,t)|
\]

\[(C.21)\]

To establish uniform convergence, we need to show that for each \( \varepsilon > 0 \) there exists a \( \delta > 0 \) such that for all \( |y| < \delta \) and all \( x \in \mathbb{R} \) we have \( |\psi[y](x) - \psi[0](x)| \leq \varepsilon \). To find \( \delta \), we choose \( \eta \) and \( R \) in the above estimate appropriately.

Choose \( \eta \) such that the first term in \((C.21)\) equals \( \varepsilon/4 \):

\[
\eta = \left( \frac{\alpha \varepsilon}{24C} \right)^{\frac{1}{\alpha}}.
\]

\[(C.22)\]

The second term is smaller than \( \varepsilon/4 \) provided \( |y| < \delta_1 \), where

\[
\delta_1 = \frac{\eta \varepsilon}{16S} = \frac{1}{16S} \left( \frac{\alpha}{24C} \right)^{\frac{1}{\alpha}} \varepsilon^{1+\frac{1}{\alpha}}.
\]

\[(C.23)\]

The third term is smaller than \( \varepsilon/4 \) if we set

\[
R = \left( \frac{8}{\mu \varepsilon} \right)^{\frac{1}{\alpha}}.
\]

\[(C.24)\]

Finally, we remember that \( \Delta[y](x,t) \xrightarrow{y \to 0} 0 \) uniformly in \( x \) and \( t \). Hence, there exists a \( \delta_2 > 0 \) such that for all \( |y| < \delta_2 \),

\[
\sup_{x,t \in \mathbb{R}} |\Delta[y](x,t)| \leq \frac{\varepsilon}{4} \left( \frac{2R}{\eta} + \pi \right)^{-1} \leq \frac{\varepsilon}{4} \left( 2 \left( \frac{24C}{\alpha \varepsilon} \right)^{\frac{1}{\alpha}} \left( \frac{8}{\mu \varepsilon} \right)^{\frac{1}{\alpha}} + \pi \right)^{-1}.
\]

\[(C.25)\]

This makes the last term smaller than \( \varepsilon/4 \). Setting \( \delta := \min(\delta_1, \delta_2) \), this proves uniform convergence \( \psi[y] \xrightarrow{y \to 0} \psi[0] \).
• Uniform convergence of $F$ and relation of $F^\pm$: The claim of uniform convergence of (C.2) and formula (C.3) now both follow from (C.7).

• Boundedness of $F^\pm$: It is enough to provide a bound for $\psi^{[0]}(x)$. This can be achieved as follows. Split the integral:

$$
\int_{-L}^{L} \frac{\varphi(x, t) - \varphi(x, x)}{t - x} \, dt = \int_{B_1(x)} \frac{\varphi(x, t) - \varphi(x, x)}{t - x} \, dt + \int_{[-L,L]\setminus B_1(x)} \frac{\varphi(x, t)}{t - x} \, dt
$$

$$
- \varphi(x, x) \int_{[-L,L]\setminus B_1(x)} \frac{1}{t - x} \, dt \tag{C.26}
$$

The first summand can be estimated using the Hölder inequality (condition 2):

$$
\left| \int_{B_1(x)} \frac{\varphi(x, t) - \varphi(x, x)}{t - x} \, dt \right| \leq C \int_{-1}^{1} |r|^{\alpha - 1} \, dr = \frac{2C}{\alpha} \tag{C.27}
$$

For the second integral, we make use of both boundedness (condition 6, where as above we denote $S := \sup_{(x,t) \in \mathbb{R}^2} |\varphi(x, t)|$) and the decay property (condition 3, w.l.o.g. $1 < T < L$):

$$
\left| \int_{[-L,L]\setminus B_1(x)} \frac{\varphi(x, t)}{t - x} \, dt \right| \leq \int_{B_T(x)\setminus B_1(x)} \left| \frac{\varphi(x, t)}{t - x} \right| \, dt + \int_{[-L,L]\setminus B_T(x)} \left| \frac{\varphi(x, t)}{t - x} \right| \, dt
$$

$$
\leq \int_{B_T(x)\setminus B_1(x)} |\varphi(x, t)| \, dt + \int_{[-L,L]\setminus B_T(x)} |t - x|^{-\mu - 1} \, dt
$$

$$
\leq 2TS + 2 \int_{1}^{\infty} r^{-\mu - 1} \, dr = 2TS + \frac{1}{\mu} \tag{C.28}
$$

By (C.4), the third integral is simply bounded as follows:

$$
\left| -\varphi(x, x) \int_{[-L,L]\setminus B_1(x)} \frac{1}{t - x} \, dt \right| \leq S \left| \log \left( \frac{L - x}{L + x} \right) \right| \tag{C.29}
$$

Altogether, we obtain the bound

$$
\left| \int_{-L}^{L} \frac{\varphi(x, t) - \varphi(x, x)}{t - x} \, dt \right| \leq \frac{2C}{\alpha} + \left( 2T + \left| \log \left( \frac{L - x}{L + x} \right) \right| \right) S + \frac{1}{\mu} \tag{C.30}
$$

Since this bound itself converges as $L \to \infty$, we obtain a bound for $|\psi^{[0]}(x)|$. □

Write $D^+ := \{ z \in D | \text{Im}(z) > 0 \}$, $D^- := \{ z \in D | \text{Im}(z) < 0 \}$ and $\tilde{D}^\pm := D^\pm \cup \mathbb{R}$. Consider the functions
Here we prove Proposition 2.23 as a special case of Proposition C.1 and Corollary 5.1. Recall the setting of Proposition 2.23: Let $\varphi(z, t) = h(z - t)g(t)$ where $h : \mathbb{S}_a \to \mathbb{C}$ is analytic and $g : \mathbb{R} \to \mathbb{C}$ is bounded and Hölder continuous.

Corollary 5.1. $\tilde{F}^\pm$ is a continuous extension of $F$ from $D^\pm$ to $\tilde{D}^\pm$.

It suffices to show that $\psi(z)$ is continuous in $D$. We know already that it is continuous in $D \setminus \mathbb{R}$. Now let us show that it is continuous in $x_0 \in \mathbb{R}$.

Let $\varepsilon > 0$. By uniform convergence $\psi^{[b]}(x) \to \psi^{[0]}(x)$, there is a $\delta_1 > 0$ such that for all $|y| < \delta_1$ and all $x \in \mathbb{R}$ we have $|\psi^{[b]}(x) - \psi^{[0]}(x)| < \varepsilon/2$. By continuity of $F^\pm$ on $\mathbb{R}$, there is $\delta_2 > 0$ such that for all $x$ with $|x - x_0| < \delta_2$ we have $|\psi^{[0]}(x) - \psi^{[0]}(x_0)| < \varepsilon/2$.

Take $\delta := \min(\delta_1, \delta_2)$. For $z = x + iy \in D$ with $|z - x_0| < \delta$, we have

$$|\psi(z) - \psi(x_0)| = |\psi^{[b]}(x) - \psi^{[0]}(x_0)| \leq |\psi^{[b]}(x) - \psi^{[0]}(x)| + |\psi^{[0]}(x) - \psi^{[0]}(x_0)| \leq \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.$$

$\square$

Appendix D. Proof of Proposition 2.23

Here we prove Proposition 2.23 as a special case of Proposition C.1 and Corollary 5.1. Recall the setting of Proposition 2.23:

- $D = \mathbb{S}_a$ for some $a > 0$.
- $\varphi(z, t) = h(z - t)g(t)$ where $h : \mathbb{S}_a \to \mathbb{C}$ is analytic and $g : \mathbb{R} \to \mathbb{C}$ is bounded and Hölder continuous.
- $zh(z)$ and $\frac{d}{dz}h(z)$ are bounded in $\mathbb{S}_a$.

Let us check the conditions on $\varphi(z, t)$ one by one. Denote by $G$ the bound of $g(t)$ and by $H$ the bound of $zh(z)$.

**Condition 1** This is obvious since $h(z)$ is analytic.

**Condition 2** Let $C, \alpha$ be constants expressing the Hölder continuity of $g$:

$$\forall t, t' \in \mathbb{R} : |g(t') - g(t)| \leq C|t - t'|^\alpha. \quad (D.1)$$

Boundedness of $\frac{d}{dz}h(z)$ implies that, in particular, the derivative $\frac{d}{dz}h(x + iy)$ in the real direction is bounded for every $y < (-a, a)$. As a consequence, for any given $z_0 \in \mathbb{S}_a$ the function $t \mapsto h(z_0 - t)$ is Lipschitz continuous with Lipschitz constant $L := \sup_{z \in \mathbb{S}_a}(\frac{d}{dz}h(z))$. Since $zh(z)$ is bounded, we also have boundedness of $h$ on $\mathbb{S}_a$: $|h(z)| \leq B$ for some $B \geq 0$. Accordingly,

$$|\varphi(z_0, t) - \varphi(z_0, t')| = |h(z_0 - t)g(t) - h(z_0 - t')g(t')|$$

$$\leq |h(z_0 - t) - h(z_0 - t')||g(t)| + |h(z_0 - t')||g(t) - g(t')|$$

$$\leq BC|t - t'|^\alpha + \begin{cases} GL|t - t'|; & |t - t'| \leq 1 \\ 2BG; & |t - t'| > 1 \end{cases}. \quad (D.2)$$

Note that $B, G, L$ are all independent of $z_0$. Hence, there is an $M > 0$, independent of $z_0$, such that for all $t, t' \in \mathbb{R}$:

$$|\varphi(z_0, t) - \varphi(z_0, t')| \leq M|t - t'|^\alpha. \quad (D.3)$$
**Condition 3** For all $z_0 \in S_a$, we have the inequality
\[
|\varphi(z_0, t)| \leq G|h(z_0 - t)| \leq GH|z_0 - t|^{-1}. \tag{D.4}
\]

Fix $0 < \mu < 1$. There exists a $T > 0$, independent of $z_0$, such that $GH|z_0 - t|^{-1} \leq |z_0 - t|^{-\mu}$ whenever $|z_0 - t| > T$.

**Condition 4** For given $z_0 \in D\setminus\mathbb{R}$, set $\rho := \frac{1}{2}\text{Im}(z_0)$ and $U := S_a \cap B_{\rho}(z_0)$, where $B_{\rho}(z_0)$ is the open ball of radius $\rho$ with centre $z_0$. Then for all $z \in U$, we have
\[
|\varphi(z, t)| \leq G|h(z - t)| \leq GH\frac{1}{|z - t|} = |z - t|\frac{GH}{|z - t|^2}. \tag{D.5}
\]

Now set
\[
M(t) := \begin{cases} 
\frac{GH}{|\text{Re}(z_0) - \rho - t|^2} & \text{if } t < \text{Re}(z_0) - 2\rho \\
\frac{GH}{\rho^2} & \text{if } t \in [\text{Re}(z_0) - 2\rho, \text{Re}(z_0) + 2\rho] \\
\frac{GH}{|\text{Re}(z_0) + \rho - t|^2} & \text{if } t > \text{Re}(z_0) + 2\rho
\end{cases}. \tag{D.6}
\]

Then $M \in L_1(\mathbb{R})$ and one quickly checks that
\[
\frac{GH}{|z - t|^2} \leq M(t). \tag{D.7}
\]

**Condition 5** Since $\varphi(x \pm iy, t) = h(x \pm iy - t)g(t)$, the condition is satisfied if $h(x \pm iy) \xrightarrow{y \to 0} h(x)$ uniformly. This is easily established with the following lemma.

**Lemma D.1.** Let $a > 0$, $b \in \mathbb{R}$, and set $D := S_a \cap \{z \in \mathbb{C}|\text{Re}(z) > b\}$. Let $f : D \to \mathbb{C}$ be an analytic function such that $zf(z)$ and $\frac{d}{dz}f(z)$ are bounded. Then $f(x + iy) \xrightarrow{y \to Y} f(x + iY)$ uniformly on $[t, \infty)$ for any $Y \in (-a, a)$ and any $t > b$.

**Proof.** Pointwise convergence is clear by continuity. Now we claim that the convergence is uniform. Let $\varepsilon > 0$. Set $x_0 := \frac{2B}{\varepsilon}$, where $B > 0$ is the bound of $zf(z)$. Without loss of generality, assume $b < t < x_0$. Then for all $x \geq x_0$ one has
\[
|f(x + iy) - f(x + iY)| \leq |f(x + iy)| + |f(x + iY)| \leq \frac{B}{|x + iy|} + \frac{B}{|x + iY|} \leq \frac{2B}{|x|} \leq \frac{2B}{x_0} = \varepsilon
\]
for all $|y| < a$.

Thus, it remains to be shown that convergence on the compact interval $[t, x_0]$ is uniform. Since $f(z)$ is bounded, the family of functions $f^{[y]}(x) := f(x + iy)$ on the interval $[t, x_0]$ is uniformly bounded. Moreover, boundedness of $\frac{d}{dz}f(z)$ means that $\frac{d}{dz}f^{[y]}(x)$ are uniformly bounded. But this implies that $f^{[y]}(x)$ are equicontinuous. Thus, we can apply the Arzela–Ascoli theorem: for every sequence $y_n \to Y$, the sequence of functions $f^{[y_n]}(x)$ has a uniformly convergent subsequence. Now assume that $f^{[y]}(x)$ do not converge uniformly on $[t, x_0]$. Then there exists a sequence $u_n \to Y$ and a sequence $x_n$ of points...
in \([t, x_0]\) such that \(|f^{[u_n]}(x_n) - f(x_n)| \geq \varepsilon\) for all \(n\). But then \(f^{[u_n]}(x)\) has no uniformly convergent subsequence, which is a contradiction.

\[\Box\]

**Condition 6** This is again obvious, since both \(h(z)\) and \(g(t)\) are bounded.

This completes the proof of Proposition 2.23.

References

[1] Appell, J., Chen, C.-J.: How to solve Hammerstein equations. J. Integral Equ. Appl. 18, 287–296 (2006)

[2] Bajnok, Z.: Review of AdS/CFT integrability, chapter III.6: thermodynamic Bethe Ansatz. Lett. Math. Phys. 99, 299–320 (2012). \([\text{arXiv: 1012.3995 [hep-th]}]\)

[3] Bajnok, Z., Deel, O el, Pearce, P.A.: Finite-volume spectra of the Lee–Yang model. J. High Energy Phys. 73, 2015 (2015)

[4] Brouwer, A.E., Haemers, W.H.: Spectra of Graphs. Springer, Berlin (2012)

[5] Bazhanov, V.V., Lukyanov, S.L., Zamolodchikov, A.B.: Integrable quantum field theories in finite volume: excited state energies. Nucl. Phys. B 489, 487–531 (1997). \([\text{arXiv: hep-th/9607099}]\)

[6] Castro-Alvaredo, O., Fring, A.: Chaos in the thermodynamic Bethe ansatz. Phys. Lett. A 334, 173–179 (2005). \([\text{arXiv: hep-th/0406066}]\)

[7] Dorey, P., Dunning, C., Tateo, R.: The ODE/IM correspondence. J. Phys. A Math. Theor. 40, R205 (2007). \([\text{arXiv: hep-th/0703066}]\)

[8] Dorey, P., Tateo, R.: Excited states by analytic continuation of TBA equations. Nucl. Phys. B 482, 639–659 (1996). \([\text{arXiv: hep-th/9607167}]\)

[9] Erdélyi, A., Magnus, W., Oberhettinger, F., Tricomi, F.: Tables of Integral Transforms, vol. 1. McGraw-Hill, London (1954)

[10] Fendley, P.: Excited-state thermodynamics. Nucl. Phys. B 374, 667–691 (1992). \([\text{arXiv: hep-th/9109021}]\)

[11] Fring, A., Korff, C., Schulz, B.J.: The ultraviolet behaviour of integrable quantum field theories, affine Toda field theory. Nucl. Phys. B 549, 579–612 (1999). \([\text{arXiv: hep-th/9902011}]\)

[12] Gakhov, F.D.: Boundary Value Problems. Pergamon Press, Oxford (1966)

[13] Inoue, R., Iyama, O., Keller, B., Kuniba, A., Nakanishi, T.: Periodicities of T and Y-systems, dilogarithm identities, and cluster algebras I: type \(B_r\). Publ. RIMS 49, 1–42 (2013). \([\text{arXiv: 1001.1880 [math.QA]}]\)

[14] Kirillov, A.N.: Identities for the Rogers dilogarithm function connected with simple Lie algebras. J. Soviet Math. 47, 2450–2459 (1989)

[15] Klassen, T.R., Melzer, E.: The thermodynamics of purely elastic scattering theories and conformal perturbation theory. Nucl. Phys. B 350, 635–689 (1991)

[16] Kuniba, A., Nakanishi, T., Suzuki, J.: T-systems and Y-systems in integrable systems. J. Phys. A Math. Theor. 44, 103001 (2011). \([\text{arXiv: 1010.1344 [hep-th]}]\)

[17] Kozlowski, K.K.: On condensation properties of Bethe roots associated with the XXZ chain, \texttt{arXiv: 1508.05741 [math-ph]}.

[18] Klümper, A., Pearce, P.A.: Conformal weights of RSOS lattice models and their fusion hierarchies. Phys. A 183, 304–350 (1992)
[19] Krasnosel’skii, M.A.: Topological Methods in the Theory of Nonlinear Integral Equations. Pergamon Press, Oxford (1964)

[20] Lai, C.K.: Existence of solutions of integral equations in the thermodynamics of one-dimensional fermions with repulsive delta function potential. J. Math. Phys. 24, 133–137 (1983)

[21] Martins, M.J.: Exact resonance A-D-E S-matrices and their renormalization group trajectories. Nucl. Phys. B 394, 339–355 (1993). [arXiv: hep-th/9208011]

[22] Nahm, W., Keegan, S.: Integrable deformations of CFTs and the discrete Hirota equations, arXiv: 0905.3776 [hep-th]

[23] Polyanin, A.D., Manzhirov, A.V.: Handbook of Integral Equations, 2nd edn. Chapman & Hall, New York (2008)

[24] Ravanini, F., Tateo, R., Valleriani, A.: Dynkin TBA’s. Int. J. Mod. Phys. A 8, 1707–1728 (1993). [arXiv: hep-th/9207040]

[25] Stein, E.M., Shakarchi, R.: Complex Analysis, Princeton Lectures in Analysis II. Princeton University Press, Princeton (2003)

[26] Teschner, J.: On the spectrum of the Sinh–Gordon model in finite volume. Nucl. Phys. B 779, 403–429 (2008). [arXiv: hep-th/0702214]

[27] Tracy, C.A., Widom, H.: Proofs of two conjectures related to the thermodynamic Bethe Ansatz. Commun. Math. Phys. 179, 667–680 (1996). [arXiv: solv-int/9509003]

[28] van Tongeren, S.J.: Introduction to the thermodynamic Bethe ansatz. J. Phys. A Math. Theor. 49, 323005 (2016). [arXiv: 1606.02951 [hep-th]]

[29] Yang, C.N., Yang, C.P.: Thermodynamics of a one-dimensional system of bosons with repulsive delta-function interaction. J. Math. Phys. 10, 1115–1122 (1969)

[30] Zamolodchikov, A.B.: Thermodynamic Bethe Ansatz in relativistic models. Scaling three state Potts and Lee–Yang models. Nucl. Phys. B 342, 695–720 (1990)

[31] Zamolodchikov, A.B.: On the thermodynamical Bethe ansatz equations for reflectionless ADE scattering theories. Phys. Lett. B 253, 391–394 (1991)

Lorenz Hilfiker and Ingo Runkel
Fachbereich Mathematik
Universität Hamburg
Bundesstraße 55
20146 Hamburg
Germany
e-mail: lorenz.hilfiker@uni-hamburg.de

Ingo Runkel
e-mail: ingo.runkel@uni-hamburg.de

Communicated by Nikolai Kitanine.
Received: March 23, 2018.
Accepted: October 28, 2019.