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Abstract. This paper discusses on CPU-GPU collaboration in surface reconstruction process from CT scan image, in this case human head. This type of image consists hundreds of data points and needs a powerful processor to ensure the accurateness of result. Therefore, an architecture to segment the whole process to CPU and GPU is designed. Comparison of CPU and GPU is done based on execution time and speedup for total number of the data points up to 10^5. From the analysis, it is shown that the maximum speedup is more than 15 for a process.

1. Introduction
Surface reconstruction from multiple images is a significant method to be explored since it is cost effective in terms of space, price and time. The produced method can be implemented in any software, and on personal device independently which allows further analysis to be done off-machine [1]. Furthermore, reconstruction of human part such as head can be applied in many areas for example recognition, diagnosis, and animation [2].

However, a challenge in using personal devices in processing the multi-slice image is the memory limitation. A set of CT scan image contains about 180 slices, and each extracted outline consists of as many as 1500 data points. In some cases, some parts are cut out to reduce the number of data points since a CPU cannot afford the amount of data. Consequently, some important information of the reconstructed object are eliminated and lead to misinterpretation of the data [2].

The drawback of data points reduction has motivate some works on parallelization on image. [3] has segmented the surface points using dyadic segmentation. Each segment is run on several CPU simultaneously. Although the result shows the efficiency of parallel architecture, but the number of surface points been considered is small (64 points x 50 slices). Furthermore, the parallel process is only for surface fitting process. The same data are then tested on MATLAB pmode architecture [4]. In this work, only one CPU has been used but different workers. Thus, it cannot overcome the memory limitation problem.

Recently, the study on parallel programming using GPU is a very important area. In mathematical aspect, parallelization can be used to divide the mathematic equation into several parts and run it simultaneously. In differential equation field for example, parallelization has been applied in various
field such as in predicting the ice thickness [5], analysing the eye movement based on EEG signal [6],
and modelling a brain tumour growth [7]. In chemistry domain, parallelization has been applied in
studying the chemical properties of benzene [8]. However, in 3D image visualization focusing on
parametric surface fitting, lack of literatures has been found.

Thus, this project will employ CPU-GPU architecture so that more data points can be processed, and
more accurate result can be produced. The architecture is called as CPU and GPU collaboration or
cooperation [9] where CPU and GPU are combined intelligently to gain high computational paradigm
[10]. The software used is MATLAB with GPU Tesla K20c with compute capability 3.5.

This paper is structured such that Section 2 will discuss on pre-processing algorithm for CT scan
image. In the next section, the implementation of GPU on the algorithm is elaborated. This paper ends
with conclusion in Section 4.

2. Image pre-processing from CT scan images

Image processing consists of several main process as in figure 1 from raw image until surface points
extraction.

![Figure 1. Surface reconstruction flowchart.](image)

Step 1 is importing required image to the software. For CT scan image, it is greyscale form with
different intensity for each point. The imported image is read as a matrix for example in this case is 512
× 512 matrix. Following steps are done based in this matrix. To ease the process, the intensity is
converted to black and white only as in step 2, so that the region of interest (ROI) can be extracted as
black pixels in step 3. Since the surface will be reconstructed for face, only outline of ROI will be
considered. Therefore, outline extraction process is done in step 4, and arrangement of the extracted
points is done in step 5. Step 6 to 8 are towards the surface reconstruction. Since the number of points
in the outline of each slice are different, reparameterization process need to be carried out to produce
the same number of surface points. In step 6, spline curve, \( F(t) \) is fitted to points form step 5 as follows,
Curve equation in (1) is the standard spline equation for degree $n$ with control points $V_i$, and basis function $B_i(t)$.

After curve fitting process, the curves points $p_i = F(t_i)$ are extracted in step 6. Finally, surface points are extracted based on the extracted curves points. The number of surface points must be large enough to ensure the accuracy of the produces surface.

In step 8, there are several sub-processes as follows,

Step 8.1: Calculate the distance, $D_i$ between curve points, $p_i$ and $p_{i+1}$ where $D_i = ||p_i - p_{i+1}||$

Step 8.2: Calculate the cumulative distance, $\sum D_i$ for each curve points.

Step 8.3: Calculate the surface points by fitting the spline surface as,

$$S(u, v) = \sum_{i=0}^{n} \sum_{j=0}^{n} V_{ij} B_i(u) B_j(v)$$ (2)

The produce images for steps in figure 1 are shown in figure 2.

3. Implementation of parallel algorithm for image pre-processing

By referring to figure 1, steps that involve computation are steps 6 and 8. Thus, these steps will be run on GPU to decrease the execution time. The architecture for parallelization is based on Single Instruction Multiple Thread (SIMT) as shown in figure 3 [11].
Figure 3. The CPU-GPU architecture for surface reconstruction.

In this architecture, some of the process can be written in the kernel and executed using GPU (device). Each kernel will employ several numbers of grids, blocks and threads. For this project, step 6 and steps 8.1 until 8.3 are executed in four (4) different kernels. Other steps are executed on CPU (host).

Since steps 1 to 5 are executed on CPU, the data must be passed to GPU for step 6. Then, GPU must return the processed data to CPU again, before it is processed in the CPU for step 7. Similar communication process between CPU-GPU is done for steps 8.1 to 8.3. In each kernel, the distribution of data depends on the number of blocks and threads [12]. The specification of CPU and GPU in this project is shown in table 1.
Table 1. Information of the employed CPU and GPU.

| Hardware | Specification                            |
|----------|------------------------------------------|
| CPU      | Intel (R) XEON (R) (2.10GHz) 2 processors |
| GPU      | NVIDIA Tesla K20c, MaxThreadBlockSize = [1024 1024 64] |
| OS       | Windows 10 64-bit                        |

The analysis of CPU and GPU performance is shown in the following section.

4. CPU-GPU performance

CPU versus GPU comparison is done based on execution time and speed up. In GPU analysis, the number of processor (threads) is increasing with the number of data.

4.1. Execution time

Execution time is the total time taken for execution. For GPU, the time taken includes the data passing from CPU to GPU, and back to GPU again. The comparison of execution time for CPU and GPU are shown in figure 5.

![Figure 4. Comparison of execution time for CPU-GPU.](image-url)

(a) Step 6.  
(b) Step 8.1  
(c) Step 8.2  
(d) Step 8.3  
(e) Curve points image rendering.  
(f) Surface points image rendering.
This execution time can be analyzed in terms of speedup as discussed in the section 4.2

4.2. Speedup

Speedup is calculated as the execution time for a processor (CPU) over multi-processor (GPU).

![Graphs showing speedup for each kernel](image)

**Figure 5.** Speedup for each kernel.

The speedup is increasing with number of data. It shows the load balancing of the data for each thread.

4.3. Discussion

Based on figure 5(a), the execution time for CPU is always lower than GPU for all considered number of data. This is because, these numbers are not big enough for GPU, and the amount of communication time is more than computation. Its speedup value in figure 6(a) has values less than 0.02. Therefore step 6 is not suitable to be executed in GPU for this amount of data.

For figure 5(b) to (d), the execution time for CPU is lower than GPU for the first few number of data points. However, GPU starts to give better execution time for $10^5$, $10^3$ and $10^2$ for figure 5(b),...
(c) and (d) respectively. This can be observed by its linear shaped speedup in figure 6(a) to (c). Additionally for step 8.3, CPU cannot afford the data for $10^5$ and above due to limitation of memory. Conversely for GPU, this step takes only 0.1671s to be executed.

For image rendering, both curve and surface shows that GPU has helped in reducing the execution time for all amount of data. However, the speedup for each amount of data is about the same with the difference less than 0.6. This is maybe because of no calculation involved in this process.

Overall analysis, execution time for CPU has been drastically increase after certain amount of data and lead to out of memory, but not for GPU. The execution time for GPU is increased less than 10% by the increment of data amount. This shows that GPU can handle more data within acceptable execution time.

5. Conclusion
In this paper, image processing steps for CT scan image of human head has been discussed. This type of image consists hundreds of data points per slice. These data points cannot be ignored since each of it carry significant interpretation of the image and object. However, limitation of CPU memory is the barrier to achieve accurate result. Therefore, CPU and GPU are collaborated in this project. The results show promising performance of the developed architecture in terms of execution time and speedup for all kernel except kernel 1 which is for curve points calculation. For better analysis, further comparison should be done such as computational complexity, granularity and standard deviation. Additionally, the distribution of data to thread needs further analysis to avoid time wastage for idle threads.
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