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Abstract. We implement a two-stage approach of the Wang-Landau algorithm to investigate the critical properties of the 3D Ising model with quenched bond randomness. In particular, we consider the case where disorder couples to the nearest-neighbor ferromagnetic interaction, in terms of a bimodal distribution of strong versus weak bonds. Our simulations are carried out for large ensembles of disorder realizations and lattices with linear sizes $L$ in the range $L = 8–64$. We apply well-established finite-size scaling techniques and concepts from the scaling theory of disordered systems to describe the nature of the phase transition of the disordered model, departing gradually from the fixed point of the pure system. Our analysis (based on the determination of the critical exponents) shows that the 3D random-bond Ising model belongs to the same universality class with the site- and bond-dilution models, providing a single universality class for the 3D Ising model with these three types of quenched uncorrelated disorder.

1 Introduction

Understanding the role of impurities on the nature of phase transitions is of great importance, both from experimental and theoretical point of view [1]. First-order phase transitions are known to be significantly softened under the presence of quenched randomness [2–8], whereas continuous transitions may have their exponents altered under random fields or random bonds [9,10]. There are some very useful phenomenological arguments and some, perturbative in nature, theoretical results, pertaining to the occurrence and nature of phase transitions under the presence of quenched randomness [4,5,11,12]. Historically, the most celebrated criterion is that suggested by Harris [9]. This criterion relates directly the persistence, under random bonds, of the non random behavior to the specific heat exponent $\alpha_p$ of the pure system. According to this criterion, if $\alpha_p > 0$, then disorder will be relevant, i.e., under the effect of the disorder, the system will reach a new critical behavior. Otherwise, if $\alpha_p < 0$, disorder is irrelevant and the critical behavior will not change. Pure systems with a zero specific heat exponent ($\alpha_p = 0$) are marginal cases of the Harris criterion and their study, upon the introduction of disorder, has been of particular interest [13]. The paradigmatic model of the marginal case is, of course, the general random 2D Ising model, which has been extensively debated [14].

Respectively, the 3D Ising model with quenched randomness – which is a clear case in terms of the Harris criterion having a positive specific heat exponent in its pure version – has also been extensively studied using Monte Carlo (MC) simulations [15–25] and field theoretical renormalization group approaches [26–28]. Especially, the diluted model can be treated in the low-dilution regime by analytical perturbative renormalization group methods [29–31], where a new fixed point independent of the dilution has been found, yet for the strong dilution regime only MC results remain valid. Although the first numerical studies of the model suggested a continuous variation of the critical exponents along the critical line, it soon became clear that the concentration-dependent critical exponents found in MC simulations are the effective ones characterizing the approach to the asymptotic regime [17–19]. Note, here, that a crucial problem of the new critical exponents obtained in these studies is that the ratios $\beta/\nu$ and $\gamma/\nu$ occurring in finite-size scaling (FSS) analysis are almost identical for the disordered and pure models. In fact, for the pure 3D Ising model, accurate values are [32]: $\nu = 0.6304(13)$, $\beta/\nu = 0.517(3)$, $\gamma/\nu = 1.966(3)$, and $\alpha = 0.1103(1)$. Respectively, for the site- and bond-diluted models, the most accurate sets of asymptotic exponents ($\nu$, $\beta/\nu$, and $\gamma/\nu$) have been given by the numerical works of Ballesteros et al. [21] and Berche et al. [25] are: (0.6837(53), 0.519(3), 1.963(5)) and (0.68(2), 0.515(5), 1.97(2)).

The above estimates of critical exponents provided evidence that the 3D Ising model with quenched uncorrelated disorder belongs to a single universality class,
distinct from that of the pure model, as also indicated by the Harris criterion, independent of the considered disorder distribution. Yet, in a very recent paper Murtazaev and Babaei [33] using MC simulations and FSS methods on the site-diluted model, the above view was contradicted and these authors suggested that the model has two regimes of critical behavior universality, depending on the nonmagnetic impurity concentration. Motivated by the above contradictions and the great theoretical interest of the existence of universality classes in disordered models, it seems favorable to investigate the 3D Ising model with bond disorder in order to compare all these three kinds of disorder (site-, bond-dilution, and bond disorder) and to verify whether these lead to the same set of new critical exponents, as would be, in principle, expected by universality arguments [25]. To this end, the first approach has been recorded in a recent brief report by the present authors [34], who studied the random-bond model for a single value of the disorder strength, obtaining values for the critical exponents in very good agreement with the most accurate estimates for the bond- and site-diluted models. Here, we extend the analysis of reference [34], including more values of the disorder strength and several aspects of the FSS behavior of the model, thus presenting a complete picture of the disorder-induced phase transition of the 3D random-bond Ising model. The main outcome of our work is that, indeed, the 3D Ising model with quenched, uncorrelated bond disorder belongs to the same universality class as the site- and bond-diluted models, defining in this way a complete universality class in disordered spin models.

The rest of the paper is organized as follows: in Section 2 we define the model by implementing the bond-disorder distribution and describe the basic elements of our two-stage numerical approach. In Section 3 we present a detailed FSS analysis of the obtained numerical data, estimate critical exponents with high accuracy, and discuss the disorder-induced second-order phase transition of the model under the general prism of universality. This contribution closes with Section 4, where a brief summary of our conclusions and an outlook for further studies are given.

2 Model and simulation method

We start this section with the definition of the model. In the following we consider the 3D bond-disorder Ising model, whose Hamiltonian with uncorrelated quenched random interactions reads

$$H = -\sum_{\langle ij \rangle} J_{ij} S_i S_j,$$

where the spin variables $S_i$ take on the values $-1, +1$, $\langle ij \rangle$ indicates summation over all nearest-neighbor pairs of sites, and the ferromagnetic interactions $J_{ij} > 0$ follow a bimodal distribution of the form

$$P(J_{ij}) = \frac{1}{2} \left[ \delta(J_{ij} - J_1) + \delta(J_{ij} - J_2) \right].$$

In equation (2) we set $J_1 + J_2 = 2$, $J_1 > J_2$, and $r = J_2/J_1$ reflects the strength of the bond randomness. Additionally, in the following, we fix as usual $2k_B/(J_1 + J_2) = 1$, to set the temperature scale ($k_B = 1$ also for simplicity). The values of the disorder strength $r$ considered throughout this paper are the following: $r = 0.75/1.25$, $0.5/1.5$, and $0.25/1.75$.

Resorting to large scale MC simulations is often necessary, especially for the study of the critical behavior of disordered systems. It is also well known that for such complex systems traditional methods become inefficient and thus in the last few years several sophisticated algorithms, some of them are based on entropic iterative schemes, have been proven to be very effective [35]. In the last few years we have used an entropic sampling implementation of the Wang-Landau (WL) algorithm [36,37] to study some simple [38,39], but also some more complex systems [40–44]. One basic ingredient of this implementation is a suitable restriction of the energy subspace for the implementation of the WL algorithm. This was originally termed as the critical minimum energy subspace restriction [38,39] and it can be carried out in many alternative ways, the simplest being that of observing the finite-size behavior of the tails of the energy probability density function of the system [39].

Complications that may arise in complex systems, i.e., random systems or systems showing a first-order phase transition, can be easily accounted for by various simple modifications that take into account possible oscillations in the energy probability density function and expected sample-to-sample fluctuations of individual realizations. Recently, details of various sophisticated routes for the identification of the appropriate energy subspace ($E_1, E_2$) for the entropic sampling of each realization have been presented in references [41,42]. To estimate the appropriate subspace from a chosen pseudocritical temperature one should be careful to account for the shift behavior of other important pseudocritical temperatures and extend the subspace appropriately from both low- and high-energy sides (as also discussed in Ref. [41]) in order to achieve an accurate estimation of all finite-size anomalies. Of course, taking the union of the corresponding subspaces, ensures accuracy for the temperature region of all studied pseudocritical temperatures.

The up to date version of our implementation uses a combination of several stages of the WL process. First, we carry out a starting (or preliminary) multi-range (multi-R) stage, in a very wide energy subspace. This preliminary stage is performed up to a certain level of the WL random walk. The WL refinement is $G(E) \rightarrow fG(E)$, where $G(E)$ is the density of states (DOS) and we follow the usual modification factor adjustment $f_{J+1} = \sqrt{J}$ and $f_1 = e$ [38,39]. The preliminary stage may consist of the levels: $j = 1, \ldots, j = 18$ and to improve accuracy the process may be repeated several times. However, in repeating the preliminary process and in order to be efficient, we use only the levels $j = 13, \ldots, 18$ after the first attempt, using as starting DOS the one obtained in the first random walk at the level $j = 12$. From our experience, this
practice is almost equivalent to simulating the same number of independent WL random walks. Also in our recent studies we have found out that is much more efficient and accurate to loosen up the originally applied very strict flatness criteria [38]. Thus, a variable flatness process starting at the first levels with a very loose flatness criteria and assuming at the level \( j = 18 \) the original strict flatness criteria is nowadays used. After the above described preliminary multi-R stage, in the wide energy subspace, one can proceed in a safe identification of the appropriate energy subspace using one or more alternatives outlined in reference [39].

The process continues in two further stages (two-stage process), using now mainly high iteration levels, where the modification factor is very close to unity and there is not any significant violation of the detailed balance condition during the WL process. These two stages are suitable for the accumulation of histogram data (for instance, energy-magnetization histograms), which can be used for an accurate entropic calculation of non-thermal thermodynamic parameters, such as the order parameter and its susceptibility [39]. In the first (high-level) stage, we follow again a repeated several times (typically \( \sim 5-10 \)) multi-R WL approach, carried out now only in the restricted energy subspace. The WL levels may be now chosen as \( j = 18,19,20 \) and as an appropriate starting DOS for the corresponding starting level the average DOS of the preliminary stage at the starting level may be used. Finally, the second (high-level) stage is applied in the refined WL levels \( j = j_1, \ldots, j_1 + 3 \) (typically \( j_1 = 21 \)), where we usually test both an one-range (one-R) or a multi-R approach with large energy intervals. In the case of the one-R approach we have found very convenient and more accurate to follow the Belardinelli-Pereyra [45] adjustment of the WL modification factor according to the rule \( \ln f \sim t^{-1} \). Finally, it should be also noted that by applying in our scheme a separate accumulation of histogram data in the starting multi-R stage (in the wide energy subspace) offers the opportunity to inspect the behavior of all basic thermodynamic functions in an also wide temperature range and not only in the neighborhood of the finite-size anomalies.

Using this scheme we performed extensive simulations for several lattice sizes in the range \( L = 8-64 \), over large ensembles \( \{1, \ldots, q, \ldots, Q\} \) of random realizations \((Q = 1000-3000)\). It is well known that, extensive disorder averaging is necessary for the study of random systems, where usually broad distributions are expected leading to a strong violation of self-averaging [22,46]. A measure from the scaling theory of disordered systems, whose limiting behavior is directly related to the issue of self-averaging [22,46] may be defined with the help of the relative variance of the sample-to-sample fluctuations of any relevant singular extensive thermodynamic property \( Z \) as follows: \( R_Z = ([Z^2]_{av} - [Z]_{av}^2)/[Z]_{av}^2 \). Figure 1 presents evidence that the above number of random realizations is sufficient in order to obtain the true average behavior and not a typical one. In particular, we plot in this figure (for a lattice size \( L = 32 \) and disorder strength \( r = 0.5/1.5 \)) the disorder distribution of the susceptibility maxima \( \chi^*_q \) (where the subscript \( q \) denotes the random realization) and the corresponding running average, i.e., a series of averages of different subsets of the full data set – each of which is the average of the corresponding subset of a larger set of data points, over the samples for the simulated ensemble of \( Q = 1447 \) disorder realizations. A first striking observation from this figure is the existence of very large variance of the values of \( \chi^*_q \), indicating the violation of self-averaging for this quantity [22,46]. This figure illustrates that the simulated number of random realizations is sufficient in order to probe correctly the average behavior of the system, since already for \( Q \approx 300 \) the average value of \( \chi^*_q \) is stable.

Closely related to the above issue of self-averaging in disordered systems is the manner of averaging over the disorder [47]. This non-trivial process may be performed in two distinct ways when identifying the finite-size anomalies, such as the peaks of the magnetic susceptibility. The first way corresponds to the average over disorder realizations \( \langle \ldots \rangle_{av} \) and then taking the maxima \( \langle \ldots \rangle_{av}^\mathrm{max} \), or taking the maxima in each individual realization first, and then taking the average \( \langle \ldots \rangle_{av} \rangle_{av} \). In the present paper we present our FSS analysis using mainly the first approach of averaging, although we should note that also the second gave comparable results. As an example, we show in Figure 2 the curves of the specific heat and magnetic susceptibility for a lattice with linear size \( L = 8 \) averaged over \( Q = 2000 \) random realizations. One may retrieve the location of the pseudocritical point by taking the maximum of these curves. Commenting on the statistical errors of our WL scheme, we found that the statistical errors of our scheme on the observed average behavior were of small magnitude (of the order of the symbol sizes) and thus are neglected in the figures. On the other hand, for the case \( \langle \ldots \rangle_{av} \), the error bars shown reflect the sample-to-sample fluctuations.
Fig. 2. (Color online) Disorder-averaged specific heat $[C]_{av}$ (lower curves) and magnetic susceptibility $[\chi]_{av}$ (upper curves) as a function of the temperature $T$ for a lattice with linear size $L = 8$. The ensemble of random realizations is $Q = 2000$ for all cases of the disorder strength shown here. Notice the expected shift of the pseudocritical temperatures to the left with increasing the disorder strength ($r \to 0$).

Fig. 3. Shift behavior of several pseudocritical temperatures defined in the text for $r = 0.75/1.25$. The error bars reflect the sample-to-sample fluctuations.

3 Numerical results and discussion

We present in this Section our numerical results and FSS analysis for the 3D random-bond Ising model. In Figures 3–5 we illustrate in the main panels the shift behavior of several pseudocritical temperatures, i.e., we take the average over the pseudocritical temperatures of the individual samples. In all cases the error bars reflect the sample-to-sample fluctuations. The considered pseudocritical temperatures correspond to the peaks of the following six quantities: specific heat $C$, magnetic susceptibility $\chi$, derivative of the absolute order parameter with respect to inverse temperature $K = 1/T$ [48]

$$\partial\langle|M|\rangle/\partial K = \langle|M|H\rangle - \langle|M|\rangle\langle H \rangle$$

(3)

and logarithmic derivatives of the first ($n = 1$), second ($n = 2$), and fourth ($n = 4$) powers of the order parameter with respect to inverse temperature $K = 1/T$ [48]

$$\partial \ln\langle M^n \rangle/\partial K = \langle M^n H \rangle/\langle M^n \rangle - \langle H \rangle.$$  

(4)

Fitting our data for the whole lattice range to the expected power-law behavior

$$[T_{Z_{av}}^*]_{lev} = T_c + bL^{-1/\nu},$$

(5)

where $Z$ stands for the different thermodynamic quantities mentioned above, we estimate the critical temperatures as a function of the disorder strength and the respective critical exponents of the correlation length. In particular, for the case of very weak disorder (case $r = 0.75/1.25$ shown in Fig. 3) we estimate a value $T_c = 4.4873(21)$ for the critical temperature and $\nu = 0.6511(33)$ for the respective critical exponent. Although this value of $\nu$ is larger than the corresponding value of the pure system, it is still far away from the expected value of the random system (as obtained in Refs. [21,25,34] and Figs. 4 and 5). This is due to finite-size effects that dominate in the regime of very weak randomness, hindering the approach of the system to the asymptotic limit. On the other hand, the simultaneous
FSS of the maxima of the disorder-averaged magnetic susceptibility for all the three values of the disorder strength considered. The solid, dotted, and dashed lines show a simultaneous fitting attempt of the form $|\chi|^*_{\text{av}} \sim L^{-\gamma/\nu}$ for the range $L = 16 \rightarrow 64$. The inset shows the corresponding limiting behavior of the ratio $R_{|\chi|^*_{\text{av}}}$ as defined in the text.

In the insets of Figures 4 and 5 we plot these sample-to-sample fluctuations of the pseudocritical temperature $T^*_Z$ and $R^*_{|\chi|^*_{\text{av}}}$, that scales, in the case of a new random fixed point, with the system size as

$$\delta(T^*_Z) \sim L^{-1/\nu}. \quad (6)$$

In the insets of Figures 4 and 5 we plot these sample-to-sample fluctuations of the pseudocritical temperature of the model. The solid lines show, in both cases, a very good power-law fitting giving the values $0.688(15)$ and $0.679(21)$ for the exponent $\nu$, which is also in very good agreement with the values denoted above and obtained via the classical shift behavior and the accurate estimates in the literature [21, 25].

We move now to investigate the magnetic properties of the model. In Figure 6 we provide estimates for the magnetic exponent ratio $\gamma/\nu$ of the 3D random-bond Ising model, by presenting the FSS behavior of the maxima of the disorder-averaged magnetic susceptibility $|\chi|^*_{\text{av}}$ for all the values of the disorder strength considered. The solid, dotted, and dashed lines show a simultaneous fitting of the form

$$|\chi|^*_{\text{av}} \sim L^{-\gamma/\nu}. \quad (7)$$

using the $L = 16 \rightarrow 64$ lattice-range spectrum, providing an estimate $1.964(9)$ for the exponent ratio $\gamma/\nu$. We remind the reader that the respective fitting attempts of the numerical data for each case separately gave the estimates $\gamma/\nu = 1.962(4), 1.967(3),$ and $1.969(4)$, for $r = 0.75/1.25, 0.5/1.5$, and $0.25/1.75$, respectively. All these sets of values are in excellent agreement with the accurate estimates $1.963(5)$ of reference [21] and $1.972(2)$ of reference [25] for the ratio $\gamma/\nu$ of the site- and bond-diluted models, respectively. In the corresponding inset of Figure 6 we try to further quantify the behavior of the sample-to-sample fluctuations of the model by plotting the noise to signal ratio $R_Z$ – already introduced in Section 2 – as a function of the inverse lattice size, for $Z = [\chi]^*_{\text{av}}$. Clearly, for the present model the limiting value of $R_{|\chi|^*_{\text{av}}}$ is nonzero, indicating, as expected also for marginal disordered systems [22], a strong violation of self-averaging of the magnetic properties of the 3D Ising model with bond disorder, a property that intensifies with increasing disorder strength ($r \rightarrow 0$). We should comment here that analogous behavior of the ratio $R_{|\chi|^*_{\text{av}}}$ has been observed also in several other 3D and 2D random models, some of them being the bond- [25] and site-diluted [21] versions of the present 3D Ising model and the random-bond versions of the square Blume-Capel [43] and triangular Ising [44] model. As a final remark, we stress that the asymptotic behavior of these $R$-ratios is expected, from theoretical renormalization-group arguments, to follow specific power law functions and reach limiting values independent of the value of the disorder strength [46]. However, such an analysis is by far much more demanding, in terms of numerical data, as it has already been discussed by Berche et al. [25], and, in any case, goes beyond the scope of the present work. For more details we refer the reader to reference [24].

Respectively, in Figure 7 we plot the disorder-averaged magnetization at the estimated critical temperatures of the disordered model, as a function of the lattice size $L$. The solid, dotted, and dashed lines show a simultaneous fitting following the well-known relation

$$[M]_{\text{av}}(T = T_c) \sim L^{-\beta/\nu}, \quad (8)$$

giving an estimate of the order of $0.517(5)$ for the exponent ratio $\beta/\nu$. Let us note here that, as in the case of the magnetic susceptibility in Figure 6, the respective separate fitting attempts of the numerical data gave comparable to the $0.517$ estimates in the regime $0.511 \rightarrow 0.522$. Additional estimates for this exponent ratio can be obtained from the FSS of the derivative of the absolute order parameter with respect to inverse temperature $\partial |M| / \partial K$. Thus, in the corresponding inset of Figure 7 we plot the data for $\partial |M| / \partial K$ averaged over disorder as a function of $L$, in a double logarithmic scale. Their maxima are expected to scale with the system size as [48]

$$\partial |M| / \partial K \sim L^{(1-\beta)/\nu}. \quad (9)$$
As in the main panel, the three lines shown in the inset correspond to linear fittings for the three values of the disorder strength, verifying the estimates of the main panel of the figure for $\beta/\nu$, being also in very good agreement with accurate estimates 0.519(3) [21] and 0.515(5) [25] for the site- and bond-diluted models, respectively.

Overall, the estimates for the critical exponent $\nu$ of the correlation length and the magnetic exponent ratios $\gamma/\nu$ and $\beta/\nu$ given in this section, and summarized in Table 1, are in excellent agreement with accurate estimates in the literature for the respective site- [21] and bond-diluted models [25], reinforcing the scenario of a single distinctive universality class in the 3D Ising model with quenched uncorrelated disorder, indicating the presence of a new random fixed point.

4 Summary and outlook

In summary, we reported in the present paper the effects induced by the presence of quenched bond randomness on the critical behavior of the 3D Ising spin model embedded in the simple cubic lattice, by implementing an efficient two-stage entropic simulation scheme based on the Wang-Landau algorithm. Our numerical approach enabled us to simulate large ensembles of disorder realizations of the model for very large lattice sizes (up to $N = 64^3$) and several disorder strengths, and thus, obtain, via finite-size scaling techniques, accurate estimates of all the critical exponents describing the phase transition of the model. Particular interest was paid to the sample-to-sample fluctuations of the pseudocritical temperatures of the model and their scaling behavior that was used as a successful alternative approach to criticality.

The main conclusion of this study can be synopsized as follows: the critical behavior of the 3D Ising model with quenched uncorrelated disorder is controlled by a new random fixed point, independently of the way randomness is implemented in the system. It should be acknowledged at this point that, Ballesteros et al. [21] and Berche et al. [25] were the first scientific groups that strongly supported the above view for the present model. However, we believe that the results brought forward in this paper, combined with the existing ones for the site- and bond-diluted models, complete the picture, at least for this specific case of the 3D disordered Ising model, contributing further to the understanding of the concept of universality in disordered spin models.

Closing, we stress here that it would be interesting to study further the universality aspects of even more complicated spin models, in terms of different disorder distributions and couplings. One interesting case would be to consider field-disorder coupling to the local order parameter, and one prominent candidate for this case is the 3D random-field Ising model [49,50]. Of course for this type of model one may be particularly careful, since in this case there exist the well-known hyperscaling violation and new scaling concepts should be taken under serious account [49–51]. Several attempts towards this direction of understanding universality in random systems are currently under consideration on both numerical and theoretical grounds.

Table 1. Summary of critical exponents for the pure and disordered 3D Ising model. The values of references [21,25,32] have been used for the pure, site-, and bond-diluted versions of the model.

| Disorder distribution | $\nu$   | $\gamma/\nu$ | $\beta/\nu$ |
|-----------------------|---------|--------------|-------------|
| None (pure model)     | 0.630(4)| 1.966(3)     | 0.517(3)    |
| Site dilution         | 0.683(5)| 1.963(3)     | 0.519(3)    |
| Bond dilution         | 0.68(2)| 1.97(2)      | 0.515(5)    |
| Bond randomness       | 0.685(7)| 1.964(9)     | 0.517(4)    |
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