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Abstract

The distribution function of the sum $Z$ of two standard normally distributed random variables $X$ and $Y$ is computed with the concept of copulas to model the dependency between $X$ and $Y$. By using implicit copulas such as the Gauss- or $t$-copula as well as Archimedean Copulas such as the Clayton-, Gumbel- or Frank-copula, a wide variety of different dependencies can be covered. For each of these copulas an analytical closed form expression for the corresponding joint probability density function $f_{X,Y}$ is derived. We apply a numerical approximation algorithm in Matlab to evaluate the resulting double integral for the cumulative distribution function $F_Z$. Our results demonstrate, that there are significant differences amongst the various copulas concerning $F_Z$. This is particularly true for the higher quantiles (e.g. 0.95, 0.99), where deviations of more than 10% have been noticed.
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1 Introduction

Computing the cumulative distribution function (cdf) or probability density function (pdf) of functions of random variables (RV) is a major problem in mathematical statistics. Especially determining the cdf $F_Z$ of the sum $Z = X + Y$ has been extensively studied in the literature. However the majority of research papers in this area only focus on independent RVs $X$ and $Y$ [1, 2, 3]. In case of dependent RVs the most prominent example is given by bivariate normally distributed RVs leading to a normal distribution for the sum $Z$. In this case simple formulas for the mean value $\mu_Z$ and the standard deviation $\sigma_Z$ can be found in basic statistics textbooks, e.g. [4].

Although in many finance or engineering applications, RVs can be assumed to be normally distributed, the dependency amongst the RVs is not necessarily bivariate normal. To overcome the simplifying assumption of bivariate normality, the concept of copulas has been introduced, which allows a flexible modeling of the dependency structure between RVs [5]. The authors in [6] applied copulas for computing the distribution of the product of RVs. Research papers concerning the sum of RVs together with copulas can be found in [7, 8, 9]. Especially I. Gijbels et al. [9] reported results with $X, Y \sim N(0, 1)$ and the Gauss-, Gumbel- and Frank-copula. Our work is inspired by this paper including the following extensions/differences:

• Five copulas are considered: Gauss-, $t$-, Clayton-, Gumbel- and Frank-copula
• The distribution $F_Z$ is computed for different linear correlation coefficients $\rho$ in the range of 0.1 – 0.9.
• Instead of transforming the integration domain, the distribution $F_Z$ is derived in terms of the copula density and the original integration domain.
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The rest of the paper is organized as follows. In Section 2 we give a brief overview about the theoretical basics of copulas and present the derived bivariate probability density functions $f_{X,Y}$ for all copulas. Then in Section 3 we compute $F_Z$ by numerical integration. The corresponding algorithm is implemented in Matlab, where additionally some useful predefined Matlab copula routines are used. Also, we analyze the differences between the $F_Z$ curves based on all copulas and linear correlation coefficients. Finally we conclude in Section 4.

2 Theoretical Basics

As proved in \[4\] the (cumulative) distribution function (df) $F_Z$ of the sum $Z = X + Y$ can be computed by the following proposition.

**Proposition 1** Suppose the random vector $(X,Y)$ has the joint probability density function (jpdf) $f_{X,Y}$, then

$$F_Z(z) = P(X + Y \leq z) = \int_{-\infty}^{\infty} \left( \int_{-\infty}^{z-x} f_{X,Y}(x,y) \, dy \right) \, dx \quad (1)$$

In case that the jpdf is not too complicated, a closed-form expression for $F_Z$ can be derived. Otherwise numerical integration algorithms must be used. The major stumbling block however, is the knowledge of a valid jpdf. Only in few cases well known bivariate distributions like the bivariate normal or the bivariate Student-t distribution can be used for modeling the dependency between RVs. Such distributions are restricted to the same type of marginal distributions. Further, they are not suitable for data pairs with some tail dependency. Therefore, a new way of dependency modeling between RVs has been introduced, namely *copulas*.

2.1 The concept of Copulas

Copulas are helpful in the understanding of dependency at a deeper level, meaning that the dependency is not restricted to the simple case of linear correlation. Copulas combine arbitrary marginal distribution functions to a joint distribution function with a variety of possible dependency models, which are isolated from the marginals. From these dependency models, rank correlations or coefficients of tail dependency can be derived. In the following, the most important basic properties of copulas are summarized. The reader is referred to \[5, 11\] for further detailed information.

**Definition 1** A $d$-dimensional copula $C$ is a multivariate distribution function on the unit hypercube $[0,1]^d$ with standard uniform marginal distributions, $C : [0,1]^d \to [0,1]$. The following three properties must hold:

1. $C(u_1, ..., u_d)$ is increasing in each component $u_i$.
2. $C(1, ..., 1, u_i, 1, ..., 1) = u_i \quad \forall i \in \{1, ..., d\}, u_i \in [0,1]$.
3. For all $(a_1, ..., a_d), (b_1, ..., b_d) \in [0,1]^d$ with $a_i \leq b_i$ there is

$$\sum_{i_1 = 1}^{2} \ldots \sum_{i_d = 1}^{2} (-1)^{i_1+\ldots+i_d} C(u_{i_1}, \ldots, u_{i_d}) \geq 0$$

with $u_{i,j} = a_j$ and $u_{j,2} = b_j \quad \forall j \in \{1, ..., d\}$

In order to work with any type of marginal distributions, the following elementary proposition is necessary.

**Proposition 2** Let $G$ be a df and $G^{-1}$ its generalized inverse, i.e. the function $G^{-1} = \inf\{x : G(x) \geq y\}$.

1. Quantile transformation. If $U \sim U(0,1)$ has a standard uniform distribution, then

$$P(G^{-1}(U) \leq x) = G(x).$$
2. Probability transformation. If \( Y \) has \( dF \), where \( G \) is a continuous univariate \( dF \), then
\[
G(Y) \sim U(0,1).
\]

The construction of multivariate dfs with univariate dfs by using copulas is stated in Sklar’s
Theorem. A full proof can be found in [12].

**Proposition 3 (Sklar’s Theorem)** Let \( F \) be a joint distribution function with marginal distributions \( F_1, F_2, \ldots, F_d \). Then there exists a copula \( C \) such that, for all \( x_1, x_2, \ldots, x_d \in \mathbb{R} \),
\[
F(x_1, x_2, \ldots, x_d) = C(F_1(x_1), F_2(x_2), \ldots, F_d(x_d))
\]
(2)

Conversely, if \( C \) is a copula and \( F_1, \ldots, F_d \) are univariate dfs, then the function \( F \) in (2) is a joint df with the marginal distributions \( F_1, \ldots, F_d \).

To bridge the gap between \( F \) and the bivariate density function \( f_{X,Y} \), which is needed in eq.(1),
the definition of the copula density \( c \) is important.

**Definition 2** The copula density \( c \) for a continuous copula \( C \) is given by partial differentiation
\[
c(u_1, \ldots, u_d) = \frac{\partial^d}{\partial u_1 \cdots \partial u_d} C(u_1, \ldots, u_d) \quad \forall u \in [0,1]^d.
\]
(3)

From Sklar’s Theorem the joint density function \( f(x_1, \ldots, x_d) \) can now immediately be expressed in terms of the copula density \( c \).

**Lemma 1** The joint density function \( f(x_1, \ldots, x_d) \) is given by
\[
f(x_1, \ldots, x_d) = c(F_1(x_1), \ldots, F_d(x_d)) f_1(x_1) \cdots f_d(x_d)
\]
with \( c \) as copula density derived from copula \( C \), the marginal distribution functions \( F_1, \ldots, F_d \) and the marginal density functions \( f_1, \ldots, f_d \).

### 2.2 Example of Copulas

In general, copulas can be split into three categories: 1) fundamental copulas represent a number of important special dependency structures (e.g. independence or perfectly positive (negative) dependency); 2) implicit copulas are extracted from well-known multivariate distributions with Sklar’s Theorem (e.g. Gauss-Copula); 3) explicit copulas with simple closed-form expressions (e.g. Archimedian copula family). Some of them should be discussed for the bivariate case in more detail.

**A1. Gauss-Copula.** For a bivariate normal (Gauss) random vector \((X, Y)\) its copula is a so-called Gauss-Copula \( C_{\rho}^{G} \) with correlation coefficient \( \rho \). There is no simple closed form, but \( C_{\rho}^{G} \) can be expressed as an integral over the density of \((X, Y)\) as
\[
C_{\rho}^{G}(u_1, u_2) = \Phi(\Phi^{-1}(u_1), \Phi^{-1}(u_2))
\]
\[
= \int_{-\infty}^{\Phi^{-1}(u_1)} \int_{-\infty}^{\Phi^{-1}(u_2)} \frac{1}{2\pi \sqrt{1-\rho^2}} \exp \left[ -\frac{(x^2 - 2\rho xy + y^2)}{2(1-\rho^2)} \right] dxdy
\]
(5)

with \( \Phi^{-1} \) as the inverse of the standard normal df \( \Phi \). The Gauss-Copula can be interpreted as a dependency model, which interpolates between perfect positive \((\rho = 1)\) and negative \((\rho = -1)\) dependency.

**A2. t-Copula.** The Student’s t-Copula \( C_{\rho,\nu}^{t} \) allows an increased probability of joint extreme events compared to the Gauss-Copula. This copula is given by
\[
C_{\rho,\nu}^{t}(u_1, u_2) = T_{\rho,\nu}(T_{\nu}^{-1}(u_1), T_{\nu}^{-1}(u_2))
\]
\[
= \int_{-\infty}^{T_{\nu}^{-1}(u_1)} \int_{-\infty}^{T_{\nu}^{-1}(u_2)} \frac{\Gamma(\frac{\nu+2}{2})}{\Gamma(\frac{\nu}{2})\pi\nu\sqrt{1-\rho^2}} \left[ 1 + \frac{x^2 - 2\rho xy + y^2}{\nu(1-\rho^2)} \right]^{-(\nu+2)/2} dxdy
\]
(6)
where $T_{\rho,\nu}$ is the bivariate Student-t df with $\nu$ degrees of freedom and correlation $\rho$; $T_{\nu}^{-1}$ denotes the inverse of the univariate Student-t distribution function $T_{\nu}$.

A3. Archimedian copula. Unlike the Gauss- and t-Copula, the Archimedian Copulas have a simple closed form. The Gumbel ($C_{\theta}^{Ga}$)-, Clayton ($C_{\theta}^{Cl}$)- and Frank ($C_{\theta}^{Fr}$)-Copula with the copula parameter $\theta$ are prominent examples for bivariate Archimedian Copulas.

$$C_{\theta}^{Ga}(u_1, u_2) = \exp\left[\frac{\rho^2 x_1^2 + x_2^2 - 2\rho x_1 x_2}{2(1-\rho^2)}\right] x_1 := \Phi^{-1}(u_1), x_2 := \Phi^{-1}(u_2) \tag{7}$$

$$C_{\rho,\nu}^{Cl}(u_1, u_2) = \frac{t\left(T_{\nu}^{-1}(u_1), T_{\nu}^{-1}(u_2); \nu, \rho\right)}{t_\nu\left(T_{\nu}^{-1}(u_1)\right)t_\nu\left(T_{\nu}^{-1}(u_2)\right)} \tag{8}$$

$t$: bivariate Student-t density function, $t_\nu$: univariate Student-t density function

$$C_{\theta}^{Cl}(u_1, u_2) = (1 + \theta)(u_1^{-\theta} + u_2^{-\theta} - 1)^{-\frac{1+2\theta}{\theta}}(u_1 u_2)^{-\theta} \tag{9}$$

$$C_{\theta}^{Fr}(u_1, u_2) = \frac{\theta e^{-\theta u_1} e^{-\theta u_2} (e^{-\theta u_1} - 1) (e^{-\theta u_2} - 1)}{(e^{-\theta} - 1)^2 \sigma_1^2} \frac{\theta e^{-\theta u_1} e^{-\theta u_2}}{(e^{-\theta} - 1) \sigma_1} \tag{10}$$

with $\sigma_1 = \frac{(e^{-\theta u_1} - 1)(e^{-\theta u_2} - 1)}{e^{-\theta} - 1} + 1$

Table 1: Copula density functions for Gauss-, t-, Clayton-, Gumbel- and Frank-Copula

The correlation coefficients $\rho$ (Spearman’s rho) and $\tau$ (Kendall’s tau) are the most common dependency measures between two RVs and can be expressed in terms of the copula [13]:

$$\tau = 4 \int_{[0,1]^2} C(u_1, u_2)dC(u_1, u_2) - 1, \quad \rho = 12 \int_{[0,1]^2} u_1 u_2 dC(u_1, u_2) - 3$$

From Kendall’s $\tau$ the copula parameters $\theta$ for the Archimedian Copulas are given by the following relationships [11]:

- $C_{\theta}^{Cl}$: $\tau = \frac{\theta}{\pi^2}$
- $C_{\theta}^{Ga}$: $\tau = 1 - \frac{1}{\theta}$
- $C_{\theta}^{Fr}$: $\tau = 1 - 4\theta^{-1}(1 - D_1(\theta))$ with the Debye function $D_1(\theta)$.

Example 1 Assuming $\rho = 0.9$ then $\tau = \frac{2}{3} \arcsin(\rho) \approx 0.71$ [13]. Then we get the $\theta$-parameters: $\theta(C_{\theta}^{Cl}) \approx 5.0,$ $\theta(C_{\theta}^{Ga}) \approx 3.5,$ $\theta(C_{\theta}^{Fr}) \approx 12.0$ (see Figure 1).
2.3 Copula-based bivariate density functions with standard normal margins

The bivariate density functions for the RVs \( X, Y \sim N(0, 1) \) with copula-induced dependency is given according to Lemma 1:

\[
f_{X,Y}(x, y) = c(\Phi(x), \Phi(y)) \cdot \varphi(x) \varphi(y)
\]

with pdf \( \varphi(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} \) and cdf \( \Phi(x) = \int_{-\infty}^{x} e^{-\frac{t^2}{2}} dt \) of the standard normal distribution. The copula densities \( c \) are listed in Table 1. After some technical calculations, we obtain the following explicit expressions.

- **Gauss-Copula**:
  \[
f_{X,Y}(x, y) = \frac{1}{2\pi \sqrt{1-\rho^2}} \exp \left[-\frac{\left(x^2 - 2\rho xy + y^2\right)}{2(1-\rho^2)}\right]
  \]
  It should be noted, that \( f_{X,Y}(x, y) \) is identical to the density function of the bivariate standard normal distribution because of its standard normal margins \( X,Y \).

- **t-Copula**:
  \[
f_{X,Y}(x, y) = \frac{1}{\pi \nu \Gamma\left(\frac{\nu+1}{2}\right)} \frac{1}{\sqrt{\nu T^{-1}(\Phi(x))^2}} \frac{1}{\sqrt{\nu T^{-1}(\Phi(y))^2}} \frac{1}{\Gamma\left(\frac{\nu}{2}\right)} \frac{1}{\Gamma\left(\frac{\nu+1}{2}\right)} \cdot \frac{1}{2\pi} e^{-\frac{x^2+y^2}{2}}
  \]

- **Clayton-Copula**:
  \[
f_{X,Y}(x, y) = (1 + \theta) \cdot \left(\Phi(x)^{-\theta} + \Phi(y)^{-\theta} - 1\right)^{-\frac{1+\theta}{\theta}} \cdot (\Phi(x) \cdot \Phi(y))^{-(\theta+1)} \cdot \frac{1}{2\pi} e^{-\frac{x^2+y^2}{2}}
  \]

- **Gumbel-Copula**:
  \[
f_{X,Y}(x, y) = \frac{e^{-\sigma_1 (-\ln(\Phi(x)))^\beta (-\ln(\Phi(y)))^\beta} \sigma_1 (\theta+\sigma_1-1)}{\Phi(x) \Phi(y) \ln(\Phi(x)) \ln(\Phi(y)) ((-\ln(\Phi(x)))^\beta + (-\ln(\Phi(y)))^\beta)} \cdot \frac{1}{2\pi} e^{-\frac{x^2+y^2}{2}}
  \]

where \( \sigma_1 = ((-\ln(\Phi(x)))^\theta + (-\ln(\Phi(y)))^\theta)^{\frac{1}{\beta}} \).

Using a computer algebra system (CAS) like Maple, Mathematica or the Symbolic toolbox of Matlab is recommended to verify these results.
Frank-Copula

\[ f_{X,Y}(x, y) = \left( e^{-\theta \Phi(x)} e^{-\theta \Phi(y)} \left( \frac{e^{-\theta \Phi(x)} - 1}{e^{-\theta} - 1} \right) \left( e^{-\theta \Phi(y)} - 1 \right) \left( e^{-\theta} - 1 \right) \right) \cdot \frac{1}{2\pi} e^{-x^2-y^2} \]  (15)

where \( \sigma_1 = \frac{(e^{-\theta \Phi(x)} - 1)(e^{-\theta \Phi(y)} - 1)}{e^{-\theta} - 1} + 1. \)

### 2.4 Simulation of Copulas

To get a better understanding of the non-trivial closed formulas eq.(11) - eq.(15), especially with respect to the dependency between the RVs \( X \) and \( Y \), we recommend to sample from the copulas. This is achieved by the following algorithm, in which the two Matlab functions \texttt{copularnd} and \texttt{norminv} are very helpful. The interested reader is referred to [11] for some further detailed information.

**Algorithm 1 Generating samples \((x, y)\) from a pair of RVs \((X, Y)\) with \(X,Y \sim N(0,1)\) and bivariate copula \(C\)**

1. Generate two standard uniform random vectors \(U_1, U_2 \sim U(0,1)\) with size \(n\) and copula induced dependency

   \[ \text{Matlab: } u=\text{copularnd}('Gaussian',\rho,n) \]

2. Transform each of the variables \(U_1, U_2\) to a standard normal distribution using the Quantile transformation of Proposition 2.

   \[ \text{Matlab: } X=[\text{norminv}(u(:,1),0,1) \text{ norminv}(u(:,2),0,1)] \]

Figure 2 shows 5000 sampled data pairs for the random vector \((X,Y)\). From this illustration we can see, that in contrast to the Gauss-Copula the Clayton-Copula has lower tail dependency, the Gumbel-Copula has upper tail dependency and the t-Copula has both upper and lower tail dependency.

![Sampled data pairs for dependent RVs X, Y ~ N(0,1) according to the copulas from Table 1](image-url)
3 Numerical computation of $F_Z$

3.1 Principle of Integration

Due to the non-trivial bivariate density functions $f_{X,Y}$, derived in the previous section, an exact analytical expression for the distribution $F_Z$ given by eq. (1) cannot be determined. So, numerical integration is used instead. As a first approximation, we limit our integration domain to the square $S = [-5; 5] \times [-5; 5]$ since outside this square $f_{X,Y}$ can be neglected. This is illustrated in Figure 3a, by the example of the Clayton Copula, where the square $S$ is red marked. Numerical calculations have shown that through all discussed copulas $f_{X,Y} < 10^{-6}$ outside $S$. So, the distribution function $F_Z$ is approximated by the definite double integral

$$F_Z(z) \approx \int_{-5}^{5} \left( \int_{-5}^{z-x} f(x,y) dy \right) dx$$  \hspace{1cm} (16)

with the fixed integration limits of $-5$ and $5$ for the outer integral over $x$. The inner integral over $y$, however has a variable upper integration limit given by $z - x$. This means that dependent on $z$, we get different integration regions. Figure 3b, shows an example of the integration region $G$ (with violet colour) for $z = 0$ within the square $S$.

Figure 3: a. Density function for the Clayton-Copula with $N(0,1)$ margins, b. construction of the integration region $G$ within the square $[-5; 5] \times [-5; 5]$ with $x+y \leq 0$

If we further divide $G$ into a finite set $n \times n$ squares $\Delta R$ with lengths $\Delta x = \Delta y$ (see Figure 3, where the triangles below the straight line $z = 0$ can be substituted with squares because of small $\Delta x$) and pick one arbitrary point $P(\xi_i, \eta_i)$ on each $\Delta R$, then we have the following approximation.\(^2\)

$$\int_{-5}^{5} \left( \int_{-5}^{z-x} f(x,y) dy \right) dx \approx \sum_{j=1}^{n} \sum_{i=1}^{n} f(\xi_i, \eta_i) \Delta x \Delta y$$  \hspace{1cm} (17)

The details of implementing the integral computation are shown in the following Matlab algorithm with $\Delta x = 0.05$. The distribution function $F_Z$ has been computed in the interval $z \in [-5; 5]$ with a stepsize of $0.05$.

\(^2\)The exact double integral value is obtained by the sum with $n \to \infty$
Algorithm 2 Approximation of $F_Z$ with numerical computation of the double integral as in eq. (17)

**Require:** Correlation coefficient $\rho$

- Compute the rank correlation coefficient $\tau$
  
  \{Matlab copulastat: $\tau$=copulastat('Gaussian', $\rho$)\}

- Compute the $\theta$ parameters for Clayton-, Gumbel- and Frank-Copula
  
  \{Matlab copulaparam: $\theta$=copulaparam('family', $\tau$)\}

$\Delta x = \Delta y = 0.05$

$x, y, z = -5 : \Delta x : 5$

for $k = 1$ : size($z$, 2) do
  \(F_Z = 0\)
  for $i = 1$ : size($x$, 2) do
    $ylimit = z(k) - x(i)$
    if ($ylimit \geq 5$) then
      $yIndex = size(y, 2)$
    else if ($ylimit \leq -5$) then
      $yIndex = 1$
    else
      $yIndex = find(abs(y - ylimit) < 0.001)$
    end if
    for $y = 1$ : $yIndex$ do
      $f_{X,Y}(i,j) = f_{X,Y}$ using eq.(11) - eq.(15) with $x = x(i)$ and $y = y(j)$
      \(F_Z = F_Z + f_{X,Y}(i,j) \cdot \Delta x \Delta y\)
    end for
  end for
  \(F_Z(k) = F_Z\)
end for

3.2 Results and Discussion

The result of the numerically computed distribution functions with $\rho = 0.9$ and the different copulas is illustrated in Figure 3. Part a. of the figure shows, that in general the distribution curves are rather similar, but a deeper insight into the higher quantiles (part b.) reveals, that the Gumbel-Copula is far conservative than the Clayton-Copula: 4.6 vs. 4.0 for the 0.99-quantile, which is a discrepancy of 15% (as seen in Test 1 from Table 2). Compared to the Gauss-Copula or equivalently a normal distribution with $\mu = 0$ and $\sigma = \sqrt{3.8}$, the 0.99-quantile for $C_t$ and $G_{Gu}$ are quite similar (columns 4, 6, 10 of Test 3)

Also we analyze the impact of different correlation coefficients on the distribution curves $F_Z$. Table 3 summarizes the corresponding numerical results for the 0.95- and 0.99-quantile $z$-values. Visualizing these numerical values in Figure 4 underlines, that the Clayton-Copula yields the smallest 0.95-quantiles for any correlation coefficient, however the Gumbel-Copula yields the largest 0.95-quantiles. This is very similar to the case of the 0.99-quantiles with the exception that for $\rho < 0.4$ the t-Copula yields the largest $z$-value.

It becomes clear, that disregarding the dependency structure between $X$ and $Y$ can result in a significant error concerning the higher quantiles of the sum’s distribution $F_Z$. This is clearly demonstrated in Test 5 with $\rho = 0.5$ and the 0.99-quantile: there is a discrepancy of 0.75 between $C_{Cl}$ and $C_{Gu}$ - an error of 21% with respect to $C_{Cl}$. If we rely on a simple normal distribution, then there is discrepancy of 0.48 ($C_{Gu}$ compared to $C_{Cl}$) - still an error of 14%. So, assuming a bivariate normal distribution when standard normal margins are given, can lead to serious problems, especially for value-at-risk forecasts.

4 Conclusion

The distribution function $F_Z$ of the sum $Z = X + Y$ with $X,Y \sim N(0,1)$ has been analyzed using different copulas for describing the dependency between $X$ and $Y$. Starting from basic copula princi-
Distribution function $F_Z$ of $Z = X + Y$ with $X, Y \sim N(0, 1)$, $\rho = 0.9$ and different copulas.

- a. Distribution function $F_Z$ of $Z = X + Y$ with $X, Y \sim N(0, 1)$, $\rho = 0.9$ and different copulas.
- b. Extracted distribution $F_Z$ with quantiles between 0.90 and 0.99

Copula-based bivariate density functions $f_{X,Y}$ with standard normal margins have been derived as exact analytical expressions. Based on these functions, $F_Z$ has been computed by numerical integration with Matlab. Our numerical results with five copulas and correlation coefficients in the range of $0.1 - 0.9$ have shown the importance of dependency modeling. Especially for quantiles of 0.9 and above significant differences amongst $F_Z$ have been realized. In general, the analysis of the dependency of multivariate data sets remains an important task. Future research work will include, that our analysis is extended to the sum of more than two RVs, meaning that high-dimensional copulas must be investigated.
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