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Abstract

We show a statistical version of Taylor’s theorem and apply this result to non-parametric
density estimation from truncated samples, which is a classical challenge in Statistics [Woo85,
Stu93]. The single-dimensional version of our theorem has the following implication: “For any
distribution $P$ on $[0,1]$ with a smooth log-density function, given samples from the conditional
distribution of $P$ on $[a,a+\epsilon] \subset [0,1]$, we can efficiently identify an approximation to $P$ over the
whole interval $[0,1]$, with quality of approximation that improves with the smoothness of $P$.”

To the best of knowledge, our result is the first in the area of non-parametric density
estimation from truncated samples, which works under the hard truncation model, where the
samples outside some survival set $S$ are never observed, and applies to multiple dimensions.
In contrast, previous works assume single dimensional data where each sample has a different
survival set $S$ so that samples from the whole support will ultimately be collected. 1
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1 Introduction

Non-parametric density estimation is a well-developed field in Statistics and Machine Learning [Was06, Tsy08a] with applications to many scientific areas including economics [AF10, LR07], and survival analysis [Woo85]. A central challenge in this field is estimating a probability density function \( P(x) \) from samples, without making strong parametric assumptions about the density. Of course, this is quite challenging as \( P \) may exhibit very rich behavior which might be difficult or information theoretically impossible to discern given a finite number of samples. Thus, to make the task feasible at all, some constraints are placed on \( P \), typically in the form of smoothness, which allows estimators to interpolate among the observed samples. Indeed, a prominent method for non-parametric density estimation is based on kernels [WJ94, BGK10, Sim12, Sco15], whose usual interpolating estimate takes the form \( \hat{P}(x) = \frac{1}{n} \sum_{i=1}^{n} k(x_i; x) \), where \( x_1, \ldots, x_n \) are the observations from \( P \). In some settings it is also preferable to use kernels to estimate the log-density function [CS06]. Even with smoothness assumptions, the problem is challenging enough information theoretically, that the achievable error takes the form \( O(n^{-r/(r+d)}) \), under various norms, where \( d \) is the dimension and \( r \) is the assumed order of smoothness of \( P \) [McD17a, LR07, BGvdM92].

Despite the fact that both kernel based and histogram based estimators achieve the optimal consistency rates, their estimators do not have a form that is appealing for other statistical uses. For example, if our goal is to do inference as well then it would be helpful if the estimated distribution is represented as a member of an exponential family [Ney37, Goo63, SFG+17]. A parallel line of research has hence devoted in exponential series estimators of non-parametric densities, starting with the celebrated work of Barron and Sheu [BS91] which was later extended to multidimensional settings by [Wu10]. Our work follows this line of research and the estimators that we compute are always members of some exponential family.

The goal of this paper is to extend this literature from the traditional interpolating regime to the much more challenging extrapolating regime. In particular, we consider settings wherein we are constrained to observe samples of \( P \) in a subset of its support, yet we want to procure estimates \( \hat{P} \) that approximate \( P \) over its entire support. This question problem is motivated by truncated statistics, another well-developed field in Statistics and Econometrics [Coh91, Hec76, Mad87, BSH93], which targets statistical estimation in settings where the samples are truncated depending on their membership in some set. Truncation may occur for several reasons, ranging from measurement device saturation effects to data collection practices, bad experimental design, ethical or privacy considerations that disallow the use of some data, etc.

Non-parametric density estimation from truncated samples is well-studied problem in statistics with many applications in economics and survival analysis [PM84, Woo85, LY91, Stu93, Gaj88, LY91]. However, due to the very challenging nature of this problem, all the previous works on this topic consider only a soft truncation model that does not completely hide some part of the support but only decreases the probability of observing samples that lie in the truncation set. In particular, each sample \( x_i \) from \( P \) also samples a truncation set \( S_i \) which then determines whether this sample is truncated or not. As a result, samples from the entire support are ultimately collected, thus the unknown density can be interpolated, with some appropriate re-weighting, from those samples covering the entire support. Moreover, the existing work only targets single-dimensional densities despite the importance of non-parametric estimation in multiple dimensions as we discussed above.

In this work, our goal is to solve the seemingly impossible problem of estimating a non-parametric density, even in parts of the support where we do not observe any sample! More precisely, we consider the more standard, in truncated statistics, hard truncation model, wherein
there is a fixed set $S$ that determines whether a sample from $\mathcal{P}$ is truncated. We solve this problem under slightly stronger, but similar, assumptions to the ones used in the vanilla non-parametric density estimation problems. At the same time, we extend the non-parametric density estimation from truncated samples to multi-dimensional settings, which is a significant generalization of the existing work.

Our main theorems, summarized in Section 1.1, can be interpreted as a statistical version of Taylor’s theorem, which allows us to use truncated samples from some sufficiently smooth density $\mathcal{P}$ and extrapolate from these samples an estimate $\hat{\mathcal{P}}$ which approximates $\mathcal{P}$ on its entire support. The statistical rates achieved by our theorems are slightly worse but comparable to those known in non-parametric density estimation under untruncated samples, i.e., in the interpolating regime. It is an interesting open problem whether we can improve the novel extrapolation rates that we provide in this work, to match exactly the interpolation rates of the vanilla non-parametric density estimation.

From a technical point of view, a central challenge that we face is to bound the extrapolation error of multivariate polynomial approximation, which is a challenging problem and is a subject of active area of research. Our main technical contribution is to show a novel way to prove strong bounds on the extrapolation error of our algorithms invoking only well-studied anti-concentration theorems, which is of independent interest and we believe that it will have applications beyond truncated statistics. More precisely, one of our main technical results is a “Distortion of Conditioning” lemma (Lemma 4.5), providing a tight relationship between the $\ell_1$ distance between two exponential families as computed under conditioning on different subsets of the support. As we said, this lemma is proven using probabilistic techniques, and provides a viable route to prove our statistical Taylor result in high dimensions, where polynomial approximation theory techniques do not appear sufficient.

Further Related Work. The use of exponential series estimators in non-parametric density estimation problems has many applications in other important problems in statistics, e.g., entropy estimation problems [BRH11, WGW13], estimation of copula functions [CFT06], and online density estimation [GK17]. We believe that our results and tools can be a cornerstone in extending these results to their truncated statistics counterparts.

Despite its long history, the field of truncated statistics suffers from a lack of computationally and statistically efficient estimators in high-dimensions. Recent work, has made progress towards rectifying these limitations in parametric settings such as multi-variate normal estimation, linear regression, logistic regression, and support estimation [DGTZ18, DGTZ19, KTZ19, IZC20, CDS20]. Roughly speaking, this recent progress exploits the strong parametric assumptions about the density that is being estimated to extrapolate the density outside of the truncation set. In comparison to this work, our goal here is to remove these parametric assumptions, allowing a very broad family of distributions to be extrapolated from truncated samples.

1.1 Our Results and Techniques

In this work we provide provable extrapolation of non-parametric density functions from samples, i.e., given samples from the conditional density on some subset $S$ of the support, we recover the shape of the density function outside of $S$. We consider densities proportional to $e^{f(x)}$, where $f$ is a sufficiently smooth function. Our observation consists of samples from a density proportional to $1_S(x)e^{f(x)}$, where $S$ is a known (via a membership oracle) subset of the support. For this problem to even be well-posed we need further assumptions on the density function. Even if we are given the exact conditional density $1_S(x)e^{f(x)}$, it is easy to see that, if $f \notin C_\infty$, i.e., if $f$ is not
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We start our exposition with the single-dimensional version of our extrapolation problem in Section 3. In this setting it is easier to compare with the existing line of work on non-parametric density estimation both in the vanilla non-truncated and in the truncated setting. Moreover, in the single-dimensional setting, we are able to show a slightly stronger information theoretic result.

We assume that there exists some unknown log-density function $f$, a known set $S$, and we observe samples from the distribution $P(f, S)$, which has density proportional to $1_S(x)e^{f(x)}$. Our goal is to estimate the whole distribution $P(f)$. For simplicity we assume that $f$ is supported on $[0, 1]$ and hence $S \subseteq [0, 1]$. Our first step is to consider the semi-parametric class of densities $p$ that consists of polynomial series that can approximate the unknown non-parametric log-density $f$. Then we truncate this polynomial series and we only consider densities of the form $e^{p(x)}$, where $p$ is a degree $k$ polynomial, with large enough $k$; observe that these densities belong to an exponential family.

Our first result is that the polynomial which maximizes the likelihood with respect to the conditional distribution $P(f, S)$ (we call this polynomial the “MLE polynomial”) approximates the density $e^{f(x)}$ everywhere on $[0, 1]$, i.e. the MLE polynomial has small extrapolation error.

**Definition 1.1 (MLE polynomial).** For some log-density $f : \mathbb{R} \mapsto \mathbb{R}$ denote $P(f, S)$ the truncated distribution on $S$ with density function $P(f, S; x) = 1_S(x)e^{f(x)}/\int_S e^{f(x)}dx$. We define the MLE polynomial $p^*$ of degree $k$ with respect to $P(f, S)$ as

$$p^* = \arg\max_{p : \text{deg}(p) \leq k} \mathbb{E}_{x \sim P(f, S)} \left[ \log(P(p, S; x)) \right].$$

The extrapolation guarantee for the MLE polynomial cannot follow from the fact that, for example, the Taylor polynomial extrapolates, because the MLE polynomial and the Taylor polynomial are in principle very different. It is not hard to argue that the MLE polynomial of sufficiently large degree has small interpolation error: it approximates well the density inside $S$. In our result we show that the same polynomial has small extrapolation error and hence approximates the density on the entire interval $[0, 1]$.

**Informal Theorem 1 (MLE Extrapolation Error, Theorem 3.1).** Let $P(f, [0, 1])$ be a probability distribution with sufficiently smooth log-density $f$ and let $P(f, S)$ be its conditional distribution on $S \subset [0, 1]$. The MLE w.r.t $P(f, S)$ polynomial $p^*$ of degree $O(\log(1/\epsilon))$ satisfies $d_{TV}(P(f, [0, 1]), P(p^*, [0, 1])) \leq \epsilon$.

Extending this result to multivariate densities is significantly more challenging. The reason is that multivariate polynomial interpolation is much more intricate and is a subject of active
research, see for example the survey [GS00]. Instead of trying to characterize the properties of the exact MLE polynomial we give an alternative method for obtaining multivariate extrapolation guarantees that does not rely on multivariate polynomial interpolation. Our approach uses the assumption that the set S has non-trivial volume, i.e., \( \text{vol}(S) \geq \alpha \) for some \( \alpha > 0 \). Observe that this assumption is not needed in the single dimensional sample complexity analysis; in the multi-dimensional setting we need this assumption even to analyze the population model.

**Informal Theorem 2** (Multivariate MLE Extrapolation Error, Theorem 4.2). Let \( \mathcal{P}(f, [0, 1]^d) \) be a probability distribution with sufficiently smooth log-density \( f \) and let \( \mathcal{P}(f, S) \) be its conditional distribution on \( S \subseteq [0, 1]^d \) with \( \text{vol}(S) \geq \alpha \). The MLE w.r.t \( \mathcal{P}(f, S) \) polynomial \( p^* \) of degree \( O(d^3/\alpha^2 + \log(1/\epsilon)) \) satisfies \( \text{d}_{TV}(\mathcal{P}(f, [0, 1]^d), \mathcal{P}(p^*, [0, 1]^d)) \leq \epsilon \).

To prove Informal Theorem 2 we use a structural result that quantifies the distortion of the metric space of exponential families under conditioning. Given a polynomial \( p \) with corresponding density \( \mathcal{P}(p, [0, 1]^d) \) we consider the conditioning map that maps \( \mathcal{P}(p, [0, 1]^d) \) to the distribution \( \mathcal{P}(p, S) \). We show that conditioning distorts the total variation by a factor less than \( (d/\alpha)^{O(k)} \), i.e., distributions that are close in the image of the conditioning map are also close in the domain and vice versa.

**Informal Theorem 3** (Distortion of Conditioning, Lemma 4.5). Let \( p, q \) be polynomials of degree at most \( k \). For every \( S \subseteq [0, 1]^d \) with \( \text{vol}(S) \geq \alpha \) it holds

\[
(d/\alpha)^{-O(k)} \leq \frac{\text{d}_{TV}(\mathcal{P}(p, [0, 1]^d), \mathcal{P}(q, [0, 1]^d))}{\text{d}_{TV}(\mathcal{P}(p, S), \mathcal{P}(q, S))} \leq (d/\alpha)^{O(k)}.
\]

Using the above theorem, our strategy for showing Informal Theorem 2 is illustrated in Figure 1 and is as follows. Our first step is to use Taylor’s remainder theorem to prove that there exists a polynomial \( p \) which achieves very small total variation distance to \( f \) on \( S \), i.e., \( \text{d}_{TV}(\mathcal{P}(q, S), \mathcal{P}(f, S)) \) is also small. Hence, from the triangle inequality we have that \( \text{d}_{TV}(\mathcal{P}(q, S), \mathcal{P}(p, S)) \) is also very small. The next step, which is the crucial one, is that we can now apply our novel Informal Theorem 3 to obtain that \( \text{d}_{TV}(\mathcal{P}(q, [0, 1]^d), \mathcal{P}(p, [0, 1]^d)) \) blows up at most by a factor of \( (d/\alpha)^{O(k)} \).

This argument leads to an upper bound on the extrapolation error \( \epsilon \) in Figure 1. The last key observation is that the quantity \( \text{d}_{TV}(\mathcal{P}(p, S), \mathcal{P}(f, S)) \) decreases faster than \( (d/\alpha)^{-O(k)} \) as the degree \( k \) increases and hence we can make the extrapolation error arbitrarily small by choosing sufficiently high degree.

So far we have argued about the extrapolation error of the population MLE polynomial, i.e., we assume that we have access to the population distribution \( \mathcal{P}(f, S) \) and that we can maximize the population MLE with no error. Our next step is to show how we can incorporate the statistical error from the access to only finitely many samples from \( \mathcal{P}(f, S) \) and to provide an efficient algorithm that computes the MLE polynomial with small enough approximation loss.

**Informal Theorem 4** (Extrapolation Algorithm: Theorem 4.1). Let \( \mathcal{P}(f, [0, 1]^d) \) be sufficiently smooth. Let \( S \subseteq [0, 1]^d \) be such that \( \text{vol}(S) \geq \alpha \). There exists an algorithm that draws

\[
N = 2^{\tilde{O}(d^4/\alpha^2)} \cdot (1/\epsilon)^{O(d + \log(1/\alpha))}
\]

samples from \( \mathcal{P}(f, S) \), runs in time polynomial in the number of samples, and with probability at least 99% finds a polynomial \( q \) of degree \( \tilde{O}(d^3/\alpha^2) + O(\log(1/\epsilon)) \) such that \( \text{d}_{TV}(\mathcal{P}(f, [0, 1]^d), \mathcal{P}(q, [0, 1]^d)) \leq \epsilon \).
When we use a polynomial to define a probability distribution, as we will see in Section 2.4, the constant term of the polynomial has to be determined from the rest of the coefficients so that the

\[ f(q) = \sum_{\alpha \in \mathbb{N}_0^d} a_\alpha x^\alpha. \]

where the log-likelihood function for the MLE polynomial is given by

\[ \log L(q) = \sum_{x \in S} \left( -f(q|x) \right) + \log \int_{S} \left( f(q|x) \right) dx. \]

Remark 2.1. Throughout the paper, for simplicity of exposition, we will consider the support of the densities that we aim to learn to be the hypercube \([0,1]^d\). Our results hold for arbitrary convex sets with the following property \([a,b]^d \subseteq K \subseteq [c,d]^d\). Then all our results will be modified by multiplying with a function of \( R \triangleq \frac{d-c}{b-a} \).

2.1 Multivariate Polynomials

When we use a polynomial to define a probability distribution, as we will see in Section 2.4, the constant term of the polynomial has to be determined from the rest of the coefficients so that the

\[ f(q) = \sum_{\alpha \in \mathbb{N}_0^d} a_\alpha x^\alpha. \]
resulting function integrates to 1. For this reason we can ignore the constant term. A polynomial \( q : \mathbb{R}^d \rightarrow \mathbb{R} \) is a function of the form

\[
q(x) = \sum_{\alpha \in \mathbb{N}^d, 0 < |\alpha| \leq k} v_{\alpha} x^\alpha
\]  

(2.1)

where \( v_{\alpha} \in \mathbb{R} \). The monomials of degree \( \leq k \) can be indexed by a multi-index \( \alpha \in \mathbb{N}^d \) with \( |\alpha| \leq k \) and any polynomial belongs to the vector space defined by the monomials as per eq. (2.1).

To associate the space of polynomials with a Euclidean space we can use any ordering of monomials, for example, the lexicographic ordering. Using this ordering we can define the *norm* of the tensor and *Norm of High-order Derivative.*

To the convex set \( K \) of \( \mathbb{R}^d \) we refer to Appendix A.

We denote by \( \mathbf{Q}_{d,k} \) the space of polynomials of degree at most \( k \) with \( d \) variables and zero constant term, where we might drop \( d \) from the notation if it is clear from context.

### 2.2 High-order Derivatives and Taylor’s Theorem

In this section we will define the basic concepts about high order derivatives of a multivariate real-valued function \( f : K \rightarrow \mathbb{R} \), where \( K \subseteq \mathbb{R}^d \).

Fix \( k \in \mathbb{N} \) and let \( u \in [d]^k \). We define the order \( k \) derivative of \( f \) with index \( u = (u_1, \ldots, u_k) \) as

\[
D^k f(x) = \frac{\partial^k f}{\partial x_{u_1} \cdots \partial x_{u_k}}(x),
\]

observe that \( D^k f \) is a function from \( K \) to \( \mathbb{R} \). The order \( k \) derivative of \( f \) at \( x \in S \) is then the tensor \( D^k f(x) \in \mathbb{R}^{d^k} \) where the entry of \( D^k f(x) \) that corresponds to the index \( u \in [d]^k \) is \( (D^k f(x))_u = D^k u f(x) \). Due to symmetry the \( k \)-th order derivatives can be indexed with a multi-index \( \alpha \triangleq (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}^d \), with \( |\alpha| = \sum_{j=1}^d \alpha_j = k \), as follows

\[
D^k f(x) = \frac{\partial^k f}{\partial x_{\alpha_1} \cdots \partial x_{\alpha_d}}(x).
\]

Observe that the \( k \)-order derivative of \( f \) is a function \( D^k f : K \rightarrow \mathbb{R}^{d^k} \).

**Norm of High-order Derivative.** There are several ways to define the norm of the tensor and hence the norm of a \( k \)-order derivative of a multi-variate function. Here we will define only the norm that we will use in the rest of the paper as follows

\[
\left\| D^k f \right\|_\infty \triangleq \sup_{x \in K} \sup_{u \in [d]^k} \left| D^k u f(x) \right| = \sup_{x \in K} \sup_{u \in [d]^k} \left| \frac{\partial^k f}{\partial x_{u_1} \cdots \partial x_{u_k}}(x) \right|.
\]  

(2.3)

Observe that this definition depends on \( K \), but for ease of notation we eliminate \( K \) from the notation and we make sure that this set will be clear from the context. For most part of the paper \( K \) is the box \([0,1]^d \). We next define the \( k \)-order Taylor approximation of a multi-variate function.

**Definition 2.2.** (Taylor Approximation) Let \( f : K \rightarrow \mathbb{R} \) be a \((k+1)\)-times differentiable function on the convex set \( K \subseteq \mathbb{R}^d \). Then we define \( \tilde{f}_k(x) \) to be the \( k \)-order Taylor approximation of \( f \) around \( x \) as follows

\[
\tilde{f}_k(y; x) = \sum_{\alpha \in \mathbb{N}^d, |\alpha| \leq k} \frac{D^k f(x)}{\alpha!} (y-x)^\alpha.
\]

We are now ready to state the main application of Taylor’s Theorem. For the proof of this theorem together with the statement of the multi-dimensional Taylor’s Theorem we refer to Appendix A.
We are now ready to define probability distributions with a given log-density function. We note that the definition of the class $L$ we call the set of functions that we consider bounded and high-order smooth functions.

**Theorem 2.3 (Corollary of Taylor’s Theorem).** Let $K \subseteq \mathbb{R}^d$ and $f : K \rightarrow \mathbb{R}$ be a $(k+1)$-times differentiable function such that $\text{diam}_{\infty}(K) \leq R$ and $\|D^{k+1}f\|_{\infty} \leq W$, then for any $x, y \in K$ it holds that $|f(y) - \overline{T}_K(y;x)| \leq (15d/k)^{k+1} \cdot R^{k+1} \cdot W$.

### 2.3 Bounded and High-order Smooth Functions

In this section we define the set of functions that our statistical Taylor theorem applies. It is also the domain of function with respect to which we are solving the non-parametric truncated density estimation problem. This set of functions is very similar to the functions consider for interpolation of probability densities from exponential families [BS91]. We note that in this paper our goal is to solve a much more difficult problem since our goal is to do extrapolation instead of interpolation. We call the set of function that we consider bounded and high-order smooth functions.

**Definition 2.4 (Bounded and High-order Smooth Functions).** Let $K = [0,1]^d$, we define the set $L(B,M)$ of functions $f : K \rightarrow \mathbb{R}$ for which the following conditions are satisfied.

- **(Bounded Value)** It holds that $\max_{x \in K} |f(x)| \leq B$.

- **(High-Order Smoothness)** For any natural number $k$ with $k \geq k_0$, $f$ is $k$-times continuously differentiable and it holds that $\|D^k f\|_{\infty} \leq M^k$.

We note that the definition of the class $L$ depends on $k_0$ as well but for ease of notation we don’t keep track of this dependence and we treat $k_0$ as a constant throughout the paper.

### 2.4 Probability Distributions

We are now ready to define probability distributions with a given log-density function.

**Definition 2.5.** Let $S \subseteq \mathbb{R}^d$ and let $f : S \rightarrow \mathbb{R}$ such that $\int_S \exp(f(x))dx < \infty$. We define the distribution $\mathcal{P}(f,S)$ with log-density $f$ supported on $S$ to be the distribution with density

$$\mathcal{P}(f,S;x) = \frac{1_S(x) \exp(f(x))}{\int_S \exp(f(x))dx} = 1_S(x) \exp(f(x) - \psi(f,S)), \quad \text{where} \quad \psi(f,S) = \log \int_S \exp(f(x))dx.$$ 

If $f$ is equal to a $k$ degree polynomial $q_v \in Q_k$ with coefficients $v \in \mathbb{R}^{k-1}$, then instead of $\mathcal{P}(q_v,S)$ we write $\mathcal{P}(v,S)$. Finally, let $T \subseteq S$, we define $\mathcal{P}(f,S;T) = \int_T \mathcal{P}(f,S;x)dx$.

Our main focus in this paper is on probability distributions $\mathcal{P}(f,[0,1]^d)$ where $f \in L(B,M)$ for some known parameters $B,M$. More specifically our main goal is to approximation the density of $\mathcal{P}(f,[0,1]^d)$ given samples from $\mathcal{P}(f,S)$, where $S$ is a measurable subset of $[0,1]^d$.

### 3 Single Dimensional Densities

In this section we show our Statistical Taylor Theorem for single-dimensional densities. We keep this analysis separate from our main multi-dimensional theorem for several reasons. First, there exists a great body of work on single-dimensional non-parametric estimation problems in the vanilla setting and more specifically in truncated estimation problems this is the only setting that has been considered so far. Therefore, it is easier to compare the estimators and results that we get with the existing results. In fact this is the strategy that is followed in other
multi-dimensional non-parametric estimation problems, e.g., see [Wu10]. Another reason is that in the single dimensional setting we are able to obtain a slightly stronger information theoretic result using more elementary tools, although the analysis of our efficient algorithmic procedure is the same as in multiple dimensions. Finally, the single dimensional setting serves as a nice example where the difference between interpolation and extrapolation is more clear.

In this section our goal is to estimate the density of the distribution $\mathcal{P}(f, [0, 1])$ using only samples from $\mathcal{P}(f, S)$, where the log-density $f$ is a bounded and high-order smooth function, i.e. $f \in \mathcal{L}(B, M)$, and $S$ is a measurable subset of $[0, 1]$. As a first step we need to understand what is a sufficient degree for a polynomial to well-approximate (Section 3.1) this is the part that is different compared to the multi-dimensional case that we present in Section 4. In Section 3.2 we state the application of our general multi-dimensional statistical and computational result to the single dimensional case where the assumptions and guarantees have a simpler form.

3.1 Identifying the Sufficient Degree

In this section we assume population access to $\mathcal{P}(f, S)$ and our goal is to identify a polynomial $q$ such that $\mathcal{P}(q, [0, 1])$ approximates $\mathcal{P}(f, [0, 1])$. In particular, we want to answer the question: if $q$ minimizes the KL-divergence between $\mathcal{P}(q, S)$ and $\mathcal{P}(f, S)$, what can we say about the total variation distance between $\mathcal{P}(q, [0, 1])$ and $\mathcal{P}(f, [0, 1])$? Moreover, how does this depend on the degree of $q$? As the degree of $q$ grows, it certainly allows $\mathcal{P}(q, S)$ to come closer to $\mathcal{P}(f, S)$. The natural thing to expect hence is that the same is true of $\mathcal{P}(q, [0, 1])$, coming closer to $\mathcal{P}(f, [0, 1])$. Unfortunately, this is not necessarily the case, because it could be that, as the degree of the polynomial increases, the approximant $\mathcal{P}(q, S)$ overfits to $\mathcal{P}(f, S)$, so extrapolating to $[0, 1]$ fails to give a good approximation to $\mathcal{P}(f, [0, 1])$. This is the main technical difficulty of this section.

In the next theorem, we show is that if the function is high-order smooth, then there is some threshold beyond which we get better approximations using higher degrees, i.e. overfitting does not happen for any degree above some threshold. We illustrate this behavior in Example 3.2.

**Theorem 3.1 (MLE Polynomial Extrapolation Error).** Let $I = [0, 1] \subseteq \mathbb{R}$ and $f : I \mapsto \mathbb{R}$ be a function that is $(k + 1)$-times continuously differentiable on $I$, with $\left| f^{(k+1)}(x) \right| \leq M^{k+1}$ for all $x \in I$. Let $S \subseteq I$ be a measurable set such that $\text{vol}(S) > 0$, and $p$ be a polynomial of degree at most $k$ defined as $p = \arg\min_{q \in Q_k} D_{KL}(\mathcal{P}(f, S) \parallel \mathcal{P}(p, S))$. Then, it holds that $D_{KL}(\mathcal{P}(f, I) \parallel \mathcal{P}(p, I)) \leq e^{W_k} W_k^{(k+1)!}$ where $W_k = \frac{M^{k+1}}{(k+1)!}$.

The proof of Theorem 3.1 can be found in Appendix B.1. We also note that we can prove a more general version of Theorem 3.1 where $I$ is any interval $[a, b]$. The difference in the guarantees is that the term $W_k$ will be multiplied by $R^{k+1}$ where $R \triangleq b - a$.

To convey the motivation for our theorem and illustrate its guarantees, we use the following example.

**Example 3.2.** Let $f(x) = \sin(10 \cdot x)$ and $S = [0, 1/2]$. Our goal is to estimate the probability distribution $\mathcal{P}(f, [0, 1])$ using only samples from $\mathcal{P}(f, S)$. The guarantees of Theorem 3.1 are illustrated in Figure 2 where we can see the density of the distributions $\mathcal{P}(f, [0, 1]), \mathcal{P}(f, S), \mathcal{P}(q, S)$ and $\mathcal{P}(q, [0, 1])$ for various values of the degree of $q$, where $q$ is always chosen to minimize the KL-divergence between $\mathcal{P}(f, S)$ and $\mathcal{P}(q, S)$, i.e., using no further information about $\mathcal{P}(f, [0, 1])$. As we see, $\mathcal{P}(q, S)$ approximates $\mathcal{P}(f, S)$ very well for all the presented degrees, with a marginal improvement as the degree of $q$ is increased.

An important observation is that the approximation error between $\mathcal{P}(f, [0, 1])$ and $\mathcal{P}(q, [0, 1])$ is not monotone in any range of degrees of $q$. In particular, when the degree of $q$ is 10 then
Theorem 3.3 (Approximate MLE Polynomial Extrapolation Error). Let $I = [0, 1]$, $f \in \mathcal{L}(B, M)$ be a function supported on $I$, $S \subseteq I$ be a measurable set such that $\text{vol}(S) \geq \alpha$, $D_k$ be the convex set $D_k = \{ p \in Q_k : p \in L_\infty(I, 3B) \}$, where $k = \Omega(M + \log(1/\epsilon))$, and let also $r_k^* = \min_{p \in D_k} \text{D}_{\text{KL}}(p(f, S) || p)$. If some $q$ with $q \in D_k$ satisfies

$$\text{D}_{\text{KL}}(p(f, S) || p(q, S)) \leq r_k^* + 2^{-O(k\log(1/\alpha)+B)},$$

(3.1)

then it holds that $\text{d}_{\text{TV}}(p(f, I), p(q, I)) \leq \epsilon$.

The proof of Theorem 3.3 can be found in Appendix B.2. Next we argue that we can efficiently compute a polynomial $q$ that satisfies Equation (3.1). Unfortunately, the proof of this step is not simplified in the 1-D case and we need to invoke our general multi-dimensional theorem with the assumptions and guarantees simplified due to the single dimensionality of the distribution. For more details about the specific algorithm that we use we refer to Section 4.2. This leads to the following theorem.

Theorem 3.4 (1-D Statistical Taylor Theorem). Let $I = [0, 1]$, $f \in \mathcal{L}(B, M)$ be a function supported on $I$, and $S \subseteq I$ be a (measurable) subset of $I$ such that $\text{vol}(S) \geq \alpha$. There exists an algorithm that draws...
\( N = 2^\tilde{O}(M + \log(1/\epsilon)) \log(1/\alpha + B) \) samples from \( \mathcal{P}(f, S) \), runs in time polynomial in the number of samples, and outputs a vector of coefficients \( \nu \) such that \( d_{TV}(\mathcal{P}(f, K), \mathcal{P}(q, K)) \leq \epsilon \).

**Proof.** We define the convex set \( D_k = \left\{ \nu \in \mathbb{R}^m : \max_{x \in [0, 1]^d} |v^T m_k(x)| \leq 3B \right\} \), where \( m = \binom{d+k}{k} - 1 \). From Theorem 3.3 we can fix \( k = O(M + \log(1/\epsilon)) \) and find a candidate \( \nu \) such that \( D_{KL}(\mathcal{P}(f, S) \| \mathcal{P}(q, S)) \leq \min_{u \in D_k} D_{KL}(\mathcal{P}(f, S) \| \mathcal{P}(q, S)) + 2^{-\tilde{O}(k \log(1/\alpha + B))} \). Therefore, from Theorem 4.7 we obtain that with \( N = 2^\tilde{O}(k \log(1/\alpha + B)) \) samples and in time \( \text{poly}(N) \), we can compute such a candidate. \( \square \)

## 4 Multi-Dimensional Densities

In this section we show the general form of our Statistical Taylor Theorem that applies to multi-dimensional densities. Although the techniques used in this section and involved and possibly of independent interest, our strategy to prove this theorem is similar to the strategy that we followed in Section 3: (1) we identify the sufficient degree that we need to use, (2) we handle approximation errors that we get as a result of finite sample, and (3) we design an efficient algorithm to compute the solutions that are information-theoretically shown to exist. This leads to our main theorem.

**Theorem 4.1** (Multi-Dimensional Statistical Taylor Theorem). Let \( f : [0, 1]^d \rightarrow \mathbb{R} \) with \( f \in \mathcal{L}(B, M) \) and \( S \subseteq [0, 1]^d \) such that \( \text{vol}(S) \geq \alpha \). Let \( k = \tilde{O}(dM/\alpha^2 + B) + 2 \log(1/\epsilon) \), then there exists an algorithm that uses \( N \) samples from \( \mathcal{P}(f, S) \) with

\[
N = 2^\tilde{O}(dM/\alpha^2 + Bd) \cdot (1/\epsilon)^{O(d + \log(1/\alpha))},
\]

runs in \( \text{poly}(N) \) time and outputs a vector \( \nu \) such that \( d_{TV}(\mathcal{P}(f, K), \mathcal{P}(q, K)) \leq \epsilon \).

The main bottleneck in the proof of the above theorem is that in the multi-dimensional polynomial interpolation theory there are no sufficient tools to prove the extrapolation properties of an estimator that can be computed efficiently. Our formulation of the extrapolation problem in the language of density estimation enables us to use anti-concentration results to prove extrapolation results for polynomial approximations. In particular, we prove our main lemma which we call “Distortion of Conditioning Lemma” which we believe is of independent interest.

### 4.1 Identifying the Sufficient Degree – The Distortion of Conditioning Lemma

The goal of this section is to identify the sufficient degree so that the MLE polynomial approximates well the true density in the whole domain \( K = [0, 1]^d \), i.e., it has small extrapolation error.

**Theorem 4.2** (Multivariate MLE Polynomial Extrapolation Error). Let \( K = [0, 1]^d \subseteq \mathbb{R}^d, f \in \mathcal{L}(B, M) \) be function supported on \( K \), and \( S \subseteq K \) be a measurable subset of \( K \) such that \( \text{vol}(S) \geq \alpha \). Moreover, define \( k = \tilde{O}\left( \frac{dM}{\alpha^2} + \log \left( \frac{2d}{\epsilon} \right) \right) \), \( D = \{ \nu : \max_{x \in K} |v^T m_k(x)| \leq 3B \} \). Moreover, let \( r_k^* = \min_{u \in D} D_{KL}(\mathcal{P}(f, S) \| \mathcal{P}(u, S)) \). Then, for every \( u \in D \) such that \( D_{KL}(\mathcal{P}(f, S) \| \mathcal{P}(u, S)) \leq r_k^* + \epsilon^{-\tilde{O}\left( \frac{dM}{\alpha^2} + B \right)} \cdot (\frac{1}{\epsilon})^{-\tilde{O}(\log(1/d/\alpha))} \), it holds that \( d_{TV}(\mathcal{P}(f, K), \mathcal{P}(u, K)) \leq \epsilon \).

The first step in proving Theorem 4.2 is to understand the approximation error as a function of the degree that we use when we have access to the population distribution \( \mathcal{P}(f, S) \). This is established in the following lemma whose proof can be found in Appendix C.1.
Lemma 4.3 (Approximation of Log-density). Let $K \subseteq \mathbb{R}^d$ be a convex set centered at the origin $0$ of diameter $\text{diam}_0(K) \leq R$ and let $f \in \mathcal{L}(B,M)$ be a function supported on $K$. There exists polynomial $p(x) = v^T m_k(x)$ such that for every $S \subseteq K$ it holds $D_{KL}(\mathcal{P}(f,S)\|\mathcal{P}(v,S)) \leq 2 \left( \frac{15MRd}{k} \right)^{k+1}$ and $\|I_K p\|_\infty \leq 2B + \left( \frac{15MRd}{k} \right)^{k+1}$.

From Lemma 4.3 there exists $v$ such that $\|I_K v^T m_k(x)\|_\infty \leq 2B + (15Md/k)^{k+1}$. Moreover, from the same lemma we have that $\min_{w \in D} D_{KL}(\mathcal{P}(f,S)\|\mathcal{P}(w,S)) \leq D_{KL}(\mathcal{P}(f,S)\|\mathcal{P}(v,S)) \leq 2 (15Md/k)^{k+1}$. To simplify notation set $r_k = (15Md/k)^{k+1}$. Now, let $q(x) = u^T m_k(x)$ be any approximate minimizer in $D$ of the KL-divergence between $\mathcal{P}(q,S)$ and $\mathcal{P}(f,S)$ that satisfies

$$D_{KL}(\mathcal{P}(f,S)\|\mathcal{P}(u,S)) \leq \min_{w \in D} D_{KL}(\mathcal{P}(f,S)\|\mathcal{P}(w,S)) + \epsilon \leq r_k + \epsilon.$$

From Pinsker’s inequality and the subadditivity of the square root we get: $d_{TV}(\mathcal{P}(f,S),\mathcal{P}(u,S)) \leq \sqrt{r_k + \epsilon}$. Our next step is to relate the conditional total variation $d_{TV}(\mathcal{P}(f,S),\mathcal{P}(u,S))$ with the global total variation $d_{TV}(\mathcal{P}(f,K),\mathcal{P}(u,K))$. For this we develop a novel extrapolation technique based on anti-concentration of polynomial functions. In particular we use the following theorem.

Theorem 4.4 (Theorem 2 of [CW01]). Let $K = [0,1]^d$ and let $p: \mathbb{R}^d \mapsto \mathbb{R}$ be a polynomial of degree at most $k$. If $q \geq 1$, then there exists a constant $C$ such that for any $\gamma > 0$ it holds

$$\left( \int_K |p(x)|^q/dx \right)^{1/q} \int_K 1\{|p(x)| \leq \gamma\} dx \leq C \gamma^{1/k} \min(q,d).$$

This result is crucial for extrapolation because it can be used to bound the behavior of a polynomial function even outside the region from which we get the samples. This is the main idea of the following lemma which is one of the main technical contributions of the paper and we believe that it is of independent interest.

Lemma 4.5 (Distortion of Conditioning). Let $K = [0,1]^d$ and let $p, q$ be polynomials of degree at most $k$ such that $p, q \in L_\infty(K,B)$. There exists absolute constant $C > 0$ such that for every $S \subseteq K$ with $\text{vol}(S) > 0$ it holds

$$e^{-2B} \text{vol}(S) \leq \frac{d_{TV}(\mathcal{P}(p,K),\mathcal{P}(q,K))}{d_{TV}(\mathcal{P}(p,S),\mathcal{P}(q,S))} \leq 8e^{5B} \left( \frac{2C \min(d,2k)}{\text{vol}(S)^{k+1}} \right)^k.$$

Remark 4.6. Both Theorem 4.4 and Lemma 4.5 hold for the more general case where $K$ is an arbitrary convex subset of $\mathbb{R}^d$. We choose to state this weaker expression for ease of notation.

Unfortunately it is still not clear how to apply Lemma 4.5 because it assumes that both distributions that we are comparing have as log-density a bounded degree polynomial. Nevertheless, we can use a sequence of triangle inequalities together with Taylor’s Theorem (see Theorem 2.3) to combine Lemma 4.5 and Lemma 4.5 from which we can prove Theorem 4.2 as we explain in detail in Appendix C.3. The proof of the Distortion of Conditioning Lemma is presented in Appendix C.2.

### 4.2 Computing the MLE

In this section we describe an efficient algorithm that solves the Maximum Likelihood problem that we need in order to apply Theorem 4.2. We solve the following problem: given sample access to the conditional distribution $\mathcal{P}(f,S)$ and some fixed degree $k$, our algorithm finds a polynomial $p$ of degree $k$ that approximately minimizes the divergence $D_{KL}(\mathcal{P}(f,S)\|\mathcal{P}(u,S))$. 


Theorem 4.7. Let \( f : [0, 1]^d \to \mathbb{R} \) and \( S \subseteq [0, 1]^d \) with \( \text{vol}(S) \geq \alpha \). Fix a degree \( k \in \mathbb{N} \), a parameter \( C > 0 \), and define \( D = \{ v : \max_{x \in [0, 1]^d} |v^T m_k(x)| \leq C \} \). There exists an algorithm that draws \( N = 2^{O(dk)}(C^2/\epsilon)^2 \) samples from \( P(f, S) \), runs in time \( 2^{O(dk+C)}/(\alpha\epsilon^2) \), and outputs \( \tilde{\theta} \in D \) such that 
\[
\text{D}_{\text{KL}}(P(f, S)\| P(\tilde{\theta}, S)) \leq \min_{w \in D} \text{D}_{\text{KL}}(P(f, S)\| P(w, S)) + \epsilon,
\]
with probability at least 99%.

The algorithm that we use for proving Theorem 4.7 is Projected Stochastic Gradient Descent with projection set \( D \). In order to prove the guarantees of Theorem 4.7 we have to prove: (1) an upper bound on the number of steps that the PSGD algorithm needs, (2) find an efficient procedure to project to the set \( D \). For the latter we can use the celebrated algorithm by Renegar for the existential theory of reals [Ren92a, Ren92b], as we explain in detail in Appendix C.4. To analyze PSGD we use the following lemma.

Lemma 4.8 (Theorem 14.8 of [SSBD14]). Let \( R, \rho > 0 \). Let \( f \) be a convex function, \( D \subseteq \mathbb{R}^d \) be a convex set of bounded diameter, \( \text{diam}_2(D) \leq R \), and let \( w^* \in \text{argmin}_{w \in D} f(w) \). Consider the following Projected Gradient Descent (PSGD) update rule 
\[
\hat{w}_{t+1} = \text{proj}_D(w_t - \eta v_t),
\]
where \( v_t \) is an unbiased estimate of \( \nabla f(w_t) \). Assume that PSGD is run for \( T \) iterations with \( \eta = \sqrt{R^2 \rho^2 / T} \). Assume also that for all \( t \), \( \|v_t\|_2 \leq \rho \) with probability 1. Then, for any \( \epsilon > 0 \), in order to achieve \( \mathbb{E}[f(\hat{w}_T)] - f(w^*) \leq \epsilon \) it suffices that \( T \geq R^2 \rho^2 / \epsilon^2 \).

From the above lemma we can see that it remains to find an upper bound on the diameter of the set \( D \) and an upper bound on the norm of the stochastic gradient \( \|v_t\|_2 \). The latter follows from some algebraic calculations whereas the first one from tight bounds on the coefficients of a polynomial with bounded values [BBGK18]. For the full proof of Theorem 4.7, see Appendix C.4.

4.3 Putting Everything Together – The Proof of Theorem 4.1

From Theorem 4.2 we have that if we fix the degree \( k = O(d^3M/\alpha^2 + B) + 2\log(1/\epsilon) \) then it suffices to optimize the function \( L(v) \) of Equation (C.5) constrained in the convex set \( D = \{ v \in \mathbb{R}^m : \|I_K v^T m_k(x)\|_\infty \leq 3B \} \). From Theorem 4.2 we have that a vector \( v \) with optimality gap 
\[
2^{-\Omega(d^3M/\alpha^2 + B)}(1/\epsilon)^{-\Omega(\log(d/\alpha))}
\]
achieves the extrapolation guarantee \( d_{TV}(P(f, K), P(v_T, K)) \leq \epsilon \). From Theorem 4.7 we have that there exists an algorithm that achieves this optimality gap with sample complexity 
\[
N = B^2 2^{O(dk)} 2^{\tilde{O}(d^3M/\alpha^2 + B)}(1/\epsilon)^{O(\log(d/\alpha))} = 2^{\tilde{O}(d^4M/\alpha^2 + Bd)}(1/\epsilon)^{d + \log(1/\alpha)}.
\]
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A Multidimensional Taylor’s Theorem

In this section we present the Taylor’s theorem for multiple dimensions and we prove Theorem 2.3. We remind the following notation from the preliminaries section $x^a = x_1^{a_1} \cdot x_2^{a_2} \cdots x_d^{a_d}$.

**Theorem A.1** (Multi-Dimensional Taylor’s Theorem). Let $S \subseteq \mathbb{R}^d$ and $f : S \to \mathbb{R}$ be a $(k+1)$-times differentiable function, then for any $x, y \in S$ it holds that

$$f(y) = \sum_{\alpha \in \mathbb{N}^d, |\alpha| \leq k} \frac{D_\alpha f(x)}{\alpha!} (y-x)^\alpha + H_k(y;x),$$

with

$$H_k(y;x) = \sum_{\beta \in \mathbb{N}^d, |\beta| = k+1} R_\beta(y;x)(y-x)^\beta$$

and

$$R_\beta(y;x) = \frac{|\beta|}{\beta!} \int_0^1 (1-t)^{|\beta| - 1} D_\beta f(x + t(y-x)) dt.$$

We now provide a proof of Theorem 2.3.

**Proof of Theorem 2.3.** We start by observing that

$$|f(y) - \bar{f}_k(y;x)| \leq \left( \sum_{\beta \in \mathbb{N}^d, |\beta| = k+1} \frac{1}{\beta!} \right) \cdot R^{k+1}. W.$$

This inequality follows from multidimensional Taylor’s Theorem by some simple calculations. Now to show wanted result it suffices to show that $\sum_{\beta \in \mathbb{N}^d, |\beta| = k+1} \frac{1}{\beta!} \leq \left( \frac{15d}{x} \right)^{k+1}$. To prove the latter we first show that $\min_{\beta \in \mathbb{N}^d, |\beta| = k+1} \beta! = (\ell!)^{d-r}((\ell + 1)!)^r$ where $\ell = \left\lfloor \frac{k+1}{d} \right\rfloor$ and $r = k + 1 \pmod{d}$. We prove this via contradiction, if this is not true then the minimum $\min_{\beta \in \mathbb{N}^d, |\beta| = k+1} \beta!$
is achieved in multi-index $\beta$ such that there exist $i, j \in [d]$ such that $\beta_i < \ell$ and $\beta_j > \ell + 1$. In this case we define $\beta'$ to be equal to $\beta$ except for $\beta'_i = \beta_i + 1$ and $\beta'_j = \beta_j - 1$. In this case we get $\beta'! < \frac{\beta_1}{\beta_1 + 1} \beta'! = \beta!$, which contradicts the optimality of $\beta$. Therefore we have that $\sum_{\beta \in \mathbb{N}^d, |\beta| = k+1} \frac{1}{\beta!} \leq \left(\frac{d+1}{(k+1)!}\right)^{k+1}$. Now via upper bounds from Stirling’s approximation we get that $\frac{(d+k+1)}{(k+1)!} \leq e^{k+1} \left(\frac{d}{k+1}\right)^{k+1} \leq \left(\frac{2d}{k}\right)^{k+1}$ and the Theorem follows from simple calculations on the last expression. \qed

B Missing Proofs for Single Dimensional Densities

In this section we provide the proof of the theorems presented in Section 3.

B.1 Proof of Theorem 3.1

We are going to use the following result that bounds the error of Hermite polynomial interpolation, wherein besides matching the values of the target function the approximating polynomial also matches its derivatives. The following theorem can be seen as a generalization of Lagrange interpolation, where the interpolation nodes are distinct, and Taylor’s remainder theorem where we find a polynomial that matches the first $k$ derivatives at a single node.

Lemma B.1 (Hermite Interpolation Error). Let $x_1, \ldots, x_s$ be distinct nodes in $[a, b]$ and let $m_1, \ldots, m_s \in \mathbb{N}$ such that $\sum_{i=1}^s m_i = k + 1$. Moreover, let $f$ be a $(k + 1)$ times continuously differentiable function over $[a, b]$ and $p$ be a polynomial of degree at most $k$ such that for each $x_i$

$$p(x_i) = f(x_i) \quad p'(x_i) = f'(x_i) \quad \ldots \quad p^{(m_i - 1)}(x_i) = f^{(m_i - 1)}(x_i).$$

Then for all $x \in [a, b]$, there exists $\xi \in (a, b)$ such that

$$f(x) - p(x) = f^{(k+1)}(\xi) \prod_{i=1}^s (x - x_i)^{m_i}.\leqno{\text{Lemma B.1}}$$

We are also going to use the following upper bound on Kullback-Leibler divergence. For a proof see Lemma 1 of [BS91].

Lemma B.2. Let $\mathcal{P}, \mathcal{Q}$ be distributions on $\mathbb{R}$ with corresponding density functions $p, q$. Then for any $c > 0$ it holds

$$D_{KL}(\mathcal{P} \parallel \mathcal{Q}) \leq e^{\| \log(p(x)/q(x)) - c \|_{\infty}} \int p(x) \left( \log \frac{p(x)}{q(x)} - c \right)^2 dx.\leqno{\text{Lemma B.2}}$$

Before, the proof of Theorem 3.1 we are going to show a useful lemma. Let $f, g$ be two density functions such that $D_{KL}(f \parallel g) > 0$ and let $r$ another function $r$ that lies strictly between the two densities $f, g$. The following lemma states that after we normalize $r$ to become a density function $\tilde{r}$ we get that $\tilde{r}$ is closer to $f$ in Kullback-Leibler divergence than $g$.

Lemma B.3 (Kullback-Leibler Monotonicity). Let $f, g$ be density functions over $\mathbb{R}$ such that the measure defined by $f$ is absolutely continuous with respect to that defined by $g$, i.e. the support of $f$ is a subset of that of $g$. Let also $r$ be an integrable function such that $r(x) \geq 0$, for all $x \in \mathbb{R}$, and moreover, for all $x \in \mathbb{R} \setminus Z$,

$$f(x) \leq r(x) < g(x) \quad \text{or} \quad g(x) < r(x) \leq f(x)\leqno{\text{Lemma B.3}}$$
where \( Z \) is a set that has measure 0 under both \( f \) and \( g \). Then, if \( \overline{r}(x) = r(x)/\int r(x)dx \) is the density function corresponding to \( r(\cdot) \), it holds that

\[
D_{KL}(f\|\overline{r}) < D_{KL}(f\|g).
\]

**Proof.** To simplify notation we are going to assume that the support of \( f \) is the entire \( \mathbb{R} \), and we define the sets \( A_\leq = \{x \in \mathbb{R} : r(x) \leq g(x)\} \), \( A_\geq = \{x \in \mathbb{R} : r(x) \geq g(x)\} \). In the following proof we are going to ignore the measure zero set where the assumptions about \( g, r, f \) do not hold. Denote \( C = \int r(x)dx = 1 - \int (g(x) - r(x))dx \). We have

\[
D_{KL}(f\|g) - D_{KL}(f\|\overline{r}) = \int f(x) \log \frac{r(x)}{g(x)} dx = \int f(x) \log \frac{r(x)}{g(x)} dx - \log C
\geq \int r(x) \log \frac{r(x)}{g(x)} dx - \log C,
\]

where for the last inequality we used the fact that \( f(x) < r(x) \) for all \( x \in A_\leq \) and \( f(x) > r(x) \) for all \( x \in A_\geq \). Using the inequality \( \log(1+z) \leq z \) we obtain \( -\log C \geq \int (g(x) - r(x))dx \). Using this fact we obtain

\[
D_{KL}(f\|p) - D_{KL}(f\|\overline{r}) \geq \int r(x) \log \frac{r(x)}{g(x)} dx + \int (g(x) - r(x)) dx
\geq \int \left( r(x) \log \frac{r(x)}{g(x)} + g(x) - r(x) \right) dx.
\]

To finish the proof we observe that \( r(x) \log(r(x)/g(x)) + g(x) - r(x) > 0 \) for every \( x \). To see this we rewrite the inequality as \( \log \frac{r(x)}{g(x)} - 1 + \frac{g(x)}{r(x)} > 0 \). To prove this we use the inequality \( \log(z) - 1 + 1/z > 0 \) for all \( z \neq 1 \).

We are now ready to prove the main result of this section: **Theorem 3.1.**

**Proof of Theorem 3.1**

Recall that

\[
p = \arg\min_{q \in Q_k} D_{KL}(\mathcal{P}(f,S)\|\mathcal{P}(q,S)).
\]

To simplify notation, we define the functions \( \phi_f(x) = f(x) - \psi(f,S) \) and \( \phi_p(x) = p(x) - \psi(p,S) \). Notice that these are the log densities of the conditional distributions \( \mathcal{P}(f,S) \) and \( \mathcal{P}(p,S) \) on the set \( S \), viewed as functions over the entire interval \( I \) (i.e. they are the conditional log densities without the indicator \( I_S(x) \)). Notice that \( \phi_p \) is a polynomial of degree at most \( k \). Let \( g(x) = \phi_f(x) - \phi_p(x) \). We first show the following claim.

**Claim B.4.** The equation \( g(x) = 0 \) has at least \( k + 1 \) roots in \( S \), counting multiplicities.

**Proof of Claim B.4.** To reach a contradiction, assume that it has \( k \) (or fewer) roots. Let \( \xi_1, \ldots, \xi_s \in I \) be the distinct roots of \( g(x) = 0 \) ordered in increasing order and let \( m_1, \ldots, m_s \) be their multiplicities. Denote by \( I_0, \ldots, I_s \) the partition of \( I \) using the roots of \( g(x) \), that is

\[
I_0 = (-\infty, \xi_1] \cap I = [\xi_0, \xi_1], \ I_1 = [\xi_1, \xi_2], \ldots, \ I_s = [\xi_s, \xi_{s+1}] = [\xi_s, +\infty) \cap I.
\]

Let \( q \) be the polynomial that has the same roots as \( g(x) \) and also the same sign as \( g(x) \) in every set \( I_j \) of the partition. We claim that there exists \( \lambda_j > 0 \) such that, for every \( j \) and
We first show that the minimizer of the Kullback-Leibler divergence belongs to the set \( D \).

We showed that \( q \in W \). From the assumption that \( \|q(x) - \psi(x)\|_\infty < \|q(x) - \phi(x)\|_\infty \) holds, \( \|q(x) - \phi(x)\|_\infty < \|q(x) - \psi(x)\|_\infty \). Then it suffices to show that there exists \( \lambda_j > 0 \) such that \( 0 < g(x) - \lambda_j q(x) < g(x) \). Since \( q(x) > 0 \) for every \( x \in \text{int}(I_j) \), we need to choose \( \lambda_j = 0 \). Since \( \xi_j \) is a root of the same multiplicity of both \( g(x) \) and \( q(x) \) and \( g(x), q(x) > 0 \) for all \( x \in \text{int}(I_j) \) we have \( \lim_{x \to \xi_j} \frac{g(x)}{q(x)} = a > 0 \). Similarly, we have \( \lim_{x \to \xi_{j+1}} \frac{g(x)}{q(x)} = b > 0 \). We can now define the following function

\[
h(x) = \begin{cases} 
  a_j & x = \xi_j \\
  g(x)/q(x) & \xi_j < x < \xi_{j+1} \\
  b_j & x = \xi_{j+1}
\end{cases}
\]

We showed that \( h(x) \) is continuous in \( I_j = [\xi_j, \xi_{j+1}] \) and therefore has a minimum value \( r_j > 0 \) in the closed interval \( I_j \). We set \( \lambda_j = r_j \). With the same argument as above we obtain that for each interval \( I_j \) we can pick \( \lambda_j > 0 \). Since the number of intervals in our partition is finite we may set \( \lambda = \min_{j=0,\ldots,m} \lambda_j \) and still have \( \lambda > 0 \).

We have shown that the polynomial \( r(x) = \phi_p(x) + \lambda q(x) \) is almost everywhere, that is apart from a measure zero set, strictly closer to \( \phi_f(x) \). In particular, we have that \( \phi_f(x) \) for every \( x \in [0,1] \), \( |\phi_f(x) - r(x)| \leq |\phi_f(x) - \phi_p(x)| \) and for every \( x \in S \setminus \{\xi_0, \ldots, \xi_{s+1}\} \) it holds \( |\phi_f(x) - r(x)| < |\phi_f(x) - \phi_p(x)| \). Moreover, by construction we have that \( \phi_f(x) - r(x) \) and \( \phi_f(x) - p(x) \) are always of the same sign. Finally, the degree of \( r(x) \) is at most \( k \). Using Lemma B.3 we obtain that \( D_{KL}(P(f,S)||P(r,S)) < D_{KL}(P(f,S)||P(p,S)) \), which is impossible since we know that \( p \) is the polynomial that minimizes the Kullback-Leibler divergence. \( \square \)

We are now ready to finish the proof of our lemma. Using Lemma B.1 and Claim B.4 we have that \( \phi_p \) and \( \phi_f \) are close not only in \( S \) but in the whole interval \( I \). In particular, for every \( x \in I \) it holds

\[
\left| f(x) - \log \int_S e^{f(x)} \, dx - p(x) + \log \int_S e^{p(x)} \, dx \right| \leq \frac{M}{(k+1)!} R^{k+1} := W_k. \tag{B.1}
\]

Using the above bound together with Lemma B.2, where we set \( c = \log \frac{\psi(f,I)\psi(p,S)}{\psi(f,I)\psi(f,S)} \), we obtain

\[
D_{KL}(P(f,I)||P(p,I)) \leq e^{W_k} W_k^2.
\]

### B.2 Proof of Theorem 3.3

We first show that the minimizer of the Kullback-Leibler divergence belongs to the set \( D_k \). Let \( q^* = \arg\min_{q \in Q_k} D_{KL}(P(f,S)||P(q,S)) \) be the minimizer over the set of degree \( k \) polynomials. From the assumption that \( f \in L_\infty(I,B) \) we have that \( e^{-B} \alpha \leq \int_S e^{f(x)} \, dx \leq e^B \) and therefore \( |\psi(f,S)| \leq B + \log(1/\alpha) \). We know from Equation (B.1) that for all \( x \in I \) it holds

\[
|q(x) - \psi(q,S) - f(x) + \psi(f,S)| \leq W_k = \frac{M^{k+1}}{(k+1)!}.
\]

In particular, for \( x = 0 \) using the above inequality we have \( |\psi(q^*,S)| \leq W_k + |\psi(f,S)| + |f(0)| \leq W_k + 2B + \log(1/\alpha) \). Therefore, \( q^* \in D_k \). From the Pythagorean identity of the information projection we have that for any other \( q \in D_k \) it holds

\[
D_{KL}(P(f,S)||P(q,S)) = D_{KL}(P(f,S)||P(q^*,S)) + D_{KL}(P(q^*,S)||P(q,S)) \text{.}
\]
Therefore, from the definition of $q$ as an approximate minimizer with optimality gap $\epsilon$ we have that $D_{KL}(\mathcal{P}(q^*, S) \| \mathcal{P}(q, S)) \leq \epsilon$ and from Pinsker’s inequality we obtain $d_{TV}(\mathcal{P}(q^*, S), \mathcal{P}(q, S)) \leq \sqrt{\epsilon}$. Using the triangle inequality, we obtain

$$d_{TV}(\mathcal{P}(q, I), \mathcal{P}(f, I)) \leq d_{TV}(\mathcal{P}(q, I), \mathcal{P}(q^*, I)) + d_{TV}(\mathcal{P}(q^*, I), \mathcal{P}(f, I))$$

From Theorem 3.1 and Pinsker’s inequality we obtain that $d_{TV}(\mathcal{P}(q^*, I), \mathcal{P}(f, I)) \leq e^{W_k/2}W_k$. Moreover, from Lemma 4.5 we have that $d_{TV}(\mathcal{P}(q, I), \mathcal{P}(q^*, I)) \leq 4e^{10B(2C/\alpha)^{k+8}}\sqrt{\epsilon}$, where $C$ is the absolute constant of Theorem 4.4.

## C Missing Proofs for Multi-Dimensional Densities

In this section we provide the proofs of the lemmas and theorems presented in Section 4.

### C.1 Proof of Lemma 4.3

We remind that $Q_{d,k}$ is the space of polynomials of degree at most $k$ with $d$ variables and zero constant term, where we might drop $d$ from the notation if it is clear from context.

The bound on the norm $\|\mathbb{I}_k P\|_\infty$ follows directly from Taylor’s theorem. In particular, using Theorem 2.3 we obtain that there exists the Taylor polynomial $f_k(\cdot; 0)$ of degree $k$ around 0 satisfies $\|\mathbb{I}_k (f - f_k)\|_\infty \leq (15MRd/k)^{k+1}$.

The bound on the Kullback-Leibler now follows directly from the following simple inequality that bounds the Kullback-Leibler divergence in terms of the $\ell_\infty$ norm of the log-densities. We have

$$D_{KL}(\mathcal{P}(f, S) \| \mathcal{P}(g, S)) = \int_S P(f, S; x)(f(x) - g(x))dx + \log \left(\int_S e^{g(x)}dx\right) - \log \left(\int_S e^{f(x)}dx\right)$$

$$\leq \|\mathbb{I}_S(f - g)\|_\infty + \log \left(\int_S e^{f(x)} + \|\mathbb{I}_S(f - g)\|_\infty dx\right) - \log \left(\int_S e^{f(x)}dx\right)$$

$$\leq 2\|\mathbb{I}_S(f - g)\|_\infty. \quad (C.1)$$

The polynomial provided by Theorem 2.3 does not necessarily have zero constant term. We can simply subtract this constant and show that the $L_\infty$ norm of the resulting polynomial does not grow by a lot. Using the triangle inequality we get

$$\|\mathbb{I}_k (f_k - f_k(0))\|_\infty \leq \|\mathbb{I}_k f\|_\infty + \|\mathbb{I}_k (f_k - f)\|_\infty + |f_k(0)|$$

$$\leq 2B + M \left(\frac{15Rd}{k}\right)^{k+1}. $$

Finally, we observe that the polynomials $f_k$ and $f_k - f_k(0)$ correspond to the same distribution after the normalization, therefore it still holds $D_{KL}(\mathcal{P}(f, S) \| \mathcal{P}(f_k - f_k(0), S)) = D_{KL}(\mathcal{P}(f, S) \| \mathcal{P}(f_k, S)) \leq 2(15MRd/k)^{k+1}$.

### C.2 Proof of Distortion of Conditioning: Lemma 4.5

The Distortion of Conditioning Lemma contains two inequalities; an upper bound and a lower bound on $d_{TV}(\mathcal{P}(p, K), \mathcal{P}(q, K))/d_{TV}(\mathcal{P}(p, K), \mathcal{P}(q, K))$. We begin our proof with the upper bound and then we move to the lower bound.
Upper Bound. We first observe that for every set $R \subseteq K$ it holds
\[ e^{-\|1_K p\|_\infty} \text{vol}(R) \leq \int_R e^{p(x)} dx \leq e^{\|1_K p\|_\infty} \text{vol}(R) \] (C.2)
which implies that $|\psi(p, R)| \leq \|1_K p\|_\infty + \log(1/\text{vol}(R))$.

Now to prove the upper bound on the ratio $d_{TV}(\mathcal{P}(p, K), \mathcal{P}(q, K)) / d_{TV}(\mathcal{P}(p, K), \mathcal{P}(q, K))$, we will prove an upper bound on $d_{TV}(\mathcal{P}(p, K), \mathcal{P}(q, K))$ and a lower bound on $d_{TV}(\mathcal{P}(p, K), \mathcal{P}(q, K))$. We begin with the lower bound on $d_{TV}(\mathcal{P}(p, K), \mathcal{P}(q, K))$.

\[
2d_{TV}(\mathcal{P}(p, S), \mathcal{P}(q, S)) = \int_S \left| \frac{e^{p(x)}}{e^{\psi(p, S)}} - \frac{e^{q(x)}}{e^{\psi(q, S)}} \right| dx
\geq \min_{x \in S} \left( \frac{e^{p(x)}}{e^{\psi(p, S)}} \right) \int_S \left| 1 - \frac{e^{-p(x)}}{e^{-\psi(p, S)}} \cdot \frac{e^{q(x)}}{e^{\psi(q, S)}} \right| dx
\geq \frac{e^{-2\|1_K p\|_\infty}}{\text{vol}(S)} \int_S \left| 1 - e^{\gamma(x)} \right| dx, \] (C.3)

where $r(x) = q(x) - \psi(q, S) - (p(x) - \psi(p, S))$. For some $\gamma > 0$ we define the set $Q = K \cap \{ z : |r(z)| \leq \gamma \}$. Using Theorem 4.4 for the degree $k$ polynomial $r(x)$ and setting $q = 2k$, $\gamma = \left( \frac{\text{vol}(S)}{2c \min(d, 2d)} \right)^k \sqrt{\int_K (r(x))^2 dx}$, we get that $\text{vol}(Q) \leq \text{vol}(S)/2$. Using these definitions we have
\[
\int_S \left| 1 - e^{\gamma(x)} \right| dx \geq \int_{S \setminus Q} \left| 1 - e^{\gamma(x)} \right| dx \geq \frac{\text{vol}(S)}{2} \min_{x \in S \setminus Q} \left| 1 - e^{\gamma(x)} \right|.
\]

Since $|r(x)| \geq \gamma$ for all $x \in S \setminus Q$ we have that if $\gamma \geq 1$ then from the inequality $|1 - e^x| \geq 1/2$ for $|x| > 1$ and from Equation (C.3) we obtain
\[
2d_{TV}(\mathcal{P}(p, S), \mathcal{P}(q, S)) \geq \frac{e^{-2\|1_K p\|_\infty}}{4}
\]
If $\gamma < 1$ then we can use the inequality $|1 - e^x| \geq |x|/2$ for $|x| \leq 1$ together with Equation (C.3) to get
\[
2d_{TV}(\mathcal{P}(p, S), \mathcal{P}(q, S)) \geq \frac{e^{-2\|1_K p\|_\infty}}{4} \text{vol}(S) \cdot \gamma.
\]

and hence for every value of $\gamma$ we have that
\[
2d_{TV}(\mathcal{P}(p, S), \mathcal{P}(q, S)) \geq \frac{e^{-2\|1_K p\|_\infty}}{4} \min\{\text{vol}(S) \cdot \gamma, 1\}. \] (C.4)

Next we find an upper bound on $d_{TV}(\mathcal{P}(p, K), \mathcal{P}(q, K))$. In particular, we are going to relate the total variation distance of $\mathcal{P}(p)$ and $\mathcal{P}(q)$ with the integral $\int_K (r(x))^2 dx$. Applying Lemma B.2 with $c = -(\psi(q, K) - \psi(p, K)) + (\psi(q, S) - \psi(p, S))$ we have that
\[
D_{KL}(\mathcal{P}(p, K)\|\mathcal{P}(q, K)) \leq e^{\|1_K r\|_\infty} \int_K \mathcal{P}(p, K; x)(r(x))^2 dx \leq e^{\|1_K r\|_\infty + 2\|1_K p\|_\infty} \int_K (r(x))^2 dx.
\]
From Equation (C.2) we obtain that \( \|I_K r\|_\infty \leq 2 \|I_K p\|_\infty + 2 \|I_K q\|_\infty + 2 \log(1/\text{vol}(S)) \). Now, using Pinsker’s and the above inequality we obtain

\[
d_{TV}(\mathcal{P}(p, K), \mathcal{P}(q, K)) \leq \sqrt{\text{D}_{KL}(\mathcal{P}(p, K) || \mathcal{P}(q, K))} \leq \frac{e^2 \|I_K p\|_\infty + \|I_K q\|_\infty}{\text{vol}(S)} \sqrt{\int_K (r(x))^2 \, dx} \leq e^2 \|I_K p\|_\infty + \|I_K q\|_\infty \frac{(2C \min\{d, 2k\})^k}{\text{vol}(S)^{k+1}}.
\]

which implies our desired upper bound on the ratio \( \frac{d_{TV}(\mathcal{P}(p, K), \mathcal{P}(q, K))}{d_{TV}(\mathcal{P}(p, S), \mathcal{P}(q, S))} \), using Equation (C.4) and \( \text{vol}(S) \leq 1 \).

**Lower Bound.** We now show the lower bound on \( d_{TV}(\mathcal{P}(p, K), \mathcal{P}(q, K)) / d_{TV}(\mathcal{P}(p, S), \mathcal{P}(q, S)) \). We have that

\[
2d_{TV}(\mathcal{P}(p, S), \mathcal{P}(q, S)) = \int 1_S(x) \left( \frac{\mathcal{P}(p, K; x)}{\mathcal{P}(p, K; S)} - \frac{\mathcal{P}(q, K; x)}{\mathcal{P}(q, K; S)} \right) \, dx
\]

\[
= \int 1_S(x) \left( \frac{\mathcal{P}(p, K; x)}{\mathcal{P}(p, K; S)} - \frac{\mathcal{P}(q, K; x)}{\mathcal{P}(p, K; S)} + \frac{\mathcal{P}(q, K; x)}{\mathcal{P}(p, K; S)} - \frac{\mathcal{P}(q, K; x)}{\mathcal{P}(q, K; S)} \right) \, dx
\]

\[
\leq \frac{1}{\mathcal{P}(p, K; S)} \int 1_S(x) |\mathcal{P}(p, K; x) - \mathcal{P}(q, K; x)| \, dx
\]

\[
+ \int 1_S(x) \left| \frac{\mathcal{P}(q, K; x)}{\mathcal{P}(p, K; S)} - \frac{\mathcal{P}(q, K; x)}{\mathcal{P}(q, K; S)} \right| \, dx
\]

\[
\leq \frac{1}{\mathcal{P}(p, K; S)} d_{TV}(\mathcal{P}(p, K), \mathcal{P}(q, K)) + \left| \frac{\mathcal{P}(q, K; S)}{\mathcal{P}(p, K; S)} - 1 \right|
\]

\[
\leq \frac{2}{\mathcal{P}(p, K; S)} d_{TV}(\mathcal{P}(p, K), \mathcal{P}(q, K)),
\]

where for the last step we used the fact that \( |\mathcal{P}(p, K; S) - \mathcal{P}(q, K; S)| \leq d_{TV}(\mathcal{P}(p, K), \mathcal{P}(q, K)) \).

Using again Equation (C.2) we obtain that

\[
\mathcal{P}(p, K; S) = e^{\psi(p; S) - \psi(p; K)} = \left( \int_S e^{p(x)} \, dx \right) \cdot \left( \int_K e^{p(x)} \, dx \right)^{-1}
\]

\[
\geq e^{-\|I_K p\|_\infty \text{vol}(S)} \geq e^{-2B \text{vol}(S) / \text{vol}(K)},
\]

and since \( \text{vol}(K) = 1 \) the wanted bound of the lemma follows. \( \square \)

**C.3 Proof of Theorem 4.2**

From **Lemma 4.3** we obtain that by choosing \( 0 \in K \), there exists \( v \) such that \( \|I_K v^T m_k(x)\|_\infty \leq 2B + (15M d/k)^{k+1} \). Moreover, from the same lemma we have that \( \min_{w \in D} \text{D}_{KL}(\mathcal{P}(f, S) || \mathcal{P}(w, S)) \leq \text{D}_{KL}(\mathcal{P}(f, S) || \mathcal{P}(S, S)) \leq 2(15M d/k)^{k+1} \). To simplify notation set \( r_k = 2(15M d/k)^{k+1} \). Now, let \( q(x) = u^T m_k(x) \) be any approximate minimizer in \( \mathcal{D} \) of the KL-divergence between \( \mathcal{P}(q, S) \) and \( \mathcal{P}(f, S) \) that satisfies

\[
\text{D}_{KL}(\mathcal{P}(f, S) || \mathcal{P}(u, S)) \leq \min_{w \in D} \text{D}_{KL}(\mathcal{P}(f, S) || \mathcal{P}(w, S)) + \epsilon \leq r_k + \epsilon.
\]

Using the triangle inequality, we have

\[
d_{TV}(\mathcal{P}(f, K), \mathcal{P}(u, K)) \leq d_{TV}(\mathcal{P}(f, K), \mathcal{P}(v, K)) + d_{TV}(\mathcal{P}(v, K), \mathcal{P}(u, K)).
\]
Using Lemma 4.5 we obtain that $d_{TV}(\mathcal{P}(v, K), \mathcal{P}(u, K)) \leq Ud_{TV}(\mathcal{P}(v, S), \mathcal{P}(u, S))$ where $U = 4e^{15B}(2Cd)^{k}/S$. Using again the triangle inequality we obtain that

$$d_{TV}(\mathcal{P}(v, K), \mathcal{P}(u, K)) \leq U(d_{TV}(\mathcal{P}(v, S), \mathcal{P}(f, S)) + d_{TV}(\mathcal{P}(f, S), \mathcal{P}(u, S)))$$

Overall, we have proved the following important inequality that shows that we can extend the conditional information to whole set $K$ without increasing the error by a lot. In other words, the polynomial with parameters $u$ that we found by (approximately) minimizing the Kullback-Leibler divergence to the conditional distribution is a good approximation on the whole convex set $K$.

$$d_{TV}(\mathcal{P}(f, K), \mathcal{P}(u, K)) \leq d_{TV}(\mathcal{P}(v, K), \mathcal{P}(f, K)) + U(d_{TV}(\mathcal{P}(v, S), \mathcal{P}(f, S)) + d_{TV}(\mathcal{P}(f, S), \mathcal{P}(u, S)))$$

where we set $\bar{e} = 2^{-\Omega(d^2M/\alpha^2 + B)}(1/\epsilon)^{-\Omega(\log(d/\alpha))}$ is the optimality gap of the vector $u$. For the last inequality we use Pinsker’s inequality to get that $d_{KL}(\mathcal{P}(v, S), \mathcal{P}(f, S)) \leq \sqrt{\Delta_{KL}(\mathcal{P}(v, S)/\mathcal{P}(f, S))} \leq \sqrt{T_k}$ since the guarantee of Lemma 4.3 holds for every subset $R \subseteq K$. Using again Pinsker’s inequality to upper bound the other two total variation distances we obtain the final inequality. Substituting the values of $U, L$ we obtain that

$$(U + 1)(2\sqrt{T_k}) = O\left(e^{15B}(2Cd)^{k} \frac{(15Md)^{k/2 + 1/2}}{k^{k/2}}\right)$$

$$= O\left(\exp\left(15B + \log\left(\sqrt{\frac{Md}{\alpha^2}}\right) + k \log\left(C' \sqrt{\frac{d^3M}{\alpha}}\right) - k \log \sqrt{k}\right)\right),$$

where $C'$ is an absolute constant. Therefore, for $k = O(d^3M/\alpha^2 + B) + 2\log(1/\epsilon)$ it holds that $U(2\sqrt{T_k}) \leq \epsilon/2$. Moreover, we observe that $U \sqrt{\bar{e}} \leq \epsilon/2$ and therefore for this value of $k$ we have $d_{TV}(\mathcal{P}(f, K), \mathcal{P}(u, K)) \leq \epsilon/2 + \epsilon/2 \leq \epsilon$. 

**C.4 Proof of Theorem 4.7**

We start with two lemmas that we are going to use in our proof of Theorem 4.7.

**Lemma C.1** (Theorem 46 of [BBGK18]). Let $p$ be a polynomial with real coefficients on $d$ variables with some degree $k$ such that $p \in \mathcal{L}_\infty([0,1]^d, B)$. Then, the magnitude of any coefficient of $p$ is at most $B(2k)^{3k}$ and the sum of magnitudes of all coefficients of $p$ is at most $B \min((2(d + k))^{3k}, 2^{O(dk)})$.

We note that in [BBGK18] the $(2(d + k))^{3k}$ upper bound is given, the other follows easily from the single dimensional bound $2^{O(k)}$.

**Lemma C.2** ([Ren92a, Ren92b]). Let $p_i: \mathbb{R}^d \rightarrow \mathbb{R}, i \in [m]$ be $m$ polynomials over the reals each of degree at most $k$. Let $K = \{x \in \mathbb{R}^d: p_i(x) \geq 0, \text{ for all } i \in [m]\}$. If the coefficients of the $p_i$’s are rational numbers with bit complexity at most $L$, there is an algorithm that runs in time $\text{poly}(L, (mk)^d)$ and decides if $K$ is empty or not. Furthermore, if $K$ is non-empty, the algorithm runs in time $\text{poly}(L, (mk)^d, \log(1/\delta))$ and outputs a point in $K$ up to an $L_2$ error $\delta$. 
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C.4.1 Objective Function of MLE

Now we define our objective, which is the Kullback-Leibler divergence between \( f \) and the candidate distribution, or equivalently the maximum-likelihood objective.

\[
L(v) = D_{KL}(P(f,S)\|P(v,S)) \tag{C.5}
\]
\[
= \int P(f,S;x) \log P(f,S;x) dx - \int P(f,S;x) v^T m_k(x) dx + \log \int_s e^{v^T m_k(x)} dx
\]

The gradient of \( L(v) \) with respect to \( v \) is

\[
\nabla_v L(v) = -\int P(f,S;x)m_k(x) dx + \frac{\int_s m_k(x)e^{v^T m_k(x)} dx}{\int_s e^{v^T m_k(x)} dx}
\]

\[
= \mathbb{E}_{x \sim P(v,S)}[m_k(x)] - \mathbb{E}_{x \sim P(f,S)}[m_k(x)] \tag{C.6}
\]

The Hessian of \( L(a) \) with respect to \( v \) is

\[
\nabla_v^2 L(v) = \int \frac{s m_k(x)m_k^T(x)e^{v^T m_k(x)} dx}{\int_s e^{v^T m_k(x)} dx} - \frac{\int_s m_k(x)m_k^T(x)e^{v^T m_k(x)} dx}{\left(\int_s e^{v^T m_k(x)} dx\right)^2}
\]

\[
= \mathbb{E}_{x \sim P(v,S)}[m_k(x)m_k^T(x)] - \mathbb{E}_{x \sim P(v,S)}[m_k(x)] \mathbb{E}_{x \sim P(v,S)}[m_k^T(x)]. \tag{C.7}
\]

We observe that the Hessian is positive semi-definite since it is the covariance of the vector \( m_k(x) \). Therefore, we verify that \( L(v) \) is convex as a function of \( v \).

C.4.2 Convergence of PSGD

Now, we prove that using Algorithm 1 we can efficiently estimate the parameters of a polynomial whose density well approximates the unknown density \( P(f, [0,1]^d) \) in the whole unit cube.

We want to optimize the function \( L(v) \) of Equation (C.5) constrained in the convex set

\[
D = \left\{ v \in \mathbb{R}^m : \left\| 1_k v^T m_k(x) \right\|_\infty \leq C \right\}.
\]

To be able to perform SGD we need to have unbiased estimates of the gradients. In particular, from the expression of the gradient (see Equation (C.6)) we have that in order to have unbiased estimates we need to generate a sample from the distribution \( P(v,S) \). We first observe that the initialization \( v(0) \in D \). Using rejection sampling we can generate with probability at least \( 1 - \delta \) a sample uniformly distributed on \( S \) after \( \log(1/\delta)/\alpha \) draws from the uniform distribution on \( K \). Using the samples distributed uniformly over \( S \) we can use again rejection sampling to create a sample from \( P(v,S) \) using as base density the uniform over \( S \). Since \( e^{v^T m_k(x)} \leq e^C \), the acceptance probability is \( e^{-C} \). We need to generate \( e^C \log(1/\delta) \) samples from the uniform on \( S \) in order to generate one sample from \( P(v,S) \). Overall, the total samples from the uniform on \( K \) in order to generate a sample from \( P(v,S) \) with probability \( 1 - \delta \) is \( O(e^{C} \log(1/\delta)) \). To generate an unbiased estimate of the gradient we can simply draw samples \( x_t \sim P(v,S), y_t \sim P(f,S) \) and then take their difference, i.e. \( g^{(t)} = m_k(x^{(t)}) - m_k(y^{(t)}) \). We have \( \|g^{(t)}\|_2^2 \leq 2^{(d+k)} \) for any \( x \in K \). Moreover, we need a bound on the \( L_2 \) diameter of \( D \). From Lemma C.1 we have that since
$v^T m_k(x) \in L_\infty(K, C)$ we get that $\|v\|_2 \leq \|v\|_1 \leq C(2(d+k))^k$. Now, we have all the ingredients to use Lemma 4.8, and obtain that after

$$T = \frac{C^2 2^{O(dk)} \cdot (d+k)}{\epsilon^2} = \frac{C^2 2^{O(dk)}}{\epsilon^2}$$

rounds, we have a vector $v^{(T)}$ with optimality gap $\epsilon$.

We next describe an efficient way to project to the convex set $D$. The projection to $D$ is defined as $\arg\min_{u \in D} \|u - v\|_2$. We can use the Ellipsoid algorithm (see for example [MG93]) to optimize the above convex objective as long as we can implement a separation oracle for the set $D$. The set $D$ has an infinite number of linear constraints (one constraint for each $x \in K$ but we can still use Renegar’s algorithm to find a violated constraint for a point $v \notin D$. Specifically, given a guess $v$ we set up the following system of polynomial inequalities,

$$v^T m_k(x) \geq C$$
$$0 \leq x_i \leq 1 \text{ for all } i \in [d],$$

where $x$ is the variable. Using Lemma C.2 we can decide if the above system is infeasible or find $x$ that satisfies $v^T m_k(x) \geq C$ in time $\text{poly}(((d+1)k)^d)$, where we suppress the dependence on the accuracy and bit complexity parameters.\(^2\) If Renegar’s algorithm returns such an $x$ we have a violated constraint of $D$. Since $D$ bounds the absolute value of $v^T m_k(x)$ we need to run Renegar’s algorithm also for the system \{ $x : v^T m_k(x) \leq -C, x \in K$\}. The overall runtime of our separation oracle is $\text{poly}(((d+1)k)^d)$ and thus the runtime of Ellipsoid to implement the projection step is also of the same order. Combining the runtime for sampling, the projection, and the total number of rounds we obtain that the total runtime of our algorithm is $2^{O(dk+C)} / (\alpha \epsilon^2)$. \(\square\)

Algorithm 1 Projected Stochastic Gradient Descent given access to samples from $\mathcal{P}(f, S)$.

1: \textbf{procedure} SGD($T, \eta, C$) \quad $\triangleright$ $T$: number of steps, $\eta$: step size, $C$: projection parameter.
2: \textbf{let} $v^{(0)} \leftarrow 0$
3: \textbf{let} $D = \{ v : \max_{x \in K} |v^T m_k(x)| \leq C \}$
4: \textbf{for} $t = 1, \ldots, T$ \textbf{do}
5: \quad \textbf{draw sample} $x^{(t)} \sim \mathcal{P}(v^{(t-1)}, S)$ and $y^{(t)} \sim \mathcal{P}(f, S)$
6: \quad $g^{(t)} \leftarrow m_k(x^{(t)}) - m_k(y^{(t)})$
7: \quad $v^{(t)} \leftarrow \text{proj}_D(v^{(t-1)} - \eta g^{(t)})$
8: \textbf{return}

\(^2\)Since the dependence of Renegar’s algorithm is polynomial in the bit size of the coefficients and the accuracy of the solution it is straightforward to do the analysis of our algorithm assuming finite precision rational numbers instead of reals.