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Abstract. A graph $G$ is locally $X$ if the graphs induced on the neighbours of every vertex of $G$ are isomorphic to the graph $X$. We prove that the infinite family of incidence graphs of the $r$-rank incidence geometries, $\Gamma(KG(n,k),r)$, constructed using the Kneser graphs $KG(n,k)$, are locally $X$ with $X$ being the incidence graphs of the rank $r-1$ residues of $\Gamma(KG(n,k),r)$.
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1. Introduction

For a given graph $X$, a graph $G$ is locally $X$ if the graphs induced on the neighbours of every vertex of $G$ are isomorphic to $X$. In the literature, $G$ can also be referred to as an extension of $X$ or a locally homogeneous graph.

A. Zykov [38, 39] posed the problem of characterizing the graphs, $X$, for which there are locally $X$ graphs. Finding any general solution for this problem is difficult, if at all possible.

Apart from the inherent interest of this problem for graph theorists, another motivation for the study of locally homogeneous graphs is observed in [20]:

"The theorems may find application in the characterization of the Johnson scheme among the primitive association schemes and distance regular graphs. It can also be used to characterize alternating and symmetric groups (of sufficiently large degree) by centralizers of various of their elements (the initial motivation for the theorem)."

The progress thus far has followed three general lines of enquiry; the undecidability of the problem; the construction of locally $X$ graphs for some selected graphs, $X$; and sufficient conditions for a graph $X$ to have an extension.

It has been shown that many extension problems are undecidable [11, 12]. Among them, it is algorithmically undecidable to determine whether a given graph $L$ has a finite or infinite extension, and to determine whether a given graph $L$ has an infinite extension. However, it is still unknown whether the problem of determining when a given graph $L$ has a finite extension is decidable or undecidable. A survey paper [22] dealing with the progress in solving these problems was published in 1976.

In [19], a complete list of all graphs $X$ of order up to six having an extension is given; in some cases all such extensions are characterized. Constructions of locally $X$ graphs, for instance, cycles [16, 15], unions of paths [30], trees [2], polyhedra [13, 3, 14], the Petersen graph [18], other Kneser graphs [20, 28], dense graphs [10, 29] and others have been investigated in [5, 6, 4, 37, 9, 17, 21, 23]. A rich compilation of locally $X$ graphs can also be found in [36].

Some structural characteristics for a graph $X$ to have an extension have been given in [1, 5, 6, 22, 35]. For example, in [35] it is proved that if $X$ is a regular
graph of degree greater than one and girth at least six then $X$ has an extension. In [34], its proven that if there exists a finite locally $X$ graph $G$, where $X$ is a disconnected finite graph, then for an arbitrary finite group $\Gamma$ there are infinitely many connected locally $X$ graphs such that the automorphism group $Aut(G) \cong \Gamma$.

Finally, we may mention the problem of local homogeneity of graphs is related to algebraic topology and to group theory [33, 31, 32].

The paper is organized as follows. In Section 2 we present some structural properties of Kneser graphs which will be used in the construction of the incidence geometries we study and we present the necessary background on incidence geometries. In Section 3 we compute the neighbourhood geometry of a Kneser graph, which is used in Section 4 to construct a new infinite family of locally $X$ graphs.

2. BACKGROUND

2.1. Graph theory. A Kneser graph $\text{KG}(n, k)$ is a graph whose vertex set is the set of all $k$-subsets of $\{1, \ldots, n\}$ and any pair of disjoint subsets is joined by an edge. Complete graphs are very familiar objects, for instance $K_n$ are Kneser graphs $\text{KG}(n, 1)$ and the Petersen graph is a $\text{KG}(5, 2)$. Its very simple to see that Kneser graphs are locally Kneser graphs, furthermore Jonathan Hall proved in [18] that there are exactly three pairwise non-isomorphic locally Petersen graphs, only one of them being a Kneser graph, namely $\text{KG}(7, 2)$.

The following lemmas will cover some structural characteristics of Kneser graphs which, in turn, will be used in the later sections for determining structural characteristics of our constructions.

Lemma 2.1. The smallest odd cycle of a Kneser graph, $\text{KG}(n, k)$, with $n > 2k + 1$ has length $2\lceil\frac{k}{n-2k}\rceil + 1$.

Proof. We may assume that $n < 3k$, as $\text{KG}(n, k)$ with $n \geq 3k$ has triangles, and the statement holds. Let $n = 2k + r$ for some $r < k$ and $A_1, \ldots, A_{2l+1}$ be the vertices of the smallest odd cycle, as subsets of $[n]$.

By construction, we have $A_1 \cap A_2 = \emptyset$ and $A_2 \cap A_3 = \emptyset$ thus $A_1 \cup A_3 \subset A_2'$ and they have non empty intersection as, $|A_2'| = n - k = k + r < 2k$, thus $|A_1 \cap A_3| \geq k - r$ and $A_1$ and $A_3$ cannot be adjacent. Similarly, we can argue that $|A_3 \cap A_5| \geq k - r$ thus $|A_1 \cap A_5| \geq k - 2r$. We may continue this process to conclude that $|A_1 \cap A_{2l+1}| \geq k - lr$.

Hence $A_1 \cap A_{2l+1} = \emptyset$ if and only if $k - lr \leq 0$. This happens precisely when $\lceil\frac{k}{n-2k}\rceil \leq l$ and the result follows. \hfill $\square$

Lemma 2.2. Between any two vertices of a Kneser graph, $A, B$, such that $|A \cap B| = c$ there is an even path of length $2\lceil\frac{k}{n-2k}\rceil$ and an odd path of length $2\lceil\frac{k}{n-2k}\rceil + 1$.

Proof. Let $A$ and $B$ be two vertices of $\text{KG}(n, k)$, $C = A \cap B$, $|C| = c$, $D = (A \cup B)^c$, and $|D| = n - 2k + c$. Let $X_1, \ldots, X_l$ and $Y_1, \ldots, Y_l$ with $l = \lceil\frac{k}{n-2k}\rceil$ be partitions of $A \setminus B$ and $B \setminus A$, respectively, in sets of size $n - 2k$, perhaps except the last one.

Let $A_1 = (\cup_{j=1}^i X_j) \cup (\cup_{j=i+1}^l Y_j) \cup D'$ for some $D' \subset D$ of cardinality $c$ and $A_{2l} = (\cup_{j=1}^i Y_j) \cup (\cup_{j=i+1}^l X_j) \cup C$ for $0 \leq i \leq l$. Clearly $A_j \cap A_{j+1} = \emptyset$, $A = A_0$, $B = A_{2l}$, thus $A, A_1, \ldots, A_{2l-1}, B$ is a path of even length $2\lceil\frac{k}{n-2k}\rceil$.

1Lovász introduced the term Kneser graph in [27] after a problem posed by Kneser in [24].
For the odd path, take $D' \subset D$ of cardinality $c$ and let $A' = B \setminus A \cup D'$. Then $A$ and $A'$ are adjacent, and we may construct an even path of size $2[\frac{n}{2c}]$ between $A'$ and $B$ as before, given that $|A' \cap B| = k - c$, and the result follows. \qed

2.2. Incidence geometry. An incidence system $[7]$, $\Gamma := (X, *, t, I)$ is a 4-tuple such that

- $X$ is a set whose elements are called the elements of $\Gamma$;
- $I$ is a set whose elements are called the types of $\Gamma$;
- $t : X \to I$ is a type function, associating to each element $x \in X$ of $\Gamma$ a type $t(x) \in I$;
- $*$ is a binary relation on $X$ called incidence, that is reflexive, symmetric and such that for all $x, y \in X$, if $x * y$ and $t(x) = t(y)$ then $x = y$.

The incidence graph of $\Gamma$ is the graph whose vertex set is $X$ and where two vertices are joined provided the corresponding elements of $\Gamma$ are incident.

A flag is a set of pairwise incident elements of $\Gamma$, i.e. a clique of its incidence graph. The type of a flag $F$ is $\{t(x) : x \in F\}$. A chamber is a flag of type $I$. An element $x$ is incident to a flag $F$ and we write $x * F$ for that, when $x$ is incident to all elements of $F$. An incidence system $\Gamma$ is a geometry or incidence geometry if every flag of $\Gamma$ is contained in a chamber (or in other words, every maximal clique of the incidence graph is a chamber). The rank of $\Gamma$ is the number of types of $\Gamma$, namely the cardinality of $I$.

Observe that the incidence graph of an incidence system of rank $n$ is an $n$-partite graph. This will play a key role in the construction of an infinite family of locally $X$ graphs.

Let $\Gamma := (X, *, t, I)$ be an incidence system. Given $J \subseteq I$, the $J$-truncation of $\Gamma$ is the incidence system $\Gamma'_J := (t^{-1}(J), *, |t^{-1}(J)|, t^{-1}(J), t|_J)$. In other words, it is the subgeometry constructed from $\Gamma$ by taking only elements of type $J$ and restricting the type function and incidence relation to these elements.

Let $\Gamma := (X, *, t, I)$ be an incidence system. Given a flag $F$ of $\Gamma$, the residue of $F$ in $\Gamma$ is the incidence system $\Gamma_F := (X_F, *, t_F, I_F)$ where

- $X_F := \{x \in X : x * F, x \not\in F\}$;
- $I_F := I \setminus t(F)$;
- $t_F$ and $*_{F}$ are the restrictions of $t$ and $*$ to $X_F$ and $I_F$.

An incidence system $\Gamma$ is residually connected when each residue of rank at least two of $\Gamma$ has a connected incidence graph. It is called firm (resp. thick) when every residue of rank one of $\Gamma$ contains at least two (resp. three) elements.

Let $\Gamma := (X, *, t, I)$ be an incidence system. An automorphism of $\Gamma$ is a mapping $\alpha : (X, t) \to (X, t) : (x, t(x)) \to (\alpha(x), t(\alpha(x)))$ where

- $\alpha$ is a bijection on $X$ inducing a bijection on $I$;
- for each $x, y \in X$, $x * y$ if and only if $\alpha(x) * \alpha(y)$;
- for each $x, y \in X$, $t(x) = t(y)$ if and only if $t(\alpha(x)) = t(\alpha(y))$.

An automorphism $\alpha$ of $\Gamma$ is called type preserving when for each $x \in X$, $t(\alpha(x)) = t(x)$. The set of all automorphisms of $\Gamma$ together with the composition forms a group that is called the automorphism group of $\Gamma$ and denoted by $Aut(\Gamma)$. The set of all type-preserving automorphisms of $\Gamma$ is a subgroup of $Aut(\Gamma)$ that we denote by $Aut_J(\Gamma)$. An incidence system $\Gamma$ is flag-transitive if $Aut_J(\Gamma)$ is transitive on all flags of a given type $J$ for each type $J \subseteq I$. 

A rank two geometry with points and lines is called a *generalised digon* if every point is incident to every line and, it is called a *partial linear space* if there is at most one line through any pair of points. An incidence geometry is said to satisfy the *intersection property of rank 2*, denoted by $(\text{IP})_2$, when all its rank two residues are either partial linear spaces or generalised digons.

Let $\Gamma$ be a firm, residually connected and flag-transitive geometry. The Buekenhout diagram of $\Gamma$ is a graph whose vertices are the elements of $\mathcal{I}$ and with an edge $\{i, j\}$ with label $d_{ij} - g_{ij} - d_{ji}$ whenever every residue of type $\{i, j\}$ is not a generalised digon. The number $g_{ij}$ is called the *gonality* and is equal to half the girth of the incidence graph of a residue of type $\{i, j\}$. The number $d_{ij}$ is called the $i$-diameter of a residue of type $\{i, j\}$ and is the longest distance from an element of type $i$ to any element in the incidence graph of the residue. Moreover, to every vertex $i$ is associated a number $s_i$, called the $i$-order, which is equal to the size of a residue of type $i$ minus one, and a number $n_i$ which is the number of elements of type $i$ of the geometry.

The Petersen graph, for instance, can be seen as a geometry of rank two whose elements are the vertices and edges of the graph. Its Buekenhout diagram is the following.

![Petersen graph and Desargues' configuration](image)

**Figure 1.** Petersen graph $KG(5, 2)$ and Desargues’ configuration $\tilde{K}G(5, 2)$

Let $G$ be a graph. Denote its set of vertices (resp. edges) by $G_0$ (resp. $G_1$). For distinct $p, q \in G_0$, we say that $p$ and $q$ are *adjacent* – and we write $p \sim q$ – whenever $\{p, q\} \in G_1$. As in [26], to the graph $G$, we associate a new rank 2 geometry $\tilde{G}$, called the *neighborhood geometry* of $G$, whose elements are, roughly speaking, the vertices and the neighborhoods of vertices of $G$. More precisely, we define $\tilde{G}$ to be the geometry $(G_0 \times \{0\} \cup G_0 \times \{1\}, \tilde{\ast}, \tilde{\ast}, \{0, 1\})$ with

- $\tilde{\ast}(G_0 \times \{i\}) = i$, for $i = 0, 1$;
- $(p, 0)\tilde{\ast}(q, 1)$ iff $p \sim q$, for $p, q \in G_0$.

As pointed out in [26, Table 1], the neighborhood geometry of the Petersen graph is Desargues’ configuration. Figure 1 gives the Petersen graph and Desar-
gues’ configuration. The Buekenhout diagram of Desargues’ configuration is the following.

![Buekenhout Diagram](image)

3. The Neighborhood Geometry of a Kneser Graph

In this section, we compute the neighborhood geometry of a given Kneser graph. These geometries will then be used in the next section to construct locally X graphs as incidence graphs of some particular incidence geometries. The incidence graphs of these geometries are sometimes called the bipartite Kneser graphs.

Lemma 3.1. The 0–diameter and 1–diameter of \( \tilde{K}(n, k) \) is \( 2\lceil\frac{k}{n-2k}\rceil + 1 \).

Proof. As the construction of \( \tilde{KG}(n, k) \) is symmetric in the set of types, the 0–diameter and the 1–diameter are the same.

By Lemma 2.2 the distance between any two vertices of \( \tilde{KG}(n, k) \) is at most \( 2\lfloor\frac{k}{n-2k}\rfloor + 1 \), for some \( 0 \leq c \leq k \). This achieves a maximum of \( 2\lceil\frac{k}{n-2k}\rceil + 1 \) when \( c = k \), that is, when we are tracing a path from the two copies of the same vertex in \( KG(n, k) \).

We now argue that this bound can’t be improved, as such improvement would contradict Lemma 2.1.

Lemma 3.2. The gonality of \( \tilde{KG}(n, k) \) is 3 when \( n = 2k+1 \) and 2 when \( n \geq 2k+2 \).

Proof. If \( n = 2k+1 \), the following is a circuit of length 6 in the incidence graph of \( KG(n, k) \): \( (\{1, \ldots, k\}, 0) \ast (\{k+1, \ldots, 2k\}, 1) \ast (\{1, \ldots, k-1, 2k+1\}, 0) \ast (\{k, \ldots, 2k-1\}, 1) \ast (\{1, \ldots, k-1, 2k\}, 1) \ast (\{k+1, \ldots, 2k-1, 2k+1\}, 1) \ast (\{1, \ldots, k\}, 0) \).

If \( n > 2k+1 \), the following is a circuit of length 4 in the incidence graph of \( KG(n, k) \): \( (\{1, \ldots, k\}, 0) \ast (\{k+1, \ldots, 2k\}, 1) \ast (\{1, \ldots, k-1, 2k+1\}, 0) \ast (\{k+1, \ldots, 2k-1, 2k+2\}, 1) \ast (\{1, \ldots, k\}, 0) \).

Lemma 3.3. \( \tilde{KG}(n, k) \) is a connected graph.

Proof. This follows from the fact that \( KG(n, k) \) has cycles of odd length as proven in Lemma 2.1.

4. A New Family of Locally X Graphs

Take a Kneser graph \( KG(n, k) \). Its neighborhood geometry \( \tilde{KG}(n, k) \) can be used to construct infinitely many locally X graphs using incidence geometry.

Construction 4.1. For any positive integer \( r \geq 2 \) and a given Kneser graph \( KG(n, k) \), define a rank \( r \) incidence system \( \Gamma(KG(n, k), r) := (X, *, t, I) \) as follows. Let \( \Omega := \{1, \ldots, n + k(r-2)\} \). Let \( I := \{1, \ldots, r\} \). Take \( r \) copies \( X_1, \ldots, X_r \) of all the subsets of size \( k \) of \( \Omega \), and let \( X = X_1 \cup \ldots \cup X_r \). For any \( x \in X_i \), define \( t(x) = i \). For any elements \( x_i \in X_i \) and \( x_j \in X_j \), we say that \( x_i * x_j \) if and only if \( i \neq j \) and \( x_i \) and \( x_j \) are disjoint as subsets of \( \Omega \).
Observe that the case $r = 2$ in Construction 4.1 gives the neighbourhood geometry $KG(n, k)$ of the Kneser graph $KG(n, k)$ that was defined in the previous section.

**Lemma 4.2.** $\Gamma(KG(n, k), r)$ is an incidence geometry.

*Proof.* As $|\Omega| = n + k(r - 2)$ and $n \geq 2k + 1$, it is always possible to find $r$ pairwise disjoint subsets of size $k$ in $\Omega$. Hence every maximal flag of $\Gamma$ must be a chamber and $\Gamma$ is an incidence geometry. □

**Lemma 4.3.** The symmetric group $S_\Omega \cong S_{n+k(r-2)}$ acts transitively on the chambers of $\Gamma(KG(n, k), r)$ (or in other words, $\Gamma(KG(n, k), r)$ is flag-transitive).

*Proof.* This is due to the fact that $S_\Omega$ is $(n+k(r-2))$–transitive on $\Omega$. □

**Lemma 4.4.** $\Gamma(KG(n, k), r)$ is residually connected.

*Proof.* We prove this by induction on $r$. The case $r = 2$ is dealt with in Lemma 3.3. Suppose that $\Gamma(KG(n, k), r)$ is residually connected. In order to prove that $\Gamma(KG(n, k), r+1)$ is residually connected, we only need to show that the incidence graph of $\Gamma(KG(n, k), r+1)$ is connected, as all residues of $\Gamma(KG(n, k), r+1)$ of rank $< r+1$ are connected by the induction hypothesis and the fact that $\Gamma(KG(n, k), r+1)$ is flag-transitive as shown in Lemma 4.3. Take $x_i$ an element of type $i$ and $x_j$ an element of type $j \neq i$. The $\{i, j\}$–truncation of $\Gamma(KG(n, k), r)$ is the neighborhood geometry $KG(n \ast k(r-2), k)$ of a Kneser graph $KG(n \ast k(r-2), k)$. By Lemma 3.3, $KG(n \ast k(r-2), k)$ is connected. Hence, every rank two truncation of $\Gamma(KG(n, k), r)$ is connected and therefore $\Gamma(KG(n, k), r)$ is connected. □

**Lemma 4.5.** For any $i = 1, \ldots, r$, the $i$–order of $\Gamma(KG(n, k), r)$ is equal to $(n-k) - 1$.

*Proof.* A flag $F$ of rank $r-1$ consists of $r-1$ pairwise disjoint subsets of size $k$. Hence these subsets cover $k(r-1)$ points of $\Omega$. So there are $n + k(r-2) - k(r-1) = n - k$ points not covered by $F$ in $\Omega$. There are thus $(n-k)$ subsets of size $k$ that are disjoint with all subsets of $F$. □

The previous lemma immediately implies the following corollary.

**Corollary 4.6.** $\Gamma(KG(n, k), r)$ is thick.

**Lemma 4.7.** Every rank two residue of $\Gamma(KG(n, k), r)$ is isomorphic to $KG(n, k)$.

*Proof.* Every rank two residue is obtained from a flag $F$ that has $r-2$ elements. These $r-2$ elements cover $k(r-2)$ elements of $\Omega$ and therefore there are $n$ elements of $\Omega$ remaining. □

**Lemma 4.8.** $Aut_1(\Gamma(KG(n, k), r)) \cong S_\Omega$ and $Aut(\Gamma(KG(n, k), r)) \cong S_\Omega \times S_r$.

*Proof.* By Lemma 4.3, we know that $Aut_1(\Gamma(KG(n, k), r)) \geq S_\Omega$. Obviously, it cannot be strictly bigger. Construction 4.1 is symmetric in the set of types. Hence $Aut(\Gamma(KG(n, k), r)) \cong S_\Omega \times S_r$. □

We summarize in the following theorem all the properties we have proved on $\Gamma(KG(n, k), r)$. Note that the gonality and diameters of the rank two residues of the Buekenhout diagram were computed in Lemma 3.2 and Lemma 3.1.
Theorem 4.9. $\Gamma(KG(n, k), r)$ is a thick, residually connected and flag-transitive incidence geometry of rank $r$. Its automorphism groups $\text{Aut}_1(\Gamma) \cong S_{\Omega}$ and $\text{Aut}(\Gamma) \cong S_{\Omega} \times S_r$. The Buekenhout diagram of $\Gamma(KG(n, k), r)$ is a complete graph. The orders of the diagram are $\binom{n-k}{k-1}$, the number of elements of each type is $\binom{n+k(r-2)}{k}$, the edges are labelled as $d - g - d$ where $g = 3$ if $n = 2k + 1$ and 2 otherwise, and $d = 2\lceil \frac{k}{n-2k} \rceil + 1$.

Corollary 4.10. The incidence graph of $\Gamma(KG(n, k), r)$ is a locally $X$ graph.

Proof. Since $\Gamma(KG(n, k), r)$ is a flag-transitive geometry and since $\text{Aut}(\Gamma(KG(n, k), r)) \cong S_{\Omega} \times S_r$, all the incidence graphs of the residues of rank $r - 1$ are isomorphic. □

Corollary 4.11. There exists a locally Desargues graph whose automorphism group is isomorphic to $S_7$.

Proof. Such a graph can be obtained as the incidence graph of $\Gamma(KG(5, 2), 3)$. □

We highlight that $\Gamma(KG(5, 2), 3)$ was already given in [8, page 86]. Furthermore, geometries satisfying the intersection property of rank two, $(IP)_2$, attracted much attention in the nineties and noughties (see, for instance, [8, 25]). It turns out that some of the incidence geometries obtained by Construction 4.1 satisfy $(IP)_2$, as shown in the next corollary.

Corollary 4.12. $\Gamma(KG(n, k), r)$ is $(IP)_2$ if and only if $n = 2k + 1$.

Proof. For a rank two residue of $\Gamma(KG(n, k), r)$ to satisfy $(IP)_2$, we need it to be a generalised digon or its gonality to be at least 3. Generalised digons have gonality and diameters equal to two. Lemma 3.1 and Lemma 3.2 then finish the proof. □

Observe that when $n = 2k + 1$, the diameters and gonality written on the edges of the Buekenhout diagram are respectively $n$ and 3.

References

[1] Salah Al-Addasi. Some properties of locally homogeneous graphs. An. Ştiinţ. Univ. “Ovidius” Constanţa Ser. Mat., 18(2):15–21, 2010.

[2] Andreas Blass, Frank Harary, and Zevi Miller. Which trees are link graphs? J. Combin. Theory Ser. B, 29(3):277–292, 1980.

[3] Aart Blokhuis, Andries E. Brouwer, Dominique Buset, and Arjeh M. Cohen. The locally icosahedral graphs. In Finite geometries (Winnipeg, Man., 1984), volume 103 of Lecture Notes in Pure and Appl. Math., pages 19–22. Dekker, New York, 1985.

[4] Andries E. Brouwer, Jack H. Koolen, and Mikhail H. Klin. A root graph that is locally the line graph of the Petersen graph. Discrete Math., 264(1-3):13–24, 2003. The 2000 Com²MaC Conference on Association Schemes, Codes and Designs (Pohang).

[5] Morton Brown and Robert Connelly. On graphs with a constant link. In New directions in the theory of graphs (Proc. Third Ann Arbor Conf., Univ. Michigan, Ann Arbor, Mich., 1971), pages 19–51. Academic Press, New York, 1973.

[6] Morton Brown and Robert Connelly. On graphs with a constant link II. Discrete Math., 11:199–232, 1975.

[7] Francis Buekenhout and Arjeh M. Cohen. Diagram geometry, related to classical groups and buildings. In Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge., volume 57 of A Series of Modern Surveys in Mathematics. Results in Mathematics and Related Areas. 3rd Series. Springer, Heidelberg, 2013.

[8] Francis Buekenhout, Michel Dehon, and Dimitri Leemans. An atlas of residually weakly primitive geometries for small groups. In Mém. Cl. Sci., Coll. 8, volume XIV of 3, Acad. Roy. Belgique, 1999.
[9] Francis Buekenhout and Xavier Hubaut. Locally polar spaces and related rank 3 groups. *Journal of Algebra*, 45(2):391 – 434, 1977.

[10] Hork Mirko Jendro Stanislav Bugata, Peter. On graphs with given neighbourhoods. *asopis pro pstovn matematiky*, 114(2):146–154, 1989.

[11] Valeriy K. Bulitko. On the problem of the finiteness of a graph with given vertex neighbourhoods. In *General systems theory (Russian)*, pages 76–83. Akad. Nauk Ukrain. SSR Inst. Kibernet., Kiev, 1972.

[12] Valeriy K. Bulitko. Graphs with prescribed environments of the vertices. *Trudy Mat. Inst. Steklov.*, 133:78–94, 274, 1973. Mathematical logic, theory of algorithms and theory of sets (dedicated to P. S. Novikov on the occasion of his seventieth birthday).

[13] Dominique Buset. Graphs which are locally a cube. *Discrete Mathematics*, 46(3):221 – 226, 1983.

[14] Dominique Buset. Locally polyhedral graphs. In *Finite geometries (Winnipeg, Man., 1984)*, volume 103 of *Lecture Notes in Pure and Appl. Math.*, pages 23–25. Dekker, New York, 1985.

[15] Dominique Buset. Locally $C_k^n$ graphs. *Bull. Belg. Math. Soc. Simon Stevin*, 2(5):481–485, 1995.

[16] Bruce L. Chilton, Ronald Gould, and Albert D. Polimeni. A note on graphs whose neighborhoods are $n$-cycles. *Geometriae Dedicata*, 3:289–294, 1974.

[17] Jean Doyen, Xavier Hubaut, and Mireille Reynaert. Finite graphs with isomorphic neighbourhood. *Problèmes Combinatoires et Théorie des Graphes, Colloque C.N.R.S, Orsay*, 1976.

[18] Jonathan I. Hall. Locally Petersen graphs. *Journal of Graph Theory*, 4(2):173–187, 1980.

[19] Jonathan I. Hall. Graphs with constant link and small degree or order. *J. Graph Theory*, 9(3):419–444, 1985.

[20] Jonathan I. Hall. A local characterization of the Johnson scheme. *Combinatorica*, 7(1):77–85, 1987.

[21] Jonathan I. Hall and Ernest E. Shult. Locally cotriangular graphs. *Geometriae Dedicata*, 18(2):113–159, 1985.

[22] Pavol Hell. Graphs with given neighborhoods. I. In *Problèmes combinatoires et théorie des graphes (Colloq. Internat. CNRS, Univ. Orsay, Orsay, 1976)*, pages 219–223. CNRS, Paris, 1978.

[23] Pavol Hell, Henri Levinson, and Mark Watkins. Some remarks on transitive realizations of graphs. *Proc. 2nd Car. Conf. Comb. and Comp.*, pages 115–122, 1977.

[24] Martin Kneser. Aufgabe 360. *Jahresber. DMV*, 58, 1956.

[25] Dimitri Leemans. Residually weakly primitive and locally two-transitive geometries for sporadic groups. In *Mém. Cl. Sci., Coll. 4*, volume XI of *Acad. Roy. Belgique, 2008*.

[26] Christiane Lefèvre-Percsy, Nicolas Percsy, and Dimitri Leemans. New geometries for finite groups and polytopes. *Bull. Belg. Math. Soc. Simon Stevin*, 7(4):583–610, 2000.

[27] László Lovász. Kneser’s conjecture, chromatic number, and homotopy. *Journal of Combinatorial Theory, Series A*, 25(3):319 – 375, 1985.

[28] Aeryung Moon. The graphs $G(n,k)$ of Johnson schemes are unique for $n \geq 20$. *J. Combin. Theory Ser. B*, 37:173–188, 1984.

[29] Roman Nedela. Locally homogeneous graphs with dense links at vertices. *Czechoslovak Math. J.*, 42(117)(3):515–517, 1992.

[30] Torrence D. Parsons and Tomáš Pisanski. Graphs which are locally paths. *Combinatorics and Graph Theory*, 25, 1989.

[31] Andrew Vince. Locally homogeneous graphs from groups. *J. Graph Theory*, 5(4):111–115, 1981.

[32] Walter Vogler. Graphs with given group and given constant link. *Journal of Graph Theory*, 8(1):111–115, 1984.

[33] Graham M. Weetman. A construction of locally homogeneous graphs. *J. London Math. Soc. (2)*, 50(1):68–86, 1994.

[34] Eric W Weisstein. Local graph. from mathworld–a wolfram web resource, 2018.

[35] Bohdan Zelinka. The least connected non-vertex-transitive graph with constant neighbourhoods. *Czechoslovak Math. J.*, 40(115)(4):619–624, 1990.
[38] Aleksandr Zykov. Problem 30. In M Fiedler, editor, *Theory of graphs and its applications*, pages 164–165. 1963.

[39] Aleksandr A. Zykov. Graph-theoretical results of Novsibirsk mathematicians. In *Theory of Graphs and its Applications (Proc. Sympos. Smolenice, 1963)*, pages 151–153. Publ. House Czechoslovak Acad. Sci., Prague, 1963.

Natalia Garcia-Colin, CONACYT-INFOTEC. Circuito Tecnopolo Sur No 112, Col. Fracc. Tecnopolo Pocitos C.P. 20313, Aguascalientes, Ags. Mexico.

E-mail address: natalia.garcia@infotec.mx

Dimitri Leemans, Université Libre de Bruxelles, Département de Mathématique, C.P.216 - Algèbre et Combinatoire, Boulevard du Triomphe, 1050 Brussels, Belgium

E-mail address: dileemans@ulb.ac.be