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Abstract. Without higher moment assumptions, this note establishes the decay of the Kolmogorov distance in a central limit theorem for Lévy processes. This theorem can be viewed as a continuous-time extension of the classical random walk result by Friedman, Katz and Koopmans [2].

1. Introduction

The classical central limit theorem (CLT), applied to a one-dimensional Lévy processes $X = (X_t)_{t \geq 0}$ with zero mean and finite variance, states that $P(X_t/\sqrt{t} \leq x) \to \Phi(x/\sigma)$ as $t \to \infty$ for all $x \in \mathbb{R}$, where $\sigma^2$ is the variance of $X_1$ and $\Phi$ is the distribution function of a standard normal random variable $Z$. Since the law $\Phi$ has a bounded density, this weak convergence is well-known to imply the convergence in the Kolmogorov distance $\sup_{x \in \mathbb{R}} |P(X_t/\sqrt{t} \leq x) - \Phi(x/\sigma)| \to 0$ as $t \to \infty$, see e.g. [3, 1.8.31–32, p. 43]. It is natural to inquire about the rate of this convergence without additional assumptions on the Lévy process. In this paper we answer this question, thus extending to the continuous-time setting the classical random walk result by Friedman, Katz and Koopmans [2].

Theorem 1.1. Let $X = (X_t)_{t \geq 0}$ be a Lévy process satisfying $\sigma := \mathbb{E}[X_1^2]^{1/2} \in (0, \infty)$, $\mathbb{E}X_1 = 0$ and $X_0 = 0$ a.s. If the Lévy measure $\nu$ of $X$ is nontrivial, choose $\kappa \geq 1$ such that $0 < \nu((-\kappa, \kappa)) \leq \infty$ and otherwise set $\kappa := 1$. Defining $\sigma^2_t := \sigma^2 - \int_{\mathbb{R}\setminus(-\kappa,\kappa)} x^2 \nu(dx)$ for $t > 0$, we have

\[ \int_1^\infty \sup_{x \in \mathbb{R}} \left| P(X_t/\sqrt{t} \leq x) - \Phi(x/\sigma_t) \right| \frac{dt}{t} < \infty. \]

Heuristically, (1) states that the Kolmogorov distance between the laws of $X_t/\sqrt{t}$ and $\sigma_t Z$ decays faster than $1/\log(t)$ as $t \to \infty$. The parameter $\kappa \geq 1$ is chosen to ensure $\sigma_t > 0$, with its precise value not being important for (1). We stress that $\sigma_t$ in (1) cannot, in general, be replaced by $\sigma$. The next result characterises (in terms of the Lévy measure $\nu$ of $X$) whether such a substitution is valid.

Theorem 1.2. With $X$ as in Theorem 1.1, the following are equivalent:

\[ \int_1^\infty \sup_{x \in \mathbb{R}} \left| P(X_t/\sqrt{t} \leq x) - \Phi(x/\sigma) \right| \frac{dt}{t} < \infty \]

and $\mathbb{E}[X_t^2 \max\{0, \log(X_t)\}] < \infty$.

Differently put, Theorem 1.2 states that the Kolmogorov distance between the laws of $X_t/\sqrt{t}$ and $\sigma Z$ satisfies the integrability condition in (2) if and only if the integral $\int_{\mathbb{R}\setminus(-1,1)} x^2 \log(x) \nu(dx)$ is finite. In particular, Theorem 1.2 characterises explicitly the Lévy processes for which (2) does not hold but (1) does. The main idea behind the proofs of Theorems 1.1 and 1.2 is to apply Berry-Esseen bounds to a Lévy process possessing all moments, obtained by removing from a path of $X$ the finitely many jumps with magnitude greater than $\kappa \sqrt{t}$ during the time interval $[0, t]$.
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2. Proofs

Let $(\Sigma^2, \nu, \beta)$ be the generating triplet of the Lévy process $X = (X_t)_{t \geq 0}$ corresponding to the cutoff function $x \mapsto 1_{\{|x| < 1\}}$, where $\Sigma^2 \geq 0$ is the variance of the Gaussian component of $X$ and $\beta$ is a parameter in $\mathbb{R}$ (see [4, Def. 8.2] for details). All generating triplets in this paper are with respect to the cutoff function $x \mapsto 1_{\{|x| < 1\}}$. We refer to monograph [4] for background on Lévy processes.

Proof of Theorem 1.1. For any $t \geq 1$, let $\tilde{Y}^{(t)} = (\tilde{Y}_s^{(t)})_{s \geq 0}$ be the compound Poisson process consisting of jumps of $X$ with magnitude at least $\kappa \sqrt{t}$ and define $Y^{(t)} = (Y_s^{(t)})_{s \geq 0}$ as $Y_s^{(t)} := X_s - \tilde{Y}_s^{(t)}$. Then, by [4, Thm 19.2], $Y^{(t)}$ is a Lévy process with generating triplet $(\Sigma^2, \nu|_{(-\kappa \sqrt{t}, \kappa \sqrt{t})}, \beta)$ whose jumps are thus of magnitude smaller than $\kappa \sqrt{t}$. Since the support of the Lévy measure of $Y^{(t)}$ is compact, by [4, Thm 25.3], $Y_t^{(t)}$ has moments of all orders. Thus we may define the real number $\mu_t := \mathbb{E}Y_t^{(t)}$.

Moreover, the constant $\kappa \geq 1$, chosen in the statement of Theorem 1.1, ensures

$$0 < \sigma_t^2 = \Sigma^2 + \int_{(-\kappa \sqrt{t}, \kappa \sqrt{t})} x^2 \nu(dx) = \text{Var}(Y_t^{(t)})/t < \infty \quad \text{for all } t \geq 1.$$  

The first equality in the last display follows from the identity $\sigma^2 = \Sigma^2 + \int_\mathbb{R} x^2 \nu(dx)$, which holds by [4, Example 25.12] applied to $X$. The same argument applied to the Lévy process $Y^{(t)}$ yields the second equality in the display.

Define the function

$$K(t) := \sup_{x \in \mathbb{R}} |\mathbb{P}(X_t/\sqrt{t} \leq x) - \Phi(x/\sigma_t)| \quad \text{for all } t > 0.$$  

Let $J_t$ denote the event on which $X$ only has jumps of magnitude smaller than $\kappa \sqrt{t}$ during the time interval $[0, t]$. Note that on the event $J_t$ we have $X_t = Y_t^{(t)}$, implying the inequality

$$|\mathbb{P}(X_t \leq x) - \mathbb{P}(Y_t^{(t)} \leq x)| \leq \mathbb{E}[1_{\{|X_t| < x\}} - 1_{\{|Y_t^{(t)}| < x\}}] \leq \mathbb{E}[1_{J_t}] = \mathbb{P}(J_t) \quad \text{for all } x \in \mathbb{R} \text{ and } t \geq 1.$$  

By adding and subtracting the probability $\mathbb{P}(Y_t^{(t)}/\sqrt{t} \leq x)$ in the definition of $K(t)$, for all $t \geq 1$ we obtain the inequality

$$K(t) \leq A(t) + \mathbb{P}(J_t), \quad \text{where } A(t) := \sup_{x \in \mathbb{R}} |\mathbb{P}(Y_t^{(t)}/\sqrt{t} \leq x) - \Phi(x/\sigma_t)|.$$  

The triangle inequality implies

$$A(t) = \sup_{x \in \mathbb{R}} |\mathbb{P}((Y_t^{(t)} - \mu_t)/\sqrt{t} \leq x) - \Phi((x + \mu_t/\sqrt{t})/\sigma_t)| \leq B(t) + C(t),$$  

where for any $t \geq 1$ we define

$$B(t) := \sup_{x \in \mathbb{R}} |\mathbb{P}((Y_t^{(t)} - \mu_t)/\sqrt{t} \leq x) - \Phi(x/\sigma_t)| \quad \& \quad C(t) := \sup_{x \in \mathbb{R}} |\Phi(x/\sigma_t) - \Phi((x + \mu_t/\sqrt{t})/\sigma_t)|.$$  

To complete the proof, it suffices to show that the following integrals are finite:

(a) $\int_1^\infty \mathbb{P}(J_t) \frac{dt}{t} < \infty,$ \quad (b) $\int_1^\infty B(t) \frac{dt}{t} < \infty,$ \quad (c) $\int_1^\infty C(t) \frac{dt}{t} < \infty.$

The integrals in (a)–(c) exist since the integrands are non-negative. It remains to prove they are finite. Fubini’s theorem yields

$$I := \int_\mathbb{R} x^2 \nu(dx) = \int_0^\infty 2x \mathbb{P}(x)dx = \int_0^\infty \mathbb{P}(\sqrt{x})dx < \infty,$$

where $\nu$ is the Lévy measure of $X$ and $\mathbb{P}(x) := \nu(\mathbb{R} \setminus (-x, x))$, $x > 0$. 

(a) Since $\tilde{Y}^{(t)} = X - Y^{(t)}$ is a compound Poisson process with intensity $\nu(\kappa \sqrt{t})$, the first jump of $\tilde{Y}^{(t)}$ is exponentially distributed with mean $1/\nu(\kappa \sqrt{t})$. As the event $J_t$ can be defined by the first jump of $\tilde{Y}^{(t)}$ being greater than $t$, it has probability $P(J_t) = e^{-\nu(\kappa \sqrt{t})}$. Thus, we have

$$P(J_t) = 1 - e^{-\nu(\kappa \sqrt{t})} \leq t \nu(\kappa \sqrt{t}), \quad \text{for } t > 0,$$

implying the bound $\int_1^{\infty} t^{-1} P(J_t) dt \leq \int_1^{\infty} \nu(\kappa \sqrt{t}) dt \leq 1/\kappa^2$.

(b) For any $t \geq 1$, $Y^{(t)}_t$ is nontrivial and infinitely divisible with a finite third moment. More precisely, $Y^{(t)}_t = \sum_{k=1}^{n} Z_k$, where the variables $Z_k := Y^{(t)}_{tk/n} - Y^{(t)}_{(tk-1)/n} = \frac{\nu}{t}$ are independent. The Berry-Esseen inequality for independent random variables yields a constant $c > 0$ such that

$$B(t) = \sup_{y \in \mathbb{R}} \left| P\left( \frac{\sum_{k=1}^{n} Z_k - E \sum_{k=1}^{n} Z_k}{\text{Var} \left( \sum_{k=1}^{n} Z_k \right)^{1/2}} \leq y \right) - \Phi(y) \right| \leq cnE\left[ Y^{(t)}_{t/n} - EY^{(t)}_{t/n} \right]^3 / (n \text{Var}(Y^{(t)}_{t/n}))^{3/2} \leq 4cnE(\nu(\nu Y^{(t)}_{t/n}^3) + E(Y^{(t)}_{t/n})^3)/(n \text{Var}(Y^{(t)}_{t/n})^{3/2} \quad \text{for all } n \in \mathbb{N}.$$

The second inequality in the display above follows from the inequality $|a + b|^{2p} \leq (|a|^p + |b|^p)/2$ for any $a, b \in \mathbb{R}$ and $p \geq 1$ (which holds by convexity), applied with $a = Y^{(t)}_{t/n}, b = -EY^{(t)}_{t/n}$ and $p = 3$.

Since, by [1, Thm. 1.1], the limit $\lim_{n \to \infty} nE\left[ Y^{(t)}_{t/n} \right]^3 = t \int_{(-\kappa \sqrt{t}, \kappa \sqrt{t})} |x|^3 \nu(dx)$ holds, the equalities $E[Y^{(t)}_{t/n}] = E[Y^{(t)}_{1}] t/n$ and $\text{Var}(Y^{(t)}_{t/n}) = \text{Var}(Y^{(t)}_{1}) t/n$ imply

$$B(t) \leq \lim_{n \to \infty} \frac{4cnE(\nu(Y^{(t)}_{t/n}^3) + E(Y^{(t)}_{t/n})^3)}{(n \text{Var}(Y^{(t)}_{t/n})^{3/2}} = \frac{4c}{(\text{Var}(Y^{(t)}_{1})^{3/2}} \int_{(-\kappa \sqrt{t}, \kappa \sqrt{t})} |x|^3 \nu(dx)$$

for any $t \geq 1$ (recall that $t \mapsto \sigma^2$, defined in Theorem 1.1, is non-decreasing). We thus obtain

$$\int_1^{\infty} B(t) \frac{dt}{t} \leq \frac{4c}{\sigma_1^2} \int_1^{\infty} t^{-3/2} \int_{(-\kappa \sqrt{t}, \kappa \sqrt{t})} |x|^3 \nu(dx) dt \leq \frac{12c}{\sigma_1^2} \int_1^{\infty} t^{-3/2} \int_0^{\kappa \sqrt{t}} x^2 \nu(x) dx dt,$$

where the second inequality follows from the identity $\int_{(-w, w)} |x|^3 \nu(dx) = -w^3 \nu(w) + 3 \int_0^w x^2 \nu(x) dx$ for all $w > 0$. The limit $0 \leq y^3 \nu(y) \leq \int_{\mathbb{R} \setminus (-y, y)} x^2 \nu(dx) \to 0$ as $y \to \infty$ implies $\int_0^{\kappa \sqrt{T}} x^2 \nu(x) dx / \sqrt{T} \to 0$ as $T \to \infty$. Thus, the bound in (5) and integration-by-parts imply that the integral in (b) is finite:

$$\int_1^{\infty} t^{-3/2} \int_0^{\kappa \sqrt{t}} x^2 \nu(x) dx dt = 2 \int_0^{\kappa \sqrt{T}} x^2 \nu(x) dx + \kappa \int_1^{\infty} \nu(\kappa \sqrt{y}) dy = 2 \int_0^{\kappa \sqrt{T}} x^2 \nu(x) dx + \kappa \int_1^{\infty} \nu(\kappa \sqrt{y}) dy \leq 2 \int_0^{\kappa \sqrt{T}} x^2 \nu(x) dx + \kappa I,$$

where the final inequality follows from (4).

(c) Since the distribution $\Phi$ is unimodal and symmetric, the mean-value theorem implies that $C(t)$ satisfies

$$C(t) = |\Phi(\mu_t/(2\sqrt{t} \sigma_1)) - \Phi(-\mu_t/(2\sqrt{t} \sigma_1))| = e^{-\nu(\kappa) t^2} |\mu_t| / (\sqrt{2\pi t \sigma_1}) \leq |\mu_t| / (\sigma_1 \sqrt{T}) \quad \text{for } t \geq 1$$

and some $c \in (-|\mu_t|/(2\sqrt{t} \sigma_1), |\mu_t|/(2\sqrt{t} \sigma_1))$ (recall that $t \mapsto \sigma^2_t$ is non-decreasing). Since $\sigma_1 > 0$, it suffices to prove that $\int_1^{\infty} |\mu_t| t^{-3/2} dt < \infty$. By $0 = E[X_t] = \beta t + t \int_{\mathbb{R} \setminus (-1, 1)} x \nu(dx)$, we have
\[ \mu_t = \mathbb{E}[Y_t(t)] = -t \int_{\mathbb{R}\setminus(-\kappa, \kappa)} x \nu(dx). \]

Hence \(|\mu_t| \leq t \int_{\mathbb{R}\setminus(-\kappa, \kappa)} |x| \nu(dx)\) for all \(t \geq 1\) since \(\kappa \geq 1\).

Apply Fubini’s theorem to obtain
\[
\int_1^\infty \frac{|\mu_t|}{t^{3/2}} \, dt \leq \int_1^\infty \frac{1}{\sqrt{t}} \int_{\mathbb{R}\setminus(-\kappa, \kappa)} |x| \nu(dx) \, dt \leq 2 \int_{\mathbb{R}\setminus(-1,1)} x^2 \nu(dx) < \infty.
\]

This implies that the integral in (c) is finite, completing the proof of Theorem 1.1. \(\square\)

**Proof of Theorem 1.2.** Define the function \(\varphi(a) := \sup_{x \in \mathbb{R}} |\Phi(x) - \Phi(ax)|\), for \(a \in (0, 1)\). Note that the function \(x \mapsto |\Phi(x) - \Phi(ax)|\) is symmetric around 0 and its maximal value on the positive half-line is attained when its derivative is 0. Elementary calculations reveal that this critical point on the positive half-line equals \(z(a) := \sqrt{2\log(1/a)/(1-a^2)}\), implying \(\varphi(a) = \Phi(z(a)) - \Phi(az(a))\).

Let \(K(t, x) := |\mathbb{P}(X_t/\sqrt{t} \leq x) - \Phi(x/\sigma_t)|\) for \(t > 0\) and \(x \in \mathbb{R}\) and recall \(K(t) = \sup_{x \in \mathbb{R}} K(t, x)\). Since \(\varphi(\sigma_t/\sigma) = \sup_{x \in \mathbb{R}} |\Phi(x/\sigma_t) - \Phi(x/\sigma)|\), the triangle inequality yields
\[
K(t) + \varphi(\sigma_t/\sigma) \geq \sup_{x \in \mathbb{R}} \mathbb{P}\left( \frac{X_t}{\sqrt{t}} \leq x \right) - \Phi\left( \frac{x}{\sigma_t} \right) \geq \varphi(\sigma_t/\sigma) - K(t) \quad \text{for all } t \geq 1.
\]

By Theorem 1.1 we have \(\int_1^\infty t^{-1} K(t) \, dt < \infty\), so the integral in (2) is finite if and only if
\[
\int_1^\infty \frac{\varphi(\sigma_t/\sigma)}{t} \, dt < \infty.
\]

Thus, it suffices to show that (6) is equivalent to \(\int_{\mathbb{R}\setminus(-1,1)} x^2 \log(x) \nu(dx) < \infty\).

Note that, as \(a \uparrow 1\), we have \(\log(1/a)/(1-a) \to 1\) and \(z(a) \to 1\). The mean value theorem implies
\[
\frac{\varphi(a)}{1-a} = \frac{\Phi(z(a)) - \Phi(az(a))}{1-a} = \frac{1}{1-a} \int_{az(a)}^{z(a)} \frac{1}{2\pi} e^{-x^2/2} \, dx = \frac{z(a)}{\sqrt{2\pi}} e^{-c(a)/2} \to \frac{1}{\sqrt{2\pi} e\pi}
\]
for some \(c(a) \in (az(a), z(a))\). Since \(\sigma_t/\sigma \uparrow 1\) as \(t \to \infty\), for all sufficiently large times \(t\) we have \((\sigma - \sigma_t)/\sqrt{4\pi t\sigma} \leq \varphi(\sigma_t/\sigma) \leq (\sigma - \sigma_t)/\sqrt{e\pi \sigma^2}\), implying that (6) is equivalent to \(\int_1^\infty t^{-1} (\sigma - \sigma_t) \, dt < \infty\). Moreover, Fubini’s theorem gives
\[
\int_1^\infty t^{-1} (\sigma - \sigma_t) \, dt = \int_1^\infty \int_{\mathbb{R}\setminus(-\kappa, \kappa)} x^2 \nu(dx) \, dt
\]
\[
= \int_{\mathbb{R}\setminus(-\kappa, \kappa)} x^2 \int_1^\infty t^{-1/2} \nu(dx) \, dt = \int_{\mathbb{R}\setminus(-1,1)} x^2 \log(x^2/\kappa^2) \nu(dx).
\]

The last integral is finite if and only if \(\int_{\mathbb{R}\setminus(-1,1)} x^2 \log(x) \nu(dx) < \infty\), so the result follows. \(\square\)
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