From full stopping to transparency in a holographic model of heavy ion collisions
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We numerically simulate planar shock wave collisions in anti-de Sitter space as a model for heavy ion collisions of large nuclei. We uncover a cross-over between two different dynamical regimes as a function of the collision energy. At low energies the shocks first stop and then explode in a manner approximately described by hydrodynamics, in close similarity with the Landau model. At high energies the receding fragments move outwards at the speed of light, with a region of negative energy density and negative longitudinal pressure trailing behind them. The rapidity distribution of the energy density at late times around mid-rapidity is not approximately boost-invariant but Gaussian, albeit with a width that increases with the collision energy.

1. Introduction. Holography has provided successful toy models for the study of (near)equilibrium properties of the quark-gluon plasma created in heavy ion collisions (HIC) at RHIC and LHC (see e.g. [1] for reviews). Applying holography to the far-from-equilibrium early stage of a HIC is challenging and interesting. The challenge arises because one must solve Einstein’s equations in a dynamical setting, which generically must be done numerically [2] [3]. The interest lies in that understanding the strong coupling limit described by holography may help us bracket the real-world situation.

Here we will follow the approach of Ref. [2], in which a HIC was toy-modeled as a collision of two planar shock waves of finite thickness in anti-de Sitter space (AdS). In the dual conformal field theory (CFT) this corresponds to a collision of two infinite sheets of energy characterized by a stress tensor whose only non-zero component is \( T_{zz}(z_2) = \frac{\pi \rho^4}{z^2} e^{-z_2^2/2w^2}, \) where \( z \) is the ‘beam direction’, \( z_2 \equiv t \pm z, \) \( w \) is the width of the sheets and the sign depends on the direction of motion of the shock. We choose \( t = 0 \) to correspond to the time at which the two shocks would exactly overlap if there were no interactions. We will work with energy densities, energy fluxes and pressures normalized as \( (E, S, P_L, \mathcal{P}_T) = \frac{\pi^2}{\rho^3} (-T^t_t, T^z_t, T^z_z, T^t_t) \). We will thus refer to \( \rho^3 \) as the maximum energy density of the incoming shocks, which is related to the energy per unit transverse area \( \mu \) used in [2] through \( \mu^3 = \sqrt{2\pi \rho^3 w}. \) Scale invariance of the CFT implies that the physics only depends on the dimensionless product \( \rho w \). Ref. [2] chose \( \mu w_{\text{CV}} = 0.75, \) corresponding to \( \rho w_{\text{CV}} \approx 0.64. \) Note that for the incoming shocks one has \( E = P_L = \pi S \) and \( \mathcal{P}_T = 0. \)

Given the simplicity of the model, we will not attempt to match the values of \( \rho \) and \( w \) to a specific HIC. Instead, we note that, in a real HIC, the product \( \rho w \) decreases as \( \gamma^{-1/2} \) as the total center-of-mass energy of the collision, \( \sqrt{E_{\text{coll}}} = 2\gamma M_{\text{per}}, \) increases. This suggests that HICs at increasingly higher energies may be modeled by decreasingly smaller values of \( \rho w \). We will therefore simulate collisions with several values of \( \rho w \) ranging from \( 2\rho w_{\text{CV}} \) to \( \frac{1}{2} \rho w_{\text{CV}}. \) We will refer to the former as ‘thick shocks’ and to the latter as ‘thin shocks’. We will focus on our physical results and refer the reader to [2] for technical details [6]. We will work with fixed \( \rho \) and vary \( w \), and hence think of low-energy and high-energy collisions as modeled by thick and thin shocks, respectively.

We will uncover a cross-over between two qualitatively different dynamical regimes that correspond to a full-stopping scenario for thick shocks, and to a transparency scenario for thin ones. Among other things, the two regimes are distinguished by the applicability of hydrodynamics. We will say that hydrodynamics is applicable when the constitutive relations of first-order, viscous hydrodynamics predict \( P_L \) in the local rest frame in units of \( \mathcal{E}_{\text{loc}}/3 \) with a 20% accuracy, i.e. when \( 3|\Delta P^\text{loc}|/|\mathcal{E}_{\text{loc}}| \leq 0.2 \) with \( \Delta P = P - P_{\text{hydro}}. \) Tracelessness of the stress tensor then implies that \( 3|\Delta P^\text{loc}|/|\mathcal{E}_{\text{loc}}| \leq 0.1. \) We define the hydrodynamization time, \( t^\text{hyd} \), as the time after which hydrodynamics becomes applicable at \( z = 0. \) Other reasonable definitions include \( t^\text{hyd} = t_{\text{max}} - t_{\text{hydro}} \) and \( t^\text{max} = t_{\text{max}} + 2w. \) The former measures hydrodynamization from the time when the energy density achieves its maximum value (see Fig. [1]). The latter measures hydrodynamization from the time when the two incoming shocks begin to overlap significantly [2]. The differences between these definitions are significant for thick shocks but become small for thin shocks. We will also consider another hydrodynamization time, \( t^\text{P}_{\text{hydro}} \), defined by the criterion \( |\Delta P^\text{loc}|/|P^\text{loc}| \leq 0.2. \) One advantage of \( t_{\text{hydro}} \) over \( t^\text{P}_{\text{hydro}} \) is that \( \mathcal{E}_{\text{loc}} \) is always non-zero, whereas \( P^\text{loc} \) may vanish.
2. A dynamical cross-over. Fig. [1] shows the energy density and the pressures for thick and thin shock collisions. In the case of $\mathcal{E}$ and $P_L$, one can see the incoming shocks at the back of the plots, the collision region in the center, and the receding maxima at the front. The incoming shocks are absent in the case of $P_T$, as expected. A simultaneous rescaling of $\rho$ and $w$ that keeps $\rho w$ fixed would change the overall scales on the axes of these figures but would leave the physics unchanged.

The thick shocks illustrate the full-stopping scenario. As the shocks start to interact the energy density gets compressed and ‘piles up’, comes to an almost complete stop, and subsequently explodes hydrodynamically. Indeed, at the time $\rho t_{\text{max}} \approx 0.58$ at which the energy density reaches its maximum in the top-left plot, the energy density profile is very approximately a rescaled version of one of the incoming Gaussians, with about three times its height (see table [1]) and $2/3$ its width. At this time, $90\%$ of the energy is contained in a region of size $\Delta z \approx 2.4w$ in which the flow velocity is everywhere $|v| \leq 0.1$. Similarly,
FIG. 2. Energy flux for collisions of thick (left) and thin (right) shocks. The dotted curves show the location of the maxima of the flux.

FIG. 3. $3 \Delta P^L_{L} / \varepsilon_{\text{loc}}$ for thick (left) and thin (right) shocks. The white areas indicate the vacuum regions outside the light cone. The grey areas indicate regions where hydrodynamics deviates by more than 100%. The dotted curves indicate the location of the maxima of the energy flux, as in Fig. 2.

the energy flux in this region is less than 10% of the maximum incoming flux, as illustrated by Fig. 2(left). At late times, the velocity of the receding shocks can be read off from the same figure as the inverse slope of the dotted line. This is not constant in time, but at late times it reaches a maximum of about $v \approx 0.88$. The validity of the hydrodynamic description can be seen in Fig. 3(left) and Fig. 4(top row). Hydrodynamics becomes applicable even earlier than $t_{\text{max}}$, and the region where it is applicable extends from $z = 0$ to the location of the receding maxima. This is intuitive since gradients become smaller as $w$ increases. We conclude that the thick-shock collision results in hydrodynamic expansion with initial conditions in which all the velocities are close to zero. This is in close similarity with the Landau model [7], which seems to reproduce some aspects of RHIC collisions [8].

The thin shocks illustrate the transparency scenario. In this case the shocks pass through each other and, although their shape gets altered, they keep moving at $v \approx 1$, as seen in Fig. 2(right). The most dramatic modification in their shape is a region of negative $\mathcal{E}$ and $\mathcal{P}_L$ that trails right behind the receding shocks. While the negative $\mathcal{E}$ only develops away from the center of the collision, the negative $\mathcal{P}_L$ is already present at $z = 0$, as shown more clearly in the bottom-left plot of Fig. 4. These features are compatible with the general principles of Quantum Field Theory [9], since the ‘negative region’ is far from equilibrium and highly localized near a bigger region with positive energy and pressure. In the case of thin shocks, we see from Fig. 3(right) and
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FIG. 4. Centre and off-center values of $E/\rho^4$ (black), $P_{L}/\rho^4$ (red) and $P_{T}/\rho^4$ (blue) as a function of time for a collision of thick (left column) and thin (right column) shocks. The dotted curves show the hydrodynamic approximation.

Fig. 4 (bottom row) that there is a clear separation between non-hydrodynamic receding maxima and a plasma in between them that is described by hydrodynamics only at sufficiently late times. At sufficiently late times it is also visible from Fig. 4 that the receding maxima suffer significant attenuation [10]. We therefore emphasize that our use of the term ‘transparency’ refers to time scales longer than $t_{\text{hyd}}$ but shorter than the attenuation time.

Several quantities of interest are given in Table I. We see that $t_{\text{max}} > 0$ for thick shocks, whereas for thin shocks $t_{\text{max}} = 0$, as it would be in the absence of interactions. Similarly, the maximum energy density $E_{\text{max}}$ is just the sum of the incoming energies for thin shocks, indicating that, unlike for thick shocks, there is no compression or piling up for thin shocks. The minimum energy density $E_{\text{min}}$ is negative for sufficiently thin shocks, as expected. The fact that $t_{\text{hyd}} < 0$ is negative for thick shocks simply means that hydrodynamics becomes applicable even before the shocks fully overlap. In terms of the criterion $|\Delta P_{L}^\rho/\rho^4|P_{L}^\rho < 0.2$, hydrodynamics becomes applicable for thick shocks after this full-overlap time but still before the complete stop, i.e. $0 < t_{\text{hyd}}^P < t_{\text{max}}$. Roughly speaking, both $t_{\text{hyd}}^P$ and $t_{\text{hyd}}^{2w}$ increase in units of $\rho^{-1}$ or $w$, and decrease in units of $w^{-1}$, as the width decreases. The difference between $t_{\text{max}}^{2w}$ and $t_{\text{hyd}}^{2w}$ becomes insignificant for thin shocks. As the width decreases, $t_{\text{hyd}}^{2w}$ first decreases and then increases, the reason being that $t_{\text{hyd}}^{2w}$ is dominated by $2w (t_{\text{hyd}})$ for thick (thin) shocks. The hydrodynamization temperature, $T_{\text{hyd}}$, decreases with decreasing width in units of $\rho$ or $w^{-1}$. In contrast, $T_{\text{hyd}}$ is almost constant in units of $\mu$; we will come back to this in Sec. 3. As in other models [2, 3], the products $t_{\text{hyd}}T_{\text{hyd}}$ and $r_{\text{hyd}}P_{\text{hyd}}$ are smaller than unity and fairly constant, which for typical values of $T_{\text{hyd}}$ at RHIC and LHC leads to hydrodynamization times (significantly) shorter than 1 fm. The anisotropy $P_{T}/P_{L}$ at these times increases as the width decreases, reaching values as large as $\sim 15$. It is remarkable that such strong anisotropies can be well described by first-order hydrodynamics.

3. Discussion. The crossover can be heuristically understood on the gravity side. Since each of the colliding shock waves is a normalizable solution in the bulk, the metric near the AdS boundary is a small deviation from AdS. Consequently, the gravitational evolution is linear near the boundary for some time $t_{\text{in}}$. The deviation becomes of order one at $u \sim \rho^{-1}$, with $u$ the usual Fefferman- Graham holographic coordinate. At this depth gravity becomes strong and the evolution is non-linear. This non-linearity takes $t_{\text{in}} \sim u \sim \rho^{-1}$ to propagate to the boundary. If $w \ll t_{\text{in}}$, i.e. if $\rho w \ll 1$, there is a clear separation between the linear and the non-linear regimes. For thin shocks, this is illustrated by e.g. Fig. 4 (bottom-left), where the energy density exhibits two maxima around $pt \sim 0$ and $pt \sim 1$. The former corresponds to the two
shocks passing through each other; the latter corresponds to the arrival to the boundary of the non-linear pulse from the bulk. In this sense the pulse is responsible for the ‘creation’ of the plasma in between the thin receding shocks. In contrast, for thick shocks $\rho w \gg 1$, meaning that $t_{\text{fin}} \ll w$. In this case the pulse reaches the boundary before the shocks have passed through each other and essentially all the evolution is non-linear.

This analysis suggests that we have identified all the qualitatively different dynamical regimes. Presumably we have also considered values of $\rho w$ sufficiently representative of the asymptotic regimes $\rho w \gg 1$ and $\rho w \ll 1$. For thick shocks this is suggested by the fact that they come very close to a complete stop and subsequently evolve hydrodynamically. For thin shocks this is suggested by comparison of Fig. 5(right) with [11]. This reference studied the delta-function limit $\rho t \to 0$ with $\mu$ fixed and found that the pressure/energy ratios are $P_L/E = -3$ and $P_T/E = 2$ at $t \to 0^+$. Fig. 5(right) shows that these are also the extremum values attained by our thin shocks.

The scaling $T_{\text{hyd}} \approx 0.3 \mu$ shown in Table I is remarkable. First, it relates $T_{\text{hyd}}$ to the same property of the initial state for collisions that reach hydrodynamization through qualitatively different dynamics. Second, it shows that $T_{\text{hyd}}$ is independent of how the initial transverse energy density is distributed along the longitudinal direction, which is reminiscent of the scaling with the number of participants observed in HIC. In combination with the $t_{\text{fin}} T_{\text{hyd}}$ column, this scaling implies that $t_{\text{fin}} T_{\text{hyd}}^{1/3} \approx \mu^2 \sim s_{\text{coll}}^{1/3}$. The product $t_{\text{fin}} T_{\text{hyd}}^{1/3}$ may be taken as a crude proxy for the multiplicity per unit rapidity at mid-rapidity in our model, since it measures the entropy density per unit rapidity and per unit transverse area at $t_{\text{fin}}$. The $1/3$ exponent in $s_{\text{coll}}^{1/3}$ is a factor of 2 larger than the experimental value [12], which might be due to the fact that our system is strongly coupled at all scales.

Our results dispel two possible preconceptions. First, they show that infinite coupling in the CFT need not lead to any significant stopping and is compatible with receding shocks moving at the speed of light. Second, they illustrate that the latter property does not necessarily lead to boost invariance at mid-rapidity. This is clearly seen in Fig. 4 where we have changed to proper-time and spacetime-rapidity coordinates. The ‘tubes’ at late times show that the local energy density at mid-rapidity is not rapidity-independent but has a Gaussian profile. Yet, it is interesting that the width of this Gaussian increases as $w$ decreases, in agreement with general expectations.
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**FIG. 6.** Energy density in the local rest frame around mid-rapidity as a function of spacetime rapidity $\eta$ and proper time $\tau$ for thick (left) and thin (right) shocks. In the latter case we have excluded from the plot the region in which the local rest frame is not defined because $2|\mathcal{S}| > |\mathcal{E} + \mathcal{P}_L|$.
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