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Preface

The practice of assigning a vector from \( \mathbb{R}^3 \) to each point of the space-time or a portion of it is a common exercise of classical physics, famously known as the idea of a field. Among the well known examples are the notions of the electric and magnetic fields in the theory of electromagnetism, the gravitational field in the classical theory of gravity, and the velocity field in the theory of fluid dynamics. The framework for treating such problems can be conceived with some further degree of subtlety; each point of the space-time or the portion under consideration can be thought to be equipped with a copy of \( \mathbb{R}^3 \). So any field can be considered as a rule that assigns to every point of space-time a vector from the corresponding vector space of that point. But taking such subtlety into account in dealing with fields defined over the space-time with values in a fixed vector space, is absolutely unnecessary. On the other hand, such a consideration is inherently required when the nature of the vector space of interest depends on the point, and hence there is no fixed vector space among which the vectors of a field can be chosen. Such problems arise, for instance, when motion is constrained to a bent surface in space, and thus the tangent plane to every point of the surface well suits to the vector space of interest at that point. By generalizing the scope of the problem to an abstract manifold, the corresponded generalization of this framework meets the notion of the tangent bundle of an abstract manifold.

A plain vector bundle consists of a set called the base set, to each point of which a vector space is assigned among a collection of isomorphic finite-dimensional vector spaces, and the vector space assigned to each point is identified with that point called the fiber of the vector bundle at that point. Hence the corresponding vector spaces of any pair of distinct points do not intersect. The union of all vector spaces corresponded to points of the base set is called the total set of the vector bundle. Moreover, the map sending each vector in the total set to its corresponding point in the base set is called the projection map of the vector bundle. No further structure is assumed for a plain vector bundle.

There is a class of vector bundles that are endowed with topological structures in a naturally consistent manner. The objects of this class are famously referred to as “topological vector bundles”. A topological vector bundle is basically a plain vector bundle whose base and total sets are equipped with suitable topological structures that make the projection map continuous, and locally trivialize the whole construction by means of topological behavior. Precisely, when it is said that a topological vector bundle is locally trivialized everywhere, it means that there is an open cover of the base space, the product of each element of which with a
fixed vector space isomorphic to all fibers is homeomorphic to the pre-image of that element in the total space under the projection map. Intuitively, the naturality of the construction of a topological vector bundle lies mainly in the fact that it provides a setting in which the fibers are arranged in a continuous way, and so that locally all fibers can be replaced by a fixed vector space without altering the topological behavior. An structure-preserving map between any pair of topological vector bundles is considered to be a continuous map between the total spaces of them that sends fibers into fibers linearly. Topological vector bundles together with these structure-preserving maps between them form a category.

There is a specific class of topological vector bundles that prepare the setting for dealing with differentiability aspects of relevant problems. The objects of this class are widely known as smooth vector bundles. A smooth vector bundle is basically a plain vector bundle having its base and total sets endowed with suitable differentiable structures that make the projection map infinitely differentiable, and locally trivialize the whole construction by means of differentiable behavior. Similar to the case of topological vector bundles, locally trivializing property of a smooth vector bundle refers to the existence of an open cover of the base space, the product of each element of which with a fixed vector space (endowed with its canonical differentiable structure) isomorphic to all fibers is diffeomorphic to the pre-image of that element in the total space under the projection map. The common dimension of the linear structure of the fibers is called the rank of the smooth vector bundle. The general purpose behind such constructions may be the preparation of an environment for smoothly arranging the fibers, in a way that replacement of all fibers with a fixed isomorphic vector space would not effect locally the structure up to diffeomorphism. An structure-preserving map between any pair of smooth vector bundles is considered to be an infinitely differentiable map between the total spaces of them that sends fibers into fibers linearly. Smooth vector bundles together with the structure-preserving maps between them form a category, which is actually a sub-category of the category of topological vector bundles. The category of smooth vector bundles is the main focus of this book.

The category of smooth vector bundles is a specific sub-category of a general category, named the category of smooth fiber bundles. The structure of a smooth fiber bundle is similar to that of smooth vector bundles, with the exception that the fibers are considered to be general smooth manifolds rather than vector spaces. So clearly ignoring the linear structures of fibers of a smooth vector bundle, it has an intrinsic smooth fiber bundle structure. Thus, the study of the structure of a general smooth fiber bundle can be viewed as the abstraction of the features of smooth vector bundles not related to linear structures of fibers, and hence crucial to their study.
Generalizing the framework for considering the idea of a field, from space-time to a general smooth manifold, the notion of the tangent bundle of a smooth manifold will come into play naturally, as mentioned earlier. Moreover, the concept of a field on a manifold is not regarded as just an arbitrary assignment of a vector to each point of the manifold from the corresponded tangent space of that point. Actually, the main goal of constructing manifolds is to prepare the setting for dealing with properties related to smoothness. So the fields of interest on a smooth manifold are taken to be such rules of assigning vectors from the tangent bundle to the points of the manifold that possess the further property of being smooth. Further generalization of the framework from the tangent bundle of a manifold to a general smooth vector bundle, a field on a smooth vector bundle would naturally be regarded as a smooth map from the base space to the total space, assigning to each point a vector from the corresponding fiber of that point, which are called the sections of the smooth vector bundle.

Given a finite-dimensional vector space, there are a variety of ways to construct new vector spaces from it. One of the most important constructions from a given vector space is the space of all tensors or multilinear maps on it. The space of all tensors on a vector space is a very large space encompassing the spaces of covariant, contravariant, and mixed tensors as its sub-spaces. This construction in the category of finite-dimensional vector spaces can be carried to the category of smooth vector bundles in a canonical way. Unifying the spaces of tensors on all fibers of a smooth vector bundle into a single space, and endowing it with a differentiable structure canonically constructed based on the structure of the initial smooth vector bundle, a new smooth vector bundle arises which is called the “tensor bundle of the initial smooth vector bundle”. Any section of the tensor bundle of a smooth vector bundle is called a tensor field on that smooth vector bundle. So a tensor field on a smooth vector bundle is a smooth map assigning to each point of the base space a covariant, contravariant, or mixed multilinear map on the fiber corresponded to that point. The consideration of tensor fields is mostly limited to the special case of the tangent bundle of a smooth manifold in the literature, but this text takes into account the most general case of a tensor field on a smooth vector bundle.

There are other constructions from initially given finite-dimensional vector spaces that can be simply extended to the category of smooth vector bundles. The dual of a vector space, the space of all linear maps between a pair of vector spaces, and the direct product of a pair of vector spaces are such instances, the counterpart of which are called the dual vector bundle, the Hom bundle, and the Whitney sum of vector bundles, respectively, in the category of smooth vector bundles.

Finally, it is important to pay attention to a delicate technical detail. We consider two types
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of smooth vector bundles in this text with regard to the underlying field of the fibers, namely the real and complex vector bundles. In both cases, the total space, which is formed by combining together all of the fibers, is actually a real manifold, that is a differentiable structure modeled on a real Euclidean space. In addition, there are some occurrences of model spaces when constructing the total spaces of a new vector bundle, such as the tensor bundle of a complex vector bundle, that are expressed as a combination of real and complex vector spaces. In such cases, the realification of the complex part of the model space is taken into account and hence is regarded as a real vector space.

A brief explanation about chapters: The first chapter is devoted to the review of basic differential geometry necessary to the development of the theory of smooth vector bundles. The second chapter is an introduction to the theory of multilinear algebra, starting with the most general case of tensors on modules and then continuing within the category of finite dimensional vector spaces. The third chapter briefly introduces the basic concepts of the theory of smooth fiber bundles. The fourth chapter is the core part of this text that technically deals with the problems mentioned above.

Prerequisites: A considerable knowledge of linear algebra, differential calculus, topology, and differential geometry, and a basic knowledge of the theory of modules is presumed.
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Mathematical Symbols

Set-theory

∅ ≡ empty-set ................................................................. ∅
S₁ = S₂ ≡ S₁ equals S₂. ......................................................... =
S₁ ∈ S₂ ≡ S₁ is an element of S₂. ........................................... ∈
S₁ ⊆ S₂ ≡ S₁ contains S₂. ..................................................... ⊆
{S₁, S₂} ≡ the set composed of S₁ and S₂ ..................................... {., .}
{S₁ ∈ S₂ : p(S₁)} ≡ all elements of S₂ having the property p ........... {., ∈ : .}
∪S ≡ union of all elements of S ................................................. ∪
∩S ≡ intersection of all elements of S ......................................... ∩
P(S) ≡ power-set of S .................................................................. P(,)
Πα∈S α = Cartesian-product of the collection of indexed sets \{S_α\}_α∈S ........................................................ Π
S₁ ⊆ S₂ ≡ S₁ is a subset of S₂. .................................................. ⊆
S₁ ⊃ S₂ ≡ S₁ includes S₂. ........................................................ ⊇
S₁ ⊂ S₂ ≡ S₁ is a proper subset of S₂. ........................................... ⊂
S₁ ⊇ S₂ ≡ S₁ properly includes S₂. ............................................. ⊃
S₁ ∪ S₂ ≡ union of S₁ and S₂ .................................................... ∪
S₁ ∩ S₂ ≡ intersection of S₁ and S₂ ........................................... ∩
S₁ × S₂ ≡ Cartesian-product of S₁ and S₂ .................................. ×
S₁ \ S₂ ≡ the relative complement of S₂ with respect to S₁ .......... \f (S) ≡ value of the function f at S ........................................... (,)
dom(f) ≡ domain of the function f ........................................... dom(,)
codom(f) ≡ codomain of the function f .................................... codom(,)
img(f) ≡ image of the function f ............................................. img(,)
f^−¹ ≡ image-map of the function f ......................................... ^−¹
\[ f^{\leftarrow} \equiv \text{inverse-image-map of the function } f \]
\[ \text{resD}_f \equiv \text{domain-restriction-map of the function } f \]
\[ \text{resCD}_f \equiv \text{codomain-restriction-map of the function } f \]
\[ \text{res}_{f} (S) \equiv \text{domain-restriction and codomain-restriction of the function } f \text{ to } S \text{ and } f^{\rightarrow} (S), \text{ respectively} \]
\[ F(S_1, S_2) \equiv \text{the set of all maps from } S_1 \text{ to } S_2 \]
\[ BF(S_1, S_2) \equiv \text{the set of all bijective functions from } S_1 \text{ to } S_2 \]
\[ f^{-1} \equiv \text{the inverse mapping of the bijective function } f \]
\[ sF(S_1, S_2) \equiv \text{the set of all surjective functions from } S_1 \text{ to } S_2 \]
\[ f_1 \circ f_2 \equiv \text{composition of the function } f_1 \text{ with the function } f_2 \]
\[ \text{Inj}_{S_1 \rightarrow S_2} \equiv \text{the injection-mapping of the set } S_1 \text{ into the set } S_2 \]
\[ f_1 \times f_2 \equiv \text{the function-product of the function } f_1 \text{ and } f_2 \]
\[ \text{EqR}(S) \equiv \text{the set of all equivalence relations on the set } S \]
\[ S_1/S_2 \equiv \text{quotient-set of } S_1 \text{ by the equivalence-relation } S_1 \]
\[ [S_1]_{S_2} \equiv \text{equivalence-class of } S_1 \text{ by the equivalence-relation } S_2 \]
\[ \text{EqC}(S_1; S_2) \equiv \text{equivalence-class of } S_2 \text{ by the equivalence-relation } S_1 \]
\[ |S_1| \equiv |S_2| \equiv BF(S_1, S_2) \text{ is non-empty} \]
\[ \text{card}(S) \equiv \text{cardinality of } S \]

**Logic**

\[ p_1 \land p_2 \equiv p_1 \text{ and } p_2 \]
\[ p_1 \lor p_2 \equiv p_1 \text{ or } p_2 \]
\[ p_1 \Rightarrow p_2 \equiv \text{if } p_1, \text{ then } p_2 \]
\[ p_1 \Leftrightarrow p_2 \equiv \text{if-and-only-if } p_2 \]
\[ \neg p \equiv \text{negation of } p \]
\[ \forall S_1 \in S_2: \ p(S_1) \equiv \text{for every } S_2 \text{ in } S_1, \ p(S_1) \]
\[ \exists S_1 \in S_2: \ p(S_1) \equiv \text{exists } S_2 \text{ in } S_1 \text{ such that } p(S_1) \]

**Group Theory**

\[ \text{GHom}(G_1, G_2) \equiv \text{the set of all group-homomorphisms from the group } G_1 \text{ targeted to the group } G_2 \]
\[ \text{GIsom}(G_1, G_2) \equiv \text{the set of all group-isomorphisms from the group } G_1 \text{ targeted to the group } G_2 \]
**Differential Calculus**

\[ C^r(U_1, U_2) \equiv \text{the set of all } r\text{-times differentiable maps from the Banach-space } V_1 \text{ to the Banach-space } V_2 \text{ with domain } U_1 \text{ and codomain } U_2 \]

\[ \text{Diff}^r(U_1, U_2) \equiv \text{the set of all } r\text{-times differentiable diffeomorphisms from the Banach-space } V_1 \text{ to the Banach-space } V_2 \text{ with domain } U_1 \text{ and codomain } U_2 \]

\[ \mathcal{D}^{(V_1, V_2)} f \equiv \text{derived map of } f, f \text{ being a } C^\infty \text{ map from the Banach-space } V_1 \text{ to the Banach-space } V_2 \text{ (with open domain and codomain in } V_1 \text{ and } V_2, \text{ respectively}) \]

**Linear Algebra**

\[ \text{SubVec}(V; m) \equiv \text{the set of all sets of vectors of all } m\text{-dimensional vector-subspaces of the vector-space } V \]

\[ \text{span}_V(A) \equiv \text{the vector-subspace of the vector-space } V \text{ spanned by the subset } A \text{ of the set of all vectors of } V \]

\[ \text{OVBases}(V) \equiv \text{the set of all ordered-bases of the vector-space } V \]

\[ \text{L}(V_1, V_2) \equiv \text{the set of all linear maps from the vector-space } V_1 \text{ to the vector-space } V_2 \]

\[ \text{Lisom}(V_1, V_2) \equiv \text{the set of all linear isomorphisms from the vector-space } V_1 \text{ to the vector-space } V_2 \]

\[ \text{GL}(V) \equiv \text{the set of all linear isomorphisms from the vector-space } V \text{ to itself} \]

\[ \text{Lin}(V_1, V_2) \equiv \text{the canonical vector-space of all linear maps from the vector-space } V_1 \text{ to the vector-space } V_2 \]

\[ \text{Lin}(V_1, V_2) \equiv \text{the canonical Banach-space of all linear maps from the finite-dimensional Banach-space } V_1 \text{ to the finite-dimensional Banach-space } V_2 \]

\[ \text{MAT}(F; m, n) \equiv \text{the set of all } m \times n \text{ matrices over the field } F \]

\[ \text{MAT}(F; m, n) \equiv \text{the canonical Banach-space of all } m \times n \text{ matrices over the field } F \text{ (endowed with its natural norm)} \]

\[ \text{det}_n \equiv \text{the determinant function on the set of all square } F\text{-matrices of degree } n \]

\[ V_1 \oplus V_2 \equiv \text{the direct sum of the vector spaces } V_1 \text{ and } V_2 \over \text{over the same field} \]
Topologies

\[ \text{Top}(S) \equiv \text{the set of all topologies on the set } S \]
\[ \mathcal{T}(X) \equiv \text{topology of the topological-space } X \]
\[ \text{Closed}(X) \equiv \text{the set of all closed sets of the topological-space } X \]
\[ \text{Cl}_X(S) \equiv \text{the closure of } S \text{ in the topological-space } X \]
\[ \text{Nei}_X(A) \equiv \text{the set of all open sets of the topological-space } X \text{ including the subset } A \text{ of } X \]
\[ \text{IndTop}_X(S) \equiv \text{the topology on the subset } S \text{ of the topological-space } X \text{ induced (inherited)} \]
\[ \text{CF}(X, Y) \equiv \text{the set of all continuous maps from the topological-space } X \text{ to the topological-space } Y \]
\[ \text{HF}(X, Y) \equiv \text{the set of all homeomorphisms from the topological-space } X \text{ to the topological-space } Y \]
\[ X \times Y \equiv \text{the topological-product of the topological-spaces } X \text{ and } Y \]
\[ \text{Cnd}(X) \equiv \text{the set of all connected sets of the topological-space } X \]
\[ \text{MaxCnd}(X) \equiv \text{the set of all connected components of the topological-space } X \]
\[ \widehat{\text{MAT}}(F; m, n) \equiv \text{the canonical topological-space of all } m \times n \text{ matrices over the field } F \]
\[ \mathbb{R}^n \equiv \text{the canonical topological-space of the Euclidean-space } \mathbb{R}^n \]

Differential Geometry

\[ \text{Atl}^{(r)}(M, \mathcal{V}) \equiv \text{the set of all atlases of differentiability class } C^r \text{ on the set } M \text{ modeled on the Banach-space } \mathcal{V} \]
\[ \text{maxAtl}^{(r)}(M, \mathcal{V}) \equiv \text{the set of all maximal-atlases of differentiability class } C^r \text{ on the set } M \text{ modeled on the Banach-space } \mathcal{V} \]
\[ \text{maxAtl}^{(r)}(M, \mathcal{V})(A) \equiv \text{the maximal-atlas of differentiability class } C^r \text{ on the set } M \text{ modeled on the Banach-space } \mathcal{V}, \text{ generated by the atlas } A \text{ in } \text{Atl}^{(r)}(M, \mathcal{V}) \]

Mathematical Environments

\[ \square \equiv \text{end of definition} \]
\[ \square \equiv \text{end of theorem, lemma, proposition, or corollary} \]
◇ ≡ end of the introduction of new fixed objects .................................................. ◇
I

Review of Differential Geometry

1 Basic Concepts of smooth manifolds

Here, the category of $C^\infty$ manifolds is decided to be the category that consists of $C^\infty$ differentiable-structures without boundary modeled on a Banach-space of any finite non-zero dimension with the Hausdorff and second-countable underlying topological-space as the objects, and the smooth mappings between such $C^\infty$ differentiable-structures as the morphisms.

**Fixed Objects** 1.1: $\mathcal{M} = (\mathcal{M}, \mathcal{A})$ is fixed as an $n$-dimensional and $C^\infty$ manifold modeled the Banach-space $\mathbb{R}^n$. So, $\mathcal{A}$ is a $C^\infty$ maximal-atlas on $\mathcal{M}$ modeled on the Banach-space $\mathbb{R}^n$, and the topology on $\mathcal{M}$ induced by this maximal-atlas is Hausdorff and second-countable (i.e. possessing a countable base). The dimension of $\mathcal{M}$ is denoted by $\text{dim}_{\text{man}}(\mathcal{M})$.

Also, $\{\mathcal{M}_i = (\mathcal{M}_i, \mathcal{A}_i) \mid i \in \mathbb{Z}^+\}$ is fixed as a collection of manifolds such that for each positive integer $i$, $\mathcal{M}_i$ is an $m_i$-dimensional and $C^\infty$ manifold modeled on $\mathbb{R}^{m_i}$, where each $m_i$ is a positive integer.

**DG 1.** For every point $p$ of $\mathcal{M}$, any chart $\phi$ of $\mathcal{M}$ whose domain contains $p$ is called a “chart of $\mathcal{M}$ around $p$” or a “neighbourhood chart of $p$ in the manifold $\mathcal{M}$”. For every point $p$ of $\mathcal{M}$, any chart $\phi$ of $\mathcal{M}$ around $p$ such that $\phi(p) = 0$ is called a “chart of $\mathcal{M}$ centered at $p$”, and such a chart exists at every point of $\mathcal{M}$.

**DG 2.** For every positive integer $n$, $\mathbb{R}^n$ denotes the $n$-dimensional Euclidean-space endowed with its canonical differentiable-structure constructed upon the Banach-space $\mathbb{R}^n$ that arises from the trivial atlas consisting merely of the identity map on $\mathbb{R}^n$. So $\text{Id}_{\mathbb{R}^n}$ is a chart of the smooth manifold $\mathbb{R}^n$. $\mathbb{R}^n$ is called the “canonical differentiable structure
of $\mathbb{R}^n$.

**DG 3.** The topology on $M$ induced by the maximal-atlas $\mathcal{A}$ is denoted by $\text{Top}^m(M)$, and the corresponding topological-space is denoted by $\widehat{M}$, that is, $\widehat{M} := (M, \text{Top}^m(M))$. When $\text{Top}^m(M)$ coincides with an initially given topology on $M$, it is customary to say that “the manifold $M$ is compatible with that topology”.

**DG 4.** For every positive integer $n$ and every integer $k$ in $\{1, \ldots, n\}$, $\mathcal{P}^{(n)}_k$ denotes the projection mapping of $\mathbb{R}^n$ onto its $k$-th factor. That is, $\mathcal{P}^{(n)}_k$ is the element of $\text{F}(\mathbb{R}^n, \mathbb{R})$ such that for every $(x_1, \ldots, x_n)$ in $\mathbb{R}^n$, $\mathcal{P}^{(n)}_k(x_1, \ldots, x_n) = x_k$. Furthermore, for every positive integer $n$, $e^{(n)}$ denotes the standard ordered-base of $\mathbb{R}^n$ endowed with its canonical linear-structure. That is, $e^{(n)}$ is the element of $\text{F}(\{1, \ldots, n\}, \mathbb{R}^n)$ such that for every $k$ in $\{1, \ldots, n\}$, $\mathcal{P}^{(n)}_k(e^{(n)}) = \delta_{k,j}$.

**DG 5.** $C^\infty(M, M_1)$ denotes the set of all mappings $f$ in $\text{F}(M, M_1)$ such that for every point $p$ of $M$, there exists a chart $\phi$ in $\mathcal{A}$ and a chart $\psi$ in $\mathcal{A}_1$ such that $p \in \text{dom}(\phi), f^{-1}(\text{dom}(\phi)) \subseteq \text{dom}(\psi)$, and,

$$\psi \circ f \circ \phi^{-1} \in C^\infty(\mathbb{R}^n, \mathbb{R}_e)(\text{img}(\phi), \text{img}(\psi)).$$

Additionally, given a mapping $f$ in $C^\infty(M, M_1)$, for any chart $\phi$ of $M$ and any chart $\psi$ of $M_1$ such that $f^{-1}(\text{dom}(\psi)) \cap \text{dom}(\phi) \neq \emptyset$, [equation 1] is satisfied. Each element of $C^\infty(M, M_1)$ is called a “smooth map from $M$ to $M_1$”. Every smooth map from the manifold $M$ to the manifold $M_1$ is a continuous map from the underlying topological-space of $M$ to the underlying topological-space of $M_1$. That is, $C^\infty(M, M_1) \subseteq \text{CF}(\widehat{M}, \widehat{M}_1)$.

**DG 6.** $\text{Diff}^\infty(M, M_1)$ denotes the set of all bijective maps $f : M \to M_1$ such that $f$ is a smooth map from $M$ to $M_1$ and $f^{-1}$ is a smooth map from $M_1$ to $M$. That is,

$$\text{Diff}^\infty(M, M_1) := \{f \in \text{BF}(M, M_1) : f \in C^\infty(M, M_1), f^{-1} \in C^\infty(M_1, M)\}.$$  

Each element of $\text{Diff}^\infty(M, M_1)$ is called an “$\infty$-diffeomorphism from $M$ to $M_1$”. It is said that “$M$ is diffeomorphic to $M_1$” iff there exists at least one $\infty$-diffeomorphism from $M$ to $M_1$. The existence of diffeomorphism between manifolds clearly induces an equivalence-relation on a collection of manifolds. Furthermore, evidently every $\infty$-diffeomorphism from the manifold $M$ to $M_1$ is a homeomorphism from the underlying topological-space of $M$ to the underlying topological-space of $M_1$. That is, $\text{Diff}^\infty(M, M_1) \subseteq \text{HF}(\widehat{M}, \widehat{M}_1)$. So, diffeomorphic manifolds are homeomorphic, but the converse can not be true in general.

The set of all $\infty$-diffeomorphisms from $M$ to $M$ is simply denoted by $\text{Diff}^\infty(M)$, which
together with the binary operation of function-composition on them, that is the pair
\((\text{Diff}^\infty(M), \circ)\), is obviously a group which is denoted by \(\text{Diff}^\infty(M)\). This group is referred
to as the “\(\infty\)-diffeomorphism group of the manifold \(M\)”, or the “group of \(\infty\)-
automorphisms of \(M\)”. Each element of the set \(\text{Diff}^\infty(M)\) is also referred to as an “\(\infty\)-
automorphism of the manifold \(M\)”. The composition of any pair of \(\infty\)-automorphisms
of the manifold \(M\) is an \(\infty\)-automorphism of \(M\).

Every \(\infty\)-automorphism of \(M\) brings about a transference of charts of \(M\). Precisely,
given an \(\infty\)-automorphism \(f\) of \(M\), for every point \(p\) of \(M\) and every chart \(\phi\) of \(M\) around \(p\), \(\phi \circ f\) is a chart of \(M\) around \(f^{-1}(p)\). So such transference of charts exhibits
a pullback-like behavior when considered pointwise. Thus for every \(\infty\)-automorphism
\(f\) of \(M\) and every point \(p\) of \(M\), it can be defined a mapping \(\text{chart}^*_{(M, f, p)}\) such that,

\[
\text{chart}^*_{(M, f, p)} : \{ \psi \in \mathcal{A} : p \in \text{dom}(\psi) \} \to \{ \psi \in \mathcal{A} : f^{-1}(p) \in \text{dom}(\psi) \},
\]

\[
\forall \phi \in \{ \psi \in \mathcal{A} : p \in \text{dom}(\psi) \} : \text{chart}^*_{(M, f, p)}(\phi) \overset{\text{def}}{=} \phi \circ f.
\] (3)

dg 7. \(C^\infty(M, \ddot{R})\) endowed with its canonical linear-structure is denoted by \(C^\infty(M, \ddot{R})\) whose
addition and scalar-multiplication operations are defined pointwise. \(\cdot\) denotes the
usual multiplication of real-valued functions on \(M\), which together with the addition
operation in the linear-structure of \(C^\infty(M, \ddot{R})\) induces the structure of a ring
on \(C^\infty(M, \ddot{R})\). Also, \(C^\infty(M, \ddot{R})\) together with the binary operation \(\cdot\) is a commutative
and associative \(\ddot{R}\)-algebra. Each element of \(C^\infty(M, \ddot{R})\) is referred to as a “real-valued
smooth map on \(M\)”.

dg 8. For every \(p\) in \(M\), the set of all tangent vectors to \(M\) at \(p\) is denoted by \(T_pM\), and
 correspondingly the tangent-space of \(M\) at \(p\) is denoted by \(T_pM\) which is a real vector-
space, whose addition and scalar-product operations are defined via any chart around
\(p\) and simultaneously independent of the choice of such a chart. For a given point \(p\)
of \(M\), the addition and scalar-product operations of \(T_pM\) are denoted by \(+_{(M, p)}\) and
\(\times_{(M, p)}\), respectively. When there is no chance of confusion, \(v_1 + v_2\) and \(c \times v\) can replace
\(v_1 +_{(M, p)} v_2\) and \(c \times_{(M, p)} v\), respectively. For every \(p\) in \(M\) and every chart \(\phi\) in \(\mathcal{A}\)
whose domain contains \(p\), there exists a canonical linear-isomorphism from \(T_pM\) to \(\ddot{R}^n\)
denoted by \(\theta_p^{(M, \phi)}\). The neutral element of addition in the linear-structure of \(T_pM\), that
is \(0_{T_pM}\), is simply denoted by \(0_p\). For every point \(p\) of \(M\), every chart \(\phi\) of \(M\), and every
\(v\) in \(\ddot{R}^n\), the element \(\left[\theta_p^{(M, \phi)}\right]^{-1}(v)\) of \(T_pM\) is called the “vector of the tangent-space of
\(M\) at the point \(p\) corresponded to \(v\) with respect to the chart \(\phi\)”.

dg 9. The set of all tangent vectors to \(M\) is denoted by \(TM\). The base-point-identifer of \(TM\)
is denoted by $\pi_M$. That is, $\pi_M$ is defined to be a map from $T_M$ to $M$ such that for every $p$ in $M$ and every vector $v$ in $T_p M$, $\pi_M(v) = p$. The tangent-bundle of $M$ is denoted by $T_M$, which is a $2\dim M$-dimensional and $C^\infty$ manifold built on the set $T_M$ with its canonical differentiable-structure constructed upon the Banach-space $\mathbb{R}^n \times \mathbb{R}^n$, obtained from that of $M$. Precisely, the set $\{T^M_\phi \mid \phi \in A\}$ is an atlas on $T_M$, where,

$$\forall \phi \in A: \left\{ \begin{array}{l}
T^M_\phi \in F(\pi_M^{-1}(\text{dom} \phi), \text{img} \phi \times \mathbb{R}^n), \\
\forall v \in T^M_\phi(\text{dom} \phi): T^M_\phi(v) \overset{\text{def}}{=} \left((\phi \circ \pi_M)(v), \left(\theta^{(M,v)}_{\pi_M(v)}\right)(v)\right). \end{array} \right. \quad (4)$$

The $C^\infty$ maximal-atlas on $T_M$ corresponded to the atlas $\{T^M_\phi \mid \phi \in A\}$ is denoted by $\mathcal{T}_M$ and $T_M = (T_M, \mathcal{T}_M)$. For every $\phi$ in $A$, $T^M_\phi$ is referred to as the “tangent-bundle chart of $M$ associated with $\phi$”.

**DG 10.** The set of all smooth ($C^\infty$) vector-fields on $M$ is denoted by $VF^\infty(M)$. In other words, $VF^\infty(M)$ is the set of all maps $X$ in $C^\infty(M, T_M)$ such that $\pi_M \circ X = Id_M$. $VF^\infty(M)$ denotes the vector-space obtained from the set $VF^\infty(M)$ endowed with its canonical linear-structure.

**DG 11.** The set of all $\infty$-derivations on $M$ is denoted by $\text{Der}^\infty(M)$. In other words, $\text{Der}^\infty(M)$ is the set of all linear maps $\Delta$ in $L(C^\infty(M, \mathbb{R}), C^\infty(M, \mathbb{R}))$ such that for every pair $f$ and $g$ of elements of $C^\infty(M, \mathbb{R})$, $\Delta(f \cdot g) = [\Delta(f) \cdot g + f \cdot [\Delta(g)]]$. $\text{Der}^\infty(M)$ denotes the vector-space obtained from the set $\text{Der}^\infty(M)$ endowed with its canonical linear-structure which is inherited from that of $L(C^\infty(M, \mathbb{R}), C^\infty(M, \mathbb{R}))$.

**DG 12.** $D^{(M, M_1)}$ denotes the differential operator on the set $C^\infty(M, M_1)$. That is, $D^{(M, M_1)}$ is defined to be the element of $F(C^\infty(M, M_1), C^\infty(T_M, T_{M_1}))$ such that for every map $f$ in $C^\infty(M, M_1)$, every $v$ in $T_M$, and for each chart $\phi$ in $A$ whose domain contains $\pi_M(v)$ and each chart $\psi$ in $A_1$ whose domain contains $f(\pi_M(v))$,

$$\left[D^{(M, M_1)}(f)\right](v) = \left[\left(\theta^{(M_1, \psi)}_{f(\pi_M(v))}\right)^{-1} \circ \left[T^{(\mathbb{R}^n, \mathbb{R}^m)}(\psi \circ f \circ \phi^{-1})\right](\phi(\pi_M(v)))\right] \circ \theta^{(M, \phi)}_{\pi_M(v)}(v). \quad (5)$$

It can be easily seen that for a smooth map $f$ in $C^\infty(M, M_1)$, $D^{(M, M_1)}f$ maps $T_p M$ into $T_{f(p)} M_1$ for every point $p$ of $M$. In other words,

$$\forall v \in T_M: \pi_M\left(\left[D^{(M, M_1)}(f)\right](v)\right) = [f \circ \pi_M](v). \quad (6)$$

Furthermore, for every $f$ in $C^\infty(M, M_1)$ and each point $p$ of $M$, the restriction of $D^{(M, M_1)}f$ to $T_p M$ is a linear map from $T_p M$ to $T_{f(p)} M_1$, that is,

$$\forall \pi \in M: \text{res}_{D^{(M, M_1)}f}(T_p M) \in L(T_p M, T_{f(p)} M_1). \quad (7)$$
The differential operator has local behavior. This means, for any \( f \) and \( g \) in \( C^\infty(M, \mathbb{R}) \) that coincide in an open set \( U \) of \( \tilde{M} \) (an element of \( \text{Top}^m(M) \)), \( D^{(M, M_2)}f \) and \( D^{(M, M_1)}g \) coincide in \( \pi_{\tilde{M}}^{-1}(U) \).

The chain rule of differentiation (in the category of smooth manifolds) asserts that for every \( f \) in \( C^\infty(M, M_1) \) and every \( g \) in \( C^\infty(M_1, M_2) \),

\[
D^{(M, M_2)}(g \circ f) = \left(D^{(M_1, M_2)}g\right) \circ \left(D^{(M, M_1)}f\right). \tag{8}
\]

So since for every \( f \) in \( \text{Diff}^\infty(M, M_1) \), \( f^{-1} \circ f = \text{Id}_M \), and \( D^{(M, M)}\text{Id}_M = \text{Id}_{TM} \), clearly,

\[
\forall f \in \text{Diff}^\infty(M, M_1) : \left(D^{(M, M_1)}f\right)^{-1} = D^{(M_1, M)}f^{-1}. \tag{9}
\]

\( D^{(M, M_1)}f \) can simply be denoted by \( Df \) when there is no ambiguity about the underlying source and target manifolds \( M \) and \( M_1 \).

dg 13. \( d_M \) denotes the derivative operator on \( C^\infty(M, \mathbb{R}) \). That is, \( d_M \) is defined to be the element of \( F\left(C^\infty(M, \mathbb{R}), C^\infty(TM, \mathbb{R})\right) \) such that for every smooth map \( f \) in \( C^\infty(M, \mathbb{R}) \), every \( \nu \) in \( TM \),

\[
[d_M f](\nu) := \theta^{(\tilde{R}, \text{Id}_\nu)}_{f(\pi_M(\nu))} \left[ D^{(M, \tilde{R})}\nu \right](\nu)
= \left[\left( D^{(R^n, \tilde{R})}(f \circ \phi^{-1})\right)(\phi(\pi_M(\nu))) \right] \circ \theta^{(M, \phi)}_{\pi_M(\nu)}(\nu), \tag{10}
\]

where \( \phi \) can be any of charts in \( A \) whose domain contains \( \pi_M(p) \). For every \( f \) in \( C^\infty(M, \mathbb{R}) \), \( d_M \) can be regarded as a replacement for the differential of \( f \). Equipping \( C^\infty(M, \mathbb{R}) \) and \( C^\infty(TM, \mathbb{R}) \) with their natural linear-structure, \( d_M \) is a linear map as a direct result of a similar property for the derivative operator of real-valued smooth maps on Banach-spaces. That is, \( d_M \in L\left(C^\infty(M, \mathbb{R}), C^\infty(TM, \mathbb{R})\right) \).

As another crucial property of \( d_M \), for every \( f \) and \( g \) in \( C^\infty(M, \mathbb{R}) \), and every \( \nu \) in \( TM \),

\[
[d_M (f \cdot g)](\nu) = [(g \circ \pi_M)(\nu)] [d_M f(\nu)] + [(f \circ \pi_M)(\nu)] [d_M g(\nu)] \tag{11}
\]

As a trivial consequence of the general case, for every \( f \) in \( C^\infty(M, \mathbb{R}) \) and each point \( p \) of \( M \), the restriction of \( d_M f \) to \( T_pM \) is a linear map from \( T_pM \) to \( \mathbb{R} \), that is, \( \text{res}_{d_M f}(T_pM) \in L(T_pM, \mathbb{R}) \).

According to [equation 6], [equation 8], and [equation 10], it is evident that,

\[
\forall f \in C^\infty(M_1, \mathbb{R}) : \forall g \in C^\infty(M, M_1) : d_M (f \circ g) = (d_{M_1} f) \circ \left(D^{(M, M_1)}g\right). \tag{12}
\]
This is called the “special chain-rule of differentiation”, here. \(d_M f\) can simply be denoted by \(df\) when there is no ambiguity about the underlying manifold \(M\), and it can be simply referred to as the “derivative of \(f\”). \(d_M f (v)\) can simply be referred to as the “derivative of \(f\) in the direction \(v\).

**DG 14.** The set \(\mathcal{A} := \left\{ \phi \times \psi \mid \phi \in \mathcal{A}_1, \psi \in \mathcal{A}_1 \right\}\) is an element of \(\text{Atl}^{(\infty)}(M \times M_1, \mathbb{R}^{n+m})\), that is, a \(C^\infty\) atlas on \(M \times M_1\) constructed upon \(\mathbb{R}^{n+m}\). The topology on \(M \times M_1\) induced by the \(C^\infty\) maximal-atlas on \(M \times M_1\) constructed upon \(\mathbb{R}^{n+m}\) that is generated by the atlas \(\mathcal{A}\) (that is, \(\text{maxAtl}^{(\infty)}(M \times M_1, \mathbb{R}^{n+m}) (\mathcal{A})\)), is the topological-product of the underlying topological-spaces of the manifolds \(M\) and \(M_1\), that is, \(\hat{M} \times \hat{M}_1\). Since \(\hat{M}\) and \(\hat{M}_1\) are Hausdorff and second-countable spaces, so is the topological space \(\hat{M} \times \hat{M}_1\). Consequently, the set \(M \times M_1\) endowed with the \(C^\infty\) maximal-atlas \(\text{maxAtl}^{(\infty)}(M \times M_1, \mathbb{R}^{n+m}) (\mathcal{A})\) is a differentiable-structure whose underlying topological-space is Hausdorff and second-countable. Thus, \(\left( M \times M_1, \text{maxAtl}^{(\infty)}(M \times M_1, \mathbb{R}^{n+m}) (\mathcal{A}) \right)\) is a manifold. \(\hat{M} \times \hat{M}_1\) denotes this manifold and is referred to as the “manifold-product of the manifolds \(M\) and \(M_1\).

**DG 15.** For every \(f \in C^\infty(M, M_2)\) and every \(g \in C^\infty(M_1, M_3)\), the product mapping \(f \times g\) is a smooth map from the manifold-product of \(M\) and \(M_1\) to the manifold-product of \(M_2\) and \(M_3\), that is, \(\left( f \times g \right) \in C^\infty\left( \hat{M} \times M_1, \hat{M}_2 \times \hat{M}_3 \right)\).

**DG 16.** Every smooth map \(f\) from \(M\) to \(M_1\) whose differential becomes a a linear monomorphism from \(T_p M\) to \(T_{f(p)} M_1\) when restricted to \(T_p M\) for every point \(p\) of \(M\), is referred to as a “\(\infty\)-immersion from the manifold \(M\) to the manifold \(M_1\)”\). The set of all \(\infty\)-immersions from \(M\) to \(M_1\) is denoted by \(\text{Immersion}^\infty(M, M_1)\).

Every \(\infty\)-immersion from \(M\) to \(M_1\) which is additionally a topological embedding of \(\hat{M}\) (the underlying topological-space of \(M\)) into \(\hat{M}_1\) (the underlying topological-space of \(M_1\)), is referred to as an “\(\infty\)-embedding of \(M\) into \(M_1\)”\). The set of all \(\infty\)-embedding from \(M\) to \(M_1\) is denoted by \(\text{Embedding}^\infty(M, M_1)\).

Every smooth map \(f\) from \(M\) to \(M_1\) whose differential becomes a a linear epimorphism from \(T_p M\) and \(T_{f(p)} M_1\) when restricted to \(T_p M\) for every point \(p\) of \(M\), is referred to as a “\(\infty\)-submersion from the manifold \(M\) to the manifold \(M_1\)”\). The set of all \(\infty\)-submersions from \(M\) to \(M_1\) is denoted by \(\text{Submersion}^\infty(M, M_1)\).

**DG 17.** \(M_1\) is said to be an “\((m_1\text{-dimensional})\) \(\infty\)-immersed submanifold of \(M\)” or simply an “\(\infty\)-immersed submanifold of \(M\)” iff \(M_1 \subseteq M\) and the injection of \(M_1\) into \(M\) is an \(\infty\)-immersion from \(M_1\) to \(M\), that is \(\text{Imm} \in \text{Immersion}^\infty(M_1, M)\).

\(M_1\) is said to be an “\((m_1\text{-dimensional})\) \(\infty\)-embedded submanifold of \(M\)” or simply an
“embedded submanifold of $M$” iff $M_1 \subseteq M$ and the injection of $M_1$ into $M$ is an infinite embedding from $M_1$ to $M$, that is $\text{Inj}_{M_1 \rightarrow M} \in \text{Embedding}^\infty(M_1, M)$. It is clear that every embedded submanifold of $M$ is necessarily an immersed submanifold of $M$. Given a subset $S$ of $M$, there is at most one corresponded differentiable structure modeled on $\mathbb{R}^q$ for some $q \in \mathbb{Z}^+$ that makes it a $C^\infty$ manifold which is an embedded submanifold of $M$; if this unique differentiable structure exists, it is inherited from the maximal atlas of $M$ in a canonical way. The set of all subsets of $M$ accepting a differentiable structure modeled on a Euclidean-space that makes it an embedded submanifold of $M$ is denoted by $\text{EmSubMan}(M)$. For every $S$ in $\text{EmSubMan}(M)$, the unique $C^\infty$ manifold with the set of points $S$ that is an embedded submanifold of $M$ is denoted by $\text{emsubman}(M; S)$ or $M|_S$. Each element of $\text{EmSubMan}(M)$ is called an “embedded set of the manifold $M$”. Every open set of $M$ is an embedded set of $M$, that is $\text{Top}^M(M) \subseteq \text{EmSubMan}(M)$. Furthermore, every embedded set of $M$ is a locally-closed set of the underlying topological-space of $M$, which means every embedded set of $M$ is open in its closure (with respect to its topology inherited from the topology of $M$).

If $M_2$ is an immersed submanifold of $M_1$ and $M_1$ is an immersed submanifold of $M$, then $M_2$ is an immersed submanifold of $M$. Additionally, given subsets $S_1$ and $S_2$ of $M$ such that $S_2 \subseteq S_1$, if $S_1 \in \text{EmSubMan}(M)$ and $S_2 \in \text{EmSubMan}(\text{emsubman}(M; S_1))$, then $S_2 \in \text{EmSubMan}(M)$.

**DG 18.** For every smooth map $f$ from $M$ to $M_1$, and every element $S$ of $\text{EmSubMan}(M)$ (every embedded set of $M$), the domain-restriction of $f$ to $S$ is also a smooth map from the embedded submanifold $\text{emsubman}(M; S)$ of $M$ to $M_1$.

For every map $f$ from $M$ to $M_1$, and every element $S$ of $\text{EmSubMan}(M_1)$ (every embedded set of $M_1$) that includes the image of $f$, $f$ is a smooth map from $M$ to $M_1$ if and only if the codomain-restriction of $f$ to $S$ is a smooth map from the $M$ to the embedded submanifold $\text{emsubman}(M_1; S)$ of $M_1$.

The embedded sets of the manifold $M$ is in a one-to-one correspondence with the embedded sets of any manifold diffeomorphic to $M$. Actually, Every $\infty$-diffeomorphism $f$ from $M$ to $M_1$ maps an embedded set of $M$ to an embedded set of $M_1$. Therefore the restriction (that is simultaneously domain-restriction and codomain-restriction) of a smooth map $f$ from $M$ to $M_1$ to an embedded set $S$ of $M$ is again a smooth map from the embedded submanifold $\text{emsubman}(M; S)$ of $M$ to the embedded submanifold $\text{emsubman}(M_1; f^{-1}(S))$ of $M_1$. 
DG 19. Given an $\infty$-immersion $f$ from $\mathcal{M}$ to $\hat{\mathcal{M}}_1$, for every point $p$ of $\mathcal{M}$, there exists an open set $U$ of the manifold $\mathcal{M}$ such that $f^{-1}(U)$ is an embedded set of the manifold $\hat{\mathcal{M}}_1$, and the restriction of $f$ to $U$ is an $\infty$-diffeomorphism from the embedded submanifold $\text{emsubman}(\mathcal{M}; U)$ to the embedded submanifold $\text{emsubman}(\hat{\mathcal{M}}_1; f^{-1}(U))$ of $\hat{\mathcal{M}}_1$.

DG 20. Given a positive integer $n$, and a non-empty open set $U$ of $\hat{\mathbb{R}}^n$, trivially $U$ is an embedded set of the canonical smooth manifold of $\mathbb{R}^n$, and the manifold $\text{emsubman}(\hat{\mathbb{R}}^n; U)$ is simply denoted by $\hat{U}_{\mathbb{R}^n}$, and is called the “canonical differentiable structure of $U$ inherited from $\hat{\mathbb{R}}^n$”. It is also a trivial fact that $\hat{U}_{\mathbb{R}^n}$ is a $C^\infty$ differentiable structure modeled on $\mathbb{R}^n$, the singleton $\{\text{Id}_U\}$ being an atlas and consequently $\text{Id}_U$ a chart of it.

DG 21. The notion of partial derivative of differentiable mappings from a product of Banach spaces to a Banach space as introduced in [8], can be generalized to the case of smooth mappings from a product of manifolds to a manifold. Here, only the simplest case is considered, where the domain of a smooth mapping is the product of a pair of manifolds. $p_1$ and $p_2$ are taken as points of the manifolds $\mathcal{M}_1$ and $\mathcal{M}_2$, respectively. The mappings $\mathcal{L}_p^{(\mathcal{M}_1, \mathcal{M}_2)} : \mathcal{M}_1 \rightarrow \mathcal{M}_1 \times \mathcal{M}_2$ and $\mathcal{R}_p^{(\mathcal{M}_1, \mathcal{M}_2)} : \mathcal{M}_2 \rightarrow \mathcal{M}_1 \times \mathcal{M}_2$ are defined as,

\[
\forall x \in \mathcal{M}_1 : \mathcal{L}_p^{(\mathcal{M}_1, \mathcal{M}_2)}(x) \overset{\text{def}}{=} (x, p_2), \quad (13)
\]

\[
\forall x \in \mathcal{M}_2 : \mathcal{R}_p^{(\mathcal{M}_1, \mathcal{M}_2)}(x) \overset{\text{def}}{=} (p_1, x). \quad (14)
\]

It is a trivial fact that $\mathcal{L}_p^{(\mathcal{M}_1, \mathcal{M}_2)}$ is a smooth map from $\mathcal{M}_1$ to $\mathcal{M}_1 \times \mathcal{M}_2$, and $\mathcal{R}_p^{(\mathcal{M}_1, \mathcal{M}_2)}$ a smooth map from $\mathcal{M}_2$ to $\mathcal{M}_1 \times \mathcal{M}_2$. The mapping $\Theta^{(\mathcal{M}_1, \mathcal{M}_2)}_{(p_1, p_2)}$ is defined as,

\[
\Theta^{(\mathcal{M}_1, \mathcal{M}_2)}_{(p_1, p_2)} \overset{\text{def}}{=} \mathcal{F}\left(T_{p_1}\mathcal{M}_1 \times T_{p_2}\mathcal{M}_2, T_{(p_1, p_2)}\mathcal{M}_1 \times \mathcal{M}_2\right), \quad (15)
\]

\[
\forall (v_1, v_2) \in T_{p_1}\mathcal{M}_1 \times T_{p_2}\mathcal{M}_2:
\]

\[
\Theta^{(\mathcal{M}_1, \mathcal{M}_2)}_{(p_1, p_2)}(v_1, v_2) \overset{\text{def}}{=} \left[D^{\mathcal{M}_1, \mathcal{M}_2}(\mathcal{L}_p^{(\mathcal{M}_1, \mathcal{M}_2)})(v_1) + D^{\mathcal{M}_2, \mathcal{M}_1}(\mathcal{R}_p^{(\mathcal{M}_1, \mathcal{M}_2)})(v_2)\right].
\]

Actually, $\Theta^{(\mathcal{M}_1, \mathcal{M}_2)}_{(p_1, p_2)}$ is a bijection and hence the tangent-space of $\mathcal{M}_1 \times \mathcal{M}_2$ at the point $(p_1, p_2)$ can be identified with $T_{p_1}\mathcal{M}_1 \times T_{p_2}\mathcal{M}_2$ via $\Theta^{(\mathcal{M}_1, \mathcal{M}_2)}_{(p_1, p_2)}$. $f$ is taken as a smooth map from the manifold-product of $\mathcal{M}_1$ and $\mathcal{M}_2$ to the manifold
$\mathcal{M}$, that is an element of $C^{\infty}(\mathcal{M}_{1}^{m} \times \mathcal{M}_{2}, \mathcal{M})$.

$\forall (v_{1}, v_{2}) \in T_{p_{1}}\mathcal{M}_{1} \times T_{p_{2}}\mathcal{M}_{2}$:

$$
\left[D_{(\mathcal{M}_{1}^{m} \times \mathcal{M}_{2}, \mathcal{M})}f\right] \left(\Theta_{(p_{1}, p_{2})}^{(\mathcal{M}_{1}, \mathcal{M}_{2})}(v_{1}, v_{2})\right) = \left[D_{(\mathcal{M}_{1}, \mathcal{M})}f \circ \mathcal{L}\mathcal{J}_{p_{2}}^{(\mathcal{M}_{1}, \mathcal{M}_{2})}\right](v_{1}) + \left[D_{(\mathcal{M}_{2}, \mathcal{M})}f \circ \mathcal{R}\mathcal{J}_{p_{1}}^{(\mathcal{M}_{1}, \mathcal{M}_{2})}\right](v_{2}),
$$

(16)

where the addition takes place in the tangent-space of $\mathcal{M}_{1}^{m} \times \mathcal{M}_{2}$ at $f(p_{1}, p_{2})$. 
Here the existence of multiplicative identity is assumed as an axiom within the definition of the algebraic structure of a ring.
All occurrences of modules are taken to be left modules.

1 Tensors

1.1 Tensors on Modules

Fixed Objects 2.1: $\mathbb{K}$ is fixed as a commutative ring, and $M = (M, +, \times, \mathbb{K})$ as a $\mathbb{K}$-module.

Definition 2.1: Let $r$ and $s$ be non-negative integers such that $r + s > 0$, and let $T$ be a function from $\underbrace{M \times \ldots \times M}_r \times \underbrace{M^* \times \ldots \times M^*}_s$ to $\mathbb{K}$. $T$ is called a “$(r, s)$-tensor on $M$” or a “multi-linear form (of type $(r, s)$) on $M$” iff $T$ is linear in each factor, that is,

$$\forall j \in \{1, \ldots, r\}: \forall (v_1, \ldots, v_r, w) \in \underbrace{M \times \ldots \times M}_r: \forall (u_1, \ldots, u_s) \in \underbrace{M^* \times \ldots \times M^*}_s: \forall c \in \mathbb{K}:$$

$$T(v_1, \ldots, v_j + cw, \ldots, v_r, u_1, \ldots, u_s)$$

$$= T(v_1, \ldots, v_r, u_1, \ldots, u_s) + cT(v_1, \ldots, v_{j-1}, w, v_{j+1}, \ldots, v_r, u_1, \ldots, u_s),$$

(17)
and

\[\forall j \in \{1, \ldots, s\}: \forall (v_1, \ldots, v_r) \in M^r: \forall (u_1, \ldots, u_s, w) \in M^s \times M^{s+1}: \forall c \in K:\]

\[T(v_1, \ldots, v_r, u_1, \ldots, u_j + cw, \ldots, u_s) = T(v_1, \ldots, v_r, u_1, \ldots, u_s) + cT(v_1, \ldots, v_r, u_1, \ldots, u_{j-1}, w, u_{j+1}, \ldots, u_s).\]

(18)

The set of all \((r, s)\)-tensors on \(M\) is denoted by \(T^r_s(M)\). Additionally, by convention, \(T^0_0(M) := K\).

\(^a\) Any \((r, s)\)-tensor on \(M\) is also called a "\(r\)-covariant and \(s\)-contravariant tensor on \(M\)". Any element of \(T^r_r(M)\) is called a "covariant tensor of rank \(r\) on \(M\)" and any element of \(T^0_0(M)\) is called a "contravariant tensor of rank \(s\) on \(M\)."

\[\blacksquare\]

**Remark 2.1:** The notion of a multi-linear form in the class of vector-spaces is adopted as that of the class of modules, considering that any vector-space over a field is inherently a module over a commutative ring.

**Theorem 2.1:** Let \(r\) and \(s\) be non-negative integers. Endowing \(T^r_s(M)\) with the operations of addition and scalar multiplication defined as

\[
\begin{align*}
\forall (v_1, \ldots, v_r) \in M^r: \forall (u_1, \ldots, u_s) \in M^s: \\
\forall (\alpha, \beta) \in T^r_r(M) \times T^s_s(M): [\alpha + \beta](v_1, \ldots, v_r, u_1, \ldots, u_s) & \overset{\text{def}}{=} \alpha(v_1, \ldots, v_r, u_1, \ldots, u_s) + \beta(v_1, \ldots, v_r, u_1, \ldots, u_s), \\
\forall (c, \alpha) \in K \times T^r_r(M): (c\alpha)(v_1, \ldots, v_r, u_1, \ldots, u_s) & \overset{\text{def}}{=} c\alpha(v_1, \ldots, v_r, u_1, \ldots, u_s),
\end{align*}
\]

(19)

when \(r + s > 0\), and defined as the same addition and multiplication operations of the ring \(K\) when \(r = s = 0\), turns \(T^r_s(M)\) into a \(K\)-module.

**proof:** It is trivial to check the axioms of the module structure.

\[\blacksquare\]

**Definition 2.2:** Let \(r\) and \(s\) be non-negative integers. The \(K\)-module obtained by endowing \(T^r_r(M)\) with the natural operations of addition and scalar multiplication defined in the theorem above, will be denoted by \(T^r_r(M)\).
Definition 2.3: The direct sum of all $T^r_s(M)$-s when $r$ and $s$ range over all non-negative integers simultaneously, will simply be denoted by $\bigotimes M$. That is,

$$\bigotimes M := \bigoplus \{ T^r_s(M) \mid r, s = 0, 1, \ldots \}. \quad (20)$$

$\bigotimes M$ is referred to as the “space of tensors on $M$”. For every pair $r$ and $s$ of non-negative integers, there is a natural injection of $T^r_s(M)$ into $\bigotimes M$ via which every $(r, s)$-tensor on $M$ can be identified with a unique element of $\bigotimes M$.

Definition 2.4: The binary operation $\bigotimes_m M$ on $\bigotimes M$ is defined to be the unique bilinear map $\bigotimes_m : \bigotimes M \times \bigotimes M \to \bigotimes M$ such that for every non-negative integers $r, s, p, q$, if $r + s > 0$ and $p + q > 0$,

$$\forall (\alpha, \beta) \in T^r_s(M) \times T^p_q(M) : \forall v_1, \ldots, v_{r+p} \in M^{r+p} : \forall u_1, \ldots, u_{s+q} \in M^{s+q} :$$

$$\left(\alpha \bigotimes_m \beta\right)(v_1, \ldots, v_{r+p}, u_1, \ldots, u_{s+q}) \equiv \alpha (v_1, \ldots, v_r, u_1, \ldots, u_s) \beta (v_{r+1}, \ldots, v_{r+p}, u_{s+1}, \ldots, u_{s+q}), \quad (21)$$

and if $r + s = 0$,

$$\forall (\alpha, \beta) \in T^r_s(M) \times T^p_q(M) : \alpha \bigotimes_m \beta \equiv \alpha \beta, \quad (22)$$

and if $p + q = 0$,

$$\forall (\alpha, \beta) \in T^r_s(M) \times T^p_q(M) : \alpha \bigotimes_m \beta \equiv \beta \alpha. \quad (23)$$

$\bigotimes_m$ is called the “tensor operation of the $K$-module $M$”. For any non-negative integers $r$ and $s$, each element of $T^r_s(M)$ is also called a “(type) $(r, s)$ simple tensor (on $M$)”. Also for every $\alpha$ and $\beta$ in $\bigotimes M$, $\alpha \bigotimes \beta$ is called the “tensor product of the tensors $\alpha$ and $\beta$”. When there is no ambiguity about the underlying module, $\bigotimes_m$ can simply be denoted by $\otimes$.

* It is trivial that for any $\alpha \in T^r_s(M) \subseteq \bigotimes M$ and any $\beta \in T^p_q(M) \subseteq \bigotimes M$, $\alpha \bigotimes \beta \in T^{r+s}_{r+p}(M) \subseteq \bigotimes M$ and $\otimes$ acts bilinearly on $T^r_s(M) \times T^p_q(M)$. We presumed the triviality of these facts prior to the definition.

Theorem 2.2: $\bigotimes_m$ is an associative binary operation.

proof: Let $\alpha$, $\beta$, and $\gamma$ be arbitrary elements of $\bigotimes M$.

Suppose that $\alpha$, $\beta$ and $\gamma$ are simple tensors. Then there exists non-negative integers $l$,
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$m, p, q, r, \text{ and } s$ such that $\alpha \in T_m^p(M)$, $\beta \in T_q^p(M)$, and $\gamma \in T_r^s(M)$. Clearly, for every $(v_1, \ldots, v_{l+p+r}) \in M^{\times l+p+r}$ and every $(u_1, \ldots, u_{m+q+s}) \in M^{\times m+q+s}$,

\[
\left[ \alpha \otimes \left( \beta \otimes \gamma \right) \right](v_1, \ldots, v_{l+p+r}, u_1, \ldots, u_{m+q+s}) \\
= \alpha(v_1, \ldots, v_l, u_1, \ldots, u_m) \left[ \beta \otimes \gamma(v_{l+1}, \ldots, v_{l+p+r}, u_{m+1}, \ldots, u_{m+q+s}) \right] \\
= \alpha(v_1, \ldots, v_l, u_1, \ldots, u_m) \\
\left[ \beta(v_{l+1}, \ldots, v_{l+p}, u_{m+1}, \ldots, u_{m+q}) \right] \gamma(v_{l+p+1}, \ldots, v_{l+p+r}, u_{m+q+1}, \ldots, u_{m+q+s}) \right),
\]

(24)

and similarly,

\[
\left[ \left( \alpha \otimes \beta \right) \otimes \gamma \right](v_1, \ldots, v_{l+p+r}, u_1, \ldots, u_{m+q+s}) \\
= \left[ \alpha(v_1, \ldots, v_l, u_1, \ldots, u_m) \beta(v_{l+1}, \ldots, v_{l+p}, u_{m+1}, \ldots, u_{m+q}) \right] \\
\gamma(v_{l+p+1}, \ldots, v_{l+p+r}, u_{m+q+1}, \ldots, u_{m+q+s}) \right).
\]

(25)

Hence, considering the associativity of the product operation of the ring $K$, it becomes evident that,

\[
\alpha \otimes \left( \beta \otimes \gamma \right) = \left( \alpha \otimes \beta \right) \otimes \gamma.
\]

(26)

So the tensor operation is associative when restricted to simple tensors.

Generally there exists simple tensors of different types $\alpha_1, \ldots, \alpha_m$, simple tensors of different types $\beta_1, \ldots, \beta_n$, and simple tensors of different types $\gamma_1, \ldots, \gamma_p$ in $\otimes M$ such that,

\[
\alpha = \alpha_1 + \cdots + \alpha_m \\
\beta = \beta_1 + \cdots + \beta_n \\
\gamma = \gamma_1 + \cdots + \gamma_p.
\]

(27)

Hence according to the definition of tensor operation, considering the bilinearity of the tensor operation and the commutativity of addition in the space of tensors, and the associativity
of the tensor operation when restricted to simple tensors,
\[
\alpha \otimes (\beta \otimes \gamma) = \left( \sum_{i=1}^{m} \alpha_i \right) \otimes \left[ \left( \sum_{j=1}^{n} \beta_j \right) \otimes \left( \sum_{k=1}^{p} \gamma_k \right) \right] \\
= \left( \sum_{i=1}^{m} \alpha_i \right) \otimes \left( \sum_{j=1}^{n} \beta_j \otimes \gamma_k \right) \\
= \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{p} \alpha_i \otimes (\beta_j \otimes \gamma_k) \\
= \sum_{i=1}^{m} \sum_{j=1}^{n} \left( \alpha_i \otimes \beta_j \right) \otimes \gamma_k \\
= \left( \alpha \otimes \beta \right) \otimes \gamma. \\
\] (28)

**Definition 2.5:** \( \left( \otimes \mathbb{M}, \otimes \right) \) is called the “tensor algebra of \( \mathbb{M} \).”

\[\square\]

### 2.1 Tensors on Finite-Dimensional Vector-Spaces

**Fixed Objects 2.2:** \( k \) is fixed as a field of characteristic zero, and \( \mathbb{W}, \mathbb{W}_1, \) and \( \mathbb{W}_2 \) as \( k \)-vector-spaces with finite dimensions \( n, n_1, \) and \( n_2 \) respectively. \( e \) is fixed as an ordered basis of \( \mathbb{W} \), and \( \overline{e} \) is taken to be its dual basis, which is an ordered basis for \( \mathbb{W}^* \). \( \overline{e} \) denotes the dual basis of \( e \), which can be identified with \( e \) via the natural linear isomorphism \( \iota: \mathbb{W} \rightarrow \mathbb{W}^{**}: w \rightarrow w \).

\[\diamondsuit\]

**Corollary 2.1:** Let \( r \) and \( s \) be non-negative integers. \( T^r_s(\mathbb{W}) \) is a finite-dimensional vector-space with dimension \( n^{r+s} \). This vector-space is called the “vector-space of (all) \( (r, s) \) tensors on \( \mathbb{W} \).

\[\square\]

**Definition 2.6:** For every non-negative integers \( r \) and \( s \) such that \( r + s > 0 \), the function \( E^{(r,s)}: \{1, \ldots, n^{r+s}\} \rightarrow T^r_s(\mathbb{W}) \) is defined as,
\[
\forall j \in n^{r+s}: \ E_j^{(r,s)} \overset{\text{def}}{=} \overline{e}^{j_1} \otimes \cdots \otimes \overline{e}^{j_r} \otimes e_{j_{r+1}} \otimes \cdots \otimes e_{j_{r+s}}, \\
\] (29)
where the string \((j_1, \ldots, j_{r+s})\) is the unique representation of \(j\) relative to the radix \(n\), that is,

\[
    j = j_1 (n^{r+s-1}) + j_2 (n^{r+s-2}) + \cdots + j_{r+s},
\]

\[
    \forall i \in \{1, \ldots, r+s\} : 0 \leq j_i \leq n.
\]

(30)

\[\square\]

**Theorem 2.3:** Let \(r\) and \(s\) be non-negative integers such that \(r + s > 0\). \(E^{(r, s)}\) is an ordered basis for the \(k\)-vector-space \(T^r_s(\mathbb{W})\), and every \(\alpha \in T^r_s(\mathbb{W})\) has the unique representation with respect to this basis as,

\[
    \alpha = \sum_{j=1}^{n+r+s} \alpha(e_{j_1}, \ldots, e_{j_r}, e^{(r+1)}, \ldots, e^{(r+s)}) E_j^{(r, s)},
\]

where the string \((j_1, \ldots, j_{r+s})\) is the representation of \(j\) relative to the radix \(n\).

**proof:** For every \(\alpha \in T^r_s(\mathbb{W})\),

\[
    \forall (v_1, \ldots, v_{r+s}) \in \prod_{r} \mathbb{W} \times \prod_{s} \mathbb{W}:
\]

\[
    \alpha(v_1, \ldots, v_{r+s}) = \alpha \left( \sum_{j_1=1}^{n} \sum_{j_r=1}^{n} \cdots \sum_{j_{r+s}=1}^{n} \left[ \alpha(e_{j_1, \ldots, e_{j_r}, e^{(r+1)}, \ldots, e^{(r+s)}) \right] e^{(r+1)}(v_r) e^{(r+1)}(v_r+1) \cdots e^{(r+s)}(v_r+s) \right)
\]

\[
    = \sum_{j=1}^{n+r+s} \alpha(e_{j_1, \ldots, e_{j_r}, e^{(r+1)}, \ldots, e^{(r+s)}) \left[ e^{(r+1)}(v_1) \cdots e^{(r+s)}(v_1) e^{(r+1)}(v_r+1) \cdots e^{(r+s)}(v_r+s) \right]
\]

\[
    = \sum_{j=1}^{n+r+s} \left[ \alpha(e_{j_1, \ldots, e_{j_r}, e^{(r+1)}, \ldots, e^{(r+s)}) \right] \left[ e^{(r+1)} \cdots e^{(r+s)}(v_1, \ldots, v_{r+s}) \right]
\]

\[
    = \left[ \sum_{j=1}^{n+r+s} \alpha(e_{j_1, \ldots, e_{j_r}, e^{(r+1)}, \ldots, e^{(r+s)}) E_j^{(r, s)} \right] (v_1, \ldots, v_{r+s}),
\]

(32)

and hence,

\[
    \alpha = \sum_{j=1}^{n+r+s} \alpha(e_{j_1, \ldots, e_{j_r}, e^{(r+1)}, \ldots, e^{(r+s)}) E_j^{(r, s)}.
\]

(33)

So it becomes clear that \(\{E_j^{(r, s)} \mid j = 1, \ldots, n^{r+s}\}\) spans the vector-space \(T^r_s(\mathbb{W})\).

Now let \(c_1, \ldots, c_{n^{r+s}}\) be elements of \(k\), and suppose that,

\[
    \sum_{j=1}^{n^{r+s}} c_j E_j^{(r, s)} = 0,
\]

(34)
where 0 denotes the neutral element of the vector-space $T^r_s(W)$. Then clearly,

$$\forall k \in \{1, \ldots, n^{r+s}\}: 0 = \left[ \sum_{j=1}^{n^{r+s}} c_j E_j^{(r,s)} \right] (e_k \otimes \cdots \otimes e_k \otimes e_{k+1} \otimes \cdots \otimes e_{k+s})$$

$$= c_k E_k^{(r,s)}$$  \hspace{1cm} (35)

and therefore considering that each $E_k^{(r,s)} (k \text{ ranging over all possible indices})$ is a non-zero element of $T^r_s(W)$,

$$\forall k \in \{1, \ldots, n^{r+s}\}: c_k = 0.$$  \hspace{1cm} (36)

Therefore it is inferred that $\{E_j^{(r,s)} | j = 1, \ldots, n^{r+s}\}$ is a linearly-independent subset of $T^r_s(W)$.

\[\square\]

**Corollary 2.2:** The dimension of the k-vector-space $T^r_s(W)$ is $n^{r+s}$.

\[\square\]

## 2 Pullbacks of Linear Maps

**Fixed Objects 2.3:** In this section the dimensional restriction of the fixed k-vector-spaces $W, W_1$, and $W_2$ is relaxed and they can be infinite-dimensional.

\[\diamond\]

**Definition 2.7:** Let $L$ be an element of $L(W, W_1)$ (a linear map from $W$ to $W_1$). The mapping $L^* : W_1^* \rightarrow W^*$ is defined as,

$$\forall \alpha \in W_1^* : \forall v \in W : [L^* (\alpha)](v) \overset{\text{def}}{=} \alpha (L(v)).$$  \hspace{1cm} (37)

$L^*$ is referred to as the “dual-pullback of $L$”.

\[\blacksquare\]

**Proposition 2.1:** Let $L \in L(W, W_1)$ and $T \in L(W_1, W_2)$.

- $(T \circ L)^* = L^* \circ T^*$.

- If $L \in \text{LIsom}(W, W_1)$, then $L^* \in \text{LIsom}(W_1^*, W^*)$, and

$$\left( L^* \right)^{-1} = \left( L^{-1} \right)^*.$$  \hspace{1cm} (39)
proof: It is a direct consequence of the definition of the dual-pullback.

Definition 2.8: Let \( r \) and \( s \) be non-negative integers. Suppose that \( \mathbb{W} \) and \( \mathbb{W}_1 \) are linearly isomorphic and let \( L \) be an element of \( \operatorname{LIsom}(\mathbb{W}, \mathbb{W}_1) \) (a linear isomorphism from \( \mathbb{W} \) to \( \mathbb{W}_1 \)). The mapping \( L^*_{(r, s)} : T^*_s(\mathbb{W}_1) \to T^*_r(\mathbb{W}) \) is defined as,

- if \( r + s > 0 \),

\[
\forall \beta \in T^*_s(\mathbb{W}_1) : \forall (v_1, \ldots, v_{r+s}) \in \mathbb{W} \times \ldots \times \mathbb{W} \times \mathbb{W}^* \times \ldots \times \mathbb{W}^*:
\]

\[
[L^*_{(r, s)}(\beta)](v_1, \ldots, v_{r+s}) \overset{\text{def}}{=} \beta \left( L(v_1), \ldots, L(v_r), (L^{-1})^*(v_{r+1}), \ldots, (L^{-1})^*(v_{r+s}) \right),
\]

(40)

- if \( r = s = 0 \),

\[
L^*_{(r, s)} \overset{\text{def}}{=} \text{Id}_k.
\]

(41)

\( L^*_{(r, s)} \) is called the “\((r, s)\)-pullback of the linear isomorphism \( L \in \operatorname{LIsom}(\mathbb{W}, \mathbb{W}_1)\)”.

Theorem 2.4: Let \( r \) and \( s \) be non-negative integers. Suppose that \( \mathbb{W}, \mathbb{W}_1, \) and \( \mathbb{W}_2 \) are linearly isomorphic and let \( L \) be an element of \( \operatorname{LIsom}(\mathbb{W}, \mathbb{W}_1) \) and \( T \) an element of \( \operatorname{LIsom}(\mathbb{W}_1, \mathbb{W}_2) \).

\[
(\text{Id}_\mathbb{W})^*_{(r, s)} = \text{Id}_{T^*_s(\mathbb{W})},
\]

(42)

and

\[
(T \circ L)^*_{(r, s)} = L^*_{(r, s)} \circ T^*_s.
\]

(43)

proof: It is an immediate result of the definition of \((r, s)\)-pullback of linear isomorphisms.

\[\square\]

Theorem 2.5: Let \( r \) and \( s \) be non-negative integers. Suppose that \( \mathbb{W} \) and \( \mathbb{W}_1 \) are linearly isomorphic and let \( L \) be an element of \( \operatorname{LIsom}(\mathbb{W}, \mathbb{W}_1) \) (a linear isomorphism from \( \mathbb{W} \) to \( \mathbb{W}_1 \)). The mapping \( L^*_{(r, s)} : T^*_r(\mathbb{W}_1) \to T^*_r(\mathbb{W}) \) is a linear isomorphism from \( T^*_r(\mathbb{W}_1) \) to \( T^*_r(\mathbb{W}) \). That is, \( L^*_{(r, s)} \) is a bijection and,

\[
\forall (\beta_1, \beta_2) \in T^*_r(\mathbb{W}_1) \times T^*_s(\mathbb{W}_1) : \forall c \in \mathbb{k} : L^*_{(r, s)} (c\beta_1 + \beta_2) = cL^*_{(r, s)}(\beta_1) + L^*_{(r, s)}(\beta_2).
\]

(44)

Furthermore,

\[
\left( L^*_{(r, s)} \right)^{-1} = (L^{-1})^*_{(r, s)}.
\]

(45)
 proof: \( L_{(0, 0)}^* = \text{Id}_k \), and hence \( L_{(0, 0)}^* \) is a linear isomorphism from the \( \mathbb{k} \)-vector-space \( \mathbb{k} \) to itself, that is a linear isomorphism from \( T^0_0(\mathbb{W}) \) to \( T^0_p(\mathbb{W}) \). So the assertion is true when \( r = s = 0 \).

Now suppose that \( r + s > 0 \). The linearity of \( L_{(r, s)}^* \) follows directly from the definition of \( (r, s) \)-pullback of a linear isomorphism and the definition of the linear structure of the space of \( (r, s) \) tensors on a vector-space.

The final assertion is a consequence of [theorem 2.4]. Let us give a direct proof, which actually mimics the idea for proving [theorem 2.4]. Let \( L \) be a linear isomorphism from \( \mathbb{W} \) to \( \mathbb{W}_1 \). Clearly \( L_{(r, s)}^* \circ (L^{-1})_{(r, s)}^* : T^*_1(\mathbb{W}) \to T^*_r(\mathbb{W}) \), and

\[
\forall \alpha \in T^*_1(\mathbb{W}) : \forall (v_1, \ldots, v_{r+s}) \in \underbrace{\mathbb{W} \times \ldots \times \mathbb{W}}_{r} \times \underbrace{\mathbb{W}^* \times \ldots \times \mathbb{W}^*}_{s}:

\[
\begin{align*}
\left[ (L_{(r, s)}^* \circ (L^{-1})_{(r, s)}^*) (\alpha) \right] (v_1, \ldots, v_{r+s}) \\
= \left[ (L^{-1})_{(r, s)}^* (\alpha) \right] \left( L(v_1), \ldots, L(v_r), (L^{-1})^* (v_{r+1}), \ldots, (L^{-1})^* (v_{r+s}) \right) \\
= \alpha \left( L^{-1} (L(v_1)), \ldots, L^{-1} (L(v_r)), L^* \left( (L^{-1})^* (v_{r+1}) \right), \ldots, L^* \left( (L^{-1})^* (v_{r+s}) \right) \right) \\
= \alpha (v_1, \ldots, v_{r+s}).
\end{align*}
\]

Therefore,

\[
L_{(r, s)}^* \circ (L^{-1})_{(r, s)}^* = \text{Id}_{T^*_r(\mathbb{W})}.
\]

Similarly, it can be seen that,

\[
(L^{-1})_{(r, s)}^* \circ L_{(r, s)}^* = \text{Id}_{T^*_1(\mathbb{W}_1)}.
\]

Thus, \( L_{(r, s)}^* \) is a bijection and \( (L_{(r, s)}^*)^{-1} = (L^{-1})_{(r, s)}^* \). \( \square \)

**Definition 2.9:** Let \( r \) be a non-negative integer. Let \( L \) be an element of \( L(\mathbb{W}, \mathbb{W}_1) \) (a linear map from \( \mathbb{W} \) to \( \mathbb{W}_1 \)). The mapping \( L_{(r)}^* : T^0_r(\mathbb{W}_1) \to T^0_r(\mathbb{W}) \) is defined as,

- if \( r > 0 \),

\[
\forall \beta \in T^0_r(\mathbb{W}_1) : \forall (v_1, \ldots, v_r) \in \underbrace{\mathbb{W} \times \ldots \times \mathbb{W}}_{r}:

\left[ L_{(r)}^* (\beta) \right] (v_1, \ldots, v_r) \overset{\text{def}}{=} \beta (L(v_1), \ldots, L(v_r)),
\]

- if \( r = s = 0 \),

\[
L_{(r)}^* \overset{\text{def}}{=} \text{Id}_k.
\]
$L^*_r$ is called the “$r$-covariant–pullback of the linear map $L \in L(W, W_1)$”.

\begin{theorem}
Let $r$ be a non-negative integer. Let $L$ be an element of $L(W, W_1)$ and $T$ an element of $L(W_1, W_2)$.
\begin{equation}
(\text{Id}_W)^*_r = \text{Id}_{T(W)}^r,
\end{equation}
and
\begin{equation}
(T \circ L)^*_r = L^*_r \circ T^*_r.
\end{equation}
\end{theorem}

\textbf{proof:} It is an immediate result of the definition of $r$-pullback of linear maps.

\begin{corollary}
Suppose that $W$ and $W_1$ are linearly isomorphic and let $L$ be an element of $L\text{Isom}(W, W_1)$ (a linear isomorphism from $W$ to $W_1$). The mapping $L^*_r : T^0_r(W_1) \to T^0_r(W)$ is a linear map from $T^0_r(W_1)$ to $T^0_r(W)$. That is,
\begin{equation}
\forall (\beta_1, \beta_2) \in T^0_r(W_1) \times T^0_r(W_1) : \forall c \in k : L^*_r (c\beta_1 + \beta_2) = cL^*_r(\beta_1) + L^*_r(\beta_2).
\end{equation}
\end{corollary}

\textbf{proof:} The linearity of $L^*_r$ is an immediate consequence of the definition of $r$-covariant–pullback of a linear map and the definition of the linear structure of the space of $r$-covariant tensors on a vector-space.

\begin{definition}
Suppose that $W$ and $W_1$ are linearly isomorphic and Let $L$ be an element of $L\text{Isom}(W, W_1)$ (a linear isomorphism from $W$ to $W_1$). The mapping $L^* : \bigotimes W_1 \to \bigotimes W$ is defined term-wise as,
\begin{equation}
\forall \beta \in \bigotimes W_1 : [L^* (\beta)](r, s) := L^*_r(\beta(r, s)).
\end{equation}
\end{definition}

\begin{corollary}
Suppose that $W$ and $W_1$ are linearly isomorphic and let $L$ be an element of $L\text{Isom}(W, W_1)$ (a linear isomorphism from $W$ to $W_1$). $L^*$ is a linear isomorphism from $\bigotimes W_1$ to $\bigotimes W$.
\end{corollary}
3 Tensor Fields on Banach-Spaces

Fixed Objects 2.4: In this section, each of the $k$-vector-spaces $\mathcal{W}, \mathcal{W}_1,$ and $\mathcal{W}_2$ is assumed to be equipped with a norm that turns it into a Banach-space. Any of these Banach-spaces will be denoted by the same notation as that of its underlying vector-space. $O, O_1,$ and $O_2$ are fixed as non-empty open sets of $\mathcal{W}, \mathcal{W}_1,$ and $\mathcal{W}_2,$ respectively. Notice that, the considered vector-spaces are decided to be finite-dimensional in this section.

Remark 2.2: In this section, the dimensional limitation imposed on vector-spaces is a vital constraint, because the norm defined here for the whole space of $(r, s)$ tensors (for some non-negative integers $r$ and $s$) may not be well-defined in general when the dimension of the considered vector-space is infinite. In the most general case, this norm is well-defined for a sub-space of all tensors which is the space of continuous tensors. However, when the dimension of the underlying vector-space is finite, this sub-space coincides with the whole space of tensors and thus the definition here makes sense. [8, Chapter 1] contains a thorough study of this problem.

Definition 2.11: The function $\|\|_{\mathcal{W}^*} : \mathcal{W}^* \rightarrow \mathbb{R}$ is defined as,

$$\forall \alpha \in \mathcal{W}^* : \|\alpha\|_{\mathcal{W}^*} \overset{\text{def}}{=} \sup \{|\alpha(v)| | \|v\| \leq 1\}. \quad (55)$$

\[\]

Proposition 2.2: $\|\|_{\mathcal{W}^*}$ is a norm on $\mathcal{W}^*$. This norm is referred to as the “dual norm of $\mathcal{W}$”. The Banach-space obtained by endowing $\mathcal{W}^*$ with this norm will also be denoted by $\mathcal{W}^*$.

Definition 2.12: The function $\|\|_{\mathcal{T}_r^s(\mathcal{W})} : \mathcal{T}_r^s(\mathcal{W}) \rightarrow \mathbb{R}$ is defined as,

$$\forall \alpha \in \mathcal{T}_r^s(\mathcal{W}) :$$

$$\|\alpha\|_{\mathcal{T}_r^s(\mathcal{W})} \overset{\text{def}}{=} \sup \left\{|\alpha(v_1, \ldots, v_{r+s})| \mid \|v_1\| \leq 1, \ldots, \|v_r\| \leq 1, \|v_{r+1}\|_{\mathcal{W}^*} \leq 1, \ldots, \|v_{r+s}\|_{\mathcal{W}^*} \leq 1\right\}. \quad (56)$$

\[\]

Proposition 2.3: $\|\|_{\mathcal{T}_r^s(\mathcal{W})}$ is a norm on $\mathcal{T}_r^s(\mathcal{W})$. This norm is referred to as the “$(r, s)$ tensor
norm of $\mathbb{W}^\infty$. The Banach-space obtained by endowing $T^s_r(\mathbb{W})$ with this norm will also be denoted by $T^s_r(\mathbb{W})$.

Remark 2.3: All differentiability properties and the values of derivatives of any mapping between Banach-spaces coincide for any two choices of equivalent norms on both source and target Banach-spaces. Thus, knowing that all norms of any finite-dimensional Banach-space are equivalent norms that turn it to a Banach-space, all differentiability properties and the values of derivatives of any mapping between finite-dimensional Banach-spaces must be independent of the choice of a norm for both the source and target Banach-spaces. So, specifying a particular norm for a finite-dimensional Banach-space is just a choice of a representative among all norms, when differentiability is the main objective of the study. Moreover, since any finite-dimensional vector-space possesses a norm definitely, the study of differentiability of mappings between finite-dimensional vector-spaces automatically makes sense without choosing any specific norm on them. This is in particular true for the spaces of tensors on any finite-dimensional vector-space, but invoking a particular norm is certainly necessary for calculations and investigations about differentiability. The norm chosen here for the spaces of tensors on a finite-dimensional vector-space is the standard norm that is defined in the most general setting. The proofs of these assertions are all available in [8].

Definition 2.13: Let $r$ and $s$ be non-negative integers. Any smooth (infinitely differentiable) map from $O \subseteq \mathbb{W}$ to $T^s_r(\mathbb{W})$ is called a “(type) $(r, s)$ tensor field on the open subset $O$ of $\mathbb{W}$”. The set of all $(r, s)$ tensor fields on $O \subseteq \mathbb{W}$ will be denoted by $\text{TF}^\infty_{(r, s)}(\mathbb{W}; O)$. That is,
\[
\text{TF}^\infty_{(r, s)}(\mathbb{W}; O) := C^\infty_{(\mathbb{W}, T^s_r(\mathbb{W}))}(O, T^s_r(\mathbb{W}))
\] (57)

Each element of $\text{TF}^\infty_{(r, 0)}(\mathbb{W}; O)$ is called alternatively a “covariant tensor field of rank $r$ on $O \subseteq \mathbb{W}$”.

Proposition 2.4: The set $\text{TF}^\infty_{(r, s)}(\mathbb{W}; O)$ endowed with the addition and scalar multiplication operations defined pointwise as
\[
\forall (\mathcal{X}_1, \mathcal{X}_2) \in \text{TF}^\infty_{(r, s)}(\mathbb{W}; O) \times \text{TF}^\infty_{(r, s)}(\mathbb{W}; O) : \forall p \in O : (\mathcal{X}_1 + \mathcal{X}_2)(p) \overset{\text{def}}{=} \mathcal{X}_1(p) + \mathcal{X}_2(p)
\]
\[
\forall (c, \mathcal{X}) \in \mathbb{R} \times \text{TF}^\infty_{(r, s)}(\mathbb{W}; O) : \forall p \in O : (c\mathcal{X})(p) \overset{\text{def}}{=} c[\mathcal{X}(p)],
\] (58)
is a $\mathbb{R}$-vector-space. This vector-space will be denoted by $\text{TF}^\infty_{(r, s)}(\mathbb{W}; O)$.
Definition 2.14: The direct sum of all $\mathbf{T}_F^{r,s}(W; O)$-s when $r$ and $s$ range over all non-negative integers simultaneously, will simply be denoted by $\mathbf{⊗}_F(W; O)$. That is,

$$\mathbf{⊗}_F(W; O) := \bigoplus \left\{ \mathbf{T}_F^{r,s}(W; O) \mid r, s = 0, 1, \ldots \right\}.$$  \hspace{1cm} (59)

$\mathbf{⊗}_F(W; O)$ is referred to as the “space of tensor fields on $O \subseteq W$”. For every pair $r$ and $s$ of non-negative integers, there is a natural injection of $\mathbf{T}_F^{r,s}(W; O)$ into $\mathbf{⊗}_F(W; O)$ via which every $(r, s)$ tensor field on $O \subseteq W$ can be identified with a unique element of $\mathbf{⊗}_F(W; O)$.

Definition 2.15: The binary operation $\mathcal{O}$ on $\mathbf{⊗}_F(W; O)$ is defined to be the unique bilinear map $\mathcal{O}: \mathbf{⊗}_F(W; O) \times \mathbf{⊗}_F(W; O) \to \mathbf{⊗}_F(W; O)$ such that for every non-negative integers $r, s, p, q$,

$$\forall (X, Y) \in \mathbf{T}_F^{r,s}(W; O) \times \mathbf{T}_F^{p,q}(W; O): \forall p \in O: \left( X \mathcal{O} Y \right)(p) \def \equiv X(p) \mathcal{O} Y(p),$$  \hspace{1cm} (60)

where the tensor product $X(p) \mathcal{O} Y(p)$ takes place in the space of tensors on $W$, that is $\mathbf{⊗} W$. $\mathcal{O}$ is called the “tensor field operation of the open set $O \subseteq W$”. For any non-negative integers $r$ and $s$, each element of $\mathbf{T}_F^{r,s}(W; O)$ is also called a “(type) $(r, s)$ simple tensor field on $O$”. Also for every $X$ and $Y$ in $\mathbf{⊗}_F(W; O)$, $X \mathcal{O} Y$ is called the “tensor product of the tensor fields $X$ and $Y$”. When there is no ambiguity about the underlying open set $O$ of $W$, $\mathcal{O}$ can simply be denoted by $\mathbf{⊗}$.

* It is easy to verify that for any $X \in \mathbf{T}_F^{r,s}(W; O) \subseteq \mathbf{⊗}_F(W; O)$ and any $Y \in \mathbf{T}_F^{p,q}(W; O) \subseteq \mathbf{⊗}_F(W; O)$, we have $X \mathcal{O} Y \in \mathbf{T}_F^{r+p,q+s}(W; O) \subseteq \mathbf{⊗}_F(W; O)$ and $\mathcal{O}$ acts bilinearly on $\mathbf{T}_F^{r,s}(W; O) \times \mathbf{T}_F^{p,q}(W; O)$.

Proposition 2.5: $\mathcal{O}$ is an associative and bilinear binary operation on $\mathbf{⊗}_F(W; O)$. So the pair $\left( \mathbf{⊗}_F(W; O), \mathcal{O} \right)$ is an algebra.

proof: The bilinearity of $\mathcal{O}$ lies in the definition of it.

Now let $X_1 \in \mathbf{T}_F^{r,s}(W; O)$, $X_2 \in \mathbf{T}_F^{p,1}(W; O)$, and $X_3 \in \mathbf{T}_F^{l,m}(W; O)$. According to
[Theorem 2.2],

\[ \forall p \in O : \left[ X_1 \otimes \left( X_2 \otimes X_3 \right) \right] (p) = X_1 (p) \otimes \left( X_2 (p) \otimes X_3 (p) \right) \]

\[ = \left( X_1 (p) \otimes X_2 (p) \right) \otimes X_3 (p) \]

\[ = \left[ \left( X_1 \otimes X_2 \right) \otimes X_3 \right] (p), \quad (61) \]

and thus,

\[ X_1 \otimes \left( X_2 \otimes X_3 \right) = \left( X_1 \otimes X_2 \right) \otimes X_3. \quad (62) \]

So \( \otimes \) is associative when restricted to simple tensor fields. The verification of associativity for general tensor fields in \( \mathcal{O}(\mathbb{W}; O) \) can be obtained in a way completely similar to what is used in the proof of [Theorem 2.2].

\[ \square \]

**Definition 2.16:** \( \left( \mathcal{O}(\mathbb{W}; O), \otimes \right) \) is called the “tensor algebra of tensor fields on the open set \( O \) of \( \mathbb{W} \).”

\[ \blacksquare \]

### 4 Pullbacks of Smooth Maps

**Proposition 2.6:** Let \( r \) and \( s \) be non-negative integers, and let \( f \) be a smooth diffeomorphism from \( O_1 \subseteq \mathbb{W}_1 \) to \( O_2 \subseteq \mathbb{W}_2 \) (that is, an element of \( \text{Diff}_\infty^{(\mathbb{W}_1, \mathbb{W}_2)}(O_1, O_2) \)). The image of the assignment \( \mathcal{T}F_{(r, s)}^{(\mathbb{W}_1; \mathbb{W}_2)}(O_2) \ni X \mapsto \bar{X} \in \mathcal{F}(O_1, \mathcal{T}F_{(r, s)}^{(\mathbb{W}_1)}) \) such that

\[ \forall p \in O_1 : \bar{X} (p) \overset{\text{def}}{=} \left[ D^{(\mathbb{W}_1, \mathbb{W}_2)} f (p) \right]_{(r, s)}^* (X (f (p))) \]

is included in \( \mathcal{T}F_{(r, s)}^{(\mathbb{W}_1; \mathbb{W}_1)}(O_1) \). In other words, for every \( X \in \mathcal{T}F_{(r, s)}^{(\mathbb{W}_1; \mathbb{W}_2)}(O_2) \), \( \bar{X} \) lies in \( \mathcal{T}F_{(r, s)}^{(\mathbb{W}_1; \mathbb{W}_1)}(O_1) \). \( D^{(\mathbb{W}_1, \mathbb{W}_2)} f \) denotes the derived map of \( f \) (with respect to the background Banach-spaces \( \mathbb{W}_1 \) and \( \mathbb{W}_2 \)), and it can be denoted simply by \( Df \) when the ambient Banach-spaces are clearly recognized.

* Note that this assignment is well-defined since the value of the derived map of a diffeomorphism at every point is a linear isomorphism.

**Proof:** It is left to the reader as an exercise.

\[ \square \]
Definition 2.17: Let \( r \) and \( s \) be non-negative integers, and let \( f \) be a smooth diffeomorphism from \( O_1 \subseteq \mathbb{W}_1 \) to \( O_2 \subseteq \mathbb{W}_2 \) (that is, an element of \( \text{Diff}_\infty^{\mathbb{W}_1, \mathbb{W}_2}(O_1, O_2) \)). The mapping \( f^*_{(r, s)} : TF_\infty^{\mathbb{W}_1}(r, s) \rightarrow TF_\infty^{\mathbb{W}_2}(O_2) \) is defined as

\[
\forall X \in TF_\infty^{\mathbb{W}_1}(r, s) : \forall p \in O_1 : \quad f^*_{(r, s)}(X)(p) \overset{\text{def}}{=} \left(D^{\mathbb{W}_1, \mathbb{W}_2}(f)(p)\right)^{(r, s)}(X(f(p))),
\]

\( f^*_{(r, s)} \) is referred to as the “\((r, s)\)-pullback of the diffeomorphism \( f \in \text{Diff}_\infty^{\mathbb{W}_1, \mathbb{W}_2}(O_1, O_2) \)”.

Proposition 2.7: Let \( r \) and \( s \) be non-negative integers, and let \( f \) be a smooth diffeomorphism from \( O_1 \subseteq \mathbb{W}_1 \) to \( O_2 \subseteq \mathbb{W}_2 \) (that is, an element of \( \text{Diff}_\infty^{\mathbb{W}_1, \mathbb{W}_2}(O_1, O_2) \)).

\[
\forall X \in TF_\infty^{\mathbb{W}_1}(r, s) : \forall p \in O_1 : \forall (v_1, \ldots, v_{r+s}) \in \underbrace{\mathbb{W} \times \cdots \times \mathbb{W}}_{r} \times \underbrace{\mathbb{W}^* \times \cdots \times \mathbb{W}^*}_{s} : \\
\left( f^*_{(r, s)}(X)(p) \right)(v_1, \ldots, v_{r+s}) = \left[ X(f(p)) \right] \left( [D f(p)](v_1), \ldots, [D f(p)](v_r), (D f(p))^{-1}(v_{r+1}), \ldots, (D f(p))^{-1}(v_{r+s}) \right).
\]

proof: It is trivial.

\[\square\]

Theorem 2.8: Let \( r \) and \( s \) be non-negative integers. Let \( f \) be an element of \( \text{Diff}_\infty^{\mathbb{W}_1, \mathbb{W}_2}(O_1, O_2) \) and \( g \) an element of \( \text{Diff}_\infty^{\mathbb{W}_1, \mathbb{W}_2}(O_1, O_2) \).

\[
(\text{Id}_O)^*_{(r, s)} = \text{Id}_{TF_\infty^{\mathbb{W}_1}(r, s)},
\]

and

\[
(g \circ f)^*_{(r, s)} = f^*_{(r, s)} \circ g^*_{(r, s)}.
\]

proof: The first assertion is trivial.
According to [theorem 2.4], [definition 2.17], and the chain rule of differentiation,

\[
\forall \mathcal{X} \in T^\infty_{(r, s)}(\mathcal{W}_2; O_2): \forall p \in O:
[g \circ f]_{(r, s)}^*(\mathcal{X}) (p) = \left[\mathcal{D}(g \circ f) (p)\right]_{(r, s)}^* (\mathcal{X} (g (f (p))))
\]

\[
= \left[\left(\mathcal{D} (g (f (p))) \circ \mathcal{D}f (p)\right)\right]_{(r, s)}^* (\mathcal{X} (g (f (p))))
\]

\[
= \left[\mathcal{D}f (p)\right]_{(r, s)}^* \left(\left[g_{(r, s)}^* (\mathcal{X})\right] (f (p))\right)
\]

\[
= \left(\left[f_{(r, s)}^* \circ g_{(r, s)}^*\right] (\mathcal{X})\right) (p)
\]

\[
= \left(\left(f_{(r, s)}^* \circ g_{(r, s)}^*\right) (\mathcal{X})\right) (p),
\]

and thus,

\[
(g \circ f)_{(r, s)}^* = f_{(r, s)}^* \circ g_{(r, s)}^*.
\]

(68)

**Theorem 2.9:** Let \( r \) and \( s \) be non-negative integers, and let \( f \) be a smooth diffeomorphism from \( O_1 \subseteq \mathcal{W}_1 \) to \( O_2 \subseteq \mathcal{W}_2 \) (that is, an element of \( \text{Diff}_{(\mathcal{W}_1, \mathcal{W}_2)}^\infty(O_1, O_2) \)). The mapping \( f_{(r, s)}^* \) is a linear isomorphism from \( T^\infty_{(r, s)}(\mathcal{W}_2; O_2) \) to \( T^\infty_{(r, s)}(\mathcal{W}_1; O_1) \). That is \( f_{(r, s)}^* \) is a bijection and,

\[
\forall (\mathcal{X}_1, \mathcal{X}_2) \in T^\infty_{(r, s)}(\mathcal{W}_2; O_2) \times T^\infty_{(r, s)}(\mathcal{W}_2; O_2): \forall c \in \mathbb{R}:
\]

\[
f_{(r, s)}^* (c \mathcal{X}_1 + \mathcal{X}_2) = cf_{(r, s)}^* (\mathcal{X}_1) + f_{(r, s)}^* (\mathcal{X}_2).
\]

(70)

Furthermore,

\[
\left(f_{(r, s)}^*\right)^{-1} = \left(f^{-1}\right)_{(r, s)}^*.
\]

(71)

**proof:** The linearity of \( f_{(r, s)}^* \) follows directly from [theorem 2.5], [definition 2.13], and [definition 2.17]. It is also easy to verify that \((f^{-1})_{(r, s)}^*\) is both a left and right inverse for \( f_{(r, s)}^* \), considering that \( \mathcal{D}f^{-1} (f (p)) \) is the inverse of \( \mathcal{D}f (p) \) for every \( p \in O_1 \).

\( \square \)

**Proposition 2.8:** Let \( r \) be a non-negative integer, and \( f \) an element of \( C_{(\mathcal{W}_1, \mathcal{W}_2)}^\infty(O_1, O_2) \) (that is an infinitely differentiable map from \( O_1 \subseteq \mathcal{W}_1 \) to \( O_2 \subseteq \mathcal{W}_2 \)). The image of the assignment \( T^\infty_{(r, 0)}(\mathcal{W}_2; O_2) \ni \mathcal{X} \mapsto \mathcal{X} \in \mathcal{F}(O_1, T^0_{(r)}(\mathcal{W}_1)) \) such that

\[
\forall p \in O_1: \mathcal{X} (p) \overset{\text{def}}{=} \left[\mathcal{D}(\mathcal{W}_1, \mathcal{W}_2) f (p)\right]_{(r)}^* (\mathcal{X} (f (p)))
\]

(72)
is included in $\mathcal{T}\mathcal{F}^\infty_{(r, 0)}(\mathcal{W}_1; O_1)$. In other words, for every $X \in \mathcal{T}\mathcal{F}^\infty_{(r, 0)}(\mathcal{W}_2; O_2)$, $\bar{X}$ lies in $\mathcal{T}\mathcal{F}^\infty_{(r, 0)}(\mathcal{W}_1; O_1)$.

**proof:** It is left to the reader as an exercise.

\[ \square \]

**Definition 2.18:** Let $r$ be a non-negative integer, and $f$ an element of $C^\infty_{(\mathcal{W}_1, \mathcal{W}_2)}(O_1, O_2)$ (that is a smooth map from $O_1 \subseteq \mathcal{W}_1$ to $O_2 \subseteq \mathcal{W}_2$). The mapping $f^*_r : \mathcal{T}\mathcal{F}^\infty_{(r, 0)}(\mathcal{W}_2; O_2) \to \mathcal{T}\mathcal{F}^\infty_{(r, 0)}(\mathcal{W}_1; O_1)$ is defined as

\[ (f^*_r)(X)(p) \overset{\text{def}}{=} \left( D_{\mathcal{W}_1, \mathcal{W}_2} f(p) \right)^* (X(f(p))). \]  

(73)

$f^*_r$ is referred to as the “$r$-pullback of the smooth map $f \in C^\infty_{(\mathcal{W}_1, \mathcal{W}_2)}(O_1, O_2)$”.

\[ \square \]

**Proposition 2.9:** Let $r$ be a non-negative integer, and $f$ an element of $C^\infty_{(\mathcal{W}_1, \mathcal{W}_2)}(O_1, O_2)$ (that is a smooth map from $O_1 \subseteq \mathcal{W}_1$ to $O_2 \subseteq \mathcal{W}_2$).

\[ \forall X \in \mathcal{T}\mathcal{F}^\infty_{(r, 0)}(\mathcal{W}_2; O_2) : \forall p \in O_1 : \forall (v_1, \ldots, v_r) \in \mathcal{W} \times \cdots \times \mathcal{W}: \]

\[ \left( \left[ f^*_r(X) \right](p) \right)(v_1, \ldots, v_r) = [X(f(p))](D_{\mathcal{W}_1, \mathcal{W}_2} f(p)(v_1), \ldots, D_{\mathcal{W}_1, \mathcal{W}_2} f(p)(v_r)). \]  

(74)

**proof:** It is trivial.

\[ \square \]

**Theorem 2.10:** Let $r$ be a non-negative integer. Let $f$ be an element of $C^\infty_{(\mathcal{W}, \mathcal{W}_1)}(O, O_1)$ and $g$ an element of $C^\infty_{(\mathcal{W}_1, \mathcal{W}_2)}(O_1, O_2)$.

\[ (\text{Id}_{O_1})^*_r = \text{Id}_{\mathcal{T}\mathcal{F}^\infty_{(r, 0)}(\mathcal{W}; O)}, \]  

(75)

and

\[ (g \circ f)^*_r = f^*_r \circ g^*_r. \]  

(76)

**proof:** The proof is similar to that of [theorem 2.8], as a result of [theorem 2.6], [definition 2.18], and the chain rule of differentiation.
Theorem 2.11: Let $r$ be a non-negative integer. Let $f$ be an element of $C^\infty_{(W_1, W_2)}(O_1, O_2)$ (that is an infinitely differentiable map from $O_1 \subseteq W_1$ to $O_2 \subseteq W_2$). $f^*_r$ is a linear map from $TF^\infty_{(r, 0)}(W_2; O_2)$ to $TF^\infty_{(r, 0)}(W_1; O_1)$. That is,

$$\forall (X_1, X_2) \in TF^\infty_{(r, 0)}(W_2; O_2) \times TF^\infty_{(r, 0)}(W_2; O_2): \forall c \in k: \quad f^*_r (cX_1 + X_2) = cf^*_r (X_1) + f^*_r (X_2).$$

(77)

**proof:** The linearity of $f^*_r$ follows directly from [theorem 2.7], [definition 2.18], and [definition 2.17].

□

Definition 2.19: Let $f$ be an element of $\text{Diff}^\infty_{(W_1, W_2)}(O_1, O_2)$. The mapping $f^*: \bigotimes_{TF}^\infty(W_2; O_2) \to \bigotimes_{TF}^\infty(W_1; O_1)$ is defined term-wise as,

$$\forall \mathcal{X} \in \bigotimes_{TF}^\infty(W_2; O_2): \quad [f^*(\mathcal{X})]_{(r, s)} := f^*_r (\mathcal{X}_{(r, s)}).$$

(78)

□

Corollary 2.4: Let $f$ be an element of $\text{Diff}^\infty_{(W_1, W_2)}(O_1, O_2)$. $f^*$ is a linear isomorphism from $\bigotimes_{TF}^\infty(W_2; O_2)$ to $\bigotimes_{TF}^\infty(W_1; O_1)$.
1 Basic Structure of Smooth Fiber Bundles

Definition 3.1: Each \( E = (E, \mathcal{A}_E), B = (B, \mathcal{A}_B), \mathcal{F} = (F, \mathcal{A}_F) \) is taken as a \( C^\infty \) manifold, and \( \pi \) as an element of \( C^\infty(E, B) \), that is a smooth map from \( E \) to \( B \). The quadruple \( (E, \pi, B, \mathcal{F}) \) is referred to as a “smooth fiber bundle” iff the following property is satisfied.

\( \text{FB 1.} \) For every point \( p \) of \( B \) there exists an open set \( U \) of \( M \) containing \( p \), and a diffeomorphism \( \phi \) from \( E|_{\pi^{-1}(U)} \) to \( B|_U \times F \), that is an element \( \phi \) of \( \text{Diff}^\infty\left( E|_{\pi^{-1}(U)}, B|_U \times F \right) \), such that,

\[
\forall p \in U: \left( \text{pr}_1^{(U,F)} \circ \phi \right)(p) = \pi(p),
\]

which means the following diagram commutes.

\[
\begin{array}{ccc}
\pi^{-1}(U) & \xrightarrow{\phi} & U \times F \\
\downarrow \text{res}_\pi(\pi^{-1}(U)) & & \downarrow \text{pr}_1^{(U,F)} \\
U & & \\
\end{array}
\]

Note that since \( U \) is an open set of \( B \) and \( \pi \) is continuous, \( \pi^{-1}(U) \) is an open set of \( E \), and therefore trivially \( U \) and \( \pi^{-1}(U) \) are embedded submanifolds of \( B \) and \( E \), respectively. Thus, \( U \) and \( \pi^{-1}(U) \) inherit a canonical differentiable structure from \( B \) and \( E \), denoted here by \( B|_U \) and \( E|_{\pi^{-1}(U)} \), respectively.

When \( (E, \pi, B, \mathcal{F}) \) is a smooth fiber bundle, \( E, \pi, B, \) and \( \mathcal{F} \) are referred to as the “total space”, the “projection”, the “base space”, and the “(typical) fiber” of the smooth fiber bundle \( (E, \pi, B, \mathcal{F}) \), respectively. For every point \( p \) of \( B \), \( \pi^{-1}\{p\} \) is called the “fiber of the fiber
bundle \((\mathcal{E}, \pi, \mathcal{B}, \mathcal{F})\) over \(p^n\).

For convenience, the restriction of \(\pi\) to \(\pi^{-1}(U)\), that is \(\res_{\pi}(\pi^{-1}(U))\), can be alternatively denoted by \(\pi|_{\pi^{-1}(U)}\).

\[
\mathbf{Fixed\ Objects}\ 3.1:\ \mathcal{F} = (\mathcal{E}, \pi, \mathcal{B}, \mathcal{F})\ is\ fixed\ as\ a\ smooth\ fiber\ bundle,\ where\ \mathcal{E} = (E, \mathcal{A}_E),\ \mathcal{B} = (B, \mathcal{A}_B),\ \mathcal{F} = (F, \mathcal{A}_F)\ are\ \text{C}^\infty\ \text{manifolds\ modeled\ on\ the\ Banach-spaces}\ \mathbb{R}^{n_E},\ \mathbb{R}^{n_B},\ \text{and}\ \mathbb{R}^{n_F},\ \text{respectively}.
\]

Also, \(\{F_i = (\mathcal{E}_i, \pi_i, \mathcal{B}_i, \mathcal{F}_i) \mid i \in \mathbb{Z}_+\}\) is fixed as a collection of smooth fiber bundles such that for each positive integer \(i\), \(\mathcal{E}_i = (E_i, \mathcal{A}_{E_i}),\ \mathcal{B}_i = (B_i, \mathcal{A}_{B_i}),\ \mathcal{F}_i = (F_i, \mathcal{A}_{F_i})\) are \(\text{C}^\infty\) manifolds modeled on the Banach-spaces \(\mathbb{R}^{n_{E_i}},\ \mathbb{R}^{n_{B_i}},\ \text{and}\ \mathbb{R}^{n_{F_i}},\ \text{respectively}.
\]

\[
\mathbf{Definition\ 3.2}\ :\ \phi\ is\ taken\ as\ a\ mapping\ from\ \pi^{-1}(U)\ to\ U \times F,\ \text{for\ some\ non-empty\ open}\ \text{set}\ U\ \text{of}\ \mathcal{B}.\ \phi\ is\ referred\ to\ as\ \text{a}\ \"local\ trivialization\ (or\ FB-chart)\ of\ the\ fiber\ bundle}\ \mathcal{F}\ \text{iff}\ \phi\ is\ a\ \text{diffeomorphism\ from}\ \mathcal{E}|_{\pi^{-1}(U)}\ \text{to}\ \mathcal{B}|_U \times \mathcal{F}\ \text{such\ that}\ pr_1^{(U,F)} \circ \phi = \pi|_{\pi^{-1}(U)}.
\]

The set of all local trivializations of \(\mathcal{F}\) is denoted by \(\text{FBA}(\mathcal{F})\). That is,

\[
\text{FBA}(\mathcal{F}) := \left\{\phi : \pi^{-1}(U) \to U \times F \mid U \in \text{Top}^m(\mathcal{B}), \phi \in \text{Diff}^\infty(\mathcal{E}|_{\pi^{-1}(U)}, \mathcal{B}|_U \times \mathcal{F}), pr_1^{(U,F)} \circ \phi = \pi|_{\pi^{-1}(U)}\right\}.
\]

(80)

\(\text{FBA}(\mathcal{F})\) is referred to as the \(\text{FB-atlas of the fiber bundle}\ \mathcal{F}\).

Any local trivialization \(\phi\) of \(\mathcal{F}\) can be alternatively denoted by \((U, \phi)\), where \(U\) is the unique open set of \(\mathcal{B}\) such that \(\text{dom}(\phi) = \pi^{-1}(U)\). Any subset \(\mathcal{A}\) of \(\text{FBA}(\mathcal{F})\) such that \(\{U \mid (U, \phi) \in \mathcal{A}\}\) is an open cover of \(\mathcal{B}\) is called an \(\text{atlas of the smooth fiber bundle}\ \mathcal{F}\).

\[
\mathbf{Corollary\ 3.1}:\ \{\text{dom}(\phi) \mid \phi \in \text{FBA}(\mathcal{F})\}\ is\ an\ open\ cover\ of\ \mathcal{B}.
\]

\[
\mathbf{Lemma\ 3.1}\ :\ \text{Let}\ (U, \phi)\ be\ a\ local\ trivialization\ of\ \mathcal{F},\ \text{and}\ V\ a\ subset\ of\ U.\ \text{The}\ restriction\ of}\ \phi\ \text{to}\ \pi^{-1}(V)\ \text{is\ again\ a\ local\ trivialization\ of}\ \mathcal{F}.
\]

\[
\mathbf{proof}:\ \text{Let}\ \phi'\ \text{denote\ the\ restriction\ of}\ \phi\ \text{to}\ \pi^{-1}(V).\ \text{Then\ clearly}\ \phi' : \pi^{-1}(V) \to V \times F,\ \text{and\ considering\ that}\ \pi^{-1}(V)\ \text{and}\ V \times F\ \text{are\ open\ sets\ of}\ \mathcal{E}|_{\pi^{-1}(U)}\ \text{and}\ \mathcal{B}|_U \times \mathcal{F}\ \text{respectively,}
\]

it is immediately inferred that \( \phi' \) must be a diffeomorphism from \( \mathcal{E}|_{\pi^{-}(V)} \) to \( \mathcal{B}|_{V \times F} \) as the restriction of the diffeomorphism \( \phi \) to an open set.

\[
\square
\]

**Theorem 3.1:** Each \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) is taken as a \( C^\infty \) manifold. \((\mathcal{M}_1 \times \mathcal{M}_2, \text{pr}_1^{(\mathcal{M}_1, \mathcal{M}_2)}, \mathcal{M}_1, \mathcal{M}_2)\) is a smooth fiber bundle.

* This type of smooth fiber bundles are called “trivial smooth fiber bundles”.

**proof:** It is trivial

\[
\square
\]

**Theorem 3.2:** \( \pi \) is a submersion from \( \mathcal{E} \) to \( \mathcal{B} \).

**proof:** Let \( p \) be an arbitrary point pf \( \mathcal{B} \), and \( \phi \) a local trivialization of \( \mathcal{F} \) such that \( p \in U := \text{dom}(\phi) \). Since \( \text{pr}_1^{(U, F)} \) and \( \phi \) are trivially submersions, so is \( \text{pr}_1^{(U, F)} \circ \phi \), and thus considering that \( \pi|_{\pi^{-}(U)} = \text{pr}_1^{(U, F)} \circ \phi \), it becomes evident that \( \pi|_{\pi^{-}(U)} \) is a submersion from \( \mathcal{E}|_{\pi^{-}(U)} \) to \( \mathcal{B}|_{U} \). Thus considering that \( U \) and \( \pi^{-}(U) \) are open submanifolds of \( \mathcal{B} \) and \( \mathcal{E} \) respectively, \( \pi \) must be a submersion at every point of \( \pi^{-}(U) \), and in particular at \( p \).

Therefore \( \pi \) is a submersion at every points of \( \mathcal{E} \), and hence a submersion from \( \mathcal{E} \) to \( \mathcal{B} \).

\[
\square
\]

**Theorem 3.3:** For every point \( p \) of \( \mathcal{B} \), the fiber of \( \mathcal{F} \) over \( p \) is an embedded set of \( \mathcal{E} \). That is,

\[
\forall p \in \mathcal{B}: \ \pi^{-} (\{p\}) \in \text{EmSubMan}(\mathcal{E}), \quad (81)
\]

**proof:** Let \( p \) be an arbitrary point pf \( \mathcal{B} \), and \( \phi \) a local trivialization of \( \mathcal{F} \) such that \( p \in U := \text{dom}(\phi) \). Since \( \phi \) is a bijection from \( \pi^{-}(U) \) to \( U \times F \), and \( \pi|_{\pi^{-}(U)} = \text{pr}_1^{(U, F)} \circ \phi \), it is obvious that \( \phi^{-}(\pi^{-}(\{p\})) = \{p\} \times F \). It is also known that \( \{p\} \times F \) is an embedded set of \( \mathcal{B}|_{U \times F} \), and hence considering that \( \phi \) is a diffeomorphism from \( \mathcal{E}|_{\pi^{-}(U)} \) to \( \mathcal{B}|_{U \times F} \), \( \pi^{-}(\{p\}) = \phi^{-}(\{p\} \times F) \) must be an embedded set of \( \mathcal{E}|_{\pi^{-}(U)} \). Therefore considering that \( \pi^{-}(U) \) is itself an embedded set of the manifold \( \mathcal{E} \) (because it is an open set of \( \mathcal{E} \)), it becomes evident that \( \pi^{-}(\{p\}) \) is an embedded set of \( \mathcal{E} \). So \( \pi^{-}(\{p\}) \) inherits canonically a differentiable structure from that of \( \mathcal{E} \), endowed with which it becomes a manifold denoted by \( \mathcal{E}|_{\pi^{-}(\{p\})} \).

\[
\square
\]
Definition 3.3: For every local trivialization \((U, \phi)\) of the smooth fiber bundle \(F\), let

\[
\Lambda F \phi := \text{pr}_2^{(U,F)} \circ \phi,
\]

which is referred to as the “principal part of the local trivialization \(\phi\) of \(F\)”.  

When there is no confusion about the underlying smooth fiber bundle, for every \(p \in U\), the restriction of \(\Lambda F \phi\) to \(\pi^{-}(\{p\})\), that is \(\text{res}_{\Lambda F \phi} (\pi^{-}(\{p\}))\), simply can be denoted by \(\Lambda F \phi|_{\pi^{-}(\{p\})}\) or \(\tilde{\phi}_p\) .

\[\blacksquare\]

Theorem 3.4: For every local trivialization \((U, \phi)\) of \(F\), \(\Lambda F \phi\) is a smooth map from \(E|_{\pi^{-}(U)}\) to \(\mathcal{F}\), and \(\phi = \left(\pi|_{\pi^{-}(U)}; \Lambda F \phi\right)\).

\[
\forall (U, \phi) \in \text{FBA}(F): \begin{cases} 
\Lambda F \phi \in C^\infty\left( E|_{\pi^{-}(U)}; \mathcal{F} \right), \\
\forall x \in \pi^{-}(U): \phi(x) = (\pi(x), \Lambda F \phi(x)).
\end{cases}
\]

proof: It is trivial according to the definition of a local trivialization of a smooth fiber bundle and its principal part.

\[\blacksquare\]

Theorem 3.5: Let \((U, \phi)\) be a local trivialization of \(F\). For every \(p \in U\), the restriction of \(\Lambda F \phi\) to \(\pi^{-}(\{p\})\) is a diffeomorphism from \(E|_{\pi^{-}(\{p\})}\) to \(\mathcal{F}\). That is,

\[
\Lambda F \phi|_{\pi^{-}(\{p\})} \in \text{Diff}^\infty\left( E|_{\pi^{-}(\{p\})}; \mathcal{F} \right),
\]

where \(\Lambda F \phi|_{\pi^{-}(\{p\})} := \text{res}_{\Lambda F \phi} (\pi^{-}(\{p\}))\).

proof: Let \(p\) be an arbitrary element of \(U\). Since \(E|_{\pi^{-}(\{p\})}\) is an embedded set of \(E|_{\pi^{-}(U)}\), and \(\Lambda F \phi\) is a smooth map from \(E|_{\pi^{-}(U)}\) to \(\mathcal{F}\), clearly \(\Lambda F \phi|_{\pi^{-}(\{p\})}\) must be a smooth map from \(E|_{\pi^{-}(\{p\})}\) to \(\mathcal{F}\). In addition, considering that \(\phi\) is a bijection from \(\pi^{-}(U)\) to \(U \times F\) and \(\text{pr}_1^{(U,F)} \circ \phi = \pi|_{\pi^{-}(U)}\), it is clear that \(\text{pr}_2^{(U,F)} \circ \phi\) forms a one-to-one correspondence between \(\pi^{-}(\{p\})\) and \(F\). That is, \(\Lambda F \phi|_{\pi^{-}(\{p\})}\) is a bijection from \(\pi^{-}(\{p\})\) to \(F\). Moreover, define the map \(\psi_p: \{p\} \times F \to \pi^{-}(\{p\})\) as the restriction of \(\phi^{-1}\) to \(\{p\} \times F\), and the map \(\xi_p: F \to \{p\} \times F\) as \(\xi_p: x \to x\). Clearly \(\{p\} \times F\) is an embedded submanifold of \(B|_{U \times \mathcal{F}}\) and \(\xi_p\) is a smooth map from \(\mathcal{F}\) to \(\{p\} \times F\). Moreover, considering that \(\phi^{-1}\) is a smooth map from \(B|_{U \times \mathcal{F}}\) to \(E|_{\pi^{-}(U)}\), \(\psi_p\) must be a smooth map from \(\{p\} \times F\) to \(E|_{\pi^{-}(\{p\})}\). Therefore according to the composition rule of smooth maps, \(\psi_p \circ \xi_p\) is a smooth map from \(\mathcal{F}\) to \(E|_{\pi^{-}(\{p\})}\). Furthermore, it can be easily verified that \(\left(\Lambda F \phi|_{\pi^{-}(\{p\})}\right)^{-1} = \psi_p \circ \xi_p\). Therefore, it is inferred that \(\Lambda F \phi|_{\pi^{-}(\{p\})}\) is a diffeomorphism from \(E|_{\pi^{-}(\{p\})}\) to \(\mathcal{F}\).
Corollary 3.2: Let \((U, \phi)\) be a local trivialization of \(F\).

\[\forall x \in \pi^{-1}(U): \phi(x) = (\pi(x), \Lambda_F \phi(x)),\]  
and in particular,

\[\forall p \in U: \forall x \in \pi^{-1}(\{p\}): \phi(x) = \left(p, \overline{\phi}_p(x)\right).\]  

Also, for every point \(p \in U\), \(E|_{\pi^{-1}(\{p\})}\) is diffeomorphic to \(F\), \(\overline{\phi}_p\) being an instance for such a diffeomorphism.

Definition 3.4: Let \((U, \phi)\) and \((V, \psi)\) be a pair of local trivializations of the smooth fiber bundle \(F\) such that \(U \cap V \neq \emptyset\). The mapping \(\chi[\phi, \psi]: U \cap V \to \text{Diff}^\infty(F)\) is defined as,

\[\forall p \in U \cap V: \chi[\phi, \psi](p) \overset{\text{def}}{=} \left(\Lambda_F \phi|_{\pi^{-1}(\{p\})}\right) \circ \left(\Lambda_F \psi|_{\pi^{-1}(\{p\})}\right)^{-1} = \overline{\phi}_p \circ \left(\overline{\psi}_p\right)^{-1}.\]  

\(\chi[\phi, \psi]\) is referred to as the “transition map of the local trivializations \(\phi\) and \(\psi\) of the smooth fiber bundle \(F\)”. When the underlying smooth fiber bundle is clearly recognized, \(\chi[\phi, \psi]\) can simply be denoted by \(\chi[\phi, \psi]\).

Theorem 3.6: Let \((U, \phi)\) and \((V, \psi)\) be a pair of local trivializations of the smooth fiber bundle \(F\) such that \(U \cap V \neq \emptyset\). \(\phi \circ \psi^{-1}\) is a mapping from \((U \cap V) \times F\) to \((U \cap V) \times F\), and,

\[\forall (p, z) \in (U \cap V) \times F: \left(\phi \circ \psi^{-1}\right)(p, z) = \left(p, \chi[\phi, \psi](p)(z)\right).\]  

proof: It is trivial.

Theorem 3.7: Let \((U, \phi)\), \((V, \psi)\), and \((W, \eta)\) be local trivializations of the smooth fiber bundle \(F\) such that \(U \cap V \cap W \neq \emptyset\).

\[\forall p \in U: \chi[\phi, \phi](p) = \text{Id}_F,\]  

\[\forall p \in U \cap V: \chi[\phi, \psi](p) = \left[\chi[\psi, \phi](p)\right]^{-1},\]  

\[\forall p \in U \cap V \cap W: \chi[\phi, \psi](p) \circ \chi[\psi, \eta](p) \circ \chi[\eta, \phi](p) = \text{Id}_F.\]  

proof: It is trivial.
**Definition 3.5:** Let $\sigma : B \to E$ be a smooth map from $B$ to $E$. $\sigma$ is referred to as a “(global) section of the smooth fiber bundle $F$” iff $\pi \circ \sigma = \text{Id}_B$.

The set of all global sections of $F$ is denoted by $\Gamma^\infty(F)$. That is,
\[ \Gamma^\infty(F) := \{ \sigma \in C^\infty(B, E) : \pi \circ \sigma = \text{Id}_B \}. \] (92)

Now let $U$ be a non-empty open set of $B$, and $\sigma_U : U \to E$ a smooth map from $B|_U$ to $E$. $\sigma_U$ is referred to as a “local section of the smooth fiber bundle $F$ over $U$” iff $\pi \circ \sigma_U = \text{Inj}_{U \to B}$, which means $\sigma_U$ maps every point $p$ of $U$ into the fiber of $F$ over $p$ (that is $\pi^{-1}(\{p\})$).

The set of all local sections of $F$ over $U$ is denoted by $\Gamma^\infty(F; U)$.
\[ \Gamma^\infty(F; U) := \{ \sigma \in C^\infty(B|_U, E) : \pi \circ \sigma = \text{Inj}_{U \to B} \}. \] (93)

---

### 2 Smooth Fiber Bundle Morphisms

**Definition 3.6:** Let $f$ be a smooth map from $E_1$ to $E_2$. $f$ is referred to as a “smooth fiber bundle morphism from the smooth fiber bundle $F_1$ to the smooth fiber bundle $F_2$” iff there exists a smooth map $g$ from $B_1$ to $B_2$ such that $\pi_2 \circ f = g \circ \pi_1$, that is the following diagram commutes.

\[
\begin{array}{ccc}
E_1 & \xrightarrow{f} & E_2 \\
\downarrow{\pi_1} & & \downarrow{\pi_2} \\
B_1 & \xrightarrow{g} & B_2
\end{array}
\]

When $f$ is a morphism from $F_1$ to $F_2$, it can be easily verified that there exists only one smooth map $g$ from $B_1$ to $B_2$ such that $\pi_2 \circ f = g \circ \pi_1$, and in addition $f$ maps the fiber of $F_1$ over $p$ into the fiber of $F_2$ over $g(p)$, for every $p \in B_1$. So, when $f$ is a morphism from $F_1$ to $F_2$, and the source and target smooth fiber bundles are clearly identified, we will simply denote by $\hat{f}$ the unique smooth map from $B_1$ to $B_2$ such that $\pi_2 \circ f = \hat{f} \circ \pi_1$; in this case, $f$ is called a “morphism from $F_1$ to $F_2$ along $\hat{f}$”.

The set of all morphisms from $F_1$ to $F_2$ is denoted by $\text{FBMor}(F_1, F_2)$. That is,
\[ \text{FBMor}(F_1, F_2) := \{ f \in C^\infty(E_1, E_2) : (\exists g \in C^\infty(B_1, B_2): \pi_2 \circ f = g \circ \pi_1) \}. \] (94)
Corollary 3.3: Let $f$ be a morphism from $F_1$ to $F_2$. For every point $p$ of $B_1$, $f$ maps the fiber of $F_1$ over $p$ into the fiber of $F_2$ over $\hat{f}(p)$. That is,
\[
\forall p \in B_1: \ f^{-1}(\pi_1^{-1}(\{p\})) \subseteq \pi_2^{-1}\left(\{\hat{f}(p)\}\right).
\] (95)

proof: It is an immediate consequence of the definition of morphisms between smooth fiber bundles, and the fact that the projection of a vector bundle is surjective.


\[\square\]

Proposition 3.1: $\text{Id}_E$ is a morphism from $F$ to itself, that is $\text{Id}_E \in \text{FBMor}(F, F)$. Furthermore, $\hat{\text{Id}}_E = \text{Id}_B$.

proof: It is trivial.

\[\square\]

Proposition 3.2: Let $f_1$ be a morphism from $F_1$ to $F_2$, and $f_2$ be a morphism from $F_2$ to $F_3$. $f_2 \circ f_1$ is a morphism from $F_1$ to $F_3$ along $\hat{f_2} \circ \hat{f_1}$.

proof: According to the definition of the morphisms between smooth fiber bundles, we have the following commutative diagram, which along with the consideration that the composition of smooth maps is again smooth, immediately implies the assertion.

\[
\begin{array}{ccc}
E_1 & \xrightarrow{f_1} & E_2 \\
\downarrow & & \downarrow \\
B_1 & \xrightarrow{f_1} & B_2 \\
\end{array}
\begin{array}{ccc}
& f_2 & \\
\downarrow & & \downarrow \\
& E_3 & \\
\end{array}
\begin{array}{ccc}
& f_2 & \\
\downarrow & & \downarrow \\
& B_3 & \\
\end{array}
\]

\[\square\]

Remark 3.1: According to these propositions, it is inferred that any collection of smooth fiber bundles along with the set of all possible morphisms between them forms a category, having the ordinary composition of morphisms as the composition rule of its arrows.

Definition 3.7: Let $f$ be a morphism from $F_1$ to $F_2$. $f$ is referred to as an “(smooth fiber bundle) isomorphism from $F_1$ to $F_2”$ iff there exists a morphism $g$ from $F_2$ to $F_1$ such that $f \circ g = \text{Id}_{B_2}$, and $g \circ f = \text{Id}_{B_1}$.

The set of all isomorphisms from $F_1$ to $F_2$ is denoted by $\text{VBIsom}(F_1, F_2)$. 

Theorem 3.8: Let \( f \) be a morphism from \( F_1 \) to \( F_2 \). \( f \) is an isomorphism from \( F_1 \) to \( F_2 \) if and only if \( f \) is a diffeomorphism from \( E_1 \) to \( E_2 \) and \( \hat{f} \) is a diffeomorphism from \( B_1 \) to \( B_2 \). That is,

\[
\text{VBIsom}(F_1, F_2) = \left\{ f \in \text{FBMor}(F_1, F_2) : \left( f \in \text{Diff}^\infty(E_1, E_2), \hat{f} \in \text{Diff}^\infty(B_1, B_2) \right) \right\}.
\] (96)

proof: It is trivial.
\( \mathbb{k} \) refers to one of the fields \( \mathbb{R} \) or \( \mathbb{C} \). Given a \( \mathbb{k} \)-vector-space \( \mathbb{X} \) with the finite dimension \( n \), \( \tilde{\mathbb{X}} \) stands for the canonical differentiable structure of \( \mathbb{X} \) endowed with which it becomes a \( C^\infty \) manifold modeled on \( \mathbb{R}^l \). When \( \mathbb{k} = \mathbb{R} \), \( l \) coincides with \( n \), but when \( \mathbb{k} = \mathbb{C} \), we have \( l = 2n \).

1 Basic Structure of Smooth Vector Bundles

**Definition 4.1**: Let each \( \mathcal{E} = (\mathcal{E}, \mathcal{A}_\mathcal{E}) \) and \( \mathcal{B} = (\mathcal{B}, \mathcal{A}_\mathcal{B}) \) be a \( C^\infty \) manifold, and \( \pi \) an element of \( C^\infty(\mathcal{E}, \mathcal{B}) \), that is a smooth map from \( \mathcal{E} \) to \( \mathcal{B} \). Also let \( \mathbb{X} \) be a finite-dimensional \( \mathbb{k} \)-vector-space, and \( \mathcal{A} \) a collection of mappings \( \phi : \pi^{-1}(U) \to U \times \mathbb{X} \) with \( U \) a non-empty open set of \( \mathcal{B} \). The quintuple \( (\mathcal{E}, \pi, \mathcal{B}, \mathbb{X}, \mathcal{A}) \) is referred to as a “smooth vector bundle” iff the following properties are satisfied.

**vb 1.** \( (\mathcal{E}, \pi, \mathcal{B}, \tilde{\mathbb{X}}) \) is a smooth fiber bundle.

**vb 2.** \( \mathcal{A} \) is a maximal subset of the FB-atlas of \( (\mathcal{E}, \pi, \mathcal{B}, \tilde{\mathbb{X}}) \) such that the set of all domains of mappings of \( \mathcal{A} \) forms an open covering of \( \mathcal{B} \) (that is a maximal atlas of the smooth fiber bundle \( (\mathcal{E}, \pi, \mathcal{B}, \tilde{\mathbb{X}}) \)), and for every pair \( (U, \phi) \) and \( (V, \psi) \) of local trivializations contained in \( \mathcal{A} \) such that \( U \cap V \neq \emptyset \), the value of the transition map of \( \phi \) and \( \psi \) (in the sense of the smooth fiber bundle \( (\mathcal{E}, \pi, \mathcal{B}, \tilde{\mathbb{X}}) \)) at any point \( p \in U \cap V \) is a linear-isomorphism from the vector-space \( \mathbb{X} \) to itself. That is,

\[
\forall \ ((U, \phi), (V, \psi)) \in \mathcal{A} \times \mathcal{A}: \left( \forall p \in U \cap V: \tilde{\mathbb{X}}[\phi, \psi](p) \in GL(\mathbb{X}) \right). \tag{97}
\]

where \( F := (\mathcal{E}, \pi, \mathcal{B}, \tilde{\mathbb{X}}) \).

When \( \mathcal{V} := (\mathcal{E}, \pi, \mathcal{B}, \mathbb{X}, \mathcal{A}) \) is a smooth vector bundle:

\[
\begin{itemize}
  \item \( \mathcal{E}, \pi, \mathcal{B}, \mathbb{X}, \) and \( \mathcal{A} \) are called the “total space of the smooth vector bundle \( \mathcal{V} \)”, the
“projection of $V$, the “base space of $V$”, the “(typical) fiber of $V$”, and the “VB-atlas (or maximal-atlas) of the smooth vector bundle $V$”, respectively.

- its “rank” is defined to be the dimension of the $k$-vector-space $X$.
- it is also called a “real (resp. complex) vector bundle” if $k = \mathbb{R}$ (resp. $k = \mathbb{C}$).
- the underlying smooth fiber bundle structure of $V$, that is $(E, \pi, B, \tilde{X})$, will simply be denoted by $\tilde{V}$.
- each element of $A$ is called a “local trivialization (or a VB-chart) of the smooth vector bundle $V$”.
- for every point $p$ of $B$, $\pi^{-1}(\{p\})$ is called the “fiber of the smooth vector bundle $V$ over $p$”.
- any subset of $A$ possessing necessarily all features stated in $[\text{vb}2]$ except for being maximal, is called an “atlas of $V$”.

**Fixed Objects 4.1:** $V = (E, \pi, B, X, A)$ is fixed as a smooth vector bundle of rank $d$, where $E = (E, A_E)$ and $B = (B, A_B)$ are $C^\infty$ manifolds modeled on the Banach-spaces $\mathbb{R}^{n_E}$ and $\mathbb{R}^{n_B}$, respectively.

Also, $\{V_i = (E_i, \pi_i, B_i, X_i, A_i) \mid i \in \mathbb{Z}\}$ is fixed as a collection of smooth vector bundles such that for each positive integer $i$, $E_i = (E_i, A_{E_i})$, $B_i = (B_i, A_{B_i})$ are $C^\infty$ manifolds modeled on the Banach-spaces $\mathbb{R}^{n_{E_i}}$ and $\mathbb{R}^{n_{B_i}}$, respectively. The rank of $V_i$ is taken to be $r_i$.

**Remark 4.1:** When $k = \mathbb{R}$, the rank of the smooth vector bundle $V = (E, \pi, B, X, A)$ coincides with the rank of the smooth fiber bundle $(\tilde{E}, \pi, B, \tilde{X})$. When $k = \mathbb{C}$, the rank of the smooth fiber bundle $(\tilde{E}, \pi, B, \tilde{X})$ is twice the rank of $V$.

**Definition 4.2:**

- For every local trivialization $(U, \phi)$ of the smooth vector bundle $V$ ($\phi \in A$), let $\Lambda_V \phi$ be the same as $\Lambda_{\tilde{V}} \phi$ (in the sense of smooth fiber bundles), which is referred to as the “principal part of the local trivialization $\phi$ of $V$”.

When there is no confusion about the underlying smooth vector bundle, for every $p \in U$,
Theorem 4.1: Let \( p \) be a point of \( \mathcal{B} \), and let \((U, \phi)\) and \((V, \psi)\) be a pair of local trivializations of the smooth vector bundle \( \mathcal{V} \) such that \( U \cap V \neq \emptyset \). The mapping \( \chi \) is defined to be the same as \( \mathcal{V} \) (in the sense of smooth fiber bundles). \( \chi \) is referred to as the “transition map of the local trivializations \( \phi \) and \( \psi \) of the smooth vector bundle \( \mathcal{V} \)”. When the underlying smooth vector bundle is clearly recognized, \( \chi \) can simply be denoted by \( \chi [\phi, \psi] \).

\[
\forall (a, b) \in \mathbb{k} \times \mathbb{k} : \forall (u, v) \in \pi^{-}(\{p\}) \times \pi^{-}(\{p\}) : \\
\quad \left( \Lambda_{\mathcal{V}} \phi |_{\pi^{-}(\{p\})} \right)^{-1} \left( a \left[ \Lambda_{\mathcal{V}} \phi |_{\pi^{-}(\{p\})} \right] (u) + b \left[ \Lambda_{\mathcal{V}} \phi |_{\pi^{-}(\{p\})} \right] (v) \right) \\
= \left( \Lambda_{\mathcal{V}} \psi |_{\pi^{-}(\{p\})} \right)^{-1} \left( a \left[ \Lambda_{\mathcal{V}} \psi |_{\pi^{-}(\{p\})} \right] (u) + b \left[ \Lambda_{\mathcal{V}} \psi |_{\pi^{-}(\{p\})} \right] (v) \right),
\]

or denoted simply,

\[
\forall (a, b) \in \mathbb{k} \times \mathbb{k} : \forall (u, v) \in \pi^{-}(\{p\}) \times \pi^{-}(\{p\}) : \\
\quad \left( \phi_{p}^{-1} \left( a \left[ \phi_{p}^{-1}(u) + b \left[ \phi_{p}^{-1}(v) \right] \right) \right) = \left( \psi_{p}^{-1} \left( a \left[ \psi_{p}^{-1}(u) + b \left[ \psi_{p}^{-1}(v) \right] \right) \right) \right),
\]

proof: Since \( \phi_{p}^{-1} \circ \psi_{p}^{-1} = \chi [\phi, \psi] \in \text{GL}(\mathcal{X}) \), clearly for every \( a \) and \( b \) in \( \mathbb{k} \) and every \( u \) and \( v \) in \( \pi^{-}(\{p\}) \),

\[
\begin{align*}
\left( \psi_{p}^{-1} \right) & \left( a \left[ \psi_{p}^{-1}(u) + b \left[ \psi_{p}^{-1}(v) \right] \right) \\
= & \left( \phi_{p}^{-1} \circ \phi_{p}^{-1}(u) + b \left[ \phi_{p}^{-1}(v) \right] \right) \\
= & \left( \phi_{p}^{-1} \circ \phi_{p}^{-1}(u) \circ \phi_{p}^{-1}(v) \right) + b \left[ \phi_{p}^{-1}(v) \right] \\
= & \left( \phi_{p}^{-1} \circ \psi_{p}^{-1} \circ \phi_{p}^{-1}(u) \right) + b \left[ \phi_{p}^{-1}(v) \right] \\
= & \left( \phi_{p}^{-1} \circ \psi_{p}^{-1} \circ \phi_{p}^{-1}(u) \right) + b \left[ \phi_{p}^{-1}(v) \right].
\end{align*}
\]
**Definition 4.3:** Let \( p \) be a point of \( B \). \( \text{Fib}_V(p) \) is defined to be the \( k \)-vector-space formed by endowing \( \pi^{-1}(\{p\}) \) with the linear structure:

\[
\forall (a, b) \in k \times k: \forall (u, v) \in \pi^{-1}(\{p\}) \times \pi^{-1}(\{p\}):
au + bv \overset{\text{def}}{=} \left( \left( \phi \right)_{|p}^{-1} \left( a \left( \left( \phi \right)_{|p}(u) \right) + b \left( \left( \phi \right)_{|p}(v) \right) \right) \right),
\]

(101)

where \( \phi \) is any element of \( \mathcal{A} \) (local trivialization of \( V \)) such that \( p \in \text{dom}(\phi) \). \( \text{Fib}_V(p) \) is referred to as the “(canonical) fiber space of \( V \) over \( p \)”. When the underlying smooth vector bundle is clearly identified, \( \text{Fib}_V(p) \) can simply be denoted by \( \text{Fib}(p) \).

* This linear structure is well-defined in the shadow of [theorem 4.1].

**Theorem 4.2:** Let \((U, \phi)\) be an element of \( \mathcal{A} \) (a local trivialization of \( V \)). For every \( p \in U \), \( \Lambda_V\phi|_{\pi^{-1}(\{p\})} \) is a linear-isomorphism from \( \text{Fib}_V(p) \) to \( \mathbb{X} \).

**proof:** It is already known that \( \tilde{\phi}|_p \) is a bijection from \( \pi^{-1}(\{p\}) \) to \( \mathbb{X} \), actually a diffeomorphism from \( \mathcal{E}|_{\pi^{-1}(\{p\})} \) to \( \tilde{\mathbb{X}} \). In addition, the linearity of \( \tilde{\phi}|_p \) is obvious according to [definition 4.3].

**Corollary 4.1:** For every point \( p \) of \( B \), the fiber space of \( V \) over \( p \), that is \( \text{Fib}_V(p) \), is linearly isomorphic to \( \mathbb{X} \).
2 Sections of a Smooth Vector Bundle

Definition 4.4: Let \( \sigma : B \to E \) be a smooth map from \( B \) to \( E \). \( \sigma \) is referred to as a “(global) section of the smooth vector bundle \( V \)” iff it is a global section of the underlying smooth fiber bundle of \( V \), that is \( \pi \circ \sigma = \text{Id}_B \).

The set of all global sections of \( V \) is denoted by \( \Gamma^\infty(V) \). That is,

\[
\Gamma^\infty(V) := \{ \sigma \in C^\infty(B, E) : \pi \circ \sigma = \text{Id}_B \}. \tag{102}
\]

Now let \( U \) be a non-empty open set of \( B \), and \( \sigma_U : U \to E \) a smooth map from \( \mathcal{B}|_U \) to \( E \). \( \sigma_U \) is referred to as a “local section of the smooth vector bundle \( V \) over \( U \)” iff it is a local section of the underlying smooth fiber bundle of \( V \), that is \( \pi \circ \sigma_U = \text{Inj}|_{U \to B} \).

The set of all local sections of \( V \) over \( U \) is denoted by \( \Gamma^\infty(V; U) \).

\[
\Gamma^\infty(V; U) := \{ \sigma \in C^\infty(\mathcal{B}|_U, E) : \pi \circ \sigma = \text{Inj}|_{U \to B} \}. \tag{103}
\]

Definition 4.5: The operations \( +^\psi : \Gamma^\infty(V) \times \Gamma^\infty(V) \to \Gamma^\infty(V) \), \( \times^\psi : \mathcal{R}C^\infty(B) \times \Gamma^\infty(V) \to \Gamma^\infty(V) \), and \( ^\psi : k \times \Gamma^\infty(V) \to \Gamma^\infty(V) \) are defined as,

\[
\forall (\sigma_1, \sigma_2) \in \Gamma^\infty(V) \times \Gamma^\infty(V) : \forall p \in B : \left[ \sigma_1 \circ \sigma_2 \right](p) \overset{\text{def}}{=} \sigma_1(p) + \sigma_2(p),
\]

\[
\forall (f, \sigma) \in \mathcal{R}C^\infty(B) \times \Gamma^\infty(V) : \forall p \in B : \left[ f \circ \sigma \right](p) \overset{\text{def}}{=} f(p) \sigma(p),
\]

\[
\forall (c, \sigma) \in k \times \Gamma^\infty(V) : \forall p \in B : \left[ c \circ \sigma \right](p) \overset{\text{def}}{=} c[\sigma(p)]. \tag{104}
\]

Note that the addition of \( \sigma_1(p) \) and \( \sigma_2(p) \) and the product of \( f(p) \) and \( \sigma(p) \) take place in \( \text{Fib}_V(p) \), that is the fiber space of \( V \) over \( p \). When the context is clear enough, \( ^\psi \) can be denoted by \( +^\psi, \times^\psi \), and \( ^\psi \) by \( c^\circ \) simply.

* \( \mathcal{R}C^\infty(B) \) refers to the commutative ring of all real-valued smooth maps on \( B \).

Theorem 4.4: The quadruple \( \left( \Gamma^\infty(V), +^\psi, \times^\psi, \mathcal{R}C^\infty(B) \right) \) has the structure of a module over a commutative ring. We will make reference to this module by the same notation \( \Gamma^\infty(V) \).

The quadruple \( \left( \Gamma^\infty(V), +^\psi, \cdot^\psi, k \right) \) has the structure of a \( k \)-vector-space.

Proof: It is straightforward to check the axioms for module and vector-space structures.
Definition 4.6: For every point $p$ of $B$, an ordered basis of the vector-space $\text{Fib}_V(p)$ is called a "frame of $V$ at $p$".

Let $U$ be an open set of $B$. Any sequence $\sigma_1, \ldots, \sigma_d$ of local sections of $V$ over $U$ such that for every $p \in U$ the sequence $\sigma_1(p), \ldots, \sigma_d(p)$ is an ordered basis of $\text{Fib}_V(p)$ (that is a frame of $V$ at $p$), is referred to as a "local frame field of $V$ over $U$". The set of all local frame fields of $V$ over $U$ is denoted by $\Phi(V; U)$. Any element of $\Phi(V; B)$ is alternatively called a "global frame field of the smooth vector bundle $V$".

Theorem 4.5: Let $(U, \phi)$ be a local trivialization of the smooth vector bundle $V$, and let $e_1, \ldots, e_d$ be an ordered basis of fiber space $X$.

The sequence of maps $\sigma_1 : U \to E, \ldots, \sigma_d : U \to E$ defined as

$$\forall i \in \{1, \ldots, d\}: \forall p \in U: \sigma_i(p) \overset{\text{def}}{=} \left(\frac{\tilde{\phi}}{p}\right)^{-1}(e_i) = \phi^{-1}(p, e_i),$$

is a local frame field of $V$ over $U$.

proof: Clearly each $e_i$ is smooth, and thus a local section of $V$ over $U$. Moreover, according to the fact that each $\left(\frac{\tilde{\phi}}{p}\right)^{-1}$ is a linear isomorphism from $\text{Fib}_V(p)$ to $X$, it is evident that for every $p \in U$, the sequence $\sigma_1(p), \ldots, \sigma_d(p)$ is an ordered base of $\text{Fib}_V(p)$.

\[\square\]

3 Tensor Fields on a Smooth Vector Bundle

Definition 4.7: Let $r$ and $s$ be non-negative integers, and $U$ a subset of $B$.

$$T^r_s(U; V) := \bigcup_{p \in U} T^r_s(\text{Fib}_V(p)).$$

Specifically, $T^r_s(B; V)$ can alternatively be denoted by $T^r_s(V)$.

Definition 4.8:

$$\Omega(V) := \{(\phi, \psi) \mid \phi \in A_B, \psi \in A, \text{dom}(\phi) = \pi^{-1}(\text{dom}(\psi))\}.$$  \hspace{1cm} (107)

An element $(\phi, \psi)$ of $\Omega(V)$ can alternatively be denoted by $(U; (\phi, \psi))$ where $U := \text{dom}(\phi) = \pi^{-1}(\text{dom}(\psi))$. 


Lemma 4.1: The set \( \{ U \subseteq B : \exists (\phi, \psi) \in \Omega(V) : U = \text{dom}(\phi) = \pi \rightarrow (\text{dom}(\psi)) \} \) is an open covering of \( B \).

proof: It is an immediate consequence of [lemma 3.1]. □

Definition 4.9: Let \( r \) and \( s \) be non-negative integers. We associate to each element \((U; (\phi, \psi))\) of \( \Omega(V) \) the mapping \( \Xi_{(\phi, \psi)}^{(r, s)} : T_r^s(U; V) \rightarrow \phi(U) \times T_r^s(X) \) defined as,

\[
\forall p \in U : \forall \alpha \in T_r^s(\text{Fib}_V(p)):
\Xi_{(\phi, \psi)}^{(r, s)}(\alpha) \overset{\text{def}}{=} \left( \phi(p), \left( \left( \tilde{\psi}_p \right)^{-1}_p \right)_{(r, s)}(\alpha) \right).
\]

(108)

Furthermore, we associate to each element \((U, \psi)\) of \( A \) the mapping \( \Delta_{\psi}^{(r, s)} : T_r^s(U; V) \rightarrow U \times T_r^s(X) \) defined as,

\[
\forall p \in U : \forall \alpha \in T_r^s(\text{Fib}_V(p)):
\Delta_{\psi}^{(r, s)}(\alpha) \overset{\text{def}}{=} \left( p, \left( \left( \tilde{\psi}_p \right)^{-1}_p \right)_{(r, s)}(\alpha) \right).
\]

(109)

Lemma 4.2: Let \( r \) and \( s \) be non-negative integers. The set \( \left\{ \Xi_{(\phi, \psi)}^{(r, s)} | (\phi, \psi) \in \Omega(V) \right\} \) is a \( C^\infty \) atlas on \( T_r^s(V) \) modeled on the Banach-space \( \mathbb{R}^{nB} \times T_r^s(X) \).

Definition 4.10: Let \( r \) and \( s \) be non-negative integers. The \( C^\infty \) maximal-atlas on \( T_r^s(V) \) modeled on the Banach-space \( \mathbb{R}^{nB} \times T_r^s(X) \) generated by the atlas \( \left\{ \Xi_{(\phi, \psi)}^{(r, s)} | (\phi, \psi) \in \Omega(V) \right\} \) will be denoted by \( \text{max}\mathcal{A}_V \). That is,

\[
\text{max}\mathcal{A}_V := \text{max}\mathcal{A}_V^{(\infty)}(T_r^s(V), \mathbb{R}^{nB} \times T_r^s(X)) \left\{ \Xi_{(\phi, \psi)}^{(r, s)} | (\phi, \psi) \in \Omega(V) \right\}.
\]

(110)

Theorem 4.6: Let \( r \) and \( s \) be non-negative integers.

The differentiable structure \((T_r^s(V), \text{max}\mathcal{A}_V)\) is a \( C^\infty \) manifold, which means the topology induced by the maximal atlas \( \text{max}\mathcal{A}_V \) on \( T_r^s(V) \) is Hausdorff and second-countable.
**Definition 4.11**: Let \( r \) and \( s \) be non-negative integers. The manifold \((T_r^s(V), \max \mathcal{A}_V)\) is called the “\((r, s)\)-tensor-bundle of the smooth vector bundle \(V\)”, which will be denoted by \(\mathcal{T}_r^s(V)\).

**Definition 4.12**: Let \( r \) and \( s \) be non-negative integers. The mapping \(\pi^{(r, s)}_\psi: \mathcal{T}_r^s(V) \to \mathcal{B}\) is defined as,

\[
\forall p \in \mathcal{B}: \forall \alpha \in T_r^s(\text{Fib}_V(p)): \quad \pi^{(r, s)}_\psi(\alpha) \equiv p. \tag{111}
\]

**Lemma 4.3**: Let \( r \) and \( s \) be non-negative integers. The quadruple \((\mathcal{T}_r^s(V), \pi^{(r, s)}_\psi, \mathcal{B}, \tilde{T}_r^s(X))\) is a smooth fiber bundle.

**proof**: Let \( p \) be an arbitrary point of \(\mathcal{B}\). Let \((U; (\phi, \psi))\) be an element of \(\Omega(V)\) that contains \( p \). Clearly \(\phi^{-1} \times \text{Id}_{\tilde{T}_r^s(X)}\) is a diffeomorphism from \(\phi(U) \times T_r^s(X)\) (with its canonical differentiable structure inherited from that of \(\mathbb{R}^{rn} \times T_r^s(X)\)) to \(\mathcal{B} \mid_U \times T_r^s(X)\). In addition, it is also trivial that \(\Xi^{(r, s)}_{(\phi, \psi)}\) is a diffeomorphism from \(\mathcal{T}_r^{s}(V)|_{\mathcal{T}_r^{s}(U; V)}\) to \(\phi(U) \times T_r^s(X)\), because it is a chart of the manifold \(\mathcal{T}_r^s(V)\). Thus, considering that the composition of a pair of diffeomorphisms as again a diffeomorphism, \(\Delta^{(r, s)}_\psi = (\phi^{-1} \times \text{Id}_{\tilde{T}_r^s(X)}) \circ \Xi^{(r, s)}_{(\phi, \psi)}\) is a diffeomorphism from \(\mathcal{T}_r^{s}(V)|_{\mathcal{T}_r^{s}(U; V)}\) to \(\mathcal{B} \mid_U \times T_r^s(X)\). Moreover, it is evident that \((\pi^{(r, s)}_\psi)^{-1}(U) = \mathcal{T}_r^s(U; V)\), and the following diagram is commutative.

\[
\begin{array}{ccc}
\mathcal{T}_r^s(U; V) & \xrightarrow{\Delta^{(r, s)}_\psi} & U \times T_r^s(X) \\
\downarrow{\pi^{(r, s)}_\psi} & & \downarrow{\text{pr}_1(U, T_r^s(X))} \\
U & & \end{array}
\]

**Lemma 4.4**: Let \( r \) and \( s \) be non-negative integers. The set \(\{\Delta^{(r, s)}_\psi \mid \psi \in \mathcal{A}\}\) is an atlas of the smooth fiber bundle \((\mathcal{T}_r^s(V), \pi^{(r, s)}_\psi, \mathcal{B}, \tilde{T}_r^s(X))\).

**proof**: Let \((U, \psi)\) be an arbitrary local trivialization of the smooth vector bundle \(V\). Clearly, \((\pi^{(r, s)}_\psi)^{-1}(U) = \mathcal{T}_r^s(U; V)\) and the diagram in the proof of the previous lemma is again commutative. There just remains to show that \(\Delta^{(r, s)}_\psi\) is a diffeomorphism from \(\mathcal{T}_r^{s}(V)|_{\mathcal{T}_r^{s}(U; V)}\)
IV Smooth Vector Bundles

Let $\Delta_{\psi}^{(r,s)}$ be an arbitrary element of $U$. This is true because according to the previous lemma, there exists an open covering of $U$ that the restriction of $\Delta_{\psi}^{(r,s)}$ to each of the elements of that covering is a diffeomorphism.

Thus, for every local trivialization $(U, \psi)$ of $\mathcal{V}$, $(U, \Delta_{\psi}^{(r,s)})$ is a local trivialization of the smooth vector bundle $\left(\mathcal{F}_r^{s}(\mathcal{V}), \pi_{\mathcal{V}}^{(r,s)}(\mathcal{B}), \mathcal{T}_r^{s}(\mathcal{X})\right)$. Therefore, $\left\{\Delta_{\psi}^{(r,s)} \mid \psi \in \mathcal{A}\right\}$ is an atlas of the smooth fiber bundle $\left(\mathcal{F}_r^{s}(\mathcal{V}), \pi_{\mathcal{V}}^{(r,s)}, \mathcal{B}, \mathcal{T}_r^{s}(\mathcal{X})\right)$.

\[\square\]

**Proposition 4.1:** Let $r$ and $s$ be non-negative integers. Let $(U, \psi)$ be a local trivialization of the smooth vector bundle $\mathcal{V}$, and $p$ a point of $U$. The principal part of the local trivialization $\Delta_{\psi}^{(r,s)}$ (of the smooth vector bundle $\left(\mathcal{F}_r^{s}(\mathcal{V}), \pi_{\mathcal{V}}^{(r,s)}(\mathcal{B}), \mathcal{T}_r^{s}(\mathcal{X})\right)$) when restricted to $\left(\pi_{\mathcal{V}}^{(r,s)}\right)^{-1}(\{p\}) = \mathcal{T}_r^{s}(\text{Fib}_V(p))$ coincides with $\left(\left(\frac{-\nabla}{\nabla}p\right)^{-1}\right)^*_r$. That is,

\[\text{tr} \Lambda_{\psi}^{(r,s)}\left(\left(\pi_{\mathcal{V}}^{(r,s)}\right)^{-1}(\{p\})\right) = \Delta_{\psi}^{(r,s)}\left|_p\right. = \left(\left(\frac{-\nabla}{\nabla}p\right)^{-1}\right)^*_r.\] (112)

**proof:** It is trivial according to the definition of $\Delta_{\psi}^{(r,s)}$.

\[\square\]

**Proposition 4.2:** Let $r$ and $s$ be non-negative integers. For every pair $(U, \psi)$ and $(V, \eta)$ of local trivialization of the smooth vector bundle $\mathcal{V}$, $\Delta_{\psi}^{(r,s)} \circ \left(\Delta_{\eta}^{(r,s)}\right)^{-1} : (U \cap V) \times \mathcal{T}_r^s(\mathcal{X}) \to (U \cap V) \times \mathcal{T}_r^s(\mathcal{X})$, and the value of the transition map of the local trivializations $\Delta_{\psi}^{(r,s)}$ and $\Delta_{\eta}^{(r,s)}$ of the fiber bundle $\left(\mathcal{F}_r^{s}(\mathcal{V}), \pi_{\mathcal{V}}^{(r,s)}(\mathcal{B}), \mathcal{T}_r^{s}(\mathcal{X})\right)$ at every point $p$ of its domain $U \cap V$ is a linear isomorphism from $\mathcal{T}_r^{s}(\mathcal{X})$ to itself. That is,

\[\forall p \in U \cap V: \left[\chi \left[\Delta_{\psi}^{(r,s)}, \Delta_{\eta}^{(r,s)}\right]\right](p) \in \text{GL}(\mathcal{T}_r^{s}(\mathcal{X})).\] (113)

**proof:** Let $(U, \phi)$ and $(V, \psi)$ be an arbitrary pair of local trivializations of $\mathcal{V}$, and $p$ an arbitrary element of $U \cap V$. According to the definition of the transition map of a pair of
local trivializations of a smooth fiber bundle, [proposition 4.1], and [theorem 2.5],

\[
\begin{align*}
\left[ \chi \left[ \Delta_{\psi}^{(r,s)}, \Delta_{\eta}^{(r,s)} \right] \right] (p) &= \Delta_{\psi}^{(r,s)} \mid_p \circ \left( \Delta_{\eta}^{(r,s)} \mid_p \right)^{-1} \\
&= \left( \left( \psi_p \right)^{-1} \right)_{(r,s)}^* \circ \left( \left( \eta_p \right)^{-1} \right)_{(r,s)}^* \\
&= \left( \left( \psi_p \right)^{-1} \right)_{(r,s)}^* \circ \left( \eta_p \right)_{(r,s)}^*.
\end{align*}
\]

(114)

Since \( \eta_p \in \text{Llsom}(\text{Fib}_{V}(p), X) \), clearly \( \left( \eta_p \right)_{(r,s)}^* \in \text{Llsom}(T^s_r(X), T^s_r(\text{Fib}_V(p))) \). Similarly, it is evident that \( \left( \left( \psi_p \right)^{-1} \right)_{(r,s)}^* \in \text{Llsom}(T^s_r(\text{Fib}_V(p)), T^s_r(X)) \). Therefore,

\[
\left[ \chi \left[ \Delta_{\psi}^{(r,s)}, \Delta_{\eta}^{(r,s)} \right] \right] (p) = \left( \left( \psi_p \right)^{-1} \right)_{(r,s)}^* \circ \left( \eta_p \right)_{(r,s)}^* \in \text{GL}(T^s_r(X)).
\]

(115)

**Definition 4.13:** Let \( r \) and \( s \) be non-negative integers. We will denote by \( \mathcal{A}_{V}^{(r,s)} \) the maximal atlas of the smooth fiber bundle \( \left( T^s_r(V), \pi_{V}^{(r,s)}, \mathcal{B}, T^s_r(X) \right) \) including \( \{ \Delta_{\psi}^{(r,s)} \mid \psi \in \mathcal{A} \} \), endowed with which, the fiber bundle \( \left( T^s_r(V), \pi_{V}^{(r,s)}, \mathcal{B}, T^s_r(X) \right) \) becomes a smooth vector bundle.

\[ \square \]

**Corollary 4.2:** Let \( r \) and \( s \) be non-negative integers.

The quintuple \( \left( T^s_r(V), \pi_{V}^{(r,s)}, \mathcal{B}, T^s_r(X), \mathcal{A}_{V}^{(r,s)} \right) \) is a smooth vector bundle.

\[ \square \]

**Definition 4.14:** Let \( r \) and \( s \) be non-negative integers. We will denote by \( \text{TB}^{(r,s)}(V) \) the smooth vector bundle \( \left( T^s_r(V), \pi_{V}^{(r,s)}, \mathcal{B}, T^s_r(X), \mathcal{A}_{V}^{(r,s)} \right) \), which is referred to as the “\( (r, s) \)” tensor bundle of the smooth vector bundle \( V \).

\[ \square \]

**Corollary 4.3:** Let \( r \) and \( s \) be non-negative integers. For every point \( p \) of \( \mathcal{B} \), the fiber space of \( \text{TB}^{(r,s)}(V) \) over \( p \) equals the vector-space of all \( (r, s) \) tensors on the fiber space of \( V \) over \( p \). That is,

\[
\forall p \in \mathcal{B}: \text{Fib}_{\text{TB}^{(r,s)}(V)}(p) = T^s_r(\text{Fib}_V(p)).
\]

(116)
Definition 4.15: Let \( r \) and \( s \) be non-negative integers. Any section of the \((r, s)\) tensor bundle of \( V \) is called a \("(r, s)\) tensor field of the smooth vector bundle \( V \).\) The set of all \((r, s)\) tensor fields of \( V \) will be denoted by \( TF_{(r, s)}^\infty(V) \). That is,
\[
TF_{(r, s)}^\infty(V) := \Gamma^\infty(\mathcal{T}_{(r, s)}B(V)).
\]

The canonical \( \mathcal{RC}^\infty(B) \)-module structure associated with \( TF_{(r, s)}^\infty(V) \) will be denoted by \( M_{TF_{(r, s)}^\infty(V)} \), and the canonical linear structure associated with \( TF_{(r, s)}^\infty(V) \) will be denoted by \( TF_{(r, s)}^\infty(V) \).

1.3 Tensor Algebra of Tensor Fields on Vector Bundles

Definition 4.16: The direct sum of all \( TF_{(r, s)}^\infty(V) \)-s when \( r \) and \( s \) range over all non-negative integers simultaneously, will simply be denoted by \( \bigotimes_{V} V \). That is,
\[
\bigotimes_{V} V := \bigoplus \{ TF_{(r, s)}^\infty(V) \mid r, s = 0, 1, \ldots \}.
\]
\( \bigotimes_{V} V \) is referred to as the \("space of tensor fields on the smooth vector bundle \( V \)\). For every pair \( r \) and \( s \) of non-negative integers, there is a natural injection of \( TF_{(r, s)}^\infty(V) \) into \( \bigotimes_{V} M \) via which every \((r, s)\) tensor field on \( V \) can be identified with a unique element of \( \bigotimes_{V} V \).

Definition 4.17: The binary operation \( \otimes \) on \( \bigotimes_{V} V \) is defined to be the unique bilinear map
\[
\otimes : \bigotimes_{V} V \times \bigotimes_{V} V \to \bigotimes_{V} V
\]
such that for every non-negative integers \( r, s, p, q \),
\[
\forall (\mathcal{X}, \mathcal{Y}) \in TF_{(r, s)}^\infty(V) \times TF_{(p, q)}^\infty(V) : \forall p \in B : \left( \mathcal{X} \otimes_{V} \mathcal{Y} \right)(p) \equiv \mathcal{X}(p) \otimes_{V} \mathcal{Y}(p),
\]
where the tensor product \( \mathcal{X}(p) \otimes_{V} \mathcal{Y}(p) \) takes place in the space of tensors on the fiber space of \( V \) over \( p \), that is \( \otimes_{V} \text{Fib}_{V}(p) \). \( \otimes \) is called the \("tensor (or tensor field) operation of the smooth vector bundle \( V \)\). For any non-negative integers \( r \) and \( s \), each element of \( TF_{(r, s)}^\infty(V) \) is also called a \("(type) \( (r, s) \) simple tensor field on \( V \)\).\) Also for every \( \mathcal{X} \) and \( \mathcal{Y} \) in \( \bigotimes_{V} V \), \( \mathcal{X} \otimes_{V} \mathcal{Y} \) is called the \("tensor product of the tensor fields \( \mathcal{X} \) and \( \mathcal{Y} \)\). When there is no ambiguity about the underlying smooth vector bundle, \( \otimes \) can simply be denoted by \( \otimes \).
It is easy to verify that for any \( X \in \text{TF}^{\infty}_{(r,s)}(V) \subseteq V^{\otimes} \) and any \( Y \in \text{TF}^{\infty}_{(p,q)}(V) \subseteq V^{\otimes} \), we have \( X \otimes Y \in \text{TF}^{\infty}_{(r+p,q+s)}(V) \subseteq V^{\otimes} \) and \( \otimes \) acts bilinearly on \( \text{TF}^{\infty}_{(r,s)}(V) \times \text{TF}^{\infty}_{(p,q)}(V) \). We presumed the triviality of these facts prior to the definition.

**Proposition 4.3:** \( \otimes \) is an associative and bilinear binary operation on \( V^{\otimes} \). So the pair \( \left(V^{\otimes}, \otimes\right)\) is an algebra.

**proof:** The bilinearity of \( \otimes \) lies in the definition of it.

Now let \( X_1 \in \text{TF}^{\infty}_{(r,s)}(V) \), \( X_2 \in \text{TF}^{\infty}_{(p,q)}(V) \), and \( X_3 \in \text{TF}^{\infty}_{(l,m)}(V) \). According to [theorem 2.2],

\[
\forall p \in B: \left( X_1 \otimes \left( X_2 \otimes X_3 \right) \right)(p) = X_1(p) \otimes (X_2(p) \otimes X_3(p)) = \left( X_1(p) \otimes X_2(p) \right) \otimes X_3(p) = \left( X_1 \otimes X_2 \right) \otimes X_3(p),
\]

(120)

and thus,

\[
X_1 \otimes \left( X_2 \otimes X_3 \right) = \left( X_1 \otimes X_2 \right) \otimes X_3.
\]

(121)

So \( \otimes \) is associative when restricted to simple tensor fields. The verification of associativity for general tensor fields in \( V^{\otimes} \) can be achieved in a manner completely similar to what is used in the proof of [theorem 2.2].

\[ \square \]

**Definition 4.18:** \( \left(V^{\otimes}, \otimes\right)\) is called the “tensor algebra of tensor fields on the smooth vector bundle \( V \)”.  

\[ \square \]

## 4 Smooth Vector Bundle Morphisms

**Definition 4.19:** Let \( f \) be an element of \( \text{FBMor} \left( \widetilde{V}_1, \widetilde{V}_2 \right) \), that is a smooth fiber bundle morphism from the underlying smooth fiber bundle structure of \( V_1 \) to the underlying smooth fiber bundle structure of \( V_2 \). \( f \) is referred to as a “smooth vector bundle morphism from the smooth vector bundle \( V_1 \) to the smooth vector bundle \( V_2 \)” if for every point \( p \) of the base space of \( V_1 \), the restriction of \( f \) to the fiber space of \( V_1 \) over \( p \) is a linear map from \( \text{Fib}_{V_1}(p) \) to
Remark 4: According to [proposition 3.2],

\[
\text{VBMor}(\mathcal{V}_1, \mathcal{V}_2) := \left\{ f \in \text{FBMor}\left(\mathcal{V}_1, \mathcal{V}_2\right) : \forall p \in \mathcal{B}_1: \text{res}_f(\pi_1^-((p))) \in \mathbb{L}\left(\text{Fib}_{\mathcal{V}_1}(p), \text{Fib}_{\mathcal{V}_2}(\hat{f}(p))\right) \right\}.
\]

(122)

Proposition 4.4: \(\text{Id}_E\) is a morphism from \(\mathcal{V}\) to itself, that is \(\text{Id}_E \in \text{VBMor}(\mathcal{V}, \mathcal{V})\). Furthermore, \(\text{Id}_E = \text{Id}_B\).

Proof: It is trivial.

\[\square\]

Proposition 4.5: Let \(f_1\) be a morphism from \(\mathcal{V}_1\) to \(\mathcal{V}_2\), and \(f_2\) be a morphism from \(\mathcal{V}_2\) to \(\mathcal{V}_3\). \(f_2 \circ f_1\) is a morphism from \(\mathcal{V}_1\) to \(\mathcal{V}_3\) along \(\tilde{f}_2 \circ \tilde{f}_1\).

Proof: According to [proposition 3.2], \(f_2 \circ f_1\) is a smooth fiber bundle morphism from \(\tilde{\mathcal{V}}_1\) to \(\tilde{\mathcal{V}}_3\), and \(\tilde{f}_2 \circ \tilde{f}_1 = \tilde{f}_2 \circ \tilde{f}_1\).

Additionally, considering the definition of smooth vector bundle morphisms, \(f_1|_{\pi_1^-((p))} \in \mathbb{L}\left(\text{Fib}_{\mathcal{V}_1}(p), \text{Fib}_{\mathcal{V}_2}(\hat{f}_1(p))\right)\) and \(f_2|_{\pi_2^-((\hat{f}_1(p)))} \in \mathbb{L}\left(\text{Fib}_{\mathcal{V}_2}(\hat{f}_1(p)), \text{Fib}_{\mathcal{V}_3}\left(\left(\tilde{f}_2 \circ \tilde{f}_1\right)(p)\right)\right)\) for every point \(p\) of \(\mathcal{B}_1\). Therefore, considering that composition of a pair of linear maps is a linear map, and further considering [corollary 3.3] (that is, \(f_1|_{\pi_1^-((p))} \subseteq \pi_2^-\left(\left\{\hat{f}_1(p)\right\}\right)\) for every \(p\) of \(\mathcal{B}_1\)), it becomes evident that for every point \(p\) of \(\mathcal{B}_1\),

\[
(f_2 \circ f_1)|_{\pi_1^-((p))} = (f_2|_{\pi_2^-((\hat{f}_1(p)))}) \circ (f_1|_{\pi_1^-((p))}) \in \mathbb{L}\left(\text{Fib}_{\mathcal{V}_1}(p), \text{Fib}_{\mathcal{V}_3}\left(\left(\tilde{f}_2 \circ \tilde{f}_1\right)(p)\right)\right).
\]

(123)

Therefore, \(f_2 \circ f_1 \in \text{VBMor}(\mathcal{V}_1, \mathcal{V}_3)\).

\[\square\]

Remark 4.2: According to these propositions, it is inferred that any collection of smooth vector bundles along with the set of all possible morphisms between them forms a category, having the ordinary composition of morphisms as the composition rule of its arrows. Such a category goes under the name of a “category of smooth vector bundles”.

Definition 4.20: Let \(f\) be a morphism from \(\mathcal{V}_1\) to \(\mathcal{V}_2\). \(f\) is referred to as an “(smooth vector bundle) isomorphism from \(\mathcal{V}_1\) to \(\mathcal{V}_2\)” iff there exists a morphism \(g\) from \(\mathcal{V}_2\) to \(\mathcal{V}_1\) such that
Pullbacks of Vector Bundle Morphisms

\[ f \circ g = \text{Id}_{B_2}, \quad \text{and} \quad g \circ f = \text{Id}_{B_1}. \]

The set of all isomorphisms from \( V_1 \) to \( V_2 \) will be denoted by \( \text{VBIsom}(V_1, V_2) \).

When \( \text{VBIsom}(V_1, V_2) \neq \emptyset \), the smooth vector bundles \( V_1 \) and \( V_2 \) are said to be “isomorphic (in the sense of smooth vector bundles)”.

\[ \text{VBIsom}(V_1, V_2) = \left\{ f \in \text{VBMor}(V_1, V_2) : \left( f \in \text{Diff}^\infty(\mathcal{E}_1, \mathcal{E}_2), \hat{f} \in \text{Diff}^\infty(B_1, B_2) \right) \right\}. \quad (124) \]

**proof:** It is trivial according to [theorem 3.8], [definition 4.19], and [definition 4.20].

\[ \square \]

**Corollary 4.4:** Let \( f \) be an isomorphism from \( V_1 \) to \( V_2 \). For every point \( p \) of \( B_1 \), the restriction of \( f \) to \( \pi^{-1}_1(\{p\}) \) is a linear isomorphism from \( \text{Fib}_{V_1}(p) \) to \( \text{Fib}_{V_2}(f(p)) \). That is,

\[ \forall p \in B_1: \text{res}_f(\pi^{-1}_1(\{p\})) \in \text{LIsom}(\text{Fib}_{V_1}(p), \text{Fib}_{V_2}(f(p))). \quad (125) \]

**proof:** It is an immediate consequence of [definition 4.20].

\[ \square \]

5 Pullbacks of Vector Bundle Morphisms

**Proposition 4.6:** Let \( r \) and \( s \) be non-negative integers. Suppose that \( V_1 \) and \( V_2 \) are isomorphic, and let \( f \) be an element of \( \text{VBIsom}(V_1, V_2) \) (a smooth vector bundle isomorphism from \( V_1 \) to \( V_2 \)). The image of the assignment \( \text{TF}^{\infty}_{(r, s)}(\mathcal{V}_2) \ni \bar{X} \mapsto \bar{X} \in \text{F}(B_1, T^*_s(V)) \) such that

\[ \forall \bar{X} \in \text{TF}^{\infty}_{(r, s)}(\mathcal{V}_2): \forall p \in B_1: \bar{X}(p) \overset{\text{def}}{=} \left( f|_{\pi^{-1}_1(\{p\})} \right)^*(\bar{X}(f(p))), \quad (126) \]

is included in \( \text{TF}^{\infty}_{(r, s)}(\mathcal{V}_1) \). In other words, for every \( \bar{X} \in \text{TF}^{\infty}_{(r, s)}(\mathcal{V}_2) \), \( \bar{X} \) lies in \( \text{TF}^{\infty}_{(r, s)}(\mathcal{V}_1) \).

**proof:** It is left to the reader as an exercise.

\[ \square \]

**Definition 4.21:** Let \( r \) and \( s \) be non-negative integers. Suppose that \( V_1 \) and \( V_2 \) are isomorphic, and let \( f \) be an element of \( \text{VBIsom}(V_1, V_2) \) (a smooth vector bundle isomorphism from
The mapping \( f_{(r,s)}^* : \mathcal{T}F_{(r,s)}^\infty(V_2) \to \mathcal{T}F_{(r,s)}^\infty(V_1) \) is defined as
\[
\forall \mathcal{X} \in \mathcal{T}F_{(r,s)}^\infty(V_2) : \forall p \in B_1: \quad \left[ f_{(r,s)}^* (\mathcal{X}) \right](p) \overset{\text{def}}{=} \left( f|_{\pi_{(r,s)}^{-1}(\{p\})} \right)^* (\mathcal{X} (f(p))).
\]
(127)

\( f_{(r,s)}^* \) is referred to as the \("(r, s)\)-pullback of the (smooth vector bundle) isomorphism \( f \in \text{VBI}_{\text{som}}(V_1, V_2)\). □

**Proposition 4.7:** Let \( r \) and \( s \) be non-negative integers, and \( f \) an element of \( \text{VBI}_{\text{som}}(V_1, V_2) \)
(a smooth vector bundle isomorphism from \( V_1 \) to \( V_2 \)).

\[
\forall \mathcal{X} \in \mathcal{T}F_{(r,s)}^\infty(V_2) : \quad \forall (v_1, \ldots, v_{r+s}) \in \underbrace{\text{Fib}_{V_2}(p) \times \cdots \times \text{Fib}_{V_2}(p)}_{s} \times \underbrace{\text{Fib}_{V_2}(p) \times \cdots \times \text{Fib}_{V_2}(p)}_{r}:
\]

\[
\bigg[ \left[ f_{(r,s)}^* (\mathcal{X}) \right](p) \bigg] (v_1, \ldots, v_{r+s})
= [\mathcal{X} (f(p))] \left[ \begin{array}{c} \left( f|_{\pi_{(r,s)}^{-1}(\{p\})} \right) (v_1), \ldots, \left( f|_{\pi_{(r,s)}^{-1}(\{p\})} \right) (v_r), \\ \left( f|_{\pi_{(r,s)}^{-1}(\{p\})} \right) (v_{r+1}), \ldots, \left( f|_{\pi_{(r,s)}^{-1}(\{p\})} \right) (v_{r+s}) \end{array} \right].
\]
(128)

**proof:** It is trivial. □

**Theorem 4.8:** Let \( r \) and \( s \) be non-negative integers. Let \( f \) be an element of \( \text{VBI}_{\text{som}}(V, V_1) \)
and \( g \) an element of \( \text{VBI}_{\text{som}}(V_1, V_2) \).

\[
(\text{Id}_E)_r^* = \text{Id}_{\mathcal{T}F_{(r,s)}^\infty(V)}.
\]
(129)

and

\[
(g \circ f)_r^* = f_{(r,s)}^* \circ g_{(r,s)}^*.
\]
(130)

**proof:** According to [theorem 2.4] and [definition 4.21], it is trivial. □

**Theorem 4.9:** Let \( r \) and \( s \) be non-negative integers, and let \( f \) be an element of \( \text{VBI}_{\text{som}}(V_1, V_2) \).
The mapping \( f_{(r,s)}^* \) is a linear isomorphism from \( \mathcal{T}F_{(r,s)}^\infty(V_2) \) to \( \mathcal{T}F_{(r,s)}^\infty(V_1) \). That is \( f_{(r,s)}^* \) is a bijection and,

\[
\forall (\mathcal{X}_1, \mathcal{X}_2) \in \mathcal{T}F_{(r,s)}^\infty(V_2) \times \mathcal{T}F_{(r,s)}^\infty(V_2) : \forall c \in k: \quad f_{(r,s)}^* (c \mathcal{X}_1 + \mathcal{X}_2) = cf_{(r,s)}^* (\mathcal{X}_1) + f_{(r,s)}^* (\mathcal{X}_2).
\]
(131)
Furthermore,
\[
(f^*_{r,s})^{-1} = (f^{-1})^*_{r,s}.
\]  

**proof:** The linearity of \(f^*_{r,s}\) follows directly from [theorem 2.5], [definition 4.21], and the canonical linear structures of \(\text{TF}^\infty_{(r,s)}(V_1)\) and \(\text{TF}^\infty_{(r,s)}(V_2)\). It is also easy to verify that \((f^{-1})^*_{r,s}\) is both a left and right inverse for \(f^*_{r,s}\), considering that \(f^{-1}|_{\pi^r_1((f(p)))}\) is the inverse of \(f|_{\pi^r_1((p))}\) for every \(p \in B_1\).

\[\square\]

**Proposition 4.8:** Let \(r\) be a non-negative integer, and let \(f\) be an element of \(\text{VBMor}(V_1, V_2)\) (a smooth vector bundle morphism from \(V_1\) to \(V_2\)). The image of the assignment \(\text{TF}^\infty_{(r,0)}(V_2) \ni \mathcal{X} \mapsto \tilde{\mathcal{X}} \in \mathcal{F}(B_1, T^r_0(V))\) such that
\[
\forall \mathcal{X} \in \text{TF}^\infty_{(r,0)}(V_2): \forall p \in B_1: \tilde{\mathcal{X}}(p) \overset{\text{def}}{=} (f|_{\pi^r_1((p))})^*_{(r)}(\mathcal{X}(f(p)));
\]
is included in \(\text{TF}^\infty_{(r,0)}(V_1)\). In other words, for every \(\mathcal{X} \in \text{TF}^\infty_{(r,0)}(V_2)\), \(\tilde{\mathcal{X}}\) lies in \(\text{TF}^\infty_{(r,0)}(V_1)\).

**proof:** It is left to the reader as an exercise.

\[\square\]

**Definition 4.22:** Let \(r\) be a non-negative integer, and let \(f\) be an element of \(\text{VBMor}(V_1, V_2)\) (a smooth vector bundle morphism from \(V_1\) to \(V_2\)). The mapping \(f^*_{(r)} : \text{TF}^\infty_{(r,0)}(V_2) \to \text{TF}^\infty_{(r,0)}(V_1)\) is defined as
\[
\forall \mathcal{X} \in \text{TF}^\infty_{(r,0)}(V_2): \forall p \in B_1:
\left[
(f^*_{(r)}(\mathcal{X}))(p) \overset{\text{def}}{=} (f|_{\pi^r_1((p))})^*_{(r)}(\mathcal{X}(f(p)))
\right].
\]

\(f^*_{(r)}\) is referred to as the “\(r\)-pullback of the smooth vector bundle morphism \(f \in \text{VBMor}(V_1, V_2)\)”.

\[\blacksquare\]

**Proposition 4.9:** Let \(r\) be a non-negative integer, and let \(f\) be an element of \(\text{VBMor}(V_1, V_2)\) (a smooth vector bundle morphism from \(V_1\) to \(V_2\)).

\[
\forall \mathcal{X} \in \text{TF}^\infty_{(r,0)}(V_2): \forall p \in B_1: \forall (v_1, \ldots, v_r) \in \underbrace{\text{Fib}_2(p) \times \ldots \times \text{Fib}_2(p)}_r:
\left[
(f^*_{(r)}(\mathcal{X}))(p))(v_1, \ldots, v_r) = [\mathcal{X}(f(p))]
\left[
\left(f|_{\pi^r_1((p))}\right)(v_1), \ldots, \left(f|_{\pi^r_1((p))}\right)(v_r)
\right].
\]

**proof:** It is trivial.
Theorem 4.10: Let \( r \) be a non-negative integer. Let \( f \) be an element of \( \text{VBMor}(V, V_1) \) and \( g \) an element of \( \text{VBMor}(V_1, V_2) \).

\[
(Id_E)^r = \text{Id}_{\text{TF}_\infty^r(V)},
\]

and

\[
(g \circ f)^r = f^r \circ g^r.
\]

proof: According to [theorem 2.6] and [definition 4.22], it is trivial.

Theorem 4.11: Let \( r \) be a non-negative integer, and let \( f \) be an element of \( \text{VBMor}(V_1, V_2) \) (a smooth vector bundle morphism from \( V_1 \) to \( V_2 \)). \( f^r \) is a linear map from \( \text{TF}_\infty^r(V_2) \) to \( \text{TF}_\infty^r(V_1) \). That is,

\[
\forall (X_1, X_2) \in \text{TF}_\infty^r(V_2) \times \text{TF}_\infty^r(V_2): \forall c \in k: f^r(cX_1 + X_2) = cf^r(X_1) + f^r(X_2).
\]

proof: The linearity of \( f^r \) follows directly from [theorem 2.7], [definition 4.22], and the canonical linear structures of \( \text{TF}_\infty^r(V_1) \) and \( \text{TF}_\infty^r(V_2) \).

Definition 4.23: Let \( f \) be an element of \( \text{VBIsom}(V_1, V_2) \) (a smooth vector bundle isomorphism from \( V_1 \) to \( V_2 \)). The mapping \( f^* : \bigotimes V_2 \rightarrow \bigotimes V_1 \) is defined term-wise as,

\[
\forall X \in \bigotimes V_2: [f^*(X)]_{(r,s)} := f^r(X_{(r,s)}).
\]

Corollary 4.5: Let \( f \) be an element of \( \text{VBIsom}(V_1, V_2) \). \( f^* \) is a linear isomorphism from \( \bigotimes V_2 \) to \( \bigotimes V_1 \).
**Theorem 4.12:** Let $E'$ be a regular submanifold of $E$, and let $X'$ be a vector sub-space of $X$. Suppose that for every point $p$ of $B$ there exists a local trivialization $(U, \phi)$ of the smooth vector bundle $V$ such that

$$\phi^{-1} (\pi^{-1} (U) \cap E') = U \times X'.$$  \hfill (140)

Then the quadruple $\left( E', \text{res} (\pi; E'), B, \widehat{X'} \right)$ is a smooth fiber bundle, having the set

$$\{ \text{res} (\phi; \pi^{-1} (U) \cap E') \mid (U, \phi) \in A \}$$

as a smooth fiber bundle atlas. Furthermore, for every local trivializations $(U, \phi)$ and $(V, \psi)$ of $V$, the transition map of $\text{res} (\phi; \pi^{-1} (U) \cap E')$ and $\text{res} (\psi; \pi^{-1} (V) \cap E')$ is an element of $\text{GL}(X')$ for every $p \in U \cap V$. That is,

$$\forall ((U, \phi), (V, \psi)) \in A \times A: \forall p \in U \cap V: \chi [\text{res} (\phi; \pi^{-1} (U) \cap E'), \text{res} (\psi; \pi^{-1} (V) \cap E')] (p) \in \text{GL}(X').$$  \hfill (141)

**Definition 4.24:** In continuation of the previous theorem, the maximal subset of $A$ including $\{ \text{res} (\phi; \pi^{-1} (U) \cap E') \mid (U, \phi) \in A \}$, endowed with which the smooth fiber bundle $\left( E', \text{res} (\pi; E'), B, \widehat{X'} \right)$ becomes a smooth vector bundle, will be denoted by $\text{sub} A (V; E', X')$. Moreover, the smooth vector bundle $\left( E', \text{res} (\pi; E'), B, X', \text{sub} A (V; E', X') \right)$ will be called a “smooth vector sub-bundle of the vector bundle $V$”.

**Theorem 4.13:** Let $W_p$ be a vector subspace of $\text{Fib}_V (p)$ for every point $p$ of $B$, and let

$$W := \bigcup_{p \in B} W_p.$$ $W$ is a regular submanifold of $E$ and the quintuple $\left( E|_W, \pi|_W, B, X', \text{sub} A (V; E', X') \right)$ is a smooth vector sub-bundle of $V$ with rank $l$ for some vector subspace $X'$ of $X$ if and only if for every $p \in B$ there exists a neighborhood $U$ of $p$ and a system of $l$ local sections $\sigma_1, \ldots, \sigma_l \in \Gamma^\infty (V; U)$ such that for each $q \in U$ the set $\{ \sigma_1 (q), \ldots, \sigma_l (q) \}$ is base of the vector space $W_p$.

7 Base-Restriction of a Smooth Vector Bundle

**Fixed Objects 4.2:** $M$ is fixed as a regular submanifold of $B$. 
Theorem 4.14:

- $\pi^\leftarrow(M)$ is a regular submanifold of $\mathcal{E}$.

- $\left( \mathcal{E}|_{\pi^\leftarrow(M)} , \text{res}(\pi; \pi^\leftarrow(M)) , \mathcal{B}|_M , \mathcal{X} \right)$ is a smooth fiber bundle, and the set
  \[ \{ \text{res}(\phi; \pi^\leftarrow(M \cap U)) \mid (U, \phi) \in \mathcal{A} \} \]
  is an atlas of this fiber bundle.

- For every pair $(U, \phi)$ and $(V, \psi)$ of local trivializations of the smooth vector bundle $\mathcal{V}$,
  \[ \forall p \in \pi^\leftarrow(M \cap U \cap V) : \chi[\text{res}(\phi; \pi^\leftarrow(M \cap U)) , \text{res}(\psi; \pi^\leftarrow(M \cap V))] (p) \in \text{GL}(\mathcal{X}). \quad (142) \]

Definition 4.25: We will denote by $\mathcal{A}^{\text{RES}}_{(\mathcal{V}; M)}$ the maximal atlas of the smooth fiber bundle $\left( \mathcal{E}|_{\pi^\leftarrow(M)} , \text{res}(\pi; \pi^\leftarrow(M)) , \mathcal{B}|_M , \mathcal{X} \right)$ including $\{ \text{res}(\phi; \pi^\leftarrow(M \cap U)) \mid (U, \phi) \in \mathcal{A} \}$, endowed with which, this fiber bundle becomes a smooth vector bundle.

Corollary 4.6: The quintuple $\left( \mathcal{E}|_{\pi^\leftarrow(M)} , \text{res}(\pi; \pi^\leftarrow(M)) , \mathcal{B}|_M , \mathcal{X} , \mathcal{A}^{\text{RES}}_{(\mathcal{V}; M)} \right)$ is a smooth vector bundle.

Definition 4.26: We will denote by $\mathcal{R}^{\text{ES}}(\mathcal{V}; M)$ the smooth vector bundle $\left( \mathcal{E}|_{\pi^\leftarrow(M)} , \text{res}(\pi; \pi^\leftarrow(M)) , \mathcal{B}|_M , \mathcal{X} , \mathcal{A}^{\text{RES}}_{(\mathcal{V}; M)} \right)$, which will be referred to as the “restriction of the smooth vector bundle $\mathcal{V}$ to $M$”.

Corollary 4.7: For every point $p \in M$, the fiber space of $\mathcal{R}^{\text{ES}}(\mathcal{V}; M)$ over $p$ is the same as the fiber space of $\mathcal{V}$ at $p$. That is,

\[ \forall p \in M : \text{Fib}_{\mathcal{R}^{\text{ES}}(\mathcal{V}; M)}(p) = \text{Fib}_{\mathcal{V}}(p). \quad (143) \]
8 Operations on Smooth Vector Bundles

1.8 Hom Bundle

**Fixed Objects 4.3:** In this section, \( \mathcal{V}_1 = (E_1, \pi_1, \mathcal{B}, X, \mathcal{A}_1) \) and \( \mathcal{V}_2 = (E_2, \pi_2, \mathcal{B}, X, \mathcal{A}_2) \) are fixed as a pair of smooth vector bundles of rank \( d \), where \( \mathcal{E}_i = (E_i, \mathcal{A}_{E_i}) \) for \( i = 1, 2 \), and \( \mathcal{B} = (B, \mathcal{A}_B) \) are \( \mathcal{C}^\infty \) manifolds modeled on the Banach-spaces \( \mathbb{R}^{nE_i} \) (\( i = 1, 2 \)) and \( \mathbb{R}^{nB} \), respectively.

**Definition 4.27:** Let \( U \) be a subset of \( B \).

\[
\mathcal{H}(U; (\mathcal{V}_1, \mathcal{V}_2)) := \bigcup_{p \in U} L(\text{Fib}_{\mathcal{V}_1}(p), \text{Fib}_{\mathcal{V}_2}(p)).
\] (144)

Specifically, \( \mathcal{H}(B; (\mathcal{V}_1, \mathcal{V}_2)) \) can alternatively be denoted by \( \mathcal{H}(\mathcal{V}_1, \mathcal{V}_2) \).

**Definition 4.28:**

\[
\mathcal{\overline{\Omega}}(\mathcal{V}_1, \mathcal{V}_2) := \{(\phi, \psi_1, \psi_2) \mid [\phi \in \mathcal{A}_B, \psi_1 \in \mathcal{A}_1, \psi_2 \in \mathcal{A}_2, \text{dom}(\phi) = \pi_1^{-1}(\text{dom}(\psi_1)) = \pi_2^{-1}(\text{dom}(\psi_2))]\}.
\] (145)

An element \( (\phi, \psi_1, \psi_2) \) of \( \mathcal{\overline{\Omega}}(\mathcal{V}_1, \mathcal{V}_2) \) can alternatively be denoted by \( (U; (\phi, \psi_1, \psi_2)) \) where \( U := \text{dom}(\phi) = \pi_1^{-1}(\text{dom}(\psi_1)) = \pi_2^{-1}(\text{dom}(\psi_2)) \).

**Lemma 4.5:** \( \{U \subseteq B : \exists (\phi, \psi_1, \psi_2) \in \mathcal{\overline{\Omega}}(\mathcal{V}_1, \mathcal{V}_2) : U = \text{dom}(\phi) = \pi_i^{-1}(\text{dom}(\psi_i)) \ (i = 1, 2)\} \) is an open covering of \( B \).

**proof:** It is an immediate consequence of [lemma 3.1].

**Definition 4.29:** We associate to each element \( (U; (\phi, \psi_1, \psi_2)) \) of \( \mathcal{\overline{\Omega}}(\mathcal{V}_1, \mathcal{V}_2) \) the mapping \( H_{(\phi, \psi_1, \psi_2)} : \mathcal{H}(U; (\mathcal{V}_1, \mathcal{V}_2)) \to \phi(U) \times \text{End}(X) \) defined as,

\[
\forall p \in U : \forall \alpha \in L(\text{Fib}_{\mathcal{V}_1}(p), \text{Fib}_{\mathcal{V}_2}(p)): \\
H_{(\phi, \psi_1, \psi_2)}(\alpha) \overset{\text{def}}{=} (\phi(p), \tilde{\psi}_2\bigg|_{\phi(p)} \circ \alpha \circ \tilde{\psi}_1\bigg|_{\phi(p)})^{-1}.
\] (146)
Furthermore, we associate to each element \((U; (\phi, \psi_1, \psi_2))\) of \(\overline{\mathcal{H}}(V_1, V_2)\) the mapping \(\mathbf{H}_{(\phi, \psi_1, \psi_2)} : \mathcal{H}(U; (V_1, V_2)) \to U \times \text{End}(X)\) defined as,

\[
\forall p \in U: \forall \alpha \in \mathcal{L}(\text{Fib}_{V_1}(p), \text{Fib}_{V_2}(p)):
\mathbf{H}_{(\phi, \psi_1, \psi_2)}(\alpha) \overset{\text{def}}{=} \left( p, \widetilde{\psi}_2 \circ \alpha \circ \left( \widetilde{\psi}_1 \right)^{-1}_p \right).
\]

(147)

\[\square\]

**Lemma 4.6:** The set \(\{ \mathbf{H}_{(\phi, \psi_1, \psi_2)} | (\phi, \psi_1, \psi_2) \in \overline{\mathcal{H}}(V_1, V_2) \}\) is a \(C^\infty\) atlas on \(\mathcal{H}(V_1, V_2)\) modeled on the Banach-space \(\mathbb{R}^{n_B} \times \text{End}(X)\).

\[\square\]

**Definition 4.30:** The \(C^\infty\) maximal-atlas on \(\mathcal{H}(V_1, V_2)\) modeled on the Banach-space \(\mathbb{R}^{n_B} \times \text{End}(X)\) generated by the atlas \(\{ \mathbf{H}_{(\phi, \psi_1, \psi_2)} | (\phi, \psi_1, \psi_2) \in \overline{\mathcal{H}}(V_1, V_2) \}\) will be denoted by \(\mathcal{H}\max\mathcal{A}(V_1, V_2)\). That is,

\[
\mathcal{H}\max\mathcal{A}(V_1, V_2) := \max\mathcal{A}(\mathcal{H}(V_1, V_2); \mathbb{R}^{n_B} \times \text{End}(X)) \{ \mathbf{H}_{(\phi, \psi_1, \psi_2)} | (\phi, \psi_1, \psi_2) \in \overline{\mathcal{H}}(V_1, V_2) \}.
\]

(148)

\[\square\]

**Theorem 4.15:** The differentiable structure \((\mathcal{H}(V_1, V_2), \mathcal{H}\max\mathcal{A}(V_1, V_2))\) is a \(C^\infty\) manifold, which means the topology induced by the maximal atlas \(\mathcal{H}\max\mathcal{A}(V_1, V_2)\) on \(\mathcal{H}(V_1, V_2)\) is Hausdorff and second-countable.

\[\square\]

**Definition 4.31:** The manifold \((\mathcal{H}(V_1, V_2), \mathcal{H}\max\mathcal{A}(V_1, V_2))\) will be denoted by \(\mathcal{H}(V_1, V_2)\).

\[\square\]

**Definition 4.32:** The mapping \(\pi_{(V_1, V_2)} : \mathcal{H}(V_1, V_2) \to B\) is defined as,

\[
\forall p \in B: \forall \alpha \in \mathcal{L}(\text{Fib}_{V_1}(p), \text{Fib}_{V_2}(p)):\ \pi_{(V_1, V_2)}(\alpha) \overset{\text{def}}{=} p.
\]

(149)

\[\square\]

**Lemma 4.7:** The quadruple \((\mathcal{H}(V_1, V_2), \pi_{(V_1, V_2)}, B, \text{End}(X))\) is a smooth fiber bundle.

**proof:** Let \(p\) be an arbitrary point of \(B\). Let \((U; (\phi, \psi_1, \psi_2))\) be an element of \(\overline{\mathcal{H}}(V_1, V_2)\) such that \(p \in U\). Clearly \(\phi^{-1} \times \text{Id}_{\mathcal{H}(V_1, V_2)}\) is a diffeomorphism from \(\phi(U) \times \text{End}(X)\) (with its canonical differentiable structure inherited from that of \(\mathbb{R}^{n_B} \times \overline{\mathcal{H}}(V_1, V_2)\)) to \(B|_U \times \overline{\mathcal{H}}(V_1, V_2)\). In
addition, it is also trivial that $H_{(φ, ψ_1, ψ_2)}$ is a diffeomorphism from $H((V_1, V_2)|_{U_1(V_1, V_2)})$ to $φ(U) × End(\mathcal{X})$, because it is a chart of the manifold $H((V_1, V_2))$. Thus, considering that the composition of a pair of diffeomorphisms as again a diffeomorphism, $H_{(φ, ψ_1, ψ_2)} = (φ^{-1} × Id_{H(V_1, V_2)}) ◦ H_{(φ, ψ_1, ψ_2)}$ is a diffeomorphism from $H((V_1, V_2)|_{U_1(V_1, V_2)})$ to $B|_{U_1(V_1, V_2)}$. Moreover, it is evident that $(π_{(V_1, V_2)})^{-1}(U) = H(U; (V_1, V_2))$, and the following diagram is commutative.

\[
\begin{array}{ccc}
\mathcal{H}(U; (V_1, V_2)) & \xrightarrow{H_{(φ, ψ_1, ψ_2)}} & U × End(\mathcal{X}) \\
\downarrow{π_{(V_1, V_2)}} & & \\
U & \xrightarrow{pr_{1}} & U × End(\mathcal{X})
\end{array}
\]

\[\square\]

**Corollary 4.8:** The set $\{H_{(φ, ψ_1, ψ_2)} | (φ, ψ_1, ψ_2) ∈ \bigcup_{V_1, V_2}(\mathcal{V}_1, \mathcal{V}_2)\}$ is an atlas of the smooth fiber bundle $(H((V_1, V_2), π_{(V_1, V_2)}, B, End(\mathcal{X})))$.

\[\square\]

**Proposition 4.10:** Let $U; (φ, ψ_1, ψ_2)$ and $V; (φ', ψ_1, ψ_2)$ be a pair of elements of $\bigcup_{V_1, V_2}(\mathcal{V}_1, \mathcal{V}_2)$. Then, $H_{(φ, ψ_1, ψ_2)} □ H_{(φ', ψ_1, ψ_2)}$ is a diffeomorphism from $H((V_1, V_2)|_{U_1(V_1, V_2)})$ to $B|_{U_1(V_1, V_2)}$. Moreover, it is evident that $(π_{(V_1, V_2)})^{-1}(U) = H(U; (V_1, V_2))$, and the following diagram is commutative.

\[
\begin{array}{ccc}
\mathcal{H}(U; (V_1, V_2)) & \xrightarrow{H_{(φ, ψ_1, ψ_2)}} & U × End(\mathcal{X}) \\
\downarrow{π_{(V_1, V_2)}} & & \\
U & \xrightarrow{pr_{1}} & U × End(\mathcal{X})
\end{array}
\]

\[\square\]

**Proof:** Let $p$ be an arbitrary element of $U ∩ V$. According to the definition of the transition map of a pair of local trivializations of a smooth fiber bundle, and [definition 4.29],

\[
∀α ∈ End(\mathcal{X}): \left[π|_{H((φ, ψ_1, ψ_2), π_{(V_1, V_2)}, B, End(\mathcal{X})))}(p)\right](α) = \left[H_{(φ, ψ_1, ψ_2)} ◦ H_{(φ', ψ_1, ψ_2)}\right]^{-1}\left(\phi^{-1}(p)\right.
\]

\[
= \psi_2^{-1}|_p ◦ (\psi_1^{-1}|_p) \circ \alpha \circ \eta_1^{-1}|_p ◦ (\eta_2^{-1}|_p) \circ \beta^{-1}|_p
\]

\[\square\]
which obviously implies that \( \chi [\overline{H(\phi, \psi_1, \psi_2)}, \overline{H(\phi', \eta_1, \eta_2)}] (p) \in \text{GL} (\text{End}(X)) \), because \( \widetilde{\psi}_2 |_p \circ (\eta_2 |_p)^{-1} \) and \( \eta_1 |_p \circ (\psi_1 |_p)^{-1} \) are linear automorphisms of \( X \). □

**Definition 4.33:** We will denote by \( \mathcal{A}^{(V_1, V_2)}_\infty \) the maximal atlas of the smooth fiber bundle \( (\mathcal{H}(V_1, V_2), \pi_{(V_1, V_2)}, B, \widetilde{\text{End}(X)}) \) including \( \{ \overline{H(\phi, \psi_1, \psi_2)} \mid (\phi, \psi_1, \psi_2) \in \overline{H}(V_1, V_2) \} \), endowed with which, the fiber bundle \( (\mathcal{H}(V_1, V_2), \pi_{(V_1, V_2)}, B, \widetilde{\text{End}(X)}) \) becomes a smooth vector bundle. ■

**Corollary 4.9:** The quintuple \( (\mathcal{H}(V_1, V_2), \pi_{(V_1, V_2)}, B, \widetilde{\text{End}(X)}, \mathcal{A}^{(V_1, V_2)}_\infty) \) is a smooth vector bundle. ■

**Definition 4.34:** We will denote by \( \mathcal{HOM}(V_1, V_2) \) the smooth vector bundle \( (\mathcal{H}(V_1, V_2), \pi_{(V_1, V_2)}, B, \widetilde{\text{End}(X)}, \mathcal{A}^{(V_1, V_2)}_\infty) \), which is referred to as the “Hom bundle of the smooth vector bundles \( V_1 \) and \( V_2 \)”.

**Corollary 4.10:** For every point \( p \) of \( B \), the fiber space of \( \mathcal{HOM}(V_1, V_2) \) over \( p \) equals the vector-space of all linear maps from the fiber space of \( V_1 \) over \( p \) to the fiber space of \( V_2 \) over \( p \). That is, \[
\forall p \in B : \text{Fib}_{\mathcal{HOM}(V_1, V_2)}(p) = \text{L}(\text{Fib}_{V_1}(p), \text{Fib}_{V_2}(p)). \quad (152)
\]

□

### 2.8 Dual Bundle

**Definition 4.35:** The \((1, 0)\) tensor bundle of the smooth vector bundle \( V \), that is \( \mathbb{T}E^{(1, 0)}(V) = (\mathcal{F}_1(V), \pi_1^{(1, 0)}, B, \widetilde{\text{End}(X)}, \mathcal{A}_V^{(1, 0)}) \), is referred to as the “dual bundle of the smooth vector bundle \( V \)” and will be denoted by \( V^* \), alternatively. ■

**Definition 4.36:** Let \( U \) be a non-empty open set of \( B \), and let \( \sigma : \{1, \ldots, d\} \rightarrow \Gamma^\infty(V; U) \) be a local frame field of \( V \) over \( U \), that is an element of \( \Phi(V; U) \). The sequence \( \overline{\sigma} : \{1, \ldots, d\} \rightarrow \)
\( F(U, \mathcal{T}^d(V)) \) is defined as the unique such sequence that satisfies

\[
\forall (i, j) \in \{1, \ldots, d\} \times \{1, \ldots, d\}: \forall p \in U: \left[ \sigma_i (p) \right] \circ \left[ \sigma_j (p) \right] \overset{\text{def}}{=} \delta_{i,j}.
\]

(153)

In other words, at every point \( p \) of \( U \), the sequence \( \sigma^1 (p), \ldots, \sigma^d (p) \) is the dual of the ordered basis \( \sigma_1 (p), \ldots, \sigma_d (p) \) of \( \text{Fib}_V (p) \), by definition. \( \sigma \) is referred to as the “dual of the local frame field \( \sigma \) of \( V \) over \( U \).”

\[ \blacksquare \]

**Theorem 4.16:** Let \( U \) be a non-empty open set of \( B \), and let \( \sigma: \{1, \ldots, d\} \to \Gamma^\infty (V; U) \) be a local frame field of \( V \) over \( U \), that is an element of \( \Phi (V; U) \). For every \( i \in \{1, \ldots, d\} \), \( \sigma^i \) is a \((1, 0)\) tensor field of the smooth vector bundle \( \text{RES}(V; U) \), or equivalently a local section of the dual bundle (that is, the \((1, 0)\) tensor bundle) of \( V \) over \( U \). That is,

\[
\forall i \in \{1, \ldots, d\}: \quad \sigma^i \in \Gamma^\infty (V^*; U).
\]

(154)

\[ \blacksquare \]

**Theorem 4.17:** Let \( X \) be an element of \( \text{TF}^\infty (\mathcal{F}, \mathbb{R}; V) \), that is an \((r, s)\) tensor field of \( V \). Let \( U \) be a non-empty open set of \( B \), and let \( \sigma: \{1, \ldots, r\} \to \Gamma^\infty (V; U) \) be a local frame field of \( V \) over \( U \).

\[
X|_U = \sum_{j_1, \ldots, j_r=1}^{d} \sum_{k_1, \ldots, k_s=1}^{d} X^{k_1, \ldots, k_s}_{j_1, \ldots, j_r} \left( \sigma^{j_1} \otimes \sigma^{j_2} \otimes \sigma^{k_1} \otimes \cdots \otimes \sigma^{k_s} \right),
\]

(155)

where for every \( j_1, \ldots, j_r, \ldots, k_1, \ldots, k_s \in \{1, \ldots, d\} \), the mapping \( X^{k_1, \ldots, k_s}_{j_1, \ldots, j_r} : U \to \mathbb{k} \) is defined as,

\[
\forall p \in U: \quad X^{k_1, \ldots, k_s}_{j_1, \ldots, j_r} (p) \overset{\text{def}}{=} [X (p)] \left( \sigma_{j_1} (p), \ldots, \sigma_{j_r} (p), \sigma^{k_1} (p), \ldots, \sigma^{k_s} (p) \right),
\]

(156)

which is a smooth map from \( B|_U \) to \( \mathbb{k} \), that is an element of \( C^\infty (B|_U, \mathbb{k}) \).

* Notice that the tensor products here, take place in the tensor algebra of the vector bundle \( \text{RES}(V; U) \). So \( \otimes \) stands for \( \otimes \) here.

* Such a local representation of a tensor field is called a “local expression of the tensor field \( X \) in terms of the local frame field of \( \sigma \) of \( V \).”

\[ \blacksquare \]
3.8 Whitney-Sum of Smooth Vector Bundles

**Fixed Objects 4.4:** In this section, \( V_1 = (E_1, \pi_1, \mathcal{E}_1, X, A_1) \) and \( V_2 = (E_2, \pi_2, \mathcal{E}_2, X, A_2) \) are fixed as a pair of smooth vector bundles of rank \( d_i \), where \( E_i = (E_i, A_{E_i}) \) for \( i = 1, 2 \), and \( \mathcal{E} = (\mathcal{E}_1, A_{\mathcal{E}}) \) are \( C^\infty \) manifolds modeled on the Banach-spaces \( \mathbb{R}^{n_i} \) (\( i = 1, 2 \)) and \( \mathbb{R}^{n_3} \), respectively.

**Definition 4.37:** Let \( U \) be a subset of \( B \).

\[
\mathcal{W}(U; (V_1, V_2)) := \bigcup_{p \in U} \text{Fib}_{V_1}(p) \oplus \text{Fib}_{V_2}(p).
\]

Specifically, \( \mathcal{W}(B; (V_1, V_2)) \) can alternatively be denoted by \( \mathcal{W}(V_1, V_2) \).

**Definition 4.38:** We associate to each element \( (U; (\phi, \psi_1, \psi_2)) \) of \( \Omega(V_1, V_2) \) the mapping \( w_{(\phi, \psi_1, \psi_2)} : \mathcal{W}(U; (V_1, V_2)) \rightarrow \phi(U) \times (X_1 \oplus X_2) \) defined as,

\[
\forall p \in U : \forall (v_1, v_2) \in \text{Fib}_{V_1}(p) \oplus \text{Fib}_{V_2}(p):
\]

\[
w_{(\phi, \psi_1, \psi_2)}(v_1, v_2) \overset{\text{def}}{=} \left( \phi(p), \begin{pmatrix} \psi_1|_p(v_1) \\ \psi_2|_p(v_2) \end{pmatrix} \right).
\]

Furthermore, we associate to each element \( (U; (\phi, \psi_1, \psi_2)) \) of \( \Omega(V_1, V_2) \) the mapping \( w_{(\phi, \psi_1, \psi_2)} : \mathcal{H}(U; (V_1, V_2)) \rightarrow U \times (X_1 \oplus X_2) \) defined as,

\[
\forall p \in U : \forall (v_1, v_2) \in \text{Fib}_{V_1}(p) \oplus \text{Fib}_{V_2}(p):
\]

\[
w_{(\phi, \psi_1, \psi_2)}(v_1, v_2) \overset{\text{def}}{=} \left( p, \begin{pmatrix} \psi_1|_p(v_1) \\ \psi_2|_p(v_2) \end{pmatrix} \right).
\]

**Lemma 4.8:** The set \( \{w_{(\phi, \psi_1, \psi_2)} | (\phi, \psi_1, \psi_2) \in \Omega(V_1, V_2)\} \) is a \( C^\infty \) atlas on \( \mathcal{W}(V_1, V_2) \) modeled on the Banach-space \( \mathbb{R}^{n_2} \times (X_1 \oplus X_2) \).

**Definition 4.39:** The \( C^\infty \) maximal-atlas on \( \mathcal{W}(V_1, V_2) \) modeled on the Banach-space \( \mathbb{R}^{n_2} \times (X_1 \oplus X_2) \) generated by the atlas \( \{w_{(\phi, \psi_1, \psi_2)} | (\phi, \psi_1, \psi_2) \in \Omega(V_1, V_2)\} \) will be denoted by \( \mathcal{W}_{\text{max}} A_{(V_1, V_2)} \). That is,

\[
\mathcal{W}_{\text{max}} A_{(V_1, V_2)} := \max \mathcal{A}^{(\infty)}_{\mathcal{W}(V_1, V_2)} \{w_{(\phi, \psi_1, \psi_2)} | (\phi, \psi_1, \psi_2) \in \Omega(V_1, V_2)\}.
\]
3.8 Whitney-Sum of Smooth Vector Bundles

**Theorem 4.18:** The differentiable structure \((W(V_1, V_2), W\text{max}\mathcal{A}_{(V_1, V_2)})\) is a \(C^\infty\) manifold, which means the topology induced by the maximal atlas \(W\text{max}\mathcal{A}_{(V_1, V_2)}\) on \(W(V_1, V_2)\) is Hausdorff and second-countable.

**Definition 4.40:** The manifold \((W(V_1, V_2), W\text{max}\mathcal{A}_{(V_1, V_2)})\) will be denoted by \(W(V_1, V_2)\).

**Definition 4.41:** The mapping \(\pi_{(V_1, V_2)} : W(V_1, V_2) \to B\) is defined as,

\[
\forall p \in B: \forall (v_1, v_2) \in \text{Fib}_{V_1}(p) \oplus \text{Fib}_{V_2}(p): \quad \pi_{(V_1, V_2)}(v_1, v_2) \overset{\text{def}}{=} p. \quad (161)
\]

**Lemma 4.9:** The quadruple \((W(V_1, V_2), \pi_{(V_1, V_2)}, B, X_1 \oplus X_2)\) is a smooth fiber bundle.

**proof:** It is similar to the proof of [lemma 4.7].

**Corollary 4.11:** The set \(\{\bar{w}(\phi, \psi, \eta_1, \eta_2) \mid (\phi, \psi, \eta_1, \eta_2) \in \overline{\mathcal{W}}(V_1, V_2)\}\) is an atlas of the smooth fiber bundle \((W(V_1, V_2), \pi_{(V_1, V_2)}, B, X_1 \oplus X_2)\).

**Proposition 4.11:** Let \((U; (\phi, \psi_1, \psi_2))\) and \((V; (\phi', \eta_1, \eta_2))\) be a pair of elements of \(\overline{\mathcal{W}}(V_1, V_2)\). \(\bar{w}(\phi, \psi_1, \psi_2) \circ (\bar{w}(\phi', \eta_1, \eta_2))^{-1} : (U \cap V) \times X_1 \oplus X_2 \to (U \cap V) \times X_1 \oplus X_2\), and the value of the transition map of the local trivializations \(\bar{w}(\phi, \psi_1, \psi_2)\) and \(\bar{w}(\phi', \eta_1, \eta_2)\) of the fiber bundle \((W(V_1, V_2), \pi_{(V_1, V_2)}, B, X_1 \oplus X_2)\) at every point \(p\) of its domain \(U \cap V\) is a linear isomorphism from \(X_1 \oplus X_2\) to itself. That is,

\[
\forall p \in U \cap V: \quad \chi\left[\bar{w}(\phi, \psi_1, \psi_2), \bar{w}(\phi', \eta_1, \eta_2)\right](p) \in \text{GL}(X_1 \oplus X_2). \quad (162)
\]

**proof:** It is trivial.

**Definition 4.42:** We will denote by \(\mathcal{A}_{W(V_1, V_2)}\) the maximal atlas of the smooth fiber bundle \((W(V_1, V_2), \pi_{(V_1, V_2)}, B, X_1 \oplus X_2)\) including \(\{\bar{w}(\phi, \psi_1, \psi_2) \mid (\phi, \psi_1, \psi_2) \in \overline{\mathcal{W}}(V_1, V_2)\}\), endowed with which, the fiber bundle \((W(V_1, V_2), \pi_{(V_1, V_2)}, B, X_1 \oplus X_2)\) becomes a smooth vector bundle.
Corollary 4.12: The quintuple \((W(V_1, V_2), \pi_{(V_1, V_2)}, \mathcal{B}, \mathcal{X}_1 \oplus \mathcal{X}_2, \mathcal{A}^{W}_{(V_1, V_2)})\) is a smooth vector bundle.

Definition 4.43: We will denote by \(V_1 \oplus V_2\) the smooth vector bundle \((W(V_1, V_2), \pi_{(V_1, V_2)}, \mathcal{B}, \mathcal{X}_1 \oplus \mathcal{X}_2, \mathcal{A}^{W}_{(V_1, V_2)})\), which is referred to as the “Whitney-sum of the smooth vector bundles \(V_1\) and \(V_2\”).

Corollary 4.13: For every point \(p\) of \(\mathcal{B}\), the fiber space of \(V_1 \oplus V_2\) over \(p\) equals the direct sum of the fiber space of \(V_1\) over \(p\) and the fiber space of \(V_2\) over \(p\). That is,

\[
\forall p \in \mathcal{B}: \text{Fib}_{V_1 \oplus V_2}(p) = \text{Fib}_{V_1}(p) \oplus \text{Fib}_{V_2}(p). \tag{163}
\]

Theorem 4.19: Suppose that \(V_1\) and \(V_2\) are smooth vector sub-bundles of the vector bundle \(V\). If

\[
\forall p \in \mathcal{B}: \text{Fib}_V(p) = \text{Fib}_{V_1}(p) \oplus \text{Fib}_{V_2}(p), \tag{164}
\]

then the smooth vector bundles \(V\) and \(V_1 \oplus V_2\) are isomorphic.

4.8 Direct Product of Smooth Vector Bundles

Definition 4.44: Let \(U\) be a subset of \(\mathcal{B}\).

\[
\mathcal{P}(U_1, U_2; (V_1, V_2)) := \bigcup_{(p_1, p_2) \in U_1 \times U_2} \text{Fib}_{V_1}(p_1) \oplus \text{Fib}_{V_2}(p_2). \tag{165}
\]

Specifically, \(\mathcal{P}(B_1, B_2; (V_1, V_2))\) can alternatively be denoted by \(\mathcal{P}(V_1, V_2)\).

Definition 4.45:

\[
\Omega(V_1, V_2) := \{ (\phi_1, \psi_1, \psi_2) \mid [\phi_i \in \mathcal{A}_B, \psi_i \in \mathcal{A}_i, \text{dom}(\phi_i) = \pi_i^{-1}(\text{dom}(\psi_i)) \text{ for } i = 1, 2] \}. \tag{166}
\]
An element \((\phi_1, \phi_2, \psi_1, \psi_2)\) of \(\overline{\Pi}(\mathcal{V}_1, \mathcal{V}_2)\) can alternatively be denoted by \((U_1, U_2; (\phi_1, \phi_2, \psi_1, \psi_2))\) where \(U_i := \dom(\phi_i) = \pi_i^{-1}(\dom(\psi_i))\) for \(i = 1, 2\).

\[\text{Lemma 4.10: The set }\]
\[\{U_1 \times U_2 \subseteq B_1 \times B_2 : \exists (\phi_1, \phi_2, \psi_1, \psi_2) \in \overline{\Pi}(\mathcal{V}_1, \mathcal{V}_2) : U_i = \dom(\phi_i) = \pi_i^{-1}(\dom(\psi_i)) \ (i = 1, 2)\}\]
\[\text{is an open covering of } B_1 \times B_2.\]

\[\text{proof: It is trivial.}\]

\[\square\]

\[\text{Definition 4.46: We associate to each element } ((U_1, U_2); (\phi_1, \phi_2, \psi_1, \psi_2)) \text{ of } \overline{\Pi}(\mathcal{V}_1, \mathcal{V}_2) \text{ the mapping } P_{(\phi_1, \phi_2, \psi_1, \psi_2)} : \mathcal{P}(U_1, U_2; (\mathcal{V}_1, \mathcal{V}_2)) \rightarrow (\phi_1(U_1) \times \phi_2(U_2)) \times X_1 \oplus X_2, \text{ defined as,}\]
\[\forall (p_1, p_2) \in U_1 \times U_2: \forall (v_1, v_2) \in \text{Fib}_{V_1}(p_1) \oplus \text{Fib}_{V_2}(p_2):\]
\[P_{(\phi_1, \phi_2, \psi_1, \psi_2)}(v_1, v_2) \overset{\text{def}}{=} \left(\phi_1(p_1), \phi_2(p_2), \left(\psi_1|_{p_1}(v_1), \psi_2|_{p_2}(v_2)\right)\right).\]  \hspace{1cm} (167)

Furthermore, we associate to each element \(((U_1, U_2); (\phi_1, \phi_2, \psi_1, \psi_2))\) of \(\overline{\Pi}(\mathcal{V}_1, \mathcal{V}_2)\) the mapping \(P_{(\phi_1, \phi_2, \psi_1, \psi_2)} : \mathcal{P}(U_1, U_2; (\mathcal{V}_1, \mathcal{V}_2)) \rightarrow (U_1 \times U_2) \times X_1 \oplus X_2\) defined as,
\[\forall (p_1, p_2) \in U_1 \times U_2: \forall (v_1, v_2) \in \text{Fib}_{V_1}(p_1) \oplus \text{Fib}_{V_2}(p_2):\]
\[P_{(\phi_1, \phi_2, \psi_1, \psi_2)}(v_1, v_2) \overset{\text{def}}{=} \left((p_1, p_2), \left(\psi_1|_{p_1}(v_1), \psi_2|_{p_2}(v_2)\right)\right).\]  \hspace{1cm} (168)

\[\text{Lemma 4.11: The set } \{P_{(\phi_1, \phi_2, \psi_1, \psi_2)} \mid (\phi_1, \phi_2, \psi_1, \psi_2) \in \overline{\Pi}(\mathcal{V}_1, \mathcal{V}_2)\}\text{ is a } C^\infty \text{ atlas on the set } \mathcal{P}(\mathcal{V}_1, \mathcal{V}_2) \text{ modeled on the Banach-space } (\mathbb{R}^{n_1} \times \mathbb{R}^{n_2}) \times (X_1 \oplus X_2).\]

\[\square\]

\[\text{Definition 4.47: The } C^\infty \text{ maximal-atlas on the set } \mathcal{P}(\mathcal{V}_1, \mathcal{V}_2) \text{ modeled on the Banach-space } (\mathbb{R}^{n_1} \times \mathbb{R}^{n_2}) \times (X_1 \oplus X_2), \text{ generated by the atlas } \{P_{(\phi_1, \phi_2, \psi_1, \psi_2)} \mid (\phi_1, \phi_2, \psi_1, \psi_2) \in \overline{\Pi}(\mathcal{V}_1, \mathcal{V}_2)\}\text{ will be denoted by } \mathcal{P}^{\max}A_{(\mathcal{V}_1, \mathcal{V}_2)}. \text{ That is,}\]
\[\mathcal{P}^{\max}A_{(\mathcal{V}_1, \mathcal{V}_2)} := \text{max Atl}(\mathbb{R}^{n_1} \times \mathbb{R}^{n_2}) \times (X_1 \oplus X_2) \left\{P_{(\phi_1, \phi_2, \psi_1, \psi_2)} \mid (\phi_1, \phi_2, \psi_1, \psi_2) \in \overline{\Pi}(\mathcal{V}_1, \mathcal{V}_2)\right\}.\]  \hspace{1cm} (169)
Theorem 4.20: The differentiable structure \( (\mathcal{P}(V_1, V_2), \mathcal{P}\max\mathcal{A}(V_1, V_2)) \) is a \( C^\infty \) manifold, which means the topology induced by the maximal atlas \( \mathcal{P}\max\mathcal{A}(V_1, V_2) \) on \( \mathcal{P}(V_1, V_2) \) is Hausdorff and second-countable.

Definition 4.48: The manifold \( (\mathcal{P}(V_1, V_2), \mathcal{P}\max\mathcal{A}(V_1, V_2)) \) will be denoted by \( \mathcal{P}(V_1, V_2) \).

Definition 4.49: The mapping \( \pi(V_1, V_2) : \mathcal{P}(V_1, V_2) \to B_1 \times B_2 \) is defined as,

\[
\forall (p_1, p_2) \in B_1 \times B_2: \forall (v_1, v_2) \in \text{Fib}_{V_1}(p_1) \oplus \text{Fib}_{V_2}(p_2): \pi_{(V_1, V_2)}(v_1, v_2) \overset{\text{def}}{=} (p_1, p_2). \tag{170}
\]

Lemma 4.12: The quadruple \( \left( \mathcal{P}(V_1, V_2), \pi(V_1, V_2), B_1 \times B_2, X_1 \oplus X_2 \right) \) is a smooth fiber bundle.

proof: It is similar to the proof of [lemma 4.7].

Corollary 4.14: The set \( \{ \overline{\mathcal{P}}_{(\phi_1, \phi_2, \psi_1, \psi_2)} \mid (\phi_1, \phi_2, \psi_1, \psi_2) \in \overline{\mathcal{I}}(V_1, V_2) \} \) is an atlas of the smooth fiber bundle \( \left( \mathcal{P}(V_1, V_2), \pi(V_1, V_2), B_1 \times B_2, X_1 \oplus X_2 \right) \).

Proposition 4.12: Let \((U_1, U_2; (\phi_1, \phi_2, \psi_1, \psi_2)) \) and \((V_1, V_2; (\phi'_1, \phi'_2, \eta_1, \eta_2)) \) be a pair of elements of \( \overline{\mathcal{I}}(V_1, V_2) \). \( \overline{\mathcal{P}}_{(\phi_1, \phi_2, \psi_1, \psi_2)} \circ \left( \overline{\mathcal{P}}_{(\phi'_1, \phi'_2, \eta_1, \eta_2)} \right)^{-1} : ((U_1 \times U_2) \cap (V_1 \times V_2)) \times X_1 \oplus X_2 \to ((U_1 \times U_2) \cap (V_1 \times V_2)) \times X_1 \oplus X_2 \), and the value of the transition map of the local trivializations \( \overline{\mathcal{P}}_{(\phi_1, \phi_2, \psi_1, \psi_2)} \) and \( \overline{\mathcal{P}}_{(\phi'_1, \phi'_2, \eta_1, \eta_2)} \) of the fiber bundle \( \left( \mathcal{P}(V_1, V_2), \pi(V_1, V_2), B_1 \times B_2, X_1 \oplus X_2 \right) \) at every point \((p_1, p_2) \) of its domain \((U_1 \times U_2) \cap (V_1 \times V_2) \) is a linear isomorphism from \( X_1 \oplus X_2 \) to itself. That is,

\[
\forall (p_1, p_2) \in (U_1 \times U_2) \cap (V_1 \times V_2): \left[ X \left[ \overline{\mathcal{P}}_{(\phi_1, \phi_2, \psi_1, \psi_2)}, \overline{\mathcal{P}}_{(\phi'_1, \phi'_2, \eta_1, \eta_2)} \right] \right](p) \in \text{GL}(X_1 \oplus X_2). \tag{171}
\]

proof: It is trivial.
Definition 4.50: We will denote by $\mathcal{A}_{(V_1, V_2)}^P$ the maximal atlas of the smooth fiber bundle $(\mathcal{P}(V_1, V_2), \pi_{(V_1, V_2)}, \mathcal{B}, X_1 \oplus X_2)$ including \{$(\phi_1, \phi_2, \psi_1, \psi_2) \mid (\phi_1, \phi_2, \psi_1, \psi_2) \in \overline{\Omega}(V_1, V_2)$\}, endowed with which, the fiber bundle $(\mathcal{P}(V_1, V_2), \pi_{(V_1, V_2)}, \mathcal{B}, X_1 \oplus X_2, \mathcal{A}_{(V_1, V_2)}^P)$ becomes a smooth vector bundle.

Corollary 4.15: The quintuple $(\mathcal{P}(V_1, V_2), \pi_{(V_1, V_2)}, \mathcal{B}, X_1 \oplus X_2, \mathcal{A}_{(V_1, V_2)}^P)$ is a smooth vector bundle.

Definition 4.51: We will denote by $V_1 \times V_2$ the smooth vector bundle $(\mathcal{P}(V_1, V_2), \pi_{(V_1, V_2)}, \mathcal{B}, X_1 \oplus X_2, \mathcal{A}_{(V_1, V_2)}^P)$, which is referred to as the “direct product of the smooth vector bundles $V_1$ and $V_2$”.

Corollary 4.16: For every point $p_1$ of $\mathcal{B}_1$ and every point $p_2$ of $\mathcal{B}_2$, the fiber space of $V_1 \times V_2$ over $(p_1, p_2)$ equals the direct sum of the fiber space of $V_1$ over $p_1$ and the fiber space of $V_2$ over $p_2$. That is,

$$\forall (p_1, p_2) \in B_1 \times B_2: \text{Fib}_{V_1 \times V_2}(p_1, p_2) = \text{Fib}_{V_1}(p_1) \oplus \text{Fib}_{V_2}(p_2).$$

5.8 Induced Bundle

Fixed Objects 4.5: $M = (M, \mathcal{A}_M)$ is fixed as an $n$-dimensional and $C^\infty$ manifold modeled the Banach-space $\mathbb{R}^n$. $f$ is fixed as an element of $C^\infty(M, \mathcal{B})$.

Definition 4.52: By definition,

$$f^*(V; M) := \{(p, v) \in M \times E \mid f(p) = \pi (v)\} = \bigcup_{p \in M} \{p\} \times \pi^{-1}(\{f(p)\}).$$


Definition 4.53: The mapping $\pi^* : f^*(V; M) \to M \times X$ is defined as

$$\forall (p, v) \in f^*(V; M): \quad \pi^*(p, v) \overset{\text{def}}{=} p.$$ (174)

Definition 4.54: We associate to each local trivialization $(U, \phi)$ of the smooth vector bundle $V$ the mapping $I(\phi, f) : \bigcup_{p \in f^{-1}(U)} \{p\} \times \pi^{-1}(\{f(p)\}) \to f^{-1}(U) \times X$, defined as

$$\forall (q, v) \in \bigcup_{p \in f^{-1}(U)} \{p\} \times \pi^{-1}(\{f(p)\}): \quad [I(\phi, f)](q, v) \overset{\text{def}}{=} (q, \phi\big|_{f(q)}(v)).$$ (175)

Lemma 4.13:

- $f^*(V; M)$ is a regular submanifold of the product manifold $M \times \mathcal{E}$.

- The quadruple $\left(M^{\times \mathcal{E}}, \pi^*, M, \bar{X}\right)$ is a smooth fiber bundle, and $\{I(\phi, f) | \phi \in \mathcal{A}\}$ is an atlas of this smooth fiber bundle.

- For every pair $(U, \phi)$ and $(V, \psi)$ of local trivializations of the smooth vector bundle $V$,

$$\forall p \in f^{-1}(U \cap V): \quad \chi[I(\phi, f), I(\psi, f)](p) \in \text{GL}(X).$$ (176)

Definition 4.55: We will denote by $\mathcal{A}^{\text{IND}}_{(V; M)}$ the maximal atlas of the smooth fiber bundle $\left(M^{\times \mathcal{E}}, \pi^*, M, \bar{X}\right)$ including $\{I(\phi, f) | \phi \in \mathcal{A}\}$, endowed with which, this fiber bundle becomes a smooth vector bundle.

Corollary 4.17: The quintuple $\left(M^{\times \mathcal{E}}, \pi^*, M, \bar{X}, \mathcal{A}^{\text{IND}}_{(V; M)}\right)$ is a smooth vector bundle.

Definition 4.56: We will denote by $\Pi^{\text{IND}}(V, M; f)$ the smooth vector bundle $\left(M^{\times \mathcal{E}}, \pi^*, M, \bar{X}, \mathcal{A}^{\text{IND}}_{(V; M)}\right)$, which is referred to as the “induced bundle from the smooth vector bundle $V$ on the manifold $M$ via the smooth map $f$.”
Corollary 4.18: For every point \( p \) of \( \mathcal{M} \), the fiber space of \( \text{IND}(\mathcal{V}, \mathcal{M}; f) \) over \( p \) has the following linear structure.

\[
\forall (v_1, v_2) \in \text{Fib}_\mathcal{V}(f(p)) \times \text{Fib}_\mathcal{V}(f(p)): \forall (c_1, c_2) \in k \times k:
\]

\[c_1(p, v_1) + c_2(p, v_2) = (p, c_1 v_1 + c_2 v_2).
\] (177)
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